Abstract. We study the Brownian motion of a field where there are boundaries in the inflationary field space. Both the field and the boundary undergo Brownian motions with the amplitudes of the noises determined by the Hubble expansion rate of the corresponding dS spacetime. This setup mimics models of inflation in which curvature perturbation is induced from inhomogeneities generated at the surface of end of inflation. The cases of the drift dominated regime as well as the diffusion dominated regime are studied in details. We calculate the first hitting probabilities as well as the mean number of e-folds for the field to hit either of the boundaries in the field space. The implications for models of inflation are reviewed.
1 Introduction

In the current paradigm of early universe cosmology the large scale cosmological perturbations are believed to be generated during inflation [1–4]. As a resolution for the flatness and the horizon problems, the universe undergoes a period of accelerated expansion in which small patches are stretched exponentially to encompass the current observable universe. In the simplest models, inflation is driven by a scalar field, the inflaton field, with a nearly flat potential. Classically, the inflaton field slowly rolls on top of its potential, while at the same time it undergoes quantum fluctuations. These quantum perturbations are generated continuously deep inside the Hubble horizon which are subsequently stretched to superhorizon scales as the universe expands exponentially. The simplest models of inflation predict that these perturbations on large scales to be nearly scale invariant, nearly Gaussian and nearly adiabatic which are well consistent with cosmological observations [5, 6].

Stochastic inflation is an elegant method to study inflation and cosmological perturbations [7, 8]. It is an effective field theory approach for the dynamics of the long superhorizon perturbations which are affected by small scale quantum perturbations. In this picture one decomposes the perturbations into the long and short perturbations. As the short modes are stretched beyond the horizon, they become classical and affect the long mode perturbations. Using the stochastic formalism the effects of short modes on long modes are captured by random classical white noises with the amplitude $\frac{H^2}{\pi}$ in which $H$ is the Hubble expansion rate during inflation. Stochastic inflation has been used to study cosmological perturbations in slow-roll models [9–36], ultra slow-roll setups [37–40] and also in models involving gauge fields [41–47]. Since in stochastic formalism one decomposes the perturbations into long and short modes it provides a natural setup to employ $\delta N$ formalism [48–55]. The standard $\delta N$ formalism [56–62] is based on the separate Universe approach where the superhorizon perturbations modify the background expansion of the nearby patches (Universes). The $\delta N$ formalism is a
powerful tool to calculate the curvature perturbation correlations non-perturbatively, i.e. to all orders in perturbations. Using the stochastic $\delta N$ formalism the stochastic corrections in curvature perturbation power spectrum and bispectrum and the consequences for primordial black hole formation can be studied.

In the past studies involving the formalism of stochastic inflation, the stochasticity was imprinted from the dynamics of the rolling inflaton or vector fields during inflation. In these works, the end of inflation is a fixed point in field space so there is no curvature perturbations generated from the surface of end inflation. In these scenarios, one only needs to follow the stochastic dynamics of the fields during inflation to read off the amplitude of curvature perturbations generated during inflation on superhorizon scales. However, there are interesting examples where curvature perturbations can be induced from inhomogeneities generated at the surface of end of inflation [63–68]. These are multiple field scenarios in which inflation is terminated on a surface in a field space. As the surface of end of inflation is modulated by inhomogeneities induced from the multiple fields, then curvature perturbations are also generated at the surface of end of inflation. In the language of stochastic inflation, we are dealing with a setup where the boundary itself undergoes stochastic motion. Our goal in this work is to extend the analysis of stochastic inflation to the above mentioned picture where we have additional source of stochasticity from the boundaries in the field space. With this motivation in mind, we study various physical and mathematical questions related to dS backgrounds with random fields and stochastic boundaries.

The paper is organized as follows. In section 2 we briefly review the setup of stochastic inflation and a simple example of inflation where inhomogeneities are generated at the surface of end of inflation. In section 3 we study the case in which the classical drift of the field is dominant compared to the Brownian motions of the field and the boundary. In section 4 we extend these analysis to the case where the system is diffusion dominated while the Brownian boundary is confined to move within two fixed barriers. In section 5 we study the setup where the stochastic motion of the boundary has a uniform distribution followed by Summary and Discussions in section 6. Some technical analysis are relegated into Appendices A and B.

2 Review and Motivation

In this section we briefly review the formalism of stochastic inflation and present our motivation in studying the models containing boundaries which undergo Brownian motion.

Consider a single field inflation model containing the inflaton field $\phi$ which slowly rolls under the potential $V(\phi)$. We split $\phi$ and its conjugate momentum $v = \dot{\phi}$ into the short and long wavelengths,

\begin{align}
\phi(x, t) &= \phi_l(x, t) + \sqrt{\hbar} \phi_s(x, t), \\
v(x, t) &= v_l(x, t) + \sqrt{\hbar} v_s(x, t),
\end{align}

in which the subscripts $l$ and $s$ denote the long modes and short modes respectively. The factor $\sqrt{\hbar}$ has been inserted explicitly for the short modes above to specify the quantum nature of the short modes.

Going to the Fourier space, the short modes satisfy the following decompositions,

\begin{equation}
\phi_s(x, t) = \int \frac{d^3k}{(2\pi)^3} \Theta(k - \epsilon a H) \phi_k(t) e^{ik \cdot x},
\end{equation}
and

\[ v_s(\mathbf{x}, t) = \int \frac{d^3k}{(2\pi)^3} \theta(k - \varepsilon aH) \phi_k(t) e^{i\mathbf{k} \cdot \mathbf{x}}. \]  

(2.4)

Here the dimensionless parameter \( \varepsilon \) is a small number \( \varepsilon \ll 1 \) which is introduced to separate the large and small scales. Furthermore, \( a(t) \) is the scale factor and \( H = \dot{a}/a \) is the Hubble expansion rate during inflation. The operator \( \phi_k(t) \) is given by \( \phi_k = a_k \varphi_k + a_k^\dagger \varphi_{-k}^* \) in which \( \varphi_k \) is the positive frequency mode function satisfying the scalar field equation of motion (the Klein-Gordon equation in the presence of gravity) while \( a_k \) and \( a_k^\dagger \) are the usual annihilation and creation operators.

By expanding the scalar field Klein-Gordon equation around \( \phi_1 \) and \( v_l \) up to first order in \( \sqrt{h} \) one obtains the following equations of motion for \( \phi_1 \) and \( v_l \) \[10, 11\]

\[ \dot{\varphi}_l = v_l + \sqrt{h} \sigma, \]  

(2.5)

\[ \dot{v}_l = -3Hv_l + \frac{1}{a^2} \nabla^2 \varphi_l - V'(\varphi) + \sqrt{h} \tau, \]  

(2.6)

in which the noises \( \sigma \) and \( \tau \), appearing as the source terms in Eqs. (2.5) and (2.6), are given by

\[ \sigma(\mathbf{x}, t) = \varepsilon aH^2 \int \frac{d^3k}{(2\pi)^3} \delta(k - \varepsilon aH) \phi_k(t) e^{i\mathbf{k} \cdot \mathbf{x}}, \]  

(2.7)

\[ \tau(\mathbf{x}, t) = \varepsilon aH^2 \int \frac{d^3k}{(2\pi)^3} \delta(k - \varepsilon aH) \dot{\phi}_k(t) e^{i\mathbf{k} \cdot \mathbf{x}}. \]  

(2.8)

Starting with the Bunch-Davies initial condition \(|0\rangle\), the commutation of the field and its momentum is given by \[10, 11\]

\[ [\sigma(\mathbf{x}_1, t_1), \tau(\mathbf{x}_2, t_2)] = i\varepsilon^2 \frac{H^4}{4\pi^2} j_0(\varepsilon aH|x_1 - x_2|) \delta(t_1 - t_2), \]  

(2.9)

in which \( j_0 \) is the zeroth order Bessel function. As it can be seen from the above commutation relation, the quantum nature of \( \sigma \) and \( \tau \) disappears if we choose \( \varepsilon \) small enough. Furthermore, calculating the auto-correlation of the noises, one can show that \( \tau = O(\varepsilon^2) \) while

\[ \langle 0 | \sigma(\mathbf{x}, t_1) \sigma(\mathbf{x}, t_2) | 0 \rangle \approx \frac{H^3}{4\pi^2} \delta(t_1 - t_2) = \frac{H^4}{4\pi^2} \delta(N_1 - N_2), \]  

(2.10)

where \( N \) is the number of e-fold related to cosmic time via \( dN = H dt \). In the slow-roll limit which we are interested in, we can simply set \( N = Ht \).

On the super horizon limit \( k \ll aH \) we can neglect the second order spatial derivative in Eq. (2.6). In addition, setting \( \tau \to 0 \) (note that \( \tau = O(\varepsilon^2) \)) and dropping the subscript \( l \) for convenience, from the combination of Eqs. (2.5) and (2.6) we obtain the following Langevin equation for the coarse grained long mode

\[ \frac{d\phi(N)}{dN} = -\frac{V_\phi}{3H^2} + \frac{H}{2\pi} \xi(N), \]  

(2.11)

where the new noise \( \xi(N) \) is related to the original noise via \( \sigma \equiv \frac{H}{2\pi} \xi \) so \( \xi \) is a normalized classical white noise satisfying

\[ \langle \xi(N) \rangle = 0, \quad \langle \xi(N) \xi(N') \rangle = \delta(N - N'). \]  

(2.12)

Associated to the normalized noise \( \xi(N) \) we can define a Wiener process \( W(N) \) which is defined via \( W(N) \equiv \int_0^N \xi(N') dN \) which satisfies the following conditions

\[ \langle W(N) \rangle = 0, \quad \langle W(N)^2 \rangle = N. \]  

(2.13)
2.1 Motivation for inflation with stochastic boundary

Having obtained the Langevin equation in Eq. (2.11) one can look at various of its applications. For example, one can calculate the average number of e-fold for inflation $\langle N \rangle$ and the curvature perturbation power spectrum and their stochastic corrections [50–52]. In deriving Eq. (2.11) we have assumed that only one field is responsible for curvature perturbation so stochasticity is generated purely from $\delta \phi$ perturbations during inflation. In particular, we assume that inflation is terminated at a specific point in field space where $\phi = \phi_e$. As the point of end of inflation is fixed, $\delta \phi_e = 0$, then curvature perturbations are exclusively generated during inflation. For example, going to flat slicing, the comoving curvature perturbation is given by $\mathcal{R} = -\frac{H}{\dot{\phi}} \delta \phi$ where $\delta \phi$ is calculated at the time of horizon crossing when $k = aH$.

As a simple extension to multiple field setup, now consider the model containing two fields, the inflaton $\phi$ and the spectator field $\sigma$. The field $\sigma$ is massless and it does not contribute to potential and the background expansion. However, it affects the surface of end of inflation. As the field $\sigma$ modulates the surface of end of inflation, its perturbations generate additional contribution into curvature perturbations so the total curvature perturbation now is given by

$$\mathcal{R} = -\frac{H}{\dot{\phi}} \delta \phi + \mathcal{R}_e$$

in which $\mathcal{R}_e$ represents the curvature perturbations induced from the surface of end of inflation.

As a specific example, consider the model studied in [63] (see also [64]) in which the surface of end of inflation is determined by the ellipse

$$\lambda_\phi \phi^2 + \lambda_\sigma \sigma^2 = M^2,$$

in which $M$ is a fixed mass scale and $\lambda_\phi$ and $\lambda_\sigma$ are two coupling constants. In the absence of the spectator field $\sigma$, i.e. when $\lambda_\sigma = 0$, inflation ends at a fixed point $\phi_e = \sqrt{M/\lambda_\phi}$. However, in the presence of the spectator field, there can be additional perturbations generated at the surface of end of inflation via

$$\delta \phi_e = -\frac{\lambda_\sigma \sigma e}{\lambda_\phi \phi_e} \delta \sigma.$$  

So the total curvature perturbation from Eq. (2.14) is obtained to be

$$\mathcal{R} = -\frac{H}{\dot{\phi}} \left( \delta \phi - \frac{\lambda_\sigma \sigma e}{\lambda_\phi \phi_e} \delta \sigma \right).$$

As the perturbations $\delta \phi$ and $\delta \sigma$ are uncorrelated, each with the amplitude $H/2\pi$, the curvature perturbation power spectrum $P_\mathcal{R}$ is obtained to be

$$P_\mathcal{R} = \frac{H^2}{8\pi^2 M_P^2 \epsilon e} \left[ 1 + \left( \frac{\lambda_\sigma \sigma e}{\lambda_\phi \phi_e} \right)^2 \right],$$

in which $\epsilon = M_P^2 (V_{\phi_e}/V)^2/2$ is the slow-roll parameter associated with the rolling of $\phi$ and $M_P$ is the reduced Planck mass. The second term in the big bracket above represents the corrections induced from the quantum fluctuations generated at the surface of end of inflation.
Motivated by the above example, our goal in this work is to study the setups where boundaries undergo stochastic motion. To be specific, we study a one dimensional stochastic process, denoted by the field $\phi(N)$, surrounded by two boundaries. The boundary at the left is denoted by $\phi_-$ while the right boundary is denoted by $\phi_+$. As a warm-up exercise, first we consider the example described above and study the system using the formalism of stochastic $\delta N$. After that we consider more complicated case where the system is diffusion dominated so the field $\phi$ and the boundary $\phi_+$ move stochastically under their Brownian motions.

3 Stochastic Boundary in Drift Dominated Regime

In this section, as a warm-up exercise, we study the example presented in previous section using the formalism of stochastic inflation. It is a one dimensional drift dominated setup where the dynamics of the field $\phi(N)$ is governed by the Langevin equation (2.11). In the limit of slow-roll motion where one can neglect the evolution of the slow-roll parameter $\epsilon$, the Langevin equation (2.11) can be integrated yielding

$$\phi(N) = \phi_0 + CN + AW(N), \quad (3.1)$$

in which for our case of interest $C = \sqrt{2\epsilon}M_P$ and $A = \frac{H}{2\pi}$. Also note that $W(N)$ is a Wiener process defined in Eq. (2.13). Here we work in the drift dominated regime where the dynamics of the field is governed by the classical drift term, corresponding to $A \ll C$. This is equivalent to the condition $P_R \ll 1$ which is assumed to be the case here.

In principle there can be two boundaries, the left boundary denoted by $\phi_-(N)$ and the right boundary, $\phi_+(N)$. In the example presented in previous section the left boundary is placed at infinity. Physically, this corresponds to setting the UV scale to a very high value, say the scale of quantum gravity, so the field never explore those regions. Correspondingly, here we also assume that the left boundary is pushed to infinity, $\phi_- \to -\infty$, so we have only the right boundary $\phi_+$ which undergoes Brownian motion.

The equation of motion for the right boundary in this case is given by

$$\phi_+(N) = \phi_+^{(0)} + BW_+(N), \quad (3.2)$$

where $\phi_+^{(0)}$ represents the initial position of the right boundary and $B$ is a constant, determining the amplitude of its Brownian motion. Also note that the stochastic natures of the field and the boundary are different so the two Wiener processes $W(N)$ and $W_+(N)$ are uncorrelated, $\langle W(N)W_+(N) \rangle = 0$.

Our goal is to solve the system of equations (3.1) and (3.2) jointly to obtain observable quantities like $\langle N \rangle$ and $P_R$ using the stochastic $\delta N$ formalism. A simple approach is to change the frame and go to the reference frame of the right boundary. In this case, the boundary is fixed but its stochastic motion is transferred to the field $\phi(N)$, so the position of field in this frame is given by

$$\phi(N) = \phi_0 + CN + AW(N) - BW_+(N). \quad (3.3)$$

As $W(N)$ and $W_+(N)$ are two random Gaussian processes which evolve independently of each other, their combination represents a new random Gaussian process as follows,

$$AW(N) - BW_+(N) \to \sqrt{A^2 + B^2} W_n(N), \quad (3.4)$$

in which $W_n(N)$ is the new Wiener process. As before, to preserve the drift dominated regime, we assume that the constraint $C \gg \sqrt{A^2 + B^2}$ holds as well.
Let us denote the time when the field hits the boundary by $\mathcal{N}$. Note that while $\mathcal{N}$ is the clock which is deterministic, the quantity $\mathcal{N}$ is a stochastic variable. Our goal is to calculate $\langle \mathcal{N} \rangle$ and $\delta \mathcal{N}^2 \equiv \langle \mathcal{N}^2 \rangle - \langle \mathcal{N} \rangle^2$. To calculate these correlations one can use the first boundary crossing approach \cite{50}. As we have two boundaries in field space, the field hits either of boundaries with different probabilities. We denote $p_-$ as the probability of the field hitting $\phi_-$ ($\phi_+$) first before hitting the other boundary at $\phi_+$ ($\phi_-)$, Note that by construction $p_- + p_+ = 1$. In our current setup we have pushed the left boundary to infinity, $\phi_- \rightarrow -\infty$. As demonstrated in the Appendix C of \cite{47} in the limit that $\phi_- \rightarrow -\infty$ one obtains $p_-\phi_- = 0$ which will be used in our analysis below.

Taking the stochastic average of both sides of Eq. (3.3) we obtain

$$\langle \phi(\mathcal{N}) - \phi_0 \rangle = C \langle \mathcal{N} \rangle ,$$

(3.5)

where we have used the fact that $\langle W_n(\mathcal{N}) \rangle = 0$. On the other hand, from the definition of first hitting probability we have

$$\langle \phi - \phi_0 \rangle = p_+ (\phi_+^{(0)} - \phi_0) + p_- (\phi_- - \phi_0) = \phi_+^{(0)} - \phi_0 ,$$

(3.6)

where the condition $p_-\phi_- = 0$ has been used \cite{47}. Combining Eqs. (3.5) and (3.6) we obtain

$$\langle \mathcal{N} \rangle = \frac{\phi_+^{(0)} - \phi_0}{C},$$

(3.7)

which is consistent with what one may expect from the classical evolution.

To calculate $\langle \mathcal{N}^2 \rangle$, we take the average of the square of Eq. (3.3) as follows \cite{47},

$$\langle (\phi - \phi_0)^2 \rangle = (\phi_+^{(0)} - \phi_0)^2$$

$$= C^2 \langle \mathcal{N}^2 \rangle + 2C \sqrt{A^2 + B^2} \langle W(\mathcal{N}) \mathcal{N} \rangle + (A^2 + B^2) \langle W(\mathcal{N}) \rangle^2 .$$

(3.8)

To proceed, one should calculate $\langle W(\mathcal{N}) \mathcal{N} \rangle$. For this purpose, from Eq. (3.3), we note that

$$\langle W(\mathcal{N}) \mathcal{N} \rangle = \frac{1}{C} \langle W(\mathcal{N}) (\phi - \phi_0 - \sqrt{A^2 + B^2} W(\mathcal{N})) \rangle .$$

(3.9)

The right hand side of the above equation is decomposed into

$$\frac{p_+}{C} (\phi_+^{(0)} - \phi_0) \langle W(\mathcal{N}) | \phi = \phi_+^{(0)} \rangle + \frac{p_-}{C} (\phi_- - \phi_0) \langle W(\mathcal{N}) | \phi = \phi_- \rangle - \frac{\sqrt{A^2 + B^2}}{C} \langle \mathcal{N} \rangle .$$

(3.10)

Setting $p_-\phi_- = 0$ and $\langle W(\mathcal{N}) | \phi = \phi_+^{(0)} \rangle = \langle W(\mathcal{N}) \rangle = 0$ the first two terms above vanish. Correspondingly, we obtain

$$\langle W(\mathcal{N}) \mathcal{N} \rangle = - \frac{\sqrt{A^2 + B^2}}{C} \langle \mathcal{N} \rangle .$$

(3.11)

Plugging Eq. (3.11) in Eq. (3.8) and noting that $\langle W(\mathcal{N}) \rangle^2 = \langle \mathcal{N} \rangle$ we obtain

$$(\phi_+^{(0)} - \phi_0)^2 = C^2 \langle \mathcal{N}^2 \rangle - (A^2 + B^2) \langle \mathcal{N} \rangle .$$

(3.12)

Combining this result with the expression for $\langle \mathcal{N} \rangle$ in Eq. (3.7) we obtain

$$\langle \mathcal{N}^2 \rangle = \langle \mathcal{N} \rangle^2 + \frac{A^2 + B^2}{C^2} \langle \mathcal{N} \rangle ,$$

(3.13)
yielding,

$$\delta N^2 = \frac{A^2 + B^2}{C^2} \langle N \rangle. \quad (3.14)$$

The power spectrum of curvature perturbation is related to the variance via [50]

$$P_R = \frac{d}{d\langle N \rangle} \delta N^2, \quad (3.15)$$

yielding

$$P_R = \frac{A^2 + B^2}{C^2}. \quad (3.16)$$

In our setup of slow-roll inflation with $A = \frac{H}{2\pi}$ and $C = \sqrt{2} M_P$ one obtains,

$$P_R = \frac{H^2}{8\pi^2 M_P^2 \epsilon} \left(1 + \frac{B^2}{A^2}\right). \quad (3.17)$$

Now we apply the above formula to our particular example of inhomogeneities generated from the surface of end inflation with the boundary given in Eq. (2.15). In this example the quantity $B$ measures the amplitude of the fluctuations induced by the spectator field at the end of inflation. In other words, the stochastic behaviour of the boundary is played by the quantum fluctuations of the spectator field $\sigma$. Noting that the amplitude of both fluctuations $\delta \phi$ and $\delta \sigma$ on the initial flat hypersurface is equal to $H/2\pi$, the ratio $\frac{B}{A}$ is determined from Eq. (2.16) to be $\frac{B}{A} = -\frac{\lambda \sigma^2}{\lambda \phi^2}$. Plugging this value in Eq. (3.17) yields the result Eq. (2.18) for the total power spectrum.

4 Diffusion Dominated Regime

Here we study our main case of interest where the system is diffusion dominated, i.e. the field $\phi$ is under a Brownian motion with the amplitude $\frac{H}{2\pi}$. We may allow for a subleading drift term, but the leading effects in the dynamics of the system are controlled by the diffusion term in the corresponding Langevin equation. Physically, this corresponds to the case where $P_R > 1$. Obviously this can not happen in the context of single field slow-roll inflation (at least on CMB scales). However, this can happen in the general landscape of inflationary cosmology such as in the context of eternal inflation. Also, we may consider some non-trivial setups of inflation in which locally on a short period of inflation $P_R$ is amplified to order unity such as in the mechanism of primordial black hole formation in USR setup [37, 38]. Therefore, our current setup of diffusion dominated regime may be relevant for those setups as well.

We consider two absorbing boundaries in field space, the left boundary $\phi_-$ and the right boundary $\phi_+$. In principle both boundaries can undergo Brownian motion. However, to simplify the situation we assume that only the right boundary undergoes Brownian motion while the left boundary is held fixed. As we shall see below, the analysis even in this simplified case is complicated and rich that worths this approximation. This approximation may be well-motivated physically. As we argued before, one can view the left boundary to be located in the UV region which may not be explored in our perturbative approach. On the other hand, the right boundary may be viewed as the surface of reheating where many fields can contribute to its modulation as for example in the case of the boundary given in Eq. (2.15). Having
said this, after developing the formalism here for the case where only the right boundary is stochastic, one can extend the current formalism to more complicated setup where both boundaries move stochastically.

With the above discussions in mind the mathematical description of the evolution of the field and the right boundary is given as follows,\(^1\)

\[
\phi_+(N) = \phi_+^{(0)} + D \tilde{W}_+(N),
\]

\[
\phi(N) = \phi_0 + W(N),
\]

where, as before, \(\phi_+(N)\) and \(\phi(N)\) describe the evolution of the right boundary and the field respectively while \(\phi_+^{(0)}\) and \(\phi_0\) represent their initial values. Here, we have scaled the fields in the unit of \(\frac{H}{2\pi}\) so if our primary field is \(\Phi(N)\) then the new rescaled field is defined via \(\phi(N) \equiv \frac{\Phi(N)}{H/2\pi}\). Finally, \(D\) represents the amplitude of the diffusion associated to \(\phi_+\) while the the diffusion amplitude associated to the field is set to unity (in the unit of \(\frac{H}{2\pi}\)).

The two Wiener processes \(\tilde{W}_+(N)\) and \(W(N)\) are independent so \(\langle W(N)\tilde{W}_+(N) \rangle = 0\).

A schematic view of the setup is presented in Fig. 1. For a pictorial understanding, the stochastic nature of the field \(\phi(N)\) is shown with the orange colour noise while the Brownian motion of the boundary is represented by a blue colour noise. It is worth mentioning that for a better understanding of the setup, this diagram is two-dimensional in which the vertical axis denotes the arrow of time so each slice of the diagram along the \(\phi\) axis indicates the values of the field and the boundary.

As we mentioned before, the left boundary is fixed at a finite distance in one dimensional field space at the position \(\phi_-\). The field \(\phi\) moves stochastically in the range \([\phi_-, \phi_+]\) while the right boundary \(\phi_+\) undergoes stochastic motions as well. While the field \(\phi\) moves stochastically in the range \([\phi_-, \phi_+]\) the boundary \(\phi_+(N)\) may hit the left boundary in a jump. This brings additional complexity in our analysis where we are primarily interested in the first hitting probability of the field to the boundaries before the boundaries themselves collide with each other. To bypass this difficulty we impose one more constraint that the stochastic movement of the right boundary is limited between two barriers separated by a distance \(b\) such that the left boundary is always outside this range (see Fig. 1). We choose our coordinate system (without loss of generality) such that the two barriers are located at 0 and \(b\) so the stochastic motion of the right boundary is in the interval \([0, b]\). Within this description \(\phi_- < 0\), so the right boundary never hit the left boundary. Moreover, since we do not want the boundary \(\phi_+\) to be absorbed by the two barriers, we choose both of the barriers to be reflective. To prevent confusion, we adopt the terminology “boundary” for the two end points \(\phi_-\) and \(\phi_+\) where the field can move while the two fixed points at 0 and \(b\) where \(\phi_+\) is confined to is referred to as the “barriers”.

With the above discussions in mind, the time dependent probability density function (PDF) associated to the Brownian movement of the right boundary, \(f_+\), is described by the Fokker-Planck equation as follows,

\[
\frac{\partial f_+(\phi_+, N)}{\partial N} = \frac{D^2}{2} \frac{\partial^2 f_+(\phi_+, N)}{\partial \phi_+^2}.
\]

\(^1\)We have denoted the Wiener process of \(\phi_+\) by \(\tilde{W}_+(N)\) to emphasis that it is confined between two reflective barriers.
Figure 1: A schematic view of the setup in the case of diffusion dominated regime. The stochastic behaviour of the field $\phi(N)$ is shown by an orange colour noise while that of the right boundary is denoted by a blue colour noise. The field $\phi$ is restricted to move in the interval $[\phi_-, \phi_+]$ while the right boundary is restricted to move between two reflective barriers which are fixed at 0 and $b$. For a better understanding, the plot is presented as two-dimensional in which the vertical axis represents the direction of time. Therefore, each slice of the diagram along the $\phi$ axis indicate the positions of $\phi$ and $\phi_+$.

As $\phi_+$ is limited in the interval $[0, b]$ with reflective barriers, $f_+(\phi_+, N)$ satisfies the following Neumann boundary conditions,

$$\frac{\partial f_+(\phi_+, N)}{\partial \phi_+} \bigg|_{\phi_+=0} = \frac{\partial f_+(\phi_+, N)}{\partial \phi_+} \bigg|_{\phi_+=b} = 0,$$

with the following initial condition

$$f_+(\phi_+, N = N_0) = \delta(\phi_+ - \phi_+^{(0)}),$$

where $N_0$ is the initial time when the boundary starts to evolve. Without loss of generality we may set $N_0 = 0$.

Using the method of the separation of variables the general solution to Eq. (4.3) is given as

$$f_k(x, t) = A_k \sin(kx) + B_k \cos(kx).$$

With the boundary conditions Eqs. (4.4) one can easily deduce that $k = \frac{m\pi}{b}$ where $m$ is a non-negative integer numbers and $A_k = 0$. Then the solution satisfying Eq. (4.5) is given by

$$f_+(\phi_+, N) = \frac{1}{b} + \frac{2}{b} \sum_{m=1}^{\infty} \cos \left( \frac{m\pi}{b} \phi_+^{(0)} \right) \cos \left( \frac{m\pi}{b} \phi_+ \right) e^{-\frac{m^2\pi^2 D^2 N}{2b^2}}.$$

(4.7)
It can be easily checked that the above PDF is normalized in $[0,b]$. Results similar to Eq. (4.7) are obtained in [69]. As we see, if $D \to 0$ the PDF of the Brownian boundary reduces to $\delta(\phi_+ - \phi_+^{(0)})$ while in the limit $D \to \infty$ the PDF tends to forget its initial condition and $f_+(\phi_+,N) \to \frac{1}{b}$. Moreover, we note that as the width separating the two barriers, $b$, goes to zero the above distribution function reduces to $\delta(\phi_+)$ as there is no room for the boundary to fluctuate.

Moreover, one can check that the above PDF enjoys the following symmetry. If the boundary starts at $\phi_+^{(0)}$, the probability of finding the boundary in the interval $0 < \phi_+ < \alpha$ at time $t$ is equal to finding the boundary in the interval $b - \alpha < \phi_+ < b$ if it starts at $b - \phi_+^{(0)}$. One can verify this as follows:

\[
\int_{b-\alpha}^{b} \left[ \frac{1}{b} + \frac{2}{b} \sum_{m=1}^{\infty} \cos \left( \frac{m\pi}{b} (b - \phi_+^{(0)}) \right) \cos \left( \frac{m\pi}{b} \phi_+ \right) e^{-\frac{m^2\pi^2 D^2}{2b^2} N} \right] d\phi_+ \\
= \int_{0}^{\alpha} \left[ \frac{1}{b} + \frac{2}{b} \sum_{m=1}^{\infty} (-1)^m \cos \left( \frac{m\pi}{b} \phi_+^{(0)} \right) \cos \left( \frac{m\pi}{b} (b - \phi_+) \right) e^{-\frac{m^2\pi^2 D^2}{2b^2} N} \right] d\phi_+ \\
= \int_{0}^{\alpha} \left[ \frac{1}{b} + \frac{2}{b} \sum_{m=1}^{\infty} \cos \left( \frac{m\pi}{b} \phi_+^{(0)} \right) \cos \left( \frac{m\pi}{b} \phi_+ \right) e^{-\frac{m^2\pi^2 D^2}{2b^2} N} \right] d\phi_+. \tag{4.8}
\]

It is also instructive to study the behaviour of $f_+(\phi_+,N)$ when $b \to \infty$ so the right boundary can move arbitrarily large distance along the positive axis direction. To this end we can replace the summation in Eq. (4.7) into an integration using the following relation

\[
\lim_{b \to \infty} \sum_{i=1}^{\infty} \frac{1}{b} G \left( \frac{i}{b} \right) = \int_{0}^{1} G(x) \, dx, \tag{4.9}
\]

obtaining,

\[
b_+(\phi_+,N) = 2 \int_{0}^{\infty} \cos \left( y\pi (\phi_+^{(0)} - \phi_-) \right) \cos \left( y\pi (\phi_+ - \phi_-) \right) e^{-\frac{y^2 D^2}{2} N} dy, \quad (b \to \infty) \tag{4.10}
\]

in which we have approximated the upper bound of the integral by infinity as the exponential function decays rapidly for $|y| > 1$. Taking the integral on the right hand side of Eq. (4.10) we then obtain,

\[
b_+(\phi_+,N) = \frac{1}{\sqrt{2\pi D^2 N}} \left[ e^{-\frac{\phi_+^{(0)} + \phi_- - 2\phi_+}{2D^2 N}^2} + e^{-\frac{\phi_+^{(0)} - \phi_-}{2D^2 N}^2} \right], \quad (b \to \infty). \tag{4.11}
\]

The behaviour of the above PDF as a function of $\phi_+$ is presented in Fig. 2. This figure is plotted for $\phi_- = 0$ and $\phi_+^{(0)} = 1$. It can be seen that at very early time, $N \ll 1$, the field has a Gaussian distribution with a maximum around $\phi_+^{(0)}$. This is what one expects since enough time has not passed and therefore the boundary $\phi_+^{(0)}$ is still near its initial value. However, as time goes by, the maximum of distribution is not located around $\phi_+^{(0)}$ anymore and it is shifted towards $\phi_-$ which is a consequence of $\phi_-$ being a reflective boundary. This also confirms that the stochastic boundary forgets its initial value after a while and its distribution is almost uniformly spread along the whole range of $b$. Also, one can easily check that the above PDF is normalized in the range $(\phi_-, \infty)$ for $N > 0$. 

\[\text{--- 10 ---}\]
Figure 2: The probability density function for a Brownian boundary without a right barrier ($b \to \infty$). This figure is plotted for $\phi_- = 0$, $\phi_+^{(0)} = 1$ and $D = 1$. It can be seen that at very early time, $N \ll 1$, the field has a Gaussian distribution with a maximum around $\phi_+^{(0)}$. However, as time passes, the maximum of distribution is shifted towards $\phi_-$ which is a consequence of $\phi_-$ being a reflective boundary.

Now we obtain the PDF of the field $\phi$. Suppose that at the initial time $N_0$ the field is located at $\phi_0$. Denoting the corresponding PDF of the Brownian motion by $f(\phi, N|\phi_0, N_0)$, the Fokker-Planck equation governing the stochastic dynamics of the field is given by

$$\frac{\partial f(\phi, N|\phi_0, N_0)}{\partial N} = \frac{1}{2} \frac{\partial^2 f(\phi, N|\phi_0, N_0)}{\partial \phi^2}, \tag{4.12}$$

whose solution (subject to the initial condition) is given by

$$f(\phi, N|\phi_0, N_0) = \frac{1}{\sqrt{2\pi(N - N_0)}} \exp\left(-\frac{(\phi - \phi_0)^2}{2(N - N_0)}\right). \tag{4.13}$$

Having at hand the PDF of the boundary we can obtain an equation for the conditional probabilities to hit each of the boundaries at a fixed time $N$. Let $\gamma^+(N|\phi_0, N_0)$ ($\gamma^-(N|\phi_0, N_0)$) denotes the first time distribution to hit $\phi_+(N)$ ($\phi_-(N)$) by the condition that $\phi_+(N)$ ($\phi_-(N)$) is crossed earlier than $\phi_-(N)$ ($\phi_+(N)$). Note that these two functions are not normalized to unity and they satisfy,

$$\int dN \gamma^\pm(N|\phi_0, t_0) = p_\pm, \tag{4.14}$$

in which $p_\pm$ is the first hitting probability to the right (left) boundary.

Using the method of Volterra integral equations as in [70] one can show that $\gamma^\pm(N|\phi_0, N_0)$ satisfy the following integral relations (see Appendix A for further details),

$$\gamma^-(N|\phi_0, N_0) = 2\psi(\phi_-, N|\phi_0, N_0)$$

$$- 2 \int_{N_0}^N dt \left( \gamma^-(t|\phi_0, N_0)\psi(\phi_-, N|\phi_-, t) + \gamma^+(t|\phi_0, N_0)\psi(\phi_-, N|\phi_+, t) \right), \tag{4.15}$$

$$\gamma^+(N|\phi_0, N_0) = -2\psi(\phi_+, N|\phi_0, N_0)$$

$$+ 2 \int_{N_0}^N dt \left( \gamma^+(t|\phi_0, N_0)\psi(\phi_+, N|\phi_-, t) + \gamma^-(t|\phi_0, N_0)\psi(\phi_+, N|\phi_+, t) \right).$$
\[ \gamma^+(N|\phi_0, N_0) = -2\psi(\phi_+, N|\phi_0, N_0) + 2 \int_{N_0}^{N} dt \left( \gamma^-(t|\phi_0, N_0)\psi(\phi_+, N|\phi_-, t) + \gamma^+(t|\phi_0, N_0)\psi(\phi_+, N|\phi_+, t) \right), \]

where \( \psi(x, N|y, t) \) is defined as
\[ \psi(x, N|y, t) = \frac{d}{dN} F(x, N|y, t), \]
and \( F(x, N|y, t) \) is the transition function of \( \phi \) defined by
\[ F(x, N|y, t) = P(\phi \leq x, N|y, t) = \int_{-\infty}^{x} f(\phi, N|y, t) d\phi. \]

The proofs of Eqs. (4.16) and (4.15) are presented in more details in the Appendix A.

### 4.1 Boundary Crossing Probabilities

In this subsection we find a solution for \( p_\pm \), i.e. the probabilities to cross a boundary earlier than the other one. Now recall from the above discussions that \( p_\pm \) are given by,
\[ p_\pm = \int_{0}^{\infty} \gamma^\pm(t) dt. \]

As it can be seen from Eqs. (4.15) and (4.16) the full analytic solution of \( \gamma^\pm(t) \) is not possible so we look for approximate ones. For this purpose, we take the Laplace transformations of Eqs. (4.15) and (4.16). If \( \Gamma^\pm(s) \) denote the Laplace transformation of \( \gamma^\pm(t) \) then
\[ \Gamma^\pm(s) = \int_{0}^{\infty} e^{-st} \gamma^\pm(t) dt. \]

It is easy to see that \( p_\pm = \lim_{s \to 0} \Gamma^\pm(s) \).

In the Appendix B we have presented the equations to solve the Laplace transformation of \( \gamma^\pm(t) \). Using Eqs. (B.6) and (B.7) for \( \Gamma^\pm(s) \) and taking the limit \( s \to 0 \) we obtain
\[ p_+ = 1 - p_- = \frac{2(\phi_0 - \phi_-)}{b - 2\phi_-} - 4b \sum_{m=1}^{\infty} \left[ \frac{(-1)^m - 1}{m^2 \pi^2(b - 2\phi_-)} \right] \Gamma^+(\frac{m^2 \pi^2 D^2}{2b^2}) \cos \left( \frac{m\pi}{b} \phi_+(0) \right). \]

This provides a “formal” solution for \( p_\pm \). However, to find their actual values we still need to calculate the unknown function \( \Gamma^+\left(\frac{m^2 \pi^2 D^2}{2b^2}\right) \). As we shall see below, this can be done only iteratively by setting \( m = 1, 2, \ldots \) and then finding the values of \( p_\pm \) at the corresponding order of \( m \). The first term in Eq. (4.21) represents the contribution from the leading order term of the PDF \( (m = 0) \). In this case, one can imagine that the right boundary on average is fixed in the midpoint \( \phi_+ = \frac{b}{2} \) as it has equal chances to be either to the right or to the left of the point \( \phi_+ = \frac{b}{2} \).

Before solving for \( p_\pm \) iteratively, we note that due to the exponential suppression of PDF in Eq. (4.7), one expects that the solutions for \( p_\pm \) converge rapidly for large enough \( m \) or small value of \( \frac{b}{D} \). We can estimate the rate of convergence by noting that if \( \frac{m^2 \pi^2 D^2}{2b^2} \gg 1 \) then the exponential terms are negligible. This condition is equivalent to
\[ m \gg \frac{b}{\pi D}. \]
So we see that if \( \frac{b}{D} \ll 1 \) then after few terms the series is near its final value while for larger values of \( \frac{b}{D} \) we should take into account more terms in the series expansion.

To set our convention, we denote the leading order expansion corresponding to case \( m = 0 \) by LO. The next leading expansion, corresponding to \( m = 1 \), is denoted by NLO while the cases of higher orders in \( m \) are denoted by \( N^m \text{LO} \). For example, the next to NLO order with \( m = 2 \) is represented by \( N^2 \text{LO} \).

At LO order, the solution for \( p_+ \) from (4.21) is given by

\[
p^\text{LO}_+ = \frac{2 (\phi_0 - \phi_-)}{b - 2 \phi_-}. \tag{4.23}
\]

This expression is consistent with the result in the case of two fixed boundaries located at \( \phi_- \) and \( \phi_+ = \frac{b}{2} \) [40]. As discussed above, this makes sense since for the LO order the right boundary on average is fixed in the midpoint \( \phi_+ = \frac{b}{2} \).

Next, we proceed to calculate \( p_+ \) at NLO order. To this end one has to calculate \( \Gamma^+ (\frac{\pi D^2}{2b}) \). We should also note that Eq. (B.6) holds for any \( s \geq 0 \). By evaluating \( \Gamma^+ (\frac{\pi D^2}{2b}) \) from this equation, one can calculate \( p_+ \) up to NLO order as follows,

\[
p^\text{NLO}_+ = p^\text{LO}_+ + \frac{8 b}{\pi^2 (b - 2 \phi_-)} \cos \left( \frac{\pi \phi_0^{(0)}}{b} \right) Y, \tag{4.24}
\]

in which

\[
Y \equiv \left( \frac{\pi D}{\pi^2 D^2 - 4 e^{\pi D (\frac{b}{2} - 1) \sinh^2 \left( \frac{\pi D}{2} \right)}} \right) \left[ \left( e^{\pi D} - 1 \right) e^{\frac{\pi D}{b} (b - 2 \phi_+ + \phi_0)} \left( e^{\frac{2 \pi D}{b} (\phi_0 - \phi_-)} - 1 \right) \right.

\]

\[ - 2 D^2 \sum_{j=0}^{\infty} \frac{(-1)^j - e^{\pi \sqrt{j^2 + 1}}}{((1 + D^2)j^2 + D^2) \sqrt{j^2 + 1}} \left( \frac{j \pi}{b} \phi_0^{(0)} \right) e^{\frac{\pi D}{b} \sqrt{j^2 + 1}} (\phi_0 - b) \right]. \tag{4.25}
\]

We can go one step further and calculate \( p_+ \) at the \( N^2 \text{LO} \) order, corresponding to \( m = 2 \). However, the results for \( N^2 \text{LO} \) order are very complicated and we avoid presenting them here.

As the condition (4.22) indicates the above result for \( p^\text{NLO}_+ \) is a good approximation to the value of \( p_+ \) as far as \( \frac{b}{D} \ll 1 \) while for large values of \( \frac{b}{D} \) there can be significant deviations. As \( \frac{b}{D} \) gets larger and larger, the higher order terms in the series with \( m \geq 2 \) become non-negligible. In Figs. 3 and 4 we have compared the LO, NLO and \( N^2 \text{LO} \) terms for \( p_- \) for different variables. Fig. 3a shows the behaviour of \( p_- \) with respect to \( b \) which is plotted at various orders for \( \phi_- = -1 \) and \( \phi_0 = \frac{3}{4} \). In addition, we have set the initial value of the stochastic boundary to be \( \phi_+^{(0)} = 0.7 b \) so it is a function of \( b \) as \( b \) varies. As one expects and can be seen from this figure, increasing \( b \) (with a fixed value of \( D \)) results in a higher value for \( p_- \), i.e. higher probability of hitting the left boundary corresponding to a lower probability of hitting the right boundary. In addition, the convergence in the series expansion is fast as the curves representing the plots of \( p_- \) for NLO and \( N^2 \text{LO} \) orders are nearly identical.

In Fig. 4 the behaviours of \( p_- \) with respect to \( \phi_- \) and \( \phi_0 \) are plotted at various orders. One can see from the left panel of this figure that with \( b \) and \( D \) kept fixed, as \( \phi_- \) moves away from \( \phi_0 \), the probability of hitting the left boundary \( (p_-) \) decreases which is expected. Also, the right panel shows the behaviour of \( p_- \) versus the initial values of the field \( \phi_0 \) for fixed
values of \( b, D, \phi_+^{(0)} \) and \( \phi_- \). As can be seen from this panel, for \( \phi_0 = \phi_- = -1 \), i.e. when the field is initially located on the location of boundary, the probability of hitting \( \phi_- \) is equal to unity and as the initial position of the field moves away from \( \phi_- \) this probability decreases.

We comment that the result (4.21) can be obtained via another independent method as we elaborate below. Taking the average of Eq. (4.2), yields

\[
\langle \phi - \phi_0 \rangle = p_+ E(\phi - \phi_0 | +) + p_- E(\phi - \phi_0 | -) = 0,
\]

where \( E(\phi | +) \) \( (E(\phi | -)) \) represents the conditional average value of the field by the condition that \( \phi_+(N) \) \( (\phi_-(N)) \) is crossed earlier than \( \phi_-(N) \) \( (\phi_+(N)) \). The following expressions hold:

\[
p_+ E(\phi - \phi_0 | +) = \int_0^\infty \int_0^b d\tau d\gamma^+(\tau | \phi_0, t_0) (x - \phi_0) f_+(x, \tau),
\]

\[
p_- E(\phi - \phi_0 | -) = p_- (\phi_- - \phi_0).
\]

Now note that Eq. (4.27) can be written as

\[
p_+ E(\phi - \phi_0 | +) = \int_0^\infty d\tau \gamma^+(\tau | \phi_0, t_0) \times \int_0^b dx (x - \phi_0) \left[ \frac{1}{b} + \frac{2}{b} \sum_{m=1}^{\infty} \cos \left( \frac{m\pi}{b} \phi_+^{(0)} \right) \cos \left( \frac{m\pi}{b} x \right) e^{-\left( \frac{m^2\pi^2 D}{2b^2} \right) \tau} \right],
\]

\[
= p_+ \left( \frac{b - 2\phi_0}{2} \right) + 2b \sum_{m=1}^{\infty} \left[ \frac{(-1)^m - 1}{m^2\pi^2} \right] \cos \left( \frac{m\pi}{b^2} \phi_+^{(0)} \right) \Gamma^+ \left( \frac{m^2\pi^2 D}{2b^2} \right).
\]

Substituting Eqs. (4.28) and (4.29) into Eq. (4.26) one obtains the same expression for \( p_+ \) as Eq. (4.21).

### 4.2 Mean Number of e-folds

Using the same approach we can calculate the mean number of e-folds \( \langle N \rangle \) for the field to cross either of the boundaries. As mentioned in previous section, while the clock \( N \) is
a deterministic variable but \( \mathcal{N} \), the number of e-folds hitting either of the boundaries, is a stochastic variable. By taking the average of the square of the Langevin equation one obtains,

\[
\langle (\phi - \phi_0)^2 \rangle = p_+ E((\phi - \phi_0)^2|+) + p_- E((\phi - \phi_0)^2|-) = \langle W(\mathcal{N})^2 \rangle = \langle \mathcal{N} \rangle .
\]

(4.30)

Now similar to Eq. (4.27) and using the results obtained in the Appendix B one can write

\[
p_+ E((\phi - \phi_0)^2|+) = \int_0^\infty \int_0^b d\tau dx \gamma^+(\tau|\phi_0, t_0)(x - \phi_0)^2 f_+(x, \tau),
\]

\[
= p_+ \left( \frac{1}{3} b^2 + \phi_0 (\phi_0 - b) \right) + \sum_{m=1}^{\infty} \frac{4b}{m^2 \pi^2} \left[ (b - \phi_0) \cos(\pi m) + \phi_0 \right] \cos \left( \frac{m\phi_0(0)}{b} \right) \Gamma^+ \left( \frac{m^2 \pi^2 D^2}{2b^2} \right),
\]

(4.31)

and

\[
p_- E((\phi - \phi_0)^2|-) = p_-(\phi_- - \phi_0)^2.
\]

(4.32)

Having the solutions of \( p_\pm \) from the previous analysis, we can calculate \( \langle \mathcal{N} \rangle \) from Eqs. (4.31) and (4.32). However, as in the case of \( p_\pm \), the result for \( \langle \mathcal{N} \rangle \) can be obtained only iteratively in series expansion. More specifically, using the LO expressions for \( p_+ \) in Eq. (4.23), \( \langle \mathcal{N} \rangle \) at LO order is obtained to be,

\[
\langle \mathcal{N} \rangle^{LO} = \frac{(\phi_0 - \phi_-)}{3 (b - 2\phi_-)} \left[ 2b^2 - 3b (\phi_- + \phi_0) + 6\phi_- \phi_0 \right].
\]

(4.33)

Similarly, proceeding to \( \langle \mathcal{N} \rangle^{NLO} \) at NLO order we obtain

\[
\langle \mathcal{N} \rangle^{NLO} = \langle \mathcal{N} \rangle^{LO} - \frac{4bY}{3\pi^2 (b - 2\phi_-)} \left[ b^2 - 6b\phi_- + 6\phi_-^2 \right] \cos \left( \frac{\pi\phi_0(0)}{b} \right),
\]

(4.34)

Figure 4: A comparison of \( p_- \) versus \( \phi_- \) (left) and \( \phi_0 \) (right) for LO, NLO and \( N^2LO \). Here we have set \( b = 1.5 \), \( \phi_0^{(0)} = 0.7b \) and \( D = 1 \). In the left panel we have considered \( \phi_0 = -\frac{1}{7} \) and as one expects, when \( \phi_- = \phi_0 = -\frac{1}{2} \) i.e. when the field is located on the position of left boundary, the probability equals to unity. However, as \( \phi_- \) moves away from \( \phi_0 \) then \( p_- \) is reduced. In the right panel, however, we have set \( \phi_- = 1 \) in which for \( \phi_0 = -1 \) one obtains \( p_- = 1 \) as expected. As \( \phi_0 \) moves away from this value the hitting probability \( p_- \) is decreased.
Figure 5: The behaviour of $p_-$ (left) and and $\langle N \rangle$ (right) including higher orders of $m$, for $m < 9$, $m < 14$ and $m < 16$. The initial conditions are $\phi_0 = -3$, $\phi_- = -6$, $p_0 = 0.7b$ with $D = 1$. As one expects by increasing $b$ the probability $p_+$ of hitting the stochastic boundary (i.e. right boundary) decreases and consequently $p_-$ increases. Furthermore, the average time it takes for the field to hit the boundaries increases.

in which $Y$ is defined as in Eq. (4.25). One can also obtain $\langle N \rangle$ at next orders. However, since it takes a very complicated form, we avoid to present it here.

The behaviour of $\langle N \rangle$ with respect to $b$ for LO, NLO and $N^2$LO are plotted in Fig. 3b. As can be seen, by increasing $b$ the average time the field needs to hit either of the boundaries increases which is what one expects as well. Moreover, the figure shows that for smaller values of $b$, the results for LO, NLO and $N^2$LO converge very well while for larger values of $b$ the deviations between the previous orders become more enhanced. This is in line with our conclusion, such as in Eq. (4.22), that for large values of $b$ higher orders (i.e. higher orders of $m$) should be included in the series expansion for better convergence.

In Figs. 5a and 5b the plots of $p_-$ and $\langle N \rangle$ for higher orders of the series expansion, $m < 9, m < 14$ and $m < 16$, are presented. As we see from these plots, the curves for these orders are almost identical to each other. This indicates that the series expansion converges rapidly to its final value after a few orders in expansion. Furthermore, as we observed previously, the probability of hitting the left boundary $p_-$ grows as $b$ increases, confirming the conclusion that the probability of hitting the right boundary $p_+$ is reduced. Furthermore, Fig. 5b shows that as $b$ increases $\langle N \rangle$ increases as well, in agreement with the conclusion from Fig. 3b.

In the previous plots, we have set $D = 1$, i.e. the field and the stochastic boundary had equal diffusion amplitudes (in the unit of $\frac{\hbar}{2\pi}$). However, as we discussed below Eq. (4.22), $D$ like $b$ has important effects on the physical results while the series convergence depends on the combination $\frac{b}{D}$. Intuitively speaking, a larger value of $D$ works parallel to small values of $b$ and vice versa. Specifically, for $D \ll 1$ one needs to add more series terms for the convergence to occur while for $D \gg 1$ the convergence occurs rapidly. These conclusions can be seen in Figs. 6 and 7. Fig. 6 is a repetition of Fig. 3 but with $D$ decreased by one order of magnitude to $D = 0.1$. The deviation between the LO and NLO orders in Fig. 6 is intensified compared to Fig. 3. On the other hand, Fig. 7 is a repetition of Fig. 5. As we see,
Figure 6: The behavior of $p_-$ and $\langle N \rangle$ versus $b$ for $D = 0.1$, $\phi_+^{(0)} = 0.7b$, $\phi_- = -1$ and $\phi_0 = -\frac{1}{2}$. This plot is parallel to Fig. 3 but now $D$ is reduced by one order of magnitude. As $D$ decreases both $p_-$ and $\langle N \rangle$ increase. In addition, the convergence is less efficient as the deviation between LO and NLO orders is intensified compared to the plots in Fig. 3.

Figure 7: The behavior of $p_-$ and $\langle N \rangle$ versus $b$ for $D = 0.1$ and $D = 10$. Other initial conditions are the same as in Fig. 5. The conclusion is that as $D$ decreases (increases), both $p_-$ and $\langle N \rangle$ increase (decrease). Furthermore, convergence happens efficiently for larger values of $D$.

Cases with small values of $D$ show deviations in series convergence even for large values of $m$ (here the case $m < 9$) while there is no such effect for $D \gg 1$. In addition, we note that as $D$ decreases (increase), both $p_-$ and $\langle N \rangle$ increase (decrease). This is because a small $D$ represents a small Brownian jump for the boundary so it takes many steps from the field to hit the boundary. Also note that this conclusion is consistent with our intuition that the effects of $D$ work opposite to the roles of $b$. Consequently, a setup with a small value of $D$ is like a setup with a large value of $b$ yielding to larger values of $p_-$ and $\langle N \rangle$.

Finally, it would be instructive to look at the behaviour of $p_-$ and $\langle N \rangle$ as functions of
\( \phi^0_+ \), the initial position of the right boundary. While keeping all other parameters fixed, by increasing \( \phi^0_+ \) we expect physically that both \( p_- \) and \( \langle N \rangle \) to increase. This is because the right boundary is moved away further from the field so it takes more time for the field to hit the right boundary and also with less probability. These conclusions can be seen in Figs. 8a and 8b. As a relevant question, it would be interesting to compare the results in the current case where the right boundary itself undergoes stochastic motion to the case where the right boundary is fixed, as in the simple example studied in [39]. One can show that depending on the initial value of the boundary \( \phi^0_+ \), the results for \( p_- \) and \( \langle N \rangle \) can be larger or smaller than the scenario with the fixed boundary. To be more precise, first assume \( \phi^0_+ < \frac{b}{2} \). In this case, while the right boundary moves stochastically, it can probe the region \( \phi_+ > \frac{b}{2} \) as well. So compared to the case of [39] where the boundary is located at a fixed position \( \phi_+ < \frac{b}{2} \), the boundary in the current case has more room to go beyond the region \( \phi_+ > \frac{b}{2} \). Correspondingly, both \( p_- \) and \( \langle N \rangle \) increase compared to the case of fixed boundary. As an example, like in plots (8a) and (8b), consider the configuration where the stochastic boundary is initially located at \( \phi^0_+ = 0.3b \) and compare it with the case where the boundary is held fixed at \( \phi_+ = 0.3b \). Considering both cases, we obtain \( \langle N \rangle_{\text{stoc}} = 3.02 \) and \( \langle N \rangle_{\text{fixed}} = 2.2 \) which is consistent with what we concluded, that is \( \langle N \rangle_{\text{stoc}} > \langle N \rangle_{\text{fixed}} \). On the other hand, for the case \( \phi^0_+ > \frac{b}{2} \) the situation is reversed and both \( p_- \) and \( \langle N \rangle \) decrease compared to the fix boundary case. As an example, suppose \( \phi^0_+ = 0.7b \) with other initial condition as in previous example. We obtain \( \langle N \rangle_{\text{stoc}} = 3.53 \) while \( \langle N \rangle_{\text{fixed}} = 3.8 \) which is again consistent with our conclusion. All these interesting properties can be seen in Figs. 8a and 8b. Another interesting point is that, according to Eq. (4.8), considering \( \phi^0_+ = \frac{b}{2} \) implies that the average time that the field hits the boundary in the interval \( 0 < \phi_+ < \frac{b}{2} \) is equal to the case in which \( \frac{b}{2} < \phi_+ < b \). This may seem opposite to one’s expectation that the closer \( \phi_+ \) is the sooner the crossing time would be. However, we should note that during the crossing time the boundary is not fixed and it can come from different points to the crossing region.

**Figure 8:** Behaviour of \( p_- \) (left) and \( \langle N \rangle \) (right) versus the initial location of the stochastic boundary, \( \phi^0_+ \). We have considered \( \phi_0 = -1, \phi_- = -2, b = 4 \) and \( D = 1 \), therefore \( \phi^0_+ \) can take any value between 0 and 4. As we discussed and can be seen from the left panel, for \( \phi^0_+ < \frac{b}{2}, p_- \) for fixed boundary is less than the stochastic boundary, while for \( \phi^0_+ > \frac{b}{2} \) it is reversed.
Up to this point we have assumed that the right boundary undergoes Brownian motion. As we saw from Eq. (4.7), the LO term in $f_+ (\phi, N)$ is a constant which is very similar to a uniform density. However, one should note that its nature is completely different than a boundary with a uniform density. To be more precise, a boundary with a uniform density evolves discontinuously in time while a boundary with a Brownian motion has a continuous evolution. To see the differences, in the next section we study the case where the right boundary undergoes stochastic motion with a uniform distribution.

5 Boundary with Uniform Distribution

In the previous section we have studied a scalar field with Brownian motion which was restricted between two boundaries, one held fixed while the other one experiencing a pure Brownian motion. However, it would also be interesting to study the case in which the stochastic boundary (i.e. the right boundary) has a uniform distribution. This distribution is represented by the first term of $f_+ (\phi_+, N)$ in Eq. (4.7). However, due to non-Markovian evolution of the boundary with the uniform distribution, the results for $p_\pm$ and $\langle N \rangle$ are totally different from the “LO” order obtained in previous section. As the boundary with uniform distribution has a discontinuous evolution with time we can not use Eqs (4.15) and (4.16) to obtain $p_\pm$ and $\langle N \rangle$.

As the boundary in this case does not have a well defined evolution with time we only present the PDF of the boundary:

$$f_+ (x, t) = \frac{1}{b}, \quad 0 < x < b.$$  

(5.1)

As it does not have a Markovian evolution, the boundary can take any value in the interval $0 < x < b$ at time $t + dt$ regardless of its initial condition at the time $t$. Moreover, the time evolution of the field is the same as Eq. (4.2) with the initial condition $\phi_0$ while the left boundary is kept fixed at $\phi_-$. To obtain $p_\pm$, first we consider $\phi_+$ to be at a position say $y$. Then the hitting probability of the field with the initial value $\phi_0$, which is restricted between two fixed boundaries located at $\phi_-$ and $y$, is obtained to be 

$$p_+ = \int_0^b p(\phi \text{ hits } \phi_+ \text{ first} | \phi_+ = y) \frac{dy}{b}$$

ium (5.2)

Then, using $p_+ + p_- = 1$, $p_-$ can also be obtained. It is worth mentioning that the above result reduces to the corresponding result of fixed boundaries [39] in the limit $b \to 0$.

Next we study the time average in this case. Again, considering $\phi_+ = y$ when the field hits the right boundary, we have

$$\langle N \rangle = \int_0^b (\phi_0 - \phi_-)(y - \phi_0) \frac{dy}{b}$$

(5.3)
Figure 9: The behaviour of $p_-$ (left) and $\langle \mathcal{N} \rangle$ (right) versus $b$ for the stochastic boundary with the uniform distribution. Here we have set $\phi_- = -1$ and $\phi_0 = -\frac{1}{3}$. As one expects, as $b$ increase both $p_-$ and $\langle \mathcal{N} \rangle$ increase. The red points show the data obtained from simulation. The linear (non-linear) dependence of $\langle \mathcal{N} \rangle$ ($p_-$) on $b$ can be seen in these plots.

Fig. 9 shows the behaviour of $p_-$ and $\langle \mathcal{N} \rangle$ with respect to $b$ in the case of uniform distribution. As one expects, both $p_-$ and $\langle \mathcal{N} \rangle$ increase as $b$ increases. As seen from our results, $\langle \mathcal{N} \rangle$ depends linearly on $b$ while $p_-$ depends non-linearly on $b$. Also in Fig. 9 we present the data for $p_-$ and $\langle \mathcal{N} \rangle$ obtained from simulations which are in very good agreements with our analytical results.

6 Summary and Discussions

Within the context of stochastic inflation we have studied the Brownian motion of a field which is restricted to move between two boundaries, one of them is fixed at a constant value while the other one undergoes a Brownian motion. There are a number of physical interests to consider this setup. For example in the models of multiple field inflation, there are scenarios where the surface of the end of inflation is modulated by the quantum fluctuations of a light spectator field. There are additional contributions to curvature perturbations from the quantum fluctuations of the spectator field(s). Furthermore, in the landscape of inflation in the UV region of the field space the system may experience a period of eternal inflation in which both the inflaton field and the boundaries may experience Brownian motion.

We have presented the Langevin equation in various related examples and have calculated the mean number of e-folds $\langle \mathcal{N} \rangle$ and the first hitting probabilities $p_\pm$ for the field to hit either of the boundaries. First, we studied the case in which the classical drift force of the field is dominant compared to the Brownian motion of both the field and the boundary. This setup mimics models of slow-roll inflation in which the surface of end of inflation is modulated by a light spectator field. Using the boundary crossing approach, the average of e-folding number as well as the power spectrum in the drift dominated regime were obtained. It was shown, as expected, that the corrections in power spectrum is proportional to the square of the amplitude of the noise associated with the boundary.

Our main interest in this work was for the case where the system was diffusion dominated in which the classical drift force of the field is subdominant compared to the diffusion forces. We considered two boundaries in which one of them (here the right boundary) undergoes a
Brownian motion in the region \([0,b]\). Solving the corresponding Fokker-Planck equation we have obtained the time dependent probability density functions (PDF) of the field, \(f(\phi, N)\), and the Brownian boundary, \(f_+(\phi_+, N)\). While \(f(\phi, N)\) has a Gaussian distribution the solution for \(f_+(\phi_+, N)\) is given in a series expansion. Equipped with these PDFs and using the Volterra integral equations we have calculated the first hitting probabilities \(p_{\pm}\) and the mean number of e-folds \(<N>\) to few orders of \(m\) in the series expansion. The result for leading order \(p_{\pm}^{\text{LO}}\) with \(m = 0\) matches with the case with two fixed boundaries, one at \(\phi_-\) and the other at \(\phi_+ = \frac{b}{2}\). Next we considered higher order terms in the series expansion with \(m = 1\) (NLO), \(m = 2\) (\(N^2\)LO) and have looked at the corresponding corrections in \(p_{\pm}\). The series converges to its final result rapidly, specially for smaller value of \(b\) as the higher order corrections become exponentially suppressed. As a general conclusion we have shown that increasing \(b\) resulted in higher probability \(p_-\). This is understood easily by noting that by increasing \(b\) the right boundary on average moves further away from the field so it is more likely that the field hits the left boundary first. In addition, the behaviour of \(p_-\) versus the position of the fixed boundary \(\phi_-\) as well as the initial condition of the field \(\phi_0\) are studied as well. The figures confirm that, with all other initial conditions held fixed, when \(\phi_0\) approaches \(\phi_-\) the probability \(p_-\) increases while the result is reversed when \(\phi_0\) moves away from \(\phi_-\).

We have calculated \(<N>\) to leading and next to leading orders as well. As an interesting conclusion of this study, we have compared the result for \(<N>\) to the result in the setup where both boundaries are held fixed. For the initial condition \(\phi_+^{(0)} < \frac{b}{2}\) the value of \(<N>\) in our setup is larger than compared to the model with fixed boundaries. This is because in our setup, the Brownian boundary can explore the classically forbidden region \((\phi_+^{(0)}, b)\) as well so, effectively, the length of its journey in field space is larger than the case of the fixed boundaries. On the other hand, for the case with the initial condition \(\phi_+^{(0)} > \frac{b}{2}\) the Brownian boundary explores lesser of distances in field space compared to the case of fixed boundary and, as a result, \(<N>\) reduces compared to the model with the fixed boundaries. Finally, we also studied the effects of \(D\), the diffusion amplitude of the jumps of the stochastic boundary, on \(p_{\pm}\) and \(<N>\). Our conclusion is that the roles of \(D\) are opposite to the effects of \(b\). Specifically, increasing (decreasing) the magnitude of \(D\) yields to smaller (larger) values of \(p_-\) and \(<N>\).

There are a number of directions in which the current work can be extended. One interesting case to study is the setup where both boundaries undergo Brownian motion. In addition, we can assume the boundaries to have different boundary conditions, corresponding to whether the boundary is absorbing or reflecting. Another interesting example to study is when we have more than one stochastic field in the presence of stochastic boundaries. In the context of inflation, this corresponds to the setup with \(N \geq 3\) fields in which \(N - 1\) fields collectively drive inflation while the remaining field is a spectator field which modulates the surface of end of inflation generating stochasticity at the surface of end of inflation.
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A The proof to Volterra integral equations with the Brownian boundary

In this section we follow the same process used by [70] to obtain a similar set of equations for $\gamma^{\pm}(\tau)$ in the case where one of the boundaries has Brownian motion. We denote the two boundaries by $S_1$ and $S_2$ respectively. Let $g(S,t|\phi_0,t_0)$ denote the first passage time PDF to cross a boundary $S$ with $\phi_0$ and $t_0$ given as the initial values for position and time. We then can write:

$$g(S_1,t|\phi_0,t_0) = \gamma^{-}(t|\phi_0,t_0) + \int_y d\gamma \int_{t_0}^{t} d\tau\gamma^{+}(\tau|\phi_0,t_0)g(S_1(t),t|S_2(\tau) = y,\tau)f_+(S_2 = y,\tau)$$

(A.1)

and

$$g(S_2,t|\phi_0,t_0) = \gamma^{+}(t|\phi_0,t_0) + \int_{t_0}^{t} d\tau\gamma^{-}(\tau|\phi_0,t_0)g(S_2(t),t|S_1,\tau).$$

(A.2)

Now we have the following lemma:

**Lemma 1.**

If $P(x \geq S_2(t)|\phi_0,t_0)$ denotes the transition function of $S_2$ then we can write:

$$P(x \geq S_2(t)|\phi_0,t_0) = \int_y P(x \geq S_2(t) = y|\phi_0,t_0,S_2(t) = y)f_+(y,t)dy. \quad \text{(A.3)}$$

Proof. We write

$$P(x \geq S_2(t)|\phi_0,t_0) = \frac{P(x \geq S_2,\phi_0,y_0)}{P_1(\phi_0,t_0)} = \sum_y \frac{P(x \geq S_2(t),\phi_0,y_0 \cap S_2(t) = y)}{P_1(\phi_0,t_0)}$$

\[= \sum_y \frac{P(x \geq S_2(t)|\phi_0,y_0 \cap S_2(t) = y)}{P_1(\phi_0,t_0)} P(\phi_0,t_0,S_2(t) = y) \]

\[= \sum_y \frac{P(x \geq S_2(t)|\phi_0,y_0 \cap S_2(t) = y)}{P_1(\phi_0,t_0)} P_1(\phi_0,t_0)f_+(y,t) \]

\[= \int_y P(x \geq S_2 = y|\phi_0,t_0,S_2 = y)f_+(y,t)dy. \quad \square \]

(A.4)

Here $P_1$ denotes the PDF that the initial condition is fixed at $\phi_0$ and $t_0$ and in the last line we have used the fact that the PDF of initial condition is independent of $f_+$. Another similar lemma may be expressed as follows:

**Lemma 2.**

For any $x \notin (S_1, S_2)$ one has

$$f(x,t|\phi_0,t_0) = \int_{t_0}^{t} d\tau \left( \gamma^{-}(\tau|\phi_0,t_0) f(x,t|S_1,\tau) + \int_y d\gamma \gamma^{+}(\tau|\phi_0,t_0) f(x,t|S_2 = y,\tau)f_+(S_2 = y,\tau) \right).$$

(A.5)
Proof. If \( x \geq S_2 \) then we have:

\[
    f(x, t|\phi_0, t_0) = \int_{t_0}^{t} g(S_2(\tau), \tau|\phi_0, t_0) f(x, t|S_2(\tau), \tau)d\tau.
\]  

(A.6)

The same as what we had in lemma 1, one can show that

\[
    g(S_2(\tau), \tau|\phi_0, t_0) = \int_y g(S_2(\tau), \tau|\phi_0, t_0, S_2(\tau) = y) f_+(y, \tau)dy,
\]

(A.7)

and so we write

\[
    f(x, t|\phi_0, t_0) = \int_{t_0}^{t} \int_y g(S_2(\tau), \tau|\phi_0, t_0, S_2(\tau) = y) f(x, t|S_2(\tau) = y, \tau) f_+(y, \tau)dyd\tau.
\]

(A.8)

Then using Eqs. (A.1) and (A.2) we obtain

\[
    f(x, t|\phi_0, t_0) = \int \int dyd\tau \gamma^+(\tau|\phi_0, t_0) f(x, t|S_2(\tau) = y, \tau) f_+(y, \tau) + \int d\rho \gamma^-(\rho|\phi_0, t_0) \int d\tau \int dy g(S_2(\tau) = y, \tau|S_1(\rho), \rho, S_2(\tau) = y) f(x, t|S_2(\tau) = y, \tau) f_+(y, \tau).
\]

(A.9)

Using Eq. (A.6) and replacing \( \phi_0 = S_1(\tau) \) and \( t_0 = \rho \) we obtain the result. The proof for \( x \leq S_1 \) is similar.

(\( Q.E.D. \))

Now we are ready for the following lemma which gives a proof to Eqs. (4.16) and (4.15). Lemma 3.

Let’s define

\[
    \psi(x \geq S_1(t), t|y, \tau) \equiv \frac{d}{dt} F(S_1(t), t|y, \tau),
\]

\[
    \psi(x \geq S_2(t), t|y, \tau) \equiv \frac{d}{dt}\left( \int_x F(S_2(t) = x, t|y, \tau, S_2(\tau) = y, S_2(t) = x) f_+(y, t) f_+(x, t|y, \tau) \right),
\]

(A.10)

then we have

\[
    \gamma^-(t|\phi_0, t_0) = 2\psi(S_1, t|\phi_0, t_0) - 2 \int_{t_0}^{t} d\tau \left( \gamma^-(\tau|\phi_0, t_0) \psi(S_1, t|S_1, \tau) \right) + \int_y dy \gamma^+(\tau|\phi_0, t_0) \psi(S_1, t|S_2 = y, \tau) f_+(y, \tau),
\]

(A.11)

and

\[
    \gamma^+(t|\phi_0, t_0) = -2\psi(S_2, t|\phi_0, t_0) + 2 \int_{t_0}^{t} d\tau \left( \int_x \gamma^+(\tau|\phi_0, t_0) \psi(S_2(t), t|S_2(\tau) = y, \tau) f_+(y, \tau)dxdy \right) + \int_y dy \gamma^+(\tau|\phi_0, t_0) \psi(S_2(t) = y, t|S_1, \tau) f_+(y, \tau).
\]

(A.12)
Proof:
We prove the second equation and the first one can be proved similarly. To this end we firstly note that
\[ F(S_2(t), t|S_2(\tau) = y, \tau) = \int_x F(S_2(t) = x, t|S_2(\tau) = y, \tau)f_+(x, t|y, \tau)dx. \] (A.13)

To prove this relation we write:
\[ F(S_2(t), t|S_2(\tau) = y, \tau) = P(\phi \leq S_2(t), t|S_2(\tau) = y, \tau) \]
\[ = \frac{P(\phi \leq S_2(t) \cap S_2(\tau) = y \cap \text{The field starts at } S_2(\tau))}{P(S_2(\tau) = y \cap \text{The field starts at } S_2(\tau) = y)} \]
\[ = \sum_x \frac{P(\phi \leq S_2(t) \cap x \cap S_2(\tau) = x)}{P(x)} = \sum_x \frac{P(\phi \leq S_2(t)|x, S_2(t) = x)}{P(x)}P(x, S_2(t) = x), \]
(A.14)

where in the second equality we have defined the event in the denominator by \( \alpha \).
Now using the Bayes’ theorem we can write:
\[ \frac{P(x, S_2(t) = x)}{P(x)} = P(S_2(t) = x|x). \] (A.15)

As the the field evolves independently of \( S_2 \) then one can write Eq. (A.15) as
\[ P(S_2(t) = x|\alpha) = P(S_2(t) = x|S_2(\tau) = y) \equiv f_+(x, t|y, \tau). \] (A.16)

By writing the last summation as an integral then we can write:
\[ F(S_2(t), t|S_2(\tau) = y, \tau) = \int_x F(S_2(t) = x, t|S_2(\tau) = y\tau)f_+(x, t|y, \tau)dx. \] (A.17)

Now we are at a stage to prove the second equation. Let \( x \geq S_2(t) \). Then by integrating Eq. (A.5) between a constant boundary \( r_2 > S_2(t) \) and \( S_2(t) \) and defining \( F_c(S_2, t|\phi_0, t_0) = 1 - F(S_2, t|\phi_0, t_0) \) we obtain
\[ F_c(S_2, t|\phi_0, t_0) = \int d\tau (\gamma^- (\tau|\phi_0, t_0)F_c(S_2, t|S_1, \tau) + \gamma^+ (\tau|\phi_0, t_0) \int_y F_c(S_2(t)|S_2(\tau) = y, \tau)f_+(y, \tau)dy). \] (A.18)

By taking the derivative of Eq. (A.18) with respect to time and using the following relations
\[ \lim_{\tau \to t} F(S_1(t)|S_2(t)) = 0, \]
\[ \lim_{\tau \to t} F(S_1(t)|S_2(\tau)) = \frac{1}{2}, \]
\[ \lim_{\tau \to t} F(S_2(t)|S_1(\tau)) = 1 \]
\[ \lim_{\tau \to t} F(S_2(t)|S_2(\tau)) = \frac{1}{2}. \]
(A.19)
as well as Eq. (A.17) one obtains Eq. (A.12). Eq. (A.11) can be obtained in a similar manner.

At last it can be useful to prove that the distribution of the stochastic boundary at the crossing time the same as the distribution of the boundary itself without considering any stopping time. In other words the distribution of the boundary is independent of the first crossing time distribution. To this end we define the \( n \)-th moment of the field at time \( t \) with the event \( A \) while the event that the field crosses the stochastic boundary at time \( t \) is described with event \( B \) (\( B^c \) represents the complement of \( B \)). Thus one can write

\[
E(A) = E(A|B)P(B) + E(A|B^c)P(B^c). \tag{A.20}
\]

As \( A \) is obviously independent of \( B^c \) and using the fact that \( P(B) + P(B^c) = 1 \), one can easily show that \( E(A) = E(A|B) \). Therefore all moments of \( A \) are equal to all moments of conditional \( A \), so one can deduce that their distributions are the same as well.

### B First crossing probabilities

In this Appendix we find a solution for \( \gamma^\pm(t) \). To this end we suppose that the Brownian boundary has a small drift changing linearly with time. In other words we suppose that the

\[
\phi_+(N) = vN + DW_+(N). \tag{B.1}
\]

Assuming the boundary has a small drift we should modify \( f_+(x, N) \) where we assume that \( v \) is so small that for a significant time interval we have

\[
|vN| \ll D. \tag{B.2}
\]

If \( F_{+d}(x, N) \) denotes the transition PDF of the boundary with drift then one can write:

\[
F_{+d}(x, N) = P(\phi_+ + vN \leq x, N) = P(\phi_+ \leq x - vN, N). \tag{B.3}
\]

Then the probability density of the Brownian boundary, \( f_{+d}(\phi_+, N) \), is simply given by:

\[
f_{+d}(x, N) = \frac{\partial F_{+d}(x, N)}{\partial x} = \frac{\partial P(\phi_+ \leq x - vN, N)}{\partial x} = f_+(x - vN, N). \tag{B.4}
\]

One can easily check that the above result satisfies the following Fokker-Planck equation in the presence of the drift:

\[
\frac{\partial f_{+d}(x, N)}{\partial N} = -v \frac{\partial f_{+d}(x, N)}{\partial x} + \frac{D^2}{2} \frac{\partial^2 f_{+d}(x, N)}{\partial x^2} \tag{B.5}
\]

with the boundary conditions the same as Eqs. (4.4) and (4.5). From now on, using Eq. (4.7), we can obtain \( f_+(x - vN, N) \) and we will set \( v = 0 \) for a boundary with pure Brownian motion.
Using Eqs. (B.4), (A.11) and (A.12) we obtain

\[
\Gamma^+(s) + \frac{e^{\sqrt{2}sb} - 1}{\sqrt{2}sb} \left[ \Gamma^-(s) - e^{\sqrt{2}sb(\phi_0 - b)} \right] e^{\sqrt{2}sb(\phi_+ - b)}
- 4 \sum_{m=1}^{\infty} \left( \frac{b^2 s (-1)^m - e^{2b^2 s + \pi^2 m^2 D^2}}{(2b^2 s + \pi^2 m^2 (D^2 + 1)) \sqrt{2b^2 s + \pi^2 m^2 D^2}} \right) \Gamma^-(\frac{m^2 \pi^2 D^2}{2b^2} + s) \right) - 4 \sum_{n=1}^{\infty} \left( \frac{b^2 s (-1)^n - e^{2b^2 s + \pi^2 n^2 D^2}}{(2b^2 s + \pi^2 n^2 (D^2 + 1)) \sqrt{2b^2 s + \pi^2 n^2 D^2}} \right) \right]
\]

\[
e^{-\frac{(\phi_0 - b)\sqrt{2b^2 s + \pi^2 n^2 D^2}}{b}} \cos \left( \frac{m \pi}{b} \phi_0 \right) + 4 \sum_{n=1}^{\infty} \left( \frac{b^2 s (-1)^n - e^{2b^2 s + \pi^2 n^2 D^2}}{(2b^2 s + \pi^2 n^2 (D^2 + 1)) \sqrt{2b^2 s + \pi^2 n^2 D^2}} \right) \right]
\]

\[
e^{-\frac{(\phi_0 - b)\sqrt{2b^2 s + \pi^2 n^2 D^2}}{b}} \cos \left( \frac{n \pi}{b} \phi_0 \right) + v Q^+ = 0,
\]

(B.6)

and

\[
\Gamma^-(s) - e^{\sqrt{2}sb(\phi_+ - \phi_0)} + \left( \frac{e^{\sqrt{2}sb} - 1}{\sqrt{2}sb} \Gamma^+(s) \right) \]

\[
- 2\sqrt{2} s \sum_{m=1}^{\infty} \left[ \frac{b \left( -1 \right)^m - e^{\sqrt{2}sb}}{2b^2 s + \pi^2 m^2} \right] e^{\sqrt{2}sb(\phi_+ - b)} \Gamma^+ \left( \frac{m^2 \pi^2 D^2}{2b^2} + s \right) \cos \left( \frac{m \pi}{b} \phi_0 \right) + v Q^- = 0.
\]

(B.7)

In the above equations we have expanded the equations up to first order of \(v\) while \(Q^\pm\) are some functions depending on our initial values and the Laplace parameter that we have not presented their explicit forms here as they involve large expressions. The above equations are used to obtain Eqs. (4.21) and (4.34).
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