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ABSTRACT. We describe a new instrument that forms the core of a long-term high contrast imaging program at the 200 inch (5 m) Hale Telescope at Palomar Observatory. The primary scientific thrust is to obtain images and low-resolution spectroscopy of brown dwarfs and young exoplanets of several Jupiter masses in the vicinity of stars within 50 pc of the Sun. The instrument is a microlens-based integral field spectrograph integrated with a diffraction-limited, apodized-pupil Lyot coronagraph. The entire combination is mounted behind the Palomar adaptive optics (AO) system. The spectrograph obtains imaging in 23 channels across the J and H bands (1.06–1.78 μm). The image plane of our spectrograph is subdivided by a 200 × 200 element microlens array with a plate scale of 19.2 mas per microlens, critically sampling the diffraction-limited point-spread function at 1.06 μm. In addition to obtaining spectra, this wavelength resolution allows suppression of the chromatically dependent speckle noise, which we describe. In addition, we have recently installed a novel internal wave front calibration system that will provide continuous updates to the AO system every 0.5–1.0 minutes by sensing the wave front within the coronagraph. The Palomar AO system is undergoing an upgrade to a much higher order AO system (PALM-3000): a 3388-actuator tweeter deformable mirror working together with the existing 241-actuator mirror. This system, the highest-resolution AO corrector of its kind, will allow correction with subapertures as small as 8.1 cm at the telescope pupil using natural guide stars. The coronagraph alone has achieved an initial dynamic range in the H band of 2 × 10⁻⁴ at 1″, without speckle noise suppression. We demonstrate that spectral speckle suppression provides a factor of 10–20 improvement over this, bringing our current contrast at 1″ to ~2 × 10⁻⁵. This system is the first of a new generation of apodized-pupil coronagraphs combined with high-order adaptive optics and integral field spectrographs (e.g., GPI, SPHERE, HiCIAO), and we anticipate that this instrument will make a lasting contribution to high-contrast imaging in the Northern Hemisphere for years.

1. INTRODUCTION

In recent years, astronomers have identified more than 400 planets outside our solar system, launching the new and thriving field of exoplanetary science (Mayor et al. 2008; Marcy et al. 2005). The vast majority of these objects have been discovered indirectly by observing the variations induced in their host star’s light. Radial velocity surveys can provide orbital eccentricity, semimajor axes, and lower limits on the masses of companion planets, while observations of transiting planets (Deming et al. 2005; Swain et al. 2008; Charbonneau et al. 2009) can provide fundamental data on planet radii and limited spectroscopy of the planets themselves. However, studying those objects that are out of reach to the radial velocity and Doppler methods will more fully probe the global parameter space occupied by exoplanets (Oppenheimer & Hinkley 2009). The technique of direct imaging is a promising method for detecting and, more importantly, studying in detail the population of wide-separation exoplanets (see, e.g., Beichman et al. 2010). Moreover, recent results (Marois et al. 2008; Kalas et al. 2008; Lagrange et al. 2010) have demonstrated that direct imaging of planetary mass companions and disks (Oppenheimer et al. 2008; Hinkley et al. 2009; Mawet et al. 2009; Boccaletti et al. 2009) is a technique...
that is mature and may become routine using ground-based observatories.

Direct imaging surveys (e.g., Masciadri et al. 2005; Biller et al. 2007; Lafrenière et al. 2007a; Nielsen et al. 2008; Carson et al. 2009; Chauvin et al. 2010; Leconte et al. 2010; Liu et al. 2010) hold the promise of quickly settling some of the most basic puzzles about exoplanetary systems, such as the true fraction of stars hosting planets, the dependence of this fraction on stellar environment, and a more robust measure of multiplicity in exoplanetary systems. Future surveys can also quickly assess the distribution of planets beyond 5–10 AU. The orbital placement of these companions will enlighten ongoing work into planetary migration and help to constrain models of planet formation, evolution, and dynamical histories. Once the instrumentation and techniques are fully in place, direct detection will not only be an extremely efficient method of discovery (see, e.g., Thalmann et al. 2009; Zimmerman et al. 2010), but also a powerful tool to probe the nature of exoplanets.

The ultimate goal of direct imaging surveys is not just to examine planet orbital parameters and the related implications for formation scenarios. Direct imaging enables spectroscopy (see, e.g., Janson et al. 2010; Bowler et al. 2010), which is the key to unlocking the detailed properties of the objects themselves. Spectroscopy provides clues to the atmospheric chemistry, internal physics, and geology and perhaps even sheds light on astrobiological activity associated with these objects (Kasting & Catling 2003; Kaltenegger et al. 2010). More robust classification schemes for planets in general will arise from observing as many planets as possible at different ages, in different environments, and with a broad range of parent stars.

2. CHALLENGES TO HIGH-CONTRAST IMAGING

The major obstacle to the direct detection of planetary companions of nearby stars is the overwhelming brightness of the host star. If our solar system were viewed from 20 pc, Jupiter would appear $10^8$–$10^{10}$ times fainter than our Sun in the near-IR (Baraffe et al. 2003; Burrows 2005) at a separation of 0.25″, completely lost in its glare. The key requirement is the suppression of the star’s overwhelming brightness through precise starlight control (Oppenheimer & Hinkley 2009; Absil & Mawet 2010).

A promising method for direct imaging of stellar companions involves two techniques working in conjunction. The first, high-order adaptive optics (AO), provides control and manipulation of the image by correcting the aberrations in the incoming stellar wave front caused by the Earth’s atmosphere. Second, a Lyot coronagraph (Lyot 1939; Sivaramakrishnan et al. 2001) suppresses this corrected light. Together, these two techniques can obtain contrast levels of $10^3$–$10^5$ at 1″. Improvements in coronagraphy—specifically, the apodization of the telescope pupil (Aime et al. 2002; Soummer et al. 2003; Soummer 2005)—can significantly improve the achieved contrast, especially at high Strehl ratios.

The combination of coronagraphy and high-order adaptive optics shows promise for direct imaging. But this combination of techniques, like any form of high-contrast imaging, still suffers from a significant source of residual noise, limiting the detection sensitivity. Small phase aberrations in the incoming stellar wave front, arising from imperfections in the AO optics or the coronagraphic optics, can lead to a pattern of speckles that litter the image in the focal plane (e.g., Labeyrie 1995; Bloemhof et al. 2001; Boccaletti et al. 2002; Perrin et al. 2003; Aime & Soummer 2004). These speckles have lifetimes of hundreds of seconds or longer (e.g., Hinkley et al. 2007) and hence are the single-largest hindrance to the detection of faint companions around nearby stars. Without a coronagraph, Racine et al. (1999) have demonstrated that speckle noise can dominate over photon shot noise by a factor of $10^4$. Such speckle noise is largely due to noncommon path errors (those not measured by the AO wave front sensor), e.g., small aberrations in the coronagraphic optics, as small as 1 nm, occurring downstream of the wave front sensor. These optical aberrations translate directly to errors in the incoming stellar wave front. Speckle noise is also highly correlated and thus not surmountable with simple techniques such as long exposures or using larger and larger telescopes (Sivaramakrishnan et al. 2002; Hinkley et al. 2007; Soummer et al. 2007).

The suppression of speckle noise is paramount in the task of direct detection of exoplanets. Several past studies have explored two such methods of speckle suppression. One method involves simply subtracting speckles that are highly stable in time through image postprocessing (e.g., Marois et al. 2006a; Biller et al. 2004). This method can easily improve the detection sensitivity by at least 1–2 mag (Leconte et al. 2010), a factor of a few to 10. Another method uses dual-imaging polarimetry (Kuhn et al. 2001; Oppenheimer et al. 2008; Hinkley et al. 2009). This technique is extremely powerful, essentially eliminating the unpolarized speckle pattern and greatly increasing sensitivity to polarized objects, such as circumstellar disks (Graham et al. 2007; Oppenheimer et al. 2008; Perrin et al. 2009), achieving a contrast of nearly $10^{-4}$ (10 mag) at 0.4″ separations (see e.g., Hinkley et al. 2009).

Another promising speckle suppression technique can eliminate speckle noise, but without the limitation that the target of observation must be polarized. The speckle noise pattern is an optical phenomenon, and its morphology is wavelength-dependent. Indeed, the position of each speckle will move radially outward from the image center with increasing wavelength. This wavelength dependence allows differentiation between the speckle noise and true astrophysical objects. This method, sometimes referred to as spectral deconvolution, has been described before: e.g., Sparks & Ford (2002) and Lafrenière et al. (2007b). An integral field spectrograph is well suited to take advantage of the wavelength diversity shown by the speckle noise pattern. Integral field spectroscopy has been used in the past for high contrast imaging science (McElwain et al. 2009).
2007; Thatte et al. 2007; Janson et al. 2008), and we have built a customized instrument that is specifically dedicated to this task.

Our new project, dubbed Project 1640 (Hinkley et al. 2008), incorporates all of these advances, with an integral field spectrograph being coupled to an apodized-pupil Lyot coronagraph, a precision wave front calibration system, and integrated to a high-order AO system. The instrument mounted on the Palomar AO system is shown in Figure 1. Although we have chosen not to incorporate any polarimetric capabilities (see Table 1), the overall design parameters for this project are otherwise similar to future high-contrast surveys like the Gemini Planet Imager (GPI; Macintosh et al. 2008), Spectro-Polarimetric High-Contrast Exoplanet Research (SPHERE; Beuzit et al. 2008), or High-Contrast Instrument with Adaptive Optics (HiCIAO; McElwain et al. 2008; Martinache & Guyon 2009).

3. CORONAGRAPH

To suppress the starlight of our target stars, we have built an apodized-pupil Lyot coronagraph (APLC) (Sivaramakrishnan & Lloyd 2005; Soummer 2005; Soummer et al. 2011), an improvement of the classical Lyot coronagraph (Lyot 1939; Sivaramakrishnan et al. 2001). We achieve the majority of our suppression with a reflective focal-plane mask with a 1322 μm diameter hole shown in Figure 2. We use the hole as an opaque mask and let the unocculted portion of the image around the hole be reflected onto the rest of the optical train.

The integral field spectrograph (IFS) operates from 1.06 to 1.78 μm, and a single coronagraph design is used for this entire range of wavelengths. This very wide bandpass (covering both J and H bands) makes the coronagraph optimization challenging. The apodization function, focal-plane mask size, and Lyot stop have all been optimized for maximal starlight suppression over the J and H bands simultaneously, using the approach described in Soummer et al. (2011). The APLC coronagraph set (apodization function, focal-plane mask diameter, and Lyot stop geometry) was optimized using the average contrast in the
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**Fig. 1.—**Project 1640 IFS, coronagraph, and precision wave front calibration system mounted on the Palomar adaptive optics system. The whole assembly is mounted at the Cassegrain focus of the 200 inch Hale Telescope.

---

**Fig. 2.—**Left: an image of the 5.37λ/D occulting mask. Rather than an opaque mask, the Project 1640 coronagraph uses a reflective surface with a hole serving as the primary occulting disk. The light captured through the hole is used as a reference arm for the precision wave front calibration system (see § 6). The light not entering the hole is reflected onto OAP 3. Right: an image of the Lyot mask, of which the transmissive portion has been undersized by 4% from the telescope primary mirror. 20% of the light passing through the Lyot mask is used as the science arm for the wave front calibration system, while the remaining 80% is passed onto the IFS.

---

**Table 1**

**Overview of Project 1640 Characteristics**

| Parameters                  | Values                  |
|-----------------------------|-------------------------|
| Telescope                   |                         |
| Aperture                    | 5.1 m                   |
| λ/D at 1.06 μm              | 43 mas                  |
| Telescope output aperture ratio | f/15.4                |
| AO System                   |                         |
| Deformable mirrors (N_ap)   | 241 and 3388 actuators  |
| Subaperture size            | 63.6, 32.4, 16.2, and 8.1 cm |
| Max. AO control radiusa     | 1010 mas (λ = 1.06 μm) to 1818 mas (λ = 1.78 μm) |
| Coronagraph                 |                         |
| Apodizer diameter           | 3.80 mm, 2% undersized from pupil |
| Astrometric grid            | Δm = 7.4, 4 spots at 22λ/D |
| Focal plane mask size       | 370 mas, 5.37λ/D at λ = 1.65 μm, 1.322 μm for f/149.1 beam |
| Undersized Lyot stop factor | 2% from apodizer, 4% from primary pupil |
| Final aperture ratio        | f/164.6 at IFS microlenses |
| IFS                         |                         |
| Wavelength coverage         | 1.06–1.78 μm            |
| IFS field of View           | 3840 mas                |
| IFS pixel scale             | 19.2 mas/microlens      |
| Microlens pitch             | 75 μm                   |
| Number of spectra           | 200 × 200 = 4 × 10⁴    |
| Spectral resolution         | 33 to 58 λ/Δλ           |

* AO control radius is defined as N_apλ/2D and is discussed in, e.g., Oppenheimer et al. (2003).
AO-controlled region of the focal plane and outside of the inner working angle as the optimization criterion. The coronagraphic suppression is unconstrained in the gap between the $J$ and $H$ bands. A plot of this optimization criterion is shown in Figure 3. The best theoretical contrast for the Project 1640 APLC design is achieved in the $H$ band, while allowing for good contrast in the $J$ band. This choice was partly motivated by the lower performance of the AO system at shorter wavelengths ($J$ band), therefore not requiring as much coronagraph starlight suppression.

3.1. Coronagraphic Layout

The layout of the APLC is shown in Figure 4 and is similar to a classical Lyot coronagraph, using an additional pupil apodization. The $f/15.4$ beam from the Palomar AO system enters our coronagraph via an Infrasil window, which counteracts dispersion caused by the Palomar AO system (PALAO) dichroic. The beam comes to a focus, then comes out of focus, strikes an off-axis parabola (OAP 1 in Fig. 4), which forms a collimated beam. Next in the optical train is a transmissive apodizing mask (built by Jenoptik Optical Systems, Inc.), shown in Figure 5, which is imprinted on Infrasil glass using ion-beam-etched microdots, each 10 $\mu$m in size (Sivaramakrishnan et al. 2009; Soummer et al. 2009; Sivaramakrishnan et al. 2010). The density of dots varies to produce the apodization function. The apodizer is also imprinted with a grid that produces fiducial reference images of the star $20\lambda/D$ away from the central star. These images are 7.4 mag fainter than the primary star and are used for astrometric measurements (better than 2 mas rms error) while the star is occulted by the focal-plane mask (Sivaramakrishnan & Oppenheimer 2006; Marois et al. 2006b).

The beam then strikes the fast-steering mirror and continues onto a pair of atmospheric dispersion prisms (more detail on these is given later). The beam is brought back into focus by a second powered optic, OAP 2, in order to apply the primary coronagraphic suppression at the focal-plane mask. The 1322 $\mu$m diameter of the hole in the focal-plane mask, which serves as the occulter, corresponds to $5.37\lambda/D$ at 1.65 $\mu$m. The light that has passed through the hole then passes through the wave front calibration system (§ 6) and is reimaged onto an infrared Hamamatsu InGaAs quad-cell sensor, sensitive from 1.0 to 1.7 $\mu$m. This quad-cell sensor serves to keep the star centered on the occulting spot, and adjustments to the quad-cell position

![Fig. 4.—The layout of our apodized-pupil Lyot coronagraph (see text) taken from a Zemax design. The coronagraph design is based on Soummer (2005), Sivaramakrishnan & Lloyd (2005), and Soummer et al. (2011). The system also has two sets of rotating prisms to correct for differential atmospheric refraction. Details of the various masks are given in the text and Table 1. All optics shown in this figure lie in the same plane of the coronagraph optical bench. A final spherical mirror (not shown) sits out of the plane of the optics in this figure and delivers the beam reflected from the Lyot stop to the IFS.]

![Fig. 5.—Left: The transmission profile of the apodizing mask placed in the first pupil plane in the coronagraph. The mask is 3.8 mm in size and is undersized from the telescope pupil by 2%. The superimposed grid used to create fiducial reference spots for astrometry can be seen over the transmission profile. Middle and right: magnifications of the mask showing the results of the ion-beam etching process to generate the 10 $\mu$m microdots that form the transmission profile.]

Fig. 3.—Coronagraphic optimization of the average contrast outside the inner working angle and within the control region of the AO system, as a function of wavelength. The optimization of the coronagraph includes the apodization function, the focal-plane mask diameter, and the Lyot stop geometry. This metric is dominated by the contrast right outside the inner working angle. The actual contrast improves markedly with increasing separation.
in turn will adjust the position of the star relative to the occulting spot. The center of the stellar image is maintained on the sensors using a centroiding algorithm in conjunction with a proportional–integral–derivative control loop that drives the fast-steering mirror (Physik Instrumente S-330.30 piezo-electric tip/tilt platform). A similar setup using optical avalanche photodiodes is described in Digby et al. (2006). Performing the tip/tilt control in the same wavelength range as our science wavelength ensures that the coronagraph is optimally performing at the science wavelength. Our fast-steering mirror is updated at a 1 kHz frequency to maintain the position of the star on the center of the spot, and we achieve a residual image motion of less than 5 mas minute\(^{-1}\). We are able to operate this tip/tilt system on stars as faint as magnitude 6, and magnitude 7 under very good conditions.

The unocculted portion of the image is reflected off the focal-plane mask and travels to OAP 3, which recollimates the beam. Immediately prior to a pupil image, the beam is split, with 20% of the light passing into the wave front calibration system (see § 6). The other 80% of the light is reflected and forms a pupil image at the Lyot stop. The Lyot stop is a wire steel disk, 0.25 mm thick, cut using wire electrical discharge machining, coated with Epner LaserBlack, and shown in Figure 2. The Lyot stop suppresses the bright outer regions of the pupil image, the telescope secondary mirror, and spider structures and passes the rest of the image onto the rest of the system. The Lyot stop’s outer diameter is undersized by 2% with respect to the apodizer diameter based on mechanical alignment tolerances. The Lyot stop’s inner diameter is increased by 25% compared with the apodizer central obstruction, according to the result of the optimization for broadband chromatic starlight suppression. After the Lyot stop, the beam travels to a final 600 mm spherical mirror, which forms an image on the lenslet array of the spectrograph (not shown in Fig. 4). The entrance beam into the spectrograph has an f/164.6 ratio, including the aperture downsizing from the pupil plane stops.

Due to differential atmospheric refraction (e.g., Roe 2002), at an angle of 50° off of zenith, the angular position of a star at 1.06 \(\mu\)m and that at 1.78 \(\mu\)m will differ by \(\sim\)175 mas: essentially, the radius of our focal-plane mask. At such an angle, this means that observations at 1.06 \(\mu\)m will show the star to be completely occulted, while at 1.78 \(\mu\)m the star may be on the edge of the coronagraphic mask and largely unocculted. In order to perform effective coronagraphy across such a broad spread in wavelength, at zenith angles greater than \(\sim\)30–50°, compensation must be implemented to account for this dispersion. The atmospheric dispersion-correcting prisms are comprised of two sets of Risley prisms, each one formed by two wedges of BaF\(_2\) and CaF\(_2\), the tips of which have been cemented together (e.g., Wynne 1996, 1997). A cylinder has been cored out of each cemented wedge pair and mounted into a motorized rotating mount. Each cemented set can rotate relative to each pair or in tandem to correct for the differential atmospheric refraction caused by the Earth’s atmosphere.

4. INTEGRAL FIELD SPECTROGRAPH DESIGN

We have built a microlens-based IFS covering 1.06–1.78 \(\mu\)m with a 4” field of view. This will allow us to obtain low-resolution spectra \((R \sim 33–58)\) at all \(4 \times 10^4\) image samplings.

4.1. Optical Design

The optical design for our integral field spectrograph is shown in Figure 6 and is similar to the TIGER-type microlens-based IFS (Bacon et al. 1995; McMahon et al. 2008). The overall design can be categorized into four components: (1) a microlens array; (2) a dioptric collimator with a 160 mm focal length consisting of five lenses, which forms a pupil image on the input face of the disperser; (3) a prism/ dispersive; and (4) a 400 mm focal length catadioptric camera, which produces the spectral images on the detector. Our transmissive optics were manufactured by Janos Technology, except for the microlens array, which was made by MEMS Optical. The reflective optics were manufactured by Axsys Technologies. We next discuss each of these components in more detail.

The optical design has been fully modeled using the Zemax design software, including the effects of thermal contraction as the system is cooled. The system does not meet optical specifications until cryogenically cooled. All optics with the exception of the microlens array are oriented squarely with the optics base plate. To prevent our spectra from overlapping on the detector, the orientation of the microlens array is rotated by 18.43° from the normal vector to the base plate. The prism is oriented to disperse the light parallel to the base plate. This places the detector square with the base plate as well, requiring only a

![Fig. 6.—Details of the internals of the Project 1640 IFS. In this CAD drawing, the dewar lid and aluminum heat shield have been removed to reveal the internal optics of the IFS and the optical layout.](image-url)
rotation on the lenslet array. Wavelength filtering is achieved with $J$- and $H$-band blocking filters (1.06–1.78 $\mu$m), with OD4 blocking outside this range, placed directly in front of the detector. The transmission profile for the blocking filter prior to and after receiving an antireflective coating is shown in Figure 7.

The square microlens array consists of two powered faces etched into a 1 mm thick wafer of fused silica. The microlenses on the incident face have a radius of curvature of 950 $\mu$m and are primarily used to prevent cross talk between microlenses, so that the higher-powered exit surface retains as much of the light as possible (with minimal loss due to rollover between the microlenses). The rear-face microlenses have a 159 $\mu$m radius of curvature to create the pupil images 280 $\mu$m behind the microlens array substrate. A similar design is being incorporated into the SPHERE and GPI projects’ IFSs (e.g., Macintosh et al. 2008; Beuzit et al. 2008; Antichi et al. 2009). Each microlens has a pitch of 75 $\mu$m. The effective f number of each microlens is f/4, measured using the diagonal of each square microlens (106.1 $\mu$m). We have 270 $\times$ 270 microlenses on our array, but only 200 $\times$ 200 of them are used. The array is mounted 4 mm directly in front of the first lens of the collimator.

The assembly containing the collimator consists of five lenses mounted in a single housing. The lens materials are BaF$_2$, SF2, and SK8. The collimator forms 40 mm pupil images at the incident surface of the prism. The prism is a single piece of BK7 glass, with a wedge angle of 4$^\circ$ on each face, 60 mm in diameter. This prism is optimized for the wavelength range (1.06–1.78 $\mu$m) with a dispersion direction parallel with the plane of the base plate.

The camera optics within the IFS refocus the image onto the detector. These consist of a meniscus corrector lens, spherical mirror, and a field-flattening lens (field lens) in front of the detector, as shown in Figure 6. Both lenses are fused silica. The meniscus corrector lens has two surfaces with slightly different radii of curvature (216.82 and 227.90 mm) and was cored out of a larger (240 mm diameter) parent lens, 80 mm off-axis. The final field lens creates a flat focal plane for the final detector. This lens is incorporated into the mount holding the detector and was custom-designed to have adjustment capabilities in three dimensions. This lens serves the double purpose of providing additional protection for the detector. We also utilize two folding mirrors to accommodate packaging. All mirrors are made of diamond-turned aluminum, coated with nickel, and polished with a gold coating to $\lambda/20$ rms (for $\lambda = 0.55$ $\mu$m) surface error.

Two laboratory images from the IFS are shown in Figure 8. The left panel shows an image created by a tunable laser operating at a single wavelength of 1.33 $\mu$m. The array of dots traces the pattern of the microlenses on the array and reveals the 18.43$^\circ$ rotation of the array. The right panel of Figure 8 shows the spectra obtained when the instrument is illuminated by a broadband infrared source.

4.2. Detector System

The heart of the detector system is a Rockwell (now called Teledyne) HAWAII-2 2048 $\times$ 2048 pixel HgCdTe infrared array operating at 77 K. The detector control uses a generation III infrared array controller designed and built by Astronomical Research Cameras, Inc. (ARC). The interface between the detector controller and the chip itself was constructed and tested at the Institute of Astronomy at the University of Cambridge.

![Figure 8](image-url)
4.3. Mechanical Design

We are required to operate our infrared array at cryogenic temperatures, and hence a cryogenic vacuum-chamber dewar is required. This section describes the features of many of the mechanical aspects of the IFS, all of which were built and tested at the American Museum of Natural History.

4.3.1. Dewar

Our cryogenic dewar is very similar to that used for the Palomar High Angular Resolution Observer (PHARO) infrared camera at Palomar (Hayward et al. 2001). Our dewar was built in 2006 by Precision Cryogenics. The dewar is made almost entirely of 6061-T6 aluminum with an outer shell divided into upper and lower parts. The lid ranges from 1/2 to 3/4 inches in thickness and provides strong support for the overall assembly, while the lower half is lighter weight. The lower portion containing the IFS optics is shown in Figure 6. These two halves wrap around the work plate, the inner heat shields, and the two liquid nitrogen tanks, and each half has a 1/2 inch flange, or lip, where the two are joined. The optics base plate is comprised of a 1 inch thick, lightweight piece of aluminum and is mounted to the outer portion of the dewar by four mounting tabs made of G-10 fiberglass. These tabs help the optics plate to be thermally insulated from the warm outer portion of the dewar.

Inside the outer surface of the dewar are the upper and lower radiation shields. The shields are wrapped in multiple layers of thin mylar insulation. Like the PHARO dewar, the Project 1640 dewar has two separate liquid nitrogen tanks: a 3.3 liter inner can directly bolted to the optics base plate and a larger 11 liter can maintaining close contact with the radiation shield. The larger tank serves as the more global dewar cooler, and the smaller tank can provides a local heat sink for the detector and optics. The internal parts of the dewar can remain at 77 K for 60 hr without refilling the nitrogen tanks.

The bottom half of the Project 1640 dewar is similar to that for PHARO, but with liquid nitrogen tanks switched. The liquid nitrogen fill holes are in the same place as on PHARO, but unlike PHARO’s five ports, this dewar has four ports: two for the liquid nitrogen inputs into each can, one for the vacuum pump, and another for attachment of a vacuum gauge.

4.3.2. Mounting and Flexure Control

To maintain a stable dewar position relative to the coronagraph and AO system, and to minimize flexure during telescope slewing, we have developed a custom dewar-handling bracket manufactured by Opticology, Inc.. Our dewar has three mounting pins, two toward the front and one on the rear face, which are used to attach to our mounting bracket. The entire bracket assembly is mounted on Bosch-Rexroth flexure-resistant rails, which allow 20–30 mm of focus movement using a fine-thread screw. This mounting bracket also allows a ±10 degree tilt (pitch) using a screw-jack mechanism at the rear of the dewar, allowing the entire dewar to pivot on its front two mounting pins by applying a vertical movement at the rear pin.

4.4. Detector System Software

The electronics controller for our HAWAII-2 infrared detector was manufactured and designed by ARC (Leach et al. 1998). In order to maintain the greatest amount of flexibility and portability, our collaborators at the Astronomical Technology Centre have configured our detector system to communicate with the observer’s control computer using Extensible Markup Language (XML) files that are transferred using the Hypertext Transfer Protocol (HTTP) (Beard et al. 2002). The HTTP protocol was chosen to allow maximum flexibility and stability when such a system is moved from a particular institution or telescope. The XML files include all of the necessary parameters for a particular observation (exposure time, number of reads, etc.). While we use nondestructive read mode for data acquisition, the system can also perform correlated double sampling. The user sends the appropriate configuration XML files via HTTP to a set of three separate, but connected, servers running on our data-acquisition computer that organize the operations of the detector system. The user can directly communicate with the camera and file-save servers, but the file-save server is the only module that will communicate with the demultiplexing server.

We communicate directly to our internal servers, motor controllers, temperature controllers, and the Palomar telescope control system using customized LabVIEW software. These servers communicate with the ARC detector controller, which in turn organizes the reading of the infrared array through the timing and clock boards. When an exposure is complete, the data files are stored in a raw data format, and the demultiplexing HTTP server converts these into Flexible Image Transport System (FITS) files.

5. PALOMAR AO SYSTEM

For the last ~14 yr, the Palomar AO System has been based on a 241-actuator AO system built by the Jet Propulsion Laboratory for use on the 200 inch (5 m) Hale Telescope at Palomar (Dekany et al. 1997; Troy et al. 2000). In mid-2010, the Palomar AO system was removed from the Cassegrain focus of the Hale 200 inch telescope and decommissioned for several months to facilitate an upgrade to a much higher order corrective system. This new system, termed PALM-3000 (Dekany et al. 2006, 2007), aims to achieve extreme AO correction in the near-IR, as well as diffraction-limited imaging in the visible. The primary corrective optic in the new system is a 3388-actuator deformable mirror (DM), which will correct the wave front aberrations at high spatial frequencies (the tweeter). However, the system will also make use of the original 241-actuator DM (the woofer) to correct the low-order aberrations. In addition to a new infrared tip/tilt sensor, the system uses a 64 × 64 Shack-Hartmann wave-
front sensor, with adjustable pupil sampling of 8, 16, 32, and 64 subapertures across the pupil (Baranec 2008). The coarser pupil sampling allows for guiding on fainter stars. The wave front control computer is based on a cluster of 17 graphics processing units. The highest actuator density, sampling the pupil at \( \sim 8.1 \text{ cm} \), dictates a control radius \( (N_{\text{act}}\lambda/2D) \) of 1.8'' at 1.78 \( \mu \text{m} \) using natural guide stars, where \( N_{\text{act}} \) is the linear number of actuators across the pupil. This radius is well matched to the Project 1640 field of view (Bouchez et al. 2009).

5.1. Integration with Palomar Adaptive Optics System

Our entire coronagraph and IFS package is mounted on a single Thorlabs custom breadboard that is 18'' \( \times 54'' \times 2.4'' \) in size. One face of our breadboard has \( \frac{1}{2} \sim 20 \) tapped holes on a 1 inch grid, suitable for mounting the coronagraphic optics and the dewar mounting bracket. The other side of this board contains four custom aluminum pucks for mounting the entire assembly to the Palomar AO system. The AO bench has an identical set of pucks attached in the same configuration. When the instrument is raised up to the bench, the four opposing sets of pucks are aligned and clamped together, with the dewar and coronagraphic optics hanging down (Fig. 1). Mounting the instrument in this manner each time ensures that the alignment of the instrument to the AO system is repeated to less than 1 mm.

We have also developed a customized handling cart for smooth instrument transport. The cart design aids in the installation on the AO bench primarily via two features:

1. Six spring housings cushion the transport and provide differential compression: as the instrument is raised up on the Cassegrain elevator, the slightly uneven elevator floor often causes one portion of the instrument to reach the optical bench first. Compression in this corner will allow the instrument to become parallel with the AO bench as the instrument is raised up.

2. Our cart has fine \( x \sim y \) adjustment to match our mounting pucks with the AO bench pucks. The instrument can be rotated on this cart in a splitlike manner—useful for switching between the optics-down configuration for mounting and the optics-up configuration for instrument maintenance.

6. PRECISION WAVE FRONT CALIBRATION UNIT

To achieve a wave front irregularity of \( \sim 10 \text{ nm rms} \), a customized wave front calibration system has been developed at the Jet Propulsion Laboratory and implemented into the instrument envelope that contains the coronagraph and IFS. This post-coronagraph calibration interferometer subsystem actively senses the internal coronagraph wave front (see e.g., Si-varamakrishnan et al. 2008) at the optimized science bandpass (1.65 \( \mu \text{m} \)) and provides centroid offsets to the DM. By providing these offsets upstream to the deformable mirror, the entire optical train is precompensated to provide a corrected wave front to eliminate those wave front errors that are not common with the AO wave front sensor.

In design, this system is similar to that being designed for the GPI (Wallace et al. 2006, 2009) and is based on a Mach-Zender phase-shifting interferometer that interferes the pupil beam sampled at the location of the Lyot stop with a reference beam formed by low-pass filtering the light passing through the hole of the focal plane mask. We employ a phase-shifting mirror to induce a phase difference between the two arms of the interferometer before recombining them. Details of the system and its configuration relative to the coronagraph and Palomar AO system are shown in Figure 9. This system will eventually operate at the \( \sim 1 \text{ Hz} \) update rate, which is easily sufficient, given that this subsystem aims to minimize the quasi-static wave front aberrations in the wave front that give rise to speckles with timescales of hundreds of seconds or longer (Hinkley et al. 2007).

The infrared camera for the wave front calibration system contains a Teledyne engineering-grade infrared detector and is cooled with a polycold Joule-Thompson cold-head plus remote compressor. In addition, our infrared tip/tilt sensor discussed in § 3 is integrated with this subsystem, taking the light transmitted through our focal-plane mask hole. A more detailed discussion of this subsystem will be given in a future work.

7. DATA CALIBRATION AND PIPELINE

The integral field spectrograph focal plane consists of \( 4 \times 10^4 \) closely packed, interleaved specta—one for each microlens in the field of view (Fig. 8, right-hand side). In order to inspect and analyze the data, we translate each focal-plane image into a cube: the image on the microlens array at 23 channels spanning our wavelength range \( (J \text{ and } H \text{ bands}) \). Our data pipeline to produce data cubes, fully described in Zimmerman et al. (2011, in preparation), automates this procedure.

First, the pipeline software prepares the detector data by removing the effect of bad pixels, cosmic rays, bias, thermal counts, and variations in pixel sensitivity. To extract the data to a cube, the pipeline must know what position on the focal plane corresponds to a given \( (x, y, \lambda) \) combination in a cube. To map this correspondence, we illuminated the integral field spectrograph with a tunable laser (Fig. 8, left-hand side). From the sequence of monochromatic images acquired for each channel wavelength, we derived a lookup table that gives the focal-plane coordinates for each combination of microlens position and channel. To form the data cube, the pipeline loops through the lookup table and computes a weighted sum of a \( 3 \times 3 \) box of pixels centered at each extraction location. The extraction weights themselves are based on the point-spread functions (PSFs) recorded in the monochromatic images. The weighted sum is stored as one pixel value in the cube.

In practice, this procedure is complicated by variation in the alignment between the spectrograph optics and the detector. However, the pipeline is able to account for this using a registration algorithm. Finally, we correct the flux values in the
data cube for the wavelength-dependent transmission of the atmosphere and the instrument optics. To do this, the pipeline applies an array of scale factors to the channel images making up the cube, compensating for the overall spectral response. The end products of the pipeline are data cubes stored in FITS files, ready for spectrophotometry, astrometry, and advanced postprocessing techniques such as speckle suppression (§ 8.1).

8. ACHIEVED PERFORMANCE AND FUTURE DIRECTIONS

We show a typical example of data acquired with this system in Figure 10. The figure shows four data-cube slices at 1.26, 1.47, 1.59, and 1.71 μm of the star ζ Virginis (Hinkley et al. 2010), with the faint stellar companion visible at the lower left of the image. The evolution of the quasi-static speckle pattern with wavelength is evident in the progression of images, allowing for differentiation between the quasi-static speckles and any true astrophysical companions.

8.1. Sensitivity and Achieved Speckle Suppression

To take advantage of the spectral dependence of the speckle noise pattern, and to thereby improve our contrast, we have chosen to base our speckle suppression algorithm on the locally optimized combination of images (LOCI) method to construct a reference PSF image, which is then subtracted (Lafrenière et al.
The coefficients that dictate the linear combination of images are optimized inside several smaller subregions in the image. In the Lafrenière et al. (2007b) work, the LOCI algorithm is applied to the angular differential imaging (ADI) high-contrast observing mode (Marois et al. 2006a); this same algorithm can be applied to data that are optimized to use spectral deconvolution, as is the case for Project 1640. While the ADI technique utilizes differential rotation between an object fixed on the sky and the speckle pattern, spectral deconvolution utilizes the wavelength dependence of the speckle noise. We leave the detailed discussion of this technique to future works emphasizing the speckle suppression steps (Crepp et al. 2011) and the accurate extraction of spectra (Pueyo et al. 2011, in preparation).

We evaluate our achieved contrast by measuring the local noise amplitude in a subregion of a few $\lambda/D$ in the field of view. We plot our results in the top panel of Figure 11, which is an ensemble average of those channels that encompass the $J$ band ($1.06–1.35 \mu m$) and $H$ band ($1.51–1.78 \mu m$). The top panel shows the faintest possible source detectable at the $5\sigma$ level as a function of the radial separation in the field of view. Subsequent to applying our speckle suppression algorithm, we achieve an $H$-band contrast of $\sim 12$ mag at $1''$ and $\sim 12.6$ mag at $1.5''$.

The bottom panel of Figure 11 shows the amplitude of the speckle noise relative to the photon noise, prior to and following our speckle suppression algorithm. Examination of the lower panel of Figure 11 shows that an improvement of a factor of 10–20 is gained through our speckle suppression algorithm. It should be noted at $\sim 1.5''$, we are within a factor of 2–3 of the photon noise limit. Also, the improvement from 0.25'' to $\sim 1.6''$ seems to be marginally better for the $H$ band than for the $J$ band, due to several factors. Among these are the improved spatial sampling of the point-spread function at the $H$ band, the improved AO correction at longer wavelengths, and the overall optimization of the system at the $H$ band. In Figure 12, we show a typical broadband image, along with the same target subsequent to our speckle suppression algorithm.
Measurements on the first-generation PALAO system indicate a remaining rms uncorrected wave front aberration due to atmospheric effects of \( \sim 280 \) nm. Error-budget estimates of the new PALM-3000 system predict that this residual wave front error will be reduced to 80–90 nm under median seeing conditions, corresponding to Strehl ratios of \( \sim 90\% \). This expected factor of \( \sim 3 \) reduction in wave front error will translate to an order-of-magnitude boost in contrast, bringing our current raw \( H \)-band contrast at 1′ of \( \sim 2 \times 10^{-4} \) down to \( \sim 2 \times 10^{-5} \). Nevertheless, this 80–90 nm residual wave front error still manifests itself into a smooth-seeing halo—a composite of numerous atmospheric speckles averaged together—that can be largely removed through Fourier filtering. However, the Poisson noise on this halo, still a significant limiting factor, can be further suppressed with a \( t^{1/2} \) efficiency, where \( t \) is the elapsed integration time.

In addition to this residual atmospheric wave front error, estimates suggest that there is an additional 40 nm of non-common-path wave front error intrinsic to the Project 1640 coronagraph and IFS, leading to the highly quasi-static population of speckles. Our wave front calibration system will reduce this non-common-path wave front error to \( \sim 10–15 \) nm, corresponding to at least an order-of-magnitude boost in contrast to \( \sim 10^{-6} \) at 1′. With an additional order-of-magnitude improvement from our speckle suppression algorithm, as demonstrated in § 8.1, we expect our final estimated contrast to approach \( 10^{-7} \) at 1′.

### 8.2. Initial Observations and Planned Long-Term Survey

In the initial phase of observations at Palomar observatory from 2008 October, we have observed \( \sim 160 \) stars, with a heavy focus (\( \sim 35\% \)) on A stars. G stars (\( \sim 25\% \)), F stars (\( \sim 18\% \)), and K stars (\( \sim 13\% \)) formed the bulk of the remaining sample, while a mixture of B stars and M dwarfs comprised the rest. In addition, several solar system objects such as Titan, Io, Uranus, and Neptune have been targeted. Initial results, including photometry for the binary star \( \alpha \) Oph (Hinkley et al. 2011), spectra for the companion zeta Virginis b, shown in Figure 10 (Hinkley et al. 2010), and spectra for Alcor b, shown in Figure 12 (Zimmerman et al. 2010), from this early phase of data-taking have been published or are in preparation.

We anticipate undertaking a much larger 100-night survey over 3 yr using the PALM-3000 AO system, beginning in 2011. Although the AO system will offer superior correction for \( V < 8 \) stars, the system can correct on fainter targets with a coarser sampling of the pupil than the nominal \( 63 \times 63 \) sub-aperture sampling. Nonetheless, the primary goal for this portion of the survey will be oriented toward the \( \sim 335 \) stars with \( V < 8 \) and within 25 pc.
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