ROI-based features for classification of skin diseases using a multi-layer neural network
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ABSTRACT
Skins diseases have a serious impact on human life and health. This article aims to represent the classification accuracy of skin diseases for supporting the physicians’ correct decision on patients for early treatment. In particular, 100 images in each type of five skin diseases from ISIC database are used for balanced datasets related to the classification accuracy. In addition, this paper focuses on processing images for extracting six optimal types of eleven features of skin disease image for higher classification performance and also this takes less time for training. Therefore, skin disease images are filtered and segmented for separating region of interests (ROIs) before extracting optimal features. First, the skin disease images are processed by normalizing sizes, removing noises, segmenting to separate region of interests (ROIs) showing skin disease signs. Next, a gray-level co-occurrence matrix (GLCM) method is applied for texture analysis to extract eleven features. With the optimal six features chosen, the high classification accuracy of skin diseases is about 92% evaluated using a matrix confusion. The result showed to illustrate the effectiveness of the proposed method. Furthermore, this method can be developed for other medical datasets for supporting in disease diagnosis.
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1. INTRODUCTION
Skin disease, which is one of the most common diseases in humans, can affect to all ages and sexes. In current, there are many patients with different skin diseases and a lot of deaths worldwide. Moreover, the skin disease is a global problem, ranking 18th in the global ranking of worldwide health burdens. In a 2017 global statistic, skin diseases were about 1.79% of other diseases [1], in which the skin diseases include dermatitis (allergies, contact, sebum), acne, and urticaria, psoriasis, viral skin disease, fungal skin disease, scabies, melanoma, pyoderma, cellulitis, carcinoma, ulcerative by cancer.

In recent years, enhancement of medical images before segmentation for image recognition or classification have been applied [2]. In skin disease identification, all skin disease images were segmented using enhanced level [3], [4]. A gray level co-occurrence matrix (GLCM) were applied to these segmented images for extracting features applied to a dragonfly-based deep neural networks (DNN) classifier. It is obvious that a medical image is often filtered noise for segmenting region of interest (ROI), in which enhancement of the image for increasing classification accuracy is very important.
Images are captured from different sources and always exist different noises. In practice, there are types of filters for removing noises in image. In order to eliminate unwanted noise in an image and sharpen it, the combined filter of Gaussian and Butterworth high pass was applied [5], [6] in the frequency domain. In [7]-[9], images of skin lesions were segmentation using a growing method, in which automatic initialization of seed points were used. The result of segmentation to extract lesion areas in images was used in the fusion of a support vector machine (SVM) and k-neural network (k-NN) for classification with 61% of F-measure. In our research, the Butterworth high pass filter will be employed to sharpen areas of skin disease before segmentation.

In image processing, image segmentation algorithm [10] is commonly applied to separate object from an image for analysis or recognition. Otsu method is one of thresholding methods are often employed for segmentation thresholds [11]. Furthermore, the Otsu segmentation method is utilized to determine threshold for disease region detection for classification [12]. In one application, authors applied to find key points of pixels considered as the seed points of diseased skin. Therefore, features corresponding to the key points extracted after the segmentation were applied to be input of the classifier [13]. In our article, the Otsu method is applied to segment skin lesion areas, called ROI.

In practice, there are different filter methods for enhancing images such as median and bottom hat filters which are often applied for de-noising in medical images. Authors proposed a novel approach for detecting features, in which a Bottom hat filtering was employed for smoothing images [4], [14]-[16]. Moreover, the median filter is often utilized for remove salt and pepper noise in medical images. In this research, we will apply median and bottom hat filters for eliminating noises in skin diseases and sharpen skin disease areas.

For effective segmentation to separate ROI in image, edge detection of objects in the image is necessary. In [15], authors proposed a Canny edge detector with an iterative median filter (IMF) for skin lesion border detection, in which the improved iterative segmentation algorithm for border detection of real skin lesions produced the effective result. The performance of this algorithm is better than the traditional segmentation algorithm. In our paper, the Canny method is applied for detecting edges in skin disease areas in image for separating ROI.

Morphological operation [16], [17] was employed in processing T1-weighted magnetic resonance imaging (MRI) images, in which dilation is to enhance the estimation volume method. It is obvious that this method is better compared to Stereology method for less MRI slices and less test points. In deep learning methods for skin lesion classification, primary morphological elements are a module in the automatic detection system. The result of this classification was the 76.00% accuracy for 5 classes of the primary morphological elements and the 81.67% accuracy for 3 classes [18]. In our study, dilation and erosion in the morphological approach are applied for removing unwanted small objects and connecting dotted lines in skin disease areas.

In medical images, the separation of ROIs for feature extraction is very necessary. A simple and reliable approach for skin region segmentation to generate ROI can be applied. In one research, a method in terms of segmenting solid skin regions without generating much noisy segments was proposed in [19]. A ROI could be separated based on analysis of fine geometric details of skin lesion images. The result was that the average performance of this method was better the current state-of-the-art techniques without training [20]. It is obvious that there have been different methods for separating a ROI in image. In our research, after pre-processing image, a Canny edge detection will be applied to separate ROI for extracting optimal features using GLCM method.

For skin disease classification, image feature extraction using GLCM method plays an important role because it can contain important information of the affected skin. For feature extraction for texture recognition, a GLCM method was employed [21]-[24]. In this research, three different datasets were proposed, in which the first set is a simple modified features extracted from the traditional GLCM; the second set uses two sub-sets of features extracted from two GLCM methods calculated using two displacement values; the third one was passing the extracted set of the GLCM through an artificial neural network (ANN) for classification. In current, many methods have been applied for classification of skin lesions [25], [26]. Therefore, these feature components were used to be the input of the classifier to classify different skin diseases. Our study is that a GLCM is utilized for extracting features and just 6 optimal features of eleven ones used for classification of skin diseases.

With many different human skin diseases, it is very important to classify and find the disease automatically because it helps doctors to early diagnose the disease and the patient can be treated early and effectively. In recent years, the classification of different components using an artificial intelligence (AI) method has been very popular and effective [27], [28]. In particular, authors proposed a deep convolutional networks with a sustained combination for the classification of damaged skin diseases [27]. With this proposed method, the deep learning network was employed for testing over 900 skin disease images and it
gave relatively good results. Artificial intelligence algorithms were proposed for classifying skin diseases [29], [30]. In particular, a CNN model combined intra-architecture and inter-architecture network fusion [31] or a compact deep learning-based classification model with a separable convolutional neural network [32], the state-of-art DNN [33] were utilized. In one research, authors proposed a region-based CNN (FRCNN) for training clinical images of pigmented skin lesions, in which there were malignant tumor images [34]. The results of this research was compared to another research to illustrate the better proposed method. In research [35], a CNN was applied in the classification of Psoriasis skin disease with the accuracy rate of 82.9% and 72.4% for Plaque and Guttate Psoriasis skin disease, respectively. It is obvious that classification models using AI methods for big medical image sets are very important.

In this article, we have proposed an automatic classification method, in which six optimal features are extracted from five balanced types of skin diseases and then they are combined to a multi grid neural network (MLNN) [36], [37] for high classification. All these images are preprocessed to remove unnecessary components, as well as to enhance them before segmentation for separating ROIs before extracting optimal features using a GLCM. These extracted features are used to be the inputs of the MLNN classifier. The average accuracy of the high classification is evaluated using a confusion matrix.

2. METHODOLOGY

It is very important to detect and classify human skin disease early because it can help the physicians’ correct diagnosis for treatment early. In this research, a skin disease detection method is based on the extraction of the surface texture features of the disease skin image. Therefore, the feature set will be statistically analyzed to select the optimal features for training and classification process using a MLNN structure. It is obvious that this will take more time for processing disease skin images and selecting optimal features before skin disease classification with high accuracy. With selected optimal features, a simpler MLNN structure can be applied, in which its training takes less time and classification performance is high.

2.1. Skin image pre-processing for determining ROI

Image pre-processing is an important stage in the extraction of image features for classifying skin diseases. Therefore, image datasets are processed to enhance the image quality before extracting structural features for the skin disease classification with higher accuracy using neural networks. To analyze the diseased skin objects in the image, we need to distinguish the objects of interest from the rest of the image, called the background. These objects can be identified using a segmentation method to separate the foreground from the image for collecting ROI. The ROI part may contain different features such as color, uniformity, texture, gray level, frequency or moment. These features can form a feature vector associated with the ROI and this helps to distinguish different skin lesions using a neural network.

In this paper, the process of ROI separation will be carried out through seven steps. The pre-processing steps will make the better skin disease image before performing the segmentation to separate the ROI from the skin disease image for feature extraction. In particular, the steps for processing of skin images are:

Step 1: The original image \( f(x,y) \) will be normalized for the same size. Then the image enhancement \( g(x,y) \) is calculated by convoluting a kernel \( k_1(s,t) \) with the image \( f(x,y) \),

\[
g(x,y) = \sum_{s=-a}^{a} \sum_{t=-b}^{b} k_1(s,t) f(x-s,y-t) \tag{1}
\]

Step 2: The image after enhancement will be transformed to produce the Fourier images \( G(u,v) \) in the frequency domain before filtering out the low-frequency component. In this study, the Butterworth high pass filter was applied to sharpen for the purpose of enhancing details, highlighting particles in the ROI region, which are considered the lesions of skin diseases. The image \( \tilde{G}(u,v) \) using the Butterworth filter is described,

\[
\begin{align*}
\tilde{G}(u,v) &= H(u,v) \ast D(u,v) \\
H(u,v) &= \frac{1}{1 + (D(u,v)/D_0)^{2n}}
\end{align*}
\tag{2}
\]

where \( D(u,v) \) is the Euclidean Distance from any point \((u,v)\) in the image \( G(u,v) \) to the origin of the frequency plane, \( D(u,v) = \sqrt{u^2 + v^2} \) and \( D_0 \) describes the cut-off frequency.

Step 3: The filtered image using the Butterworth filter will be converted into the image \( \tilde{f}(x,y) \) in the spatial domain before using the Otsu [4] method for finding the threshold for image segmentation and for the
conversion to binary images $\tilde{f}_n(x, y)$. The segmentation is to remove the background of the normal skin to be black, and keep the diseased skin to be white in the binary image.

Step 4: The binary image will be removed salt and pepper noise by the median filter $\tilde{f}_n(x, y)$.

Step 5: A bottom-hat filter will be applied to the image $\tilde{f}_n(x, y)$ after removing some elements not to be in the disease skin image area, such as hairs or others. The image $\tilde{g}(x, y)$ is calculated using the bottom-hat filter multiplied with the kernel $k_2(s, t)$,

$$\tilde{g}(x, y) = \tilde{f}_n(x, y) + \sum_{s=a}^{b} \sum_{t=-b}^{b} k_2(s, t) \tilde{f}_n(x - s, y - t)$$  \hspace{1cm} (3)

Step 6: The filtered image $\tilde{g}(x, y)$ is eroded to remove the unknown small areas and then detected the edge of the disease skin area using a Canny method [15]. Therefore, the image with the disease skin edge is dilated to connect the dotted lines.

Step 7: Finally, finding the region with the largest area to separate the ROI is performed. In particular, to find this largest region, it is necessary to identify the regions filled in the binary image. Therefore, the connected object components are found and each filled object is assigned a label for identification. From the labeled objects, we can determine the area of the objects based on the number of pixels and the index for extracting the object with the largest area.

The result obtained after pre-processing is the ROI area of the skin disease to serve for feature extraction. It means that pre-processing for separating the ROI area can take more time, but it will take less time for training process using the MLNN for classifying skin disease images.

2.2. Feature extraction of ROI

After extracting the ROI region from the skin disease image, a GLCM method is employed for feature extraction. With different skin color images, there is a difference in the skin lesion area related to structure, frequency, and other parameters. With the texture distribution and parameters in the GLCM algorithm of the skin disease image, we can obtain different features by the analysis of skin texture, roughness, uniformity of the skin, and skin condition.

The GLCM algorithm is one of methods used for extracting important features related to image texture analysis. In particular, each element in the image represents the probability of occurring the same intensity at the typical distance $d$ and the angle $\theta$. Therefore, there can be many different GLCM matrices depending on the pair of $d$ and $\theta$. In this study, with damaged skin disease, only some important features such as contrast, energy, homogeneity, mean, standard deviation, entropy, which are synchronous and repetitive, are considered. From these selected features, their vectors are used in the MLNN classifier. In the GLCM algorithm, features such as contrast, energy, homogeneity, mean, standard deviation, entropy can greatly differ from other groups and so they can be datasets chosen for training and classifying in the MLNN. After pre-processing skin image and separating the ROI of the image $G(i,j)$, the optimal following features will be calculated using the GLCM.

Contrast feature is to measure the spatial frequency of skin image which is the difference between the highest and lowest values of a contiguous/adjacent set of pixels. In particular, the contrast can measure the amount of local variations present the skin image. In addition, the contrast describes the depth of "textile grooves" of the image. Therefore, if the contrast value is higher, the "grooves" is deeper. The contrast feature can be calculated using the following formula,

$$C_t = \sum_{i}^{l-1} \sum_{j}^{l-1} (i - j)^2 P(i, j)$$  \hspace{1cm} (4)

in which $|i-j|$ is the grayscale difference between adjacent pixels, $P(i,j)$ is the element $(i,j)$ of the normalized symmetrical GLCM, called the distribution probability of the different grayscale levels between the adjacent pixels. $l$ is the number of gray levels in the skin disease image.

Entropy is an important feature which allows to measure information of the disorder or complexity of skin image. In particular, the entropy is large when the skin image is not texturally uniform, in which the entropy is high, potentially the part of skin image has complex textures. In addition, when the entropy is strongly, it may inversely correlate to energy. The entropy value is calculated using the following formula:

$$E_t = \sum_{i}^{l-1} \sum_{j}^{l-1} P(i,j) \log P(i,j)$$  \hspace{1cm} (5)

Inverse Difference Moment is called homogeneity of skin image and can show lager values for smaller gray tone differences in pair elements. In addition, it is more sensitive to the presence of near diagonal elements in the GLCM. Thus, it has maximum value when all elements in the skin image are the same.
homogeneity Hg value is greater, the roughness of the image structure at that damaged area will be greater. The uniform value of skin diseases can be described,

$$Hg = \sum_{i=1}^{l-1} \sum_{j=1}^{l-1} \frac{1}{1+(i-j)^2} P(i,j)$$ (6)

With the feature based on energy, the image with lesion skin part can produce a maximum value. Moreover, this energy method is to measure the texture uniformity and detects disorders in textures and is used to describe the thickness of the structure of a skin disease image. The energy of this skin disease image can be described using the following expression,

$$Eg = \sum_{i=1}^{l-1} \sum_{j=1}^{l-1} G(i,j)^2$$ (7)

Mean is the average gray level of the image of skin disease where G(xy) is the image after pre-processing with the size m×n. In addition, the gray intensity of pixels is normalized in the range [0,1] before calculating the average of skin disease images,

$$Me = \frac{\sum_{x=0}^{m-1} \sum_{y=0}^{n-1} G(x,y)}{255 \times m \times n}$$ (8)

Feature related to calculation is standard deviation. This feature represents a comparison of the mean standard deviation values of different skin diseases. It can be seen that the difference between the disease classes can be described when analyzing the standard deviation of the gray level of the skin image,

$$SD = \sqrt{\frac{\sum_{x=0}^{m-1} \sum_{y=0}^{n-1} (G(x,y) - Me)^2}{255 \times m \times n}}$$ (9)

Analysis of the features of skin diseases is important for classification. However, there is an excess between parameters or some features without the difference between skin diseases. It is obvious that this will take time for calculation without benefit for training process of skin disease classification. In this study, the calculation and statistics of the features of the skin diseases will be the basis for the selection of features that can reflect the skin features at different levels. After analyzing datasets from eleven types of different features using the GLCM algorithm, the results showed that there are six optimal features chosen: contrast, energy, homogeneity, mean, standard deviation, entropy. These feature types show the large change between different skin diseases and are used to effectively train for the skin disease classification.

2.3. Multilayer neural network structure for skin disease classification

In this research, as the number of skin diseases increases, it becomes more difficult to directly classify skin diseases with high accuracy without pre-processing images. Therefore, it is necessary to preprocess the image before segmentation of separating ROIs and this will optimize training process and classification with high accuracy using the MLNN. Previous works have shown that the neural network can be well applied in medical diagnostic systems [29, 30]. Therefore, in our article, the classification of skin diseases will be performed using the MLNN, this can result in a higher accuracy classification using six optimal features of skin disease images.

The MLNN is the ability of better processing complex relationships between different parameters and then effectively classifying based on learning from the processed training data. The success of a classification system based on the MLNN depends on the model architecture of the network and the training algorithm. Furthermore, the number of hidden layers as well as the number of nodes in the network are determined using the trial and error method during the classification process repeated. In particular, the loss function MSE and the activating function Log-sigmoid can be selected to be suitable for training and classification of skin diseases effectively.

In the MLNN with back-propagation, mean square error (MSE) is the most commonly used regression loss function. The MSE is the sum of squared distances between the target variable and predicted values and calculated,

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2$$ (10)

where $y_i$ is the desired neural network output, and $\hat{y}_i$ is the neural network output and n is the number of output nodes. In addition, in this MLNN, logsig is a transfer function for calculating a layer’s the output y from its net input x.
\[ y(x) = \frac{1}{1 + e^{-x}} \]  

(11)

In this MLNN, the input dataset is a vector of six optimal features extracted from the GLCM algorithm. In addition, each skin disease in five types is constructed with a set of 100 images, which would greatly enhance the classification accuracy.

3. EXPERIMENTAL RESULTS

3.1. Skin disease datasets

Datasets, in this study, are from ISIC database, including 10,000 images for seven types of skin diseases. For the evaluation of classification effectiveness, 500 images of skin diseases were chosen to be 100 images for each type, in which each dataset was divided 80 images for training and 20 ones for testing as described in Table 1.

| Training and testing images | Basal cell carcinoma | Benign keratosis | Dermatofibroma | Melanocytic nevus | Melanoma |
|-----------------------------|----------------------|------------------|----------------|-------------------|---------|
| Training                    | 100                  | 100              | 100            | 100               | 100     |
| Testing                     | 20                   | 20               | 20             | 20                | 20      |

3.2. Separation of ROI

In this article, the skin disease images were resized to the 512x512 same size and then labeled as shown in Figure 1. Before separating ROI from a skin disease image, image processing methods were applied. In particular, the image with the ROI was enhanced using the kernel \( K_1 \) in (1) as described in Figure 2. In addition, unnecessary noises in the image were removed using the Butterworth high-pass filter in the frequency domain as shown in Figure 3. This image was converted to the binary image with the black ROI and the white background as shown in Figure 4. Next, the binary image was processed to continuously eliminate unnecessary details using the median filter as shown in Figure 5, then it removed skin hair detail using the bottom-hat filter with kernel \( K_2 \) in (3) as described in Figure 6. The erosion algorithm was applied to fill the skin disease areas as shown in Figure 7.

For the ROI separation, the Canny edge detection was utilized in the binary image as shown in Figure 8. The erosion method was applied for linking edges of objects as shown in Figure 9, then they were filled all object regions and labeled as shown in Figure 10. The ROI area in filled binary image was extracted based on the largest ROI area as shown in Figure 11, then it was multiplied to the enhanced original image to produce the enhanced original ROI as shown in Figure 12 before extracting features for classification of skin diseases.
All skin disease images have been processed using image processing methods. Figure 13 showed ROI images separated from the processed image of 5 types of skin diseases such as basal cell carcinoma (Figure a0-a1), benign keratosis (Figure b0-b1), dermatofibroma (Figure c0-c1), melanocytic nevus (Figure d0-d1), melanoma (Figure e0-e1). The ROI image retains most of the diseased skin area and unnecessary areas are removed for classification. The accurate ROI separation is important, because the amount of the important feature information in the ROI makes it calculate features faster and more accurate for classification. Therefore, features in the ROI images were extracted using the GLCM method, in which 6 optimal features of 11 ones were selected for training and classify skin diseases. With the original ROIs separated from 5 skin diseases, it is obvious that there is the structural difference among shapes, colors and others. From these different factors, 6 optimal features extracted using the GLCM possibly enhance the classification accuracy.
3.3. Feature extraction from ROIs using a GLCM algorithm

Figure 14 showed the values of 11 features calculated using the GLCM algorithm, in which 10 images of Basal cell carcinoma (cell carcinoma) were used. Based on information in Figure 14, we can easily evaluate that each of 11 features for the 10 skin disease images is nearly similar. This is the basis of using the GLMC algorithm for extracting features.

Table 2 and Table 3 showed the Min-Max threshold values of each feature in five types of skin diseases, including: basal cell carcinoma (No. 1), benign keratosis (No. 2), dermatofibroma (No. 3), melanocytic nevus (number 4), melanoma (No. 5). In addition, from Table 2, two features of smoothness and IDM have the Min (1.0) and Max (1.0) values corresponding to each disease without change, respectively, so it was not selected. In addition to two Smoothness and IDM features, correlation feature has the too small difference between Min and Max values, just 0.05, it was not chosen. While two feature pairs of mean-variance and RMS-contrast are similar, so we just choose one pair of mean and contrast. The group of six features selected including: contrast, energy, homogeneity, mean, standard deviation, and entropy differ greatly when comparing the min and max values for diseases and can be used for training in the classifier.

![Figure 14. Representation of 11 features of 10 Basal cell carcinoma images](Image)

| Skin disease class | Contrast min | max | Homogeneity min | max | Entropy min | max | Mean min | max | RMS min | max | Energy min | max |
|--------------------|-------------|-----|----------------|-----|-------------|-----|-----------|-----|---------|-----|-------------|-----|
| 1                  | 0.037       | 0.211 | 0.958         | 0.995 | 0.127       | 0.733 | 0.018     | 0.205 | 0.042    | 0.374 | 0.346       | 0.939 |
| 2                  | 0.058       | 0.825 | 0.946         | 0.993 | 0.238       | 0.978 | 0.039     | 0.414 | 0.096    | 0.552 | 0.335       | 0.825 |
| 3                  | 0.022       | 0.158 | 0.969         | 0.998 | 0.033       | 0.355 | 0.003     | 0.067 | 0.022    | 0.153 | 0.463       | 0.974 |
| 4                  | 0.036       | 0.324 | 0.953         | 0.997 | 0.130       | 0.973 | 0.018     | 0.997 | 0.052    | 0.563 | 0.334       | 0.947 |
| 5                  | 0.036       | 0.420 | 0.915         | 0.995 | 0.076       | 0.806 | 0.009     | 0.247 | 0.050    | 0.417 | 0.252       | 0.941 |

| Skin disease class | Standard Deviation min | max | Variance min | max | Smoothness min | max | Correlation min | max | IDM min | max |
|--------------------|------------------------|-----|--------------|-----|----------------|-----|----------------|-----|---------|-----|
| 1                  | 0.131                  | 0.404 | 0.014        | 0.123 | 1.000         | 1.000 | 0.938        | 0.988 | 1.000   | 1.000 |
| 2                  | 0.194                  | 0.493 | 0.022        | 0.160 | 1.000         | 1.000 | 0.965        | 0.989 | 1.000   | 1.000 |
| 3                  | 0.059                  | 0.250 | 0.003        | 0.046 | 1.000         | 1.000 | 0.861        | 0.973 | 1.000   | 1.000 |
| 4                  | 0.133                  | 0.491 | 0.015        | 0.177 | 1.000         | 1.000 | 0.953        | 0.989 | 1.000   | 1.000 |
| 5                  | 0.096                  | 0.431 | 0.009        | 0.141 | 1.000         | 1.000 | 0.835        | 0.984 | 1.000   | 1.000 |

Figure 15 represented six feature statistics for five image datasets of skin diseases to illustrate the difference. This is the basis for choosing these six features for training in the classifier. In particular, Figure 15(a) presented the contrast parameters of five classes of skin diseases averaged from 100 images for each class. It is similar to calculation of the remaining features such as the entropy values as shown in Figure 15(b); the uniformity value as shown in Figure 15(c); the value of energy as shown in Figure 15(d); the mean value as shown in Figure 15(e); and standard deviation value as shown in Figure 15(f). From Figure 15, it can be seen that the class of dermatofibroma (No. 3) has the lowest feature values, including contrast, entropy, mean and standard deviation, while the two features of homogeneity and energy are the highest at 0.996 and 0.926, respectively. In addition, from the data in Figure 15, melanocytic nevus (No. 4) has the 2nd
highest feature values of all five diseases, followed by basal cell carcinoma disease (No. 1). Through the analysis of the mean values of the skin disease features, it can be seen that the difference between five disease image datasets is quite clear for applying to disease classification.

![Graphs showing feature values for different skin diseases](image)

**Figure 15.** Representation of the average statistics of 6 features of 5 skin disease datasets; (a) representation of contrast, (b). representation of entropy, (c). representation of homogeneity, (d). representation of energy, (e). representation of mean, and (f). representation of standard deviation

### 3.4. Classification accuracy using a MLNN structure

The MLNNs model employed in this study includes an input layer with 6 nodes corresponding to 6 feature vectors; 3 hidden layers with 100 nodes for each layer; and an output layer with 5 nodes corresponding 5 classes of skin disease needed for classification as shown in Figure 16. In addition, more or less hidden layers could be chosen to possibly ensure the best classification. The MLNN was employed to perform training with the learning speed of 10^-4 with unchange during the learning process, the desired model error was 7.10^-3. Figure 17 showed the training error curve, in which the error of the model continuously decreased following the curve and it achieved the best value of 0.0068 after 449 epochs. This shows that the model achieved convergence with fast training time.

After training 400 images of 5 classes, the MLNN was applied to classify skin diseases. Classification results were tested on 100 images corresponding to 5 disease classes. To evaluate the classification accuracy, a confusion matrix in Figure 18 was employed to show the average classification accuracy of 92%, in which the accuracy of the skin diseases is 85% basal cell carcinoma (No. 1), 95% Benign keratosis (No. 2), 100% dermatofibroma (No. 3), 85% melanocytic nevus (No. 4), 95% melanoma (No. 5), respectively. In the classification result of diseases, dermato-fibroma disease has the highest accuracy of 95% due to its feature being very different compared to 4 remaining diseases. While basal cell carcinoma and melanocytic nevus diseases have the lowest accuracies of 85%. In the case of basal cell carcinoma classification, the minor error classification is due to its feature mainly confused with that of...
benign keratosis. In particular, when classifying melanocytic nevus disease, 2 of 20 images (10% of the total number) is error due to confusing with Basal cell carcinoma disease.

Table 4 presented the comparison of the accurate results classifying 5 classes of skin diseases based on 3 groups of different features. The average results showed that the training model using only 6 features (contrast, energy, homogeneity, mean, standard deviation, entropy) has the 92% highest accuracy, the lowest accuracy of 71% using 11 features, and using only 3 features producing 78%. It is obvious that the selected group of 6 features using the GLCM represents the effectiveness of classifying the five skin diseases.

Table 5 showed that the result using the proposed method has the 92% classification accuracy for 5 classes of skin diseases, it is 2% higher than the best method [38] of the previous researches and about 6% higher than the lowest accuracy [34]. With the high classification accuracy thanks to image processing to extract the ROI with appropriate methods, in which almost information is possibly kept in the ROI. Moreover, the GLCM has been applied for many previous studies [38] and results has shown very positive. However, in this study, we chose only 6 features of 11 features that can highly contain a lot of important information related to skin disease. In addition, the 6 features applied for training to be able to condense and less time, so it can increase the classification accuracy.

In addition to the selection of image processing methods and the selection of 6 features, Table 5 showed that the MLNN was proposed for the appropriate number of nodes and layers to achieve a result with higher accuracy compared to other models as CNN [31], FRCNN [34], Depthwise separable CNN [32] and SVM [38]. In particular, authors represented combining the GLCM and the SVM for classifying 3 classes of skin diseases and achieved the accuracy of 90%. In addition, our proposed method here has less training time.

Figure 16. Classification model of the MLNN structure for 6 input features and 5 output classes

Figure 17. Training result using the MLNN structure

Figure 18. Confusion matrix for evaluation of 20 testing images each class
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compared to CNN or previous research methods. In particular, with our proposed model, it only took 25 minutes to separate ROIs and extract features from 500 images, 10 seconds to train these feature data, compared with a training time of 25 minutes, 90 minutes, 70 minutes, and 230 minutes for using the AlexNet, VGG16, ResNet-18 and ResNet-101 models with the ISIC dataset [31]. It means that the training time of the proposed model is small because the MLNN is simpler with fewer parameters. From the results obtained, we conclude that our model is able to efficiently extract the features and then produces better results with the very high accuracy.

| Feature groups | Average Accuracy | Basal cell carcinoma | Benign keratosis | Dermatofibroma | Melanocytic nevus | Melanoma |
|----------------|------------------|----------------------|------------------|----------------|-------------------|---------|
| Contrast, Energy, Entropy | 78% | 75% | 75% | 75% | 65% | 100% |
| Contrast, Energy, Homogeneity, Mean, Standard Deviation, Entropy | 92% | 85% | 95% | 100% | 85% | 95% |
| All features | 71% | 75% | 65% | 65% | 65% | 85% |

Table 4. Comparison of the classification accuracy of 3 groups from 5 skin disease datasets

| Method | Pre-Processing Technique | Image set | Architecture | Accuracy (%) | Types |
|--------|--------------------------|-----------|--------------|--------------|-------|
| Mahbod [31] | Colour standardisation, normalisation, Resizing | Malignant melanoma: 441 | CNN | 87.7 | 3 |
| | | Seborrheic keratosis:296 | | | |
| | | Benign nevi: 1450 | | | |
| Shunichi [34] | Non | Malignant melanoma: 1611 | FRCNN | 86.2 | 6 |
| | | Basal cell carcinoma: 401 | | | |
| | | Nevus: 2837 | | | |
| | | Seborrheic keratosis: 746 | | | |
| | | Senile lentigo: 79 | | | |
| | | Hematoma/Hemangioma: 172 | | | |
| Sara [32] | Image normalization, data standardization | Melanoma: 1113 | Depthwise separable CNN | 87.24 | 6 |
| | | Melanocytic nevus: 6705 | | | |
| | | Basal cell carcinoma: 514 | | | |
| | | Vascular lesion: 142 | | | |
| | | Actinic keratosis: 327 | | | |
| | | Benign keratosis: 1099 | | | |
| | | Dermatofibroma: 115 | | | |
| Li-sheng Wei [38] | Image segmentation | Herpes : 30 | GLCM + SVM | 90 | 3 |
| | | Dermatitis: 30 | | | |
| | | Psoriasis: 30 | | | |
| Proposed model | ROI separation | Basal cell carcinoma: 100 | GLCM + MLNN | 92% | 5 |
| | | Benign keratosis: 100 | | | |
| | | Dermatofibroma: 100 | | | |
| | | Melanocytic nevus: 100 | | | |
| | | Melanoma: 100 | | | |

Table 5. Comparison of previous methods with parameters and our proposed method

4. CONCLUSION

In this study, we have presented the high accurate classification of five types of skin diseases. In particular, filter, segmentation, and separation of the best ROI images from skin disease images were applied for extraction of six optimal features using the GLCM. It is obvious that focusing on processing image for extracting the optimal features saved time of training using the MLNN. In addition, we selected 100 images for each skin disease type and thus the balance of the image datasets increases the classification performance. From the datasets, the MLNN with one 6-nodes input layer, one 5-nodes output layer and 3 hidden layers with 100 nodes for each layer was applied and produced the high classification accuracy for the group of the 5-types skin diseases compared to other groups in Table 3. Moreover, the accurate classification results were evaluated using the matrix confusion and this showed to illustrate the effectiveness of the proposed classification method. Therefore, this classification method can provide a sophisticated way to classify complex data with higher accuracy. In addition, it can be improved by using much larger and diverse datasets for training in the neural network on a much larger and diverse dataset with high intra-class variability due to this would decrease the misclassification.
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