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Abstract We present and discuss the use of a high-dimensional computational method for atmospheric inversions that incorporates the space-time structure of transport and dispersion errors. In urban environments, transport and dispersion errors are largely the result of our inability to capture the true underlying transport of greenhouse gas (GHG) emissions to observational sites. Motivated by the impact of transport model error on estimates of fluxes of GHGs using in situ tower-based mole-fraction observations, we specifically address the need to characterize transport error structures in high-resolution large-scale inversion models. We do this using parametric covariance functions combined with shrinkage-based regularization methods within an Ensemble Transform Kalman Filter inversion setup. We devise a synthetic data experiment to compare the impact of transport and dispersion error component of the model-data mismatch covariance choices on flux retrievals and study the robustness of the method with respect to fewer observational constraints. We demonstrate the analysis in the context of inferring CO2 fluxes starting with a hypothesized prior in the Washington D.C./Baltimore area constrained by a synthetic set of tower-based CO2 measurements within an observing system simulation experiment framework. This study demonstrates the ability of these simple covariance structures to substantially improve the estimation of fluxes over standard covariance models in flux estimation from urban regions.

Plain Language Summary Top-down inversion approaches use atmospheric observations of greenhouse gases (GHG) to trace back emissions using atmospheric transport and dispersion models. Due to the high-resolution, complex meteorology and topography of urban-scale, transport and dispersion models are never accurate and the errors are correlated in space and time. It is therefore important to properly account for that in atmospheric inversions that estimate GHG emissions in urban regions. This study proposes multiple methods to characterize correlated error covariance matrices that demonstrate better performance than ubiquitous choices in a synthetic data experiment. These simple data-adaptive covariance structures perform better than standard parametric models in both recovering total fluxes and their spatial distributions.

1. Introduction

Historically, Bayesian inversions have been used at various spatial and temporal scales to study the carbon cycle (e.g., Gurney et al., 2002; Kirschke et al., 2013; Lauvaux et al., 2016; Yadav et al., 2019). Inversions involve the use of an atmospheric transport and dispersion model, coupled to atmospheric observations of greenhouse gases (GHGs), along with a prior estimate of the sources and sinks of the GHG of interest (e.g., carbon dioxide, CO2). Inversions also require a choice of various assumptions including the structure and quantification of errors associated with the representation of (a) the temporal and spatial distribution of prior information and (b) those of measurement, aggregation, representation, incoming air flow, and atmospheric transport/dispersion. Errors associated with the prior are associated with the characterizations of the GHG fluxes while those related to atmospheric transport/dispersion model, background and so on are associated with the atmospheric observations. In an inversion, the former is known as the prior error and the latter is referred to as model-data mismatch error.

One of the most important challenges in characterizing the model-data mismatch error is the lack of understanding of the atmospheric transport and dispersion component in the observational error. Often, these errors are assumed to be independent (or uncorrelated for the non-Gaussian case) and identically distributed (i.i.d). This assumption may be sufficient for inverse studies that use surface measurements from a sparse,
continental network for example, (Alden et al., 2016; Chatterjee et al., 2012; Gourdji et al., 2010, 2011). However, it may not be suitable for studies at the urban scale where networks are denser and the resolution of estimated fluxes much finer (e.g., spatially 1–10 km and temporally sub-weekly Lauvaux et al., 2016; Yadav et al., 2019), or in aircraft-based inverse modeling, where the observations are densely spaced along a flight track, and some satellite-based inverse models, where the observations are also densely distributed along a satellite flight track. Thus, a violation of the assumption of i.i.d. errors, especially due to the difficulty of modeling atmospheric dynamics at finer resolution, could have a large impact, both in terms of both the bias and spatial correlation, on estimated fluxes.

Some papers have discussed the impact of transport model choices on inferred flux estimates (e.g., Baker et al., 2006; Gurney et al., 2002). For example, in a regional study, Peylin et al. (2002) showed that the choice of transport models, along with other factors, had a significant impact on the spread of estimated sources and sinks. Various studies thereafter (e.g., Berchet et al., 2013; Chevallier, 2007; Cressot et al., 2014) also demonstrated that the constructed observation error, when correlations are not considered, can have a large influence on flux estimates. Recently, the importance of transport errors in estimating urban emissions has also been noted, for example, Deng et al. (2017) and Lauvaux et al. (2016).

Other statistical applications that account for correlated errors have been used with GHG observations to yield improved flux estimates in an observing system simulation experiment (OSSE). For example, Mukherjee et al. (2011) outlined a statistical approach that models the spatial model-data mismatch structures within an inversion framework. This study demonstrated that model-data mismatch structures, through conditional autoregressive (CAR) models in a complete conjugate Bayesian inverse framework, can effectively recover true sources within a synthetic data experiment. Mukherjee et al. (2011) used this approach with MOPITT satellite CO retrievals to estimate global CO fluxes. Although appealing, this method assumes that the mismatches are purely attributed to the misrepresentation of spatial processes rather than temporal dynamics. Urban inversions at finer spatial and temporal resolutions result in a numerically large problem and thus, representing the model-data mismatch error as well as the prior error in space and time can be challenging. As such, these challenges render implementation of CAR within a complete conjugate Bayesian inverse framework not only complex but also computationally expensive.

Motivated by this previous work, here we use an OSSE for the month of February 2016 to explore the impact of spatially and temporally correlated atmospheric transport and dispersion errors associated with the estimates of urban GHG emissions using a variation of the Ensemble Kalman Filter model. As Peylin et al. (2002) noted, it is important to discern the impact of mischaracterizing the transport and dispersion error component of the model-data mismatch on both the magnitudes and uncertainties of emission estimates. We postulate that observations from a dense network that are used within an inverse model have associated atmospheric transport and dispersion errors that are inherently spatio-temporal in nature. Thus, it is logical to ask how much do these errors vary spatially compared to temporally, and whether accounting for this variability within model-data mismatch significantly impacts inferred flux estimates. Another question to ask is how reasonable is the common assumption of exponentially decaying smoothness of correlations in the presence of spatial dependencies? This study explores these questions through an OSSE that uses an ensemble of influence functions derived from several atmospheric transport model configurations.

This work is part of the Northeast Corridor (NEC) project, which was established in 2015 by the National Institute of Standards and Technology. The goals for the NEC project are to demonstrate the utility of atmospheric inversion methods in an urban domain that is complicated by many upwind and nearby emissions sources and surrounded by other cities and suburban areas. The NEC project has a current focus on the urban areas of Washington, D.C. and Baltimore, Maryland, U.S.A. (BW), with a network of tower-based, in situ carbon dioxide (CO₂) measurement sites in and surrounding these two cities. Because of the region’s dense observational network (12 sites), the area provides a good case study for assessing correlated transport errors on flux estimates.

In this experiment, we explore a standard representation of transport error, that is, errors that are Gaussian in nature. A handful of studies also model the transport errors using a temporal decay function which we also consider in the OSSE. Here, we present a nonparametric way to model atmospheric transport and dispersion error correlations that is also dynamic. To do this, we employ a shrinkage-based estimator (Schäfer...
& Strimmer, 2005) that is remarkably simple to implement yet very effective in capturing the underlying temporal and spatial error dependencies. Finally, we combine the commonly adopted exponential correlated error structure with the nonparametric approach. To understand the methods’ dependency on the number and location of measurements, we vary the size of the measurement network as well. Note that this work focuses on CO₂ fluxes. However, it is expected that our conclusions could be translated to any forms of Bayesian inversions that involve other trace gases such as methane (CH₄).

2. Method Motivation

The basic concept of this study is to use several atmospheric transport models coupled with a dispersion model to create simulated CO₂ observations within an OSSE to explore the key question of how spatial and temporal errors impact estimated fluxes if misrepresented within an Ensemble Transform Kalman Filter (ETKF) inversion framework. In Section 2.1, we describe how we construct the “true emission,” a prior emission, and an ensemble of observations using different transport and dispersion models and prior, while in Section 2.2 we use this ensemble to explore how the transport and dispersion errors are correlated.

2.1. Methodology for Generating Ensemble of Observations

To construct model-data mismatch variances that represent expected variability in atmospheric transport and dispersion error, five different variations of Weather Research Forecast (WRF) configuration model simulations were generated for this study (see Figure 2). The model allows for two-way nesting strategy (with feedback). Over the study domain, the spatial resolution is 1 km and the time-step of the iteration was defined dynamically to ensure model stability. Other details of the base WRF model configuration are provided in Lopez-Coto et al. (2017).

The WRF model was slightly modified from Lopez-Coto et al. (2017) to create the five ensemble members used in this study. Specifically, we vary planetary boundary layer (PBL) schemes using three common choices and use two different initial boundaries conditions (North America Reanalysis Runs [NARR] and High-Resolution Rapid Refresh [HRRR]). Initial boundary condition is one of the key components because it directly impacts wind fields, and boundary layer height among many other parameters driving discernible differences in transport and dispersion.

Another important factor is the planetary boundary layer (PBL) scheme that parametrizes atmospheric turbulence and interaction between atmosphere and land surface (Lopez-Coto et al., 2020; Sarmiento et al., 2017). Domains with dominant urban land cover also pose an extra layer of complexity. One parametrization for urban land cover is the Building Energy Parametrization (BEP) (a multilayer urban canopy model) that allows complex interaction between urban environments and atmosphere (e.g., Liao et al., 2014). Given our urban domain, we have included an ensemble member using an additional WRF simulation generated using the HRRR PBL scheme with the inclusion of a multi-layer urban canopy model (BEP).

Overall, we chose five configurations previously used for urban transport simulations in the literature (e.g., Lopez-Coto et al., 2020; Sarmiento et al., 2017) that provided a reasonable representation of transport uncertainty. These atmospheric models (Table 1) coupled with the Stochastic Time Inverted Lagrangian Transport (STILT) model (Lin et al., 2003), were used to generate influence functions (Figure 1a), that is, footprints, that represent the relationship between a CO₂ flux and an observation of CO₂ at a measurement tower location. This results in sets of footprints from these different models which provides several plausible representations of atmospheric transport and dispersion. The STILT footprints were carried out at 0.01 × 0.01° (approximately 1 km²) which is consistent with spatial resolution of WRF for this domain.

For this OSSE, all inversions use the same prior fluxes in the region. The fluxes are positive (i.e., only emission), constructed as described in Lopez-Coto et al. (2017). This inventory is a combination of emissions from four sectors: roads, urban, point sources and nonurban sectors. In short, emissions from urban areas are the urban fraction from MODIS-IGBP land cover times 5 μmolm⁻²s⁻¹, emissions from roads are assumed to be 30 μmolm⁻²s⁻¹, point source emissions are from the EPA GHG reporting program (GHGRP), normalized by the area of one grid cell. To create our simulated “true” observations, we use CO₂ fluxes that are a
realistic perturbation of the prior fluxes described above; we create these true fluxes as described below, and refer to them as the “truth” henceforward. Except for the point sources, for each sector we specify an exponential covariance kernel of the log Gaussian Process (GP). The exponential kernel can be expressed as the following

$$k(s_i, s_j) = c \sigma_{s_i} \sigma_{s_j} \exp(-d(s_i, s_j)/L)$$

(1)

where $\sigma_{s_i}$ and $\sigma_{s_j}$ are the standard deviations of the emission from grid cells $s_i$ and $s_j$ respectively, while $d(.,.)$ is Euclidean distance between grid $s_i$ and $s_j$ and $L$ represents the correlation length scale of the spatial field. $c$ is a multiplicative constant. We choose $\sigma_{s_i}$ to be 50% of the grid’s prior emission in log-scale. We simulate three spatial fields from three separate log GPs with length scales and multiplicative factors being 5, 5, 10 and 1.5, 2, and 0.5 representing roads, urban, and the rest respectively. Then we consider three radial basis functions (Nychka et al., 2015, Section 2.3) centered on the cities of Washington, D.C., Baltimore, MD and Frederick, MD with radii approximately 55, 55, and 30 km respectively. We use these three masks to rescale emissions for each sector around those cities. For roads, this rescaling factor ranges from 0.5 to 1.5 and for urban areas, it ranges from 1 to 2.5 based on emission intensities. Although we do not rescale the nonurban areas, we scale the point sources slightly with the scaling factor ranging from 0.8 to 1.2. What we get through this process is a realistic perturbation of a prior emission that is more like a snapshot of mean emissions of the afternoon hours. We have constructed the “truth” in such a way that the true flux from any grid cell is not simply a product of multiplying the prior flux by a scaling factor. Thus, unless we capture the true

| Name          | Transport model | Boundary condition | PBL scheme | Other parametrizations |
|---------------|-----------------|--------------------|------------|------------------------|
| Member 1 (H1) | WRF + STILT     | HRRR               |            | BouLac                 |
| Member 2 (H2) | WRF + STILT     | NARR               |            | YSU                    |
| Member 3 (H3) | WRF + STILT     | HRRR               |            | YSU                    |
| Member 4 (H4) | WRF + STILT     | HRRR               |            | QNSE                   |
| Member 5 (H5) | WRF + STILT     | HRRR               |            | BouLac, BEP            |

Notes. Abbreviations used for two different boundary conditions, three PBL schemes, and one multi-layer urban canopy models are as follows: HRRR, High-Resolution Rapid Refresh; NARR, North America Reanalysis Runs; BouLac, Bougeault-Lacarr’ere; YSU, Yonsei University; QNSE, Quasi-normal scale elimination; and BEP, Building Energy Parametrization respectively. For other model parameterization details see Lopez-Coto et al. (2017).

Abbreviations: PBL, planetary boundary layer; WRF, Weather Research Forecast.
underlying transport and associate uncertainties, the areas constrained by the observations simulated using the “true” emission described above would be hard to update in the right direction.

We convolve the prior CO$_2$ emission field (based on the inventory described above and in Lopez-Coto et al., 2017) with the five sets of footprints generated by the transport models listed in Table 1 for each of the 12 tower locations. This results in an ensemble spread of simulated hourly CO$_2$ observations at each of the 12 in situ tower locations for the month of February 2016. The width of the ensemble (i.e., standard deviations of the simulated CO$_2$ observations) provides a measure of the atmospheric transport and dispersion modeling error. We note that these methods for constructing the transport and dispersion error component of the model-data mismatch are dependent on the ensemble spread being representative of the true transport model error. If it is not, the methods will not be able to correct the error. For this investigation, we assume that our ensemble provides a realistic spread and more ensemble members can be used if deemed appropriate in a real-world application.

Finally, we use the “true” fluxes instead of the prior to simulate the “true” observations so that our ensemble spread (which was generated using the prior fluxes) includes some measure of error associated with the prior. Thus, we convolve the true fluxes with footprints from one of the atmospheric and dispersion models (Figure 1a) to generate our hourly observations at each of the 12 towers within the BW. Note that both the prior fluxes and “true” prior are static in time but vary in space.

### 2.2. Characterization of Transport and Dispersion Errors

Before we employ the inversion method, we first evaluate how atmospheric transport and dispersion errors vary in time and space by examining the standard deviation of hourly simulated CO$_2$ observations at each tower throughout February. As shown in Figure 3a, the standard deviations vary significantly in time. This variability is mainly due to different types of synoptic events as shown in (Martin et al., 2019). Overall, standard deviations of the nearby or within-city towers (i.e., those represented with the same line color) look more similar than those between different city towers. However, there appear to be some periods of convergence. Thus, when we look more closely, even among the most extreme sites, we see from Figure 3b that there are certain times when the standard deviations tend to loosely group together in three regions across the BW domain, that is, those in or near Washington DC (W4, shaded red in Figure 1), those between Washington DC and Baltimore (O3, shaded gray in Figure 1), and those from Baltimore (B4, shaded blue in Figure 1). Similar groupings were shown in an OSSE by K. Mueller et al. (2018). Regardless, the dominant variability is temporal in nature. Figure 3 provides us further evidence to the fact that atmospheric transport and dispersion errors should not be assumed to be constant in time even across measurement sites. It also hints that the pattern of error variability in time interacts (i.e., changes) with spatial proximity of the sites.
We further explore the extent of the spatial and temporal correlations of the errors by plotting their empirical semi-variances (black, red, gray, and blue dots in Figures 4a–4d respectively) against distance (a) and time (b–d) with fitted exponential variogram models. The semi-variances in Figure 4a indicate that there is scant structured spatial correlation; they are largely random. This may be because atmospheric dynamics is
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**Figure 3.** Left panel (a) is the time series of ensemble standard deviations for all the 12 sites. The colors of the sites from Figure 1 have been used here to represent the time series for each site; Baltimore (blue shades), Washington D.C. (red shades), and sites outside the cities or outer-urban (gray shades) as shown in the legend. Right panel (b) shows the same relationship for the W4, O3, and B4 sites.

![Figure 4](image)

**Figure 4.** Top left panel (a) is the empirical marginal spatial (averaging over the variogram values along temporal bins for each spatial bin in the empirical spatio-temporal variogram) semi-variogram for the BW region for a randomly chosen member from the ensemble. For the same member, panels (b–d) show examples of empirical marginal temporal semi-variograms grouped by sites from (b) Washington D.C., (c) outer-urban, and (d) Baltimore areas (as indicated by different colors in Figure 1) over all five afternoon hour observations from a randomly chosen day for each group. Colored lines show the respective fitted exponential theoretical variogram models.
not spatially stationary. This nonstationarity explains why the convolutions in Figure 3b show some grouping into three classifications (those observations from towers in Washington DC, Baltimore and in between) that is not clear in Figure 3a.

However, temporal correlations are reflected in the empirical variograms grouped by tower (Figure 4b, Washington DC, Figure 4c, outer-urban, and Figure 4d, Baltimore). The fitted variogram models suggest that an exponential model can be a reasonable assumption for the model-data mismatch error’s temporal component at certain times. However, there may be possible nonstationarity or other patterns (e.g., the dip in empirical variogram in Figure 4d), or poor exponential fit in Figure 4c that cannot be adequately represented by an exponential decay. Generally, Figure 4 demonstrates that the model-data mismatch errors may benefit from temporally correlated errors in urban inversions.

Now that we have an idea of how transport and dispersion errors are structured in space and time separately, we further explore whether there are dependencies between these errors. Spatio-temporal interaction between errors can be detected through error clusters. Space-time clusters are often seen through plots like the Hovmoller diagram that is a visualization technique showing the spatial evolution of the atmospheric transport and dispersion errors over time. Since we have an ensemble of observations, it is easier to find patterns from a Hovmoller diagram of the standard deviations than from the individual members. When the errors in space and time are correlated their standard deviations form clusters. In Figure 5, we can see clusters of standard deviations on February 2nd and 3rd and between the seventh through the ninth over the first 10 days of February which may be due to synoptic conditions. This is consistent with (Martin et al., 2019), who showed that atmospheric transport and dispersion errors in the BW area are greater during the cold or warm frontal passages over the BW area (Martin et al., 2019) because it is more difficult to model these specific events. As a result, these time windows in the Hovmoller diagrams (Figure 5) show larger spatio-temporally interacting standard deviations associated with the simulated observations. Further evidence of the structure of spatial and temporal correlations in the model-data error from the OSSE is shown in Figure S1.

The exploratory analysis above provides motivation to model the temporal and spatial correlation of the observational error within the inversion using a covariance function that not only captures variability in time but also accounts for possible nonexponential and space-time interacting behavior. This motivates the method that we propose to model transport and dispersion error within our urban OSSE inversion framework.

3. Methods

The following two subsections describe the OSSE study, and the error covariance quantification respectively.
The goal of the OSSE is to explore different ways of modeling atmospheric transport and dispersion error to improve estimation of CO$_2$ emissions. For the OSSE, we employ an estimation domain of 120 × 129 km which encompasses Washington D.C. and Baltimore, Maryland (Figure 1). For the sake of simplicity, we assume emissions to be temporally constant throughout the entire month of February and we estimate emissions spatially resolved at 0.01 × 0.01° (approximately 1 km$^2$). Thus, our resulting state-vector (or total number of estimates, $p$) is 15,480. The number of observations ($n$) depends on the total number of sites and the number of the observational hours used in the OSSE. We only consider five afternoon hours (i.e., 12–4 p.m. local time) when it is considered to have nearly stationary transport. Thus, the number of observations ($n$) used within the OSSE is 1,680. Note that this spatial resolution of OSSE inversion is the same as the footprint resolution.

We use the "true" emission ($s^*$: a 15,480 × 1 vector) and a sensitivity matrix ($H$), or Jacobian (dimension 1,680 × 15,480), which is comprised of one of the atmospheric transport and dispersion set of footprints ($H_3$: third member from ensemble Table 1) to generate the "true" synthetic observations ($y^*$: a 1,680 × 1 vector)

$$y^* = H_3 s^*$$  \hspace{1cm} (2)

We use a different ensemble member ($H_2$: second member from the ensemble Table 1) in the inversion model. This approach introduces transport error into the inversion framework. It mimics a real atmospheric transport and dispersion scenario where we do not know the underlying transport completely, although we can reproduce the atmospheric dynamics well. Note, these two particular ensemble members are neither the most nor least correlated.

The synthetic observations are then used to update a priori CO$_2$ emission (Rodgers, 2000) in a statistically optimal way using the Ensemble Transform Kalman Filter (ETKF) method, which is fast and scalable for high-dimensional spatial fields. This enables us to test a variety of model parameter estimation strategies (such as parameterizing an exponential decay function in the model-data mismatch) that can be used with ETKF (see Figure 6 for the flowchart of the OSSE).
Ensemble Kalman Filter (EnKF) (in particular, ETKF) approximates the Kalman filter by representing the distribution of the state vector with an ensemble of draws from an initial a priori distribution of the states. The ensemble members are then updated based on newly available observation. Ensemble representation in ETKF can be thought as a dimension reduction where only a small number of members are propagated instead of the full joint distribution. We follow the Harlim and Hunt (2005) ETKF construction in this study. The analysis mean $\bar{X}_t^a$ and its ensemble perturbation matrix $\mathbf{X}_t^a$ are connected with the corresponding background mean $\bar{X}_t^b$ and the background ensemble $\mathbf{X}_t^b$ by the following Equations 3 and 4. Equation 5 evolves the analysis ensemble at time step $t$ according to a nonlinear (stochastic) model to obtain a forecast ensemble $(\mathbf{X}_{t+1}^f)$ for the next time step $t + 1$. However, since we assume temporally constant fluxes, the nonlinear operator $M$ becomes an identity transformation here. This means the analysis ensemble at any time step directly becomes the forecast ensemble for the next time step (Equation 6). The forecast ensemble is also often termed as the background ensemble in data assimilation (DA) literature, including Harlim and Hunt (2005). For simplicity and consistency, over the rest of the article (on or after Equation 6) we drop the subscript $t$, unless we perform any operation involving successive time steps and denote the forecast ensemble as background ensemble.

$$
\bar{X}_t^a = \bar{X}_t^b + \mathbf{X}_t^b \mathbf{K}(\bar{y}^*_t - \bar{y}_t^b)
$$

$$
\bar{X}_t^a = \bar{X}_t^b \left( (K - 1) \tilde{\mathbf{P}}^a \right)
$$

$$
\mathbf{X}_{t+1}^f = M \left( \mathbf{X}_t^a \right)
$$

$$
\mathbf{X}_{t+1}^f (or \mathbf{X}_{t+1}^b) = \mathbf{X}_t^a \text{ when } M(.) \text{ is an identity operator}
$$

Columns of perturbation matrices $\mathbf{X}^{(b,a)}$ are of the form $\mathbf{X}_k^{(b,a)} = \bar{X}_k^{(b,a)} - \bar{X}_k^{(b,a)}$ for each ensemble member $\bar{X}_k^{(b,a)} (k = 1, 2, ..., K)$ where $K$ is the ensemble size; $\bar{y}^*$ is the vector of “true” simulated synthetic observations; $\bar{y}_t^b$ is the background ensemble mean in observation space or background observations ($\bar{y}_t^b = H_2 \bar{X}_t^b$), where $H_2$ is the Jacobian matrix (note that $H_2$ is different from the one used in simulating $\bar{y}^*$ i.e., $H_1$);

$$
\tilde{\mathbf{P}}^a = \left[ (K - 1)I + \left( \bar{y}_t^b \right)^T \mathbf{R}^{-1} \bar{y}_t^b \right] \text{ is the analysis error covariance matrix in observational space. } 
\mathbf{R} \text{ is the model-data error covariance matrix (or observational error covariance matrix in the DA literature) that characterizes the structure and magnitude of the atmospheric transport and dispersion model errors. Clearly } \tilde{\mathbf{P}}^a \text{ is a function of the background ensemble mean } (\bar{X}_t^b), \text{ background observation ensemble } (\bar{y}_t^b), \text{ mismatch error covariance } \mathbf{R}, \text{ and } \tilde{\mathbf{K}} = \tilde{\mathbf{P}}^a \left( \bar{y}_t^b \right)^T \mathbf{R}^{-1} \text{ with } \mathbf{X}_t^b \tilde{\mathbf{K}} \text{ being the Kalman Gain Lorenz (1986) analogue.}
$$

Although, there is a large body of literature (e.g., J. L. Anderson, 2007a, 2007b; Wang & Bishop, 2003) dedicated to inferences on the covariance inflation parameter for EnKF, we did not employ covariance inflation in this study. First, we tested various inflation parameters and found that the results were insensitive to small deviations from one. Additionally, there have been recent studies that have not used covariance inflation so as to focus on the comparison between methods or to measure impact of different statistical choices relative to one another rather than retrieving most realistic approximation of the emissions (see Liu et al., 2016; Stroud et al., 2018). We adopt their approach given the nature and scope of our study.

Performance of ETKF relies on the initial ensemble choice in a high-dimensional flux estimation problem where observations are extremely limited in space. To incorporate spatial structure and introduce spatial correlation in the initial ensemble, we create the initial background state vector ensemble $\mathbf{X}^b$ by sampling from the initial distribution of the prior error with a specified covariance. This is also termed as initial background covariance $\mathbf{P}^b$ or initial prior error covariance. This is similar to the prior covariance matrix employed in traditional Bayesian inversion approaches. In ETKF, the constructed prior error covariance enters the inversion system only at the beginning to create an ensemble of the state vectors.
In ETKF, this initial distribution is assumed to follow a Gaussian distribution with an exponential covariance kernel (Lopez-Coto et al., 2017; K. L. Mueller et al., 2008; Shiga et al., 2013) described in Equation 1 which is kept fixed over the entire experiment. The components in Equation 7 are defined in Equation 1 of Section 2. We assume background uncertainty of the emission from grid cell \(i\) (i.e., \(\sigma_i\)) to be 100% of grid cell \(i\)'s prior emission. Based on an exploratory variogram analysis of the prior emission excluding the high emitters, we choose and fix the decay length scale \(L\) (see Equation 1) of the spatial correlation to be 25 km throughout the experiment. We simulate an ensemble of size 150 from the described Gaussian process with exponential covariance kernel and add the prior emission vector \(s\) (described in Section 2.1) to obtain the initial background ensemble \(X_b\).

We apply ETKF forwards in time (Equations 3 and 4) with a window of five hours. We shift the window forward by one hour in each iteration starting with the state vector ensemble generated from the prior distribution. We run ETKF in this manner and find maximum likelihood estimates (MLE) of the parameters of the proposed covariances for \(R\) (see Section 3.2.1). We find the MLE estimates by maximizing the approximate ETKF likelihood function described in Section 3.2.2. Then, we run ETKF (Equations 3 and 4) again using the estimated covariance parameters and compare the estimated ensemble mean at each time period with the “truth” to evaluate the impact of the proposed covariances on the posterior. While running the ETKF, in the state-space or flux space, we evaluate the bias and standard deviation (sd) of the differences between the retrieved analysis ensemble mean and the “truth.” In the observational space, we compute the correlation coefficient \(r\) between the “true” synthetic observations (Equation 2) and predicted observations using the posterior ensemble mean. The correlation coefficient facilitates the comparison between the predicted and the true synthetic observations. We also track the evolution of the Bayesian Information Criterion (BIC) over the iterations since we have the log-likelihood function. Given a fixed set of observational content, BIC ranks the proposed covariance models for \(R\) and provides a measure for selecting the best candidate.

We run five different ETKF inversions using various representations of the model-data error (see Equations 10 and 11, Section 3.2.1). Throughout the experiment, we keep the initial prior error covariance fixed (see Section 4 for the specified values of the covariance parameters) for simplicity. In our final analysis, we compare performance of the overall retrieval under different network settings (12-, six-, and two-tower networks) by using the final bias, standard deviation (sd), and BIC.

### 3.2. Error Covariances and Estimation of Parameters

For the purpose of comparison and the evaluation of the performance of the proposed methods under a dense and sparse network of observations settings, we consider five ways of constructing the model-data mismatch error covariance matrix, \(R\). First, we consider two commonly adopted structures of \(R\), which are diagonally constant \(\left(\text{R}_a\right)\) and spatially and temporally exponential \(\left(\text{R}_b\right)\) (Hu et al., 2015). For the third option, \(\text{R}_c\), we consider a diagonally varying \(R\) coming from the ensemble spread (Equation 8) with no correlations. The fourth and fifth are semi-parametric structures described in the next section. Table 2 provides a list of the five different types of \(R\) considered in this study.

| Name | Type |
|------|------|
| \(R_a\) | Diagonal \(R\) with constant |
| \(R_b\) | Exponentially decaying \(R\) in space and time with constant diagonal |
| \(R_c\) | Diagonal \(R\) with ensemble variance |
| \(R_d\) | Shrinkage based full \(R\) from ensemble |
| \(R_e\) | Regularized (by an exponential taper cov.) sample covariance based full \(R\) |

**Note:** The last three types are proposed transport ensemble-based error covariances.
\[ \mathbf{R}_a = \text{Diag}(\alpha) \]
\[ \mathbf{R}_b = \alpha \exp(-\mathbf{D}_a / L_a) \otimes \exp(-\mathbf{D}_t / L_t) \]
\[ \mathbf{R}_c = \alpha \text{Diag}(\text{ensemble spread}^2) \]

Parameter \( \alpha \) is a multiplicative constant. The \( \mathbf{D}_a \) and \( \mathbf{D}_t \) are spatial and temporal distance matrices respectively. Symbol \( \otimes \) denotes the Kronecker product. Parameters \( L_a \) and \( L_t \) are the spatial and temporal decay lengths respectively.

### 3.2.1. A Family of Semi-Parametric Model-Data Mismatch Covariance \( \mathbf{R} \)

In addition to \( \mathbf{R}_a, \mathbf{R}_b \) and \( \mathbf{R}_c \), we construct a covariance (\( \mathbf{R}_d \)) that is dynamic and spatio-temporally interacting. Sample covariances (can also be called as ensemble variance) are natural candidates in such cases. The idea of estimating transport and dispersion error covariance from an ensemble of transport models dates back to Engelen et al. (2002). However, Engelen et al. (2002) did not consider the fact that errors could be correlated. The diagnostics proposed in Desroziers et al. (2005) showed usage of ensembles using Kalman Filter error statistics as an unbiased estimator of \( \mathbf{R} \). The diagnostics proposed in that work provide correct estimates only when the model is exact. Desroziers et al. (2005) did not explicitly exploit the error correlations either. Methods proposed in this study are in the spirit of previous work but here we extend the concept to accurately incorporate error correlations.

All the flux inversion methods using linear models (e.g., Kalman Filter, Batch Bayesian, Geostatistical inverse method etc.) assume the observation \( \mathbf{y} \) to be linked with surface flux through a linear operator \( \mathbf{H} \) (aka the transport operator or footprints) plus error (see Equation 2). Suppose \( \{ \mathbf{E}_1, ..., \mathbf{E}_n \} \) is a random sample from \( N(0, \Sigma) \) then the corresponding sample covariance is \( \mathbf{S}_N = \frac{1}{n} \sum_{i=1}^{n} \mathbf{E}_i \mathbf{E}_i^\top \). It follows that, under the Gaussian assumption on the distribution of errors, the sample covariance is the Maximum Likelihood estimate of this error covariance matrix (T. Anderson, 2003). Although unbiased (with divisor \( n-1 \)), it is well known (Johnstone, 2001; Stein, 1956, 1975) that sample covariance \( \mathbf{S}_N \) behaves poorly when \( \frac{L}{n} \) becomes large (Schäfer & Strimmer, 2005). This is due to distortion in the Eigen structure stemming from spurious correlations. In this study we consider a transport model ensemble of size 5 to represent the model-data error covariance matrix \( \mathbf{R} \) which is far less than the total number of observations (here \( p = \) number of towers \( \times \) time-steps per iteration and the dimension of \( \mathbf{R} \) is \( p \times p \)) in each iteration of ETKF. In order to avoid these small sample consequences, we utilize the two-way shrinkage method proposed by Schäfer and Strimmer (2005) and Opgen-Rhein and Strimmer (2007). Shrinkage-based regularized covariances are more efficient than empirical covariances in the mean square error sense, well-conditioned, and positive-definite having no problems being inverted and at the same time do not assume an underlying distribution. Schäfer and Strimmer (2005)’s estimator in our context can be written as the following

\[ \hat{s}^*_{ij} = \hat{\lambda}_1 \text{median} + (1 - \hat{\lambda}_1) s_{ij} \]
\[ \hat{r}_{ij}^* = \hat{\lambda}_2 \times 0 + (1 - \hat{\lambda}_2) r_{ij} \]
\[ \hat{\mathbf{R}}^* = \left( r_{ij} \sqrt{\hat{s}_{ii} \hat{s}_{jj}} \right) \]

where \( s_{ii}, \text{median} \), and \( r_{ij} \) denote empirical variance, median of the variances and correlation, respectively. Shrinkage coefficients \( \hat{\lambda}_1 \) and \( \hat{\lambda}_2 \) are estimated from the ensemble (see Opgen-Rhein & Strimmer, 2007). Typically, unlike ML methods, regularization parameters, like \( \lambda_s \), are estimated using different types of loss functions. In this case, it is an expected square error loss (see Schäfer & Strimmer, 2005) on the ensemble covariance at each iteration. We use the \( \mathbf{R} \) package \texttt{corpcor} associated with the Schäfer and Strimmer (2005) study. This has been applied in many other peer-reviewed studies (see e.g., Hauser & Demirov, 2013; Nino-Ruiz & Sandu, 2019; Ogle et al., 2015). Here \( \hat{\mathbf{R}}^* \) is the shrinkage reconstruction of \( \mathbf{R} = \left( r_{ij} \sqrt{\hat{s}_{ii} \hat{s}_{jj}} \right) \).

Intuitively, it shrinks the diagonal toward the variances and then shrinks the correlations toward zero, that is, it shrinks toward a diagonal target. We choose this particular shrinkage because we have assumed...
the ensemble spread to be representative of the spread in transport and dispersion error that constitutes R diagonals. This implies that we have reasonable evidence to construct a diagonal R using the ensemble spread that is representative of the true R diagonal (see Desroziers et al., 2005; Engelen et al., 2002). Shrinkage-based covariance as described above penalizes the data likelihood. It does not necessarily maximize the posterior likelihood of the fluxes. We introduce a multiplicative scaling factor α on R−1 to account for this. We estimate α by maximizing the ETKF posterior likelihood. We do not cite corresponding values of the λs at each iteration here, as they do not add significantly to the interpretation of results.

\[ R_d = \alpha R^{-1} \] (10)

In order to explore the effect of exponential smoothing as a regularization operation on the empirical covariance we also consider an empirical covariance that is smoothed by a theoretical exponential correlation function. The smoothed R is:

\[
\begin{align*}
R_c &= \alpha R \odot R_{\exp} \\
R_{\exp} &= \exp(-D_k / L_0) \otimes \exp(-D_i / L_i)
\end{align*}
\] (11)

where \( \odot \) is the element-wise Hadamard product between the two matrices. \( D_k, D_i, L_0, \) and \( L_i \) are defined after Equation 8. We adopt this idea from a commonly used technique called “localization.” Many of the localization techniques can be cast as a form of “tapering” from a statistical point of view. Furrer and Bengtsson (2007) showed “tapering” as a form of regularization on the covariance matrix that is gradually shrinking the off-diagonals toward zero. However, instead of using the common taper functions (Gaspari & Cohn, 1999; Wendland, 1995, 1998), we use an exponential correlation function for smoothing or tapering the off-diagonals. Then we estimate the parameters \( \alpha, L_0, L_i \) by maximizing the posterior likelihood. We call the proposed estimators of R as semi-parametric estimators since they are partly parametric. Clearly, both \( R_d \) and \( R_c \) can model error correlations that are spatio-temporally interacting adaptively based on the underlying error structures.

3.2.2. Likelihood Function and Parameter Estimation

Estimating the covariance parameters involved in EnKF (in particular ETKF) has not been common in the data assimilation or flux inversion community until the last decade (Frei & Künsch, 2013; Stroud et al., 2010). One approach of parameter estimation is to construct the approximate likelihood function constructed with EnKF outputs or Bayesian methods. Let \( \Sigma_{i}(\theta) = H_i P_{i}^{b} H_i^T + R_{i}(\theta) \) be the innovation covariance matrix, and \( \epsilon_i(\theta) = y_i^{b} - y_i^{k} (P_i^{b} \theta) \) and \( y_i^{k} \) both depend on \( \theta \) implicitly the innovation vector at time step \( t \) where \( \theta \) is the vector of unknown parameters in R. For a linear Gaussian state space model, the log-likelihood can be written as (see Shumway & Stoffer, 2017)

\[ -2 \log L(\theta | y^T) = \sum_{t=1}^{T} \left\{ \log | \Sigma_{i}(\theta) | + \epsilon_i(\theta) \Sigma_{i}(\theta)^{-1} \epsilon_i(\theta) \right\} \] (12)

Generally, in ENKF, \( P_i^{b} \) or \( \Sigma_{i}(\theta) \) are not known analytically and are approximated using the propagated ensemble. In particular, in ETKF, \( P_i^{b} \) is never computed explicitly and neither is \( \Sigma_{i}(\theta) \). At every time step \( t \), there are K innovation vectors \( \epsilon_i(\theta) \) from the background ensemble \( y^{b} \) (see Section 3.1). Therefore, to approximate the likelihood function \( L(\theta) \) we replace the innovation vector and its covariance by their ensemble analogue as \( \epsilon_i = \frac{1}{K} \sum_{k=1}^{K} \epsilon_i^{k} \) and \( \Sigma_i = \frac{1}{K-1} \sum_{k=1}^{K} (\epsilon_i^{k} - \epsilon_i)(\epsilon_i^{k} - \epsilon_i)^T \). Here T is the innovation covariance-tapering matrix. For T, we use the Wendland1 (Furrer & Bengtsson, 2007) taper covariance with a cutoff radius of 10 based on a grid-search. We find that beyond the cutoff radius of size 10, the likelihood increment is marginal. The negative log-likelihood obtained in this way can be minimized (i.e., the likelihood function is maximized) numerically using an optimization method (see Shumway & Stoffer, 2017, Section 6.3 for details) that is suitable for non-smooth high-dimensional models (for example the Spectral Gradient Method or Generalized Simulated Annealing). However, to save computational time, we utilize the technique of smoothing the likelihood surface by using common random numbers over each likelihood.
Evaluation (Pitt, 2002; Stroud et al., 2010) and apply a standard quasi-Gauss-Newton algorithm that uses empirical gradients to minimize the negative log likelihood.

4. Results

The results from this analysis include estimating the covariance parameters that are used in constructing the different \( \mathbf{R} \) configurations outlined in Section 4.1, performance of the proposed \( \mathbf{R} \) configurations in retrieving the “truth” in Section 4.2, and estimation of total and grid-scale level emissions in Section 4.3.

4.1. Estimated Covariance Parameters

To evaluate the performance of the different configurations of \( \mathbf{R} \), we need to estimate the covariance parameters that are used in their construction. To do this, we employ a box-constrained quasi-Newton method (nlminb) to obtain the maximum likelihood estimates of the parameters \( \hat{\theta} = (\alpha, L_s, L_t) \) under three different network configurations. Table 3 shows all of the MLEs with respect to different network configurations. We run ETKF again using these estimated values to obtain state-vector estimates at every time step.

The physical significance of the scaling factor \( \alpha \) in Table 3 is not the same across all of the different constructions of \( \mathbf{R} \). In the fully parametric cases \( \mathbf{R}_a \) and \( \mathbf{R}_b \), \( \alpha \) represents the model error spread and hence their values are higher and more similar than cases \( \mathbf{R}_c \) through \( \mathbf{R}_e \). In cases \( \mathbf{R}_c \) through \( \mathbf{R}_e \), \( \alpha \) is a scaling factor on the error covariance matrix estimated offline using the model ensemble. In these cases, \( \alpha \) is simply a scaling parameter that adjusts the entire error covariance up or down according to which \( \alpha \) value maximizes the posterior likelihood (see Equations 10 and 11). For these cases, a scaling factor of one means that the error covariance will not be adjusted. Consequently, \( \hat{\alpha} \) is similar between \( \mathbf{R}_d \) and \( \mathbf{R}_e \) across the network. However, the same estimate indicates over-dispersiveness for \( \mathbf{R}_c \) across the network which means that transport errors are inflated more than what is expected. This can happen if the error correlations are not accounted for, especially when the error correlations are related to standard deviations.

Overall, when \( \mathbf{R} \) is either fully parametric (\( \mathbf{R}_a, \mathbf{R}_b \)) or diagonally varying (\( \mathbf{R}_c \)), we notice the estimated scaling factor decreases as the network becomes sparser. Due to the loss of observational information content in the system, the ML based method—being driven by the likelihood, tries to put more weight onto the priors especially when the transport model is not correctly specified. The parameter estimates become more inconsistent with sparse observational constraints in this setup. This is also reflected by the consistent increase in uncertainty estimates as the network, and hence the observational constraint, becomes more sparse. However, when we have full information about how the errors are interacting in space and time, the semi-parametric estimators adapt dynamically according to the information content provided by the data. Consequently, the ML estimates of the scaling factors for the proposed cases, being close to one, show the adequacy of the constructed ensemble and the method to represent the magnitude of the true model error variability. The proposed \( \mathbf{R}_d \) constructed this way provides near optimal magnitude even without scaling.

Table 3

| # Towers = 12 | # Towers = 6 | # Towers = 2 |
|---------------|--------------|--------------|
| \( \hat{\alpha} \) | \( \hat{L}_s \) | \( \hat{L}_t \) | \( \hat{\alpha} \) | \( \hat{L}_s \) | \( \hat{L}_t \) | \( \hat{\alpha} \) | \( \hat{L}_s \) | \( \hat{L}_t \) |
| \( \mathbf{R}_a \) | 20.19 \((6E-2)\) | 15.27 \((6E-2)\) | 09.71 \((9E-2)\) |
| \( \mathbf{R}_b \) | 18.54 \((5E-2)\) | 6.77 | 1 | 14.40 \((6E-2)\) | 7.95 | 1 | 10.01 \((1E-1)\) | 31.59 | 1 |
| \( \mathbf{R}_c \) | 04.52 \((3E-3)\) | 03.65 \((4E-3)\) | 02.71 \((6E-3)\) |
| \( \mathbf{R}_d \) | 01.36 \((2E-4)\) | 01.39 \((5E-4)\) | 01.01 \((1E-3)\) |
| \( \mathbf{R}_e \) | 00.87 \((1E-4)\) | 01.39 \((5E-4)\) | 01.01 \((3E-4)\) |

Note. Quantities in the parentheses after \( \hat{\alpha} \) denote variance of the ML estimator (aka the uncertainty) from the inverse hessian at MLE.
The space- and time-decay parameters \( \{L_s, L_t\} \) in \( \mathbf{R} \) represent the length-scales of space and time decorrelations present in the model errors. As the network becomes sparser, the estimated spatial decorrelations also increase (second row of Table 3). Estimated time-decay lengths indicate an absence of time correlation or poor performance of the exponential covariance function. This is consistent with the evidence provided by marginal temporal variograms of the ensemble errors (see Figure 4 and Section 3 for discussion). The decay parameters in \( \mathbf{R} \) work as smoothness parameters on the off-diagonal elements. We choose the upper bound of the spatial decay to be 60 km as this is approximately half of the domain size which is generally the maximum effective spatial correlation length considered in practice. Albeit more than the length of the time window considered here, we fix the upper limit of the time-decay at 20 h based on the decorrelation length obtained from the variogram analysis. In this case, ML estimates of the decay parameters approach the respective upper bounds regardless of the network configuration. This demonstrates the need of having a flat and smooth exponential function as a regularizer. Note that the taper function works as a smoothing operator on the sample covariance.

**4.2. Performance of the Different Covariance Configurations**

Figure 7 demonstrates the performance of the different choices of \( \mathbf{R} \) mentioned in Section 3.2.1 with respect to the bias and SD of the difference between the posterior mean and the truth for the three different network settings (i.e., 12, 6, and 2 towers). Overall, for the dense network case (12-tower networks; Figures 7a
and 7b) both the bias and SD decrease steadily after approximately the 40th iteration (i.e., close to February 9th) except for three big jumps that seem to have destabilized the filter’s performance. These phenomena are observed at the 6th, 36th, and 101th iterations (i.e., on the 3rd, 8th, and 22nd days of February). We find that the time series of ensemble spreads in Figure 3 have the greatest difference on those days. As mentioned previously, the Hovmoller plot in Figure 5 also shows large variability in the ensemble perturbations on those days. Parametric $\mathbf{R}_d$ (diagonal $\mathbf{R}$) and $\mathbf{R}_b$ (exponential $\mathbf{R}$), being fixed over the entire iterative period, cannot adapt to the bias introduced by the sudden surge in error. This result also indicates that a longer assimilation time period may be needed to help the fixed parametric $\mathbf{R}_d$ and $\mathbf{R}_b$ to converge in such cases.

Since the $\mathbf{R}_c$ (varying diagonal $\mathbf{R}$) through $\mathbf{R}_e$ (regularized $\mathbf{R}$) are semi-parametric, they dynamically adapt and do not reflect the same types of destabilizing jumps in the flux retrieval. Overall, we see the comparable performance of the shrinkage-based $\mathbf{R}_d$ (shrinkage-based $\mathbf{R}$) and $\mathbf{R}_c$ in recovering the total flux. Although, the shrinkage-based $\mathbf{R}_d$ recovers the total flux better than $\mathbf{R}_c$, it is the smoothed semi-parametric $\mathbf{R}_c$ that shows lower SD (i.e., better precision) under a sparse observational regime (Figure 7f). Figure 9 confirms the general finding as we see smaller residuals over space with less structure over the roads, when method $\mathbf{R}_d$ and $\mathbf{R}_e$ are used.

The performance of the flux retrieval using $\mathbf{R}_c$ through $\mathbf{R}_e$ changes when there are fewer observations. The same jumps occur on the 6th, 36th, and 101th iterations with the six- and two-tower networks (Figures 7c and 7e). However, these jumps are more pronounced especially for the six-tower network case. This case is more susceptible to prior and transport error because it has fewer observations than the 12-tower case shown earlier. At some point, as the observational information content decreases, the model assumptions drive the flux retrieval performance which can, on appearance, look more stable. This is demonstrated in the two-tower network case results (Figure 7e). Clearly, proper quantification of the space-time error correlations is crucial in times when the atmospheric transport and dispersion are difficult to model.

4.3. Estimation of Whole-Domain and Grid-Scale Emissions

Box plots of the posterior totals in Figure 8 show how well the inversion, using the different covariance matrices ($\mathbf{R}_s$), is able to retrieve the “true” total monthly flux aggregated across the entire flux estimation domain. Although, with a slight negative bias, posterior totals are closer to the truth for $\mathbf{R}_s$ than the simplistic diagonal constant $\mathbf{R}_d$ and $\mathbf{R}_e$. This is consistent with the bias evolution pattern (sky blue line) shown in Figure 7. This could be due to the larger $\hat{\alpha}$ in the absence of the error correlations that overestimates the true spread of the error (the over-dispersiveness described earlier). The $\mathbf{R}_d$ and $\mathbf{R}_e$ cases clearly show the importance of having the error correlations, that is, the off-diagonals, in $\mathbf{R}$. Overall, the box-plots for $\mathbf{R}_d$ encompass the truth with an uncertainty slightly higher than case $\mathbf{R}_e$. The $\mathbf{R}_d$, is considerably the best-performing case from the perspective of accuracy.

We see that $\mathbf{R}_d$ and $\mathbf{R}_e$ recover the “true” grid-scale fluxes (Figure 9) better than $\mathbf{R}_s$ through $\mathbf{R}_e$. When the observational constraint decreases, as with the six-tower case, $\mathbf{R}_e$ (Figures 9i and 9j) yields fluxes that are closer to the “truth” at the grid scale. In the six-tower network case, although $\mathbf{R}_e$ performs better, fluxes estimated using all covariances ($\mathbf{R}_s$) result in large grid-scale residuals. Note, in the two-tower case, at the aggregated level, the differences between the posterior and the truth using $\mathbf{R}_d$ are slightly larger than when using $\mathbf{R}_e$ (see Figure 8). As mentioned earlier, a sparse network of only two towers has very little information to inform the full correlation matrix in space and time. This results in spurious correlations in off-diagonal entries. However, $\mathbf{R}_e$ performs better for the two-tower network case than the other methods because the exponential smoothing provides an additional constraint that diminishes spuriousness.

The performance of $\mathbf{R}_e$ in this case is likely not a result of the way the “truth” was constructed which we explain herein. First, the existence of correlation in the “truth” does not clearly translate into the true transport errors. This is because, when emissions are transported into observation space through the transport operator (also known as $\mathbf{H}$), the spatial correlations of both the emissions and atmospheric transport and dispersion become conflated. Second, as shown in Figures 4 and 5, the ensembles have more variability in correlation in time rather than space. This is also true of the synthetic observations (variogram analysis not shown). Since the “truth” was constructed with an exponential structure but with no temporal variability, we assume that the temporal correlation in the synthetic data is mostly due to the atmospheric transport.
Therefore, the exponential tapering in $R_e$ is helping to constrain mostly the error due to the variability in atmospheric transport rather than the errors due to the exponential spatial structure in the “true” emissions.

5. Discussion

Table 4 summarizes comparative summary statistics, which include the overall bias and SD from Figure 7 as well as the correlation coefficient between the “true” synthetic observations and the transported a posteriori fluxes and BIC values. It is clear from the correlation coefficient ($r$) that the inversion using the semi-parametric covariances (i.e., $R_e$ through $R_e$) yield fluxes that are in better linear agreement with true observations when convolved with $H_3$. As noted earlier, the standard deviation and bias all improve with the parameterization of the model-data mismatch, which is further confirmed by the BIC values. Note, that the BIC values cannot be compared across the different network configurations since the informational content in the system (i.e., the set of dependent values) changes.

There are certain characteristics that we observe in this study. Shrinkage-based $R_d$ and $R_e$ provide similar small biases, although their spatial pattern recovery is best (especially in the case of $R_e$) as the observational constraint decreases. In addition, the ensemble case ($R_c$) provides biases and uncertainties of aggregated a posteriori fluxes to the full BW domain that are similar to $R_d$. However, they do not spatially recover the emissions as well as $R_d$ and $R_e$, suggesting that the choice of the representation of transport and dispersion model error should coincide with the overall goals of a particular study. Although in all three cases, multiple ensemble members are required, the parametrization of $R_d$, and $R_e$ is more complex than $R_c$. If the goal is to recover a full domain flux estimate, an $R_c$ may be suitable.
The analysis presented herein clearly demonstrates that accounting for space-time error correlations is crucial during periods with significant synoptic meteorological events. The typical representation of transport and dispersion errors within urban studies, that is, \( R_e \) and to a lesser extent, \( R_b \), may result in large biases because the emission residuals during periods with large transport errors along with prior error can skew the final posterior emission estimates. These error representations show evidence of large standard deviations in the residuals themselves suggesting that \( R_e \), \( R_d \), and \( R_b \) are also better able to capture the true emission estimates at the native estimation scale (1 km\(^2\)) in this study. The semiparametric covariances adaptively model the space-time interaction and assign a better model-data mismatch uncertainty to these time periods. Hence, the inversion using these configurations of the model-data mismatch covariance matrices do not manifest large instability.

We note that the results of this experiment may be sensitive to the choice of the transport models used to create the synthetic observations as well as the one used as the Jacobian in the inversion. However, given that the members used in this study neither represent the extremes of the spread nor are too similar (per Section 3.1), it is unlikely that the conclusions from this study would change significantly. In addition, throughout the study we assume that the errors represented by the ensemble spread represents the true model-error. We note that the performance of the methods presented herein could be impacted by an ensemble member that is significantly extreme, as explained in the previous section, as well as the size of the ensemble. Given that this study demonstrates methods, the choice of the number of ensembles, the inclusion of an extreme ensemble, or the experimentation on bounds of noise magnitude are left for future investigation.

This study does not account for transport error due to variation at a finer resolution than the transport model. In real-world application, this is manifested in the representation error when a user averages sub-hourly observations which smoothes out any fine-scale variation. Most often, this is regarded as another independent component of the model-data mismatch and thus appears as the nugget or unexplained variability when distance (in space and/or time) is zero (Cressie, 2015).

Although we perform the experiment for February when fossil fuel emissions dominate the total observational signal, the same approach can be used during the summer months when there is significant biological activity. This is dependent, however, on how the biological fluxes are considered within the inversion. If the biological fluxes are considered well known and subtracted from the observations so that the estimates only include those from anthropogenic sources, \( R \) can have another component that stems from errors in the transported bio-fluxes in the observational space. Otherwise, any errors associated with the modeling of biological fluxes should be considered in the initial background covariance matrix. If this is the former case, one can apply the same methods to compute both the fossil and bio-component of \( R \) in the presence of multiple transport and/or multiple bio-flux models. However, irrespective of whether \( R \) includes the bio-component or not, proposed approaches to model \( R \) will be equally benefited from having dynamic adaptation based on summer months’ footprints and leverage this structure over fixed parametric \( R \).

In this study, we demonstrate that the dynamically adapted \( R \) configurations (\( R_e \) to \( R_d \)) outperform other constructions (\( R_b \) and \( R_e \)). This study focused on characterizing the errors associated with atmospheric transport and dispersion. We used a time invariant prior to isolate the errors associated with this component.
as it has been shown to dominate other error components (e.g., aggregation error, etc.) A direct application of the proposed approaches in presence of time varying fluxes would likely yield a noisier estimate and the relative skill of the proposed choices of $R$ may differ. However, we think that the performance of dynamic $R$’s will hold so long as the ensemble approach captures the underlying variability (see last part of Section 2.1).

Of note here is that the proposed approaches are not reliant on any particular inversion type. In fact, they can be easily adopted within many other legacy inversion frameworks including traditional Bayesian inversions due to their simple structure. Except for the shrinkage parameters that are estimated offline at each iteration, all other parameters in the proposed approaches admit easy derivatives. Therefore, it can be easily incorporated in the traditional Bayesian frameworks.

Finally, we note that our conclusions may be dependent on other choices made herein. We chose plausible representations of all elements (e.g., atmospheric transport, tower locations, emission priors etc.) rather than the most realistic representation of any single element. For example, there may be better representations of the transport model that we could have used as the Jacobian in the inversion. Additionally, other emissions maps, which also include temporally varying fluxes, may represent true emissions in the BW better than the “truth” used herein. However, due to the scope and nature of this study, our goal is to demonstrate the value of these methods, for example, dynamic adaptation of the proposed model-data mismatch covariance matrices, for a real-world application. Future investigation should explore the methods’ skill using real data.

6. Conclusions

Accounting for temporally and spatially correlated atmospheric transport and dispersion error is important for minimizing bias and recovering spatially resolved emission estimates. We demonstrate that ensemble-based approaches outperform the traditional choices of modeling transport error correlations that are often too simplistic and ignore complex dynamic behavior. Although the shrinkage-based regularized ensemble covariance ($R_d$) helps recover the total flux better than the exponentially smoothed ensemble covariance ($R_e$) when the measurement network is dense, the latter method recovers the spatial structures better. In particular, exponentially smoothed ensemble covariance ($R_e$) recovers both the total flux and spatial features better under sparser networks. The effect of the space-time correlations in the model-data mismatch covariance matrix decreases when the number of measurement towers decreases. In this case, the representation of the transport and dispersion errors can be reasonably approximated by a diagonal matrix constructed using the ensemble spread of simulated observations based on different transport and dispersion models.

The analysis presented here is intended to provide the first proof of concept that provides an example of how spatio-temporal structures due to transport and dispersion errors can be incorporated in urban flux inversions leveraging an ensemble of model predictions. In this study, we demonstrate the ability of simple ensemble based, regularized model-data covariances to significantly improve GHG emission estimates over the standard choices using Bayesian inversion methods at urban scales.

Data Availability Statement

All data used in this analysis are available at https://doi.org/10.7274/r0-ncf7-4852.
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