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Abstract

We investigate the Lévy insurance risk model with tax under Cramér’s condition. A direct analogue of Cramér’s estimate for the probability of ruin in this model is obtained, together with the asymptotic distribution, conditional on ruin occurring, of several variables of interest related to ruin including the surplus immediately prior to ruin (undershoot) and shortfall at ruin (overshoot). We also compute the present value of all tax paid conditional on ruin occurring. The proof involves first transferring results from the model with no tax to the reflected process, and from there to the model with tax. In doing so we also derive new results for the reflected process.
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1 Introduction

Let $X$ be a Lévy process which satisfies Cramér’s condition,

$$Ee^{\alpha X_1} = 1 \text{ and } EX_1 e^{\alpha X_1} < \infty \text{ for some } \alpha > 0. \quad (1.1)$$

Such processes are widely used to model insurance risk. In this setting $X$ represents the claims surplus process which is the excess in claims over premium. The insurance company starts with initial capital $u$ and ruin occurs if $X$ exceeds $u$. The literature contains many papers considering various aspects of the behavior of $X$ at and approaching ruin. This paper investigates analogous questions in the presence of tax.

Let $\Gamma$ be a measurable process taking values in $[0,1]$ which is adapted to the usual augmented filtration of $X$ and set

$$R_t^\Gamma = X_t - \int_0^t \Gamma_s dX_s = X_t + \int_0^t \Gamma_s d|X|_s, \quad t \geq 0, \quad (1.2)$$

where $X_t = \inf_{s \leq t} X_s$. If $\Gamma \equiv 1$, then the resulting process is the reflected process of $X$, reflected in its infimum, and in this case we write $R$ for $R^\Gamma$. In general $R^\Gamma$ models a loss-carried-forward tax scheme in which the insurance company only pays tax when it is making a profit, by which
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we mean $X$ is decreasing, the amount of tax paid up to time $t$ being $\int_0^t \Gamma(s)dX(s)$. In the special case $\Gamma \equiv 0$ no tax is paid and $R_t^\Gamma = X_t$, while if $\Gamma \equiv 1$ then all profits are paid and $R_t^\Gamma = R_t$. When $\Gamma$ is a constant in $(0,1)$, a fixed proportion of the profits are paid as tax, and this case was considered by Albrecher and Hipp [2] and by Albrecher, Renaud and Zhou [3]. A more general tax structure of the form $\Gamma_s = \gamma(X_s)$, was subsequently studied by Kyprianou and Zhou [9]; see also Albrecher, Borst, Boxma and Resing [1] and Renaud [11]. In each of these papers $X$ is assumed to be spectrally positive and emphasis is placed on finding exact formulas for fixed $u$. In the spirit of Cramér’s original estimate, the aim here is to investigate asymptotic formulas for some known constant $\Upsilon_\Gamma > 0$,

\[ \lim_{u \to \infty} e^{\alpha u} P(\tau_u^\Gamma < \infty) = \Upsilon_\Gamma. \]

A sufficient condition for $\Upsilon_\Gamma$ to be finite is that $\Gamma$ be bounded away from 1.

When $\Gamma \equiv 0$ this reduces to Cramér’s famous estimate. The precise value of $\Upsilon_\Gamma$ is given in Theorem 1.1. It is clear that some restriction is required on $\Gamma$ to ensure that $\Upsilon_\Gamma < \infty$ since when $\Gamma \equiv 1$ we are dealing with the reflected process in which case $P(\tau_u^R < \infty) = 1$ for all $u$.

We next turn to the behavior of $R^\Gamma$ at and approaching ruin. Outside of the case where $R^\Gamma = X$ the only known result is when $R^\Gamma = R$. In this case Mijatovic and Pistorius [10] derived the joint limiting distribution of the undershoot and overshoot of the reflected process over level $u$ as $u \to \infty$. One interesting aspect of their result is that the joint limiting distribution obtained is the same as the corresponding limit for $X$ conditioned to cross over arbitrarily high levels. To be precise they showed

\[ \lim_{u \to \infty} P(u - R_{\tau_u}^- \in dy, R_{\tau_u}^- - u \in dx) = \lim_{u \to \infty} P(u - X_{\tau_u}^- \in dy, X_{\tau_u}^- - u \in dx) \]

in the sense of weak convergence, where $P(u)(\cdot) = P(\cdot | \tau_u < \infty)$. They also gave an expression for the limiting distribution. Roughly speaking their approach was to prove that the limiting distribution on the right side exists and evaluate it, and then use this to show the limit on the left side exists and is the same. We take this idea in the opposite direction and use the existence of the limit for the reflected process to show that if $\Gamma$ is bounded away from 1, then

\[ \lim_{u \to \infty} P^{(u,\Gamma)}(u - R_{\tau_u}^{\Gamma} \in dy, R_{\tau_u}^{\Gamma} - u \in dx) = \lim_{u \to \infty} P(u - R_{\tau_u}^\Gamma \in dy, R_{\tau_u}^\Gamma - u \in dx) \]

\[ \text{(1.4)} \]

\[ ^1 \text{Alternatively, one can view the payment as a profit participation scheme in which the cumulative payout up to time } t \text{ is } \int_0^t \Gamma(s)d[X](s). \]
where \( P^{(u,\Gamma)}(\cdot) = P(\cdot | \tau_u^\Gamma < \infty). \)

In fact we are able to do much more. Given a path \( w \) in the usual Skorohod space \( D \), let

\[
\tau_u = \inf\{ t : w_t > u \}
\]

and

\[
g_u = \sup\{ s < \tau_u : w_s = \overline{w}_s \}
\]

where \( \overline{w}_t = \sup_{s \leq t} w_s \). Define a new path \( w^u \) by

\[
w^u_t = w(g_u + t/\tau_u - \overline{w}_u), \quad t \geq 0.
\]

Thus, if \( g_u < \tau_u < \infty \), \( w^u \) is the excursion of \( w \) below its supremum which results in \( w \) first crossing over level \( u \), and \( u - \overline{w}_u \) is the distance below level \( u \) from which this excursion emanates. To simplify notation we will write \( g_u^R \) for \( g_u(R^R) \), \( \tau_u^R \) for \( \tau_u(R^R) \) (which agrees with (1.3)) and \( R^{\Gamma,u} \) for \( (R^\Gamma)^u \).

\( \epsilon \) be the excursion of \( R \) away from 0 which first crosses over level \( u \) and let \( g_u^\epsilon = g_u(\epsilon) \) and \( \tau_u^\epsilon = \tau_u(\epsilon) \). Of course \( \epsilon \) itself depends on \( u \) but to simplify notation we suppress this dependence. We then have

**Theorem 1.2** For suitable functions \( G : [0, \infty) \times D \to [0, \infty) \), if \( \Gamma \) is bounded away from 1, then

\[
\lim_{u \to \infty} E^{(u,\Gamma)} G(u - R^R_{g_u^\Gamma}, R^\Gamma,u) = \lim_{u \to \infty} EG(u - \overline{w}_u,u^u)
\]

(1.5)

The starting point for the proof of Theorem 1.2 is a result taken from [8], see Theorem 3.1 below. It states the existence of the limit on the left side of (1.5) when \( R^\Gamma = X \), gives precise conditions on the function \( G \) under which the limit exists and finally evaluates the limit in terms of the excursion measure of \( R \). In Theorem 3.2 this result is used to prove that the right side of (1.5) exists and the limit is the same as the limit from Theorem 3.1. The result for \( \epsilon \) is then used to prove the result in Theorem 1.2 for general \( R^\Gamma \).

As an example take \( G(y,w) = f(y-w\zeta-, w\zeta-y)I(\zeta < \infty) \) where \( f \) is bounded and continuous and \( \zeta = \inf\{ t : w_s = w_t \} \) for all \( s \geq t \) is the lifetime of \( w \). Then

\[
G(u - \overline{w}_u,u^u) = f(u - w \tau_u-, w \tau_u - u)
\]

if \( \tau_u < \infty \), and so (1.3) just reduces to (1.4) since the undershoot and overshoot of \( u \) are the same for \( R \) as they are for \( \epsilon \). More generally, Theorem 1.2 shows that the behavior of \( R^\Gamma \) as ruin approaches, that is, over the time interval \([g_u^\Gamma, \tau_u^\Gamma]\), is the same asymptotically as the behavior of \( \epsilon \) over the interval \([g_u^\epsilon, \tau_u^\epsilon]\). Theorem 1.2 would not be true if \( \epsilon \) were replaced by \( R \) since \( g_u^R \) need not not occur on the excursion \( \epsilon \). Combined with the results in [8], this allows us to derive the joint asymptotic distribution of several variables related to ruin; see Proposition 4.5. We can also evaluate some unbounded functionals of the path, for example certain Gerber-Shiu expected discounted penalty functions; see Proposition 4.6.

Our final result concerns the limit of the expected present value of all tax payments conditional on ruin occurring. In this result \( \delta \) represents the discount rate and \( \tilde{\kappa} \) is the Laplace exponent of the descending bivariate ladder height process; see (2.2).

**Theorem 1.3** If \( \Gamma \equiv \gamma \in (0, 1) \) and \( X \) is spectrally positive, then for any \( \delta \geq 0 \),

\[
\lim_{u \to \infty} E^{(u,\Gamma)} \left( \int_0^{\tau_u^\Gamma} e^{-\delta s} \Gamma_s d|X|_s \right) = \frac{\gamma}{\alpha(1 - \gamma) + \tilde{\kappa}(\delta, 0)}.
\]

(1.6)
When $\delta = 0$ this gives the limit of expected total amount of tax paid conditional on ruin occurring. In Theorem 4.3, we derive the existence of a finite limit in (1.6) when spectrally positivity is dropped and $\Gamma$ is only assumed to be bounded away from 1.

2 Preliminaries

Let $X = \{X_t : t \geq 0\}, X_0 = 0$, be a Lévy process with characteristic function $Ee^{i\theta X_t} = e^{i\Psi_X(\theta)}$, given by the Lévy-Khintchine representation

$$\Psi_X(\theta) = i\theta\gamma - \sigma^2\theta^2/2 + \int_{\mathbb{R}} (e^{i\theta x} - 1 - i\theta x \mathbf{1}_{\{|x|<1\}}) \Pi_X(dx), \quad \text{for } \theta \in \mathbb{R}$$

where $\Pi_X$ is the Lévy measure of $X$.

Let $D$ be the Skorohod space of functions $w : [0, \infty) \to \mathbb{R}$ which are right continuous with left limits. The usual right continuous completion of the filtration generated by the coordinate maps will be denoted by $\{\mathcal{F}_t\}_{t \geq 0}$. $P_z$ denotes the probability measure induced on $\mathcal{F}_\infty = \bigvee_{t \geq 0} \mathcal{F}_t$ by the Lévy process starting at $z \in \mathbb{R}$. We usually write $P$ for $P_0$. Set

$$\overline{w}_t = \sup_{s \leq t} w_s, \quad \overline{w} = \sup_{s \geq 0} w_s$$

and

$$\tau_z = \inf\{t > 0 : w_t > z\}, \quad \tau^-_z = \inf\{t > 0 : w_t < z\}.$$ 

It is convenient to assume that $X$ is given as the coordinate process on $D$, and we will write $X$ or $w$ depending on which seems clearer in the context. This means for example that $\tau_z = \inf\{t : X_t > z\}$, in agreement with the notation in the introduction.

Let $(L^{-1}_t, H_s)_{s \geq 0}$ denote the ascending bivariate ladder process of $X$, see Chapter VI of [4]. When $X_t \to -\infty$ a.s., as is the case when (1.1) holds, $(L^{-1}_t, H_t)$ is defective and may be obtained from a non-defective process $(L^{-1}, H)$ by exponential killing at some rate $q > 0$. The bivariate renewal function of $(L^{-1}_t, H_t)$ is

$$V(t, x) = \int_0^\infty e^{-qs}P(L_s^{-1} \leq t, H_s \leq x) ds,$$

and its Laplace exponent $\kappa$ is given by

$$e^{-\kappa(a, b)} = e^{-q} Ee^{-aL_t^{-1} - bH_t}$$

for values of $a, b \in \mathbb{R}$ for which the expectation is finite.

Let $\hat{X}_t = -X_t, t \geq 0$ denote the dual process, and $(\hat{L}^{-1}, \hat{H})$ the corresponding ascending bivariate ladder process of $\hat{X}$. Its bivariate renewal function will be denoted by $\hat{V}$, and its Laplace exponent by $\hat{\kappa}$. We assume the local times $L$ and $\hat{L}$ are chosen so that the Wiener-Hopf factorization takes the form

$$\kappa(a, -ib)\hat{\kappa}(a, ib) = a - \Psi_X(b), \quad a \geq 0, b \in \mathbb{R}.$$

Recall

$$X_t = \inf_{s \leq t} X_s$$
and \( R = X - X \) is the reflected process of \( X \). Its local time at 0 is \( \hat{L} \). Define \( e_t \) by

\[
e_t(s) = R_{(\hat{L}_{t-1} + s) \wedge \hat{L}_{t-1}} = (X_{(\hat{L}_{t-1} + s) \wedge \hat{L}_{t-1}} - X_{\hat{L}_{t-1}}) \vee 0.
\]

Then \( e_t \) is the excursion of \( R \) away from 0 at local time \( t \), and \( \{(t, e_t) : \hat{L}_{t-1} < \hat{L}_t\} \) is an \( \mathcal{F}_{\hat{L}_{t-1}} \)-Poisson point process with intensity measure \( \hat{n} \), called the excursion measure. This measure is defined on \( \mathcal{F} \) but is supported on the set

\[
\{w \in D : w_s \geq 0 \text{ for all } s\}.
\]

For \( t \geq 0 \), in agreement with the notation in (2.1), we write

\[
\overline{e}_t(r) = \sup_{s \leq r} e_t(s) \quad \text{and} \quad \overline{e}_t = \sup_{s \geq 0} e_t(s).
\]

Thus \( \overline{e}_t \) is the height of the excursion at local time \( t \). For \( u > 0 \) let

\[
T_u = \inf\{t : \overline{e}_t > u\}.
\]

Thus \( e_{T_u} \) is the first excursion to cross over level \( u \). This is the excursion \( \epsilon \) referred to in the introduction. For convenience we will use both notations \( e_{T_u} \) and \( \epsilon \) going forward.

### 3 The Reflected Process

We briefly review some well known properties of Lévy processes which satisfy (1.1). Since \( e^\alpha X_t \) is a non-negative martingale, it converges, and so \( X_t \to -\infty \) a.s. Define a new probability measure \( Q \) on \( \mathcal{F} \) by

\[
dQ = e^{\alpha X_t} dP \quad \text{on} \quad \mathcal{F}.
\]

Under \( Q \), \( X_1 \) has positive mean and so \( X_t \to \infty \) a.s. For any stopping time \( \tau \), (3.1) continues to hold if \( t \) is replaced by \( \tau \) provided we restrict to \( \{\tau < \infty\} \). In particular for any \( u > 0 \)

\[
E(e^{\alpha X_{\tau u}} ; \tau u < \infty) = Q(\tau u < \infty) = 1.
\]

Thus

\[
E(u) e^{\alpha (X_{\tau u} - u)} = \frac{e^{-\alpha u} E(e^{\alpha X_{\tau u}} ; \tau u < \infty)}{P(\tau u < \infty)} = \frac{1}{e^{\alpha u} P(\tau u < \infty)}.
\]

We will need the following results in which \( \Upsilon \in (0, \infty) \) is a known constant;

\[
\begin{align*}
\lim_{u \to \infty} e^{\alpha u} P(\tau u < \infty) &= \Upsilon, \\
\lim_{u \to \infty} e^{\alpha u} \hat{n}(\tau u < \zeta) &= \Upsilon \hat{n}(0, \alpha), \\
\lim_{u \to \infty} \hat{n}(e^{\alpha u} ; \tau u < \zeta) &= \hat{n}(0, \alpha),
\end{align*}
\]

where, as is customary, we write \( \hat{n}(K; B) \) for \( \int_B K(w)\hat{n}(dw) \). Equations (3.4a), (3.4b) and (3.4c) are (5) in [3], Theorem 1 in [4] and (3.30) in [10] respectively. Two simple consequences of these results are

\[
\sup_{u > 0} \frac{P(\tau u - x < \infty)}{\hat{n}(\tau u < \zeta)} \leq Ce^{\alpha x}
\]

(3.5)
for every $x \geq 0$ where $C$ does not depend on $x$, and

$$
\tilde{n}(e^{u \tau_v}; \tau_v < \zeta) < \infty \text{ for all } v > 0. \tag{3.6}
$$

We will use $C$ throughout to denote the value of an absolute constant whose precise value is not important and may change from one usage to the next.

The excursion measure $\tilde{n}$ of $X - X$ was introduced in Section 2. To obtain results about $e^u = e^{\tilde{t}_v}$, the final excursion of $\epsilon$ below its supremum prior to first passage over $u$, we will also need the excursion measure $n$ of $X - X$. This is defined similarly to $\tilde{n}$, but to compute the limiting overshoot, we need to include additional information about any possible jump at the end of the excursion. For this reason we let

$$
\tilde{e}_t(s) = X_{(L_t^{-1} + s)^\wedge L_t^{-1}} - X_{L_t^{-1}}.
$$

Then $\{(t, \tilde{e}_t): L_t^{-1} < L_t^{-1}\}$ is a Poisson point process with intensity measure $n$. To account for the possibility that first passage of $X$ over a level is due to a jump which does not occur at the end of an excursion interval we need to add an additional term to $n$. For this let $x \in D$ be the path which is identically $x \in \mathbb{R}$ and define

$$
\tilde{n}(A) = n(A) + d_{L^{-1}}(\{x: x \in A\}), \text{ for } A \in \mathcal{F},
$$

where $d_{L^{-1}}$ is the drift of $L^{-1}$ and $\Pi^+_X(\cdot) = \Pi_X(\cdot \cap (0, \infty))$. The following result, Theorem 3.1 in [5], indicates the need to introduce $\tilde{n}$ and is the starting point for our investigation.

**Theorem 3.1** Assume $G: [0, \infty) \times D \to [0, \infty)$ is measurable, $G(y, w)e^{-\alpha(w \zeta - y)I(w \zeta > y)$ is bounded in $(y, w)$, and $\tilde{n}(B_y^\circ) = 0$ for a.e. $y$ with respect to Lebesgue measure, where

$$
B_y = \{w: G(\cdot, w) \text{ is continuous at } y\}.
$$

Then, with $d_H$ denoting the drift of $H$, we have

$$
\lim_{u \to \infty} E^{(u)}G(u - \overline{X}_{g_u}, X^u) = \int_{(0, \infty)} \frac{\alpha}{q} e^{\alpha y} dy \int_D G(y, w) \tilde{n}(d w, w \zeta > y) + d_H \frac{\alpha}{q} G(0, 0), \tag{3.7}
$$

where the limit is finite.

The final term in the limit accounts for the possibility of $X$ creeping over level $u$. The continuity condition holds when $G$ is continuous in $y$ for each $w$. The boundedness condition holds when $G$ is bounded, but allows for certain unbounded functions. Since $w^u_\zeta = w_{\tau_u} - \overline{w}_{g_u}$, the boundedness condition also implies

$$
G(u - \overline{w}_{g_u}, w^u) \leq C e^{\alpha(w_{\tau_u} - u)} \text{ on } \{\tau_u < \infty\}, \tag{3.8}
$$

and hence it follows immediately from (3.3) and (3.4a) that

$$
\sup_{u > 0} E^{(u)}G(u - \overline{X}_{g_u}, X^u) < \infty. \tag{3.9}
$$

---

2 In [5], $(\tilde{L}^{-1}, \tilde{H})$ is taken to be the weakly ascending bivariate ladder height process of $\tilde{X}$. This distinction is only an issue when $X$ is compound Poisson, in which case a slightly different definition of $X^u$ is used in [5], but the proofs given here will still work with minor modifications in that case.
We are now ready to state the main result of this section. In its proof we will make use of the following well known property of Poisson point processes, see [4]; for any nonnegative measurable functional $K : D \to \mathbb{R}$

$$EK(\epsilon) = EK(e_{\tau_u}) = \frac{\hat{n}(K; \tau_u < \zeta)}{\hat{n}(\tau_u < \zeta)}. \quad (3.10)$$

Additionally we make use of ideas from [10], together with Theorem 3.1.

**Theorem 3.2** Assume $G$ satisfies the same conditions as in Theorem 3.1, then

$$\lim_{u \to \infty} EG(u - \tau_{g_u}, \epsilon_u) = \lim_{u \to \infty} E(u)G(u - X_{g_u}, X_u).$$

**Proof** For any $0 < v \leq u < \infty$, by (3.10) and the strong Markov property for $\hat{n}$,

$$EG(u - \tau_{g_u}, \epsilon_u) = \frac{\hat{n}(G(u - X_{g_u}, X_u); \tau_u < \zeta)}{\hat{n}(\tau_u < \zeta)}$$

$$= \int_{[v,u]} \hat{n}(w_{\tau_v} \in dx, \tau_v < \zeta) \frac{E_x(G(u - X_{g_u}, X_u); \tau_u < \tau - 0)}{\hat{n}(\tau_u < \zeta)}$$

$$+ \frac{\hat{n}(G(u - X_{g_u}, X_u); w_{\tau_v} > u, \tau_u < \zeta)}{\hat{n}(\tau_u < \zeta)} = I + II.$$

For $II$, by (3.3) we have

$$II \leq \frac{C\hat{n}(e^{\alpha(w_{\tau_v} - u)}; w_{\tau_v} > u, \tau_u < \zeta)}{\hat{n}(\tau_u < \zeta)} = \frac{C\hat{n}(e^{\alpha w_{\tau_v}}; w_{\tau_v} > u, \tau_u < \zeta)}{e^{\alpha u}\hat{n}(\tau_u < \zeta)}$$

since $\tau_u = \tau_v$ if $w_{\tau_v} > u$. Thus for every $v > 0$, by (3.4b), (3.6) and dominated convergence

$$\lim_{u \to \infty} II = 0. \quad (3.11)$$

For $I$, we begin by writing

$$I = \int_{[v,u]} \hat{n}(w_{\tau_v} \in dx, \tau_v < \zeta) \frac{E_x(G(u - X_{g_u}, X_u); \tau_u < \infty)}{\hat{n}(\tau_u < \zeta)}$$

$$- \int_{[v,u]} \hat{n}(w_{\tau_v} \in dx, \tau_v < \zeta) \frac{E_x(G(u - X_{g_u}, X_u); \tau_u < \tau - \infty)}{\hat{n}(\tau_u < \zeta)}$$

$$= I_1 - I_2.$$

To find the limit of $I_1$ we first write

$$I_1 = \int_{[v,u]} \hat{n}(w_{\tau_v} \in dx, \tau_v < \zeta) \frac{P(\tau_u - x < \infty)}{\hat{n}(\tau_u < \zeta)} f(u - x)$$

where

$$f(u) = \frac{E(u)G(u - X_{g_u}, X_u); \tau_u < \infty) \frac{P(\tau_u < \infty)}{P(\tau_u < \infty)} = E(u)G(u - X_{g_u}, X_u). \quad (3.12)$$
By (3.9) and Theorem 3.1, \( f \) is bounded and \( f(u) \) converges as \( u \to \infty \) to the right hand side of (3.7). By (3.4a) and (3.4b), for every \( x \geq 0 \)

\[
\frac{P(\tau_u < \zeta)}{\hat{n}(\tau_u < \zeta)} \to \frac{e^{\alpha x}}{\hat{\kappa}(0, \alpha)}
\]
as \( u \to \infty \). Thus by (3.5) and (3.6), for every \( v > 0 \), we can apply dominated convergence to obtain

\[
\lim_{u \to \infty} I_1 = \frac{\hat{n}(e^{\alpha w}; \tau_u < \zeta)}{\hat{\kappa}(0, \alpha)} \left( \int_{[0, \infty)} \frac{\alpha}{q} e^{\alpha y} dy \int_D G(y, w) \hat{\Pi}(dw, w(\zeta) > y) + d_H \frac{\alpha}{q} G(0, 0) \right).
\]

Letting \( v \to \infty \) and using (3.4c) then gives

\[
\lim_{u \to \infty} \lim_{v \to \infty} I_1 = \int_{[0, \infty)} \frac{\alpha}{q} e^{\alpha y} dy \int_D G(y, w) \hat{\Pi}(dw, w(\zeta) > y) + d_H \frac{\alpha}{q} G(0, 0).
\] (3.12)

For \( I_2 \) we first observe that for any \( x \geq 0 \), by the strong Markov property and then (3.2)

\[
E_x(e^{\alpha(X_{\tau_u} - u)}; \tau_0 < \tau_u < \infty) = \int_{z < 0} P_x(X_{\tau_u}^0 < dz; \tau_u^0 < \tau_u) E_{z}(e^{\alpha(X_{\tau_u} - u)}; \tau_u < \infty)
\]

\[
= \int_{z < 0} P_x(X_{\tau_u}^0 < dz; \tau_u^0 < \tau_u) e^{-\alpha(u-z)}
\]

\[
\leq e^{-\alpha u}.
\]

Thus by (3.8)

\[
I_2 \leq C \int_{[v, u]} \hat{n}(w; \tau_v < \zeta) \frac{E_x(e^{\alpha(X_{\tau_u} - u)}; \tau_0^u < \tau_u < \infty)}{\hat{n}(\tau_u < \zeta)}
\]

\[
\leq \frac{C \hat{n}(\tau_u < \zeta)}{e^{\alpha u} \hat{n}(\tau_u < \zeta)}
\]

\[
\to \frac{C \hat{n}(\tau_u < \zeta)}{\hat{\kappa}(0, \alpha)}
\]
as \( u \to \infty \) by (3.4b). Hence

\[
\lim_{v \to \infty} \lim_{u \to \infty} I_2 = 0.
\]

Combined with (3.11) and (3.12) this completes the proof. \( \square \)

It is now immediate that any limit laws computed from \( (u - \overline{X}_{g_u}, X_u) \) under \( P(u) \) translate to limit laws for \( (u - \overline{\varepsilon}_{g_u}, \varepsilon_u) \) under \( P \). As one example, from Theorem 3.4 of [8], we have the following extension of the Theorem 2 in [10];

**Proposition 3.1** For any \( y \geq 0, x \geq 0, v \geq 0, t \geq 0 \)

\[
P(u - \overline{\varepsilon}_{g_u} \in dy, \varepsilon_{\tau_u} - u \in dx, u - \varepsilon_{\tau_u} \in dv, \tau_u^t - g_u^t \in dt)
\]

\[
\to \frac{w}{q} e^{\alpha y} dy I(v \geq y) \hat{V}(dt, dv, d\alpha) \Pi_X(v + dx) + d_H \frac{\alpha}{q} \delta_{(0,0,0,0)}(dx, dy, dv, dt)
\]

where \( \delta_{(0,0,0,0)} \) is a point mass at \( (0,0,0,0) \).

Integrating out \( y \) and \( t \) yields the joint limiting distribution of the undershoot and overshoot of \( R \) obtained in [10]. However, as pointed out in the introduction, we can not in general replace \( \varepsilon \) by \( R \) in Proposition 3.1 since \( g_u^0 \) need not occur on the excursion \( \epsilon \).
4 General Tax Structures

From the definition of $R^\Gamma$ in [12], it is easily seen, see Lemma 2.1 of [9], that

$$R^\Gamma_t = X_t - \int_0^t \Gamma_s dX_s,$$

(4.1)

where $R^\Gamma_t = \inf_{s \leq t} R^\Gamma_s$. Thus

$$R^\Gamma_t - R^\Gamma_t = R_t.$$

As a consequence the excursions of $R^\Gamma$ above its infimum do not depend of $\Gamma$. They are precisely the same as the excursions of $R$, a property which plays a central role in our use of excursion theory in this section. It is useful to picture $R^\Gamma$ on the interval $(\hat{L}_{L_t-1}, \hat{L}_{t-1})$ as the excursion $e_t$ emanating from level $R^\Gamma_{\hat{L}_{L_t-1}}$, that is

$$R^\Gamma_{\hat{L}_{L_t-1} + s} = R^\Gamma_{\hat{L}_{L_t-1}} + e_t(s), \quad 0 \leq s < \hat{L}_{L_t-1} - \hat{L}_{t-1}.$$  

(4.2)

Set

$$\hat{H}^\Gamma_t = -R^\Gamma_{\hat{L}_{L_t-1}} = -\int_{\hat{L}_{L_t-1}}^{\hat{L}_{t-1}} (1 - \Gamma_s) dX_s = \int_{\hat{L}_{L_t-1}}^{\hat{L}_{t-1}} (1 - \Gamma_s)d|X|.$$  

(4.3)

This plays the same role in relation to $R^\Gamma$ that $\hat{H}$ does in relation to $X$. We will often use, without further mention, that for each fixed $t$, $\hat{H}^\Gamma_t = \hat{H}^\Gamma_{t-} a.s.$ This is because

$$0 \leq \hat{H}^\Gamma_t - \hat{H}^\Gamma_{t-} = \lim_{r \uparrow t} \int_{(\hat{L}_{r-1}, \hat{L}_{r-1}^{-1})} (1 - \Gamma_s)d|X|,$$

$$\leq \lim_{r \uparrow t} (|X|_{\hat{L}_{r-1}} - |X|_{\hat{L}_{r-1}^{-1}})
= \lim_{r \uparrow t} (\hat{H}_t - \hat{H}_r)
= \hat{H}_t - \hat{H}_{t-} = 0 a.s.$$

Lemma 4.1 Let $T = \{ t : \hat{L}_{L_t-1} < \hat{L}_{t-1} \}$. Then $P(\hat{H}^\Gamma_{L_t-} = -R^\Gamma_{\hat{L}_{L_t-1}} \text{ for all } t \in T) = 1.$

Proof By a standard argument similar to p161 of [4],

$$P(\hat{X}_{\hat{L}_{L_t-1}} \text{ is left continuous at all } t \in T) = 1.$$  

(4.4)

Hence, on this set, by (4.1) and (4.3), for any $r < t$

$$0 \leq |R^\Gamma_{\hat{L}_{L_t-1}}| - \hat{H}^\Gamma_{L_t-} \leq |R^\Gamma_{\hat{L}_{L_t-1}}| - \hat{H}^\Gamma_{r-}
= \int_{(\hat{L}_{r-1}, \hat{L}_{r-1}^{-1})} (1 - \Gamma_s)d|X|$$

$$\leq |X|_{\hat{L}_{r-1}^{-1}} - |X|_{\hat{L}_{r-1}^{-1}} \to 0$$

as $r \to t$ if $t \in T$. $\square$

Thus we may replace $R^\Gamma_{\hat{L}_{L_t-1}}$ in (4.2) with $-\hat{H}_{L_t-}$. With this we are ready to obtain the analogue of Cramér’s estimate for $\tau^\Gamma_u$.  
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Theorem 4.1 We have
\[ \lim_{u \to \infty} e^{\alpha u} P(\tau_u^\Gamma < \infty) = \Upsilon(0, \alpha) \int_0^\infty E e^{-\alpha \hat{H}^\Gamma_t} \, dt. \] (4.5)

A sufficient condition for the limit to be finite is that \( \Gamma \) be bounded away from 1. If \( \Gamma \equiv \gamma \) for some fixed \( \gamma \in [0, 1) \), then
\[ e^{\alpha u} P(\tau_u^\Gamma < \infty) \to \Upsilon(0, \alpha) \frac{\hat{\kappa}(0, (1 - \gamma))}{\hat{\kappa}(0, (1 - \gamma))}. \] (4.6)

Proof For notational convenience we set \( \overline{\mathcal{R}}^\Gamma_t = \overline{\mathcal{R}}^\Gamma_t \). Note that \( \overline{\mathcal{R}}^\Gamma_t - \hat{\Gamma} \) is left continuous and \( \overline{\mathcal{F}}^{\overline{\mathcal{R}}} - \hat{\Gamma} \) adapted, hence for any \( u > 0 \) by the compensation formula applied to the point process of excursions
\[ P(\tau_u^\Gamma < \infty) = E \sum_t I(\overline{\mathcal{R}}^\Gamma_t - \hat{\Gamma}_u < u, \tau_t > u + \hat{\Gamma}_u). \]

By (3.4b), there is a constant \( C \) such that for all \( u \geq 1 \) and all \( z \geq 0 \)
\[ \frac{\hat{n}(\tau_u + z < \zeta)}{\hat{n}(\tau_u < \zeta)} \leq C e^{-\alpha z}. \] (4.7)

Thus if the integral in (4.5) is finite then by dominated convergence and (3.4b)
\[ \lim_{u \to \infty} \frac{P(\tau_u^\Gamma < \infty)}{\hat{n}(\tau_u < \zeta)} = \int_0^\infty E e^{-\alpha \hat{H}^\Gamma_t} \, dt. \] (4.8)

If the integral is infinite then (4.8) follows from Fatou. In either case (4.5) then follows from (4.8) and (3.4b).

If \( \Gamma \) is bounded away from 1, then \( \Gamma \leq \gamma \) for some \( \gamma \in [0, 1) \). Since, by (4.3), \( \hat{H}^\Gamma \) is decreasing in \( \Gamma \), to prove the limit in (4.5) is finite, it suffices to prove it is finite when \( \Gamma \equiv \gamma \). Thus assume \( \Gamma \equiv \gamma \) for some fixed \( \gamma \in [0, 1) \). Then by (4.3), \( \hat{H}^\Gamma = (1 - \gamma) \hat{H} \), and
\[ \int_0^\infty E e^{-\alpha \hat{H}^\Gamma_t} \, dt = \int_0^\infty E e^{-\alpha (1 - \gamma) t} \, dt = \frac{1}{\hat{\kappa}(0, (1 - \gamma))} \]
which also proves (4.6).

If \( \Gamma \equiv 1 \), then \( \hat{H}^\Gamma \equiv 0 \) so the integral in (4.5) is infinite. Of course in this case \( R^\Gamma = R \) and \( P(\tau_u^\Gamma < \infty) = 1 \), and so the limit in (4.5) must be infinite. This example illustrates that some condition is required on \( \Gamma \) if the limit in (4.5) is to be finite. A simple sufficient condition, as shown in Theorem 4.1, is that \( \Gamma \) be bounded away from 1. The following example shows that this is not necessary.

Example 4.1 Fix \( \beta > 0 \) and let \( \Gamma_s = f(X_s) \) where
\[ f(s) = \begin{cases} 0, & s \leq \beta \\ 1 - \beta s^{-1}, & s \geq \beta. \end{cases} \]
Assume $X$ is spectrally positive. Then we may take $\hat{L}_t = |X|_t$ in which case $\hat{H}_t = t$. Thus by (4.3), after a change of variable,

$$\hat{H}_t = \int_0^t (1 - f(s))ds = \begin{cases} t, & t \leq \beta \\ \beta + \beta \ln(t/\beta), & t > \beta. \end{cases}$$  \hspace{1cm} (4.9)

Hence

$$\int_0^\infty Ee^{-\alpha \hat{H}_t}dt = \begin{cases} \infty, & \beta \leq \alpha^{-1} \\ c_\Gamma, & \beta > \alpha^{-1}. \end{cases}$$  \hspace{1cm} (4.10)

where

$$c_\Gamma = \frac{\alpha \beta - 1 + e^{-\alpha \beta}}{\alpha(\alpha \beta - 1)}.$$  

Since $\hat{\kappa}(0, \alpha) = \alpha$, (4.5) then becomes

$$\lim_{u \to \infty} e^{\alpha u}P(\tau^\Gamma_u < \infty) = \frac{\Upsilon(\alpha \beta - 1 + e^{-\alpha \beta})}{\alpha \beta - 1}$$  if $\alpha \beta > 1$ and infinite otherwise.

We now turn to the proof of Theorem 1.2 for which we first give a precise statement.

**Theorem 4.2** Assume $G$ satisfies the same conditions as in Theorem 3.1 and $\Gamma$ is bounded away from 1. Then

$$\lim_{u \to \infty} E^{(u, \Gamma)}G(u - R^\Gamma_u, R^\Gamma_u, u) = \lim_{u \to \infty} EG(u - \tau^\Gamma_u, \tau^\Gamma_u).$$  \hspace{1cm} (4.11)

The proof of the Theorem will be accomplished via a series of propositions which break down the expectations depending on whether $\tau^\Gamma_u$ occurs during the first excursion $eT_u$ to reach level $u$ or on some later excursion, which necessarily must also reach level $u$. If $\tau^\Gamma_u$ occurs on the first excursion to exceed $u$, then $\hat{L}^{-1}_{T_u} \leq \tau^\Gamma_u < \hat{L}^{-1}_{T_u}$. Set

$$\sigma^\Gamma_u = \inf\{t \geq \hat{L}^{-1}_{T_u} : R^\Gamma_t > u\}.$$  

The following result asserts that if $R^\Gamma$ ever exceeds $u$, it does so only on the first excursion that exceeds $u$, except on a set which is negligible relative to the size of the event $\{\tau^\Gamma_u < \infty\}$.

**Proposition 4.1** Assume $\Gamma$ is bounded away from 1, then

$$\lim_{u \to \infty} \frac{P(\sigma^\Gamma_u < \infty)}{P(\tau^\Gamma_u < \infty)} = 0.$$  \hspace{1cm} (4.12)

Additionally, for any $x \geq 0$,

$$\lim_{u \to \infty} \frac{P(\hat{L}^{-1}_{T_u} \leq \tau^\Gamma_u - x \leq \tau^\Gamma_u < \hat{L}^{-1}_{T_u})}{P(\tau^\Gamma_u < \infty)} = 1.$$  \hspace{1cm} (4.13)
**Proof** Choose $\gamma \in [0, 1)$ such that $\Gamma \leq \gamma$. For notational convenience we will write $\hat{H}^\gamma$ for the process $\hat{H}^\gamma$ when $\Gamma \equiv \gamma$. Let $\hat{K}_u$ be independent of $X$ and have the same distribution as $\hat{H}_u = (1-\gamma) \hat{H}_u$. The Poisson point process \( \{(t, e_t) : \hat{L}_{(T_u+t)-}^{-1} < \hat{L}_{(T_u+t)+}^{-1}, t > 0\} \) is independent of $\hat{H}_u$ and its joint distribution with the increment process $\hat{H}_{u+} - \hat{H}_u$ is the same as the joint distribution of $\{(t, e_t) : \hat{L}_{-1}^{-1} < \hat{L}_{t}^{-1}\}$ with $\hat{H}$. Thus, since $\hat{H}$ is decreasing in $\Gamma$,

\[
P(\sigma^\gamma_u < \infty) = P(\tau_{T_u+t} > u + \hat{H}^\gamma_{(T_u+t)+} \text{ for some } t > 0) \\
\leq P(\tau_{T_u+t} > u + \hat{H}^\gamma_{(T_u+t)-} \text{ for some } t > 0) \\
= P(\tau_t > u + (1-\gamma) \hat{H}_t + \hat{K}_u \text{ for some } t > 0) \\
= \int z \mathcal{I}(z > u + (1-\gamma) \hat{H}_t + z \text{ for some } t > 0) P(\hat{K}_u \in dz) \\
\leq \int z E \sum_t \mathcal{I}(\tau_t > u + (1-\gamma) \hat{H}_t + z) P(\hat{K}_u \in dz) \\
= \int z E \int_0^\infty dt \, \mathcal{I}(\tau_{u+(1-\gamma) \hat{H}_t + z} < \zeta) P(\hat{K}_u \in dz).
\]

Thus by (4.7)

\[
\limsup_{u \to \infty} \frac{P(\sigma^\gamma_u < \infty)}{\mathcal{I}(\tau_u < \zeta)} \leq \left( C \int_0^\infty E e^{-\alpha(1-\gamma) \hat{H}_t} dt \right) \limsup_{u \to \infty} \int_0^\infty e^{-\alpha z} P(\hat{K}_u \in dz) \\
= \frac{C}{\kappa(0, (1-\gamma)\alpha)} \limsup_{u \to \infty} \int_0^\infty e^{-\alpha z} P((1-\gamma) \hat{H}_T \in dz) \\
= 0
\]

since $T_u \to \infty$ a.s. Together with (3.4b) and Theorem 4.1 this proves (4.12).

For (4.13), observe that

\[
\{\tau^\gamma_u < \infty\} = \{\hat{L}_{T_u-}^{-1} \leq \tau^\gamma_u < \hat{L}_{T_u-}^{-1}\} \cup \{\hat{L}_{T_u-}^{-1} \leq \tau^\gamma_u < \hat{L}_{T_u+}^{-1}\} \\
\subseteq \{\hat{L}_{T_u-}^{-1} \leq \tau^\gamma_u < \hat{L}_{T_u-}^{-1}\} \cup \{\sigma^\gamma_u < \infty\} \cup \{\hat{L}_{T_u-}^{-1} \leq \tau^\gamma_u < \infty\},
\]

since if $\tau^\gamma_u < \hat{L}_{T_u-}^{-1}$ and $\tau^\gamma_u < \hat{L}_{T_u-}^{-1}$ then $\sigma^\gamma_u < \infty$. But

\[
\frac{P(\hat{L}_{T_u-}^{-1} \leq \tau^\gamma_u < \infty)}{P(\tau^\gamma_u < \infty)} \leq \frac{P(\sigma^\gamma_u < \infty)}{P(\tau^\gamma_u < \infty)} \to 0
\]

by (4.12) and

\[
\frac{P(\sigma^\gamma_u < \infty)}{P(\tau^\gamma_u < \infty)} = \frac{P(\sigma^\gamma_{u-x} < \infty) P(\tau^\gamma_{u-x} < \infty) P(\tau^\gamma_u < \infty)}{P(\tau^\gamma_{u-x} < \infty) P(\tau^\gamma_u < \infty)} \to 0
\]

by Theorem 4.1 and (4.12). Hence (4.13) holds. □

Let $T^1_u = T_u$ and for $k \geq 2$, $T^k_u = \inf\{t > T^{k-1}_u : \tau_t > u\}$. Then

\[
\{\tau^\gamma_u < \infty\} = \bigcup_{k=1}^\infty \{\hat{L}_{T^k_u-}^{-1} \leq \tau^\gamma_u < \hat{L}_{T^k_u-}^{-1}\}.
\]
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Further
\[ \{ \hat{L}_{T_u}^{-1} - \tau_u^\Gamma < \hat{L}_{T_u}^{-1} \} = \{ \tau_u > u + \hat{H}_{T_u}^{\Gamma} \}, \]  
and for \( k \geq 2 \),
\[ \{ \hat{L}_{T_u}^{-1} - \tau_u^\Gamma < \hat{L}_{T_u}^{-1} \} = \{ \hat{R}_{T_u}^{\Gamma} \leq u, \tau_{T_u} > u + \hat{H}_{T_u}^{\Gamma} \}, \]  
where recall \( \hat{R}_t^\Gamma = \hat{R}_{L_t}^{\Gamma - 1} \). Set
\[ O_u = O_u(w) = w_{\tau_u} - u, \]
the overshoot of \( u \) by the path \( w \) on \( \{ \tau_u < \infty \} \). Then by (3.8)
\[ G(u - \hat{R}_{g_u}^{\Gamma}, R_{g_u}^{\Gamma}, u) \leq C e^{\alpha O_u(R^\Gamma)} \text{ if } \tau_u^\Gamma < \infty, \]  
while for any \( k \geq 1 \)
\[ O_u(R^\Gamma) = O_u + \hat{H}_{T_u}^{\Gamma} \text{ if } \hat{L}_{T_u}^{-1} \leq \tau_u^\Gamma < \hat{L}_{T_u}^{-1}. \]  

If \( G \) were bounded the following result would follow immediately from Proposition 4.1. In place of boundedness we make use of the weaker condition (3.8) that \( G \) satisfies.

**Proposition 4.2** Assume \( G \) satisfies the same conditions as in Theorem 3.1 and \( \Gamma \) is bounded away from 1. Then
\[ \lim_{u \to \infty} E^{(u, \Gamma)}[G(u - \hat{R}_{g_u}^{\Gamma}, R_{g_u}^{\Gamma}, u) : \hat{L}_{T_u}^{-1} \leq \tau_u^\Gamma < \infty] = 0. \]

**Proof** Fix \( k \geq 2 \). For any non-negative measurable function \( f \), by (4.15), (4.17) and the compensation formula
\[
E[f(O_u(R^\Gamma)); \hat{L}_{T_u}^{-1} \leq \tau_u^\Gamma < \hat{L}_{T_u}^{-1}]
\]
\[
= E[f(O_u + \hat{H}_{T_u}^{\Gamma}((e_T)_u^{T_k}), \hat{R}_{T_u}^{\Gamma} \leq u, \tau_{T_u} > u + \hat{H}_{T_u}^{\Gamma} ]
\]
\[
= E \sum_t I \left( \sum_{s < t} I(\tau_s > u) = k - 1, \hat{R}_{T_u}^{\Gamma} \leq u, \tau_t > u + \hat{H}_{T_u}^{\Gamma} \right) f(O_u + \hat{H}_{T_u}^{\Gamma}((e_t))
\]
\[
= \int_0^\infty dt \int P \left( \sum_{s < t} I(\tau_s > u) = k - 1, \hat{R}_{T_u}^{\Gamma} \leq u, \hat{H}_{T_u}^{\Gamma} \in dz \right) \hat{n}(f(O_{u+z}); \tau_{u+z} < \zeta).
\]  
Setting \( f \equiv 1 \) gives
\[
P(\hat{L}_{T_u}^{-1} \leq \tau_u^\Gamma < \hat{L}_{T_u}^{-1}) = \int_0^\infty dt \int P \left( \sum_{s < t} I(\tau_s > u) = k - 1, \hat{R}_{T_u}^{\Gamma} \leq u, \hat{H}_{T_u}^{\Gamma} \in dz \right) \hat{n}(\tau_{u+z} < \zeta).
\]  
Now by (3.4b) and (3.4e), for some \( u_0 \)
\[
\sup_{u \geq u_0} \frac{\hat{n}(e^{\alpha O_u}; \tau_u < \zeta)}{\hat{n}(\tau_u < \zeta)} \leq 2 \Gamma^{-1}
\]  
(4.20)
Thus taking \( f(x) = e^{\alpha x} \) and \( u \geq u_0 \) in (4.18), and using (4.19) and (4.20), we have for any \( k \geq 2 \)

\[
E[e^{\alpha O_u(R^\Gamma)}; \hat{L}_{T_u}^{-1} \leq \tau_u^\Gamma < \hat{L}_{T_u}^{-1}] \leq 2 \Upsilon^{-1} \mathbb{P}(\hat{L}_{T_u}^{-1} \leq \tau_u^\Gamma < \hat{L}_{T_u}^{-1}).
\]

Hence by (4.16), for \( u \geq u_0 \)

\[
E(u; \Gamma)[G(u - R_{\Gamma g_u}, R^\Gamma u); \hat{L}_{T_u}^{-1} \leq \tau_u^\Gamma < \infty] \leq C \sum_{k=2}^{\infty} E(u; \Gamma)[e^{\alpha O_u(R^\Gamma)}; \hat{L}_{T_u}^{-1} \leq \tau_u^\Gamma < \hat{L}_{T_u}^{-1}] \leq 2 \Upsilon^{-1} \mathbb{P}(\hat{L}_{T_u}^{-1} \leq \tau_u^\Gamma < \hat{L}_{T_u}^{-1}) \]

\[
= 2 \Upsilon^{-1} C \frac{\mathbb{P}(\hat{L}_{T_u}^{-1} \leq \tau_u^\Gamma < \infty)}{\mathbb{P}(\tau_u^\Gamma < \infty)} \to 0
\]

by (4.12). \( \Box \)

As a consequence of Proposition 4.2 we only need consider \( G(u - R_{\Gamma g_u}, R^\Gamma u) \) in Theorem 4.2 when \( \hat{L}_{T_u}^{-1} \leq \tau_u^\Gamma < \hat{L}_{T_u}^{-1} \). To relate this directly to the excursion \( \epsilon \) we introduce

\[
K(z, w) = \begin{cases} G(z - \varpi_g, w) & \text{if } \tau_z < \infty \\ 1 & \text{else}, \end{cases} \tag{4.21}
\]

and observe that if \( \hat{L}_{T_u}^{-1} \leq g_u^\Gamma \leq \tau_u^\Gamma < \hat{L}_{T_u}^{-1} \), then

\[
(u - R_{\Gamma g_u}, R^\Gamma u) = (u + \hat{H}_{T_u}^\Gamma - \tau_{g_u^\Gamma + \hat{H}_{T_u}^\Gamma}, \epsilon_u^\Gamma + \hat{H}_{T_u}^\Gamma),
\]

and so

\[
G(u - R_{\Gamma g_u}, R^\Gamma u) = K(u + \hat{H}_{T_u}^\Gamma, \epsilon).
\tag{4.22}
\]

Note also that by setting \( z = u \) and \( w = \epsilon \) in (4.21) we have

\[
G(u - \tau_{g_u}, \epsilon_u) = K(u, \epsilon_{T_u}),
\]

thus

\[
\lim_{u \to \infty} E(u - \tau_{g_u}, \epsilon_u) = \lim_{u \to \infty} E K(u, \epsilon_{T_u}). \tag{4.23}
\]

**Proposition 4.3** Assume \( G \) satisfies the same conditions as in Theorem 3.1 and \( \Gamma \) is bounded away from 1. Let

\[
L_G = \lim_{u \to \infty} E(u - \tau_{g_u}, \epsilon_u).
\tag{4.24}
\]

Then for any \( x \geq 0 \)

\[
\lim_{u \to \infty} E(u; \Gamma)[K(u + \hat{H}_{T_u}^\Gamma, \epsilon); \hat{L}_{T_u}^{-1} \leq \tau_u^\Gamma \leq \tau_u^\Gamma < \hat{L}_{T_u}^{-1}] = L_G.
\]
Proof Fix $x \geq 0$. Then by (4.14),

\[
E[K(u + \hat{H}_{T_u}^\Gamma, \tau); \hat{L}^{-1}_{T_u -} \leq \tau^\Gamma_{u - x} < \tau^\Gamma_u < \hat{L}^{-1}_{T_u}]
\]

\[
= E[K(u + \hat{H}_{T_u}^\Gamma, \tau); \hat{L}^{-1}_{T_u -} \leq u - x, \tau_T > u + \hat{H}_{T_u}^\Gamma]
\]

\[
= E \sum_l K(u + \hat{H}_{T_u}^\Gamma, \tau_l) I(\hat{L}^{-1}_{T_u -} \leq u - x, \tau_l > u + \hat{H}_{T_u}^\Gamma)
\]

\[
= \int_0^\infty dt \int \hat{P}(\hat{L}^{-1}_{T_u -} \leq u - x, \hat{H}_{T_u}^\Gamma d\hat{n}(K(u + z, \tau); \tau_{u + z} < \zeta)
\]

\[
= \int_0^\infty dt \int \hat{P}(\hat{L}^{-1}_{T_u -} \leq u - x, \hat{H}_{T_u}^\Gamma d\hat{n}(\tau_{u + z} < \zeta)
\]

where the final equality follows from (3.10).

In (4.25) set $G \equiv 1$, and hence $K \equiv 1$ by (4.21), to obtain

\[
P(\hat{L}^{-1}_{T_u -} \leq \tau^\Gamma_{u - x} \leq \tau^\Gamma_u < \hat{L}^{-1}_{T_u}) = \int_0^\infty dt \int \hat{P}(\hat{L}^{-1}_{T_u -} \leq u - x, \hat{H}_{T_u}^\Gamma d\hat{n}(\tau_{u + z} < \zeta).
\]

Fix $L_1 < L_G < L_2$. Then for sufficiently large $u$ and all $z \geq 0$, by (4.23) and (4.24) we have

\[
L_1 \leq EK(u + z, \tau_{T_u + z}) \leq L_2.
\]

Using these bounds in (4.25), together with (4.26), we have for large $u$

\[
L_1 P(\hat{L}^{-1}_{T_u -} \leq \tau^\Gamma_{u - x} \leq \tau^\Gamma_u < \hat{L}^{-1}_{T_u}) \leq E[K(u + \hat{H}_{T_u}^\Gamma, \tau); \hat{L}^{-1}_{T_u -} \leq \tau^\Gamma_{u - x} \leq \tau^\Gamma_u < \hat{L}^{-1}_{T_u}]
\]

\[
\leq L_2 P(\hat{L}^{-1}_{T_u -} \leq \tau^\Gamma_{u - x} \leq \tau^\Gamma_u < \hat{L}^{-1}_{T_u}).
\]

Divide throughout by $P(\tau^\Gamma_u < \infty)$, let $u \to \infty$ and use (1.13) (this is where we use $\Gamma$ bounded away from 1), then finally let $L_1 \uparrow L_G$ and $L_2 \downarrow L_G$ to get the result. \[\square\]

We will need the following consequence of (1.1):

\[
\int_{z \geq 1} z e^{\alpha z} \Pi_H(dz) < \infty,
\]

(4.27)

where $\Pi_H$ is the Lévy measure of $H$. This can be proved in a similar manner to Proposition 7.1 in [7]. We will also need the following relationship between $\vec{\pi}$ and $\Pi_H$ given in Corollary 4.1 of [8]; for $z > 0$

\[
\vec{\pi}(w_z \in dz) = \Pi_H(dz).
\]

(4.28)

Recall that if $\hat{L}^{-1}_{T_u -} \leq \tau^\Gamma_u < \hat{L}^{-1}_{T_u}$ then (4.22) holds. The next result shows this holds asymptotically, in an appropriate sense, if just $\hat{L}^{-1}_{T_u -} \leq \tau^\Gamma_u < \hat{L}^{-1}_{T_u}$.

Proposition 4.4 Assume $G$ satisfies the same conditions as in Theorem 3.1 and $\Gamma$ is bounded away from 1. Let

\[
Y_u = |G(u - \overline{R}_u^{\Gamma}, R^{\Gamma, u}) - K(u + \hat{H}_{T_u}^\Gamma, \tau)|.
\]

Then

\[
\lim_{u \to \infty} E(u, \Gamma)(Y_u; \hat{L}^{-1}_{T_u -} \leq \tau^\Gamma_u < \hat{L}^{-1}_{T_u}) = 0.
\]

(4.29)
Proof First observe that if \( \hat{L}^{-1}_{T_u} \leq \tau_u^\Gamma < \hat{L}^{1}_{T_u} \) then by (4.16) and (4.17),
\[
G(u - \hat{R}^\Gamma_{g^\epsilon}, R^{\Gamma,u}) \leq C e^{\alpha O_u + \hat{R}^\Gamma_{T_u}}(\epsilon)
\]
and by (3.8) and (4.21),
\[
K(u + \hat{H}^\Gamma_{T_u}, \epsilon) = G(u + \hat{H}^\Gamma_{T_u} - \tau^\epsilon_{u + \hat{R}^\Gamma_{T_u}} - \tau^\epsilon_{u + \hat{R}^\Gamma_{T_u}}) \leq C e^{\alpha O_u + \hat{R}^\Gamma_{T_u}}(\epsilon).
\]
For \( x > 0 \) set
\[
A_{u,x} = \{ u + \hat{H}^\Gamma_{T_u} - \tau^\epsilon_{u + \hat{R}^\Gamma_{T_u}} < x \}.
\]
If \( \hat{L}^{-1}_{T_u} \leq \tau^\epsilon_{u - x} \leq \tau^\Gamma_u < \hat{L}^{-1}_{T_u} \) and \( A_{u,x} \) hold then \( \hat{L}^{-1}_{T_u} \leq \tau^\epsilon_{u - x} \leq \tau^\Gamma_u < \hat{L}^{-1}_{T_u} \), and so by (4.22), \( Y_u = 0 \). Hence for any \( x > 0 \), by (4.30) and (4.31)
\[
E^{(u,\Gamma)}(Y_u; \hat{L}^{-1}_{T_u} \leq \tau^\epsilon_{u - x} \leq \tau^\Gamma_u < \hat{L}^{-1}_{T_u}) \leq C E^{(u,\Gamma)}(e^{\alpha O_u + \hat{R}^\Gamma_{T_u}}(\epsilon); A^\epsilon_{u,x}, \hat{L}^{-1}_{T_u} \leq \tau^\Gamma_u < \hat{L}^{-1}_{T_u})
\]
\[
+ C E^{(u,\Gamma)}(e^{\alpha O_u + \hat{R}^\Gamma_{T_u}}(\epsilon); \tau^\epsilon_{u - x} \leq \tau^\Gamma_u < \hat{L}^{-1}_{T_u})
\]
\[
= I + \Pi.
\]
For \( II \), set \( \tilde{G}(y, u) = e^{\alpha (w_{\xi} - y)} I(w_{\xi} \geq y) \) and define \( \tilde{K} \) by (4.21). Then on \( \{ \hat{L}^{-1}_{T_u} \leq \tau^\Gamma_u < \hat{L}^{-1}_{T_u} \} \),
\[
\tilde{K}(u + \hat{H}^\Gamma_{T_u}, \epsilon) = \tilde{G}(u + \hat{H}^\Gamma_{T_u} - \tau^\epsilon_{u + \hat{R}^\Gamma_{T_u}} - \tau^\epsilon_{u + \hat{R}^\Gamma_{T_u}}) = e^{\alpha O_u + \hat{R}^\Gamma_{T_u}}(\epsilon).
\]
Thus by Proposition 4.3 first with \( x = 0 \) then with a general \( x > 0 \), we have
\[
II = C E^{(u,\Gamma)}(\tilde{K}(u + \hat{H}^\Gamma_{T_u}, \epsilon); \hat{L}^{-1}_{T_u} \leq \tau^\Gamma_u < \hat{L}^{-1}_{T_u})
\]
\[
- C E^{(u,\Gamma)}(\tilde{K}(u + \hat{H}^\Gamma_{T_u}, \epsilon); \hat{L}^{-1}_{T_u} \leq \tau^\Gamma_u < \hat{L}^{-1}_{T_u})
\]
\[
\rightarrow C L \tilde{G} - C L \tilde{G} = 0.
\]
For \( I \) set \( \tilde{G}(y, u) = e^{\alpha (w_{\xi} - y)} I(w_{\xi} \geq y) I(y \geq x) \) and again define \( \tilde{K} \) by (4.21). Then by Proposition 4.3
\[
I = C E^{(u,\Gamma)}(\tilde{K}(u + \hat{H}^\Gamma_{T_u}, \epsilon); \hat{L}^{-1}_{T_u} \leq \tau^\Gamma_u \leq \hat{L}^{-1}_{T_u} \rightarrow C L \tilde{G},
\]
where
\[
L \tilde{G} = \int_{[0,\infty)} \frac{\alpha}{q} e^{\alpha q y} \int_D \tilde{G}(y, w) \bar{T}(w, w(\zeta) > y) + d_H \frac{\alpha}{q} \tilde{G}(0, 0)
\]
\[
= \int_{y \geq x} \frac{\alpha}{q} e^{\alpha q y} \int_D e^{\alpha (w_{\xi} - y)} \bar{T}(w, w(\zeta) > y)
\]
\[
= \int_{y \geq x} \frac{\alpha}{q} e^{\alpha q y} \int_{z > y} e^{\alpha (z - y)} \Pi_H(dz)
\]
\[
\leq \int_{z \geq x} \frac{\alpha}{q} e^{\alpha z} \Pi_H(dz) \rightarrow 0
\]
as \( x \rightarrow \infty \) by (4.27), where we used (4.28) to obtain the final equality. Since (4.32) holds for any \( x > 0 \), we can let \( u \rightarrow \infty \) then \( x \rightarrow \infty \) in (4.32) to get (4.29) \( \Box \).
Proof of Theorem 4.2 By Propositions 4.2 and 3.4

\[
|E^{(u,\Gamma)}(u - R^{\Gamma}_{\theta_0}, R^{\Gamma}, u) - E^{(u,\Gamma)}[K(u + \hat{H}^{\Gamma}_{\tau_{u^{-}}, \epsilon})]; \hat{L}^{-1}_{\tau_{u^{-}} -} \leq \tau_{u}^{\Gamma} < \hat{L}^{-1}_{\tau_{u^{-}}}]| \\
\leq E^{(u,\Gamma)}|[G(u - R^{\Gamma}_{\theta_0}, R^{\Gamma}, u) - K(u + \hat{H}^{\Gamma}_{\tau_{u^{-}}, \epsilon})]; \hat{L}^{-1}_{\tau_{u^{-}} -} \leq \tau_{u}^{\Gamma} < \hat{L}^{-1}_{\tau_{u^{-}}}| \\
+ E^{(u,\Gamma)}[G(u - R^{\Gamma}_{\theta_0}, R^{\Gamma}, u); \hat{L}^{-1}_{\tau_{u^{-}} -} \leq \tau_{u}^{\Gamma} < \infty] \rightarrow 0.
\]

The result then follows from Proposition 4.3 with \(x = 0\). \(\square\)

Combining Theorem 4.2 with Proposition 3.1 we have

**Proposition 4.5** For any \(y \geq 0, x \geq 0, v \geq 0, t \geq 0\)

\[
P^{(u,\Gamma)}(u - R^{\Gamma}_{\theta_0} \in dy, R^{\Gamma}_{\theta_0} - u \in dx, u - R^{\Gamma}_{\theta_0} \in dv, \tau_{u}^{\Gamma} - \theta_0 \in dt) \\
\rightarrow \frac{\alpha}{q} e^{\alpha y} dy I(v \geq y) \hat{V}(dt, dv - y) \Pi_{\Gamma}(v + dx) + d_{E} \frac{\alpha}{q} \delta_{(0,0,0,0)}(dx, dy, dv, dt).
\]

We can also compute the limiting expected value for certain unbounded functionals in (4.11). As an example the following result gives the future value, at time \(\theta_0^{\Gamma}\), of a Gerber-Shiu expected discounted penalty function (EDPF).

**Proposition 4.6** For any \(\lambda \geq 0, \eta \leq \alpha \) and \(\delta \geq 0\), if \(\eta + \lambda - \alpha \neq 0\)

\[
\lim_{u \rightarrow \infty} E^{(u,\Gamma)} e^{-\lambda(u-R^{\Gamma}_{\theta_0})+\eta(\theta_0-u)-\delta(\tau_{u}^{\Gamma}-\theta_0^{\Gamma})} = \lim_{u \rightarrow \infty} E e^{-\lambda(u-\tau_{u}^{\Gamma})+\eta(\theta_0-u)-\delta(\tau_{u}^{\Gamma}-\theta_0^{\Gamma})} \\
= \frac{\alpha(\kappa(\delta, \lambda - \alpha) - \kappa(\delta, -\eta))}{q(\eta + \lambda - \alpha)}.
\]

This follows from the analogous result for \(X\) under \(P^{(u)}\) given in (9.5) of [3].

We conclude by computing the expected present value of tax paid conditional on ruin occurring.

**Theorem 4.3** If \(\int_{0}^{\infty} E e^{-\alpha \hat{H}^{\Gamma}_{t}} dt < \infty \) and \(\delta \geq 0\) then

\[
\lim_{u \rightarrow \infty} E^{(u,\Gamma)} \left( \int_{0}^{\hat{\tau}_{u}^{\Gamma}} e^{-\delta \Gamma_{s} d|X|_{s}} \right) = \frac{E \int_{0}^{\infty} dt e^{-\alpha \hat{H}^{\Gamma}_{t}} \left( \int_{0}^{\hat{\tau}_{u}^{\Gamma}} e^{-\delta \Gamma_{s} d|X|_{s}} \right)}{\int_{0}^{\infty} E e^{-\alpha \hat{H}^{\Gamma}_{t}} dt}.
\]

(4.33)

The limit is finite if in addition \(\Gamma\) is bounded away from 0. Finally if \(\Gamma \equiv \gamma \in (0,1)\) and \(X\) is spectrally positive then

\[
\lim_{u \rightarrow \infty} E^{(u,\Gamma)} \left( \int_{0}^{\hat{\tau}_{u}^{\Gamma}} e^{-\delta \Gamma_{s} d|X|_{s}} \right) = \frac{\gamma}{\alpha(1 - \gamma) + \kappa(\delta, 0)}.
\]

(4.34)

**Proof** Since \(d|X|_{s}\) does not assign mass to intervals of the form \((\hat{L}^{-1}_{\tau_{u^{-}}, \epsilon}, \hat{L}^{-1}_{\tau_{u^{-}}} -)\), it follows that if \(\hat{L}^{-1}_{\tau_{u^{-}} -} \leq \tau_{u}^{\Gamma} < \hat{L}^{-1}_{\tau_{u^{-}}}\) then

\[
\int_{0}^{\hat{\tau}_{u}^{\Gamma}} e^{-\delta \Gamma_{s} d|X|_{s}} = \int_{0}^{\hat{L}^{-1}_{\tau_{u^{-}}} -} e^{-\delta \Gamma_{s} d|X|_{s}}.
\]
Set
\[ K_t = \int_0^{\hat{\tau}_t} e^{-\delta s} \Gamma_s d|X|_s. \]

Then
\[ K_t - K_t^- = \lim_{r \uparrow t} (K_t - K_r^-) = \lim_{r \uparrow t} \int_{(\hat{\tau}_{r^-}^{\hat{\tau}_t}, \hat{\tau}_t]} e^{-\delta s} \Gamma_s d|X|_s \leq |X|_{\hat{\tau}_t} - \lim_{r \uparrow t} |X|_{\hat{\tau}_{r^-}^{\hat{\tau}_t}}. \]  

Thus by (4.4), \( P(K_t^- = K_t \text{ for all } t \in \mathcal{T}) = 1 \). Also from (4.35), we have \( K_t^- \leq \hat{\mathcal{H}}_t - \hat{\mathcal{H}}_{t^-} \).

Hence \( P(K_t^- = K_t \text{ a.e. w.r.t. Lebesgue measure}) = 1 \), because \( \hat{\mathcal{H}} \) is continuous except at its jump times which are at most countably. Since \( K_{t^-} \) is clearly predictable, using these properties with the compensation formula, we have
\[
E\left( \int_0^{\tau_u^\Gamma} e^{-\delta s} \Gamma_s d|X|_s; \tau_u^\Gamma < \infty \right)
\]
\[ = E \sum_{t \in \mathcal{T}} \left( \int_0^{\hat{\tau}_t - 1} e^{-\delta s} \Gamma_s d|X|_s \right) I(\mathcal{R}_{t^-}^\Gamma \leq u, \mathcal{R}_t > u + \hat{\mathcal{H}}_t^\Gamma)
\]
\[ = E \sum_{t \in \mathcal{T}} K_t^- I(\mathcal{R}_{t^-}^\Gamma \leq u) \mathcal{R}_t > u + \hat{\mathcal{H}}_t^\Gamma)
\]
\[ = E \int_0^\infty dt K_t^- I(\mathcal{R}_{t^-}^\Gamma \leq u) \mathcal{R}_t > u + \hat{\mathcal{H}}_t^\Gamma)
\]
\[ = E \int_0^\infty dt \left( \int_0^{\hat{\tau}_t - 1} e^{-\delta s} \Gamma_s d|X|_s \right) I(\mathcal{R}_{t^-}^\Gamma \leq u) \mathcal{R}_t > u + \hat{\mathcal{H}}_t^\Gamma). \]

Dividing by \( P(\tau_u^\Gamma < \infty) \) and using (4.5) and (3.4b), we obtain (4.33) provided we can justify taking the limit inside the integral. If the numerator on the right side of (4.33) is finite, then since
\[
\frac{\mathcal{R}(\tau_u^\Gamma \leq \zeta)}{P(\tau_u^\Gamma < \infty)} \leq C e^{-\alpha \hat{\mathcal{H}}_t^\Gamma) \mathcal{R}(\tau_u < \zeta)} \frac{\mathcal{R}(\tau_u < \zeta)}{P(\tau_u < \infty)}
\]
for \( u \geq 1 \) by (4.7), we can apply dominated convergence to obtain the result. If it is infinite then the result follows from Fatou.

Since the numerator of the limit in (4.33) is increasing in \( \Gamma \), to check the limit is finite when \( \Gamma \) is bounded away from 1, it suffices to check the numerator is finite when \( \Gamma \equiv \gamma \in (0, 1) \). In that case since \( e^{-\delta s} \Gamma_s \leq 1 \),
\[
E \int_0^\infty dt e^{-\alpha \hat{\mathcal{H}}_t^\Gamma) \mathcal{R}(\tau_u < \zeta)} \frac{\mathcal{R}(\tau_u < \zeta)}{P(\tau_u < \infty)}
\]
In the case \( X \) is spectrally positive, we may take \( \hat{L}_t = |X|_t \) in which case \( \hat{\mathcal{H}}_t = t \). Thus if that \( \Gamma \equiv \gamma \in (0, 1) \), then
\[
\int_0^\infty E e^{-\alpha \hat{\mathcal{H}}_t^\Gamma) \mathcal{R}(\tau_u < \zeta)} \frac{\mathcal{R}(\tau_u < \zeta)}{P(\tau_u < \infty)}
\]
(4.36)
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and after a change of variable
\[
E \int_0^\infty dt e^{-\alpha \hat{H}_t} \left( \int_0^{\hat{L}_{t-1}} e^{-\delta s} \Gamma_s d[X]_s \right) = \int_0^\infty dt e^{-\alpha (1-\gamma) t} \int_0^t E e^{-\delta \hat{L}_{t-1}} \gamma dr \\
= \frac{\gamma}{\hat{\kappa}(\delta, 0)} \int_0^\infty dt e^{-\alpha (1-\gamma) t} \left( 1 - e^{-\hat{\kappa}(\delta, 0) t} \right) \\
= \frac{\gamma}{\alpha (1-\gamma)(\alpha (1-\gamma) + \hat{\kappa}(\delta, 0))},
\]

which results in (4.34) after dividing by (4.36).

\[\square \]

**Example 4.2** We compute the expected total tax paid \((\delta = 0)\) in Example 4.1. First observe that after a change of variable
\[
\int_0^{\hat{L}_{t-1}} \Gamma_s d[X]_s = \int_0^t f(s) ds \\
= \begin{cases} 
0, & t \leq \beta \\
0 - \beta \ln(t/\beta), & t \geq \beta.
\end{cases}
\]

Thus from (4.9)
\[
E \int_0^\infty dt e^{-\alpha \hat{H}_t} \left( \int_0^{\hat{L}_{t-1}} e^{-\delta s} \Gamma_s d[X]_s \right) = \int_0^\infty e^{-\alpha \beta (1+\ln(t/\beta))} \left( t - \beta - \beta \ln(t/\beta) \right) dt \\
= \beta^2 e^{-\alpha \beta} \int_1^\infty \frac{s - 1 - \ln s}{s^{\alpha \beta}} ds \\
= \frac{\beta^2 e^{-\alpha \beta}}{(\alpha \beta - 1)^2 (\alpha \beta - 2)}
\]

if \(\alpha \beta > 2\) and is infinite otherwise. Hence from (4.10) the limiting expected total tax paid conditional on ruin occurring, given by (4.33), is
\[
E \int_0^\infty dt e^{-\alpha \hat{H}_t} \left( \int_0^{\hat{L}_{t-1}} \Gamma_s d[X]_s \right) = \frac{\alpha \beta^2 e^{-\alpha \beta}}{(\alpha \beta - 1)(\alpha \beta - 2)(\alpha \beta - 1 + e^{-\alpha \beta})}
\]
when \(\alpha \beta > 2\) and is infinite otherwise.
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