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Abstract—Federated learning has emerged as a popular technique for distributing machine learning (ML) model training across the wireless edge. In this paper, we propose two timescale hybrid federated learning (TT-HF), a semi-decentralized learning architecture that combines the conventional device-to-server communication paradigm for federated learning with device-to-device (D2D) communications for model training. In TT-HF, during each global aggregation interval, devices (i) perform multiple stochastic gradient descent iterations on their individual datasets, and (ii) aperiodically engage in consensus procedure of their model parameters through cooperative, distributed D2D communications within local clusters. With a new definition of gradient diversity, we formally study the convergence behavior of TT-HF, resulting in new convergence bounds for distributed ML. We leverage our convergence bounds to develop a consensus mechanism that tunes the step size, D2D communication rounds, and global aggregation period of TT-HF over time to target a sublinear convergence rate of \(O(1/t)\) while minimizing network resource utilization. Our subsequent experiments demonstrate that TT-HF significantly outperforms the current art in federated learning in terms of model accuracy and/or network energy consumption in different scenarios where local device datasets exhibit statistical heterogeneity. Finally, our numerical evaluations demonstrate robustness against outages caused by fading channels, as well as favorable performance with non-convex loss functions.

Index Terms—Device-to-device (D2D) communications, peer-to-peer (P2P) learning, fog learning, cooperative consensus formation, semi-decentralized federated learning.

I. INTRODUCTION

Machine learning (ML) techniques have exhibited widespread successes in applications ranging from computer vision to natural language processing [2]–[4]. Traditionally, ML model training has been conducted in a centralized manner, e.g., at datacenters, where the computational infrastructure and dataset required for training coexist. In many applications, however, the data required for model training is generated at devices which are distributed across the edge of communications networks. As the amount of data on each device increases, uplink transmission of local datasets to a main server becomes bandwidth-intensive and time consuming, which is prohibitive in latency-sensitive applications [5]. Common examples include object detection for autonomous vehicles [6] and keyboard next-word prediction on smartphones [7], each requiring rapid analysis of data generated from embedded sensors. Also, in many applications, end users may not be willing to share their datasets with a server due to privacy concerns [8].

A. Federated Learning at the Wireless Edge

Federated learning has emerged as a popular distributed ML technique for addressing these bandwidth and privacy challenges [9]–[11]. A schematic of its conventional architecture is given in Fig. 1 in each iteration, each device trains a local model based on its own dataset, often using (stochastic) gradient descent. The devices then upload their local models to the server, which aggregates them into a global model, often using a weighted average, and synchronizes the devices with this new model to initiate the next round of local training.

Although widespread deployment of federated learning is desired [12], [13], its conventional architecture in Fig. 1 poses challenges for the wireless edge: the devices comprising the Internet of Things (IoT) may exhibit significant heterogeneity in their computational resources (e.g., a high-powered drone compared to a low-powered smartphone) [14]; additionally, the devices may exhibit varying proximity to the server (e.g., varying distances from smartphones to the base station in a cell), which may cause significant energy consumption for upstream data transmission [15].

To mitigate the cost of uplink and downlink transmissions, local model training coupled with periodic but infrequent global aggregations has been proposed [14], [16], [17]. Yet, the local datasets may exhibit significant heterogeneity in their statistical distributions [18], resulting in learned models that may be biased towards local datasets, hence degrading the global model accuracy [16].

In this setting, motivated by the need to mitigate divergence across the local models, we study the problem of resource-efficient federated learning across heterogeneous local datasets at the wireless edge. A key technology that we incorporate into our approach is device-to-device (D2D) communications among edge devices, which is a localized version of peer-to-peer (P2P) among direct physical connections. D2D communications is being envisioned in fog computing and IoT systems through 5G wireless [5], [18], [19]; indeed, it is expected that 50% of all network connections will be machine-to-machine by 2023 [18]. Through D2D, we design a consensus mechanism.
to mitigate model divergence via low-power communications among nearby devices. We call our approach two timescale hybrid federated learning (TT-HF), since it (i) involves a hybrid between device-to-device and device-to-server communications, and (ii) incorporates two timescales for model training: iterations of stochastic gradient descent at individual devices, and rounds of cooperative D2D communications within clusters. By inducing consensus in the local models within a cluster of devices, TT-HF promises resource efficiency, as we will show both theoretically and by simulation, since only one device from the cluster needs to upload the *cluster model* to the server during global aggregation, as opposed to the conventional federated learning architecture, where most of the devices are required to upload their local models \( \mathcal{W} \). Specifically, during the local update interval in federated learning, devices can systematically share their model parameters with others in their neighborhood to form a distributed consensus among each cluster of edge devices. Then, at the end of each local training interval, assuming that each device’s model now reflects the consensus of its cluster, the main server can randomly sample just one device from each cluster for the global aggregation. We call our approach two timescale hybrid federated learning (TT-HF), since it (i) involves a hybrid between device-to-device and device-to-server communications, and (ii) incorporates two timescales for model training: iterations of gradient descent at individual devices, and rounds of cooperative D2D communications within clusters.

TT-HF migrates from the “star” topology of conventional federated learning in Fig. 1 to a semi-decentralized learning architecture, shown in Fig. 2 that includes local topologies between edge devices, as advocated in the new “fog learning” paradigm \( \mathcal{W} \). In doing so, we must carefully consider the relationships between device-level stochastic gradient updates, cluster-level consensus procedure, and network-level global aggregations. We quantify these relationships in this work, and use them to tune the lengths of each local update and consensus period. As we will see, the result is a version of federated learning which optimizes the global model convergence characteristics while minimizing the uplink communication requirement in the system.

### B. Related Work

A multitude of works on federated learning have emerged in the past few years, addressing various aspects, such as communication and computation constraints of wireless devices \( \mathcal{W} \), multi-task learning \( \mathcal{W} \), and personalized model training \( \mathcal{W} \). We refer the reader to e.g., \( \mathcal{W} \) for comprehensive surveys of the federated learning literature; in this section, we will focus on the works addressing resource efficiency, statistical data heterogeneity, and cooperative learning, which is the main focus of this paper.

In terms of wireless communication efficiency, several works have investigated the impact of performing multiple rounds of local gradient updates in-between consecutive global aggregations \( \mathcal{W} \), including optimizing the aggregation period according to a total resource budget \( \mathcal{W} \). To further reduce the demand for global aggregations, \( \mathcal{W} \) proposed a hierarchical system model for federated learning where edge servers are utilized for partial global aggregations. Model quantization \( \mathcal{W} \) and sparsification \( \mathcal{W} \) techniques have also been proposed. As compared to above works, we propose a semi-decentralized architecture, where D2D communications are used to exchange model parameters among the nodes in conjunction with global aggregations. We show that our framework can reduce the frequency of global aggregations and result in network resource savings.

Other works have considered improving model training in the presence of heterogeneous data among the devices via raw data sharing \( \mathcal{W} \), \( \mathcal{W} \), \( \mathcal{W} \). In \( \mathcal{W} \), the authors propose uploading portions of the local datasets to the server, which is then used to augment global model training. The works \( \mathcal{W} \), \( \mathcal{W} \), \( \mathcal{W} \) mitigate local data heterogeneity by enabling the server to share a portion of its aggregated data among the devices \( \mathcal{W} \), or by optimizing D2D data offloading \( \mathcal{W} \). However, raw data sharing may suffer from privacy concerns or bandwidth limitations. In our framework, we exploit D2D communications to exchange model parameters among the devices, which alleviates such concerns.

Different from the above works, we propose a methodology that addresses the communication efficiency and data heterogeneity challenges simultaneously. To do this, we introduce distributed cooperative learning among devices into the local update process – as advocated recently \( \mathcal{W} \) – resulting in a novel system architecture with D2D-augmented learning. In this regard, the most relevant work is \( \mathcal{W} \), which also studies cluster-based consensus procedure between global aggregations in federated learning. Different from \( \mathcal{W} \), we consider the case where (i) devices may conduct multiple (stochastic) gradient iterations between global aggregations, (ii) the global aggregations are aperiodic, and (iii) consensus procedure among the devices may occur aperiodically during each global aggregation. We further introduce a new metric of gradient diversity that extends the previous existing definition in literature. Doing so leads to a more complex system model, which we analyze to provide improvements to resource
efficiency and model convergence. Consequently, the techniques used in the convergence analysis and the bound obtained differ significantly from [37]. There is also an emerging set of works on fully decentralized (server-less) federated learning [38–41]. However, these architectures require a well-connected communication graph among all the devices in the network, which may not be scalable to large-scale systems where devices from various regions/countries are involved in ML model training. Our work can be seen as intermediate between the star topology assumed in conventional federated learning and fully decentralized architectures, and constitutes a novel semi-decentralized learning architecture that mitigates the cost of resource intensive uplink communications of conventional server-based methods over star topologies, achieved via local low-power D2D communications, while improving scalability over fully decentralized server-less architectures.

Finally, note that there is a well-developed literature on consensus-based optimization, e.g., [42]–[45]. Our work employs the distributed average consensus technique and exploits that in a new semi-decentralized machine learning architecture and contributes new results on distributed ML to this literature.

C. Outline and Summary of Contributions

- We propose two timescale hybrid federated learning (TT–HF), which augments the conventional federated learning architecture with aperiodic consensus procedure of models within local device clusters and aperiodic global aggregations by the server (Sec. II-A).
- We propose a new model of gradient diversity, and theoretically investigate the convergence behavior of TT–HF through techniques including coupled dynamic systems (Sec. III). Our bounds quantify how properties of the ML model, device datasets, consensus process, and global aggregations impact the convergence speed of TT–HF. In doing so, we obtain a set of conditions under which TT–HF converges at a rate of $O(1/t)$, similar to centralized stochastic gradient descent.
- We develop an adaptive control algorithm for TT–HF that tunes the global aggregation intervals, the rounds of D2D performed by each cluster, and the learning rate over time to minimize a trade-off between energy consumption, delay, and model accuracy (Sec. IV). This control algorithm obtains the $O(1/t)$ convergence rate by including our derived conditions as constraints in the optimization.
- Our subsequent experiments on popular learning tasks (Sec. VI) verify that TT–HF outperforms federated learning with infrequent global aggregations, which is commonly used in literature, substantially in terms of resource consumption and/or training time over D2D-enabled wireless devices. They also confirm that the control algorithm is able to address resource limitations and data heterogeneity across devices by adapting the local and global aggregation periods. We conclude in Sec. VI with some concluding remarks.

II. SYSTEM MODEL AND LEARNING METHODOLOGY

In this section, we first describe our edge network system model of D2D-enabled clusters (Sec. II-A) and formalize the ML task for the system (Sec. II-B). Then, we develop our two timescale hybrid federated learning algorithm, TT–HF (Sec. II-C).

A. Edge Network System Model

We consider model learning over the network architecture depicted in Fig. 2. The network consists of an edge server (e.g., at a base station) and $I$ edge devices gathered by the set $\mathcal{I} = \{1, \cdots, I\}$. We consider a cluster-based representation of the edge, where the devices are partitioned into $N$ sets $\mathcal{S}_1, \cdots, \mathcal{S}_N$. Cluster $\mathcal{S}_c$ contains $s_c = |\mathcal{S}_c|$ edge devices, where $\sum_{c=1}^{N} s_c = I$. We assume that the clusters are formed based on the similarity of devices to conduct low-energy D2D communications, e.g., geographic proximity. Thus, one cluster may be a fleet of drones while another is a collection of local IoT sensors. In general, we do not place any restrictions on the composition of devices within a cluster, as long as they possess a common D2D protocol [18] and communicate with a common server.

For edge device $i \in \mathcal{S}_c$, we let $\mathcal{N}_i \subset \mathcal{S}_c$ denote the set of its D2D neighbors, determined based on the transmit power of the nodes, the channel conditions between them, and their positions inside the cluster. There is also an emerging set of works based on a wireless communications model. We assume that D2D communications are bidirectional, i.e., $i \in \mathcal{N}_i$ if and only if $i' \in \mathcal{N}_i$. Based on this, we associate a network graph $G_c = (\mathcal{E}_c, \mathcal{E}_c)$ to each cluster, where $\mathcal{E}_c$ denotes the set of edges: $(i, i') \in \mathcal{E}_c$ if and only if $i, i' \in \mathcal{S}_c$ and $i \in \mathcal{N}_i$.

The model training is carried out through a sequence of global aggregations indexed by $k = 1, 2, \cdots$, as will be explained in Sec. II-C. Between global aggregations, the edge devices in $\mathcal{S}_c$ will participate in cooperative consensus procedure with their neighbors $i' \in \mathcal{N}_i$. Due to the mobility of the devices, the topology of each cluster (i.e., the number of nodes and their positions inside the cluster) can change over time, although we will assume this evolution is slow compared to a the time in between two global aggregations.

The model learning topology in this paper (Fig. 2) is a distinguishing feature compared to the conventional federated learning star topology (Fig. I). Most existing literature is based on Fig. I e.g., [15], [20]–[26], where devices only communicate with the edge server, while the rest consider fully decentralized (server-less) architectures [38–41].

B. Machine Learning Task Model

Each edge device $i$ owns a dataset $\mathcal{D}_i$ with $D_i = |\mathcal{D}_i|$ data points. Each data point $(x, y) \in \mathcal{D}_i$ consists of an $m$-dimensional feature vector $x \in \mathbb{R}^m$ and a label $y \in \mathbb{R}$. We let $f(x, y; w)$ denote the loss associated with the data point $(x, y)$ based on learning model parameter vector $w \in \mathbb{R}^M$, where $M$ denotes the dimension of the model. For example, in linear regression, $f(x, y; w) = \frac{1}{2}(y - w^T x)^2$. The local loss function at device $i$ is defined as

$$F_i(w) = \frac{1}{D_i} \sum_{(x, y) \in \mathcal{D}_i} f(x, y; w).$$

We define the cluster loss function for $\mathcal{S}_c$ as the average local loss across the cluster,

$$\hat{F}_c(w) = \sum_{i \in \mathcal{S}_c} \rho_{i, c} F_i(w),$$

where $\rho_{i, c} = \begin{cases} 1, & i \in \mathcal{S}_c \\ 0, & \text{otherwise} \end{cases}$.
where $\rho_{i,c} = 1/s_c$ is the weight associated with edge device $i \in S_c$ within its cluster. The global loss function is then defined as the average loss across the clusters,

$$F(w) = \sum_{c=1}^{N} \varrho_c \hat{F}_c(w),$$  
(3)

weighted by the relative cluster size $\varrho_c = s_c/(\sum_{c'=1}^{N} s_{c'})^{-1}$. The weight of each edge node $i \in S_c$ relative to the network can thus be obtained as $\rho_i = \varrho_c \cdot \rho_{i,c} = 1/I$, meaning each node contributes equally to the global loss function. The goal of the ML model training is to find the optimal model parameters $w^* \in \mathbb{R}^M$ for $F$:

$$w^* = \arg \min_{w \in \mathbb{R}^M} F(w).$$  
(4)

**Remark 1.** An alternative way of defining (3) is as an average performance over the datapoints, i.e., $F(w) = \sum_{i=1}^{I} \sum_{j \in D_i} \ell_i(w)$. Both approaches can be justified: our formulation promotes equal performance across the devices, at the expense of giving devices with lower numbers of datapoints the same priority in the global model. Our analysis can be readily extended to this other formulation too, in which case the distributed consensus algorithms introduced in Sec. 17 would take a weighted form instead.

In the following, we make some standard assumptions \[15], \[16], \[20], \[21], \[30], \[46]–\[50] on the ML loss function that also imply the existence and uniqueness of $w^*$. Then, we define a new generic metric to measure the statistical heterogeneity/degree of non-i.i.d. across the local datasets:

**Assumption 1.** The following assumptions are made throughout the paper:

- **Strong convexity:** $F$ is $\mu$-strongly convex, i.e., $\forall w_1, w_2$,

$$F(w_1) \geq F(w_2) + \nabla F(w_2)^T (w_1 - w_2) + \frac{\mu}{2} \| w_1 - w_2 \|^2.$$  
(5)

- **Smoothness:** $F_i$ is $\beta$-smooth $\forall i$, i.e.,

$$\| \nabla F_i(w_1) - \nabla F_i(w_2) \| \leq \beta \| w_1 - w_2 \|, \forall i, w_1, w_2.$$  
(6)

where $\beta > \mu$. This implies $\beta$-smoothness of $F$ and $\hat{F}_c$ as well.

While we leverage these assumptions in our theoretical development, our experiments in Appendix C demonstrate that our resulting methodology is still effective in the case of non-convex loss functions (in particular, for neural networks). We also remark that strong-convexity of the global loss function entailed by Assumption 1 is a much looser requirement than strong-convexity enforced on each device’s local function, which we do not assume in this paper.

1Convex ML loss functions, e.g., squared SVM and linear regression, are implemented with a regularization term in practice to improve convergence and avoid model overfitting, which makes them strongly convex [46].

2Throughout, $\| \cdot \|$ is always used to denote $\ell_2$ norm, unless otherwise stated.

**Definition 1 (Gradient Diversity).** There exist $\delta \geq 0$ and $\zeta \in [0, 2\beta]$ such that the cluster and global gradients satisfy

$$\left\| \nabla \hat{F}_c(w) - \nabla F(w) \right\| \leq \delta + \zeta \| w - w^* \|, \forall c, w.$$  
(7)

The conventional definition of gradient diversity used in literature, e.g., as in [16], is a special case of (7) with $\zeta = 0$. However, we observe that solely using $\delta$ on the right hand side of (7) may be troublesome since it can be shown to be not applicable to quadratic functions (such as linear regression problems), and since $\delta$ may be prohibitively large leading to overly pessimistic convergence bounds. Indeed, for all functions satisfying Assumption 1, Definition 1 holds. To see this, note that we can upper bound the gradient diversity using the triangle inequality as

$$\| \nabla \hat{F}_c(w) - \nabla F(w) \| = \| \nabla \hat{F}_c(w) - \nabla \hat{F}_c(w^*) + \nabla \hat{F}_c(w^*) - \nabla F(w^*) - \nabla F(w) \|$$

$$\leq \| \nabla \hat{F}_c(w) - \nabla \hat{F}_c(w^*) \| + \| \nabla \hat{F}_c(w^*) - \nabla F(w^*) \|$$

$$+ \| \nabla F(w) - \nabla F(w^*) \| \leq \delta + 2\beta \| w - w^* \|,$$  
(8)

where in the last step above we used the smoothness condition and upper bounded the cluster gradients at the optimal model as $\| \nabla \hat{F}_c(w^*) \| \leq \delta$. We then introduce a ratio $\omega = \frac{\zeta}{2\beta}$, where $\omega \leq 1$ according to (8). Considering $\zeta$ in (7) changes the dynamics of the convergence analysis and requires new techniques to obtain the convergence bounds, which are part of our contributions in this work.

**C. TT-HF: Two Timescale Hybrid Federated Learning**

1) **Overview and rationale:** TT-HF is comprised of a sequence of local model training intervals in-between aperiodic global aggregations. During each interval, the devices conduct local stochastic gradient descent (SGD) iterations and aperiodically synchronize their model parameters through local consensus procedure within their clusters.

There are three main practical reasons for incorporating the local consensus procedure into the learning paradigm. First, local consensus can help further suppress any bias of device models to their local datasets, which is one of the main challenges faced in federated learning in environments where data may be non-i.i.d. across the network [16]. Second, local D2D communications during the consensus procedure, typically performed over short ranges [51], [52], are expected to incur much lower device power consumption compared with the global aggregations, which require uplink transmissions to potentially far-away aggregation points (e.g., from smartphone to base station). Third, D2D is becoming a prevalent feature of 5G-and-beyond wireless networks [53], [54].

2) **TT-HF procedure:** We index time as a set of discrete time indices $T = \{1, 2, \ldots\}$. Global aggregation $k$ occurs at time $t_k \in T$ (with $t_0 = 0$), so that $T_k = \{t_{k-1} + 1, \ldots, t_k\}$ denotes the $k$th local model training interval between aggregations $k-1$ and $k$, of duration $\tau_k = t_k - t_{k-1}$. Since global aggregations are aperiodic, in general $\tau_k \neq \tau_{k'}$ for $k \neq k'$.

3This is especially true at initialization, where the initial model may be far off the optimal model $w^*$. 
The model computed by the server at the kth global aggregation is denoted as $\hat{w}^{(t_k)} \in \mathbb{R}^M$, which will be defined in (16). The model training procedure starts with the server broadcasting $\hat{w}^{(0)}$ to initialize the devices’ local models.

**Local SGD iterations:** Each device $i \in \mathcal{I}$ has its own local model, denoted $w_i^{(t-1)} \in \mathbb{R}^M$ at time $t-1$. Device $i$ performs successive local SGD iterations on its model over time. Specifically, at time $t \in \mathcal{T}_k$, device $i$ randomly samples a mini-batch $\xi^{(t-1)}$ of fixed size from its own local dataset $D_i$, and calculates the local gradient estimate

$$g_i^{(t-1)} = \frac{1}{|\xi_i^{(t-1)}|} \sum_{(x,y) \in \xi_i^{(t-1)}} \nabla \hat{f}(x,y,w_i^{(t-1)}).$$

(9)

It then computes its intermediate updated local model as

$$\tilde{w}_i^{(t)} = w_i^{(t-1)} - \eta_i g_i^{(t-1)}, \quad t \in \mathcal{T}_k,$$

(10)

where $\eta_i > 0$ denotes the step size. The local model $w_i^{(t)}$ is then updated according to the following consensus-based procedure.

**Local model update:** At each time $t \in \mathcal{T}_k$, each cluster may engage in local consensus procedure for model updating. The decision of whether to engage in this consensus process at time $t$ – and if so, how many iterations of this process to run – will be developed in Sec. II-B based on a performance-efficiency trade-off optimization. If the devices do not execute consensus procedure, we have the conventional model update rule $w_i^{(t)} = \tilde{w}_i^{(t)}$ from (10). Otherwise, multiple rounds of D2D communication take place, where in each round parameter transfers occur between neighboring devices. In particular, assuming $\Gamma_{c}^{(t)} > 0$ rounds for cluster $c$ at time $t$, and letting $t' = 0, \ldots, \Gamma_{c}^{(t)} - 1$ index the rounds, each node $i \in \mathcal{S}_c$ carries out the following for $t' = 0, \ldots, \Gamma_{c}^{(t)} - 1$:

$$z_i^{(t'+1)} = v_{i,j}z_i^{(t')} + \sum_{j \in \mathcal{N}_c} v_{i,j}w_j^{(t')},$$

(11)

where $z_i^{(0)} = \tilde{w}_i^{(t)}$ is the node’s intermediate local model from (10), and $v_{i,j} \geq 0, \forall i,j$ is the consensus weight that node $i$ applies to the vector received from $j$. At the end of this process, node $i$ takes $w_i^{(t)} = z_i^{(\Gamma_{c}^{(t)})}$ as its updated local model.

The index $t'$ corresponds to the second timescale in TT-HF, referring to the consensus process, as opposed to the index $t$ which captures the time elapsed by the local gradient iterations. Fig. 3 illustrates these two timescales, where at certain local iterations $t$ the consensus process $t'$ is run.

To analyze this update process, we will find it convenient to express the consensus procedure in matrix form. Let $\tilde{W}_c^{(t)} \in \mathbb{R}^{s_c \times M}$ denote the matrix of intermediate updated local models of the $s_c$ nodes in cluster $\mathcal{S}_c$, where the $i$-th row of $\tilde{W}_c^{(t)}$ corresponds to device $i$’s intermediate local model $\tilde{w}_i^{(t)}$. Then, the matrix of updated device parameters after the consensus stage, $W_c^{(t)}$, can be written as

$$W_c^{(t)} = (V_c)^{\Gamma_{c}^{(t)}} \tilde{W}_c^{(t)}, \quad t \in \mathcal{T}_k,$$

(12)

where $\Gamma_{c}^{(t)}$ denotes the rounds of D2D consensus in the cluster, and $V_c = [v_{i,j}]_{i,j \in \mathcal{S}_c} \in \mathbb{R}^{s_c \times s_c}$ denotes the consensus matrix, which we characterize further below. The $i$-th row of $W_c^{(t)}$ corresponds to device $i$’s local update $w_i^{(t)}$, which is then used in (9) to calculate the gradient estimate for the next local update. For the times $t \in \mathcal{T}_0$ where consensus is not used, we set $\Gamma_{c}^{(t)} = 0$, implying $W_c^{(t)} = \tilde{W}_c^{(t)}$ so that devices use their individual gradient updates.

**Remark 2.** Note that the graph $G_c$ may change over time $t$. In this paper, we only require that the set of devices in each cluster remain fixed during each global aggregation period $k$. We drop the dependency on $t$ for simplicity of presentation, although the analysis implicitly accommodates it. We similarly do so in notations for node and cluster weights $\rho_{i,c}, q_c$ introduced in Sec. II-B and consensus parameters $v_{i,j}, \psi_c, \lambda_c$ in Sec. II-C.

Assuming a fixed vertex set during each global aggregation period is a practical assumption, especially when the devices move slowly and do not leave the cluster during each local training interval. Moreover, although in the analysis we assume that transmissions are outage- and error-free, in Sec. IV we will perform a numerical evaluation to evaluate the impact of fast fading and limited channel state information (CSI), resulting in outages and time-varying link configurations.

**Consensus characteristics:** The consensus matrix $V_c$ can be constructed in several ways based on the cluster topology $G_c$. In this paper, we make the following standard assumption [45]:

**Assumption 2.** The consensus matrix $V_c$ satisfies the following conditions: (i) $(V_c)_{m,n} = 0$ if $(m,n) \notin \mathcal{E}_c$, i.e., nodes only receive from their neighbors; (ii) $V_c I = I$, i.e., row stochasticity; (iii) $V_c = V_c^\top$, i.e., symmetry; and (iv) $\rho(V_c - \frac{I}{s_c}) < 1$, i.e., the largest eigenvalue of $V_c - \frac{I}{s_c}$ has magnitude $< 1$.

For example, from the distributed consensus literature [45], one common choice that satisfies this property is $v_{i,j} = d_c, \forall j \in \mathcal{N}_i$ and $v_{i,i} = 1 - d_c|\mathcal{N}_i|$, where $0 < d_c < 1/D_c$ and $D_c$ denotes the maximum degree among the nodes in $G_c$. 

![Figure 3: Depiction of two timescales in TT-HF. Time index $t$ captures the local descent iterations and global aggregations. In each local training interval, the nodes will aperiodically engage in consensus procedure. Time index $t'$ captures the rounds of these local aggregations.](image-url)
Algorithm 1: Two timescale hybrid federated learning TT–HF with set control parameters.

Input: Length of training $T$, number of global aggregations $K$, D2D rounds $\{T_i^c\}_{i=1}^\infty$, $\forall c$, length of local model training intervals $\tau_k$, $k = 1, ..., K$

Output: Final global model $\hat{w}^{(T)}$

1 // Initialization by the server
2 Initialize $\hat{w}^{(0)}$ and broadcast it among the devices along with the indices $n_c$ of the sampled devices for the first global aggregation.
3 for $k = 1 : K$ do
   for $t = t_{k-1} + 1 : t_k$ do
      // Procedure at the clusters
      Each device $i \in S_c$ performs local SGD update based on (9) and (10) using $w_i^{(t-1)}$ to obtain $\hat{w}_i^{(t)}$.
      Devices inside the cluster conduct $\Gamma_c^{(t)}$ rounds of consensus procedure based on (11), initializing $z_i^{(0)} = \hat{w}_i^{(t)}$ and setting $w_i^{(t)} = z_i^{(\Gamma_c^{(t)})}$.
   end
   if $t = t_k$ then
      // Procedure at the clusters
      Each sampled device $n_c$ sends $w_{n_c}^{(t_k)}$ to the server.
      // Procedure at the server
      Compute $\hat{w}^{(t)}$ using (16) and broadcast it among the devices along with the indices $n_c$ chosen for the next global aggregation.
   end
end

The consensus procedure process can be viewed as an imperfect aggregation of the models in each cluster. Specifically, we can write the local parameter at device $i \in S_c$ as

$$w_i^{(t)} = w_c^{(t)} + e_i^{(t)},$$

where $w_c^{(t)} = \sum_{i \in S_c} \rho_i^{(t)} w_i^{(t)}$ is the average of the local models in the cluster and $e_i^{(t)} \in \mathbb{R}^M$ denotes the consensus error caused by limited D2D rounds (i.e., $\Gamma_c^{(t)} < \infty$) among the devices, which can be bounded as in the following lemma.

Lemma 1. After performing $\Gamma_c^{(t)}$ rounds of consensus in cluster $S_c$ with the consensus matrix $V_c$, the consensus error $e_i^{(t)}$ satisfies

$$\|e_i^{(t)}\| \leq (\lambda_c)^{\Gamma_c^{(t)}} \sqrt{\max_{j,j' \in S_c} \|\hat{w}_j^{(t)} - \hat{w}_{j'}^{(t)}\|}, \forall i \in S_c.$$  

where $\lambda_c = \rho(V_c - H_i^{\top} s_c)$.

Sketch of Proof: Let $\hat{W}_c^{(t)} = \frac{1}{\Gamma_c^{(t)}} \hat{W}_c^{(t)}$ be the matrix with rows given by the average model parameters across the cluster, and let

$$E_c^{(t)} = W_c^{(t)} - \hat{W}_c^{(t)} = [(V_c)^{\top} - 11^T / s_c] [\hat{W}_c^{(t)} - \hat{W}_c^{(t)}],$$

so that $[E_c^{(t)}]_{i,j}$ (ith row of $E_c^{(t)}$) is $e_i^{(t)}$, where in the second step we used (12) and the fact that $1^T E_c^{(t)} = 0$ (hence $E_c^{(t)} = \left[ I - 11^T / s_c \right] E_c^{(t)}$). Therefore, using Assumption 2, we can bound the consensus error as

$$\|e_i^{(t)}\|^2 \leq \text{trace}( (E_c^{(t)})^\top E_c^{(t)} ) = \text{trace} \left( [W_c^{(t)} - \hat{W}_c^{(t)}] [(V_c)^{\top} - 11^T / s_c] [\hat{W}_c^{(t)} - \hat{W}_c^{(t)}] \right)$$

$$\leq (\lambda_c)^{2\Gamma_c^{(t)}} \sum_{j=1}^{s_c} \|\hat{w}_j^{(t)} - \hat{w}_{j'}^{(t)}\|^2$$

$$\leq (\lambda_c)^{2\Gamma_c^{(t)}} \frac{1}{s_c} \sum_{j,j' \in S_c} \|\hat{w}_j^{(t)} - \hat{w}_{j'}^{(t)}\|^2,$$

so that the result directly follows. For the complete proof, refer to Appendix A.

Note that $\Gamma_c^{(t)}$ defined in (14) captures the divergence of intermediate updated local model parameters in cluster $S_c$ at time $t \in T_k$ (before consensus is performed). Intuitively, according to (14), to make the consensus error smaller, more rounds of consensus need to be performed. However, this may be impractical due to energy and delay considerations, hence a trade-off arises between the consensus error and the energy/delay cost. This trade-off will be optimized by tuning $\Gamma_c^{(t)}$, via our adaptive control algorithm developed in Sec. IV.

Global aggregation: At the end of each local model training interval $T_k$, the global model $w$ will be updated based on the trained local model updates. Referring to Fig. 2, the main server will sample one device from each cluster $c$ uniformly at random, and request these devices to upload their local models, so that the new global model is updated as

$$\hat{w}^{(t)} = \frac{1}{N} \sum_{c=1}^{N} \varrho_c w_{n_c}^{(t_k)}, \quad t = t_k, k = 1, 2, ...$$

where $n_c$ is the node sampled from cluster $c$ at time $t$. This sampling technique is introduced to reduce the uplink communication cost by a factor of the cluster sizes, and is enabled by the consensus procedure, which mimics a local aggregation procedure within a cluster (albeit imperfectly due to consensus errors, see (13)) [18]. The global model is then broadcast by the main server to all of the edge devices, which override their local models at time $t_k$, $w_i^{(t_k)} = \hat{w}^{(t_k)}$, $\forall i$. The process then repeats for $T_{k+1}$.

A summary of the TT–HF algorithm developed in this section (for set control parameters) is given in Algorithm 1.

Remark 3. Note that we consider digital transmission (in both D2D and uplink/downlink communications) where using state-of-the-art techniques in encoding/decoding, e.g., low density parity check (LDPC) codes, the bit error rate (BER) is reasonably small and negligible [55]. Moreover, the effect of quantized model transmissions can be readily incorporated using techniques developed in [44], and precoding techniques may be used to mitigate the effect of signal outage due to fading [50]. Therefore, in this analysis, we assume that the model parameters transmitted by the devices to their neighbors (during consensus) and then to the server (during global aggregation) are received with no errors at the respective
receivers. The impact of outages due to fast fading and lack of CSI will be studied numerically in Sec. [X]

III. CONVERGENCE ANALYSIS OF TT-HF

In this section, we theoretically analyze the convergence behavior of TT-HF. Our main results are presented in Sec. III-B and Sec. III-C. Before then, in Sec. III-A, we introduce some additional definitions and a key proposition for the analysis.

A. Definitions and Bounding Model Dispersion

We first introduce a standard assumption on the noise of gradient estimation, and then define an upper bound on the average of consensus error for the clusters:

**Assumption 3.** Let $\mathbf{n}_i(t) = \mathbf{g}_i - \nabla F_i(\mathbf{w}_i(t)) \quad \forall i, t$ denote the noise of the estimated gradient through the SGD process for device $i$. We assume that it is unbiased with bounded variance, i.e., $E[\mathbf{n}_i(t)|\mathbf{w}_i(t)]=0$ and $\exists \sigma>0$: $E[\|\mathbf{n}_i(t)\|^2|\mathbf{w}_i(t)]\leq \sigma^2$, $\forall i, t$.

Moreover, the following condition bounds the consensus error within each cluster.

**Condition 1.** Let $\epsilon_i(t)$ be an upper bound on the average of the consensus error inside cluster $c$ at time $t$, i.e.,

$$\frac{1}{S_c} \sum_{i \in S_c} \|\mathbf{e}_i(t)\|^2 \leq (\epsilon_i(t))^2. \tag{17}$$

We further define $(\epsilon(t))^2 = \sum_{c=1}^{N} \rho_c (\epsilon(t))^2$ as the average of these upper bounds over the network at time $t$.

In fact, using Lemma 1 this condition can be satisfied by tuning the number of consensus steps. In our analysis, we will derive conditions on $\epsilon_i(t)$ that are sufficient to guarantee convergence of TT-HF (see Proposition 1).

We next define the expected variance in models across clusters at a given time, which we refer to as model dispersion:

**Definition 2.** We define the expected model dispersion across the clusters at time $t$ as

$$A(t) = E\left[ \sum_{c=1}^{N} \rho_c \|\mathbf{w}_c(t) - \mathbf{w}(t)\|^2 \right], \tag{18}$$

where $\mathbf{w}_c(t)$ is defined in (13) and $\mathbf{w}(t) = \sum_{c=1}^{N} \rho_c \mathbf{w}_c(t)$ is the global average of the local models at time $t$.

$A(t)$ measures the degree to which the cluster models deviate from their average throughout the training process. Obtaining an upper bound on this quantity is non-trivial due to the coupling between the gradient diversity and the model parameters imposed by (7). For an appropriate choice of step size in (10), we upper bound this quantity at time $t$ through a set of new techniques that include the mathematics of coupled dynamic systems. Specifically, we have the following result:

**Proposition 1.** If $\eta_t = \frac{\gamma}{t+\alpha}$ for some $\gamma > 0$, $\epsilon(t)$ is non-increasing for $t \in T_k$, i.e., $\epsilon(t+1) \leq \epsilon(t)$, and $\alpha \geq \gamma \beta \max\{\lambda_+ - 2 + \frac{\mu}{\beta \lambda_+}, \mu \}$, then

$$A(t) \leq \frac{16\omega^2}{\mu} \left( \Sigma_{t+2}^2 |F(\hat{w}(t-1)) - F(\mathbf{w}^*)| \right) + 25(\Sigma_{t+2}^2 \left( \sigma^2 + \beta^2 + (\epsilon(t))^2 \right)^2), \quad t \in T_k, \tag{19}$$

where

$$\Sigma_{t+2}^2 = \sum_{t=1}^{t-1} \left( \prod_{\ell=t-1}^{t-1}(1 + \eta_j \beta \lambda_+) \right) \beta \eta \left( \prod_{\ell=t+1}^{t-1}(1 + \eta_j \beta) \right),$$

and $\lambda_+ = 1 - \frac{\mu}{\beta \lambda_+} + \sqrt{(1 + \frac{\mu}{\beta \lambda_+})^2 + 2 \omega}$.

**Proof.** See Appendix A.

The bound in (19) demonstrates how the expected model dispersion across the clusters increases with respect to the consensus error $(\epsilon(t))$, the noise in the gradient estimation $(\sigma^2)$, and the heterogeneity of local datasets $(\delta, \omega)$. Intuitively, the upper bound in (19) dictates that, the larger $\epsilon(t)$, $\sigma^2$, $\delta$ or $\omega$, the larger the dispersion, due to error propagation in the network. Proposition 1 will be an instrumental result in the convergence proof developed in the next section.

B. General Convergence Behavior of $\mathbf{w}(t)$

Next, we focus on the convergence of the global loss. In the following theorem, we bound the expected distance that the global model $\mathbf{w}(t)$ (see (16)) satisfies, for $t \in T_k$.

**Theorem 1.** When using TT-HF for ML model training with $\eta_t \leq 1/\beta \forall t$, the one-step behavior of the global model $\mathbf{w}(t)$ (see (16)) satisfies, for $t \in T_k$,

$$E \left[ F(\mathbf{w}(t+1)) - F(\mathbf{w}^*) \right] \leq (1 - \mu \eta_t) E[ F(\mathbf{w}(t)) - F(\mathbf{w}^*) ]$$

$$+ \frac{\eta \beta^2}{2} A(t) + \frac{1}{2} \left[ \eta \beta^2 (\epsilon(t))^2 + \eta^2 \beta^2 \sigma^2 + \beta (\epsilon(t+1))^2 \right], \tag{20}$$

where $A(t)$ is the model dispersion from Definition 2.

**Proof.** See Appendix B.

Theorem 1 quantifies the dynamics of the global model relative to the optimal model during a given update period $T_k$ of TT-HF. Since the theorem holds for all $t \in T_k$, it also quantifies the suboptimality gap when global aggregation is performed at time $t+1 = t_k$. Note that the term (a) corresponds to the one-step progress of a centralized gradient descent under strongly-convex global loss (Assumption 1), so that the term (b) quantifies the additional loss incurred as a result of the model dispersion across the clusters $(\epsilon(t))$, which in turn is bounded by Proposition 1, consensus errors $(\epsilon(t))$, and SGD noise $(\sigma^2)$. In fact, without careful choice of our control parameters, the sequence $E[ F(\mathbf{w}(t)) - F(\mathbf{w}^*) ]$ may diverge. Thus, we are motivated to find conditions under which convergence is
guaranteed, and furthermore, under which the upper bound in (20) will approach zero.

Specifically, we aim for TT-HF to match the asymptotic convergence behavior of centralized stochastic gradient descent (SGD) under a diminishing step size, which is $O(1/t)$ [57]. From (20), we see that to match SGD, the terms in (b) should be of order $O(\beta t^2)$, i.e., the same as the degradation due to the SGD noise, $\eta_j^2 \sigma^2/2$. This implies that control parameters need to be tuned in such a way that $A(t) = O(\eta_j)$ and $e(t) = O(\eta_k)$. Proving that these conditions hold under proper choice of parameters will be part of Theorem 2.

C. Sublinear Convergence Rate of $\hat{w}(t)$

Among the quantities involved in Theorem 1, $\eta_j, \tau_k$ and $e(t)$ are the three tunable parameters that directly impact the learning performance of TT-HF. We now prove that with proper choice of these parameters, TT-HF enjoys sub-linear convergence with rate of $O(1/t)$.

**Theorem 2.** Under Assumptions 1, 2, and 3, suppose $\eta_j = \frac{\gamma}{t}$ and $e(t) = \eta_j \phi$, where $\gamma > 1/\mu$, $\phi > 0$, $\alpha \geq \alpha_{\min}$ and $\omega < \omega_{\max}(\alpha)$. Then, by using TT-HF for ML model training,

$$E[F(\hat{w}(t)) - F(w^*)] \leq \frac{\nu}{t + \alpha}, \quad \forall t,$$

where $\tau = \max_{1 \leq k \leq k}(\tau_k)$,

$$\alpha_{\min} \triangleq \gamma \beta \max\left\{\frac{\mu}{4\beta} \left[1 - \frac{1}{\alpha} + \frac{1}{\beta} + 2\omega, \beta \mu\right] \right\},$$

$$\omega_{\max}(\alpha) \triangleq \frac{1}{\beta \gamma} \sqrt{\frac{\alpha}{Z_1}} \sqrt{\mu - 1 + \frac{1}{\alpha} + \frac{1}{\beta} + 1},$$

$$\nu \triangleq \max\left\{\frac{\beta^2 \gamma^2 Z_2}{\omega_{\max}^2 \omega}, \frac{\alpha Z_2}{Z_1 \sqrt{\mu}} \left[F(\hat{w}(t) - F(w^*))\right] \right\},$$

$$Z_1 = \frac{32\beta^2}{\mu} \frac{(\tau - 1) \left(1 + \frac{\tau}{\alpha - 1}\right)^2 \left(1 + \frac{\tau - 2}{\alpha - 1}\right)}{6 \beta \gamma},$$

$$Z_2 = \frac{\sigma^2 + 2\phi^2}{2 \beta} + 50 \gamma (\tau - 1) \left[1 + \frac{\tau - 2}{\alpha - 1}\right] \left(\frac{\sigma^2 + \phi^2 + \delta^2}{6 \beta \gamma}\right).$$

**Proof.** See Appendix C.

Theorem 2 is one of the central contributions of this paper, revealing how several parameters (some controllable and others characteristic of the environment) affect the convergence of TT-HF, and conditions under which $O(1/t)$ convergence can be achieved. We make several key observations. First, to achieve $O(1/t)$ convergence, the gradient diversity parameter $\omega = \frac{\beta}{\beta t}$ should not be too large ($\omega < \omega_{\max}(\alpha)$); in fact, $\omega$ induces error propagation of order $\sim |w_c - w^*|$, so that too large values of $\omega$ may cause the error to diverge. Since $\omega_{\max}(\alpha)$ is an increasing function of $\alpha$ (see (23)), larger values of $\omega$ may be tolerated by increasing $\alpha$, i.e., by using a smaller step-size $\eta_j$, confirming the intuition that larger gradient diversity requires a smaller step-size for convergence. However, the penalty incurred may be slower convergence of the suboptimality gap (since $\nu$ increases with $\alpha$, see (24)).

We now discuss the choice of the consensus error $e(t)$. To guarantee $O(1/t)$ convergence, Theorem 2 dictates that it should be chosen as $e(t) = \eta_j \phi$ for a constant $\phi > 0$, i.e. it should decrease over time according to the step-size. To see that this is a feasible and practical condition, note from Lemma 1 that the upper bound of $\|e(t)\|$ increases proportionally to the divergence $\tau_j(t)$ (see (14)), and decreases at geometric rate with the number of consensus steps. In turn, $\tau_j(t)$ can be shown to be of the order of the step-size $\eta_j$ (assuming $\eta_j \approx \eta_j = \eta_{\min}$):

$$\tau_j(t) = \max_{j \in S} \|\hat{w}_j(t) - \hat{w}(t)\| \approx \eta_j \max_{j \in S} \|\hat{w}_j(t) - \hat{w}_j(t-1)\|,$$

where we used (10), and the approximation holds if the difference $\hat{w}_j(t) - \hat{w}_j(t-1)$ in initial model parameters at $t-1$ is negligible compared to the gradients. This is a legit assumption, since $\hat{w}_j(t-1)$ is the model parameter at node $j$, after the consensus rounds at time $t-1$. Using Lemma 1, it then follows that, to make $e(t) = \eta_j \phi$, the number of consensus rounds should be chosen such that $(\lambda_j)^{-\tau_j(t)} \approx \frac{1}{\eta_j \phi} \max_{j \in S} \|\hat{w}_j(t-1) - \hat{w}_j(t-1)\|$, and are thus dominated by the divergence of local gradients within the cluster and SGD noise, irrespective of the step-size. We will use this property in the development of our control algorithm for $\Gamma_j$ in Sec. IV.

The bound also shows the impact of the duration of local model training intervals $\tau$ on the convergence, through the term $\nu$ in (21). In particular, from (24), it can be seen that increasing $\tau$ results in a sharp increase of $\nu$ (through the factors $Z_1$ and $Z_2$ defined in (25) and (26)). Moreover, we also observe a quadratic impact on $\nu$ with respect to the consensus error $e(t)$ (through $\phi$). It then follows that, all else constant, increasing the value of $\tau$ requires a smaller value of $\phi$ (i.e., more accurate consensus) to achieve a desired value of $\nu$ in (24). This is consistent with how TT-HF is designed, since the motivation for including consensus rounds (to decrease $e(t)$) is to reduce the global aggregation frequency, which results in uplink bandwidth utilization and power consumption savings.

These observations reveal a trade-off between accuracy, delay, and energy consumption. In the next section, we leverage these relationships in developing an adaptive algorithm for $\Gamma_j$ that tunes the control parameters to achieve the convergence bound in Theorem 2 while minimizing network costs.

IV. ADAPTIVE CONTROL ALGORITHM FOR TT-HF

There are three parameters in TT-HF that can be tuned over time: (i) local model training intervals $\tau_k$, (ii) gradient descent step size $\eta_j$, and (iii) rounds of D2D communications $\Gamma_j(t)$. In this section, we develop a control algorithm (Sec. [IV-D]) based on Theorem 2 for tuning (i), (ii) at the main server at the beginning of each global aggregation, and (iii) at each device cluster in a decentralized manner. To do so, we propose an approach for determining the learning-related parameters (Sec. [IV-A]), a resource-performance tradeoff optimization for $\tau_k$ and $\Gamma_j(t)$ (Sec. [IV-B]), and estimation procedures for dataset-related parameters (Sec. [IV-C]).
A. Learning-Related Parameters ($\alpha, \gamma, \phi, \eta_t$)

We aim to tune the step size-related parameters ($\alpha, \gamma$) and the consensus error coefficient ($\phi$) to satisfy the conditions in Theorem 2. In this section, we present a method for doing so given properties of the ML model, local datasets, and SGD noise ($\beta, \mu, \xi, \delta, \sigma$, and thus $\omega = \xi/(2\beta)$). Later in Sec. IV-C, we will develop methods for estimating $\xi, \delta, \sigma$ at the server.4 We assume that the latency-sensitivity of the learning application specifies a tolerable amount of time that TT-HF can wait between consecutive global aggregations, i.e., the value of $\tau$.

To tune the step size parameters, first, a value of $\gamma$ is determined such that $\gamma > 1/\mu$. Then, since smaller values of $\alpha$ are associated with faster convergence, the minimum value of $\alpha$ that simultaneously satisfies the conditions in the statement of Theorem 2 is chosen, i.e., $\alpha \geq \alpha_{\text{min}}$ and $\omega_{\text{max}} > \omega$ (note that $\omega_{\text{max}}$ is a function of $\alpha$, see (22)).

Let $T$ be a (maximum) desirable duration of the entire TT-HF algorithm, and $\xi$ be a (maximum) desirable loss at the end of the model training, which may be chosen based on the learning application. To satisfy the loss requirement, from Theorem 2, the following condition needs to be satisfied,

$$\frac{\nu}{T + \alpha} \leq \xi,$$

yielding a maximum value tolerated for $\nu$, i.e., $\nu_{\text{max}} = \xi(T + \alpha)$. Since $\nu$ is a function of the local model training period $\tau$ and consensus coefficient $\phi$ (see (24)), this bound places a condition on the parameters $\tau$ and $\phi$. Furthermore, with the values of $\alpha$ and $\gamma$ chosen above, along with the value of $\tau$, the algorithm may not always be able to provide any arbitrary desired loss $\xi$ at time $T$. Therefore, considering the expression for $\nu$ from Theorem 2, the following feasibility check is conducted:

$$\max \left\{ \frac{\nu_{\text{max}}^\alpha Z_{\text{min}}^2}{\mu_\gamma-1}, \frac{\alpha Z_{\text{min}}^2}{\mu_\gamma Z_1 - \omega^2}, \frac{\mu}{\omega^2} F(\omega) \right\} \leq \frac{\mu_{\text{max}}}{2\mu},$$

where

$$Z_{\text{min}} = \frac{\alpha}{\mu_\gamma - 1} Z_1 \frac{1}{Z_2}, \quad \frac{\mu}{\omega^2} F(\omega) \leq \frac{\mu_{\text{max}}}{2\mu}.$$

is the value of $Z_2$ obtained by setting the consensus coefficient $\phi = 0$ in (26). The third term inside the max of (28) is obtained via the Polyak-Lojasiewicz inequality $\|\nabla F(\omega^*)\|\geq 2\mu F(\omega^*) - F(\omega^*)$, since the value of $F(\omega^*)$ is not known, whereas $\nabla F(\omega^*)$ can be estimated using the local gradient of the sampled devices at the server. If (28) is not satisfied, the chosen values of $\tau$, $\xi$ and/or $T$ must be loosened, and this procedure must be repeated until (28) becomes feasible.

Once $\alpha, \gamma$ and $\tau$ are chosen, we move to selecting $\phi$. All else constant, larger consensus errors would be more favorable in TT-HF due to requiring less rounds of D2D communications (Lemma 1). The largest possible value of $\phi$, denoted $\phi_{\text{max}}$, can be obtained directly from (28) via replacing $Z_{min}^2$ with $Z_2$ and considering the definition of $Z_2$ in (20),

$$\phi_{\text{max}} = \sqrt{\frac{\beta + \nu_{\text{max}}^\alpha Z_{\text{min}}^2}{\mu_\gamma - 1}, \frac{\alpha Z_{\text{min}}^2}{Z_1 - \omega^2}, \frac{\mu}{\omega^2} F(\omega) \leq \frac{\mu_{\text{max}}}{2\mu}}.$$

Note that (29) exists if the feasibility check in (28) is satisfied. The values of $\mu_{\text{max}}$ and $\alpha$ are re-computed at the server at each global aggregation. The devices use this to set their step sizes $\eta_t$ during the next local update period accordingly.

B. Local Training Periods ($\tau_k$) and Consensus Rounds ($\Gamma_c^{(t)}$)

One of the main motivations behind TT-HF is minimizing the resource consumption among edge devices during model training. We thus propose tuning the $\tau_k$ and $\Gamma_c^{(t)}$ parameters according to the joint impact of three metrics: energy consumption, training delay imposed by consensus, and trained model performance. To capture this trade-off, we formulate an optimization problem $(\mathcal{P})$ solved by the main server at the beginning of each global aggregation period $T_k$, i.e., when $t = t_{k-1}$:

$$(\mathcal{P}): \quad \min_{\tau_k} \begin{cases} \frac{c_1(T_{\text{Glob}} + \sum_{t=t_{k-1}}^{t_k-1} \sum_{c=1}^{N} \Gamma_c^{(t)} E_{\text{D2D}})}{\tau_k} \\ c_2 \left( \frac{T_{\text{Glob}} + \sum_{t=t_{k-1}}^{t_k-1} \sum_{c=1}^{N} \Gamma_c^{(t)} \Delta_{\text{D2D}}} {\tau_k} \right) + c_3 \left( 1 - \frac{t_k - t_{k-1} + \alpha}{t_k - t_{k-1} + \tau_k + \alpha} \right) \end{cases}$$

s.t.

$$\begin{align} \Gamma_c^{(t)} &= \max \left\{ \left[ \log \left( \frac{\eta_t \phi (c)}{\sqrt{\Gamma_c^{(t)}}} \right) / \log (\lambda_c) \right], 0 \right\}, \forall c, \quad (30) \\
1 &\leq \tau_k \leq \min \{ \tau, T - t_{k-1} \}, \tau_k \in \mathbb{Z}^{+}, \quad (31) \\
\Gamma_c^{(t)} &= 0, \forall c, \quad (32) \\
\Gamma_c^{(t)} &= \mathbb{1}_{(t_{k-1})} A_c^{(k)} Y_c^{(t-1)} + B_c^{(k)} + \left( 1 - \mathbb{1}_{(t_{k-1})} \right) A_c^{(k)} Y_c^{(t-1)} + B_c^{(k)}, \forall c, \quad (33) \end{align}$$

where $E_{\text{D2D}}$ is the energy consumption of each D2D communication round for each device, $E_{\text{Glob}}$ is the energy consumption for device-to-server communications, $\Delta_{\text{D2D}}$ is the communication delay per D2D round conducted in parallel among the devices, and $\Delta_{\text{Glob}}$ is the device-to-server communication delay. The objective function captures the trade-off between average energy consumption (term (a)), average D2D delay (term (b)), and expected ML model performance (term (c)). In particular, term (c) is a penalty on the ratio of the upper bound given in (21) between the updated model and the previous model at the main server. A larger ratio implies the difference in performance between the aggregations is smaller, and thus

4We assume that $\beta$ and $\mu$ can be computed at the server prior to training given the knowledge of the deployed ML model.

5In the max function in (29), only the first two arguments from the function in (28) are present as the third is independent of $Z_2$ and $\phi$. 


that synchronization is occurring frequently, consistent with \( \tau_k \) appearing in the denominator. This term also contains a diminishing marginal return from global aggregations as the learning proceeds: smaller values of \( \tau_k \) are more favorable in the initial stages of ML model training, i.e., for smaller \( t_k-1 \). This matches well with the intuition that ML model performance has a sharper increase at the beginning of model training, so frequent aggregations at smaller \( t_k-1 \) will have larger benefit to the model performance stored at the main server. The coefficients \( c_1, c_2, c_3 \geq 0 \) are introduced to weigh each of the design considerations.

The equality constraint on \( \gamma_c(t) \) in (30) forces the condition \( \epsilon(t) = \eta_\phi \) imposed by Theorem 2 obtained using the result in Lemma 1. This equality reveals the condition under which the local aggregations, i.e., D2D communication, are triggered. Note that since the spectral radius is less than one, we have \( \log(\lambda_s) < 0 \), thus the requirement to conduct D2D communications, i.e., triggering in cluster model synchronization, is \( \sqrt{\pi_c} \gamma_c(t) > \eta_\phi \). In other words, when the divergence of local models exceeds a predefined threshold \( \gamma_c(t) > \frac{\eta_\phi}{\sqrt{\pi_c}} \), local synchronization is triggered via D2D communication, and the number of D2D rounds is given by \( \Gamma_c(t) \). Also, (31) ensures the feasible ranges for \( \tau_k \).

As can be seen from (30), to obtain the desired consensus rounds for future times \( t \in T_k \), the values of \( \gamma_c(t) \) – the divergence of model parameters in each cluster – are needed. Obtaining these exact values at \( t = t_k-1 \) is not possible since it requires the knowledge of the model parameters \( \tilde{w}_i(t) \) of the devices for the future timesteps, which is non-causal. To address this challenge, problem (\( P \)) incorporates the additional constraints (32) and (33), which aim to estimate the future values of \( \gamma_c(t) \), \( \forall c \) through a time-series predictor, initialized as \( \tilde{\gamma}_c(t=0) = 0 \) in (32) (since, at the beginning of the period, the nodes start with the same model provided by the server). In the expression (33), if \( \Gamma_c(t-1) = 0 \) takes the value of 1 when no D2D communication rounds are performed at \( t - 1 \), and 0 otherwise. Two linear terms \((d)\) and \((e)\) are included, one for each of these cases, characterized by coefficients \( A_c(k), B_c(k), a_c(k), b_c(k) \in \mathbb{R} \) which vary across clusters and global aggregations. These coefficients are estimated through fitting the linear functions to the values of \( \gamma_c(t) \) obtained from the previous global aggregation \( T_{k-1} \). These values of \( \gamma_c(t) \) from \( T_{k-1} \) are in turn estimated in a distributed manner through a method presented in Sec. IV-A.

Note that (\( P \)) is a non-convex and integer optimization problem. Given the parameters in Sec. IV-A, the solution for \( \tau_k \) can be obtained via a line search over the integer values in the range of \( \tau_k \) given in (31). Solving our optimization problem involves two steps: (i) linear regression of the constants used in (33), i.e., \( A_c(k), B_c(k), a_c(k), b_c(k) \) using the history of observations, and (ii) line search over the feasible integer values for \( \tau_k \). The complexity of part (i) is \( O(\tau_{k-1}) \), since the dimension of each observant, i.e., \( \gamma_c(t) \), is one and the observations are obtained via looking back into the previous global aggregation interval. Also, the complexity of (ii) is \( O(\tau_{\text{max}}) \) since it is just an exhaustive search over the range of \( \tau \leq \tau_{\text{max}} \), where \( \tau_{\text{max}} \) is the maximum tolerable interval that satisfies the feasibility conditions in Sec. IV-A. While the optimization produces predictions of \( \gamma_c(t) \) for \( t \in T_k \) through (30), the devices will later compute (30) at time \( t \) when the real-time estimates of \( \gamma_c(t) \) can be made through (35), as will be discussed next.

C. Data and Model-Related Parameters (\( \delta, \zeta, \sigma^2, \Upsilon_c(t) \))

We also need techniques for estimating the gradient diversity (\( \delta, \zeta \)), SGD noise (\( \sigma^2 \)), and cluster parameter divergence (\( \Upsilon_c(t) \)).

1) Estimation of \( \delta, \zeta, \sigma^2 \): These parameters can be estimated by the main server during model training. The server can estimate \( \delta \) and \( \zeta \) at each global aggregation by receiving the latest gradients from SGD at the sampled devices. \( \sigma^2 \) can first be estimated locally at the sampled devices, and then decided at the main server.

Specifically, to estimate \( \delta, \zeta \), since the value of \( \sigma^2 \) is not known, we upper bound the gradient diversity in Definition 1 by introducing a new parameter \( \delta' \):

\[
||\nabla \hat{F}_c(w) - \nabla F(w)|| \leq \delta' + \zeta ||w - w^*|| \leq \delta' + \zeta ||w||,
\]

which satisfies \( \delta' \geq \delta + \zeta ||w^*|| \). Thus, a value of \( \zeta < 2\beta \) is set, and then the value of \( \delta' \) is estimated using (34), where the server uses the SGD gradients \( \hat{g}_n^{(t)} \) from the sampled devices \( n \), at the instance of each global aggregation \( k \), and chooses the smallest \( \delta' \) such that \( ||\nabla \hat{F}_c(\hat{w}^{(t_k)}) - \nabla F(\hat{w}^{(t_k)})|| \approx ||\hat{g}_n^{(t_k)} - \sum_{n'=1}^{N} \theta_n \hat{g}_n^{(t_k)}|| \leq \delta' + \zeta ||\hat{w}^{(t_k)}|| \forall c \).

From Assumption 3, a simple way of obtaining the value of \( \sigma^2 \) would be comparing the gradients from sampled devices with their full-batch counterparts. But this might be impractical if the local datasets \( D_t \) are large. We thus propose an approach where \( \sigma^2 \) is computed at each device through two independent mini-batches of data. Recall \( \xi_i \) denotes the mini-batch size used at node \( i \) during the model training. At each instance of global aggregation, the sampled devices each select two mini-batches of size \( \xi_i \) and compute two SGD realizations \( g_1, g_2 \) from which \( \hat{g}_n^{(t_k)} = (g_1 + g_2)/2 \). Since \( g_1 = \nabla F_i(\hat{w}^{(t_k)}) + n_1, g_2 = \nabla F_i(\hat{w}^{(t_k)}) + n_2 \), we use the fact that \( n_1 \) and \( n_2 \) are independent random variables with the same upper bound on variance \( \sigma^2 \), and thus \( ||g_1 - g_2||^2 = ||n_1 - n_2||^2 \leq 2\sigma^2 \) from which \( \sigma^2 \) can be approximated locally. These scalars are then transferred to the main server, which in turn chooses the maximum reported \( \sigma^2 \) from the sampled devices.

2) Estimation of \( \Upsilon_c(t) \): Based on (14), we propose the following approximation to estimate the value of \( \Upsilon_c(t) \):

\[
\Upsilon_c(t) = \max_{j,j' \in S_c} \|\tilde{w}_j^{(t)} - \tilde{w}_{j'}^{(t)}\| = \max_{j \in S_c} \|\tilde{w}_j^{(t)}\| - \min_{j \in S_c} \|\tilde{w}_j^{(t)}\|, \tag{35}
\]

where we have used the lower bound \( ||a - b|| \geq ||a|| - ||b|| \) for vectors \( a \) and \( b \), which we experimentally observe gives a better approximation of \( \Upsilon_c(t) \). In (35), (a) and (b) can both be obtained in a distributed manner through scalar message passing, where each device \( i \in S_c \) computes \( \|\tilde{w}_i^{(t)}\| \) and shares it with its neighbors \( j \in N_i \). The devices update their max and min accordingly, share these updated values, and the process continues. After the rounds of message passing has exceeded
the diameter of the graph, each node has the value of \((a)\) and 
\((b)\), and thus the estimate of \(\Upsilon_k^{(t)}\). The server can obtain these 
values for \(t \in T_k\) from the node \(n_c\) it samples for cluster \(c\) at 
\(t = t_k\).

D. TT–HF with Adaptive Parameter Control

The full TT–HF procedure with adaptive parameter control is summarized in Algorithm 2. The values of \(\tau\), desired \(\xi\) and 
\(T\), and model characteristics \(\mu, \beta\) are provided as inputs.

First, estimates of different parameters are initialized, the 
value of \(\phi\) is determined, and the first period of model training 
is set (lines 2-6). Then, during the local model training intervals, 
each timestep, the devices (i) compute the SGD updates, 
(ii) estimate the cluster model divergence, (iii) determine 
the number of D2D consensus rounds, and (iv) conduct the 
consensus process with their neighboring nodes (lines 12-16).

At global aggregation instances, the sampled devices compute 
their estimated local SGD noise, and transmit it along with 
their model parameter vector, gradient vector, and estimates 
of cluster parameter divergence over the previous global 
aggregation round to the server (lines 20-21). Then, the main 
server (i) updates the global model, (ii) estimates \(\zeta, \delta', \sigma\) for 
the step size, (iii) estimates the linear model coefficients used 
in (33), (iv) obtains the optimal length \(T_{k+1}\) of the next local 
model training interval, and (v) broadcasts the updated global 
model, step size coefficients, local model training interval, and 
consensus coefficient, along with the indices of the sampled 
devices for the next global aggregation (line 23-29).

V. Numerical Evaluations

In this section, we conduct numerical experiments to verify the 
performance of TT–HF. After describing the setup in Sec. V-A 
we study model performance/convergence in Sec. V-B and the 
impact of our adaptive control algorithm in Sec. V-C. Overall, 
we will see that TT–HF provides substantial improvements in 
training time, accuracy, and/or resource utilization compared 
to conventional federated learning (16), (58).

A. Experimental Setup

Network architecture. We consider a network consisting of 
\(I = 125\) edge devices placed into \(N = 25\) clusters, each with 
\(s_c = 5\) devices placed uniformly at random in a \(50 \times 50\) m 
square field (in each cluster). The channel model and D2D 
network configuration are explain below.

Channel model: We assume that the D2D communications 
are conducted using orthogonal frequency division techniques, 
e.g., OFDMA, to reduce the interference across the devices. 
We consider the instantaneous channel capacity for transmitting 
data from node \(i\) to \(i'\), both belonging to the same cluster \(c\) following this formula:

\[
C_{i,i'}^{(t)} = W \log_2 \left(1 + \frac{p_i^{(t)} |h_{i,i'}^{(t)}|^2}{\sigma^2}\right),
\]

where \(\sigma^2 = N_0 W\) is the noise power, with \(N_0 = -173\) 
dBm/Hz denoting the white noise power spectral density; \(W = 1\) 
MHz is the bandwidth; \(p_i^{(t)} = 24\) dBm, \(\forall i, t\) is the transmit 
power; \(h_{i,i'}^{(t)}\) is the channel coefficient. We incorporate the effect 
of both large-scale and small scaling fading in \(h_{i,i'}^{(t)}\), given by 
(59), (60):

\[
h_{i,i'}^{(t)} = \sqrt{\beta_{i,i'}^{(t)} u_{i,i'}^{(t)}},
\]

where \(\beta_{i,i'}^{(t)}\) is the large-scale pathloss coefficient and 
\(u_{i,i'}^{(t)} \sim \mathcal{CN}(0,1)\) captures Rayleigh fading, varying i.i.d. over time. 
We assume channel reciprocity, i.e., \(h_{i,i'}^{(t)} = h_{i',i}^{(t)}\), for simplicity. 
We model \(\beta_{i,i'}^{(t)}\) as (59), (60):

\[
\beta_{i,i'}^{(t)} = \beta_0 - 10 \log_{10}(d_{i,i'}^{(t)}/d_0).
\]
where $\beta_0 = -30 \text{ dB}$ denotes the large-scale pathloss coefficient at a reference distance of $d_0 = 1 \text{ m}$, $\alpha$ is the path loss exponent chosen as 3.75 suitable for urban areas, and $d_{i,i'}$ denotes the instantaneous Euclidean distance between the respective nodes. 

**D2D network configuration:** We incorporate the wireless channel model explained above into our scenario to define the set of D2D neighbors and configure the cluster topologies. We assume that the nodes move slowly so that their locations remain static during each global aggregation period, although it may change between consecutive global aggregations. We build the cluster topology based on channel reliability across the nodes quantified via the outage probability. Specifically, considering (36), the probability of outage upon transmitting with data rate of $R_{k,i'}^{(t)}$ between two nodes $i, i'$ is given by

$$P_{\text{out},i'}^{(t)} = 1 - \exp \left( -\frac{2(R_{k,i'}^{(t)} - 1)}{\text{SNR}_{k,i'}^{(t)}} \right), \quad (39)$$

where $\text{SNR}_{k,i'}^{(t)} = \frac{P_r^{(t)} | h_k(i,i')|^2}{\sigma^2}$. To construct the graph topology of each cluster $c$, we create an edge between two nodes $i$ and $i'$ if and only if their respective outage probability satisfies $P_{\text{out},i'}^{(t)} \leq 5\%$ given a defined common data rate $R_{k,i'}^{(t)} = R_c^{(t)}$, chosen as $R_c^{(t)} = 14 \text{ Mbps}$. This value is used since it is large enough to neglect the effect of quantization error in digital communication of the signals, and at the same time results in connected graphs inside the clusters (numerically, we found an average degree of 2 nodes in each cluster). After creating the topology based on the large-scale pathloss and outage probability requirements, we model outages during the consensus phase as follows: if the instantaneous channel capacity (given by (36), which captures the effect of fast fading) on an edge drops below $R_{k,i'}^{(t)}$, outage occurs, so that the packet is lost and the model update is not received at the respective receiver. Therefore, although nodes are assumed to be static during each global aggregation period, the instantaneous cluster topology, i.e., the communication configuration among the nodes, changes with respect to every local SGD iteration in a model training interval due to outages.

Given a communication graph we choose $d_c = 1/8$ to form the consensus iteration at each node $i$ as $z_i^{(t+1)} = z_i^{(t)} + d_c \sum_{i' \in N_i}(z_i^{(t)} - z_{i'}^{(t)})$ (refer to the discussion provided after Assumption 2). Note that given $d_c$, broadcast by the server at the beginning of each global aggregation, each node can conduct D2D communications and local averaging without any global coordination.

**Datasets.** We consider MNIST [61] and Fashion-MNIST (F-MNIST) [62], two datasets commonly used in image classification tasks. Each dataset contains 70K images (60K for training, 10K for testing), where each image is one of 10 labels of hand-written digits and fashion products, respectively. For brevity, we present the results for MNIST here, and refer the reader to Appendix C for FMNIST; the results are qualitatively similar.

**Data distributions.** To simulate varying degrees of statistical data heterogeneity among the devices, we divide the datasets into the devices’ local $D_i$ in three ways: (a) extreme non-i.i.d., where each local dataset has only data points from a single label; (b) moderate non-i.i.d., where each local dataset contains datapoints from three of the 10 labels; and (c) i.i.d., where each local dataset has datapoints covering all 10 labels. In each case, $D_i$ is selected randomly (without replacement) from the full dataset of labels assigned to device $i$.

**ML models.** We consider loss functions from two different ML classifiers: regularized (squared) support vector machines (SVM) and a fully connected neural network (NN). In both cases, we use the standard implementations in PyTorch which results in a model dimension of $M = 7840$ on MNIST. Note...
that the SVM satisfies Assumption 1 while the NN does not. The numerical results obtained for both classifiers are qualitatively similar. Thus, for brevity, we show a selection of results for each classifier here, and refer the reader to Appendix C for the extensive simulation results on both classifiers, where we also explain the implementation of our control algorithm for non-convex loss functions. The SVM uses a linear kernel, and the weights initialization follows a uniform distribution, with mean and variance calculated according to (63). All of our implementations can be accessed at [64].

B. TT-HF Model Training Performance and Convergence

One of the main premises of TT-HF is that cooperative consensus procedure within clusters during the local model training interval can (i) preserve model performance while reducing the required frequency of global aggregations and/or (ii) increase the model training accuracy, especially when statistical data heterogeneity is present across the devices. Our first set of experiments seek to validate these facts:

1) Local consensus reducing global aggregation frequency:
In Fig. 4 we compare the performance of TT-HF for increased local model training intervals $\tau$ against the current federated learning algorithms that do not exploit local D2D model consensus procedure. The baselines both assume full device participation (i.e., all devices upload their local model to the server at each global aggregation), and thus are 5x more uplink resource-intensive at each aggregation. One baseline conducts global aggregations after each round of training ($\tau = 1$), and the other, based on [16], has local update intervals of 20 ($\tau = 20$). Recall that longer local training periods are desirable to reduce the frequency of communication between devices and the main server. We conduct consensus after every $t = 5$ time instances, and increase $\Gamma$ as $\tau$ increases. The $\tau = 1$ baseline is an upper bound on the achievable performance since it replicates centralized model training. Fig. 4 confirms that TT-HF can still outperform the baseline FL with $\tau = 20$ when the frequency of global aggregations is decreased: in other words, increasing $\tau$ can be counteracted with a higher degree of local consensus procedure $\Gamma^{(t)} = \Gamma$, $\forall c, t$. Considering the moderate non-i.i.d. plots ((b) and (e)), we also see that the jumps in global model performance, while less frequent, are substantially larger for TT-HF with a higher degree of local consensus procedure. The baselines both assume full device learning algorithms that do not exploit local D2D model training process. Specifically, when the data distributions of ML model training. Specifically, when the data distributions

2) Improved resource efficiency compared with baselines: Fig. 7 compares the performance of TT-HF under our control algorithm with the two baselines: (i) FL with full device participation and $\tau = 1$ (from Sec. V-B), and (ii) FL with $\tau = 20$ but only one device sampled from each cluster for global aggregations. The result is shown under different ratios of delays $\frac{\Delta_{\text{F}}}{\Delta_{\text{Glob}}}$ and different ratios of energy consumption $\frac{E_{\text{F}}}{E_{\text{Glob}}}$ between D2D communications and global aggregations. Three metrics are shown: (a) total cost based on the objective of (P),

C. TT-HF with Adaptive Parameter Control

We turn now to evaluating the efficacy and analyzing the behavior of TT-HF under parameter tuning from Algorithm 2

1) Convergence behavior: Recall that the upper bound on convergence in Theorem 1 is dependent on the expected model dispersion $A^{(t)}$ and the consensus error $e^{(t)}$ across clusters. For the settings in Figs. 5-7 increasing the local model training period $\tau$ and decreasing the consensus rounds $\Gamma$ will result in increased $A^{(t)}$ and $e^{(t)}$, respectively, for a given $t$. In Fig. 6 we show that TT-HF suffers from poor convergence behavior in the extreme non-i.i.d. case when the period of local descents $\tau$ is excessively prolonged, similar to the baseline FL when $\tau = 50$ [16]. This further emphasizes the importance of Algorithm 2 tuning these parameters around Theorem 2's result.
will result in models that are significantly biased towards local datasets and speed up the convergence at a lower cost (i.e., utilizing low power D2D communications to reduce the frequency of performing global aggregation via uplink transmissions). Due to the low network cost in performing D2D transmission, TT–HF provides a practical solution for federated learning to achieve faster convergence or to prolong the local model training interval, leading to delay and energy consumption savings.

Although we develop our algorithm based on federated learning with vanilla SGD local optimizer, our method can benefit other counterparts in the literature. This is due to the fact that, intuitively, conducting D2D communications via the method proposed on this paper reduces the local bias of the nodes’ models to their local datasets, which is one of the main challenges faced in federated learning. In Appendix C we conduct some preliminary experiment to show the impact of our method on FedProx [65].

VI. Conclusion and Future Work

We proposed TT–HF, a methodology which improves the efficiency of federated learning in D2D-enabled wireless networks by augmenting global aggregations with cooperative consensus procedure among device clusters. We conducted a formal convergence analysis of TT–HF, resulting in a bound which quantifies the impact of gradient diversity, consensus error, and global aggregation periods on the convergence behavior. Using this bound, we characterized a set of conditions under which TT–HF is guaranteed to converge sublinearly with rate of $O(1/t)$. Based on these conditions, we developed an adaptive control algorithm that actively tunes the device learning rate, cluster consensus rounds, and global aggregation periods throughout the training process. Our experimental results demonstrated the robustness of TT–HF against data heterogeneity among edge devices, and its improvement in trained model accuracy, training time, and/or network resource utilization in different scenarios compared to the current art.

There are several avenues for future work. To further enhance the flexibility of TT–HF, one may consider (i) heterogeneity in computation capabilities across edge devices, (ii) different communication delays from the clusters to the server, and (iii) wireless interference caused by D2D communications. Furthermore, using the set of new techniques we provided to conduct convergence analysis in this paper, we aim to extend our convergence analysis to non-convex settings in future work.
This includes obtaining the conditions under which approaching a stationary point of the global loss function is guaranteed, and the rate under which the convergence is achieved.
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Preliminaries and Notations used in the Proofs

In the following Appendices, in order to increase the tractability of the the expressions inside the proofs, we introduce the following scaled parameters: (i) strong convexity denoted by \( \mu \), normalized gradient diversity by \( \tilde{\delta} \), step size by \( \tilde{\eta}_t \), SGD variance \( \tilde{\sigma} \), and consensus error inside the clusters \( \tilde{\epsilon}_c^{(t)} \) and across the network \( \tilde{\epsilon}^{(t)} \) inside the cluster as follows:

- **Strong convexity**: \( F \) is \( \mu \)-strongly convex, i.e.,
  \[
  F(w_1) \geq F(w_2) + \nabla F(w_2) (w_1 - w_2) + \frac{\tilde{\mu}}{2} \| w_1 - w_2 \|^2 , \quad \forall w_1, w_2 ,
  \]
  where as compared to Assumption 1, we considered \( \tilde{\mu} = \mu/\beta \in (0, 1) \).

- **Gradient diversity**: The gradient diversity across the device clusters \( c \) is measured via two non-negative constants \( \delta, \zeta \) that satisfy
  \[
  \| \nabla F_c(w) - \nabla F(w) \| \leq \sqrt{\delta \zeta} + 2\omega \| w - w^* \| , \quad \forall c, w ,
  \]
  where as compared to Assumption 1, we presumed \( \tilde{\delta} = \delta/\sqrt{\beta} \) and \( \omega = \zeta/(2\beta) \in [0, 1] \).

- **Step size**: The local updates to compute *intermediate updated local model* at the devices is expressed as follows:
  \[
  \tilde{w}_i^{(t)} = w_i^{(t-1)} - \tilde{\eta}_{t-1} \frac{\partial}{\partial t} F_i(\bar{\theta}_t^0), \quad t \in T_t ,
  \]
  where we used the scaled in the step size, i.e., \( \tilde{\eta}_{t-1} = \eta_{t-1}/\beta \). Also, when we consider decreasing step size, we consider scaled parameter \( \tilde{\gamma} \) in the step size as follows:
  \[
  \tilde{\gamma} = \frac{\gamma}{\beta} \frac{\tilde{\sigma}^2}{\| \partial F(c) / \partial t \|} , \quad \tilde{\eta}_{t-1} = \tilde{\gamma}/\beta \cdot \tilde{\sigma}^2 / \| \partial F(c) / \partial t \| ,
  \]
  indicating that \( \tilde{\gamma} = \gamma/\beta \).

- **Variance of the noise of the estimated gradient through SGD**: The variance on the SGD noise is bounded as:
  \[
  \mathbb{E}[||n_i^{(t)}||^2] \leq \beta \tilde{\sigma}^2 , \quad \forall j, t ,
  \]
  where we consider scaled SGD noise as: \( \tilde{\sigma}^2 = \sigma^2 / \beta \).

- **Average of the consensus error inside cluster \( c \) and across the network**: \( \epsilon_c^{(t)} \) is an upper bound on the average of the consensus error inside cluster \( c \) for time \( t \), i.e.,
  \[
  \frac{1}{s_c} \sum_{i \in S_c} \| \epsilon_i^{(t)} \|^2 \leq (\tilde{\epsilon}_c^{(t)})^2 / \beta ,
  \]
  where we use the scaled consensus error \( (\tilde{\epsilon}_c^{(t)})^2 = \beta (\epsilon_c^{(t)})^2 \). Also, in the proofs we use the notation \( \epsilon \) to denote the average consensus error across the network defined as \( (\epsilon^{(t)})^2 = \sum_{c=1}^N \varrho_c (\epsilon_c^{(t)})^2 \). When the consensus is assumed to be decreasing over time we use the scaled coefficient \( \tilde{\sigma}^2 = \tilde{\sigma}^2 / \beta \), resulting in \( (\epsilon^{(t)})^2 = \eta_t^2 \tilde{\sigma}^2 / \beta \).

Finally, to track the global model variations, we introduce the instantaneous global model \( \bar{w}^{(t)} = \sum_{c=1}^N \varrho_c \bar{w}_c^{(t)} \), where \( n_c \) is a node uniformly sampled from cluster \( c \). We note that \( \bar{w}^{(t)} \) is only realized at the server at the instance of the global aggregations.

**Appendix A**

**Proof of Proposition 1**

**Proposition 1.** Under Assumptions 1 and 3, if \( \eta_t = \frac{\gamma}{\beta} \), \( \epsilon^{(t)} \) is non-increasing with respect to \( t \in T_t \), i.e., \( \epsilon(t+1)/\epsilon(t) \leq 1 \) and \( \alpha \geq \max\{ \beta \gamma (1 + 1 + \sqrt{(1 + \beta)^2 + 2\omega}, \frac{\sigma^2}{\mu} \} \), using TT-HF for ML model training, the following upper bound on the expected model dispersion across the clusters holds:

\[
A^{(t)} \leq \frac{16\omega^2}{\mu} [\Sigma + \epsilon]^{2} [F(\bar{w}(t-1)) - F(w^*)] + 25[\Sigma + \epsilon]^{2} \left[ \frac{\sigma^2}{\beta^2} + \frac{\delta^2}{\beta^2} + (\epsilon^{(0)})^2 \right] , \quad t \in T_t ,
\]

where

\[
[\Sigma + \epsilon]^{2} = \left[ \sum_{i=t_{k-1}}^{t-1} \left( \prod_{j=t_{k-1}}^{t-1} \left( 1 + \eta_j \beta \lambda_+ \right) \right) \beta \eta_t \right)^2 ,
\]

and

\[
\lambda_+ = 1 - \frac{\mu}{4\beta} + \sqrt{\left( 1 + \frac{\mu}{4\beta} \right)^2 + 2\omega} .
\]

**Proof.** We break down the proof into 3 parts: in Part I we find the relationship between \( \| \bar{w}^{(t)} - w^* \| \) and \( \sum_{c=1}^N \varrho_c || \bar{w}_c^{(t)} - \bar{w}^{(t)} || \), which turns out to form a coupled dynamic system, which is solved in Part II. Finally, Part III draws the connection between \( A^{(t)} \) and the solution of the coupled dynamic system and obtains the upper bound on \( A^{(t)} \).
(Part I) Finding the relationship between $\|\tilde{w}^{(t)} - w^*\|$ and $\sum_{c=1}^{N} \theta_c \|w_c^{(t)} - \tilde{w}^{(t)}\|$: Using the definition of $\tilde{w}^{(t+1)}$ given in Definition 2, and the notations introduced in Appendix, we have:

\[
\tilde{w}^{(t+1)} = \tilde{w}^{(t)} - \frac{\eta_t}{\beta} \sum_{c=1}^{N} \theta_c \frac{1}{s_c} \sum_{j \in S_c} \hat{g}_{j,t}, \quad t \in T_k.
\]

Adding and subtracting terms in the above equality gives us:

\[
\tilde{w}^{(t+1)} - w^* = \tilde{w}^{(t)} - w^* - \frac{\eta_t}{\beta} \nabla F(\tilde{w}^{(t)})
\]

\[
- \frac{\eta_t}{\beta} \sum_{c=1}^{N} \theta_c \frac{1}{s_c} \sum_{j \in S_c} [\hat{g}_{j,t} - \nabla F_j(\tilde{w}^{(t)})]
\]

\[
- \frac{\eta_t}{\beta} \sum_{c=1}^{N} \theta_c \frac{1}{s_c} \sum_{j \in S_c} [\nabla F_j(w_j^{(t)}) - \nabla F_j(\tilde{w}_c^{(t)})]
\]

\[
- \frac{\eta_t}{\beta} \sum_{c=1}^{N} \theta_c [\nabla F_c(\tilde{w}_c^{(t)}) - \nabla F_c(\tilde{w}^{(t)})].
\]

Taking the norm-2 from the both hand sides of the above equality and applying the triangle inequality yields:

\[
\|\tilde{w}^{(t+1)} - w^*\| \leq \|\tilde{w}^{(t)} - w^* - \frac{\eta_t}{\beta} \nabla F(\tilde{w}^{(t)})\| + \eta_t \sum_{c=1}^{N} \theta_c \frac{1}{s_c} \sum_{j \in S_c} \|n_j^{(t)}\|
\]

\[
+ \frac{\eta_t}{\beta} \sum_{c=1}^{N} \theta_c \frac{1}{s_c} \sum_{j \in S_c} \|\nabla F_j(w_j^{(t)}) - \nabla F_j(\tilde{w}_c^{(t)})\|
\]

\[
+ \frac{\eta_t}{\beta} \sum_{c=1}^{N} \theta_c \|\nabla F_c(\tilde{w}_c^{(t)}) - \nabla F_c(\tilde{w}^{(t)})\|.
\]

To bound the terms on the right hand side above, we first use the $\mu$-strong convexity and $\beta$-smoothness of $F(\cdot)$, when $\eta_t \leq \frac{\mu}{\beta}$, to get

\[
\|\tilde{w}^{(t)} - w^* - \frac{\eta_t}{\beta} \nabla F(\tilde{w}^{(t)})\| = \sqrt{\|\tilde{w}^{(t)} - w^*\|^2 + (\frac{\eta_t}{\beta})^2 \|\nabla F(\tilde{w}^{(t)})\|^2 - 2 \frac{\eta_t}{\beta} (\tilde{w}^{(t)} - w^*)^T \nabla F(\tilde{w}^{(t)})}
\]

\[
\leq (a) \sqrt{(1 - 2\tilde{\eta}_t \tilde{\mu}) \|\tilde{w}^{(t)} - w^*\|^2 + (\frac{\eta_t}{\beta})^2 \|\nabla F(\tilde{w}^{(t)})\|^2}
\]

\[
\leq (b) \sqrt{1 - 2\tilde{\eta}_t \tilde{\mu} + \tilde{\eta}_t^2} \|\tilde{w}^{(t)} - w^*\| \leq (c) (1 - \frac{\eta_t \tilde{\mu}}{2}) \|\tilde{w}^{(t)} - w^*\|,
\]

where (a) results from the property of a strongly convex function, i.e., $\nabla F(\tilde{w}^{(t)})^T \nabla F(\tilde{w}^{(t)}) \geq \tilde{\mu} \beta \|\tilde{w}^{(t)} - w^*\|^2$, (b) comes from the property of smooth functions, i.e., $\|\nabla F(\tilde{w}^{(t)})\|^2 \leq \beta^2 \|\tilde{w}^{(t)} - w^*\|^2$ and the last step (c) follows from the fact that $\tilde{\eta}_t \leq \tilde{\eta}_0$ and assuming $\tilde{\eta}_0 \leq \tilde{\mu}$, implying $\alpha \geq \tilde{\gamma} / \tilde{\mu}$. Also, considering the other terms on the right hand side of (50), using $\beta$-smoothness, we have

\[
\|\nabla F_j(w_j^{(t)}) - \nabla F_j(\tilde{w}_c^{(t)})\| \leq \beta \frac{1}{s_c} \sum_{j \in S_c} \|w_j^{(t)} - \tilde{w}_c^{(t)}\|.
\]

Moreover, using Condition [1] we get

\[
\frac{1}{s_c} \sum_{j \in S_c} \|w_j^{(t)} - \tilde{w}_c^{(t)}\| = \frac{1}{s_c} \sum_{j \in S_c} \|e_j^{(t)}\|
\]

\[
\leq \sqrt{\frac{1}{s_c} \sum_{j \in S_c} \|e_j^{(t)}\|^2} \leq e_c^{(t)} / \sqrt{\beta}.
\]
Combining (52) and (53) gives us:

\[
\frac{1}{s_c} \sum_{j \in \mathcal{S}_c} \| \nabla F_j(w_j^{(t)}) - \nabla F_j(\tilde{w}_c^{(t)}) \| \leq \sqrt{\beta \tilde{\epsilon}_c^{(t)}}.
\]  
(54)

Replacing the result of (51) and (54) in (50) yields:

\[
\| \tilde{w}^{(t+1)} - w^* \| \leq (1 - \frac{\tilde{\eta} \tilde{\mu}}{2}) \| \tilde{w}^{(t)} - w^* \| + \tilde{\eta} \sum_{c=1}^{N} \frac{1}{s_c} \sum_{j \in \mathcal{S}_c} \| n_j^{(t)} \| + \frac{\tilde{\eta}}{\sqrt{\beta}} \sum_{c=1}^{N} \theta_c \tilde{\epsilon}_c^{(t)} + \frac{\tilde{\eta}}{\sqrt{\beta}} \sum_{c=1}^{N} \theta_c \| \tilde{w}_c^{(t)} - \tilde{w}^{(t)} \|.
\]
(55)

Multiplying the both hand sides of the above inequality by \( \sqrt{\beta} \) followed by taking square and expectation, we get

\[
\mathbb{E} \left[ \sqrt{\beta} \| \tilde{w}^{(t+1)} - w^* \| \right]^2 \leq \mathbb{E} \left[ \sqrt{\beta} (1 - \frac{\tilde{\eta} \tilde{\mu}}{2}) \| \tilde{w}^{(t)} - w^* \| + \frac{\tilde{\eta}}{\sqrt{\beta}} \sum_{c=1}^{N} \frac{1}{s_c} \sum_{j \in \mathcal{S}_c} \| n_j^{(t)} \| + \frac{\tilde{\eta}}{\sqrt{\beta}} \sum_{c=1}^{N} \theta_c \tilde{\epsilon}_c^{(t)} + \frac{\tilde{\eta}}{\sqrt{\beta}} \sum_{c=1}^{N} \theta_c \| \tilde{w}_c^{(t)} - \tilde{w}^{(t)} \| \right]^2.
\]
(56)

Taking the square roots from the both hand sides and using Fact 1 (See Appendix F) yields:

\[
\sqrt{\beta \mathbb{E} \| \tilde{w}^{(t+1)} - w^* \|^2} \leq (1 - \frac{\tilde{\eta} \tilde{\mu}}{2}) \sqrt{\beta \mathbb{E} \| \tilde{w}^{(t)} - w^* \|^2} + \tilde{\eta} \tilde{\sigma} + \frac{\tilde{\eta}}{\sqrt{\beta}} \sum_{c=1}^{N} \theta_c \tilde{\epsilon}_c^{(t)} + \frac{\tilde{\eta}}{\sqrt{\beta}} \sum_{c=1}^{N} \theta_c \| \tilde{w}_c^{(t)} - \tilde{w}^{(t)} \|.
\]
(57)

We compact (57) and represent it via the following relationship:

\[
x_2^{(t+1)} \leq \left[ \tilde{\eta} - \frac{\tilde{\eta} \tilde{\mu}}{2} \right] x_1^{(t)} + \tilde{\eta} \left( \tilde{\sigma} + \sum_{c=1}^{N} \theta_c \tilde{\epsilon}_c^{(t)} \right),
\]
(58)

where \( x_1^{(t)} = \begin{bmatrix} x_1^{(t)} \ x_2^{(t)} \end{bmatrix}^T \), \( x_1^{(t)} = \sqrt{\beta \mathbb{E} \| \tilde{w}_c^{(t)} - \tilde{w}^{(t)} \|} \), and \( x_2^{(t)} = \sqrt{\beta \mathbb{E} \| \tilde{w}^{(t)} - w^* \|} \).

The relationship in (58) reveals the dependency of \( x_2^{(t+1)} \) on \( x_1^{(t)} \) and \( x_2^{(t)} \). To bound \( x_1^{(t)} \), we first use the fact that \( \tilde{w}_c^{(t+1)} \) can be written as follows:

\[
\tilde{w}_c^{(t+1)} = \tilde{w}_c^{(t)} - \frac{\tilde{\eta}}{\beta} \frac{1}{s_c} \sum_{j \in \mathcal{S}_c} \nabla F_j(w_j^{(t)}) - \frac{\tilde{\eta}}{\beta} \frac{1}{s_c} \sum_{j \in \mathcal{S}_c} n_j^{(t)}.
\]
(59)

Similarly, \( \tilde{w}^{(t+1)} \) can be written as:

\[
\tilde{w}^{(t+1)} = \tilde{w}^{(t)} - \frac{\tilde{\eta}}{\beta} \sum_{d=1}^{N} \frac{1}{s_d} \sum_{j \in \mathcal{S}_d} \nabla F_j(w_j^{(t)}) - \frac{\tilde{\eta}}{\beta} \sum_{d=1}^{N} \frac{1}{s_d} \sum_{j \in \mathcal{S}_d} n_j^{(t)}.
\]
(60)

Combining (59) and (60) and performing some algebraic manipulations yields:

\[
\tilde{w}_c^{(t+1)} - \tilde{w}^{(t+1)} = \tilde{w}_c^{(t)} - \tilde{w}^{(t)} + \frac{\tilde{\eta}}{\beta} \frac{1}{s_c} \sum_{j \in \mathcal{S}_c} n_j^{(t)} + \frac{\tilde{\eta}}{\beta} \sum_{d=1}^{N} \frac{1}{s_d} \sum_{j \in \mathcal{S}_d} n_j^{(t)}
- \frac{\tilde{\eta}}{\beta} \sum_{j \in \mathcal{S}_c} \left[ \nabla F_j(w_j^{(t)}) - \nabla F_j(\tilde{w}_c^{(t)}) \right] + \frac{\tilde{\eta}}{\beta} \sum_{d=1}^{N} \frac{1}{s_d} \sum_{j \in \mathcal{S}_d} \left[ \nabla F_j(\tilde{w}_c^{(t)}) - \nabla F_j(\tilde{w}_c^{(t)}) \right]
- \frac{\tilde{\eta}}{\beta} \sum_{j \in \mathcal{S}_c} \left[ \nabla F_c(w_c^{(t)}) - \nabla F_c(\tilde{w}_c^{(t)}) \right] + \frac{\tilde{\eta}}{\beta} \sum_{d=1}^{N} \frac{1}{s_d} \sum_{j \in \mathcal{S}_d} \left[ \nabla F_c(\tilde{w}_c^{(t)}) - \nabla F_c(\tilde{w}_c^{(t)}) \right]
- \frac{\tilde{\eta}}{\beta} \left[ \nabla F_c(\tilde{w}_c^{(t)}) - \nabla F(\tilde{w}_c^{(t)}) \right].
\]
(61)
Taking the norm-2 of the both hand sides of the above equality and applying the triangle inequality gives us

\[ \| \bar{w}_c^{(t+1)} - \bar{w}^{(t+1)} \| \leq \| \bar{w}_c^{(t)} - \bar{w}^{(t)} \| + \frac{\bar{\eta}_t}{\beta} \sum_{j \in S_c} \bar{n}_j^{(t)} + \frac{\bar{\eta}_t}{\beta} \sum_{d=1}^{N} \theta_d \frac{1}{s_d} \sum_{j \in S_d} \bar{n}_j^{(t)} \]

\[ + \frac{\bar{\eta}_t}{\beta} \sum_{j \in S_c} \| \nabla F_j(\bar{w}_j^{(t)}) - \nabla F_j(\bar{w}_j^{(t)}) \| + \frac{\bar{\eta}_t}{\beta} \sum_{d=1}^{N} \theta_d \frac{1}{s_d} \sum_{j \in S_d} \| \nabla F_j(\bar{w}_j^{(t)}) - \nabla F_j(\bar{w}_j^{(t)}) \| \]

\[ + \frac{\bar{\eta}_t}{\beta} \| \nabla F_c(\bar{w}_c^{(t)}) - \nabla F_c(\bar{w}_c^{(t)}) \| + \frac{\bar{\eta}_t}{\beta} \sum_{d=1}^{N} \theta_d \| \nabla F_d(\bar{w}_d^{(t)}) - \nabla F_d(\bar{w}_d^{(t)}) \| \]

\[ + \frac{\bar{\eta}_t}{\beta} \| \nabla F_c(\bar{w}_c^{(t)}) - \nabla F(\bar{w}_c^{(t)}) \|. \]  

(62)

Using \( \beta \)-smoothness of \( F_j(\cdot), \forall j, \) and \( \hat{F}_c(\cdot), \forall c, \) Definition \([1]\) and Condition \([1]\) we further bound the right hand side of (62) to get

\[ \| \bar{w}_c^{(t+1)} - \bar{w}^{(t+1)} \| \leq (1 + \bar{\eta}_t) \| \bar{w}_c^{(t)} - \bar{w}^{(t)} \| + 2\omega \bar{\eta}_t \| \bar{w}^{(t)} - \bar{w}^* \| + \frac{\bar{\eta}_t}{\sqrt{\beta}} \sum_{d=1}^{N} \theta_d \| \bar{w}_d^{(t)} - \bar{w}^{(t)} \| \]

(63)

Using (53) we have \( \frac{1}{\sqrt{s}} \sum_{j \in S_d} \| \bar{w}_j^{(t)} - \bar{w}_j^{(t)} \| \leq \frac{\epsilon(t)}{\beta}, \) and thus (63) can be written as

\[ \| \bar{w}_c^{(t+1)} - \bar{w}^{(t+1)} \| \leq (1 + \bar{\eta}_t) \| \bar{w}_c^{(t)} - \bar{w}^{(t)} \| + 2\omega \bar{\eta}_t \| \bar{w}^{(t)} - \bar{w}^* \| + \frac{\bar{\eta}_t}{\sqrt{\beta}} \sum_{d=1}^{N} \theta_d \| \bar{w}_d^{(t)} - \bar{w}^{(t)} \| \]

\[ + \frac{\bar{\eta}_t}{\beta} \sum_{j \in S_c} \| \bar{n}_j^{(t)} \| + \frac{\bar{\eta}_t}{\beta} \sum_{d=1}^{N} \theta_d \frac{1}{s_d} \sum_{j \in S_d} \| \bar{n}_j^{(t)} \| + \frac{\bar{\eta}_t}{\sqrt{\beta}} \left( \epsilon(t) + \sum_{d=1}^{N} \theta_d \epsilon_d^{(t)} + \bar{\delta} \right). \]  

(64)

Taking the weighted sum \( \sum_{c=1}^{N} \theta_c \) from the both hand sides of the above inequality gives us

\[ \sum_{c=1}^{N} \theta_c \| \bar{w}_c^{(t+1)} - \bar{w}^{(t+1)} \| \leq (1 + 2\bar{\eta}_t) \sum_{c=1}^{N} \theta_c \| \bar{w}_c^{(t)} - \bar{w}^{(t)} \| + 2\omega \bar{\eta}_t \| \bar{w}^{(t)} - \bar{w}^* \| \]

\[ + \frac{\bar{\eta}_t}{\beta} \sum_{j \in S_c} \| \bar{n}_j^{(t)} \| + \frac{\bar{\eta}_t}{\beta} \sum_{d=1}^{N} \theta_d \frac{1}{s_d} \sum_{j \in S_d} \| \bar{n}_j^{(t)} \| + \frac{\bar{\eta}_t}{\sqrt{\beta}} \left( 2 \sum_{d=1}^{N} \theta_d \epsilon_d^{(t)} + \bar{\delta} \right). \]  

(65)

Multiplying the both hand side of the above inequality by \( \sqrt{\beta} \), followed by taking square and expectation, using a similar procedure used to obtain (57), we get the bound on \( x_1^{(t+1)} \) as follows:

\[ x_1^{(t+1)} \leq [(1 + 2\bar{\eta}_t) - 2\omega \bar{\eta}_t] x^{(t)} + \bar{\eta}_t \left( 2 \sum_{d=1}^{N} \theta_d \epsilon_d^{(t)} + \bar{\delta} + 2\bar{\sigma} \right). \]  

(66)

**Part II Solving the coupled dynamic system:** To bound \( x^{(t)} \), we need to bound \( x_1^{(t)} \) and \( x_2^{(t)} \), where \( x_2^{(t)} \) is given by (58), which is dependent on \( x_2^{(t-1)} \). Also, \( x_1^{(t)} \) is given in (66), which is dependent on \( x^{(t-1)} \). This leads to a coupled dynamic system where \( x^{(t)} \) can be expressed in a compact form as follows:

\[ x^{(t+1)} \leq [I + \bar{\eta}_t B] x^{(t)} + \bar{\eta}_t z, \]

(67)

where \( x^{(t-1)} = e_2 \sqrt{\beta} \| \bar{w}^{(t-1)} - \bar{w}^* \|, \ z = \left[ 2 \ 1 \right]^T \left[ \bar{\sigma} + \sum_{d=1}^{N} \theta_d \epsilon_d^{(0)} \right] + e_1 \bar{\delta} \ , \ B = \left[ \begin{array}{cc} 2 & 2\omega \bar{\eta}_t \bar{\delta} \bar{\sigma} / 2 \end{array} \right], \ e_1 = \left[ \begin{array}{c} 1 \\ 0 \end{array} \right] \) and \( e_2 = \left[ \begin{array}{c} 0 \\ 1 \end{array} \right] \). We aim to characterize an upper bound on \( x^{(t)} \) denoted by \( \bar{x}^{(t)} \), where

\[ \bar{x}^{(t+1)} = [I + \bar{\eta}_t B] \bar{x}^{(t)} + \bar{\eta}_t z. \]

(68)
To solve the coupled dynamic, we use the eigen-decomposition on \( \mathbf{B} \): \( \mathbf{B} = \mathbf{U} \mathbf{D} \mathbf{U}^{-1} \), where

\[
\mathbf{D} = \begin{bmatrix} \lambda_+ & 0 \\ 0 & \lambda_- \end{bmatrix}, \quad \mathbf{U} = \begin{bmatrix} \frac{\omega}{2} - 1 & \frac{\omega}{2} - 1 \\ \frac{1}{\omega \sqrt{(1 + \mu/4)^2 + 2\omega}} \frac{1}{\lambda_+ - 1} & -\omega \end{bmatrix}, \quad \mathbf{U}^{-1} = \begin{bmatrix} 1 \\ \omega \sqrt{(1 + \mu/4)^2 + 2\omega} \frac{1}{\lambda_+ - 1} & -\omega \end{bmatrix}
\]

and the eigenvalues in \( \mathbf{D} \) are given by

\[
\lambda_+ = 1 - \frac{\mu}{4} + \sqrt{(1 + \mu/4)^2 + 2\omega} > 0
\]

and

\[
\lambda_- = 1 - \frac{\mu}{4} - \sqrt{(1 + \mu/4)^2 + 2\omega} - \frac{2\omega}{\lambda_+} < 0
\]

To further compact the relationship in (68), we introduce a variable \( f(t) \), where \( f(t) = \mathbf{U}^{-1} \mathbf{x}(t) + \mathbf{U}^{-1} \mathbf{B}^{-1} \mathbf{z} \), satisfying the following recursive expression:

\[
f(t+1) = [\mathbf{I} + \tilde{\eta}_t \mathbf{D}] f(t).
\]

Recursive expansion of the right hand side of the above equality yields:

\[
f(t) = \prod_{\ell=t_k-1}^{t-1} [\mathbf{I} + \tilde{\eta}_\ell \mathbf{D}] f(t_{k-1}).
\]

Using the fact that \( \mathbf{U} f(t) = \mathbf{B}^{-1} \mathbf{z} \), we obtain the following expression for \( \mathbf{x}(t) \):

\[
\mathbf{x}(t) = \mathbf{U} \prod_{\ell=t_k-1}^{t-1} (\mathbf{I} + \tilde{\eta}_\ell \mathbf{D}) \mathbf{U}^{-1} \mathbf{e}_2 \|\mathbf{w}(t_{k-1}) - \mathbf{w}^*\| + \mathbf{U} \left[ \prod_{\ell=t_k-1}^{t-1} (\mathbf{I} + \tilde{\eta}_\ell \mathbf{D}) - \mathbf{I} \right] \mathbf{U}^{-1} \mathbf{B}^{-1} \mathbf{z}.
\]

(Part III) Finding the connection between \( A(t) \) and \( \mathbf{x}(t) \) and the expression for \( A(t) \): To bound the model dispersion across the clusters, we revisit (64), where we multiply its both hand side by \( \sqrt{\beta} \), followed by taking square and expectation and follow a similar procedure used to obtain (57) to get:

\[
\sqrt{\beta} \mathbb{E}[\|\mathbf{w}_c^{(t+1)} - \mathbf{w}^{(t)}\|^2] \leq (1 + \tilde{\eta}_t) \sqrt{\beta} \mathbb{E}[\|\mathbf{w}_c^{(t)} - \mathbf{w}^{(t)}\|^2] + \tilde{\eta}_t y(t)
\]

where \( y(t) = [1 \quad 2\omega] \mathbf{x}(t) \). Recursive expansion of (74) yields:

\[
\sqrt{\beta} \mathbb{E}[\|\mathbf{w}_c^{(t)} - \mathbf{w}^{(t)}\|^2] \leq \sum_{\ell=t_k-1}^{t-1} \tilde{\eta}_\ell \prod_{j=\ell+1}^{t-1} (1 + \tilde{\eta}_j) y(t)
\]

\[
+ \sum_{\ell=t_k-1}^{t-1} \tilde{\eta}_\ell \prod_{j=\ell+1}^{t-1} (1 + \tilde{\eta}_j) [\tilde{\varepsilon}_c^{(0)} + \sum_{d=1}^{N} \tilde{\theta}_d \tilde{c}_d^{(0)} + \tilde{\delta} + 2\tilde{\delta}].
\]

The expression in (75) reveals the dependency between the model in one cluster \( c \) and the global average of models, i.e., the left hand side, on \( y(t) \) which by itself depends on \( \mathbf{x}(t) \). Considering the fact that \( A(t) \leq \mathbb{E} \left[ \sum_{c=1}^{N} \tilde{\theta}_c \|\mathbf{w}_c^{(t)} - \mathbf{w}^{(t)}\|^2 \right] \), the aforementioned dependency implies the dependency of \( A(t) \) on \( \mathbf{x}(t) \).

So, the key to obtain \( A(t) \) is to bound \( y(t) \), which can be expressed as follows:

\[
y(t) = [1 \quad 2\omega] \mathbf{x}(t) \leq [1 \quad 2\omega] \mathbf{x}(t)
\]

\[
= [g_1 \Pi_{+,0} + g_2 \Pi_{-,0}] \sqrt{\beta} \|\mathbf{w}(t_{k-1}) - \mathbf{w}^*\| + [g_3 (\Pi_{+,0} - \Pi_{0,0}) + g_4 (\Pi_{-,0} - \Pi_{0,0})] [\tilde{\delta} + \sum_{d=1}^{N} \tilde{\theta}_d \tilde{c}_d^{(0)}]
\]

\[
+ [g_5 (\Pi_{+,0} - \Pi_{0,0}) + g_6 (\Pi_{-,0} - \Pi_{0,0})] \tilde{\varepsilon}_c^{(0)},
\]

where we define \( \Pi_{(+,0),t} = \prod_{\ell=t_k-1}^{t-1} [1 + \tilde{\eta}_\ell \lambda_{(+,0),0}] \), with \( \lambda_+ \) given by (69) and \( \lambda_- \) given by (70) and \( \lambda_0 = 0 \). Also, the
constants \( g_1, g_2, g_3, g_4, g_5, \) and \( g_6 \) are given by:

\[
g_1 \triangleq [1 \quad 2\omega] U e_1 e_1^T U^{-1} e_2 = \omega \left[ 1 - \frac{\hat{\mu}/4}{\sqrt{(1 + \mu/4)^2 + 2\omega}} \right] > 0,
\]

\[
g_2 \triangleq [1 \quad 2\omega] U e_2 e_2^T U^{-1} e_2 = \omega \left[ 1 + \frac{\hat{\mu}/4}{\sqrt{(1 + \mu/4)^2 + 2\omega}} \right] = g_2 = 2\omega - g_1 > 0,
\]

\[
g_3 \triangleq [1 \quad 2\omega] U e_1 e_1^T U^{-1} B^{-1} [2 \quad 1]^T = \frac{1}{2} + \frac{1 + \hat{\mu}/4 + 2\omega}{2 \sqrt{(1 + \mu/4)^2 + 2\omega}} = g_3 > 1,
\]

\[
g_4 \triangleq [1 \quad 2\omega] U e_2 e_2^T U^{-1} B^{-1} [2 \quad 1]^T = \frac{1}{2} - \frac{1 + \hat{\mu}/4 + 2\omega}{2 \sqrt{(1 + \mu/4)^2 + 2\omega}},
\]

\[
\frac{\hat{\mu}/2}{\mu + 2\omega + \sqrt{(1 + \mu/4)^2 + 2\omega}} = \frac{\mu/2 + 2\omega + \sqrt{(1 + \mu/4)^2 + 2\omega}}{\mu + 2\omega} - g_5 > 0.
\]

Revisiting (74) with the result of (76) gives us:

\[
\sqrt{\beta} \mathbb{E}[\|\tilde{w}^{(t)}_c - \bar{w}^{(t)}_c\|^2] \leq 2\omega \frac{g_1 \Sigma_{+,t} + g_2 \Sigma_{-,t}}{g_1 + g_2} \frac{\sqrt{\beta}}{\bar{w}(t_{k-1}) - w^*} + [\Sigma_{+,t} + (g_3 - 1)(\Sigma_{+,t} - \Sigma_{-,t})][\sigma + \sum_{d=1}^N \theta_d \xi_d^{(0)}] + \frac{\hat{\mu}/2}{\mu + 2\omega} \left[ \frac{g_5}{g_5 + g_6} \Sigma_{+,t} + \frac{g_6}{g_5 + g_6} \Sigma_{-,t} + \Sigma_{0,t} \tilde{\delta} + \Sigma_{0,t} \xi_c^{(0)} + \tilde{\sigma} \right],
\]

(77)

where we used the facts that \( g_3 + g_4 = 1 \), \( g_5 + g_6 = \frac{\hat{\mu} + 2\omega}{\hat{\mu} + 2\omega} \), \( g_1 + g_2 = 2\omega \), and \( g_3 > 1 \), and defined \( \Sigma_{+,t}, \Sigma_{-,t}, \) and \( \Sigma_{0,t} \) as follows:

\[
\Sigma_{(+,+,0),t} = \sum_{\ell = t_{k-1}}^{t-1} \tilde{\eta}_\ell \prod_{j=\ell+1}^{t-1} \left( 1 + \tilde{\eta}_j \lambda_{(+,+,0),t} \right) = \sum_{\ell = t_{k-1}}^{t-1} \left[ \prod_{j=\ell+1}^{t-1} (1 + \tilde{\eta}_j) \right] \tilde{\eta}_\ell \prod_{j=\ell+1}^{t-1} \left( 1 + \tilde{\eta}_j \right).
\]

We now demonstrate that: (i) \( \Sigma_{-,t} \leq \Sigma_{+,t} \), (ii) \( \Sigma_{0,t} \leq \Sigma_{+,t} \), and (iii) \( \Sigma_{-,t} \geq 0 \).

To prove \( \Sigma_{-,t} \leq \Sigma_{+,t} \), we upper bound \( \Sigma_{-,t} \) as follows:

\[
\Sigma_{-,t} \leq \sum_{\ell = t_{k-1}}^{t-1} \left[ \prod_{j=\ell+1}^{t-1} (1 + \tilde{\eta}_j \lambda_-) \right] \tilde{\eta}_\ell \left[ \prod_{j=\ell+1}^{t-1} (1 + \tilde{\eta}_j) \right] \leq \sum_{\ell = t_{k-1}}^{t-1} \left[ \prod_{j=\ell+1}^{t-1} (1 + \tilde{\eta}_j \lambda_+) \right] \tilde{\eta}_\ell \left[ \prod_{j=\ell+1}^{t-1} (1 + \tilde{\eta}_j) \right] = \Sigma_{+,t}.
\]

(78)

Similarly it can be shown that \( \Sigma_{0,t} \leq \Sigma_{+,t} \) since \( \lambda_+ > 1 \).

To prove \( \Sigma_{-,t} \geq 0 \), it is sufficient to impose the condition \( (1 + \tilde{\eta}_j \lambda_-) \geq 0, \forall j \), i.e. \( (1 + \tilde{\eta}_0 \lambda_-) \geq 0 \), which implies \( \alpha \geq \tilde{\gamma} \sqrt{(1 + \mu/4)^2 + 2\omega} \).

Considering (77) with the above mentioned properties for \( \Sigma_{-,t}, \Sigma_{+,t}, \) and \( \Sigma_{0,t} \), we get:

\[
\sqrt{\beta} \mathbb{E}[\|\tilde{w}^{(t)}_c - \bar{w}^{(t)}_c\|^2] \leq 2\omega \Sigma_{+,t} \sqrt{\beta} \|\bar{w}(t_{k-1}) - w^*\|
\]
Theorem 1. Taking the square of both hand sides followed by taking the weighted sum
\[ \sum_{d=1}^{N} \theta_d c_d^{(0)} \]
Moreover, since \( \frac{\beta}{\mu+2\omega} \leq 1 \), \( \sum_{d=1}^{N} \theta_d c_d^{(0)} = \bar{c}(0) \) and \( g_3 \leq \frac{1+\sqrt{3}}{2} \) (since \( g_3 \) is increasing with respect to \( \omega \) and decreasing with respect to \( \mu \)), from (79) we obtain
\[ \sqrt{\beta E[\|w_c^{(t)} - \bar{w}(t)\|^2]} \leq 2\alpha \|w_c^{(t-1)} - w^*\| + \Sigma_{s,t} \left[ \frac{3+\sqrt{3}}{2} \sigma + \frac{1+\sqrt{3}}{2} \bar{c}(0) + \bar{\delta} \right]. \] (80)
Taking the square of both hand sides followed by taking the weighted sum \( \sum_{c=1}^{N} \theta_c \), we get:
\[ \beta A(t) = \beta E \left[ \sum_{c=1}^{N} \theta_c \|w_c^{(t)} - w^{(t)}\|^2 \right] \leq 8\omega^2 \| \Sigma_{s,t} \| \|w_c^{(t-1)} - w^*\|^2 \]
\[ + 2\| \Sigma_{s,t} \|^2 \sum_{c=1}^{N} \theta_c \left[ \frac{3+\sqrt{3}}{2} \sigma + \frac{1+\sqrt{3}}{2} \bar{c}(0) + \bar{\delta} \right]^2 \]
\[ \leq 8\omega^2 \| \Sigma_{s,t} \|^2 \|w_c^{(t-1)} - w^*\|^2 + 2\| \Sigma_{s,t} \|^2 \left[ \frac{3+\sqrt{3}}{2} \sigma + \frac{1+\sqrt{3}}{2} \bar{c}(0) + \bar{\delta} \right]^2 \]
\[ \leq 8\omega^2 \| \Sigma_{s,t} \|^2 \beta \|w_c^{(t-1)} - w^*\|^2 + 25 \| \Sigma_{s,t} \|^2 \left[ \frac{\bar{\sigma}^2 + \bar{\delta}^2 + (\bar{c}(0))^2}{\beta} \right]. \] (81)
Using the strong convexity of \( F(\cdot) \), we have \( \|w(t_{k-1}) - w^*\|^2 \leq \frac{2}{\beta} \|F(w(t_{k-1})) - F(w^*)\| \), using which in (81) yields:
\[ \beta A(t) \leq \frac{16\omega^2}{\mu} \| \Sigma_{s,t} \|^2 [F(w(t_{k-1})) - F(w^*)] + 25 \| \Sigma_{s,t} \|^2 \left[ \frac{\bar{\sigma}^2 + \bar{\delta}^2 + (\bar{c}(0))^2}{\beta} \right] \]
\[ = \frac{16\omega^2}{\mu} \| \Sigma_{s,t} \|^2 [F(w(t_{k-1})) - F(w^*)] + 25 \| \Sigma_{s,t} \|^2 \left[ \frac{\bar{\sigma}^2 + \bar{\delta}^2 + (\bar{c}(0))^2}{\beta} \right]. \] (82)
This concludes the proofs.

\[ \square \]

APPENDIX B
PROOF OF THEOREM 1

Theorem 1. Under Assumptions 2 and 3 upon using TS-HF for ML model training, if \( \eta_t \leq 1/\beta \), \( \forall t \), the one-step behavior of \( \bar{w}^{(t)} \) can be described as follows:
\[ E \left[ F(\bar{w}^{(t+1)}) - F(w^*) \right] \leq (1 - \mu \eta_t) E\left[ F(\bar{w}^{(t)}) - F(w^*) \right] + \frac{\eta_t^2}{2} A(t) + \frac{1}{2} \eta_t \beta^2 (\epsilon(t))^2 + \eta_t^2 \beta \sigma^2 + \beta (\epsilon(t+1))^2], \]
where
\[ A(t) \triangleq E \left[ \sum_{c=1}^{N} \theta_c \|w_c^{(t)} - \bar{w}(t)\|^2 \right]. \] (83)

Proof. Considering \( t \in T_k \), using (10), (13), the definition of \( w \) given in Definition 2 and the fact that \( \sum_{i \in S_c} e_i^{(t)} = 0, \forall t \), under Assumption 2 the global average of the local models follows the following dynamics:
\[ \bar{w}_{c}^{(t+1)} = \bar{w}_{c}^{(t)} - \frac{\eta_t}{\beta} \sum_{c=1}^{N} \theta_c \frac{1}{S_c} \sum_{j \in S_c} \nabla F_j(\bar{w}_j^{(t)}) - \frac{\eta_t}{\beta} \sum_{c=1}^{N} \theta_c \frac{1}{S_c} \sum_{j \in S_c} n_j^{(t)} \]
where \( n_j^{(t)} = g_j^{(t)} - \nabla F_j(\bar{w}_j^{(t)}) \). On the other hand, the \( \beta \)-smoothness of the global function \( F \) implies
\[ F(\bar{w}^{(t+1)}) \leq F(\bar{w}^{(t)}) + \nabla F(\bar{w}^{(t)})^T (\bar{w}^{(t+1)} - \bar{w}^{(t)}) + \frac{\beta}{2} \| \bar{w}^{(t+1)} - \bar{w}^{(t)} \|^2 \]. (85)
Replacing the result of [84] in the above inequality, taking the conditional expectation (conditioned on the knowledge of \( \tilde{w}^{(t)} \)) of the both hand sides, and using the fact that \( \mathbb{E}_t[\mathbf{n}_i^{(t)}] = 0 \) yields:

\[
\mathbb{E}_t \left[ F(\tilde{w}^{(t+1)}) - F(w^*) \right] \leq F(\mathbf{w}^{(t)}) - F(w^*) - \frac{\tilde{\eta}_t}{\beta} \nabla F(\mathbf{w}^{(t)})^T \sum_{c=1}^{N} g_c \frac{1}{s_c} \sum_{j \in \mathcal{S}_c} \nabla F_j(\mathbf{w}_j^{(t)}) + \frac{\tilde{\eta}_t^2}{2\beta} \left( \sum_{c=1}^{N} g_c \frac{1}{s_c} \sum_{j \in \mathcal{S}_c} \mathbf{n}_j^{(t)} \right)^2 + \frac{\tilde{\eta}_t^2\sigma^2 \bar{\sigma}^2}{2}.
\]  

(86)

Since \( \mathbb{E}_t[\|\mathbf{n}_i^{(t)}\|^2] \leq \beta \bar{\sigma}^2 \), \( \forall i \), we get

\[
\mathbb{E}_t \left[ F(\tilde{w}^{(t+1)}) - F(w^*) \right] \leq F(\tilde{w}^{(t)}) - F(w^*)
\]

\[
- \frac{\tilde{\eta}_t}{\beta} \nabla F(\tilde{w}^{(t)})^T \sum_{c=1}^{N} g_c \frac{1}{s_c} \sum_{j \in \mathcal{S}_c} \nabla F_j(\mathbf{w}_j^{(t)}) + \frac{\tilde{\eta}_t^2}{2\beta} \left( \sum_{c=1}^{N} g_c \frac{1}{s_c} \sum_{j \in \mathcal{S}_c} \mathbf{n}_j^{(t)} \right)^2 + \frac{\tilde{\eta}_t^2\sigma^2 \bar{\sigma}^2}{2}.
\]  

(87)

Using Lemma 2 (see Appendix C), we further bound (87) as follows:

\[
\mathbb{E}_t \left[ F(\tilde{w}^{(t+1)}) - F(w^*) \right] \leq (1 - \tilde{\mu}\tilde{\eta}_t)(F(\tilde{w}^{(t)}) - F(w^*))
\]

\[
- \frac{\tilde{\eta}_t}{2\beta} (1 - \tilde{\eta}_t) \left( \sum_{c=1}^{N} g_c \frac{1}{s_c} \sum_{j \in \mathcal{S}_c} \nabla F_j(\mathbf{w}_j^{(t)}) \right)^2 + \frac{\tilde{\eta}_t^2\sigma^2 \bar{\sigma}^2}{2} + \frac{\tilde{\eta}_t^2}{2\beta} \left( \sum_{c=1}^{N} g_c \frac{1}{s_c} \sum_{j \in \mathcal{S}_c} \mathbf{w}_j^{(t)} - \mathbf{w}_j^{(t)} \right)^2
\]

\[
\leq (1 - \tilde{\mu}\tilde{\eta}_t)(F(\tilde{w}^{(t)}) - F(w^*)) + \frac{\tilde{\eta}_t^2\sigma^2 \bar{\sigma}^2}{2}.
\]  

(88)

where the last step follows from \( \tilde{\eta}_t \leq 1 \). To further bound the terms on the right hand side of (88), we use the fact that

\[
\|\mathbf{w}_i^{(t)} - \mathbf{w}^{(t)}\|^2 = \|\tilde{\mathbf{w}}_c^{(t)} - \mathbf{w}^{(t)}\|^2 + \|\mathbf{e}_i^{(t)}\|^2 + 2[\mathbf{w}_c^{(t)} - \mathbf{w}^{(t)}]^T \mathbf{e}_i^{(t)},
\]

(89)

which results in

\[
\frac{1}{s_c} \sum_{i \in \mathcal{S}_c} \|\mathbf{w}_i^{(t)} - \mathbf{w}^{(t)}\|^2 \leq \|\tilde{\mathbf{w}}_c^{(t)} - \mathbf{w}^{(t)}\|^2 + \frac{(\mathbf{e}_i^{(t)})^2}{\beta}.
\]  

(90)

Replacing (90) in (88) and taking the unconditional expectation from the both hand sides of the resulting expression gives us

\[
\mathbb{E} \left[ F(\tilde{w}^{(t+1)}) - F(w^*) \right] \leq (1 - \tilde{\mu}\tilde{\eta}_t)\mathbb{E}[F(\tilde{w}^{(t)}) - F(w^*)]
\]

\[
+ \frac{\tilde{\eta}_t\beta}{2} \sum_{c=1}^{N} g_c \left( \|\tilde{\mathbf{w}}_c^{(t)} - \mathbf{w}^{(t)}\|^2 + \frac{(\mathbf{e}_i^{(t)})^2}{\beta} \right) + \frac{\tilde{\eta}_t^2\sigma^2 \bar{\sigma}^2}{2}
\]

\[
= (1 - \tilde{\mu}\tilde{\eta}_t)\mathbb{E}[F(\tilde{w}^{(t)}) - F(w^*)] + \frac{\tilde{\eta}_t^2}{2}\mathbb{E}[\tilde{\eta}_t^2(\mathbf{e}_i^{(t)})^2 + \frac{\tilde{\eta}_t^2\sigma^2 \bar{\sigma}^2}{2}],
\]  

(91)

where

\[
A^{(t)} \triangleq \mathbb{E} \left[ \sum_{c=1}^{N} g_c \|\tilde{\mathbf{w}}_c^{(t)} - \mathbf{w}^{(t)}\|^2 \right].
\]  

(92)

By \( \beta \)-smoothness of \( F(\cdot) \), we have

\[
F(\tilde{w}^{(t)}) - F(w^*) \leq F(\mathbf{w}^{(t)}) - F(w^*) + \nabla F(\mathbf{w}^{(t)})^T (\tilde{\mathbf{w}}^{(t)} - \mathbf{w}^{(t)}) + \frac{\beta}{2}\|\tilde{\mathbf{w}}^{(t)} - \mathbf{w}^{(t)}\|^2
\]

\[
\leq F(\tilde{w}^{(t)}) - F(w^*) + \frac{\beta}{2}\sum_{c=1}^{N} g_c \|\mathbf{e}_c^{(t)}\|^2 + \frac{\beta}{2}\sum_{c=1}^{N} g_c \|\mathbf{e}_c^{(t)}\|^2.
\]  

(93)

Taking the expectation with respect to the device sampling from both hand sides of (93), since the sampling is conducted
uniformly at random, we obtain
\[
\mathbb{E}_t \left[ F(\tilde{w}^{(t)}) - F(w^*) \right] \leq F(\tilde{w}^{(t)}) - F(w^*) + \nabla F(\tilde{w}^{(t)})^\top (\tilde{w}^{(t)} - w^{(t)}) + \frac{\beta}{2} \sum_{c=1}^{N} \varrho_c \mathbb{E}_t \left[ \| e_c^{(t)} \|_2^2 \right].
\] (94)

Taking the total expectation from both hand sides of the above inequality yields:
\[
\mathbb{E} \left[ F(\tilde{w}^{(t)}) - F(w^*) \right] \leq \mathbb{E} \left[ F(\tilde{w}^{(t)}) - F(w^*) \right] + \frac{(\hat{\varepsilon}^{(t)})^2}{2}. \] (95)

Replace (91) into (95), we have
\[
\mathbb{E} \left[ F(\tilde{w}^{(t+1)}) - F(w^*) \right] \leq (1 - \mu \eta_t) \mathbb{E} [F(\tilde{w}^{(t)}) - F(w^*)] + \frac{\eta_t \beta}{2} A^{(t)} + \frac{1}{2} [\hat{\eta}_t (\varepsilon^{(t)})^2 + \eta_t^2 \sigma^2 + (\varepsilon^{(t+1)})^2].
\] (96)

On the other hands, using the strong convexity of \( F(\cdot) \), we have
\[
F(\tilde{w}^{(t)}) - F(w^*) \geq F(\tilde{w}^{(t)}) - F(w^*) + \nabla F(\tilde{w}^{(t)})^\top (\tilde{w}^{(t)} - w^{(t)}) + \frac{\mu}{2} \| \tilde{w}^{(t)} - w^{(t)} \|^2
\geq F(\tilde{w}^{(t)}) - F(w^*) + \nabla F(\tilde{w}^{(t)})^\top \sum_{c=1}^{N} \varrho_c e_c^{(t)}.
\] (97)

Taking the expectation with respect to the device sampling from the both hand sides of (97), since the sampling is conducted uniformly at random, we obtain
\[
\mathbb{E}_t \left[ F(\tilde{w}^{(t)}) - F(w^*) \right] \geq F(\tilde{w}^{(t)}) - F(w^*) + \nabla F(\tilde{w}^{(t)})^\top \sum_{c=1}^{N} \varrho_c \mathbb{E}_t \left[ e_c^{(t)} \right].
\] (98)

Taking the total expectation from both hand sides of the above inequality yields:
\[
\mathbb{E} \left[ F(\tilde{w}^{(t)}) - F(w^*) \right] \geq \mathbb{E} \left[ F(\tilde{w}^{(t)}) - F(w^*) \right].
\] (99)

Finally, replacing (99) into (96), we obtain
\[
\mathbb{E} \left[ F(\tilde{w}^{(t+1)}) - F(w^*) \right] \leq (1 - \mu \eta_t) \mathbb{E} [F(\tilde{w}^{(t)}) - F(w^*)] + \frac{\eta_t \beta}{2} A^{(t)} + \frac{1}{2} [\hat{\eta}_t (\varepsilon^{(t)})^2 + \eta_t^2 \sigma^2 + (\varepsilon^{(t+1)})^2].
\] (100)

This concludes the proof.

**APPENDIX C**

**Proof of Theorem 2**

**Theorem 2.** Define \( Z_1 \triangleq \frac{32 \beta^2 \gamma}{\mu} (\tau - 1) \left( 1 + \frac{\tau - 1}{\tau - 1} \right) \left( 1 + \frac{\tau - 1}{\alpha - 1} \right) \frac{6 \beta \gamma}{\mu} \), \( Z_2 \triangleq \frac{1}{2} \left[ \frac{\alpha^2}{\beta} + \frac{2 \alpha^2}{\beta} + 50 \beta \gamma (\tau - 1) \left( 1 + \frac{\tau - 2}{\alpha + 1} \right) \left( 1 + \frac{\tau - 1}{\alpha - 1} \right) \frac{6 \beta \gamma}{\mu} \right] \), \( \omega < \frac{1}{\beta r} \sqrt{\frac{\mu}{\beta^2}} \sqrt{\frac{Z_1}{\alpha^2}} \), \( \omega^\alpha \triangleq \omega_{max} \). Also, assume \( \gamma > 1/\mu \), \( \alpha \geq \max\{ \beta \gamma \frac{\theta}{2} - 1 + \sqrt{(1 + \frac{\beta^2}{\mu})^2 + 2 \omega}, \frac{\beta^2}{\mu} \} \) and \( \epsilon^{(t)} = \eta_t \phi \), \( \forall t \), we have:
\[
\mathbb{E} \left[ \left( F(\tilde{w}^{(0)}) - F(w^*) \right) \right] \leq \frac{\nu}{t + \alpha}, \quad \forall t
\] (101)

where \( \nu \triangleq Z_2 \max \left\{ \frac{\alpha^2}{\mu \gamma}, \frac{1}{2} \frac{\alpha}{\mu \gamma} : Z_1 (\omega_{max} - \omega^\alpha), \frac{\alpha}{Z_2} \right\} \). \( \left[ F(\tilde{w}^{(0)}) - F(w^*) \right] \).

**Proof.** We carry out the proof by induction. We start by considering the first global aggregation, i.e., \( k = 1 \). Note that the condition in (101) trivially holds at the beginning of this global aggregation \( t = t_0 = 0 \) since \( \nu \geq \alpha \left[ F(\tilde{w}^{(0)}) - F(w^*) \right] \). Now,
assume that
\[ \mathbb{E}\left[F(\hat{\mathbf{w}}^{(t_k-1)}) - F(\mathbf{w}^*)\right] \leq \frac{\nu}{t_{k-1} + \alpha} \] (102)
for some \( k \geq 1 \). We prove that this implies
\[ \mathbb{E}\left[F(\hat{\mathbf{w}}^{(t)}) - F(\mathbf{w}^*)\right] \leq \frac{\nu}{t + \alpha}, \quad \forall t \in T_k, \] (103)
and as a result \( \mathbb{E}\left[F(\hat{\mathbf{w}}^{(t)}) - F(\mathbf{w}^*)\right] \leq \frac{\nu}{t + \alpha} \). To prove (103), we use induction over \( t \in \{t_k-1 + 1, \ldots, t_k\} \). Clearly, the condition holds for \( t = t_k-1 \) from the induction hypothesis. Now, we assume that it also holds for some \( t \in \{t_k-1, \ldots, t_k-1\} \), and aim to show that it holds at \( t + 1 \).

From the result of Theorem 1 considering \( \hat{\varepsilon}^{(t)} = \tilde{\eta}_t \hat{\phi} \), we get
\[ \mathbb{E}\left[F(\hat{\mathbf{w}}^{(t+1)}) - F(\mathbf{w}^*)\right] \leq (1 - \hat{\mu} \tilde{\eta}_t) \frac{\nu}{t + \alpha} + \frac{\tilde{\eta}_t \beta}{2} A^{(t)} + \frac{1}{2} \left[ \tilde{\eta}_t \hat{\gamma} \sigma^2 + \tilde{\eta}_t \hat{\phi}^2 + \tilde{\eta}_{t+1} \hat{\phi}^2 \right]. \] (104)

Using the induction hypothesis and the bound on \( A^{(t)} \), we can further upper bound (104) as
\[ \mathbb{E}\left[F(\hat{\mathbf{w}}^{(t+1)}) - F(\mathbf{w}^*)\right] \leq (1 - \hat{\mu} \tilde{\eta}_t) \frac{\nu}{t + \alpha} + \frac{8 \tilde{\eta}_t \omega^2}{\tilde{\mu}} \left[ \Sigma_{+,t} \right]^2 \frac{\nu}{t_{k-1} + \alpha} + \frac{25}{2} \tilde{\eta}_t [\Sigma_{+,t}]^2 \left( \hat{\sigma}^2 + (\hat{\varepsilon}^{(0)})^2 + \hat{\lambda}^2 \right) + \frac{1}{2} \tilde{\eta}_t \sigma^2 + \tilde{\eta}_t \hat{\phi}^2 + \tilde{\eta}_{t+1} \hat{\phi}^2. \] (105)

Since \( \tilde{\eta}_{t+1} \leq \tilde{\eta}_t, \tilde{\eta}_t \leq \tilde{\eta}_0 \leq \hat{\mu} \leq 1 \) and \( \hat{\varepsilon}^{(0)} = \tilde{\eta}_0 \hat{\phi} \leq \hat{\phi} \), we further upper bound (105) as
\[ \mathbb{E}\left[F(\hat{\mathbf{w}}^{(t+1)}) - F(\mathbf{w}^*)\right] \leq (1 - \hat{\mu} \tilde{\eta}_t) \frac{\nu}{t + \alpha} + \frac{8 \tilde{\eta}_t \omega^2}{\tilde{\mu}} \left[ \Sigma_{+,t} \right]^2 \frac{\nu}{t_{k-1} + \alpha} + \frac{25}{2} \tilde{\eta}_t \left( \Sigma_{+,t} \right)^2 \left( \hat{\sigma}^2 + \sigma^2 + \phi^2 \right) + \frac{\tilde{\eta}_t}{2} \left( \sigma^2 + 2 \phi^2 \right). \] (106)

To get a tight upper bound for (106), we bound the two instances of \( \left[ \Sigma_{+,t} \right]^2 \) appearing in (a) and (b) differently. In particular, for (a), we first use the fact that
\[ \lambda_+ = 1 - \hat{\mu}/4 + \sqrt{(1 + \hat{\mu}/4)^2 + 2 \omega^2} \in [2, 1 + \sqrt{3}], \]
which implies that
\[ \Sigma_{+,t} = \sum_{\ell=t_{k-1}}^{t-1} \prod_{j=t_{k-1}}^{\ell-1} (1 + \tilde{\eta}_j \lambda_+^{-1}) \eta_\ell \prod_{j=\ell+1}^{t-1} (1 + \tilde{\eta}_j) \]
\[ \leq \sum_{\ell=t_{k-1}}^{t-1} \prod_{j=t_{k-1}}^{\ell-1} (1 + \tilde{\eta}_j \lambda_+) \eta_\ell \prod_{j=\ell+1}^{t-1} (1 + \tilde{\eta}_j \lambda_+) \]
\[ \leq \left( \prod_{j=t_{k-1}}^{t-1} (1 + \tilde{\eta}_j \lambda_+) \right) \sum_{\ell=t_{k-1}}^{t-1} \frac{\tilde{\eta}_\ell}{1 + \tilde{\eta}_\ell \lambda_+}. \] (107)

Also, with the choice of step size \( \tilde{\eta}_t = \frac{\gamma}{t + \alpha} \), we get
\[ \Sigma_{+,t} \leq \gamma \left( \prod_{j=t_{k-1}}^{t-1} \left( 1 + \frac{\gamma \lambda_+}{j + \alpha} \right) \right) \sum_{\ell=t_{k-1}}^{t-1} \frac{1}{\ell + \alpha + \gamma \lambda_+}. \] (108)

To bound (ii), since \( 1/(\ell + \alpha + \gamma \lambda_+) \) is a decreasing function with respect to \( \ell \), we have
\[ \sum_{\ell=t_{k-1}}^{t-1} \frac{1}{\ell + \alpha + \gamma \lambda_+} \leq \int_{t_{k-1}}^{t-1} \frac{1}{\ell + \alpha + \gamma \lambda_+} \, d\ell = \ln \left( 1 + \frac{t - t_{k-1}}{t_{k-1} - 1 + \alpha + \gamma \lambda_+} \right), \] (109)
where we used the fact that \( \alpha > 1 - \gamma \lambda_+ \) (implied by \( \alpha > 1 \)).
To bound (i), we first rewrite it as follows:

\[
\prod_{j=t_{k-1}}^{t-1} \left(1 + \frac{\gamma \lambda_+}{j + \alpha} \right) = e^{\sum_{j=t_{k-1}}^{t-1} \ln \left(1 + \frac{\gamma \lambda_+}{j + \alpha} \right)} \tag{110}
\]

To bound (110), we use the fact that \(\ln(1 + \frac{\gamma \lambda_+}{j + \alpha})\) is a decreasing function with respect to \(j\), and \(\alpha > 1\), to get

\[
\sum_{j=t_{k-1}}^{t-1} \ln(1 + \frac{\gamma \lambda_+}{j + \alpha}) \leq \int_{t_{k-1}}^{t-1} \ln(1 + \frac{\gamma \lambda_+}{j + \alpha}) dj
\]

\[
\leq \tilde{\gamma} \lambda_+ \int_{t_{k-1}}^{t-1} \frac{1}{j + \alpha} dj = \tilde{\gamma} \lambda_+ \ln \left(1 + \frac{t - t_{k-1}}{t_{k-1} - 1 + \alpha} \right). \tag{111}
\]

Considering (110) and (111) together, we bound (i) as follows:

\[
\prod_{j=t_{k-1}}^{t-1} \left(1 + \frac{\gamma \lambda_+}{j + \alpha} \right) \leq \left(1 + \frac{t - t_{k-1}}{t_{k-1} - 1 + \alpha} \right)^{\tilde{\gamma} \lambda_+}. \tag{112}
\]

Using the results obtained for bounding (i) and (ii) back in (108), we get:

\[
\Sigma_{+,t} \leq \tilde{\gamma} \ln \left(1 + \frac{t - t_{k-1}}{t_{k-1} - 1 + \alpha + \tilde{\gamma} \lambda_+} \right) \left(1 + \frac{t - t_{k-1}}{t_{k-1} - 1 + \alpha} \right)^{\tilde{\gamma} \lambda_+}. \tag{113}
\]

Since \(\ln(1 + x) \leq \ln(1 + x + 2\sqrt{x}) = \ln((1 + \sqrt{x})^2) = 2 \ln(1 + \sqrt{x}) \leq 2\sqrt{x}\) for \(x \geq 0\), we can further bound (113) as follows:

\[
\Sigma_{+,t} \leq 2\tilde{\gamma} \sqrt{\frac{t - t_{k-1}}{t_{k-1} - 1 + \alpha + \tilde{\gamma} \lambda_+}} \left(1 + \frac{t - t_{k-1}}{t_{k-1} - 1 + \alpha} \right)^{\tilde{\gamma} \lambda_+} \leq 2\tilde{\gamma} \sqrt{\frac{t - t_{k-1}}{t_{k-1} + \alpha + 1}} \left(1 + \frac{t - t_{k-1}}{t_{k-1} - 1 + \alpha} \right)^{\tilde{\gamma}}, \tag{114}
\]

where in the last inequality we used \(2 \leq \lambda_+ < 3\) and \(\tilde{\gamma} \geq \frac{2\tilde{\gamma}}{\beta} > 1\). Taking the square from the both hand sides of (114) followed by multiplying the both hand sides with \(\frac{[t + \alpha]^2}{\tilde{\mu}^2|t_{k-1} + \alpha|^2}\) gives us:

\[
[\Sigma_{+,t}]^2 \frac{[t + \alpha]^2}{\tilde{\mu}^2|t_{k-1} + \alpha|^2} \leq \frac{4\tilde{\gamma}}{\tilde{\mu}} \frac{[t - t_{k-1}][t + \alpha]^2}{|t_{k-1} + \alpha + 1| |t_{k-1} + \alpha|^2} \left(1 + \frac{t - t_{k-1}}{t_{k-1} + \alpha - 1} \right)^{6\tilde{\gamma}}
\]

\[
\leq \frac{4\tilde{\gamma}}{\tilde{\mu}} \frac{[t - t_{k-1}][t + \alpha]^2}{|t_{k-1} + \alpha - 1|^2 \ |t_{k-1} + \alpha + 1| |t_{k-1} + \alpha|^2} \left(1 + \frac{t - t_{k-1}}{t_{k-1} + \alpha - 1} \right)^{-2} \left(1 + \frac{t - t_{k-1}}{t_{k-1} - 1 + \alpha} \right)^{6\tilde{\gamma} + 2}
\]

\[
\leq \frac{\tilde{\gamma}}{\tilde{\mu}} \left(1 + \frac{1}{\tau} \frac{1}{t_{k-1} + \alpha - 1} \right)^2 \left(1 + \frac{t - t_{k-1}}{t_{k-1} + \alpha - 1} \right)^{6\tilde{\gamma} + 2} \left(1 + \frac{t - t_{k-1}}{t_{k-1} + \alpha} \right)^{6\tilde{\gamma} + 2} \left(1 + \frac{t - t_{k-1}}{t_{k-1} + \alpha - 1} \right)^{6\tilde{\gamma} + 2} \left(1 + \frac{t - t_{k-1}}{t_{k-1} + \alpha} \right)^{6\tilde{\gamma} + 2}
\]

where (a) comes from the fact that \(t \leq t_{k-1} + \tau - 1 \leq t_{k-1} + \tau - 1 - 1\). To bound (115), we use the facts that

\[
1 + \frac{1}{\tau + t_{k-1} + \alpha - 2} \leq 1 + \frac{1}{\tau + \alpha - 2}, \quad 1 + \frac{\tau - 1}{t_{k-1} + \alpha - 1} \leq 1 + \frac{\tau - 1}{\alpha - 1}, \tag{116}
\]

and

\[
\frac{|t_{k-1} + \alpha - 1|^2}{|t_{k-1} + \alpha + 1| |t_{k-1} + \alpha|^2} \leq 1, \tag{117}
\]

which yield

\[
[\Sigma_{+,t}]^2 \frac{[t + \alpha]^2}{\tilde{\mu}^2|t_{k-1} + \alpha|^2} \leq \frac{4\tilde{\gamma}}{\tilde{\mu}} (\tau - 1) \left(1 + \frac{\tau}{\alpha - 1} \right)^2 \left(1 + \frac{\tau - 1}{\alpha - 1} \right)^{6\tilde{\gamma}}. \tag{118}
\]

Consequently, we have

\[
[\Sigma_{+,t}]^2 \leq 4(\tau - 1) \left(1 + \frac{\tau}{\alpha - 1} \right)^2 \left(1 + \frac{\tau - 1}{\alpha - 1} \right)^{\tilde{\gamma}^2 |t_{k-1} + \alpha|} \tag{119}
\]
On the other hand, we bound the second instance of $[\Sigma_{t+1}]^2$, i.e., (b) in (126), as follows:

$$[t+\alpha][\Sigma_{t+1}]^2 \leq 4\gamma^2 \left[ \frac{\tau - 2}{\alpha + 1} \right] \left( 1 + \frac{\tau - 1}{\alpha - 1} \right) \gamma(\tau - 1) \left[ 1 + \frac{\tau - 1}{\alpha - 1} \right]^{6\gamma},$$

which implies

$$[\Sigma_{t+1}]^2 \leq 4\gamma(\tau - 1) \left( 1 + \frac{\tau - 2}{\alpha + 1} \right) \left( 1 + \frac{\tau - 1}{\alpha - 1} \right) \gamma(\tau - 1) \gamma(\tau - 1) \gamma(\tau - 1),$$

(121)

Replacing (119) and (121) into (106), we get

$$\mathbb{E}[F(\hat{w}^{(t+1)}) - F(w^*)] \leq \left( 1 - \tilde{\mu}\gamma + Z_1 \omega^2 \eta_t^2 \right) \frac{\nu}{t + \alpha} + \tilde{\eta}_t^2 Z_2,$$

(122)

where we have defined

$$Z_1 \equiv \frac{32\gamma}{\bar{\mu}} (\tau - 1) \left( 1 + \frac{\tau - 2}{\alpha + 1} \right) \left( 1 + \frac{\tau - 1}{\alpha - 1} \right)^{6\gamma},$$

(123)

and

$$Z_2 \equiv \frac{1}{2}(\tilde{\sigma}^2 + 2\tilde{\phi}^2) + 50\gamma(\tau - 1) \left( 1 + \frac{\tau - 2}{\alpha + 1} \right) \left( 1 + \frac{\tau - 1}{\alpha - 1} \right)^{6\gamma} \left[ \tilde{\sigma}^2 + \tilde{\phi}^2 + \tilde{\delta}^2 \right].$$

(124)

Now, from (122), to complete the induction, we aim to show that

$$\mathbb{E}[F(\hat{w}^{(t+1)}) - F(w^*)] \leq \left( 1 - \tilde{\mu}\gamma + Z_1 \omega^2 \eta_t^2 \right) \frac{\nu}{t + \alpha} + \tilde{\eta}_t^2 Z_2 \leq \frac{\nu}{t + \alpha}.$$

(125)

We transform the condition in (123) through the set of following algebraic steps to an inequality condition on a convex function:

$$\left( -\frac{\tilde{\mu}}{\eta_t^2} + Z_1 \omega^2 \right) \frac{\nu}{t + \alpha} + \frac{Z_2}{\eta_t^2} + \frac{1}{\eta_t^2} \leq \frac{\nu}{t + \alpha} \gamma(\tau - 1) \left( 1 + \frac{\tau - 1}{\alpha - 1} \right)^{6\gamma},$$

(126)

where the last condition in (126) can be written as:

$$\tilde{\gamma}^2 \left( -\frac{\tilde{\mu}}{\eta_t^2} + Z_1 \omega^2 \right) \nu + \frac{Z_2}{\eta_t^2} \gamma(\tau - 1) \left( 1 + \frac{\tau - 1}{\alpha - 1} \right)^{6\gamma} \leq 0.$$

(127)

Since the above condition needs to be satisfied $\forall t \geq 0$ and the expression on the left hand side of the inequality is a convex function with respect to $t$, (1/\eta_t$ is linear in $t$ and $1/(t+1+\alpha)$ is convex), it is sufficient to satisfy this condition for $t \to \infty$ and $t = 0$. To obtain these limits, we first express (127) as follows:

$$\tilde{\gamma}^2 \left( -\frac{\tilde{\mu}}{\gamma} (t + \alpha) + Z_1 \omega^2 \right) \nu + \frac{Z_2}{\eta_t^2} \gamma(\tau - 1) \left( 1 + \frac{\tau - 1}{\alpha - 1} \right)^{6\gamma} \leq 0.$$

(128)

Upon $t \to \infty$ considering the dominant terms yields

$$-\tilde{\gamma}\mu\nu t + Z_2 \tilde{\gamma}^2 t + \nu \leq 0$$
\[ \Rightarrow [1 - \tilde{\gamma} \bar{\mu}] v t + Z_2 \tilde{\gamma}^2 t \leq 0. \]  

(129)

To satisfy (129), the necessary condition is given by:

\[ \bar{\mu} \tilde{\gamma} - 1 > 0, \]  

(130)

\[ \nu \geq \frac{\tilde{\gamma}^2 Z_2}{\bar{\mu} \tilde{\gamma} - 1}. \]  

(131)

Also, upon \( t \to 0 \), from (128) we have

\[ (-\bar{\mu} \tilde{\gamma} \alpha + Z_1 \omega^2 \tilde{\gamma}^2) v + Z_2 \tilde{\gamma}^2 \alpha + \nu [\alpha - 1] + \frac{\nu}{1 + \alpha} \leq 0 \]

\[ \Rightarrow \nu \left( \alpha (\bar{\mu} \tilde{\gamma} - 1) + \frac{\alpha}{1 + \alpha} - Z_1 \omega^2 \tilde{\gamma}^2 \right) \geq \tilde{\gamma}^2 Z_2 \alpha, \]  

(132)

which implies the following conditions

\[ \omega < \frac{1}{\gamma} \sqrt{\frac{\bar{\mu} \tilde{\gamma} - 1 + 1}{1 + \alpha}}, \]  

(133)

and

\[ \nu \geq \frac{Z_2 \alpha}{Z_1 \left( \omega^2_{\text{max}} - \omega^2 \right)}, \]  

(134)

Combining (131) and (134), when \( \omega \) satisfies (133) and

\[ \nu \geq Z_2 \max \left\{ \frac{\beta^2 \tilde{\gamma}^2}{\bar{\mu} \tilde{\gamma} - 1}, \left. \frac{\alpha}{Z_1 \left( \omega^2_{\text{max}} - \omega^2 \right)} \right| \right\}, \]  

(135)

completes the induction and thus the proof.

\[ \square \]

**APPENDIX D**

**PROOF OF LEMMA 1**

**Lemma 1.** After performing \( \Gamma_c^{(t)} \) rounds of consensus in cluster \( S_c \) with the consensus matrix \( V_c \), the consensus error \( e_i^{(t)} \) satisfies

\[ \| e_i^{(t)} \| \leq (\lambda_c) \Gamma_c^{(t)} \sqrt{s_c} \max_{j \in S_c} \| \tilde{w}_j^{(t)} - \tilde{w}_{j,c}^{(t)} \|, \quad \forall i \in S_c, \]  

(136)

where \( \lambda_c = \rho(V_c - H_s^T) \).

**Proof.** The evolution of the devices’ parameters can be described by (12) as:

\[ W_c^{(t)} = (V_c)^{\Gamma_c^{(t)}} \tilde{W}_c^{(t)}, \quad t \in T_k, \]  

(137)

where

\[ W_c^{(t)} = \left[ w_{c_1}^{(t)}, w_{c_2}^{(t)}, \ldots, w_{c_s}^{(t)} \right]^T \]  

(138)

and

\[ \tilde{W}_c^{(t)} = \left[ \tilde{w}_{c_1}^{(t)}, \tilde{w}_{c_2}^{(t)}, \ldots, \tilde{w}_{c_s}^{(t)} \right]^T. \]  

(139)

Let matrix \( \tilde{W}_c^{(t)} \) denote the matrix with rows given by the average model parameters across the cluster, it can be represented as:

\[ \tilde{W}_c^{(t)} = \frac{1_s 1_s^T \tilde{W}_c^{(t)}}{s_c}. \]  

(140)

We then define \( E_c^{(t)} \) as

\[ E_c^{(t)} = W_c^{(t)} - \tilde{W}_c^{(t)} = [(V_c)^{\Gamma_c^{(t)}} - 1 1^T / s_c] [\tilde{W}_c^{(t)} - W_c^{(t)}], \]  

(141)

so that \( [E_c^{(t)}]_{k,:} = e_i^{(t)} \), where \( [E_c^{(t)}]_{k,:} \) is the \( k \)th row of \( E_c^{(t)} \).
Therefore, using Assumption 2 we can bound the consensus error as
\[
\|e_i(t)\|^2 \leq \text{trace}((E_i(t))^{\top} E_i(t))
\]
\[
= \text{trace}\left((\hat{W}_c(t) - \bar{W}_c(t))^\top [(W_c)^{\top} - 11^\top/s_c][\hat{W}_c(t) - \bar{W}_c(t)]\right)
\]
\[
\leq (\lambda_c)^{2\Gamma_c} \sum_{j=1}^{s_c} \|\hat{w}_j(t) - \bar{W}_c(t)\|^2
\]
\[
\leq (\lambda_c)^{2\Gamma_c} \frac{1}{s_c} \sum_{j,j' = 1}^{s_c} \|\hat{w}_j(t) - \hat{w}_{j'}(t)\|^2
\]
\[
\leq (\lambda_c)^{2\Gamma_c} s_c \max_{j,j' \in S_c} \|\hat{w}_j(t) - \hat{w}_{j'}(t)\|^2.
\]

The result of the Lemma directly follows.

\[\square\]

**APPENDIX E**

**PROOF OF LEMMA 2**

**Lemma 2.** Under Assumption 7 we have
\[
-\tilde{\eta}_t \frac{\mu}{\beta} \nabla F(\bar{w}(t))^\top \sum_{c=1}^{N} \theta_c \frac{1}{s_c} \sum_{j \in S_c} \nabla F_j(w_j(t)) \leq -\tilde{\eta}_t (F(\bar{w}(t)) - F(w^*))
\]
\[
-\tilde{\eta}_t \frac{\mu}{2\beta} \left[ -\|\nabla F(\bar{w}(t))\|^2 - \sum_{c=1}^{N} \theta_c \frac{1}{s_c} \sum_{j \in S_c} \|\nabla F_j(w_j(t))\|^2 \right]
\]
\[
+ \frac{\tilde{\eta}_t \mu}{2} \left[ -\|\nabla F(\bar{w}(t))\|^2 - \sum_{c=1}^{N} \theta_c \frac{1}{s_c} \sum_{j \in S_c} \|\nabla F_j(w_j(t))\|^2 \right].
\]

Proof. Since \(-2a^\top b = -\|a\|^2 - \|b\|^2 + \|a - b\|^2\) holds for any two vectors \(a\) and \(b\) with real elements, we have
\[
-\tilde{\eta}_t \frac{\mu}{\beta} \nabla F(\bar{w}(t))^\top \sum_{c=1}^{N} \theta_c \frac{1}{s_c} \sum_{j \in S_c} \nabla F_j(w_j(t))
\]
\[
= \tilde{\eta}_t \frac{\mu}{2\beta} \left[ -\|\nabla F(\bar{w}(t))\|^2 - \sum_{c=1}^{N} \theta_c \frac{1}{s_c} \sum_{j \in S_c} \|\nabla F_j(w_j(t))\|^2 \right]
\]
\[
+ \frac{\tilde{\eta}_t \mu}{2} \left[ -\|\nabla F(\bar{w}(t))\|^2 - \sum_{c=1}^{N} \theta_c \frac{1}{s_c} \sum_{j \in S_c} \|\nabla F_j(w_j(t))\|^2 \right].
\]

Since \(\|\cdot\|^2\) is a convex function, using Jenson’s inequality, we get: \(\sum_{i=1}^{j} c_i a_i \| \leq \sum_{i=1}^{j} c_i \| a_i \|^2\), where \(\sum_{i=1}^{j} c_i = 1\). Using this fact in (143) yields
\[
-\tilde{\eta}_t \frac{\mu}{\beta} \nabla F(\bar{w}(t))^\top \sum_{c=1}^{N} \theta_c \frac{1}{s_c} \sum_{j \in S_c} \nabla F_j(w_j(t))
\]
\[
\leq \tilde{\eta}_t \frac{\mu}{2\beta} \left[ -\|\nabla F(\bar{w}(t))\|^2 - \sum_{c=1}^{N} \theta_c \frac{1}{s_c} \sum_{j \in S_c} \|\nabla F_j(w_j(t))\|^2 \right]
\]
\[
+ \sum_{c=1}^{N} \theta_c \frac{1}{s_c} \sum_{j \in S_c} \left\{\|\nabla F_j(w_j(t))\| - \|\nabla F_j(w_j(t))\| \right\}^2.
\]

Using \(\mu\)-strong convexity of \(F(\cdot)\), we get: \(\|\nabla F(\bar{w}(t))\|^2 \geq 2\mu (F(\bar{w}(t)) - F(w^*))\). Also, using \(\beta\)-smoothness of \(F_j(\cdot)\) we get \(\|\nabla F_j(w_j(t)) - \nabla F_j(w_j(t))\|^2 \leq \beta^2 \|w_j(t) - w_j(t)\|^2\), \(\forall j\). Using these facts in (144) yields:
\[
-\tilde{\eta}_t \frac{\mu}{\beta} \nabla F(\bar{w}(t))^\top \sum_{c=1}^{N} \theta_c \frac{1}{s_c} \sum_{j \in S_c} \nabla F_j(w_j(t)) \leq -\tilde{\eta}_t (F(\bar{w}(t)) - F(w^*))
\]
\[
-\tilde{\eta}_t \frac{\mu}{2\beta} \sum_{c=1}^{N} \theta_c \frac{1}{s_c} \sum_{j \in S_c} \|\nabla F_j(w_j(t))\|^2 + \tilde{\eta}_t \beta \sum_{c=1}^{N} \theta_c \frac{1}{s_c} \sum_{j \in S_c} \|w_j(t) - w_j(t)\|^2,
\]

which concludes the proof.

\[\square\]
**APPENDIX F**

**PROOF OF FACT**

**Fact 1.** For an arbitrary set of $n$ random variables $x_1, \cdots, x_n$, we have:

\[
\sqrt{E \left[ \left( \sum_{i=1}^{n} x_i \right)^2 \right]} \leq \sum_{i=1}^{n} \sqrt{E[x_i^2]}.
\]  \hfill (146)

**Proof.** The proof can be carried out through the following set of algebraic manipulations:

\[
\sqrt{E \left[ \left( \sum_{i=1}^{n} x_i \right)^2 \right]} = \sqrt{\sum_{i=1}^{n} E[x_i^2] + \sum_{i=1}^{n} \sum_{j=1, j \neq i}^{n} E[x_i x_j]}
\]  

\[
\leq \sqrt{\sum_{i=1}^{n} E[x_i^2]} + \sum_{i=1}^{n} \sum_{j=1, j \neq i}^{n} \sqrt{E[x_i^2]E[x_j^2]} = \sqrt{\left( \sum_{i=1}^{n} \sqrt{E[x_i^2]} \right)^2} = \sum_{i=1}^{n} \sqrt{E[x_i^2]},
\]  \hfill (147)

where (a) is due to the fact that $E[XY] \leq \sqrt{E[X^2]E[Y^2]}$ resulted from Cauchy-Schwarz inequality. \qed
APPENDIX G
ADDITIONAL EXPERIMENTAL RESULTS

A. Complimentary Experiments of the Main Text

This section presents the plots from complimentary experiments mentioned in Sec. V. We use an additional dataset, Fashion-MNIST (FMNIST), and fully connected neural networks (FCN) for these additional experiments. FMNIST (https://github.com/zalandoresearch/fashion-mnist) is a dataset of clothing articles consisting of a training set of 60,000 samples and a test set of 10,000 samples. Each sample is a 28x28 grayscale image, associated with a label from 10 classes.

In the following, we explain the relationship between the figures presented in this appendix and the results presented in the main text. Overall, we find that the results are qualitatively similar to what was observed for the SVM and MNIST cases:

- Fig. 5 from main text is repeated in Fig. 9 for FMNIST dataset using SVM, Fig. 14 for MNIST dataset using FCN, and Fig. 18 for FMNIST dataset using FCN.
- Fig. 4 from main text is repeated in Fig. 10 for FMNIST dataset using SVM, Fig. 15 for MNIST dataset using FCN, and Fig. 19 for FMNIST dataset using FCN.
- Fig. 6 from main text is repeated in Fig. 11 for FMNIST dataset using SVM, Fig. 16 for MNIST dataset using FCN, and Fig. 20 for FMNIST dataset using FCN.
- Fig. 7 from main text is repeated in Fig. 12 for FMNIST dataset using SVM, Fig. 17 for MNIST dataset using FCN, and Fig. 21 for FMNIST dataset using FCN.
- Fig. 8 from main text is repeated in Fig. 13 for FMNIST dataset using SVM.

Since FCN has a non-convex loss function, Algorithm 2 is not directly applicable for the experiments in Fig. 17&21. As a result, in these cases, we skip the control steps in line 24-25. We instead use a fixed step size, using a constant $\phi$ value to calculate the $\Gamma$'s using (30). We are still able to obtain comparable reductions in total cost compared with the federated learning baselines.

B. Extension to Other Federated Learning Methods

Although we develop our algorithm based on federated learning with vanilla SGD local optimizer, our method can benefit other counterparts in literature. In particular, we perform some numerical experiments on FedProx [65] to demonstrate the superiority of our semi-decentralized architecture. The performance improvement is due to the fact that, intuitively, conducting D2D communications via the method proposed by us reduces the local bias of the nodes’ models to their local datasets. This benefits the convergence of federated learning methods via counteracting the effect of data heterogeneity across the nodes. The simulation results are provided in Fig. 22 and 23.
FIGURE 9: Performance comparison between TT-HF and baseline methods when varying the number of D2D consensus rounds ($\Gamma$). Under the same period of local model training ($\tau$), increasing $\Gamma$ results in a considerable improvement in the model accuracy/loss over time as compared to the current art [16], [58] when data is non-i.i.d. (FMNIST, SVM)
Figure 10: Performance comparison between TT-HF and baseline methods when varying the local model training interval ($\tau$) and the number of D2D consensus rounds ($\Gamma$). With a larger $\tau$, TT-HF can still outperform the baseline federated learning \cite{16, 58} if $\Gamma$ is increased, i.e., local D2D communications can be used to offset the frequency of global aggregations. (FMNIST, SVM)

Figure 11: Performance of TT-HF in the extreme non-i.i.d. case for the setting in Fig. 4 when $\Gamma$ is small and the local model training interval length is increased substantially. TT-HF exhibits poor convergence behavior when $\tau$ exceeds a certain value, due to model dispersion. (FMNIST, SVM)
FIGURE 12: Comparing total (a) cost, (b) power, and (c) delay metrics from the optimization objective in \((\mathcal{P})\) achieved by TT-HF versus baselines upon reaching 75% of peak accuracy, for different configurations of delay and energy consumption. TT-HF obtains a significantly lower total cost in (a). (b) and (c) demonstrate the region under which TT-HF attains energy savings and delay gains. (FMNIST, SVM)

FIGURE 13: Value of the second local model training interval obtained through \((\mathcal{P})\) for different configurations of weighing coefficients \(c_1, c_2, c_3\) (default \(c_1 = 10^{-3}, c_2 = 10^2, c_3 = 10^4\)). Higher weight on energy and delay (larger \(c_1\) and \(c_2\)) prolongs the local training period, while higher weight on the global model loss (larger \(c_3\)) decreases the length, resulting in more rapid global aggregations. (FMNIST, SVM)
FIGURE 14: Performance comparison between TT-HF and baseline methods when varying the number of D2D consensus rounds ($\Gamma$). Under the same period of local model training ($\tau$), increasing $\Gamma$ results in a considerable improvement in the model accuracy/loss over time as compared to the current art [16], [58] when data is non-i.i.d. (MNIST, Neural Network)
FIGURE 15: Performance comparison between TT-HF and baseline methods when varying the local model training interval ($\tau$) and the number of D2D consensus rounds ($\Gamma$). With a larger $\tau$, TT-HF can still outperform the baseline federated learning [16], [58] if $\Gamma$ is increased, i.e., local D2D communications can be used to offset the frequency of global aggregations. (MNIST, Neural Network)

FIGURE 16: Performance of TT-HF in the extreme non-i.i.d. case for the setting in Fig. 4 when $\Gamma$ is small and the local model training interval length is increased substantially. TT-HF exhibits poor convergence behavior when $\tau$ exceeds a certain value, due to model dispersion. (MNIST, Neural Network)
FIGURE 17: Comparing total (a) cost, (b) power, and (c) delay metrics from the optimization objective in (P) achieved by TT-HF versus baselines upon reaching 75% of peak accuracy, for different configurations of delay and energy consumption. TT-HF obtains a significantly lower total cost in (a). (b) and (c) demonstrate the region under which TT-HF attains energy savings and delay gains. (FMNIST, SVM)

FIGURE 18: Performance comparison between TT-HF and baseline methods when varying the number of D2D consensus rounds (Γ). Under the same period of local model training (τ), increasing Γ results in a considerable improvement in the model accuracy/loss over time as compared to the current art [16], [58] when data is non-i.i.d. (FMNIST, Neural Network)
FIGURE 19: Performance comparison between TT-HF and baseline methods when varying the local model training interval \( \tau \) and the number of D2D consensus rounds \( \Gamma \). With a larger \( \tau \), TT-HF can still outperform the baseline federated learning [16], [58] if \( \Gamma \) is increased, i.e., local D2D communications can be used to offset the frequency of global aggregations. (FMNIST, Neural Network)

FIGURE 20: Performance of TT-HF in the extreme non-i.i.d. case for the setting in Fig. 4 when \( \Gamma \) is small and the local model training interval length is increased substantially. TT-HF exhibits poor convergence behavior when \( \tau \) exceeds a certain value, due to model dispersion. (FMNIST, Neural Network)
FIGURE 21: Comparing total (a) cost, (b) power, and (c) delay metrics from the optimization objective in (P) achieved by TT-HF versus baselines upon reaching 75% of peak accuracy, for different configurations of delay and energy consumption. TT-HF obtains a significantly lower total cost in (a). (b) and (c) demonstrate the region under which TT-HF attains energy savings and delay gains. (FMNIST, Neural Network)

FIGURE 22: Performance comparison between TT-HF and FedProx [65] when varying the number of D2D consensus rounds (Γ). Under the same period of local model training (τ), increasing Γ results in a considerable improvement in the model accuracy/loss over time as compared to the baseline when data is non-i.i.d. (MNIST, Neural Network)
FIGURE 23: Performance comparison between TT-HF and FedProx [65] when varying the local model training interval ($\tau$) and the number of D2D consensus rounds ($\Gamma$). With a larger $\tau$, TT-HF can still outperform the baseline method if $\Gamma$ is increased, i.e., local D2D communications can be used to offset the frequency of global aggregations. (MNIST, Neural Network)