Superconducting fractional quantum Hall edges via repulsive interactions
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We study proximity coupling between a superconductor and counter-propagating gapless modes arising on the edges of Abelian fractional quantum Hall liquids with filling fraction \( \nu = 1/m \) (with \( m \) an odd integer). This setup can be utilized to create non-Abelian parafermion zero-modes if the coupling to the superconductor opens an energy gap in the counter-propagating modes. However, when the coupling to the superconductor is weak an energy gap is opened only in the presence of sufficiently strong attractive interactions between the edge modes, which do not commonly occur in solid state experimental realizations. We therefore investigate the possibility of obtaining a gapped phase by increasing the strength of the proximity coupling to the superconductor. To this end, we use an effective wire construction model for the quantum Hall liquid and employ renormalization group methods to obtain the phase diagram of the system. Surprisingly, at strong proximity coupling we find a gapped phase which is stabilized for sufficiently strong repulsive interactions in the bulk of the quantum Hall fluids. We furthermore identify a duality transformation that maps between the weak coupling and strong coupling regimes, and use it to show that the gapped phases in both regimes are continuously connected through an intermediate proximity coupling regime.

I. INTRODUCTION

Topological quantum computation (TQC) utilizes non-local encoding of quantum information in a quantum many-body system. Such encoding protects the information from degradation due to interaction with an environment, and allows for logical operations with topologically robust precision [1, 2]. In particular, TQC can be implemented using topologically ordered phases of matter of two-dimensional (2D) systems [3–6], which harbour quasiparticles with non-Abelian exchange statistics, called non-Abelian anyons. In such systems the quantum gates are executed by exchanges of well-separated anyons, and their action on the quantum memory depends only on the topology of the space-time paths of the quasiparticles. In this manner the quantum memory and gates are robust to local errors and local decoherence processes, thus enjoying topological protection.

Topologically ordered phases exhibit a wide variety of non-Abelian anyons. The simplest non-Abelian topological order is the Ising topological order, which, along with its simplicity, does not admit a universal set of quantum gates. This motivates an ongoing search for TQC platforms which go beyond the Majorana paradigm.

Closely related platforms for TQC can be realized using defects in 2D topological phases of matter [12]. Certain types of defects are often referred to as “non-Abelian”. For these types of defects, the ground state degeneracy grows exponentially with the number of defects, and topologically protected unitary operations in the ground state manifold can be performed by adiabatically changing the couplings between the defects. Notably, superconductivity play an important role in the realization of many types of non-Abelian defects, mainly due to the experimental accessibility of superconductors (SC) and the simplicity and success of the theory of superconductivity. The first and simplest examples of these are non-Abelian defects that bind local Majorana zero-modes. Notable predictions of Majorana zero-modes in SC systems are Abrikosov vortex cores of \( p + ip \) superconductors [13, 14], topological insulators in proximity to superconductors [15–17] or ends of semiconductor nanowires [18–21]. In recent years, experimental signatures of Majorana zero-modes have been accumulating [22–29]. While these results are encouraging, the topologically protected transformations supported by Majorana zero-modes are closely related to those enabled by Ising anyons, and thus do not admit a universal set of gates. This motivates an ongoing search for TQC platforms which go beyond the Majorana paradigm.

An important route towards this goal involves superconducting defects in Abelian FQH states. Such defects were shown to bind parafermion zero-modes, which can be used to implement a richer set of topologically protected set of gates than their Majorana counterparts [30–34]. For instance, a system of parafermions may implement an entangling gate (analogous to a controlled-NOT gate) using only exchange operations, which is not possible using Majorana zero-modes [31]. While parafermions do not support a universal gate set, they can be used as building blocks for obtaining topologically ordered phases which do support universal TQC [35].

The main ingredient in realizing superconducting defects in Abelian FQH states is superconductivity, which is also a key ingredient in realizing superconducting edges. The edge states of superconductors are gapped due to the presence of induced superconductivity in the edge states, flanked by regions in which the edge states are gapped due to the proximity effect.
to backscattering [30–33] (which essentially removes the edge states in these regions). Parafermion zero-modes are bound to the ends of the superconducting segment. Recent experimental progress has pursued realizations of superconducting defects in a variety of topological phases: superconductors coupled to two edge states exposed in a trench of integer quantum Hall (IQH) states in graphene [36], graphene bilayers [37], GaAs-heterostructure systems [38] and most recently superconductors coupled to two edge states of FQH states in graphene [39]. Other possible routes that utilize the counter-propagating edges have been proposed in 2D topological insulators [40, 41] and quantum spin Hall insulators [42].

Blueprints for parafermions based on superconducting defects in FQH edge states encapsulate an intrinsic and important difficulty, as the superconducting gap does not necessarily form under common conditions found in most condensed matter systems. The difficulty of inducing a superconducting gap can be understood by considering two limits. When the coupling between the SC and the FQH edge states is weak, repulsive interactions between the edge states impede a superconducting gap. Conversely, in the limit of strong coupling of the edge states to a SC, one might expect the region near the SC to join the superconducting condensate and push the FQH edge modes away from the system edge and further into the bulk. In both limits, the region proximity coupled to a SC may remain gapless, yielding a system that cannot host parafermion zero-modes. Therefore, an important question is whether it is possible to induce a superconducting gap in the FQH edge states, and what are the appropriate conditions for obtaining such a gap.

Here, we consider these questions for the case of FQH states at filling fraction \( \nu = 1/3 \) (our results can be generalized to \( \nu = 1/m \) for odd \( m \)). We show that a superconducting gap can be induced in the edge states at this filling fraction under appropriate conditions, in the limit of strong proximity coupling. Surprisingly, the conditions we find involve a range of sufficiently strong repulsive interactions in the bulk of the FQH states. To obtain these results, we model the 2D system via an effective coupled-wires Hamiltonian [43]. This allows us to probe the two limits of weak and strong coupling to the SC. In the limit of weak coupling to the SC we show that repulsive interactions thwart the superconducting gap, while a gap can be obtained for sufficiently strong attractive interactions. However, in the limit of strong coupling to the SC, even though the edge states are indeed pushed towards the bulk, a residual coupling between them opens a superconducting gap if the strength of the repulsive interactions in the bulk of the FQH states are within a specific range.

Additionally, we identify a duality of our model. This duality allows us to show that the gapped phases that occurs in the limit of weak and strong proximity coupling to the SC (which require attractive and repulsive interactions, respectively) are adiabatically connected, and both are capable of hosting parafermion zero-modes.

The paper is organized as follows. In Sec. II we give the physical picture and summary of our results. In Sec. III we derive a quasi-one dimensional model from a coupled-wires construction and discuss strategies of analyzing the two regimes of weak and strong proximity coupling. In Sec. IV we discuss the IQH case and present most of the tools we will use in the FQH case. In Sec. V we analyze and present our results for the FQH case of \( \nu = 1/3 \), in the weak and strong proximity coupling regimes. In Sec. VI we discuss the duality between the weak and strong proximity coupling regimes and use it determine the nature of the gapped phase we identify in the strong proximity coupling limit. In Sec. VII we discuss our results and relate them to experimental realizations and the limit studied numerically in Ref. [44].

II. SUMMARY OF MAIN RESULTS

The difficulty in inducing a superconducting gap in counter-propagating FQH edge modes can be understood by examining an effective one dimensional model for these modes. Consider two FQH droplets at filling \( \nu = 1/m \) (also called the Laughlin states [45]) weakly coupled along their edges to a SC. Tunneling of electrons between the FQH edges and the SC leads to superconducting proximity coupling between the edges and the SC. By weak proximity coupling we mean the limit in which the energy scale characterizing the proximity coupling is much smaller than the gap of the FQH states, and we can treat the proximity coupling using a one dimensional description of the fractional counter-propagating edge state. The corresponding Hamiltonian density is

\[
\frac{um}{2\pi} \left[ K_e (\partial_x \varphi_e)^2 + K_c^{-1} (\partial_x \theta_c)^2 \right] + \Delta \cos(2m\varphi_e) \tag{1}
\]

where \( u \) is a velocity scale, \( \Delta \) is the coefficient characterizing the strength of the superconducting proximity

![FIG. 1. Illustration of two FQH slabs coupled by proximity to a SC. Panel (a) depicts the situation in the regime of weak proximity coupling to the SC, for which the edge modes remain gapless. Panel (b) illustrates a possible scenario in the regime of strong coupling to the SC, in which the region near the SC becomes superconducting due to the proximity effect thereby “pushing” the gapless edge modes deeper into the bulk of the FQH slabs.](image_url)
coupling and here and throughout the paper we take $\hbar = 1$. The bosonic fields $\varphi_c, \theta_c$ obey the commutation relations $[\partial_x \varphi_c(x), \theta_c(x')] = 2\pi i \delta(x - x')/m$ and relate to the fermionic edge modes via the bosonization identity $\psi_R/L(x) = e^{i m (\varphi_c \pm \theta_c)}/\sqrt{2\pi a}$, with $a$ a microscopic length-scale cutoff [46]. In this model the Luttinger parameter $K_c$ indicates repulsive interactions between the two edge modes when $K_c < 1$. The model can be viewed as a perturbed scale invariant theory in 1+1 dimensions. As such, we can ascertain a gap by examining the scaling dimension of the perturbation [47, p. 38], which we denote $d$. If $d < 2$ the perturbation is relevant and opens an energy gap. The model (1) conserves the difference between the number of right and left moving electrons, and it includes the local perturbation with the smallest scaling dimension that follows this conservation rule. This perturbation is the cos(2$\pi$,$e\varphi_c$) proximity coupling term, for which $d = m/K_c$. Therefore, for simple fractions of the form $\nu = 1/m$ with $m > 2$, a superconducting gap cannot form in the weak proximity coupling regime in the presence of repulsive interactions. This limit is illustrated schematically in Fig. 1a.

Now consider the limit in which the SC proximity coupling is larger than the bulk gap of the FQH state. In this limit, we expect the regions of the FQH liquids near the SC to join the superconducting condensate due to the proximity effect as illustrated in Fig. 1b. If the FQH liquids in the regions further away from the SC are weakly coupled to this larger SC, gapless edge states are formed in the interface between the enlarged SC condensate and the FQH droplets. As argued above, in the weak proximity coupling limit of filling fraction $m > 2$, the edge modes remain gapless in the presence of any repulsive interactions between them. In this situation we can think of the gapless edge modes as simply being pushed deeper into the bulk, as illustrated in Fig. 1b.

In the case that the counter-propagating modes are edge states of IQH liquids with $m = 1$, this analysis yields the known results that the model is gapped under common conditions of condensed matter systems [15]. In the weak proximity coupling regime, the SC proximity coupling is always relevant for mild repulsion of $1/2 < K_c$ between the edges and it induces a gap. In the regime of strong proximity coupling, we can again think of the electronic edge states as being pushed away from the edge and being weakly coupled being by proximity to the SC. Thus, in both weak and strong regime we expect a gapped phase for mild repulsive interactions in the IQH case.

An important conclusion from the above discussion is that an analysis of the proximity coupling away from the weak proximity coupling limit cannot be done using a strictly one dimensional model of the edge states. Rather, a proper analysis requires a 2D description of the FQH state. In order to allow an analytical study, we model the FQH state using an effective coupled-wires construction, an approach first utilized by Kane et. al [43]. In this description, which can be used for both IQH and FQH phases, each quantum Hall (QH) slab is modeled as a set of parallel electronic wires in the presence of perpendicular magnetic field, as shown in Fig. 2. The wire construction also includes specific inter-wire interactions that induce the QH phase of filling fraction $\nu = 1/m$. We also include a SC proximity coupling between the wires which are directly adjacent to the SC in the two QH slabs (see Fig. 2). This approach has the benefit that we can keep track of the location of the gapless edge mode, i.e., on which wire it is manifested. Using perturbative renormalization group (RG), we determine the resulting phase of the model in the two regimes of strong and weak proximity coupling. The wire construction approach in the case of $\nu = 1$ reproduces the known results mentioned above.

In the weak proximity coupling regime of the $\nu = 1/3$ case, we recover a gapless phase when the density-density interactions between the FQH liquids are repulsive, i.e., $K_c < 1$ and find a gapped phase when $K_c > 3/2$. The critical value of $K_c$ for the transition between the gapped and the gapless phases depends on the coupling strength. In the limit of infinitely small coupling, $K_c$ approaches 3/2, but as the coupling strength is increased $K_c$ decreases. As shown in Sec. V.A, this occurs due to a renormalization of $K_c$ during the flow [48].

In the strong proximity coupling regime for filling fraction $\nu = 1/3$, we find that the density-density repulsion in the bulk of each of the FQH liquid plays a pivotal role. We incorporate this repulsion in a Luttinger parameter $K_b$ (see Subsec. III.C below for definition). In the limit where the proximity coupling is much stronger than the interactions leading to the QH gap and much smaller than the band width, we find the phase diagram in terms of $K_b$. For mild repulsion in the bulk, which is nevertheless sufficient to open the FQH gap, $1/3 < K_b < 2/3$, we reproduce the situation discussed above, in which the edge modes remain gapless, but are “pushed” to wires deeper into the bulk. For stronger repulsion in the bulk, $2 - \sqrt{3} < K_b < 1/3$, we find a gapped phase that is characterized by superconducting long range order. Such a system can be used to stabilize parafermion zero-modes [30–34]. For stronger repulsion, $K_b < 2 - \sqrt{3}$, we find that the strong proximity coupling regime, in which the edge modes are pushed away from the edge, is suppressed, and the system remains gapless.

Furthermore, we identify a $\mathbb{Z}_2$-duality which maps wire-construction models of the SC-FQH interface in the weak proximity coupling regime to wire-construction models of the interface in the strong proximity coupling regime and vice-versa. We use this duality to identify a class of continuously parameterized gapped models. We show that this class of models includes models both in the weak and strong proximity coupling regimes. This shows that the gapped phases that we find in the weak and strong proximity coupling regimes are the same and can be adiabatically connected without closing the gap. Thus, the SC-FQH heterostructure in the regime of strong proximity coupling can be used to bind parafermion zero-modes. Furthermore, the duality anal-
ysis also suggests that the phase diagram of the system features this gapped phase also at intermediate values of the coupling.

III. MODEL

In this section, we describe the model which we analyze throughout the paper. As we discuss in detail below, the model is based on a description of a FQH state using an array of coupled one dimensional wires [43]. In Subsec. III.A, we present the coupled-wires construction including the proximity coupling to the SC, and show how the problem can be reduced to a model of perturbed six bosonic one-dimensional chiral fields. In Subsec. III.B we summarize the reduced model we will analyze throughout the paper and in Subsec. III.C we discuss the two regimes of weak and strong proximity coupling and introduce appropriate degrees of freedom for analyzing the two regimes.

III.A. Reduction to the model of six chiral movers

We consider two slabs of spin-polarized FQH states at filling $\nu = 1/m$ where $m$ is odd, with counter-propagating edge states which are proximity coupled to a SC. We label the two slabs $A$ and $B$ and model the FQH states in each slab using a wire construction, following Kane et al. [43]. In this construction, shown in Fig. 2, each slab consists of an array of wires laid parallel such that they are parallel to the $x$-axis at distance $\ell$ from each other in the $y$-axis. The wires are located at $y = \ell j$ with integer $j$, with the wires of the $A$ and $B$ slabs having $j \leq 0$ and $j \geq 0$ respectively. We denote by $\psi_{j}^{A/B}(x)$ the annihilation operators of electrons in the $j$-th wire in the $A/B$ slab. The charge density in each wire is $n = k_F/\pi$ and the array of wires is subjected to a perpendicular magnetic field $B_0 \hat{z}$. We define an analogue to the two-dimensional filling fraction is $\nu = n/eB_0/\phi_0$ with $\phi_0 = 2\pi c/e$ the flux quanta. Moreover, we define the useful parameter $b = B_0e\ell/c$, so that $\nu = 2k_F/b$.

We work in Landau gauge, $A = -B_0y\hat{x}$. In this gauge the electronic operators decouple at low-energies to left and right operators near the two Fermi points of each wire $\psi_{j}^{s} = e^{i(bj+k_F)\pi} \psi_{R,j}^{s} + e^{i(bj-k_F)\pi} \psi_{L,j}^{s}$, with $\psi_{R/L,j}^{s}$ the right/left fermionic fields and $s = A, B$. The Hamiltonian of the full wire construction is

$$H_{\text{full}} = H_{\text{free}} + H_{n-n} + H_{\Delta} + H_{\text{QH,2D}}. \quad (2)$$

The first term, $H_{\text{free}}$ describes free electrons in the different wires,

$$H_{\text{free}} = \int dx \sum_{s,j} v_F \left( -i\psi_{R,j}^{s\dagger} \partial_x \psi_{R,j}^{s} + i\psi_{L,j}^{s\dagger} \partial_x \psi_{L,j}^{s} \right). \quad (3)$$

where $v_F$ is the Fermi velocity, and $j$ is an integer compatible with $s = A, B$ (see Fig. 2).

Density-density interactions between the electrons are described by

$$H_{n-n} = \int dx \sum_{\alpha,\alpha'} n_{\alpha}(x)n_{\alpha'}(x)$$

$$H_{\Delta} = \int dx \left( \tilde{\Delta}_1 \psi_{R,0}^{A} \psi_{L,0}^{B} + \tilde{\Delta}_2 \psi_{L,0}^{A} \psi_{R,0}^{B} \right) + \text{h.c.} \quad (5)$$

Note that $\tilde{\Delta}_1, \tilde{\Delta}_2$ can take different values, since time-reversal is broken. Furthermore, we have assumed that the Cooper pairs in the SC are not strictly singlets, thus allowing the proximity coupling to pair electrons with parallel spin. We note that a pairing term of the form (5) can be achieved even for singlet SCs, if the electrons in the two slabs are not strictly polarized in the same direction (for possible experimental setups, see the discussion in Refs [30, 31, 34]).

Lastly, we include the QH gap-opening term tailored for the $\nu = 1/m$ Laughlin state with odd $m$ by including [49]

![FIG. 2. Coupled-wire constructions of the two slabs A and B. Each green line denotes an electronic wire. The electrons corresponding to $j = 0$ wires in both slabs, $\psi_{j=0}^{A/B}$, are proximity-coupled to the superconductor (shown in red).](image)
where $\Delta$ compactly by introducing the fractional chiral fields see for example Ref. [46].

and the pairing term is given by

$$H_{\text{QH,2D}} = \sum_{s,j} \int dx \, J_s \left( \psi_{R,j+1}^s \psi_{R,j}^s \psi_{L,j+1}^s \psi_{L,j}^s \right) \frac{m+1}{\Delta} \psi_{R,j}^s \psi_{L,j+1}^s + \text{h.c.} \quad (6)$$

and the commutation relations of $\eta$ fields with different indices $[\eta^s_{\rho,j}(x), \eta^{s'}_{\rho',j'}(x')]$ such that

$$\left\{ e^{im\eta^s_{\rho,j}(x)}, e^{im\eta^{s'}_{\rho',j'}(x')} \right\} = 0, \quad (14)$$

if $(s, j, \rho, x)$ differs from $(s', j', \rho', x')$.

Using these fields, Eq. (6) can be written as

$$H_{\text{QH,2D}} = \sum_{s,j} \int dx J_s \cos \left( mn_{R,j}^s + mn_{L,j+1}^s \right), \quad (15)$$

where $J_s \propto a^3 J_s$.

Next, we discuss some of the properties we desire of the interactions, $H_{n,n}$. As shown by Kane et al. [43], for the small perturbation $H_{\text{QH,2D}}$ to open a bulk gap (in the absence of the pairing term $H_\Delta$) an additional interaction term, quadratic in bosonic fields, is needed. For example, the term

$$H_{n,n} = \int dx \sum_{s,j} w \partial_x \eta_{R,j}^s \partial_x \eta_{L,j+1}^s \quad (16)$$

together with $H_{\text{QH,2D}}$ opens the FQH bulk gap for $w > w_0 > 0$ for some critical $w_0$. In the model presented in Sec. III.B we require of that the quadratic boson term imply a gap in the FQH bulk in the absence of the pairing term. We will mainly be interested to relate the model to experimental situations in which we usually expect repulsive interactions, i.e., $V_{\alpha,\alpha'} > 0$ element-wise, but we will also consider attractive interactions.

The number of wires included in the model scales linearly with the width of the QH slabs. Focusing only on degrees of freedom that reside close to the edges of the two QH strips, we will analyze a reduced model that includes only six fields:

$$\Phi = ( \eta^A_{R,-1}, \phi^A_{R,0}, \phi^A_{L,0}, \phi^B_{R,0}, \phi^B_{L,0}, \eta^B_{L,1} )^T, \quad (17)$$

which describe degrees of freedom on the wires $|j| \leq 1$.

The parameters of the density-density interactions $[V_{\alpha,\alpha'}$ in Eq. (10)] can be chosen such the Hamiltonian $H_{\text{full}}$ in Eq. (2), does not couple the six fields $\Phi$ in Eq. (17) to the rest of the $\eta$-fields. Note that this decoupling is evidently true for the $H_\Delta$ and $H_{\text{QH,2D}}$ terms, Eqs. (11) and (15). Moreover, parameter choices which allow this decoupling are consistent with a bulk gap in the QH slabs. An example of such parameter choice is given by Eq. (16).
\[ H^c \text{ involves only } \eta \text{-fields outside (17), i.e., involves degrees of freedom deeper into the bulk of the two FQH slabs. Assuming that the QH bulk is gapped means that in the absence of the proximity coupling } H_\Delta, \text{ all of the cosine terms in Eq. (15) open a gap and pin their respective fields, and the only gapless fields are } \eta_{R/L,0}. \text{ Consequently, the Hamiltonian } H^c \text{ is gapped even in the presence of proximity coupling. Thus, the Hamiltonian } H \text{ alone determines the existence of a gap in the full system, [52] and we will focus on analyzing it in the reminder of this work.} \]

**III.B. Reduced model of six chiral movers**

Our reduced Hamiltonian density \( \mathcal{H} \) of the degrees of freedom \( \Phi \) is written as

\[
\mathcal{H} = \mathcal{H}_0 + \mathcal{H}_\Delta + \mathcal{H}_{\text{QH}},
\]

where \( \mathcal{H}_\Delta \) is as given in Eq. (11) and the QH gap-opening term, restricted to the degrees of freedom \( \Phi \), yields

\[
\mathcal{H}_{\text{QH}} = J_A \cos \left( m \eta_{R,-1}^A + \frac{m+1}{2} \phi_{L,0}^A + \frac{m-1}{2} \phi_{R,0}^A \right) + J_B \cos \left( m \eta_{L,1}^B + \frac{m+1}{2} \phi_{R,0}^B + \frac{m-1}{2} \phi_{L,0}^B \right).
\]

where \( \mathcal{H}_{\text{QH}} \) is given by just the \( j = 0 \) contributions to the sum in Eq. (15). The quadratic part of the Hamiltonian, is obtained by restricting Eq. (10) to the degrees of freedom \( \Phi \), and is given by

\[
\mathcal{H}_0 = \frac{1}{4\pi} \partial_\mu \Phi^\top \mathbf{U} \partial_\mu \Phi,
\]

where \( \mathbf{U} \) is a real, symmetric, and positive-definite \( 6 \times 6 \) matrix whose elements are determined by \( v_F \) and \( V_{\alpha,\alpha'} \).

The degrees of freedom \( \Phi \) are characterized by commutation relations \( [\partial_\mu \Phi_\alpha(x), \Phi_\beta(y)] = 2\pi i (\mathbf{K}^{-1})_{\alpha\beta} \delta(x - y) \) with the \( \mathbf{K} \)-matrix

\[
\mathbf{K} = \text{diag} \left( +m, -1, +1, -1, +1, -m \right).
\]

In this paper, we will consider two cases: IQH case of \( m = 1 \) and then the Laughlin FQH state of \( m = 3 \).

Throughout this work we will assume that the system is symmetric under a \( \pi \)-rotation of the system plane

\[
\mathcal{R} : \phi_{R/L,j}^B \leftrightarrow \phi_{L/R,-j}^A \text{ and } \eta_{R/L,j}^B \leftrightarrow \eta_{L/R,-j}^A,
\]

which is equivalent to considering two identical FQH slabs. This symmetry imposes \( J = J_A = J_B \) and restricts the form of the matrix \( \mathbf{U} \) to \( \mathbf{U} = \mathbf{R}^\top \mathbf{U} \mathbf{R} \), where the matrix \( \mathbf{R} \) given by \( \mathbf{R} \Phi \mathbf{R}^{-1} = \mathbf{R} \Phi \) or explicitly as

\[
\mathbf{R} = \begin{pmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{pmatrix}.
\]

We will also simplify the analysis by considering systems that are Lorentz invariant with respect to a single velocity scale, \( u \), or equivalently, ones where the following equation holds

\[
(\mathbf{K}^{-1} \mathbf{U})^2 = u^2 \mathbf{1}.
\]

A proof that this condition is equivalent to Lorentz invariance with respect to velocity \( u \) is given in Appendix B.

The matrix \( \mathbf{U} \) in Eq. (20) that corresponds to a model with \( \mathcal{R} \) and Lorentz symmetry is parameterized by nine real numbers. For simplicity, we will focus in this work on models for which the \( \mathbf{U} \) matrix belongs to two-parameter family, which is given explicitly in Subsec. III.C. However, under the RG flow these models flow to effective low-energy descriptions corresponding to general \( \mathbf{U} \) matrices. To take this into account, we keep the full \( \mathbf{U} \) matrices in our formalism.

In this section and throughout this paper we introduce several different field bases to describe the dynamical fields. The different bases we introduce are summarized in Table I.

**III.C. Weak and strong proximity coupling regimes**

In the RG analysis we will focus on two regimes: weak strong proximity coupling. These two regimes correspond to the regimes of \( |\Delta_1|, |\Delta_2| \ll |J| \) and \( |J| \ll |\Delta_1|, |\Delta_2| \) respectively and are defined in the following subsection.

First consider the weak proximity coupling regime. When \( \Delta = 0 \), there are two gapless edge modes on the
j = 0 wires, which will then be weakly coupled to the SC for finite value of $\Delta$. In the strong proximity coupling regime, for $J = 0$ there is a $\Delta$-gap on the inner $j = 0$ wires and gapless edge modes on the $j = \pm 1$ wires. For finite value of J, these two edge modes are coupled to the SC. In both regimes we will find emergent interactions that appear in low-energy description that might gap the corresponding gapless modes.

In both regimes, we introduce new basis of fields, in which the analysis of each regime is simpler. We can then express the Hamiltonian using the field redefinitions. The expressions for the cosine terms using the different field bases are summarized in Appendix E.

1. Weak proximity coupling regime

We perform the analysis in the weak proximity coupling regime using the three bosonic fields and their duals

\[
\varphi_A = (\eta_{R,-1}^A - \eta_{L,0}^A)/2, \quad \theta_A = (\eta_{R,-1}^A + \eta_{L,0}^A)/2,
\]

\[
\varphi_B = (\eta_{R,0}^B - \eta_{L,1}^B)/2, \quad \theta_B = (\eta_{R,0}^B + \eta_{L,1}^B)/2, \quad (25)
\]

\[
\varphi_e = (\eta_{R,0}^e - \eta_{L,0}^e)/2, \quad \theta_e = (\eta_{R,0}^e + \eta_{L,0}^e)/2,
\]

that obey the commutation relations

\[
[\partial_x \varphi_\alpha(x), \varphi_\beta(x')] = i\pi \delta_{\alpha,\beta} \delta(x - x)/m,
\]

\[
[\partial_x \varphi_\alpha(x), \varphi_\beta(x')] = [\partial_x \theta_\alpha(x), \varphi_\beta(x')] = 0. \quad (26)
\]

In terms of these fields, the QH gap-opening term (19) is written

\[
\mathcal{H}_{QH} = J \cos(2m \theta_A) + J \cos(2m \theta_B). \quad (27)
\]

This leads us to our definition of the weak proximity coupling regime as the parameter regime for which the $\theta_A, \theta_B$ fields are pinned to one of the $m$ minima of cosines in $\mathcal{H}_{QH}$ of Eq. (27). To determine if the Hamiltonian open a gap in this regime we will examine the remaining sector of the $\varphi_e, \theta_e$ fields.

In terms of the fields given in Eq. (25), the form of $\mathcal{H}_0$, which we will focus on throughout most of this work (Sec. IV and V), is

\[
\mathcal{H}_0 = \sum_{\alpha = A, B, e} \frac{um}{2\pi} \left[ K_\alpha(\partial_x \varphi_\alpha)^2 + K_\alpha^{-1}(\partial_x \theta_\alpha)^2 \right], \quad (28)
\]

where $K_A = K_B = K_\theta$ holds due to $R$-symmetry. The above form for $\mathcal{H}_0$ will be used both in the weak and strong proximity coupling regime. Note that Eq. (28) specifies the matrix $\mathbf{U}$ as per Eq. (20).

Since we require a gapped QH bulk, we consider parameters $K_\alpha$ such that the QH gap-opening term, Eq. (19), is initially relevant, and opens a gap in the absence of the proximity coupling, i.e.,

\[
mK_\theta < 2. \quad (29)
\]

Note that the Luttinger parameter $K_\alpha$ incorporates quadratic boson interactions both of the type appearing in Eq. (16) and other such as $(\partial_x \eta_{R/L,j}^e)^2$. Moreover, Eq. (28) describes repulsive density-density interactions only if $[53]

\[
0 < K_\alpha < 1, \quad \alpha = A, B, e. \quad (30)
\]

Similarly, the condition on $K_e$ comes from inter-slab repulsive density-density interactions.

In the absence of the $\Delta_{1,2}$ terms, the parameter $K_\theta$ is related to the gap in the $\theta_{A,B}$ fields [54] as $E_{\text{gap}} \propto \frac{u}{\alpha} \left( \frac{\Delta^2}{K_\theta} \right)^{1/2 - m\theta}.

2. Strong proximity coupling regime

In the strong proximity coupling regime we will use the set of three bosonic fields and their duals

\[
\varphi_1 = (\phi_{R,0}^A - \phi_{L,0}^B)/2, \quad \theta_1 = (\phi_{R,0}^A + \phi_{L,0}^B)/2,
\]

\[
\varphi_2 = (\phi_{R,0}^B - \phi_{L,0}^A)/2, \quad \theta_2 = (\phi_{R,0}^B + \phi_{L,0}^A)/2, \quad (31)
\]

\[
\varphi_3 = (\eta_{R,-1}^A - \eta_{L,1}^B)/2, \quad \theta_3 = (\eta_{R,-1}^A + \eta_{L,1}^B)/2,
\]

that obey the commutation relations

\[
[\partial_x \varphi_\alpha(x), \varphi_\beta(x')] = i\pi \delta_{\alpha,\beta} \delta(x - x')/m_\alpha,
\]

\[
[\partial_x \varphi_\alpha(x), \varphi_\beta(x')] = [\partial_x \theta_\alpha(x), \varphi_\beta(x')] = 0, \quad (32)
\]

with $m_{1,2} = 1$ and $m_3 = m$. We can use them to write the pairing interaction (11) as

\[
\mathcal{H}_\Delta = \Delta_1 \cos(2\varphi_1) + \Delta_2 \cos(2\varphi_2). \quad (33)
\]
In the strong proximity coupling regime $H_\Delta$ opens a gap in the fields $\varphi_1$ and $\varphi_2$, leaving the field $\varphi_3$ as the low-energy degree of freedom. We define the strong proximity coupling regime as the parameter regime for which the fields $\varphi_1$ and $\varphi_2$ are pinned.

**IV. PROXIMITY COUPLING TO INTEGER QUANTUM HALL EDGES**

We begin by analyzing SC proximity coupling to counter-propagating edge states in the IQH effect at filling fraction $\nu = 1$. Our goal is to study the flow of the different couplings in the model within the renormalization group approach. We will treat $H_0$ as the fixed point about which $H_\Delta$ and $H_{QH}$ act as small perturbations.

The field definitions (12), (25) and (31) reveal the identification of the fields

$$\varphi_1 = \varphi_e, \quad \theta_1 = \theta_e. \quad (34)$$

This identification, together with the form of the all the different Hamiltonian terms $H_0$, $H_\Delta$ and $H_{QH}$ in Eqs. (28), (33) and (27), establish that the $\varphi_1, \theta_1$ fields decouple from $\varphi_j, \theta_j$ with $j = 2, 3, A, B$. This decoupling will be reflected in our analysis in both the weak and strong proximity coupling regimes.

**IV.A. IQH weak proximity coupling regime**

In the weak proximity coupling regime, we will use perturbative RG about the fixed point Eq. (28), and give a condition for a gap and also a set of conditions for being in the weak proximity coupling regime. In this regime, we assume that the QH gap-opening term $H_{QH}$ is initially a small perturbation but eventually flows to strong coupling. Thus, the system is gapped if the field $\varphi_e$ is gapped, i.e., if $\Delta_1$ flows to strong coupling at low-energies.

We treat $H_{QH}$ and $H_\Delta$ as perturbations of the fixed point (28) and apply an RG step by rescaling the cutoff $a \to e^\ell a$ and obtain $\ell$ dependent coefficients. The dominant behavior under RG flow of the different perturbations, which have coefficients $J$, $\Delta_1$ and $\Delta_2$, is characterized by their scaling dimensions, $d_J = K_b$, $d_{\Delta_1} = K_{b}^{-1}$ and $d_{\Delta_2} = (K_b + K_{b}^{-1})/2$ respectively. These scaling behaviour are most easily read from the form of the interactions in terms of the weak proximity coupling fields: the $J$ terms in Eq. (27), $\Delta_1 \cos(2\varphi_c)$ and $\Delta_2 \cos(\varphi_A - \varphi_B + \varphi_B + \varphi_B)$.

We calculated higher order corrections to the RG equations in terms of the dimensionless coefficients $y_J = \pi a J/u$, $y_{\Delta,j} = \pi a \Delta_j/u$. To second order the RG flow equations are

$$\frac{dy_{\Delta,1}}{d\ell} = (2 - d_{\Delta,1})y_{\Delta,1},$$

and

$$\frac{dK_b}{d\ell} = \frac{1 - K_b^2}{4} y_{\Delta,2}^2 - K_b^2 y_{J,2}^2,$$

$$(36)$$

$$\frac{dy_{\Delta,2}}{d\ell} = (2 - d_{\Delta,2})y_{\Delta,2}.$$

The renormalization scheme and derivations of the RG flow equations are given in detail in Appendix B.

In the RG analysis of the weak proximity coupling regime, we neglected any inter-species bosonic quadratic terms, e.g. $\partial_x \varphi_B \partial_x \varphi_A$, $\partial_x \theta_A \partial_x \varphi_c$. Neglecting these inter-species terms is justified, since they do not get renormalized considerably by the dominant $y_{\Delta,1}, y_J$ couplings. We can verify this approximation after solving for the RG flow as explained below.

Equations (35) are the celebrated Kosterlitz-Thouless RG flow equations [55]. These RG equations predict a gap in the sector of the $\varphi_e, \theta_e$ fields if

$$|y_{\Delta,1}| > 1 - 2K_e. \quad (37)$$

A quantitative condition for the system to be in the weak proximity coupling regime can be obtained by requiring that $y_J(\ell)$ flows to strong coupling, i.e., $|y_J(\ell^*)| \sim 1$, and that the coupling $y_{\Delta,2}(\ell)$ remains small in comparison,

$$|y_{\Delta,2}(\ell)| < y_{\text{thresh}} \ll 1, \quad \text{for } \ell < \ell^*. \quad (38)$$

To translate condition (38) to an initial condition, we use an approximate solution, $y_J(\ell)$, of Eq. (36) with initial values $d_J^{(0)}$ and $y_J^{(0)}$ of the scaling dimensions and dimensionless couplings, where index $r$ goes over the labels of the different perturbative couplings. A suitable approximate solution is given by the scaling behavior

$$y_J^{(1)}(\ell) = y_J^{(0)} e^{2 - d_J^{(0)}\ell}. \quad (39)$$

This expression yields the sufficient condition for the system to be in the weak proximity coupling regime

$$\left|\frac{y_{\Delta,2}^{(0)}}{y_J^{(0)}} \right|^{2 - d_{\Delta,2}^{(0)}} - 1 < y_{\Delta,2}(\ell^*) < y_{\text{thresh}} \ll 1. \quad (40)$$

Demanding (40) and (29) guarantees that $H_{QH}$ is minimized in low-energy states and that the fields $\theta_{A,B}$ are pinned to the minimum of each cosine in Eq. (27). Together with (37) $\varphi_c$ is pinned as well and the system is gapped.

In the non-interacting case, $K_{b,c} = 1$, the condition (37) for gap in $\varphi_e$ is satisfied. Furthermore, in the non-interacting case, the conditions of being in the weak proximity coupling regime, (29), yield $|y_{\Delta,2}| \ll |y_J|$.

We can also verify that the assumption that the inter-species bosonic quadratic terms are negligible is sound.
Along the flow such terms have an associated dimensionless coupling $y_a$ with an RG flow equation $\frac{dy_a}{d\ell} \propto C y_{\Delta_2}^{1/2}$, with $C$ of order 1. Inserting the scaling behavior (39) of $r = \Delta_2$ we find

$$y_a(\ell^*) \approx C \frac{(y_{\Delta,2}(\ell^*))^2 - (y_{\Delta,2}(0))^2}{2(2 - d_{\Delta_2})},$$

and thus show that $y_a$ remains small during the RG flow.

### IV.B. IQH strong proximity coupling regime

The strong proximity coupling regime is characterized by phases in which the pairing term, in Eq. (33), is dominant. We can use the RG equations (35) to analyze also the strong proximity coupling regime, because as in the weak proximity coupling regime the fields $\varphi_1, \theta_1$ decouple from $\varphi_2, \theta_2, \theta_3$. Consequently, the condition Eq. (37) is a sufficient condition for the field $\varphi_1$ to be pinned.

We can use a similar scaling analysis to that employed in the IQH weak proximity coupling regime to obtain a sufficient condition on the initial parameters, under which $\varphi_2$ is pinned. This condition is

$$|y_{\Delta,2}|^{2-d_{\Delta,-}} \gg |y_J|^{2-d_J}.$$  

(42)

Together with (37), these two conditions guarantee that the system is in the strong proximity coupling regime, and that the fields $\varphi_{1,2}$ are pinned.

Tracing out the pinned fields leaves the $\varphi_3, \theta_3$ fields, which describe a non-chiral fermion (with Luttinger parameter $K_b$) perturbed by a $\cos(2\varphi_3)$ term induced by the $J$ and $\Delta_2$ terms. As discussed in Sec. II, this model is gapped. In the following, we reestablish a gap in an approach that will reoccur in analysis of the FQH case.

We examine different emergent terms that arise during the RG flow, and can lead to an energy gap. A general term that achieves this is

$$\cos(2\varphi_3 + M \varphi_2),$$  

(43)

with $M$ integer. Note that in Eq. (43) we did not include $\theta_2$ and $\theta_3$ in the argument of the cosine. The field $\theta_2$ is absent, since we require that the term (43) commutes with the $\Delta_2$ term. Furthermore, the model (18) has the conserved quantity $\sum_{j \leq 0} n_j^A - \sum_{j > 0} n_j^B$, which prohibits appearance of $\theta_3$ (this symmetry is not used later in the fractional case).

The scaling dimension of the term (43) in the initial fixed point [Eq. (28)] is

$$d_M = (M - 1)^2 K_b/2 + (M + 1)^2/(2K_b).$$  

(44)

If the term (43) is initially relevant, i.e., $d_M < 2$, then the model will be gapped. Since this model has non-commuting terms (namely $\mathcal{H}_\Delta$ and $\mathcal{H}_{\text{QH}}$), one might worry of competing terms that will spoil the gap established via scaling analysis. However, the emergent perturbation (43) commutes with other perturbations of the fixed point, $\mathcal{H}_\Delta$ and $\mathcal{H}_{\text{QH}}$, and as such no competing terms arise and change the relevant scaling behavior of term (43) along the flow. More rigorously, $d_M(\ell)$ is a monotonic decreasing function of the RG-time, $\ell$, up to corrections of order $y^3$. The proof of this statement is given in Appendix B.

The simplest emergent term is the term with $M = 0$, which is a pairing term between the $j = \pm 1$ wires. This term is initially relevant if

$$|K_b - 2| < \sqrt{3},$$  

(45)

This is satisfied in the non-interacting case of $K_b = 1$, or conversely is impeded by repulsive inter-wire interaction obeying $K_b < 2 - \sqrt{3}$. The $M = 0$ emergent term can be thought of as a second order perturbative correction with coupling of order $J^2 \Delta_2/E^2_{\text{gap}}$.

Another emergent term we may consider is the $M = -1$ term

$$\cos(2\theta_A - 2\theta_B) = \cos(2\varphi_3 - 2\varphi_2).$$  

(46)

This emergent term is first order perturbative term with coupling of magnitude $J^2/E^2_{\text{gap}}$ and is electrically uncharged. Its scaling dimension is $d_{M = -1} = 2K_b$, so it is relevant if $K_b < 1$.

Lastly, consider the emergent term corresponding to $M = +1$, which is relevant if $K_b > 1$, i.e., if the system has underlying attractive interactions. From the above analysis of the scaling dimension of the term (43) with $M = -1, 0, +1$, we see that for any initial $K_b$ we can find some integer $M$ such that $d_M < 2$. Thus, in the strong proximity coupling regime IQH case, the $\varphi_{1,2,3}$ fields are pinned and model (18) is fully gapped.

### V. PROXIMITY COUPLING TO FRACTIONAL QUANTUM HALL EDGES

We now consider superconducting proximity coupling to fractional QH edges. We will focus on filling fraction $\nu = 1/3$, but the analysis can be easily extended to other filling fractions of the form $\nu = 1/m$ with odd $m$. A main difference between the FQH and the IQH cases is that in the IQH the initial fixed point Eq. (28) allows decoupling of the $\varphi_e, \theta_e$ degrees of freedom from the other degrees of freedom. In contrast, in the FQH case this decoupling is spoiled by the non-commuting structure of $\mathcal{H}_{\text{QH}}$ and $\mathcal{H}_\Delta$ as shown schematically in Fig. 3.

#### V.A. FQH weak proximity coupling regime

In the weak proximity coupling limit the fields $\theta_A, \theta_B$ are pinned by the $\mathcal{H}_{\text{QH}}$ term and we want to determine whether the $\varphi_e, \theta_e$ fields are gapped. The simplest emergent term that can open a gap in the $\varphi_e$ field is a cotunneling of a Cooper pair, in which one electron tunnels into each of the counter-propagating edges. This term
commutes with $\mathcal{H}_{\text{QH}}$. In terms of the bosonic fields, this term is given by the Hamiltonian density term

$$\mathcal{H}_{\Delta,g} = \Delta_g \cos(6\varphi_e).$$  \hfill (47)

This term appears in second order perturbation theory in $\Delta_1, \Delta_2$, as can be read from the relation $6\varphi_e = 4\varphi_1 + 2\varphi_2$ and the form of $\mathcal{H}_\Delta$ in Eq. (33). If the term (47) is relevant, i.e.,

$$d_{\Delta,g} < 2,$$  \hfill (48)

it will open a gap in the $\varphi_e$ field, since it commutes with both perturbation $\mathcal{H}_{\text{QH}}$ and $\mathcal{H}_\Delta$ of the fixed point $\mathcal{H}_0$ of the microscopic model in Eq. (18). For the fixed point (28) this scaling dimension is

$$d_{\Delta,g} = 3/K_e,$$  \hfill (49)

and the condition (48) is satisfied for a sufficiently strong electron-electron attraction, i.e.,

$$K_e > 3/2.$$  \hfill (50)

Importantly, even if the $H_{\Delta,g}$ is not initially relevant, its scaling dimension can get renormalized during the flow. We will now describe a mechanism which can turn the term $\mathcal{H}_0$ to be relevant at some point along the flow.

A term which plays a crucial role in this mechanism is the electronic interaction term

$$\mathcal{H}_{\Delta,B} = \tilde{\Delta}_B \psi_{L,0}^A \psi_{R,0}^B + \text{h.c.}$$  \hfill (51)

In terms of the weak proximity coupling fields it can be written in the form

$$\mathcal{H}_{\Delta,B} = \Delta_B \cos(-2\varphi_e + \varphi_A - \theta_A + \varphi_B + \theta_B).$$  \hfill (52)

We can compare the initial scaling dimensions of the cosine terms in $\mathcal{H}_\Delta$ [Eq. (33)] and $\mathcal{H}_{\Delta,B}$

$$d_{\Delta,1} = 4K_e^{-1}/3 + (K_b + K_b^{-1})/6,$$  \hfill (53)

$$d_{\Delta,2} = K_e^{-1}/3 + 4(K_b + K_b^{-1})/6.$$  \hfill (53)

With Eq. (28) as the fixed point, the RG-flow equations for the couplings are

$$\frac{dy_j}{d\ell} = (2 - d_J)y_j,$$  \hfill (54)

and for the Luttinger parameters

$$\frac{dK_b}{d\ell} = \frac{1 - K_b^2}{12} (y_{\Delta,1}^2 + 4y_{\Delta,2}^2 + y_{\Delta,B}^2) - 3K_b^2 y_g^2,$$  \hfill (55)

$$\frac{dK_e}{d\ell} = \frac{1}{3} (4y_{\Delta,1}^2 + y_{\Delta,2}^2 + y_{\Delta,B}^2).$$  \hfill (55)

As in the IQH case, in the RG flow equations (55) we omit the inter-species bosonic quadratic terms [off diagonal terms of the $\mathbf{U}$ matrix in the basis of weak proximity coupling fields, Eq. (25)].

For simplicity we do not include the coupling of the emergent term $\Delta_g$ in the flow equations. This is justified in the regime of interest $K_e < 3/2$ for which the term $\Delta_g$ is irrelevant at the beginning and throughout most of the flow and thus does not change the flow of the parameters in Eqs. (54) and (55) considerably during the flow to strong coupling (this property of the flow was verified numerically). Sufficiently far into the flow, when the flow approaches strong coupling, the $\Delta_g$ term might become relevant which would indicate that the system is gapped. Therefore, to determine whether the system is in a gapped phase we track the scaling dimension of $\Delta_g$ throughout the flow.

In particular, for the case of repulsive interactions $K_e < 1$ we do not expect that $K_e$ will renormalize enough for the highly irrelevant $\Delta_g$ to become relevant. Interestingly, below we show that in the weak proximity coupling regime the system does exhibit an energy gap for values of $K_e$ smaller than 3/2 (but larger than 1). In particular, the Luttinger parameter $K_e$ is renormalized by the $\Delta_1, \Delta_2$ and $\Delta_B$ terms, as seen in Eq. (55). Thus, the gapped phase in the weak proximity coupling regime corresponds to a flow such that the terms $\Delta_1, \Delta_2$ and $\Delta_B$, that do not commute with $\mathcal{H}_{\text{QH}}$, become irrelevant and flow to weak coupling, while sufficiently renormalizing $K_e$ such that $K_e > 3/2$.

Numerically, we search for a flow such that the $J$ term flows to strong coupling at some RG-time $\ell^*$ at which $|y_J^*| = |y_J(\ell^*)| = 1$, and examine whether the Luttinger parameter satisfies $K_e^* = K_e(\ell^*) > 3/2$ at the end of the flow. Notably, $K_e(\ell)$ is monotonically increasing in $\ell$, as seen in Eq. (55), so the behavior does not change to $K_e(\ell) < 2/3$ at later RG-times. Caution is needed in interpreting the resulting flow when non-commuting terms are involved. Our reasoning is valid if throughout the entire flow, $|y_{\Delta,\alpha}| < y_{\text{thresh}} < 1$ with $\alpha = 1, 2, B$ with an appropriately chosen $y_{\text{thresh}}$. Under this condition, we can confidently map the phase diagram. The resulting phase diagram is shown in Fig. 4a. It consists of three regions: a gapped phase, a gapless phase and an uncertain region. In the uncertain region, $|y_{\Delta,\alpha}| > y_{\text{thresh}}$ at some $\ell$ less than $\ell^*$ and the result of the perturbative RG treatment is unclear. The criterion for a gapped phase is $d_{\Delta,g}(\ell^*) < 2$, and for the gapless phase is $d_{\Delta,g}(\ell^*) > 2$. A typical RG flow in the gapped phase is shown in Fig. 4b. The gapped phase in the phase diagram lies in a region of the initial model parameters which correspond to strong attractive interactions $K_e \approx 3/2$. Note that the gapped phase may actually occupy a larger region of the phase diagram, but the perturbative RG method does not allow to determine the exact location of the phase transition.

We can qualitatively find the form of the gapped phase boundary by employing an approximate iterative solution of the flow equations. For initial $y_{\varphi}^{(0)}$ and initial scaling
dimensions $d^{(0)}_r = 2 - \alpha$, we solve the RG Eqs. (54) to linear order in the initial couplings, yielding

$$y^{(1)}_r(\ell) = y^{(0)}_r e^{\alpha_r \ell},$$  \hspace{1cm} (56)

where $r = \Delta_1, \Delta_2, J$, i.e., the couplings for which the initial value is non-zero. We must go at least one step beyond linear order to accommodate for initial $y^{(0)}_{\Delta,B} = 0$. Reinserting $y^{(1)}_r(\ell)$ from Eq. (56) into Eqs. (54) yields

$$\frac{dy^{(2)}_{\Delta,B}}{d\ell} = \alpha_{\Delta,B} y^{(2)}_{\Delta,B} - y^{(1)}_{\Delta_1} y^{(1)}_{\Delta_2}$$  \hspace{1cm} (57)

The solution to which is

$$y^{(2)}_{\Delta,B}(\ell) = y'(0) e^{\alpha_{\Delta,B} \ell} - y'(\ell),$$  \hspace{1cm} (58)

with $y' = y^{(1)}_{\Delta_1} y^{(1)}_{\Delta_2} / (\alpha_{\Delta_1} + \alpha_{\Delta_2} - \alpha_{\Delta,B})$. We can continue to reinsert the solution back into the flow equations to obtain more accurate solutions, but for our purpose the expressions (56) and (58) will suffice.

In this perturbative approximation, the renormalized value $K^\ast$ is given by

$$\Delta K^\ast(\ell) = K^\ast(\ell) - K^{(0)}_e$$

$$\approx \int_0^\ell \frac{d\ell}{3} \left[ 4(y^{(1)}_{\Delta_1})^2 + (y^{(1)}_{\Delta_2})^2 + (y^{(2)}_{Y_{\Delta,B}})^2 \right].$$  \hspace{1cm} (59)

Using expression (59) we can ascertain whether the condition for the gapped phase [Eq. (50)] is satisfied, given the initial parameters of the model. We can compare the approximate solution of the flow equations and find that they mostly agree with numerical solutions for $\ell < \ell^\ast$, as shown in Fig. 4b.

In the weak proximity coupling regime we also require $|y_{\Delta,j}(\ell)| < y_{\text{thresh}} \ll 1$ for $j = 1, 2, B$ throughout $0 < \ell < \ell^\ast$, where $y_{\text{thresh}}$ is a chosen threshold value. Equivalently, we can write

$|y^{(0)}_{\Delta,j}|, |x_{\Delta,j}|^{\alpha_{\Delta,j}} < y_{\text{thresh}} \ll 1, \quad j = 1, 2, B$ \hspace{1cm} (60)

where

$$x_{B} = \frac{|y'(0)|^{\alpha_{\Delta_1}}}{|y'(0)|^{\alpha_{\Delta_2}}}, \quad x_{j} = \frac{|y^{(0)}_{\Delta,j}|^{\alpha_{\Delta_1}}}{|y^{(0)}_{\Delta,j}|^{\alpha_{\Delta_2}}}, \quad j = 1, 2. \hspace{1cm} (61)$$

In these limits and using the initial condition $K^{(0)}_e < 3/2$, we can bound

$$\Delta K^\ast < \frac{y_{\text{thresh}}}{3} \left( \frac{1}{2|\alpha_{\Delta,B}|} + \frac{4}{|\alpha_{\Delta_1}|} + \frac{1}{2|\alpha_{\Delta_2}|} \right) + O(y^{3}_{\text{thresh}}),$$  \hspace{1cm} (62)

indicating that the gapped phase in the weak proximity coupling regime only occupies a small portion of the phase diagram. This can also be seen in the numerically obtained phase diagram, see Fig. 4a.

---

**FIG. 4.** A phase diagram and a plot of an RG flow, both obtained numerically from RG flow Eqs. (54), (55). Panel (a) is the phase diagram as function of initial $y_\Delta \equiv y_{\Delta,1} = y_{\Delta,2}$ and $K_e$ for initial values $K_e = 0.4, y_J = 10^{-6}$ and $y_{\Delta,B} = 0$. The flow is solved numerically until strong coupling is reached, with $|y_j| = 1$. At the uncertain region, the RG analysis is unreliable as we find that the couplings of competing terms become large, $|y_{\Delta,\alpha}| > y_{\text{thresh}} \equiv 0.1$ for $\alpha = 1, 2, B$. The gapped phase corresponds to $K^\ast_e > 3/2$. Panel (b) depicts the RG flow for the initial values at the starred point in panel (a). The dotted lines are numerical solution of the flow equations and the solid lines are the approximate solutions, (56), (58) and (59). The values of the couplings and Luttinger parameters at this point are used to draw the phase diagram.
V.B. FQH strong proximity coupling regime

In the strong proximity coupling regime, the $\phi_1$ and $\phi_2$ fields are pinned. In this section, we first use a harmonic approximation on the pinned fields which predicts that a gapped phase occurs at sufficiently strong repulsive interactions. We then use perturbative RG to map out the phase diagram. We determine the conditions for the system to be in the strong proximity coupling regime, and for an energy gap to occur. Our analysis shows that if the repulsive interactions are too strong, they suppress the proximity coupling to the SC and yield a gapless phase.

1. Harmonic approximation analysis

In the strong proximity coupling regime, we can use harmonic approximation to replace the terms $\cos(2\phi_j)$ in the Hamiltonian, with $\phi_j^2$ where $j = 1, 2$. Below, we give a sketch of the derivation of the effective field theory, and leave the technical details to Appendix C. Within the harmonic approximation, the term $\mathcal{H}_{\text{QH}}$ couples low-energy to high-energy states, and is thus negligible in the low-energy description. The Hamiltonian becomes quadratic in the bosonic fields with the fields $\phi_1, \phi_2$ having mass terms. Integrating out the two massive fields yields an effective low-energy model of a single Luttinger liquid with some effective Luttinger parameter, $K_{\text{eff}}$.

To determine $K_{\text{eff}}$, some care is needed since the dual fields $\theta_1, \theta_2$ fluctuate wildly and can affect the low-energy description due to their coupling to the low-energy modes via terms such as $\partial_x \theta_1 \partial_x \theta_3$ and $\partial_x \theta_2 \partial_x \phi_3$. To properly integrate out the massive fields, a canonical transformation is needed to a new set of fields in which such couplings are absent. A general formulation of such transformations is detailed in Appendix C. Here we report the resulting low-energy effective theory.

When the above procedure is applied to the fixed point (28), it yields the effective low-energy Hamiltonian density

$$\mathcal{H}_{\text{eff}} = \frac{3\mu}{2\pi} \left( K_{\text{eff}} (\partial_x \tilde{\phi}_3)^2 + K_{\text{eff}}^{-1} (\partial_x \tilde{\theta}_3)^2 \right),$$

where $\tilde{\phi}_3$ and $\tilde{\theta}_3$ are fractional fields with commutation relations $[\tilde{\phi}_3(x), \tilde{\phi}_3(y)] = i\pi \delta(x-y)/3$, and

$$K_{\text{eff}} = (K_b + K_b^{-1})/2. \quad (64)$$

The fields $\tilde{\phi}_3, \tilde{\theta}_3$ are equal to $\phi_3, \theta_3$ up to addition of terms linear in the expectation values of the fields $\phi_1, \phi_2$, which we integrate out.

In the effective Hamiltonian, we can consider the superconducting perturbation $\Delta_{\text{eff}} \int dx \cos(6\tilde{\phi}_3)$. This perturbation has scaling dimension $3/K_{\text{eff}}$, and thus is relevant if

$$K_b < (3 - \sqrt{3})/2 \approx 0.382. \quad (65)$$

This condition implies a superconducting gap is induced by sufficiently strong repulsive density-density interactions in the bulk of the FQH liquids.

2. Perturbative RG

The harmonic approximation leaves a couple of unanswered questions. First, what are the conditions for the system to be in the strong proximity coupling regime? Second, what is the microscopic mechanism leading to the gapped phase in the strong proximity coupling regime? Here we will use a perturbative RG approach to address these two questions.

We begin by using a scaling analysis based on the initial scaling dimensions. We first determine the conditions for the existence of relevant operators that can pin the $\phi_1$ and $\phi_2$ fields. The initial scaling dimensions $d_{\Delta,1}$, $d_{\Delta,2}$ and $d_{\Delta,B}$ [see Eqs. (53)] satisfy $d_{\Delta,B} < d_{\Delta,j}$ for $j = 1, 2$. Thus, if either the $\Delta_1$ or $\Delta_2$ term is relevant, then so is the $\Delta_B$ term and the fields $\phi_1$ and $\phi_2$ are pinned as required in the strong proximity coupling regime. Conversely, if both the $\Delta_1$ and $\Delta_2$ terms are irrelevant and flow to weak coupling, then the system is not in the strong proximity coupling regime. The latter flow can result from sufficiently strong repulsive interactions $K_b < 2 - \sqrt{3}$.

To fully understand the different possible phases in the strong proximity coupling regime, we consider an emergent perturbation that can open a gap in the system. We require that this perturbation commutes with the $\Delta_B$ term. Furthermore, we require that it conserves momentum and is relevant in a repulsive setting $K_e, K_b \leq 1$. These conditions admit only a few possible perturbations, which are worked out in Appendix D. Other than the terms $\Delta_1, \Delta_2$ and $\Delta_B$, the only admitted perturbation is of the form $e^{i\pi(\phi_3 + 2\phi_1 - 4\phi_2)}$ with integer $n$ [56]. The simplest perturbation of this type corresponds to $n = 1$, and we denote it by

$$\mathcal{H}_{J,g} = J_g \cos(6\phi_3 + 2\phi_1 - 4\phi_2). \quad (66)$$

The term $\mathcal{H}_{J,g}$ appears as a first order perturbative term with coupling of magnitude $J_g \sim J^2/\Delta$.

In strong proximity coupling regime, when $\phi_1$ and $\phi_2$ are pinned, the emergent term (66) can pin the $\phi_3$ and open an energy gap in the system. In terms of the original microscopic fermions of the wire construction, the $\mathcal{H}_{J,g}$ is a 6-body interaction (compared to the $\mathcal{H}_{\text{QH}}$ which is a 3-body interaction). Peculiarly, the term $\mathcal{H}_{J,g}$ is uncharged, but still induces a superconducting gap.

Note that $\mathcal{H}_{J,g}$ commutes with both $\mathcal{H}_\Delta$ and $\mathcal{H}_{\text{QH}}$. This implies that its scaling dimension $d_{J,g}(\ell)$ is a monotonic decreasing functions of the RG-time, $\ell$, to second order in all dimensionless couplings $y_{\ell}$, (proof of this is detailed in Appendix B). Thus, in the strong proximity coupling regime, if along the RG flow we find that $\mathcal{H}_{J,g}$ is relevant then we can conclude that the system is fully gapped.
The initial scaling dimension of $\mathcal{H}_{J,g}$ is
\[ d_{J,g} = 6K_b. \tag{67} \]

Thus, the system is gapped under the initial condition
\[ K_b < 1/3, \tag{68} \]
which is more restrictive than the condition (65), obtained via harmonic approximation, but still shows that sufficiently strong repulsive density-density interactions in the bulk induce an energy gap. However, if the repulsive interactions are too strong, $K_b < 2 - \sqrt{3}$, then the $\Delta_1, \Delta_2$ terms are both irrelevant and the system is not in the strong proximity coupling regime. Thus we establish a gapped phase that occurs at a finite range of repulsive interactions. Curiously, in the case that the $\Delta_B$ term is relevant and flows to strong coupling, but the $\Delta_1, \Delta_2$ terms are irrelevant, we find a gapless phase as even if the $\Delta_B$ and $J_g$ terms pin their respective fields, there are not any relevant cosine terms left to pin remaining fields.

The scaling behaviour considerations lead to Fig. 5a, which is the phase diagram in the limits of $|y_J| \ll |y_{\Delta,j}| \ll 1$ for $j = 1, 2$. For finite values of $y_{\Delta,j}, y_J$, a phase diagram can be obtained by considering higher order perturbative RG analysis. In particular, we find a gapped phase even when the initial value of $K_b$ is larger than 1/3. For $K_b > 1/3$, although the term $H_g$ is initially irrelevant, it becomes relevant along the flow, i.e., $d_{J,g} < 2$, yielding a fully gapped system. This mechanism of gap-opening is similar to the gapless-gapped phase transition in the $m = 3$ weak proximity coupling regime discussed in subsection V.A. We now describe the second order perturbative RG analysis.

As in the weak proximity coupling regime, we need to identify terms that may appear and become relevant along the RG flow. Such a term is
\[ \mathcal{H}_{J,2} = J_2 \cos(6\theta_A + 6\theta_B). \tag{69} \]

This term does not commute with $\mathcal{H}_\Delta$, and is thus expected to flow to weak coupling at the strong proximity coupling regime. Despite flowing to weak coupling, the $J_2$ term still plays an important role as it is initially relevant and it renormalizes the fixed point $H_0$ favorably for the emergent term $\mathcal{H}_{J,g}$, i.e., it aids in opening a gap. This renormalization can be considered if the system has underlying repulsive interactions, since $\mathcal{H}_{J,2}$ has an initial scaling dimension $d_{J,2} = 6K_b$ (same as $\mathcal{H}_{J,g}$).

We can write the RG equations in a compact manner denoting the effective Hamiltonian density as $\mathcal{H} = \mathcal{H}_0 + \mathcal{H}_{\text{pert}}$, with $\mathcal{H}_0$ as the fixed point in Eq. (20) and
\[ \mathcal{H}_{\text{pert}} = \sum_r \frac{u y_r}{\pi a^2} \cos(\lambda_r \cdot \Phi). \tag{70} \]

The index $r$ goes over the different terms with dimensionless couplings $y_{J,\alpha}$ and $y_{\Delta,\beta}$ where $\alpha = A, B, g$ and $\beta = 1, 2, B, g$ [Eqs. (19), (69), (66), (33), (52) and (47)].

At first order in the couplings $y_r$, the RG equations are determined by the scaling dimensions of the operators $\cos(\lambda_r \cdot \Phi)$, given by
\[ d_r = \lambda_r^T (u U^{-1}) \lambda_r / 2, \tag{71} \]
where $U$ is the matrix defined in the fixed point Eq. (20), $u$ is the velocity scale of the model [see Eq. (24)], and $\lambda_r^T$ denotes matrix transpose of the column vector $\lambda$. To compactly write the $y^2$-order corrections to the RG flow equations, it is useful to introduce the fusion coefficients $C_{pq}^r$. These appear in the so called operator product expansion and commonly denoted by (see Appendix A)
\[ \cos(\lambda_q \cdot \Phi) \cos(\lambda_q \cdot \Phi) = \sum_r C_{pq}^r \cos(\lambda_r \cdot \Phi) + \cdots, \tag{72} \]
where the $\cdots$ includes less relevant terms in the expansion. The fusion coefficients are given by $C_{pq}^r = 1/2$ if $\epsilon \lambda_q + \epsilon' \lambda_q = \lambda_r$ for some $\epsilon, \epsilon' \in \{\pm 1\}$ and $C_{pq}^r = 0$ otherwise.

The RG flow equations are
\[ \frac{d y_r}{d \ell} = \left(2 - d_r\right) y_r - \sum_{p,q} C_{pq}^r y_p y_q, \tag{73a} \]
\[ U^{-1} \frac{d U}{d \ell} = \frac{1}{2} \left[u^{-1} K^{-1} U, \sum_r y^2_r K^{-1} \lambda_r \lambda_r^T\right]. \tag{73b} \]

In Eq. (73b) $\lambda_r$ are column vectors (and correspondingly $\lambda_q, \lambda_q^\dagger$ are square matrices). The derivation of the RG equations (73), as well as an overview of the RG scheme, are given in Appendix B.

The RG equations (73) are general and can be used to analyze both the weak and the strong proximity coupling regimes. In the weak proximity coupling regime, they generalize the RG equations given in Eqs. (54) and (55), by removing the assumption that the matrix $U$ is diagonal in the basis corresponding to (25). By solving Eqs. (73), we plot a phase diagram that captures both the weak and strong proximity coupling regimes. Several examples of RG flows are shown in Appendix F.

We numerically solve the flow until any of the perturbative dimensionless couplings reaches $|y_r^*| = 1$ at RG time $\ell^*$. If the first terms that reaches strong coupling are $y_{J,A}$ and $y_{J,B}$ (which are equal in our model), we consider the flow to belong to the weak proximity coupling regime. Conversely, if the first term to reach strong coupling is one of the set $y_{\Delta,1}, y_{\Delta,2}$ or $y_{\Delta,B}$, and an additional term is relevant at the same value of $\ell$, then the flow belongs to the strong proximity coupling regime. A gapped phase is established in the weak and strong proximity coupling regimes if at the end of the flow the scaling dimension of the corresponding emergent gap-opening term is small enough, i.e., $d_{\Delta,g}^* < 2$ and $d_{J,g}^* < 2$ respectively. We consider the RG flow inconclusive if $|y_p(\ell)| > y_{\text{thresh}}$ along the flow $\ell < \ell^*$ for the coupling of a perturbation $y_p$ that does not commute with the $y_r$ term. Several phase diagrams obtained in this manner are shown in Fig. 5.
FIG. 5. (a) Phase diagram based on scaling dimensions for the strong proximity coupling regime in the limit $|y_{\Delta,j}| \gg |y_j|$ for $j = 1, 2$. In the yellow region the system is in the weak proximity coupling regime. In the blue region the system is gapless, with $\varphi_1 - \varphi_2$ pinned, but $\varphi_1 + \varphi_2$ constitute a gapless mode. In the pink or green-hatched regions the model is in the strong proximity coupling regime. The green-hatched region is gapped. Panels (b)-(d) show phase diagrams obtained by solving the RG flow Eqs. (73) numerically with initial dimensionless couplings $y_r$ of $y_J = y_{J,A} = y_{J,B} = 10^{-6}$, $y_\Delta = y_{\Delta,1} = y_{\Delta,2}$ and all the other $y$’s are set to zero. These phase diagrams are suitable for both the weak and strong proximity coupling regimes. The flow is solved until $|y_r(\ell^*)| = 1$ for some $r$. The uncertain regions are those where $|y_p(\ell^*)| > y_{\text{thresh}} = 0.1$ for a $y_p$ term that does not commute with the dominant $y_r$ term. Panels (b) and (c) depict a phase diagram as a function of the initial parameters $y_\Delta$ and $K_e$, as in Fig. 4a (but for a broader range of initial values). In (b) and (c) we set an initial value $K_b = 0.2$ and $K_b = 0.34$ respectively. Panel (d) shows the phase diagram as a function of the initial values of $y_\Delta$ and $K_b$, with initial condition $K_e = 1$. A gapped phase is stabilized in the strong proximity coupling regime for sufficiently strong bulk repulsion.
VI. CROSSOVER FROM WEAK TO STRONG PROXIMITY COUPLING

We have identified a gapped phase both in the weak and in the strong proximity coupling regimes. The two phases are the same topological phases, which is uniquely characterized by the fact that the anyon condensate along the edge preserves charge only mod $2e$ [57, 58]. In this section we show that the two gapped phases are also continuously connected. To that end, we identify a $\mathbb{Z}_2$-duality, and using it we establish an energy gap in family of models that continuously connect the weak and strong proximity coupling regimes.

We start by constructing the $\mathbb{Z}_2$-duality as a linear map $M : \Phi \to M\Phi$, where $M$ is a $6 \times 6$ matrix that satisfies

$$M^2 = 1,$$

and $\Phi$ is given in Eq. (17). The duality maps the relevant terms of the weak proximity coupling regime, i.e., those with couplings $J_A$, $J_B$ and $J_2$, to the relevant terms in the strong proximity coupling regime, whose couplings are $\Delta_1$, $\Delta_2$, $\Delta_3$ respectively [the different terms are given in Eqs. (19), (69), (33), and (52)]. Explicitly, we require that $M$ maps the arguments of the appropriate cosine operators

$$M : \quad 6\theta_A \leftrightarrow 2\varphi_1 \text{ and } 6\theta_B \leftrightarrow -2\varphi_1 + 2\varphi_2. \quad (75)$$

Consequently, the emergent terms that played a crucial role in the weak and strong proximity coupling regimes, with couplings $\Delta_\alpha$ and $J_\alpha$, are mapped onto one another. Lastly, we require the commutation relations

$$[\partial_x(M\Phi)_\alpha(x), (M\Phi)_{\alpha'}(x')] = [\partial_x\Phi_\alpha(x), \Phi_{\alpha'}(x')]. \quad (76)$$

Alternatively, the condition (76) is given in matrix form by $K = M^T M$. The set of matrices that satisfy Eq. (74), (75) and (76) are given by:

$$M = \begin{pmatrix}
1 - 3p & 1 - 2p & 1 - p & p & 2p & 3p \\
6p - 3 & 3p - 2 & -1 & -1 & -3p & -6p \\
3 - 3p & 1 & 3p - 1 & 3p & 0 & 3p \\
-3p & -1 & 3p - 1 & 1 - 3p & 0 & 3p \\
6p & 3p & 0 & 0 & 2 - 3p & 3 - 6p \\
-3p & -2p & -p & p & 2p - 1 & 3p - 2
\end{pmatrix}$$

with $p$ any real number. We fix the parameter $p$ by considering a fixed point $H_0$ [Eq. (20)] that is both self-dual under $M$ and symmetric under a $\pi$-rotation, $\mathcal{R}$ [defined in Eq. (22)]. Requiring that the corresponding $U$ matrix has no zero eigenvalues (which corresponds to a vanishing velocity scale) limits the value of $p$ to $p = 1/4$.

The self-dual fixed point is more easily studied in the basis of fields (recall the different field definitions in Table 1)

$$\varphi_\pm = \varphi_\alpha \pm (\theta_A - \theta_B),$$

$$\varphi_D = \varphi_\alpha - \eta L,0 + \eta R,0,$$

$$\theta_\pm = \theta_\alpha - (\theta_A + \theta_B) / 2 \pm (\eta R,1 + \eta L,1) / 2,$$

$$\theta_D = 3(\theta_A + \theta_B),$$

that satisfy fractional commutation relations

$$[\partial_x\varphi_\alpha(x), \varphi_{\alpha'}(x')] = \pi i \delta_{\alpha,\alpha'} \delta(x - x') / m_\alpha,$$

$$[\partial_x\varphi_\alpha(x), \varphi_{\alpha'}(x')] = [\partial_x\theta_\alpha(x), \varphi_{\alpha'}(x')] = 0. \quad (79)$$

In Eq. (79) $\alpha, \alpha' = \pm, D$ and $m_\pm = 3/2, m_D = 1/2$. Under $M$ (with $p = 1/4$) and $\mathcal{R}$ the fields labeled by $\pm, D$ transform as

$$M : \quad \varphi_\pm \to \pm \varphi_\pm, \quad \theta_\pm \to \pm \theta_\pm, \quad \varphi_D \leftrightarrow \theta_D,$$

$$\mathcal{R} : \quad \varphi_{\pm,D} \to -\varphi_{\pm,D}, \quad \theta_{\pm,D} \to \theta_{\pm,D}. \quad (80)$$

Demanding self-duality under $M$ and $\mathcal{R}$-symmetry restricts the fixed point to the form

$$H_0 = \frac{u}{2\pi} \sum_{\alpha = \pm, D} m_\alpha \left[K_\alpha (\partial_x \varphi_\alpha)^2 + \frac{1}{K_\alpha} (\partial_x \theta_\alpha)^2\right], \quad (81)$$

with $K_D = 1$ and $K_\pm > 0$. This fixed point is compatible with the form of $H_0$ in Eq. (20) but generally differs from the fixed point in Eq. (28)]. The different perturbations and emergent terms of the effective model can be rewritten using the fields labeled $\pm, D$ as

$$H_{\text{pert}} = J_A \cos(\theta_D + \frac{3}{2} (\varphi_+ - \varphi_-)) + J_B \cos(\theta_D - \frac{3}{2} (\varphi_+ - \varphi_-)) + J_2 \cos(2\theta_D) + \Delta_g \cos(3\varphi_+ + 3\varphi_-)$$

$$+ \Delta_1 \cos(\varphi_D + \frac{3}{2} (\varphi_+ + \varphi_-)) + \Delta_2 \cos(\varphi_D - \frac{3}{2} (\varphi_+ + \varphi_-)) + \Delta_2 \cos(2\varphi_D) + \Delta_g \cos(3\varphi_+ - 3\varphi_-). \quad (82)$$

We further restrict the different couplings by

$$g_1, \varphi = \Delta_1 = \Delta_2, \quad g_1, \theta = J_A = J_B, \quad g_3 = \Delta_g = J_2, \quad g_2 = J_2 = \Delta_2. \quad (83)$$

This assures the model is symmetric under $\mathcal{R}$, and if
\[ g_{1,\theta} = g_{1,\varphi} \] then the model is also self-dual under \( \mathcal{M} \). Note that the \( g_3 \) term has scaling dimension \( d_3 = 3(K_{\pi}^{-1} + K_{\lambda}^{-1})/2 \), the \( g_1 \) terms have scaling dimension \( d_1 = d_3/4 + 1/2 \) and the \( g_2 \) term is marginal.

We now show that in certain limits the model \( \mathcal{H}_0 + \mathcal{H}_{\text{pert}} \), defined by Eqs. (81) and (82), is gapped. Neglecting the marginal \( g_2 \) term, \( \mathcal{H}_{\text{pert}} \) can be written as
\[
\mathcal{H}_{\text{pert}} \approx 2g_3 \cos(3\varphi_+) \cos(3\varphi_-) + 2g_{1,\theta} \cos(\theta_D) \cos(3(\varphi_+ - \varphi_-)/2) + 2g_{1,\varphi} \cos(\varphi_D) \cos(3(\varphi_+ + \varphi_-)/2).
\]

The interesting limit for which the model is gapped occurs for \( d_3 < 2 \), and
\[
g_3^{1/(2-d_1)} \gg g_1, \chi, \varphi, \theta. \tag{85}
\]

Under these conditions, the fields \( \varphi_+ \) and \( \varphi_- \) are both pinned by the \( g_3 \) term in Eq. (84). The limit (85) allows us to ignore the \( g_1 \) terms in the calculation of the expectation values involving only the \( \varphi_\pm, \theta_\pm \) fields. In particular, the two expectation values
\[
C_+ \equiv \langle \cos(3(\varphi_+ + \varphi_-)/2) \rangle, \\
C_- \equiv \langle \cos(3(\varphi_+ - \varphi_-)/2) \rangle.
\tag{86}
\]
determined by the pinned values of the fields \( \varphi_\pm \) are non-vanishing and satisfy \( C_+ = \pm C_- \). This allows us to trace out the \( \varphi_\pm, \theta_\pm \) fields and obtain an effective model of \( \varphi_D \) and \( \theta_D \) written as
\[
\mathcal{H}_{\text{eff}} = \frac{u}{4\pi} \left[ (\partial_x \varphi_D)^2 + (\partial_x \theta_D)^2 \right] + 2g_{1,\theta} C_+ \cos \theta_D + 2g_{1,\varphi} C_+ \cos \varphi_D. \tag{87}
\]

Assuming \( \mathcal{M} \)-self-duality, i.e., \( g_{1,\theta} = g_{1,\varphi} \), the effective Hamiltonian density (87) is identical to that of the \( \mathbb{Z}_1 \) self-dual sine-Gordon model, which is known to be gapped [59]. Furthermore, the model (87) remains gapped even if the couplings of the \( \cos(\theta_D) \) and \( \cos(\varphi_D) \) are not equal, allowing us to relate the gap also to models with \( g_{1,\theta} \neq g_{1,\varphi} \).

There is a subtlety in the fact that not all pinning values for \( \varphi_\pm \) are physically distinct. This subtlety becomes apparent when noting that while \( 3(\varphi_+ \pm \varphi_-) \) has compactification radius of \( 2\pi \), the term \( 3(\varphi_+ \pm \varphi_-)/2 \) that appears in \( C_\pm \) has compactification radius of \( \pi \). This subtlety is resolved by noting that there are two indistinguishable fields configurations which are related by the two \( \mathbb{Z}_2 \) gauge symmetries
\[
\mathbb{Z}_2^\varphi : \frac{3}{2}(\varphi_+ + \varphi_-) \mapsto \frac{3}{2}(\varphi_+ + \varphi_-) + \pi, \varphi_D \mapsto \varphi_D + \pi, \\
\mathbb{Z}_2^\theta : \frac{3}{2}(\varphi_+ - \varphi_-) \mapsto \frac{3}{2}(\varphi_+ - \varphi_-) + \pi, \theta_D \mapsto \theta_D + \pi.
\tag{88}
\]

The presence of these indistinguishable field configurations does not change our conclusion that the model \( \mathcal{H}_0 + \mathcal{H}_{\text{pert}} \) is gapped under our assumptions.

We can set \( |g_{1,\varphi}| \ll |g_{1,\theta}| \) or \( |g_{1,\varphi}| \gg |g_{1,\theta}| \), to obtain models that are “close” to the model discussed previously in the weak or strong proximity coupling regimes respectively, which are discussed in Sec. V. Tuning the ratio \( |g_{1,\varphi}|/|g_{1,\theta}| \) allows us to tune the system from the weak to the strong proximity coupling regime. Therefore these gapped models can be continuously deformed to each other while retaining the energy gap.

\section{Conclusions and Discussion}

In this work, we considered a system composed of two \( \nu = 1/3 \) Laughlin FQH liquids coupled along their edges by proximity to a SC. We employed a coupled-wires construction and bosonization techniques to write an effective model for the system. Using these techniques we determined conditions for a stable gapped phase in a system with underlying repulsive interactions. We focus mainly on the two regimes of weak and strong proximity coupling compared to the bulk gap of the FQH liquid, and analyzed both limits using perturbative RG. In the weak proximity coupling regime, a sufficiently strong attractive electronic interaction is required to obtain a gap resulting from the coupling of the superconductor to the edges [see Eq. (50)]. In the strong proximity coupling regime, we identify an emergent term (66) that opens a gap in the system for sufficiently strong repulsive interactions in the bulk of the FQH fluids, Eq. (68).

We believe that the repulsion-induced gapped phase in the strong proximity coupling regime might be of experimental relevance, since electronic systems naturally tend to be repulsive. The Luttinger parameter \( K_b \) depends on the ratio between the scale of the repulsive interactions in the bulk and the Fermi velocity, which can be controlled, for example, by changing the slope of confining potential.

The gapped phase in the strong proximity coupling regime is obtained by a competition between the proximity coupling to the SC, which pushes the fractional edge modes towards the bulk, and the repulsive interactions within the bulk, which give a high energy penalty to charge fluctuations. This effect of the repulsive interactions suppresses the penetration of the edge modes into the bulk and thus enhances their coupling to the superconductor. This scenario is compatible with the numerical findings of Ref. [44]. However, when the repulsive interactions are too strong, the coupling to the superconductor is irrelevant and the strong proximity coupling regime is not attained, resulting in a gapless edge. Consequently, a gapped edge is obtained for an intermediate range of repulsive interactions.

In both regimes, we characterized the phase transition between the gapped and gapless phases as a cascaded Kosterlitz-Thouless transition of the type discussed in [60]. Near the transition the gapped phases have perturbations that flow to weak coupling at low-energies, but renormalize the scaling behavior of the gapping pertur-
bations, causing them to flow to strong coupling.

Lastly, we use a $\mathbb{Z}_2$-duality to identify a family of gapped models that connect the weak and strong proximity coupling regimes. Thus, we show that the gapped phases in the weak and strong proximity coupling regimes are the same phase and are continuously connected.
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This term is discussed in [43]. The operators \( \psi_{\alpha} \) in \( H_{QH,2D} \) must operate at separated yet close points to avoid cancellation due to their fermionic algebra.

Consider the Euclidean action of a conformally invariant system \( S_0 \), with respect to the velocity \( u \). Adding a set of local perturbations, the action becomes

\[
S[\theta; a] = S_0[\theta] + \sum_p \int dx d\tau \frac{uy_p}{a^2-d_p} O_p(x, \tau),
\]

(A1)

where \( O_p \) are local fields, \( d_p \) are their scaling dimensions, \( y_p \) are their dimensionless couplings and \( a \) is the short length scale cutoff.

We begin by describing the general conformal structure of \( S_0 \) [47]. The conformal structure can be better understood in holomorphic and antiholomorphic coordinates

\[
z = u\tau - ix, \quad \bar{z} = u\tau + ix.
\]

(A2)

The scaling dimension and conformal spin of the operator \( O_p \) are \( d_p \) and \( s_p \). These can be extracted from the (imaginary) time-ordered two-point correlators of the conformal system, \( \langle T[O_p(z, \bar{z})O_q(0, 0)] \rangle_{S_0} \). This correlator vanishes unless \( d_p = d_q \) and \( s_p = s_q \) in which case it takes the form

\[
\langle T[O_p(z, \bar{z})O_q(0, 0)] \rangle_{S_0} = \frac{C_{pq}}{(z\bar{z})^{d_p+s_p}} \left( \frac{z}{\bar{z}} \right)^{s_p}, \quad |z| > a
\]

(A3)

where \( C_{pq} \) is a dimensionless normalization coefficient.

More conformal data is encoded in the so-called operator product expansion (OPE). This is a formal series expansion of a product of fields of the form

\[
O_p(z_1, \bar{z}_1)O_q(z_2, \bar{z}_2) = \sum_r \frac{C^r_{pq}}{\left(z_1z_2\bar{z}_1\bar{z}_2\right)^{d_p+d_q-2}} O_r\left(\frac{z_1+z_2}{2}, \frac{\bar{z}_1+\bar{z}_2}{2}\right),
\]

(A4)

where \( z_{ij} = z_i - z_j \), \( \bar{z}_{ij} = \bar{z}_i - \bar{z}_j \) and \( C^r_{pq} \) are called the fusion coefficients. A product of fields within a time-ordered correlator of the conformal model, \( S_0 \), can be substituted by their OPE. It is customary to denote the OPE by \( O_p \ast O_q = \sum_r C^r_{pq} O_r \).

To regularize the model we subtract the divergence of correlations of nearby fields by demanding

\[
\langle T[O_{p_1}(z_1, \bar{z}_1) \cdots O_{p_n}(z_n, \bar{z}_n)] \rangle_{S_0, a} = 0
\]

(A5)

if any pair of locations satisfy \( |z_i - z_j| < a \). Otherwise, this correlator takes its conformal expectation value.

The RG step proceeds by changing the cutoff \( a \rightarrow \tilde{a} = a e^{\Delta t} \). The RG flow equations are then obtained by expanding \( Z = \int D\theta e^{-S[\theta]} \) perturbatively in powers of \( y \),

\[
Z = \int D\theta e^{-S_0[\theta]} \left[ 1 - \int d^2r \sum_p \frac{y_p}{a^2-d_p} O_p(z, \bar{z}) + \frac{1}{2} \int \frac{d^2r_1 d^2r_2}{|z_{12}| > a} \sum_{p,q} \frac{y_p y_q}{a^2-d_p-d_q} O_p(z_1, \bar{z}_1) O_q(z_2, \bar{z}_2) + O(y^3) \right].
\]

(A6)
To change the cutoff to \( \tilde{a} \) and keep the partition function identical we change the dimensionless couplings to \( y_p \to \tilde{y}_p \) and obtain a correction at each order of perturbation theory such that the partition function remains the same. The first order correction yields \( \tilde{y}_r \approx e^{(2-d_r)} dy_r \). The second order correction can be obtained by using the OPE and is given by

\[
(dy_r)_{2\text{nd order}} = -\pi \sum_{p,q} C_{pq}^r y_q y_q \delta_{s_p + s_q, s_r}.
\]

(A7)

Overall, the flow equations of the couplings become

\[
\frac{dy_r}{d\ell} = (2-d_r)y_r - \pi \sum_{p,q} C_{pq}^r y_q y_q \delta_{s_p + s_q, s_r} + O(y^3).
\]

(A8)

In principle higher order terms can be obtained from the scaling dimension, conformal spin and the OPE.

Appendix B: Renormalization group for coupled wires

Here we discuss the renormalization group flow of a model of real coupled chiral movers, \( \Phi(x) = \Phi^1(x) \), with a general \( K \)-matrix (see also Ref. [62, Ch. 7.4]), i.e.,

\[
[\partial_x \Phi_\alpha(x), \Phi_\beta(y)] = 2\pi i (K^{-1})_{\alpha\beta} \delta(x-y).
\]

(B1)

We consider the Hamiltonian \( H(a) = H_0 + H_{\text{pert}}, \) given by

\[
H_0 = \int dx \frac{1}{4\pi} \partial_x \tilde{\Phi}^\dagger U \partial_x \tilde{\Phi},
\]

\[
H_{\text{pert}} = \int dx \sum_r \tilde{y}_r \frac{u}{\tilde{a}^2} \cos(\tilde{\lambda}_r \cdot \tilde{\Phi}),
\]

(B2)

where the perturbations all have vanishing conformal spin. In this section we will use the RG scheme described in Appendix A to obtain the RG equations of this model [Eqs. (73)]. The imaginary time used in Appendix A is related to real time by a Wick rotation \( \tau = \pi \).

The quadratic part of the Hamiltonian \( H_0 \) corresponds to a conformally symmetric model if it has only a single velocity scale \( u \). We begin by showing that this holds if and only if Eq. (24) is satisfied. We diagonalize \( H_0 \) via a linear transformation of the fields \( \tilde{\Phi}_\alpha = \sum_\beta S_{\alpha\beta} \phi_\beta \), by demanding that \( \tilde{U} = S^\dagger US^{-1} \) is a diagonal matrix (note that \( S \) is not necessarily orthogonal). Furthermore, we require that the transformation decouples the commutation relations of the different fields to simple chiral fields, i.e., the new fields \( \tilde{\Phi} \) have a diagonal \( K \)-matrix, \( \tilde{K} = S^\dagger K S^{-1} \), with \( \pm 1 \) entries on the diagonal and zeros elsewhere. Using \( \tilde{\Phi} \), the Hamiltonian \( H_0 \) is written

\[
H_0 = \int dx \sum_\alpha \frac{\tilde{U}_{\alpha\alpha}}{4\pi} (\partial_x \tilde{\Phi}_\alpha)^2.
\]

(B3)

From this we find the time evolution of the fields

\[
\tilde{\Phi}_\alpha(x, t) = e^{iH_0 t} \Phi_\alpha(x) e^{-iH_0 t} = \tilde{\Phi}_\alpha(x - (\tilde{K}^{-1} \tilde{U})_{\alpha\alpha} t).
\]

(B4)

It is interesting to note the matrix diagonalization relation \( \tilde{S}^\dagger \tilde{K}^{-1} \tilde{U} \tilde{S}^{-1} = \tilde{K}^{-1} \tilde{U} \). The condition (24) follows from \( u \tilde{U} = \tilde{U} \).

1. Scaling behavior

Following common convention (for example see Ref. [46, Sec. 9.B]), we consider the operators

\[
\mathcal{O}_r = \cos(\lambda_r \cdot \Phi)/a^{d_r} = \cos(\tilde{\lambda}_r \cdot \tilde{\Phi})/a^{d_r}
\]

(B5)

where \( a \) is the UV cutoff defined such that the two-point correlators (A3) are normalized as

\[
\langle T[\mathcal{O}_r(x), t) \mathcal{O}_r(0, 0)] \rangle = \frac{1}{2} \frac{1}{(2\pi)^{d_r}} \left( \frac{\tilde{z}}{2} \right)^{s_r}
\]

(B6)

where the expectation values are computed with respect to the ground state of \( H_0 \). The operators \( \mathcal{O}_r \) in Eq. (B5) have scaling dimension and conformal spin

\[
d_r = \sum_\alpha \tilde{\lambda}_{r,\alpha}^2/2 = \lambda_r^\dagger (u U^{-1}) \lambda_r/2,
\]

(B7)

\[
s_r = \sum_\alpha \tilde{\lambda}_{r,\alpha}^2/(2\tilde{K}_{\alpha\alpha}) = \lambda_r^\dagger K^{-1} \lambda_r/2,
\]

(B8)

where \( \tilde{\lambda}_{r,\alpha} \) are defined via \( \tilde{\lambda}_r \cdot \tilde{\Phi} \equiv \lambda_r \cdot \Phi \).

2. Fusion of different cosine terms

We use the leading contributions to the OPE [see Eq. (A4)] of \( \mathcal{O}_p \ast \mathcal{O}_q \) (for \( p \neq q \)) to derive the corresponding RG flow equations. The OPE gives

\[
\frac{\cos(\lambda_p \cdot \Phi)/a^{d_p}}{a^{d_p}} \ast \frac{\cos(\lambda_q \cdot \Phi)}{a^{d_q}} = \frac{1}{2} \frac{1}{a^{d_p}} + \frac{1}{2} \frac{1}{a^{d_q}} + \cdots
\]

(B9)

where \( \lambda_{\pm} = \lambda_p \pm \lambda_q \neq 0 \) and the \( \cdots \) includes contributions of less relevant terms. Together with the scaling dimensions (B7) we obtain the RG equation for the coefficient \( y_r \), Eq. (73a).

3. Fusion of a cosine term with itself

The OPE \( \mathcal{O}_p \ast \mathcal{O}_p \) has contribution from the identity operator \( I \) and \( \cos(2\lambda_p \cdot \Phi) \). The former only renormalizes the vacuum energy, which we do not keep track of,
and the latter is less relevant than \( \cos(\lambda_p \cdot \Phi) \) and so is usually neglected. The next relevant operators in the OPE are

\[
\frac{\cos(\lambda_p \cdot \Phi)}{a^{d_p}} \ast \frac{\cos(\lambda_q \cdot \Phi)}{a^{d_q}} = -\frac{1}{4} \sum_{\alpha,\beta} \lambda_{p,\alpha} \lambda_{p,\beta} \tilde{\partial}_\alpha \tilde{\Phi}_\alpha \tilde{\partial}_\beta \tilde{\Phi}_\beta + \cdots.
\]

where the \((\cdots)\) includes contributions of \(\mathbb{I}, \cos(2\lambda_p \Phi)\) and of terms that are less relevant than either \(\cos(2\lambda_p \Phi)\) or \(\tilde{\partial}_\alpha \tilde{\Phi}_\alpha \tilde{\partial}_\beta \tilde{\Phi}_\beta\) (we do not keep track of the \(\cos(2\lambda_p \Phi)\) term, since it is less relevant than the \(\cos(\lambda_p \cdot \Phi)\) term). In Eq. (B10) we use the notations

\[
\tilde{z}^\alpha \equiv i(ut - \tilde{K}_{\alpha \alpha} x), \quad \tilde{\partial}_\alpha \equiv \partial/\partial \tilde{z}^\alpha.
\]

Using the relation \(\tilde{\partial}_\alpha \tilde{\Phi}_\alpha = i\partial_x \tilde{\Phi}_\alpha / \tilde{K}_{\alpha \alpha}\) [that follows from Eq. (B4)], we can rewrite

\[
- \tilde{K}_{\alpha \alpha} \tilde{K}_{\beta \beta} \tilde{\partial}_\alpha \tilde{\Phi}_\alpha \tilde{\partial}_\beta \tilde{\Phi}_\beta = \partial_x \tilde{\Phi}_\alpha \partial_x \tilde{\Phi}_\beta.
\]

If we further restrict to conformally invariant perturbations, i.e., those with \(s_p = 0\), we can use Eq. (A8) to find corrections to the fixed point \(H_0\) of the form

\[
\frac{dH_0}{dl} = \sum_{\alpha,\beta} \int dx \sum_p \frac{u}{4\pi} \lambda_{\alpha,\alpha} \lambda_{\beta,\beta} \partial_x \tilde{\Phi}_\alpha \partial_x \tilde{\Phi}_\beta,
\]

where the primed sum goes over all pairs \((\alpha, \beta)\) such that \(\tilde{K}_{\alpha \alpha} \tilde{K}_{\beta \beta} = -1\). This yields the RG flow equation

\[
\left( (S^{-1})^\top \frac{dU}{dl} S^{-1} \right)_{\alpha \beta} = u \sum_p \frac{\lambda_{\alpha,\alpha} \lambda_{\beta,\beta}}{2} \frac{1 - \tilde{K}_{\beta \beta} \tilde{K}_{\alpha \alpha}}{2} \tag{B14}
\]

or equivalently Eq. (73b). Note that the condition for Lorentz invariance, Eq. (24), is maintained under the flow.

4. RG flow of the scaling dimension

The RG flow equations of the scaling dimensions follow from Eq. (73b) and are

\[
\frac{d\ell}{dl} = \frac{1}{4} \sum_p \g_p^2 \left( \lambda_{\ell,\ell} K^{-1} \lambda_p \right)^2 - \left( \lambda_{\ell,\ell} (u U^{-1}) \lambda_p \right)^2.
\]

Recalling the commutation relation

\[
[\partial_x (\lambda_p \cdot \Phi)(x), (\lambda_p \cdot \Phi)(y)] = 2\pi i (\lambda_{\ell,\ell} K^{-1} \lambda_p) \delta(x - y).
\]

we find that \(d_\ell\) is decreasing along the RG flow if \(O_\ell\) commutes with all the perturbations, \(O_p\)’s.

Appendix C: Tracing out massive fields in the coupled-wires model

In this Appendix we discuss the low-energy effective description of a wire construction with several massive fields. We describe the procedure for tracing out the massive fields and obtaining the low-energy effective theory for the massless ones. Consider a model of real bosonic fields and their dual fields,

\[
\Phi = \begin{pmatrix} \varphi_1, \ldots, \varphi_N \end{pmatrix}^\top, \quad \theta = \begin{pmatrix} \theta_1, \ldots, \theta_N \end{pmatrix}^\top
\]

with commutation relations as in Eq. (B1) with \(K\)-matrix

\[
K = \begin{pmatrix} 0_N & 2 \cdot 1_N \\ 2 \cdot 1_N & 0_N \end{pmatrix}.
\]

The Hamiltonian of the model is \(H_0 + H_M\), where \(H_0\) is given in Eq. (B2) and

\[
H_M = \int dx \frac{1}{4\pi} \Phi^\top M \Phi,
\]

where \(M\) a real symmetric positive semi-definite matrix in block form

\[
M = \begin{pmatrix} m & 0_N \\ 0_N & 0_N \end{pmatrix}.
\]

The Hamiltonian part \(H_M\) can be thought of as a strong coupling description of commuting cosine terms where we expand the cosine terms to second order in their arguments. Condition (C4) assures that a set of commuting fields are massive. Note the fields and model used here are not necessarily in one-to-one correspondence to those in used the main text.

We assume that the model has Lorentz invariance with respect to the velocity \(u\), i.e., that \(U\) satisfies condition (24). For simplicity we denote the \(N \times N\) blocks of \(U\) by

\[
U = \begin{pmatrix} U^{\varphi \varphi} & U^{\varphi \theta} \\ U^{\theta \varphi} & U^{\theta \theta} \end{pmatrix}.
\]

1. Exact diagonalization

We start analyzing the model by reviewing its exact solution. The model is translation invariant so we can use Fourier transformed fields

\[
B_\alpha(p) = \int \frac{d\ell}{2\pi} \Phi_\alpha(x) e^{-ipx}
\]

to write

\[
H = \int \frac{dp}{2\pi} \frac{1}{4\pi} \mathbf{B}^\dagger(p) (p^2 U + M) \mathbf{B}(p).
\]

We can decouple the interaction between pairs of fields and their duals by a linear transformation

\[
\mathbf{B}(p) = \mathbf{S}(p) \mathbf{\tilde{B}}(p)
\]

where \(\mathbf{S}(p)\) is an \(N \times N\) matrix with complex entries that is subject to the following conditions:
1) the fields $\tilde{B}_\alpha(p)$ correspond to a real field in real space. This means that they satisfy $\tilde{B}_\alpha^\dagger(p) = \tilde{B}_\alpha(-p)$, or equivalently

$$S(p) = S^*(-p).$$  \hspace{1cm} (C9)

2) the transformation preserves the commutation relations, $[B_{\alpha}(p),\tilde{B}_\beta^\dagger(q)] = [\tilde{B}_\alpha(p),\tilde{B}_\beta^\dagger(q)]$, or equivalently

$$K^{-1} = S(p)K^{-1}S^\dagger(p).$$  \hspace{1cm} (C10)

3) in terms of $\tilde{B}$-fields the Hamiltonian $H$ couples only $\tilde{B}_\alpha$ to itself, its dual $\tilde{B}_{\alpha+N \mod 2N}$ and their Hermitian conjugate, i.e., by denoting

$$D(p) = S^\dagger(p)(p^2 U + M)S(p)$$

$$= \frac{\left(\begin{array}{c} D_1(p) \\ D_2(p) \end{array}\right)}{D_3(p)} \frac{\left(\begin{array}{c} D_4(p) \\ D_5(p) \end{array}\right)}{D_6(p)},$$  \hspace{1cm} (C11)

the $D_i(p)$ are diagonal $N \times N$ matrices and the matrix $D(p)$ is Hermitian.

For $p \neq 0$ the matrix $S(p)$ can always be chosen to be a real matrix satisfying these three conditions. The coupled quartet $\tilde{B}_\alpha(\pm p)$, $\tilde{B}_{\alpha+N}(\pm p)$ can be further decoupled to single particle eigenmodes, but in the following we will not need this further decoupling.

2. Low-energy effective description

Here we show that at small-momenta, the Hamiltonian should be described in a basis of fields for which the $U$ term does not couple any non-massive fields $\varphi_j, \theta_j$ to highly fluctuating $\partial_2 \theta_i$ that are conjugate to any massive $\varphi_1$ fields.

At $p = 0$, the kinetic term coefficients are those in the matrix $\tilde{U} = S^\dagger(0)US(0)$, and the mass term is written

$$\tilde{M} = S^\dagger(0)MS(0) = \text{diag} (m_1, \ldots, m_n, 0, \ldots, 0),$$  \hspace{1cm} (C12)

i.e., the fields labeled 1,\ldots,$n$ are massive, while the $n^c = N - n$ fields labeled $n+1,\ldots,N$ are massless.

At small non-zero momenta, $p \neq 0$, we expand

$$S(p) \approx (I_{2N} + p^2 R + O(p^4))S(0),$$  \hspace{1cm} (C13)

where the small dimensionless parameter is $\epsilon = p/(m_0 u)$, with $m_0 > 0$ is the smallest mass term in $\tilde{M}$.

Due to Eq. (C10), the matrix $R$ satisfies

$$RK^{-1} + K^{-1}R^\dagger = 0_{2N},$$  \hspace{1cm} (C14)

and together with Eq. (C11) this yields

$$\frac{dD}{dp^2} \bigg|_{p=0} = \tilde{U} + K[K^{-1}\tilde{M}, R].$$  \hspace{1cm} (C15)

Together with Eq. (C11) this implies

$$\tilde{U}^{\varphi_1}_{jk} = 0$$

and $\tilde{U}^{\theta_0}_{jk} = 0$ (C16)

if $j \leq n$ and $k > n$. In terms of the fields

$$\tilde{\varphi}_i \equiv (S(0)^{-1}\Phi)_i,$$

$$\tilde{\theta}_i \equiv (S(0)^{-1}\Phi)_{i+N},$$  \hspace{1cm} (C17)

Eq. (C16) shows that $H_0$ does not couple the duals of the massive fields $\varphi_j, \theta_j$ to any of the massless fields, $\varphi_k$ and $\theta_k$.

At high momentum the full $p$-dependence of $S(p)$ is needed to accurately describe the dynamics. However, at low-energies we can use the effective description by projecting-out the massive fields and their duals, leaving the low-energy modes $\tilde{\varphi}_k$ and $\tilde{\theta}_k$ for $k > n$ with the effective Hamiltonian

$$H_{\text{eff}} = \int dx \frac{1}{4\pi} \sum_{j,k>n} \partial_2 \tilde{\varphi}_j \tilde{\varphi}_k \partial_2 \tilde{\theta}_k.$$

In particular, if the original kinetic term $H_0$ satisfies the conformal condition (24), then the transformation $S(0)$ takes the kinetic matrix to the block form

$$\tilde{U} = \left(\begin{array}{cc} 0 & V^{\varphi_\varphi} \\ V^{\varphi_\theta} & \rho_{\varphi_\theta} \end{array}\right),$$  \hspace{1cm} (C19)

where $\rho$ are $n \times n$ blocks of the matrix that will drop after we trace out the fields $\varphi_j, \theta_j$ with $j \leq n$. As a consequence, the decoupling of the massive and massless degrees of freedom is exact, and the effective model (C18) satisfies condition (24) for Lorentz invariance

$$\left(\begin{array}{cc} 0 & 2 \cdot \1_{n^c} \\ 2 \cdot \1_{n^c} & 0 \end{array}\right)^{-1} \left(\begin{array}{cc} V^{\varphi_\varphi} & V^{\varphi_\theta} \\ V^{\varphi_\theta} & V^{\theta_\theta} \end{array}\right)^2 = u^2 \1_{2n^c}.$$

(C20)

3. Tracing out a single massive field

We can give a closed form for the case of a single massive field

$$M = \text{diag} (m, 0, \ldots, 0).$$  \hspace{1cm} (C21)

This simple case is used in the main text twice to trace out two massive fields and obtain the effective model (63).

The appropriate $S(0)$ transformation, c.f. Eqs. (C10) and (C19), is given by

$$\varphi_1 = \tilde{\varphi}_1,$$$$

$$\theta_1 = \tilde{\theta}_1 - \left(\sum_{k>1} U^\varphi_{k,1} U^{\theta_0}_{k,1} \right) \tilde{\varphi}_1 / (U^{\theta_0}_{k,1})^2$$

$$- \sum_{k>1} \left( (U^\varphi_{k,1} / U^{\theta_0}_{k,1}) \tilde{\varphi}_k + (U^{\theta_0}_{k,1} / U^\varphi_{k,1}) \tilde{\theta}_k \right),$$  \hspace{1cm} (C22)

$$\varphi_j = \tilde{\varphi}_j + (U^\varphi_{j,1} / U^{\theta_0}_{j,1}) \tilde{\varphi}_1,$$$$

$$\theta_j = \tilde{\theta}_j + (U^{\theta_0}_{j,1} / U^\varphi_{j,1}) \tilde{\varphi}_1,$$
for $j > 1$, and the kinetic matrix of the effective model is given by

$$U_{j,k}^{\alpha\beta} = U_{j,k}^{\alpha\beta} - U_{j,1}^{\alpha\beta}/U_{1,1}$$

for $j, k > 1$, \hspace{1cm} (C23)

where $\alpha, \beta \in \{\varphi, \theta\}$.

We can treat a class of perturbations of the original Hamiltonian, $H_0 + H_M$, as perturbations of this effective Hamiltonian $H_{\text{eff}}$ [see Eq. (C18)]. Consider the perturbation

$$H_{\text{pert}} = \int dx \frac{uy}{\pi a^2} \cos(\lambda \cdot \Phi),$$

with zero conformal spin, $\lambda \cdot K^{-1} \lambda/2 = 0$, that commutes with the massive degree of freedom $\varphi_1$ and its dual $\theta_1$, and $\lambda \cdot \Phi$ is not proportional to $\varphi_1$. These restrictions allow us to choose a basis $\Phi$ such that the second bosonic field is $\varphi_2 = \lambda \cdot \Phi$. For a small $y$ the effective model can be approximated by $H_{\text{eff}} + H_{\text{pert}}$ with the effective perturbation

$$H_{\text{pert}}^{\text{eff}} = \int dx \frac{uy}{\pi a^2} \langle e^{i(U^{\theta\theta}_{2,1}/U^{\theta\theta}_{1,1})\varphi_1} \rangle_1 e^{i\varphi_2} + \text{h.c.},$$

where $\langle \cdot \rangle_1$ denotes expectation value taken over only the sector of the fields $\varphi_1, \theta_1$. The perturbation $e^{i\varphi_2}$ has the scaling dimension

$$d_{\text{eff}} = d - (U^{\theta\theta}_{2,1})^2/(2uU^{\theta\theta}_{1,1})$$

where $d$ is the scaling dimension of the original perturbation, $\cos(\lambda \cdot \Phi)$ [see Eq. (B7)]. In particular the perturbation becomes more relevant after tracing out the massive field $\varphi_1$, $d_{\text{eff}} < d$.

### Appendix D: Relevant operators in the strong proximity coupling regime

Here we show that the only relevant operators that agrees with the strong proximity coupling regime of the fractional $\nu = 1/3$ wire model are those discussed in the main paper. Namely, the terms labeled by $\Delta_1$, $\Delta_2$, $\Delta_B$, $J_g$ and the identity are the only terms that conserve momentum, commute with the $\Delta_B$ term and are relevant for repulsive Luttinger parameters

$$K_e, K_b \leq 1$$

of the fixed point (28). The different cosine terms are defined in Eqs. (33), (52) and (66).

A general local interaction term takes the form

$$\mathcal{O} = \exp[i(3n_1\eta_{R,-1}^A + n_2\phi_{L,0}^A + n_3\phi_{R,0}^A + n_4\phi_{L,0}^B + n_5\phi_{R,0}^B + 3n_6\eta_{L,1}^B)]$$

where $n_j$ are integers.

Requiring that this operator is momentum conserving and recalling the bosonization identity

$$\psi_j(x) \sim e^{i(b_j + k_F)x} e^{i\phi_{R,j}(x)} + e^{i(b_j - k_F)x} e^{-i\phi_{L,j}(x)},$$

implies that the term $\mathcal{O}$ should naturally appear with an oscillating coefficient $e^{ikx}$, where

$$k = (3n_1 + n_2 + n_3 + n_4 + n_5 + 3n_6)k_F - (n_1 + n_6)b.$$  \hspace{1cm} (D4)

Together with the filling fraction being $2k_F/b = 1/3$, and requiring $k = 0$, we find $n_2 + n_3 + n_4 + n_5 = 3(n_1 + n_6)$. Requiring that $\mathcal{O}$ commutes with the $\Delta_B$ term, implies $n_2 + n_5 = n_3 + n_4$.

We denote by $A, B, C, D$ the following integers

$$6D = 2(n_2 + n_5) = 2(n_3 + n_4) = 3(n_1 + n_6),$$

$$2A + 3D = n_4 - n_3,$$

$$2B + 3D = n_2 - n_5,$$

$$2C - 2D = n_6 - n_1.$$  \hspace{1cm} (D5)

The scaling dimension of $\mathcal{O}$ is

$$d = \frac{3K_e}{4} D^2 + \frac{1}{12K_e} (4A + 2B + 9D)^2 + \frac{K_b}{12} [(A + 2B - 3C + 12D)^2 + (A + 2B - 3C + 3D)^2]$$

\hspace{1cm} (D6)

\begin{align*}
\text{This inequality yields } d &\geq (3D/2)^2, \text{ so for the operator } \\
\mathcal{O} \text{ to be relevant we must have } D &\geq 0.
\end{align*}

We continue by separating to cases:

Below we will find the conditions on $A, B, C, D$ for which

$aK + b/K \geq 2\sqrt{ab}$.  \hspace{1cm} (D7)
• For $A + 2B = 3C$ the scaling dimension is
  \[ d = \frac{6C^2}{K_b} + 3(2C - B)^2/K_e, \]  
  \( \text{(D8)} \)
  so repulsion condition (D1) only admits the coefficients $A = B = C = 0$, i.e., the identity operator.

• For $A + 2B = -3C$ the scaling dimension is
  \[ d = 3(B + 2C)^2/K_e + 6C^2K_b. \]  
  \( \text{(D9)} \)
  The repulsive condition $K_e \leq 1$ limits the coefficients to $B = -2C = -2A$, or alternatively $O = e^{C(6\phi_3+2\phi_1-4\phi_2)}$. This operator is the $C$-th power of the $J_g$ term in Eq. (66).

• For $|A + 2B| \geq 3|C| + 1$ the inequality (D7) yields a bound
  \[ d \geq 2|C| + 1/3. \]  
  \( \text{(D10)} \)
  This implies $C = 0$, which in turn, together with the inequality (D7) and $K_e \leq 1$, yields
  \[ d \geq (2A + B)^2/3 + (A + 2B)^2/3. \]  
  \( \text{(D11)} \)
  This last bound admits only the four possible terms: $A = B = 0$ (the identity), $A = \pm 1, B = 0$ [$\Delta_1$ term in Eq. (11)], $A = 0, B = \pm 1$ [$\Delta_2$ term in Eq. (11)] or $A = -B = \pm 1$ [$\Delta_B$ term in Eq. (52)].

• For $|A + 2B| \leq 3|C| - 1$ the inequality (D7) yields the bounds
  \[ d \geq \left[ (3C)^2 - (A + 2B)^2 \right] /3 \geq 2|C| - 1/3. \]  
  \( \text{(D12)} \)
  This, $O$ is relevant only if $|C| = 1$ and $|A + 2B| = 2$. Next, the inequalities (D7) and $K_e \leq 1$ yield $d \geq (2A + B)^2/3 + 5/3$. This last bound implies $A = 0$ and $|B| = 1$. These values of the coefficients together with (D1) admit no relevant terms (curiously, the $B = -C = \pm 1$ case yields a marginal operator, but only for $K_e = 1$ and $K_b = 1/5$).

Appendix E: Cosine terms in different field bases

Here we list the different forms of the different cosine terms encountered in the main text in terms of the field bases introduced. The different terms are denoted by their coefficients, $J_\alpha$ and $\Delta_\beta$ with $\alpha = A, B, 2, g$ and $\beta = 1, 2, B, g$ [see Eqs. (19), (69), (66), (33), (52) and (47)]. The listing is included in Table II.

Appendix F: Examples of RG flow of proximity coupled fractional quantum Hall edges

This appendix includes several plots of the RG flow Equations (73) for Hamiltonian density $\mathcal{H}_0 + \mathcal{H}_{\text{pert}}$ where $\mathcal{H}_0$ and $\mathcal{H}_{\text{pert}}$ are (20) and (70) with the terms with dimensionless couplings $y_{J,\alpha}$ and $y_{\Delta,\beta}$ where $\alpha = A, B, 2, g$ and $\beta = 1, 2, B, g$ [given in Eqs. (19), (69), (66), (33), (52) and (47)]. The plots are in shown Fig. 6.
TABLE II. Table summarizing the different cosine terms mentioned throughout the paper in different bases of fields for the case of FQH at filling fraction $\nu = 1/3$. The left column specifies the term by its coefficient, while the rest are present the argument of the corresponding cosine term in a specific basis. The different basis definition can be found in Table I.

| Term | $\Phi$ | $\varphi_\alpha$, $\theta_\alpha$, $\alpha = A, B, e$ | $\varphi_\alpha$, $\theta_\alpha$, $\alpha = 1, 2, 3$ |
|------|--------|-------------------------------------------------|-------------------------------------------------|
| $J_A$ | $3\eta_{R,-1}^B + 2\phi_{L,0}^A + \phi_{R,0}^B$ | $= 6\theta_A$ | $= 3(\theta_1 + \varphi_2) + 2(\theta_2 - \varphi_2) + (\theta_1 + \varphi_1)$ |
| $J_B$ | $3\eta_{L,1}^B + 2\phi_{R,0}^A + \phi_{L,0}^B$ | $= 6\theta_B$ | $= 3(\theta_3 - \varphi_3) + 2(\theta_2 + \varphi_2) + (\theta_1 - \varphi_1)$ |
| $\Delta_1$ | $\phi_{R,0}^B - \phi_{L,0}^B$ | $= 4\varphi_\varepsilon + \varphi_A - \theta_A + \varphi_B + \theta_B$ | $= 6\varphi_\varepsilon$ |
| $\Delta_2$ | $\phi_{R,0}^B - \phi_{L,0}^B$ | $= 2(\varphi_\varepsilon + \varphi_A - \theta_A + \varphi_B + \theta_B)$ | $= 6\varphi_\varepsilon$ |
| $\Delta_3$ | $\phi_{R,0}^B - \phi_{L,0}^B - \phi_{R,0}^A - \phi_{L,0}^A$ | $= 4\varphi_\varepsilon + \varphi_A - \theta_A + \varphi_B + \theta_B$ | $= 6\varphi_\varepsilon$ |
| $\Delta_4$ | $2\phi_{R,0}^A + \phi_{L,0}^A - 2\phi_{R,0}^B - \phi_{L,0}^B$ | $= 6\varphi_\varepsilon$ | $= 6\varphi_\varepsilon$ |
| $J_2$ | $3\eta_{L,-1}^A + 2\phi_{L,0}^A + \phi_{R,0}^A + \phi_{L,0}^B + 2\phi_{R,0}^B + 3\eta_{L,1}^B$ | $= 6\theta_A + 6\theta_B$ | $= 6\theta_A + 6\theta_B$ |
| $J_9$ | $3\eta_{R,-1}^A + 2\phi_{L,0}^A + \phi_{R,0}^A - \phi_{L,0}^B - 2\phi_{R,0}^B - 3\eta_{L,1}^B$ | $= 6\theta_A - 6\theta_B$ | $= 6\theta_1 - 4\varphi_2 + 2\varphi_1$ |

FIG. 6. RG flow solution, the dashed lines correspond to the stopping condition of the flow, $|y_e(e^r)| = 1$. (a) corresponds to the square marker in Fig. 5d and depicts a flow of gapless phase in the weak proximity coupling regime. (b) corresponds to the star marker in Fig. 5d and depicts a flow of gapped phase in the strong proximity coupling regime.