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Abstract

Prioritized Experience Replay (PER) is a deep reinforcement learning technique in which agents learn from transitions sampled with non-uniform probability proportionate to their temporal-difference error. We show that any loss function evaluated with non-uniformly sampled data can be transformed into another uniformly sampled loss function with the same expected gradient. Surprisingly, we find in some environments PER can be replaced entirely by this new loss function without impact to empirical performance. Furthermore, this relationship suggests a new branch of improvements to PER by correcting its uniformly sampled loss function equivalent. We demonstrate the effectiveness of our proposed modifications to PER and the equivalent loss function in several MuJoCo and Atari environments.

1 Introduction

The use of non-uniform sampling in deep reinforcement learning originates from a technique known as prioritized experience replay (PER) [1], in which high error transitions are sampled with increased probability, enabling faster propagation of rewards and accelerating learning by focusing on the most critical data. An ablation study over the many improvements to deep Q-learning [2] found PER to be the most critical extension for overall performance. However, while the motivation for PER is intuitive, this commonly used technique lacks a critical theoretical foundation. In this paper, we develop analysis enabling us to understand the benefits of non-uniform sampling and suggest modifications to PER that both simplify and improve the empirical performance of the algorithm.

In deep reinforcement learning, value functions are approximated with deep neural networks, trained with a loss over the temporal-difference error of previously seen transitions. The expectation of this loss, over the sampling distribution of transitions, determines the effective gradient which is used to find minima in the network. By biasing the sampling distribution, PER effectively changes the expected gradient. Our main theoretical contribution shows that the expected gradient of a loss function minimized on data sampled with non-uniform probability, is equal to the expected gradient of another, distinct, loss function minimized on data sampled uniformly. This relationship can be used to transform any loss function into a prioritized sampling scheme with a new loss function or vice-versa. We can use this transformation to develop a concrete understanding about the benefits of non-uniform sampling methods such as PER, as well as facilitate the design of novel prioritized methods. Our discoveries can be summarized as follows:

**Loss function and prioritization should be tied.** The key implication of this result is that the design of prioritized sampling methods should not be considered in isolation from the loss function. We can use this connection to analyze the correctness of methods which use non-uniform sampling by transforming the loss into the uniform-sampling equivalent and considering whether the new loss is in line with the target objective. In particular, we find the PER objective can be unbiased, even without importance sampling, if the loss function is chosen correctly.
**Variance reduction.** This relationship in expected gradients brings us to a deeper understanding of the benefits of prioritization. We show that the variance of the sampled gradient can be reduced by transforming a uniformly sampled loss function into a carefully chosen prioritization scheme and corresponding loss function. This means that non-uniform sampling is almost always favorable to uniform sampling, at the cost of additional algorithmic and computational complexity.

**Empirically unnecessary.** While non-uniform sampling is theoretically favorable, in many cases the variance reducing properties will be minimal. Perhaps most unexpectedly, we find in a standard benchmark problem, prioritized sampling can be replaced with uniform sampling and a modified loss function, without affecting performance. This result suggests some of the benefit of prioritized experience replay comes from the change in expected gradient, rather than the prioritization itself.

We introduce Loss-Adjusted Prioritized (LAP) experience replay and its uniformly sampled loss equivalent, Prioritized Approximation Loss (PAL). LAP simplifies PER by removing unnecessary importance sampling ratios and setting the minimum priority to be 1, which reduces bias and the likelihood of dead transitions with near-zero sampling probability in a principled manner. On the other hand, our loss function PAL, which resembles a weighted variant of the Huber loss, computes the same expected gradient as LAP, and can be added to any deep reinforcement learning algorithm in only a few lines of code. We evaluate both LAP and PAL on the suite of MuJoCo environments [3] and a set of Atari games [4]. Across both domains, we find both of our methods outperform the vanilla algorithms they modify. In the MuJoCo domain, we find significant gains over the state-of-the-art in the hardest task, Humanoid. All code is open-sourced ([https://github.com/sfujim/LAP-PAL](https://github.com/sfujim/LAP-PAL)).

## 2 Related Work

The use of prioritization in reinforcement learning originates from prioritized sweeping for value iteration [5] [6] [7] to increase learning speed, but has also found use in modern applications for importance sampling over trajectories [8] and learning from demonstrations [9] [10]. Prioritized experience replay [11] is one of several popular improvements to the DQN algorithm [11] [12] [13] [14] and has been included in many algorithms combining multiple improvements [15] [2] [16] [17]. Variations of PER have been proposed for considering sequences of transitions [18] [19] [20] [21], or optimizing the prioritization function [22]. Alternate replay buffers have been proposed to favor recent transitions without explicit prioritization [23] [24]. The composition and size of the replay buffer has been studied [25] [26] [27] [28], as well as prioritization in simple environments [29].

Non-uniform sampling has been used in the context of training deep networks faster by favoring informative samples [30], or by distributed and non-uniform sampling where data points are re-weighted by importance sampling ratios [31] [32]. There also exists other importance sampling approaches [33] [34] which re-weight updates to reduce variance. In contrast, our method avoids the use of importance sampling by considering changes to the loss function itself and focuses on the context of deep reinforcement learning.

## 3 Preliminaries

We consider a standard reinforcement learning problem setup, framed by a Markov decision process (MDP), a 5-tuple \((S, A, R, p, \gamma)\), with state space \(S\), action space \(A\), reward function \(R\), dynamics model \(p\), and discount factor \(\gamma\). The behavior of a reinforcement learning agent is defined by its policy \(\pi : S \rightarrow A\). The performance of a policy \(\pi\) can be defined by the value function \(Q^\pi\), the expected sum of discounted rewards when following \(\pi\) after performing the action \(a\) in the state \(s\):

\[
Q^\pi(s, a) = \mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} \gamma^t r_{t+1} | s_0 = s, a_0 = a \right].
\]

The value function can be determined from the Bellman equation [35]:

\[
Q^\pi(s, a) = \mathbb{E}_{r,s' \sim p|s,a} \left[ r + \gamma Q^\pi(s', a') \right].
\]

In deep reinforcement learning algorithms, such as the Deep Q-Network algorithm (DQN) [36] [11], the value function is approximated by a neural network \(Q_\theta\) with parameters \(\theta\). Given transitions \(i = (s, a, r, s')\), DQN is trained by minimizing a loss \(L(\delta(i))\) on the temporal-difference (TD) error \(\delta(i)\) [37], the difference between the network output \(Q(i) = Q_0(i)\) and learning target \(y(i)\):

\[
\delta(i) = Q(i) - y(i), \quad y(i) = r + \gamma Q_\theta'(s', a').
\]  

(1)
Transitions \( i \in B \) are sampled from an experience replay buffer \( B \) [38], a data set containing previously experienced transitions. This loss is averaged over a mini-batch of size \( M \): \( \frac{1}{M} \sum_i L(\delta(i)) \). For analysis, the size of \( M \) is unimportant as it does not affect the expected loss or gradient.

Our analysis revolves around the gradient \( \nabla Q \) of different loss functions with respect to the output of the value network \( Q \), noting \( \delta(i) \) is a function of \( Q(i) \). In this work, we focus on three loss functions, which we define over the TD error \( \delta(i) \) of a transition \( i \): the L1 loss \( \mathcal{L}_{L1}(\delta(i)) = |\delta(i)| \) with a gradient \( \nabla Q \mathcal{L}_{L1}(\delta(i)) = \text{sign}(\delta(i)) \), mean squared error (MSE) \( \mathcal{L}_{MSE}(\delta(i)) = 0.5 \delta(i)^2 \) with a gradient \( \nabla Q \mathcal{L}_{MSE}(\delta(i)) = \delta(i) \), and the Huber loss [39]:

\[
\mathcal{L}_{\text{Huber}}(\delta(i)) = \begin{cases} 
0.5 \delta(i)^2 & \text{if } |\delta(i)| \leq \kappa, \\
\kappa |\delta(i)| - 0.5 \kappa & \text{otherwise},
\end{cases}
\]

where generally \( \kappa = 1 \), giving an equivalent gradient to MSE or L1 loss, depending on \( |\delta(i)| \).

Prioritized Experience Replay. Prioritized experience replay (PER) [1] is a non-uniform sampling scheme for replay buffers where transitions are sampled in proportion to their temporal-difference (TD) error. The intuitive argument behind PER is that training on the highest error samples will result in the largest performance gain.

PER makes two changes to the traditionally uniform sampled replay buffer. Firstly, the probability of sampling a transition \( i \) is proportionate to the absolute TD error \( |\delta(i)| \), set to the power of a hyper-parameter \( \alpha \) to smooth out extremes:

\[
p(i) = \frac{|\delta(i)|^\alpha + \epsilon}{\sum_j (|\delta(j)|^\alpha + \epsilon)},
\]

where a small constant \( \epsilon \) is added to ensure each transition is sampled with non-zero probability. This \( \epsilon \) is necessary as often the current TD error is approximated by the TD error when \( i \) was last sampled. For our theoretical analysis we will treat \( \delta(i) \) as the current TD error and assume \( \epsilon = 0 \).

Secondly, given PER favors transitions with high error, in a stochastic setting it will shift the distribution of \( s' \) in the expectation \( \mathbb{E}_s [Q(s', a')] \). This is corrected by weighted importance sampling ratios \( w(i) \), which reduce the influence of high priority transitions using a ratio between Equation (3) and the uniform probability \( \frac{1}{N} \), where \( N \) is the total number of elements contained in the buffer:

\[
\mathcal{L}_{\text{PER}}(\delta(i)) = w(i) \mathcal{L}(\delta(i)), \quad w(i) = \frac{\hat{w}(i)}{\max_i \hat{w}(i)}, \quad \hat{w}(i) = \left( \frac{1}{N} \cdot \frac{1}{p(i)} \right)^\beta .
\]

The hyper-parameter \( \beta \) is used to smooth out high variance importance sampling weights. The value of \( \beta \) is annealed from an initial value \( \beta_0 \) to 1, to eliminate any bias from distributional shift.

4 The Connection between Sampling and Loss Functions

In this section, we present our general results which show the expected gradient of a loss function with non-uniform sampling is equivalent to the expected gradient of another loss function with uniform sampling. This relationship provides an approach to analyze methods which use non-uniform sampling, by considering whether the uniformly sampled loss with equivalent expected gradient is reasonable, with regards to the learning objective. All proofs are in the supplementary material.

To build intuition, consider that the expected gradient of a generic loss \( \mathcal{L}_1 \), under some distribution \( B \), can be computed from another distribution \( D \) by using the importance sampling ratio \( \frac{p_B(i)}{p_D(i)} \):

\[
\mathbb{E}_{i \sim B}[\nabla Q \mathcal{L}_1(\delta(i))] = \mathbb{E}_{i \sim D} \left[ \frac{p_B(i)}{p_D(i)} \nabla Q \mathcal{L}_1(\delta(i)) \right].
\]

Suppose we introduce a second loss \( \mathcal{L}_2 \), where the gradient of \( \mathcal{L}_2 \) is the inner expression of the RHS: \( \nabla Q \mathcal{L}_2(\delta(i)) = \frac{p_B(i)}{p_D(i)} \nabla Q \mathcal{L}_1(\delta(i)) \). Then the expected gradient of \( \mathcal{L}_2 \) under \( D \), and \( \mathcal{L}_1 \) under \( B \), would be equal \( \mathbb{E}_D[\nabla Q \mathcal{L}_2(\delta(i))] = \mathbb{E}_B[\nabla Q \mathcal{L}_1(\delta(i))] \). It may first seem unlikely that this relationship would exist in practice, however, defining \( B \) to the uniform distribution over \( i \) and \( D \) to be a prioritized
We describe our main result in Theorem 1 which formally describes the relationship between a loss function \( L \) and its corresponding priority scheme, producing the lowest variance of all possible loss functions with the same expected gradient.

This means the L1 loss, sampled non-uniformly, has the same expected gradient direction as MSE, sampled uniformly. We emphasize that the distribution \( D \) is very similar to the prioritization scheme in PER. In the following sections we will generalize this relationship, discuss the benefits to prioritization, and derive a uniformly sampled loss function with the same expected gradient as PER.

We describe our main result in Theorem 1, which formally describes the relationship between a loss \( L_1 \) on uniformly sampled data, and a loss \( L_2 \) on data sampled according to some prioritization scheme \( pr \), such that \( p(i) = \frac{pr(i)}{\sum_j pr(j)} \). As suggested above, this relationship draws a similarity to importance sampling, where the ratio between distributions is absorbed into the loss function.

**Theorem 1** Given a data set \( B \) of \( N \) items, loss functions \( L_1 \) and \( L_2 \), and priority scheme \( pr \), the expected gradient of \( L_1(\delta(i)) \), where \( i \in B \) is sampled uniformly, is equal to the expected gradient of \( \lambda \cdot L_2(\delta(i)) \), where \( i \) is sampled with probability \( p(i) = \frac{pr(i)}{\sum_j pr(j)} \) and \( \lambda = \sum_j pr(j)/N \), if \( pr(i) \cdot \nabla_Q L_2(\delta(i)) = \nabla_Q L_1(\delta(i)) \) for all \( i \in B \).

**Corollary 1** Theorem 1 is satisfied by any two loss functions \( L_1 \), sampled uniformly, and \( L_2 \), sampled with respect to priority scheme \( pr \), if:

\[
L_1(\delta(i)) = \frac{1}{\lambda} \int p(i) \nabla_Q L_2(\delta(i)) dQ, \tag{7}
\]

or equivalently \( L_1(\delta(i)) = \frac{1}{\lambda} \| p(i) \|_\infty L_2(\delta(i)) \), for all \( i \in B \), where \( \lambda = \frac{\sum_j pr(j)}{N} \), and \( \| \cdot \|_\infty \) is the stop-gradient operation.

As noted by our example in the beginning of the section, often the loss function equivalent of a prioritization method is surprisingly simple. The converse relationship can also be determined. By carefully choosing how the data is sampled, a loss function \( L_1 \) can be transformed into (almost) any other loss function \( L_2 \) in expectation.

**Corollary 2** Theorem 1 is satisfied by any two loss functions \( L_1 \), sampled uniformly, and \( L_2 \), sampled with respect to priority scheme \( pr \), if \( \text{sign}(\nabla_Q L_1(\delta(i))) = \text{sign}(\nabla_Q L_2(\delta(i))) \) and \( pr(i) = \frac{\nabla Q L_1(\delta(i))}{\nabla Q L_2(\delta(i))} \) for all \( i \in B \).

Note that \( \text{sign}(\nabla_Q L_1(\delta(i))) = \text{sign}(\nabla_Q L_2(\delta(i))) \) is only required as \( pr(i) \) must be non-negative, and is trivially satisfied by all loss functions which aim to minimize the distance between the output \( Q \) and a given target. In this instance, the non-uniform sampling acts similarly to an importance sampling ratio, re-weighting the gradient of \( L_2 \) to match the gradient of \( L_1 \) in expectation. Corollary 2 is perhaps most interesting when \( L_2 \) is the L1 loss as \( \nabla_Q L_{11}(\delta(i)) = \pm 1 \), setting \( pr(i) = |\nabla Q L_1(\delta(i))| \) allows us to transform the loss \( L_1 \) into a prioritization scheme. It turns out that transforming a given loss function into its prioritized variant with a L1 loss can be used to reduce the variance of the gradient.

**Observation 1** Given a data set \( B \) of \( N \) items and loss function \( L_1 \), the gradient of \( \lambda \cdot L_{11}(\delta(i)) \), where \( i \in B \) is sampled with priority \( pr(i) = |\nabla Q L_1(\delta(i))| \), and \( \lambda = \frac{\sum_j pr(j)}{N} \), will have lower (or equal) variance than the gradient of \( L_1(\delta(i)) \), where \( i \) is sampled uniformly.

In fact, we can generalize this observation one step further, and show that the L1 loss, and corresponding priority scheme, produce the lowest variance of all possible loss functions with the same expected gradient.
We now consider prioritized experience replay (PER) \cite{ prioritized} and by following Theorem 1 from the previous section, derive its uniformly sampled equivalent loss function. This relationship allows us to consider corrections and possible simplifications. All proofs are in the supplementary material.

5 Corrections to Prioritized Experience Replay

We now consider prioritized experience replay (PER) \cite{ prioritized} and by following Theorem 1 from the previous section, derive its uniformly sampled equivalent loss function. This relationship allows us to consider corrections and possible simplifications. All proofs are in the supplementary material.

5.1 An Equivalent Loss Function to Prioritized Experience Replay

We begin by deriving the uniformly sampled equivalent loss function to PER. Our general finding is that when mean squared error (MSE) is used, including a subset of cases in the Huber loss \cite{Huber}, PER optimizes a loss function on the TD error to a power higher than two. This means PER may favor outliers in its estimate of the expectation in the temporal difference target, rather than learn the mean. Furthermore, we find that the importance sampling ratios used by PER can be absorbed into the loss function themselves, which gives an opportunity to simplify the algorithm.

Firstly, from Theorem 1, we can derive a general result on a loss function $\frac{1}{\tau} |\delta(i)|^\tau$ when used in conjunction with PER.

**Theorem 3** The expected gradient of a loss $\frac{1}{\tau} |\delta(i)|^\tau$, where $\tau > 0$, when used with PER is equal to the expected gradient of the following loss when using a uniformly sampled replay buffer:

$$L_{\text{PER}}^\tau(\delta(i)) = \frac{\eta N}{\tau + \alpha - \alpha \beta} |\delta(i)|^{\tau + \alpha - \alpha \beta}, \quad \eta = \frac{\min_j |\delta(j)|^{\alpha \beta}}{\sum_j |\delta(j)|^\alpha}.$$  \hspace{1cm} (8)

Noting that DQN \cite{DQN} traditionally uses the Huber loss, we can now show the form of the uniformly sampled loss function with the same expected gradient as PER, when used with DQN.

**Corollary 3** The expected gradient of the Huber loss when used with PER is equal to the expected gradient of the following loss when using a uniformly sampled replay buffer:

$$L_{\text{PER}}^{\text{Huber}}(\delta) = \frac{\eta N}{\tau + \alpha - \alpha \beta} |\delta|^{\tau + \alpha - \alpha \beta}, \quad \tau = \begin{cases} 2 & \text{if } |\delta| \leq 1, \\ 1 & \text{otherwise}, \end{cases} \quad \eta = \frac{\min_j |\delta(j)|^{\alpha \beta}}{\sum_j |\delta(j)|^\alpha}. \hspace{1cm} (9)$$

To understand the significance of Corollary 3 and what it says about the objective in PER, first consider the following two observations on MSE and L1:

**Observation 2** (MSE) Let $B(s, a) \subset B$ be the subset of transitions containing $(s, a)$ and $\delta(i) = Q(i) - y(i)$. If $\nabla Q_{\mathbb{E}_{\mathcal{I} \sim B(s, a)}[0.5 \delta(i)^2]} = 0$ then $Q(s, a) = \text{mean}_{i \in B(s, a)} y(i)$.

**Observation 3** (L1 Loss) Let $B(s, a) \subset B$ be the subset of transitions containing $(s, a)$ and $\delta(i) = Q(i) - y(i)$. If $\nabla Q_{\mathbb{E}_{\mathcal{I} \sim B}[|\delta(i)|]} = 0$ then $Q(s, a) = \text{median}_{i \in B(s, a)} y(i)$.

From Corollary 3 and the aforementioned observations, we can make several statements:

The PER objective is biased if $\tau + \alpha - \alpha \beta \neq 2$. The implication of Observation 2 is that minimizing MSE gives us an estimate of the target of interest, the expected temporal-difference target $y(i) = r + \gamma E_{s', a'}[Q(s', a')]$. It follows that optimizing a loss $|\delta(i)|^\tau$ with PER, such that $\tau + \alpha - \alpha \beta \neq 2$, produces a biased estimate of the target. On the other hand, we argue that not all bias is equal. From Observation 3, we see that minimizing a L1 loss gives the median target, rather than the expectation. Given the effects of function approximation and bootstrapping in deep reinforcement learning,
learning, one could argue the median is a reasonable loss function, due to its robustness properties. A likely possibility is that an in-between of MSE and L1 would provide a balance of robustness and “correctness”. Looking at Equation (8), it turns out this is what PER does when combined with an L1 loss, as the loss will be a power of $1 + \alpha - \alpha \beta \in [1, 2]$ for $\alpha \in (0, 1]$ and $\beta \in [0, 1]$. However, when combined with MSE, if $\beta < 1$, then $2 + \alpha - \alpha \beta > 2$ for $\alpha \in (0, 1]$. This means while MSE is normally minimized by the mean, when combined with PER, the loss will be minimized by some expression which may favor outliers. This bias explains the poor performance of PER with standard algorithms in continuous control which rely on MSE [40, 24].

**Importance sampling can be avoided.** PER uses importance sampling (IS) to re-weight the loss function as an approach to reduce the bias introduced by prioritization. We note that PER with MSE is unbiased if the IS hyper-parameter $\beta = 1$. However, our theoretical results show the prioritization is absorbed into the expected gradient. Consequently, PER can be “unbiased” even without using IS ($\beta = 0$) if the expected gradient is still meaningful. As discussed above, this simply means selecting $\alpha$ and $\tau$ such that $\tau + \alpha \leq 2$. Furthermore, this allows us to avoid any bias from weighted IS.

### 5.2 Loss-Adjusted Prioritized Experience Replay

We now utilize some of the understanding developed in the previous section for the design of a new prioritized experience replay scheme. We call our variant Loss-Adjusted Prioritized (LAP) experience replay, as our theoretical results argue that the choice of loss function should be closely tied to the choice of prioritization. Mirroring LAP, we also introduce a uniformly sampled loss function, Prioritized Approximation Loss (PAL) with the same expected gradient as LAP. When the variance reduction from prioritization is minimal, PAL can be used as a simple and computationally efficient replacement for LAP, requiring only an adjustment to the loss function used to train the Q-network.

With these ideas in mind, we can now introduce our corrections to the traditional prioritized experience replay, which we combine into a simple prioritization scheme which we call the Loss-Adjusted Prioritized (LAP) experience replay. The simplest variant of LAP would use the L1 loss, as suggested by Theorem [2] and sample values with priority $p_r(i) = |\delta(i)|^\alpha$. Following Theorem [1], we can see the expected gradient of this approach is proportional to $|\delta(i)|^{1+\alpha}$, when sampled uniformly.

However, in practice, L1 loss may not be preferable as each update takes a constant-sized step, possibly overstepping the target if the learning rate is too large. Instead, we apply the commonly used Huber loss, with $\alpha = 1$, which swaps from L1 to MSE when the error falls below a threshold of 1, scaling the appropriately gradient as $|\delta(i)|$ approaches 0. When $|\delta(i)| < 1$ and MSE is applied, if we want to avoid the bias introduced from using MSE and prioritization, samples with error below 1 should be sampled uniformly. This can be achieved with a priority scheme $p_r(i) = \max(|\delta(i)|^{\alpha}, 1)$, where samples with otherwise low priority are clipped to be at least 1. We denote this algorithm LAP and it can be described by non-uniform sampling and the Huber loss:

$$p(i) = \max(|\delta(i)|^{\alpha}, 1) \sum_j \max(|\delta(j)|^{\alpha}, 1), \quad L_{\text{Huber}}(|\delta(i)|) = \begin{cases} \frac{1}{2} |\delta(i)|^2 & \text{if } |\delta(i)| \leq 1, \\ |\delta(i)| & \text{otherwise}. \end{cases}$$  

On top of correcting the outlier bias, this clipping reduces the likelihood of dead transitions that occur when $p(i) \approx 0$, eliminating the need for a $\epsilon$ hyper-parameter, which is added to the priority of each transition in PER. LAP maintains the variance reduction properties defined by our theoretical analysis as it uses the L1 loss on all samples with large errors. Following our ideas from the previous section, we can transform LAP into its mirrored loss function with an equivalent expected gradient, which we denote Prioritized Approximation Loss (PAL). PAL can be derived following Corollary [1]

$$L_{\text{PAL}}(|\delta(i)|) = \frac{1}{\lambda} \begin{cases} \frac{0.5|\delta(i)|^2}{1+\alpha} & \text{if } |\delta(i)| \leq 1, \\ \frac{|\delta(i)|^{1+\alpha}}{1+\alpha} & \text{otherwise}, \end{cases}$$  

$$\frac{1}{\lambda} = \frac{N}{\sum \max(|\delta(j)|^{\alpha}, 1)}.$$  

**Observation 4** LAP and PAL have the same expected gradient.

As PAL and LAP share the same expected gradient, we have a mechanism for analysing both methods. Importantly, we note that loss defined by PAL is never to a power greater than 2, meaning there is no outlier bias that is present in PER. In some cases, we will find PAL is useful as a loss function on its own, and in domains where the variance reducing property from prioritization is unimportant, we should expect their performance to be similar.
When \( \alpha \) is added to TD3 \([40]\). Given prioritization appears to have little impact in this domain, this result is consistent with our theoretical analysis which shows using that MSE with PER introduces bias. On the other hand, while PAL offers non-trivial gains over vanilla DDQN, it under-performs PER on 6 of the 10 environments tested. This suggests that prioritization plays a more significant role in the Atari domain, but some of the improvement can still be attributed to the change in expected gradient.

When \( \alpha = 0 \), PAL equals a Huber loss with a scaling factor \( \frac{1}{\lambda} = \frac{1}{\sum_{j} \max(|\theta_{j}|^{\gamma}, 1)} \). We perform an ablation study to disentangle the importance of the components to PAL. We compare the performance of PAL and the Huber loss with and without \( \frac{1}{\lambda} \). The results are presented in the supplementary material. We find the complete loss of PAL achieves the highest performance, and the change in expected gradient from using \( \alpha \neq 0 \) to be the largest contributing factor.

6 Experiments

We evaluate the benefits of LAP and PAL on the standard suite of MuJoCo \([3]\) continuous control tasks as well as a subset of Atari games, both interfaced through OpenAI gym \([41]\). For continuous control, we combine our methods with a state-of-the-art algorithm TD3 \([42]\), which we benchmark against, as well as SAC \([43]\), which have both been shown to outperform other standard algorithms on the MuJoCo benchmark. For Atari, we apply LAP and PAL to Double DQN (DDQN) \([12]\), and benchmark the performance against PER + DDQN. A complete list of hyper-parameters and experimental details are provided in the supplementary material. MuJoCo results are presented in Figure 1 and Table 1 and Atari results are presented in Figure 2 and Table 2.

We find that the addition of either LAP or PAL matches or outperforms the vanilla version of TD3 in all tasks. In the challenging Humanoid task, we find that both LAP and PAL offer a large improvement over the previous state-of-the-art. Interestingly enough, we find no meaningful difference in the performance of LAP and PAL across all tasks. This means that prioritization has little benefit and the improvement comes from the change in expected gradient from using our methods over MSE. Consequently, for MuJoCo environments, non-uniform sampling can be replaced by adjusting the loss function instead. Additionally, we confirm previous results which found PER provides no benefit when added to TD3 \([40]\). Given prioritization appears to have little impact in this domain, this result is consistent with our theoretical analysis which shows using that MSE with PER introduces bias.

In the Atari domain, we find LAP improves over PER in 9 out of 10 environments, with a mean performance gain of 53%. On the other hand, while PAL offers non-trivial gains over vanilla DDQN, it under-performs PER on 6 of the 10 environments tested. This suggests that prioritization plays a more significant role in the Atari domain, but some of the improvement can still be attributed to the change in expected gradient.

Table 1: Average performance over the last 10 evaluations and 10 trials. ± captures a 95% confidence interval. Scores are bold if the confidence interval intersects with the confidence interval of the highest performance, except for Hopper and Walker2d where all scores satisfy this condition.

|                | TD3  | SAC  | TD3 + PER | TD3 + LAP | TD3 + PAL |
|----------------|------|------|-----------|-----------|-----------|
| HalfCheetah    | 13570.9 ± 794.2 | 15511.6 ± 305.2 | 13927.8 ± 683.9 | 14836.5 ± 532.2 | 15012.2 ± 885.4 |
| Hopper         | 3393.2 ± 381.9 | 2851.6 ± 417.4 | 3275.5 ± 451.8 | 3246.9 ± 463.4 | 3129.1 ± 473.5 |
| Walker2d       | 4692.4 ± 432.6 | 5234.4 ± 346.1 | 4719.1 ± 492.0 | 5230.5 ± 368.2 | 5218.7 ± 422.6 |
| Ant            | 6469.9 ± 300.3 | 4923.6 ± 882.3 | 6278.7 ± 311.3 | 6912.6 ± 234.4 | 6476.2 ± 640.2 |
| Humanoid       | 6437.5 ± 349.3 | 6580.9 ± 296.6 | 5629.3 ± 174.4 | 7855.6 ± 705.9 | 8265.9 ± 519.0 |

7 Discussion

Performance. The performance of PAL is of particular interest due to the simplicity of the method, requiring only a small change to the loss function. In the MuJoCo domain, TD3 + PAL matches the
performance of our prioritization scheme while outperforming vanilla TD3 and SAC. Our ablation study shows the performance gain largely comes from the change in expected gradient. We believe the benefit of PAL over MSE is the additional robustness, and the benefit over the Huber loss is a better approximation of the mean. There is also a small gain in performance due to the re-scaling used to match the exact expected gradient of LAP. When examining PAL in isolation, it is somewhat unclear why this re-scaling should improve performance. One hypothesis is that as $\lambda$ decreases the average error increases, this can be thought of an approach to balance out large gradient steps. On the other hand, the performance gain from LAP is more intuitive to understand, as we correct underlying issues with PER by understanding its relationship with the loss function.

**Alternate Priority schemes.** Our theoretical results define a relationship between the expected gradient of a non-uniformly sampled loss function and a uniformly sampled loss function. This allows us define the optimal variance-reducing prioritization scheme and corresponding loss function. However, there is still more research to do in non-uniform sampling, as often the a uniform sample of the replay buffer is not representative of the data of interest [44], and alternate weightings may be preferred such as the stationary distribution [45, 46, 47] or importance sampling ratios [8]. We hope our results provide a valuable tool for analyzing and understanding alternate prioritization schemes.

**Reproducibility and algorithmic credit assignment.** Our work emphasizes the susceptible nature of deep reinforcement learning algorithms to small changes [48] and the reproducibility crisis [49], as we are able to show significant improvements to the performance of a well-known algorithm with only minor changes to the loss function. This suggests that papers which use intensive hyper-parameter optimization or introduce algorithmic changes without ablation studies may be improving over the original algorithm due to unintended consequences, rather than the proposed method.

### 8 Conclusion

In this paper, we aim to build the theoretical foundations for a commonly used deep reinforcement learning technique known as prioritized experience replay (PER) [1]. To do so, we first show an interesting connection between non-uniform sampling and loss functions. Namely, any loss function can be approximated, in the sense of having the same expected gradient, by a new loss function with some non-uniform sampling scheme, and vice-versa. We use this relationship to show that the prioritized, non-uniformly sampled variant of the loss function has lower variance than the uniformly sampled equivalent. This result suggests that by carefully considering the loss function, using prioritization should outperform the standard setup of uniform sampling.

However, without considering the loss function, prioritization changes the expected gradient. This allows us to develop a concrete understanding of why PER has been shown to perform poorly when combined with continuous control methods in the past [40, 24], due to a bias towards outliers when used with MSE. We introduce a corrected version of PER which considers the loss function, known as Loss-Adjusted Prioritized (LAP) experience replay and its mirrored uniformly sampled loss function equivalent, Prioritized Approximation Loss (PAL). We test both LAP and PAL on standard deep reinforcement learning benchmarks in MuJoCo and Atari, and show their addition improves upon the vanilla algorithm across both domains.
Broader Impact

Our research focuses on developing the theoretical foundations for a commonly used technique in deep reinforcement learning, prioritized experience replay. Our insights could be used to improve reinforcement learning systems over a wide range of applications such as clinical trial design [50], educational games [51] and recommender systems [52, 53]. We expect our impact to be more significant for the reinforcement learning community itself. In the supplementary material we demonstrate our publicly released implementation of PER runs significantly faster (5-17×) than previous implementations published by corporate research groups [54, 55]. This improves the accessibility of non-uniform sampling strategy and state-of-the-art deep reinforcement learning research for groups with resource limitations.
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A Detailed Proofs

A.1 Theorem 1

**Theorem 1** Given a data set $B$ of $N$ items, loss functions $L_1$ and $L_2$, and priority scheme $pr$, the expected gradient of $L_1(\delta(i))$, where $i \in B$ is sampled uniformly, is equal to the expected gradient of $\lambda \cdot L_2(\delta(i))$, where $i$ is sampled with probability $\frac{pr(i)}{\sum_j pr(j)}$, and $\lambda = \frac{\sum_j pr(j)}{N}$, if $pr(i) \cdot \nabla_Q L_2(\delta(i)) = \nabla_Q L_1(\delta(i))$ for all $i \in B$.

**Proof.**

\[
\mathbb{E}_{i \sim B} [\nabla_Q L_1(\delta(i))] = \frac{1}{N} \sum_i \nabla_Q L_1(\delta(i)) \\
= \frac{1}{N} \sum_i \frac{\sum_j pr(j) pr(i) \cdot \nabla_Q L_2(\delta(i))}{\sum_j pr(j)} \\
= \frac{\sum_j pr(j)}{N} \mathbb{E}_{i \sim pr} [\nabla_Q L_2(\delta(i))] \\
= \mathbb{E}_{i \sim pr} [\nabla_Q (\lambda \cdot L_2(\delta(i)))].
\]

\[\blacksquare\]

**Corollary 1** Theorem 1 is satisfied by any two loss functions $L_1$, sampled uniformly, and $L_2$, sampled with respect to priority scheme $pr$, if:

\[
L_1(\delta(i)) = \frac{1}{\lambda} \int pr(i) \nabla_Q L_2(\delta(i))dQ,
\]

or equivalently $L_1(\delta(i)) = \frac{1}{\lambda} |pr(i)| \cdot L_2(\delta(i))$, for all $i \in B$, where $\lambda = \frac{\sum_j pr(j)}{N}$, and $| \cdot |$ is the stop-gradient operation.

**Proof.**

\[
\nabla_Q L_1(\delta(i)) = \nabla_Q \frac{1}{\lambda} \int pr(i) \nabla_Q L_2(\delta(i))dQ \\
= pr(i) \cdot \nabla_Q \frac{1}{\lambda} L_2(\delta(i)),
\]

and

\[
\nabla_Q L_1(\delta(i)) = \nabla_Q \frac{1}{\lambda} |pr(i)| \cdot L_2(\delta(i)) \\
= pr(i) \cdot \nabla_Q \frac{1}{\lambda} L_2(\delta(i)).
\]

Then, $L_1$ and $\frac{1}{\lambda} \lambda L_2 = L_2$ have the same expected gradient by Theorem 1.

\[\blacksquare\]

**Corollary 2** Theorem 1 is satisfied by any two loss functions $L_1$, sampled uniformly, and $L_2$, sampled with respect to priority scheme $pr$, if $\text{sign}(\nabla_Q L_1(\delta(i))) = \text{sign}(\nabla_Q L_2(\delta(i)))$ and $pr(i) = \frac{\nabla_Q L_1(\delta(i))}{\nabla_Q L_2(\delta(i))}$ for all $i \in B$.

**Proof.** Given $\text{sign}(\nabla_Q L_1(\delta(i))) = \text{sign}(\nabla_Q L_2(\delta(i)))$, we have $\text{sign}(pr(i)) = 1$, as we cannot sample with negative priority. Theorem 1 is satisfied as:

\[
pr(i) \cdot \nabla_Q L_2(\delta(i)) = \frac{\nabla_Q L_1(\delta(i))}{\nabla_Q L_2(\delta(i))} \cdot \nabla_Q L_2(\delta(i)) \\
= \nabla_Q L_1(\delta(i)).
\]

\[\blacksquare\]
A.2 Theorem 2

**Theorem 2** Given a data set $B$ of $N$ items and loss function $L_1$, the variance of the gradient of the loss function $\lambda \cdot L_2(\delta(i))$, where $i \in B$ is sampled with priority $pr(i)$, with equal expected gradient as $L_1$, where $i$ is sampled uniformly, is minimized when $L_2 = L_{11}$, $pr(i) = |\nabla_Q L_1(\delta(i))|$, and $\lambda = \frac{\sum_{j} pr(j)}{N}$.

**Proof.**
Consider the variance of the gradient with prioritized sampling. Note $\text{Var}(x) = \mathbb{E}[x^2] - \mathbb{E}[x]^2$.

$$\text{Var} (\nabla_Q \lambda L_2(i)) = \mathbb{E}_{i \sim pr} [ (\nabla_Q \lambda L_2(i))^2 ] - \mathbb{E}_{i \sim pr} [\nabla_Q \lambda L_2(i)]^2$$

$$= \sum_i \frac{pr(i)}{N} \left( \frac{\sum_j pr(j)}{N} \right)^2 (\nabla_Q L_2(i))^2 - X \tag{17}$$

where we define $X = \mathbb{E}_{i \sim B} [\nabla_Q L_1(i)]^2 = \mathbb{E}_{i \sim pr} [\lambda \nabla_Q L_2(i)]^2$, the square of the unbiased expected gradient.

For L1 loss, noting $\text{sign}(\nabla_Q L_1(i)) = \text{sign}(\nabla_Q L_2(i))$, then setting $L_2 = L_{11}$, we have $pr(i) = |\nabla_Q L_1(i)|$ and $\nabla_Q L_1(i) \nabla_Q L_2(i) = |\nabla_Q L_1(i)|$, and we can simplify the expression:

$$= \sum_j \frac{|\nabla_Q L_1(j)|}{N^2} \sum_i \nabla_Q L_1(i) - X$$

$$= \left( \sum_j \frac{|\nabla_Q L_1(j)|}{N} \right)^2 - X. \tag{18}$$

Now consider a generic prioritization scheme where $\nabla_Q L_2(i) = f(\delta(i))$. To give the same expected gradient, by Theorem 1 we must have $pr(i) = \nabla_Q L_2(i)/f(\delta(i))$. To compute the variance, we can insert these terms into Equation $(17)$:

$$= \sum_j \frac{pr(j)}{N^2} \sum_i \nabla_Q L_1(i) \nabla_Q L_2(i) - X$$

$$= \sum_j \frac{\nabla_Q L_1(j)/f(\delta(j))}{N^2} \sum_i \nabla_Q L_1(i) f(\delta(i)) - X. \tag{19}$$

Then choosing $u_j = \frac{\sqrt{|\nabla_Q L_1(j)/f(\delta(j))|}}{\sqrt{N}}$ and $v_j = \frac{\sqrt{|\nabla_Q L_1(j)/f(\delta(j))|}}{\sqrt{N}}$, by Cauchy-Schwarz we have:

$$\left( \sum_j \frac{|\nabla_Q L_1(j)|}{N} \right)^2 \leq \sum_j \frac{|\nabla_Q L_1(j)/f(\delta(j))|}{N^2} \sum_i \nabla_Q L_1(i) f(\delta(i)), \tag{20}$$

with equality if $f(\delta(j)) = \pm c$, where $c$ is a constant.

It follows that the variance is minimized when $L_2$ is the L1 loss.

\[\square\]

**Observation 1** Given a data set $B$ of $N$ items and loss function $L_1$, the gradient of $\lambda \cdot L_{11}(\delta(i))$, where $i \in B$ is sampled with priority $pr(i) = |\nabla_Q L_1(\delta(i))|$, and $\lambda = \frac{\sum_{j} pr(j)}{N}$, will have lower (or equal) variance than the gradient of $L_1(\delta(i))$, where $i$ is sampled uniformly.

**Proof.**
This is a direct result of Theorem 2 by noting setting \( L_2 = L_1 \), \( pr(i) = \frac{1}{N} \) and \( \lambda = \frac{\sum_j pr(j)}{N} = 1 \). However, to be comprehensive, consider the variance of \( L_1 \) with uniform sampling.

\[
\text{Var} (\nabla Q L_1(i)) = \mathbb{E}_{i \sim B} \left[ (\nabla Q L_1(i))^2 \right] - \mathbb{E}_{i \sim B} [\nabla Q L_1(i)]^2
\]
\[
= \frac{1}{N} \sum_i (\nabla Q L_1(i))^2 - X.
\]

where \( X \) is defined as before.

Now by the Cauchy-Schwarz inequality \((\sum_j u_j v_j)^2 \leq \sum_j u_j^2 \sum_j v_j^2\) where \( u_j = \frac{1}{\sqrt{N}} \) and \( v_j = \frac{|\nabla Q L_1(j)|}{\sqrt{N}} \) we have:

\[
\left( \frac{\sum_j |\nabla Q L_1(j)|}{N} \right)^2 \leq \frac{1}{N} \sum_i (\nabla Q L_1(i))^2,
\]

where the LHS is the variance of L1 loss without the \( X \) term, Equation (18), and so \( \text{Var} (\nabla Q \lambda L_2(i)) \) is less than \( \text{Var} (\nabla Q L_1(i)) \) for all loss functions \( L_1 \), when \( L_2 = L_{L1} \).

\( \blacksquare \)

### A.3 Theorem 3

**Theorem 3** The expected gradient of a loss \( \frac{1}{r} |\delta(i)|^r \), when \( \tau > 0 \), when used with PER is equal to the expected gradient of the following loss when using a uniformly sampled replay buffer:

\[
\mathcal{L}_{\text{PER}}^{\tau}(\delta(i)) = \frac{\eta N}{\tau + \alpha - \alpha \beta} |\delta(i)|^{\tau + \alpha - \alpha \beta}, \quad \eta = \frac{\min_j |\delta(j)|^{\alpha \beta}}{\sum_j |\delta(j)|^{\alpha \beta}}.
\]

**Proof:**

For PER, by definition we have \( p(i) = \frac{|\delta(i)|^\alpha}{\sum_{j \in B} |\delta(j)|^\alpha} \) and \( w(i) = \frac{\left( \frac{1}{N} \cdot \frac{1}{p(i)} \right)^\beta}{\max_{j \in B} \left( \frac{1}{N} \cdot \frac{1}{p(j)} \right)^\beta} \).

Now consider the expected gradient of \( \frac{1}{r} |\delta(i)|^r \), when used with PER:

\[
\mathbb{E}_{i \sim \text{PER}} \left[ \nabla Q w(i) \frac{1}{r} |\delta(i)|^r \right] = \sum_{i \in B} w(i) p(i) \nabla Q \frac{1}{r} |\delta(i)|^r
\]
\[
= \sum_{i \in B} \frac{\left( \frac{1}{N} \cdot \frac{1}{p(i)} \right)^\beta}{\max_{j \in B} \left( \frac{1}{N} \cdot \frac{1}{p(j)} \right)^\beta} \sum_{j \in B} |\delta(j)|^\alpha \text{sign}(\delta(i)) |\delta(i)|^{r - 1}
\]
\[
= \frac{1}{\max_{j \in B} |\delta(j)|^\alpha} \sum_{i \in B} |\delta(i)|^{\tau + \alpha - 1} \text{sign}(\delta(i))
\]
\[
= \eta \sum_{i \in B} \text{sign}(\delta(i)) |\delta(i)|^{\tau + \alpha - \alpha \beta - 1}.
\]

Now consider the expected gradient of \( \mathcal{L}_{\text{PER}}^{\tau}(\delta(i)) \):

\[
\mathbb{E}_{i \sim B} \left[ \nabla Q \mathcal{L}_{\text{PER}}^{\tau}(\delta(i)) \right] = \frac{1}{N} \sum_{i \in B} \frac{\eta N}{\tau + \alpha - \alpha \beta} |\delta(i)|^{\tau + \alpha - \alpha \beta}
\]
\[
= \eta \sum_{i \in B} \text{sign}(\delta(i)) |\delta(i)|^{\tau + \alpha - \alpha \beta - 1}.
\]

\( \blacksquare \)
Corollary 3  The expected gradient of the Huber loss when used with PER is equal to the expected gradient of the following loss when using a uniformly sampled replay buffer:

\[ L_{\text{Huber}}^\text{PER} (\delta) = \frac{\eta N}{\tau + \alpha - \alpha \beta} |\delta|^{\tau + \alpha - \alpha \beta}, \quad \tau = \begin{cases} 2 & \text{if } |\delta| \leq 1, \\ 1 & \text{otherwise}, \end{cases} \quad \eta = \min_j |\delta(j)|^{\alpha \beta} \sum_j |\delta(j)|^\alpha. \] (26)

Proof. Direct application of Theorem 3 with \( \tau = 1 \) and \( \tau = 2 \).

Observation 2 (MSE) Let \( B(s,a) \subset B \) be the subset of transitions containing \( (s,a) \) and \( \delta(i) = Q(i) - y(i) \). If \( \nabla Q \mathbb{E}_{i \sim B(s,a)} [0.5|\delta(i)|^2] = 0 \) then \( Q(s,a) = \text{mean}_{i \in B(s,a)} y(i) \).

Proof. \n
\[
\mathbb{E}_{i \sim B(s,a)} [\nabla Q 0.5|\delta(i)|^2] = 0 \\
\Rightarrow \mathbb{E}_{i \sim B(s,a)} [\delta(i)] = 0 \\
\Rightarrow \frac{1}{N} \sum_{i \in B(s,a)} Q(s,a) - y(i) = 0 \\
\Rightarrow Q(s,a) - 2c \frac{1}{N} \sum_{i \in B(s,a)} y(i) = 0 \\
\Rightarrow Q(s,a) = \frac{1}{N} \sum_{i \in B(s,a)} y(i). \] (27)

Observation 3 (L1 Loss) Let \( B(s,a) \subset B \) be the subset of transitions containing \( (s,a) \) and \( \delta(i) = Q(i) - y(i) \). If \( \nabla Q \mathbb{E}_{i \sim B(s,a)} [|\delta(i)|] = 0 \) then \( Q(s,a) = \text{median}_{i \in B(s,a)} y(i) \).

Proof.

\[
\mathbb{E}_{i \sim B(s,a)} [\nabla Q |\delta(i)|] = 0 \\
\Rightarrow \mathbb{E}_{i \sim B(s,a)} [\text{sign}(\delta(i))] = 0 \\
\Rightarrow \sum_{i \in B(s,a)} 1 \{Q(s,a) \leq y(i)\} = \sum_{i \in B(s,a)} 1 \{Q(s,a) \geq y(i)\} \\
\Rightarrow Q(s,a) = \text{median}_{i \in B(s,a)} y(i). \] (28)

A.4 PAL Derivation

Observation 4 LAP and PAL have the same expected gradient.

Proof. From Corollary 2 we have:

\[
\mathcal{L}_\text{PAL}(\delta(i)) = \frac{1}{\lambda} |pr(i)| \times \mathcal{L}_{\text{Huber}}(\delta(i)) \\
= \frac{1}{\lambda} \max(|\delta(i)|^\alpha, 1) \times \mathcal{L}_{\text{Huber}}(\delta(i)) \\
= \frac{1}{\lambda} \max(|\delta(i)|^\alpha, 1) \times \begin{cases} 0.5\delta(i)^2 & \text{if } |\delta(i)| \leq 1, \\ |\delta(i)| & \text{otherwise}, \end{cases} \] (29)
where
\[
1 = \frac{N}{\sum_j pr(j)} = \frac{N}{\sum_j \max(|\delta(j)|^\alpha, 1)}.
\] (30)

Then by Corollary 2, LAP and PAL have the same expected gradient.

B Computational Complexity Results

A bottleneck in the usage of prioritized experience replay (PER) [11] is the computational cost induced by non-uniform sampling. Most implementations of PER use a sum-tree to keep the sampling cost to \(O(\log(N))\), where \(N\) is the number of elements in the buffer. However, we found common implementations to have inefficient aspects, mainly unnecessary for-loops. Since a mini-batch is sampled every time step, any inefficiency can add significant costs to the run time of the algorithm. While our implementation has no algorithmic differences and still relies on a sum-tree, we found it significantly outperformed previous implementations.

![Figure 3: The average run time increase of different implementations of PER in minutes, over 1 million time steps and averaged over 3 trials. Time increase of SAC is provided to give a better understanding of the significance. Our implementation only adds a cost of 11 minutes, per million time steps, while the OpenAI baselines implementation adds over 3 hours.](image)

We compare the run time of our implementation of PER with two standard implementations, OpenAI baselines [54] and Dopamine [55]. To keep things fair, all components of the experience replay buffer and algorithm are fixed across all comparisons, and only the sampling of the indices of stored transitions and the computation of the importance sampling weights is replaced. Both implementations are taken from the master branch in early February 2020\(^1\). Each implementation of PER is combined with TD3. The OpenAI baselines implementation uses an additional sum-tree to compute the minimum over the entire replay buffer to compute the importance sampling weights. However, to keep the computational costs comparable, we remove this additional sum-tree and use a per-batch minimum, similar to Dopamine and our own implementation. Additionally, we compare against TD3 with a uniform experience replay as well as SAC [43]. All time-based experiments are run on a single GeForce GTX 1080 GPU and a Intel Core i7-6700K CPU. Our results are presented in Table 3 and Figure 3.

We find our implementation of PER greatly outperforms the other standard implementations in terms of run time. This means PER can be added to most methods without significant computational costs if implemented efficiently. Additionally, we find that TD3 with PER can be run faster than a comparable and commonly used method, SAC. Our implementation of PER adds less than 50 lines of code to the standard experience replay buffer code. We hope the additional efficiency will enable further research in non-uniform sampling methods.

\(^1\)OpenAI baselines [54], commit: ea25b9e8b234e6ee1bca43083f8f3cf974143998, Dopamine [55], commit: ec7d780d7c80954b7c396dc98d325002d0557f7d1.
Table 3: Average run time of different implementations of PER, and their percentage increase over TD3 with a uniform buffer. Values are computed over 1 million time steps and averaged over 3 trials. Run time of TD3 and SAC with uniform buffers are also provided to give a better understanding of the scale. ± captures a 95% confidence interval over the run time. Fastest run time implementation of PER is bolded.

|               | TD3 + Uniform | TD3 + Ours | TD3 + Dopamine | TD3 + Baselines | SAC |
|---------------|---------------|------------|----------------|-----------------|-----|
| Run Time (mins) | 81.62 ± 1.14  | 92.78 ± 0.93 | 143.02 ± 1.75  | 268.80 ± 7.39   | 139.70 ± 2.22 |
| Time Increase (%) | +0.00% | +13.68% | +75.24% | +229.35% | +71.17% |

C Additional Experiments

In this section we perform additional experiments and visualizations, covering ablation studies, additional baselines and display the learning curves for the Atari results.

C.1 Ablation Study

To better understand the contributions of each component in PAL, we perform an ablation study. We aim to understand the importance of the scaling factor $\frac{1}{\lambda} = \sum_{i=1}^{N} \max(\beta (X_i - 1))$ as well as the differences between the proposed loss and the comparable Huber loss [39], by considering all possible combinations. Notably, when $\alpha = 0$, PAL equals the Huber loss with the scaling factor. As discussed in the Experimental Details, Section 17 PAL uses $\alpha = 0.4$. The results are reported in Figure 4 and Table 4.

We find the complete loss of PAL achieves the highest performance, and PAL without the $\frac{1}{\lambda}$ scale factor to be the second highest. Interestingly, while TD3 with the Huber loss performs poorly, scaling by $\frac{1}{\lambda}$ adds fairly significant gains in performance.

Figure 4: Learning curves for the ablation study on the suite of OpenAI gym continuous control tasks in MuJoCo. Curves are averaged over 10 trials, where the shaded area represents a 95% confidence interval over the trials.

Table 4: Average performance over the last 10 evaluations and 10 trials. ± captures a 95% confidence interval. Scores are bold if the confidence interval intersects with the confidence interval of the highest performance, except for HalfCheetah and Walker2d where all scores satisfy this condition.

|               | TD3          | TD3 + Huber | TD3 + Huber + $\frac{1}{\lambda}$ | TD3 + PAL - $\frac{1}{\lambda}$ | TD3 + PAL |
|---------------|--------------|-------------|-----------------------------------|---------------------------------|-----------|
| HalfCheetah   | 13570.9 ± 794.2 | 14820.5 ± 785.5 | 13772.2 ± 685.7 | 14404 ± 642.2 | 15012.2 ± 885.4 |
| Hopper        | 3393.2 ± 381.9 | 2125.7 ± 596.9 | 3442.2 ± 319.4 | 3135.8 ± 479.5 | 3129.1 ± 473.5 |
| Walker2d      | 4692.4 ± 423.6 | 4311.3 ± 1219.2 | 4707.3 ± 435.3 | 5313.7 ± 368.2 | 5218.7 ± 422.6 |
| Ant           | 6469.9 ± 200.3 | 4952.6 ± 1204.2 | 6499.2 ± 162.7 | 6322.7 ± 564.3 | 6476.2 ± 640.2 |
| Humanoid      | 6437.5 ± 349.3 | 5039.1 ± 1631.5 | 6163.2 ± 331.7 | 7493.4 ± 645.3 | 8265.9 ± 519.0 |

C.2 Additional Baselines

To better compare our algorithm against other recent adjustments to replay buffers and non-uniform sampling, we compare LAP and PAL against the Emphasizing Recent Experience (ERE) replay buffer [24] combined with TD3. To implement ERE we modify our training procedure slightly, such that $X$ training iterations are the applied at the end of each episode, where $X$ is the length of the episode. ERE works by limiting the transitions sampled to only the $N$ most recent transitions, where $N$ changes over the $X$ training iterations. Additionally, we add a baseline of the simplest version
of LAP which uses the L1 loss, rather than the Huber loss and samples transitions with priority \( pr(i) = |\delta(i)|^\alpha \), denoted TD3+L1+\( \alpha \). Results are reported in Figure 5 and Table 5.

We find that LAP and PAL with TD3 outperform ERE. The addition of ERE outperforms vanilla TD3 and improves early learning performance in several tasks. We remark that the addition of ERE does not directly conflict with LAP and PAL. PAL can be directly combined with ERE with no other modifications. LAP can be combined by only performing the non-uniform sampling on the corresponding subset of transitions determined by ERE. We leave these combinations to future work. We also find that LAP and PAL outperform the simplest version of LAP with the L1 loss. This demonstrates the importance of the Huber loss in LAP.

![Figure 5: Learning curves for additional baselines on the suite of OpenAI gym continuous control tasks in MuJoCo. Curves are averaged over 10 trials, where the shaded area represents a 95% confidence interval over the trials.](image)

![Table 5: Average performance over the last 10 evaluations and 10 trials. \( \pm \) captures a 95% confidence interval. Scores are bold if the confidence interval intersects with the confidence interval of the highest performance, except for HalfCheetah, Hopper and Walker2d where all scores satisfy this condition.](table)

|                  | TD3   | TD3 + ERE | TD3 + L1 + \( \alpha \) | TD3 + LAP | TD3 + PAL |
|------------------|-------|-----------|-------------------------|-----------|-----------|
| HalfCheetah      | 13570.9 ± 794.2 | 14863.6 ± 602.0 | 14885.4 ± 402.6 | 14836.5 ± 532.2 | 15012.2 ± 885.4 |
| Hopper           | 3393.2 ± 381.9  | 3541.7 ± 253.3  | 3208.9 ± 475.1  | 3246.9 ± 463.4  | 3129.1 ± 473.5  |
| Walker2d         | 4692.4 ± 423.6  | 5205.5 ± 407.0  | 5153.7 ± 601.4  | 5230.5 ± 368.2  | 5218.7 ± 422.6  |
| Ant              | 6469.9 ± 200.3  | 6285.9 ± 271.7  | 6021.1 ± 656.9  | \textbf{6912.6 ± 234.4} | \textbf{6476.2 ± 640.2} |
| Humanoid         | 6437.5 ± 349.3  | 6889.9 ± 627.4  | 6185.3 ± 207.0  | \textbf{7855.6 ± 705.9} | \textbf{8265.9 ± 519.0} |

### C.3 Full Atari Results

We display the full learning curves from the Atari experiments in Figure 6.

![Figure 6: Complete learning curves for a set of Atari games. Curves are smoothed uniformly with a sliding window of 10 for visual clarity.](image)
D Experimental Details

All networks are trained with PyTorch (version 1.2.0) [56], using PyTorch defaults for all unmentioned hyper-parameters.

D.1 MuJoCo Experimental Details

Environment. Our agents are evaluated in MuJoCo (mujoco-py version 2.0.2.9) [3] via OpenAI gym (version 0.15.4) [41] interface, using the v3 environments. The environment, state space, action space, and reward function are not modified or pre-processed in any way, for easy reproducibility and fair comparison with previous results. Each environment runs for a maximum of 1000 time steps or until some termination condition, and has a multi-dimensional action space with values in the range of $(-1, 1)$, except for Humanoid which uses a range of $(-0.4, 0.4)$.

Architecture. Both TD3 [42] and SAC [43] are actor-critic methods which use two Q-networks and a single actor network. All networks have two hidden layers of size 256, with ReLU activation functions after each hidden layer. The critic networks take state-action pairs $(s, a)$ as input, and output a scalar value $Q$ following a final linear layer. The actor network takes state $s$ as input and outputs a multi-dimensional action $a$ following a linear layer with a tanh activation function, multiplied by the scale of the action space. For clarity, a network definition is provided in Figure 7.

Network Hyper-parameters. Networks are trained with the Adam optimizer [57], with a learning rate of $3e - 4$ and mini-batch size of 256. The target networks in both TD3 and SAC are updated with polyak averaging with $\nu = 0.005$ after each learning update, such that $\theta' \leftarrow (1 - \nu)\theta' + \nu\theta$, as described by Lillicrap et al. [58].

Terminal Transitions. The learning target uses a discount factor of $\gamma = 0.99$ for non-terminal transitions and $\gamma = 0$ for terminal transitions, where a transition is considered terminal only if the environment ends due to a termination condition and not due to reaching a time-limit.

LAP, PAL, and PER. For LAP and PAL we use $\alpha = 0.4$. For PER we use $\alpha = 0.6$, $\beta = 0.4$ as described by Schaul et al. [11] and $\epsilon = 1e - 10$ from Castro et al. [55]. Since there are two TD errors defined by $\delta_1 = Q_b^\pi - y$ and $\delta_2 = Q_\theta - y$, where $y = r + \gamma \min(Q_b^\pi(s', a'), Q_\theta(s', a'))$ [42], the priority uses the maximum over $|\delta_1|$ and $|\delta_2|$, which we found to give the strongest performance. As done by PER, new samples are given a priority equal to the maximum priority recorded at any point during learning.

TD3 and SAC. For TD3 we use the default policy noise of $\mathcal{N}(0, \sigma_N^2)$, clipped to $(-0.5, 0.5)$, where $\sigma_N = 0.2$. Both values are scaled by the range of the action space. For SAC we use the learned entropy variant [59], where entropy is trained to a target of $-\text{action dimensions}$ as described the author, with an Adam optimizer with learning $3e - 4$, matching the other networks. Following the author’s implementation, we clip the log standard deviation to $(-20, 2)$, and add $\epsilon = 1e - 6$ to avoid numerical instability in the logarithm operation. We consider this a hyper-parameter as $\log(\epsilon)$ defines the minimum value subtracted from log-likelihood calculation of the tanh normal distribution:

$$\log \pi(a|s) = \sum_i -0.5 \frac{(u_i - \mu_i)^2}{\sigma_i^2} - \log \sigma_i - 0.5 \log (2\pi) - \log (1 - \alpha_i^2 + \epsilon),$$ (31)

where $i$ is each action dimension, $u$ is pre-activation value of the action $a$ and $\mu$ and $\sigma$ define the Normal distribution output by the actor network. The log-likelihood calculation assumes the action is scaled within $(-1, 1)$. As standard practice, the agents are trained for one update after every time step.

Exploration. To fill the buffer, for the first 25k time steps the agent is not trained, and actions are selected randomly with uniform probability. Afterwards, exploration occurs in TD3 by adding
Gaussian noise $\mathcal{N}(0, \sigma_E^2 \cdot \max \text{ action size})$, where $\sigma_E = 0.1$ scaled by the range of the action space. No exploration noise is added to SAC, as it uses a stochastic policy.

For clarity, all hyper-parameters are presented in Table 6.

### Table 6: Continuous control hyper-parameters.

| Hyper-parameter                        | Value                        |
|----------------------------------------|------------------------------|
| Optimizer                              | Adam                         |
| Learning rate                          | $3 \times 10^{-4}$           |
| Mini-batch size                        | 256                          |
| Discount factor $\gamma$               | 0.99                         |
| Target update rate                     | 0.005                        |
| Initial random policy steps            | 25k                          |
| TD3 Exploration Policy $\sigma_E$      | 0.1                          |
| TD3 Policy Noise $\sigma_N$            | 0.2                          |
| TD3 Policy Noise Clipping              | $(-0.5, 0.5)$                |
| SAC Entropy Target                     | $-\text{action dimensions}$  |
| SAC Log Standard Deviation Clipping    | $(-20, 2)$                   |
| SAC $\epsilon$                        | $1 \times 10^{-6}$           |
| PER priority exponent $\alpha$         | 0.6                          |
| PER importance sampling exponent $\beta$| 0.4                          |
| PER added priority $\epsilon$          | $1 \times 10^{-10}$          |
| LAP & PAL exponent $\alpha$            | 0.4                          |

### Hyper-parameter Optimization.

No hyper-parameter optimization was performed on TD3 or SAC. For LAP and PAL we tested $\alpha = \{0.2, 0.4, 1\}$ on the HalfCheetah task using seeds than the final results reported. Note 0.4 comes from $\alpha - \alpha \beta = 0.36$ when using the hyper-parameters defined by Schaul et al. [1]. Additionally we tested using defining the priority over $|\delta_1|$, $0.5(|\delta_1| + |\delta_2|)$ and $\max(|\delta_1|, |\delta_2|)$ and found the maximum to work the best for both LAP and PER.

### Evaluation.

Evaluations occur every 5000 time steps, where an evaluation is the average reward over 10 episodes, following the deterministic policy from TD3, without exploration noise, or by taking the deterministic mean action from SAC. To reduce variance induced by varying seeds [49], we use a new environment with a fixed seed (the training seed + a constant) for each evaluation, so each evaluation uses the same set of initial start states.

### Visualization.

Performance is displayed in learning curves, presented as the average over 10 trials, where a shaded region is added, representing a 95% confidence interval over the trials. The curves are smoothed uniformly over a sliding window of 5 evaluations for visual clarity.

### D.2 Atari Experimental Details

#### Environment.

For the Atari games we interface through OpenAI gym (version 0.15.4) [41] using NoFrameSkip-v0 environments with sticky actions with $p = 0.25$ [60]. Our pre-processing steps follow standard procedures as defined by Castro et al. [55] and Machado et al. [60]. Exact pre-processing steps can be found in [61] which our code is closely based on.

#### Architecture.

We use the standard architecture used by DQN-style algorithms. This is a 3-layer CNN followed by a fully connected network with a single hidden layer. The input to this network is a $(4, 84, 84)$ tensor, corresponding to the previous 4 states of $84 \times 84$ pixels. The first convolutional layer has $32 \times 8 \times 8$ filers with stride 4, the second convolutional layer has $32 \times 4 \times 4$ filers with stride 2, the final convolutional layer has $64 \times 2 \times 2$ filers with stride 1. The output is flattened into a $3136$ vector and passed to the fully connected network with a single hidden layer of 512. The final output dimension is the number of actions. All layers, except for the final layer are followed by a ReLU activation function.

#### Network Hyper-parameters.

Networks are trained with the RMSProp optimizer, with a learning rate of $6.25e - 5$, no momentum, centered, $\alpha = 0.95$, and $\epsilon = 1e-5$. We use a mini-batch size of
32. The target network is updated every 8k training iterations. A training update occurs every 4 time steps (i.e. 4 interactions with the environment).

**Terminal Transitions.** The learning target uses a discount factor of \(\gamma = 0.99\) for non-terminal transitions and \(\gamma = 0\) for terminal transitions, where a transition is considered terminal only if the environment ends due to a termination condition and not due to reaching a time-limit.

**LAP, PAL, and PER.** For LAP and PAL we use \(\alpha = 0.6\). For PER we use \(\alpha = 0.6, \beta = 0.4\) as described by Schaul et al. [1] and \(\epsilon = 1e - 10\) from Castro et al. [55]. As done by PER, new samples are given a priority equal to the maximum priority recorded at any point during learning. For LAP, due to the magnitude of training errors being lower, rather than use a Huber loss with \(\kappa = 1\), we use \(\kappa = 0.01\). This gives a loss function of:

\[
L^\kappa_{\text{Huber}}(\delta(i)) = \begin{cases} 
0.5\delta(i)^2 & \text{if } |\delta(i)| \leq \kappa, \\
\kappa(|\delta(i)| - 0.5\kappa) & \text{otherwise.}
\end{cases}
\]  

(32)

To maintain the unbiased nature of LAP, the priority clipping needs to be shifted according to the choice of \(\kappa\), generalizing the priority function to be:

\[
p(i) = \frac{\max(|\delta(i)|^{\alpha}, \kappa^{\alpha})}{\sum_j \max(|\delta(j)|^{\alpha}, \kappa^{\alpha})}.
\]

(33)

Note the case where \(\kappa = 1\), the algorithm is unchanged. PAL also needs to be generalized accordingly:

\[
L_{\text{PAL}}(\delta(i)) = \frac{1}{\lambda} \left\{ \frac{0.5\kappa^{\alpha}\delta(i)^2}{\kappa^{|\delta(i)|+\alpha}} \right\} \text{ if } |\delta(i)| \leq \kappa, \quad \frac{1}{\lambda} = 1 + \sum_j \max(|\delta(j)|^{\alpha}, \kappa^{\alpha}).
\]

(34)

**Exploration.** To fill the buffer, for the first 20k time steps the agent is not trained, and actions are selected randomly with uniform probability. Afterwards, exploration occurs according to the \(\epsilon\)-greedy policy where \(\epsilon\) begins at 1 and is decayed to 0.01 over the next 250k training iterations, corresponding to 1 million time steps.

For clarity, all hyper-parameters are presented in Table 7.

| Hyper-parameter Optimization. | No hyper-parameter optimization was performed on Double DQN. For LAP and PAL we tested \(\alpha = \{0.4, 0.6\}\) on the Asterix game, which was excluded from the final results. |
**Evaluation.** Evaluations occur every 50k time steps, where an evaluation is the average reward over 10 episodes, following the $\epsilon$-greedy policy where $\epsilon = 1e−3$. To reduce variance induced by varying seeds [49], we use a new environment with a fixed seed (the training seed + a constant) for each evaluation, so each evaluation uses the same set of initial start states.