On Modal $\mu$-Calculus over Finite Graphs with Bounded Strongly Connected Components
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For every positive integer $k$ we consider the class $SCC_k$ of all finite graphs whose strongly connected components have size at most $k$. We show that for every $k$, the Modal $\mu$-Calculus fixpoint hierarchy on $SCC_k$ collapses to the level $\Delta_2 = \Pi_2 \cap \Sigma_2$, but not to $Comp(\Sigma_1, \Pi_1)$ (compositions of formulas of level $\Sigma_1$ and $\Pi_1$). This contrasts with the class of all graphs, where $\Delta_2 = Comp(\Sigma_1, \Pi_1)$.

1 Introduction

The subject of this paper is Modal $\mu$-Calculus, an extension of Modal Logic with operators for least and greatest fixpoints of monotone functions on sets. This logic, introduced by Kozen in [17], is a powerful formalism capable of expressing inductive as well as coinductive concepts and beyond (e.g. safety, liveness, fairness, termination, etc.) and is widely used in the area of verification of computer systems, be them hardware or software, see [5].

Like Modal Logic, the $\mu$-Calculus can be given a Kripke semantics on graphs. It results that on arbitrary graphs, the more we nest least and greatest fixpoints, the more properties we obtain. In other words, on the class of all graphs, the fixpoint alternation hierarchy $(\Sigma_n, \Pi_n, \Delta_n)$ is infinite, see [3] and [4]. Whereas the low levels have a clear “temporal logic” meaning ($\Pi_1$ gives safety, $\Sigma_1$ gives liveness, $\Pi_2$ gives fairness), the meaning of the higher levels can be understood in terms of parity games (a formula with $n$ alternations corresponds to a parity game with $n$ priorities).

The fixpoint hierarchy may not be infinite anymore if we restrict the semantics to subclasses of graphs. For instance, over the class of all transitive graphs (the class known as K4 in Modal Logic), the hierarchy collapses to the class $Comp(\Sigma_1, \Pi_1)$, that is, to compositions of alternation-free formulas, see [11] and [7]. As another example, it is not difficult to show that on finite trees, the $\mu$-Calculus collapses to the class $\Delta_1 = \Sigma_1 \cap \Pi_1$.

In this paper we are interested in some classes of finite graphs which generalize finite trees and (up to bisimulation) finite transitive graphs, but are not too far from them. Our classes are characterized by having strongly connected components (s.c.c.) of size bounded by a finite constant.

Note that:

• every finite tree has all s.c.c. of size one, and
• every finite transitive graph vertex-colored with $k$ colors is bisimilar to a graph whose s.c.c. have size $k$.

In our opinion, the size of the strongly connected components could be an interesting measure of complexity for finite graphs, analogous, but not equivalent, to the important graph-theoretic notion of...
tree width, see [12], [23] and [14]. Measures of complexity of finite graphs are gaining importance in
the frame of Fixed Parameter Complexity Theory, where many problems intractable on arbitrary graphs
become feasible when some parameter is fixed, see [11].

The purpose of this paper is to determine to what extent the alternating fixpoint hierarchy collapses
on finite graphs with s.c.c. of bounded size. First we give a $\Pi_2$ upper bound, which by complementation
becomes $\Delta_2 = \Sigma_2 \cap \Pi_2$. Then we show that the $\Delta_2$ bound is tight, in the sense that already on finite graphs
with s.c.c. of size one, the $\mu$-Calculus does not collapse to $\text{Comp}(\Sigma_1, \Pi_1)$, that is, to compositions of
alternation-free formulas. The latter can be considered as a level very close to $\Delta_2$ in the alternation
hierarchy. In fact, $\Delta_2$ includes $\text{Comp}(\Sigma_1, \Pi_1)$ (in arbitrary classes of graphs), and the two levels coincide
on the class of all graphs (see [18]).

1.1 Related work

This paper concerns expressiveness of the $\mu$-Calculus in subclasses of graphs, a subject already treated
in previous papers. We mention some of them.

An important theorem in the area (despite it predates the invention of Modal $\mu$-Calculus) is the De
Jongh-Sambin Theorem, see [25]. The theorem considers the important modal logic GL (Gödel-Löb);
this logic, besides being deeply studied as a logic of provability, corresponds to a natural class of graphs,
i.e. the transitive, wellfounded graphs. The theorem says that fixpoint modal equations in GL have a
unique solution. From the theorem it follows that in GL, the $\mu$-Calculus collapses to Modal Logic, see
[27] and [28]. For a proof of this collapse independent of the De Jongh-Sambin Theorem, see [2]; in that
paper the collapse is also extended to an extension of the $\mu$-Calculus, where fixpoint variables are not
necessarily in positive positions in the formulas.

The work [11] contains a proof of the collapse of the $\mu$-Calculus to the alternation free fragment over
transitive graphs (different proofs of this collapse can be found in [8] and [7], see below); the $\mu$-Calculus
hierarchy is also studied in other natural classes of graphs, such as the symmetric and transitive class,
where it collapses to Modal Logic, and the reflexive class, where the hierarchy is strict.

Recall that [26] characterizes Modal Logic as the bisimulation invariant fragment of First Order
Logic, and that likewise, [13] characterizes the $\mu$-Calculus as the bisimulation invariant fragment of
Monadic Second Order Logic. The work [8] extends the results of [26] and [13] to several subclasses
of graphs, including transitive graphs, rooted graphs, finite rooted graphs, finite transitive graphs, well-
founded transitive graphs, and finite equivalence graphs (all these classes except the first one are not first
order definable, so classical model theory cannot be directly applied; rather, [8] uses Ehrenfeucht style
games). An unexpected behavior arises over finite transitive frames: the bisimulation invariant fragments
of First Order and Monadic Second Order Logic coincide, despite $\mu$-Calculus and Modal Logic do not
coincide. These fragments are characterized in [8] by means of suitable modal-like operators. From
the above results the authors obtain the collapse of the $\mu$-Calculus over transitive frames, as well as the
inclusion of the $\mu$-calculus in First Order Logic over finite transitive frames.

Finally we mention that [7] gives a proof of the first order definability of the $\mu$-Calculus over finite
transitive frames which is independent from the work in [8], and contains a particular case of Theorem
5.1 below (namely, the case of the graphs called “simple” in [7], i.e. such that every s.c.c. has at most
one vertex for each possible color).
2 Preliminaries on Modal \( \mu \)-Calculus

2.1 Syntax

The syntax of a \( \mu \)-Calculus formula \( \phi \) (in negation normal form) is the following:

\[
\phi ::= X | P | \neg P | \phi_1 \lor \phi_2 | \phi_1 \land \phi_2 | \diamond \phi | \Box \phi | \mu X. \phi | \nu X. \phi,
\]

where \( X \) ranges over a countable set \( FV \) of fixpoint variables, and \( P \) ranges over a countable set \( At \) of atomic propositions.

The boolean connectives are \( \neg \) (negation), \( \land \) (conjunction) and \( \lor \) (disjunction). The modal operators are \( \diamond \) (diamond) and \( \Box \) (box).

Finally, there are the fixpoint operators \( \mu \) and \( \nu \). Intuitively, \( \mu X. \phi(X) \) denotes the least fixpoint of the function \( \phi \) (a function mapping sets to sets), and \( \nu X. \phi(X) \) denotes the greatest such fixpoint.

Note that negation is applied only in front of atomic propositions. So, not every formula has a negation. However, every sentence (i.e., every formula without free variables) does have a negation, obtained by applying the De Morgan dualities between the pairs \( \land \) and \( \lor \), \( \diamond \) and \( \Box \), and \( \mu \) and \( \nu \) (the last duality is given by \( \neg \mu X. \phi(X) = \nu X. \neg \phi(\neg X) \)).

Free and bound fixpoint variables, as well as scopes of fixpoint operators, can be defined in complete analogy with First Order Logic (where fixpoint operators are treated in analogy with first order quantifiers).

The formulas of the \( \mu \)-Calculus can be composed in a natural way. Let \( \phi \) be a formula and let \( P \) be an atom of \( \phi \). Suppose that \( \psi \) is a formula free for \( P \) in \( \phi \) (that is, \( \psi \) has no free variables \( X \) such that some occurrence of \( P \) is in the scope of some fixpoint \( \mu X \) or \( \nu X \)). Then we can replace \( P \) with \( \psi \) everywhere in \( \phi \). We obtain a \( \mu \)-calculus formula \( \chi \) which we call the composition of \( \phi \) and \( \psi \) (with respect to the atom \( P \)).

2.2 Fixpoint hierarchy

The \( \mu \)-Calculus formulas can be classified according to the alternation depth of their fixpoints. Formally we have a hierarchy of classes \( \Sigma_n, \Pi_n, \Delta_n \) as follows.

First, \( \Sigma_0 = \Pi_0 \) is the set of the formulas without fixpoints.

Then, \( \Pi_{n+1} \) is the smallest class containing \( \Sigma_n \cup \Pi_n \) and closed under composition and \( \nu \) operators. Dually, \( \Sigma_{n+1} \) is the smallest class containing \( \Sigma_n \cup \Pi_n \) and closed under composition and \( \mu \) operators.

Note that a property is in \( \Pi_n \) if and only if its negation is in \( \Sigma_n \), and conversely. In this sense, the classes \( \Sigma_n \) and \( \Pi_n \) are dual.

Finally, a property is said to be in \( \Delta_n \) if it is both in \( \Sigma_n \) and in \( \Pi_n \).

The alternation depth of a \( \mu \)-Calculus definable property is the least \( n \) such that the property is in \( \Sigma_n \cup \Pi_n \).
2.3 Graphs and trees

A (directed) graph is a pair $G = (V,R)$, where $V$ is a set of vertices and $R$ is a binary edge relation on $V$. Sometimes we denote $V$ by $V(G)$ and $R$ by $R(G)$.

Likewise, an undirected graph is a pair $G = (V,S)$ where $V$ is a set of vertices and $S$ is a symmetric relation on $V$. That is, $xSy$ must imply $ySx$.

Note that to every directed graph we can associate the underlying undirected graph, by letting $S = R \cup R^{-1}$ (i.e. $S$ is the symmetric closure of $R$).

A successor of a vertex $v$ in $G$ is a vertex $w$ such that $vRw$. The set $Succ(v)$ is the set of all successors of $v$ in $G$. We also say that $v$ is a predecessor of $w$.

A path of length $n$ in a graph $G$ from $v$ to $w$ is a finite sequence $v_1, v_2, \ldots, v_n$ of vertices such that $v_1 = v$, $v_n = w$ and $v_iRv_{i+1}$ for $1 \leq i < n$. A descendant of $v$ is a vertex $w$ such that there is a path from $v$ to $w$.

The strongly connected component of a vertex $v \in V$ in a graph $G$ is $v$ itself plus the set of all $w \in V$ such that there is a path from $v$ to $w$ and conversely.

For a positive integer $k$, we denote by $SCC_k$ the class of all finite graphs whose strongly connected components have size at most $k$.

A tree is a graph $T$ having a vertex $r$ (the root) such that for every vertex $v$ of $T$ there is a unique path from $r$ to $v$.

The height of a vertex $v$ of a tree $T$ is the length of the unique path from $r$ to $v$.

A subtree of a tree $T$ is a subset $U$ of $T$ which is still a tree with respect to the induced edge relation $R(T) \cap U^2$.

If $Pred$ is a set of unary predicates, a Pred-colored graph is a graph $G$ equipped with a “satisfaction” relation $Rsat \subseteq Pred \times V(G)$, which intuitively specifies which unary predicates are true in which vertices.

One also thinks of the set $Powerset(Pred)$ as a set of “colors” of the vertices of $G$, where the color of $v$ is the set of all predicates $P \in Pred$ such that $P Rsat v$ holds.

A pointed graph is a graph equipped with a distinguished vertex. Similarly one defines pointed colored graphs.

2.4 Semantics

Like in usual Modal Logic, the formulas of the $\mu$-Calculus can be interpreted on (colored pointed) graphs via Kripke semantics. One defines inductively a satisfaction relation between graphs and formulas. The clauses of the satisfaction relation are the usual ones for Modal Logic, plus two new rules which are specific for fixpoints.

A pointed, $At \cup FV$-colored graph $(G,Rsat,v)$ satisfies an atom $P$ if $P Rsat v$ holds, satisfies $\neg P$ if it does not satisfy $P$, and satisfies a fixpoint variable $X$ if $X Rsat v$ holds.

For the boolean clauses, $(G,Rsat,v)$ satisfies $\phi \land \psi$ if it satisfies $\phi$ and $\psi$; and it satisfies $\phi \lor \psi$ if it satisfies $\phi$ or $\psi$.

For the modal clauses, $(G,Rsat,v)$ satisfies $\Diamond \phi$ if there is $w$ with $vRw$ and $(G,Rsat,w)$ satisfies $\phi$; and it satisfies $\Box \phi$ if for every $w$ with $vRw$ we have that $(G,Rsat,w)$ satisfies $\phi$. 

For the fixpoint clauses, the idea is that $\mu X.\phi(X)$ and $\nu X.\phi(X)$ denote sets which are the least and greatest solutions of the fixpoint equation $X = \phi(X)$, respectively.

Formally, $(G, Rsat, v)$ satisfies a formula $\mu X.\phi$ if $v$ belongs to every set $E$ equal to $\phi(E)$, where $\phi(E)$ is the set of all vertices $w$ such that $(G, Rsat[X := E], w)$ satisfies $\phi$, and where $Rsat[X := E]$ is the same relation as $Rsat$, except that $X Rsat[X := E]$ holds if and only if $z \in E$.

Dually, $(G, Rsat, v)$ verifies a formula $\nu X.\phi(X)$ if $v$ belongs to some set $E$ equal to $\phi(E)$.

A kind of “global” modalities are $\Box^+ \phi = \nu X.\phi \land \Box X$ and the dual $\Diamond^+ \phi = \mu X.\phi \lor \Diamond X$. The former means that $\phi$ is true “always” (i.e. in all descendants of the current vertex), and the latter means that $\phi$ is true “sometimes” (i.e. in some descendant).

## 2.5 Bisimulation

Bisimulation between graphs is a generalization of isomorphism, which is intended to capture the fact that two graphs have the same observable behavior.

A bisimulation between two (Pred-colored) graphs $G, H$ is a relation $B \subseteq V(G) \times V(H)$, such that if $vBw$ holds, then:

- $v$ and $w$ satisfy the same predicates in $\text{Pred}$;
- if $vRv'$ in $G$, then there is $w' \in H$ such that $wRw'$ in $H$ and $v'Bw'$;
- dually, if $wRw'$ in $H$, then there is $v' \in G$ such that $vRv'$ in $G$ and $v'Bw'$.

Two pointed, colored graphs $(G, v)$ and $(H, w)$ are called bisimilar if there is a bisimulation $B$ between $G$ and $H$ such that $vBw$.

Every pointed graph $(G, v)$ is bisimilar to a tree, and there is a canonical such tree, called the unfolding of $(G, v)$, denoted by $U(G, v)$. The vertices of $U(G, v)$ are the finite paths of $G$ starting from $v$.

For the benefit of software verification, [21] argues that programs in many programming languages have control flow diagrams with low tree width (as long as no $\text{goto}$ command or similar is used).

Formally, a tree decomposition of the graph $G$ is a pair $(\mathcal{T}, T)$, where $\mathcal{T} = \{X_1, \ldots, X_n\}$ is a family of subsets of $V$, and $T$ is a tree whose nodes are the subsets $X_i$, satisfying the following properties:

- The union of all sets $X_i$ equals $V$. That is, each graph vertex is associated with at least one tree node.
For every edge \((v, w)\) in the graph, there is a subset \(X_i\) that contains both \(v\) and \(w\). That is, vertices are adjacent in the graph only when the corresponding subtrees have a node in common.

- If \(X_i\) and \(X_j\) both contain a vertex \(v\), then all nodes \(X_t\) of the tree in the (unique) path between \(X_i\) and \(X_j\) contain \(v\) as well. That is, the nodes associated with vertex \(v\) form a connected subset of \(T\).

The width of a tree decomposition is the size of its largest set \(X_i\) minus one. The tree width \(\text{tw}(G)\) of a graph \(G\) is the minimum width among all possible tree decompositions of \(G\).

In this paper, we define the tree width of a directed graph as the tree width of the underlying undirected graph. We denote by \(\text{TW}_k\) the class of all finite directed graphs whose tree width is at most \(k\).

As a first remark, the tree width of a tree is one (the definition is adjusted so that this is true). In fact, as a tree decomposition we can take all edges of the tree.

Moreover, tree width does not change if we add or remove loops (i.e., edges \((v, v)\)) to the graph.

Less trivially, we have examples of applications of tree width in the following areas:

- Robertson-Seymour Graph Minors Theory, see \([23]\) and \([24]\);
- Complexity Theory, e.g., the Hamiltonian path problem can be solved in polynomial time if the directed tree width is bounded by a constant, see \([14]\), where the directed tree width is a variant of tree width tailored for directed graphs.

### 3 Model checking and parity games

The \(\mu\)-Calculus model checking problem is the following algorithmic problem: given a formula \(\phi\) of Modal \(\mu\)-Calculus and a finite graph \(G\), decide whether \(\phi\) is true in \(G\).

A kind of games closely related to the \(\mu\)-Calculus model checking problem is parity games. In fact, checking a \(\mu\)-Calculus formula in a finite graph is a problem computationally equivalent (in polynomial time) to solving a finite parity game.

Parity games can be described as follows. There are two players, let us call them Odd and Even. Let \(G\) be a countable graph. Let \(\Omega : V(G) \to \omega\) be a priority function with finite range. Let \(v_0\) be a starting vertex. The two players move along the edges of the graph. On odd positions, player Odd moves, and on even positions, player Even moves.

If either player has no move, the other wins. Otherwise, the play is an infinite sequence of vertices \(v_0, v_1, v_2, v_3, \ldots\), and we say that player Even wins the play if the smallest number occurring infinitely often in the sequence \(\Omega(v_0), \Omega(v_1), \Omega(v_2), \Omega(v_3) \ldots\) is even. Otherwise, we say that player Odd wins.

A strategy \(\mathcal{S}\) of a player \(Pl\) is a function from finite sequences of vertices \(v_0, v_1, v_2, v_3 \ldots v_k\), where \(v_k\) is a \(Pl\)-vertex, to a successor of \(v_k\). A strategy \(\mathcal{S}\) of \(Pl\) is winning if \(Pl\) wins all the play which respect \(\mathcal{S}\).

Parity games can be encoded as Borel games in the sense of Descriptive Set Theory; so, by Martin’s Borel Determinacy Theorem, see \([20]\), parity games are determined: that is, there is always a player which has a winning strategy in the game.

A strategy \(\mathcal{S}\) of a player is called positional if \(\mathcal{S}(v_1, v_2, v_3 \ldots v_k)\) only depends on the last vertex played \(v_k\).

Parity games are important because they enjoy the following very strong form of determinacy:
Lemma 3.1 (positional determinacy, see [9]) If either player has a winning strategy in a parity game, then he has a positional winning strategy.

Given that model checking and parity games are polynomial time equivalent, one is solvable in polynomial time if and only if the other is. And given the importance of \( \mu \)-Calculus for system verification, the polynomial time solvability of these problems is a crucial problem in the area.

It is known that the two problems are in the complexity class UP (standing for Unique P), that is, the problems solvable in polynomial time by a nondeterministic Turing machine having at most one accepting computation on each input, see [15]. Note that UP is a subclass of NP, and a co-UP bound follows by complementation.

Several algorithms have been proposed, starting from the first model checking algorithm of [10]; the working time of this algorithm is \( O(m \cdot n^{d+1}) \), where \( m \) is the size of \( \phi \), \( n \) is the size of \( G \) and \( d \) is the alternation depth of \( \phi \).

Subsequently, [19] improved the complexity of the Emerson-Lei algorithm to \( O(m \cdot n^{\lceil d/2 \rceil + 1}) \).

Then we have an algorithm which works “fast” on graphs of bounded tree width (see [21]). Recall that Courcelle’s theory of monadic second order logic [6] implies that on graphs of bounded tree-width \( k \), the model checking problem can be solved in time linear in the size of the graph, that is, the time is \( O(n) \). However, the constant hidden in the \( O \) (depending on the formula and on the tree width) is large according to Courcelle’s bound. [21] manages to reduce to time \( O(n \cdot (km)^2 \cdot d^{2((k+1)m)^2}) \), so a little more than exponential in \( d, k, m \).

For the general case, the best we have so far is a subexponential algorithm (see [16]), and a general polynomial algorithm is actively searched.

4 Automata

4.1 Parity automata

Since Rabin automata were introduced in [22], tree automata have been studied as “dynamic” counterparts of various logics. For instance, parity automata are expressively equivalent to \( \mu \)-Calculus formulas, and can be viewed as a “dynamic” normal form of the \( \mu \)-Calculus.

There are several equivalent definitions for parity automata, especially differing in the transition function. We choose the following definition.

A parity automaton is a tuple \( \mathcal{A} = (Q, \Lambda, \delta, q_0, \Omega) \) where:

- \( Q \) is a finite set of states;
- \( \Lambda = \text{Powerset}(\text{Pred}) \) is the alphabet, where \( \text{Pred} \) is a finite set;
- \( q_0 \in Q \) is the initial state;
- \( \Omega : Q \rightarrow \omega \) is the priority function;
- \( \delta : Q \times \Lambda \rightarrow Dc(Q) \) is the transition function, where \( Dc(Q) \) is the set of all disjunctions of “cover” operators
  \[
  \text{cover}(q_1, \ldots, q_n) = \lozenge q_1 \land \ldots \land \diamond q_n \land \Box (q_1 \lor \ldots \lor q_n),
  \]
  with \( q_1, \ldots, q_n \in Q \).
A semantic game (in fact a kind of parity game) can be defined from an automaton \( A \) and a countable, pointed, \( Pred \)-colored graph \( (G, Rsat, v_0) \).

Let \( V = V(G) \). For \( v \in V \), let \( color(v) \) the set of the elements \( P \in Pred \) such that \( P Rsat v \). This gives a function \( color : V \to \Lambda \).

The players are called \textit{Duplicator} and \textit{Spoiler}. Positions of the game are, alternately, elements of \( Q \times V \) and subsets of \( Q \times V \).

The initial position is \((q_0, v_0)\). On a position \((q, v)\), \textit{Duplicator} moves by choosing a “marking” function \( m \) from \( Succ(v) \) to \( Powerset(Q) \) which, viewed as an interpretation for the atoms \( Q \) over the graph \( \{v\} \cup Succ(v) \), satisfies the modal formula \( \delta(q, color(v)) \). \textit{Spoiler} then moves by choosing a pair \((q', v') \in m \) with \( v' \in Succ(v) \); the new position becomes \((q', v')\), and so on.

If ever some player has no moves, the other wins. Otherwise, we have an infinite sequence
\[
(q_0, v_0), m_1, (q_1, v_1), m_2, (q_2, v_2), \ldots,
\]
and \textit{Duplicator} wins if in the sequence \( \Omega(q_0), \Omega(q_1), \Omega(q_2), \ldots \), the least integer occurring infinitely often is even. Otherwise, \textit{Spoiler} is the winner.

The automaton \( A \) accepts the graph \( G \) if \textit{Duplicator} has a winning strategy in the game of \( A \) on \( G \). The language defined by \( A \) is the set of all graphs accepted by \( A \).

If \( q \) is a state of the automaton \( A \), we denote by \( \langle A, q \rangle \) the automaton like \( A \) except that the initial state is \( q \).

Like in every two player game, if \( \mathcal{S} \) is a strategy of either player in an automaton game, the moves of \( \mathcal{S} \) can be organized in a tree, called the strategy tree of \( \mathcal{S} \).

In particular, if \( \mathcal{S} \) is a strategy for \textit{Duplicator} on a graph \( G \), the strategy tree of \( \mathcal{S} \) can be represented as a labeled tree as follows. The nodes are all possible finite prefixes \((q_0, v_0)m_1(q_1, v_1)m_2\ldots(q_n, v_n)\) of a play (ending in a move of \textit{Spoiler}) where \textit{Duplicator} uses \( \mathcal{S} \), with the node \((q_0, v_0)m_1(q_1, v_1)m_2\ldots(q_n, v_n)\) being a successor of the node \((q_0, v_0)m_1(q_1, v_1)m_2\ldots(q_{n-1}, v_{n-1})\). The label of the node
\[
(q_0, v_0)m_1(q_1, v_1)m_2\ldots(q_n, v_n)
\]
is the pair \((q_n, v_n)\).

Since the transition function are disjunctions of covers, it follows that if \( T \) is a strategy tree for \textit{Duplicator} on a graph \( G \), then the second (vertex) components of the labels of the nodes of \( T \) form a tree bisimilar to \( G \).

In the following, and in particular in Section 5 we shall need more general automata, where, besides covers, among the disjuncts of the transition function \( \delta(q, c) \) we may also find conjunctions of diamonds:
\[
\Diamond(q_1) \land \cdots \land \Diamond(q_n).
\]

This kind of automata, however, can be simulated by “cover-automata”, in the following way.

Suppose \( A \) is such an automaton.

- First, add a new state \( q_t \) with \( \Omega(q_t) = 0 \) and \( \delta(q_t, c) = cover(q_t) \lor cover(\emptyset) \) (notice that, starting from \( q_t \), the new automaton accepts any graph).
- Then, substitute any disjunct having the form \( \Box q_1 \land \ldots \land \Box q_n \) with \( cover(q_1, \ldots, q_n, q_t) \).
The new automaton only uses disjunctions of “covers” in the transition function, and is equivalent to $A$.

Notice finally that the game of a parity automaton on a graph can be coded into a parity game, hence parity automata enjoy positional determinacy by Lemma 3.1. This is a good reason to choose parity automata rather than other, expressively equivalent kinds of automata.

### 4.2 Weak parity automata

A parity automaton is called weak if for every $(q, \lambda) \in Q \times \Lambda$ and every state $q'$ occurring in $\delta(q, \lambda)$, one has $\Omega(q') \leq \Omega(q)$. So, along every transition, the priority does not increase. This implies that in every infinite play, the priority is eventually constant, and Duplicator wins if and only if this eventual priority is even.

Weak parity automata are expressively equivalent, on arbitrary graphs, to compositions of $\Sigma_1$ and $\Pi_1$ formulas of the $\mu$-Calculus.

### 4.3 Büchi automata

A Büchi automaton is a parity automaton where $\Omega : Q \to \{0, 1\}$. When talking about Büchi automata, one calls final a state $q$ such that $\Omega(q) = 0$. Then Duplicator wins an infinite play if and only if the play visits final states infinitely often.

Note that a Büchi automaton with conjunctions of diamonds is equivalent to a cover Büchi automaton, because adding a state $q_t$ with $\Omega(q_t) = 0$ to a Büchi automaton produces an automaton of the same class.

In the $\mu$-Calculus fixpoint hierarchy, Büchi automata coincide with the class $\Pi_2$.

### 4.4 coBüchi automata

The dual of Büchi automata are co-Büchi automata.

A coBüchi automaton is a parity automaton where $\Omega : Q \to \{1, 2\}$. When talking about coBüchi automata, one calls final a state $q$ such that $\Omega(q) = 2$. Then Duplicator wins an infinite play if and only if the play visits final states always except for a finite number of times.

In the $\mu$-Calculus fixpoint hierarchy, coBüchi automata coincide with the class $\Sigma_2$.

### 5 The upper bound

**Theorem 5.1** For every $k$, every Büchi automaton is equivalent in SCC$k$ to a coBüchi automaton.

**Proof:** let $B$ be a Büchi automaton. Let $Q$ be the set of states of $B$. By Lemma 3.1 if Duplicator has a winning strategy for $B$ in a graph $G$ of class SCC$k$, then he or she has a positional winning strategy, call it $S_p$.

Let $\pi$ be an infinite play of $S_p$. Then $\pi$ must have, from a certain point on, at least a final state every $|Q|k$ moves. In fact, if this were not true, then $\pi$ would have infinitely many nonfinal subsequences of size $|Q|k + 1$. Since $G$ is finite, $\pi$ eventually enters some s.c.c. $S$ where it remains forever. If we take $|Q|k + 1$ consecutive nonfinal moves in $S$, then since $S$ has at most $k$ elements, by the pigeonhole
principle there is a repeated pair \((q,v), \ldots, (q,v)\) among these moves. Now if Spoiler repeats the moves he or she did between the two equal pairs above, Duplicator is also forced (in \(\mathcal{S}_p\)) to repeat his or her moves, because \(\mathcal{S}_p\) is positional. So, \(\mathcal{S}_p\) has an infinite play with only finitely many nonfinal states, contrary to the fact that \(\mathcal{S}_p\) is winning for Duplicator in the Büchi automaton \(B\).

Summing up, if Duplicator manages to have infinitely many final states in a play, then he or she manages to have final states at most every \(|Q|k\) moves, form a certain moment on. This corresponds to the coBüchi automaton \(C\) which we are going to define.

The idea is to play \(B\) and to memorize the last \(|Q|k\) states of the play.

The alphabet of \(C\) will be the same of \(B\).

The states of \(C\) will be the nonempty lists of states of \(B\) with length at most \(|Q|k\).

The initial state of \(C\) is the list of length one consisting of the initial state of \(B\).

The final states of \(C\) will be the lists of length \(|Q|k\) containing at least one final state of \(B\).

Finally, the transition function \(\delta_C\) of \(C\) will mimic the function \(\delta_B\) of \(B\) while memorizing the last \(|Q|k\) states. Formally, we say that a marking \(m\) satisfies \(\delta_C(L, \gamma)\) if verifies a formula of the kind

\[
\text{cover}(L'q_1, \ldots, L'q_n),
\]

where:

- \(\text{cover}(q_1, \ldots, q_n)\) is a disjunct of \(\delta_B(\text{last}(L), \gamma)\), and
- \(L' = L\) if \(L\) has length less than \(|Q|k\), and \(L'\) is \(L\) minus the first element otherwise.

Now if \(B\) accepts a graph \(G\) then, as we have seen, there is a winning strategy \(\mathcal{S}_p\) of Duplicator where finals repeat every \(|Q|k\) times from a certain point on. So, \(C\) also accepts \(G\), with the strategy consisting of playing \(\mathcal{S}_p\), and memorizing the last \(|Q|k\) states of the play.

Conversely, if \(C\) accepts a graph \(G\), via any winning strategy \(\mathcal{S}'\) of Duplicator, then in \(\mathcal{S}'\), final states of \(B\) occur infinitely often in every infinite play, so \(B\) also accepts \(G\) with the strategy consisting of taking the last components of the lists of \(\mathcal{S}'\).

So, the automata \(B\) and \(C\) are equivalent.

Q.E.D.

**Corollary 5.1** For every \(k \geq 1\), the \(\mu\)-Calculus collapses in SCC\(k\) to \(\Delta_2 = \Sigma_2 \cap \Pi_2\).

**Proof:** we show by induction on \(n \geq 2\) that \(\Sigma_n\) and \(\Pi_n\) collapse to \(\Delta_2\). For \(n = 2\), \(\Sigma_2\) is included in \(\Pi_2\), so \(\Sigma_2\) is included in \(\Delta_2\). \(\Pi_2\) is analogous.

For \(n \geq 2\), consider \(\Sigma_{n+1}\). This class is the closure of \(\Sigma_n \cup \Pi_n\) with respect to composition and \(\mu\); by inductive hypothesis, \(\Sigma_n \cup \Pi_n\) coincide with \(\Sigma_2\), so \(\Sigma_{n+1}\) is the closure of \(\Sigma_2\) with respect to composition and \(\mu\), that is, \(\Sigma_{n+1}\) coincides with \(\Sigma_2\), hence it collapses to \(\Delta_2\).

Likewise, consider \(\Pi_{n+1}\). This class is the closure of \(\Sigma_n \cup \Pi_n\) with respect to composition and \(\nu\); by inductive hypothesis, \(\Sigma_n \cup \Pi_n\) coincide with \(\Pi_2\), so \(\Pi_{n+1}\) is the closure of \(\Pi_2\) with respect to composition and \(\nu\), that is, \(\Sigma_{n+1}\) coincides with \(\Pi_2\), hence it collapses to \(\Delta_2\).

Q.E.D.
6 The lower bound

Theorem 6.1 There is a Büchi automaton which is not equivalent in SCC1 to any weak parity automaton.

Proof: the proof needs some definitions and lemmas.

Definition 6.1 Let \( F \) be a predicate (standing for final). Let \((G, v_0)\) be a pointed, \( F \)-colored graph. This means that each vertex can satisfy \( F \) (in which case we call it an \( F \)-vertex) or not (in which case we call it \( N \)-vertex, \( N \) standing for nonfinal).

We define the following (parity-like) game \( \Gamma(G, v_0) \) on \( G \). Call PN and PF two players. The positions are the vertices of \( G \). The initial position is \( v_0 \). On \( N \) vertices, player PN moves along one edge. On \( F \) vertices, likewise, player PF moves along one edge.

If either player has no move, the other wins. Otherwise, the play is infinite, and player PN wins if the play visits \( F \) vertices infinitely often, and player PF wins otherwise (this interchange between players PN and PF in the definition of the winning condition seems to be necessary for the argument to work).

For convenience, let us say that a graph \((G, v_0)\) verifies property \( \Gamma \) if and only if player PN has a winning strategy in the game \( \Gamma(G, v_0) \).

Lemma 6.1 The property \( \Gamma \) is Büchi-expressible.

Proof: consider the following Büchi automaton \( B_\Gamma \).

The only predicate is \( F \), whose negation we denote by \( N \).

There are two states \( q_N \) and \( q_F \) plus an initial state \( q_0 \).

We decree that \( q_F \) is final and \( q_N \) is nonfinal (the priority of \( q_0 \) is irrelevant, let us decide that \( q_0 \) is final).

Finally, the transition function \( \delta_\Gamma \) of \( B_\Gamma \) is the following:

- \( \delta_\Gamma(q_0, N) = \delta_\Gamma(q_N, N) = (\Diamond q_N) \lor (\Diamond q_F) \);
- \( \delta_\Gamma(q_0, F) = \delta_\Gamma(q_F, F) = \Box (q_N \lor q_F) \);
- \( \delta_\Gamma(q_F, N) = \delta_\Gamma(q_N, F) = false \) (the empty disjunction).

Note that \( B_\Gamma \) is equivalent to \( \Gamma \).

In fact, every winning strategy \( \mathcal{S} \) for Duplicator in the automaton \( B_\Gamma \) in a graph \( G \) can be translated into a winning strategy \( \mathcal{S}' \) for player PN in \( \Gamma(G) \), which consists in choosing any successor of the current vertex which is marked \( q_N \) or \( q_F \) in \( \mathcal{S} \) (assuming that this current vertex is an \( N \) vertex).

Conversely, we translate a strategy \( \mathcal{S}' \) winning for player PN in \( \Gamma(G) \) into a strategy \( \mathcal{S} \) winning for Duplicator in \( B_\Gamma \), as follows.

In a position \((q_0, v)\) or \((q_N, v)\), where \( v \) is an \( N \)- vertex, Duplicator takes the vertex \( v' \) chosen by \( \mathcal{S}' \) and marks it with \( q_N \), if \( v' \) is a \( N \) vertex, and with \( q_F \), if it is an \( F \) vertex.

In a position \((q_0, v)\) or \((q_F, v)\), where \( v \) is an \( F \)- vertex, Duplicator marks all successors of \( v \): with \( q_N \), if the successor is a \( N \) vertex, and with \( q_F \), if it is an \( F \) vertex (notice that, following the strategy \( \mathcal{S}' \), a play will never reach a position of type \((q_N, v)\) for an \( F \)-vertex, or \((q_F, v)\), for an \( N \)-vertex).

Q.E.D

Corollary 6.1 The property \( \Box^+ \Gamma \) is Büchi expressible.
Proof: $\Box^* \Gamma$ is the composition of the Büchi (hence $\Pi_2$) property $\Gamma$ and of the $\Pi_1$ (hence $\Pi_2$) formula $\Box^* P$, where $P$ is an atomic proposition. Since $\Pi_2$ is stable under composition, the property in question is $\Pi_2$, or equivalently, is Büchi expressible.

Q.E.D.

Now we show that there is no weak parity automaton equivalent to $\Box^* \Gamma$ in SCC1.

**Definition 6.2** Let $W$ be an automaton. A state $q$ of $W$ is $\Box^* \Gamma$-winning if for every graph $G$ belonging to SCC1, if $(W, q)$ accepts $G$, then $G$ verifies $\Box^* \Gamma$.

A graph $G$ witnesses against $q$ if $G$ belongs to SCC1, $(W, q)$ accepts $G$ but $G$ does not verify $\Box^* \Gamma$ (so $q$ is $\Box^* \Gamma$-winning if and only if there are no witnesses against $q$).

**Definition 6.3** A finite pseudotree is a finite graph obtained from a finite tree by adding loops to some nodes.

**Lemma 6.2** Every graph $G$ belonging to SCC1 is bisimilar to a finite pseudotree.

**Proof:** let $G_1$ the graph $G$ where the loops have been removed. Let $G_2$ be the unfolding of $G$, which is a finite tree. Let $H$ be the graph resulting from $G_2$ by attaching a loop to any bisimilar copy of a vertex of $G$ having a loop. $H$ is bisimilar to $G$ and is a finite pseudotree.

Q.E.D.

**Lemma 6.3** Suppose $W$ is a (weak) automaton such that the initial state $q_0$ is $\Box^* \Gamma$-winning.

If $G$ is a finite pseudotree, and $T$ is a winning strategy tree of Duplicator for $W$ on $G$, then all the states $q$ belonging to a label of $T$ are $\Box^* \Gamma$-winning.

**Proof:** Suppose by way of a contradiction that $T$ is a winning strategy tree of Duplicator for $W$ on $G$, but there exists a node $t \in T$ with label $(q, v)$, such that $q$ is not $\Box^* \Gamma$-winning.

This means that there exists a graph $G_q$ in SCC1 which is accepted by $(W, q)$ such that $\Box^* \Gamma$ is false in $G_q$. Let $T_q$ be a winning strategy tree for $(W, q)$ on $G_q$.

Consider the tree $T'$ which is obtained from $T$ by substituting the subtree rooted in $t$ with $T_q$.

**Claim 6.1** $T'$ is a strategy tree for $(W, q_0)$ on a finite SCC1-graph $G'$ containing a reachable node $g$ such that $(G, g)$ is isomorphic to $G_q$.

**Proof:** letting $m$ be the height of $t$ in $T$, do the following:

- Replace the subree of $T$ rooted in $t$ with $G_q$, and
- for any node $s \neq t$ of $T$ with height $m$, consider its label $(q_s, v_s)$ and replace the subtree of $T$ rooted in $s$ with the subgraph of $G$ consisting of the descendants of $v_s$.

The resulting graph $G'$ is a graph belonging to SCC1 containing a reachable node $g$ such that $(G, g)$ is isomorphic to $G_q$.

Moreover, $T'$ is a winning strategy tree for $(W, q_0)$ on $G'$. This proves the claim.

Q.E.D.

From the claim, we get a contradiction: by hypothesis, $(W, q_0)$ is equivalent to $\Box^* \Gamma$, and by the claim, $(W, q_0)$ accepts $G'$; on the other hand, $\Box^* \Gamma$ is false in $G'$. This proves the lemma.

Q.E.D.
Definition 6.4 For all natural numbers \( k \), let \( n = 2^k + 1 \), and let \( G_k \) be the graph having as set of nodes the set
\[
\{ v_i, v_{i,1}, v_{i,2}, \ldots v_{i,n} : 0 \leq i < k \} \cup \{ v_k \},
\]
where, for \( 0 \leq i \leq k \), the nodes \( v_i \) are reflexive \( F \) nodes, while the \( v_{i,j} \)'s are irreflexive nodes satisfying \( N \).
Moreover, if \( i < k \) the graph \( G_k \) has arches \( (v_i, v_{i,1}), (v_{i,1}, v_{i,2}), \ldots, (v_{i,n-1}, v_{i,n}), (v_{i,n}, v_{i+1}) \).
The root is \( v_0 \).

Note that all graphs \( G_k \) are pseudotrees and satisfy \( \square^* \Gamma \).

Before passing to the next lemma, let us define \( N_{\text{loop}} \) to be the graph consisting of one reflexive \( N \) node.

Lemma 6.4 For all \( h \) and \( k \) with \( h \leq k \), there exists no weak automaton \( W \) with \( h \) states having a positional winning strategy tree \( T \) of Duplicator on \( G_k \), where the initial state \( q_0 \) is \( \square^* \Gamma \)-winning.

Proof: By induction on \( k \).

Let \( k = 1 \). Then \( W \) has only one state \( q_0 \), and there exists a winning strategy tree \( T \) for Duplicator on \( G_1 \) decorated only by \( q_0 \) where \( q_0 \) is \( \square^* \Gamma \)-winning, then \( \Omega(q_0) \) is even and \( \text{Cover}(q_0) \) should be a disjunct of \( \delta(q_0, N) \).

But then \( W \) would accept \( N_{\text{loop}} \), which does not verify \( \square^* \Gamma \), and \( q_0 \) would not be \( \square^* \Gamma \)-winning, contrary to the hypotheses.

Let \( k > 1 \). Suppose there are \( W \) and \( T \) such that \( W \) has \( h \) states with \( h \leq k \) and \( T \) is a winning strategy tree for Duplicator in the \( W \)-game on \( G_k \), where the initial state \( q_0 \) is \( \square^* \Gamma \)-winning. By Lemma [6.3] we know that all states appearing as labels in \( T \) are \( \square^* \Gamma \)-winning.

Claim 6.2 There is a node \( t \in T \), labeled by \( (q, v_0) \) or \( (q, v_{0,i}) \) for some \( i \), with \( \Omega(q) < \Omega(q_0) \).

Proof: Suppose, by way of a contradiction, that all labels \( (q, v_0) \) or \( (q, v_{0,i}) \) in \( T \) have the same priority \( \Omega(q) = \Omega(q_0) \). First, \( \Omega(q_0) \) is even because
Figure 2: We show the tree $T$, but for any edge $(v, v')$ in $G_t$ and $t$ in $T$ labeled $(-, v)$ we only draw one successor of $t$ labeled $(-, v')$, whereas there could be many of them.

- there exists an infinite path in $T$ corresponding to the same node $v_0$, labeled with states having the same priority of $q_0$, and
- $T$ is winning for Duplicator in $W$, which is a weak automaton.

For $i \leq n$ (where $n = 2^k + 1$), let

$$Q_i = \{ q \in Q : \exists t \in T \text{ labeled by } (q, v_{0,i}) \},$$

where $Q$ is the set of states of $W$.

Since all $Q_i$ are nonempty subsets of $Q$ which has $h$ elements, and since $2^h < n$, by the pigeonhole principle there must be two levels $i < i+j \leq n$ with $Q_i = Q_{i+j}$. Fix $q^* \in Q_i$: we next prove that $(W, q^*)$ accepts $N_{\text{loop}}$ by constructing a winning strategy tree $T_{q^*}^\omega$ for $(W, q^*)$ on $N_{\text{loop}}$ as follows.

For any $q \in Q_i$, consider a node $t \in T$ labelled by $(q, v_{0,j})$ and the subtree $T_q$ of $T$ rooted in $t$ (since we suppose that the strategy for Duplicator is positional, this tree does not depend on $t$, but only on $q$).

Erase from $T_q$ all nodes of height greater than $j$. In this way the leaves of the remaining tree are labeled by pairs $(q', v_{0,i+j})$, for some $q' \in Q_{i+j} = Q_i$. Change the second component of the labels of all nodes of the resulting tree to $v_{0,i}$, and call $T_q^{<j}$ the resulting labeled finite tree.

Now consider the fixed state $q^* \in Q_i$. We define inductively a sequence $T_{q^*}^m, m = 1, 2, 3, \ldots$ of finite trees.

- Initially let $T_{q^*}^1 = T_{q^*}^{<j}$;
- inductively, given $T_{q^*}^m$, for all $q \in Q_{i+j} = Q_i$, attach to all leaves of $T_{q^*}^m$ labelled by $(q, v_{0,i})$, a copy of $T_q^{<j}$; call $T_{q^*}^{m+1}$ the result.

The sequence of finite trees $T_{q^*}^m$ converges, in the usual sense, to an infinite tree. Let $T_{q^*}^\omega$ be the limit. Notice that $T_{q^*}^\omega$ is a winning strategy tree of Duplicator for the automaton $(W, q^*)$ on the graph $N_{\text{loop}}$.

Having proved that $(W, q^*)$ accepts $N_{\text{loop}}$, we get a contradiction: $N_{\text{loop}}$ is a witness against $q^*$, hence $q^*$ should not be $\square \Gamma$ winning, in contradiction with Lemma [6, 3]. This proves the claim.
Using the claim above, we see that there is a node $t$ in $T$ labeled by $(q_1, v_1)$ for some $\Box^* \Gamma$-winning state $q_1$ with $\Omega(q_1) < \Omega(q_0)$ (just follow a path from a node labeled $(q, v_0)$ or $(q, v_0, i)$ with $\Omega(q) < \Omega(q_0)$ to a node labeled $(q_1, v_1)$).

Consider now the automaton $W'$ which is $W$ restricted to states which are “reachable” using the $W$-transition function from $q_1$. We have:

- if $h'$ is the number of states of $W'$, then $h' < h$, since $\Omega(q_0) > \Omega(q_1)$ and $W$ is a weak automaton;
- the subtree $T'$ of $T$ rooted at $t$ is a winning strategy tree for $W'$ on the graph $G_{k-1}$, and from $h' < h \leq k$ it follows $h' \leq k - 1$;
- $(W', q_1)$ is equivalent to $(W, q_1)$, hence, $q_1$ is a $\Box^* \Gamma$-winning state for $W'$ as well.

From the points above, we easily obtain a contradiction by induction. (As a final remark, notice that the positionality hypothesis is not necessary, but has been added to simplify the inductive step). This proves the lemma.

Now the proof of Theorem 6.1 is concluded as follows.

Suppose for an absurdity that there is a weak automaton $W$ equivalent to $\Box^* \Gamma$ in $SCC_1$. Let $k$ be the number of states of $W$. Consider the graph $G_k$. Then $W$ accepts $G_k$, so there is a winning strategy tree $T$ of $Duplicator$ for $W$ on $G_k$, and the initial state of $T$ is $\Box^* \Gamma$-winning. But this is in contrast with Lemma 6.4. So $W$ cannot exist.

**Corollary 6.2** Over the class $SCC_1$ (hence also over $SCC_k$ for any $k > 1$) we have:

- $\Delta_2 \neq \text{Comp}(\Sigma_1, \Pi_1)$;
- the $\mu$-Calculus does not collapse to $\text{Comp}(\Sigma_1, \Pi_1)$.

## 7 Conclusions and future work

Let us mention a couple of applications of our results. The first application (of Section 5) is to the model checking problem:

**Corollary 7.1** For every $k$, the $\mu$-Calculus model checking problem for a fixed formula $\phi$ is quadratic (i.e. $O(n^2)$) for graphs of class $SCC_k$.

*Proof:* the algorithm consists in first translating $\phi$ into a Büchi automaton (which takes a time depending on $\phi$ and $k$ but not on the graph), and then applying the algorithm of [19] with $d = 2$.

Q.E.D.

As a second application (of Section 6 this time) let us consider tree width:

**Corollary 7.2** On the class $TW_1$, the $\mu$-Calculus does not collapse to $\text{Comp}(\Sigma_1, \Pi_1)$.

*Proof:* Suppose for an absurdity that $\mu = \text{Comp}(\Sigma_1, \Pi_1)$ on $TW_1$. Now every pseudotree has an underlying undirected graph of tree width one. Then $\mu = \text{Comp}(\Sigma_1, \Pi_1)$ on pseudotrees. By Lemma 6.2, every finite graph belonging to $SCC_1$ is bisimilar to a finite pseudotree. So, by our hypothesis and by invariance of the $\mu$-Calculus under bisimulation, we would have that $\mu = \text{Comp}(\Sigma_1, \Pi_1)$ on $SCC_1$. But this is in contrast with Corollary 6.2.
By the previous corollary, we have a lower bound on the $\mu$-calculus hierarchy on the class $TW_1$, hence also on the larger classes $TW_k$ for every $k > 1$. It would be interesting to come up with an upper bound on $TW_k$ as well, and more generally, to investigate the expressiveness of $\mu$-Calculus on classes given by other, algorithmically interesting graph-theoretic measures (e.g. cliquewidth, DAG-width, etc.) This will be the subject of future papers.
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