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Forecasting spread of COVID-19 using Google Trends: A hybrid GWO-Deep learning approach

1. Utilized ECDC data + Google trend term frequency to forecast the spread of COVID-19 in different regions.
2. Used Spearman correlation to select the effective COVID related search terms.
3. Proposed a novel technique based on meta-heuristic GWO algorithm to optimize hyperparameters for LSTM network.
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ABSTRACT

The recent outbreak of COVID-19 has brought the entire world to a standstill. The rapid pace at which the virus has spread across the world is unprecedented. The sheer number of infected cases and fatalities in such a short period of time has overwhelmed medical facilities across the globe. The rapid pace of the spread of the novel coronavirus makes it imperative that its’ spread be forecasted well in advance in order to plan for eventualities. An accurate early forecasting of the number of cases would certainly assist governments and various other organizations to strategize and prepare for the newly infected cases, well in advance. In this work, a novel method of forecasting the future cases of infection, based on the study of data mined from the internet search terms of people in the affected region, is proposed. The study utilizes relevant Google Trends of specific search terms related to COVID-19 pandemic along with European Centre for Disease prevention and Control (ECDC) data on COVID-19 spread, to forecast the future trends of daily new cases, cumulative cases and deaths for India, USA and UK. For this purpose, a hybrid GWO-LSTM model is developed, where the network parameters of Long Short Term Memory (LSTM) network are optimized using Grey Wolf Optimizer (GWO). The results of the proposed model are compared with the baseline models including AutoRegressive Integrated Moving Average (ARIMA), and it is observed that the proposed model achieves much better results in forecasting the future trends of the spread of infection. Using the proposed hybrid GWO-LSTM model incorporating online big data from Google Trends, a reduction in Mean Absolute Percentage Error (MAPE) values for forecasting results to the extent of about 98% have been observed. Further, reduction in MAPE by 74% for models incorporating Google Trends was observed, thus, confirming the efficacy of utilizing public sentiments in terms of search frequencies of relevant terms online, in forecasting pandemic numbers.

1. Introduction

The recent outbreak of coronavirus, popularly known as COVID-19, took place in Wuhan city of Hubei province in China [1]. Though the first case of coronavirus was reported in December, several countries started reporting the cases since late January. Since the details of this virus were not known initially, the spread has been very fast. COVID-19 has emerged as a global pandemic as declared by the World Health Organization (WHO). Initially, it started as an unknown case of pneumonia, the virus has spread to more than 150 countries in a short span of time. This virus has infected almost 16.5 million people [2] in the world.

The coronavirus infection has spread quickly all over the world, causing a huge number of deaths. It is an infectious disease that causes severe acute respiratory problems. The infected person shows mild symptoms of cold and fever initially, which worsens as time progresses. Body pain, nausea and high fever are also some of the characteristic symptoms of this infection [3][4]. It affects the people of all...
age groups, the worst affected being the people of higher age groups [5] who are suffering from at least one health ailment or having a history of respiratory disease.

An exponential rise in the number of COVID-19 cases has led to a crisis of shortage of medical equipment and healthcare personnel in many countries. The number of ICU beds, ventilators, PPE kits for doctors and other health-care workers has seen a huge surge in demand. Ramping up the supply of medical equipment in adequate numbers still remains a challenge. The rapid rise in the COVID-19 infection, necessitates early forecasting of the spread in order to assist the governments and local authorities to plan for necessary measures including manpower and medical equipment deployment among others.

The impact and fast spread of Coronavirus have created a general fear among the people all over the world, and there has been a rise in the number of internet searches related to COVID-19. People learning about preventive measures and constantly searching the web for the updates. Referencing to this aspect of human behaviour, different techniques are explored to design the models that learn from the data mined from the search results of the people belonging to a particular region. The intensity of the impact of the virus can be related to the search trends. Google trends, obtained by processing a multiple types of Google search results, reflects the public attention towards a particular search keyword [6] (Li, Ma, Wang, & Zhang, 2015). Google trends represents the volume for a given search term, relative to the total number of searches on Google, on a scale of 0 to 100. Accordingly, Google trends have been widely utilized to be a sort of big data covering large-scale information [7]. Given these implications, this study utilizes Google trends as a predictor for COVID-19 cases.

In this work, the future incidences of Coronavirus are forecasted using both European Centre for Disease prevention and Control (ECDC) data [8] and Google Trends (GT) data for three countries, namely USA, India and UK. The impact of people’s internet browsing interest on the incidence of pandemic is studied using Google search trends data. Highly correlated Google search terms are selected using Spearman’s rank correlation between ECDC COVID-19 trends and GT data.

Several time-series forecasting approaches have been proposed in the literature. Traditional statistical techniques such as Autoregressive Integrated Moving Average (ARIMA) have been commonly used to forecast time-series value of variables across disciplines. However, these methods suffer from poor accuracy as the influence of external factors is not well captured. Recently, deep learning based LSTM has garnered significant attention for time-series forecasting of various trends. LSTM has been previously employed to forecast: weather [9], stock price movements [10][11], pandemics [12], solar irradiance [13] [14], atmospheric pollution levels [15]. They have also been employed to predict the answers to questions [16], predicting the next word [17] etc. The most important feature of an LSTM network is its capability to find the time-series dependencies. Since the trends of Coronavirus is a time-series data, this work utilizes LSTM-based forecasting model to forecast the future trends.

Hyperparameter-tuning is an important task while designing any neural network-based models. Usually, a huge amount of time is spent on finding the optimal set of hyperparameters manually. In this work, we automate the process of hyperparameter-tuning using a meta-heuristic search algorithm namely, Grey Wolf Optimization (GWO). GWO algorithm has shown success in various optimization tasks such as optimal feature set selection [18], node localization problem in wireless networks [19], Kernel ELM parameter tuning for bankruptcy prediction [20], etc. Also, GWO algorithm is proven to be superior [21] when compared to other meta-heuristic algorithms like GA, PSO, GSA, grid search, etc. GWO algorithm, being simple, robust, and flexible, is proposed for hyperparameter tuning of LSTM networks.

The rest of the paper is organized as follows - Section 2 presents the related work done on forecasting the outbreak and spreading of epidemics. Section 3 provides a description of the datasets used in this study. The proposed workflow and methods adopted are presented in Section 4. Section 5 illustrates the experimental designs and the results obtained. A detailed comparative analysis of the results is presented in Section 6, while, Section 7 concludes the work presented in the paper.
2. Related Work

The recent outbreak of COVID-19, which has spread at an unprecedented rate, has led to a lot of research being conducted to predict the spread. Domenico et al. [22] proposed the use of ARIMA on the Johns Hopkins data to predict the epidemiological trend of the incidences of COVID-19. Singh et al. [23] employed ARIMA to forecast COVID-19 related confirmed cases, deaths, and recoveries. The ARIMA model was validated using the AIC value; which were around 20, 14, and 16 for cumulative confirmed cases, deaths, and recoveries from COVID-19, respectively. Ceylan et al. [24] in their work has exploited an ARIMA-based framework for predicting the coronavirus trends. The study carried out for European countries like Spain, Italy and France. Kumar and Hembram [25] proposed a model which used Logistic equation, Weibull and, Hill equation to find infection rates and obtained the power index of top ten highly infected countries. A recent work on coronavirus [26] proposes the use of supervised machine learning models in their research to forecast the coronavirus trends. The researchers used four standard forecasting models, namely Linear Regression, Support Vector Machines and, Exponential Smoothing etc. to forecast the trends of COVID-19. The research provided a window of dates when the infection would obtain a peak in the number of infected cases. Anggraeni and Aristiani [36], studied the research provides a window of dates when the infection would obtain a peak in the number of infected cases. Anggraeni and Aristiani [36], studied the performance, respectively.

The research conducted by Sahai et al. [27] has used the ARIMA model to forecast the spread of coronavirus in top five affected countries. They have used hannan and Rissanen algorithm to find the parameters of ARIMA model. Their study forecast that 1.39, 2.47 and 4.31 million people will be affected in India, Brazil and United States of America (USA) respectively. Chittalapudi et al. [28] have used seasonal ARIMA to forecast the registered and recovered cases after sixty days of lockdown in Italy. An accuracy of 93.75% and 84.4% have been recorded for the registered and recovered cases respectively. A reduced space guassian process regression method has been used in [29] to forecast the spread of coronavirus in USA. They forecasted the peak in cases will occur on 14 July for USA.

Vinay et al. [30] presented an LSTM framework for predicting the number of coronavirus cases in Canada. The authors have also compared the results of Canada with transmission rates of USA and Italy. Tomar and Gupta [31] used LSTM to forecast number of recovered cases, daily positive cases, deceased cases for India, thirty days in advance. The study also reported the effectiveness of preventive measures like social isolation and lockdown on the spread of COVID-19. Ibrahim et al. [32] proposed a variational LSTM autoencoder model to predict the global trends of coronavirus. The authors have not only used the historical data of the cases trends but also made use of some urban characteristics and government response to the virus; including, closing of workplaces and schools, cancellation of public events and, closure of public transport etc. These features, along with the COVID cases data, were used to forecast the future incidence of coronavirus. The RMSE values obtained for the prediction results were 12722.61, 2712.82 and 271.38, respectively for USA, UK and India.

Information extracted from social media platforms such as Twitter, Google Trends, blogs etc. can prove to be useful sources of information for forecasting pandemics. Previously, Lampos et al. [34] have used thousands of tweets related to the flu disease and predicted a flu-score. This research carried out in the UK for the H1N1 virus. The work has shown a 95 % correlation with the data from the health agency. Similar work has been presented by Signorini et al. [35], for tracking the H1N1 virus spread in USA. The authors developed a SVM based model using the influenza data and data from tweets regarding the disease to predict the spread of the virus. The research provides a window of dates when the infection would obtain a peak in the number of infected cases. Anggraeni and Aristiani [36], stud-
ied the usage of GT data in forecasting the dengue fever in Indonesia. The research used the data from local hospitals on the number of cases of dengue fever and google search index to forecast the new cases using ARIMA. The model with ARIMA using Google Trends achieved better accuracy than the normal ARIMA with 3% decrease in MAPE value. Teng et al. [37] carried out experiments to dynamically forecast the spread of Zika virus epidemic using GT data. The authors in this work exploited ARIMA regressor with GT data as an external regressor to improve the prediction. Effenberger et al. [38] carried out a correlation-based study for the new cases data and ‘Coronavirus’ search term GT data. This work emphasized the increase in the search volume about the virus with the increase in the number of cases, which the authors inferred could be a result of public panic in the face of the fast-spreading pandemic.

Previously conducted research work indicate that Google Trends may play an important factor in terms of forecasting a pandemic. However, it is important to identify more relevant search terms with respect to the forecasted variable, during the period of spread of a pandemic. In this research, the main objective is to use the Google Trends search frequencies of more significant terms related to COVID-19 for effectively forecasting the incidences of infection spread using a GWO optimized LSTM model. Implementation of metaheuristics for improved LSTM model through hyperparameter tuning in the pandemic domain has hardly been investigated. To the best of our knowledge, this is the first study to forecast the spread of COVID-19 through the use of optimized LSTM networks incorporating GT data.

3. Dataset Description

3.1. ECDC data for different Coronavirus trends

Since the outbreak of coronavirus and its spread to various countries, many different organizations including ECDC has maintained a count of the total number of infections, new daily infections, total deaths etc., due to coronavirus, to keep a track of the spread of the epidemic. This data is available country-wise and region-wise. For this study, the data between February 24, 2020 to May 20, 2020 for India, USA and United Kingdom (UK) has been taken into consideration [8]. This dataset contains Total Cumulative cases (TCC), New cases (NC), Total Cumulative Deaths (TCD) for the three countries.

3.2. Google Trends data

During the outbreak of COVID-19, people all over the world began searching for different terms related to the pandemic like COVID-19, coronavirus, symptoms, sanitizer, etc. The Google Trends (GT) data for a given search term represent the interest of the people for that particular search term on google search. It is represented using percentage values relative to the time period considered. GT data for search terms are good indicators for forecasting the future coronavirus trends. We select the countries that appear in the list of worsely affected countries due to the virus. USA is the worst affected country while UK has a large number of deaths. India has shown an exponential rise in cases in a span of few weeks. Hence these three countries have been selected for our research. The duration of the research starts from 24th February as some of the countries have reported the infection lately. For example, the first confirmed case in India was reported on 30th January 2020, as mentioned in ECDC dataset [8] and the next confirmed cases were reported after one week. A duration with zero cases or deaths would result in loss in accuracy of the model. Hence the duration was chosen to have finite values.

In this work, nine search terms related to coronavirus are considered that are mostly searched across the globe. These search terms were obtained by comparing the terms using the compare function in the google trends [7], [38]. This allows to mine the data which have significant search frequency. This research deals with the search terms. GT data [39] for the nine search terms are downloaded for three different countries, India, USA and UK for a duration of three months, i.e., from February 24, 2020 to May 20, 2020. The search terms are mentioned in Table 1.

4. Proposed Methodology

The problem of forecasting future trends is formulated as a three-step procedure. The three steps include relationship investigation, forecasting model and optimizing the hyperparameters. In step 1, the
Table 1
Google Trends search terms

| S. No. | Search Terms       |
|--------|-------------------|
| 1.     | Coronavirus symptoms |
| 2.     | Coronavirus        |
| 3.     | Covid              |
| 4.     | Handwash           |
| 5.     | Healthcenter       |
| 6.     | Mask               |
| 7.     | Positive cases     |
| 8.     | Sanitizer          |
| 9.     | Coronavirus Vaccine |

relationship between GT data and ECDC data is evaluated. Next, the top two search terms that are having the highest relationship are selected, and only those are considered for further experiments as input data. In step 2, the models are trained with ECDC data and GT data to forecast future coronavirus trends. In step 3, a nature-inspired metaheuristic algorithm, i.e., GWO algorithm is applied to find the optimal set of hyperparameters (window size, number of hidden layers and number of cells in each layer) to be considered for forecasting COVID-19 data. The complete proposed workflow is shown in Figure 1, and the three steps are explained below in detail.

4.1. Relationship investigation and Feature selection

In this step, the relationship between GT data ($Y_1, Y_2,..., Y_n$) and the ECDC data (TCC, NC, TCD) is computed using a correlation-based method. To use the impact of the internet searching in forecasting the trends of coronavirus, we make use of GT data of 90 days. Not all the search terms follow the same trend as that of coronavirus cases in a region. To find the optimal search terms, the correlation between the search term frequencies and the history of the cases are calculated. The terms with greater correlation values help for better forecasting. The coronavirus cases for TCC, NC, TCD have been collected for 90 days as shown for TCC = { $x_1, x_2,..., x_{90}$}. For any search term $Y_i$, the data consist of normalized search frequencies $Y_i = \{ y_1, y_2,..., y_{90}\}$. To obtain the correlation between the GT data and the ECDC data, two correlation coefficients are used, namely Pearson correlation and Spearman Correlation. The Pearson correlation coefficient between two vectors, $x$ and $y$, is calculated after subtracting the mean of the corresponding data series. It can be viewed as the dot product of two mean subtracted vectors. The equation for computing the Pearson correlation is given in Eq. 1.

$$r = \frac{\sum (x_i - \bar{x}) \cdot (y_i - \bar{y})}{\sqrt{\sum (x_i - \bar{x})^2} \cdot \sqrt{\sum (y_i - \bar{y})^2}} \quad (1)$$

The drawback of Pearson correlation is that it can identify only the linear relationship between the two variables. But most of the data in the real world do not follow a straight line equation. Spearman rank correlation can efficiently identify the non-linear relationship between the variables. Thus, the Spearman rank correlation is employed to derive the relation between the two variables. Spearman Correlation organises the data by as-
signing ranks \((rg)\) to them. For two variables to have a maximum correlation, it is very important that the difference between the ranks of each data point is very minimal. Spearman correlation is also defined as the Pearson correlation between ranks of each data point belonging to two different data series. The formula for calculating the Spearman correlation coefficient is shown in Eq. 2.

\[
\rho = \frac{cov(rg_x, rg_y)}{\sigma_{rg_x} \cdot \sigma_{rg_y}}
\]

(2)

Both Pearson and Spearman correlation coefficients value ranges from \([-1\) to \(+1\). For the creation of input dataset, the top two search terms with the highest correlation coefficient values are selected for further experiments.

The plots of the top two highly correlated Google Trend search terms and NC for the three countries are shown in Fig. 2. The graphs are plotted on daily basis with NC on the primary Y-axis and normalized search frequency of the Google Trend terms on secondary Y-axis. NC and search frequency can be visualized of having a non-linear correlation. Hence these plots support the idea of using a correlation which takes the non-linear relationship of both the trends.

4.2. Forecasting Methods

In this step, the forecasting models are designed using different inputs and forecasting techniques. This research work uses two time-series forecasting techniques, namely ARIMA and LSTM. The working of the two techniques is described below in detail.

4.2.1. ARIMA

ARIMA [40] [41] is a class of regression models used for forecasting time-series data. It predicts the time-series values based on its past values, i.e., its own lags and forecast errors. An ARIMA model is characterised by three parameters, \((p, d, q)\). ‘p’ stands for the order of the Auto-Regressive (AR) term. It describes the number of lags to be considered for forecasting. ‘q’ stands for the order of the Moving Average (MA) term. It describes the number of forecasting error lags needed for prediction. ‘d’ stands for the number of differencing needed to make the data stationary. To apply the ARIMA model, the input data should be stationary. Data is made stationary by subtracting the previous value from the current value. Depending on the data, multiple differencing is needed to make the data stationary. The predicted value is a function of the ‘p’ lag terms, ‘q’ forecasting error lags and the constant term. The working equation of the ARIMA model is given in Eq. 3.

\[
Y_t = a + \beta_1 Y_{t-1} + \beta_2 Y_{t-2} + \ldots + \beta_p Y_{t-p} + \phi_1 \epsilon_{t-1} + \phi_2 \epsilon_{t-2} + \ldots + \phi_q \epsilon_{t-q}
\]

(3)

where \(Y_t\) represents the value of the time-series data at time \(t\). \(\beta_1, \beta_2, \ldots, \beta_p\) represents the coefficients of the previous \(p\) time step terms, \(\epsilon_t\) represents the forecasting error at time \(t\). \(\phi_1, \phi_2, \ldots, \phi_q\) represents the corresponding coefficients of error terms, and \(a\) corresponds to the constant term.

4.2.2. LSTM network

Long Short-Term Memory (LSTM) [42] [43] networks are a kind of recurrent neural networks that are used for forecasting time series data. LSTMs overcome the drawbacks of the vanilla RNN, i.e., the problems of exploding and diminishing gradients, by having memory. Therefore it is well suited to learn from important experiences that have very long time lags in between. The units of an LSTM are used as the building units for the layers of the network.

LSTM cells enable the network to remember their inputs over a long period of time. This is because LSTM’s contain their information in a memory, that is much like the memory of a computer because the LSTM can read, write and delete information from its memory. This scheme is implemented using three gates; namely, input, forget and output gates. The working equations of LSTM cell are shown in Eq. 4 - 9.

\[
f_t = \sigma(W_f[h_{t-1}, x_t] + b_f) \quad \text{(4)}
\]

\[
i_t = \sigma(W_i[h_{t-1}, x_t] + b_i) \quad \text{(5)}
\]

\[
o_t = \sigma(W_o[h_{t-1}, x_t] + b_o) \quad \text{(6)}
\]
Figure 2: Plots depicting the relationship between the highly correlated GT terms and NC data for India, USA and UK.
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\[ \tilde{e}_t = \tanh(W_c[h_{t-1}, x_t] + b_c) \]  
\[ c_t = f_t \odot c_{t-1} + i_t \odot \tilde{e}_t \]  
\[ h_t = o_t \odot \tanh(c_t) \]

where \( f_t \) is the output of forget gate for time \( t \), \( h_{t-1} \) output of the hidden state vector form time \( t-1 \), \( i_t \) represents the input at state \( t \), \( o_t \) represents the output from the state \( t \), \( c_t \) represents the output from the cell unit, \( W_f, W_c, W_r \) and \( W_o \) are the weights associated with the input, cell unit, forget and output gates and \( b_f, b_c, b_r \) and \( b_o \) are the bias associated with input, cell unit, forget and output gates, \( \sigma \) represents the sigmoid activation function and \( \odot \) represents the Hadamard operation on two matrices. The architecture of the LSTM cell with all the gates and variables is shown in the Fig.3

![Architecture of an LSTM cell](image)

Figure 3: Architecture of an LSTM cell

4.3. Optimizing LSTM parameters using GWO

Grey Wolf Optimization [44] is a nature-inspired metaheuristic search algorithm that enables to find the optimal solution from the solution space in an efficient manner. This algorithm is used to find the optimal hyperparameters namely, window size, number of cells in layers and the number of hidden layers to be considered for LSTM network. This algorithm imitates the social behaviour and hunting mechanism of grey wolves to find the exact location of the prey. There are four kinds of grey wolves in a pack - alpha, beta, delta and omega. Alpha wolves are the most dominant wolves in the group, and these are few in number (usually one or two). They lead the hunt and are responsible for decision-making. Beta wolves assist the alpha wolves in decision making and other activities. These are more in number than alpha wolves but less than delta and omega wolves. Alpha and Beta wolves are the most-experienced wolves in the group. Delta wolves assist the alpha and beta wolves but dominate the omega wolves. Omega wolves, the least dominant category, are mostly baby-sitters. The three phases of the grey wolf hunting are: (i) search and approach the prey, (ii) encircle and make the prey not to move and (iii) attacking the prey.

To model the social behaviour of the grey wolves mathematically, the fittest candidate in the population (of size \( N \)) is considered as alpha (\( \alpha \)), second and third fittest candidates are considered as beta (\( \beta \)) and delta (\( \delta \)) respectively. The other candidate solutions are considered as omega (\( \omega \)). The hunting procedure is guided by \( \alpha, \beta \) and \( \delta \). To mathematically encircle the prey, the following equations are used.

\[ L = | \bar{K} \cdot \bar{X}_p(t) - \bar{X}(t) | \]  
\[ \bar{X}(t + 1) = \bar{X}_p(t) - \bar{H} \cdot \bar{L} \]

where \( t \) indicates the current iteration number, \( \bar{H} \) and \( \bar{K} \) are the coefficient vectors, \( \bar{X}_p \) denotes the position of the prey and \( \bar{X} \) denotes the position of the grey wolf (candidate). The vectors, \( \bar{H} \) and \( \bar{K} \) are given by

\[ \bar{H} = 2 \cdot \bar{r}_1 \cdot \bar{h} - \bar{h} \]  
\[ \bar{K} = 2 \cdot \bar{r}_2 \]

While hunting, it is assumed that the alpha, beta and gamma candidates have a better idea of the location of the prey and they guide the entire search operation towards the optimal solution. During each iteration, the positions of the candidates are updated based on the positions of the top three candidates. If the updated values are outside the solution space, i.e., if the window size is updated to a negative value,
Forecasting spread of COVID-19 using Google Trends: A hybrid GWO-Deep learning approach

those values are updated according to the Evolution scheme as given in [45]. The formulae for updating the positions of the wolves are given below.

\[
\begin{align*}
L_a &= |\vec{K}_1 \cdot \vec{X}_a - \vec{X}| \\
L_b &= |\vec{K}_2 \cdot \vec{X}_b - \vec{X}| \\
L_d &= |\vec{K}_3 \cdot \vec{X}_d - \vec{X}|
\end{align*}
\]

\[
\begin{align*}
\vec{X}_1 &= \vec{X}_a - \vec{H}_1 \cdot (L_a) \\
\vec{X}_2 &= \vec{X}_b - \vec{H}_2 \cdot (L_b) \\
\vec{X}_3 &= \vec{X}_d - \vec{H}_3 \cdot (L_d)
\end{align*}
\]

\[
\vec{X}(t+1) = \frac{\vec{X}_1 + \vec{X}_2 + \vec{X}_3}{3}
\]

The values of \( r_1, r_2 \) are randomly chosen in the range \((0, 1)\). These allow the wolves to reach any position around the prey. \( h \) is chosen in the range \([0, 2]\), and \( H \) takes the values in the range \([-h, h]\). When \(|H| < 1\), it allows the wolves to exploit the solution space, meaning that it gets close to the prey. When \(|H| \geq 1\), it allows the wolves to explore the solution space, meaning that it moves away from the prey, enabling to explore the search space. \( H \) and \( K \) also allow the wolves to come out of the local minima or maxima. Finally, at the end of the last iteration, the fittest candidate, \( a \) is returned as the optimal solution.

5. Experimental Study

In this section, the correlation between ECDC data and GT data is investigated. Different experiments are conducted to compute Pearson and Spearman correlation coefficients between each of the search terms’ GT and ECDC data (TCC, NC and TCD). Based upon the correlation values, the top 2 search terms having the highest correlation values have been used for forecasting the trends. Next, four different forecasting models are designed, based on different techniques and inputs. The effect of ECDC and GT data on forecasting COVID-19 trends can be studied using these models. The description and implementation details of these four models are described in Section 5.2.

5.1. Feature Selection

Google search trends often show what is about to come in future. But not all related search terms convey the future trend. Therefore, the selection of features (search terms) is essential for any future trend forecasting. The Pearson and Spearman correlation values of different search terms with TCC, NC and TCD are computed for the three countries. The correlation values are shown in Tables 2, 3, 4 for India, USA and UK respectively. The best features are obtained among the list of search terms by selecting the top two features having the highest correlation values.

From the correlation values, it is observed that for India, the search terms having highest correlation values with TCC, NC and TCD are “covid” and “coronavirus vaccine”. Therefore, those two search terms are selected along with ECDC data as input to the forecasting models for India. Similarly, “mask” and “covid” search terms data are selected for the USA, and “mask” and “coronavirus vaccine” search terms data are selected for the UK as input features.

It is also observed that many search terms have a negative correlation with ECDC data. It means that these search terms are inversely associated with ECDC data. This inverse relationship is mainly due to the fact that as time progresses, the interest in searching these terms on the internet falls drastically. For e.g., the interest of the search term, ‘sanitizer’ decreased as the awareness and importance of applying hand sanitizer and sanitizing commonly used surfaces is known to people, and hence resulting in negative correlation coefficients.

5.2. Designing Experimental models

This section discusses the four different models used for forecasting the coronavirus trends. These four models use different combinations of models and inputs required for the forecast. The selected features, along with the ECDC data, are given as input to different models. These include ARIMA with ECDC data as input, LSTM with ECDC data as input, LSTM with both GT and ECDC data as input, and LSTM with both GT and ECDC data as input using optimized hyperparameters using GWO. The implementation details for each of these four combinations are described in subsections below.
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Table 2
Correlation values between Google Trends data and ECDC data for India

| S.No. | Search Term          | TCC Pearson | TCC Spearman | NC Pearson | NC Spearman | TCD Pearson | TCD Spearman |
|-------|----------------------|-------------|--------------|------------|-------------|-------------|--------------|
| 1.    | Sanitizer            | −0.207      | −0.041       | −0.247     | −0.035      | −0.282      | −0.136       |
| 2.    | Coronavirus          | −0.252      | 0.174        | −0.206     | 0.166       | −0.184      | 0.127        |
| 3.    | Covid                | 0.374       | 0.550        | 0.448      | 0.539       | 0.498       | 0.539        |
| 4.    | Health center        | 0.037       | 0.071        | 0.026      | 0.054       | 0.058       | 0.071        |
| 5.    | Mask                 | −0.032      | 0.020        | −0.070     | 0.018       | −0.112      | −0.056       |
| 6.    | Handwash             | −0.155      | 0.026        | −0.175     | 0.017       | −0.184      | −0.052       |
| 7.    | Coronavirus Symptoms | −0.077      | 0.292        | −0.034     | 0.294       | −0.018      | 0.266        |
| 8.    | Positive Cases       | −0.475      | −0.488       | −0.519     | −0.489      | −0.547      | −0.562       |
| 9.    | Coronavirus Vaccine  | 0.362       | 0.566        | 0.370      | 0.545       | 0.370       | 0.508        |

Table 3
Correlation values between Google Trends data and ECDC data for USA

| S.No. | Search Term          | TCC Pearson | TCC Spearman | NC Pearson | NC Spearman | TCD Pearson | TCD Spearman |
|-------|----------------------|-------------|--------------|------------|-------------|-------------|--------------|
| 1.    | Sanitizer            | −0.554      | −0.463       | −0.415     | −0.071      | −0.540      | −0.463       |
| 2.    | Coronavirus          | −0.593      | −0.443       | −0.168     | 0.049       | −0.616      | −0.444       |
| 3.    | Covid                | 0.136       | 0.181        | 0.055      | 0.605       | 0.058       | 0.181        |
| 4.    | Health center        | −0.347      | −0.383       | 0.420      | −0.364      | −0.308      | −0.384       |
| 5.    | Mask                 | 0.234       | 0.541        | 0.683      | 0.851       | 0.143       | 0.540        |
| 6.    | Handwash             | −0.221      | −0.176       | −0.066     | −0.060      | −0.232      | −0.176       |
| 7.    | Coronavirus Symptoms | −0.390      | −0.033       | 0.083      | 0.318       | −0.427      | −0.033       |
| 8.    | Positive Cases       | −0.832      | −0.771       | −0.588     | −0.404      | −0.597      | −0.772       |
| 9.    | Coronavirus Vaccine  | −0.047      | 0.179        | −0.045     | 0.260       | −0.039      | 0.178        |

5.2.1. Forecasting COVID-19 trends using ARIMA (ECDC-A)

For the ARIMA model (ECDC-A), the previous coronavirus trends data is given as input. The

Table 4
Correlation values between Google Trends data and ECDC data for UK

| S.No. | Search Term          | TCC Pearson | TCC Spearman | NC Pearson | NC Spearman | TCD Pearson | TCD Spearman |
|-------|----------------------|-------------|--------------|------------|-------------|-------------|--------------|
| 1.    | Sanitizer            | −0.598      | −0.652       | −0.630     | −0.455      | −0.599      | −0.666       |
| 2.    | Coronavirus          | −0.359      | −0.358       | −0.193     | 0.080       | −0.568      | −0.362       |
| 3.    | Covid                | 0.213       | 0.263        | 0.500      | 0.386       | 0.193       | 0.262        |
| 4.    | Health center        | −0.347      | −0.340       | −0.309     | −0.249      | −0.350      | −0.343       |
| 5.    | Mask                 | 0.583       | 0.608        | 0.502      | 0.604       | 0.574       | 0.607        |
| 6.    | Handwash             | −0.622      | −0.551       | −0.538     | −0.323      | −0.629      | −0.563       |
| 7.    | Coronavirus Symptoms | −0.214      | 0.017        | −0.038     | 0.080       | −0.231      | 0.015        |
| 8.    | Positive Cases       | −0.711      | −0.832       | −0.639     | −0.513      | −0.719      | −0.837       |
| 9.    | Coronavirus Vaccine  | 0.318       | 0.471        | 0.280      | 0.377       | 0.325       | 0.470        |
5.2.2. Forecasting COVID-19 trends using LSTM model (ECDC-L)

For the second model (ECDC-L), only coronavirus trends data (X) is given as input to the LSTM model, i.e., the input data has only one feature. ‘Keras’ library with ‘Tensorflow’ backend are used to implement the LSTM model in Python. LSTM model has two LSTM-cell layers, each layer having 128 cells. The window size of 14 days is used for this model, with ‘Adam’ optimizer and learning rate of 0.001. For updating the weights, ‘MSLE’ loss function is used. A dropout of 0.4 and recurrent dropout of 0.2 is also used to prevent overfitting of the model. If z is considered to be the forecasted output, then the mathematical representation of the input and output is given as Eq. 21.

\[ z = f(X) \] (21)

5.2.3. Forecasting COVID-19 trends with ECDC and GT data using LSTM (ECDC-GT-L)

In this model (ECDC-GT-L), both coronavirus trends data (X) and the top two Google search trends (Y₁, Y₂) discussed in section 3.1 data is fed as input to the LSTM model, i.e., the input data has three features. The rest of the hyperparameters used for LSTM model are as described in section 5.2.2 above. By running this model, the improvement in the performance of the model due to incorporating GT data is found out. The mathematical formulation of the inputs and output (z) of the forecasting model is given in Eq. 22.

\[ z = f(X, Y₁, Y₂) \] (22)

5.2.4. Forecasting COVID-19 trends with ECDC and GT data using optimized LSTM (ECDC-GT-GWO-L)

This is the proposed model (ECDC-GT-GWO-L) where the window size, number of units and number of hidden layers in the LSTM model are optimized using GWO algorithm. The input data remains the same, as the third model. Using different window sizes gave a lot of variation in the forecasting results. Therefore, the window size is optimized in the range 1 to 28 both inclusive, i.e., a maximum of four weeks to obtain the best forecasting. The number of iterations and population size in each iteration are chosen as 25 and 10, respectively. RMSE is used as the fitness function, and the fitness function is minimized to obtain the optimal set of hyperparameters. However, other hyperparameters like the number of hidden layers and the number of LSTM cells in each layer didn’t result in many variations in the metrics.

6. Results & Discussion

In this section, metrics used for the evaluation of the effectiveness of different techniques are described in detail. Experiments are conducted using different models described in Section 5.2 and the performance of these techniques are compared using nRMSE and MAPE metrics. The idea of taking the internet browsing data related to COVID-19 along with ECDC data is validated for different countries using plots and tables to forecast the cases.

6.1. Evaluation Metrics

The choice of evaluation metrics plays an important role in judging the performance of a model in a correct manner. Most popularly used metrics for evaluating time-series forecasting models are Root Mean Squared Error (RMSE) and Mean Absolute Percentage Error (MAPE) [46]. In this paper, a variant of RMSE, i.e., normalised RMSE (nRMSE) is used along with MAPE to compare the performance of different models. nRMSE is more useful than RMSE as normalizing RMSE makes the comparison scale-free. Since the value of the RMSE is dependent upon the predicted values, the error in case of TCC will always be greater than NC and TCD because of the large TCC values. Normalizing the error values helps in better comparison of the model overall the trends. nRMSE is computed using the mean of the forecasted values. The two metrics are computed according to Eq. 23 and Eq. 24, respectively.
6.2. Discussion on Forecasted Results

A comparative study of LSTM models and regressors has been made to validate the effective-
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Figure 5: Comparison of performance of different models for forecasting different parameters in USA (a) Daily New cases (b) Total Cumulative cases (c) Total Deaths

The four experimental models are trained with eighty three days data i.e from 24th February 2020 to 13th May 2020, and tested with data points between 14th May to 20th May 2020. The forecasting performance of the models are compared, and the plots are shown in Figures 4, 5, for India, USA and UK, respectively. The nRMSE and MAPE metrics are computed for each trend predicted for the three countries, and the values are shown in Tables 5, 6, 7 for the three countries, respectively.

For India, the ECDC-A gives least errors when the p, d, q values are 2, 2, 0 respectively. The input to ECDC-A model was the ECDC Coronavirus trend data. Using ECDC-A model, the values of nRMSE and MAPE obtained were 0.485 and 41.698.
Figure 6: Comparison of performance of different models for forecasting different parameters in United Kingdom (a) Daily New cases (b) Total Cumulative cases (c) Total Deaths

For ECDC-L, the values of nRMSE and MAPE obtained were 0.035 and 14.161 for TCC, 0.14 and 20.923 for NC and 0.074 and 13.752 for the case of TCD. This model performed better when compared to ECDC-A model proving the effectiveness of LSTM-based models over the ARIMA regressors.

For ECDC-GT-L, values of nRMSE and MAPE obtained were 0.0165 and 4.1540 when the input was TCC, 0.037 and 9.259 for NC and 0.027 and 6.885 for the case of TCD. This model achieved better results when compared to ECDC-L model indicating the effectiveness of GT data when used along with ECDC data in forecasting results.

For ECDC-GT-GWO-L model, values of nRMSE and MAPE obtained were 0.0136 and 3.452 in the
Table 5
Comparison of RMSE and MAPE values using different models and features for India

| S.No. | Trend                        | Model            | Inputs used                  | nRMSE | MAPE  |
|-------|------------------------------|------------------|------------------------------|-------|-------|
| 1.    | Total cumulative cases (TCC) | ECDC-A (2, 2, 0) | TCC                          | 0.485 | 41.698|
|       |                              | ECDC - L         | TCC                          | 0.035 | 14.161|
|       |                              | ECDC - GT - L    | TCC, GT - Covid, Vaccine     | 0.016 | 4.154 |
|       |                              | ECDC - GT - GWO - L | TCC, GT - Covid, Vaccine | 0.013 | 3.452 |
| 2.    | Daily new cases (NC)         | ECDC-A (2, 1, 0) | NC                           | 0.274 | 22.591|
|       |                              | ECDC - L         | NC                           | 0.140 | 20.923|
|       |                              | ECDC - GT - L    | NC, GT - Covid, Vaccine      | 0.037 | 9.259 |
|       |                              | ECDC - GT - GWO - L | NC, GT - Covid, Vaccine | 0.032 | 7.140 |
| 3.    | Total cumulative deaths (TCD)| ECDC- A (0, 2, 1)| TCD                          | 0.309 | 27.535|
|       |                              | ECDC - L         | TCD                          | 0.074 | 13.752|
|       |                              | ECDC - GT - L    | TCD, GT - Covid, Vaccine     | 0.027 | 6.885 |
|       |                              | ECDC - GT - GWO - L | TCD, GT - Covid, Vaccine | 0.001 | 0.304 |

Table 6
Comparison of RMSE and MAPE values using different models and features for USA

| S.No. | Trend                        | Model            | Inputs used                  | nRMSE | MAPE  |
|-------|------------------------------|------------------|------------------------------|-------|-------|
| 1.    | Total cumulative cases (TCC) | ECDC- A (0, 2, 1)| TCC                          | 0.109 | 10.46 |
|       |                              | ECDC - L         | TCC                          | 0.135 | 12.914|
|       |                              | ECDC - GT - L    | TCC, GT - Covid, Mask        | 0.011 | 3.831 |
|       |                              | ECDC - GT - GWO - L | TCC, GT - Covid, Mask | 0.012 | 3.132 |
| 2.    | Daily new cases (NC)         | ECDC- A (1, 1, 0)| NC                           | 0.169 | 15.571|
|       |                              | ECDC - L         | NC                           | 0.157 | 13.262|
|       |                              | ECDC - GT- L     | NC, GT - Covid, Mask         | 0.138 | 12.637|
|       |                              | ECDC - GT - GWO - L | NC, GT - Covid, Mask | 0.132 | 11.78 |
| 3.    | Total cumulative deaths (TCD)| ECDC- A (2, 2, 3)| TCD                          | 0.099 | 9.517 |
|       |                              | ECDC - L         | TCD                          | 0.250 | 14.55 |
|       |                              | ECDC - GT - L    | TCD, GT - Covid, Mask        | 0.014 | 3.746 |
|       |                              | ECDC - GT - GWO - L | TCD, GT - Covid, Mask | 0.009 | 2.565 |

case of forecasted TCC, 0.032 and 7.140 for NC and 0.001 and 0.304 for the case of TCD. Similarly for the other two countries, the proposed model surpasses other models. For USA, MAPE values obtained by the proposed model are 3.13, 11.78 and 2.565 for TCC, NC, TCD respectively. For UK, MAPE values obtained using the proposed model are 1.696, 6.946 and 1.443 for TCC, NC, TCD respectively.

The percentage improvements in MAPE values for the proposed model when compared to other experimental models are shown in Tables 8, 9, 10.
proposed model achieved better results for all the three countries when compared to other models, indicating the effectiveness of using optimized LSTM framework using GWO.

To show the effectiveness of the use of GT data for forecasting the trends of the infection when compared to the traditional LSTM, the percentage improvement of the ECDC - GT - L when compared to ECDC - L is shown in Table 11. From the values obtained it is clear that using GT data improves the forecasting results.

It is also observed that the error value in the case of NC is higher when compared to TCC and TCD. This is due to the fact that the TCC and TCD, being monotonic in nature, produces a very effective forecast. The same trend can be observed for the other two countries also.

Therefore, the proposed model, i.e., using ECDC data and GT as inputs to the LSTM model that uses optimal window size derived from GWO, and the features selected using Spearman’s correlation coefficient prove to be the better-performing model, when compared to its other variants.

### 7. Conclusion and Future Work

In this paper, a novel workflow for forecasting future trends of COVID-19 spread using the historical ECDC data and Google Trends has been proposed. The influence of the pandemic is incident on
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Table 10
Percentage improvement in MAPE values for proposed model (ECDC-GT-GWO-L) when compared to other three models for UK

| S.No | Model        | TCC(%) | NC(%) | TCD(%) |
|------|-------------|--------|-------|--------|
| 1    | ECDC-A      | 80.07  | 58.97 | 61.38  |
| 2    | ECDC - L    | 81.14  | 64.62 | 53.76  |
| 3    | ECDC - GT - L | 76.23  | 24.80 | 41.93  |

Table 11
Percentage improvement in MAPE values for ECDC-GT-L when compared to ECDC-L for India, USA, UK

| S.No | Country | TCC(%) | NC(%) | TCD(%) |
|------|---------|--------|-------|--------|
| 1    | India   | 70.66  | 55.74 | 49.93  |
| 2    | USA     | 70.33  | 4.71  | 74.25  |
| 3    | UK      | 20.64  | 52.95 | 53.78  |

the google search history of people across different countries. The well-known, Spearman’s correlation has been used to calculate the most relevant search terms. GWO algorithm has been used to select the optimal hyper-parameters for LSTM architecture to achieve higher accuracy in forecasting total cumulative cases, deaths and new cases of infection. The analysis is carried out for some of the worst-affected countries including India, USA and UK.

The results obtained establish that mining the search trends of the public in a particular region can be used to forecast the future number of cases of a disease or infection. The different experiments conducted have produced effective results for all the three countries. Also, the relevant search terms keeps on changing as a pandemic progresses. Thus, it becomes imperative that the GT terms are continuously evaluated and updated for forecasting the spread. The results can be improved further when the search terms of higher correlation values are used. Hence, the proposed workflow can be adopted significantly in future for the prediction of the spread of pandemics.
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