Automatic semantic role labeling on non-revised syntactic trees of journalistic texts
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Abstract. Semantic Role Labeling (SRL) is a Natural Language Processing task that enables the detection of events described in sentences and the participants of these events. For Brazilian Portuguese (BP), there are two studies recently concluded that perform SRL in journalistic texts. [1] obtained F1-measure scores of 79.6, using the PropBank.Br corpus, which has syntactic trees manually revised; [8], without using a treebank for training, obtained F1-measure scores of 68.0 for the same corpus. However, the use of manually revised syntactic trees for this task does not represent a real scenario of application. The goal of this paper is to evaluate the performance of SRL on revised and non-revised syntactic trees using a larger and balanced corpus of BP journalistic texts. First, we have shown that [1]'s system also performs better than [8]'s system on the larger corpus. Second, the SRL system trained on non-revised syntactic trees performs better over non-revised trees than a system trained on gold-standard data.
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1 Introduction

Semantic Role Labelling (SRL) is a Natural Language Processing (NLP) task responsible for detecting events described in sentences and the participants of these events [11]. The events are held by predicators, such as verbs and eventive names (some nouns, adjectives and adverbs) and the participants are called arguments. This work focuses on verbs.

To automatically annotate a text with semantic roles, most current SRL systems employ Machine Learning (ML) techniques. When using ML, the SRL task is generally performed on syntactic trees due to the extensive set of features that have been identified in the syntactic structure of a sentence, such as those presented by [11].

However, as the syntactic trees of a sentence are generated by automatic parsers and these tools are subject to errors, problematic trees are often manually revised by linguists. For Brazilian Portuguese SRL, the best performance was obtained by [1], with F1-measure scores of 79.6 when annotating revised syntactic trees, without reported outcomes for non-revised trees. However, the use of corrected trees does not represent a real scenario of application. In this sense, Fonseca’s work [8], following an approach that does not use syntactic features, obtained F1-measure scores of 68.0 in Portuguese sentences. It is known that SRL systems using syntactic features perform better than those that do not use them. However, there are no SRL results for Portuguese on non-revised syntactic trees.

This work evaluates the use of revised and non-revised syntactic trees for manual and automatic SRL tasks in Brazilian Portuguese. We demonstrate that human annotation errors are directly related to annotation errors made by machines. We attribute these errors to problematic syntactic trees generated by the parser. We also show that, for a good performance in automatic SRL on non-revised syntactic trees, it is necessary to train the SRL system with the same type of data and/or invest in improving the parser used to preprocess the corpus.

In Section 2 we show the corpora collected and compiled in this work. In Section 3 we present the methodology for manual annotation of the corpus whose non-revised syntactic trees are annotated with semantic roles. In Section 4 we present the state-of-art SRL system for Portuguese and a system whose methodology does not rely on syntactic errors. In Section 5 we show conducted experiments and the obtained results. At last, Section 6 presents this work’s conclusions.
2 Selection of the Corpora

To evaluate the SRL task on syntactic trees with errors, we annotated semantic roles in a new corpus compiled for this work, whose syntactic trees had not been revised, and also used a corpus annotated with semantic roles, whose syntactic trees had been manually revised, so that we could compare the results. The syntactic trees of both corpora were generated by the PALAVRAS parser [2]. The corpora used in this work are PropBank.Br version 1.1, referred to as PB-Br.v1 and a selection of the PLN-Br, corpus of texts from Folha de São Paulo [3], referred to as PB-Br.v2.

In the PB-Br.v1 corpus, we observed that many verbs have only one annotation instance and this data sparsity is undesirable for machine learning purposes. When it comes to learning annotation of semantic roles, we have to consider three aspects: (i) which verbs are represented in the corpus; (ii) which meanings of verbs are represented in the corpus; and (iii) which syntactic alternations are represented in the corpus. Alternation is changing the order of constituents (syntactic, semantic, or both at once). For example, the passive voice is a syntactic alternation marking a semantic alternation (the patient takes the place of the agent in the syntactic subject position). Normally, the number of meanings for a single verb is associated with the amount of syntactic alternations that it admits, but there may be verbs that admit a large number of alternations for the same meaning. Our goal in compiling the PB-Br.v2 was to get as much representation as possible in the three items above with the lowest number of annotation instances, since manual annotation is costly. The sentences were divided into classes according to linguistic criteria and considering the ML, as we chose to start the annotation process with the most frequent verbs. Using corpus statistics, we found that verbs with a frequency higher than 1000 represent 90% of verb occurrences in the corpus. We assume that they are good material for training a classifier of semantic roles, because if the classifier learns to rank well 90% of the corpus it should have good accuracy. In addition, the highly frequent verbs, excluding auxiliary, copula verbs and verbs that require clausal complements, are probably the most polysemous in the language. More information about the selection of sentences for the PB-Br.v2 can be found in [7].

The PB-Br.v1 corpus contains 5,931 annotated instances of 3,348 sentences and the PB-Br.v2 contains 7,661 annotated instances of 7,442 sentences. We generate instances of a sentence for each verb contained in it. Furthermore, we only selected instances whose syntactic trees generated by the parser are related, i.e. all elements of the syntactic tree are connected. Section 3 presents the results of the manual annotation of semantic roles on the selection made for the PB-Br.v2.

3 Manual Annotation of the PB-Br.v2

The manual annotation of semantic roles was performed on 7,661 selected instances of the PB-Br.v2, following the annotation of the PropBank project [10], but based on annotation guidelines customized to the Portuguese language enriched with wrong syntactic trees annotation process. The Tiger XML output of the PALAVRAS syntactic parser was used, in the same format of the PB-Br.v1 corpus. Furthermore, Tiger XML syntactic trees can be processed with the SALTO tool [4] that was used in annotating the corpus in question.

A group of seven annotators and one adjudicator participated in the annotation process. The annotators were trained and received a copy of the annotation guidelines. In addition, a repository of verbs and their meanings, called Verbo-Brasil, was available during the annotation. The task consisted of annotating the meaning of the verb – to identify the set of expected semantic roles – and assigning semantic role labels chosen from a set of six numbered arguments (ArgN) and 12 modifiers (ArgM). The description of each role is detailed in the annotation manual. The annotation scheme followed the double-blind standard, in which two annotators annotate the same portion of instances and, afterwards, the adjudicator solves disagreements. We distribute the annotation of instances by blocks, gathering instances of the same verb in the same task. Separately, the sets of copula verbs and verbs that require clausal complements were distributed. The same annotation instance was never assigned to more than two annotators.

---

1 Available at [http://nilc.icmc.usp.br/portlex/images/arquivos/propbank-br/PropBankBr_v1.1.xml.zip](http://nilc.icmc.usp.br/portlex/images/arquivos/propbank-br/PropBankBr_v1.1.xml.zip)
2 Available at [http://nilc.icmc.usp.br/semanticnlp/propbankbr/pbbr-v2.html](http://nilc.icmc.usp.br/semanticnlp/propbankbr/pbbr-v2.html)
3 Available at [http://nilc.icmc.usp.br/semanticnlp/propbankbr/relat.html](http://nilc.icmc.usp.br/semanticnlp/propbankbr/relat.html)
4 Available at [http://nilc.icmc.usp.br/semanticnlp/propbankbr/manual.html](http://nilc.icmc.usp.br/semanticnlp/propbankbr/manual.html)
5 Available at [http://143.107.183.175:12680/verbobrasil/](http://143.107.183.175:12680/verbobrasil/)
After concluding the annotation, we calculated the Kappa statistics \[5\]. As the SRL task traditionally consists of two steps: identification of arguments and classification of semantic roles of each argument, we calculated the individual Kappa for each step: 0.96 and 0.90 for copula verbs; 0.96 and 0.95 for clausal complement verbs; and 0.79 and 0.75 for verbs with no syntactic pattern. We also calculated the Kappa statistics of the identification of verb meaning: 1.0 for copula verbs, 1.0 for clausal complement verbs and 0.92 for verbs with no syntactic pattern.

The set of verbs that require clausal complements obtained important Kappa results, considered almost perfect by the Kappa scale of Landis and Koch \[9\]. As the annotation of this set is very predictable and has little syntactic diversity, the identification and classification obtained almost maximum values. The annotation of copula verbs also obtained almost perfect results. In this scenario, however, there is a greater syntactic diversity, which led to a drop in the agreement of argument classification compared to the set of verbs that require clausal complements. This means that the annotators agreed in identifying that a particular syntactic node is the verb argument, but disagreed in selecting its semantic role. Finally, the set of plain verbs that present several alternations obtained a substantial Kappa that, in the used Kappa scale, is lower than that of the other annotated verb sets. For this set, we found that there was disagreement in selecting the meaning of verbs, which triggered disagreements about the detection of arguments and the selection of semantic roles. Additionally, this is the set of verbs whose annotation is far from being predictable as they present a lot of syntactic alternation, i.e., syntactic constituents may appear in different orders, which affects the distribution of roles. After analyzing human annotation, we separated the portion in which there was disagreement between the annotators and sent it to the adjudicator, who solved the disagreements and generated a final version of the annotation. Table 1 shows the number of instances in which there was full agreement between annotators and those that had to be revised. We noted there was disagreement in over 50% of the instances. This means that, despite the high Kappa values, most instances had to be revised. However, this does not imply a high rate of disagreement – as suggested by the Kappa values. For example, an instance is sent for adjudication even if annotators have agreed on 9 out of 10 annotated arguments and disagreed on just one.

|                       | Full Agreement | Some Agreement | Total |
|-----------------------|----------------|----------------|-------|
| Copula verbs          | 46 (64.7%)     | 25 (35.2%)     | 71    |
| Verbs of clausal complements | 1,130 (40.7%)  | 4,542 (59.2%)  | 6,672 |
| Other plain verbs     |                |                |       |
| Total                 | 3,176          | 4,567          | 8,345 |

Table 1. Proportion of the PB-Br.v2 annotation in which there was full agreement.

It is important to note that many syntactic trees contain errors generated by the parser. As the annotation guidelines do not cover how to deal with all possible errors generated by the parser, the free interpretation of how to annotate these inconsistent trees may have contributed to the number of disagreements obtained.

4 SRL Systems

This paper analyzes the performance of two newly developed systems to annotate semantic roles of texts written in Brazilian Portuguese. Fonseca \[8\] developed a system for annotation of semantic roles for Brazilian Portuguese, avoiding dependence on external NLP tools, such as syntactic parser. Its results on revised syntactic trees of the PB-Br.v1 corpus were a F1-measure of 68.0. The work of Alva-Manchego \[1\], which uses the PB-Br.v1 corpus for training, employed a supervised approach for automatic annotation of semantic roles on syntactic trees of Brazilian Portuguese sentences. The system performance on revised syntactic trees of the PB-Br.v1 corpus was a F1-measure of 79.6. The main difference between the systems is the use of syntactic features (the former does not use them). In addition, none of the systems evaluated their performance on non-revised syntactic trees. The contrast on the SRL performance on revised and non-revised syntactic trees has never been done for Portuguese. Yet, few studies relate the causes of errors in human annotation with the errors generated by the machine in the SRL task, and this is one of the contributions of our work.
5 Experiments

In this section, we present the experiments developed to contrast the performance of SRL systems trained on syntactic trees revised by humans (treebanks or gold-standard data) and non-revised syntactic trees. We used Alva-Manchego’s system [1] in most experiments because it is the state-of-art system in SRL for Brazilian Portuguese. We also used Fonseca’s system [8] in a final experiment to contrast its performance with the one of Alva-Manchego’s system. Fonseca’s system does not use syntactic trees and, therefore, it does not suffer from the syntactic errors generated by the parser. In the scenario of the PB-Br.v2, it is interesting to note whether the errors generated by the parser are significant to cause the Alva-Manchego’s system to have a SRL performance lower than Fonseca’s.

The experiments reported below evaluate Alva-Manchego’s system on different sets of the PB-Br.v2: (i) the Agreement set, composed of instances where the annotators fully agreed, therefore, not sent for adjudication; (ii) the Adjudication set, composed of instances that were sent for adjudication; and (iii) the Full set, comprising Agreement and Adjudication.

First, we conducted a 10-fold cross-validation for the set where there was agreement between PB-Br.v2 annotators. The following results are categorized by “corr.” indicating correct labeling, “excess” indicating a mislabeled annotation, “missed” indicating an argument that was not selected as a candidate to annotation, “prec.” as precision, “rec.” as recall and “F1” as F-measure. The results in Table 2 show a reasonable indication of the SRL quality, since the Agreement set has approximately 50% of the amount of PB-Br.v1 instances used by Alva-Manchego. To contrast it with the Agreement set, we also checked the quality of the SRL on the Adjudication set. The results in Table 3 show that the Adjudication set, in spite of being approximately 80% greater than the PB-Br.v1 and approximately 40% greater than the Agreement set, does not allow an easy (or simple) automatic annotation of semantic roles. We can interpret that if humans find it hard to annotate, the machine will have the same problem – which justifies the difference of F1 scores of 6.98 on the performance of the Agreement (F1 = 72.71) and Adjudication (F1 = 65.73) sets. We can also speculate that the parsing errors, which caused different annotation interpretations to the human eye, hindered the automatic learning of the task because it increases data sparsity.

| corr. | excess | missed | prec. | rec. | F1     |
|-------|--------|--------|-------|------|--------|
| A0    | 807    | 230    | 146   | 77.98| 84.64  | 81.09 |
| A1    | 1,851  | 491    | 609   | 79.13| 75.56  | 77.28 |
| A2    | 367    | 294    | 221   | 55.48| 62.14  | 58.42 |
| A3    | 10     | 17     | 48    | 45.67| 62.14  | 58.42 |
| A4    | 2      | 1      | 15    | 32.00| 32.00  | 32.00 |
| AM-ADV| 9      | 12     | 11    | 30.00| 30.00  | 30.00 |
| AM-CAU| 2      | 4      | 16    | 13.33| 8.33   | 11.67 |
| AM-DIR| 0      | 0      | 0     | 0    | 0      | 0     |
| AM-DIS| 6      | 8      | 10    | 21.67| 16.67  | 18.16 |
| AM-EXT| 16     | 4      | 11    | 75.00| 60.83  | 64.33 |
| AM-LOC| 103    | 113    | 50    | 48.69| 67.53  | 55.54 |
| AM-MNR| 80     | 75     | 52    | 52.57| 60.55  | 54.88 |
| AM-NEG| 134    | 14     | 19    | 90.30| 87.80  | 88.83 |
| AM-PRD| 6      | 8      | 1     | 30.00| 30.00  | 30.00 |
| AM-PRP| 39     | 28     | 17    | 58.89| 71.23  | 62.89 |
| AM-REC| 0      | 0      | 0     | 0    | 0      | 0     |
| AM-TMP| 212    | 110    | 105   | 65.75| 67.07  | 66.63 |

Table 2. 10-fold cross-validation results for the PB-Br.v2 Agreement set.

| corr. | excess | missed | prec. | rec. | F1     |
|-------|--------|--------|-------|------|--------|
| A0    | 1,873  | 491    | 377   | 79.26| 83.24  | 81.18 |
| A1    | 2,703  | 1,208  | 1,442  | 69.12| 70.29  | 69.68 |
| A2    | 2,703  | 1,208  | 1,442  | 69.12| 70.29  | 69.68 |
| A3    | 14     | 36     | 82    | 45.67| 26.82  | 27.83 |
| A4    | 8      | 5      | 23    | 45.00| 19.05  | 23.00 |
| AM-ADV| 157    | 134    | 119   | 53.47| 57.50  | 55.49 |
| AM-CAU| 47     | 67     | 75    | 42.80| 38.17  | 39.43 |
| AM-DIR| 0      | 0      | 0     | 0    | 0      | 0     |
| AM-DIS| 158    | 76     | 172   | 66.76| 46.83  | 54.69 |
| AM-EXT| 56     | 35     | 43    | 62.70| 54.19  | 58.55 |
| AM-LOC| 413    | 374    | 161   | 52.45| 72.60  | 60.79 |
| AM-MNR| 200    | 281    | 219   | 41.81| 47.78  | 44.48 |
| AM-NEG| 226    | 22     | 39    | 90.92| 86.16  | 88.10 |
| AM-PRD| 46     | 125    | 124   | 27.44| 27.53  | 27.53 |
| AM-PRP| 97     | 86     | 69    | 53.52| 59.89  | 56.06 |
| AM-REC| 0      | 0      | 1     | 0.00 | 0.00   | 0.00  |
| AM-TMP| 684    | 338    | 271   | 67.24| 71.64  | 69.26 |

Table 3. 10-fold cross-validation results for the PB-Br.v2 Adjudication set.

In the 10-fold cross-validation experiment on the Full set of the PB-Br.v2, we obtained F1 of 69.12 (Table 3), which is between the 65.73 (Adjudication set) and 72, 71 (Agreement set) values. We can speculate that despite the Adjudication set has more instances and results lower than the Agreement set, the latter supplies the system with syntactic trees without errors or trees that have frequent errors for which a standard treatment is predicted in the guidelines, and therefore can be identified by ML. It is also interesting to mention that the F1 difference between the system trained on the PB-Br.v1 gold-standard data and the system trained on the non-revised syntactic trees of the PB-Br.v2 is 10.48 F1 scores. The difference of around 10.0 F1 scores between a system trained on revised trees and on non-revised trees has already been investigated by [10] and [12] for the English language.

The contrast between the F1 values for the PB-Br.v1 and the PB-Br.v2 is noteworthy. Although the selection made on the PB-Br.v2 respects a distribution that should favor the SRL and this corpus is approximately 24% larger than the PB-Br.v1, the results show a system with 10.48 F1 scores lower...
than the result obtained from the system trained by Alva-Manchego on the PB-Br.v1 corpus (F1 69.12 against 79.6). The evidence that the use of automatic parser without human revision adversely affects the performance of SRL systems become more evident when we contrast the results in Table 3 with those of Table 7. The question, however, is whether this drop on performance actually represents a system with worse overall performance, or if the annotation in the automatic parser scenario is difficult to the point that the F1 value of the trained system in PB-Br.v2 (Table 4) is considered good. To this end, we conducted two experiments: one annotating the PB-Br.v1 corpus with the system trained on the Full set of the PB-Br.v2 and another in the opposite direction – annotating the Full set of the PB-Br.v2 with the system trained on the PB-Br.v1 corpus.

We can see in Table 4 that the SRL in revised syntactic trees, using Alva-Manchego’s system trained on non-revised syntactic trees, is feasible, even though its quality is not comparable to that of a system trained on revised trees (F1 72.62 versus F1 79.6). We also noted that the value obtained of 72.62 is greater than the 10-fold cross-validation value of 69.12 of the system trained on the PB-Br.v2. Thus, we realized that in addition to a system trained on non-revised syntactic trees being able to annotate syntactic trees containing errors, it could annotate perfect trees with a performance superior than what it annotates in its own scenario. This means that training a SRL system on non-correct syntactic trees makes the system capture syntactic patterns of correct trees and learn to deal with the noise contained in not syntactically correct trees.

Doing the opposite direction of annotation, we can see in Table 5 that the quality of the SRL of the PB-Br.v2 problematic trees using the system trained on PB-Br.v1 is 14.36 F1 scores lower than the result of the 10-fold cross-validation value of 58.92 of the system trained on the PB-Br.v2. This result shows that a system trained on perfect syntactic trees faces greater difficulty when annotating faulty syntactic trees. As the PB-Br.v1 gold standard corpus does not contain noisy examples, a minimum deviation from the correct pattern of syntactic tree is enough to cause the system to make annotation errors.

### Table 4. 10-fold cross-validation results for the Full set of the PB-Br.v2, comprising both Agreement and Adjudication sets, when using Alva-Manchego’s system.

|     | corr. excess | missed prec. | rec. | F1  |
|-----|--------------|--------------|------|-----|
| Overall | 9,047  | 3,355  | 4,537 | 67.45 | 70.89 | 69.12 |
| A0  | 2,703 | 671 | 500 | 80.10 | 84.37 | 82.15 |
| A1  | 4,630 | 1,713 | 1,664 | 73.01 | 73.57 | 73.28 |
| A2  | 898 | 974 | 702 | 48.07 | 56.09 | 51.67 |
| A3  | 25 | 64 | 124 | 28.62 | 16.72 | 20.85 |
| A4  | 18 | 10 | 30 | 68.00 | 36.07 | 45.21 |
| A5  | 99 | 79 | 50 | 67.54 | 65.44 | 66.28 |
| A6  | 930 | 447 | 342 | 67.53 | 73.14 | 70.12 |

### Table 5. 10-fold cross-validation results for the Full set of the PB-Br.v2 selection, comprising the Agreement and Adjudication sets, using Fonseca’s system.

|     | corr. excess | missed prec. | rec. | F1  |
|-----|--------------|--------------|------|-----|
| Overall | 8,038  | 6,475  | 7,464 | 55.44 | 51.87 | 53.58 |
| A0  | 2,318 | 1,058 | 911 | 68.72 | 71.82 | 70.18 |
| A1  | 3,497 | 2,979 | 2,755 | 54.13 | 55.93 | 55.00 |
| A2  | 440 | 938 | 11,16 | 31.97 | 28.26 | 29.94 |
| A3  | 6 | 0 | 150 | 0.00 | 0.00 | 0.00 |
| A4  | 80 | 68 | 60.07 | 0.00 | 0.00 | 0.00 |
| A5  | 90 | 63 | 208 | 68.29 | 30.84 | 49.95 |
| A6  | 75 | 23 | 134 | 4.36 | 4.36 | 4.36 |
| A7  | 4 | 0 | 1,00 | 0.00 | 0.00 | 0.00 |

### Table 6. Annotation results for PB-Br.v1 using the SRL system trained on the Full set of the PB-Br.v2.

### Table 7. Annotation results for the Full set of PB-Br.v2 using the SRL system trained on PB-Br.v1.
To strengthen the analysis of results, we annotated the PB-Br.v2 Agreement and Adjudication sets with the system trained on the PB-Br.v1. Table 8 shows the result of 58.96 F1 in the annotation of the Agreement set of the PB-Br.v2 by the system trained in PB-Br.v1 and Table 9 presents F1 of 52.66 for annotation of the Adjudication set. The difference in the performance of annotation of the sets was 6.3 F1 scores, while the difference of the 10-fold cross-validation performed on these sets was 6.98 F1 scores. As the difference in the performance of annotation of the sets is close, we understand that, indeed, there is a syntactic complexity threshold that distinguishes the Agreement and the Adjudication sets of the PB-Br.v2. Table 10 and Table 11 show confusion matrices for the results presented on Table 6 and Table 7. These matrices show that our SRL system trained on noisy data performs better when annotating revised trees (Table 9) than the system trained on revised trees when annotating noisy data (Table 10). For example, there are 32% of AM-TMP syntactic nodes not identified by the SRL trained on PB-Br.v.1 and tested on noisy data (PB-Br.v2) whereas there are only 6% of AM-TMP not identified by the SRL trained on PB-Br.v2 and tested on the treebank (PB.Br-v1).

Finally, we conducted a 10-fold cross-validation experiment with Fonseca’s system and the PB-Br.v2 full. The F1 value of 53.58 for the system that does not use syntactic features presented in Table 5 shows that even with the use of syntactic trees with errors, the SRL approach for syntactic trees is better.
6 Conclusions

The obtained results show that a SRL system responsive to syntactic errors, trained on noisy data (non-revised syntactic trees), performs a better SRL on noisy data than when it is trained on revised trees (treebank). We also noted that the SRL system obtained better results when tested on the set in which there was full agreement between annotators and lower results when tested on the set in which there was disagreement between annotators. We did not include in PB-Br.v2 any annotation mark to distinguish well-formed parse trees from those containing parsing errors. For this reason, it was not possible to verify whether the existence of parsing errors are correlated to the drop in inter-annotator agreement rates. During the adjudication process, however, we realized that this correlation probably exists and it would be worthwhile to explore this hypothesis in future work. Based on confusion matrices’ results, however, we speculate that the learning from non-revised trees allows the system to better identify the SRL candidates. We also noted that Fonseca’s system [8] performs a SRL inferior to Alva-Manchego’s [1], even in an unfavorable scenario for the latter system. We believe that, for Brazilian Portuguese, the use of syntactic trees for the SRL task is still the most promising means and, therefore, efforts to the improvement of syntactic parsers are welcome. We also understand that in a real scenario of application (on-the-fly processing), the data is passed directly from the syntactic parser to the SRL system without human intervention to correct the trees. Therefore, we can say that in a real scenario of application, the training of a SRL system on non-revised syntactic trees corpus, such as the PB-Br.v2, provides better annotation of journalistic texts than the system trained on revised syntactic trees corpus (PB-Br.v1).
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