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The success probability of a search of \( M \) targets from a database of size \( N \), using Grover’s search algorithm depends critically on the number of iterations of the composite operation of the oracle followed by Grover’s diffusion operation. Although the required number of iterations scales as \( \mathcal{O}(\sqrt{N}) \) for large \( N \), the asymptote is not a good indicator of the optimal number of iterations when \( \sqrt{M/N} \) is not small. A scheme for the determination of the exact number of iterations, subject to a threshold set for the success probability of the search (probability of detecting the target state(s)), is crucial for the efficacy of the algorithm. In this work, a general scheme for the construction of \( n \)-qubit Grover’s search algorithm with \( 1 \leq M \leq N \) target states is presented, along with the procedure to find the optimal number of iterations for a successful search. It is also shown that for given \( N \) and \( M \), there is an upper-bound on the success probability of the algorithm.

I. INTRODUCTION

Grover’s search algorithm [1] solves the problem of searching a database of size \( N \), for a given target, with quadratic speed-up over any known classical algorithm for the same purpose. A typical search is performed by evaluating a function (often called the oracle), that gives a particular value for the target and another value for all the other objects in the database. A classical algorithm needs \( \mathcal{O}(N) \) evaluations of the oracle to complete the search, whereas Grover’s algorithm needs \( \mathcal{O}(\sqrt{N}) \) evaluations (thereby giving a quadratic speed-up).

The practical implementation of Grover’s algorithm depends critically on the number of evaluations, say \( k \), of the oracle function. The prescribed formula for the optimal number of evaluations is

\[
k = \text{round} \left( \frac{\pi}{4} \sqrt{\frac{N}{M}} - \frac{1}{2} \right)
\]

for a search of \( M \) targets in a database of size \( N \) [2, 3]. However, the prescribed number of iterations, as in Eq. (1) does not guarantee sufficient amplification of the target(s) needed for a successful search. Especially, in the case of multiple targets, Eq. (1) may not be the optimal number iterations for a successful search if \( \sqrt{M/N} \) is not small enough.

In this work, a scheme for an \( n \)-qubit (\( n \geq 1 \)) quantum circuit implementation of Grover’s search algorithm with multi-target search (without ancillae), is presented. The implementations of the algorithm for upto 3-qubit systems are demonstrated in [4–6]. The key to ensuring a successful search in the case of higher-dimensions with multiple targets, is to determine the optimal number of iterations \( k \), subject to a threshold set on the success probability (probability of detecting the target state(s)). The threshold on the success probability cannot be set arbitrarily close to unity in every case, as for some search problems, depending on the values of \( N \) and \( M \), the maximum success probability that can be achieved has an upper-bound which is less than unity. Moreover, in some cases, this upper-bound is such that Grover’s algorithm does not amplify the target states at all, and examples of such cases are presented here. For brevity, Grover’s algorithm to search a database of size \( N \), for \( 1 \leq M \leq N \) targets is denoted by GSA(\( N, M \)).

The outline of the paper is as follows. \SII gives a brief outline of the search problem and Grover’s search algorithm. In \SIII, the general scheme for constructing the oracle and Grover’s diffusion operator for GSA(\( N, M \)) is given. The conditional for choosing the optimal number of iterations and its importance for executing a successful search is discussed in \SIV. The same section also highlights the existence of the upper-bound of maximum success probability of the search algorithm, along with the discussion of cases in which the algorithm does not amplify the target states. Examples of single target and multi-target Grover’s search are presented in \SV, using the quantum computing platform made available by IBM’s Quantum Experience [7]. The examples also present the cases in which the optimal number of iterations is not as in Eq. (1), and is therefore determined numerically using the procedure discussed in \SIV.

II. BACKGROUND: A BRIEF OUTLINE OF GROVER’S ALGORITHM

In Grover’s algorithm, the objects of the database are encoded as orthogonal quantum states. For example, if \( N = 2^n \), then each object can be uniquely encoded as one of the computational basis states in an \( n \)-qubits Hilbert space. Then, assuming maximum uncertainty about the target state, the initial state is chosen to be the equal superposition of all the basis states, i.e.,

\[
|s\rangle = H^\otimes n |0\rangle^\otimes n.
\]

where \( H \) is the Hadamard transformation. Grover’s algorithm amplifies the target state by applying a series
of unitary operations, such that, upon a projective measurement on the final state, the target state is detected with high probability. The said unitary operation is a sequential operation of two unitary operators, i.e., the oracle followed by the diffusion operator. The unitary implementation of the oracle is

\[ U_\omega = 1 - 2 |\omega\rangle \langle \omega| \]  

(3)

where \(|\omega\rangle\) denotes the target state (or an equal superposition of multiple target states). The oracle operation flips the sign of the target state, leaving all the non-target states unchanged. Grover’s diffusion operator is defined as

\[ D = 2 |s\rangle \langle s| - I \]  

(4)

which reflects the state about \(|s\rangle\). A repetition of this composite operation gradually amplifies the target state. A geometric representation of the state-evolution after the first iteration is shown in figure 1. In the figure, \(|\omega_\perp\rangle\) is the equal superposition of all the non-target states, which is naturally orthogonal to \(|\omega\rangle\). The initial state for the algorithm is \(|s\rangle\) which makes an angle \(\theta\) with \(|\omega_\perp\rangle\) and therefore,

\[ \sin \theta = \langle \omega | s \rangle \]  

(5)

is the probability of getting the target state \(|\omega\rangle\), initially. After each iteration, the state is rotated by an angle \(2\theta\) and therefore, after \(k\) iterations, the final state makes an angle

\[ \theta_k = \theta(1 + 2k) \]  

(6)

with \(|\omega_\perp\rangle\). Grover’s algorithm solves the search problem by repeating the operation \(DU_\omega\) until the final state is sufficiently close to \(|\omega\rangle\).

**III. CONSTRUCTION OF THE CIRCUIT**

In this section we discuss the construction of a quantum circuit for a general GSA\((N, M)\) with \(n\) qubits (such that \(N = 2^n\)). The first step is to prepare the initial state \(|s\rangle\). In a typical quantum computer, the qubits are initialized to \(|0\rangle\). Therefore, the state \(|s\rangle\) can be prepared by applying a Hadamard gate to each of the \(n\) qubits employed for the computation.

We now construct the oracle operation for a single \(n\)-qubit target state. Let \(|q_{n-1}, \ldots, q_0\rangle\) be the target state, where \(q_i \in \{0, 1\}, \forall i\). According to Eq. (3), the oracle must flip the sign of this state while leaving all the other orthogonal states unchanged. A general scheme to construct such a circuit is shown in figure 2 where an \(X\)-gate is applied to qubit \(|q_i\rangle\) if \(q_i = 0\) in the target state \(|q_{n-1}, \ldots, q_0\rangle\). After the \(X\)-gates are applied to the appropriate qubits, the target state is (uniquely) transformed to \(|1\rangle^{\otimes n}\). Then a \((n - 1)\)-control \(Z\)-gate flips the sign of \(|1\rangle^{\otimes n}\). Finally, the \(X\)-gates are applied again to the appropriate qubits to reverse the transformation by the first set of \(X\)-gates. The net effect of this circuit is to flip the sign of only the target state. For multiple targets, the circuit for oracle can be constructed by concatenating the oracles corresponding to each target state.

After the oracle comes Grover’s diffusion operator as defined in Eq. (4). The construction of an \(n\)-qubit diffusion circuit is simple if we redefine the diffusion operator as

\[ D := 1 - 2 |s\rangle \langle s| \]  

(7)

which is the diffusion operation in Eq. (4) with a global phase of \(\pi\). The use of Eq. (7) instead of Eq. (4) as the diffusion operator only multiplies a global phase of \(\pi\) to the final state with every iteration, which does not affect the outcome of the search algorithm. Equation (7) can be expanded as

\[ D = H^{\otimes n} (1 - 2 |0\rangle \langle 0|) H^{\otimes n} \]  

(8)

FIG. 1. Geometric representation of state evolution after one iteration of oracle followed by Grover’s diffusion operation.

FIG. 2. The general scheme for quantum circuit implementation of the oracle for a single target. The oracle for multiple targets can be constructed by concatenating the oracles for all targets.
threshold not always yield a success probability above the chosen maximum number of iterations. However, such a choice does the number of iterations for a chosen value of $p$.

Mathematically, $\delta \in [0, 1]$ can be implemented by using the scheme for the oracle with target state set to $|0\rangle^\otimes n$. Figure 3 shows the circuit for a diffusion operator with any number of qubits.

To complete the circuit for a given GSA($N, M$), the composite operation $DU_w$ must be repeated (by serialization) some $k$ number of times, to amplify the target states. The success probability of GSA is not a monotonic function of the number of iterations. Therefore, choosing an arbitrarily high number of iterations is not a good strategy. The determination of the optimal number of iterations is thus a crucial step in designing the circuit for GSA. The $k$ given by Eq. (1) for any GSA($N, M$), is not always optimal, as discussed below.

**IV. OPTIMAL NUMBER OF ITERATIONS**

Let us define the optimal number of iterations in Grover’s search algorithm, as the minimum number of iterations that yields a success probability of search more than or equal to a preset threshold, say $\delta \in (0, 1]$. Mathematically,

$$\sin^2(\theta(1 + 2k_{opt})) \geq \delta$$

(9)

where $k_{opt}$ denotes the optimal number of iterations. To find $k_{opt}$, we first maximize $\sin^2(\theta(1 + 2k))$, $\forall k \in \mathbb{R}$, where $\mathbb{R}$ is the set of real numbers. The maxima exist at

$$k_p = (2p + 1)\frac{\pi}{4\theta} - \frac{1}{2}$$

(10)

where $p$ is a positive integer. In general, $k_p$ will not be an integer, and therefore, we must choose $\lceil k_p \rceil$ or $\lfloor k_p \rfloor$ as the number of iterations for a chosen value of $p$.

It is a natural tendency to choose $p = 0$ to get the minimum number of iterations. However, such a choice does not always yield a success probability above the chosen threshold $\delta$. To substantiate this claim qualitatively, we refer to the geometric representation of state-evolution shown in figure 1. With each iteration, the state-vector rotates by angle $2\theta$. If $\theta$ is very small, then after $k_0$ iterations the final angle $\theta_k$ gets very close to $\pi/2$. On the other hand, if $\theta$ is not small, then the final angle may not get sufficiently close to $\pi/2$ after just $k_0$ iterations. In that case, a different value of $p$ must be chosen. Especially in the case of multi-target search GSA($N, M$), the value of $\theta$ may not be small enough depending on the ratio $M/N$. The required value of $p$ can be found numerically.

**A. For $M \neq N/2$ targets**

For GSA($N, M$) with $M \neq N/2$,

$$\sin \theta = \sqrt{\frac{M}{N}}.$$  

(11)

The required value of $p$ is the smallest positive integer that yields a success probability more than or equal to $\delta$, i.e.,

$$p_{opt} = \min \{p : \max (\sin^2 \theta_{[k_p]}, \sin^2 \theta_{[k_p]}) \geq \delta\}$$

(12)

Finally, the optimal number of iterations is chosen using the conditional

$$k_{opt} = \begin{cases} \lceil k_{p_{opt}} \rceil, & \text{if } \sin^2 \theta_{\lceil k_{p_{opt}} \rceil} \geq \delta \\ \lfloor k_{p_{opt}} \rfloor, & \text{otherwise} \end{cases}.$$  

(13)

The conditional in Eq. (13) ensures that we choose the minimum number of iterations for a successful search. This process of determining optimal number of iterations can be executed before constructing the circuit, and the value of $p_{opt}$ is unique for given $N$ and $M$, irrespective of the choice of target states. Therefore, determining the optimal number of iterations does not add to the complexity of the search algorithm.

**B. The special case of $M = N/2$**

Grover’s search algorithm is ineffective if the number of search targets is $M = N/2$. In the special case of $M = N/2$,

$$\theta = \sin^{-1}\left(\frac{1}{\sqrt{2}}\right) = \frac{\pi}{4}.$$  

(14)

From Eq. (6) we see that after $k$ iterations, the final state makes an angle

$$\theta_k = \frac{\pi}{4}(1 + 2k)$$  

(15)

with $|\omega_\perp\rangle$, which is an odd multiple of $\pi/4$. Therefore, for any $k$, the success probability is

$$\sin^2\left(\frac{\pi}{4}(1 + 2k)\right) = \frac{1}{2}.$$  

(16)
which means that getting a target state is equally likely to getting the non-target states. Therefore, irrespective of the number of iterations, Grover’s algorithm does not amplify the target states.

C. Upper-bound on success probability

In general, we cannot set the threshold on success probability arbitrarily close to one. This happens when $\theta$ is a rational multiple of $\pi$. To prove this, suppose that $\theta = a/b\pi$, $a, b \in \mathbb{Z}$ such that $\gcd(a, b) = 1$ then, after $k$ iterations, the final state makes an angle

$$\theta_k = \theta + \frac{2ka}{b}\pi$$

(18)

with $|\omega\rangle$. Consequently, the success probability after $k$ iterations is

$$\sin^2 \theta_k = \sin^2 \left( \theta + \frac{2ka}{b}\pi \right)$$

(19)

which has a finite set of distinct values that belong to the set

$$S = \left\{ \sin^2 \left( \theta + \frac{2ka}{b}\pi \right) : 0 \leq k \leq b - 1, k \in \mathbb{Z} \right\}$$

(20)

Therefore, the maximum success probability that can be achieved is $\max_k \{S\}$. Note that $\text{GSA}(N, N/2)$ is a special case of this problem, where the set $S$ has only one element, i.e., $1/2$.

For example, for a two-qubit system with three targets, i.e., $\text{GSA}(4, 3)$, $\theta = \pi/3$ which is a rational multiple of $\pi$. The discrete set of possible success probabilities for this case is

$$S_{4,3} = \left\{ \sin^2 \left( \frac{\pi}{3} \right), \sin^2 (\pi) \right\} = \left\{ \frac{3}{4}, 0 \right\}$$

(21)

and therefore, the maximum success probability that can be achieved in this case is $75\%$. Note that in this specific example, Grover’s search algorithm does not amplify the target states.

V. EXAMPLES

In the examples presented here, the circuit for Grover’s search algorithm has been constructed and executed using the open-source quantum computing platform made available by IBM Quantum Experience (also known as IBM Qiskit). Specifically, the circuit has been run on the “qasm_simulator” which assumes ideal qubits, and no decoherence. The code is available on public repository mentioned in §VII.

A. Single target search

1. 4-qubit 1 target

Consider a database of size $N = 2^4 = 16$ with $M = 1$ targets to search for, i.e., $\text{GSA}(16, 1)$. Before constructing the circuit, we calculate the optimal number of iterations. Using Eq. (5) we get

$$\theta = \sin^{-1} \left( \frac{1}{4} \right)$$

(22)

To get the optimal number of iterations, we must set a threshold on the success probability. Then using Eqs. (10), (12) and (13) we find the values of $p$ and $k_p$ numerically. Table I shows the values.

| $\delta$ | $p$ | $k_p$ |
|---------|-----|-------|
| 0.95    | 0   | 3     |
| 0.99    | 1   | 9     |
| 0.999   | 2   | 15    |

TABLE I. The value of $p$ and $k_p$ for a given success threshold $\delta$ for $\text{GSA}(16, 1)$.

Now, for this example, let the target state be $|1101\rangle$ (the choice of target state is irrelevant). The oracle function for this case is constructed using the scheme shown in figure 4. The circuit for a 4-qubit Grover’s diffusion operator is a 4-qubit version of the circuit in figure 3. The results of the algorithm are shown in figure 4. For $p = 0, 1, 2$ the corresponding success probabilities are above the thresholds in table I. Note the the success probability does not necessarily increase with increasing value of $p$ as is evident from the outputs of the circuits with $p = 3, 4$. Therefore, choosing an arbitrary high number of iterations is not a good strategy. This makes the scheme for choosing optimal number of iterations, presented here, crucial for sufficient amplification of the target state(s).

2. 7-qubits 1 target

To demonstrate the efficacy of the scheme presented here, for implementation of Grover’s algorithm with higher number of qubits, a 7-qubit version with single target search is shown here, i.e., $\text{GSA}(128, 1)$. The value of $\theta$ for this search is

$$\theta = \sin^{-1} \sqrt{\frac{1}{128}}.$$ 

(23)

The thresholds of success probability and the corresponding values of $p$ and $k_p$ are shown in table II, and the output of the circuit is shown in figure 5.
FIG. 4. Result of Grover’s search algorithm for GSA(16, 1) for different values of \( p \). Here “Target” refers to the target state, and “Others” refer to all the non-target states (the probabilities of all the non-target states combined).

FIG. 5. Result of Grover’s search algorithm for GSA(128, 1) for different values of \( p \). Here “Target” refers to the target state, and “Others” refer to all the non-target states (the probabilities of all the non-target states combined).

TABLE II. The value of \( p \) and \( k_p \) for a given success threshold \( \delta \) for GSA(128, 1).

| \( \delta \) | \( p \) | \( k_p \) |
|---|---|---|
| 0.95 | 0 | 8 |
| 0.99 | 0 | 8 |
| 0.999 | 1 | 26 |

FIG. 6. Result of Grover’s search algorithm for GSA(16, 9) for different values of \( p \). Here “Target” refers to the probabilities of all the target states combined, and “Others” refer to all the non-target states (the probabilities of all the non-target states combined).

B. Multiple targets

1. 4-qubits 9 targets

In this example, we consider a database of size \( N = 2^4 = 16 \) and \( M = 9 \) targets, i.e., GSA(16, 9). The choice of targets is irrelevant. Using Eq. (5),

\[
\theta = \sin^{-1}\left(\frac{3}{4}\right).
\]  

(24)

Now, using Eqs. (10) and (12) we calculate the values of \( p \) and \( k_p \) for different thresholds for success probability, which is shown in table III.

| \( \delta \) | \( p \) | \( k_p \) |
|---|---|---|
| 0.95 | 2 | 4 |
| 0.99 | 3 | 6 |
| 0.999 | 3 | 6 |

TABLE III. The value of \( p \) and \( k_p \) for a given success threshold \( \delta \) for GSA(16, 9).

The output of the circuits are shown in figure 6. The success probabilities for \( p = 2, 3 \) are above the thresholds in table III. Moreover, it is evident that when \( p = 0 \), the success probability is just 56.3% which makes detection of targets almost as likely as that of non-targets. This example highlights the fact that choosing \( p = 0 \) is not always good strategy, as discussed in §IV.
FIG. 7. Result of Grover’s search algorithm for GSA(16,8) for different values of $p$. As the number of target states is half the size of the database, the search algorithm fails to amplify the target states.

2. 4-qubits 8 targets

This example highlights the case of $M = N/2$ (as discussed in §IV) for which, Grover’s algorithm does not amplify the target states. The algorithm is executed for $p = 0, 1, 2$ and figure 7 shows that the success probability is 50% for all three values of $p$. Therefore, increasing the number of iterations does not help.

3. 7-qubits 60 targets

To further demonstrate higher dimensional Grover’s search algorithm, this example runs the circuit for GSA(128,60), with

$$\theta = \sin^{-1} \sqrt{\frac{60}{128}}.$$

Table IV. The value of $p$ and $k_p$ for a given success threshold $\delta$ for GSA(128,60).

| $\delta$ | $p$ | $k_p$ |
|----------|-----|-------|
| 0.95     | 4   | 9     |
| 0.99     | 5   | 11    |
| 0.999    | 54  | 113   |

Table IV shows the success probability thresholds and the corresponding values of $p$ and $k_p$, and figure 8 shows the outputs. Note that, for $\delta = 0.999$, $p = 54$ (113 iterations), which is a significant increase from $p = 5$ (11 iterations) for $\delta = 0.95$. Therefore, for many practical purposes, choosing $p = 5$ is beneficial as on a physical quantum computer, the longer circuit suffers more decoherence, which may have adverse effects on the success probability.

VI. CONCLUSION AND DISCUSSION

A quantum circuit for Grover’s search algorithm can be implemented for any number of qubits and any number of targets (irrespective of the choice of targets) by using the scheme presented in §III. However, choosing the optimal number of iterations of the combined operation $DU_\omega$ is critical to getting the desired success probability of search. Although the required number of iterations scale as $O(\sqrt{N})$ for large $N$, for finite size of database, the optimal number of iterations may not follow that trend, especially when there are multiple targets to be searched for. The scheme in §IV, solves the problem of determining the optimal number of iterations according to the threshold set on the success probability of the search algorithm. This scheme is crucial even for large $N$ if the number of search targets, i.e., $M$ is such that $\sqrt{M/N}$ is not small enough. In general, there is an upper-bound on the success probability that can be achieved in Grover’s search, depending on the values of $N$ and $M$. In particular, for $M = N/2$, Grover’s search algorithm does not amplify the target states at all.

An extension/modification of Grover’s algorithm can be explored. In a typical instance of Grover’s algorithm with multiple targets, the amplified detection probabilities of all the target states, at the output, are equal. A notable work on the application of Grover’s algorithm with non-uniform input distribution is [8]. It is interesting to see if the algorithm can be modified such that the target states are amplified but the output has a given
non-uniform probability distribution.

VII. ADDITIONAL MATERIAL

The examples presented above, are generated using the QASM simulator which is a part of IBM Qiskit. The python program used to assemble the circuits and execute them on the simulator, is available at https://github.com/simanraj1123/n-qubit-Grover-s-search-on-IBM-Qiskit
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