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Abstract—We present two novel federated learning (FL) schemes that mitigate the effect of straggling devices by introducing redundancy on the devices’ data across the network. Compared to other schemes in the literature, which deal with stragglers or device dropouts by ignoring their contribution, the proposed schemes do not suffer from the client drift problem. The first scheme, CodedPaddedFL, mitigates the effect of stragglers while retaining the privacy level of conventional FL. It combines one-time padding for user data with gradient codes to yield straggler resiliency. The second scheme, CodedSecAgg, provides straggler resiliency and robustness against model inversion attacks and is based on Shamir’s secret sharing. We apply CodedPaddedFL and CodedSecAgg to a classification problem. For a scenario with 120 devices, CodedPaddedFL achieves a speed-up factor of 18 for an accuracy of 95% on the MNIST dataset compared to conventional FL. Furthermore, it yields similar performance in terms of latency compared to a recently proposed scheme by Prakash et al. without the shortcoming of additional leakage of private data. CodedSecAgg outperforms the state-of-the-art secure aggregation scheme LightSecAgg by a speed-up factor of 6.6–18.7 for the MNIST dataset for an accuracy of 95%.
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I. INTRODUCTION

FEDERATED learning (FL) [3], [4], [5] is a distributed learning paradigm that trains an algorithm across multiple devices without exchanging the training data directly, thus limiting the privacy leakage and reducing the communication load. More precisely, FL enables multiple devices to collaboratively learn a global model under the coordination of a central server. At each epoch, the devices train a local model on their local data and send the locally-trained models to the central server. The central server aggregates the local models to update the global model, which is sent to the devices for the next epoch of the training. FL has been used in real-world applications, e.g., for medical data [6], text predictions on mobile devices [7], or by Apple to personalize Siri.

Training over many heterogeneous devices can be detrimental to the overall latency due to the effect of so-called stragglers, i.e., devices that take exceptionally long to finish their tasks due to random phenomena such as processes running in the background and memory access. Dropouts, which can be seen as an extreme case of straggling, may also occur. One of the most common ways to address the straggling/dropout problem in FL is to ignore the result of the slowest devices, such as in federated averaging [3]. However, while this approach has only a small impact on the training accuracy when the data is homogeneous across devices, ignoring updates from the slowest devices can lead to the client drift problem when the data is not identically distributed across devices [8], [9]—the global model will tend toward local solutions of the fastest devices, which impairs the overall accuracy of the scheme. In [9], [10], [11], [12], [13], and [14], asynchronous schemes have been proposed for straggler mitigation with non-identically distributed data in which the central server utilizes stale gradients from straggling devices. However, these schemes do not in general converge to the global optimum [9].

FL is also prone to model inversion attacks [15], [16], which allow the central server to infer information about the local datasets through the local gradients collected in each epoch. To prevent such attacks and preserve users’ data privacy, secure aggregation protocols have been proposed [17], [18], [19], [20], [21], [22], [23], [24], [25], [26], [27], [28], [29] in which the central server only obtains the sum of all the local model updates instead of the local updates directly. The schemes in [17], [18], [19], [20], [21], [22], [23], [24], [25], [26], [27], [28], [29]...
provide security against inversion attacks by hiding devices’ local models via masking. The masks have an additive structure so that they can be removed when aggregated at the central server. To provide resiliency against stragglers/dropouts, secret sharing of the random seeds that generate the masks between the devices is performed, so that the central server can cancel the masks belonging to dropped devices. Among these schemes, LightSecAgg [22] is one of the most efficient. The schemes [17], [18], [19], [20], [21], [22], [23], [24], [25], [26], [27] ignore the contribution of straggling and dropped devices. However, ignoring straggling (or dropped) devices makes these schemes sensitive to the client drift problem. The schemes in [28] and [29] are asynchronous straggler-resilient schemes that do not in general converge to the global optimum.

The straggler problem has been addressed in the neighboring area of distributed computing using tools from coding theory. The key idea is to introduce redundancy on the data via an erasure correcting code before distributing it to the servers so that the computations of a subset of the servers are sufficient to complete the global computation, i.e., the computations of straggling servers can be ignored without loss of information. Coded distributed computing has been proposed for matrix-vector and matrix-matrix multiplication [30], [31], [32], [33], [34], [35], [36], distributed gradient descent [37], and distributed optimization [38].

Coding for straggler mitigation has also been proposed for edge computing [39], [40], [41] and FL [42]. The scheme in [42] lets each device generate parity data on its local data and share it with the central server. This allows the central server to recover part of the information corresponding to the local gradients of the straggling devices without waiting for their result in every epoch. However, sharing parity data with the central server leaks information and hence the scheme provides a lower privacy level than conventional FL.

In this paper, borrowing tools from coded distributed computing and edge computing, we propose two novel FL schemes, referred to as CodedPaddedFL and CodedSecAgg, that provide resiliency against straggling devices (and hence dropouts) by introducing redundancy on the devices’ local data. Both schemes can be divided into two phases. In the first phase, the devices share an encoded version of their data with other devices. In the second phase, the devices and the central server iteratively and collaboratively train a global model. The proposed schemes achieve significantly lower training latency than state-of-the-art schemes.

Our main contributions are summarized as follows.

- We present CodedPaddedFL, an FL scheme that provides resiliency against straggling devices while retaining the same level of privacy as conventional FL. CodedPaddedFL combines one-time padding to yield privacy with gradient codes [37] to provide straggler resilience. Compared to the recent scheme in [42], which also exploits erasure correcting codes to yield straggler resiliency, the proposed scheme does not leak additional information.
- We present CodedSecAgg, a secure aggregation scheme that provides straggler resiliency by introducing redundancy on the devices’ local data via Shamir’s secret sharing. CodedSecAgg provides information-theoretic security against model inversion up to a given number of colluding malicious agents (including the central server). CodedPaddedFL and CodedSecAgg provide convergence to the true global optimum and hence do not suffer from the client drift phenomenon.

- For both schemes, we introduce a strategy for grouping the devices that significantly reduces the initial latency due to the sharing of the data as well as the decoding complexity at the central server at the expense of a slightly reduced straggler mitigation capability.
- Neither one-time padding nor secret sharing can be applied to real-valued data. To circumvent this problem, the proposed schemes are based on a fixed-point arithmetic representation of the real data and subsequently fixed-point arithmetic operations.

To the best of our knowledge, our work is the first to apply coding ideas to mitigate the effect of stragglers in FL without leaking additional information.

The proposed schemes are tailored to linear regression. However, they can also be applied to nonlinear problems via kernel embedding. We apply CodedPaddedFL and CodedSecAgg to a classification problem on the MNIST [47] and Fashion-MNIST [48] datasets. For a scenario with 120 devices, CodedPaddedFL achieves a speed-up factor of 18 on the MNIST dataset for an accuracy of 95% compared to conventional FL, while it shows similar performance in terms of latency compared to the scheme in [42] without leaking additional data. CodedSecAgg achieves a speed-up factor of 6.6 for 60 colluding agents and up to 18.7 for a single malicious agent compared to LightSecAgg for an accuracy of 95% on the MNIST dataset. Our numerical results include the impact of the decoding in the overall latency, which is often neglected in the literature (thus making comparisons unfair as the decoding complexity may have a significant impact on the global latency [33]).

II. PRELIMINARIES

A. Notation

We use uppercase and lowercase bold letters for matrices and vectors, respectively, italics for sets, and sans-serif letters for random variables, e.g., \( X, x, X', \) and \( X \) represent a matrix, a vector, a set, and a random variable, respectively. An exception to this rule is \( \epsilon \), which will denote a matrix. Vectors are represented as row vectors throughout the paper. For natural numbers \( c \) and \( d \), \( 1_{c \times d} \) denotes an all-one matrix of size \( c \times d \). The transpose of a matrix \( X \) is denoted as \( X^\top \). The support of a vector \( x \) is denoted by \( \text{supp}(x) \), while the gradient of a function \( f(X) \) with respect to \( X \) is denoted by \( \nabla_X f(X) \). Furthermore, we represent the Euclidean norm of a vector \( x \) by \( \|x\| \), while the Frobenius norm of a matrix \( X \) is denoted by \( \|X\|_F \). Given integers \( a, b \in \mathbb{Z}, a < b \),
we define $[a, b] \triangleq \{a, \ldots, b\}$, where $\mathbb{Z}$ is the set of integers, and $[a] \triangleq \{1, \ldots, a\}$ for a positive integer $a$. Additionally, we use $(a)_d$ as a shorthand notation for $a \mod b$. For a real number $e$, $[e]$ is the largest integer less than or equal to $e$ and $\lfloor e \rfloor$ is the smallest integer larger than or equal to $e$. The expectation of a random variable $\Lambda$ is denoted by $\mathbb{E}[\Lambda]$, and we write $\Lambda \sim \text{geo}(1 - p)$ to denote that $\Lambda$ follows a geometric distribution with failure probability $p$. $I(\cdot ; \cdot)$ denotes the mutual information and $H(\cdot | \cdot)$ the conditional entropy.

B. Fixed-Point Numbers

Fixed-point numbers are rational numbers with a fixed-length integer part and a fixed-length fractional part. A fixed-point number with length $\ell$ bits and resolution $f$ bits can be seen as an integer from $\mathbb{Z}(\ell) = [-2^{\ell-1}, 2^{\ell-1} - 1]$ scaled by $2^{-f}$. In particular, for fixed-point number $\hat{x}$ it holds that $\hat{x} = \bar{x} \cdot 2^{-f}$ for some $\bar{x} \in \mathbb{Z}(\ell)$. We define the set of all fixed-point numbers with length $\ell$ and resolution $f$ as $Q(\ell, f) \triangleq \{\bar{x} = \bar{x} \cdot 2^{-f}, \bar{x} \in \mathbb{Z}(\ell)\}$. The set $Q(\ell, f)$ is used to represent real numbers in the interval between $-2^{f-1}$ and $2^{f-1}$ with a finite amount of, i.e., $\ell$, bits.

C. Cyclic Gradient Codes

Gradient codes [37] are a class of codes that have been suggested for straggler mitigation in distributed learning and work as follows. A central server encodes partitions of training data via a gradient code. These coded partitions are assigned to servers which perform gradient computations on the assigned coded data. The central server is then able to decode the sum of the gradients of all partitions by contacting only a subset of the servers. In particular, a gradient code that can tolerate $\beta - 1$ stragglers in a scenario with $\gamma$ servers and $\gamma$ partitions encodes $\gamma$ partitions into $\gamma$ codewords, one for each server, such that a linear combination of any $\gamma - \beta + 1$ codewords yields the sum of all gradients of all partitions. We will refer to such a code as a $(\beta, \gamma)$-gradient code. A $(\beta, \gamma)$-gradient code over $Q(\ell, f)$ consists of an encoding matrix $B \in Q(\ell, f)^{\times \times \gamma}$ and a decoding matrix $A \in Q(\ell, f)^{\times \gamma}$, where $S$ is the number of straggling patterns the central server can decode. The encoding matrix $B$ has a cyclic structure and the support of each row is of size $\beta$, while the support of each row of the decoding matrix $A$ is of size $\gamma - \beta + 1$. The support of the $i$-th row of $B$ dictates which partitions are included in the codeword at server $i$, and the entries of the $i$-th row are the coefficients of the linear combination of the corresponding partitions at server $i$. Let $g_1, \ldots, g_\gamma$ be the gradients on partition $1, \ldots, \gamma$. Then, the gradient computed by server $i$ is given by the $i$-th row of $B (g_1, \ldots, g_\gamma)^\top$. The central server waits for the gradients of the $\gamma - \beta + 1$ fastest servers to decode. Let $A$ be the index set of these fastest servers. The central server picks the row of $A$ with support $A$ and applies the linear combination given by this row on the received gradients. In order for the central server to receive $\sum_i g_i$, the requirements on $A$ and $B$ are

$$AB = 1_{S \times \gamma}. \quad (1)$$

The construction of $A$ and $B$ can be found in [37, Alg. 1] and [37, Alg. 2], respectively.

D. Shamir’s Secret Sharing Scheme

Shamir’s secret sharing scheme (SSS) [49] over some field $\mathbb{F}$ with parameters $(n, k)$ encodes a secret $x \in \mathbb{F}$ into $n$ shares $s_1, \ldots, s_n$ such that the mutual information between $x$ and any set of less than $k$ shares is zero, while any set of $k$ or more shares contain sufficient information to reconstruct the secret $x$. More precisely, for any $I \subseteq \{s_1, \ldots, s_n\}$ with $|I| < k$ and any $J \subseteq \{s_1, \ldots, s_n\}$ with $|J| \geq k$, we have $I(x; I) = 0$ and $H(x | J) = 0$.

Shamir’s SSS achieves these two properties by encoding $x$ together with $k - 1$ independent and uniformly random samples $r_1, \ldots, r_{k-1}$ using a nonsystematic $(n, k)$ Reed-Solomon code. As a result, any subset of Reed-Solomon encoded symbols, i.e., shares, of size less than $k$ is independently and uniformly distributed. This means that these shares do not reveal any information about $x$, i.e., $I(x; I) = 0$. On the other hand, the maximum distance separable property of Reed-Solomon codes guarantees that any $k$ coded symbols are sufficient to recover the initial message, i.e., $H(x | J) = 0$, where $J$ denotes the set of the $k$ coded symbols.

III. System Model

In this paper, we consider a network of $n$ devices and a central server. Each device $i$ owns local data $D_i = \{(x_j^{(i)}, y_j^{(i)}) | j \in [n_i]\}$ consisting of $n_i$ points with feature vectors $x_j^{(i)}$ and labels $y_j^{(i)}$. The devices wish to collaboratively train a global linear model $\Theta$ with the help of the central server on everyone’s data, consisting of $m = \sum_i n_i$ points in total. The model $\Theta$ can be used to predict a label $y$ corresponding to a given feature vector $x$ as $y = x \Theta$. Our proposed schemes rely on one-time padding and secret sharing, both of which can not be applied on real-valued data. To circumvent this shortcoming we use a fixed-point representation of the data. In particular, we assume $x_j^{(i)} \in Q(d_{\ell, f})$ and $y_j^{(i)} \in Q(d_{\ell, f})$, where $d$ is the size of the feature space and $c$ the dimension of the label. Note that practical systems often operate in fixed-point representation, hence our schemes do not incur in a limiting assumption.

We represent the data in matrix form as

$$X^{(i)} = \begin{pmatrix} x_1^{(i)} \\ \vdots \\ x_{n_i}^{(i)} \end{pmatrix} \quad \text{and} \quad Y^{(i)} = \begin{pmatrix} y_1^{(i)} \\ \vdots \\ y_{n_i}^{(i)} \end{pmatrix}. \quad (2)$$

The devices try to infer the global model $\Theta$ using federated gradient descent, which we describe next.

A. Federated Gradient Descent

For convenience, we collect the whole data (consisting of $m$ data points) in matrices $X$ and $Y$ as

$$X = \begin{pmatrix} x_1 \\ \vdots \\ x_m \end{pmatrix} \quad \text{and} \quad Y = \begin{pmatrix} y_1 \\ \vdots \\ y_m \end{pmatrix}, \quad (3)$$

where $X$ is of size $m \times d$ and $Y$ of size $m \times c$. The global model $\Theta$ can be found as the solution of the following
minimization problem:
\[
    \Theta = \arg \min_{\Theta^t} f(\Theta^t),
\]
where \( f(\Theta) \) is the global loss function
\[
f(\Theta) \triangleq \frac{1}{2m} \sum_{i=1}^{m} ||x_i^t \Theta - y_i^t||^2 + \frac{\lambda}{2} \|\Theta\|^2_F,
\]
where \( \lambda \) is the regularization parameter. Let
\[
f_i(\Theta) = \frac{1}{2n_i} \sum_{j=1}^{n_i} \|x_j^i \Theta - y_j^i\|^2
\]
be the local loss function at device \( i \). We can then write the global loss function in (2) as
\[
f(\Theta) = \sum_{i=1}^{n} \frac{n_i}{m} f_i(\Theta) + \frac{\lambda}{2} \|\Theta\|^2_F.
\]
In federated gradient descent, the model \( \Theta \) is trained iteratively over multiple epochs on the local data at each device. At each epoch, the devices compute the gradient on the local loss function of the current model and send it to the central server. The central server then aggregates the local gradients to obtain a global gradient which is used to update the model. More precisely, during the \( e \)-th epoch, device \( i \) computes the gradient
\[
G_i^{(e)} = n_i \nabla_{\Theta} f_i(\Theta^{(e)}) = X^{(i)}^T X^{(i)} \Theta^{(e)} - X^{(i)}^T Y^{(i)} ,
\]
where \( \Theta^{(e)} \) denotes the current model estimate. Upon reception of the gradients, the central server aggregates them as \( G^{(e)} = \sum_i G_i^{(e)} \) to update the model according to
\[
\nabla_{\Theta} f(\Theta^{(e)}) = \frac{1}{m} G^{(e)} + \lambda \Theta^{(e)} ,
\]
\[
\Theta^{(e+1)} = \Theta^{(e)} - \mu \nabla_{\Theta} f(\Theta^{(e)}),
\]
where \( \mu \) is the learning rate. The updated model \( \Theta^{(e+1)} \) is then sent back to the devices, and (3) to (5) are iterated \( E \) times until convergence, i.e., until \( \Theta^{(E+1)} \approx \Theta^{(E)} \).

B. Computation and Communication Latency

We model the computation times of the devices as random variables with a shifted exponential distribution, as is common in the literature [40]. This means that the computation times comprise a deterministic time corresponding to the time a device takes to finish a computation in its processing unit and a random setup time due to unforeseen delays such as memory access and other tasks running in the background. Let \( T_{i}^{\text{comp}} \) be the time it takes device \( i \) to perform \( \rho_i \) multiply and accumulate (MAC) operations. We then have
\[
T_{i}^{\text{comp}} = \frac{\rho_i}{\tau_i} + \Lambda_i,
\]
with \( \tau_i \) being the deterministic number of MAC operations device \( i \) performs per second and \( \Lambda_i \) the random exponentially distributed setup time with \( \mathbb{E}[\Lambda_i] = 1/\eta_i \).

The devices communicate with the central server through a secured, i.e., authenticated and encrypted, wireless link. This communication link is unreliable and may fail. In case a packet is lost, the sender retransmits until a successful transmission occurs. Let \( N_{i}^{u} \sim \text{geo}(1 - p_i) \) and \( N_{i}^{d} \sim \text{geo}(1 - p_i) \) be the number of tries until device \( i \) successfully uploads and downloads a packet to or from the central server, and let \( \gamma^u \) and \( \gamma^d \) be the transmission rates in the upload and download. Then, the time it takes device \( i \) to upload or download \( b \) bits is
\[
T_{i}^{u} = \frac{N_{i}^{u} b}{\gamma^u} \quad \text{and} \quad T_{i}^{d} = \frac{N_{i}^{d} b}{\gamma^d},
\]
respectively. Furthermore, we assume that the devices feature full-duplex transmission capabilities, as per the LTE Cat 1 standard for Internet of Things (IoT) devices, and have access to orthogonal channels to the central server. This means that devices can simultaneously transmit and receive messages to and from the central server without interference from the other devices.2

Last but not least, all device-to-device (D2D) communication is authenticated and encrypted and is routed through the central server. This enables efficient D2D communication, because the routing through the central server guarantees that any two devices in the network can communicate with each other even when they are spatially separated, and the authentication and encryption prohibit man-in-the-middle attacks and eavesdropping.

C. Threat Model and Goal

We assume a scenario where the central server and the devices are honest-but-curious. The goal of CodedPaddedFL is to provide straggler resiliency while achieving the same level of privacy as conventional FL, i.e., the central server does not gain additional information compared to conventional FL, and (colluding) devices do not gain any information on the data shared by other devices. For the secure aggregation scheme, CodedSecAgg, we assume that up to \( z \) agents (including the central server) may collude to infer information about the local datasets of other devices. The goal is to ensure device data privacy against the \( z \) colluding agents while providing straggler mitigation. Privacy in this setting means that malicious devices do not gain any information about the local datasets of other devices and that the central server only learns the aggregate of all local gradients to prevent a model inversion attack.

IV. PRIVACY-PRESERVING OPERATIONS ON FIXED-POINT NUMBERS

CodedPaddedFL, introduced in the next section, is based on one-time padding to provide data privacy, while CodedSecAgg, introduced in Section VI, is based on Shamir’s SSS. As mentioned before, neither one-time padding nor secret sharing can be applied over real-valued data. Hence, we resort to using a fixed-point representation of the data. In this section, we explain how to perform elementary operations on fixed-point numbers.

2The proposed schemes apply directly to the half-duplex case as well. However, the full-duplex assumption allows to reduce the latency and simplifies its analysis.
Using fixed-point representation of data for privacy-preserving computations was first introduced in [50] in the context of multi-party computation. The idea is to use the integer \( \bar{x} \) to represent the fixed-point number \( x = \bar{x} \cdot 2^{-f} \). To this end, the integer \( \bar{x} \) is mapped into a finite field and can then be secretely shared with other devices to perform secure operations such as addition, multiplication, and division with other secretly shared values. In CodedPaddedFL and CodedSecAgg we will use a similar approach. However, we only need to multiply a known number with a padded number and not two padded numbers with each other, which significantly simplifies the operations.

Consider the fixed-point datatype \( Q(\ell,f) \) (see Section II-B). Secure addition on \( Q(\ell,f) \) can be performed via simple integer addition with an additional modulo operation. Let \( (\_ \_ \_ )_{2}(\l,d) \) be the map from the integers onto the set \( \mathbb{Z}_{2}(\l,d) \) given by the modulo operation. Furthermore, let \( \bar{a}, \bar{b} \in \mathbb{Z}(\ell,f) \), with \( \bar{a} = a2^{-f} \) and \( \bar{b} = b2^{-f} \). For \( \bar{c} = \bar{a} + \bar{b} \), with \( \bar{c} = c2^{-f} \), we have \( \bar{c} = (\bar{a} + \bar{b})_{2}(\l,d) \).

Multiplication on \( Q(\ell,f) \) is performed via integer multiplication with scaling over the reals in order to retain the precision of the datatype and an additional modulo operation. For \( d = \bar{a} \cdot \bar{b} \), with \( \bar{d} = d2^{-f} \), we have \( \bar{d} = (\frac{(\bar{a} \cdot \bar{b} \cdot 2^{-f})_{2}(\l,d) \cdot \bar{x}}{2}) \).

**Proposition 1:** [Perfect privacy] Consider a secret \( \bar{x} \in \mathbb{Z}(\ell,f) \) and a one-time pad \( \bar{r} \in \mathbb{Z}(\ell,f) \) that is picked uniformly at random. Then, \( \bar{x} + \bar{r} \) is uniformly distributed in \( \mathbb{Z}(\ell,f) \), i.e., \( \bar{x} + \bar{r} \) does not reveal any information about \( \bar{x} \).

**Proposition 2:** [Retrieval] Consider a public fixed-point number \( \bar{c} \in \mathbb{Z}(\ell,f) \), a secret \( \bar{x} \in \mathbb{Z}(\ell,f) \), and a one-time pad \( \bar{r} \in \mathbb{Z}(\ell,f) \) that is picked uniformly at random. Suppose we have the weighted sum \( \bar{c}(\bar{x} + \bar{r}) \) and the one-time pad. Then, we can retrieve \( \bar{c} \bar{x} = \bar{c}(\bar{x} + \bar{r}) - \bar{c} \bar{r} + O(2^{-f}) \).

The above proposition tells us that, given \( \bar{c}, \bar{c}(\bar{x} + \bar{r}) \), and \( \bar{r} \), it is possible to obtain an approximation of \( \bar{c} \bar{x} \). Moreover, if we choose a sufficiently large \( f \), then we can retrieve \( \bar{c} \bar{x} \) with negligible error.

**V. CODED FEDERATED LEARNING**

In this section, we introduce our first proposed scheme, named CodedPaddedFL. To yield straggler mitigation, CodedPaddedFL is based on the use of gradient codes (see Section II-C). More precisely, each device computes the gradient on a linear combination of the data of a subset of the devices. In contrast to distributed computing, however, where a user willing to perform a computation has all the data available, in an FL scenario the data is inherently distributed across devices and hence gradient codes cannot be applied directly. Thus, to enable the use of gradient codes, we first need to share data between devices. To preserve data privacy, in CodedPaddedFL, our scheme one-time pads the data prior to sharing it.

CodedPaddedFL comprises two phases. In the first phase, devices share data to enable the use of gradient codes. In the second phase, coded gradient descent is applied on the padded data.\(^3\) In the following, we describe both phases.

**A. Phase 1: Data Sharing**

In the first phase of CodedPaddedFL, the devices share a one-time padded version of their data with other devices. We explain next how the devices pad their data.

Each device \( i \) generates a pair of uniformly random one-time pads \( \bar{R}_{i}^{G} \in \mathbb{Z}^{d 	imes c}_{\ell}(\l) \) and \( \bar{R}_{i}^{X} \in \mathbb{Z}^{d 	imes d}_{\ell}(\l) \), with \( \bar{R}_{i}^{X} = \bar{R}_{i}^{X} \). Then, device \( i \) sends these one-time pads to the central server. Furthermore, using the one-time pads and its data, device \( i \) computes

\[
\Psi_{i} = G_{i}^{(1)} + R_{i}^{G}, \quad \Phi_{i} = X^{(i)\top}X^{(i)} + R_{i}^{X},
\]

where \( G_{i}^{(1)} \) is the gradient of device \( i \) in the first epoch (see (3)). Matrices \( \Psi_{i} \) and \( \Phi_{i} \) are one-time padded versions of the first gradient and the transformed data. As a result, the mutual information between them and the data at device \( i \) is zero. The reason for padding the gradient of the first epoch in (6) and the transformation of the dataset in (7) will become clear in Section V-B.

Devices then share the padded matrices \( \Psi_{i} \) and \( \Phi_{i} \) with \( \alpha - 1 \) other devices to introduce redundancy in the network and enable coded gradient descent in the second phase. Particularly, as described in Section V-B, each device computes the gradient on a linear combination of a subset of \( \{\Psi_{1}, \ldots, \Psi_{n}\} \) and \( \{\Phi_{1}, \ldots, \Phi_{n}\} \), where the linear combination is determined by an \((\alpha, n)\) gradient code. Let \( A \) and \( B \) be the decoding matrix and the encoding matrix of the gradient code, respectively. Each row and column of \( B \) has exactly \( \alpha \) nonzero elements. The support of row \( i \) determines the subset of \( \{\Psi_{1}, \ldots, \Psi_{n}\} \) and \( \{\Phi_{1}, \ldots, \Phi_{n}\} \) on which device \( i \) will compute the gradient. Correspondingly, the support of column \( j \) dictates the subset of devices with which device \( j \) has to share its padded data \( \Psi_{j} \) and \( \Phi_{j} \). The cyclic structure of \( B \) guarantees that each device will utilize its own data, which is why each device shares its data with only \( \alpha - 1 \) other devices while we have \( \alpha \) nonzero elements in each column.

The sharing of data between devices is specified by an \( \alpha \times n \) assignment matrix \( \Omega \) whose \( i \)-th column corresponds to the support of the \( i \)-th row of matrix \( B \). Matrix \( \Omega \) is given by

\[
\Omega = \begin{pmatrix}
1 & 2 & \cdots & n \\
2 & 3 & \cdots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
(\alpha - 1)n + 1 & (\alpha)n + 1 & \cdots & (\alpha - 2)n + 1
\end{pmatrix}.
\]

The entry at row \( i \) and column \( j \) of \( \Omega \), \( \omega_{ij} \), identifies a device sharing its padded data with device \( j \), e.g., \( \omega_{i,a} = b \) means that device \( b \) shares its data with device \( a \).

**Example 1:** Consider \( n = 3 \) devices and \( \alpha = 2 \). We have the transmission matrix \( \Omega = \begin{pmatrix} 1 & 2 & 3 \\ 2 & 3 & 1 \end{pmatrix} \), where, for instance, \( \omega_{21} = 2 \) denotes that device 2 shares its padded gradient and data, \( \Psi_{2} \) and \( \Phi_{2} \), with device 1. The first row says that each

\( ^{3}\)We remark that our proposed scheme deviates slightly from standard federated gradient descent as described in Section III-A by trading off a pre-computation of the data for more efficient computations at each epoch, as explained in Section V-B.
device should share its data with itself, making communication superfluous, whereas the second row says that devices 2, 3, and 1 should share their padded gradients and data with devices 1, 2, and 3, respectively.

After the sharing of the padded data, the devices locally encode the local data and the received data using the gradient code. Let \{b_{i,j}\} be the entries of the encoding matrix B. Device i then computes

\[
C_i = \left( b_{i,\omega_1}, \ldots, b_{i,\omega_n} \right) \left( \Psi_{\omega_1}^T, \ldots, \Psi_{\omega_n}^T \right)^T, \quad (8)
\]

\[
 \tilde{C}_i = \left( b_{i,\omega_1}, \ldots, b_{i,\omega_n} \right) \left( \Phi_{\omega_1}^T, \ldots, \Phi_{\omega_n}^T \right)^T, \quad (9)
\]

where (8) corresponds to the encoding, via the gradient code, of the padded gradient of device i at epoch 1 and the padded gradients (at epoch 1) received from the \(\alpha - 1\) other devices, and (9) corresponds to the encoding of the padded data of device i as well as the padded data received from the other devices. This concludes the sharing phase of CodedPaddedFL.

B. Phase 2: Coded Gradient Descent

In the second phase of CodedPaddedFL, the devices and the central server collaboratively and iteratively train the global model \(\Theta\). As the training is an iterative process, the model changes in each epoch. Let \(\Theta^{(e)}\) be the model at epoch \(e\). We can write \(\Theta^{(e)}\) as

\[
\Theta^{(e)} = \Theta^{(1)} + \epsilon^{(e)}, \quad (10)
\]

where \(\epsilon^{(e)}\) is an update matrix and \(\Theta^{(1)}\) is the initial model estimate in the first epoch. In contrast to the standard approach in gradient descent, where the central server sends \(\Theta^{(e)}\) to the devices in every epoch, we will use the update matrix \(\epsilon^{(e)}\) instead.

When device i receives \(\epsilon^{(e)}\), it computes the gradient \(\tilde{G}^{(e)}_i\) on the encoded data \(C_i\) and \(\tilde{C}_i\). More precisely, in epoch \(e\), device i computes

\[
\tilde{G}^{(e)}_i = C_i + \tilde{C}_i \epsilon^{(e)}
\]

\[
= \sum_{j=1}^{\alpha} b_{i,\omega_j} \left( G^{(1)}_{\omega_j} + R^G_{\omega_j} \right) + \sum_{j=1}^{\alpha} b_{i,\omega_j} \left( X^{(\omega_j)} + X^X_{\omega_j} \right) \epsilon^{(e)}
\]

\[
= \sum_{j=1}^{\alpha} b_{i,\omega_j} \left( G^{(1)}_{\omega_j} + X^{(\omega_j)} \right) + \sum_{j=1}^{\alpha} b_{i,\omega_j} \left( R^G_{\omega_j} + X^X_{\omega_j} \right) \epsilon^{(e)}
\]

\[
= \sum_{j=1}^{\alpha} b_{i,\omega_j} \left( G^{(1)}_{\omega_j} + X^{(\omega_j)} \epsilon^{(e)} + R^G_{\omega_j} \right),
\]

where (a) follows (8) and (9) together with (6) and (7), (b) is a reordering, and (c) follows (3) and (10). Subsequently, device i sends the gradient \(\tilde{G}^{(e)}_i\) to the central server. The central server waits for the gradients from the \(n - \alpha + 1\) fastest devices before it starts the decoding process, i.e., the central server ignores the results from the \(\alpha - 1\) slowest devices, which guarantees resiliency against up to \(\alpha - 1\) stragglers. The decoding is based on the decoding matrix \(A\). Let \(\mathcal{A} \subseteq [n]\), with \(|\mathcal{A}| = n - \alpha + 1\), be the set of the \(n - \alpha + 1\) fastest devices. The central server, knowing all one-time pads and \(\epsilon^{(e)}\), removes the pads from \(G^{(e)}_i\), \(\forall i \in \mathcal{A}\), and obtains \(P_i^{(e)} \triangleq \sum_{j=1}^{\alpha} b_{i,\omega_j} G^{(e)}_{\omega_j}\).

The next step is standard gradient code decoding. Let \(a_s = (a_{s,1}, \ldots, a_{s,n})\) be row \(s\) from \(\mathcal{A}\) such that \(\text{supp}(a_s) = \mathcal{A}\), i.e., row \(s\) is used to decode the straggling pattern \([n]\)\(\setminus\mathcal{A}\). Then,

\[
\sum_{i \in \mathcal{A}} a_{s,i} P_i^{(e)} = G^{(e)} \triangleq m(\nabla f(\Theta^{(e)}) - \lambda \Theta^{(e)}),
\]

where (a) follows the property of gradient codes in (1) and (b) follows (4). Lastly, \(\Theta^{(e+1)}\) is obtained according to (5) for the next epoch.

The proposed CodedPaddedFL is schematized in Fig. 1. It is easy to see that our scheme achieves the global optimum.

Proposition 3: The proposed CodedPaddedFL with parameters \((\alpha, n)\) is resilient to \(\alpha - 1\) stragglers, and achieves the global optimum, i.e., the optimal model obtained through gradient descent computed over the devices’ datasets for linear regression.

Proof: From (12), we see that during each epoch, \(e\), the central server obtains

\[
\nabla f(\Theta^{(e)}) = \frac{1}{m} G^{(e)} + \lambda \Theta^{(e)}
\]

\[
= \frac{1}{m} X^T (X \Theta^{(e)} - Y) + \lambda \Theta^{(e)}
\]

using the coded data obtained from the \(n - \alpha + 1\) fastest devices. It further obtains an updated linear model using (5), which is exactly the update rule for gradient descent.

C. Communication Latency of the Data Sharing Phase

As mentioned in Section III-B, we assume that devices are equipped with full-duplex technology and that simultaneous transmission between the \(n\) devices and the central server via orthogonal channels is possible. Thus, the sharing of data between devices according to \(\Omega\) requires \(\alpha - 1\) successive transmissions consisting of upload and download. In particular, the first row of \(\Omega\) encompasses no transmission as each device already has access to its own data. For the other rows of \(\Omega\), the communication corresponding to the data sharing specified by any given row can be performed simultaneously, as the devices can communicate in full-duplex with the central server, and each device has a dedicated channel without interference from the other devices. As a result, all data sharing as defined by \(\Omega\) is completed after \(\alpha - 1\) successive uploads and downloads. Considering Example 1, we can see that \(\alpha - 1 = 1\) transmission is enough.

Remark 1: Note that because both \(X^{(i)^T} X\) and \(R^G\) are symmetric, \(\Phi_i\) is symmetric as well. As a result, device \(i\) only has to transmit the upper half of \(\Phi_i\) to the other devices.

We assume the communication cost of transmitting the one-time pads \(R^G\) and \(R^X\) to the central server to be negligible as in practice the pads will be generated using a pseudorandom number generator such that it is sufficient to send the much smaller seed of the pseudorandom number generator instead of the whole one-time pads.
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|-----|-----|-----|
| Ψ_1, Ψ_2, Ψ_3 | Φ_1, Φ_2, Φ_3 | Φ_4, Φ_5 |

D. Complexity

We analyze the complexity of the two phases of CodedPaddedFL.

In the sharing phase, when α > 1, device i has to upload Φ_i and Ψ_i to the central server and download α − 1 different Φ_j and Ψ_j from other devices as given by the encoding matrix B. As a result, the sharing comprises uploading d (d+1 + c) and downloading (α − 1) d (d+1 + c) elements from Q_{i,f}. The encoding encompasses linearly combining α matrices two times (both Φ_i and Ψ_i). Therefore, each device has to perform (α − 1) d (d+1 + c) MAC operations. In the case of α = 1, no sharing of data and encoding take place.

In the learning phase, devices have to compute a matrix multiplication with a subsequent matrix addition. This requires d^2 c MAC operations. Subsequently, the devices transmit their model updates, consisting of dc elements from Q_{i,f}.

Remark 2: During the learning phase, the complexity of CodedPaddedFL is equivalent to the complexity of conventional FL at the devices. The computations in (12) are as complex as in (3) given a pre-computation of X^{(i)^T}X^{(i)} and X^{(i)^T}Y^{(i)} and the model updates have the same dimensions.

At each epoch, the central server has to decode the gradient code. Recall that A contains all the necessary information for decoding in the event of each straggling pattern the code is designed for. The central server simply has to pick the row of A with support equal to the indices of the nonstraggling devices and take a linear combination of the local results with coefficients from the given row of A. This linear combination entails (n − α + 1) dc MAC operations. In contrast, for conventional FL, the master has to sum up n local gradients, which entails ndc additions.

The sizes of the coded data C_i and the coded gradient C_i are equal to the sizes of X^{(i)^T}X^{(i)} and G^{(i)}_i, respectively. The encoding comprises just a linear combination of multiple X^{(i)^T}X^{(i)} and G^{(i)}_i, which in turn have the same size as each X^{(i)^T}X^{(i)} and G^{(i)}_i. Each incoming X^{(i)^T}X^{(i)} and G^{(i)}_i at the devices can directly be scaled and added to the existing intermediate results to avoid a buffering of multiple X^{(i)^T}X^{(i)} and G^{(i)}_i. Furthermore, when n_i > d, which is usually the case, X^{(i)^T}X^{(i)} requires less storage space than X^{(i)^T}X^{(i)}, and G^{(i)}_i requires less space than Y^{(i)}_i, which means that CodedPaddedFL might in fact require less storage space than conventional FL when training is performed directly on X^{(i)}.

E. Grouping

To yield privacy, our proposed scheme entails a relatively high communication cost in the sharing phase and a decoding cost at the central server, which grow with increasing values of α. As we show in Section VIII, values of α close to the maximum, i.e., n, yield the lowest overall latency, due to the strong straggler mitigation a high α facilitates. To reduce latency further, one should reduce α while retaining a high level of straggler mitigation. To achieve this, we partition the set of all devices into N smaller disjoint groups and locally apply CodedPaddedFL in each group. It is most efficient to distribute the devices among all N groups as equally as possible, as each group will experience the same latency. However, it is not necessary that N divides n.

The central server decodes the aggregated gradients from each group of devices first and obtains the global aggregate as the sum of the individual group aggregates.

Example 2: Assume that there are n = 25 devices and the central server waits for the 10 fastest devices to finish their computation. This would result in α = 16 as in CodedPaddedFL the central server has to wait for the n−α+1 fastest devices. By grouping the devices into N = 5 groups of n/N = 5 devices each, α = 4 would be sufficient as the central server has to wait for the n/N−α+1 = 5−4+1 = 2 fastest devices in each group, i.e., 10 devices in total.

Note that in the previous example the 2 fastest devices in each group are not necessarily among the 10 fastest devices globally. This means that the straggler mitigation capability of CodedPaddedFL with grouping may be lower than that of CodedPaddedFL with no grouping. As we will show numerically in Section VIII, the trade-off of slightly reduced straggler mitigation for much lower values of α—thereby much lower initial communication load and lower decoding complexity at the central server—can reduce the overall latency.

VI. CODED SECURE AGGREGATION

In this section, we present a coding scheme, referred to as CodedSecAgg, for mitigating the effect of stragglers in FL that increases the privacy level of traditional FL schemes and CodedPaddedFL by preventing the central server from launching a model inversion attack. The higher level of privacy compared to CodedPaddedFL is achieved at the expense of a higher training time.

As with CodedPaddedFL, CodedSecAgg can be divided into two phases. First, the devices use Shamir’s SSS (see Section II-D) with parameters (n, k) to share their local data with other devices in the network. This introduces redundancy of the data which can be leveraged for straggler mitigation. At the same time, Shamir’s SSS guarantees that any subset of less
than $k$ devices does not learn anything about the local datasets of other devices. In the second phase, the devices perform gradient descent on the SSS encoded data and send their results to the central server. The central server can decode the received results from any $k$ devices to obtain the aggregated gradient, thereby providing resiliency against up to $n - k$ stragglers. At the same time, the central server does not gain access to any local gradient and a model inversion attack is prevented.

A. Phase 1: Data Sharing

The devices use Shamir’s SSS with parameters $(n, k)$ to encode both $G^{(1)}$ and $X(i)^{\top}X(i)$ into $n$ shares. Let $\{R_{i,1}^G, \ldots, R_{i,k-1}^G\}$ and $\{R_{i,1}^{X}, \ldots, R_{i,k-1}^{X}\}$ be two sets of $k - 1$ independent and uniformly distributed matrices. Device $i$ encodes $G^{(1)}$ together with $\{R_{i,1}^G, \ldots, R_{i,k-1}^G\}$ into $n$ shares $\{\Phi^{(1)}_i, \ldots, \Phi^{(n)}_i\}$ and $X(i)^{\top}X(i)$ together with $\{R_{i,1}^{X}, \ldots, R_{i,k-1}^{X}\}$ into $n$ shares $\{\Psi^{(1)}_i, \ldots, \Psi^{(n)}_i\}$ using a nonsystematic $(n, k)$ Reed-Solomon code. Subsequently, each device sends one share of each encoding to each of the other $n - 1$ devices. More precisely, device $i$ sends $\Phi^{(j)}_i$ and $\Psi^{(j)}_i$ to device $j$.

Once the data sharing is completed, device $i$ has $\{\Phi^{(1)}_i, \ldots, \Phi^{(n)}_i\}$ and $\{\Psi^{(1)}_i, \ldots, \Psi^{(n)}_i\}$. Device $i$ then computes $\Phi^{(i)} = \sum_{j=1}^n \Phi^{(j)}$ and $\Psi^{(i)} = \sum_{j=1}^n \Psi^{(j)}$. It is easy to see that $\{\Phi^{(1)}_i, \ldots, \Phi^{(n)}_i\}$ and $\{\Psi^{(1)}_i, \ldots, \Psi^{(n)}_i\}$ correspond to applying Shamir’s SSS with parameters $(n, k)$ to $\{G^{(1)}_i, \sum_{j=1}^{n} R_{i,j}^G, \ldots, \sum_{j=1}^{n} R_{i,k-1}^G\}$ and $\{X(i)(i)^{\top}X(i), \sum_{j=1}^{n} R_{i,j}^{X}, \ldots, \sum_{j=1}^{n} R_{i,k-1}^{X}\}$. Hence, due to the linearity of Shamir’s SSS, the devices now obtained successfully a secret share of $G^{(1)}$ and $X^{\top}X$, the first aggregated global gradient and the global dataset. This concludes the first phase.

B. Phase 2: Securely Aggregated Gradient Descent

The second phase is an iterative learning phase, in which the devices continue to exploit the linearity of Shamir’s SSS by computing the gradient updates on their shares $\Phi^{(i)}$ and $\Psi^{(i)}$. They thereby obtain a share of the new gradient in each epoch. More precisely, in each epoch $\epsilon$, the devices compute $G^{(\epsilon)}_j = \Phi^{(i)} + \Phi^{(i)} \epsilon^{(\epsilon)}$. In epoch $\epsilon$, the $k$ fastest devices to finish their computation send their computed update $G^{(\epsilon)}_j$ to the central server, which can decode the SSS to obtain the aggregated gradient $G^{(\epsilon)}$ for that epoch. At the same time, the aggregated gradient is the only information the central server—and any set of less than $k$ colluding devices—obtains. In the first phase, the local datasets are protected by the SSS from any inference, and in the second phase, only shares of the aggregated gradients are collected, which do not leak any information that the central server was not supposed to learn—the central server is supposed to learn the aggregated gradient in each epoch and there is no additional information the central server learns. We illustrate CodedSecAgg in Fig. 2.

Remark 3: In order to guarantee that the central server obtains the correct model update after decoding the SSS, the devices have to modify the multiplication of fixed-point numbers: in the SSS, we interpret the fixed-point numbers as integers from $\mathbb{Z}_q$. As described in Section IV, multiplying two fixed-point numbers involves an integer multiplication with subsequent scaling to retain the precision of the datatype. However, it is not guaranteed that the decoding algorithm of the SSS will yield the desired result when the devices apply scaling after the integer multiplication. Whenever a wrap-around happens, i.e., the result of an integer operation exceeds $2^\ell - 1$ or $-2^\ell - 1$, which is expected to happen during the encoding of the SSS, the subsequent scaling distorts the arithmetic of the SSS. To circumvent this phenomenon and guarantee correct decoding of the global aggregate, we postpone the scaling and apply it after the decoding of the SSS at the central server. To this end, the range of integers we can represent has to be increased in accordance with the number of fractional bits used, i.e., the devices have to perform integer operations in $\mathbb{Z}_{q+1}$, to guarantee that no overflows occur due to the postponed scaling. This entails an increase in computation and communication complexity of a factor $\frac{q+1}{q}$ compared to the case where no secret sharing is used. Furthermore, (13) involves the addition of the result of a multiplication and a standalone matrix $\Psi^{(i)}$. In order to perform a correct scaling after the decoding, we have to artificially multiply the standalone matrix $\Psi^{(i)}$ with the identity matrix. This can be done efficiently by multiplying $G^{(1)}_j$ with $2^\ell$ prior to encoding it into $\{\Psi^{(1)}_i, \ldots, \Psi^{(n)}_i\}$.

Reed-Solomon codes are defined over finite fields. Thus, the operations in CodedSecAgg need to be performed over a finite field. To this end, for a fixed-point representation using $\ell$ bits (see Section II-B), we consider a finite field of order $q > 2^{\ell+1}$, where $q$ is a prime number. The mapping between the integers corresponding to the $\ell$-bit fixed-point representation is done as follows: we map integers $0$ to $2^\ell - 1$ to the first $2^{\ell+1} - 1$ elements of the finite field and $-1 \mapsto q - 1$, $-2 \mapsto q - 2$, and so on.

By mapping the integers to finite field elements in this way, operations in the one domain directly translate to the other.
domain, i.e., additions and multiplications of two elements from the finite field directly relate to additions and multiplications of the corresponding integers. The map from finite field elements back to the integers is straightforward and is given by the inverse of the map given above. But, since $q > 2^{1+f}$, there are some finite field elements with no corresponding integer in $\mathbb{Z}_{(l+f)}$. However, we will only encounter these elements when the result of the performed operations exceeds $2^{1+f-1} - 1$ or $-2^{1+f-1}$, in which case we expect undesired behavior anyway. In other words, we have to choose $l$ large enough so that no overflows occur.

C. Complexity

The complexity analysis of CodedSecAgg is almost equivalent to that of CodedPaddedFL (see Section V-D). In particular, the complexity of CodedSecAgg’s learning phase at the devices is identical to that of CodedPaddedFL and conventional FL. We consider now the sharing phase. In the sharing phase, device $i$ has to upload its $2(n-1)$ shares $\{\psi_i^{(j)} | j \in [n], j \neq i\}$ and $\{\phi_i^{(j)} | j \in [n], j \neq i\}$ and download the $2(n-1)$ shares $\{\psi_j^{(i)} | j \in [n], j \neq i\}$ and $\{\phi_j^{(i)} | j \in [n], j \neq i\}$. Furthermore, each device has to add $n$ matrices twice. Therefore, each device uploads and downloads $(n-1) \times (\frac{q+1}{2}+c)$ elements from the finite field and performs $(n-1) \times d (\frac{q+1}{2}+c)$ additions (MAC operations) where one of the factors is set to 1).

At each epoch, the central server has to decode Shamir’s SSS. This is equivalent to decoding the underlying $(n,k)$ Reed-Solomon code. Because the central server has to only recover erasures and has to correct no errors, the coefficients for any straggling pattern can be pre-computed as was the case with the gradient code for CodedPaddedFL. Alternatively, the coefficients can be computed online via, e.g., polynomial interpolation. In any case, the central server has to compute a linear combination of $k$ gradients which comprises $k dc$ MAC operations.

As with CodedPaddedFL, the storage cost for CodedSecAgg is equal to the cost of storing $X^{(i)} \times X^{(i)}$ and $G^{(i)}$, which in turn require less space than $X^{(i)}$ and $Y^{(i)}$ when $n_i > d$.

D. Grouping for Coded Secure Aggregation

For the proposed CodedSecAgg, the communication cost entailed by the sharing phase and the decoding cost at the central server increase with the number of devices $n$. Similar to CodedPaddedFL, we can reduce these costs while preserving straggler mitigation and secure aggregation by grouping the devices into groups and applying CodedSecAgg in each group. However, applying directly the above-described CodedSecAgg locally in each group would leak information about the data of subsets of devices. In particular, the central server would learn the aggregated gradients in each group instead of only the global gradient. To circumvent this problem, we introduce a hierarchical structure on the groups. Specifically, only one group, referred to as the master group, sends updates to the central server directly. This group collects the model updates of the other groups and aggregates them before passing the global aggregate to the central server. To prevent a communication bottleneck at the master group, we avoid all devices sending updates directly to this group by dividing the communication into multiple hierarchical steps. At each step, we collect intermediate aggregates at fewer and fewer groups until all group updates are aggregated at the master group.

The proposed algorithm is as follows. We group devices into $N$ disjoint groups. Contrary to CodedPaddedFL, where the groups may be of different size, here we require equally-sized groups, i.e., $N$ divides $n$, as the inter-group communication requires each device in a group communicating with a unique device in another group and no two devices communicating with the same device. Furthermore, we require the number of devices in each group to be at least $k$. For notational purposes, we assign each group an identifier $j \in [N]$, and each device in a group is assigned an identifier $i \in [n/N]$ which is used to determine which shares each device receives from the other devices in its group in phase one of the algorithm. Let $G^{(j,i)}$ be the first gradient of device $i$ in group $j$ and $X^{(j,i)}$ its data. Similar to the above-described scheme, device $i$ in group $j$ applies Shamir’s $(n/N,k)$ SSS on $G^{(j,i)}$ and $X^{(j,i)} \times X^{(j,i)}$ to obtain $n/N$ shares $\{\psi^{(j,i)}_1, \ldots, \psi^{(j,i)}_n/N\}$ and $n/N$ shares $\{\phi^{(j,i)}_1, \ldots, \phi^{(j,i)}_n/N\}$, respectively. Device $i$ then computes $\psi^{(j,i)}_j = \sum_{i' \in [n/N]} \psi^{(i')}_i$ and $\phi^{(j,i)}_j = \sum_{i' \in [n/N]} \phi^{(i')}_i$.

Let $G^{(e)}_{j,i}$ be the model update of device $i$ in group $j$ at epoch $e$ equivalently to (13) and $G^{(e)}_{j,i}$ the aggregated gradient of group $j$ in epoch $e$. Similar to the above-described CodedSecAgg scheme, $\{G^{(e)}_{j,1}, \ldots, G^{(e)}_{j,n/N}\}$ is the result of applying Shamir’s $(n/N,k)$ SSS on $G^{(e)}_{j,i}$. In order to prevent the central server from learning $G^{(e)}_{j,i}$ for any $j$, the key idea is to compute $n/N$ shares of $G^{(e)}_{j,i} = \sum_{i' \in [n/N]} G^{(e)}_{j,i'}$ in the master group. Devices in the master group can then send their shares of $G^{(e)}_{j,i}$ to the central server, which can decode the SSS from any $k$ shares to obtain $G^{(e)}_{j,i}$. Note that we want to prevent the central server inferring any of the individual $G^{(e)}_{j,i}$. We can achieve this by letting device $i$ in the master group compute $\sum_{j} G^{(e)}_{j,i}$. As each $G^{(e)}_{j,i}$ is one out of $n/N$ shares of $G^{(e)}_{j,i}$, $\{\sum_{j} G^{(e)}_{j,1}, \ldots, \sum_{j} G^{(e)}_{j,n/N}\}$ is the result of applying Shamir’s SSS on $\sum_{j} G^{(e)}_{j,i} = G^{(e)}_{j,i}$. If the central server would aggregate $\sum_{j} G^{(e)}_{j,i}$, share $i$ of the global gradient $G^{(e)}$, it could infer information about the local gradients in each group $j$, thereby violating the privacy guarantee of secure aggregation.

The model updates $G^{(e)}_{j,i}$ are not sent directly to device $i$ in the master group, to avoid a communication bottleneck in the master group. In particular, we divide the communication round into multiple steps. Assume for simplicity, and without loss of generality, that the master group is group one. We proceed as follows. In the first step, each device $i$ in group $j \in \{j' \in [N] \mid j' \mod 2 = 0\}$ sends $G^{(e)}_{j,i}$ to device $i$ in group $j-1$, which adds its own share and the
received one, i.e., the devices in group \( j - 1 \) obtain a share of \( \tilde{G}_{j-1}^{(c)} + \tilde{G}_{j}^{(c)} \). In the second step, each device in group \( j \in \{j \in [N] \mid j' \mod 4 = 3 \} \) sends \( \tilde{G}_{j,i}^{(e)} + \tilde{G}_{j+1,i}^{(c)} \) to device \( i \) in group \( j - 2 \) which again aggregates the received shares and its own. Devices in group \( j - 2 \) now have obtained a share of \( \tilde{G}_{j-2}^{(e)} + \tilde{G}_{j-1}^{(c)} + \tilde{G}_{j}^{(e)} + \tilde{G}_{j+1}^{(c)} \). Generally, in step \( s \), each device \( i \) in group

\[
\min\{j + 2^{s-1} - 1, N\} \quad \tilde{G}_{j',i}^{(e)}
\]

sends to device \( i \) in group \( j - 2^{s-1} \). We continue this process until the devices in group one (the master group) have obtained shares of the global gradient \( \tilde{G}^{(c)} = \sum_{j} \tilde{G}_{j}^{(c)} \). In total, \( \log_2(N) \) steps are needed to reach this goal. If the devices in each group would directly send the results to the devices in the first group, the communication latency would be linear in \( N \) instead of logarithmic, as \( N - 1 \) results would have to be communicated to the devices in the first group sequentially.

We illustrate the inter-group communication with the following example.

**Example 3:** Consider a network with \( N = 8 \) groups as depicted in Fig. 3, where the groups are numbered 1 to 8 and represented by squares. In the first step, devices in group 2 send their shares of \( \tilde{G}_{2}^{(e)} \) to devices in group 1, devices in group 4 their shares of \( \tilde{G}_{4}^{(e)} \) to group 3, devices in group 6 their shares of \( \tilde{G}_{6}^{(e)} \) to group 5, and devices in group 8 their shares of \( \tilde{G}_{8}^{(e)} \) to group 7, which is illustrated by the solid lines. After the first step, each device in group 1 has access to a share of \( \tilde{G}_{1}^{(c)} + \tilde{G}_{2}^{(e)} \), devices in group 3 have shares of \( \tilde{G}_{3}^{(e)} + \tilde{G}_{4}^{(e)} \), and so forth. In the second step, devices from group 3 send their shares of \( \tilde{G}_{3}^{(c)} + \tilde{G}_{4}^{(e)} \) to devices in group 1 and devices from group 7 their shares of \( \tilde{G}_{7}^{(c)} + \tilde{G}_{8}^{(c)} \) to group 5. In the last step, the devices in group 5 send their shares of \( \tilde{G}_{5}^{(c)} + \tilde{G}_{6}^{(c)} + \tilde{G}_{7}^{(c)} + \tilde{G}_{8}^{(c)} \) to the devices in group 1 which now have a share of the global aggregate \( \tilde{G}^{(c)} \).

Notice that there is at most one solid incoming and outgoing edge at each node. This means that at any step devices receive at most one message and send at most one message to devices in another group. This way we avoid a congestion of the network and can collect the shares of the aggregates efficiently in group 1. Furthermore, although we picked \( N \) to be a power of 2, (14) and (15) hold for any \( N \) that divides \( n \).

At any step, each device has access to at most one share of any \( \tilde{G}_{j}^{(c)} \). Note that shares from different groups encode different gradients and can not be used together to extract any information. As a result, the privacy is not impaired by the grouping as we still need \( k \) colluding devices to decode any SSS, while the central server is only able to decode the global aggregate.

Both the grouping and the inter-group communication are detrimental to straggler mitigation compared to CodedSecAgg with only one group. However, as we show in the next section, the reduced decoding cost at the central server and the reduced communication cost in the first phase compensate for the reduced straggler mitigation.

**VII. COMPARISON OF CODEDPADDLED and CODEDSECAGG**

The core idea behind CodedPaddedFL and CodedSecAgg is to introduce redundancy on the devices’ datasets in FL without leaking additional information about the data to other devices. Subsequently, the redundancy can be leveraged at the central server to mitigate the straggler effect on the overall latency. However, the privacy goals of the two schemes are different. CodedPaddedFL retains the privacy level of conventional FL, meaning that i) no device gains information about other devices’ datasets beyond what can be obtained from the global gradient, and ii) the central server only learns the local gradients at each device. On the other hand, CodedSecAgg has a much higher privacy goal. In particular, any set of at most \( z \) agents, including the central server, cannot infer any information about the datasets and local gradients pertaining to devices outside of the set.

CodedPaddedFL introduces redundancy via gradient codes and uses one-time padding to retain the privacy. To use gradient codes, each device needs access to a \( \alpha \) \((1 \leq \alpha \leq n)\) datasets, which entails downloading \( \alpha - 1 \) other (one-time padded) datasets. In contrast, CodedSecAgg utilizes Shamir’s SSS, i.e., a combination of Reed-Solomon codes and padding, to introduce redundancy and retain the privacy. Here, each device needs to download \( n - 1 \) other datasets. This means that the additional privacy of the devices’ datasets is traded off with a potentially higher communication load in the sharing phase. Furthermore, the necessity to prevent the central server from learning any local gradient puts additional limitations on the grouping in CodedSecAgg. In CodedPaddedFL, the central server can simply apply the scheme in each group separately and aggregate the gradients from all groups directly whereas in CodedSecAgg we need an evolved protocol to
aggregate the gradients from different groups that involves multiple communication rounds.

In conclusion, when model inversion attacks are of no concern, e.g., when the central server is trusted, CodedPaddedFL is the most efficient scheme. However, when the central server shall be prevented from learning local gradients, CodedSecAgg provides this additional privacy at a slightly higher communication cost.

VIII. NUMERICAL RESULTS

We simulate an FL network in which devices want to collaboratively train on the MNIST [47] and Fashion-MNIST [48] datasets, i.e., we consider the application of the proposed schemes to a classification problem. To do so, we preprocess the datasets using kernel embedding via Python’s radial basis function sampler of the sklearn package (with the datasets using kernel embedding via Python’s radial basis schemes to a classification problem. To do so, we preprocess the datasets into training and test sets. Furthermore, the training set is sorted according to the labels to simulate non-identically distributed data before it is divided into \( n \) equally-sized batches which are assigned without repetition to the \( n \) devices. We use \( \ell = 48 \) bits to represent fixed-point numbers with a resolution of \( f = 24 \) bits in CodedPaddedFL and CodedSecAgg, whereas we use 32-bit floating point numbers to represent the data for the schemes we compare with, i.e., conventional FL, the scheme in [42], and LightSecAgg. For our proposed schemes, we assume that the computation of the first local gradient and \( X^{(i)\top}X^{(i)} \) happens offline because no interaction is required by the devices to compute those. We sample the setup times \( \Lambda_i \) at each epoch and assume that they have an expected value of 50% of the deterministic computation time. In particular, device \( i \) performing \( \rho_i \) MAC operations at each epoch yields \( \eta_i = \frac{2\tau_i}{\rho_i} \). For the communication between the central server and the devices, we assume they use the LTE Cat 1 standard for IoT applications, which means that the corresponding rates are \( \gamma^d = 10 \text{ Mbit/s} \) and \( \gamma^u = 5 \text{ Mbit/s} \). The probability of transmission failure is \( p_i = 0.1 \) and we add a 10% overhead to all transmissions. For the learning, we use a regularization parameter \( \Lambda = 9 \times 10^{-6} \) and an initial learning rate of \( \mu = 6.0 \), which is updated as \( \mu \leftarrow 0.8 \mu \) at epochs 200 and 350.

A. Coded Federated Learning

We first consider a network with \( n = 25 \) devices. We model the heterogeneity by varying the MAC rates \( \tau_i \) across devices. In particular, we have 10 devices with a MAC rate of \( 25 \cdot 10^6 \text{ MAC/s} \), 5 devices with \( 5 \cdot 10^6 \), and the last 5 with \( 1.25 \cdot 10^6 \), whereas the central server has a MAC rate of \( 8.24 \cdot 10^7 \text{ MAC/s} \). These MAC rates are chosen in accordance with the performance that can be expected from devices with chips from the Texas Instruments TI MSP430 family [52]. For the conventional FL training, we perform mini-batch gradient descent where we use a fifth of the data at each epoch. We chose the mini-batch size as a compromise between the extreme cases: a low mini-batch size does not allow for much parallelization whereas a large mini-batch size might be exceeding the parallelization capabilities of the devices and thereby slow the training down. Note that for CodedPaddedFL, we train on \( X^{(i)\top}X^{(i)} \) for which it does not give any benefits to train on mini-batches. Training on smaller batches can significantly speed up the gradient computation when the complexity depends on the dataset size as is the case for conventional FL. However, the pre-computation of \( X^{(i)\top}X^{(i)} \) renders the gradient computation independent of the dataset size in CodedPaddedFL. The simulation implementation code is available at [53].

In Fig. 4(a), we plot the accuracy over the training time on the MNIST dataset for the proposed CodedPaddedFL with no grouping, i.e., for \( N = 1 \), for different values of \( \alpha \in \{6, 16, 23, 25\} \), conventional FL, and the scheme in [42]. We trained all devices share their padded data with all other devices. By the initial offsets in the plot, we can see that the encoding and sharing, i.e., phase one, takes longer with increasing values of \( \alpha \). However, the higher straggler mitigation capabilities of high values of \( \alpha \) result in steep curves. Our numerical results show...
that the optimal value of $\alpha$ depends on the target accuracy. For the considered scenario, $\alpha = 23$ reaches an accuracy of 95% the fastest. Conventional FL has no initial sharing phase, so the training can start right away. However, the lack of straggler mitigation capabilities result in a slow increase of accuracy over time. For an accuracy of 95%, CodedPaddedFL yields a speed-up factor of 6.6 compared to conventional FL. For levels of accuracy below 90%, conventional FL performs best and there are also some $\alpha$, such as $\alpha = 6$, where the performance of CodedPaddedFL is never better than for conventional FL.

The scheme in [42] achieves speed-ups in training time by trading off the users’ data privacy. In short, in this scheme devices offload computations to the central server through the parity data to reduce their own epoch times. The more a device is expected to struggle, the more it offloads to the central server. To quantify how much data is offloaded, the authors introduce a parameter called redundancy which lies between 0 and 1. A low value of redundancy means little data is offloaded and thereby leaked, whereas a high value of redundancy means that the central server does almost all of the computations and results in a high information leakage. We consider two levels of redundancy for our comparison, 0.1 and 0.8. We can see that for a redundancy of 0.1 our scheme outperforms the scheme in [42] for significant levels of accuracy whereas CodedPaddedFL is only slightly slower for a redundancy of 0.8. Note, however, that a redundancy of 0.8 means that the devices offload almost all of the data to the central server, which not only leaks the data but also transforms the FL problem into a centralized learning problem.

In Fig. 4(b), we plot the accuracy over training time for the Fashion-MNIST dataset with no grouping, i.e., for $N = 1$. We observe a similar qualitative performance. In this case, $\alpha = 25$ is the value for which CodedPaddedFL achieves fastest an accuracy of 85%, yielding a speed-up factor of 9.2 compared to conventional FL. For a target accuracy between 80% and 85%, CodedPaddedFL with different $\alpha < 25$ performs best.

### B. Client Drift

In Figs. 5(a) and (b), we compare the performance of CodedPaddedFL with $N = 1$ (i.e., no grouping) for $\alpha = 23$ with that of conventional FL where the 5 or 10 slowest devices are dropped at each epoch for the MNIST and Fashion-MNIST datasets, respectively. For conventional FL, we plot the average performance and the worst-case performance. Dropping devices in a heterogeneous network with strongly non-identically distributed data can have a big impact on the accuracy. This is highlighted in the figures; while dropping devices causes a limited loss in accuracy on average, in some cases the loss is significant. For the MNIST dataset, in the worst simulated case, the accuracy reduces to 82.4% for 5 dropped devices and to 72.1% for 10 dropped devices (see Fig. 5(a)), underscoring the client drift phenomenon. For the Fashion-MNIST dataset, the accuracy reduces to 82.7% and 61.5% for 5 and 10 dropped devices, respectively (see Fig. 5(b)). The proposed CodedPaddedFL outperforms conventional FL in all cases; CodedPaddedFL has the benefit of dropping the slow devices in each epoch while not suffering from a loss in accuracy due to the redundancy of the data across the devices (see Proposition 3).

### C. Grouping

The advantages of grouping the devices when training on the MNIST dataset are demonstrated in Fig. 6. We now consider a network with $n = 120$ devices and draw their MAC rates uniformly at random from the set of available rates $(25, 5, 2.5, 1.25 \cdot 10^6 \text{ MAC/s})$. For a given target accuracy, we minimize the training time over all values of $\alpha$ and number of groups $N$ with the constraint that $N$ divides $n$ to limit the search space. For the baseline without grouping, we fix $N = 1$. As we can see, grouping significantly reduces the initial communication load of CodedPaddedFL. This is traded off with a shallower slope due to slightly longer average epoch times because of the reduced straggler mitigation capabilities when grouping devices. Nevertheless, the gains from the reduced time spent in phase one are too significant, and grouping the devices reduces...
the overall latency significantly for \( n = 120 \) devices. As a result, CodedPaddedFL with grouping achieves a speed-up factor of 18 compared to conventional FL for a target accuracy of 95\% in a network with \( n = 120 \) devices.

### D. Coded Secure Aggregation

In Fig. 7, we plot the training over time for our proposed CodedSecAgg and compare it with LightSecAgg for different number of colluding agents \( z \) when training on the MNIST dataset. We consider a network with \( n = 120 \) devices. As with CodedPaddedFL, our proposed scheme again distinguishes itself by the initial offset due to the sharing of data in phase one which quickly is made up for by a much reduced average epoch time due to the straggler mitigation in phase two. As a result, our proposed CodedSecAgg achieves a speed-up factor of 18.7 compared to LightSecAgg for a target accuracy of 95\% when providing security against a single malicious agent.

We notice that CodedSecAgg is more sensitive to an increase in the security level \( z \) whereas LightSecAgg is almost unaffected regardless whether one desires to be secure against a single malicious agent or 60 colluding agents. A reason why our proposed scheme is more affected lies in the grouping: we require \( k > z \), i.e., we require more than \( z \) devices in each group. As a result, a high value of \( z \) restricts the flexibility in grouping the devices. Nevertheless, even when we allow 60 agents to collude, i.e., half of the devices, our scheme achieves a speed-up factor of 6.6. Note that for \( z = 60 \), CodedSecAgg requires at least 61 devices per group. Given that there are only 120 devices in total and we require each group to have the same size, there is only one group of devices, i.e., no grouping, for \( z = 60 \).

We can also quantify the additional cost in terms of latency that secure aggregation imposes compared to CodedPaddedFL where the central server may learn the local models. For an accuracy of 95\% on the MNIST dataset, to prevent a model inversion attack CodedSecAgg incurs a moderate additional 34\% of latency compared to CodedPaddedFL.

In Fig. 8, we increase the number of devices in the network to \( n = 1000 \). Qualitatively little changes compared to the scenario in Fig. 7, which highlights the great scalability with the number of devices of our proposed scheme. However, we see a decrease in the additional relative latency due to secure aggregation. CodedSecAgg with a privacy level of \( z = 1 \) now needs only 15\% more latency compared to CodedPaddedFL. The higher cost of the sharing phase of CodedSecAgg compared to CodedPaddedFL becomes negligible in the long run. Due to the large number of devices, the straggler effect becomes more severe and the epoch times become longer. In comparison, the slightly longer sharing phase of CodedSecAgg is barely noticeable. Compared to LightSecAgg, CodedSecAgg achieves a speed-up factor of 10.4 for 600 colluding agents, whereas the speed-up factor increases to 38.9 for a single malicious agent in the network.

We observe similar performance of CodedSecAgg on the Fashion-MNIST dataset, both compared to LightSecAgg and CodedPaddedFL.
IX. CONCLUSION

We proposed two new federated learning schemes, referred to as CodedPaddedFL and CodedSecAgg, that mitigate the effect of stragglers. The proposed schemes borrow concepts from coded distributed computing to introduce redundancy across the network, which is leveraged during the iterative learning phase to provide straggler resiliency—the central server can update the global model based on the responses of a subset of the devices.

CodedPaddedFL and CodedSecAgg yield significant speed-up factors compared to conventional federated learning and the state-of-the-art secure aggregation scheme LightSecAgg, respectively. Further, they converge to the global optimum and do not suffer from the client drift problem. While the proposed schemes are tailored to linear regression, they can be applied to nonlinear problems such as classification through kernel embedding.

An interesting topic for future work is to investigate how to adapt CodedPaddedFL and CodedSecAgg to nonlinear problems, e.g., through the use of Lagrange coding [54] and piece-wise linear functions. Furthermore, investigating ways to perform multiple local gradient updates in CodedPaddedFL and CodedSecAgg before aggregating the local gradients at the central server to reduce the communication load in the network is another interesting direction to pursue.
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