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ABSTRACT. The box-ball system (BBS), introduced by Takahashi and Satsuma in 1990, is a cellular automaton that exhibits solitonic behaviour. In this article, we study the BBS when started from a random two-sided infinite particle configuration. For such a model, Ferrari et al. recently showed the invariance in distribution of Bernoulli product measures with density strictly less than $\frac{1}{2}$, and gave a soliton decomposition for invariant measures more generally. We study the BBS dynamics using the transformation of a nearest neighbour path encoding of the particle configuration given by ‘reflection in the past maximum’, which was famously shown by Pitman to connect Brownian motion and a three-dimensional Bessel process. We use this to characterise the set of configurations for which the dynamics are well-defined and reversible for all times. We give simple sufficient conditions for random initial conditions to be invariant in distribution under the BBS dynamics, which we check in several natural examples, and also investigate the ergodicity of the relevant transformation. Furthermore, we analyse various probabilistic properties of the BBS that are commonly studied for interacting particle systems, such as the asymptotic behavior of the integrated current of particles and of a tagged particle. Finally, for Bernoulli product measures with parameter $p \uparrow \frac{1}{2}$ (which may be considered the ‘high density’ regime), the path encoding we consider has a natural scaling limit, which motivates the introduction of a new continuous version of the BBS that we believe will be of independent interest as a dynamical system.
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1. Introduction

In 1990, Takahashi and Satsuma introduced a simple cellular automaton in which states could be decomposed into solitary waves that interact in the same manner as solitons [37]. This model has since been named the box-ball system (BBS), and it has been widely studied from an integrable systems viewpoint (see [39, 40] for introductory surveys of the mathematics of BBSs, and [12] for a review of some of the connections with integrable structures). In particular, strong links have been established between the BBS and the well-known Korteweg–de Vries (KdV) equation [18]:

\[ \frac{\partial u}{\partial t} + 6u \frac{\partial u}{\partial x} + \frac{\partial^3 u}{\partial x^3} = 0, \]

where \( u = (u(x,t))_{x,t \in \mathbb{R}} \), which has been used to model shallow water waves, and is a fundamental example of an integrable system with an infinite number of degrees of freedom. As with many integrable systems, computational interests have motivated the introduction of a discretised version, in this case the discrete KdV equation:

\[ \frac{1}{u_{n+1}^{(t+1)}} - \frac{1}{u_n^{(t)}} = \delta \left( u_{n+1}^{(t)} - u_n^{(t+1)} \right), \]

where \( n, t \in \mathbb{Z}, \delta \in \mathbb{R} \). The latter equation has been explored extensively as a rational dynamical system [10], and can be seen as the stepping stone between the KdV equation and the BBS. Indeed, it has recently been shown that by applying a dynamical scale transform called ultra-discretisation [41], or Maslov de-quantisation [13, 23], it is possible to transform such systems into automata whose governing equations incorporate tropical geometry. From the discrete KdV equation, for instance, such a procedure yields the so-called ultra-discrete KdV equation (see below) that defines the BBS [41,42]. Thus, despite its simple definition as an automaton, the BBS holds considerable interest as a core dynamical system in mathematical physics.

The aim of this article is to explore the dynamics of the BBS when the initial conditions are random. As a central part of our study, we explain how the evolution of the BBS precisely corresponds to the operation of ‘reflection in the past maximum’ of a certain path encoding of the particle configuration, where we note the latter transformation was famously shown by Pitman to link Brownian motion and a three-dimensional Bessel process [32]. This allows us to extend the dynamics in a systematic way to two-sided infinite configurations, and connect the microscopic particle system with a macroscopic picture via a scaling limit. The applicability of Pitman’s transformation to queueing systems and links with random polymers and certain integrable systems are now well-established in the probability literature (for example, see [9, 27–29] and the references therein). One of the contributions of this article is to show that Pitman’s transformation also provides a useful tool for analysing various properties of the BBS as a dynamical system, including reversibility, invariant measures and ergodicity. Moreover, it allows us to analyse properties of the BBS that are commonly studied for interacting particle systems, such as the asymptotic behavior of the integrated current of particles and of a tagged particle, as well as scaling limits. In short, the article is at the intersection of three areas, bringing probabilistic techniques to shed new light on an important dynamical/integrable system.

Let us start by presenting Takahashi and Satsuma’s original definition of the BBS from [37]. First, we will denote by \( (\eta_n)_{n \in \mathbb{Z}} \in \{0,1\}^\mathbb{Z} \) a particle configuration. Specifically, we write \( \eta_n = 1 \) if there is a particle at \( n \), and \( \eta_n = 0 \) otherwise. For the moment, as in [37], we suppose there...
is a finite number of particles, that is, \( \sum_{n \in \mathbb{Z}} \eta_n < \infty \). Without loss of generality, we can further assume that each of these particles are sited on the positive axis, i.e. \( \sum_{n \leq 0} \eta_n = 0 \). In this case, the evolution of the system is described by an operator \( T : \{0,1\}^\mathbb{Z} \to \{0,1\}^\mathbb{Z} \) characterised by the so-called ultradiscrete KdV equation:

\[
(T \eta)_n = \min \left\{ 1 - \eta_n, \sum_{m=-\infty}^{n-1} (\eta_m - (T \eta)_m) \right\},
\]

where we suppose \((T \eta)_n = 0\) for \( n \leq 0 \), so the sums in the above definition are well-defined. In words, we can view this action in terms of a particle ‘carrier’, which moves along \( \mathbb{Z} \) from left to right (that is, from negative to positive), picking up a particle when it crosses one, and dropping off a particle when it is holding at least one particle and sees a space. The latter description motivates the introduction of a ‘carrier process’ \( W = (W_n)_{n \in \mathbb{Z}} \), where \( W_n \) records the number of particles held by the carrier as it passes spatial location \( n \). In particular, in this finite particle setting, we set \( W_n = 0 \) for \( n \leq 0 \), and, for \( n \geq 1 \),

\[
W_n = \begin{cases} 
W_{n-1} + 1, & \text{if } \eta_n = 1, \\
W_{n-1}, & \text{if } \eta_n = 0 \text{ and } W_{n-1} = 0, \\
W_{n-1} - 1, & \text{if } \eta_n = 0 \text{ and } W_{n-1} > 0.
\end{cases}
\]

With this, the definition of the BBS at (1.2) can be rewritten

\[
(T \eta)_n = \min \{ 1 - \eta_n, W_{n-1} \}.
\]

We note that the dynamics of the BBS for a finite number of particles are well-defined for all time, meaning we can define \( T^k \eta \) for any \( k \geq 0 \). Moreover, in the original paper [37], it was observed that the dynamics are reversible, in that we can obtain \( \eta \) from \( T \eta \) by simply running the carrier backwards, i.e. from right to left\(^1\), so that, in fact, \( T^k \eta \) is well-defined for any \( k \in \mathbb{Z} \) (for this comment to be true, we drop the restriction that all the particles are to the right of the origin). Furthermore, Takahashi and Satsuma described how any configuration could be decomposed into a collection of ‘basic strings’ of the form \((1,0), (1,1,0,0), (1,1,1,0,0,0), \) etc., which acted like solitons in that they were preserved by the action of the carrier, and travelled at a constant speed (depending on their length) when in isolation, but experienced interactions when they met. See Figure 1 for a simple example of a two-soliton interaction in the BBS.

\(^1\)In this instance, we are using the term reversible in a dynamical systems sense. Later in the article, we will also use the term reversible in a stochastic processes sense when describing various Markov chains. Although the two meanings of reversible are distinct, how the term is meant to be interpreted should be clear from the context.
As noted above, the goal of this article is to study the BBS as an interacting particle system started from a random initial condition. In this setting it is natural to ask what configurations are invariant in distribution, i.e. when is \( T \eta \overset{d}{=} \eta \)? Of course, given the transience of the system (all particles move at speed at least one to the right), this question immediately necessitates the consideration of two-sided infinite particle configurations. However, whilst it is easy to extend the definitions of the previous paragraph to the case when \( \eta_n = 1 \) infinitely often as \( n \to +\infty \), the same is not true when \( \eta_n = 1 \) infinitely often as \( n \to -\infty \). Indeed, for such configurations the equation characterising the system at (1.2) is no longer well-defined, and one needs to make sense of starting the carrier from \(-\infty\). As we will discuss in more detail below, even though we can extend the definition for a certain class of configurations quite straightforwardly, the continued evolution and reversibility of the system can no longer be taken for granted.

It transpires that a convenient way to approach the issue of extending the dynamics to an infinite system is to introduce a certain path encoding of the particle configuration, and consider the dynamics of this. In particular, we define a two-sided nearest-neighbour path \( S = (S_n)_{n \in \mathbb{Z}} \) by setting \( S_0 = 0 \), and

\[
S_n = S_{n-1} + 1 - 2\eta_n, \quad \forall n \in \mathbb{Z},
\]

i.e. the increment \( S_n - S_{n-1} \) is equal to \(-1\) if there is a particle at \( n \), and equal to \(+1\) otherwise. Now, if \( \eta_n = 0 \) eventually as \( n \to -\infty \), then it is an elementary exercise (cf. Lemma 2.3) to check that the action of the carrier on \( S \) is given by

\[
(TS)_n = 2M_n - S_n - 2M_0,
\]

where we slightly abuse notation by writing \( TS = ((TS)_n)_{n \in \mathbb{Z}} \) for the path encoding of \( T \eta \), and \( M = (M_n)_{n \in \mathbb{Z}} \) is the past maximum of \( S \), i.e.

\[
M_n = \sup_{m \leq n} S_m.
\]

The mapping given by (1.6) is Pitman’s transformation, which has been studied extensively in the stochastic processes literature, and we will discuss in Section 4.1 how our results relate to known results in this area. We note that it is easy to understand this transformation pictorially, see Figure 2 for an example realisation of \( S, M \) and \( TS \). Moreover, it is straightforward to connect the path encoding \( S \) to the carrier process \( W \) through the identity

\[
W = M - S.
\]

(See Lemma 2.1.) Figure 3 shows the sample path of \( W \) and \( TW \) corresponding to the particle configuration of Figure 2 where we write \( TW \) for the carrier process corresponding to particle configuration \( T \eta \).

At least formally, the discussion of the previous paragraph suggests that we will be able to extend the dynamics of the system to infinite particle configurations whenever \( M_0 < \infty \). In Section 2.4 we show that this indeed is the case, and that the resulting system satisfies the update rule at (1.4). However, this picture is not completely satisfactory, as it does not guarantee that the second step of the dynamics will be well-defined, or that the dynamics are reversible. Regarding the latter issue in particular, as we noted for the finite particle case, [37] established that the inverse action of the system is given by running the carrier from right to left. In terms of path encodings, this is the map given by

\[
T^{-1}S = 2I - S - 2I_0,
\]
Figure 2. Example sample path of $S$ (black), $M$ (red) and $T'S$ (blue).

Figure 3. Example sample path of $W$ (black) and $TW$ (blue), corresponding to the particle configuration of Figure 2.
where \( I = (I_n)_{n \in \mathbb{Z}} \) is the future minimum of \( S \), i.e.

\[
I_n = \inf_{m \geq n} S_m.
\]

(See Section 2.6) Similarly to the observation made for \( T \) above, for \( T^{-1} \) to be defined for infinite particle configurations, we will thus require \( I_0 > -\infty \). However, whilst we can introduce such a definition, for infinite particle systems the BBS is not conservative in general, by which we mean that for some particle configurations \( T \) will send some particles 'to infinity'. Since we can not expect the carrier run from right to left to recover these particles, this suggests that it is not the case that \( T^{-1} T \eta = \eta \) for general particle configurations. (See Remark 2.18 below for an example of a 'bad' configuration, where \( T^{-1} T \eta \neq \eta \).)

In view of resolving the issues raised in the previous paragraph, the initial aim of this work was to characterise the set

(1.9) \( \mathcal{J}^{\text{rev}} := \{ S \in \mathcal{J}^0 : TS, T^{-1}S, T^{-1}TS, TT^{-1}S \text{ well-defined, } T^{-1}TS = S, TT^{-1}S = S \} \),

upon which the one-step (forwards or backwards) dynamics are well-defined and reversible, where we have written

(1.10) \( \mathcal{J}^0 := \{ S : \mathbb{Z} \to \mathbb{Z} : S_0 = 0, |S_n - S_{n-1}| = 1, \forall n \in \mathbb{Z} \} \)

for the set of two-sided nearest-neighbour paths started from 0. Moreover, since the BBS dynamics can take us out of this set, it is also natural to consider the invariant set

(1.11) \( \mathcal{J}^{\text{inv}} := \{ S \in \mathcal{J}^0 : T^k S \in \mathcal{J}^{\text{rev}} \text{ for all } k \in \mathbb{Z} \} \),

upon which the dynamics are well-defined and reversible for all time.

In the following result, we give a complete description of both \( \mathcal{J}^{\text{rev}} \) and \( \mathcal{J}^{\text{inv}} \). For the statement of the result involving \( \mathcal{J}^{\text{inv}} \), it is convenient to decompose the latter set according to the behaviour of functions at infinity, which we will describe in terms of four sets, \( \mathcal{J}^{\pm}_{\text{sub-critical}} \) and \( \mathcal{J}^{\pm}_{\text{critical}} \). In particular, for these sets we have

\[
\mathcal{J}^{\pm}_{\text{sub-critical}} \cap \mathcal{J}^{\text{inv}} = \{ S \in \mathcal{J}^{\text{inv}} : \lim_{n \to \pm \infty} S_n = \pm \infty \}.
\]

The sub-criticality refers to the density of particles. Indeed, for particle configurations encoded by paths in \( \mathcal{J}^{\pm}_{\text{sub-critical}} \), we have

(1.12) \[
\sum_{m=0}^{n-1} \eta_m - \frac{n}{2} \to -\infty,
\]

as \( n \to \infty \) (and a similar result holds on \( \mathcal{J}^{\pm}_{\text{sub-critical}} \) as \( n \to -\infty \)), which can be interpreted as meaning we have a limiting particle density strictly below 1/2, or, in other words, that we have infinitely many more spaces than particles asymptotically. We also have

\[
\mathcal{J}^{\pm}_{\text{critical}} \cap \mathcal{J}^{\text{inv}} = \{ S \in \mathcal{J}^{\text{inv}} : S \text{ bounded as } n \to \pm \infty \}.
\]

Similarly to (1.12), we can consider particle configurations with path encodings in \( \mathcal{J}^{\pm}_{\text{critical}} \) as having limiting particle density in the relevant direction of precisely 1/2. In the following result, we establish that the sets \( \mathcal{J}^{\pm}_{\text{sub-critical}} \) and \( \mathcal{J}^{\pm}_{\text{critical}} \) cover all the possible boundary behaviour for functions in \( \mathcal{J}^{\text{inv}} \), and give a full description of their composition. In Theorem 2.19 below, we give a slightly more detailed decomposition of \( \mathcal{J}^{\text{inv}} \), which establishes that the set is naturally partitioned in a finer way, and also show that the BBS dynamics respect this partition.
Theorem 1.1. (a) It holds that
\[ \mathcal{S}^{rev} = \left\{ S \in \mathcal{S}^0 : M_0 < \infty, I_0 > -\infty, \limsup_{n \to \infty} S_n = M_\infty, \liminf_{n \to \infty} S_n = I_\infty \right\}, \]
where the limits \( M_\infty = \lim_{n \to \infty} M_n = \sup_{n \in \mathbb{Z}} S_n \) and \( I_\infty = \lim_{n \to -\infty} I_n = \inf_{n \in \mathbb{Z}} S_n \) are well-defined by monotonicity.

(b) It holds that
\[ \mathcal{S}^{inv} = \bigcup_{s_1, s_2 \in \{sub-critical, critical\}} (\mathcal{S}^-_{s_1} \cap \mathcal{S}^+_{s_2}), \]
and also
\[ \mathcal{S}^{\pm}_{sub-critical} = \left\{ S \in \mathcal{S}^{0} : \lim_{n \to \pm \infty} \frac{S_n}{F(n)} = 1 \right\} \]
for some strictly increasing function \( F : \mathbb{Z} \to \mathbb{R} \).

(1.13)
\[ \mathcal{S}^{\pm}_{critical} = \left\{ S \in \mathcal{S}^{0} : \sup_{n \in \mathbb{Z}} (M_n - S_n) < \infty, \limsup_{n \to \pm \infty} S_n = \liminf_{n \to \pm \infty} S_n + \sup_{n \in \mathbb{Z}} (M_n - S_n) \in \mathbb{R} \right\}. \]

NB. Any \( F \) relevant to the definition of \( \mathcal{S}^{\pm}_{sub-critical} \) is necessarily divergent as \( n \to \pm \infty \).

With the preceding preparations in place, we turn our attention to random initial conditions, and return to the issue of invariance in distribution under \( T \). Our first main result in this direction, Theorem 1.2, gives some basic properties of invariant measures. In particular, it states that any path encoding within the support of an invariant measure must have matching boundary conditions at \( \pm \infty \). More precisely, any such path encoding almost-surely takes a value in either
\[ \mathcal{S}_{sub-critical} := \mathcal{S}^-_{sub-critical} \cap \mathcal{S}^+_{sub-critical}, \]
or
\[ \mathcal{S}_{critical} := \mathcal{S}^-_{critical} \cap \mathcal{S}^+_\text{critical} \]
(1.14)
(In fact, Proposition 3.5 shows invariant measures are supported on slightly smaller sets than these). Moreover, Theorem 1.2 demonstrates that any invariant configuration has a constant density. (NB. \( \textbf{P} \)-a.s. denotes that the event in question holds with probability 1.)

Theorem 1.2. Suppose \( \eta \) is a random particle configuration whose path encoding has distribution supported in \( \mathcal{S}^{rev} \), and which satisfies \( T \eta \overset{d}{=} \eta \). It is then the case that
\[ S \in \mathcal{S}_{sub-critical} \cup \mathcal{S}_{critical}, \quad \textbf{P}\text{-a.s.} \]

Moreover, there exists a constant \( \rho \in [0, 1/2] \) such that
\[ \textbf{P}(\eta_n = 1) = \rho, \quad \forall n \in \mathbb{Z}, \]
where \( \rho = \frac{1}{2} \) if and only if \( S \in \mathcal{S}_{critical}, \textbf{P}\text{-a.s.} \).
Remark 1.3. The above result naturally brings one to ask whether particle configurations that are invariant under $T$ are necessarily stationary with respect to spatial shifts. However, the answer to this is negative. Indeed, it is easy to construct examples of random particle configurations that are invariant under $T$, but whose law is not stationary. For example, in Theorem 1.8 below, we show that the particle configuration $\eta := (\eta_n)_{n \in \mathbb{Z}}$ given by a sequence of independent identically distributed (i.i.d.) Bernoulli random variables with parameter $p \in (0, \frac{1}{2})$ is invariant under $T$, and it readily follows that so is the non-stationary configuration $\eta'$ given by $\eta'_n := \eta_{\lfloor n/k \rfloor}$ for some $k \in \mathbb{N}$.

By virtue of the previous result, it is only necessary to consider the behaviour of invariant measures on the sets $\mathcal{I}_{\text{sub-critical}}$ and $\mathcal{I}_{\text{critical}}$ separately. We start with the latter of these, for which it turns out that the invariant dynamics are trivial, whereby spaces and particles are simply reversed, see Theorem 1.4. Moreover, in the following result, we also consider the issue of ergodicity for invariant measures supported on $\mathcal{I}_{\text{critical}}$, showing that any ergodic measure is supported on the simplest possible set for the aforementioned dynamics. (NB. $\overset{d}{=} \text{denotes equality in distribution.}$)

Theorem 1.4. Suppose $\eta$ is a random particle configuration whose path encoding has distribution supported in $\mathcal{I}_{\text{critical}}$.

(a) It holds that $T \eta \overset{d}{=} \eta$ if and only if $\eta \overset{d}{=} 1 - \eta$. Moreover, under either of these conditions, we have that $T \eta = 1 - \eta$, $\mathbb{P}$-a.s.

(b) If $T \eta \overset{d}{=} \eta$, then it is the case that $\eta$ is ergodic under $T$ if and only if the distribution of $\eta$ is supported on a two point set of the form $\{\eta^*, 1 - \eta^*\} \subseteq \mathcal{I}_{\text{critical}}$.

Remark 1.5. An alternative characterisation of invariance in the critical case is given in terms of the symmetry of $W$. Indeed, we show in Proposition 3.6 below that the support of any invariant measure on $\mathcal{I}_{\text{critical}}$ naturally decomposes into the sets $\mathcal{I}_K$, $K \in \mathbb{N}$, where the boundary conditions at $\pm \infty$ of $\mathcal{I}_K$ are given by fixing a single $K$ in the sets defined at (1.13). It is then possible to check that the particle configurations whose path encodings are supported on $\mathcal{I}_K$ and which are invariant under $T$ are completely characterised by carrier processes that are stochastic processes on the state space $\{0, 1, \ldots, K\}$ satisfying

$$\liminf_{n \to \pm \infty} W_n = 0,$$

$\mathbb{P}$-a.s., and also

$$W \overset{d}{=} K - W. \quad (1.15)$$

In particular, this includes the case when $W$ is any two-sided stationary Markov process that is irreducible on $\{0, 1, \ldots, K\}$ and satisfies (1.15).

Concerning measures supported on $\mathcal{I}_{\text{sub-critical}}$, we relate invariance and ergodicity under $T$ to the current of particles crossing the origin. More specifically, observe that $W_0$ represents the number of particles moved by the carrier from $\{\ldots, -1, 0\}$ to $\{1, 2, \ldots\}$ on the first evolution of the BBS, and $(T^{k-1}W)_0$ the corresponding figure for the $k$th evolution. From a particle system perspective, it is natural to ask how much information about the initial configuration is contained in the current sequence $((T^kW)_0)_{k \in \mathbb{Z}}$. In Section 2.8, we provide conditions under which the entire particle configuration can be reconstructed from it. As a consequence, we are able to describe how, in the sub-critical case, the invariance and ergodicity of the map $\eta \mapsto T \eta$...
precisely aligns with the corresponding properties holding for the sequence \( ((T^kW)_0)_{k \in \mathbb{Z}} \) under the canonical shift \( \theta \) (i.e. \( \theta(\ldots,x_{-1},x_0,x_1,\ldots) = (\ldots,x_0,x_1,x_2,\ldots) \)).

**Theorem 1.6.** Suppose \( \eta \) is a random particle configuration whose path encoding has distribution supported in \( \mathcal{S}_{\text{sub-critical}} \).

(a) It holds that \( T\eta \overset{d}{=} \eta \) if and only if \( ((T^kW)_0)_{k \in \mathbb{Z}} \) is stationary under \( \theta \).

(b) The configuration \( \eta \) is invariant and ergodic under \( T \) if and only if \( ((T^kW)_0)_{k \in \mathbb{Z}} \) is stationary and ergodic under \( \theta \).

As we will describe in Theorem 1.14 and Corollary 1.17 below, the previous result can be applied to check the ergodicity of several examples of random configurations. However, the current might not be the most straightforward object to study, and so in the following result, we provide an alternative means for checking the invariance in distribution of random configurations. In particular, we give some simple sufficient conditions for invariance in terms of the symmetry of the particle configuration \( \eta \) and carrier process \( W \). For the statement of the result, we introduce the reversed configuration \( \widetilde{\eta} \), as defined by setting

\[
\widetilde{\eta}_n = \eta_{-(n-1)},
\]

and the reversed carrier process \( \tilde{W} \), given by

\[
\tilde{W}_n = W_{-n}.
\]

**Theorem 1.7.** Suppose \( \eta \) is a random particle configuration, and that the distribution of the corresponding path encoding \( S \) is supported on \( \mathcal{S}_{\text{rev}} \). It is then the case that any two of the three following conditions imply the third:

\[
\widetilde{\eta} \overset{d}{=} \eta, \quad \tilde{W} \overset{d}{=} W, \quad T\eta \overset{d}{=} \eta.
\]

Moreover, in the case that two of the above conditions are satisfied, then the distribution of \( S \) is actually supported on \( \mathcal{S}_{\text{rev}} \).

Regarding the application of this general result, we first note that when \( \eta \) is a stationary, ergodic sequence of Bernoulli (\( \rho \)) random variables, then, by the ergodic theorem, \( S \in \mathcal{S}_{\text{sub-critical}} \) almost-surely whenever the density \( \rho \) is strictly less than \( \frac{1}{2} \). (See Section 3 for further details.) Within this class, we are able to present several natural examples of random particle configurations for which we can check invariance in distribution under \( T \). Figure 4 shows the typical evolution of \( T^kW \) for the first of these examples, illustrating the solitonic behaviour of the system. See Remark 1.11 for a brief discussion of this aspect of the BBS. (We observe Remark 1.5 exhibits a class of examples of invariant measures with \( \rho = \frac{1}{2} \) whose path encodings have distribution supported in \( \mathcal{S}_{\text{critical}} \), and note that when \( \rho > \frac{1}{2} \), \( \eta \) is almost-surely not in \( \mathcal{S}_{\text{rev}} \).)

**Theorem 1.8.** The following particle configurations all give rise to path encodings such that \( S \in \mathcal{S}_{\text{sub-critical}}, \mathbb{P}\text{-a.s., and which are invariant in distribution under } T \).

(a) The particle configuration \( (\eta_n)_{n \in \mathbb{Z}} \) given by a sequence of independent identically distributed (i.i.d.) Bernoulli random variables with parameter \( p \in [0, \frac{1}{2}) \).

(b) The particle configuration \( (\eta_n)_{n \in \mathbb{Z}} \) given by a two-sided stationary Markov chain on \( \{0,1\} \) with transition matrix

\[
\begin{pmatrix}
1 - p_0 & p_0 \\
1 - p_1 & p_1
\end{pmatrix}
\]
Specifically, the figure shows \((W_n)_{n=0,1,\ldots,1000, k=0,\ldots,100}\) for initial configuration \(\eta = (\eta_n)_{n \in \mathbb{Z}}\) a realisation of a sequence of i.i.d. Bernoulli(0.2) random variables.

where \(p_0 \in (0,1), p_1 \in [0,1]\) satisfy \(p_0 + p_1 < 1\).

(c) The particle configuration \((\eta_n)_{n \in \mathbb{Z}}\) given by conditioning a sequence of i.i.d. Bernoulli random variables with parameter \(p \in (0,1)\) on the event \(\sup_{n \in \mathbb{Z}} W_n \leq K\), for any \(K \in \mathbb{Z}_+\). (NB. Since the event in question has probability 0, this conditioning is non-trivial, and should be understood in terms of a limiting operation which is described in Section 3.2.3 and yields a Markov carrier process.)

Remark 1.9. The invariance in distribution of the Markov initial configuration of Theorem 1.8(b) was essentially established in [8, Corollary 3].

Remark 1.10. We will further establish in Section 3.2 that the examples described in Remark 1.5 and Theorem 1.8 represent the only particle configurations whose path encodings are supported on \(S^{\text{rev}}\), which are invariant under \(T\), and for which \(\eta\) or \(W\) is a two-sided stationary Markov chain.

Remark 1.11. Although in this paper we will not consider the soliton decomposition of particle configurations, we note that conditioning the i.i.d. configuration on the event \(\sup_{n \in \mathbb{Z}} W_n \leq K\) as we do in the example of Theorem 1.8(c) could alternatively be seen as conditioning on the configuration in question forming no solitons of size greater than \(K\). Indeed, local maxima of the carrier process \(W\) are in one-to-one correspondence with solitons – that is, the basic strings of \([37]\), which are preserved by the BBS, and the maximum value obtained by an excursion of \(W\) represents the size of the largest soliton contained within the part of the particle configuration encoded by that part of the carrier path. For more details about the soliton decomposition of random two-sided initial configurations, we refer the reader to the forthcoming article [2].

In that work, the dynamics of the two-sided infinite BBS are studied for random particle configurations taking values in a subset of \(\mathcal{S}_{\text{sub-critical}}\), and it is observed that the i.i.d. particle configuration of Theorem 1.8(a) is invariant under \(T\). The main focus of [2], though, is a soliton decomposition for invariant configurations with particle density strictly lower than \(1/4\), with it being established that it is possible to decompose any such configuration into solitons of different
sizes, and that the distributions of constituent parts of the decomposition must be independent. Moreover, [2] studies the effective speed of the solitons of different sizes. In this direction, we also acknowledge the recent work of [20], which studies soliton sizes in the BBS with a one-sided infinite i.i.d. initial configuration.

Remark 1.12. The invariant measures given in Theorem 1.8 are formally given as Gibbs measures

$$
\frac{1}{Z} \exp \left(-\sum_{k=0}^{\infty} \beta_k f_k(\eta)\right) P(d\eta),
$$

where $P$ is the reference measure under which $\eta$ is the i.i.d. sequence with density $\frac{1}{2}$, and $Z$ is a normalising constant. Moreover, in the above expression, $f_0(\eta) = \sum_{n \in \mathbb{Z}} \eta_n$ is the number of particles, and, for $k \geq 1$, $f_k(\eta)$ is the number of solitons of size greater or equal to $K$. (In particular, $f_1(\eta) = \sum_{n \in \mathbb{Z}} 1_{\{\eta_n=1, \eta_{n+1}=0\}}$ is the number of solitons.) We note each of these is a formally conserved quantity of the BBS. Of course, in the infinite system, it is possible that some, or indeed all, of the quantities is infinite, and so to make the understanding rigorous, one would have to consider a finite box approximation, as is common when constructing Gibbs measures on infinite systems. Specifically, we observe that example (a) corresponds to taking parameters

$$
\beta_0 = \log \left(\frac{1-p}{p}\right), \quad \beta_k = 0, \forall k \geq 1,
$$

where we note that the restriction $p < 1/2$ is equivalent to taking $\beta_0 > 0$. Example (b) corresponds to parameters

$$
\beta_0 = \log \left(\frac{1-p_0}{p_1}\right), \quad \beta_1 = \log \left(\frac{p_1(1-p_0)}{p_0(1-p_1)}\right), \quad \beta_k = 0, \forall k \geq 2,
$$

where $p_0 + p_1 < 1$ is equivalent to $\beta_0 > 0$. We note that this Gibbs measure takes the same form as that of the one-dimensional Ising model (or, more precisely, the related lattice gas model). Example (c) corresponds to parameters

$$
\beta_0 = \log \left(\frac{1-p}{p}\right), \quad \beta_k = 0, \forall k \in \{1, \ldots, K\}, \quad \beta_k = \infty, \forall k > K.
$$

Remark 1.13. The BBSs that have been studied in the deterministic literature generally consist of a finite number of particles. As we commented above, however, no random configuration with a finite number of balls can be invariant under $T$. However, if we consider the periodic BBS introduced in [46] — that is, the BBS that evolves on the torus $\mathbb{Z}/N\mathbb{Z}$, and there being strictly fewer than $N/2$ balls, then this can be embedded into our setting. Indeed, if we repeat the configuration in a cyclic fashion, then we obtain a configuration whose path encoding is in $\mathcal{S}_{\text{sub-critical}}$. Moreover, by placing equal probability on each of the distinct configurations that we see as the BBS evolves, then we obtain an invariant measure for the system. In this case, the resulting random configuration does not necessarily satisfy the symmetry requirements of Theorem 1.7. We note that the correlation functions under this measure have been studied in [24].

In the remainder of the study, we consider more detailed properties of the evolution of the BBS that are often the focus of work in the area of interacting particle systems. One such topic we pursue is the current of particles crossing the origin $(T^k W)_0)_{k \in \mathbb{Z}}$, as introduced above. When $(\eta_n)_{n \in \mathbb{Z}}$ is given by a sequence of i.i.d. Bernoulli random variables with parameter $p < 1/2$ (as
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in Theorem 1.8(a), we somewhat remarkably have that \((T^kW_0)_{k\in\mathbb{Z}}\) is an i.i.d. sequence (see Theorem 3.23). With more care, it is further possible to check that for the bounded soliton example of Theorem 1.8(c) the current is a Markov process (see Proposition 3.33), and in the Markov configuration example of Theorem 1.8(b), the two-dimensional process \(((T^k\eta_0),(T^kW_0))_{k\in\mathbb{Z}}\) is a Markov chain. These observations give a route via which to analyse the current (which is, of course, particularly straightforward in the i.i.d. case). For instance, if we define

\begin{equation}
C_k = \sum_{l=0}^{k-1} (T^lW)_0,
\end{equation}

which is the number of particles to have crossed the origin up to time \(k\), and often referred to as the integrated current, then we can immediately deduce asymptotic distributional results for \((C_k)_{k\geq 0}\) from standard theory regarding Markov chains. In particular, we have the following result. (More detailed statements of the large deviations principle are given as parts of Theorems 3.23, 3.26 and 3.34 below, including an explicit rate function in the i.i.d. case.)

**Theorem 1.14.** (a) If \((\eta_n)_{n\in\mathbb{Z}}\) is given by one of the three examples of Theorem 1.8, then the current sequence \(((T^kW_0))_{k\in\mathbb{Z}}\) is stationary and ergodic under \(\theta\). In particular, it \(\mathbb{P}\text{-a.s.}\) holds that

\[ C_k \to \mathbb{E}W_0. \]

(b) For each of the three examples, it holds that

\[ \frac{C_k - k\mathbb{E}W_0}{\sqrt{\sigma^2k}} \to N(0,1) \]

in distribution, where \(N(0,1)\) is a standard normal random variable, and \(\sigma^2 \in (0,\infty)\) is given by

\begin{equation}
\sigma^2 := \text{Var}(W_0) + 2 \sum_{k=1}^{\infty} \text{Cov} \left( W_0, \left( T^kW \right)_0 \right). 
\end{equation}

(c) Moreover, for each of the three examples, \((k^{-1}C_k)_{k\geq 1}\) satisfies a large deviations principle.

**Remark 1.15.** In the i.i.d. case of Theorem 1.8(a), with parameter \(p < 1/2\), then \(\mathbb{E}W_0\) and \(\sigma^2\) can be computed explicitly to be

\begin{equation}
\mu_p = \frac{p}{1-2p}, \quad \sigma_p^2 = \frac{p(1-p)}{(1-2p)^2}.
\end{equation}

More generally, in the Markov configuration of Theorem 1.8(b), with parameters \(p_0 \in (0,1), p_1 \in [0,1)\) satisfying \(p_0 + p_1 < 1\), then we have that \(\mathbb{E}W_0\) is equal to

\begin{equation}
\mu_{p_0,p_1} = \frac{p_0(1-p_0+p_1)}{(1+p_0-p_1)(1-p_0-p_1)}. 
\end{equation}

The limiting variance for this example can also be computed explicitly, being equal to

\[ \sigma_{p_0,p_1}^2 = \frac{q_0 ((1-q_0)(1+q_1)^2 + 2q_1(1+q_0)^2)}{(1+q_0)^2(1-q_1)^2}, \]

where \(q_i := p_i/(1-p_{1-i})\) for \(i = 0,1\). The mean and limiting variance for the bounded soliton example of Theorem 1.8(c) do not seem straightforward to compute explicitly.
Remark 1.16. Similarly to Remark 1.10, we establish in Corollary 3.30 below that the examples of Theorem 1.8(a) and (c) are the only spatially stationary random configurations with path encodings supported in \( \mathcal{F}^{\text{inv}} \) that are invariant under \( T \) and for which the current \((T^k W)_0)_{k \in \mathbb{Z}}\) is a two-sided stationary Markov chain.

As an immediate consequence of Theorems 1.6(b) and 1.14(a), we obtain the following corollary concerning the ergodicity of the particle configurations introduced in Theorem 1.8. We believe the ergodicity of \( T \) will be even more widely true for stationary, ergodic (under spatial shifts) particle configurations in the sub-critical case, at least under suitable mixing conditions.

**Corollary 1.17.** If \((\eta_n)_{n \in \mathbb{Z}}\) is given by one of the three examples of Theorem 1.8, then the transformation \( \eta \mapsto T \eta \) is ergodic.

We next study the progress of a single ‘tagged’ particle in the BBS. For this part of the study, we will focus on the i.i.d. case of Theorem 1.8(a), although, as we discuss in Remarks 3.40 and 3.41 it is also possible to extend most of the conclusions to the Markov initial configuration case of Theorem 1.8(b) with only a small amount of extra work, and one of the results to the bounded soliton example of Theorem 1.8(c). (See also Remark 3.42 for comments on which of the following results can also be extended to the critical bounded soliton example of Remark 1.5.) To this end, we start by making some heuristic observations (which actually hold for any stationary, ergodic \( \eta \) whose path encoding satisfies \( E W_0 = EM_0 < \infty \)). In particular, since \( W_n \) is the number of particles carried from \( \{\ldots, n-1, n\} \) to \( \{n+1, n+2, \ldots\} \) on the first evolution of the BBS, the total particle distance travelled over the interval from \( -n \) to \( n \) is given by \( \sum_{m=-n}^{n-1} W_m \) (roughly speaking, the area under \( W \)). Moreover, the number of particles in this region is \( \sum_{m=-n}^{n-1} \eta_m \). Thus the average distance travelled per particle on one evolution of the BBS is \( P \)-a.s. given by

\[
\lim_{n \to \infty} \frac{\sum_{m=-n}^{n-1} W_m}{\sum_{m=-n}^{n-1} \eta_m} = \frac{E W_0}{E \eta_0},
\]

where this final expression is equal to

\[
\nu_p := \frac{1}{1 - 2p}
\]

in the i.i.d. case. For systems that are suitably homogenous in space and time, one might anticipate that this spatial average matches the averaging seen over time for a tagged particle. That is, if we observe a tagged particle, then this should move at speed given by the formula at (1.23), reaching a position \( kE W_0/E \eta_0 \) after \( k \) evolutions of the system. In the i.i.d. setting, we will establish that this is indeed the case, and explore the fluctuations around this, showing that for two natural versions of the model these are of order \( \sqrt{k} \). Thus we confirm that although individual solitons might move at a faster or slower rate, individual particles progress at a steady speed.

Before we get to the result, however, we need to define the tagged particle. This will be the particle that starts at position \( \min\{n \geq 1 : \eta_n = 1\} \), and we will track this under repeated evolutions of the BBS. To do this, however, we need to provide more information about the action of the carrier on individual particles. Two natural schemes one might consider for this are as follows:

**First-in-first-out (FIFO):** Namely, the carrier drops particles in the order in which they are collected. Note that this scheme preserves the particle ordering, and in the finite particle case is consistent with the particle picture described in [38] whereby one step of the BBS dynamics is given as follows:
(1) First, move the leftmost ball to its nearest empty box on the right;
(2) Move the leftmost ball of those not moved so far to its nearest empty box on the right;
(3) Repeat the previous step until all balls are moved exactly once.

**Last-in-first-out (LIFO):** That is, the carrier drops the most recently collected particle first. This means that for an isolated string of adjacent particles, the order of particles is reversed by the action of the BBS. This scheme is consistent with the time evolution rule given in \[45, 46\], for which a single step is described as follows:
(1) Move all balls with an empty box immediately on their right to that box;
(2) Neglecting the boxes to which and from the balls were moved in the previous step(s), Move all balls with an empty box immediately on their right to that box;
(3) Repeat the previous step until all balls are moved exactly once.

We will write \(X^F = (X^F_k)_{k \geq 0}\) for the position of the tagged particle after \(k\) evolutions of the BBS under the FIFO scheme, and \(X^L = (X^L_k)_{k \geq 0}\) for the corresponding position under the LIFO scheme. It is straightforward to establish that for random particle configurations whose path encodings have a distribution supported in \(S_{inv}\) that \(X^F\) and \(X^L\) are well-defined \(\mathbb{P}\)-a.s. The main result we prove is as follows (see Theorem \[3.38\] for a more detailed statement).

**Theorem 1.18.** If \((\eta_n)_{n \in \mathbb{Z}}\) is given by a sequence of i.i.d. Bernoulli random variables with parameter \(p < 1/2\), then \(\mathbb{P}\)-a.s.,
\[
\frac{X^F_k}{k} \to \nu_p, \quad \frac{X^L_k}{k} \to \nu_p,
\]
where \(\nu_p\) is defined as at (1.24). Moreover, \(X^F\) admits fluctuations of order \(\sqrt{k}\) around \(k\nu_p\), and \(X^L\) satisfies a central limit theorem and a large deviations principle.

In the final part of the article, we study the evolution of the system in the high density regime, that is when the number of particles approaches the number of holes available. More precisely, we continue to restrict attention to the i.i.d. case, and consider the behaviour of the system as \(p \uparrow \frac{1}{2}\). As we see from the expressions for \(\mu_p\) and \(v_p\), defined at (1.20) and (1.24) respectively, in this regime the size of solitons and speed of particles explodes, and so scaling is necessary. The path encoding picture gives a straightforward way to do this, and in particular allows us to obtain a scaling limit using classical results of probability theory, with the limiting path encoding being a Brownian motion with drift. Moreover, the interpretation of the dynamics of the BBS in terms of the mapping at (1.6) naturally transfer to the limiting model, with the rescaled solitons persisting in the limit. Whilst the following result is quite elementary to prove given the results in the discrete setting, this scaling picture motivates a general continuous definition of BBS, which we call BBS on \(\mathbb{R}\). In Section \[5\] we present an initial exploration of this model, including showing that the natural analogues of Theorems \[1.1\] and \[1.7\] hold in this setting.

**Theorem 1.19.** For \(c > 0\) and \(N\) suitably large \((> c)\), set
\[
p_N = \frac{1}{2} - \frac{c}{2N}.
\]
Let \(\eta^N = (\eta^N_n)_{n \in \mathbb{Z}}\) be given by a sequence of i.i.d. Bernoulli random variables with parameter \(p_N\), and let \(S^N\) be its path encoding. It is then the case that, as \(N \to \infty\),
\[
\left(\frac{1}{N}S^N_t\right)_{t \in \mathbb{R}} \to (B_t^c)_{t \in \mathbb{R}},
\]
in distribution in $C(\mathbb{R}, \mathbb{R})$, where $B_t^r := B_t + ct$ for $B = (B_t)_{t \in \mathbb{R}}$ a standard two-sided Brownian motion, started from $B_0 = 0$ (i.e. $(B_t)_{t \geq 0}$ and $(B_{-t})_{t \geq 0}$ are independent standard Brownian motions started from 0). Moreover,

$\left(\frac{1}{N}(TS^N)_{Nt}\right)_{t \in \mathbb{R}} \to TB^c$

in distribution in $C(\mathbb{R}, \mathbb{R})$, where $TB^c$ is defined from $B^c$ analogously to the definition of $TS$ from $S$. In addition, the law of the process $B^c$ is invariant under the transformation $T$.

**Remark 1.20.** The final claim of the preceding result has already been observed in the heavy traffic regime of the queuing literature, see [29, Theorem 3], and [9] for an even earlier proof.

The remainder of the article is organised as follows. In Section 2, we work in a deterministic framework, introducing the main objects of discussion, and establishing Theorem 1.1. Section 3 concerns random initial configurations, and contains the proofs of Theorems 1.2, 1.4, 1.6, 1.7, 1.8 and 1.14. An overview of the links with the literature concerning Pitman’s transformation and the totally asymmetric exclusion process is then provided in Section 4, following which Section 5 details our results for the BBS on $\mathbb{R}$, including Theorem 1.19. Finally, in Section 6 we summarise some of the open questions that this article gives rise to. Regarding notational conventions, we distinguish $\mathbb{N} = \{1, 2, \ldots\}$ and $\mathbb{Z}^+ = \{0, 1, \ldots\}$.

2. Path Encodings of the BBS

This section provides a detailed study of the path encodings of particle configurations, and their dynamics under the BBS. We start by presenting the path description of the initial particle configuration and carrier process, initially for the one-sided case, when particles are sited on a half-infinite line (see Sections 2.1 and 2.2), but later extend this construction to cover the two-sided case, when particles may be spread along the entirety of the integers (see Section 2.4), and also highlight the subtlety of defining the carrier in this more general setting (see Section 2.5). Moreover, in Section 2.3 we introduce Pitman’s transformation in the one-sided case, before extending this to the two-sided case (again in Section 2.4), discussing its inverse for two-sided infinite configurations (see Section 2.6), and studying the invariant set $S_{inv}$ introduced at (1.11) (see Section 2.7). In particular, we establish Theorem 1.1. We will see in later sections that the viewpoint set out here is extremely useful for probabilistic analysis when the initial configuration is random. One further issue that will be particularly relevant in the study of BBSs with random two-sided infinite configurations is the question of whether the current contains enough information to recover the particle configuration; this is explored in Section 2.8.

2.1. Initial Configuration of the One-Sided BBS. In the next three subsections, we consider the one-sided case, that is, the box-ball system on $\mathbb{Z}_+ = \{0, 1, 2, \ldots\}$. We denote by $\eta = (\eta_n)_{n \in \mathbb{N}} \in \{0, 1\}^\mathbb{N}$ a particle configuration. Specifically, as in the introduction, we write $\eta_n = 1$ if there is a particle at $n$, and $\eta_n = 0$ otherwise. Also as in the introduction, we can summarise this in a nearest-neighbour walk path $S = (S_n)_{n \in \mathbb{Z}_+}$, where $S_0 = 0$, and the increments of $S$ are defined as at (1.5) for $n \geq 1$.

2.2. Carrier Process for the One-Sided BBS. As described in the introduction, the carrier moves along $\mathbb{Z}_+$, picking up a particle when it crosses one, and dropping off a particle when it is holding at least one particle and sees a space. In particular, this is the process $W = (W_n)_{n \in \mathbb{Z}_+}$,
obtained by setting $W_0 = 0$ and satisfying (1.3). As claimed at (1.8), it turns out we can write $W$ as a difference of $S$ from its maximum process, which we denote by $M = (M_n)_{n \in \mathbb{Z}_+}$, and is defined as at (1.7). Specifically, we have the following lemma.

**Lemma 2.1.** It holds that

$$W_n = M_n - S_n, \quad \forall n \in \mathbb{Z}_+.$$  

**Proof.** We will proceed by induction. Clearly the result is true for $n = 0$. Suppose that we have checked $W_{n-1} = M_{n-1} - S_{n-1}$ for some $n \geq 1$. It then holds that

$$W_n - W_{n-1} = \begin{cases} +1, & \text{if } \eta_n = 1, \\ 0, & \text{if } \eta_n = 0 \text{ and } M_{n-1} = S_{n-1}, \\ -1, & \text{if } \eta_n = 0 \text{ and } M_{n-1} > S_{n-1}. \end{cases}$$  

(2.1)

Now, if $\eta_n = 1$, then $S_n = S_{n-1} - 1$ and $M_n = M_{n-1}$, and so

$$M_n - S_n - (M_{n-1} - S_{n-1}) = 1.$$  

Moreover, if $\eta_n = 0$ and $M_{n-1} = S_{n-1}$, then it must also be the case that $M_n = S_n$, and so

$$M_n - S_n - (M_{n-1} - S_{n-1}) = 0.$$  

Similarly, if $\eta_n = 0$ and $M_{n-1} > S_{n-1}$, then $M_n = M_{n-1}$ and $S_n = S_{n-1} + 1$, and so

$$M_n - S_n - (M_{n-1} - S_{n-1}) = -1.$$  

In particular, we have checked that

$$W_n - W_{n-1} = M_n - S_n - (M_{n-1} - S_{n-1}),$$  

which by the inductive hypothesis implies $W_n = M_n - S_n$, as desired. \[ \square \]

The above lemma explains how to obtain $W$ from $S$. It is also possible to describe the inverse mapping explicitly, as we do in the next result. To this end, we introduce a version of the local time of $W$ at 0, $\ell = (\ell_n)_{n \in \mathbb{Z}_+}$, by setting $\ell_0 = 0$ and, for $n \geq 1$,

$$\ell_n = \sum_{m=1}^n 1_{\{W_{m-1} = W_m = 0\}}.$$  

**Lemma 2.2.** It holds that

$$S_n = \ell_n - W_n, \quad \forall n \in \mathbb{Z}_+.$$  

**Proof.** The result is obvious for $n = 0$. For $n \geq 1$, from (2.1) we have that

$$W_n = \sum_{m=1}^n (W_m - W_{m-1})$$  

$$= \sum_{m=1}^n \left[ (S_m - S_m) 1_{\{S_{m-1} < M_{m-1}\}} + 1_{\{S_m - S_{m-1} = -1\}} 1_{\{S_{m-1} = M_{m-1}\}} \right]$$  

$$= \sum_{m=1}^n \left[ (S_m - S_m) + (S_m - S_{m-1} + 1_{\{S_{m-1} = S_{m-1} = -1\}}) 1_{\{S_{m-1} = M_{m-1}\}} \right]$$  

$$= -S_n + \sum_{m=1}^n 1_{\{S_m - S_{m-1} = 1\}} 1_{\{S_{m-1} = M_{m-1}\}}$$  

$$-n S_n + \sum_{m=1}^n 1_{\{S_m - S_{m-1} = 1\}} 1_{\{S_{m-1} = M_{m-1}\}}.$$  

Now, if $\eta_n = 1$, then $S_n = S_{n-1} - 1$ and $M_n = M_{n-1}$, and so

$$M_n - S_n - (M_{n-1} - S_{n-1}) = 1.$$  

Moreover, if $\eta_n = 0$ and $M_{n-1} = S_{n-1}$, then it must also be the case that $M_n = S_n$, and so

$$M_n - S_n - (M_{n-1} - S_{n-1}) = 0.$$  

Similarly, if $\eta_n = 0$ and $M_{n-1} > S_{n-1}$, then $M_n = M_{n-1}$ and $S_n = S_{n-1} + 1$, and so

$$M_n - S_n - (M_{n-1} - S_{n-1}) = -1.$$  

In particular, we have checked that

$$W_n - W_{n-1} = M_n - S_n - (M_{n-1} - S_{n-1}),$$  

which by the inductive hypothesis implies $W_n = M_n - S_n$, as desired. \[ \square \]
\[ -S_n + \sum_{m=1}^{n} 1_{\{W_m=W_{m-1}=0\}} = -S_n + \ell_n, \]

which completes the proof. \qed

2.3. **Action of the carrier for the one-sided BBS.** In the one-sided setting, the action \( T \) of the carrier on \( \eta \) was defined at (1.2). However, this formula is not especially convenient for analysis, especially when we seek to extend the dynamics to the two-sided infinite case. For what follows, we find that it is clearer when we consider the action of \( T \) on \( S \). In this direction, it is helpful to observe that the positions of the particles prior to the carrier passing them precisely corresponds to location of up jumps of \( W \), and that the positions of particles after the carrier has visited corresponds to locations of down jumps of \( W \). Formally, we can write this as
\[
(T \eta)_n = 1_{\{W_n=W_{n-1}=1\}}, \quad \forall n \in \mathbb{N}.
\]
The following lemma explains how this equation yields the identity at (1.6). (We note that \( M_0 = 0 \) in the present setting.) To be precise, as in the introduction, we write \( T S = ((TS)_n)_{n \geq 0} \) for the path encoding of \( T \eta \).

**Lemma 2.3.** It holds that
\[
(TS)_n = 2M_n - S_n, \quad \forall n \in \mathbb{Z}^+.
\]

**Proof.** First observe that \( (TS)_n - (TS)_{n-1} = -1 \) if and only if there is a particle at \( n \) after the carrier has passed. As noted above the lemma, the latter is equivalent to \( W_n - W_{n-1} = -1 \). Thus
\[
(TS)_n - (TS)_{n-1} = 1 - 21_{\{W_n-W_{n-1}=-1\}} = 1 - 21_{\{S_{n-1}<M_{n-1}, S_n-S_{n-1}=1\}} = S_{n-1} - S_n + 21_{\{S_{n-1}=M_{n-1}, S_n-S_{n-1}=1\}}.
\]
Summing over the increments thus yields
\[
(TS)_n - (TS)_0 = \sum_{m=1}^{n} (TS)_m - (TS)_{m-1} = S_0 - S_n + 2 \sum_{m=1}^{n} 1_{\{S_{m-1}=M_{m-1}, S_m-S_{m-1}=1\}} = S_0 - S_n + 2(M_n - M_0).
\]
Since \( (TS)_0 = S_0 = M_0 = 0 \), we are done. \qed

2.4. **Extension to the two-sided BBS.** In this section, we discuss extending to the case when we have a doubly-infinite particle configuration \( (\eta_n)_{n \in \mathbb{Z}} \in \{0,1\}^\mathbb{Z} \). We can again encode this in a nearest neighbour path \( S = (S_n)_{n \in \mathbb{Z}} \) by continuing to assume \( S_0 = 0 \), and defining increments of \( S \) as at (1.10). Such a path is always an element of \( \mathcal{S}^0 \), as defined at (1.10). Whilst in the one-sided case, the construction of the carrier \( W \) and transformed path \( TS \) was possible for any particle configuration, in the two-sided case we do need some restriction to be able to define the relevant objects finitely. In this subsection, we make the following assumption on \( S \):
\[
(2.2) \limsup_{n \to -\infty} S_n < \infty,
\]
which means that the process $M = (M_n)_{n \in \mathbb{Z}}$ defined by (1.7) is finite. In fact, the assumption at (2.2) is equivalent to the condition at $M_0 < \infty$. Formally, we can then define the two-sided carrier process $W = (W_n)_{n \in \mathbb{Z}}$ and transformed path $TS = ((TS)_n)_{n \in \mathbb{Z}}$ by setting
\begin{equation}
W_n = M_n - S_n, \quad (TS)_n = 2M_n - S_n - 2M_0,
\end{equation}
as is motivated by Lemmas 2.1 and 2.3 respectively. We then have that $TS \in \mathcal{S}^0$, and we can define the transformed particle configuration $((T\eta)_n)_{n \in \mathbb{Z}}$ by setting
\begin{equation}
(T\eta)_n = 1_{((TS)_n = (TS)_{n-1} - 1)}, \quad \forall n \in \mathbb{Z}.
\end{equation}
However, it is not a priori clear that these definitions are justified, since one can not simply start the carrier at $-\infty$. To provide this justification, we show that the definitions are consistent with the limit of a sequence of BBSs on half-lines, which are well-defined.

We start by introducing notation for the approximating sequence of BBSs. In particular, we write $\eta^{[k]} = (\eta_n^{[k]})_{n \in \mathbb{Z}}$ for the particle configuration truncated at $k$ and below. That is,
\begin{equation}
\eta_n^{[k]} = \eta_n 1_{\{n \geq k\}}.
\end{equation}
Write $S^{[k]} = (S_n^{[k]})_{n \in \mathbb{Z}}$ for the corresponding path encoding (again, defined by setting $S_0^{[k]} = 0$ and defining increments as at (1.5)). Note that for $n \leq k$, it holds that $S_n^{[k]} - S_{n-1}^{[k]} = 1$, and so (2.3) is satisfied by $S^{[k]}$. This implies that the corresponding maximum process $M^{[k]}$ is well-defined. Now, let $W^{[k]} = (W_n^{[k]})_{n \in \mathbb{Z}}$ be the carrier process corresponding to $\eta^{[k]}$. Clearly there is no problem with defining this process, since we know the carrier is empty up to location $k$. Moreover, proceeding as in Lemma 2.1 we have that
\begin{equation}
W^{[k]} = M^{[k]} - S^{[k]}.
\end{equation}
Similarly, we can also define the transformed path $T(S^{[k]})$, and check, as in Lemma 2.3 that
\begin{equation}
T(S^{[k]}) = 2M^{[k]} - S^{[k]} - 2M_0^{[k]}.
\end{equation}
By virtue of the following natural limit result, we can understand $W$ and $TS$, defined at (2.3), as the carrier process and transformed path for the two-sided particle configuration. Moreover, we check that the update rule presented at (1.4) is still valid in this more general setting.

**Lemma 2.4.** Suppose $S$ is an element of $\mathcal{S}^0$ satisfying (2.2), then
\begin{equation}
S^{[k]} \to S, \quad M^{[k]} \to M, \quad W^{[k]} \to W, \quad T(S^{[k]}) \to TS,
\end{equation}
as $k \to -\infty$, where $M, W$ and $TS$ are defined at (1.7) and (2.3). Moreover,
\begin{equation}
\eta^{[k]} \to \eta, \quad T(\eta^{[k]}) \to T\eta,
\end{equation}
where $T\eta$ is defined at (2.4), and
\begin{equation}
(T\eta)_n = \min \{1 - \eta_n, W_{n-1}\}, \quad \forall n \in \mathbb{Z}.
\end{equation}

**Proof.** Since we are dealing with discrete time processes, it suffices to show convergence pointwise. Since $S_n^{[k]} = S_n$ for $n \geq k$ (assuming $k$ is negative), we readily deduce that $S_n^{[k]} \to S_n$ as $k \to -\infty$, which establishes the first claim. For the second claim, we start by noting the obvious inequality $S_n^{[k]} \leq S_n$ for all $n \in \mathbb{Z}, k \leq 0$. This implies that $M_n^{[k]} \leq M_n$ for all $n \in \mathbb{Z}, k \leq 0$. To
obtain the opposite inequality in the limit, observe that (2.2) yields, for a given $n$, the existence of a finite $n_1 \leq n$ such that $M_n = S_{n_1}$. Moreover, for $k \leq n_1$, 

$$M_n^{[k]} = \max_{k \leq m \leq n} S_m^{[k]} \geq S_{n_1}^{[k]}.$$ 

Since $S_{n_1}^{[k]} \to S_{n_1} = M_n$ as $k \to -\infty$ by the previous part of the proof, we have thus demonstrated that $M_n^{[k]} \to M_n$ as $k \to -\infty$, as desired. The remaining two claims of (2.7) are now easy consequences of the definition of W and TS, and equations (2.5) and (2.6). To complete the proof, we simply observe that the first claim of (2.8) is clear by definition, the results at (2.7) imply 

$$(T(\eta^{[k]}))_n = 1_{\{(T(S^0))_n=(T(S^0))_{n-1}-1\}} \to 1_{\{(TS)_n=(TS)_{n-1}-1\}} = (T\eta)_n,$$

as $k \to -\infty$, and also 

$$(T\eta)_n = \lim_{k \to -\infty} (T(\eta^{[k]}))_n = \lim_{k \to -\infty} \min \left\{1 - \eta_{n-1}^{[k]}, W_{n-1}^{[k]} \right\} = \min \{1 - \eta_n, W_n - 1\},$$

where for the second inequality we apply the update rule from (1.4) that holds in the one-sided setting.

**Remark 2.5.** In the two-sided case, it is further straightforward to check that the identity of Lemma 2.2 can be adapted to 

$$S_n = \ell_n - W_n + W_0, \quad \forall n \in \mathbb{Z},$$

if the definition of the local time $\ell$ is extended as follows:

$$(2.10) \quad \ell_n = \begin{cases} \sum_{m=1}^n 1_{\{W_{m-1}=W_m=0\}}, & \text{if } n > 0, \\ 0, & \text{if } n = 0, \\ -\sum_{m=n+1}^0 1_{\{W_{m-1}=W_m=0\}}, & \text{if } n < 0. \end{cases}$$

### 2.5. Defining the carrier process and dynamics uniquely.

In Section 2.3 we gave a definition of the dynamics of the BBS for two-sided infinite particle configurations satisfying (2.2). In this section, we show that for no other configurations can the BBS dynamics be reasonably defined, in the sense that one can not construct a carrier process which corresponds to the configuration in the natural way. Moreover, we will show that the carrier process defined in the previous section is unique in a certain sense, which we relate to excluding the possibility of particles coming into the system from $-\infty$. The discussion presented here will be useful in subsequent sections when it comes to defining the inverse of the dynamics, and proving Theorem 1.1.

We start by introducing the space of carrier paths 

$$\mathcal{Y} := \{Y: \mathbb{Z} \to \mathbb{Z}_+: |Y_n - Y_{n-1}| = 1 \text{ or } Y_n = Y_{n+1} = 0, \ \forall n \in \mathbb{Z}\}.$$ 

Given a configuration $\eta \in \{0,1\}^\mathbb{Z}$, the associated carrier path, which is formally given by $Y_n = \sum_{k=-\infty}^n (\eta_k - \bar{T}\eta_k)$, should satisfy the update rule at (1.3) (for all $n \in \mathbb{Z}$). Equivalently, we require $Y$ to satisfy $\eta_n = 1_{\{Y_n = Y_{n-1} + 1\}}$. This being the case, we define a map $\Phi: \mathcal{Y} \to \{0,1\}^\mathbb{Z}$ by setting 

$$(\Phi Y)_n = 1_{\{Y_n = Y_{n-1} + 1\}}.$$ 

Since the map from $\eta \in \{0,1\}^\mathbb{Z}$ to $S \in \mathcal{S}^0$ is one-to-one, this map may equivalently viewed as a map from $\mathcal{Y}$ to $\mathcal{S}^0$. Henceforth, in a slight abuse of notation, we will use $\Phi$ for both versions.
of the map, with it being clear from the context whether we are mapping to \(\{0, 1\}^Z\) or \(\mathcal{S}^0\). In fact, \(\Phi : \mathcal{Y} \rightarrow \mathcal{S}^0\) is given explicitly by

\[
(2.11) \quad \Phi Y_n = \ell(Y)_n - Y_n + Y_0,
\]

where \(\ell : \mathcal{Y} \rightarrow \mathcal{S}^0\) is defined as same way as (2.10), and

\[
\mathcal{S}^0 = \{A : \mathbb{Z} \rightarrow \mathbb{Z} : A_0 = 0, A_n - A_{n-1} \in \{0, 1\}, \forall n \in \mathbb{Z}\}
\]
is a set of non-decreasing functions passing through the origin. In Section 2.4, we showed the following result.

**Lemma 2.6.** Assume \(S \in \mathcal{S}^0\) satisfies (2.2), and let \(W = M - S\). It is then the case that \(W \in \mathcal{Y}\) and \(\Phi W = S\). In particular, \(S \in \Phi(\mathcal{Y})\). Furthermore, \(\lim_{k \rightarrow -\infty} T \eta^{[k]}\) exists and is equal to \(T \eta\) given by (2.4), and satisfies (2.9), i.e. \(T \eta_n = \min\{1 - \eta_n, W_{n-1}\}\).

The above lemma tells that (2.2) is a sufficient condition for \(S\) to have an associated carrier path. The next lemma establishes (2.2) is in fact a necessary condition for this. In fact, this result provides an intuitive explanation for the dynamics of the BBS, suggesting that when \(\limsup_{n \rightarrow -\infty} S_n = \infty\) we have a carrier bringing infinite particles from \(-\infty\), which fill all the holes, and transports all the particles to \(\infty\). The limits in Lemma 2.4 can also be understood in this case, although those for \(M\) and \(W\) will be \(\infty\), and \(TS\) no longer can be defined via (2.3).

**Lemma 2.7.** Assume \(S \in \mathcal{S}^0\) and \(\limsup_{n \rightarrow -\infty} S_n = \infty\). It is then the case that \(S \notin \Phi(\mathcal{Y})\). In particular, \(\lim_{k \rightarrow -\infty} W_{n}^{[k]} = \infty\), and it moreover holds that \(\lim_{k \rightarrow -\infty} T \eta^{[k]} = 1 - \eta\).

**Proof.** Suppose \(S = \Phi Y\) for some \(Y \in \mathcal{Y}\). Applying (2.11) yields that, for any \(n \geq 0\),

\[
S_0 - S_{-n} = \sum_{k = -n+1}^{0} (S_k - S_{k-1})
= \sum_{k = -n+1}^{0} (\ell(Y)_k - Y_k - \ell(Y)_{k-1} + Y_{k-1})
\geq \sum_{k = -n+1}^{0} (Y_{k-1} - Y_k)
= Y_{-n} - Y_0
\geq -Y_0.
\]

Namely \(S_{-n} \leq Y_0\). However, this contradicts the assumption that \(\limsup_{n \rightarrow -\infty} S_n = \infty\), and so it must be the case that \(S \notin \Phi(\mathcal{Y})\).

For the remaining claims, we note that, for any \(n \in \mathbb{Z}\) and \(k \leq n\),

\[
W_{n}^{[k]} = M_{n}^{[k]} - S_n = \max_{k \leq m \leq n} S_m - S_n,
\]
and so \(\lim_{k \rightarrow -\infty} W_{n}^{[k]} = \lim_{k \rightarrow -\infty} (\max_{k \leq m \leq n} S_m - S_n) = \infty\). Since \(T \eta_n^{[k]} = \min\{1 - \eta_n^{[k]}, W_{n-1}^{[k]}\}\), it also follows that \(\lim_{k \rightarrow -\infty} T \eta_n^{[k]} = 1 - \eta_n\). \(\square\)

Now, if the BBS dynamics are to be defined in terms of the carrier, then it is natural to define the domain of \(T\) to be the set where we have a carrier process, i.e.

\[
\mathcal{S}^T := \Phi(\mathcal{Y}).
\]
Moreover, the previous two lemmas yield the following alternative expression for $\mathcal{S}^T$.

**Corollary 2.8.** It holds that

\[
\mathcal{S}^T = \left\{ S \in \mathcal{S}^0 : \limsup_{n \to \infty} S_n < \infty \right\} = \left\{ S \in \mathcal{S}^0 : M_0 \in \mathbb{R} \right\}.
\]

Whilst the above discussion might give a suitable domain for $T$, we further need to consider what the canonical action of the BBS should be. Indeed, given a particle configuration $\eta$ and carrier process $Y$, one might seek to define the dynamics in terms of the update rule at (2.29). However, as we discuss further in Remark 2.11 below, $\Phi$ is not an injective map, and consequently the latter approach does not uniquely define the dynamics of the system. The next lemma is intended to give a solution to this problem. In particular, we will identify a subset of $\mathcal{Y}$ on which the map is a bijection, and show that the carriers contained in this set (which are in fact given by the process $W = M - S$ defined in the previous section) are the minimal carriers for the corresponding configuration. As we argue in Remark 2.11, this minimal carrier can be seen as a natural choice, since it is the one that excludes the possibility of extra particles appearing in the system from $-\infty$. The following proposition may be considered the main result of this subsection.

**Proposition 2.9.** Define

\[
\mathcal{Y}^- := \left\{ Y \in \mathcal{Y} : \liminf_{n \to -\infty} Y_n = 0 \right\}.
\]

It is then the case that $\Phi|_{\mathcal{Y}^-} : \mathcal{Y}^- \to \mathcal{S}^T$ is a bijection, and its inverse map is given by $\Phi^{-1}S = M - S$. Furthermore,

\[
(\Phi^{-1}S)_n = \min \{ Y_n : \Phi Y = S, Y \in \mathcal{Y} \}.
\]

**Proof:** Since $M - S \in \mathcal{Y}^-$ and $\Phi(M - S) = S$ for any $S \in \mathcal{S}^T$, we only need to show that $\Phi|_{\mathcal{Y}^-}$ is injective for the first statement. Let $Y, Y' \in \mathcal{Y}^-$ satisfy $\Phi Y = \Phi Y'$, and suppose $Y_{n_0} > Y'_{n_0}$ for some $n_0$. Let $n_1 := \sup \{ n \leq n_0 : Y_n = Y'_n \}$, with the convention that $\sup \emptyset = -\infty$. If $n_1 \neq -\infty$, then $Y_{n_1} \leq Y_{n_1}$ and $Y_{n_1+1} > Y'_{n_1+1}$. Thus either

\[
Y_{n_1+1} - Y_{n_1} = 1 \quad \text{or} \quad Y_{n_1+1} - Y_{n_1} = 0 \quad \text{and} \quad Y_{n_1+1} - Y'_{n_1} = -1,
\]

must be satisfied. However, since $I_{Y_{n_1}=Y_{n_1}+1} = I_{Y'_{n_1}=Y'_{n_1}+1}$ and $Y_{n_1+1} - Y_{n_1} = 0$ implies $Y_{n_1} = Y'_{n_1+1} = 0$, neither of the above possibilities can occur. Hence, $n_1 = -\infty$ and $Y_n > Y'_n$ for all $n \leq n_0$. In particular, this implies $Y_n \geq Y_n + 1 \geq 1$ for all $n \leq n_0$, and so $\liminf_{n \to -\infty} Y_n \geq 1$, which contradicts the assumption that $Y \in \mathcal{Y}^-$. The claim that $(\Phi^{-1}S)_n = \min \{ Y_n : \Phi Y = S, Y \in \mathcal{Y} \}$ is shown by a similar argument. Suppose $Y \in \mathcal{Y}$ satisfies $Y_{n_0} < (\Phi^{-1}S)_{n_0}$ for some $n_0$, where $S = \Phi Y$. Then, since $\Phi Y = \Phi \Phi^{-1}S$, by the argument we have just given, $(\Phi^{-1}S)_n = Y_n$ for all $n \leq n_0$. However, this contradicts the fact that $\Phi^{-1}S \in \mathcal{Y}^-$. \hfill \Box

As a simple corollary of this result, we have the following, which was essentially shown in Subsection 2.2.

**Corollary 2.10.** For $S \in \mathcal{S}^T$, it holds that $W = \Phi^{-1}S$ and $M - M_0 = \ell(\Phi^{-1}S)$.
Proof. The identity $W = \Phi^{-1}S$ follows by the definition of $W$ at (2.3). Since
\[ M = W + S = \Phi^{-1}S + S = \Phi^{-1}S + \Phi\Phi^{-1}S = \Phi^{-1}S + \ell(\Phi^{-1}S) - (\Phi^{-1}S)0 = \ell(\Phi^{-1}S) + (\Phi^{-1}S)0, \]
we have $M_0 = (\Phi^{-1}S)_0$ and $M - M_0 = \ell(\Phi^{-1}S)$. □

Remark 2.11. To indicate why the process $\Phi^{-1}S = M - S$ is the natural carrier for a particle configuration, first consider the empty configuration $\eta$ given by setting $\eta_n = 0$ for all $n \in \mathbb{Z}$. In this case, for each $N \in \mathbb{Z}$, if we set $Y^N_N = (N-n)_+ + 1\{n \in \mathbb{Z}\}$, then we obtain a carrier $Y^N \in \mathcal{Y}$ such that $\Phi Y^N = \eta$. None of these functions are equal to the minimal carrier $W = M - S \equiv 0$. Now, if we define the BBS via the update rule (2.9), then the carrier $Y^N$ yields a new configuration
\[ \min \{1 - \eta_n, Y^N_{n-1}\} = 1_{\{n \leq N\}}, \]
whereas the carrier $W$ yields $\min \{1 - \eta_n, W_{n-1}\} = \eta$. (See Figure 5.) In particular, we see that the carriers $Y^N$ are transporting a semi-infinite line of particles from $-\infty$. Without good reason for wanting to create such particles, it is thus apparently more natural to take as a carrier $W$.

We note that in this case, the latter process is the only one for which $\lim_{k \to -\infty} T \eta^k$ is equal to the output of (2.9), which also gives an understanding that, in this case, the system is not picking up information from $-\infty$. A similar argument can be given for other configurations where $W$ has flat segments (i.e., locations where $W_n = W_{n+1} = 0$), see Remark 2.18 for a particular example.

In the same spirit, one might think about the case when $\eta \not\in \Phi(\mathcal{Y})$ and $\lim_{k \to -\infty} T \eta^k = 1 - \eta$, as described in Lemma 2.7, as having a carrier which transports an infinite number of particles from $-\infty$ to fill all the holes with particles, and which transports all the particles to $+\infty$.

As a slightly cautionary example about using the condition that $\lim_{k \to -\infty} T \eta^k$ is equal to the right-hand side of (2.9) to pick the carrier; however, let us consider $\eta$ given by $\eta_n = 1_{\{n \text{ odd}\}}$. (See Figure 6.) In this case, the minimal carrier $W$ is given by $W_n = 1_{\{n \text{ odd}\}}$. Other carriers are given by $W + N$ for any $N \in \mathbb{Z}_+$. However, if we define the BBS via the update rule (2.9), then all of these carriers give rise to the configuration $1 - \eta$, and this in turn is equal $\lim_{k \to -\infty} T \eta^k$.}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5}
\caption{Particles transported from $-\infty$ by non-minimal carrier.}
\end{figure}
This example is somewhat subtle, however. One could interpret the carrier $W + N$ as taking $N$ particles from $-\infty$ to $\infty$. So, although the resulting dynamics are the same, it might be considered reasonable to rule this situation out. Note that this argument applies to any configuration where $W$ does not have flat segments.

![Diagram](image)

**Figure 6.** Example showing multiple carriers giving rise to same dynamics.

### 2.6. Inverse of the action of the carrier.

Now we have identified $\mathcal{S}^T = \Phi(\mathcal{Y})$ as the domain where the BBS is well-defined, and presented justification for the dynamics of the system being given by the definitions in Section 2.4 (equations (2.3) and (2.4) in particular), a natural counterpart to study is the inverse of the action of the carrier. Or, to state this as a question, if we see the particle configuration $\eta$ left by the carrier, then can we identify the initial configuration $T^{-1}\eta$? In the finite particle case, this question was answered affirmatively in the original paper of Takahashi and Satsuma [37]. Indeed, in this case, they showed that the BBS is reversible, with the inverse dynamics given by the action of a carrier which moves from right to left, rather than left to right, as appears in the original definition. More explicitly, this action can be written

$$T^{-1}\eta = T \eta^{-1}.$$  

where $\eta^{-1}$ is the reversed configuration defined as at (1.16). In particular, this identity tells us that, at least for the class of particle configurations considered, the backwards (in time) evolution of the BBS is described as follows: first reverse the configuration space according to (1.16), apply the usual (forwards in time) BBS, and then reverse the space again.

To describe the inverse action of the carrier in terms of path encodings, let us first introduce the operator $R : \mathcal{Y}^0 \to \mathcal{Y}^0$, defined by setting $RS = ((RS)_n)_{n \geq 0}$ to be the path given by

$$(RS)_n = -S_{-n}.$$  

Note that if $S$ is the path encoding of $\eta$, then

$$(RS)_n - (RS)_{n-1} = 1 - 2\eta_{-(n-1)},$$  

and so $RS$ is the path encoding of particle configuration $\eta^{-1}$. Moreover, using this notation, it is clear that the action at (2.12) can be reexpressed as

$$T^{-1}S = RTRS.$$  

Alternatively, by applying the definition of $R$ and $T$, we see that this operation describes the dual of Pitman’s transformation given by ‘reflecting in the future minimum’. Indeed, one can check that

$$T^{-1}S_n = 2I_n - S_n - 2I_0,$$  

where $I_n$ is the indicator function of the event that $n$ is the minimum of the configuration.
where we define

\[ I_n = \inf_{m \geq n} S_m. \]

In this section, we seek to extend the above observations to the case when the number of particles is infinite. For this, we take (2.14) as a definition of \( T^{-1} \), and verify that this can also be written in terms of the formula at (2.13), see Lemma 2.12. The main goal of the section, however, is to prove Theorem 1.1(a), confirming the expression that was stated there for \( S_{\text{rev}} \). (Recall \( S_{\text{rev}} \), defined at (1.9), is the set upon which the forward and backward dynamics are well-defined and reversible, in that \( T^{-1}TS = TT^{-1}S = S \) holds.)

We first introduce the domain of \( T^{-1} \), which by applying the obvious symmetry and comparing with Corollary 2.8 we can suppose is given by

\[ \mathcal{S}^{T^{-1}} = \{ S \in \mathcal{S}^0 : T^{-1}S \text{ well-defined} \} = \{ S \in \mathcal{S}^0 : I_0 \in \mathbb{R} \}. \]

Since \( I_R = \inf_{n \geq 0} (RS)_n = -\sup_{n \leq 0} S_n = -M_0 \) and \( R \) is a bijection on \( \mathcal{S}^0 \), we have \( R\mathcal{S}^{T^{-1}} = \mathcal{S}^{T^{-1}} \) and \( R\mathcal{S}^T = \mathcal{S}^T \). We are now ready to check (2.13) in our more general setting.

**Lemma 2.12.** It holds that \( T^{-1} = RT R \) on \( \mathcal{S}^{T^{-1}} \).

**Proof.** The comments preceding the lemma give that both operators have domain \( \mathcal{S}^{T^{-1}} \). Moreover, since \( R \) is a bijection on \( \mathcal{S}^0 \), we only need to show that \( RT^{-1} = T R \). This can be done directly as follows:

\[
(RT^{-1}S)_n = -(2I_{-n} - S_{-n} + 2I_0) \\
= -2 \inf_{m \geq -n} S_m + S_{-n} + 2 \inf_{m \geq 0} S_m \\
= 2 \sup_{m \leq n} (-S_m) - (S_{-n}) - 2 \sup_{m \leq 0} (-S_m) \\
= (TRS)_n.
\]

The map \( \Psi : \mathcal{Y} \to \{0, 1\}^\mathbb{Z} \) be the map

\[ \Psi Y_n = \mathbf{1}_{\{Y_n = Y_{n+1} - 1\}}. \]

The map \( \Psi : \mathcal{Y} \to \mathcal{S}^0 \) that this induces is given by

\[ \Psi Y_n = \ell(Y)_n + Y_n - Y_0. \]
We then have the following adaptation of Corollary 2.8 Proposition 2.9 and Corollary 2.10

**Proposition 2.13.** It holds that $\Psi(\mathcal{Y}) = \mathcal{J}^{-1}$, and $\Psi|_{\mathcal{Y}^+} : \mathcal{Y}^+ \to \mathcal{J}^{-1}$ is a bijection with inverse map given by $\Psi^{-1} S = V$. Moreover,

$$(\Psi^{-1} S)_n = \min \{ Y_n : \Psi Y = S, Y \in \mathcal{Y} \}.$$ 

Also, $I - I_0 = \ell(\Psi^{-1} S)$ for any $S \in \mathcal{J}^{-1}$.

With the above notation, for $S \in \mathcal{J}^T$,

$$(T \eta)_n = 1(w_n = \nu_{n-1} - 1) = (\Psi W)_n = (\Psi \Phi^{-1} \eta)_n,$$

and so $T = \Psi \Phi^{-1}$. In the same way, we have $T^{-1} = \Phi^{-1}$. From this, we can easily see that

$$(2.15) \quad T(\mathcal{J}^T) \subseteq \Psi(\mathcal{Y}) = \mathcal{J}^{-1}, \quad T^{-1}(\mathcal{J}^{-1}) \subseteq \Phi(\mathcal{Y}) = \mathcal{J}^T.$$

We now come to the main result of the section, which gives the characterisation of $\mathcal{J}^{\text{rev}}$ stated in Theorem 1.1(a). We will break the problem into two parts, namely writing $\mathcal{J}^{\text{rev}} = \mathcal{J}^{T^{-1}T} \cap \mathcal{J}^{TT^{-1}}$, where

$$\mathcal{J}^{T^{-1}T} = \{ S \in \mathcal{J} : T^{-1} TS = S \}, \quad \mathcal{J}^{TT^{-1}} = \{ S \in \mathcal{J}^{-1} : TT^{-1} S = S \}.$$ 

For future use, we also summarise equalities involving the future minimum of $TS$ and past maximum of $T^{-1} S$ that arise in the proof.

**Theorem 2.14.** It holds that

$$\mathcal{J}^{T^{-1}T} = \left\{ S \in \mathcal{J}^0 : M_0 \in \mathbb{R}, \limsup_{n \to \infty} S_n = M_\infty \right\},$$

$$\mathcal{J}^{TT^{-1}} = \left\{ S \in \mathcal{J}^0 : I_0 \in \mathbb{R}, \liminf_{n \to \infty} S_n = I_- \right\},$$

and so

$$\mathcal{J}^{\text{rev}} = \left\{ S \in \mathcal{J}^0 : M_0, I_0 \in \mathbb{R}, \limsup_{n \to \infty} S_n = M_\infty, \liminf_{n \to \infty} S_n = I_- \right\}.$$ 

Moreover, for $S \in \mathcal{J}^{T^{-1}T}$,

$$I^{TS} = M - 2M_0, \quad TV = W,$$

and, for $S \in \mathcal{J}^{TT^{-1}}$,

$$M^{T^{-1}S} = I - 2I_0, \quad T^{-1} W = V,$$

where $I^{TS}_n = \inf_{m \geq n(TS)_m}$ and $M^{T^{-1}S}_n = \sup_{m \leq n(T^{-1}S)_m}$.

**Remark 2.15.** We can also characterize the reversible set as $\mathcal{J}^{\text{rev}} = \Phi(\mathcal{Y}^{\text{rev}}) \cap \Psi(\mathcal{Y}^{\text{rev}})$ where $\mathcal{Y}^{\text{rev}} = \mathcal{Y}^- \cap \mathcal{Y}^+$.

To prove the above result, we prepare a simple lemma.

**Lemma 2.16.** It holds that $\Phi^{-1} \Psi(\mathcal{Y}^+) \subseteq \mathcal{Y}^+$ and $\Psi^{-1} \Phi(\mathcal{Y}^-) \subseteq \mathcal{Y}^-.$

**Proof.** We only give a proof for $\Phi$. Let $Y \in \mathcal{Y}^+$ and $\tilde{Y} := \Phi^{-1} \Phi Y$. Since $\Phi \tilde{Y} = \Phi Y$, Proposition 2.9 gives that $\tilde{Y}_n \leq Y_n$ for any $n \in \mathbb{Z}$. In particular, $\liminf_{n \to \infty} \tilde{Y}_n \leq \liminf_{n \to \infty} Y_n = 0.$  

□
Proof of Theorem 2.14. First note that
\[ \left\{ S \in \mathcal{S}^0 : M_0 \in \mathbb{R}, \limsup_{n \to \infty} S_n = M_\infty \right\} = \left\{ S \in \mathcal{S}^T : \liminf_{n \to \infty} W_n = 0 \right\}. \]
Therefore, we only need to show that \( \mathcal{S}^{-1}T = \{ S \in \mathcal{S}^T : \Phi^{-1}S \in \mathcal{Y}^+ \} \).
We first show that \( \mathcal{S}^{-1}T \subseteq \{ S \in \mathcal{S}^T : \Phi^{-1}S \in \mathcal{Y}^+ \} \). Let \( S \in \mathcal{S}^{-1}T \). Then, \( S = T^{-1}TS \), so \( S = \Phi^{-1}\Psi^{-1}\Phi^{-1}S \). From (2.15), we further have that \( Y := \Psi^{-1}\Phi^{-1}S \in \Psi^{-1}(\mathcal{S}^{-1}) = \mathcal{Y}^+ \).
Hence \( \Phi^{-1}S = \Phi^{-1}\Psi Y \in \mathcal{Y}^+ \) from Lemma 2.16.
Next, we prove \( \mathcal{S}^{-1}T \supseteq \{ S \in \mathcal{S}^T : \Phi^{-1}S \in \mathcal{Y}^+ \} \). Assume \( S \in \mathcal{S}^T \) and \( \Phi^{-1}S \in \mathcal{Y}^+ \). Since \( \Psi \mid_{\mathcal{Y}^+} \) is a bijection, it is then the case that \( \Psi^{-1}\Phi^{-1}S = \Phi^{-1}S \). Consequently \( T^{-1}TS = \Phi\Psi^{-1}\Phi^{-1}S = \Phi\Phi^{-1}S = S \).
Finally, if \( S \in \mathcal{S}^{-1}T \), then as we have seen \( \Psi^{-1}TS = \Psi^{-1}\Phi^{-1}S = \Phi^{-1}S \) holds. This expression can be rewritten as \( TS - I^TS = M - S \), which implies \( TV = TS - I^TS = M - S = W \).
In particular, \( -I^TS = M_0 \) holds. Applying Corollary 2.10 and Proposition 2.13, we further obtain that \( I^TS - I^0S = \ell(\Psi^{-1}TS) = \ell(\Phi^{-1}S) = M - M_0 \). Hence \( I^TS = M - M_0 + I^0S = M - 2M_0 \).
Noting the relation
\[ \left\{ S \in \mathcal{S}^0 : I_0 \in \mathbb{R}, \liminf_{n \to \infty} S_n = I_\infty \right\} = \left\{ S \in \mathcal{S}^{-1} : \liminf_{n \to \infty} V_n = 0 \right\}, \]
we can prove the rest of the claim in the same way. \( \square \)

Finally, we summarise some of the duality relations that hold for the various maps that we have introduced. To state the result, we further define \( \overline{R} : \mathcal{Y} \to \mathcal{Y} \) by setting \( (\overline{R}Y)_n = Y_{-n} \). The proof, which is straightforward, is omitted.

Lemma 2.17. It holds that \( R\Psi = \Phi\overline{R} \) and \( R\Phi = \Psi\overline{R} \).
Moreover, \( \overline{R}(\mathcal{Y}^-) = \mathcal{Y}^+ \), \( \overline{R}(\mathcal{Y}^+) = \mathcal{Y}^- \) and the maps in the following diagram are all bijections and commutative.

\[
\begin{array}{ccc}
\mathcal{Y}^- & \xrightarrow{\Phi} & \mathcal{S}^T \\
\overline{R} \downarrow & & \downarrow \overline{R} \\
\mathcal{Y}^+ & \xrightarrow{\Psi} & \mathcal{S}^{-1}
\end{array}
\]
Also, the following diagram satisfies the same property.

\[
\begin{array}{ccc}
\mathcal{Y}^{rev} & \xrightarrow{\Phi} & \mathcal{S}^{rev} \\
\overline{R} \downarrow & & \downarrow \overline{R} \\
\mathcal{Y}^{rev} & \xrightarrow{\Psi} & \mathcal{S}^{rev}
\end{array}
\]

Remark 2.18. As an example of a particle configuration for which the BBS dynamics are well-defined, but whose path encoding does not satisfy \( T^{-1}TS = S \), or indeed \( TT^{-1}S = S \), consider \( \eta \) as given by \( \eta_n = 1_{\{n \leq 0, \text{n even}\}} + 1_{\{n \geq 1, \text{n odd}\}} \). Then we find that the particle configuration...
encoded by $T^{-1}S$ is equal to $\eta'$, where $\eta'_n = 1_{\{n \leq -2, n \text{ even}\}} + 1_{\{n \geq 1, n \text{ odd}\}}$, and the particle configuration encoded by $TT^{-1}S$ is equal to $\eta''$, where $\eta''_n = 1_{\{n \leq 0, n \text{ even}\}} + 1_{\{n \geq 3, n \text{ odd}\}}$. (The relevant path encodings are shown in Figure 7.) In essence, the operation $S \mapsto TS$ sends one particle (from 0) to $\infty$, and this is not recovered by $T^{-1}$. Similarly, $S \mapsto T^{-1}S$ sends one particle (from 1) to $-\infty$. The conditions required for a function $S$ to be in $\mathcal{F}T^{-1}T$ or $\mathcal{F}TT^{-1}$ prevent this happening, by ensuring that the carrier must empty itself infinitely often in the relevant direction.

\begin{center}
\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7}
\caption{Path encodings of $S$, $T^{-1}S$ and $TT^{-1}S$, as described in Remark 2.18.}
\end{figure}
\end{center}

Continuing from the discussion in Remark 2.11, we note that it is possible to recover the missing particle from a reservoir at $\pm\infty$ by using a different carrier. For instance, two possible carriers for $T^{-1}S$, $W T^{-1}S$ and $Y T^{-1}S$ say, are shown in Figure 8. If we use $W T^{-1}S$ (in the right-hand side of (2.9)), then we arrive at $TT^{-1}S$ as described above. If we use $Y T^{-1}S$, then we recover the missing particle, and return $S$. More generally, for a carrier $Y \in \mathcal{Y}$, $\liminf_{n \to \infty} Y_n$ represents the number of particles returned from $\pm\infty$, and $\liminf_{n \to \infty} Y_n$ represents the number of particles carried to $\pm\infty$. Such observations could motivate a more general model with reservoirs at infinity, where any carrier $Y \in \mathcal{Y}$ is allowed to determine the dynamics, but we do not pursue that here.

\begin{center}
\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure8}
\caption{Carriers for $T^{-1}S$, as described in Remark 2.18. (The lower figure shows $W T^{-1}S$, and the upper shows $Y T^{-1}S$.)}
\end{figure}
\end{center}

2.7. **Invariant set of initial conditions.** The aim of this section is to characterise the invariant set of initial configurations, $\mathcal{F}^{\text{ini}}$ (defined at (1.11)), for which repeated passes of the carrier are possible from left and right and they are compatible. In particular, we will complete the proof of Theorem 1.1.
To describe the set $\mathcal{I}^{\text{inv}}$, we start by introducing some definitions. For any strictly increasing function $F : \mathbb{Z} \to \mathbb{R}$ satisfying $\lim_{n \to \infty} F(n) = \infty$, we introduce the following subset of $\mathcal{I}^0$,

\begin{equation}
(2.16) \\
\mathcal{I}_{K}^{+} := \left\{ S \in \mathcal{I}^0 : \lim_{n \to \infty} \frac{S_n}{F(n)} = 1 \right\},
\end{equation}

and for any strictly increasing function $F : \mathbb{Z} \to \mathbb{R}$ satisfying $\lim_{n \to \infty} F(n) = -\infty$,

\begin{equation}
(2.17) \\
\mathcal{I}_{K}^{-} := \left\{ S \in \mathcal{I}^0 : \lim_{n \to \infty} \frac{S_n}{F(n)} = 1 \right\}.
\end{equation}

Also, for any $K \in \mathbb{N}$, we introduce the following subsets of $\mathcal{I}^0$,

\begin{align*}
\mathcal{I}_{K}^{+} &:= \left\{ S \in \mathcal{I}^0 : \sup_{n \in \mathbb{Z}} \left( \sup_{m \leq n} (\sup S_m - \inf S_m) = K, \lim_{n \to \infty} \sup S_n - \lim \inf S_n = K \right) \right\}, \\
\mathcal{I}_{K}^{-} &:= \left\{ S \in \mathcal{I}^0 : \sup_{n \in \mathbb{Z}} \left( \sup_{m \leq n} (\sup S_m - \inf S_m) = K, \lim_{n \to \infty} \sup S_n - \lim \inf S_n = K \right) \right\}.
\end{align*}

Note that $S \in \mathcal{I}_{F}^{+}$ for some $F$ only if $\lim_{n \to \infty} S_n = \infty$, and $S \in \mathcal{I}_{K}^{+}$ for some $K$ only if it holds that $\lim_{n \to \infty} S_n < \infty$. Moreover, $S \in \mathcal{I}_{K}^{-}$ for some $K$ only if $M_0, I_0 \in \mathbb{R}$. The same is true for $\mathcal{I}_{F}$ and $\mathcal{I}_{K}$.

The main result of the subsection is the following characterization of the invariant set. Clearly this gives Theorem 1.1(b).

**Theorem 2.19.** For $S \in \mathcal{I}^0$, $S \in \mathcal{I}^{\text{inv}}$ if and only if $S \in \mathcal{I}^{-}_1 \cap \mathcal{I}^{+}_2$, where $*_1$ and $*_2$ are some $F$ or $K$. Moreover, if the condition holds, then $T^k S \in \mathcal{I}^{-}_1 \cap \mathcal{I}^{+}_2$ for any $k \in \mathbb{Z}$.

**Remark 2.20.** The final statement of the above theorem can be understood as meaning the BBS preserves the asymptotic density profile. Indeed, if $S \in \mathcal{I}_{F}^{+}$, then

$$n^{-1} \sum_{m=0}^{n-1} (T^k \eta)_m \approx \frac{1}{2} (1 - n^{-1} F(n))$$

for each $k \in \mathbb{Z}$. In particular, if $F(n) = cn$ for some $c \in (0, 1]$, then we have a constant asymptotic density given by $\frac{1}{2}(1 - c)$. Furthermore, if $S \in \mathcal{I}_{K}^{+}$, then $n^{-1} \sum_{m=0}^{n-1} (T^k \eta)_m \to \frac{1}{2}$ for all $k \in \mathbb{Z}$.

**Remark 2.21.** We can also characterize the invariant set in terms of the carrier by the identity $\mathcal{I}^{-}_1 \cap \mathcal{I}^{+}_2 = \Phi(\mathcal{Y}^{-}_1 \cap \mathcal{Y}^{+}_2) \cap \Psi(\mathcal{Y}^{-}_1 \cap \mathcal{Y}^{+}_2)$ where $*_1$ and $*_2$ are critical or sub-critical where

\begin{align*}
\mathcal{Y}^{\pm}_{\text{sub-critical}} &:= \left\{ Y \in \mathcal{Y}^{\text{rev}} : \lim_{n \to \infty} \frac{Y_n}{\ell(Y)_n} = 0 \right\}, \\
\mathcal{Y}^{\pm}_{\text{critical}} &:= \left\{ Y \in \mathcal{Y}^{\text{rev}} : \lim_{n \to \infty} |\ell(Y)_n| < \infty, \lim_{n \to \infty} \sup Y_n = \sup Y_n < \infty \right\}.
\end{align*}

The proof of Theorem 2.19 is divided into four lemmas.

**Lemma 2.22.** It holds that $\mathcal{I}_{F}^{+} \subseteq \mathcal{I}^{-} T^{-1}$ and $\mathcal{I}_{K}^{-} \subseteq \mathcal{I}^{-} T^{-1}$. Also, $\mathcal{I}^{-}_1 \cap \mathcal{I}^{+}_2 \subseteq \mathcal{I}^{\text{rev}}$ for any $*_1$ and $*_2$.

**Lemma 2.23.** The set $\mathcal{I}^{-}_1 \cap \mathcal{I}^{+}_2$ is invariant under $T$ and $T^{-1}$ for any $*_1$ and $*_2$. 
Lemma 2.24. The following inclusions hold:
\[ \mathcal{S}^\text{inv} \cap \left\{ S \in \mathcal{S}^0 : \limsup_{n \to \infty} S_n = \infty \right\} \subseteq \bigcup_{F} \mathcal{S}^+_F, \]
\[ \mathcal{S}^\text{inv} \cap \left\{ S \in \mathcal{S}^0 : \liminf_{n \to \infty} S_n = -\infty \right\} \subseteq \bigcup_{F} \mathcal{S}^-_F . \]

Lemma 2.25. The following inclusions hold:
\[ \mathcal{S}^\text{inv} \cap \left\{ S \in \mathcal{S}^0 : \limsup_{n \to \infty} S_n < \infty \right\} \subseteq \bigcup_{K} \mathcal{S}^+_K, \]
\[ \mathcal{S}^\text{inv} \cap \left\{ S \in \mathcal{S}^0 : \liminf_{n \to \infty} S_n > -\infty \right\} \subseteq \bigcup_{K} \mathcal{S}^-_K . \]

Before giving proofs of the above lemmas, we prove Theorem 2.19 assuming that they hold.

Proof of Theorem 2.19 From Lemmas 2.24 and 2.25, for any \( S \in \mathcal{S}^\text{inv} \), there exists some \( *_1 \) and \( *_2 \) such that \( S \in \mathcal{S}^*_{*_1} \cap \mathcal{S}^*_{*_2} \). Conversely, if \( S \in \mathcal{S}^*_{*_1} \cap \mathcal{S}^*_{*_2} \) for some \( *_1 \) and \( *_2 \), then Lemma 2.23 gives \( T^k S \in \mathcal{S}^*_{*_1} \cap \mathcal{S}^*_{*_2} \) for any \( k \in \mathbb{Z} \). Since Lemma 2.23 gives \( \mathcal{S}^*_{*_1} \cap \mathcal{S}^*_{*_2} \subseteq \mathcal{S}^\text{rev} \), we deduce that \( T^k S \in \mathcal{S}^\text{rev} \) for any \( k \in \mathbb{Z} \). Hence \( S \in \mathcal{S}^\text{inv} \).

Proof of Lemma 2.22 Since \( S \in \mathcal{S}^+_F \) implies \( M_0 \in \mathbb{R} \), to check that \( S \in \mathcal{S}^{TT\_1} \), we only need to show that \( \limsup_{n \to \infty} S_n = \sup_n S_n \). Suppose \( \limsup_{n \to \infty} S_n < \sup_n S_n \). Thus there exists an \( n_0 \) such that \( S_n \leq S_{n_0} - 1 \) for all \( n \geq n_0 + 1 \). Since \( S \in \mathcal{S}^+_K \), \( S_{n_0} - I_{n_0} \leq M_{n_0} - I_{n_1} \leq K \). Therefore, \( \limsup_{n \to \infty} S_n - \liminf_{n \to \infty} S_n = S_{n_0} - I_{n_0} - \liminf_{n \to \infty} S_n = K \), which contradicts the condition that \( \limsup_{n \to \infty} S_n - \liminf_{n \to \infty} S_n = K \). The claim that \( \mathcal{S}^-_K \subseteq \mathcal{S}^{TT\_1} \) is shown in the same way.

Next, we prove \( \mathcal{S}^*_{*_1} \cap \mathcal{S}^*_{*_2} \subseteq \mathcal{S}^\text{rev} \). For \( \mathcal{S}^*_{*_1} \cap \mathcal{S}^*_{*_2} \), it is clear from the fact just we have shown. If \( S \in \mathcal{S}^-_F \cap \mathcal{S}^+_F \), then \( M_0, I_0 \in \mathbb{R} \) and \( \sup_{n \to \infty} S_n = \inf_{n \to \infty} S_n \). So, we only need to show that \( \liminf_{n \to \infty} S_n = \inf_{n \to \infty} S_n \) but since \( \liminf_{n \to \infty} S_n = -\infty \), this is clear. The case \( \mathcal{S}^-_K \cap \mathcal{S}^+_F \) is exactly the same. Finally, if \( S \in \mathcal{S}^-_{*_1} \cap \mathcal{S}^+_{*_2} \), then \( \lim_{n \to \infty} S_n = \infty \), so \( M_0, I_0 \in \mathbb{R} \) and the other conditions also clearly hold.

Remark 2.26. It is obvious that \( \mathcal{S}^-_K \cap \mathcal{S}^+_F \neq \emptyset \) if and only if \( K = K' \).

Proof of Lemma 2.23 We first consider the case \( S \in \mathcal{S}^-_{*_1} \cap \mathcal{S}^+_F \). For any \( S \in \mathcal{S}^+_F \) and \( \epsilon > 0 \), there exists \( N_\epsilon \) so that for any \( n \geq N_\epsilon \), \( (1 - \epsilon)F(n) \leq S_n \leq (1 + \epsilon)F(n) \). In particular, for any \( n \geq N_\epsilon \), \( (1 - \epsilon)F(n) \leq I_n \leq (1 + \epsilon)F(n) \) and so \( \lim_{n \to \infty} \frac{I_n}{F(n)} = 1 \). Moreover, for \( S \in \mathcal{S}^-_{*_1} \cap \mathcal{S}^+_F \), we have \( M_0 \in \mathbb{R} \) and \( \inf_{n \to \infty} S_n = \infty \). Thus there exists an increasing subsequence \( \{n_k \}_{k \in \mathbb{N}} \) satisfying \( n_k \to \infty \) \( (k \to \infty) \) and \( S_{n_k} = M_{n_k} \) for all \( k \). For each \( \epsilon \), let \( L_\epsilon := \min \{ n_k : k \in \mathbb{N}, n_k \geq N_\epsilon \} \).

Then, for any \( n \geq L_\epsilon \), \( (1 - \epsilon)F(n) \leq S_n \leq M_n \) and
\[
M_n = \max \{ M_{n_k}, \max \{ S_k : L_\epsilon \leq k \leq n \} \} = \max \{ S_k : L_\epsilon \leq k \leq n \} \leq (1 + \epsilon)F(n) .
\]
Hence \( \lim_{n \to \infty} \frac{M_n}{F(n)} = 1 \). Therefore,
\[
\lim_{n \to \infty} \frac{TS_n}{F(n)} = \lim_{n \to \infty} \frac{2M_n - S_n - 2M_0}{F(n)} \leq 1 ,
\]
and
\[ \lim_{n \to \infty} T^{-1} S_n = \lim_{n \to \infty} \frac{2I_n - S_n - 2I_0}{F(n)} = 1. \]
Therefore, \( TS, T^{-1} S \in \mathcal{F}^+ \). In the same way, if \( S \in \mathcal{F}^- \cap \mathcal{F}^s \), then \( TS, T^{-1} S \in \mathcal{F}^- \).

Next, we prove that \( \mathcal{F}_K^s \) is invariant under \( T \) and \( T^{-1} \). Let \( S \in \mathcal{F}_K^s \). Since \( \limsup_{n \to \infty} S_n \in \mathbb{R} \) and \( \liminf_{n \to \infty} S_n = I_\infty \) and \( \limsup_{n \to \infty} S_n = M_\infty \) (from the proof of Lemma 2.22), there exists an \( n_0 \) such that \( M_n = M_\infty \) and \( I_n = I_\infty \) for all \( n \geq n_0 \). Therefore,
\[
\limsup_{n \to \infty} TS_n = \limsup_{n \to \infty} (2M_n - S_n - 2M_0) = 2M_\infty - 2M_0 - \liminf_{n \to \infty} S_n = 2M_\infty - 2M_0 - I_\infty
\]
and similarly \( \liminf_{n \to \infty} TS_n = 2M_\infty - 2M_0 - M_\infty \). Therefore,
\[
\limsup_{n \to \infty} TS_n - \liminf_{n \to \infty} TS_n = 2M_\infty - 2M_0 - I_\infty = K.
\]
In the same way, \( \limsup_{n \to \infty} T^{-1} S_n - \liminf_{n \to \infty} T^{-1} S_n = K \). Also,
\[
\sup_{m \leq n} TS_m = \sup_{m \leq n} (2M_m - S_m - 2M_0) = -2M_0 + \sup_{m \leq n} (M_m + M_m - S_m) \\
\leq -2M_0 + M_n + \sup_{m \leq n} (M_m - I_m) \\
\leq -2M_0 + M_n + K,
\]
and
\[
\inf_{m \geq n} TS_m = \inf_{m \geq n} (2M_m - S_m - 2M_0) = -2M_0 + \inf_{m \geq n} (M_m + M_m - S_m) \geq -2M_0 + M_n.
\]
Therefore, \( \sup_{m \leq n} TS_m - \inf_{m \geq n} TS_m \leq -2M_0 + M_n + K - (-2M_0 + M_n) = K \). Moreover, letting \( n_1 \geq n_0 \) be such that \( S_{n_1} = I_\infty \), we have that
\[
\sup_{m \leq n_1} TS_m - \inf_{m \geq n_1} TS_m \geq (2M_{n_1} - S_{n_1} - 2M_0) - \inf_{m \geq n_1} (2M_m - S_m - 2M_0) = M_\infty - I_\infty = K.
\]
In a similar way, we can show that \( \sup_{m \leq n} T^{-1} S_m - \inf_{m \geq n} T^{-1} S_m = K \). Therefore, \( TS, T^{-1} S \in \mathcal{F}_K^s \). The proof of the invariance of \( \mathcal{F}_K^s \) under \( T \) and \( T^{-1} \) is the same as that for \( \mathcal{F}_K^f \).

**Proof of Lemma 2.24** We first check that if \( S \in \mathcal{F}^+ \cap \{ S \in \mathcal{F}^0 : \limsup_{n \to \infty} S_n = \infty \} \), then \( \lim_{n \to \infty} S_n = \infty \). Actually, if we suppose \( S \in \mathcal{F}^+ \), \( \limsup_{n \to \infty} S_n = \infty \) and \( \liminf_{n \to \infty} S_n = I_\infty < \infty \), then
\[
\inf_{n \geq 0} (T^{-1} S_n) = \inf_{n \geq 0} (2I_n - S_n - 2I_0) \leq \inf_{n \geq 0} (2I_\infty - S_n - 2I_0) = 2I_\infty - 2I_0 - \sup_{n \geq 0} S_n = -\infty.
\]
This implies \( T^{-1} S \notin \mathcal{F}^+ \), and so \( S \notin \mathcal{F}^+ \) in particular.

So, we only need to show that \( \mathcal{F}^+ \cap \{ S \in \mathcal{F}^0 : \lim_{n \to \infty} S_n = \infty \} \subseteq \cup_{T} \mathcal{F}^+ \). This will be done if we can prove for any \( S \in \mathcal{F}^+ \cap \{ S \in \mathcal{F}^0 : \lim_{n \to \infty} S_n = \infty \} \), \( S \in \mathcal{F}^+ \) where \( M_n = \sup_{m \leq n} S_m \), since \( M \) is increasing and under the assumption, \( \lim_{n \to \infty} M_n = \infty \). We will show that this is indeed the case in Lemma 2.27.

**Lemma 2.27.** It holds that
\[
\mathcal{F}^+ \cap \{ S \in \mathcal{F}^0 : \lim_{n \to \infty} S_n = \infty \} \subseteq \left\{ S \in \mathcal{F}^0 : \lim_{n \to \infty} S_n = \infty, M_0 < \infty, \lim_{n \to \infty} \frac{M_n}{I_n} = 1 \right\}.
\]
Proof. Let \( S \in \mathscr{S}^{\text{inv}} \cap \{ S \in \mathcal{S}^0 : \lim_{n \to \infty} S_n = \infty \} \). For the argument, it will be convenient to note that \( \lim_{n \to \infty} T^{-k} S_n = \infty \) for all \( k \geq 0 \). Indeed Theorem 2.14 yields \( M_n^{I^-} = I_n^S - 2I_0^S \to \infty \), and so \( \limsup_{n \to \infty} T^{-1} S_n = \infty \). Hence by the argument used in the proof of Lemma 2.24, we have that \( \lim_{n \to \infty} T^{-1} S_n = \infty \). Iterating this establishes the claim.

To complete the proof, we will suppose that \( \limsup_{n \to \infty} M_n/I_n \geq 1 + \delta \) for some \( \delta \in (0, 1) \) and show that it gives a contradiction. Under the latter assumption, for any \( 0 < \delta' < \delta \), there exists an increasing subsequence \( \{ n_k \}_{k \in \mathbb{N}}, n_k \to \infty (k \to \infty) \) such that for all \( k \in \mathbb{N} \),

\[
\frac{M_{n_k}}{I_{n_k}} > 1 + \delta', \quad I_{n_k} > 0.
\]

Define \( \delta_1 = \sup\{ n \in \mathbb{Z} : n \leq n_1, S_n = M_{n_1} \} \) and \( \delta_k = \sup\{ n \in \mathbb{Z} : \delta_{k-1} \leq n \leq n_k, S_n = M_{n_k} \} \) recursively. Then, \( \delta_k \) is non-decreasing and satisfies \( \delta_k \to \infty (k \to \infty) \) since \( M_{n_k} \to \infty \). In particular, for large enough \( k \), \( I_{n_k} > 0 \), and so we can assume \( I_{n_k} > 0 \) for all \( k \). By the definition of \( \delta_k \), we have \( S_{n_k} = M_{n_k} \) and \( I_{n_k} \leq I_{n_{k+1}} \). Therefore, for all \( k \), it holds that \( S_{n_k}/I_{n_k} > 1 + \delta' \), and \( I_{n_k} > 0 \).

Hence

\[
I_{n_k}^{I^-} = \inf_{n \geq n_k} (T^{-1} S)_n = \inf_{n \geq n_k} (2I_n - S_n - 2I_0) \leq 2I_{n_k} - S_{n_k} - 2I_0 \leq (1 - \delta')I_{n_k} - 2I_0.
\]

From this, we conclude

\[
(2.18) \quad \liminf_{n \to \infty} \frac{I^{I^-}_n}{I_n} \leq \liminf_{k \to \infty} \frac{I^{I^-}_{n_k}}{I_{n_k}} \leq 1 - \delta'.
\]

Since \( \delta' \in (0, \delta) \) was arbitrary, this implies \( \liminf_{n \to \infty} \frac{I^{I^-}_n}{I_n} \leq 1 - \delta \). Recalling again from Theorem 2.14 that \( M_n^{I^-} = I_n^S - 2I_0^S \), this gives

\[
\limsup_{n \to \infty} \frac{M_n^{I^-}}{I_n^{I^-}} = \limsup_{n \to \infty} \frac{I_n^S - 2I_0^S}{I_n^{I^-}} = \limsup_{n \to \infty} \frac{I_n^S}{I_n^{I^-}} \geq \frac{1}{1 - \delta} > 1.
\]

Following the same argument recursively, we thus obtain that

\[
\limsup_{n \to \infty} \frac{M_n^{I^-}}{I_n^{I^-}} \geq 1 + \delta_k,
\]

where \( \delta_k = \delta \) and \( \delta_k = \frac{1}{1 - \delta_k} \) for \( k \geq 1 \). From this relation, \( \{ \delta_k \} \) is well-defined and strictly increasing up to \( k_0 := \inf\{ k : \delta_k > 1 \} \). If \( k_0 = \infty \), then \( \delta_0 := \lim_{k \to \infty} \delta_k \in [\delta, 1] \) must solve \( 1 + \delta_0 = \frac{1}{1 - \delta_0} \). However, the latter equation implies \( \delta_0 = 0 \), which is a contradiction to \( \delta_0 \geq \delta \). Thus, we must have that \( k_0 < \infty \), and \( \delta_0 < 1 \). Now, repeating the part of the argument leading to (2.18), we find that

\[
\liminf_{n \to \infty} \frac{I_n^{I_1}}{I_n^{I_{k_0}}} \leq 1 - \delta_0 < 0.
\]

However, this contradicts the fact that both \( I_n^{I_{k_0} - I_{k_0 + 1}} \) and \( I_n^{I_{k_0 + 1} - I_{k_0 + 2}} \) diverge (to \(+\infty\)) as was noted in the previous paragraph. Thus the proof is complete.

Proof of Lemma 2.25. For any \( S \in \mathscr{S}^{\text{inv}} \cap \{ S \in \mathcal{S}^0 : \limsup_{n \to \infty} S_n < \infty \} \), it is clear that \( I_\infty, M_\infty \in \mathbb{R} \). Moreover, \( \liminf_{n \to \infty} S_n = I_\infty \) is obvious by definition, and \( \limsup_{n \to \infty} S_n = M_\infty \) holds by Theorem 2.14. We define \( K = M_\infty - I_\infty \) and \( L := \sup_{n \in \mathbb{Z}} (M_n - I_n) \), where a priori \( L \) can be \( \infty \). It
is clear that $L \geq K$, because $M_n = M_\infty, I_n = I_\infty$ for large $n$. Thus, to establish the lemma, we only need to show that $L \leq K$.

To this end, we first note that the argument used in the proof of Lemma 2.23 yields, for every $k \in \mathbb{Z}$,

$$\limsup_{n \to \infty} T^k S_n - \liminf_{n \to \infty} T^k S_n = K.$$ 

Here, since $S \notin \mathcal{S}^{\text{rev}}$, $T^k S$ is well-defined for all $k$.

Next, we consider $\tilde{M}_n := M_n - M_0$ and consider the pair $(\tilde{M}_n, W_n) = (\tilde{M}_n, M_n - S_n)$. If there exists an $n_0$ such that $\tilde{M}_{n_0} + K < W_{n_0}$, then

$$\tilde{T}_S n_0 - \limsup_{n \to \infty} \tilde{T}_S n = 2M_{n_0} - S_{n_0} - \limsup_{n \to \infty} (2M_n - S_n) = M_{n_0} + W_{n_0} - M_\infty - (M_\infty - I_\infty) = W_{n_0} - \tilde{M}_{n_0} - K > 0,$$

and so $\tilde{T}_S \notin \mathcal{S}^{rev}$ (by Theorem 2.14). This implies $S \notin \mathcal{S}^{\text{inv}}$. Thus, in combination with the conclusion of the previous paragraph, we have established that if $S \in \mathcal{S}^{\text{inv}} \cap \{S \in \mathcal{S}^0 : \limsup_{n \to \infty} S_n < \infty\}$, then for any $k \in \mathbb{Z}$, $T^k S$ must satisfy $\tilde{M}^{T^k S}_n + K \geq W^{T^k S}_n$ for all $n \in \mathbb{Z}$, or equivalently $K \geq \sup_{n \in \mathbb{Z}} (W^{T^k S}_n - \tilde{M}^{T^k S}_n)$.

Our next goal is to show that if $L > K$, then we can construct an increasing sequence $\{n_k\}$ such that

$$W^{T^{k+1}S}_{n_{k+1}} - \tilde{M}^{T^{k+1}S}_{n_{k+1}} \geq W^{T^k S}_{n_k} - \tilde{M}^{T^k S}_{n_k} + 1.$$ 

If we have this, then $\sup_{n \in \mathbb{Z}} (W^{T^k S}_{n_k} - \tilde{M}^{T^k S}_{n_k}) > K$ for large enough $k$, and hence $S \notin \mathcal{S}^{\text{inv}}$. Suppose $L > K$. It is then the case that there exists an $n_0$ such that $M_{n_0} - I_{n_0} \geq K + 1$, and so there exists an $n_0 \geq n_0$ such that $W_{n_0} = M_{n_0} - S_{n_0} \geq K + 1$. Thus, since

$$M^{T^k S}_{n_0} \geq (TS)_{n_0} = 2M_{n_0} - S_{n_0} - 2M_0 = M_{n_0} + W_{n_0} - 2M_0$$

and $\tilde{I}^{T^k S}_{n_0} = M_{n_0} - 2M_0$ (again by Theorem 2.14), we obtain $M^{T^k S}_{n_0} - \tilde{I}^{T^k S}_{n_0} \geq W_{n_0} \geq K + 1$. From this, we deduce there exists an $n_1 \geq n_0$ such that $W^{T^k S}_{n_1} = M^{T^k S}_{n_1} - (TS)_{n_1} \geq K + 1$. Moreover,

$$\tilde{M}^{T^k S}_{n_1} = M^{T^k S}_{n_1} - M^{T^k S}_{n_0} \leq (M^{T^k S}_\infty - M^{T^k S}_{n_0}) + I^{T^k S}_{\infty} - M^{T^k S}_{n_0} \leq K + (M_\infty - 2M_0) - (2M_{n_0} - S_{n_0} - 2M_0) = K + \tilde{M}_{n_0} - W_{n_0}.$$

Therefore,

$$W^{T^k S}_{n_1} - \tilde{M}^{T^k S}_{n_1} \geq K + 1 - (K + \tilde{M}_{n_0} - W_{n_0}) = W_{n_0} - \tilde{M}_{n_0} + 1.$$

Since $W^{T^k S}_{n_1} \geq K + 1$, we can repeat the procedure to obtain an $n_2 \geq n_1$ such that $W_{n_2} \geq K + 1$ and

$$W^{T^2 S}_{n_2} - \tilde{M}^{T^2 S}_{n_2} \geq W^{T^k S}_{n_1} - \tilde{M}^{T^k S}_{n_1} + 1,$$

and so we are able to find the desired sequence $n_k$. Thus the proof is complete. □
2.8. **Correspondence between particle configuration and current.** As we observed in the introduction, $W_0$ represents the number of particles moved by the carrier across the origin on the first evolution of the BBS (or, more precisely, from $\{\ldots, -1, 0\}$ to $\{1, 2, \ldots\}$). Similarly, $(T^{k-1}W)_0$ represents the particles moved by the carrier across the origin on the $k$th evolution of the system. It is natural to ask how much information about the initial particle configuration $\eta$ we can extrapolate from observing the particle current $((T^kW)_0)_{k \in \mathbb{Z}}$. The goal of this section is to demonstrate that, at least when restricted to a suitable domain $\mathcal{S}_{\text{sub-critical}}^{\ast} \subseteq \mathcal{S}_{\text{sub-critical}}$ (see (2.21) for a precise definition) and corresponding codomain, the map from $(\eta_n)_{n \in \mathbb{Z}}$ to $((T^kW)_0)_{k \in \mathbb{Z}}$ is a bijection. We note that the proof of this result depends on the simple condition under which $(\eta_n)_{n \leq 0}$ can be recovered from $((T^kW)_0)_{k \geq 0}$ that is provided by Proposition 2.30. Note that, until we note otherwise, we restrict our attention to configurations $\eta$ for which $S \in \mathcal{S}_{\text{inv}}$ so that the BBS dynamics are well-defined for all time. The results of this section will be useful in Section 3.1 when studying the properties of invariant measures and the issue of ergodicity for the map $\eta \mapsto T \eta$.

For convenience, in this section we will use the notation

$$
\eta^k_n := (T^k \eta)_n, \quad w^k_n := (T^k W)_n, \quad \forall k, n \in \mathbb{Z}.
$$

Now, viewing the BBS as a cellular automaton, we can describe the dynamics as in the following diagram.

$$
\begin{array}{c}
\eta^k_n \\
\downarrow \\
\eta^{k+1}_n \\
\downarrow \\
\eta^{k+2}_n \\
\downarrow \\
\eta^{k+3}_n \\
\downarrow \\
\eta^{k+4}_n \\
\downarrow \\
\vdots
\end{array}
\begin{array}{c}
w^k_{n-1} \\
\downarrow \\
w^k_n \\
\downarrow \\
w^k_{n+1}
\end{array}
$$

That is, we have a system with input $(\eta^k_n, w^k_{n-1})$, which returns an output of $(\eta^{k+1}_n, w^k_n)$, where the value of $\eta^{k+1}_n$ is given by the BBS update rule of (2.9), and the value of $w^k_n$ is given by the update rule at (1.3). In particular, there are three basic patterns that can appear in this system, which can be represented as follows.

(2.19)

$$
\begin{array}{cccc}
0 & 0 & w > 0 & w - 1 \\
0 & 0 & 1 & 0 \\
& & w & w + 1
\end{array}
$$

From this simple observation, we obtain the following result.

**Lemma 2.28.** (a) If $w^k_n = 0$ for some $k \in \mathbb{Z}_+$, $n \in \mathbb{Z}$, then the values of $(\eta^k_n)_{n=0}$ are uniquely determined by $(w^k_n)_{k=0}$.

(b) If $w^k_n = 0$ infinitely often as $k \to \infty$ for some $n \in \mathbb{Z}$, then the values of $(\eta^k_n)_{k \geq 0}$ are uniquely determined by $(w^k_n)_{k \geq 0}$.

**Proof.** Suppose $w^k_n = 0$ for some $k \in \mathbb{Z}_+$. We see from the first and second patterns shown in (2.19) that it must then be the case that $\eta^k_n = 0$. Now, if $w^{k-1}_n, w^{k-2}_n, \ldots > 0$, then we see from the second and third pattern of (2.19) that $\eta^{k-1}_n, \eta^{k-2}_n, \ldots$ must alternate between 1 and 0. Of course, if we eventually come to an $l < k$ with $w^l_n = 0$, then we return to setting $\eta^l_n = 0$ and the
alternation starts again. This argument, which completes the proof of part (a) is summarised in the following diagram.

\[
\begin{align*}
\eta_n^k &= 0 & w_n^k &= 0 \\
\eta_n^{k-1} &= 1 & w_n^{k-1} &= 0 \\
\eta_n^k &= 0 & w_n^{k-2} &= 0 \\
\eta_n^{k-2} &= 1 & w_n^{k-3} &= 0 \\
&\vdots & \vdots & \vdots \\
\eta_n^l &= 0 & w_n^l &= 0
\end{align*}
\]

The proof of (b) is now obvious, since we can apply the argument of (a) from an arbitrarily large value of \(k\).

\[\square\]

Remark 2.29. In fact, the condition given in part (b) of the above lemma is also necessary for the result. Indeed, if \(w_n^k > 0\) for \(k \geq k_0\), then one can only deduce from \((w_n^k)_{k \geq 0}\) that \((\eta_n^k)_{k \geq k_0}\) are alternating between 0 and 1, but not the actual values. For example, consider the periodic configuration \(\eta\) given by \((\ldots, \eta_0 = 1, 0, 0, 1, \ldots)\). It is then the case that \(w_n^0 = 1\) for all \(k \geq 0\). However, the same is true if \(\eta\) is given by \((\ldots, \eta_0 = 0, 1, 0, \ldots)\), and so the current does not determine \(\eta_0\).

We next look to extend the previous result to recover from \((w_n^k)_{k \geq 0}\) not just the values of \((\eta_n^k)_{k \geq 0}\), but the entire array \((\eta_n^m)_{k \geq 0, m \leq n}\). However, \((w_n^k)_{k \geq 0}\) having infinitely many zeros does not imply that \((w_n^{k-1})_{k \geq 0}\) does, and so we can not immediately iterate the argument of Lemma 2.28 to obtain the result. (Indeed, consider \((w_n^k)_{k \geq 0}\) and \((w_n^0)_{k \geq 0}\) for the example configurations discussed in Remark 2.29.) We overcome this problem by more carefully considering the spacing between zeros. In particular, for a given \(n\), define a sequence \(\sigma_n = (\sigma_n^i)_{i \geq 1}\) by setting

\[
\sigma_n^i = \inf \left\{ k > \sigma_n^{i-1} : w_n^k = 0 \right\},
\]

where we fix by convention \(\sigma_n^0 = -1\), and set \(\sigma_n^i = \infty\) when it is not well-defined by the above equation. We will say that \((w_n^k)_{k \geq 0}\) has ‘infinitely many odd gaps between zeros’ if the sequence in question has infinitely many zeros, and \(\sigma_n^{i+1} - \sigma_n^i\) is odd infinitely often. A key result of this section is the following. Whilst the assumption might not immediately seem natural, it becomes clearer why it is relevant when we apply the result in the case of random initial configurations in Section 3.1. In particular, from Corollary 2.33 and Lemma 3.2, as presented below, we will see how it is related to having a sub-critical density of particles.

Proposition 2.30. (a) If \((w_n^k)_{k \geq 0}\) has infinitely many odd gaps between zeros, then so does the sequence \((w_n^{k-1})_{k \geq 0}\).

(b) If \((w_n^k)_{k \geq 0}\) has infinitely many odd gaps between zeros, then the values of \((\eta_n^k)_{k \geq 0, m \leq n}\) are uniquely determined by \((w_n^k)_{k \geq 0}\).

Proof. Suppose \((w_n^k)_{k \geq 0}\) has infinitely many odd gaps between zeros, and that \(\sigma_n^{i+1} - \sigma_n^i\) is odd.

We then note that the argument used in the proof of Lemma 2.28 implies that both \(\eta_n^{\sigma_n^i} = 0\) and
\[ \eta_n^{\sigma_n^i + 1} = 0. \] Since we also have that \( w_n^{\sigma_n^i} = 0 \), we can deduce from the first pattern of (2.19) that \( w_n^{\sigma_n^i} = 0 \).

Now, let \( j \) be the smallest integer strictly greater than \( i \) for which \( \sigma_n^j + 1 - \sigma_n^j \) is odd. Note that

\[ \sigma_n^j - \sigma_n^i = \sum_{l=i}^{j-1} (\sigma_n^{l+1} - \sigma_n^l) \]

is odd, since all the summands are even apart from the first one. Moreover, by the argument of the previous paragraph, we have that \( w_n^{\sigma_n^j} = 0 \). Of course, \( w_n^{\sigma_n^j} = 0 \) and \( w_n^{\sigma_n^{j+1}} = 0 \) might not be consecutive zeros of the sequence \( (w_n^{\sigma_n^i})_{i \geq 0} \). However, because they are separated by an odd number, there must be a pair of consecutive zeros contained within the interval \([\sigma_n^j, \sigma_n^j+1]\) that are separated by an odd number.

Hence for each odd interval between consecutive zeros of \( (w_n^{\sigma_n^i})_{i \geq 0} \), we have deduced the existence of an odd interval between consecutive zeros of \( (w_n^{\sigma_n^i})_{i \geq 0} \). Since these are distinct by construction, we have completed the proof of part (a). The proof of part (b) is now immediate given part (a) and Lemma 2.28(b).

As a corollary, we also have a two-sided version of Proposition 2.30(b). For this, it is useful to reverse space and appeal to a corresponding result for the reverse carrier. In particular, recall the notation \( V = S - I \) from Section 2.6, and note that we have by definition \( V_0 = W_0^{-RS} \). In the following proof, we will write \( v_0^n : = (T^k V)_0 \).

**Corollary 2.31.** If \((w_0^k)_{k \in \mathbb{Z}} \) has infinitely many odd gaps between zeros in both directions (as \( k \to \pm \infty \)), then the values of \((\eta_0^k)_{k \in \mathbb{Z}} \) are uniquely determined by \((w_0^k)_{k \in \mathbb{Z}} \).

**Proof.** Suppose \((w_0^k)_{k \in \mathbb{Z}} \) has infinitely many odd gaps between zeros in both directions. By the same argument as in the proof of Proposition 2.30(b), the values of \((\eta_0^m)_{k \in \mathbb{Z}, m \leq 0} \) are uniquely determined by \((w_0^k)_{k \in \mathbb{Z}} \). Also, since we are assuming \( S \in \mathcal{S}^{inv} \), from Theorem 2.14 we have that

\[ w_0^k = (T^k W)_0 = (T^{k+1} V)_0 = v_0^{k+1} \]

for any \( k \in \mathbb{Z} \). Therefore, \((v_0^n)_{k \in \mathbb{Z}} \) are uniquely determined by \((w_0^k)_{k \in \mathbb{Z}} \). Moreover, since \( w_0^k = 0 \) is equivalent to \( v_0^{k+1} = 0 \), \((v_0^n)_{k \in \mathbb{Z}} \) also has infinitely many odd gaps between zeros in both directions. In particular, \((v_0^n)_{k \geq 0} \) has infinitely many odd gaps, and, by the symmetry described in the paragraph preceding the result, so does \((T^k W_0^{-RS})_{k \geq 0} \). Since \( RS \) is the path encoding of the reversed configuration \( \bar{Y} \), it follows that \((\eta_m^k)_{k \in \mathbb{Z}, m \geq 1} \) is uniquely determined by \((v_0^n)_{k \geq 0} \), and so by \((w_0^k)_{k \in \mathbb{Z}} \).

**Remark 2.32.** By re-centering the relevant path encodings, the previous corollary is easily generalized to the statement for \((w_0^k)_{k \in \mathbb{Z}} \) instead of \((w_0^k)_{k \in \mathbb{Z}} \) for any \( n \in \mathbb{Z} \).

Before proceeding, we summarise some further useful properties that follow from the above argument. To this end, for a given \( n \in \mathbb{Z} \), we define a sequence \( \tilde{\sigma}_n = (\tilde{\sigma}_n^i)_{i \geq 1} \) by setting

\[ \tilde{\sigma}_n^i = \inf \left\{ \sigma_n^k > \tilde{\sigma}_n^{i-1} : k \geq 0, \sigma_n^{k+1} - \sigma_n^k : \text{odd} \right\}, \]

where we fix by convention \( \tilde{\sigma}_n^0 = -1 \), and set \( \tilde{\sigma}_n^i = \infty \) when it is not well-defined by the above equation.
Corollary 2.33. The sequence \((w_n^k)_{k \geq 0}\) has infinitely many odd gaps between zeros if and only if \(w_n^k = w_{n-1}^k = 0\) infinitely often as \(k \to \infty\). If this is the case, for any \(k \geq 0\), \(w_n^k = w_{n-1}^k = 0\) if and only if \(k \in \{\tilde{\sigma}_n^i : i \geq 0\}\), and so

\[
\tilde{\sigma}_n^i = \inf \left\{ k > \sigma_n^{i-1} : w_n^k = w_{n-1}^k = 0 \right\}
\]

for all \(i \geq 0\). Moreover, it holds that \(\tilde{\sigma}_n^{i-1} \leq \tilde{\sigma}_n^i < \tilde{\sigma}_n^{i+1}\) for all \(i \geq 0\).

Proof. We observed in the proof of Proposition 2.30(a) that if \(\sigma_n^{i+1} - \sigma_n^i\) is odd, then \(w_n^\sigma = w_{n-1}^\sigma = 0\). Hence if the sequence \((w_n^k)_{k \geq 0}\) has infinitely many odd gaps between zeros, then \(w_n^k = w_{n-1}^k = 0\) infinitely often as \(k \to \infty\). In the converse direction, if \(w_n^k = w_{n-1}^k = 0\) infinitely often as \(k \to \infty\), then clearly \(\sigma_n^i < \infty\) for each \(i\). Moreover, if \(w_n^k = w_{n-1}^k = 0\) for some \(k = \sigma_n^i\), then the argument used in the proof of Lemma 2.28 also yields \(\sigma_n^{i+1} - \sigma_n^i\) is odd, as desired. This completes the first part of the proof, and also establishes (2.20).

Next, suppose \(\sigma_n^{i+1} - \sigma_n^i\) is odd, and let \(j\) be the smallest integer strictly greater than \(i\) for which \(\sigma_n^{j+1} - \sigma_n^j\) is odd. We will show that there exists exactly one pair of consecutive zeros of \((w_n^k)_{k \geq 0}\) contained within the interval \([\sigma_n^i, \sigma_n^j]\) that is separated by an odd number. In fact, \(\sigma_n^j = \sigma_n^{j-1}\) and \(\sigma_n^j = \sigma_n^{j-1}\) for some \(i < j\), and for any \(a_i < \ell < a_j\), \(w_n^\sigma_{a_i} = 0\) and \(w_n^\sigma_{a_j} = 1\). Since \((\eta_n^{\sigma_i})_{a_i < \ell < a_j}\) is alternating, \(\sigma_n^{j+1} - \sigma_n^j\) must be an even number if \(a_i \leq \ell < \ell + 1 < a_j\). In particular, the only odd gap within the interval \([\sigma_n^i, \sigma_n^j]\) is given by \(\sigma_n^{j+1} - \sigma_n^j\), where \(\ell\) is the greatest integer strictly smaller than \(a_j\) for which \(\sigma_n^{j+1} - \sigma_n^j = 0\). \(\square\)

The previous corollary demonstrated the relevance of empty periods for the carrier. In the next part of this subsection, we study the relations between the latter and the boundary conditions of particle configurations, which will be useful when it comes to proving our main result (Theorem 2.38). Note that we now drop the a priori assumption that \(\eta \in \mathcal{J}^{inv}\), and explicitly state in which set \(\eta\) is contained in the individual results. We start by introducing some notation concerning the intervals the carrier spends with no particles. In particular, we define a map \(N^\pm : \mathcal{Y} \to \mathbb{Z} \cup \{-\infty\} \cup \{\infty\}\) by setting

\[
N^-(Y) := \inf \{ n \in \mathbb{Z} : Y_{n-1} = Y_n = 0 \}, \quad N^+(Y) := \sup \{ n \in \mathbb{Z} : Y_{n-1} = Y_n = 0 \},
\]

with the convention that \(\inf \emptyset = \infty\), \(\sup \emptyset = -\infty\). Moreover, for \(\eta \in \mathcal{J}^T\), we define \(N^\pm_W\) by \(N^+_W = N^+(W)\), or equivalently

\[
N^+_W(\eta) = \inf \{ n \in \mathbb{Z} : \eta \in A_n \}, \quad N^+_W(\eta) = \sup \{ n \in \mathbb{Z} : \eta \in A_n \},
\]

where \(A_n = \{ \eta : W_n = W_{n-1} = 0 \}\). We similarly define \(N^\pm_V = N^\pm(V)\) for \(\eta \in \mathcal{J}^{-1}\), and note that this can be explicitly expressed as

\[
N^V(\eta) = \inf \{ n \in \mathbb{Z} : \eta \in B_n \}, \quad N^+_V(\eta) = \sup \{ n \in \mathbb{Z} : \eta \in B_n \},
\]

where \(B_n = \{ \eta : V_n = V_{n-1} = 0 \}\). We have the following basic observations.

Lemma 2.34. For \(\eta \in \mathcal{J}^{inv}\), the following holds.
(a) \(N^+_W = \infty \iff N^+_V = \infty \iff \eta \in \mathcal{J}^{sub-critical}_W\)
(b) \(N^+_W < \infty \iff N^+_V < \infty \iff \eta \in \mathcal{J}^{critical}_W\)
(c) \(N^-_W = -\infty \iff N^-_V = -\infty \iff \eta \in \mathcal{J}^{sub-critical}_W\)
(d) \(N^-_W > -\infty \iff N^-_V > -\infty \iff \eta \in \mathcal{J}^{critical}_W\)
Proof. Since $M_n - M_0 = \ell(W)_n$, $N^+_W = \infty$ is equivalent to $\lim_{n \to \infty} M_n = \infty$. Moreover, for $S \in J_{\text{inv}}$, $\lim_{n \to \infty} M_n = \infty$ is equivalent to $\lim_{n \to \infty} I_n = \infty$, and these are also both equivalent to $\eta \in J_{\text{sub-critical}}$. From these observations, we readily obtain claim (a). The other claims are similarly straightforward.

We next show that $N^-_W$ and $N^+_W$ are strictly increasing under the action of $T$.

**Lemma 2.35.** If $\eta, T\eta \in J^T$, then $N^-_W(\eta) + 1 \leq N^-_W(T\eta)$ and $N^+_W(\eta) + 1 \leq N^+_W(T\eta)$.

**Proof.** We only show $N^-_W(\eta) + 1 \leq N^-_W(T\eta)$, since the other claim follows from the same argument. If $N^-_W(\eta) = -\infty$, the claim trivially holds. If $N^-_W(\eta) = \infty$, then $\{n \in \mathbb{Z} : \eta(n) \in A_n\} = \emptyset$, and so $M_{-\infty} = M_\infty$. In particular, $T\eta = 1 - \eta$ and $TS = -S$. Since $T\eta \in J^T$, $I_{-\infty} > -\infty$ and $M_{TS} = -I_{-\infty} = M_{TS}^T$, so $N^-_W(T\eta) = \infty$. Finally, suppose $N^-_W(\eta) = \infty$. Then it holds that $-\infty < M_{-\infty} = M^-_{N^-_W(\eta) - 1} = M^-_{N^-_W(\eta)} - 1$. Since $T\eta \in J^T$, $I_{-\infty} > -\infty$ and $M_{TS}^T = 2M_{-\infty} - I_{-\infty} - 2M_0$. In particular, $M_{TS}^T = 2M_n - S_n - 2M_0 = TS_n$ for any $n \leq N^-_W(\eta) - 1$. Also, if $n = N^-_W(\eta)$, then

$$M_{TS}^T = (TS)_n = (2M_{-\infty} - I_{-\infty}) - (2M_n - S_n) = (2M_{-\infty} - I_{-\infty}) - M_n = M_{-\infty} - I_{-\infty} - 1 \geq 0$$

since $M_{-\infty} - I_{-\infty} - 1 \geq 0$, which follows from the fact that the increments of $S$ take values in the set $\{\pm 1\}$. Therefore we have that $M_{TS}^T = M_{N^-_W(\eta)}$, for $n \leq N^-_W(\eta)$, and so $N^-_W(\eta) + 1 \leq N^-_W(T\eta)$.

**Remark 2.36.** If we start from a configuration in $J_{\text{critical}} \cap J_{\text{sub-critical}}$, then we know that $-\infty < N^-_W < N^+_W = \infty$. Informally, we can view $N^-_W$ as the boundary between the critical and sub-critical sections of the configuration. The previous result shows that $N^-_W(T^k \eta)$ diverges to $+\infty$ as $k \to +\infty$, and so locally the configuration eventually looks critical. A similar observation can be made for a configuration in $J_{\text{sub-critical}} \cap J_{\text{critical}}$, with the boundary between the two regimes being $N^+_W$ in this case.

The following lemma studies the relation between $N^-_W$ for the minimal carrier $W$, and other carriers describing the same particle configuration.

**Lemma 2.37.** Let $\eta \in J^T$ and $Y \in J$ satisfy $\Phi(Y) = \eta$. The following then hold.

(i) If $N^-_W(\eta) = -\infty$ and $\Psi(Y) \in J^T$, then $Y = W$.

(ii) If $N^-_W(\eta) > -\infty$ and $\Psi(Y) \in J^T$, then $N^-_W(\Psi(Y)) \geq N^-_W(\eta)$.

**Proof.** From Proposition 2.29, $\Phi(Y) = \eta = \Phi(W)$ implies $W_n \leq Y_n$ for all $n$. In particular, for $n_0 := \inf\{n : W_n = Y_n\}$, we have $W_n = Y_n$ for all $n \geq n_0$, and $W_n \leq Y_n - 1$ for all $n < n_0$. Note that $W = Y$ is equivalent to $n_0 = -\infty$.

Suppose $N^-_W(\eta) = -\infty$ and $n_0 > -\infty$. Then $\lim_{n \to -\infty} (Y_n - W_n) = \infty$, since $Y_n - Y_{n-1} = -1$ for any $n < n_0$ satisfying $W_n = W_{n-1} = 0$, and otherwise $W_n - W_{n-1} = Y_n - Y_{n-1}$. Therefore $\lim_{n \to -\infty} Y_n = \infty$. Thus, to complete the proof of (i), it remains to show that, in this case, $\Psi(Y) \notin J^T = \Phi(J)$. Suppose that there exists $\tilde{Y} \in J$ such that $\Phi(\tilde{Y}) = \Psi(Y)$. It is then the case that, for any $n_1 \leq n_0$ and $n \leq n_1$,

$$\tilde{Y}_{n_1} - \tilde{Y}_n = \sum_{i=n+1}^{n_1} (Y_{i+1} - \tilde{Y}_i) = \sum_{i=n}^{n_1} (Y_{i+1} - Y_i) = Y_n - Y_{n_1},$$

since $Y_{i+1} - Y_i \in\{-1,1\}$ for all $i \leq n_0 - 1$. Recalling that $\lim_{n \to \infty} Y_n = \infty$, this implies $\tilde{Y}_{n_1} = \infty$, which can not be the case. Thus we have shown $\Psi(Y) \notin J^T$, as desired.

Next, we assume $N^-_W(\eta) > -\infty$ and $\Psi(Y) \in J^T$, and denote $A = N^-_W(\eta)$. Then, for any $n \leq A - 1, W_n - W_{n-1} \in\{-1,1\}$, and so $Y_n - Y_{n-1} = W_n - W_{n-1}$. In particular $(T\eta)_n = \Psi(W)_n = \cdots$
\[ \Psi(Y)_n \text{ for all } n \leq A - 1. \] Thus, since the path encoding of \( \Psi(Y) \) is the translation of \( TS \) on \( n \leq A - 1 \), \( \Psi(Y) \in \mathcal{T} \) implies \( T \in \mathcal{S} \). In particular, \( \Phi^{-1}(T \eta)_n = \Phi^{-1}(\Psi(Y))_n \) on \( n \leq A - 1 \). Moreover, by Lemma 2.35 \( N_\Psi(T \eta) \geq N_\Psi(\eta) + 1 = A + 1. \) Therefore, if \( n \leq A - 1 \), then \( \Phi^{-1}(T \eta)_{n-1} = \Phi^{-1}(T \eta)_n = 0 \) does not occur, and so neither does \( \Phi^{-1}(\Psi(Y))_{n-1} = \Phi^{-1}(\Psi(Y))_n = 0. \) Hence we conclude \( N_\Psi(\Psi(Y)) \geq A. \)

With the above preparations in place, we are now ready to study the map

\[ \Lambda : \mathcal{S}^{inv} \rightarrow \mathbb{Z}_+^\infty \]

\[ \eta \mapsto (T^k W)_k \in \mathbb{Z}_+^\infty. \]

In particular, we will describe a restriction of this map which is a bijection. For this, we introduce a “good” subset of \( \mathbb{Z}_+^\infty \) by setting

\[ (\mathbb{Z}_+^*) := \{ y = (y^n)_k \in \mathbb{Z}_+^\infty : y \text{ has infinitely many odd gaps between zeros in both directions} \}, \]

where we use the terminology for odd gaps between zeros from earlier in the section. Moreover, denote

\[ \mathcal{S}_{sub-critical} := \Lambda^{-1}(\mathbb{Z}_+^*) \]

(We note that Lemma 2.39 below shows \( \Lambda^{-1}(\mathbb{Z}_+^*) \subseteq \mathcal{S}_{sub-critical} \).) In Corollary 2.31, we already showed that \( \Lambda|_{\mathcal{S}_{sub-critical}} \) is injective. Our main result demonstrates that, taking \( (\mathbb{Z}_+^*)^* \) as the codomain, the latter map is actually a bijection.

**Theorem 2.38.** The map \( \Lambda : \mathcal{S}_{sub-critical} \rightarrow (\mathbb{Z}_+^*)^* \) is a measurable bijection.

This result is a consequence of the following lemma.

**Lemma 2.39.** The map \( \Lambda : \mathcal{S}_{sub-critical} \rightarrow (\mathbb{Z}_+^*)^* \) is surjective, and it moreover holds that \( \mathcal{S}_{sub-critical} \subseteq \mathcal{S}_{sub-critical} \).

**Proof.** For any \((y^n)_k \in (\mathbb{Z}_+^*)^*\), we can construct \((y^n)_k \in \mathbb{Z}_+^n \) and \((\eta^n)_k \in \mathbb{Z}_+^n \) satisfying \((y^n)_k = (\eta^n)_k \) uniquely by applying the basic patterns given in (2.19). In particular, they satisfy \( \Phi(y^n) = \eta^n \) and \( \Psi(y^n) = \eta^n \), and so \( \eta^n \in \mathcal{S}^{inv} \cap \mathcal{S}^{rev} \) for any \( n \in \mathbb{Z} \). Moreover, \((y^n)_k \in (\mathbb{Z}_+^*)^* \) for all \( n \in \mathbb{Z} \). Our goal is to prove that \( \Lambda(\eta^n) = (y^n)_k \) for \( \eta := (\eta^n)_n \), and also that \( \eta \in \mathcal{S}_{sub-critical} \).

For this, it is enough to check that \( \eta^n \in \{ \lim_{n \rightarrow +\infty} M_n = -\infty, \lim_{n \rightarrow -\infty} I_n = \infty \} \) and \( T^k W = y_k \) for all \( k \in \mathbb{Z} \), because \( \{ \lim_{n \rightarrow +\infty} M_n = -\infty, \lim_{n \rightarrow -\infty} I_n = \infty \} \) for \( \mathcal{S}_{rev} \). Moreover, by assumption, it holds that \( N_\Psi(\eta) = -\infty. \) Hence, because it also holds that \( \Psi(y^n) = \eta^n \in \mathcal{T} \), Lemma 2.37(i) yields that \( W = y_0 \). It moreover follows that \( T \eta = \eta^1 \). Since by assumption we also have that \( \eta^1 \in \{ \lim_{n \rightarrow +\infty} M_n = -\infty, \lim_{n \rightarrow -\infty} I_n = \infty \} \), iterating the argument gives \( T^k W = y_k \) and \( T^k \eta = \eta^k \in \mathcal{S}^{rev} \) for all \( k \geq 0 \). By symmetry, we can also show that \( T^k W = y_k \) and \( T^k \eta = \eta^k \in \mathcal{S}^{rev} \) for all \( k \leq -1 \). From this, we have \( \eta \in \mathcal{S}_{sub-critical} \), and so \( T^k W = T^{k+1} V \) for all \( k \), which confirms \( T^k W = y_k \) for all \( k \).

Next, we suppose \( \eta^k \notin \{ \lim_{n \rightarrow +\infty} M_n = -\infty, \lim_{n \rightarrow -\infty} I_n = \infty \} \) for some \( k \in \mathbb{Z} \). Without loss of generality, we can assume \( \lim_{n \rightarrow +\infty} M_n(\eta^k) > -\infty \), hence \( N_\Psi(\eta^k) > -\infty. \) Denote \( N_\Psi(\eta^k) = A \in \mathbb{Z} \). From now on, we derive that \( N^-(y^n) \geq A \) for all \( \ell \geq k \), which contradicts the
condition \((y^{(n)}_A)_{\ell} \in \mathbb{Z}^N_{\mathbb{Z}}\). For this, it is enough to show that \(N_{\bar{W}}(\eta^{\ell}) \geq A\) for all \(\ell \geq k\), since \(\Phi(y) = \Phi(\Phi^{-1}(\eta^{\ell}))\), and so \(y^{(n)}_A \geq (\Phi^{-1}(\eta^{\ell}))_n\) for all \(n\). The claim \(N_{\bar{W}}(\eta^{\ell}) \geq A\) for all \(\ell \geq k\) can be shown by induction on \(\ell\). Indeed, since \(\eta^{\ell} = \Phi(y^{(n)})\) and \(\Psi(y^{(n)}) = \eta^{\ell+1} \in \mathcal{S}^T\), \(N_{\bar{W}}(\eta^{\ell}) \geq A\) implies \(N_{\bar{W}}(\eta^{\ell+1}) \geq A\) by Lemma \(2.37\) (ii).

Remark 2.40. Using the notation \(A_n^k = T^{-k}A_n = \{\eta : T^k\eta \in A_n\}\), the set \(\mathcal{S}^+_{\text{sub-critical}}\) can alternatively be characterised as

\[
\mathcal{S}^+_{\text{sub-critical}} = \mathcal{S}^+_{\text{critical}} \cap \left( \bigcap_{n \in \mathbb{Z}} \limsup_{k \to -\infty} A_n^k \cap \limsup_{k \to \infty} A_n^k \right).
\]

Indeed, for \(\eta \in \mathcal{S}^+_{\text{mix}}\), by appealing to the two-sided extensions of Proposition \(2.20\) and Corollary \(2.33\) (which are straightforward to deduce by applying similar arguments to above), we have that \(\eta \in \cap_{n \in \mathbb{Z}} (\limsup_{k \to -\infty} A_n^k \cap \limsup_{k \to \infty} A_n^k)\) if and only if \((T^TW)_0)_{k \in \mathbb{Z}} \in (\mathbb{Z}^N_{\mathbb{Z}})^+\).

3. Random initial configurations

In this section, we turn our attention to the case when the initial configuration is random. The starting point will be that \(\eta = (\eta_n)_{n \in \mathbb{Z}}\) is a sequence of Bernoulli random variables, built on a probability space with probability measure \(P\), whose corresponding path encoding has distribution supported in \(\mathcal{S}^{rev}\). It is then the case that \(T\eta\) is well-defined, \(P\)-a.s. Going beyond this, it is a natural for random initial configurations to ask whether the law of \(\eta\) is preserved by \(T\), that is, is it the case that \(T\eta \overset{d}{=} \eta\)? As we noted in the introduction, one way in which we are able to answer this question is in terms of the particle current. In particular, in Section \(3.1\) we prove Theorems \(1.4\) and \(1.6\) which discuss the situation in the critical and sub-critical cases, respectively. We also establish Theorem \(1.7\) which gives simple sufficient conditions for invariance based on the symmetry of \(\eta\) and \(W\). Moreover, we check the basic properties of invariant measures stated as Theorem \(1.2\).

Our next observation concerns the case when \(\eta = (\eta_n)_{n \in \mathbb{Z}}\) is a stationary, ergodic sequence. In particular, if we assume that the density of this sequence satisfies

\[
\rho = P(\eta_0 = 1) < \frac{1}{2},
\]

then ergodicity implies that \(S\), as defined by \((1.5)\), satisfies

\[
\frac{S_n}{n} = \frac{\sum_{m=1}^n (S_m - S_{m-1})}{n} = \frac{\sum_{m=1}^n (1 - 2\eta_m)}{n} \to 1 - 2\rho > 0, \quad P\text{-a.s.}
\]

Similarly, \(S_n/n \to 1 - 2\rho > 0\) as \(n \to -\infty\), \(P\)-a.s. Thus Theorem \(1.1\) gives the following result, which yields in turn that \((T^kS)_{k \in \mathbb{Z}}\) is well-defined, \(P\)-a.s.

Lemma 3.1. If \(\eta\) is a stationary, ergodic sequence satisfying \((3.7)\), then \(S \in \mathcal{S}^-_{F_{1-2\rho}} \cap \mathcal{S}^+_{F_{1-2\rho}}\), \(P\)-a.s., where \(F_{1-2\rho}(n) := (1 - 2\rho)n\). (Recall the notation for \(\mathcal{S}^\pm\) from \((2.16)\) and \((2.17)\).) In particular, \(S \in \mathcal{S}^+_{\text{sub-critical}}\) (where the latter set was defined at \((1.14)\)), \(P\)-a.s.

As introduced in Theorem \(1.8\), within the class of stationary, ergodic sequences \(\eta\), we are able to establish invariance in distribution under \(T\) for a number of specific examples: when the initial configuration is independent and identically distributed (i.i.d.); when the initial configuration is Markov; an example with bounded solitons obtained by conditioning the i.i.d. initial
configuration; and an example with bounded solitons for which the carrier satisfies a strong symmetry condition. These are introduced in Section 3.2, which is where we prove Theorem 1.8. Actually, the Markov initial configuration case includes the i.i.d. one, but we prefer to separate these, as many properties of the model are simpler in the i.i.d. case, which enables us to derive more detailed results in this setting. As well as checking the invariance of the aforementioned examples, we prove that these examples are the only distributionally invariant (under $T$) configurations with $S \in \mathcal{S}^{rev}$, $P$-a.s., for which $\eta$ or $W$ is a two-sided stationary Markov chain. In Section 3.3, we study the current across the origin, proving Theorem 1.14 and Corollary 1.17 in particular. Finally, the section is completed by an investigation into the distance travelled by a tagged particle (see Section 3.4, which is where Theorem 1.18 is established).

3.1. Invariance in distribution and ergodicity for random particle configurations. In this section, we study the properties of invariance and ergodicity for initial configuration $\eta$ under the action of the BBS. In particular, we prove Theorems 1.2, 1.4, 1.6 and 1.7. Most of the results are stated under the assumptions of Theorem 1.2, namely that $\eta$ is a random particle configuration such that the distribution of the corresponding path encoding $S$ is supported on $S^{rev}$, and $T \eta \overset{d}{=} \eta$ holds. Note that we do not restrict to stationary, ergodic sequences in this section.

To begin with, we prepare a simple, but useful, lemma that gives a relation between the probability of having a particle at $n$ and the probability of seeing a flat segment in the carrier path at $n$ that holds for any invariant measure.

Lemma 3.2. Under the assumptions of Theorem 1.2, for any $n \in \mathbb{Z}$,

$$
P(\eta_n = 1) = \frac{1}{2} \left( 1 - P(W_n = W_{n-1} = 0) \right).
$$

In particular, $P(\eta_n = 1) = \frac{1}{2}$ is equivalent to $P(W_n = W_{n-1} = 0) = 0$. Also, for any $n \in \mathbb{Z}$, $P(\eta_n = 1) \leq \frac{1}{2}$.

Proof. By the invariance of the measure under $T$,

$$
P(\eta_n = 1) = \frac{1}{2} (P(\eta_n = 1) + P(T\eta_n = 1))
$$

$$
= \frac{1}{2} (P(W_n - W_{n-1} = 1) + P(W_n - W_{n-1} = -1))
$$

$$
= \frac{1}{2} (1 - P(W_n = W_{n-1} = 0)).
$$

The other claims are obvious from the equation. \qed

Next, we give an important characterization of the support of invariant measures.

Lemma 3.3. Under the assumptions of Theorem 1.2, it holds that, $P$-a.s.,

$$
\eta \in \{N^-_W = -\infty, N^+_W = \infty\} \cup \{N^-_W = \infty, N^+_W = -\infty\}.
$$

Proof. Since $T \eta \overset{d}{=} \eta$, we have $\eta \in \mathcal{S}^{inv}$, $P$-a.s. Now, denoting $c_n = P(N^-_W(\eta) \leq n)$ for $n \in \mathbb{Z}$, by definition we have $c_n \geq c_{n-1}$, and Lemma 2.35 yields

$$
c_n = P(N^-_W(T\eta) \leq n) \leq P(N^-_W(\eta) \leq n-1) = c_{n-1}.
$$
Hence \( c_n = c_{n-1} \) for all \( n \in \mathbb{Z} \), and so \( P(\eta^t_n(\eta) = n) = c_n - c_{n-1} = 0 \) for all \( n \in \mathbb{Z} \). A similar argument for \( N_n^+ \) shows that \( N_n^+(\eta) \in \{\infty, -\infty\} \), \( P \)-a.s. Finally, since \( N_n^+(\eta) = -\infty \) if and only if \( N_n^-(\eta) = \infty \) (on the event that neither take a value in \( \mathbb{Z} \)), the proof is complete.

From Lemmas 2.33 and 3.3 we see that any invariant measure must satisfy \( \eta \in \mathcal{S}_{\text{sub-critical}} \cup \mathcal{S}_{\text{critical}}, \ P \)-a.s. In the following, we show that we can say even more, specifically that \( \eta \in \mathcal{S}_{\text{sub-critical}} \cup \mathcal{S}_{\text{critical}}, \ P \)-a.s., where \( \mathcal{S}_{\text{sub-critical}} \) is the set defined in Section 2.8 (at (2.21)), and

\[
\mathcal{S}_{\text{critical}} := \mathcal{S}_{\text{critical}} \cap \left( \bigcap_{n \in \mathbb{Z}} A_n^* \right) = \left\{ S \in \mathcal{S}^0 : M_{-\infty} = M_{\infty} \in \mathbb{R}, I_{-\infty} = I_{\infty} = \infty \in \mathbb{R} \right\}.
\]

We first deal with the sub-critical case.

**Lemma 3.4.** Under the assumptions of Theorem 1.2 it is the case that

\[
P \left( S \in \mathcal{S}_{\text{sub-critical}} \setminus \mathcal{S}_{\text{critical}} \right) = 0.
\]

**Proof.** For \( S \in \mathcal{S}_{\text{sub-critical}}, \lim_{n \to \infty} S_n = \infty \), and so \( \lim_{n \to \infty} \ell(W)_n = \infty \). Therefore, \( W_n = W_{n-1} = 0 \) for arbitrarily large \( n \). Namely, \( S \in \limsup_{n \to \infty} A_n \). Now, by Poincaré’s recurrence theorem [44, Theorem 1.4],

\[
P \left( S \in A_n \setminus \limsup_{k \to \infty} A_n^k \right) = 0, \quad \forall n \in \mathbb{Z}.
\]

Moreover, from Proposition 2.30(a),

\[
\limsup_{m \leq n} A_n^k = \limsup_{k \to \infty} A_n^k,
\]

and so

\[
P \left( S \in A_n \setminus \bigcap_{m \leq n} \limsup_{k \to \infty} A_n^k \right) = 0, \quad \forall n \in \mathbb{Z}.
\]

Hence, since \( \mathcal{S}_{\text{sub-critical}} \subseteq \limsup_{n \to \infty} A_n \), it follows that

\[
P \left( S \in \mathcal{S}_{\text{sub-critical}} \setminus \bigcap_{n \in \mathbb{Z}} \limsup_{k \to \infty} A_n^k \right) \leq P \left( S \in \limsup_{n \to \infty} \left( A_n \setminus \bigcap_{m \leq n} \limsup_{k \to \infty} A_n^k \right) \right) = 0.
\]

By a symmetric argument for the time-reversed process, we can similarly conclude

\[
P \left( S \in \mathcal{S}_{\text{sub-critical}} \setminus \bigcap_{n \in \mathbb{Z}} \limsup_{k \to -\infty} B_n^k \right) = 0,
\]

where \( B_n := \{ \eta : V_n = V_{n+1} = 0 \} \) and \( B_n^k := \{ \eta : T^k \eta \in B_n \} \). On the other hand, since \( S \in \mathcal{S}_{\text{critical}}, \ P \)-a.s., we have from Theorem 2.14 that \( T^{k+1}V = T^k W \) holds for any \( k \), and so

\[
\bigcap_{n \in \mathbb{Z}} \limsup_{k \to -\infty} B_n^k = \bigcap_{n \in \mathbb{Z}} \limsup_{k \to -\infty} A_n^k,
\]

which completes the proof. \( \Box \)

We now show that the support of any invariant measure is restricted to the union of \( \mathcal{S}_{\text{sub-critical}} \) and \( \mathcal{S}_{\text{critical}} \), thus demonstrating that there must be common boundary conditions at \( \pm \infty \).

**Proposition 3.5.** Under the assumptions of Theorem 1.2 it holds that \( S \in \mathcal{S}_{\text{sub-critical}} \cup \mathcal{S}_{\text{critical}}, \ P \)-a.s.
Proposition 3.6. Suppose we start by characterising the invariant measures supported on now, we study the properties of invariant measures supported only on \( S \) posed into the parts supported on each of the sets \( T \).

We proceed to turn our attention to invariant measures supported on \( S \). We start by characterising the invariant measures supported on \( S \).

Proof. From Lemma 3.3, we know that \( S \) is supported on

\[
\mathcal{I}_{\text{inv}} \cap \left\{ \{ N^-_W = -\infty, N^+_W = \infty \} \cup \{ N^+_W = \infty, N^-_W = -\infty \} \right\}.
\]

As \( \mathcal{I}_{\text{inv}} \cap \{ N^-_W = -\infty, N^+_W = \infty \} \subseteq \mathcal{I}_{\text{sub-critical}} \) and \( \mathcal{I}_{\text{inv}} \cap \{ N^+_W = \infty, N^-_W = -\infty \} \subseteq \mathcal{I}_{\text{critical}} \cap (\cap_{n \in \mathbb{Z}} A^*_n) \), the result follows from Lemma 3.4. \( \square \)

Since \( \mathcal{I}_{\text{sub-critical}}^{*} \) and \( \mathcal{I}_{\text{critical}}^{*} \) are invariant under \( T \), any invariant measure can be decomposed into the parts supported on each of the sets \( \mathcal{I}_{\text{sub-critical}}^{*} \) and on \( \mathcal{I}_{\text{critical}}^{*} \). Therefore, from now on, we study the properties of invariant measures supported only on \( \mathcal{I}_{\text{sub-critical}}^{*} \) or \( \mathcal{I}_{\text{critical}}^{*} \).

We start by characterising the invariant measures supported on \( \mathcal{I}_{\text{critical}}^{*} \).

Proposition 3.6. Suppose \( \eta \) is a random particle configuration such that the distribution of the corresponding path encoding \( S \) is supported on \( \mathcal{I}_{\text{rev}}^{*} \). The following conditions are then equivalent.

(i) \( T \eta \overset{d}{=} \eta \) and \( S \in \mathcal{I}_{\text{critical}}^{*} \). \( \mathbf{P} \)-a.s.

(ii) \( T \eta \overset{d}{=} \eta \) and \( P(\eta_n = 1) = \frac{1}{2} \) for all \( n \in \mathbb{Z} \).

(iii) \( \eta \overset{d}{=} 1 - \eta \) and \( S \in \mathcal{I}_{\text{critical}}^{*} \). \( \mathbf{P} \)-a.s.

(iv) \( S = -S \) and \( S \in \mathcal{I}_{\text{critical}}^{*} \). \( \mathbf{P} \)-a.s.

(v) \( S \in \bigcup_{k \in \mathbb{N}} A_k^{\text{critical}} \), \( \mathbf{P} \)-a.s., and for each positive integer \( K \), \( W \overset{d}{=} K - W \), \( \mathbf{P} \)-a.s. on \( \mathcal{I}_K \), where we write \( \mathcal{I}_K = \mathcal{I}_K^{\text{critical}} \cap \mathcal{I}_K^{\text{critical}} \).

Proof. From Lemma 3.3, (i) implies \( P(W_n = W_{n-1} = 0) = 0 \) for all \( n \), and so (ii) follows directly from Lemma 3.2. Conversely (ii) implies \( P(W_n = W_{n-1} = 0) = 0 \) for all \( n \), and so (i). Also, (i) and (ii) imply \( T \eta = 1 - \eta \), \( \mathbf{P} \)-a.s., and so (iii) follows. The condition \( S \in \mathcal{I}_{\text{critical}}^{*} \), \( \mathbf{P} \)-a.s. in (iii) also implies \( T \eta = 1 - \eta \), \( \mathbf{P} \)-a.s., and so (i) follows. The equivalence between (iii), (iv) and (v) are straightforward. \( \square \)

The following lemma will allow us to replace \( \mathcal{I}_{\text{critical}}^{*} \) with \( \mathcal{I}_{\text{critical}}^{*} \) in \( \mathbf{P} \)-a.s. statements for invariant measures.

Lemma 3.7. Suppose \( \eta \) is a random particle configuration such that the distribution of the corresponding path encoding \( S \) is supported on \( \mathcal{I}_{\text{critical}}^{*} \). Then, \( \eta \overset{d}{=} 1 - \eta \) implies \( S \in \mathcal{I}_{\text{critical}}^{*} \), \( \mathbf{P} \)-a.s.

Proof. For any \( S \in \mathcal{I}_{\text{critical}}^{*} \setminus \mathcal{I}_{\text{critical}}^{*} \), we have

\[
-\infty < \limsup_{n \to -\infty} S_n = M_{-\infty} < M_{\infty} = \sup_{n} S_n < \infty.
\]

Since \( S^{1-\eta} = -S \), where \( S^{1-\eta} \) is the path encoding for \( 1 - \eta \), it follows that

\[
\liminf_{n \to -\infty} S^{1-\eta}_n = \liminf_{n \to -\infty} (-S_n) > \inf_{n} (-S_n) = 1^{1-\eta}_{-\infty}.
\]

Thus we obtain from Theorem 1.1 that \( S^{1-\eta} \not\in \mathcal{I}_{\text{rev}}^{*} \). As \( \eta \overset{d}{=} 1 - \eta \) implies that \( S^{1-\eta} \in \mathcal{I}_{\text{rev}}^{*} \), \( \mathbf{P} \)-a.s., we can conclude that \( \mathbf{P}(S \in \mathcal{I}_{\text{critical}}^{*} \setminus \mathcal{I}_{\text{critical}}^{*}) = 0 \), as desired. \( \square \)

We proceed to turn our attention to invariant measures supported on \( \mathcal{I}_{\text{sub-critical}}^{*} \). From Theorem 2.38 we readily deduce the equivalence of the invariance of the configuration \( \eta \) under \( T \) and the invariance of the current \( (T^k W)_0 \mid_{k \in \mathbb{Z}} \) under the shift \( \theta \).
Proposition 3.9. Suppose $\eta$ is a random particle configuration such that the distribution of the corresponding path encoding $S$ is supported on $\mathcal{S}_{\text{sub-critical}}^\ast$. It then holds that $T \eta \overset{d}{=} \eta$ if and only if $\{(T^kW)_0\}_{k \in \mathbb{Z}} \overset{d}{=} \theta(\{(T^kW)_0\}_{k \in \mathbb{Z}})$.

Proof. We clearly have by definition that $\theta \circ \Lambda = \Lambda \circ T$. Since Theorem 2.38 gives that $\Lambda$ is a measurable bijection on $\mathcal{S}_{\text{sub-critical}}^\ast$, the result follows. \hfill \Box

The preceding proposition (combined with Theorem 2.38) implies that there is one-to-one relationship between the invariant measures for $T$ supported on $\mathcal{S}_{\text{sub-critical}}^\ast$ and the invariant measures for $\theta$ supported on $(\mathbb{Z}_2^\ast)^\ast$. In particular, for any probability measure $Q$ on $\mathbb{Z}_+$ with $Q(\{0\}) > 0$, $Q \otimes \mathcal{P} \circ \Lambda$ is invariant under $T$. Moreover, $Q \otimes \mathcal{P} \circ \Lambda$ is an example of a configuration distribution which is ergodic under $T$ (this is a consequence of Theorem 1.6, which we prove below). Note that, if defined in this way, the configuration distribution is stationary under spatial shifts only when $Q$ is the geometric distribution (see Corollary 3.30). On the other hand, the next proposition shows that, under any invariant measure supported on $\mathcal{S}_{\text{sub-critical}}^\ast$, the density profile must be spatially stationary, namely a constant.

Proposition 3.9. Suppose $\eta$ is a random particle configuration such that the distribution of the corresponding path encoding $S$ is supported on $\mathcal{S}_{\text{sub-critical}}^\ast$, and $T \eta \overset{d}{=} \eta$ holds. Then there exists a constant $\rho \in [0, \frac{1}{2}]$ such that $P(\eta_n = 1) = \rho$ for all $n \in \mathbb{Z}$.

Proof. By the ergodic decomposition theorem \cite[Theorem 4.2]{4}, we only need to show the result when $\eta$ is ergodic under $T$. Moreover, from Lemma 3.2, it will be sufficient to show that $P(W_n = W_{n-1} = 0)$ is constant for $n \in \mathbb{Z}$. Now, if $\eta$ is ergodic under $T$, then we have that

$$\lim_{k \to \infty} \frac{1}{k} \sum_{l=1}^{k} f_n(T^l \eta) = P(W_n = W_{n-1} = 0), \quad P\text{-a.s.,}$$

where we define $f_n(\eta) := 1_{\{W_n = W_{n-1} = 0\}}$. With the notation $\sigma_n^i$ introduced in Section 2.8, since $(T^kW_n)_{k \geq 0}$ has infinitely many odd gaps between zeros for any $n$, $P$-a.s., Corollary 2.33 yields that

$$\sum_{l=1}^{k} f_n(T^l \eta) = \sum_{i=1}^{\infty} 1_{\{\sigma_n^i \leq k\}}, \quad \forall k \geq 1, n \in \mathbb{Z}, \quad P\text{-a.s.}$$

The latter result also gives

$$\left| \sum_{i=1}^{\infty} 1_{\{\sigma_n^i \leq k\}} - \sum_{i=1}^{\infty} 1_{\{\sigma_n^i \leq k\}} \right| \leq 1, \quad \forall k \geq 1, n \in \mathbb{Z}, \quad P\text{-a.s.},$$

and so we deduce

$$\lim_{k \to \infty} \frac{1}{k} \sum_{l=1}^{k} f_n(T^l \eta) = \lim_{k \to \infty} \frac{1}{k} \sum_{i=1}^{k} f_n(T^l \eta), \quad P\text{-a.s.}$$

Thus we obtain $P(W_n = W_{n-1} = 0) = P(W_{n-1} = W_{n-2} = 0)$ for all $n \in \mathbb{Z}$, as desired. \hfill \Box

Together with Lemma 3.7, the following result will enable us to replace the set $\mathcal{S}_{\text{sub-critical}}^\ast$ by $\mathcal{S}_{\text{sub-critical}}$ when proving Theorem 1.4. In the proof, we use the notation $T^k \eta_n = \eta_n^k$ and $T^kW_n = \eta_n^k$ as in Section 2.8.
Lemma 3.10. Suppose \( \eta \) is a random particle configuration such that the distribution of the corresponding path encoding \( S \) is supported on \( \mathcal{S}_{\text{sub-critical}} \). Then \( ((T^kW)_0)_{k \in \mathbb{Z}} \overset{d}{=} \theta((T^kW)_0)_{k \in \mathbb{Z}} \) implies \( S \in \mathcal{S}_{\text{sub-critical}} \). P-a.s.

Proof. Suppose \( ((T^kW)_0)_{k \in \mathbb{Z}} \overset{d}{=} \theta((T^kW)_0)_{k \in \mathbb{Z}} \) holds. Applying this property in an argument similar to that of Lemma 3.3 it is possible to deduce that, for P-a.e. \( \eta \), precisely one of the following holds:

(i) \( \eta^k \) has infinitely many odd gaps between zeros in both directions;
(ii) \( \eta^k \) has no odd gap between zeros, but has infinitely many zeros in both directions;
(iii) \( \eta^k \) has no zeros.

Since the conditions (i), (ii) and (iii) are invariant under the shift operator \( \theta \), and (i) implies \( \eta \in \mathcal{S}_{\text{sub-critical}} \), we only need to show that there is no probability measure satisfying \( \mathcal{S}_{\text{sub-critical}} \), P-a.s., \( ((T^nW)_0)_{k \in \mathbb{Z}} \overset{d}{=} \theta((T^nW)_0)_{k \in \mathbb{Z}} \), and either (ii) or (iii) holds, P-a.s. Suppose such a probability measure exists. It must then be the case that \( \eta^k \) is alternating P-a.s., since otherwise \( \eta^k \) must have at least one zero, and moreover at least one odd gap between zeros under the condition that it has infinitely many zeros. By considering the patterns (2.19), it follows that we have \( w_{k-1}^k = w_0^k + 1 \) and \( w_{k-1}^k = w_0^k - 1 \) alternately as \( k \) varies. In particular, we obtain that \( (T^kW_{k-1})_{k \in \mathbb{Z}} \overset{d}{=} \theta^2(T^kW_{k-1})_{k \in \mathbb{Z}} \). Hence we can conclude for the sequence \( \eta^k \) that (i), (ii) or (iii) holds, P-a.s. However, if (i) holds and \( S \in \mathcal{S}_{\text{inv}} \), then from the proof of Corollary 2.31 we deduce that \( \eta^k \) also satisfies (i), and so we conclude that either (ii) or (iii) holds for \( \eta^k \), P-a.s. By iterating the argument, we obtain that \( (T^nW_n)_{k \in \mathbb{Z}} \overset{d}{=} \theta^2(T^nW_n)_{k \in \mathbb{Z}} \) for all \( n \leq 0 \) and \( \eta^k \) is alternating for all \( n \leq 0 \), P-a.s. In particular, this implies \( W_n \neq W_{n-1} \) for all \( n \leq 0 \), P-a.s., and so \( \ell(W)_n = 0 \) for all \( n \leq 0 \), P-a.s. As a consequence, we find that \( \lim sup_n s_n > -\infty \), and so \( S \notin \mathcal{S}_{\text{sub-critical}} \), P-a.s., which contradicts the assumption. \( \square \)

We are now ready to complete the proofs of Theorem 1.2, 1.4 and 1.6. Apart from combining the various results we have already proved, we check the claims relating to ergodicity.

Proof of Theorem 1.2 This a straightforward consequence of Propositions 3.5, 3.6 and 3.9 \( \square \)

Proof of Theorem 1.4 Part (a) follows from Proposition 3.6 and Lemma 3.7. We now move to part (b), and so assume that \( S \in \mathcal{S}_{\text{critical}} \), P-a.s., and also \( T\eta \overset{d}{=} \eta \) holds. Since by Proposition 3.5 \( S \in \mathcal{S}_{\text{critical}} \), P-a.s., we know that \( T\eta = 1 - \eta \), P-a.s. Hence, the support of \( \eta \) must contain at least two points. Clearly, if the support of \( \eta \) contains exactly two points, then this set must be of the form \( \{ \eta(0), 1 - \eta(0) \} \) for some \( \eta(0) \in \{0, 1\}^\mathbb{Z} \). Moreover, for \( \eta \) to be invariant under \( T \), we must have

\[
P \left( \eta = \eta(0) \right) = \frac{1}{2} = P \left( \eta = 1 - \eta(0) \right).
\]

Clearly the only two invariant sets in this setting are \( \{ \eta(0), 1 - \eta(0) \} \) and the empty set. Since these have probabilities 1 and 0, the system is ergodic. Next, suppose the support of \( \eta \) contains three distinct sequences \( \eta^{(0)} \), \( \eta^{(1)} = 1 - \eta^{(0)} \), \( \eta^{(2)} \). In particular, there exists an integer \( n \) such that \( \eta^{(i)}(m) = \eta^{(i)}(m-n), i = 0, 1, 2 \), are distinct, and also

\[
P \left( \eta^{(i)}(m-n) = \eta^{(i)}(m-n) \right) > 0, \quad \forall i = 0, 1, 2.
\]
Now, for any function $f$ it $\mathbb{P}$-a.s. holds that

$$\frac{1}{k} \sum_{l=0}^{k-1} f(T^l \eta) \to \frac{1}{2} (f(\eta) + f(1-\eta)).$$

Hence, if $f = 1_{\{\langle \eta^{(2)} \rangle_{w,w-1} \}}$, then the above limit is not $\mathbb{P}$-a.s. constant, and so $\eta$ is not ergodic under $T$, which completes the proof of (b). $\square$

**Proof of Theorem 1.6** Part (a) is a consequence of Propositions 3.5 and 3.8 and Lemma 3.10. For part (b), we assume $S \in \mathcal{S}_{\text{sub-critical}}$, $\mathbb{P}$-a.s., and also $T \eta \overset{d}{=} \eta$ holds. From part (a) and Lemma 3.10, we can in fact suppose $S \in \mathcal{S}_{\text{sub-critical}}$, $\mathbb{P}$-a.s., which allows us to apply Theorem 2.38. Given the latter result and recalling the identity $\theta \circ \Lambda = \Lambda \circ T$, the proof is straightforward. $\square$

Before continuing, we make an additional observation about the boundary conditions of ergodic measures. In particular, Theorems 1.4 and 1.6 give characterisations of all the ergodic measures that are supported on either $\mathcal{S}_{\text{critical}}$ or $\mathcal{S}_{\text{sub-critical}}$, and the following lemma confirms that for no other distributions on particle configurations can $T$ be ergodic.

**Lemma 3.11.** Under the assumptions of Theorem 1.2, if $\eta$ is ergodic under $T$, then the support of $\eta$ is contained within $\mathcal{S}_0$ or $\mathcal{S}_K = \mathcal{S}^+ \cap \mathcal{S}^-$ for some $K \in \mathbb{N}$.

**Proof.** By Propositions 3.5 and 3.6, we know that the asymptotic behaviour of $\eta$ at $-\infty$ and $+\infty$ must be the same. Note that, for $*$ equal to ‘sub-critical’ or some $K \in \mathbb{N}$, $f = 1_{\mathcal{S}_*}$ is a bounded measurable function of $\eta$. Hence, ergodicity implies

$$\frac{1}{k} \sum_{l=0}^{k-1} f(T^l \eta) \to \mathbb{P} (\eta \in \mathcal{S}_*).$$

On the other hand, Theorem 2.19 yields

$$\frac{1}{k} \sum_{l=0}^{k-1} f(T^l \eta) = f(\eta) \in \{0,1\}.$$ 

Since the collection of subsets considered is countable, the result follows. $\square$

To complete the section, we establish Theorem 1.7. The notation $\Psi$, $\Phi$, $R$ and $\tilde{R}$ should be recalled from Section 2.

**Proof of Theorem 1.7** Suppose that $S \in \mathcal{S}_{\text{rev}}$, $\mathbb{P}$-a.s. Note that the three conditions of the theorem can be reasserted as the following:

(3.2) $S \overset{d}{=} RS$,

(3.3) $\Phi^{-1}S \overset{d}{=} R\Phi^{-1}S$ $\iff \Phi^{-1}S \overset{d}{=} \Psi^{-1}RS$,

(3.4) $S \overset{d}{=} \Psi \Phi^{-1}S$ $\iff \Psi^{-1}S \overset{d}{=} \Phi^{-1}S$,

respectively.

Firstly, suppose (3.2) and (3.3) are satisfied, then

$$TS = \Psi \Phi^{-1}S \overset{d}{=} \Psi \Psi^{-1}RS = RS \overset{d}{=} S,$$
which is (3.4). Secondly, suppose (3.2) and (3.4) are satisfied, then
\[ \bar{W} = \tilde{R} \Phi^{-1} S = \Psi^{-1} RS^d = \Psi^{-1} S = W, \]
which is condition (3.3). Thirdly, suppose (3.3) and (3.4) are satisfied, then
\[ RS^d = R \Psi \Phi^{-1} S = \Phi \tilde{R} \Phi^{-1} S = \Phi \Phi^{-1} S = S, \]
which is (3.2). Hence, any two of the conditions implies the third. Moreover, since under any two of the three conditions we know that \( TS^d = S \), it follows that \( T^k S^d = S \) for any \( k \in \mathbb{Z} \). From this, we can conclude that \( S \in \mathcal{S}^{inv}, \mathbb{P}\text{-a.s.} \)

\textbf{Remark 3.12.} To highlight that the three conditions assumed in Theorem 1.7 are independent, we present some simple examples for which only one of the three conditions is satisfied. We note the examples are stationary, ergodic configurations satisfying (3.1), and so Lemma 3.7 implies that the relevant path encodings meet the requirement that \( S \in \mathcal{S}^{rev}, \mathbb{P}\text{-a.s.} \). Firstly, consider \( \eta \) to be uniformly distributed on the 16 distinct shifts of the repeated concatenations of
\[(1, 1, 0, 1, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0);\]
a section of the corresponding carrier process \( W \) is shown in Figure 9 (along with the other examples discussed here). Clearly \( \eta \) satisfies, \( \sim \eta \overset{d}{=} \eta \), but \( \bar{W}^d \neq W \), and so it must also be the case that \( TS \neq S \). Secondly, consider \( \eta \) to be uniformly distributed on the 8 distinct shifts of
\[(1, 1, 0, 1, 0, 0, 0);\]
(i.e. the first half of the configuration described previously). Then \( \bar{W}^d \overset{d}{=} W \), but \( \sim \eta \overset{d}{=} \eta \), and so \( TS \neq S \). Finally, suppose \( \eta \) is uniformly distributed on the 9 distinct shifts of
\[(1, 0, 1, 0, 0, 1, 0, 0, 0);\]
then \( \eta \) is invariant under \( T \), but neither \( \sim \eta \overset{d}{=} \eta \) nor \( \bar{W}^d \overset{d}{=} W \) are satisfied.

\begin{figure}[h]
\centering
\includegraphics[width=0.7\textwidth]{figure9.png}
\caption{Configurations discussed in Remark 3.12}
\end{figure}

3.2. \textbf{Examples of invariant initial configurations.} In this section, we introduce the examples described in Theorem 1.8. The proof of the latter result appears in Section 3.2.4 which is where we also check the claims of Remark 1.10.
3.2.1. Independent and identically distributed initial configuration. Suppose \( \eta = (\eta_n)_{n \in \mathbb{Z}} \) is given by a sequence of i.i.d. Bernoulli\((p)\) random variables with \( p \in [0, \frac{1}{2}) \). It is then the case that \((3.1)\) is satisfied with \( \rho = p \). Furthermore, \( S \) is a two-sided simple random walk path satisfying \( \pi_0 = 0 \) and
\[
P(S_n - S_{n-1} = -1) = p = 1 - P(S_n - S_{n-1} = +1), \quad \forall n \in \mathbb{Z},
\]
where the increments of \( S \) are independent. NB. Figure 2 actually shows \( S \) and \( TS \) for a (one-sided) realisation of such an \( \eta \) with \( p = 0.45 \). By Lemma 3.1, we have that the carrier \( W = M - S \) is well-defined, \( \mathbb{P}\)-a.s. Moreover, it is possible to describe the distribution of the carrier explicitly as a reflected random walk; this is the content of the following lemma. Note that, since \( p = 0 \) trivially gives the empty configuration, the associated path encoding obviously satisfies \( S \in \mathcal{S}^{\text{rev}}, \mathbb{P}\)-a.s., and the configuration is invariant under \( T \); we henceforth exclude this case.

**Lemma 3.13.** If \( \eta \) is given by a sequence of i.i.d. Bernoulli\((p)\) random variables with \( p \in (0, \frac{1}{2}) \), then \( W \) is a two-sided stationary Markov chain with transition probabilities given by
\[
(3.5) \quad P(W_n = W_{n-1} + j | W_{n-1}) = \begin{cases} 
p, & \text{if } j = 1, \\
1 - p, & \text{if } W_{n-1} > 0 \text{ and } j = -1, \\
1 - p, & \text{if } W_{n-1} = 0 \text{ and } j = 0.
\end{cases}
\]
The stationary distribution of this chain is given by \( \pi = (\pi_x)_{x \in \mathbb{Z}_+} \), where
\[
(3.6) \quad \pi_x = \left( \frac{1 - 2p}{1 - p} \right) \left( \frac{p}{1 - p} \right)^x, \quad \forall x \in \mathbb{Z}_+.
\]
In particular, the mean and variance of \( \pi \) are computed to be equal to \( \mu_p \) and \( \sigma_p^2 \) (see (1.20)), respectively.

**Proof.** From our assumptions on \( \eta \) and Lemmas 2.2 and 3.1, we have that \( W^{|k|} \to W \) as \( k \to -\infty \), \( \mathbb{P}\)-a.s. Moreover, it is clear that \( W^{|k|} \) is a Markov chain on \( \mathbb{Z}_+ \) with transition matrix \( P = (P(x,y))_{x,y \in \mathbb{Z}_+} \), as defined by \((3.5)\), started from \( W^{|k|} = 0 \). Now, the stationary probability distribution \( \pi = (\pi_x)_{x \in \mathbb{Z}_+} \) for \( W^{|k|} \) is obtained by solving the detailed balance equations:
\[
p \pi_x = (1 - p) \pi_{x+1}, \quad \forall x \in \mathbb{Z}_+.
\]
In particular, we immediately see that the solution of these equations is given by the formula at \((3.6)\). Hence, we obtain for any \( x_{-n}, \ldots, x_n \in \mathbb{Z}_+ \) that
\[
P(W_{-n} = x_{-n}, \ldots, W_n = x_n) = \lim_{k \to -\infty} P(W^{|k|}_{-n} = x_{-n}, \ldots, W^{|k|}_n = x_n)
= \lim_{k \to -\infty} p^{-k-n}(0,x_{-n}) \prod_{i=-n+1}^{n} P(x_{i-1}x_i)
= \pi_{x_{-n}} \prod_{i=-n+1}^{n} P(x_{i-1}x_i),
\]
which yields that \( W \) is indeed the relevant two-sided stationary Markov chain, with stationary probability measure given by \( \pi \). Finally, the mean and variance of the geometric distribution \( \pi \) are easily checked to be equal to the expressions at (1.20) by direct computation. \( \square \)
Since the Markov chain $W$ is reversible (indeed, one can readily verify it satisfies the detailed balance equations), we immediately obtain the following as a simple corollary of this lemma and Theorem \[1.7\]

**Corollary 3.14.** If $\eta$ is a sequence of i.i.d. Bernoulli($p$) random variables with $p \in (0, \frac{1}{2})$, then the three conditions of \[1.7\] are satisfied. In particular, $\eta$ is invariant in distribution under $T$.

### 3.2.2. Markov initial configuration

Suppose $\eta = (\eta_n)_{n \in \mathbb{Z}}$ is given by a two-sided stationary Markov chain on $\{0, 1\}$ with transition probabilities given by

$$
P(\eta_{n+1} = 1|\eta_n = j) = p_j, \quad j \in \{0,1\},$$

for some parameters $p_0 \in (0,1)$, $p_1 \in [0,1)$. Note that we recover the i.i.d. case of the previous section if $p_0 = p_1 = p < 1/2$. An elementary computation yields that the stationary distribution of this chain is given by

$$\rho = P(\eta_0 = 1) = \frac{p_0}{1 - p_1 + p_0}.$$  

To ensure \[3.1\] is satisfied, we thus need to assume $p_0 + p_1 < 1$. In particular, under this assumption, the conclusion of Lemma \[3.1\] holds, and so the evolution of the BBS is well-defined for all time, $P$-a.s. As a result, we can define the process $W = M - S$. Whilst this is not a Markov process, we are still able to compute its one-dimensional marginal distribution.

**Lemma 3.15.** If $\eta$ is the two-sided stationary Markov chain described above with $p_0 \in (0,1)$, $p_1 \in [0,1)$ satisfying $p_0 + p_1 < 1$, then

$$P(W_0 = m) = \begin{cases} 
\frac{1 - (p_0 - p_1)}{(1 - p_0)(1 + p_0 - p_1)}, & \text{if } m = 0, \\
\frac{p_0(1 - p_0 + p_1)}{(1 - p_0)(1 + p_0 - p_1)} \left( \frac{p_1}{1 - p_0} \right)^{m-1}, & \text{if } m \geq 1.
\end{cases}$$

In particular, it follows that

$$E(W_0) = \frac{p_0(1 - p_0 + p_1)}{(1 + p_0 - p_1)(1 - p_0 - p_1)}.$$  

**Proof.** It is easy to verify that the Markov chain $\eta$ is reversible, and so $\overleftarrow{\eta} \overset{d}{=} \eta$ holds. Hence $S \overset{d}{=} RS$. It follows that $W_0 = M_0$ is distributed as $-I_0$, where $I_0$ is the future infimum of $S$. To compute the distribution of $I_0$, let us define

$$q_j := P(I_0 \leq -1|\eta_0 = j)$$

for $j = 0, 1$. By the strong Markov property, it is elementary to deduce that, for $m \geq 1$,

$$P(-I_0 = m) = \rho P(-I_0 = m|\eta_0 = 1) + (1 - \rho)P(-I_0 = m|\eta_0 = 0) = \rho q_1^{m+1} + (1 - \rho)q_0q_1^{m-1}(1 - q_1).$$

Hence, we need to compute $q_0$ and $q_1$. Observe that a first-step decomposition of the Markov chain yields

$$q_j = (1 - p_j)q_0q_1 + p_j$$

for $j = 0, 1$. Solving these equations gives

$$q_0 = \frac{p_0}{1 - p_1}, \quad q_1 = \frac{p_1}{1 - p_0}.$$
(Since \( S \in \mathcal{S}_{\text{sub--critical}} \), \( \mathbf{P} \)-a.s., it is easy to exclude the solution \( q_0 = q_1 = 1 \).) The result now follows by straightforward computations.

Moreover, we have the following generalisation of Corollary 3.14.

**Corollary 3.16.** If \( \eta \) is the two-sided stationary Markov chain described above with \( p_0 \in (0, 1) \), \( p_1 \in [0, 1) \) satisfying \( p_0 + p_1 < 1 \), then the three conditions of (1.17) are satisfied. In particular, \( \eta \) is invariant in distribution under \( T \).

**Proof.** As noted in the previous proof, \( \tilde{W} \overset{d}{=} W \). Furthermore, we note that the process \( W \) has the same law as the process \( Q \) described in [8]. Hence the claim that \( \tilde{W} \overset{d}{=} W \) is [8 Theorem 2]. The final condition is given by Theorem 1.7.

### 3.2.3. Conditioning the i.i.d. configuration to have bounded solitons

In this section, we introduce a particle configuration with bounded solitons, obtained by conditioning the i.i.d. configuration of Section 3.2.1 to not have any solitons of size greater than \( K \), for some fixed \( K \in \mathbb{Z}_+ \). Note that the event that \( \eta \) forms no solitons of size strictly greater than \( K \) can alternatively be expressed as the event that the carrier \( W \) satisfies \( \sup_{n \in \mathbb{Z}} W_n \leq K \). Of course, the latter is an event of 0 probability whenever \( \eta \) is Bernoulli(p), for any \( p \in (0, 1) \). However, by taking limits of finite particle configurations, it is possible to make sense of the conditioning in terms of the classical theory of quasi-stationary distributions for Markov chains. In particular, we are able to show that the limiting configuration \( \tilde{\eta} \) is stationary, ergodic, \( \mathbf{P} \)-a.s. satisfies (3.1), and the conditions at (1.17) hold.

We start by defining the limiting carrier process. Let \( P = (P(x,y))_{x,y \in \mathbb{Z}_+} \) be the transition matrix of \( W \), as defined in (3.5) (where we now allow any \( p \in (0, 1) \)). For \( K \in \mathbb{Z}_+ \) fixed, let \( P^{(K)} = (P^{(K)}(x,y))_{x,y \in \{0, \ldots, K\}} \) be the restriction of \( P \) to \( \{0, \ldots, K\} \). Since \( P^{(K)} \) is an infinite, irreducible, substochastic matrix, it admits (by the Perron-Frobenius theorem) a unique eigenvector of largest magnitude, \( \lambda_K \), say. Moreover, \( \lambda_K \in (0, 1) \) and has a unique (up to scaling) strictly positive eigenvector \( \pi_K = (\pi_K(x))_{x \in \{0, \ldots, K\}} \). Let \( \tilde{P}^{(K)} = (\tilde{P}^{(K)}(x,y))_{x,y \in \{0, \ldots, K\}} \) be defined by

\[
\tilde{P}^{(K)}(x,y) = \frac{P^{(K)}(x,y)h_K(y)}{\lambda_K h_K(x)}, \quad \forall x, y \in \{0, \ldots, K\}.
\]

It is elementary to check that this is a stochastic matrix. Moreover, the associated Markov chain is reversible, with stationary probability measure given by \( \tilde{\pi}^{(K)} = (\tilde{\pi}^{(K)}_x)_{x \in \{0, \ldots, K\}}, \) where

\[
\tilde{\pi}^{(K)}_x = c_1 h_K(x)^2 \pi_x
\]

for some constant \( c_1 \in (0, \infty) \) (which may depend on \( K \)), and \( \pi \) is defined as at (3.6). Thus the Markov chain in question admits a two-sided stationary version, and we will denote this by \( \tilde{W}^{(K)} = (\tilde{W}_n^{(K)})_{n \in \mathbb{Z}} \).

We will view \( \tilde{W}^{(K)} \) as a random carrier process, and write the associated particle configuration \( \tilde{\eta}^{(K)} = (\tilde{\eta}^{(K)}_n)_{n \in \mathbb{Z}} \). To justify the claim that \( \tilde{\eta}^{(K)} \) is the i.i.d. configuration of Section 3.2.1 conditioned to have solitons of size no greater than \( K \), we have the following result.

**Lemma 3.17.** Fix \( K \in \mathbb{Z}_+ \). Let \( \eta = (\eta_n)_{n \in \mathbb{Z}} \) be an i.i.d. Bernoulli(p) particle configuration for some \( p \in (0, 1) \). Write \( \eta[^{-N,N}] = (\eta_n[^{-N,N}])_{n \in \mathbb{Z}} \) for the truncated configuration given by
\[ \eta^{-N,N}_n = \eta_n 1_{\{-N < n \leq N\}}. \] If \( W^{-N,N} \) is the associated carrier process, then we have the following convergence of conditioned processes:

\[
\sup_{n \in \mathbb{Z}} W_n^{-N,N} \leq K \quad \text{in distribution as } N \to \infty.
\]

Proof. The main ingredient for the proof are the following asymptotic result: for any \( x, y \in \{0, \ldots, K\} \), it holds that

\[
P \left( \sup_{0 \leq n \leq N} W_n \leq K \left| W_0 = x \right. \right) \sim c_2 \lambda_N^N h_K(x)
\]

\[
P ( W_N = y ) \sup_{0 \leq n \leq N} W_n \leq K, W_0 = x \right) \rightarrow c_1 c_2^{-1} h_K(x)^{-1} \mathcal{A}_x^{(K)}
\]

as \( N \to \infty \), where \( c_2 \in (0, \infty) \) is a constant (which may depend on \( K \)), and \( c_1 \) is the constant from (3.10). See [6] Proposition 1, for example. Indeed, for any \( x_{-n}, \ldots, x_n \in \{0, \ldots, K\} \), we can use this to deduce

\[
P \left( W^{-N,N}_i = x, i \in \{-n, \ldots, n\} \right| \sup_{m \in \mathbb{Z}} W_m^{-N,N} \leq K \right) \]

\[
= P \left( W_{-n}^{-N,N} = x_{-n} \right| \sup_{m \in \mathbb{Z}} W_m^{-N,N} \leq K \right) \times \prod_{i=-n+1}^{n} P(x_{i-1}, x_i)
\]

\[
P \left( \sup_{-N \leq m \leq -n} W_m^{-N,N} \leq K \left| W_{-n}^{-N,N} = x_{-n} \right. \right) P \left( \sup_{n \leq m \leq N} W_m^{-N,N} \leq K \left| W_n^{-N,N} = x_n \right. \right)
\]

Now, since \( (W^{-N,N}_m)_{m \leq -n} \) and \( (W^{-N,N}_m)_{m \geq -n} \) are conditionally independent given \( W^{-N,N}_{-n} \), we have from (3.11) and (3.12) that

\[
P \left( W^{-N,N}_{-n} = x_{-n} \right| \sup_{m \in \mathbb{Z}} W_m^{-N,N} \leq K \right) \]

\[
= P \left( W_{-n} = x_{-n} \right| W_0 = 0, \sup_{0 \leq m \leq N-n} W_m \leq K \right) \times P \left( \sup_{0 \leq m \leq N-n} W_m \leq K \left| W_0 = 0 \right. \right) P \left( \sup_{0 \leq m \leq N+n} W_m \leq K \left| W_0 = x_{-n} \right. \right)
\]

\[
P \left( \sup_{-N \leq m \leq -n} W_m^{-N,N} \leq K \left| W_{-n}^{-N,N} = x_{-n} \right. \right) P \left( \sup_{n \leq m \leq N} W_m^{-N,N} \leq K \left| W_n^{-N,N} = x_n \right. \right)
\]

\[
P \left( \sup_{-N \leq m \leq n} W_m^{-N,N} \leq K \left| W_{-n}^{-N,N} = x_{-n} \right. \right) P \left( \sup_{n \leq m \leq N} W_m^{-N,N} \leq K \left| W_n^{-N,N} = x_n \right. \right)
\]

Moreover, we similarly have that
\[ \frac{h_k(x_n)}{2^n h_k(x_{-n})} \]

Combining (3.13), (3.14) and (3.15), we thus obtain

\[ \mathbb{P} \left( W_i^{[-N,N]} = x_i, i \in \{-n, \ldots, n\} \bigg| \sup_{m \in \mathbb{Z}} W_m^{[-N,N]} \leq K \right) \rightarrow \mathbb{P}^{(K)} \left( \eta_{n}^{(K)} \right) \]

which completes the proof. \( \square \)

**Remark 3.18.** For the i.i.d. configuration with \( p \in (0, \frac{1}{2}) \), we have from Lemma 3.13 that it is possible to define a two-sided stationary version of the carrier process \( W \). Straightforward adaptations of the previous proof allow us to alternatively obtain:

\[ \eta \left\{ \sup_{n \in [-N,N]} W_n \leq K \right\} \rightarrow \tilde{\eta}^{(K)} \]

That is, obtain \( W^{(K)} \) and \( \tilde{\eta}^{(K)} \) by starting with the two-sided infinite configuration, and conditioning on a decreasing sequence of events. We choose to present Lemma 3.17 as conditioning the truncated configuration, however, since this picture is valid throughout the range \( p \in (0, 1) \).

As a further consequence of the construction of \( \tilde{\eta}^{(K)} \), we have the following result. In the proof, we write \( S^{(K)} \) for the path encoding of \( \tilde{\eta}^{(K)} \).

**Corollary 3.19.** If \( \tilde{\eta}^{(K)} \) and \( W^{(K)} \) are as described above, then, for any \( p \in (0, 1) \), \( K \in \mathbb{Z}_+ \), \( \tilde{\eta}^{(K)} \) is a stationary, ergodic process satisfying

\[ \mathbb{P} \left( \tilde{\eta}_0^{(K)} = 1 \right) < \frac{1}{2} \]

and also the three conditions of (1.17). In particular, \( \tilde{\eta}^{(K)} \) is invariant in distribution under \( T \).

**Proof.** The stationarity and ergodicity of \( \tilde{\eta}^{(K)} \) readily follow from the corresponding properties of \( W^{(K)} \). Moreover, observe that \( \mathbb{P}(\tilde{\eta}_0^{(K)} = 1) \) is the probability that \( W^{(K)} \) has an upcrossing at 0, i.e. it is equal to \( \mathbb{P}(\tilde{W}_0^{(K)} = \tilde{W}_1^{(K)} = 1) \). Since \( \tilde{W}^{(K)} \) is reversible, this is also the probability that \( \tilde{W}^{(K)} \) has a downcrossing at 0, i.e. \( \mathbb{P}(\tilde{W}_0^{(K)} - \tilde{W}_1^{(K)} = 1) \). Hence we deduce

\[ \rho = \mathbb{P} \left( \tilde{\eta}_0^{(K)} = 1 \right) = \frac{1}{2} \left( 1 - \mathbb{P} \left( \tilde{W}_0^{(K)} = \tilde{W}_1^{(K)} = 0 \right) \right) = \frac{1}{2} \left( 1 - \pi_0^{(K)} \rho^{(K)}(0,0) \right) \]

which is strictly less than 1/2. For the reversibility of \( \tilde{\eta}^{(K)} \), we note that

\[ S^{(K)} = \lim_{N \to \infty} \left( S^{[-N,N]} \right) \left\{ \sup_{m \in \mathbb{N}} W_m^{[-N,N]} \leq K \right\} \]

\[ = \lim_{N \to \infty} \left( S^{[-N,N]} \right) \left\{ \sup_{m \leq n} \left( S_m^{[-N,N]} - S_0^{[-N,N]} \right) \leq K \right\} \]

\[ \overset{d}{=} \lim_{N \to \infty} \left( R(S^{[-N,N]}) \right) \left\{ \sup_{m \leq n} \left( R(S_m^{[-N,N]})_m - R(S_0^{[-N,N]})_m \right) \leq K \right\} \]

\[ \overset{d}{=} \left( S^{[-N,N]} \right) \left\{ \sup_{m \leq n} \left( S_m^{[-N,N]} - S_0^{[-N,N]} \right) \leq K \right\} \]
\[ = \lim_{N \to \infty} \left( R(S^{[-N,N]}) \right) \left\{ \sup_{m \leq n} \left( s_m^{[-N,N]} - S_n^{[-N,N]} \right) \leq K \right\} \]
\[ = \lim_{N \to \infty} \left( R(S^{[-N,N]}) \right) \left\{ \sup_{n \in \mathbb{Z}} W_n^{[-N,N]} \leq K \right\} \]
\[ = R(\hat{S}(K)), \]

where we write \( S^{[-N,N]} \) for the path encoding of \( \eta^{[-N,N]} \), and the limits are distributional ones.

Hence we conclude that \( \hat{\eta}(K) \overset{d}{=} \hat{\eta}(K) \). The remaining claims are clear since, as already noted, \( \hat{W}(K) \) is reversible, and Theorem 1.7 gives the invariance result. \( \square \)

As a simple, concrete example, consider the case when \( K = 1, p \in (0,1) \). We can then compute \( \hat{P}^{(1)} \) explicitly to be
\[ \begin{pmatrix} 1 - \tilde{p} & \tilde{p} \\ 1 & 0 \end{pmatrix}, \]
where
\[ \tilde{p} = 1 - \frac{2}{1 + \sqrt{1 + \frac{4p}{1-p}}} . \]

Note that \( \tilde{p} \to 0 \) as \( p \to 0 \), and \( \tilde{p} \to 1 \) as \( p \to 1 \), and so any value of \( \tilde{p} \in (0,1) \) can be obtained in this way. Moreover, observe that this case reduces to the Markov initial configuration example of Section 3.2.2 with \( p_0 = \tilde{p}, p_1 = 0 \). For any \( K \geq 2 \), however, \( \hat{\eta}(K) \) will not be Markov, and so the class of examples constructed in this section fall outside those introduced previously.

The comments of the previous paragraph imply that the processes \( \hat{W}^{(1)} \) obtained from values of \( p \in (0,1) \) are the only two-sided stationary Markov chains on \( \{0,1\} \) which represent a carrier process of a particle configuration satisfying (3.1) and which is invariant in distribution under \( T \). In the remainder of this section, we aim to extend this remark. In particular, we will show that the processes \( \hat{W}^{(K)}, K \in \mathbb{Z}_+ \), constructed here and \( W \) from Section 3.2.1 are in fact the only two-sided stationary Markov carrier processes for which the associated particle configuration satisfies (3.1) and is invariant, or equivalently by Theorem 1.7 is invariant in distribution under \( T \). See Proposition 3.21 and Corollary 3.22 for the precise results. To this end, the following lemma concerning the behaviour of \( \lambda_K \) will be useful.

**Lemma 3.20.** For \( K \geq 1 \),
\[ 1 - \frac{1 - p}{\lambda_K} \to \begin{cases} 0, & \text{as } p \to 0, \\ 1, & \text{as } p \to 1. \end{cases} \]

**Proof.** As \( p \to 0 \), \( P^{(K)} \) (defined near the start of this section) converges to a lower triangular matrix with diagonal elements \( (1, 0, \ldots, 0) \). Since eigenvalues are continuous functions of matrix entries, it follows that \( \lambda_K \to 1 \) in this case. This establishes the first limit result.

For \( p \to 1 \), we start by computing the determinant of \( P^{(K)} \). In particular, for \( K \geq 2 \), we have
\[ \det P^{(K)} = (1 - p) \det Q_K - p(1 - p) \det Q_{K-1}, \]
where \( Q_i \) is the \( i \times i \) tridiagonal matrix with entries \( p \) in the row above the diagonal, 0 on the diagonal, and \( 1 - p \) on the row below the diagonal. It is an elementary exercise to check that
\[ \det Q_i = -p^{i/2}(1 - p)^{i/2} 1_{(i \text{ even})}. \]
Moreover, the identity at (3.18) can be extended to \( K = 1 \) if we, by convention, fix \( \det Q_0 = 1 \). Hence
\[
\det p^{(K)} = -p^{K/2}(1 - p)^{1 + K/2}1_{\{K \text{ even}\}} + p^{(K+1)/2}(1 - p)^{(K+1)/2}1_{\{K \text{ odd}\}}.
\]
Since \( \lambda_K \geq |\det p^{(K)}|^{1/(K+1)} \), it follows that
\[
\frac{1 - p}{\lambda_K} \leq C(1 - p)^{\frac{1}{2} - \frac{1}{2(K+1)}} \to 0,
\]
as \( p \to 1 \), which is enough to complete the proof. \( \square \)

We next proceed to check the desired result in the bounded soliton case.

**Proposition 3.21.** For each \( K \in \mathbb{Z}_+ \), the processes \( W^{(K)} \) for \( p \in (0, 1) \) are the only two-sided stationary, irreducible Markov chains on \( \{0, 1, \ldots, K\} \) that represent a carrier process for which the associate particle configuration satisfies (3.7) and \( \bar{\eta}^{(K)} \overset{d}{=} \eta^{(K)} \).

**Proof.** The result for \( K = 0 \) is obvious, and so for the remainder of the proof we fix \( K \geq 1 \). Suppose \( Z = (Z_n)_{n \in \mathbb{Z}} \) is a Markov chain satisfying the desired properties. We will show that \( Z \) must be given by \( W^{(K)} \) for some \( p \in (0, 1) \). Clearly, it will be enough to show equality of transition matrices. To check this, let us start by observing that the general form of the transition matrix of \( Z \) is as follows:

\[
(3.19) \quad \begin{pmatrix}
1 - p_0 & p_0 & 0 & \cdots & \cdots & 0 \\
1 - p_1 & 0 & p_1 & & & \\
0 & 1 - p_2 & 0 & \ddots & & \\
& \ddots & \ddots & \ddots & \ddots & \\
& & & 1 - p_{K-1} & 0 & p_{K-1} \\
0 & \cdots & \cdots & 0 & 1 & 0
\end{pmatrix},
\]

where \( p_0, p_i \in (0, 1) \) for \( i = 1, \ldots, K - 1 \), and we will also write \( p_K = 0 \).

To show that the transition matrix of \( Z \) comes from a one-parameter family, we consider the probabilities of seeing certain particle configurations, as shown in Figure 10. In particular, the first particle configuration we consider is \( \eta_1 = 1, \eta_i = 1, \eta_{i+1} = 0, \eta_{i+2} = 1, \ldots, \eta_{K+2} = 1 \), where \( i \in \{1, \ldots, K\} \). Since \( Z \) never takes a value greater than \( K \), if this configuration appears, then it must be the case that \( Z_0 = 0 \). Hence the probability of it occurring is given by

\[
(3.20) \quad \pi^Z_0 p_0 p_1 \cdots p_{i-1} (1 - p_i) p_{i-1} p_i \cdots p_K = 0,
\]

where \( \pi^Z \) is the stationary probability measure for \( Z \). A similar argument shows the probability of seeing the reverse configuration, \( \eta_1 = 1, \ldots, \eta_{K-i+1} = 1, \eta_{K-i+2} = 0, \eta_{K-i+3} = 1, \ldots, \eta_{K+2} = 1 \), is given by

\[
(3.21) \quad \pi^Z_0 p_0 p_1 \cdots p_{K-i} (1 - p_{K-i+1}) p_{K-i} p_{K-i+1} \cdots p_K = 0.
\]

Under the assumption that the distribution of the particle configuration is reversible (and stationarity), the expressions at (3.20) and (3.21) must be equal. We thus find that

\[
(3.22) \quad p_{i-1}(1 - p_i) = p_{K-i}(1 - p_{K-i+1}), \quad \forall i \in \{1, \ldots, K\}.
\]
Next, we consider the truncated configuration

\[ \eta_1 = 1, \ldots, \eta_i = 1, \eta_{i+1} = 0, \eta_{i+2} = 1, \ldots, \eta_{K+1} = 1 \]

for \( i \in \{1, \ldots, K-1\} \). Again, see Figure 10. Since for this configuration we can only deduce that \( Z_0 \in \{0,1\} \), and so obtain that the probability of it occurring is

\[
\pi_0^i \pi_1 p_{i+1} (1-p_i) p_{i+1} p_{i+2} + \pi_0^1 \pi_1 p_2 \cdots p_i (1-p_i) p_{i+1} \cdots p_{K-1}.
\]

Similarly, the reverse configuration now occurs with probability

\[
\pi_0^i \pi_1 p_{i-1} (1-p_i) p_{i-1} p_{i-2} + \pi_0^1 \pi_1 p_2 \cdots p_{i-1} (1-p_i) p_{i+1} \cdots p_{K-1}.
\]

Now, \( Z \) is a reversible Markov chain, and so we have from the detailed balance equations that

\[
\pi_0^i \pi_1 p_{i-1} (1-p_i) + p_i (1-p_{i+1}) p_{K-1} = (1-p_i) p_{K-i-1} (1-p_{K-i}) + p_{K-i} (1-p_{K-i+1}) p_{K-1}.
\]

Appealing to (3.22) and rearranging, we deduce from this that

\[
(1-p_0) (1-p_1) p_{i-1} (1-p_i) = (1-p_0) (1-p_1) p_i (1-p_{i+1}).
\]

By irreducibility, we must have that \( 1-p_i \neq 0 \). Moreover, the assumption of (3.1) implies that \( 1-p_0 \neq 0 \) (cf. the expression for particle density given at (3.16)). And so we conclude

\[
p_{i-1} (1-p_i) = p_i (1-p_{i+1}), \quad \forall i \in \{1, \ldots, K-1\}.
\]

In particular, this implies that \( p_{i-1} (1-p_i) = p_{K-2} \) for \( i \in \{1, \ldots, K-2\} \), which yields in turn that the parameters \( p_0, p_1, \ldots, p_{K-2} \) are uniquely determined by \( p_{K-1} \) through the relation

\[
p_{i-1} = \frac{p_{K-1}}{1-p_i}.
\]

giving us that \( Z \) indeed comes from a one-parameter family of transition matrices.

Next, we note that (3.25) gives an injective map from \( p_{K-1} \) to \( p_0 \). Indeed, suppose we have another chain \( Z' \), with transition matrix determined by the parameters \( p_0', \ldots, p_{K-1}' \). If \( p_{K-1}' < p_{K-1} \) and \( p_i' < p_i \) for some \( i \), then (3.25) implies that \( p_{i-1}' < p_{i-1} \). Thus \( p_{K-1}' < p_{K-1} \) implies \( p_0' < p_0 \), giving us the desired injectivity. So, the transition matrix of \( Z \) is also uniquely determined by \( p_0 \).
Finally, since the construction of \( \tilde{W}(K) \) gives
\[
p^{(K)}(0,1) = 1 - \frac{1-p}{\lambda_K},
\]
Lemma 3.20 gives us that all the possible values of \( p_0 \) are obtained by varying \( p \in (0,1) \). Hence, any chain \( Z \) of the form described above must be equal to \( \tilde{W}(K) \) for some choice of \( p \in (0,1) \).

To complete the section, we extend the previous result to the unbounded case.

**Corollary 3.22.** The processes \( W \) described in Section 3.2.7 for \( p \in (0, \frac{1}{2}) \) are the only two-sided stationary, irreducible Markov chains on \( \{0, 1, \ldots\} \) that represent a carrier process for which the associate particle configuration satisfies (3.1) and \( \tau \in \mathbb{D} \).

**Proof.** Our first claim is that if \( \tilde{W}(K) \) is constructed from parameter \( p^{(K)} \in (0,1) \), and \( p^{(K)} \to p \in (0, \frac{1}{2}] \), then
\[
\tilde{P}^{(K)}(x,y) \to P(x,y), \quad \forall x,y \geq 0,
\]
where \( \tilde{P}^{(K)} \) is the transition matrix of \( \tilde{W}(K) \), and \( P \) is the transition matrix of \( W \), the carrier for the i.i.d. initial configuration with particle density \( p \). To prove this, we observe that (3.11) implies
\[
\log \lambda_K = \lim_{N \to \infty} \frac{\log P_{p^{(K)}}(\tau(K) > 2N|W_0 = 0)}{N},
\]
where \( \tau(K) = \inf\{n \geq 0 : W_n = K\} \) is the first hitting time of \( K \) by \( W \), and we index the probability measure by \( p^{(K)} \) to highlight the parameter being considered. Writing \( \tau^+(K) = \inf\{n \geq 1 : W_n = 0\} \) for the first return time to 0, we thus obtain
\[
\log \lambda_K \geq \lim_{N \to \infty} \frac{\log P_{p^{(K)}}(\tau^+(0) < \tau(K)|W_0 = 0)^N}{N} = \log P_{p^{(K)}}(\tau^+(0) < \tau(K)|W_0 = 0),
\]
Hence
\[
\liminf_{K \to \infty} \lambda_K \geq \liminf_{K \to \infty} P_{p^{(K)}}(\tau^+(0) < \tau(K)|W_0 = 0) = 1,
\]
where the penultimate equality is an elementary gambler’s ruin calculation. Next, by definition, we have that
\[
\lambda_K h_K(0) = p^{(K)}(0,0) h_K(0) + p^{(K)}(0,1) h_K(1),
\]
which rearranges to give
\[
\frac{h_K(1)}{h_K(0)} = \frac{\lambda_K - 1 + p^{(K)}}{p^{(K)}} \to 1,
\]
as \( K \to \infty \). Similarly, for \( x \geq 1 \), we have that
\[
\lambda_K h_K(x) = p^{(K)}(x,x-1) h_K(x-1) + p^{(K)}(x,x+1) h_K(x+1),
\]
which rearranges to give

\[ (3.29) \quad \frac{h_K(x + 1)}{h_K(x)} = \frac{\lambda_K}{p^{(K)}} - \frac{(1 - p^{(K)})h_K(x - 1)}{p^{(K)}h_K(x)}, \]

and a simple induction argument implies that this also converges to 1. Combining (3.27), (3.28) and (3.29) yields (3.26).

We next suppose that \( p^{(K)} \to p \in \left(\frac{1}{2}, 1\right) \), and claim that

\[ (3.30) \quad \limsup_{K \to \infty} \lambda_K < 1. \]

Indeed, first observe that

\[
\mathbb{P}_{p^{(K)}}(\tau(K) > 2N|W_0 = 0) \leq \mathbb{P}_{p^{(K)}}(\tau_S(-K) > 2N|S_0 = 0)
\]

\[
= \sum_{n > 2N} \mathbb{P}_{p^{(K)}}(\tau_S(-K) = n|S_0 = 0)
\]

\[
= \sum_{n > 2N} \frac{K}{n} \mathbb{P}_{p^{(K)}}(S_n = -K|S_0 = 0)
\]

\[
= \sum_{n > 2N} \frac{K}{n} \mathbb{P}_{p^{(K)}}(\text{Bin}(n, p) = \frac{n + K}{2})
\]

\[
\leq C_k \left(4(1 - p^{(K)}p^{(K)})^N\right),
\]

where \( \tau_S(-K) \) is the hitting time of \(-K\) by the path encoding \( S \), for the second equality we apply the hitting time theorem for random walks (originally proved in [30] for \( K = 1 \), and a modern elementary proof appears in [11]). \( \text{Bin}(n, p) \) is a binomial random variable with parameters \( n \) and \( p \), and the final estimate is an elementary exercise to obtain. It follows that

\[
\limsup_{K \to \infty} \lambda_K \leq \limsup_{K \to \infty} \limsup_{N \to \infty} \exp \left\{ \log \left( C_k \left(4(1 - p^{(K)}p^{(K)})^N\right) \right) / N \right\} = 4(1 - p),
\]

which establishes (3.30).

Now, let \( Z \) be a Markov chain satisfying the desired properties. For each \( K \geq 1 \), using the procedure described in Lemma 3.17 one can construct a conditioned version of the chain \( Z^{(K)} \) on \( \{0, 1, \ldots, K\} \) analogously to the construction of \( \tilde{W}^{(K)} \) from \( W \). (In particular, this has transition matrix given by a formula as at (3.29).) Observe that, by following the proof of (3.26), it holds that if \( P_{Z,K} \) is the transition matrix of \( Z^{(K)} \) and \( P_Z \) is the transition matrix of \( Z \), then

\[ (3.31) \quad P^{Z,K}(x, y) \to P^Z(x, y), \quad \forall x, y \geq 0, \]

Indeed, the only part of the proof that is not an immediate adaptation is (3.27), but this is straightforward since if \( (\lambda_K^{(K)})_{K \geq 1} \) are the relevant eigenvalues then we can check that

\[ (3.32) \quad \liminf_{K \to \infty} \lambda_K^{(K)} \geq \mathbb{P} (\tau_{Z}^{+}(0) < \tau_{Z}(K)|Z_0 = 0) = \mathbb{P} (\tau_{Z}^{+}(0) < \infty|Z_0 = 0) = 1, \]

where we write \( \tau_{Z}^{+}(0) \) for the first return time to 0 by \( Z \), \( \tau_Z(K) \) is the first hitting time of \( K \) by \( Z \), and the final equality is a consequence of the recurrence of \( Z \).

A further important observation is that one may check similarly to Corollary 3.19 that \( Z^{(K)} \) is a two-sided stationary carrier process for which the associate particle configuration satisfies (3.1) and is reversible. In particular, Proposition 3.21 therefore tells us that \( Z^{(K)} \) has transition
matrix given by $\tilde{P}^{(K)}$ for some parameter $p^{(K)} \in (0, 1)$. In the remainder of the proof, we let $(p^{(K)})_{K \geq 1}$ be a convergent subsequence with limit $p \in [0, 1]$. If $p > \frac{1}{2}$, then we know from (3.30) that $\limsup_{i \to \infty} \lambda_{K_i} < 1$. However, we also know that $\lambda_{K_i} = \lambda_{K_i}^Z \to 1$ by (3.32). Hence we arrive at a contradiction, and so $p$ must take a value in $[0, \frac{1}{2})$. If $p = 0$, then we see that

$$P^{Z, K_i}(0, 0) = P^{(K_i)}(0, 0) = \frac{1 - p^{(K_i)}}{\lambda_{K_i}} = \frac{1 - p^{(K)}}{\lambda_{K}} \to 1 - p = 1.$$  

Combined with (3.31), this implies that $P^{Z}(0, 0) = 1$, which can not hold since $Z$ is irreducible. Thus we must have $p \in (0, \frac{1}{2}]$, and (3.26) implies $P^Z = P$. Note that if $p = \frac{1}{2}$, then it would not be possible to construct a two-sided stationary chain with transition matrix $P$, and so $p \neq \frac{1}{2}$, Hence, we conclude that the transition matrix of $Z$ is given by $P$ for some $p \in (0, \frac{1}{2})$, which completes the proof. □

3.2.4. Proof of Theorem 1.8 and Remark 1.10. That the i.i.d. initial configuration ($p \in [0, \frac{1}{2}]$), Markov initial configuration ($p_0 \in (0, 1)$, $p_1 \in (0, 1)$, $p_0 + p_1 < 1$) and bounded soliton examples ($K \in \mathbb{Z}^+$, $p \in (0, 1)$) described above have path encodings with distribution supported in $\mathcal{F}_{\text{sub-critical}}$ follows from Lemma 3.1, (3.7) and Corollary 3.19. That they are invariant in distribution under $T$ was established in Corollaries 3.14, 3.16 and 3.19. This completes the proof of Theorem 1.8

For the claims of Remark 1.10 let us now suppose that $S \in \mathcal{F}^\text{rev}$, $P$-a.s., and $TS \overset{d}{=} S$ holds. One example of a two-sided stationary, irreducible Markov configuration satisfying these conditions is the empty configuration (as covered by the i.i.d. Bernoulli configuration with $p = 0$), and to avoid trivialities we exclude this case from the remainder of the discussion. In particular, using the notation of Section 3.2.2 for the transition matrix of $\eta$ in the Markov configuration case, we may assume that $p_0 > 0$. To guarantee the density condition of Theorem 1.2 we moreover require that $p_0 + p_1 \leq 1$ (recall (3.2)). Now, the case $p_0 \in (0, 1)$, $p_1 \in [0, 1)$, $p_0 + p_1 < 1$ is dealt with by Corollary 3.16. The only other case that fits the criteria $p_0 \in (0, 1]$, $p_1 \in [0, 1]$ and $p_0 + p_1 = 1$ is when $p_0 = 1$, $p_1 = 0$. To ensure stationarity, we must take $\eta$ to be the random configuration that takes each of the values $(1_{\{\text{odd}\}})_{n \in \mathbb{Z}}$ and $(1_{\{\text{even}\}})_{n \in \mathbb{Z}}$ with probability $\frac{1}{2}$, which fits into the example of Remark 1.5 with $K = 1$. Finally, we deal with the $W$ Markov case. Since $W = \Phi^{-1}S$ for some $S \in \mathcal{F}^\text{rev}$, it must be the case that $W$ is irreducible on $\{0, 1, \ldots, K\}$ for some $K = \{0, 1, \ldots, K\} \cup \{\infty\}$. Hence, under the further assumption that (3.1) holds, the result follows from Proposition 3.21 and Corollary 3.22. On the other hand, Proposition 3.6 gives us the result when the density is equal to $\frac{1}{2}$.

3.3. Particle current and ergodicity for example invariant configurations. We recall from (1.18) that $C_k$ represents the integrated current, that is, the total number of particles crossing the origin after $k$ time steps of the BBS. It is natural to ask how this quantity behaves as $k \to \infty$. In this section we study this question for the various sub-critical examples that were introduced in the previous section. Specifically, Theorem 1.14 is proved as Theorems 3.23, 3.26 and 3.24. Moreover, we appeal to Theorem 1.6 to conclude that each of the examples is ergodic under $T$; Corollary 1.17 is split across Corollaries 3.24, 3.27 and 3.35.

3.3.1. I.i.d. initial configuration. For the case of an i.i.d. initial configuration, we can provide precise results about the current. Indeed, we are able to explicitly describe the distribution of the particles crossing the origin on each time step, $(T^k W_0)_{k \in \mathbb{Z}}$, as an i.i.d. sequence. In
conjunction with Lemma 3.13 which gives the distribution of $W_0$, we thus immediately obtain from the classical probability theory the following result, which is a more explicit version of Theorem 1.14 in the i.i.d. case. Of course, many other detailed properties of i.i.d. sequences are also well known. The notation $\mu_p$ and $\sigma^2_p$ should be recalled from (1.20).

**Theorem 3.23.** Suppose $\eta$ is given by a sequence of i.i.d. Bernoulli($p$) random variables with $p \in (0, \frac{1}{2})$. It then holds that $((T^kW_0)_{k \in \mathbb{Z}})$ form an i.i.d. sequence of random variables, each distributed according to $\pi$, as defined at (3.6). In particular, the following conclusions hold.

(a) \(P\)-a.s.,
\[
k^{-1}C_k \to \mu_p.
\]
(b) It holds that
\[
\frac{C_k - k\mu_p}{\sqrt{\sigma^2_p k}} \to N(0, 1)
\]
in distribution, where $N(0, 1)$ is a standard normal random variable;
(c) The sequence $(k^{-1}C_k)_{k \geq 1}$ satisfies a large deviations principle with rate function given by
\[
I_C(x) := \begin{cases} x \log \left( \frac{(1-p)x}{p(1+x)} \right) + \log \left( \frac{1-p}{1-2p(1+x)} \right), & \text{if } x \geq 0, \\ \infty, & \text{otherwise}. \end{cases}
\]

**NB.** For a definition of what it means for a sequence of random variables to satisfy a large deviations principle with respect to a given rate function, see [1, Section 1.2].

We also have the following corollary of the above result, which we immediately obtain from Theorem 1.6.

**Corollary 3.24.** If $\eta$ is given by a sequence of i.i.d. Bernoulli($p$) random variables with $p \in (0, \frac{1}{2})$, then the transformation $\eta \mapsto T\eta$ is ergodic.

The proof that $((T^kW_0)_{k \in \mathbb{Z}})$ is an i.i.d. sequence depends crucially on the following result.

**Lemma 3.25.** If $\eta$ is given by a sequence of i.i.d. Bernoulli($p$) random variables with $p \in (0, \frac{1}{2})$, then $((T^kS_n)_{n \in \mathbb{Z}})$ and $W_0$ are independent.

**Proof.** From Theorem 2.14, we know that
\[
W_0 = M_0 = -\min_{n \geq 0} (TS)_n.
\]

We also have from Theorem 1.8 that $TS \overset{d}{=} S$, which means that $((TS)_{-n})_{n \in \mathbb{Z}}$ is independent of $((TS)_n)_{n \in \mathbb{Z}}$. On combining these two observations, the result follows. \(\square\)

We are now ready to prove the main result of this section.

**Proof of Theorem 3.23.** We start by checking the independence claim. Firstly, observe that
\[
(T^kW)_0 = \sup_{m \leq 0} (T^kS)_m.
\]

Moreover, for $k \geq l$, $((T^kS)_n)_{n \leq 0}$ is a measurable function of $((T^lS)_n)_{n \leq 0}$. Hence, we have that $((T^kW)_0)_{k \geq l}$ is $((T^lS)_n)_{n \leq 0}$ measurable. From Lemma 3.25, we have that $(TS)_{n \leq 0}$ is independent of $W_0$. Thus we obtain that $W_0$ is independent of $((T^kW)_0)_{k \geq l}$. To extend this to the full result, we will follow an inductive procedure. In particular, note from Theorem 1.8 that $S$ is invariant under $T$. Hence combining our previous observation with Proposition 3.8 yields that
that under the measure given by conditioning the i.i.d. configuration with parameter $I.i.d.$ initial configuration conditioned to have bounded solitons.

3.3.2. **Claims of Theorem 1.14.** To state the result, we define using law of large numbers, central limit theorem and large deviations principle, as per the relevant sequence $(\sigma_p^k)$. As a consequence, we show that the integrated current $\tilde{C}(\cdot)$ with parameter $\rho \in (0,1)$ not to have solitons larger than $\tilde{K}$ on $\{0, 1, \ldots, K\}$. As a consequence, we show that the integrated current $\tilde{C}_k$ is independent of $(T^k W_0)_{k \geq 1}$ for any $l \geq 0$. This is enough to establish the independence claim for $(T^k W_0)_{k \in \mathbb{Z}}$, and to extend to the two-sided case is straightforward given the invariance of $W$ under $T$. To establish the distributional part of the claim, we simply note that the observation $T^k S \sim S$ and the identity $\sup_{m \leq 0} (T^k S)_m = (T^k W_0)$ imply that $(T^k W_0) \sim W_0$, as desired.

Given the conclusion of the previous paragraph, the result is now standard. For the large deviations principle, we note that Cramer’s theorem [11, Theorem 2.2.3] gives the result with rate function

$$I_C(x) := \sup_{\theta \in \mathbb{R}} \left( \theta x - \log M_W(\theta) \right),$$

where

$$M_W(\theta) := \mathbb{E} \left( e^{\theta \tilde{W}_0} \right) = \begin{cases} \frac{1 - 2p}{1 - p - p\theta}, & \text{if } \theta < \log((1 - p)/p), \\ \infty, & \text{otherwise.} \end{cases}$$

It is an elementary computation to deduce from this the expression at (3.33). □

3.3.2. **i.i.d. initial configuration conditioned to have bounded solitons.** In this section, we show that under the measure given by conditioning the i.i.d. configuration with parameter $p \in (0,1)$ to have solitons larger than $\tilde{K} \in \mathbb{N}_+$, as made precise in Section 3.2.3, the current sequence $(T^k W_0)_{k \in \mathbb{Z}}$ is an irreducible aperiodic reversible two-sided stationary Markov chain on $\{0, 1, \ldots, K\}$. As a consequence, we show that the integrated current $\tilde{C}_k$ satisfies the following law of large numbers, central limit theorem and large deviations principle, as per the relevant claims of Theorem [1.14]. To state the result, we define

$$\mu_p^K := \mathbb{E} \left( \tilde{W}_0^{(K)} \right), \quad (\sigma_p^K)^2 := \text{Var} \left( \tilde{W}_0^{(K)} \right) + 2 \sum_{k=1}^{\infty} \text{Cov} \left( \tilde{W}_0^{(K)}, \left( T^k \tilde{W}^{(K)} \right)_0 \right),$$

where $\tilde{W}^{(K)}$ is the process defined in Section 3.2.3. Moreover, we obtain from another application of Theorem [1.16] that the particle configuration is ergodic under $T$, see Corollary [3.27].

**Theorem 3.26.** Suppose $\eta$ is the random particle configuration of Section 3.2.3 with parameters $K \in \mathbb{N}$ and $p \in (0,1)$. (NB. We exclude $K = 0$ to avoid trivialities.) It is then the case that the current sequence $(T^k W_0)_{k \in \mathbb{Z}}$ is an irreducible aperiodic reversible two-sided stationary Markov chain on $\{0, 1, \ldots, K\}$. Moreover, the following conclusions hold.

(a) $\mathbb{P}$-a.s.,

$$k^{-1}C_k \to \mu_p^K.$$

(b) It holds that $(\sigma_p^K)^2 \in (0,\infty)$ and

$$C_k - k\mu_p^K \sim N(0, 1)$$

in distribution, where $N(0,1)$ is a standard normal random variable.

(c) Let $\tilde{\Pi}^{(K)} = (\tilde{\Pi}^{(K)}(x,y))_{x,y=0}^K$ be the transition matrix of $(T^k W_0)_{k \in \mathbb{Z}}$, and $\tilde{\Pi}_\theta^{(K)}$ be the exponentially tilted version given by setting

$$\tilde{\Pi}_\theta^{(K)}(x,y) = \tilde{\Pi}^{(K)}(x,y)e^{\theta y}, \quad x, y = 0, 1, \ldots, K.$$
The sequence \((k^{-1}C_k)_{k \geq 1}\) then satisfies a large deviations principle, with rate function given by:
\[
\tilde{f}_C^{(K)}(x) = \sup_{\theta \in \mathbb{R}} \left( \theta x - \log \Upsilon(\tilde{\Pi}_0^{(K)}) \right),
\]
where \(\Upsilon(\tilde{\Pi}_0^{(K)})\) is the largest eigenvalue of \(\tilde{\Pi}_0^{(K)}\).

**Corollary 3.30.** If \(\eta\) is the random particle configuration of Section 3.2.3 with parameters \(K \in \mathbb{Z}_+\) and \(p \in (0, 1)\), then the transformation \(\eta \rightarrow T\eta\) is ergodic.

We start by proving a general lemma that establishes, for invariant BBSs, the Markov property of the carrier transfers to the Markov property of the current sequence.

**Lemma 3.32.** Suppose \(\eta\) is a random particle configuration such that the distribution of the corresponding path encoding \(S\) is supported on \(\mathcal{S}^{rev}\), and \(T\eta = \eta\) holds. If \((W_n)_{n \in \mathbb{Z}}\) is a two-sided stationary Markov chain, then so is \((\langle T^k W \rangle_0)_{k \in \mathbb{Z}}\).

**Proof.** Since \(T\eta = \eta\), \((\langle T^k W \rangle_0)_{k \in \mathbb{Z}}\) is stationary. Thus, assuming the carrier is a two-sided stationary Markov chain, to establish the result it will suffice to check the Markov property for \((\langle T^k W \rangle_0)_{k \in \mathbb{Z}}\) at time 0, i.e. show that, conditional on \(W_0\), \((\langle T^k W \rangle_0)_{k \geq 0}\) and \((\langle T^k W \rangle_0)_{k \leq 0}\) are independent. To this end, we first observe that the Markov property of the carrier yields that, conditional on \(W_0\), \((W_n)_{n \geq 0}\) and \((W_n)_{n \leq 0}\) are independent. Since \((\eta_n)_{n \geq 1}\) is \((W_n)_{n \geq 0}\)-measurable, and \((\eta_n)_{n \leq 0}\) is \((W_n)_{n \leq 0}\)-measurable, it also holds that, conditional on \(W_0\), \((\eta_n)_{n \geq 1}\) and \((\eta_n)_{n \leq 0}\) are independent. Now, it is clear that \((\langle T^k W \rangle_0)_{k \geq 0}\) is \((\eta_n)_{n \leq 0}\)-measurable. By considering the reversed dynamics, we similarly deduce that \((\langle T^k V \rangle_0)_{k \leq 0}\) is \((\eta_n)_{n \geq 1}\)-measurable. Since \(S \in \mathcal{S}^{inv}, \mathbb{P}\)-a.s., we have from Theorem 2.4 that \((\langle T^k V \rangle_0 = (T^{k-1} W)\rangle_0, \mathbb{P}\)-a.s. for any \(k \in \mathbb{Z}\). It follows that \((\langle T^k W \rangle_0)_{k \leq 1}\) is \((\eta_n)_{n \geq 1}\)-measurable. Thus we conclude that, conditional on \(W_0\), \((\langle T^k W \rangle_0)_{k \geq 0}\) and \((\langle T^k W \rangle_0)_{k \leq 0}\) are independent, as desired. \(\square\)

**Remark 3.39.** By a similar argument to the proof of the preceding lemma, we can also deduce that under the condition \(\eta \in \mathcal{S}^{inv}, \mathbb{P}\)-a.s., if \((\langle T^k W \rangle_0)_{k \geq 0}\) and \((\langle T^k W \rangle_0)_{k \leq 0}\) are independent conditional on \(W_0\), then \((W_n)_{n \geq 0}\) and \((W_n)_{n \leq 0}\) are also independent conditional on \(W_0\). Hence, in addition, if \(\eta\) is stationary under the spatial shifts, then the Markov property of the current sequence transfers to the Markov property of the carrier.

**Corollary 3.30.** Suppose \(\eta\) is a random particle configuration such that the distribution of the corresponding path encoding \(S\) is supported on \(\mathcal{S}^{inv}\), and \(\eta\) is stationary under spatial shifts. If \((\langle T^k W \rangle_0)_{k \in \mathbb{Z}}\) is a two-sided stationary Markov chain, then \(T\eta = \eta\) if and only if \(\eta\) is given by the examples (a) or (c) in Theorem 3.3. In particular, if \((\langle T^k W \rangle_0)_{k \in \mathbb{Z}}\) is an i.i.d. sequence, then \(T\eta = \eta\) if and only if its distribution is given by (3.6) for \(p \in (0, \frac{1}{2})\).

We also have that, for invariant BBSs, spatial symmetry of the carrier process transfers to a temporal symmetry property.

**Lemma 3.31.** Suppose \(\eta\) is a random particle configuration such that the distribution of the corresponding path encoding \(S\) is supported on \(\mathcal{S}^{rev}\), and \(T\eta = \eta\) holds. If \(W = \tilde{W}\), then \((\langle T^k W \rangle_0)_{k \in \mathbb{Z}} \overset{d}{=} (\langle T^{(k+1)} W \rangle_0)_{k \in \mathbb{Z}}\).
Lemma 3.32. Suppose $\eta$ is a random particle configuration such that the distribution of the corresponding path encoding $S$ is supported on $\mathcal{S}^{rev}$, and $T\eta \overset{d}{=} \eta$ holds. If $W$ is an irreducible two-sided stationary Markov chain on $\{0, 1, \ldots, K\}$ for some non-negative integer $K$, and satisfies $P(W_0 = W_1 = 0) > 0$, then $P(W_0 = 0, (TW)_0 = l) > 0$ for any $0 \leq l \leq K$.

Proof. For $1 \leq l \leq K$, it holds that
\[
P(W_0 = 0, (TW)_0 = l) 
\geq P(W_0 = 0, \eta_n = 1_{n \in \{-2l+1, \ldots, 1\}}) \quad \text{for } n \in \{-2l - K + 1, \ldots, 0\}, \quad S_{-2l-K} = M_{-2l-K} = -K
\]
\[
\geq P(W_0 = 0, W_n - W_{n-1} = 1_{n \in \{-l+1, \ldots, 0\}} + 1_{n \in \{-2l+1, \ldots, -l\}}) \quad \text{for } n \in \{-2l - K + 1, \ldots, 0\}
\]
which is strictly positive by assumption. In the same way,
\[
P(W_0 = 0, (TW)_0 = 0) \geq P(W_0 = W_{-1} = \cdots = W_{-K} = 0) > 0.
\]

We next provide sufficient conditions for the current process to be a nice Markov chain.

Proposition 3.33. Suppose $\eta$ is a random particle configuration such that the distribution of the corresponding path encoding $S$ is supported on $\mathcal{S}^{rev}$, and $T\eta \overset{d}{=} \eta$ holds. If $W$ is an irreducible reversible two-sided stationary Markov chain on $\{0, 1, \ldots, K\}$ for some non-negative $K$, and satisfies $P(W_0 = W_1 = 0) > 0$, then $((TW)_0)_{k \in \mathbb{Z}}$ is an irreducible aperiodic reversible two-sided stationary Markov chain on $\{0, 1, \ldots, K\}$.

Proof. By Lemma 3.28, $((TW)_0)_{k \in \mathbb{Z}}$ is a two-sided Markov chain, and we also have by assumption that it has state space $\{0, 1, \ldots, K\}$ and is stationary. Supposing $W \overset{d}{=} \tilde{W}$, from Lemma 3.31 and invariance under $T$ we have that
\[
((TW)_0)_{k \in \mathbb{Z}} \overset{d}{=} ((T^{-k+1})W)_0)_{k \in \mathbb{Z}} \overset{d}{=} ((T^{-k})W)_0)_{k \in \mathbb{Z}}.
\]
It follows that \(((T^kW)_0)_{k \in \mathbb{Z}}\) is a reversible Markov process. Finally, from Lemma 3.32 we have that \(P((TW)_0 = m | W_0 = 0) > 0\) for any \(m = 0, 1, \ldots, K\), and by reversibility \(P((TW)_0 = 0 | W_0 = m) > 0\) for any \(m = 0, 1, \ldots, K\). This establishes the aperiodicity and irreducibility of the chain, and thus completes the proof. 

With the preceding result in place, we can now check the main result of the section. In the proof, for a function \(f: \{0, 1, \ldots, K\} \to \mathbb{R}\), we use the notation \(\tilde{\pi}^{(K)}(f) := \sum_{x=0}^{\infty} \tilde{\pi}_x^{(K)} f(x)\).

**Proof of Theorem 3.26.** By Theorem 1.8 the conclusion of Proposition 3.33 holds for the example of Section 3.2.3 (with parameters \(K \in \mathbb{Z}_+\), and \(\rho \in (0,1)\), which establishes the first claim. Given this, part (a) is a straightforward application of the ergodic theorem.

For part (b), first observe that, since \(((T^kW)_0)_{k \in \mathbb{Z}}\) is an irreducible aperiodic Markov chain on a finite state space, we have that

\[
\max_{x,y \in \{0,1,\ldots,K\}} \left| p_k(x,y) - \pi_x^{(K)} \right| \leq C \alpha^k, \quad \forall k \geq 0,
\]

for some \(C \in (0, \infty)\), \(\alpha \in (0,1)\), where we define \(p_k(x,y) := P(T^kW_0 = y | W_0 = x)\) (see [19, Theorem 4.9], for example). It follows that if \(f: \{0,1,\ldots,K\} \to \mathbb{R}\) is such that \(\tilde{\pi}^{(K)}(f) = 0\), then

\[
g(x) := \sum_{k=0}^{\infty} p^k f(x),
\]

where we write \(P\) to be the transition matrix of \(((T^kW)_0)_{k \in \mathbb{Z}}\), is well-defined (and finite) for each \(x \in \{0,1,\ldots,K\}\) (since the sum is absolutely convergent). Moreover, we see that \(g\) is the solution of the Poisson equation, namely

\[
(I - P)g(x) = f(x), \quad \forall x \in \{0,1,\ldots,K\}.
\]

Hence, taking \(f(x) = x - \mu^K_p\), we can apply [16, Theorem 1.1] to deduce that

\[
\frac{C_k - k \mu^K_p}{\sqrt{k}} = \frac{1}{\sqrt{k}} \sum_{j=0}^{k-1} f \left((T^jW)_0\right) \to N \left(0, \sigma^2(f)\right),
\]

where \(\sigma^2(f) := \tilde{\pi}^{(K)}(g^2) - \tilde{\pi}^{(K)}((Pg)^2)\). Now, by considering when we have equality in Jensen’s inequality, we see that \(\sigma^2(f) = 0\) if and only if \(g\) is constant. Indeed, it is elementary to check that \(\sigma^2(f) = 0\) if and only if \(g\) is constant on sets of the form \(\{y : p_1(x,y) > 0\}\), i.e. the neighbours of \(x\) from the point of view of the Markov chain. Note that, in the present setting, Lemma 3.32 gives that \(\{y : p_1(0,y) > 0\} = \{0,1,\ldots,K\}\), and so zero variance is equivalent to \(g\) being constant everywhere, as claimed. However, if \(g\) was constant, then we would have \((I - P)g = 0\), which is not the case. Hence \(\sigma^2(f) \in (0, \infty)\). To complete the proof, we note that \(\sigma^2(f)\) can be rewritten as follows:

\[
\sigma^2(f) = \tilde{\pi}^{(K)}(g^2) - \tilde{\pi}^{(K)}((g - f)^2)
\]

\[
= \tilde{\pi}^{(K)}(f(2g - f))
\]

\[
= \tilde{\pi}^{(K)}(f(I + P)g)
\]

\[
= \tilde{\pi}^{(K)}(f^2) + 2 \sum_{k=1}^{\infty} \tilde{\pi}^{(K)}(fp^k f)
\]

\[
= (\sigma_p^K)^2.
\]
Finally, since the state space is finite, part (c) is an immediate consequence of the large deviations principle stated as \cite[Theorem 3.1.2]{example}, for example.

3.3.3. Markov initial condition. In this section, we show that for the Markov initial configuration of Section 3.2.2 with parameters \( p_0 \in (0, 1), p_1 \in (0, 1) \) satisfying \( p_0 + p_1 < 1 \), the two-state process \( (T^k \eta_0, (T^k W)_0)_{k \in \mathbb{Z}} \) is an irreducible aperiodic two-sided stationary Markov chain on \( \Sigma \), where

\[
\Sigma := \{(a, b) : a \in \{0, 1\}, b \in \mathbb{Z}_+, (a, b) \neq (1, 0)\}.
\]

After undertaking some additional work compared with previous sections to handle the fact that the state space of the Markov chain is infinite, we are able to show that the integrated current satisfies the following law of large numbers, central limit theorem and large deviations principle.

In the statement of the theorem, we use the notation \( \mu_{p_0, p_1} \) and \( \sigma^2_{p_0, p_1} \) from (1.21) and (1.22), respectively. We moreover obtain from this result and Theorem 1.6 that the Markov initial configuration is ergodic under \( T \) (see Corollary 3.35). Note that the results exclude the case \( p_0 \in (0, 1), p_1 = 0 \) (which was included in Theorem 1.8), since in this case the carrier \( W \) is equal to the configuration \( \eta \), and so only has state space \( \{0, 1\} \). Observe, however, that we already dealt with this case in the previous section, since this corresponds to the bounded soliton example with \( K = 1 \) and \( p \) determined by taking \( \tilde{p} = p_0 \) in (3.17).

**Theorem 3.34.** Suppose \( \eta \) is the Markov initial configuration of Section 3.2.2 with parameters \( p_0 \in (0, 1), p_1 \in (0, 1) \) satisfying \( p_0 + p_1 < 1 \). It is then the case that \( (T^k \eta_0, (T^k W)_0)_{k \in \mathbb{Z}} \) is an irreducible aperiodic two-sided stationary Markov chain on \( \Sigma \). Moreover, the following statements hold.

(a) \( \mathbb{P} \)-a.s.,

\[
k^{-1} C_k \to \mu_{p_0, p_1}.
\]

(b) It holds that

\[
\frac{C_k - k \mu_{p_0, p_1}}{\sqrt{\sigma^2_{p_0, p_1} k}} \to N(0, 1)
\]

in distribution, where \( N(0, 1) \) is a standard normal random variable.

(c) The sequence \( (k^{-1} C_k)_{k \geq 1} \) satisfies a large deviations principle, with rate function as described at (3.39).

**Corollary 3.35.** If \( \eta \) is the Markov initial configuration of Section 3.2.2 with parameters \( p_0 \in (0, 1), p_1 \in (0, 1) \) satisfying \( p_0 + p_1 < 1 \), then the transformation \( \eta \to T \eta \) is ergodic.

We start by checking the Markov property of the relevant process.

**Lemma 3.36.** If \( \eta \) is the Markov initial configuration of Section 3.2.2 with parameters \( p_0 \in (0, 1), p_1 \in (0, 1) \) satisfying \( p_0 + p_1 < 1 \), then \( (T^k \eta_0, (T^k W)_0)_{k \in \mathbb{Z}} \) is a two-sided stationary Markov chain on \( \Sigma \).

**Proof.** Since \( (\eta_n)_{n \geq 0} \) and \( (\eta_n)_{n \leq 0} \) are independent conditional on \( \eta_0 \), and the random variable \( W_0 \) is \( (\eta_n)_{n \leq 0} \)-measurable, \( (\eta_n)_{n \geq 0} \) and \( (\eta_n)_{n \leq 0} \) are independent conditional on \( (\eta_0, W_0) \).

Now, observe that \( (T^k \eta_0, (T^k W)_0)_{k \geq 0} \) is \( (\eta_n)_{n \geq 0} \)-measurable, and \( (T^k \eta_0, (T^k W)_0)_{k \leq 0} \) is \( (\eta_n)_{n \geq 0} \)-measurable. Since \( S \in \mathcal{S}^{inv} \), \( \mathbb{P} \)-a.s., we have from Theorem 2.14 that \( T^k V_0 = T^{k-1} W_0 \) for any \( k \), \( \mathbb{P} \)-a.s. Hence \( (T^k \eta_0, (T^k W)_0)_{k \leq -1} \) is \( (\eta_n)_{n \geq 0} \)-measurable. Thus we conclude that the sequences...
the Markov chain and we can similarly compute $P$.

**Proof.** First suppose $j = i - 1$. Note that $T \eta_0 = 1$ implies $\eta_0 = 0$, and $T \eta_0 = 0$, $W_0 \geq 1$ implies $\eta_0 = 1$. Then, since $(1, 0) \notin \Sigma$, 

$$P(T \eta_0 = 1 - i, (TW)_0 = m) = P(\eta_0 = i, W_0 = l, T \eta_0 = 1 - i, (TW)_0 = m)$$ 

$$= \frac{P(\eta_0 = i, W_0 = l, T \eta_0 = 1 - i, (TW)_0 = m)}{P(\eta_0 = i, W_0 = l)}$$ 

$$= \frac{P(TV_0 = l, T \eta_0 = 1 - i, (TW)_0 = m)}{P(\eta_0 = i, W_0 = l)}$$ 

$$= \frac{P(V_0 = l, \eta_0 = 1 - i, W_0 = m)}{P(V_0 = l, \eta_0 = 1 - i) P(W_0 = m) P(\eta_0 = 1 - i)},$$

where for the final equality, we use the Markov property of $(\eta_n)_{n \in \mathbb{Z}}$ at $n = 0$. Now, using the notation of the proof of Lemma 3.35 we have that

$$P(\eta_0 = 1 - i) = \frac{\rho}{1 - \rho} \sum_{j \geq 0} \left( q_1 + q_{1-j} \right) = \left( q_0 + \frac{1}{q_1-1} \right)$$

and we can similarly compute $P(W_0 = m)$. Putting these together yields the relevant transition probabilities.

Next, we consider the $i = j = l = 0$ case. Proceeding similarly to above, we deduce

$$P(T \eta_0 = 0, (TW)_0 = m | \eta_0 = 0, W_0 = 0)$$
be given by 

\[
P(0,0) = 0, W_0 = 0)
\]

From this, we obtain the remaining non-zero transition probabilities. Indeed, it is easy to check that the transition probability is 0 in the other cases.

Applying the explicit transition probabilities of the previous lemma, we now describe a decomposition of the Markov chain \((T^k \eta_0, (T^k W)0)_{k \in \mathbb{Z}}\) into a simpler skeleton Markov chain that takes values in a finite state space, and an independent sequence of i.i.d. geometric random variables. More precisely, consider the three point set \(\Sigma^* = \{00, 0, 1\}\), where \(00 = \{(0,0)\}, 0 = \{(0, \ell) : \ell \geq 1\} and \(1 = \{(1, \ell) : \ell \geq 1\}\). We then let \(X = (X_k)_{k \in \mathbb{Z}}\) be a two-sided stationary Markov chain on \(\Sigma^*\), with transition probability matrix

\[
P^* := \begin{pmatrix}
1 - q_0 & (1-q_0)q_1 & (1-q_0)q_1 \\
q_0 & 1 - q_0 & 1 \\
q_0 & 1 & 0 \\
1 & q_0 & 0
\end{pmatrix}
\]

and \(\xi = (\xi_k)_{k \geq 1}\) be an i.i.d. geometric sequence with support \(\{1, 2, \ldots\}\) and parameter \(q_1\), independent of \(X\). It is then an elementary exercise to check that \((T^k \eta_0, (T^k W)0)_{k \in \mathbb{Z}}\) can be coupled with these random variables in such a way that: for \(k \in \mathbb{Z}\),

\[
(T^k \eta_0) = 1_{\{X_k = 1\}}, \quad (T^k W)0 = 1_{\{X_k \in \{0, 1\}\}} \xi_k.
\]

We note that the invariant measure \(\pi^X\) for the Markov chain \(X\) is given by:

\[
\pi^X(00) = \frac{1 - q_0 q_1}{1 + q_0}, \quad \pi^X(0) = \frac{q_0 q_1}{1 + q_0}, \quad \pi^X(1) = \frac{q_0}{1 + q_0}.
\]

Hence, the invariant measure \(\pi\) for the Markov chain \((T^k \eta_0, (T^k W)0)_{k \in \mathbb{Z}}\) satisfies:

\[
\pi((i, m)) = \begin{cases}
\frac{1 - q_0 q_1}{1 + q_0}, & \text{if } (i, m) = (0, 0), \\
\frac{q_0 (1-q_1) q_1^m}{1 + q_0}, & \text{if } i = 0, m \geq 1, \\
\frac{q_0 (1-q_1)^m}{1 + q_0}, & \text{if } i = 1, m \geq 1.
\end{cases}
\]

With these preparations in place, we can now prove the main result of the section.

**Proof of Theorem 3.34** Applying the preceding two lemmas, we readily obtain that the process \((T^k \eta_0, (T^k W)0)_{k \in \mathbb{Z}}\) is an irreducible aperiodic two-sided stationary Markov chain on \(\Sigma\). Part (a) is then a straightforward consequence of the ergodic theorem.

We now prove (b). To do this, we will apply [16] Theorem 1.1. In particular, let \(f : \Sigma \to \mathbb{R}\) be given by \(f(i, l) = l - \mu_{\eta_0, \pi_l}\), so that \(\pi(f) = 0\) and, by (3.36), \(\pi(f^2) < \infty\) (where for a function
h on $\Sigma$, we write $\pi(h)$ for the expectation of $h$ with respect to $\pi$. Moreover, let $g : \Sigma \rightarrow \mathbb{R}$ be defined by

$$g(i, l) = l + \sum_{x \in \{00, 01\}} \alpha_x \mathbf{1}_{(i, j) \in x},$$

where

$$\alpha_{00} = \frac{-1 + q_0}{(1 + q_0)(1 - q_1)}, \quad \alpha_0 = 0, \quad \alpha_1 = \frac{-1 + q_0 q_1}{(1 + q_0)(1 - q_1)}.$$ 

It is then an elementary, albeit slightly lengthy, exercise to check that $g$ is a solution of the Poisson equation for $f$, i.e.

$$\left(I - P\right)g = f,$$

where $P = (p(i, j), (j, m) : (i, j), (j, m) \in \Sigma)$ is the transition matrix of $(T^k \eta_0, (T^k W)_0)_{k \in \mathbb{Z}}$, as given by Lemma 3.37. Since $\pi(g^2) < \infty$, we can thus immediately apply [16, Theorem 1.1] to deduce the desired central limit theorem, with limiting variance given by

$$\sigma^2 = \pi(g^2) - \pi(Pg^2) \in [0, \infty).$$

Thus, to complete the proof of (b), it remains to show that $\sigma^2$ can be written as at (1.19) and (1.22). To do this, we first observe that iterating the Poisson equation (3.37) yields: for $k \geq 1$,

$$\sigma^2 = \pi(f^2) + 2 \sum_{i=1}^{k-1} \pi(f P^i f) + 2 \pi(f P^k g)$$

$$= \text{Var}(W_0) + 2 \sum_{i=1}^{k-1} \text{Cov}(W_0, (T^i W)_0) + 2 \pi(f P^k g).$$

As a result, to deduce the expression at (1.19), it will be enough to show that $\pi(f P^k g) \rightarrow 0$ as $k \rightarrow \infty$. To this end, we start by noting that the matrix $P^k$ from (3.34) is diagonalisable, with eigenvalues $0, -q_0, 1$. It follows that, for any pair of subsets $A, B \subseteq \{00, 01\}$, there exists a constant $C_{A,B}$ such that, for $k \geq 1$,

$$P(X_0 \in A, X_k \in B) = \pi^X(A) \pi^X(B) + C_{A,B}(-q_0)^k,$$

where we recall the notation $\pi^X$ from (3.35). Hence, using the decomposition of the Markov chain $(T^k \eta_0, (T^k W)_0)_{k \in \mathbb{Z}}$ described prior to this proof,

$$\pi(f P^k g) = \text{Cov} \left(W_0, \left(T^k W\right)_0 + \sum_{x \in \{00, 01\}} \alpha_x \mathbf{1}_{((T^x \eta)_0, (T^x W)_0) \in x} \right)$$

$$= \text{Cov} \left(\xi_0 \mathbf{1}_{(X_0 \neq 00)}, \xi_k \mathbf{1}_{(X_k \neq 00)} + \alpha_x \right)$$

$$= \left(1 - q_1\right)^2 C_{00, 01} \mathbf{1}_{00, 01} + \frac{1}{1 - q_1} \sum_{x \in \{00, 01\}} C_{01, \{x\}} \alpha_x (-q_0)^k,$$

which clearly converges to zero. This confirms $\sigma^2$ can be written as at (1.19). To evaluate the expression explicitly and thereby arrive at (1.22), we again appeal to (3.38) to deduce that

$$\text{Cov} \left(W_0, \left(T^k W\right)_0\right) = \text{Cov} \left(W_0, (TW)_0\right) (-q_0)^{k-1}.$$
Consequently,
\[ \sigma^2 = \text{Var}(W_0) + \frac{2\text{Cov}(W_0, (TW)_0)}{1 + q_0}. \]
Elementary calculations yield that
\[ \text{Var}(W_0) = \frac{q_0(1 + q_1)^2}{(1 + q_0)^2(1 - q_1)^2}; \]
and
\[ \text{Cov}(W_0, (TW)_0) = \frac{q_0(q_1(1 + q_0)^2 - q_0(1 + q_1)^2)}{(1 + q_0)^2(1 - q_1)^2}. \]
Putting the preceding three formulae together, we obtain (1.2.2), as desired.

For part (c), we apply the argument of Theorem 3.1.2 and Exercise 3.1.4 of [1]. In particular, this yields a large deviations principle for \( (k^{-1}C_k)_{k \geq 1} \) with rate function \( I_C^* \) described as follows. Let \( M^x_W(\theta) \) be a function given by
\[ M^x_W(\theta) := \begin{cases} 1, & \text{if } x = 00, \\ \frac{1}{1 - q_1 e^{\theta}} - 1_{\{\theta < -\log q_1\}} + \infty 1_{\{\theta \geq -\log q_1\}}, & \text{if } x \in \{0, 1\}; \end{cases} \]
this is the moment generating function for \( (T_kW)_0 \) conditional on \( X_k = x \). Let \( P^x_\theta \) be the matrix defined by setting
\[ P^x_\theta(x, y) := P^x(x, y)M^y_W(\theta), \quad x, y \in \Sigma^*, \]
and \( \Upsilon(P^x_\theta) \) be its largest eigenvalue. The rate function \( I_C^* \) is then given by:
\[ I_C^*(x) = \sup_{\theta \in \mathbb{R}} (\theta x - \log \Upsilon(P^x_\theta)). \]
The only adaptation to [1] is due to the fact that \( M^x_W(\theta) = M^0_W(\theta) \) is finite if and only if \( \theta < -\log q_1 \), whereas in [1] it is assumed that the corresponding moment generating functions are finite everywhere. However, it is straightforward to show that the same argument applies under the following assumption:
\[ \lim_{\theta \to (-\log q_1) -} \lim_{k \to \infty} \frac{1}{k} \log \mathbb{E}\left(e^{\theta C_k}\right) = \infty. \]
(That the inner limit exists and is equal to \( \log \Upsilon(P^0_\theta) \) is readily checked as in the proof of [1 Theorem 3.1.2].) For this, we observe that, for \( \theta \geq 0 \),
\[ \mathbb{E}\left(e^{\theta C_k}\right) \geq \mathbb{P}\left(\sum_{l=0}^{k-1} 1_{\{X_l = 0\}} \geq k\pi^X(0)/2\right) M^0_W(\theta)^{k\pi^X(0)/2}. \]
Hence, from the law of large numbers, we obtain
\[ \lim_{\theta \to (-\log q_1) -} \lim_{k \to \infty} \frac{1}{k} \log \mathbb{E}\left(e^{\theta C_k}\right) \geq \lim_{\theta \to (-\log q_1) -} \frac{\pi^X(0)}{2} \log M^0_W(\theta) = \infty, \]
as desired. \( \square \)
3.4. Distance travelled by tagged particle for i.i.d. initial configuration. In this section, we study the progress of a single tagged particle in the BBS when the initial configuration is given by an i.i.d. sequence of Bernoulli(\(p\)) random variables for some \(p \in (0, \frac{1}{2})\). (See Remarks 3.40 and 3.41 for some comments on the Markov initial configuration and bounded soliton examples from Theorem 1.18 and Remark 1.5.) We recall \(X^F = (X^F_k)_{k \geq 0}\) is the position of the tagged particle after \(k\) evolutions of the BBS under the FIFO scheme, and \(X^L = (X^L_k)_{k \geq 0}\) for the corresponding position under the LIFO scheme, as described in the introduction. The main result we prove, which is a more detailed statement of Theorem 1.18, is as follows. In particular, this establishes laws of large numbers for \(X^F\) and \(X^L\), demonstrates \(X^F_k\) admits fluctuations of \(\sqrt{k}\) around \(kv_p\), and gives a central limit theorem for \(X^L_k\).

**Theorem 3.38.** Suppose \(\eta\) is given by a sequence of i.i.d. Bernoulli(\(p\)) random variables with \(p \in (0, \frac{1}{2})\).

(a) \(P\)-a.s.,
\[
\frac{X^F_k}{k} \to v_p, \quad \frac{X^L_k}{k} \to v_p,
\]
where \(v_p\) is defined as at (1.24).

(b)(i) The sequence
\[
\left(\frac{|X^F_k - kv_p|}{\sqrt{k}}\right)_{k \geq 0}
\]
is tight under \(P\). Moreover, for any \(x > 0\),
\[
\liminf_{k \to \infty} P\left(\left|\frac{X^F_k - kv_p}{\sqrt{k}}\right| > x\right) > 0.
\]

(ii) It holds that
\[
\frac{X^L_k - kv_p}{\sqrt{\sigma^2_k k}} \to N(0, 1),
\]
in distribution under \(P\), where \(N(0, 1)\) is a standard normal random variable, and
\[
\sigma^2_k := \frac{4p(1-p)}{(1-2p)^3}.
\]

(c) The sequence \((k^{-1}X^L_k)_{k \geq 0}\) satisfies a large deviations principle with rate function given by
\[
I_L(x) := \sup_{\theta \in \mathbb{R}} (\theta x - \log M_L(\theta)),
\]
where
\[
M_L(\theta) := \begin{cases} 
\frac{1-\sqrt{1-4p(1-p)e^{\theta}e^{\theta}}}{2pe^{\theta}}, & \text{if } \theta \leq -\frac{1}{2}\log(4p(1-p)), \\
\infty, & \text{otherwise.}
\end{cases}
\]

The proof strategy will be quite different for the results concerning \(X^F\) and \(X^L\). For the former process, \(X^F\), we will appeal to the results of Theorem 3.23 concerning the current across the origin. Whilst part (b)(i) of the above result might suggest a central limit theorem holds for \(X^F\), such a conclusion does not follow directly from the central limit theorem for the current due to the correlation between this and the particle configuration. The latter process, \(X^L\), turns out to
be an easier process to analyse. Indeed, under a suitable Palm measure, obtained by conditioning \( \eta \) to have a particle at 0, we show that the increments of \( X^L \) are i.i.d., and we can even give the explicit distribution of these increments (see Lemma 3.39).

**Proof of the parts of Theorem 3.38 concerning \( X^F \).** As noted in Section 3.3, \( C_k \) represents the number of particles moved from \( \{ -1, 0, \ldots \} \) to \( \{ 1, 2, \ldots \} \) on the first \( k \) evolutions of the BBS. Hence, since the FIFO scheme preserves particle ordering, \( X^F_k \) is the \( (C_k + 1) \)st particle to the right of the origin in \( T^k \eta \), that is

\[
(3.43) \quad X^F_k = \min \left\{ m : \sum_{i=1}^{m} (T^k \eta)_i = C_k + 1 \right\}.
\]

Now, from Theorem 3.23(a), we know that \( k^{-1}C_k \to \mu_p \). Hence, given any \( \varepsilon > 0 \), \( P \)-a.s. for large \( k \),

\[
(3.44) \quad \min \left\{ m : \sum_{i=1}^{m} (T^k \eta)_i \geq k(\mu_p - \varepsilon) \right\} \leq X^F_k \leq \min \left\{ m : \sum_{i=1}^{m} (T^k \eta)_i \geq k(\mu_p + \varepsilon) \right\}.
\]

Moreover, for any \( c > 0 \), we have from the Azuma-Hoeffding inequality that

\[
(3.45) \quad P \left( \left| \sum_{i=1}^{ck} (T^k \eta)_i - ck \varepsilon \right| > 2e^{-c^2/2} \right) \leq 2e^{-c^2/2}.
\]

In particular, by Borel-Cantelli and countability, we obtain that \( k^{-1} \sum_{i=1}^{qk} (T^k \eta)_i \to q \mu_p \) for any rational \( q > 0 \), \( P \)-a.s. Combining this and (3.44), it is elementary to obtain the \( P \)-a.s. limit \( k^{-1}X^F_k \to \mu_p \sqrt{p} = \nu_p \), establishing the relevant limit in part (a).

For the tightness claim of part (b)(i), we again appeal to Theorem 3.23. Indeed, for \( x, \lambda > 0 \), \( k \geq 1, K = k\nu_p + x\sqrt{k} \), we have from (3.43) that

\[
P \left( \frac{X^F_k - kv_p}{\sqrt{k}} > x \right) = P \left( \sum_{i=1}^{K} (T^k \eta)_i < C_k + 1 \right) \leq P \left( \sum_{i=1}^{K} (T^k \eta)_i < Kp - \lambda \sqrt{K} \right) + P \left( C_k + 1 > Kp - \lambda \sqrt{K} \right).
\]

Since \( Kp - \lambda \sqrt{K} = k\mu_p + (xp - \lambda \sqrt{n_p})\sqrt{k} + o(\sqrt{k}) \), we have that from Theorem 3.23(b) that

\[
\lim_{x \to \infty} \limsup_{k \to \infty} P \left( C_k + 1 > Kp - \lambda \sqrt{K} \right) = 0.
\]

Hence, by applying (3.45),

\[
\lim_{x \to \infty} \limsup_{k \to \infty} P \left( \frac{X^F_k - kv_p}{\sqrt{k}} > x \right) \leq 2e^{-\lambda^2/2}.
\]

Since \( \lambda \) can be chosen arbitrarily large, this establishes the tightness of \( X^F_k - kv_p / \sqrt{k} \). To establish the corresponding result for \( (kv_p - X^F_k) / \sqrt{k} \) essentially the same argument can be applied, and so we omit the proof.
Finally, we will show (3.40). Proceeding similarly to above, \( x, \lambda > 0, k \geq 1, K = kv_p + x \sqrt{k} \), we have
\[
P\left(\frac{|X^L_k - kv_p|}{\sqrt{k}} > x\right) \geq P\left(\sum_{i=1}^{K} (T^k \eta)_i < pK + \lambda \sqrt{K} < C_k + 1\right)
\]
\[
\geq P\left(C_k + 1 > pK + \lambda \sqrt{K}\right) - P\left(\sum_{i=1}^{K} (T^k \eta)_i > pK + \lambda \sqrt{K}\right).
\]
Applying Theorem 3.23 and the fact that \( \sum_{i=1}^{K} (T^k \eta)_i \) is simply a binomial random variable with parameters \( K \) and \( p \), it follows that
\[
\lim_{k \to \infty} P\left(\frac{|X^L_k - kv_p|}{\sqrt{k}} > x\right) \geq P\left(N(0,1) > \frac{px + \lambda \sqrt{vp}}{\sqrt{\sigma_p^2}}\right) - P\left(N(0,1) > \frac{\lambda}{\sqrt{p(1-p)}}\right).
\]
Noting that
\[
\frac{v_p}{\sigma_p^2} = \frac{(1-2p)}{p(1-p)} \leq \frac{1}{p(1-p)},
\]
we see that the lower bound of (3.46) is strictly positive for large \( \lambda \).

To complete the proof of Theorem 3.38 we apply the following lemma, for which we define
\[
\hat{P} := P(\cdot | \eta_0 = 1).
\]

**Lemma 3.39.** Suppose \( \eta \) is given by a sequence of i.i.d. Bernoulli(\( p \)) random variables with \( p \in (0, \frac{1}{2}) \). Under \( \hat{P} \), \( (X^L_n - X^L_{n-1})_{n \geq 1} \) form an i.i.d. sequence with
\[
\hat{P} (X^L_n - X^L_{n-1} = m) = \frac{1}{m} \binom{m}{\frac{m+1}{2}} (1-p)^{\frac{m+1}{2}} p^{\frac{m-1}{2}}, \quad m \geq 1, m \text{ odd}.
\]
In particular,
\[
\hat{E} (X^L_n - X^L_{n-1}) = v_p, \quad \sigma_L^2 := \text{Var}_{\hat{P}} (X^L_n - X^L_{n-1}) = \frac{4p(1-p)}{(1-2p)^2}.
\]

**Proof.** Defining the shift operator \( \theta_m \) on particle configurations by setting \( (\theta_m \eta)_n := \eta_{m+n} \), observe that the \( X^L_n - X^L_0 \) is the position of the particle started from the origin in \( \theta_{X^L_n} \eta \) after \( k \) evolutions of the BBS. Since we clearly have \( \theta_{X^L_n} \eta \overset{d}{=} \eta \) under \( \hat{P} \) (indeed, under the relevant measure we have i.i.d. geometric inter-particle distances), it will be sufficient to prove the result when the process \( X^L_n \) is replaced by \( \hat{X}^L_n = (\hat{X}^L_k)_{k \geq 0} \), which tracks the position of the particle started from the origin.

Importantly, we observe that under the LIFO scheme, the particle started at the origin shifts after the first evolution of the BBS to \( \hat{\tau}_3(1) := \min\{m \geq 0 : S_m = 1\} \). Indeed, between 0 and \( \hat{\tau}_3(1) - 1 \), there is an equal number of particles and empty spaces, and it is easy to show that the carrier shifts the particles to the empty spaces. Hence, we have that, for any \( m \geq 1 \) odd and measurable subset \( A \),
\[
\hat{P} \left( \hat{X}^L_{\hat{\tau}_3 + m} = m, (TS)_{\hat{X}^L_{\hat{\tau}_3 + n}} - (TS)_{\hat{X}^L_{\hat{\tau}_3}} \in A \right)
\]
where we note that \( \eta_0 = 1 \) is \( P \)-a.s. equivalent to \( (T \eta)_0 = 0 \) and \( \hat{T}_n < \infty \) both holding, and moreover that on the intersection of the latter events \( \hat{T}_n(1) = \hat{T}_n(-1) \), \( P \)-a.s. By the strong Markov property, the three events in the above probability are independent, and so

\[
\hat{P}\left( X_1^L = m, (TS)_{\hat{X}_1^L + n} - (TS)_{\hat{X}_1^L} \in A \right) = p^{-1}P\left( (T \eta)_0 = 0, \hat{T}_n(-1) = m, (TS)_{\hat{T}_n(-1) + n} - (TS)_{\hat{T}_n(-1)} \in A \right),
\]

Now, since \( TS \) is a simple random walk distributed the same as \( S \) (under \( P \)), we see that

\[
p^{-1}P((T \eta)_0 = 0) = \frac{1 - p}{p} = \frac{1}{\hat{P}(\hat{T}_n < \infty)}.
\]

Hence, using also that \( (S_n)_{n \geq 0} \) is independent of \( \eta_0 \), this implies

\[
\hat{P}\left( X_1^L = m, (TS)_{\hat{X}_1^L + n} - (TS)_{\hat{X}_1^L} \in A \right) = P(\hat{T}_n(-1) = m | \hat{T}_n(-1) < \infty, (T \eta)_0 = 0)
\]

\[
\times \hat{P}\left( (S_{\hat{T}_n(-1) + n} - S_{\hat{T}_n(-1)})_{n \geq 0} \in A | \hat{T}_n(-1) < \infty \right)
\]

\[
= \hat{P}\left( X_1^L = m \right) \hat{P}\left( (S_n)_{n \geq 0} \in A \right).
\]

In words, this means that under \( \hat{P} \), the random variable \( \hat{X}_1^L \) is independent of \( (TS)_{\hat{X}_1^L + n} - (TS)_{\hat{X}_1^L} \), and the latter is distributed as \( (S_n)_{n \geq 0} \). As a consequence, we can iterate the argument to obtain that the sequence \( (\hat{X}_n^L - \hat{X}_{n-1}^L)_{n \geq 0} \) is i.i.d. under \( \hat{P} \), as desired.

Since \( \hat{X}_1^L = \hat{T}_n(1) \), the precise distribution at (3.47) is a consequence of the hitting time theorem for random walks (as can be found in [11][30], for instance). Moreover, the expressions for the mean and variance can be deduced by elementary calculations (either from the formula directly, or a first-step decomposition of the random walk).

**Proof of the parts of Theorem 3.38 concerning \( X^L \).** Observe that, for any bounded, measurable function \( f \) on particle configurations, we have that

\[
E(f(\eta)) = \frac{\hat{E}\left( \sum_{m=0}^{X_0^L - 1} f(\theta_m \eta) \right)}{\hat{E}(X_0^L)},
\]

where we again denote by \( \theta_m \) the shift of the configuration \( \eta \) given by \( (\theta_m \eta)_n = \eta_{n+m} \). That is, it is possible to construct the law of \( \eta \) under \( P \) by first selecting \( \eta \) from \( \hat{P} \), size-biased by \( X_0^L \), and then shifting according to \( \theta_U \), where \( U \) is uniform on \( \{0, 1, \ldots, X_0^L - 1\} \). (For a proof, see [17].)

Now, by Lemma 3.39, we know that \( X^L \) satisfies the targeted law of large numbers and central limit theorem under \( \hat{P} \). Moreover, for \( m \in \{0, 1, \ldots, X_0^L - 1\} \),

\[
X_n^L(\theta_m \eta) = X_n^L(\eta) - m.
\]
Hence (3.49) allows us to conclude the relevant results also hold under $\mathbf{P}$. Indeed, for the law of large numbers we have

$$
P\left(k^{-1}X^L_k \to v_p\right) = \frac{\hat{\mathbf{E}} \left(\sum_{m=0}^{X^L_k} \mathbf{I}_{\{k^{-1}X^L_k-m \to v_p\}}\right)}{\hat{\mathbf{E}} \left(X^L_0\right)} = \frac{\hat{\mathbf{E}} \left(\sum_{m=0}^{X^L_k} \mathbf{I}_{\{k^{-1}X^L_k-m \to v_p\}}\right)}{\hat{\mathbf{E}} \left(X^L_0\right)} = 1,
$$

since $\mathbf{I}_{\{k^{-1}X^L_k \to v_p\}} = 1$, $\hat{\mathbf{P}}$-a.s. Similarly, for the central limit theorem, we have

$$
P \left(\frac{X^L_k - kv_p}{\sqrt{\sigma^2_k}} \in (a, b)\right) = \sum_{l=0}^{\infty} \hat{\mathbf{E}} \left(\mathbf{I}_{\{X^L_k = l\}} \sum_{m=0}^{l-1} \mathbf{I}_{\{X^L_k - X^L_0 - l - m - kv_p/\sqrt{\sigma^2_k} \in (a, b)\}}\right).
$$

Now, from the proof of Lemma 3.39 we know that $X^L_k$ and $X^L_k - X^L_0$ are independent under $\hat{\mathbf{P}}$. This means that

$$
P \left(\frac{X^L_k - kv_p}{\sqrt{\sigma^2_k}} \in (a, b)\right) = \sum_{l=0}^{\infty} \sum_{m=0}^{l-1} \hat{\mathbf{P}} \left(X^L_0 = l\right) \hat{\mathbf{P}} \left(\frac{X^L_k - X^L_0 + l - m - kv_p}{\sqrt{\sigma^2_k}} \in (a, b)\right),
$$

Since for each fixed $l, m$, we have that

$$
\hat{\mathbf{P}} \left(\frac{X^L_k - X^L_0 + l - m - kv_p}{\sqrt{\sigma^2_k}} \in (a, b)\right) \to \mathbf{P} \left(N(0, 1) \in (a, b)\right),
$$

the dominated convergence theorem thus yields that

$$
P \left(\frac{X^L_k - kv_p}{\sqrt{\sigma^2_k}} \in (a, b)\right) \to \mathbf{P} \left(N(0, 1) \in (a, b)\right).
$$

Finally, for the large deviations principle of part (c) we first note that Lemma 3.39 and Cramer’s theorem [1] Theorem 2.2.3] immediately give a large deviations principle for the sequence $(k^{-1}(X^L_k - X^L_0))_{k \geq 0}$ under $\hat{\mathbf{P}}$. Moreover, the rate function is given by the Legendre transform of $\hat{\mathbf{E}} (e^{\theta(X^L_k - X^L_0)})$. A first step decomposition for $\hat{\xi}_S(1)$ (as defined in the proof of Lemma 3.39) readily allows us to deduce that this moment generating function is equal to $M_L(\theta)$, as defined at (3.42), and so the relevant rate function is given by $I_L(x)$, as defined at (3.41). To transfer this to a large deviations principle for $(k^{-1}X^L_k)_{k \geq 0}$ under $\mathbf{P}$, we can proceed similarly to the central limit theorem. In particular, we deduce from (3.49) and apply the inequalities

$$
-\log \mathbf{P}(X^L_k \in A) \leq \sum_{l=0}^{m} \sum_{m=0}^{l-1} \hat{\mathbf{P}} \left(X^L_0 = l\right) \left(-\log \hat{\mathbf{P}} \left(X^L_k - X^L_0 + l - m \in A\right)\right),
$$

which is consequence of the convexity of $x \mapsto -\log(x)$, and

$$
-\log \mathbf{P}(X^L_k \in A) \geq -\log \left(\frac{\hat{\mathbf{P}} \left(X^L_0 = 0\right) \hat{\mathbf{P}} \left(X^L_k - X^L_0 \in A\right)}{\hat{\mathbf{E}} \left(X^L_0\right)}\right).
$$

□
Remark 3.40. Note that, in establishing the law of large numbers for $X^F$ for the i.i.d. configuration, the key inputs were a law of large numbers for the integrated current across the origin and a concentration inequality for the density (i.e. (3.43)). For the Markov initial configuration and bounded soliton examples of Theorem (1.8 b),(c), we have the law of large numbers for the current (with limit $EW_0$) from Theorem (1.13). Moreover, for these two examples, the Azuma-Hoeffding inequality of (3.45) can be replaced with the Markov chain version of [5, Theorem 2], for example. Hence, we conclude that they both satisfy $X^F_k / k \to E(W_0) / E(\eta_0)$, P-a.s.

Remark 3.41. For $X^L$, via essentially the same argument as for the i.i.d. case, we can also establish a law of large numbers, central limit theorem and large deviations principle in the case when the initial configuration is the Markov initial configuration from Theorem (1.8 b).

Indeed, the only additional input needed to the above argument is at the point of establishing the law of large numbers, central limit theorem and large deviations principle in the case when the initial configuration is the Markov initial configuration from Theorem (1.8 b).

Note that, by (3.8) and (3.11), the limiting speed is of the form $EW_0 / E\eta_0$, matching the formula arrived at heuristically at (1.15), and the limiting speed under the FIFO scheme, as discussed in the previous remark. Moreover, we can rewrite the above expression as follows:

$$v_{p_0,p_1} = \frac{1}{1-2p} \left( \frac{2p}{p_0} - 1 \right),$$

showing that the speed is equal to that of the tagged particle in an i.i.d. configuration with the same density $\rho$ and only if $p_0 = p_1 = \rho$ (i.e. the configuration is i.i.d.). Note that, for a fixed density $\rho$, the monotonicity of the above formula in $p_0$ can be interpreted in the following way: as $p_0$ decreases (or equivalently $p_1$ increases), the configuration $\eta$ will typically contain longer strings of consecutive particles, which create larger solitons, and this leads in turn to an increased rate of escape. The variance in the central limit theorem can also be computed explicitly using a first-step decomposition.

Remark 3.42. Let $W$ be a two-sided stationary Markov process that is irreducible on the space $\{0, 1, \ldots, K\}$ and satisfies (1.15). As discussed in Remark (1.5), the associated path encoding is supported on $\mathcal{A}_K$ and is invariant under $T$. Moreover, it is clear that the current at the origin is given by the alternating sequence $(W_0, K - W_0, W_0, K - W_0, \ldots)$, and so

$$\frac{C_k}{k} \to K \over 2,$$
as \( k \to \infty \), \( \mathbf{P} \)-a.s. From this, the fact that the density of particles is \( \frac{1}{2} \), and (3.43), we deduce that
\[
\frac{X_k}{k} \to K,
\]
as \( k \to \infty \), \( \mathbf{P} \)-a.s. Hence, under the FIFO scheme, the tagged particle moves at the speed of an isolated soliton of size \( K \). This is not matched by the behaviour of the tagged particle under the LIFO scheme, however. Indeed, it is an elementary exercise to check from the definition of the process that, in this case,
\[
X_k^L = \min \left\{ n : \# \left\{ \text{crossings of } W_{X_k^L} - 1, W_{X_k^L} \right\} \text{ by } W \text{ in the interval } [X_k^L, n] = k \right\}, \quad \forall k \geq 1,
\]
where crossings of the relevant interval can be up or down. Since the ergodicity of \( W \) implies
\[
\pi_{W_{X_k^L} - 1} p_{W_{X_k^L} - 1} + \pi_{W_{X_k^L}} (1 - p_{W_{X_k^L}}) = 2 \pi_{W_{X_k^L}} (1 - p_{W_{X_k^L}}),
\]
where we write \( \pi \) for the stationary probability measure of \( W \) and suppose the transition matrix of \( W \) is given by (3.19), it follows that
\[
\frac{X_k}{k} \to \left( 2 \pi_{W_{X_k}^0} (1 - p_{W_{X_k}^0}) \right)^{-1},
\]
as \( k \to \infty \), \( \mathbf{P} \)-a.s. In particular, the limit is not constant in general.

4. Connections with Pitman’s theorem and exclusion processes

4.1. One-sided random initial configurations and Pitman’s theorem. Those familiar with stochastic processes will immediately recognise the path transformations \( S \mapsto M - S \) and \( S \mapsto 2M - S \) used in this article from well-known works of Lévy and Pitman. In this section, we draw some explicit connections between the results of the previous section with some classical results in the area. Since the aim is to highlight what we consider interesting observations, rather than develop new theory, we restrict technical details to a minimum. Moreover, since the literature mainly focuses on the one-sided case, we also concentrate here one-sided particle configurations \( \eta = (\eta_n)_{n \geq 1} \).

To begin with, there is a strong parallel between Proposition 3.13 and a famous result of Lévy from [21]. In particular, in the latter work, it was shown that if \( B = (B_t)_{t \geq 0} \) is Brownian motion and \( M^B = (M^B_t)_{t \geq 0} \) its running maximum (i.e. \( M^B_t := \sup_{s \leq t} B_s \)), then \( M^B - B \) is equal in distribution to reflected Brownian motion, or equivalently the process \( |B| \). In the case when Brownian motion has a linear drift, similar results are also known (see [31]), with the limit being reflected Brownian motion with the opposite drift. Moreover, explicit formulae are known for the one-dimensional marginals of the latter process when started from 0, as well as its invariant distribution in the case when the original Brownian motion has strictly positive drift. In the case when \( \eta = (\eta_n)_{n \geq 1} \) is an i.i.d. Bernoulli(\( p \)) sequence, the proof of Proposition 3.13 yields the distribution of \( W = M - S \) as the reflected random walk with drift, or, more specifically, the Markov process started from \( W_0 = 0 \), with transition probabilities given by (3.5). This is clearly the discrete analogue of Lévy’s result, and we note it applies to any \( p \in (0, 1) \), not just the case when \( S \) has strictly positive drift. Of course, whilst this process is defined for any \( p \in (0, 1) \), it does not admit a stationary probability distribution for \( p \geq 1/2 \), and so can not be extended to
a two-sided stationary process for this range of \( p \). Clearly Proposition 3.13 can be seen as the corresponding result for a two-sided random walk with strictly positive drift.

Another illustrous result in the area is the representation theorem of Pitman [32], which shows that the process \( 2M^B - B \) has a BES(3) distribution. (See [34] for further related results concerning the relevant transformation.) To prove this, Pitman first derived a discrete version of the result, and then took scaling limits. His approach gives the distribution of \( TS = 2M - S \) in the one-sided, zero drift \( (p = 1/2) \), i.i.d. configuration case. Specifically, this is the Markov chain with transition probabilities given by:

\[
P((TS)_n = x + 1|(TS)_{n-1} = x) = \frac{x + 2}{2(x + 1)} = 1 - P((TS)_n = x - 1|(TS)_{n-1} = x),
\]

for all \( x \in \mathbb{Z}_+ \). In the one-sided i.i.d. configuration case with strictly positive drift (i.e. for any value of \( p \in (0, 1/2) \)), the distribution of \( TS \) is shown in [8] to be equal to the law of \( S \) conditioned to be non-negative, which can also be expressed explicitly in terms of a Doob transform. In particular, for any value of \( p \in (0, 1/2) \), we have from standard arguments, e.g. [19, Section 17.6.1], that

\[
P((TS)_n = x + 1|(TS)_{n-1} = x) = (1 - p) \left( 1 - \left( \frac{p}{1-p} \right)^{x+2} \right) = 1 - P((TS)_n = x - 1|(TS)_{n-1} = x),
\]

for all \( x \in \mathbb{Z}_+ \). We observe this conditioning has little effect away from the origin, with the transition probability of an up-jump being asymptotically equal to \( 1 - p \) as \( x \to \infty \). In fact, the work of [8] also applies to the Markov initial configuration case, but then \( S \) is not a Markov process and the relevant Doob transform has to be defined for the two-dimensional Markov chain \( ((S_n, \eta_n))_{n \geq 0} \). Related to these one-sided results, we remark that the invariance in distribution of \( S \) under the transformation \( S \mapsto TS \) was essentially established in the two-sided i.i.d. and Markov configuration cases in [8] Corollary 3]. However, the invariance under \( T \) of the two-sided, conditioned process \( \bar{S}^{(k)} \) from Section 3.2.3 is apparently a new result.

Finally, whilst the results described in the previous paragraph give a complete characterisation of the state of the BBS after one time step when we have a one-sided i.i.d. Bernoulli starting configuration with parameter \( p \leq 1/2 \) (and in the two-sided case for \( p \in (0, 1/2) \)), it is also natural to ask what happens in the one-sided case when \( p > 1/2 \), since the carrier is then still well-defined. In this setting, by undertaking a relatively straightforward path decomposition (conditioning on the position of the maximum of \( S \)), it is possible to check that, just as in the \( p \leq 1/2 \) case, \( TS \) is distributed as \( S \) conditioned to never hit \(-1\). Of course, the latter conditioning is not well-defined, but we can make sense of it as a Doob transform. More specifically, \( TS \) is the Markov process started from 0 with transition probabilities given by [41]. Whist one might expect to have to make the exchange \( p \leftrightarrow 1 - p \), note that the latter formula is in fact invariant under this transposition. In particular, this observation yields that \( TS \overset{d}{=} T(-S) \). That is, the action of the carrier reverses the action of the drift. Or, to state it another way, this conclusion tells us that in the high density \( (p > 1/2) \) regime: the first step of the BBS transports most particles out of the system (to \( \infty \), say); from then on, the system evolves exactly like the low density system with particle density \( 1 - p \).
4.2. **BBS versus totally asymmetric simple exclusion processes.** To put our results for the BBS into further context, we briefly compare and contrast them with those known to hold for the totally asymmetric simple exclusion process (TASEP), which is one of the most widely studied interacting particle systems. More specifically, the exclusion process on \( \mathbb{Z} \) is a continuous time Markov process on \( \{0, 1\}^\mathbb{Z} \) describing an evolution of interacting continuous time random walks on \( \mathbb{Z} \) with an exclusion rule that prohibits there from being more than one particle per site. When each particle can move only to its right-hand neighbouring site, and the mean of the waiting time is constant and equal to 1, the model is referred to as the TASEP. At the most basic level, we thus immediately see a connection with the BBS, for which the state space is also \( \{0, 1\}^\mathbb{Z} \), meaning we have an exclusion rule, and each particle can only move in the rightwards direction. Moreover, the order of particles is preserved by the TASEP, which is also the case for the BBS if we suppose the dynamics are given by the FIFO scheme. Given such similarities, it seems interesting to compare more detailed characteristics of the two systems. We will not give a comprehensive survey of the results for the TASEP, but describe some of the well-known results on invariant measures, as well as the asymptotic behaviour of currents and the tagged particle.

For the TASEP, the set of extremal invariant measures is completely characterized as the union of i.i.d. Bernoulli product measures with any density \( p \in [0, 1] \), and the blocking measures indexed by \( N \in \mathbb{Z} \), which are the delta measures on the configurations \( \eta = (\eta_n)_{n \in \mathbb{Z}} = (1_{\{n \geq N\}})_{n \in \mathbb{Z}} \), \( N \in \mathbb{Z} \) [22, VIII.3.23]. Theorem 1.8 shows that the BBS admits a richer class of invariant measures. This can be understood to be a consequence of the deterministic dynamics of the BBS preserving solitons, whereas any large scale structures are destroyed by the random dynamics of the TASEP. In some sense the blocked dynamics for the TASEP parallel the dynamics of the particle configurations with path encodings in \( \mathcal{S}^{\text{critical}} \), in that, in both cases, these are the most trivial dynamics possible for each system. On the other hand, all the invariant measures for the BBS satisfy that \( P(\eta_n = 1) \) is constant (see Theorem 1.2), which holds for a general class of symmetric exclusion processes [22, VIII.1.44], but is not the case for the TASEP, for which we clearly have \( P(\eta_n = 1) = 0 \) for \( n < N \) and \( P(\eta_n = 1) = 1 \) for \( n \geq N \) under the relevant blocking measure. This difference comes from the fact BBS is “reversible” in the sense of dynamical systems. Namely, for the BBS, if \( \eta \) has path encoding supported in \( \mathcal{S}^{\text{rev}} \) and \( T \eta \overset{d}{=} \eta \), then \( T^{-1} \eta \overset{d}{=} \eta \), and so the blocking measures can not be invariant.

Under the i.i.d. Bernoulli product measure with parameter \( p \), the integrated current at the origin in the TASEP satisfies the following law of large numbers and central limit theorem:

\[
\frac{J_{Nt}}{N} \to \mu_p^{\text{TASEP}}, \quad \text{P-a.s.,}
\]

\[
\frac{J_{Nt} - \mu_p^{\text{TASEP}} Nt}{\sqrt{N}} \overset{d}{\to} N(0, (\sigma_p^{\text{TASEP}})^2 t),
\]

where \( J_t \) is the integrated current at the bond \( \{0, 1\} \) for the time interval \([0, t]\), and

\[
\mu_p^{\text{TASEP}} = p(1-p), \quad (\sigma_p^{\text{TASEP}})^2 = p(1-p)(1 - 2p),
\]

see [3], and also [7, Section 4.1] for a survey of results in this direction. These constants satisfy the relation that

\[
(\chi(p) \frac{d}{dp} \mu_p^{\text{TASEP}})^2 = (\sigma_p^{\text{TASEP}})^2,
\]
where $\chi(p) := \text{Var}(\eta_0) = p(1-p)$. This relation is known to hold for more general interacting particle systems satisfying the Boltzmann-Gibbs principle, such as totally asymmetric zero range process [7, Theorem 4.2.1]. From Theorem 3.23, we also have a law of large numbers and central limit theorem for the current in the BBS started from a Bernoulli product measure. We observe that the relation at (4.2) holds in this case as well, since

$$
\mu_p = \frac{p}{1-2p}, \quad \sigma_p^2 = \frac{p(1-p)}{(1-2p)^2}.
$$

The behaviours of the two systems as $p \to \frac{1}{2}$ are very different, however. In particular, in the $p = \frac{1}{2}$ case, $\sigma_{\text{TASEP}}^2 = 0$ and the proper time scaling is not $Nt$, but $N^{3/2}t$, and the fluctuation is not Gaussian [4]. For the BBS, $\mu_p \to \infty$ as $p \to \frac{1}{2}$, and, as we will show in the next section, diffusive scaling of the entire system is needed to understand the dynamics.

In the TASEP, a law of large numbers and central limit theorem is also known to hold for the tagged particle under the i.i.d. Bernoulli product measure, and can be stated as

$$
\frac{X_{Nt}}{N} \to v_{\text{TASEP}} t, \quad \text{P-a.s.,}
$$

$$
\frac{X_{Nt} - v_{\text{TASEP}} t}{\sqrt{N}} \overset{d}{\to} N(0, (\sigma_{\text{TASEP}})^2 t),
$$

where

$$
v_{\text{TASEP}} = \frac{\mu_{\text{TASEP}}}{p} = 1-p, \quad (\sigma_{\text{TASEP}})^2 = 1 - p,
$$

see [7, Section 4.1], for example. For the FIFO scheme of the BBS, we similarly have the law of large numbers, with mean satisfying $v_p = \frac{\mu_p}{p} = \frac{1}{2p}$ (see Theorem 3.38), but we were unable to establish the corresponding central limit theorem.

5. BBS on $\mathbb{R}$

In this section, we consider a generalisation of the BBS, which is defined for continuous functions on $\mathbb{R}$. In particular, in Section 2 the dynamics of the BBS was expressed as the operator $T$ on piecewise linear functions with derivative $\pm 1$ (recall (2.3)). From this explicit expression for the operator $T$, it is natural to generalize the domain of the operator to continuous functions on $\mathbb{R}$. One motivation for doing this is that it provides a natural framework for studying the scaling limit of the discrete system. As an illustrative example, we check that if $S$ is the asymmetric simple random walk representing an i.i.d. particle configuration with density $p_n = \frac{1}{2} - \frac{c}{2n}$, then under appropriate scaling as $n \to \infty$, we arrive at a Brownian motion with drift $c$; this can be considered the high density regime for the BBS. Moreover, it readily follows from the invariance of the simple random walks under $T$ that the limiting process is also invariant under $T$. Specifically, we prove Theorem 1.19.

5.1. Operator $T$ for continuous functions. Unlike the discrete case, we can not describe the particle configuration $\eta$ directly, and so we consider the dynamics for the path encoding $S$ only. By analogy with the relevant discrete objects, let

$$\mathcal{H}_c^0 = \{S : \mathbb{R} \to \mathbb{R} : S_0 = 0, S \text{ continuous}\},$$

define the domain of $T$ by setting

$$\mathcal{H}_c^T = \left\{ S \in \mathcal{H}_c^0 : \limsup_{x \to -\infty} S_x < \infty \right\},$$
and, for $S \in \mathcal{R}_c^T$, define
\[ M_x = \sup_{y \leq x} S_y, \quad W_x = M_x - S_x, \quad (TS)_x = 2M_x - S_x - 2M_0. \]
Note that the operator $T$ is the two-sided version of Pitman’s transform as already discussed. The corresponding inverse operator $T^{-1}$ has domain
\[ \mathcal{R}_c^{T^{-1}} = \left\{ S \in \mathcal{R}_c^0 : \liminf_{x \to \infty} S_x > -\infty \right\}. \]
and we further define, for $S \in \mathcal{R}_c^{T^{-1}}$,
\[ I_t = \inf_{y \geq t} S_y, \quad V_x = S_x - I_x, \quad (T^{-1}S)_x = 2I_x - S_x - 2I_0. \]

5.2. Reversible set and invariant set. As in the discrete case, it is natural to seek to characterize the sets
\[ \mathcal{R}_c^{rev} := \left\{ S \in \mathcal{R}_c^0 : TS, T^{-1}S, T^{-1}TS, TT^{-1}S \text{ well-defined, } T^{-1}TS = S, TT^{-1}S = S \right\}, \]
and
\[ \mathcal{R}_c^{inv} := \left\{ S \in \mathcal{R}_c^0 : T^kS \in \mathcal{R}_c^{rev}, \forall k \in \mathbb{Z} \right\}, \]
i.e. the set where the one-step dynamics (forward and backward) are well-defined are reversible, and the set where the (forwards and backwards) dynamics are well-defined and consistent for all time. To this end, we recall that the functions $\Phi$ and $\Psi$ were useful in the discrete setting. Here, we will introduce the continuous analogues of these functions, however a notable difference is that in this setting $M - M_0$ is not a function of $W$ in general. (In the discrete case, we always have $M - M_0 = \ell(W)$.)

Let the spaces $\mathcal{Y}_c$, $\mathcal{Y}_c^\pm$, $\mathcal{A}_c$ and $\mathcal{A}_c^0$ be given by:
\[ \mathcal{Y}_c = \{ Y : \mathbb{R} \to \mathbb{R}_+ : Y \text{ continuous} \}, \quad \mathcal{Y}_c^\pm := \left\{ Y \in \mathcal{Y}_c : \liminf_{x \to \pm \infty} Y_x = 0 \right\}, \]
\[ \mathcal{A}_c := \{ A : \mathbb{R} \to \mathbb{R} : A \text{ continuous, non-decreasing} \}, \quad \mathcal{A}_c^0 := \{ A \in \mathcal{A}_c : A_0 = 0 \}. \]
We then define $\Phi$ and $\Psi$ by setting
\[ \Phi : \mathcal{Y}_c \times \mathcal{A}_c^0 \to \mathcal{R}_c^0 \quad (Y,A) \mapsto A - Y + Y_0, \quad \Psi : \mathcal{Y}_c \times \mathcal{A}_c^0 \to \mathcal{R}_c^0 \quad (Y,A) \mapsto A + Y - Y_0, \]
and introduce the corresponding inverses as follows:
\[ \Phi^{-1} : \mathcal{R}_c^T \to \mathcal{Y}_c \times \mathcal{A}_c^0 \quad S \mapsto (M - S, M - M_0), \quad \Psi^{-1} : \mathcal{R}_c^{T^{-1}} \to \mathcal{Y}_c \times \mathcal{A}_c^0 \quad S \mapsto (S - I, I - I_0). \]
We readily see that $\Phi \Phi^{-1}S = S$ and $\Psi \Psi^{-1}S = S$. Also, the relations $TS = \Psi \Phi^{-1}S$ and $T^{-1}S = \Phi \Psi^{-1}S$ are obviously satisfied. To characterize $\Phi^{-1}(\mathcal{R}_c^T)$ and $\Psi^{-1}(\mathcal{R}_c^{T^{-1}})$ (cf. Propositions 2.9 and 2.13), we introduce the following sets of pairs of functions.
\[ (\mathcal{Y}_c \times \mathcal{A}_c^0)^{SK} = \left\{ (Y,A) \in \mathcal{Y}_c \times \mathcal{A}_c^0 : \int_0^x Y_0 dA_0 = 0, \forall x \in \mathbb{R} \right\}, \]
and
\[ (\mathcal{Y}_c^\pm \times \mathcal{A}_c^0)^{SK} = \left\{ (Y,A) \in (\mathcal{Y}_c \times \mathcal{A}_c^0)^{SK} : Y \in \mathcal{Y}_c^\pm \right\}. \]
It is clear that $\Phi^{-1}(\mathcal{S}_c^T) \subseteq (\mathcal{Y}_c^- \times \mathcal{A}_c^0)^{SK}$ and $\Psi^{-1}(\mathcal{S}_c^{T^{-1}}) \subseteq (\mathcal{Y}_c^+ \times \mathcal{A}_c^0)^{SK}$. To show that these sets are respectively equal, we show the following theorem, which is a two-sided version of the Skorohod problem (see [33, Lemma VI.2.1] for a statement of the classical result).

**Theorem 5.1.** If $S \in \mathcal{S}_c^T$, then there exists a unique pair $(Y,A)$ satisfying the following conditions.

1. $Y \in \mathcal{Y}_c^-$.
2. $A \in \mathcal{A}_c$.
3. The support of $dA$ is contained in $\{x \in \mathbb{R} : Y_x = 0\}$, or equivalently $\int_0^1 Y_u dA_u = 0$ for all $x \in \mathbb{R}$.
4. $S = A + Y$.

Moreover, the pair is given by $(Y,A) = (M - S,M)$ and for any $(\tilde{Y},\tilde{A}) \in (\mathcal{Y}_c \times \mathcal{A}_c^0)^{SK}$ satisfying $S = A - Y$, $Y_x \leq \tilde{Y}_x$ and $A_x \leq \tilde{A}_x$ for all $x \in \mathbb{R}$.

**Proof.** It is easy to see that $(M - S,M)$ satisfies the desired conditions. We only need to show the uniqueness. Suppose that $(\tilde{Y},\tilde{A})$ also satisfies the same condition but $(\tilde{Y},\tilde{A}) \neq (Y,A)$, where $(Y,A) = (M - S,M)$. Note that $A - \tilde{A} = S + Y - (S + \tilde{Y}) = Y - \tilde{Y}$. First, we show that $\tilde{A}_x \geq A_x$ for all $x \in \mathbb{R}$. Suppose that $\tilde{A}_{t_0} < A_{t_0}$ for some $t_0$. Then, since $A = M$, there exists $x \leq t_0$ such that $\tilde{A}_{t_0} < S_x \leq A_{t_0}$. However, this implies $\tilde{Y}_x = A_x - S_x < \tilde{A}_x - A_{t_0} \leq A_{t_0} - A_{t_0} = 0$, which gives a contradiction. Next we suppose that there exists $A_{t_0} > \tilde{A}_{t_0}$ for some $t_0$. Then, for any $x \leq t_0$,

$$(Y - \tilde{Y})^2_x - (Y - \tilde{Y})^2_0 = -2 \int_x^{t_0} (Y - \tilde{Y})_u d(A_u - \tilde{A}_u) = 2 \int_x^{t_0} Y_u d\tilde{A}_u + 2 \int_x^{t_0} \tilde{Y}_u dA_u \geq 0.$$ 

So, $(Y - \tilde{Y})^2_x \geq (Y - \tilde{Y})^2_0 > 0$ for any $x \leq t_0$. Since $\tilde{Y} - Y$ is positive, we have $\tilde{Y}_x \geq c > 0$ for all $x \leq t_0$, where $c = \tilde{Y}_{t_0} - Y_{t_0}$. On the other hand, $\liminf_{x \to \infty} \tilde{Y}_x = 0$ by assumption, and so we have arrived at a contradiction.

For the final claim, we simply repeat the first part of the argument. 

We can also prove the following version in the same manner.

**Proposition 5.2.** If $S \in \mathcal{S}_c^{T^{-1}}$, then there exists a unique pair $(Y,A)$ satisfying the following conditions.

1. $Y \in \mathcal{Y}_c^-$.
2. $A \in \mathcal{A}_c$.
3. The support of $dA$ is contained in $\{x \in \mathbb{R} : Y_x = 0\}$, or equivalently $\int_0^1 Y_u dA_u = 0$ for all $x \in \mathbb{R}$.
4. $S = A - Y$.

Moreover, the pair is given by $(Y,A) = (S - I,I)$ and for any $(\tilde{Y},\tilde{A}) \in (\mathcal{Y}_c \times \mathcal{A}_c^0)^{SK}$ satisfying $S = A + Y$, $Y_x \leq \tilde{Y}_x$ and $A_x \geq \tilde{A}_x$ for all $x \in \mathbb{R}$.

Applying the above results, we have the continuous counterpart of Propositions 2.9 and 2.13.

**Proposition 5.3.** The map

$$\Phi|_{(\mathcal{Y}_c^- \times \mathcal{A}_c^0)^{SK}} : (\mathcal{Y}_c^- \times \mathcal{A}_c^0)^{SK} \to \mathcal{S}_c^T$$

is a bijection with inverse operator $\Phi^{-1}$. Also,

$$\Psi|_{(\mathcal{Y}_c^+ \times \mathcal{A}_c^0)^{SK}} : (\mathcal{Y}_c^+ \times \mathcal{A}_c^0)^{SK} \to \mathcal{S}_c^{T^{-1}}$$
is a bijection with inverse operator $\Psi^{-1}$. Moreover,
\[ \Phi^{-1}(\mathcal{Y}_c^+ \times \mathcal{A}_c^0)^{SK} \subseteq (\mathcal{Y}_c^- \times \mathcal{A}_c^0)^{SK} \cup (\mathcal{Y}_c^- \times \mathcal{A}_c^0)^{SK} \]

\[ \Psi^{-1}(\mathcal{Y}_c^- \times \mathcal{A}_c^0)^{SK} \subseteq (\mathcal{Y}_c^- \times \mathcal{A}_c^0)^{SK} \cup (\mathcal{Y}_c^- \times \mathcal{A}_c^0)^{SK} \]

**Proof.** We only give a proof for $\Phi$. The proof for $\Psi$ is similar. Suppose there exist $(Y, A), (\tilde{Y}, \tilde{A}) \in (\mathcal{Y}_c^- \times \mathcal{A}_c^0)^{SK}$ satisfying $\Phi(Y, A) = A - Y + Y_0 = \tilde{A} - \tilde{Y} + \tilde{Y}_0 = \Phi(\tilde{Y}, \tilde{A})$, and denote this element of $\mathcal{S}^0$ by $S$. Then $M_0 \leq Y_0$, and so $M_0 \in \mathbb{R}$. We can thus apply Theorem 5.1 to deduce that $(Y, A + Y_0)$ and $(\tilde{Y}, \tilde{A} + \tilde{Y}_0)$ are the same, since they both solve the relevant Skorohod problem for $S$. Hence we obtain $Y = \tilde{Y}$ and $A = \tilde{A}$. \qed

With these observations, one can conclude the same characterization of the set $\mathcal{S}_c^{rev}$ in the continuous case as was given in the discrete case in Theorem 1.1.

**Theorem 5.4.** It holds that
\[ \mathcal{S}_c^{rev} = \left\{ S \in \mathcal{S}_c^0 : M_0 < \infty, \lim_{t \to \infty} S_t = \lim_{x \to \infty} S_x = L_\infty \right\}, \]
where the limits $M_\infty = \lim_{t \to \infty} M_t = \sup_{x \in \mathbb{R}} S_x$ and $L_\infty = \lim_{x \to \infty} L_x = \inf_{x \in \mathbb{R}} S_x$ are well-defined by monotonicity.

We can also obtain a continuous version of Lemma 2.17. To state this, we define a map $\tilde{R} : \mathcal{Y}_c \times \mathcal{A}_c^0 \to \mathcal{Y}_c \times \mathcal{A}_c^0$ by setting $\tilde{R}(Y, A) = (\tilde{R}Y, \tilde{R}A)$, where $\tilde{R}Y_x = Y_{-x}$ and $\tilde{R}A_x = A_{-x}$.

**Lemma 5.5.** It holds that
\[ \tilde{R} = \Phi \tilde{R}, \quad \tilde{R} = \Psi \tilde{R}. \]
Moreover, $\tilde{R}(\mathcal{Y}_c^+ \times \mathcal{A}_c^0)^{SK}, \tilde{R}(\mathcal{Y}_c^- \times \mathcal{A}_c^0)^{SK} \subseteq (\mathcal{Y}_c^- \times \mathcal{A}_c^0)^{SK} \cup (\mathcal{Y}_c^- \times \mathcal{A}_c^0)^{SK}$ and the maps in the following diagram are all bijections and commutative.

\[
\begin{array}{ccc}
(\mathcal{Y}_c \times \mathcal{A}_c^0)^{SK} & \Phi & \mathcal{S}_c^T \\
\tilde{R} & \Phi^{-1} & \mathcal{S}_c^{rev}
\end{array}
\]

\[
\begin{array}{ccc}
(\mathcal{Y}_c^+ \times \mathcal{A}_c^0)^{SK} & \Psi & \mathcal{S}_c^{rev} \\
\tilde{R} & \Psi^{-1} & \mathcal{S}_c^{rev}
\end{array}
\]

Also, the following diagram satisfies the same property.

\[
\begin{array}{ccc}
(\mathcal{Y}_c^{rev} \times \mathcal{A}_c^0)^{SK} & \Phi & \mathcal{S}_c^{rev} \\
\tilde{R} & \Phi^{-1} & \mathcal{S}_c^T
\end{array}
\]

\[
\begin{array}{ccc}
(\mathcal{Y}_c^{rev} \times \mathcal{A}_c^0)^{SK} & \Psi & \mathcal{S}_c^{rev} \\
\tilde{R} & \Psi^{-1} & \mathcal{S}_c^{rev}
\end{array}
\]

where $(\mathcal{Y}_c^{rev} \times \mathcal{A}_c^0)^{SK} = (\mathcal{Y}_c^+ \times \mathcal{A}_c^0)^{SK} \cap (\mathcal{Y}_c^- \times \mathcal{A}_c^0)^{SK}$.

For the characterization of $\mathcal{S}_c^{min}$, we only need to make minor changes of the argument used in the discrete case to establish the corresponding result, and so we omit the details and just give a statement. To this end, let us introduce some notation. For any strictly increasing function $F : \mathbb{R} \to \mathbb{R}$ satisfying $\lim_{x \to \infty} F(x) = \infty$, define
\[ \mathcal{S}_c^{+} := \left\{ S \in \mathcal{S}_c^0 : \lim_{x \to \infty} \frac{S_x}{F(x)} = 1 \right\}, \]
and for any strictly increasing function $F : \mathbb{R} \to \mathbb{R}$ satisfying $\lim_{x \to -\infty} F(x) = -\infty$, 

$$\mathcal{I}_{c,F}^- := \left\{ S \in \mathcal{G}^0_c : \lim_{x \to -\infty} \frac{S_x}{F(x)} = 1 \right\}.$$ 

Also, for any nonnegative real number $K$, let 

$$\mathcal{I}_{c,K}^+ := \left\{ S \in \mathcal{G}^0_c : \sup_{x \in \mathbb{R}} (M_x - I_x) = K, \limsup_{x \to -\infty} S_x - \liminf_{x \to -\infty} S_x = K \right\},$$ 

$$\mathcal{I}_{c,K}^- := \left\{ S \in \mathcal{G}^0_c : \sup_{x \in \mathbb{R}} (M_x - I_x) = K, \limsup_{x \to -\infty} S_x - \liminf_{x \to -\infty} S_x = K \right\}.$$

**Theorem 5.6.** For $S \in \mathcal{G}^0_c$, $S \in \mathcal{I}^\text{inv}_c$ if and only if $S \in \mathcal{I}^-_{c,\star_1} \cap \mathcal{I}^+_{c,\star_2}$, where $\star_1$ and $\star_2$ are some $F$ or $K$. Moreover, if the condition holds, then $T_k S \in \mathcal{I}^-_{c,\star_1} \cap \mathcal{I}^+_{c,\star_2}$ for any $k \in \mathbb{Z}$.

5.3. **Invariance in distribution.** Given the set-up in the previous section, it is now straightforward to check the continuous counterpart of Theorem 1.7. Since the proof is identical to the latter result, we omit it.

**Theorem 5.7.** Suppose $S$ is a random process supported on $\mathcal{G}^\text{rev}_c$. It is then the case that any two of the three following conditions imply the third:

$$RS \overset{d}{=} S, \quad \tilde{R}(W, M - M_0) \overset{d}{=} (W, M - M_0), \quad TS \overset{d}{=} S.$$ 

Moreover, in the case that two of the above conditions are satisfied, then the distribution of $S$ is actually supported on $\mathcal{G}^\text{inv}_c$.

The second condition in the previous result, $\tilde{R}(W, M - M_0) \overset{d}{=} (W, M - M_0)$, is more complicated than the corresponding condition for the discrete setting. The following proposition provides a condition under which we can revert to the simpler requirement.

**Proposition 5.8.** Suppose $S$ is a random process supported on $\mathcal{G}^\text{rev}_c$. If there exists a measurable function $L : \mathcal{Y}_c \to \mathcal{G}^0_c$ such that, $\mathbb{P}$-a.s.,

$$L(W) = M - M_0, \quad L(\tilde{R}W) = \tilde{R}(M - M_0),$$

then the conditions $\tilde{R}(W, M - M_0) \overset{d}{=} (W, M - M_0)$ and $\tilde{W} \overset{d}{=} W$ are equivalent, where, as in the discrete setting, we write $\tilde{W} = \tilde{R}W$.

5.4. **Brownian motion with drift.** As an example of a continuous invariant measure for $T$, we consider the process $S = (S_x)_{x \in \mathbb{R}}$ given by a two-sided Brownian motion with positive drift $c$. Namely, for $x \geq 0$, we define $S_x = B^1_x + cx$, $S_{-x} = -(B^2_x + cx)$, where $B^1, B^2$ are independent Brownian motions. We will write $\nu_c$ for the law of this process.

The main theorem of this subsection is the following. We will give two different proofs. The first uses the classical result on the scaling limit of simple random walks. The second is a direct application of Theorem 5.7.

**Theorem 5.9.** If $S$ is the two-sided Brownian motion with positive drift $c$, then $TS \overset{d}{=} S$. 
5.4.1. **Proof of Theorem 5.9 via simple random walk scaling limit.** To begin with, we introduce the notation \( \mu^p \) to represent the probability measure on \( \mathcal{S}_c^0 \) given by the linear interpolation of the two-sided random walk with one step distribution given by \( P(S_n - S_{n-1} = 1) = 1 - p \) and \( P(S_n - S_{n-1} = -1) = p \). As shown in Section 5.2, we have the invariance of \( \mu^p \) under \( T \) for \( p < \frac{1}{2} \). We will work on the high density limit of the random walk \( (p \to \frac{1}{2}) \) to transfer the latter result to the Brownian motion with drift.

We start by presenting two lemmas. For a probability measure \( \mu \) on \( \mathcal{S}_c^0 \) and \( a, b > 0 \), we write \( \mu_{a,b} \) to be the scaled measure given by

\[
\mu_{a,b}(S \in A) = \mu(aS_b \in A).
\]

**Lemma 5.10.** Let \( a, b > 0 \). If \( \mu \) is invariant under \( T \), then \( \mu_{a,b} \) is also invariant under \( T \).

**Proof.** Let \( S^{a,b}_n = aS_n \) for \( a, b > 0 \) and \( x \in \mathbb{R} \). The claim follows from the simple observation that \( T S^{a,b} = (TS)^{a,b} \).

**Lemma 5.11.** Suppose \( \{\mu_n\} \) is a sequence of probability measures on \( \mathcal{S}_c^0 \), each of which is invariant under \( T \), and \( \mu_n \) converges weakly to \( \mu \). Moreover, suppose that \( \mu_n \) satisfies for any \( y \in \mathbb{R} \),

\[
\lim_{x \to -\infty} \limsup_{n \to \infty} \mu_n(M_x > S_y) = 0
\]

and \( \mu \) satisfies for any \( y \in \mathbb{R} \),

\[
\lim_{x \to -\infty} \mu(M_x > S_y) = 0.
\]

It then holds that \( \mu \) is also invariant under \( T \).

**Proof.** We need to show that for any \( L > 0 \) and continuous bounded function \( f : C([-L, L], \mathbb{R}) \to \mathbb{R} \),

\[
\mu\left(f\left(S|[-L,L]\right)\right) = \mu\left(f\left(TS|[-L,L]\right)\right).
\]

Let

\[
M^L_x := \begin{cases} M^L_x = S_{-L'}, & \text{if } x < -L', \\ \sup_{-L' \leq y \leq x} S_y, & \text{if } -L' \leq x \leq L', \\ \sup_{-L' \leq y \leq L'} S_y, & \text{otherwise.} \end{cases}
\]

Also, let \( (TS)_x := 2M^L_x - S_x - 2M^L_0 \). Then, \( T^L : \mathcal{S}_c^0 \to \mathcal{S}_c^0 \) is continuous, and so

\[
\lim_{n \to \infty} \mu_n\left(f\left((T^L S)|[-L,L]\right)\right) = \mu\left(f\left((T^L S)|[-L,L]\right)\right),
\]

for any \( L, L' \). Moreover, if \( L < L' \) and \( M_{-L'} \leq S_{-L} \), then \( (T^L S)|[-L,L] = (TS)|[-L,L] \). Therefore, for any \( L' > L \),

\[
\left|\mu_n\left(f\left((T^L S)|[-L,L]\right)\right) - \mu_n\left(f\left((TS)|[-L,L]\right)\right)\right| \leq 2\|f\|_{\infty} \mu_n(M_{-L'} > S_{-L}).
\]

Hence, by assumption, we have that

\[
\lim_{L' \to \infty} \lim_{n \to \infty} \left|\mu_n\left(f\left((T^L S)|[-L,L]\right)\right) - \mu_n\left(f\left((TS)|[-L,L]\right)\right)\right| = 0,
\]

which in conjunction with Lemma 5.11 implies

\[
\lim_{n \to \infty} \mu_n\left(f\left((TS)|[-L,L]\right)\right) = \lim_{L' \to \infty} \mu(f(T^L S)|[-L,L]).
\]
Finally observe that since we also have
\[
\left| \mu \left( f \left( T^L \mathcal{S} \right) \right) - \left[ f \left( T \mathcal{S} \right) \right] \right| \leq 2 \left\| f \right\|_\infty \mu \left( M_{-L} > S_{-L} \right),
\]
the assumption \( \lim_{x \to -\infty} \mu(M_x > S_x) = 0 \) for any \( x \) implies that the right-hand side of (5.2) is equal to \( \mu(f(T \mathcal{S} \mid [L, L])) \), as desired. \( \square \)

We next check the assumptions of the previous result for the specific processes of interest.

**Lemma 5.12.** Let \( c > 0 \), \( p_n = \frac{1}{2} - \frac{c}{2n} \), and \( \nu_n := \mu_{n-1, n}^{p_n} \). For any \( y \in \mathbb{R} \),
\[
\lim_{x \to -\infty} \limsup_{n \to \infty} \nu_n(M_x > S_y) = 0
\]
and
\[
\lim_{x \to -\infty} \nu_c(M_x > S_y) = 0.
\]

**Proof.** Since \( \nu_c(\limsup_{x \to -\infty} S_x = -\infty) = 1 \), the second claim of the lemma is obvious. To estimate the probability \( \nu_n(M_x > S_y) \), first note that, for any \( x < y \),
\[
\nu_n(M_x > S_y) \leq \mu_{n}^{p_n} \left( M_{\left\lfloor \frac{y}{n} \right\rfloor + 1} > \min \{ S_{\left\lfloor \frac{y}{n} \right\rfloor}, S_{\left\lfloor \frac{y}{n} \right\rfloor + 1} \} \right)
\]
\[
= \mu_{n}^{p_n} \left( M_{\left\lfloor \frac{y}{n} \right\rfloor + 1 - \left\lfloor \frac{y}{n} \right\rfloor} > \min \{ S_0, S_1 \} \right)
\]
\[
\leq \mu_{n}^{p_n} \left( M_{\left\lfloor \frac{y}{n} \right\rfloor + 1 - \left\lfloor \frac{y}{n} \right\rfloor} \geq 0 \right),
\]
where \( \left\lfloor z \right\rfloor \) is the maximum integer not greater than \( z \). Thus we only need to show that
\[
\lim_{x \to -\infty} \limsup_{n \to \infty} \mu_{n}^{p_n} \left( M_{\left\lfloor \frac{y}{n} \right\rfloor} \geq 0 \right) = 0.
\]
For any \( \ell \geq 1 \), we have
\[
\mu_{n}^{p_n} (M_{-\ell} \geq 0) \leq \mu_{n}^{p_n} (S_{-\ell} \geq 0) + \sum_{k=1}^{\ell} \mu_{n}^{p_n} (S_{-\ell} = k) \left( \frac{p_n}{1-p_n} \right)^{-k}.
\]
Now, since \( S_{-\ell} \overset{d}{=} -S_{\ell} = -\sum_{k=1}^{\ell} (1 - 2\eta_k) \), we have
\[
\mu_{n}^{p_n} (S_{-\ell} \geq 0) = \mu_{n}^{p_n} \left( \sum_{k=1}^{\ell} (1 - 2\eta_k) \leq 0 \right)
\]
\[
\leq \mu_{n}^{p_n} \left( \frac{1}{\ell} \left| \sum_{k=1}^{\ell} (1 - 2\eta_k) - \frac{c \ell}{n} \right| \geq \frac{c}{n} \right)
\]
\[
\leq \frac{n^2}{\ell c^2} E \left( \left( (1 - 2\eta_k) - \frac{c}{n} \right)^2 \right)
\]
\[
\leq \frac{n^2}{\ell c^2}.
\]
Moreover,
\[
\sum_{k \leq -1} \mu_{n}^{p_n} (S_{-\ell} = k) \left( \frac{p_n}{1-p_n} \right)^{-k} = \sum_{-\ell \leq k \leq -1} \left( \frac{\ell}{\ell+k} \right) \frac{c+\ell}{2} p_n^2 (1-p_n)^{\ell+k} \left( \frac{p_n}{1-p_n} \right)^{-k}
\]
\[
\sum_{-\ell \leq k \leq -1} \left( \frac{\ell}{2} \right) P_n \left( 1 - p_n \right) \frac{\ell + k}{2} \\
= \sum_{-\ell \leq k \leq -1} \mu^p_n (S_{-\ell} = -k) \\
= \mu^p_n (S_{-\ell} \geq 1) \\
\leq \mu^p_n (S_{-\ell} \geq 0),
\]
where \( \binom{q}{0} \equiv 0 \) for \( q \notin \mathbb{N} \). Therefore, we have
\[
\lim_{x \to -\infty} \limsup_{n \to \infty} \mu^p_n \left( M_{\lfloor nx \rfloor} \geq 0 \right) \leq \lim_{x \to -\infty} \limsup_{n \to \infty} \frac{2n^2}{|x|c^2} = \lim_{x \to -\infty} \frac{2}{|x|c^2} = 0.
\]

Now, keeping the notation \( p_n = \frac{1}{2} - \frac{c_n}{c} \), the classical invariance principle shows that \( \mu^p_n \) converges weakly to \( \nu^c \), as \( n \) goes to infinity. Thus combining the above lemmas yields Theorem 5.9.

5.4.2. Proof of Theorem 5.9 via Theorem 5.7

We now give our second proof of Theorem 5.9, which will be via Theorem 5.7. To this end, we only need to show that
\[
RS \overset{d}{=} S, \quad \tilde{R}(W, M - M_0) \overset{d}{=} (M, M - M_0)
\]
under \( \nu^c \). By definition, \( RS \overset{d}{=} S \) is obvious. Also, by Proposition 5.8, we only need to show that the existence of a measurable function \( L: \mathcal{Y}_c \to \mathcal{A}_0^c \) with the relevant properties, and then check the condition \( \tilde{W} \overset{d}{=} W \). This is the aim of the next two lemmas, which complete the proof of Theorem 5.9.

Lemma 5.13. Let
\[
L(Y)_{x} := \limsup_{\varepsilon \to 0} \frac{1}{\varepsilon} \int_{0}^{x} 1_{\{Y_u \leq \varepsilon\}} du.
\]
It is possible to suppose that, \( \nu^c \)-a.s.,
\[
(W, L(W)) = (M - S, M - M_0), \quad L(\tilde{R}W) = \tilde{R}L(W).
\]

Proof. See the proof of [31, Proof of Theorem 3.1] for a construction of the relevant random variables in such a way that the first equality holds, \( \nu^c \)-a.s. The second equality is obvious from the definition of \( L \).

Lemma 5.14. Under \( \nu^c \),
\[
\tilde{W} \overset{d}{=} W.
\]

Proof. Let \( M^h_y := \sup_{y \leq s \leq x} S_s \). Then,
\[
W_t = \max\{M_y, M^h_y\} - S_x = \max\{M_y - S_y, M^h_y - S_y\} - (S_x - S_y)
\]
for \( x \geq y \). Since \( M_y - S_y \) and \( (S_x - S_y)_{t \geq y} \) are independent, from [31], \( (W_t)_{t \geq y} \) is the reflected Brownian motion with negative drift \( c > 0 \) starting from \( M_y - S_y \) at time \( y \). Also, the distribution of \( M_y - S_y \) is exponential with parameter \( 2c \), which is the stationary probability measure of the reflected Brownian motion with negative drift \( c > 0 \). From [15, Sections 8 and 9], for example, it follows that \( \tilde{W} \overset{d}{=} W \).
Remark 5.15. By exactly the same argument as for the discrete case in Theorem 3.23 it is possible to check that, under $\nu_c$, the sequence $((T^kW_0))_{k \in \mathbb{Z}}$ is i.i.d. Moreover, as we noted in the previous proof, $W_0$ is exponentially distributed with parameter $2c$. Thus the integrated current also satisfies a law of large numbers, central limit theorem and large deviations principle in this setting (cf. Theorem 3.23).

6. OPEN QUESTIONS

In this section, we collect some of the questions that arise from the present work.

(1) As part of Theorem 1.6, we show that the invariance in distribution of a sub-critical random configuration $\eta$ under $T$ is equivalent to the stationarity of the current sequence $((T^kW_0))_{k \in \mathbb{Z}}$ under the canonical shift. Whilst this result does give a characterisation of sub-critical invariant measures, it is slightly unsatisfactory, as the latter condition might not be straightforward to verify in examples. Ideally, we would like to give a complete characterisation of the invariant measures of $T$ in terms of basic properties of the initial configuration $\eta$ and carrier process $W$. In Theorem 1.7 we give sufficient conditions in terms of the symmetry of $\eta$ and $W$, which are verifiable in the sub-critical examples of Theorem 1.8. To what extent is it possible to go beyond this? One might further consider how the answer to this question is related to the soliton decomposition of \cite{2}.

(2) Similarly to the previous question, one might also hope to provide a complete characterisation of measures for which the distribution of $\eta$ is ergodic under $T$. Again, in the sub-critical case, Theorem 1.6 provides something of an answer, establishing that ergodicity of the configuration is equivalent to the ergodicity of the current sequence. We also show that this criterion is applicable in the sub-critical examples of Theorem 1.8 (see Corollary 1.17 in particular). To what extent can the ergodicity of $((T^kW_0))_{k \in \mathbb{Z}}$ be established more generally? In particular, is it always ergodic when $\eta$ is a stationary, ergodic sequence (under spatial shifts) satisfying $T\eta \overset{d}{=} \eta$ and whose path encoding $S$ is supported on $\mathcal{J}_{\text{sub-critical}}$? (We recall that, when $S$ is supported on $\mathcal{J}_{\text{critical}}$, Theorem 1.4 gives that $T$ is only ergodic in the trivial case.)

(3) Following on from Remark 1.12, one might ask more about the representation of invariant measures of the BBS as Gibbs measures. In particular, using the notation of the remark, is there a convenient way to express the functions $f_k$ for $k \geq 2$? What are the necessary and sufficient conditions on $(\beta_k)_{k \geq 0}$ for the associated Gibbs measure to exist and be invariant? Among invariant measures, how are the Gibbs measures distinguished from others?

(4) In the discussion preceding Proposition 3.9, it was observed that the distributions of one class of invariant configurations are given by $Q^{\otimes \mathbb{Z}} \circ \Lambda$, i.e. distributions for which the current forms an i.i.d. sequence with law $Q$. Beyond the i.i.d. case (or periodic generalisations of this, as described in Remark 1.3), where $Q$ is the distribution of a geometric random variable (or multiple thereof), is it possible to characterise these particle configurations more explicitly?

(5) Apart from establishing a central limit theorem and large deviations principle for the tagged particle process in the i.i.d. case under the FIFO scheme, which was not achieved in Section 3.4 and also checking further properties of the tagged particle for the other example configurations from Theorem 1.8 beyond those discussed in Remarks 3.40 and 3.41, it would be natural to study the distance travelled by a tagged particle in a more
general setting. In particular, one might consider the environment viewed from the particle for either the FIFO or LIFO scheme. What are the invariant measures (on particle configurations such that $\eta_0 = 1$) for this process? Is the environment process ergodic with respect to these?

(6) In the continuous case (the BBS on $\mathbb{R}$ of Section 5), many of the same questions are relevant. Is it possible to completely characterise the invariant and ergodic measures of the BBS dynamics? Is there a soliton decomposition for these, cf. [2]? How does invariance and ergodicity of configurations relate to stationarity and ergodicity of the current sequence? Moreover, when is the current sequence stationary and ergodic?

(7) A range of other ultradiscrete integrable systems have been studied, including variants of the BBS with multi-valued box capacities [35], carrier capacities [36], and so on. Is it possible to study these by arguments similar to those applied in this article?

(8) An unexpected structural similarity has been discovered between the BBS and the lamplighter group from the spectral viewpoint [14]. Is it possible to study automata groups such as the lamplighter group via the approach of this article?

(9) In the high-density regime considered in Section 5, the limiting dynamics remained in discrete time. It would be of interest to explore whether, under a suitable scaling regime, it is possible to obtain a continuous time dynamical system from the BBS, and determine what its evolution rules and properties are.

(10) As noted in the introduction, the box-ball system can be obtained from a tropicalisation/ultradiscretisation of the discrete KdV equation, as presented at (1.1) [41, 42]. It can also be obtained from an ultradiscretisation of a discrete Toda equation [25, 26]. To what extent do the results of this work yield insights into the rational dynamics governed by the latter equations?
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