Schwinger particle production: Rapid switch off of the external field versus dynamical assistance
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We consider the process of electron-positron pair production in the presence of strong electric backgrounds being rapidly switched on and off and examine the total particle yield. For sufficiently short field profiles, the particle number can be substantially enhanced. It is demonstrated that this enhancement is quite similar to the phenomenon of dynamical assistance by a weak high-frequency field superimposed on a strong background. Both these mechanisms are analyzed by means of exact numerical computations, worldline instanton approach, and the locally-constant field approximation. We identify the time scale of the switching profile leading to the pair-production enhancement and argue that the particle yield is highly unlikely to be increased by shaping the switch off of realistic laser pulses. On the other hand, we confirm that it is feasible to observe the dynamically assisted Schwinger effect by adding a rapidly oscillating field to a strong electric background.

I. INTRODUCTION

One of the most striking phenomena predicted by quantum electrodynamics (QED) is the process of electron-positron pair production from vacuum in intense electromagnetic fields [1–3]. In the strong-field regime, where the external background cannot be treated within perturbation theory (PT), this effect (Schwinger mechanism) still awaits experimental observations. By continually increasing the pulse intensity that can be achieved at the modern laser facilities, experimentalists have stimulated great interest in strong-field QED over the past decades, so it is also extremely important for theoretical groups to explore the possibilities for enhancing the particle yield and propose most favorable practical scenarios. Here we will focus on two general ideas.

First, it is known that evaluating the adiabatic number of particles at intermediate times, when the external field is on, one may obtain values that are orders of magnitude larger than the residual (asymptotic) pair yield (see, e.g., Refs. [4–8]). Although it is the latter which is to be observed in the experiment, one can attempt to maximize it by choosing a more advantageous field profile. Recently, it was suggested that by properly switching the external field off, one can indeed make the large adiabatic particle number observable [9]. The switching profile should be sufficiently sharp, and its location should be accurately adjusted. This issue was addressed in Ref. [9] based on the analysis of the electron (positron) number density evaluated nonperturbatively and the total particle yield computed within PT. In the present study, we examine the total number of pairs without perturbative expansions.

Second, in Ref. [10] it was demonstrated that the number of pairs created from vacuum can be drastically enhanced by superimposing a weak rapidly oscillating pulse on a strong quasistatic external background. Although the former has a small amplitude, it provides a high-frequency harmonic which efficiently stimulates the pair production process. As this so-called dynamically assisted Schwinger effect (DASE) appears to be very promising from the experimental viewpoint, it has been explored in numerous investigations (see, e.g., Refs. [11–27]).

Here we discuss how the two aforementioned phenomena enhancing the particle yield are related. The adiabatic number of $e^+e^-$ pairs evaluated at intermediate times is the number of physical pairs which would be measured if the external field were suddenly turned off at that time [9]. This suggests that it is the high-frequency mode induced by the rapid switching profile which multiplies the particle yield. As will be demonstrated in this paper, this mechanism is closely related to the DASE. We will scrutinize this relationship and identify the common patterns of the two effects. In order to provide a connection with the experimental setups, we will find out which values of the field parameters lead to the enhancement of the particle number and assess the feasibility of the corresponding practical scenarios.

To calculate the number of $e^+e^-$ pairs, we will employ our numerical procedure using the quantum kinetic equations (QKE) [28,29] and also verify the results by our computational approach based on the Furry-picture quantization in momentum space [30,32]. These nonperturbative approaches neglect the radiative corrections but fully incorporate the interaction between the quantized Dirac field and the classical background. For simplicity, we assume the external field to depend solely on time (the corresponding temporal profile is treated without any additional approximations). Besides, we utilize the worldline instanton technique [33–34] and the so-called locally-constant field approximation (LCFA) [29,34–41]. The validity of the latter approach to calculating the total particle yield was recently examined in Ref. [29] (see also Refs. [40,41]). Finally, to further illustrate the main patterns of the enhancement mechanisms, we will perform the analysis of the Fourier transforms of the external electric backgrounds.

The paper is organized as follows. In Sec. II we describe the field configurations to be investigated. Our exact numerical procedure based on the QKE is outlined in Sec. III. In Sec. IV we present the general expressions obtained within the LCFA. Section V contains our analysis of the enhancement mechanisms. The experimental prospects regarding particle enhancement are discussed in Sec. VI. We conclude in Sec. VII.

Throughout the text, we employ the units where $\hbar = c = 1$ and the electric charge $e < 0$ obeys $\alpha = e^2/(4\pi) (\alpha \approx 1/137$ is the fine-structure constant).
Figure 1. Field profiles 1 and 2 for specific field parameters: $\varepsilon = 0.1E$, $T = 10\tau$ [$E_I(t)$, left] and $T = 10\tau$ [$E_{II}(t)$, right].

II. SETUP. EXTERNAL ELECTRIC FIELD

We choose the classical external background (in 3 + 1 dimensions) in the form of a linearly polarized electric field $E(t)$ vanishing at $t \to \pm \infty$. The main patterns of the DASE will be discussed in the case of a combination of two Sauter pulses:

$$E_I(t) = \frac{E}{\cosh^2(t/T)} + \frac{\varepsilon}{\cosh^2(t/\tau)}, \quad (1)$$

$$E_{II}(t) = \begin{cases} E, & \text{if } |t| \leq T/2, \\ E \cos^2 \left[\frac{\pi}{2\tau} (|t| - T/2)\right], & \text{if } T/2 < |t| \leq T/2 + \tau, \\ 0, & \text{otherwise.} \end{cases} \quad (2)$$

Here $T$ is the temporal extent of the plateau region, where the external field is constant, and $\tau$ governs the duration of the smooth switch-on and switch-off parts. The field profiles (1) and (2) are displayed in Fig. 1.

Since the external field is assumed to be spatially homogeneous, the total number of pairs will be proportional to the volume of the system, $N \sim V$, so in what follows we will present the results in terms of the pair yield per unit volume $\nu = N/V$. The corresponding numbers will also carry the subscripts “I” and “II”.

III. QUANTUM KINETIC EQUATIONS

The pair production process in the case of a spatially homogeneous external field can be nonperturbatively described by means of the so-called quantum kinetic equations (QKE) derived first in Refs. [42-44] and generalized in Refs. [45-46] (see also review [28] and references therein).

The external electric field $E(t)$ corresponds to the vector potential $A(t)$ [$E(t) = -\partial A/\partial t$] and is assumed to vanish outside the interval $t \in [t_{in}, t_{out}]$ (in the case of Sauter pulses $t_{out} \to \mp \infty$). Let us introduce the electron number density in momentum space:

$$f(p) = \frac{(2\pi)^3}{V} \frac{dN_p}{dp}. \quad (3)$$

The total number of pairs per unit volume is then given by

$$\nu = \frac{1}{(2\pi)^3} \int f(p) \, dp. \quad (4)$$

The integration is, in fact, two-dimensional due to the azimuthal symmetry of the setup. In order to obtain the electron spectrum $f(p)$, one can (numerically) solve the following system of differential equations:

$$\dot{f}(p, t) = \frac{1}{2} \lambda(p, t) u(p, t), \quad (5)$$

$$\dot{u}(p, t) = \lambda(p, t) \left[1 - 2f(p, t)\right] - 2\omega(p, t) v(p, t), \quad (6)$$

$$\dot{v}(p, t) = 2\omega(p, t) u(p, t). \quad (7)$$
Here the initial conditions read \( f(p, t_{in}) = u(p, t_{in}) = v(p, t_{in}) = 0 \) for all \( p \). The final values of \( f(p, t) \) yield the momentum distribution, \( f(p, t_{out}) = f(p) \). The coefficients in Eqs. (5)-(7) are defined via

\[
\lambda(p, t) = \frac{eE(t)\mu(p)}{\omega^2(p, t)}, \quad (8)
\]
\[
\mu(p) = \sqrt{n^2 + p_\parallel^2}, \quad (9)
\]
\[
\omega(p, t) = \sqrt{\mu^2(p) + |p_\parallel - eA(t)|^2}, \quad (10)
\]

where \( p_\parallel \) and \( p_\perp \) are the longitudinal (with respect to the electric) and transverse momentum components, respectively.

The QKE are solved numerically for given \( p_\parallel \) and \( |p_\perp| \). After that, we integrate the spectrum according to Eq. (4) \((dp \rightarrow 2\pi|p_\perp| dp_\parallel)\).

**IV. LOCALLY-CONSTANT FIELD APPROXIMATION**

The idea of the LCFA is to employ a closed-form expression for the total number of pairs produced per unit volume and time in the presence of a constant electromagnetic field. This reads [47]

\[
dN \frac{dtd\vec{x}}{dE, \mathcal{H}} = \frac{e^2 \mathcal{E} \mathcal{H}}{4\pi^2} \coth\frac{\pi \mathcal{H}}{E} \exp\left( -\frac{\pi m^2}{|e|E} \right), \quad (11)
\]

where

\[
\mathcal{E} = \sqrt{\mathcal{F}^2 + \mathcal{G}^2 + \mathcal{F}}, \quad (12)
\]
\[
\mathcal{H} = \sqrt{\mathcal{F}^2 + \mathcal{G}^2 - \mathcal{F}}. \quad (13)
\]

Here the invariant quantities \( \mathcal{F} \) and \( \mathcal{G} \) are defined in terms of the electric and magnetic field vectors via \( \mathcal{F} = (E^2 - H^2)/2 \) and \( \mathcal{G} = E \cdot H \). Accordingly, \( \mathcal{E} \) and \( \mathcal{H} \) are the magnitudes of the electric and magnetic field components, respectively, in the frame where they are parallel to each other. The Schwinger critical value of the electric field strength is \( E_c = n^2/|e| \).

Within the LCFA, one plugs the actual spatiotemporal dependence of the external inhomogeneous field into Eq. (11) and integrates it then over \( t \) and \( x \) (see Refs. 29, 34, 41). In the case of a spatially uniform electric field \( E(t) \), this procedure yields the following expression for the total number of pairs per unit volume:

\[
\nu_{II}^{(LCFA)} = \frac{e^2}{4\pi^3} \int dt E^2(t) \exp\left( -\frac{\pi m^2}{|e|E(t)} \right). \quad (14)
\]

In what follows, we will perform the calculations using the specific forms (1) and (2). Although in the case of two Sauter pulses (1), the LCFA prediction (14) is nonlinear with respect to the field parameters, employing the function \( E_{II}(t) \) leads to the following result:

\[
\nu_{II}^{(LCFA)} = |T + f(E/E_c)\tau|g(E), \quad (15)
\]

where

\[
g(E) = \frac{e^2 E^2}{4\pi^3} \exp\left( -\frac{\pi m^2}{|e|E} \right), \quad (16)
\]

which represents the number of pairs created in a constant electric field \( E \) per unit volume and time. We also introduced

\[
f(\xi) = \frac{4}{\pi} \int_0^{\pi/2} dx \cos^4 x \exp\left( -\frac{\pi}{\xi} \tan^2 x \right). \quad (17)
\]

Accordingly, for given field strength \( E \), the particle number evaluated within the LCFA linearly depends on the parameters \( T \) and \( \tau \). We also note that \( f(\xi) \approx (2/\pi)\sqrt{\xi} \) for \( \xi \ll 1 \) (see Appendix A).

Equation (15) contains \( g(E) \), which reflects the fact that a constant electric background generates \( e^+e^- \) pairs in the tunneling (nonperturbative) regime. The LCFA is valid only in the domain of sufficiently large field amplitudes and pulse durations. The approximate predictions and the results of exact numerical computations will be discussed next.

**V. RESULTS. ENHANCEMENT MECHANISMS**

Here we will first evaluate the total number of pairs produced for the two scenarios described above as a function of \( \tau \), which represents there the weak-pulse duration and the duration of the switch-on and switch-off parts, respectively. To gain additional insights into the enhancement mechanisms, we will also analyze the Fourier spectra of the corresponding electric backgrounds (1) and (2).

**A. Total particle yield. Dynamical assistance**

In Fig. 2 we present the total number of pairs as a function of the weak-pulse duration \( \tau \) in the case of the external field (1). This example was obtained for \( E = 0.2E_c, T = 20m^{-1}, \) and \( \varepsilon = 0.05E_c \). Before we discuss the dynamical assistance, which occurs for sufficiently small \( \tau \), let us briefly outline the main patterns concerning the LCFA, which clearly does not capture the DASE. For sufficiently large \( \tau \), the exact values of \( \nu_1 \) (grey solid line) almost coincide with \( \nu_1^{(LCFA)} \) (dashed line) [48]. We note that although the LCFA is quite accurate in the case of two pulses, it completely fails to describe the pair production process in the field of the weak pulse alone (e.g., for \( \tau = 10m^{-1} \) the LCFA underestimates the particle yield by approximately 14 orders of magnitude). With decreasing \( \tau \), the LCFA prediction decreases, which is evident already from the general LCFA expression (14) as for smaller \( \tau \) the local values \( E(t) \) decrease. Since the LCFA incorporates only the tunneling pair-production mechanism, this approximation cannot capture the dynamical processes.

Figure 2 clearly demonstrates that it is the dynamical effect which enhances the exact particle number. It turns out that the number of pairs in the combination of two Sauter pulses can
substantially exceed each of the two individual contributions. This result constitutes the DASE.

Nevertheless, once the weak-pulse duration \( \tau \) becomes too small, the individual weak pulse may produce almost the same number of pairs as the two pulses generate together. In this domain, the weak pulse does not assist the strong one but rather governs the pair-production process unaided. In order to simplify the analysis and benchmark the nonperturbative methods, we also employ PT in the case of the individual weak pulse (dash-dotted line in Fig. 2). The total number of pairs per unit volume to the second order in the external-field amplitude \( \varepsilon \) reads (see Appendix B):

\[
\nu_{\text{weak}}^{(PT)} = \frac{e^2 \tau^4}{4\pi} \int dp \frac{m^2 + p_\perp^2}{p_0^2} \frac{1}{\sinh^2(\pi \tau p_0)},
\]

where \( p_\perp \) is the transverse momentum component and \( p_0 = \sqrt{m^2 + \vec{p}^2} \). The expression (18) is valid only for large values of the Keldysh parameter \( \gamma_\varepsilon \equiv m/|eE| \gg 1 \). For instance, for \( \tau = 5m^{-1} \) the PT approach underestimates the exact yield by a factor of \( \sim 20 \) and for \( \tau = 10m^{-1} \) the PT result is already about ten orders of magnitude smaller.

Finally, for very small \( \tau \) (\( m\tau \ll 1 \)), one can expand Eq. (18) in powers of \( \tau \) and obtain the following leading-order contribution (see Appendix B):

\[
\nu_{\text{weak}}^{(PT)} \approx \frac{1}{9\pi} \frac{e^2}{E \varepsilon} (m\tau)m^3.
\]

Accordingly, in the regime \( m\tau \ll 1 \) the number of pairs produced by the weak field linearly depends on the pulse duration and vanishes at \( \tau = 0 \).

In order to quantitatively estimate the efficiency of dynamical assistance, one can first calculate the ratio \( \frac{\nu_1}{(\nu_{\text{strong}} + \nu_{\text{weak}})^2} \).

In Fig. 3 we depict the enhancement factor \( K \) as a function of \( \tau \). In our example, the presence of the short weak pulse can enhance the total number of particles by one order of magnitude (in principle, by varying the field parameters, one can achieve a stronger enhancement, see, e.g., Ref. [19]). The most important point for the assessment of the experimental prospects is that the onset of the DASE corresponds to sufficiently small values of \( \tau \): for \( \varepsilon \ll E \), the combined Keldysh parameter \( \gamma_\varepsilon \equiv m/|eE\tau| \) should be sufficiently large, \( \gamma_\varepsilon \gtrsim 1 \) [10]. The peak in Fig. 3 is located at \( \tau_\varepsilon \approx 2.3m^{-1} \). Including the weak-pulse amplitude \( \varepsilon \), which in our case not that small compared to \( E \), we obtain \( m/|e(E + \varepsilon)\tau_\varepsilon| \approx 1.7 \). Let us underline that the condition \( \gamma_\varepsilon \gtrsim 1 \) reflects the onset of the DASE, but one has to make sure that the nonperturbative nature of the pair production process is preserved. Since the strong (weak) pulse operates in the tunneling (perturbative) regime, the weak pulse should only assist the particle production mechanism.

Dynamical assistance can be viewed as a process of additional photon absorption galvanizing the tunneling mechanism. For this to happen, the energy spectrum of the weak pulse should be sufficiently broad, so that it contains large \( \omega \), i.e., \( \tau \) should be sufficiently small (note that the energy spectrum of a Sauter pulse is centered at \( \omega = 0 \)). This will be
examined in more detail in Sec. [\textsuperscript{VC}] Instead of two Sauter pulses, one can also analyze a combination of two oscillating pulses with a low and high frequency, respectively (see, e.g., Refs. [\textsuperscript{14–21, 25, 27}]). Although this configuration appears to be more relevant from the experimental point of view, the main patterns of the DASE are the same. For instance, the number of particles as a function of the weak-pulse frequency \( \omega \) has qualitatively the same shape as does the \( \tau \)-dependence revealed in Fig. [\textsuperscript{2}] once one maps \( \omega \sim 1/\tau \) [\textsuperscript{13, 49}]. In the case of oscillating pulses, the onset of the DASE is governed by the combined Keldysh parameter \( \gamma_c = m \omega / |eE| \).

\subsection*{B. Total particle yield. Switch-off effects}

We now turn to the study of the enhancement mechanism due to a sharp switch off of the external field. The main idea is to make use of the fact that the adiabatic particle number at intermediate times can be orders of magnitude larger than the final particle yield. To maximize the number of pairs, one can rapidly turn the field off, so that the large adiabatic number transforms to a physically observable quantity [\textsuperscript{9}]. This enhancement mechanism can be efficient only if the corresponding smooth switch off is sufficiently rapid. Here our main goal is to analyze the time scale of the switching profile required for the pair-production enhancement and to assess then the possible experimental implementations of this mechanism. It turns out that one can substantially deepen understanding of this scenario by comparing it with the DASE. As will be seen below, the two phenomena are closely related.

We will examine the external-field configuration given in \( \text{Eq. (2)} \), which represents a rectangular-like pulse with smooth switch-on and switch-off parts of duration \( \tau \) each. First, we note that in the case of a \textit{sharp} rectangular profile with parameters \( T \) and \( \tau = 0 \), the adiabatic number of particles at time instant \( t \) \( |t| < T/2 \) obviously coincides with the final pair yield for the pulse with duration \( T' = t + T/2 \). The adiabatic particle number is equally nonphysical as the sudden switch on and off of the rectangular pulse for \( \tau = 0 \). To make the field configuration more realistic, we consider nonzero values of \( \tau \).

In Fig. [\textsuperscript{4}] we present the total number of pairs produced as a function of \( \tau \) for \( E = 0.5E_c \) and various durations of the plateau region \( T \). Here we observe that the \( \tau \)-dependence is very similar to that displayed in Fig. [\textsuperscript{2}] According to \( \text{Eq. (15)} \), the LCFA prediction is linear and decreases with decreasing \( \tau \) (the dashed lines have a log-like shape although they may seem straight in the graph). Within the LCFA, for \( \tau = 0 \) we obtain the constant-field result \( \text{(16)} \) multiplied by the rectangular-pulse duration \( T \). For large values of \( \tau \), the exact particle yield can be accurately obtained within the LCFA since the switch-on and switch-off parts can be treated by means of the LCFA if \( |eE|/\tau \gg m^2 \) [\textsuperscript{29}]. We also point out that the quality of the LCFA is better for large \( T \) since a broader plateau region yields a larger amount of particles and reduces a relative contribution of the switch-on and switch-off parts.

In the case of \( T = 0 \), the field profile turns to a \( \cos^2 \) pulse, whose shape looks similar to that of the Sauter pulse. In this case, we also employ PT and reproduce the exact result in the region \( |eE| \tau \ll m, \) i.e., the dashed-dotted line in Fig. [\textsuperscript{4}] coincides with the solid light-blue one for small \( \tau \). (We note that the LCFA approach is much less accurate here than in the context of the DASE because the amplitude \( E \) of the rectangular pulse is ten times larger than \( \varepsilon \) in Fig. [\textsuperscript{2}].) If the pulse duration \( \tau \) becomes extremely small, \( m\tau \ll 1 \), the PT result exhibits a linear behavior (see Appendix [\textsuperscript{C}]).

\begin{equation}
\nu_{\tau=0}^{(\text{PT})} \approx \frac{1}{16\pi} \frac{E^2}{E_c^2} (m\tau)m^3. \quad (21)
\end{equation}

The \( \tau \)-dependences for nonzero \( T \) in Fig. [\textsuperscript{4}] have obviously nonzero values at \( \tau = 0 \) and cannot be described by means of PT since the parameter \( |eE|T/m \) is not small.

The LCFA does not incorporate the dynamical enhancement due to the fast switch on/off. From this it immediately follows that the field parameters must obey \( |eE|/\tau \ll m^2 \) for the fast-switching effects to manifest themselves. Nevertheless, the inequality \( |eE|/\tau \ll m^2 \) can be used only as a necessary condition for the pair-production enhancement. In order to identify a sufficient condition, we also employed the worldline instanton technique (see Appendix [\textsuperscript{D}]). It turns out that the onset of the enhancement corresponds to \( \gamma = m/|eE| \tau \sim 1 \) similarly to the DASE condition \( \gamma_c \sim 1 \).

This universal criterion not only reveals how the two enhancement mechanisms are similar to each other, but also allows us to assess the experimental feasibility of the fast-switch-off scenarios. These two aspects represent the main findings of our paper. We also note that the criterion \( \gamma \geq 1 \) is stronger than \( |eE|/\tau \ll m^2 \) as it should be (as in the case of the DASE, the LCFA is not able to capture the fast-switch-off enhancement).

We also point out that in Ref. [\textsuperscript{9}] it was suggested that the final particle number can be enhanced by rapidly switching...
off a Sauter pulse at the vicinity of its maximum. In Ref. [9] the total number of pairs was evaluated only be means of PT. We also performed exact nonperturbative calculations using the same switching profiles as in Ref. [9] and confirmed the main findings reported there. Moreover, we found that in order to examine the main qualitative patterns of the enhancement mechanism and provide the necessary quantitative estimates, it suffices to explore the simple field configuration (2) although by accurately shaping the external pulse, one may further increase the particle yield.

Our findings can also be illustrated by analyzing the Fourier transforms of the corresponding external field configurations, which is the subject of the next section.

C. Fourier analysis

Here we will examine the Fourier transforms of the external backgrounds (1) and (2) defined via

\[ \tilde{E}(\omega) = \int_{-\infty}^{\infty} E(t) e^{i\omega t} dt. \]  

We find

\[ \tilde{E}_I(\omega) = \pi \omega \left( \frac{ET^2}{\sinh \pi \omega T/2} + \frac{\varepsilon \tau^2}{\sinh \pi \omega \tau/2} \right), \]  
\[ \tilde{E}_II(\omega) = \frac{2\pi^2 E}{\omega^2 (\omega^2 - \nu^2/\varepsilon)} \left( \frac{\omega(\tau + \omega^2 \tau)}{2} \right) \]  
\[ \sin \left( \frac{\omega^2 \tau}{2} \right) \cos \frac{\omega \tau}{2}. \]  

In Fig. 5 we present the functions (23) and (24) divided by \( \tilde{E}_I(0) = 2E(T + \varepsilon \tau) \) and \( \tilde{E}_II(0) = E(T + \tau) \), respectively. All of the Fourier transforms are centered at \( \omega = 0 \) and quite narrow for relatively large \( \tau \). With decreasing \( \tau \), the spectra gain high-frequency contributions, which may stimulate the pair production process. For instance, in Fig. 5(b) the presence of a short and weak Sauter pulse alters the large-\( \omega \) part of the spectrum providing it with broad wings. To evidently demonstrate this point we also present the plots in a logarithmic scale (see Fig. 6). Although the relative contribution of the high-frequency intervals seems tiny, these harmonics lead to a significant enhancement of the pair number. In the scenario concerning a rapid switch off of the external field, the qualitative structure of the Fourier spectra is the same apart from the presence of an oscillatory pattern. For smaller values of \( \tau \), one observes an increase in the high-frequency contributions. More pronounced oscillations in this case appear due to the sharp edges of the rectangular-like pulse for \( \tau = 0 \) one obtains a well-known Fourier transform \( \sim \sin(\omega T/2)/\omega \), which is very similar to the function displayed in Fig. 5(d).
Finally, we also point out that the actual shape of the Fourier transforms may differ when considering different field profiles in the scenarios I and II, but the primary effect of broadening revealed for smaller values of $\tau$ will remain qualitatively the same.

As was demonstrated above, in the case of weak and rapidly varying fields, one can accurately describe the pair production process by means of PT although the main contribution in the spectrum may correspond to $\omega = 0$. This means that depending on the field parameters, the large-$\omega$ harmonics may completely govern particle production. However, within the enhancement mechanisms investigated in our study the zero-energy contribution plays also an essential role. The similarity between the Fourier transforms (23) and (24) and between their dependence on the external field parameters indicates again that the two effects of the enhancement are indeed related. In the next section, we will discuss the experimental feasibility of the two mechanisms.

VI. EXPERIMENTAL PROSPECTS

To find out whether the enhancement mechanisms examined in this study can be implemented experimentally, we will now evaluate the spatiotemporal scale of the rapid weak field and switch-off parts, respectively. In the previous section, we provided examples of our numerical results which illustrate the two enhancement mechanisms. Although the quantitative predictions for the particle yield are rather sensitive to the field profile and its parameters chosen in specific calculations, here we will employ instead the universal conditions in terms of the Keldysh parameters $\gamma$ and $\gamma_c$, respectively.

The onset of the pair-production enhancement in the context of the DASE corresponds to $\gamma_c \equiv m/eE\tau = \gamma_{\text{crit}} \sim 1$. We note that depending on the external field profile, the critical value of the Keldysh parameter can be different. For instance, $\gamma_{\text{crit}} = \pi/2$ [10] or $\gamma_{\text{crit}} = \sqrt{\ln(E/\epsilon)}$ [16]. Nevertheless, these values are basically of the order of unity, so we will assume $\gamma_{\text{crit}} = 1$. Let us now estimate the characteristic wavelength of the rapid weak pulse as $\lambda_{\text{enh}} = 2\tau$. Then by requiring $\gamma_c = 2m/eE\lambda_{\text{enh}} = 1$, we find that the onset of dynamical assistance is approximately given by

$$\lambda_{\text{enh}} = 2(E_c/E)m^{-1}.$$  \hspace{1cm} (25)

As was demonstrated above, by rapidly switching off the external field, one can also enhance the particle yield. The crucial point here is that the corresponding threshold is given by a similar condition $\gamma = 1$, where $\gamma = 2m/eE\lambda_{\text{enh}}$, so the corresponding length scale $\lambda_{\text{enh}}$ is given by exactly the same Eq. (25). As was stated above, the LCFA does not have an access to the enhancement mechanisms. For completeness, we will also calculate the corresponding threshold values $\lambda_{\text{LCFA}} = 2(E_c/E)^{3/2}m^{-1}$ deduced from the condition $|eE|^{3/2}\tau = 10m^2$ (see, e.g., Ref. [29]).

It is known that the presence of the temporal oscillations and large volume factor $V$ effectively lower the threshold for $e^+e^-$ pair production, so that the field amplitude $E = 0.1E_c$ seems already sufficient for observing the Schwinger mechanism (see, e.g., Ref. [50]). We vary $E$ from 0.001$E_c$ to 0.1$E_c$ and display our estimates in Table I. Based on the quantitative estimates obtained, we now allow to assess the experimental prospects of the enhancement scenarios.

Since modern laser facilities generating most intense laser pulses operate in the regime of $\lambda \sim 1\mu$m, shaping the laser field on the scale of $\lambda_{\text{enh}}$ appears to be completely unrealistic. On the other hand, it is possible to generate relatively weak electromagnetic pulses having a much shorter wavelength. While such pulses cannot significantly change the strong-field enhancement mechanisms might not allow one to treat it as a classical background. In this case, one should introduce quanta of the electromagnetic field (photons) in order to describe the DASE (see, e.g., Ref. [51]).

| $E/E_c$ | $I$ (W/cm²) | $\lambda_{\text{enh}}$ (μm) | $\lambda_{\text{LCFA}}$ (μm) |
|--------|-------------|----------------|----------------|
| 0.1    | $2.3 \times 10^{24}$ | $8 \times 10^{-6}$ | $2 \times 10^{-4}$ |
| 0.05   | $5.8 \times 10^{26}$ | $2 \times 10^{-5}$ | $7 \times 10^{-4}$ |
| 0.02   | $9.2 \times 10^{25}$ | $4 \times 10^{-5}$ | $3 \times 10^{-3}$ |
| 0.01   | $2.3 \times 10^{25}$ | $8 \times 10^{-5}$ | $8 \times 10^{-3}$ |
| 0.005  | $5.8 \times 10^{24}$ | $2 \times 10^{-4}$ | $2 \times 10^{-2}$ |
| 0.002  | $9.2 \times 10^{23}$ | $4 \times 10^{-4}$ | $9 \times 10^{-2}$ |
| 0.001  | $2.3 \times 10^{23}$ | $8 \times 10^{-4}$ | $2 \times 10^{-1}$ |

Table I. Characteristic scale (wavelength) $\lambda_{\text{enh}}$ of the weak pulse in the context of the DASE and the switching profile in the context of the fast-switching scenario necessary for the pair-production enhancement and the threshold value $\lambda_{\text{LCFA}}$ necessary for the LCFA applicability as a function of the electric field amplitude $E$ [$I = E^2/(8\pi)$ is the corresponding peak intensity].
VII. CONCLUSION

In the present study, we investigated the dynamically assisted Schwinger effect and pair production in a strong external background being rapidly switched on and off. It was shown that both scenarios may lead to a substantial increase in the total number of pairs produced. It turns out that the two mechanisms are quite similar to each other as they both require the presence of a strong background and high-frequency harmonic. By varying the field parameters, we analyzed the onset of the pair-production enhancement and discussed the experimental prospects of the two scenarios.

Even in the case of a constant background, the adiabatic number of pairs always incorporates dynamical contribution due to a sharp switch off of the external field at the corresponding time instant. However, this initially nonphysical contribution can be used to maximize the particle yield by introducing a smooth switching function. The crucial property of this enhancement mechanism is the characteristic time scale of the switching profile. It was found that this scale is determined by the condition \( m/|eE| \approx 1 \) having the same form as in the case of the DASE. It was shown that \( \tau \) is at least three orders of magnitude smaller than the period of electromagnetic radiation having a wavelength of 1 \( \mu \)m. This suggests that shaping laser fields in order to take advantage of a sharp switch off is unfeasible from the experimental viewpoint.

On the other hand, one can attempt to design a setup where the pair production process occurs in a combination of a strong electric background and a rapidly oscillating field. According to our estimates, this scenario should involve high-frequency radiation with photon energy of 1–150 keV depending on the strong-field amplitude. As we were interested only in the onset of dynamical assistance, photons of higher energy may, in fact, be even more advantageous, provided the pair production process remains nonperturbative.
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Appendix A: Asymptotic expansion of the function [17]

Substituting \( z = \tan x \) in Eq. (17), one obtains

\[
 f(\xi) = \frac{4}{\pi} \int_0^{\infty} \frac{e^{-\pi z^2/\xi}}{(1 + z^2)^3} \, dz. \tag{A1}
\]

This integral can be evaluated analytically in terms of the Gauss error function, but to find the small-\( \xi \) expansion it suffices to integrate the Taylor series of \( 1/(1 + z^2)^3 \) multiplied by the exponential function containing \( \xi \). This immediately brings us to

\[
 f(\xi) = \frac{2}{\pi} \sqrt{\xi} \left[ 1 - \frac{3}{2\pi} \xi + \frac{9}{2\pi^2} \xi^2 + O(\xi^3) \right]. \tag{A2}
\]

Appendix B: Perturbation theory. Individual Sauter pulse

Let us evaluate the number of pairs to the leading (second) order in the external field amplitude. The corresponding Feynman diagram is depicted in Fig. 7, where the cross represents the interaction with the classical background. A general expression in the case of a spatially homogeneous external field has the following form:

\[
 \nu^{(\text{PT})} = \frac{\varepsilon^2}{2(2\pi)^3} \int dp \frac{m^2 + p_\perp^2}{p_0^2} \left| \int_{-\infty}^{\infty} E(t)e^{2ip_\parallel \omega t} \, dt \right|^2, \tag{B1}
\]

where \( p_0 = \sqrt{m^2 + p^2} = \sqrt{m^2 + p_0^2 + p_\perp^2} \). To perform the calculations for a Sauter pulse \( E(t) = \varepsilon/\cosh^2(t/\tau) \), we use the Fourier transform

\[
 \int_{-\infty}^{\infty} \frac{e^{i\omega t}}{\cosh^2(t/\tau)} \, dt = \frac{\pi \omega \tau^2}{\sinh(\pi \omega \tau/2)}, \tag{B2}
\]

which can be obtained, e.g., by means of the residue theorem [it was also used in Eq. (23)]. It brings us to Eq. (18). The PT approach accurately predicts the particle yield if \( \gamma_c \equiv m/|e\varepsilon| \gg 1 \). Note that the integrand represents the number density of the particles produced and coincides with Eq. (44) from Ref. [52] (one should take into account the spin degeneracy).

In order to derive the small-\( \tau \) expression [19], we will perform the integration in terms of dimensionless \( \xi = \tau p_\parallel \) and \( \eta = \tau^2|p_\perp|^2 \). One obtains

\[
 \frac{\nu^{(\text{PT})}}{m\tau} = \frac{\varepsilon^2}{2\varepsilon^2} m^3 \mathcal{I}(m^2\tau^2), \tag{B3}
\]

Figure 7. Leading-order Feynman diagram describing electron-positron pair production. The line with the cross corresponds to the interaction with the external classical background. The particle number is proportional to the amplitude squared and integrated over the electron (positron) momentum.
where
\[ I(\zeta) = \frac{1}{3} \int_{\zeta}^{\infty} (2 + \zeta) \frac{\sqrt{x - \zeta}}{\sinh^2(\pi \sqrt{x})} \, dx. \quad (B5) \]

The contribution which comes from the second term in the parentheses vanishes for \( \zeta \to 0 \). The value \( I(0) \) is nonzero due to the first term:
\[ I(0) = \frac{2}{3} \int_{0}^{\infty} \frac{\sqrt{x}}{\sinh^2(\pi \sqrt{x})} \, dx = \frac{2}{9\pi}. \quad (B6) \]

Together with Eq. \( (B3) \), it yields Eq. \( (19) \).

Finally, we point out that in the case of \( 1 + 1 \) QED, there are no perpendicular components \( p_x \), so we have a one-dimensional integral in Eq. \( (18) \). Instead of Eq. \( (19) \), one obtains here
\[ \nu^{(PT, 1+1)} \approx \frac{1}{8\pi^2} \frac{\varepsilon^2}{E^2} (m\tau)^2 m. \quad (B7) \]

Appendix C: Perturbation theory for the \( \cos^2 \) pulse

The external background \( (2) \) for \( T = 0 \) reads \( E(t) = E \cos^2[\pi t/(2\tau)] \theta(\tau - |t|) \). First, we find
\[ \int_{-\tau}^{\tau} \cos^2(\frac{\pi t}{2\tau}) e^{i\omega t} \, dt = \frac{\pi}{4} \sin \omega \tau \omega(\omega^2 - \omega^2 \tau^2). \quad (C1) \]

This expression can be obtained from Eq. \( (24) \) by setting \( T = 0 \). Then the PT expression \( (B1) \) can be evaluated by means of the same substitutions as those employed in Appendix \( B \) We obtain
\[ \frac{\nu^{(PT)}}{m\tau} = \frac{E^2}{2E^2} m^3 \mathcal{J} (m^2 \tau^2), \quad (C2) \]
where
\[ \mathcal{J}(\zeta) = \frac{\pi^2}{768} \int_{\zeta}^{\infty} \frac{\sqrt{x - \zeta} (2x + \zeta) \sin^2 2\sqrt{x}}{x^3(x - \pi^2/4)^2} \, dx. \quad (C3) \]

This function has a finite nonzero limit as \( \zeta \) tends to zero:
\[ \mathcal{J}(0) = \frac{\pi^2}{384} \int_{0}^{\infty} \frac{\sin^2 2\sqrt{x}}{x^{3/2}(x - \pi^2/4)^2} \, dx. \quad (C4) \]

Substituting \( y = 2\sqrt{x} \), we recast this expression into
\[ \mathcal{J}(0) = \frac{\pi^2}{6} \int_{0}^{\infty} \frac{\sin^2 y}{y^2(y^2 - \pi^2)^2} \, dy = \frac{1}{8\pi}. \quad (C5) \]

The last integral can be computed by means of the residue theorem. Equations \((C2)\) and \((C5)\) lead to Eq. \( (21) \).

In the case of \( 1 + 1 \) QED, one obtains
\[ \nu^{(PT, 1+1)} \approx \frac{1}{32\pi^2} \frac{E^2}{E^2} (m\tau)^2 m. \quad (C6) \]

Appendix D: Switch-off effects via worldline instantons

Here we will employ the worldline instanton approach and demonstrate that the onset of the pair-production enhancement corresponds to \( \gamma = m/|eE\tau| \gtrsim 1 \).

Let us consider the external electric background in the following general form:
\[ E(t) = E \cos(t/\tau), \quad (D1) \]
where \( e(-z) = e(z), \, e(0) = 1 \), and \( e''(0) < 0 \). We also assume that the function \( e(\xi) \) is smooth and can be considered at nonreal \( \xi \) after a proper analytic continuation. Following Refs. \[33, 34\], we introduce the Euclidean gauge field
\[ A_E(x_4) = A(i x_4) = -i E \tau f(x_4/\tau), \quad (D2) \]
where
\[ f(z) = i a(z), \quad a(z) = -\int_{0}^{z} e(z') dz'. \quad (D3) \]

The function \( f(z) \) is real for real \( z \). If the number of \( e^+ e^- \) pairs is small, the particle yield is given by the imaginary part of the effective action in the external field. The latter can be represented via a worldline path integral and then computed by means of the functional stationary phase approximation (see a detailed description of this approach in Refs. \[33, 34\]). The exponential part of the result reads:
\[ \exp \left[ -\frac{\pi E^2}{E} g(\gamma) \right], \quad (D4) \]
where
\[ g(\gamma) = \frac{4}{\pi} \int_{0}^{z_*(\gamma)/\gamma} \sqrt{1 - \frac{1}{\gamma^2} f^2(\gamma \xi)} \, d\xi \quad (D5) \]
and the turning point \( z_*(\gamma) \) is defined via \( f(z_*) = \gamma \). Since the Taylor expansion of \( f(z) \) contains only odd powers, the function \( g(\gamma) \) contains only even ones. As was shown in Ref. \[34\], the preexponential factor is governed by the following function including also only even powers of \( \gamma \):
\[ p(\gamma) = \frac{d}{d\gamma^2} \left[ \gamma^2 g(\gamma) \right]. \quad (D6) \]
The saddle-point approximation implies \( p'(\gamma) < 0 \), and the preexponential factor involves \( 1/\sqrt{-p'(\gamma)} \) \([34]\). Let us use the following representation:

\[
p(\gamma) = \frac{2}{\pi} \frac{z(\gamma) / \gamma}{\sqrt{1 - \frac{1}{\gamma^2} f^2(\gamma \xi)}} = \frac{2}{\pi} \frac{z_* (\gamma) / \gamma}{\sqrt{1 - \frac{1}{\gamma^2} f^2(z_*(\gamma) y)}}.
\]

The derivative reads

\[
p'(\gamma) = -\frac{2}{\pi} \frac{1}{\gamma^3 f(z_*)} \int_0^1 \frac{f(z_*) h(z_*) - f(z_* y) h(z_* y)}{[1 - \frac{1}{\gamma^2} f^2(z_* y)]^{3/2}} dy,
\]

where \( h(z) = zf'(z) - f(z) \). In the small-\(\gamma\) limit, \( p(\gamma) = 1 + (1/4)e^{i(0)}/\gamma^2 + \mathcal{O}(\gamma^4) \), so \( p(\gamma) \) decreases with increasing \( \gamma \). However, at a certain sufficiently large \( \gamma_0 \), one may encounter \( p'(\gamma_0) = 0 \) corresponding to the breakdown of the saddlepoint approximation. This can happen only if the function \( h(z) \) changes the sign of its derivative, i.e. there exists \( z < z_0 \equiv z_*(\gamma_0) \) where \( h'(z) = 0 \), i.e. \( f''(z) = 0 \). From Eq. (D8), it is also clear that a sufficient condition is \( h(z_0) = 0 \). Note that \( f''(z) > 0 \) and \( dz_*/d\gamma > 0 \) for \( z < z_0 \).

The various field profiles considered in Ref. \([34]\) clearly satisfy \( f'''(z) > 0 \) within the whole range \( 0 < z < z_*(\gamma) \) for all \( \gamma > 0 \), so the function \( p(\gamma) \) is monotonically decreasing. Namely, this is the case for the Sauter pulse \( f(z) = \tan z \), Gaussian pulse \( f(z) = (\sqrt{\pi}/2)e\text{ri} z \), and oscillating cos-field \( f(z) = \sinh z \). Nevertheless, a general background \([D1]\) may correspond to a nonmonotonic function \( f'(z) \). For instance, \( \epsilon(z) = \exp[-z^2(1+z^2)] \) represents a bell-shaped profile quite similar to the Gaussian one but it leads to \( f'(z) = \exp[z^2(1-z^2)] \) and \( h(z_0) = 0 \) at \( z_0 \approx 0.91 \), so the Euclidean saddlepoint approximation fails.

In order to study the switch-off effects by means of the worldline instanton approach, one should first specify a smooth profile \( \epsilon(z) \) with switching parts of duration \( \tau \) and an extended plateau region of duration \( T \). (The field configuration \([2]\) is very useful for QKE computations but it is not analytic even in a small vicinity of the real axis.) A natural way to generate such a profile is to utilize the antiderivative \( \alpha_0(z) \) of a bell-shaped profile \( \epsilon_0(z) \) as a smooth step function and then combine two of them according to

\[
\epsilon_s(z) = \frac{1}{2\alpha_0(\alpha)} \left[ \alpha_0(z + \alpha) - \alpha_0(z - \alpha) \right].
\]

Here we assume \( E_s(t) = E\epsilon_s(t/\tau) \) and dimensionless parameter \( \alpha \) determines the ratio \( T/\tau \). One can straightforwardly show

\[
f_s(z) = -\frac{1}{\alpha_0(\alpha)} \Re \int_0^\infty f_b(z + iz) dx, \quad f_s'(z) = -\frac{1}{\alpha_0(\alpha)} \Im f_b(z + i\alpha).
\]

It turns out that the field configurations generated this way by using exponentially decreasing bell-shaped profiles such as Sauter or Gaussian ones suffer from the problem described above. To avoid this obstacle, one can employ, for instance, \( \epsilon_s(z) = 1/(1 + z^2) \) but this profile does not rapidly decay, so we will proceed in a different way.

Instead of using the prescription \([D9]\), let us construct the field profile as follows:

\[
\epsilon^N_s(z) = \frac{1}{4} \sum_{n=-N}^N \frac{1}{\cosh^2(z + n/2)},
\]

where we assume \( N \gg 1 \), so \( \epsilon^N_s(0) = 1 + \mathcal{O}(e^{-N}) \approx 1 \). The external field \( E^N_s(t) = E\epsilon^N_s(t/\tau) \) has a plateau region with duration \( T = N\tau \) (see Fig. 8). Although the expression \([D12]\)
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**Figure 8.** Field profile \([D12]\) in terms of \( E^N_s(t)/E = \epsilon^N_s(t/\tau) \) as a function of \( t \) for \( T = 10 m^{-1} \) and various values of \( N \) (\( \tau = T/N \)).
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**Figure 9.** Function \( g_s(\gamma) \) for the smooth step profile \([D12]\).
may seem artificial from the mathematical viewpoint, it correctly mimics the physical setup under consideration and can be easily treated within the worldline instanton formalism [we explicitly verified that \( p' (\gamma) \) is always negative]. One obtains

\[
I_N (z) = \frac{1}{4} \tan z \left[ 1 + 2 \sum_{n=1}^{N} \frac{1 - \tanh^2 (n/2)}{1 + \tanh^2 (n/2) \tan^2 z} \right].
\]

As in the case of a single Sauter pulse, here \( z_\ast (\gamma) \to \pi/2 \) for large \( \gamma \). By plugging this expression into Eq. (D5), we numerically evaluate the corresponding function \( g_N (\gamma) \). It turns out that the result is almost \( N \)-independent, provided \( N \gg 1 \), so we will present the corresponding limit \( g_\ast (\gamma) \) depending solely on \( \gamma \) (see Fig. [9]). We observe that the exponential part (D4) is substantially reduced for sufficiently large values of \( \gamma \) and the corresponding threshold value amounts to \( \gamma \approx 1 \). Note that the shape of the function \( g_\ast (\gamma) \) is very close to that obtained for the DASE (see Fig. 2 in Ref. [10]). This is the main finding of our worldline instanton analysis.
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