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Abstract
End to end learning is machine learning starting in raw data and predicting a desired concept, with all steps done automatically. In software engineering context, we see it as starting from the source code and predicting process metrics. This framework can be used for predicting defects, code quality, productivity and more. End-to-end improves over features based machine learning by not requiring domain experts and being able to extract new knowledge. We describe a dataset of 5M files from 15k projects constructed for this goal. The dataset is constructed in a way that enables not only predicting concepts but also investigating their causes.

1 Introduction

Our long term goal is to investigate causal relations in software engineering. In which length are files less prone to error? Which code smells [24] should be removed in order to improve productivity [8]?

We present a dataset designed to investigate such questions. The dataset is built for end to end learning, starting in the source code and ending in various process metrics [49, 59]. The dataset samples the source code every two months, starting in June 2021. That enables to use co-change analysis [10, 8] in order to find patterns (e.g., code smells) that are not only predictive but also more likely to be causal. We further discuss the use for causality investigation in Section 3.3.

Empirical software engineering needs such large datasets that can serve as a common benchmark. Deep learning in software engineering suffers from replicability and reproducibility problems [46]. Given the dataset, replication research on the same dataset is easier. Due to the dataset for different languages and dates, reproduction is also easier.

A large part of the research is based on metrics and features designed by experts. Designing a metric is time consuming and hence there are not many of them. Even the best metric suite cannot capture all aspects of interest. By using end to end learning we avoid this problem.
We are far from exploring the large number of possible supervised learning concepts. While defect prediction is a very common use case, we can use the dataset to investigate quality, productivity, security and many other process metrics.

| Language | Projects | Files     |
|----------|----------|-----------|
| C        | 1,121    | 614,671   |
| C#       | 952      | 488,920   |
| C++      | 1,609    | 571,962   |
| Go       | 845      | 337,664   |
| Java     | 2,259    | 1,763,882 |
| JavaScript| 3,133    | 621,434   |
| PHP      | 1,607    | 729,014   |
| Python   | 3,592    | 560,965   |
| All      | 15,118   | 5,688,512 |

Table 1: Dataset Size

Table 1 presents the projects and files extracted in June 2021. The extraction is based on the process described in [10], using the infrastructure [5] and the specific code from [4]. The process filters out tiny, not up-to-date, redundant, and not software projects.

2 Related Work

End to end learning is common in deep learning, due to its ability to extract representations. See [71] for a systematic review of 128 papers using deep learning for 23 software engineering tasks.

Datasets are common in software engineering today. Some of them collect diverse data on projects, aiming to enable multiple uses [29, 43, 67, 5]. Others are dedicated to a specific task, and usually come with features and labels to support it. Datasets of 150k JavaScript files [62] and 150k methods [51] were used for program generation. More examples are datasets for vulnerability [54, 7], tangling commits [34], text summarization [21], Truck Factor Developers Detachment (TFDD) [13], commit classification [64, 44], code translation [47] and many more [64, 66].

Another common type of datasets collections of bugs and defect prediction datasets [36, 51, 63, 7].

We built this dataset in order to enable both general exploration and specific tasks. We pre-computed many process metrics, allowing researchers to build supervised learning models for defect prediction, quality, vulnerability, productivity, etc. We also provided the source code and commit messages. This allows future definition of new process metrics and adapting the dataset for predicting it. We also suggest new tasks that the dataset can be used for.
3 Use Cases

3.1 Defect Prediction

Defect prediction is the application of machine learning in order to find future bugs [23, 32]. Bug identification is important in order to reduce the cost of errors, focus testing effort, and decide on refactor targets. That led to hundreds of papers investigating this area.

Our dataset enables defect prediction by supplying bugs found per file in the detection period. While being the common way to model defect prediction, we believe that this approach suffers from many drawbacks and suggest predicting the more robust Corrective Commit Probability (CCP) [10] instead.

Typically defect prediction requires a single bug to consider a file as buggy. That is problematic in both directions. A single bug might be accidental. On the other hand, we do not differ between the severity of a single bug and five bugs. This problem is solved sometimes by predicting the number of bugs. However, this way we have equivalence between a file that was modified once to fix a bug and a file modified 20 times yet fixing a bug once.

A simple solution is to normalize, and that is what the corrective commit probability [10] does, normalize the bug fixes in the number of commits. In defect prediction we deal with a small number of commits. For larger numbers, as when estimating an entire project, maximum likelihood estimation is added to compensate for the bug-fix language model’s mistakes. The maximum likelihood adaptation is linear and monotonically increasing and therefore does not change the results in defect prediction.

Many tasks benefit from large datasets [57] and so does defect prediction [2]. We provide a large dataset for defect prediction. More than that, since CCP is available for many more files, one can build a model for past CCP and use it downstream as part of future defect prediction.

3.2 Process metrics

Defect prediction is a single narrow concept that can be predicted on code. There are plenty of other interesting important concepts: runtime performance issues, productivity, security vulnerabilities and more.

We provide such process metrics based on meta data - analysis of commit messages, files in commit, developer’s workflow, etc.

Process metrics have been claimed to show where effort is being invested and having less stagnation [49, 59]. Moreover, process metrics are conditionally independent [16, 45] from code metrics. In particular, that makes them conditionally independent from the programming language, file length, code smells, etc.
3.3 Causality

We are not interested in only predicting code quality. We would like to find ways to improve code quality. In order to know how to improve, we should identify causal relations.

Our dataset enables the use of many methodologies in order to find and validate causal relations. Using data analysis and machine learning, one can find patterns related to high quality. Everyone is aware that “Correlation does not imply causation”. However, causation is translated into correlation (possibly with complex conditioning), hence correlational relations are a good start when looking for causation.

Conditioning is a good way to factor-out confounding variables. One can use twin experiments \[70\] by comparing the behavior of the same developer in two different contexts (e.g., different projects) \[10, 8, 3\]. That allows to factor-out the developer skill, style, etc. without even knowing them.

Co-change analysis \[10, 8, 3\] allows to use different behaviours of the same entity changes over time. Given a causal relation, a change in the cause should lead to a change in the effect (possibly conditioned). If there is no such relation, such co-change might be due to other reasons (e.g., a common cause) but otherwise less common. One can use the cause improvement as a classifier and effect improvement as a concept and use the precision lift to identify likely causes. The use of control variables can remove the threat of common causes.

If a fixed set of variables is used for prediction, it is easy to extend the method. Assuming the Markov property \[25\], we can focus in the current and previous states. One can use both the current set of variables and the difference between the current variables and the variable in the previous timestamp.

If we have a predictive model with perfect accuracy, we are assured that there is no other causal variable (in this data set), since its existence will prevent perfect prediction. If we have a minimal predictive model, each variable change leads to a change in prediction in at least one flow (if not, it could have been removed hence the model is not minimal). Therefore a perfect minimal predictive model means there are no other causes and for each variable there is a case where changing it changes the prediction.

However, many machine learning modeling problems are NP-complete \[22, 20, 19, 17, 41\]. In some cases, even weak learning is not feasible \[65, 37\]. Therefore, we cannot expect to find a minimal model. However, finding a model can shed light on unknown relations.

When observing changes in nature, there are few common uncertainties. We cannot know why a developer chooses to perform a change (e.g., preference to low hanging fruits or acting only in crisis). We are not sure if the change is a local clean change or a total rewrite. Even a clean change might be later interfered by more changes. The classical test-bed for causality is the controlled experiment, aiming to deal with these changes.

Choosing cases for experiments is a harder than expected problem in software engineering. A researcher might build toy problems yet they usually do not resemble how code is developed and maintained. Finding suitable cases
manually is hard since usually there are not many of them.

Our dataset enables intervention experiments. Consider the removal of code smell as an example. One can look for source code having the smell. One can also assure that the context is valid for change analysis (e.g., long enough prior history, no major refactoring before the current date). Given the potential intervention points, the researcher can choose the cases to act on and a control group by a desired policy. Then, perform the intervention and investigate its result.

3.4 Program Repair

In program repair, the goal is to automatically generate a modification that fixes a bug. Similarly, the goal of automatic refactoring is to generate a refactor modification that keeps the program functionality yet improves its structure.

Samples of such cases are important in order to build relevant models and evaluate them. We identify these cases in files that were modified only once in the modification period, attributing the change to a single commit. We also require the commit to modify only one source code file (optionally with one test file), in order to be sure that the modification to the file is self-contained.

This dataset also has a surprising educational value. Developers rarely get feedback on bugs that they miss or beneficial refactors not applied. This dataset can be used as a question/answer training. It is likely that not all answers (the modification done to the prior version), should be accepted as canonical answers. Filtering can be done by selecting only answers improving a desired metric. Another solution is to use the wisdom of the crowd and use the developers feedback to identify these answers.

3.5 Code Similarity

Comparison of software has a natural threat of comparing apples and oranges. Hence when trying to compare aspects like programming language might not compare similar projects. Also, projects in different domains have a different tendency to be error prone, even when in the same language.

One approach to have similarity of programs is to use different solutions to the same task. One can use these dataset to construct a code similarity metric. That enables comparing similar programs in different settings (e.g., programming language), focusing only on the differing aspect.

However, the main difficulty is the definition of similar code. This is not well defined and while there are easy cases of surely similar or not similar, the gray area is large. We suggest using different versions of the same file as positive examples of similar code. This suggestion relies on the fact that the developer considers them to be similar, by putting them in the same file. In principle, any pair of different files can serve as negatives. However, this will lead to a positive rate of $O\left(\frac{1}{n}\right)$ which is both very imbalanced and rather easy since
most pairs will probably be different in many aspects. Instead, we consider only files from the same project and the same directory, increasing the challenge by comparing close files.

As we collect versions in more dates, we can require a higher bar. The identifiers are informative in code similarity [1], and by using versions of the same file we reduce their benefit and force the model to use different information. We can do it by comparing a version of a file to two other versions of it and require the model to find the closer version. Hence the October version of the file should be closer to the December version than to the June version. The concept of closer can be computed by the date difference between the versions or the number of commits separating them. The similarity dataset contains all the files in the projects, hence can be used for text similarity (e.g., in English) and image similarity in the same method.

### 3.6 Program Difficulty

Program difficulty is another aspect that should be considered when comparing software. Once again, there is no common way to measure difficulty. Sometimes a manual definition of task difficulty can be used to label the difficulty to its solutions [58]. We approach the problem by using some labeling functions [60] differing difficult and easy files. The first labeling function that we use compares two files written by only one same developer in the same project. By doing that we factor out the developer skill and the problem domain. We compare error prone files to a risk reduce file, measured by CCP. This labeling function operationalizes the definition “It is more likely to make mistakes in harder tasks”.

The second labeling function is inspired by the habit of “Good first issues” [35]. It is common to let new developers in a project to work on easier tasks, helping them to get familiar with the project. Again, we compare files owned by the same developer in the same project, one written in the developers first 6 months and one in the next 6 months. We do not use later files in order to avoid the threat of significant skill improvement. This labeling function operationalizes the definition “Beginners tend to work on easier tasks”.

The last labeling function uses the amount of work invested in the file. We use files written in a single commit, and use the gross work duration. The gross time is the time from the developer’s previous commit, given it was in the same day [10]. This labeling function operationalizes the definition “Harder tasks take longer”.

Each labeling function captures a different aspect of difficulty and uses a different dataset. One can build models upon them and use methods that can aggregate them in order to have a combined difficulty measure [60] [12].

### 3.7 Other Use Cases

We provide the relevant commit messages in order to enable the use of new linguistic models for computing new process metrics. The commit messages
themselves can be used for text summarization \cite{21}.

The project, and the topics that the contributors attach to them, can be used for topic identification. The flow of developer activity (e.g., commit dates, modified files), can be used to identify a change in behaviour \cite{11}.

The dataset can be used to answer many descriptive statistics questions of interest. One can find the distribution of LOC per function, the distribution of the number of parameters for function, etc.

Last but not least, the source code can be used to train language models. These can be used for many downstream tasks from prediction to code generation completion \cite{33, 18}. More uses are training for code search \cite{30}, and automatic documentation \cite{48}.

4 Threats to Validity

We used language models \cite{6, 10, 9} in order to analyze the commit messages and extract process metrics as bug fixes and refactors. These models have high performance (e.g., the corrective model is close to human level) yet they are not perfect. We use a maximum likelihood estimation method for classifiers in order to find the positive rate given the hit rate \cite{6} yet the result is still not perfect.

Though that dataset is stale, we would like to alert over changes that might influence it. The data keeps evolving and therefore subject to concept drift \cite{26}. Hence reporting on the recent or all time datasets might be changed. We hope that the language models will keep improving, hence existing commit messages might be classified differently in the future (while we keep the stale version).

We provide two kinds of splits to train, validation and test sets. The larger split is done by repositories and each repository split is further split by files. Note that the Independent and Identical Distribution assumption is not likely to hold when splitting by repositories since that might be very different. We provide this split in order to investigate domain adaptation and cross project prediction, a severe problem in defect prediction \cite{73}.

The definition of the concept in supervised learning is always of high importance yet here it might be critical. Consider the use case of defect prediction, a well explored area. The concept seems trivial: "Did a defect appear in the file?". However, defects are marked only after they are fixed. Kim and Whithead reported that the median time to fix a bug is about 200 days \cite{38}.

Hence, when using bug detection as a concept, a critical question is the length of the detection period. We used two months as the default period, and provided the data and code to use a different period.

A more subtle important decision, which is easy to miss, is the definition of negatives, files without bugs. It seems natural to choose all files without bugs as negatives but this leads to two difficulties. First, the file might have a bug yet the file was not used (and possibly part of a project entirely not used). Another problem is the creation of an imbalanced dataset \cite{69, 40, 55}. The number of files changed during a two months period might be lower than 10%
of the project files. Class imbalance causes classifiers to favor the majority class and make metrics like accuracy misleading.

A suitable definition of the target concept comes from the desired use case and therefore there is no universal solution. We believe that for most use cases, choosing only files modified during the period as negative is a good option.

Another threat is the use of the source code as input. One approach can be to remove all comments in preprocessing since comments are irrelevant to the program execution. However, cases like ‘TODO’ comments are informative yet not causal regarding the existence of bugs. Again, this decision should be taken with respect to a use case.

There are many powerful natural language models hence it is tempting to use them as is for source code. One should note that source code contains many entities (variables, functions) whose name is not a word. When working on NLP it is common to represent rare tokens as ‘unknown token’. Whoever, if applied to code, will lose the important information that some statements refer to the same entity. In many cases the entity name is a list of words, concatenated in underscore (e.g., ‘customers_dict’, ‘list_of_orders’). They provide valuable information on the entity type and relations among entities that might help if represented.

We would like to know how representative our dataset is. We do that by choosing some organizations and checking how many of their open source projects appear in our dataset (the full one [10] not just the currently exported, presented in Table 2.

| Organization | Projects | BigQuery Dataset |
|--------------|----------|------------------|
| Apache       | 2.3k     | 420              |
| Google       | 2.1k     | 1789             |
| Wikimedia     | 2.4k     | 480              |
| GNOME        | 381      | 401              |
| Tensorflow   | 101      | 93               |

Hence the GitHub BigQuery schema recall seems to be in the range of 20%-90% (GNOME probably deleted projects that still exist in the schema). The requirements of the dataset filter (e.g., at least 50 commits in 2020) filters out 50%-80% of the projects of these rather active organisations. Note that only 1% of the projects in BigQuery have at least 50 commits in 2020.

While we try to capture the state of the project in a given time, noise exists. 53 commits out of 59 million had a timestamp higher than the one in which they were fetched. Hence, this specific problem is negligible yet other timing problems probably exist. Developers might commit at a given time, send their work to review and have it accepted after a long time. BigQuery updates the GitHub schema once a week, which might also lead to mismatches. In cases where the precise state is needed we recommend cloning the project and to examine the project at that time.
5 Future Work

The programming languages in the dataset represent the 20 most common source code extensions. More languages exist and might be of interest.

This dataset is still evolving. We started publishing data and we plan to further extend it. We will keep publishing future versions.

We are interested in ideas, use cases and extensions of the datasets. If you have such, please contact us. If you have datasets or tools that can be used for enhancement, we will be interested too.

We provide all the source code used to generate the dataset. This way any researcher can construct datasets fitting for specific needs. That makes decisions taken (e.g., a gap of two months between source code versions), more flexible and less important. We hope that the dataset will lead to plenty of future work in the presented use cases and many new ones.

6 Conclusion

- We present a large and diverse dataset that enables end to end learning in software engineering.
- The dataset extracts source code and process metrics every two month to enable investigating causality.
- We provide labeling functions and dataset to investigate code similarity.
- We provide labeling functions and dataset to investigate program difficulty.

Supplementary Materials

The code used to produce the dataset is in [4] and so are links to the repositories containing the datasets.
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