Thermalization of Gauge Theories from their Entanglement Spectrum
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Using dual theories embedded into a larger unphysical Hilbert space along entanglement cuts, we study the Entanglement Structure of $Z_2$ lattice gauge theory in $(2+1)$ spacetime dimensions. We demonstrate Li and Haldane’s conjecture, and show consistency of the Entanglement Hamiltonian with the Bisognano-Wichmann theorem. Studying non-equilibrium dynamics after a quench, we provide an extensive description of thermalization in $Z_2$ gauge theory which proceeds in a characteristic sequence: Maximization of the Schmidt rank and spreading of level repulsion at early times, self-similar evolution with scaling coefficients $\alpha = 0.8 \pm 0.2$ and $\beta = 0.0 \pm 0.1$ at intermediate times, and finally thermal saturation of the von Neumann entropy.

Introduction. Understanding thermalization of isolated quantum systems is an outstanding challenge in many fields, from atomic gases at ultra-cold temperatures [1,3], condensed matter physics [4,7], cosmology [8], to high energy and nuclear physics [9-14]. Much progress has been made in various systems based on the Eigenstate Thermalization Hypothesis (ETH) [15-17], but not much is known for gauge theories, i.e. systems with an extensive number of local constraints.

Entanglement structure, more precisely the Entanglement Spectrum (ES), first suggested by Li and Haldane [18], has recently become the subject of multiple such studies [19-27]. Their extension towards understanding the thermalization of Abelian and non-Abelian gauge theories, e.g. in Quantum Chromodynamics (QCD) [14]. Our approach is suited for exploration with tensor networks [52-54] in the case of ground states, as well as near-future digital quantum computers and analog quantum simulators [55] (see e.g. [67-69] for $Z_2$ LGT).

Entanglement Structure of $Z_2$ Gauge Theory. We consider $Z_2^{2+1}$ LGT with Hamiltonian

$$H = -\sum_n \sigma_n^x \sigma_{n+\hat{x},y}^z \sigma_{n+\hat{y},x}^z - \epsilon \sum_{n,i=x,y} \sigma_{n,i}^z,$$

with $n = (n_x, n_y)$, $n_i \in [0, N_i - 1]$ and $i = x, y$ where $\sigma_{n,i}^x$ ($\sigma_{n,i}^z$) are Pauli operators positioned on the links of a two-dimensional rectangular lattice with $N_x \times N_y$ sites. Gauge invariance is expressed as $[H, G_n] = 0$ with $G_n = \sigma_{n,x}^x \sigma_{n-\hat{x},y}^x \sigma_{n,y}^y \sigma_{n-\hat{y},x}^y$ and Gauss law defines the physical subspace as $G_n |\psi_{\text{phys}}\rangle = |\psi_{\text{phys}}\rangle$. 
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FIG. 1. Lattices with entanglement cuts considered in this work. (a) Torus and (b) infinite cylinder with entanglement boundary/boundaries $\partial A$. 
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\[ Z^{2+1}_{\epsilon} \] LGT has two ground state phases: a topologically trivial phase (confined), as well as a phase with topological order (TO). In the TO phase, for \( \epsilon < \epsilon_c \), the ground state manifold is fourfold degenerate (on a torus), labelled by eigenvalues of ‘ribbon’ operators \( V_x = \prod_{n \in \mathbb{Z}} \sigma^x_{n,i} \) and \( V_y = \prod_{n \in \mathbb{Z}} \sigma^y_{n,i} \), winding around the \( x \)- and \( y \)-directions, with \([V_x, H] = [V_y, H] = 0\).

In the following, we consider the entanglement properties of a bipartition \( N_x \equiv N_A + N_B \) of a torus, see Fig. 1(a). Before considering thermalization dynamics, we now compute the boundary theory. The ground state for \( \sigma_{\partial A} \) significantly compared to a direct implementation of Eq. (1).

To demonstrate Li and Haldane’s conjecture, we first validate our approach of computing LGT Entanglement Structure by demonstrating Li and Haldane’s conjecture [18]: TO is manifest in the entanglement structure of states; the low lying part of the ES is equal (up to rescaling) to the physical spectrum of boundary excitations at the entanglement cut.

The basis of our analysis are dual formulations of Eq. (1) embedded into a larger, unphysical HS along boundaries: (a) for the torus with aforementioned entanglement bipartition [Fig. 1(a)], as well as (b) an infinite (half) cylinder with physical boundaries [Fig. 1(b)], see Supplemental Material. Our dual approach is a generalization of that of Wegner [35], and unlike the latter where all Gauss laws are eliminated, it captures the entanglement structure stemming from the Gauss laws between the two subsystems, as we demonstrate below by verifying Li and Haldane’s conjecture. By also resulting in a smaller Hilbert space, it reduces the numerical cost significantly compared to a direct implementation of Eq. (1).

To demonstrate Li and Haldane’s conjecture, we consider first the semi-infinite cylinder A with physical ‘open electric’ boundary conditions \( \partial A \) in Fig. 1(b) [33, 37]. The corresponding dual Hamiltonian reads

\[
H_A = -\sum_{n,n_x>0} \mu_n^{x,z} - \sum_{n,n_y=0} \mu_n^{y,n_y} \sigma_{n_y}^{x,z} \tag{2}
\]

This contains two sets of Pauli operators: dual gauge invariant operators \( \mu_n^{x,z} \) in the bulk as well as the original gauge-variant variables \( \sigma_{n,i}^{x,z} \) on \( \partial A \). Here, \( \sigma_{(-1,0),x} \) is the electric flux through the boundary, see also Supplemental Material. While gauge-redundancy is eliminated in the bulk, Gauss law on \( \partial A \) is not eliminated, \( G_{n_y} \equiv \sum_{n_x} \sigma_{(n_x,0),y}^{x,z} \sigma_{(n_x-1,0),y}^{x,z} H^{x,z}_{n_x} \) for \( n_y > 0 \) and \( \sigma_{(0,0),x}^{x,z} \sigma_{(0,0),y}^{x,z} = H^{x,z}_{(0,0)} \) for \( n_y = 0 \).

To demonstrate Li and Haldane’s conjecture, we first compute the boundary theory. The ground state for \( \epsilon = 0 \), \( V_y = 1 \) is given by \( |\Omega^A\rangle = P_G |\rangle \) where \( |\rangle \) is the state with plaquette eigenvalue 1, i.e. \( \mu_n^{x,z} |\rangle = |\rangle \) in the bulk (\( n_x > 0 \)) and \( \mu_n^{y,n_y} |\rangle = |\rangle \) on \( \partial A \) (\( n_x = 0 \)).

To demonstrate Li and Haldane’s conjecture, we first compute the boundary theory. The ground state for \( \epsilon = 0 \), \( V_y = 1 \) is given by \( |\Omega^A\rangle = P_G |\rangle \) where \( |\rangle \) is the state with plaquette eigenvalue 1, i.e. \( \mu_n^{x,z} |\rangle = |\rangle \) in the bulk (\( n_x > 0 \)) and \( \mu_n^{y,n_y} |\rangle = |\rangle \) on \( \partial A \) (\( n_x = 0 \)).

We now compute the ES for \( \partial A \) a (virtual) entanglement cut of the infinite cylinder \( A + B \), see Fig. 1(b).
The density matrix of the ground state is \([ O(\epsilon) ]\)

\[
\rho_{A+B} = \left( 1 - \frac{\epsilon}{4} \left[ \sum_{n_i \in \partial A} \mu_{n_i}^x \mu_{n_i}^{-x} + \sum_{n_y=0}^{N_y-1} \sigma_{(n_y),y}^x \right] \right) \rho^{(0)} + \text{h.c.},
\]

with \(\rho^{(0)} = \prod_{n_y} (1 + G_{n_y})/2 \prod_{n_y} (1 + W_{n_y})/2\), where \(W_n = \mu_n^z \sigma_{(n_y),y}^z\) for \(n_x \in \{0, -1\}\) and \(W_n = \mu_n^y\) for \(n_x < -1\) and \(n_x > 0\). In Eq. \((4)\), \(n_y \notin \partial A\) indicates summation over links in \(A + B\) away from the entanglement cut. The reduced density matrix of system \(A\) follows as

\[
\rho_A = \left( 1 - \frac{\epsilon}{4} \left[ \sum_{n_i \in \partial A} \mu_{n_i}^x \mu_{n_i}^{-x} + \sum_{n_y=0}^{N_y-1} \sigma_{(n_y),y}^x \right] \right) \rho_A^{(0)} + \text{h.c.},
\]

with \(\rho_A^{(0)} = \prod_{n_y} (1 + W_{n_y})/2\) and \(\prod_{n_y} \) a \(2N_y\) dimensional unit matrix on \(\partial A\). We thus obtain the EH \(
H_A^{\text{ent}} = -\log(\rho_A)\) from Eq. \((5)\),

\[
H_A^{\text{ent}} = N_y \log(2) + \epsilon \frac{N_y-1}{2} \sum_{n_y=0}^{N_y-1} \sigma_{(n_y),y}^x \sigma_{(n_y),y}^{-x} \mu_n^x \mu_{n-y}^{-x}.
\]

omitting again the projector \(\prod_{n_y} (1 + W_{n_y})/2\). Eq. \((6)\) has precisely the same form as Eq. \((3)\), \(H_A^{\text{ent}} \approx H_A^{\text{ent}}\), demonstrating (perturbatively) Li and Haldane’s conjecture for \(\mathbb{Z}_2^{d+1}\) lattice gauge theory.

To probe the validity of this equivalence beyond perturbation theory, we turn to numerical simulations with exact diagonalization \([76]\). We consider a torus separated by two entanglement cuts into systems \(A + B\), shown in Fig. 3(a). The ES \(\xi_n\) of states \(n = 1, \ldots, \dim(\rho_A)\) in \(A\) is shown in Fig. 2(a), separated into symmetry sectors, specified by the electric flux operators into the system on both boundaries (\(\uparrow/\downarrow\)) and a string of electric field operators \(\tilde{V}_\epsilon = \prod_{n \in \mathcal{C}} \sigma_{n_i}^x\), across a path \(\mathcal{C}\) from one boundary to the other (\(\pm\)), see Supplemental Material. Fig. 2(b) shows the smallest eigenvalues (‘low energy part’) of the ES compared to the boundary spectrum of \(H_A\) for \(\epsilon = 0.1\), displaying near perfect agreement with each other and with our perturbative result. This agreement holds in the TO phase with good precision up to finite size corrections.

Another signature of TO are Entanglement Gaps of the ES \(\Delta_\Sigma \xi\) shown in Fig. 2(a) and (c), the latter displaying \(\Delta_\Sigma 1\) as a function of \(\epsilon\). Defining the TO/confinement phase transition \(\epsilon_c\) at \(\Delta_\Sigma 1 \to 0\) results in \(\epsilon_c = 0.38 \pm 0.09\) agreeing within errorbars with the infinite volume result \(\epsilon_c = 0.33 \pm 0.01\) \([76]\), see Supplemental Material where we demonstrate robustness against finite-volume effects.

The Bisognano-Wichmann (BW) theorem, and its extensions \([39, 40]\), captures another aspect of the EH; it states that the EH of the ground state is a local deformation of the system Hamiltonian. Using an ansatz to approximate the reduced density matrix \(\rho_A \approx \sigma_A \exp \left( -\sum_{n \in A} \beta_n h_n \right)\), with \(h_n\) denoting gauge-invariant local operators in \(A\), we test its applicability to LGTs. Optimal local parameters \(\beta_n\), obtained by minimizing the relative entropy \(S(\rho_A | \sigma_A)\), are shown in Fig. 3(a), see also Supplemental Material.

Our results are consistent with a parabolic deformation in the vicinity of the phase transition, as expected from BW for a conformal field theory. While the deformation deviates from a parabola away from the critical point, the overall quality of the approximation \(H_A^{\text{ent}} \approx -\log(\sigma_A)\) is excellent, see Fig. 3(b) and Fig. 3(c), comparing the exact ES to its variational approximation. The local deformation captures the low energy part of the ES almost perfectly for all \(\epsilon\), except for small deviations at high energy which do not contribute significantly to the entanglement entropy.

**Thermalization from the Entanglement Spectrum.** To characterize thermalization dynamics, we extract the ES of non-equilibrium states in the following. We prepare a (randomly chosen) excited eigenstate of \(H(\epsilon = 0.1)\) as initial state and evolve with \(H(\epsilon = 1)\). Fig. 4(a) demonstrates thermalization, showing the corresponding Schmidt spectrum \(P(n, t) \equiv \exp \{-\xi_n(t)\}\) of subsystem...
A $[N_x \times N_y = (3+5) \times 3]$ approaching the thermal limit (black dotted line) at late times. Thermalization occurs when expectation values are equal to those derived from a canonical ensemble, i.e. $\rho_A^{\text{therm.}} = \text{Tr}_B(\rho^{\text{can.}})/\text{Tr}(\rho^{\text{can.}})$ where $\rho^{\text{can.}} = \exp(-\beta H)$ [77]. In Fig. 4(a), we use an approximate, but numerically simpler, form $\rho_A^{\text{therm.}} \approx e^{-\beta H_A}/\text{Tr}_A(e^{-\beta H_A})$ [77], with $H_A$ the projection of the Hamiltonian onto subsystem $A$ [boundaries are as in Eq. (2)]. In Fig. 4(b), we show the Bhattacharyya distance [28] between $\rho_A$ and $\rho_A^{\text{therm.}}$ and the von Neumann entropy, whose saturated value exhibits a volume law as displayed in the inset.

The dynamics of electric and magnetic energies is shown in Fig. 4(c) and compared with their thermal expectations, for system size $N_x \times N_y = (3+3) \times 3$. Here, $\rho_A^{\text{therm.}}$ is determined from the exact $\rho^{\text{can.}}$. To estimate the systematic error resulting from the approximate form of $\rho_A^{\text{therm.}}$ and finite volume effects, in (c) the inverse temperature $\beta \approx 0.26$ is determined by the total energy, while in (a) and (b) $\beta \approx 0.3$ it is determined from matching the saturated entanglement entropy to the thermal entropy of the same system $H_A$.

The ES allows to characterize the stages of the thermalization process. To show this, we consider the distribution $P(s_n, t)$ of level spacings $s_n = \xi_n - \xi_{n-1}$ of the unfolded ES $\xi_n$ [79], again resolved into symmetry sectors. Additionally, we consider the gap ratio [6]

$$r_n \equiv \min(\delta_n, \delta_{n-1}) / \max(\delta_n, \delta_{n-1})$$

where $\delta_n = \xi_n - \xi_{n-1} \geq 0$ of the ES $\xi_n$. Fig. 5(a) shows the level spacing distribution $P(s_n, t)$ at $t = 0$ (gray) and for $\epsilon \cdot t \geq 1$ (black), combined for all symmetry sectors. We compare this with a completely uncorrelated Poisson distribution (blue dotted), a Gaussian Orthogonal Ensemble (GOE, red dashed) and a Gaussian Unitary Ensemble (GUE, green dotted). Along with the distribution of the gap ratio $P(r_n, t)$ in Fig. 5(b), level statistics consistent with GUE is observed for $\epsilon \cdot t \lesssim 0.5$ in Fig. 5(c) (black curve), well before the thermalization time scale $\epsilon \cdot \tau_{\text{therm.}} \approx 4$ seen in Fig. 4(b).

In order to probe the independence of thermalization on the special initial state, with large entanglement and ES level repulsion, we now consider a different scenario starting from an entirely unentangled initial state: a randomly chosen excited state of the $\epsilon \to \infty$ 'electric ground state' (the confined phase). Orange curves in Fig. 5(a-c) show the resulting level spacing and gap ratio approaching GUE at $\epsilon \cdot t \gtrsim 1$ starting from the trivial ES at $\epsilon \cdot t = 0$. The average gap ratio in (c) quickly jumps to $\langle r_n \rangle \approx 0.2$ at earliest times, then grows linearly until it saturates to about $\langle r_n \rangle \approx 0.6$. The inset of (c) shows that the growth of entanglement is much slower and saturates at parametrically later times $\epsilon \cdot \tau_{\text{therm.}} \lesssim 150$, similar to the separation observed in [41] (see also [80]).

Remarkably, we find that the stage between the build-up of level repulsion and entanglement saturation is characterized by a self-similar scaling form of the spectrum $P(n, t)$, shown in Fig. 6, reminiscent of classical wave turbulence [48–51]. In this regime, the spectrum can be rescaled as $P(n, t) \approx \tau^{-\alpha} P(\tau^{\beta} n)$ with $\tau \equiv (t - t_0)$. We numerically determined $\epsilon \cdot t_0 = 1.8 \pm 0.5$ and the scaling coefficients, see Supplemental Material for details,

$$\alpha = 0.8 \pm 0.2 \quad \beta = 0.0 \pm 0.1.$$  

Our observation implies that thermalization occurs through turbulent transport of probability from the 'high energy' (small probability) towards the low lying part of the ES (large probability). The errors quoted for $\alpha, \beta$ include finite-volume and errors from the statistical procedure of extracting them; a detailed analysis, including results on larger lattices, can be found in Supplemental Material.

**Summary and Conclusions.** In this letter, we explored the entanglement structure of LGTs to character-
FIG. 5. (a) Distribution $P(s_n)$ of level spacings (of the unfolded ES), for the quench from $\epsilon = 0.1 \rightarrow 1$ (gray and black curves) versus $\epsilon \rightarrow 0$ (confined phase) as initial condition (orange curve). (b) Gap ratio distribution $P(r_n)$. (c) Average gap ratio $\langle r_n \rangle$ as a function of time. Inset: Growth of von Neumann entropy for the quench $\epsilon = \infty \rightarrow 1$. (Shown for $(N^A_2 + N^B_2) \times (3+5) \times 3$ lattice sites.)

FIG. 6. Left: Un-rescaled Schmidt spectrum $P(n, t) = \exp\{-\xi_n\}$ for the quench $\epsilon = \infty \rightarrow 1$ at different times. Right: Rescaled Spectrum. The approach to thermalization is characterized by a self-similar universal form $P(n, t) = \tau^{-\alpha} P(\tau^\beta n)$, $\tau \equiv \epsilon(t-t_0)$ for times $2 \lesssim \epsilon \cdot t \lesssim 60 - 100$. A black dotted line indicates power law behavior $(\tau^\beta n)^{-2}$. The spectrum outside the scaling window is shaded out. (Shown for $(N^A_2 + N^B_2) \times (3+5) \times 3$ lattice sites.)

We demonstrated Li and Haldane’s entanglement-boundary conjecture [18] for $\mathbb{Z}_2^{2+1}$ gauge theory, both analytically (in perturbation theory) and numerically using exact diagonalization. Moreover, we reconstructed the Entanglement Hamiltonians of ground states, finding consistency with expectations from the Bisognano-Wichmann theorem [38, 40] at arbitrary coupling. Using the closing of the Entanglement Gap of the ES, we determine the confinement/deconfinement phase transition at $\epsilon_c = 0.38 \pm 0.09$. We find agreement within error bars with the infinite volume results, demonstrating the potential usefulness of Entanglement Structure, compared to computing volume versus boundary law scaling of Wilson loop operators.

Our most important result is that $\mathbb{Z}_2^{2+1}$ thermalization occurs in clearly separated stages: Starting from an initial (unentangled) product state, the system maximizes its Schmidt rank quickly, followed by rapid spreading of level repulsion throughout the ES at early times. An intermediate regime is characterized by self-similar scaling of the Schmidt spectrum, reminiscent of wave turbulence and universality in (semi-)classical systems, with scaling coefficients $\alpha = 0.8 \pm 0.2$, $\beta = 0.0 \pm 0.1$.

This observation strongly hints at a reconciliation of the (naively different) quantum versus classical thermalization paradigms, i.e. in terms of matrix elements of observables [15, 16] versus ergodicity, chaos and universality [43]. Because time evolution in quantum mechanics is linear, quantum chaos is hidden in the complexities of energy eigenfunctions [16], however, (and perhaps not so surprisingly [77]) it becomes evident in the Entanglement Spectrum. Our analysis provides a systematic path for the quantification and classification of this behavior, which is likely generic for gauge and non-gauge systems and in line with the ETH. Our numerical investigations are not exhaustive, and could be extended to, e.g., studying the build-up of volume law entanglement, spectral form factors [42, 79], or higher order level spacing ratios [92] of the ES. It would also be interesting to apply our techniques to systems with many-body localization [94].

Apart from the importance of $(2+1)d$ LGTs for, e.g., topological quantum computation [95, 96], and condensed matter physics [97, 98], the Entanglement structure of Abelian and non-Abelian gauge theories, such as QCD, may be crucial for thermalization in high energy physics.
and nuclear physics, where it is largely unexplored. Examples are the apparent quick thermalization and hydrodynamization of the Quark-Gluon-Plasma in ultra-relativistic heavy ion collisions [14] or the structure of QCD bound states in deeply inelastic scattering experiments [99,101].

Understanding thermalization of quantum many-body systems, in particular of gauge theories, is a unique opportunity for quantum computers and analog simulators [55–69]. Entanglement structure of quantum many-body states can be extracted in state-of-the-art quantum simulation experiments, see e.g. [88,102,104].
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SUPPLEMENTAL MATERIAL

Dual formulations of $Z_2^{2+1}$, $Z_N^{2+1}$ and $U(1)$.

Dual formulations of $Z_2^{2+1}$ are well known, for fixed boundary conditions \cite{Baxter} and for an infinite system without a boundary \cite{Sachdev}

Here, we give exact dual formulations for periodic (PBC) and open boundary (OBC) conditions, as well as for systems with ‘virtual’ entanglement cuts. This allows us to compute the entanglement spectrum and entanglement entropy of $Z_2^{2+1}$ LGT by embedding it into a larger unphysical HS along those boundaries.

Dual formulation on a periodic lattice. 

Considering a periodic lattice with $N_x \times N_y$ sites, where $n_y \in 0, \ldots, N_y - 1$ and $n_x \equiv (n_x, n_y)$, the original $Z_2^{2+1}$ gauge variant electric field variables $\sigma_{n,i}^x$ are written in terms of the dual variables $\mu_n^x$ and $V_x, V_y$,

$$
\sigma_{n,x}^x = \begin{cases} 
\mu_n^x \mu_{n-y}^x & \text{if } n_y > 0 \text{ and } n \neq (N_x - 1, 1), \\
\mu_n^y \mu_{n-y}^y V_y & \text{if } n_y = 0 \text{ and } n \neq (N_x - 1, 0), \\
\mu_{(N_x-1,N_y-1)}^x V_x V_y & \text{if } n = (N_x - 1, 0), \\
\mu_{(N_x-1,1)}^x V_x & \text{if } n = (N_x - 1, 1), 
\end{cases}
$$

and

$$
\sigma_{n,y}^x = \begin{cases} 
\mu_n^x \mu_{n-x}^x & \text{if } n_x > 0 \text{ and } n \neq (N_x - 1, 0), \\
\mu_n^x \mu_{n-x}^x V_x & \text{if } n_x = 0 \text{ and } n \neq (0, 0), \\
\mu_{(N_y-2,0)}^x V_x & \text{if } n = (N_x - 1, 0), \\
\mu_n^x & \text{if } n = (0, 0).
\end{cases}
$$

While the role of $V_y$ is unchanged compared to the case with periodic boundary conditions, note that there is no $V_x$ winding around the $x$ direction. Instead, we can define an operator $\hat{V}_x \equiv \prod_{n_i \in \mathcal{C}} \sigma_{n_i,i}^x$ where $\mathcal{C}$ is a path connecting both boundaries.

Dual formulation with open (electric) boundary periodic conditions in the $x$-direction, and periodic boundary conditions in the $y$-direction.

Consider the case of periodic boundary conditions in the $y$-direction and open (electric) \cite{Baxter} \cite{Sachdev} boundary conditions in $x$, corresponding to a finite cylinder. Boundary conditions are such that the electric flux into the system is accessible through Gauss law on the boundary, i.e. $\sigma_{(1,-1),y}^x = \sigma_{(0,-1),y}^x \sigma_{(0,0),y}^x \sigma_{(0,1),y}^x$ and similar at $N_x - 1$. Because the corresponding magnetic plaquette terms are not, $\sigma_{(-1,1),x}^x$ and $\sigma_{(N_x-1,1),x}^x$ become part of the center of the algebra of $A$.

In the dual formulation, $\hat{V}_x$ commutes with all operators in $A$, in particular with the plaquette operators, and is therefore also an element of the center.

Gauss laws are eliminated, except on the boundary where we work with gauge-variant operators $\sigma_{n,y}^x$ (for $n_x = 0$ and $n_x = N_x - 1$). The electric field operators are in the bulk,

$$
\sigma_{n,y}^x = \begin{cases} 
\mu_n^x & \text{if } n = (0, 0), \\
\mu_n^x \mu_{n-x}^x & \text{else, i.e. for } 0 < n_x < N_x - 1,
\end{cases}
$$

while on the two open boundaries $\sigma_{(0,0),y}^x$ and $\sigma_{(N_x-1,0),y}^x$ are not replaced by dual variables. Likewise, the electric field variables in $x$ direction are given as follows

$$
\sigma_{n,x}^x = \begin{cases} 
\mu_n^x \mu_{n-y}^x & \text{if } n_y > 0, \\
\mu_n^x \mu_{n-y}^x V_y & \text{if } n_y = 0,
\end{cases}
$$

for $0 \leq n_x < N_x - 1$. The electric flux through the two boundaries at $n_x = -1$ and $n_x = N_x - 1$ is given by

$$
\sigma_{(-1,y)}^x = \begin{cases} 
\sigma_{(0,0),y}^x \mu_{(0,0),y}^x V_y & \text{if } n_y = 0, \\
\sigma_{(0,1),y}^x \mu_{(0,1)}^x & \text{if } n_y = 1, \\
\sigma_{(0,0),y}^x \sigma_{(0,0),y}^x \mu_{(0,0),y}^x & \text{if } n_y \geq 2,
\end{cases}
$$

just as the original variables, $\mu_{n}^{x/z}$ are spin operators (on the dual lattice); the $N_x \times N_y - 1$ independent Gauss laws are eliminated. Because the change of variables is canonical, the $Z_2$ algebra remains unchanged $\mu_n^x \mu_n^y \mu_n^z = -\mu_n^x$. The dual Hamiltonian is

$$
H = -\epsilon \sum_n (\sigma_{n,x}^x + \sigma_{n,y}^x) - \sum_{n \neq (N_x-1,0)} \mu_n^x - \prod_{n \neq (N_x-1,0)} \mu_n^x
$$

where $\sigma_{n,x}^x$ and $\sigma_{n,y}^x$ are given by Eqs. (8-9), respectively.
on the left boundary and

\[
\sigma^x_{(N_x-1,n_y)} = \\
\begin{cases} 
\sigma^x_{(N_x-1,0)}, y \sigma^x_{(N_x-1,N_y-1)}, y & \text{if } n_y = 0, \\
\times \mu^x_{(N_x-2,0)} \mu^x_{(N_x-2,N_y-1)} V_y & \text{if } n_y \geq 1,
\end{cases}
\]

and the right. We retain gauge variant magnetic variables near the boundaries, and the magnetic variables can be written as (for \(n_x \in [0, N_x-2], n_y \in [0, N_y-1]\))

\[
\mu^z_n = \\
\begin{cases} 
\sigma^z_{n,x} \sigma^z_{n+\hat{y},y} \sigma^z_{n+\hat{y},x} & \text{if } n_x = 0 \& n_y > 0, \\
\sigma^z_{n,x} \sigma^z_{n+\hat{y},y} \sigma^z_{n,y} & \text{if } n_x = N_x - 2, \\
\sigma^z_{n,x} \sigma^z_{n+\hat{y},y} \sigma^z_{n,y} \sigma^z_{n,y} \sigma^z_{n,y} & \text{elsewhere}.
\end{cases}
\]

Finally, the dual Hamiltonian is given by,

\[
H = - \sum_{n_x=1}^{N_x-3} \sum_{n_y=0}^{N_y-1} \mu^z_n - \sum_{n_y=0}^{N_y-1} \mu^z_{0,n_y} \sigma^z_{0,n_y,y} - \hat{\mu}^z(0,0) \\
- \sum_{n_y=0}^{N_y-1} \mu^z_{(N_x-2,n_y)} \sigma^z_{(N_x-1,n_y),y} \\
- \epsilon \sum_n (\sigma^x_{n,x} + \sigma^x_{n,y}).
\]

where the last terms, which include \(\sigma^z_{(1-n_y),x}\) and \(\sigma^z_{(N_x-1-n_y),x}\), are given upon insertion of Eqs. [16].

**Dual formulation with virtual boundaries.** We consider now a torus with entanglement cuts as shown in the main text, with \((N_x^A + N_y^B) \times N_y\) lattice sites, separated into subsystems \(A\) and \(B\). The boundary of \(A\) is chosen as open electric boundary conditions as above. Again the electric flux into \(A\) and \(V_x\) are part of the center of the algebra of \(A\). (Apart from Gauss on the boundary, they are the only elements of the center because Gauss law is eliminated in the bulk.)

In this formulation, the Hamiltonian is

\[
H = H_A + H_B + H_{AB}
\]

where

\[
H_A \equiv - \hat{\mu}^z_{(0,0)} - \sum_{n_x=1}^{N_x-3} \sum_{n_y=0}^{N_y-1} \mu^z_n - \sum_{n_y=1}^{N_y-1} \mu^z_{0,n_y} \sigma^z_{0,n_y,y} \\
- \sum_{n_y=0}^{N_y-1} \mu^z_{(N_x-2,n_y)} \sigma^z_{(N_x-1,n_y),y} - \epsilon \mu^z_{(0,0)} \\
- \epsilon \sum_{n_y=1}^{N_y-1} \sigma^z_{(0,n_y),y} - \epsilon \sum_{n_y=0}^{N_y-1} \sigma^z_{(N_x-1,n_y),y} \\
- \epsilon \sum_{n_x=1}^{N_x-2} \sum_{n_y=0}^{N_y-1} \mu^z_{n_x} \mu^z_{n_x-\hat{y},y} - \epsilon \sum_{n_y=0}^{N_y-1} \sum_{n_y=1}^{N_x-2} \mu^z_{n_x} \mu^z_{n_x-\hat{y}} \\
- \epsilon \sum_{n_x=0}^{N_x-2} \mu^z_{(n_x,0)} \mu^z_{(n_x,N_y-1)} V_y \\
\]

includes operators in \(A\). Further

\[
H_B \equiv - \sum_{n_x=1}^{N_x-3} \sum_{n_y=0}^{N_y-1} \mu^z_n - \epsilon V_y \mu^z_{(N_x-1,N_y-1)} \\
- \epsilon \sum_{n_y=2}^{N_y-1} \mu^z_{(N_x-1,n_y)} \mu^z_{(N_x-1,n_y-1)} - \epsilon \mu^z_{(N_x-1,1)} \\
- \epsilon \sum_{n_y=1}^{N_y-1} \mu^z_{(N_x-1,n_y)} \mu^z_{(N_x-1,n_y-1)} \\
- \epsilon \mu^z_{(N_x-1,0)} \mu^z_{(N_x-1,N_y-1)} V_y - \epsilon \sum_{n_y=0}^{N_y-1} \sum_{n_y=1}^{N_x-2} \mu^z_{n_x} \mu^z_{n_x-\hat{y}} \\
- \epsilon \sum_{n_x=2}^{N_x-2} \mu^z_{(n_x,0)} \mu^z_{(n_x,N_y-1)} V_y - \epsilon \mu^z_{(N_x-2,0)} \\
- \epsilon \sum_{n_x=1}^{N_x-1} \sum_{n_y=0}^{N_y-1} \mu^z_{n_x} \mu^z_{n_x-\hat{y}} \\
\]
Dual formulations of $Z_N^{2+1}$ [20] with Hamiltonian,

$$H_N = - \sum_{n} Q_{n,x} Q_{n+y,x} Q_{n}^\dagger Q_{n+y,x}^\dagger + h.c. - \epsilon \sum_{n,i=x,y} (P_{n,i} + P_{n,i}^\dagger),$$

(22)

and algebra $P_{n,x}^\dagger Q_n P_{n} = e^{i2\pi n} Q_n$, $P_n^N = Q_n^N = 1$, Gauss law $P_{n,x} P_{n-x,x}^\dagger P_{n-y,y}^\dagger$, with both virtual and physical boundaries, are straightforward generalizations of the $Z_N^{2+1}$ case. The difference is that the variables $\mu_n^\pm, \mu_n^N$ are complex, e.g.

$$P_{n,x} = \mu_n^x \mu_{n-x}^y, \quad P_{n,y} = \mu_n^y \mu_{n-y}^x$$

(23)

and

$$\mu_n^z = Q_{n,x} Q_{n+y,x} Q_{n}^\dagger Q_{n+y,x}^\dagger$$

(24)

in the bulk. One uses combinations of original gauge-invariant and dual variables on boundaries, in direct analogy to Eqs. [22]. The dual variables obey a local $Z_N$ algebra $\mu_n^\pm \mu_n^N = e^{i2\pi n} \mu_n^N$ as well as $(\mu_n^N)^N = (\mu_n^N)^N = 1$. $U(1)$ LGT is obtained in the limit $N \to \infty$.

**Topological Order versus Confinement Phase Transition**

![Graph showing the relationship between coupling $\epsilon$ and entanglement gap $\Delta_{\xi,1}$](image)

**FIG. 7.** Details of gap closing $\Delta_{\xi,1} \to 0$ for $(N_x^A + N_y^B) \times N_y = (3 + 3) \times 4$ and $(N_x^A + N_y^B) \times N_x = (3 + 3) \times 4$ to determine the position $\epsilon_c$ of the confinement/deconfinement transition.

To determine the position of the confinement/deconfinement transition $\epsilon_c$, we consider the closing of the first entanglement gap $\Delta_{\xi,1} \to 0$, shown in Fig. 7 for $(N_x^A + N_y^B) \times N_y = (3 + 3) \times 4$ and $(N_x^A + N_y^B) \times N_x = (3 + 3) \times 4$. We use a linear fit to determine the intercept $\epsilon_c$. We determine the uncertainty of this linear extrapolation by removing one data point and repeating the fit. The uncertainty of this extrapolation is less than 0.01 for all lattice sizes and is shown as error bars in Fig. 8. We use the difference between the lattices as an estimate for the finite size error, resulting, together with the uncertainty of the linear extrapolation, in $\epsilon_c = 0.38 \pm 0.09$. While an infinite volume extrapolation is not feasible with exact diagonalization, we note that the infinite volume limit result is well within the uncertainties we give.

We conducted a finite-size analysis, performing additional runs varying the size of the lattice in both $x$- and $y$-directions, with results compactly summarized in Fig. 8. These results show the robustness of the entanglement gap as an ‘order parameter’, demonstrating that finite volume effects are well under control. We note that in contrast, traditionally, the confinement/deconfinement transition is determined by expectation values of Wilson loop operators. Doing so, distinguishing volume and area law scaling, is very difficult on small lattices.

**Optimal local approximation of the Entanglement Hamiltonian**

Given the exact reduced state $\rho_A$, we wish to obtain an optimal local approximation $\rho_A \approx \sigma_A$ where

$$\sigma_A \equiv \frac{1}{Z} e^{-\sum_n \beta_n h_n}, \quad Z = \text{Tr} \left[ e^{-\sum_n \beta_n h_n} \right]$$

(25)

where $Z = Z(\{\beta_n\})$, with variational parameters $\beta_n$ and local operators $h_n$. We obtain $\sigma_A$ by minimizing the relative entropy (Kullback-Leibler divergence) [108]

$$S(\rho_A||\sigma_A) \equiv \text{Tr} \left[ \rho_A (\log \rho_A - \log \sigma_A) \right] = -S(\rho_A) + \log Z + \sum_n \beta_n \langle h_n \rangle,$$

(26)
where \( \langle h_n \rangle = \text{Tr} [\rho_A h_n] \) are the expectation values in the state \( \rho_A \) and \( S(\rho_A) \) is the corresponding von Neumann entropy. Motivated by the BW theorem, in practice we choose all contributions of the subsystem to the Hamiltonian, i.e. all electric and magnetic energy terms fully supported in \( A \), as the operators \( h_n \). It is well known \(^{108}\) that the relative entropy is a convex function with \( S(\rho_A || \sigma_A) \geq 0 \) where equality is obtained if \( \rho_A = \sigma_A \). While this enables an efficient minimization, we nevertheless need to evaluate \( Z \) several hundreds to thousands of times in order to obtain convergence. Since our numerical simulations are based on exact diagonalization, we are limited to relatively small system sizes which we have slightly increased by incorporating translational invariance of the variational parameters parallel to the entanglement cut.

**Level Spacing Statistics of the Entanglement Spectrum**

To extract level spacing statistics of the ES, we first project the reduced density matrix into symmetry sectors. As outlined above, \( 2^{2N_v} \) sectors are given by the values of the electric flux into the subsystem through both boundaries, i.e. \( \sigma_{(-1,n_y),x}^x \) and \( \sigma_{(-1,n_y),x}^y \). Because of Gauss law on the boundary, these can be written in terms of operators inside system A, e.g.

\[
\sigma_{(-1,n_y),x}^x = \sigma_{(0,n_y),x}^x \sigma_{(0,n_y),y}^y \sigma_{(0,n_y-1),y}^x
\]

for the left boundary of \( A \). In the dual theory with entanglement cuts these operators are given as Eq. (14) on the left boundary at \( n_x = 0 \), and on the right boundary at \( n_x = N_x^A - 1 \) by Eq. (15). Projectors are simply constructed as

\[
P_{\downarrow/\uparrow,n_y} = \frac{1}{2} (1 \pm \sigma_{(-1,n_y),x}^x)
\]

and likewise for the other boundary. We label symmetry sectors by a string of symbols \( \downarrow/\uparrow \cdots/\uparrow \) of length \( 2^{2N_v} \), starting at \( n_y = 0 \) of the left entanglement cut and ending at \( N_y - 1 \) of the right boundary.

The symmetry related to \( \hat{V}_x = \prod_{n \in \mathcal{C}} \sigma_{n,\downarrow}^x \), where \( \mathcal{C} \) is a path from one boundary to the other, is projected on by \( P = \frac{1}{2} (1 \pm \hat{V}_x) \) and sectors are labelled by \( \pm \). Together one of \( 2^{2N_v+1} \) symmetry sectors is labelled by a string, e.g. \( \downarrow/\uparrow \cdots/\uparrow/\uparrow \).

We then compute the gap ratio

\[
r_n = \frac{\min(\delta_n, \delta_{n-1})}{\max(\delta_n, \delta_{n-1})}
\]

where \( \delta_n \equiv \xi_n - \xi_{n-1} \geq 0 \) of the ES \( \xi_n \), between every state \( n \) within each symmetry sector and plot the distribution of gap ratios combined from all sectors. We compare with a Poissonian distribution, Gaussian Orthogonal Ensemble (GOE) and Gaussian Unitary Ensemble (GUE) \(^{20}\)

\[
\begin{align*}
\mathcal{P}^{\text{Poisson}}(r) &= \frac{2}{(1 + r)^2}, \\
\mathcal{P}^{\text{GOE}}(r) &= \frac{27}{4} \frac{r + r^2}{(1 + r + r^2)^{5/2}}, \\
\mathcal{P}^{\text{GUE}}(r) &= \frac{81 \sqrt{3}}{2 \pi} \frac{(r + r^2)^2}{(1 + r + r^2)^3}.
\end{align*}
\]

with average \( \langle r \rangle^{\text{Poisson}} \approx 0.38 \), \( \langle r \rangle^{\text{GOE}} \approx 0.52 \) and \( \langle r \rangle^{\text{GUE}} \approx 0.60 \).

For the level spacing ratio we remove the dependence on the mean level density by first unfolding the spectrum \( \xi_n \to \bar{\xi}_n \) as in \(^{79}\). We then define \( s_n \equiv \bar{\xi}_n - \bar{\xi}_{n-1} \) and compare with

\[
\begin{align*}
\mathcal{P}^{\text{Poisson}}(s) &= e^{-s}, \\
\mathcal{P}^{\text{GOE}}(s) &= \frac{\pi}{2} s e^{-\frac{3}{2} s^2}, \\
\mathcal{P}^{\text{GUE}}(s) &= \frac{32}{\pi} s^2 e^{-\frac{4}{3} s^2}.
\end{align*}
\]

**Scaling Analysis**

Outlined below are the details of the statistical analysis to determine the scaling coefficients \( \alpha, \beta \), closely following \(^{51}\). Assuming a scaling form of the Schmidt spectrum of states \( n \) in an intermediate time window,

\[
P(n,t) = \tau^{-\alpha} P(\tau^\beta n),
\]

where \( \tau = \epsilon(t - t_0) \) and \( t_0 \) is the onset time of self-similarity, we determine \( \alpha, \beta \) and \( t_0 \) by the following procedure: First, we define a reference function

\[
f^{\text{ref}}(t, \hat{n}) = \log \{ r_0^{-\alpha} P(\tau_0^\beta n) \}
\]

where \( \epsilon \cdot t_0 = 6 \). We compare this reference function to a number of \( N_t \) test times,

\[
f^{\text{test}}(t, \hat{n}) = \log \{ r_0^{-\alpha} P(\tau_0^\beta n) \}
\]

where \( \epsilon \cdot t_\text{test} \in \{8,12,16,24,30,40,50\} \). We quantify deviation from ideal scaling in terms of

\[
\chi^2(\alpha, \beta, t_0) = \frac{1}{N_t} \sum_{t \in \text{test}} \frac{\int \frac{dn}{n} (f^{\text{test}}(\hat{n}) - f^{\text{ref}}(\hat{n}))^2}{\int \frac{dn}{n} (f^{\text{ref}}(\hat{n}))^2}.
\]

and restrict \( n \) to the scaling window \( n \in [130, 1300] \) which we vary to determine the error of our fit. We checked that a different choice of test times within the scaling regime does not change the outcome of our fit. Note that the spectrum \( \hat{n} \) is discrete, and thus the integral should be replaced by a sum, but the same equation holds in the limit of a continuous spectrum.
The likelihood of a given set of parameter to reproduce the ideal rescaling function is given by

\[ W(\alpha, \beta, t_0) = \frac{1}{\mathcal{N}} \exp \left( - \chi^2(\alpha, \beta, t_0)/\chi_{\text{min}}^2 \right) \]  

(36)

where \( \mathcal{N} \) is a normalization, and \( \chi_{\text{min}}^2 \) is the minimum of Eq. (35), \( \chi_{\text{min}} = 4 \cdot 10^{-5} \), which is obtained for \( \alpha \approx 0.75 \), \( \beta \approx 0.04 \) and \( \epsilon \cdot t_0 \approx 2.0 \), shown in the main text.

Fig. 9 (top) shows the reduced likelihood distributions \( W(\alpha, \beta) \), \( W(\alpha, t_0) \) and \( W(\beta, t_0) \) obtained by integrating one of three variables, i.e. \( W(\alpha, \beta) = \int dt_0 W(\alpha, \beta, t_0) \). Fig. 9 (bottom) shows the integrated distributions \( W(\alpha), W(\beta) \) and \( W(t_0) \), and the values we quote in the main text are determined from these distributions,

\[ \alpha = 0.8 \pm 0.2 \quad \beta = 0.0 \pm 0.1 \]

and \( \epsilon \cdot t_0 = 1.8 \pm 0.5 \). These were determined by fitting Fig. 9 (bottom) locally with Gaussians.

We performed additional runs to estimate finite-volume errors in determining \( \alpha \) and \( \beta \), with results compactly summarized in Fig. 10. The errors quoted here are determined from this analysis, and also include the error from varying the fit range of the statistical analysis. While finite volume effects are somewhat larger than for static quantities, Fig. 10 shows that they are under control, validating our results.

Resolving the scaling regime with higher precision, in particular where it extends into the low lying part of the ES, would require lattices with larger subsystem size of \( A \) (and consequently also \( V_B \gg V_A \), or at least \( V_B > V_A \), otherwise the Schmidt spectrum of \( A \) is cut off). This is challenging given the exponentially larger cost when using exact diagonalization.