POLYHARMONIC CAPACITY AND WIENER TEST OF HIGHER ORDER
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ABSTRACT. In the present paper we establish the Wiener test for boundary regularity of the solutions to the polyharmonic operator. We introduce a new notion of polyharmonic capacity and demonstrate necessary and sufficient conditions on the capacity of the domain responsible for the regularity of a polyharmonic function near a boundary point.

In the case of the Laplacian the test for regularity of a boundary point is the celebrated Wiener criterion of 1924. It was extended to the biharmonic case in dimension three by [Mayboroda, Maz’ya, Invent. Math. 2009]. As a preliminary stage of this work, in [Mayboroda, Maz’ya, Invent. Math. 2013] we demonstrated boundedness of the appropriate derivatives of solutions to the polyharmonic problem in arbitrary domains, accompanied by sharp estimates on the Green function. The present work pioneers a new version of capacity and establishes the Wiener test in the full generality of the polyharmonic equation of arbitrary order.
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1. Introduction

The maximum principle for harmonic functions guarantees that a solution to the Laplace’s equation with bounded Dirichlet data is always bounded, and further regularity theory assures that it is infinitely differentiable at any interior point. These results hold on arbitrary bounded open sets and
require no additional geometrical restrictions. However, continuity of the solutions at the boundary has proven to be a far more delicate problem. For instance, harmonic functions are always continuous at a vertex of a cone (Poincaré [37], Zaremba [44]), while due to the Lebesgue’s counterexample [17] in a complement of a sufficiently thin cusp this property may actually fail.

In 1924 Wiener introduced the harmonic (Wiener) capacity and established his famous criterion for regularity of a boundary point [43]. Roughly speaking, it states that a point \( O \in \partial \Omega \) is regular (i.e., every solution to the Dirichlet problem for the Laplacian, with continuous data, is continuous at \( O \)) if and only if the complement of the domain near the point \( O \), measured in terms of the Wiener capacity, is sufficiently massive. More specifically, the harmonic capacity of a compactum \( K \subset \mathbb{R}^n \) can be defined as

\[
\text{cap} (K) := \inf \left\{ \| \nabla u \|_{L^2(\mathbb{R}^n)}^2 : u \in C_0^\infty (\mathbb{R}^n), \ u = 1 \text{ in a neighborhood of } K \right\},
\]

where \( n \geq 3 \), and the regularity of the point \( O \) is equivalent to the condition

\[
\sum_{j=0}^{\infty} 2^{j(n-2)} \text{cap} (B_{2^{-j}} \setminus \Omega) = +\infty,
\]

where \( B_{2^{-j}} \) is the ball of radius \( 2^{-j} \) centered at the origin. An appropriate version of this condition is also available in dimension \( n = 2 \).

Wiener’s result became one of the pillars of elliptic theory. It gave the first necessary and sufficient conditions characterizing the properties of the solutions in terms of the geometric features of the boundary. The notion of capacity provided a non-linear analogue to the Lebesgue measure, suitable for the context of Sobolev spaces, and offered an adequate language to address many important problems in probability, potential theory, function spaces. Over the years, Wiener’s test found a large array of applications, and has been extended to a variety of second order differential equations, including, but not restricted to the general divergence form elliptic equations [18], degenerate elliptic equations [14], parabolic operators [13], [12], Schrödinger operator [11], and various quasilinear and nonlinear contexts [19], [42], [16], [3]. One can consult, e.g., [25], [2], for an excellent survey of related results.

Despite all these successes, the higher order operators remained out of reach. Elliptic equations of order greater than two, particularly based on the powers of the Laplacian, are common in physics and in engineering design, with applications ranging from standard models of elasticity [30] to cutting-edge research of Bose-Einstein condensation in graphene and similar materials [38]. They naturally appear in many areas of mathematics too, including conformal geometry (Paneitz operator, \( Q \)-curvature [7], [8]), free boundary problems [1], non-linear elasticity [41], [9], [6], and have enjoyed increasing attention in the past several decades. Yet, none of the previously devised methods could handle the Wiener criterion or Wiener capacity in the higher order context, and moreover, even modest analogues of the maximum principle remained an open problem. Let us discuss those in more details, for to address the Wiener criterion for continuity of the higher order derivatives, one has to establish their boundedness first.

The study of the higher order PDEs on smooth domains went hand-in-hand with the second order theory and, in particular, in 1960 the weak maximum principle has been established ([4], see
The solution to the boundary value problem

\[ (-\Delta)^m u = f \quad \text{in} \quad \Omega, \quad f \in C_0^\infty(\Omega), \quad u \in \dot{W}^{m,2}(\Omega). \]  

Then the solution to the boundary value problem (1.5) satisfies

\[ \nabla^{m-n/2+1/2} u \in L^\infty(\Omega) \quad \text{when} \quad n \quad \text{is odd} \quad \text{and} \quad \nabla^{m-n/2} u \in L^\infty(\Omega) \quad \text{when} \quad n \quad \text{is even}. \]

In particular,

\[ \nabla^{m-1} u \in L^\infty(\Omega) \quad \text{when} \quad n = 2, 3. \]

Here the space \( \dot{W}^{m,2}(\Omega) \), is, as usually, a completion of \( C_0^\infty(\Omega) \) in the norm given by \( \|u\|_{\dot{W}^{m,2}(\Omega)} = \|\nabla^m u\|_{L^2(\Omega)}. \) We note that \( \dot{W}^{m,2}(\Omega) \) embeds into \( C^k(\Omega) \) only when \( k \) is strictly smaller than \( m - \frac{n}{2}, \quad n < 2m. \) Thus, whether the dimension is even or odd, Theorem 1.4 gains one derivative over the outcome of Sobolev embedding.
The results of Theorem 1.4 are sharp, in the sense that the solutions do not exhibit higher smoothness than warranted by (1.6)–(1.7) in general domains. To be more precise, when the dimension $n \in [3, 2m + 1] \cap \mathbb{N}$ is odd, one can find a solution in a punctured ball for which the derivatives of the order $m - \frac{n}{2} + \frac{3}{2}$ fail to be bounded, and moreover, $\nabla^m - \frac{3}{2} u$ is not continuous at the origin [22]. On the other hand, when $n$ is even, the results in [15, Section 10.4] demonstrate that in an exterior of a ray there is an $m$-harmonic function behaving as $|x|^{m-\frac{n}{2}+\frac{3}{2}}$. Thus, upon a suitable truncation, one obtains a solution to (1.5) in $B_1 \setminus \{x_1 = 0, ..., x_{n-1} = 0, 0 \leq x_n < 1\}$, whose derivatives of order $m - \frac{n}{2} + 1$ are not bounded, confirming sharpness of (1.6) in even dimensions too, but for now at the level of full (rather than fractional) derivatives. We shall return to this topic below.

At this point Theorem 1.4 finally sets the stage for a discussion of the Wiener test for continuity of the corresponding derivatives of the solution, which brings us to the main results of the present paper.

Assume that $m \in \mathbb{N}$ and $n \in [2, 2m + 1] \cap \mathbb{N}$. Let us denote by $Z$ the following set of indices:

\begin{align*}
(1.8) & \quad Z = \{0, 1, ..., m - n/2 + 1/2\}, \quad \text{if } n \text{ is odd}, \\
(1.9) & \quad Z = \{-n/2 + 2, -n/2 + 4, ..., m - n/2 - 2, m - n/2\} \cap (\mathbb{N} \cup \{0\}), \quad \text{if } n \text{ is even, } m \text{ is even}, \\
(1.10) & \quad Z = \{-n/2 + 1, -n/2 + 3, ..., m - n/2 - 2, m - n/2\} \cap (\mathbb{N} \cup \{0\}), \quad \text{if } n \text{ is even, } m \text{ is odd}.
\end{align*}

Now let $\Pi$ be the space of linear combinations of spherical harmonics

\begin{equation}
(1.11) \quad P(x) = \sum_{p \in Z} \sum_{l = -p}^{p} b_{pl} Y_{l}^{p}(x/|x|), \quad b_{pl} \in \mathbb{R}, \quad x \in \mathbb{R}^n \setminus \{O\},
\end{equation}

with the norm

\begin{equation}
(1.12) \quad ||P||_{\Pi} := \left( \sum_{p \in Z} \sum_{l = -p}^{p} b_{pl}^2 \right)^{1/2} \quad \text{and} \quad \Pi_1 := \{P \in \Pi : ||P||_{\Pi} = 1\}.
\end{equation}

Then, given $P \in \Pi_1$, an open set $D$ in $\mathbb{R}^n$ such that $O \in \mathbb{R}^n \setminus D$, and a compactum $K$ in $D$, we define

\begin{equation}
(1.13) \quad \operatorname{Cap}_{p}(K, D) := \inf \left\{ \int_{D} |\nabla^m u(x)|^2 \, dx : \ u \in H^{m,2}(D), \ u = P \text{ in a neighborhood of } K \right\},
\end{equation}

with

\begin{equation}
(1.14) \quad \operatorname{Cap}(K, D) := \inf_{P \in \Pi_1} \operatorname{Cap}_{p}(K, D).
\end{equation}

In the context of the Wiener test, we will be working extensively with the capacity of the complement of a domain $\Omega \subset \mathbb{R}^n$ in the balls $B_{2^{-j}}, \ j \in \mathbb{N}$, and even more so, in dyadic annuli, $C_{2^{-j}, 2^{-j+2}}, \ j \in \mathbb{N}$, where $C_{s,a} := \{x \in \mathbb{R}^n : s < |x| < a\}, \ s, a > 0$. Following the custom, it will be convenient to abbreviate dropping the reference to the “ambient” set

\begin{equation}
(1.15) \quad \operatorname{Cap}_{p}(C_{2^{-j}, 2^{-j+2}} \setminus \Omega) := \operatorname{Cap}_{p}(C_{2^{-j}, 2^{-j+2}} \setminus \Omega, C_{2^{-j}, 2^{-j+2}}), \quad j \in \mathbb{N},
\end{equation}
and similarly for Cap. In fact, it will be proved below that there are several equivalent definitions of capacity, in particular, for any \( n \in [2, 2m + 1] \) and for any \( s > 0, a > 0, K \subset C_{s,2a,s} \), we have

\[
(1.16) \quad \inf \left\{ \sum_{k=0}^{m} \int_{\mathbb{R}^n} \frac{|\nabla^k u(x)|^2}{|x|^{2m-2k}} \, dx : \ u \in \hat{W}^{m,2}(\mathbb{R}^n \setminus \{O\}), \ u = P \text{ in a neighborhood of } K \right\}
\approx \text{Cap}_P(K, C_{s,2a,s}).
\]

In the case when the dimension is odd, also

\[
\text{Cap}_P \left( C_{s,2a,s} \setminus \Omega, C_{s/2,2a,s} \right) \approx \text{Cap}_P \left( C_{s,2a,s} \setminus \Omega, \mathbb{R}^n \setminus \{O\} \right).
\]

Thus, either of the above can be used in (1.15) conditions as convenient.

Let \( \Omega \) be a domain in \( \mathbb{R}^n, n \geq 2 \). The point \( Q \in \partial \Omega \) is \( k \)-regular with respect to the domain \( \Omega \) and the operator \((-\Delta)^m, m \in \mathbb{N}\), if the solution to the boundary problem

\[
(1.17) \quad (-\Delta)^m u = f \text{ in } \Omega, \ f \in C^\infty_0(\Omega), \ u \in \hat{W}^{m,2}(\Omega),
\]

satisfies the condition

\[
(1.18) \quad \nabla^k u(x) \to 0 \text{ as } x \to Q, \ x \in \Omega,
\]

that is, all partial derivatives of \( u \) of order \( k \) are continuous. Otherwise, we say that \( Q \in \partial \Omega \) is \( k \)-irregular.

The main result of this paper is as follows.

**Theorem 1.19.** Let \( \Omega \) be an arbitrary open set in \( \mathbb{R}^n, m \in \mathbb{N}, 2 \leq n \leq 2m + 1 \). Let \( \lambda \) be given by

\[
(1.20) \quad \lambda = \begin{cases} 
  m - n/2 + 1/2 & \text{when } n \text{ is odd,} \\
  m - n/2 & \text{when } n \text{ is even.}
\end{cases}
\]

If

\[
(1.21) \quad \sum_{j=0}^{\infty} 2^{-j(2m-n)} \inf_{P \in \Pi_1} \text{Cap}_P \left( C_{2^{-j}2^{m-n}} \setminus \Omega \right) = +\infty, \text{ when } n \text{ is odd,}
\]

and

\[
(1.22) \quad \sum_{j=0}^{\infty} j 2^{-j(2m-n)} \inf_{P \in \Pi_1} \text{Cap}_P \left( C_{2^{-j}2^{m-n}} \setminus \Omega \right) = +\infty, \text{ when } n \text{ is even,}
\]

then the point \( O \) is \( \lambda \)-regular with respect to the domain \( \Omega \) and the operator \((-\Delta)^m\).

Conversely, if the point \( O \in \partial \Omega \) is \( \lambda \)-regular with respect to the domain \( \Omega \) and the operator \((-\Delta)^m\) then

\[
(1.23) \quad \inf_{P \in \Pi_1} \sum_{j=0}^{\infty} 2^{-j(2m-n)} \text{Cap}_P \left( C_{2^{-j}2^{m-n}} \setminus \Omega \right) = +\infty, \text{ when } n \text{ is odd,}
\]

and

\[
(1.24) \quad \inf_{P \in \Pi_1} \sum_{j=0}^{\infty} j 2^{-j(2m-n)} \text{Cap}_P \left( C_{2^{-j}2^{m-n}} \setminus \Omega \right) = +\infty, \text{ when } n \text{ is even.}
\]
Here, as before, $C_{2^{-j}, 2^{-j+2}}$ is the annulus $\{ x \in \mathbb{R}^n : 2^{-j} < |x| < 2^{-j+2}, j \in \mathbb{N} \cup \{0\}$.

Let us now discuss the results of Theorem 1.19 in more details. This is the first treatment of the continuity of derivatives of an elliptic equation of order $m > 2$ at the boundary, and the first time the capacity (1.13) appears in literature. When applied to the case $m = 1$, $n = 3$, it yields the classical Wiener criterion for continuity of a harmonic function (cf. (1.1)–(1.2)). Furthermore, continuity of the solution itself (rather than its derivatives) has been previously treated for the polyharmonic equation, and for $(-\Delta)^m$ the resulting criterion also follows from Theorem 1.19, in particular, when $m = 2n$, the new notion of capacity (1.8)–(1.12) coincides with the potential-theoretical Bessel capacity used in [26]. In the case $\lambda = 0$, covering both of the above, necessary and sufficient condition in Theorem 1.19 are trivially the same, as $P = 1$ when $n = 2m$ in even dimensions and $n = 2m + 1$ in odd ones. For lower dimensions $n$ the discrepancy is not artificial, for, e.g., (1.21) may fail to be necessary as was shown in [20]. Finally, as we pointed out already, the bilaplacian in dimension three was our first result pioneering this line of work, and was addressed in [20].

It is not difficult to verify that we also recover aforementioned bounds in Lipschitz and in smooth domains, as the capacity of a cone and hence, capacity of an intersection with a complement of a Lipschitz domains, assures divergence of the series in (1.21)–(1.22). On the other hand, given Theorem 1.19 and following traditional in this context considerations (choosing sufficiently small balls in the consecutive annuli to constitute a complement of the domain), we can build a set with a convergent capacitory integral and, respectively, an irregular solution with discontinuous derivatives of order $\lambda$ at the point $O$. Note that this yields further sharpness of the results of Theorem 1.4. In particular, in even dimensions, it is a stronger counterexample than that of a continuum discussed above (not only $m-n/2+1$ derivatives are not bounded, but $m-n/2$ derivatives might be discontinuous).

Before the proof, let us say a few words about our methods and highlight new challenges, particularly in comparison with the biharmonic case. First of all, odd and even dimensions prove to yield very different problems. Our approach is rooted in weighted integral inequalities whose nature heavily depends on the parity of the dimension. In particular, when $n$ is even, the situation is significantly influenced by an additional logarithmic term. Moreover, the case of even dimensions splits further depending on the parity of $m-n/2$ and the parity of $m$. The underlying effects can already be glimpsed from the definition of $\Pi$, the space of “boundary data” of the new capacity (cf. (1.8)–(1.10)). The treatment of the biharmonic problem in [20] is restricted to dimension three and somewhat resonates with the ideas used in odd dimensions here. However, even for $n$ odd, we need to use heavy machinery of [22] in order to assure positivity of various terms in resulting weighted inequalities and to develop tools to control the others: expressions which could be explicitly computed for $\Delta^2$ in dimension 3 now lead to severe technical obstructions.

One of the most difficult aspects of proof of Theorem 1.19 is finding a correct notion of polyharmonic capacity and understanding its key properties. A peculiar choice of linear combinations of spherical harmonics (see (1.8)–(1.10) and (1.11)) is crucial at several stages of the argument, specific to the problem at hand, and no alterations would lead to reasonable necessary and sufficient conditions. At the same time, the new capacity and the notion of higher-order regularity sometimes exhibit surprising properties, such as for instance sensitivity to the affine changes of coordinates [20], or the fact that in sharp contrast with the second order case [18], one does not expect same
geometric conditions to be responsible for regularity of solutions to all higher order elliptic equations. For instance, the solution to the biharmonic equation \((-\Delta)^2 u = 0\) is continuous at a vertex of a cone in any dimension, while this property fails for \([(-\Delta)^2 + a(\delta/\partial x_n))^4]u = 0\) in dimensions \(n \geq 8\) for all \(a > 5 + 2\sqrt{5}\) \([25]\). This underlines the delicacy of the analysis of new capacitory conditions: recall that in the second order case the regularity of the solutions to all divergence form elliptic equations is governed by the same capacity (1.1). Other features will be discussed in the body of the paper.

2. Regularity of solutions to the polyharmonic equation

In the present section we set the notation and recall the main results of \([22]\) which will be extensively used in the present paper.

Let us start with a list of notation and conventions used throughout the paper.

For any domain \(\Omega \subset \mathbb{R}^n\) a function \(u \in C_0^\infty(\Omega)\) can be extended by zero to \(\mathbb{R}^n\) and we will write \(u \in C_0^\infty(\mathbb{R}^n)\) whenever convenient. Similarly, the functions in \(\dot{W}^{m,2}(\Omega), m \in \mathbb{N}\), will be extended by zero and treated as functions on \(\mathbb{R}^n\) or other open sets containing \(\Omega\) without further comments.

The symbols \(B_r(Q)\) and \(S_r(Q)\) denote, respectively, the ball and the sphere with radius \(r\) centered at \(Q\) and \(C_{r,R}(Q) = B_R(Q) \setminus B_r(Q)\). When the center is at the origin, we write \(B_r\) in place of \(B_r(O)\), and similarly \(S_r := S_r(O)\) and \(C_{r,R} := C_{r,R}(O)\).

Let \((r, \omega)\) be spherical coordinates in \(\mathbb{R}^n\), \(n \geq 2\), i.e., \(r = |x| \in (0, \infty)\) and \(\omega = x/|x|\) is a point of the unit sphere \(S^{n-1}\). In fact, it will be more convenient to use \(e^{-t}, t \in \mathbb{R}\), in place of \(r\), so that \(t = \log r^{-1} = \log |x|^{-1}\). Then by \(\kappa\) we denote the mapping

\[
\mathbb{R}^n \ni x \xrightarrow{\kappa} (t, \omega) \in \mathbb{R} \times S^{n-1}, \quad n \geq 2.
\]

The symbols \(\delta\) and \(\nabla_\omega\) refer, respectively, to the Laplace-Beltrami operator and the gradient on \(S^{n-1}\).

Finally, by \(C, c, C_i\) and \(c_i, i \in \mathbb{N}\), we generally denote some constants, possibly depending on the order of operator \(m\) and the dimension \(n\) but not on any other variables and not on the domain, unless explicitly stated otherwise. Their exact values are of no importance and can change from line to line. Also, we write \(A \approx B\), if \(C^{-1}A \leq B \leq CA\) for some \(C > 0\).

**Theorem 2.2.** Assume that \(m \in \mathbb{N}\) and \(n \in [3, 2m + 1] \cap \mathbb{N}\) is odd. Let \(\Omega\) be a bounded domain in \(\mathbb{R}^n\), \(O \in \mathbb{R}^n \setminus \Omega\), \(u \in C_0^\infty(\Omega)\) and \(v = e^{(m-\frac{\delta}{2}+\frac{1}{2})}(u \circ \kappa^{-1})\). Then

\[
\int_{\mathbb{R}^n} (-\Delta)^m u(x) u(x) |x|^{-1} \, dx
\]

\[
\geq C \sum_{k \geq k \leq m} \int_{\mathbb{R}^n} \int_{S^{n-1}} \left( \partial_{\kappa}^i \nabla_{\kappa}^j \right)^2 \, d\omega d\omega + C \int_{\mathbb{R}^n} \int_{S^{n-1}} \nu \prod_{p = -\frac{\delta}{2} + \frac{1}{2}}^{\nu} \left( -\delta - p(p + n - 2) \right) \nu d\omega d\omega,
\]

where \(C > 0\) is some constant depending on \(m\) and \(n\) only.
Proof. The inequality
\[
\int_{\mathbb{R}^n} (\Delta)^m u(x) u(x)|x|^{-1} \, dx
\]
(2.4) \geq C \sum_{k=1}^{m} \int_{\mathbb{R}^n} \sum_{S^{n-1}} \left( \partial^k_{i} v \right)^2 \, d\omega dt + C \int_{\mathbb{R}^n} \sum_{S^{n-1}} v \prod_{p=-\frac{n}{2}+\frac{1}{2}}^{m-\frac{n}{2}+\frac{1}{2}} (-\delta - p(p + n - 2)) v \, d\omega dt,
\]
is the statement of Theorem 2.1 in [22]. It only remains to show that a part of the sum corresponding to \(i \neq 0\) in (2.3) is controlled by the remaining terms.

To this end, let us recall the notation from the proof of Theorem 2.1 in [22]. In the system of coordinates \((t, \omega)\) the polyharmonic operator can be written as
\[
(\Delta)^m = (-1)^m e^{2mt} \prod_{j=0}^{m-1} \left( (\partial_t + 2j)(\partial_t + 2j + n - 2) + \delta \right).
\]
Then
\[
\int_{\mathbb{R}^n} (-\Delta)^m u(x) u(x)|x|^{-1} \, dx = \int_{\mathbb{R}^n} \int_{S^{n-1}} L^{m,n}(\partial_t, \delta) v(t, \omega) v(t, \omega) \, d\omega dt,
\]
with
\[
L^{m,n}(\partial_t, \delta) = (-1)^m \prod_{j=0}^{m-1} \left( (\partial_t + m - \frac{n}{2} + \frac{1}{2} - 2j)(\partial_t + m + \frac{n}{2} - \frac{3}{2} - 2j) + \delta \right).
\]
Denote by \(v_{pl}\) the coefficients of the expansion of \(v\) into spherical harmonics:
\[
v(t, \omega) = \sum_{p=0}^{\infty} \sum_{l=-p}^{p} v_{pl}(t) Y^p_l(\omega), \quad t \in \mathbb{R}, \quad \omega \in S^{n-1}.
\]
Then we can write the expression on the right-hand side of (2.6) as
\[
\sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}^n} L^{m,n}(\partial_t, -p(p + n - 2)) v_{pl}(t) v_{pl}(t) \, dt.
\]
We remark for future reference that, denoting by \(\hat{v}\) the Fourier transform of \(v\), i.e.
\[
\hat{v}(\gamma) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{-iy \cdot t} v(t) \, dt, \quad \gamma \in \mathbb{R},
\]
we have by the Plancherel’s identity that (2.9) is equal to
\[
\sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} L^{m,n}(i\gamma, -p(p + n - 2)) \left| \hat{v}_{pl}(\gamma) \right|^2 \, d\gamma
\]
(2.10) \[\begin{align*}
= \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} \Re L^{m,n}(i\gamma, -p(p + n - 2)) \left| \hat{v}_{pl}(\gamma) \right|^2 \, d\gamma.
\end{align*}\]
See [22] for details.
Now, for $1 \leq k$, $0 \leq i$, $i + k \leq m$, we have

\begin{equation}
\int_\mathbb{R} \int_{S^{n-1}} (\partial_t^k \nabla_i v(t, \omega))^2 \, d\omega dt = \sum_{p=0}^{\infty} \sum_{l=-p}^{p} (p (p + n - 2))^i \int_\mathbb{R} (\partial_t^k v_{pl}(t))^2 \, dt.
\end{equation}

We break down the sum above into two parts, corresponding to the cases $p \leq m - \frac{n}{2} + \frac{1}{2}$ and $p \geq m - \frac{n}{2} + \frac{3}{2}$, respectively. In the first case,

\begin{equation}
\sum_{p=0}^{m - \frac{n}{2} + \frac{1}{2}} \sum_{l=-p}^{p} (p (p + n - 2))^i \int_\mathbb{R} (\partial_t^k v_{pl}(t))^2 \, dt \leq C_{m,n} \sum_{p=0}^{m - \frac{n}{2} + \frac{1}{2}} \sum_{l=-p}^{p} \int_\mathbb{R} (\partial_t^k v_{pl}(t))^2 \, dt
\end{equation}

which is bounded by the right-hand side of (2.4). As for $p \geq m - \frac{n}{2} + \frac{3}{2}$, since $i + k \leq m$ then by Young’s inequality

\begin{align*}
\left( p (p + n - 2)^i \int_\mathbb{R} (\partial_t^k v_{pl}(t))^2 \, dt \right) \leq & \int_\mathbb{R} \left( (p (p + n - 2))^m + \gamma^2 |v_{pl}(t)|^2 \right) dy \\
\leq & p (p + n - 2)^m \int_\mathbb{R} (v_{pl}(t))^2 \, dt + \int_\mathbb{R} (\partial_t^m v_{pl}(t))^2 \, dt.
\end{align*}

However,

\begin{equation}
(p (p + n - 2))^m \leq C \prod_{s=\frac{-n}{2} + \frac{1}{2}}^{m - \frac{n}{2} + \frac{1}{2}} (p (p + n - 2) - s (s + n - 2)), \quad \text{for every } p \geq m - \frac{n}{2} + \frac{3}{2},
\end{equation}

where $C > 0$ depends on $m$ and $n$ only. This follows from the fact that one can choose $C$ such that

\begin{equation}
\frac{1}{C} \leq \left( 1 - \frac{m - \frac{n}{2} + \frac{1}{2}}{m - \frac{n}{2} + \frac{3}{2}} \right) \prod_{s=\frac{-n}{2} + \frac{1}{2}}^{m - \frac{n}{2} + \frac{1}{2}} \left( 1 - \frac{s (s + n - 2)}{p (p + n - 2)} \right), \quad \text{for every } p \geq m - \frac{n}{2} + \frac{3}{2}.
\end{equation}
Therefore, by (2.15)

\[
\sum_{p=m-\frac{n}{2}+\frac{1}{2}}^{\infty} \sum_{l=-p}^{p} (p(p+n-2))^i \int_{\mathbb{R}} (\partial^l_t v_{pl}(t))^2 \, dt \\
\leq \sum_{p=m-\frac{n}{2}+\frac{1}{2}}^{\infty} \sum_{l=-p}^{p} \prod_{s=-\frac{n}{2}+\frac{1}{2}}^{m-\frac{n}{2}+\frac{1}{2}} \left( p(p+n-2) - s(s+n-2) \right) \int_{\mathbb{R}} (v_{pl}(t))^2 \, dt \\
+ \sum_{p=m-\frac{n}{2}+\frac{1}{2}}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} (\partial^m_t v_{pl}(t))^2 \, dt,
\]

(2.17)

which is also bounded by the right-hand side of (2.4), now invoking both the first and the second term in (2.4). This finishes the proof of (4.24). \qed

Lemma 2.18. Assume that \(m \in \mathbb{N}\) and \(n \in [3, 2m+1] \cap \mathbb{N}\) is odd. Consider the equation

(2.19) \[ L^{m,n}(-\partial_t, 0) h = \delta, \]

where \(\delta\) stands for the Dirac delta function. A unique solution to (2.19) which is bounded and vanishes at \(+\infty\) has a form

(2.20) \[ h(t) = \begin{cases} 
\sum_{j=1}^{m} \nu_j e^{-\alpha_j t}, & t > 0, \\
\sum_{j=1}^{m} \mu_j e^{\beta_j t}, & t < 0.
\end{cases} \]

Here \(\alpha_j > 0\), \(j = 1, 2, ..., m, \beta_j > 0\) for \(j = 2, ..., m\) and \(\beta_1 = 0\) are such that

(2.21) \[ \{-\alpha_j\}_{j=1}^{m} \bigcup \{\beta_j\}_{j=1}^{m} = \left\{ -m + \frac{n}{2} - \frac{1}{2} + 2j \right\}_{j=0}^{m-1} \bigcup \left\{ -\frac{n}{2} - \frac{1}{2} + m - 2j \right\}_{j=0}^{m-1}, \]

and with the notation

(2.22) \[ \vec{\gamma} = (-\alpha_1, ..., -\alpha_m, \beta_1, ..., \beta_m), \quad \vec{\nu} = (\nu_1, ..., \nu_m, -\mu_1, ..., -\mu_m) \]

the coefficients \(\nu_j, \mu_j \in \mathbb{R}\) satisfy

(2.23) \[ \kappa_j = (-1)^{m+1} \left( \prod_{j \neq i} (\gamma_j - \gamma_i) \right)^{-1}. \]
Theorem 2.24. Assume that $m \in \mathbb{N}$ and $n \in [3, 2m + 1] \cap \mathbb{N}$ is odd. Let $\Omega$ be a bounded domain in $\mathbb{R}^n$, $O \in \mathbb{R}^n \setminus \Omega$, $u \in C_0^0(\Omega)$ and $v = e^{(m-\frac{n}{2}+\frac{1}{2})}(u \circ x^{-1})$. Then for every $\xi \in \Omega$ and $\tau = \log |\xi|^{-1}$

\begin{equation}
\int_{S^{n-1}} v^2(\tau, \omega) \, d\omega \nonumber
\end{equation}

\begin{equation}
+ \sum_{k=1, i+1 \leq m} \int_{\mathbb{R}} \int_{S^{n-1}} (\partial_k^i \nabla \omega v)^2 \, d\omega dt + \int_{\mathbb{R}} \int_{S^{n-1}} \nu \prod_{p=-\frac{n}{2}+\frac{1}{2}}^{m-\frac{n}{2}+\frac{1}{2}} (-\delta - p (p + n - 2)) \nu \, d\omega dt \leq C \int_{\mathbb{R}^n} (-\Delta)^m u(x) g(\log |x|^{-1}, \log |\xi|^{-1}) \, dx, \nonumber
\end{equation}

with

\begin{equation}
g(t, \tau) = e^t (C_1 h(t - \tau) + C_2), \quad t, \tau \in \mathbb{R}, \nonumber
\end{equation}

and $h$ given by Lemma 2.18. Here $C, C_1, C_2$ are some positive constants depending on $m$ and $n$ only.

Proof. This is the result of Theorem 4.2 from [22], loc.cit. There, in the statement we only display the first term on the left-hand side of (2.25), but it is clear that one can add the terms appearing in the second line at the expense of possibly augmenting the constant $C_2$ in (2.26), owing to Theorem 2.2. □

Remark 2.27. We mention for the future record that the proof of Theorem 4.2 from [22], loc.cit., demonstrates an additional term in the lower estimate for the right-hand side of (2.25). Namely, in addition to (2.25), we have

\begin{equation}
\sum_{p=0}^{m-\frac{n}{2}+\frac{1}{2}} \sum_{l=-p}^{p} \int_{\mathbb{R}} v^2_p(\tau) (\mathcal{L}^{m,n}(-\partial_l, -p(p + n - 2)) - \mathcal{L}^{m,n}(-\partial_l, 0)) h(t - \tau) \, dt \nonumber
\end{equation}

\begin{equation}
\leq C \int_{\mathbb{R}^n} (-\Delta)^m u(x) g(\log |x|^{-1}, \log |\xi|^{-1}) \, dx. \nonumber
\end{equation}

It is shown in Proposition 3.1 from [22], loc.cit., that the weight of the integral on the left-hand side of (2.28) is positive, that is,

\begin{equation}
(\mathcal{L}^{m,n}(-\partial_l, -p(p + n - 2)) - \mathcal{L}^{m,n}(-\partial_l, 0)) h(t) \geq 0, \quad \text{for all} \quad t \neq 0, \quad 0 \leq p \leq m - \frac{n}{2} + \frac{1}{2}. \nonumber
\end{equation}

This fact allows to dispose of the corresponding terms and eventually arrive at (2.25), but we shall need them explicitly in the proof of necessity of the capacitary condition in this paper.

Theorem 2.30. Assume that $m \in \mathbb{N}$ and $n \in [2, 2m] \cap \mathbb{N}$ is even. Let $\Omega$ be a bounded domain in $\mathbb{R}^n$, $O \in \mathbb{R}^n \setminus \Omega$, $u \in C_0^0(\Omega)$ and $v = e^{(m-\frac{n}{2})}(u \circ x^{-1})$. Furthermore, let $R$ be a positive constant such that the support of $u$ is contained in $B_{2R}$, $C_R := \log(4R)$, and let $\psi$ be a weight function such
that either \( \psi(t) = C_R + t \) for all \( t \in \mathbb{R} \) or \( \psi(t) = 1 \) for all \( t \in \mathbb{R} \). Then whenever \( m \) is even,

\[
\int_{\mathbb{R}^n} (-\Delta)^m u(x) u(x) \psi(\log |x|^{-1}) \, dx \geq C \sum_{k=1}^m \sum_{l=0}^{m-k} \int_{\mathbb{R}} \int_{S^{n-1}} (\partial_t^k \nabla^l \psi)^2 \, \psi(t) \, dt \, dt
\]

(2.31) \[ + C \int_{\mathbb{R}} \int_{S^{n-1}} v \prod_p (-\delta - p (p + n - 2))^2 v \psi(t) \, dt \, dt,
\]

where the product is over \( p = -n/2 + 2, -n/2 + 4, \ldots, m - n/2 - 2, m - n/2 \), that is, \( p = -n/2 + 2j \) with \( j = 1, 2, \ldots, m/2 \). If \( m \) is odd,

\[
\int_{\mathbb{R}^n} (-\Delta)^m u(x) u(x) \psi(\log |x|^{-1}) \, dx \geq C \sum_{k=1}^m \sum_{l=0}^{m-k} \int_{\mathbb{R}} \int_{S^{n-1}} (\partial_t^k \nabla^l \psi)^2 \, \psi(t) \, dt \, dt
\]

(2.32) \[ + C \int_{\mathbb{R}} \int_{S^{n-1}} v \prod_p (-\delta - p (p + n - 2))^2 (-\delta + (n/2 - 1)^2) v \psi(t) \, dt \, dt,
\]

where the product is over \( p = -n/2 + 3, -n/2 + 5, \ldots, m - n/2 - 2, m - n/2 \), that is, \( p = -n/2 + 2j \) with \( j = 1, 2, \ldots, (m - 1)/2 \). In both cases \( C > 0 \) is some constant depending on \( m \) and \( n \) only.

For future reference and to set the notation, let us record a few related details. According to the proof of Theorem 2.30 in [22] (with the same choice of \( \psi \) as in the statement of the Theorem), we can write

\[
\int_{\mathbb{R}^n} (-\Delta)^m u(x) u(x) \psi(\log |x|^{-1}) \, dx = \int_{\mathbb{R}} \int_{S^{n-1}} \mathcal{L}_0^{m,n}(\partial_t, \omega) v(t, \omega) v(t, \omega) \psi(t) \, dt
\]

(2.33) \[ = \sum_{q=0}^{\infty} \sum_{l=-q}^{q} \int_{\mathbb{R}} \mathcal{L}_0^{m,n}(\partial_t, -q(q + n - 2)) v_q(t) v_q(t) \psi(t) \, dt,
\]

where

(2.34) \[ \mathcal{L}_0^{m,n}(\partial_t, -q(q + n - 2)) = \prod_{j=0}^{m-1} (-\partial_t^2 + \mathcal{B}_j(q)^2),
\]

with

(2.35) \[ \mathcal{B}_j(q)^2 = \left( (n/2 - 1)^2 + q(q + n - 2) + m - 2j - 1 \right)^2 = (q + n/2 + m - 2j - 2)^2, \quad q \in \mathbb{N} \cup \{0\}
\]

satisfying the estimates

(2.36) \[ \mathcal{B}_j(q)^2 \geq C \max\{1, q(q + n - 2)\}, \text{ when } q \in \mathbb{N} \cup \{0\} \text{ is such that } q \neq 2j - m - n/2 + 2,
\]

for some \( C > 0 \) depending on \( m \) and \( n \) only, and

(2.37) \[ \mathcal{B}_j(q) = 0 \quad \text{if } \quad q = 2j - m - n/2 + 2.
\]

Whenever \( m \) is even,

(2.38) \[ \mathcal{L}_0^{m,n}(0, -q(q + n - 2)) = \prod_{p} (q(q + n - 2) - p(p + n - 2))^2, \quad q \in \mathbb{N} \cup \{0\},
\]
where the product above is over \( p = -n/2 + 2, -n/2 + 4, \ldots, m - n/2 - 2, m - n/2, \) and if \( m \) is odd, 
\[
L_{m,n}^0(0, -q(n + 2)) = \prod_q (q(n + 2) - p(p + n - 2))^{2} \left( q(n + 2) + (n/2 - 1)^2 \right),
\]
for every \( q \in \mathbb{N} \cup \{0\} \), with the product above over \( p = -n/2 + 3, -n/2 + 5, \ldots, m - n/2 - 2, m - n/2 \).

**Lemma 2.40.** Assume that \( m \in \mathbb{N}, n \in [2, 2m] \cap \mathbb{N} \) is even and \( m - n/2 \) is even. Recall that in this case 
\[
L_{m,n}^0(-\partial_t, 0) = \prod_{j=0}^{m-1} \left( -\partial_j^2 + \left( m - \frac{n}{2} - 2j \right)^2 \right)
\]
and consider the equation 
\[
\prod_{j=0}^{m-1} \left( -\partial_j^2 + \left( m - \frac{n}{2} - 2j \right)^2 \right) h = \delta,
\]
where \( \delta \) stands for the Dirac delta function. A unique solution to (2.42) which vanishes at \( +\infty \) and has at most linear growth or decay at \( -\infty \) has a form 
\[
h(t) = \begin{cases} \sum_{i=1}^{(m-n/2)/2} \nu_i^{(1)} e^{-2it} + \sum_{i=1}^{(m-n/2)/2} \nu_i^{(2)} te^{-2it} + \sum_{i=1}^{n/2-1} \nu_i^{(3)} e^{-\left(m-n+2i\right)t}, & t > 0, \\ \sum_{i=1}^{(m-n/2)/2} \mu_i^{(1)} e^{2it} + \sum_{i=1}^{(m-n/2)/2} \mu_i^{(2)} te^{2it} + \sum_{i=1}^{n/2-1} \mu_i^{(3)} e^{\left(m-n+2i\right)t} + \mu^{(4)} t + \mu^{(5)}, & t < 0. \end{cases}
\]
Here \( \nu_i^{(1)}, \nu_i^{(2)}, \nu_i^{(3)}, i = 1, \ldots, (m - n/2)/2, \) \( \nu_i^{(3)}, \) \( \mu_i^{(1)}, \mu_i^{(2)}, \) \( \mu_i^{(3)}, i = 1, \ldots, n/2 - 1, \) and \( \mu^{(4)}, \mu^{(5)} \) are some real numbers depending on \( m \) and \( n \) only.

**Lemma 2.44.** Assume that \( m \in \mathbb{N}, n \in [2, 2m] \cap \mathbb{N} \) is even and \( m - n/2 \) is odd. Recall that in this case 
\[
L_{m,n}^0(-\partial_t, 1 - n) = L_{m,n}^0(-\partial_t, -1(1 + n - 2)) = \prod_{j=0}^{m-1} \left( -\partial_j^2 + \left( m + \frac{n}{2} - 2j - 1 \right)^2 \right)
\]
and consider the equation 
\[
\prod_{j=0}^{m-1} \left( -\partial_j^2 + \left( m + \frac{n}{2} - 2j - 1 \right)^2 \right) h = \delta,
\]
where \( \delta \) stands for the Dirac delta function. A unique solution to (2.46) which vanishes at \( +\infty \) and has at most linear growth or decay at \( -\infty \) has a form 
\[
h(t) = \begin{cases} \sum_{i=1}^{(m-n/2-1)/2} \nu_i^{(1)} e^{-2it} + \sum_{i=1}^{(m-n/2-1)/2} \nu_i^{(2)} te^{-2it} + \sum_{i=1}^{n/2-1} \nu_i^{(3)} e^{-\left(m-n+2i\right)t}, & t > 0, \\ \sum_{i=1}^{(m-n/2-1)/2} \mu_i^{(1)} e^{2it} + \sum_{i=1}^{(m-n/2-1)/2} \mu_i^{(2)} te^{2it} + \sum_{i=1}^{n/2-1} \mu_i^{(3)} e^{\left(m-n+2i\right)t} + \mu^{(4)} t + \mu^{(5)}, & t < 0. \end{cases}
\]
Here \( \nu_i^{(1)}, \nu_i^{(2)}, \nu_i^{(3)}, i = 1, \ldots, (m - n/2 - 1)/2, \) \( \nu_i^{(3)}, \) \( \mu_i^{(1)}, \mu_i^{(2)}, \) \( \mu_i^{(3)}, i = 1, \ldots, n/2, \) and \( \mu^{(4)}, \mu^{(5)} \) are some real numbers depending on \( m \) and \( n \) only.
Theorem 2.48. Assume that $m \in \mathbb{N}$ and $n \in [2, 2m] \cap \mathbb{N}$ is even. Let $\Omega$ be a bounded domain in $\mathbb{R}^n$, $O \in \mathbb{R}^n \setminus \Omega$, $u \in C^{0,\infty}_0(O)$ and $v = e^{(m-\frac{n}{2})y}(u \circ \tau^{-1})$. Let $R$ be a positive constant such that the support of $u$ is contained in $B_{2R}$. Then there exist positive constants $C, C', C''$, depending on $m$ and $n$ only, such that for every $\xi \in B_{2R}$ and $\tau = \log |\xi|^{-1}$ we have

\begin{equation}
\int_{S^{n-1}} v^2(\tau, \omega) \, d\omega \leq C \int_{\mathbb{R}^n} (-\Delta)^m u(x) |u(x)| g(\log |x|^{-1}, \log |\xi|^{-1}) \, dx
\end{equation}

where $C_R = \log(4R)$ and $g$ is defined by

\begin{equation}
g(t, \tau) = h(t - \tau) + \mu^{(4)}(C_R + \tau) + C' + C''(C_R + \tau),
\end{equation}

where $h$ and $\mu^{(4)}$ are given by (2.43) and (2.47), depending on the parity of $m - \frac{n}{2}$.

Proposition 2.51. Let $\Omega$ be a bounded domain in $\mathbb{R}^n$, $2 \leq n \leq 2m + 1$, $Q \in \mathbb{R}^n \setminus \Omega$, and $R > 0$. Suppose

\begin{equation}
(-\Delta)^m u = f \text{ in } \Omega, \quad f \in C^{0,\infty}_0(\Omega \setminus B_{4R}(Q)), \quad u \in W^{m,2}(\Omega).
\end{equation}

Then

\begin{equation}
\frac{1}{\rho^{2+2m-1}} \int_{S_{\rho}(Q) \cap \Omega} |u(x)|^2 \, d\sigma_x \leq \frac{C}{R^{2+4m}} \int_{C_{\rho/4}(Q) \cap \Omega} |u(x)|^2 \, dx \quad \text{for every } \rho < R,
\end{equation}

where $C$ is a constant depending on $m$ and $n$ only, and $\lambda = \left[m - \frac{n}{2} + \frac{1}{2}\right]$ as in (1.20).

Moreover, for every $x \in B_{R/4}(Q) \cap \Omega$

\begin{equation}
|\nabla^i u(x)|^2 \leq \frac{C|x - Q|^{2+2i}}{R^{2+2i}} \int_{C_{\rho/4}(Q) \cap \Omega} |u(y)|^2 \, dy, \quad 0 \leq i \leq \lambda.
\end{equation}

In particular, for every bounded domain $\Omega \subset \mathbb{R}^n$ the solution to the boundary value problem (2.52) satisfies

\begin{equation}
|\nabla^{m-n/2+1/2} u| \in L^\infty(\Omega) \text{ when } n \text{ is odd} \quad \text{and} \quad |\nabla^{m-n/2} u| \in L^\infty(\Omega) \text{ when } n \text{ is even}.
\end{equation}

We also address the behavior of solutions “at infinity”.

Proposition 2.56. Let $\Omega$ be a bounded domain in $\mathbb{R}^n$, $2 \leq n \leq 2m + 1$, $Q \in \mathbb{R}^n \setminus \Omega$, $r > 0$ and assume that

\begin{equation}
(-\Delta)^m u = f \text{ in } \Omega, \quad f \in C^{0,\infty}_0(B_{r/4}(Q) \cap \Omega), \quad u \in W^{m,2}(\Omega).
\end{equation}

Then

\begin{equation}
r^{2+4m-1} \int_{S_{\rho}(Q) \cap \Omega} |u(x)|^2 \, d\sigma_x \leq C r^{2+4m-1} \int_{C_{\rho/4}(Q) \cap \Omega} |u(x)|^2 \, dx,
\end{equation}

for any $\rho > r$ and $\lambda$ given by (1.20).

Furthermore, for any $x \in \Omega \setminus B_{4r}(Q)$

\begin{equation}
|\nabla^i u(x)|^2 \leq C \frac{r^{2+2n-4m+2i}}{|x - Q|^{2+2n-4m+2i}} \int_{C_{\rho/4}(Q) \cap \Omega} |u(y)|^2 \, dy, \quad 0 \leq i \leq \lambda.
\end{equation}
This concludes the list of main Theorems from [22] that will be used in the present paper.

Finally, for future reference we record a well-known result following from the energy estimates for solutions of elliptic equations.

**Lemma 2.60.** Let \( \Omega \) be an arbitrary domain in \( \mathbb{R}^n \), \( n \geq 2, \ Q \in \mathbb{R}^n \setminus \Omega \) and \( R > 0 \). Suppose
\[
(\Delta)^m f = f \ \text{in} \ \Omega, \ f \in C^\infty_0(\Omega \setminus B_{4R}(Q)), \ u \in \dot{W}^{m,2}(\Omega).
\]
Then
\[
\sum_{i=1}^{m} \frac{1}{\rho^{2m-2i}} \int_{B_{2\rho}(Q) \cap \Omega} |\nabla^i u|^2 \, dx \leq C \int_{C_{\rho,2\rho}(Q) \cap \Omega} |u|^2 \, dx
\]
for every \( \rho < 2R \).

### 3. Higher order regularity of a boundary point as a local property

Let us recall from the introduction, (1.17)−(1.18), the notion of \( k \)-regularity of a boundary point for an arbitrary \( k \in \mathbb{N} \). To start, we would like to show that \( k \)-regularity is a local property. In other words, the \( k \)-regularity of a boundary point depends exclusively on the geometry of the domain near this point, rather than the geometry of the entire domain.

**Proposition 3.1.** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^n \), \( m \in \mathbb{N}, \ 2 \leq n \leq 2m + 1 \), and the point \( Q \in \partial \Omega \) be \( \lambda \)-regular with respect to \( \Omega \) and the operator \( (-\Delta)^m \), with \( \lambda \in \mathbb{N} \) given by (1.20). If \( \Omega' \) is another domain (possibly unbounded) with the property that \( B_r(Q) \cap \Omega = B_r(Q) \cap \Omega' \) for some \( r > 0 \) then \( Q \) is \( \lambda \)-regular with respect to \( \Omega' \) as well.

The proof of the proposition rests on the ideas from [26]. Let us start from the following corollaries of the results in Section 2.

**Lemma 3.2.** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^n \), \( m \in \mathbb{N}, \ 2 \leq n \leq 2m + 1 \), \( Q \in \mathbb{R}^n \setminus \overline{\Omega} \). Then for every \( u \in \dot{W}^{m,2}(\Omega) \), and every \( \rho > 0 \)
\[
\frac{1}{\rho^{2n+2m}} \int_{C_{\rho,2\rho}(Q) \cap \Omega} |u(x)|^2 \, dx \leq C \sup_{\xi \in C_{\rho,2\rho}(Q) \cap \Omega} \int_{\Omega} (-\Delta)^mu(y)u(y)g(\log |y - Q|^{-1}, \log |\xi - Q|^{-1}) \, dy,
\]
where \( C \) is a constant depending on \( m \) and \( n \) only, \( g \) is the function defined in (2.26) when \( n \) is odd and by (2.50) when \( n \) is even, and \( \lambda \) is given by (1.20).

**Proof.** The Lemma follows from Theorems 2.24, 2.48 and a limiting procedure. Indeed, if \( u \in C^\infty_0(\Omega) \), the desired estimate is literally the result of the aforementioned lemmas. Furthermore, when \( u \in \dot{W}^{m,2}(\Omega) \) and, respectively, \( (-\Delta)^mu \in W^{-m,2}(\Omega) \), the same result can be obtained approximating \( u \in \dot{W}^{m,2}(\Omega) \) by \( C^\infty_0(\Omega) \) functions in \( \dot{W}^{m,2}(\Omega) \) norm and using the fact that for all \( \xi, y \in \Omega \) the function \( g(\log |y - Q|^{-1}, \log |\xi - Q|^{-1}) \) together with all its derivatives is bounded by a constant depending on the distance from \( \Omega \) to \( Q, \rho, \) (and \( \text{diam}(\Omega) \) in the case of even dimension) only.

Note that the constant \( C \) in the resulting inequality (3.3) does not depend on \( \text{dist}(Q, \overline{\Omega}) \) (nor on \( \text{diam}(\Omega) \)), the separation is only needed to justify the limiting procedure. \( \square \)
Lemma 3.4. Let $\Omega$ be a bounded domain in $\mathbb{R}^n$, $2 \leq n \leq 2m+1$, $Q \in \mathbb{R}^n \setminus \Omega$. Suppose $u \in \dot{W}^{m,2}(\Omega)$ is such that

$$(-\Delta)^m u = \sum_{\alpha: |\alpha| \leq m} \partial^\alpha f_\alpha \text{ in } \Omega, \quad f_\alpha \in L^2(\Omega) \cap C^\infty(\Omega), \quad f_\alpha = 0 \text{ in a neighborhood of } Q. \quad (3.5)$$

Then the estimate (3.3) is valid for every $\rho > 0$ with the constant $C$ depending on $m$ and $n$ only, $g$ defined in (2.26) when $n$ is odd and by (2.50) when $n$ is even, and $\lambda$ is given by (1.20).

Proof. To fix the notation, let $R > 0$ be such that $\text{supp } f_\alpha \cap B_{4R}(Q) = \emptyset$, $|\alpha| \leq m$. Furthermore, let $\{\Omega_n\}_{n=1}^\infty$ be a sequence of domains approximating $\Omega$ and staying away from $Q$, i.e., such that

$$\bigcup_{n=1}^\infty \Omega_n = \Omega, \quad \Omega_n \subset \Omega_{n+1}, \quad \text{and } Q \notin \overline{\Omega_n} \text{ for every } n \in \mathbb{N}. \quad (3.6)$$

Moreover, $\Omega_n \cap (\mathbb{R}^n \setminus B_{2R}(Q)) = \Omega \cap (\mathbb{R}^n \setminus B_{2R}(Q))$ for all $n$. For instance, $\Omega_n$ can be built from $\Omega$ by cutting off small balls around $Q$. Let us denote by $u_n$ the solutions to the problem

$$(-\Delta)^m u_n = \sum_{\alpha: |\alpha| \leq m} \partial^\alpha f_\alpha|_{\Omega_n}, \text{ in } \Omega_n, \quad u_n \in \dot{W}^{m,2}(\Omega_n), \quad (3.7)$$

where $f_\alpha|_{\Omega_n}$ is a restriction of $f_\alpha$ to $\Omega_n$. Hence, by Lemma 3.2 the estimate (3.3) holds for each $u_n$, and moreover, due to the restriction on the support of $f_\alpha$ and the construction, we have

$$\frac{1}{p^{2,1+n}} \int_{C_p^{2,1+n}(Q) \cap \Omega} |u_n(x)|^2 \, dx \leq C \sup_{\xi \in C_p^{2,1+n}(Q) \cap \Omega} \int_{\Omega \cap B_{2R}(Q)} \sum_{\alpha: |\alpha| \leq m} f_\alpha(y) (-\partial^\alpha) \left( u_n(y) g(\log|y - Q|^{-1}, \log|\xi - Q|^{-1}) \right) \, dy. \quad (3.8)$$

On such a domain, the function $g$ together with all its derivatives of order less than or equal to $m$ is bounded by a constant depending on $\rho$, $R$ only (and diam $(\Omega)$ in the case of even dimension), and hence, we can pass to the limit on both sides of (3.8) and conclude the proof of the Lemma as soon as we establish that $(u_n)$ converges to $u$ in $\dot{W}^{m,2}(\Omega)$. This is a consequence of the definition (3.7).

Indeed, first of all, for every $\varphi \in \dot{W}^{m,2}(\Omega)$ there is a sequence of $C_0^\infty(\Omega)$ functions approximating $\varphi$ in $\dot{W}^{m,2}(\Omega)$ norm, and hence, by (3.6), we can choose from it a subsequence $\varphi_n \in C_0^\infty(\Omega_n)$ approximating $\varphi$ in $\dot{W}^{m,2}(\Omega)$ norm. For every such $\varphi_n$

$$\int_{\Omega} (-\Delta)^m (u_n(y) - u(y)) \varphi_n(y) \, dy = \int_{\Omega_n} (-\Delta)^m (u_n(y) - u(y)) \varphi_n(y) \, dy = 0. \quad (3.9)$$

Indeed, $\varphi_n \in C_0^\infty(\Omega_n)$, and hence, the integration in (3.9) is over a domain strictly contained in $\Omega_n$, while $(-\Delta)^m u_n = (-\Delta)^m u$ on $\Omega_n$ by definition. On the other hand,

$$\lim_{n \to \infty} \int_{\Omega} (-\Delta)^m (u_n(y) - u(y)) (\varphi_n(y) - \varphi(y)) \, dy = 0. \quad (3.10)$$
This follows from the fact that $\varphi_n$ converges to $\varphi$ in $\dot{W}^{m,2}(\Omega)$ and $u_n - u \in \dot{W}^{m,2}(\Omega)$, with the uniformly bounded norms:

$$
\|u_n\|_{\dot{W}^{m,2}(\Omega)} = \|u_n\|_{\dot{W}^{m,2}(\Omega_n)} \leq C \left( \sum_{|\alpha| \leq m} \|\partial^\alpha f_n\|_{\Omega_n} \right)
$$

$$
= \sup_{v \in \dot{W}^{m,2}(\Omega_n): \|v\|_{\dot{W}^{m,2}(\Omega_n)} = 1} \int_{\Omega_n} v(y) \sum_{|\alpha| \leq m} \partial^\alpha f_n(y) \, dy
$$

(3.11)

$$
\leq \sup_{v \in \dot{W}^{m,2}(\Omega): \|v\|_{\dot{W}^{m,2}(\Omega)} = 1} \int_{\Omega} v(y) \sum_{|\alpha| \leq m} \partial^\alpha f_n(y) \, dy = \|f\|_{\dot{W}^{m,2}(\Omega)}.
$$

Combining (3.10) with (3.9), we deduce that

$$
\lim_{n \to \infty} \int_{\Omega} (-\Delta)^m (u_n(y) - u(y)) \varphi(y) \, dy = 0,
$$

(3.12)

for every $\varphi \in \dot{W}^{m,2}(\Omega)$. In particular, we have

$$
\int_{\Omega} (-\Delta)^m (u_n(y) - u(y)) (u_n(y) - u(y)) \, dy
$$

$$
= \int_{\Omega} (-\Delta)^m (u_n(y) - u(y)) u_n(y) \, dy - \int_{\Omega} (-\Delta)^m (u_n(y) - u(y)) u(y) \, dy
$$

(3.13)

$$
= 0 - \int_{\Omega} (-\Delta)^m (u_n(y) - u(y)) u(y) \, dy \to 0, \quad \text{as } n \to \infty,
$$

and hence, by ellipticity, the limit in $n$ of $\|u_n - u\|_{\dot{W}^{m,2}(\Omega)}$ is equal to 0, as desired. \(\square\)

**Lemma 3.14.** Let $\Omega$ be a bounded domain in $\mathbb{R}^n$, $m \in \mathbb{N}$, $2 \leq n \leq 2m + 1$, and the point $Q \in \partial \Omega$ be $\lambda$-regular with respect to $\Omega$ and the operator $(-\Delta)^m$, with $\lambda \in \mathbb{N}$ given by (1.20). Then

$$
\nabla^4 u(x) \to 0 \quad \text{as } x \to Q, \quad x \in \Omega,
$$

(3.15)

for every $u \in \dot{W}^{m,2}(\Omega)$ satisfying

$$
(-\Delta)^m u = \sum_{|\alpha| \leq m} \partial^\alpha f_{\alpha} \in \Omega, \quad f_{\alpha} \in L^2(\Omega) \cap C^\infty(\Omega), \quad f_{\alpha} = 0 \quad \text{in a neighborhood of } Q.
$$

(3.16)

**Proof.** Let us fix $\varepsilon > 0$ and take some $\eta_\varepsilon \in C^\infty_0(\Omega)$ to be specified later. Let $v_\varepsilon$ be the solution of the Dirichlet problem

$$
(-\Delta)^m v_\varepsilon = \sum_{|\alpha| \leq m} \partial^\alpha (\eta_\varepsilon f_{\alpha}) \in \Omega, \quad v_\varepsilon \in \dot{W}^{m,2}(\Omega),
$$

(3.17)

and $w_\varepsilon := u - v_\varepsilon \in \dot{W}^{m,2}(\Omega)$. Since the point $Q$ is $\lambda$-regular and the right-hand side of (3.17) belongs to $C^\infty_0(\Omega)$, the function $v_\varepsilon$ automatically satisfies (3.15) and in particular, there exists $\delta_1 = \delta_1(\varepsilon) > 0$ such that

$$
|\nabla^4 v_\varepsilon(x)| < \varepsilon/2 \quad \text{whenever } |x - Q| < \delta_1.
$$

(3.18)
Let us now consider \( w_\varepsilon \in \hat{W}^{m,2}(\Omega) \). It satisfies the equation

\[
(-\Delta)^m w_\varepsilon = \sum_{\alpha: |\alpha| \leq m} \partial^\alpha ((1 - \eta_\varepsilon) f_\alpha) \text{ in } \Omega, \quad \text{with } f_\alpha = 0 \text{ in a neighborhood of } Q.
\]

As before, let \( R > 0 \) be such that \( \text{supp } f_\alpha \cap B_{4R}(Q) = \emptyset, |\alpha| \leq m \). Then, by interior estimates for solutions of elliptic PDE [5],

\[
|\nabla^4 w_\varepsilon(x)|^2 \leq \frac{C}{d(x)^{m+2}} \int_{B_{d(x)/2}(x)} |w_\varepsilon(y)|^2 \, dy, \quad \forall x \in B_{R/4}(Q),
\]

\( d(x) \) denoting the distance to \( \partial \Omega \).

Now for every \( x \in B_{R/4}(Q) \) denote by \( x_0 \) a point on \( \partial \Omega \) such that \( d(x) = |x - x_0| \) and note that \( \text{supp } f_\alpha \cap B_{3R}(x_0) = \emptyset, |\alpha| \leq m \). Then, according to Lemma 3.4,

\[
\frac{C}{d(x)^{m+2}} \int_{B_{d(x)/2}(x)} |w_\varepsilon(y)|^2 \, dy \leq \frac{C}{|x - x_0|^{m+2}} \int_{C_{|x-x_0|, \frac{1}{2}|x-x_0|}(x_0)} |w_\varepsilon(y)|^2 \, dy
\]

\[
\leq C \sup_{\xi \in C_{|x-x_0|, \frac{1}{2}|x-x_0|}(x_0)} \int \Delta^m w_\varepsilon(y) w_\varepsilon(y) g(\log |y - x_0|^{-1}, \log |\xi - x_0|^{-1}) \, dy
\]

\[
\leq C \sup_{\xi \in C_{|x-x_0|, \frac{1}{2}|x-x_0|}(x_0)} \sum_{|\alpha| \leq m} \int \left(1 - \eta_\varepsilon(y)\right) f_\alpha(y) \times
\]

\[
\times \left(-\partial^\alpha \right) \Delta^m (w_\varepsilon(y) g(\log |y - x_0|^{-1}, \log |\xi - x_0|^{-1})) \, dy.
\]

Since the supports of \( f_\alpha \) stay away from \( B_{3R}(x_0) \), the function \( g \) together with its derivatives is bounded by a constant depending on \( \text{supp } f_\alpha R \) only (and \( \text{diam } (\Omega) \) in the case of even dimension). Moreover, the \( L^2 \) norms of \( (1 - \eta_\varepsilon) f_\alpha \) vanish as the euclidean size of support of \( 1 - \eta_\varepsilon \) goes to 0, and therefore, by (3.19), \( \|w_\varepsilon\|_{\hat{W}^{m,2}(\Omega)} \) vanish as well. Then, we can choose \( \eta_\varepsilon \) so that the expression in (3.21) and, hence, (3.20), does not exceed \( \varepsilon/2 \). Combined with (3.18), this leads to (3.15), as desired. \( \square \)

**Proof of Proposition 3.1.** Consider a solution of the Dirichlet problem

\[
(-\Delta)^m u = f \text{ in } \Omega', \quad f \in C_0^\infty(\Omega'), \quad u \in \hat{W}^{m,2}(\Omega'),
\]

and take some cut-off function \( \eta \in C_0^\infty(B_r(Q)) \) equal to 1 on \( B_{r/2}(Q) \). Then \( \eta u \in W^{m,2}(\Omega) \) and

\[
(-\Delta)^m (\eta u) = \eta f + [(\Delta)^m, \eta] u.
\]

Since \( \eta f \in C_0^\infty(\Omega) \) and the commutator above is a differential operator of order \( 2m - 1 \) with smooth coefficients supported in \( C_{r/2,1}(Q) \), one can write

\[
(-\Delta)^m (\eta u) = \sum_{\alpha: |\alpha| \leq m} \partial^\alpha f_\alpha, \quad \text{for some } f_\alpha \in L^2(\Omega) \cap C_0^\infty(\Omega),
\]

with \( f_\alpha = 0 \) in a neighborhood of \( Q \) given by the intersection of \( B_{r/2}(Q) \) and the complement to \( \text{supp } f \). Then, by Lemma 3.14, the \( \lambda \)-th gradient of \( \eta u \) (and therefore, \( \nabla^4 u \)) vanishes as \( x \rightarrow Q \). \( \square \)
4. The new notion of polyharmonic capacity

Throughout this Section \( n \in [2, 2m + 1] \). Assume first that \( m \in \mathbb{N} \) and \( n \in [3, 2m + 1] \cap \mathbb{N} \) is odd.

We start with the observation that according to the computations that we recalled in Section 2, for any bounded domain \( \Omega \) in \( \mathbb{R}^n \), \( O \in \mathbb{R}^n \setminus \Omega \), \( u \in C^0_\infty (\Omega) \) and \( v = e^{(m - \frac{n}{2} + \frac{1}{2})t}(u \circ \chi^{-1}) \) the expression

\[
\int_{\mathbb{R}^n} (-\Delta)^{m} u(x) u(x) |x|^{-1} \, dx
\]

can be written as

\[
\sum_{p=0}^{\infty} \sum_{l=-p}^{l} \int_{\mathbb{R}^n} L^{m,n}_p(\partial_l, -p (p + n - 2)) v^{pl}(t) v^{pl}(t) \, dt
\]

\[
= \sum_{p=0}^{\infty} \sum_{l=-p}^{l} \int_{\mathbb{R}^n} \Re e L^{m,n}_p(i\gamma, -p (p + n - 2)) \left| v^{pl}(\gamma) \right|^2 \, d\gamma
\]

\[
=: \sum_{p=0}^{\infty} \sum_{l=-p}^{l} \int_{\mathbb{R}^n} a_{p+\frac{n}{2}-\frac{1}{2}}(\gamma) \left| v^{pl}(\gamma) \right|^2 \, d\gamma = \sum_{p=0}^{\infty} \sum_{l=-p}^{l} \int_{\mathbb{R}^n} a_{p+\frac{n}{2}-\frac{1}{2}}(\partial_l) v^{pl}(t) v^{pl}(t) \, dt,
\]

where for \( m \) and \( n \) as above \( L^{m,n}_p \) are defined in (2.7), \( v^{pl} \) are the coefficients of the decomposition of \( v \) into spherical harmonics (2.8), and at the moment the reader can understand \( a_{p+\frac{n}{2}-\frac{1}{2}} \) simply as the notation for the coefficients of \( \Re e L^{m,n}_p(i\gamma, -p (p + n - 2)) \) appearing on the second line of (4.2). The notation \( a_p(\partial_l) \) used in the last line of (4.2) stands for the differential operator formed by replacing \( i\gamma \) by \( \partial_l \) in the representation of \( a_p \). The exact formulas for \( a_p \) are computed in the proof of Theorem 2.2 in [22] and we do not copy them here as they play no particular role in the present argument. However, they enjoy a few crucial estimates which we will extensively use. All \( a_p, p \in \mathbb{N} \cup \{0\} \), are the polynomials of \( \gamma^2 \) of order \( m \). Moreover, according to Step VIII in the proof of Theorem 2.1 in [22], loc.cit., we have

\[
a_{p+\frac{n}{2}-\frac{1}{2}}(\gamma) \geq C \sum_{k=1}^{m} \gamma^{2k} + C \prod_{s=-\frac{n}{2}+\frac{1}{2}}^{m-\frac{n}{2}+\frac{1}{2}} (p(p + n - 2) - s(s + n - 2)),
\]

for some \( C > 0 \) and \( p \in \mathbb{N} \cup \{0\} \). This is the translation of (2.4). Even more precisely, we can write

\[
a_{p+\frac{n}{2}-\frac{1}{2}}(\gamma) = \sum_{k=0}^{m} c_{kp} \gamma^{2k}, \quad \gamma \in \mathbb{R}, p \in \mathbb{N} \cup \{0\}, c_{kp} \in \mathbb{R},
\]

where \( c_{kp} \) are such that, firstly, there exists a constant \( c_0 > 0 \) such that

\[
c_{kp} \geq c_0 \text{ for } k \geq 1, p \in \mathbb{N} \cup \{0\},
\]

and secondly,

\[
c_{0p} = C \prod_{s=-\frac{n}{2}+\frac{1}{2}}^{m-\frac{n}{2}+\frac{1}{2}} (p(p + n - 2) - s(s + n - 2)), \quad p \in \mathbb{N} \cup \{0\},
\]
for some $C > 0$, so that
\begin{equation}
    c_{0p} = 0 \text{ if } 0 \leq p \leq m - \frac{n}{2} + \frac{1}{2}, \quad c_{0p} \geq c_0 \text{ if } p \geq m - \frac{n}{2} + \frac{3}{2},
\end{equation}
and moreover, by (2.15),
\begin{equation}
    c_{0p} \geq c_0 (p(p + n - 2))^m \text{ if } p \geq m - \frac{n}{2} + \frac{3}{2}.
\end{equation}
The fact that $c_{0p}$ have the exact form (4.6) is not explicitly discussed in the proof of Theorem 2.1, in [22]; but it can be seen directly by writing
\begin{equation}
    \mathcal{L}^m \nu(0, \delta) = (-1)^m \prod_{j=0}^{m-1} \left( (m - \frac{n}{2} + \frac{1}{2} - 2j)(m + \frac{n}{2} - \frac{3}{2} - 2j) + \delta_j \right) = \prod_{s=-\frac{n}{2}+\frac{1}{2}}^{m-\frac{n}{2}+\frac{3}{2}} (-\delta_s - s(s + n - 2)).
\end{equation}
We do not claim that the positive constant denoted by $C$ in (4.3) and in (4.6) is the same, and it is not important for the discussion.

All in all, for any bounded domain $\Omega$ in $\mathbb{R}^n$, $O \in \mathbb{R}^n \setminus \Omega$, $u \in C_0^\infty(\Omega)$ and $v = e^{(m-\frac{n}{2}+\frac{1}{2})s}(u \circ \kappa^{-1})$ we have
\begin{equation}
    \int_{\mathbb{R}^n} (-\Delta)^m u(x) u(x) dx = \sum_{p=0}^{\infty} \sum_{|s|=-p}^{p} \sum_{k=0}^{m} c_{kp} \int_{\mathbb{R}} (\partial_s^p v_{pl}(t))^2 dt,
\end{equation}
where the coefficients $c_{kp} \in \mathbb{R}$ are as above, in particular, they satisfy (4.5)–(4.8).

Now let us assume that $m \in \mathbb{N}$ and $n \in [2, 2m] \cap \mathbb{N}$ is even. As before, let $\Omega$ be a bounded domain in $\mathbb{R}^n$, $O \in \mathbb{R}^n \setminus \Omega$, $u \in C_0^\infty(\Omega)$ and this time, $v = e^{(m-\frac{n}{2})s}(u \circ \kappa^{-1})$. Retain the notation of Theorem 2.30 and recall the comments right after its statement, (2.33)–(2.39). All this can also be translated into the language of $c_{kp}$, i.e., the coefficients near various terms of decomposition into spherical harmonics on the Fourier transform side. We shall do that now and also combine this with the computations for odd dimensions presented above.

**Definition 4.11.** Let $\Omega$ be a bounded domain in $\mathbb{R}^n$, $2 \leq n \leq 2m + 1$, $O \in \mathbb{R}^n \setminus \Omega$, $u \in C_0^\infty(\Omega)$ and $v = e^{it}(u \circ \kappa^{-1})$, with $\lambda$ given by (1.20). The coefficients $c_{kp} \in \mathbb{R}$ are uniquely determined by the condition that for $u$ and $v$ as above
\begin{equation}
    \int_{\mathbb{R}^n} (-\Delta)^m u(x) u(x) |x|^{2m-n-2} dx = \sum_{p=0}^{\infty} \sum_{|s|=-p}^{p} \sum_{k=0}^{m} c_{kp} \int_{\mathbb{R}} (\partial_s^p v_{pl}(t))^2 dt.
\end{equation}
Of course, $\{c_{kp}\}$’s depend on $m$ and $n$ as well, but we omit additional indices not to make the notation too cumbersome. Let furthermore $Z$ denote the set
\begin{equation}
    Z := \{ p \in \mathbb{N} \cup \{0\} : c_{0p} = 0 \}.
\end{equation}
According to the computations above and (2.36)–(2.37), $Z$ coincides exactly with the set defined by (1.8)–(1.9). For $p \notin Z$, we have (see (4.8) and (2.36))
\begin{equation}
    c_{0p} \geq c_0 \max \{1, (p(p + n - 2))^m \} \text{ if } p \notin Z,
\end{equation}
and (see (4.5) and (2.34)–(2.36))
\begin{equation}
    c_{kp} \geq c_0 \text{ for } k \geq 1, p \in \mathbb{N} \cup \{0\},
\end{equation}
for some constant $c_0 > 0$.

To be more specific, we record that

\[(4.15)\quad c_{op} = L_n^{m,p}(0,-p(p + n - 2)), \text{ if } n \text{ is odd, and } c_{op} = L_n^{m,p}(0,-p(p + n - 2)), \text{ if } n \text{ is even},\]

and the explicit expressions can be found in (4.6), (2.38), (2.39).

**Definition 4.16.** Given a bounded domain $\Omega$ in $\mathbb{R}^n$, $2 \leq n \leq 2m + 1$, $O \in \mathbb{R}^n \setminus \Omega$, $u \in C^\infty_0(\Omega)$ and $v = u \circ z^{-1}$ (note a different normalization!), we let

\[(4.17)\quad \Phi[u; \Omega] := \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \sum_{k=0}^{m} c_{kp} \int_{\mathbb{R}} (\delta_{l}^{k} v_{pl}(t))^{2} \, dt.\]

In particular, again, due to the choice of the normalization,

\[(4.18)\quad \Phi[u; \Omega] = \int_{\mathbb{R}^n} (-\Delta)^{m} \left( |x|^4 u(x) \right) |x|^{2m-n-1} u(x) \, dx \quad \text{whenever } u \in C^\infty_0(\Omega),\]

and $\Omega$ is a bounded domain in $\mathbb{R}^n$ not containing $O$. However, $\Phi[u; \Omega]$ is well-defined for a larger class of functions $u$ than the one in (4.17)–(4.18), and we will further use the notation (4.17) in a more general setting. In this vein, for an annulus $C_{a,b}$, $0 < a < b < \infty$, we write

\[(4.19)\quad \Phi[u; C_{a,b}] := \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \sum_{k=0}^{m} c_{kp} \int_{\mathbb{R}} \frac{1}{\log \frac{1}{t}} (\delta_{l}^{k} v_{pl}(t))^{2} \, dt,\]

where $c_{kp} \in \mathbb{R}$ are the same coefficients as above, $v = u \circ z^{-1}$ and $u$ is any function for which the expression in (4.19) is finite (with partial derivatives understood in the sense of distributions).

In the case of even dimensions, we shall also make use of the functional $\Phi$ with an additional logarithmic weight,

\[(4.20)\quad \Phi_R[u; \Omega] := \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \sum_{k=0}^{m} c_{kp} \int_{\mathbb{R}} (\delta_{l}^{k} v_{pl}(t))^{2} (C_R + t) \, dt, \quad C_R := \log(4R),\]

where $R$ is taken so that the support of $u$ is contained in $B_{2R}$, $O \in \mathbb{R}^n \setminus \Omega$. Note that the subscript $R$ refers to the choice of weight $C_R + t$ and we loosely refer to the weight as “logarithmic” subconsciously treating it back in Euclidean coordinates.

As per (2.33) and the discussion below it,

\[(4.21)\quad \Phi_R[u; \Omega] = \int_{\mathbb{R}^n} (-\Delta)^{m} \left( |x|^4 u(x) \right) |x|^{2m-n-1} \log(4R|x|^{-1}) u(x) \, dx \quad \text{for } u \in C^\infty_0(\Omega), \ \text{supp } u \subset B_{2R}.\]

In particular, it is not difficult to see that the coefficients $\{c_{kp}\}$ coming from the integration with the power weight and with the power-logarithmic weight (cf. (4.18), (4.17) and (4.21), (4.20)) are indeed the same. The reader can also consult the proof of Theorem 5.1 in [22] for details.

Similarly to (4.19), or an annulus $C_{a,b}$, $0 < a < b < \infty$, we set

\[(4.22)\quad \Phi_R[u; C_{a,b}] := \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \sum_{k=0}^{m} c_{kp} \int_{\log \frac{1}{t}} \frac{1}{\log \frac{1}{t}} (\delta_{l}^{k} v_{pl}(t))^{2} (C_R + t) \, dt, \quad C_R := \log(4R),\]
where \( c_{kp} \in \mathbb{R} \) are the same coefficients as above, \( v = u \circ \varphi^{-1} \) and \( u \) is any function for which the expression in (4.19) is finite (with partial derivatives understood in the sense of distributions). As before, \( R \) is taken so that the support of \( u \) is contained in \( B_{2R} \).

For future reference we would like to single out the following estimates.

**Lemma 4.23.** Let \( 0 < a < b < \infty \). Then

\[
\Phi[u; C_{ab}] \leq C \sum_{k=1}^{\infty} \int_{\log \frac{1}{h}}^1 \int_{S^{n-1}} (\partial_k^i \nabla_{\omega} v(t, \omega))^2 \, d\omega \, dt
\]

(4.24)

\[
\geq \sum_{k=1}^{\infty} \int_{\log \frac{1}{h}}^1 \int_{S^{n-1}} (\partial_k^i \nabla_{\omega} v(t, \omega))^2 \, d\omega \, dt
\]

and

\[
\Phi[u; C_{ab}] \leq C \sum_{k=1}^{\infty} \int_{\log \frac{1}{h}}^1 \int_{S^{n-1}} (\partial_k^i \nabla_{\omega} v(t, \omega))^2 \, d\omega \, dt
\]

(4.25)

\[
\geq \sum_{k=1}^{\infty} \int_{\log \frac{1}{h}}^1 \int_{S^{n-1}} (\partial_k^i \nabla_{\omega} v(t, \omega))^2 \, d\omega \, dt
\]

where \( v = u \circ \varphi^{-1} \) and \( u \) is any function for which both sides of (4.24), or, respectively, (4.25), are finite. Moreover, with the same notation,

\[
s^{-n}||u||_{L^2(C_{ab})}^2 + \Phi[u; C_{as,bs}]
\]

(4.26)

\[
\approx \sum_{k=1}^{\infty} \int_{\log \frac{1}{h}}^1 \int_{S^{n-1}} (\partial_k^i \nabla_{\omega} v(t, \omega))^2 \, d\omega \, dt
\]

\[
\approx \sum_{k=1}^{\infty} \int_{\log \frac{1}{h}}^1 \int_{S^{n-1}} (\partial_k^i \nabla_{\omega} v(t, \omega))^2 \, d\omega \, dt
\]

with the constants independent of \( s \). If, in addition, \( u \in \mathcal{C}_0^{\infty}(C_{as,bs}) \), then also

\[
\Phi[u; C_{as,bs}] \approx \sum_{k=1}^{\infty} \int_{\log \frac{1}{h}}^1 \int_{S^{n-1}} (\partial_k^i \nabla_{\omega} v(t, \omega))^2 \, d\omega \, dt
\]

(4.27)

\[
\approx \sum_{k=1}^{\infty} \int_{\log \frac{1}{h}}^1 \int_{S^{n-1}} (\partial_k^i \nabla_{\omega} v(t, \omega))^2 \, d\omega \, dt
\]

\[
\approx \sum_{0 \leq k \leq m} \int_{C_{as,bs}} |\nabla u|^2 \, dx \approx s^{2m-n} \int_{C_{as,bs}} |\nabla u|^2 \, dx.
\]

**Proof.** Let us start with (4.24), (4.25). The estimate

\[
\Phi[u; C_{ab}] \geq C \sum_{k=1}^{m} \int_{\log \frac{1}{h}}^1 \int_{S^{n-1}} (\partial_k^i v(t, \omega))^2 \, d\omega \, dt
\]

(4.28)
follows directly from the definition and (4.14). The bound from below by
\[
\int_{\log \frac{1}{n}}^{\log \frac{1}{p}} \int_{S^{n-1}} L^{m,\alpha}(0, \delta) v(t, \omega) v(t, \omega) \, dw \, dt
\]
and
\[
\int_{\log \frac{1}{n}}^{\log \frac{1}{p}} \int_{S^{n-1}} L^{m,\alpha}(0, \delta) v(t, \omega) v(t, \omega) \, dw \, dt,
\]
in the case of odd and even dimension, respectively, is due to (4.15). Finally, the mixed derivatives, corresponding to \(1 \leq k, 0 \leq i, i + k \leq m\), are bounded by the combination of the right-hand side of (4.28) and the two integrals above, by the same argument as (2.12)–(2.17) employing the bound (4.13). This finishes the proof of (4.24), (4.25).

In order to get \(\leq\) in the first inequality in (4.26), we now only need to bound
\[
\sum_{0 \leq i \leq m} \int_{\log \frac{1}{n}}^{\log \frac{1}{p}} \int_{S^{n-1}} (\nabla^i v(t, \omega))^2 \, dw \, dt = \sum_{0 \leq i \leq m} \int_{\log \frac{1}{n}}^{\log \frac{1}{p}} \int_{S^{n-1}} (v(t, \omega))^2 \, dw \, dt \leq C_{m,n} \sum_{0 \leq i \leq m} \int_{\log \frac{1}{n}}^{\log \frac{1}{p}} (p(p + n - 2))^i v_{pl}(t)^2 \, dt.
\]
This follows essentially from a simpler version of the argument in (2.12)–(2.17), now with \(k = 0\). Indeed,
\[
\sum_{p \in \mathbb{Z}} \sum_{l = -p}^{p} (p(p + n - 2))^i \int_{\log \frac{1}{n}}^{\log \frac{1}{p}} (v_{pl}(t))^2 \, dt \leq C_{m,n} \sum_{0 \leq i \leq m} \int_{\log \frac{1}{n}}^{\log \frac{1}{p}} \int_{S^{n-1}} (v(t, \omega))^2 \, dw \, dt \leq C_{m,n} s^{-n} \parallel u \parallel^2_{L^2(C_{ax,bs})},
\]
and by (4.13) we have
\[
\sum_{p \in \mathbb{Z}} \sum_{l = -p}^{p} (p(p + n - 2))^i \int_{\log \frac{1}{n}}^{\log \frac{1}{p}} (v_{pl}(t))^2 \, dt \leq C \Phi[u; C_{ax,bs}],
\](4.29)
as desired.

The \(\leq\) inequality in (4.26) is straightforward from definitions, and the second equivalence in (4.26) is a change of variables.

The passage from (4.26) to (4.27) is due to Hardy inequality. Let us furnish some details. We only have to show \(\leq\) direction in the last equivalence in (4.27) and \(\geq\) part in the first equivalence in (4.27). First, for every \(u \in W^{m,2}(C_{ax,bs})\) we have
\[
\sum_{k=0}^{m} \frac{1}{s^{2m-2k}} \int_{C_{ax,bs}} |\nabla^k u(x)|^2 \, dx \leq C s^{2m-n} \int_{C_{ax,bs}} |\nabla^m u(x)|^2 \, dx,
\]
using the Hardy inequality. This proves \(\leq\) direction in the last equivalence (4.27). On the other hand, by one-dimensional Hardy inequality in \(t \in \left(\log \frac{1}{bs}, \log \frac{1}{as}\right)\), we can bound
\[
\int_{\log \frac{1}{n}}^{\log \frac{1}{p}} \int_{S^{n-1}} (v(t, \omega))^2 \, dw \, dt \leq C \int_{\log \frac{1}{n}}^{\log \frac{1}{p}} \int_{S^{n-1}} (\delta v(t, \omega))^2 \, dw \, dt,
\](4.30)
which in turn is bounded by $C\Phi[u; C_{as, bs}]$, as desired.

\begin{proof}
\end{proof}

**Remark 4.31.** Let $s > 0$, $0 < a < b < \infty$. Motivated by (4.26), we define the Sobolev-type space

\begin{equation}
V_{as, bs}^{m, 2}(C) := \left\{ u \in L^2(C_{as, bs}) : \|u\|_{V_{as, bs}^{m, 2}}^2 := s^{-n}\|u\|_{L^2(C_{as, bs})}^2 + \Phi[u; C_{as, bs}] \right\}
\end{equation}

\begin{equation}
\approx \sum_{k \geq 0} \int_{\mathbb{S}^{n-1}} \left( \sum_{i=1}^k \int_{S} (\partial_t^k \nabla_i v(t, \omega))^2 \, d\omega \right) \, dt \approx \sum_{0 \leq k \leq \infty} s^{2k-n} \int_{C_{as, bs}} |\nabla^k u|^2 \, dx < \infty,
\end{equation}

where the derivatives are, as usually, understood in the weak sense, and $v = u \circ \chi^{-1}$.

**Remark 4.33.** We remark that the first equivalence in (4.27) does not require the full power of the condition $u \in C^\infty_0(C_{as, bs})$ but rather a weak vanishing on the boundary sufficient for application of the Hardy inequality in (4.30).

Now let us recall from the introduction the space of linear combinations of spherical harmonics from (1.11)–(1.12). Then, given $P \in \Pi_1$, for any bounded open set $\Omega$ such that $O \not\subseteq \Omega$ we define $\Phi$-capacity of a compactum $K \subset \Omega$ as

\begin{equation}
\operatorname{Cap}_{\Phi}^\Omega(K, \Omega) := \inf \left\{ \Phi[u; \Omega] : u \in \tilde{W}^{m, 2}(\Omega), u = P \text{ in a neighborhood of } K \right\}.
\end{equation}

In the introduction we utilized a somewhat different polyharmonic capacity, namely, (1.13)–(1.14).

We shall use $\operatorname{Cap}^\Phi_{\Omega}$ in place of $\operatorname{Cap}_{\Omega}$ whenever convenient, and employ the following relation between the two of them.

**Lemma 4.35.** Let $\Omega$ be an open set in an annulus $C_{as, bs}$ for some constants $0 < a < b < \infty$. Then for every compactum $K \subset \Omega$ and any $P \in \Pi_1$

\begin{equation}
\operatorname{Cap}_{\Omega}(K, \Omega) \approx \chi^{n-2m} \operatorname{Cap}_{\Phi}^\Omega(K, \Omega),
\end{equation}

with the implicit constants depending on $n, m$ and $a, b$ only.

**Proof.** The proof is a direct application of (4.27). For every $\varepsilon > 0$ we can choose $u \in \tilde{W}^{m, 2}(\Omega)$ such that $u = P$ in a neighborhood of $K$ and

\begin{equation}
\int_{\Omega} |\nabla^m u(x)|^2 \, dx \leq \operatorname{Cap}_{\Omega}(K, \Omega) + \varepsilon.
\end{equation}

However, for every $u \in \tilde{W}^{m, 2}(C_{as, bs})$ (in our case, extended by zero from $\tilde{W}^{m, 2}(\Omega)$ to $\tilde{W}^{m, 2}(C_{as, bs})$ we have

\begin{equation}
\Phi[u; \Omega] \leq C s^{2m-n} \int_{C_{as, bs}} |\nabla^m u(x)|^2 \, dx,
\end{equation}

by (4.27). This gives the “$\geq$” inequality in (4.36). The converse argument is exactly the same, again using (4.27).
It follows directly from the definitions that all versions of the capacity defined above are monotone in the sense that for every \( P \in \Pi_1 \)
\[
(4.39) \quad K_1 \subseteq K_2 \subset \Omega \quad \Rightarrow \quad \text{Cap}_P(K_1, \Omega) \leq \text{Cap}_P(K_2, \Omega), \quad \text{Cap}^\Phi_P(K_1, \Omega) \leq \text{Cap}^\Phi_P(K_2, \Omega),
\]
\[
(4.40) \quad K \subset \Omega_1 \subseteq \Omega_2 \quad \Rightarrow \quad \text{Cap}_P(K, \Omega_1) \geq \text{Cap}_P(K, \Omega_2), \quad \text{Cap}^\Phi_P(K, \Omega_1) \geq \text{Cap}^\Phi_P(K, \Omega_2),
\]
and analogous statements hold for \( \text{Cap} \). In addition, we have the following relations.

**Lemma 4.41.** Let \( K \) be a compactum in \( \overline{C_{as,bs}} \) for some \( s > 0, 0 < a < b < \infty \). Then for every \( P \in \Pi_1 \)
\[
(4.42) \quad \text{Cap}_P(K, C_{as/2,bs}) \leq C s^{n-2m}, \quad \text{Cap}^\Phi_P(K, C_{as/2,bs}) \leq C,
\]
with the constants independent of \( s \).

**Proof.** The estimates (4.42) come from the scaling considerations. Indeed, if \( w(x) = u(sx), \) \( x \in \mathbb{R}^n \), then first of all,
\[
(4.43) \quad u \in \tilde{\mathcal{W}}^{m,2}(C_{as/2,bs}) \quad \iff \quad w \in \tilde{\mathcal{W}}^{m,2}(C_{a/2,b}),
\]
and secondly,
\[
(4.44) \quad u = P \text{ in a neighborhood of } K \quad \iff \quad w = P \text{ in a neighborhood of } s^{-1}K,
\]
where \( s^{-1}K := \{ x \in \mathbb{R}^n : sx \in K \} \). Also,
\[
(4.45) \quad \int_{C_{as/2,b}} |\nabla^m w(x)|^2 \, dx = \int_{C_{a/2,b}} |\nabla^m[u(sx)]|^2 \, dx = s^{2m-n} \int_{C_{as/2,bs}} |\nabla^m u(y)|^2 \, dy,
\]
so that
\[
(4.46) \quad s^{2m-n} \text{Cap}_P(K, C_{as/2,bs}) = \text{Cap}_P(s^{-1}K, C_{a/2,b}).
\]
However, \( s^{-1}K \subset C_{a,b} \) and therefore by (4.39)
\[
(4.47) \quad \text{Cap}_P(s^{-1}K, C_{a/2,b}) \leq \text{Cap}_P(C_{a,b}, C_{a/2,b}),
\]
uniformly in \( s \). The right-hand side of (4.47) is a constant independent of \( s \) and therefore, (4.46)–(4.47) along with (4.49) prove the first part of (4.42). The bound on \( \text{Cap}^\Phi_P \) then follows from Lemma 4.35.

**Lemma 4.48.** Let \( K \) be a compactum in \( \overline{C_{as,bs}} \) for some \( s > 0, 0 < a < b < \infty \). If \( n \in [3, 2m+1] \) is odd, then for every \( P \in \Pi_1 \)
\[
(4.49) \quad \text{Cap}_P(K, \mathbb{R}^n \setminus \{O\}) \approx \text{Cap}_P(K, C_{as/2,bs}),
\]
with the constants independent of \( s \).

Furthermore, for any \( n \in [2, 2m+1] \) we have
\[
(4.50) \quad \inf \left\{ \sum_{k=0}^{m} \int_{\mathbb{R}^n} \frac{|\nabla^k u(x)|^2}{|x|^{2m-2k}} \, dx : \ u \in \tilde{\mathcal{W}}^{m,2}(\mathbb{R}^n \setminus \{O\}), \ u = P \text{ in a neighborhood of } K \right\} \approx \text{Cap}_P(K, C_{as/2,bs}).
\]
In fact, an analogue of (4.49) holds for \( \text{Cap}_p^\Phi \) as well, in the sense that one can harmlessly enlarge the set \( C_{as/2,2bs} \) in \( \text{Cap}_p^\Phi(K, C_{as/2,2bs}) \) if \( K \subset \overline{C_{as,bs}} \). However, one would not take \( \mathbb{R}^n \setminus \{O\} \), since for the elements of the space \( \hat{W}^{m,2}(\mathbb{R}^n \setminus \{O\}) \) the functional \( \Phi \) need not be finite.

Proof. The “ \( \leq \) ” inequality in (4.49) follows from the monotonicity property (4.40). Similar monotonicity considerations treat the “ \( \leq \) ” inequality in (4.50) once we observe that

\[
\sum_{k=0}^m \int_{C_{as/2,2bs}} \frac{\lvert \nabla^k u(x) \rvert^2}{|x|^{2m-2k}} \, dx \approx \int_{C_{as/2,2bs}} \lvert \nabla^m u(x) \rvert^2 \, dx \quad \text{for} \quad u \in \hat{W}^{m,2}(C_{as/2,2bs})
\]

by Hardy inequality.

Let us turn to the opposite direction, starting with (4.49). To this end, fix some \( \varepsilon > 0 \) and take \( u \in \hat{W}^{m,2}(\mathbb{R}^n \setminus \{O\}) \) such that \( u = P \) in a neighborhood of \( K \) and

\[
\int_{\mathbb{R}^n} \lvert \nabla^m u(x) \rvert^2 \, dx < \text{Cap}_p(K, \mathbb{R}^n \setminus \{O\}) + \varepsilon.
\]

Next, take the cut-off function \( \zeta \in C_0^\infty(a/2, 2b) \) such that \( \zeta = 1 \) on the set \([3a/4, 3b/2]\) and let

\[
u_\zeta(x) := \zeta(|x|/s)u(x), \quad x \in \mathbb{R}^n.
\]

Then

\[
u_\zeta \in \hat{W}^{m,2}(C_{as/2,2bs}) \quad \text{and} \quad \nu_\zeta = P \quad \text{in a neighborhood of} \quad K,
\]

and therefore,

\[
\text{Cap}_p(K, C_{as/2,2bs}) \leq \int_{C_{as/2,2bs}} \lvert \nabla^m \nu_\zeta(x) \rvert^2 \, dx.
\]

However,

\[
\int_{C_{as/2,2bs}} \lvert \nabla^m \nu_\zeta(x) \rvert^2 \, dx = \int_{C_{as/2,2bs}} \lvert \nabla^m (\zeta(|x|/s)u(x)) \rvert^2 \, dx
\]

\[
\leq C \sum_{k=0}^m \frac{1}{s^{2m-2k}} \int_{C_{as/2,2bs}} \lvert \nabla^k u(x) \rvert^2 \, dx \leq C \sum_{k=0}^m \int_{\mathbb{R}^n} \frac{\lvert \nabla^k u(x) \rvert^2}{|x|^{2m-2k}} \, dx
\]

\[
\leq C \int_{\mathbb{R}^n} \lvert \nabla^m u(x) \rvert^2 \, dx,
\]

using Hardy inequality in odd dimensions (see, e.g., [24], (1.3.3)) for the last estimate above. Combining this with (4.52), we finish the proof of (4.49).

The same argument implies (4.50). We will only be missing the last step of (4.56) as the Hardy inequality for even dimensions in our range does not generally apply on \( \mathbb{R}^n \setminus \{O\} \). This is the reason why one has to modify the definition of capacity to include the full sum of \( L^2 \) norms of \( k \)-th gradients, \( k = 0, \ldots, m \) as in (4.50).

Remark 4.57. The same argument demonstrates that in any dimension \( n \in \{2, 2m + 1\} \), if \( K \) is a compactum with \( K \subseteq C_{as,bs} \) and \( K \subseteq C_{a's,b's} \) for some \( s > 0, 0 < a < b < \infty, 0 < a' < b' < \infty \), then

\[
\text{Cap}_p(K, C_{as/2,2bs}) \approx \text{Cap}_p(K, C_{a's/2,b's}),
\]

(4.58)
with the implicit constants depending on \( m, n, a, b, a', b' \) only.

5. **Sufficient condition for \( \lambda \)-regularity**

5.1. **Poincaré-type inequalities.** We shall now list some auxiliary lemmas that will ultimately lead to the optimal choice of \( P \) minimizing the capacity \( \text{Cap}_p \).

**Lemma 5.1.** Let \( s > 0, \ 0 < a < b < \infty \). Then

\[
\Phi[u - P; C_{as,bs}] = \Phi[u; C_{as,bs}],
\]

for every \( P \in \Pi, \ u \in V^{m,2}(C_{as,bs}) \).

**Proof.** This is a direct consequence of the definitions. Indeed, if

\[
P(x) := \sum_{pZ \in Z} \sum_{l = -p}^{p} b_{pl} Y_{l}^{p}(x/|x|), \quad x \in \mathbb{R}^n \setminus \{O\},
\]

then

\[
\Phi[u - P; C_{as,bs}]
\]

\[
= \sum_{pZ \in Z} \sum_{l = -p}^{p} \sum_{k = 0}^{m} c_{kp} \int_{\log \frac{1}{pZ}} \left( \partial_{t}^{k} (v_{pl}(t) - b_{pl}) \right)^{2} dt + \sum_{pZ \in Z} \sum_{l = -p}^{p} \sum_{k = 0}^{m} c_{kp} \int_{\log \frac{1}{pZ}} \left( \partial_{t}^{k} v_{pl}(t) \right)^{2} dt
\]

\[
= \Phi[u; C_{as,bs}],
\]

where in the second inequality we used the fact that \( c_{0p} = 0 \) for every \( p \in Z \), and if \( k \geq 1 \) then \( \partial_{t}^{k} \) annihilates the constants \( b_{pl} \).

**Lemma 5.5.** Let \( s > 0, \ 0 < a < b < \infty \). Then for every \( u \in V^{m,2}(C_{as,bs}) \) there exists \( P = P(u, s, a, b) \in \Pi \) with the property

\[
||u - P||_{L^{2}(C_{as,bs})} \leq C s^{\lambda} \Phi[u; C_{as,bs}].
\]

**Proof.** Recall the definition of \( \Phi \) in (4.19). Given \( u \in L^{2}(C_{as,bs}) \) and \( v = u \circ \chi^{-1} \), we decompose \( v \) as in (2.8). Using Poincaré’s inequality, we choose for every \( p \in Z, \ -p \leq l \leq p \), the constants \( b_{pl}^{0} \) (depending on \( u, s, a, b \)) such that

\[
\int_{\log \frac{1}{pZ}} \left| v_{pl}(t) - b_{pl}^{0} \right|^{2} dt \leq C \int_{\log \frac{1}{pZ}} \left| \partial_{t} v_{pl}(t) \right|^{2} dt,
\]

and set

\[
P(x) := \sum_{pZ \in Z} \sum_{l = -p}^{p} b_{pl}^{0} Y_{l}^{p}(x/|x|), \quad x \in \mathbb{R}^n \setminus \{O\}.\]
Then

\[
\|u - P\|^2_{L^2(C_{as,bs})} = \sum_{p \in \mathbb{Z}} \sum_{l=-p}^{p} \int \left| \log \frac{1}{t} \right| |v_p(t) - b_0^p|^2 e^{-|t|} dt + \sum_{p \not\in \mathbb{Z}} \sum_{l=-p}^{p} \int \left| \log \frac{1}{t} \right| |v_p(t)|^2 e^{-|t|} dt
\]

\[
\leq C s^n \sum_{p \in \mathbb{Z}} \sum_{l=-p}^{p} \int \left| \log \frac{1}{t} \right| |\partial_t v_p(t)|^2 dt + C s^n \sum_{p \not\in \mathbb{Z}} \sum_{l=-p}^{p} \int \left| \log \frac{1}{t} \right| |v_p(t)|^2 dt
\]

(5.9)

where the last inequality follows from (4.14) and (4.13). More precisely, we use the fact that \(c_{1p} > 0\) for \(p \in \mathbb{Z}\) and \(c_{0p} > 0\) for \(p \not\in \mathbb{Z}\). This finishes the proof of the Lemma. □

**Lemma 5.10.** Let \(s > 0\), \(0 < a < b < \infty\). There exists an extension operator

\[
Ex : V^{m,2}(C_{as,bs}) \to V^{m,2}(C_{as,2bs}),
\]

with the operator norm independent of \(s\) and satisfying the properties

(i) \(Ex u(x) = u(x)\) for all \(x \in C_{as,bs}\),

(ii) \(Ex P = P\) for any \(P \in \Pi\),

(iii) if \(dist(\text{supp} u, K) > 0\) for some compactum \(K \subset C_{as,bs}\) then \(dist(\text{supp} Ex u, K) > 0\).

**Remark.** The condition (iii) above can be reformulated as follows. If \(u = 0\) in a neighborhood of a compactum \(K \subset C_{as,bs}\) then \(Ex u = 0\) in some neighborhood of \(K\) contained in \(C_{as,2bs}\).

**Proof.** Using the spherical harmonics decomposition, the matters can be reduced to the construction of a suitable one-dimensional reflection-type operator. Following the “reflection of the finite order” procedure (see, e.g., [23], §1.1.16, p.31), for every \(m \in \mathbb{N}\), one can define an operator

\[
(5.12)
\]

\[Ex_0 : C^\infty([a, b]) \to C^m([a/2, 2b]),\]

which extends to a bounded operator on Sobolev spaces, so that, in particular,

\[
(5.13)
\]

\[
\|\partial_r^k Ex_0 u\|_{L^2((a/2,2b))} \leq C \|\partial_r^k u\|_{L^2((a,b))}, \quad \text{for} \quad k = 0, 1, ..., m,
\]

with the properties

(i) \(Ex_0 u(r) = u(r)\) for all \(r \in (a, b)\),

(ii) \(Ex_0 c = c\) for any constant \(c\), and moreover, if for some \(\varepsilon \in (0, \frac{b}{a} - 1)\)

\[
(5.14)
\]

\[
u(r) = c \quad \text{for} \quad r \in [a, a(1 + \varepsilon)] \quad \text{then} \quad Ex_0 u(r) = c \quad \text{for} \quad r \in \left[a \left(1 - \frac{ea}{2(b - a)}\right), a\right]
\]

and symmetrically, if for some \(\varepsilon \in (0, \frac{b}{a} - 1)\)

\[
(5.15)
\]

\[
u(r) = c \quad \text{for} \quad r \in [b(1 - \varepsilon), b] \quad \text{then} \quad Ex_0 u(r) = c \quad \text{for} \quad r \in \left[b, b \left(1 + \frac{ea}{(b - a)}\right)\right].
\]
One can now make a change of coordinates \( t = \log \frac{1}{s} \) to obtain the operator \( \text{Ex}_1 \) extending the functions from \( \left[ \log \frac{1}{bs}, \log \frac{1}{as} \right] \) to \( \left[ \log \frac{1}{2bs}, \log \frac{2}{as} \right] \) and satisfying an analogue of the set of the properties above. Note that, in particular,
\[
\| \partial^k_t \text{Ex}_1 v \|_{L^2(\left[ \log \frac{1}{bs}, \log \frac{1}{as} \right])} \leq C \| \partial^k_t v \|_{L^2(\left[ \log \frac{1}{2bs}, \log \frac{2}{as} \right])}, \quad \text{for } k = 0, 1, \ldots, m,
\]
with the norm independent of \( s \).

Finally, let
\[
\text{Ex}_2 v(t, \omega) = \sum_{p=0}^{\infty} \sum_{l=n-p}^{\infty} \text{Ex}_1 v_{pl}(t) Y^p_l(\omega), \quad t \in \mathbb{R}, \ \omega \in S^{n-1},
\]
and \( \text{Ex} u := \text{Ex}_2 v \) for \( v = u \circ \varphi^{-1} \). Now one can directly check that (5.17), (5.16) imply (5.11), and (i)–(ii) for the operator \( \text{Ex}_0 \) ultimately give the properties (i)–(iii) for the operator \( \text{Ex} \).

The only non-trivial conclusion is the property (iii). To see that it holds, take any small \( \varepsilon > 0 \) and denote by \( U_\varepsilon(K) \) the set \( \{ x \in \mathbb{R}^n : \text{dist} (x, K) < \varepsilon \} \). Suppose \( u = 0 \) in \( U_\varepsilon(K) \cap C_{as,bs} \) for some \( \varepsilon > 0 \). We claim that \( \text{Ex} u = 0 \) in \( U_{\varepsilon/4}(K) \). Indeed, \( \text{Ex} u(x) = 0 \) for \( x \in U_{\varepsilon/4}(K) \cap C_{as,bs} \) by definition and property (i). If, on the other hand, \( x \in U_{\varepsilon/4}(K) \) does not belong to \( C_{as,bs} \), then we consider a segment on a ray \( x/|x| = \text{const} \) with one end \( x_1 = x \) and the other \( x_2 \in C_{as,bs} \), of the length \( |x_1 - x_2| = \varepsilon/2 \). The entire segment is at the distance less than \( \varepsilon \) from \( K \). Therefore, \( u(\zeta) = 0 \) for all \( \zeta \) lying on the intersection of the segment \( [x_1, x_2] \) with \( C_{as,bs} \). Hence, by the properties (5.14)–(5.15) we have \( u(\zeta) = 0 \) for \( \zeta \) on the entire segment \( [x_1, x_2] \), in particular, \( u(x) = 0 \), as desired. This finishes the proof of the Lemma. \( \square \)

**Lemma 5.18.** Let \( s > 0, 0 < a < b < \infty \) and \( \xi \in C^0_0(a/2, b/2) \) be such that \( \xi = 1 \) on the set \([3a/4, 3b/2]\). Then
\[
\Phi[\xi(|\cdot|/s) u; C_{as,bs}] \leq C ||u||_{V^{m,2}(C_{as,bs})},
\]
for every \( u \in V^{m,2}(C_{as,bs}) \).

**Proof.** Note that \( \xi(|\cdot|/s) u \in \hat{W}^{m,2}(C_{as,bs}) \). Hence, by (4.27),
\[
\Phi[\xi(|\cdot|/s) u; C_{as,bs}] \leq C \sum_{i+j \leq m} \int_{\mathbb{R}} \int_{S^{n-1}} \left( \partial^i_t \nabla^j_\omega \left( \xi(e^{-i}/s)v(t, \omega) \right) \right)^2 \, dt \, d\omega dt,
\]
where \( v = u \circ \varphi^{-1} \). The latter expression is, in turn, bounded by the right-hand side of (5.19), by (4.26), as desired. \( \square \)

**Proposition 5.21.** Suppose \( s > 0, 0 < a < b < \infty \), and \( K \) is a compact subset of \( C_{as,bs} \) such that \( \text{Cap} (K, C_{as,bs}) > 0 \). Then for every \( u \in V^{m,2}(C_{as,bs}) \) with \( \text{dist} (\text{supp} u, K) > 0 \) the following estimate holds
\[
\frac{1}{s^{2n-2m}} \int_{C_{as,bs}} |u(x)|^2 \, dx \leq \frac{C}{\text{Cap} (K, C_{as,bs})} \Phi[u; C_{as,bs}],
\]
with the constant independent of \( s \).

**Proof.** Within this particular argument it is convenient to take a different norm in the space \( \Pi \), namely, \( \|P\|_{\Pi} := \|P\|_{L^2(\mathbb{C}_{a,b})} \) and \( \Pi = \{ P \in \Pi : \|P\|_{\Pi} = 1 \} \) with such a norm. This is an equivalent norm in \( \Pi \) and hence, the capacities defined by (4.34), (1.13)–(1.14) with the new normalization for \( P \) are equivalent to the original ones. Therefore, it is enough to prove (5.22) assuming the \( P \)'s implicitly present in \( \text{Cap} \) are such that \( \|P\|_{L^2(\mathbb{C}_{a,b})} = 1 \).

Let us now turn to (5.22). Without loss of generality we may assume that \( \|u\|_{L^2(\mathbb{C}_{a,b})} = s^{n/2} \). Then (5.22) reduces to

\[
(5.23) \quad s^{2m-n} \text{Cap}(K, C_{a,2b}s) \leq C \Phi[u; C_{a,bs}],
\]

for \( u \) and (implicit) \( P \) normalized as above.

Recall the result of Lemma 5.5. Let us denote by \( \mathcal{P} = \mathcal{P}(u, s, a) \) the function in \( \Pi \) satisfying (5.6), and by \( C_0 \) the constant \( C \) in (5.6). We would like to split the discussion according to whether \( \Phi[u; C_{a,bs}] \geq 1/(4C_0) \) or \( \Phi[u; C_{a,bs}] \leq 1/(4C_0) \). In the first case, one employs Lemma 4.41, (4.42), and immediately gets the desired estimate (5.23).

For the other situation, the first step is to show that for every \( P \in \Pi \) with \( \|P\|_{L^2(\mathbb{C}_{a,b})} = 1 \) and every \( u \in V^{m,2}(\mathbb{C}_{a,bs}) \)

\[
(5.24) \quad \text{Cap}_P(K, C_{a,2b}s) \leq C\|P - u\|_{V^{m,2}(\mathbb{C}_{a,bs})}^2.
\]

To this end, take the function \( \zeta \in C_0^\infty(a/2, 2b) \) such that \( \zeta = 1 \) on the set \([3a/4, 3b/2]\) and let \( w(x) := \zeta(|x|/s)(P(x) - \text{Ex} u(x)), x \in C_{a,2b}s \), where \( \text{Ex} \) is the extension operator from Lemma 5.10.

Then first of all, \( w \in \mathcal{W}^{m,2}(\mathbb{C}_{a,2bs}) \) and secondly, by our assumptions and property (iii) of \( \text{Ex} \) the function \( \text{Ex} u \) vanishes in some neighborhood of \( K \), so that \( w = P \) in some neighborhood of \( K \). Hence,

\[
(5.25) \quad \text{Cap}_P(K, C_{a,2bs}) \leq \Phi[w; C_{a,2bs}] \leq C\|P - \text{Ex} u\|_{V^{m,2}(\mathbb{C}_{a,2bs})},
\]

by Lemma 5.18. Furthermore, by Lemma 5.10

\[
(5.26) \quad \|P - \text{Ex} u\|_{V^{m,2}(\mathbb{C}_{a,2bs})} = \|\text{Ex}(P - u)\|_{V^{m,2}(\mathbb{C}_{a,2bs})} \leq C\|P - u\|_{V^{m,2}(\mathbb{C}_{a,bs})},
\]

which yields (5.24).

Next, using Lemma 4.35 one can see that the inequality (5.23) (which we aim to prove) is equivalent to

\[
(5.27) \quad \inf_{P \in \Pi} \text{Cap}_P(K, C_{a,2bs}) \leq C\Phi[u; C_{a,bs}],
\]

Hence, by (5.24) it is enough to show

\[
(5.28) \quad \inf_{P \in \Pi} \|P - u\|_{V^{m,2}(\mathbb{C}_{a,bs})}^2 = \inf_{P \in \Pi} \left( s^{-n}\|P - u\|_{L^2(\mathbb{C}_{a,bs})}^2 + \Phi[P - u; C_{a,bs}] \right) \leq C\Phi[u; C_{a,bs}].
\]

However, \( \Phi[P - u; C_{a,bs}] = \Phi[u; C_{a,bs}] \) by Lemma 5.1. Hence, the estimate above is, in fact, just a bound on \( \inf_{P \in \Pi} \|P - u\|_{L^2(\mathbb{C}_{a,bs})}^2 \). More precisely, we are left to prove that

\[
(5.29) \quad \inf_{P \in \Pi} \|P - u\|_{L^2(\mathbb{C}_{a,bs})}^2 \leq C s^n\Phi[u; C_{a,bs}],
\]

for every \( u \) such that \( \|u\|_{L^2(\mathbb{C}_{a,b})} = s^{n/2} \).
Finally, in concert with the first inequality in (5.34) and the normalization assumptions on $u$ imply that
\begin{equation}
2\|u - \mathcal{P}\|_{L^2(C_{a,b})} \leq 2(C_0 \varepsilon^2 \Phi[u; C_{a,b}])^{\frac{1}{2}} \leq 2(C_0 \varepsilon^2/(4C_0))^{\frac{1}{2}} = \varepsilon^{n/2} = \|u\|_{L^2(C_{a,b})}^2.
\end{equation}

Therefore,
\begin{equation}
\|\mathcal{P}\|_{L^2(C_{a,b})} \leq \|u - \mathcal{P}\|_{L^2(C_{a,b})} + \|u\|_{L^2(C_{a,b})} \leq \|u\|_{L^2(C_{a,b})}/2 + \|u\|_{L^2(C_{a,b})} = 3\varepsilon^{n/2}/2,
\end{equation}

and conversely,
\begin{equation}
\|\mathcal{P}\|_{L^2(C_{a,b})} \geq \|u\|_{L^2(C_{a,b})} - \|u - \mathcal{P}\|_{L^2(C_{a,b})} \geq \|u\|_{L^2(C_{a,b})} - \|u\|_{L^2(C_{a,b})}/2 = \varepsilon^{n/2}/2.
\end{equation}

Now we renormalize $\mathcal{P}$ to get an element of $\Pi_1$. To do this, take
\begin{equation}
P := \frac{\mathcal{P}}{\|\mathcal{P}\|_{L^2(C_{a,b})}} = \varepsilon^{n/2} \frac{\mathcal{P}}{\|\mathcal{P}\|_{L^2(C_{a,b})}}.
\end{equation}

Clearly, $P \in \Pi_1$ by definition. Furthermore,
\begin{equation}
\|P - \mathcal{P}\|_{L^2(C_{a,b})} = \left| \frac{\varepsilon^{n/2}}{\|\mathcal{P}\|_{L^2(C_{a,b})}} \mathcal{P} - \mathcal{P} \right|_{L^2(C_{a,b})} = \left| \frac{\varepsilon^{n/2}}{\|\mathcal{P}\|_{L^2(C_{a,b})}} - 1 \right| \|\mathcal{P}\|_{L^2(C_{a,b})}.
\end{equation}

This implies that
\begin{equation}
\|u - P\|_{L^2(C_{a,b})} \leq \|u - \mathcal{P}\|_{L^2(C_{a,b})} + \|P - \mathcal{P}\|_{L^2(C_{a,b})} \leq 2\|u - \mathcal{P}\|_{L^2(C_{a,b})}.
\end{equation}

Finally, in concert with the first inequality in (5.30) the estimate (5.35) yields
\begin{equation}
\|u - P\|_{L^2(C_{a,b})}^2 \leq 4\|u - \mathcal{P}\|_{L^2(C_{a,b})}^2 \leq 4C_0 \varepsilon^2 \Phi[u; C_{a,b}].
\end{equation}

The latter estimate, indeed, confirms (5.29) and finishes the argument. \hfill \Box

5.2. Odd dimensions.

**Proposition 5.37.** Let $\Omega$ be a bounded domain in $\mathbb{R}^n$, $3 \leq n \leq 2m + 1$, $n$ odd, $O \in \mathbb{R}^n \setminus \Omega$, $R > 0$ and
\begin{equation}
(-\Delta)^m u = f \text{ in } \Omega, \quad f \in C_0^\infty(\Omega \setminus B_4), \quad u \in W^{m,2}(\Omega).
\end{equation}

Fix some $b \geq 4$. Then for every $x \in B_R \cap \Omega$
\begin{equation}
\sum_{i=0}^{\lambda} \frac{|\nabla^i u(x)|^2}{|x|^{2l-2i}} \leq \frac{C}{R^{n+2l}} \int_{R^m \setminus \partial \Omega} |u(y)|^2 \, dy
\end{equation}
\begin{equation}
\times \exp \left( -c \sum_{j=2}^{l} (Rb^{-2j}/(2m-n) \operatorname{Cap}(C_{Rb^{-2j-2},Rb^{-2j-1}} \setminus \Omega, C_{Rb^{-2j-2},2Rb^{-2j}} \setminus \Omega)) \right),
\end{equation}

where $l \geq 2$, $l \in \mathbb{N}$, is such that $|x| \leq b^{-2}R$ and $\lambda$ is defined by (1.20).

In particular, when $O$ is a boundary point of $\Omega \subset \mathbb{R}^n$
\begin{equation}
\text{if } \sum_{j=1}^{\infty} a^{-j(2m-n)} \operatorname{Cap}(C_{a^{-j},a^{-j-1}} \setminus \Omega, C_{a^{-j},2a^{-j-1}}) = +\infty \text{ then } O \text{ is } \lambda\text{-regular.}
\end{equation}
Here a is any real number greater than 1.

Proof of Proposition 5.37. To begin, we approximate $\Omega$ by a sequence of domains with smooth boundaries $\{\Omega_n\}_{n=1}^{\infty}$ satisfying

$$\bigcup_{n=1}^{\infty} \Omega_n = \Omega \quad \text{and} \quad \overline{\Omega_n} \subset \Omega_{n+1} \quad \text{for every} \quad n \in \mathbb{N}. \quad (5.41)$$

Choose $n_0 \in \mathbb{N}$ such that $\text{supp} f \subset \Omega_n$ for every $n \geq n_0$ and denote by $u_n$ a unique solution of the Dirichlet problem

$$(-\Delta)^m u_n = f \quad \text{in} \quad \Omega_n, \quad u_n \in \dot{W}^{m,2}(\Omega_n), \quad n \geq n_0. \quad (5.42)$$

The sequence $\{u_n\}_{n=n_0}^{\infty}$ converges to $u$ in $\dot{W}^{m,2}(\Omega)$ (see, e.g., [33], §6.6).

Furthermore, for every $s \leq R$ we introduce a cut-off $\eta_s \in C^\infty_0(B_{2s})$ such that

$$0 \leq \eta_s \leq 1 \quad \text{in} \quad B_{2s}, \quad \eta_s = 1 \quad \text{in} \quad B_s, \quad \text{and} \quad |\nabla^k \eta_s| \leq Cs^{-k}, \quad k \leq 2m. \quad (5.43)$$

One can use the property that $u_n$ is polyharmonic in $\Omega_n \cap B_{4R} \supset \Omega_n \cap B_s$, and (4.18) to deduce that

$$\Phi \left[ \frac{\eta_s u_n}{|x|^l}; \Omega \right] \leq \frac{C}{s^{n+2l}} \int_{C_{s,4s}} |u_n(y)|^2 \, dy. \quad (5.44)$$

Indeed, since $u_n \in \dot{W}^{m,2}(\Omega_n)$, $\Omega_n$ is bounded and $\text{dist} (O, \Omega_n) > 0$, we have according to (4.18)

$$\Phi \left[ \frac{\eta_s u_n}{|x|^l}; \Omega \right] = \int_{\mathbb{R}^n} \frac{1}{|x|^{n-2l}} \left( (-\Delta)^m (\eta_s u_n) \right) \left( |x|^{2m-n-2l} \eta_s u_n \right) \, dx. \quad (5.45)$$

Since $u_n$ is polyharmonic in $\Omega_n \cap B_{4R}$ and $\eta_s$ is supported in $B_{2R}$, one can see that $\eta_s (-\Delta)^m u_n = 0$, and hence, the expression above is equal to

$$\int_{\mathbb{R}^n} \left( (-\Delta)^m \eta_s u_n(x) \right) \left( \eta_s(x) u_n(x) |x|^{2m-n-2l} \right) \, dx, \quad (5.46)$$

where the brackets denote the commutator, i.e.,

$$[(-\Delta)^m, \eta_s] u_n(x) = (-\Delta)^m (\eta_s(x) u_n(x)) - \eta_s(x) (-\Delta)^m u_n(x),$$

the integral in (5.46) is understood in the sense of pairing between $W^{m,2}(\Omega_n)$ and its dual. Evidently, the support of the integrand is a subset of $\supp \nabla \eta \subset C_{s,2s}$, and therefore, the expression in (5.46) is bounded by

$$C \sum_{l=0}^{m} \frac{1}{S^{2l+n-2l}} \int_{C_{s,2s}} |
abla^l u_n(x)|^2 \, dx \leq \frac{C}{s^{n+2l}} \int_{C_{s,4s}} |u_n(x)|^2 \, dx, \quad (5.47)$$

using Lemma 2.60. Hence, we arrive at (5.44).

Furthermore, it follows directly from definitions that

$$\Phi \left[ \frac{u_n}{|x|^l}; B_s \right] \leq \Phi \left[ \frac{\eta_s u_n}{|x|^l}; \Omega \right], \quad (5.48)$$

where $\Phi \left[ \frac{u_n}{|x|^l}; B_s \right]$ is understood in the sense of (4.19) with $b = s$ and $a$ smaller than $\text{dist} (O, \Omega_n) > 0$. 
Next, denote

\[
\varphi(s) := \sup_{|x| \leq s} \left( \sum_{i=0}^{A} \frac{\left| \nabla^i u_n(x) \right|^2}{|x|^{2+2i}} \right) + \Phi \left[ \frac{u_n}{|x|^s}; B_s \right], \quad s > 0.
\]

Then

\[
\varphi(s) \leq \frac{C}{s^{n+2s}} \int_{C_{b^2s}} |u_n(y)|^2 \, dy, \quad s \leq R/4.
\]

using (5.44), (5.48) and Proposition 2.51.

Now fix \( b \geq 4 \). If \( \text{Cap}(C_{s,b^2s} \setminus \Omega, \mathbb{R}^n \setminus \{O\}) > 0 \) then according to Proposition 5.21 and (5.50)

\[
\varphi(s) \leq C \frac{s^{n-2m}}{s^{n-2m}} \int_{C_{s,b^2s}} |u_n(y)|^2 \, dy \leq C \frac{s^{n-2m}}{\text{Cap}(C_{s,b^2s} \setminus \Omega, C_{s/2,2b^2s})} \Phi \left[ \frac{u_n}{|x|^s}; C_{s,b^2s} \right]
\]

\[
\varphi(s) \leq C \frac{s^{n-2m}}{\text{Cap}(C_{s,b^2s} \setminus \Omega, C_{s/2,2b^2s})} \left( \varphi(b^2s) - \varphi(s) \right), \quad \text{for any } s \leq R/4.
\]

Note that the condition \( \overline{\Omega_{b^2s}} \subseteq \Omega \) guarantees that the distance from \( \text{supp}(u_n/|x|^s) \) to \( \overline{C_{s,b^2s}} \setminus \Omega \) is strictly greater than zero and justifies the use of Proposition 5.21. One can see that there exists \( c > 0 \) such that

\[
\varphi(s) \leq \frac{1}{1 + c^{-1} s^{2m-n} \text{Cap}(C_{s,b^2s} \setminus \Omega, C_{s/2,2b^2s})} \varphi(b^2s)
\]

\[
\varphi(s) \leq \exp \left( -c s^{2m-n} \text{Cap}(C_{s,b^2s} \setminus \Omega, C_{s/2,2b^2s}) \right) \varphi(b^2s),
\]

since

\[
s^{2m-n} \text{Cap}(C_{s,b^2s} \setminus \Omega, C_{s/2,2b^2s}) \leq C,
\]

by (4.49), (4.42). Now we iterate the process taking \( s = R b^{-2(j+1)}, \ j \in \mathbb{N} \). Then

\[
\varphi(R b^{-2(j+1)}) \leq \exp \left( -c R^{2m-n} b^{-2(j+1)(2m-n)} \text{Cap}(C_{R b^{-2(j+1)}, R b^{-2}} \setminus \Omega, C_{R b^{-2(j+1)/2}, 2R b^{-2}}) \right) \varphi(R b^{-2j}),
\]

and hence,

\[
\varphi(R b^{-2l}) \leq \exp \left( -c R^{2m-n} \sum_{j=2}^{l} b^{-2j(2m-n)} \text{Cap}(C_{R b^{-2l}, R b^{-2(j-1)}} \setminus \Omega, C_{R b^{-2j}, 2R b^{-2(j-1)}}) \right) \varphi(Rb^{-2})
\]

for all for \( l = 2, 3, \ldots \).

Pick \( l = 2, 3, \ldots \) so that

\[
b^{-2l-2} R \leq |x| \leq b^{-2l} R.
\]
Then (5.55) and (5.50) imply that for \( x \) as in (5.56) (or, in fact, any \( x \) such that \(|x| \leq b^{-2l}R\)), we have
\[
\left(\sum_{i=0}^{l} \left| \nabla^i u_n(x) \right|^2 \right)^{1/2} \leq \exp \left( -c R^{2m-n} \int_{C_R b^{-2}/2,2R b^{-2}} \right) \varphi \left( R b^{-2} \right).
\]

Moreover, we note that
\[
\varphi \left( b^{-2} R \right) \leq \frac{C}{R^{n+2l}} \int_{C_{b^{-2}R,16b^{-2}}} \left| u_n(y) \right|^2 dy \leq \frac{C}{R^{n+2l}} \int_{C_R \Omega} \left| u_n(y) \right|^2 dy,
\]
by Proposition 2.51. The combination of (5.57) with (5.58) then yields (5.39) with \( u_n \) in place of \( u \), and the limiting procedure finishes the argument for (5.39).

Now let us turn to (5.40). The estimate (5.39) directly leads to the following conclusion. When \( O \) is a boundary point of \( \Omega \subset \mathbb{R}^n \)
\[
\text{if } \sum_{j=1}^{\infty} (a^{-j} R)^{(2m-n)} \text{Cap} \left( C_{a^{-j} R, a^{-j} R^{-1}} \setminus \Omega, C_{a^{-j} R, a^{-j} R^{-1}} \right) = +\infty \text{ then } O \text{ is } \lambda-\text{regular},
\]
where \( a = b^2 \geq 16 \). Next, the condition \( a = b^2 \geq 16 \) can be substituted by any \( a > 1 \) using monotonicity of capacity to shrink \( C_{R b^{-2}/2,2R b^{-2}} \setminus \Omega \) as necessary (starting with some \( b \geq 4 \) such that \( b^2/a \in \mathbb{N} \)), and then Remark 4.57 to adjust the ambient annulus. The exact constant in intervening inequalities would depend on the ratio of \( b^2 \geq 16 \) and \( a > 1 \), but that does not affect the final result (5.59). Finally, there exists \( N \in \mathbb{Z} \) such that \( R \approx a^{-N} \), so that the series in (5.59) can be rewritten as the series in (5.40), with the summation over \( j = N + 1, N + 2, \ldots \), but that again does not affect the question of convergence. Hence, we arrive at (5.40).

The results of Proposition 5.37 can be turned into the estimates on polyharmonic functions at infinity, respectively, still being restricted to the case of the odd dimension.

**Proposition 5.60.** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^n \), \( 3 \leq n \leq 2m + 1 \), \( n \) odd, \( O \in \mathbb{R}^n \setminus \Omega \), \( r > 0 \) and assume that
\[
(-\Delta)^m u = f \text{ in } \Omega, \quad f \in C_0^\infty (B_r/4 \cap \Omega), \quad u \in \dot{W}^{m,2}(\Omega).
\]

Fix some \( b \geq 4 \). Then for any \( x \in \Omega \setminus B_{b^r} \)
\[
\sum_{i=0}^{l} \left| \nabla^i u(x) \right|^2 \left| x \right|^{2l + 2n - 4m + 2l} \leq C_R^{n+2l-4m} \int_{C_R^{b^r}} \left| u_n(y) \right|^2 dy
\]
\[
\times \exp \left( -c \sum_{j=2}^{l} (r b^{2j/2} - 2m-n) \text{Cap} \left( C_{r b^{2j/2}}, C_{r b^{2j/2}} \right) \right),
\]
where \( l \geq 2, l \in \mathbb{N} \), is such that \( |x| \geq b^2 r \) and \( \lambda \) given by (1.20).

**Proof.** Retain the approximation of \( \Omega \) with the sequence of smooth domains \( \Omega_n \) satisfying (5.41) and define \( u_n \) according to (5.42). We denote by \( I \) the inversion \( x \mapsto y = x/|x|^2 \) and by \( U_n \) the
Kelvin transform of $u_n$,

$$U_n(y) := |y|^{2m-n} u_n(y/|y|^2), \quad y \in I(\Omega_n).$$

Then

$$(-\Delta)^m U_n(y) = |y|^{-n-2m}((-\Delta)^m u_n)(y/|y|^2),$$

and therefore, $U_n$ is polyharmonic in $I(\Omega_n) \cap B_{4/r}$. Moreover,

$$U_n \in \hat{W}^{m,2}(I(\Omega_n)) \iff u_n \in \hat{W}^{m,2}(\Omega_n).$$

Observe also that $\Omega_n$ is a bounded domain with $O \notin \overline{\Omega}_n$, hence, so is $I(\Omega_n)$ and $O \notin I(\Omega_n)$.

For any $x \in \Omega \setminus B_{4r}$

$$|\nabla^i u_n(x)| \leq C \sum_{k=0}^i |x|^{2m-n-i-k} (\nabla^k U_n)(x/|x|^2),$$

since $u_n(x) = |x|^{2m-n} U_n(x/|x|^2)$. Hence,

$$\sum_{i=0}^\lambda \left( \frac{(|\nabla^i U_n)(x/|x|^2)|}{(x/|x|^2)^{i-1}} \right)^2 \leq C r^{n-2l} \int_{C_{\frac{4}{r}}^\lambda} |U_n(y)|^2 \, dy \times \exp \left( -c \sum_{j=2}^l (b^{-2j/r})^{2m-n} \text{Cap} \left( C_{b^{-2j/r}} \setminus I(\Omega_n), C_{b^{-2j/r}} \setminus I(\Omega_n) \right) \right).$$

Next, we would like to express the capacity of the set $C_{\frac{b^{2j}}{r}}^\lambda \setminus I(\Omega_n)$ in terms of the capacity of the set $C_{\frac{b^{2j}}{r}}^\lambda \setminus \Omega_n$, with the goal of using this capacity for $s = r/b^{-2(j-1)}$, as above.

Fix any $\varepsilon > 0$ and choose $u \in \hat{W}^{m,2}(C_{\frac{b^{2j}}{r}}^\lambda)$ with $u = P \in \Pi_1$ in a neighborhood of $C_{\frac{b^{2j}}{r}}^\lambda \setminus I(\Omega_n)$ so that

$$\int_{C_{\frac{b^{2j}}{r}}^\lambda} |\nabla^m u(x)|^2 \, dx < \text{Cap} \left( C_{\frac{b^{2j}}{r}}^\lambda \setminus I(\Omega_n), C_{\frac{b^{2j}}{r}}^\lambda \setminus \Omega_n \right) + \varepsilon.$$

Then the function given by $U(y) := u(y/|y|^2), \ y \in \mathbb{R}^n \setminus \{O\}$, belongs to $\hat{W}^{m,2}(C_{\frac{b^{2j}}{r}}^\lambda)$, and $U(y) = P(y/|y|^2) = P(y)$ for all $y$ in a neighborhood of $C_{\frac{b^{2j}}{r}}^\lambda \setminus \Omega_n$. Moreover,

$$\int_{C_{\frac{b^{2j}}{r}}^\lambda} |\nabla^m u(x)|^2 \, dx \approx s^{4m-2n} \int_{C_{\frac{b^{2j}}{r}}^\lambda} |\nabla^m U(y)|^2 \, dy,$$
analogously to (5.66). Therefore,
\begin{equation}
(5.71) \quad s_{4m-2n}^4 \text{Cap} \left( C_{s,b^2} \setminus \Omega_n, C_{s,2b^2} \right) \leq C \text{Cap} \left( C_{\frac{1}{b^2}}, \Omega_n \setminus I(\Omega_n), C_{\frac{1}{2b^2}} \right).
\end{equation}

One can see that the opposite inequality also holds, by reduction to the previous case with $1/(b^2 s)$ in place of $s$ and $I(\Omega_n)$ in place of $\Omega_n$. Therefore,
\begin{equation}
(5.72) \quad s_{4m-2n}^4 \text{Cap} \left( C_{s,b^2} \setminus \Omega_n, C_{s,2b^2} \right) \approx C \text{Cap} \left( C_{\frac{1}{b^2}}, \Omega_n \setminus I(\Omega_n), C_{\frac{1}{2b^2}} \right),
\end{equation}

with the implicit constant independent of $s$.

Finally, the combination of (5.67) with (5.72) gives for any $l \geq 1$, $l \in \mathbb{N}$, and any $x$ such that $|x| \geq b^{2l} r$
\begin{equation}
\sum_{j=0}^{A} |\nabla u_n(x)|^2 |x|^{2,\lambda+2n-4m+2l} \leq C r^{n+2\lambda} \int_{C_{\lambda+r}^1} |U_n(y)|^2 dy
\end{equation}

\begin{equation}
\times \exp \left( -c \sum_{j=2}^{l} \left( b^{-2j}/r \right)^{2(m-n)} \text{Cap} \left( C_{b^{-2j}/r, b^{-2j}/2} \setminus I(\Omega_n), C_{b^{-2j}/r, b^{-2j}/2} \right) \right)
\end{equation}

\begin{equation}
\leq C r^{n+2\lambda} \int_{C_{\lambda+r}^1} |U_n(y)|^2 dy
\end{equation}

\begin{equation}
\times \exp \left( -c \sum_{j=2}^{l} \left( r^{2j}/b \right)^{2(m-n)} \text{Cap} \left( C_{r^{2j}/b, r^{2j}/2} \setminus \Omega_n, C_{r^{2j}/b, r^{2j}/2} \right) \right)
\end{equation}

\begin{equation}
\leq C r^{n+2\lambda-4m} \int_{C_{\lambda+r}^1} |u_n(y)|^2 dy
\end{equation}

\begin{equation}
(5.73)
\end{equation}

since $\Omega_n \subset \Omega$. Now the argument can be finished using the limiting procedure. \hfill \square

### 5.3. Even dimensions.

The results for even dimensions, while yielding sufficiency of the capacitory condition in our Wiener test, do not quite take the form of (5.39) or (5.62). This is unfortunate but it is in line with the existing literature on the subject pertaining to the Wiener-type conditions for continuity of solutions (see, e.g., [26]).

**Proposition 5.74.** Let $\Omega$ be a bounded domain in $\mathbb{R}^n$, $2 \leq n \leq 2m$, $n$ even, $O \in \mathbb{R}^n \setminus \Omega$, $R > 0$ and
\begin{equation}
(-\Delta)^m u = f \text{ in } \Omega, \quad f \in C_0^\infty(\Omega \setminus B_{4R}), \quad u \in \dot{W}^{m,2}(\Omega).
\end{equation}

If
\begin{equation}
\sum_{j=1}^\infty j^{-2m-n} \text{Cap} \left( C_{a^{-2j}, a^{-2j-1}} \setminus \Omega, C_{a^{-2j}, 2a^{-2j-1}} \right) = +\infty,
\end{equation}

\begin{equation}
\end{equation}
for some } \alpha > 1 \text{, then}

\begin{equation}
\limsup_{s \to 0} \sup_{|x| \leq s} \sum_{j=0}^{j} \frac{|
abla^{j} u(x)|^2}{|x|^{2j-2}} = 0,
\end{equation}

where } \lambda \text{ is defined by (1.20). Hence, the condition (1.22) implies that } O \text{ is } \lambda\text{-regular.}

\textbf{Proof.} We start off the same way as in the proof of Proposition 5.37 with } \Phi_j \text{ in place of } \Phi, s \leq R, \text{ (recall the definition in (4.20)-(4.22)), and follow (5.41)-(5.47), in particular, establishing}

\begin{equation}
\Phi_j\left[ \frac{u_n}{|x|^j}; B_s \right] \leq \Phi_j\left[ \frac{\eta_j u_n}{|x|^j}; \Omega \right] \leq \frac{C}{s^{2l+n}} \int_{C} |u_n(x)|^2 \, dx.
\end{equation}

Indeed, as before, the definition of, e.g., } \Phi_j\left[ \frac{u_n}{|x|^j}; B_s \right] \text{ is well-justified for } B_s \text{ in place of an annulus since the support of } u_n \text{ is away from the origin, we use (4.21) in place of (4.18) to obtain analogue of (5.45) with a logarithmic weight, and the remaining argument is the same upon observing that due to the fact that } \eta_j(-\Delta)^{\alpha} u_n = 0 \text{ the integration is restricted to the annulus } C_{s,2s}, \text{ that is, } \ln(2s)^{-1} \leq t \leq \ln s^{-1} \text{ and hence, } \ln 2 \leq \ln 4s + t \leq \ln 4. \text{ Then for any } b \geq 4

\frac{1}{R^{2l+n}} \int_{C_{R,R}} |u_n(x)|^2 \, dx \geq \Phi_R\left[ \frac{u_n}{|x|^j}; R \right] = \sum_{j=0}^{\infty} \Phi_R\left[ \frac{u_n}{|x|^j}; C_{b^{-j}2R,b^{-j}R} \right] \geq \sum_{j=0}^{\infty} j \Phi\left[ \frac{u_n}{|x|^j}; C_{b^{-j}2R,b^{-j}R} \right]

\geq \sum_{j=0}^{\infty} \frac{j \text{ Cap}(C_{b^{-j}2R,b^{-j}R} \setminus \Omega, C_{b^{-j}2R,2b^{-j}R})}{(b^{-j}R)^{2l+n}} \int_{C_{b^{-j}2R,b^{-j}R}} |u_n(x)|^2 \, dx

\geq \sum_{j=0}^{\infty} \frac{j \text{ Cap}(C_{b^{-j}2R,b^{-j}R} \setminus \Omega, C_{b^{-j}2R,2b^{-j}R})}{(b^{-j}R)^{2l+n}} \sup_{|x| \leq b^{-j}2R} \sum_{j=0}^{A} \frac{|
abla^{j} u(x)|^2}{|x|^{2j-2}}

\text{where we used Proposition 5.21 in the third inequality and Proposition 2.51 for the fourth one. Hence, if the limit in (5.77) is strictly positive, the series}

\sum_{j=0}^{\infty} \frac{j \text{ Cap}(C_{b^{-j}2R,b^{-j}R} \setminus \Omega, C_{b^{-j}2R,2b^{-j}R})}{(b^{-j}R)^{2l+n}} < \infty,

\text{which yields the statement of Proposition 5.74 with a slightly modified version of (5.76). And, similarly to the end of the proof of Proposition 5.37 we can adjust the annuli as convenient to obtain the desired result with any } \alpha > 1. \square

6. \textbf{Necessary condition for } \lambda\text{-regularity}

This section will be entirely devoted to the proof of the second part of Theorem 1.19, i.e. the necessary condition for 1-regularity.
6.1. Fine estimates on the quadratic forms, general discussion. To start, let us set the notation and discuss some fine estimates on the involved quadratic forms.

Assume first that \( n \in [3, 2m + 1] \) is odd.

Let us recall the result of Theorem 2.24 and the functions \( g \) and \( h \) from (2.26). We denote by \( Q_{g,\tau}(v) \) the quadratic form associated to the right-hand side of (2.25), that is,

\[
Q_{g,\tau}(v) = \sum_{i \leq 0, k \leq m} \int_{\mathbb{R}} \int_{S^{n-1}} A_{ik}(\partial_{t})[e^{-t}g(t, \tau)] \left( \partial_{t}^{i} \nabla_{\omega}^{k} v \right)^{2} \, dt \, d\omega
\]

(6.1)

\[
= c_0 \int_{S^{n-1}} v^{2}(\tau, \omega) \, d\omega + \sum_{i \geq 0, 0 \leq k \leq m} \int_{\mathbb{R}} \int_{S^{n-1}} A_{ik}(\partial_{t})[e^{-t}g(t, \tau)](t, \tau) \left( \partial_{t}^{i} \nabla_{\omega}^{k} v \right)^{2} \, dt \, d\omega,
\]

where \( A_{ik}(\partial_{t}) \) are appropriate operators given by polynomials of \( \partial_{t} \) and \( c_0 > 0 \). The form is uniquely defined by the requirement that when \( u \) and \( v \) are as in the statement of Theorem 2.24, we have

\[
\int_{\mathbb{R}^{n}} (-\Delta)^{m} u(x) u(x) g(\log |x|^{-1}, \log |\xi|^{-1}) \, dx = Q_{g,\tau}(v),
\]

(6.2)

but clearly one can in principle consider \( Q_{g,\tau}(v) \) for more general functions \( v \). An interested reader can look at (4.28) in [22], loc.cit., substituting \( h(t - \tau) \) by \( e^{t}g(t, \tau) \), to read off the exact representations of \( A_{ik}(\partial_{t}) \). Also, according to Theorem 2.24 (or rather its proof) we have

\[
Q_{g,\tau}(v) \geq \int_{S^{n-1}} v^{2}(\tau, \omega) \, d\omega
\]

(6.3)

\[
+ \sum_{1 \leq i \leq 0} \int_{\mathbb{R}} \int_{S^{n-1}} \left( \partial_{t}^{i} \nabla_{\omega}^{k} v \right)^{2} \, dt \, d\omega + \int_{\mathbb{R}} \int_{S^{n-1}} v \prod_{p = -\frac{n+1}{2} + \frac{1}{2}}^{m-\frac{n+1}{2} + \frac{1}{2}} (-\delta - p (p + n - 2)) \, v \, d\omega, \quad \frac{n+1}{2}
\]

and the inequality holds for any \( v \) such that \( Q_{g,\tau}(v) \) is finite. We remark that the second equality in (6.1), i.e., the fact that the only term with \( v^{2} \) in the quadratic form reduces to \( c_0 \int_{S^{n-1}} v^{2}(\tau, \omega) \, d\omega \) for some \( c_0 > 0 \), can also be extracted from the proof of Theorem 2.24 – this consideration basically dictated the choice of \( h \) and, respectively, of \( g \).

Analogously, we shall denote by \( Q_{e^{h},\tau}(v) \) the corresponding quadratic form with the function \( C_1 e^{h}(t - \tau) \) in place of \( g(t, \tau) \) (cf. (2.26)). When \( u \) and \( v \) are as in the statement of Theorem 2.24,

\[
C \int_{\mathbb{R}^{n}} (-\Delta)^{m} u(x) u(x)|x|^{-1} h(\log |x|^{-1}, \log |\xi|^{-1}) \, dx = Q_{e^{h},\tau}(v),
\]

(6.4)

for some \( C > 0 \).
We do not know if the resulting quadratic form $Q_{c', h, r}(v)$ is positive, however, once again, examination of the proof of Theorem 2.24 reveals that one can write

\[(6.5)\quad Q_{c', h, r}(v) = \sum_{\substack{i, j, k = 0 \\ 0 \leq i + k \leq m}} \int_{\mathbb{R}} \int_{S^{n-1}} A_{ik}(\partial_t) h(t - \tau) \left( \partial_t^k \nabla^i v \right)^2 \, dt \, d\omega + c_0 \int_{\mathbb{R}} \int_{S^{n-1}} v^2(\tau, \omega) \, d\omega + \sum_{\substack{i, j, k = 0 \\ 0 \leq i + k \leq m}} \int_{\mathbb{R}} \int_{S^{n-1}} A_{ik}(\partial_t) h(t - \tau) \left( \partial_t^k \nabla^i v \right)^2 \, dt \, d\omega.\]

and, even more precisely, that

\[(6.6)\quad Q_{c', h, r}(v) = c_0 \int_{\mathbb{R}} \int_{S^{n-1}} v^2(\tau, \omega) \, d\omega + \sum_{\substack{i, j, k = 0 \\ 0 \leq i + k \leq m}} \int_{\mathbb{R}} \int_{S^{n-1}} A_{ik}(\partial_t) h(t - \tau) \left( \partial_t^k \nabla^i v \right)^2 \, dt \, d\omega + c_0 \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} v^2_p(t) \left( L^{m,n}(-\partial_t, -p(p + n - 2)) - L^{m,n}(-\partial_t, 0) \right) h(t - \tau) \, dt,\]

(see (4.28) in [22], loc.cit.). Here,

\[(6.7)\quad (L^{m,n}(-\partial_t, -p(p + n - 2)) - L^{m,n}(-\partial_t, 0)) h(t) \geq 0, \quad \text{for all} \quad t \neq 0, \quad 0 \leq p \leq m - \frac{n}{2} + \frac{1}{2},\]

(see (4.26) in [22], loc.cit.), and for the remaining part

\[(6.8)\quad \int_{\mathbb{R}} \int_{S^{n-1}} L^{m,n}(0, \partial) v(t, \omega) v(t, \omega) h(t - \tau) \, dt \, d\omega + \sum_{p=m - \frac{n}{2} + \frac{1}{2}}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} v^2_p(t) \left| \left( L^{m,n}(-\partial_t, -p(p + n - 2)) - L^{m,n}(-\partial_t, 0) \right) h(t - \tau) \right| \, dt \leq \int_{\mathbb{R}} \int_{S^{n-1}} L^{m,n}(0, \partial) v(t, \omega) v(t, \omega) \, dt \, d\omega,\]

(see (4.30) and (4.33), (4.41)–(4.42) in [22], loc.cit.). In fact, these bounds together with Theorem 2.2 dictate the choice of $g$ and give (6.3) and Theorem 2.24 (see [22]). In particular, we also
have, by construction,

\[(6.9) \quad Q_{g, \tau}(v) \geq \int_{S^{n-1}} v^2(\tau, \omega) \, d\omega + \sum_{k \geq 1, i \geq 0} \int_{\mathbb{R}} \int_{S^{n-1}} \left( \partial_t^k \nabla^i \omega_v \right)^2 \, d\omega dt
\]

\[+ \int_{\mathbb{R}} \int_{S^{n-1}} v \prod_{p=-\frac{n}{2}+\frac{1}{2}}^{m-\frac{n}{2}+\frac{1}{2}} (-\delta - p(p + n - 2)) \, v \, d\omega dt
\]

\[+ \sum_{p=0}^{m-\frac{n}{2}+\frac{1}{2}} \sum_{i=-p}^{p} \int_{\mathbb{R}} v^2 p_i(t) (L_{m, h}(-\partial_t, -p(p + n - 2)) - L_{m, h}(-\partial_t, 0)) h(t - \tau) \, dt.
\]

This will be useful later on.

Suppose now that \( n \in [2, 2m] \) is even.

We take \( g = g_R \) as defined in \((2.50)\) and let \( Q_{g, \tau}(v) \) be the quadratic form associated to the right-hand side of \((2.49)\), that is,

\[(6.10) \quad Q_{g, \tau}(v) = Q_{g, \tau}^R(v) = \sum_{i=0, k \leq 0} \int_{\mathbb{R}} \int_{S^{n-1}} A_{ik}^0(\partial_t) g_R(t, \tau) \left( \partial_t^k \nabla^i \omega \right)^2 \, d\omega dt
\]

\[= c_0 \int_{S^{n-1}} v^2(\tau, \omega) \, d\omega + \sum_{i=0, k \leq 0} \int_{\mathbb{R}} \int_{S^{n-1}} A_{ik}^0(\partial_t) g_R(t, \tau) v(t, \tau) \left( \partial_t^k \nabla^i \omega \right)^2 \, d\omega dt,
\]

where \( A_{ik}^0(\partial_t) \) are appropriate operators given by polynomials of \( \partial_t \) and \( c_0 > 0 \). Just as in the case of odd dimensions, the form is uniquely defined by \((6.2)\) (but note that \( v = e^{\lambda \xi} u \circ \chi^{-1} \), with \( \lambda \) different in the even and odd case according to \((1.20)\), \( \xi \in B_{2m}, \tau = \log|\xi|^{-1}, \) and, of course, \( g \) is different). The parameter \( R \) is only relevant for even dimensions and will be underlined when important in the proof.

Once again, according to (the proof of) Theorem 2.48 we have

\[(6.11) \quad Q_{g, \tau}(v) \geq \int_{S^{n-1}} v^2(\tau, \omega) \, d\omega + \sum_{k=1}^{m} \sum_{i=0}^{m-k} \int_{\mathbb{R}} \int_{S^{n-1}} \left( \partial_t^k \nabla^i \omega_v \right)^2 (C + C_R + t) \, d\omega dt
\]

\[+ C \int_{\mathbb{R}} \int_{S^{n-1}} v L_{m, h}^{0, \delta}(0, \delta) v(C + C_R + t) \, d\omega dt,
\]

that is, whenever \( m \) is even,

\[(6.12) \quad Q_{g, \tau}(v) \geq \int_{S^{n-1}} v^2(\tau, \omega) \, d\omega + \sum_{k=1}^{m} \sum_{i=0}^{m-k} \int_{\mathbb{R}} \int_{S^{n-1}} \left( \partial_t^k \nabla^i \omega_v \right)^2 (C + C_R + t) \, d\omega dt
\]

\[+ C \int_{\mathbb{R}} \int_{S^{n-1}} v \prod_p (-\delta - p(p + n - 2))^2 v(C + C_R + t) \, d\omega dt,
\]
where the product is over \( p = -n/2 + 2, -n/2 + 4, \ldots, m - n/2 - 2, m - n/2, \) that is, \( p = -n/2 + 2j \) with \( j = 1, 2, \ldots, m/2. \) If \( m \) is odd,

\[
Q_{g,t}(v) \geq \int_{S^{n-1}} v^2(\tau, \omega) \, d\omega + \sum_{k=1}^{m} \sum_{i=0}^{m-k} \int_{\mathbb{R}} \int_{S^{n-1}} \left( \partial_t^k \nabla^{i} \right) \hat{g}(\omega, v)^2 \left( C + C_R + t \right) \, d\omega dt
\]

\[
\quad + C \int_{\mathbb{R}} \int_{S^{n-1}} v \prod_{p=1}^{m} \left( -\delta - p(p + n - 2) \right) \left( -\delta_{\omega} + (n/2 - 1)^2 \right) v(C + C_R + t) \, d\omega dt,
\]

where the product is over \( p = -n/2 + 3, -n/2 + 5, \ldots, m - n/2 - 2, m - n/2, \) that is, \( p = -n/2 + 1 + 2j \) with \( j = 1, 2, \ldots, (m - 1)/2. \) In both cases, \( C > 0 \) is a positive constant depending on \( m \) and \( n \) only, \( C_R = \log(4R) \) depends on the support of \( u \) and will be chosen appropriately below, \( \xi \in B_{2R}, \) \( \tau = \log |\xi|^{-1} \), and the inequality holds for any \( v \) such that \( Q_{g,t}(v) \) is finite.

Similarly to (6.4)–(6.9), some finer lower estimates are available for \( Q_{g,t}(v) \) if we carefully examine the proof of Theorem 2.48 in [22]. Specifically, with \( h \) as in Lemmas 2.40 and 2.44, we have

\[
L_{o}^{m,n}(\partial_t, -p(p + n - 2))h(t) \geq 0, \quad t \neq 0,
\]

for all \( 0 \leq p \leq m - n/2 \) even when \( m - n/2 \) is even,

and for all \( 0 \leq p \leq m - n/2 \) odd when \( m - n/2 \) is odd.

This corresponds to (6.28) and (6.38) in [22], loc.cit. As discussed right after (6.28) and (6.38) in [22], loc.cit., the same is true for the function \( \tilde{g} \) in place of \( h, \)

\[
\tilde{g}(t, \tau) := h(t - \tau) + \mu^{(4)}(C_R + \tau), \quad t, \tau \in \mathbb{R}.
\]

since for the relevant values of indices \( L_{o}^{m,n}(\partial_t, -p(p + n - 2)), \) viewed as a polynomial in \( \partial_t, \) has a double root at zero for all \( 0 \leq p \leq m - n/2 \) even and hence, the result of its action (as an operator) on \( \tilde{g} \) is the same as the result of its action on \( h. \) We record for the future reference:

\[
L_{o}^{m,n}(\partial_t, -p(p + n - 2))\tilde{g}(t, \tau) \geq 0, \quad t \neq \tau,
\]

for all \( 0 \leq p \leq m - n/2 \) even when \( m - n/2 \) is even,

and for all \( 0 \leq p \leq m - n/2 \) odd when \( m - n/2 \) is odd.

The refined version of the lower estimates on \( Q_{g,t}(v) \) can respectively be written as

\[
Q_{g,t}(v) \geq \int_{S^{n-1}} v^2(\tau, \omega) \, d\omega + \sum_{k=1}^{m} \sum_{i=0}^{m-k} \int_{\mathbb{R}} \int_{S^{n-1}} \left( \partial_t^k \nabla^{i} \right) \hat{g}(\omega, v)^2 \left( C + C_R + t \right) \, d\omega dt
\]

\[
\quad + C \int_{\mathbb{R}} \int_{S^{n-1}} v \sum_{p=1}^{m} \left( -\delta - p(p + n - 2) \right) \left( -\delta_{\omega} + (n/2 - 1)^2 \right) v(C + C_R + t) \, d\omega dt
\]

\[
\quad + \sum_{p=1}^{m} \sum_{l=-p}^{p} \int_{\mathbb{R}} v^{2}(t) L_{o}^{m,n}(\partial_t, -p(p + n - 2))\tilde{g}(t, \tau) \, dt,
\]
where the last sum in $p$ runs over all $0 \leq p \leq m - n/2$ even when $m - n/2$ is even, and all $0 \leq p \leq m - n/2$ odd when $m - n/2$ is odd.

6.2. The scheme of the proof. With these preliminaries at hand, we now start the core of the argument for the necessity of the capacitory condition, the estimates on the polyharmonic potential. Assume first that the dimension is odd. Suppose that for some $P \in \Pi_1$ the series in (1.23) is convergent. Then for every $\varepsilon > 0$ there exists $N \in \mathbb{N}$ such that

\[
\sum_{j = N-2}^{\infty} 2^{-j(2m-n)} \text{Cap}_P(C_{2^{-j}2^{-j+2}} \setminus \Omega, C_{2^{-j}2^{-j+2}}) < \varepsilon. \tag{6.18}
\]

By the same token, whenever the dimension is even, we fix $P \in \Pi_1$ such that the series in (1.24) is convergent and conclude that for every $\varepsilon > 0$ there exists $N \in \mathbb{N}$ such that

\[
\sum_{j = N-2}^{\infty} 2^{-j(2m-n)} j \text{Cap}_P(C_{2^{-j}2^{-j+2}} \setminus \Omega, C_{2^{-j}2^{-j+2}}) < \varepsilon. \tag{6.19}
\]

Now let $K := B_{2^{-N}} \setminus \Omega$ and $D := B_{10} \setminus K$. We shall prove that the point $O$ is not $\lambda$-regular with respect to $D$, and therefore with respect to $\Omega$, since $D$ coincides with $\Omega$ in a fixed neighborhood of $O$ (see Proposition 3.1).

Roughly speaking, the counterexample will be furnished by the function $V$ defined as follows. Let us fix $P \in \Pi_1$ from (6.18) or (6.19) in the case of the odd and even dimension, respectively, and let $P(x) := |x|^\lambda P(x)$, $x \in \mathbb{R}^n$. Take some cut-off $\eta \in C^\infty_0(B_2)$ equal to 1 on $B_{3/2}$ and denote

\[
f := -[(\Delta)\eta]P. \tag{6.20}
\]

Let $V$ be a solution of the boundary value problem

\[
(-\Delta)^m V = f \text{ in } D, \quad V \in \dot{W}^{m,2}(D). \tag{6.21}
\]

We shall prove the necessity part of Theorem 1.19 by showing that $|\nabla^A V|$ does not vanish as $x \to O$, $x \in D$.

The function $V$ is basically built from a suitable potential, that is, $V = U - \eta P$, where $U$ is a solution to

\[
(-\Delta)^m U = 0 \text{ in } D, \quad U \in \dot{W}^{m,2}(B_{10}), \quad U = \eta P \text{ on } K. \tag{6.22}
\]

Roughly speaking, we prove that the capacitory conditions imply that $U$ together with its derivatives is small in a suitable sense near $O$, and hence, $\nabla^A V$ is large.

At this moment, (6.20)–(6.22) is only a sketch of the idea. Detailed justifications of all the steps will be provided in the course of the proof below. Quite unexpectedly, the exact structure of $P$, peculiar to the parity of dimension and of $m, m - n/2$, becomes vital for the argument. Let us turn to the details.
6.3. Main estimates. Bounds for auxiliary functions $T$ and $W$ related to polyharmonic potentials on the annuli. The actual argument will not directly address $U$ and $V$ but rather their approximations. To this end, consider the covering of $K = \overline{B_{2,2}} \setminus \Omega$ by the sets $K \cap C_{2^{-j},2^{-j+2}}$, $j \geq N$, and observe that

\begin{align}
K \cap C_{2^{-j},2^{-j+2}} &= C_{2^{-j},2^{-j+2}} \setminus \Omega, \quad j \geq N + 2, \\
K \cap \overline{C_{2^{-j},2^{-j+2}}} &\subseteq \overline{C_{2^{-j},2^{-j+2}}} \setminus \Omega, \quad j = N, N + 1.
\end{align}

Let $\{\eta_j\}_{j=N-2}^{\infty}$ be the corresponding partition of unity such that

\begin{equation}
\eta_j \in C_0^\infty(C_{2^{-j},2^{-j+2}}), \quad |\nabla^k \eta_j| \leq C 2^{kj}, \quad k = 0, 1, 2, \quad \text{and} \quad \sum_{j=N-2}^{\infty} \eta_j = 1 \text{ on } \overline{B_{2^{-N+1}}}.
\end{equation}

By $U^j$ we denote the capacitary potential of $K \cap \overline{C_{2^{-j},2^{-j+2}}}$ with the boundary data $P$, i.e. the minimizer for the optimization problem

\begin{equation}
\inf \left\{ \int_{C_{2^{-j},2^{-j+4}}} (\nabla^m u(x))^2 \, dx : \ u \in \dot{W}^{m,2}(C_{2^{-j},2^{-j+4}}), \quad u = P \text{ in a neighborhood of } K \cap \overline{C_{2^{-j},2^{-j+2}}}. \right\}
\end{equation}

Such $U^j$ always exists and belongs to $\dot{W}^{m,2}(C_{2^{-j},2^{-j+4}})$ since $P$ is an infinitely differentiable function in a neighborhood of $K \cap \overline{C_{2^{-j},2^{-j+2}}}$. The infimum above is equal to

\begin{equation}
\text{Cap}_P[K \cap \overline{C_{2^{-j},2^{-j+2}}}, C_{2^{-j},2^{-j+4}}].
\end{equation}

Let us now define the function

\begin{equation}
T(x) := \sum_{j=N-2}^{\infty} |x|^{4j} \eta_j(x) U^j(x), \quad x \in \mathbb{R}^n,
\end{equation}

and let $\theta := e^{U(T \circ \kappa^{-1})}$. We claim that

\begin{equation}
Q_{\theta, \tau}(\theta) < C \varepsilon.
\end{equation}

To be more precise, the following statement holds.

**Lemma 6.30.** Given $P \in \Pi_1$ and $\mathbb{P}(x) := |x|^4 P(x)$, $x \in \mathbb{R}^n$, assume that the corresponding capacity satisfies (6.18), (6.19), in the case of the odd and the even dimension, respectively, and retain the definition of $T$, $\theta$ as above. Fix some point $\xi \in B_{2,1}$ and $\tau := \log \|\xi\|^{-1}$. Then

\begin{equation}
Q_{\theta, \tau}(\theta) < C \varepsilon,
\end{equation}

is valid with a constant $C$ depending on $m$ and $n$ only. In the case when the dimension is even, we assume that the parameter $R = 10$ in the definition of $Q_{\theta, \tau}$ (see (6.10)).
Proof. To start, let us record the estimates on the weight functions (they can be read off the definitions or see [22], (7.11)–(7.13), loc. cit., for a more detailed discussion). We have

We observe that when \( n \) is odd, the formula (2.26) yields

\[
(6.32) \quad \left| \nabla ^k \phi (\log |x|^{-1}, \log \rho ^{-1}) \right| \leq C |x|^{-k-1}, \quad 0 \leq k \leq 2m, \quad x \in \mathbb{R}^n \setminus \{0\}, \quad \rho \in (0, \infty),
\]

while for \( n \) even

\[
(6.33) \quad \left| g(\log |x|^{-1}, \log \rho ^{-1}) \right| \leq C_1 + C_2 (C_R + \log |x|^{-1}), \quad 0 < |x|, \rho < 2R,
\]

and

\[
(6.34) \quad \left| \nabla ^k g(\log |x|^{-1}, \log \rho ^{-1}) \right| \leq C |x|^{-k}, \quad 1 \leq k \leq 2m, \quad 0 < |x|, \rho < 2R.
\]

Here, as usually, we assume \( |x| \neq \rho \) when \( k = 2m \), and lower derivatives of \( g \) as well as \( g \) itself are defined at \( x \) such that \( |x| = \rho \) by continuity. Hence, in particular, when \( n \) is odd, \( N \gg 1 \),

\[
(6.35) \quad \left| \nabla ^k g(\log |x|^{-1}, \log \rho ^{-1}) \right| \lesssim |x|^{-k} \approx 2^j k, \quad 0 \leq k \leq 2m, \quad x \in C_{2-j, 2-j+4}, \quad \rho < R,
\]

and when \( n \) is even,

\[
(6.36) \quad \left| \nabla ^k g(\log |x|^{-1}, \log \rho ^{-1}) \right| \lesssim (C_R + \log |x|^{-1}) |x|^{-k} \approx j 2^j k, \quad 0 \leq k \leq 2m, \quad x \in C_{2-j, 2-j+4}, \quad \rho < R,
\]

since for \( x \in C_{2-j, 2-j+4} \) we have

\[
C_R + \log |x|^{-1} = \log (4R) + \log |x|^{-1} = \log \frac{40}{|x|} \approx Cj.
\]

Let us now concentrate on the case of the odd dimensions. Recall that \( Q_{g, \tau}(\theta) \) splits as in (6.1). Due to (6.35) the second term gives

\[
(6.37) \quad \left| \sum_{0 \leq k \leq 2m} \int_{0<\theta<1} \int_{S^{n-1}} A_{ik}(\partial_t [e^{-i} g(t, \tau)])(t, \tau) \left( \partial_t \nabla ^k \phi \right)^2 d\omega dt \right|
\]

\[
\leq \sum_{j=N-2}^{\infty} \sum_{0 \leq k \leq 2m} \int_{C_{2-j, 2-j+4}} \frac{|\nabla ^k (U^j(x))|^2}{|x|^{2k}} dx \leq \sum_{j=N-2}^{\infty} 2^{-j(2m-n)} \int_{C_{2-j, 2-j+4}} |\nabla ^m U^j(x)|^2 dx,
\]

using the Hardy’s inequality for \( U^j \in \tilde{W}^{m,2}(C_{2-j, 2-j+4}) \). The last expression above is, in turn, bounded by

\[
(6.38) \quad C \sum_{j=N-2}^{\infty} 2^{-j(2m-n)} \text{Cap}_d(K \cap \overline{C_{2-j, 2-j+4}}, C_{2-j, 2-j+4})
\]

\[
\leq \sum_{j=N-2}^{\infty} 2^{-j(2m-n)} \text{Cap}_d(\overline{C_{2-j, 2-j+4}} \setminus \Omega, C_{2-j, 2-j+4}) < Cd,
\]
by (6.27), (6.23)–(6.24), the monotonicity property (4.39), and (6.18). As for the second term in $Q_{g,r}(\vartheta)$, we have

$$
(6.39) \quad \int_{S^{n-1}} \theta^2(\tau, \omega) \, d\omega = \frac{1}{|\xi|^{2.1}} \int_{S^{|\xi|}} T^2(\xi) \, d\sigma_\xi \leq C \sum_{j: \ 2^{-j+1} |\xi| \leq 2^{-j+2}} \int_{S^{|\xi|}} (U^j(\xi))^2 \, d\sigma_\xi
$$

$$
\leq C \sum_{j: \ 2^{-j+1} |\xi| \leq 2^{-j+2}} 2^{-2j_1} \int_{\mathbb{R}^n} (-\Delta)^m U^j(x) \, U^j(x) g(|x|^{-1}, \log |\xi|^{-1}) \, dx
$$

$$
\leq \sum_{j=N-2}^{\infty} 2^{-j(2m-n)} \int_{C_{2^{-j-1}2^{-j+4}}} |\nabla^m U^j(x)|^2 \, dx,
$$

using Theorem 2.24 for the function $U^j \in \tilde{W}^{m,2}(C_{2^{-j-2}2^{-j+4}})$. Finally, the right-hand side of (6.39) is bounded by $C \varepsilon$ following (6.37)–(6.38).

This finishes the proof of (6.31) when the underlying dimension is odd.

In the case of the even dimension, we can follow the same argument with the only difference that the use of (6.36) in place of (6.35) introduces an extra logarithmic factor in the second expression in (6.37) and, respectively, an extra factor $j$ in the series on the right-hand side of (6.37), in (6.38), and on the right-hand side of (6.39). For the latter, we are using Theorem 2.48, and throughout $R = 10$. We remark that the conclusion is still the same, that is, (6.31) holds, since for the even dimensions we are using (6.19) which takes care of an extra factor $j$ in the series. \qed

Next, we build and estimate yet another auxiliary function.

**Lemma 6.40.** Given $P \in \Pi_1$ and $\mathbb{P}(x) := |x|^4 P(x)$, $x \in \mathbb{R}^n$, assume that the corresponding capacity satisfies (6.18), (6.19), in the case of the odd and the even dimension, respectively, and retain the definition of $T$, $\vartheta$ as above. Furthermore, let $W_M$ be the solution of the problem

$$
(6.41) \quad (-\Delta)^m W_M = (-\Delta)^m T \text{ in } D_M, \quad W_M \in \tilde{W}^{m,2}(D_M), \quad D_M = D \setminus B_{2^{-M}},
$$

with $M \gg N$. Finally, let $w_M := e^{\mu}(W_M \circ \varphi^{-1})$. Fix some point $\xi \in B_{2^{-n}}$ and $\tau := \log |\xi|^{-1}$. Then

$$
Q_{g,r}(w_M) < C \varepsilon,
$$

is valid with a constant $C$ independent of $M$. In the case when the dimension is even, we assume that the parameter $R = 10$ in the definition of $Q_{g,r}$ (see (6.10)).

We remark that $T$ belongs to $\tilde{W}^{m,2}(B_{10})$. This can be seen following the same argument as in the Lemma above, since the $\tilde{W}^{m,2}(B_{10})$ norm of $T$ is strictly smaller than the series appearing in the second expression in (6.37) and then its analogue in the case of even dimensions. (One gains an extra power of $|x|$ for odd dimensions and a logarithmic factor in even dimensions compared to the situation in (6.37)). Thus, $(-\Delta)^m T \in W^{-m,2}(D)$, the dual to $\tilde{W}^{m,2}(D)$, and its restriction to $D_M$ belongs to $W^{-m,2}(D_M)$. Hence, the boundary value problem (6.41) has a unique solution in $\tilde{W}^{m,2}(D_M)$.

**Proof of Lemma 6.40.** Throughout the proof of the Lemma we denote $W_M$ by $W$ and $w_M$ by $w$, respectively.
Since \((-\Delta)^m W = -(\Delta)^m T\) in \(D\), by (6.2) we have the formula
\[
Q_{g,r}(w) = \int_{\mathbb{R}^n} (-\Delta)^m W(x) W(x) g(\log |x|^{-1}, \log |\xi|^{-1}) \, dx
\]
\[
(6.43) \quad = -\int_{\mathbb{R}^n} (-\Delta)^m T(x) W(x) g(\log |x|^{-1}, \log |\xi|^{-1}) \, dx.
\]

In what follows we will show that
\[
(6.44) \quad -\int_{\mathbb{R}^n} (-\Delta)^m T(x) W(x) g(\log |x|^{-1}, \log |\xi|^{-1}) \, dx \leq C e^{1/2} (Q_{g,r}(w))^{1/2}.
\]

**Case I: odd dimension.**

Once again, we start with the case when the dimension is odd. Let us pass to spherical coordinates and write
\[
(6.45) \quad -\int_{\mathbb{R}^n} (-\Delta)^m T(x) W(x) g(\log |x|^{-1}, \log |\xi|^{-1}) \, dx
\]
\[
= -\int_{\mathbb{R}} \int_{S^{n-1}} \mathcal{L}^{m,a} (\partial_t, \delta) \vartheta(t, \omega) w(t, \omega) [e^{-t} g(t, \tau)] \, d\omega dt.
\]

There are many ways to write the result as a bilinear form of \(\vartheta\) and \(w\). Here, we will follow step-by-step the procedure in the proof of Theorem 2.24 in [22], although considering bilinear rather than quadratic form leads to new technical difficulties, and the goal is different. The key point is that the terms where at least one derivative in \(t\) lands on \(w\) are harmless, as they conveniently fall under the scope of the second sum on the right-hand side of (6.9), for \(w\) in place of \(v\), and can be fairly directly estimated by \(Q_{g,r}(w)\) (we will provide the details below). The terms which do not possess any \(t\) - derivatives of \(w\) are considerably more delicate and have to be split in parts and treated carefully.

Let us concentrate on the integral with \(h(t - \tau)\) in place of \([e^{-t} g(t, \tau)]\) first:
\[
\int_{\mathbb{R}} \int_{S^{n-1}} \mathcal{L}^{m,a} (\partial_t, \delta) \vartheta(t, \omega) w(t, \omega) h(t - \tau) \, d\omega dt
\]
\[
= \int_{\mathbb{R}} \int_{S^{n-1}} \mathcal{L}^{m,a} (0, \delta) \vartheta(t, \omega) w(t, \omega) h(t - \tau) \, d\omega dt
\]
\[
+ \int_{\mathbb{R}} \int_{S^{n-1}} (\mathcal{L}^{m,a} (\partial_t, \delta) - \mathcal{L}^{m,a} (0, \delta)) \vartheta(t, \omega) w(t, \omega) h(t - \tau) \, d\omega dt =: J_1 + J_2.
\]

The term \(J_1\) is left alone for the moment. All terms of the operator \((\mathcal{L}^{m,a} (\partial_t, \delta) - \mathcal{L}^{m,a} (0, \delta))\) contain \(\partial_t^k\) for some \(k \geq 1\), and therefore, we can write
\[
(6.47) \quad \mathcal{L}^{m,a} (\partial_t, \delta) - \mathcal{L}^{m,a} (0, \delta) = \sum_{\substack{k \geq 1, i \geq 0 \\ 2i + k \leq 2m}} d_{ik} (-\delta)^i \partial_t^k, \quad \text{for some} \quad d_{ik} \in \mathbb{R}.
\]
Hence,

\[(6.48) \quad J_2 = \sum_{k>1, k\not\equiv 0 \pmod{2}} d_{ik} \int_{\mathbb{R}} \int_{S^{n-1}} \partial_i^k \nabla_{i}^j \vartheta(t, \omega) \nabla_{i}^j w(t, \omega) h(t - \tau) \, d\omega \, dt.\]

We claim that

\[(6.49) \quad \int_{\mathbb{R}} \partial_i^k \vartheta \, w \, dt = \int_{\mathbb{R}} \partial_i^k \vartheta \, (-\partial_i)^k h \, dt + \sum_{i \not\equiv 0 \pmod{2}} b_{ijl}^k \int_{\mathbb{R}} \partial_i^j \vartheta \nabla_i^j w \, \partial_i^l h \, dt, \quad b_{ijl}^k \in \mathbb{R},\]

for any \( k \geq 1 \). This will be proved by induction. For \( k = 1 \) we have

\[
\int_{\mathbb{R}} \partial_i \vartheta \, w \, dt = -\int_{\mathbb{R}} \vartheta \partial_i w \, dt - \int_{\mathbb{R}} \vartheta w \partial_i h \, dt,
\]

which is the desired form. Let us now assume that \( (6.49) \) holds for \( k = 1, 2, \ldots, r - 1 \), and prove it for \( k = r \). Indeed, using \( (6.49) \) for \( r - 1 \),

\[(6.50) \quad \int_{\mathbb{R}} \partial_i^r \vartheta \, w \, dt = -\int_{\mathbb{R}} \partial_i^{r-1} \vartheta \partial_i w \, dt - \int_{\mathbb{R}} \partial_i^{r-1} \vartheta w \, \partial_i h \, dt
\]

\[
\quad = -\int_{\mathbb{R}} \partial_i^{r-1} \vartheta \partial_i w \, dt - \int_{\mathbb{R}} \vartheta (-\partial_i)^{r-1} \partial_i h \, dt + \sum_{i \not\equiv 0 \pmod{2}} b_{ijl}^{r-1} \int_{\mathbb{R}} \partial_i^j \vartheta \nabla_i^j w \, \partial_i^l h \, dt,
\]

which can be written in the form \( (6.49) \) for \( k = r \). This finishes the proof of \( (6.49) \).

Then, using \( (6.49) \) for \( v \) and \( \nabla_i^j v_i \), \( (6.48) \) leads to the representation

\[(6.51) \quad J_2 = \sum_{k>1, k\not\equiv 0 \pmod{2}} d_{ik} \int_{\mathbb{R}} \int_{S^{n-1}} \nabla_{i}^j \vartheta(t, \omega) \nabla_{i}^j w(t, \omega) (-\partial_i)^k h(t - \tau) \, d\omega \, dt
\]

\[
+ \sum_{i \not\equiv 0 \pmod{2}} \sum_{i+k \leq 2m} b_{ijl}^{k} \int_{\mathbb{R}} \int_{S^{n-1}} \partial_i^j \nabla_i^j \vartheta \nabla_i^j w \, \partial_i^l h(t - \tau) \, d\omega \, dt =: J_2' + J_2''.\]

Due to the condition \( l' \geq 1 \), the term \( J_2'' \), after possibly some more integration by parts taking the derivatives off \( \vartheta \), is bounded as

\[(6.52) \quad |J_2'| \leq \sum_{i+k \leq 2m} \left( \int_{\mathbb{R}} \int_{S^{n-1}} |\partial_i^j \nabla_i^j \vartheta|^2 \, d\omega \, dt \right)^{1/2} \sum_{i+k \leq 2m} \left( \int_{\mathbb{R}} \int_{S^{n-1}} |\partial_i^j \nabla_i^j w|^2 \, d\omega \, dt \right)^{1/2}
\]

\[
\quad \leq c^{1/2} Q_{k,r}(w)^{1/2},
\]

similarly to \( (6.37) - (6.38) \).
Turning to $J'_2$,

$$
J'_2 = \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} p^j(p + n - 2)^j \vartheta_{pl}(t) w_{pl}(t)(-\partial_t)^k h(t - \tau) \, dt
$$

$$
= \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} \vartheta_{pl}(t) w_{pl}(t) \sum_{k \geq 1, k \leq 2m} d_{ik} p^j(p + n - 2)^j (-\partial_t)^k h(t - \tau) \, dt
$$

(6.53) \quad = \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} \vartheta_{pl}(t) w_{pl}(t) \left( \mathcal{L}^{m,n}(-\partial_t, -p(p + n - 2)) - \mathcal{L}^{m,n}(0, -p(p + n - 2)) \right) h(t - \tau) \, dt,

where we employed (6.47).

Now,

$$
- \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} \vartheta_{pl}(t) w_{pl}(t) \mathcal{L}^{m,n}(0, -(p(p + n - 2))) h(t - \tau) \, dt
$$

(6.54) \quad = - \int_{\mathbb{R}} \int_{S^{n-1}} \mathcal{L}^{m,n}(0, \delta) \vartheta(t, \omega) w(t, \omega) h(t - \tau) \, d\omega dt = -J_1,

hence, this term will be cancelled. Also, by (2.19), we see that

$$
\sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} \vartheta(t, \omega) w(t, \omega) \mathcal{L}^{m,n}(-\partial_t, 0) h(t - \tau) \, d\omega dt = \int_{S^{n-1}} \vartheta(t, \omega) w(t, \omega) \, d\omega.
$$

Hence,

$$
J'_2 = \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} \vartheta_{pl}(t) w_{pl}(t) \left( \mathcal{L}^{m,n}(-\partial_t, -p(p + n - 2)) - \mathcal{L}^{m,n}(-\partial_t, 0) \right) h(t - \tau) \, dt
$$

$$
- J_1 + \int_{S^{n-1}} \vartheta(t, \omega) w(t, \omega) \, d\omega
$$

$$
=: J'_{2,1} - J_1 + \int_{S^{n-1}} \vartheta(t, \omega) w(t, \omega) \, d\omega.
$$

Directly from (6.3),

$$
\int_{S^{n-1}} \vartheta(t, \omega) w(t, \omega) \, d\omega \leq Q_{g,\tau}(\vartheta)^{1/2} Q_{g,\tau}(w)^{1/2},
$$

(6.56) \quad \int_{S^{n-1}} \vartheta(t, \omega) w(t, \omega) \, d\omega \leq Q_{g,\tau}(\vartheta)^{1/2} Q_{g,\tau}(w)^{1/2},

and we are left with $J'_{2,1}$. 
Recall (6.7). It follows that for $0 \leq p \leq m - \frac{n}{2} + \frac{1}{2}$ the integrals in $J_2'$ have positive weights and hence, 

\begin{align}
(6.57) & \sum_{p=0}^{m-\frac{n}{2}+\frac{1}{2}} \sum_{l=-p}^{p} \int_{\mathbb{R}} \theta_{pl}(t) w_{pl}(t) \left( \mathcal{L}^{m,n}(-\partial, -p(p + n - 2)) - \mathcal{L}^{m,n}(-\partial, 0) \right) h(t - \tau) \, dt \\
& \leq \left( \sum_{p=0}^{m-\frac{n}{2}+\frac{1}{2}} \sum_{l=-p}^{p} \int_{\mathbb{R}} \theta_{pl}(t)^2 \left( \mathcal{L}^{m,n}(-\partial, -p(p + n - 2)) - \mathcal{L}^{m,n}(-\partial, 0) \right) h(t - \tau) \, dt \right)^{1/2} \\
& \times \left( \sum_{p=0}^{m-\frac{n}{2}+\frac{1}{2}} \sum_{l=-p}^{p} \int_{\mathbb{R}} w_{pl}(t)^2 \left( \mathcal{L}^{m,n}(-\partial, -p(p + n - 2)) - \mathcal{L}^{m,n}(-\partial, 0) \right) h(t - \tau) \, dt \right)^{1/2},
\end{align}

by (6.9). On the other hand,

\begin{align}
(6.58) & \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} \theta_{pl}(t) w_{pl}(t) \left( \mathcal{L}^{m,n}(-\partial, -p(p + n - 2)) - \mathcal{L}^{m,n}(-\partial, 0) \right) h(t - \tau) \, dt \\
& \leq \left( \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} \theta_{pl}(t)^2 \left| \mathcal{L}^{m,n}(-\partial, -p(p + n - 2)) - \mathcal{L}^{m,n}(-\partial, 0) \right| h(t - \tau) \, dt \right)^{1/2} \\
& \times \left( \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} w_{pl}(t)^2 \left| \mathcal{L}^{m,n}(-\partial, -p(p + n - 2)) - \mathcal{L}^{m,n}(-\partial, 0) \right| h(t - \tau) \, dt \right)^{1/2},
\end{align}

while

\begin{align}
(6.59) & \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} \theta_{pl}(t)^2 \left| \mathcal{L}^{m,n}(-\partial, -p(p + n - 2)) - \mathcal{L}^{m,n}(-\partial, 0) \right| h(t - \tau) \, dt \\
& \leq \sum_{p=0}^{m} \sum_{l=-p}^{p} \sum_{i=0}^{p(p + n - 2)} \left( p(p + n - 2) \right)^i \int_{\mathbb{R}} \theta_{pl}(t)^2 \, dt \\
& \leq \int_{\mathbb{R}} \int_{S^{n-1}} \theta^{m-\frac{n}{2}+\frac{1}{2}} \prod_{p=-\frac{n}{2}+\frac{1}{2}}^{\frac{n}{2}} \left( \delta - p(p + n - 2) \right) \, d\omega dt \leq Q_{g,\tau}(\theta),
\end{align}

(see (6.8)), and an analogous estimate holds for $w$. Hence, 

\begin{align}
(6.60) & J_{2,1}' \leq Q_{g,\tau}(\theta)^{1/2} Q_{g,\tau}(w)^{1/2},
\end{align}
All in all, (6.46)–(6.60) gives

\[
\int_\mathbb{R} \int_{S^{n-1}} \mathcal{L}^{m,n}(\partial_t, \delta) \vartheta(t, \omega) w(t, \omega) h(t - \tau) \, dt \, d\omega t \leq Q_{S_\tau}(\vartheta)^{1/2} Q_{S_\tau}(w)^{1/2} + \varepsilon^{1/2} Q_{S_\tau}(w)^{1/2}.
\]

A considerably simpler argument handles the case of a positive constant in place of \( h \) in (6.46)–(6.60): after writing an analogue of (6.46) for a constant weight, we see that an analogue of \( J_1 \) is bounded by the term in the last line of (6.59) to the power 1/2 times the same term for \( w \) by (6.8), and hence, satisfies the bound by \( Q_{S_\tau}(\vartheta)^{1/2} Q_{S_\tau}(w)^{1/2} \), while the analogue of \( J_2 \) (which again has \( \vartheta_t^k, k \geq 1 \)) lets us pass the \( t \)-derivative directly to \( w \) and satisfies the same bound as (6.52).

Collecting all these estimates, we arrive at

\[
\int_\mathbb{R} \int_{S^{n-1}} \mathcal{L}^{m,n}(\partial_t, \delta) \vartheta(t, \omega) w(t, \omega) [e^{-t} g(t, \tau)] \, dt \, d\omega t \leq Q_{S_\tau}(\vartheta)^{1/2} Q_{S_\tau}(w)^{1/2} + \varepsilon^{1/2} Q_{S_\tau}(w)^{1/2},
\]

and therefore, due to (6.43), (6.29),

\[
Q_{S_\tau}(w)^{1/2} \leq Q_{S_\tau}(\vartheta)^{1/2} + \varepsilon^{1/2} \leq \varepsilon^{1/2}.
\]

This yields, again by combination with (6.31), the validity of (6.42), and finishes the proof of Lemma 6.40 in the case when the dimension is odd.

**Case II: even dimension.** We start again by writing

\[
\int_\mathbb{R} (-\Delta)^m T(x) W(x) g(\log |x|^{-1}, \log |\xi|^{-1}) \, dx = -\int_\mathbb{R} \int_{S^{n-1}} \mathcal{L}^{m,n}_0(\partial_t, \delta) \vartheta(t, \omega) w(t, \omega) g(t, \tau) \, dt \, d\omega t,
\]

and, recalling the definition of the function \( \tilde{g} \) from (6.15),

\[
\int_\mathbb{R} \int_{S^{n-1}} \mathcal{L}^{m,n}_0(\partial_t, \delta) \vartheta(t, \omega) w(t, \omega) \tilde{g}(t, \tau) \, dt \, d\omega t = \int_\mathbb{R} \int_{S^{n-1}} \mathcal{L}^{m,n}_0(0, \delta) \vartheta(t, \omega) w(t, \omega) \tilde{g}(t, \tau) \, dt \, d\omega t
\]

\[
+ \int_\mathbb{R} \int_{S^{n-1}} \left( \mathcal{L}^{m,n}_0(\partial_t, \delta) - \mathcal{L}^{m,n}_0(0, \delta) \right) \vartheta(t, \omega) w(t, \omega) \tilde{g}(t, \tau) \, dt \, d\omega t =: J_1 + J_2.
\]

It is important to observe that

\[
|\tilde{g}(t, \tau)| \leq C_0(m, n) + |\mu(4)| (C_R + t), \quad t, \tau \geq \log(2R)^{-1},
\]

and

\[
|\vartheta_t^l \tilde{g}(t, \tau)| \leq C_1(m, n), \quad t, \tau \geq \log(2R)^{-1}, \quad 1 \leq l \leq 2m,
\]
for some constants $C_0(m, n), C_1(m, n) > 0$ depending on $m, n$ only. We note that $\hat{d}_j^i g$ can be defined at $t = \tau$ for all $l < 2m$ by continuity, and for $l = 2m$ one assumes $t \neq \tau$ in (??).

Analogously to (6.47)–(6.52) and using (??)–(??), the term $J_2$ splits into $J_2 = J'_2 + J''_2$, where

$$(6.68) \quad |J''_2| \leq \sum_{i+2k \leq m} \left( \int_{\mathbb{R}} \int_{S^{n-1}} |\hat{d}_j^i \nabla_0^j \theta|^2 (C_1 + C_2(C_R + t))dw dt \right)^{1/2} \sum_{i+2k \leq m} \left( \int_{\mathbb{R}} \int_{S^{n-1}} |\hat{d}_j^i \nabla_0^j w|^2 (C_1 + C_2(C_R + t))dw dt \right)^{1/2}$$

Here we used analogue of (6.37)–(6.38) for even dimensions (which, in particular, accommodates the logarithmic weight) to handle the term with $\theta$ and (6.11) to handle the term with $w$ above.

As for $J'_2$, we have, similarly to the case when the dimension is odd (cf. (6.53)),

$$(6.69) \quad J'_2 = \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} \hat{\theta}_p(t) w_p(t) \left( \mathcal{L}_0^{m,n}(\partial_t, -p(p + n - 2)) - \mathcal{L}_0^{m,n}(0, -p(p + n - 2)) \right) \bar{g}(t, \tau) dt$$

$$= \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} \hat{\theta}_p(t) w_p(t) \mathcal{L}_0^{m,n}(\partial_t, -p(p + n - 2)) \bar{g}(t, \tau) dt - J_1,$$

and $J_1$ cancels out (see (6.46)). Turning to the remaining portion of $J'_2$, we split

$$(6.70) \quad \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} \hat{\theta}_p(t) w_p(t) \mathcal{L}_0^{m,n}(\partial_t, -p(p + n - 2)) \bar{g}(t, \tau) dt$$

$$= \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} \hat{\theta}_p(t) w_p(t) \left( \mathcal{L}_0^{m,n}(\partial_t, -p(p + n - 2)) - \mathcal{L}_0^{m,n}(\partial_t, -p_0(p_0 + n - 2)) \right) \bar{g}(t, \tau) dt$$

$$+ \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} \hat{\theta}_p(t) w_p(t) \mathcal{L}_0^{m,n}(\partial_t, -p_0(p_0 + n - 2)) \bar{g}(t, \tau) dt,$$

where

$$(6.71) \quad p_0 := \begin{cases} 0, & \text{when } m - n/2 \text{ is even}, \\ 1, & \text{when } m - n/2 \text{ is odd}. \end{cases}$$

Since

$$(6.72) \quad \mathcal{L}_0^{m,n}(\partial_t, -p_0(p_0 + n - 2)) \bar{g}(t, \tau) = \mathcal{L}_0^{m,n}(\partial_t, -p_0(p_0 + n - 2)) h(t - \tau) = \delta(t - \tau).$$

(see, (6.25) in [22], loc.cit., for details), the second term on the right-hand side of (6.70) reduces to the left-hand side of (6.56) and enjoys the same estimates, using an analogue of (6.39) for even
dimensions and (6.11). We are left with

\begin{equation}
(6.73) \quad \sum_{p=0}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} \vartheta_{pl}(t) w_{pl}(t) \left( L_{m,n}^{0}(\partial t, -p; p + n - 2) - L_{m,n}^{0}(-\partial t, -p_0(p_0 + n - 2)) \right) g(t, \tau) dt
\end{equation}

\begin{equation}
= \sum_{p=0}^{m-n/2} \sum_{l=-p}^{p} \int_{\mathbb{R}} \vartheta_{pl}(t) w_{pl}(t) \left( L_{m,n}^{0}(\partial t, -p; p + n - 2) - L_{m,n}^{0}(-\partial t, -p_0(p_0 + n - 2)) \right) g(t, \tau) dt
\end{equation}

\begin{equation}
+ \sum_{p=m-n/2+1}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} \vartheta_{pl}(t) w_{pl}(t) \left( L_{m,n}^{0}(\partial t, -p; p + n - 2) - L_{m,n}^{0}(-\partial t, -p_0(p_0 + n - 2)) \right) g(t, \tau) dt.
\end{equation}

Much as in the case of odd dimensions,

\begin{equation}
(6.74) \quad L_{m,n}^{0}(0, -p; p + n - 2) \geq C p^m (p + n - 2)^m, \quad \text{for } p > m-n/2,
\end{equation}

(cf. (6.42) in [22], loc.cit.) and hence,

\begin{equation}
(6.75) \quad \sum_{p=m-n/2+1}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} \vartheta_{pl}(t) w_{pl}(t) \left( L_{m,n}^{0}(\partial t, -p; p + n - 2) - L_{m,n}^{0}(-\partial t, -p_0(p_0 + n - 2)) \right) g(t, \tau) dt
\end{equation}

\begin{equation}
\leq \left( \sum_{p=m-n/2+1}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} \vartheta_{pl}(t)^2 p^m (p + n - 2)^m (C_1 + C_2(C_R + t)) dt \right)^{1/2}
\end{equation}

\begin{equation}
\times \left( \sum_{p=m-n/2+1}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} w_{pl}(t)^2 p^m (p + n - 2)^m (C_1 + C_2(C_R + t)) dt \right)^{1/2}
\end{equation}

\begin{equation}
\leq \left( \sum_{p=m-n/2+1}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} L_{m,n}^{0}(0, -p; p + n - 2) \vartheta_{pl}(t) \vartheta_{pl}(t) (C_1 + C_2(C_R + t)) dt \right)^{1/2}
\end{equation}

\begin{equation}
\times \left( \sum_{p=m-n/2+1}^{\infty} \sum_{l=-p}^{p} \int_{\mathbb{R}} L_{m,n}^{0}(0, -p; p + n - 2) w_{pl}(t) w_{pl}(t) (C_1 + C_2(C_R + t)) dt \right)^{1/2}
\end{equation}

\begin{equation}
\leq e^{1/2} Q_{\theta,\tau}(w)^{1/2},
\end{equation}

using by now habitual considerations for the term with \(\vartheta\) and (6.11) for the term with \(w\). This takes care of the large \(p\)’s in (6.73).

Turning to \(0 \leq p \leq m-n/2\), we split the discussion according to the case when \(m-n/2\) is even and the case when \(m-n/2\) is odd.

For \(m-n/2\) even and \(0 \leq p \leq m-n/2\) even we use (6.16) and proceed as in (6.57) using (6.17) at the last step. The same considerations apply to the case when \(m-n/2\) is odd and \(0 \leq p \leq m-n/2\)
is odd. In the complementary scenario, we recall that

$$\mathcal{L}_0^{m,n}(0, -p(p + n - 2)) \geq C,$$  
when $m - n/2$ is even and $0 \leq p \leq m - n/2$ is odd,

or when $m - n/2$ is odd and $0 \leq p \leq m - n/2$ is even,

(see (6.35) and (6.38) in [22], loc.cit.) and hence, for all such $p$

$$\left| \mathcal{L}_0^{m,n}(-\partial_t, -p(p + n - 2)) - \mathcal{L}_0^{m,n}(-\partial_t, 0) \right| \leq C_1 + C_2(C_R + t)$$

$$\leq L_0^{m,n}(0, -p(p + n - 2))(C_3 + C_4(C_R + t)), \quad t, \tau \geq \log(2R)^{-1}.$$ 

Now the argument is finished as in (6.75).

Finally, we observe that one can treat $C' + C''(C_R + t)$ in place of $\bar{g}$ via the same argument. In fact, the situation is even simpler, as some tricky terms requiring positivity get annihilated. All in all, we arrive again at (6.63), as desired. \hfill \Box

**Corollary 6.78.** Given $P \in \Pi_1$ and $P(x) := |x|^4 P(x)$, $x \in \mathbb{R}^n$, assume that the corresponding capacity satisfies (6.18), (6.19), in the case of the odd and the even dimension, respectively, and retain the definition of $T$, $\vartheta$ as above. Furthermore, let $W$ be the solution of the problem

$$(6.79) \quad (-\Delta)^m W = (-\Delta)^m T \text{ in } D, \quad W \in \dot{W}^{m,2}(D).$$

Fix some point $\xi \in B_{2^{-n+1}}$ and $\tau := \log |\xi|^2$. Then

$$\iint_{C_{\xi,2\xi}} \left( \frac{|W(x)|}{|x|^4} \right)^2 \, dx < C_\varepsilon,$$

is valid with a constant $C$ depending on $m$ and $n$ only.

**Proof.** First of all, according to Lemma 6.40, we have

$$\iint_{C_{\xi,2\xi}} \left( \frac{|W_M(x)|}{|x|^4} \right)^2 < C_\varepsilon,$$

with a constant $C$ independent of $M$.

On the other hand, the same argument as in (3.9)-(3.13) shows that $W_M$ converges to $W$ as $M \to \infty$ in $\dot{W}^{m,2}(D)$ norm. Since $W_M$ and $W$ are both in $\dot{W}^{m,2}(D)$, we have

$$\iint_{C_{\xi,2\xi}} \left( \frac{|W_M(x) - W(x)|}{|x|^4} \right)^2 \, dx \approx \frac{1}{|\xi|^2} \iint_{C_{\xi,2\xi}} |W_M(x) - W(x)|^2 \, dx$$

$$\leq C_{\xi,D} \|W_M - W\|_{\dot{W}^{m,2}(D)},$$

by Poincaré inequality (see, e.g., [24], (5.4.1)). Due to the aforementioned convergence, there exists $M$, depending on $\varepsilon$ and $\xi$, such that the right-hand side of (6.82) is smaller than $\varepsilon$. Since the constant in (6.81) is independent of $M$ and $\xi$, this yields (6.80), as desired. \hfill \Box
6.4. Conclusion of the proof. At this stage we are ready to construct function $V$ and to finish the proof of the Theorem. Recall the definition of the cut-off $\eta$ from (6.20). We claim that

$$V := T - W - \eta \bar{P}$$

is exactly the solution to (6.21) on $D$. Let us be somewhat more precise. The function $V$ is defined by (6.83) on all of $B_{10}$ and is equal to zero in the complement of $D$ in the $\dot{W}^{m,2}$ sense. First of all, let us show that $V \in \dot{W}^{m,2}(D)$. To this end, observe that $W \in \dot{W}^{m,2}(D)$ by definition and hence, we can concentrate on $T - \eta \bar{P}$.

The fact that the $\dot{W}^{m,2}(D)$ norm of $V$ is finite follows directly from the fact that the norm estimates are valid for $T$ and $\eta \bar{P}$ individually. For $T$ we have discussed this fact before the proof of Lemma 6.40. To analyze $\bar{P} = |x|^4 P$, for some $P \in \Pi_1$, we separate the case of odd and even dimensions. When the dimension is odd, one simply observes that $|\nabla^k \bar{P}(x)|$ is bounded by $|x|^{4-k}$, hence, it has a finite $W^{m,2}$ norm in any bounded set (possibly containing $O$). When the dimension is even, it is important to recall that spherical harmonics $Y^p_l$ are restrictions to the unit sphere of homogeneous polynomials of degree $p$, that is, $|x|^p Y^p_l$ is a homogeneous polynomial of degree $p$. Since the set $\Pi_1$ is made of linear combinations of spherical harmonics of degrees $m - n/2 - 2j$, for all $j = 0, 1, \ldots$ such that $m - n/2 - 2j \geq 0$, the function $|x|^{m-n/2} P(x)$ is still a polynomial of degree $m - n/2$. Thus, $|\nabla^k \bar{P}(x)|$, for all $k = 0, \ldots, m - n/2$ are again polynomials (and higher derivatives are zero). Thus, once again, $\bar{P}$ has a finite $W^{m,2}$ norm in any bounded set (possibly containing $O$).

Furthermore, the boundary of $D$ consists of two parts,

$$\partial D = \partial B_{10} \cap \partial (K \cap \overline{B_{2-N}}).$$

The latter portion has a part of $\partial K \cap \overline{B_{2-N}}$ and a part of $K \cap \partial (\overline{B_{2-N}})$, but as we shall see soon, this separation is irrelevant: what is important is that it is a portion of compactum $K$ lying in $\overline{B_{2-N}}$. Indeed, due to the support properties of $\eta^j$ and the fact that they form a partition of unity we have

$$\left( \sum_{j=1}^{\infty} \eta^j \right)_{\overline{B_{2-N}}} = 1.$$ 

On the other hand, by definition,

$$U_j \big|_{K \cap \overline{C_{2^{-j/2}-j^{1/2}}}} = P$$

and $\text{supp}(\eta^j) \subset C_{2^{-j/2}-j^{1/2}}$. Hence,

$$\eta^j U_j \big|_K = \eta_j P,$$

and

$$T \big|_{K \cap \overline{B_{2-N}}} = \bar{P}.$$ 

All these equalities are taken in the $\dot{W}^{m,2}$ sense. Hence, since $\eta \bar{P} = P$ on $K \cap \overline{B_{2-N}}$, we have $V = 0$ on $K \cap \overline{B_{2-N}}$ in the $\dot{W}^{m,2}$ sense, as desired. Since $\text{supp} \eta \subset B_2$ and $T$ is supported in $B_2$ as well, we have $V \in \dot{W}^{m,2}(D)$ as desired.

The fact that $(-\Delta)^m V = f$ in $D$, with $f$ given by (6.20), is now a consequence of definitions and polyharmonicity of $\bar{P}$ in $\mathbb{R}^n \setminus \{O\}$.
According to Lemma 6.30 and Corollary 6.78, we have, for every \( \xi \in B_{2,N-1} \),

\[
\iint_{C_{2r}(O)} \frac{|W(x)|^2}{|x|^4} \, dx + \iint_{C_{2r}(O)} \frac{|T(x)|^2}{|x|^4} \, dx \leq C \varepsilon,
\]

with the constant \( C \) depending on \( m \) and \( n \) only (and independent of \( M, \Omega, \) and \( \xi \)). Since

\[
\iint_{C_{2r}(O)} \left( \frac{|P(x)|}{|x|^4} \right)^2 \, dx = \iint_{C_{2r}(O)} |P(x)|^2 \, dx \geq C,
\]

where \( C \) is a positive constant independent of \( \xi \), it follows that

\[
\iint_{C_{2r}(O)} \left( \frac{|V(x)|}{|x|^4} \right)^2 \, dx \geq C,
\]

where \( C \) is a positive constant independent of \( \xi \). This implies that \( \nabla^4 V \) does not vanish at \( O \), as desired, and finishes the proof of the Theorem. \( \square \)
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