Split and Expand: An inference-time improvement for Weakly Supervised Cell Instance Segmentation
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Abstract. We consider the problem of segmenting cell nuclei instances from Hematoxylin and Eosin (H&E) stains with weak supervision. While most recent works focus on improving the segmentation quality, this is usually insufficient for instance segmentation of cell instances clumped together or with a small size. In this work, we propose a two-step post-processing procedure, Split and Expand, that directly improves the conversion of segmentation maps to instances. In the Split step, we split clumps of cells from the segmentation map into individual cell instances with the guidance of cell-center predictions through Gaussian Mixture Model clustering. In the Expand step, we find missing small cells using the cell-center predictions (which tend to capture small cells more consistently as they are trained using reliable point annotations), and utilize Layer-wise Relevance Propagation (LRP) explanation results to expand those cell-center predictions into cell instances. Our Split and Expand post-processing procedure is training-free and is executed at inference-time only. To further improve the performance of our method, a feature re-weighting loss based on LRP is proposed. We test our procedure on the MoNuSeg and TNBC datasets and show that our proposed method provides statistically significant improvements on object-level metrics. Our code will be made available.

Keywords: Cell Instance Segmentation · Weakly Supervised · Computational Pathology

1 Introduction

Instance segmentation is crucial in many biomedical applications, such as phenotyping [7], cell-tracking [27] and computer-aided cancer diagnosis [9,6]. Deep learning models can potentially be deployed to improve instance segmentation quality [12] and increase the reliability of these applications, but require large amounts of high quality annotated data. Moreover, getting fully annotated datasets of medical images is expensive [20,21], e.g. for H&E stains, many pixels need to be carefully annotated for each individual cell. It is thus costly for qualified medical experts to annotate large databases, yet alternatives such as
cloud annotation are less reliable. Conversely, it is much easier to obtain dot-annotated datasets (e.g. only one pixel in each cell needs to be annotated), which is the primary motivating factor behind weakly supervised segmentation.

The prevailing approach for weakly supervised (dot-annotated) cell segmentation problem consists of generating coarse labels using various methods (e.g. Voronoi partitioning and clustering), and training the segmentation model using these labels. While this approach works rather well for segmenting foreground pixels from the background, the conversion from the output segmentation map to the instance segmentation one is still coarsely done using basic morphological operations. In many cases, boundaries between cells are not well handled by these morphological operations, leading to clumps of cells being mistakenly identified as a single instance. Additionally, we also observe that small cells are often missed in the output segmentation map, which is likely due to the errors in the coarse labels (as noted in [20,10,8]), that might disproportionately affect the smaller cells more. Both of these are potentially critical issues, especially when the number of cells detected is a primary concern, e.g cell counting.

In our work, we tackle the aforementioned problems with a two-step post-processing procedure at inference time. To tackle the mishandling of boundaries leading to clumps of cells identified as instances, we introduce a Split step that performs splitting of clumps of cells when multiple cell centers have been identified within a clump. We split the clumps into instances through a Gaussian Mixture Model clustering, while taking into account the confidence of cell center prediction maps, such that pixels with lower prediction values within the clumps are likelier to be the boundaries between cells. To tackle the problem of missing small cells, we introduce an Expand step where our model predicts the locations of cell centers, and performs the “expansion” of some predicted cell centers (those not identified in the segmentation map) into entire cell instances. Crucially, the supervision for the cell-center (CC) prediction task comes from the reliable dot annotations (and not the processed coarse labels), which makes these CC predictions more likely to be accurate than the segmentation map. We adopt an explanation method, LRP, to identify entire small cells from predicted cell centers. Intuitively, each point predicted by our model to be a cell center is predicted as such due to an identified cell instance around that point, and LRP produces a heatmap that precisely highlights that cell instance to explain the cell center prediction. LRP is capable of identifying the inputs that are related to the predictions and provides high-quality explanations and visualizations in many evaluation studies [19,22,3,16].

To accomplish the post-processing procedure above, we require the prediction of CCs, thus we add another head to our segmentation model that does CC prediction, and simultaneously train both heads (segmentation and CC-prediction) during training. However, the CC-prediction task is challenging as CCs are sparse compared to the background. To get better accuracy on the CC output head, we propose a feature re-weighting (FRW) loss based on explanation methods inspired by [25]. This loss re-weights features using explanation scores, such that
features that contribute more towards the rare class (positive CC prediction) are up-weighted, leading to better training on the imbalanced dataset.

To summarize, our contributions are:

1. We propose a novel post-processing procedure, Split and Expand, for cell instance segmentation. Split and Expand is training-free and model-agnostic, and improves cell instance segmentation by resolving the clumps of cells and missing small cells in the segmentation map. To our best knowledge, we are the first to segment cell instances with the guidance of explanation results.

2. To overcome the label imbalance when training the cell-center output head, we propose a feature re-weighting loss that leads to further improvements.

3. Experiments on MoNuSeg [15] and TNBC [17] datasets show that our proposed methods provide statistically significant improvements over the baseline.

2 Related Work

Weakly supervised cell segmentation is the task where a cell segmentation model is trained using weak supervision (usually dot-annotated data), and has been receiving more attention recently due to its practical utility. Notably, [20] pre-processed point labels into Voronoi cells and clusters based on color and used them as coarse labels, [29] proposed to train an edge network, [8] proposed a repel encoding loss, [28] proposed to use coarse distance labels and [18] proposed an adversarial training method. Recently, [26,10] further proposed new methods involving self-training. Throughout these works, the instance segmentation output is obtained by applying morphological operations on the output segmentation map. Differently, our Split and Expand method further refines cell instances by splitting up clumps into smaller instances, finding small instances through CC-prediction (trained with reliable dot annotations) and expanding them using explanation results from LRP. To the best of our knowledge, our method is the first to tackle these issues. We further note that our work is complementary to the others proposed above (which generally focus on the training stage), and can be easily added onto their methods.

LRP is one of the explanation methods that aim at de-mystifying the black box of deep neural networks (DNN) and interpreting the model decisions [4]. The explanation results reflect the contribution of a neuron to the model decision, which is helpful for understanding the models [16,11]. Recently, several works studied the applications of explanation results [11,25] in other domains. To our best knowledge, we are the first work to utilize explanation methods to guide cell instance segmentation, whether it be our Expand step, or the FRW loss.

3 Method

3.1 Data pre-processing

We pre-process our dot-annotated labels into various other forms to train both the segmentation head and the CC-prediction head.
To train the CC-prediction head, we require Enlarged Point labels $GT_P$ which are obtained by expanding each point label into a 3x3 square. $GT_P$ is reliable, and helps provide stronger supervision for the model than point labels.

![Diagram](image)

**Fig. 1.** An overview of our training method, network outputs, labels and losses. For visualization purposes, we show the Cluster, Voronoi and Superpixel coarse labels. We emphasize that our method can be easily applied onto most existing segmentation baseline methods, by simply adding a CC output head to the baseline model.

To train the segmentation head, we generate the coarse labels that our baseline model needs, e.g. when using [20] as the baseline, we need Cluster and Voronoi labels. We highlight that our post-processing method is model-agnostic, and can work effectively on different baselines and coarse labels.

### 3.2 Cell-center predictions and feature re-weighting loss

A summary of our proposed network and losses can be seen in Figure 1. As our method focuses on post-processing, we can adopt any baseline model, loss, or labels for the segmentation output. Moreover, we adapt the model to also generate an extra CC output $y_{CC}$ from its features. The CC output is trained using pixel-wise cross entropy loss with respect to the Enlarged Point labels $GT_P$. Crucially, $GT_P$ is reliable as it is annotated by experts, and thus the CC prediction tends to perform better than segmentation (especially on smaller cells where the coarse labels might contain more errors). Moreover, we note that there is a large label imbalance of CC pixels compared to background pixels in $GT_P$, that might affect performance. To further improve the training of the CC output $y_{CC}$ under this label imbalance, we additionally propose a FRW loss $L_{FRW}$ with respect to the Enlarged Point labels $GT_P$, which we describe next.

A core part of our FRW loss is LRP, which is capable of explaining the decisions of various DNNs [12][23][13]. It assigns an explanation score to every neuron that reflects supporting (positive scores) or opposing (negative scores) contribution to the predictions [10]. Furthermore, compared to other gradient-based explanation methods, LRP explanation scores reflect more of the related features that are used by the model to make decisions, which has been evaluated...
Thus, we apply the LRP explanations to design the feature re-weighting loss, $L_{FRW}$. In other domains, such explanation-guided losses have been known to perform well on small sample sizes or imbalanced datasets in other domains \cite{25,24}, and the latter presents itself in our CC prediction task.

Let $f_l$ denote the feature map of layer $l$ in our model. We first perform a forward pass through the model to generate an original prediction $y_{CC}$. We then explain the generated prediction with LRP and obtain the explanation scores of the feature map $R(f_l)$. We refer to the LRP$_{α1}$ rule to calculate $R(f_l)$, as suggested in \cite{14}. The re-weighted feature $\hat{f}_l$ is calculated as follows:

$$w(f_l) = l_{norm}(R(f_l)) + 1, \hat{f}_l = w(f_l) \odot f_l$$ (1)

where $l_{norm}$ is a normalization layer where we divide using the maximum absolute value, $w(f_l)$ is the generated weight for feature map $f_l$, $\odot$ is the Hadamard product operation, and $\hat{f}_l$ is the re-weighted feature. The re-weighted feature $\hat{f}_l$ is then fed forward to obtain a new output $\hat{y}_{CC}$, and the cross entropy loss is calculated with respect to the Enlarged Point labels.

With the re-weighting operation, we have $w(f_l) > 1$ for the features with positive LRP explanation scores (indicating support) and $w(f_l) < 1$ for those with negative LRP explanation scores (indicating opposition) \cite{16,25}. Thus, the re-weighted features up-scale the related parts and are tuned more with $L_{FRW}$.

Our final loss for the CC output head is as follows, where $α_p$, $α_{FRW}$ represent the weights of the Point and FRW losses:

$$Loss_{CC} = L_P + L_{FRW} = α_pCE(y_{CC}, GT_P) + α_{FRW}CE(\hat{y}_{CC}, GT_P)$$ (2)

### 3.3 Post-processing: Split and Expand

At test time, we obtain our Segmentation output and perform morphological operations (remove small objects, fill holes) to get an instance segmentation map. We then use our CC output to conduct our two-step post-processing (Split and Expand) on the instance segmentation map. The Split step helps to split clumps of cells into instances, while the Expand step helps to materialize the small cells (whose CCs have been predicted), which are often missed in the segmentation map. We emphasize that we do not train on the post-processing task explicitly. An overview of this process can be seen in Figure 2.

The first step is the Split step, which is a short form for Instance-Splitting. We first condense all blobs of CC outputs into single CC points by applying the same morphological operations and taking the center of each blob instance. Then, we find instances in our instance segmentation map that cover two or more CC points. Intuitively, these identified instances are clumps that contain two or more cells in close proximity, e.g. a clump containing $k$ CCS is likely to contain $k$ cell instances. Next, we perform weighted clustering based on CC predictions within these clumps to split them into $k$ smaller instances, where each cell instance is a cluster of pixels. As most cells have a roughly ellipsoidal shape, we adopt a bi-variate Gaussian Mixture Model, that is capable of modelling (2D) ellipsoids.
Fig. 2. An overview of our two-step procedure of Split and Expand. The Split step splits clumps of cells in the original instance segmentation output into smaller instances (e.g. the pink clump at the center is split into separate brown, green and purple instances). The Expand step “expands” unassigned CC’s using LRP into cell instances (e.g. a “new” small pink cell is shown here). We highlight that this procedure is training-free. by fitting appropriate covariance values. More specifically, the algorithm will cluster all points within the clump into $k$ (ellipsoidal) clusters, where each point is weighted by the (non-negative) CC prediction values. As such, pixels with lower CC prediction values are likelier to be points on the cell’s boundary, while pixels with higher CC prediction values are likelier to be at the center of the cell. Overall, this step can split clumps successfully into instances that match the ground truth well, as shown in Figure 2. We find this method to work well over other clustering methods or splitting based on distance metrics.

Next is the Expand step, which is short for CC-Expansion. We first identify CC predictions that are not contained in any instances in our original segmentation map – intuitively, these represent CC points of cells that should have been identified but were missed in the segmentation map. We next “expand” these CC points into entire cell instances. Using a single backward pass in LRP on the identified blobs in the CC outputs, we obtain an “explanation” heatmap of the positive CC predictions, which closely resembles the shape of those cells. Intuitively, this is because each positive CC prediction should be explained by the presence of a cell instance around it (which is materialized using LRP). After applying a heatmap threshold, we obtain the instance segmentation map of these cells. We note that this method is efficient as only one LRP backward pass is needed per input sample. Furthermore, in order to prevent repeat cells or generating new clumps of cells, an overlap threshold $(\frac{|Cell_1 \cap Cell_2|}{\min(|Cell_1|, |Cell_2|)})$ is implemented to discard instances with large overlaps with any existing cells.

A Split & Expand algorithm summary can be found in the Supplementary.
4 Experiment details

We experiment using two baseline methods \cite{20,10} that use different models, losses and coarse labels (for training the segmentation head). We duplicate the last two layers of both baseline models to form the CC output branch. Each model was trained for 150 epochs using an Adam optimizer with a learning rate of 0.001. We set $\alpha_P = 0.5, \alpha_{FRW} = 0.5$ when $L_{FRW}$ is used, otherwise $\alpha_P = 1.0$. The FRW loss is computed using the feature map at the first encoding layer. We set our small object threshold at 10, CC confidence threshold at 0.05, heatmap threshold at 0.1 and overlap threshold at 0.5. Images were augmented using random resizing, rotations, flips, crops and affine transformations.

Following the experimental set-up of \cite{10,26,29}, we evaluated our methods on two publicly available datasets: the MoNuSeg (Multi-Organ Nucleus Segmentation) dataset \cite{15} and the TNBC (Triple Negative Breast Cancer) dataset \cite{17}. MoNuSeg contains 30 fully-annotated 1000x1000 H&E stained histology images of different organs. TNBC contains 50 fully-annotated 512x512 H&E stained histology images from different parts of tissue of patients with the same cancer type. Following the procedure of \cite{10,26,29}, we perform 10-fold cross-validation on both of them, taking the ratio of training:validation:test to be 8:1:1.

5 Results and Discussion

In our experiments, we report 4 metrics: AJI, object-level DICE, small-cell AJI and small-cell DICE. AJI is a Jaccard overlap between the set of ground truths and segmented instances, calculated across the pairwise union and intersection between each ground truth and its assigned “best” instance. Object-level DICE (DICE) is a weighted sum of pixel-wise F1 scores between each ground truth cell and the best assigned segmented instance, as well as between each segmented instance and the best assigned ground truth cell, weighted by the size of the cell or instance. Both AJI and DICE are important metrics adopted in previous works to measure instance segmentation quality \cite{20,26,28}, and can take values between 0 (worst) and 1 (best). However, these metrics are more affected by large cells compared to small cells, and small instances only minimally affect them, which means that they are inadequate to fairly quantify the improvements from our Expand step (where large cells are generally untouched). Thus, we report two new metrics: small-cell AJI and small-cell DICE, which are equivalent to AJI and DICE applied on small cells only. Specifically, we define a pixel size threshold (which we set to 300), and only compute the metrics for ground truth cells or segmented instances with sizes below that threshold.

We report our experiment results on the MoNuSeg in Table 1 and TNBC in Table 5. The Baseline setting refers to our implementation of the segmentation baselines in \cite{20} and \cite{10}, the Split setting refers to the scenario where we only apply the Split procedure on the segmentation baseline, and Split & Expand refers to our full method. We also compute the statistical significance (at 0.05 significance) of our improvements by performing a paired t-test between (Baseline and Split) and (Split and Split & Expand).
Table 1. Split and Expand results on MoNuSeg (Top) and TNBC (Bottom) datasets. Best results are in bold. On all settings and metrics, our full Split and Expand method obtains significant improvements over the baseline method. Our Split step consistently provides significant improvements on the AJI and DICE metrics, while our Expand step consistently provides significant improvements on the small-cell metrics.

| Methods | Configuration | AJI | DICE | AJI (small) | DICE (small) |
|---------|---------------|-----|------|-------------|--------------|
| Weakly20 | Baseline      | 0.488 | 0.692 | 0.206       | 0.384        |
|         | Split         | 0.512* | 0.708* | 0.209       | 0.391*        |
|         | Split & Expand | **0.524** | **0.710** | **0.221** | **0.409** |
| MaskGA10 | Baseline      | 0.482 | 0.705 | 0.196       | 0.379        |
|         | Split         | 0.534* | 0.728* | 0.214*     | 0.402*       |
|         | Split & Expand | **0.551** | **0.732** | **0.228** | **0.417** |

* significant results from paired t-test between Baseline and Split
** significant results from paired t-test between Split and Split & Expand

Overall, our full Split and Expand method produces substantial gains over all metrics and all settings. It is worthwhile to note that this is achieved without explicit training in our Split and Expand method.

Specifically, the Split step provides a significant improvement in object-level DICE and AJI in all settings (highlighted in blue), demonstrating its effectiveness in splitting clumps of cell instances. We emphasize to the reader that this significant improvement comes from splitting clumps only, without changing the segmentation map. Qualitative validation is provided in the Supplementary.

Next, we observe that the Expand step improves small-cell AJI and DICE significantly in all settings (highlighted in green), which validates its efficacy in identifying cells missed in the segmentation map. Although the improvement of the Expand step on AJI and object-level DICE is not very significant, this is to be expected, as the Expand step targets small cells, which have minimal impact on those metrics. Qualitative visualization is provided in the Supplementary.

Table 2. Evaluation of FRW loss on MoNuSeg dataset. Best results are in bold.

| Methods  | Configuration | AJI  | DICE  | AJI (small) | DICE (small) |
|----------|---------------|------|-------|-------------|--------------|
| Weakly20  | Without FRW   | 0.518 | 0.706  | 0.219       | 0.399        |
|          | With FRW      | 0.524 | 0.710  | 0.221       | **0.409**    |
| MaskGA10  | Without FRW   | 0.538 | 0.728  | 0.217       | 0.411        |
|          | With FRW      | 0.551 | 0.732  | 0.228       | **0.417**    |

Lastly, we evaluate the impact of the FRW loss in Table 2 and find that it provides consistent improvements over all metrics, which shows its effectiveness.
6 Conclusion

This paper proposes a novel two-step inference-time method (\textit{Split and Expand}) for weakly supervised cell instance segmentation that is \textit{training-free} and can be \textit{easily applied} to many existing baseline segmentation models. A novel FRW loss based on explanation methods is also proposed to help improve cell-center predictions. We test the method on MoNuSeg and TNBC datasets, observing significant object-level improvements.
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