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Abstract—Accurately forecasting air quality is critical to protecting general public from lung and heart diseases. This is a challenging task due to the complicated interactions among distinct pollution sources and various other influencing factors. Existing air quality forecasting methods cannot effectively model the diffusion processes of air pollutants between cities and monitoring stations, which may suddenly deteriorate the air quality of a region. In this paper, we propose HighAir, i.e., a hierarchical graph neural network-based air quality forecasting method, which adopts an encoder-decoder architecture and considers complex air quality influencing factors, e.g., weather and land usage. Specifically, we construct a city-level graph and station-level graphs from a hierarchical perspective, which can consider city-level and station-level patterns, respectively. We design two strategies, i.e., upper delivery and lower updating, to implement the inter-level interactions, and introduce message passing mechanism to implement the intra-level interactions. We dynamically adjust edge weights based on wind direction to model the correlations between dynamic factors and air quality. We compare HighAir with the state-of-the-art air quality forecasting methods on the dataset of Yangtze River Delta city group, which covers 10 major cities within 61,500 km². The experimental results show that HighAir significantly outperforms other methods.
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I. INTRODUCTION

Air quality is closely related to public health. As many cities have built monitoring stations, air quality data become increasingly available, and thus air quality forecasting has become a research hotspot for its potential benefit in supporting regulatory decision-making and public activity-planning.

Air quality forecasting involves multiple challenges. First, since the air pollution path of urban atmosphere consists of emission and diffusion processes [1]–[3], air quality has complex dependencies in spatial and temporal dimensions, which are difficult to capture. Second, air quality is affected by multi-source complex factors, e.g., weather and land usage [4], and the corresponding knowledge needs to be extracted from data sources.

Existing methods for air quality forecasting can be roughly divided into two categories: physical model based methods and machine learning based methods. Physical model based methods exploit domain knowledge to simulate the physical and chemical processes of air pollutants, e.g., street canyon models [5], [6] and Gaussian plume models [7]. These methods are usually based on domain knowledge and the generalization abilities of them are limited. Machine learning based methods leverage a data-driven process to learn complex relationships between inputs and outputs. To capture temporal dependencies, time-series analysis models were applied to air quality forecasting, e.g., auto-regressive based models [8], [9] and recurrent neural networks (RNNs) [10]–[13]. To capture spatial dependencies, some methods use convolutional neural networks (CNNs) [14], [15] and graph neural networks (GNNs) [13], [16]. However, these methods cannot make full use of multi-city data. Most of these methods focus on citywide air quality forecasting, ignoring inter-city interactions. In real-world environment, the air pollutants diffused from adjacent cities may cause the air quality of the targeted city to deteriorate. On the other hand, although a few number of these methods have considered multi-city data, they model the stations of all cities in a flat structure, ignoring the differences in the interactions between cities and between stations.

Hierarchical graph neural networks (HGGNNs) [17]–[19] are a kind of GNNs that model complex systems from a hierarchical perspective, which capture the spatial dependencies with different granularities. However, applying existing HGGNNs to forecast air quality is non-trivial, as they usually focus on the interactions for individual time slots and the unstable hierarchical structure they adopt cannot explicitly model the interactions between cities.

In this paper, we propose HighAir, a hierarchical graph neural network-based air quality forecasting method to forecast air quality. The key idea of HighAir is motivated by the following observations: (1) Monitoring stations and pollution sources, e.g., factories and automobiles, are typically distributed in clusters centered around the cities. (2) The
patterns of air pollutant diffusion are different between cities/stations. (3) The diffusion processes of air pollutants are greatly impacted by dynamic factors, especially wind direction.

The main contributions of this work are summarized as follows:

(1) We propose HighAir, which constructs a city-level graph and station-level graphs from a hierarchical perspective and leverages a customized form of HGNN to forecast air quality.

(2) We designed two strategies called upper delivery (UD) and lower updating (LU), which introduce the historical air quality information of adjacent cities into the station-level graphs to support effective message passing between stations in different cities.

(3) We design an edge weight updating method, which dynamically adjusts the weights of edges based on wind direction to model the correlations between dynamic factors and air quality.

(4) We evaluate HighAir on the dataset of Yangtze River Delta city group, and compare it with the state-of-the-art air quality forecasting methods. The experimental results show that HighAir significantly outperforms existing methods.

The rest of this paper is organized as follows. Section II introduces the related work. Section III gives the details of proposed method. Section IV gives the details of the dataset, experiment settings and experiment results. Conclusions and future work are presented in Section V.

II. RELATED WORK

A. Air Quality Forecasting

Existing air quality forecasting methods can be roughly divided into two categories: physical model based methods and machine learning based methods. Physical model based methods simulate the physical and chemical processes of air pollutant emission and diffusion. For example, Rakowska et al. [5] introduced the street canyon model to simulate the diffusion processes of air pollutants in near-surface space. Arystanbekova et al. [7] introduced the Gaussian plume model to forecast local pollution levels. However, these methods are usually based on domain knowledge and the generalization abilities of them are limited.

Machine learning based methods use a data-driven process to capture the dependencies in spatial and temporal dimensions and model the correlations between multi-source complex factors and air quality. Chelani et al. [8] introduced a time-series analysis based air quality forecasting method, which can consider the temporal dependencies between historical observations. Time-series analysis models make several key assumptions, i.e., the mean and variance of series are stationary over time, which are usually not true in air quality forecasting. Some researchers utilized general machine learning models, e.g., Support Vector Regression (SVR) [20], Random Forest [21], XGBoost [22], [23], and tensor decomposition [24], to model the correlations between multi-source factors and air quality. These methods do not customize the general models according to the specificities of air quality forecasting, so the forecasting accuracy greatly depends on data preprocessing and feature selection.

Deep learning can perform automatic feature learning, which avoids manual feature selection that relies on empirical assumptions. Du et al. [11] proposed a method that uses one-dimensional CNNs to capture local temporal trends and leverages bi-directional LSTMs to extract long-term temporal features. Xu et al. [25] introduced echo state networks to predict daily AQI series. Liang et al. [12] proposed GeoMAN, a LSTM-based encoder-decoder method, which uses attention mechanism to capture the relationships between the pollutants observed by the same sensor and the same type of pollutants observed by different sensors. Yi et al. [26] proposed DeepAir that constructs subnets for multi-source data, whose outputs are integrated to forecast air quality. Considering the sparseness of stations in spatial distribution, Chen et al. [10] proposed a multi-task learning framework PANDA, which utilizes the air quality estimation task to assist the forecasting task.

Recently, due to the ability of modeling non-Euclidean distributed entities, GNNs have been applied in air quality forecasting. Qi et al. [13] proposed GC-LSTM, which constructs a graph based on the locations of stations and introduces graph convolution operations to model the relevance of pair-wise stations. Lin et al. [16] proposed GC-DCRNN, which combines the processes of graph convolution and sequence modeling by replacing the matrix multiplication in GRU with diffusion convolution operation. Xu et al. [27] proposed ST-MFGCN, which construct the graph-structured traffic road network to capture the vehicle emission spatiotemporal variation patterns.

B. Hierarchical Graph Neural Networks

HGNNs are a kind of GNNs that model complex systems from a hierarchical perspective, which capture the spatial dependencies with different granularities. The principle of HGNNs is to generate the coarsened graph from an original graph and implement interactions between them. Based on the strategy of generating the coarsened graph, HGNNs can be roughly divided into two categories: stable HGNN and unstable HGNN.

In the first category, super nodes (i.e., the nodes in the coarsened graph) and the connections between them are fixed or relatively stable. Li et al. [28] proposed SEAL-C/AI, which divides social networks into the user group level and the individual user level, and constructs two classifiers with different views to solve the node classification problem. Mrowca et al. [17] proposed HRN, which decomposes a physical object into multi-level entities to simulate the physical dynamics of the object.

In the second category, super nodes and the connections between them evolve with the node attributes of the original graph. The coarsened graph is generated based on manually designed rules [29], [30] or node clustering algorithms [18]. Yu et al. [30] proposed ST-UNet, which uses paired sampling operation to get multi-resolution graphs and adopts dilated RNNs to capture temporal dependencies.

Table I summarizes the characteristics of existing methods and HighAir. HighAir is a stable hierarchical structured method,
which can explicitly model the interactions between cities. Different from some HGNN methods focusing on the interactions for individual time slots, the UD and LU strategies of HighAir introduce the historical air quality information of adjacent cities into the station-level graphs to support effective message passing between stations in different cities.

### Table I

| Method   | Structure       | Intra-level Modeling | Inter-level Modeling |
|----------|-----------------|----------------------|----------------------|
| GC-LSTM  | flat GNN        | graph conv.          | /                    |
| GC-DCRNN | flat GNN        | diffusion conv.      | /                    |
| HRN      | stable HGNN     | FNN                  | FNN                  |
| ST-UNet  | unstable HGNN   | graph conv.          | max/mean pooling     |
| HighAir  | stable HGNN     | message passing      | UD/LU                |

#### III. METHODOLOGY

### A. Definitions

**Definition 1 (Cities and monitoring stations):** We define $C = \{c_a, 1 \leq a \leq N\}$ as the set of $N$ cities, $L = \{l_a, 1 \leq a \leq N\}$ as the set of the locations of these cities, $S_a = \{s_{a,i}, 1 \leq i \leq |S_a|\}$ as the set of monitoring stations in city $c_a$, and $L_a = \{l_{a,i}, 1 \leq i \leq |S_a|\}$ as the set of the locations of monitoring stations in city $c_a$. $\ell_{a,i}$ consists of the latitude and longitude of a station. $l_a$ is defined as the average value of $l_{a,i}$ in $L_a$.

![Fig. 1. The POI distribution of a station.](image1)

**Definition 2 (POI data):** Points of Interest (POI) data contain the land usage information of a region, which consider five POI categories: residential, park, mountain, water (river or pool), and industrial. As shown in Fig. 1, the star represents a monitoring station $s_{a,i}$. There are two residential areas, one park, one mountain, one pool, and two industrial facilities within the perception radius $R$ of $s_{a,i}$. Thus, the POI vector $\mathbf{p}_{a,i}$ can be represented as $[2,1,1,1,2]$.

**Definition 3 (Weather data):** The weather data of city $c_a$ at time slot $t$ is represented as a vector $\mathbf{w}_{a}^{t}$, including temperature, humidity, rainfall, wind speed, wind direction, and air pressure. We encode the wind direction data as a vector $\mathbf{w}_{a}^{t}$ according to the encoding rules shown in Table II. Especially, the weather data of future time slots are obtained from weather forecast.

**Definition 4 (AQI data):** The Air Quality Index (AQI) of station $s_{a,i}$ at time period $t$ is represented as $\mathbf{aqi}_{a,i}^{t}$.

#### Table II

| Direction | Vector         |
|-----------|----------------|
| North     | [0,1]          |
| Northeast | [1,1]          |
| East      | [1,0]          |
| Southeast | [1,-1]         |
| South     | [0,-1]         |
| Southwest | [-1,-1]        |
| West      | [-1,0]         |
| Northwest | [-1,1]         |
| No sustained direction | [0,0] |

**Definition 5 (Air quality forecasting task):** Given city locations $L$, station locations $L_a$, POI data $\mathbf{p}_{a,i}$, $\tau_{in}$ hours of AQI data $\mathbf{aqi}_a$, $\tau_{in} + \tau_{out}$ hours of weather data $\mathbf{weather}$, the air quality forecasting task aims to forecast the AQIs of monitoring stations for the next $\tau_{out}$ hours, where $\tau_{in}$ denotes the length of historical time window and $\tau_{out}$ denotes forecasting horizon.

### B. Framework

Fig. 2 shows the framework of HighAir, which adopts an encoder-decoder architecture. For the encoder, HighAir constructs a city-level graph and station-level graphs from a hierarchical perspective. The model adopts message passing mechanism to implement the intra-level interactions between cities/stations. Upper delivery and lower updating are designed to implement the inter-level interactions. For each time slot, HighAir computes the node attributes in the city-level graph, which would be utilized to update the global attributes of the corresponding station-level graphs. After the message passing process on the station-level graphs, the node attribute sequence of a station would be sent to encoder LSTM. For the decoder, HighAir uses weather data $\mathbf{weather}$ to assist forecasting task. Each hidden state of decoder LSTM is treated as the input of a fully-connected neural network (FNN) that outputs the forecasting result of the corresponding time slot.

### C. Graph Construction

Existing air quality forecasting methods construct a flat, static graph to model the interactions between stations [13], [16]. However, messages between stations located in different cities are hard to pass on a flat graph, as the distances between these stations are too larger as compared with the distances between adjacent stations. Moreover, dynamic factors, e.g., wind direction, cannot be effectively utilized in static graphs with fixed edge weights.

We use node set $V$ to represent cities/stations in the city-level graph/the station-level graphs, edge set $E$ to represent the relevance between nodes, and global attribute vector $\mathbf{u}$ to represent the global state of a station-level graph.
We introduce geographic similarity $g_s$ and wind direction similarity $w_s$ to measure static and dynamic relevance between nodes, respectively. Geographic similarity $g_s$ is calculated using the geographic distance between cities/stations, which is symmetric. Wind direction similarity $w_s$ is dynamically adjusted by the real-time wind directions and relative locations between cities/stations, which is asymmetric.

Given cities/stations $a$ and $b$, $l_a = [x_a, y_a]$ and $l_b = [x_b, y_b]$ represent the locations of $a$ and $b$. The geographic similarity $g_s$ of $a$ and $b$ is defined as follows:

$$d_{a,b} = d_{b,a} = \sqrt{(x_a - x_b)^2 + (y_a - y_b)^2}$$  \hspace{1cm} (1)

$$g_{s_{a,b}} = g_{s_{b,a}} = \begin{cases} \frac{1}{d_{a,b}}, & 0 < d_{a,b} < R_h \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (2)

where $d_{a,b}$ and $d_{b,a}$ denote the Euclidean distance between $a$ and $b$, and $R_h$ is the geographic distance threshold. Considering the differences of different cities, we adopt an adaptive method to determine $R_h$ for each graph, which is defined as follows:

$$D_a = \min(d_{a,k}), a, k \in V, a \neq k$$  \hspace{1cm} (3)

$$D = \max(D_a), a \in V$$  \hspace{1cm} (4)

$$R_h = \lambda D, \lambda \geq 1$$  \hspace{1cm} (5)

where $D_a$ denotes the minimum distance between node $a$ and other nodes, $D$ denotes the maximum $D$ value of all nodes, and distance weight $\lambda$ is a hyper-parameter to control the number of edges in the constructed graph. In this way, all nodes in the constructed graph have at least one edge connected to other nodes, and $R_h$ should not be too large to make the graph fully-connected.

To capture the diffusion processes of pollutants between cities/stations according to wind directions, the wind direction similarity $w_s$ between $a$ and $b$ is defined as follows:

$$\zeta_{a-b} = l_b - l_a, \zeta_{b-a} = l_a - l_b$$  \hspace{1cm} (6)

where $\cdot$ denotes inner product operation, and $\text{wind}_a$ and $\text{wind}_b$ denote the wind direction vectors of $a$ and $b$. According to the above definitions, the value range of $w_s$ is $[-1, 1]$. The larger $w_{s_{a,b}}$ is, the more likely the air pollutants from city $a$ would be brought to city $b$ by wind.

$$w_{s_{a,b}} = \frac{\text{wind}_a \cdot \zeta_{a-b}}{|\text{wind}_a||\zeta_{a-b}|}$$  \hspace{1cm} (7)

$$w_{s_{b,a}} = \frac{\text{wind}_b \cdot \zeta_{b-a}}{|\text{wind}_b||\zeta_{b-a}|}$$  \hspace{1cm} (8)

Fig. 2. The framework of HighAir.

Fig. 3. The city-level graph and the station-level graphs with a hierarchical structure.

At this point, we have constructed the city-level graph and the station-level graphs with a hierarchical structure, as shown in Fig. 3. Compared with flat graphs, nodes in the city-level graph are graph instances, which can support effective message passing between stations in different cities.

Fig. 4 gives the attributes of the city-level graph and the station-level graphs. Node attributes $x$ denotes the monitoring data about a city (i.e., the AQI data) or station (i.e., the AQI and POI data). Edge weights $w'/e$ denotes the similarity between two cities/stations. Global attributes $u$ denotes the common features of stations in the same city. All the components of node attributes, edge weights, and global attributes are combined by concatenation.
D. The Modeling of Spatial Dependencies

HGNNs can model complex systems from a hierarchical perspective, which can capture spatial dependencies under different granularities. We adopt message passing mechanism to capture the intra-level interactions. In addition, we design two strategies, called upper delivery and lower updating, to model the messages passing from station-level to city-level and city-level to station-level, respectively. For convenience, the edge weights in the city-level graph and station-level graphs are all denoted by $w$ in the rest of this paper.

1) The Modeling of Intra-Level Interactions: To implement the intra-level interactions on the city-level graph and the station-level graphs, we adopt message passing mechanism [31], which allows cities/stations to perceive information about the adjacent cities/stations. The mechanism consists of two major processes: message aggregation and representation updating, which are defined as follows:

$$R_a = \{(x_a, x_d, e_{a_d})\}_{d \in N(a)}$$

$$r_a \leftarrow \rho(R_a)$$

$$\left\{ \begin{array}{l} x'_a \leftarrow \phi_1(r_a, x_a), \text{in city graph} \\ x'_{a,i} \leftarrow \phi_2(r_{a,i}, x_{a,i}, u_a), \text{in station graphs} \end{array} \right.$$  

where $x_a$ is the attribute of node $a$, $x_d$ is the attribute of a neighbor node, $e_{a_d}$ is the edge weight, and $R_a$ denotes the set of all the messages passed to node $a$, which are aggregated as a vector $r_a$. Then, $x_a$ would be updated by $r_a$ on the city-level graph, while the global attributes $u_a$ would also be considered on the station-level graphs. In equations 10 and 11, $\rho$, $\phi_1$, and $\phi_2$ are transformation functions. We utilize different FNNs to implement these functions.

In this way, the model can capture the diffusion processes of pollutants between cities/stations based on geographic similarity $gs$ and wind direction similarity $ws$. We construct a station-level graph for each city.

2) Upper Delivery Strategy: Upper delivery is designed to model the interactions from the station-level graphs to the city-level graph. The messages passed from the station-level graphs contain the current and historical air quality information.

There are two optional methods to get the overall air quality representation of a city: mean operation, which takes the mean AQI value of all stations in the city as the representation, and SAGE proposed by Li et al. [28], which considers the graph structure and automatically learns the weights of different stations in the city. Considering that mean operation is a non-parametric method, we use it here (the corresponding comparison is given in Section IV-F), which is defined as follows:

$$AQI_{a_i}^t = \text{mean}(aqi_{a,i}^t), 1 \leq i \leq |S_a|$$

where $aqi_{a,i}^t$ denotes the AQI value of station $i$ in city $a$ at time slot $t$. We form a sequence of overall air quality representations for each city, as shown in Fig. 5.

For each city, we calculate the overall air quality representation of the city at each time slot, forming a sequence $\{AQI_{a_i}^{t-\tau_{in}+1}, AQI_{a_i}^{t-\tau_{in}+2}, ..., AQI_{a_i}^t\}, 1 \leq a \leq N$, which would be
sent to the city LSTM to get the representations of current and historical air quality information. The city LSTMs share parameters among different cities.

We take the hidden state $h$ of the city LSTM at each time slot as the initial attributes of the corresponding node in the city-level graph. Fig. 5 shows the process of upper delivery. In this way, the representation of a city contains both the current and historical air quality information, i.e., cities on the graph can perceive the historical air quality information of adjacent cities.

3) Lower Updating Strategy: Lower updating is designed to model the interactions from the city-level graph to the station-level graphs. The messages passed from the city-level graph contain the historical air quality information of adjacent cities, which has been achieved by the message passing process on the city-level graph.

As shown in Fig. 6, after the message passing process on the city-level graph at each time slot, the representation of a city at each time slot is fed to a FNN to get a lower updating vector, which would be used to update the global attributes $u$ of the corresponding station-level graph. The FNNs share parameters among different cities.

The global attributes of a station-level graph $u$ consist of weather data weather and the lower updating vector, and $u$ would be used in the message passing process on the station-level graph (Section III-D1). In this way, stations can perceive the historical air quality information of adjacent cities during the message passing process on the station-level graphs.

The encoder LSTMs (as well as the decoder LSTMs and the FNNs) of different stations in a city share parameters. In this way, we can forecast the air quality for the next $\tau_{out}$ time slots ($\tau_{out}$ denotes forecasting horizon).

F. Learning

The air quality forecasting task aims to get the forecasted AQIs of the monitoring stations for the next $\tau_{out}$ time slots. We calculate the mean square error between the true AQIs and forecasted AQIs to measure the errors of forecasted results. We define the loss function as follows:

$$L(\theta) = \frac{1}{\tau_{out}} \sum_{a=1}^{\mid C \mid} |S_a| \sum_{a=1}^{\mid S_a \mid} \sum_{k=1}^{\tau_{out}} [a q_{i+a,l}^{t+k} - \hat{a} q_{i+a,l}^{t+k}]^2$$

where $C$ denotes the set of cities whose air quality needs to be forecasted, $|S_a|$ denotes the station number of city $c_a$, $a q_{i+a,l}^{t+k}$ denotes the forecasted AQI of station $s_{a,l}$ at time slot $t+k$, $\hat{a} q_{i+a,l}^{t+k}$ denotes the true AQI of station $s_{a,l}$ at time slot $t+k$, and $\theta$ denotes all the parameters used in HighAir.

IV. EXPERIMENTS

In this section, we present the experiments to evaluate HighAir. The detailed descriptions of the dataset and experimental settings are provided in Section IV-A and Section IV-B, respectively. We investigate how distance weight $\lambda$ affects the performance of HighAir in Section IV-C. The effectiveness of data used and method components would be discussed in Section IV-D and Section IV-E, respectively. We compare our method with other air quality forecasting methods and HGNB based forecasting methods in Section IV-F, and provide a case study to illustrate the superior performance of HighAir in Section IV-G.

We introduce two metrics: mean absolute error (MAE) and root mean squared error (RMSE), to evaluate the performances of methods, which are defined as follows:

$$MAE = \frac{1}{\sum_{a=1}^{\mid C \mid} |S_a| \sum_{a=1}^{\mid S_a \mid} \sum_{k=1}^{\tau_{out}} |a q_{i+a,l}^{t+k} - \hat{a} q_{i+a,l}^{t+k}|}$$

$$RMSE = \sqrt{\frac{1}{\sum_{a=1}^{\mid C \mid} |S_a| \sum_{a=1}^{\mid S_a \mid} \sum_{k=1}^{\tau_{out}} \mid a q_{i+a,l}^{t+k} - \hat{a} q_{i+a,l}^{t+k} \mid^2}$$

In the experiments, we utilize previous 24-hour observations...
to forecast the next 12-hour AQIs, i.e., $\tau_{in} = 24$ and $\tau_{out} = 12$.

### Table III

| City      | Hangzhou | Shaoxing | Ningbo | Zhoushan | Jiaxing | Huzhou | Shanghai | Suzhou | Nantong | Wuxi |
|-----------|----------|----------|--------|----------|---------|--------|----------|--------|---------|------|
| Station number | 10       | 2        | 7      | 3        | 2       | 1      | 10       | 8      | 5       | 8    |

and select the results of 1 hour, 3 hours, 6 hours, and 12 hours ahead forecasting to report. All experiments are repeated 5 times to avoid contingency.

### A. Experimental Dataset

We evaluate the performance of HighAir on the dataset of Yangtze River Delta city group. Air quality situation in this region is very complicated, as the region is industrially developed and densely populated. The city group contains ten cities: Hangzhou, Ningbo, Shaoxing, Jiaxing, Zhoushan, Huzhou, Shanghai, Suzhou, Nantong, and Wuxi, as shown in Fig. 8. The station number of each city is given in Table III.

The dataset contains air quality data, POI data, and weather data, which are collected from January 1 to December 21, 2018. The details of these data are described as follows:

1. Air quality data, including the AQIs and the locations of each station, are collected from National Urban Air Quality Real-time Release Platform. We collect AQI data at 1-hour granularity.
2. POI data are collected from the map engine of AMAP. The perception radius $R$ is set to 500 m.
3. Weather data are collected from Envicloud and weather China, two data service providers. We collect weather data at 1-hour granularity.

We utilize the data of all cities in the training phase, and evaluate HighAir on the stations of Shanghai city, Suzhou city, and Jiaxing city. These cities are located in the center of the city group, and the information of adjacent cities is available. We use interpolation method to fill the missing values in the dataset. Sliding windows (step = 1 hour) are used to generate samples, and we finally get 8448 samples.

### B. Experimental Settings

We sequentially split the dataset into training data, validation data, and test data by the radio of 0.7:0.1:0.2. We choose Adam as the optimizer in the training phase. Through hyper-parameter tuning (Section IV-C), distance weight $\lambda$ is set to 1.2. During the training phase, the batch size is set to 128, the epoch number is set to 300, the hidden size of GNNs is set to 32, and the hidden state size of LSTMs is set to 64. Since all calculation processes are differentiable, HighAir can be trained via the back propagation method.

We implement our method with PyTorch, and construct GNNs with PyTorch Geometric library. The code is released on GitHub. A server with one CPU (Intel Xeon Platinum 8163), 32GB RAM, and one GPU (NVIDIA Tesla V100) accomplishes all computing tasks, including training, validation, and test.

### C. Hyper-Parameter Evaluation

We use distance weight $\lambda$ to control the number of edges. Parameter $\lambda$ is shared among all the graph constructions. Based on the definition in Section III-C, the smaller the value of $\lambda$ is, the less the number of edges is, but the adaptive method ensures that all nodes have at least one edge connected to other nodes.

We evaluate the effects of $\lambda$ with the average MAE of next couple of hours within forecasting horizon on validation data. Fig. 9 shows the evaluation results of different $\lambda$ values (step = 0.1).

![Fig. 9. The evaluation results of distance weight $\lambda$.](image_url)

We find that HighAir performs optimally when $\lambda$ equals to 1.2. As $\lambda$ increases, MAE decreases first and then increases. When $\lambda$ is too small, cities/stations cannot get sufficient information about adjacent cities/stations, while when $\lambda$ is too large, the local information about cities/stations would be over-diluted during the message passing process.

Within the testing range of $\lambda$ (i.e., from 1.0 to 1.5), although the MAEs do not have a significant variation, $\lambda$ has a great influence on the number of edges. For example, we conducted a test on Hangzhou city, and found that when $\lambda$ increases from 1.0 to 1.5, the number of edges almost doubles (increasing from 32 to 60).
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D. Multi-Source Factor Evaluation

To explore the effectiveness of multi-source factors, we compare HighAir with two variants, each one of which removes one kind of factors. Specifically, HighAir w/o weather removes weather data, which are effective, and HighAir w/o POI data.

The performances of HighAir and variants are given in Table IV, and we can draw the following conclusions:

1. HighAir outperforms the other two variants, indicating that all factors can improve the performance of air quality forecasting.
2. The ranking of the effectiveness of factors is weather data > POI data. The result shows that air quality is mostly impacted by weather conditions.

| Method       | 1h  | 3h  | 6h  | 12h |
|--------------|-----|-----|-----|-----|
| HighAir      | 8.27| 15.36| 21.16| 24.57|
| w/o weather  | 9.59| 18.67| 23.50| 27.56|
| w/o forecast | 8.62| 16.05| 22.07| 24.95|
| w/o poi      | 8.44| 15.88| 21.65| 24.65|
| w/o multi-city| 9.07| 16.92| 22.53| 26.36|
| w/o city LSTM| 8.54| 16.40| 22.10| 25.66|
| w/o dynamic  | 9.14| 16.05| 21.82| 24.64|

E. Model Component Evaluation

To verify the effectiveness of different components, we compare HighAir with three variants: (1) HighAir w/o hierarchy, which removes the city-level graph and the corresponding interactions, i.e., the city representation is removed from the global attributes of the station-level graphs; (2) HighAir w/o city LSTM, which removes the city LSTMs used in UD, and takes the mean AQI value of all stations in a city as the node attribute on the city-level graph; (3) HighAir w/o dynamic, which removes direction similarity from edge weights and introduces wind direction vector into the global attributes of the station-level graphs.

The performances of HighAir and variants are given in Table IV, and the following tendencies can be discovered:

1. HighAir outperforms HighAir w/o hierarchy on all metrics. The result indicates that the air quality of adjacent cities is beneficial, which can be used to model the diffusion processes of air pollutants from adjacent cities.
2. HighAir outperforms HighAir w/o city LSTM on all metrics. The result indicates that the city LSTMs used in UD are effective, which can make cities perceive the historical air quality information of adjacent cities by the message passing process.
3. HighAir outperforms HighAir w/o dynamic on all metrics. The result indicates that compared with taking wind direction as a feature contained in the global attributes, using it to dynamically adjust the weights of edges is a more effective strategy, which can explicitly model the effect patterns of wind direction on air pollutant diffusion.

F. Comparison with Other Forecasting Methods

To further verify the effectiveness of our method, we compare HighAir with the following forecasting methods:

1. HighAir with SAGE (HWS): HWS replaces the mean operation of upper delivery with a graph embedding method called SAGE [28], which considers the graph structure and learns the weights of different stations automatically.
2. Historical Average (HA): HA takes the average value of historical AQIs as the forecasting result. Considering daily and weekly periodicity, we set the historical period to 168 (2 x 7).
3. ARIMA: ARIMA consists of three time-series analysis parts: the auto-regressive part, the moving average part, and the integrate part, which forecasts the air quality based on the historical AQIs of each station.
4. GC-DCRNN: GC-DCRNN [16] focuses on city-wide air quality forecasting, and constructs the graph based on the POIs and the historical AQIs of stations. It combines recurrent neural networks with diffusion convolution to forecast the air quality. To keep the fairness of comparison, we construct the graph based on the stations of all cities, and introduce weather data into the input of the decoder.
5. GC-LSTM: GC-LSTM [13] constructs a flat graph based on the stations of all cities, and utilizes graph convolution operation and LSTM to model spatial and temporal dependencies, respectively. To keep the fairness of comparison, we introduce POI data into node attributes and weather data into the input of the decoder.
6. HRN: HRN [17] is a hierarchical model utilizes FNNs to model the inter-level and intra-level interactions. HRN implements all the interactions at the last time slot in the historical time window. To keep the fairness of comparison, we improve the model to enable multi-step forecasting, and introduce POI data and weather data into node attributes.

### Table V: The Results of Different Forecasting Methods

| Method       | Metric | 1h  | 3h  | 6h  | 12h |
|--------------|--------|-----|-----|-----|-----|
| HighAir      | MAE    | 8.27| 15.36| 21.16| 24.57|
|              | RMSE   | 11.18| 21.54| 29.22| 34.65|
| HWS          | MAE    | 8.64| 16.18| 21.80| 24.16|
|              | RMSE   | 11.96| 22.57| 29.65| 33.93|
| HA           | MAE    | 35.19| 35.19| 35.19| 35.19|
|              | RMSE   | 46.61| 46.61| 46.61| 46.61|
| ARIMA        | MAE    | 9.55| 19.72| 26.13| 31.97|
|              | RMSE   | 13.13| 27.75| 35.02| 42.25|
| GC-DCRNN     | MAE    | 8.55| 16.80| 22.77| 27.23|
|              | RMSE   | 11.51| 22.86| 30.77| 36.52|
| GC-LSTM      | MAE    | 9.05| 17.05| 22.76| 26.97|
|              | RMSE   | 12.08| 22.94| 30.54| 36.09|
| HRN          | MAE    | 9.27| 17.98| 24.41| 29.05|
|              | RMSE   | 13.09| 26.03| 33.23| 37.90|
| ST-UNet      | MAE    | 8.75| 16.47| 22.53| 25.58|
|              | RMSE   | 12.31| 22.51| 30.46| 35.65|

(7) ST-UNet: ST-UNet [30] is a spatial-temporal forecasting model.
method that leverages pooling operation to coarsen a graph in spatial domain and adopts dilated RNN to capture temporal dependencies. To keep the fairness of comparison, we introduce POI data into node attributes, weather data into global attributes, and weather data into the input of the decoder.

The performances of HighAir and other forecasting methods are given in Table V, and the following tendencies can be discovered:

1. HighAir outperforms HWS in short-term forecasting, but HWS performs better in long-term forecasting. It indicates that the topologies of the station-level graphs are helpful for long-term forecasting but have little effects on short-term forecasting, as they contain information that is more conducive to long-term forecasting, e.g., the distribution of stations and pollutant diffusion paths. For short-term forecasting, a non-parametric method performs better with limited training data.

2. HighAir outperforms HA and ARIMA in both short-term and long-term forecasting. It indicates that a method only based on time-series analysis models cannot effectively forecast air quality, as air quality is affected by multi-source complex factors.

3. HighAir outperforms GC-DCRNN and GC-LSTM, especially in long-term forecasting. It indicates that a hierarchical structure can model spatial dependencies more effectively than a flat structure. The reason might be that the messages between the stations located in different cities are hard to pass on a flat graph, as the distances between these stations are too large as compared with the distances between adjacent stations.

4. HighAir outperforms HRN. It indicates that the encoder-decoder architecture and GNN are effective in capturing dependencies in temporal and spatial dimensions, as the encoder-decoder architecture and GNN have advantages in the modeling of sequences and non-Euclidean distributed entities, respectively.

5. HighAir outperforms ST-UNet. It indicates that a stable HGNN based method performs better in air quality forecasting. It might be because after coarsening operation, the nodes in the coarsened graph no longer correspond to entities, which cannot support city-level message passing.

G. Case Study

In this case study, we try to demonstrate that our method gains more advantage over the existing methods when the wind factor between cities is more significant. The task is to forecast the AQIs of Shanghai city from 13:00 December 27 to 0:00 December 28, 2018. Table VI shows the true AQIs (the mean AQI of all stations in a city) of Shanghai city and its connected cities on the city-level graph, i.e., Jiaxing, Suzhou, and Nantong, from 13:00 December 26 to 12:00 December 27, 2018, every four hours. In addition, ws denotes the wind direction similarity (Section III-C) between each city and Shanghai city.

In this case, the air qualities of Nantong city and Suzhou city are worse than Shanghai city. At most of the time slots, wind direction similarity between Shanghai city and Nantong city, as well as Suzhou city, is greater than 0, which means that the air pollutants from these two cities would be brought to Shanghai city by wind. This is a typical air quality deterioration case, which is caused by the air pollutants diffused from adjacent cities.

| City       | Data | Historical Time Window |
|------------|------|------------------------|
| Shanghai   | AQI  | 16:00 20:00 0:00 4:00 8:00 12:00 |
| Jiaxing    | AQI  | -0.2 -0.2 -0.98 -0.98 -0.2 |
| Nantong    | AQI  | -0.12 -0.12 0.99 0.99 -0.99 |
| Suzhou     | AQI  | 0.65 -0.76 -0.76 0.65 0.65 0.76 |

We compare the performances of HighAir with other forecasting methods in Table VII (the average MAE of the stations located in Shanghai city are reported). HighAir w/o N&S is a variant of HighAir, which sets ws between Nantong city & Shanghai city and Suzhou city & Shanghai city as 0 (i.e., the wind factor is ignored). We can find that the short-term forecasting errors become larger than usual, as the dependencies in spatial and temporal dimensions are complicated when air quality suddenly deteriorates. Compared with other methods, HighAir achieves high accuracy in both short-term and long-term forecasting tasks. This justifies that our hierarchical structure design and the dynamic adjustment of edge weights can well model the diffusion processes of air pollutants from adjacent cities. In particular, HighAir outperforms HighAir w/o N&S. It indicates that our method could capture the wind factor between cities, which has a great effect in this case.

| Methods    | 1h    | 3h    | 6h    | 12h   |
|------------|-------|-------|-------|-------|
| HighAir    | 15.33 | 26.12 | 29.64 | 32.12 |
| HighAir w/o N&S | 18.87 | 38.12 | 40.02 | 43.09 |
| GC-DCRNN   | 20.24 | 35.85 | 38.83 | 41.42 |
| GC-LSTM    | 21.30 | 41.18 | 41.37 | 44.82 |
| HRN        | 19.22 | 48.65 | 50.19 | 48.19 |
| ST-UNet    | 20.30 | 34.71 | 37.03 | 36.51 |

V. CONCLUSIONS AND FUTURE WORK

We propose HighAir, a hierarchical graph neural network-based air quality forecasting method. HighAir adopts an encoder-decoder architecture and considers complex air quality influencing factors, e.g., weather and land usage. Specifically, we construct a city-level graph and station-level graphs from a hierarchical perspective, which can consider city-level and station-level patterns, respectively. We design two strategies, i.e., upper delivery and lower updating, to implement the inter-level interactions, and introduce message passing mechanism to implement the intra-level interactions. To evaluate the proposed method, experiments have been conducted on a real-world dataset, and the results demonstrate...
the effectiveness of method components and the superior performance of HighAir.

In the future, we will extend our method in the following aspects. First, we have discovered that the same graph embedding method has different effects on short-term and long-term forecasting tasks (Section IV-E), so we will study strategies (e.g., attention mechanism and meta learning) to automatically learn the importance of topological information for different forecasting horizons. Second, HighAir utilizes GNN to capture the spatial dependencies, but the actual diffusion processes of air pollutants is more complex than the message passing process on graphs. So we will try to leverage semi-supervised learning to utilize the information of the regions without monitoring stations. In addition, we will validate HighAir on datasets with larger graph sizes. From a theoretical analysis, deeper graph neural networks to capture the spatial dependencies between distant entities, e.g., two stations in different cities, would cause the problem of over-smoothing [35]. Utilizing graph pooling method to capture multi-scale representations has become a common practice to model the large graphs [19], [36]. Similarly, HighAir captures spatial dependencies from station-level and city-level perspectives, which would perform better on datasets with larger graph sizes.
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