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Abstract

Background

This paper presents a strategy for statistical analysis and interpretation of longitudinal intervention effects on bacterial communities. Data from such experiments often suffers from small sample size, high degree of irrelevant variation, and missing data points. Our strategy is a combination of multi-way decomposition methods, multivariate ANOVA, multi-block regression, hierarchical clustering and phylogenetic network graphs. The aim is to provide answers to relevant research questions, which are both statistically valid and easy to interpret.

Results

The strategy is illustrated by analysing an intervention design where two mice groups were subjected to a treatment that caused inflammation in the intestines. Total microbiota in fecal samples was analysed at five time points, and the clinical end point was the load of colon cancer lesions. By using different combinations of the aforementioned methods, we were able to show that:

- The treatment had a significant effect on the microbiota, and we have identified clusters of bacteria groups with different time trajectories.
- Individual differences in the initial microbiota had a large effect on the load of tumors, but not on the formation of early-stage lesions (flat ACFs).
- The treatment resulted in an increase in \textit{Bacteroidaceae}, \textit{Prevotellaceae} and \textit{Paraprevotellaceae}, and this increase could be associated with the formation of cancer lesions.

Conclusion

The results show that by applying several data analytical methods in combination, we are able to view the system from different angles and thereby answer different research questions. We believe that multiway methods and multivariate ANOVA should be used more frequently in the bioinformatics fields, due to their ability to extract meaningful components from data sets with many collinear variables, few samples and a high degree of noise or irrelevant variation.
Background

This paper presents a novel strategy for statistical analysis and interpretation of longitudinal intervention effects on bacterial communities. The strategy is based on a combination of multi-way decomposition methods, multivariate ANOVA, multi-block regression, cluster analysis and phylogenetic network graphs. The aim is to produce results that are both statistically valid and easy to interpret. Although none of the methods are new per se, the novelty lies in the combined application which illustrates their usefulness. Also, two of the methods (PARAFASCA and SO-NPLS) do not have any published applications aside from examples in the original publications [1], [2].

The strategy is illustrated by analysing an intervention design on total microbiota. Such data are multivariate and longitudinal (i.e. three-dimensional) by nature, with samples, bacterial groups and time as the three ways. The data set also has a number of statistical challenges that are often encountered in these types of studies, such as small sample size, many more variables than samples, high degree of irrelevant variation, and missing data points.

A multitude of statistical methods for analysing temporal effects on microbiota have been suggested, but most of them analyse each variable separately in a univariate fashion[3], [4]. The approach presented in this paper is multivariate, meaning that it analyses the total covariance pattern of all bacterial groups (variables) simultaneously. With today’s high-throughput sequencing techniques, the number of bacterial groups can range from hundreds to thousands and univariate analysis is no longer feasible.

Longitudinal measurements of the microbiota give rise to multi-way data. For instance, when the bacterial composition is followed over time for a group of subjects, the data can be arranged in a three-dimensional cube with dimensions subjects, bacterial groups and time. The data cube is often unfolded into a two-dimensional matrix and analysed by standard multivariate methods such as principal component analysis (PCA), principal correlation analysis (PCoA [5]) and partial least squares regression (PLSR [6]). However, this kind of unfolding can be unfavourable for many reasons: First of all, unfolded models are very complex (many parameters need to be estimated), which increases the risk of overfitting and complicates interpretation. Secondly, the information from the unfolded dimensions is intertwined, obscuring the interpretation further. Multiway methods are data decomposition methods that can handle multi-way arrays without unfolding them. Parallel factor analysis (PARAFAC), Tucker and multiway partial squares (N-PLS) have been used since the 1990’s in the fields of psychometrics and chemometrics [7], [8], but we have so far seen few applications in microbiology. Of the few applications that has been reported, three-way decomposition methods have been used to analyse a longitudinal study of the faecal microbiota in pregnant mothers and their children up to two years of age [9], [10]. The usefulness of multiway methods has also been advocated in the field of metabolomics, which share many of the data characteristics of bacterial community data [11], [12].

In intervention studies, the hypothesis is usually that a certain treatment induces a change in the microbiota, which again may lead to changes in phenotype (often some health related parameter). The main research questions are typically:

1) How does the intervention design affect the total microbiota?
2) How do the changes in microbiota affect the subject’s health?
3) What are the individual differences in microbiota between subjects? Are these differences important for the health?
In this paper we propose different variants of multivariate and multiway methods for answering the three main research questions, combined with a number of additional tools for interpreting and visualizing the results. In addition, we use hierarchical clustering to identify groups of bacteria that have similar time trajectory responses, and network graphs for visualising and interpreting the results in view of the bacteria’s genetic similarities. An advantage of the network graph is that it can be used interactively to combine and explore the results from several models together.

Methods
An overview of our data analysis strategy is illustrated in Figure 1. First, explorative analysis is performed to get an overview of the data and check for outliers. In this step, the missing data points can also be estimated. Multivariate ANOVA is used to relate the microbiota to the intervention design, addressing research question 1) in the introduction. Multiway regression is used to relate the microbiota to cancer lesions. Specifically, the sequential regression method SO-NPLS is used to separate individual differences from treatment effects in the regression analysis, addressing research question 2) and 3) in the introduction. All these methods are coupled with variable selection procedures that identifies the important bacteria groups. The cluster analysis then identifies bacteria with similar time trajectories, which aid interpretation of the ANOVA and regression models. The resulting model parameters and clusters are finally visualized in a phylogenetic network graph in order to facilitate biological interpretation. All data analysis was done in MATLAB (version R2016a, The Mathworks, Inc.), and the network graph was drawn with Gephi [13].

Example data set
The data set is from an intervention study on A/J Min/+ mice, which serve as a model system for colorectal cancer. The objective of the study was to investigate how the gut microbiota and
formation of cancer lesions is affected by inflammation. A detailed description of the study with biological interpretations is given in [14]. The intervention included sixteen mice, of which eight were treated with dextran sodium sulphate (DSS) via drinking water for 4 days. This treatment induced an inflammation in the intestines. Two groups of mice were used, either twelve (Gr1) or ten (Gr2) weeks old, and these were distributed as evenly as possible between the treatment and control group. Faeces samples were collected from all mice at day 1 of the experiment (before treatment) and at day 5, 8, 15 and 24 (after treatment). The faeces samples were analysed with regard to bacterial composition. At day 24, the mice were sacrificed, and tumorigenesis was quantified by measuring the loads (total areal) of both early-stage lesions (flat ACFs) and tumours. Several other measurements were also done, such as quantification of short-chain fatty acids (SCFA) in faeces and immunobiological analysis of the spleen and Peyer’s patches. These are not used here, but included in reference [14].

The bacterial community was analysed by 16S rRNA amplicon sequencing on a MiSeq (Illumina) sequencer. The reads were processed according to the pipelines in Quantitative Insight Into Microbial Ecology (QIIME) v.1.8 [15]. This pipeline results in a list of Operational Taxonomic Units (OTUs), each representing a phylotype that may be a representative of a bacterial species. The abundance of a specific OTU in a sample is calculated as the number of sequences matching that OTU, relative to the total number of sequences in the sample. Many of the OTUs have zero or very low abundance in a majority of the samples. These were filtered out by applying the criterion that every OTU should have abundance >0.05% in more than half of the samples from at least one of the four treatment/group combinations. The resulting data set consisted of 526 OTUs.

Three faeces samples were missing, from three different animals in the control group at day one, five and eight respectively. The full data set analysed in this paper is illustrated in Figure 2.

**Figure 2 Illustration of data set consisting of the intervention design with sixteen animals, microbiota measured at five occasions (day 1, 5, 8, 15 and 24) and cancer lesions at the end of the study (day 24).**
Multiway data arrays

Multiway data occur when several sets of variables are measured in a crossed fashion, for instance when the microbial composition is followed over time for a group of subjects. This results in a three-way array, also called tensor, with the dimensions (I subjects) x (J bacterial groups) x (K time points). The dimensions are often called modes. In the following we refer to scalars as lower-case italics (e.g. $x$), vectors as lower-case bold (e.g. $x$), matrices as uppercase bold (e.g. $X$), and 3-dimensional tensors as underlined uppercase bold ($\underline{X}$).

Centring and scaling three-way arrays is slightly more complicated than in the two-way case, especially if more than one mode is to be scaled. In general, it is unproblematic to scale within one mode and centre across another mode as long as the centring is done first [16]. For bacterial community data, it is natural to centre across subjects and scale the bacterial groups, to remove relative differences in abundance and variation. The subject mode is centred by unfolding the array into an $I \times JK$ matrix and subtracting the mean of every column. Scaling of variables should be done “slice”-wise, not column-wise. This means that all columns containing a variable should be scaled by the same factor. Each of the $J$ variable slices ($I \times K$ matrices) were in this case scaled to unit squared variance by:

$$
x_{ijk}^{\text{scaled}} = \frac{x_{ijk}}{s_j}, \quad s_j = \sqrt{\sum_{i=1}^{I} \sum_{k=1}^{K} x_{ijk}^2}
$$

(1)

Explorative analysis using PARAFAC

All data analysis starts with an explorative phase, where the objective is to get a first overview of the data and identify errors, oddities or outlying observations. Principal Component Analysis (PCA) is commonly used for exploration of multivariate data, and PARAFAC is the generalisation of PCA for higher order arrays [17]. It decomposes the data into a few underlying components that summarize the main systematic variation in the data. This means that the main variation can be summarised in simple two-dimensional plots, making the method well suited for explorative analyses of multiway arrays.

A PARAFAC model with $F$ components, can be written as a Kronecker product:

$$
X = \sum_{f=1}^{F} a_f \otimes b_f \otimes c_f + E
$$

(2)

where $a_f$, $b_f$ and $c_f$ are the loadings for component $f$ in mode one, two and three respectively, and $E$ contains the residuals. The components are defined so that the sum of the squared elements in $E$ is minimised. A graphical illustration of a two-component model is given in Figure 3. In contrary to PCA, the PARAFAC components are not necessarily orthogonal. This is important to keep in mind when interpreting the loadings. Several constraints may be imposed on the loadings for one or several modes, such as non-negativity, unimodality and orthogonality. This is often based on knowledge about how the true underlying components should behave. In this work constraints are not applied.
The PARAFAC model is fitted using an alternating least squares algorithm, which has the advantage of handling missing values. Missing values are estimated by multiplying the loadings (as in Equation 2) in each iteration, and the algorithm continues until convergence of the missing values and the overall model fit. In this work we have used the single imputation (expectation maximisation) algorithm, which is shown to give good results for up to 60% randomly missing data [18].

The number of components can be selected by inspecting the core consistency diagnostic as a function of number of components, which should be high (80-100%) for a valid model. See [17] for details. An implementation of PARAFAC can be found in the N-way toolbox for MATLAB [19].

Relating microbiota to the intervention design

Analysis of Variance (ANOVA) is the appropriate method for analysing data from designed experiments with one response variable at the time, but it is not suited for analysing many collinear responses. Alternative methods for multiple collinear responses are for instance ANOVA-Simultaneous Component Analysis (ASCA) [20], AoV-PLS [21] and fifty-fifty MANOVA [22].

ASCA is a method that combines ANOVA with the dimension reduction and interpretation tools of PCA. The basis of ASCA is the same linear model as used in ANOVA, splitting the total variation into contributions of design factors and their interactions. Here we analyse an experimental design with the three factors mouse group (Gr), treatment (Trt) and Time. The data cube is unfolded by stacking the five time points on top of each other, giving the matrix $X_{unf}$ with dimensions $IJ \times K$. The data matrix is then split into submatrices according to the model:

$$X_{unf} = X_{Gr} + X_{Trt} + X_{Time} + X_{Gr \times Trt} + X_{Gr \times Time} + X_{Trt \times Time} + X_{Gr \times Trt \times Time} + E$$

Each of the effects can be interpreted by decomposing the sub-matrices using PCA, and the statistical significance can be evaluated by permutation testing. When the data comes from an unfolded multidimensional array, the effects that contain more than one dimensions can be refolded and decomposed by PARAFAC instead of PCA, yielding PARAFASCA [1]. Here, the effects involving Time are refolded into a three-dimensional cube and interpreted by PARAFAC.

AoV-PLS is very similar to ASCA. The main difference lies in the interpretation and significance testing of each submatrix in Equation (3), which is done by Partial Least Squares (PLS) regression [6] instead of PCA. PLS regression is commonly used to relate multiple collinear variables to one or several responses. In AoV-PLS, a PLS regression model is fitted using $X_{Effect}$ as response and $(X_{Effect} + E)$ as regressor. If the regression model is statistically significant, the effect is considered as significant. AoV-PLS is a newer and less established method than ASCA, and a thorough comparison of the two methods has not been done yet.

In fifty-fifty MANOVA [22], [23], the dimensionality of the data is reduced by PCA and a so-called “fifty-fifty F-test” is used to assess the significance of each effect. The fifty-fifty MANOVA results in a
Relating microbiota to tumorigenesis

As mentioned in the previous section, PLS regression can be used to relate multiple collinear variables to one or several responses [6]. The original PLS regression handles two-way matrices only, but an extension that handles multiway explanatory variables exists (N-PLS, [24]). Other extensions of PLS regression handle multiple blocks of explanatory variables, for instance multiblock PLS [25] and Sequential Orthogonalised PLS (SO-PLS, [26]). Here, SO-PLS and N-PLS is combined as described in [27] by using N-PLS instead of PLS in the sequential modelling. This is done in order to analyse the effect of the initial bacterial composition (before intervention) and the incremental effect of the intervention. The data arrays used in this particular SO-NPLS model are illustrated in Figure 4. The first block is the initial bacterial composition, denoted $X_{\text{Init}}$, and the second block is the bacterial composition for the different time points after the treatment and is denoted $(X_{\text{Trrt}})$. The predictive part of the $X_{\text{Init}}$ can be interpreted as the influence of the group and individual differences on cancer development. The predictive part of $X_{\text{Trrt}}$ can be interpreted as the additional effect caused by the intervention-induced changes in microbiota. The number of predictive components for each block ($a_1$ and $a_2$) is usually determined by cross-validating all combinations of $a_1$ and $a_2$ up to a maximum number, selecting the combination that balances model fit and parsimony. Details on the algorithm can be found in [2].

Figure 4 Data matrices in the SO-NPLS model. The first data matrix ($X_{\text{Init}}$) contains the initial microbiota at day 1, i.e. before intervention. The second data cube ($X_{\text{Trrt}}$) contains the microbiota at day 1, 5, 8, 15 and 24. The response ($y$) is the load of either early-stage lesions or tumours.

Identifying important variables

For biological interpretation, it is crucial to identify the bacteria groups that are associated with an effect or component in any of the above-mentioned models. In the framework of fifty-fifty MANOVA, a rotation test can be used to calculate p-values that are adjusted for multiple comparisons [27], [28]. The adjusted p-values control the false discovery rate. In ASCA, the magnitude of the loadings in the OTU mode gives an indication of which OTUs that are related to each model component. This method is however not pursued here, as it is hard to select the cut-off value. An advantage of AoV-PLS over ASCA is that any variable selection method suitable for PLS regression may be applied. There are a number of such variable selection methods [29], and a comparison of these is not in the scope of this paper. We have chosen to use the well-established method Variable Importance in Prediction (VIP, [30], [31]), and for SO-NPLS we use the extension of VIP for multiway regression [32].
Clustering of time trajectories

To facilitate interpretation, the OTU's time trajectories were grouped by hierarchical clustering using Euclidean distances and Ward linkage. The clustering was only performed on the OTUs that were identified as significantly affected by the DSS treatment. Clustering was performed on the time trajectories averaged over mice in the treatment group.

The number of clusters was determined by visual inspection of the dendrograms, in combination with the cluster validation techniques silhouette plots [33], within-between statistics (WB) and the Hubert-Gamma statistics (HG) [34]. In addition, the stability of clusters were assessed by first classifying OTUs for each individual mouse to the clusters identified from the average over all mice, using quadratic discriminant analysis (QDA) [35]. Then, the number of times the OTUs were classified to each cluster was counted. The stability of the partition was assessed by looking at the confusion matrix between classification into the cluster with maximum number of counts, and the cluster obtained for the average.

Phylogenetic network graphs

Phylogenetic relations between the bacteria groups can be visualized in a force-directed network graph, where the bacteria groups are represented by nodes and their genetic similarities by edges between nodes. The purpose is to position the nodes in a two-dimensional space so that similar nodes are grouped close together, while dissimilar nodes are positioned far apart. A number of different algorithms exist for calculating the graph layout. Most of them seek to find a minimum-energy equilibrium state of the system given various physical laws and restrictions. We have chosen to use the ForceAtlas2 method within the Gephi software [13], [36]. This is a fast method that also takes the edge weights (degree of similarity) into account when drawing the graph. In this work, each OTU was represented by a 16s DNA sequence of length ≈ 250, and the genetic distances between all pairs of bacteria groups were calculated as the proportion of sites at which the two sequences are different (p-distance, [37]). The p-distance is close to one for poorly related sequences and approaching zero for similar sequences. The edge weights were then defined as one minus the p-distance.

Results

In this section we exemplify how the methods can be used to answer the three research questions given in the introduction. We start by exploring the composition of the microbiota through a phylogenetic network graph. Then we check the data and estimate missing values using PARAFAC. We assess the effects of the experimental factors (research question 1) by multivariate ANOVA, including the three-way interpretation method PARAFASCA. Finally, we relate the microbiota to formation of cancer lesions, splitting individual differences and treatment effects using SO-NPLS regression (research question 2 and 3).

Exploring the microbial composition

Figure 4a) shows the phylogenetic network graph, coloured by taxonomic family. This graph illustrates the genetic relationship between the 526 OTUs. The most dominating families are S24-7, Bacteroidaceae and Paraprevotellaceae from the Bacteroidetes phylum, in addition to Ruminococcaceae and Lachnospiraceae from the Firmicutes phylum.
Figure 5. Network graph illustrating the genetic similarities between the 526 OTUs. a) coloured by phylogenetic family, b) coloured by time trajectory cluster, c) coloured by loadings from flat ACF regression model (component 1), d) coloured by loadings from flat ACF regression model (component 2). Colour gradient from blue (negative) through white (zero/unimportant) to red (positive). Subplot c) and d) correspond to the scores and loadings in Figure 8.
Exploring the data structure and estimating missing values

The three-way microbiota array (Figure 2) was decomposed by unconstrained PARAFAC, and a three-component model was selected by examining the residual variance and core consistency (which was 93%). Two of the components showed a clear treatment effect, while the third component distinguished between the two mouse groups. The three components explain 27% of the total variation in microbiota, meaning that 73% of the variation is due to individual differences between subjects and random variation. This is expected for this type of data, and the model was deemed suitable for estimating the three missing samples by multiplying the loadings according to Equation 2. The missing data were substituted by these estimates in all subsequent analysis. More details about the PARAFAC model is not shown, as it is more meaningful to interpret the data by means of multivariate ANOVA and regression.

Relating microbiota to the intervention design

The PARAFAC indicated clear effects of group and treatment, but a more formalized decomposition of the effects is obtained by ASCA (Equation 3) or the equivalent AoV-PLS and fifty-fifty MANOVA models. Explained variances and p-values from ASCA and fifty-fifty MANOVA are reported in Table 1. AoV-PLS gives the same effect sizes as ASCA, and is therefore not included in the table. ASCA and fifty-fifty MANOVA give almost identical results with regard to effect sizes and statistical significance. The largest effect on microbiota is caused by the DSS treatment, Time and their interaction, as expected. There is also a statistically significant (although small) difference between groups, and an even smaller interaction between group and treatment.

Table 1. Analysis of variance results for the microbiota (using both ASCA and fifty-fifty MANOVA) and tumorigenesis

| Factor | Microbiota | Load of flat ACFs | Load of tumors |
|--------|------------|-------------------|---------------|
|        | ASCA | fifty-fifty MANOVA | univariate ANOVA | univariate ANOVA |
| Gr     | 4.2  | <0.001 | 4.2  | <0.001 | 4.9  | 0.159 | 8.6  | 0.208 |
| Trt    | 10.4 | <0.001 | 10.4 | <0.001 | 55.0 | <0.001 | 6.4  | 0.276 |
| Time   | 11.4 | <0.001 | 11.5 | <0.001 |      |        |      |      |
| Gr x Trt | 2.2  | <0.001 | 2.3  | <0.001 | 9.9  | 0.054 | 24.1 | 0.046 |
| Gr x Time | 3.5  | 0.756 | 3.5  | 0.104 |      |        |      |      |
| Trt x Time | 7.9  | <0.001 | 7.7  | <0.001 |      |        |      |      |
| Grp x Trt x Time | 3.1  | 0.966 | 3.1  | 0.879 |      |        |      |      |
| Residuals | 57.4 | 57.3 | 26.0 | 58.4 |

* Based on permutation testing  + Based on the fifty-fifty F-test.

Generally, main effects should not be interpreted alone when there is a significant interaction effect. The effect matrices for Trt, Time and Trt x Time where therefore The important OTUs for each effect was evaluated by both VIP (using AoV-PLS) and rotation tests, as described in the methods section. The VIP threshold was set to one. Venn diagrams in Figure 6 illustrate the agreement between the two methods, together with the correlation between variable ranking from VIP- and p-values (spearman’s rho). The agreement is very good for the combined effect of Treatment and Treatment x
Time, which is also by far the largest effect. The agreement is lower for the smaller effects of Group and Group x Treatment, where the rotation test is much more conservative than VIP.

![Venn diagrams](image)

Figure 6. Venn diagrams showing correspondence between important variables from AoV-PLS combined with VIP (pink/left) and rotation tests (green/right) for a) Group effect, b) Group x Treatment interaction and c) (Treatment + Treatment x Time) effects. A cutoff value of one was used for VIP, and 5% significance level for the rotation tests.

In ASCA and AoV-PLS, the effects can be interpreted by PCA (or PLS regression) on the effect matrices, as described in the methods section. The Group and Group x Treatment effects have one degree of freedom each and are therefore described by one principal component each. PCA scores and loadings for these effects are shown in Figure 7a-b. The OTU loadings are represented by dots which sizes correspond to abundance, and those found to be significant by either rotation tests or VIP are filled with black colour. Note that most of the significant OTUs for these effects are small, i.e. in low abundance.

There is a significant interaction effect between Time and Treatment, which means that the main effects should not be interpreted separately. The combined effect matrices of Treatment, Time and Treatment x Time was therefore investigated by PARAFAC (i.e. PARAFASCA), and a two-component model was selected. The PARAFAC scores and loadings are given in Figure 7c-e. The two components explain 42% and 23% of the variation in the combined Treatment, Time and Treatment x Time effect. The time loadings in Figure 7e show that there is one phenomenon (component one) that increases steadily and stays high over time, while the second component represents a rapid increase that quickly converges back towards the starting point. This does not mean that all bacteria follow one of these trajectories, but rather that all the trajectories can be expressed as linear combinations of the two. The OTU loadings in Figure 6d are the coefficients of these linear combinations. The OTU loadings that were found to be significant are coloured according to clusters with similar time trajectories (see next section for details). Note that many of the largest dots are coloured, meaning that many of the highly abundant OTUs are significantly affected by treatment and time.
Cluster analysis of time trajectories

The 215 OTUs that were found to be significantly affected by treatment either from AoV-PLS/VIP or rotation tests, were further investigated by hierarchical cluster analysis. Inspection of the dendrogram and common cluster validation techniques (silhouettes, WB and HG) indicated two to five clusters. With two clusters, one group of OTUs decreases after treatment, and the other increases. This partition is stable (across mice) as 86% and 98% of OTUs were classified to the same cluster as the average mouse.

When the data are split further, into 3-5 clusters, the increasing OTUs are split into subgroups with different time trajectories. These clusters are less stable, indicating variation between mice in when the increase occurs. Based on cluster validation measures and stability estimations, we selected to split the OTUs into four groups, leading to one decreasing cluster (Cluster 1), and three increasing clusters (Cluster 2-4).

The decreasing cluster (Cluster 1) is very stable and show a steep decrease after treatment. The three increasing clusters represent OTUs that either increase at day five, followed by a decrease down to the base level (Cluster 2), increase at day five or eight, and staying at an elevated level (Cluster 3) or steadily increasing from day eight (Cluster 4). Cluster 2 and 4 are quite stable, while cluster 3 is less stable.

The clusters are visualized in the phylogenetic graph in Figure 5b, revealing that the S24-7 family generally decreases with treatment (Cluster 1), while Bacteroidaceae increases quite rapidly (cluster 2 or 3), while Prevotellaceae and Paraprevotellaceae increase at a later stage (Cluster 4). Families under the Firmicutes phylum generally decrease with treatment (Cluster 1).
Relationship between microbiota and cancer

ANOVA of the two response variables load of tumours and load of flat ACFs (see Table 1) show that the early-stage tumours (flat ACFs) are highly affected by the treatment. The treatment effect is much smaller for the tumour load, but the differences between mouse groups is more evident. In order to assess the direct relationship between microbiota and cancer, the initial microbiota ($X_{init}$, a two-dimensional data matrix) and the intervention effect ($X_{trt}$, a three-dimensional data cube) was correlated to the load of flat ACFs and tumours using the sequential SO-NPLS method. The number of components were selected by comparing the cross-validated fit for all combinations of numbers of components from both blocks. All the reported explained variances are based on full cross-validation.

For early-stage lesions (flat ACF), the optimal model has zero components from $X_{init}$ and two components from $X_{trt}$ (see Figure 8a). This means that the individual differences in microbiota before the intervention did not influence the formation of new lesions. The resulting model is therefore a two-component N-PLS model, explaining 64% of the variation in flat ACFs. The scores and loadings are shown in 8b)-e). We see from the score plot (b) that the first component, explaining 56% of the variation in early-stage lesions, can be interpreted as a general treatment effect. This corresponds to the main effect of treatment from the ANOVA (Table 1). The second component, explaining an additional 8%, represents a treatment effect that is specific for group 1 mice, representing the interaction effect from ANOVA. The time domain loadings (Figure 8d) reveal that the main treatment effect corresponds to a sudden shift in microbiota (at day 5), while the second component is related to whether the increase is stable or converge back towards the starting point. The loadings in the OTU domain are also illustrated in Figure 5c)-d), in order to understand how they relate to the phylogeny. From 5c) we see that the S24-7 family as well as most of the Firmicutes phyla are negatively correlated to formation of flat ACFs, while Bacteroidaceae, Prevotellaceae and Paraprevotellaceae are positively correlated to the formation of flat ACFs. From 5d) we see that a subgroup of S24-7 are coloured red, meaning that the negative correlations (seen in component 1) for these OTUs are stronger for the mice in group 1. The opposite is seen for Bacteroidaceae.

For explaining the load of tumours, the optimal model has two components from $X_{init}$ (explaining 34% of the variation in tumour load) and one component from $X_{trt}$ (explaining and additional 10%), see Figure 9a). It is therefore the individual differences before treatment that influence tumour load the most, indicating that these tumours might have been initiated before treatment. The scores and OTU loadings from $X_{init}$ are given in Figure 9b)-c). The components are not directly related to mouse groups, meaning that there are other individual differences that are related to tumour load. The scores from $X_{trt}$ (Figure 9d) show that the treatment effect is larger for group 1 mice, equivalent to what we saw for flat ACFs. The OTU loadings from $X_{trt}$ are very similar to those from the flat ACFs model, as expected.
Figure 8 Regression model relating microbiota to early-stage lesions (flat ACFs). a) Måge plot for selecting the number of components in the SO-NPLS model. Each dot represents a candidate model, and the two numeric characters indicate the numbers of components from $X_{\text{ini}}$ and $X_{\text{trt}}$ respectively. The solid line is the trace of the maximum explained variance. The selected model (marked with a red circle) contains zero components from $X_{\text{ini}}$ and two components from $X_{\text{trt}}$. b) Subject scores, coded according to treatment (red = DSS, blue = control) and mouse group (filled circles = Group 1, open circles = group 2). c) OTU loadings, the size of each dot represents the abundance. Filled dots are those OTUs found to be significant by VIP, and the colours correspond to time trajectory clusters, equivalent to those in Figure 5. d) Time loadings. The shaded region represents the treatment period.
Figure 9 Regression model relating microbiota to load of tumours. a) plot for selecting the number of components in the SO-NPLS model. Each dot represents a candidate model, and the two numeric characters indicate the numbers of components from $X_{\text{init}}$ and $X_{\text{trt}}$ respectively. The solid line is the trace of the maximum explained variance. The selected model (marked with a red circle) contains two components from $X_{\text{init}}$ and one component from $X_{\text{trt}}$. b) Subject scores from $X_{\text{init}}$, coded according to treatment (red = DSS, blue = control) and mouse group (filled circles = Group 1, open circles = group 2). c) OTU loadings from $X_{\text{init}}$. The size of each dot represents the abundance, and filled dots are those OTUs found to be significant by VIP. d) Boxplot of sample scores from the single $X_{\text{trt}}$ component, with individual scores marked as in b). e) Bar plot of OTU loadings from the single $X_{\text{trt}}$ component, coloured by time trajectory clusters equivalent to Figure 5. f) Time loadings from $X_{\text{trt}}$. The shaded region represents the treatment period.
Discussion

Even if three-way decomposition methods have existed since the 1970’s, their use in bioinformatics is so far limited. One reason for this might be that they are not well known in the community, even if implementations of PARAFAC and N-PLS are available for both R and MATLAB. Methods such as PARAFASCA and SO-NPLS are on the other hand quite new, and to our knowledge, these methods have not been applied in any scientific field yet. This paper shows that three-way decomposition methods generally have a great potential for analysing and interpreting longitudinal microbial data. One of the main advantages is that such methods allow for graphical displays to summarise large proportions of data, enabling the researchers to get a quick overview of the results. Another advantage is that the solutions are heavily constrained, which implies that they are less prone to overfitting. This is especially important for data with few samples and many variables. A doubt one might have about using such methods for longitudinal data is that they assume trilinearity, meaning that there is a true underlying relationship between the three modes according to Equation (2). This is not necessarily true for these types of data, and more research could be done on the implications of this assumption. However, the example in this paper shows that the three-way methods can extract meaningful components even if these only explain a small part (approx. 25%) of the total variation in the data. From other scientific fields, there are also many examples of successful use of PARAFAC and N-PLS in situations where true trilinearity is not necessarily present, for instance in references [38]–[41].

Multivariate ANOVA by either ASCA, AoV-PLS or fifty-fifty MANOVA consider the underlying covariance between variables instead of one variable at the time. This also prevents overfitting (or false discoveries) when the variables are not independent, as is the case with bacterial strains. Our results show that all methods give very similar results regarding overall effect sizes, but this might not always be the case. A systematic comparison of these three methods has not been done, and this is a topic for further research. The methods for selecting important OTUs give somewhat different results, especially for the factors with small overall effect sizes (Group and Group x Treatment in our example). This is logical, since there is a higher uncertainty associated with these effects. In addition, a multitude of studies has shown that different variable selection methods give different results, and there is no one method that is always better than others. We therefore recommend to always use several methods and compare the results, to validate the findings. Note that only a few of the OTUs detected as significant with rotation testing were not contained in the sets detected by AoV-PLS/VIP (figure 6).

The experimental design is slightly unbalanced in our case, due to different numbers of mice in each group. We do not expect this to affect the results much in our example, but for more severe unbalance the newly developed ASCA+ method should be applied [42].
Conclusion

In this paper we have illustrated how multiway methods can be used to analyse and interpret longitudinal microbiome data. We also show how these methods can be combined with phylogenetic network graphs and clustering techniques, for better interpretation of effects.

We have shown that by applying several methods in combination, we are able to “view” the system from different angles and thereby answer different research questions. We believe that multiway methods and multivariate ANOVA should be used more in the bioinformatics fields, due to their ability to extract few, meaningful components from data sets with many collinear variables, few samples and a high degree of noise or irrelevant variation.
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