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Abstract—We consider the problem of controlling a series of industrial systems, such as industrial robotics, in a factory environment over a shared wireless channel leveraging edge computing capabilities. The wireless control system model supports the offloading of computational intensive functions, such as perception workloads, to an edge server. However, wireless communications is prone to packet loss and latency and can lead to instability or task failure if the link is not kept sufficiently reliable. Because maintaining high reliability and low latency at all times prohibits scalability due to resource limitations, we propose a communication-control co-design paradigm that varies the network quality of service (QoS) and resulting control actions to the dynamic needs of each plant. We further propose a modular learning framework to solve the complex learning task without knowledge of plant or communication models in a series of learning steps and demonstrate its effectiveness in learning resource-efficient co-design policies in a robotic conveyor belt task.
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I. INTRODUCTION

Edge computing has recently become a powerful tool in the flexible virtualization and offloading of complex and computationally heavy tasks used in industrial and robotic control scenarios [1], [2]. Such advancements follow similar trends in smart factories and Industry 4.0, which envision large scale networked control systems that offload control, perception, or analytics functions to the edge over a wireless network. However, this introduces new significant challenges in the operation of complex industrial control systems. Namely, wireless edge control requires the design of controllers to operate under delays and packet loss, as well as the design of a resource management system to share the wireless network resources used to access the edge.

There is then considerable interest in determining how to maintain strong wireless network and control task performance in these settings. Many radio resource allocation schemes in the form of wireless scheduling techniques have been proposed to provide reliability, or quality of service (QoS), to users across the network in the form of throughput, fairness and/or latency [3]–[6]. These methods, however, ignore the underlying needs of the control applications they support. Industrial IoT systems are modeled most often as a series of dependent or independent control systems, where each plant represents a device, e.g. robotic agent. Control-aware schedulers have been developed that provide access to the communication medium dynamically at each step based on current control system states [7]–[11]. In emerging applications such as robotics, plant dynamics and performance targets are not so easily modeled, which has further motivated the use machine learning and reinforcement learning techniques to derive resource allocation policies [12]–[14].

The methods described above are each limited in their focus on resource allocation and scheduling methods that adapt to control system state. A more complete formulation of the problem addresses the co-design, or joint optimization, of network resource allocation and control system operation. The communication-control co-design problem is challenging but has been addressed with heuristics for cases with simple models [15], [16], with limited applicability in complex industrial control systems such as robotics [17], [18]. Due to the limitations in modeling complex systems, the co-design problem has subsequently been tackled using reinforcement learning techniques [19, 20].

Existing co-design formulations are limited from their application to realistic wireless protocols, such as 5G and WiFi 6, which use complex OFDMA based scheduling architectures that are not easily addressed with machine learning. In this paper we propose a new formulation of the co-design problem that combines QoS-aware control with dynamic QoS adaptation, in which high-level network performance targets such as packet loss probability and latency are determined for each plant based on their current state. We begin by formulating the dynamics of a control system that is impacted by potential packet loss and delayed packets (Section III). We define the optimal co-design policy in a manner that maximizes network efficiency while meeting control system task requirements (Section III). The resulting constrained Markov decision process cannot be solved without explicit modeling of the plant dynamics and is moreover challenging to solve for complex systems such as robotics, and as such we leverage a model-free reinforcement learning methodology to optimize co-design policies (Section IV). We further detail how dynamic and heterogeneous network QoS requirements can be considered in high level scheduling heuristics (Section V). The performance of the policy is studied for a use-case of particular interest in industrial settings, namely an industrial robot and conveyor belt system, and superior performance of the learning co-design solution is established for this practical setting (Section VI-A), including performance analysis in a simulated WiFi 6 network (Section VII-A).
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II. System Model

Consider a system of $m$ independent industrial control, or robotic, plants, where each plant $i = 1, \ldots, m$ maintains a state variable $x_i \in \mathbb{R}^p$. The dynamics evolve over a discrete time index $t$. Applying an input $u_{i,t} \in \mathbb{R}^q$ causes the state to evolve based on some non-linear dynamics,

\begin{equation}
  x_{i,t+1} = f_i(x_{i,t}, u_{i,t}) + w_{i,t},
\end{equation}

where $f_i : \mathbb{R}^p \times \mathbb{R}^q \to \mathbb{R}^p$ defines the potentially non-linear dynamics of plant $i$, and $w_{i,t} \in \mathbb{R}^p$ is a random i.i.d. disturbance with mean $0$ and co-variance $\mathbf{W}_i$ that captures potential stochastic variations in the dynamics. As illustrated in Figure 1, the state of each plant is captured by a sensor and transmitted to a centralized edge processor over a wireless medium. The processing at the central server is to perform virtualized robotic perception tasks that extract plant state information $x_{i,t}$ from the sensor measurements.

The wireless network used to connect the sensing and actuation operations adds an inherent disturbance to the idealized control loop model. This is due to the fact that resource limitations in a wireless network introduce non-ideal behaviors to the control cycle, namely packet loss and latency. The former is caused by potential channel degradation in wireless transmissions while the latter is caused by non-negligible delay in medium access and transmission times.

These non-ideal behaviors are captured by the observation signal $y_{i,t}$ received by the plant $i$ and time $t$. The packet loss for this control loop is given by the binary indicator $\delta_{i,t} \in \{0, 1\}$, with 0 indicating a packet loss. Likewise, the latency is captured by a discrete-valued $\tau_{i,t} \in \mathbb{Z}_+$. At time $t$, the total delay experience, or the “age” of the information received by the plant, is denoted by $\zeta_{i,t}$, and given by the timestamp of the most freshly received state information, i.e.,

\begin{equation}
  \zeta_{i,t} = t - \max_{t' \leq t} \{t' + \tau_{i,t'} \leq t, \delta_{i,t'} = 1\}.
\end{equation}

We can thus denote the observed state by plant $i$ as

\begin{equation}
  y_{i,t} = x_{i,t} - \zeta_{i,t}.
\end{equation}

Each plant $i$ has access to a local control policy $g_i : \mathbb{R}^p \to \mathbb{R}^q$, which is subsequently used to compute control inputs based on observations, i.e.,

\begin{equation}
  u_{i,t} = g_i(y_{i,t}).
\end{equation}

Observe in (3) that, under ideal conditions, $\delta_{i,t} = 1$ and $\tau_{i,t} = 0$, and thus perfect state information is known at the controller, i.e. $y_{i,t} = x_{i,t}$. Packet loss does not occur deterministically but with a given probability $\tilde{q}_{i,t} \in [0, 1]$, which in communication terms denotes the reliability of the packet transmission. In other words, the packet loss indicator is drawn randomly from a Bernoulli distribution as

\begin{equation}
  \delta_{i,t} \sim \text{Bernoulli}(\tilde{q}_{i,t}).
\end{equation}

In general, however, both the reliability and latency may vary due to resource availability in the communication network. In wireless networks, physical channel effects known as fading will cause even further random fluctuations in these phenomena. Together, these variations constitute a varying quality of service (QoS) of the communication system. The QoS in wireless networks is then inherently random but can be controlled, up to some limits, through the allocation of radio resources at the physical (PHY) and medium access control (MAC) layers.

Clearly, the controller’s access to accurate state information via the network QoS has a measurable impact on the performance of the control system, either in terms of its ability to stabilize the plant or complete a given task. With better QoS the observations $y_{i,t}$ become closer to the true plant state $x_{i,t}$, which renders the system easier to control. Standard networked control systems are typically designed to maintain a fixed high target reliability $q_{i,t} \approx 1$ and low latency $\tau_{i,t} \approx 0$ with high probability—see, e.g. [21]. This allows control policies designed for ideal conditions, which are well-studied and easier to derive, to be applied. However, in wireless networks, fundamental limits exist on the QoS that can be provided under a given set of resources, e.g. system bandwidth, channel variations, and access time. Enforcing high reliability and low latency subsequently places a large resource requirement on the network or, alternatively, limits the amount of control loops that can be supported in a shared channel with limited resources.

For wireless control systems to reach the scale of modern industrial IoT or robotics applications, it is advantageous to loosen the tight requirements on network QoS so as to limit the cost of the supporting network infrastructure and resources. In particular, control systems can often tolerate lost or delayed state information, the frequency of which depends upon the particular plant dynamics as well as internal state estimation capabilities. While some recent works attempt to characterize a fixed reliability or latency the plant dynamics can support to maintain desirable performance [10], [22], more generally we may consider state-dependent QoS requirements that, for
instance, may increase as the estimation error increases or the plant grows closer to an undesirable region—see, e.g., [11], [23]. From the communications standpoint, this corresponds to MAC-level radio resource allocation that allows for tuning variable QoS requirements at the packet or frame level.

Likewise, closed loop controllers designed for perfect communication links are likely no longer optimal under the necessarily limited network performance. While ideal closed loop controllers remain optimal under lossy communications in some specific cases, e.g. linear plants [24], [25], this is generally not the case. Thus, control performance can be further enhanced with precise techniques for varying QoS requirements and limitations. Together, the simultaneous design of dynamic “control-aware” QoS requirements in the network with the design of “QoS-aware” controllers constitute a co-design problem for wireless control systems. We proceed in the next section to derive the optimal co-design for a system of generic non-linear plants described in [1]-[4].

III. QoS-Aware Optimal Co-Design

In this paper we devise a dynamic QoS framework in which targeted wireless network utilization is adaptive and dependent upon the current state and dynamics of each plant. As discussed previously, the QoS for the link between the AP and plant \( i \) at time \( t \) is characterized by a reliability \( q_{i,t} \) and latency \( \zeta_{i,t} \). As the intention is to allow these targets to vary with the state of the plant, we consider parameterized policies \( \pi_i^q(\cdot; \theta_i^q) \) and \( \pi_i^\tau(\cdot; \theta_i^\tau) \) that determine the respective reliability and latency needed in the state transmission, i.e.,

\[
q_{i,t} := \pi_i^q(y_{i,t-1}, \zeta_{i,t-1}; \theta_i^q), \quad \tau_{i,t} := \pi_i^\tau(y_{i,t-1}, \zeta_{i,t-1}; \theta_i^\tau), \quad (6,7)
\]

Observe in (6)-(7) that the policies \( \pi_i^q \) and \( \pi_i^\tau \) are functions of the previous measurements of the plant and its total delay, and are assumed to have specific functional forms, e.g. deep neural networks (DNNs), parameterized by vectors \( \theta_i^q \in \mathbb{R}^{n_i} \) and \( \theta_i^\tau \in \mathbb{R}^{n_i} \), respectively. Together, these policy decisions characterize the network-level QoS provided to plant \( i \) at time \( t \), and subsequently its quality of measurement given by (3).

Just as the wireless network can be provided control-aware intelligence to adapt its performance, so too can the plant controller be provided a QoS-awareness to enhance performance or mitigate the effects of lossy measurements. Consider the standard control policy in (4) which determines control inputs based solely upon the observation \( y_{i,t} \) but otherwiseagnostic to the underlying manner in which it has been impacted by wireless transmission. Using MAC-layer feedback, such as frame acknowledgment and time stamping, the plant may recover the QoS parameters upon packet receipt and augment its local control policy as

\[
u_{i,t} := \pi_i^u(y_{i,t}, \zeta_{i,t}; \theta_i^u). \quad (8)
\]

Observe in (8) that, in addition to adding QoS parameters \( \delta_{i,t} \) and \( \tau_{i,t} \) as inputs, we have further modified the control policy in (4) by restricting to a specific functional form given by \( \pi_i^u \) and parameterized by the vector \( \theta_i^u \in \mathbb{R}^{n_i} \).

With the policy definitions in (6)-(8), we obtain a series of functions that govern the autonomous system behavior of the wireless edge control system network. It remains to determine how to instantiate such policies to achieve optimal performance. To do so, we formulate an optimal co-design problem that determines the policy functions via the associated policy parameters \( \{\theta_i^q, \theta_i^\tau, \theta_i^u\} \). As previously described, increased QoS on any particular link cannot be achieved arbitrarily, but comes at the expense of wireless resource utilization. We thus consider a loss function \( C_i : [0,1] \times \mathbb{R}_+ \rightarrow \mathbb{R} \) that measures the cost of achieving a set of QoS targets \( \{q, \tau\} \) for plant \( i \). Further consider a control-system based loss \( J_i(x) \) that measures the performance of plant \( i \) when in state \( x \).

The objective is to find the minimum allowable QoS performance measures, adapting to system state, such that the necessary control-level performance—captured by a maximum loss \( J_i^{\text{max}} \)—can be guaranteed using an appropriate QoS-aware policy. The full co-design policy for plant \( i \) is specified by the complete parameter vector \( \theta_i^* := \{\theta_i^q, \theta_i^\tau, \theta_i^u\} \in \mathbb{R}^{n_i} \) and can be defined as the solution to a constrained Markov decision process (MDP) over some finite horizon \( T \), i.e.,

\[
\begin{align*}
\theta_i^* := \argmin_{\theta \in \mathbb{R}^{n_i}} & \quad \mathbb{E}_{\pi_\theta} \left[ \sum_{t=0}^{T} C_i(\pi_\theta(y_{i,t})) \right], \quad (9a) \\
\text{s. t.} & \quad \mathbb{E}_{\pi_\theta} \left[ \sum_{t=0}^{T} J_i(x_{i,t}) \right] \leq J_i^{\text{max}}. \quad (9b)
\end{align*}
\]

We use the notation \( \mathbb{E}_{\pi_\theta}[\cdot] \) to denote the expected value under a policy specified by parameter vector \( \theta = [\theta_i^q, \theta_i^\tau, \theta_i^u] \).

We emphasize that the formulation of the QoS-aware co-design problem in (9a)-(9b) is distinct from other related formulations in wireless control—e.g., [20]—in its basis in abstract communication parameters rather than explicit scheduling decisions at the radio resource level. This approach is beneficial in a number of key aspects that aid in finding solutions in practical scenarios, particularly in its (i) scalability and (ii) agnostism to specific wireless configurations or standards.

Regarding (i), observe that the co-design problem is formulated in (9a)-(9b) for a single control plant. Thus, the optimization is inherently invariant to the number of plants in the network, while optimal co-design policies can be reused for all plants of equivalent dynamics. Regarding (ii), the optimization of high level QoS parameters further allows the designed policy to be used across a variety of wireless networks and standards, such as WiFi and cellular. QoS-based outputs moreover have a simple structure that are amenable to action spaces typical in, e.g., neural network policies. The dynamic QoS outputs in (6) and (7) can be subsequently used as inputs to QoS-aware scheduling algorithms [4, 11, 26].

Significant challenges remain in finding solutions to (9a)-(9b) for robotic systems. The complexity of non-linear robotic system dynamics as well as the often qualitative nature of robotic task performance metrics render direct application of optimization methods often intractable. In the next section, we
detail a machine learning-based framework that reconstructs the co-design problem into a small series of subproblems that can solved in a model-free manner.

IV. MODEL-FREE LEARNING FRAMEWORK

To address the challenges of solving co-design problems under the complexities present in the industrial robotic setting, we propose a modular learning framework that can leverage various machine learning tools to solve individual pieces of the larger co-design problem. Consider that, the co-design policy outputs given by (6)- (8) can be broadly separated into (i) the QoS policy that informs the management of the wireless network and (ii) the control policy governing that directs actuation the plants. We may utilize this natural decomposition present in the problem to separately pre-optimize both components of the co-design policy before proceeding with the joint optimization. In addition to reducing the practical learning complexity, this decomposition allows for various learning or optimization methodologies to be applied throughout the multi-step design process as needed.

The stepwise learning pipeline we utilize for the industrial co-design problem is diagrammed in Fig. 2. In each step in the design pipeline, we solve a simpler subproblem using model-free learning algorithms, in particular deep reinforcement learning (DRL). In robotics applications, DRL has been widely used to bypass the difficulties in both modeling the complex dynamics of robotic systems and mathematically formulating the more qualitative nature of task performance. The ability of using model-free learning techniques in each learning step is thus an integral component of co-design of complex edge control systems over wireless networks.

In the following Sections IV-A-IV-D we detail the decomposition of the co-design problem in (9a)-(9b) into each of the modules illustrated in Figure 2. For each module, we further detail the relevant learning techniques to be applied for the given sub-problem, thus creating and end-to-end learning based co-design solution for wireless industrial systems.

A. Ideal Control Policy

The first module considers the design of an ideal control policy to perform the given control task or satisfy the given performance requirement. That is, we optimize a policy \( \hat{\pi}^c_i(x_{i,t}; \theta^c_i) \) that determines the selection of control inputs \( u_{i,t} \) given state information \( x_{i,t} \). Due to the lack of any impact of wireless QoS in this case, we seek to directly minimize the control cost, i.e.

\[
\theta^c_i := \arg\min_{\theta} \mathbb{E}_{\pi^c_i} \left[ \sum_{t=0}^T L_i(x_{i,t}) \right].
\] (10)

The optimization problem given in (10) is naturally simpler than the design of a controller under wireless network effects, and can be considered as a standard closed-loop controller design problem. Such problems can be solved in a model-free manner using standard DRL algorithms [27]. We note that some common robotics applications, e.g. AMR navigation, may additionally have well-known model-based control algorithms that can be used as the ideal control policy as well.

B. QoS-Aware State Estimation

In the second learning module, we proceed to construct the QoS-aware control policy \( \pi^c_i \) by utilizing the idealized control policy \( \hat{\pi}^c_i \) given in (10) with a QoS-aware state estimation. Consider a policy \( \pi^c_i(y_{i,t}, \delta_{i,t}, \tau_{i,t}; \theta^c_i) \) that, for plant \( i \), takes as inputs the observation \( y_{i,t} \) with the QoS performance indicators \( \delta_{i,t} \) and \( \tau_{i,t} \) and returns an estimate of the current state \( x_{i,t} \). State estimation in model-based systems can be performed with, e.g., extended Kalman filters. In the model-free context, however, we may formulate an estimation optimization problem to learn the estimation network parameter \( \theta^{e_i} \).

A natural loss function for estimation is the mean squared error (MSE) loss, with the optimal estimation network parameter subsequently defined as

\[
\theta^{e_i} := \arg\min_{\theta} \mathbb{E}_{\pi^c_i} \left[ \sum_{t=0}^T \| x_{i,t} - \pi^c_i(y_{i,t}, \delta_{i,t}, \tau_{i,t}; \theta^c_i) \|^2 \right].
\] (11)

In (11), we learn a state estimation policy by employing DRL algorithms under the MSE loss. Note that, to explore the estimation performance under different delays \( \zeta_{i,t} \), it is necessary to solve (11) under a preselected distribution \( \mathcal{T} \) of delays, such as a uniform or Gaussian distribution.

Composing the estimation policy network with the state-aware control policy \( \pi^c_i \), we obtain a complete QoS-aware control policy with parameter \( \theta^c = [\theta^c_i; \theta^c] \), i.e.

\[
\pi^c_i(y_{i,t}, \delta_{i,t}, \tau_{i,t}; \theta^c) = \pi^c_i(y_{i,t}, \delta_{i,t}, \tau_{i,t}; \theta^c_1, \theta^c_2). \] (12)

It is worth noting that the decomposition of the optimal QoS-aware control policy into an ideal control policy and estimation policy as presented in (12) is not necessarily optimal. Indeed, however, the optimality of this decomposition—known as certainty equivalence—can be proven in simple linear systems [24], [25]. Even this limited theoretical result gives insightful motivation in modularizing the co-design policy in this manner for complex, nonlinear industrial systems.

C. Control-Aware QoS Policy

With (10)-(12) we obtain a framework for learning an initial QoS-aware control policy under some distribution of network
QoS measures. The next stage in the co-design pipeline is to design a policy wherein we determine appropriate state-aware QoS measures as in [6]–[7] that optimize the network efficiency. For this stage, we return to the original policy optimization problem in [13]–[15] but now restricting our optimization to the dynamic QoS decisions $\pi^c_i(\cdot; \theta^c_i)$ and $\pi^e_i(\cdot; \theta^e_i)$. The control policy, meanwhile, is fixed as the QoS-aware controller determined in [12]. We obtain the following DRL problem to learn the control-aware QoS policy

$$\begin{align*}
\{\theta^c_i, \theta^e_i\} := \arg\min_{\theta} \mathbb{E}_{\pi^c_i} \left[ \sum_{t=0}^{T} \left[ C_i (\pi_{\theta}(y_{i,t})) + \lambda L_i (x_{i,t}) - \lambda I^\text{max}_i / T \right] \right].
\end{align*}$$

(13)

Observe in (13) that we formulate a single loss function from (9a)–(9b) by placing a cost on constraint violation with some weight $\lambda \geq 0$. As such, the QoS policy parameters $\{\theta^c_i, \theta^e_i\}$ can again be found via standard DRL methods. The optimal QoS policy here seeks the minimum network QoS as a function of the current plant state required to meet the necessary control performance. The weight $\lambda$ that balances low QoS with control performance targets may be tuned heuristically to enforce constraint satisfaction or found algorithmically with primal-dual methods—see, e.g., [20].

D. Co-design synthesis

The final stage of learning paradigm consists of a synthesis of the sequentially learning policies from the prior stages. In particular, the QoS-aware state estimation policy learning in [11] is performed prior to the design of the QoS adaptation policy in [13]. Thus, we may continue the learning of $\theta^c_i$ in [11], while replacing the generic QoS distribution $T$ with the QoS adaptation policy specified by $\{\theta^c_i, \theta^e_i\}$. We can likewise repeat the QoS adaptation learning step in [13] under the new QoS-aware state estimation policy to complete the co-design of these two policies.

V. QoS-BASED SCHEDULING

In this section we provide a framework for performing wireless scheduling under a set of heterogeneous and dynamic QoS requirements derived via the learned policy in Section IV-C. The scheduling algorithm we develop here contains a number of operations that allow for the centralized wireless scheduling device, called the access point (AP), to minimize resource utilization while meeting the set of QoS metrics of latency $\{\tau_{i,t}\}_{i=1}^m$ and reliability $\{q_{i,t}\}_{i=1}^m$. We emphasize that the approach is generic so as to be applied to various MAC PHY wireless standards, including modern protocols utilizing OFDMA such as 5G and WiFi 6. As such, we present the scheduling algorithm in terms of a set of high-level mechanisms that do account for the specific options specified in any particular standard.

Multi-user scheduling under heterogeneous delay and reliability requirements has been well-studied in wireless networks [4], [5], including current standards such as 5G [28] and WiFi 6 [29]. To incorporate the highly dynamic and granular values of latency and reliability that are achievable in the co-design framework for industrial robotics, we utilize a two-stage scheduling heuristic capable of addressing any dynamic QoS specification.

Packet delivery reliability is typically controlled via the selection of a modulation and coding scheme (MCS) $\mu$ in modern wireless networks. However, the MCS values utilized in current standards belong to a fixed library $\mathcal{M}$ and are not designed to incorporate highly granular values of packet delivery rate (PDR). To achieve such granularity, we utilize a probabilistic frame dropping mechanism [11]. That is, to achieve an adaptive PDR value of $q_{i,t}$, we “drop” the UL or DL frame prior to entering the queue with probability $\tilde{q}_{i,t}$

$$\tilde{q}_{i,t} = 1 - \frac{q_{i,t}}{q_0},$$

(14)

where $q_0$ is a fixed link-level PDR achievable under current channel conditions with some MCS $\mu_{i,t} \in \mathcal{M}$. If the frame is not dropped, it is placed in the queue to be transmitted with MCS $\mu_0$.

The second stage in the scheduling method involves a greedy allocation procedure, in which queued packets are transmitted with their associated MCS values in order to achieve the desired delay $\tau_{i,t}$. Specifically, we order the users in order of delivery deadline, and allocate the minimum necessary bandwidth needed under current channel conditions and with MCS to achieve the desired latency. This procedure is intended to maximize users that can meet deadlines with a standard greedy allocation procedure. Overall, the high level QoS-aware scheduling heuristic can be summarized as

1) For each plant/sensor, drop frame with probability $\tilde{q}_{i,t}$ for current $q_{i,t}$, otherwise place in queue.

2) For frames in queue, arrange by delivery deadlines $\tau_{i,t}$ and greedily allocate minimum bandwidth to meet deadline under MCS $\mu_{i,t}$.

The above procedure is generic and can be easily implemented across current wireless standards without significant change to OFDMA scheduling algorithms. In the following section we proceed to demonstrate the performance of learning-based co-design method for an industrial robotics use-case, including simulation in a WiFi 6 network.

VI. INDUSTRIAL ROBOTICS SIMULATION

We evaluate the performance of the proposed QoS-aware co-design methodology in an industrial robotics use case. In particular, we simulate the automated control of a Pick and Place task, in which a robotic arm must lift objects off of a moving conveyor belt with an episode length of $T = 100$. In this setting, the position of the object is determined from a perception algorithm running at the edge from camera frame inputs, and then transmitted back to the robot for control. The dynamics of such a task can be simulated in the Mujoco simulation environment [30]. In Fig. 3 we show the graphical interface of the gripping robot used in this task. For these simulation results, we consider only the dynamic adaptation of the reliability policy $\pi^e_i(\cdot; \xi_{i,t-1}; \theta^e_i)$ while
Fig. 3: Conveyor belt and gripping robot in Mujoco environment.

Fig. 4: Conveyor belt performance under trained QoS-aware state estimation networks. For (top) a 0.2 m/s belt speed, the MLP estimator is able to retain near-optimal task performance. For (bottom) a 0.6 m/s belt speed, the MLP estimator strongly mitigates the performance degradation from high latency.

Fig. 5: Learned QoS (packet delivery ratio) adaptation over episode of Pick and Place task with QoS-aware state estimation. In conjunction with the state estimation policy, the QoS policy dictates that the robot can endure frequent packet drops an successfully lift the object. At time $t = 54$, the gripper lifts the object off of the belt switches to a fixed low reliability requirement for the remainder of the episode.

As discussed in Section III, we utilize control performance and network resource cost functions in the co-design formulation for a given use-case. In the Pick and Place task, these costs are given by

$$C_i(q) = q,$$

$$J_i(x) = \mathbb{I}[\|x_{i,t}^{obj} - x_{i,t}^{grip}\| \leq \epsilon].$$

where $x_{i,t}^{obj} - x_{i,t}^{grip}$ is the difference between the object and robotic gripper positions. The control cost $J_i(x)$ is meant to encode the requirement that the robot can successfully lift the object. With these cost functions, we first train the ideal control policy for lifting objects as described in Section IV-A. The ideal control policy is trained using the state of the art Soft Actor-Critic (SAC) algorithm [27] using the RL Stable Baselines software [31].

We proceed to train the QoS-aware state estimation policy under a uniform delay distribution $\mathcal{F}$, as described in Section IV-B. In Figure 4, we demonstrate the task performance results of two different state estimation policies in comparison to the performance of the ideal control policy without any state estimation. The first state estimation policy is trained using a multi-layer perception DNN (MLP) and the second policy is trained with an LSTM recurrent neural network policy. In the top figure, we demonstrate for a 0.2 m/s belt speed, that the MLP estimator is able to retain near-optimal task performance for up to 4 steps of delay. Likewise, for a faster belt speed of 0.6 m/s, we observe in the bottom figure that the faster belt speed makes the impact of delay on the robotic system much more significant. However, the MLP estimator is nonetheless able to mitigate much of the performance degradation as the fixing the latency for all users to be a single time step, i.e. $\pi^\tau_i(y_{i,t-1}, z_{i,t-1}; \theta^\tau_i) = 1$. Note that, in this numerical example, each time step $t$ corresponds to 40 ms of time.
TABLE I: Comparison of performance in Pick and Place task for different learned policies over 100 independent trials. The policies include (i) State Estimation, fixed 100% reliability, (ii) Dynamic reliability Adaptation, no state estimation, and (iii) Dynamic reliability Adaptation and State Estimation (i.e. co-design). In the final case, the complete policy incorporating both QoS-aware state estimation and control-aware QoS adaptation is able to obtain comparable task performance to the baseline with an average of only 13% PDR.

| Policy | Success Rate | Average PDR |
|--------|--------------|--------------|
| MLP State est., static QoS | 100% | 100% |
| No state est., dynamic QoS | 78% | 52% |
| MLP State est., dynamic QoS | 98% | 13% |

TABLE II: WiFi 6 network simulation parameters for conveyor belt system.

A. WiFi 6 Network Performance

We proceed to use the learned co-design policy to improve the performance of the robotic conveyor belt task in a simulated WiFi 6 network. WiFi 6 features new features for centralized traffic management, such as centrally managed uplink transmissions and OFDMA scheduling—i.e. multiple users transmit simultaneously in orthogonal time/frequency slots [32]. In particular, we leverage the QoS-aware greedy scheduling method presented in Section V to schedule traffic in a WiFi 6 network that is simulated in Python. The performance of the complete co-design policy is compared against a policy that utilizes QoS-aware state estimation but no control-aware QoS adaptation.

As illustrated in Figure 1, the system features a sensor, i.e. camera, sending frames in an uplink (UL) transmission to an Access Point (AP) connected to the edge processor. The state information is processed from the camera frames and sent to the robotic plant in a downlink (DL) transmission. The specifics of the WiFi network environment and traffic details for the conveyor belt system are reported in Table II. In Figure 6 we report the task performance in a fixed 40 MHz WiFi 6 network under both the complete co-design solution (State estimation and dynamic QoS adaptation) and estimation-only policies. We observe that, without dynamic QoS adaptation, the network traffic exceeds the capacity of the channel, causing significant packet loss and task failure. Using the QoS-aware state estimation in conjunction with the control-aware QoS adaptation, however, allows for the effective capacity of the network the increase and the successful operation of more robotic conveyor belt tasks. These results align with the QoS adaptation policy illustrated in Figure 5, which demonstrates the the conveyor belt can be controlled with low QoS when adapting to the state of the object and gripper.

VII. CONCLUSION

In this paper we develop a communications-control co-design methodology for dynamically adapting the QoS and control inputs provided to various wireless control loops based on the state and task of the system. The resulting co-design optimization is advantageous because it is inherently scalable and agnostic to the underlying communication network, making it applicable across a wide range of modern wireless protocols and edge deployments. The optimization is practically challenging, however, for modern control systems such as robotics. We further develop a model-free learning framework that allows us to solve individual policies, e.g. ideal control, QoS-aware state estimation, and adaptive QoS, that when put...
Without QoS adaptation, the network capacity is exceeded with 6 robotic conveyor belt tasks, while the control-aware dynamic QoS adaptation is able to severely mitigate the performance loss by increasing network capacity.

together compose the overall co-design policy. Our numerical results in a industrial conveyor belt task demonstrates the resource gains and performance benefits of our co-design solution.
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