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Abstract

We consider the problem of estimating a low-rank matrix from a noisy observed matrix. Previous work has shown that the optimal method depends crucially on the choice of loss function. In this paper, we use a family of weighted loss functions, which arise naturally for problems such as submatrix denoising, denoising with heteroscedastic noise, and denoising with missing data. However, weighted loss functions are challenging to analyze because they are not orthogonally-invariant. We derive optimal spectral denoisers for these weighted loss functions. By combining different weights, we then use these optimal denoisers to construct a new denoiser that exploits heterogeneity in the signal matrix to boost estimation with unweighted loss.

1 Introduction

This paper is concerned with estimating a low-rank signal matrix \( X \) from an observed matrix \( Y = X + G \), where \( G \) is a full-rank matrix of noise. We consider two distinct aspects of the matrix denoising problem. First, we study methods designed for a broader family of loss functions, known as weighted loss functions, than considered in earlier works. Second, we design a new denoiser for unweighted loss that improves upon previous work by exploiting heterogeneity in the target matrix’s singular vectors. Like many works on matrix denoising, our methods are designed for an asymptotic regime where the number of rows and columns of \( X \) grow infinitely large, and where the energy in the noise swamps the energy in the signal. This setting is often referred to as the spiked model [4, 3, 5, 47, 29, 8].

The methods introduced in this paper extend singular value shrinkage [51, 20, 19, 43, 18, 38], which modifies \( Y \)'s singular values to mitigate the effects of noise. Our method of spectral denoising agrees with singular value shrinkage with unweighted loss, but performs better with weighted loss. While weighted loss functions arise in a number of applications which we describe, they are challenging as they are not orthogonally-invariant. To derive optimal spectral denoisers for weighted loss, we extend the asymptotic theory of the spiked model, building on work from [40].

Our new method of localized denoising is designed for unweighted loss. Unlike singular value shrinkage, however, localized denoising exploits heterogeneity in \( X \)'s singular vectors; when certain blocks of coordinates of \( X \) are known to contain more of the signal’s energy than others, localized denoising outperforms shrinkage. At the same time, localized denoising’s asymptotic performance is never worse than shrinkage’s, and so localized denoising inherits shrinkage’s well-known optimality properties.

1.1 Main ideas

In the high-noise, high-dimensional spiked model, the energy of the noise \( G \) is unbounded as \( p, n \to \infty \), while the energy of \( X \) is fixed. Consistent estimation of \( X \) from \( Y \) is therefore not possible, so the “best” denoiser depends on the choice of loss function. The weighted loss functions we use arise in a variety of applications, described in Section 6; the new method of spectral denoising is adapted to each of these. Table 1 lists these algorithms and their locations in the paper.

The optimal spectral denoiser for weighted loss solves a least-squares problem parameterized by weighted inner products between the singular vectors of \( X \) and \( Y \). Though formulas for unweighted inner products
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Table 1: Algorithms introduced in this paper.

| #  | Description                                            | Reference   |
|----|--------------------------------------------------------|-------------|
| 1  | Optimal spectral denoising for weighted loss           | Section 4   |
| 2  | Localized denoising for unweighted loss                | Section 5   |
| 3  | Submatrix denoising                                   | Section 6.1 |
| 4  | Matrix denoising with doubly-heteroscedastic noise     | Section 6.2 |
| 5  | Matrix denoising with missing data                     | Section 6.3 |

Figure 1: Denoising the MIT logo; see Section 1.2 for details. Upper left: the rank 5 signal matrix. Upper right: the observed noisy matrix. Lower left: the matrix denoised by optimal singular value shrinkage [20, 51]. Lower right: the matrix denoised by localized denoising (Algorithm 2). The relative error of singular value shrinkage is approximately $1.25 \times 10^{-1}$, whereas the relative error of localized denoising is approximately $7.41 \times 10^{-2}$.

are well-known [47, 8], the results we need require a new analysis extending our earlier work in [40]. While we leave the details to Theorem 3.2, the key idea is that a singular vector $\tilde{u}_j$ of $Y$ may be written as a combination of its projection onto the corresponding singular vector $u_j$ of $X$ and a residual unit vector $\tilde{u}_j$, $\tilde{u}_j = c_j u_j + s_j \tilde{u}_j$. Here, $c_j$ and $s_j$ are known from the classical theory of the spiked model [47]. Because the noise $G$ is orthogonally invariant, the $\tilde{u}_j$ are uniformly random in the subspace orthogonal to $X$’s singular vectors. Consequently, inner products of the form $\tilde{u}_j^T A \tilde{u}_k$ have predictable behavior when the dimension is large [21, 57, 49].

1.2 Illustrative example

The method of localized denoising, introduced in Section 5, uses the optimal spectral denoiser for weighted loss to construct a matrix denoiser for unweighted loss. The matrix is broken into submatrices, each of which is denoised by applying the optimal spectral denoiser with weights projecting onto that submatrix’s coordinates. In Figure 1, we illustrate the performance of localized denoising on the MIT logo, which is a 1574-by-2800 matrix with rank 5. The logo is corrupted by iid Gaussian noise with standard deviation $\sigma = t_5/(1.5\gamma^{1/4})$, $t_5$ being the smallest singular value of the clean image. We apply optimal singular value shrinkage and localized denoising, the latter by breaking the rows into 15 equispaced segments and the columns into 30 equispaced segments. The relative error $\|X^{loc} - X\|_F/\|X\|_F$ of localized denoising is approximately $7.41 \times 10^{-2}$; the relative error of singular value shrinkage is approximately $1.25 \times 10^{-1}$, which is significantly larger. The improvement from localized denoising is due to the signal matrix’s heterogeneity along the rows and columns. However, the row and column subdivisions are not chosen to extract any specific structure in the image, and localized denoising does not appear to be very sensitive to the choice of subdivisions; similar results may be obtained with other subdivisions as well.
1.3 Outline of the paper

Section 2 contains the problem statement and key definitions. Section 3 presents the new asymptotic results. Section 4 derives the optimal spectral denoiser for weighted loss. Section 5 introduces localized denoising. Section 6 describes three applications of weighted loss functions. Section 7 reports on numerical experiments. Section 8 concludes by discussing potential applications.

2 Preliminaries

2.1 The observation model

We observe a \( p \)-by-\( n \) data matrix \( \mathbf{Y} = \mathbf{X} + \mathbf{G} \), consisting of a low-rank signal matrix \( \mathbf{X} \) and a full-rank isotropic Gaussian noise matrix \( \mathbf{G} \). We write \( \mathbf{X} \) as \( \mathbf{X} = \sum_{k=1}^{r} t_k \mathbf{u}_k \mathbf{v}_k^T \), where the \( \mathbf{u}_k \) and \( \mathbf{v}_k \) are orthonormal vectors in \( \mathbb{R}^p \) and \( \mathbb{R}^n \), respectively, and \( t_1 > \cdots > t_r > 0 \). The entries of the noise matrix \( \mathbf{G} \) are iid \( N(0, 1/n) \). We write \( \mathbf{Y} \) as \( \mathbf{Y} = \sum_{k=1}^{\min(n,p)} \lambda_k \hat{\mathbf{u}}_k \hat{\mathbf{v}}_k^T \), where the \( \hat{\mathbf{u}}_k \) and \( \hat{\mathbf{v}}_k \) are orthonormal vectors in \( \mathbb{R}^p \) and \( \mathbb{R}^n \), respectively, and \( \lambda_1 \geq \cdots \geq \lambda_{\min(n,p)} \geq 0 \).

We let \( \Omega = \Omega_p \) be one of a sequence of matrices with \( p \) columns, and \( \Pi = \Pi_n \) be one of a sequence of matrices with \( n \) columns. In Section 2.3, these matrices will be used to define the loss function for estimating \( \mathbf{X} \). In order to have a well-defined asymptotic theory when \( p, n \to \infty \), we assume that certain quantities defined in terms of \( \Omega, \Pi \), and the singular vectors of \( \mathbf{X} \) have definite, finite limits. We define:

\[
\mu = \lim_{p \to \infty} \frac{1}{p} \text{tr}(\Omega^T \Omega), \quad \nu = \lim_{n \to \infty} \frac{1}{n} \text{tr}(\Pi^T \Pi).
\]

For \( 1 \leq j, k \leq r \), we assume that the weighted inner products between the population singular vectors converge almost surely in the large \( p, n \) limits:

\[
e_{jk} = \lim_{p \to \infty} \langle \Omega \mathbf{u}_j, \Omega \mathbf{u}_k \rangle, \quad \hat{e}_{jk} = \lim_{n \to \infty} \langle \Pi \mathbf{v}_j, \Pi \mathbf{v}_k \rangle.
\]

For \( 1 \leq k \leq r \), we will let \( \alpha_k = e_{kk} \) and \( \beta_k = \hat{e}_{kk} \).

We assume that these limits exist and are finite and positive. We also assume that the operator norms of the matrices \( \Omega = \Omega_p \) and \( \Pi = \Pi_n \) remain bounded as \( p, n \to \infty \); that is, \( ||\Omega_p||_{op}, ||\Pi_n||_{op} \leq C < \infty \) for all \( p \) and \( n \), where \( C \) does not depend on \( p \) or \( n \). These conditions are the only assumptions we make on the matrices \( \Omega \) and \( \Pi \).

We will parametrize the problem size by the number of columns \( n \), and let the number of rows \( p = p_n \) grow with \( n \). Specifically, we will assume that the limit

\[
\gamma = \lim_{n \to \infty} \frac{p_n}{n}
\]

is well-defined and finite. In all statements where \( n \to \infty \), it will be implicitly assumed as well that \( p \to \infty \) and \( p/n \to \gamma \). We assume that the number of population components \( r \) and the singular values \( t_1, \ldots, t_r \) stay fixed with \( p \) and \( n \).

Remark 1. All quantities that depend on \( p \) and \( n \), such as \( \mathbf{u}_k \) and \( \mathbf{v}_k \), are actually elements of a sequence indexed by \( p \) and/or \( n \). However, for notational simplicity, we drop the explicit dependence on \( p \) and \( n \) unless it is needed for clarity.

Remark 2. There are counterexamples to the existence of the limits in (1) and (2). For example, one may take \( \mathbf{u}_1 \) to be the first standard unit vector \( (1, 0, \ldots, 0)^T \) when \( p \) is even, and the constant vector \( (1, \ldots, 1)^T/\sqrt{p} \) when \( p \) is odd; and take \( \Omega_p = \text{diag}(0, 1, \ldots, 1) \). The limit defining \( \alpha_1 \) will not exist in this case, as odd terms in the sequence \( ||\Omega_{2n} \mathbf{u}_1||^2 \) converge to 1, and even terms converge to 0. By contrast, the examples in Section 7 satisfy the asymptotic conditions.

Remark 3. The values \( \mu, \nu, e_{jk}, \) and \( \hat{e}_{jk} \) from equations (1) and (2) are used to characterize the weighted inner products between singular vectors of \( \mathbf{X} \) and \( \mathbf{Y} \); see Theorem 3.2. These weighted inner products are needed to evaluate optimal spectral denoisers for weighted loss, as described in Section 4.
2.2 Heterogeneity, genericity, and weighted orthogonality

One of the aspects of the theory of matrix denoising we will explore is the role of the signal matrix \( X \)'s singular vectors, \( u_1, \ldots, u_r \) and \( v_1, \ldots, v_r \). To that end, we introduce two definitions we will be using throughout the paper. We say that a unit vector \( x \in \mathbb{R}^m \) is \textit{generic} with respect to an \( m \times m \) positive-semidefinite matrix \( A \) if \( x^T A x \sim \frac{1}{m} \text{tr}(A) \), where \( \sim \) indicates that the difference between the two sides vanishes almost surely as \( m \to \infty \) (to be precise, \( x \) and \( A \) are elements of a sequence of vectors and matrices, respectively, indexed by \( m \); but following the convention described in Remark 1 we will drop the explicit dependence on \( m \)).

By contrast, we say that \( x \) is \textit{heterogeneous} if it is not generic. This means that the energy of the vector \( x \) is not uniformly distributed across its coordinates in the eigenbasis of \( A \). Indeed, if \( A = \sum_{k=1}^m h_k w_k w_k^T \) is the eigendecomposition of \( A \), then

\[
x^T A x = \sum_{k=1}^m h_k \langle x, w_k \rangle^2.
\]  

If the energy of \( x \) were equally spread out across the \( w_k \)'s, then \( \langle x, w_k \rangle \sim 1/\sqrt{m} \), and so \( x^T A x \sim \text{tr}(A)/m \).

Given a collection of vectors \( x_1, \ldots, x_k \in \mathbb{R}^m \), we will say that they satisfy the \textit{weighted orthogonality condition} (or are \textit{weighted orthogonal}) with respect to a positive-semidefinite matrix \( A \) if

\[
x_i^T A x_j \sim 0
\]

evertheless, the \( x_j \) are asymptotically orthogonal with respect to the weighted inner product defined by \( A \).

**Remark 4.** From the Hanson-Wright inequality [21, 57, 49], random unit vectors \( x \) from suitably regular distributions are generic, with respect to any \( A \) with bounded operator norm. Furthermore, the weighted orthogonality condition will also hold for independent random unit vectors \( x_1, \ldots, x_k \) from a suitable distribution (see [7]).

2.3 Spectral denoisers and weighted loss functions

For the top \( r \) empirical singular vectors \( \hat{u}_1, \ldots, \hat{u}_r \) and \( \hat{v}_1, \ldots, \hat{v}_r \) of \( Y \), define the matrices \( \hat{U} = [\hat{u}_1, \ldots, \hat{u}_r] \) and \( \hat{V} = [\hat{v}_1, \ldots, \hat{v}_r] \). Consider the class of estimators defined by

\[
S = \left\{ \hat{U} \hat{B} \hat{V}^T : \hat{B} \in \mathbb{R}^{r \times r} \right\}.
\]

Each matrix in \( S \) has the same singular subspaces as the observed matrix \( Y \), though not necessarily the same singular vectors. We call \( S \) the family of \textit{spectral denoisers}.

We consider estimating the low-rank signal matrix \( X \) with respect to the \textit{weighted Frobenius loss} defined by

\[
\mathcal{L}_n(\hat{X}, X) = \| \Omega(\hat{X} - X)\Pi^T \|_F^2,
\]

where \( \| \cdot \|_F \) denotes the matrix Frobenius norm, and \( \Omega \) and \( \Pi \) are matrices satisfying the conditions in Section 2.1. This type of loss function is used when the user pays different prices for errors in different rows and columns.

We now define the precise estimation problem we will consider. For any deterministic \( r \)-by-\( r \) matrix \( \hat{B} \), we define the asymptotic error

\[
\mathcal{L}(\hat{U} \hat{B} \hat{V}^T, X) = \lim_{n \to \infty} \mathcal{L}_n(\hat{U} \hat{B} \hat{V}^T, X).
\]

Our goal is then to find the matrix \( \hat{B} \) to minimize this loss, and show how \( \hat{B} \) may be consistently estimated from the observed matrix \( Y \). That is, we define

\[
\hat{B} = \arg\min_{\hat{B}} \mathcal{L}(\hat{U} \hat{B} \hat{V}^T, X)
\]

and define \( \hat{X} = \hat{U} \hat{B} \hat{V}^T \).
Remark 5. For any deterministic $\tilde{B}$, the asymptotic loss (8) exists and is finite almost surely, even though the matrices $\hat{U}\hat{B}\hat{V}^T$ and $X$ are growing in size. It will be shown in Section 4 that since $\hat{U}\hat{B}\hat{V}^T$ and $X$ each have rank at most $r$, $\|\Omega(\hat{X} - X)\Pi^T\|_F^2$ depends only on $t_1, \ldots, t_r$; the $r^2$ entries of $\tilde{B}$; and the weighted inner products between the top $r$ singular vectors of $Y$ and $X$. It will follow from Theorem 3.2 that these inner products converge almost surely to finite limits, and consequently that the asymptotic loss (8) is well-defined almost surely.

3 Asymptotic theory for the spiked model

In this section, we derive the limits of inner products between the weighted population and empirical vectors. We define the cosines between the unweighted empirical and population vectors:

$$c_{jk} = \lim_{p, n \to \infty} \langle \hat{u}_j, u_k \rangle, \quad \tilde{c}_{jk} = \lim_{n \to \infty} \langle \hat{v}_j, v_k \rangle. \quad (10)$$

Next we define weighted inner products between the population and empirical vectors:

$$c_{jk}^\pi = \lim_{p \to \infty} \langle \Omega \hat{u}_j, \Omega u_k \rangle, \quad \tilde{c}_{jk}^\pi = \lim_{n \to \infty} \langle \Pi \hat{v}_j, \Pi v_k \rangle. \quad (11)$$

These are inner products with weight matrices $\Omega^T\Omega$ and $\Pi^T\Pi$, respectively. We also define the weighted inner products between the empirical singular vectors:

$$d_{jk} = \lim_{p \to \infty} \langle \Omega \hat{u}_j, \Omega \hat{u}_k \rangle, \quad \tilde{d}_{jk} = \lim_{n \to \infty} \langle \Pi \hat{v}_j, \Pi \hat{v}_k \rangle. \quad (12)$$

We let $c_{jk}^\pi = c_{kk}$ and $\tilde{c}_{jk}^\pi = \tilde{c}_{kk}$, and similarly for the other terms.

Remark 6. From Theorem 3.2 below, the limits (11) and (12) exist almost surely and are finite so long as the assumptions on $\Omega$ and $\Pi$ from Section 2.1 hold.

The first result provides formulas for $c_{jk}$ and $\tilde{c}_{jk}$, and relates the singular values of $X$ to those of $Y$. It is well-known in the literature (see e.g. [47, 8]).

Proposition 3.1. For $1 \leq k \leq r$, the $k^{th}$ singular value of $Y$ converges almost surely as $p, n \to \infty$ to $\lambda_k$, defined by:

$$\lambda_k^2 = \begin{cases} \left( \frac{t_k^2 + 1}{1 + \frac{\gamma}{t_k}} \right) , & \text{if } t_k > \gamma^{1/4} , \\ (1 + \sqrt{\gamma})^2 , & \text{if } t_k \leq \gamma^{1/4} , \end{cases} \quad (13)$$

For $1 \leq j, k \leq r$, the limits (10) defining $c_{jk}$ and $\tilde{c}_{jk}$ almost surely exist and are given by the following expressions:

$$c_{jk}^2 = \begin{cases} \frac{1 - \gamma/4}{1 + \gamma/t_k^2} , & \text{if } j = k \text{ and } t_k > \gamma^{1/4} , \\ 0 , & \text{if } j \neq k \text{ or } t_k \leq \gamma^{1/4} , \end{cases} \quad (14)$$

and

$$\tilde{c}_{jk}^2 = \begin{cases} \frac{1 - \gamma/4}{1 + 1/t_k^2} , & \text{if } j = k \text{ and } t_k > \gamma^{1/4} , \\ 0 , & \text{if } j \neq k \text{ or } t_k \leq \gamma^{1/4} . \end{cases} \quad (15)$$

Remark 7. While the signs of $c_k$ and $\tilde{c}_k$ are arbitrary, their product satisfies $c_k\tilde{c}_k \geq 0$. We may therefore assume that $c_k \geq 0$ and $\tilde{c}_k \geq 0$ (see, e.g., [43]).

Theorem 3.2. Suppose $1 \leq j, k \leq r$. Then the limits (11) and (12) almost surely exist and are equal to the following expressions:

$$c_{jk}^\pi = \begin{cases} e_{jk}c_j , & \text{if } t_j > \gamma^{1/4} , \\ 0 , & \text{if } t_j \leq \gamma^{1/4} \end{cases} \quad (16)$$
3.1 and Theorem 3.2. First, from Proposition 3.1, we can estimate $t_\lambda$ surely equal to Theorem 4.1.

While the signs of inner products between singular vectors are arbitrary, Theorem 3.2 states that once the signs of $e_{jk}$ and $\tilde{e}_{jk}$ are fixed, the signs of $c_{jk}^r$, $\tilde{c}_{jk}^r$, $d_{jk}$ and $\tilde{d}_{jk}$ are determined.

4 Optimal spectral denoising

In this section, we derive the asymptotically optimal spectral denoiser with respect to the weighted loss (8), and show how to consistently estimate it from $Y$. We define the $r$-by-$r$ weighted inner product matrices $D = (d_{kl})$, $\tilde{D} = (\tilde{d}_{jk})$, $E = (e_{jk})$, $\tilde{E} = (\tilde{e}_{jk})$, $C = (c_{jk}^r)$, and $\tilde{C} = (\tilde{c}_{jk}^r)$, and the vector $t = (t_1, \ldots, t_r)^T$ of population singular values.

**Theorem 4.1.** The optimal choice of $\tilde{B}$ is given by $\tilde{B} = D^+ C\text{diag}(t)\tilde{C}^T \tilde{D}^+$, with weighted AMSE almost surely equal to

$$\lim_{n \to \infty} \|\Omega(\widehat{X} - X)\Pi^T\|_F^2 = \langle \text{Ediag}(t)\tilde{E} - C^T D^+ C\text{diag}(t)\tilde{C}^T D^+ \tilde{C}, \text{diag}(t) \rangle_F. \tag{20}$$

The proof of Theorem 4.1 may be found in Section B.

The matrices $D$, $\tilde{D}$, $E$, $\tilde{E}$, $C$, and $\tilde{C}$ and the singular values $t_1, \ldots, t_r$ may be estimated using Proposition 3.1 and Theorem 3.2. First, from Proposition 3.1, we can estimate $t_k$, $c_k$ and $\tilde{c}_k$, so long as $t_k > \gamma^{1/4}$, i.e. if $\lambda_k > 1 + \sqrt{\gamma}$:

$$t_k = \sqrt{\frac{\lambda_k^2 - 1 - \gamma + \sqrt{(\lambda_k^2 - 1 - \gamma)^2 - 4 \gamma}}{2}}, \quad c_k = \sqrt{\frac{1 - \gamma/t_k^4}{1 + \gamma/t_k^4}}, \quad \tilde{c}_k = \sqrt{\frac{1 - \gamma/t_k^4}{1 + 1/t_k^4}}. \tag{21}$$

**Remark 9.** From Remark 7, we can take both $c_k$ and $\tilde{c}_k$ to be positive.

The values $d_{jk} = \tilde{u}_j^T \Omega^T \tilde{u}_k$ and $\tilde{d}_{jk} = \tilde{v}_j^T \Pi^T \tilde{v}_k$ are directly estimable, as they are the weighted inner products between the empirical singular vectors. We then estimate $\alpha_k$ and $\beta_k$, assuming $t_k > \gamma^{1/4}$:

$$\alpha_k = \frac{d_k - s_k^2 \mu}{c_k^2}, \quad \beta_k = \frac{\tilde{d}_k - s_k^2 \nu}{\tilde{c}_k^2}. \tag{22}$$

When $j \neq k$, we take $e_{jk} = d_{jk}/(c_j c_k)$ and $\tilde{e}_{jk} = \tilde{d}_{jk}/(\tilde{c}_j \tilde{c}_k)$ (so long as $t_j$ and $t_k$ both exceed $\gamma^{1/4}$, i.e. $\lambda_j$ and $\lambda_k$ both exceed $1 + \sqrt{\gamma}$). Finally, for all $j, k$, we take $c_{jk}^r = e_{jk} c_j$ and $\tilde{c}_{jk} = \tilde{e}_{jk} \tilde{c}_j$. The method is summarized in Algorithm 1.
Algorithm 1 Optimal spectral denoising for weighted loss

1: Input: $Y$; weights $\Omega$ and $\Pi$
2: rank $r$ SVD of $Y$:
   \[
   \lambda_1 \geq \ldots \geq \lambda_r > 1 + \sqrt{\gamma}
   \]
   \[
   \hat{U} = [\hat{u}_1, \ldots, \hat{u}_r], \ \hat{V} = [\hat{v}_1, \ldots, \hat{v}_r]
   \]
3: $\mu = \text{tr}(\Omega^T \Omega)/p, \ \nu = \text{tr}(\Pi^T \Pi)/n$
4: for $1 \leq k \leq r$:
   \[
   t_k = \sqrt{\lambda_k^2 - 1 + \gamma/2
   \]
   \[
   c_k = \sqrt{1 - \gamma t_k^2}, \ \hat{c}_k = \sqrt{1 - \gamma t_k^2}
   \]
   \[
   s_k = \sqrt{1 - c_k^2}, \ \hat{s}_k = \sqrt{1 - \hat{c}_k^2}
   \]
   \[
   d_k = \|\Omega \hat{u}_k\|^2, \ \hat{d}_k = \|\Pi \hat{v}_k\|^2
   \]
   \[
   \alpha_k = (d_k - s_k^2 \mu)/c_k^2, \ \beta_k = (\hat{d}_k - \hat{s}_k^2 \nu)/\hat{c}_k^2
   \]
   \[
   c_k^2 = \alpha_k c_k, \ c_k^2 = \beta_k \hat{c}_k
   \]
5: for $1 \leq j \neq k \leq r$:
   \[
   d_{jk} = \hat{u}_j^T \Omega \hat{u}_k, \ \hat{d}_{jk} = \hat{u}_j^T \Pi \hat{v}_k
   \]
   \[
   e_{jk} = d_{jk}/(c_j c_k), \ \hat{e}_{jk} = \hat{d}_{jk}/(\hat{c}_j \hat{c}_k), \ j \neq k
   \]
   \[
   c_{jk}^2 = e_{jk} e_j, \ \hat{c}_{jk}^2 = \hat{e}_{jk} \hat{e}_j
   \]
6: $D = (d_{jk}), \ \hat{D} = (\hat{d}_{jk})$
7: $E = (e_{jk}), \ \hat{E} = (\hat{e}_{jk})$
8: $C = (c_{jk}^2), \ \hat{C} = (\hat{c}_{jk}^2)$
9: $t = (t_1, \ldots, t_r)^T$
10: $\tilde{B} = \hat{D}^T \text{Cdiag}(t) \hat{C} \hat{D}^+$
11: $\hat{X} = \hat{U} \hat{B} \hat{V}^T$
12: $\text{AMSE} = \langle E \text{diag}(t) \tilde{E} - C^T \hat{D}^+ \text{Cdiag}(t) \hat{C} \hat{D}^+ \tilde{C}, \text{diag}(t) \rangle_F$

4.1 Diagonal denoisers

In this section, we consider a subset of spectral denoisers, in which the matrix $\hat{B}$ is required to be diagonal. More precisely, we search for a vector $t = (t_1, \ldots, t_r)^T$ of real numbers, so that the estimator

\[
\hat{X}^{dd} = \hat{U} \text{diag}(\hat{t}) \hat{V}^T = \sum_{k=1}^r t_k \hat{u}_k \hat{v}_k^T
\]

minimizes the AMSE $\mathcal{L}(\hat{X}^{dd}, X) = \lim_{n \to \infty} \|\Omega (\hat{X}^{dd} - X) \Pi\|^2_F$.

**Remark 10.** Optimal diagonal denoising cannot have better asymptotic performance than optimal spectral denoising, as the diagonal denoiser is a spectral denoiser. However, Theorem 4.2 below shows that under weighted orthogonality, the methods coincide; and the simplicity of $\hat{X}^{dd}$ makes it easier to analyze, which will be exploited in the proofs of Theorem 5.2 and Proposition 6.1 and the analysis of Section 4.2.

**Theorem 4.2.** Suppose that either $u_1, \ldots, u_r$ are weighted orthogonal with respect to $\Omega^T \Omega$, or $v_1, \ldots, v_r$ are weighted orthogonal with respect to $\Pi^T \Pi$. Suppose too that $t_k > \gamma^{1/4}, 1 \leq k \leq r$. Then the singular values $\hat{t}_k, 1 \leq k \leq r$, of $\hat{X}^{dd}$ are:

\[
\hat{t}_k = t_k c_k \hat{c}_k \cdot \frac{\alpha_k}{c_k^2 \alpha_k + s_k^2 \mu} \cdot \frac{\beta_k}{c_k^2 \beta_k + \hat{s}_k^2 \nu},
\]

where $t_k, c_k$ and $\hat{c}_k$ are given by (21), and $\alpha_k$ and $\beta_k$ are given by (22). The weighted AMSE is almost surely equal to

\[
\lim_{n \to \infty} \|\Omega (\hat{X} - X) \Pi\|^2_F = \sum_{k=1}^r \hat{t}_k^2 \alpha_k \beta_k \left(1 - c_k^2 \hat{c}_k^2 \cdot \frac{\alpha_k}{c_k^2 \alpha_k + s_k^2 \mu} \cdot \frac{\beta_k}{c_k^2 \beta_k + \hat{s}_k^2 \nu}\right),
\]

7
If \( \mathbf{u}_1, \ldots, \mathbf{u}_r \) and \( \mathbf{v}_1, \ldots, \mathbf{v}_r \) are both weighted orthogonal with respect to \( \Omega^T \Omega \) and \( \Pi^T \Pi \), respectively, then \( \hat{X} = \hat{X}^{dd} \).

The proof of Theorem 4.2 is found in Section C.

![Figure 2: The optimal singular value \( \hat{t} \), plotted as a function of the observed singular value \( \lambda \) (left) and the population singular value \( t \) (right), for varying values of \( \alpha \) and \( \beta \) and \( \mu = \nu = 1 \).](image)

### 4.2 Behavior of the optimal singular values

In this section, we assume either that \( r = 1 \); or that \( \mathbf{u}_1, \ldots, \mathbf{u}_r \) are weighted orthogonal with respect to \( \Omega^T \Omega \) and \( \mathbf{v}_1, \ldots, \mathbf{v}_r \) are weighted orthogonal with respect to \( \Pi^T \Pi \). In either case, the optimal spectral denoiser coincides with the optimal diagonal denoiser, and both are given by Theorem 4.2. Though this setting is quite restrictive, it permits us to exploit formula (24) for the optimal singular values to gain insight into the behavior of the optimal spectral denoiser. Propositions 4.3 and 4.4 describe the behavior of the optimal singular value \( \hat{t}_k \) in this setting. Because each \( \hat{t}_k \) depends only on the information specific to component \( k \), we will drop the subscript \( k \) from the notation.

**Proposition 4.3.** If either \( \alpha \leq \mu \) or \( \beta \leq \nu \), then \( \hat{t} \leq \lambda \). Conversely, for any fixed value of \( t \), there are sufficiently large values of \( \alpha \) and \( \beta \) for which \( \hat{t} > \lambda \).

**Proposition 4.4.** If \( \alpha \leq \mu \) or \( \beta \leq \nu \), then \( \hat{t} \) is an increasing function of \( \lambda \).

The proofs of Propositions 4.3 and 4.4 may be found in Section D and Section E, respectively.

**Remark 11.** From [51, 20, 43], the optimal singular value for unweighted Frobenius loss is \( \hat{t}^{shr} = tc\hat{c} \), which is smaller than the observed singular value \( \lambda \). Proposition 4.3 shows that with weighted loss, such shrinkage only occurs for small \( \alpha \) or \( \beta \).

The conclusion of Proposition 4.4 need not hold if \( \alpha > \mu \) and \( \beta > \mu \). In Figure 2 we plot the optimal \( \hat{t} \), both as a function of the observed singular value \( \lambda \) and the population singular value \( t \), for various values of \( \alpha \) and \( \beta \) (and \( \mu = \nu = 1 \)). The non-monotonicity is apparent when \( \alpha = \beta = 10 \).

### 5 Localized denoising

In this section, we introduce a new procedure called **localized denoising** for estimating \( X \) with unweighted Frobenius loss. As we will show, localized denoising is asymptotically never worse than optimal singular value shrinkage [20, 51], defined by \( \hat{X}^{shr} = \sum_{k=1}^{r} \hat{t}_k \hat{c}_k \hat{u}_k \hat{v}_k^T \), where \( \hat{t}_k = t_{k \hat{c}_k \hat{c}_k} \). Since singular value shrinkage is optimal for unweighted loss both in the minimax sense and when averaging over a uniform prior on \( \mathbf{u}_k \) and \( \mathbf{v}_k \) [18, 51], localized denoising inherits these same optimality properties. Furthermore, localized denoising can outperform singular value shrinkage when the singular vectors of \( X \) are heterogeneous.
5.1 Definition of localized denoising

To define localized denoising, we expand the identity matrices $I_p = \sum_{i=1}^I \Omega_i$ and $I_n = \sum_{j=1}^J \Pi_j$ into sums of pairwise orthogonal projections $\Omega_i \in \mathbb{R}^{p \times p}$ and $\Pi_j \in \mathbb{R}^{n \times n}$, where $I$ and $J$ are fixed. We require that $\Omega_i = \Omega_i^T = \Omega_i^2$ and $\Omega_i \Omega_j = 0_{p \times p}$ for $i \neq j$; and similarly for the $\Pi_j$.

We let $\hat{X}^{loc}_{(i,j)}$ denote the optimal spectral denoiser with respect to the weights $\Omega_i$ and $\Pi_j$. We then define the locally-denoised matrix:

$$\hat{X}^{loc} = \sum_{i=1}^I \sum_{j=1}^J \Omega_i \hat{X}^{loc}_{(i,j)} \Pi_j.$$  (26)

We summarize the localized denoising procedure in Algorithm 2.

**Algorithm 2** Localized denoising for unweighted loss

1: Input: $Y_i$; pairwise orthogonal projections $\Omega_1, \ldots, \Omega_I$, $\Pi_1, \ldots, \Pi_J$
2: for $1 \leq i \leq I$, $1 \leq j \leq J$:
   - $\hat{X}^{loc}_{(i,j)}$ is output of Algorithm 1 with weights $\Omega_i$ and $\Pi_j$
   - $\text{AMSE}^{loc}_{(i,j)}$ is estimated mean squared error
3: $\hat{X}^{loc} = \sum_{i=1}^I \sum_{j=1}^J \Omega_i \hat{X}^{loc}_{(i,j)} \Pi_j$
4: $\text{AMSE}^{loc} = \sum_{i=1}^I \sum_{j=1}^J \text{AMSE}^{loc}_{(i,j)}$

5.2 Performance of localized denoising

The following results compare the behavior of the localized denoiser $\hat{X}^{loc}$ to the optimal singular value shrinker $\hat{X}^{shr}$.

**Theorem 5.1.** $\|\hat{X}^{loc} - X\|_F^2 \leq \|\hat{X}^{shr} - X\|_F^2$ almost surely as $p, n \to \infty$.

**Theorem 5.2.** Suppose that either $u_1, \ldots, u_r$ are weighted orthogonal with respect to all $\Omega_i$, or $v_1, \ldots, v_s$ are weighted orthogonal with respect to all $\Pi_j$. Then almost surely as $p, n \to \infty$, $\|\hat{X}^{loc} - X\|_F^2 \leq \|\hat{X}^{shr} - X\|_F^2 - \xi$, where $\xi \geq 0$, and $\xi > 0$ if some $u_k$ is heterogeneous with respect to some $\Omega_i$, or some $v_k$ is heterogeneous with respect to some $\Pi_j$.

In other words, unless all the $u_k$ are generic with respect to all of the $\Omega_i$ and all the $v_k$ are generic with respect to all of the $\Pi_j$, localized denoising will outperform singular value shrinkage asymptotically. The proofs of Theorems 5.1 and 5.2 are found in Section F and Section G, respectively.

**Remark 12.** The weighted orthogonality condition of Theorem 5.2 will hold if the columns of $X$ are drawn iid from a sufficiently well-behaved distribution in $\mathbb{R}^p$.

**Remark 13.** To apply Theorem 5.2, the user must select projection matrices $\Omega_i$ and $\Pi_j$ with respect to which the singular vectors of $X$ are heterogeneous. Datasets are often drawn from different experimental regimes in genetic microarray experiments [27, 41, 50], single-cell RNA processing [52, 55], and medical imaging [35]. In these settings, it is known a priori that signal components will likely be heterogeneous across the different subpopulations, and localized shrinkage is a natural tool.

**Remark 14.** Theorem 5.1 guarantees that even if the projection matrices $\Omega_i$ and $\Pi_j$ are not chosen judiciously (see Remark 13), the asymptotic performance of localized denoising is never worse than singular value shrinkage. In practice, localized denoising requires estimating more parameters than does shrinkage, and if $I$ and $J$ are sizeable relative to $p$ and $n$ its performance might be worse due to finite sample fluctuations in these parameter estimates, especially when the singular vectors of $X$ do not exhibit strong heterogeneity with respect to the projections. For such an example, see Section 7.1, and specifically Remark 21. Though a detailed analysis of this topic is beyond the scope of the present work, in practice the user can compare these trade-offs via simulation to determine if localized denoising is appropriate for their problem size and the expected level of heterogeneity with respect to the projections.
6 Applications of weighted denoising

In this section, we describe three applications of weighted loss functions: submatrix denoising, denoising with heteroscedastic noise, and denoising with missing data. In these problems, we estimate a low-rank matrix with respect to unweighted Frobenius loss. However, an intermediate step of the estimation procedure requires the use of a weighted loss function.

6.1 Submatrix denoising

We suppose we observe a data matrix \( Y = X + G \), but our goal is to estimate only a \( p_0 \)-by-\( n_0 \) submatrix of \( X \), where \( p_0/n \sim \mu \) and \( n_0/n \sim \nu \). Denoting by \( \Omega \in \mathbb{R}^{p_0 \times p} \) the coordinate selection operator for the \( p_0 \) rows of the submatrix, and \( \Pi \in \mathbb{R}^{n_0 \times n} \) the coordinate selection operator for the \( n_0 \) columns of the submatrix, we may write the target submatrix as \( X_0 = \Omega X \Pi^T \).

One approach is to estimate the entire matrix \( X \) with respect to the weighted loss \( \mathcal{L}(\hat{X}, X) = \| \Omega (\hat{X} - X) \Pi^T \|_F^2 \). This loss only penalizes errors in the \( p_0 \) rows and \( n_0 \) columns of \( X_0 \). If \( \hat{X} \) denotes the optimal spectral denoiser minimizing \( \mathcal{L}(\hat{X}, X) \), we define our estimator \( \hat{X}_0 = \Omega \hat{X} \Pi^T \). The method is summarized in Algorithm 3.

Algorithm 3 Submatrix denoising

1. Input: \( Y \); projections \( \Omega, \Pi \)
   - AMSE is estimated mean squared error
2. \( \hat{X} \) is output of Algorithm 1 with weights \( \Omega \) and \( \Pi \)
3. \( \hat{X}_0 = \Omega \hat{X} \Pi^T \)

Another natural approach is to simply ignore the \( p - p_0 \) rows and \( n - n_0 \) columns outside of \( X_0 \), and denoise \( X_0 \) directly by optimal singular value shrinkage to the matrix \( Y_0 = X_0 + G_0 \) (defining \( G_0 = \Omega G \Pi^T \)). We let \( \hat{X}_0^{\text{shr}} \) denote this estimator.

In the following result, we make the same assumptions on \( \Omega \) and \( \Pi \) from Section 2.1. Note that \( p_0 = \text{tr}(\Omega^T \Omega) \), and \( n_0 = \text{tr}(\Pi^T \Pi) \).

Proposition 6.1. Suppose \( u_1, \ldots, u_r \) are weighted orthogonal with respect to \( \Omega^T \Omega \), and \( v_1, \ldots, v_r \) are weighted orthogonal with respect to \( \Pi^T \Pi \). Suppose \( \alpha_k < \sqrt{\mu} \) and \( \beta_k < \sqrt{\nu} \), for \( 1 \leq k \leq r \). Then \( \| \hat{X}_0^{\text{shr}} - X_0 \|_F^2 < \| \hat{X}_0 - X_0 \|_F^2 \), where the strict inequality holds almost surely in the limit \( p, n \to \infty \).

The proof of Proposition 6.1 is found in Section H.

Remark 15. If \( u_k \) and \( v_k \) are generic with respect to \( \Omega^T \Omega \) and \( \Pi^T \Pi \), respectively, then \( \alpha_k = \mu \) and \( \beta_k = \nu \). Proposition 6.1 requires the much weaker condition that \( \alpha_k \leq \sqrt{\mu} \) and \( \beta_k \leq \sqrt{\nu} \) (note that \( \mu \leq \sqrt{\mu} \) and \( \nu \leq \sqrt{\nu} \)). Informally, even if the fraction of the signal’s energy contained in \( X_0 \) is disproportionately large, it still pays to denoise \( X_0 \) using the entire observed matrix \( Y \), rather than the submatrix \( Y_0 \) alone.

It will follow from the proof of Proposition 6.1 that if \( \alpha_k < \sqrt{\mu} \) and \( \beta_k < \sqrt{\nu} \), then the singular vectors of \( X_0 \) are better approximated by computing the singular vectors of \( Y \) and projecting onto the images of \( \Omega \) and \( \Pi \), respectively, rather than computing the singular vectors of the submatrix \( Y_0 \) itself. More precisely, we will show that \( u_k^0 = \frac{\delta u_k}{\| \delta u_k \|} \) and \( v_k^0 = \frac{\delta v_k}{\| \delta v_k \|} \) are the singular vectors of \( X_0 \), and that the vectors \( \tilde{u}_k^0 = \frac{\delta u_k}{\| \delta u_k \|} \) and \( \tilde{v}_k^0 = \frac{\delta v_k}{\| \delta v_k \|} \), are better correlated with \( u_k^0 \) and \( v_k^0 \), respectively, then are the singular vectors of \( Y_0 \).

6.2 Doubly-heteroscedastic noise

We consider estimating a low-rank matrix \( X \) from an observed matrix \( Y = X + N \), where \( N \) is a noise matrix of the form \( N = S^{1/2} G T^{1/2} \), \( G \) has iid entries with distribution \( N(0, 1/n) \), and \( S \in \mathbb{R}^{p \times p} \) and \( T \in \mathbb{R}^{n \times n} \) are positive-definite matrices. We assume the eigenvalues of \( S = S_p \) and \( T = T_n \) remain in an interval \( [a, b] \) for all \( p \) and \( n \), where \( a > 0 \) and \( b < \infty \) are fixed independently of \( p \) and \( n \). We refer to the matrix \( N \) as doubly-heteroscedastic noise.
Remark 16. This noise model generalizes two previous models of heteroscedastic noise in the context of principal component analysis \([22, 23, 24, 58, 40]\). In both, the matrix \(X\) consists of random, iid signal vectors \(X_1, \ldots, X_n\) of the form \(X_j = \sum_{k=1}^{r(t_j)} z_{jk} u_k\), where \(t_1 > \cdots > t_r > 0\), \(u_1, \ldots, u_r\) are orthonormal vectors, and the \(z_{jk}\) are iid random variables with variance 1 and mean 0. The model from \([58]\) and \([40]\) takes \(T = I_n\), in which case the observations are of the form \(Y_j = X_j + S^{1/2} G_j\), where \(G_j \sim \mathcal{N}(0, I_p)\). By contrast, the papers \([22, 23, 24]\) take \(S = I_p\), in which case the observations are of the form \(Y_j = X_j + b_j^{1/2} G_j\). The doubly-heteroscedastic noise model takes \(Y_j = X_j + b_j^{1/2} G_j\), which generalizes both these models.

We consider the following three-step procedure. First, we *whiten* the noise, replacing \(Y\) by \(\tilde{Y}\) defined by \(\tilde{Y} = S^{-1/2} Y T^{-1/2}\). We may write \(\tilde{Y} = \tilde{X} + G\), where \(\tilde{X} = S^{-1/2} X T^{-1/2}\) and \(G\) has iid \(\mathcal{N}(0, 1/n)\) entries. Next, we apply a denoiser to \(\tilde{Y}\) to estimate \(\tilde{X}\); we denote this by \(\psi(\tilde{Y})\), for \(\psi\) tailored to removing white noise. Finally, we *unwhiten* \(\psi(\tilde{Y})\) to obtain our final estimate \(\hat{X} = S^{1/2} \psi(\tilde{Y}) T^{1/2}\) of \(X\).

The Frobenius loss between \(\tilde{X}\) and \(X\) may be written as follows:

\[
\| \tilde{X} - X \|^2_F = \| S^{1/2} \psi(\tilde{Y}) T^{1/2} - S^{1/2} \tilde{X} T^{1/2} \|^2_F = \| S^{1/2} (\psi(\tilde{Y}) - \tilde{X}) T^{1/2} \|^2_F,
\]

which is a *weighted* loss between \(\psi(\tilde{Y})\) and \(\tilde{X}\), with weights \(S^{1/2}\) and \(T^{1/2}\). The denoiser \(\psi(\tilde{Y})\) should be chosen to minimize this weighted Frobenius loss. The procedure is summarized in Algorithm 4, where \(\psi\) is taken to be optimal spectral denoising.

**Algorithm 4** Matrix denoising with doubly-heteroscedastic noise

1: Input: \(\tilde{Y}\); positive-definite \(S, T\)
2: \(\tilde{Y} = S^{-1/2} Y T^{-1/2}\)
3: \(\psi(\tilde{Y})\) is output of Algorithm 1 with weights \(S^{1/2}\) and \(T^{1/2}\)
   AMSE is estimated mean squared error
4: \(\hat{X} = S^{1/2} \psi(\tilde{Y}) T^{1/2}\)

Remark 17. The procedure of whitening, denoising, and unwhitening has been employed in recent papers on the spiked model; see, for instance, \([42, 40, 16]\). In particular, \([40]\) shows several advantages of working with the whitened matrix when the noise is one-sided, such as improved estimation of the singular vectors of \(X\). By contrast, the paper \([24]\) shows that whitening is suboptimal in certain settings.

### 6.2.1 Estimating \(S\) and \(T\)

The signal/noise decomposition \(Y = X + N\) is obviously not well-defined unless the user possesses some additional knowledge about the noise matrix \(N = S^{1/2} G T^{1/2}\). While a detailed treatment of this problem is outside the scope of this paper, we observe that in the large \(p, n\) asymptotic limit, the matrices \(S = S_p\) and \(T = T_n\) may be replaced by estimators \(\hat{S} = \hat{S}_p\) and \(\hat{T} = \hat{T}_n\) consistent in operator norm; that is, almost surely

\[
\lim_{p \to \infty} \| S_p - \hat{S}_p \|_{op} = \lim_{n \to \infty} \| T_n - \hat{T}_n \|_{op} = 0.
\]

**Remark 18.** The matrices \(S\) and \(T\) may be replaced by, respectively, \(\theta S\) and \(T/\theta\) for any \(\theta > 0\). Without loss of generality, we may therefore assume that \(\text{tr}(T)/n = 1\).

The next result describes a simple method for estimating \(S\) and \(T\) consistently in operator norm when both are diagonal and the singular vectors of \(X\) are delocalized.

**Proposition 6.2.** Suppose \(\max_{1 < k \leq r} \| u_k \|_\infty \| v_k \|_\infty = o(n^{-1/2})\), \(S = \text{diag}(a_1, \ldots, a_p)\) and \(T = \text{diag}(b_1, \ldots, b_n)\). For \(1 \leq i \leq p\) and \(1 \leq j \leq n\), define the estimators

\[
\hat{a}_i = \sum_{j=1}^n Y_{ij}^2, \quad \hat{b}_j = \frac{\sum_{i=1}^p Y_{ij}^2}{\frac{1}{n} \sum_{i=1}^p \hat{a}_i},
\]

and let \(\hat{S} = \hat{S}_p = \text{diag}(\hat{a}_1, \ldots, \hat{a}_p)\) and \(\hat{T} = \hat{T}_n = \text{diag}(\hat{b}_1, \ldots, \hat{b}_p)\). Then \(\hat{S}\) and \(\hat{T}\) are consistent estimators of \(S\) and \(T\), respectively; that is, \((28)\) holds almost surely.
The proof of Proposition 6.2 may be found in Section I.

Remark 19. The values $\hat{a}_i$ in (29) are the sample standard deviations of the rows of $\sqrt{n}Y$. Normalizing $Y$ by $S^{1/2}$ is then an instance of standardization of the rows, a commonly used method in principal component analysis [30].

Remark 20. The estimates $\hat{a}_i$ and $\hat{b}_j$ capture the variation of both the noise and the signal. Proposition 6.2 states that if the signal is delocalized, then in the large $p$, large $n$ limit its contribution becomes negligible. However, for finite $p$ and $n$, $S$ and $T$ will still see the effects of the signal, and may not be good estimates of $S$ and $T$. The experiment in Section 7.3 compares the use of the true $S$ and $T$ to their estimates.

6.2.2 Whitening increases the SNR for generic signal matrices

We show that the whitening transformation increases a natural signal-to-noise ratio of the observed matrix.

Following result extends an analogous finding from [40]:

Note that from Jensen’s inequality, $\tau = \frac{1}{p} \text{tr}(S)$, which is the ratio of the squared operator norm of the component $t_k u_k v_k^T$ of $X$ and the squared operator norm of the noise.

Whitening turns $Y$ into $\tilde{Y} = \tilde{X} + G$, with $\tilde{X} = \sum_{k=1}^{r} t_k (S^{-1/2} u_k)(T^{-1/2} v_k)^T = \sum_{k=1}^{r} \tilde{t}_k \tilde{u}_k \tilde{v}_k^T$, where $\tilde{t}_k = t_k \|S^{-1/2} u_k\| \|T^{-1/2} v_k\|$, $\tilde{u}_k = S^{-1/2} u_k / \|S^{-1/2} u_k\|$, and $\tilde{v}_k = T^{-1/2} v_k / \|T^{-1/2} v_k\|$. The SNR after whitening is then:

$$\tilde{\text{SNR}}_k = \frac{\tilde{t}_k^2}{\|G\|_{\text{op}}^2},$$

Define

$$\tau = \left( \frac{1}{p} \text{tr}(S) \right) \left( \frac{1}{n} \text{tr}(V) \right) \left( \frac{1}{n} \text{tr}(T^{-1}) \right).$$

Note that from Jensen’s inequality, $\tau \geq 1$, and $\tau > 1$ if either $S$ or $T$ is not a multiple of the identity. The following result extends an analogous finding from [40]:

**Proposition 6.3.** Suppose $u_1, \ldots, u_r$ are generic and weighted orthogonal with respect to $S$, and $v_1, \ldots, v_r$ are generic and weighted orthogonal with respect to $T$. Then $\text{SNR}_k \geq \tau \text{SNR}_k$, $1 \leq k \leq r$, almost surely as $p, n \to \infty$. In particular, $\text{SNR}_k$ is larger than $\text{SNR}_{\text{R}}$, if either $S$ or $T$ is not a multiple of the identity.

In other words, the SNR increases after whitening the noise by at least a factor of $\tau$; energy is transferred from the noise component to the signal component. The proof of Proposition 6.3, which extends an analogous result in [40], is in Section J.

6.3 Matrices with missing/unobserved values

We consider the setting where $X$ is a low-rank target matrix we wish to recover and $G$ is a matrix of iid Gaussian $N(0,1)$ entries, but rather than observe $X + G$, we observe only some subset of the entries. The problem of estimating a matrix from a subset of its entries is known as matrix completion [48, 32, 25, 13, 14, 12, 13, 33, 31, 11, 16, 34, 44, 53].

In this section, we will adopt a heterogeneous, rank 1 sampling model, as in [14]. We suppose that the rows and columns are sampled independently, with row $i$ sampled with probability $q_i^*$, and column $j$ sampled with probability $q_j^*$; that is, entry $(i,j)$ of $X + G$ is sampled with probability $q_i^* q_j^*$. We observe the vector $y = F(X + G)$ of $M$ sampled entries, where $F : \mathbb{R}^{p \times n} \to \mathbb{R}^M$ is the subsampling operator.

Following the approach from [16], we consider the backprojected matrix $Y = F^*(y) \in \mathbb{R}^{p \times n}$, in which the unobserved entries are replaced by 0’s. We write $Y = F^*(F(X)) + F^*(F(G))$. We show that asymptotically, $F^*(F(X))$ behaves like the matrix $PXQ$. More precisely, we have the following result:
Proposition 6.4. Suppose \( \max_{1 \leq k \leq r} \| u_k \|_\infty \| v_k \|_\infty = o(n^{-1/2}) \). Then in the limit \( p/n \to \gamma \), \( \| F^* (F(X)) - PXQ \|_{op} \to 0 \) almost surely.

The proof of Proposition 6.4 may be found in Section K. It is a straightforward generalization of the analogous one-sided result in [16].

Let \( N = F^* (F(G)) \). Writing \( N = (N_{ij}) \), we have \( N_{ij} = \delta_{ij} G_{ij} \), where \( \delta_{ij} \) is 1 if entry \((i,j)\) is sampled, and 0 otherwise. Then \( N_{ij} \) has variance \( q_i^t q_j \). Consequently, we can whiten the noise by applying \( P^{-1/2} \) and \( Q^{-1/2} \); Proposition 6.3 suggests this will improve estimation of the matrix. To that end, we define
\[
\tilde{Y} = P^{-1/2} Y Q^{-1/2} = \tilde{X} + \tilde{G},
\]
where \( \tilde{X} = P^{-1/2} F^* (F(X)) Q^{-1/2} \), and \( \tilde{G} = P^{-1/2} N Q^{-1/2} \). Then \( \tilde{G} \) is a random matrix where each entry has mean zero and variance 1.

From Proposition 6.4, asymptotically the matrix \( \tilde{X} \) behaves like \( P^{1/2} X Q^{1/2} \), and so denoising \( \tilde{Y} \) estimates \( \psi(\tilde{Y}) \) of \( P^{1/2} X Q^{1/2} \). To estimate \( X \) we should perform denoising to \( \tilde{Y} \) with respect to the weighted loss function \( L(\tilde{X}, X) = \| P^{-1/2} (\tilde{X} - X) Q^{-1/2} \|_F^2 \), with weight matrices \( P^{-1/2} \) and \( Q^{-1/2} \). We then apply \( P^{-1/2} \) and \( Q^{-1/2} \) to the resulting matrix, to obtain an estimator of \( X \) itself. The method is summarized in Algorithm 5, where \( \psi \) is the optimal spectral denoiser.

**Algorithm 5** Matrix denoising with missing data

1: Input: Samples \( y \); sampling operator \( F \); sampling matrices \( P, Q \)
2: Normalize, backproject observations \( \tilde{Y} = P^{-1/2} F^* (y) Q^{-1/2} \)
3: \( \psi(\tilde{Y}) \) is output of Algorithm 1 with matrix \( \tilde{Y} \), weights \( P^{-1/2} \) and \( Q^{-1/2} \)
4: \( \hat{X} = P^{-1/2} \psi(\tilde{Y}) Q^{-1/2} \)

Figure 3: Localized denoising versus singular value shrinkage for the checkerboard matrix, shown in Figure 4; see Section 7.1 for simulation details. The x-axis is parametrized by the fraction of signal energy contained in the light squares. Localized denoising outperforms shrinkage when the fraction is large enough that the rank 2 block structure is detectable.

### 7 Numerical results

In this section, we report on numerical simulations demonstrating the performance of the algorithms from this paper.
Figure 4: Localized denoising versus singular value shrinkage; see Section 7.1 for simulation details. Upper left: the rank 2 signal matrix; the fraction of signal energy in the light squares is \( f = 0.7 \). Upper right: the observed noisy matrix. Lower left: the matrix denoised by optimal singular value shrinkage [20, 51]. Lower right: the matrix denoised by localized denoising (Algorithm 2). The relative error of singular value shrinkage is approximately \( 1.92 \times 10^{-1} \), whereas the relative error of localized denoising is approximately \( 1.40 \times 10^{-1} \).

7.1 Localized denoising

We evaluate the performance of localized denoising (Algorithm 2). We generate a “checkerboard” signal matrix \( X \) of size \( p \)-by-\( n \), \( p = n = 800 \), shown in the top left panel of Figure 4. Each light square has the same value, as does each dark square. For a specified number \( f \in [1/2, 1] \), the total energy of the light squares is \( f \times 100\% \) of the total energy of \( X \). The Frobenius norm of \( X \) is normalized to be 1. Whenever \( f > 1/2, X \) is rank 2; when \( f = 1/2, X \) has constant value and is rank 1. We add a matrix \( G \) of Gaussian noise, whose entries have standard deviation \( 1/(10\sqrt{n}) \).

We estimate \( X \) from \( Y \) using two methods: singular value shrinkage [20, 51] and localized denoising. Localized denoising is applied with row projection matrices \( \Omega_i, i = 1, 2, 3, 4 \), that project onto equispaced blocks of rows, and column projection matrices \( \Pi_i, i = 1, 2, 3, 4 \), that project onto equispaced blocks of columns. For each \( f \), the experiment is repeated 50 times; the log2 mean errors are plotted in Figure 3.

As \( f \) increases, localized denoising outperforms singular value shrinkage more dramatically. This is because localized denoising uses a priori knowledge of \( X \)’s block structure, which becomes more pronounced as \( f \) grows. Figure 4 shows an example of images of the true matrix \( X \), the noisy matrix \( Y \), and the two denoised matrices, when \( f = 0.7 \). In this example, the relative error \( \| \hat{X}_{\text{loc}} - X \|_F / \| X \|_F \) of localized denoising is approximately \( 1.40 \times 10^{-1} \), whereas the shrinkage error is \( 1.92 \times 10^{-1} \).

Remark 21. The error curves in Figure 3 both appear nearly identical when \( f \lesssim 0.6 \), after which localized denoising begins to outperform singular value shrinkage. This is because for small values of \( f \) the smallest singular value of \( X \) is not detectable, and so both methods treat the matrix as a constant, rank 1 matrix. Though not apparent from the plot, when \( f \lesssim 0.55 \) the performance of singular value shrinkage is slightly better than localized denoising, due to finite sample fluctuations (see Remark 14). For example, when \( f = 0.51 \), the mean relative error of localized denoising is approximately \( 1.4118 \times 10^{-1} \), while that of shrinkage is approximately \( 1.4112 \times 10^{-1} \).
Figure 5: Submatrix denoising; see Section 7.2 for simulation details. The left and right singular vectors of $X$ each contain $\sqrt{f} \times 100\%$ of their energy in the submatrix coordinates, and the $x$-axis is parametrized by the fraction of energy $f = \|X_0\|_F^2/\|X\|_F^2$ in the submatrix $X_0$. The $\log_2$ relative error of singular value shrinkage on the submatrix plateaus to 0 when $f$ is small, since the signal in the submatrix alone is too weak to be detected. Singular value shrinkage on the submatrix outperforms spectral denoising (Algorithm 3) when $f$ is very large, but is otherwise inferior; this is the behavior expected from Proposition 6.1.

7.2 Submatrix denoising

We evaluate the performance of spectral denoising for estimating a submatrix $X_0$ contained within a larger matrix $X$ (Algorithm 3). We generate a rank 1 signal matrix $X$ of size $p$-by-$n$, $p = 500$, $n = 1000$, with singular values $\gamma^{1/4} + 1/2$, where $\gamma = 1/4$. For a specified $f \in (0, 1)$, the left singular vector $u = u_1$ of $X$ is piecewise constant on the two sets of coordinates $\{1, \ldots, p/2\}$ and $\{p/2 + 1, \ldots, p\}$; the values are such that the energy of $u$ on coordinates $\{1, \ldots, p/2\}$ is equal to $\sqrt{f}$. Similarly, the right singular vector $v = v_1$ of $X$ is piecewise constant on the two sets of coordinates $\{1, \ldots, n/2\}$ and $\{n/2 + 1, \ldots, n\}$, with values such that the energy of $v$ on $\{1, \ldots, n/2\}$ is also equal to $\sqrt{f}$. Denoting by $X_0$ the $p/2$-by-$n/2$ upper-left submatrix of $X$, $f = \|X_0\|_F^2/\|X\|_F^2$.

The noise matrix has Gaussian entries with variance $1/n$. We denoise the submatrix $X_0$ using Algorithm 3; optimal singular value shrinkage [20, 51] on $X_0$ alone (“submatrix shrinkage”); and optimal singular value shrinkage on $X$ followed by projection onto the rows and columns of $X_0$ (“global shrinkage”). For each $f$, the experiment is repeated for 50 draws. Figure 5 plots the $\log_2$ mean relative errors.

Optimal spectral denoising outperforms global shrinkage for all $f$, since singular value shrinkage is an instance of spectral denoising and hence will not do better than the optimal spectral denoiser. Optimal spectral denoising and global shrinkage perform nearly identically when $f \approx 1/4$, since in this regime the singular vectors of $X$ are constant, and hence generic with respect to the weight matrices.

For small $f$, the relative error of global shrinkage exceeds 1, since the submatrix’s energy is very small compared to the rest of the matrix. By contrast, optimal spectral denoising with weights $\Omega$ and $\Pi$ highlights the rows and columns in $X_0$.

Optimal spectral denoising outperforms submatrix shrinkage except when $f$ is close to 1. This is consistent with Proposition 6.1, which states that unless the energy of $X$’s singular vectors are highly concentrated in the rows and columns of $X_0$, optimal spectral denoising will outperform singular value shrinkage on the submatrix.

Finally, optimal singular value shrinkage on the submatrix has relative error 1 when $f$ is small. This is because singular value shrinkage on the submatrix only computes the SVD of $Y_0$, not $Y$; when the energy in the submatrix $X_0$ is too weak (i.e. $f$ is too small), no signal will be detected in the submatrix $Y_0$ alone. By contrast, the singular values of the full matrix $Y$ always reveal the presence of signal.
Figure 6: Denoising a matrix with doubly-heteroscedastic noise; see Section 7.3 for simulation details. The x-axis is parameterized by \( \log_2 \) of the condition number \( \kappa \) of \( S \) and \( T \). Proposition 6.3 suggests that noise whitening will enhance performance, and increasingly so as the condition number \( \kappa \) grows, as is the case comparing spectral denoising with oracle whitening (Algorithm 4) and OptShrink [43]. Interestingly, this appears to still hold even when \( S \) and \( T \) are estimated using the procedure from Proposition 6.2.

### 7.3 Doubly-heteroscedastic noise

We examine the performance of Algorithm 4. We generate a \( p \)-by-\( n \) signal matrix \( X \), with rank \( r = 5 \), with singular values \( t^* + 1/2 + k, \ k = 0, 1, 2, 3, 4 \), where \( t^* \) is the smallest singular detectable value of \( X \), evaluated using the method in [39]. Both the left and right singular vectors of \( X \) are random orthonormal vectors in \( \mathbb{R}^p \) and \( \mathbb{R}^n \), respectively.

For specified \( \kappa \geq 1 \), we generate row and column diagonal covariance matrices \( S \) and \( T \), each with eigenvalues linearly spaced between \( 1/\kappa \) and 1. The noise matrix is \( S^{1/2}GT^{1/2} \), where \( G \) has iid Gaussian entries with variance \( 1/n \). We apply three denoising schemes: Algorithm 4 with the true \( S \) and \( T \); Algorithm 4 with \( S \) and \( T \) estimated using the method described in Proposition 6.2; and OptShrink [43]. The experiment is repeated 50 times for each value of \( \kappa \).

Figure 6 shows the \( \log_2 \) mean relative errors of each method as a function of \( \log_2 (\kappa) \). For this model of \( S \) and \( T \), the condition number \( \kappa \) is an increasing function of the parameter \( \tau \) from Section 6.2.2. Consequently, Proposition 6.3 suggests that whitening will improve the matrix SNR, and that the improvement should increase as \( \kappa \) grows. This is precisely what Figure 6 demonstrates; optimal spectral denoising with whitening by \( S \) and \( T \) does indeed outperform OptShrink, and the performance gap grows with \( \kappa \). Using the estimated covariances, the performance is degraded but still outperforms OptShrink when \( \kappa \) is large.

### 7.4 Missing data

We test spectral denoising for missing data (Algorithm 5) by comparing it to nuclear-norm regularized least-squares [11], which estimates \( X \) by:

\[
\hat{X}^{\text{nuc}} = \arg\min_{\hat{X} \in \mathbb{R}^{p \times n}} \left\{ \frac{1}{2} \| \mathcal{F}(\hat{X}) - y \|^2 + \theta \| \hat{P}^{1/2} \hat{X} \hat{Q}^{1/2} \|_* \right\}.
\] (33)

Here, \( \| \cdot \|_* \) denotes the nuclear norm; \( \mathcal{F} : \mathbb{R}^{p \times n} \rightarrow \mathbb{R}^M \) is the projection operator onto the \( M \) observed samples; and \( \hat{P} \) and \( \hat{Q} \) are the diagonal matrices of sampling probabilities for rows and columns, respectively.

We weight the nuclear norm by the square root of the sampling probabilities, as suggested in [14]. Following [11], we choose the parameter \( \theta \) so that when \( y \) is pure noise, \( \hat{X}^{\text{nuc}} \) is set to zero. It follows from the KKT conditions [10] that this is equivalent to \( \theta = \| \hat{P}^{-1/2} \mathcal{F}^*(y) \hat{Q}^{-1/2} \|_* \), which is approximated by \( 1 + \sqrt{\gamma} \). We solve (33) using the algorithm in [26].
We generate a rank $r = 5$ signal matrix $X$ of size $p$-by-$n$, $p = 200$, $n = 400$, with singular values $\sqrt{\gamma} + 200k$, $k = 1, \ldots, 5$, $\gamma = 1/2$. Both the left and right singular vectors of $X$ are uniformly random. We add to $X$ a Gaussian noise matrix $G$, where each entry has variance $\sigma^2/n$ for a specified value of $\sigma$. $X + G$ is then subsampled with row and column sampling probabilities each equispaced between 0.3 and 0.7. For each value of $\sigma$, the experiment is repeated 50 times. Figure 7 displays the log$_2$ mean relative errors. When $\sigma$ is large, spectral denoising is superior, whereas in the small $\sigma$ regime nuclear-norm regularized least-squares is better.

### 7.5 Non-Gaussian noise

The optimal spectral denoiser requires estimation of the weighted inner product matrices $D$, $\tilde{D}$, $C^\omega$ and $\tilde{C}^\omega$. The formulas for the entries of these matrices provided by Theorem 3.2 assumes that the noise matrix $G$ is Gaussian. However, it is of interest whether the same formulas may be applied to non-Gaussian noise. To partially address this question, we compare the finite sample accuracy of the formulas in Theorem 3.2 for different noise distributions.

For each $n$, we generate $Y = X + G$ of size $p$-by-$n$, where $p = 2n$. The signal has rank $r = 2$, with singular values $\sqrt{\gamma}/4 + 2$ and $\sqrt{\gamma}/4 + 3$: $u_1$ is uniformly equal to $1/\sqrt{p}$, and $u_2$ is $1/\sqrt{p}$ on entries $1, \ldots, p/2$, and $-1/\sqrt{p}$ on entries $p/2 + 1, \ldots, p$. $v_1$ and $v_2$ are generated similarly, with $n$ in place of $p$. The noise matrix has iid entries of variance $1/n$, drawn from a specified distribution: Gaussian, Rademacher, $t_{10}$ or $t_3$, where the $t$ distributions are normalized to have variance $1/n$.

The $p$-by-$p$ weight matrix $\Omega$ is diagonal with diagonal entries $1, \ldots, 3p/4$ equal to 1, and the remaining entries 0. We evaluate the true matrix $E$ and use formulas (16) and (18) to predict $D$ and $C^\omega$. For each draw, we compute the actual inner product matrices $\hat{D}$ and $\tilde{C}^\omega$ using the left singular vectors $\hat{u}_1$ and $\tilde{u}_2$ of $Y$. Due to the ambiguity in signs, we make all entries of the matrices positive. We then compute the relative errors $\|\hat{D} - D\|_F/\|D\|_F$ and $\|C^\omega - \tilde{C}^\omega\|_F/\|C^\omega\|_F$.

For each noise type and each value of $n = 500k$, $k = 1, 2, 4, 8, 16$, the experiment is repeated 1000 times. The average and maximum relative errors are recorded in Table 2 for $C^\omega$, and in Table 3 for $D$. Both the average and maximum errors for Gaussian noise very nearly match those for the Rademacher and $t_{10}$ distributions. However, the errors for the heavier tailed $t_3$ distribution are much larger, indicating that the theory breaks down for this noise model. The errors for the Gaussian, Rademacher, and $t_{10}$ distributions appear to decay approximately like $O(n^{-1/2})$: this is the rate we expect from [6] and Theorem 2.19 in [8]. The errors for the $t_3$ distribution do not exhibit such decay with increasing $n$, indicating that the model...
| n     | Gaussian | Rademacher | t, df=10 | t, df=3 |
|-------|----------|------------|----------|--------|
| 500   | 2.956e-02| 3.057e-02  | 2.928e-02| 3.284e-01|
| 1000  | 2.050e-02| 2.127e-02  | 2.042e-02| 4.208e-01|
| 2000  | 1.459e-02| 1.514e-02  | 1.466e-02| 5.280e-01|
| 4000  | 1.033e-02| 1.019e-02  | 1.030e-02| 6.535e-01|
| 8000  | 7.459e-03| 7.693e-03  | 7.495e-03| 7.640e-01|

| n     | Gaussian | Rademacher | t, df=10 | t, df=3 |
|-------|----------|------------|----------|--------|
| 500   | 1.117e-01| 1.126e-01  | 1.241e-01| 9.702e-01|
| 1000  | 7.895e-02| 8.411e-02  | 7.878e-02| 9.837e-01|
| 2000  | 6.520e-02| 5.106e-02  | 6.907e-02| 9.953e-01|
| 4000  | 4.490e-02| 4.056e-02  | 4.638e-02| 9.950e-01|
| 8000  | 3.035e-02| 3.172e-02  | 3.174e-02| 9.951e-01|

Table 2: Average and maximum relative errors $\|\hat{C}\omega - C\omega\|_F/\|C\omega\|_F$; see Section 7.5 for simulation details. For Gaussian, Rademacher, and $t_{10}$ distributions, the average errors decay approximately like $O(n^{-1/2})$. The errors for the $t_3$ distribution do not decay, indicating poor model fit.

| n     | Gaussian | Rademacher | t, df=10 | t, df=3 |
|-------|----------|------------|----------|--------|
| 500   | 1.991e-02| 2.039e-02  | 1.975e-02| 1.757e-01|
| 1000  | 1.414e-02| 1.437e-02  | 1.412e-02| 2.219e-01|
| 2000  | 9.917e-03| 1.015e-02  | 1.001e-02| 2.788e-01|
| 4000  | 7.027e-03| 6.875e-03  | 7.005e-03| 3.455e-01|
| 8000  | 5.040e-03| 5.224e-03  | 5.087e-03| 4.141e-01|

| n     | Gaussian | Rademacher | t, df=10 | t, df=3 |
|-------|----------|------------|----------|--------|
| 500   | 6.954e-02| 7.491e-02  | 7.354e-02| 9.663e-01|
| 1000  | 5.044e-02| 4.533e-02  | 5.050e-02| 9.238e-01|
| 2000  | 3.772e-02| 3.578e-02  | 4.101e-02| 9.529e-01|
| 4000  | 2.468e-02| 2.564e-02  | 2.712e-02| 9.741e-01|
| 8000  | 1.584e-02| 1.836e-02  | 1.668e-02| 9.779e-01|

Table 3: Average and maximum relative errors $\|\hat{D} - D\|_F/\|D\|_F$; see Section 7.5 for simulation details. For Gaussian, Rademacher, and $t_{10}$ distributions, the average errors decay approximately like $O(n^{-1/2})$. The errors for the $t_3$ distribution do not decay, indicating poor model fit.
| Noise type | Oracle  | K-N  | Naive |
|------------|---------|------|-------|
| Gaussian   | 4.010e-01 | 4.010e-01 | 4.012e-01 |
| Rademacher | 4.012e-01 | 4.012e-01 | 4.013e-01 |
| t, df=10   | 4.022e-01 | 4.022e-01 | 4.024e-01 |
| t, df=5    | 4.047e-01 | 4.086e-01 | 4.099e-01 |
| t, df=4    | 4.337e-01 | 4.484e-01 | 4.539e-01 |
| t, df=3    | 6.606e-01 | 7.459e-01 | 7.611e-01 |
| t, df=2.5  | 1.026e+00 | 1.287e+00 | 1.300e+00 |

| Noise type | Oracle  | K-N  | Naive |
|------------|---------|------|-------|
| Gaussian   | 4.420e-01 | 4.420e-01 | 4.421e-01 |
| Rademacher | 4.459e-01 | 4.459e-01 | 4.459e-01 |
| t, df=10   | 4.349e-01 | 4.349e-01 | 4.349e-01 |
| t, df=5    | 1.280e+00 | 1.262e+00 | 1.262e+00 |
| t, df=4    | 2.149e+00 | 2.113e+00 | 2.113e+00 |
| t, df=3    | 4.922e+00 | 4.940e+00 | 4.943e+00 |
| t, df=2.5  | 6.693e+00 | 6.703e+00 | 6.706e+00 |

Table 4: Average and maximum relative errors of estimation; see Section 7.6 for simulation details. The naive rank estimate $\hat{r}_{\text{naive}}$ from (34) tends to overestimate the true rank $r=2$, whereas the estimate $\hat{r}_{KN}$ of Kritchman and Nadler [36] is more accurate. However, the difference between the errors in the resulting estimates of $X$ is not large. Both methods perform poorly for heavy tailed distributions.

| Noise type | Oracle  | K-N  | Naive |
|------------|---------|------|-------|
| Gaussian   | 2.000e+00 | 2.000e+00 | 2.084e+00 |
| Rademacher | 2.000e+00 | 2.000e+00 | 2.037e+00 |
| t, df=10   | 2.000e+00 | 2.000e+00 | 2.094e+00 |
| t, df=5    | 2.000e+00 | 2.128e+00 | 2.443e+00 |
| t, df=4    | 2.000e+00 | 2.858e+00 | 3.577e+00 |
| t, df=3    | 2.000e+00 | 7.875e+00 | 8.967e+00 |
| t, df=2.5  | 2.000e+00 | 1.643e+01 | 1.716e+01 |

Table 5: Average and maximum rank estimates; see Section 7.6 for simulation details. The naive rank estimate $\hat{r}_{\text{naive}}$ from (34) tends to overestimate the true rank $r=2$, whereas the estimate $\hat{r}_{KN}$ of Kritchman and Nadler [36] is more accurate. However, the difference between the errors in the resulting estimates of $X$ is not large. Both methods perform poorly for heavy tailed distributions.
does not match.

7.6 Rank estimation

In this section, we explore estimation of the rank $r$ of $X$ from the observed matrix $Y$, a topic that has received considerable attention [36, 37, 17, 15, 46, 45]. The naive estimator $\hat{r}_{\text{naive}}$ is defined by

$$\hat{r}_{\text{naive}} = \#\{k : \lambda_k > 1 + \gamma\};$$

(34)

this simply counts the number of $Y$’s singular values exceeding $1 + \sqrt{\gamma}$, the asymptotically largest singular value of the noise matrix $G$. It is known that $\hat{r}_{\text{naive}}$ may overestimate the rank; see, e.g., [28]. The rank estimator of Kritchman and Nadler from [36], denoted by $\hat{r}_{\text{KN}}$, is designed to prevent attributing noisy singular values to signal. We compare the performance of $\hat{r}_{\text{naive}}$ and $\hat{r}_{\text{KN}}$ for different noise distributions in terms of the accuracy of estimating $r$ and the effect on the denoising error.

For $p = 300$ and $n = 600$, we generate a $p$-by-$n$ signal matrix $X$ with rank $r = 2$ and singular values $\gamma^{1/4} + 1$ and $\gamma^{1/4} + 2$. The left singular vector $u_1$ is uniformly equal to $1/\sqrt{p}$, and $u_2$ is $1/\sqrt{p}$ on entries $1, \ldots, p/2$, and $-1/\sqrt{p}$ on entries $p/2 + 1, \ldots, p$. The right singular vectors $v_1$ and $v_2$ are generated the same way, with $n$ in place of $p$. The noise matrix $G$ had iid entries of variance $1/n$, drawn from one a specified distribution, namely: Gaussian, Rademacher, or the t distributions with 10, 5, 4, 3 and 2.5 degrees of freedom, where the t distributions are normalized to have variance $1/n$. The $p$-by-$p$ weight matrix $\Omega$ is diagonal with diagonal entries linearly spaced between $1/p$ and 1. The $n$-by-$n$ weight matrix $\Omega$ is also diagonal, with diagonal entries linearly spaced between $1/p$ and $1/\gamma$. In each run, we apply Algorithm 1 with the oracle $r = 2$, the naive $\hat{r}_{\text{naive}}$ from (34), and $\hat{r}_{\text{KN}}$ from [36], with 0.1 confidence level\(^1\). For each noise distribution, the experiment is repeated 1000 times. In Tables 4 and 5 we record the relative errors $\|\Omega(\hat{X} - X)\|_F^2/\|\Omega X\|_F^2$ and the estimated ranks.

For the Gaussian, Rademacher, and $t_{10}$ distributions, the Kritchman-Nadler estimate $\hat{r}_{\text{KN}}$ is typically closer to the true rank, $r = 2$, than is the naive estimate $\hat{r}_{\text{naive}}$. However, the average and maximum errors are close regardless of the rank estimator used, since even when $\hat{r}_{\text{naive}} = 3$, the third singular value of $Y$ is so close to the detection edge $1 + \sqrt{\gamma}$ that the estimates of the cosines $c_3$ and $\tilde{c}_3$ are nearly 0. With the $t_{5}$ distribution, both $\hat{r}_{\text{naive}}$ and $\hat{r}_{\text{KN}}$ are more likely to overestimate the true rank. While the average errors are close to those for the Gaussian, Rademacher, and $t_{10}$ distributions, the maximum errors are much larger, indicating that while this noise distribution’s “typical” behavior may be close to the thinner tailed ones, a small number of extreme draws of $G$ can result in very poor performance. For the t distributions with 4, 3, and 2.5 degrees of freedom, both $\hat{r}_{\text{naive}}$ and $\hat{r}_{\text{KN}}$ drastically overestimate the rank, and the resulting relative errors are enormous.

8 Conclusion

This paper has introduced a family of spectral denoisers for low-rank matrix estimation, which generalizes singular value shrinkage. We have derived optimal spectral denoisers for weighted loss functions, and discussed applications. By judiciously combining these denoisers for different weights we contructed the method of localized denoising, which outperforms singular value shrinkage under heterogeneity. While this paper has focused on theoretical and algorithmic development, in future work we plan to apply the methods to problems where related but suboptimal methods have previously been employed. This includes the problems of denoising and deconvolution of images from cryoelectron microscopy [9]; 3-D reconstruction of heterogeneous molecules from noisy images [1]; and denoising XFEL images [42, 59].
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\(^1\)The code for computing $\hat{r}_{\text{KN}}$ was taken from Boaz Nadler’s website: www.wisdom.weizmann.ac.il/~nadler/Rank_Estimation/rank_estimation.html
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A Proof of Theorem 3.2

The proof of Theorem 3.2 is similar to the analysis found in [40], in that it rests on the same decomposition of the empirical singular vectors $\hat{u}_j$ and $\hat{v}_j$ into the signal and residual components. If $a$ and $b$ are vectors of the same dimension, we will write $a \sim b$ as a short-hand for $\|a - b\| \to 0$ almost surely as $p, n \to \infty$. The statements are symmetric in the left and right singular vectors, so for compactness we will only prove them for the left ones. The proofs for the other side are identical.

Because the noise matrix $G$ has an isotropic distribution, we can write:

$$\hat{u}_j \sim c_j u_j + s_j \tilde{u}_j,$$ (35)

where $\tilde{u}_j$ is a unit vector that is uniformly random over the sphere in the subspace orthogonal to $u_1, \ldots, u_r$ (see [47]). Because $\tilde{u}_j$ is uniformly random, it is asymptotically orthogonal to any independent unit vector $w$; that is,

$$\tilde{u}_j^T w \sim 0.$$ (36)

Furthermore, $\tilde{u}_j$ satisfies the normalized trace formula, namely if $A$ is any matrix with bounded operator norm, then

$$\tilde{u}_j^T A \tilde{u}_j \sim \frac{1}{p} \text{tr}(A).$$ (37)

We refer the reader to [7, 21, 57, 49] for details. We will use (36) and (37) repeatedly. Furthermore, when $j \neq k$ it follows from Lemma A.2 in [40] that

$$\tilde{u}_j^T A \tilde{u}_k \sim 0.$$ (38)

Applying $\Omega$ to each side of (35), we have:

$$\Omega \hat{u}_j \sim c_j \Omega u_j + s_j \Omega \tilde{u}_j.$$ (39)

The proofs of the identities in Theorem 3.2 now follow by manipulating the asymptotic equation (39) appropriately, in conjunction with (36), (37) and (38).

We first show the formulas for $c_{\omega}^{jk}$. We take inner products of each side of (39) with $\Omega u_k$:

$$c_{\omega}^{jk} \sim \langle \Omega \hat{u}_j, \Omega u_k \rangle \sim c_j \langle \Omega u_j, \Omega u_k \rangle + s_j \langle \Omega \tilde{u}_j, \Omega u_k \rangle \sim c_j \langle \Omega u_j, \Omega u_k \rangle \sim c_j \alpha_{jk},$$ (40)

where we have used (36).

To derive the formula for $d_j$, we take the squared norm of each side of (39):

$$d_j \sim \|\Omega \hat{u}_j\|^2 \sim c_j^2 \|\Omega u_j\|^2 + s_j^2 \|\Omega \tilde{u}_j\|^2 \sim c_j^2 \alpha_j + s_j^2 \mu.$$ (41)

The first asymptotic equivalence follows from (36), and the second from (37).

Finally, we derive the formula for $d_{jk}$, $j \neq k$. From (39), we have

$$\langle \Omega u_j, \Omega u_k \rangle \sim c_j c_k \langle \Omega u_j, \Omega u_k \rangle + s_j s_k \langle \Omega \tilde{u}_j, \Omega u_k \rangle + s_j c_k \langle \Omega \tilde{u}_j, \Omega \tilde{u}_k \rangle + c_j s_k \langle \Omega u_j, \Omega \tilde{u}_k \rangle.$$ (42)

From (36) and (38), the terms involving $\tilde{u}_j$ and $\tilde{u}_k$ vanish, and we are left with

$$d_{jk} \sim \langle \Omega \hat{u}_j, \Omega \hat{u}_k \rangle \sim c_j c_k \langle \Omega u_j, \Omega u_k \rangle \sim c_j c_k e_{jk}.$$ (43)

This completes the proof of Theorem 3.2.
B Proof of Theorem 4.1

The target matrix $X$ may be written

$$X = \sum_{k=1}^{r} t_k u_k v_k^T = U \text{diag}(t) V^T,$$  \hfill (44)

and our estimate $\hat{X}$ is of the form

$$\hat{X} = \hat{U} \hat{B} \hat{V}^T,$$  \hfill (45)

where $U = [u_1, \ldots, u_r]$, $V = [v_1, \ldots, v_r]$, $\hat{U} = [\hat{u}_1, \ldots, \hat{u}_r]$, $\hat{V} = [\hat{v}_1, \ldots, \hat{v}_r]$, and $t = (t_1, \ldots, t_r)^T$.

Define $W = \Omega U$, $Z = \Pi V$, $\hat{W} = \Omega \hat{U}$, and $\hat{Z} = \Pi \hat{V}$. We may then write the weighted loss as follows:

$$\mathcal{L}(\hat{X}, X) = \|\Omega(\hat{X} - X)\Omega^T\|_F^2 = \|\Omega \hat{X} \Omega^T - \Omega X \Omega^T\|_F^2 = \|\hat{W} \hat{B} \hat{Z}^T - W \text{diag}(t) Z^T\|_F^2,$$  \hfill (46)

which is the unweighted Frobenius loss between $\hat{W} \hat{B} \hat{Z}^T$ and $W \text{diag}(t) Z^T$. Continuing, we have:

$$\mathcal{L}(\hat{X}, X) = \|W \text{diag}(t) Z^T - \hat{W} \hat{B} \hat{Z}^T\|_F^2$$
$$= \|W \text{diag}(t) Z^T\|_F^2 + \|\hat{W} \hat{B} \hat{Z}^T\|_F^2 - 2\langle W \text{diag}(t) Z^T, \hat{W} \hat{B} \hat{Z}^T\rangle_F$$
$$= \langle W^T W \text{diag}(t) Z^T, \text{diag}(t) \rangle_F + \langle W^T \hat{W} \hat{B} \hat{Z}^T \hat{Z}, \hat{B} \rangle_F - 2\langle W^T W \text{diag}(t) Z^T \hat{Z}, \hat{B} \rangle_F$$
$$\sim \langle \text{diag}(t) E, \text{diag}(t) \rangle_F + \langle D \hat{B} \hat{D}, \hat{B} \rangle_F - 2\langle \text{diag}(t) C \hat{D}, \hat{B} \rangle_F.$$

Defining the operator $T$ by $T(\hat{B}) = D \hat{B} \hat{D}$, the pseudoinverse of $T$ is given by $T^+(B) = D^+ B \hat{D}^+$. Consequently, the choice of $\hat{B}$ that minimizes $\mathcal{L}(\hat{X}, X)$ is given by:

$$\hat{B} = D^+ C \text{diag}(t) \hat{C} \hat{D}^+. $$  \hfill (48)

The error may then be evaluated by substituting this expression for $\hat{B}$ into (47), completing the proof.

C Proof of Theorem 4.2

Under weighted orthogonality, $e_{jk} = \hat{c}_{jk} = 0$ whenever $j \neq k$, and so $d_{jk} = \hat{d}_{jk} = c_{jk}^2 = \hat{c}_{jk}^2 = 0$ when $j \neq k$ as well. Consequently, the matrices $E$, $\hat{E}$, $D$, $\hat{D}$, $C$, and $\hat{C}$ are diagonal. The optimal $\hat{B}$ is given by:

$$\hat{B} = D^+ C \text{diag}(t) \hat{C} \hat{D}^+, $$  \hfill (49)

which is also diagonal, with diagonal entries

$$\hat{t}_k = \frac{t_k c_k \hat{c}_k^2}{d_k d_k} = \frac{t_k c_k \alpha_k \hat{c}_k \beta_k}{(c_k^2 \alpha_k + s_k^2 \mu)(c_k^2 \beta_k + s_k^2 \nu)} = \frac{t_k c_k \hat{c}_k}{(c_k^2 \alpha_k + s_k^2 \mu)(c_k^2 \beta_k + s_k^2 \nu)}, $$  \hfill (50)

which is the desired expression.

D Proof of Proposition 4.3

Suppose a coordinate has signal strength $t = t_k$ (we drop the subscript as we are only considering one component). We may assume without loss of generality (and by rescaling $\alpha$ and $\beta$) that $\mu = \nu = 1$. Consequently, the optimal singular value is equal to:

$$\hat{t} = t c \hat{c} \cdot \frac{\alpha}{c^2 \alpha + s^2} \cdot \frac{\beta}{c^2 \beta + s^2}, $$  \hfill (51)
By taking \( \alpha \) and \( \beta \) sufficiently large, this value can be made arbitrarily close to
\[
\frac{t}{c(t)} = \frac{t \sqrt{(1 + \gamma/t^2)(1 + 1/t^2)}}{1 - \gamma/t^4} = \frac{\lambda}{1 - \gamma/t^4} > \lambda.
\] (52)

That is, the optimal singular value \( \hat{t} \) will be greater than the observed singular value \( \lambda \) in this parameter regime.

On the other hand, if \( \beta \leq 1 = \nu \), we have:
\[
\hat{t} = \frac{1}{\lambda} t c(t) \cdot \frac{\alpha}{\alpha c^2 + s^2} \cdot \frac{\beta}{\beta c^2 + s^2} \cdot \frac{1}{\lambda} t \frac{\tilde{c}}{c(t)} = \frac{t}{(t^2 + 1)(t^2 + \gamma)} \sqrt{\frac{t^2 + \gamma}{t^2 + 1}} = \frac{t^2}{t^2 + 1} \leq 1,
\] (53)
which shows that \( \hat{t} \leq \lambda \). A nearly identical proof works if \( \alpha \leq \mu \). This completes the proof.

### E Proof of Proposition 4.4

Without loss of generality, we will assume \( \mu = \nu = 1 \). We consider the functions \( c(t) = \sqrt{(1 - \gamma/t^4)/(1 + \gamma/t^2)} \) and \( \tilde{c}(t) = \sqrt{(1 - \gamma/t^4)/(1 + 1/t^2)} \). Define the functions \( \varphi(t) \) and \( \psi(t) \) by
\[
\varphi(t) = \frac{\alpha c(t)}{\alpha c(t)^2 + 1 - c(t)^2}
\] (54)
and
\[
\psi(t) = \frac{\beta \tilde{c}(t)}{\beta \tilde{c}(t)^2 + 1 - \tilde{c}(t)^2}.
\] (55)

Then we may write the optimal singular value \( \hat{t} \) as a function \( f(t) \) as follows:
\[
f(t) = t \varphi(t) \psi(t).
\] (56)

Let us assume that \( \alpha \leq 1 \); the proof for \( \beta \leq 1 \) will be nearly identical. We wish to show that \( f'(t) \geq 0 \), for \( t > \gamma^{1/4} \). We have
\[
\frac{f'(t)}{f(t)} = \frac{\varphi'(t)}{\varphi(t)} + \frac{\psi'(t)}{\psi(t)} + \frac{1}{t},
\] (57)
and since \( f(t) > 0 \), we must show that the right side is positive. It is straightforward to verify that
\[
\varphi'(t) = \frac{\alpha^2 c(t)[1 - (\alpha - 1)c(t)\tilde{c}(t)]}{[1 + (\alpha - 1)c(t)^2\tilde{c}(t)]^2}
\] (58)
from which it follows that
\[
\frac{\varphi'(t)}{\varphi(t)} = \frac{c'(t)}{c(t)} \frac{1 - (\alpha - 1)c(t)^2}{1 + (\alpha - 1)c(t)^2} \geq \frac{c'(t)}{c(t)}.
\] (59)

Similarly, we can show
\[
\frac{\psi'(t)}{\psi(t)} = \frac{\tilde{c}'(t)}{\tilde{c}(t)} \frac{1 - (\beta - 1)\tilde{c}(t)^2}{1 + (\beta - 1)\tilde{c}(t)^2} \geq -\frac{\tilde{c}'(t)}{\tilde{c}(t)}.
\] (60)

Consequently, it is enough to show
\[
\frac{c'(t)}{c(t)} - \frac{\tilde{c}'(t)}{\tilde{c}(t)} + \frac{1}{t} \geq 0.
\] (61)
Direction computation shows
\[
\frac{c'(t)}{c(t)} = \frac{\gamma t^4 + 2t^2 + \gamma}{t(t^2 + \gamma)(t^4 - \gamma)}
\]
and
\[
\frac{\gamma t^4 + 2t^2 + \gamma}{t(t^2 + 1)(t^4 - \gamma)}.
\]
Substituting (62) and (63) into the left side of (61) and multiplying by \(t(t^2 + \gamma)(t^2 + 1)\), we get:
\[
t(t^2 + \gamma)(t^2 + 1) \left( \frac{c'(t)}{c(t)} - \frac{\gamma t^4 + 2t^2 + \gamma}{t(t^2 + \gamma)(t^4 - \gamma)} + \frac{1}{t} \right)
= t(t^2 + \gamma)(t^2 + 1) \left( \frac{\gamma t^4 + 2t^2 + \gamma}{t(t^2 + \gamma)(t^4 - \gamma)} - \frac{t^4 + 2t^2 + \gamma}{t(t^2 + 1)(t^4 - \gamma)} + \frac{1}{t} \right)
= t^4 + 2t^2 + \gamma > 0,
\]
which is the desired result.

### F Proof of Theorem 5.1

We denote by \(\hat{t}^{shr}_1, \ldots, \hat{t}^{shr}_r\) the singular values of \(\hat{X}^{shr}\), and \(\hat{t}^{shr} = (\hat{t}^{shr}_1, \ldots, \hat{t}^{shr}_r)^T\). We may then write
\[
\hat{X}^{shr} = \hat{U} \text{diag}(\hat{t}^{shr}) \hat{V}^T.
\]
This is a spectral denoiser (in the set \(S\), and hence its weighted loss with weights \(\Omega_i\) and \(\Pi_j\) cannot be less than that of the optimal spectral denoiser \(\hat{X}^{loc}_{(i,j)}\). That is,
\[
\|\Omega_i(\hat{X}^{loc}_{(i,j)} - X)^T\|^2_F \leq \|\Omega_i(\hat{X}^{shr} - X)^T\|^2_F
\]
Because the \(\Omega_i\) and \(\Pi_j\) are pairwise orthogonal projections which sum to the identity, the total Frobenius loss can be decomposed:
\[
\|\hat{X}^{loc} - X\|^2_F = \sum_{i=1}^{I} \sum_{j=1}^{J} \|\Omega_i(\hat{X}^{loc} - X)^T\|^2_F = \sum_{i=1}^{I} \sum_{j=1}^{J} \|\Omega_i(\hat{X}^{loc} - X)^T\|^2_F
\]
\[
\leq \sum_{i=1}^{I} \sum_{j=1}^{J} \|\Omega_i(\hat{X}^{shr} - X)^T\|^2_F = \|\hat{X}^{shr} - X\|^2_F,
\]
which is the desired inequality.

### G Proof of Theorem 5.2

For \(1 \leq k \leq r\), \(1 \leq i \leq I\), and \(1 \leq j \leq J\), let \(\alpha_k^{(i)} = \|\Omega_i u_k\|^2\), \(\mu^{(i)} = \text{tr}(\Omega_i)/p\), \(\beta_k^{(j)} = \|\Pi_j v_k\|^2\), and \(\nu^{(j)} = \text{tr}(\Pi_j)/n\). Then
\[
\sum_{i=1}^{I} \alpha_k^{(i)} = \sum_{i=1}^{I} \mu^{(i)} = \sum_{j=1}^{J} \beta_k^{(j)} = \sum_{j=1}^{J} \nu^{(j)} = 1.
\]
Let \(\hat{X}^{dd}_{(i,j)}\) be the optimal diagonal denoiser with weights \(\Omega_i\) and \(\Pi_j\). Because of the weighted orthogonality condition, Theorem 4.2 states that the AMSE for \(\hat{X}^{dd}_{(i,j)}\) is
\[
\|\Omega_i(\hat{X}^{dd}_{(i,j)} - X)^T\|^2_F = \sum_{k=1}^{r} \frac{\alpha_k^{(i)} \beta_k^{(j)}}{\beta_k^{(j)} + \nu^{(j)}} \left( 1 - \frac{\alpha_k^{(i)}}{\beta_k^{(j)} + \nu^{(j)}} \right).
\]
Since $\tilde{X}_r^{(i,j)}$ minimizes the weighted error with weights $\Omega_i$ and $\Pi_j$, we have:
\[
\|\tilde{X}_r^{(i,j)} - X\|_F^2 = \sum_{i=1}^{I} \sum_{j=1}^{J} \|\Omega_i(\tilde{X}_r^{(i,j)} - X)\Pi_j^T\|_F^2 = \sum_{i=1}^{I} \sum_{j=1}^{J} \|\Omega_i(\tilde{X}_r^{(i,j)} - X)\Pi_j^T\|_F^2
\]
\[
\leq \sum_{i=1}^{I} \sum_{j=1}^{J} \|\Omega_i(\tilde{X}_r^{dd}) - X\Pi_j^T\|_F^2
\]
\[
= \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{r} c_k^2 \alpha_k^{(i)} \beta_k^{(j)} \left(1 - c_k^2 c_k^2 \frac{\alpha_k^{(i)}}{c_k^2 \alpha_k^{(i)} + s_k^2 \mu^{(i)}} \cdot \frac{\beta_k^{(j)}}{c_k^2 \beta_k^{(j)} + s_k^2 \nu^{(j)}} \right).
\]
\[
= \sum_{k=1}^{r} \left(1 - c_k^2 c_k^2 \sum_{i=1}^{I} \sum_{j=1}^{J} \frac{\alpha_k^{(i)^2}}{c_k^2 \alpha_k^{(i)} + s_k^2 \mu^{(i)}} \cdot \frac{\beta_k^{(j)^2}}{c_k^2 \beta_k^{(j)} + s_k^2 \nu^{(j)}} \right). \tag{70}
\]

On the other hand, the error obtained by $\tilde{X}^{shr}$ is equal to
\[
\|\tilde{X}_r^{shr} - X\|_F^2 = \sum_{k=1}^{r} c_k^2 (1 - c_k^2 c_k^2). \tag{71}
\]
Comparing (70) and (71), the result will follow if we can show that for each $1 \leq k \leq r$,
\[
\sum_{i=1}^{I} \sum_{j=1}^{J} \frac{\alpha_k^{(i)^2}}{c_k^2 \alpha_k^{(i)} + s_k^2 \mu^{(i)}} \cdot \frac{\beta_k^{(j)^2}}{c_k^2 \beta_k^{(j)} + s_k^2 \nu^{(j)}} \geq 1, \tag{72}
\]
where the inequality is strict so long as one of $\mathbf{u}_k$ or $\mathbf{v}_k$ is not generic with respect to some $\Omega_i$ or $\Pi_j$; or equivalently, either $\alpha_k^{(i)} \neq \mu^{(i)}$ for some $i$, or $\beta_k^{(j)} \neq \nu^{(j)}$ for some $j$. Because
\[
\frac{\sum_{i=1}^{I} \sum_{j=1}^{J} \alpha_k^{(i)^2}}{c_k^2 \alpha_k^{(i)} + s_k^2 \mu^{(i)}} \cdot \frac{\sum_{i=1}^{I} \sum_{j=1}^{J} \beta_k^{(j)^2}}{c_k^2 \beta_k^{(j)} + s_k^2 \nu^{(j)}} = \frac{\sum_{i=1}^{I} \sum_{j=1}^{J} \alpha_k^{(i)^2}}{c_k^2 \alpha_k^{(i)} + s_k^2 \mu^{(i)}} \cdot \frac{\sum_{j=1}^{J} \beta_k^{(j)^2}}{c_k^2 \beta_k^{(j)} + s_k^2 \nu^{(j)}} \tag{73}
\]
it is enough to show that
\[
\sum_{i=1}^{I} \frac{\alpha_k^{(i)^2}}{c_k^2 \alpha_k^{(i)} + s_k^2 \mu^{(i)}} \geq 1, \tag{74}
\]
with the inequality being strict so long as $\alpha_k^{(i)} \neq \mu^{(i)}$ for some $i$.

For each $1 \leq i \leq I$, let $r_i = \alpha_k^{(i)}/\mu^{(i)}$. Then
\[
\sum_{i=1}^{I} \frac{\alpha_k^{(i)^2}}{c_k^2 \alpha_k^{(i)} + s_k^2 \mu^{(i)}} = \sum_{i=1}^{I} \mu^{(i)} \frac{r_i^2}{c_k^2 r_i + s_k^2}. \tag{75}
\]

The function $F(r) = r^2/(c_k^2 r + s_k^2)$ is convex. Since $\sum_{i=1}^{I} \mu^{(i)} = 1$, Jensen’s inequality implies
\[
\sum_{i=1}^{I} \mu^{(i)} \frac{r_i^2}{c_k^2 r_i + s_k^2} = \sum_{i=1}^{I} \mu^{(i)} F(r_i) \geq F \left( \sum_{i=1}^{I} \mu^{(i)} r_i \right) = F \left( \sum_{i=1}^{I} \alpha_k^{(i)} \right) = F(1) = 1, \tag{76}
\]
which is the desired inequality. The inequality will be strict so long as $r_i = \alpha_k^{(i)}/\mu^{(i)}$ is not constantly equal to 1 over $i$, or equivalently if $\alpha_k^{(i)} \neq \mu^{(i)}$ for some $i$. This is the desired result.
H Proof of Proposition 6.1

Since \( Y_0 = \Omega Y T \) has only \( n_0 \) columns, to ensure that the scaling of the noise matches that of the standard spiked model, we must multiply it by \( \sqrt{n/n_0} = 1/\sqrt{\nu} \). We define \( \tilde{Y}_0 = Y_0/\sqrt{\nu} \) and \( \tilde{X}_0 = X_0/\sqrt{\nu} \). Then \( \tilde{Y}_0 \) follows a standard spiked model with signal matrix \( \tilde{X}_k \).

For \( 1 \leq k \leq r \), we let \( \tilde{u}_k \) and \( \tilde{v}_k \) denote the \( k^{th} \) singular vectors of \( \tilde{X}_k \); \( \tilde{u}_k^0 \) and \( \tilde{v}_k^0 \) denote the \( k^{th} \) singular vectors of \( Y_0 \); and \( \tilde{u}_k^0 \) and \( \tilde{v}_k^0 \) denote the \( k^{th} \) singular vectors of \( \tilde{X}_0 \). We also let \( \gamma_0 = p_0/n_0 = (\mu/\nu)\gamma \) be the aspect ratio of the submatrix.

If \( t_1, \ldots, t_r \) are the singular values of the full \( p \)-by-\( n \) signal matrix \( X \), then we may write the rescaled submatrix \( \tilde{X}_0 \) as

\[
\tilde{X}_0 = \Omega X T / \sqrt{\nu} = \frac{1}{\sqrt{\nu}} \sum_{k=1}^r t_k \Omega u_k v_k^T \Omega = \sum_{k=1}^r t_k \sqrt{\frac{\alpha_k \beta_k}{\nu}} \frac{\Omega u_k}{\|\Omega u_k\|} \left( \frac{\Pi v_k}{\|\Pi v_k\|} \right)^T.
\]

(77)

Because the \( \Omega u_k \) and \( \Pi v_k \) are assumed to be pairwise orthogonal, (77) is the SVD of \( \tilde{X}_0 \). Consequently:

\[
u_k^0 = \frac{\Omega u_k}{\|\Omega u_k\|}, \quad v_k^0 = \frac{\Pi v_k}{\|\Pi v_k\|}, \quad t_k = t_k \sqrt{\frac{\alpha_k \beta_k}{\nu}}.
\]

(78)

We define the cosines

\[
c_k^0 = \langle \tilde{u}_k^0, u_k \rangle, \quad c_k^0 = \langle \tilde{v}_k^0, v_k \rangle.
\]

(79)

Following Remark 7, we may assume that the singular vectors have been chosen so that both \( c_k^0 \) and \( c_k^0 \) are non-negative. Then the AMSE obtained by first applying optimal singular value shrinkage to \( Y_0 \), and then rescaling by \( \nu \), is

\[
\|\tilde{X}_0^{shr} - X_0\|^2_F \sim \nu \sum_{k=1}^r (c_k^0)^2 (1 - (c_k^0)^2) \sim \sum_{k=1}^r t_k^2 \alpha_k \beta_k (1 - (c_k^0)^2)
\]

(80)

We now turn to the weighted estimator \( \tilde{X}_0 = \Omega \tilde{X} T \). From the weighted orthogonality condition, \( \tilde{X} = \tilde{X}^{dd} \), the optimal diagonal denoiser. From Theorem 4.2, the AMSE of \( \tilde{X}_0 \) may be written

\[
\|\tilde{X}_0 - X_0\|^2_F = \|\Omega (\tilde{X}^{shr} - X)\|^2_F \sim \sum_{k=1}^r t_k^2 \alpha_k \beta_k \left( 1 - \frac{c_k^2 c_k^0}{c_k^2 + s_k^2 \mu} \cdot \frac{\alpha_k}{c_k^2 \beta_k + s_k^2 \nu} \cdot \frac{\beta_k}{c_k^2 \beta_k + s_k^2 \nu} \right).
\]

(81)

Comparing (80) and (81), the result will be proven if we can show

\[
(c_k^0)^2 < c_k^2 \cdot \frac{\alpha_k}{c_k^2 \alpha_k + s_k^2 \mu}, \quad 1 \leq k \leq r,
\]

(82)

and

\[
(c_k^0)^2 < c_k^2 \cdot \frac{\beta_k}{c_k^2 \beta_k + s_k^2 \nu}, \quad 1 \leq k \leq r.
\]

(83)

By the symmetry in the problem, it is enough to prove (82). Because we are working with each singular component separately, we will drop the subscript \( k \). From Proposition 3.1, the formula for \( (c_k^0)^2 \) is given by

\[
(c_k^0)^2 = \begin{cases}
\frac{1 - \gamma_0/\alpha_k}{1 + \gamma_0/\alpha_k}, & \text{if } t_0 > \gamma_0^{1/4}, \\
0, & \text{if } t_0 \leq \gamma_0^{1/4}.
\end{cases}
\]

(84)

If \( t_0 \leq \gamma_0^{1/4} \), then (82) is trivial. Consequently, we assume \( t_0 > \gamma_0^{1/4} \). Because \( t_0 = t \sqrt{\alpha \beta / \nu} \) and \( \gamma_0 = \gamma \mu / \nu \), this is equivalent to the condition

\[
t^4 > \gamma \mu \nu / \alpha^2 \beta^2.
\]

(85)
Defining $R = \gamma/t^4$, we may consequently assume that
\[ R < \frac{\alpha^2 \beta^2}{\mu \nu} \leq 1. \]  \hfill (86)

We may rewrite $(c^0)^2$ in terms of $R$ as follows:
\[ (c^0)^2 = \frac{\alpha^2 \beta^2 - R \mu \nu}{\alpha^2 \beta^2 + t^2 \alpha \beta \mu R}. \]  \hfill (87)

From the formula
\[ c^2 = \frac{1 - \gamma/t^4}{1 + \gamma/t^2}, \]  \hfill (88)

we may rewrite the right side of (82) as
\[ \frac{c^2 \alpha}{c^2 \alpha + s^2 \mu} = \frac{\alpha^2 \beta^2 - R \mu \nu + R (\mu \nu - \alpha^2 \beta^2)}{\alpha^2 \beta^2 + t^2 \alpha \beta \mu R + \alpha \beta \mu [t^2 \mu \beta + \mu \beta - \alpha \beta - t^2 \mu]}. \]  \hfill (89)

Comparing (87) to (89), the inequality (82) is equivalent to showing
\[ (\alpha^2 \beta^2 - R \mu \nu) [t^2 \mu \beta + \mu \beta - \alpha \beta - t^2 \mu] < (\mu \nu - \alpha^2 \beta^2) (\alpha \beta + t^2 \mu R). \]  \hfill (90)

Because each side is affine linear in $R$, and $0 \leq R \leq \alpha^2 \beta^2/(\mu \nu)$, it is enough to verify (90) at $R = 0$ and $R = \alpha^2 \beta^2/(\mu \nu)$. When $R = \alpha^2 \beta^2/(\mu \nu)$, the left side of (90) is 0, whereas the right side is non-negative because $\alpha < \sqrt{\mu}$ and $\beta < \sqrt{\nu}$, verifying the inequality in this case. When $R = 0$, the difference between the right side and left side of (90), divided by $\alpha \beta \mu$, is equal to
\[ \nu - \alpha^2 \beta^2/\mu - \alpha \beta [t^2 \beta + \beta - \alpha \beta/\mu - t^2] = \nu - \alpha \beta [t^2 \beta + \beta - t^2] \]
\[ = \nu - \alpha \beta^2 t^2 - \alpha \beta^2 + \alpha \beta^2 \]
\[ = t^2 \alpha \beta (1 - \beta) + \nu - \alpha \beta^2. \]  \hfill (91)

Since $\beta^2 \leq \nu \leq 1$ and $\alpha \leq 1$, this expression is positive, verifying (90) and completing the proof.

I Proof of Proposition 6.2

From a standard Bernstein-type inequality for subexponential random variables (e.g. Proposition 5.16 from [56]), for every $\theta > 0$ we have:
\[ \mathbb{P}(\max_i |\hat{a}_i - \mathbb{E}[\hat{a}_i]| > \theta) \leq C \exp\{-C' \min(\theta^2, \theta)\}, \]  \hfill (92)

for constants $C, C' > 0$. Since $p \sim \gamma n$, the right hand side is summable in $n$; it follows from the Borel-Cantelli Lemma that $\max_i |\hat{a}_i - \mathbb{E}[\hat{a}_i]| \to 0$ almost surely as $n \to \infty$. From the delocalization of $X$'s singular vectors, $\sup_{i,j} |X_{ij}|^2 = o(1/n)$. Since $\text{tr}(T)/n = 1$, we then have
\[ \mathbb{E}[\hat{a}_i] = \mathbb{E} \left[ \sum_{j=1}^n X_{ij}^2 + 2 \sum_{j=1}^n X_{ij} \sqrt{a_i} b_j G_{ij} + \sum_{j=1}^n a_i b_j G_{ij}^2 \right] = a_i + o(1). \]  \hfill (93)

Consequently, $\| \tilde{S}_p - S_p \|_{\text{op}} = \max_{1 \leq i \leq p} |\hat{a}_i - a_i| \to 0$ almost surely, as desired. Similar reasoning also shows that $\sum_{i=1}^p (\hat{a}_i - a_i)/n \to 0$ almost surely as $n \to \infty$. A nearly identical argument applied to the numerator of $b_j$ then shows $\| T_n - T_n \|_{\text{op}} \to 0$ almost surely, completing the proof.
J Proof of Proposition 6.3

To prove Proposition 6.3, we begin by deriving a lower bound on the operator norm of the noise matrix $N = S^{1/2}GT^{1/2}$. Let $a$ and $b$ be unit vectors so that $G^Tb = \|G\|_{op}a$. Then

$$
\|GT^{1/2}\|_{op} \geq \|T^{1/2}G^Tb\| = \|G\|_{op}\|T^{1/2}a\|.
$$

Next, we take unit vectors $c$ and $d$ so that $GT^{1/2}d = \|GT^{1/2}\|_{op}c$. Then we have

$$
\|N\|_{op}^2 \geq \|S^{1/2}GT^{1/2}d\|^2 = \|GT^{1/2}\|^2_{op}\|S^{1/2}c\|^2 \geq \|G\|_{op}^2 \cdot \|T^{1/2}a\|^2 \cdot \|S^{1/2}c\|^2.
$$

Since the distribution of $G$ is orthogonally-invariant, the distributions of $a$ and $c$ are uniform over the unit spheres in $\mathbb{R}^n$ and $\mathbb{R}^p$, respectively. Consequently, $\|T^{1/2}a\|^2 \sim \text{tr}(T)/n$ and $\|S^{1/2}c\|^2 \sim \text{tr}(S)/p$. Therefore,

$$
\|N\|_{op}^2 \geq \left(\text{tr}(S)/p\right) \cdot \left(\text{tr}(T)/n\right) \cdot \|G\|_{op}^2
$$

where the inequality holds almost surely in the large $p$, large $n$ limit. Note that $\|G\|_{op} \sim 1 + \sqrt{\tau}$ (see, e.g., [2]), though we do not need to use this fact.

Furthermore, we also have

$$
t_k^2 = t_k^2\|S^{-1/2}u_k\|^2\|T^{-1/2}v_k\|^2 \sim t_k^2 \cdot \frac{1}{p} \text{tr}(S^{-1}) \cdot \frac{1}{n} \text{tr}(T^{-1}).
$$

Consequently,

$$
\text{SNR}_k = \frac{t_k^2}{\|N\|_{op}^2} \leq \frac{t_k^2}{(\text{tr}(S)/p) \cdot (\text{tr}(T)/n) \cdot \|G\|_{op}^2}
$$

$$
= \frac{t_k^2 \cdot (\text{tr}(S^{-1})/p) \cdot (\text{tr}(T^{-1})/n)}{\tau \|G\|_{op}^2} = \frac{\tilde{t}_k^2}{\tau \|G\|_{op}^2} = \frac{1}{\tau} \text{SNR}_k,
$$

completing the proof.

K Proof of Proposition 6.4

Let $\delta_{ij}$ be 1 if entry $(i, j)$ is sampled, and 0 otherwise. Then $\delta_{ij} \sim \text{Bernoulli}(p_iq_j)$. Let $\Delta = (\delta_{ij})$; then $\mathcal{F}^{*}(\mathcal{F}(X)) = \Delta \odot X$, where $\odot$ denotes the Hadamard product. Let $q_c = (q_1^c, \ldots, q_p^c)^T$ and $q_c = (q_1^c, \ldots, q_n^c)^T$. The matrix $\Delta - q_c q_c^T$ is a random matrix with mean zero, whose entries are uniformly bounded. It follows from Corollary 2.3.5 of [54] that $\|\Delta - q_c q_c^T\|_{op}/\sqrt{n} \leq A$ a.s. as $n \to \infty$, for some constant $A > 0$.

We may write $PXQ = X \odot (q_c q_c^T)$, and consequently $\Delta \odot X = PXQ = (\Delta - q_c q_c^T) \odot X$. Since $X = \sum_{k=1}^p t_k u_k v_k^T$, it is enough to show that

$$
\|\Delta - q_c q_c^T \odot u_k v_k^T\|_{op} \to 0
$$

almost surely, for each $k$.

Suppose $a$ and $b$ are two unit vectors. Then

$$
|a^T[(\Delta - q_c q_c^T) \odot u_k v_k^T]b| = |(a \odot u_k)^T(\Delta - q_c q_c^T)(b \odot v_k)| \leq A\sqrt{n} \|a \odot u_k\| \|b \odot v_k\|
$$

almost surely as $n \to \infty$.

Now, since $a$ is a unit vector,

$$
\|a \odot u_k\| = \sqrt{\sum_{j=1}^p a_j^2 u_{jk}^2} \leq \|u_k\|_{\infty}
$$

and similarly,

$$
\|b \odot v_k\| \leq \|v_k\|_{\infty}.
$$

Since $\max_{1 \leq k \leq r} \|u_k\|_{\infty} \|v_k\|_{\infty} = o(n^{-1/2})$, the result follows.