First passage of a diffusing particle under stochastic resetting in bounded domains with spherical symmetry
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We investigate the first passage properties of a Brownian particle diffusing freely inside a \(d\)-dimensional sphere with absorbing spherical surface subject to stochastic resetting. We derive the mean time to absorption (MTA) as functions of resetting rate \(\gamma\) and initial distance \(r\) of the particle to the centre of the sphere. We find that when \(r > r_c\) there exists a nonzero optimal resetting rate \(\gamma_{\text{opt}}\) at which the MTA is a minimum, where \(r_c = \sqrt{d/(d + 4)}R\) and \(R\) is the radius of the sphere. As \(r\) increases, \(\gamma_{\text{opt}}\) exhibits a continuous transition from zero to nonzero at \(r = r_c\). Furthermore, we consider that the particle lies between two two-dimensional or three-dimensional concentric spheres with absorbing boundaries, and obtain the domain in which resetting expedites the MTA, which is \((r_1, r_{c1}) \cup (r_{c2}, R)\), with \(r_1\) and \(R\) being the radius of outer and inner spheres, respectively. Interestingly, when \(r_1/R\) is less than a critical value, \(\gamma_{\text{opt}}\) exhibits a discontinuous transition at \(r = r_{c1}\); otherwise, such a transition is continuous. However, at \(r = r_{c2}\), the transition is always continuous.

\section{I. INTRODUCTION}

First passage underlies a wide variety of stochastic phenomena that have broad applications to physics, chemistry, biology, and social sciences \cite{1-4}. Indeed, chemical and biochemical reactions \cite{5}, foraging strategies of animals \cite{6}, and the spread of diseases on social networks or of viruses through the world wide web \cite{7} are often controlled by first encounter events.

Recently, first passage properties under resetting have been an active topic in the field of statistical physics (see \cite{8} for a recent review). Resetting refers to a sudden interruption of a stochastic process followed by its starting anew, which finds its applications in search problems \cite{9,10}, the optimization of randomized computer algorithms \cite{11}, and in the field of biophysics \cite{12,13}. Surprisingly, for a simple diffusive Brownian particle, resetting renders an infinite mean first passage time finite, which can be also minimized at a specific resetting rate \cite{14}. These nontrivial findings have initiated an enormous recent activities in this topic, including theory \cite{15-30}, experiments \cite{31,32}, and applications \cite{24,25,26}.

Resetting can either hinder or facilitate in the completion of a stochastic process. There have been realizations that so-called “resetting transition” occurs at some parameter of the underlying model, which distinguishes the role of resetting in the first passage properties. Resetting transition can be first \cite{33,34} or second order \cite{35,36} like in the classical phase transition. A Landau-like theory was also used to characterize phase transitions in resetting systems \cite{37}. An interesting question arises: what is condition under which resetting will actually expedite completion of a stochastic process? Reuveni \cite{41} first made a universal observation that the relative standard deviation associated with the first passage time of an optimally restarted process is always unity. Pal and Reuveni \cite{21} further showed that during the process of completing the underlying stochastic process if the following “restart criterion” is met,

\[
CV = \frac{\sqrt{\langle \tau^2 \rangle} - \langle \tau_0 \rangle^2}{\langle \tau_0 \rangle} > 1
\]  

where \(\langle \tau_0 \rangle\) and \(\langle \tau^2_0 \rangle\) are the first and second moments of the first passage time of a stochastic process without resetting, respectively. By a rearrangement of Eq.\ref{eq1} the condition can be interpreted as the mean time to completion \(\langle \tau_0 \rangle\) being less than the mean residual life time \(\langle \tau_0 \rangle/2\langle \tau_0 \rangle\). Interestingly, the condition in Eq.\ref{eq1} was also understood by so-called “inspection paradox” \cite{42}. The usefulness of Eq.\ref{eq1} was demonstrated in systems of a Brownian walker in a one-dimensional domain without force field \cite{43,44} or in the presence of linear, harmonic, power-law, and logarithm potentials \cite{44,45,51}, or in a high-dimensional system with a power-law potential \cite{52}.

However, we should stress that \(CV < 1\) does not necessarily imply that resetting cannot expedite the completion of a stochastic process. While in this latter case the introduction of a small resetting rate will surely increase the mean completion time, resetting with an intermediate rate may still expedite completion \cite{13,40}.

In this work, we aim to investigate the effect of stochastic resetting on first passage properties of a freely diffusive particle confined in spherically symmetric systems with absorbing boundary, and obtain a general condition under which resetting will expedite the completion of the diffusion process. This setting is relevant to stochastic dynamics of mesoscopic particles or macromolecules inside a confined space. One is the so-called narrow-escape
problem \[53\] that gives the mean time when a Brownian particle or a polymer trapped in a confined domain escapes from a single narrow opening for the first time \[54\]. Examples include an ion finding an open ion channel situated within the cell membrane or a protein receptor locating a particular target binding site \[55\]. In soft condensed matter and in a variety of biological systems, the transport of Brownian particles in restricted channels is also relevant in this context \[60–73\].

To be specific, we consider the particle diffusing freely inside a sphere or between two concentric spheres subject to resetting at random times, but with a constant rate \(\gamma\). Using a renewal approach, we derive the mean time to adsorption (MTA) as functions of \(\gamma\) and the initial distance \(r\) of the particle to the centre of sphere. For a \(d\)-dimensional sphere of radius \(R\), the MTA can be optimized at a nonzero resetting rate \(\gamma_{\text{opt}}\) when \(r > r_c = \sqrt{d/d + 4}R\), and \(\gamma_{\text{opt}}\) shows a continuous transition at \(r = r_c\). For two concentric spheres, the resetting can lead to more rich feature of phase transitions. The domains in which the resetting expedites the MTA are \((R_1, r_c) \cup (r_c, R_2)\), where \(R_1\) and \(R_2\) are the radii of the inner sphere and outer sphere, respectively. Interestingly, when \(R_1/R_2\) is less than a critical value, \(\gamma_{\text{opt}}\) shows a discontinuous transition at \(r = r_c\) and a continuous transition at \(r = r_{c_2}\). Otherwise, both the transitions are continuous. Finally, the asymptotical behaviors in the limit of \(R_1/R_2 \to 0\) at two transitions are shown.

\section{Mean Time to Adsorption of a Freely Diffusive Particle in a Bounded Domain}

Let us begin with a general theory for a freely diffusive particle in a bounded domain \(\Omega\) with absorbing boundaries (denoted by \(\partial\Omega\)) in the absence of resetting. Letting \(p(x, t|x_0)\) denote the conditional probability density of finding the particle at a position \(x\) at time \(t\), provided that its initial position was \(x_0 \in \Omega\), we write down the Fokker–Planck equation for the process,

\[
\frac{\partial p(x, t|x_0)}{\partial t} = D\nabla^2 p(x, t|x_0), \quad x \in \Omega
\]

with boundary condition

\[
p(x, t|x_0) = 0, \quad x \in \partial \Omega,
\]

where \(D\) is the diffusion coefficient. The process ends when the particle hits the absorbing boundaries. Denote by \(Q_0(t|x_0) = \int_{x \in \Omega} p(x, t|x_0) \, dx\) the survival probability that the particle has not yet been absorbed up to time \(t\) in the absence of resetting providing that it has started from position \(x_0\), which satisfies a backward Fokker–Planck equation \[8\],

\[
\frac{\partial Q_0(t|x_0)}{\partial t} = D\nabla^2 Q_0(t|x_0),
\]

with boundary condition

\[
Q_0(t|x_0) = 0, \quad x_0 \in \partial \Omega.
\]

Performing the Laplace transform for \(Q_0(t|x_0)\), \(Q_0(s|x_0) = \int_0^\infty e^{-st}Q_0(t|x_0) \, dt\), Eq.14 becomes \[1, 8\]

\[
sQ_0(s|x_0) - 1 = D\nabla^2 Q_0(s|x_0),
\]

and the boundary condition in Eq.9 translates to \(Q_0(s|x_0) = 0\) for \(x_0 \in \partial \Omega\). In Eq.8, we have assumed that the particle does not start from absorbing boundaries, such that the initial condition is \(Q_0(0|x_0) = 1\).

The stochastic process is terminated once the particle hits the absorbing boundaries. Letting \(\tau_0\) denote the time to absorption and the probability density of \(\tau_0\) is given by \(-\partial Q_0(t|x_0)/\partial t\). This allows us to calculate any moment of \(\tau_0\) from \(Q_0(s|x_0)\) following the relation \[1, 50\],

\[
\langle \tau_0^n(x_0) \rangle = (-1)^{n-1}n \lim_{s \to 0} \frac{d^{n-1}Q_0(s|x_0)}{ds^{n-1}}.
\]

In particular, \(n = 1\) corresponds to the mean time to adsorption (MTA) and \(n = 2\) to the mean squared time to adsorption (MSTA).

We now explore the effect of stochastic resetting on the diffusion process. We assume that at each time the particle is reset instantaneously to a given position \(x_0\), with a constant rate \(\gamma\). Furthermore, the survival probability \(Q(t|x_0)\) in the presence of resetting can be connected with \(Q_0(t|x_0)\) by a last renewal equation \[22, 74\],

\[
Q(t|x_0) = e^{-\gamma t}Q_0(t|x_0)
\]

\[
+ \gamma \int_0^t e^{-\gamma s}Q_0(s|x_0)Q(t-s|x_0) \, ds.
\]

The first term in Eq.15 represents trajectories in which there has been no resetting. The second term represents trajectories in which resetting has occurred at least once. The integral is over \(\tau\), the time elapsed since the last reset and we have a convolution of survival probabilities: survival starting from \(x_0\) with resetting up to time \(t - \tau\) (the time of the last reset) and survival starting from \(x_\tau\) in the absence of resetting for duration \(\tau\).

In the Laplace domain, Eq.15 becomes

\[
\tilde{Q}(s|x_0) = \frac{Q_0(\gamma + s|x_0)}{1 - \gamma Q_0(\gamma + s|x_\tau)}.
\]

If the resetting position coincides with initial position, i.e. \(x_\tau = x_0\), Eq.15 simplifies to

\[
\tilde{Q}(s|x_0) = \frac{Q_0(\gamma + s|x_0)}{1 - \gamma Q_0(\gamma + s|x_0)}.
\]

The MTA in the presence of resetting is given by

\[
\langle \tau(x_0) \rangle = \tilde{Q}(0|x_0) = \frac{Q_0(\gamma|x_0)}{1 - \gamma Q_0(\gamma|x_0)}.
\]

where we have utilized Eq.13 in the last step. In terms of Eq.16 and Eq.17 it is not hard to verify that the condition given in Eq.14 is equivalent to the derivative of \(\langle \tau \rangle\) with respect to \(\gamma\) being less than zero at \(\gamma = 0\).
fusing particle starts from a distance of sphere. With the rate \( \gamma = 0 \) when the particle starts from absorbing spherical surface. Eq.(14) indicates that the survival probability equals to the centre of sphere. The process is terminated once the particle hits the absorbing spherical surface.

III. RESULTS IN \( d \)-DIMENSIONAL SPHERE

We consider a \( d \)-dimensional sphere of radius \( R \), where spherical surface is an absorbing boundary and the diffusing particle starts from a distance \( r < R \) to the centre of sphere. With the rate \( \gamma \), the particle is reset to initial position. See Fig.4 for an illustration. Let us first derive the survival probability in the absence of resetting. Since the system has the spherical symmetry and only the radial part is relevant, Eq.6 can be written as

\[
\frac{D}{r^{d-1}} \frac{\partial}{\partial r} \left( r^{d-1} \frac{\partial \tilde{Q}_0(s|r)}{\partial r} \right) - s \tilde{Q}_0(s|r) = 0. \tag{12}
\]

The general solution to Eq.12 is

\[
\tilde{Q}_0(s|r) = \frac{1}{s} + C_1 r^{1-d/2} I_{d/2-1}(\alpha r) \\
+ C_2 r^{1-d/2} K_{d/2-1}(\alpha r), \tag{13}
\]

where \( I_m(z) \) and \( K_m(z) \) are the modified Bessel functions of the first kind and of the second kind, respectively. \( \alpha = \sqrt{s/D} \), \( C_1 \) and \( C_2 \) can be determined by the boundary conditions.

Considering the following boundary conditions,

\[
\tilde{Q}_0(s|0) < \infty, \quad \tilde{Q}_0(s|R) = 0. \tag{14}
\]

The first condition in Eq.14 implies that when the particle starts from the centre of sphere the survival probability is a finite value, which leads to \( C_2 = 0 \) as \( K_{d/2-1}(\alpha r) \) diverges at \( r = 0 \). The second condition in Eq.14 indicates that the survival probability equals to zero when the particle starts from absorbing spherical surface, from which we can fix the coefficient \( C_1 \). Therefore, \( \tilde{Q}_0 \) can be written as

\[
\tilde{Q}_0(s|r) = \frac{1}{s} - \frac{r^{1-d/2} I_{d/2-1}(\alpha r)}{s R^{1-d/2} I_{d/2-1}(\alpha R)}. \tag{15}
\]

Let us define a dimensionless length (rescaled with the radius of sphere \( R \)) and time (rescaled with the diffusion time \( R^2/D \)) by setting

\[
\tilde{r} = r/R, \quad \tilde{t} = \tau D/R^2. \tag{16}
\]

The dimensionless MTA and MSTA without resetting are obtained from Eq.14 and Eq.15, given by

\[
\langle \tilde{\tau}_0(\tilde{r}) \rangle = \frac{1 - \tilde{r}^2}{2d}, \tag{17}
\]

and

\[
\langle \tilde{\tau}_0^2(\tilde{r}) \rangle = \frac{(1 - \tilde{r}^2) [d + 4 - d\tilde{r}^2]}{4d^2(d + 2)}. \tag{18}
\]

Substituting Eq.17 and Eq.18 into Eq.4, we arrive at the domain in which restart expedites the MTA,

\[
\tilde{r} \in (\tilde{r}_c, 1), \quad \tilde{r}_c = \sqrt{d/(d + 4)}. \tag{19}
\]

Eq.(19) is one of main theoretical results of the present work. It is shown that such a critical distance \( \tilde{r}_c \) is dimension-dependent. In particular, \( d = 1 \) corresponds to a one-dimensional interval \((-R, R)\) with absorbing end points, in which the acceleration domain in Eq.19 becomes \((-R, -R) \cup (R, R)\), in agreement with the results of Ref.30, 48, 49, 50.

Substituting Eq.15 into Eq.14 we obtain a dimensionless MTA in the presence of resetting,

\[
\langle \tilde{\tau} \rangle = \frac{\tilde{r}^{d/2-1} I_{d/2-1}(\sqrt{\tilde{\gamma}})}{\gamma I_{d/2-1}(\sqrt{\gamma})} - \frac{1}{\gamma}, \tag{20}
\]

where \( \tilde{\gamma} = \gamma R^2/D \) is a dimensionless resetting rate.

In Fig.2 we plot \( \langle \tilde{\tau} \rangle \) as a function of \( \tilde{\gamma} \) for \( d = 2 \) and \( d = 3 \) and for two different values of \( \tilde{r} \): \( \tilde{r} = 0.8 \) and
\( \bar{r} = 0.5 \). When \( \bar{r} \) lies in the domain defined in Eq. (19) there exists an optimal \( \bar{r}_{\text{opt}} \) for which the MTA can be minimized, see Fig. 2(a) (\( d = 2 \) and \( \bar{r} = 0.8 \)) and Fig. 2(c) (\( d = 3 \) and \( \bar{r} = 0.8 \)). Otherwise, \( \langle \bar{r} \rangle \) show a monotonic increase with \( \bar{r} \), i.e., the resetting prolongs the MTA, see Fig. 2(d) (\( \bar{r} = 0 \) and \( \bar{r} = 0.5 \)). In order to verify the theoretical results, we have also performed the Langevin dynamics simulations to obtain the MTA. These data (see symbols in Fig. 3) are in good agreement with theory. The details of the numerical simulation are given in the Appendix A.

To determine the optimal resetting rate, we take the derivative of \( \langle \bar{r} \rangle \) with respect to \( \gamma \), and the derivative is equal to zero at \( \bar{r} = \bar{r}_{\text{opt}} \). From Eq. (20), we get the following transcendental equation,

\[
\bar{r}_{\text{opt}}^{d/2-1} I_{d/2-1}(\sqrt{\gamma}) = \frac{\bar{r}_{\text{opt}}^{d/2-1} \sqrt{\gamma} [I_{d/2-2}(\sqrt{\gamma}) + I_{d/2}(\sqrt{\gamma})]}{4 I_{d/2-1}(\sqrt{\gamma})} + \frac{\bar{r}_{\text{opt}}^{d/2} \sqrt{\gamma} I_{d/2-1}(\sqrt{\gamma}) [I_{d/2-2}(\sqrt{\gamma}) - I_{d/2}(\sqrt{\gamma})]}{4 I_{d/2-1}(\sqrt{\gamma})^2} = 1.
\]

(21)

In Fig. 3 we graphically solve for different values of \( \bar{r} \) in \( d = 2 \). In Fig. 4 we plot \( \gamma_{\text{opt}} \) as a function of \( \bar{r} \) for \( d = 1, 2, \) and 3. \( \gamma_{\text{opt}} \) shows a continuous transition from zero to nonzero value as \( \bar{r} \) passes through the critical value \( \bar{r}_c \). We note that the transition is continuous or second order, such that the domain defined in Eq. (19) is a sufficient and necessary condition for expediting the MTA via resetting.

IV. RESULTS IN TWO \( d \)-DIMENSIONAL CONCENTRIC SPHERES

Furthermore, we now turn to a freely diffusive Brownian particle between two \( d \)-dimensional concentric spheres, starting from a distance \( r \) to the center of sphere, \( R_1 < r < R_2 \) with \( R_{1(2)} \) being the radius of inner (outer) sphere. The two spherical shells are absorbing boundaries. See Fig. 4 for an illustration. The general solution of \( \bar{Q}_0(s|r) \) is given by Eq. (13) imposing on the boundary conditions,

\[ \bar{Q}_0(s|R_1) = \bar{Q}_0(s|R_2) = 0, \]

(22)

which yields

\[ \bar{Q}_0(s|r) = \frac{G_d(\alpha, R_1, r) + G_d(\alpha, r, R_2) + G_d(\alpha, R_2, R_1)}{s G_d(\alpha, R_2, R_1)} \]

(23)

where

\[
G_d(x, r_1, r_2) = (r_1 r_2)^{1-d/2} I_{d/2-1}(x r_1) K_{d/2-1}(x r_2) - (r_1 r_2)^{1-d/2} I_{d/2-1}(x r_2) K_{d/2-1}(x r_1)
\]

(24)

and again \( \alpha = \sqrt{\gamma D} \).

In terms of Eq. (4), a dimensionless MTA in the absence of resetting is given by [see also Chap. 6 of [1]]

\[
\langle \bar{r}_{\text{opt}}(\bar{r}) \rangle = \left\{ \begin{array}{ll}
\frac{1}{2d} \left[ \frac{\bar{r}^{2-d} - \bar{r}^{2-d}}{\bar{r}^{2-d} - 1} \right] & , \quad d \neq 2 \\
\frac{1}{2} \left[ \frac{\bar{r}^{2-d} - \bar{r}^{2-d}}{\bar{r}^{2-d} - 1} \right] & , \quad d = 2
\end{array} \right.
\]

(25)

where \( c = R_1/R_2 \) and \( \bar{r} = r/R_2 \). Substituting Eq. (23) into Eq. (11) we obtain a dimensionless MTA in the presence of resetting,

\[
\langle \bar{r} \rangle = \frac{1}{\gamma} \frac{1}{G_d(\sqrt{\gamma}, c, \bar{r})} + G_d(\sqrt{\gamma}, \bar{r}, 1).
\]

(26)

Inspired by the results in spheres, one can speculate that when the particle starts closer to the two absorbing spherical surfaces, the MTA can be optimized via resetting. Otherwise, the resetting is not be beneficial for lowering the MTA. Generally, the acceleration domain is consisted of

\[
\bar{r} \in (c, \bar{r}_c) \cup (\bar{r}_c, 1).
\]

(27)
FIG. 5. A Brownian particle diffuses freely between two concentric d-dimensional spheres under stochastic resetting. $R_1$ and $R_2$ are the radii of inner sphere and outer sphere, respectively. The particle starts from a distance $r$ ($R_1 < r < R_2$) to the centre of sphere. The process is terminated once the particle hits the inner or outer spherical surface.

$$r_{\text{opt}}(d) = \frac{5(1+c)\mp \sqrt{5(1-c)}}{10}.$$  

FIG. 6. $r_{\text{opt}}$ as a function of $r$ for 1d, 2d and 3d concentric spheres. Here $c = 0.2$.

However, the derivation of $r_{c_{1,2}}$ is rather complex for general dimensions. Therefore, here we only focus on $d = 1$, $d = 2$, and $d = 3$. This is particularly simple for $d = 1$, since the space consists of two disconnected one-dimensional intervals. In such a case, $r_{c_{1,2}}$ can given by the results in Eq. (19) for $d = 1$, $r_{c_{1,2}} = \frac{5(1+c)\mp \sqrt{5(1-c)}}{10}$. Meanwhile, $\tilde{r}_{\text{opt}}$ shows a continuous transition at $\tilde{r} = r_{c_{1,2}}$, see Fig. 6 for the result at $c = 0.2$.

Interestingly, for $d = 2$ and $d = 3$, $\tilde{r}_{\text{opt}}$ can show a discontinuous transition at $\tilde{r} = \tilde{r}_{c_1}$ and a continuous transition at $\tilde{r} = \tilde{r}_{c_2}$, see also Fig. 6 for the results at $c = 0.2$.

One can observe that $\tilde{r}_{\text{opt}}$ jumps from a finite value $\tilde{r}_{\text{opt}}^f$ to zero at $\tilde{r} = \tilde{r}_{c_1}$. Close to $\tilde{r}_{c_1}$, $\tilde{r}$ shows an inverted S-shaped curve (see Fig. 7). This is very analogous to the free energy curve in a first-order phase transition [40]. $\tilde{r}$ has a local minimum $\tilde{r}_m$ as $\tilde{r}$ varies. Just below $\tilde{r}_{c_1}$, $\tilde{r}_m$ is less than $\tilde{r}_0$, i.e. the MTA in the absence of resetting, such that a nonzero optimal $\tilde{r}$ exists. At $\tilde{r}_{c_1}$, $\tilde{r}_m$ is exactly equal to $\tilde{r}_0$. Just above $\tilde{r}_{c_1}$, $\tilde{r}_m$ is larger than $\tilde{r}_0$, and thus a nonzero optimal $\tilde{r}$ does not exist.

As $c$ increases, the discontinuous phase transition at $\tilde{r} = \tilde{r}_{c_1}$ terminates at a tricritical point $(c^*, \tilde{r}_{c_1}^*)$ and then becomes continuous. In Fig. 8(a) and Fig. 8(b), we show the phase diagram for $d = 2$ and $d = 3$, respectively.

Furthermore, for the second-order transitions, $\tilde{r}_{c_{1,2}}$ can be obtained from the Eq. [40]. That is to say, $\tilde{r}_{c_1}$ can be determined by Eq. [40] only when $c > c^*$, and $\tilde{r}_{c_2}$ can always be determined by Eq. [40]. While for $c < c^*$, $\tilde{r}_{c_1}$ can be obtained by examining Eq. [20]. After some cumbersome algebra, we find that for $d = 2$, $\tilde{r}_{c_{1,2}}$ for are determined by the equation

$$\left(1 - 4\tilde{r}^2 + 3\tilde{r}^4\right) \ln^2 \tilde{c} + 4\left(1 - \tilde{c}^2\right) \ln \left(1 + \ln \tilde{c}\right) + \left(1 - \tilde{c}^2\right) \ln \left[4\left(\tilde{r}^2 - 1\right) + \left(3\tilde{c}^2 + 4\tilde{r}^2 - 5\right) \ln \tilde{r}\right] = 0.$$  

(28)

In the limit of $c \to 0$, we have $\tilde{r}_{c_2} = \sqrt{1/3 + \kappa_{2d}}/\ln c$ and $\kappa_{2d} = \frac{1}{2d} \left(16\sqrt{3} - 11\sqrt{3} \ln 3\right) \approx 0.283$. 

FIG. 7. Shifted dimensionless MTA $(\tilde{\tau})$ as a function of $\tilde{\gamma}$ for three different $\tilde{r}$ in 2d (a) and 3d (b) concentric spheres. Here $c = 0.2$.

FIG. 8. Phase diagram in the $(c, \tilde{r})$ plane for 2d (a) and 3d (b) concentric spheres. The first- (in dashed) and second- (in solid) order lines merge at the tricritical points marked by the red circles.
called “resetting transition” when the initial distance of outer sphere is less than a critical value, the resetting transition at \( r = r_{c1} \) is of first order, and the transition at \( r = r_{c2} \) is of second order. Otherwise, the two transitions are of second order. When the transitions are second order, we have derived the equations for determining these transition points in two dimensions and three dimensions (see Eq. (28) and Eq. (29), respectively). Furthermore, we have presented the asymptotic analysis for \( r_{c1,2} \) and the optimal resetting rate when the first order transition occurs at \( r = r_{c1} \) in the limit \( c \to 0 \), which shows that the asymptotic behaviors between two dimensions and three dimensions are essentially different.

It is well-known that the first passage of a Brownian particle in the absence of resetting depends highly on the spatial dimensions \( \ell, \ell_3 \). From that aspect, our results again unveil the vital role of spatial dimensions on the resetting transition in a spherically symmetric bounded domain. In the future, it is worth considering cases where the particle experiences a radial potential drift or in the presence of active driving. It would also be interesting to study the resetting Brownian motion in a bounded domain with a more complex boundary, such as a small absorbing window on the otherwise reflecting boundary. These extensions may provide a valuable understanding for controlling intracellular transport such as proteins and other molecular products moving to their correct location in a plasma membrane, and diffusion-limited reactions \( \ell, \ell_3 \).

**Appendix A: Simulation details**

In the resetting Brownian motion model, the position \( \mathbf{x}(t) \) of a Brownian particle is reset to the origin \( \mathbf{x}(0) \) randomly in time according to a Poisson process with a constant rate \( \gamma \). In a time interval \( dt \), the position follows the stochastic Langevin dynamics

\[
\mathbf{x}(t + dt) = \begin{cases} 
\mathbf{x}(t) + \sqrt{2D}dt\xi_i(t), & \text{with prob. } 1 - \gamma dt, \\
\mathbf{x}(0), & \text{with prob. } \gamma dt,
\end{cases}
\]

(A1)

where \( x_i \) is the \( i \)-th component of \( \mathbf{x} \) in the Cartesian coordinate system, \( D \) is the diffusion coefficient, and \( \xi_i(t) \) is a Gaussian white noise with mean zero and variance given by \( \langle \xi_i(t)\xi_j(t') \rangle = \delta_{ij}\delta (t - t') \). The noise is generated via the Box-Muller algorithm [72].

In the beginning of simulation, the Brownian particle is placed inside a bounded domain, \( \mathbf{x}(0) \in \Omega \). The position of the particle is updated in terms of Eq. (A1), and the simulation ends when the particle crosses the boundary \( \partial \Omega \) of the domain. The time to absorption at the boundary is given by

\[
\tau_0 = \inf \{ t : \mathbf{x}(t) \notin \Omega \}.
\]

(A2)

In the simulation, we have set \( D = 0.1 \) and \( dt = 10^{-5} \). For each datum, we have performed \( 10^5 \) independent simulations to obtain the mean time to adsoption \( \langle \tau_0 \rangle \).
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