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ABSTRACT. We consider the problem of prescribing the Gaussian and the geodesic curvatures of a compact surface with boundary by a conformal deformation of the metric. We derive some existence results using a variational approach, either by minimization of the Euler-Lagrange energy or via min-max methods. One of the main tools in our approach is a blow-up analysis of solutions, which in the present setting can have diverging volume. To our knowledge, this is the first time in which such an aspect is treated. Key ingredients in our arguments are: a blow-up analysis around a sequence of points different from local maxima; the use of holomorphic domain-variations; and Morse-index estimates.

1. INTRODUCTION

A classical problem in Geometry is the prescription of the Gaussian curvature on a compact Riemannian surface $\Sigma$ under a conformal change of the metric, dating back to [4, 32]. Denote by $\tilde{g}$ the original metric, by $g$ the conformal one, and by $e^u$ the conformal factor (that is, $g = e^u \tilde{g}$). The curvature then transforms according to the law:

$$-\Delta u + 2K(x) = 2K(x)e^u,$$

where $\Delta = \Delta_{\tilde{g}}$ stands for the Laplace-Beltrami operator associated to the metric $\tilde{g}$, and $K$, $\tilde{K}$ stand for the Gaussian curvatures with respect to $\tilde{g}$ and $g$, respectively. The solvability of this equation has been studied for several decades, and it is not possible to give here a comprehensive list of references. We refer the interested reader to Chapter 6 in the book [2].

If $\Sigma$ has a boundary, other than the Gaussian curvature in $\Sigma$ it is natural to prescribe also the geodesic curvature on $\partial \Sigma$. Denoting by $\tilde{h}$ and $h$ the geodesic curvatures of the boundary with respect to $\tilde{g}$ and $g$ respectively, we are led to the boundary value problem:

$$-\Delta u + 2\tilde{K}(x) = 2(K(x)e^u, \quad \text{in } \Sigma,$$

$$\frac{\partial u}{\partial n} + 2\tilde{h}(x) = 2h(x)e^{u/2}, \quad \text{on } \partial \Sigma.$$
In the literature there are results on some versions of the latter problem. For example, the case \( h = 0 \) has been treated in [8], while the case \( K = 0 \) has been considered in [7, 33, 38]. There is also work on the blow-up analysis of solutions, see [3, 12], although the phenomenon is not fully understood.

The case of constant \( K, h \) has also been considered: in [5] the author used a parabolic flow to obtain solutions in the limit. Using methods from complex analysis and the structure of Liouville equations, explicit expressions for the solutions and the exact values of the constants were determined if \( \Sigma \) is a disk or an annulus, see [28, 30]. Some classification results for the half-plane are also available in [23, 35, 46]. However, there are almost no results for the general situation in which both curvatures are variable functions: the following ones, are the only we are aware of at the moment. In [10] partial existence results are given, but some of them include an undetermined Lagrange multiplier. A Kazdan-Warner obstruction to existence has been found in [25]. Very recently, a result for positive symmetric curvatures in the disk has appeared, see [11].

In higher dimensions the natural analogous question regards the simultaneous prescription of the scalar curvature and the boundary mean curvature. The scalar-flat case with constant mean curvature is known as the Escobar problem, in strong relation with the Yamabe problem. In this regard, see [1, 14, 16, 17, 21, 26, 27, 39] and the references therein.

Integrating (1.1) and applying the Gauss-Bonnet theorem, one obtains

\[
\int_{\Sigma} Ke^{u} + \oint_{\partial\Sigma} he^{u/2} = 2\pi\chi(\Sigma),
\]

where \( \chi(\Sigma) \) is the Euler characteristic of \( \Sigma \).

In this paper we study existence and compactness of solutions of (1.1) in the negatively-curved case, namely when \( K(x) < 0 \). For existence, we focus on the case \( \chi(\Sigma) \leq 0 \). The case of the disk is intrinsically more complicated due to the non-compact effect of the group of \( \text{M"obius maps} \), and it will be studied in a future work. However one of the main goals of the paper is the blow-up analysis given in Theorem 1.4, which is very general and applies to any PDE in the form (1.1).

It is easy to see that, via a conformal change of metric, we can always prescribe the values \( h = 0, K = \text{sgn}\chi(\Sigma) \), see Proposition 3.1. Hence, without loss of generality, we can assume that our initial metric is such that \( \tilde{K} \) is constant and \( \tilde{h} = 0 \). The problem to study then becomes:

\[
\begin{align*}
-\Delta u + 2\tilde{K} &= 2K(x)e^{u}, \quad \text{in } \Sigma, \\
\frac{\partial u}{\partial n} &= 2h(x)e^{u/2}, \quad \text{on } \partial\Sigma,
\end{align*}
\]

where \( \tilde{K} = \text{sgn}\chi(\Sigma) \).

If \( K(x) < 0 \), problem (1.3) is the Euler-Lagrange equation of the energy functional \( I : H^1(\Sigma) \to \mathbb{R} \),

\[
I(u) = \int_{\Sigma} \left( \frac{1}{2} |\nabla u|^2 + 2\tilde{K}u + 2|K(x)|e^{u} \right) - 4\oint_{\partial\Sigma} h(x)e^{u/2}.
\]
Observe that the area and boundary terms are in competition, and a priori it is not clear whether $I$ is bounded from below or not. For the statement of our results it will be convenient to define the function $D : \partial \Sigma \to \mathbb{R}$ as

$$D(x) = \frac{h(x)}{\sqrt{|K(x)|}}. \quad (1.5)$$

Notice that $D$ is scale-invariant. As we shall see, the function $D$ will play a crucial role in the global behavior of the functional $I$, as well as in the blow-up analysis of solutions to (1.1).

Our first existence result deals with the case $\chi(\Sigma) < 0$.

**Theorem 1.1.** Assume that $\tilde{K} < 0$. Let $K, h$ be continuous functions such that $K < 0$ and $D(p) < 1$ for all $p \in \partial \Sigma$. Then $I$ attains its infimum and hence problem (1.3) admits a solution. If moreover $h \leq 0$, then the solution is unique.

The next theorems address the case $\chi(\Sigma) = 0$.

**Theorem 1.2.** Assume that $\tilde{K} = 0$. Let $K, h$ be continuous functions such that $K < 0$ and

1. $D(p) < 1$ for all $p \in \partial \Sigma$;
2. $\int_{\partial \Sigma} h(x) > 0$.

Then $I$ attains its infimum and hence problem (1.3) admits a solution.

Compared to Theorem 1.2, our next result is concerned with the reversed case of the inequality for $D$ and $\int_{\partial \Sigma} h(x)$.

**Theorem 1.3.** Assume that $\tilde{K} = 0$. Let $K, h$ be $C^1$ functions such that $K < 0$ and

1. $D(p) > 1$ for some $p \in \partial \Sigma$;
2. $\int_{\partial \Sigma} h(x) < 0$;
3. $D(p) \neq 0$ for any $p \in \partial \Sigma$ with $D(p) = 1$.

Then problem (1.3) admits a solution.

We point out that the integration appearing in (2), for both Theorem 1.2 and Theorem 1.3, is done with respect to the (unique) conformal metric with minimal boundary obtained in Proposition 3.1. If one wishes to go back to the original formulation (1.1), these conditions should be properly rephrased.

We shall see also that the hypotheses of the above theorems are somehow natural. In the case of the annulus, for instance, the classification of solutions for constant curvatures given in [30] matches with our results. In this regard we shall also show an obstruction result for the existence of solutions, using an argument from [40]. See Section 2 for details.

We shall show that under the assumptions of Theorem 1.3 $I$ is not bounded from below. In this case we use a min-max argument to find a saddle-type solution to the problem. However the Palais-Smale property - i.e., convergence of approximate solutions - is not known to hold for the functional $I$. We bypass this problem via the well-known monotonicity trick by Struwe; roughly speaking, we are able to prove existence if compactness of solutions to perturbed problems is guaranteed.
This motivates the study of blowing-up solutions. The question is: given a sequence \( u_n \) of solutions of problems in the form (1.1), are they bounded from above? Assuming otherwise, we may define the singular set as

\[ S = \{ p \in \Sigma : \exists x_n \to p \text{ such that } u_n(x_n) \to +\infty \}, \]

see [6]. Starting with [6, 34], the properties of such blowing-up solutions for Liouville-type equations have been much studied in the literature. In sum, near any isolated point \( p \in S \) one can rescale the solution and obtain in the limit an entire solution, and then take advantage of classification results. In this framework, a finite mass condition is always assumed, as for instance:

\[ \int_{\Sigma} |K_n(x)| e^{u_n} < +\infty. \]

In the previous literature this condition is essential in many aspects, which we enumerate below.

1. The entire solutions of the limit problem (in the plane or the half-plane) are much more restricted in the case of finite mass. For instance, the classification of the solutions to the equation

\[ -\Delta U = 2e^U \quad \text{in } \mathbb{R}^2, \]

dates back to Liouville ([37]), and form a large family of non-explicit solutions. However, under the finite mass assumption, the only solutions are given by:

\[ U(x) = 2 \log \left( \frac{2\lambda}{1 + \lambda^2|x-x_0|^2} \right), \quad x_0 \in \mathbb{R}^2, \quad \lambda > 0, \]

see [9].

2. Finite total mass implies also that the set \( S \) is finite, since \( e^{u_n} \) behaves as a finite combination of Dirac deltas with weights bounded away from zero (see [6]). The use of the Green’s representation formula gives then some global information on the behavior of the solutions.

3. Since \( S \) is finite, one has local maxima of \( u_n \) around each of the point of \( S \), and one can pass to the limit after a suitable rescaling.

However, in our problem, blowing-up solutions may have diverging mass. Observe that (1.2) allows some compensation between the area and the boundary terms, which can both diverge. We would like to emphasize that this is not a technical issue: indeed, those masses will diverge in some cases. This is a completely new phenomenon and one of the main goals of the paper is to give a complete description of it. Our main result in this respect is the following:

**Theorem 1.4.** Let \( u_n \) be a blowing-up sequence (namely, \( \sup_{\Sigma} u_n \to +\infty \)) of solutions to

\[ \begin{cases} -\Delta u_n + 2\tilde{K}_n(x) = 2K_n(x)e^{u_n}, & \text{in } \Sigma, \\ \frac{\partial u_n}{\partial n} + 2\tilde{h}_n(x) = 2h_n(x)e^{u_n}/2, & \text{on } \partial \Sigma, \end{cases} \]
with \( \bar{K}_n \to \bar{K}, K_n \to K, \bar{h}_n \to \bar{h} \) and \( h_n \to h \) in the \( C^1 \) sense, with \( K < 0 \).

Define the singular set \( S \) as in (1.6), and

\[
(1.8) \quad \chi_n = \int_{\Sigma} \bar{K}_n + \oint_{\partial \Sigma} \bar{h}_n.
\]

Then the following assertions hold true:

1. \( S \subset \{ p \in \partial \Sigma : \mathcal{D}(p) \geq 1 \} \).
2. If \( \int_{\Sigma} e^{u_n} \) is bounded, then there exists \( m \in \mathbb{N} \) such that
   \[
   S = \{ p_1, \ldots, p_m \} \subset \{ \mathcal{D}(p) > 1 \text{ and } \Phi(p) = 0 \},
   \]
   where the function \( \Phi : \partial \Sigma \to \mathbb{R} \) is defined as follows
   \[
   \Phi(x) = (\mathcal{D}_x K)(x) + K_x(x) \sqrt{\mathcal{D}(x)^2 - 1}.
   \]
   In this case \( |K_n| e^{u_n} \to \sum_{i=1}^m \beta_i \delta_{p_i}, h_n e^{u_n/2} \to \sum_{i=1}^m (\beta_i + 2 \pi) \delta_{p_i} \) for some suitable \( \beta_i > 0 \). In particular, \( \chi_n \to 2\pi m \).
3. If \( \int_{\Sigma} e^{u_n} \) is unbounded, there exists a unit positive measure \( \sigma \) on \( \Sigma \) such that:
   a) \( \frac{|K_n| e^{u_n}}{\int_{\Sigma} |K_n| e^{u_n}} \to \sigma, \quad \frac{h_n e^{u_n/2}}{\phi_{\partial \Sigma} h_n e^{u_n/2}} \to \sigma|_{\partial \Sigma} \).
   b) \( \text{supp } \sigma \subset \{ p \in \partial \Sigma : \mathcal{D}(p) \geq 1, \mathcal{D}_x(p) = 0 \} \).
4. If there exists \( m \in \mathbb{N} \) such that \( \text{ind}(u_n) \leq m \) for all \( n \), then \( S = S_0 \cup S_1 \),
   where:
   \( S_0 \subset \{ p \in \partial \Sigma : \mathcal{D}(p) = 1, \mathcal{D}_x(p) = 0 \} \),
   \( S_1 = \{ p_1, \ldots, p_k \} \subset \{ \mathcal{D}(p) > 1 \text{ and } \Phi(p) = 0 \}, \quad k \leq m \).
   If moreover \( \chi_n \leq 0 \), then \( S_1 \) is empty.

In the above statement, \( \mathcal{D}_x(p) \) refers to the derivative of \( \mathcal{D} \) with respect to the tangential direction \( \tau \) along \( \partial \Sigma \). Notice that, in the limit \( \mathcal{D} \to 1 \), the condition \( \Phi(p) = 0 \) reduces to \( \mathcal{D}_x(p) = 0 \).

Moreover, \( \text{ind}(u_n) \) stands for the Morse index of the function \( u_n \), namely the maximal dimension of a subspace \( E \subset H^1(\Sigma) \) such that the quadratic form \( Q_n : H^1(\Sigma) \to \mathbb{R} \)

\[
(1.10) \quad Q_n(\psi) = \int_{\Sigma} |\nabla \psi|^2 + 2|K_n(x)| e^{u_n} \psi^2 | - \oint_{\partial \Sigma} h_n e^{u_n/2} \psi^2,
\]

is negative definite when restricted to \( E \).

We will also give some description on the asymptotic profiles of \( u_n \) around the singular points, see Proposition 7.2 a) and b).

Some comments are in order:

1. In general we cannot ensure that the singular set \( S \) is finite. Indeed we will show explicit examples, given by [30], in which it is not, see Subsection 2.2. This is an entirely new feature of this kind of blow-up.
2. We are able to pass to a limit problem around any singular point \( p \in S \). This is tricky since \( p \) need not be isolated and we cannot guarantee the existence of local maxima around such a point. We do this by choosing carefully a sequence \( x_n \to p \) with \( u_n(x_n) \to +\infty \),
even if \( u_n(x_n) \) are not local maxima. Our main tool for that is the Ekeland variational principle (in a finite-dimensional fashion).

We point out that this is a technical novelty even for the finite mass case and allows one to pass to a limit problem, as in [34], without knowing a priori that \( S \) is finite.

(3) As we can see, the terms \( \int_{\Sigma} |K_n|e^{u_n}, \int_{\partial \Sigma} h_ne^{u_n/2} \) can become un-bounded, but when normalized they converge to the same measure. Hence they are in strong competition, and this cancellation implies that a normalization technique is not of use here. Despite, we are able to use a Pohozaev-type identity to show that \( \text{supp} \sigma \subset \{ p \in \partial \Sigma : D_\tau (p) = 0 \} \). The main obstacle here is that we do not have any control on the Dirichlet energy of the solutions. We are able to bypass this problem by using holomorphic maps as test fields in the Pohozaev-type identity, see Proposition 6.2 for more details.

(4) The limit problem here is posed in a half-plane:

\[
\begin{aligned}
-\Delta v &= -2e^v, & & \text{in } \mathbb{R}^2_+ , \\
\frac{\partial v}{\partial n} &= 2D(p)e^{v/2}, & & \text{on } \partial \mathbb{R}^2_+ .
\end{aligned}
\]

In the spirit of [9], solutions of the above problem with finite mass have been classified in [46], and they exist only if \( D(p) > 1 \).

However we shall need a classification of all solutions, with bounded or unbounded mass, that has been given in [23] (in the spirit of Liouville, [37]). Those solutions exist only for \( D(p) \geq 1 \) and are linked to the family of holomorphic maps from the half-plane to disks on the hyperbolic space, so they form a much broader family of solutions. However in Section 4 we are able to completely characterize the stability of all such solutions, and this allows us to exclude many blow-up profiles by means of the Morse index restriction. As a consequence the unique possible limit profile with infinite mass is the solution of (1.11) with \( D(p) = 1 \), namely the 1-D function:

\[
v(s, t) = 2 \log \left( \frac{\lambda}{1 + \lambda} \right), \quad \lambda > 0.
\]

Observe that there could also be finite-mass blow-up on a finite number of points, if \( \chi_n \geq 0 \). It is an interesting open question whether those two types of blowing-up behavior can coexist in general.

(5) Assumptions on the boundedness of the Morse index of solutions are relatively natural in the framework of minimal surfaces (we refer the reader e.g. to the papers [22], [41], [42], and also to [19] in a PDE setting), but are completely new in this kind of problems. Moreover, we can show an explicit family of blowing-up solutions in the annulus, given in [30], with diverging Morse index and with a different limit profile, see Subsection 2.2.

The rest of the paper is organized as follows. In Section 2 we discuss the naturality of our assumptions, showing that they are in some cases sharp.
Section 3 is devoted to the variational study of the functional $I$, completing the proof of Theorem 1.1 and 1.2. We also combine the monotonicity trick of Struwe (in a version by Jeanjean) with index bounds by Ghoussoub and Fang. In this way we find solutions of perturbed problems with Morse index 1, under the setting of Theorem 1.3. In Section 4 we recall the classification results for entire solutions in half spaces and determine their Morse index. The blow-up analysis of this kind of sequences is started in Section 5. Section 6 is devoted to the unbounded mass case, whereas the bounded mass or bounded Morse index case is studied in Section 7. We conclude the paper with an Appendix devoted to evaluate certain test functions on the energy functional $I$.

Acknowledgements: D.R. wishes to thank J.A. Gálvez for several discussions on his classification result given in [23], which has been of great help in the elaboration of Section 4.

Notation. An open ball of center $p$ and radius $r$ will be denoted by $B_p(r)$, while $A(p; r, R)$ stands for an annulus of center $p$ and radii $0 < r < R$. We also use the notation:

$$B^+_p(r) = \{(s, t) \in B_p(r) \subset \mathbb{R}^2 : t \geq 0\};$$

$$\Gamma^+_p(r) = \{(s, t) \in \partial B^+_p(r) : t = 0\}, \quad \partial^+ B_p(r) = \partial B^+_p(r) \setminus \Gamma^+_p(r).$$

We shall use the symbols $o(1), O(1)$ in a standard way to denote quantities that converge to 0 or are bounded, respectively. Analogously, we will write $o(\rho), O(\rho)$ to denote quantities that, divided by $\rho$, converge to 0 or are bounded, respectively.

Given any function $f$, we denote by $f^- = \min\{f, 0\}$ and $f^+ = \max\{f, 0\}$, so that $f = f^+ + f^-$. Moreover, many times in the paper we drop the element of area or length, that is we shall only write $\int_\Sigma K e^u$ or $\int_{\partial \Sigma} h e^{u/2}$; these expressions refer to the standard measure given by the metric. We also use the symbol $\hat{\int} f$ to denote the mean value of $f$, that is

$$\hat{\int} f = \frac{1}{|\Sigma|} \int_\Sigma f.$$

2. Obstructions to existence and examples of blow-up

In this section we include two types of comments related to our problem. First we show some obstructions for the existence of solutions to problem (1.3), which somehow complement the existence results given in Theorems 1.1, 1.2, 1.3. Secondly, we will provide some explicit examples of blowing-up solutions for problem (1.7) with diverging mass, in order to highlight the differences of this phenomenon with respect to the more standard finite-mass blow-up.

2.1. Obstructions to existence. In [30] the problem of prescribing constant curvatures $K$, $h_1$, $h_2$ on an annulus is treated. In this case all solutions are known explicitly; in particular, the following result is proved (see [30], [Corollary 1, Section 3]):
Theorem 2.1. Let $\Sigma$ be an annulus with $K \equiv -1$ and constant geodesic curvatures $h_1, h_2$ at the two boundary components. Then:

i) either $h_1 + h_2 > 0$ and both $h_i < 1$,
ii) or $h_1 + h_2 < 0$ and some $h_i > 1$,
iii) or $h_1 = 1, h_2 = -1$ or vice-versa.

As it can be seen, Theorem 1.2 is the counterpart of i), whereas Theorem 1.3 is related to ii). Case iii) is somehow borderline.

The assumptions of Theorems 1.1, 1.2, 1.3 are natural also in view of the following result:

Theorem 2.2. Let $\Sigma$ be a compact surface with boundary $\partial \Sigma$, and denote by $h$ its geodesic curvature. Assume that $h(x) > \sqrt{|K(p)|}$ for all $x \in \partial \Sigma$, $p \in \Sigma$. Then $\Sigma$ is homeomorphic to a disc.

Proof. The proof follows closely an argument by Rosenberg in [40] (see also [45, Appendix A]), hence we will be sketchy. Assume by contradiction that $\Sigma$ is not a topological disk, and consider two cases:

Case 1: $\partial \Sigma$ is not connected.
Let $\Lambda_0$ be a connected component of $\partial \Sigma$, and $\gamma$ be a curve minimizing the distance between $\Lambda_0$ and $\partial \Sigma \setminus \Lambda_0$. Namely, $\gamma$ is a solution of the problem:

$$\inf \left\{ \text{Length}(\gamma) : \gamma : [0, L] \to \Sigma, \gamma(0) \in \Lambda_0, \gamma(L) \in \partial \Sigma \setminus \Lambda_0 \right\}.$$  

We can assume that $\gamma$ is parametrized by arc-length, and set $p = \gamma(0)$, $q = \gamma(L)$. Take a neighbourhood $O \subset \Sigma$ of $[0, L]$ and define $\Lambda_t \subset O$ to be a parallel curve to $\Lambda_0$ at distance $l \in [0, L]$, that is:

$$\Lambda_t = \{ x \in O : d(x, \Lambda_0) = t \},$$

where $d$ denotes the geodesic distance in $\Sigma$. Using the above curvature condition, it was shown in [45, Appendix A] that $\Lambda_t$ is a regular curve if $O$ is a sufficiently small neighbourhood. Define $\hat{h}(t)$ to be the geodesic curvature of the curve $\Lambda_t$ at the point $\gamma(t)$. It can be shown (see again [45, Appendix A]) that $\hat{h}(t)$ is an increasing function of $t$, so $\hat{h}(L) > \hat{h}(0) = h(p)$. Observe now that $\Lambda_t$ is in contact with $\partial \Sigma \setminus \Lambda_0$, so $h(q) \leq -\hat{h}(L)$, a contradiction.

Case 2: $\partial \Sigma$ is connected.
Let us denote by $\bar{\Sigma}$ the compact surface obtained by identifying $\partial \Sigma$ to a single point. If $\Sigma$ is not a topological disk, then $\bar{\Sigma}$ is not homeomorphic to a sphere, hence it is not simply connected. Consider the following minimization problem:

$$\inf \left\{ \text{Length}(\gamma) : \gamma : [0, L] \to \bar{\Sigma}, \{ \gamma(0), \gamma(L) \} \subset \partial \Sigma, [\gamma] \text{ not trivial} \right\}.$$

Above, we are denoting $\tilde{\gamma} : [0, L] \to \bar{\Sigma}$ to be the curve obtained by applying the identification to $\gamma$, and $[\tilde{\gamma}]$ to be its homotopy class. Clearly this infimum is attained at a certain $\gamma$ (as in Figure 1), which is a local minimizer.
Figure 1. A curve minimizing the distance in $\Sigma$ with non-trivial homotopy class in $\overline{\Sigma}$

of the distance. We can now follow the arguments of Case 1 and still arrive to a contradiction.

Let us point out that in case of a disk we can have $h(x) > \sqrt{|K(p)|}$ for all $x \in \partial \Sigma$, $p \in \Sigma$. For instance, in the Poincaré disk there are balls with constant geodesic curvature $h > 1$.

2.2. Explicit examples of infinite mass blow-up. Consider the problem:

$$
\begin{align*}
-\Delta u &= -2e^u, \quad &\text{in } A(0; r, 1), \\
\frac{\partial u}{\partial n} + 2 &= 2h_1 e^{u/2}, \quad &\text{on } |x| = 1, \\
\frac{\partial u}{\partial n} - 2/r &= 2h_2 e^{u/2}, \quad &\text{on } |x| = r,
\end{align*}
$$

where $h_1, h_2$ are two real constants. All explicit solutions of this problem have been classified by [30]; here we exhibit some of them observing that they form families of blowing-up solutions with infinite mass.

As a first example (see [30, Equation (3) and Lemma 2]), the functions

$$
u(x) = \log \left( \frac{4}{|x|^2(\lambda + 2 \log |x|)^2} \right), \quad \text{for any } \lambda \notin [0, -2 \log r],$$

are solutions of (2.1); if $\lambda < 0$ then $h_1 = 1$ and $h_2 = -1$, whereas if $\lambda > -2 \log r$, $h_1 = -1$ and $h_2 = 1$. Observe that if $\lambda$ tends to 0 or $2\pi r$, then the functions $u$ blow up at a whole component of the boundary, which is indeed the one with curvature equal to 1. In particular, the blowing-up set $S$ is infinite here.

Let us give a second example. Given any $h_1 > 1$, for any $\gamma \in \mathbb{N}$, there exists an explicit solution in the form (we use complex variable notation):

$$
u_\gamma(z) = 2 \log \left( \frac{\gamma|z|^\gamma}{h_1 + \text{Re}(z\gamma)} \right),$$

where $h_2 = -h_1 r^{-\gamma}$. See [30, equation (5) and Lemma 2].
Observe that the solutions in (2.2) form a blowing-up sequence as $\gamma \to +\infty$, keeping $h_1 > 1$ fixed. Indeed,

$$u_\gamma(z) \to -\infty \text{ if } |z| < 1, \quad u_\gamma(z) \to +\infty \text{ if } |z| = 1.$$ 

Hence in this case $S = \{|z| = 1\}$ and $h_1 > 1$; it is also easy to check that $\sigma = \delta_{\{|z|=1\}}$. Let us compute the asymptotic profile of these solutions. Fix a point of blow-up $z = -1$, and define the rescaling:

$$v_\gamma(z) = u_\gamma \left( 1 - \frac{z}{\gamma} \right) - 2 \log \gamma.$$ 

Hence $v$ can be written in the form:

$$v_\gamma(z) = 2 \log \left( \frac{|1 - \frac{z}{\gamma}|^{-1}}{h_1 + Re((1 - \frac{z}{\gamma})^\gamma)} \right).$$

Clearly,

$$\lim_{\gamma \to +\infty} \left( 1 - \frac{z}{\gamma} \right)^{\gamma} = e^{-z},$$

so $v_\gamma$ converges, at least point-wise, to the function:

$$v(z) = 2 \log \left( \frac{|e^{-z}|}{h_1 + Re(e^{-z})} \right) = 2 \log \left( \frac{e^{-t}}{h_1 + e^{-t} \cos s} \right),$$

which is defined in the half-plane $\{(s, t) \in \mathbb{R}^2 : t \geq 0\}$. This is indeed a solution to the limit problem in the half-space with $\tilde{K} = -1$, $h_1 > 1$, infinite mass and infinite Morse index, according to our results in Section 4.

This example shows that infinite Morse index blowing up solutions exist, even in this geometric context. Moreover, the blow-up limits can be entire solutions in the half-plane with infinite Morse index. Let us point out, though, that this example is not under the conditions of Theorem 1.4 since $h_2 = -h_1 r^{-\gamma}$ diverges negatively. Whether the infinite Morse index assumption is necessary or not in Theorem 1.4 (4) remains as an interesting open problem.

### 3. Study of the Energy Functional

In this section we will perform a variational study of the energy functional $I$ defined in (1.4). From this we will derive the proof of Theorems 1.1, 1.2, and also 1.3, provided that Theorem 1.4 holds. This last result, which addresses the blow-up analysis, will be proved later.

As a first preliminary result, let us show that we can always prescribe zero geodesic curvature and constant Gaussian curvature.

**Proposition 3.1.** Equation (1.1) is always solvable if $h = 0$ and

$$K = 0 \text{ if } \chi(\Sigma) = 0, \quad K = -1 \text{ if } \chi(\Sigma) < 0, \quad K = 1 \text{ if } \chi(\Sigma) = 1.$$ 

The solution is unique up to a constant in the first case, unique in the second case, and unique up to Mobius transformations in the third case.
Proof. If $\chi(\Sigma) < 0$, we need to study the (strictly convex) energy functional:

$$J(u) = \int_{\Sigma} \left( \frac{1}{2} |\nabla u|^2 + 2\tilde{K}u + 2e^u \right) + 2 \int_{\partial\Sigma} \tilde{h}u.$$

Taking into account that $\int_{\Sigma} \tilde{K} + \int_{\partial\Sigma} \tilde{h} = 2\pi\chi(\Sigma) < 0$, it is easy to show the existence of a unique minimizer for $J$.

If $\chi(\Sigma) = 0$, we just need to find a solution to:

$$\begin{cases} 
-\Delta u + 2\tilde{K} = 0, & \text{in } \Sigma, \\
\frac{\partial u}{\partial n} + 2\tilde{h} = 0, & \text{on } \partial\Sigma. 
\end{cases}$$

This problem is linear and has a unique solution, up to addition of constants.

Finally, if $\chi(\Sigma) = 1$ then $\Sigma$ is topologically a disk. By the Uniformization Theorem, $\Sigma$ is conformally equivalent to the hemisphere so the statement follows.

With this result at hand, we can assume that our initial metric has constant Gaussian curvature and that $\partial\Sigma$ is geodesic. Hence our problem reduces to (1.3). As commented in the introduction, (1.3) is the Euler-Lagrange equation of the energy functional $I$ defined in (1.4). The following estimate will be crucial in the variational study of $I$.

**Lemma 3.2.** Define $\mathcal{D} = \max\{\mathcal{D}^+(x), \ x \in \partial\Sigma\}$. For any $\varepsilon > 0$ there exists $C > 0$ such that:

$$4 \int_{\partial\Sigma} \tilde{h}e^{u/2} \leq (\mathcal{D} + \varepsilon) \left[ \int_{\Sigma} \frac{1}{2} |\nabla u|^2 + 2|K|e^u \right] + C.$$

**Proof.** Take a finite partition of unity $\{\phi_j\}_{j=1}^M$ of $\partial\Sigma$ such that for all $j$ one has $\text{diam}(\text{supp } \phi_j) < \delta$ for some fixed $\delta > 0$. We denote by $\Sigma_j$ the support of $\phi_j$. Take a smooth vector field $N$ in $\Sigma$ such that $N(x) = \nu(x)$ on the boundary, $|N(x)| \leq 1$. Then, we use the divergence theorem to obtain:

$$\int_{\partial\Sigma} \phi_j e^{u/2} = \int_{\partial\Sigma} \phi_j N(x) \cdot \nu(x) = \int_{\Sigma} \phi_j e^{u/2} N(x) \cdot \nu(x) \leq C \int_{\Sigma} e^{u/2} + \frac{1}{2} \int_{\Sigma} e^{u/2} |\nabla u|\phi_j.$$

Let us set $\tilde{h}_j = \sup_{x \in \Sigma_j} \{\tilde{h}^+(x)\}$. If the diameter of $\Sigma_j$ is small enough, one has that $\tilde{h}_j \leq (\mathcal{D} + \varepsilon) \sqrt{\left|K(x)\right|}$ for any $x \in \Sigma_j$. Then, we apply Schwartz’s inequality:
We conclude by observing that
\[ h_\Sigma u^\frac{n}{2} \leq C_{\hat{\Sigma}} e^{\frac{n}{2}} + (\bar{D} + \varepsilon) \sqrt{\kappa} \frac{\hat{\Sigma}}{\kappa} |\nabla h| \]
and renaming \( \varepsilon \) appropriately.

**Proof of Theorem 1.1.** Under the assumptions of Theorem 1.1, recalling the notation from Lemma 3.2 we have \( \bar{D} < 1 \), so we can choose \( \varepsilon > 0 \) with \( \bar{D} + \varepsilon < 1 - \varepsilon \). By inserting the inequality in Lemma 3.2 into the definition of \( I \), we obtain:

\[
I(u) \geq \int_{\Sigma} \left( \varepsilon^2 |\nabla u|^2 + 2\varepsilon |\kappa| e^u + 2K u \right) - C.
\]

Since \( \bar{K} < 0 \),

\[
\lim_{u \to \pm \infty} 2\varepsilon |\kappa| e^u + 2\bar{K} u = +\infty.
\]

Then \( I \) is coercive. It is also standard to check that \( I \) is weakly lower semicontinuous, so that it attains its infimum.

If moreover \( h \leq 0 \), then it is easy to check that the functional \( I \) is strictly convex. As a consequence its minimum corresponds to its unique critical point.

**Proof of Theorem 1.2.** Here \( \bar{K} = 0 \) and by Lemma 3.2 we just obtain:

\[
(3.1) \quad I(u) \geq \int_{\Sigma} \left( \frac{e}{2} |\nabla u|^2 + 2\varepsilon |\kappa| e^u \right) - C.
\]

This implies that \( I \) is bounded from below but we do not have coercivity in this case. First, let us show that \( \inf I < 0 \). Indeed, take \( u = -c \), with \( c > 0 \). Then:

\[
I(-c) = e^{-c} \int_{\Sigma} 2|\kappa| - 4e^{-c/2} \int_{\partial \Sigma} h,
\]

which is negative for large \( c \), since \( \int_{\partial \Sigma} h > 0 \).

Take now a minimizing sequence \( u_n \) for \( I \). By (3.1), \( \int_{\Sigma} |\nabla u_n|^2 \) is bounded. We conclude if we show that \( \int_{\Sigma} u_n \) is bounded.

Up to a subsequence, we can assume that
\[ u_n - \int_\Sigma u_n \rightharpoonup u_0 \quad \text{in } H^1(\Sigma). \]

As a consequence,
\[ e^{u_n - f_\Sigma u_n} \to e^{u_0} \quad \text{in } L^1(\Sigma), \quad e^{(u_n - f_\Sigma u_n)/2} \to e^{u_0/2} \quad \text{in } L^1(\partial \Sigma). \]

If now \( f_\Sigma u_n \to +\infty \), then
\[ \hat{\Sigma} |K| e^{u_n} = e^{f_\Sigma u_n} \int_\Sigma |K| e^{u_n - f_\Sigma u_n} \to +\infty, \]
contradicting (3.1).

So, we now consider the remaining case \( f_\Sigma u_n \to -\infty \). In such a case,
\[ \int_{\partial \Sigma} e^{u_n/2} = e^{f_\Sigma u_n} \int_{\partial \Sigma} e^{(u_n - f_\Sigma u_n)/2} \to 0. \]

By the definition of \( I \) we conclude that
\[ \lim \inf_{n \to +\infty} I(u_n) \geq 0, \]
which is a contradiction.

In what follows we show that under the assumptions of Theorem 1.3, the functional \( I \) has a min-max structure.

**Proposition 3.3.** Assume that \( \tilde{K} = 0 \), \( K < 0 \), \( h < 0 \) and \( D(p) > 1 \) for some \( p \in \partial \Sigma \). Then there exist \( u_0, u_1 \in H^1(\Sigma) \) such that:
\[ c = \inf_{\gamma} \max_t \{ I(\gamma(t)) : t \in [0, 1], \gamma \in \Gamma \} > 0, \]
where \( \Gamma = \{ \gamma : [0, 1] \to H^1(\Sigma) \text{ continuous} : \gamma(0) = u_0, \gamma(1) = u_1 \} \).

The proof of Proposition 3.3 requires two preliminary results:

**Lemma 3.4.** If \( K < 0 \) and \( D(p) > 1 \) for some \( p \in \partial \Sigma \), then there exists \( \epsilon > 0, \delta > 0 \) such that
\[ I(u) > \epsilon \quad \forall u \in H^1(\Sigma) \quad \text{with} \quad \int_{\partial \Sigma} e^{u/2} = \delta. \]

**Proof.** The proof of this result is postponed to the Appendix.

**Lemma 3.5.** If \( \tilde{K} = 0 \) and \( \int_{\partial \Sigma} h < 0 \), then there exists \( \epsilon > 0, \delta > 0 \) such that
\[ I(u) > \epsilon \quad \forall u \in H^1(\Sigma) \quad \text{with} \quad \int_{\partial \Sigma} e^{u/2} = \delta. \]

**Proof.** First we claim that for any \( \delta > 0 \), the infimum:
\[ \alpha_\delta = \inf \left\{ I(u) : u \in H^1(\Sigma) \text{ with} \int_{\partial \Sigma} e^{u/2} = \delta \right\} \]
is attained. Recall the definition of \( I \) given in (1.4); this implies that \( \alpha_\delta \neq -\infty \). Moreover, for a minimizing sequence \( u_n \) the integral \( \int_{\Sigma} |\nabla u_n|^2 \) must be bounded, otherwise \( I(u_n) \to +\infty \). Up to a subsequence,
\[ u_n - \int_\Sigma u_n \rightharpoonup u_0 \quad \text{in } H^1(\Sigma), \]
which implies that
\[ e^{u_n - f_\Sigma u_n} \to e^{u_0} \text{ in } L^1(\Sigma), \quad e^{(u_n - f_\Sigma u_n)/2} \to e^{u_0/2} \text{ in } L^1(\partial \Sigma). \]

Moreover,
\[ 0 < \delta = \int_{\partial \Sigma} e^{u/2} = \int_{\partial \Sigma} h e^{(u_n - f_\Sigma u_n)/2}, \]
which implies that \( f_\Sigma u_n \) is bounded. Hence \( u_n \) is bounded in \( H^1(\Sigma) \) and the conclusion follows from standard arguments.

We now turn our attention to the proof of Lemma 3.5. By contradiction, assume that there exists \( u_n \in H^1(\Sigma) \) such that:
\[ \liminf_n I(u_n) \leq 0, \quad \int_{\partial \Sigma} e^{u_n/2} \to 0. \]
By the definition of \( I \) it readily follows that \( \int_{\Sigma} |\nabla u_n|^2 \to 0 \), hence \( u_n - f_\Sigma u_n \to 0 \) in \( H^1(\Sigma) \). Therefore,
\[ I(u_n) = \int_{\Sigma} \frac{1}{2} |\nabla u_n|^2 + 2K|e^{u_n} - 4 \int_{\partial \Sigma} h e^{u_n/2} ge^{(u_n - f_\Sigma u_n)/2}, \]
but \( \int_{\partial \Sigma} h e^{(u_n - f_\Sigma u_n)/2} \to \int h < 0 \), hence \( I(u_n) > 0 \) for sufficiently large \( n \).

\[ \square \]

**Proof of Proposition 3.3.** Fix \( \epsilon > 0, \delta > 0 \) as given by Lemma 3.5. Take a constant \( c > 0 \) so large that
\[ I(-c) = 2 \int_{\Sigma} |K|e^{-c} - 4 \int_{\partial \Sigma} h e^{-c/2} \in \left(0, \frac{\epsilon}{2}\right), \]
and moreover \( \int_{\partial \Sigma} e^{-c/2} < \delta \). We define \( u_0 = -c \).

By Lemma 3.4, there exists also \( u_1 \) with \( \int_{\partial \Sigma} e^{u_1/2} > \delta \) satisfying \( I(u_1) < 0 \).

Observe that for any \( \gamma \in \Gamma \) there exists \( t \in (0, 1) \) such that \( \int_{\partial \Sigma} e^{\gamma(t)/2} = \delta \). As a consequence, \( c \geq \epsilon > \max \{I(u_0), I(u_1)\} > 0 \).

\[ \square \]

The main issue in order to prove Theorem 1.3 is the fact that we do not know whether the Palais-Smale condition holds or not for \( I \). The strategy consists in producing a sequence of solutions \( u_n \) to a perturbed version of (1.3), namely (1.7) (where \( \tilde{K}_n \) and \( \tilde{h}_n \) are as in Theorem 1.4), with Morse index not exceeding 1. The main tool is a monotonicity argument originally attributed to Struwe (see [43]), combined with a deformation argument from [18].

For \( \epsilon \) close to zero, we consider the following family of functionals
\[ I_\epsilon(u) = I(u) + \epsilon J(u), \]
where \( I \) is as in (1.4), and
\[ J(u) = \int_{\Sigma} (|\nabla u|^2 + e^u - u). \]
Notice that, since
\[ e^u - u \to +\infty \quad \text{as } u \to \pm \infty, \]
$J(u)$ is coercive on $H^1(\Sigma)$.

For a small $\varepsilon_0 > 0$ and $\varepsilon \in (0, \varepsilon_0)$ we can reason as in the proof of Proposition 3.3, to find two elements $u_0, u_1 \in H^1(\Sigma)$ for which

\begin{equation}
\tag{3.2}
c_\varepsilon := \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} I_\varepsilon(\gamma(t)) > \max\{I_\varepsilon(u_0), I_\varepsilon(u_1)\} + \delta > \delta,
\end{equation}

where $\delta > 0$ is a fixed positive number and where $\Gamma$, again, stands for the class of admissible curves

\[\Gamma = \left\{ \gamma \in C([0,1]; H^1(\Sigma)) : \gamma(0) = u_0, \gamma(1) = u_1 \right\}.\]

Under these assumptions, the function $\varepsilon \mapsto c_\varepsilon$ is monotone non-decreasing and therefore $c_\varepsilon$ is a.e. differentiable in $\varepsilon$.

Consider a value $\varepsilon$ where $c_\varepsilon$ is differentiable, and let $\varepsilon_n \nearrow \varepsilon$. It is shown in the proof of Proposition 2.1 in [29] that at such a value, if $\gamma_n \in \Gamma$ satisfies

\[\max_{t \in [0,1]} I_\varepsilon(\gamma_n(t)) \leq c_\lambda + (2 + c_\lambda')(\lambda - \lambda_n),\]

and if $t$ is such that

\[I_\varepsilon(\gamma_n(t)) \geq c_\varepsilon - (\varepsilon - \varepsilon_n),\]

then $\|\gamma_n(t)\| \leq M$, with $M$ depending on $c_\varepsilon'$.

Given $\alpha > 0$, define

\begin{equation}
\tag{3.3}
F_\alpha = \left\{ u \in H^1(\Sigma) : \|u\| \leq M + 1 \text{ and } |I_\varepsilon - c_\varepsilon| \leq \alpha \right\}.
\end{equation}

The classical deformation lemma is used in [29] to prove that $I_\varepsilon$ has a critical point in $F_\alpha$.

On the other hand, in [18] the following result is shown. Assume that a functional $I$ on a Hilbert space $H$ is of class $C^2$ has a mountain-pass structure with mountain-pass level $c_\varepsilon$ and assume there exists $\rho > 0$ such that $I'$ and $I''$ are uniformly Hölder continuous on the set $\{c - \rho \leq I \leq c + \rho\}$. Then a Palais-Smale sequence $x_n$ at level $c$ is found, satisfying also the following second-order property (see Corollary 1 in [18]).

\[\text{(i)} \quad \text{If } I''(x_n)[u, u] < -\frac{1}{n}\|u\|^2 \text{ for all } u \text{ belonging to a subspace } E \subseteq H, \text{ then } \dim(E) \leq 1.\]

Such a sequence is found starting from curves $f(t)$, $t \in [0,1]$, for which $\sup_{t \in [0,1]} I(f(t))$ is close to $c$, and then deforming them properly at points for which $I(f(t))$ is large enough. Such a deformation displaces the path $f(t)$ near its highest level only by a small amount, see formula (21) in the proof of Theorem 1.bis in [18].

In our case, level sub-supersets of the form $\{c_\varepsilon - \rho \leq I_\varepsilon \leq c_\varepsilon + \rho\}$ are unbounded, and therefore the above uniform Hölder continuity property is not guaranteed. However, by the above monotonicity argument, the deformation in [18] can be localized to the set $F_\alpha$ in (3.3), where such uniform Hölder continuity holds true. As a consequence, we obtain a bounded Palais-Smale sequence for $I_\varepsilon$ at level $c_\varepsilon$ also satisfying the property (i).

Recall that the maps $u \mapsto e^u$ and $u \mapsto e^{u/2}|_{\partial \Sigma}$ are compact from $H^1(\Sigma)$ into $L^1(\Sigma)$ and $L^1(\partial \Sigma)$ respectively. Therefore, passing to a proper subsequence, the limit of the latter Palais-Smale sequence exists and is a critical point of $I_\varepsilon$ with Morse index less or equal to 1.

We can summarize the above discussion in the next proposition.
Proposition 3.6. Suppose that we are under the assumptions of Theorem 1.3. Then there exists a sequence $\varepsilon_n \downarrow 0$ and solutions $u_n$ to problem (1.7), with
\[
\tilde{K}_n = \frac{-\varepsilon_n/2}{1 + 2\varepsilon_n}; \quad K_n(x) = \frac{K(x) - \varepsilon_n/2}{1 + 2\varepsilon_n}; \quad h_n(x) = \frac{h(x)}{1 + 2\varepsilon_n}; \quad \tilde{h}_n = 0.
\]
Moreover $\text{ind}(u_n) \leq 1$.

Proof of Theorem 1.3 We consider the sequence $u_n$ given by Proposition 3.6, with $\varepsilon_n \downarrow 0$. Observe in particular that $\chi_n \leq 0$. By Theorem 1.4 (4) and our assumptions on the function $\mathcal{D}$, which has no critical points in $\{\mathcal{D} = 1\}$, $u_n$ must be uniformly bounded from above.

By these upper bounds on $u_n$, the right-hand sides of (1.7) are uniformly bounded. By standard elliptic regularity theory, a subsequence of $u_n - f_{\Sigma} u_n$ converges in $C^1(\Sigma)$ to some function $w$.

If we assume by contradiction that $\inf_{\Sigma} u_n \to -\infty$, then $f_{\Sigma} u_n \to -\infty$. However this would imply
\[
e^{u_n} = e^{u_n - f_{\Sigma} u_n} e^{f_{\Sigma} u_n} \to 0,
\]
uniformly on $\Sigma$. As a consequence, $w$ is harmonic in $\Sigma$ and satisfies homogeneous Neumann boundary conditions. Since $f_{\Sigma} w = 0$, we must have $w \equiv 0$ and therefore, recalling the notation from the beginning of this section, $I_{\varepsilon_n}(u_n) \to 0$. This is however in contradiction to the fact that $u_n$ is a min-max sequence, with min-max value satisfying (3.2). \]

4. Solutions of the Limit Problem in the Half-space and Their Morse Index

In this section we study the Morse index of solutions to the limit problem:

\[
\begin{cases}
-\Delta v = 2K_0 e^v, & \text{in } \mathbb{R}^2_+, \\
\frac{\partial v}{\partial n} = 2h_0 e^{v/2}, & \text{on } \partial \mathbb{R}^2_+,
\end{cases}
\]
where $K_0 < 0$, $h_0$ are constants, and $\mathbb{R}^2_+ = \{(s, t) \in \mathbb{R}^2 : t \geq 0\}$. The solutions of this problem have been classified in [23, 46], and they are as follows:

Theorem 4.1. Define: $\mathcal{D}_0 = \frac{h_0}{\sqrt{|K_0|}}$. The following assertions hold true:

1. If $\mathcal{D}_0 < 1$ then (4.1) does not admit any solution.
2. If $\mathcal{D}_0 = 1$ the only solutions of (4.1) are given by:

\[
v_\lambda(s, t) = 2 \log \left( \frac{\lambda}{1 + \lambda t} \right) - \log |K_0|, \quad \lambda > 0.
\]
(3) If $D_0 > 1$ there exists a locally univalent holomorphic map $g$ from $\mathbb{R}^2_+$ to a disk of geodesic curvature $D_0$ in the Poincaré disk $\mathbb{H}^2$ such that

$$v(z) = 2 \log \left( \frac{2|g'(z)|}{1 - |g(z)|^2} \right) - \log |K_0|,$$

We recall that $\mathbb{H}^2$ is the unit disk in $\mathbb{C}$ equipped with the metric $\frac{4}{(1-|z|^2)^2} \, dz$.
Moreover, $g$ is a Möbius map if and only if

$$\hat{\mathbb{R}}^2_+ e^v < +\infty \quad \text{or} \quad \hat{\mathbb{R}}^2_+ e^v/2 < +\infty.$$

In such case $v$ can be written as:

$$v_\lambda(s, t) = 2 \log \left( \frac{2\lambda}{(s-s_0)^2 + (t+t_0)^2 - \lambda^2} \right) - \log |K_0|,$$

where $\lambda > 0$, $s_0 \in \mathbb{R}$, $t_0 = D_0 \lambda$. Moreover,

$$\int_{\mathbb{R}^2} |K_0| e^{v_\lambda} = \beta, \quad \int_{\partial \mathbb{R}^2_+} h_0 e^{v_\lambda/2} = \beta + 2\pi,$$

with

$$\beta = 2\pi \left( \frac{h_0}{\sqrt{h_0^2 + K_0}} - 1 \right).$$

We will next compute the Morse index of the above solutions. By the change of variable $v = v + \log(|K_0|)$, we can assume $K_0 = -1$ and pass to the equivalent problem:

$$\left\{ \begin{array}{ll} -\Delta v = -2e^v, & \text{in } \mathbb{R}^2_+, \\ \frac{\partial v}{\partial n} = 2D_0 e^{v/2}, & \text{on } \partial \mathbb{R}^2_+. \end{array} \right.$$

We will be concerned with the study of the quadratic form:

$$Q(\psi) = \int_{\mathbb{R}^2_+} |\nabla \psi|^2 \, dV_g + 2 \int_{\mathbb{R}^2_+} e^v \psi^2 \, dV_g - \int_{\partial \mathbb{R}^2_+} \int_{\partial \mathbb{R}^2_+} e^{v/2} \psi^2 \, dy_g,$$

where $\psi \in C_0^\infty(\mathbb{R}^2_+)$, the set of test functions with compact support (not necessarily zero on the boundary). We define the Morse index of a solution $v$ of (4.6) as:

$$\text{ind}(v) = \sup \{ \dim(E) : E \subset C_0^\infty(\mathbb{R}^2_+) \, \text{vector space}, \, Q(\psi) < 0 \, \forall \psi \in E \}.$$

We understand that $\text{ind}(v) = +\infty$ if the above set is not bounded from above.

**Theorem 4.2.** Let $v$ be a solution of problem (4.6). Then:

a) If $D_0 = 1$, then $\text{ind}(v) = 0$, namely $v$ is stable.
b) If \( D_0 > 1 \), then:

If (4.3) is satisfied, then \( \text{ind}(v) = 1 \). Otherwise, \( \text{ind}(v) = +\infty \).

Proof. In case a) the solution \( v \) is given by (4.2). Let us consider the linearized problem:

\[
\begin{align*}
-\Delta \psi + 2 \frac{1}{(1 + t)^2} \psi &= 0, & \text{in } \mathbb{R}^2_+, \\
\frac{\partial \psi}{\partial n} &= \psi, & \text{on } \partial \mathbb{R}^2_+.
\end{align*}
\]

An explicit solution is \( \psi(s, t) = \frac{1}{t + 1} \), which is a positive function. This implies stability (see for instance [15], Section 1.2).

In case b), let \( g \) be given by the above classification. By composing with a symmetry of \( \mathbb{H}^2 \) we can assume, without loss of generality, that \( g(\mathbb{R}^2_+) \) is contained in the disk \( D_R \subset \mathbb{H}^2 \) centred at 0. Here \( R \) denotes its euclidean radius, that satisfies \( R = D_0 - \sqrt{D_0^2 - 1} < 1 \). In such a case, the Gaussian and geodesic curvatures of \( D_R \) in \( \mathbb{H}^2 \) translate to \( \mathbb{R}^2_+ \) via \( g \).

In what follows we shall write \( \rho(s) = \frac{4}{(1 - s^2)^{1/2}} \). In order to study stability we pass to the disk \( D_R \) and study the following quadratic form:

\[
Q_R(\psi) = \int_{\mathcal{D}_R} |\nabla \psi|^2 dz + 2 \int_{\mathcal{D}_R} \psi^2 \rho(|z|)dz - \int_{\partial \mathcal{D}_R} \psi^2 \sqrt{\rho(R)}dz,
\]

for \( \psi \in C^\infty(\overline{D_R}) \). We claim that \( Q_R \) has Morse index 1. Its associated linear operator can be written as

\[
\begin{align*}
-\Delta \psi + 2 \rho(|z|)\psi &= 0, & \text{on } \mathcal{D}_R, \\
\frac{\partial \psi}{\partial n} &= \frac{1}{D_0} \sqrt{\rho(R)}\gamma, & \text{on } \partial \mathcal{D}_R.
\end{align*}
\]

One can easily check that the functions:

\[
\frac{x_1}{1 - |x|^2}, \quad \frac{x_2}{1 - |x|^2},
\]

satisfy (4.8). These elements in the kernel are of course related to the invariances of our problem. It is easy to observe, by using Fourier decomposition, that those functions correspond to the second mode expansion. As a consequence, there is a unique negative eigenvalue with radially symmetric eigenfunction. This eigenfunction is indeed explicit:

\[
\gamma(x) = \frac{1 + |x|^2}{1 - |x|^2}.
\]

Observe that this function is bounded in \( \mathcal{D}_R \), for \( R \in (0, 1) \). Moreover, \( \gamma \) solves the boundary value problem:

\[
\begin{align*}
-\Delta \psi + 2 \rho(|z|)\psi &= 0, & \text{on } \mathcal{D}_R, \\
\frac{\partial \psi}{\partial n} &= \frac{1}{D_0} \sqrt{\rho(R)}\gamma, & \text{on } \partial \mathcal{D}_R.
\end{align*}
\]
Observe that this equation is very similar to (4.8), but with \( \mathcal{D}_0 \) replaced by \( \frac{1}{\mathcal{D}_0} \). Since \( \mathcal{D}_0 > 1 \), we have that \( Q_R(\gamma) < 0 \). This finishes the proof of the claim.

Define now \( \psi = \gamma \circ g \). Clearly, \( \psi \) solves:

\[
\begin{cases}
-\Delta \psi + 2e^\psi \psi = 0, & \text{in } \mathbb{R}_+^2, \\
\frac{\partial \psi}{\partial n} = \frac{1}{\mathcal{D}_0} e^{v/2} \psi, & \text{on } \partial \mathbb{R}_+^2.
\end{cases}
\]  

Let us first consider the case of finite mass, that is, assume that (4.3) holds. Using the invertibility of the M"obius map \( g \), we can relate the second variation in \( D_R \) to that in \( \mathbb{R}_+^2 \), which implies that \( Q(\psi) < 0 \).

We observe now that, by definition, \( \psi \) is uniformly bounded in \( \mathbb{R}_+^2 \); since \( e^v \in L^1(\mathbb{R}_+^2) \) and \( e^{v/2} \in L^1(\partial \mathbb{R}_+^2) \) and since \( \psi \) has a limit at infinity, we can find a compactly-supported function \( \tilde{\psi} \) such that, still \( Q(\tilde{\psi}) < 0 \). As a consequence, \( \text{ind}(\psi) \geq 1 \).

If by contradiction we had the strict inequality, we would be able to find a two-dimensional space \( E_2 \) spanned by two (smooth) compactly-supported functions such that the above quadratic form would be negative-definite outside any compact set. This implies in particular that the Morse index is infinite.

We multiply (4.9) by \( \phi^2 \psi \) and integrate, where \( \phi \) is a conveniently chosen cut-off function:

\[
0 = \int_{\mathbb{R}_+^2} (-\Delta \psi + 2e^\psi \psi) \phi^2 \psi = \int_{\mathbb{R}_+^2} \nabla \psi \cdot \nabla (\phi^2 \psi) + 2e^\psi \psi^2 \phi^2 - \int_{\partial \mathbb{R}_+^2} \frac{1}{\mathcal{D}_0} e^{v/2} \psi^2 \phi^2.
\]

Taking into account that \( |\nabla (\phi \psi)|^2 = \nabla \psi \cdot \nabla (\phi^2 \psi) + \psi^2 |\nabla \phi|^2 \), we have:

\[
\int_{\mathbb{R}_+^2} \psi^2 |\nabla \phi|^2 = \int_{\mathbb{R}_+} |\nabla (\phi \psi)|^2 + 2e^\psi (\psi \phi)^2 - \int_{\partial \mathbb{R}_+^2} \frac{1}{\mathcal{D}_0} e^{v/2} (\psi \phi)^2.
\]  

Observe that the above right-hand side is similar to the expression of \( Q(\phi \psi) \) given in (4.7), but with \( \frac{1}{\mathcal{D}} \) instead of \( \mathcal{D}_0 \).

Indeed, given a fixed \( M_0 > 0 \) and \( M \) large enough, take \( \phi = \phi_M \) a non-negative cut-off such function such that

\[
\phi = 0 \text{ in } B_0(M_0), \phi = 1 \text{ in } A(0;2M_0,M), \phi = 0 \text{ in } B_0(2M)^c,
\]

\[
\int_{\mathbb{R}_+^2} |\nabla \phi_M|^2 \leq C, \quad \text{independently of } M.
\]
Recall now (4.10), and let us estimate:

$$\hat{R}^2 + \psi^2 |\nabla \phi|^2 \leq C,$$

However $\psi \geq 1$, and so

$$\hat{\partial}_R R^2 + e^{v/2} (\psi \phi)^2 \geq \hat{\partial}_R R^2 + \cap A(0;2M_0,M) e^{v/2}.$$

Since $\hat{\partial}_R R^2 + e^{v/2} = +\infty$ and $M_0$ is fixed, the above term diverges as $M \to +\infty$. Hence we can choose $M$ so that $Q(\phi \psi) < 0$. Since $M_0$ is arbitrary we obtain instability outside any compact set, as claimed.

\[\square\]

5. BLOW-UP ANALYSIS. GENERAL PROPERTIES

The goal of the rest of the paper is to prove Theorem 1.4. In this section we focus on some general properties of blowing-up sequences of solutions to (1.7). In particular we will derive the proof of Theorem 1.4, (1).

**Proposition 5.1.** The singular set $S$ defined in (1.6) satisfies

$$S \subset \{ p \in \partial \Sigma : D(p) \geq 1 \}.$$

The spirit of the proof is simple: if $p \in S$, then one can rescale around $p$ to obtain a solution on the half-plane, and this is possible only if $D(p) \geq 1$, as recalled in the previous section. The non-trivial point here is to be able to rescale and pass to a limit problem even if $p$ is not isolated in $S$. We show that this is possible by choosing carefully a sequence $x_n \in \Sigma$ (not necessarily local maxima) such that $x_n \to p$ and $u_n(x_n) \to +\infty$. Let us point out that this is a technical novelty even for the classical problem considered in [6, 34]: one can pass to the limit around a singular point without knowing if the singular set is finite.

For this purpose we shall use Ekeland’s variational principle, which we recall below:

**Theorem 5.2** (see Chapter 5 in [44]). Let $(X, d)$ be a complete metric space and consider a function $\varphi : X \to (-\infty, +\infty]$ that is lower semi-continuous, bounded from below and not identical to $+\infty$. Let $\varepsilon > 0$ and $\lambda > 0$ be given and let $x \in X$ be such that $\varphi(x) \leq \inf_X \varphi + \varepsilon$. Then there exists $x_\varepsilon \in X$ such that

1. $\varphi(x_\varepsilon) \leq \varphi(x),$
2. $d(x_\varepsilon, x) \leq \lambda,$
3. $\varphi(x_\varepsilon) < \varphi(z) + \varepsilon \frac{1}{\lambda} d(x_\varepsilon, z)$ for every $z \neq x_\varepsilon$.

**Proof.** Let $p$ be a point in $S$. By conformal invariance, we can pass from a neighborhood of $p$ to a domain $B \subset \mathbb{R}^2$, where $B$ denotes $B_0(r) \subset \mathbb{R}^2$, if $p \in \text{int}(\Sigma)$, or $B_0^+(r)$, if $p \in \partial \Sigma$. We can choose this conformal map so that $p$ is mapped to 0.
Let us take a sequence \( y_n \) in \( B \) such that \( y_n \to 0 \) and \( u_n(y_n) \to +\infty \), and define \( \varepsilon_n = e^{-\frac{u_n(y_n)}{2}} \).

We apply Theorem 5.2 taking \( \varphi = e^{-\frac{u_n}{2}} \) and \( \lambda = \sqrt{\varepsilon_n} \); then there exists a sequence \( x_n \in B \) such that
\begin{enumerate} 
  \item \( u_n(y_n) \leq u_n(x_n) \),
  \item \( d(x_n, y_n) \leq \sqrt{\varepsilon_n} \),
  \item \( e^{-\frac{u_n(x_n)}{2}} < e^{-\frac{u_n(z)}{2}} + \sqrt{\varepsilon_n}d(x_n, z) \) for every \( z \neq x_n \).
\end{enumerate}

As a consequence of a) and b) above, \( x_n \to 0 \) and \( u_n(x_n) \to +\infty \). The idea is that the new sequence \( x_n \) is convenient for rescaling and passing to a limit problem.

Now, set:
\begin{enumerate} 
  \item \( \delta_n = e^{-\frac{u_n(x_n)}{2}} \to 0 \), \( B_n = B_{x_n}(r/2) \cap B \), and
  \item \( v_n(x) = u_n(\delta_n x + x_n) + 2 \log \delta_n \),
\end{enumerate}
which is defined in \( \tilde{B}_n = \frac{1}{\delta_n} B_n \). Clearly, \( v_n(0) = 0 \). We claim that, given any \( R > 0, \varepsilon > 0 \),
\begin{equation}
  v_n(x) \leq \varepsilon \quad \forall \ x \in \tilde{B}_n, \ |x| < R,
\end{equation}
for sufficiently large \( n \). Indeed, we use c) in the choice of the sequence \( x_n \) and recall the definition of \( \delta_n \); we conclude that if \( |z - x_n| < R\delta_n \), then
\begin{equation}
  (1 - \sqrt{\varepsilon_n}R)e^{-\frac{u_n(x_n)}{2}} < e^{-\frac{u_n(z)}{2}}.
\end{equation}
From this we get:
\begin{equation}
  u_n(z) < u_n(x_n) - 2 \log(1 - \sqrt{\varepsilon_n}R), \quad \text{if} \ |z - x_n| < R\delta_n.
\end{equation}
And this implies (5.3).

In what follows we distinguish two cases:

**Case 1** \( p \in \partial \Sigma \) and, up to a subsequence:
\begin{equation}
  d(x_n, \Gamma_{0}^{+}(r)) = O(\delta_n) \quad \text{as} \ n \to +\infty.
\end{equation}

Passing to a subsequence we can assume that \( \frac{d(x_n, \Gamma_{0}^{+}(r))}{\delta_n} \to t_0 \geq 0 \). Then, the function \( v_n \) solves
\begin{equation}
  \begin{cases} 
  -\Delta v_n + 2\delta_n^2 \tilde{K}_n(\delta_n x + x_n) = 2\tilde{K}_n(\delta_n x + x_n)e^{v_n}, & \text{in} \ \tilde{B}_n, \\
  \frac{\partial v_n}{\partial n} + 2\delta_n \tilde{h}_n(\delta_n x + x_n) = 2h_n(\delta_n x + x_n)e^{v_n}/2, & \text{on} \ \tilde{\Gamma}_n,
  \end{cases}
\end{equation}
where \( \tilde{\Gamma}_n \) is the straight portion of \( \partial \tilde{B}_n \).
Taking (5.3) into account, by Harnack type inequalities (see Lemma A.2 in [31]), $v_n$ is uniformly bounded in $L^\infty_{\text{loc}}(\mathbb{R} \times (-t_0, +\infty))$. Therefore, up to subsequence,

\begin{equation}
(5.5) \quad v_n \rightarrow v \quad \text{in } C^2_{\text{loc}}(\mathbb{R} \times (-t_0, +\infty)),
\end{equation}

which is a solution of the equation

\begin{equation}
(5.6) \quad \begin{cases}
- \Delta v = 2K(0)e^v, & \text{in } \mathbb{R} \times (-t_0, +\infty), \\
\frac{\partial v}{\partial n} = 2h(0)e^{v/2}, & \text{if } t = -t_0.
\end{cases}
\end{equation}

If $K(0) < 0$ and $h(0) > 0$, the latter problem admits solutions only if $\mathcal{D}(0) \geq 1$, see Section 4.

**Case 2**

\[
\frac{d(x_n, \Gamma_0^+(r))}{\delta_n} \rightarrow +\infty, \quad \text{as } n \rightarrow +\infty.
\]

In this situation the rescaled domains $\tilde{B}_n$ invade all of $\mathbb{R}^2$. Hence, reasoning as before, up to subsequence we have

\begin{equation}
(5.7) \quad v_n \rightarrow v \quad \text{uniformly in } C^2_{\text{loc}}(\mathbb{R}^2),
\end{equation}

which is a solution of the equation

\begin{equation}
- \Delta v = 2K(0)e^v, \quad \text{in } \mathbb{R}^2.
\end{equation}

If $K(0) < 0$, is it well known, via Liouville’s formula, that problem (5.7) does not admit any solution.

\[\square\]

**Remark 5.3.** In the above proof, in Case 1, we arrive to a solution of (5.6). Moreover $v(0) = 0$ and, by (5.3), $v(x) \leq 0$ for all $x \in \mathbb{R} \times [-t_0, +\infty])$. By the maximum principle this implies that actually $t_0 = 0$. That is, one obtains the more precise conclusion $d(x_n, \Gamma_0^+(r)) = o(\delta_n)$.

We now state and prove a couple of lemmas for later use.

**Lemma 5.4.** There holds:

a) For any $q \in (1, 2)$, $\int_\Sigma |\nabla u_n^-|^q < O(1)$.

b) If, moreover, $\chi_n \leq 0$, then $\int_\Sigma |\nabla u_n^-|^2 < O(1)$.

c) For any $K \subset \Sigma$ compact set with $K \cap S = \emptyset$, we have that:

\[
\sup_K u_n - \inf_K u_n = O(1), \quad \int_K |\nabla u_n|^2 = O(1).
\]

Estimates like c) are commonly used in Liouville type problems, and are usually proved by using a Green’s representation argument. However, in our case this is not possible unless the total mass is finite. Here we give a different proof, which is based on estimates for $u_n^-$ and on local regularity arguments.

The estimates of $u_n^-$ follow the idea of [13], where the Kato inequality is used. The problem is that here it is not so clear which boundary condition is satisfied by $u_n^-$, hence we use a smooth approximation of the function $u \mapsto u^-$. 
Proof. Define \( w : \mathbb{R} \to \mathbb{R} \) a \( C^2 \) function such that:
\[
\begin{aligned}
  w(u) &= u, \quad u \leq 0, \\
  w(u) &= 1, \quad u \geq 1, \\
  w'(u) &\geq 0, \quad u \in \mathbb{R}, \\
  w''(u) &\leq 0, \quad u \in \mathbb{R}.
\end{aligned}
\]

Then the function \( w_n = w(u_n) \) satisfies
\[
\begin{aligned}
  -\Delta w_n &= -w''(u_n)|\nabla u_n|^2 - 2w'(u_n)(\tilde{K}_n + |K_n|e^{u_n}), \quad x \in \Sigma, \\
  \frac{\partial w_n}{\partial \nu} + 2w'(u_n)\tilde{h}_n &= 2w'(u_n)h_ne^{u_n/2}, \quad x \in \partial \Sigma.
\end{aligned}
\]  

(5.8)

Just by integrating we find that
\[
0 \leq \int_\Sigma -w''(u_n)|\nabla u_n|^2 \leq O(1).
\]

As a consequence, the right-hand side of the first equation in (5.8) is bounded in \( L^1 \), whereas the boundary data are bounded in \( L^\infty \). By elliptic regularity estimates, \( \int_\Sigma |\nabla w_n|^q < O(1) \) for any \( q \in (1, 2) \). This implies a).

We now prove b). We multiply (1.7) by \( u_n^- \) and integrate, to get
\[
\int_\Sigma |\nabla u_n^-|^2 + 2\int_\Sigma u_n^- (\tilde{K}_n + |K_n|e^{u_n}) = 2\int_{\partial \Sigma} u_n^- (h_ne^{u_n/2} - \tilde{h}_n).
\]

Clearly the functions \( u_n^- e^{u_n}, u_n^- e^{u_n/2} \) are bounded in \( L^\infty \). Hence,
\[
\int_\Sigma |\nabla u_n^-|^2 = -2 \left[ \int_\Sigma \tilde{K}_n u_n^- + \int_{\partial \Sigma} \tilde{h}_n u_n^- \right] + O(1).
\]

We are able to estimate the right hand side by the assumption on \( \chi_n \). We split \( u_n^- = (u_n^- - \int_\Sigma u_n^-) + \int_\Sigma u_n^- \), and, making use of a), we obtain:
\[
\left| \int_\Sigma \tilde{K}_n (u_n^- - \int_\Sigma u_n^-) \right| \leq O(1), \quad \left| \int_{\partial \Sigma} \tilde{h}_n (u_n^- - \int_\Sigma u_n^-) \right| \leq O(1).
\]

Moreover,
\[
-2 \left[ \int_\Sigma \tilde{K}_n \int_\Sigma u_n^- + \int_{\partial \Sigma} \tilde{h}_n \int_\Sigma u_n^- \right] = -2\chi_n \int_\Sigma u_n^- \leq 0,
\]

yielding the assertion.

Finally, let us show c). We can assume that \( K = \overline{B}_p(r) \) where \( B_p(4r) \cap S = \emptyset \) with \( p \in \Sigma \) and:

1. either \( B_p(4r) \subset \text{int}(\Sigma) \),
2. or \( p \in \partial \Sigma \).

Via a conformal map we can pass to a problem in \( B_0(4r) \subset \mathbb{R}^2 \) or \( B_0^+(4r) \subset \mathbb{R}^2_+ \).

Observe that in any case \( u_n \leq C \) in \( B_p(2r) \) for some \( C > 0 \). Recall that as in a), we have that the function \( v_n = \min\{u_n, C\} \) satisfies \( \int_\Sigma |\nabla v_n|^q = O(1) \) for all \( q \in [1, 2) \). As a consequence, the function \( \tilde{u}_n = u_n - \int_{B_p(2r)} u_n \) is bounded in \( L^{q'}(B_p(2r)) \) for any \( q' > 1 \).

In case (1) we have that \( \tilde{u}_n \) solves:
−Δ\tilde{u}_n = f_n, \quad \text{in } B_0(2r),

with \( f_n \) bounded in \( L^\infty \). We conclude then by local regularity estimates (see for instance [24, Theorem 8.17 and Theorem 8.32]).

In case 2 we are led to the problem:

\[
\begin{aligned}
-\Delta \tilde{u}_n &= f_n, & \text{in } B_0^+(2r), \\
\frac{\partial \tilde{u}_n}{\partial n} &= g_n, & \text{on } \Gamma_0^+(2r),
\end{aligned}
\]

with \( f_n, g_n \) bounded in \( L^\infty \). We conclude by local regularity estimates for the Neumann problem (see for instance [36, Theorem 5.36 and Lemma 5.51]).

The following lemma gives a Pohozaev type identity, depending on an arbitrary field \( \mathcal{F} \), which we state and prove for the sake of completeness.

**Lemma 5.5.** Let \( u \) be a solution of

\[-\Delta u + 2\mathcal{K} = 2\mathcal{K}(x)e^u, \quad \text{in } \Sigma.\]

Then, given any vector field \( \mathcal{F} : \Sigma \to T\Sigma \), there holds:

\[
\int_{\partial \Sigma} [4\mathcal{K}(x)e^u(F \cdot \nu) + 2(\nabla u \cdot \nu)(\nabla u \cdot F) - |\nabla u|^2 F \cdot \nu] \\
= \int_{\Sigma} [4\mathcal{K}\nabla u \cdot F + 4e^u(\nabla K \cdot F + \mathcal{K} \nabla \cdot F) + 2DF(\nabla u, \nabla u) - \nabla \cdot F|\nabla u|^2].
\]

**Proof.** We will make use of the following basic identity:

\[
2\Delta u(\nabla u \cdot F) = \nabla \cdot (2(\nabla u \cdot F)\nabla u - |\nabla u|^2 F) - 2DF(\nabla u, \nabla u) + |\nabla u|^2 \nabla \cdot F.
\]

With this identity at hand, we just multiply the equation by \( 2\nabla u \cdot F \) and integrate, using the divergence theorem. Take into account also that, again by the divergence theorem,

\[
4 \int_{\Sigma} Ke^u \nabla u \cdot F = 4 \left[ \int_{\partial \Sigma} Ke^u F \cdot \nu - \int_{\Sigma} e^u(\nabla K \cdot F + K \nabla \cdot F) \right].
\]

\[\square\]

### 6. Blow-up with Unbounded Mass

In this section we address the question of infinite-mass blow-up. As we shall see later, this is the only possible blow-up scenario if \( \chi_n \leq 0 \), and it is a completely new phenomenon in this type of problems. Let us set:

\[
\rho_n = \int_{\partial \Sigma} h_n e^{u_n/2} = \int_{\Sigma} |K_n|e^{u_n} + O(1) \to +\infty.
\]

Hence, up to a subsequence, we obtain that

1. \( \rho_n^{-1} h_n e^{u_n/2} \to \sigma \)
2. \( \rho_n^{-1} |K|e^{u_n} \to \xi \),
where $\sigma$, $\xi$ are unit positive measures defined on $\partial \Sigma$ and $\Sigma$, respectively, and the above is weak convergence of measures.

The next proposition implies (3) $a)$ of Theorem 1.4.

**Proposition 6.1.** $\xi|_{\text{int}(\Sigma)} = 0$ and $\xi|_{\partial \Sigma} = \sigma$.

**Proof.** Fix $\phi \in C^2(\Sigma)$, multiply equation (1.3) by $\phi$ and use Green’s formula, to obtain:

$$2 \int_{\Sigma} [h_n e^{u_n/2} - \tilde{h}_n] \phi - 2 \int_{\Sigma} [\tilde{K}_n \phi + |K_n| e^{u_n} \phi] = \int_{\Sigma} u_n \Delta \phi + \int_{\partial \Sigma} \frac{\partial \phi}{\partial n} u_n.$$

We now estimate the right hand side taking into account the positive and negative parts of $u_n$, where we recall that in our notation $u^+ = \max\{u, 0\}$ and $u^- = \min\{u, 0\}$:

$$\left| \int_{\Sigma} u_n^+ \Delta \phi + \int_{\partial \Sigma} \frac{\partial \phi}{\partial n} u_n^+ \right| \leq C \int_{\Sigma} u_n^+ + \int_{\partial \Sigma} u_n^+ = o(\rho_n).$$

Moreover,

$$\int_{\Sigma} u_n^+ \Delta \phi + \int_{\partial \Sigma} \frac{\partial \phi}{\partial n} u_n^+ = \int_{\Sigma} (u_n^+ - \int_{\Sigma} u_n^-) \Delta \phi + \int_{\partial \Sigma} \frac{\partial \phi}{\partial n} (u_n^- - \int_{\Sigma} u_n^-),$$

and

$$\int_{\Sigma} |u_n - \int_{\Sigma} u_n^-| + \int_{\partial \Sigma} |u_n^- - \int_{\Sigma} u_n^-| \leq C \int_{\Sigma} |\nabla u_n^-|^q,$$

for any $q \in (1, 2)$, and this last quantity is bounded by Lemma 5.4, $a)$.

Since $\phi$ is arbitrary, we can conclude. $\square$

Observe that $\text{supp} \, \sigma \subset S \subset \{ p \in \partial \Sigma : \mathcal{D}(p) \geq 1 \}$ by Proposition 5.1. In what follows we will show that $\text{supp} \, \sigma \subset \{ p \in \partial \Sigma : \mathcal{D}_r(p) = 0 \}$. This will be accomplished by making use of the Pohozaev-type identity given in Lemma 5.5 on fields that are tangential to $\partial \Sigma$. However, here the question is delicate since the support of $\sigma$ need not be finite. Moreover, and more importantly, we do not have any control of the asymptotic behavior of the Dirichlet energy of the solutions.

The idea is to apply Lemma 5.5 to holomorphic fields $F$. In this way, the Cauchy-Riemann equations imply that the terms involving the Dirichlet energy vanish. For this, we will need to first pass to an analytic setting via a conformal map.

**Proposition 6.2.** $\text{supp} \, \sigma \subset \{ p \in \partial \Sigma : \mathcal{D}_r(p) = 0 \}$.

**Proof.** Let $\Lambda_0$ be a connected component of $\partial \Sigma$ such that $\sigma|_{\Lambda_0} \neq 0$, and consider a smooth neighborhood $U$. By the Uniformization Theorem for annuli (see for instance [20, IV.7]) we can pass via a conformal map to a problem in the annulus $A(0; r, 1)$ for some $r > 0$. That is, we need to consider:

$$\begin{cases}
-\Delta_g u_n + 2\tilde{K}_n(x) = 2K_n(x)e^{u_n}, & \text{in } A(0; r, 1), \\
\frac{\partial u_n}{\partial \nu} + 2h_n(x) = 2h_n(x)e^{u_n/2}, & \text{on } \Lambda_0,
\end{cases}$$

where $g$ is a metric conformal to the standard one $g_0$, that is, $g = e^v g_0$. Here we identify $\Lambda_0 = \{|x| = 1\}$.

As a consequence, the function $\hat{u}_n = u_n + v$ satisfies the following equation with respect to $g_0$:
for some smooth functions $\hat{K}_n$, $\hat{h}_n$. In what follows we can consider problem (6.1) in a flat annulus and prove the statement of Proposition 6.2.

Take any analytic real function $f$ defined in $\Lambda_0$, and consider $F : \Lambda_0 \to \mathbb{C}$ defined by $F(p) = f(p)\tau(p)$, where $\tau(p)$ is the tangent unit vector. By analytic continuation we can extend $F$ to a holomorphic function $F : A(0; r_1, 1) \to \mathbb{C}$, by taking $r$ closer to $1$ if necessary. We define $\tilde{F}(p) = F(p)\phi(p)$, where $\phi$ is a cut-off such that $\phi = 1$ in $A(0; r_0, 1)$ and $\phi = 0$ in $A(0; r, r_1)$ with $r < r_1 < r_0$. We apply Lemma 5.5 to the field $\tilde{F}$ to obtain:

\[
\int_{\Lambda_0} 4f(\hat{h}_n e^{\hat{u}_n/2} - \hat{h}_n)(\hat{u}_n)_\tau = \int_{A(0; r_0, 1)} [4\hat{K}_n \nabla \hat{u}_n \cdot F + 4e^{\hat{u}_n}(\nabla \hat{K}_n \cdot F + \hat{K}_n \nabla \cdot F)] + O(1).
\]

Observe that here we are using Lemma 5.4, c). Let us also point out here that $2DF(\nabla \hat{u}_n, \nabla \hat{u}_n) - \nabla \cdot F |\nabla \hat{u}_n|^2 = 0$ by the Cauchy-Riemann equations. We now get rid of

\[
\int_{A(0; r_0, 1)} 4\hat{K}_n \nabla \hat{u}_n \cdot F = \int_{A(0; r_0, 1)} 4\hat{K}_n (\nabla \hat{u}_n^+ + \nabla \hat{u}_n^-) \cdot F.
\]

The term $\int_{A(0; r_0, 1)} 4\hat{K}_n \nabla \hat{u}_n^+ \cdot F$ is bounded by Lemma 5.4, whereas the one with the positive part of $\hat{u}_n$ can be estimated via an integration by parts:

\[
\left| \int_{A(0; r_0, 1)} 4\hat{K}_n \nabla \hat{u}_n^+ \cdot F \right| \leq \left| \int_{\Lambda_0} 4\hat{K}_n \hat{u}_n^+ \cdot F - \int_{A(0; r_0, 1)} \hat{u}_n^+ \nabla \cdot (\hat{K}_n F) \right| + O(1) \\
\leq C \left( \int_{\Lambda_0} \hat{u}_n^+ + \int_{A(0; r_0, 1)} \hat{u}_n^+ \right) + O(1) = o(\rho_n).
\]

In the same way we can estimate the term:

\[
\int_{\Lambda_0} f\hat{h}_n(\hat{u}_n)_\tau = \int_{\Lambda_0} f\hat{h}_n(\hat{u}_n^+ + \hat{u}_n^-)_\tau.
\]

Indeed,

\[
\int_{\Lambda_0} f\hat{h}_n(\hat{u}_n^-)_\tau = \int_{\Lambda_0} f\hat{h}_n \left( \hat{u}_n^- - \int_{\Lambda_0} u_n^- \right)_\tau = \\
- \int_{\Lambda_0} (f\hat{h}_n)_\tau \left( \hat{u}_n^- - \int_{\Lambda_0} u_n^- \right) = O(1),
\]

by Lemma 5.4. Moreover,

\[
\int_{\Lambda_0} f\hat{h}_n(\hat{u}_n^+)_\tau = - \int_{\Lambda_0} (f\hat{h}_n)_\tau \hat{u}_n^+ = o(\rho_n).
\]
Integrating by parts we find
\[ 4 \int_{\Lambda_0} h_n f e^{\bar{u}_n/2} (\nabla \bar{u}_n \cdot F) = -8 \int_{\Lambda_0} (h_n f) e^{\bar{u}_n/2}. \]

Then,
\[ -8 \int_{\Lambda_0} ((h_n)_x f + h_n f_x) e^{\bar{u}_n/2} = \int_{\Lambda(0, r_0, 1)} (4 \nabla K_n \cdot F + 4 K_n \nabla \cdot F) e^{\bar{u}_n} + o(\rho_n). \]

Observe now that on \( \Lambda_0 \), \( \nabla \cdot F = 2 f_x \). By Proposition 6.1, we can divide by \( \rho_n \) and pass to the limit to obtain:
\[ -8 \int_{\Lambda_0} \left( \frac{h_x}{h} f + f_x \right) d\sigma = -\int_{\Lambda_0} \left( 4 f \frac{K_x}{K} + 8 f_r \right) d\sigma. \]

Recall that in the support of \( \sigma \) we have the inequality \( \mathcal{D}(p) \geq 1 \), which implies that \( h(p) \) is positive: this allows us to write \( h \) in the denominator.

The terms in \( f_x \) cancel and we can rewrite this expression as:
\[ \int_{\Lambda_0} \left( \frac{2 h_x}{h} - \frac{K_x}{K} \right) f d\sigma = 0. \]

Let us define the measure \( \mu = \left( \frac{2 h_x}{h} - \frac{K_x}{K} \right) \sigma \). Then, we have obtained that \( \int_{\Lambda_0} f d\mu = 0 \) for any analytic real function \( f \). Since the analytic functions form a dense subset of the space of continuous functions, we conclude that \( \mu = 0 \).

Finally, notice that
\[ \frac{2 h_x}{h} - \frac{K_x}{K} = 2 \frac{\mathcal{D}_x}{\mathcal{D}}. \]

Hence \( \mathcal{D}_x(p) = 0 \) for any \( p \in \text{supp} \sigma \). \( \square \)

### 7. Blow-up with Bounded Mass or Morse Index

In this section we consider the case in which the sequence \( u_n \) has either bounded mass or bounded Morse index, and we will exploit this information to give a more complete description of the blow-up phenomena, proving (2) and (4) in Theorem 1.4. The key ingredient here is that, if \( \mathcal{D}(p) > 1 \), the only limit profiles with bounded mass or bounded Morse index are the bubbles in the form (4.4).

Let us start with the following fact:

**Lemma 7.1.** Assume that \( \int_{\Sigma} e^{u_n} \) is bounded in \( n \). Then,
\[ S \subset \{ p \in \partial \Sigma : \mathcal{D}(p) > 1 \}. \]

**Proof.** Let \( p \) be a point in \( S \), and consider the function \( u_n \) defined in (5.2). By Fatou’s lemma, the classification of the entire solutions on the upper half-plane and Remark 5.3, we find that for some \( r > 0 \)
\[ C \geq \lim_{n \to +\infty} \int_{B^+_r(p)} |K_n| e^{u_n} = \lim_{n \to +\infty} \int_{B_r(p)} |K_n| e^{u_n} \geq \int_{\mathbb{R}^2_+} |K(p_0)| e^v, \]
where \( \tilde{B}_n = B_{\frac{\delta_n}{2^n}}^+(\frac{x}{\delta_n}) \) and \( v \) is an entire solution of the limit problem (5.6).
Observe that if \( D(p) = 1 \), \( v \) is of the form (4.2) (see Section 4), so the upper bound on the volume is violated. Therefore \( D(p) > 1 \).

The main result of the section is the following proposition, which completes the proof of Theorem 1.4 and includes the asymptotic behavior of the blowing-up sequences of solutions near the singular points.

**Proposition 7.2.** Let \( u_n \) be a blowing-up sequence (namely, \( \sup_{\Sigma} u_n \to +\infty \)) of solutions to (1.7), under the conditions of Theorem 1.4. Assume also that:

(7.1) either \( \int_{\Sigma} e^{u_n} \) or \( \text{ind}(u_n) \) is bounded.

Then \( S = S_0 \cup S_1 \), with:

\[
S_0 \subset \{ p \in \partial \Sigma : D(p) = 1, \ D_+(p) = 0 \},
\]

\[
S_1 = \{ p_1, \ldots, p_m \} \subset \{ D(p) > 1 \text{ and } \Phi(p) = 0 \},
\]

where \( \Phi \) is defined in (1.9).

Moreover, the following asymptotics hold:

a) If \( p \in S_0 \), there exists \( x_n \to p \), \( \lambda_n \to 0 \), \( R_n \to +\infty \) such that \( d(x_n, \partial \Sigma) = o(\lambda_n) \) and

(7.2) \( u_n(y) = v_{\lambda_n}(0, t) + o(1), \ y \in B_{R_n}(R_n \delta_n) \),

where \( v_{\lambda} \) is the \( 1 - D \) solution given in (4.2), and \( t = d(y, \partial \Sigma) \).

b) If \( p \in S_1 \), there exists \( (s_n, t_n) \to p \) and \( \lambda_n \to 0 \)

(7.3) \( u_n(s, t) = 2 \log \left( \frac{2 \lambda_n}{(s - s_n)^2 + (t + D(p) \lambda_n)^2 - \lambda_n^2} \right) + O(1), \)

in \( B_p^+(r) \subset \mathbb{R}^2 \) with \( d(p, p_j) > 2r \) for any \( j = 1, \ldots, m \), where \( (s, t) \) is an isothermal coordinate centered at \( p \). Moreover,

(7.4) \( \nabla u_n(x) = -4 \frac{x - p}{|x - p|^2} + o \left( \frac{1}{|x - p|^2} \right), \ \text{in } B_p^+(r) \setminus B_p^+(\lambda_n \log \frac{1}{\lambda_n^2}). \)

c) Finally, if \( \chi_n \leq 0 \), then \( S_1 \) is empty.

This result follows from the lemmas below.

**Lemma 7.3.** Under assumption (7.1), the set \( S_1 \) is finite. Moreover, let \( p \in S_1 \) and consider a blow-up profile \( v \) at \( p \) constructed as in the proof of Proposition 5.1. Then \( v \) has finite volume.

**Proof.** Recalling (1.7), the Morse index bound is related to the quadratic form (1.10). Recall also that the limit profile \( v \) is defined as the limit of the sequence

\[
v_n(x) = u_n(\delta_n x + x_n) + 2 \log \delta_n; \quad \delta_n = e^{-u_n(x_n)/2}.
\]
We claim that (4.3) is satisfied for \(v\). Otherwise, by Fatou’s lemma, \(\int_{\Sigma} e^{u_n}\) is unbounded. Moreover, by Theorem 4.2 b) we can find compactly-supported functions (with disjoint supports) \(\psi_1, \ldots, \psi_{m+1}\) such that

\[
a_i := \int_{\mathbb{R}^2_+} \left[ \| \nabla(\psi_i) \|^2 + 2 e^v(\psi_i)^2 \right] - \int_{\partial \mathbb{R}^2_+} \frac{1}{2} \tilde{\Omega}(p) e^{v/2}(\psi_i)^2 < 0
\]

for all \(i = 1, \ldots, m + 1\).

Define then \(\psi_{i,n} = \psi_i \left( \frac{x - x_n}{\delta_n} \right)\).

By scaling variables, recalling the expression in (1.10), it is then easy to see that

\[
Q_n(\psi_{i,n}) = a_i + o_n(1) < 0; \quad i = 1, \ldots, m + 1.
\]

Since also the \(\psi_{i,n}\)'s have disjoint supports, we deduce that \(\text{ind}(u_n) \geq m + 1\) for \(n\) large. In this way we arrive to a contradiction with (7.1).

We know now that for any point in \(S_1\) we can construct a blow-up profile \(v\) that satisfies (4.3), and in particular its Morse index is equal to 1. Moreover, by (4.5),

\[
\liminf_{n \to +\infty} \int_{\Sigma} |K_n| e^{u_n} \geq \int_{\mathbb{R}^2_+} |K(p_0)| e^v = 2\pi \left( \frac{h(p_0)}{\sqrt{h^2(p_0) + K(p_0)}} - 1 \right) > \delta,
\]

for a suitable \(\delta > 0\). Hence condition (7.1) implies that \(S\) is finite.

Lemma 7.4. Let \(p \in S_1\). Then there exists fixed constants \(r, C > 0\) such that

\[
\int_{B_p(r) \cap \Sigma} e^{u_n} \leq C; \quad \int_{B_p(r) \cap \partial \Sigma} e^{u_n/2} \leq C; \quad u_n \to -\infty \text{ on } \partial B_p(r) \cap \Sigma.
\]

Proof. We will follow a modification of the strategy in [34], and hence we will be sketchy in some parts. First, we can conformally deform a geodesic ball centred at \(p\) into a planar half-ball \(B^+_0(r_0)\), reducing ourselves to the same equation as in (6.1). It is then convenient to divide the proof into several steps.

**Step 1: blowing a first bubble.** We already know from Lemma 7.3 that the subset \(S_1\) in the blow-up set \(S\) is finite and therefore, by sub-harmonicity, for \(n\) large (and up to a subsequence) \(u_n\) has local maxima \(x_n\) on \(\Gamma^+_0(r)\), converging to \(p\).

We rescale the solutions \(u_n\) as follows

\[
v_n(x) = u_n(x_n + \delta_n x) + 2 \log \delta_n; \quad e^{-2\delta_n} = u_n(x_n).
\]

Reasoning as in the proof of Proposition 5.1, we can find \(R_n \to +\infty\) (slowly) such that \(\|v_n - v\|_{C^2(B^+_0(2R_n))} \to 0\), with \(v\) a solution of (5.6). By the classification results given in Section 4, \(v\) must be of the form

\[
v(s, t) = 2 \log \left( \frac{2\lambda}{-\lambda^2 + (s - s_0)^2 + (t + t_0)^2} \right)
\]
for some $\lambda > 0$, $s_0 \in \mathbb{R}$ and $t_0$ determined by $t_0 = \mathcal{O}(p) \lambda$. Notice that, at infinity

$$v(s, t) \simeq -4 \log |(s, t) - (s_0, -t_0)|.$$  

We also recall that this solution has Morse index one, by Theorem 4.2.

**Step 2: blowing (possibly) other bubbles.** Letting $r$ be as in the previous step and $R_n \to +\infty$ as in Step 1, we consider the maximization problem

$$\sup_{R_n \delta_n \leq |x-x_n| \leq r/2} (u_n + 2 \log |x-x_n|).$$

If this supremum tends to infinity, reasoning as in the proof of Lemma 4 in [34], one could again rescale $u_n$ near a maximum point of the function $u_n + 2 \log |x-x_n|$ to obtain another limiting profile. Since all limiting profiles have the expression of the above function $v$ and have Morse index equal to one and fixed mass, (7.1) implies that continuing the procedure there is a finite number of bubbles. Therefore, we can find an integer $k$ for $1 \leq k \leq m$, sequences of boundary points $x_n^i \in B_0^+(r)$, $i = 1, \ldots, k$, sequences $(\delta_n)_n$, $\delta_n^i \to 0$ for $i = 1, \ldots, k$ sequences $(R_n)_n$, $R_n \to \infty$, $i = 1, \ldots, k$ and a fixed constant $C$ with the following properties

(i): $v_n^i(x) := u_n(x_n^i + \delta_n^i x) + 2 \log \delta_n^i \to v$ in $C^2(B_0^+(R_n^i))$;

(ii): $B_{x_n^i}^+(4R_n^i \delta_n^i) \cap B_{x_n^i}^+(4R_n^j \delta_n^j) = \emptyset$ for $i \neq j$;

(iii): $\sup_{B_0^+(r/2) \cup \bigcup_{i=1}^k B_{x_n^i}^+(R_n^i \delta_n)} (u_n + 2 \log \min_i |x-x_n^i|) \leq C$.

**Step 3: Harnack inequality.** For $s_n^i \in [2R_n^i \delta_n^i, 1/8 \min_j |x_n^i - x_n^j|]$, $s_n^i \leq \xi$, one can consider the rescaled function $w_n^i$ given by

$$w_n^i(x) = u_n(x_n^i + s_n^i x) + 2 \log s_n^i; \quad x \in B_0^+(4) \setminus B_0^+(1/2).$$

By the above bound (iii) on $u_n$, $w_n^i$ is uniformly controlled from above, and satisfies an equation with uniformly bounded data in $B_0^+(4) \setminus B_0^+(1/2)$. Reasoning as for (5.5), we can deduce a Harnack inequality for $e^{w_n^i}$ in $B_0^+(2) \setminus B_0^+(1)$, i.e., $w_n^i$ has uniformly bounded oscillation there. Define the (semicircular) average

$$\overline{w}_n^i(s) := \frac{1}{|\partial^+ B_{x_n^i}^+(s)|} \int_{\partial^+ B_{x_n^i}^+(s)} u_n.$$

The Harnack inequality implies that there exists a fixed $C > 0$ such that

$$u_n(x) \leq \overline{w}_n^i(s) + C, \quad x \in B_{x_n^i}^+(2s) \setminus B_{x_n^i}^+(s/2),$$

provided that $s \in [2R_n^i \delta_n^i, 1/8 \min_j |x_n^i - x_n^j|]$.

**Step 4: local radial decay.** Let us assume first that there exists $x_n^i \neq x_n^j$ as in Step 2 such that $|x_n^i - x_n^j| \to 0$. We will show that the functions $u_n$ (properly rescaled) keep the profile as in (7.5) for $|x-x_n^i| \leq O(\min_j |x_n^i - x_n^j|)$. This will imply in particular the finiteness of accumulation of volume up to that scale.

If $\nu_n$ stands for the outer unit normal to $\partial^+ B_{x_n^i}^+(s)$, one has the formula
and moreover, by the asymptotics of (7.9) above regions we have that (7.6)

\[ |\partial^+ B_{x_n^i}(s)| \frac{d}{ds} \bar{u}_n(s) = \oint_{\partial^+ B_{x_n^i}(s)} \frac{\partial u_n}{\partial u_n} \]

Fix now a number \( \delta \) small and positive: we claim that (7.7)

\[ \bar{u}_n(s) = \bar{u}_n(R^{i}_n \delta_n^i) - (4 - \delta) \left( \log s - \log(R^{i}_n \delta_n^i) \right) \]

for all \( s \in [2R^{i}_n \delta_n^i, 1/8 \min_{j \neq i} |x_n^i - x_n^j|] \). Assuming by contradiction that this is false, define \( t_n^i \) to be the infimum of the radii \( s \) such that

\[ \bar{u}_n(s) > \bar{u}_n(R^{i}_n \delta_n^i) - (4 - \delta) \left( \log s - \log(R^{i}_n \delta_n^i) \right). \]

Notice that at this first value \( t_n^i \), we must also have

\[ t_n^i \frac{d}{ds} |_{s = t_n^i} \bar{u}_n(s) \geq \delta - 4. \]

(7.6), the fact that \( |\partial^+ B_{x_n^i}(s)| = \pi s \) and the latter formula imply

\[ \oint_{\partial^+ B_{x_n^i}(t_n^i)} \frac{\partial u_n}{\partial u_n} \geq (\delta - 4) \pi (1 + O((t_n^i)^2)). \]

On the other hand, from the convergence in Step 1 and the limiting behavior in (7.5) we find that

\[ \oint_{\partial^+ B_{x_n^i}(R^{i}_n \delta_n^i)} \frac{\partial u_n}{\partial u_n} \to -4 \pi \quad \text{as } n \to +\infty. \]

Integrating (1.7) and using the last two formulas, together with the fact that \( t_i \to 0 \), we obtain

\[ 2 \oint_{B^{+}_{x_n^i}(t_n^i) \setminus B^{+}_{x_n^i}(R^{i}_n \delta_n^i)} (K_n e^{u_n} - \tilde{K}_n u_n) + 2 \oint_{\Gamma^{+}_{x_n^i}(t_n^i) \setminus \Gamma^{+}_{x_n^i}(R^{i}_n \delta_n^i)} (h_n e^{u_n/2} - \tilde{h}_n u_n) \]

(7.8)

\[ \leq -\delta \pi + o_n(1). \]

However, by the definition of \( t_i \) and by the Harnack inequality, in the above regions we have that

\[ e^{u_n}(x) \leq C(R^{i}_n \delta_n^i)^{-2} (R^{i}_n \delta_n^i)^{-4 - \delta} \left| x \right|^{4 - \delta} |x| \in [R^{i}_n \delta_n^i, t_n^i] \]

and moreover, by the asymptotics of \( u_n \)

\[ |u(x) - u(\delta_n^i R^{i}_n / |x| x)| \leq C \log \frac{|x|}{\delta_n^i R^{i}_n}; \quad |x| \in [R^{i}_n \delta_n^i, t_n^i]. \]

The function \( u_n \), where it is positive, can be estimated from above by its exponential. Where it is negative, the previous formula allows to estimate it in absolute value by \( C \log |x| \). The last two formulas and the latter argument imply that the integrals on the l.h.s. of (7.8) converge to zero, giving a contradiction.

Assuming next that there is no \( x_n^i \neq x_n^j \) as above, i.e. that there is only one bubble, we choose the upper bound for \( t_i \) (in the formula after (7.7)) to be a small but fixed number \( \tilde{r} > 0 \). In this way, all the above arguments hold true, with the exception that we need to replace the r.h.s. of (7.8) by
Integrating \((1.7)\) and reasoning as in the previous step it follows that

\[
Sect 4). In this regard, take also into account Remark 5.3.
\]

5.2. Recall that if

\[
D
\]

Proof. From Step 4 and Step 5 it follows that the integral of \(e^{u_n}\) tends to zero.

One can then repeat the reasoning of Step 4 to show that

\[
\delta \pi + O(\tilde{r}^2) + o_n(1). \text{ It is then sufficient to choose } \tilde{r} \text{ small compared to } \delta \text{ to reach again a contradiction.}
\]

Step 5: global radial decay. This step can be skipped if in the previous one only one bubble appears. If we have more bubbles instead, we assume for simplicity that there are only two of them: \(x^1_n\) and \(x^2_n\). The general case can be dealt with in a similar way, properly grouping points in clusters.

By the previous step, fixing any small \(\delta > 0\), we have the inequality \((7.7)\), and similarly

\[
\pi_n(s) \leq \pi_n(2R_n^2 \delta_n^2) - (4 - \delta) \left( \log s - \log(R_n^2 \delta_n^2) \right),
\]

for all \(s \in [2R_n^2 \delta_n^2, 1/8|x^1_n - x^2_n|]\).

By the Harnack inequality in Step 3 we have that the differences of the radial averages \(|\pi_n(1/8|x^1_n - x^2_n|) - \pi_n(1/8|x^1_n - x^2_n|)|\) are uniformly bounded and that moreover (using also \((7.9)\))

\[
|u_n(x) - \pi_n(1/8|x^1_n - x^2_n|)| \leq C \quad \text{for every } x \in \Omega_n;
\]

where

\[
\Omega_n = B_{x^1_n}(8|x^1_n - x^2_n|) \setminus \left( B_{x^2_n}(1/8|x^1_n - x^2_n|) \cup B_{x^1_n}(1/8|x^1_n - x^2_n|) \right),
\]

\[
\Xi_n = \Gamma^+(8|x^1_n - x^2_n|) \setminus \left( \Gamma^+(1/8|x^1_n - x^2_n|) \cup \Gamma^+(1/8|x^1_n - x^2_n|) \right).
\]

Integrating \((1.7)\) and reasoning as in the previous step it follows that

\[
\int_{\partial B_r(8|x^1_n - x^2_n|)} \frac{\partial u_n}{\partial \nu} \to -8\pi \quad \text{as } n \to +\infty,
\]

since the total flux of the gradient over the boundary of \(\Omega_n\) tends to zero.

One can then repeat the reasoning of Step 4 to show that

\[
\pi_n(s) \leq \pi_n(8|x^1_n - x^2_n|) - 2(4 - \delta) \left( \log s - \log(8|x^1_n - x^2_n|) \right) + C
\]

for all \(s \in [8|x^1_n - x^2_n|, \tilde{r}]\), where \(C\) is a fixed positive constant and \(\tilde{r}\) is a small, but fixed, positive constant. From these facts, one can pass to the next (and last) step. Notice that these latter estimates imply that in the above set \(\Omega_n\) the integral of \(e^{u_n}\) tends to zero (as well as the boundary integral of \(e^{u_n/2}\)).

Step 6: conclusion. From Step 4 and Step 5 it follows that the integral of \(e^{u_n}\) (respectively, the boundary integral of \(e^{u_n/2}\)) are bounded in a fixed neighborhood of \(p\), which is the first conclusion of the proposition. It readily follows also that \(u_n\) diverges negatively on \(\partial^+ B_p(r)\).

Lemma 7.5. Under the conditions of Proposition 7.2, the asymptotic behavior given in \((7.2)\) and \((7.3)\) hold. If moreover \(\chi_n \leq 0\), then \(S_1\) is empty.

Proof. If \(p \in S_0\), the statement follows from Case 1 in the proof of Theorem 5.2. Recall that if \(\mathcal{D}(p) = 1\), the only solution of \((5.6)\) is given by \((4.2)\) (see Section 4). In this regard, take also into account Remark 5.3.
If $p \in S_1$, our main concern is to rule out the blow-up cluster phenomena. Via a conformal map, we can work in $B_0^+(r) \subset \mathbb{R}^2$, where $p$ is mapped to the origin. One has the distributional convergence

$$\left( |K_n| e^{u_n} \right)_{|B_p(r) \cap \Sigma} \to \hat{m} \beta \delta_p \quad \text{and} \quad h_n e^{u_n/2} \left. \right|_{\partial B_p(r) \cap \Sigma} \to \hat{m} (\beta + 2\pi) \delta_p,$$

where $\hat{m} \in \mathbb{N}$ and

$$\beta = 2\pi \left( \frac{h(p)}{\sqrt{h^2(p) + K(p)}} - 1 \right).$$

In order to derive the result, we use a Pohozaev identity. Take $r > 0$ such that $B_0^+(r) \cap S = \{0\}$ and apply Lemma 5.5 on $B_0^+(r)$ with $F(x) = x$ to obtain

$$\int_{\partial B_0^+(r)} \left[ 4K_n e^{u_n}(x \cdot e) + 2(\nabla u_n \cdot x)(\nabla u_n \cdot \nu) - |\nabla u_n|^2 x \cdot \nu \right] = \int_{B_0^+(r)} \left[ 4\hat{K}_n \nabla u_n \cdot x + 8\hat{K}_n e^{u_n} + (\nabla K_n \cdot e) e^{u_n} \right].$$

Now, we split the boundary integrals into $\Gamma_0^+(r)$ and $\partial^+ B_0(r)$, to find:

$$\int_{\Gamma_0^+(r)} \left[ 4h_n e^{u_n/2}(\nabla u_n \cdot x) - 4\delta_n (\nabla u_n \cdot x) \right] + \int_{\partial^+ B_0(r)} \left[ 4K_n e^{u_n} + 2 \left( \frac{\nabla u_n \cdot x}{r} \right)^2 - |\nabla u_n|^2 \right] = \int_{B_0^+(r)} \left[ 4\hat{K}_n \nabla u_n \cdot x + 8\hat{K}_n e^{u_n} + (\nabla K_n \cdot e) e^{u_n} \right].$$

Taking into account that $|\nabla K_n| \leq C$ in $B_0^+(r)$, then

$$\int_{B_0^+(r)} (\nabla K_n \cdot x) e^{u_n} \leq r \int_{B_0^+(r)} |\nabla K_n| e^{u_n} = O(r).$$

On the other hand, integrating by parts

$$\int_{\Gamma_0^+(r)} 4h_n e^{u_n/2}(\nabla u_n \cdot x) = \left[ 8h_n e^{u_n} x_1 \right]_{-r}^r - 8 \int_{\Gamma_0^+(r)} \nabla h_n \cdot x e^{u_n/2} - 8 \int_{\Gamma_0^+(r)} h_n e^{u_n/2}.$$

Again, since $|\nabla h_n| \leq C$, we have

$$\int_{\Gamma_0^+(r)} \nabla h_n \cdot x e^{u_n/2} = O(r).$$

Moreover, by Lemma 7.4 one deduces

$$\left[ h_n e^{u_n} x_1 \right]_{-r}^r \to 0, \quad \int_{\partial^+ B_0(r)} K_n e^{u_n} \to 0, \quad \text{as} \ n \to +\infty.$$
Next, it is needed to estimate the gradient terms. In order to do it, we introduce the function
\[ v_n = u_n - \inf_{\partial^+ B_0(r)} u_n - w_n, \]
where \( v_n, w_n \) satisfy
\[
\begin{aligned}
-\Delta v_n + 2\tilde{K}_n &= 2K_n e^{u_n}, & \text{in } B_0^+(r), \\
\frac{\partial v_n}{\partial n} + 2\tilde{h}_n &= 2h_n e^{u_n}/2, & \text{on } \Gamma_0^+(r), \\
v_n &= 0, & \text{on } \partial^+ B_0(r).
\end{aligned}
\]

Recall the Green’s representation formula for \( v_n \)
\[
v_n(x) = -\frac{1}{\pi} \int_{B_0^+(r)} \log |x - y| (2K_n(y)e^{u_n(y)} - 2\tilde{K}_n(y)) dy
\]
(7.16) \[-\frac{1}{\pi} \int_{\Gamma_0^+(r)} \log |x - y| (2h_n(y)e^{u_n(y)/2} - 2\tilde{h}_n(y)) dy + R_n(x),\]
where \( R_n \) is uniformly bounded.

Let us define the function
\[ \varphi_n = u_n - \inf_{B_0^+(r)} u_n \geq 0. \]

By Lemma (5.4), c), we know that \( \varphi_n \leq C \) on \( \partial^+ B_0(r) \), so using the Green’s representation formula for \( \varphi_n \) we obtain that
\[
\varphi_n(x) = -\frac{1}{\pi} \int_{B_0^+(r)} \log |x - y| (2K_n(y)e^{u_n(y)} - 2\tilde{K}_n(y)) dy
\]
\[-\frac{1}{\pi} \int_{\Gamma_0^+(r)} \log |x - y| (2h_n(y)e^{u_n(y)/2} - 2\tilde{h}_n(y)) dy + O(1).\]

Therefore
\[ \varphi_n \to \varphi = -4\tilde{m} \log |x| + \phi \quad \text{uniformly in } C^2(B_0^+(r) \setminus \{0\}), \]
where \( \phi \) is a regular function on \( B_0^+(r) \). As a consequence, we obtain that
(7.17) \[ \nabla u_n = \nabla \varphi_n \to -4\tilde{m} \frac{x}{|x|^2} + \nabla \phi. \]

Now, by the boundedness of \( \tilde{K}_n, \tilde{h}_n \) and (7.17) one gets
(7.18) \[ \int_{B_0^+(r)} \tilde{K}_n \nabla u_n \cdot x = O(r), \quad \int_{\Gamma_0^+(r)} \tilde{h}_n \nabla u_n \cdot x = O(r). \]

By (7.13), (7.14), (7.15), (7.18) and (7.17), we can pass to the limit in (7.12) as \( r \to 0 \) to conclude that \( \tilde{m} = 1 \).
We are now concerned with pointwise estimates for the blow–up profile, namely (7.3). For this it suffices to follow the arguments for the proof of Theorem 1.6 in [3], which exploits the Green’s representation formula and a Pohozaev type identity, and also to use (5.5) and the first bound in Lemma 5.4 c). Taking the limit problem (5.6) into account, for the function $v_n$ defined in (5.2) one gets

$$v_n(s, t) = 2 \log \left( \frac{2\lambda_0}{s^2 + (t + t_0)^2 - \lambda_0^2} \right) + O(1),$$

in $B^+_{\lambda_0}(r/\delta_n)$, where $t_0 = D(0)\lambda_0$ and, since $v(0) = 0$, $\lambda_0 = \frac{2}{D^2(0) - 1}$. In this way, taking into account Remark 5.3 and that $x_n \in \Gamma^+(r)$, the previous profile estimates can be recasted for $u_n$ to obtain (7.3), where $\lambda_n = \lambda_0\delta_n$. The gradient estimate (7.4) follows from similar arguments.

Finally, as a consequence of (7.3) and (7.4), we obtain that

$$\int_{B^+_{\lambda_n}(r)} |\nabla u_n|^2 \geq 16 \int_{B^+_{\lambda_n}(\delta_n \log \delta_n)} \frac{1}{|x|^2} + o\left( \frac{1}{|x|^2} \right) = -4 \log(\delta_n \log \delta_n) + o(\log(\delta_n \log \delta_n)).$$

where $\delta_n$ is defined in (5.1), so

$$\int_{B^+_{\lambda_n}(r)} |\nabla u_n|^2 \to +\infty. \tag{7.19}$$

Obviously, (7.19) contradicts property b) in Lemma 5.4 and we conclude the proof.

We finish the proof of Proposition 7.2 with the following two lemmas:

Lemma 7.6. For every $p \in S_0$, $D_\tau(p) = 0$.

Proof. If $D_\tau(p) \neq 0$, with $p \in S_0$, then $p$ is isolated in $S_0$. Recalling that $S_1$ is finite by the previous lemma, $p$ is also isolated in $S$. By a conformal map we can pass to a problem in $B^+_{\rho_n}(r) \subset \mathbb{R}^2$, where $p$ is the unique singular point.

Notice also that, at points in $S_0$, the limit profiles of blowing-up solutions are given by formula (4.2), and therefore the local accumulation of local volume must tend to $+\infty$. This also implies that $\rho_n(u_n) \to +\infty$.

We choose now $F(s, t) = (1, 0)$ in Lemma 5.5 and cut it off in a neighborhood of $p$. We can then continue with the proof of Proposition 6.2, replacing the global mass $\rho_n$ with a localized version, namely $\int_{B^+_{\rho_n}(r)} c^{u_n}$ for some small but fixed $r$. Take also into account Lemma 5.4, c). In this way we still obtain $D_\tau(p) = 0$, as desired.

Lemma 7.7. For every $p \in S_1$ one has that $\Phi(p) = 0$, where $\Phi$ is as in (1.9).
Proof. We reason as in the proof of Lemma 7.4 to reduce ourselves to the equations of (6.1) in the Euclidean half-ball $B^+_0(r)$. Without loss of generality, suppose $0 \in S_1$ is a singular point such that $B^+_0(r) \cap S = \{0\}$. Now, apply Lemma 5.5 in $B^+_0(r)$ for the vector field $F = (1, 0)$: an integration by parts yields

\[
\int_{B^+_0(r)} (K_n)_{\tau} e^{u_n} - \int_{\partial^+ B_0(r)} K_n e^{u_n} F \cdot \nu + 2 \int_{\Gamma^+_0(r)} (h_n)_{\tau} e^{u_n/2} - 2 \left[ h_n e^{u_n/2} \right]_{\tau}^r = \int_{\partial^+ B_0(r)} (\nabla u_n \cdot \nu)(u_n)_{\tau} - \frac{1}{2} \int_{\partial^+ B_0(r)} |\nabla u_n|^2 F \cdot \nu - \int_{\Gamma^+_0(r)} \tilde{h}_n(u_n)_{\tau} - \int_{B^+_0(r)} \tilde{K}_n(u_n)_{\tau}.
\]

Here the lower index $\tau$ stands for the tangential derivative along the $x_1$-variable, i.e. in the direction of $F$. Recalling the distributional convergence 7.10 and the pointwise estimates on $u_n$, the left-hand side in the above identity converges to

\[
(7.20) \quad \frac{K_{\tau}}{|K|} \beta + 2 \frac{h_{\tau}}{\hat{h}} (\beta + 2\pi).
\]

Define $\overline{u}_n$ to be the average of $u_n$ on $\Sigma$. Still from the representation formula (see (7.16)), one finds that $u_n - \overline{u}_n$ converges to the sum of $-4 \log |x|$ and a $C^2$ function on the compact sets of $\overline{B}^+_0(r) \setminus \{0\}$. It is then easy to show using oddness that the first two terms in the right-hand side of the above identity tend to zero as $r \to 0$, after taking the limit $n \to +\infty$. On the other hand, still by the Green’s representation formula and (7.3), one can show that $\lim_{n \to +\infty} \int_{B^+_0(r)} |\nabla u_n| = o_r(1)$ and that, setting $u^r_n = u_n(r, 0)$

\[
\int_{\Gamma^+_0(r)} (u_n)_{\tau} \tilde{h}_n = \int_{\Gamma^+_0(r)} (u_n - u^n_r)_{\tau} \tilde{h}_n = \left[ \tilde{h}_n(u_n - u^n_r) \right]_{-r}^r - \int_{\Gamma^+_0(r)} (u_n - u^n_r)(\tilde{h}_n)_{\tau},
\]

this is also of the form $o_r(1)$ as $n \to +\infty$.

Taking these observations into account, letting first $n \to +\infty$ and then $r \to 0$, we obtain that the quantity in (7.20) vanishes. Recalling then formula (7.11) and (1.5), we get the relation

\[
K_{\tau} \left( \hat{h} - \sqrt{\hat{h}^2 + \tilde{K}} \right) + 2 h_{\tau} |K| = 0,
\]

which completes the proof. \hfill \Box

8. APPENDIX: TEST FUNCTIONS

Consider a point $p$ located on $\partial \Sigma$. Let $q = p + q_2 n(p)$, where $n$ is the outward normal vector to $\partial \Sigma$ and $q_2 > 0$ is small enough such that $q$ belongs to a regular extension of $\Sigma$. Given a parameter $\mu$ such that $\mu d(x, q) > 1$ for every $x \in \Sigma$, we define the functions

\[
\varphi_{\mu, p} : \Sigma \to \mathbb{R} \quad \varphi_{\mu, p}(x) = \log \frac{4\mu^2}{(\mu^2 d^2(x, q) - 1)^2};
\]
(8.1) \( \tilde{\varphi}_{\mu,p} : \Sigma \rightarrow \mathbb{R} \quad \tilde{\varphi}_{\mu,p}(x) = \varphi_{\mu,p} - \log |K(x)|. \)

**Lemma 8.1.** Let \( p \in \partial \Sigma \) such that \( \mathcal{D}(p) > 1 \), let \( I \) be as in (1.4), and let the function \( \tilde{\varphi}_{\mu,p} \) be defined in (8.1). Then

\[
I(\tilde{\varphi}_{\mu,p}) \rightarrow -\infty, \quad \int_{\partial \Sigma} e^{\tilde{\varphi}_{\mu,p}} \rightarrow +\infty \quad \text{as} \quad \mu \rightarrow \frac{1}{d(p,q)} = \frac{1}{q_2}.
\]

**Proof.** First of all, notice that

\[
I(\tilde{\varphi}_{\mu,p}) = \int_{\Sigma} \left( \frac{1}{2} |\nabla \tilde{\varphi}_{\mu,p}|^2 + 2\tilde{K}\tilde{\varphi}_{\mu,p} + 2e^{\tilde{\varphi}_{\mu,p}} \right) - 4\int_{\partial \Sigma} \mathcal{D}e^{\tilde{\varphi}_{\mu,p}/2}.
\]

Letting \( \varepsilon > 0 \), using the Young’s inequality we can estimate the first term as

\[
\frac{1}{2} \int_{\Sigma} |\nabla \tilde{\varphi}_{\mu,p}|^2 \leq \left( \frac{1}{2} + \varepsilon \right) \int_{\Sigma} |\nabla \varphi_{\mu,p}|^2 + O(1).
\]

We consider each term of the functional \( I_\mu \) separately, and claim that the following estimates hold:

(8.2) \[
\int_{\Sigma} |\nabla \varphi_{\mu,p}|^2 \leq \frac{8\pi}{\mu^2 q_2^2 - 1} + o \left( \frac{1}{\sqrt{\mu^2 q_2^2 - 1}} \right),
\]

(8.3) \[
\int_{\Sigma} e^{\tilde{\varphi}_{\mu,p}} \leq \frac{2\pi \mu q_2}{\mu^2 q_2^2 - 1} + o \left( \frac{1}{\sqrt{\mu^2 q_2^2 - 1}} \right),
\]

(8.4) \[
\int_{\partial \Sigma} \mathcal{D}e^{\tilde{\varphi}_{\mu,p}} \geq \min_{B_\mu(r) \cap \partial \Sigma} \mathcal{D} \frac{2\pi}{\mu^2 q_2^2 - 1} + o \left( \frac{1}{\sqrt{\mu^2 q_2^2 - 1}} \right),
\]

(8.5) \[
\int_{\Sigma} \tilde{K}\tilde{\varphi}_{\mu,p} \leq O(1).
\]

From these, the assertion of Lemma 8.1 follows immediately.

**Proof of (8.2).**

Letting \( r > q_2 \), we divide the integral into two parts as follows

\[
\int_{\Sigma} |\nabla \varphi_{\mu,p}|^2 \, dV_g = \int_{\Sigma \setminus B_\mu(r)} |\nabla \varphi_{\mu,p}|^2 \, dV_g + \int_{B_\mu(r) \cap \Sigma} |\nabla \varphi_{\mu,p}|^2 \, dV_g.
\]

Applying the inequality \( |\nabla d(x,z)|^2 \leq 2d(x,z) \), we have

\[
|\nabla \varphi_{\mu,p}(x)| = 2\mu^2 \frac{|\nabla d^2(x,q)|}{\mu^2 d^2(x,q) - 1} \leq 4\mu^2 \frac{d(x,q)}{\mu^2 d^2(x,q) - 1} \quad \text{for every} \quad x \in \Sigma.
\]

By the use of the last inequality, normal coordinates centred at \( q \) and the estimate

\[
dV_g = (1 + o_r(1)) \, dx, \quad d(q,x) = |x - q|, \quad \text{for} \quad x \in B_\mu(r) \cap \Sigma,
\]
with \( r \) sufficiently small, one finds that
\[
\int_{B_\eta(r) \cap \Sigma} |\nabla \phi_{\mu, p}|^2 dV_q \leq 16 \mu^4 \int_{B_\eta^+(r)} (1 + o_\tau(1)) \frac{|x - q|^2 dx}{(\mu^2 |x - q|^2 - 1)^2},
\]
where \( B_\eta^+(r) = \{(x_1, x_2) \in \mathbb{R}^2 : x_1^2 + (x_2 + q_2)^2 < r^2 \text{ and } x_2 > 0\} \).

Now, writing \( \mu^2 |x - q|^2 = 1 + o_\tau(1) \), we can transform the integral
\[
(A) := \int_{B_\eta^+(r)} \frac{\mu^4 |x - q|^2}{(\mu^2 |x - q|^2 - 1)^2} dx = \int_{B_\eta^+(r)} \frac{\mu^2 (1 + o_\tau(1))}{(\mu^2 |x - q|^2 - 1)^2} dx.
\]

Next, take polar coordinates \((\rho, \theta)\) with center in \((0, -q_2)\) and consider the change of variable \( t = \mu^2 \rho_2 - 1 \) to get
\[
\int_{\arcsin(\frac{\pi}{2q})}^{\pi/2} \int_{\arcsin(\frac{\pi}{2q})}^{\pi/2} \frac{\mu^2 d\rho d\theta}{(\mu^2 \rho_2 - 1)^2} = 2 \int_{\arcsin(\frac{\pi}{2q})}^{\pi/2} \int_{\arcsin(\frac{\pi}{2q})}^{\pi/2} \frac{\mu^2 d\rho d\theta}{(\mu^2 \rho_2 - 1)^2} dt d\theta
\]
\[
= \frac{\mu q_2}{\sqrt{\mu^2 q_2^2 - 1}} \left[ \arctan \left( \frac{\sqrt{\mu^2 q_2^2 - 1}}{\mu q_2} \tan \theta \right) \right]^{\pi/2}_{\arcsin(\frac{\pi}{2q})} + O(1) = \frac{\mu q_2}{2 \sqrt{\mu^2 q_2^2 - 1}} + O(1).
\]

Observe that for any \( x \in \Sigma \setminus B_q(r) \) one has
\[
|\nabla \phi_{\mu, p}(x)| \leq \frac{\text{diam}(\Sigma)}{\mu^2 r^2 - 1} \quad \text{for any } x \in \Sigma \setminus B_q(r).
\]

From this inequality, since \( \mu r > \mu q_2 > 1 \), we obtain that
\[
\int_{\Sigma \setminus B_q(r)} |\nabla \phi_{\mu, p}(x)|^2 = O(1).
\]

So, we have proved (8.2) by (8.7) and (8.8).

**Proof of (8.3).**

In order to compute the exponential terms, we divide the integral as
\[
\int_\Sigma e^{\tilde{\varphi}_{\mu, p}} = \int_{B_q(r) \cap \Sigma} e^{\tilde{\varphi}_{\mu, p}} + \int_{\Sigma \setminus B_q(r)} e^{\tilde{\varphi}_{\mu, p}}.
\]

We focus on the first integral. Again, using normal coordinates, we should compute
\[
\int_{B_\eta^+(r)} e^{\tilde{\varphi}_{\mu, p}} dx = 4 \int_{B_\eta^+(r)} \frac{\mu^2 dx}{(\mu^2 |x - q|^2 - 1)^2} = 4 \ (A),
\]
where \((A)\) is defined in (8.6).

Using the fact that
\[ e^{\varphi_{\mu,p}} \leq \frac{4\mu^2}{(\mu^2r^2 - 1)^2} \quad \text{for any } x \in \Sigma \setminus B_q(r), \]

then

(8.9) \[ \int_{\Sigma \setminus B_q(r)} e^{\varphi_{\mu,p}} = O(1). \]

The estimates (8.7) and (8.9) conclude the proof.

**Proof of (8.4).**

First, we split the integral as

\[ \int_{\Sigma} De^{\varphi_{\mu,p}} = \int_{B_p(r) \cap \partial \Sigma} De^{\varphi_{\mu,p}} + \int_{\partial \Sigma \setminus B_p(r)} De^{\varphi_{\mu,p}}, \]

and focus on the first term. Next,

\[ \int_{B_p(r) \cap \partial \Sigma} De^{\varphi_{\mu,p}} \geq \min_{B_p(r) \cap \partial \Sigma} D(x) \int_{B_p(r) \cap \partial \Sigma} e^{\varphi_{\mu,p}}. \]

Taking \( r \) small enough and using normal coordinates, we compute

(8.10) \[ \int_{B_p(r) \cap \partial \Sigma} e^{\varphi_{\mu,p}} = 2 \int_0^r \frac{\mu \, dx_1}{\mu^2(x_1^2 + q_2^2) - 1} = \frac{\pi}{\sqrt{\mu^2q_2^2 - 1}} + O(1). \]

In addition, we have

\[ |e^{\varphi_{\mu,p}}| \leq O(1) \quad \text{in } \partial \Sigma \setminus B_p(r), \]

so that

(8.11) \[ \left| \int_{\partial \Sigma \setminus B_p(r)} De^{\varphi_{\mu,p}} \right| \leq O(1). \]

The estimates (8.10) and (8.11) complete the proof of (8.4).

**Proof of (8.5).**

By the definition of \( \tilde{\varphi}_{\mu,p} \), it is direct to check that

\[ \int_{\Sigma} \tilde{K} \tilde{\varphi}_{\mu,p} \leq -C \int_{\Sigma} \varphi_{\mu,p} + O(1). \]

Since

\[ \log \frac{4\mu^2}{(\mu^2q_2^2 - 1)^2} \leq \varphi_{\mu,p} \quad \text{for any } x \in \Sigma, \]

the claim is proved. \( \square \)
REFERENCES

[1] A. Ambrosetti, Y.Y. Li, A. Malchiodi, On the Yamabe problem and the scalar curvature problem under boundary conditions, Math. Annalen 322 (2002), 667-699.

[2] T. Aubin, Some nonlinear problems in Riemannian geometry, Springer Monographs in Mathematics. Springer-Verlag, Berlin, 1998.

[3] J. Bao, L. Wang, C. Zhou, Blow-up analysis for solutions to Neumann boundary value problem, Journal of Math. Analysis and Appl. 418 (2014), 142-162.

[4] M. Berger, On Riemannian structures of prescribed Gaussian curvature for compact 2-manifolds, J. Diff. Geom., 5 (1971), 325-332.

[5] S. Brendle, A family of curvature flows on surfaces with boundary, Simon Math. Z. 241 (2002), no. 4, 829-869.

[6] H. Brezis, F. Merle, Uniform estimates and blow-up behavior for solutions of $-\Delta u = V(x)e^u$ in two dimensions, Commun. Partial Differ. Equations 16 (1991), 1223-1253.

[7] K.C. Chang, J.Q. Liu, A prescribing geodesic curvature problem, Math. Z. 223 (1996), 343-365.

[8] S.Y.A. Chang, P.C. Yang, Conformal deformation of metrics on $S^2$, J. Diff. Geom. 27 (1988), 259-296.

[9] W.X. Chen, C. Li, Prescribing Gaussian curvatures on surfaces with conical singularities, J. Geom. Anal. 1-4 (1991) pp. 359-372.

[10] P. Cherrier, Problemes de Neumann non lineaires sur les varietes Riemanniennes, J. Funct. Anal. 57 (1984), 154-206.

[11] S. Cruz-Blázquez, D. Ruiz, Prescribing Gaussian and geodesic curvature on the disk, to appear in Adv. Nonlinear Stud.

[12] F. Da Lio, L. Martinazzi, T. Rivière, Blow-Up Analysis of a Nonlocal Liouville-Type Equation, Analysis and PDE Vol. 8, No. 7, 2015.

[13] F. De Marchis, R. López-Soriano, D. Ruiz, Compactness, existence and multiplicity for the singular mean field problem with sign-changing potentials, J. Math. Pures Appl. (9) 115 (2018), 237-267.

[14] Z. Djadli, A. Malchiodi, M. Ould Ahmedou, Prescribing scalar and boundary mean curvature on the three-dimensional half sphere, J. Geom. Anal. 13 (2003), 255-289.

[15] L. Dupaigne, Stable solutions to elliptic partial differential equations, Chapman and Hall, 143.

[16] J.F. Escobar, Conformal deformation of a Riemannian metric to a scalar flat metric with constant mean curvature on the boundary, Ann. of Math. 136 (1992), 1-50.

[17] J.F. Escobar, Conformal deformation of a Riemannian metric to a constant scalar curvature metric with constant mean curvature on the boundary, Indiana Univ. Math. J. 45 (1996), 917-943.

[18] G. Fang, N. Ghoussoub, Second-order information on Palais-Smale sequences in the mountain pass theorem. Manuscripta Math. 75 (1992), no. 1, 81-95.

[19] A. Farina, Stable solutions of $-\Delta u = e^u$ on $\mathbb{R}^N$, C. R. Math. Acad. Sci. Paris 345 (2007), no. 2, 63-66.

[20] H. M. Farkas, I. Kra, Riemann Surfaces, Springer-Verlag 1980.

[21] V. Felli, M. Ould Ahmedou, Compactness results in conformal deformations of Riemannian metrics on manifolds with boundaries, Math. Z. 244 (2003), 175-210.

[22] D. Fischer-Colbrie, On complete minimal surfaces with finite Morse index in three-manifolds, Invent. Math. 82 (1985), no. 1, 121-132.

[23] J.A. Gálvez, P. Mira, The Liouville equation in a half-plane, J. Differential Equations 246 (2009), no. 11, 4173-4187.

[24] D. Gilbarg, N. S. Trudinger, Elliptic partial differential equations of second order, Grundlehren der Mathematischen Wissenschaften, Vol. 224. Springer-Verlag, Berlin-New York, (1977).

[25] H. Hamza, Sur les transformations conformes des varietes Riemanniennes a bord, J. Funct. Anal. 92 (1990), 403-447.

[26] Z.C. Han, Y.Y. Li, The Yamabe problem on manifolds with boundary: existence and compactness results, Duke Math. J. 99 (1999), 489-542.
[27] Z.C. Han, Y.Y. Li, The existence of conformal metrics with constant scalar curvature and constant boundary mean curvature, Comm. Anal. Geom. 8 (2000), 809-869.

[28] F. Hang, X. Wang, A new approach to some nonlinear geometric equations in dimension two, Calc. Var. Partial Differential Equations 26 (2006), 119-135.

[29] L. Jeanjean, On the existence of bounded Palais-Smale sequences and application to a Landesman-Lazer-type problem set on $\mathbb{R}^N$, Proc. Roy. Soc. Edinburgh Sect. A 129 (1999), no. 4, 787-809.

[30] A. Jiménez, The Liouville equation in an annulus, Nonlinear Anal. 75 (2012), 2090-2097.

[31] J. Jost, G. Wang, C. Zhou, M. Zhu, The boundary value problem for the super-Liouville equation, Ann. Inst. H. Poincaré Anal. Non Linéaire 31 (2014), no. 4, 685-706.

[32] J.L. Kazdan, F. W. Warner, Curvature functions for compact 2-manifolds, Ann. of Math. 99 (1974), 14-47.

[33] Y. Li, P. Liu, A Moser-Trudinger inequality on the boundary of a compact Riemann surface, Math. Z. 250 (2005), 363-386.

[34] Y.Y. Li, I. Shafrir, Blow-up analysis for solutions of $-\Delta u = Ve^u$ in dimension two, Indiana Univ. Math. J. 43-4, 1255-1270 (1994).

[35] Y.Y. Li, M. Zhu, Uniqueness theorems through the method of moving spheres, Duke Math. J. 80 (1995), no. 2, 383-417.

[36] G. Lieberman, Oblique derivative problems for elliptic equations, World Scientific Publishing Co. Pte. Ltd., Hackensack, NJ, 2013.

[37] J. Liouville, Sur l’équation aux dérivées partielles $d^2\log \lambda \over d\alpha^2 + \lambda^2 \alpha^2 = 0$, J. Math. Pures Appl., 8 (1853) 71-72.

[38] P. Liu, W. Huang, On prescribing geodesic curvature on $D^2$, Nonlinear Analysis 60 (2005) 465-473.

[39] F.C. Marques, Existence Results for the Yamabe Problem on Manifolds with Boundary, Indiana U. Math. Journal 54 (2005), 1599-1620.

[40] H. Rosenberg, Constant mean curvature surfaces in homogeneously regular 3-manifolds, Bull. Austral. Math. Soc. 74 (2) (2006), 227-238.

[41] R. Schoen, L. Simon, Regularity of stable minimal hypersurfaces, Comm. Pure Appl. Math. 34 (1981), no. 6, 741-797.

[42] B. Sharp, Compactness of minimal hypersurfaces with bounded index, J. Differential Geom. 106 (2017), no. 2, 317-339.

[43] M. Struwe, The existence of surfaces of constant mean curvature with free boundaries, Acta Math. 160 (1988), no. 1-2, 1964.

[44] M. Struwe, Variational methods. Applications to nonlinear partial differential equations and Hamiltonian systems. Fourth edition. A Series of Modern Surveys in Mathematics, 34. Springer-Verlag, Berlin, 2008.

[45] T. Sun, A note on constant geodesic curvature curves on surfaces, Ann. I. H. Poincaré - AN 26 (2009), 1569-1584.

[46] L. Zhang, Classification of conformal metrics on $\mathbb{R}^2$ with constant Gauss curvature and geodesic curvature on the boundary under various integral finiteness assumptions, Calc. Var. Partial Differential Equations 16 (2003), 405-430.

Rafael López-Soriano, Universidad de Granada, Departamento de Análisis Matemático, Campus Fuentenueva, 18071 Granada, Spain.
E-mail address: rafals@ugr.es

Andrea Malchiodi, Scuola Normale Superiore, Piazza dei Cavalieri, 7, 56126, Pisa, Italy.
E-mail address: andrea.malchiodi@sns.it

David Ruiz, Universidad de Granada, Departamento de Análisis Matemático, Campus Fuentenueva, 18071 Granada, Spain.
E-mail address: daruiz@ugr.es