Person Tracking and Reidentification for Multicamera Indoor Video Surveillance Systems
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Abstract—For practical use, the relevance of indoor surveillance from multiple cameras to track the movement of people and reidentify them in video sequences is constantly increasing. This is a complex task due to the effect of uneven illumination, background inhomogeneity, overlap, uncertainty of the trajectories of people, and the similarity of their visual features. The article presents an approach to track people by video sequences and reidentify them in multicamera video surveillance systems that are used indoors. At the first step, people are detected using a YOLO v4 convolution neural network (CNN) and described by a rectangular area. Further, the search for the face area and the calculation of its features are carried out, which in the developed method are used when accompanying a person in a video sequence and during his intercamera reidentification. This approach improves the accuracy of tracking with a complex movement trajectory and multiple intersections of people with similar characteristics. The search for faces is carried out on the detected areas based on the multitasking MTCNN, and the MobileFaceNetwork model is used to form the vector of the features of the face. Human features are generated using a modified CNN based on ResNet34 and an HSV color tone channel histogram. The correspondence between people on different frames is established based on the analysis of the spatial coordinates of faces and people, as well as their CNN features, using the Hungarian algorithm. To ensure the accuracy of intercamera tracking, reidentification is performed based on the facial features. Five test video sequences of different numbers of people captured indoors with a fixed video camera were used to test and compare different approaches. The obtained experimental results confirmed the strength of the characteristics of the proposed approach.
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INTRODUCTION

Currently, the use of video surveillance systems is steadily increasing, which is explained by the wide range of tasks they solve and the continuously developing algorithms and hardware. A similar trend is also valid for the future due to the continuous and rapid improvement of the hardware base, including the increased resolution of video cameras of 4K, the increase in the bandwidth of communication channels, the introduction of 5G technology, the development and application of artificial intelligence methods of processing information (neural networks, genetic algorithms, fuzzy logic), technologies for processing large amounts of data (big data), cloud solutions (cloud technology), Internet of things (IoT), and the blockchain [1]. The most effective systems are spatially distributed video surveillance systems that involve the use of geographically dispersed IP cameras and are organized using a multiagent or central architecture. In such systems, the tracking of many objects in video sequences formed by one camera, and their further reidentification, are especially relevant [2]. The reidentification (intercamera tracking, reidentification) of people can be defined as the task of assigning the same name or index to all images of the same person, obtained from spatially distributed cameras, based on the selection and analysis of the features of his images [3].
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A monitoring system that uses the reidentification of people consists of two or more video cameras, the field of view of which does not overlap with each other. At the same time, a complex algorithm for the reidentification of people detects objects of interest and compares the found areas on video from different cameras at different times. The use of reidentification in spatially distributed video surveillance systems makes it possible to collect statistics on the number of unique entries of a person over a large area covered by several CCTV cameras. One of the main problems in the implementation of reidentification is the choice of a descriptor describing a person, which largely determines the effectiveness of solving this problem.

Based on tracking and reidentifying people, it is possible to implement various practical tasks: monitoring the movement of people and other objects in the Smart Home and Smart City systems, analyzing the environment in automated driving systems, assessing the correctness of the movement in medicine and sports, tracking objects in technical vision systems in production, recognition of the type of human activity in monitoring and security systems, etc. [4, 5].

However, this task is complicated to implement and requires the precise localization of objects in frames and correct identification in the current frame relative to the previous ones. Tracking and reidentifying many people in a room is also complicated by a number of factors: low light levels; heterogeneous background, fragments of which can be similar in shape, texture, and color to images of people; the presence of shadows and, accordingly, a changing background; multiple overlaps of people with each other and with other objects in the room; and the similarity of the features of different tracked people and their quite fast movement, as well as—in some cases—the changing acceleration and nonlinear transformation of the trajectory of movement.

Methods based on comparing the features of images of people and faces are used to track people. Today, tracking-by-detection is currently the most effective method. This approach uses an ensemble of an object detector and an algorithm to combine the detection results on two frames. An effective solution to the problem of combining allows us to correctly correlate the results of detecting various objects and form stable trajectories of movement for each of them. At present, classification algorithms using convolutional neural networks (CNNs) [5–7] have been widely developed and applied to detect objects, which are resistant to changes in illumination and a dynamic background, and they allow detection even in the case of partial overlaps, which increases the quality of the tracking. However, with the similarity of the characteristics of people and complex trajectories of movement, the effectiveness of their work is significantly reduced.

Tracking is also carried out using a class of algorithms that use the selection of the key points of a person and the formation of the set of features based on this, taking into account the distances between them, the relationship between distances, etc. In [8], the PoseNet CNN is proposed to highlight such key points. The algorithm is based on the analysis of the displacement of all points in space and changes in the ratio of the distances between them. Such algorithms are characterized by greater stability with the partial overlap of objects; however, they require significant computational costs.

Facial features are used to match people in frames. This makes it possible to increase the efficiency of tracking when analyzing the trajectories of people’s movement, when they are hidden for a long time behind background objects, and when the external features of people are similar. In the article [9], at the first stage, a background extraction algorithm is used, designed for video cameras with the function of measuring the depth of the image, which allows us to select moving candidate areas. Further, the HOG features are formed for them, which are classified using SVM to decide on the presence of a person in this area. Then, based on the HOG and SVM, the face is detected in this area. For the face area, the feature vector is calculated containing 128 values using the FaceNet’s CNN [10]. After normalization of the obtained descriptor, the persons in the database are matched those present in the frame with the assignment of names to the latter. To assess the quality of the algorithm, two video sequences of 162 and 218 frames, respectively, were used, in each of which six people were present. The article notes that a greater number of errors occur when a person’s face is hidden, for example, with a beard or for a long time its features cannot be distinguished. In addition, the proposed algorithm can only be used in systems equipped with a depth sensor.

To solve the problem of the reidentification of people captured by two different cameras, the SiameseNet CNN is considered in [11]. The model uses two branches of the same architecture that exchange features during the comparison process. The end result is a binary classification that decides whether two images are similar in input. In [12], the PartNet architecture is presented, which preliminarily selects the most informative parts of a person, then extracts high-level features from them using the CNN. This approach, when tracking people in a video obtained from various surveillance cameras, shows satisfactory results but requires large computing resources. The work [13] considers the reidentification of people using the analysis of the characteristics of a person and his face. A modified AlexNet CNN is used to isolate human fea-
A modified VGG-16 CNN is used to highlight the features of a human face. Both models produce a vector of 4096 features as a descriptor for a person and a face, respectively. In the training process, the ImageNet database, which is not adapted for the task of reidentification, was used. Further, the position of the face and the person in the frame, together with the features selected from the detected areas, are fed to the combining algorithm using the Markov chains. The accuracy of this algorithm based on the DukeMTMC database is estimated by the AUC metric: 92.07% when using facial features and 99.99% when applying human traits. The combination of features was not evaluated in this work. However, in the database used, there are few intersections of the trajectories of people and there are practically no long-term overlaps; i.e., there are only a few instances of the most difficult situations.

Despite the presence of a fairly large number of existing algorithmic solutions that can be used to track and reidentify people, the reliability of their tracking on a video sequence when using several cameras leaves much to be desired.

This paper proposes a new approach for tracking and reidentifying people in multicamera video surveillance systems using facial features. At the first step, people are detected using the YOLO v4 CNN and are described by a rectangular area. Further, the search for the area of the face and the calculation of its features are carried out. The search for faces is carried out on the detected areas based on the multitasking MTCNN, and the MobileFaceNetwork model is used to form the vector of the features of a face. Human features are generated using a modified CNN based on ResNet34 and an HSV color tone channel histogram. The correspondence between people in different frames is carried out based on the analysis of the spatial coordinates of faces and people, as well as their CNN features, using the Hungarian algorithm. This approach will improve the accuracy of tracking with a complex trajectory of movement and multiple intersections of people with similar characteristics.

1. SYSTEM MODEL

A spatially distributed indoor video surveillance system consists of geographically dispersed IP cameras that are installed in different rooms, and is organized, as a rule, based on a single data processing center. The use of surveillance cameras, which are mounted on the wall, provides a fairly large observation area. One camera can be used to monitor a room that is sufficiently large or a long corridor. Thus, in addition to algorithms for reidentification, which allows determining the movement of a person around the premises, it is necessary to use methods of tracking people on a video sequence formed by one camera.

Figure 1 shows a simplified structure of a video system with tracking and reidentification of people for three IP cameras. The object \( P_{C1}^{f} \) leaves the surveillance area of IP camera \( I \) (C1), while the moment of its exit is fixed at frame \( k \) of video sequence \( F \). This object goes into the surveillance area of IP camera 3 (C3); therefore, a reidentification procedure is necessary for it. For another person, \( P_{C2}^{f} \), it is necessary to track him during a period of time \( t \) in the video sequence formed by IP camera 2 (C2) and reidentify him when moving to the surveillance area of IP camera 3.

The proposed algorithm for tracking and reidentifying people in video sequences consists of the following main stages: people detection; formation of a vector of features for each person; detection and recognition of a face in the image area detected at the previous stage; identification of a person by face; in the first computation of the features of a face in the processed video sequence based on the features of a face, inter-camera reidentification is performed; establishing the correspondence between people in the frame; indexing people; determining their visibility in the frame; and highlighting a person with a frame when he is present in the frame.

During tracking, in order to establish a correspondence between people in the input frame and those being tracked, it is proposed to form a composite descriptor when describing each person (\( P_{ID} \)), which is represented as a vector of features. At the same time, the spatial and CNN features of a person’s face have been introduced into this descriptor, which are calculated and used for reidentification, and will also ensure more efficient tracking in the video sequence formed by one camera. The presence in the descriptor of spatial, CNN, and histogram features of a person’s image will provide correct tracking if it is impossible to identify him by face.

A composite descriptor of the form is proposed to describe a person during tracking and reidentification:

\[
P_{ID} = (f_{rec}^{FCNN}, Nm^p, Np_C^p, Np_f^p, dF, x_{det}^F, y_{det}^F, w_{det}^F, h_{det}^F, N_{det}^F, f_{PCNN}, f_{TopPCNN}, H_{det}^p, x_{det}^p, y_{det}^p, w_{det}^p, h_{det}^p),
\]

where \( f_{rec}^{FCNN} \) are the CNN features for the last correct face recognition of the tracked object; \( Nm^p \) is the name of the person; \( Np_C^p \) is the video camera’s index; \( Np_f^p \) is the index of the person in the video sequence; \( dF \) is the distance between the calculated features and the features of the image of the face from the database; \( x_{det}^F \) and \( y_{det}^F \) are the coordinates of the center of the face area in the frame during its previous detection;
and \( h_{\text{det}}^F \) are the width and height of the face area in the frame during its previous detection; \( N_{\text{det}}^F \) is the number of continuous face detection results in the absence of recognition; \( f_{\text{det}}^{PCNN} \) are the CNN’s features of the entire human figure at the last correct detection; \( f_{\text{det}}^{\text{TopPCNN}} \) are the CNN’s features of the upper half of the human figure at the last correct detection; \( H_{\text{det}}^P \) are the histogram’s features of a person at the last correct detection; \( x_{\text{det}}^P \) and \( y_{\text{det}}^P \) are the coordinates of the center of the area of a person in the frame during its previous detection; and \( w_{\text{det}}^P \) and \( h_{\text{det}}^P \) are the width and height of the person’s area in the frame during the previous detection.

To ensure the real-time mode of the complex task of detecting and tracking people, it is necessary for the first stage to use an accurate and fast CNN. Among the existing CNNs, the YOLO model is designed to reduce the computational processing costs, and its fourth version presented in 2020 [14] is also characterized by improved accuracy and speed in comparison with the previous version of this CNN. YOLO v4 achieves 94.8% accuracy in the top-5 metric. At the same time, the model supports a processing speed of about 65 frames per second on a Tesla V100 video card.

### 2. USE OF FACIAL FEATURES FOR REIDENTIFICATION AND TRACKING

The input data for these stages are the results of applying the detector based on YOLO v4 to the frames of the video sequence. Due to the fact that occasional false detections are sometimes possible, the detected objects are filtered by size.

The features of a person’s face in the approach under consideration are used for tracking and reidentification; therefore, the search of the face area is determined and scaled, the face area is detected and localized, the features are calculated, and the features of the face are compared. The selection of the face area is performed based on the analysis of the size of the

---

**Fig. 1.** Examples of assistance and reidentification of people in a distributed video surveillance system.
detected fragment. If its width is less than one-third of its height, then only the upper part of this fragment is analyzed, otherwise the entire area describing a person is analyzed. In this case, the search area is scaled to the dimensions of the input layer of 300 × 300.

In the proposed approach, to ensure the accuracy of the intercamera tracking, reidentification is performed only by the facial features, and consequently the accuracy of this stage is estimated by the parameters of the used CNN. The accurate calculation of the facial features ensures a high probability of a correct face recognition. One of the effective approaches to increase the effectiveness of face recognition is the use of the Additive Angular Margin Loss for Deep Face Recognition (ArcFace) function [15], which can be applied in training with almost any CNN architecture. Based on the data presented in [16], it can be seen that the highest accuracy is achieved for the LResNet100E-IR model, which is trained using ArcFace but it requires substantial computational costs, which imposes significant restrictions on processing video sequences. The MobileFaceNetwork model is characterized by significantly lower computational costs, while ensuring accuracy; for example, based on the LFW database, the accuracy is 99.5%; and for the LResNet100E-IR CNN, it is 99.77%. With this in mind, for face recognition, the MobileFaceNetwork architecture is used, which generates a vector of 128 features for a face and an input layer of [112 × 112] pixels.

To detect areas containing faces, a multitasking three-stage MTCNN model is used [17]: at the first stage, the candidate regions are detected; at the second stage, the false regions are suppressed; and at the third stage, the candidate regions are detected; at the second stage, the coordinates are refined and five key points of the face are detected. For this model based on the Wider Face database [18], an accuracy of 82% of correct detections is achieved, and at the same time, the computational costs are reduced by more than 50% compared to the RetinaFace model [19], which uses the ResNet100 architecture to achieve 92% accuracy.

For face identification the distances between the selected features in the current frame (\(f_{\text{curr}}^{\text{FCNN}}\)) and the facial features in the database (\(f_{\text{db}}^{\text{FCNN}}\)) are calculated:

\[
d^f_i = \frac{1}{128} \sum_{m=0}^{128} (f_{\text{db}}^{\text{FCNN}}(m) - f_{\text{curr}}^{\text{FCNN}}(m))^2.
\]

Among the calculated distances, the minimal distance is selected, and if it is greater than the predetermined threshold value, the recognition result is accepted as correct. With the correct face recognition from the database, the facial features (\(f_{\text{rec}}^{\text{FCNN}}\)), distance \(d^f\), and the person’s name (\(N^m\)) are updated in the composite descriptor. For reidentification, the features are compared with a database that contains the features of the faces of people from the neighboring cameras. If the obtained value is greater than the threshold value, a decision is made to move the person into the field of visibility of a neighboring video camera, and the value is updated in the composite descriptor (\(N_r^f\)).

In the case of the intersection of people in the treated area, several faces, which belong to different tracked objects, can be detected in one video sequence. Therefore, if the value of the intersection over the union (IoU) for faces is more than 0.8, then the similarity between the characteristics of the faces calculated by the CNN (\(f_{\text{curr}}^{\text{FCNN}}\)) and features (\(f_{\text{rec}}^{\text{FCNN}}\)) from the composite descriptors of the people being tracked is assessed. The maximum similarity among the calculated ones determines the correspondence of the face to the tracked object.

If a face is not recognized using the facial features from the database, then (\(f_{\text{curr}}^{\text{FCNN}}\)) and (\(f_{\text{rec}}^{\text{FCNN}}\)) are compared. If the threshold value for the obtained comparison result is exceeded, the recognition is considered positive and (\(f_{\text{rec}}^{\text{FCNN}}\)) is updated; otherwise, only (\(f_{\text{curr}}^{\text{FCNN}}\)) is updated.

To minimize the cases of a false identification of a person (\(P\)) after the overlapping of a set of people, the analysis of features (\(N_{\text{det}}^F\)) and IoU is used according to the following rule: if \((N_{\text{det}}^F < 5)\) and \(\text{IOU}(P_{\text{curr}}', P_{\text{det}}') > 0.3\) and \(\text{IOU}(P_{\text{det}}, P_{\text{curr}}) < 0.6\), then the person cannot be identified.

### 3. TRACKING BASED ON THE ANALYSIS OF IMAGES OF PEOPLE

In cases where faces cannot always be detected or recognized, tracking is performed based on an algorithm that includes an assessment of the presence of the entire human figure, the formation of CNN features for the entire area and for its upper part and their accumulation, the formation of spatial features and filtering by distance and size, calculating the similarity between all objects that were tracked and detected in the current frame, establishing a correspondence between them, indexing and naming people, determining their visibility in the frame, and highlighting a person with a frame when he is present in the frame. For the formation of human features, a CNN of 29 convolution and one fully connected layers is used, which forms a vector of 128 feature values for the input image [20].

When moving indoors, a person can go behind the background object; accordingly, the features will be calculated for the upper part of his figure. Therefore, the CNN features are calculated for the entire human
If a \((w_{\text{curr}}^p < h_{\text{curr}}^p)\), the similarity between the tracked people \((P_t)\) and the people found in the current frame \((P_{\text{curr}})\) is assessed based on the expression taking into account the CNN of the features for the last five detector results:

\[
d(P_t, P_{\text{curr}}) = \frac{\alpha}{N_{\text{det}}} \sum_{i=1}^{N_{\text{det}}} \left( \sum_{j=1}^{128} (f_{\text{curr}}^\text{PCNN} - f_{\text{det}}^\text{PCNN})^2 \right) + \beta \left( \sqrt{(x_{\text{curr}}^p - x_{\text{prev}}^p)^2} + \sqrt{(y_{\text{curr}}^p - y_{\text{prev}}^p)^2} + \sqrt{(w_{\text{curr}}^p - w_{\text{prev}}^p)^2} + \sqrt{(h_{\text{curr}}^p - h_{\text{prev}}^p)^2} \right),
\]

where \((f_{\text{curr}}^\text{PCNN}), (x_{\text{curr}}^p, y_{\text{curr}}^p), (w_{\text{curr}}^p),\) and \((h_{\text{curr}}^p)\) are the CNN features and coordinates of the center, height, and width of the object, respectively, in the input frame; \(\alpha\) and \(\beta\) are the correction factors.

Otherwise, the similarity score is calculated for the CNN of the features of the upper half of the human figure and the recalculating of the coordinates of the center and height.

Filtering by the distance and size of objects is provided to exclude errors due to the influence of people who may be similar according to the CNN features but are far from the tracked object.

As a result of calculating the distances \(d(P_t, P_{\text{curr}})\) for all the tracked people in the previous frames and detected objects, a similarity matrix is formed in the input frame, to which the Hungarian algorithm is applied, which solves the assignment problem [21]. As a result, the detected person in the current frame is assigned the name or index of the person being tracked. Moreover, the need for processing \(P_t\) not only from the previous frame but also from the earlier frames is a feature, since a short-term loss of optical communication between the camera and the person is possible. This is due to the fact that inside buildings the trajectories of the movement of people quite often intersect and the objects of interest overlap relative to the CCTV camera. This happens, for example, when people are talking or moving together. In addition, a person can have several points of entry and exit in the frame, partially or completely overlapped by other static objects. To reduce the likelihood of false indexing changes after complex cases of motion of objects with multiple overlaps, in a composite descriptor \(P_{ID}\), based on which continuous tracking is performed, only the coordinates of the object, its width, and its height are updated.

The correct operation of the detector is important for tracking-by-detection methods, because if a person is not found in one or more frames due to a false skip, then the features in the composite descriptor will not be updated. Accordingly, this can lead to a significant difference between the stored features and those calculated in subsequent frames and, accordingly, to indexing errors during tracking. In addition to this problem, the moment a person leaves the frame or is completely hidden behind another object to prevent being tracked has to be detected; and correct indexing is also relevant when a person reenters a frame after some time.

At the first step, to clarify the presence of a person in the frame, the algorithm uses search and face recognition for the area in which the detector had a positive result in the previous frame. If a face is found, then \((j_{\text{curr}}^\text{PCNN})\) and \((j_{\text{rec}}^\text{PCNN})\) are compared, and if the obtained value exceeds the threshold value, the person is considered to be present in the frame, and the area is highlighted with a frame.

If the face is not found, then the CNN features and the features of the color histograms of the areas of the person in the adjacent frames are analyzed. To reduce the impact of changes in the light, the images are converted from the color space RGB to HSV and only the data of the color tone is used to assess the similarity. A person is considered to be present in the frame if the following condition is met:

\[
d_{\text{PCNN}} \geq \varepsilon \quad \text{if} \quad R \leq \eta,
\]

where \(d_{\text{PCNN}} = \frac{1}{N_{\text{det}}} \sum_{i=1}^{N_{\text{det}}} \left( \sum_{j=1}^{128} (f_{\text{curr}}^\text{PCNN} - f_{\text{det}}^\text{PCNN})^2 \right)\); \(R\) is a measure of the similarity of the histogram features of the color tone for human images at the last correct detection and the current frame, which is calculated based on the Euclidean distance; and \(\varepsilon\) and \(\eta\) are the threshold levels, the values of which are the same as in [20].

4. EXPERIMENTS AND RESULTS

For testing, we used video sequences with a total number of frames 10250, shown in Fig. 2, which were obtained from a stationary video camera in rooms with different lighting, nonlinear trajectory of movement, full and partial overlap of people with similar external characteristics, people leaving the room followed by returning to the frame, etc.

The first video sequence (Fig. 2a) includes 2320 frames with a low image quality, uneven illumination, and the presence of a high level of shadows. The number of people in the frame varies from one to
Moreover, two of them have similar characteristics as their clothes are almost identical in color, and their height, physique, and hair color are also similar. The people in the shooting scene disperse and then intersect again with a multiple overlap; i.e., the trajectory of the movement is complex, and the location of faces relative to the camera and the poor quality does not allow identifying people in many of the frames.

Figure 2b shows the frames of the second video sequence of 1350 frames, in which there are two people whose image features are quite similar. This video is characterized by lower lighting, as well as nonuniform lighting and position of their faces relative to the camera. Thus, the low quality does not allow identifying people in many frames, as tracking is possible only based on the features of the people. In the third test video (Fig. 2c), there are two people who move around
the room along a complex trajectory, partially hiding behind the background objects, i.e., behind the board and tables, significantly moving away from the video camera. This test video consists of 1280 frames. The fourth video sequence (Fig. 2d) consists of 3450 frames, in which from one to three people are present. They have the following distinctive features: when moving, the lower half of a person’s figure is often hidden by a table, there is an intersection of trajectories, and there are multiple entries into and exits out of the premises of people in different order. Figure 2e shows examples of frames of the fifth video of 1850 frames, in which there are two or three people, and the features of the images of two of them are quite similar. The movement is carried out along a complex trajectory with a significant distance from the video camera and multiple overlap, when two people are hidden by a third person. Therefore, the location of faces at a considerable distance from the video camera with a low quality and a large angle of deviation from the facial profile does not allow identifying people in many of the frames.

The labelImg tool [22] was used to label the frames. In this case, the video sequence is divided into separate frames, after which objects are selected in them, and indices corresponding to the order in which people appear in the video are set as the object classes. Then, the resulting text files are combined to evaluate the tracking algorithm.

The developed approach for tracking and reidentification of people in spatially distributed video surveillance systems is implemented in C++ using the OpenCV 3.4 and dlib computer vision libraries. All processing procedures for detecting, tracking, and identifying people based on the CNN were carried out on a graphics processor using CUDA parallel processing technology.

The effectiveness of the proposed algorithm was compared with others (Table 1) using the main parameters that are widely used to assess the effectiveness of tracking objects [23]: IDF shows the percentage of correct identification of tracked objects; MOTA takes into account the number of false positive (FP), false negative (FN), and IDF results and characterizes the accuracy of tracking objects in time, taking into account the restoration of the trajectory in the short-term absence of the object; MOTP shows how accurately the object was localized in the frame during tracking without regard to detection.

The analysis of Table 1 shows that when processing test video sequences, the developed approach to tracking people using face identification allows improving the two main parameters: the accuracy of tracking objects in time, taking into account the restoration of the trajectory in the short-term absence of the object (MOTA = 91.6) and the accuracy of localizing the object in the frame during tracking without taking into account detection (MOTP = 83) compared to the
algorithms from [7, 20], which do not use the calculation and analysis of the features of human faces. The speed of the proposed algorithm on the computer used for testing with the characteristics of Intel Core i5-8600, 3.6 GHz, 16 Gb RAM, GPU Nvidia GTX 1060 with three people in the frame is 12 frames/s, which allows us to achieve real-time processing when analyzing each second frame of the input video.

For comparison, Fig. 3 shows the results of tracking objects in identical frames of a video sequence, in which there are three people and their trajectories of movement have multiple intersections, with one object completely overlapping the other. The color of the clothes of two persons is almost identical in color, and their physique and height are almost the same.

Figures 3a and 3d show a video frame containing three people with the correct indexing for the tracking algorithm without identification by faces (Fig. 3a) and with the correct indexing and identification (Fig. 3d). When the trajectories of their movement intersect for the proposed approach, the improvement in the processing result is obvious, since at the same time, two objects with indices 2 and three 3 are tracked (Fig. 3e), in contrast to the algorithm from [7], which tracks only one person (moreover, with the wrong index 3, Fig. 3b). After the further movement of people, this tracking algorithm assigns the wrong index 6 to the second object (Fig. 3c). The proposed algorithm allows us to accompany people with the correct indexes (Fig. 3f). The object with index 2, which had been hidden for a long time behind object 3 in Fig. 3f has no name, because their face was turned at an angle of 90° relative to the camera and it was not recognized.

CONCLUSIONS

An approach is proposed for tracking and reidentification by video sequences using the analysis of the features of human faces for spatially distributed indoor video surveillance systems. For this, people are detected; a vector of the features for each person is formed; detection and extraction of the facial features, as well as their recognition in the image area detected at the previous stage, are carried out; a person is reidentified by face; the correspondence between people in the frame is established; people are indexed; the tracking is made more precise; and the outline of a person present in the frame is highlighted. At the same time, the facial features are used when tracking a person in a video sequence and in the intercamera reidentification. To test the algorithm, five video sequences of different quality and with a different number of people were used. Based on them the characteristics of the developed algorithm for tracking people by video sequences are compared with the existing ones, which showed that the developed algorithm can improve the following points:

- the accuracy of tracking objects in time, taking into account the restoration of the trajectory in the short-term absence of the object;
- the accuracy of the localization of the object in the frame during tracking without taking into account the detection.

The proposed algorithm has a fast speed of operation, which makes it possible to achieve real-time processing when analyzing every second frame of the input video.
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