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Abstract. A game control problems of the Schlögl and FitzHugh—Nagumo
equations are considered. The problems are investigated both from the view-
point of the first player (the partner) and of the second player (the opponent).
For both players, their own procedures for forming feedback controls are spec-
ified.

1. Introduction. In the recent years, a part of mathematical control theory,
namely, the theory of control for distributed systems, has been intensively de-
veloped. To a considerable degree, this is stimulated by the fact that a rather wide set
of applied problems is described by such systems. At present, there exists a number
of monographs devoted to control problems for distributed systems [8, 9, 5, 20, 1, 6].
In all these works, the emphasis is on the problems of open-loop or feedback control
in the case when all system’s parameters are precisely specified. But, the investi-
gation of control problems for systems with uncontrollable disturbances (game or
robust control problems) is also natural. Similar problems have been insufficiently
investigated; in our opinion, this is connected with the fact that the well-known
Pontryagin maximum principle is not really suitable for solving such problems.
In the early 1970es, N.N. Krasovskii [7] suggested an effective approach to solving
guaranteed control problems. This approach is based on the formalism of positional
strategies.

In these paper, some problems of guaranteed (feedback) control for a parabolic
equation with memory are investigated. Such an equation includes the Schlögl and
FitzHugh—Nagumo equations. The fundamental theory of guaranteed control for
some equations (variational inequalities) with distributed parameters within the
framework of the formalization suggested in [7] was presented in [18, 10, 11, 12, 13].
In all the works cited above, the cases when equations (variational inequalities)
do not contain a previous history were considered. In the present work, from the
position of the approach [7, 18, 10, 11, 12, 13], the problems of guaranteed control
(for the partner and opponent) in the case of an equation containing the previous
history of its phase state are investigated. To solve these problems, we use the
known method of stable paths. Note that optimal control problems for the system
in question were discussed in [3, 4, 19, 17, 2], see also their bibliography. For
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example, in [3, 17] different numerical and theoretical aspects of optimal control of the Schlögl and FitzHugh–Nagumo equations are discussed. The work [19] is devoted to the positional (feedback) control for such equations. In this paper three different approach are considered. First, an analytical solution is proposed. Second, an appropriate optimal control procedure is applied. The third approach extends the standard optimal control to the so-called spare optimal control; this results in very localized control signals and allows to analyze second order optimality conditions. The game control problem for systems with distributed parameters has been investigated by many authors (see, for example, [8, 14, 15, 16]).

2. Problem statement. Solution method. We discuss the game control problem for an equation of the following form

\[
\frac{\partial}{\partial t} x - \Delta_L x + e^{-\eta t} R(e^\eta t x) + \eta x + \alpha K_\eta(t) x_{0,t}(\cdot) = u - v + f \quad \text{in } Q_\vartheta
\]

\[
\frac{\partial}{\partial t} x(\nu, t) = 0 \quad \text{in } \Sigma_\vartheta
\]

\[
x(\nu, 0) = x_0(\nu) \quad \text{in } \Omega.
\]

(1)

In this setting, \(f(\cdot) \in L_\infty([0, \vartheta]; L_2(\Omega))\) is a given function, \(\Delta_L\) is the Laplace operator, \(u\) and \(v\) (controls) are elements of the space \(H^1(\Omega)\), \(\alpha\) is a real number, \(R\) is a cubic polynomial

\[R(y) = k(y - y_1)(y - y_2)(y - y_3)\]

with given real numbers \(k > 0\) and \(y_1 < y_2 < y_3\), \(\Omega\) is a bounded open Lipschitz domain in \(\mathbb{R}^n\) with boundary \(\partial\Omega\), \(n \in \{1, 2, 3\}\), \(\vartheta > 0\) is a fixed time, \(\eta\) is a sufficiently large real parameter. We use the notation \(Q_\vartheta := \Omega \times (0, \vartheta)\) and \(\Sigma_\vartheta := \partial\Omega \times (0, \vartheta)\). Moreover, an initial function \(x_0 \in L_\infty(\Omega)\) is given. By \(\mu\) and \(\partial_\mu\), we denote the outward unit normal vector and the associated outward normal derivative on \(\partial\Omega\), respectively.

The family of operators \(K_\eta(t)\) is defined by the relations

\[(K_\eta(t)y_{0,t}(\cdot))(\nu) = \int_0^t \gamma ds e^{-(\beta + \eta)(t-s)} y(\nu, s)\]

for a.a. \(\nu \in \Omega\). Here \(\beta\) and \(\gamma\) are real numbers and the symbol \(x_{0,t}(\cdot)\) stands for the function \(x(s), s \in [0, t]\).

Note that equation (1) was introduced in [3]. This equation arises from the system

\[
\frac{\partial}{\partial t} y(\nu, t) - \Delta_L y(\nu, t) + R(y(\nu, t)) + \alpha z(\nu, t) = u(\nu, t) - v(\nu, t) + f(\nu, t) \quad \text{in } Q_\vartheta
\]

\[
\frac{\partial}{\partial t} y(\nu, t) = 0 \quad \text{in } \Sigma_\vartheta
\]

\[
y(\nu, 0) = y_0(\nu) \quad \text{in } \Omega
\]

\[
\frac{\partial}{\partial t} z(\nu, t) + \beta z(\nu, t) - \gamma y(\nu, t) + \delta^* = 0 \quad \text{in } Q_\vartheta
\]

\[
z(\nu, 0) = z_0(\nu) \quad \text{in } \Omega.
\]

(2)

Here, some real constant \(\delta^*\) and initial state \(z_0 \in L_\infty(\Omega)\) are given. Indeed, the latter two equations in (2) can be resolved by

\[
z(\nu, t) = e^{-\beta t} z_0(\nu) + \int_0^t e^{-\beta(t-s)}(\gamma y(\nu, s) - \delta^*) \, ds
\]
which is given by
\[
\int_\Omega \varphi \, d\nu + \frac{\delta^*}{\beta} (e^{-\beta t} - 1) + (K_\eta(t)y_0(t)) \langle \nu, \varphi \rangle
\]
Inserting \(z(\nu, t)\) into the first equation of (2), we derive the equation
\[
\frac{\partial}{\partial t} y(\nu, t) - \Delta_L y(\nu, t) + R(y(\nu, t)) + \alpha(K_\eta(t)y_0(t)) (\nu)
\]
\[
= u(\nu, t) - v(\nu, t) + f(\nu, t) - \alpha(e^{\beta t} z_0(\nu) + \delta^* \beta^{-1} (e^{-\beta t} - 1)) \text{ in } Q_\vartheta.
\]
Following [3] and substituting \(y(\nu, t) = e^{\mu t} x(\nu, t)\), we come to the equation for \(x\) of form (1).

For the choice \(\alpha = 0\), both equations in (2) are decoupled; the state function \(y\) is a solution of the Schlögl equation. The latter has the form
\[
\frac{\partial}{\partial t} y(\nu, t) - \Delta_L y(\nu, t) + R(y(\nu, t)) + z(\nu, t) = u(\nu, t) - v(\nu, t) + f(\nu, t) \text{ in } Q_\vartheta
\]
\[
\partial_h y(\nu, t) = 0 \text{ in } \Sigma_\vartheta
\]
\[
y(\nu, 0) = y_0(\nu) \text{ in } \Omega.
\]
For the choice \(\alpha = 1\), system (2) converts into the FitzHugh—Nagumo system, which is given by
\[
\frac{\partial}{\partial t} y(\nu, t) - \Delta_L y(\nu, t) + R(y(\nu, t)) + z(\nu, t) = u(\nu, t) - v(\nu, t) + f(\nu, t) \text{ in } Q_\vartheta
\]
\[
\partial_h y(\nu, t) = 0 \text{ in } \Sigma_\vartheta
\]
\[
y(\nu, 0) = y_0(\nu) \text{ in } \Omega.
\]

A function \(x(\cdot) = x(\cdot; 0, x_0, u(\cdot), v(\cdot)) \in W(0, \vartheta) \cap L_\infty(Q_\vartheta)\) is said to be a (weak) solution of (1), if the equality
\[
\int_0^\vartheta \langle x'(t), \varphi(t) \rangle \, dt + \int_0^\vartheta \left\{ \nabla x(u(t)) \cdot \nabla \varphi(t) + [e^{-\eta t} R(e^{\eta t} x(u(t))) + \eta x(u(t))] \varphi(t) \right\} \, d\nu \, dt
\]
\[
+ \int_0^\vartheta \alpha(K_\eta(t)x_0(t)) \varphi(t) \, d\nu = \int_0^\vartheta \left\{ u(\nu, t) - v(\nu, t) + f(\nu, t) \right\} \varphi(t) \, d\nu \, dt
\]
holds for all \(\varphi \in W(0, \vartheta)\) and the initial condition \(x(0) = x_0\) is satisfied in \(\Omega\). Here, \(\langle \cdot, \cdot \rangle\) denotes the duality between \(H^1(\Omega)\) and \((H^1(\Omega))^*\), \(W(0, \vartheta) = \{y(\cdot) \in L_2(T; H^1(\Omega)) : y(\cdot) \in L_2(T; H^1(\Omega))^*\}, T = [0, \vartheta]\). By virtue of the corresponding embedding theorem, without loss of generality, one can assume that the space \(W(0, \vartheta)\) is embedded into the space \(C(T; H)\). Here, \(H = L_2(\Omega)\). Therefore, the element \(x(t)\) (the phase state of equation (1)) is defined at the time \(t \in T\). As is known (see [4], theorem 2.1), under our conditions and for appropriate values of \(\eta\) (a namely, for \(\eta\) satisfying Condition 1 from Section 3), there exists a unique solution of (1) for any \(u(\cdot) \in L_\infty(T; H^1(\Omega))\) and \(v(\cdot) \in L_\infty(T; H^1(\Omega))\).

The game control problems under consideration in the paper consists in the following. Let a target set \(N\) or some quality criterion \(I = I(x(\cdot), u(\cdot), v(\cdot))\) depending on the solution \(x(\cdot)\) of equation (1) and controls \(u(\cdot)\) and \(v(\cdot)\) and its prescribed value \(I_0\) be given. At discrete times \(\tau_1 \in \Delta = \{\tau_i\}_{i=0}^m, \tau_0 = 0, \tau_{i+1} = \tau_i + \delta, \tau_m = \vartheta,\)
the phase state $x(\tau_i)$ is measured. The results of these measurements are functions $\xi_i^h \in (H^1(\Omega))^* \ (\xi_i^0 \in H)$, $i \in [1 : m - 1]$, $(\xi_0^h = x_0)$, satisfying the inequalities

$$|x(\tau_i) - \xi_i^h|_{(H^1(\Omega))^*} \leq h \quad (|x(\tau_i) - \xi_i^h|_H \leq h).$$

Here, $h \in (0, 1)$ stands for a level of informational noise. There are two players—antagonists controlling equation (1) by means of various input actions. One of them is called a partner, another one is called an opponent. Assume $P \subset H^1(\Omega)$ and $V \subset H^1(\Omega)$ are given bounded and closed sets. The problem undertaken by the partner is as follows. It is necessary to construct a law (a strategy) for forming the control $u$ (with values from $P$) by a certain feedback principle (on the base of measuring the state $x(\tau_i)$) in such a way that this control provides the attainment of the target set $N$ by the solution (1) at the time $t = \vartheta$ or, in the case when the quality criterion is specified, guarantees a value of the criterion not exceeding $I_*$ for any admissible control $v(\cdot)$ chosen by the opponent. The problem undertaken by the opponent is “inverse”: it consists in the choice of a law (a strategy) for forming the control $v$ (with values from $V$) also by the feedback principle (on the base of measuring the state $x(\tau_i)$) in such a way that this control provides the evasion of the solution of equation (1) from the target set $N$ at the time $t = \vartheta$ or guarantees a value of the quality criterion exceeding $I_*$ for any admissible control $u(\cdot)$ chosen by the partner. This is the description of the problems considered in the paper.

The scheme of the algorithm for solving the problem undertaken by the partner, in the case when the target set is given, is as follows. In the beginning, an auxiliary equation $M_1$ is introduced. The equation $M_1$ has an input $u^*(\cdot)$ and an output $w(\cdot)$ being the solution of this equation. Here, $u^*(\cdot)$ is the solution of some auxiliary optimal control problem. Before the algorithm starts, a value $h$ and a partition $\Delta$ with diameter $\delta = \delta(\Delta)$, as well as some open-loop control $u^*(\cdot)$ serving as an input of $M_1$ are fixed. The process of synchronous feedback control of systems (1) and $M_1$ is organized on the interval $T$. This process is decomposed into $m - 1$ identical steps. At the $i$th step carried out during the time interval $\delta_i = [\tau_i, \tau_{i+1})$, the following actions are fulfilled. First, at the time $\tau_i$, according to some a priori chosen rule $U$, elements

$$u_i^h \in U(\tau_i, \xi_i^h, w(\tau_i)) \subset P$$

are calculated. Then (till the time $\tau_{i+1}$), the control $u_i^h(t) = u_i^h$ is fed onto the input of equation (1). Under the action of this control, as well as of the given control $u^*(t)$, $\tau_i \leq t < \tau_{i+1}$, and an unknown control of the opponent $v(t)$, $\tau_i \leq t < \tau_{i+1}$, the states $x(\tau_{i+1})$ and $w(\tau_{i+1})$ are realized at the time $\tau_{i+1}$. The procedure stops at the moment $\vartheta$.

Remark 1. Below, four problems are investigated. The first two problems are solved in the case when $\xi_i^h$, the results of measuring the states $x(\tau_i)$, satisfy inequalities (3) in the $(H^1(\Omega))^*$-metric (whereas the values $\xi_i^h$ may be elements of the space $L_2(\Omega)$). The remaining two problems deal with the metric of the space $L_2(\Omega)$. As is know, the first metric is weaker. Therefore, when solving the first two problems, we weaken the requirements on the measurement results in comparison with the requirements imposed for solving the later two problems.

The scheme of the algorithm for solving the problem undertaken by the opponent is analogous to the scheme of the algorithm for solving the problem by the partner. In the beginning, an auxiliary equation $M_2$ is introduced. The equation $M_2$ has an input $v^*(\cdot)$ and an output $z(\cdot)$ being the solution of this equation. Before the
algorithm starts, the value \( h \) and the partition \( \Delta \) with diameter \( \delta \) are fixed. The process of synchronous feedback control of equations (1) and \( M_2 \) is organized on the interval \( T \). This process is decomposed into \( m - 1 \) identical steps. At the \( i \)th step carried out during the time interval \( \tau_i = [\tau_i, \tau_{i+1}) \), the following actions are fulfilled. First, at the time \( \tau_i \), according to some chosen rules \( V_1 \) and \( V \), elements

\[
v_i^h \in V(\tau_i, \zeta_i^h, z(\tau_i)) \subset V, \quad v_i^s \in V_1(\tau_i, \xi_i^h, z(\tau_i)) \subset V
\]

are calculated. Then (till the moment \( \tau_{i+1} \)), the control \( v^*(t) = v_i^s \), \( \tau_i \leq t < \tau_{i+1} \), is fed onto the input of \( M_2 \) and the control \( v^h(t) = v_i^h \), \( \tau_i \leq t < \tau_{i+1} \), onto the input of equation (1).

In the case when the quality criterion is given, corresponding systems are used instead of equations \( M_1 \) or \( M_2 \).

Let us give the strict formulation of the considered problems. Before this, we give some definitions. The sets of all open-loop controls of the partner and opponent are denoted by the symbols \( P_T(\cdot) \) and \( V_T(\cdot) \), respectively:

\[
P_T(\cdot) = \{ u(\cdot) \in L_2(T; H^1(\Omega)) : u(t) \in P \text{ a.e. } t \in T \},
\]

\[
V_T(\cdot) = \{ v(\cdot) \in L_2(T; H^1(\Omega)) : v(t) \in V \text{ a.e. } t \in T \}.
\]

The symbols \( u_{a,b}(\cdot) \) and \( u_{a,b}(\cdot) \) stand for the restrictions of the set \( P_T(\cdot) \) and function \( u(t), t \in T \) onto the segment \([a,b] \subset T \). Any strongly measurable functions \( u(\cdot) : T \to P \) and \( v(\cdot) : T \to V \) are called open-loop controls of the partner and opponent, respectively. Elements of the product \( T \times \mathcal{H} \) are called positions, where the space

\[
\mathcal{H} = (H^1(\Omega))^* \times H
\]

is called the space of positions. A unique solution of equation (1) with the properties

\[
x(t_*) = x_* \in L_\infty(\Omega), \quad x(\cdot) = x(\cdot; t_*, x_*, u_{t_*} , \vartheta(\cdot), v_{t_*} , \vartheta(\cdot)) \in W(t_*, \vartheta),
\]

is called a trajectory of equation (1) from the position \((t_*, x_*)\) corresponding to the controls \( u_{t_*} , \vartheta(\cdot) \in P_{t_*} , \vartheta(\cdot) \) and \( v_{t_*} , \vartheta(\cdot) \in V_{t_*} , \vartheta(\cdot) \). Any function (perhaps, multifunction)

\[
\mathcal{U} : T \times \mathcal{H} \to P
\]

is said to be a positional strategy of the partner. A positional strategy of the opponent is defined by analogy:

\[
\mathcal{V} : T \times \mathcal{H} \to V.
\]

Positional strategies correct controls at discrete times given by some partition of the interval \( T \).

Let the partition of \( T \) be any finite family \( \Delta = \{ \tau_i \}_{i=0}^m \), where \( \tau_0 = 0 \), \( \tau_m = \vartheta \), \( \tau_{i+1} = \tau_i + \delta \); \( \delta = \delta(\Delta) \) is the diameter of \( \Delta \). Let an equation \( M_1 \) with a phase trajectory \( w(\cdot) \) be fixed. The trajectory \( w(\cdot) \) is generated by some open-loop control \( u^*(\cdot) \). A trajectory \( x(\cdot) \) of equation (1) starting from an initial state \((t_*, x_*)\) and corresponding to a piecewise constant control \( u^h(\cdot) \) (formed by the feedback principle) and to a control \( v_{t_*} , \vartheta(\cdot) \in V_{t_*} , \vartheta(\cdot) \) is called an \( (h, \Delta, w, \mathcal{U}) \)-motion \( x_{\Delta,w}^h(\cdot) = x_{\Delta,w}^h(\cdot; t_*, x_*, \mathcal{U}, v_{t_*} , \vartheta(\cdot)) \) generated by the positional strategy \( \mathcal{U} \) on the partition \( \Delta \). Thus, the process of forming the motions \( x_{\Delta,w}^h(\cdot) \) and \( w(\cdot) \) is realized simultaneously. For \( t \in [\tau_i, \tau_{i+1}] \), these functions are specified as follows:

\[
x_{\Delta,w}^h(t) = x(t; \tau_i, x_{\Delta,w}^h(\tau_i), u_{\tau_i, \tau_{i+1}}^h(\cdot), v_{\tau_i, \tau_{i+1}}(\cdot)), \quad w(t) = w(t; \tau_i, w(\tau_i), u_{\tau_i, \tau_{i+1}}^s(\cdot)), \quad \text{(6)}
\]
where
\[ u^h(t) = u^h_i \in \mathcal{U}(\tau_i, \xi^h_i, w(\tau_i)) \quad \text{for} \quad t \in [\tau_i, \tau_{i+1}), \quad i \in [i(t_s) : m - 1], \quad (7) \]
\[ |\xi^h_i - x^h_{\Delta,w}(\tau_i)(H^1(\Omega))^*| \leq h, \quad i(t_s) = \min\{i : \tau_i > t_s\}, \quad (8) \]
\[ u^h(t) = u^h_i \in P \quad \text{for} \quad t \in [t_s, \tau_{i(t_s)}). \]

Thus, under \( x^h_{\Delta,w}() \) we understand the solution of equation (1) constructed by the feedback principle described above; i.e., the control \( u^h(\cdot) \) is formed by formula (7) and \( x^h_{\Delta,w}(\cdot) \), by formula (6). The set of all \((h, \Delta, w, \mathcal{U})\)-motions is denoted by \( X_h(t_s, x_s, \mathcal{U}, \Delta, w) \). By the results of [12], the set \( X_h(t_s, x_s, \mathcal{U}, \Delta, w) \) is not empty for \((t_s, x_s) \in T \times L_\infty(\Omega)\).

The task of the partner can be formulated in the following way. Let equation (1) be considered on the given time interval \( T \). Its trajectory \( x(\cdot) \) depends on two controls \( u = u(t) \in P \) and \( v = v(t) \in V \). One takes a uniform partition \( \Delta = \{\tau_i\}_{i=0}^m \), \( \tau_0 = 0, \tau_m = \tau \) with the diameter \( \delta = \delta(\Delta) = \tau_{i+1} - \tau_i \). The phase states \( x(\tau_i) \) are measured inaccurately at the times \( \tau_i \). The results of measurements \( \xi^h_i \in (H^1(\Omega))^* \) satisfy inequalities (8).

**Problem 1.** It is necessary to specify an equation \( M_1 \), a control \( u^*() \) for this equation, as well as a positional strategy of the partner \( \mathcal{U} : T \times \mathcal{H} \to P \) with the following properties: whatever a value \( \varepsilon > 0 \), one can specify (explicitly) numbers \( h_* > 0 \) and \( \delta_* > 0 \) such that the inclusion
\[ x^h_{\Delta,w}(\varnothing) \in N^\varepsilon \quad \text{for all} \quad x^h_{\Delta,w}(\cdot) \in X_h(0, x_0, \mathcal{U}, \Delta, w) \]
is fulfilled uniformly with respect to all measurements \( \xi^h_i \) with properties (8) if \( h \leq h_* \) and the diameter \( \delta = \delta(\Delta) \leq \delta_* \).

In what follows, the symbol \( N^\varepsilon \) stands for a closed \( \varepsilon \)-neighborhood of the set \( N \) in \( H \).

**Remark 2.** Taking into account the rule of constructing the set \( X_h(0, x_0, \mathcal{U}, \Delta, w) \), one can make the following conclusion. Whatever the open-loop control \( v_T(\cdot) \in V_T(\cdot) \) maybe, the solution \( x^h_{\Delta,w}(\cdot; 0, x_0, \mathcal{U}, v_T(\cdot)) \) belong to an \( \varepsilon \)-neighborhood of the set \( N \) at the time \( t = \varnothing \).

**Remark 3.** As is seen from the proof of Theorem 3.1 presented below, the rule for constructing the strategy \( \mathcal{U} \) (see (4), (14)) is based on the following simple idea. Namely, the strategy \( \mathcal{U} \) is chosen in such a way that the \((h, \Delta, w, \mathcal{U})\)-motion \( x^h_{\Delta,w}(\cdot) \) (see (6)–(8)), generated by this strategy slightly deviates from the solution \( w(\cdot; 0, x_0, u^*(\cdot)) \) for the whole time interval \( T \). The last property should be valid for any open-loop control \( v^*(\cdot) \) chosen by the opponent and unknown for the partner. In essence, the strategy \( \mathcal{U} \) means the choice of a control according to the principle of extremal shift [7], which is well-known in the theory of guaranteed control. As to this principle applied to distributed systems, see, for example, [18, 10, 11, 12, 13].

By analogy with the motion \( x^h_{\Delta,w}(\cdot) = x^h_{\Delta,w}(\cdot; t_s, x_s, \mathcal{U}, u_{t_s}, \varnothing(\cdot)) \), we define a motion \( x^h_{\Delta,z}(\cdot) = x^h_{\Delta,z}(\cdot; t_s, x_s, \mathcal{V}, \mathcal{V}_1, u_{t_s}, \varnothing(\cdot)) \) corresponding to piecewise constant controls \( u^h(\cdot) \) and \( v^*(\cdot) \) (formed by the feedback principle) and to a control \( u_{t_s}, \varnothing(\cdot) \in \mathcal{P}_{t_s}, \varnothing(\cdot) \). This motion is called an \((h, \Delta, \mathcal{V}, \mathcal{V}_1)\)-motion generated by the positional strategies \( \mathcal{V} \) and \( \mathcal{V}_1 \) on the partition \( \Delta \). The set of all \((h, \Delta, \mathcal{V}, \mathcal{V}_1)\)-motions is denoted by \( X_h(t_s, x_s, \mathcal{V}, \mathcal{V}_1, \Delta) \). It is clear that the set \( X_h(t_s, x_s, \mathcal{V}, \mathcal{V}_1, \Delta) \) is not empty for \((t_s, x_s) \in T \times L_\infty(\Omega)\).
Note that the trajectory \( x_{\Delta,z}^h(\cdot; t_*, x_*, \mathcal{V}, \mathcal{V}_1, u_{t_*}, \phi(\cdot)) \) is formed simultaneously with another trajectory \( z(\cdot) \). All these two trajectories are formed by the feedback principle, i.e., for \( t \in [\tau_i, \tau_{i+1}] \), it is assumed that

\[
x_{\Delta,z}^h(t) = x_{\Delta,z}^h(t; \tau_i, x_{\Delta,z}^h(\tau_i), u_{\tau_i, \tau_{i+1}}(\cdot), v_{\tau_i, \tau_{i+1}}(\cdot)),
\]

\[
z(t) = z(t; \tau_i, z(\tau_i), v_{\tau_i, \tau_{i+1}}^*(\cdot)),
\]

where

\[
v^h(t) = v^h(\tau_i, \xi^h_i, z(\tau_i)), \quad v^*(t) = v^*_i \in \mathcal{V}_i(\tau_i, \xi^h_i, z(\tau_i)) \quad (11)
\]

for \( t \in [\tau_i, \tau_{i+1}] \), \( i \in \{t_\tau : m-1\} \),

\[
|\xi^h_i - x_{\Delta,z}^h(\tau_i)|_{(H^1(\Omega))^*} \leq h, \quad i(t_\tau) = \min\{i : \tau_i > t_\tau\}, \quad (12)
\]

\[
v^*(t) = v^* \in \mathcal{V}, \quad v^h(t) = v^*_i \in \mathcal{V} \quad \text{for} \quad t \in [t_\tau, \tau_{i(t_\tau)}].
\]

Under \( x_{\Delta,z}^h(\cdot) \) we understand the trajectory of (1) constructed by the feedback principle described above; i.e., the controls \( v^h(\cdot) \) and \( v^*(\cdot) \) are formed by formula (11) and \( x_{\Delta,z}^h(\cdot) \), by formula (9). Here, the function \( z(\cdot) \) (see (10)) is an auxiliary function, which is analogous to the function \( w(\cdot) \) in the problem of the partner.

The problem undertaken by the opponent is inverse with respect to the problem undertaken by the partner. Its essence is as follows.

**Problem 2.** It is necessary to specify an equation \( M_2 \), as well as a positional strategy of the opponent \( \mathcal{V} : \mathcal{T} \times \mathcal{H} \rightarrow \mathcal{V} \), and a positional strategy \( \mathcal{V}_1 : \mathcal{T} \times \mathcal{H} \rightarrow \mathcal{V} \) with the following properties: whatever a value \( \varepsilon > 0 \), one can specify (explicitly) numbers \( h_* > 0 \) and \( \delta_* > 0 \) such that the condition

\[
x_{\Delta,z}^h(\theta) \notin N^\varepsilon \quad \forall x_{\Delta,z}^h(\cdot) \in X_h(0, x_0, \mathcal{V}, \mathcal{V}_1, \Delta)
\]

is fulfilled uniformly with respect to all measurements \( \xi^h_i \) with properties (12) if \( h \leq h_* \) and the diameter \( \delta = \delta(\Delta) \leq \delta_* \).

Along with Problems 1 and 2 formulated above, we consider another two problems (Problems 3 and 4). Let a cost functional

\[
I(x(\cdot), u_T(\cdot), v_T(\cdot)) = \int_0^\vartheta \phi(t, x(t), u(t), v(t)) dt + \sigma(x(\vartheta))
\]

be given. Here, \( \phi(t, x, u, v) = \phi_1(t, x, u) + \phi_2(t, x, v) : \mathcal{T} \times (H^1(\Omega))^* \times \mathcal{P} \times \mathcal{V} \in \mathbb{R} \) and \( \sigma : \mathcal{H} \in \mathbb{R} \) are given functions satisfying the local Lipschitz condition with respect to the set of variables. For example, the cost functional may be a quadratic function, i.e.

\[
\phi(t, x, u, v) = |x|^2_{(H^1(\Omega))^*} + |u|^2_{H^1(\Omega)} - |v|^2_{H^1(\Omega)}, \quad \sigma(x) = |x|^2_H.
\]

To investigate Problems 3 and 4 formulated below, we need to extend the space of positions. Namely, instead of the space \( \mathcal{H} \), we take the space \( \mathcal{H}_1 = \mathcal{H} \times \mathbb{R}^2 \) as the space of positions. The reason of such a choice will be clear after the description of the algorithm for solving Problem 3.

So, let a prescribed value of the criterion, a number \( I_\varepsilon \), be fixed.

Introduce the set of triples \( \phi_{\Delta,g}^h(\cdot) = \{x_{\Delta,g}^h(\cdot), u^h(\cdot), v(\cdot)\} \), where \( x_{\Delta,g}^h(\cdot) \) is the solution of equation (1) generated by controls \( u^h(\cdot) \) and \( v(\cdot) \in \mathcal{V}_T(\cdot) \). In the process, the control \( u^h(\cdot) \) is formed by some strategy \( \mathcal{U} \). The set of triples \( \phi_{\Delta,g}^h(\cdot) \) is denoted
Problem 3. It is necessary to specify a system $M_1$, a control $u_\ast(\cdot)$ for this system, as well as a positional strategy of the partner $U : T \times \mathcal{H}_1 \to P$ with the following properties: whatever a value $\varepsilon > 0$, one can specify (explicitly) number $h_\ast > 0$ such that the inequality

$$I(\phi^h_{\Delta,g}(\cdot)) \leq I_\ast + \varepsilon \quad \text{for all} \quad \phi^h_{\Delta,g}(\cdot) \in \Phi_h(0,x_0,\mathcal{U},\Delta,g)$$

is fulfilled uniformly with respect to all measurements $\xi^h_i \in (H^1(\Omega))^\ast$ with the properties $|\xi^h_i - x^h_{\Delta,g}(\tau_i)|_H \leq h$ if $h \leq h_\ast$ and the diameter $\delta = \delta(\Delta) = C_1^* h^{\mu_1}$.

Here $C_1^* > 0$ and $\mu_1$ are fixed constants and $\delta$ is the diameter of the partition $\Delta$.

Remark 4. It is clear that Problem 3 is solvable not for all $I_\ast$. The number providing the solvability of this problem is specified in Condition 4 presented in the section devoted to the algorithm of the solvability of Problem 3. In the case when the function $\phi$ does not depend on $x$, this condition means the solvability of the corresponding problem of optimal open-loop control.

The problem undertaken by the opponent is inverse with respect to the problem undertaken by the partner. Its essence is as follows.

Introduce the set of functions $\psi^h_{\Delta,g}(\cdot) = \{x^h_{\Delta,g,v}(\cdot), u(\cdot), v^h(\cdot)\}$, where $x^h_{\Delta,g,v}(\cdot)$ is the solution of equation (1) generated by controls $u(\cdot) \in P_T(\cdot)$ and $v^h(\cdot)$. In the process, the control $v^h(\cdot)$ is formed by some strategy $\mathcal{V}$. The set of triples $\psi^h_{\Delta,g}(\cdot)$ is denoted by the symbol $\Psi_h(0,x_0,\Delta,\mathcal{V})$.

Problem 4. It is necessary to specify a system $M_2$, as well as a positional strategy of the opponent $\mathcal{V} : T \times \mathcal{H}_1 \to V$ with the following properties: whatever a value $\varepsilon > 0$, one can specify (explicitly) number $h_\ast > 0$ such that the inequality

$$I(\psi^h_{\Delta,g}(\cdot)) \geq I_\ast - \varepsilon \quad \forall \psi^h_{\Delta,g}(\cdot) \in \Psi_h(0,x_0,\Delta,\mathcal{V})$$

is fulfilled uniformly with respect to all measurements $\xi^h_i \in (H^1(\Omega))^\ast$ with the properties $|\xi^h_i - x^h_{\Delta,g,v}(\tau_i)|_H \leq h$ if $h \leq h_\ast$ and the diameter $\delta = \delta(\Delta) = C_2^* h^{\mu_2}$.

Here $C_2^* > 0$ and $\mu_2$ are fixed constants.

The solution of Problem 4 is omitted here, since it is analogous to the solution of Problem 3 (see the remark in the end of Section 5).

3. Algorithm for solving Problem 1. We specify an algorithm for solving Problem 1. In this paper, we assume that the following condition is fulfilled.

Condition 1 ([4]). The parameter $\eta$ in equation (1) satisfies the condition

$$\max\{3|c_R|, 3|\alpha\gamma|/\theta^{1/2}, 0.5 - \beta\} \leq \eta,$$

where $c_R \leq dR/dv$ for all $v \in \mathbb{R}$.

Here and below, $|a|$ stands for the module of the number $a$. In this and the next sections, we assume that the following condition is also fulfilled.

Condition 2. There exists a closed set $D \subset H^1(\Omega)$ such that $P = V + D$.

Here, the symbol $V + D$ stand for the algebraic sum of sets $V$ and $D$, i.e. $V + D = \{u : u = u_1 + u_2, \ u_1 \in V, \ u_2 \in D\}$.
Condition 3. There exists an optimal open-loop control \( u^*(\cdot) \) with the property:

\[
w(\cdot; 0, x_0, u^*(\cdot)) \in N,
\]

where

\[
u^*(\cdot) \in DT(\cdot) = \{ u(\cdot) \in L_2(T; H^1(\Omega)) : u(t) \in D \text{ for a. a. } t \in T \}.
\]

Here, the symbol \( w(\cdot) = w(\cdot; 0, x_0, u(\cdot)) \), \( (u(\cdot) \in DT(\cdot)) \) denotes the solution of the equation

\[
\frac{\partial}{\partial t} w(\nu, t) - \Delta_L w(\nu, t) + e^{-\nu t} R(e^{\nu t} w(\nu, t)) + \eta w(\nu, t) + \alpha(K_{\eta}(t)u_{0,t}(\cdot))(\nu) = u(\nu, t) + f(\nu, t) \quad \text{in } Q_{\delta}
\]

\[
\frac{\partial \mu}{\partial t} w(\nu, t) = 0 \quad \text{in } \Sigma_{\delta}
\]

\[
w(\nu, 0) = x_0(\nu) \quad \text{in } \Omega.
\]

As the equation \( M_1 \), we take equation (13) with the program control \( u(\cdot) = u^*(\cdot) \).

The strategy \( U \) (see (4)) is defined in such a way:

\[
U(t, \xi, w) = \{ u^* \in P : (\xi - w, u^*) \leq \inf \{ (\xi - w, u) : u \in P \} + h \}, \quad \text{if } t > 0, (14)
\]

\[
U(0, \xi, w) = P.
\]

Let us pass to the description of the algorithm for solving Problem 1. Namely, we describe the procedure of forming the \((h, \Delta, w, U)-motion \) \( x^h_{\Delta, w}(\cdot) \) corresponding to some fixed partition \( \Delta \) and the strategy \( U \) of form (4), (14).

Before the algorithm starts, we fix a value \( h \in (0, 1) \), and a partition \( \Delta = \{ \tau_i \}_{i=0}^{m} \) with the diameter \( \delta = \tau_{i+1} - \tau_i \). The work of the algorithm is decomposed into \( m - 1 \) identical steps. We assume that

\[
u^h(t) = u^h_0 \in P \quad (15)
\]
on the interval \([0, \tau_1]\). Under the action of this constant control as well as of the unknown disturbance \( v_{0, \tau_1}(\cdot) \), the \((h, \Delta, w, U)-motion \)

\[
\{ x^h_{\Delta, w}(\cdot) \}_{0, \tau_1} = \{ x^h_{\Delta, w}(\cdot; 0, x_0, U, v_{0, \tau_1}(\cdot)) \}_{0, \tau_1}
\]
of equation (1) and the trajectory \( \{ w(\cdot) \}_{0, \tau_1} = \{ w(\cdot; 0, x_0, u^*_0(\cdot)) \}_{0, \tau_1} \) of the equation \( M_1 \) are realized.

At the time \( t = \tau_1 \), we determine \( u^h(\tau_1) \) from the condition

\[
u^h_1 \in U(\tau_1, \xi^h_1, w(\tau_1)), \quad |\xi^h_1 - x^h_{\Delta, w}(\tau_1)|_{(H^1(\Omega))} \leq h; \quad (16)
\]

i.e., we assume that

\[
u^h(t) = u^h_1 \quad \text{for } t \in [\tau_1, \tau_2).
\]

Then, we calculate the realization of the \((h, \Delta, w, U)-motion \)

\[
\{ x^h_{\Delta, w}(\cdot) \}_{\tau_1, \tau_2} = \{ x^h_{\Delta, w}(\cdot; \tau_1, x^h_{\Delta, w}(\tau_1), v_{\tau_1, \tau_2}(\cdot)) \}_{\tau_1, \tau_2},
\]
and the trajectory

\[
\{ w(\cdot) \}_{\tau_1, \tau_2} = \{ w(\cdot; \tau_1, w(\tau_1), u^*_\tau_1, \tau_2(\cdot)) \}_{\tau_1, \tau_2}.
\]
of the equation \( M_1 \).

Let the \((h, \Delta, w, U)-motion \) \( x^h_{\Delta, w}(\cdot) \) and the trajectory \( w(\cdot) \) of the equation \( M_1 \) be defined on the interval \([0, \tau_i]\). At the time \( t = \tau_i \), we assume that

\[
u^h_i \in U(\tau_i, \xi^h_i, w(\tau_i)), \quad |\xi^h_i - x^h_{\Delta, w}(\tau_i)|_{(H^1(\Omega))} \leq h; \quad (17)
\]
i.e., we set

\[
u^h(t) = u^h_i \quad \text{for } t \in [\tau_i, \tau_{i+1}).
\]
As a result of the action of this control and of the unknown disturbance \( v_{\tau_i, \tau_{i+1}}(\cdot) \), the \((h, \Delta, w, \mathcal{U})\)-motion \( \{x_{\Delta, w}^h(\cdot)\}_{\tau_i, \tau_{i+1}} = \{x_{\Delta, w}^h(\cdot; \tau_i, x_{\Delta, w}^h(\tau_i), \mathcal{U}, v_{\tau_i, \tau_{i+1}}(\cdot))\}_{\tau_i, \tau_{i+1}} \), and the trajectory

\[
\{w(\cdot)\}_{\tau_i, \tau_{i+1}} = \{w(\cdot; \tau_i, w(\tau_i), u_{\tau_i, \tau_{i+1}}^*(\cdot))\}_{\tau_i, \tau_{i+1}}
\]

of the equation \( M_1 \) are realized on the interval \([\tau_i, \tau_{i+1}]\). The above procedure of forming the \((h, \Delta, w, \mathcal{U})\)-motion and the trajectory of equation \( M_1 \) stops at the moment \( \vartheta \).

**Theorem 3.1.** Let the equation \( M_1 \) be specified by relation (13). Then the strategy \( \mathcal{U} \) of form (4), (14) solves Problem 1.

**Proof.** Define \( R_\eta(t, v) = e^{-\eta t}R(e^{\eta t}v) + \eta/3v \). Then equations (1) and (13) take the following form:

\[
\begin{align}
\frac{\partial}{\partial t} x_{\Delta, w}^h(\nu, t) &- \Delta L x_{\Delta, w}^h(\nu, t) + R_\eta(t, x_{\Delta, w}^h(\nu, t)) + \frac{2}{3}\eta x_{\Delta, w}^h(\nu, t) \\
+ \alpha(K_\eta(t)(x_{\Delta, w}^h(\cdot, t))(\cdot))(\nu) &= w^h(\nu, t) - v(\nu, t) + f(\nu, t) \quad \text{in } Q_\vartheta \\
\partial_\mu x_{\Delta, w}^h(\nu, t) &= 0 \quad \text{in } \Sigma_\vartheta \\
x_{\Delta, w}^h(\nu, 0) &= x_0(\nu) \quad \text{in } \Omega
\end{align}
\]  

(18)

and

\[
\begin{align}
\frac{\partial}{\partial t} w(\nu, t) &- \Delta L w(\nu, t) + R_\eta(t, w(\nu, t)) + \frac{2}{3}qw(\nu, t) \\
+ \alpha(K_\eta(t)w(\cdot, t))(\cdot))(\nu) &= u^*(\nu, t) + f(\nu, t) \quad \text{in } Q_\vartheta \\
\partial_\mu w(\nu, t) &= 0 \quad \text{in } \Sigma_\vartheta \\
w(\nu, 0) &= x_0(\nu) \quad \text{in } \Omega
\end{align}
\]  

(19)

To prove the theorem, we estimate the variation of the function

\[
\varepsilon(t) = |x_{\Delta, w}^h(t) - w(t)|_H^2, \quad t \in T.
\]

Subtracting (19) from (18) and multiplying scalarly the difference by \( x_{\Delta, w}^h(t) - w(t) \) (in \( H \)), then integrating (for \( t \in [\tau_i, \tau_{i+1}], i = 0, \ldots, m - 1 \)) and taking into account the monotonicity of the mapping \( v \to R_\eta(t, v) \), we derive

\[
\mu_i(t) \equiv \varepsilon(t) + 2\eta \int_{\tau_i}^{t} |\varepsilon(s)| ds + \int_{\tau_i}^{t} |x_{\Delta, w}^h(\tau) - w(\tau)|_{H_1(\Omega)}^2 d\tau
\]

(20)

\[
\leq \varepsilon(\tau_i) + \nu_i(t) + \int_{\tau_i}^{t} x_{\Delta, w}^h(s) - w(s), u^*(s) - v(s) - u^*(s) \rangle ds,
\]

where

\[
\nu_i(t) = |\alpha| \int_{\tau_i}^{t} \varepsilon^{1/2}(s)|K_\eta(s)(x_{\Delta, w}^h)(\cdot) - w(\cdot)|_H ds.
\]

From the results of [4] we obtain \((0 \leq a < b \leq \vartheta)\)

\[
\int_{a}^{b} |K_\eta(s)v_0, s(\cdot)|_H^2 ds = \int_{a}^{b} \left( \int_{\Omega} |K_\eta(\tau)v_0, \tau(\cdot))(\cdot)| d\rho \right)^2 d\tau
\]
\[
\begin{align*}
&\int_a^b \int_0^\tau e^{-(\beta+\eta)(\tau-s)}v(\varrho, \tau) \, d\varrho \, d\tau \leq \frac{d_1}{\varepsilon} \int_a^b \int_0^\tau v^2(\varrho, s) \, d\varrho \, d\tau \\
&= \frac{d_1}{\varepsilon} \int_a^b \int_0^\tau |v(s)|^2 \, d\varrho \, d\tau \quad \text{for any } v(\cdot) \in L^2([a, b]; H),
\end{align*}
\]
where \( d_1 = \frac{\gamma^2}{\sqrt{2(\beta+\eta)}} \). Moreover,

\[
\nu_i(t) \leq \frac{2}{3\eta} \int_{\tau_i}^t \varepsilon(s) \, ds + \frac{3|\alpha|^2}{(8\eta)} \pi_i(t),
\]

where

\[
\pi_i(t) = \int_{\tau_i}^t \left| K_{\eta}(s) \left( (x^h_{\Delta,w})(\cdot) - w_{0,s}(\cdot) \right) \right|^2_H \, ds.
\]

By (21), the inequality \((t \in [\tau_i, \tau_{i+1}]\))

\[
\pi_i(t) \leq \int_{\tau_i}^t \left| x^h_{\Delta,w}(s) - w(s) \right|^2_H \, ds \, d\tau = \int_{\tau_i}^t \int_0^s \varepsilon(s) \, ds \, d\tau + \int_{\tau_i}^t \int_0^s \varepsilon(s) \, ds \, d\tau
\]

\[
= \int_{\tau_i}^t \int_0^s \varepsilon(s) \, ds + \int_{\tau_i}^t \int_{\tau_i}^s \varepsilon(s) \, ds
\]

\[
= \int_{\tau_i}^t (t - \tau_i) \varepsilon(s) \, ds + \int_{\tau_i}^t \int_0^s \varepsilon(s) \, ds
\]

\[
(22)
\]

takes place. Therefore, by virtue of (22), we have

\[
\pi_i(t) \leq d_1 \delta \int_{\tau_i}^t \varepsilon(s) \, ds \quad \text{for } t \in [\tau_i, \tau_{i+1}].
\]

(23)

In this case, for \( t \in [\tau_i, \tau_{i+1}] \), using (2) and (23), we obtain

\[
\varepsilon(t) \leq \mu_i(t) \leq \varepsilon(\tau_i) + 3|\alpha|^2 d_1 \delta/(8\eta) \int_{\tau_i}^t \varepsilon(s) \, ds
\]

\[
+ \int_{\tau_i}^t \int_0^s \left| x^h_{\Delta,w}(s) - \dot{w}(s) \right|_{(H^1(\Omega))^*} \, ds \, d\tau + s_i^t,
\]

where

\[
s_i^t = \int_{\tau_i}^t \int_0^s \left| x^h_{\Delta,w}(\tau_i) - w(\tau_i), u^h(s) - v(s) - u^*(s) \right| \, ds.
\]

Then, using (8), we get

\[
s_i^t \leq \int_{\tau_i}^t \int_0^s \left| x^h_i - w(\tau_i), u^h(s) - v(s) - u^*(s) \right| \, ds + d_2 h(t - \tau_i).
\]

(25)
Here, \( d_2 = d(P) + d(V) + d(D) \), the symbol \( d(A) \) stands for the diameter of the set \( A \subset H^1(\Omega) \), i.e., \( d(A) = \sup \{ |z|_{H^1(\Omega)} : z \in A \} \). In its turn, Condition 2 implies the inclusion
\[
v(s) + u^*(s) \in P \quad \text{for a.a. } s \in T.
\]
In this case, the first term in the right-hand part of inequality (25), by virtue of the rule of finding the control \( u^h(\cdot) \) (see (15)–(17)), does not exceed the value \( (2 + d_2)h(t - \tau_i) \) for \( i \in [1 : m] \). It is easily seen that the inequality
\[
\sum_{j=1}^{i} \int_0^{\tau_j} \varepsilon(s) \, ds \leq \int_0^{t} \varepsilon(s) \, ds
\]
is fulfilled for \( t \in [\tau_i, \tau_{i+1}] \). Consequently, using (24) and (26), we obtain (for \( t \in [0, \vartheta] \))
\[
\varepsilon(t) \leq \varepsilon(0) + 3|\alpha|^2d_1\vartheta/(8\eta) \int_0^{t} \varepsilon(s) \, ds + d_2\vartheta \int_0^{t} |x^h_{\Delta,w}(s) - \dot{w}(s)|_{(H^1(\Omega))^*} \, ds + (2 + d_2)\vartheta h.
\]
From Theorem 2.1 [4], it follows that
\[
\int_0^{\vartheta} |x^h_{\Delta,w}(s) - \dot{w}(s)|_{(H^1(\Omega))^*} \, ds \leq d_3.
\]
The latter inequality does not depend on \( \Delta, u^h(\cdot), v(\cdot) \), and \( u^*(\cdot) \) but depends on the parameters of equation (1), namely, on the initial state \( x_0 \) and the sets \( P \) and \( V \). As well, \( \varepsilon(0) = 0 \). Therefore (for \( t \in T \)), the estimate
\[
\varepsilon(t) \leq (d_2d_3 + d_4)d^{1/2} + (2 + d_2)\vartheta h + 3|\alpha|^2d_1\vartheta/(8\eta) \int_0^{t} \varepsilon(s) \, ds
\]
is fulfilled. By virtue of the Gronwall lemma, we obtain
\[
\varepsilon(t) \leq d_5(h + \delta^{1/2}), \quad t \in T.
\]
The statement of the theorem follows from the latter inequality; i.e. \( w(\vartheta) = w(\vartheta; 0, x_0, u^*(\cdot)) \in N \). The theorem is proved.

Remark 5. Let the equation for the partner have the form (1) with \( v(t) = 0 \), i.e. the disturbance is absent in this equation. Assuming that, along with equation (1) we have the equation for the opponent
\[
\frac{\partial}{\partial t} x^{(1)}(\nu, t) - \Delta_L x^{(1)}(\nu, t) + e^{-\eta t} R(e^{\eta t} x^{(1)}(\nu, t)) + \eta x^{(1)}(\nu, t) + \alpha(K_0(t)x^{(1)}_{0,t}(\cdot))(\nu) = v(\nu, t) + f(\nu, t) \text{ in } Q_{\vartheta}
\]
\[
\partial \nu x^{(1)}(\nu, t) = 0 \text{ in } \Sigma_{\vartheta}
\]
\[
x^{(1)}(\nu, 0) = x^{(1)}_{0}(\nu) \text{ in } \Omega.
\]
Here, \( v = v(t) \) is an unknown disturbance subject to the restrictions \( v(t) \in V \). Let also
\[
|x^{(1)}_{0} - x_{0}|_{H} \leq h.
\]
and the control $u$ satisfies the condition: $u \in P$. At the moments $\tau_i \in \Delta$, the phase states $x(\tau_i)$ and $x^{(1)}(\tau_i)$ are measured with errors. The results of the measurements $\xi^{h}_i \in (H^1(\Omega))^*$ and $\psi^{h}_i \in (H^1(\Omega))^*$, satisfy the inequalities
\[
|\mathbf{w}(\tau_i) - \xi^{h}_i|_{(H^1(\Omega))^*} \leq h, \quad |\mathbf{w}^{(1)}(\tau_i) - \psi^{h}_i|_{(H^1(\Omega))^*} \leq h.
\]

It is necessary to construct a law (a strategy) for forming the control $u = u^h = \mathcal{U}(\tau_i, \xi^{h}_i, \psi^{h}_i)$ for $t \in [\tau_i, \tau_{i+1}]$ in equation (1) with the properties: whatever a value $\varepsilon > 0$, one can specify (explicitly) $h_1 > 0$ and $\delta_1 > 0$ such that the inequality
\[
|x(\partial_1 t, 0, x^h(u)) - x^{(1)}(0, 0, x^h(u), v(\cdot))|_{H} \leq \varepsilon
\]
is fulfilled uniformly with respect to all measurements $\xi^h_i$ and $\psi^h_i$ with the properties listed above if $h \leq h_1$ and $\delta = \delta(\Delta) \leq \delta_1$. If Condition 2 is valid, then the algorithm described above is applied to solve the problem in question. In this case, it is necessary to use $\psi^h_i$ and $\psi^h_i$ instead $w(\tau_i)$ and $w(\tau_i)$ in formulas (14), (16) and (17) respectively.

4. Algorithm for solving Problem 2. We specify an algorithm for solving Problem 2. Assume that, as everywhere above, Condition 1 is fulfilled.

As the equation (27), we take the equation
\[
\frac{\partial}{\partial t} w(\nu, t) = -\Delta_L w(\nu, t) + e^{-\nu t} R(e^{\nu t} z(\nu, t)) + \eta w(\nu, t) + \alpha (K_0(t) z_0(t))(\nu) = w^*(\nu, t) + f(\nu, t) \quad \text{in } Q_\delta
\]
\[
\frac{\partial}{\partial t} w(\nu, t) = 0 \quad \text{in } \Sigma_\delta
\]
\[
w(\nu, 0) = x(\nu) \quad \text{in } \Omega.
\]

Let the symbol $w(\cdot) = w(\cdot; 0, x_0, u(\cdot))$, $u(\cdot) \in D_T(\cdot)$ denote the solution of the equation
\[
\frac{\partial}{\partial t} w(\nu, t) = -\Delta_L w(\nu, t) + e^{-\nu t} R(e^{\nu t} w(\nu, t)) + \eta w(\nu, t) + \alpha (K_0(t) w_{0, t}(\cdot))(\nu) = u(\nu, t) + f(\nu, t) \quad \text{in } Q_\delta
\]
\[
\frac{\partial}{\partial t} w(\nu, t) = 0 \quad \text{in } \Sigma_\delta
\]
\[
w(\nu, 0) = x(\nu) \quad \text{in } \Omega.
\]
The symbol $W_T(\cdot) = W_T(\cdot; 0, x_0)$ stands for the bundle of solutions of equation (27); i.e., $W_T(\cdot; 0, x_0) = \{ w(\cdot; 0, x_0, u(\cdot)) : u(\cdot) \in D_T(\cdot) \}$, whereas $W_T(t)$ denotes the section of this bundle at the moment $t$.

The strategies $\mathcal{V}$ and $\mathcal{V}_1$ (see (5)) are defined as follows:
\[
\mathcal{V}(t, \xi, z) = \left\{ \mathbf{v}^e \in V : \langle z - \xi, \mathbf{v}^e \rangle \leq \inf \{ \langle z - \xi, v \rangle : v \in V \} + h \right\}, \quad \text{if } t > 0,
\]
\[
\mathcal{V}(0, \xi, z) = V,
\]
\[
\mathcal{V}_1(t, \xi, z) = \tilde{u} - \tilde{v}, \quad \text{if } t > 0, \quad \mathcal{V}_1(0, \xi, z) = D,
\]
where
\[
\tilde{u} \in \left\{ \tilde{u}^e \in P : \langle z - \xi, \tilde{u}^e \rangle \leq \inf \{ \langle z - \xi, u \rangle : u \in P \} + h \right\},
\]
and
\[
\tilde{v} \in \left\{ \tilde{v}^e \in P : \langle z - \xi, \tilde{v}^e \rangle \leq \inf \{ \langle z - \xi, v \rangle : v \in V \} + h \right\}.
\]
\[ \hat{v} = \hat{v}(\hat{u}) \] is an arbitrary element from the set \( V \) such that \( \hat{u} - \hat{v} \in D \). Note that equation (1) in this case takes the form
\[
\begin{align*}
\frac{\partial}{\partial t} x^h_{\Delta,z}(\nu, t) &- \Delta x^h_{\Delta,z}(\nu, t) + R_{\eta}(t, x^h_{\Delta,z}(\nu, t)) + 2/3\pi x^h_{\Delta,z}(\nu, t) \\
+ \alpha(\varphi(t)(x^h_{\Delta,z}(\nu, t), 0, t))(\nu) &= u(\nu, t) - v^h(\nu, t) + f(\nu, t) \quad \text{in } Q_0 \\
\sigma_t x^h_{\Delta,z}(\nu, t) &= 0 \quad \text{in } \Sigma_0 \\
x^h_{\Delta,z}(0) &= x_0(\nu) \quad \text{in } \Omega.
\end{align*}
\] (31)

Let us pass to the description of the algorithm for solving Problem 2. Namely, we describe the procedure of forming the \((h, \Delta, \mathcal{V}, \mathcal{V}_1)\)-motion \( x^h_{\Delta,z}(\cdot) \) corresponding to some fixed partition \( \Delta \) and strategies \( \mathcal{V} \) and \( \mathcal{V}_1 \) of form (29), (30).

Before the algorithm starts, we fix a value \( h \in (0, 1) \) and a partition \( \Delta = \{\tau_i\}_{i=0}^n \) with diameter \( \delta = \tau_{i+1} - \tau_i \). The work of the algorithm is decomposed into \( m - 1 \) identical steps. We assume that
\[
(v^h(t) = v^h_0 \in \mathcal{V}, \quad v^*(t) = v^*_0 \in D)
\] (32)
on the interval \([0, \tau_1]\). Under the action of this constant controls as well as of the unknown control \( u_{0,\tau_1}(\cdot) \), the \((h, \Delta, \mathcal{V}, \mathcal{V}_1)\)-motion \( x^h_{\Delta,z}(\cdot) \) (the solution of equation (31)) and the trajectory \( \{z(\cdot)\}_{0,\tau_1} = \{z(\cdot, 0, v^*_0, \tau_1(\cdot))\}_{0,\tau_1} \) of the equation \( M_2 \) (see (27)) are realized. At the time \( t = \tau_1 \), we determine \( v^h_1 \) and \( v^*_1 \) from the condition
\[
v^h_1 \in \mathcal{V}(\tau_1, \xi^h_1, z(\tau_1)), \quad v^*_1 \in \mathcal{V}_1(\tau_1, \xi^h_1, z(\tau_1)), \quad |\xi^h_1 - x^h_{\Delta,z}(\tau_1)|_{(H^1(\Omega))} \leq h,
\] (33)
where (see (30))
\[
v^*_1 = \hat{u}^h - \hat{v}^h_1,
\] (34)
\[
\hat{u}^h_1 = \{\hat{u}^\in \in P : \langle z(\tau_1) - \xi^h_1, \hat{u}^\in \rangle \leq \inf\{(z(\tau_1) - \xi^h_1, u) : u \in P\} + h\},
\]
\[
\hat{v}^h_1 = \hat{v}^h_1(\hat{u}^h_1) \] is an arbitrary element from the set \( V \) such that \( \hat{u}^h_1 - \hat{v}^h_1 \in D \). We assume that
\[
v^h(t) = v^h_1 \quad \text{and} \quad v^*(t) = v^*_1 \quad \text{for } t \in [\tau_1, \tau_2].
\] (35)
Then, we calculate the realization of the \((h, \Delta, \mathcal{V}, \mathcal{V}_1)\)-motion \( x^h_{\Delta,z}(\cdot) \) \( \tau_1, \tau_2 = \{x^h_{\Delta,z}(\cdot; \tau_1, x^h_{\Delta,z}(\tau_1), u_{\tau_1,\tau_2}(\cdot), v^h_{\tau_1,\tau_2}(\cdot))\}_{\tau_1,\tau_2} \) and the trajectory \( z_{\tau_1,\tau_2}(\cdot) = \{z(\cdot; \tau_1, z(\tau_1), u_{\tau_1,\tau_2}(\cdot), v^h_{\tau_1,\tau_2}(\cdot))\}_{\tau_1,\tau_2} \) of the equation \( M_2 \).

Let the \((h, \Delta, \mathcal{V}, \mathcal{V}_1)\)-motion \( x^h_{\Delta,z}(\cdot) \) and the trajectory \( z(\cdot) \) of the equation \( M_2 \) be defined on the interval \([0, \tau_1]\). At the time \( t = \tau_i \), we assume that
\[
v^h_1 \in \mathcal{V}(\tau_i, \xi^h_i, z(\tau_i)), \quad v^*_1 \in \mathcal{V}_2(\tau_i, \xi^h_i, z(\tau_i)), \quad |\xi^h_i - x^h_{\Delta,z}(\tau_i)|_{(H^1(\Omega))} \leq h,
\] (36)
where
\[
v^*_i = \hat{u}^h - \hat{v}^h_1,
\] (37)
\[
\hat{u}^h_i = \{\hat{u}^\in \in P : \langle z(\tau_i) - \xi^h_i, \hat{u}^\in \rangle \leq \inf\{(z(\tau_i) - \xi^h_i, u) : u \in P\} + h\},
\]
\[
\hat{v}^h_i = \hat{v}^h_i(\hat{u}^h_i) \] is an arbitrary element from the set \( V \) such that \( \hat{u}^h_i - \hat{v}^h_i \in D \). We assume that
\[
v^h(t) = v^h_i \quad \text{and} \quad v^*(t) = v^*_i \quad \text{for } t \in [\tau_i, \tau_{i+1}].
\] (38)
As a result of the action of these controls and of the unknown control \( u_{\tau_i,\tau_{i+1}}(\cdot) \), the \((h, \Delta, \mathcal{V}, \mathcal{V}_1)\)-motion \( \{x^h_{\Delta,z}(\cdot)\}_{\tau_i,\tau_{i+1}} = \{x^h_{\Delta,z}(\cdot; \tau_i, x^h_{\Delta,z}(\tau_i), u_{\tau_i,\tau_{i+1}}(\cdot), v^h_{\tau_i,\tau_{i+1}}(\cdot))\}_{\tau_i,\tau_{i+1}} \) and the trajectory \( \{z(\cdot)\}_{\tau_i,\tau_{i+1}} = \{z(\cdot; \tau_i, z(\tau_i), u_{\tau_i,\tau_{i+1}}(\cdot), v^h_{\tau_i,\tau_{i+1}}(\cdot))\}_{\tau_i,\tau_{i+1}} \)
of the equation $M_2$ are realized on the interval $[\tau, \tau_{i+1}]$. The described above procedure of forming the $(h, \Delta, \mathcal{V}, \mathcal{V}_1)$-motion and the trajectories $z(\cdot)$ of the equation $M_2$ stops at the moment $\theta$.

Theorem 4.1. Let $W_T(\vartheta) \cap M = \emptyset$ and let the equation $M_2$ be described by relations (27). Then the strategies $\mathcal{V}$ and $\mathcal{V}_1$ of form (5), (29), and (30) solve Problem 2.

Proof. Note that the inclusions

$$z(t) \in W_T(t)$$

take place for all $t \in T$. Therefore, to prove the theorem, it is sufficiently to show that, for any $\varepsilon > 0$, there exist $h_1 > 0$ and $\delta > 0$ such that the inequality $\lambda(\vartheta) \leq \varepsilon$ is fulfilled for $h \in (0, h_1)$ and $\delta \in (0, \delta_1)$. Here,

$$\lambda(t) = \lambda(x_{\Delta,z}^h(t), z(t)) = |x_{\Delta,z}^h(t) - z(t)|^2_H.$$

Let us estimate the variation of the value $\lambda(t)$. Subtracting (27) from (31) and multiplying scalarly both parts of this relation by $x_{\Delta,z}^h(t) - z(t)$, then integrating (for $t \in [\tau, \tau_{i+1}]$), we obtain

$$\lambda(t) \leq \lambda(\tau_i) + 2/3 \eta \int_{\tau_i}^t \lambda(s) ds + |\alpha| \int_{\tau_i}^t \lambda^{1/2}(s) K_\eta(s)(x_{\Delta,z}^h(s) - z_0, s)\rangle^2_H ds$$

$$+ \int_{\tau_i}^t \langle x_{\Delta,z}^h(s) - z(s), u(s) - v^h(s) - v^*(s) \rangle ds. \quad (39)$$

Now (see (23)), we have for $t \in [\tau_i, \tau_{i+1}]$

$$\int_{\tau_i}^t |K_\eta(s)((x_{\Delta,z}^h)_0, z(s) - z_0, s)\rangle^2_H ds \leq d_1 \delta \int_0^t \lambda(s) ds \text{ for } t \in [\tau_i, \tau_{i+1}]. \quad (40)$$

In this case, for $t \in [\tau_i, \tau_{i+1}]$, from (39) and (40), by analogy with (24), we get

$$\lambda(t) \leq \lambda(\tau_i) + 3|\alpha|^2 d_1 \delta/(8\eta) \int_0^t \lambda(s) ds \quad (41)$$

$$+ d_2(t - \tau_i) \int_{\tau_i}^t |x_{\Delta,z}^h(s) - \dot{z}(s)|_{H^1(\Omega)}^2 ds + \mu^{(i)}(t),$$

where

$$\mu^{(i)}(t) = \int_{\tau_i}^t \langle x_{\Delta,z}^h(\tau_i) - z(\tau_i), u(s) - v^h(s) - v^*(s) \rangle ds.$$

Note that the inequality

$$\mu^{(i)}(t) \leq \int_{\tau_i}^t \langle \xi_i - z(\tau_i), u(s) - v^h(s) - v^*(s) \rangle ds + d_2 h(t - \tau_i)$$

$$\leq \int_{\tau_i}^t \langle \xi_i - z(\tau_i), u(s) - \bar{u}_i \rangle ds + \int_{\tau_i}^t \langle \xi_i - z(\tau_i), \ddot{v}_i - v^h(s) \rangle ds + d_2 h(t - \tau_i) \quad (42)$$
holds. Using the rule of forming the functions $v^h(\cdot)$, $v^*(\cdot)$, $\tilde{u}(\cdot)$ and $\tilde{v}(\cdot)$ (see (33)–(38)), we conclude that the right-hand part of inequality (42) does not exceed $(2 + d_2)h(t - \tau)$. Consequently, from (41) we derive (for $t \in [0, \vartheta]$)

$$\lambda(t) \leq \lambda(0) + 3|\alpha|^2d_1\vartheta/(8\eta) \int_0^t \lambda(s) \, ds + d_2\vartheta \int_0^t |\dot{\sigma}_h^\varphi(s) - \dot{z}(s)|_{(H^1(\Omega))'} \, ds + (2 + d_2)d_3\vartheta h.$$  

The statement of the theorem follows from the latter inequality. The theorem is proved.

5. Algorithm for solving Problem 3. Let us specify an algorithm for solving Problem 3. We assume that there is the function $F(t, u, v) = F_1(t, u) + F_2(t, v)$ instead of the difference $u - v + f$ in the right-hand part of equation (1); i.e., the equation takes the form

$$\frac{\partial}{\partial t}x(\nu, t) - \Delta_L x(\nu, t) + e^{-\eta t}R(e^{\eta t}x(\nu, t)) + \eta x(\nu, t) + \alpha(K_\eta(t)x_0(\cdot))(\nu) = F(t, u(\nu, t), v(\nu, t)) \quad \text{in } Q_\vartheta$$

$$\partial_\nu x(\nu, t) = 0 \quad \text{in } \Sigma_\vartheta$$

$$x(\nu, 0) = x_0(\nu) \quad \text{in } \Omega.$$  

Here, $F_j : T \times H^1(\Omega) \to H^1(\Omega), j = 1, 2$, are given functions satisfying the Lipschitz conditions in the metric of the space $H$.

Consider the ordinary differential equation

$$\dot{g}(t) = \phi(t, x(t), u(t), v(t)), \quad g(0) = 0, \quad t \in T, \quad g \in \mathbb{R}. \quad (44)$$

Introducing this new variable $g$, we reduce the robust control problem of Bolza type to a control problem with a terminal quality criterion of the form $I_1(x(\cdot), g(\cdot)) = \sigma(x(\vartheta)) + g(\vartheta)$. In this case, the controlled system consists of equation (43) in the space $H$ and ordinary differential equation (44) in the space $\mathbb{R}$.

As the system $M_1$, we take the system described by the equation of form (1); i.e., the equation

$$\frac{\partial}{\partial t}g^{(1)}(\nu, t) - \Delta_L g^{(1)}(\nu, t) + e^{-\eta t}R(e^{\eta t}g^{(1)}(\nu, t)) + \eta g^{(1)}(\nu, t) + \alpha(K_\eta(t)g_0^{(1)}(\cdot))(\nu) = u^{(1)}(\nu, t) \quad \text{in } Q_\vartheta$$

$$\partial_\nu g^{(1)}(\nu, t) = 0 \quad \text{in } \Sigma_\vartheta$$

$$g^{(1)}(\nu, 0) = x_0(\nu) \quad \text{in } \Omega.$$  

and the ordinary differential equation

$$\dot{g}^{(2)}(t) = v^{(2)}(t), \quad g^{(2)}(0) = 0, \quad g^{(2)} \in \mathbb{R}, \quad t \in T. \quad (46)$$

Let

$$\Phi(t, x, u, v) = \{F(t, u, v), \phi(t, x, u, v)\} \in H \times \mathbb{R},,$$

$$\Phi_u(t, x, v) = \bigcup_{u \in P} \Phi(t, x, u, v), \quad H_u(t; x) = \bigcap_{v \in V} \Phi_u(t, x, v),$$

$$H_u(x; t) = \{u(\cdot) \in L^2(T; H^1(\Omega) \times \mathbb{R}) : u(t) \in H_u(t; x) \text{ for a. a. } t \in T\}.$$  

In this section we assume that the following condition is fulfilled.

Condition 4. There exists a control $u_*(\cdot) = \{u_*^{(1)}(\cdot), u_*^{(2)}(\cdot)\}, u_*(t) \in H_u(t; g^{(1)}(t))$ for a.a. $t \in T$, such that $I_* = \sigma(g^{(1)}(\vartheta)) + g^{(2)}(\vartheta)$.
Here, \( g^{(1)}(\cdot) = g^{(1)}(\cdot; 0, x_0, u^{(1)}_*) \) and \( g^{(2)}(\cdot) = g^{(2)}(\cdot; 0, 0, u^{(2)}_*) \) are the solutions of equations (45) and (46) for \( u^{(1)}(\cdot) = u^{(1)}_*(\cdot) \) and \( u^{(2)}(\cdot) = u^{(2)}_*(\cdot) \) respectively.

Let, for example, \( F(t, u, v) = u - v \), and there exists a closed set \( D \subset H^1(\Omega) \) such that \( P = V + D \). Assume also that \( \phi = \phi(t, u) \). Then

\[
H_*(t; x) = H_*(t) = D \times \{ \bigcup_{u \in P} \phi(t, u) \} \subset H^1(\Omega) \times \mathbb{R}.
\]

In this case, Condition 4 implies the existence of a pair of open-loop controls \( \{ u^{(1)}_*, u^{(2)}_* \} \) \((P) \in P, v \in V \) such that \( \phi \in P, v \in V \) holds, where \( 1 + 2 \leq \lambda \). Hence, Condition 4 provides the existence of a solution of the corresponding problem of optimal open-loop control.

Denote by the symbol \( X(\cdot; 0, x_0) \) the set of all solutions \( x(\cdot; 0, x_0, u(\cdot), v(\cdot), u(\cdot) \in P_T(\cdot), v(\cdot) \in V_T(\cdot) \) of equation (43). Let \( Z = \{(t, x, u, v) : t \in T, x \in X(t; 0, x_0), u \in P, v \in V \} \), \( \lambda = L(Z) \) be a Lipschitz constant of the function \( \Phi \) in \( Z, \tilde{X} = \{ x : x \in X(t; 0, x_0), t \in T \} \), and \( \lambda_\sigma \) be a Lipschitz constant of the function \( \sigma \) in \( \tilde{X} \).

By virtue of [4], the following lemma takes place.

**Lemma 5.1.** It is possible to specify a number \( d^{(1)} > 0 \) such that the inequality

\[
2 \int_0^T |\dot{x}(s)|^2_{(H^1(\Omega))} \, ds \leq d^{(1)} \text{ holds for all } x(\cdot) \in X(\cdot; 0, x_0).
\]

Let numbers \( d^{(2)} > 0 \) and \( d^{(3)} > 0 \) be such that, for any \( x(\cdot) \in X(\cdot; 0, x_0) \), the inequalities

\[
2 \sup\{|F(t, u, v)|_{H^1(\Omega)} : u \in P, v \in V, t \in T \} \leq d^{(2)},
\]

\[
2 \sup\{|\phi(t, x(t), u, v, )| : u \in P, v \in V, t \in T \} \leq d^{(2)}
\]

take place. Note that, by virtue of the continuity of the embedding of corresponding spaces, the inequality

\[
|x|_{(H^1(\Omega))} \leq d^{(3)}|x|_H \text{ for all } x \in H
\]

holds, where \( 1 \leq d^{(3)} \) is a constant.

In this section, we assume that \( \xi_i^h \in H \),

\[
|\xi \tau_i - \xi_i^h|_H \leq h,
\]

and the strategy \( \mathcal{U} \) is defined on some partition \( \Delta \).

Let us fix the function

\[
\mu(\delta, h) = c_1 \delta^{1/2} + c_0 h
\]

and the number \( \lambda \) such that \( 1 + 2k + \beta_* \leq \lambda \). Here,

\[
k = 3|\alpha| d_1/(8 \eta), \quad \beta_* = 1 + 2L(d^{(3)})^2, \quad c_0 = 3 + 4L(d^{(3)})^2 + d^{(2)},
\]

\[
c_1 = L(d^{(1)} + 2L^2)(d^{(3)})^2 + 2d^{(2)}(d^{(1)})^{1/2} + d^{(2)}
\]

For any quadruple \( \{ \tau_i, \xi, g^{(1)}, g^{(2)} \} \), we choose a maximal number \( \tilde{g}(\tau_i)(\tau_i \in \Delta, i = 0, \ldots, m - 1) \) with the property

\[
|\Phi(\xi, g^{(1)}, \tilde{g}(\tau_i), g^{(2)}) = |\xi - g^{(1)}|^2 + |\tilde{g}(\tau_i) - g^{(2)}|^2
\]

\[
= (\mu(\delta, h) + 2(i - 1)ch) \exp\{\lambda \tau_i\} + ch \text{ if } i \in [1: m - 1],
\]

\[
|\Phi(\xi, g^{(1)}, \tilde{g}(\tau_i), g^{(2)}) = |\tilde{g}(0)|^2 \text{ if } i = 0.
\]
Here, $|a|$ stands for the module of the number $a$, $c = 1 + 2\hat{g}^{1/2}(d^{(1)})^{1/2}$. If there does not exist an approximate number $\hat{g}$ for the given quadruple, then we take an arbitrary number as $\hat{g}(\tau_i)$.

The strategy $\mathcal{U}$ is defined in such a way:

$$\mathcal{U}(t, \xi, g^{(1)}, \hat{g}(t), g^{(2)}) = \left\{ u^e \in P : (\hat{g}(\tau_i) - g^{(2)})\phi_1(\tau_i, \xi, u^e) + (\xi - g^{(1)}, F_1(\tau_i, u^e)) \right\}$$

$$\leq \inf \left\{ (\hat{g}(\tau_i) - g^{(2)})\phi_1(\tau_i, \xi, u) + (\xi - g^{(1)}, F_1(\tau_i, u)) : u \in P \right\} + \hat{h} \quad \text{if } t \in [\tau_i, \tau_{i+1}).$$

Below, under the $(h, \Delta, g, \mathcal{U})$-motion we understand the pair \{$x^{(h)}_{\Delta, g}(\cdot), g_{\Delta}(\cdot)$\}. Here, $x^{(h)}_{\Delta, g}(\cdot)$ is the solution of equation (43) and $g_{\Delta}(\cdot)$ is the solution of equation (44) for $u(\cdot) = u^{(h)}(\cdot)$. So,

$$x^{(h)}_{\Delta, g}(t) = x(t; \tau_i, x^{(h)}_{\Delta, g}(\tau_i), u^{(h)}_{\tau_i, \tau_{i+1}}(\cdot), v_{\tau_i, \tau_{i+1}}(\cdot)), \quad x^{(h)}_{\Delta, g}(0) = x_0,$$

$$g_{\Delta}(t) = g(t; \tau_i, g_{\Delta}(\tau_i), u^{(h)}_{\tau_i, \tau_{i+1}}(\cdot), v_{\tau_i, \tau_{i+1}}(\cdot)), \quad g_{\Delta}(0) = 0,$$

$$u^{(h)}(t) = u^{(h)}_i \in \mathcal{U}(\tau_i, \xi^{(h)}, (g^{(1)})(\tau_i), (\hat{g})(\tau_i), (g^{(2)})(\tau_i))$$

for $t \in [\tau_i, \tau_{i+1}]$.

Let us pass to the description of the algorithm for solving Problem 3. Namely, we describe the procedure of forming the $(h, \Delta, g, \mathcal{U})$-motion \{$x^{(h)}_{\Delta, g}(\cdot), g_{\Delta}(\cdot)$\} corresponding to some fixed partition $\Delta$ and the strategy $\mathcal{U}$ of form (47).

Before the algorithm starts, we fix a value $h \in (0, 1)$ and a partition $\Delta = \{\tau_i\}_{i=0}^m$ with diameter $\delta = \tau_{i+1} - \tau_i$. The work of the algorithm is decomposed into $m - 1$ identical steps. We assume that

$$u^{(h)}(t) = u^{(h)}_0 \in \mathcal{U}(0, x_0, x_0, \hat{g}(0), 0) \quad (48)$$
on the interval $[0, \tau_1]$. Under the action of these constant controls as well as of the unknown disturbance $v_{0, \tau_1}(\cdot)$, the $(h, \Delta, g, \mathcal{U})$-motion

$$\{x^{(h)}_{\Delta, g}(\cdot)\}_{0, \tau_1} = \{x^{(h)}_{\Delta, g}(\cdot; 0, x_0, v^{(h)}_{0, \tau_1}(\cdot), v_{0, \tau_1}(\cdot))\}_{0, \tau_1},$$

$$\{g_{\Delta}(\cdot)\}_{0, \tau_1} = \{g_{\Delta}(\cdot; 0, 0, u^{(h)}_{0, \tau_1}(\cdot), v_{0, \tau_1}(\cdot))\}_{0, \tau_1},$$

of system (43), (44) and the trajectory

$$\{g^{(1)}(\cdot)\}_{0, \tau_1} = \{g^{(1)}(\cdot; 0, x_0, (u^{(1)}_{0, \tau_1}(\cdot))\}_{0, \tau_1},$$

$$\{g^{(2)}(\cdot)\}_{0, \tau_1} = \{g^{(2)}(\cdot; 0, 0, (u^{(2)}_{0, \tau_1}(\cdot))\}_{0, \tau_1},$$

of the system $M_1$ of form (45), (46) are realized.

At the time $t = \tau_1$, we determine $u^{(h)}_1$ from the condition

$$u^{(h)}_1 \in \mathcal{U}(\tau_1, \xi^{(h)}, (g^{(1)})(\tau_1), (\hat{g})(\tau_1), (g^{(2)})(\tau_1)), \quad |\xi^{(h)} - x^{(h)}_{\Delta, g}(\tau_1)|u \leq h; \quad (49)$$

i.e., we assume that

$$u^{(h)}(t) = u^{(h)}_1 \quad \text{for } t \in [\tau_1, \tau_2].$$

Then, we calculate the realization of the $(h, \Delta, w, \mathcal{U})$-motion

$$\{x^{(h)}_{\Delta, g}(\cdot)\}_{\tau_1, \tau_2} = \{x^{(h)}_{\Delta, g}(\cdot; \tau_1, x^{(h)}_{\Delta, g}(\tau_1), u^{(h)}_{\tau_1, \tau_2}(\cdot), v_{\tau_1, \tau_2}(\cdot))\}_{\tau_1, \tau_2},$$

$$\{g_{\Delta}(\cdot)\}_{\tau_1, \tau_2} = \{g_{\Delta}(\cdot; \tau_1, g_{\Delta}(\tau_1), u^{(h)}_{\tau_1, \tau_2}(\cdot), v_{\tau_1, \tau_2}(\cdot))\}_{\tau_1, \tau_2}$$

and the trajectory

$$\{g^{(1)}(\cdot)\}_{\tau_1, \tau_2} = \{g^{(1)}(\cdot; \tau_1, g^{(1)}(\tau_1), (u^{(1)}_{\tau_1, \tau_2}(\cdot))\}_{\tau_1, \tau_2},$$

$$\{g^{(2)}(\cdot)\}_{\tau_1, \tau_2} = \{g^{(2)}(\cdot; \tau_1, g^{(2)}(\tau_1), (u^{(2)}_{\tau_1, \tau_2}(\cdot))\}_{\tau_1, \tau_2}.$$
of the system $M_1$.

Let the $(h, \Delta, w, U)$-motion $\{x_{\Delta, g}^h(\cdot)\}$ and the trajectory $\{g^{(1)}(\cdot), g^{(2)}(\cdot)\}$ of the system $M_1$ be defined on the interval $[\tau_0, \tau_i]$. At the time $t = \tau_i$, we assume that

$$u_i^h \in U(\tau_i, \xi_i^h, g^{(1)}(\tau_i), g^{(2)}(\tau_i)),$$

i.e., we set

$$|\xi_i^h - x_{\Delta, g}^h(\tau_i)|_H \leq h;$$

As a result of the action of this control and of the unknown disturbance $v$, the $(h, \Delta, w, U)$-motion

$$\{x_{\Delta, g}^h(\cdot)\}_{\tau_i, \tau_{i+1}} = \{x_{\Delta, g}^h(\cdot; \tau_i, x_{\Delta, g}^h(\tau_i), u_{\tau_i, \tau_{i+1}}^h(\cdot), v_{\tau_i, \tau_{i+1}}(\cdot))\}_{\tau_i, \tau_{i+1}},$$

and the trajectory

$$\{g^{(1)}(\cdot)\}_{\tau_i, \tau_{i+1}} = \{g^{(1)}(\cdot; \tau_i, g_{\Delta, g}^h(\tau_i), u_{\tau_i, \tau_{i+1}}^h(\cdot), v_{\tau_i, \tau_{i+1}}(\cdot))\}_{\tau_i, \tau_{i+1}},$$

and

$$\{g^{(2)}(\cdot)\}_{\tau_i, \tau_{i+1}} = \{g^{(2)}(\cdot; \tau_i, g_{\Delta, g}^h(\tau_i), u_{\tau_i, \tau_{i+1}}^h(\cdot), v_{\tau_i, \tau_{i+1}}(\cdot))\}_{\tau_i, \tau_{i+1}}$$

of the system $M_1$ are realized on the interval $[\tau_i, \tau_{i+1}]$. The above procedure of forming the $(h, \Delta, w, U)$-motion and the trajectories of system $M_1$ stops at the moment $\vartheta$.

**Theorem 5.2.** Let the system $M_1$ be specified by relations (45) and (46). Then the strategy $U : T \times H_1$ of form (4), (47) solves Problem 3. To be exact, the strategy $U$ guarantees the fulfillment of the inequality

$$I(x_{\Delta, g}^h(\cdot), u^h(\cdot), v(\cdot)) \leq I_* + (1 + L_\alpha)\{\mu(\delta, h) + 2\delta h\delta^{-1}\}^{1/2}\exp\{0.5\lambda\vartheta\}.$$

**Proof.** We fix a partition $\Delta$ and a value $h$. Let us rewrite equations (43) for $u = u^h$ and (45) for $u_i = u_i^\alpha$ in the form

$$\frac{\partial}{\partial t} x_{\Delta, g}^h(\nu, t) - \Delta_L x_{\Delta, g}^h(\nu, t) + R_\eta(t, x_{\Delta, g}^h(\nu, t)) + 2/3\eta x_{\Delta, g}^h(\nu, t) + \alpha(K_\eta(t)(x_{\Delta, g}^h(\nu, t))) = F(t, u^h(\nu, t), v(\nu, t))$$

in $Q_\vartheta$

$$\frac{\partial}{\partial \nu} x_{\Delta, g}^h(\nu, t) = 0$$

in $\Sigma_\vartheta$

$$x_{\Delta, g}^h(0) = x_0(\nu)$$

in $\Omega$ (51)

and

$$\frac{\partial}{\partial t} g^{(1)}(\nu, t) - \Delta_L g^{(2)}(\nu, t) + R_\eta(t, g^{(2)}(\nu, t)) + 2/3\eta g^{(2)}(\nu, t) + \alpha(K_\eta(t)g^{(2)}(\nu, t)) = u^{(1)}(\nu, t)$$

in $Q_\vartheta$

$$\frac{\partial}{\partial \nu} g^{(2)}(\nu, t) = 0$$

in $\Sigma_\vartheta$

$$g^{(2)}(\nu, 0) = x_0(\nu)$$

in $\Omega$. (52)

To prove the theorem, we estimate the variation of the functional

$$\varepsilon_1(t) = \varepsilon_2(t) + |g_i(t) - g^{(2)}(t)|^2, \quad t \in [\tau_i, \tau_{i+1}], \quad i = 0, \ldots, m - 1.$$

Here,

$$\varepsilon_2(t) = |x_{\Delta, g}^h(t) - g^{(1)}(t)|^2_H,$$
Let us estimate the variation of the value $\varepsilon_1(t)$ on the interval $[\tau_i, \tau_{i+1}]$ assuming that $\tilde{g}_i(\tau_i)$ satisfies the equality above. Let us subtract (52) from (51) and multiply the difference scalarly (in $H$) by $x_{\Delta,g}^h(t) - g^{1}(t)$. Analogously, we subtract (46) from (44) and multiply the difference by $g(t) - g^{(2)}(t)$. Integrating (for $t \in [\tau_i, \tau_{i+1}]$) and taking into account the monotonicity of the mapping $v \rightarrow R_{0}(t, v)$, analogously to (20), we obtain

$$\varepsilon_1(t) + 2/3\eta \int_{\tau_i}^{t} \varepsilon_2(s) \, ds + \int_{\tau_i}^{t} |x_{\Delta,g}^h(\tau) - g^{1}(\tau)|_{H^1(\Omega)} \, d\tau$$

$$\leq \varepsilon_1(\tau_i) + |\alpha| \int_{\tau_i}^{t} \varepsilon_{1/2}^2(s) \left| K_{\eta}(s) \left( x_{\Delta,g}^h(\cdot, \cdot) - g_{0,s}^{(1)}(\cdot) \right) \right|_H \, ds$$

$$+ \int_{\tau_i}^{t} \left\{ (g_i(s) - g^{(2)}(s)) \left( \phi(s, x_{\Delta,g}^h(s), u^h(s), v(s)) - u_*^{(2)}(s) \right) + \left( x_{\Delta,g}^h(s) - g^{(1)}(s), F(s, u^h(s), v(s)) - u_*^{(1)}(s) \right) \right\} \, ds. \quad (53)$$

Now, we have

$$\int_{\tau_i}^{t} \left| K_{\eta}(s) \left( x_{\Delta,g}^h(\cdot, \cdot) - g_{0,s}^{(1)}(\cdot) \right) \right|_H^2 \, ds \leq d_1(t - \tau_i) \int_{0}^{t} \varepsilon_2(s) \, ds \quad \text{for} \quad t \in [\tau_i, \tau_{i+1}]. \quad (54)$$

In this case, for $t \in [\tau_i, \tau_{i+1}]$, from (53) and (54), it follows that

$$\varepsilon_1(t) \leq \varepsilon_1(\tau_i) + d_1(t - \tau_i) \int_{0}^{t} \varepsilon_2(s) \, ds + d^{(2)}(t - \tau_i) \int_{\tau_i}^{t} \left| x_{\Delta,g}^h(s) - g^{(1)}(s) \right|_{(H^1(\Omega))} \, ds$$

$$+ s_1(t) + d^{(2)}(t - \tau_i) \int_{\tau_i}^{t} \left| \tilde{g}_i(s) - \tilde{g}_i^{(2)}(s) \right| \, ds, \quad (55)$$

where

$$s_1(t) = \int_{\tau_i}^{t} \left\{ \left( x_{\Delta,g}^h(\tau_i) - g^{(1)}(\tau_i) \right) \left( \phi(s, x_{\Delta,g}^h(s), u^h(s), v(s)) - u_*^{(1)}(s) \right) + \left( \tilde{g}_i(\tau_i) - g^{(2)}(\tau_i) \right) \left( \phi(s, x_{\Delta,g}^h(s), u^h(s), v(s)) - u_*^{(2)}(s) \right) \right\} \, ds.$$

By virtue of the inequalities $|x_{\Delta,g}^h(\tau_i) - \xi_i^h|_H \leq h$, we have

$$s_1(t) \leq \int_{\tau_i}^{t} \left\{ \left( \xi_i^h - g^{(1)}(\tau_i) \right) \left( \phi(s, x_{\Delta,g}^h(s), u^h(s), v(s)) - u_*^{(1)}(s) \right) + \left( \tilde{g}_i(\tau_i) - g^{(2)}(\tau_i) \phi(s, x_{\Delta,g}^h(s), u^h(s), v(s)) - u_*^{(2)}(s) \right) \right\} \, ds + d^{(2)}d^{(3)}h(t - \tau_i). \quad (56)$$
Let the symbol $(\cdot, \cdot)_{H^1 \times \mathbb{R}}$ denote the sum of duality of $H^1(\Omega)$ and $(H^1(\Omega))^*$ as well the product of two numbers. Then
\[
(s_i, \Phi(t, \xi^h_i, u, v))_{H^1 \times \mathbb{R}} = (\xi^h_i - g(1)(\tau_i), F(t, u, v)) + (\tilde{g}(\tau_i) - g(2)(\tau_i))\phi(t, \xi^h_i, u, v),
\]
where
\[
s_i = \{\xi^h_i - g(1)(\tau_i), \tilde{g}(\tau_i) - g(2)(\tau_i)\} \in (H^1(\Omega))^* \times \mathbb{R}.
\]
Let us define elements $v^e_i$ from the conditions
\[
\inf_{u \in P} (s_i, \Phi(\tau_i, \xi^h_i, u, v^e_i))_{H^1 \times \mathbb{R}} \geq \sup_{v \in V} \inf_{u \in P} (s_i, \Phi(\tau_i, \xi^h_i, u, v))_{H^1 \times \mathbb{R}} - h. \tag{57}
\]
It is obvious (see Condition 4) that
\[
u_* (t) \in H(t, g(1)(t)) \subset \bigcup_{u \in P} \Phi(t, g(1)(t), u, v^e_i) \quad \text{for a. a.} \quad t \in [\tau_i, \tau_{i+1}].
\]
Then there exists a control $u^{(s)}(t) \in P$, $t \in [\tau_i, \tau_{i+1})$, such that
\[
\Phi(t, g(1)(t), u^{(s)}(t), v^e_i) = u_*(t) \quad \text{for a. a.} \quad t \in [\tau_i, \tau_{i+1}] \tag{58}.
\]
Using the rule of definition of the strategy $U$, we deduce that
\[
(s_i, \Phi(\tau_i, \xi^h_i, u^{(s)}(t), v(t)))_{H^1 \times \mathbb{R}} \leq \sup_{v \in V} (s_i, \Phi(\tau_i, \xi^h_i, u^{(s)}(t), v))_{H^1 \times \mathbb{R}} \leq \inf_{u \in P} \sup_{v \in V} (s_i, \Phi(\tau_i, \xi^h_i, u, v))_{H^1 \times \mathbb{R}} + h. \tag{59}
\]
In turn, from (57) we have
\[
\sup_{v \in V} \inf_{u \in P} (s_i, \Phi(\tau_i, \xi^h_i, u, v))_{H^1 \times \mathbb{R}} \leq \inf_{u \in P} (s_i, \Phi(\tau_i, \xi^h_i, u, v^e_i))_{H^1 \times \mathbb{R}} + h. \tag{60}
\]
Moreover, it is evident that the equality
\[
\inf_{u \in P} \sup_{v \in V} (s_i, \Phi(\tau_i, \xi^h_i, u, v))_{H^1 \times \mathbb{R}} = \sup_{v \in V} \inf_{u \in P} (s_i, \Phi(\tau_i, \xi^h_i, u, v))_{H^1 \times \mathbb{R}} \tag{61}
\]
is valid. From (59)–(61) we have
\[
(s_i, \Phi(\tau_i, \xi^h_i, u^{(s)}(t), v(t)))_{H^1 \times \mathbb{R}} \leq \inf_{u \in P} (s_i, \Phi(\tau_i, \xi^h_i, u, v^e_i))_{H^1 \times \mathbb{R}} + 2h
\]
\[
\leq (s_i, \Phi(t, \xi^h, u^{(s)}(t), v^e_i))_{H^1 \times \mathbb{R}} + 2h + L\pi_i (t - \tau_i), \tag{62}
\]
where
\[
\pi_i = |\xi^h_i - g(1)(\tau_i)|_{(H^1(\Omega))^*} + |\tilde{g}(\tau_i) - g(2)(\tau_i)|.
\]
In this case, it follows from (58) and (62) that
\[
(s_i, \Phi(\tau_i, \xi^h_i, u^e_i, v(t)))_{H^1 \times \mathbb{R}} \leq 2h + L\pi_i (t - \tau_i) + L\pi_i |\xi^h_i - g(1)(\tau_i)|_{(H^1(\Omega))^*} \tag{63}
\]
for a.a $t \in [\tau_i, \tau_{i+1}]$. Therefore, using (63), for $t \in [\tau_i, \tau_{i+1}]$, we deduce that
\[
(s_i, \Phi(t, \xi^h_i, u^e_i, v(t)) - u_*(t))_{H^1 \times \mathbb{R}} \leq 2h + 2L\pi_i (t - \tau_i) + L\pi_i |\xi^h_i - g(1)(\tau_i)|_{(H^1(\Omega))^*}. \tag{64}
\]
It is easily seen that the following estimate
\[
\pi_i \leq d^{(3)}(\xi^h_i(1/2)(\tau_i) + h), \tag{65}
\]
\[
|g(1)(\tau_i)|_{(H^1(\Omega))^*} \leq \int_{\tau_i}^t |g(1)(s)|_{(H^1(\Omega))^*} ds \leq (0.5d^{(1)})^{1/2}(t - \tau_i)^{1/2}
\]
takes place. In this case, by virtue of (65), the inequalities
\[ |\xi^h_i - g^{(1)}(t)|_{(H^1(\Omega))} \leq |\xi^h_i - g^{(1)}(\tau_i)|_{(H^1(\Omega))} + \int_{\tau_i}^t |g^{(1)}(\tau)|_{(H^1(\Omega))} \, d\tau \]
\[ \leq d^{(3)}h + |x^h_{A,g}(\tau_i) - g^{(1)}(\tau_i)|_{(H^1(\Omega))} + (0.5 \, d^{(1)})^{1/2} (t - \tau_i)^{1/2} \]
\[ \leq d^{(3)}h + d^{(3)}\varepsilon_2^2/2(\tau_i) + (0.5 \, d^{(1)})^{1/2} (t - \tau_i)^{1/2} \quad \text{for a.a. } t \in [\tau_i, \tau_{i+1}] \]
hold. In addition, the inequality
\[ \varepsilon_2(t) \leq \varepsilon_1(t), \quad t \in T, \]
takes place. Therefore,
\[ \pi_i |\xi^h_i - g^{(1)}(t)|_{(H^1(\Omega))} \leq \{d^{(3)}(\varepsilon_1(\tau_i)^{1/2} + h)\} \{d^{(3)}(\varepsilon_2(\tau_i)^{1/2} + h)\} + (t - \tau_i)^{1/2} (0.5 \, d^{(1)})^{1/2} \leq 2(d^{(3)})^2 \varepsilon_1(\tau_i) + 4(d^{(3)})^2 h^2 + d^{(1)}(t - \tau_i). \]
Here, we use the inequality $ab \leq a^2/2 + b^2/2$. Consequently, see (64),
\[ (s_i, \Phi(t, \xi^h_i, u^h_i, v(t)) - u_*(t))_{H \times R} \leq 2h + 2L(t - \tau_i) \{d^{(3)}(\varepsilon_1^{1/2}(\tau_i) + h)\} + 4(d^{(3)})^2 Lh^2 + Ld^{(1)}(t - \tau_i) + 2L(d^{(3)})^2 \varepsilon_1(\tau_i). \] (66)
In addition, for $s \in [\tau_i, \tau_{i+1}]$, the inequality
\[ 2L(t - \tau_i) \{d^{(3)}(\varepsilon_1^{1/2}(\tau_i) + h)\} \leq \varepsilon_1(\tau_i) + h^2 + 2L^2(d^{(3)})^2 (t - \tau_i)^2 \]
is fulfilled. In this case, for $t \in [\tau_i, \tau_{i+1}]$, $\tau_{i+1} - \tau_i \leq 1$, we deduce from (56) that
\[ s_i(t) \leq \int_{\tau_i}^t (s_i, \Phi(s, \xi^h_i, u_i, v(s)) - u_*(s))_{H \times R} \, ds + d^{(2)}h(t - \tau_i) \leq (1 + 4L)(d^{(3)})^2 h^2 (t - \tau_i) + (1 + 2L(d^{(3)})^2)(t - \tau_i)\varepsilon_1(\tau_i) + L^2(d^{(1)})^2 (t - \tau_i)^2 + (2 + d^{(2)})h(t - \tau_i). \] (67)
By virtue of Lemma 1,
\[ \int_{\tau_i}^t |\dot{\xi}^h_{A,g} - \dot{g}^{(1)}(s)|_{(H^1(\Omega))} \, ds \leq (t - \tau_i)^{1/2}(d^{(1)})^{1/2}. \]
Moreover, the inequality
\[ \int_{\tau_i}^t |\dot{g}_i(s) - \dot{g}^{(2)}(s)| \, ds \leq (t - \tau_i)d^{(2)} \]
is valid. Therefore,
\[ d^{(2)}(t - \tau_i) \int_{\tau_i}^t |\dot{\xi}^h_{A,g} - \dot{g}^{(1)}(s)|_{(H^1(\Omega))} \, ds \]
\[ + d^{(2)}(t - \tau_i) \int_{\tau_i}^t |\dot{g}_i(s) - \dot{g}^{(2)}(s)| \, ds \leq 2d^{(2)}(t - \tau_i)^{3/2}((d^{(1)})^{1/2} + d^{(2)}). \]
Consequently, using (55) and (67), we get for $t \in [\tau_i, \tau_{i+1})$
\[ \varepsilon_1(t) \leq \varepsilon_1(\tau_i) + k(t - \tau_i) \int_0^t \varepsilon_2(s) \, ds + c_0 h(t - \tau_i) \]
To prove the theorem, it is sufficient to establish that the inequality
\[ \varepsilon_1(t) \leq (\mu(\delta, h) + 2\epsilon t) \exp{\lambda t} \]
takes place for \( t \in [\tau_j, \tau_{j+1}] \), \( j \in [0 : m - 1] \). Now, we apply the method of induction. Note that
\[ \varepsilon_1(0) = |\tilde{g}_0(0) - g^{(2)}(0)|^2 = |\tilde{g}_0(0)|^2 = \mu(\delta, h). \]
The existence of \( \tilde{g}_0(0) \) satisfying this equality is evident. For \( t \in [0, \tau_1] \) from (68) we deduce that
\[ \varepsilon_1(t) \leq \mu(\delta, h)(1 + \beta_s t + t) + kt \int_0^t \varepsilon_1(s) \, ds. \]
Using the Gronwall lemma and this inequality, we obtain
\[ \varepsilon_1(t) \leq \mu(\delta, h)\{1 + \beta_s t + t\} \exp(k\delta t) \]
for \( t \in [0, \tau_1] \). It is easily seen that
\[ 1 + \beta_s t + t \leq \exp\{(\lambda - k\delta)\} \]
for \( t \in [0, \delta] \) and \( \delta \in (0, 1) \). Therefore,
\[ \varepsilon_1(t) \leq \mu(\delta, h) \exp(\lambda t) \text{ for } t \in [0, \tau_1]. \]
Inequality (69) takes place for \( t \in [0, \tau_1] \). Let this inequality fulfill for \( j = 1, \ldots, i - 1 \), i.e.
\[ \varepsilon_1(\tau_{i-1} + s) \leq (\mu(\delta, h) + 2(i - 1)ch) \exp{\lambda(\tau_{i-1} + s)} \text{ for } s \in [0, \delta). \]
Note that
\[ \lim_{\tau \to +\infty} \varepsilon_1(\tau_{i-1} + s) = |x^{(1)}_{\Delta, g}(\tau_i) - g^{(1)}(\tau_i)|^2_H \]
\[ + |\tilde{g}_{i-1}(\tau_i) - g^{(2)}(\tau_i)|^2 \leq (\mu(\delta, h) + 2(i - 1)ch) \exp{\lambda(\tau_i)}. \]
Moreover, by virtue of Lemma 1 and inequalities \( |\xi^h - x^{(1)}_{\Delta, g}(\tau_i)|^2 \leq h, \)
we conclude that
\[ |\xi^h - g^{(1)}(\tau_i)|^2_H \leq |x^{(1)}_{\Delta, g}(\tau_i) - g^{(1)}(\tau_i)|^2_H \]
\[ + 2|x^{(1)}_{\Delta, g}(\tau_i) - g^{(1)}(\tau_i)|^2_H h + h^2 \leq |x^{(1)}_{\Delta, g}(\tau_i) - g^{(1)}(\tau_i)|^2_H + 2\delta^{1/2}(\xi^h)^{1/2} h + h^2 \leq ch. \]
Therefore,
\[ \Phi(\xi^h, g^{(1)}(\tau_i), \tilde{g}_{i-1}(\tau_i), g^{(2)}(\tau_i)) = |\xi^h - g^{(1)}(\tau_i)|^2_H \]
\[ + |\tilde{g}_{i-1}(\tau_i) - g^{(2)}(\tau_i)|^2 \leq (\mu(\delta, h) + 2(i - 1)ch) \exp{\lambda(\tau_i)} + ch. \]
In this case, there exists \( \tilde{g}(\tau_i) \) satisfying the relations
\[ \Phi(\xi^h, g^{(1)}(\tau_i), \tilde{g}(\tau_i), g^{(2)}(\tau_i)) = (\mu(\delta, h) + 2(i - 1)ch) \exp{\lambda(\tau_i)} + ch. \]
Therefore,
\[ \varepsilon_1(\tau_i) \leq (\mu(\delta, h) + 2(i - 1)ch) \exp{\lambda(\tau_i)} + ch + ch \]
\[ \leq (\mu(\delta, h) + 2cch) \exp{\lambda(\tau_i)}. \]
To prove the theorem, it is sufficient to establish that inequality (69) (for \( j = i \)) is valid for \( t \in [\tau_i, \tau_{i+1}] \). Note that \( \varepsilon_2(t) \leq \varepsilon_1(t) \). Therefore
\[ \int_0^{\tau_i} \varepsilon_2(s) \, ds \leq \{\mu(\delta, h) + 2(i - 1)ch\} \int_0^{\tau_i} \exp{\lambda s} \, ds \]
\[ = \{\mu(\delta, h) + 2(i - 1)ch\} \lambda^{-1}(\exp{\lambda \tau_i} - 1). \]
From this inequality and (68), for $t \in [\tau_i, \tau_{i+1})$ we derive the estimate
\[
\varepsilon_1(t) \leq (1 + \beta_s(t - \tau_i))\varepsilon_1(t_i) + \{\mu(\delta, h) + 2(i - 1)ch\} \lambda^{-1}k(t - \tau_i)(\exp\{\lambda\tau_i\} - 1) + \mu(\delta, h)(t - \tau_i) + k\delta \int_{\tau_i}^t \varepsilon_1(s) \, ds.
\] (71)

By virtue of (70) and (71), we obtain
\[
\varepsilon_1(t) \leq \{\mu(\delta, h) + 2ich\}\{1 + \beta_s(t - \tau_i) + \lambda^{-1}k(t\tau_i)\} \exp\{\lambda\tau_i\} + \mu(\delta, h)(t - \tau_i) + k\delta \int_{\tau_i}^t \varepsilon_1(s) \, ds
\] (72)

Using the Gronwall lemma and (72), for $t \in [\tau_i, \tau_{i+1}]$ we get the inequality
\[
\varepsilon_1(t) \leq \left[\{\mu(\delta, h) + 2ich\}\{1 + \beta_s(t - \tau_i) + \lambda^{-1}k(t - \tau_i)\} \exp\{\lambda\tau_i\} + \mu(\delta, h)(t - \tau_i) \exp\{k\delta(t - \tau_i)\}\right];
\]
i.e.,
\[
\varepsilon_1(t) \leq \{\mu(\delta, h) + 2ich\}\{1 + \beta_s(t - \tau_i) + \lambda^{-1}k(t - \tau_i) \exp\{\lambda\tau_i + k\delta(t - \tau_i)\} + \mu(\delta, h)(t - \tau_i) \exp\{k\delta(t - \tau_i)\}\}.
\]

To prove (69), it is sufficient to show that the right-hand part of this inequality is no greater than $\{\mu(\delta, h) + 2ich\} \exp\{\lambda\} \text{ for } t \in [\tau_i, \tau_{i+1})$. Obviously, this is true if
\[
1 + \beta_s(t - \tau_i) + \lambda^{-1}k(t - \tau_i) + t - \tau_i \leq \exp\{(\lambda - k\delta)(t - \tau_i)\}
\]
and
\[
1 + \beta_s(t - \tau_i) + \lambda^{-1}k(t - \tau_i) + t - \tau_i \leq \exp\{(\lambda - k\delta)(t - \tau_i)\}.
\]

Therefore, inequality (73) is true if
\[
1 + \beta_s + k\lambda^{-1} \leq \lambda - k\delta \quad \text{for } \delta \in [0, 1].
\]

However, the latter inequality holds in virtue of the choice of $\lambda$. Inequality (69) is verified. Thus,
\[
\varepsilon_1(\vartheta) \leq \{\mu(\delta, h) + 2mch\} \exp\{\lambda\vartheta\}.
\]

From this inequality, it follows that
\[
|x_{\Delta,g}^{h}(\vartheta) - g^{(1)}(\vartheta)||_H \leq \{\mu(\delta, h) + 2mch\}^{1/2} \exp\{0.5\lambda\vartheta\},
\] (74)
\[
|g_{m-1}(\vartheta) - g^{(2)}(\vartheta)| \leq \{\mu(\delta, h) + 2mch\}^{1/2} \exp\{0.5\lambda\vartheta\}.
\]

Therefore, using (74), we obtain
\[
|\sigma(g^{(1)}(\vartheta)) - \sigma(x_{\Delta,g}^{h}(\vartheta))| \leq L_\sigma\{\mu(\delta, h) + 2mch\}^{1/2} \exp\{0.5\lambda\vartheta\}.
\] (75)

Note that $m = \vartheta\delta^{-1}$. To complete the proof of theorem, it remains to show that the inequalities
\[
g(t) \leq g_i(t) \text{ for } t \in [\tau_i, \tau_{i+1}), \quad i \in [0 : m - 1],
\] (76)

are valid. In this case, taking into account (75) and (76), we derive
\[
\sigma(x_{\Delta,g}^{h}(\vartheta)) + g(\vartheta) \leq \sigma(x_{\Delta,g}^{h}(\vartheta)) + g_{m-1}(\vartheta) \leq \sigma(g^{(1)}(\vartheta)) + g^{(2)}(\vartheta) + (1 + L_\sigma)\{\mu(\delta, h) + 2\vartheta ch\delta^{-1}\}^{1/2} \exp\{0.5\lambda\vartheta\} = I_\vartheta + (1 + L_\sigma)\{\mu(\delta, h) + 2\vartheta ch\delta^{-1}\}^{1/2} \exp\{0.5\lambda\vartheta\}. \] (77)
Here, we use the equality
\[ \sigma(g^{(1)}(\vartheta)) + g^{(2)}(\vartheta) = I_\ast \]
(see Condition 4). The statement of the theorem follows from (77). The theorem is proved.

**Remark 6.** The solution of Problem 4 is analogous to the solution of Problem 3. In this case, instead of the set \( H_\ast(t, g) \), we apply the set
\[ H_1(t; x) = \bigcap_{u \in P} \Phi_v(t, x, u), \]
where
\[ \Phi_v(t, x, u) = \bigcup_{v \in V} \Phi(t, x, u, v), \]
Condition 4 is replaced by the following condition: there exists a control \( \tilde{u}_\ast(\cdot) = \{\tilde{u}_\ast^{(1)}(\cdot), \tilde{u}_\ast^{(2)}(\cdot)\} \),
\[ \tilde{u}_\ast(t) \in H_1(t; g^{(1)}(t)) \quad \text{for a.a.} \ t \in T, \]
such that
\[ I_\ast = \sigma(g^{(1)}(\vartheta)) + g^{(2)}(\vartheta). \]
Here, \( g^{(1)}(\cdot) \) and \( g^{(2)}(\cdot) \) are the solutions of equations (45) and (46) for \( u^{(1)}(\cdot) = \tilde{u}_\ast^{(1)}(\cdot) \) and \( u^{(2)}(\cdot) = \tilde{u}_\ast^{(2)}(\cdot) \). The system \( M_2 \) coincides with the system \( M_1 \) of form (45), (46). The strategy \( \mathcal{V} \) is defined by the rule
\[ \mathcal{V}(\tau_1, \xi, g^{(1)}, \tilde{g}(\tau_1), g^{(2)}) = \left\{ v^c \in V : (\tilde{g}(\tau_1) - g^{(2)})\phi_2(\tau_1, \xi, v^c) + (\xi - g^{(1)}, F_2(\tau_1, v^c)) \leq \inf \left\{ (\tilde{g}(\tau_i) - g^{(2)})\phi_1(\tau_i, \xi, v) + (\xi - g^{(1)}, F_2(\tau_i, v)) : v \in V \right\} + h \right\} \quad \text{if } t \in [\tau_i, \tau_{i+1}), \]
where \( \tilde{g}(\tau_i) \) is the minimal number with the property
\[ \Phi(\xi, g^{(1)}, \tilde{g}(\tau_i), g^{(2)}) = |\xi - g^{(1)}|^2 + |\tilde{g}(\tau_i) - g^{(2)}|^2 \]
\[ = \{\mu(\vartheta, h) + 2(i - 1)ch\} \exp\{\lambda t\} + ch \quad \text{if } i \in [1 : m - 1], \]
\[ \Phi(\xi, g^{(1)}, \tilde{g}(0), g^{(2)}) = |\tilde{g}(0)|^2 = \mu(\vartheta, h) \quad \text{if } i = 0. \]
This choice of the strategy \( \mathcal{V} \) guarantees the fulfilment of the inequality
\[ I_\ast - (1 + L_\vartheta )\{\mu(\vartheta, h) + 2\vartheta ch\delta^{-1}\}^{1/2} \exp\{0.5\lambda \vartheta\} \leq I(x_{\Delta, g, v}^h(\cdot), u(\cdot), v^h(\cdot)). \]

**Remark 7.** Let problems 1 and 3 be complexified by the presence of hard constraints on the state dynamics. Namely, we have to solve problem 1 (or 3) under the condition that the solution \( x_\ast(\cdot) \) of equation (1) does not leave a given set \( N_\ast \subset H \).
Formally, it means that the additional conditions:
\[ x_{\Delta, w}^h(t) \in N_\ast \quad \text{for all } t \in T, \]
\[ x_{\Delta, q}^h(t) \in N_\ast \quad \text{for all } t \in T \]
appear in the formulations of problem 1 and 3, respectively.

Let, instead of Condition 3, we have *Condition 3′*: There exists an optimal control \( u_\ast(\cdot) \) with the properties:
\[ w(\vartheta; 0, x_0, u_\ast(\cdot)) \in N, \]
\[ w(t; 0, x_0, u_\ast(\cdot)) \in N_\ast \quad \forall t \in T. \]
In its turn, instead of Condition 4, we consider Condition 4': There exists a control \( u_\ast(\cdot) = \{u_\ast^{(1)}(\cdot), u_\ast^{(2)}(\cdot)\} \subset H_\ast(t; g^{(1)}(t)) \) for a.a. \( t \in T \) such that \( g^{(1)}(t) \in N_\ast \forall t \in T \) and \( I_\ast = \sigma(g^{(1)}(\vartheta)) + g^{(2)}(\vartheta) \).

Then, the algorithms for solving problems 1 and 3 described in Section 3 and 5 can be applied to solving corresponding problems in the case of additional constraints specified above.

6. Numerical example. In this section we present a numerical example for the Schlögl model. The problem described in Remark 5 is solved. This problem consists in the following. There is the equation for the partner

\[
\frac{\partial}{\partial t} x(\nu, t) - \Delta_L x(\nu, t) + R(x(\nu, t)) = u(\nu, t) \quad \text{in} \quad Q_\vartheta
\]

\[
\partial_\mu x(\nu, t) = 0 \quad \text{in} \quad \Sigma_\vartheta
\]

\[x(\nu, 0) = x_0(s) \quad \text{in} \quad \Omega.\]  

(78)

It is assumed that we have the second equation for the opponent

\[
\frac{\partial}{\partial t} x^{(1)}(\nu, t) - \Delta_L x^{(1)}(\nu, t) + R(x^{(1)}(\nu, t)) = v(\nu, t) \quad \text{in} \quad Q_\vartheta
\]

\[
\partial_\mu x^{(1)}(\nu, t) = 0 \quad \text{in} \quad \Sigma_\vartheta
\]

\[x^{(1)}(\nu, 0) = x^{(1)}_0(s) \quad \text{in} \quad \Omega = (0, 1),\]  

(79)

influenced by the cation of an unknown disturbance \( v = v(\nu, t) \in V \). The problem is to design a control

\[u(t) = u^h(t) = U(\tau_i, \xi^h_i, \psi^h_i) \subset P \quad \text{for} \quad t \in [\tau_i, \tau_{i+1})\]

providing the validness of the inequality

\[|x(\vartheta, 0, x^h_0(\cdot)) - x^{(1)}(\vartheta, 0, x^{(1)}_0(\cdot), v(\cdot))|_H \leq \varepsilon.\]

As is noted in Remark 5, to solve this problem, one can use a strategy \( U \) of the form (14), (16) and (17), namely,

\[U(\tau_i, \xi^h_i, \psi^h_i) = \{u^c \in P : (\xi^h_i - \psi^h_i, u^c) \leq \inf \{(\xi^h_i - \psi^h_i, u) : u \in P\} + h\},\]

\[\text{if} \ i \in [1 : m - 1], \quad U(0, \xi^0_i, \psi^0_i) = 0, \quad \text{if} \ i = 0.\]

Thus, as a control in equation (78), one can take the value

\[u^h(t) = u^h_i \quad \text{for a.a.} \quad t \in [\tau_i, \tau_{i+1}),\]

where \( u^h_i \) satisfies the relation

\[u^h_i = \arg \min \{(\xi^h_i - \psi^h_i, u) : u \in P\}.\]  

(80)

In the experiment, we set

\[P = \{\pi(\nu)u : |u| \leq 2\}, \quad V = \{\pi(\nu)v : |v| \leq 1\},\]  

(81)

where \( \pi(\nu) = 0.5(\nu^2 - 1), \nu \in [0, 1] \), i.e. \( \pi(\cdot) \in H^1(\Omega) \). The control in the right-hand part of equation (78) is calculated by formula (80). In the case when \( \Omega = (0, 1) \) and the set \( P \) has the form (81), we have

\[u^h_i = \begin{cases} 2, & \text{if} \ (\xi^h_i - \psi^h_i, \pi)_H \leq 0, \\ -2, & \text{if} \ (\xi^h_i - \psi^h_i, \pi)_H > 0. \end{cases}\]

Equations (78) and (79) are solved by the set method with the step \( \Delta \omega \) in the domain \( \Omega \). In Figs. 1, 2 the results of computer modeling are presented for the
following case:

\[ y_1 = 0.1; \quad y_2 = 0.2; \quad y_3 = 0.3; \]
\[ \vartheta = 2, \quad \Delta \omega = 1/15, \quad \delta = 0.02, \]
\[ x_0(\nu) = 25j\Delta \omega(1 - j\Delta \omega), \quad x_0^{(1)}(\nu) = 25j\Delta \omega(1 - j\Delta \omega) + h, \]
\[ j = 0, \ldots, n; \quad n = 15. \]

During the experiment, we assume

\[ \xi_h^{(b)}(\nu_j) = x(\nu_j, \tau_i) + h, \quad \psi_h^{(b)}(\nu_j) = x^{(1)}(\nu_j, \tau_i) + h, \]

where \( \nu_j = j\Delta \omega, \quad j = 0, \ldots, \frac{1}{\Delta \omega} \). Fig. 1 corresponds to the case when

\[ v(\nu, t) = 0.5\nu(\nu - 1)v(t), \quad v(t) = -1, \]

and Fig. 2, to the case when

\[ v(\nu, t) = 0.5\nu(\nu - 1)v(t), \]
\[ v(t) = \begin{cases} 1, & t \in [0, 1] \\ |\sin(10t)|, & t \in [1, 2]. \end{cases} \]

In these figures the solid line represents the function \( x^{(1)}(2; 0, x_0^{(1)}, v(\cdot)) \), the dotted line, the dashed line and the chain line represent \( x(2; 0, x_0, u^b(\cdot)) \) for \( h = 0.01 \),
$h = 0.1$, $h = 0.5$, respectively. As is seen from the figures, the curves $x^{(1)}(2; 0, x_0^{(1)}, v(\cdot))$ and $x(2; 0, x_0, u^h(\cdot))$ actually coincide for $h = 0.01$.

Acknowledgments. The author would like to express his deep gratitude to professor Fredi Tröltzsch from the Technical University of Berlin for reading the manuscript and for making a number of valuable remarks which contributed to improving the quality of the paper.

REFERENCES

[1] V. Barbu, Analysis and Control of Nonlinear Infinite Dimensional Systems, Academic Press, USA, 1993.
[2] T. Bretten and K. Kunisch, Riccati-based feedback control of the monodomain equations with the Fitzhugh—Nagumo model, SIAM J. Control and Optimization, 52 (2014), 4057–4081.
[3] R. Buchholz, H. Engel, E. Kanimann and F. Tröltzsch, On the optimal control of the Schlögl model, Computational Optimization and Application, 56 (2013), 153–185.
[4] E. Casas, C. Ryll and F. Tröltzsch, Sparse optimal control of the Schlögl and FitzHugh—Nagumo systems, Computational Methods in Applied Mathematics, 13 (2013), 415–442.
[5] H. O. Fattorini, Infinite Dimensional Optimization and Control Theory, Cambridge University Press, 1999.
[6] A. Fursikov, Optimal Control of Distributed Systems. Theory and Applications, AMS, Providence, Rhode Island, 2000.
[7] N. Krasovskii and A. Subbotin, Game-Theoretical Control Problems, Springer, Berlin, 1988.
[8] I. Lasiecka and R. Triggiani, Control Theory for Partial Differential Equations: Continuous and Approximation Theories. Part I: Abstract Parabolic Systems, Cambridge University Press, 2000.
[9] I. Lasiecka and R. Triggiani, Control Theory for Partial Differential Equations: Continuous and Approximation Theories. Part II: Abstract Hyperbolic-like Systems over a Finite Time Horizon, Cambridge University Press, 2000.
[10] V. Maksimov, Feedback minimax control for parabolic variational inequality, C.R.Acad.Sci., Paris, 328 (2000), 105–108.
[11] V. Maksimov, Yu. S. Osipov and L. Pandolfi, The robust boundary control: The case of Dirichlet boundary conditions, (Russian) Dokl. Akad. Nauk, 374 (2000), 310–312.
[12] V. Maksimov, On reconstruction of bundary controls in a parabolic equation, Advances in Differential Equations, 14 (2009), 1193–1211.
[13] V. Maksimov, Game control problem for a phase field equation, Journal of Optimization Theory and Applications, 170 (2016), 294–307.
[14] C. McMillan and R. Triggiani, Min-max game theory and algebraic Riccati equations for boundary control problems with analytic semigroups: Part I: The stable case, Lecture Notes in Pure and Applied Mathematics, 152 (1994), 757–780.
[15] B. S. Mordukhovich, Optimal control and feedback design of state-constrained parabolic systems in uncertainty conditions, Applicable Analysis, 90 (2011), 1075–1109.
[16] B. S. Mordukhovich, Suboptimal minimax design of constrained parabolic systems with mixed boundary control, Applied Mathematics and Computations, 204 (2008), 580–588.
[17] P. Nestler, E. Scholl and F. Tröltzsch, Optimization of nonlocal time-delayed feedback controllers, Computational Optimization and Application, 64 (2016), 265–294.
[18] Yu. S. Osipov, On the theory of differential games for systems with distributed parameters, Doklady Mathematics, 223 (1975), 1314–1317.
[19] K. Rull, J. Lober, S. Martens, H. Engel and F. Tröltzsch, Analytical, optimal, and Sparse optimal control of traveling wave solutions to reaction-diffusion systems, Control and self-organizing nonlinear systems (eds. F.Scholl, S.H.L. Klapp and P.Hovel), Springer, (2016), 189–210.
[20] F. Tröltzsch, Optimal Control of Partial Differential Equations. Theory, Methods and Applications, AMS, Providence, Rhode Island, 2010.

Received March 2017; revised May 2017.

E-mail address: maksimov@imm.uran.ru