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Abstract

In this paper, we consider a class of optimal control problems governed by a differential system. We analyze the sensitivity relations satisfied by the co-state arc of the Pontryagin maximum principle and the value function that associates the optimal value of the control problem to the initial time and state. Such a relationship has been already investigated for state-constrained problems under some controllability assumptions to guarantee Lipschitz regularity property of the value function. Here, we consider the case with intermediate and final state constraints, without any controllability assumption on the system, and without Lipschitz regularity of the value function. Because of this lack of regularity, the sensitivity relations cannot be expressed with the sub-differentials of the value function. This work shows that the constrained problem can be reformulated with an auxiliary value function which is more regular and suitable to express the sensitivity of the adjoint arc of the original state-constrained control problem along an optimal trajectory. Furthermore, our analysis covers the case of normal optimal solutions, and abnormal solutions as well.
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1 Introduction

The aim of this paper is to study the relationship between the Pontryagin maximum principle and dynamic programming for control problems in presence of final and/or intermediate state constraints. Let $T > 0$ be a fixed final time horizon, let $t_0 = 0 < t_1 < \cdots < t_m = T$ be real
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numbers (with a fixed integer \( m \geq 1 \)), \( U \) be a compact subset of \( \mathbb{R}^r \) (with \( r \geq 1 \)). Our control problem is formulated as follows:

Minimize \( \varphi(x(T)) + \int_{t}^{T} \ell(s, x(s), u(s)) \, ds \)

subject to \( \dot{x}(s) = f(s, x(s), u(s)), \) a.e. \( s \in (t, T), \quad (1a) \)
\( x(t) = x, \) \quad (1b)
\( u(s) \in U, \) a.e. \( s \in (t, T), \) \quad (1c)
\( g_i(x(t_i)) \leq 0, \quad i = 1, \ldots, m \) \quad (1d)

where the dynamics \( f : [0,T] \times \mathbb{R}^d \times U \to \mathbb{R}^d \) (with \( d \geq 1 \)), the distributed cost \( \ell : [0,T] \times \mathbb{R}^d \times U \to \mathbb{R} \), the final cost \( \varphi : \mathbb{R}^d \to \mathbb{R} \), the constraints \( g_i : \mathbb{R}^d \to \mathbb{R} \) are smooth functions (the precise nature of these functions is unimportant at this juncture, the assumptions will be made precise in the next section). An admissible control function is a measurable function \( u : [0, T] \to \mathbb{R}^m \) that satisfies (1c). An admissible process is a pair of functions \((x, u)\) where \( u \) is an admissible control function and \( x \) is an absolutely continuous solution of (1a)-(1b) that satisfies the constraints (1d).

The study of unconstrained continuous non-linear control problems (i.e. when \( g_i \equiv 0 \)) has provided the foundation of numerous advances in control theory over many decades. In that setting it is very well known by now (see \cite{22, 8, 25} and the references therein) that any optimal process \((x, u)\) satisfies the so-called Pontryagin maximum principle (PMP) stating the existence of a dual arc \( p \) satisfying the following relations:

\[
\begin{align*}
\dot{x}(s) &= -\nabla_p H(s, x(s), u(s), p(s)) \\
\dot{p}(s) &= \nabla_x H(s, x(s), u(s), p(s)) \\
H(s, x(s), u(s), p(s)) &= \max_{u \in U} H(s, x(s), u, p(s)),
\end{align*}
\]

where \( H(s, x, u, p) := -f(s, x, u) \cdot p - \ell(s, x, u), \) for every \( (s, x, u, p) \in [0, T] \times \mathbb{R}^d \times U \times \mathbb{R}^d \). The PMP provides a necessary condition for any optimal process. On the other hand, the dynamic programming approach provides valuable information on the value function \( V \) that associates to every initial condition \((t, x)\), the optimal value \( V(t, x) \) of the control problem. Under standing assumptions, the value function is guaranteed to be Lipschitz continuous everywhere, see for instance \cite{3, 25}. It is also well known that the value function is characterized as the unique viscosity solution of a corresponding partial differential equation (PDE), called Hamilton-Jacobi-Bellman (HJB) equation:

\[
\begin{align*}
-\partial_t V(t, x) + \mathcal{H}(t, x, D_x V(t, x)) &= 0 \quad t \in [0, T), \quad x \in \mathbb{R}^d, \quad (3a) \\
V(T, x) &= \varphi(x) \quad x \in \mathbb{R}^d, \quad (3b)
\end{align*}
\]

where \( \partial_t V \) and \( D_x V \) represent respectively the derivative with respect to time and to space (in the viscosity sense), and where \( \mathcal{H}(t, x, p) := \max_{u \in U} H(t, x, u, p) \) for every \((t, x, p) \in [0, T] \times \mathbb{R}^d \times \mathbb{R}^d \). Semi-smooth analysis and viscosity theory provide adequate tools to analyse the properties of solutions for HJB equations, we refer to \cite{25, 3} and the references therein.

The connection between the dynamic programming approach and the Pontryagin maximum principle is known since the early work of Bellman and is described in introductory works of
optimal control theory with the following relation:

\[ p(t) = \nabla_x V(t, x(t)), \]  

emphasizing the fact that the adjoint arc is a measure of the sensitivity of the optimal cost with respect to perturbations around the optimal trajectory. Combining (3a) and (4), we obtain:

\[ (H(t, x(t), p(t)), p(t)) = \nabla_{t,x} V(t, x(t)). \]

When the value function is \( C^1 \), and all the data are smooth enough, the proof of the relations (4)-(5) is quite straightforward. However, the assumption on the regularity of the value function does not hold in general even for simple cases [4, 13, 22].

When the value function is only Lipschitz continuous, and in situations where the costate is unique, relations (4)-(5) can be extended by using the framework of the super-differential and the sub-differential [26] (we refer also to [3] where different proofs for relations (4)-(5) are provided).

If the functions \( f, \ell \) and \( \varphi \) are not supposed continuously differentiable in \( x \)-variable, the co-state satisfying the PMP may not be unique. In these situations, a natural question arises regarding the existence of some co-state arc that satisfies an extension of the sensitivity relations (4)-(5).

In [9], Clarke and Vinter proved that, for a very large class of non-smooth free endpoint problems, it is possible to choose a co-state function \( p \) such that

\[ p(t) \in \partial_x V(t, x(t)) \quad \text{a.e. on } (0, T), \quad p(0) \in \partial_x V(0, x(0)), \quad \text{and} \quad p(T) \in \partial_x V(T, x(T)). \]

These inclusions hold for control problems with a Lipschitz continuous value function, and extend the relation (4) by using the generalized gradient of the value function (which is well defined for Lipschitz continuous functions). In [24], Vinter established also a generalization of (5) stating the existence of a co-state satisfying:

\[ (H(t, x(t), p(t)), p(t)) \in \partial_{t,x} V(t, x(t)) \quad \text{for all } t \in [0, T]. \]

The link (7) involves the generalized gradient of \( V \) in both variables and asserts a property which holds everywhere on the time interval \([0, T]\). Relations (6) and (7) do not entail each other. Moreover, examples are given in [9, 25] showing that, in some cases, there are a number of possible choices of co-state arcs associated with the same optimal control problem, but not all of them satisfy both sensitivity relations (6) or (7) (some of the co-state arcs do not satisfy any of the two relations, while some other co-state satisfy one relation and not the other).

The proof for (6) (in [9]) and the one for (7) (in [24]) are both based on the construction of a new optimal control problem, related to the original one, but involving additional control variables, and for which the original minimizer, is still a minimizer of the new problem. Necessary conditions for optimality are then applied to the new optimal control problem which has, by construction, a richer class of variations. New information emerge from these necessary conditions and lead to the generalized sensitivity relation. It should be noticed also that the original proof of (6) (in [9]) is more complex than that of (7) and requires the approximation of the dynamic equation by a new ‘impulsive’ system.

In [14, 5], the generalization of sensitivity relations are analyzed for a general non-smooth differential inclusion setting. In particular in [5], the authors establish the existence of a co-state that satisfies the two sensitivity relations (6)-(7). Note that in [5] the problem is in
The introduction of state constraints into non-linear control problems fundamentally impacts their analysis. Indeed, unless some strong controllability assumptions are satisfied, the value function is no longer guaranteed to be Lipschitz continuous. The connection between the value function of a given control problem and corresponding Hamilton-Jacobi-Bellman equation, in the presence of state constraints, is a central issue in control theory, which has been attacked with methods coming from viscosity solutions theory as well as from non-smooth analysis and viability theory. It is well known that, unless some compatibility condition between constraints and dynamics does hold, the value function has not enough regularity, or can fail to be the unique constrained viscosity solution of a HJB equation. Several works have been devoted to the analysis of the regularity of the value function when the control problem is in presence of state constraints, we refer for instance to [23, 15, 14, 18, 17, 16] and the references therein.

In the present work, we are interested in the case when the control problem is in presence of final and/or intermediate constraints. Such problems have already been considered in the literature and optimality conditions have been derived in the form of Pontryagin maximum principle, see for instance [11, 10, 12]. Moreover, in this setting, and without controllability assumption, the value function is in general merely lower semicontinuous, it may have infinite values and might even take finite values only on a set having empty interior. So, it is not clear how to extend the results of [9, 24, 5] (as mentioned in [9], such extension must involve generalized gradients of possibly non-Lipschitz continuous, extended valued functions).

Instead of assuming regularity assumptions on the value function, we follow an idea introduced in [1] and consider an auxiliary control problem without state constraints. The value function of this auxiliary control problem is an interesting tool that can be used to characterize the epigraph of the function $\vartheta$. Moreover, it turns out that the value function of the auxiliary control problem can be used to establish the link between the PMP and the HJB approach along an optimal path, without assuming any controllability assumption and for general optimal solutions (including the abnormal optimal trajectories).

The contributions of this paper are threefold. First, we derive new sensitivity relations between the PMP and the dynamic programming principle for a class of control problems with endpoint and intermediate state constraints without assuming any controllability assumptions. The sensitivity relations hold for normal optimal trajectories and abnormal trajectories as well. Furthermore, we simplify the arguments introduced in [9, 24] to establish the sensitivity relations and we show that both relations can be obtained by considering a same perturbed control problem (without adding complex approximations of the dynamic equation by impulse systems).

The paper is organized as follows. Section 2 introduces the control problem with endpoint and intermediate constraints, and recall some known results in non-smooth analysis. The main results of the paper are given in Section 3. Section 4 is devoted to the particular case of endpoint constrained problem. In Section 5, we derive the sensitivity relations for a control problem with intermediate costs but without any constraint. This result is also a contribution of the paper and
constitutes an important step for the proof of the main results of the paper. Finally, Section 6 presents the proof of the main results.

2 Statement of the Problem. Hypotheses

We recall in this section some useful notions in non-smooth analysis. Then we formulate the control problem and lay out the assumptions that will be used in the paper.

2.1 Notations and some preliminaries.

In all this paper, \( \mathbb{R} \) denotes the set of real numbers, \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \) denote the Euclidean inner product and norm on \( \mathbb{R}^N \) (for any \( N \geq 1 \)), \( \mathbb{B}_N \) is the unit closed ball \( \{ x \in \mathbb{R}^N : \| x \| \leq 1 \} \) (also denoted \( \mathbb{B} \) if there is no ambiguity) and \( \mathbb{B}(x; r) = x + r \mathbb{B} \). For any set \( S \subseteq \mathbb{R}^N \), \( \overset{o}{S}, \overline{S}, \partial S, \text{co} S \) denote its interior, closure, boundary, and convex envelope, respectively. For any \( a, b \in \mathbb{R} \), we define

\[
    a \vee b := \max(a, b).
\]

Similarly, for \( a_1, \cdots, a_m \in \mathbb{R} \), the notation \( \bigvee_{i=1}^m a_i \) is defined as:

\[
    \bigvee_{i=1}^m a_i := \max(a_1, \cdots, a_m).
\]

The notation \( W^{1,1}([a,b]) \) is used for the usual Sobolev space \( \{ f \in L^1(a,b), f' \in L^1(a,b) \} \). Finally, abbreviation "w.r.t." stands for "with respect to", and "a.e." means "almost everywhere".

Let us recall some definitions and properties from sub-differential calculus that will be used through the paper. We refer to [8, Chapter 10] or [25, Chapter 5] for more details on non-smooth analysis.

Let \( \phi : \mathbb{R}^N \to \mathbb{R} \) (with \( N \geq 1 \)) be a locally Lipschitz function in a neighborhood of a point \( x \in \mathbb{R}^N \). The function \( \phi \) is not necessary differentiable at \( x \), but we can define a generalized directional derivative at \( x \), for any direction \( v \in \mathbb{R}^N \), as follows:

\[
    D^o \phi(x; v) = \limsup_{y \to x, h \downarrow 0} \frac{\phi(y + hv) - \phi(y)}{h}.
\]

With this notion of directional derivative, we can define the Clarke’s sub-differential of \( \phi \) at \( x \) by:

\[
    \partial \phi(x) = \{ \xi \in \mathbb{R}^N \mid D^o \phi(x; v) \geq \xi \cdot v, \ \forall v \in \mathbb{R}^d \}.
\]

The generalized directional derivative satisfies also:

\[
    D^o \phi(x; v) = \max_{\xi \in \partial \phi(x)} \xi \cdot v, \quad \forall v \in \mathbb{R}^N.
\]

It turns out that the sub-differential of \( \phi \) at \( x \) is a compact convex set of \( \mathbb{R}^N \), and if \( L > 0 \) is the Lipschitz constant of \( \phi \) in a neighborhood of \( x \) then \( \partial \phi(x) \subset \mathbb{B}(0, L) \). The sub-differential satisfies some properties reminiscent of the classical differential calculus; for instance for any
\(\alpha \in \mathbb{R}\), we have: \(\partial(\alpha \phi(x)) = \alpha \partial \phi(x)\). Furthermore, we have: \(\partial(\phi + \psi)(x) \subset \partial \phi(x) + \partial \psi(x)\) for \(\phi\) and \(\psi\) Lipschitz functions in a neighborhood of \(x\), and when \(\psi\) is continuously differentiable (in a neighborhood of \(x\)) then

\[
\partial(\phi + \psi)(x) = \partial \phi(x) + \{\nabla \psi(x)\}.
\]

Some other properties satisfied by the sub-differential have no smooth counterpart: consider \(\phi_1, \ldots, \phi_n\) continuously differentiable functions on an open neighborhood \(\Omega\) of \(x\) and \(\phi\) the pointwise maximum given by \(\phi(y) := \max(\phi_1(y), \ldots, \phi_n(y))\) for every \(y \in \mathbb{R}^N\), is a Lipschitz continuous function. Moreover, if we denote \(I(x) = \{i \in \{1, \ldots, n\}, | \phi_i(x) = \phi(x)\}\). Then the sub-differential of \(\phi\) at \(x\) is given by:

\[
\partial \phi(x) = \text{co}\{\nabla \phi_i(x), i \in I(x)\}.
\]

In the sequel, for a function \(\phi : \mathbb{R}^N \to \mathbb{R}\), we will also use the lower Dini directional derivative, in the direction \(v \in \mathbb{R}^N\), defined as:

\[
D^\uparrow \phi(x; v) = \liminf_{w \to v, h \downarrow 0} \frac{\phi(x + hw) - \phi(x)}{h},
\]

and when \(\phi\) is Lipschitz in a neighborhood of \(x\) then we have the following more simple expression:

\[
D^\uparrow \phi(x; v) = \liminf_{h \downarrow 0} \frac{\phi(x + hv) - \phi(x)}{h}.
\]

Some useful properties, that will be used later in the paper, are given in the next Lemma:

**Lemma 2.1.** Let \(\phi : \mathbb{R}^N \to \mathbb{R}\) be a Lipschitz continuous function on a neighborhood of \(x \in \mathbb{R}^N\), and let \(u, v \in \mathbb{R}^N\). Then

\[
D^\uparrow \phi(x; u + v) \geq D^{0,-}\phi(x; u) + D^\uparrow \phi(x; v),
\]

where

\[
D^{0,-}\phi(x; u) := -D^0(-\phi)(x; u) = \liminf_{y \to x, h \downarrow 0} \frac{\phi(y + hu) - \phi(y)}{h}.
\]

**Proof.** The following decomposition holds:

\[
\frac{1}{h}(\phi(x + h(u + v)) - \phi(x)) = \frac{1}{h}(\phi(x + hv + hu) - \phi(x + hv)) + \frac{1}{h}(\phi(x + hv) - \phi(x)).
\]

Notice that \(y_h = x + hv \to x\) as \(h \to 0\), hence

\[
\liminf_{h \downarrow 0} \frac{1}{h}(\phi(x + hv + hu) - \phi(x + hv)) = \liminf_{h \downarrow 0} \frac{1}{h}(\phi(y_h + hu) - \phi(y_h)) \
\geq D^{0,-}\phi(x; u).
\]

Therefore, taking the \(\liminf_{h \downarrow 0}\) in [15], we obtain the inequality [13].

As direct consequence of Lemma 2.1, for \(u, v, w \in \mathbb{R}^N\), the following inequality holds:

\[
D^\uparrow \phi(x; u + v + w) \geq D^{0,-}\phi(x; u) + D^{0,-}\phi(x; v) + D^\uparrow \phi(x; w).
\]
2.2 Formulation of the problem

Let $T > 0$ be a finite time horizon and consider the following dynamical system (for $0 \leq t < T$): 

$$\dot{x}(s) = f(s, x(s), u(s)), \text{ a.e. } s \in (t, T),$$

(17)

where the control input $u : [0, T] \rightarrow \mathbb{R}^r$ ($r \geq 1$) is a measurable function such that $u(s) \in U$ for almost every $s \in [0, T]$. Throughout this paper, we assume that

$$(H_0) \quad U \text{ is a compact subset of } \mathbb{R}^r.$$ 

We denote by $\mathcal{U}$ the set of all admissible controls:

$$\mathcal{U} := \{ u : [0, T] \rightarrow \mathbb{R}^r \text{ measurable, and } u(s) \in U \text{ a.e.}\}.$$ 

The dynamics $f : [0, T] \times \mathbb{R}^d \times U \rightarrow \mathbb{R}^d$ and the distributed cost $\ell : [0, T] \times \mathbb{R}^d \times U \rightarrow \mathbb{R}$ are given functions satisfying the following assumptions:

$$(H_{1a}) \quad \begin{cases}
(i) & \text{For every } x \in \mathbb{R}^d \text{ and } u \in U, \ f(\cdot, x, u) \text{ is Lebesgue measurable on } [0, T]. \\
(ii) & \text{For almost every } t \in [0, T], \ f(t, \cdot, \cdot) \text{ is continuous on } \mathbb{R}^d \times U. \\
(iii) & x \to f(t, x, u) \text{ is locally Lipschitz continuous in the following sense:} \\
& \forall R > 0, \exists k_R \geq 0, \ \forall (x, y) \in (\mathbb{B}_d(0; R))^2, \ \text{ for a.e. } t \in [0, T] \text{ and for every } u \in U, \\
& ||f(t, x, u) - f(t, y, u)|| \leq k_R ||x - y||. \\
(iv) & \exists c_f \geq 0 \text{ such that for a.e. } t \in [0, T] \text{ and for every } (x, u) \in \mathbb{R}^d \times U, \\
& ||f(t, x, u)|| \leq c_f(1 + ||x||).
\end{cases}$$

and

$$(H_{1b}) \quad \begin{cases}
(i) & \text{For every } x \in \mathbb{R}^d \text{ and } u \in U, \ \ell(\cdot, x, u) \text{ is Lebesgue measurable on } [0, T]. \\
(ii) & \text{For almost every } t \in [0, T], \ \ell(t, \cdot, \cdot) \text{ is continuous on } \mathbb{R}^d \times U. \\
(iii) & x \to \ell(t, x, u) \text{ is locally Lipschitz continuous in the following sense:} \\
& \forall R > 0, \exists k_R \geq 0, \ \forall (x, y) \in (\mathbb{B}_d(0; R))^2, \ \text{ for a.e. } t \in [0, T] \text{ and for every } u \in U, \\
& ||\ell(t, x, u) - \ell(t, y, u)|| \leq k_R ||x - y||. \\
(iv) & \exists c_\ell \geq 0 \text{ such that for a.e. } t \in [0, T] \text{ and for every } (x, u) \in \mathbb{R}^d \times U, \\
& ||\ell(t, x, u)|| \leq c_\ell(1 + ||x||).
\end{cases}$$

In the light of the standard theory of differential equations, assumption $(H_{1a})$ guarantees, for every $u \in \mathcal{U}$ and $(t, x) \in [0, T] \times \mathbb{R}^d$, the existence of an absolutely continuous curve $x : [t, T] \rightarrow \mathbb{R}^N$ which satisfies (17) and the initial data $x(t) = x$. Gronwall’s Lemma leads also to

$$1 + ||x(s)|| \leq (1 + ||x||)e^{c_f(s-t)} \ \forall s \in [t, T].$$

(18)

In the sequel, we shall denote the set of all admissible pairs control-and-trajectories starting at time $t$ from the position $x$ as:

$$\mathcal{X}_{[t, T]}(x) := \{(x, u) \in W^{1,1}(t, T) \times \mathcal{U} \mid (x, u) \text{ satisfies (17) with } x(t) = x\}.$$
Let $t_0 = 0 < t_1 < \cdots < t_m = T$ be given real numbers in $[0, T]$ (for some given integer $m \geq 1$), and consider the control problem

$$
\begin{cases}
\text{minimize } & \varphi(x(T)) + \int_0^T \ell(t, x(t), u(t)) \, dt, \\
(x, u) & \in X_{[0, T]}(x_0), \\
g_i(x(t_i)) & \leq 0 \quad \text{for } i = 1, \cdots, m,
\end{cases}
$$

with the standard convention that $\inf \emptyset = +\infty$. The final cost $\varphi : \mathbb{R}^d \to \mathbb{R}$ and the constraint functions $g_i$ are given functions satisfying:

- $(H_2)$ $\varphi : \mathbb{R}^d \to \mathbb{R}$ is locally Lipschitz continuous and there exists a constant $c_\varphi \geq 0$ such that
  $$|\varphi(y)| \leq c_\varphi(1 + \|y\|).$$

- $(H_3)$ For every $i \in \{1, \ldots, m\}$, the constraint function $g_i : \mathbb{R}^d \to \mathbb{R}$ is locally Lipschitz continuous. There exists a constant $c_g \geq 0$ such that, for all $i$:
  $$|g_i(y)| \leq c_g(1 + \|y\|).$$

**Remark 2.1.** To simplify the presentation, we assume here that every intermediate constraint is scalar. In the case where there are multiple constraints at an intermediate time $t_i$:

$$g_i^j(x(t_i)) \leq 0, \quad 1 \leq j \leq q_i,$$

it suffices to consider the function $g_i := \min(g_i^1, \cdots, g_i^{q_i})$ and replace the multiple constraints by a single one: $g_i(x(t_i)) \leq 0$.

We consider the value function $\vartheta : [0, T] \times \mathbb{R}^d \to \mathbb{R}$, associated to this control problem, as follows:

$$
\vartheta(t, x) := \inf \left\{ \varphi(x(T)) + \int_t^T \ell(t, x(t), u(t)) \, dt \left| (x, u) \in X_{[t, T]}(x), \ g_j(x(t_j)) \leq 0 \quad \text{for all } j \text{ s.t. } t_j \geq t \right. \right\}.
$$

It is known that when the control problem does not include any state constraint (for instance if $g_i \equiv 0$, $\forall i$), under assumptions $(H_0)$-$(H_3)$, the value function $\vartheta$ is locally Lipschitz continuous and can be characterized as unique solution of a Hamilton-Jacobi equation, see $[3$, Chapter III$]$ and $[19, 20, 7]$. Furthermore, a relation between the Pontryagin’s Maximum Principle and the Hamilton-Jacobi approach for problem $(19)$ has been established in $[24]$. This relation gives a link between an adjoint state of $[19]$ and the sub-differential of the value function $\vartheta$ along an optimal trajectory stating from $x_0$ at $t = 0$.

In this work, we are interested in the case when the control problem is in presence of final or intermediate state constraints ($m \geq 1$). In this case the value function fails to be continuous unless some controllability assumptions are satisfied (see $[4$, Chapter V$]$). Actually, in general the value function is discontinuous and may have infinite values. So, it is not clear how to
define the sub-differential of the value function along an optimal trajectory. A direct extension of the work [24] requires some additional assumptions on the Lipschitz regularity of \( \vartheta \) in at least a tube around an optimal trajectory, see [9] for more details. Instead of assuming such regularity assumptions, we follow an idea introduced in [11] and consider an auxiliary control problem without state constraints. It turns out that the value function of this auxiliary control problem is an interesting tool that can be used to obtain the values of the function \( \vartheta \) and also to establish the link between the PMP and the HJB approach along an optimal path.

Let us first consider the augmented dynamical system:

\[
\begin{align*}
\dot{x}(s) &= f(x, x(s), u(s)) \quad \text{a.e. } s \in (t, T), \\
\dot{z}(s) &= -\ell(s, x(s), u(s)) \quad \text{a.e. } s \in (t, T).
\end{align*}
\]

This augmented dynamical system is usually used as a classical technique in control theory to recast the Bolza problem in the Mayer form:

\[
\vartheta(t, x) = \inf \left\{ \varphi(x(T)) - z(T) \right\} \quad \text{(21)}
\]

\((x, z, u)\) satisfies (21) with \( x(t) = x, z(t) = 0, \) and \( g_j(x(t_j)) \leq 0 \) for all \( j \) s.t. \( t_j \geq t \).

In what follows, we will assume that the augmented dynamics satisfies the following assumption:

\((H_4)\) For any \( s \in [0, T] \) and every \( x \in \mathbb{R}^d \),

\[
\left\{ \begin{array}{l}
  f(s, x, u) \\
  -\ell(s, x, u) + \eta
\end{array} \right\}, \quad u \in U, \quad -c_\ell (1 + ||x||) + \ell(s, x, u) \leq \eta \leq 0 \}
\]

is a convex set.

**Remark 2.2.** Note that if \( \ell \equiv 0 \) (Mayer problem), \((H_4)\) reduces to

\[ f(t, x, U) \] convex for all \((t, x) \in [0, T] \times \mathbb{R}^d.\]

**Remark 2.3.** For \( 0 \leq a < b \leq T \) and \((x, z) \in \mathbb{R}^d \times \mathbb{R} \), consider the set of all trajectories satisfying (21) on the time interval \([a, b]\), for a control input \( u \in U \), and starting from a position \((x, z)\) at time \( a \):

\[
S_{[a,b]}(x, z) := \{ (x, z) \in W^{1,1}([a, b]) \mid \text{exists } u \in U \text{ such that } (x, z, u) \text{ satisfies (21) with } x(a) = x, \ z(a) = z \}.
\]

Under assumptions \((H_0)\), \((H_{1a})\), \((H_{1b})\) and \((H_4)\), and by Filippov’s Theorem, the multi-valued application \((t, x, z) \mapsto S_{[t,T]}(x, z)\) is locally Lipschitz continuous from \([0, T] \times \mathbb{R}^{d+1}\) into \(W^{1,1}([0, T])\). Moreover, for every \((x, z) \in \mathbb{R}^{d+1}\) and every \( t \in [0, T]\), \( S_{[t,T]}(x, z)\) is a compact set in \(W^{1,1}([0, T])\) endowed with the \(C^0([0, T])\)-topology, see [23, Theorem 1.4.1]. Therefore, for a given \((t, x) \in [0, T] \times \mathbb{R}^d\), if there exists a trajectory \( x \in S_{[t,T]}(x, z)\) that satisfies the intermediate and final constraints \( g_j(x(t_j)) \leq 0 \) for all \( j \) such that \( t_j \geq t \), then the value \( \vartheta(t, x) \) is finite and the control problem (20) admits a minimal solution (see Proposition 3.1 for a precise statement).

Now, we define an auxiliary control problem and its value function \( w : [0, T] \times \mathbb{R}^d \times \mathbb{R} \) for \((x, z) \in \mathbb{R}^d \times \mathbb{R} \) and \( t \in [0, T]\) as follows:

\[
w(t, x, z) = \min \left\{ \max \left( \varphi(x(T)) - z(T), \left\{ g_i(x(t_i)) \right\}_{i \geq 1} \right. \mid \text{s.t. } t_i \geq t \right\} \quad \text{for } (x, z) \in S_{[t,T]}(x, z).
\]

\[
(22)
\]
We are interested in characterizing the function \(w\) as a solution to a HJB equation and also in expressing the link between the HJB equation and the Pontryagin’s principle for problem \([19]\).

In the sequel, we will use the following Hamiltonian function \(H : [0, T] \times \mathbb{R}^d \times U \times \mathbb{R}^{d+1} \to \mathbb{R}\) defined, for \((s, x, u, p_x, p_z) \in [0, T] \times \mathbb{R}^d \times U \times \mathbb{R}^d \times \mathbb{R}\), as:

\[
H(s, x, u, p_x, p_z) := -f(s, x, u) \cdot p_x + \ell(s, x, u) p_z.
\]

We will also use the maximized Hamiltonian function \(\mathcal{H} : [0, T] \times \mathbb{R}^d \times \mathbb{R}^{d+1} \times \mathbb{R}\) defined, for \((s, x, p_x, p_z) \in [0, T] \times \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}\), as:

\[
\mathcal{H}(s, x, p_x, p_z) := \max_{u \in U} \left( -f(s, x, u) \cdot p_x + \ell(s, x, u) p_z \right).
\]

### 3 Main Results

The optimal control problem \([19]\) might admit no solution if there is no trajectory that can realize all the intermediate constraints. However, under assumptions \((\text{H}_0)-(\text{H}_4)\), the auxiliary control problem does always achieve a minimum \((x, z) \in \mathcal{S}_{0,T}(x, z)\). Moreover, every optimal solution of the original control problem \([19]\) is related to an optimal solution of the auxiliary control problem \([22]\). More precisely, we have the following result.

**Proposition 3.1.** Assume that \((\text{H}_0)-(\text{H}_4)\) are satisfied. Then the following assertions hold:

(i) For every \((t, x, z) \in [0, T] \times \mathbb{R}^{d+1}\), the auxiliary control problem \([22]\) admits an optimal solution.

(ii) For every \((t, x) \in [0, T] \times \mathbb{R}^d\), if \(\vartheta(t, x) < \infty\), then the optimal control problem \([20]\) admits a solution. Moreover, the function \(\vartheta : [0, T] \times \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\}\) is lower semi-continuous.

(iii) For every \(x \in \mathbb{R}^d\) and \(t \in [0, T]\), we have:

\[
\vartheta(t, x) = \min \{z \in \mathbb{R} \mid w(t, x, z) \leq 0\}
\]

(by convention, the minimum is \(+\infty\) if the set \(\{z \in \mathbb{R} \mid w(t, x, z) \leq 0\}\) is empty).

(iv) Let \((t, x) \in [0, T] \times \mathbb{R}^d\) such that \(z_{t,x} := \vartheta(t, x) < \infty\). If \((x, u) \in \mathcal{X}_{[t,T]}(x)\) is an optimal solution of \([20]\), then \((x, z, u)\) is also an optimal solution of the auxiliary problem \([22]\), where \(z(s) := z_{t,x} + \int_t^s \ell(\tau, x(\tau), u(\tau)) \, d\tau\) for every \(s \in [t, T]\).

Conversely, any optimal solution of the auxiliary control problem \([22]\) with \(z = \vartheta(t, x) < \infty\) is also an optimal solution of the original problem \([20]\).

**Proof.** Under assumptions \((\text{H}_0)-(\text{H}_4)\), the set of trajectories \(\mathcal{S}_{[t,T]}(x, z)\) (as defined in Remark \([2,3]\)) is a non-empty compact set of \(W^{1,1}([t, T])\) endowed with the \(C^0\)-topology. This means that there exists a minimizing sequence \((x_n, y_n) \in \mathcal{S}_{[t,T]}(x, z)\) that converges in \(C^0([t, T]; \mathbb{R}^{d+1})\) to some \((\hat{x}, \hat{z}) \in \mathcal{S}_{[t,T]}(x, z)\), see \([2]\) Theorem 0.3.4 and Theorem 1.4.1. Moreover the sequence of derivatives \((\dot{x}_n, \dot{y}_n)\) converges weakly in \(L^1(0, T)\) to \((\dot{x}, \dot{z})\). On the other hand, for any \(t \in [0, T]\) and \((x, z) \in \mathbb{R}^d \times \mathbb{R}\), the functional:

\[
(x, z) \mapsto \max \left( \varphi(x(T)) - z(T), \bigvee_{i \geq 1 \text{ s.t. } t_i \geq t} g_i(x(t_i)) \right)
\]

is a continuous function from \(C^0([t, T]; \mathbb{R}^{d+1})\) to \(\mathbb{R}\). Therefore, problem \([22]\) achieves a minimum, which proves assertion \((i)\).
Assertion (ii) is also a classical result whose proof is based again on the compactness of the set of trajectories, see [17, Proposition 2.1].

To prove (iii), notice that if \( w(t, x, z) \leq 0 \) then there exists \( (x, z) \in S_{[t,T]}(x, z) \) such that
\[
\varphi(x(T)) - z(T) \leq 0, \quad \text{and} \quad g_j(x(t_j)) \leq 0 \quad \text{for all} \quad j \quad \text{such that} \quad t_j \geq t.
\]
Hence, there exists an admissible control \( u \in \mathcal{U} \) corresponding to the trajectory \((x, z)\) such that \((x, u) \in X_{[t,T]}(x)\) and
\[
\varphi(x(T)) - \int_t^T \ell(s, x(s), u(s)) ds \leq z, \quad \text{and} \quad g_j(x(t_j)) \leq 0 \quad \text{for all} \quad j \quad \text{such that} \quad t_j \geq t.
\]

Therefore, by definition of \( \vartheta \), we conclude that \( \vartheta(t, x) \leq z \). Furthermore, if there is no \( z \) such that \( w(t, x, z) \leq 0 \), then it means that there is no trajectory \( x \) satisfying the constraints \( g_j(x(t_j)) \leq 0 \) \((\forall j \geq 1\) s.t. \( t_j \geq t)\), hence \( \vartheta(t, x) = +\infty \).

Conversely, if \( z_{tx} := \vartheta(t, x) < +\infty \), then by assertion (ii), there exists an admissible pair \((x, u) \in X_{[t,T]}(x)\) such that \( g_j(x(t_j)) \leq 0 \) for every \( j \) such that \( t_j \geq t \), and such that
\[
0 = \varphi(x(T)) - z(T), \quad \text{where} \quad z(T) = z_{tx} - \int_t^T \ell(s, x(s), u(s)) ds. \quad \text{This implies that} \quad w(t, x, z) \leq 0.
\]

If \( \vartheta(t, x) = +\infty \), this means there is no admissible trajectory \( x \) satisfying the constraints \( g_j(x(t_j)) \leq 0 \) \((\forall j \geq 1\) s.t. \( t_j \geq t)\), so \( w(t, x, z) > 0 \) for every \( z \in \mathbb{R} \), and \( \inf\{z \in \mathbb{R}, w(t, x, z) \leq 0\} = +\infty \). This concludes the proof of assertion (iii).

Finally assertion (iv) can be proved by using the same arguments as for (iii).

Proposition [3.1] states that the auxiliary problem admits an optimal solution even when the original problem has no solution. It is the sign of the optimal values \( w(t, x, \cdot) \) that indicates if the original problem has a solution or not.

The next theorem gives preliminary results on the auxiliary value function \( w \), and a characterization of \( w \) as a solution of an HJB equation (assumption \( (H_4) \) is not needed in this theorem).

Let us denote
\[
I_1 := [0, t_1], \quad \text{and} \quad I_j := [t_{j-1}, t_j], \quad \text{for} \quad j = 2, \ldots, m.
\]

In particular, \( I_1 \cup I_2 \cup \cdots \cup I_m \) is a partition of \([0, T]\), and for any \( t \in [0, T] \) there is a unique \( j \in \{1, \ldots, m\} \) such that \( t \in I_j \). In the sequel, we denote by \( \hat{j} \) the application from \([0, T]\) into \( \{1, \ldots, m\} \) that associates to every \( t \in [0, T] \) the index \( j \) such that \( t \in I_j \):
\[
\hat{j}(t) = j \iff t \in I_j.
\]

**Proposition 3.2.** Assume that \( (H_0)-(H_3) \) are verified. Then the value function \( w \) is locally Lipschitz continuous on each \( I_j \times \mathbb{R}^d \times \mathbb{R} \), \( j = 1, \ldots, m \), with linear growth (i.e., \(|w(t, x, z)| \leq C(1 + |x| + |z|)\), for every \((t, x, z) \in [0, T] \times \mathbb{R}^d \times \mathbb{R} \), with \( C > 0 \) is a constant). Moreover, \( w \) is the unique \( L^1 \)-viscosity solution of the following HJB system (with \( \mathcal{H} \) defined in (23b)):
\[
\begin{align*}
-\partial_t w(t, x, z) + \mathcal{H}(t, x, D_x w(t, x, z), D_z w(t, x, z)) &= 0, \quad \forall t \in [t_{j-1}, t_j], \quad \forall j = 1, \ldots, m, \quad x \in \mathbb{R}^d, \quad z \in \mathbb{R} \quad (25a) \\
 w(t_j^-, x, z) &= w(t_j^+, x, z) \bigvee g_j(x) \quad \forall j = 1, \ldots, m-1, \quad x \in \mathbb{R}^d, \quad z \in \mathbb{R} \quad (25b) \\
 w(T, x, z) &= (\varphi(x) - z) \bigvee g_m(x) \quad x \in \mathbb{R}^d, \quad z \in \mathbb{R}. \quad (25c)
\end{align*}
\]
Remark 3.1. For the precise notion of $L^1$-viscosity solution, we refer to [20, 21, 6, 7]. Notice that if the dynamics $f$ and the distributed cost $\ell$ are Lipschitz continuous with respect to the time variable, then $w$ is a viscosity solution of the HJB system in the classical viscosity sense (see [3, Chapter III]).

Proof. The result of this Theorem is quite straightforward and uses known results in viscosity theory. Indeed, for $t \in [t_{m-1}, t_m] = [t_{m-1}, T]$, the value function $w$ is given by:

$$w(t, x, z) = \min\{(\varphi(x(T)) - z(T)) \vee g_m(x(T)), \ (x, z) \in S[t, T](x, z)\}.$$

As a value function of a Mayer control problem, with assumptions (H$_2$)-(H$_3$), the function $w$ is locally Lipschitz continuous on $[t_{m-1}, T] \times \mathbb{R}^d \times \mathbb{R}$ and is the unique $L^1$-viscosity solution of the equation (see [6]):

$$-\partial_tw(t, x, z) + \mathcal{H}(t, x, D_xw(t, x, z), D_zw(t, x, z)) = 0, \quad t \in [t_{m-1}, T[, \ x \in \mathbb{R}^d, \ z \in \mathbb{R}$$

$$w(T, x, z) = (\varphi(x) - z) \vee g_m(x) \quad x \in \mathbb{R}^d, \ z \in \mathbb{R}.$$

Now, by using the Dynamic Programming principle, for $i = 1, \cdots, m - 1$ and for every $t \in I_i$, we have for any $h > 0$ such that $t_i < t + h \leq t_{i+1}$:

$$w(t, x, z) = \min\{w(t + h, x(t + h), z(t + h)) \vee g_i(x(t_i)) \mid (x, u) \in X_{[t, t+h]}(x)\}.$$ 

Therefore, for $t + h \rightarrow t_i^+$, we obtain

$$w(t, x, z) = \min\{w(t_i^+, x(t_i), z(t_i)) \vee g_i(x(t_i)) \mid (x, u) \in X_{[t, t_i]}(x)\}.$$ 

In particular, for $t = t_i^-$, we deduce the relation (25b). Again by classical arguments, for any $i = 1, \cdots, m - 1$, the function $w$ is locally Lipschitz continuous on $I_i \times \mathbb{R}^d \times \mathbb{R}$ and is the unique $L^1$-viscosity solution of:

$$-\partial_tw(t, x, z) + \mathcal{H}(t, x, D_xw(t, x, z), D_zw(t, x, z)) = 0 \quad \forall (t, x, z) \in [t_{i-1}, t_i[ \times \mathbb{R}^d \times \mathbb{R}$$

$$w(t_i^-, x, z) = w(t_i^+, x, z) \vee g_i(x) \quad \forall (x, z) \in \mathbb{R}^d \times \mathbb{R}. \quad (26b)$$

More precisely, there is a unique locally Lipschitz continuous $L^1$-viscosity solution of (26a) with the given terminal data at $t = t_i$ $(w(t_i, x, z) = w(t_i^+, x, z) \vee g_i(x))$. Let us denote by $w_i$ this solution. Then $w(t, x, z) = w_i(t, x, z)$ for any $t_{i-1} < t \leq t_i$. While $w_i$ is Lipschitz regular up to the left boundary $t = t_{i-1}$ of $[t_{i-1}, t_i]$, the function $w$ may differ from $w_i$ at this boundary because of the jump condition (25b). Uniqueness then follows by recursion on $i = m - 1, \cdots, 1$. This concludes the proof.

So far, Propositions 3.1 and 3.2 establish the link between the original control problem and the auxiliary one. One main feature of the function $w$ consists in the fact that it is more regular than $\vartheta_i$, it takes finite values everywhere, and it is characterized as the viscosity solution of a Hamilton-Jacobi equation (which is convenient for numerical approximations). Now, we are interested in linking the optimality conditions for an optimal solution of problem (19) with the auxiliary value function $w$. This link is the main result of this paper and it is stated precisely in the following Theorem.
Theorem 3.1. Assume that $(\mathbf{H}_0)$–$(\mathbf{H}_4)$ are satisfied. Let $x_0 \in \mathbb{R}^d$ be such that $z_0 = \vartheta(0, x_0) < +\infty$, and assume that $(\dot{x}, \ddot{u}) \in X_{[0,T]}(x)$ is a solution to the control problem. Let $\ddot{z}(\cdot)$ be defined by:

$$
\ddot{z}(t) = z_0 - \int_0^t \ell(s, \dot{x}(s), \ddot{u}(s)) \, ds \quad \forall t \in [0, T].
$$

Then, there exist multipliers $(\lambda_i)_{0 \leq i \leq m}$ and a co-state $\ddot{p}(\cdot)$, absolutely continuous on each sub-interval $(t_{j-1}, t_j)$: $\ddot{p}|_{(t_{j-1}, t_j)} \in W^{1,1}((t_{j-1}, t_j), \mathbb{R}^d)$, such that the following assertions hold:

(i) non-triviality of the multipliers:

$$
\sum_{j=0}^m \lambda_j = 1, \quad \lambda_j \geq 0 \quad \text{for } j \geq 0, \quad \text{and } \lambda_j g_j(\ddot{x}(t_j)) = 0 \quad \forall j \geq 1; \quad (27)
$$

(ii) co-state equation:

$$
\dot{\ddot{p}}(s) \in \partial_x H(s, \dot{x}(s), \ddot{u}(s), \ddot{p}(s), -\lambda_0), \quad \text{a.e. } s \in [0, T], \quad (28a)
$$

$$
\ddot{p}(t_i^+) \in \ddot{p}(t_i^+) + \lambda_i \partial g_i(\ddot{x}(t_i)) \quad \forall i = 1, \ldots, m - 1, \quad (28b)
$$

$$
\ddot{p}(T) \in \lambda_0 \partial \varphi(\ddot{x}(T)) + \lambda_m \partial g_m(\ddot{x}(T)); \quad (28c)
$$

(iii) Pontryagin’s Principle (with $H$ defined as in (23a)):

$$
H(t, \ddot{x}(t), \ddot{u}(t), \ddot{p}(t), -\lambda_0) = \max_{u \in U} H(t, \ddot{x}(t), u, \ddot{p}(t), -\lambda_0), \quad \text{for a.e. } t \in [0, T]; \quad (29)
$$

(iv) general sensitivity relation:

$$
\left( H(t, \ddot{x}(t), \ddot{p}(t), -\lambda_0), \ddot{p}(t), -\lambda_0 \right) \in q(t) \partial_{t,x,z} w(t, \ddot{x}(t), \ddot{z}(t)) \quad \forall t \in I_j, \quad j = 1, \ldots, m 
$$

where the function $q(t)$ is given by:

$$
q(t) := \lambda_0 + \sum_{j=\bar{j}(t)}^m \lambda_j, \quad \text{with } \ddot{j}(\cdot) \text{ defined as in (24)};
$$

(v) partial sensitivity relations:

$$
\left( \ddot{p}(t), -\lambda_0 \right) \in q(t) \partial_{t,x,z} w(t, \ddot{x}(t), \ddot{z}(t)) \quad \text{for a.e. } t \in [0, T], \quad (31a)
$$

$$
\left( \ddot{p}(0), -\lambda_0 \right) \in \partial_{x,z} w(0, x_0, z_0), \quad (31b)
$$

$$
\left( \ddot{p}(t_i^+), -\lambda_0 \right) \in q(t_i^+) \partial_{t,x,z} w(t_i^+, \ddot{x}(t_i), \ddot{z}(t_i)) \quad \forall i = 1, \ldots, m - 1. \quad (31c)
$$

Remark 3.2. In the case when $\lambda_0 \neq 0$, the co-state $\ddot{p}$ and the multipliers $(\lambda_i)_{0 \leq i \leq m}$ can be rescaled, and the statement (i) can be replaced by:

$$
\lambda_0 = 1, \quad \lambda_j \geq 0 \quad \text{and } \lambda_j g_j(\ddot{x}(t_j)) = 0 \quad \forall j \geq 1.
$$

In the case of a Mayer problem (i.e., when there is no distributed cost, $\ell \equiv 0$), the previous theorem holds with $\ddot{z}(t) = \text{const} = z_0$. Furthermore, in this case, we can establish the sensitivity relations in a slightly different way. The precise statement is given in the next theorem.
Theorem 3.2. Assume that \((H_0)-(H_4)\) are satisfied with \(\ell \equiv 0\). Let \(x_0 \in \mathbb{R}^d\) be such that \(z_0 = \dot{v}(0,x_0) < +\infty\), and assume that \((\bar{x}, \bar{u}) \in X_{[0,T]}(x)\) is a solution to the control problem \(\text{(19)}\). Then, there exist multipliers \((\lambda_i)_{0 \leq i \leq m}\) and a co-state \(\bar{p}(\cdot)\), absolutely continuous on each sub-interval \((t_{j-1}, t_j)\): \(\bar{p}|_{(t_{j-1}, t_j)} \in W^{1,1}(t_{j-1}, t_j, \mathbb{R}^d)\), and such that the relations (i)-(iii) of Theorem 3.1 hold true. Furthermore, we have the following sensitivity relations.

(iiv') General sensitivity relation:
\[
\left( H(t, \bar{x}(t), \bar{p}(t), -\lambda_0), \bar{p}(t) \right) \in q(t)\partial_{x,z}w(t, \bar{x}(t), z_0) \quad \forall t \in I_j, \ j = 1, \cdots, m,
\]
where the function \(q(\cdot)\) is given by:
\[
q(t) := \lambda_0 + \sum_{j(t)} \lambda_j, \quad \text{with } j(\cdot) \text{ defined as in } (24);
\]

(v') partial sensitivity relations:
\[
\begin{align*}
\bar{p}(t) & \in q(t)\partial_{x,z}w(t, \bar{x}(t), z_0) \quad \text{for a.e. } t \in [0,T], \\
\bar{p}(0) & \in \partial_{x,z}w(0, x_0, z_0), \\
\bar{p}(t_i^+) & \in q(t_i^+)\partial_{x,z}w(t_i^+, \bar{x}(t_i), z_0) \quad \forall i = 1, \cdots, m - 1.
\end{align*}
\]

Theorem 3.2 provides sensitivity relations related the the adjoint state \(\bar{p}\) while Theorem 3.1 expresses the sensitivity relations with \((\bar{p}, \lambda_0))\) and thus gives an additional information on the multiplier \(\lambda_0\). Note also that conditions (31) do not subsume (33) since the assertion \((a,b) \in \partial_{x,z}w(t, x, z)\) does not imply that \(a \in \partial_{x,z}w(t, x, z)\).

The proof of Theorem 3.1 in the case when \(m = 1\) (no intermediate state constraints) will be first given in Section 4. The proof of Theorem 3.1 (as well as Theorem 3.2), for the general case \(m \geq 1\), will be the focus of Sections 5 and 6.

Comments. First of all, let us notice that when there are no state constraints (for instance when \(m = 1\) and \(g_1(y) \equiv C\), where \(C\) is a sufficiently large negative constant), then
\[
\dot{v}(t, x) - z = w(t, x, z).
\]
Moreover, in this case, the transversality condition (27) implies that \(\lambda_1 = 0\) and \(\lambda_0 = 1\).

Therefore, Theorem 3.1 gives the existence of a co-state \(\bar{p}(\cdot)\), absolutely continuous on \([0,T]\), satisfying
\[
\begin{align*}
\dot{p}(s) & \in \partial_x H(s, \bar{x}(s), \bar{u}(s), \bar{p}(s), -1), \quad \text{a.e. } s \in [0,T] \\
\bar{p}(T) & = \nabla \varphi(x(T)),
\end{align*}
\]
the Pontryagin’s maximum principle (PMP): a.e. \(t \in [0,T]\):
\[
H(t, \bar{x}(t), \bar{u}(t), \bar{p}(t), -1) = \max_{u \in U} H(t, \bar{x}(t), u, \bar{p}(t), -1)
\]
and the link between PMP and the function $\vartheta$ (which can be deduced from (30) and using (34)):

$$
\left( g(t, \bar{x}(t), \bar{p}(t), -1), \bar{p}(t) \right) \in \partial_x \vartheta(t, \bar{x}(t)) \quad \text{for every } t \in [0, T].
$$

This result is exactly the one already established in [24] (see also [9]).

Theorems 3.1 & 3.2 establish the relation between the PMP and the HJB approach by using the auxiliary value function $w$ and not the value function $\vartheta$. Let us stress on the fact that because the function $\vartheta$ may be discontinuous, a relation between the PMP and the HJB approach cannot be expressed by using only $\vartheta$. Indeed, if the value function is not locally Lipschitz then it is not even clear which sub-differential should be used, see [9].

Another feature of Theorems 3.1 & 3.2 is that no qualification constraint is required and so the extremal $(\bar{x}, \bar{u}, \bar{p})$ may be abnormal (i.e., $\lambda_0 = 0$). In all cases, the multiplier $\lambda_0$ is related to the sensitivity of the auxiliary value function $w$ w.r.t the variable $z$.

### 4 The case of Mayer problem with final state constraints

In this section, we prove most of the assertions of Theorem 3.1 in the particular case where the control problem is a Mayer problem with only one end-point constraint (case $m = 1$, $t_m = t_1 = T$, $\ell \equiv 0$), and we furthermore denote $g = g_1$ throughout this section. The problem in this simplified setting is:

$$
\begin{align*}
\text{minimize} & \quad \varphi(x(T)) \\
\text{subject to} & \quad g(x(T)) \leq 0 \quad \text{and} \quad (x, u) \in X_{[0,T]}(x) \\
\end{align*}
$$

(35)

where $g$ and $\varphi$ are given locally Lipschitz continuous functions.

In this setting the auxiliary optimal control problem becomes

$$
\begin{align*}
\vartheta(t, x, z) = \min_{(x, u) \in X_{[t,T]}(x)} \left( \varphi(x(T)) - z \right) \vee g(x(T)).
\end{align*}
$$

(36)

This problem corresponds to an augmented dynamics where the dynamics for the $z$ variable is zero. We recall that if $z_0 = \inf\{z \in \mathbb{R} \mid w(0, x, z) \leq 0\}$ is finite, then any optimal trajectory $(x, u)$ for the auxiliary OCP associated with the value $w(0, x, z_0)$ is also an optimal solution of the initial problem [20], and $z_0 = \vartheta(0, x)$.

**Theorem 4.1.** Assume that (H0)-(H4) are satisfied. Let $x_0 \in \mathbb{R}^d$ and assume $z_0 := \vartheta(0, x)$ is finite. Let $(\bar{x}, \bar{u}) \in X_{[0,T]}(x)$ be an optimal solution of the control problem (35). Then there exist multipliers $(\lambda_0, \lambda_1) \in \mathbb{R} \times \mathbb{R}$ and a co-state $\bar{p} \in W^{1,1}([0, T), \mathbb{R}^d)$ such that:

(i) non-triviality of the multipliers: $\lambda_0 + \lambda_1 = 1$, $\lambda_0, \lambda_1 \geq 0$ and $\lambda_1 g(\bar{x}(T)) = 0$;

(ii) co-state equation:

$$
\begin{align*}
\dot{\bar{p}}(t) & \in \partial_x H(t, \bar{x}(t), \bar{u}(t), \bar{p}(t), -\lambda_0) \quad \text{a.e. } t \in [0, T], \quad (37a) \\
\bar{p}(T) & = -\lambda_0 \partial \varphi(\bar{x}(T)) + \lambda_1 \partial g(\bar{x}(T)); \quad (37b)
\end{align*}
$$

(iii) Pontryagin’s principle:

$$
H(t, \bar{x}(t), \bar{u}(t), \bar{p}(t), -\lambda_0) = \max_{u \in U} H(t, \bar{x}(t), u, \bar{p}(t), -\lambda_0) \quad \text{a.e. } t \in [0, T]; \quad (37c)
$$
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By using (11), we have that equations (38a), (38c) lead immediately to (37a) and (37c). From (38b) we deduce also the following sensitivity relations:

\[ \begin{align*}
\dot{p}(t), \dot{x}(t) & \in \partial_{x,z} w(t, \bar{x}(t), z_0) \quad \text{for every} \ t \in [0, T], \\
\dot{p}(0) & = -\lambda_0, \\
\dot{p}(T) & = -\lambda_0, \\
\dot{p}(t), \dot{x}(t) & \in \partial_{x,z} w(t, \bar{x}(t), z_0) \quad \text{a.e.} \ t \in [0, T].
\end{align*} \]

Remark 4.1. In the setting of Mayer problem with a final state constraint (and without intermediate state constraints), we notice that the function \( q(t) \) in Theorem 3.1-(iv) satisfies \( q(t) = \lambda_0 + \lambda_1 \equiv 1 \). Therefore the function \( q(\cdot) \) does not appear in Theorem 4.1.

Proof of Theorem 4.1. Let \( (\bar{x}, \bar{u}) \) be a solution of the control problem (35), then \( (\bar{x}, \bar{u}, z_0) \) is an optimal solution for the auxiliary control problem (36), for \( t = 0, x = x_0 \) and \( z = z_0 \). By using the results of [5], we get the existence of an adjoint state \( p \equiv (p_x, p_z) \in W^{1,1}((0, T), \mathbb{R}^{d+1}) \) satisfying the PMP:

\[ \begin{align*}
\dot{p}_x(t) & \in \partial_x H(t, \bar{x}(t), \bar{u}(t), p_x(t), p_z(t)), \quad \text{a.e.} \ t \in [0, T], \\
\dot{p}_z(t) & = 0, \quad \text{a.e.} \ t \in [0, T], \\
H(t, \bar{x}(t), \bar{u}(t), p_x(t), p_z(t)) & = \max_{u \in U} H(t, \bar{x}(t), u, p_x(t), p_z(t)), \quad \text{a.e} \ t \in [0, T],
\end{align*} \]

and the following sensitivity relations:

\[ \begin{align*}
(\dot{H}(t, \bar{x}(t), p_x(t), p_z(t), p_z(T))) & \in \partial_{x,z} w(t, \bar{x}(t), z_0) \quad \text{for a.e.} \ t \in [0, T], \\
(p_x(0), p_z(0)) & \in \partial_{x,z} w(0, x_0, z_0), \\
(p_x(T), p_z(T)) & \in \partial_{x,z} w(T, \bar{x}(T), z_0), \\
(p_x(t), p_z(t)) & \in \partial_{x,z} w(t, \bar{x}(t), z_0) \quad \text{for a.e.} \ t \in [0, T],
\end{align*} \]

where the Hamiltonian functions \( H \) and \( \dot{H} \) are the same as (23a) with \( \ell \equiv 0 \). If we set \( \bar{p} := p_z \), then equations (38a), (38c) lead immediately to (37a) and (37c). From (38b) we deduce also that \( p_z(t) = \text{const} \).

On the other hand, relation (39e) gives

\[ \begin{pmatrix} p_x(T) \\ p_z(T) \end{pmatrix} \in \partial_{x,z} \left[ (\varphi(\bar{x}(T)) - z_0) \sqrt{g(\bar{x}(T))} \right]. \]

By using (11), we have

\[ \partial_{x,z} \left[ (\varphi(y) - z) \sqrt{g(y)} \right] \subset \left\{ \lambda_0 \begin{pmatrix} \xi_\varphi \\ -1 \end{pmatrix} + \lambda_1 \begin{pmatrix} \xi_g \\ 0 \end{pmatrix}, \lambda_0, \lambda_1 \geq 0, \lambda_0 + \lambda_1 = 1, \xi_\varphi \in \partial \varphi(y), \xi_g \in \partial g(y) \right\}. \]

Therefore we obtain the existence of a couple \((\lambda_0, \lambda_1)\) such that \( \lambda_0, \lambda_1 \geq 0, \lambda_0 + \lambda_1 = 1, \) and

\[ \begin{align*}
p_x(T) & = \lambda_0 \partial \varphi(\bar{x}(T)) + \lambda_1 \partial g(\bar{x}(T)), \\
p_z(T) & = -\lambda_0.
\end{align*} \]
In the case when \( g(\bar{x}(T)) < 0 \), since \( \bar{z} \) is the minimal value such that \( w(0, x, \bar{z}) = 0 \), we have
\( \varphi(\bar{x}(T)) - \bar{z} = 0 \) and therefore \( g(\bar{x}(T)) < \varphi(\bar{x}(T)) - \bar{z} \). In that case, \( \lambda_1 = 0 \) and \( \lambda_0 = 1 \). We conclude that the nontriviality of the multipliers \( \lambda_0, \lambda_1 \) is satisfied.

Now, the general sensitivity relation (39a) leads to:
\[
(H(t, \bar{x}(t), \bar{p}(t), -\lambda_0), \bar{p}(t), -\lambda_0) \in \partial_{t,x,z} w(t, \bar{x}(t), z_0) \quad \text{for a.e.} \ t \in [0, T]
\]
which is still true for every \( t \in [0, T] \), since \( H, \bar{p}, \bar{x} \) are continuous functions and the generalized gradient has closed graph. The other sensitivity relations (37c)-(37g) can be directly deduced from (39b)-(39d).

As it can be seen in the proof of Theorem 4.1, \( p_z(t) = \text{const} = -\lambda_0 \). Also \( p_z \) represents a sensitivity of the cost function \( w \) with respect to the \( z \) variable. The case when \( \lambda_0 = 0 \) means that there is no sensitivity with respect to the \( z \) variable and the cost only depends on the value of \( g(x(T)) \).

5 Sensitivity relations for a control problem with intermediate costs

In order to prove Theorem 3.1 we need to proceed in several steps. The first step aims to establish sensitivity relations for a general control problem where the cost function is in the form of a maximum of intermediate costs at given intermediate times
\[ 0 < t_1 < t_2 < \cdots < t_m = T. \]

In this section we consider functions \((\Phi_j)_{1 \leq j \leq m} : \mathbb{R}^N \to \mathbb{R} \) (with \( N \geq 1 \)) verifying the following regularity assumption:

\[ (H_{\Phi}) \quad \text{For each} \ j = 1, \ldots, m, \ \Phi_j : \mathbb{R}^N \to \mathbb{R} \text{ is locally Lipschitz continuous.} \]

Consider the dynamics \( F : [0, T] \times \mathbb{R}^N \times U \) satisfying the following assumption:

\[
(H_F) \quad \begin{cases} 
(i) & \text{For every} \ x \in \mathbb{R}^N \text{ and } u \in U, \ F(\cdot, x, u) \text{ is Lebesgue measurable on } [0, T]. \\
(ii) & \text{For almost every} \ t \in [0, T], \ F(t, \cdot, \cdot) \text{ is continuous on } \mathbb{R}^N \times U. \\
(iii) & x \to F(t, x, u) \text{ is locally Lipschitz continuous in the following sense:} \\
& \forall R > 0, \ \exists k_R \geq 0, \ \forall (x, y) \in (\mathbb{B}_N(0; R))^2, \ \text{for a.e.} \ t \in [0, T] \ \text{and for every} \ u \in U: \\
& \|F(t, x, u) - F(t, y, u)\| \leq k_R \|x - y\|. \\
(iv) & \exists c_F > 0 \text{ such that for a.e.} \ t \in [0, T] \ \text{and for every} \ (x, u) \in \mathbb{R}^N \times U: \\
& \|F(t, x, u)\| \leq c_F(1 + \|x\|). 
\end{cases}
\]

The control problem considered here is the following:

\[
\min_{j=1}^m \Phi_j(y(t_j)) \quad \tag{40}
\]
\[
\dot{y}(s) = F(s, y(s), u(s)), \ \text{a.e. on} \ [0, T], \\
y(0) = y_0, \\
u \in \mathcal{U}.
\]
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Note that the above control problem has no state constraint. Assumption \( (H_F) \) guarantees that for every \( u \in \mathcal{U} \) and \( (t, x) \in [0, T] \times \mathbb{R}^N \), there exists an absolutely continuous curve \( y : [t, T] \to \mathbb{R}^N \) which satisfies the dynamic equation and the initial data \( y(t) = y \). We define the set of all admissible pairs control-and-trajectories starting at time \( t \) from the position \( y \) as:

\[
X^F_{[t, T]}(y) := \{ (y, u) \in W^{1,1}(t, T) \times \mathcal{U} \mid (y, u) \text{ satisfies } \dot{y}(s) = F(s, y(s), u(s)) \text{ with } y(t) = y \}.
\]

The value function associated to the control problem (40) is defined as follows. For every \( t \) for every \( 1 \leq j \leq m \), \( \Phi_j \) is the unique \( L^1 \)-viscosity solution of the following system of HJB equations (see [7, 20, 21] for the precise definition of \( L^1 \)-viscosity notion):

\[
\begin{aligned}
-\frac{\partial V}{\partial t}(t, y) + \max_{u \in \mathcal{U}} \left( -F(t, y, u) \cdot D_y V(t, y) \right) &= 0 \quad t \in I_j, \quad j = 1, \ldots, m, \quad y \in \mathbb{R}^N, \\
V(t_j^+, y) &= V(t_j^-, y) \lor \Phi_j(y) \quad j = 1, \ldots, m - 1, \quad y \in \mathbb{R}^N, \\
V(T, y) &= \Phi_m(y) \quad y \in \mathbb{R}^N
\end{aligned}
\] (41)

Furthermore, if we assume that all the functions \( \Phi_j \) have linear growth (i.e., \( \exists c_\Phi > 0 \) such that \( |\Phi_j(y)| \leq c_\Phi (1 + ||y||) \forall y \in \mathbb{R}^N \) and \( j = 1, \ldots, m \), then \( V \) has also a linear growth on \( [0, T] \times \mathbb{R}^N \) and \( V \) is the unique \( L^1 \)-viscosity solution of (41).

Optimality conditions for the problem (40) can be deduced as particular cases of the setting considered in [11] or in [12]. The main result of this section aims at deriving the relation between the co-state associated to an optimal solution and the generalized gradient of the value function along that optimal solution.

It is worth noticing that the sensitivity relations cannot be deduced directly from the existing literature, however the proof is inspired by the arguments in [9, 24, 5]. We give here the complete proof for two main reasons: first, we show how the arguments can be adapted in case of intermediate costs and discontinuities of the value function at times \( t_i \), for \( i = 1, \ldots, m - 1 \). Secondly, we give a simplified proof and show that all the sensitivity relations can be obtained by a simple perturbed control problem without using an approximation of the dynamic equation by impulse systems (as required in [9, 5]). We introduce the Hamiltonian corresponding to problem (40):

\[
H^F(t, y, u, p) = -F(t, y, u) \cdot p \quad \text{for } t \in [0, T], \ y \in \mathbb{R}^N, \ u \in \mathcal{U}, \ p \in \mathbb{R}^N.
\]

**Theorem 5.1.** Assume that the hypothesis \( (H_0) \), \( (H_F) \) and \( (H_\Phi) \) hold. Let \( (\bar{y}, \bar{u}) \) be a local minimizer for problem (40). Set

\[
\mathcal{J}(\bar{y}) := \{ j \in \{1, \ldots, m\} \mid \Phi_j(\bar{y}(t_j)) = \max_{k=1}^m \Phi_k(\bar{y}(t_k)) \}.
\] (42)

Then there exist \( \nu \in \mathbb{R}^m \) and \( p(.) : [0, T] \to \mathbb{R}^N \), with \( p(.) \in W^{1,1}(I_j, \mathbb{R}^N) \) for every \( j = 1, \ldots, m \), and such that
For every \( m \)
\[
\sum_{j=1}^{m} \nu_j = 1, \quad \nu_j \geq 0, \quad \text{and} \quad \nu_j = 0 \quad \text{for} \quad j \notin J(\bar{y}). \quad (43a)
\]

(ii) Adjoint state equation. For every \((t, y, u, p) \in [0, T] \times \mathbb{R}^N \times U \times \mathbb{R}^N\), we have:
\[
\begin{align*}
\dot{p}(t) &\in \partial_y H^F(t, \bar{y}(t), \bar{u}(t), p(t)) \quad \text{a.e. on} \quad [0, T], \\
p(t_j^-) - p(t_j^+) &\in \nu_j \partial \Phi_j(\bar{y}(t_j)) \quad j = 1, \ldots, m - 1, \\
p(T) &\in \nu_m \partial \Phi_m(\bar{y}(T)).
\end{align*} \quad (43b)
\]

(iii) Maximality principle: for almost every \( t \in [0, T] \),
\[
H^F(t, \bar{y}(t), \bar{u}(t), p(t)) = \max_{u \in U} H^F(t, \bar{y}(t), u, p(t)). \quad (43c)
\]

(iv) General sensitivity relation: for every \( t \in [0, T]\setminus\{t_1, \ldots, t_{m-1}\} \),
\[
(H^F(t, \bar{y}(t), \bar{u}(t), p(t)), \ p(t)) \in q(t)\partial_y \mathcal{V}(t, \bar{y}(t)), \quad \text{where} \quad q(t) := \sum_{j(t)} \nu_j. \quad (43d)
\]

(v) Partial sensitivity relations:
\[
\begin{align*}
p(t) &\in q(t)\partial_y \mathcal{V}(t, \bar{y}(t)) \quad \text{for a.e.} \quad t \in [0, T], \\
p(0) &\in \partial_y \mathcal{V}(0, \bar{y}(0)), \\
p(t_j^+) &\in q(t_j^+)\partial_y \mathcal{V}(t_j^+, \bar{y}(t_j)) \quad \forall i = 1, \ldots, m - 1. \quad (43g)
\end{align*}
\]

Remark 5.1. Analogously to (43g), the following relation holds:
\[
p(T) \in q(T)\partial_y \mathcal{V}(T, \bar{y}(T)),
\]
but since \( q(T) = \nu_m \) and \( \mathcal{V}(T, x) = \Phi_m(x) \) this leads to the last relation already given in (43b).

Remark 5.2. The cost function being a maximum of intermediate costs, the sensitivity relation that gives a link between the adjoint arc and the value function holds actually along the optimal trajectory until the final time \( t_{m_0} \) that corresponds to the time where the maximal intermediate cost is reached.

Proof. Let \((\bar{y}, \bar{u})\) be a local minimizer of problem (40). The proof of the optimality conditions and sensitivity relations will be split into three steps.

Step 1. For every \( j = 1, \ldots, m \), define the function \( \mathcal{V}_j : [t_{j-1}, t_j] \times \mathbb{R}^N \rightarrow \mathbb{R} \) by:
\[
\mathcal{V}_j(t, y) := \min \left\{ \sum_{k=j}^{m} \Phi_k(y(t_k)), \ (y, u) \in X^F_{[t, T]}(y) \right\}.
\]
Then \( \mathcal{V}_j \) is locally Lipschitz on \([t_{j-1}, t_j] \times \mathbb{R}^N \times \mathbb{R} \). Moreover, on the interval \( t \in [t_{j-1}, t_j] \), the function \( \mathcal{V}(t, \cdot) \) differs from \( \mathcal{V}_j \) only at \( t = t_{j-1} \). More precisely,
\[
\begin{align*}
\mathcal{V}(t, x) &= \mathcal{V}_j(t, x) \quad \text{for any} \quad t \in I_j, \\
\mathcal{V}(t_{j-1}, x) &= \max(\mathcal{V}_j(t_{j-1}, x), \Phi_{j-1}(x)). \quad (44)
\end{align*}
\]

For a given $\varepsilon \in [0,1]$, we define the following subset of $\mathbb{R}^{N+1}$, for any $s \in [0,T]$:

$$
G_{\varepsilon,0}(s) := \left\{ (\alpha,\beta) \in \partial_{t,y}V_j(\tau,\xi) \mid \tau \in [t_{j-1},t_j], \ (\tau,\xi) \in (s,\bar{y}(s)) + \varepsilon \mathbb{B}_{N+1} \right\},
$$

where $j$ is such that $s \in I_j$ (recall that $\mathbb{B}_{N+1}$ denotes the closed unit ball of $\mathbb{R}^{N+1}$). We define also the set:

$$
G_{\varepsilon,1}(s) := \left\{ \beta \in \partial_{t,y}V_j(s,\xi) \mid \xi \in \bar{y}(s) + \varepsilon \mathbb{B}_N \right\}.
$$

For any bounded set $S$ of $\mathbb{R}^N$, $\partial_{t,y}V_j(\cdot,\cdot)$ is bounded on $I_j \times S$, hence $G_{\varepsilon,0}(s)$ and $G_{\varepsilon,1}(s)$ are uniformly bounded sets.

Now, introduce the support functions $\sigma_{\varepsilon,0} : [0,T] \times \mathbb{R} \times \mathbb{R}^N$ and $\sigma_{\varepsilon,1} : [0,T] \times \mathbb{R}^N$ defined as:

$$
\sigma_{\varepsilon,0}(s,\omega,\theta) := \sup_{(\alpha,\beta) \in G_{\varepsilon,0}(s)} (\alpha,\beta) \cdot (\omega,\theta) \quad \forall s \in [0,T], \ \omega \in \mathbb{R}, \ \text{and} \ \theta \in \mathbb{R}^N;
$$

$$
\sigma_{\varepsilon,1}(s,b) := \sup_{\beta \in G_{\varepsilon,1}(s)} \beta \cdot (-b) \quad \forall s \in [0,T], \ \text{and} \ b \in \mathbb{R}^N.
$$

The quantities $G_{\varepsilon,1}(\cdot)$ and $\sigma_{\varepsilon,1}(\cdot)$ will be useful in order to analyze the sensitivity relations w.r.t the state variable.

By similar arguments as in [24] Lemma 3.1, we can show that, for any $j = 1,\ldots,m$, the function $\sigma_{\varepsilon,0}$ is upper semi-continuous on $[t_{j-1},t_j] \times \mathbb{R}^N \times \mathbb{R}$. Moreover, for any $s \in (t_{j-1},t_j)$, $\sigma_{\varepsilon,0}(s,\ldots)$ is continuous on $\mathbb{R} \times \mathbb{R}^N$. On the other hand, the function $\sigma_{\varepsilon,0}$ is bounded on any bounded set of $[0,T] \times \mathbb{R} \times \mathbb{R}^N$. In particular, for any essentially bounded and measurable functions $(\omega,\theta) : [0,T] \to \mathbb{R} \times \mathbb{R}^N$, the function $\sigma_{\varepsilon,0}((\omega,\theta))$ is integrable. Similarly, for any measurable $b : [0,T] \to \mathbb{R}^N$, the function $\sigma_{\varepsilon,1}(b)$ is measurable and bounded on $[0,T]$. Therefore we can define the following perturbed optimal control problem:

$$
(P_\varepsilon) : \text{minimize} \quad J_\varepsilon(y,\zeta,u,\omega,\theta,b) = \sum_{j=1}^{m} (\Phi_j(y(t_j)) + \zeta(t_j)) - \mathcal{V}(0,y(0)) - \zeta(0)
$$

such that

$$
\begin{cases}
\dot{y}(t) = (1+\omega(t))F(t,y(t),u(t)) + \theta(t) + b(t) \quad \text{a.e.} \ t \in (0,T), \\
\dot{\zeta}(t) = \sigma_{\varepsilon,0}(t,\omega(t),\theta(t)) + \sigma_{\varepsilon,1}(t,b(t)) \quad \text{a.e.} \ t \in (0,T), \\
u(t) \in U, \ |\omega(t)| \leq \varepsilon, \ |\theta(t)| \leq \varepsilon, \ |b(t)| \leq \varepsilon \quad \text{a.e.} \ t \in (0,T),
\end{cases}
$$

where $(u,\omega,\theta,b)$ are measurable functions. Notice that in problem $(P_\varepsilon)$ the initial position for the state equation is free. Besides, the perturbations $(u,\omega,\theta,b)$ are considered as control inputs that enrich the class of variations for this new optimal control problem.

**Step 2.** For any given $\varepsilon \in [0,1]$, let us show that $(\bar{y}(\cdot),\bar{\zeta} \equiv 0,\bar{u},0,0,0)$ is a local minimizer of the problem $(P_\varepsilon)$. For this, we first remark that $(\bar{y}(\cdot),\bar{\zeta} \equiv 0)$ is a solution of (49b) with the control law $(\bar{u}(\cdot),\bar{\omega} \equiv 0,\bar{\theta} \equiv 0,\bar{b} \equiv 0)$ and

$$
J_\varepsilon(\bar{y},0,\bar{u}(t),0,0,0) = \sum_{j=1}^{m} \Phi_j(\bar{y}(t_j)) - \mathcal{V}(0,\bar{y}(0)) = 0.
$$

Now, consider any solution $(y(\cdot),\zeta(\cdot),u(\cdot),\omega(\cdot),\theta(\cdot),b(\cdot))$ of (49b)-(49c) and such that $y$ lies in an $\varepsilon$-tube around $\bar{y}$, i.e.,

$$
||y(t) - \bar{y}(t)|| < \varepsilon, \quad \forall t \in [0,T].
$$
We will show that

\[ J_\varepsilon(y, \zeta, u, \omega, \theta, b) \geq 0, \tag{50} \]

which in turn will lead directly to the desired conclusion that is \((\bar{y}(.), \bar{\zeta} \equiv 0, \bar{u}, 0, 0, 0)\) is a local minimizer of the problem \((P_\varepsilon)\). As \(V(. , y(.))\) is a Lipschitz continuous function on \(I_j\) (for any \(j\)), it is then almost everywhere differentiable on \([0,T]\). Furthermore, we have the following key result:

**Lemma 5.1.**

\[
\frac{d}{ds} V_j(s, y(s)) + \sigma_{\varepsilon,0}(s, \omega(s), \theta(s)) + \sigma_{\varepsilon,1}(s, b(s)) \geq 0, \quad \text{a.e. on } [0,T]. \tag{51}
\]

**Proof of Lemma 5.1.** The arguments of this proof are similar to the ones introduced in [24]. The difference is that here we establish inequality [51] with respect to the two perturbations \((\omega, \theta)\) and \(b\). This is a key result to derive all sensitivity relations by considering the perturbed control problem \((P_\varepsilon)\) and without considering additional approximations of the state (as it was done in [9, 5]).

It is sufficient to prove that

\[
\frac{d}{ds} V_j(s, y(s)) + \sigma_{\varepsilon,0}(s, \omega(s), \theta(s)) + \sigma_{\varepsilon,1}(s, b(s)) \geq 0, \quad \text{a.e. on } [t_{j-1}, t_j]. \tag{52}
\]

For almost every \(s \in [t_{j-1}, t_j]\), \(y(s \pm h) = y(s) + h\dot{y}(s) + o(h)\) and by using the Lipschitz continuity of \(V_j\) we get \(V_j(s \pm h, y(s \pm h)) = V_j(s, y(s) + h\dot{y}(s)) + o(h)\). Therefore, we have:

\[
\frac{d}{ds} V_j(s, y(s)) = \lim_{h \downarrow 0} \frac{1}{h} \left( V_j(s + h, y(s + h)) - V_j(s, y(s)) \right) \geq D^\dagger V_j((s, y(s)); (1, \dot{y}(s)))
\]

where \(D^\dagger\) is the lower Dini directional derivative. Furthermore (with the notation \(F = F(s, y(s), u(s))\)) we have

\[
\left( \frac{1}{\dot{y}(s)} \right) = \left( 1 + \omega(s) \right) \left( F + \theta(s) + b(s) \right) = (1 + \omega(s)) \left( \frac{1}{F} \right) + \left( -\omega(s) \right) + \left( 0 \right) \tag{54}
\]

By using [16] and the relation \(D^{\omega,-}\phi(x; \lambda v) = \lambda D^{\omega,-}\phi(x; v)\) (for \(\lambda \geq 0\), we get:

\[
\frac{d}{ds} V_j(s, y(s)) = D^\dagger V_j((s, y(s)); (1, \dot{y}(s))) \geq (1 + \omega(s)) D^{\omega,-} V_j((s, y(s)); (1, F(s, y(s), u(s))))
\]

\[
+ D^{\omega,-} V_j((s, y(s)); (0, \theta(s)) + D^\dagger V_j((s, y(s)); (0, b(s))). \tag{55}
\]

From one hand, Lemma 5.2 (at the end of the section) says that for a.e. \(s \in I_j\):

\[
D^{\omega,-} V_j((s, y(s)); (1, F(s, y(s), u(s)))) \geq 0. \tag{56}
\]
On the other hand, for any given values of $\omega, \theta$, it holds

$$-D^0 V_j((s, y(s)); (-\omega, \theta)) = D^0 V_j((s, y(s)); (\omega, -\theta))$$

$$= \max_{(\alpha, \beta) \in \partial \beta, y} V_j(s, y(s)) (\alpha \omega - \beta \cdot \theta)$$

$$\leq \max_{(\alpha, \beta) \in \partial \beta, y} (\alpha \omega - \beta \cdot \theta) = \sigma_{\varepsilon, 0}(s, \omega, \theta). \quad (57)$$

We turn now to the third term in the right hand side of (55). Since $y(s) \in \tilde{y}(s) + \varepsilon B_N$, by definition of $G_{\varepsilon, 1}(s)$ and $\sigma_{\varepsilon, 1}(s, \cdot)$, for any $b \in \mathbb{R}^N$, we have

$$-D^3 V_j((s, y(s)); (0, b)) = -\liminf_{h \downarrow 0} \frac{1}{h} (V_j(s, y(s) + hb) - V_j(s, y(s)))$$

$$= \limsup_{h \downarrow 0} \frac{1}{h} (V_j(s, y(s)) - V_j(s, y(s) + hb))$$

$$\leq \limsup_{h \downarrow 0, \xi \to y(s)} \frac{1}{h} (V_j(s, \xi - hb) - V_j(s, \xi))$$

$$\leq D^0 (V_j(s, \cdot))(y(s); -b)$$

$$\leq \max_{b \in G_{\varepsilon, 1}(s)} \beta \cdot (-b) = \sigma_{\varepsilon, 1}(s, b). \quad (58)$$

Finally, by combining inequalities (55), (56), (57), (58) and using the fact that $1 + \omega(s) \geq 0$, we conclude that (51) is satisfied. \qed

Now, by integrating (51) over each interval $(t_{j-1}, t_j)$, for $j = 1, \ldots, m$, we get:

$$0 \leq V(t_{j-1}, y(t_j)) - V(t_{j-1}, y(t_{j-1})) + \zeta(t_j) - \zeta(t_{j-1}),$$

which combined with (44) gives:

$$V(t_{j-1}, y(t_{j-1})) + \zeta(t_{j-1}) \leq (V(t_{j-1}, y(t_j)) + \zeta(t_j)) \vee (\Phi_j(y(t_j)) + \zeta(t_j)). \quad (59)$$

Using a recursion on (59) and the fact that $V(T, y(T)) = \Phi_m(y(T))$, we obtain

$$V(0, y(0)) + \zeta(0) \leq (V(t_1, y(t_1)) + \zeta(t_1)) \vee (\Phi_1(y(t_1)) + \zeta(t_1))$$

$$\leq (V(t_2, y(t_2)) + \zeta(t_2)) \vee (\Phi_2(y(t_2)) + \zeta(t_2)) \vee (\Phi_1(y(t_1)) + \zeta(t_1))$$

$$\leq \cdots \leq \vee_{j=1}^m (\Phi_j(y(t_j)) + \zeta(t_j)).$$

This is sufficient to justify that $J_\varepsilon(y, \zeta, u, \omega, \theta, b) \geq 0$ which is the desired claim to prove in this step.

**Step 3:** Now, we apply the Pontryagin maximum principle to the optimal control problem $(P_\varepsilon)$ with intermediate costs. Such a problem is a particular case of optimal control problems for multi-processes in [11] and [10] (see also [12]). More precisely, to cast problem $(P_\varepsilon)$ in the multi-process framework, we use the classical state augmentation technique and transform $(P_\varepsilon)$ into a standard optimal control on time interval $[0, 1]$ with initial and final costs and endpoints constraints. For $j = 1, \ldots, m$, consider new state variables $(y_j, \zeta)$ and new control variables
(\(u_j, \omega_j, \theta_j, b_j\)) defined, for almost every \(s \in [0, 1]\), as follows:

\[
y_j(s) = y(t_j - 1 + s(t_j - t_{j-1})), \quad \zeta_j(s) = \zeta(t_j - 1 + s(t_j - t_{j-1})),
\]

\[
u_j(s) = u(t_j - 1 + s(t_j - t_{j-1})), \quad \theta_j(s) = \theta(t_j - 1 + s(t_j - t_{j-1})), \quad b_j(s) = b(t_j - 1 + s(t_j - t_{j-1})).
\]

Moreover, the adjoint arcs satisfy the initial and final conditions:

\[
H \quad \text{(goes also for the other sub-differentials)}
\]

The sub-differential of the function \((y, \zeta) \mapsto -\langle \nu, y \rangle - \langle \nu, \zeta \rangle\) at the point \((\bar{y}, \bar{\zeta})\). The same goes also for the other sub-differentials.

First, we notice that since \(\{(p_{\varepsilon, j}, q_{\varepsilon, j})\}\) are continuous arcs on \([0, 1]\), from the initial and final conditions we deduce that \(\lambda \neq 0\) (because otherwise we would have \((\lambda, \{p_{\varepsilon, j}, q_{\varepsilon, j}\}) = 0\)
In addition, by definition of \(H\) and \(\bar{\omega}\), we have

\[
p_{\varepsilon}(t) = p_{\varepsilon,j} \left( \frac{t - t_{j-1}}{t_j - t_{j-1}} \right), \quad \text{and} \quad q_{\varepsilon}(t) = q_{\varepsilon,j} \left( \frac{t - t_{j-1}}{t_j - t_{j-1}} \right), \quad \text{for} \ t \in (t_{j-1}, t_j), \ j = 1, \ldots, m.
\]

We conclude that there exist \(\nu^\varepsilon \in \mathbb{R}^m\) and \((p_{\varepsilon}(.), q_{\varepsilon}(.))\) absolutely continuous on each sub-interval \(I_j\) such that

\[
\begin{aligned}
(i) \quad \nu_j^\varepsilon \geq 0, \quad \sum_{j=1}^m \nu_j^\varepsilon = 1, \quad \text{and} \quad \nu_k^\varepsilon = 0 \quad \text{for} \ k \notin J(y) \\
(ii) \quad \left( p_{\varepsilon}(s), q_{\varepsilon}(s) \right) \in \partial_{y,\zeta} H_{\varepsilon}(s, \bar{y}(s), \bar{\zeta}(s), \bar{u}(s), 0, 0, 0, p_{\varepsilon}(s), q_{\varepsilon}(s)), \text{ a.e. on } [0, T] \\
(iii) \quad H_{\varepsilon}(s, \bar{y}(s), \bar{\zeta}(s), \bar{u}(s), 0, 0, 0, p_{\varepsilon}(s), q_{\varepsilon}(s)) = \max_{u \in U, |\theta| \leq \varepsilon, |\omega| \leq \varepsilon, |b| \leq \varepsilon} H_{\varepsilon}(s, \bar{y}(s), \bar{\zeta}(s), u, \theta, \omega, b, p_{\varepsilon}(s), q_{\varepsilon}(s)) \quad \text{a.e. on } [0, T] \\
(iv) \quad -\left( p_{\varepsilon}(0), q_{\varepsilon}(0) \right) \in \partial_{y,\zeta}(-\mathcal{V}(0, \bar{y}(0)) - \bar{\zeta}(0)) \\
(v) \quad \left( p_{\varepsilon}(T), q_{\varepsilon}(T) \right) \in \nu_m^\varepsilon \partial_{y,\zeta}(\Phi_m(\bar{y}(T)) + \bar{\zeta}(T)) \\
(vi) \quad \left( p_{\varepsilon}(t_j^-), q_{\varepsilon}(t_j^-) \right) \in \nu_j^\varepsilon \partial_{y,\zeta}(\Phi_j(\bar{y}(t_j)) + \bar{\zeta}(t_j)) \quad j = 1, \ldots, m - 1
\end{aligned}
\]

(62)

where \(H_{\varepsilon}\) is defined by:

\[
H_{\varepsilon}(s, y, \zeta, u, \theta, \omega, b, p, q) := -((1 + \omega)F(s, y, u) + \theta + b) \cdot p - (\sigma_{\varepsilon,0}(s, \theta, \omega) + \sigma_{\varepsilon,1}(s, b))q.
\]

**Analysis of (62)(ii).** As \(H_{\varepsilon}\) does not depend on \(\zeta\), it comes:

\[
\dot{q}_{\varepsilon}(s) \equiv 0,
\]

and

\[
\dot{p}_{\varepsilon}(s) \in \partial_y H_{\varepsilon}(s, \bar{y}(s), \bar{\zeta}(s), \bar{u}(s), 0, 0, 0, p_{\varepsilon}(s), q_{\varepsilon}(s)), \text{ a.e. on } [0, T]
\]

In addition, by definition of \(H_{\varepsilon}\), we can easily check that:

\[
\partial_y H_{\varepsilon}(s, \bar{y}(s), \bar{\zeta}(s), \bar{u}(s), 0, 0, 0, p_{\varepsilon}(s), q_{\varepsilon}(s)) = (1 + \bar{\omega}(s))\partial_y H_F(s, \bar{y}(s), \bar{u}(s), p_{\varepsilon}(s)).
\]

As \(\bar{\omega} \equiv 0\), we conclude that:

\[
\begin{cases}
\dot{p}_{\varepsilon} \in \partial_y H_F(s, \bar{y}(s), \bar{u}(s), p_{\varepsilon}(s)), \text{ a.e. on } [0, T] \\
\dot{q}_{\varepsilon} \equiv 0, \text{ a.e. on } [0, T].
\end{cases}
\]

(64)

**Analysis of assertions (62)(iv), (v) and (vi).** The function \((y, \zeta) \mapsto \Phi_m(y) + \zeta\) is a separable sum of a locally Lipschitz function \(\Phi_m\) and a \(C^1\) function of \(\zeta\). Hence (v) can be rewritten

\[
\left( p_{\varepsilon}(T), q_{\varepsilon}(T) \right) \in \nu_m^\varepsilon \partial \Phi_m(\bar{y}(T)) \times \{1\},
\]
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which gives
\[ p_\epsilon(T) \in \nu_m^0 \partial \Phi_m(\bar{\bar{y}}(T)) \quad \text{and} \quad q_\epsilon(T) = \nu_m^\epsilon. \] (65)

With similar arguments, we get also:
\[ p_\epsilon(0) \in \partial_0 \mathcal{V}(0, \bar{\bar{y}}(0)), \quad q_\epsilon(0) = 1, \] (66)

as well as
\[ p_\epsilon(t_j^-) - p_\epsilon(t_j^+) \in \nu_0^\epsilon \partial \Phi_0(\bar{\bar{y}}(t_j^+)), \quad q_\epsilon(t_j^-) - q_\epsilon(t_j^+) = \nu_j^\epsilon. \] (67)

It follows from (64), (65) and (67) that \( q_\epsilon(\cdot) \) is piecewise constant, with:
\[ q_\epsilon(s) = \sum_{k=j}^m \nu_k^\epsilon \quad \text{for} \quad s \in I_j, \quad j = 1, \ldots, m. \] (68)

In particular, \( s \to q_\epsilon(s) \) is a decreasing function with \( q_\epsilon(0) = 1, \ q_\epsilon(T) = \nu_m^\epsilon \), and consequently \( 0 \leq q_\epsilon(s) \leq 1 \) for a.e. \( s \in [0, T] \).

**Analysis of assertion** (iii): \( \forall u \in U, \ \forall (\omega, \theta) \in \mathbb{R} \times \mathbb{R}^N \) such that for a.e. \( s \in (0, T) \) and for every \( |\omega| \leq \epsilon, \ ||\theta|| \leq \epsilon, \ ||b|| \leq \epsilon \), we have:
\[ -(1 + \omega)F(s, \bar{\bar{y}}(s), u) \cdot \dot{p}_\epsilon(s) - \sigma_\epsilon(s, \theta, \omega) q_\epsilon(s) - \sigma_{\epsilon, 1}(s, b) q_\epsilon(s) \leq -F(s, \bar{\bar{y}}(s), \bar{u}(s)) \cdot \dot{p}_\epsilon(s). \] (69)

In particular, taking \( \theta = 0, \ \omega = 0 \) and \( b = 0 \) in (69), it comes:
\[ -F(s, \bar{\bar{y}}(s), u) \cdot \dot{p}_\epsilon(s) \leq -F(s, \bar{\bar{y}}(s), \bar{u}(s)) \cdot \dot{p}_\epsilon(s) \quad \forall u \in U, \]

that is,
\[ H^F(s, \bar{\bar{y}}(s), \bar{u}(s), \dot{p}_\epsilon(s)) = \max_{u \in U} H^F(s, \bar{\bar{y}}(s), u, \dot{p}_\epsilon(s)) \quad \text{a.e. on} \ (0, T). \]

On the other hand, with \( u = \bar{u}(s) \) in (69), for every \( (\omega, \theta) \in \mathbb{R}^{N+1} \) such that \( |\omega| \leq \epsilon, \ ||\theta|| \leq \epsilon \) and \( ||b|| \leq \epsilon \):
\[ -(1 + \omega)F(s, \bar{\bar{y}}(s), \bar{u}(s)) \cdot \dot{p}_\epsilon(s) - \theta \cdot \dot{p}_\epsilon(s) - b \cdot \dot{p}_\epsilon(s) - \sigma_{\epsilon, 0}(s, \theta, \omega) q_\epsilon(s) - \sigma_{\epsilon, 1}(s, b) q_\epsilon(s) \leq -F(s, \bar{\bar{y}}(s), \bar{u}(s)) \cdot \dot{p}_\epsilon(s). \] (70)

Hence, for \( b = 0 \):
\[ -\omega F(s, \bar{\bar{y}}(s), \bar{u}(s)) \cdot \dot{p}_\epsilon(s) - \theta \cdot \dot{p}_\epsilon(s) - \sigma_{\epsilon, 0}(s, \theta, \omega) q_\epsilon(s) \leq 0 \]

and
\[ \omega H^F(s, \bar{\bar{y}}(s), \bar{u}(s), \dot{p}_\epsilon(s)) - \theta \cdot \dot{p}_\epsilon(s) \leq q_\epsilon(s) \max_{(\alpha, \beta) \in G_{\epsilon, 0}(s)} (\alpha, \beta) \cdot (\omega, -\theta). \]

Therefore, for all \( |\omega| \leq \epsilon \) and \( ||\theta|| \leq \epsilon \),
\[ (\omega, -\theta) \cdot (H^F(s, \bar{\bar{y}}(s), \bar{u}(s), \dot{p}_\epsilon(s)), \dot{p}_\epsilon(s)) \leq q_\epsilon(s) \max_{(\alpha, \beta) \in G_{\epsilon, 0}(s)} (\alpha, \beta) \cdot (\omega, -\theta). \]

By a separating hyperplane argument as in [21], since \( q_\epsilon(s) \geq 0 \), this last inequality implies:
\[ (H^F(s, \bar{\bar{y}}(s), \bar{u}(s), \dot{p}_\epsilon(s)), \dot{p}_\epsilon(s)) \in q_\epsilon(s) \overline{G}_{\epsilon, 0}(s) \quad \text{a.e.} \ s \in [0, T]. \] (71)
Moreover, all boundary conditions are preserved:

\[ \varepsilon > 0 \text{ established for a given } \varepsilon \in I \text{ on each sub-interval } p \]

For any Lemma 5.2.

This concludes the proof.

From this relationship, using the same argument as in [24], one deduces that

\[ \dot{V}(s) \in \partial_y H^F(s, y(s), \bar{y}(s), p(s)) \text{ a.e. on } [0, T] \]

and

\[ -p(s) \cdot F(s, y(s), \bar{y}(s)) = \max_{u \in U} (-F(s, y(s), u) \cdot p(s)), \text{ a.e. on } [0, T]. \]

Moreover, all boundary conditions are preserved:

\[
\begin{cases}
-p(0) \in -\partial_y V(0, \bar{y}(0)), \\
p(t_j^-) - p(t_j^+) \in \nu_j \partial \Phi_j(\bar{y}(t_j)) \text{ for } j = 1, \ldots, m - 1, \\
p(T) \in \nu_m \partial \Phi_m(\bar{y}(T)).
\end{cases}
\]

Finally, by passing to the limit in (72), one has \( \forall j \in \{1, \ldots, m\} \), for almost every \( s \in J_j \):

\[ (H^F(s, \bar{y}(s), \bar{u}(s), p(s)), p(s)) \]

\[ \in q(s) \bigcup_{\varepsilon > 0} \partial V_j(\bar{y}(s)) \text{ for } \varepsilon \in (s, \bar{y}(s)) \equiv q(s) \partial V_j(\bar{y}(s)). \]

From this relationship, using the same argument as in [24], one deduces that

\[ (H^F(s, \bar{y}(s), \bar{u}(s), p(s)), p(s)) \in q(s) \partial V_j(\bar{y}(s)) \quad \forall s \in (t_{j-1}, t_j). \]

Also, by passing to the limit in (72), we obtain for a.e. \( s \in I_j \): \[ p(s) \in q(s) \bigcup_{\varepsilon > 0} \partial V_j(s, y) \equiv q(s) \partial V_j(s, \bar{y}(s)). \]

This concludes the proof.

The proof of Lemma 5.1 is based on the following result whose proof comes directly from the dynamic programming principle of the value function \( V_j \) (a sketch of the proof is given below for sake of completeness).

**Lemma 5.2.** For any \( (s, y, u) \in [t_{j-1}, t_j] \times \mathbb{R}^N \times U \),

\[ D^{q} V_j((s, y), (1, F(s, y, u))) := \lim_{h \to 0, s' \to s, y' \to y} \frac{1}{h} \left( V_j(s' + h, y' + hF(s, y, u)) - V_j(s', y') \right) \geq 0. \]
Proof of Lemma 5.2. Consider the constant admissible control \( u(\theta) \equiv u \) and let \( y_{s,y}(.) \) denote the absolutely continuous solution of \( \dot{y}(\theta) = F(\theta, y(\theta), u) \) a.e. \( \theta \in [0, T] \), with \( y(s) = y \).

Let \( \varepsilon > 0 \). By assumption (H_f) on the dynamics \( F \), and by standard arguments, we can show that, for \( h \) sufficiently small and for any \((s', y')\) close enough to \((s, y)\), we have:

\[
\|y_{s',y'}(s' + h) - ((y' + hF(s, y, u))\| \leq h\varepsilon.
\]

Moreover, since \( V_j \) is locally Lipschitz continuous on \([t_j - 1, t_j] \times \mathbb{R}^N\), there exists \( L > 0 \) such that:

\[
V_j(s' + h, y' + hF(s, y, u)) \geq V_j(s' + h, y_{s',y'}(s' + h)) - LH\varepsilon.
\]

This inequality with the dynamic programming principle leads to:

\[
V_j(s' + h, y' + hF(s, y, u)) \geq V_j(s' + h, y_{s',y'}(s' + h)) - LH\varepsilon \geq V_j(s', y') - LH\varepsilon.
\]

Therefore,

\[
\liminf_{h \to 0, s' \to s, y' \to y} \frac{1}{h}(V_j(s' + h, y' + hF(s, y, u)) - V_j(s', y')) \geq -2L\varepsilon,
\]

and since the result holds for any \( \varepsilon > 0 \), we deduce the desired inequality.

\[\square\]

6  Proof of the main results (Theorems 3.1 and 3.2)

Proof of Theorem 3.1. Let \( x_0 \in \mathbb{R}^n \) be such that \( z_0 = \vartheta(0, x_0) < +\infty \), and assume that \((\bar{x}, \bar{u}) \in \bar{X}_{[0,T]}(x)\) is a solution to the control problem (19). Let \( \bar{z}(\cdot) \) be defined by:

\[
\bar{z}(t) = z_0 - \int_0^t \ell(s, \bar{x}(s), \bar{u}(s)) \, ds \quad \forall t \in [0, T].
\]

By proposition 3.1, we know that \((\bar{x}, \bar{u}, \bar{z})\) is also an optimal solution to the augmented control problem associated to the value \( w(0, x, z) \) (as defined in (22)). By using Theorem 5.1, we get the existence of \( \nu \in \mathbb{R}^m \) and \( p(\cdot) = (p_x(\cdot), p_z(\cdot)) \) absolutely continuous on each sub-interval \( I_j \):

\( p_x(t_{j-1}, t_j) \in W^{1,1}([t_{j-1}, t_j], \mathbb{R}^d) \) and \( p_z(t_{j-1}, t_j) \in W^{1,1}([t_{j-1}, t_j], \mathbb{R}) \), such that

\begin{enumerate}
  \item \[\sum_{j=1}^m \nu_j = 1, \nu_j \geq 0 \quad (\forall j), \quad \text{and} \quad j \notin J(\bar{y}) \Rightarrow \nu_j = 0 \quad (\forall j)\]
  \item \[
  \begin{cases}
  \dot{p}_x(t) &\in \partial_x H(t, \bar{x}(t), \bar{u}(t), p_x(t), p_z(t)) \\
  \dot{p}_z(t) &= 0
  \end{cases}
  \quad \text{a.e. on } [0, T]
  \]
  \item \[
  \begin{cases}
  p_x(t_j^-) - p_x(t_j^+) &\in \nu_j \partial_j g_j(\bar{x}(t_j)) \\
  p_z(t_j^-) - p_z(t_j^+) &= 0 \\
  (p_x(T), p_z(T)) &\in \nu_m \partial_x(z(\varphi(\bar{x}(T)) - \bar{z}(T)))
  \end{cases}
  \]
  \item \[
  H(t, \bar{x}(t), \bar{u}(t), p_x(t), p_z(t)) = \max_{u \in U} H(t, \bar{x}(t), u, p_x(t), p_z(t))
  \]
  \item \[
  (H(t, \bar{x}(t), p_x(t), p_z(t)), p_x(t), p_z(t)) \in q(t) \partial_t x, w(t, \bar{x}(t), \bar{z}(t)), \\
  \forall t \in [t_{j-1}, t_j], \forall j = 1, \ldots, m,
  \]
  \begin{align*}
  (p_x(0), p_z(0)) &\in \partial x, w(0, \bar{x}(0), \bar{z}(0)), \\
  (p_x(t), p_z(t)) &\in q(t) \partial_t x, w(t, \bar{x}(t), \bar{z}(t)), \quad \text{a.e. } t \in (0, T).\end{align*}
\end{enumerate}
From (ii) we deduce that \( p_z(t) \) is constant on all intervals \((t_{j-1}, t_j)\), and since \( p_z(t_i^-) = p_z(t_i^+) \) by (iii), we deduce that \( p_z(t) \) is constant on \([0, T]\).

By using the sub-differential calculus rule for the maximum of two functions, we conclude that there exist \( \alpha_0 \geq 0, \alpha_1 \geq 0 \) such that \( \alpha_0 + \alpha_1 = 1 \) and

\[
\begin{pmatrix}
p_z(T) \\
p_z(T)
\end{pmatrix} \in \nu_m \left( \alpha_0 \partial \varphi(\bar{x}(T)) + \alpha_1 \partial g_m(\bar{x}(T)) \right)
\]

with \( \alpha_1 g_m(\bar{x}(T)) = 0 \), and \( p_z(T) = -\alpha_0 \nu_m \). Finally, if we set

\[
\begin{cases}
\lambda_0 := \nu_m \alpha_0, \\
\lambda_j := \nu_j, \quad \text{for } j = 1, \ldots, m - 1, \\
\lambda_m := \nu_m \alpha_1,
\end{cases}
\]

then all the assertions of Theorem 3.1 follow directly from the above optimality conditions.

Proof of Theorem 3.2. Recall here that we assume \( \ell \equiv 0 \). We apply Theorem 5.1 for the optimal solution \((\bar{x}, \bar{u})\), with fixed parameter \( z_0 = \vartheta(0, x_0) \), the optimal control problem \((t, x) \rightarrow w(t, x, z_0)\) where \( w \) is defined as usual by (22), considering the variable \( x \in \mathbb{R}^d \), the dynamics \( F(t, x, u) := f(t, x, u) \), and the functions \( \Phi_j(x) := g_j(x) \) for \( j = 1, \ldots, m - 1 \) and \( \Phi_m(x) := \max(g_m(x), \varphi(x) - z_0) \). The proof then follows the same lines as for the proof of Theorem 3.1.
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