Sensitive BEC magnetometry with optimized probing
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Abstract

An improved spatial magnetometer using a spinor Bose–Einstein condensate of $^{87}$Rb atoms is realized utilizing newly developed two-polarization phase contrast imaging. The optical shot noise is suppressed by carefully choosing the probe parameters. We attain a dc-magnetic field sensitivity of $7.7 \text{ pT}/\sqrt{\text{Hz}}$ over a measurement area of $28 \mu\text{m}^2$. The attained sensitivity per unit area is superior to that for other modern low-frequency magnetometers with micrometer-order spatial resolution. This result is a promising step for realizing quantum-enhanced magnetometry surpassing classical methods.
High-performance magnetometry is of great importance in fundamental research and applications. While sensitivities of sub fT/√Hz have been achieved using optically pumped magnetometers [1, 2] and superconducting quantum interference devices (SQUIDs) [3] with spatial resolutions of several to tens of millimeters, nanometer spatial resolutions have been attained using single trapped ions with sensitivities of a few pT/√Hz [4] and single nitrogen-vacancy centers in diamond with several nT/√Hz sensitivity [5].

A cold atom cloud is also a good medium for spatial magnetometry. In particular, the Bose–Einstein condensate (BEC) is a promising candidate for pursuing high-performance spatial magnetometry because of its ultimately controlled position and momentum uncertainty. A thermal gas magnetometer of micrometer resolution using a shaped optical potential has been demonstrated [6], and BEC magnetometers with micrometer resolutions and picotesla sensitivities have been realized [7, 8]. A spinor BEC with a long spin coherence time of a few seconds [9, 10] is attractive for sensitive low-frequency field detection, which is important for several applications such as biomagnetic diagnostics [11] and measurements of magnetic properties of a solid-state sample [12, 13].

Considering the field sensitivity and spatial resolution that can be achieved, a BEC magnetometer is an excellent platform to investigate the limit of magnetic field sensitivity per measurement volume, which has not yet been clarified [14]. Moreover, a BEC magnetometer is capable of quantum enhanced measurements [15–20] and can be used to study the relation between the limit of sensitivity and quantum noise.

The sensitivity of BEC magnetometry has been limited by the shot noise of the probe light [8]. Increasing the probe-light intensity improves the signal to noise ratio associated with photon shot noise. However, a brighter probe light has a greater influence on the atoms in the target, causing optical pumping, nonlinear spin evolution [21–23], and superradiant Raman scattering [8], which result in atom loss and signal decay. Detailed investigations of the light-induced loss and decay are therefore required for further improvements in the performance of BEC magnetometers. Recently, the importance of properly selecting the frequency of the near-resonant $D_1$ light was demonstrated in the context of laser cooling [24].

We conducted a comprehensive survey of the light-induced decay properties of Larmor precession in a BEC of $^{87}$Rb atoms using a newly developed technique of two-polarization phase contrast imaging (TPPCI). TPPCI enabled us to simultaneously track the atom num-
FIG. 1. (a) Illustration of the TPPCI setup. L: lens, HWP: half-waveplate, QWP: quarter-waveplate. The inset shows the energy diagram of $^{87}$Rb and the frequency of the probe light. (b) Typical set of contrast images. The top and bottom rows display the orthogonal polarization components and are sorted by time from left to right. The color bar represents the contrast. (c) Difference ($S_-$) and sum ($S_+$) signals. The lines are fits to the data. (d) Histogram of $\phi_1 - \phi_2$ over 50 experimental runs.

We found that the decay was suppressed for a carefully chosen probe frequency at the red detuned side, which suggests that the decay is associated with light-induced collisions. After probe parameter optimization, we achieved a precession phase sensitivity of 5.6 mrad over a measurement area of 142 $\mu$m$^2$. The magnetic field sensitivity was also evaluated to be $7.7 \text{ pT/} \sqrt{\text{Hz}}$ over a measurement area of 28 $\mu$m$^2$. The phase and field sensitivities are better than those for state-of-the-art spatial BEC magnetometry [8].

TPPCI was implemented with the setup schematically depicted in Fig. 1(a). A BEC of $^{87}$Rb in the hyperfine ground state $F = 2$ was trapped in an optical dipole trap in a...
glass cell. The number of atoms in the BEC was approximately $3 \times 10^5$. The probe light was linearly polarized and propagated along the $z$-axis perpendicular to the bias magnetic field $\vec{B} (|| \hat{x})$ of about 14 $\mu$T. The angle $\alpha$ of the polarization plane with respect to $\vec{B}$ was chosen around the magic angle of 54.7° to minimize light-induced nonlinear spin evolution [21–23]. The probe light frequency was stabilized with a tunable detuning $\Delta$ from the $D_1$ line transition ($\lambda = 795$ nm) of $^{87}$Rb. $\Delta$ was defined with respect to the frequency from the $F = 2$ state to the center of the excited states $F' = 1, 2$. The probe-beam $1/e^2$ diameter of 3 mm was sufficiently larger than the axial atom-cloud size of $\sim 90 \mu$m.

A phase-contrast image was formed using a phase plate with a tiny dimple (97.9 $\mu$m in diameter) at the center. The phase-contrast image was decomposed into orthogonal circularly polarized components by waveplates and a Nomarski prism. The polarization components were focused on different regions (region 1 and 2) on a CCD camera.

Figure 1(b) shows a typical set of contrast images taken by 35 probe pulses. The spin state of the BEC was initially polarized along $\vec{B}$ and rotated onto the $y$–$z$ plane by an rf $\pi/2$ pulse. After a given time $t_0$, the BEC was imaged with probe pulses evenly spaced by $\Delta t$. The probe-pulse width $\tau_p$ was less than 1 $\mu$s. $\tau_p$ was sufficiently shorter than the Larmor period $\tau_L = 2\pi \hbar/(g\mu_B|\vec{B}|) \sim 10 \mu$s, where $\hbar$ is the reduced Planck constant, $g$ is the Landé g-factor, and $\mu_B$ is the Bohr magneton. For Fig. 1(b), we set the parameters as follows: $t_0 = 0.1$ ms, $\Delta t = 30$ $\mu$s, $\tau_p = 600$ ns, photon fluence $\Phi_p$ per pulse of $8.3 \times 10^3 \mu$m$^{-2}$, and $\Delta = -1.537$ GHz.

The temporal oscillation in the contrast signal in each region indicates the spin precession about the $x$-axis (aliased by the sampling rate $1/\Delta t$). For a qualitative analysis, we integrated the contrast signals within a region of interest around the center of the BEC. We then took the sum $S_+$ and difference $S_-$ of the integrated signals at both regions. The results are shown in Fig. 1(c). With the assumption that the phase shifts caused by the atoms are sufficiently smaller than unity, $S_+$ and $S_-$ are approximated as

$$S_+ \simeq 2 + 4\theta_0 + 2\theta_l \cos 2\alpha,$$  \hspace{1cm} (1)

$$S_- \simeq 2\theta_c,$$  \hspace{1cm} (2)

Here, $\theta_0$ is the common phase shift, $\theta_c$ is the phase difference between circular polarization components, and $\theta_l$ is the phase difference between linear polarization components.

Since $\theta_c$ is proportional to the projection of the spin on the probe propagation axis, $S_-$ is
a direct measure of the Larmor oscillation. The damped oscillation of $S_-$ shown in Fig. 1(c) indicates that the Larmor signal gradually decreased due to the probe pulses. The behavior of $S_+$ can be understood from Eq. (1). The gradual decrease of $S_+$ was attributed to the loss of atoms, which decreases $\theta_0$. The oscillation in $S_+$ partly results from the spin alignment that leads to oscillation in $\theta_l$. The slight increase of the oscillation amplitude suggests that orientation-to-alignment conversion was induced by the probe light, even though $\alpha$ was set around the magic angle. The misalignment in the probe system may also be responsible for the oscillation in $S_+$. We note that $S_+$ oscillates even with no nonlinear spin evolution due to a term proportional to $\langle F_z^2 \rangle$ in $\theta_0$ [21].

TPPCI has the following advantages. First, the spin state and number of atoms can be tracked separately, as discussed, whereas both the spin state and atom number contribute to the signal in other similar imaging methods such as spin-sensitive PCI [8, 25] and dual-port Faraday imaging [26]. Second, $S_-$ can be detected without the influence of a probe-intensity fluctuation, due to the balanced configuration. Third, the use of a linearly polarized probe eliminates the systematic error due to the vector shift by a circularly polarization component [8]. TPPCI can be applied for various purposes including the study of the spatial magnetic properties in a dissipative open system [27]. With a different configuration using a half waveplate instead of the quarter waveplate before the prism, it is possible to image the spatial distribution of spin alignment or spin nematicity. This will be useful for the study of exotic spin states.

We investigated the atom loss as a function of the detuning $\Delta$ of the probe frequency. $S_+$ was fitted with an exponential function, $A_+ \exp(-\gamma_+ t)$, to estimate the atom loss rate $\gamma_+$. We also fitted $S_-$ with a damped sinusoidal function, $A_- \exp(-\gamma_- t) \sin (\omega t + \phi_0)$, where $\gamma_-$ is the decay rate of the Larmor precession signal, $\phi_0$ is the initial phase, and $\omega$ is the aliased precession frequency. The fitting models adopted here are valid while non-exponential decay due to multi-body losses and nonlinear spin evolution are sufficiently small.

The frequency dependences of the decay rates normalized by the number of incident photons, $\gamma'_+ \text{ and } \gamma'_-$, are shown in Fig. 2(a). The red- and blue-detuned sides of the frequency dependences were independently measured, and the experimental conditions, such as the environmental magnetic field and the optical trap depth for each side, were slightly different. The dotted line in Fig. 2(a) shows the normalized photon-scattering rate $\gamma'_p$ calculated for our experimental conditions. It was found that $\gamma'_+$ was asymmetric with respect to the sign.
FIG. 2. Detuning dependence of the sum and difference signals. (a) Normalized decay rates. $\gamma'_+\gamma'_-\text{ and } \tilde{\gamma}'$ are plotted as a function of $\Delta$. The dotted line represents the photon scattering rate $\gamma'_p$. (b) Larmor signal amplitude. The solid lines are a fit based on the theoretical frequency dependence.

of $\Delta$. The asymmetry in $\gamma'_+$ suggests that the atom loss was mainly induced by light-induced collisions \cite{24, 28, 29}, the rate of which is discrete for the red-detuned light and continuous for the blue-detuned light. The lowest atom loss rate in this work was found to be on the order of $\gamma'_p$ around $\Delta = -1.537$ GHz, as shown in the inset. The peaks of $\gamma'_-$ at red-detuned frequencies were associated with the atom loss.

The net decay rate $\tilde{\gamma}'_-$ of the Larmor precession (shown by the solid line with an error band) was estimated to be $\tilde{\gamma}'_-=\gamma'_-\gamma'_+$ and showed little discrete dependence on the probe frequency. The observed net decay rate roughly agreed with a numerical simulation with no superradiance. This implies that the nonlinear spin evolution is a dominant source of the signal decay in our configuration.

The amplitude $A_-$ had a monotonic detuning dependence regardless of the sign of the detuning, as plotted in Fig. 2(b). The dependence is in good agreement with the theoretical expectation, which is proportional to the absolute value of the vector polarizability $\alpha^{(1)}$ \cite{30, 31} given by

$$\alpha^{(1)} = -\frac{\epsilon_0 \lambda^3 \Gamma}{64\pi^2} \left[ \frac{3}{\Delta + \omega_{\text{hfs}}/2} + \frac{1}{\Delta - \omega_{\text{hfs}}/2} \right].$$  


where $\Gamma$ is the natural linewidth of the $D_1$ line and $\omega_{\text{hfs}} = 2\pi \times 814.5$ MHz is the hyperfine splitting in the excited $P_{1/2}$ states. Since plausible noise sources such as optical and atomic spin shot noise do not depend on the probe frequency, the signal to noise ratio is maximized at the red-detuned side.

We evaluated the sensitivity $\delta\phi$ in the Larmor-precession phase with $\Delta = -1.257$ GHz and $\Delta = -1.537$ GHz, which give relatively small $\gamma'_{\pm}$. To avoid the effect of the common magnetic field fluctuation, including an AC line noise of $< 1$ nT at 50 Hz measured by a spin echo method [32], $\delta\phi$ was evaluated from $\sqrt{\text{Var}[\phi_1 - \phi_2]/2}$ over 50 experimental runs. Here, $\phi_1$ and $\phi_2$ were the estimated initial Larmor phases in two separated regions around the atom cloud center. A factor of 2 was introduced, as $\phi_1$ and $\phi_2$ were expected to be independent. We fixed the first-pulse time to be $t_0 = 0.1$ ms.

A best value of $\delta\phi = 5.6$ mrad over an analyzing region of 142 $\mu^m^2$ was attained for $\Delta = -1.537$ GHz and $\Phi_p = 8.3 \times 10^3$ $\mu m^{-2}$. The corresponding histogram is shown in Fig. 1(d). This phase sensitivity was better than the best value for a spatial BEC magnetometer (10 mrad over 120 $\mu m^2$) [8]. Furthermore, this sensitivity was almost at the standard quantum limit $\delta\phi_{\text{SQL}} = \sqrt{\delta\phi_a^2 + \delta\phi_p^2} \approx 6$ mrad, where $\phi_a$ and $\phi_p$ are the phase uncertainties due to the atomic spin and optical shot noises, respectively: $\delta\phi_a$ was estimated to be 3 mrad in each measurement region and $\delta\phi_p$ was found to be 5 mrad using independent calibration of the shot noise at the camera and a numerical calculation of the error propagation.

We also evaluated the performance as a magnetometer. The magnetic field sensitivity is given by

$$\delta B = \frac{\hbar}{g\mu_B} \frac{\sqrt{T_{\text{cycle}}}}{t_0} \delta\phi,$$

(4)

where $T_{\text{cycle}}$ is the cycle time of a single measurement run. $T_{\text{cycle}}$ was fixed to 60 seconds in our experiment, regardless of the value of $t_0$. $T_{\text{cycle}}$ includes the time taken for loading atoms into a magneto-optical trap, for the evaporative cooling to a BEC, and for the measurement.

In contrast to conventional spinor BEC magnetometries [8, 9], we used the BEC in the upper hyperfine state $F = 2$. Although inelastic collisions between atoms in different magnetic sublevels is a concern, it is expected that the polarized spin state does not suffer from inelastic collisional losses. In fact, the lifetime of the BEC prepared in the transversally polarized state with the first $\pi/2$ pulse was measured to be $T = 0.5 \pm 0.1$ s after minimizing the inhomogeneity in the real and fictitious magnetic fields. The obtained $T$ was sufficiently
FIG. 3. Magnetic field sensitivity $\delta B$ as a function of $t_0$ for different analyzing regions. The inset shows the dependence of the phase sensitivity $\delta \phi$ on $t_0$.

long for constructing a sensitive magnetometer but shorter than the lifetime of the longitudinally polarized BEC. We ascribe the excess atom loss to inelastic collisions combined with a nonlinear spin evolution due to the quadratic Zeeman energy $\approx h \times 2$ Hz.

We plotted $\delta B$ and $\delta \phi$ for $\Delta = -1.537$ GHz and $\Phi_p = 1.1 \times 10^4 \mu m^{-2}$ as a function of $t_0$ in Fig. 3. The sensitivities were evaluated for different analyzing regions, which had the same height of 5.3 $\mu m$ along the $y$ direction and different widths along the $x$ direction. We found that a $t_0$ around 300 ms was optimal for attaining a good field sensitivity because of the increase in $\delta \phi$ for longer $t_0$. The optimal time was close to the $1/e$-decay time $T_-$ of the signal amplitude $A_-$, which was measured to be $T_- = 0.57 \pm 0.03$ s. We note that $T_-$ monotonically decreased, in contrast to the case of the spinor BEC in the lower hyperfine state, where signal modulation occurs due to a quadratic Zeeman shift [9]. The monotonic decay should be related to the inelastic collisions [27]. The sensitivity was not improved by expanding the analyzing region, against naive expectations. The sensitivity degraded for a larger region when $t_0 \geq 100$ ms. We ascribed the sensitivity degradation for larger regions to a magnetic field inhomogeneity.

The best magnetic field sensitivity of $\delta B = 7.7$ pT/$\sqrt{\text{Hz}}$ was attained using a analyzing area of 28 $\mu m^2$ with $t_0 = 300$ ms, $\Delta = -1.257$ GHz, and $\Phi_p = 8.3 \times 10^3 \mu m^{-2}$. This field sensitivity was comparable to those of previous BEC magnetometers [7–9, 16, 32]. More importantly, the sensitivity was obtained with only $3 \times 10^4$ atoms in the small measurement area. We improved the sensitivity per measurement area by about a factor of 4 compared
with the previous record for BEC magnetometers. The magnetic field energy resolution was evaluated to be $58\hbar$ and is comparable to reported values for SQUIDs at low frequency and for the most sensitive atomic magnetometer. The improvement was achieved by optimizing the probe parameters, which reduced the light-induced signal decay and suppressed the photon shot noise, a dominant sensitivity limitation in BEC magnetometers.

With practically feasible improvements, a sensitivity below $pT/\sqrt{\text{Hz}}$ is obtainable. As we operated the magnetometer with a low duty cycle of $5 \times 10^{-3}$, the sensitivity can be greatly improved by the fast production of a BEC or extending the magnetic coherence time using a single-mode BEC. For AC field detection, bang–bang control is also useful.

The fundamental ultimate limitation of magnetometry should be evaluated based on the essential sensitivity with a full duty cycle and negligible magnetic decoherence, which ideally holds for a spinor BEC. The essential energy resolution for our BEC magnetometry is estimated to be $0.3\hbar$, which is better than the energy resolutions for state-of-the-art solid-state magnetometers including diamond sensors using spin ensembles, and even surpasses those for micro/nano SQUIDs, the limitation of which has been shown to be $\approx \hbar$. Our result shows that BECs may be potentially superior to SQUIDs for spatial magnetometers.

In conclusion, we realized sensitive spin detection of a BEC with TPPCI. We optimized the probe parameters, making use of the ability in TPPCI to track atom and spin density, and achieved a Larmor-phase sensitivity of $5.6\text{ mrad}$ over a measurement area of $142\ \mu\text{m}^2$. We obtained a dc-magnetic field sensitivity of $7.7\text{ pT}/\sqrt{\text{Hz}}$ over a region of $28\ \mu\text{m}^2$. Furthermore, the TPPCI used here is compatible with spin squeezing, and planar squeezing in particular. Although BECs are potentially promising for achieving a high squeezing level due to their large optical density, the signal decay due to the probe has inhibited measurement-based spin squeezing in a BEC. Our result demonstrates that a large atom–light interaction can be obtained by optimizing the probe parameters. Furthermore, the performance of our magnetometry method, which is comparable to that of state-of-the-art magnetometers, shows that true quantum-enhanced magnetometry with a sensitivity better than that possible with classical methods is feasible.
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