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Abstract

Arrays of interacting magnetic nanostructures were introduced recently as a powerful approach to investigate experimentally the exotic many-body physics of frustrated spin models. Following a similar strategy based on lithographically-patterned magnetic lattices, we provide a first attempt to fabricate a lab-on-chip platform to explore the physics of vertex models. The central idea of this work is to replace the spin degree of freedom of artificial frustrated spin systems by a local micromagnetic knob, which can be finely tuned by a proper design of the vertex geometry. This concept is demonstrated both numerically and experimentally on the celebrated six vertex model, and we show how all variants of this model can be apprehended through the engineering of magnetic square lattices. Our results open new avenues to design arrays of magnetic nanostructures not only to study a wide range of frustrated spin models, but to explore vertex models as well.
Artificial systems are often used in physics to induce, explore and manipulate intriguing properties of matter, which do not exist in nature or which can be challenging to investigate otherwise \cite{1, 2}. In condensed matter magnetism, artificial arrays of interacting nanomagnets were introduced \cite{3, 4} as a possible way to fabricate experimentally various types of frustrated spin models. Following earlier attempts \cite{5–9}, this idea to use lithographically-patterned architectures, be they magnetic or not, triggered a wealth of studies on frustrated spin systems \cite{10–20}. Many predictions and observations from condensed matter have been revisited, tested and even extended by using artificial spin systems. For instance, these magnetic systems allow to visualize unconventional magnetic phases and exotic collective phenomena directly in real space, in an almost routinely fashion. In kagome dipolar spin ice systems, the observation of a magnetic phase in which order and disorder coexist at thermodynamic equilibrium is one example of the intriguing physics that can be probed \cite{21–27}. Because almost any type of two-dimensional geometry can be designed, whether or not this geometry exist in nature \cite{28–31}, artificial spin systems offer a wide range of possibilities to investigate exotic magnetic states of matter and complex magnetic ordering \cite{32–34}, especially in magnetically frustrated spin systems.

In this work, we propose a strategy to extend the use of lithographically-patterned magnetic systems for investigating vertex models with the very same lab-on-chip approach developed for artificial spin systems. These artificial vertex systems are built from arrays of nanomagnets which are physically connected at the nodes of the lattice such that micromagnetism now plays a key role. Under such conditions, a non-uniform magnetization distribution appears at the vertices \cite{35, 36}, where the nanomagnets meet. This magnetization distribution shares common features with magnetic domain walls in magnetic nanostrips, and the energetics of these domain walls results from the competition between the magneto-static and microscopic exchange interactions. By adjusting the vertex geometry, the energy of the different possible domain walls can be tuned continuously using micromagnetism as a knob, and the energy hierarchy of the different vertex types can be modified. More specifically, we focus our work on the six vertex model and demonstrate that the three predicted phases can be reached experimentally, including the macroscopically degenerated manifold of the disordered phase obtained when all six vertices have the same energy. This result is
important as it opens new avenues to investigate in real space a spin liquid state in a vertex system, i.e., a system in which magnetic frustration is not driven by interactions nor by topology, but implemented more deeply, through a local constraint. In other words, instead of finding technological strategies to engineer a frustrated spin system into its highly degenerate low-energy manifold, we provide a simple and elegant experimental solution to adjust the vertex energy at will, without the need of finely tune two-body frustrated interactions.

The six vertex model

Vertex models are models of statistical mechanics in which a Boltzmann weight is attributed to each vertex of a given lattice. Although any lattice geometry can be considered in any dimension, we consider in the following the two-dimensional square lattice, which gave rise to celebrated vertex models [37, 38]. Each of the four links meeting at a vertex is assumed to have two possible states represented by an arrow. This arrow can either point inwards or outwards the vertex and can thus be considered as an Ising variable. The configuration resulting from the four arrows meeting at a vertex $i$ defines its energy $\epsilon_i$. The total energy $E$ of a given vertex microstate is then the sum of all individual vertex energies: $E = \sum_i \epsilon_i$. Among the $2^4 = 16$ possibilities defining a vertex state on a square lattice, six states are made of two spins pointing inwards and two spins pointing outwards the vertex, leading to a local divergence-free condition. The remaining ten vertices are states that can be seen as sources or sinks of a magnetic flux, breaking the divergence-free condition. These sixteen states are represented in Fig. 1(a), both in the form of Ising spins and using a puzzle piece representation.

Vertex models differ from their often associated Ising spin models, in which the Boltzmann weight is attributed to the bond connecting two neighboring vertices. The total energy $E'$ of a given Ising spin microstate is the sum of all pairwise spin configurations: $E' = \frac{1}{2} \sum_{(i,j)} J_{ij} \sigma_i \sigma_j$, where $J_{ij}$ is the coupling strength between the Ising spins $\sigma_i$ and $\sigma_j$ residing on the sites $i$ and $j$, respectively. One should keep in mind that vertices in vertex models are non-interacting objects, in contrast with spins in spin models [see Fig. 1(b,c)]. Still, vertex models are constrained models as two neighboring vertices share an Ising variable.
This is illustrated using the puzzle piece representation: a vertex does not directly interact with its four neighbors but imposes a local constraint on each of them. So far, artificial spin systems, built from an assembly of magnetic elements interacting through magnetostatics, have been used to capture experimentally the many-body physics associated with frustrated and unfrustrated spin models, but not with the physics of vertex models.

In the following, we consider the different variants of the six vertex model, which restricts the possible vertex states to type I and type II vertices (blue and red puzzle pieces, respectively). In its general formulation, six different Boltzmann weights are assigned to the six possible vertices \[37, 38\]. Assuming reversal symmetry of the arrows bridging neighboring vertices, three Boltzmann weights only allow the description of the system phase diagram \[39–45\], which presents four different regions: two ferroelectric phases \((a > b + c \text{ or } b > a + c)\), one antiferroelectric phase \((c > a + b)\) and one disordered phase \([a, b, c < \frac{1}{2}(a + b + c)]\) [see Fig. 1(d) for the Boltzmann weights \(a, b\) and \(c\)]. We will see below how these different phases can be potentially reached by tuning the vertex energy using micromagnetism as a knob.

**Storing end tuning the energy at the vertex sites of an artificial system**

The central ideal of our work is to consider a square lattice of nanomagnets that we physically connect at the vertex sites. Magnetization distribution will then arrange in the form of a domain wall, where the four nanomagnets meet. All the energy is then stored at the vertex. As we will see below, the vertex energy and the energy hierarchy between vertex types can be changed by adding a hole at the vertex site, i.e., by removing some magnetic materials in the array. In fact, the internal structure of magnetic domain walls usually results from the competition between the microscopic exchange and the magnetostatic interactions. The shape of the nanostructure in which domain walls are confined, together with its geometrical parameters, such as width and thickness, are crucial to determine the internal structure that minimizes the micromagnetic energy \[46–48\]. The hole that we incorporate within the region where the domain wall seats allows fine tuning of the competition between the microscopic exchange and magnetostatic interactions.

To illustrate this effect, we first use finite difference micromagnetic simulations \[49, 50\] [see
Methods. The micromagnetic configurations for each vertex type are reported in Fig. 2(a). These configurations resemble domain walls in many ways. Type I vertices have the form of a magnetic antivortex, while type II vertices are almost homogeneously magnetized in (11)-like directions. Type III vertices have the form of an enlarged transverse domain wall separating the two horizontal head-to-head nanomagnets. Type IV vertices resemble a vortex domain wall, with two possible chiralities (the vortex core being removed by the presence of the hole).

In Fig. 2(b), we report the total energy of the four vertex types as a function of the hole diameter for nanomagnets with typical dimensions of $1500 \times 300 \times 25 \text{ nm}^3$. The main result here is the capability to change the energy hierarchy between type I and type II vertices by adjusting the hole diameter, while keeping type III and type IV vertices much higher in energy. The fact that the energies of type I and type II vertices vary differently with the hole diameter is explained by the change of the microscopic exchange and magnetostatic energies. For small hole diameters, the type I vertex costs more energy than the type II vertex because it hosts an antivortex domain wall, a texture known to be highly energetics because of the exchange penalty resulting from the curl of magnetization. As the hole diameter is increased, the energy of the type II vertex increases because of the additional magnetostatic energy induced by the presence of the hole [as illustrated in Fig. 2(a)], while at the same time the exchange penalty is reduced for the type I vertex [see Methods]. The crossing point where type I and type II vertices have the same energy then suggests that micromagnetism can serve as a degree of freedom allowing exploration of the different variants of the six vertex model. In particular, the disordered phase obtained when the energy is the same for the six vertices should be observed.

**Experimental results**

To test this idea experimentally, we fabricated a series of square lattices made of permalloy nanomagnets connected at each vertex site, following the design used for the micromagnetic simulations described above. The nanomagnets we consider here are 300 nm-wide and 25 nm-thick. The vertex-to-vertex distance is set to 1.8 $\mu$m and the hole diameter is varied between
70 and 210 nm, typically. We emphasize that this lattice geometry differs substantially from the one used in previous works on artificial spin systems as it does not consist of an assembly of interacting magnetic objects. Instead, the lattice can be seen as a unique magnetic object. The square lattices were demagnetized using a field protocol, which efficiently brings arrays of interacting nanomagnets into a low-energy manifold. The resulting magnetic configurations are then imaged with a magnetic force microscope (MFM).

We first observe that the magnetic contrasts associated with type I and type II vertex configurations have different intensity. This is illustrated in Figs. 3(a,b) where this contrast appears much stronger for type II than for type I vertices. This simply results from the magnetic charge screening, which is more efficient for a type I vertex as the north (positively charged) and south (negatively charged) poles of the four nanomagnets that meet alternate [see Methods]. Consequently, MFM images seem to show at first sight only type II magnetic contrast, but in the regions where the magnetic contrast is barely visible, type I vertices are indeed present.

We then compare the magnetic configurations of three square lattices having three different hole diameters [see Figures 3(c-h)]. For large hole diameters ($\phi = 210$ nm), we find the system close to the antiferromagnetic (AFM) ground state configuration built from type I vertices only. In Figures 3(c,f), the lattice shows two large patches of this AFM ground state separated by a domain wall made of type II vertices crossing the entire lattice. This result is consistent with predictions from the Rys F model [40]. For small hole diameters ($\phi = 130$ nm), the lattices are found close to the ground state configuration predicted by the KDP model [44], i.e. a magnetic state made of fully polarized lines crossing the lattice horizontally and vertically. Ordering is not perfect and we still observe the presence of type I vertices, diluted within a type II background. These diluted type I vertices act as local defects connecting two ferromagnetic lines with opposite directions [see Figure 3(h)]. Interestingly, for intermediate hole diameters ($\phi = 190$ nm) the magnetic configuration reveals small patches of both ground states. This illustrates that the average size of type I and type II domains can be changed continuously by adjusting the hole diameter, and demonstrates the capability of our approach to change model using micromagnetism as a knob. This observation has another important consequence: if properly chosen, the hole diameter could be
tuned experimentally to approach the (algebraic) liquid state associated with the disordered phase [42, 45].

The magnetic structure factor is a convenient tool to characterize the magnetic disorder of a given configuration as it provides a magnetic diffraction pattern representing the spin-spin correlations. We thus have computed the magnetic structure factor of three square lattices having different hole diameters, but close to the critical diameter for which the population of type I an type II vertices are comparable to those expected in the disordered phase. These lattices were demagnetized twice to improve statistics. Results are reported in the Figure 4 for hole diameters $\phi = 210$ nm [Fig. 4(a)], $\phi = 200$ nm [Fig. 4(b)] and $\phi = 190$ nm [Fig. 4(c)]. The magnetic structure factors first confirm our real space observations: tuning the hole diameter allows us to explore several variants of the six vertex model. For the largest holes, the diffraction pattern is characterized by Bragg peaks at the corners ($M$ direction) of the Brillouin zone [Figure 4(a)]. These Bragg peaks are associated with the antiferromagnetic ground state configuration of the Rys F model. For the smallest hole diameter, the magnetic structure factor reveals a line pattern associated with the ferromagnetically polarized lines observed in real space [Figure 4(c)]. This diffraction pattern confirms that our lattices approach in that case the ground state configuration predicted by the KDP model. Finally, when adjusting properly the hole diameter, the magnetic structure factor reveals a diffuse pattern [Figure 4(b)], similar to the one expected within the square ice model [19]. This pattern strongly suggests that our demagnetized square lattices behave as a classical spin liquid.

**Discussion**

We recall here the three conditions required to have an experimental realization of the disordered phase (at zero temperature) predicted by the six vertex model:

1) The energies of type I and type II vertices must be equal,
2) The vertices must be non-interacting objects and the local constraint is only associated with the common bond linking two neighboring vertices,
3) Type III and type IV vertices are not considered (i.e., their occurrence probability is zero).
Our system thus offers a promising platform to investigate the disordered phase through a lab-on-chip approach as these three conditions can be very well approximated:

1) The hole diameter is an external parameter that can be finely tuned to adjust the energy of type I and type II vertices \[\text{see Fig. 2(b)},\]
2) Vertex-to-vertex interaction can be neglected \[\text{see Methods},\]
3) Monopole-like defects are not observed \[\text{see Fig. 3}].

We emphasize that the second and third conditions are usually not fulfilled when using artificial spin systems, i.e., assemblies of nanomagnets coupled through the magnetostatic interaction. In particular, although they are prohibited in the square ice model, type III charged defects are very often present in significant amount in artificial spin systems \[\text{as their energy is also reduced in strategies developed to reach the first condition mentioned above.}\]

However, we note that the critical hole diameter at which we observe a disordered phase differs substantially from the one deduced from the micromagnetic simulations. In fact, this critical diameter remains essentially unchanged when varying the size of the nanomagnets and is always found of the order of a few tens of nanometers \[\text{see Methods}]. We attribute these differences to the field demagnetization protocol, which favors ferromagnetic spin-spin correlations within the horizontal and vertical lines of the lattice. Similar effects have been observed in artificial spin systems \[\text{as their energy is also reduced in strategies developed to reach the first condition mentioned above.}\]

In addition, careful inspection of the magnetic structure reported in Fig. 4(b,c) and the one expected in the disordered phase reveals small differences: the overall background remains slight structured in our lattices and the intensity remains a bit higher than expected. We believe that the same effects can be evoked here as well, as the demagnetized protocol favors ferromagnetic spin-spin correlations within the lines of the lattices. Such effects should be strongly limited when using systems that could be thermally activated. If promising, our design must be optimized if the goal is to explore the properties of the disordered phase, such as the algebraic spin-spin correlations and the pinch points in the associated magnetic
structure factor.

Regarding the KDP variant of the six vertex model, the design we propose can be easily improved. In fact, in the KDP model the degeneracy between the four possible type II vertices is lifted and one of the condition \( a > b + c \) or \( b > a + c \) should be met. One elegant way allowing to fulfill this condition is to make the vertex asymmetric by replacing the circular holes by ellipses. In that case, micromagnetic simulations indicate that the degeneracy between the type II vertices is indeed lifted [see Figure 5]. The direction of the ellipse’s long axis then determines which of the two conditions is met (\( a > b + c \) or \( b > a + c \)) and can be chosen accordingly.

To conclude, based on the fabrication of lithographically-patterned magnetic lattices, we provide a first attempt to investigate the physics of vertex models experimentally. The central idea of this work is to replace the spin degree of freedom of artificial frustrated spin systems by a local micromagnetic knob, which can be finely tuned through the design of the vertex geometry. We believe that our design offers interesting possibilities for studying vertex models through a lab-on-chip approach. We hope that our work will stimulate new research in the field and will help connecting experiments with statistical physics.

**Methods**

*Micromagnetic simulations*

Micromagnetic simulations were performed using the open source OOMMF [49] and Mumax3 [50] softwares. Both codes are based on a finite difference approach, i.e., the simulated system is discretized into an orthorhombic mesh. We computed the micromagnetic energy of the four possible vertex types as a function of the hole diameter located at the vertex site. In all calculations, the parameters commonly used for permalloy were chosen: spontaneous magnetization \( M_S = 8 \times 10^5 \text{ A/m} \) (i.e., \( \mu_0 M_S = 1.0 \text{ T} \)), the exchange stiffness was set to 10 pJ/m and the magnetocrystalline anisotropy was neglected. Besides, the damping coefficient was set to 0.5 and magnetic moments at the free extremity of the nanomagnets were fixed to avoid non-uniform magnetization profiles at the edges. To limit the influence
of numerical roughness, the mesh size was set to $2 \times 2 \times 25 \text{ nm}^3$. The nanomagnets have the same dimensions as in the experiments ($1500 \times 300 \times 25 \text{ nm}^3$).

To understand why the hole diameter is changing the energy hierarchy between type I and type II vertices, it is useful to plot the microscopic exchange and demagnetization energies as a function of the hole diameter [see the Supplementary Figure 1]. Doing so reveals that these two energies follow the same trend as the hole diameter is increased. For a type I vertex, they both decrease with the hole diameter, while they both increase for a type II vertex. However, the change of the exchange energy is about 2.5 larger than the change of the demagnetization energy for a type I vertex, consistently with the fact that the hole is essentially removing the core of the antivortex, where the exchange penalty is high. For a type II vertex, the situation is reversed and the change of the demagnetization energy is about 7 times larger than the change of the exchange energy. This is consistent with the fact that the hole is the source in that case of additional magnetic charges.

Considering the dependency of the microscopic exchange and demagnetization energies with the hole diameter, we do not expect any significant change in the critical hole diameter for which type I and type II vertices have the same energy if one changes the typical dimensions of the vertex. To check this claim, we performed other micromagnetic simulations for nanomagnets with dimensions $500 \times 100 \times 20 \text{ nm}^3$ and $1000 \times 200 \times 20 \text{ nm}^3$ [see Supplementary Figure 2]. Indeed, we find that the critical diameter is about 30 and 40 nm, respectively, i.e., close to the 45 nm value reported in Figure 2(b) for $1500 \times 300 \times 25 \text{ nm}^3$ nanomagnets.

Using the Mumax3 micromagnetic code, we also computed the expected MFM contrast for a type I and a type II vertex [see the Supplementary Figure 3]. Consistently with what is observed experimentally, a type I vertex exhibits a magnetic contrast sightly weaker than the type II vertex. We interpret this difference as a consequence of the magnetic charge screening, which is more efficient for a type I vertex, since neighboring nanomagnets have oppositely charged contributions.

Our micromagnetic simulations also reveal that the vertex-to-vertex interaction can be neglected experimentally. This is illustrated in the Supplementary Figure 4 where the map of the demagnetization field is represented for type I and type II vertices, in the case of
conventional arrays of interacting nanomagnets (i.e., artificial spin systems) and of arrays of physically connected nanomagnets (i.e., artificial vertex systems). In the latter case, the demagnetization field is essentially confined within the array and there is only little magnetic flux outside the vertex. On the contrary, non-negligible magnetic flux is observed outside the vertex in the case of physically separated nanomagnets.

Experimental details

Magnetic images were obtained using a NT-MDT magnetic force microscope and homemade magnetic tips (a 50 nm-thick CoCr alloy is coating the tip of the cantilever). Prior to their imaging, the samples were demagnetized using an in-plane magnetic field, oscillating at a 250 mHz frequency, with an amplitude decaying from about 100 mT to zero in several days. During the demagnetization protocol, the sample is put in rotation at about 20 Hz.

For the magnetic structure factor analysis, several lines of vertices have been removed from the MFM images to discard a potential influence of the boundary conditions. To improve the statistics, the arrays were demagnetized two times and the resulting configurations were averaged.
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FIG. 1. **Vertex types on a square lattice.** (a) All possible vertex configurations. These sixteen different vertices are represented either using the arrows linking neighboring vertices or using a puzzle piece representation to conveniently describe that vertices are non-interacting objects, although they propagate a local constraint. (b) Schematics of a square spin lattice. (c) Puzzle piece representation of a magnetic configuration involving all four vertex types described in (a). (d) Puzzle pieces corresponding to the six possible vertices considered in the six vertex model. Assuming reversal symmetry of the arrows bonding neighboring vertices, three Boltzmann weights $a$, $b$ and $c$ allow the description of the phase diagram associated with the six vertex model.
FIG. 2. Using micromagnetic as a knob to modify the vertex energy. (a) Micromagnetic configurations of type I, type II, type III and type IV vertices for 300 nm-wide, 25 nm-thick permalloy nanomagnets with a hole diameter equals to 90 nm. Black arrows represent the local direction of magnetization, while the blue / red contrast codes for the divergence of the magnetization vector. (b) Micromagnetic energy of the four vertex types when changing the hole diameter for the same geometrical parameters of the nanomagnets.
FIG. 3. **Experimental results.** (a) Topography image of a connected square lattice with a hole diameter equals to 200 nm (b) Magnetic image corresponding to the topography image reported in (a). Type I and type II vertices can be identified, although type I vertices show a much weaker contrast due to charge screening. Magnetic image of a square lattice for a hole diameter of (c) 210 nm (d) 190 nm and (e) 130 nm. (f-h) Analysis of the spin configuration in (c-e), respectively. Green / blue patches code for regions of the lattice where only type I vertices are found. Red codes for type II vertices.
FIG. 4. Magnetic structure factors deduced from real space magnetic images. Hole diameter is (a) 210 nm (b) 200 nm (c) 190 nm. The figure illustrates how a fine tuning of the hole diameter modifies the physics of our artificial vertex system. The observed magnetic configurations correspond to a low-energy manifold of (a) the Rys F model (antiferroelectric phase), (b) the ice model (liquid-like disordered phase) and (c) the Slater KDP model (ferroelectric phase).
FIG. 5. Lifting the degeneracy of type II vertices. Micromagnetic configurations of a type II vertex for 100 nm-wide, 20 nm-thick permalloy nanomagnets with a hole diameter equals to $70 \times 30$ nm$^2$. Two cases are considered depending on how magnetization is aligned with respect to the long axis of the ellipse. Black arrows represent the local direction of magnetization, while the blue / red contrasts code for the divergence of the magnetization vector. The total micromagnetic energies are respectively: (a) $3.33 \times 10^{-17}$ J (b) $3.64 \times 10^{-17}$ J.