Application of Combined Developments in Processes and Models to the Determination of Hot Metal Temperature in BOF Steelmaking
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Abstract: Nowadays, the steel industry is seeking to reduce its carbon footprint without affecting productivity or profitability. This challenge needs to be supported by continuous improvements in equipment, methods, sensors and models. The present work exposes how the combined development of processes and models (CDPM) has been applied to the improvement of hot metal temperature determination. The synergies that arise when both sides of this research are simultaneously approached are evidenced. A workflow that takes into account the CDPM approach is proposed. First, a thermal model of the process is developed, making it possible to identify that hot metal temperature is a key lever for carbon footprint reduction. Then, three main alternatives for hot metal temperature determination are compared: infrared thermometry, time-series forecasting and machine learning prediction. Despite considering only few process variables, machine learning techniques succeed in extracting relevant information from process databases. An accuracy close to infrared thermometry is obtained, with a much higher applicability. This research shows that process-model alternatives are complementary when judiciously nested in the process computer routines. Combining measurement and modelling techniques, 100% applicability is achieved with an error reduction of 7 °C.
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1. Introduction

Steel is a highly recyclable material. Consequently, the electric arc furnace (EAF), which produces steel mostly from scrap collected from recycling, is the most direct method of steelmaking. However, the increasing demand for steel cannot be met only by recycling, and new metallic iron must enter the global cycle, either through the direct reduction of iron ores or through integrated steelmaking. This prevailing route uses the blast furnace (BF) to produce iron from iron ore; in a second step, a basic oxygen furnace (BOF) converts this crude iron, with some scrap and other material additions, into steel.

Integrated steelmaking accounts for 70% of world steel production [1]. It uses large amounts of carbon as a reducing agent and generates CO₂. On the other hand, the EAF route is simpler, uses fewer natural resources, consumes less energy and generates fewer CO₂ emissions. This is the paradox and challenge of the steel industry. Steel is a material that fits perfectly into the circular economy, but the need to introduce new metallic iron into the global cycle causes a significant carbon footprint. Today, the steel industry is seeking to reduce its CO₂ emissions without affecting productivity or profitability [2]. This adaptation must not rely solely on breakthrough innovations; it must also be supported by the continuous improvements in equipment, methods, sensors and models [3,4].

Focusing on the BOF process, considerable modelling effort has been made, although it is unclear whether this has always been in the right direction. The potential benefits of complex models over
other, simpler alternatives are seldom mentioned. For instance, descriptions have been published of several models for the prediction of the BOF endpoint [5,6], for which sensors have long existed for reliable endpoint determination [7]. By contrast, little attention has been paid to the modeling of the BF–BOF interface, despite its strong energy implications [8,9]. Some phenomenological thermal models have been described in the literature [10–12], although their real applicability and long-term sustainability were not reported. Only very recently has the search for improved hot metal temperature predictions been addressed [13–15]; using a systematic procedure, the present work compares the various alternatives for this purpose.

In a separate contribution [16], the authors will review the features and benefits of the combined development of processes and models (CDPM). Essentially, this approach is based on the characteristics highlighted by Alexander McLean in the early 2000s [3], and has gained the interest of the authors over the course of several projects for the optimization of energy processes [13–15,17]. The present work describes how these ideas have been successfully applied to the improvement of hot metal temperature determination using sensors and models. It will serve to illustrate the synergies that arise when both aspects are addressed simultaneously.

This research is focused on BOF process and the BF–BOF interface, as illustrated in Figure 1 [18,19]. BF produces liquid iron, called hot metal. The hot metal is pretreated and transferred to the BOF, where it is transformed into liquid steel. While the hot metal composition remains rather stable from the blast furnace to the steel mill, its temperature undergoes a variable drop, so its exact value is not known at the moment of the BOF load calculation. However, an estimation of the actual hot metal temperature (\( y \) in Figure 1) is required to calculate the relative quantities of hot metal, scrap and other raw materials to be included. Given that these materials account for a significant part of the cost of steel and the associated carbon footprint, accurate forecasting of the hot metal temperature becomes critical for the optimization of the BOF process [20].

![Figure 1](image-url)  
Figure 1. Scope of this research: a basic oxygen furnace (BOF) and the interface with the blast furnace (BF). The key aspects to be considered in this study are shown using different font colors: main materials (black), processes (gray) and process variables (green).

The aim of this work is to illustrate how a CDPM approach can be reinvented based on previous existing ideas and adapted to this complex process, generating a working method for process improvement. It is then applied to identify which aspects of the BOF process have the greatest impact on the carbon footprint. Additionally, mitigation measures are addressed through the concurrent development of processes and models.
This article is organized as follows. Section 2 proposes a workflow that takes into account the CDPM approach, and then describes a thermal model of the BOF with which it is possible to identify the main actuators for carbon footprint reduction, before analyzing three key alternatives for hot metal temperature determination: (1) infrared thermometry measurement; (2) time-series forecasting; and (3) machine learning predictions. The results of these techniques are presented in Section 3 and discussed in Section 4, where relevant synergies between them are identified.

2. Materials and Methods

2.1. Proposed Workflow

As described, the joint development of processes and models appears to be a better approach than conducting isolated efforts. However, no information has yet been published on a possible workflow for applying these principles. In order to fill this gap, and for this particular research, the authors used and adapted CRISP-DM (Cross-Industry Standard Process for Data Mining). This methodology was conceived in the late 1990s in the framework of a European Union project [21]. Nowadays, it represents the most widely used workflow for data-mining modeling [22]. It is preferred over other methods because it emphasizes the understanding of business (i.e., the process) and data (the model), which is the central dichotomy of the CDPM approach.

As shown in Figure 2, the key steps of the original CRISP-DM were split in two: one line for process development and the other for model development. An additional previous step was added which considers several process-model alternatives. This latter step takes into account possible synergies between both approaches and avoids unnecessary overlapping between them. In addition, a final joint evaluation of the selected alternatives was added. This step provides a final image and identifies the best solution for implementation.

Figure 2. Comparison of methodologies: (a) the original CRISP-DM workflow; and (b) modified version adopted in this research for the combined development of processes and models (CDPM).

2.2. Process-Model Understanding

As indicated in Figure 2a, the first and possibly the most important step of the CRISP-DM workflow is an adequate understanding of the process under consideration. In the view and experience of the authors, process understanding must be supported by adequate process modeling. It is clear that the contribution of process experts is crucial in this stage, but this may be insufficient. Since process experts may not be fully aware of all the existing crossed effects and implications, collaboration with modeling experts is desirable in order to set up a valid model of the complete process. The model must be capable of simulating the behavior of the system at all possible operating points.

Already published models of the BOF process are often either too broad (site or regional scale [23–25]) or too narrow (individual effects [26,27]). In order to adequately describe the BOF...
converter, and to assess the relative importance of the involved variables, a complete mathematical description of the process was proposed [17]. Since such a model must adequately describe thermal aspects of the process in the complete operating domain, a model based on mass and energy balances was adopted. A macroscopic, law-driven model tends to generalize well [4], and can be successfully applied in different plants and under diverse production scenarios. The proposed approach is substantially different from the classical models used to control the BOF process. These well-established models rely heavily on the continuous statistical updating of their parameters. Consequently, they are very accurate for short-term forecasting, but they lose their reliability when applied to extended periods of time, or to different operating points or plants.

The BOF converter is a batch reactor; each batch is commonly referred to as a “heat”. As shown in Figure 1, the main input materials, i.e., hot metal and scrap, are loaded into the empty converter at the beginning of the process. Afterwards, different materials such as oxygen, argon and lime are added continuously or intermittently over a total time of about 15 min. A continuous off-gas flow is generated along the process. At the end of the process, the converter is emptied, yielding steel as the product and liquid slag as a byproduct.

The proposed thermal model takes into account mass and energy balances, as well as the enthalpy of the highly exothermic oxidation reactions occurring inside the converter. These three aspects are coupled. The mass balance can be expressed as:

$$\sum_{i \in \text{input}} m_i x_i^j = \sum_{i \in \text{output}} m_i x_i^j$$  \hspace{1cm} (1)$$

where $m_i$ is the mass of material $i$ involved in the process as input, output or both, and $x_i^j$ is the mass fraction of species $j$ in material $i$. The energy balance can be expressed as:

$$- \Delta H_i^M = \sum_{i \in \text{output}} m_i \Delta h_{M-Fi} - \sum_{i \in \text{input}} m_i \Delta h_{M-Ii} + Q_{TL}$$  \hspace{1cm} (2)$$

where $-\Delta h_{M-Ii}$ represents enthalpy variation, including the decomposition, heating and dissolution, of the input material $i$ from initial to metallurgical conditions (1600 °C, 1 atm). The term $\Delta h_{M-Fi}$ is the enthalpy variation of output material $i$ from the metallurgical to the final conditions. The reaction enthalpy under metallurgical conditions is represented by $\Delta H_i^M$ and the thermal losses by $Q_{TL}$. Equation (2) indicates that the enthalpy of exothermic reactions ($-\Delta H_i^M > 0$) contributes to: (a) increasing the enthalpy of the input materials from initial to metallurgical conditions ($-\Delta h_{M-Ii} > 0$); (b) increasing the enthalpy of products from metallurgical to final conditions ($\Delta h_{M-Fi} > 0$); and, finally, (c) thermal losses ($Q_{TL} > 0$).

The balances expressed in Equations (1) and (2) were applied to the eleven relevant species involved in the process: Fe, C, Si, Mn, P, CaO, MgO, SiO$_2$, O$_2$, Ar and N$_2$. Ten input materials were considered: hot metal, scrap, lime, dolomitic lime, iron ore, anthracite, FeSi, nitrogen, argon and oxygen. The three output phases are steel, slag and off-gas. Details of the resulting equation system were given in previous related works [17,28].

The stoichiometry of the oxides in the slag are known for SiO$_2$, MnO and P$_2$O$_5$; for iron, it is assumed that Fe$^{2+}$(Fe$^{2+}$ + Fe$^{3+}$) = 0.3. Additionally, the iron content of the slag is assumed to be $x_{\text{Fe}}^{\text{slag}} = 0.18$, which is a common target in BOF steelmaking. The ratio for carbon oxidation in the vicinity of the bath, CO/(CO+CO$_2$), was taken as 0.9. Reaction and transformation enthalpies were obtained from the literature [19,29–32]; in case of discrepancies between sources, the one closest to actual industrial experience was used. Finally, thermal losses were taken to be 5% of the energy input, as suggested by Kudrin [29] and confirmed by plant data.

This thermal model allowed us to evaluate the material and energy flows of the BOF process under any operating conditions. The model was validated against real plant data and then applied to assess the impact of the process parameters on carbon emissions [17]. Indirect emissions were obtained.
from Ryman and Larsson [33]. It was found that hot metal temperature management is a primary actuation lever at the BF–BOF interface, as illustrated in Figure 3. Moreover, as depicted in Figure 4, reducing the absolute error in hot metal temperature forecasting by 10 °C contributed to a reduction of 5 kg of CO₂ per ton of liquid steel. A positive error in temperature is compensated for by the addition of anthracite. This will cause a net increase in total emissions of approximately 5 kg of CO₂ per ton of liquid steel. On the other hand, a negative error would require the addition of iron ore as a coolant. This addition does not appreciably increase emissions, but the excess hot metal is responsible for a similar increase in CO₂ emissions.

Figure 3. Sankey diagrams representing (a) mass, (b) carbon and (c) energy flows for a standard heat (no FeSi, no anthracite, 1250 °C hot metal temperature, 1700 °C steel temperature) according to [17].

Figure 4. Effect of hot metal temperature prediction error on total carbon emissions according to [17].

2.3. Process and Model Alternatives

In order to achieve a better forecast of the hot metal temperature at the steel mill, different methods can be envisaged. They can be grouped into four main axes:

1. Direct measurement with thermocouples
2. Indirect measurement with IR thermometer
3. Prediction with stochastic models
4. Prediction with machine learning models
4. Prediction with machine learning models

The first and second alternatives pertain to process development, while the third and fourth correspond to model development.

2.4. Process Development

2.4.1. Direct Measurement

The hot metal temperature is required to calculate the BOF load [34]. At first glance, the easiest way to obtain this value is to use disposable thermocouples; this is a reliable measurement method, since the instrument has sufficient accuracy, and repeatability has been validated in steelmaking practice [35]. There are two possible moments for doing this:

- On the torpedoes, directly before starting pouring
- On the hot metal ladle, before completing the hot metal transfer

However, the direct measurement option presents some important drawbacks:

1. Several automated measuring stations and additional labor would be required to measure on torpedoes, since several hot metal transfer points exist at each steel mill. If the measurement is to be made on hot metal ladles, at least two measuring stations would be necessary.
2. Direct measurement implies delaying the execution of the BOF load model until the last possible moment. This requires that not only the preparation of the hot metal, but also the preparation of the associated scrap load be postponed. This has a very negative impact on the productivity of the steel mill.
3. Despite the fact that thermocouples are accurate, the obtained temperature is not representative of the real conditions in which the hot metal will finally be loaded into the converter. To remedy this, several processes occurring after the thermocouple measurement would require additional modelling, e.g., the holding time in the torpedo, hot metal pouring from the torpedo to the ladle, the holding time in the ladle and the skimming of the hot metal ladle.

2.4.2. Indirect Measurement

A second possibility is indirect, contactless measurement with infrared (IR) thermometry on the hot metal stream during pouring. This would mitigate some of the aforementioned drawbacks, although new weak points may arise. The effect of drawbacks (1) and (2) would be partially reduced, since the measurement is carried out without altering the normal transfer process, albeit at the last minute. In contrast, the limitation (3) is maintained—or even increased—due to the uncertainties associated with the position of the hot metal stream and the presence of sparks, fumes and slag.

In previous research [14], a series of tests were carried out on 220 heats. The thermocouple results were compared with the IR measurements. Moreover, video sequences were simultaneously recorded in order to identify and understand the main causes of IR signal disturbance. The ratio of complete and successful IR measurements was rather low, i.e., approximately 60%. The main cause for this was the variability of the shape and the position of the stream. However, a good value of the mean absolute error, i.e., $11^\circ C$, was obtained, after performing a linear regression adjustment, as indicated in Figure 5.

2.5. Model Development

The BF–BOF interface has a strong impact upon raw materials, energy and emissions. Consequently, the modeling of the thermal aspects has received much attention in recent decades, often focusing on individual subprocesses of the interface. There are few general models dedicated to predicting the evolution of the temperature between the blast furnace and the steel mill. This is not comparable to the attention paid to temperature evolution in downstream processes, from the BOF converter to the continuous casting [36].
The initial variables are difficult to measure, or even to minimally characterize. For this reason, both stochastic and machine learning models were applied in this research. Although some phenomenological models have been proposed in the past [10–12], such approaches are not suitable to control models under real plant conditions, since many relevant phenomena and variables are difficult to measure, or even to minimally characterize. For this reason, a data-driven approach was adopted by the authors for the prediction of the hot metal temperature at the steel mill [14,15].

Both conventional stochastic and more advanced machine learning methods were applied for time series forecasting. Very recently, Papacharalampous [37] conducted an extensive comparison between the two types of techniques, concluding that either can provide satisfactory results. For this reason, both stochastic and machine learning models were applied in this research.

The proposed data-driven models are based on the five process variables listed in Table 1 and indicated in Figure 1. Among the different available variables in the process databases, only these variables were judged to be relevant, and with no more than 10% of missing data points. The initial temperature \(x_1\) is measured with disposable thermocouples at BF tapping; the total holding time \(x_2\) represents the elapsed time between this initial measurement at BF and the final temperature measurement, just before BOF loading, \(y\). The pretreatment duration \(x_3\) accounts for temperature losses during the desulphurization process. Considering that the mass flowrates of the flux and the inert gas are essentially constant, the main differentiating variable is the effective treatment time, assuming that the main effect on temperature drop is caused by hot metal stirring. In order to have a simple but reliable reference of the thermal status of transport vessels, their empty duration times in the previous working cycle, \(x_4\) and \(x_5\), are also considered. Other aspects like vessel preheating, lining condition or solid slag/metal accretions could not be taken into account in the models due to the limited availability or reliability of the data. Cases with vessel preheating (<5%) are outside the scope of the model, and lining uncertainties were ignored.

2.5.1. Stochastic Modelling

The stochastic models considered in this research are summarized in Table 2. They are ordered by increasing level of complexity. The Standard Value (SV) is the simplest method. The predicted temperature, \(\hat{y}\), for the actual heat, \(t\), is given by a fixed standard value \(c_{SV}\), usually the mean of
all previous observations. A very cost-effective model, i.e., Naïve Forecasting (NF), takes the last registered observation, $y_{t−w}$, as the predicted temperature for the actual heat. Normally, $w = 1$, but it can be greater when the immediate previous temperature cannot be measured or stored. The next considered method is the Moving Average Smoothing (MAS). This method takes the average of the last $w$ values, and presumably, gives better predictions. These very simple models are frequently employed as a benchmark, as well as a backup model in the absence of detailed process data [38].

### Table 1. Considered variables for BF–BOF interface models.

| Description                  | Symbol | Min  | Max  | Unit  |
|------------------------------|--------|------|------|-------|
| Initial temperature          | $x_1$  | 1400 | 1540 | °C    |
| Total holding time           | $x_2$  | 2    | 20   | h     |
| Pretreatment duration        | $x_3$  | 0    | 40   | min   |
| Empty torpedo duration       | $x_4$  | 1    | 16   | h     |
| Empty ladle duration         | $x_5$  | 0    | 8    | h     |
| Final temperature            | $y$    | 1200 | 1420 | °C    |

### Table 2. Stochastic models.

| Model                                      | Expression                                      |
|--------------------------------------------|-------------------------------------------------|
| Standard Value (SV)                        | $\hat{y}_t = c_{SV}$                           |
| Naïve Forecasting (NF)                     | $\hat{y}_t = y_{t-w}$                         |
| Moving Average Smoothing (MAS)             | $\hat{y}_t = \frac{1}{w} \sum_{i=1}^{w} y_{t-i}$ |
| Auto-Regressive Moving Average with Integration (ARIMA) | $\hat{y}_t = c + \sum_{i=1}^{p} \phi_i y_{t-i} + \sum_{i=1}^{q} \theta_i \epsilon_{t-i}$ |
| ARIMA with eXogenous predictors (ARIMAX)   | $\hat{y}_t = c + \sum_{i=1}^{p} \phi_i y_{t-i} + \sum_{i=1}^{q} \theta_i \epsilon_{t-i} + \sum_{i=1}^{r} \beta_i x_{t-i}$ |
| Moving ARIMA (MARIMA)                      | $\hat{y}_t = c^{(AR)} + \sum_{i=1}^{p} \phi_i^{(AR)} y_{t-i} + \sum_{i=1}^{q} \theta_i^{(AR)} \epsilon_{t-i}$ |
| Moving ARIMAX (MARIMAX)                    | $\hat{y}_t = c^{(AR)} + \sum_{i=1}^{p} \phi_i^{(AR)} y_{t-i} + \sum_{i=1}^{q} \theta_i^{(AR)} \epsilon_{t-i} + \sum_{i=1}^{r} \beta_i^{(AR)} x_{t-i}$ |

However, when it comes to time series forecasting, the most straightforward option is AutoRegressive Integrated Moving Average (ARIMA). These models are based on the $p$ previous observations of the predicted variable, as well as on the $q$ previous prediction errors [39]. These models can be further improved by introducing additional $r$ eXogenous variables $x_{t-i}$, resulting in ARIMAX models [40]. The five variables indicated in Table 1, i.e., $x_1$, ..., $x_5$, were used as exogenous predictors in this research.

In the standard version of these models, the regression coefficients $c$, $\phi_i$, and $\theta_i$ are kept constant for successive forecasts, i.e., for every $t$. However, to ensure long-term performance in terms of stability and consistency, the model can be retrained using the $w$ previous observations. This results in Moving ARIMA and Moving ARIMAX models (MARIMA and MARIMAX, respectively).

#### 2.5.2. Machine Learning

Adaptive multivariate regression models are expected to more effectively take advantage of the information contained in the exogenous predictors than the ARIMA models. Among the multivariate regression methods, the technique known as Multivariate Adaptive Regression Splines (MARS) stands out. Since its introduction by Friedman [41,42] in the 1990s, it has been applied to various fields, including biology, medicine, finance, industry, energy and the environment.

Despite the good predictive capabilities of this technique, its first application to the BOF process was only published recently [15]. Until this contribution, the application of MARS to steelmaking processes was limited to continuous casting and rolling processes [43–45].
As seen in Table 3, the MARS prediction is just a weighted sum of functions of the predictor variables. The $\beta_m$ weighting coefficients are straightforwardly obtained by regression. Regarding functions $B_m(x_t)$, a nonparametric adaptive technique based on domain segmentation together with a simple subset of basis functions is usually adopted [41,42,46]. A practical implementation of this technique, the ARESLAB toolbox for MatLab, has been made publicly available by Jekabsons [47].

**Table 3. Machine Learning models.**

| Model | Expression |
|-------|------------|
| Multivariate Adaptive Regression Splines (MARS) | $\hat{y}_t = \beta_0 + \sum_{m=1}^{M} \beta_m B_m(x_t)$ |
| Moving MARS (MMARS) | $\hat{y}_t = \beta_0^{(w,t)} + \sum_{m=1}^{M} \beta_m^{(w,t)} b_m^{(w,t)}(x_t)$ |
| Moving MARS with Lagged observations (MMARSL) | $\hat{y}_t = \beta_0^{(w,t)} + \sum_{m=1}^{M} \beta_m^{(w,t)} b_m^{(w,t)}(x_t, y_{t-1}, \ldots y_{t-L})$ |

In a similar fashion to moving ARIMA models, the standard MARS implementation was also modified by retraining the model with the $w$ previous observations for each new prediction, resulting in Moving MARS (MMARS). Moreover, in addition to the exogenous predictors, the temperature measurements for the last $L$ previous heats were considered as additional predictors, resulting in Moving MARS with Lagged observations (MMARSL).

Artificial Neural Network (ANN) techniques were also explored in the early days of this investigation [13]. Although good overall accuracy—similar to MARS—could be obtained, the authors found it hard to ensure a good fit in every successive retraining of the model. For this reason, ANN models were abandoned in favor of MARS-based models that provided acceptable results from the first attempts, which could be successively improved afterwards.

3. Results

The aforementioned methods were tested over 8000 heats. The mean absolute errors (MAEs) of the predictions are represented in Figure 6 as a function of the training window width $w$. This is a convenient choice, since the error of the hot metal temperature forecast is proportional to the increase in carbon emissions, as shown in Figure 4. Therefore, MAE reduction has a direct connection to environmental improvements. For the Standard Value (SV) method, a constant MAE of 20.0 °C was obtained. For the Naïve Forecasting (NF), the minimum MAE was 19.0 °C for $w = 1$, but this value rapidly increased for larger lags. In the case of the Moving Average Smoothing (MAS) the resulting MAE depends highly on the width of the training window. For $w = 1$, MAS reduced to NF, with the same MAE, whereas the error decreased for higher $w$ values, reaching a minimum of 15.7 °C for $w = 5$. For wider $w$, the error increased and the MAS method tended asymptotically to the SV method. The MAE for the basic MARIMA model was 15.5 °C for $w = 1000$. The introduction of the five exogenous predictors (MARIMAX5) resulted in a MAE of 15.2 °C for $w = 1000$. Wider training windows yielded little improvement. For MMARS, the MAE was 11.4 °C for $w = 200$; the introduction of four lagged terms as additional predictors (MMARSL4) further reduced the MAE of the model to 11.1 °C. Again, a wider training window yielded no further reduction of errors. Finally, the initial situation before this work is represented with a solid circle, and corresponds to a MAS model with $w = 50$, resulting in 18.3 °C of MAE.

Table 4 indicates the number of input variables considered for each method and the number of observations of these variables that are required to train the model; both the minimum and the optimal value for the training window are specified. These are the aspects that most affect the applicability of the model, since the more variables and observations are needed, the greater the probability that any of the necessary data will be missing.
MAE depends highly on the width of the training window. For $w = 1$, MAS reduced to NF, with the same MAE, whereas the error decreased for higher $w$ values, reaching a minimum of $15.7\, ^\circ C$ for $w = 5$. For wider $w$, the error increased and the MAS method tended asymptotically to the SV method. The MAE for the basic MARIMA model was $15.5\, ^\circ C$ for $w = 1000$. The introduction of the five exogenous predictors (MARIMAX5) resulted in a MAE of $15.2\, ^\circ C$ for $w = 1000$. Wider training windows yielded little improvement. For MMARS, the MAE was $11.4\, ^\circ C$ for $w = 2000$; the introduction of four lagged terms as additional predictors (MMARSL4) further reduced the MAE of the model to $11.1\, ^\circ C$. Again, a wider training window yielded no further reduction of errors. Finally, the initial situation before this work is represented with a solid circle, and corresponds to a MAS model with $w = 50$, resulting in $18.3\, ^\circ C$ of MAE.

**Figure 6.** Comparison of the mean absolute error (MAE) resulting with different methods: Standard Value (SV), Naïf Forecasting (NF), Moving Average Smoothing (MAS), Moving ARIMA (MARIMA), Moving ARIMA with 5 exogenous predictors (MARIMAX5), Moving MARS (MMARS), Moving MARS with 4 Lagged terms as additional predictors (MMARSL4) and IR thermometry. The results are represented as a function of the width of the training window, $w$. The initial situation is represented with a solid circle.

**Table 4.** Main requirements for the considered methods.

| Method       | Number of Variables, $N$ | Number of Observations, $w$ | Earliest Result in Advance (min) |
|--------------|--------------------------|-----------------------------|---------------------------------|
|              |                          | Min.  | Opt.     |                                |
| SV           | 0                        | 0     | 0        | inf.                            |
| NF           | 1                        | 1     | 1        | 10                              |
| Initial      | 1                        | 50    | 50       | 10                              |
| MAS          | 1                        | 1     | 5        | 10                              |
| MARIMA       | 1                        | 100   | 1000     | 10                              |
| MARIMAX5     | 6                        | 300   | 1000     | 10                              |
| MMARS        | 5                        | 20    | 2000     | 30                              |
| MMARSL4      | 9                        | 200   | 2000     | 10                              |
| IR           | 1                        | 1     | 1        | -10                             |

Another aspect that affects the applicability of the model is the earliest result in advance. This is the minimum elapsed time between the moment when all the required data are available and the start of the preparation of the BOF load. The SV method, being based on a fixed prediction, presents no limitations. For the rest of the models, the advance will be determined by the moment at which the process computer receives the last necessary input variable.

Typically, the last variable to be received is the actual temperature of the previous heat. Generally, this measurement is available at least 10 min before the start of the preparation of the load. Consequently, the earliest run in advance will be 10 min before. This applies to all models except for MMARS, which uses exogenous variables only. For this case, the last variable to be received is the duration of the hot metal pretreatment, that is known approximately 30 min before.
The IR thermometry method, on the other hand, introduces a delay of at least 10 min over the desired timing for load preparation. This delay is unacceptable in many situations.

Based on this information, the applicability of each method [48] can be estimated. The applicability values are shown in Table 5, together with the computation time, which in no case is critical.

Table 5. Results for the considered methods.

| Method | MAE (°C) | St. dev. of Error (°C) | Carbon Footprint Reduction (kg\textsubscript{CO\textsubscript{2}}/t) | Running Time (s) | Applicability (%) | Order |
|--------|----------|------------------------|-------------------------------------------------|-----------------|------------------|-------|
| SV     | 20.0     | 25.2                   | -0.9                                            | <0.1            | 100              | 8     |
| NF     | 19.3     | 24.3                   | -0.5                                            | <0.1            | 99               | 7     |
| Initial| 18.3     | 22.9                   | 0.0                                             | <0.1            | 99               | -     |
| MAS    | 15.9     | 20.2                   | 1.2                                             | <0.1            | 99               | 6     |
| MARIMA | 15.4     | 19.3                   | 1.5                                             | 0.7             | 95               | 5     |
| MARIMAX5 | 15.1     | 19.0                   | 1.6                                             | 1.4             | 93               | 4     |
| MMARS  | 11.4     | 14.5                   | 3.5                                             | 2.9             | 97               | 3     |
| MMARSL4| 11.1     | 14.1                   | 3.6                                             | 3.5             | 87               | 2     |
| IR     | 11       | 12.9                   | 3.7                                             | <0.1            | 40               | 1     |

The expected MAE for each method and the associated carbon footprint reduction are shown in Table 5. The initially existing model, a moving average with \( w = 50 \), is indicated as a reference. The indicated errors are slightly different from those shown in Figure 6. This is due to the fact that they were obtained for a different data set, consisting of 2195 heats, that was used for the final validation of the models. The standard deviation of errors is also indicated in Table 5 for the sake of completeness.

4. Discussion

As shown in Table 5, accuracy and applicability are inversely related; the lower the MAE, the lower the applicability. However, as we will discuss below, the different methods are not mutually exclusive, but can be complementary.

Obviously, the first choice should be IR thermometry whenever possible. However, it should be noted that a valid measurement cannot always be achieved by this method, and the time advance is not sufficient in most productive situations. Consequently, a temperature estimation is only received in 40% of the cases.

For the remaining 60% of cases, the MMARSL4 model can be applied with an 87% probability, as it can be run well in advance, and the required data is generally available. In this case, the MAE will be slightly worse, i.e., 11.1 °C.

The next method to try would be MMARS that only uses exogenous variables, although the accuracy is slightly worse, with an MAE of 11.4 °C.

The process proceeds in a similar way, i.e., trying to apply the other methods in increasing order of error (MARIMAX5, MARIMA, MAS and NF), until reaching the SV method that has the worst accuracy (MAE = 20.0 °C) but with 100% applicability.

In this way, when nesting the different models in the order indicated in Table 5, a combined method with 100% applicability is obtained. The MAE of the combined method is the sum of the MAE of each method, weighted by the conditional probability of being applied since its predecessor has failed. Therefore, the expected MAE turned out to be 11.3 °C. This implies a reduction in the error, with respect to the initial situation, i.e., 7 °C (approximately 3.5 kg of CO\textsubscript{2} per ton of liquid steel, as shown in Figure 4). This represents an annual reduction in the carbon footprint of around 14,000 t of CO\textsubscript{2}, estimated for an annual production of 4.0 Mt for the steel mill.

Finally, the methodological guidelines for the combined development of processes and models (CDPM) are reviewed in light of the obtained results:
1. Multidisciplinary work team. Throughout this research, colleagues from different sectors have worked together: academic, R&D, process engineers and sensor suppliers.

2. Long-term sustainability of achievements. Adaptive and unattended predictive models were developed. Moreover, the sequential development of these models has allowed their validation over extended periods of time.

3. Analysis of different process-model alternatives. Different options for improving temperature determination were assessed. Solutions were obtained from the combined use of sensors and models subject to the requirements of the process.

4. Analyses of variable importance and of data quality. The BOF thermal model made it possible to identify which variables had the greatest impact in the carbon footprint. Careful data processing was a prerequisite for developing the predictive models.

5. Oriented to knowledge construction. The interest of the BOF thermal model extends beyond the present research. Likewise, the application of MMARSL models can be extended to other steel mill subprocesses.

5. Conclusions

This research successfully applied the combined development of process and models (CDPM). The interest of this approach goes beyond this application. Firstly, the development of a diagnostic model has made it possible to assess different mitigation measures. Secondly, the combination of sensors and prognostic models resulted in improved accuracy and applicability. Consequently, the superiority of the combined development of processes and models was demonstrated.

Despite considering only a few process variables, machine learning techniques succeeded in extracting relevant information from the process databases. For hot metal temperature forecasting with MARS, an accuracy close to that of IR thermometry was obtained, with a much higher applicability (87% vs. 40%).

This research has shown that process-model alternatives are not mutually exclusive, but can be complementary when judiciously nested in process computer routines. Combining measuring and modelling techniques, 100% applicability was achieved with an expected error reduction of 7 °C.
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