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Abstract

Language model is an essential part in statistical machine translation, but traditional n-gram language models can only capture a limited local context in the translated sentence, thus lacking the global information for prediction. This paper describes a novel topic-triggered language model, which takes into account the topical context by estimating the n-gram probability under the given topics and online adjusts language model score according to different topic distributions. Experimental results show that our method provides an average improvement of +0.76 Bleu on NIST Chinese-to-English translation task and a reduction in word perplexity of the test-document.

1 Introduction

Language model (LM) measures the fluency of translation outputs (Brown et al., 1993), and plays an important role in statistical machine translation (SMT). Traditional language model predicts the next word conditioning only on the preceding n−1 words, thus ignores syntactic structures in the sentence and global information over the document.

One direct approach to handle this problem is to explore sentence-level context, such as syntax-based language model for reranking (Charniak et al., 2003), and dependency language model for String-to-Dependency model (Shen et al., 2008). But these methods are still not robust enough to handle the polysemy and domain changes, as they lack the global-context information.

Another interesting line is to utilize information at document-level. Intuitively, different domains or topics have different n-gram probability distributions. Thus, we should take into account the topic information when we translate a document. Topic model has been learned in several parts of SMT, such as word-alignment (Zhao and Xing, 2006; Zhao and Xing, 2007; Gong et al., 2011), translation model (Xiao et al., 2012). All these works show that a particular translation often appears in some specific topical context, so it is reasonable to enhance the prediction ability of language model by incorporating topical information. Tan et al. (2011) introduces a large scale distributed composite language model incorporating document-level information. But they only focus on the target side and explore in n-best reranking task which has a limited search space, while another promising application is taking account of topical information on both sides and integrate the LM into decoding to online select translation hypotheses. However, the integration is not easy. Since the test-document can be from any topic, it is hard to dynamically estimate language model probability according to various topic distributions.

In this paper, we follow this line and introduce a novel topic-triggered language model. We first estimate the topic distribution for each document in training data, and assign those topic probabilities to each sentence. With target-side topic probabilities, we train a topic-specific language model for each topic. Then, rather than limiting topical context to target side, we utilize the source-side topical information at decoding time and online adjust language model score according to the topic distribution of the translated-document. As there is no explicit correspondence between topics on both sides, we project the source-side topic distribution to the target side as a trigger to our topic specific language models. As compared with previous works, our model takes advantage of the topical information on both sides, thus breaking down the context barrier for language model. Experimental results on various Chinese-English test sets show that our method gains an average improvement of +0.76 Bleu points and a perplexity reduction over...
the baseline model.

2 Related Work

Previous works devoted to improving language models in SMT mostly focus on utilizing more contextual information, such as syntax-based LMs (Charniak et al., 2003; Schwartz et al., 2011; Shen et al., 2008; Hassan et al., 2009), Forward & MI trigger LM (Xiong et al., 2011), and large-scale language models (Zhang et al., 2006; Brants et al., 2007; Emami et al., 2007; Talbot and Osborne, 2007). Since our philosophy is fundamentally different from them in that we incorporate information at document level to build language models. So we discuss previous works that explore topic information for SMT in this section.

Researchers have been trying to incorporate topic information into language models in several ways. Gildea and Hofmann (1999) use EM algorithm to perform a topic factor decomposition based on a segmented training corpus. They estimate unigram topic-based probability and combine it with standard n-gram model. Tam et al. (2007) and Ruiz and Federico (2011) introduce topic model for cross-lingual language model adaptation task. They use bilingual topic model to project latent topic distribution across languages. Based on the BLSA, they are able to transfer source-side topic weights into target-side and use them to generate topic-based marginals to adapt n-gram language model. Our model is different from theirs in that rather than using topic-based probabilities to adapt n-gram model, we directly calculate LM probability conditioned on topic distributions.

There are also some valuable applications of topic model for machine translation. Zhao and Xing (2006) propose the Bilingual Topic Admixture Model (BiTAM) for word alignment and extract topic-dependent translation model accordingly. Gong et al. (2011) introduce topic model for filtering topic-mismatched phrase pairs. Su et al. (2012) use the topic distribution of in-domain monolingual corpus to adapt the translation model. Xiao et al. (2012) introduce a topic similarity model to select the synchronous rules for hierarchical phrase-based translation. Our work is in the same spirit with those works, but we are interested in LM problem rather than other parts in SMT.

Our work models topic probabilities into training corpus and trains several topic-specific LMs, so it is in the same spirit of mixture modeling. Heidel et al. (2007) use topic distribution to cluster the training corpora and train LMs accordingly. Our method is different from theirs in that we assign topic probabilities to training sentences rather than segment them into different topics, so our model is more robust to data sparse problem. Besides, Foster and Kuhn (2007), Civera and Juan (2007), Lü et al. (2007) also adapt mixture modeling framework to exploit the full potential of existing corpus. Adopting this framework, the training corpus is first divided into different parts, each of which is used to train a sub model, then these sub models are used together with different weights during decoding. Those works typically use word similarities and sentence level information, while our work extents the context into the document level.

3 Topic triggered Language Model

Polysemy is a difficult problem for statistical machine translation. As shown in Figure 1, English sentence ”give me a shot” has different meanings in different domains. Using traditional LM, which only considers the local context information in the translated sentence, this ambiguous translation is hard to handle, since these translations are all common in the corpus with different domains. But with the help of topical context information, the difference can be told. For example, the word ’shot’ is often translated into ”(photo)” in the sentences related to the film topic, and to ”(chance)” in sports topic. So as the topic information is concerned, LM allows for more fine-grained distinction of different translations and enjoys stronger prediction power.

In our method, we introduce the topic of current document \( t \) as a hidden variable, and decompose the language model probability as follows:

\[
P(e) = \sum_t P(e, t) = \sum_t P(e|t) \cdot P(t) \quad (1)
\]

\( P(e|t) \) indicates the probability of the sequence \( e \) given the topic \( t \), and \( P(t) \) is the topic distribution of the test-document which is calculated during decoding. In general, our framework to build the topic-trigger language model can be specified into two steps:

- Build topic-specific LMs conditioned on the topic distribution estimated by the target-side topic model
3.1 Topic-specific language model
In this section, we first briefly review the principle of Hidden Topic Markov Model (HTMM) which is the basis of our method, then describe our approach to build topic-specific LMs in detail.

3.1.1 Hidden Topic Markov Model
Topic model is a suite of algorithms aiming to discover the hidden thematic structure in large archives of documents. Recently both Latent Dirichlet Allocation (LDA) (Blei et al., 2003) and Probabilistic Latent Semantic Analysis (PLSA) (Hofmann, 1999) have been successfully applied in various NLP tasks. Based on the “bag-of-words” assumption that the order of words can be ignored, these methods model the corpus as a co-occurrence matrix of words and documents, and build generative models to infer the latent aspect distribution. and the correlation between words can be captured via topics.

However, the “bag-of-words” assumption is an unrealistic oversimplification in language model case because it ignores the order of words which is critical in estimating n-gram probabilities. To remedy this problem, we use Hidden Topic Markov Models (HTMM), proposed by (Gruber et al., 2007), which models the topics of words in the document as a Markov chain. The model is based on the assumption that all words in the same sentence share the same topic and the successive sentences are more likely to have the same topic. HTMM incorporates the local dependency between words by Hidden Markov Model for better topic estimation.

3.1.2 Topic Probability Assignment
We use HTMM (Gruber et al., 2007) to train topic model on our training set and obtain sentence-level topic probabilities. To avoid data sparse problems, we use the topic probability of each sentence as a soft clustering for each topic rather than force hard decisions on topic assignment. In this way, we are able to get n-gram distributions for different topics. So the topic-sensitive words will have a higher occurrence in specific topics while common words will distribute uniformly in every topic.

3.1.3 Estimation
We follow the common practise in n-gram model (Goodman, 2001) and simplify \( P(e|t) \) into a serial of n-gram probabilities \( P(w_i | w_{i-1, n+1}, t) \) based on Markov Assumption. Formally, we decompose the probability as follows:

\[
P(e|t) = P(w_1|t) \cdot P(w_2|w_1, t) \cdots P(w_i|w_{i-n+1}, t) \tag{2}
\]

Noted that, based on HTMM, we assume that all words in one sentence share the same topic, so topic \( t \) in Equation 2 can be shared. To compute \( P(w_i | w_{i-1, n+1}, t) \), We use Maximum-Likelihood Estimation (MLE) with the n-gram fractional count for each topic. And since some topic-based n-grams probabilities are sharply distributed, we use Witten-Bell(WB) method (Witten and Bell, 1991) for smoothing.

\[
P_{MLE}(w_i | w_{i-n+1, i}, t) = \frac{\text{Count}(w_{i-n+1}^i, t)}{\text{Count}(w_{i-n+1}^i, t)} \tag{3}
\]

\[
P(w_i | w_{i-n+1}^i, t) = \lambda w_{i-n+1} \cdot P_{MLE}(w_i | w_{i-n+1}^i, t) \]

\[
+ (1 - \lambda w_{i-n+1}) P(w_i | w_{i-n+2}^i, t) \tag{4}
\]

In Equation 4, \( \lambda \) is a normalization parameter for MLE probability and back-off probability.

• Capture source-side topic information during decoding and online adjust LM score

We will give detailed description of the two parts in the following section.
which can be calculated using the following equation:

\[
\lambda_{i+1}^{w_i} = \frac{N_i^{+}(w_{i-n+1}, t_e)}{N_i^{+}(w_{i-n+1}, t_e) + \sum_{w_i} c(w_{i-n+1}, t_e)}
\]

(5)

where \(N_i^{+}(w_{i-n+1}, t_e)\) denotes for the number of words \(w\) following \(w_{i-n+1}\) in topic \(t_e\), and \(c(w_{i-n+1}, t_e)\) is the count of \(n\)-gram \(w_{i-n+1}\) in \(t_e\).

### 3.2 Integration with SMT

We integrate our LM into SMT system to utilize topic distribution of the test-document as a trigger to each topic-specific language model. But as we know, only source side is available before decoding in SMT. So in order to get target-side topic distribution \(P(t_e)\), we need to estimate the source-side topic distribution \(P(t_f)\) and then project it to the target side. So Equation 1 can be further refined as the following Equation:

\[
P(e) = \sum_{t_e} P(e|t_e) \cdot \sum_{t_f} P(t_e|t_f) \cdot P(t_f)
\]

(6)

where \(P(t_e|t_f)\) is the topic projection probability.

#### 3.2.1 Topic Projection

Since topic distributions of bilingual sentences often share the same pattern (Gao et al., 2011), we follow the work of Xiao et al. (2012) and introduce the topic projection probability \(P(t_e|t_f)\) to project the source-side topic distribution into the target-side topic space. We train topic models on both sides of the training data, then with the help of the word alignment we estimate the projection probability by the co-occurrence of the source-side and the target-side topic assignment.

Formally, we denote each parallel sentence pair by \((t_f, t_e, a)\), where \(t_f\) and \(t_e\) are the topic assignments of source-side and target-side sentences respectively, and \(a\) is a set of word alignments \(\{(f_i, e_j)\}\). An alignment \((i, j)\) denotes source-side word \(f_i\) aligns to target-side word \(e_j\), so the topics of both words are also aligned. Thus, the co-occurrence of a source-side topic with index \(d_f\) and a target-side topic \(d_e\), \(Cnt(t_f, t_e)\) is calculated by:

\[
Cnt(t_f, t_e) = \sum_{(f_i, e_j) \in a} \delta(t_f, d_f) \cdot \delta(t_e, d_e)
\]

(7)

where \(\delta(x; y)\) is the Kronecker function, which is 1 if \(x = y\) and 0 otherwise. We then compute the probability of \(P(t = d_f, t = d_e)\) by normalizing the co-occurrence count. Overall, we obtain a correspondence matrix \(M_{d_x \times d_y}\) from target-side topic to source-side topic, where the item \(M_{i,j}\) represents the probability \(P(t_f = i, t_e = j)\). Then with the correspondence matrix \(M_{d_x \times d_y}\), we are able to project the source-side topic \(P(t_f)\) to the target-side topic space, which we called projected target-side topic distribution \(T(P(t_f))\).

#### 3.2.2 Topic-triggered Estimation

During decoding, we first estimate the source-side topic distribution of the test-set \(P(t_f)\), then using the topic projection matrix, we map \(P(t_f)\) to the target side, and generate each topic \(t_e\) with probability \(P(t_e|t_f)\). Then topic \(t_e\) triggers its topic-specific LM \(L(e|t_e)\). We use the weighted sum of each model as the final LM score.

### 4 Experiments and Results

We try to answer the following questions by experiments:

- Can our topic-triggered language model help improve translation quality in terms of both BLEU and perplexity.
- How is the topic number affect the language model performance.
- Can our model make better use of training corpus than N-gram model.

#### 4.1 Experiment setup

We present our experiments on the NIST Chinese-English translation tasks. The bilingual training data for translation model contain 1.5M sentence pair with 38M Chinese words and 32M English words. The monolingual data for training English language model includes the Xinhua portion of the GIGAWORD corpus, which contains 10M sentences. We used the NIST evaluation set of 2006(MT06) as our development set, and sets of MT04/05/08 as test sets. Corpus statistics are shown in Table 1.

We obtain symmetric word alignments of training data by first running GIZA++ (Och and Ney, 2004) in both directions and then applying refinement rule “grow-diag-final-and” (Koehn et al., 2003). We re-implement the Hierarchical phrase-based system (Chiang, 2007) and extract SCFG
Table 1: Training, tuning and test data used for evaluating B score.

| Data                          | Sentence | documents | Language model training | 10M  | 980K | 99.4K |
|-------------------------------|----------|-----------|-------------------------|------|------|-------|
| Translation model training    | 1.5M     |           |                         |      |      |       |
| Tuning                        | 616      |           |                         | 52   |      |       |
| Testing(04)                   | 1788     |           |                         | 200  |      |       |
| Testing(05)                   | 1082     |           |                         | 100  |      |       |
| Testing(08)                   | 1357     |           |                         | 109  |      |       |

Table 3: 4-gram word perplexity results of our method in terms of ppl. We compare our model with baseline n-gram model ("Base LM") on three test-sets.

|                  | 04     | 05     | 08     |
|------------------|--------|--------|--------|
| Base LM          | 158.42 | 134.59 | 208.11 |
| Topic LM         | 148.11 | 119.17 | 200.41 |

follow the method by Tam et al. (2007), denote as "Tam", and generate topic-based marginals to adapt n-gram language model.

4.2 Effect of topic-trigger language model

For machine translation task, our baseline is the traditional hiero system with standard features (Chiang, 2007). The baseline language model is a 4-gram model trained on Xinhua corpus. Noted that we use Keneser-Ney smoothing (Kneser and Ney, 1995) for baseline LM since it’s universally acknowledged to achieve better performance. And our topic-triggered language model is trained on the same corpus with topic distribution estimated from topic model. We add our model as an new feature into the system, denote as STLM. To prove the soundness of our approach, we re-implement two comparative experiments: HTLM makes hard-decision on topic selection in both training and decoding, assigning the topic with the highest probability to the sentence, which is in the same spirit with the Heidel et al. (2007) method. Second, we

1We determine the topic number by testing 5, 10, 15, 30, 50 in our preliminary experiments. We find that 30 topics produces a slightly better performance than other values.
Table 2: Results of our method in terms of Bleu / TER, "Tam" denotes using topic adaptation method from Tam et al. (2007). "HTLM" denotes using topic-triggered LM with hard decision of topic assignment, and "STLM" means topic assignment by probabilities. Scores marked in bold are statistically significantly with p < 0.05 (Koehn, 2004).

| Model   | 04 B  | 04 TER | 05 B  | 05 TER | 08 B  | 08 TER | AVG B | AVG TER |
|---------|-------|--------|-------|--------|-------|--------|-------|--------|
| Baseline| 37.43 | 39.88  | 33.67 | 42.45  | 28.54 | 47.32  | 33.21 | 43.22  |
| Tam     | 37.86 | 39.12  | 34.28 | 41.93  | 29.02 | 46.92  | 33.72 | 42.66  |
| HTLM    | 37.46 | 39.86  | 33.74 | 42.41  | 28.67 | 47.23  | 33.29 | 43.17  |
| STLM    | 38.28 | 38.95  | 34.30 | 41.93  | 29.32 | 46.14  | 33.97 | 42.34  |

4.3 Effect of topic number

In topic model training, topic number is a manually set parameter. However, as an empirical factor, the topic number diverse a lot in different training corpus. so it’s worthy to explore the effect of topic number on the performance of our topic-trigger language model. We set topic number to 5, 10, 15, 20, 30, 50 respectively to train topic models on both sides.

Table 4 shows the Bleu scores using 5, 10, 15, 20, 30, 50 topics. We can see that with only 5 topics, the model performance is a little worse than the baseline model. This is reasonable because the corpus has not been fully clustered into different topics, so the topic information has not been fully utilized. But we can see ,as the topic number grows larger, the performance gets better with a peak at 30 topics, resulting a 0.34 improvement average over the baseline.

But there is a little slump when it comes to 50, we think the reason is as we models topic distribution into the LM training corpus, the distribution gets too scattered as topic number grows causing data-sparse problem in topic-specific language model training, thus affecting the overall probability of the language model.

4.4 Effect of better topic model estimation

Finally, we investigate the effect of larger topic-training corpus. One important feature of topic model is the larger the training corpus is, the better model we will get. In our experiment, we use the source of fbis which only have 10,947 documents to train source-side topic model. This may not be good enough to correctly estimate the topic distribution of the test set, since we know that NIST08 contains a large portion of web corpus. So we add different size of source-side monolingual corpus: 5K, 10K, 20K, 30K, 40K, 50K from Chinese Sohu weblog corpus only to train different source-side topic models with 30 topics.

Figure 4 shows the Bleu scores of the translation system on NIST04,05,08. It can be seen that additional corpus improves translations quality on NIST08. This is because the additional corpus expand the diversity of the topic model, especially for NIST08 which contains a large part of web data, generating more accurate topic distribution. The best Bleu comes to 24.12 when the additional corpus size is 50K, achieving 0.42 gains on the

![Figure 2: BLEU improvement with additional topic-modeling training corpus](http://blog.sohu.com)
baseline system. But on 04 and 05 test-sets, the improvement is not that significant. This may be-cause the 04, 05 set are not similar with the additional corpus, so they are not effected by the improvement of topic model. The results indicates that the performance of our topic-triggered language model is directly associated with the topic model, which can be improved by training with larger and more relative corpus.

5 Conclusion

In this paper, we follow this line and introduce a novel topic-triggered LM. We first estimate the topic distribution for each document in training data, and assign those topic probabilities to each sentence, then, we train a topic-specific $n$-gram LM for each topic based on those topic probabilities. At decoding time, as target translations are not available before translation, we simply project the topic distribution from source to target side. Then we compute the topic-triggered LM score according to the topic distribution of the translated-document. Experimental results show that our model achieves better performance than traditional $n$-gram model on both perplexity and BLEU score.

In the future, we will verify our method in other domain and language pairs. Further more, we want to combine our work with other related works to see if it can further improve the translation quality. Finally, we will explore more robust framework to incorporate syntax and semantic information to make our language model more powerful.
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