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Abstract

In recent studies, the tensor ring (TR) rank has shown high effectiveness in tensor completion due to its ability of capturing the intrinsic structure within high-order tensors. A recently proposed TR rank minimization method is based on the convex relaxation by penalizing the weighted sum of nuclear norm of TR unfolding matrices. However, this method treats each singular value equally and neglects their physical meanings, which usually leads to suboptimal solutions in practice. In this paper, we propose to use the logdet-based function as a nonconvex smooth relaxation of the TR rank for tensor completion, which can more accurately approximate the TR rank and better promote the low-rankness of the solution. To solve the proposed nonconvex model efficiently, we develop an alternating direction method of multipliers algorithm and theoretically prove that, under some mild assumptions, our algorithm converges to a stationary point. Extensive experiments on color images, multispectral images, and color videos demonstrate that the proposed method outperforms several state-of-the-art competitors in both visual and quantitative comparison.
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1 Introduction

Tensor plays an important role in various fields, such as image processing \cite{17, 26, 35}, remote sensing \cite{3, 8, 48, 50}, and machine learning \cite{2, 40}, due to its ability of expressing the complex interactions within high-dimensional data. Tensor completion aims to estimate the missing entries or damaged parts from the observed data, which is a fundamental problem in multidimensional image processing, e.g., color image inpainting \cite{19, 25, 46}, video inpainting \cite{3, 44}, hyperspectral images recovery \cite{21, 39}, and seismic data reconstruction \cite{20}.

Inspired by the success of rank minimization in matrix completion, many researchers applied the low-tensor-rank constraint to recover high-order tensors with missing entries, named as low-rank tensor completion (LRTC). Unfortunately, unlike the matrix case, characterizing the redundancy of the tensor is much more difficult, and there exists many definitions of the tensor rank, such as CANDE-
COMP/PARAFAC (CP) rank, Tucker rank, tubal rank, and tensor train (TT) rank. Below we briefly review some related works and introduce our motivation and contributions.

1.1 Related works

Three representative works on the tensor low-rankness characterization are CP rank [5, 13], Tucker rank [15, 30], and tubal rank [18]. As a direct generalization of matrix rank, CP rank is defined as the smallest number of rank-one tensors needed to generate the target tensor. Despite of its theoretical elegance, the computation of CP rank is NP-hard, and thus minimizing CP rank usually suffers from computational issues. Tucker rank is a vector consisting of ranks of unfolding matrices of the target tensor. Some works [9, 24] proposed to minimize Tucker rank using its convex relaxation, i.e., the sum of nuclear norm (SNN) of unfolding matrices. However, Tucker rank can only capture the correction between one mode and the rest modes of the tensor due to its unbalanced unfolding scheme, which is not much suitable for high-order tensor data [29]. Recently, Kilmer et al. [18] developed a new tensor singular value decomposition (tSVD) by treating third-order tensors as operators on matrices and defined the corresponding tubal rank as the nonzero singular tubes under the tSVD of the target tensor. Later, Zhang et al. [45] suggested to minimize tubal rank using tensor nuclear norm (TNN) and established theoretical results of TNN minimization for LRTC; Lu et al. [27] gave the exact guarantee of TNN minimization for the low-tubal-rank tensor recovery from Gaussian measurements. Zheng et al. [49] extended the tubal rank to the $N$-tubal rank for high-order tensors (order $> 3$), with better flexibility in depicting the correlations along different modes.

Recently, tensor decompositions based on matrix product states have attracted much attention. Specifically, TT decomposition [29] represents a $j$th-order tensor $X \in \mathbb{R}^{m_1 \times \cdots \times m_j}$ by a set of third-order core tensors with two border matrices, i.e.,

$$x_{i_1, \ldots, i_j} = G_1(i_1, :)G_2(:, i_2, :) \cdots G_{j-1}(:, i_{j-1}, :)G_j(:, i_j),$$  \hspace{1cm} (1)

where $G_1 \in \mathbb{R}^{m_1 \times r_1}$, $G_j \in \mathbb{R}^{r_{j-1} \times m_j}$, $G_h \in \mathbb{R}^{r_{h-1} \times m_h \times r_h}$, $h = 2, \cdots , j - 1$, and TT rank is defined as $(r_1, \ldots, r_{j-1})$. TT decomposition and TT rank have been widely studied with theoretical analyses and numerical implementations [6, 11, 32]. Particularly, Bengua et al. [1] relaxed TT rank by tensor train nuclear norm based on a canonical matricization scheme, i.e., matricizing the tensor along permutations of modes. However, TT unfolding scheme also suffers from the unbalanced problem, i.e., matricizing the tensor along permutations makes the sizes of the middle unfolding matrices more balanced than those of the border matrices. To tackle this limitation, Zhao et al. [47] extended TT to tensor ring (TR) decomposition, which essentially solves the unbalance problem and balances the size of core tensors via the trace operation. More precisely, TR decomposition models each element of $X$ by

$$x_{i_1, \ldots, i_j} = \text{tr}(G_1(:, i_1, :) \cdots G_j(:, i_j, :)),$$  \hspace{1cm} (2)

where $G_h \in \mathbb{R}^{r_{h-1} \times m_h \times r_h}$ is the $h$th third-order core tensor ($h = 1, \cdots, j$), the boundary condition states that $r_0 = r_j$, and $\text{tr}(\cdot)$ denotes the matrix trace. TR rank corresponding to (2) is defined as $(r_1, \ldots, r_j)$. The TR model can be viewed as a linear combination of several correlated TT decompositions, leading to a higher representation ability.
The minimization of TR rank has become a hot research topic. Wang et al. [33] proposed an iterative algorithm by alternatively updating each core tensor, and Yuan et al. [42] imposed the low-rank regularization on TR core tensors for tensor completion. However, these methods are generally time-consuming and suffer from the problem of optimal rank selection. For more efficiently minimizing TR rank, Yu et al. [14] and Huang et al. [31] proposed a new circular TR unfolding scheme named mode-\(\{n,l\}\) unfolding and relaxed the nonconvex TR rank by the convex tensor ring nuclear norm (TRNN). More precisely, the mode-\(\{n,l\}\) unfolding is implemented by first permuting \(\mathcal{X}\) with order \([l, \ldots, j, 1, \ldots, l-1]\) and then unfolding \(\mathcal{X}\) along first \(n\) modes, and then the TRNN is defined as the sum of nuclear norm of each TR unfolding matrix, i.e., 

\[
\|Z\|_{\text{TRNN}} = \sum_{l=1}^{n} \sum_{j=1}^{l-1} \|Z_{(n,l)}\|_*. 
\]

TRNN minimization has shown promising performance in LRTC with lower computational complexity and no need of choosing the optimal TR rank. In addition, compared with TT unfolding, TR unfolding can better capture the global correlation of high-order tensors, since TR unfolding matrices admit more balanced sizes and exhibit more significantly low-rank property than those obtained by TT unfolding; see Figure 1 for an illustration.
1.2 Motivations and contributions

Despite the effectiveness of the above TRNN-based methods, TRNN still has two shortcomings in TR rank minimization. First, TRNN is based on the nuclear norm, which is only a biased approximation to the TR rank and cannot effectively promote the low-rankness of the solution. Second, TRNN treats each singular value equally and neglects the physical meaning of singular values, which leads to suboptimal solutions and loss the major information. Actually, in practice the singular values have clear physical meanings and should be treated differently \cite{12}. For instance, larger singular values often represent low-frequency information such as major edges and cartoons; smaller singular values convey high-frequency information such as tiny structures and textures, which are, however, more likely to be contaminated by noises. Thus, we should shrink less the larger singular values to preserve the major data components while shrink more the smaller ones to suppress random errors.

Summarizing the aforementioned observations, TR decomposition admits a promising representation ability for high-order tensors; TR unfolding operator gives a balanced tensor matricization scheme; and TRNN is the convex relaxation of TR rank, which is easy to minimize. However, computing TR rank is NP-hard and time-consuming; and TRNN treats each singular value equally, which less effectively approximates TR rank and leads to a suboptimal solution. So here comes the question: can we find a new relaxation for TR rank that is tighter than TRNN and easy to optimize?

In this paper, we propose a novel nonconvex approximation to TR rank by using the logdet function \cite{7} onto TR unfolding matrices, which is defined as

\[
\|Z\|_{\text{LogTR}} = \sum_{n=1}^{j} \sum_{l=1}^{j} \beta_{n,l} \log(\text{det}(X_{\{n,l\}}X_{\{n,l\}}^\top))^{1/2} + \varepsilon I_n
\]

\[
= \sum_{n=1}^{j} \sum_{l=1}^{j} \beta_{n,l} \sum_{i=1}^{n_{n,l}} \log(\sigma_i(X_{\{n,l\}}) + \varepsilon),
\]

where \(\{\beta_{n,l}\}\) are non-negative weighted parameters and \(\sigma_i(X_{\{n,l\}})\) is the \(i\)th singular value of \(X_{\{n,l\}}\). Here, the proposed LogTR surrogate has three advantages. First, LogTR function does not need to compute TR rank. Second, LogTR function not only retains the strength of TR unfolding (shown in Figure 1), but also provides a tighter approximation to TR rank (\(l_0\) norm of the singular values) than TRNN. Figure 2 compares the rank, the nuclear norm, and the logdet function for scalars; and Table 1 gives the low-rank approximation of TR unfolding matrices \(^1\) of the CAVE multispectral images (MSI) database \(^2\) on average. From both visual and numerical comparisons, LogTR surrogate can approximate TR rank much better than TRNN. Third, it is easy to solve the proposed nonconvex LogTR surrogate by the alternating direction method of multipliers (ADMM) method, where the logdet-based subproblem has the closed-form solution using weighted singular value thresholding \cite{10, 38}.

Based on the proposed low-TR-rank approximation \(^3\), we formulate the following nonconvex

\(^1\)The TR unfolding matrices are obtained by applying TR unfolding on the augmented tensor.

\(^2\)http://www1.cs.columbia.edu/CAVE/databases/multispectral

\(^3\)
model for tensor completion:

\[
\min_{\mathcal{X}} \sum_{n=1}^{\lceil j/2 \rceil} \beta_n \log \det((\mathbf{X}_{(n)}^\top \mathbf{X}_{(n)})^{1/2} + \varepsilon \mathbf{I}_n)
\]

\[\text{s.t. } P_{\Omega}(\mathcal{X}) = P_{\Omega}(\mathcal{T}),\]

where \(\{\beta_n\}_{n=1}^{\lceil j/2 \rceil}\) are weighted parameters satisfying \(\beta_n \geq 0\) and \(\sum_{n=1}^{\lceil j/2 \rceil} \beta_n = 1\), \(\mathbf{X}_{(n)}\) is the mode-
\(n, \lceil j/2 \rceil\) unfolding of \(\mathcal{X}\), \(\mathbf{I}_n\) is the identify matrix, \(\mathcal{T}\) is the incomplete tensor with order \(j\), \(\Omega\) is the index of observed entries, \(P_{\Omega}(\cdot)\) is the projection operator that keeps entries in \(\Omega\) and zeros out others. In (4), we only consider the first \([j/2]\) rather all the unfolding matrices, because this setting not only reduces much computational complexity, but also ensures that the balanced unfolding matrices capture the most global correlations of high-order tensors \cite{14}. To solve the proposed nonconvex model, we develop the ADMM method and demonstrate that, under some mild assumptions, the sequence generated by the ADMM-based algorithm converges to the stationary point of the augmented Lagrangian function. From Figure 1(d), one can see that the proposed method preserves structures and details better than compared methods.

The contributions of this paper are mainly three folds: (1) we propose a new logdet-based TR rank approximation for tensor completion, which can effectively depicts the global low-rankness of tensors; (2) we solve the proposed model by an efficient ADMM-based algorithm with guaranteed convergence; (3) experiments show that the proposed method achieves better performance than several existing LRTC methods in recovered visual effects and numerical metrics.
The outline of this paper is as follows. In Section 2 we give some preliminary knowledge about tensors and visual data tensorization. In Section 3 we detail the proposed effective ADMM solver with guaranteed convergence. In Section 4 we conduct numerical experiments to demonstrate the effectiveness of the proposed algorithm. Finally, we conclude this work in Section 5.

2 Preliminary

2.1 Tensor basics

We give some basic notations of tensors, which are listed in Table 2.

Table 2: Tensor notations.

| Notations | Explanations |
|-----------|--------------|
| Z, Z, z, z | tensor, matrix, vector, scalar. |
| ⟨X, Y⟩ | inner product of two same-sized tensors X and Y. |
| ∥Z∥_F | Frobenius norm of Z. |
| Z(n) | mode-n unfolding of Z ∈ R^{m_1×...×m_j} of size R^{m_n×Π_{d≠n} m_d}. |
| Z[n] | mode-n canonical matricization of Z ∈ R^{m_1×...×m_j} of size R^{(Π_d=1 m_d)×(Π_d=n+1 m_d)}. |
| Z_{(n,l)}, unfold_{(n,l)}(Z) | mode-{n, l} unfolding of Z ∈ R^{m_1×...×m_j} of size R^{(Π_d=n+1 m_d)×(Π_d=n m_d)}. |
| fold_{(n,l)}(Z_{(n,l)}) | inverse operator of mode-{n, l} unfolding satisfying Z = fold_{(n,l)}(Z_{(n,l)}). |

A tensor is a high-dimensional array and its order (or mode) is the number of its dimensions. We denote scalars, vectors, matrices, and tensors as lowercase letters (z), boldface lowercase letters (z), capital letters (Z), and calligraphic letters (Z), respectively. Z ∈ R^{m_1×...×m_j} is the j-th order tensor and its (i_1, ..., i_j)-th component is denoted as z_{i_1,...,i_j}.

The inner product of tensors X and Y is denoted as

⟨X, Y⟩ = ∑_{i_1,...,i_j} x_{i_1,...,i_j} · y_{i_1,...,i_j}.

∥Z∥_F = √⟨Z, Z⟩ denotes the Frobenius norm of Z.

Z(n) ∈ R^{m_n×Π_{d≠n} m_d} denotes the mode-n unfolding of Z. The element (i_n, b) of matrix Z(n) maps to the tensor element (i_1, ..., i_j) satisfying

b = 1 + ∑_{d=1,d≠n}^j (i_d - 1)j_d with j_d = ∏_{t=1,t≠n}^{d-1} m_t. (5)

This operator can be implemented via the following MATLAB command:

Z(n) = reshape(shiftdim(Z, n-1), size(Z), []).

Z[n] ∈ R^{(Π_d=1 m_d)×(Π_d=n+1 m_d)} denotes the mode-n canonical matricization of Z. The element (a, b)
of matrix $Z_{[n]}$ maps to the tensor element $(i_1, \ldots, i_j)$ satisfying
\[
a = 1 + \sum_{d=1}^{n} ((i_d - 1) \prod_{t=1}^{d-1} m_t) \quad \text{and} \quad b = 1 + \sum_{d=n+1}^{j} ((i_d - 1) \prod_{t=n+1}^{d-1} m_t).
\]
This operator can be implemented by the function reshape in MATLAB, i.e.,
\[
Z_{[k]} = \text{reshape}(Z, \Pi_{d=1}^{n} m_d, \Pi_{d=n+1}^{j} m_d).
\]
$Z_{[n,l]} \in \mathbb{R}^{(\Pi_{d=l+n}^{l+n-1} m_d) \times (\Pi_{d=l+n}^{l-1} m_d)}$ denotes the mode-$\{n,l\}$ unfolding of $Z$. The element $(a, b)$ of matrix $Z_{[n,l]}$ maps to the tensor element $(i_1, \ldots, i_j)$ satisfying
\[
a = 1 + \sum_{d=l}^{l+n-1} ((i_d - 1) \prod_{t=l}^{d-1} m_t) \quad \text{and} \quad b = 1 + \sum_{d=l+n}^{l+n-1} ((i_d - 1) \prod_{t=l+n}^{d-1} m_t).
\]
Using the permutation and reshape operators, we can get $Z_{[n,l]}$ as follows:
\[
Z_{[n,l]} = \text{reshape}(\text{permute}(Z, [l, \ldots, j, 1, \ldots, l-1]), \Pi_{d=l}^{l+n-1} m_d, \Pi_{d=l+n}^{l-1} m_d).
\]
We denote the mode-$\{n,l\}$ unfolding as unfold$_{\{n,l\}}(\cdot)$, and the corresponding inverse operator is denoted as “fold$_{\{n,l\}}(\cdot)$”, i.e., fold$_{\{n,l\}}(Z_{[n,l]}) = Z$.

2.2 Visual data tensorization

We introduce the visual data tensorization (VDT) \[43\] as a rearranging method for transforming a low-order tensor to a high-order one. Using VDT, the proposed method can effectively exploit the low-TR-rankness embedded in the underlying data.

Generally, given visual data $Z \in \mathbb{R}^{m \times n \times \prod_{p=1}^{p} p}$, where the first two dimensions are spatial dimensions and the later dimensions represent RGB color channels, time, bands, etc. The details of performing VDT on $Z$ are as follows. Assuming that $m$ and $n$ have factorizations $m = \Pi_{d=1}^{q} m_d$ and $n = \Pi_{d=1}^{q} n_d$, we factorize the spatial dimensions $m \times n$ to $m_1 \times m_2 \times \ldots \times m_q \times n_1 \times n_2 \times \ldots \times n_q$, then we permute the order of the first $2q$ dimensions to $m_1 \times n_1 \times m_2 \times n_2 \times \ldots \times m_q \times n_q$ and reshape to the size $m_1 n_1 \times m_2 n_2 \times \ldots \times m_q n_q$, finally the original tensor is transformed into a high-order tensor $\tilde{Z} \in \mathbb{R}^{m_1 n_1 \times m_2 n_2 \times \ldots \times m_q n_q \times \prod_{p=1}^{p} p}$. The $d$-th dimension of $\tilde{Z}$ corresponds to an $m_d \times n_d$ patch of $Z$. After applying the completion algorithm on $\tilde{Z}$, performing the reverse operation of VDT to transform the result into the original size.

3 Tensor completion via nonconvex TR minimization

In this section, we present the proposed algorithm in detail and establish the convergence of the proposed algorithm.
3.1 The proposed algorithm

Recall that the proposed model is

\[
\min_{\mathcal{X}} \sum_{n=1}^{[j/2]} \beta_n L(\mathbf{X}_{\{n\}}) \\
\text{s.t. } \mathcal{P}_\Omega(\mathcal{X}) = \mathcal{P}_\Omega(\mathcal{T}), \tag{8}
\]

where \( L(\mathbf{X}_{\{n\}}) = \log \det((\mathbf{X}_{\{n\}}\mathbf{X}_{\{n\}}^\top)^{1/2} + \varepsilon \mathbf{I}_n) \). We formulate the numerical scheme based on ADMM to solve the optimization problem \( (8) \). By introducing auxiliary variables \( \mathcal{G} = [\mathcal{G}_1; \cdots; \mathcal{G}_{[j/2]}] \), we get the equivalent constrained version of \( (8) \) as follows:

\[
\arg \min_{\mathcal{X}, \mathcal{G}} \mathcal{E}(\mathcal{G}) + \mathcal{I}_\Omega(\mathcal{X}) \\
\text{s.t. } \mathcal{G} - [\mathbf{I}; \cdots; \mathbf{I}]\mathcal{X} = 0, \tag{9}
\]

where \( \mathcal{E}(\mathcal{G}) = \sum_{n=1}^{[j/2]} \beta_n L(\mathbf{G}_{\{n\}}) \), \( \mathcal{I}_\Omega(\cdot) \) is the indicator function satisfies \( \mathcal{I}_\Omega(x) = 0 \) if \( x \in \Omega \) and \( \infty \) otherwise, and \( \mathbf{I} \) denotes the identify operator. By separating the variables in \( (9) \) into two groups \( \{\mathcal{G}_n\}_{n=1}^{[j/2]} \) and \( \mathcal{X} \), we observe that \( (9) \) fits the framework of ADMM \[34\]. The augmented Lagrangian function of \( (9) \) is defined as

\[
\mathcal{L}_n(\mathcal{G}, \mathcal{X}, \mathcal{H}) = \mathcal{E}(\mathcal{G}) + \mathcal{I}_\Omega(\mathcal{X}) + \langle \mathcal{G} - [\mathbf{I}; \cdots; \mathbf{I}]\mathcal{X}, \mathcal{H} \rangle + \frac{\eta}{2} \| \mathcal{G} - [\mathbf{I}; \cdots; \mathbf{I}]\mathcal{X} \|_F^2, \tag{10}
\]

where \( \mathcal{H} = [\mathcal{H}_1; \cdots; \mathcal{H}_{[j/2]}], \{\mathcal{H}_n\}_{n=1}^{[j/2]} \) are Lagrangian multipliers, and \( \eta \) is a penalty parameter. Then, the ADMM procedure for solving \( (10) \) is following:

\[
\begin{align*}
\mathcal{G}^{k+1} &= \arg \min_{\mathcal{G}} \mathcal{L}_n(\mathcal{G}, \mathcal{X}^k, \mathcal{H}^k), \\
\mathcal{X}^{k+1} &= \arg \min_{\mathcal{G}} \mathcal{L}_n(\mathcal{G}^{k+1}, \mathcal{X}, \mathcal{H}^k), \\
\mathcal{H}^{k+1} &= \mathcal{H}^k + \eta (\mathcal{G}^{k+1} - \mathcal{X}^{k+1}).
\end{align*} \tag{11}
\]

Next, we give the details for solving each subproblem.

(1) \( \mathcal{G} \)-subproblem. It is clear that the minimization with respect to each \( \mathcal{G}_n \) is decoupled. The optimal \( \mathcal{G}_n \) is given by

\[
\mathcal{G}_n^{k+1} = \arg \min_{\mathcal{G}_n} \beta_n L(\mathbf{G}_{\{n\}}) + \frac{\eta}{2} \| \mathbf{G}_n - \mathbf{X}^k + \frac{\mathcal{H}^k_n}{\eta} \|_F^2. \tag{12}
\]

By using the equation \( \| \mathbf{X}_{\{k\}} \|_F = \| \mathcal{X} \|_F \), we rewrite \( (12) \) as the following problem:

\[
\mathbf{G}_{\{n\}}^{k+1} = \arg \min_{\mathbf{G}_{\{n\}}} \beta_n L(\mathbf{G}_{\{n\}}) + \frac{\eta}{2} \| \mathbf{G}_{\{n\}} - \mathbf{X}_{\{n\}} + \frac{\mathbf{H}^k_{\{n\}}}{\eta} \|_F^2, \\
= \arg \min_{\mathbf{G}_{\{n\}}} \beta_n \sum_j \log(\sigma_j(\mathbf{G}_{\{n\}})) + \varepsilon + \frac{\eta}{2} \| \mathbf{G}_{\{n\}} - \mathbf{X}_{\{n\}} + \frac{\mathbf{H}^k_{\{n\}}}{\eta} \|_F^2. \tag{13}
\]
According to the work [10, 38], $G_n$ has the closed-form solution

$$G_n^{k+1} = \text{fold}_n \left( U_n \Sigma_n V_n^T \right),$$

where $U_n \Sigma_n V_n^T$ is the singular value decomposition (SVD) of $X_n^k - \frac{H_n^{(n)}}{\eta}$ and $S_{\frac{p_n}{\eta^{\frac{1}{2}}}, \varepsilon}(\Sigma_k)$ is the thresholding operator defined as

$$S_{\frac{p_n}{\eta^{\frac{1}{2}}}, \varepsilon}(x) = \begin{cases} 0, & \text{if } c_2 \leq 0, \\ \text{sign}(x) \left( \frac{c_1 + \sqrt{c_2}}{2} \right), & \text{if } c_2 > 0, \end{cases}$$

with $c_1 = |x| - \varepsilon$, $c_2 = (c_1)^2 - 4 \left( \frac{p_n}{\eta^{\frac{1}{2}}} - \varepsilon |x| \right)$. This thresholding operator shrinks less the larger singular values while more the smaller ones [59]. The calculation of $G_n$ mainly involves the SVD of the matrix with size $p_n \times q_n$ ($p_n = \prod_{d=l+n}^{l+n-1} m_d$, $q_n = \prod_{d=l+n}^{l+n-1} m_d$, $n = 1, \ldots, l$, and $l = \lceil j/2 \rceil$), whose complexity is $O(\min(p_n^2 q_n, p_n q_n^2))$.

(2) $X$-subproblem. The optimal $X$ is the solution of the following quadratic problem:

$$X^{k+1} = \arg \min_X I_\Omega(X) + \sum_{n=1}^{\lceil j/2 \rceil} \frac{\eta_k}{2} \left\| G_n^{k+1} - X + \frac{H_n^{(n)}}{\eta} \right\|_F^2.$$  (16)

Then $X$ can be calculated by

$$X^{k+1} = \mathcal{P}_{\Omega^C} \left( \sum_{n=1}^{\lceil j/2 \rceil} \left( G_n^{k+1} + \frac{H_n^{(n)}}{\eta_k} \right) \right) + \mathcal{P}_{\Omega}(X).$$  (17)

The cost of computing $X$ is $O(\prod_{n=1}^{\lceil j/2 \rceil} m_n)$.

The proposed ADMM-based algorithm is summarized in Algorithm 1. At each iteration, the total cost of Algorithm 1 is

$$O \left( \sum_{n=1}^{\lceil j/2 \rceil} \min(p_n^2 q_n, p_n q_n^2) \right),$$

where $p_n = \prod_{d=[j/2]}^{l+n-1} m_d$, $q_n = \prod_{d=[j/2]}^{l+n-1} m_d$, $n = 1, \ldots, \lceil j/2 \rceil$.

**Algorithm 1** ADMM-based solver for (8).

**Input:** the observed tensor $T$, index set $\Omega$, parameters $\eta$ and $\varepsilon$.

1. **Initialization:** $X = T$, $H_n = 0$, and $k_{\max} = 500$.

2. **While** not satisfying the stopping condition, **do**

   3. **for** $k = 1$ to $\lceil j/2 \rceil$ **do**

      4. update $G_n$ via (14);

   5. **end for**;

   6. update $X$ via (17);

   7. update $H_n$ via (11);

   8. update $\eta^{k+1} = 1.1 \eta^k$;

   9. **end while**

**Output:** restored tensor $X$. 
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3.2 Convergence

In this subsection, we present the convergence of Algorithm 1. Following, we first briefly review the framework and the convergence of ADMM for solving nonconvex and nonsmooth optimization problems [34]. In [34], the authors considered the optimization problem:

\[
\min_{x,y} \mathcal{E}(x) + \mathcal{F}(y) \\
\text{s.t. } Ax + By = 0,
\]

where \( \mathcal{E}(x) \) is continuous, proper, possibly nonsmooth, \( x \in \mathbb{R}^{m_1} \) is the variable with the corresponding coefficient \( A \in \mathbb{R}^{l \times m_1} \), \( \mathcal{F}(y) \) is proper and differentiable, \( y \in \mathbb{R}^{m_2} \) is the variable with the corresponding coefficient \( B \in \mathbb{R}^{l \times m_2} \). \( \mathcal{E} \) and \( \mathcal{F} \) can be possibly nonconvex functions. By introducing the auxiliary multiplier \( z \in \mathbb{R}^l \), we obtain the augmented Lagrangian function of (18) as

\[
\mathcal{L}_\eta(x, y, z) = \mathcal{E}(x) + \mathcal{F}(y) + \langle z, Ax + By \rangle + \frac{\eta}{2} \|Ax + By\|^2,
\]

where \( \eta > 0 \) is a penalty parameter. Denoting by \( k \) the iteration index, according to ADMM [36], the iterative way to solve (18) is

\[
\begin{align*}
    x^{k+1} &= \arg\min_x \mathcal{L}_\eta(x, y^k, z^k), \\
    y^{k+1} &= \arg\min_y \mathcal{L}_\eta(x^{k+1}, y, z^k), \\
    z^{k+1} &= z^k + \eta(Ax^{k+1} + By^{k+1}).
\end{align*}
\]

The following theorem [34] presents the convergence result of the nonsmooth and nonconvex ADMM.

**Theorem 1.** [34] Suppose that the following assumptions A1–A5 hold. Then, for any initial guess and sufficiently large \( \eta \), the sequence \( (x^k, y^k, z^k) \) generated by (19) converges to the stationary point of \( \mathcal{L}_\eta \).

- A1 (coercivity) Define the nonempty feasible set \( \mathcal{D} = \{(x, y) \in \mathbb{R}^{m_1+m_2} : Ax + By = 0\} \). \( \mathcal{E}(x) + \mathcal{F}(y) \) is coercive over \( \mathcal{D} \), i.e., \( \mathcal{E}(x) + \mathcal{F}(y) \to \infty \) if \( (x, y) \in \mathcal{D} \) and \( \| (x, y) \|_2 \to \infty \).

- A2 (feasibility) \( \text{Im}(A) \subseteq \text{Im}(B) \), where \( \text{Im}(\cdot) \) denotes the image of a matrix;

- A3 (Lipschitz sub-minimization paths)
  - (a) For any \( x \), \( H : \text{Im}(B) \to \mathbb{R}^l \) obeying \( H(u) = \arg\min_y \{\mathcal{E}(x) + \mathcal{F}(y) : By = u\} \) is a Lipschitz continuous map,
  - (b) For any \( y \), \( G : \text{Im}(A) \to \mathbb{R}^l \) obeying \( G(u) = \arg\min_x \{\mathcal{E}(x) + \mathcal{F}(y) : Ax = u\} \) is a Lipschitz continuous map;

- A4 (objective-\( \mathcal{E} \) regularity) \( \mathcal{E} \) is Lipschitz differentiable.

- A5 (objective-\( \mathcal{F} \) regularity) \( \mathcal{F} \) is lower semi-continuous or \( \sup\{\|d\| : x \in X, d \in \partial\mathcal{F}(x)\} \) is bound for any bound set \( X \).

Next, we present the convergence of Algorithm 1 by proving that it fits the framework of [34].
Theorem 2. For sufficiently large \( \eta \), the sequence \((G^k, X^k, H^k)\) generated by Algorithm 1 converges to the stationary point of the augmented Lagrangian function \((10)\).

Proof. We reformulate \((9)\) as the following matrix-vector multiplication form:

\[
\arg\min_{X, G} \mathcal{E}(G) + I_\Omega(X) \\
\text{s.t.} \\
\left( \begin{array}{cccc}
I & 0 & 0 & 0 \\
0 & I & \cdots & 0 \\
0 & 0 & \ddots & \vdots \\
0 & 0 & \cdots & I
\end{array} \right) \\
\left( \begin{array}{c}
g_1 \\
g_2 \\
\vdots \\
g_{\lceil j/2 \rceil}
\end{array} \right) - \\
\left( \begin{array}{c}
I \\
I \\
\vdots \\
I
\end{array} \right) X = 0,
\]

where \(\{g_n\}_{n=1}^{\lceil j/2 \rceil}\) and \(X\) denote the vectorization of \(\{G_n\}_{n=1}^{\lceil j/2 \rceil}\) and \(X\), respectively. We can see that the proposed nonconvex model fits the framework of \((18)\).

To show the convergence of the proposed algorithm, we verify that our model fits the assumptions A1–A5. A1 holds because of the coercivity of \(\mathcal{E}(G) + F(X)\). A2 and A3 hold because both the coefficient matrices of \(g_1^T; \cdots; g_{\lceil j/2 \rceil}^T\) and \(X\) are full column rank. A4 holds because the logdet function is Lipschitz differentiable \([7]\). A5 holds because the indicator function \(I_\Omega(X)\) is lower semicontinuous. This completes the proof.

4 Experiments

Table 3: Summary of compared methods.

| Methods          | Low-rankness characterization and additional regularization |
|------------------|-------------------------------------------------------------|
| HaLRTC [24]      | Tucker rank                                                 |
| NSNN [16]        | logdet-based Tucker rank approximation                      |
| LRTC-TV [22]     | Tucker rank with anisotropic total variation                |
| SiLTRC-TT [11]   | TT rank                                                     |
| tSVD [45]        | tubal rank                                                  |
| KBR [37]         | Kronecker-basis-representation based tensor sparsity measure |
| TRNN [14]        | TR rank                                                     |
| LogTR            | logdet-based TR rank approximation                           |

In this section, we show the effectiveness of the proposed method on various real-world data including color images, multispectral images (MSIs), and color videos. We compare our method, called tensor completion via logdet-based tensor ring rank minimization (LogTR), with seven state-of-the-art approaches, namely HaLRTC [24], NSNN [16], LRTC-TV [22], SiLTRC-TT [11], tSVD [45], KBR [37], and TRNN [14], which are summarized in Table 3. All test tensors are scaled into the interval \([0, 255]\). All the methods are implemented by MATLAB; the simulations are performed on a desktop.
Figure 3: Recovered color images *House*, *Peppers*, and *Airplane* for random missing entries with $SR = 0.3$.

equipped with Windows 10 64-bit, Intel(R) Core(TM) i7-6700 CPU with 3.40 GHz core, and 8 GB RAM.
To evaluate the results, we adopt the peak signal-to-noise ratio (PSNR) (dB) and the structural similarity index (SSIM), which are defined as

$$\text{PSNR} = 10 \log_{10} \left( \frac{\text{Max}_F F^2}{\| F - \tilde{F} \|_F^2} \right),$$

$$\text{SSIM} = \frac{(2\mu_F \mu_{\tilde{F}} + c_1)(2\sigma_F + c_2)}{(\mu_F^2 + \mu_{\tilde{F}}^2 + c_1)(\sigma_F^2 + \sigma_{\tilde{F}}^2 + c_2)},$$

where $F \in \mathbb{R}^{m_1 \times m_2}$ and $\tilde{F} \in \mathbb{R}^{m_1 \times m_2}$ are the original grayscale image and the restored grayscale image, respectively, $\text{Max}_F F$ is the maximum possible pixel value of $F$ and $\tilde{F}$, $\mu_F$ and $\mu_{\tilde{F}}$ are the mean values of $F$ and $\tilde{F}$, $\sigma_F^2$ and $\sigma_{\tilde{F}}^2$ are the standard variances of $F$ and $\tilde{F}$, $\sigma$ is the covariance of $\tilde{F}$ and $F$, and $c_1$, $c_2 > 0$ are constants. For color images and MSIs, we use the average PSNR and SSIM corresponding to channels or bands as the quality index of the entire result. For color videos, we calculate the PSNR and SSIM values by averaging the two values of all color frames. High PSNR and SSIM values indicate good performance.

**Parameter setting.** The proposed method involves the following parameters: weights $\{\beta_n^{[j/2]}\}_{n=1}^{\lceil j/2 \rceil}$ and the penalty parameter $\eta$. In our model (4), we assign larger weight to $X_{\{n\}}$ with more balanced size, i.e.,

$$\beta_n = \frac{\delta_n}{\sum_{n=1}^{\lceil j/2 \rceil} \delta_n} \quad \text{with} \quad \delta_n = \min(\Pi_{d=\lceil j/2 \rceil}^{[j/2]} + n - 1, \Pi_{d=\lceil j/2 \rceil}^{[j/2]} + n + m_d).$$

Besides, we set $\eta^{k+1} = 1.1\eta^k$ and select the initial value $\eta^0$ from one of values in $\{10^{-9}, 10^{-8}, 10^{-7}, 10^{-6}\}$, to obtain the highest PSNR value.

We terminate our algorithm when the following stopping condition holds:

$$\frac{\| X^{k+1} - X^k \|_F}{\| X^k \|_F} \leq 10^{-4}.$$

Also, we set the maximum iterations as 500. All parameters corresponding to compared methods are carefully tuned according to the reference papers’ suggestion. In the experiments, SLRTC-TT, TRNN, and LogTR use VDT to transform a low-order tensor to a high-order one, while HaLRTC, NSNN, LRTC-TV, tSVD, and KBR are performed directly on the original data.

### 4.1 Color images

In this subsection, we test the proposed method using five color images of size $256 \times 256 \times 3$. We test two sampling cases, including random missing entries and structural missing entries. In general, the later is more challenging than the former. We first use VDT to transform a third-order color image into a ninth-order tensor, whose size is $4 \times 4 \times 4 \times 4 \times 4 \times 4 \times 4 \times 4 \times 3$.

**Random missing.** We randomly sample the incomplete images using sampling rates (SRs) from 0.05 to 0.5. In Figure [3] we show the performance of all methods under random missing case with $SR = 0.3$. The results obtained by both HaLRTC and NSNN have undesirable artifacts. Although achieving better results than HaLRTC and NSNN, the results by LRTC-TV are over-smooth and lose many details. SLRTC-TT and TRNN create some block-artifacts, and tSVD and KBR exhibit many artifacts, such as the eaves area of House and the tail of Airplane. While LogTR performs better than
| Images  | SR | PSNR (dB) | SSIM  |
|--------|----|-----------|-------|
|        | 0.1 | 20.05     | 20.16 |
| House  | 0.2 | 23.23     | 21.88 |
|        | 0.3 | 23.23     | 21.88 |
|        | 0.5 | 23.23     | 21.88 |
|        | 0.1 | 25.69     | 27.61 |
|        | 0.2 | 27.61     | 28.40 |
|        | 0.3 | 27.61     | 28.40 |
|        | 0.5 | 27.61     | 28.40 |
|        | 0.1 | 30.11     | 32.09 |
|        | 0.2 | 32.09     | 32.64 |
|        | 0.3 | 32.09     | 32.64 |
|        | 0.5 | 32.09     | 32.64 |
|        | 0.1 | 18.80     | 18.98 |
|        | 0.2 | 22.06     | 20.40 |
|        | 0.3 | 22.06     | 20.40 |
|        | 0.5 | 22.06     | 20.40 |
|        | 0.1 | 19.52     | 19.50 |
|        | 0.2 | 22.35     | 20.82 |
|        | 0.3 | 22.35     | 20.82 |
|        | 0.5 | 22.35     | 20.82 |
|        | 0.1 | 19.59     | 19.66 |
|        | 0.2 | 22.32     | 20.90 |
|        | 0.3 | 22.32     | 20.90 |
|        | 0.5 | 22.32     | 20.90 |
|        | 0.1 | 17.25     | 17.02 |
|        | 0.2 | 18.59     | 18.33 |
|        | 0.3 | 18.59     | 18.33 |
|        | 0.5 | 18.59     | 18.33 |
|        | 0.1 | 21.11     | 21.75 |
|        | 0.2 | 23.40     | 22.68 |
|        | 0.3 | 23.40     | 22.68 |
|        | 0.5 | 23.40     | 22.68 |
|        | 0.1 | 20.22     | 27.90 |
|        | 0.2 | 27.87     | 27.81 |
|        | 0.3 | 27.87     | 27.81 |
|        | 0.5 | 27.87     | 27.81 |

Figure 4: PSNR and SSIM values of different methods on color images completion with different SRs.
the compared methods in keeping the smoothness of backgrounds and clear structures; please see the zoom-in regions of recovered images.

Table 4 lists the recovered PSNR and SSIM values by different methods. We label the best values for each quality index in bold. Figure 3 shows the PSNR and SSIM curves under different SRs. We can see that the proposed method achieves higher PSNR and SSIM values than all compared methods in most cases.

**Structural missing.** We test recovering color images with structural missing entries, including random curves missing for *House*, random stripes missing for *Barbara*, and random texts missing for *Airplane*; the results are shown in Figure 5. Obviously, for *Barbara*, tSVD fails to recover the missing slices; HaLRTC, NSNN, and KBR recover the horizontal stripes, but remain clear vertical traces; there are “shadows” still retained in the images recovered by LRTC-TV, SiLRTC-TT, and TRNN. For *House* and *Airplane*, it is clear that the outlines of curves and texts can be seen on images recovered by all compared methods. In contrast, the proposed method fills most missing areas without outlines and performs well in preserving structures and edges, which can be seen from the enlarged subregions marked by a blue box of each image. Besides, from the quality indexes reported below the recovered images, the proposed method obtains the highest PSNR and SSIM values.

### Table 5: PSNR and SSIM values of different methods on MSIs completion with different SRs.

| MSIs | SR  | Method | HaLRTC | NSNN | LRTC-TV | SiLRTC-TT | tSVD | KBR | TRNN | LogTR |
|------|-----|--------|--------|------|---------|-----------|------|-----|------|-------|
| Feathers | 0.05 | PSNR | 22.27 | 30.05 | 20.70 | 23.75 | 27.46 | 28.57 | 27.00 | **36.35** |
|       | SSIM | 0.7058 | 0.8526 | 0.7408 | 0.7610 | 0.7720 | 0.8471 | 0.8742 | 0.9730 | **0.9730** |
|       | 0.1  | PSNR | 25.22 | 32.99 | 25.43 | 29.12 | 31.66 | 37.63 | **32.34** | 42.89 |
|       | SSIM | 0.8056 | 0.9034 | 0.8499 | 0.8831 | 0.8792 | 0.9606 | 0.9521 | **0.9914** | 0.9914 |
|       | 0.2  | PSNR | 29.31 | 37.29 | 29.84 | 37.40 | 36.70 | 44.35 | **38.81** | 50.37 |
|       | SSIM | 0.9012 | 0.9529 | 0.9309 | 0.9738 | 0.9505 | 0.9882 | 0.9863 | **0.9977** | 0.9977 |
| Toy   | 0.05 | PSNR | 20.20 | 30.49 | 18.21 | 23.25 | 28.66 | 28.85 | 27.67 | **36.91** |
|       | SSIM | 0.6691 | 0.8867 | 0.6799 | 0.7492 | 0.8413 | 0.8593 | 0.8862 | **0.9771** | 0.9771 |
|       | 0.1  | PSNR | 24.72 | 33.63 | 24.96 | 29.10 | 32.55 | 37.60 | **33.30** | 43.96 |
|       | SSIM | 0.8021 | 0.9345 | 0.8294 | 0.8890 | 0.9164 | 0.9718 | 0.9601 | **0.9943** | 0.9943 |
|       | 0.2  | PSNR | 29.78 | 37.45 | 30.39 | 37.59 | 37.71 | 45.29 | **40.85** | 52.88 |
|       | SSIM | 0.9107 | 0.9682 | 0.9329 | 0.9783 | 0.9665 | 0.9930 | 0.9913 | **0.9989** | 0.9989 |
| Peppers | 0.05 | PSNR | 24.56 | 38.13 | 25.30 | 26.95 | 32.52 | 32.55 | 29.66 | **42.24** |
|       | SSIM | 0.7464 | 0.9576 | 0.8602 | 0.8335 | 0.8558 | 0.9015 | 0.9381 | **0.9930** | 0.9930 |
|       | 0.1  | PSNR | 30.54 | 42.77 | 29.66 | 31.07 | 37.60 | 44.73 | **33.95** | 48.28 |
|       | SSIM | 0.9008 | 0.9815 | 0.9381 | 0.9418 | 0.9384 | 0.9905 | 0.9790 | **0.9992** | 0.9992 |
|       | 0.2  | PSNR | 36.74 | 47.48 | 36.41 | 41.71 | 43.50 | 52.71 | 40.32 | **55.77** |
|       | SSIM | 0.9680 | 0.9931 | 0.9812 | 0.9894 | 0.9803 | 0.9979 | 0.9953 | **0.9995** | 0.9995 |

### 4.2 MSIs

We test the proposed method on the CAVE MSI database containing 32 real-world scenes. For MSIs, we test the random sampling case and set $SR = 0.01, 0.05, 0.1,$ and $0.2$. Before applying LogTR to fill the missing entries, we transform the MSI data of size $256 \times 256 \times 31$ to a ninth-order tensor of size $4 \times 4 \times 4 \times 4 \times 4 \times 4 \times 4 \times 4 \times 31$.

Figures 6 and 7 show the visual results for *Toy*, *Feather*, and *Peppers* MSIs at $SR = 0.01$ and $0.05$. In the extreme case $SR = 0.01$ in Figure 6, all compared methods hardly restore the outline of the original images, while LogTR can obtain promising visual results for the testing data. From Figure 7, we observe that LogTR can maintain the smoothness area of *Peppers* and preserve the textures and...
Figure 5: Recovered color images House, Barbara, and Airplane for structural missing entries. (a) original data, (b) observed data, results by (c) HaLRTC, (d) NSNN, (e) LRTC-TV, (f) SiLRTC-TT, (g) tSVD, (h) KBR, (i) TRNN, and (j) LogTR.
Figure 6: Recovered MSIs *Feathers*, *Toy*, and *Peppers* for random missing entries with $SR = 0.01$. The color image is composed of bands 30, 20, and 10.

details of *Feathers* and *Toy*.

Table summarizes the PSNR and SSIM values of *Feathers*, *Peppers*, and *Toy* reconstructed by
Figure 7: Recovered MSIs Feathers, Toy, and Peppers for random missing entries with $SR = 0.05$. The color image is composed of bands 30, 20, and 10.

eight LRTC methods for three SRs. Figure 8 lists the comparison of the PSNR values by different methods on the whole CAVE dataset with $SR = 0.1$. Form these quality indexes, LogTR achieves
superior performance as before.

4.3 Color videos

We test six color videos\(^3\) including Container, Salesman, Hall, Foreman, Claire, and Suzie. All testing videos are with size 144 × 176 × 3 × 144. The SRs are set as 0.1, 0.2, and 0.3. To obtain balanced unfolding matrices, we first permute videos with order [1, 4, 3, 2] and then transform it into a tenth-order tensor, whose size is 6 × 6 × 4 × 4 × 6 × 6 × 3 × 4 × 4 × 11.

Figure 9 shows one frame of videos Container, Salesman, and Hall recovered by all methods with SR = 0.1. We observe that NSNN, SiLRTC-TT, tSVD, and TRNN can not keep structures of the recovered videos, such as the ripples of water in Container and the tie of Salesman, and HaLRTC, LRTC-TV, and KBR over-smooth the moved subjects, leading to obvious detail missing. In contrast, LogTR visually outperforms compared methods in keeping details and edges.

Table 6 summaries the PNSR and SSIM values for different SRs. Figure 10 plots the PSNR and SSIM values corresponding to the frame number with SR = 0.1. Again, for different SRs and all frames, LogTR achieves higher PSNR and SSIM values than compared methods.

5 Conclusion

In this paper, we propose a new nonconvex relaxation based on logdet function of the TR rank to more accurately depict the global low-rank prior of tensors for LRTC. We develop the ADMM

\(^3\)https://media.xiph.org/video/derf/
algorithm to solve the nonconvex optimization problem with convergence analysis. Experiments on color images, MSIs, and color videos show that the proposed method can not only flexibly adapt to different completion tasks, but also achieve better performance than some state-of-the-art methods. In future work, we will try to apply the proposed nonconvex low-rank approximation to other tasks, such as denoising \cite{23, 28, 31} and rain streaks removal \cite{17}.

Figure 9: Recovered color videos Container, Salesman, and Hall for random missing entries with \( SR = 0.1 \).
| Videos | SR | PSNR  | SSIM   |
|--------|----|-------|--------|
|        | 0.1 |       |        |
| Container |  | 22.68 | 0.7651 |
|          | SSIM | 0.7651 | 0.9146 |
|          | 0.2 | 25.85 | 0.8614 |
|          | SSIM | 0.8614 | 0.9096 |
|          | 0.3 | 28.58 | 0.9146 |
|          | SSIM | 0.9146 | 0.9805 |
| Salesman  | 0.1 | 23.76 | 0.6477 |
|          | SSIM | 0.6477 | 0.8910 |
|          | 0.2 | 27.10 | 0.7970 |
|          | SSIM | 0.7970 | 0.9405 |
|          | 0.3 | 29.82 | 0.9790 |
|          | SSIM | 0.9790 | 0.9622 |
| Hall  | 0.1 | 22.61 | 0.7469 |
|          | SSIM | 0.7469 | 0.9145 |
|          | 0.2 | 26.11 | 0.8560 |
|          | SSIM | 0.8560 | 0.9454 |
|          | 0.3 | 28.89 | 0.9114 |
|          | SSIM | 0.9114 | 0.9622 |
| Foreman  | 0.1 | 19.89 | 0.5082 |
|          | SSIM | 0.5082 | 0.8624 |
|          | 0.2 | 23.21 | 0.6770 |
|          | SSIM | 0.6770 | 0.9235 |
|          | 0.3 | 25.99 | 0.7959 |
|          | SSIM | 0.7959 | 0.9524 |
| Claire  | 0.1 | 26.76 | 0.8668 |
|          | SSIM | 0.8668 | 0.9636 |
|          | 0.2 | 30.70 | 0.9285 |
|          | SSIM | 0.9285 | 0.9794 |
|          | 0.3 | 33.81 | 0.9589 |
|          | SSIM | 0.9589 | 0.9867 |
| Suzie  | 0.1 | 23.60 | 0.8625 |
|          | SSIM | 0.8625 | 0.8810 |
|          | 0.2 | 27.38 | 0.7970 |
|          | SSIM | 0.7970 | 0.9223 |
|          | 0.3 | 30.14 | 0.8654 |
|          | SSIM | 0.8654 | 0.9464 |
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