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Abstract
In this paper, we prove some general convergence theorems for the Picard iteration in cone metric spaces over a solid vector space. As an application, we provide a detailed convergence analysis of the Weierstrass iterative method for computing all zeros of a polynomial simultaneously. These results improve and generalize existing ones in the literature.
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1. Introduction
In the first part of the paper, we study the convergence of the iterative processes of the type

\[ x_{n+1} = Tx_n, \quad n = 0, 1, 2, \ldots, \]  

(1.1)

where \( T : D \subset X \to X \) is an iteration function in a cone metric space \((X, d)\) over a solid vector space \((Y, \preceq)\). Cone metric spaces have a long history (see Collatz [3], Zabrejko [43], Janković, Kadelburg and Radenović [10], Proinov [29] and references therein). For an overview of the theory of cone metric spaces over a solid vector space, we refer the reader to [29] and [31, Section 2].

In the second part of the paper, we study the convergence of the famous Weierstrass method [39] for computing all zeros of a polynomial simultaneously. This method was introduced and studied for the first time by Weierstrass in 1891. In 1960–1966, the method was rediscovered by Durand [6] (in
implicit form), Dochev [4], Kerner [11] and Prešić [23]. For this reason, it is also known as ‘Durand-Kerner method’, ‘Weierstrass-Dochev method’, etc. For an overview of iterative methods for simultaneous finding of polynomials’ zeros, we refer the reader to [12, 14, 18, 34].

Throughout this paper, \((K, |\cdot|)\) denotes an arbitrary normed (valued) field with absolute value \(|\cdot|\), and \(K[z]\) denotes the ring of polynomials in one variable \(z\) over \(K\). Let \(f \in K[z]\) be a polynomial of degree \(n \geq 2\). We consider the zeros of \(f\) as a vector in \(K^n\). More precisely, a vector \(\xi \in K^n\) is said to be a root-vector of \(f\) if

\[
f(z) = a_0 \prod_{i=1}^n (z - \xi_i) \quad \text{for all } z \in K,
\]

where \(a_0 \in K\). Obviously, \(f\) has a root-vector in \(K^n\) if and only if \(f\) splits in \(K\). Recall that the Weierstrass method is defined by the following iteration

\[
x_{k+1} = x_k - W(x_k), \quad k = 0, 1, 2, \ldots,
\]

where \(W: D \subset K^n \rightarrow K^n\) is defined by \(W(x) = (W_1(x), \ldots, W_n(x))\) with

\[
W_i(x) = \frac{f(x_i)}{a_0 \prod_{j \neq i} (x_i - x_j)} \quad (i = 1, \ldots, n),
\]

where \(a_0\) is the leading coefficient of \(f\) and \(D\) is the set of all vectors in \(K^n\) with distinct components. The operator \(W\) is called the Weierstrass correction. Sometimes we write \(W_f\) instead of \(W\) to indicate that the operator \(W\) is generated by \(f\). It is easy to see that the Weierstrass correction \(W_f\) is invariant with respect to multiplication of \(f\) by a non-zero constant \(c \in K\). Obviously, the Weierstrass iteration \((1.3)\) can be represented in the form \((1.1)\) with the iteration function \(T: D \subset K^n \rightarrow K^n\) defined by

\[
T(x) = x - W(x).
\]

The aim of this paper is twofold. First, we present some general convergence theorems with error estimates for the Picard iteration \((1.1)\). These results extend some of the results in [27, 28]. Second, using these results we provide a detailed convergence analysis of the Weierstrass method \((1.1)\). The new results for the Weierstrass method improve the corresponding results of [2, 4, 7, 13, 17, 19–22, 24, 32, 36–38, 41, 44–46].
The paper is structured as follows:

In Section 2 we present some preliminaries results and notations that will be useful in the sequel.

In Section 3 we establish two general convergence theorems with error estimates for iterated contractions at a point in cone metric spaces. The first one extends Theorem 3.6 of [27].

In Section 4 we establish two general semilocal convergence theorems with error estimates for iterative processes of the type (1.1). These results extend Theorems 5.4 and 5.6 of [28]. As a consequence we obtain a convergence theorem with error estimates for iterated contractions in cone metric spaces, which extends Theorem 6.5 of [28]. All results in this sections are generalizations of the Banach Contraction Principle [1] as well as of the Iterated Contraction Principle given in [15, Chap. 12] and [29].

In Section 5 we present some inequalities in $K^n$ and notations which will be useful in the next sections.

In Section 6 we obtain a local convergence theorem with error estimates for the Weierstrass method which improves the results of Dochev [4], Kyurkchiev and Markov [13], Yakoubohn [41] and Proinov and Petkova [32].

In Section 7 we obtain another local convergence theorem with error estimates for the Weierstrass method which improves and generalizes the results of Wang and Zhao [37], Tilli [36] and Han [7].

In Section 8 we prove a new convergence theorem for the Weierstrass method under computationally verifiable initial conditions. The main result of this section generalizes, improves and complements all previous results in this area, which are due to Prešić [22], Zheng [45, 46], Wang and Zhao [38, 44], Petković, Carstensen and Trajković [19], Petković [17], Petković, Herceg and Ilić [21], Batra [2], Han [7], Petković and Herceg [20] and Proinov [24]. The new result in this section also gives computationally verifiable error estimates, a localization formula for the Weierstrass iteration (1.3) as well as a sufficient condition for a polynomial $f \in K[z]$ of degree $n \geq 2$ to have $n$ simple zeros in the field $K$. Finally, we provide an example which shows the exactness of the error estimates of our semilocal theorem for the Weierstrass iterative method.

2. Preliminaries

Throughout the paper, $J$ denotes an interval in $\mathbb{R}_+$ containing 0, that is, an interval of the form $[0, R]$, $[0, R)$ or $[0, \infty)$, where $R > 0$. We use the
abbreviation $\varphi^n$ for the $n$th iterate of a function $\varphi: J \to J$. For $n \in \mathbb{N}$ we denote by $S_n(t)$ the following polynomial

$$S_n(t) = \sum_{k=0}^{n-1} t^k. \quad (2.1)$$

If the case $n = 0$, we set $S_0(t) \equiv 0$. Throughout the paper, we assume by definition that $0^0 = 1$.

**Definition 2.1** ([28]). A function $\varphi: J \to \mathbb{R}_+$ is called quasi-homogeneous of degree $r \geq 0$ on $J$ if it satisfies the following condition

$$\varphi(\lambda t) \leq \lambda^r \varphi(t) \quad \text{for all } \lambda \in [0, 1] \text{ and } t \in J. \quad (2.2)$$

It is easy to prove that a function $\varphi: J \to \mathbb{R}_+$ is quasi-homogeneous of degree $r \geq 0$ on $J$ if and only if there exists a nondecreasing function $\Phi: J \to \mathbb{R}_+$ such that $\varphi(t) = t^r \Phi(t)$ for all $t \in J$.

Let us give an example for quasi-homogeneous functions, which we will use in Sections 6 and 7.

**Example 2.2.** Let $n \in \mathbb{N}$ and $\varphi$ be a quasi-homogeneous function of degree $r > 0$ on an interval $J$. Then the function $\Phi$ defined by

$$\Phi(t) = (1 + \varphi(t))^n - 1,$$

is also quasi-homogeneous of degree $r$ on $J$.

**Proof.** It follows from the identity $\Phi(t) = \sum_{k=1}^{n} \binom{n}{k} \varphi(t)^k$ because the sum of quasi-homogeneous functions of degree $r$ on $J$ is quasi-homogeneous of degree $r$ on $J$. \hfill $\Box$

**Definition 2.3** ([26]). A function $\varphi: J \to J$ is called a gauge function of order $r \geq 1$ on an interval $J$ if it is quasi-homogeneous of degree $r$ on $J$ and

$$\varphi(t) \leq t \quad \text{for all } t \in J. \quad (2.3)$$

A gauge function $\varphi$ of order $r$ on $J$ is said to be a strict gauge function if the inequality in (2.3) holds strictly whenever $t > 0$.

**Proposition 2.4** ([28]). If $\varphi: J \to \mathbb{R}_+$ is quasi-homogeneous of degree $r \geq 1$ on an interval $J$ and $R > 0$ is fixed point of $\varphi$ in $J$, then $\varphi$ is a gauge function of order $r$ on $[0, R]$. Moreover, if $r > 1$, then $\varphi$ is a strict gauge function of order $r$ on $[0, R)$.
Definition 2.5 (**[27]**). Let \( T: D \subset X \to X \) be a map of a set \( X \). A function \( E: D \to \mathbb{R}_+ \) is said to be \textit{function of initial conditions} of \( T \) (with a gauge function \( \phi \) on \( J \)) if there exists a function \( \phi: J \to J \) such that

\[
E(Tx) \leq \phi(E(x)) \quad \text{for all } x \in D \text{ with } Tx \in D \text{ and } E(x) \in J.
\]

Definition 2.6 (**[27]**). Let \( T: D \subset X \to X \) be a map of a set \( X \) and \( E: D \to \mathbb{R}_+ \) be a function of initial conditions of \( T \) with a gauge function \( \phi \) on \( J \). Then a point \( x \in D \) is said to be an \textit{initial point} of \( T \) if \( E(x) \in J \) and \( Tx \in D \) for all \( n \geq 0 \).

Proposition 2.7 (**[28]**). Let \( T: D \subset X \to X \) be a map of a set \( X \) and \( E: D \to \mathbb{R}_+ \) be a function of initial conditions of \( T \) with a gauge function \( \phi \) on an interval \( J \). Suppose \( x \in D \) with \( E(x) \in J \) implies \( Tx \in D \) (2.4)

Then every point \( x_0 \in D \) such that \( E(x_0) \in J \) is an initial point of \( T \).

Proposition 2.8 (**[27]**). Let \( T: D \subset X \to X \) be a map of a set \( X \) and \( E: D \to \mathbb{R}_+ \) be a function of initial conditions of \( T \) with a gauge function \( \phi \) on an interval \( J \). If \( x \in D \) is an initial point of \( T \), then every iterate \( x_n = T^n x \) \( (n = 0, 1, 2, \ldots) \) is an initial point of \( T \). Besides, if \( \phi \) is a gauge function of order \( r \geq 1 \), then for all \( n \geq 0 \),

\[
E(x_{n+1}) \leq \lambda^n E(x_n) \quad \text{and} \quad E(x_n) \leq E(x_0) \lambda^{S_n(r)},
\]

where \( \lambda = \phi(E(x_0)) \) and \( \phi: J \to [0, 1] \) is a nondecreasing function such that

\[
\phi(t) = t \phi(t) \quad \text{for all } t \in J.
\]

The following definition extends Definition 3.4 of [28]. For an ordered vector space \((Y, \preceq)\) we denote by \( Y_+ \) the positive cone of \( Y \), that is,

\[ Y_+ = \{ x \in Y : x \geq 0 \}. \]

Definition 2.9. Let \((X, d)\) be a cone metric space over an ordered vector space \((Y, \preceq)\). Suppose \( T: D \subset X \to X \) is an operator and \( E: D \to \mathbb{R}_+ \) is a function of initial conditions of \( T \) with gauge function \( \phi \) on an interval \( J \). Then a function \( F: D \to Y_+ \) is said to be a \textit{convergence function} of \( T \).
(with respect to $E$ and with control functions $\beta$ and $\gamma$) if there exist two nondecreasing functions $\beta: J \to [0,1)$ and $\gamma: J \to \mathbb{R}_+$ such that

$$F(Tx) \preceq \beta(E(x)) F(x) \quad \text{for all } x \in D \text{ with } Tx \in D \text{ and } E(x) \in J, \quad (2.6)$$

$$d(x, Tx) \preceq \gamma(E(x)) F(x) \quad \text{for all } x \in D \text{ with } E(x) \in J. \quad (2.7)$$

Usually we need stronger conditions for the control function $\beta$. Namely, we assume that $\beta: J \to [0,1)$ is a nondecreasing function satisfying the following two conditions:

$$t \beta(t) \text{ is a strict gauge function of order } r \text{ on } J, \quad (2.8)$$

$$\forall t \in J: \phi(t) = 0 \implies \beta(t) = 0, \quad (2.9)$$

where $\phi: J \to [0,1]$ is a nondecreasing function satisfying (2.5).

It is easy to see that condition (2.9) is equivalent to the existence of a function $\psi: J \to \mathbb{R}_+$ such that

$$\beta(t) = \phi(t) \psi(t) \quad \text{for all } t \in J. \quad (2.10)$$

The following proposition extends Lemmas 3.5 and 3.8 of [28].

**Proposition 2.10.** Let $T: D \subset X \to X$ be an operator of a cone metric space $(X, d)$ over an ordered vector space $(Y, \preceq)$, $E: D \to \mathbb{R}_+$ be a function of initial conditions of $T$ with gauge function $\varphi$ on $J$ satisfying (2.3), and let $F: D \to Y_+$ be a convergence function of $T$ with control functions $\beta$ and $\gamma$. If $x \in D$ is an initial point of $T$, then for all $n \geq 0$,

$$F(x_{n+1}) \preceq h F(x_n) \quad \text{and} \quad F(x_n) \preceq h^n F(x_0), \quad (2.11)$$

where $x_n = T^n x$ and $h = \beta(E(x_0))$. Besides, if $\varphi$ is a gauge function of order $r \geq 1$ on $J$ and $\beta$ satisfies (2.8) and (2.9), then for all $n \geq 0$,

$$F(x_{n+1}) \preceq \theta \lambda^n F(x_n) \quad \text{and} \quad F(x_n) \preceq \theta^n \lambda S_n(r) F(x_0), \quad (2.12)$$

where $\lambda = \phi(E(x_0))$, $\theta = \psi(E(x_0))$ and $\psi: J \to \mathbb{R}_+$ is a function satisfying (2.10).
Proof. We shall prove only (2.12) since the proof of (2.11) is similar. Suppose $x_0$ is an initial point of $T$. We have $x_n \in D$ and $E(x_n) \in J$ since every iterate $x_n$ is an initial point of $T$. Setting $x = x_n$ in (2.6), we obtain

$$F(x_{n+1}) \preceq \beta(E(x_n)) F(x_n).$$

Condition (2.8) implies that $\beta$ is a quasi-homogeneous function of degree $r - 1$ on the interval $J$. From this and Proposition 2.8 we get

$$\beta(E(x_n)) \leq \beta(E(x_0)^{S_n(r)} \lambda^{r-1} S_n(r) \beta(E(x_0) = \theta \lambda^{1+(r-1) S_n(r)} = \theta \lambda^n.$$  

(2.14)

Combining (2.13) and (2.14), we get the first inequality in (2.12). The second inequality in (2.12) follows from the first one by induction on $n \geq 0$. 

We end this section with two proposition from the theory of cone metric spaces over a solid vector space. These statements are trivial in the case of metric spaces.

**Proposition 2.11** ([29]). Let $(X, d)$ be a cone metric space over a solid vector space $(Y, \preceq)$. Suppose $(x_n)$ is a sequence in $X$ satisfying

$$d(x_n, x) \preceq b_n \quad \text{for all } n \geq 0,$$

(2.15)

where $x$ is a point in $X$ and $(b_n)$ is a sequence in $Y$ converging to 0. Then the sequence $(x_n)$ converges to $x$.

**Proposition 2.12** ([29]). Let $(X, d)$ be a cone metric space over a solid vector space $(Y, \preceq)$. Suppose $(x_n)$ is a sequence in $X$ satisfying

$$d(x_n, x_m) \preceq b_n \quad \text{for all } n, m \geq 0 \text{ with } m \geq n,$$

(2.16)

where $(b_n)$ is a sequence in $Y$ which converges to 0. Then:

(i) The sequence $(x_n)$ is a Cauchy sequence in $X$.

(ii) If $(x_n)$ converges to a point $x \in X$, then

$$d(x_n, x) \preceq b_n \quad \text{for all } n \geq 0.$$  

(2.17)
3. Local convergence theorems in cone metric spaces

In this section, we present two general convergence theorems with error estimates for iterated contractions at a point in cone metric spaces.

**Definition 3.1** (Iterated Contraction at a Point). Let $T: D \subset X \to X$ be an operator of a cone metric space $(X, d)$ over a solid vector space $(Y, \preceq)$, and let $E: D \to \mathbb{R}_+$ be a function of initial conditions of $T$ with a gauge function on an interval $J$. Then $T$ is said to be an iterated contraction with respect to $E$ at a point $\xi \in D$ (with control function $\beta$) if $E(\xi) \in J$ and

$$d(Tx, \xi) \preceq \beta(E(x))d(x, \xi) \quad \text{for all } x \in D \text{ with } E(x) \in J,$$

(3.1)

where $\beta: J \to [0, 1)$ is a nondecreasing function.

**Proposition 3.2.** Let $T: D \subset X \to X$ be an operator of a cone metric space $(X, d)$ over a solid vector space $(Y, \preceq)$, and let $E: D \to \mathbb{R}_+$ be a function of initial conditions of $T$ with a gauge function on an interval $J$. If $T$ is an iterated contraction with respect to $E$ at a point $\xi \in D$, then $\xi$ is a unique fixed point of $T$ in the set $U = \{x \in D : E(x) \in J\}$.

**Proof.** Setting $x = \xi$ in (3.1), we get $d(T\xi, \xi) \preceq 0$. Therefore, $d(T\xi, \xi) = 0$ which means that $\xi$ is a fixed point of $T$. Suppose $\eta \in U$ is also a fixed point of $T$. Applying (3.1) with $x = \eta$ we obtain $d(\eta, \xi) \preceq \beta(E(\eta))d(\eta, \xi)$ which implies that $d(\eta, \xi) \preceq 0$ because the values of $\beta$ are less than 1. From this, we conclude that $\eta = \xi$. Hence, $\xi$ is a unique fixed point of $T$ in the set $U$. \qed

In the following two theorems, we consider the problem of approximating the fixed points of iterated contractions at a point in a cone metric space. The first one extends Theorem 3.6 of [27].

**Theorem 3.3.** Let $T: D \subset X \to X$ be an operator of a cone metric space $(X, d)$ over a solid vector space $(Y, \preceq)$, and let $E: D \to \mathbb{R}_+$ be a function of initial conditions of $T$ with a gauge function $\varphi$ of order $r$ on an interval $J$. Suppose $T$ is an iterated contraction with respect to $E$ at a point $\xi \in D$ with control function $\beta$ satisfying (2.8) and (2.9). Then for each initial point $x_0$ of $T$ the Picard iteration (1.1) remains in in the set $U = \{x \in D : E(x) \in J\}$ and converges to $\xi$ with error estimates

$$d(x_{n+1}, \xi) \preceq \theta \lambda^n d(x_n, \xi) \quad \text{and} \quad d(x_n, \xi) \preceq \theta^n \lambda^S_n d(x_0, \xi)$$

(3.2)

for all $n \geq 0$, where $\lambda = \phi(E(x_0))$, $\theta = \psi(E(x_0))$ and $\psi: J \to \mathbb{R}_+$ is a function satisfying (2.10).
Proof. It follows from the second estimate in (3.2) and Proposition 2.11 with

\[ b_n = \theta^n \lambda^{S_n(r)} d(x_0, \xi) \]

that \((x_n)\) converges to \(\xi\) in \(X\). By the definition of initial points, it follows that \(x_0 \in U\). Starting from \(x_0\) the iterative sequence (1.1) remains in the set \(U\) because every iterate \(x_n\) is an initial point of \(T\). Setting \(x = x_n\) in (3.1), we obtain

\[ d(x_{n+1}, \xi) \leq \beta(E(x_n)) d(x_n, \xi), \quad (3.3) \]

From (3.3) and (2.14), we get the first estimate in (3.2). The second estimate in (3.2) is a consequence of the first one.

Setting \(\beta = \phi\) in Theorem 3.3 we get the following result.

**Corollary 3.4.** Let \(T: D \subset X \to X\) be an operator of a cone metric space \((X, d)\) over a solid vector space \((Y, \preceq)\), and let \(E: D \to \mathbb{R}_+\) be a function of initial conditions of \(T\) with a strict gauge function \(\varphi\) of order \(r\) on an interval \(J\). If \(T\) is an iterated contraction with respect to \(E\) at a point \(\xi\) with control function \(\phi\) satisfying (2.5), then for each initial point \(x_0\) of \(T\) the Picard iteration (1.1) remains in in the set \(U = \{x \in D: E(x) \in J\}\) and converges to \(\xi\) with error estimates

\[ d(x_{n+1}, \xi) \leq \lambda^{S_n(r)} d(x_n, \xi) \quad \text{and} \quad d(x_n, \xi) \leq \lambda^{S_n(r)} d(x_0, \xi) \quad (3.4) \]

for all \(n \geq 0\), where \(\lambda = \varphi(E(x_0))\).

**Theorem 3.5.** Let \(T: D \subset X \to X\) be an operator of a cone metric space \((X, d)\) over a solid vector space \((Y, \preceq)\), and let \(E: D \to \mathbb{R}_+\) be a function of initial conditions of \(T\) with a nondecreasing gauge function \(\varphi\) on an interval \(J\). Suppose \(T\) is an iterated contraction with respect to \(E\) at a point \(\xi\) with control function \(\beta\). Assume there exist \(\sigma \in (0, 1), r \geq 1\) and a nondecreasing function \(c: [0, \sigma] \to J\) such that

\[ \beta(c(t)) \leq t \quad \text{and} \quad \varphi(c(t)) \leq c(t^r) \quad \text{for all} \quad t \in [0, \sigma]. \quad (3.5) \]

If \(x_0\) is an initial point point of \(T\) satisfying

\[ E(x_0) \leq c(\sigma), \quad (3.6) \]

then Picard sequence (1.1) converges to \(\xi\) with error estimates

\[ d(x_{n+1}, \xi) \leq \sigma^{S_n(r)} d(x_n, \xi) \quad \text{and} \quad d(x_n, \xi) \leq \sigma^{S_n(r)} d(x_0, \xi) \quad (3.7) \]
Proof. We shall prove only the first estimate in (3.7). Using Definition 2.5 and the second inequality in (3.5) it is easy to see that for every initial point \( x \) of \( T \) and \( t \in [0, \sigma] \),

\[
E(x) \leq c(t) \quad \text{implies} \quad E(Tx) \leq c(t^r).
\]

Then by induction one can prove that

\[
E(x_n) \leq c(\sigma^n) \quad \text{for all} \quad n \geq 0.
\]

This inequality together with the first inequality in (3.5) implies

\[
\beta(E(x_n)) \leq \sigma^n.
\]

From this and (3.3), we get the first estimate in (3.7). \( \Box \)

4. General convergence theorems in cone metric spaces

In this section, we establish two general convergence theorems with error estimates for iterative processes of the type (1.1). These results extend Theorems 5.4 and 5.6 of [28].

Theorem 4.1. Let \( T: D \subset X \to X \) be an operator of a complete cone metric space \((X, d)\) over a solid vector space \((Y, \preceq)\), \( E: D \to \mathbb{R}_+ \) be a function of initial conditions of \( T \) with gauge function \( \varphi \) on an interval \( J \) satisfying (2.3), and let \( F: D \to Y_+ \) be a convergence function of \( T \) with control functions \( \beta \) and \( \gamma \). Then the following statements hold true:

(i) **Convergence.** Starting from any initial point \( x_0 \) of \( T \), the Picard iteration (1.1) is well-defined, remains in the closed ball \( \overline{U}(x_0, \rho) \) and converges to a point \( \xi \in \overline{U}(x_0, \rho) \), where

\[
\rho = \frac{\gamma(E(x_0))}{1 - \beta(E(x_0))} F(x_0).
\]

(ii) **A Priori Estimate.** For all \( n \geq 0 \) we have the following estimate

\[
d(x_n, \xi) \leq \frac{h^n}{1 - h} \gamma(E(x_0)) F(x_0), \quad (4.1)
\]

where \( h = \beta(E(x_0)) \).
(iii) **First a posteriori estimate.** For all \( n \geq 0 \) we have the following estimate
\[
d(x_n, \xi) \leq \frac{\gamma(E(x_n))}{1 - \beta(E(x_n))} F(x_n). \tag{4.2}
\]

(iv) **Second a posteriori estimate.** For all \( n \geq 0 \) we have the following estimate
\[
d(x_{n+1}, \xi) \leq \frac{\beta(E(x_n))}{1 - \beta(E(x_{n+1}))} \gamma(E(x_{n+1})) F(x_n). \tag{4.3}
\]

(v) **Existence of a fixed point.** If \( \xi \in D \) and \( T \) is continuous at \( \xi \), then \( \xi \) is a fixed point of \( T \).

**Proof.** It follows from (2.3) and Proposition 2.8 that \( E(x_n) \leq E(x_0) \) for all \( n \geq 0 \). Let \( m, n \in \mathbb{N} \) with \( m \geq n \). From the triangle inequality, (2.7) and Proposition 2.10, we get
\[
d(x_n, x_m) \leq \sum_{j=n}^{m} d(x_j, x_{j+1}) \leq \sum_{j=n}^{m} \gamma(E(x_j)) F(x_j) \leq \gamma(E(x_0)) \sum_{j=n}^{m} F(x_j)
\]
\[
\leq \left( \sum_{j=n}^{m} h^j \right) \gamma(E(x_n)) F(x_0) \leq \frac{h^n}{1 - h} \gamma(E(x_0)) F(x_0).
\]

Therefore,
\[
d(x_n, x_m) \leq b_n, \quad \text{where} \quad b_n = \frac{h^n}{1 - h} \gamma(E(x_0)) F(x_0). \tag{4.4}
\]

Note that \((b_n)\) is a sequence in \( Y \) which converges to 0 since \( h^n \to 0 \) in \( \mathbb{R} \). By Proposition 2.12(i), we conclude that \((x_n)\) is a Cauchy sequence. By the completeness of the space \( X \), we deduce that \((x_n)\) converges to a point \( \xi \in X \). Now it follows from Proposition 2.12(ii) that
\[
d(x_n, \xi) \leq b_n \tag{4.5}
\]
for every \( n \geq 0 \). From this we get the estimate (4.1). Setting \( n = 0 \) in (4.1), we get
\[
d(x_0, \xi) \leq \frac{\gamma(E(x_0))}{1 - \beta(E(x_0))} F(x_0) \tag{4.6}
\]
which means that $\xi \in \overline{U}(x_0, \rho)$. The inequality (4.6) holds for every initial point $x_0$ of $T$. Therefore, applying (4.6) to $x_n$ instead of $x_0$, we obtain (4.2). From (4.2) and (2.6), we obtain

$$d(x_{n+1}, \xi) \leq \frac{\gamma(E(x_{n+1}))}{1 - \beta(E(x_{n+1}))} F(x_{n+1})$$

$$\leq \frac{\beta(E(x_n))}{1 - \beta(E(x_{n+1}))} \gamma(E(x_{n+1})) F(x_n)$$

which proves the estimate (4.3). Setting $n = 0$ in (4.4), we get

$$d(x_0, x_m) \leq \rho$$

for every $m \geq 0$. Hence, the sequence $(x_n)$ lies in the ball $\overline{U}(x_0, \rho)$. □

**Theorem 4.2.** Let $(X, d)$ be a complete cone metric space over a solid vector space $(Y, \preceq)$, $T: D \subset X \to X$ be an operator, $E: D \to \mathbb{R}_+$ be a function of initial conditions of $T$ with a gauge function $\varphi$ of order $r \geq 1$ on an interval $J$, and let $F: D \to Y_+$ be a convergence function of $T$ with control functions $\beta$ and $\gamma$ satisfying (2.8) and (2.9). Then the following statements hold true:

(i) **Convergence.** Starting from any initial point $x_0$ of $T$, the Picard iteration (1.1) is well-defined, remains in the closed ball $\overline{U}(x_0, \rho)$ and converges to a point $\xi \in \overline{U}(x_0, \rho)$, where

$$\rho = \frac{\gamma(E(x_0))}{1 - \beta(E(x_0))} F(x_0).$$

(ii) **A priori estimate.** For all $n \geq 0$ we have the following error estimate

$$d(x_n, \xi) \leq \frac{\theta^n \lambda S_n(r)}{1 - \theta \lambda^m} \gamma \left( E(x_0) \lambda S_n(r) \right) F(x_0),$$

where $\lambda = \phi(E(x_0))$, $\theta = \psi(E(x_0))$, $\phi: J \to [0, 1]$ is a nondecreasing function satisfying (2.5) and $\psi: J \to \mathbb{R}_+$ is a function satisfying (2.10).

(iii) **First a posteriori estimate.** For all $n \geq 0$ we have the following error estimate

$$d(x_n, \xi) \leq \frac{\gamma(E(x_n))}{1 - \beta(E(x_n))} F(x_n).$$

(iv) **Second a posteriori estimate.** For all $n \geq 0$ we have the following error estimate

$$d(x_{n+1}, \xi) \leq \frac{\theta_n \lambda_n}{1 - \lambda_n \theta_n} \gamma(E(x_{n+1})) F(x_n).$$

where $\lambda_n = \phi(E(x_n))$ and $\theta_n = \psi(E(x_n))$. 
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(v) Some other estimates. For all $n \geq 0$ we have
\[ F(x_{n+1}) \preceq \theta \lambda^n F(x_n) \quad \text{and} \quad F(x_n) \preceq \theta^n \lambda^{n(r)} F(x_0). \] (4.10)

(vi) Existence of a fixed point. If $\xi \in D$ and $T$ is continuous at $\xi$, then $\xi$ is a fixed point of $T$.

Proof. Conclusions (i), (iii) and (vi) follow immediately from Theorem 4.1. Conclusion (ii) follows from (4.8), Proposition 2.8, Proposition 2.10 and inequality (2.14). Conclusion (v) follows from Proposition 2.10. It remains to prove (iv). It follows from (2.10) that
\[ \beta(E(x_n)) = \theta_n \lambda_n. \] (4.11)

On the other hand, taking into account that $E(x_{n+1}) \leq \varphi(E(x_n))$ and that $\beta$ is quasi-homogeneous of degree $r - 1$ on $J$, we get
\[ \beta(E(x_{n+1})) \leq \beta(\varphi(E(x_n))) = \beta(\lambda_n E(x_n)) \leq (\lambda_n)^{r-1} \beta(E(x_n)) = \theta_n(\lambda_n)^r. \] (4.12)

Now conclusion (iv) follows from (4.3), (4.11) and (4.12). \qed

Definition 4.3 (Iterated Contraction [28]). Let $T: D \subset X \to X$ be an operator of a cone metric space $(X,d)$ over a solid vector space $(Y, \preceq)$, and let $E: D \to \mathbb{R}^+$ be a function of initial conditions of $T$ with a gauge function on an interval $J$. Then $T$ is said to be an iterated contraction with respect to $E$ (with control function $\beta$) if
\[ d(Tx, T^2x) \preceq \beta(E(x)) d(x, Tx) \quad \text{for all} \ x \in D \text{ with } x \in D \text{ and } E(x) \in J, \]
where $\beta: J \to [0, 1)$ is a nondecreasing function.

Setting $F(x) = d(x, Tx)$ in Theorem 4.2, we get the following convergence result for iterated contractions, which extends Theorem 6.5 of [28].

Corollary 4.4. Let $T: D \subset X \to X$ be an operator of a cone metric space $(X,d)$ over a solid vector space $(Y, \preceq)$, and let $E: D \to \mathbb{R}^+$ be a function of initial conditions of $T$ with a gauge function $\varphi$ of order $r$ on an interval $J$. If $T$ is an iterated contraction with respect to $E$ with control function $\beta$ satisfying (2.8) and (2.9), then the following statements hold true:
(i) **Convergence.** Starting from any initial point \(x_0\) of \(T\), the Picard iteration (1.1) is well-defined, remains in the closed ball \(U(x_0, \rho)\) and converges to a point \(\xi \in U(x_0, \rho)\), where
\[
\rho = \frac{d(x_0, Tx_0)}{1 - \beta(E(x_0))}.
\]

(ii) **A priori estimate.** For all \(n \geq 0\) we have the following error estimate
\[
d(x_n, \xi) \leq \frac{\theta^n \lambda_n}{1 - \theta \lambda_n} d(x_0, Tx_0),
\]
where \(\lambda = \phi(E(x_0)), \theta = \psi(E(x_0)), \phi: J \to [0, 1]\) is a nondecreasing function satisfying (2.5) and \(\psi: J \to \mathbb{R}_+\) is a function satisfying (2.10).

(iii) **First a posteriori estimate.** For all \(n \geq 0\) we have the following error estimate
\[
d(x_n, \xi) \leq \frac{d(x_n, x_{n+1})}{1 - \beta(E(x_n))}.
\]

(iv) **Second a posteriori estimate.** For all \(n \geq 0\) we have the following error estimate
\[
d(x_{n+1}, \xi) \leq \frac{\theta_n \lambda_n}{1 - \theta_n \lambda_n} d(x_n, x_{n+1}).
\]
where \(\lambda_n = \phi(E(x_n))\) and \(\theta_n = \psi(E(x_n))\).

(v) **Some other estimates.** For all \(n \geq 0\) we have
\[
d(x_{n+1}, x_{n+2}) \leq \theta \lambda^n d(x_n, x_{n+1}) \quad \text{and} \quad d(x_n, x_{n+1}) \leq \theta^n \lambda^{S_n(r)} d(x_0, x_1).
\]

(vi) **Existence of a fixed point.** If \(U(x_0, \rho) \subset D\) and \(T\) is continuous, then \(\xi\) is a fixed point of \(T\).

**Remark 4.5.** Each of the theorems and corollaries of this section is a generalization of the Banach Contraction Principle [1] (see also [29]) as well as of the Iterated contraction principle given in [15, Chap. 12] and [29]. For example, Corollary [1,4] with \(E(x) = d(x, Tx)\), \(\varphi(t) \equiv \lambda t\) and \(\beta(t) \equiv \lambda\), where \(\lambda \in [0, 1)\), yields Theorem 10.1 of [29].
5. Some inequalities in $\mathbb{K}^n$

In this and the next sections, we use the following notations and conventions. The vector space $\mathbb{K}^n$ is equipped with the $p$-norm

$$\|x\|_p = \left( \sum_{i=1}^{n} |x_i|^p \right)^{1/p} \quad \text{for some } 1 \leq p \leq \infty.$$  \hfill (5.1)

The Banach space $(\mathbb{R}^n, \| \cdot \|_p)$ is equipped with the coordinate-wise ordering $\preceq$ defined by

$$x \preceq y \quad \text{if and only if} \quad x_i \leq y_i \quad \text{for each} \quad i \in I_n.$$  \hfill (5.2)

Here and in what follows, we denote by $I_n$ the set of indices $1, \ldots, n$, i.e. $I_n = \{1, \ldots, n\}$. It is easy to see that $(\mathbb{R}^n, \| \cdot \|_p, \preceq)$ is a solid vector space.

We define the map $\| \cdot \| : \mathbb{K}^n \to \mathbb{R}^n$ by

$$\|x\| = (|x_1|, \ldots, |x_n|)$$  \hfill (5.3)

Then $(\mathbb{K}^n, \| \cdot \|)$ is a cone normed space over $\mathbb{R}^n$.

Furthermore, for two vectors $x \in \mathbb{K}^n$ and $y \in \mathbb{R}^n$ we denote by $\frac{x}{y}$ a vector in $\mathbb{R}^n$ defined by

$$\frac{x}{y} = \left( \frac{|x_1|}{y_1}, \ldots, \frac{|x_n|}{y_n} \right)$$  \hfill (5.4)

provided that $y$ has only nonzero components.

We use the function $d: \mathbb{K}^n \to \mathbb{R}^n$ defined by $d(x) = (d_1(x), \ldots, d_n(x))$ with

$$d_i(x) = \min_{j \neq i} |x_i - x_j| \quad (i = 1, \ldots, n).$$  \hfill (5.5)

**Proposition 5.1** ([30]). Let $u, v \in \mathbb{K}^n$ and $1 \leq p \leq \infty$. If the vector $v$ has distinct components, then for all $i, j \in I_n$ the following two inequalities hold:

\begin{itemize}
  \item[(i)] $|u_i - u_j| \geq \left( 1 - 2^{1/q} \left\| \frac{u - v}{d(v)} \right\|_p \right) |v_i - v_j|,$
  \item[(ii)] $|u_i - v_j| \geq \left( 1 - \left\| \frac{u - v}{d(v)} \right\|_p \right) |v_i - v_j|.$
\end{itemize}

The next two lemmas are immediate consequences of the previous one.
Proposition 5.2. Let $u, v \in \mathbb{K}^n$ and $1 \leq p \leq \infty$. If the vector $v$ has distinct components, then

$$d(u) \geq \left(1 - 2^{1/q} \left\| \frac{u - v}{d(v)} \right\|_p \right) d(v).$$

Proposition 5.3. Let $u, v \in \mathbb{K}^n$ and $1 \leq p \leq \infty$. If the vector $v$ has distinct components and

$$\left\| \frac{u - v}{d(v)} \right\|_p < \frac{1}{2^{1/q}},$$

then the vector $u$ also has distinct components.

Given $-\infty \leq r \leq \infty$, we define the power mean function $M_r : \mathbb{K}^n \to \mathbb{R}^n$ by

$$M_r(x) = \left(\frac{1}{n} \sum_{i=1}^{n} |x_i|^r \right)^{1/r}.$$ 

The value of $M_r(x)$ for $r = 0, \pm \infty$ is assumed to be the limit as $r \to 0, \pm \infty$.

Proposition 5.4 (Power Mean Inequality). If $-\infty \leq r < s \leq \infty$, then

$$M_r(x) \leq M_s(x) \quad \text{for every} \quad x \in \mathbb{K}^n,$$

and the equality holds only if all the components of $x$ are equal to each other.

The next proposition can easily be proved by the power mean inequalities $M_0 \leq M_1$ and $M_1 \leq M_p$ for $p \geq 1$.

Proposition 5.5 ([30, 32]). Let $u \in \mathbb{K}^n$ and $1 \leq p \leq \infty$. Then

$$\left| \prod_{i=1}^{n} (1 + u_i) \right| \leq \left(1 + \frac{\|u\|_p}{n^{1/p}} \right)^n \quad \text{and} \quad \left| \prod_{i=1}^{n} (1 + u_i) - 1 \right| \leq \left(1 + \frac{\|u\|_p}{n^{1/p}} \right)^n - 1.$$

Throughout the next sections, for a given $1 \leq p \leq \infty$, we always denote by $q$ the conjugate exponent of $p$, that is,

$$1 \leq q \leq \infty \quad \text{and} \quad \frac{1}{p} + \frac{1}{q} = 1. \quad (5.6)$$
6. Local convergence of the first kind of the Weierstrass method

Let \( f \in \mathbb{K}[z] \) be a polynomial of degree \( n \geq 2 \) which has \( n \) simple zeros in \( \mathbb{K} \) and \( \xi \) be a root-vector of \( f \). In this section we study the convergence of the Weierstrass method (1.3) with respect to the function of initial conditions \( E: \mathbb{K}^n \to \mathbb{R}_+ \) defined by

\[
E(x) = \left\| \frac{x - \xi}{d(\xi)} \right\|_p, \tag{6.1}
\]

where \( 1 \leq p \leq \infty \). We prove that the Weierstrass iteration function \( T \) defined by (1.5) is an iterated contraction with respect to \( E \) at the point \( \xi \). As a result, we obtain a local convergence theorem with error estimates for the Weierstrass method, which improves the results of Dochev [4], Kyurkchiev and Markov [13], Yakoubsohn [41] and Proinov and Petkova [32].

**Lemma 6.1.** Let \( f \in \mathbb{K}[z] \) be a polynomial of degree \( n \geq 2 \) which splits in \( \mathbb{K} \), \( \xi \in \mathbb{K}^n \) be a root-vector of \( f \), \( x \in \mathbb{K}^n \) and \( 1 \leq p \leq \infty \). Then for \( i \neq j \),

\[
|x_i - x_j| \geq (1 - 2^{1/p} E(x)) d_j(\xi) \quad \text{and} \quad |x_i - \xi_j| \geq (1 - E(x)) d_i(\xi),
\]

where \( E: \mathbb{K}^n \to \mathbb{R}_+ \) is defined by (6.1).

**Proof.** Setting in Proposition 5.1 \( u = x \) and \( v = \xi \) and taking into account the definition of \( d(\xi) \), we obtain the statement of the lemma. \( \square \)

**Lemma 6.2.** Let \( f \in \mathbb{K}[z] \) be a polynomial of degree \( n \geq 2 \) which splits in \( \mathbb{K} \), \( \xi \) be a root-vector of \( f \), and let \( x \in \mathbb{K}^n \) be a vector with distinct components. Then for every \( i \in I_n \),

\[
T_i(x) - \xi_i = \left( \prod_{j \neq i} (1 + u_j) - 1 \right) |x_i - \xi_i| \tag{6.2}
\]

where

\[
u_j = \frac{x_j - \xi_j}{x_i - x_j}. \tag{6.3}
\]

**Proof.** Let \( i \in I_n \) be fixed. Taking into account the identity (1.2), we obtain

\[
W_i(x) = (x_i - \xi_i) \prod_{j \neq i} \frac{x_i - \xi_j}{x_i - x_j} = (x_i - \xi_i) \prod_{j \neq i} (1 + u_j).
\]

From this and (1.5), we get (6.2). \( \square \)
Lemma 6.3. Let \( f \in \mathbb{K}[z] \) be a polynomial of degree \( n \geq 2 \) which has \( n \) simple zeros in \( \mathbb{K} \), \( \xi \) be a root-vector of \( f \) and \( 1 \leq p \leq \infty \). Suppose a vector \( x \in \mathbb{K}^n \) satisfies

\[
E(x) = \left\| \frac{x - \xi}{d(\xi)} \right\|_p < \frac{1}{2^{1/q}},
\]

where the function \( E \) is defined by (6.1). Then \( x \in D \),

\[
E(Tx) \leq \varphi(E(x)) \quad \text{and} \quad \|Tx - \xi\| \leq \phi(E(x)) \|x - \xi\|
\]

where \( T \) is the Weierstrass iteration function defined by (1.5), and the real functions \( \varphi \) and \( \phi \) are defined by

\[
\phi(t) = \left( 1 + \frac{t}{(n-1)^{1/p}(1 - 2^{1/q})} \right)^{n-1} - 1 \quad \text{and} \quad \varphi(t) = t \phi(t).
\]

Proof. It follows from Proposition 5.3 with \( u = x \) and \( v = \xi \) that \( x \in D \). Let \( i \in I_n \) be fixed. Combining Lemma 6.2 and Proposition 5.5, we obtain

\[
|T_i(x) - \xi_i| \leq \left[ \left( 1 + \frac{\|u\|_p}{(n-1)^{1/p}} \right)^{n-1} - 1 \right] |x_i - \xi_i|,
\]

where \( u = (u_j)_{j \neq i} \in \mathbb{K}^{n-1} \) and \( u_j \) is defined by (6.3). It follows from Lemma 6.1 that

\[
|u_j| = \frac{|x_j - \xi_j|}{|x_i - x_j|} \leq \frac{|x_j - \xi_j|}{(1 - 2^{1/q}E(x)) d_j(x)}
\]

which yields

\[
\|u\|_p \leq \frac{E(x)}{1 - 2^{1/q}E(x)}.
\]

From (6.7) and the last inequality, we get

\[
|T_i(x) - \xi_i| \leq \phi(E(x)) |x_i - \xi_i|
\]

which yields the second inequality in (6.5). The first inequality in (6.5) follows from (6.9) dividing by \( d_i(\xi) \) and taking the \( p \)-norm. □

Now we are ready to state the main result of this section.
Theorem 6.4. Let $f \in \mathbb{K}[z]$ be a polynomial of degree $n \geq 2$ which has $n$ simple zeros in $\mathbb{K}$, $\xi$ be a root-vector of $f$ and $1 \leq p \leq \infty$. Suppose $x^0 \in \mathbb{K}^n$ is an initial guess such that
\[
E(x^0) = \left\| \frac{x^0 - \xi}{d(\xi)} \right\|_p < R(n, p) = \frac{2^{1/(n-1)} - 1}{2^{1/q} (2^{1/(n-1)} - 1) + (n-1)^{-1/p}},
\]
where the function $E$ is defined by (6.1). Then the Weierstrass iteration (1.3) is well-defined and converges quadratically to $\xi$ with error estimates
\[
\|x^{k+1} - \xi\| \leq \lambda^{2k} \|x^k - \xi\| \quad \text{and} \quad \|x^k - \xi\| \leq \lambda^{2k-1} \|x^0 - \xi\| \quad (6.10)
\]
for all $k \geq 0$, where $\lambda = \phi(E(x^0))$ and the real function $\phi$ is defined by (6.6).

Proof. By Example 2.2, the function $\phi$ defined by (6.6) is quasi-homogeneous of the second degree on $(0, 1/2^{1/q})$. On the other hand, $R = R(n, p)$ is a fixed point of $\phi$ in $(0, 1/2^{1/q})$. Then according to Proposition 2.4, $\phi$ is a strict gauge function of the second order on the interval $J = [0, R]$.

Now we shall apply Corollary 3.4 to the Weierstrass iteration function $T: \mathcal{D} \subset \mathbb{K}^n \rightarrow \mathbb{K}^n$. It follows from Lemma 6.3 that:

- $E: \mathcal{D} \rightarrow \mathbb{R}_+$ is a functions of initial conditions of $T$ with gauge function $\varphi$ of order $r = 2$ on $J$.
- $T: \mathcal{D} \rightarrow \mathbb{K}^n$ is an iterated contraction with respect to $E$ at $\xi$ with control function $\phi$.

It remains to prove that every vector $x^0 \in \mathcal{D}$ with $E(x^0) \in J$ is an initial point of $T$. According to Proposition 2.7 it is sufficient to prove that
\[
x \in \mathcal{D} \text{ with } E(x) \in J \text{ implies } Tx \in \mathcal{D}. \quad (6.12)
\]
Let $x \in \mathcal{D}$ be such that $E(x) \in J$. From $x \in \mathcal{D}$, we get $Tx \in \mathbb{K}^n$. From the first inequality in (6.5) taking into account that $E(x) \in J$ and $\varphi: J \rightarrow J$, we conclude that $E(Tx) \in J$. Then applying Lemma 6.3 to $Tx$ instead of $x$, we deduce $Tx \in \mathcal{D}$ which proves (6.12).

Now the statement of the theorem follows from Corollary 3.4. \qed

Let $0 < h < 1$ be a given number. Solving the equation $\phi(t) = h$ in the interval $(0, R(n, p))$ we can formulate Theorem 6.4 in the following equivalent form.
Theorem 6.5. Let $f \in \mathbb{K}[z]$ be a polynomial of degree $n \geq 2$ which has $n$ simple zeros in $\mathbb{K}$, $\xi$ a root-vector of $f$, $1 \leq p \leq \infty$ and $0 < h < 1$. Suppose $\mathbf{x}^0 \in \mathbb{K}^n$ is an initial guess such that

$$\left\| \frac{\mathbf{x}^0 - \xi}{d(\xi)} \right\|_p \leq R(n, p, h) = \frac{(1 + h)^{1/(n-1)} - 1}{2^{1/p} ((1 + h)^{1/(n-1)} - 1) + (n - 1)^{-1/p}}. \quad (6.13)$$

Then the Weierstrass iteration (1.3) is well-defined and converges quadratically to $\xi$ with error estimates

$$\| x^{k+1} - \xi \| \leq h^{2^k} \| x^k - \xi \| \quad \text{and} \quad \| x^k - \xi \| \leq h^{2^k-1} \| x^0 - \xi \| \quad (6.14)$$

for all $k \geq 0$.

In the next two corollaries we denote by $\text{sep}(f)$ the separation number of $f$ which is defined to be the minimum distance between two zeros of $f$, that is,

$$\text{sep}(f) = \min_{i \neq j} |\xi_i - \xi_j|. \quad (6.15)$$

Corollary 6.6. Let $f \in \mathbb{K}[z]$ be a polynomial of degree $n \geq 2$ which has $n$ simple zeros in $\mathbb{K}$, $\xi$ be a root-vector of $f$, $1 \leq p \leq \infty$ and $0 < h < 1$. Suppose $\mathbf{x}^0 \in \mathbb{K}^n$ is an initial guess such that

$$\| \mathbf{x}^0 - \xi \|_p \leq \rho = R(n, p, h) \text{sep}(f), \quad (6.16)$$

where $R(n, p, h)$ is defined in (6.13). Then the Weierstrass iteration (1.3) is well-defined and converges quadratically to $\xi$ with error estimates (6.14) and

$$\| x^k - \xi \|_p \leq \rho h^{2^k-1}. \quad (6.17)$$

Proof. It follows immediately from Theorem 6.5 and the obvious inequality

$$E(x) \leq \frac{\| x - \xi \|_p}{\text{sep}(f)}$$

which holds for every $x \in \mathbb{K}^n$. The estimate (6.17) follows from the second estimate in (6.14) and (6.16).

Corollary 6.6 is a generalization and improvement of the result of Dochev [4] (see also [9]). In the case $p = \infty$, he proved the estimate (6.17) under the initial condition (6.16). \qed
Corollary 6.7. Let $f \in \mathbb{K}[z]$ be a polynomial of degree $n \geq 2$ which has $n$ simple zeros in $\mathbb{K}$, $\xi$ be a root-vector of $f$, $1 \leq p \leq \infty$, $0 < h < 1$ and $0 < c \leq R(n,p)\text{sep}(f)$, where $R(n,p)$ is defined in (6.10). Suppose $x^0 \in \mathbb{K}^n$ is an initial guess satisfying

$$\|x^0 - \xi\|_p \leq c\,h.$$  

(6.18)

Then the Weierstrass iteration (1.3) is well-defined and converges quadratically to $\xi$ with error estimates (6.14) and

$$\|x^k - \xi\|_p \leq c\,h^{2^k}.$$  

(6.19)

Proof. Obviously, the initial guess $x^0$ satisfies the initial condition (6.10) of Theorem 6.4. Therefore, we obtain the estimates (6.11) which imply the estimates (6.14). Indeed, we have

$$\lambda = \phi(E(x^0)) \leq \phi(c\,h) \leq h\,\phi(c) \leq h\,\phi(R(n,p)) = h$$

since $\phi$ is quasi-homogeneous of the first degree on $[0, 1/2^{1/q})$. The estimate (6.19) follows from the second estimate in (6.14) and (6.18). \qed

Corollary 6.7 improves the result of Kyurkchiev and Markov [13]. In the case $p = \infty$, they have proved the estimate (6.19) under the initial condition (6.16) but with a stronger condition for $c$.

In 2002, Yakoubsohn [41] published a $\gamma$-theorem for Weierstrass method. He introduced the quantity

$$\gamma(f) = \max_{1 \leq i \leq n} \gamma(f, \xi_i) \quad \text{where} \quad \gamma(f, x) = \max_{k > 1} \left| \frac{f^{(k)}(x)}{k! f'(x)} \right|^{1/(k-1)}. \hspace{1cm} (6.20)$$

Recall that $\gamma(f, x)$ has been introduced by Smale in his famous work [35].

Corollary 6.8. Let $f \in \mathbb{K}[z]$ be a polynomial of degree $n \geq 2$ which has $n$ simple zeros in $\mathbb{K}$, $\xi$ be a root-vector of $f$ and $1 \leq p \leq \infty$. If $x^0 \in \mathbb{K}^n$ is an initial guess satisfying

$$\left\| \frac{x^0 - \xi}{d(\xi)} \right\|_p \leq \frac{R(n,p,h)}{2\,\gamma(f)},$$  

(6.21)

where $R(n,p,h)$ is defined in (6.13), then the Weierstrass iteration (1.3) is well-defined and converges quadratically to $\xi$ with error estimates (6.14).
Proof. It follows from Theorem 6.5 and the inequality $\gamma(f) \geq 1/(2 \text{sep}(f))$ which is due to Yakoubsohn [40].

Corollary 6.8 generalizes and improves the result of Yakoubsohn [41]. In the case $p = \infty$ and $h = 1/2$, he proved the second estimate estimate in (6.14) under a stronger initial condition than (6.21).

7. Local convergence of the second kind of the Weierstrass method

Let $f \in \mathbb{K}[z]$ be a polynomial of degree $n \geq 2$ which splits in $\mathbb{K}$, and let $\xi \in \mathbb{K}^n$ be a root-vector of $f$. In this section we study the convergence of the Weierstrass method (1.3) with respect to the function of initial conditions $E: \mathcal{D} \to \mathbb{R}_+$ defined by

$$E(x) = \left\| \frac{x - \xi}{d(x)} \right\|_p,$$

(7.1)

where $1 \leq p \leq \infty$. Recall that $\mathcal{D}$ denotes the set of all vectors in $\mathbb{K}^n$ with distinct components. We prove that the Weierstrass iteration function $T$ defined by (1.5) is also an iterated contraction with respect to this function $E$ at the point $\xi$. The main result of this section generalizes, improves and complements the results of Wang and Zhao [37], Tilli [36] and Han [7].

Lemma 7.1. Let $f \in \mathbb{K}[z]$ be a polynomial of degree $n \geq 2$ which splits in $\mathbb{K}$, $\xi \in \mathbb{K}^n$ be a root-vector of $f$, $x \in \mathbb{K}^n$ and $1 \leq p \leq \infty$. Then for $i \neq j$,

$$|x_i - \xi_j| \geq (1 - E(x)) d_i(x) \quad \text{and} \quad |x_i - x_j| \geq d_j(x),$$

where $E: \mathcal{D} \to \mathbb{R}_+$ is defined by (7.1).

Proof. Setting in Proposition 5.1(ii) $u = \xi$ and $v = x$ and taking into account the definition of $d(x)$, we obtain the first conclusion of the lemma. The second conclusion is obvious.

Lemma 7.2. Let $f \in \mathbb{K}[z]$ be a polynomial of degree $n \geq 2$ which splits in $\mathbb{K}$, $\xi \in \mathbb{K}^n$ be a root-vector of $f$ and $1 \leq p \leq \infty$. Suppose $x \in \mathbb{K}^n$ is a vector with distinct components such that

$$\psi(E(x)) > 0,$$

(7.2)

where the function $E: \mathcal{D} \to \mathbb{R}_+$ is defined by (7.1) and the real function $\psi$ is defined by

$$\psi(t) = 1 - 2^{1/q} t \left(1 + \frac{t}{(n-1)^{1/p}}\right)^{n-1}.$$

(7.3)
Then $f$ has only simple zeros in $\mathbb{K}$, $Tx$ has pairwise distinct components,

$$E(Tx) \leq \varphi(E(x)) \quad \text{and} \quad \|Tx - \xi\| \leq \beta(E(x))\|x - \xi\|,$$  \hspace{1cm} (7.4)

where $T: \mathcal{D} \subset \mathbb{K}^n \rightarrow \mathbb{K}^n$ is the Weierstrass iteration function defined by (1.5), and the real functions $\varphi$ and $\beta$ are defined by $\varphi(t) = t\beta(t)/\psi(t)$ and

$$\beta(t) = \left(1 + \frac{t}{(n-1)^{1/p}}\right)^{n-1} - 1$$ \hspace{1cm} (7.5)

Proof. Note that condition (7.2) implies that $E(x) < 1/2^{1/q}$ since the function $\psi$ is decreasing on $\mathbb{R}_+$ and $\psi(1/2^{1/q}) < 0$. Now it follow from Lemma 5.3 that the vector $\xi$ has distinct components, which means that $f$ has only simple zeros in $\mathbb{K}$. The second inequality in (7.4) follows from (6.7) taking into account that in this case $\|u\|_p \leq E(x)$. It remains to prove $Tx \in \mathcal{D}$ and the first inequality in (7.4). Applying Proposition 5.2 with $u = Tx$ and $v = x$, we get

$$d(Tx) \succeq \left(1 - 2^{1/q} \left\| \frac{Tx - x}{d(x)} \right\|_p \right) d(x).$$  \hspace{1cm} (7.6)

From the triangle inequality and the second inequality in (7.4), we obtain

$$\|Tx - x\| \preceq \|Tx - \xi\| + \|x - \xi\| \leq (1 + \beta(E(x)))\|x - \xi\|$$

which yields

$$\left\| \frac{Tx - x}{d(x)} \right\| \preceq (1 + \beta(E(x))) \left\| \frac{x - \xi}{d(x)} \right\|.$$  

Taking the $p$-norm, we get

$$\left\| \frac{Tx - x}{d(x)} \right\|_p \leq E(x)(1 + \beta(E(x))).$$

Now it follows from (7.6) that

$$d(Tx) \succeq \psi(E(x)) d(x).$$  \hspace{1cm} (7.7)

It follows from this and (7.2) that $Tx \in \mathcal{D}$. Combining (7.7) with the second inequality in (7.4) and taking into account (7.2), we get

$$\left\| \frac{Tx - \xi}{d(Tx)} \right\| \preceq \phi(E(x)) \left\| \frac{x - \xi}{d(x)} \right\|,$$  \hspace{1cm} (7.8)

where the real function $\phi$ is defined by $\phi(t) = \beta(t)/\psi(t)$. Taking the $p$-norm in (7.8), we obtain the first inequality in (7.4). \hfill \square
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The next theorem is the first main result in this section.

**Theorem 7.3.** Let \( f \in \mathbb{K}[z] \) be a polynomial of degree \( n \geq 2 \) which splits in \( \mathbb{K} \), \( \xi \in \mathbb{K}^n \) be a root-vector of \( f \) and \( 1 \leq p \leq \infty \). Suppose \( x^0 \in \mathbb{K}^n \) is an initial guess with distinct components satisfying

\[
h(E(x^0)) \leq 2, \tag{7.9}
\]

where the function \( E \) is defined by (7.1) and the real function \( h \) is defined by

\[
h(t) = \left(1 + 2^{1/q} t \right) \left(1 + \frac{t}{(n-1)^{1/p}} \right)^{n-1}. \tag{7.10}
\]

Then \( f \) has only simple zeros in \( \mathbb{K} \) and the Weierstrass iteration (1.3) is well-defined and converges to \( \xi \) with error estimates

\[
\|x^{k+1} - \xi\| \leq \theta \lambda^k \|x^k - \xi\| \quad \text{and} \quad \|x^k - \xi\| \leq \theta^k \lambda^{k-1} \|x^0 - \xi\| \tag{7.11}
\]

for all \( k \geq 0 \), where \( \lambda = \phi(E(z^0)) \), \( \theta = \psi(E(z^0)) \), the real function \( \phi \) is defined by \( \phi(t) = \beta(t)/\psi(t) \), and \( \psi \) and \( \beta \) are defined by (7.3) and (7.5), respectively.

Moreover, if the inequality in (7.9) is strict, then the Weierstrass iteration converges quadratically to \( \xi \).

**Proof.** The function \( h \) is increasing and continuous on \( \mathbb{R}_+ \) with \( h(0) = 1 \) and \( h(1/2^{1/q}) > 2 \). Therefore, there exists a unique solution \( R = R(n, p) \) of the equation \( h(t) = 2 \) in the interval \((0, 1/2^{1/q})\). Hence, the initial condition (7.9) is equivalent to \( E(x^0) \in J \), where \( J = [0, R] \). It follows from \( h(R) = 2 \) that

\[
\beta(R) = \psi(R) = \frac{1 - bR}{1 + bR}. \tag{7.12}
\]

The function \( \psi \) is decreasing on \( J \) with \( \psi(0) = 1 \) and \( \psi(R) > 0 \). Hence,

\[
0 < \psi(t) \leq 1 \quad \text{for all} \quad t \in J \tag{7.13}
\]

The function \( \beta \) is increasing on \( J \) with \( \beta(0) = 1 \) and \( \beta(R) < 1 \). From Example 2.2 we conclude that \( t\beta(t) \) is a strict gauge function of the second order on \( J \). It is easy to see that \( \varphi \) is a quasi-homogeneous gauge function of the second degree on \( J \). On the other hand, (7.12) implies that \( R \) is a fixed...
point of $\varphi$. Then according to Proposition 2.4, $\varphi$ is a gauge function of order $r = 2$ on $J$.

It follows from (7.13) that for every $x \in \mathcal{D}$ with $E(x) \in J$ condition (7.2) holds. Hence, Lemma 7.2 and Proposition 2.7 show that:

- $E: \mathcal{D} \to \mathbb{R}_+$ is a functions of initial conditions of $T$ with gauge function $\varphi$ of order $r = 2$ on $J$.
- $T: \mathcal{D} \to \mathbb{K}^n$ is an iterated contraction with respect to $E$ at the point $\xi$ with control function $\beta$.
- Every vector $x^0 \in \mathcal{D}$ satisfying condition (7.9) is an initial point of $T$.

Now the statement of the theorem follows from Theorem 3.3.

In the next lemma we give a lower bound for the quantity $R = R(n, p)$ defined in the proof of Theorem 6.4.

**Lemma 7.4.** Let $n \geq 2$ and $1 \leq p \leq \infty$. Denote by $R = R(n, p)$ the unique positive solution of the equation $h(t) = 2$, where the real function $h$ is defined by (7.10). Then

$$R \geq \frac{n (2^{1/n} - 1)}{(n - 1)^{1/p} + 2^{1/p}}. \quad (7.14)$$

This inequality becomes an equality if and only if $n = 2$ and $p = 1$.

**Proof.** Let $a = (n - 1)^{1/q}$, $b = 2^{1/q}$ and $c = (n - 1)^{1/p}$. Note that $a$, $b$ and $c$ are greater than 1 and $ac = n - 1$. By the definition of $R$, we get

$$(1 + bR) (1 + R/c)^{n-1} = 2. \quad (7.15)$$

Using Bernoulli's inequality $(1 + t)^n \geq 1 + nt$, we obtain

$$\left( \frac{1 + (a + b)R/n}{1 + R/c} \right)^n = \left( 1 + \frac{(a + b)R/n - R/c}{1 + R/c} \right)^n \geq \frac{1 + bR}{1 + R/c}. \quad (7.16)$$

From this and (7.15), we get

$$(1 + (a + b)R/n)^n \geq 2 \quad (7.16)$$

which proves (7.14). The equality in (7.16) holds if and only if $bc = 1$ which is equivalent to $n = 2$ and $p = 1$. \qed

Theorem 6.4 together with Lemma 7.4 immediately implies the following result, which improves and complements the result of Han [7] as well some other results.
Corollary 7.5. Let $f \in \mathbb{K}[z]$ be a polynomial of degree $n \geq 2$ which splits in $\mathbb{K}$, $\xi \in \mathbb{K}^n$ be a root-vector of $f$ and $1 \leq p \leq \infty$. If $x^0 \in \mathbb{K}^n$ is an initial guess with distinct components satisfying
\[
E(x^0) = \left\| \frac{x^0 - \xi}{d(x^0)} \right\|_p \leq \frac{n (2^{1/n} - 1)}{(n - 1)^{1/p} + 2^{1/p}}, \tag{7.17}
\]
then $f$ has only simple zeros in $\mathbb{K}$ and the Weierstrass iteration (1.3) is well-defined and converges to $\xi$ with error estimates (7.11). Moreover, the convergence is quadratic provided that $n \geq 3$ or $p > 1$ or (7.17) holds with strict inequality.

Corollary 7.6. Let $f \in \mathbb{K}[z]$ be a polynomial of degree $n \geq 2$ which splits in $\mathbb{K}$, $\xi \in \mathbb{K}^n$ be a root-vector of $f$ and $1 \leq p \leq \infty$. If $x^0 \in \mathbb{K}^n$ is a vector with distinct components satisfying
\[
E(x^0) = \left\| x^0 - \xi \right\|_p \leq R = \frac{2^{1/(n-1)} - 1}{2^{1+1/q} (2^{1/(n-1)} - 1) + (n - 1)^{-1/p}}, \tag{7.18}
\]
then $f$ has only simple zeros in $\mathbb{K}$ and the Weierstrass iteration (1.3) is well-defined and converges quadratically to $\xi$ with error estimates (7.11).

Proof. It follows from Corollary 7.5 because the right side of (7.17) is less than the right side of (7.18).

Corollary (7.6) is a generalization and improvement of the result of Wang and Zhao [37]. They have proved the convergence of the Weierstrass iteration (1.3) for a polynomial $f \in \mathbb{C}[z]$ under the stronger initial condition
\[
\|x^0 - \xi\|_\infty < \frac{n - \sqrt{2} - 1}{4^{n-\sqrt{2} - 3} \min_{1 \leq i \leq n} d_i(x^0)}. \tag{7.19}
\]
which is stronger than (7.18) in the case $p = \infty$.

The next theorem is the second main result in this section.

Theorem 7.7. Let $f \in \mathbb{K}[z]$ be a polynomial of degree $n \geq 2$ which splits in $\mathbb{K}$, $\xi \in \mathbb{K}^n$ be a root-vector of $f$ and $1 \leq p \leq \infty$. Suppose $c: [0, 1) \to \mathbb{R}_+$ is a nondecreasing function such that
\[
c(t) \leq (n - 1)^{1/p} ((1 + t)^{1/(n-1)} - 1) \quad \text{for all} \quad t \in [0, 1). \tag{7.20}
\]
Suppose also there exists $\sigma \in (0, 1)$ such that

$$tc(t) \leq c(t^2) (1 - 2^{1/q} (1 + t)c(t) \quad \text{for all} \quad t \in [0, \sigma],$$  \hspace{1cm} \text{(7.21)}

where $1 \leq q \leq \infty$ and $1/p + 1/q = 1$. Let $x^0 \in \mathbb{K}^n$ be a vector with distinct components satisfying

$$\left\| x^0 - \xi \right\| \leq c(\sigma).$$ \hspace{1cm} \text{(7.22)}

Then $f$ has only simple zeros in $\mathbb{K}$ and the Weierstrass iteration (1.3) is well-defined and converges quadratically to $\xi$ with error estimates

$$\left\| x^{k+1} - \xi \right\| \leq \sigma x^k \left\| x^k - \xi \right\| \quad \text{and} \quad \left\| x^k - \xi \right\| \leq \sigma^{2k} \left\| x^0 - \xi \right\||$$ \hspace{1cm} \text{(7.23)}

for all $k \geq 0$.

Proof. For the sake of simplicity, let $b = 2^{1/q}$. It is easy to show that $1 - b (1 + t)c(t) > 0$ for all $t \in [0, 1)$. Define the functions $\psi$ and $\beta$ by (7.3) and (7.5) on the interval $J = [0, c(\sigma)]$. It is easy to show that the function $\psi$ can also be rewritten in the form

$$\psi(t) = 1 - 2^{1/q} \left(1 + \beta(t)\right).$$ \hspace{1cm} \text{(7.24)}

Condition (7.20) can be rewritten in the following equivalent form

$$\beta(c(t)) \leq t \quad \text{for all} \quad t \in [0, 1).$$ \hspace{1cm} \text{(7.25)}

Note that $\beta$ is an increasing function on $J$ with values in $[0, 1)$ since

$$\beta(t) \leq \beta(c(\sigma)) \leq \sigma < 1 \quad \text{for all} \quad t \in J.$$

The function $\psi$ is a decreasing function on $J$ with values in $(0, 1]$ since

$$\psi(t) \geq \psi(c(\sigma)) = 1 - b c(\sigma)(1 + \beta(c(\sigma))) \geq 1 - b(1 + \sigma) c(\sigma) > 0 \quad \text{for all} \quad t \in J.$$

Therefore, we can define the function $\phi$ on $J$ by $\varphi(t) = t \beta(t)/\psi(t)$. Condition (7.21) implies the following one

$$\varphi(c(t)) \leq c(t^2) \quad \text{for all} \quad t \in [0, \sigma].$$ \hspace{1cm} \text{(7.26)}

Indeed, it follows from (7.24), (7.25) and (7.21) that

$$\varphi(c(t)) = \frac{c(t) \beta(c(t))}{\psi(c(t))} \leq \frac{tc(t)}{1 - b(1 + t)c(t)} \leq c(t^2).$$  \hspace{1cm} 27
Note also that the function \( \varphi \) is nondecreasing on \( J \) and \( \varphi(J) \subset J \) since
\[ \varphi(t) \leq \varphi(c(\sigma)) = c(\sigma^r) \leq c(\sigma) \quad \text{for all } t \in J. \]

Consider again the Weierstrass iteration function \( T : D \rightarrow \mathbb{K}^n \) and the function \( E : D \rightarrow \mathbb{R}_+ \) defined by (7.1). For every \( x \in D \) with \( E(x) \in J \) condition (7.2) holds. Indeed, we have
\[ \psi(E(x)) \geq \psi(c(\sigma)) > 0. \]

It follows from Lemma 7.2 that \( E \) is a functions of initial conditions of \( T \) with gauge function \( \varphi \) on \( J \), and that \( T \) is an iterated contraction with respect to \( E \) at the point \( \xi \) with control function \( \beta \). Now the statements of the theorem follow from Theorem 3.5.

There are a lot of functions that satisfy condition (7.20) of Theorem 7.7. For example, each of the functions
\[ c(t) = \frac{2t - t^2}{2(n-1)^{1/q}} \quad \text{and} \quad c(t) = \frac{2t}{(n-1)^{1/q}(t+2)}. \]

satisfies (7.20). This statement follows from the obvious inequalities
\[ (1 + t)^{1/(n-1)} - 1 \geq \frac{\ln(1 + t)}{n-1} \quad \text{and} \quad \ln(1 + t) \geq \frac{2t}{t+2} \geq t - \frac{t^2}{2}. \]

Applying Theorem 7.7 with the first function \( c : [0, 1) \rightarrow \mathbb{R}_+ \) defined by (7.27) we obtain at the following result.

**Corollary 7.8.** Let \( f \in \mathbb{K}[z] \) be a polynomial of degree \( n > 2^{q+1} + 1 \) which splits over \( \mathbb{K} \), \( \xi \) be a root-vector of \( f \), \( 1 < p \leq \infty \), and let \( \sigma \in (0, 1/2] \) be such that
\[ \frac{(\sigma + 1)(2 - \sigma)(2 - \sigma^2)}{1 - \sigma} \leq 2 \left( \frac{n - 1}{2} \right)^{1/q}. \]

Suppose \( x^0 \in \mathbb{K}^n \) is a vector with distinct components satisfying
\[ \left\| x^0 - \xi \right\|_{d(x^0)} \leq \frac{2\sigma - \sigma^2}{2(n-1)^{1/q}}. \]

Then \( f \) has only simple zeros in \( \mathbb{K} \) and the Weierstrass iteration (1.3) is well-defined and converges quadratically to the vector \( \xi \) with error estimates
\[ \left\| x^{k+1} - \xi \right\| \leq \sigma^{2^k} \left\| x^k - \xi \right\| \quad \text{and} \quad \left\| x^k - \xi \right\| \leq \sigma^{2^k-1} \left\| x^0 - \xi \right\|. \]
for all $k \geq 0$. Besides, if $n \geq 2^{2q+1} + 1$, then condition (7.28) can be dropped.

**Proof.** The statement follows from Theorem 7.7 with the second function $c: [0, 1) \to \mathbb{R}_+$ defined by (7.27). The estimate (7.31) follows from the second estimate in (7.30) and the initial condition (7.29). It should be noted only that condition (7.28) is equivalent to (7.21) and that (7.28) is satisfied automatically if $n \geq 2^{2q+1} + 1$.

Corollary (7.8) is a generalization and improvement of the result of Tilli [36] who has proved the error estimate (7.31) under the condition (7.29) with $p = \infty$ for a polynomial $f \in \mathbb{C}[z]$ of degree $n \geq 9$.

Applying Theorem 7.7 with the second function $c: [0, 1) \to \mathbb{R}_+$ defined by (7.27) we arrive at the following result.

**Corollary 7.9.** Let $f \in \mathbb{K}[z]$ be a polynomial of degree $n > 2^{q+1} + 1$ which splits over $\mathbb{K}$, $\xi$ be a root-vector of $f$ and $1 < p \leq \infty$. Suppose $\sigma$ is a real number satisfying

$$0 < \sigma \leq \frac{(n - 1)^{1/q} - 2^{1+1/q}}{(n - 1)^{1/q} + 2^{1+1/q}}$$

and $x^0 \in \mathbb{K}^n$ is a vector with distinct components such that

$$\left\|\frac{x^0 - \xi}{d(x^0)}\right\|_p \leq \frac{2 \sigma}{(n - 1)^{1/q} (\sigma + 2)}.$$ (7.32)

Then $f$ has only simple zeros in $\mathbb{K}$ and the Weierstrass iteration (1.3) is well-defined and converges quadratically to $\xi$ with error estimates (7.30).

Corollary 7.8 can be state in the following equivalent form.

**Corollary 7.10.** Let $f \in \mathbb{K}[z]$ be a polynomial of degree $n > 2^{q+1} + 1$ which splits over $\mathbb{K}$, $\xi$ be a root-vector of $f$ and $1 < p \leq \infty$. Suppose $x^0 \in \mathbb{K}^n$ is a vector with distinct components satisfying

$$\left\|\frac{x^0 - \xi}{d(x^0)}\right\|_p \leq \frac{2 \left[ (n - 1)^{1/q} - 2^{1+1/q} \right]}{(n - 1)^{1/q} [3(n - 1)^{1/q} + 2^{1+1/q}]}.$$ (7.33)

Then $f$ has only simple zeros in $\mathbb{K}$ and the Weierstrass iteration (1.3) is well-defined and converges quadratically to $\xi$ with error estimates

$$\|x^{k+1} - \xi\| \leq \lambda^k \|x^k - \xi\| \quad \text{and} \quad \|x^k - \xi\| \leq \lambda^{k-1} \|x^0 - \xi\|$$ (7.34)
for all $k \geq 0$, where
\[ \lambda = \frac{2(n-1)^{1/q} E(x^0)}{2 - (n-1)^{1/q} E(x^0)}. \]

8. Semilocal convergence of the Weierstrass method

In this section, we prove a new convergence theorem for the Weierstrass method under computationally verifiable initial conditions. The main result of this section generalizes, improves and complements all previous results in this area, which are due to Prešić [22], Zheng [45, 46], Wang and Zhao [38, 44], Petković, Carstensen and Trajković [19], Petković [17], Petković, Herceg and Ilić [21], Batra [2], Han [7], Petković and Herceg [20] and Proinov [24]. The new result in this section also gives computationally verifiable error estimates, a localization formula for the Weierstrass iteration (1.3) as well as a sufficient condition for a polynomial $f \in \mathbb{K}[z]$ of degree $n \geq 2$ to have $n$ simple zeros in the field $\mathbb{K}$. Finally, we provide an example which shows the exactness of the error estimates of our semilocal theorem for the Weierstrass iterative method.

We study the convergence of the Weierstrass method (1.3) for a polynomial $f \in \mathbb{K}[z]$ with respect to the function of initial conditions $E: \mathbb{D} \to \mathbb{R}^+$ defined by
\[ E(x) = \left\| \frac{W(x)}{d(x)} \right\|_p \quad (1 \leq p \leq \infty). \quad (8.1) \]

We prove that the Weierstrass iterative function $T: \mathbb{D} \subset \mathbb{K}^n \to \mathbb{K}^n$ defined by (1.5) is an iterated contraction with respect to $E$.

We begin this section with a well-known result whose proof we include for completeness.

**Proposition 8.1.** Let $f \in \mathbb{K}[z]$ be a monic polynomial of degree $n \geq 2$, and let $x \in \mathbb{K}^n$ be a vector with distinct components. Then for all $z \in \mathbb{K}$,
\[ f(z) = \sum_{i=1}^n W_i(x) \prod_{j \neq i} (z - x_j) + \prod_{j=1}^n (z - x_j). \]

**Proof.** Applying Lagrange’s interpolation formula to the polynomial
\[ g(z) = f(z) - \prod_{j=1}^n (z - x_j) \]

at the nodes $x_1, \ldots, x_n$, we get the desired presentation of $f$. \qed
Using the Weierstrass correction $W_f$ one can state the following basic existence result for polynomial zeros.

**Proposition 8.2** (Basic Existence Theorem). Let $f \in \mathbb{K}[z]$ be a polynomial of degree $n \geq 2$, and let $(x^k)$ be an infinite sequence of vectors in $\mathbb{K}^n$ with distinct components satisfying the following two conditions:

(i) The sequence $(x^k)$ converges to a point $\xi$ in $\mathbb{K}^n$;
(ii) The sequence $(W_f(x^k))$ converges to the zero-vector in $\mathbb{K}^n$.

Then $\xi$ is a root-vector of $f$.

**Proof.** Without lose of generality we may assume that $f$ is a monic polynomial. Applying Proposition 8.1 with $x = x^k$, we obtain

$$f(z) = \sum_{i=1}^{n} W_i(x^k) \prod_{j \neq i} (z - x^k_j) + \prod_{j=1}^{n} (z - x^k_j).$$

for all $k$. Passing to the limit when $k \to \infty$, we get $f(z) = \prod_{j=1}^{n} (z - \xi_j)$ which completes the proof. $\square$

The following remarkable result for the Weierstrass iteration is an immediate consequence of Proposition 8.2.

**Proposition 8.3.** Let $f \in \mathbb{K}[z]$ be a polynomial of degree $n \geq 2$. If for some initial guess $x^0 \in \mathbb{K}^n$, the Weierstrass iteration (1.3) is well-defined and converges to a vector $\xi \in \mathbb{K}^n$, then $\xi$ is a root-vector of $f$.

Let us give some historical historical notes about Proposition 8.3. In 1972, Petkov [16, p. 272] has briefly noted (without proof) that if the Weierstrass iteration (1.3) for a complex polynomial $f$ converges to a vector $\xi \in \mathbb{C}^n$, then $\xi$ is a root-vector of $f$. This result for complex polynomials with simple zeros has been proved by Zheng [45] in 1982 and re-obtained in 1994 by Hopkins, Marshall, Schmidt and Zlobec [8, Proposition 4.1].

**Proposition 8.4.** Let $\Phi: D \subset \mathbb{K}^n \to \mathbb{K}^n$ be a mapping defined on a set $D$ which contains only vectors with distinct components, and let $E: D \to \mathbb{R}_+$ be defined by

$$E(x) = \left\| \frac{\Phi(x)}{d(x)} \right\|_p \quad (1 \leq p \leq \infty).$$
Let \( x \in D \) be such that \( E(x) \in J \), where \( J \subset \mathbb{R} \) is an interval containing zero. Furthermore, let there exist two functions \( \beta, \gamma : J \to \mathbb{R}_+ \) such that

\[
\beta(t) < 1 - 2^{1/q} t \gamma(t) \quad \text{for all} \quad t \in J. \tag{8.2}
\]

Then the closed disks

\[
D_i = \{ z \in \mathbb{K} : |z - x_i| \leq r_i \}, \quad i = 1, 2, \ldots, n, \tag{8.3}
\]

where

\[
r_i = \frac{\gamma(E(x))}{1 - \beta(E(x))} |\Phi_i(x)|,
\]

are mutually disjoint.

**Proof.** For simplicity, we set \( b = 2^{1/q} \) and \( C = \gamma(E(x))/(1 - \beta(E(x))) \). It follows from (8.2) that

\[
\frac{bt \gamma(t)}{1 - \beta(t)} < 1 \quad \text{for all} \quad t \in J.
\]

This implies that \( bC E(x) < 1 \) since \( E(x) \in J \). To prove that the disks (8.3) are mutually disjoint it is sufficient to show that \( r_i + r_j < |x_i - x_j| \), that is,

\[
C (|\Phi_i(x)| + |\Phi_j(x)|) < |x_i - x_j| \quad \text{for} \quad i \neq j. \tag{8.4}
\]

Suppose \( C > 0 \) since the case \( C = 0 \) is obvious. From the definition of \( d(x) \), the power mean inequality \( M_1 \leq M_p \) and the inequality \( bC E(x) < 1 \), we obtain

\[
\frac{|\Phi_i(x)| + |\Phi_j(x)|}{|x_i - x_j|} \leq \frac{|\Phi_i(x)|}{d_i(x)} + \frac{|\Phi_j(x)|}{d_j(x)} \leq b E(x) < \frac{1}{C}
\]

which yields (8.4). \( \square \)

**Lemma 8.5.** Let \( f \in \mathbb{K}[z] \) be a polynomial of degree \( n \geq 2 \) which has \( n \) simple zeros in \( \mathbb{K} \), \( \xi \in \mathbb{K}^n \) be a root-vector of \( f \), \( x \in \mathbb{K}^n \) and \( 1 \leq p \leq \infty \). Then

\[
|x_i - x_j| \geq (1 - 2^{1/q} E(x)) d_j(\xi) \quad \text{and} \quad |x_i - \xi_j| \geq (1 - E(x)) d_i(\xi)
\]

for \( i \neq j \), where \( E : \mathbb{K}^n \to \mathbb{R}_+ \) is defined by (6.1).

**Proof.** Setting in Proposition 5.1 \( u = x \) and \( v = \xi \) and taking into account the definition of \( d(\xi) \), we obtain the statement of the lemma. \( \square \)
Lemma 8.6. Let \( f \in \mathbb{K}[z] \) be a polynomial of degree \( n \geq 2 \) and \( 1 \leq p \leq \infty \). Suppose \( x \in \mathbb{K}^n \) is a vector with distinct components satisfying \( \|W(x)\|_p < \frac{1}{2^{1/q}} \). (8.5)

Then the vector \( \hat{x} = x - W(x) \) has distinct components and

\[
W_i(\hat{x}) = (\hat{x}_i - x_i) \sum_{j \neq i} \frac{W_j(x)}{\hat{x}_i - x_j} \prod_{j \neq i} \left( 1 + \frac{\hat{x}_j - x_j}{\hat{x}_i - x_j} \right) \quad (i = 1, \ldots, n). \tag{8.6}
\]

**Proof.** Applying Proposition 5.1 with \( u = \hat{x} \) and \( v = x \) and taking into account condition (8.5), we conclude that \( \hat{x}_i \neq \hat{x}_j \) and \( \hat{x}_i \neq x_j \) for \( i \neq j \). Hence, both sides of (8.6) are well-defined. In particular, the vector \( \hat{x} \) has distinct components. Let \( i \in I_n \) be fixed. If \( \hat{x}_i = x_i \), then (8.6) holds trivially. Assume that \( \hat{x}_i \neq x_i \). It follows from Proposition 8.1 that for every \( z \in \mathbb{K} \) such that \( z \neq x_j \) (\( j = 1, \ldots, n \)),

\[
f(z) = \left( 1 + \sum_{j=1}^{n} \frac{W_j(x)}{z - x_j} \right) \prod_{j=1}^{n} (z - x_j)
\]

which can be rewritten in the form

\[
f(z) = (z - x_i) \left( 1 + \frac{W_i(x)}{z - x_i} + \sum_{j \neq i} \frac{W_j(x)}{z - x_j} \right) \prod_{j \neq i} (z - x_j).
\]

Setting here \( z = \hat{x}_i \) and taking into account that \( \hat{x}_i = x_i - W_i(x) \), we get

\[
f(\hat{x}_i) = (\hat{x}_i - x_i) \sum_{j \neq i} \frac{W_j(x)}{\hat{x}_i - x_j} \prod_{j \neq i} (\hat{x}_i - x_j).
\]

Therefore,

\[
W_i(\hat{x}) = \frac{f(\hat{x}_i)}{\prod_{j \neq i} (\hat{x}_i - \hat{x}_j)} = (\hat{x}_i - x_i) \sum_{j \neq i} \frac{W_j(x)}{\hat{x}_1 - x_j} \prod_{j \neq i} (\hat{x}_i - \hat{x}_j)
\]

which coincides with (8.6). \( \square \)
Lemma 8.7. Let \( f \in \mathbb{K}[z] \) be a polynomial of degree \( n \geq 2 \) and \( 1 \leq p \leq \infty \). Suppose \( x \in \mathbb{K}^n \) is a vector with distinct components such that

\[
E(x) = \left\| \frac{W(x)}{d(x)} \right\|_p < \frac{1}{2^{1/q}}.
\]

Then the vector \( Tx = x - W(x) \) has distinct components and

\[
E(Tx) \leq \varphi(E(x)) \quad \text{and} \quad \|Tx - T^2x\| \leq \beta(E(x)) \|x - Tx\|,
\]

where the real functions \( \varphi \) and \( \beta \) are defined by

\[
\varphi(t) = \frac{(n - 1)^{1/q} t^2}{(1 - t)(1 - 2^{1/q} t)} \left( 1 + \frac{t}{(n - 1)^{1/p} (1 - 2^{1/q} t)} \right)^{n-1}.
\]

\[
\beta(t) = \frac{(n - 1)^{1/q} t}{1 - t} \left( 1 + \frac{t}{(n - 1)^{1/p} (1 - 2^{1/q} t)} \right)^{n-1}.
\]

Proof. Proposition 5.1(i) with \( u = Tx \) and \( v = x \) yields

\[
d(Tx) \succeq \psi(E(x)) d(x),
\]

where the real function \( \psi \) is defined by

\[
\psi(t) = 1 - 2^{1/q} t.
\]

Obviously, (8.11) implies that \( Tx \) has distinct components. For the sake of simplicity, we use the following notations:

\[
\hat{x} = Tx, \quad a = (n - 1)^{1/q}, \quad b = 2^{1/q} \quad \text{and} \quad c = (n - 1)^{1/p}.
\]

It follows from Lemma 8.6 that

\[
\|W(Tx)\| \leq \sigma \mu \|W(x)\|,
\]

where

\[
\sigma = \max_{i \in I_n} \sum_{j \neq i} \left| \frac{W_j(x)}{\hat{x}_i - x_j} \right| \quad \text{and} \quad \mu = \max_{i \in I_n} \prod_{j \neq i} \left( 1 + \left| \frac{W_j(x)}{\hat{x}_i - \hat{x}_j} \right| \right).
\]

Applying Proposition 5.1 with \( u = \hat{x} \) and \( v = x \), we get

\[
|\hat{x}_i - x_j| \geq (1 - E(x)) d_j(x) \quad \text{and} \quad |\hat{x}_i - \hat{x}_j| \geq (1 - b E(x)) d_j(x).
\]
Using the power mean inequality $M_1 \leq M_p$ and Proposition 5.5, we obtain
\[
\sigma \leq \frac{a E(x)}{1 - E(x)} \quad \text{and} \quad \mu \leq \left(1 + \frac{E(x)}{c(1 - b E(x))}\right)^{n-1}. \tag{8.14}
\]

Now from (8.13) and (8.14), we get
\[
\|W(Tx)\| \leq \beta(E(x)) \|W(x)\| \tag{8.15}
\]
which coincides with the second inequality in (8.8) since $W(x) = x - Tx$. It follows from (8.15) and (8.11) that
\[
\left\|\frac{W(Tx)}{d(Tx)}\right\| \leq \frac{\beta(E(x))}{\psi(E(x))} \left\|\frac{W(x)}{d(x)}\right\|.
\]
Taking the $p$-norm here, we get the first inequality in (8.8) since $\beta = \phi \psi$. \hfill \Box

Now we can state and prove our semilocal convergence theorem for the Weierstrass method which is the main result of this section.

**Theorem 8.8.** Let $\mathbb{K}$ be a complete normed field, $f \in \mathbb{K}[z]$ be a polynomial of degree $n \geq 2$ and $1 \leq p \leq \infty$. Suppose $x^0 \in \mathbb{K}^n$ is an initial guess with distinct components satisfying
\[
E(x^0) < 1/2^{1/q} \quad \text{and} \quad \phi(E(x^0)) \leq 1, \tag{8.16}
\]
where the function $E$ is defined by (8.1) and the real function $\phi$ is defined by
\[
\phi(t) = \frac{(n - 1)^{1/q} t}{(1 - t)(1 - 2^{1/q} t)} \left(1 + \frac{t}{(n - 1)^{1/p} (1 - 2^{1/q} t)}\right)^{n-1}. \tag{8.17}
\]

Then the following statements hold true.

(i) **Convergence.** Starting from $x^0$, the Weierstrass iteration (1.3) is well-defined, remains in the closed ball $U(x_0, \rho)$ and converges to a root-vector $\xi$ of $f$, where
\[
\rho = \frac{\|W(x^0)\|}{1 - \beta(E(x^0))}
\]
and the real function $\beta$ is defined by (8.10). Besides, the convergence is quadratic provided that $\phi(E(x^0)) < 1$. 35
(ii) **A priori estimate.** For all \( n \geq 0 \) we have the estimate

\[
\|x^k - \xi\| \preceq \frac{\theta \lambda^{k+1}}{1 - \theta \lambda^k} \|x^1 - x^0\|,
\]

where \( \lambda = \phi(E(x^0)) \), \( \theta = \psi(E(x^0)) \) and the real functions \( \psi \) is defined by (8.12).

(iii) **First a posteriori estimate.** For all \( k \geq 0 \) we have the following estimate

\[
\|x^k - \xi\| \preceq \frac{\|x^{k+1} - x^k\|}{1 - \beta(E(x^k))}.
\]

(iv) **Second a posteriori estimate.** For all \( k \geq 0 \) we have the following estimate

\[
\|x^{k+1} - \xi\| \preceq \frac{\theta_k \lambda_k}{1 - \theta_k \lambda_k^2} \|x^{k+1} - x^k\|,
\]

where \( \lambda_k = \phi(E(x^k)) \), \( \theta_k = \psi(E(x^k)) \).

(v) **Some other estimates.** For all \( k \geq 0 \) we have

\[
\|x^{k+2} - x^{k+1}\| \preceq \theta \lambda^k \|x^{k+1} - x^k\|,
\]

\[
\|x^{k+1} - x^k\| \preceq \theta \lambda^{k-1} \|x^1 - x^0\|.
\]

(vi) **Localization of the zeros.** If \( \phi(E(x^0)) < 1 \), then \( f \) has \( n \) simple zeros in \( \mathbb{K} \). Moreover, for every \( k \geq 0 \) the closed disks

\[
D_i^k = \{z \in \mathbb{K} : |z - x_i^k| \leq r_i^k\}, \quad i = 1, 2, \ldots, n,
\]

where

\[
r_i^k = \frac{|W_i(x^k)|}{1 - \beta(E(x^k))},
\]

are mutually disjoint and each of them contains exactly one zero of \( f \).

**Proof.** Denote by \( R = R(n, p) \) the unique solution of the equation \( \phi(t) = 1 \) in the interval \((0, 1/2^{1/q})\). Then the initial conditions (8.16) can be rewritten in the form \( E(x^0) \leq R \). The function \( \varphi \) defined by (8.9) is quasi-homogeneous of the second degree on \([0, 1/2^{1/q})\) and \( R \) is its fixed point. It follows from Proposition 2.4 that \( \varphi \) is a gauge function of the second order on \( J = [0, R] \). The function \( \beta \) is increasing on \( J \) satisfying \( \beta = \phi \psi \) and \( \beta(R) = \psi(R) < 1 \). Hence, the function \( t \beta(t) \) is a strict gauge function of the second order on
Now we shall apply Corollary 4.4 to the Weierstrass iteration function \( T: \mathcal{D} \subset \mathbb{K}^n \rightarrow \mathbb{K}^n \). From Lemma 8.7 and Proposition 2.7, we conclude that:

- \( E: \mathcal{D} \rightarrow \mathbb{R}_+ \) is a function of initial conditions of \( T \) with gauge function \( \varphi \) of order \( r = 2 \) on \( J \).

- \( T: \mathcal{D} \rightarrow \mathbb{K}^n \) is an iterated contraction with respect to \( E \) with control function \( \beta \).

- Every vector \( x^0 \in \mathcal{D} \) satisfying condition (8.16) is an initial point of \( T \).

Now it follows Corollary 4.4 that the Weierstrass iteration (1.3) is well-defined and converges to a vector \( \xi \in \mathbb{K}^n \). The claims (i)-(v) follow immediately from Corollary 4.4 and Proposition 8.3. It remains to prove the claim (vi). Let \( E(x^0) < 1/2 \) and \( \phi(E(x^0)) < 1 \), that is, \( E(x^0) < R \). Then \( E(x^k) < R \) since every \( x^k \) is an initial point of \( T \). Taking into account that \( \beta(t) = \varphi(t) \psi(t) \) and \( \varphi(t) < 1 \) on \([0, R)\), we conclude that \( \beta(t) < \psi(t) \) for all \( t \in [0, R) \). Therefore condition (8.2) holds with \( \gamma(t) \equiv 1 \). Applying Proposition 8.4 with \( \Phi = W \) we conclude that the disks (8.23) are mutually disjoint. On the other hand, it follows from claim (iii) that each of these disks contains at least one zero of \( f \). Therefore, each of the disks (8.23) contains exactly one zero of \( f \). In particular, \( f \) has \( n \) simple zeros in \( \mathbb{K} \). This complete the proof of the theorem.

It should be noted that recently Proinov and Petkova [33] proved another semilocal convergence theorem for the Weierstrass method under initial conditions involving the Viète operator.

**Remark 8.9.** Let \( R(n,p) \) be the unique solution of the equation \( \phi(t) = 1 \) in the interval \((0, 1/2^{1/q})\), where \( \phi \) is defined by (8.17). Then the initial conditions (8.16) of Theorem 8.8 can also be written in the following equivalent form

\[
E(x^0) \leq R(n,p),
\]  

(8.24)

where \( E: \mathcal{D} \rightarrow \mathbb{R}_+ \) is defined by (8.1). According to Theorem 8.8 the domain of quadratic convergence of the Weierstrass method is the set

\[
\mathcal{A} = \{ x \in \mathcal{D} : E(x) < R(n,p) \}.
\]  

(8.25)

Below we show that this cannot be improved.
Example 8.10. In this example we show that if $p = \infty$, then the domain of quadratic convergence (8.25) of the Weierstrass method as well as the estimates (8.18), (8.19), (8.20), (8.21), (8.22) cannot be improved in the sense that for every polynomial $f(z) = a_0 z^2 + a_1 z + a_2$ in $\mathbb{K}[z]$ with zero discriminant, there exist infinitely many initial guesses $x^0 \in \mathbb{K}^2$ such that $E(x^0) = R(2, \infty) = \frac{1}{4}$ and the following two statements hold true:

(a) The Weierstrass iteration (1.3) is well-defined and converges linearly to the root-vector $\xi = (a, a)$ of $f$, where $a = -a_1/(2a_0)$.

(b) Each of the estimates (8.18)-(8.22) becomes equality.

To prove this, we choose a vector $x^0 = (a + b, a - b)$, where $b$ is an arbitrary element of $\mathbb{K}$. It is easy to calculate that $E(x^0) = R(2, \infty) = \frac{1}{4}$, where $E$ is defined by (8.1) with $p = \infty$. According to Theorem 8.8, the Weierstrass iteration (1.3) is well-defined and converges to a root-vector $\xi$ of $f$ with estimates (8.18)-(8.22), which can be written in the following form:

\[
\|x^k - \xi\| \leq 2 \left(\frac{1}{2}\right)^k \|x^1 - x^0\|,
\]

\[
\|x^k - \xi\| \leq 2 \|x^{k+1} - x^k\|,
\]

\[
\|x^k - \xi\| \leq \|x^k - x^{k-1}\|,
\]

\[
\|x^{k+2} - x^{k+1}\| \leq \frac{1}{2} \|x^{k+1} - x^k\|,
\]

\[
\|x^{k+1} - x^k\| \leq \left(\frac{1}{2}\right)^k \|x^1 - x^0\|. \tag{8.26}
\]

On the other hand, the Weierstrass iteration (1.3) for $f(z) = a_0 z^2 + a_1 z + a_2$ with the initial guess $x^0 = (a + b, a - b)$ can be written in the form

\[
x^k = \left(a + \frac{b}{2^k}, a - \frac{b}{2^k}\right).
\]

Hence, the sequence $(x^k)$ converges to the vector $\xi = (a, a)$. Besides,

\[
x^{k+1} - \xi = \frac{1}{2} (x^k - \xi).
\]

This shows that the order of convergence $(x^k)$ is exactly one (with asymptotic constant $\frac{1}{2}$) which proves the statement (a). Furthermore, it is easy to check
that \((x^k)\) satisfies the following identities:

\[
\begin{align*}
    x^k - \xi &= 2 \left( \frac{1}{2} \right)^k (x^0 - x^1), \\
    x^k - \xi &= 2 (x^k - x^{k+1}), \\
    x^k - \xi &= x^{k-1} - x^k), \\
    x^{k+1} - x^{k+2} &= \frac{1}{2}(x^k - x^{k+1}), \\
    x^k - x^{k+1} &= \left( \frac{1}{2} \right)^k (x^0 - x^1).
\end{align*}
\]

These identities show that all the inequalities (8.26) become equalities. This proves the statement (b).

**Remark 8.11.** It follows from Theorem 8.8 and Lemma 8.6 that if an initial guess \(x^0 \in \mathbb{K}^n\) satisfies the initial conditions (8.16) for some \(1 \leq p \leq \infty\), then the Weierstrass iteration (1.3) is well-defined and can be presented in the following two-point form:

\[
x^1 = x^0 - W_f(x^0),
\]

\[
x^{k+1}_i = x^k_i - (x^k_i - x^{k-1}_i) \sum_{j \neq i} \frac{x_j^{k-1} - x_j^k}{x_j^k - x_j^{k-1}} \prod_{j \neq i} \frac{x_i^{k} - x_j^{k-1}}{x_i^{k-1} - x_j^{k}} \quad (i = 1, \ldots, n)
\]

(8.27)

\[
k = 1, 2, \ldots
\]

Let us note that in the Weierstrass method (1.3), we need to compute the polynomial values \(f(x^k_i)\) for each iterative step. Under the initial conditions (8.16) the two-point iterative method (8.27) is equivalent to the Weierstrass method (1.3) but no longer needs to evaluate \(f(x^k_i)\) for each iteration after the first step. The two-step iterative process (8.27) was first presented in 1964 by Dochev and Byrnev [3] in a slightly different form (see also Zheng [45] and Yao [42]).

**Remark 8.12.** In an earlier work [24] (see also [25]) we have stated without proof a weaker version of Theorem 8.8. In [24] we give a detailed comparison of our old theorem with previous results. It should be noted that all corollaries given in [24] can be improved using Theorem 8.8 instead of Theorem 1 of [24]. We end this section with a result which improves Corollary 2 of [24]. This result generalizes and improves the results of [2, 7, 17, 19, 21, 22, 38].
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Corollary 8.13. Let $\mathbb{K}$ be a complete normed field, $f \in \mathbb{K}[z]$ be a polynomial of degree $n \geq 2$ and $1 \leq p \leq \infty$. Suppose $x^0 \in \mathbb{K}^n$ is an initial guess with distinct components satisfying

$$\left\| \frac{W(x^0)}{d(x^0)} \right\|_p \leq \frac{1}{2(n-1)^{1/q} + 2}.$$ 

Then all conclusions (i)-(v) of Theorem 8.8 hold true. Moreover, if $n \geq 3$, then $f$ has $n$ simple zeros in $\mathbb{K}$, the Weierstrass iteration (1.3) converges quadratically to $\xi$ and for every $k \geq 0$ the closed disks (8.23) are mutually disjoint and each of them contains exactly one zero of $f$.
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