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Abstract

The emergence of global pandemic known as COVID-19 has impacted significantly on human lives and measures have been taken by government all over the world to minimize the rate of spread of the virus, one of which is by enforcing lockdown. In this study, Autoregressive fractionally integrated moving average (ARFIMA) Models was used to model and forecast what the daily new cases of COVID-19 would have been ten days after the lockdown was eased in Nigeria and compare to the actual new cases for the period when the lockdown was eased. The proposed model ARFIMA model was compared with ARIMA (1, 0, 0), and ARIMA (1, 0, 1) and found to outperform the classical ARIMA models based on AIC and BIC values. The results show that the rate of spread of COVID-19 would have been significantly less if the strict lockdown had continued. ARFIMA model was further used to model what new cases of COVID-19 would be ten days ahead starting from 31st of August 2020. Therefore, this study recommends that government should further enforce measures to reduce the spread of the virus if business must continue as usual.
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1 Introduction

COVID-19 caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) and was first recorded in China in 2019. The respiratory disease has spread globally from 2019 to the present time. COVID-19 was declared as a pandemic because it has proven to be a threat to human lives. The first confirmed case of COVID-19 in Nigeria was reported on 9 March 2020 as Nigeria Centre for Disease Control (NCDC).

COVID-19 pandemic is a disease affecting humans globally and is impacting on people’s health which has resulted into millions of deaths as of mid-August 2020. At one period or the order, lockdown was enforced in Nigeria just as every other nation of the world with well-defined conditions. The first phase of lockdown in Nigeria which started on March 30th, 2020 was the period of total lockdown, and that was when significant increase in the number of people tested who positive to the COVID-19 was recorded, and there was little or no tangible clue about how to curtail the virus. So, government at all levels were obliged to provide palliative for citizenry in the period of lockdown though the palliative could only reach a few. Some Nigerians faced untold hardship in the period of lockdown because there was no income during the lockdown and palliative given by government limited, hence the need to partially ease the lockdown so that people can earn a living.

This study modelled what daily number of new positive cases of COVID-19 would have been if the strict lockdown continues and the actual value of new cases when the lockdown was relaxed with fewer strict conditions.

There are different mathematical models proposed by authors for modelling, detecting and forecasting cases of COVID-19 few of such are discussed below:

1.1 The SIR and SEIR model

The SIR and SEIR models are calculus based, and the popular among such models and the models are commonly used to model cases of the epidemic. One of these studies can be found in the work of [1]. Several authors have modified and extended the SIR and SEIR model. Following the acronym of the SIR model, the population is divided into three compartments; the susceptible (S), infected (I), recovered (R). Let \( S, I, \) and \( R \) be the corresponding number of hosts in each population, then the changes that occur in the variables is represented by the system of differential equations as follows:

\[
\frac{dS}{dt} = B - \lambda S - \mu S \tag{1}
\]

\[
\frac{dI}{dt} = \lambda S - \gamma I - \mu I \tag{2}
\]

\[
\frac{dR}{dt} = \gamma I - \mu R \tag{3}
\]

where \( B \) is the crude birth rate (births per unit time), \( \mu \) is the death rate, and \( \gamma \) is the recovery rate. Assuming that the force of infection, \( \lambda \), has the form,

\[
\lambda = \beta \frac{I}{N} \tag{4}
\]
where \( N \) is the total population size \( (N = S + I + R) \). \( E \) added to the acronym SIR is the exposure compartment to make it SEIR. Other authors who adopted the SIR/SEIR model include [2–7]. Artificial intelligence and machine learning approach was equally used to model and forecast cases of COVID-19. The works of [8–15] shows the application of such.

1.2 The time series model

Time series model are basically used for forecasting, and various time series models can be found in the study by [16]. The works of [17–20] contains various time series model used to model and forecast the new cases of the novel COVID-19. In order to achieve the objective of this study, ARFIMA model was adopted for modelling and forecasting. The ARFIMA model was first introduced by Granger and [21, 22]. The order of ARFIMA is \((p, d, q)\), \( p \) is autoregressive order \( AR(p) \), \( q \) is the moving average order \( MA(q) \), and \( (d) \) is order of fractional differentiation. Among authors who applied time series to forecast cases of COVID-19 was [23]. The author used ARFIMA to model cases of COVID-19 in Algeria.

Time series data are usually first differenced if it is discovered that it is not stationary. A lot of time series data have too much long-range dependence so, they are rather classified as \( I(0) \) rather than \( I(1) \). Therefore, ARFIMA model is formulated to represent the long-range dependence series. It is important to conduct a Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test [24] with a null hypothesis of \( I(0) \) before implementing ARFIMA. The ARFIMA model generalises the ARIMA model’s integer order of integration such that \( d' \) will be in the range \(-0.5 < d < 0.5\). In time series, fractional integration is often used to describe long memory phenomena or long-range dependence relative to an ARIMA model which can have a short memory series. The remaining section of this paper is sectionalized as follows; section 2 is the materials and methods, section 3 is the results and discussion, and finally, section 3 is the conclusion.

2 Materials and Methods

2.1 The ARFIMA model

The Gaussian ARFIMA \((p, d, q)\) may be expressed as

\[
\phi(\tau)(1 - \tau)^d(y_t - \mu) = \Psi(\tau)\epsilon_t, \quad \epsilon_t \sim i.i.d (0, \sigma^2)
\]

(5)

Where \( \tau \) is the backward-shift operator, the AR lag is represented by \( \phi(\tau) = 1 - \phi_1\tau - \cdots - \phi_p\tau^p \), and \( \Psi(\tau) = 1 + \theta_1\tau + \cdots + \theta_q\tau^q \) is the MA polynomial, \((1 - \tau)^d\) is the fractional differencing operator defined by

\[
(1 - \tau)^d = \sum_{k=0}^{\infty} \frac{\Gamma(k - d)\tau^k}{\Gamma(-d)\Gamma(k + 1)}
\]

(6)

The autocovariance function of the ARMA process with mean \((\mu)\) is expressed as

\[
\gamma_l = E[(y_t - \mu)(y_{t-l} - \mu)]
\]

(7)

And the variance matrix of the joint distribution of \( y = (y_1, \ldots, y_T) \)

And \( V(y) \) can be expressed as
\[ V(y) = \begin{bmatrix} \gamma_0 & \gamma_1 & \cdots & \gamma_{T-1} \\ \gamma_1 & \gamma_0 & \ddots & \vdots \\ \vdots & \vdots & \ddots & \gamma_1 \\ \gamma_{T-1} & \cdots & \gamma_1 & \gamma_0 \end{bmatrix} \]

\[ V(y) \text{ is a symmetric Toeplitz matrix, denoted by } T[\gamma_0, \ldots, \gamma_{T-1}]\]. Under normality and

\[ y \sim N_T(\mu, \Sigma) \]

In order to compute the autocovariances in (8), the log-likelihood is

\[ \log L(d, \phi, \sigma^2) = -\frac{r}{2} \log(2\pi) - \frac{1}{2} \log \Sigma - \frac{1}{2} \log \Sigma^{-1}z \]

Where \( z = y - \mu \)

The fractional parameter ‘\( d \)’ is allowed to assume any real value, and \( \Gamma(\cdot) \) denoting the gamma (generalized factorial) function [20]. ARFIMA model is expressed as:

\[ y_t = (1 - \gamma)^{-d}(\phi(\gamma))^{-1}\Psi(\gamma)e_t \]

The process reveals short memory if \( d = 0 \). According to [25], if a series exhibits long memory, it is said to be integrated of order \( d \), that is, it is an I(\( d \)) process, with \( d \) a real number. This implies that it is neither stationary I(0) nor a unit root I(1) process. There are various methods of estimating ARFIMA model. In this study, the exact maximum likelihood estimation proposed by [26] was used for the estimation.

### 2.2 Data description

The data set used in this study was daily new positive cases of COVID-19 taken from Nigeria Center for Disease control, and can equally be found on the following link: https://ourworldindata.org/coronavirus/country/nigeria?country=NGA. The data set are in two phases, first data set covers the period from 29th March 2020 to 29th June 2020 which basically represent the period of total and partially eased lockdown in Nigeria. The second phase covers from the period of 30th June 2020 to 30th August 2020, and this represents the period when the lockdown has been reasonably eased.

### 2.3 Parameter estimation and forecast

Software by [26] was used for the analysis and function in “tseries” package by [27] was used to conduct the KPSS test for stationarity, while functions in “arfima” package by [28] were used to conduct the ARFIMA analysis and ARFIMA of order (1, 0, 1) and (1, 0, 0) was conducted respectively for the two phases.

### 3 Results and Discussion

Table 1 shows the descriptive statistics of the two phases considered in this study, with phase one and phase two being 93 and 63 days respectively. The mean new cases when there was strict lockdown was computed as 263.2903 while mean new cases when the lockdown was eased was computed as 466.5324, Table 2 represents KPSS Test for Level Stationarity. The p-value <0.05 in both phases revealed that the data is not stationary.
Table 1. Descriptive statistics of new cases of COVID-19

|                      | Phase 1 newcases | Phase 2 newcases |
|----------------------|------------------|------------------|
| Mean                 | 263.2903         | 466.5324         |
| Standard Error       | 22.2683          | 17.77058273     |
| Median               | 238              | 462.5            |
| Mode                 | 16               | 575              |
| S.D                  | 214.7482         | 139.9257084     |
| Sample Variance      | 46116.8169       | 19579.20386      |
| Kurtosis             | -0.526942102     | -0.511721814     |
| Skewness             | 0.654959472      | -0.30371194      |
| Range                | 779              | 652              |
| Minimum              | 0                | 138              |
| Maximum              | 779              | 790              |
| Sum                  | 24486            | 28925            |
| Count                | 93               | 62               |

Table 2. KPSS Test for level stationarity

|                      | Phase 1 | Phase 2 |
|----------------------|---------|---------|
| KPSS Level           | 2.224   | 1.059   |
| Truncation lag parameter | 3.000  | 3.000   |
| p-value              | 0.010   | 0.010   |

Null hypothesis of $I(0)$, that is stationary.

3.1 Phase one results

Table 3. Model parameter estimation

|                      | ARFIMA (1, 0, 1) | ARFIMA (1, 0, 0) |
|----------------------|------------------|------------------|
|                      | Coefficient      | S.E              | Coefficient | S.E              |
| Phi                  | -0.46418         | 0.39652          | -0.0530     | 0.10886          |
| Theta                | -0.37483         | 0.40662          | -           | -                |
| Sigma^2              | 10073.1          |                  | 10038       |                  |

From Table 3, Phi is the autoregressive parameters in vector form, Theta is the moving average parameters in vector form, and sigma^2 is the desired variance for the innovations of the series.

Table 4. Model selection criteria

| Model selection | ARFIMA (1, 0, 1) | ARFIMA (1, 0, 0) | ARIMA (1,0,0) | ARIMA (1,0,1) |
|-----------------|------------------|------------------|---------------|---------------|
| AIC             | 868.1275         | 866.7616         | 1167.476      | 1111.821      |
| BIC             | 880.7905         | 876.892          | 1177.607      | 1127.016      |

From Table 4, ARFIMA (1, 0, 0) shows to be better fit for the data since it gives a lower AIC and BIC value than ARFIMA (1, 0, 1) and the forecast value being compared with ARFIMA (1,0,1), ARIMA (1,0,0) and ARIMA (1,0,1) respectively. The forecast value is given in Table 5.

The results show that the rate of spread of COVID-19 would have significantly been fewer if the lockdown continues. The graph obtained using Microsoft excel shows that there is a significant difference between the actual and forecast meaning that new cases of COVID-19 would have been less than report if lockdown was not eased. Using statistical tests such as t-test to compare the mean, F-test to compare Standard Deviations, Mann-Whitney (Wilcoxon), W-test to compare medians, and Kolmogorov-Smirnov test to compare the
distributions of the two samples. For t-test we have, \( t = 2.55413 \) \( p \)-value \( = 0.0199268 \), for Standard deviations comparison; lockdown eased: \([66.2276, 175.777]\), Standard deviation of lockdown forecast: \([19.8931, 52.7991]\), and ratio of variances: \([2.75295, 44.6216]\). F-test to compare standard deviations as follows; \( F = 11.0834 \), \( P \)-value \( = 0.0013995 \). Mann-Whitney (Wilcoxon) W-test to compare medians; \( W = 20.0 \) \( p \)-value \( = 0.0257479 \). Two-sided large sample K-S statistic \( = 1.56525 \), Approximate \( P \)-value \( = 0.0148932 \).

Table 5. Forecast value and actual value of new cases of COVID-19

| Date         | Forecast | Actual eased lockdown |
|--------------|----------|-----------------------|
| 30/06/2020   | 542      | 566                   |
| 01/07/2020   | 515      | 561                   |
| 02/07/2020   | 510      | 790                   |
| 03/07/2020   | 496      | 626                   |
| 04/07/2020   | 487      | 454                   |
| 05/07/2020   | 478      | 603                   |
| 06/07/2020   | 471      | 544                   |
| 07/07/2020   | 463      | 575                   |
| 08/07/2020   | 457      | 503                   |
| 09/07/2020   | 451      | 460                   |

Fig. 1. Actual and forecast value supposing lockdown was not eased

Fig. 2. Time series and prediction for AFIRMA (1, 0, 1)
Fig. 2 and Fig. 3 represents the time series and the prediction plot for ARFIMA (1, 0, 1) and ARFIMA (1, 0, 0) respectively. While Fig. 4 represents the difference in the fits. In Figs. 3 and 4, the thick broken red lines show the exact prediction at 95% Prediction interval, the lighter broken red lines show the limiting prediction at 95% Prediction interval, while the grey line shows the exact prediction.

**Fig. 3. Time series and prediction for ARFIMA (1, 0, 0)**

**Fig. 4. Comparing tacfs of fit 1 (1, 0, 1) and fit 2 (1, 0, 0).**

Tacf plot is the theoretical autocorrelation functions (tacfs) of different models on the same data. Fig. 4 shows that ARFIMA (1, 0, 1) exhibits higher theoretical autocorrelation function (tacf) than ARFIMA (1, 0, 0).

### 3.2 Phase two results

Fig. 5 and Fig. 6 represents the time series and the prediction plot for ARFIMA (1, 0, 0) and ARFIMA (1, 0, 1) respectively. While Fig. 7 represents the difference in the tacfs of the fits. In Figs. 5 and 6, the thick broken red lines show the exact prediction at 95% Prediction interval, the lighter broken red lines show the limiting prediction at 95% Prediction interval, while the grey line shows the exact prediction.
Fig. 5. Time series and prediction for AFIRMA (1, 0, 0)

Fig. 6. Time series and prediction for AFIRMA (1, 0, 1)

Fig. 7. Comparing the taucs of fit 1 (1, 0, 0) and fit 2 (1, 0, 1)
Tacf plot is the theoretical autocorrelation functions (tacfs) of different models on the same data. Fig. 7 shows that ARFIMA (1, 0, 1) exhibits higher theoretical autocorrelation function (tacf) than ARFIMA (1, 0, 0).

**Table 6. Model parameter estimation**

|               | ARFIMA (1, 0, 1) | Coefficient | S.E | ARFIMA (1, 0, 0) | Coefficient | S.E |
|---------------|------------------|-------------|-----|------------------|-------------|-----|
| Phi           | 0.96961          | 0.05337     |     | 0.006723         | 0.15524     |
|Theta          | 0.42858          | 0.37972     |     | -                | 0.06452     |
|Sigma^2        | 9302.96          | 9653.47     |     | -                |             |

From Table 6, Phi is the autoregressive parameters in vector form, Theta is the moving average parameters in vector form, and sigma^2 is the desired variance for the innovations of the series.

**Table 7. Model selection criteria**

| Model selection | ARFIMA (1, 0, 1) | ARFIMA (1, 0, 0) | ARIMA (1,0,0) | ARIMA (1,0,1) |
|-----------------|------------------|------------------|--------------|--------------|
| AIC             | 574.7652         | 577.064          | 763.333      | 752.9107     |
| BIC             | 585.4009         | 585.573          | 771.8415     | 765.6735     |

ARDIMA (1, 0, 1) proves to be better with the data in phase 2.

From Table 7, ARFIMA (1, 0, 1) shows to be better fit for the data since it gives a lower AIC and BIC value than ARFIMA (1, 0, 1) and the forecast value being compared with ARFIMA (1,0,0), ARIMA (1,0,0) and ARIMA (1,0,1) respectively. The forecast value is given in Table.

**Table 8. Forecast of new cases of COVID-19 in Nigeria**

| Date             | Forecast |
|------------------|----------|
| 31/08/2020       | 202      |
| 01/09/2020       | 205      |
| 02/09/2020       | 203      |
| 03/09/2020       | 201      |
| 04/09/2020       | 196      |
| 05/09/2020       | 191      |
| 06/09/2020       | 185      |
| 07/09/2020       | 180      |
| 08/09/2020       | 174      |
| 09/09/2020       | 167      |

Table 8 shows the forecast for the 10 days ahead for cases of COVID-19 in Nigeria starting from 31/08/2020 to 09/09/2020.

**4 Conclusion**

This study has been able to identify the advancement of mathematical sciences and its application in recent time. This study modelled and forecast new cases of COVID-19 using ARFIMA (p,d,q). The study revealed that if lockdown had continued in Nigeria beyond the day it was eased; fewer new positive cases of COVID-19 would have been recorded. Forecast for 10 days ahead from 31/08/2020 to 09/09/2020 was carried out using the ARFIMA (1,0,0) and ARFIMA (1, 0, 1) model. The results reveal that ARFIMA (1, 0, 0) was a better fit for the data set used in phase one while ARFIMA (1, 0, 1) was a better fit for the data set used in phase two. The proposed ARFIMA model was compared with ARIMA (1, 0, 0), and ARIMA (1, 0,
1) and found to outperform the classical ARIMA models. The investigation on variation in performance of ARFIMA \((p,d,q)\) resulting from different data set is suggested further studies.
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