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Visual illusion susceptibility in autism: A neural model
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Abstract
While atypical sensory perception is reported among individuals with autism spectrum disorder (ASD), the underlying neural mechanisms of autism that give rise to disruptions in sensory perception remain unclear. We developed a neural model with key physiological, functional and neuroanatomical parameters to investigate mechanisms underlying the range of representations of visual illusions related to orientation perception in typically developed subjects compared to individuals with ASD. Our results showed that two theorized autistic traits, excitation/inhibition imbalance and weakening of top-down modulation, could be potential candidates for reduced susceptibility to some visual illusions. Parametric correlation between cortical suppression, balance of excitation/inhibition, feedback from higher visual areas on one hand and susceptibility to a class of visual illusions related to orientation perception on the other hand provide the opportunity to investigate the contribution and complex interactions of distinct sensory processing mechanisms in ASD. The novel approach used in this study can be used to link behavioural, functional and neuropathological studies; estimate and predict perceptual and cognitive heterogeneity in ASD; and form a basis for the development of novel diagnostics and therapeutics.
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**1 | INTRODUCTION**

Autism spectrum disorder (ASD) is a complex developmental disorder manifested through heterogeneous symptoms—such as restricted and stereotypical behaviors, avoiding eye contact and difficulty connecting with others socially and emotionally (Frith, 1989). In addition, individuals with ASD frequently report atypical sensory perception, which could cascade into deficits in social and emotional interactions (Green et al., 2015; Horder et al., 2014; Robertson & Baron-Cohen, 2017; Thye et al., 2018; Wood et al., 2021). Within the context of atypical sensory perception in ASD, Happé (1996) introduced the idea that individuals with ASD might be less susceptible to visual illusions by testing them with the Poggendorff and Ponzo illusions, among others. Several illusions, including the Ponzo, Poggendorff and Zöllner illusions, could share a common underlying mechanism, related to misperception of orientation (Prinzmetal & Beck, 2001) (Figure 1). Subsequent studies further support Happé’s (1996) findings. For example, Ishida et al. (2009) showed that individuals with ASD are less susceptible to the Ponzo illusion but not to the Muller–Lyer illusion, which is in a different category of visual illusions, not associated with orientation misperception. Moreover, the finding of reduced susceptibility to visual illusions in individuals with ASD is also consistent with Bayesian account of ASD, which suggests inflexibility in processing prediction errors in individuals with autism that could result in reduced global integration (Booth & Happé, 2018; van de Cruys et al., 2014).

However, some behavioural studies resulted in highly variable findings that could not reliably show significant differences between individuals with ASD and control groups in illusion susceptibilities (Hoy et al., 2004; Milne & Scope, 2008; Ropar & Mitchell, 1999; Utzerath et al., 2019), likely due to limited sample size, methodological differences, lack of sensitivity in estimates and heterogeneity within the autism population. In addition, individuals with ASD could be less susceptible to only certain kinds of visual illusions, but not all. To this effect, Walter et al. (2009) collected data from large samples (146 neurotypical individuals) and showed that the systemizing quotient (SQ), a scoring scale that reflects systematic traits that may be associated with ASD, is negatively correlated with susceptibilities to the Ponzo and Poggendorff illusions, although the Zöllner illusion did not follow the same trend when tested individually (Baron-Cohen, 2006; Walter et al., 2009). Therefore, even though visual illusions could potentially serve as apertures into the sophisticated information-processing mechanisms of our brain (Gori et al., 2016), it remains unclear whether visual illusions can be useful proxies for the study of the underlying sensory processing mechanisms that are disrupted in ASD.

**FIGURE 1** Relation between the Zöllner and Poggendorff illusions. (a) Zöllner illusion: The vertical lines are perceived to be tilted in opposite directions of the local contextual lines. In (b), the right segment of (a) is rotated clockwise by 15° so that the local contextual lines are vertically oriented. (c) Poggendorff illusion: Although the tilted green line on the right is physically aligned with the green line on the left, it is perceptually aligned with the yellow line. (c) Can be considered the enlarged segment of (b) with a thicker vertical line and the yellow line implying that the Poggendorff and Zöllner illusions are related and the directions of misperception are the same in both. Therefore, having one or two context lines in the Zöllner illusion (instead of full set of context lines) could produce illusion magnitude similar to that of the Poggendorff illusion, because in the latter, there are only two-line intersections contributing to the illusion. This suggests that these illusions share a common underlying mechanism.
To address this gap, we built a neural model of the visual system that can simulate orientation perception, investigate possible underlying neural mechanisms of visual illusions and provide the means for the necessary, detailed parametric correlation that is challenging to get in experimental studies. We used this platform to simulate the representation of Zöllner and Poggendorff illusions, both of which rely on misperception of orientation and, therefore, could share a common underlying mechanism (Prinzmetal & Beck, 2001) but result in differential susceptibility trends in the literature (Baron-Cohen, 2006; Walter et al., 2009). Then, we incorporated into our neural model connectivity and physiological circuit and network interactions to facilitate parametrization of the ratio of excitation/inhibition and top-down modulation of visual networks that may underlie ASD pathology (Chung & Son, 2020; Flevaris & Murray, 2015; Isler et al., 2010; Kessler et al., 2014; Schallmo et al., 2020; Seymour et al., 2019; Snijders et al., 2013; Spiegel et al., 2019). This enabled us to investigate whether parametric changes of these mechanisms can also lead to model visual representation changes, shifting the degree of misperception produced by these visual illusions and recapitulating the perceptual differences observed in ASD.

2 | MATERIALS AND METHODS

We developed a computational neural model that can simulate visual processing underlying orientation perception. The study did not involve human subjects (non-human subjects research), as reviewed, and approved by the Institutional Review Board of Boston University.

2.1 | Units of the neural model

Neurons in the input layer of the neural model have preferred orientations, which mimic the preferred orientation tuning of neurons in early visual areas (Briggs & Usrey, 2004). Given the fast, reciprocal pathway between
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**Figure 2** The receptive field (RF) of the model orientation selective neurons. (a) Model elliptical receptive fields (RFs) with different preferred orientations. (b) Model RFs with different aspect ratios and excitatory/inhibitory (E/I) ratios. The RFs’ excitatory and inhibitory subfields are two-dimensional elliptical Gaussians with wide and narrow axes ($\sigma_w$ and $\sigma_n$). The ratio of $\sigma_w$ to $\sigma_n$ is referred to as aspect ratio. The inhibitory side bands stem from larger $\sigma_n$ of inhibitory compared to $\sigma_n$ of excitatory subfields. The ratio of excitatory to inhibitory $\sigma_n$ is called excitatory/inhibitory (E/I) ratio. (C) How the elliptical Gaussian is constructed for orientation selective model neurons by matrix multiplication of circular Gaussians: The circular Gaussian with small sigma (left) determines the $\sigma_n$, and the circular Gaussian with larger sigma (right) determines the $\sigma_w$ of the resultant elliptical Gaussian (bottom).
the Lateral Geniculate Nucleus (LGN) and visual cortex in primates (Briggs & Usrey, 2007), we considered the model LGN-V1 as an integrated compartment with its neurons (V1 model neurons) having orientation preference. As such, we constructed the receptive field of orientation selective model neurons via matrix multiplication of two Gaussian kernels with a small and a large sigma to generate elliptical Gaussians (Figure 2). After the elliptical Gaussian was constructed, we used the rotation matrix to generate the receptive field of orientation selective model neurons with different preferred orientations (Figure 2a). Further, we exploited the nature of matrix multiplication to control the E/I ratio and aspect ratio of the receptive field of orientation selective model neurons (Figure 2b).

Our neural model is structurally organized by hypercolumns and functionally by interaction fields (Figure 3). A hypercolumn is composed of 18 orientation selective model neurons that are tuned to different orientations from 0° to 180° and process orientation information in each retinotopic location (x, y). The hypercolumn field is designed to model the hypercolumnar organization in the visual cortex (Hubel & Wiesel, 1977). The proposed interaction field in the neural model represents interactions of hypercolumns and top-down modulation from higher areas: Interconnected areas (such as V1–V2) form a functional interaction emerging from the fast interareal signals (Bullier, 2001; Layton et al., 2014). The higher the visual areas, the more complex the interactions become (Layton et al., 2012) for which there are sparse data related to ASD. For the cross-orientation interaction, which is the focus of the current work, we considered the impact of interaction from higher areas to be relayed from V2 to V1 which in turn feeds the interaction field; therefore, the interaction field impacts the model interconnected V1–V2. Together, these offer a basic model of impact of higher areas on V1–V2 and show how interareal underconnectivity in ASD can be modelled by shrinking interaction field size, which also limits the range of cross orientation competition as well as across space interaction.

2.2 | Model neurons general equation

The dynamics of our model neurons are rate based and represented by a single compartment voltage $V(t)$ that obeys the following shunting equation (Grossberg, 1973; Grossberg & Mingolla, 1985; Layton et al., 2012, 2014; Layton & Yazdanbakhsh, 2015):

![Figure 3: Model hypercolumn neural units interaction via interaction field. (a) The schematic diagram of the model hypercolumn field. Each layer of the hypercolumn is sensitive to the same orientation ($\theta$) at different retinotopic positions ($x, y$). Neurons in each column are sampling the same retinotopic position ($x, y$) with different preferred orientations ($\theta$s). This way, the hypercolumn would be sensitive to all orientations spanning retinotopic positions. (b) The interaction field is a three-dimensional on centre off surround kernel that is designed to represent interactions across retinotopic positions ($x, y$) and orientations ($\theta$s) across the hypercolumn. The $x$ and $y$ range of the interaction field determines the range of lateral interaction across hypercolumns; that is, the projection of 3D interaction field over $x$-$y$ plane would be a 2D on-centre/off-surround interaction. The projection of interaction field along each orientation column is a 1D on-centre/off surround interaction; therefore, the 3D interaction field is a combination of 2D on-centre/off-surround across visual space ($x, y$) and 1D on-centre/off-surround across orientations in each column resulting in cross orientation interaction. The interaction field implemented in model V1 which propagates within model interconnected V1–V2 reflects the impact of higher visual areas to areas V1 and V2 that act as active blackboards (Bullier, 2001).]
\[ C_m \frac{dV(t)}{dt} = -(V(t) - E_{\text{leak}})\delta_{\text{leak}} - (V(t) - E_{\text{excite}})\delta_{\text{excite}}(t) - (V(t) - E_{\text{inhib}})\delta_{\text{inhib}}(t) \] (1)

In Equation (1), \( C_m \) denotes the membrane capacitance and \( \delta_{\text{leak}} \) denotes the constant decay (leakage) rate, which brings \( V \) back to zero when there is no excitatory or inhibitory input to the neuron to fulfill the physiological constraints that bring a neuron without input to its resting potential. \( \delta_{\text{excite}}(t) \) and \( \delta_{\text{inhib}}(t) \) specify the summed excitatory and inhibitory inputs to the neuron at each time. The terms \( E_{\text{leak}} \), \( E_{\text{excite}} \), and \( E_{\text{inhib}} \) refer to leak, excitatory, and inhibitory reversal potentials, respectively, which keep \( V \) within \( E_{\text{leak}} \), \( E_{\text{excite}} \), and \( E_{\text{inhib}} \) range to fulfill the physiological constraints of the limited dynamical range of neurons activity.

Equation (2) represents the activity dynamic of V1 Hypercolumn neurons with 18 orientation selectivity (\( \theta \)):

\[ \frac{dV_{\theta}(t)}{dt} = -\alpha_{\theta}V_{\theta} + (\beta_{\theta} - V_{\theta}) \cdot \left( (1 + V_{\theta}^2) \star V_{\text{excite}}^\theta \right) - (\gamma_{\theta} + V_{\theta}) \cdot \left( (1 + V_{\theta}^2) \star V_{\text{inhib}}^\theta \right) \] (2)

Equation (2) can be derived from Equation (1) by setting \( V = V_{\theta}^1 \), \( \delta_{\text{leak}} = \alpha_{\theta}, E_{\text{leak}} = 0, E_{\text{excite}} = \beta_{\theta}, E_{\text{inhib}} = -\gamma_{\theta}, I = \) feedforward input, \( V_{\theta}^2 \) = feedback input from V2 or other association cortices, \( V_{\text{excite}}^\theta \) is the excitatory elliptical Gaussian Kernel, representing the excitatory subfield of RFs, and \( V_{\text{inhib}}^\theta \) is the inhibitory elliptical Gaussian Kernel, representing the inhibitory subfield of RFs (Figure 2). The oriented RFs’ excitatory and inhibitory subfields are two-dimensional elliptical Gaussians (Figure 2) with wide and narrow axes (\( \sigma_w \) and \( \sigma_n \)). The elliptical Gaussian is constructed for orientation selective model neurons by matrix multiplication of circular 2D Gaussians (\( \Delta \exp \left( \frac{(x^2 + y^2)}{2\sigma^2} \right) \)). The circular Gaussian with small sigma \( \sigma_n \) (n for narrow) and the circular Gaussian with larger sigma \( \sigma_w \) (w for wide) build the short and long axis of the resultant elliptical Gaussian after matrix multiplication. The inhibitory side bands stem from larger \( \sigma_n \) of inhibitory compared to \( \sigma_w \) of excitatory subfields. The ratio of excitatory to inhibitory \( \sigma_n \) is called excitatory/inhibitory (E/I) ratio. To generate different orientation selectivity, we multiply multiplied rotation matrix

\[
\begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix}
\]

for \( \theta \)s, 30°, 60°, 90°, 120° and 150° with the two-dimensional elliptical Gaussian (Figure 2).

The operation \( \star \) indicates convolution, and \( \cdot \) represents elementwise multiplication. \( V_{\theta}^1 \) indicates the neural activation of orientation selective model neurons with receptive fields centred at each input location over time. \( \alpha_{\theta} \) is the decay rate of each orientation selective model neuron, and its value is 0.55. \( \beta_{\theta} \) and \( \gamma_{\theta} \) are the upper and lower bounds of neural activity, and the value of each is 1.

The following equation characterizes Hypercolumnar Interaction (HI) via Interaction Field:

\[ \frac{dHI(t)}{dt} = -\alpha_HI + (\beta_HI - HI) \cdot (V_{\text{excite}}^\theta \star HI_{\text{excite}}^\theta - HI_{\text{inhib}}^\theta \star HI_{\text{inhib}}) \] (3)

In Equation (3), \( \alpha_HI \) is the decay rate with the value of 0.55. \( \beta_HI \) and \( \gamma_HI \) are the upper and lower bounds of activity and the value of each is 1.

The interaction field excitatory and inhibitory subfields are 3D Gaussians:

\[ HI_{\text{excite}} = A_{\text{ext}} \exp \left( \frac{x^2 + y^2 + \theta^2}{2\sigma^2_{\text{ext}}} \right) \] (4)

and

\[ HI_{\text{inhib}} = A_{\text{inh}} \exp \left( \frac{x^2 + y^2 + \theta^2}{2\sigma^2_{\text{inh}}} \right) \] (5)

Equations (4)–(5) show that the excitatory and inhibitory components of the Interaction Field span the visual space \((x, y)\) as a 2D on-centre/off-surround unit (Figure 3b) and span hypercolumn angle range \(\theta\) similar to a 1D on-centre/off-surround unit (Figure 3b).

The following equation characterizes model V2 (or other association cortices) with 18 Orientation Selective Neurons:

\[ \frac{dV_{\theta}^2(t)}{dt} = -\alpha_{\theta}V_{\theta}^2 + (\beta_{\theta} - V_{\theta}^2) \cdot (HI \star V_{\text{excite}}^\theta) - (\gamma_{\theta} + V_{\theta}^2) \cdot (HI \star V_{\text{inhib}}^\theta) \] (6)

In Equation (6), \( \alpha_{\theta} \) is decay rate with the value of 0.55. \( \beta_{\theta} \) and \( \gamma_{\theta} \) are the upper and lower bounds of activity, and the value of each is 1. HI is the input from the interaction field (see Equation (3)). The receptive field of orientation selective model neurons in V2 or other association cortices, with excitatory \( V_{\text{excite}}^\theta \) and inhibitory \( V_{\text{inhib}}^\theta \) subfields, is larger than the receptive field of orientation selective neurons in V1, as the receptive field of higher visual areas tends to be larger than the receptive field of lower areas (Kennedy et al., 1985).

We considered HI, as the impact of higher visual areas to model V1–V2 interconnected areas, within visual
space \((x, y)\) where signals engage in an on-centre off-surrround interaction and within angle range \((\theta)\) along which the cross-orientation interaction takes place. We simulated the changes of feedback from higher visual areas to V1–V2 as the change of parameters of interaction field, that is, the extent of its excitatory \((\sigma_{\text{ext}})\) and inhibitory \((\sigma_{\text{inh}})\) subfields in Equations (4) and 5). Weaker feedback of higher visual areas is represented by shrinking the extent of interaction field (see Section 3). This way, the interaction field signal \((HI)\) passed to V2 (Equation (6)) and V2 signal fed back to model V1 (Equation (2)) reflect the impact of higher visual areas to the interconnected areas V1–V2 that act as active blackboards (Bullier, 2001).

2.3 Decoding population response via vector summation to represent orientation perception

The brain can process sensory information via population coding, as initially proposed by Georgopoulos et al. (1986), who used population vectors to represent the direction of arm movement. The visual cortex is also shown to employ population coding to process-oriented stimuli (Gilbert & Wiesel, 1990; Tanabe, 2013; Vogels, 1990). After we built the neural model, we used vector summation to decode the population response of the hypercolumn field in order to represent the orientation perception. An oriented stimulus can elicit differential response from the orientation selective model neurons in the hypercolumns. Depending on the orientation of the stimulus, the orientation selective model neuron that aligns with the orientation of the stimulus will elicit the maximum response. Adjacent orientation selective model neurons will elicit lesser responses, and the orientation selective model neuron that is orthogonal to the orientation of the stimulus would elicit almost no response. The visual illustration of this population response is summarized as the population response curve (Figure 4). Each hypercolumn has its own population response, and we vector summed the population response of the individual hypercolumns and generated quiver graphs to represent orientation perception. Each thin blue line in Figure 4 is the result of vector summation of the population response of the individual hypercolumns.

![Figure 4](https://example.com/figure4.png)
and shows that the neural model can represent the true orientation of single oriented bars.

After we confirmed that our neural model can serve as a proxy for the orientation processing mechanism, we simulated the Zöllner and Poggendorff illusions, which are thought to be driven by misperception in orientation (Prinzmetal & Beck, 2001). We reasoned that if the Zöllner and Poggendorff illusions are driven by misperception in orientation, then our neural model, which can serve as a proxy for the orientation processing mechanism, should be able to simulate these visual illusions. If our neural model can accurately simulate these visual illusions, then the direction of distortion that we see in our visual perception should align with the neural model response to these visual illusions. Figure 5a–c shows that the neural model response to the vertical line was tilted in the opposite direction of the tilted local contexts. This aligns with the direction of distortion that we perceive in the Zöllner illusion. While we may not necessarily note the distortion in the tilted local contexts, our model response to the tilted local contexts was also distorted. This is because through interaction field and feedback in the neural model responses to the tilted local contexts and vertical line mutually modulate each other.

We also tested if our neural model can simulate the Poggendorff illusion, by examining whether the model...
responses show distortion of the tilted line in the opposite
direction of the vertical line. The neural model response
to the Poggendorff illusion shows that the tilted line is
pushed away from the vertical line, that is, larger tilt
angle from the vertical line (Figure 5d–f). The neural
model response to the tilted line gets veridical farther
away from the intersection with the vertical line. This is
because when the tilted line is farther away from the
intersection with the vertical line, the interaction field
cannot span the vertical line and the segment of the tilted
line concurrently due to their farther separation. Overall,
this outcome shows that the neural model can simulate
the Zöllner and Poggendorff illusions consistently, and
thus, we can proceed with the neural model to examine
how adopting autistic traits can change the susceptibili-
ties to these visual illusions.

2.4 Statistical analysis

Data were analysed using MATLAB R2020a (Statistics
and Machine Learning Toolbox). We calculated the mag-
nitude of orientation representation deviations from the
illusion stimuli by subtracting the actual orientation of
the illusion stimulus line from the neural model angle
representation along the stimuli lines. After obtaining
orientation representation deviations along the illusion
line, the magnitude of attraction was calculated by sum-
ming the positive orientation representation deviations
(i.e., deviation as if the angle shrinks) along the illusion
line, and the magnitude of repulsion was calculated by
summing the negative orientation representation devia-
tions (i.e., deviation as if the angle expands) along the
illusion line. Then, we performed Pearson correlation
and linear regression analysis to examine the relationship
between variables (interaction field size vs. repulsion
magnitude, $\sigma$ of inhibitory subunit vs. repulsion magni-
tude, interaction field size vs. repulsion/attraction ratio
and $\sigma$ of inhibitory subunit vs. repulsion/attraction ratio).
In our linear regression analysis, we included 12 values/ steps for interaction field size, E/I ratio and correspond-
ing illusion magnitude (dependent variable). In linear
regression, the slope and intercept each use up one free-
dom degree from the total number of observations and,
therefore, the degrees of freedom (DF) is the number of
observations (12 in our case) $- 2 = 10$. We also report
measures of effect size, which for the linear regression
are the correlation coefficient ($r$) and $p$ values for the sig-
nificance. The stronger the correlation, the absolute the
value of $r$ approaches 1. Our analyses yielded large effect
sizes (>0.5) in all cases, shown by the ($r$) and $p$ values, as
the indication of effect size and significance. For the com-
parison between illusory strengths of the Zöllner and
Poggendorff illusions, we computed the mean of the mag-
nitude of repulsion, standard deviation, standard error of
mean and Hedge’s $g$.

3 RESULTS

3.1 The Poggendorff and Zöllner illusions share a common underlying mechanism: Angle repulsion

Before we examine how adopting autistic traits can affect
susceptibilities to visual illusions, we wanted to establish
a clear relation between the Zöllner and Poggendorff illu-
visions. As explained in Section 2, we vector summed the
population responses of hypercolumns and generated a quiver graph to represent orientation perception. This
means that the orientation distortions in the neural
model response arose from shifts in the population
response of hypercolumns. In the Zöllner illusion, the
direction of the orientation distortion of the vertical line
is in the opposite direction of the orientation of the tilted
ilines, which implied repulsion that was driven by lateral
inhibition processes among hypercolumns (Blakemore
et al., 1970; Gibson & Radner, 1937) (Figure 6a,d). In the
neural model, this process was implemented by the inter-
action field. The interaction field in our model function-
ally brings together the impact of higher cortical areas on
context processing in the visual cortex. In this regard,
there are other neural models of top-down influences on
local gain and contextual interactions in visual cortex
(McManus et al., 2011; Piëch et al., 2013; Ramalingam
et al., 2013) that make similar assumptions and support
the use of such parameters. The visual illustration of
repulsion in the Zöllner illusion is shown in Figure 6b
(interaction field size: 2 and E/I ratio: 1/2.1). The popula-
tion response that represents the orientation distortion of
the vertical line is shown by the blue curve, which is the
result of interaction between the vertical line and the
tilted lines. The population response to vertical and tilted
lines when presented in isolation to the model is shown
by yellow and brown curves. Consistent with Zöllner illu-
sion, the blue curve peak compared to the yellow curve
peak is farther away from the brown curve peak, indicat-
ing the amount of representation tilt (repulsion) induced
by the illusion in the model.

Then, we simulated the Poggendorff illusion to see
whether these illusions share a common underlying mecha-
nism (Figure 6c,d). Our results show that the model emergent mechanism of angle repulsion can repli-
cate the representation of the Poggendorff illusion
(Figure 6d; interaction field size: 3 and E/I ratio: 1/2.6),
which supports previous findings that the Poggendorff
and Zöllner illusions are driven by the same underlying mechanism, along with other related illusions such as the Ponzo and Tilt illusions (Clifford, 2014; Prinzmetal & Beck, 2001; Schwartz et al., 2009). Since the Zöllner and Poggendorff illusions are driven by the same underlying mechanism, we proceeded to use this neural model to examine in depth the features and relationship of these illusions. In particular, our goal was to better understand and possibly clarify or re-interpret the mixed results of Walter et al.’s (2009) study, where they showed that SQ negatively correlated with the Ponzo, Poggendorff and other related illusions, but not with the Zöllner illusion.

We hypothesized that a possible explanation for the findings in Walter et al.’s (2009) study could be that the Zöllner illusion is a stronger illusion than the Poggendorff illusion. The Zöllner illusion is composed of one illusion-induced line (vertical line) and many illusion-inducing lines (tilted lines), whereas the Poggendorff illusion is composed of one illusion-induced line (tilted line) and two illusion-inducing lines (vertical lines). Having more illusion-inducing lines could produce more interactions among hypercolumns and thus more distortion. Hence, we simulated the Zöllner and Poggendorff illusions under the same conditions to check the possibility that the Zöllner illusion is stronger than the Poggendorff illusion (Figure 7). In the Zöllner illusion, the number of hypercolumns in the vertical line that showed repulsion was 108. In the Poggendorff illusion, the number of hypercolumns in the tilted line that showed repulsion was 26. The mean magnitude of repulsion was 17.9° (SD = 5.8) for the Zöllner illusion and 5.8° (SD = 5.0) for the Poggendorff illusion. The hedges’ g was 1.236, suggesting large effect size. The standard error of mean was 1.0193 for the Zöllner illusion and 0.9797 for the Poggendorff illusion. As expected, the Zöllner illusion produced more repulsion than the Poggendorff illusion. The stronger nature of the Zöllner illusion could explain why subjects with higher SQ were less susceptible to other related illusions but still susceptible to the Zöllner illusion in Walter et al.’s (2009) study.
3.2 Illusion susceptibility decreases with reduced top-down modulation

The first autistic trait we adopted was reduced cortical feedback input from higher areas (Frith, 2004; Hughes, 2007; Just et al., 2007; Kana et al., 2011; Watanabe & Rees, 2017), which is also observed in the visual system of individuals with autism (Isler et al., 2010; Kessler et al., 2016; Seymour et al., 2019) that modulates the range of hypercolumnar lateral interaction in primary visual cortex (Liang et al., 2017; Michalareas et al., 2016). These reduced hypercolumnar interactions can be interpreted as reduced size of the interaction field in our neural model (McManus et al., 2011; Piêch et al., 2013; Ramalingam et al., 2013). Hence, we varied the size of the interaction field in our neural model and investigated how the model’s response to the Poggendorff illusion was changed (Figure 8). Pearson correlation indicated that there was a significant positive correlation between the interaction field size and repulsion magnitude \((r = .91, p = 3.38 \times 10^{-5})\), and a significant positive correlation between the interaction field size and repulsion/attraction ratio \((r = .97, p = 2.39 \times 10^{-7})\). We report \(r(10)\), because in linear regression, the slope and intercept each use up one freedom degree from the total number of observations and, therefore, the degrees of freedom (DF) is the number of observations (12 in our case) \(- 2 = 10\). We used the repulsion/attraction ratio as a metric to estimate the relative strength of repulsion against attraction, which is always less than repulsion (Figures 8 and 9) and to indicate the strength of illusory orientation representation by the model. A linear regression analysis indicated that the interaction field size significantly predicted the magnitude of the repulsion \((\beta = 50.55, t(10) = 7.08, p = 3.38 \times 10^{-5})\) and explained a significant proportion of variance in repulsion magnitude \((R^2 = .83, F(1, 10) = 50.1, p = 3.38 \times 10^{-5})\). Further, the interaction field size significantly predicted the repulsion/attraction ratio \((\beta = .62, t(10) = 12.25, p = 2.39 \times 10^{-7})\) and explained a significant proportion of the variance in the repulsion/attraction ratio \((R^2 = .93, F(1, 10) = 150, p = 2.39 \times 10^{-7})\). We observed an irregular pattern when the interaction field size was less than 1.8
This is likely because some level of interaction is necessary for accurate simulation of visual illusions and very small interactions can elicit responses that are off balance, which can result in irregular patterns. However, we observed an upward trend in the repulsion/attraction ratio when the interaction field size was small (Figure 8e), suggesting domination of repulsion over attraction. Overall, our results suggest that reduced interaction among hypercolumns, which could stem from the weakening of top-down modulation, can decrease susceptibility to the Poggendorff illusion.

(Figure 8d). This is likely because some level of interaction is necessary for accurate simulation of visual illusions and very small interactions can elicit responses that are off balance, which can result in irregular patterns. However, we observed an upward trend in the repulsion/attraction ratio when the interaction field size was small (Figure 8e), suggesting domination of repulsion over attraction. Overall, our results suggest that reduced interaction among hypercolumns, which could stem from the weakening of top-down modulation, can decrease susceptibility to the Poggendorff illusion.

3.3 Illusion susceptibility decreases with elevated excitatory/inhibitory ratio

Another autistic trait that we adopted in the neural model was excitation/inhibition imbalance. Excitation/inhibition imbalance is a well-known trait of autism, and there is evidence of elevated E/I ratio in the early visual cortex of individuals with ASD (Chung & Son, 2020; Flevaris & Murray, 2015; Robertson et al., 2014, 2016; Rubenstein & Merzenich, 2003; Snijders et al., 2013; Spiegel et al., 2019). To incorporate excitation/inhibition imbalance...
imbalance in the neural model, we changed the E/I ratio (Figure 9) of the receptive field of orientation selective model neurons and the interaction field (Figure 8). Pearson correlation indicated that there was a significant positive association between $\sigma$ of inhibitory subunit and repulsion magnitude, ($r [10] = .90, p = 6.866e^{-5}$) and a significant positive association between $\sigma$ of inhibitory subunit and repulsion/attraction ratio ($r [10] = .67, p = 1.822e^{-2}$). A linear regression analysis indicated that the $\sigma$ of inhibitory subunit significantly predicted repulsion magnitude ($\beta = 53.58, t [10] = 6.50, p = 6.866e^{-5}$) and explained a significant proportion of variance in repulsion magnitude ($R^2 = .80, F [1, 10] = 42.3, p = 6.866e^{-5}$). Further, $\sigma$ of inhibitory subunit significantly predicted repulsion/attraction ratio ($\beta = .34, t [10] = 2.82, p = 1.822e^{-2}$) and explained an adequate proportion of variance in repulsion/attraction ratio ($R^2 = .44, F [1, 10] = 7.94, p = 1.822e^{-2}$). Since lower $\sigma$ of inhibitory subunit results in elevated E/I ratio, our result suggests that the susceptibility to the Poggendorff illusion can decrease with elevated E/I ratio. Moreover, our statistical analysis on repulsion/attraction ratio suggests greater influence of reduced top-down modulation (Pearson: $r [10] = .97$, linear regression: $\beta = .62$) on illusion susceptibility than E/I ratio (Pearson: $r [10] = .67$, linear regression: $\beta = .34$), which also aligns with more apparent difference in distortion shown in Figure 8 with varying size of the interaction field than shown in

**FIGURE 9** Susceptibility to the Poggendorff illusion decreases with elevated E/I ratio. Model orientation representation of the Poggendorff illusion with E/I ratio of 1/1.1 (a), 1/1.6 (b) and 1/2.1 (c). (d) The total sum of magnitude of repulsion and attraction along the tilted line for varying E/I ratio, showing positive relationship between the $\sigma$ of inhibitory subunit and repulsion, which represents the illusory strength. (e) Increasing trend of repulsion/attraction ratio with increase of the $\sigma$ of inhibitory subunit, supporting the positive relationship between the elevated E/I ratio and illusory strength. (f) The Poggendorff illusion input to the neural model. The black dotted square in (f) corresponds to the black dotted square in (a), (b) and (c). The gold dotted square in (f) corresponds to the gold dotted square in (a), (b) and (c). The interaction field size is held constant at 2 in order to minimize its influence on the neural model response. We observe lower susceptibility to the Poggendorff illusion with elevated E/I ratio.
Figure 9 with different E/I ratio; however, further research is needed to confirm this possibility.

Moreover, because the interaction field and E/I ratio changes may differentially influence illusion susceptibility and offer distinct mechanistic interpretations for observed ASD pathology, we additionally tested the behaviour of our model with the Hering illusion that is related to orientation perception and has been widely used in the literature, (Bölte et al., 2007; Hoy et al., 2004). We found a positive relationship between increasing

**FIGURE 10**  Susceptibility to the Hering illusion decreases with reduced top-down modulation and elevated E/I ratio. (a–c) Model orientation representation of the Hering illusion with increasing interaction field size of 1, 2 and 3 and constant E/I ratio at 1/1.1, in order to minimize its influence on the neural model response. (A) shows the total sum of magnitude of repulsion and attraction along the Hering bowed line for each incremental interaction field size, showing positive relationship between the size of interaction field and repulsion, which represents the illusory strength. (b) Increasing trend of repulsion/attraction ratio with increasing size of interaction field, supporting the positive relationship between the extent of contextual modulation stemming from interaction field size and illusory strength. (c) The Hering illusion input to the neural model. The sphere represents the relative size of the interaction field. We observe lower susceptibility to the Hering illusion with reduced interaction that represents top-down modulation. (d–f) Model orientation representation of the Hering illusion with decreasing E/I ratio of 1/1.1, 1/1.6 and 1/2.1, and constant interaction field size at 1, in order to minimize its influence on the neural model response. (d) The total sum of magnitude of repulsion and attraction along the tilted line for varying E/I ratio, showing positive relationship between the $\sigma$ of inhibitory surround and repulsion, which represents the illusory strength. (e) Increasing trend of repulsion/attraction ratio with increase of the $\sigma$ of inhibitory surround, supporting the positive relationship between the elevated E/I ratio and illusory strength. (f) The Hering illusion input to the neural model. We observe lower susceptibility to the Hering illusion with elevated E/I ratio.
interaction field size and repulsion, which bows the vertical lines in Hering illusion and represents illusory strength (Figure 10). Pearson correlation indicated that there was a significant positive correlation between the interaction field size and repulsion magnitude ($r = 0.93$, $p = 5.623e^{-5}$) and a positive correlation between the interaction field size and repulsion/attraction ratio ($r = 0.51$, $p = 0.08$). A linear regression analysis indicated that the interaction field size significantly predicted the magnitude of the repulsion ($\beta = 289.84$, $t [10] = 8.70$, $p = 5.623e^{-5}$) and explained a significant proportion of variance in repulsion magnitude ($R^2 = 0.88$, $F [1, 10] = 75.6$, $p = 5.62e^{-5}$). Further, the interaction field size predicted the repulsion/attraction ratio ($\beta = 0.10$, $t [10] = 1.89$, $p = 0.088$) and explained proportion of the variance in the repulsion/attraction ratio ($R^2 = 0.26$, $F [1, 10] = 3.59$, $p = 0.087$).

4 | DISCUSSION

Our proposed neural model relied on parameters stemming from the weighted neuroanatomical connectivity and embedded physiology of circuits that are involved in visual orientation representation, providing correlation between cortical suppression, balance of excitation/inhibition, feedback from higher visual areas on one hand and susceptibility to a class of visual illusions related to orientation perception on the other hand. Therefore, the neural model provides a platform to integrate behavioural, functional imaging, physiological and neuropathological studies in ASD that measure the magnitude of cortical suppression and its relation with illusory tilt perception and studies of top-down feedback governing contextual modulation in the visual cortex. By adopting in our model few observed neurophysiological changes in ASD inferred from functional imaging, physiological and neuroanatomical data, we investigated the ASD-TD range of model representations of visual orientation. Our work provides a framework that we can use to identify and study likely mechanisms and autistic traits underlying illusion susceptibility and more generally disruptions in sensory processing. Behavioural measures and data that examined illusion susceptibilities in individuals with ASD are heterogeneous and can lead to mixed results that are hard to interpret. The neural modelling approach we employed can be used not only to resolve such ambiguity through reliable and objective quantitative measures of the sensitivity to visual illusions but also to circumvent limitations of behavioural approaches, such as small sample sizes and methodological differences, and facilitate testing of hypotheses regarding distinct underlying pathologies. Further, our neural modelling approach can provide a unique and mechanistic perspective of illusion susceptibility in individuals with ASD and can be used to cross-validate previous findings in the behavioural experiments that examined illusion susceptibility. To that effect, we showed that the Zöllner illusion is a stronger visual illusion than the Poggendorff illusion. This insight provides a possible explanation for the discrepancy in Walter et al.’s (2009) study, where they found that SQ was negatively correlated to the Poggendorff but not to the Zöllner illusion even though these illusions are driven by the same underlying mechanism. While it is possible that systemizing traits are associated with reduced susceptibilities to the Poggendorff, Zöllner, and other related illusions, the stronger nature of the Zöllner illusion could likely result in persistent, yet reduced susceptibility in ASD, which may be below the detection threshold of behavioural approaches. Based on our findings, we can predict that removing context lines from the Zöllner illusion would decrease susceptibility to this illusion, because each context line partially contributes to the illusion. In other words, having one or two context lines in the Zöllner illusion (instead of full set of context lines) could produce illusion magnitude similar to that of the Poggendorff illusion, because in the latter, there are only two-line intersections contributing to the illusion. Moreover, if an individual is less susceptible to the Poggendorff illusion compared to the average population, then our model would predict that the individual would also be less susceptible to other visual illusions that share the same underlying mechanism of the Poggendorff illusion (i.e., visual orientation based), such as the Hering illusion (Bölte et al., 2007; Hoy et al., 2004). The Hering illusion is one of several illusions Hoy et al. (2004) and Bölte et al. (2007) used to obtain their reported susceptibility scores, which were the summed-up scores from all the illusions they used. As such, the direction of the Hering illusion susceptibility was consistent with the other two illusions we tested, because of similar angle elements between illusion lines. Therefore, the two components of the model worked similarly for this illusion, that is, E/I disturbance, and interaction field size reduction reduce the angle repulsion (illusion susceptibility for angle-based illusions, including Hering illusion, similar to Zöllner and Poggendorff illusions). With all these considered, variety of interaction effects between main factors can be possible, that is, interaction between SQ and illusion strength in such a way to influence more, the stronger illusions.

In this study, we associated two key ASD network dysfunction traits with reduced susceptibility to visual illusions. The first trait was reduced top-down modulation from higher areas. Our results showed that the susceptibility to the Poggendorff illusion decreased with
reduced size of the interaction fields, which facilitates contextual modulation in the neural model. This is in line with other studies that identified reduced top-down modulation as a potential cause for reduced susceptibility to visual illusions, such as the Sheppard illusion and Kanizsa Triangle (Mitchell et al., 2010; Pak et al., 2020).

Though our neural model is focused on early visual areas, the same modulation of feedback from higher association to lower association or primary areas may exist in other brain regions of individuals with ASD, according to the underconnectivity theory of autism and other findings that showed reduced or weakening of long-range connectivity in autism (Just et al., 2007; Zikopoulos, Garcia-Cabezas, et al., 2018). Interestingly, neuropathological and functional studies suggest that feedback pathways and processing may be affected preferentially in ASD (Kolodny et al., 2020; Liu et al., 2020; Thakkar et al., 2008; Trutzer et al., 2019). Khan et al. (2015) suggest that feedback projections from higher areas control non-linear aspects of cortical processing, whereas feedforward projections are inherently linear. This implies that reduced feedback from higher areas would result in reduction in the non-linear aspects of cortical processing while the linear aspects remain intact, leading to more veridical perception of the external world. In this context, this would mean that veridical perception of the Poggendorff illusion, which is equal to reduced susceptibility, can arise from reduced contextual modulation or reduced non-linear cortical processing, which is facilitated by feedback from higher areas.

The lack of top-down modulation may also be related to the observed narrower focus of attention in individuals with ASD (Robertson et al., 2013). Ronconi et al. (2018) suggested that individuals with ASD have weaker neural suppression surrounding the focus of attention due to impaired feedback projections from higher areas. This idea is further supported by the research of Schallmo et al. (2020), who showed how weaker neural suppression could arise from narrow top-down gain or narrower window of attention. This is in line with our results shown in Figure 5a–c. When the size of interaction fields is reduced (narrowed) due to the lack of feedback from higher areas, the absolute width of surround suppression is reduced, even though the E/I ratio may be intact. This suggests possible links between the lack of top-down modulation and detailed-focused processing style (narrower focus) in individuals with ASD. Happé’s (1996) original argument is also in line with our result, when she explained the reduced susceptibility to certain visual illusions in individuals with ASD with Weak Central Coherence Theory (WCC), which predicts that individuals with ASD would be less susceptible to visual illusions due to the relatively weakened integration of illusion-inducing line and illusion-induced line. The reduced size of the Interaction Field in our model can reflect this possibility. This line of reasoning is also consistent with Bayesian account of ASD, which predicts that the inflexibility of processing prediction errors would result in reduced influence of contextual modulation in the perception of individuals with ASD (van de Cruys et al., 2014), and related with the model results reported in Figure 8 that demonstrate how reduced top-down modulation can result in the relatively weakened integration of illusion-inducing line and illusion-induced line. Thus, this lack of top-down modulation, which has been raised by multiple researchers as potential underlying pathology in ASD, could underlie atypical perceptual processing in individuals with ASD (Brosnan et al., 2004; Castelli et al., 2002; Frith, 2004; Gilbert & Li, 2013; Happé & Frith, 2006; Just et al., 2004).

Compared to typically developed individuals, another neurobiological change in ASD is excitation/inhibition (E/I) imbalance. Our results showed that the susceptibility to the Poggendorff illusion decreased with elevated E/I ratio. Incorporating elevated E/I ratio in our model resulted in a reduced representation of the Poggendorff illusion. Excitation/inhibition imbalance is often suggested as the core characteristic of the brain in ASD and the potential underlying cause of atypical sensory perception of individuals with ASD in multiple sensory modalities, including atypical response to auditory stimuli (Ida-Eto et al., 2017; Kondo & Lin, 2020; Visser et al., 2013), tactile stimuli (Orefice et al., 2016; Tannan et al., 2008) and visual stimuli (Casanova et al., 2003; Chung & Son, 2020; Robertson et al., 2014; Robertson et al., 2016; Rosenberg et al., 2015; Rubenstein & Merzenich, 2003; Snijders et al., 2013; Spiegel et al., 2019). In fact, Flevaris and Murray (2015) found that orientation-specific suppression in V1 decreases with increasing autistic tendency, which is directly relevant to our results. Genetic studies of autism also link GABA receptor gene alterations with autism (Ma et al., 2005; Piton et al., 2013). In addition, fewer GABA subunits have been identified in post-mortem brain of individuals with ASD (Fatemi et al., 2014), and the density of inhibitory interneurons in some cortical areas may be reduced in ASD (Ariza et al., 2018; Hashemi et al., 2017; Zikopoulos & Barbas, 2013). These pieces of evidence suggest that reduced inhibition could be the cause of elevated E/I ratio; however, this does not rule out the possibility that increased glutamatergic levels or increased density of excitatory pathways may be the cause of elevated E/I ratio (Dickinson et al., 2016; Shinohe et al., 2006; Vattikuti & Chow, 2010; Zikopoulos & Barbas, 2010; Zikopoulos, Garcia-Cabezas, et al., 2018; Zikopoulos, Liu, et al., 2018). Our approach is one of the possible ways
through which the balance of excitation and inhibition can change, because we use normalized Gaussian for the excitatory and inhibitory components, when the standard deviation (sigma) changes, the peak amplitude changes; hence, the balance between excitation and inhibition changes.

Taken together, our findings highlight potential mechanisms underlying the heterogeneity of ASD, since each of the traits we examined aligns with distinct frameworks that have been developed to account for atypical sensory processing in ASD. Specifically, the WCC theory and Bayesian account of ASD, which are compatible with the idea of reduced illusion susceptibility due to a processing bias that could result in reduced contextual modulation (Happé, 1996), align well with weak top-down modulation. Conversely, Enhanced Perceptual Functioning (EPF) hypothesis, which stipulates that there is a preference in local over global processing in ASD (Van der Hallen et al., 2015), aligns more with excitation/inhibition imbalance.

In summary, in our model of the primate visual system, we incorporated potential neurobiological changes in ASD inferred from functional imaging, physiological and neuroanatomical data to investigate their impact on the representation of a class of visual illusions, related to orientation perception based on angle repulsion, which stems from inhibitory interactions in visual orientation processing (Blakemore et al., 1971; Clifford, 2014; Prinzmetal & Beck, 2001; Seymour et al., 2018). Considering the replication of ASD visual representation by the neural model, we propose that the neuronal disruptions that result in relatively weakened inhibition in the orientation processing mechanism would contribute in reduced susceptibility to the Poggendorff illusion. In our parameterizations of the model, susceptibility to the Poggendorff illusion decreased with relatively weakened inhibition, either from excitation/inhibition imbalance or reduced top-down modulation, or both. Together, these insights led us to propose that the presence of excitation/inhibition imbalance or/reduced top-down modulation in visual cortices could lead to less susceptibility to the Poggendorff illusion and related visual orientation-based illusions. These two traits, excitation/inhibition imbalance and reduced top-down modulation, are likely present in visual cortices of individuals with ASD (Casanova et al., 2003; Chung & Son, 2020; Flevaris & Murray, 2015; Isler et al., 2010; Kessler et al., 2016; Robertson et al., 2014, 2016; Rosenberg et al., 2015; Rubenstein & Merzenich, 2003; Seymour et al., 2019; Snijders et al., 2013; Spiegel et al., 2019). Therefore, the presence of either one or both of these traits in the visual cortices of individuals with ASD could lead to less susceptibility to the Poggendorff and related illusions that share the same rod-and-frame underlying mechanism, such as Zöllner, Roelof, Tilt and Ponzo illusions (Blakemore et al., 1971; Bridgeman et al., 2018; Clifford, 2014; Prinzmetal & Beck, 2001; Seymour et al., 2018).

Limitations of our study, which stem from inherent limitations of neural models, involve simplifications and assumptions about circuit interactions, processes and pathology that may not capture all relevant details in typical sensory processing networks and in ASD. Moreover, additional neurobiological changes in ASD will need to be incorporated in neural models to investigate potential contributions in sensory abnormalities reported in individuals with ASD. The current approach is designed to quantify the strength of the effects of key relevant neurobiological features and processes, such as the imbalance in excitation/inhibition and reduced top-down modulation, in the strength of perception of orientation-based illusions and in reduced illusion susceptibility in ASD. Importantly, our approach can be used to systematically test the range of changes in a variety of ASD traits that cover the spectrum of phenotypes and the heterogeneous nature of autism. To further verify our neural modelling result that excitation/inhibition imbalance or/reduced top-down modulation can lead to reduced illusion susceptibility in some individuals with ASD, future research could, for instance, measure the E/I ratio of individuals along with susceptibility to visual illusions and examine the relationship between these measures. Despite numerous studies highlighting disruption of sensory perception in ASD, there is a need for additional studies on the mechanisms underlying sensory abnormalities in individuals with ASD. Thus, it would be informative to further expand in future research on how specific autistic traits give rise to perceptual abnormalities in individuals with ASD. The neural modelling approach we developed can be used to investigate the atypical perceptual processing in autism, shed light on the relationship between heterogeneous neurological traits and circuit disruptions in ASD and uncover novel pathological processes and interactions.

5 | LAY SUMMARY

Individuals with autism perceive the external world, including visual scenes, differently. To better understand potential brain changes in autism, we developed a neural model that can mimic our brain’s visual system and showed that people with autism are less susceptible to some visual illusions, because of potential changes in brain wiring. This work can form a framework for the study of autism heterogeneity and the development of new diagnostics.
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