A LIOUVILLE TYPE THEOREM FOR CARNOT GROUPS: A CASE STUDY
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Abstract. In [1], the authors show that if $\phi$ is $1$-quasiconformal on an open subset of a Carnot group $G$, then composition with $\phi$ preserves $Q$-harmonic functions, where $Q$ denotes the homogeneous dimension of $G$. Then they combine this with a regularity theorem for $Q$-harmonic functions to show that $\phi$ is in fact $C^\infty$. As an application, they observe that a Liouville type theorem holds for some Carnot groups of step 2.

In this article we argue, using the Engel group as an example, that a Liouville type theorem can be proved for every Carnot group. Indeed, the fact that $1$-quasiconformal maps are smooth allows us to obtain a Liouville type theorem by applying the Tanaka prolongation theory [15].

1. Introduction

The classical Liouville theorem states that $C^4$-conformal maps between domains of $\mathbb{R}^3$ are the restriction of the action of some element of the group $O(1,4)$. The same result holds in $\mathbb{R}^n$ when $n > 3$ (see, e.g., Nevanlinna [6]). A major advance in the theory was the passage from smoothness assumptions to metric assumptions (see Gehring [5] and Reshetnyak [13]): the conclusion of Liouville’s theorem holds for $1$-quasiconformal maps. When the ambient space is not Riemannian there are similar theorems. Capogna and Cowling proved in [1] that $1$-quasiconformal maps defined on open subsets of a Carnot group $G$ are smooth and applied this result to give some Liouville type results. In particular, it is now known that $1$-quasiconformal maps between open subsets of H-type groups whose Lie algebra has dimension larger than 2 form a finite dimensional space. This follows by combining the smoothness result in [1] and the work of Reimann [12], who established the corresponding infinitesimal result. Moreover, if $G$ is a Carnot group of step two such that the strata preserving automorphisms are all dilations, then $1$-quasiconformal maps are translations composed with dilations [1].

In this article we combine the smoothness result in [1] with the Tanaka prolongation theory to show that when $G$ is the Engel group (step three), $1$-quasiconformal
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maps form a finite-dimensional space. A characterization of conformal maps for the Engel group can also be found in [2]. There the Engel group is viewed as the nilradical of the group $\text{Sp}(2, \mathbb{R})$ and the theory of semisimple Lie groups plays a central role. The main point of interest in our approach is that it extends to all Carnot groups. We shall treat the general case in a forthcoming paper.

The next section is devoted to the study of $1$-quasiconformal maps on the Engel group. First we define the basic formalism: we introduce the contact structure, the subriemannian metric and we give the definition of quasiconformal maps.

Next, we restrict the attention to the infinitesimal level introducing conformal vector fields. This leads to a system of differential equations. We then proceed by constructing a prolongation of these differential equations formalized in terms of Tanaka prolongation. The latter is a graded Lie algebra that ends up to be isomorphic to the Lie algebra of conformal vector fields. Finally, we use a standard argument to show that any conformal map is the restriction of the action of some element in the automorphism group of the prolongation algebra.

### 2. A case study: the Engel group

#### 2.1. Notation and definitions

Let $\mathfrak{g}$ be the real Lie algebra generated by the vectors $X_1, X_2, Y, Z$ and the nonzero brackets $[X_1, X_2] = Y$ and $[X_1, Y] = Z$. This is a stratified nilpotent Lie algebra of step three. Namely $\mathfrak{g} = \mathfrak{g}_{-1} + \mathfrak{g}_{-2} + \mathfrak{g}_{-3}$, where $\mathfrak{g}_{-1} = \text{span}\{X_1, X_2\}$, $\mathfrak{g}_{-2} = \mathbb{R}Y$ and $\mathfrak{g}_{-3} = \mathbb{R}Z$. The symbol $+$ will denote the direct sum of vector spaces. We write $G$ for the connected and simply connected Lie group whose Lie algebra is $\mathfrak{g}$. We choose exponential coordinates $(x_1, x_2, y, z) = \exp(x_2X_2 + yY + zZ)\exp(x_1X_1)$. We identify the Lie algebra with the tangent space $T_eG$ to $G$ at the identity $e$, and for $X$ in $\mathfrak{g}$ we write $\tilde{X}$ for the left–invariant vector field that agrees with $X$ at $e$. The left invariant vector fields corresponding to the basis vectors are

\[
\tilde{X}_1 = \frac{\partial}{\partial x_1}, \quad \tilde{X}_2 = \frac{\partial}{\partial x_2} + x_1 \frac{\partial}{\partial y} + \frac{x_2}{2} \frac{\partial}{\partial z},
\]

\[
\tilde{Y} = \frac{\partial}{\partial y} + x_1 \frac{\partial}{\partial z},
\]

\[
\tilde{Z} = \frac{\partial}{\partial z}.
\]

The vector fields in $\tilde{\mathfrak{g}}_{-1}$ determine at each point a subspace of the tangent space that we call horizontal space. These subspaces vary smoothly from point to point and give rise to the horizontal tangent bundle. Since $\mathfrak{g}_{-1}$ generates $\mathfrak{g}$ with the brackets, the sections of the horizontal tangent bundle generate all possible vector fields with linear combinations of commutators. We define an inner product $\langle \cdot, \cdot \rangle$...
on \( g \) for which the different layers are orthogonal and we transport the inner product to the tangent space at each point using left translation. We denote by \((\cdot,\cdot)_p\) the inner product in \( T_pG \), where \( p \in G \). This allows us to define a left-invariant Carnot–Carathéodory metric \( d \) on \( G \), as follows. A smooth curve is said to be horizontal if its tangent vectors are horizontal. The length of a horizontal curve is the integral of the lengths of its tangent vectors. The distance between two points is then the infimum of the lengths of the horizontal curves joining them. A nilpotent stratified Lie group with such a metric is called Carnot group and the example \( G \) we are considering is known as the Engel group.

A diffeomorphism \( \phi \) between open sets of \( G \) is called a contact mapping if its differential \( \phi^* \) preserves at each point the horizontal space. Given a 1-parameter group of contact mappings, we denote by \( V \) the corresponding infinitesimal generator and call it a contact vector field. Contact vector fields are characterized by the differential equations arising from the condition that for every horizontal vector field \( \tilde{X} \) one has \([V,\tilde{X}] = f\tilde{X}_1 + g\tilde{X}_2 \) for some functions \( f \) and \( g \). It is well known [16, 7] that for the Engel group the space of contact vector fields is infinite dimensional. Indeed, it is straightforward to prove that \( V = f\tilde{Z} + \tilde{X}_1 f\tilde{Y} + \tilde{X}_2^2 f\tilde{X}_2 \) is a contact vector field for every smooth function \( f = f(x_1) \).

Let \( U, V \subset G \) be open domains, and let \( \phi: U \to V \) be a homeomorphism. For \( p \in U \) and for small \( t \in \mathbb{R} \) we define the distortion as

\[
H_\phi(p,t) = \frac{\max\{d(\phi(p),\phi(q)) | d(p,q) = t\}}{\min\{d(\phi(p),\phi(q)) | d(p,q) = t\}}.
\]

We say that \( \phi \) is quasiconformal if there exists a constant \( \lambda \) such that

\[
\limsup_{t \to 0} H_\phi(p,t) \leq \lambda
\]

for all \( p \in U \). Furthermore, \( \phi \) is locally quasiconformal if it is quasiconformal in a neighborhood of each point and 1-quasiconformal when \( \lambda = 1 \).

In [1], the authors prove that 1-quasiconformal mappings are smooth and characterized by the conditions of being locally quasiconformal with Pansu differential \( D\phi(p) \) coinciding with a similarity at every point \( p \) (that is, a product of a dilation and an isometry). In fact, \( \phi \) is contact [11]. We remind the reader that

\[
D\phi(p) q = \lim_{t \to 0} \delta_t^{-1}[\phi(p)^{-1}\phi(p\delta_t q)],
\]

where \( p, q \in G \) and for every \( t \in \mathbb{R}^+ \), \( \delta_t \) denotes the automorphic dilation that in this case study is \( \delta_t(x_1, x_2, y, z) = (e^t x_1, e^t x_2, e^{2t} y, e^{3t} z) \). The Pansu differential is an automorphism of \( G \) and by means of the Baker-Campbell-Hausdorff formula defines an automorphism of the Lie algebra \( g \) as well, that we denote by \( d\phi(p) \). The condition that \( D\phi(p) \) coincides with a similarity implies that \( d\phi(p) \) is a
similarity when restricted to $g_{-1}$ \[1, \text{Lemma 5.2}\]. Writing the differential $\phi_*$ at $p$ according to the basis of left–invariant vector fields, it turns out that $\phi_*$ and the Pansu differential are equal when restricted to the horizontal space. Therefore, the condition for 1-quasiconformality is equivalent to $\phi_*$ being a similarity of the horizontal space at every point. More explicitly, for all horizontal vectors $X, X' \in T_pG$ we have

\[
\langle \phi_{*p} \phi_{*p} X, X' \rangle_p = \langle \phi_{*p} X, \phi_{*p} X' \rangle_{\phi(p)} = k \langle X, X' \rangle_p
\]

whence for every $p \in \mathcal{U}$, the map $\phi_{*p}$ restricted to the horizontal space lies in the two dimensional conformal group $CO(2) = \{ A \in GL(2, \mathbb{R}) | AA^t = kI \}$. In view of this fact we shall also refer to 1-quasiconformal maps as conformal maps. Furthermore, since the inner product is left invariant, we observe that left translations $l_p$ are conformal.

2.2. Conformal vector fields. Let $\phi_t$ be a 1–parameter group of conformal maps defined on an open set $\mathcal{U}$ and let $V$ be the vector field whose local flow is $\phi_t$. Then

\[
\frac{d}{dt}(\phi_t)_*(\tilde{X})_{p|t=0} = \lim_{t \to 0} \frac{(\phi_{t-\varepsilon})_{*\phi_t(p)} \tilde{X}_{\phi_t(p)} - \tilde{X}_p}{\varepsilon} = \lim_{t \to 0} \frac{(\phi_{t-\varepsilon})_{*\phi_t(p)} l_{\phi_t(p)} - l_{\phi_t} \tilde{X}_e}{\varepsilon}
\]

If $\tilde{X}$ is horizontal, we conclude from the chain of equalities above that $-\text{ad}V$ restricted to the horizontal space is in $\mathfrak{co}(2) = \{ A \in \mathfrak{gl}(2, \mathbb{R}) | A + A^t = kI \}$.

Using the basis of left invariant vector fields, we can write $V = f_1 \tilde{X}_1 + f_2 \tilde{X}_2 + g \tilde{Y} + h \tilde{Z}$, where the coefficients are smooth functions. Then the contact conditions for $V$ are

\[
[V, \tilde{X}_1] = a \tilde{X}_1 + b \tilde{X}_2
\]

\[
[V, \tilde{X}_2] = c \tilde{X}_1 + d \tilde{X}_2,
\]

for some functions $a, b, c, d$, which imply the following system of differential equations

\[
\begin{align*}
\tilde{X}_1 g &= -f_2 \\
\tilde{X}_1 h &= -g \\
\tilde{X}_2 g &= f_1 \\
\tilde{X}_2 h &= 0
\end{align*}
\]

\[
\tilde{Y} h = f_1.
\]
The condition of conformality on $V$ implies that the matrix

$$\text{ad}(V)_{\mathfrak{g}_{-1}}(p) = \begin{bmatrix} \tilde{X}_1 f_1(p) & \tilde{X}_2 f_1(p) \\ \tilde{X}_1 f_2(p) & \tilde{X}_2 f_2(p) \end{bmatrix}$$

lies in $\mathfrak{co}(2)$, whence

$$\begin{cases} \tilde{X}_1 f_1 = \tilde{X}_2 f_2 \\ \tilde{X}_2 f_1 = -\tilde{X}_1 f_2. \end{cases} \tag{2.2}$$

A vector field that satisfies (2.1) and (2.2) on its domain of definition is said to be a *conformal vector field*.

2.3. **Prolongation of the differential equations.** In order to gather information on the space of functions that solve (2.1) and (2.2) we consider higher order derivatives: roughly speaking, if the derivatives in all directions of the coefficients of $V$ vanish at a certain order, we may conclude that $V$ has polynomial coefficients and therefore varies in a finite dimensional space. For abelian differential operators, this idea is formalized by the prolongation of Singer and Sternberg [14]. In the noncommutative case, as is the situation we are interested in, the procedure was generalized by Tanaka [15] and it was used to generalize the study of infinitesimal automorphisms of G-structures by different authors. For the contact structures, the Tanaka prolongation theory was used in [18] and more recently by the authors of this article in different collaborations [4, 9, 10, 17].

Instead of giving the general argument of the Tanaka prolongation theory, we choose here to illustrate the method in our case study. In order to do that, we first fix the following notations. For every $p \in \mathcal{U}$ we define

$$A_{V}^{-1}(p) = (f_1(p), f_2(p), 0, 0)$$

$$A_{V}^{-2}(p) = (0, 0, g(p), 0)$$

$$A_{V}^{-3}(p) = (0, 0, 0, h(p)),$$

where we interpret the vectors on the right hand side as elements of $\mathfrak{g}$ according to the fixed basis. It follows that the conditions in (2.1) are equivalent to

$$[A_{V}^{-1}(p), X] = \tilde{X}(A_{V}^{-1})(p),$$

where $X \in \mathfrak{g}_j$ and $j = -1, -2$.

Next we define a graded homomorphism of vector spaces $A_{V}^{0} : \mathfrak{g} \to \mathfrak{g}$ by setting

$$A_{V}^{0}(p)(X) = \tilde{X}(A_{V}^{-1})(p),$$
where \( X \in g_j, j = -1, -2, -3 \). Namely

\[
A_0^0(p)(X_1) = \tilde{X}_1(A_{V}^{-1})(p) = (\tilde{X}_1 f_1(p), \tilde{X}_1 f_2(p), 0, 0)
\]
\[
A_0^0(p)(X_2) = \tilde{X}_2(A_{V}^{-1})(p) = (\tilde{X}_2 f_1(p), \tilde{X}_2 f_2(p), 0, 0)
\]
\[
A_0^0(p)(Y) = \tilde{Y}(A_{V}^{-2})(p) = (0, 0, \tilde{Y} g(p), 0)
\]
\[
A_0^0(p)(Z) = \tilde{Z}(A_{V}^{-3})(p) = (0, 0, 0, \tilde{Z} h(p))
\]

or equivalently

\[
A_0^0(p) = \begin{bmatrix}
\tilde{X}_1 f_1(p) & \tilde{X}_2 f_1(p) & 0 & 0 \\
\tilde{X}_1 f_2(p) & \tilde{X}_2 f_2(p) & 0 & 0 \\
0 & 0 & \tilde{Y} g(p) & 0 \\
0 & 0 & 0 & \tilde{Z} h(p)
\end{bmatrix}.
\]

We write \([A_0^0(p), X] := A_0^0(p)(X)\), then it follows by direct computation that the Jacobi identity

\[
[A_0^0(p), [S, T]] = [A_0^0(p)(S), T] - [A_0^0(p)(T), S],
\]

holds for every \( S \in g_s \) and \( T \in g_t \). This implies that \( A_0^0(p) \in \text{Der}_0(g) \), the strata preserving derivations of \( g \). Observe that \( A_0^0(p) \) and \(-\text{ad}(V)(p)\) coincide when restricted to the horizontal space, so that conditions (2.2) can be read for \( A_0^0(p)\). This implies that \( A_0^0(p) \) must lie in

\[
g_0 = \{ D \in \text{Der}_0(g) | D|_{g_{-1}} \in \text{co}(2) \}.
\]

The fact that \( A_0^0(p) \in g_0 \) imposes conditions on higher order derivatives of the coefficients of \( V \).

In order to increase the order of derivatives of the coefficients of \( V \), we proceed by defining the linear map

\[
A_1^1 : g \to g + g_0
\]
via $A^1_V(p)(X) = \tilde{X}(A^{i+1}_V(p))$, for every $X \in \mathfrak{g}_j$. Namely

$$
A^1_V(p)(X_1) = \begin{bmatrix}
X_1^2 f_1(p) & \bar{X}_1 \bar{X}_2 f_1(p) & 0 & 0 \\
X_1^2 f_2(p) & \bar{X}_1 \bar{X}_2 f_2(p) & 0 & 0 \\
0 & 0 & \bar{X}_1 \bar{Y} g(p) & 0 \\
0 & 0 & 0 & \bar{X}_1 \bar{Z} h(p)
\end{bmatrix}
$$

$$
A^1_V(p)(X_2) = \begin{bmatrix}
\bar{X}_2 \bar{X}_1 f_1(p) & \bar{X}_2^2 f_1(p) & 0 & 0 \\
\bar{X}_2 \bar{X}_1 f_2(p) & \bar{X}_2^2 f_2(p) & 0 & 0 \\
0 & 0 & \bar{X}_2 \bar{Y} g(p) & 0 \\
0 & 0 & 0 & \bar{X}_2 \bar{Z} h(p)
\end{bmatrix}
$$

(2.5)

$$
A^1_V(p)(Y) = (\bar{Y} f_1(p), \bar{Y} f_2(p), 0, 0)
$$

$$
A^1_V(p)(Z) = (0, 0, \bar{Z} g(p), 0).
$$

Writing $[A^1_V(p), X] := A^1_V(p)(X)$ we obtain the Jacobi identity:

$$
[A^1_V(p), [S, T]] = [A^1_V(p)(S), T] - [A^1_V(p)(T), S],
$$

for every $S \in \mathfrak{g}_s$ and $T \in \mathfrak{g}_t$, which implies that $A^1_V(p)$ lies in the space

$$
\mathfrak{g}_1 := \{ u : \mathfrak{g} \to \mathfrak{g} + \mathfrak{g}_0 \mid u(\mathfrak{g}_j) \subset \mathfrak{g}_{j+1}, \quad u[S, T] = [u(S), T] - [u(T), S], \forall S \in \mathfrak{g}_s, \forall T \in \mathfrak{g}_t \}.
$$

In general, we continue this procedure inductively and introduce the linear maps

$$
A^i_V(p) : \mathfrak{g} \to \mathfrak{g} + \mathfrak{g}_0 + \mathfrak{g}_1 + \cdots + \mathfrak{g}_{i-1},
$$

that can vary in a space

$$
\mathfrak{g}_i := \{ u : \mathfrak{g} \to \mathfrak{g} + \mathfrak{g}_0 + \mathfrak{g}_1 + \cdots + \mathfrak{g}_{i-1} \mid u(\mathfrak{g}_j) \subset \mathfrak{g}_{j+i}, \quad u[S, T] = [u(S), T] - [u(T), S], \forall S \in \mathfrak{g}_s, \forall T \in \mathfrak{g}_t \}.
$$

We say that $\mathfrak{g}_i$ is the $i$th prolongation space of $\mathfrak{g}$ through $\mathfrak{g}_0$, and the fact that $A^i_V(p) \in \mathfrak{g}_i$ provides information on the $i + 1$ order derivatives of $f_1$ and $f_2$, the $i + 2$ order derivatives of $g$ and $i + 3$ order derivatives of $h$. If the process is finite, then one ends up with a graded Lie algebra $\mathfrak{g} + \mathfrak{g}_0 + \sum_{k \geq 1} \mathfrak{g}_k$, where $[u, X] := u(X)$, for every $X \in \mathfrak{g}$ and $u \in \sum_{j \geq 0} \mathfrak{g}_j$. We shall see that this algebra is isomorphic to the space of vector fields.
2.4. The Lie algebra of conformal vector fields and the group of conformal maps. We proceed by computing the prolongation spaces. First, we compute \( g_0 \). Write \( D = d_{ij} \in \mathfrak{gl}(4, \mathbb{R}) \). Since \( D \) is a strata preserving derivation it follows that

\[
DY = D[X_1, X_2] = \left[ \sum_{i=1}^{2} d_{i1}X_i, X_2 \right] + \left[ X_1, \sum_{j=1}^{2} d_{j2}X_j \right] = (d_{11} + d_{22})Y
\]

\[
DZ = D[X_1, Y] = \left[ \sum_{i=1}^{2} d_{i1}X_i, Y \right] + \left[ X_1, (d_{11} + d_{22})Y \right] = (2d_{11} + d_{22})Z.
\]

Since \([X_2, Y] = 0\), we have

\[
0 = D[X_2, Y] = \left[ \sum_{j=1}^{2} d_{j2}X_j, Y \right] = d_{12}Z,
\]

whence \( d_{12} = 0 \). The condition \( D|_{g_{-1}} \in \mathfrak{co}(2) \) implies \( d_{11} = d_{22} \) and \( d_{21} = -d_{12} = 0 \). In conclusion, \( g_0 = \mathbb{R}D \), where \( D = \text{diag}\{1, 1, 2, 3\} \).

The calculation of \( g_1 \) goes as follows. If \( u \in g_1 \), then we set \( u(X_1) = aD \) and \( u(X_2) = bD \) with \( a, b \in \mathbb{R} \). By the Jacobi identity we obtain \( u(Y) = aX_2 - bX_1 \) and \( u(Z) = 3aY \). Therefore

\[
0 = u[X_1, Z] = [aD, Z] - [3aY, X_1] = 6aZ,
\]

whence \( a = 0 \), and

\[
0 = u[X_2, Z] = [bD, Z] - 0 = 3bZ,
\]

whence \( b = 0 \). Thus we conclude that \( u = 0 \) and so \( g_1 = \{0\} \).

The contact equations (2.1), the formula (2.3) and the fact that \( A^0_V(p) \in g_0 \), lead to the differential equations

\[
\tilde{X}_3 f_1 = \tilde{X}_2 f_2, \quad \tilde{X}_2 f_1 = -\tilde{X}_1 f_2 = 0
\]

\[
\tilde{Y} g = 2\tilde{X}_1 f_1
\]

\[
\tilde{Z} h = 3\tilde{X}_1 f_1
\]

Since \( A^1_V(p) \in g_1 = \{0\} \), equations (2.5) and (2.6) yield

\[
\tilde{X}_1^2 f_1 = 0 \quad \tilde{X}_2^2 f_2 = 0.
\]

The differential equations above and the contact equations lead to a system of differential equations for all the coefficients of \( V \). Moreover, (2.1) implies that the coefficients of \( V \) are determined by \( h \). So we can restrict our attention to the equations involving \( h \):

\[
\tilde{X}_1^3 h = 0 \quad \tilde{X}_2 h = 0 \quad \tilde{Y}^2 h = 0 \quad \tilde{Z}^2 h = 0.
\]
It is easy to verify that $h$ then varies in a space of polynomials of dimension 5, so that the space of conformal vector fields, say $\mathcal{C}(G)$, has dimension 5. In fact, the Tanaka prolongation of $\mathfrak{g}$ through $\mathfrak{g}_0$, namely $\mathfrak{s} = \mathfrak{g} + \mathfrak{g}_0$, is isomorphic as Lie algebra to $\mathcal{C}(G)$. The isomorphism $\tau : \mathfrak{s} \to \mathcal{C}(G)$ is

$$\tau(X)f(p) = \frac{d}{dt}f(\exp tX \cdot p)|_{t=0},$$

where $\cdot$ denotes the action of $\exp \mathfrak{s}$ on $\mathfrak{g}$. More precisely, the action $\cdot$ is the product on $G$ if $X \in \mathfrak{g}$, and it indicates the action of the automorphism $\exp tX$ if $X \in \mathfrak{g}_0$. Abusing the notation, a basis of $\mathfrak{s}$ is $\{X_1, X_2, Y, Z, D\}$, and a direct calculation shows

$$\tau(D) = (3z - 2x_1 y + \frac{x_1^2 x_2}{2})\bar{Z} + (2y - x_1 x_2)\bar{Y} + x_1 \bar{X}_1 + x_2 \bar{X}_2$$
$$\tau(X_1) = (y - x_1 x_2)\bar{Z} + x_2 \bar{Y} + \bar{X}_1$$
$$\tau(X_2) = \frac{x_1^2}{2} \bar{Z} - x_1 \bar{Y} + \bar{X}_2$$
$$\tau(Y) = -x_1 \bar{Z} + \bar{Y}$$
$$\tau(Z) = \bar{Z}.$$

We showed that the space of vector fields whose local flow is given by conformal mappings is finite dimensional and it coincides with $\mathfrak{s}$. Now we prove that if $\phi : U \to V$ is conformal, then $\phi$ is the restriction to $U$ of the action of some element in $\text{Aut}\mathfrak{s}$, the automorphism group of $\mathfrak{s}$. The conclusion will be that the space of conformal maps is contained in $\text{Aut}(\mathfrak{s})$ and contains $\exp \mathfrak{s}$. By composing with left translations, we may assume that $e \in U \cap V$, and it is enough to show that any conformal map which preserves the identity is such a restriction.

We show that $\phi$ induces an automorphism of $\mathfrak{s}$. If $V \in \tau(\mathfrak{s})$, and we denote by $\phi_t$ the corresponding flow, then $\phi_\ast V$ is the infinitesimal generator of the 1-parameter group $\phi \psi_t \phi^{-1}$, which is made by conformal maps. Therefore $\phi_\ast V$ is conformal, whence $\phi_\ast V \in \tau(\mathfrak{s})$, and $\tau^{-1}\phi_\ast \tau \in \text{Aut}\mathfrak{s}$. Since the domain of $\phi$ is connected and contains $e$, the fact that $\phi_\ast$ is determined by an automorphism of $\mathfrak{s}$ implies that $\phi$ is also determined by an automorphism of $\mathfrak{s}$.

It is worth noticing that not all automorphisms of $\mathfrak{s}$ define conformal maps. For example, let $\alpha$ be the automorphism of $\mathfrak{s}$ defined by $\alpha(X_1) = X_1$ and $\alpha(X_2) = 2X_2$. This automorphism cannot arise as $\tau^{-1}\phi_\ast \tau$ for some conformal map $\phi$.
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