Abstract—Deep face recognition (FR) has achieved significantly high accuracy on several challenging datasets and fosters successful real-world applications, even showing high robustness to the illumination variation that is usually regarded as a main threat to the FR system. However, in the real world, illumination variation caused by diverse lighting conditions cannot be fully covered by the limited face dataset. In this paper, we study the threat of lighting against FR from a new angle, i.e., adversarial attack, and identify a new task, i.e., adversarial relighting. Given a face image, adversarial relighting aims to produce a naturally relighted counterpart while fooling the state-of-the-art deep FR methods. To this end, we first propose the physical model-based adversarial relighting attack (ARA) denoted as albedo-quotient-based adversarial relighting attack (AQ-ARA). It generates natural adversarial lighting under the guidance of FR systems and synthesizes adversarially relighted face images. Moreover, we propose the auto-predictive adversarial relighting attack (AP-ARA) by training an adversarial relighting network (ARNet) to automatically predict the adversarial lighting in a one-step manner according to different input faces, allowing efficiency-sensitive applications. More importantly, we propose to transfer the above digital attacks to physical ARA (Phy-ARA) through a precise relighting device, making the estimated adversarial lighting condition reproducible in the real world. We validate our methods on several state-of-the-art deep FR methods on two public datasets. The extensive and insightful results demonstrate our work can generate realistic adversarial relighted face images fooling face recognition tasks easily, revealing the threat of specific light directions and strengths.

Index Terms—Adversarial relighting, adversarial attack, face recognition.
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methods (See Fig. 1 for the intuitive idea). First, we propose the physical model-based adversarial relighting attack (ARA), that is, albedo-quotient-based adversarial relighting attack (AQ-ARA). Specifically, we define an adversarial objective function based on the physical lighting model and tune the lighting parameters by maximizing the function. As a result, we can generate natural adversarial light under the said physical lighting model and the guidance of FRS and synthesize the adversarially relighted face images. Second, we design the auto-predictive adversarial relighting attack (AP-ARA) by training an adversarial relighting network (ARNet) to automatically predict the adversarial light in a one-step manner according to different input faces, allowing efficiency-sensitive applications. Third, we propose to transfer the aforementioned digital adversarial attacks to physical ARA (Phy-ARA) through a precise relighting device, making the estimated adversarial lighting condition reproducible in the real world. We validate our methods on three state-of-the-art deep FR methods on two public face recognition datasets. More importantly, we conduct both digital and physical experiments to analyze the effects of light to FR via our ARAs, revealing and validating the threat of challenging lighting conditions. To the best of our knowledge, this work is the very first attempt to study how face relighting can be capitalized to adversarially affect the FRS from the angle of the proposed adversarial relighting attacks.

II. RELATED WORK

A. Relighting Methods

In the areas of computer vision and graphics, relighting is an effective way to adjust the illumination variations for an enhanced or different-style visualization. For example, [19] uses a spherical harmonic representation for the target lighting and train the network with a synthetic dataset created by relighting single portrait images using a traditional ratio image-based method. Their method can generate a relit portrait image by using a source image and a target lighting as input. Reference [20] proposes a differentiable specular rendering layer to render low-frequency non-Lambertian materials under various illuminations of spherical harmonic. Reference [21] proposes a self-supervised method for image relighting of single view images based on an auto-encoder network. Reference Besides, quotient-based relighting methods have also been studied widely. Reference [22] proposes to use the quotient image for portrait relighting. They re-render the input front-view image to simulate new illumination conditions given a sample of reference images with varying illumination conditions. Reference [17] extends the ratio image to arbitrary pose by aligning facial landmarks of the source and target image, then they can synthesize the re-illuminated face images in different pose angles. Reference [23] introduces a new method that uses the shadow mask to estimate the ambient light intensity in an image, their method learn to predict the quotient image between a source image and the target image with the desired lighting. Reference [16] proposes a novel framework that explicitly models multiple reflectance channels for single image portrait relighting, and this method can generate the photorealistic portrait relighting image based on a reference image or an environment map. Reference [15] produces a portrait relighting image with an encoder-decoder based CNN network where the target illumination is incorporated in the bottleneck of the network. Reference [18] provides a reinforcement learning-based approach to portrait relighting. Different with the existing methods, this paper is to design a new deep adversarial relighting method to attack the face recognition.

B. Attacks Against Face Recognition

The attacks against face recognition might make the current face recognition systems vulnerable. They could be roughly divided into four classes [24]: Perturbing, Morphing, Retouching, Tampering. Perturbing attack adds imperceptible perturbations so as to fool the face recognition system. Reference [25] shows that several deep learning based commercial face recognition algorithms and systems are vulnerable to different adversarial perturbation attacks. Morphing attack is to generate a morphed face with the imperceptible adversarial attack embedded for face recognition. References [26] and [27] shows that some of current commercial face recognition systems cannot protect users from morphed faces. The facial retouching attack is also possible to fool some commercial face recognition systems [28]. Recently, generator adversarial networks (GANs) based fake image synthesis and the well-known DeepFake method [29], [30] could generate or modify the face images, leading to the tampering based attack to face recognition. Different with the above methods, the proposed adversarial relighting method attacks the face recognition from a new perspective of face relighting.

C. General Adversarial Attacks

Recently, the adversarial attack to fool deep neural networks has attracted many research attentions. Given an image as input, the adversarial attack can be realized by adding imperceptible noises or applying natural transformations. On the one hand, several adversarial noise attack methods got promising attack results, such as gradient computation based fast gradient sign method (FGSM) [31], iterative-version FGSM [32],
momentum iterative FGSM [33], different distance metrics based C&W method [34], attended regions and features based TAA (transferable attentive attack) method [35], randomization-based [36], perceptually aware and stealthy adversarial denoise [37], and so on. On the other hand, some natural transformations that are imperceptible to humans can be applied for image attack. For example, the adversarial attacks can be implemented with various transformations, e.g., semantic-aware colorization or texture transfer [38], motion blurring synthesis [39], watermark overlap [40], rain [41] and haze synthesis [42], etc. By adding the adversarial relighting for attack, the adversarial relighting method proposed in this paper is a kind of novel natural transformation based adversarial attack method.

III. ADVERSARIAL RELIGHTING ATTACK

In this section, we propose two adversarial relighting attacking (ARA) methods. The first one is based on the physical model and denoted as the albedo-quotient-based ARA (AQ-ARA) (see Section III-A). The second one uses the CNN to automatically predict the adversarial light in a one-step way (i.e., auto-predictive-based ARA (AP-ARA)) (see Section III-B). With these two methods, we further design a physical ARA Section III-C to reproduce the adversarial light in the real world.

A. Albedo-Quotient-Based ARA (AQ-ARA)

Given a face image I, we assume it follows the Lambertian model that is a widely used face rendering model. Thus, we can represent the face image as

\[ I = R \odot f(N, L), \] (1)

where R, N, and L denote the reflectance, normal, and lighting (spherical harmonic coefficients form), respectively. f(·) is the spherical harmonic function. More specifically, L is a nine-dimensional vector corresponding to the nine spherical harmonic coefficients. Let g(N, L) be the spherical harmonic function for one pixel, i.e.,

\[ f(N, L) = [g(N_1, L), g(N_2, L), \ldots , g(N_{25}, L), \ldots ]^T, \]

where N_i denotes the normal of i-th pixel. Then function g(N, L) has the following form,

\[ g(N_i, L) = \sum_{k=0}^{8} L_k H_k(N_i), \] (2)

where \( L = [L_0, \ldots , L_8] \). Let \( N_i = [N_i^x, N_i^y, N_i^z]^T \), then we have

\[
\begin{align*}
H_0 &= 1.0, \\
H_1(N_i) &= N_i^y, \\
H_2(N_i) &= N_i^z, \\
H_3(N_i) &= N_i^z, \\
H_4(N_i) &= N_i^z, \\
H_5(N_i) &= -N_i^xN_i^y - N_i^yN_i^z + 2N_i^zN_i^z, \\
H_6(N_i) &= N_i^z, \\
H_7(N_i) &= N_i^z.
\end{align*}
\] (3)

Our objective is to update the lighting (i.e., L) to a new one (i.e., \( \hat{L} \)) and produce a new face \( \hat{I} \) that can mislead a state-of-the-art face recognition (FR) method. We denote \( \hat{L} \) as the adversarial lighting. This new task actually combines the face relighting with the adversarial attack, thus we name it as the adversarial relighting attack. According to Eq. (1), we need to estimate the reflectance and normal, which is not easy since calculating the accurate reflectance map is still an open problem. To alleviate the requirement, we borrow the albedo-quotient image introduced in [43] to get the reflectance-free method for relighting. Specifically, we can represent the same face with different lighting conditions as \( I = R \odot f(N, L) \) and \( \hat{I} = R \odot f(N, \hat{L}) \). As a result, we have

\[
\hat{I} = R \odot f(N, \hat{L}) = \frac{f(N, \hat{L})}{f(N, L)} I. \] (4)

With Eq. (4), we can relight the face image I through the normal N, the original lighting L, and the targeted light \( \hat{L} \) [19]. We first estimate face normal N and lighting L following the implementation of [19] and [44]. Then we define the objective function to estimate the adversarial lighting. Given a deep neural network \( \phi(\cdot) \) for the FR, we aim to calculate the adversarial lighting \( \hat{L} \) to let the relighted face image \( \hat{I} \) mislead the FR by solving

\[
\hat{L} = \arg \min_{L'} \cos(\phi(\frac{f(N, L')}{f(N, L)} I), \phi(I)),
\]

subject to \( ||L' - L||_\infty \leq \epsilon \) (5)

where \( \cos(\cdot) \) denotes the cosine similarity function and \( \phi(\cdot) \) is the embedding of the input face images. Parameter \( \epsilon \) controls the changing degrees of lighting. Intuitively, we minimize the similarity by tuning the lighting, that is, to let the relighted face be different from the original counterpart under the constraint of \( \epsilon \). We can calculate the gradient of the loss function with respect to light to realize the gradient-based attack. As a result, the attack method can be integrated into any gradient-based additive-perturbation attack methods, e.g., FGSM, BIM, MIFGSM. Here, we use the sign gradient descent optimization with the step size \( \lambda = \frac{\pi}{T} \). T denotes the iteration number and we fix it as ten as a common setup in adversarial attacks. We show an example of AQ-ARA in Fig. 2. Compared with the random relighting, the adversarial relighting lets the similarity with the reference image decrease significantly while having realistic appearance. The random relighting means we uniformly sample a light L within the range of \([-\epsilon, \epsilon]\) and relight the face via Eq. (4).

B. Auto-Predictive-Based ARA (AP-ARA)

Although above method is able to achieve effective adversarial relighting, the iterative optimization manner limits the potential applications in particular for efficiency-sensitive applications. In the following, we propose an adversarial relighting network (ARNet) to adaptively predict the adversarial lighting in an one-step way.

Given the original lighting L, we use a deep neural network to map the L to the adversarial lighting \( \tilde{L} \) directly. To realize this goal, a naive solution is to build the lighting pair dataset through the method introduced in Section III-A. Nevertheless, this strategy might cost a lot of time due to the iteration operation. To alleviate this problem, we propose an end-to-end network denoted as adversarial relighting network (ARNet)
containing three stages, e.g., predicting the original light, estimating the adversarial lighting based on the original one, and relighting the face under the adversarial lighting. We can train this network under the supervision of cosine similarity function directly and do not require the lighting pair dataset.

1) Adversarial Relighting Network (ARNet): The proposed ARNet contains three modules, i.e., lighting prediction network (LPreNet), adversarial lighting estimation network (AdvLNet), and lighting rendering network (LRenNet). Given a face image \(I\), we first feed it to the LPreNet and get the original lighting parameters \(L\), the face embedding and light embedding, respectively, as the stage ① shown in Fig. 3. Then, we use AdvLNet to estimate the adversarial lighting based on the three outputs (See the stage ② in Fig. 3). Finally, we render the relighted face via the LRenNet by concatenating the embeddings of face and adversarial lighting as inputs, as the stage ③ shown in Fig. 3. For the LPreNet and LRenNet, we regard it as the hourglass network [19]. The AdvLNet serves as a transformation for the light embedding, mapping the original light to the adversarial counterpart. We construct the AdvLNet with three fully connection layers that are linked by two relu layers. Moreover, to let AdvLNet adapt to different face appearances, we propose to add a dynamic convolution layer whose convolutional weights are estimated by a fully connection layer and the face embedding. Specifically, as shown in Fig. 3, we first feed the deep feature of the original face into a fully connection layer and get a \(1 \times 81\) vector. Then we reshape the vector to form a \(9 \times 9\) matrix, which is just the dynamic convolutional weights. Next, we apply the \(9 \times 9\) convolutional layer to the feature of the original lighting and finally generate the adversarial lighting. Notes, refer to Eqs. (1)–(3) we use the spherical harmonic form to indicate the adversarial lighting.

2) Loss Functions and Training Details: We train the three networks in a two-stage way. For the first stage, we train the LPreNet and LRenNet by regarding them as a pure deep relighting task, excluding the AdvLNet. Following the setups of [19], we use the CelebA-HQ dataset [45] and generate a training example by randomly selecting an original image \(I\) and a targeted relighting image \(I_t\) with their corresponding ground truth lighting \(L\) and \(L_t\), respectively. The LPreNet is fed with the original image \(I\) and predicts the lighting parameters \(L_t\); the LRenNet takes the targeted lighting parameters \(L_t\) and the face embedding of \(I\) as inputs and estimate the relighting counterpart \(I_t\). Under the supervision of the ground truths of relighted image and light, i.e., \(I_t\) and \(L_t\), we can train LPreNet and LRenNet in an end-to-end strategy. Please refer to [19] for details.

After the first stage, we get the LPreNet and LRenNet for lighting prediction and rendering, respectively. For the second stage, we fix the two pre-trained networks, and tune the parameters of AdvLNet under the supervision of a FR method, e.g., \(\phi(\cdot)\), with the following loss function

\[
L_{\text{adv}} = \alpha \cos(\phi(\hat{I}), \phi(I)) + \beta \frac{1}{N} ||\hat{I} - I||_1,
\]

where \(\hat{I} = \text{LRenNet}(\text{AdvLNet}(\text{LPreNet}(I)))\), \(N\) is the number of pixels, \(\alpha\) and \(\beta\) are the weights. We set \(\alpha = 1\) and \(\beta = 1\) in the experiments. The first term is the same with Eq. (5) and makes sure the relighted face can fool the FR method. The second term is to limit the potential face variation after adversarial relighting. In the field of adversarial attack, it is desired to have small variation on the original image while misleading the targeted FR method.

In terms of the training details, we use the datasets of VGGFace2 [46] or CelebA [47] and employ the stochastic gradient descent (SGD) optimizer with learning rate \(10^{-3}\) and momentum 0.9 to update AdvNet’s parameters. We use mini-batch training strategy with batch size 8 and train AdvLNet with ten epochs. Please refer to Section IV-A for more details on datasets for training.

C. Physical ARA (Phy-ARA)

In addition to the digital lighting attack methods (i.e., AQ-ARA and AP-ARA), we study a more important problem, i.e., whether the adversarially relighted face could be reproduced in the real world. To this end, we propose the physical adversarial relighting attack (Phy-ARA). The main idea follows three steps: First, in a real-world scenario, we take a photo of a volunteer’s face with a fixed camera under the natural light. Then, we use the AQ-ARA or AP-ARA to perform the attacks under the guidance of a face recognition (FR) method and get an adversarially relighted face \(\hat{I}\) and the adversarial lighting \(\hat{L}\). Finally, we can reproduce the adversarial lighting condition via a physical light source and take a new photo of the volunteer.

Although above process seems simple, one key issue makes it unavailable, that is, it is difficult to set suitable physical light sources meeting the pattern of estimated adversarial lighting. We address this problem from two aspects. First, we use the commonly-used point light source (PLS) to simulate the estimated adversarial lighting. Second, following the state-of-the-art active lighting recurrence (ALR) method [48], we can physically adjust the position of the PLS by a robotic arm and produce the real lighting condition that is the same to the estimated adversarial one. Fig. 4 shows the working scene and pipeline of Phy-ARA.
Fig. 3. Architecture of the proposed adversarial relighting network (ARNet). It contains three modules, i.e., ① lighting prediction network (LPreNet), ② adversarial lighting estimation network (AdvLNet), and ③ lighting rendering network (LRenNet). The ‘Conv Block’ contains two convolution layers with the size of $3 \times 3$. The first convolutional layer is followed by a BatchNorm layer and a ReLU layer while the second one is only followed by a BatchNorm layer. The ‘Dynamic Conv’ means that the weights of the convolution layer is estimated from a fully connection layer, which makes the adversarial lighting adapt to different face embeddings.

Fig. 4. Pipeline of Physical ARA. See text for details.

In contrast to existing ALR method [48] that depends on the parallel lighting model, our adversarial relighting is based on the spherical harmonic form that is a more general lighting representation and cannot be processed via the ALR directly. To fill the gap, we change the generation manner of lighting map in the ALR and enable it to support our experiment. Specifically, given the estimated adversarial lighting $\hat{\mathbf{L}}$, we generate the respective lighting map by $\mathbf{M} = f(\mathbf{N}^s, \hat{\mathbf{L}})$, where $\mathbf{N}^s$ indicates the normal of a sphere. After that, given the $i$th frame of current camera, i.e., $\mathbf{I}_i$, the estimated scene normal $\mathbf{N}$ and the scene reflectance $\mathbf{R}$, we can calculate the corresponding spherical harmonic coefficients $\mathbf{L}_i$ by Eq. (1). Then, we calculate the lighting map of $\mathbf{I}_i$ by $\mathbf{M}_i = f(\mathbf{N}^s, \mathbf{L}_i)$ (See Fig. 4). The brightest position of $\mathbf{M}_i$ encodes the light source position in the azimuthal and polar axes, and the area of iso-intensity circle encodes the distance between light source and scene. Therefore, as shown in Fig. 4, we can get the instant navigation feedback from $\hat{\mathbf{M}}$ and $\mathbf{M}_i$. Finally, we get the physical adversarial light (i.e., $\mathbf{I}_{\text{phy}}$) under which we take a new image as the physical adversarial relighting image (i.e., $\hat{\mathbf{I}}_{\text{phy}}$). As shown in Fig. 4, we can clearly see that the image $\hat{\mathbf{I}}_{\text{phy}}$ basically has the same lighting distribution as the $\hat{\mathbf{I}}$, showing effectiveness of our physical experiment.

IV. EXPERIMENTAL RESULTS

A. Setups

1) Datasets: Adversarial relighting aims to fool face recognition method and relates to two tasks, i.e., image relighting and face recognition. However, existing image relighting datasets do not contain the face identity annotations, thus are not suitable for evaluating our work. We conduct experiments on FR datasets, i.e., VGGFace2 [46] and CelebA [47]. Both datasets can be employed to train AP-ARA and evaluate the performance of FR attacks. In addition, the informative attribute annotations in the CelebA dataset support the statistical analysis of the adversarial examples generated by FR attacks. For the attacking evaluation, we use testing datasets of VGGFace2 and CelebA, including 169k images of 500 identities and 19,962 images of 1,000 identities, respectively.

2) Attack Pipeline and Metrics: Let $\mathbf{I}$ be a face image. Given a face recognition model $\phi(\cdot)$, we can use the AQ-ARA (i.e., solving Eq. (5) and Eq. (1)) or AP-ARA (i.e., relying on a pre-trained network supervised by $\phi(\cdot)$) to relight $\mathbf{I}$ and produce a relighted face image $\hat{\mathbf{I}}$. After that, we can
evaluate the attack performance to see whether a FR model can still achieve high performance on the relighted faces. When the evaluated FR model is the same with the model to guide or supervise AQ-ARA or AP-ARA, we mean it the white-box attack (See Section IV-B), otherwise we denote it as transfer-based attack (See Section IV-C).

In terms of evaluation process, given a dataset for face recognition, we have $n$ identities and $2k$ face images per identity. For the $i$th identity, we separate the $2k$ face images into two subsets, i.e., the reference subset $R_i$ and the targeted subset $T_i$. Then, we use our ARAs and baselines to relight the face images in $T_i$ and get adversarially relighted examples $A_i$. All the reference subsets $R_i$ consist of a larger set $R = \bigcup_{i=1}^{n} R_i$ while all subsets $A_i$ make up of another set $A = \bigcup_{i=1}^{n} A_i$. After that, we calculate the cosine similarity between face images from $R$ and $A$ based on a FR model. As a result, we can get a $nk \times nk$ matrix $S$. A robust FR model is desired to have a $S$ with the block-diagonal pattern, that is, the face images from the same identify should have high cosine similarity tending to 1 otherwise having low similarities tending to $-1$. We can also define a ground-truth matrix $G \in \mathbb{R}^{nk \times nk}$ for face recognition where $G(i, j) = 1$ means the $i$th face in $R$ and $j$th face in $A$ are from the same identity otherwise $G(i, j) = 0$. We can calculate the true positive rate (TPR) and false positive rate (FPR) by comparing $S$ with $G$ under a given cosine similarity threshold. With a series of thresholds, we can draw the ROC curve and its area under curve (AUC) to measure the effectiveness of attacks, that is, a more effective adversarial relighting attack corresponds to a lower AUC. In this paper, we select sixteen face images per identity, i.e., $k = 8$.

In this paper, we use two limited vision image quality assessment metrics, i.e., BRISQUE [49] and NIQE [50], to compare the image quality of generated adversarial exam-

Fig. 5. ROC curves of various FR methods’ performance under white-box attack. “AQ-ARA ($\epsilon = 0.1$)” indicates that the attack is launched with parameter $\epsilon = 0.1$. 
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A larger BRISQUE or NIQE score indicates worse quality and less naturalness of an image.

3) Models: We evaluate the proposed attacks and baselines against several face recognition models, i.e., FaceNet [51], CosFace [52], ArcFace [53], EQFace [54], and AdaFace [55]. All these models require face images to be pre-processed by MTCNN [56] for best performance, and we will do so as usual.

4) Baseline Methods: Our adversarial relighting only tunes the light parameters (i.e., nine spherical harmonic coefficients) to fool face recognition system, leading to smooth variation of the face image. In contrast, existing additive-perturbation-based adversarial attacks can tune each pixel independently under the guidance of FR models [31], [32], [33]. For the fairness of the comparison, we do not include these attacks as part of the baselines. Actually, a reasonable baseline is to conduct random relighting without any FR model guidance. To this end, we can first randomly sample the nine lighting coefficient variations within the range \([-\epsilon, \epsilon]\) and use relighting methods to apply the sampled lights to the targeted face. We employ deep portrait relighting (DPR) [19] since it can conduct random relighting without any FR model guidance. For the random relighting, we set the parameter \(\epsilon \in \{0.1, 0.2, 0.4, 0.8\}\). The proposed AP-ARA is trained on CelebA and VGGFace2 datasets, respectively. The results of the above experiments are shown in Fig. 5 and Table I. We have the following observations: ❶ As the \(\epsilon \) becomes larger, the AUC under AQ-ARA gradually reduce with slight increasing of the BRISQUE and NIQE, demonstrating the effectiveness of the objective function Eq. (5). ❷ When comparing the random relighting baseline with AQ-ARA, we see that AQ-ARA leads to lower AUC under the same \(\epsilon \), demonstrating that AQ-ARA can is able to find adversarial light that misleads FaceNet easily. ❸ AP-ARA methods’ AUCs are between the results of AQ-ARA with \(\epsilon = 0.2 \) and \(\epsilon = 0.4\), but usually hold a better image quality (lower BRISQUE and NIQE) than AQ-ARA (\(\epsilon = 0.4\)). In addition, the computational cost of AP-ARA is lower than that of AQ-ARA, due to the one-step ARNet in the test procedure. ❹ When comparing the two variants of AP-ARA, AP-ARA-Dynamic gets lower AUC than AP-ARA-Static on VGGFace2 while having similar results on CelebA, hinting the effectiveness of the proposed ARNet that is able to adapt to different face via a dynamic convolution.

We also provide the two visualization results in Fig. 6 and have the following observations: ❶ Both AQ-ARA and AP-ARA are able to produce the realistic relighting pattern. More specifically, AQ-ARA tends to generate the adversarial light along a specific direction. For example, in second case, the adversarial light of AQ-ARA is along the northwest-southeast direction. The first case has similar result with a different direction. In contrast, AP-ARA tends to generate more complex light pattern that cannot be regarded as a directional light. ❷ When comparing the random relighting with AQ-ARA, we see that AQ-ARA always lets the FaceNet generate smaller cosine similarity under the same \(\epsilon \), which further demonstrates the effectiveness of the proposed method. ❸ When comparing AP-ARA-Static with AP-ARA-Dynamic, the relighted faces of AP-ARA-Dynamic have lower similarity to the reference one.

C. Comparison Results on Transferability

We then verify the transferability of the adversarial relighting. Specifically, we employ three FR methods, i.e., FaceNet [51], ArcFace [53] and CosFace [52]. Next, we use the adversarial relighting examples crafted from one FR method to attack another FR method. Notes, since the random manner and AQ-ARA have no training process and just select or estimate a target lighting to produce the relighted image, only the AP-ARA has the transferability experiments. The above experiment results are shown in Fig. 7. The results show significant transferability over the two datasets for all these FR methods. It means that our AP-ARA method can be used to black-attack for current FR methods, and it can achieve comparable performance to the white-box attack results.

In the above experiments, we set \(\alpha = 1 \) and \(\beta = 1\) in the loss function, i.e., Eq. (6). We further explore the

---

**TABLE I**

**AVERAGE AUC VALUES AND IMAGE QUALITY SCORES OF RANDOM RELIGHTING, AQ-ARA AND AP-ARA FOR ALL THE FR METHODS ON CELEBA AND VGGFACE2 DATASETS**

| Metrics          | CelebA  | VGGFace2 |
|------------------|---------|----------|
| AUC\( \downarrow \) BRISQUE\( \downarrow \) NIQE\( \downarrow \) |         |          |
| Original         | 0.9797  | 93.52    |
| \(\epsilon = 0.1\) | 0.9791  | 33.46    |
| \(\epsilon = 0.2\) | 0.9723  | 33.46    |
| \(\epsilon = 0.4\) | 0.9704  | 34.32    |
| \(\epsilon = 0.8\) | 0.9418  | 38.14    |
| A Q-ARA          |         |          |
| \(\epsilon = 0.1\) | 0.9782  | 33.34    |
| \(\epsilon = 0.2\) | 0.9701  | 34.58    |
| \(\epsilon = 0.4\) | 0.9124  | 39.97    |
| \(\epsilon = 0.8\) | 0.7094  | 44.68    |
| AP-ARA           |         |          |
| Static           | 0.9538  | 36.68    |
| Dynamic          | 0.9529  | 36.60    |

---
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Fig. 6. Visualized adversarial examples of the proposed attacks and baselines. We vary the $\epsilon$ parameter to show the relighted faces and also place the shading sphere in the lower right corner of each face image.

Fig. 7. ROC curves of various FR methods’ performance under black-box attack. “A $\rightarrow$ B” means training by A and testing by B.

influence of different weight settings to our AP-ARA. We train FaceNet [51] on CelebA [47] dataset and test it on VggFace2 dataset under different weight settings of Eq. (6). All the comparison results are shown in Fig. 8. The first term of Eq. (6) makes sure the relighted face can fool the FR method and the second term is to limit the potential face variation and encourages the image authenticity after adversarial relighting. As shown in Fig 8, when $\alpha$ is larger relative to $\beta$, although the lighting attack effect is stronger (lower AUC score), the authenticity of the image is also worse (refer to the cases in the right part of Fig. 8). On the contrary, when $\beta$ is larger relative to $\alpha$, although the image authenticity is better, the lighting attack effect is weaker (larger AUC score). In the field of adversarial attack, it is desired to guarantee naturalness and authenticity of the relighted image while misleading the targeted FR method. Therefore, taking the above two factors into consideration, we finally choose $\alpha = 1$ and $\beta = 1$ in Eq. (6).

D. Analyzing Effects of Light to Face Recognition via AQ-ARA

In this section, we study the effects of light to FR via the proposed adversarial attack. Specifically, for the $i$th example, we have a pair of adversarial light $\hat{L}_i$ and the original light $L_i$ via the AQ-ARA, and we denote their lighting maps as $M_i$ and $\hat{M}_i$, respectively. Then, we can calculate the difference between lighting maps of $\hat{L}_i$ and $L_i$ by $D_i = |\hat{M}_i - M_i|$, and
get the maximum difference position (i.e., sensitive points) on the map by $(x_i, y_i) = \arg \max_{(x, y)} D_{i}$. After that, we can calculate a 3D histogram on hexagonal grids by counting the number of sensitive points in each grid. As a result, we can get four histogram maps under four $\epsilon$ and show them in Fig. 9 (a). The higher values in the figure correspond to sensitive lighting sources that may fool face recognition easily. We also provide relighting examples based on the sensitive and insensitive lighting conditions.

We have following observations: ❶ According to the difference maps under $\epsilon = 0.1$ and $\epsilon = 0.2$, the main differences locate at the four positions around the center, indicating the sensitive lighting sources to face recognition. For example, in Fig. 9 (b), the sensitive lights indicated by red points lead to smaller similarity to the reference image. ❷ As the $\epsilon$ becomes larger, the sensitive lighting sources increase because the larger $\epsilon$ allows larger variation of faces. Previous less sensitive lighting sources are also able to fool FR methods. ❸ According to the results of $\epsilon = 0.4$ and $\epsilon = 0.8$, FR method is more sensitive to the lighting sources at the bottom.

E. Comparison With Other Adversarial Attack Methods

We also compare our adversarial relighting method with other adversarial attack types, including adversarial noise, adversarial patch and adversarial make-up. Adversarial noise, adversarial patch and adversarial relighting (this paper) belong to dodging attack, which aims to reduce the confidence of the
from the same identity and different identities, respectively. Let the attack success rates of dodging attack and impersonation attack be $\text{ASR-dod}$ and $\text{ASR-imp}$, respectively. These two kinds of attacks have different approaches to calculate attack success rates. In this paper, we use $\text{ASR-dod}$ and $\text{ASR-imp}$ to denote the attack success rates (ASR) to evaluate the performance of these adversarial methods. Notes, dodging attack takes images of the same identity as input and impersonation attack takes images of different identities for evaluation. These two kinds of attacks are evaluated against FaceNet baselines, we set $\tau_{\text{dod}} = 0.4$ and $\tau_{\text{imp}} = 0.6$.

The comparison results are shown in Table II. The arrow ↑ means that the higher the score is, the stronger the attack of the method. First, we can see that our adversarial relighting method (AP-ARA) can achieve better performance (higher ASR-dod scores) than adversarial noise and adversarial patch methods. The reason is that the lighting attack is global and may be easier to fool the FR system than other attack types. Second, we can see that the ASR-imp scores of our AP-ARA cannot overcome the adversarial make-up methods. In fact, the impersonation attack (adversarial make-up) aims to cause the input face image to be identified as other individual and the dodging attack (adversarial noise, adversarial patch and our adversarial relighting) lacks of relevant supervision during training. Thus, it is perfectly normal that our method achieves lower ASR-imp scores (both for the adversarial noise and adversarial patch methods) than adversarial make-up methods.

### F. Validating Physical Attack via Phy-ARA

We follow the steps of Section III-C to validate the proposed Phy-ARA through a volunteer. Specifically, we first take an image of the volunteer with a natural light source as the original image. Then, we conduct the AQ-ARA and produce a relighted face and the adversarial light. After that, we drive a bulb fixed at a robotic arm to fit the adversarial light. Finally, we take a new picture as the result of Phy-ARA. We conduct the above experiment on 10 subjects, the average cosine similarity scores and two visual cases are shown in Fig. 10. We can see that: (1) Comparing the cosine similarity scores of the original and relighted images, we find that the adversarial light produced by AQ-ARA indeed affects FaceNet significantly, which reduces the similarity from 0.7 to 0.3. The respective physical counterpart reduces the similarity to 0.5. In contrast, the random relighting affects the face recognition slightly.

![Fig. 10. The cosine similarity scores between the reference image and the original image, AQ-ARA image, Phy-ARA image, random relighting image](image)

| Attack Type | Method                | ASR-dod↑ ($\tau_{\text{dod}} = 0.4$ in [58]) | ASR-imp↑ ($\tau_{\text{imp}} = 0.6$ in [59]) |
|------------|----------------------|--------------------------------------------|--------------------------------------------|
| Noise      | FGSM [60]            | 1.9                                        | 4.6                                        |
|            | PGD [61]             | 3.5                                        |                                             |
|            | ME-FGSM [33]         | 0.990                                      | 4.6                                        |
| Patch      | Adv-Hat [62]         | 4.7                                        |                                             |
|            | Adv-Glasses [63]     | 9.1                                        |                                             |
|            | Gen-AP [64]          | 0.9975                                    | 15.8                                       |
| Make-up    | Semantic-Adv [63]    | 9.0                                        |                                             |
|            | Adv-Face [64]        | 21.6                                       |                                             |
|            | Adv-Attribute [59]   | 31.8                                       |                                             |
| Lighting   | AP-ARA               | 0.9982                                    | 14.9                                       |
|            | Static Dynamic       | 0.9988                                    | 15.5                                       |

where $P$ is the number of image pairs, $1_r$ denotes the indicator function, $\phi(\cdot)$ indicates a face recognition network generating the face embedding. Following the same parameter setting of baselines, we set $\tau_{\text{dod}} = 0.4$ and $\tau_{\text{imp}} = 0.6$.

Comparison results of our method with different adversarial attack types against FaceNet [51] on CelebA dataset [47], including adversarial noise, adversarial patch and adversarial make-up methods. Notes, all the ASR-imp scores come from [59] and all the ASR-dod scores come from [64].

**Table II:** Comparison results of our method with different adversarial attack types against FaceNet [51] on CelebA dataset [47], including adversarial noise, adversarial patch and adversarial make-up methods. Notes, all the ASR-imp scores come from [59] and all the ASR-dod scores come from [64].

### similarity of the same identity pair in order to evade face recognition. Adversarial make-up belongs to impersonation attack, which aims to cause the input face image to be identified as any other individual in the face database. We use attack success rates (ASR) to evaluate the performance of these adversarial methods. Notes, dodging attack takes images of the same identity as input and impersonation attack takes images of different identities for evaluation. These two kinds of attacks have different approaches to calculate attack success rates.

In this paper, we use “ASR-dod” and “ASR-imp” to denote the attack success rates of dodging attack and impersonation attack. Let $\langle \mathbf{I}, \mathbf{I}_{\text{dod}} \rangle$ and $\langle \mathbf{I}, \mathbf{I}_{\text{imp}} \rangle$ be the image pair from the same identity and different identities, respectively. $\mathbf{I}$ is the adversarial attack image of $\mathbf{I}$. Refer to Eq. 14 in [58] and Eq. 12 in [59], the formulas of ASR-dod and ASR-imp are shown as follows:

$$\text{ASR-dod} = \frac{1}{P} \sum_{p} 1_r \left[ \| \phi(\mathbf{I}), \phi(\mathbf{I}_{\text{dod}}) \|_2 < \tau_{\text{dod}} \right], \quad (7)$$

$$\text{ASR-imp} = \frac{1}{P} \sum_{p} 1_r \left[ \phi(\mathbf{I}), \phi(\mathbf{I}_{\text{imp}}) \rangle > \tau_{\text{imp}} \right] \times 100, \quad (8)$$

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
TABLE III

| model                          | test on original testing set | test on testing set with lighting attack |
|-------------------------------|------------------------------|------------------------------------------|
| original FaceNet              | 0.0245                       | 0.9988                                   |
| finetune with 10% lighting attack | 0.0305                       | 0.9855                                   |
| finetune with 30% lighting attack | 0.0309                       | 0.9797                                   |

The Phy-ARA can achieve better attack performance than the random one and generate more realistic image than AQ-ARA. It means that our method can be effectively used in real-world lighting attack task.

The objective of realistically reproducing lighting is to physically place/move the light source within a scene to recur the given target lighting condition as closely as possible. Realistically reproducing lighting remains a very challenging problem. To the best of our knowledge, active lighting recurrence (ALR) [48] is currently the only method available for realistically reproducing lighting. ALR assumes that the illumination comes from only a light source, and thus accurate reproduction of lighting condition can only be achieved when the target lighting also originates from a light source. Given a target global illumination (such as represented by spherical harmonics), how many light sources should be selected to achieve the optimal approximate effect? Which position should the light source be moved to that best approximates the target lighting? Which type (e.g., point light source, surface light source, etc.) of light source will be better? These issues require further exploration and research.

G. Improving Lighting Robustness of Current FR method

This paper proposes a new adversarial attack manner, i.e., adversarial relighting. In the above experiments, we have verified that our adversarial relighting method can effectively fool current face recognition systems and reduce the recognition rate of them. In fact, our method can also be used to improve the lighting robustness of current FR method. To verify this, we finetune FaceNet with the help of our AP-ARA. Specifically, for an original training sample that including a face image pair (e.g., \( \mathbf{I}, \mathbf{I}' \)) and the label (1 or 0, indicates the two images are from the same identity or not), we generate the lighting attack image \( \hat{\mathbf{I}} \) of \( \mathbf{I} \) by our AP-ARA, and construct the new training sample (including image pair \( \mathbf{I}, \hat{\mathbf{I}}' \) and the label), i.e., the relighted training sample, which can be used to improve the lighting robustness of current FR methods by finetuning. In order to balance the performance of FR method to the lighting attack condition and the original condition (without lighting attack), we construct relighted training samples according to a certain proportion (i.e., 10% or 30% in Table III) for all the original training samples. For the original testing set, we also construct the testing set with lighting attack. The FaceNet is trained by using 100 epochs. Learning rate is initially set to 0.00001 and then divided by 2 after finishing 20 epochs.

Table III shows the ASR-dod (attack success rate, i.e., recognition failure rates) scores for different models, including the original FaceNet, finetuned FaceNet by AP-ARA with 10% and 30% lighting attacks. The lower the ASR-dod score is, the better the performance of FaceNet slightly deteriorates (from 0.0245 to 0.0309) when testing on the original (without lighting attack) testing set. In a word, improving the lighting robustness while maintaining the original performance of current FR system is quite a challenging task, which warrants further investigation and exploration.

V. Conclusion

In this work, we have unveiled a new adversarial threat for FRS from the face lighting perspective and investigated a new task, the adversarial relighting attack (ARA). The ARA aims to produce a high-realism relighted face image, which can able to fool the SOTA deep face recognition (FR) methods. We first designed the physical model-based ARA denoted as albedo-quotient-based adversarial relighting attack (AQ-ARA), which can generate natural adversarial light and synthesize adversarially relighted face images. To better suit efficiency-sensitive applications, we further proposed the auto-predictive adversarial relighting attack (AP-ARA) by training an adversarial relighting network to automatically predict the adversarial light in a one-step manner according to different input faces. More importantly, through a precise relighting device, we are able to transfer the above digital adversarial attacks to physical ARA (Phy-ARA), making the estimated adversarial lighting condition reproducible in the real world. The extensive evaluation of the proposed method on various SOTA FRS has demonstrated the feasibility of generating adversarially relighted faces to fool the FRS with ease. When the input faces are under other natural degradations such as very low-resolution, heavy occlusion, etc., we expect that the proposed ARA would not be as effective. How to robustify the proposed ARA warrants a future study. Bad actors can potentially capitalize on the proposed ARA to fool some safety-critical FRS that are not yet prepared for...
this new type of attack. We hope that this work can also accelerate the R&D of next-generation adversarially robust FRS. Moreover, we can use the proposed adversarial righting attack to analyze other face-related tasks, e.g., DeepFake detection [67], visual-based heart rhythm estimation [68], and facial age estimation [69].
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