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Veselago lens focusing in graphene p-n junction is promising for realizations of new generation electron optics devices. However, the effect of the strain-induced Aharonov-Bohm interference in a p-n junction has not been discussed before. We provide an experimentally feasible setup based on the Veselago lens in which the presence of strain can result in both the valley-dependent Lorentz force and Aharonov-Bohm interference. In particular, by employing the Green’s function and tight-binding methods, we study the strain induced by dislocations and line defects in a p-n junction and show how the resulting Aharonov-Bohm phase and interference can be detected. Furthermore, for a different strain configuration, e.g., corresponding to corrugated graphene, we find strong signatures of valley splitting induced by the fictitious magnetic field. Our proposal can be useful for mapping elastic deformations and defects, and for studying valley-dependent effects in graphene.
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I. INTRODUCTION

Two-dimensional materials, such as graphene and several others, can lead to realizations of optoelectronic devices operating at much higher frequencies compared to conventional devices [1,2]. A lot of theoretical and experimental research efforts have concentrated on graphene as it exhibits the half-integer quantum Hall effect, nonzero Berry curvature, high mobility charge carriers (100 times higher than in silicon), and other unique properties [3–6]. It has been shown that CMOS devices made out of graphene are superior compared to the best silicon devices of the same size [5–7]. The lack of band gap, as conduction and valence bands touch each other at the Dirac point, makes graphene implausible for device applications. Nevertheless, by using several state-of-the-art engineering techniques, one can easily open small band gaps. For example, band-gap opening is achieved by considering the effect of spin-orbit coupling, or ripples and strain. Spintronics devices made from graphene nanoribbons possess a large band gap opening at Γ point [8–13].

Graphene can be also used for realizations of electron optics devices, e.g., the transmission electron microscope. Here, a fine focusing of classical electron-hole trajectories can be achieved by making devices out of graphene p-n junctions [14–19]. The electric field control of electron-hole charge carriers in a transparent graphene p-n junction can utilize the idea of optical refraction at interfaces, where graphene acts as a material that possesses properties of metamaterials with negative refractive index [16,20–22]. The negative refractive index arises in graphene p-n junction because the group velocity of electrons in the conduction band is opposite in direction to that of holes in the valence band.

The nonvanishing strain in graphene can induce fictitious vector potentials and gauge fields [23–26] and it can be utilized to measure the Aharonov-Bohm (AB) interference [27,28]. Quantum interference phenomena can be revealed in mesoscopic conductivity measurements in a variety of setups [29–34]. The effect of the Pancharatnam-Berry phase on the Veselago lens focusing in the armchair and zigzag graphene nanoribbons has been studied theoretically [20]. A possibility of spatial valley separation in electron-hole beam focusing in strained graphene p-n junctions has been suggested [35].

There is a variety of ways to control strain in graphene. Both in-plane and out-of-plane components of strain tensor in graphene can be controlled in a desired fashion by applying in-plane and out-of-plane deformations [36–39] or by creating dislocations [40–43] or line defects [44–46]. A substrate (e.g., SiC) can induce a large strain due to lattice mismatch between graphene and the substrate [47,48]. Furthermore, applying compressive tensile edge stress through the armchair and zigzag boundaries can also lead to the formation of ripples and wrinkles [37,39,49–51]. Dangling bond sites at the edge of graphene can lead to the formation of edge strain due to adsorption of different organic materials [52,53]. Uniaxial strain in graphene can be induced by bending the substrate on which graphene is grown [54]. Biaxial, localized strain can be induced by the atomic force microscope or scanning tunneling microscope tips [55,56]. Tunable biaxial tensile and compressive strain can also be induced by growing graphene on a piezoelectric substrate and by controlling the bias voltage [57]. Finally, tensile or compressive biaxial strain in graphene
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can be induced by employing the thermal expansion coefficient mismatch between the graphene and the substrate (e.g., SiC) [58,59].

In this paper, using the Green’s function and tight-binding methods, we show that Veselago lens can be used for mapping strain, e.g., produced by in-plane ripples, line defects, and dislocations [28,40–46,60–62]. The presence of strain leads to a fictitious vector potential, which in turn can lead to a Lorentz force and to accumulation of the Berry phase. Below, we show that both effects can be separately identified in a graphene p-n junction. To this end, we first study the valley separation and signatures of strong Lorentz force in the trajectories of graphene holes and electrons subjected to strain, e.g., in corrugated graphene [60], which could have implications for the field of valleytronics. Next, we study the Berry phase accumulation in a setup containing line defects and dislocations and provide an experimental setup for AB phase measurement by employing the Veselago lens focusing.

The paper is organized as follows. In Sec. II, we provide a detailed theoretical formulation of the Green’s function approach applicable to a strained graphene p-n junction. We then study the effect of strain on the diffraction patterns of charge carriers in such graphene p-n junctions. First, we show how strain engineering can lead to valley splitting. The Green’s function approach is further used to describe the AB phase for strain induced by line defects or dislocations. We also perform tight-binding simulations to confirm our predictions numerically. In Sec. III, we give our conclusions.

II. STRAINED P-N JUNCTION

In this section, we study a strained graphene p-n junction and try to identify signatures of the fictitious Lorentz force (see Fig. 1) and Berry phase (see Figs. 2 and 10). In the continuum limit, after expanding the momentum close to the K(K′) point in the Brillouin zone, the Hamiltonian for π electrons at the K(K′) point in strained graphene sheet with zigzag edge reads as [63]:

\[
H = v_F (\sigma_y P_x + \tau \sigma_y P_y) + U(x),
\]

where \(P = p - eA\) with \(p = -i\hbar \nabla\) being the canonical momentum operator and \(A = \beta \phi_0 (-2 \epsilon_{xy}, \epsilon_{yx}, -\epsilon_{xx}, 0)/a\) is the vector potential induced by strain tensor, \(\phi_0 = 2 \pi \hbar/e\) is the fundamental unit of flux, \(\epsilon_{ij} = 1/2 [\partial_i u_j + \partial_j u_i + (\partial_i h)(\partial_j h)]\) is the strain tensor expressed in terms of in-plane and out-of-plane displacements, \(u_i\) and \(h\), and \(\tau = \pm 1\) for the K(K′) valley [63,64]. Here \(U(x) = 0\) for \(x < 0\) and \(U(x) = U_0\) for \(x > 0\), \(a\) is the lattice constant, \(\beta = -\partial \ln t/\partial \ln a \approx 2\) describes the change in the hopping amplitude as the bond length changes and \(t\) is the nearest-neighbor hopping parameter.

In this paper, we limit our consideration to pure in-plane deformations; however, a case with more general strain should lead to similar physics. To get a clear signature of the Lorentz force, we consider strain along the \(x\) direction, as shown in Fig. 1, (i.e., only \(u_x\) is nonvanishing), which leads to the valley splitting. Experimentally, such strain can be realized in an corrugated graphene nanoribbon [60]. To get clear signatures of the Berry phase, we consider strain induced by dislocations or line defects, as shown in Fig. 2, which results in the AB-like interference effects.

Throughout the paper, we use dimensionless parameters as follows: \(\bar{x} = x/L\), \(\bar{y} = y/L\), \(\bar{\epsilon} = \epsilon_{xx}/L^2\), \(\bar{k} = k/L\), \(\bar{E} = ELt/E_0\), \(\bar{U} = U_0Lt/E_0\), and \(\bar{\Psi} = E_0L^2\Psi\). Here \(L\) is the width of the graphene nanoribbon and \(E_0\) is the typical energy scale of the problem.

A. Valley splitting due to Lorentz force

To identify the effect of strain, we consider the eigenvalue problem, \(\hat{H} \Psi = E \Psi\), where the spinor wave function of Hamiltonian (1) can be written as, \(\Psi(r) = \exp (i k_y y) \Phi_A(x) \Phi_B(x)\). Thus from (1), we write two coupled equations as.

\[
-i\hbar\nu_F (\partial_x + \tau k_y + \beta \epsilon_{xx}/a) \Phi_B = (E - U_0) \Phi_A, \quad (2)
\]

\[
-i\hbar\nu_F (\partial_x - \tau k_y - \beta \epsilon_{xx}/a) \Phi_A = (E - U_0) \Phi_B. \quad (3)
\]

Now, we apply operator \(-i\hbar\nu_F (\partial_x + k_y + \beta \epsilon_{xx}/a)\) from the left-hand side in (3) and write a single decoupled second-order partial differential equation as:

\[
\partial_x^2 \Phi_A = \left[ \left( \frac{E - U_0}{\hbar\nu_F} \right)^2 - k_y^2 - \epsilon_{xx} - \beta \frac{\lambda}{a} \chi(x) \right] \Phi_A, \quad (4)
\]

where \(\epsilon_{xx} = (\beta \epsilon_{xx}/a)^2 + 2 \beta \epsilon_{xx} k_y/a\), and \(\chi(x) = -Aq^2 \cos(qx)\). Also \(\epsilon_{xx} = \partial_x u_x\), where \(u_x = A \cos(qx)\) with \(A\) being the amplitude of the ripple wave and \(q = 2 \pi / \lambda\), where \(\lambda\) is the wavelength of the ripple wave. Here the nonvanishing strain induces fictitious magnetic fields [37,60,63]. When the fictitious magnetic fields are comparable to 50 T, they induce Landau levels [60,61]. In the opposite limit of weak fictitious magnetic fields considered here, one can write the solutions of Eq. (4) in terms of semiclassical trajectories [28].

FIG. 1. (a) A schematic setup for inducing valley splitting in Veselago lens via corrugated strain along \(x\) direction. Here, we consider the armchair edge on the \(y\) axis, where scattering takes place at the interface of the p-n junction and the zigzag edge is on the \(x\) axis. (b) The distribution of strain \(\epsilon_{xx} = -Aq \sin(qx)\) in \(p\) region. (c) Simulations of electron-hole beams trajectories in the presence of fictitious magnetic field. The black lines show the trajectories of holes for \(K\) valley while magenta lines for \(K'\) valley. The dimensionless parameters are chosen as \(U_0 = 2E\) with \(E = 0.7\), \(A = -0.07, q = 0.63\). The values of dimensionless fictitious magnetic field are encoded in the background colors, and are in the range given by \(B_{al}/\beta\phi_0 = \min, \max = (-0.028, 0.028)\) where \(B_{al} = 8.1T\) for \(L = 100\ nm\).
FIG. 2. Schematics of a graphene sheet with a p-n junction at $x = 0$. The strain is induced by adding or removing some of the graphene lattice atoms from the region shown as a filled rectangle. Such dislocations in graphene can be described by the Burgers vector, e.g., $\mathbf{b} = n\tilde{a}_1 + m\tilde{a}_2$, where $\tilde{a}_1$ and $\tilde{a}_2$ are translation vectors of graphene lattice. A chemically induced line defect can also result in the deformation shown in this figure.

We introduce source term, $J(x) = (\alpha_1 \alpha_2)^T \delta(x - x_s)$, in (1) and write its solution in terms of Green’s functions [21],

$$\Psi(x, x_s) = G(x, x_s)(\alpha_1 \alpha_2)^T, \quad \text{where } \alpha_1 \text{ and } \alpha_2 \text{ are constants and}$$

$$G(x, x_s) = \frac{i}{4\pi^2} \int_{-\infty}^{\infty} dk_y dk_x \left( \frac{e^{i(\phi - \theta)/2}}{e^{i(\phi + \theta)/2}} - e^{-i(\phi - \theta)/2} \right)$$

$$\times \frac{1}{\cos[(\phi + \theta)/2]} e^{iS(k_x, k_y)/\hbar}.$$  \hspace{1cm} (5)

Here $k_m$ is the maximum value of $k_y$, $\phi$ and $\theta$ are angles made by incident electrons and transmitted holes at the interface and $i = \hbar v_F / E_0 L$ is a constant. The classical action, $S(k_x, x, y)$, is written as

$$S(k_y, x, y) = -x_s \sqrt{\frac{E}{\hbar v_F}} - k_y^2 - \int x p_h(x) dx + y k_y,$$  \hspace{1cm} (6)

where

$$p_h(x) = \sqrt{\frac{(U_0 - E)}{\hbar v_F}} - k_y^2 - e_{xx} x + \frac{B}{a} \chi(x).$$  \hspace{1cm} (7)

In the scattering process, the momentum along $y$ direction is conserved. Thus, we can write, $\partial_y S(k_y, x, y) = 0$ and find the semiclassical trajectories of the beams as

$$y = -x_s \frac{k_y}{\sqrt{(E/\hbar v_F)^2 - k_y^2}} - \partial_y \int_0^x p_h(x) dx.$$  \hspace{1cm} (8)

For the strain in $p$ region in the vicinity of interface ($x = 0$), we have $e_{xx} = 0$ and $\partial_y e_{xx} = -Aq^2$. Thus, we can write Eq. (8) as [35]

$$y = -x_s \tan \phi - x \tan \theta,$$  \hspace{1cm} (9)

where

$$\tan \phi = \frac{k_y}{\sqrt{(E/\hbar v_F)^2 - k_y^2}},$$  \hspace{1cm} (10)

$$\tan \theta = -\frac{k_y}{\sqrt{(E_0 - E)/\hbar v_F^2 - k_y^2 + \tau Aq^2}}.$$  \hspace{1cm} (11)

The strain-induced magnetic field can modify semiclassical trajectories and induce valley splitting due to the action of the valley-dependent Lorentz force. The schematic of valley splitting of the beams is shown in Fig. 1(a), where the strain is applied to the whole $p$ region through the bottom gate while preserving the momentum, $p_y = \hbar k_y$, along the $y$ direction. The distribution of strain in the $p$ region is shown in Fig. 1(b). The strain engineering of such kind at the device level is experimentally feasible in graphene nanoribbons [60]. Note that the particle trajectories corresponding to the Dirac points $K$ and $K'$ experience equal but opposite fictitious magnetic fields. This unique behavior leads to valley splitting of the trajectories in the Veselago lens focusing in the setup shown schematically in Fig. 1(a). Simulations of particle trajectories obtained from the semiclassical action in the presence of fictitious magnetic fields are shown in Fig. 1(c). The fictitious magnetic fields are shown in the background image in Fig. 1(c). As can be seen in Fig. 1(c), we find the valley splitting due to the Lorentz force induced by fictitious magnetic fields. Similarly in Fig. 3, we consider asymmetric potential [$U_0 < 2E$ in Fig. 3(a) and $U_0 > 2E$ in Fig. 3(b)] and find that in addition to the valley splitting, shape of caustics also got modified in comparison to the unstrained case.

In Fig. 4, we provide the simulation results for the diffraction patterns in the $p$ region for unstrained (top panel) and strained (bottom panel) cases. As can be seen in Fig. 4(a) for unstrained symmetric case ($U_0 = 2E$), a symmetric diffraction pattern, i.e., the ideal case for hole focusing, is observed. For asymmetric cases of unstrained graphene ($U_0 > 2E$ or $U_0 < 2E$), we find the caustics to the right and to the left of the focal point in Figs. 4(d) and 4(g), respectively. The caustics arise when the classical trajectories have an envelope. By considering strain in the $p$ region for symmetric case, as shown in Fig. 4(b), in addition to the valley splitting, we also observe caustics. These can be also seen in Fig. 1. For the strained, asymmetric cases ($U_0 > 2E$, or $U_0 < 2E$) in Figs. 4(e), 4(h) we again find valley splitting and somewhat deformed pattern of caustics.
FIG. 4. Diffraction patterns of particle density for unstrained in (a), (d), (g) and valley separation due to applied strain in (b), (e), (h) near hole focal point in graphene $p$-$n$ junction. The cross section plot in (c), (f), (i) along $y$ direction at the dotted lines captures the maxima of the particle density. Here we have chosen the dimensionless parameters, $A = -0.07$, $q = 0.63$, $\iota = 0.0639$, $U_0 = 2E$ with $E = 2$ in (a), (b), (c), $E = 2$, $U_0 = 4.5$ in (d), (e), (f) and $E = 2$, $U_0 = 3.5$ in (g), (h), (i). For graphene $p$-$n$ junction, these numbers correspond to $E = 203$ meV and $L = 100$ nm.

In Figs. 5, 6, and 7, we investigate the evolution of the caustics for different magnitudes of strain. For symmetric case ($U_0 = 2E$) in Fig 5, we find that the caustics accompany the valley splitting in agreement with the diffraction patterns calculated earlier. For asymmetric case in Figs. 6 ($U_0 > 2E$) and 7 ($U_0 < 2E$), we observe the deformation

FIG. 5. Simulations of electron-hole beams trajectories for unstrained case in (a) and for strained cases (b)–(d). The dimensionless parameters for amplitudes are chosen as $A = -0.001$ in (b), $A = -0.005$ in (c) and $A = -0.02$ in (d). Other parameters are same as to Fig. 1. For $L = 100$ nm, one can map these dimensionless strain amplitude in terms of fictitious magnetic fields, $B_s = 0.1T, 0.6T, 2.3T$ in (b), (c), (d).
of caustics by the effect of strain. This deformation can be significant for larger strain \((B_s > 8T)\), resulting in the valley separation.

Finally, we note that the validity of semiclassical approximation requires electron wavelength, \(\lambda_e = 2\pi \hbar v_F / E \ll \ell_B\), where \(\ell_B = \sqrt{\hbar/eB_f}\) is the magnetic length induced by fictitious magnetic fields. For parameters chosen in our calculations, we estimate \(\lambda_e \sim \text{nm}\) and \(\ell_B \sim \mu\text{m}\) where \(E\) approximately corresponds to the Fermi energy at room temperature as in most experiments [61]. The system size is also chosen to be much larger than \(\lambda_e\). Also in the theoretical model, we neglect the valley scattering between \(K\) and \(K'\) valleys.

### B. Aharonov-Bohm phase

To study signatures of strain-induced AB-like phase, we consider strain induced by adding or removing some of graphene lattice atoms from the region shown as a filled rectangle in Fig. 2, which could be a result of a dislocation [40–43] or a line defect [44–46]. To account for the physics associated with AB phase, we write the components of effective in-plane strain in polar coordinates as

\[
\begin{align*}
    u_r &= \frac{b_r}{2\pi} (\pi - |\theta|) \text{sign } \theta, \\
    u_\theta &= \frac{b_\theta}{2\pi} (\pi - |\theta|) \text{sign } \theta,
\end{align*}
\]

where \(\theta\) is the polar angle, and \(\overrightarrow{b}\) is the Burgers vector (see Fig. 2). One can notice that the vector potential corresponding to Eqs. (12) and (13) results in an AB-like phase. When insertion in a graphene layer occurs, we get \(\overrightarrow{b} = n\overrightarrow{a}_1 + m\overrightarrow{a}_2\), where \(\overrightarrow{a}_1\) and \(\overrightarrow{a}_2\) are translation vectors of graphene lattice. In what follows, we will characterize dislocation defects by two numbers as \((n, m)\). The Berry phase corresponding to a dislocation defect then becomes [27]

\[
\Phi = K_{\pm} \cdot \overrightarrow{b},
\]

where we introduced the vectors \(K_+ = K'\) and \(K_0 = K\) to characterize the two valleys. We note here that the Berry phase flips the sign depending on the valley and only the phases given by \(2\pi/3\) or \(-2\pi/3\) can be accumulated on defects induced by dislocations [27]. We argue that other nonquantized phases may be accumulated in the setup shown in Fig. 2 while going around the origin, e.g., when the dislocation results from a chemical line defect. To account for such situations, we also consider arbitrary, nonphysical values of \(b\). Furthermore, we note that the strain-induced Berry phase can combine with the real AB phase due to a magnetic field flux [27].

We now discuss the effect of the Berry phase in the setup shown in Fig. 2. The semiclassical trajectories with \(k_y > 0\) accumulate \((+\Phi/2)\) AB-like phase but trajectories with \(k_y < 0\) accumulate \((-\Phi/2)\) AB-like phase. When the two beams are recombined at the focal point, the total wave

![Diagram](image_url)
FIG. 8. Diffraction patterns of the particle density for vanishing vector potentials (i.e., having no AB phase) in (a), π AB phase (i.e., destructive interference) in (b), and 2π AB phase (i.e., constructive interference) in (c). The cross-section plot of particle density along y direction passing through the focal point is shown in (d), which also captures the maxima of particle density in (a), (b), and (c). The dimensionless parameters are chosen as $\alpha = 0.0464$ and $U = 2E = 8$. For the case of realistic graphene $p$-$n$ junction, these dimensionless numbers correspond to $L = 200$ nm and $U_0 = 2E = 0.56$ eV.

Function has the form

$$\Psi = \psi_1 \exp(i\Phi/2) + \psi_2 \exp(-i\Phi/2),$$

(15)

where $\psi_{1/2} = G(x, x_0)(\alpha_1 \alpha_2)^T$ is the Green’s function calculated without strain. It is clear that by tuning the phase, $\Phi$, we can tune the system between destructive and constructive interference. This approach is well justified for trajectories away from the center region. Furthermore, for a typical system size the role of trajectories passing through the center is negligible. We also confirm the validity of such semiclassical approximation by performing the tight-binding simulations of transport in the presence of strain using PYBINDING [65] and KWANT [66] packages.

In Fig. 8, we plot the results of semiclassical calculations for the particle density in the vicinity of the focal point for three cases demonstrating the destructive and constructive interference: Fig. 8(a) zero flux, 8(b) π flux, and 8(c) 2π flux. Here both valleys result in the identical diffraction patterns. Evidently, we find destructive interference patterns for π AB phase, and constructive interference patterns for 2π AB phase. The phase shifts for constructive and destructive interference patterns are also reflected in Fig. 8(d). This shows that realization of AB phase in Veselago lens focusing by strain engineering is experimentally feasible. Here the constructive and destructive interference patterns can be observed by tuning mechanical properties of strain in a controllable way, for example, by controlling the chemical line defects [44–46] and dislocations [40–43].

C. Tight-binding approach

We now simulate the behavior of charge carriers in a graphene $p$-$n$ junction using a lattice model of graphene in a tight-binding approach for transport calculations implemented in the KWANT [66] package. We simulate a two-terminal system schematically shown in Fig. 9 where the injecting lead is wide enough so that the injected electrons have no valley polarization. Electrons are injected into the device through a narrow lead and then collected through a drain lead. Additional infinite leads have been connected to zigzag edges to suppress multiple scattering effects from edges [20] which should describe well larger samples. The strain is applied to the system using tools included in PYBINDING code [65].

It is customary to express transport responses in terms of the retarded (advanced) Green’s functions:

$$G^{(a)}(E) = [E - H - \Sigma^{(a)}]^{-1},$$

(16)

where the tight-binding Hamiltonian only accounts for the central region while coupling to the leads is included in the self-energy $\Sigma^{(a)}$. At zero temperature, the conductance can be calculated from the expression;

$$G = \frac{e^2}{h} \text{Tr}[\Gamma_i G^r G^a],$$

(17)

where $\Gamma_{ii}(r) = i(\Sigma_{ii}^r - \Sigma_{ii}^a)$ corresponds to the broadening due to the left (right) lead. For the purposes of demonstrating the Veselago lens effect, one can also consider the electron density response to electrons injected through a narrow lead. Here we calculate such response given by

$$\delta \rho(i) = \frac{e^2}{2\pi} \text{Tr}[G^a \Gamma_i G^r]_{ii},$$

(18)

where the trace is taken over a unit cell and the index $i$ enumerates unit cells.

In Fig. 10, we plot the local particle density calculated for the strain magnitude corresponding to a dislocation (see Fig. 2). The accumulated Berry phase, $\Phi = K_\perp \cdot b$, clearly leads to interference at the focal point of the Veselago lens. In Fig. 10(b), the (2,0) dislocation results the Berry phase $\Phi = \pm 2\pi/3$ for $K$ and $K'$ valleys. The plot is a result of superimposition of diffraction patterns from $K$ and $K'$ valleys. One can see a clear destructive interference pattern at the focal point. Finally, we also observe the recovery of the peak at the focal point for a (3,0) dislocation (not shown in the figure). Our results are consistent with the semiclassical approach, as discussed in detail in Sec. II B.
and electrons in corrugated graphene [60], which could have implications for the field of valleytronics. The valley split current can be further measured in a setup similar to Ref. [14]. We have also demonstrated how the same p-n junction can be used to study the Berry phase accumulation in a setup containing line defects and dislocations. This analog of the Aharonov-Bohm phase can be identified by observing interference patterns, and in the presence of the real magnetic field will also have additional component corresponding to the real field. Our ideas can lead to experiments in which one can map the strain by analyzing the interference patterns in electron optics devices. In addition, the signatures of Lorentz force in the trajectories of graphene holes and electrons can have implications for the field of valleytronics.
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