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ABSTRACT. In this paper, the blocking conditions are investigated in permutation flow shop, general flow shop and job shop environments, in which there are no buffer storages between any pair of machines. Based on an alternative graph that is an extension of classical disjunctive graph, a new and generic polynomial-time algorithm is proposed to construct a feasible schedule with a given job processing sequence, especially for satisfying complex blocking constraints in multi-stage scheduling environments. To highlight the state-of-the-art of the proposed algorithm, a comparative analysis is conducted in comparison to two other constructive algorithms in the literature. The comparison shows that the proposed algorithm has the following advantages: i) it is more adaptive because it can be applied to three different types of scheduling problems (i.e., permutation flow-shop, general flow-shop and job-shop) without any modifications; ii) it is able to quickly evaluate whether a schedule is feasible (acyclic) or infeasible (cyclic) through checking the availability of the topological order in a directed alternative graph model; iii) it is able to determine the critical path which is useful to design the neighborhood moves in the development of metaheuristics.

1. Introduction.

1.1. Background. Motivated by real-world applications, investigation of blocking constraints in multi-stage scheduling systems creates a relatively new research direction in scheduling theory [45, 16, 42, 4, 37, 38, 23, 17, 24, 29, 30, 50]. For example, in the chemical industry, partially-processed chemical products have to be kept in the processing machine because of temperature requirement and the lack of safe

2010 Mathematics Subject Classification. Primary: 58F15, 58F17; Secondary: 53C35.
Key words and phrases. Constructive algorithm, multi-stage scheduling, blocking, alternative graph.

This work was partially supported by the National Natural Science Foundation of China under Grant Nos. 71571032, 71531003, 71572156 and 71572030.
* Corresponding author: Shi Qiang Liu.
storage space [39]. The other example occurs in the railway industry where a train may have to hold-while-wait a railway track section until the next section on the routing becomes available [37, 38, 17, 31, 12, 36]. Another typical example arises in the healthcare industry where a patient has to remain in the pre-operative holding area (e.g., a ward bed) until the peri-operative service unit (e.g., an operating theater) becomes available [42]. One recent implementation of job shop scheduling with blocking constraints is to analyse and model the aircraft scheduling problem at busy European airport terminals [13, 49].

In multi-stage scheduling systems, there are two well-known types: job shop and flow shop. Furthermore, a flow shop is divided into two sub-types: a permutation flow shop if the same job sequence is allowed on every machine and a general (non-permutation) flow shop otherwise [32, 33, 44, 40, 11, 22, 51, 14, 2]. In a flow shop system, the operations of each job are processed on a set of machines in the same unidirectional order [2]. In comparison, the processing routes of jobs may be different in a job shop system [10, 56]. In this study, the permutation flow shop, the general flow shop and the job shop scheduling problems with blocking constraints are respectively called BPFSS, BGFSS and BJSS for ease of presentation.

1.2. Related literature. In comparison with a substantial body of knowledge in the traditional flow shop and job shop scheduling problems that neglect any buffering conditions, little research works addressed the BPFSS, BGFSS and BJSS problems. The related literature review on the BPFSS, BGFSS and BJSS problems is given as follows. McCormick et al. [39] developed a directed-graph-procedure method (see Section 3) for BPFSS based on the equivalent maximum flow and the longest path techniques. Abadi et al. [1] proposed a method to determine the makespan of a given BPFSS schedule, which was further used by Caraffa et al. [8] to develop a genetic algorithm to search the optimal makespan. Ronconi [47] improved the well-known NEH algorithm [41] to solve the BPFSS by replacing the first steps LTP rule of NEH algorithm with the MinMax and Profile Fitting rules. Ronconi [46] devised a branch-and-bound algorithm using a lower-bound determination method that exploits the blocking characteristics of BPFSS. Grabowski and Pempera [15] developed a tabu search metaheuristic algorithm to find the optimal schedule for BJSS, based on a so-called recursive-procedure method (see Section 3) for determining the makespan of a given BJSS schedule. Mascis and Pacciarelli [34] introduced some heuristic methods based on the alternative graph for BJSS by investigating dispatching rules such as Avoid Maximum Current Machine, Select Most Critical Pair, Select Most Balanced Pair, and etc. Gröflin and Klinkert [16] proposed an advanced tabu search metaheuristic algorithm for BJSS based on a generalised disjunctive graph model. Brucker and Kampmeyer [4] designed a tabu search metaheuristic algorithm for a cyclic BJSS problem. Pranzo and Pacciarelli [45] recently developed the greedy heuristics based on the alternative graph model to solve BJSS without swap-allowed and the BJSS with swap-allowed in deadlock situations.

1.3. Contribution and innovation. In the literature, most research works for the classical multi-stage scheduling problems are based on the disjunctive graph model [48, 21, 43, 3, 52, 26]. As a matter of fact, constructing a feasible solution of a multi-stage scheduling problem with blocking constraints is a challenging task. To the best of our knowledge, the development of efficient graph-based constructive algorithms for multi-stage scheduling with blocking has rarely been found in
the literature. To fill this gap, this paper aims to propose a more advanced and more generic alternative-graph-based constructive algorithm for solving the BPFSS, BGFSS and BJSS problems. To validate the state-of-the-art of the proposed approach, a comparative study is conducted by comparing two other constructive algorithms in the literature.

The remainder of this paper is outlined as follows. In Section 2, we describe this new constructive algorithm based on the alternative graph model. In Section 3, we conduct a comparative study and illustrate the results using a numerical example. The concluding remarks of this study are given in the last section.

2. An alternative-graph-based constructive algorithm.

2.1. Alternative graph. In the scheduling literature, the disjunctive graph model [48] has been extensively studied to model, analyse and solve many classical multi-stage scheduling problems. However, a strong limitation of the disjunctive graph model is that it disregards the capacities and conditions of intermediate buffers (i.e., temporary storage units) between two successive machines. To overcome this limitation, the alternative graph as an improvement of the disjunctive graph was introduced to take into account the blocking constraints [34]. In the alternative graph model, there are a set of $n$ jobs that consist of $N$ nodes (operations) $o = \{o_0, o_1, \ldots, o_n\}$ to be performed on a set of $m$ machines, where $N$ equals $n \times m + 2$. Nodes $o_0$ and $o_N$, respectively called source and sink, are dummy operations with zero processing time. There is a set of precedence relationships among each pair of operations. Different from the disjunctive graph model, the precedence relations are divided into two sets: conjunctive arcs and alternative arcs that replace disjunctive arcs. Associating a node to each operation, a multi-stage scheduling problem with blocking can be represented by the triple $G = \{O, C, A\}$ that denotes the alternative graph, which consists of a set of nodes $O$, a set of fixed-direction conjunctive arcs $C$ and a set of alternative arcs $A$. If $((o_i \rightarrow o_j), (o_h \rightarrow o_k)) \in A$, we say that $(o_i \rightarrow o_j)$ is the alternative of $(o_h \rightarrow o_k)$ and vice versa.

Two types of operations, namely ideal operation and blocking operation, should be distinguished in the alternative graph. An ideal operation is processed on a machine from its starting time to its completion time and then is able to leave this machine immediately. On the contrary, a blocking operation may have to remain on a machine even after its completion time, thus blocking this machine.

The difference between the disjunctive graph and the alternative graph is analysed in Figure 1, where

(a) The pair of disjunctive arcs $((o_i \rightarrow o_j), (o_j \rightarrow o_i))$ if both $o_i$ and $o_j$ are ideal.
(b) The pair of alternative arcs $((o_{SJ[i]} \rightarrow o_j), (o_j \rightarrow o_i))$ if $o_i$ is blocking and $o_j$ is ideal.
(c) The pair of alternative arcs $((o_i \rightarrow o_j), (o_{SJ[i]} \rightarrow o_i))$ if $o_i$ is ideal and $o_j$ is blocking.
(d) The pair of alternative arcs $((o_{SJ[i]} \rightarrow o_j), (o_{SJ[j]} \rightarrow o_i))$ if both $o_i$ and $o_j$ are blocking.

A blocking operation has the following three important attributes:

(i) a blocking operation $o_i$ of a job is primarily associated with its the same-job successor denoted as $o_{SJ[i]}$;

(ii) a blocking operation $o_i$ completed on machine $M(i)$ remains on it until the next machine (denoted as $M(SJ[i])$) becomes available for processing $o_{SJ[i]}$;
iii) the blocking time of operation \( o_i \) is no-zero if the starting time of \( o_{SJ[i]} \) is greater than the completion time of \( o_i \).

2.2. Algorithm procedure. As far as we know, efficient constructive algorithms for the BPMFSS, BPGFSS, and BJSS have rarely been explored. In this study, a new alternative-graph-based constructive algorithm is developed to construct a feasible schedule based on a given directed alternative graph, i.e., the determination of the timing information of all operations in the topological order.

The main procedure of the proposed alternative-graph-based constructive algorithm is described below:

Step 1. Construct a directed alternative graph model based on a given sequence of jobs (or a move after swapping two operations in neighborhood search if this constructive algorithm is embedded into a metaheuristic algorithm).

Step 2. Based on a directed alternative graph, set the list of predecessors and successors for each node.

Step 3. Based on the list of predecessors and successors for each node, compute the in-count value (i.e., the number of predecessors) of each node in the alternative graph.

Step 4. Based on the in-count values, determine the topological order:

Step 4.1 Select node 0 as the first node in the topological order.

Step 4.2 Decrease the in-count value for each of the immediate successor nodes of the selected node by one.

Step 4.3 Select any of the unselected nodes having a zero in-count value and put this node as the next node in the topological order. If none of the unselected nodes have a zero in-count value, stop running the algorithm as the given alternative graph is cyclic (infeasible).

Step 4.4 Repeat Steps 4.2 and 4.3 until all nodes are selected.

Step 5. For each node in the topological order:

Step 5.1 Get the index of a node (operation \( o_i \)) and the indices of its associated operations such as the same-job successor (operation \( o_{SJ[i]} \)) or the same-machine predecessor (operation \( o_{PM[i]} \)).

Step 5.2 If operation \( o_i \) is the first operation of a job, the starting time \( e_i \) of operation \( o_i \) is determined by \( e_i \leftarrow \max(0, e_{SJ[PM[i]]}) \).

Step 5.3 If operation \( o_i \) is processed on the last machine, the starting time \( e_i \) of operation \( o_i \) is determined by \( e_i \leftarrow \max(e_{PM[i]} + p_{PM[i]}, e_{PJ[i]} + p_{PJ[i]}) \).

Step 5.4 Otherwise, the starting time \( e_i \) of operation \( o_i \) is determined by \( e_i \leftarrow \max(\min(SJ[PM[i]], PJ[i]) + p_{PJ[i]}) \).

Step 6. For each node (excluding the last node) in the topological order:
Step 6.1 Get the indices of the node (operation $o_i$) and its same-job successor
(operation $o_{SJ[i]}$).

Step 6.2 Determine the completion time $c_i$ of operation $o_i$ by $c_i \leftarrow (e_i + p_i)$.

Step 6.3 Determine the blocking time $b_i$ of operation $o_i$ by $b_i \leftarrow \max(0, e_{SJ[i]} - c_i, 0)$.

Note that the proposed alternative-graph-based algorithm is a constructive algo-
rithm which aims at determining the timing information of all operations in terms
of the topological order based on a given directed alternative graph model. The
computational complexity of the alternative-graph-based algorithm is $O(N)$, where
$N$ is the number of total nodes in the graph model. Due to its efficiency, the
proposed alternative-graph-based constructive algorithm has been embedded in the
metaheuristic algorithms to solve several realistic scheduling problems with addi-
tional constraints (e.g., different release dates, setup times, buffering requirements
and etc.) in real-world applications [18, 19, 25, 27, 28].

3. A comparative study. In the literature, there are two constructive algorithms
called the directed-graph [39] and recursive-procedure [47] that can only be applied
to construct a feasible BPFSS schedule. In this section, a comparative analysis is
conducted to compare the proposed algorithm with these two approaches based on
a small-size numerical example.

Table 1. The processing times of four jobs in a numerical example

|       | $M_1$ | $M_2$ | $M_3$ |
|-------|-------|-------|-------|
| $J_1$ | $p_1=1$ | $p_8=3$ | $p_9=3$ |
| $J_2$ | $p_2=1$ | $p_9=2$ | $p_{10}=2$ |
| $J_3$ | $p_3=4$ | $p_{10}=1$ | $p_{11}=4$ |
| $J_4$ | $p_4=2$ | $p_{11}=2$ | $p_{12}=2$ |

3.1. A numerical example. The data of a BPFSS instance with four jobs and
three machines is given in Table 1. It is assumed that four jobs in this instance
have the same processing route, namely, $M_1 \rightarrow M_2 \rightarrow M_3$. Note that the processing
times of BPFSS will be kept the same to establish the data of the corresponding
BGFSS and BJSS instances.

3.2. Alternative-graph result. If the sequence of jobs is assumed as $J_2 \rightarrow J_4 \rightarrow
J_1 \rightarrow J_3$, then a directed alternative graph model for this BPFSS instance can be
drawn in Figure 2.

The detailed calculation procedure of applying the proposed constructive algo-
rithm to solve the directed alternative graph shown in Figure 1 is explained as
follows.

- In Steps 2-4, the topological order of total 14 nodes (twelve real operations plus
two dummy ones) is obtained as \{0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0\}.

- In terms of the obtained topological order, the starting time of each node can
be determined sequentially in Step 5. For example, for node 3 that is the first
operation of job 3, its starting time is determined by $e_3 = \max(0, e_{SJ[PM[3]]})$ =
1. For node 9 that is processed on the last machine, its starting time is determined by $e_9 = \max(e_{PM}[9], e_{PJ}[9], p_{PJ[9]} + p_{PP[9]}) = 10$. For node 5 that is not processed on the last machine and not the first operation of a job, its starting time is determined by $e_5 = \max(e_{SJ[PM[5]]}, e_{PJ[5]}, p_{PJ[5]}) = 6$.

- Any blocking operation can be found with the determination of its non-zero blocking time in Step 6. For example, for node 8 that is a blocking operation, its blocking time is determined in Step 6.3, i.e., $b_8 = \max(e_{SJ[8]} - c_8, 0) = 1$.

3.3. Directed-graph result. In the literature, there is a so-called directed-graph-based constructive algorithm [39] that can be applied to determine the makespan of the BPFSS. In the below, the corresponding directed graph for this numerical example is drawn in Figure 3(a)-3(b), in which this approach is able to determine the longest path through a single machine or a node.

In comparison, the notations used in the directed-graph-based constructive algorithm are more complex. In the directed graph, the given permutation sequence of jobs has to be denoted as $\{\pi_1, \pi_2, \ldots, \pi_n\}$. In addition, each node is denoted as $(\pi_j, k)$ that associates the departure time $d_{\pi_j, k}$ of an operation $o_{\pi_j, k}$ which belongs to job $\pi_j$ and is processed on machine $k \in \{0, 1, \ldots, m\}$ where machine 0 is added as a dummy machine. Most nodes have two outgoing arcs: one arc is corresponding to node $(\pi_j, k)$ with a weight equal to the processing time of $p_{\pi_j, k}$; the other arc is denoted as $(\pi_j+1, k - 1)$ with a zero weight. In addition, only three specific nodes, namely $(\pi_j, 0)$, $(\pi_j, m)$ and $(\pi_n, k)$ have one outgoing arc that respectively connects the nodes $(\pi_j, 1)$, $(\pi_j+1, m - 1)$ and $(\pi_n, k + 1)$ with weights of $p_{\pi_j, 1}$, zero and $p_{\pi_n, k+1}$.

In the directed-graph-based constructive algorithm, the length of the longest path through Machine $k$ is computed by the following equation:

$$PL(k) = \sum_{q=1}^{k} p_{\pi_1, q} + \sum_{r=2}^{n} \max(p_{\pi_r, k}, p_{\pi_{r-1}, k+1}) + \sum_{q=k+1}^{m} p_{\pi_n, q}.$$ (1)
Similarly, the length of the longest path through an operation $o_{\pi_j,k}$ is determined by the following equation:

$$PL(\pi_j,k) = \sum_{q=1}^{k} p_{\pi_1,q} + \sum_{r=2}^{j} \max(p_{\pi_r,k},p_{\pi_{r-1},k+1}) + \sum_{r=j+1}^{m} \max(p_{\pi_r,k+1},p_{\pi_{r-1},k+2}) + \sum_{q=k+2}^{m} p_{\pi_n,q}.$$  

(2)

As shown in Figure 3(a), for example, the longest path through Machine 2 is highlighted by red dot line with the length of 14 time units. In Figure 3(b), the length of the longest path through node (1, 1) is 12 time units.

$PL(k) = (p_{2,1} + p_{2,2}) + (\max(p_{3,2},p_{2,3}) + \max(p_{1,2},p_{3,3}) + \max(p_{4,2},p_{1,3})) + p_{4,3}$
advanced and more generalised constructive algorithm based on a combination of blocking constraints (i.e., BPFSS). Thus, this gap inspires us to develop a more algorithm which are just for the permutation flow shop scheduling problem with 3.5.

Three comparisons.

Step 4. Determine the blocking time of $J_j$

Step 3. Based on the obtained time information of $J_j$

Step 1. Based on the directed graph model, get the permutation sequence of jobs $\pi_1 \rightarrow \pi_2 \rightarrow \pi_3 \rightarrow J_4$, and then set $d_2,0 = 0$.

Step 2. Determine the departure times of $J_2$: $d_{2,1} = 1$; $d_{2,2} = 3, d_{2,3} = 5$.

Step 3. Based on the obtained time information of $J_2$, determine the departure times of $J_3$: $d_{3,0} = d_{2,1} = 1$; $d_{3,1} = \max(d_{3,0} + p_{3,1}, d_{2,2}) = 5$; $d_{3,2} = \max(d_{3,1} + p_{3,2}, d_{3,3}) = 6$; $d_{3,3} = d_{3,2} + p_{3,3} = 10$.

Based on the obtained time information of $J_3$, determine the departure times of $J_1$: $d_{1,0} = d_{3,1} = 5$; $d_{1,1} = \max(d_{1,0} + p_{1,1}, d_{3,2}) = 6$; $d_{1,2} = \max(d_{1,1} + p_{1,2}, d_{3,3}) = 10$; $d_{1,3} = d_{1,2} + p_{1,3} = 13$.

Based on the obtained time information of $J_1$, determine the departure times of $J_4$: $d_{4,0} = d_{1,1} = 6$; $d_{4,1} = \max(d_{4,0} + p_{4,1}, d_{1,2}) = 10$; $d_{4,2} = \max(d_{4,1} + p_{4,2}, d_{1,3}) = 13$; $d_{4,3} = d_{4,2} + p_{4,3} = 15$.

Step 4. Determine the blocking time of $J_3$: $b_{3,1} = \max(0, d_{2,2} - d_{3,0} - p_{3,3}) = 0$; $b_{3,2} = \max(0, d_{2,3} - d_{3,1} - p_{3,2}) = 0$; $b_{3,3} = \max(0, d_{2,2} - d_{3,1} - p_{3,3}) = 0$.

Determine the blocking time of $J_1$: $b_{1,1} = \max(0, d_{4,2} - d_{1,0} - p_{1,1}) = 0$; $b_{1,2} = \max(0, d_{3,1} - d_{1,1} - p_{1,2}) = 1$; $b_{1,3} = \max(0, d_{3,1} - d_{1,1} - p_{1,2}) = 1$.

Determine the blocking time of $J_4$: $b_{4,1} = \max(0, d_{1,2} - d_{4,0} - p_{4,1}) = 2$; $b_{4,2} = \max(0, d_{1,3} - d_{4,1} - p_{4,2}) = 1$.

3.4. Recursive-procedure result. Using the same notations in the directed graph, another approach is called the recursive-procedure constructive algorithm, as it recursively calculates the departure times of each job on each machine in terms of the following sequential expressions [47].

The main steps of the recursive-procedure constructive algorithm are presented below.

Recursive-procedure Constructive Algorithm

Step 1. $d_{\pi_1,0} = 0$.

Step 2. $d_{\pi_1,k} = \sum_{i=1}^{k} p_{\pi_1,i}, \forall k = 1,2,\ldots,m$.

Step 3. For $d_{\pi_1,k}$, $\forall j = 2,\ldots,n$.

Step 3.1. $d_{\pi_1,0} = d_{\pi_1-1,1}$.

Step 3.2. $d_{\pi_1,k} = \max(d_{\pi_1,k-1} + p_{\pi_1,k}, d_{\pi_1-1,k+1}), \forall k = 1,\ldots,m-1$.

Step 3.3. $d_{\pi_1,m} = d_{\pi_1,m-1} + p_{\pi_1,m}, \forall j = 1,\ldots,n$.

Step 4. $b_{\pi_1,k} = \max(0, d_{\pi_1-1,k+1} - d_{\pi_1,k-1} - p_{\pi_1,k}), \forall j = 2,\ldots,n; k = 1,\ldots,m-1$.

As above, the so-called departure time (the completion time plus blocking time) of operations in the first job on every machine are calculated first, then the second job, and so on until the last job. The makespan of a BPFSS schedule is equal to the departure time of the last node, $d_{j,m}$.

For better understanding, the detailed calculation at each step is illustrated as follows.

Step 1. Based on the directed graph model, get the permutation sequence of jobs on each machine: $J_2 \rightarrow J_3 \rightarrow J_1 \rightarrow J_4$, and then set $d_{2,0} = 0$.

Step 2. Determine the departure times of $J_2$: $d_{2,1} = 1$; $d_{2,2} = 3, d_{2,3} = 5$.

Step 3. Based on the obtained time information of $J_2$, determine the departure times of $J_3$: $d_{3,0} = d_{2,1} = 1$; $d_{3,1} = \max(d_{3,0} + p_{3,1}, d_{2,2}) = 5$; $d_{3,2} = \max(d_{3,1} + p_{3,2}, d_{3,3}) = 6$; $d_{3,3} = d_{3,2} + p_{3,3} = 10$.

Based on the obtained time information of $J_3$, determine the departure times of $J_1$: $d_{1,0} = d_{3,1} = 5$; $d_{1,1} = \max(d_{1,0} + p_{1,1}, d_{3,2}) = 6$; $d_{1,2} = \max(d_{1,1} + p_{1,2}, d_{3,3}) = 10$; $d_{1,3} = d_{1,2} + p_{1,3} = 13$.

Based on the obtained time information of $J_1$, determine the departure times of $J_4$: $d_{4,0} = d_{1,1} = 6$; $d_{4,1} = \max(d_{4,0} + p_{4,1}, d_{1,2}) = 10$; $d_{4,2} = \max(d_{4,1} + p_{4,2}, d_{1,3}) = 13$; $d_{4,3} = d_{4,2} + p_{4,3} = 15$.

Step 4. Determine the blocking time of $J_3$: $b_{3,1} = \max(0, d_{2,2} - d_{3,0} - p_{3,3}) = 0$; $b_{3,2} = \max(0, d_{2,3} - d_{3,1} - p_{3,2}) = 0$; $b_{3,3} = \max(0, d_{2,2} - d_{3,1} - p_{3,3}) = 0$.

Determine the blocking time of $J_1$: $b_{1,1} = \max(0, d_{4,2} - d_{1,0} - p_{1,1}) = 0$; $b_{1,2} = \max(0, d_{3,3} - d_{1,1} - p_{1,2}) = 1$; $b_{1,3} = \max(0, d_{3,3} - d_{1,1} - p_{1,2}) = 1$.

Determine the blocking time of $J_4$: $b_{4,1} = \max(0, d_{1,2} - d_{4,0} - p_{4,1}) = 2$; $b_{4,2} = \max(0, d_{1,3} - d_{4,1} - p_{4,2}) = 1$.

3.5. Three comparisons. There are only two above constructive algorithms (i.e., directed-graph-based constructive algorithm and recursive-procedure constructive algorithm) which are just for the permutation flow shop scheduling problem with blocking constraints (i.e., BPFSS). Thus, this gap inspires us to develop a more advanced and more generalised constructive algorithm based on a combination of
alternative graph theory and the topological-sequence algorithm. The proposed algorithm is targeted to solve three types of multi-stage scheduling problems (including non-permutation flowshop and job shop) with blocking constraints, i.e., BPFSS, BGFSS, and BJSS. Using a numerical example, three comparisons are analysed to illustrate theoretic advances of the proposed algorithm in comparison to these two constructive algorithms in the literature.

**Comparison 1** The other two constructive algorithms (i.e., the directed-graph-based constructive algorithm and the recursive-procedure constructive algorithm) are only applicable to construct the feasible schedule of the BPFSS problem. In comparison, our proposed alternative-graph-based constructive algorithm is more adaptive, because it can be applied to not only the PMFSS but also the PGFSS and the BJSS. The evidence based on a numerical example to validate this advantage is given below.

**Evidence 1** Using the same data of this BPFSS example, the BPFSS problem is changed to the corresponding BJSS problem by adjusting the machine sequence of job $J_4$ (i.e., $o_4 \rightarrow o_8 \rightarrow o_{12}$ becomes $o_4 \rightarrow o_{12} \rightarrow o_8$), as highlighted by red dotted lines. Thus, a new directed alternative graph model for this BJSS example is displayed in Figure 4. After applying the proposed alternative-graph method without any modification in the algorithm procedure, the timing information of all operations in a BJSS schedule can still be efficiently determined.

**Comparison 2** The proposed alternative-graph-based constructive algorithm is able to rapidly evaluate whether the given schedule represented by a directed alternative graph model is feasible or infeasible.

**Evidence 2** For illustration, an infeasible BGFSS schedule is drawn as a directed alternative graph in Figure 5. In Step 4 of the alternative-graph-based constructive algorithm, it is able to find that the immediate successors of operations $o_6$ and $o_3$ are respectively $o_{10}$ and $o_7$, of which the in-count values still remain non-zero after decreasing one. In this case, a deadlock situation that none of the nodes contain zero in-count value occurs, which implies that this alternative graph is cyclic (see $o_{10} \rightarrow o_7 \rightarrow o_{11} \rightarrow o_{10}$) or the schedule is infeasible.
Comparison 3 The proposed alternative-graph-based constructive algorithm can determine the critical path in the graph model. In the directed-graph-based constructive algorithm, the length values of the longest paths through a machine or a node may be smaller than the makespan, which means that these longest paths cannot guarantee to be the critical path.

Evidence 3 Note that the length of a critical path should be equal to the makespan value. As shown in Figure 3(a)-3(b), the lengths of two longest paths though Machine 2 and Node (1, 1) are 14 and 12, respectively. However, the makespan of this 4-job and 3-machine BPFSS instance is 15 indeed. For ease of comparison, the critical path of this BPFSS instance is highlighted by red dot line, as shown in Figure 6.
4. Conclusions. Contribution and innovation of this paper are concluded as follows. A new alternative-graph-based constructive algorithm is proposed to model, analyse and solve the permutation flow shop, general flow shop, and job shop scheduling with blocking constraints. The proposed alternative-graph constructive algorithm is a fundamental tool to deal with real-world multi-stage scheduling systems that must consider buffering conditions. According to this comparative study, it is summarised that the proposed alternative-graph-based constructive algorithm has the following three advantages.

i) The proposed algorithm is more adaptive because it can be applied to solve the BPFSS, BGFSS and BJSS problems without any modification in the algorithm procedure. In comparison, the other two constructive algorithms can only be used to solve the BPFSS problem.

ii) The proposed algorithm can efficiently determine the timing information of all operations as well as the critical path of which the length is equal to the makespan value. In comparison, for the directed-graph-based constructive algorithm, the length of the longest path through a machine or a node in the directed graph may be smaller than the makespan, which means that this approach cannot guarantee to find the critical path.

iii) The proposed algorithm is capable of quickly assessing whether a BGFSS or BJSS schedule is infeasible during the algorithm procedure, based on the given alternative graph model.

Regarding the future research, an important extension of this study is to embed this alternative-graph constructive algorithm into a metaheuristic algorithm with the design of specific neighborhood moves to find the near-optimal (or optimal) multi-stage schedule while satisfying the blocking constraints. More computational experiments based on the benchmark instances will be conducted to test the effectiveness and efficiency of the proposed constructive and metaheuristic algorithms, by comparing with the results obtained by the exact MIP solver such as IBM ILOG-CPLEX. The proposed constructive algorithm is promising to be applied to deal with the real-world robotic cell, railway, mining, aviation and hospital scheduling problems that actually should consider intermediate buffering conditions [24, 12, 36, 13, 49, 27, 35, 53, 54, 55, 20, 5, 9]. Moreover, the proposed approach will be extended to deal with the stochastic-version scheduling problems to minimise the discounted holding cost due to blocking conditions [6, 7].
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