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Abstract—Cell-free massive MIMO is one of the key technologies for future wireless communications, in which users are simultaneously and jointly served by all access points (APs). In this paper, we investigate the minimum mean square error (MMSE) estimation of effective channel coefficients in cell-free massive MIMO systems with massive connectivity. To facilitate the theoretical analysis, only single measurement vector (SMV) based MMSE estimation is considered in this paper, i.e., the MMSE estimation is performed based on the received pilot signals at each AP separately. Inspired by the decoupling principle of replica symmetric postulated MMSE estimation of sparse signal vectors with independent and identically distributed (i.i.d.) non-zero components, we develop the corresponding decoupling principle for the SMV based MMSE estimation of sparse signal vectors with independent and non-identically distributed (i.n.i.d.) non-zero components, which plays a key role in the theoretical analysis of SMV based MMSE estimation of the effective channel coefficients in cell-free massive MIMO systems with massive connectivity. Subsequently, based on the obtained decoupling principle of MMSE estimation, likelihood ratio test and the optimal fusion rule, we perform user activity detection based on the received pilot signals at only one AP, or cooperation among the entire set of APs for centralized or distributed detection. Via theoretical analysis, we show that the error probabilities of both centralized and distributed detection tend to zero when the number of APs tends to infinity while the asymptotic ratio between the number of users and pilots is kept constant. We also investigate the asymptotic behavior of oracle estimation in cell-free massive MIMO systems with massive connectivity via random matrix theory. Moreover, in order to demonstrate the potential performance loss of SMV based MMSE estimation, which does not employ the correlation between the received pilot signals at different APs, the multiple measurement vector (MMV) based MMSE estimation, i.e., joint MMSE estimation with pilot signals from all APs, is analyzed via numerical results. Numerical analysis shows that the theoretical analyze with our decoupling principle for the SMV based MMSE estimation of sparse signal vectors with i.n.i.d. non-zero components matches well with the numerical results.

I. INTRODUCTION

Internet-of-Things (IoT) is one of the key technologies for future wireless communications, and massive connectivity and sporadic activity are two main characteristics of these IoT networks [1], [2]. In particular, IoT networks include a large number of users. However, each user becomes active sporadically and connects to the network only when it needs to exchange information. Otherwise, it remains inactive. Therefore, at a given time instant, only a small unknown subset out of the entire set of users is active, while most of the users are inactive. Then, identifying the active users is a key requirement in IoT networks with massive connectivity, and this is also referred to as the activity detection problem. In addition to activity detection, it is also critical to estimate the channel coefficients between the active users and access points (APs).

In the literature, IoT networks with massive connectivity have been intensively studied. For instance, massive connectivity for industrial IoT networks has been addressed in [3], where the signal-to-interference ratio (SINR) and spectral efficiency (SE) under the maximum ratio (MR) or zero-forcing (ZF) decoding at the receiver are investigated for the uplink network. Massive connectivity for IoT in distributed massive MIMO networks is analyzed in [4], where the activity detection problem is addressed via the alternating direction method of multipliers (ADMM) algorithm in light-load traffic scenarios and via the dynamic clustering method in heavy-load traffic scenarios. The orthogonal matching pursuit (OMP) algorithm is used in [5] to deal with the activity detection problem, and the authors in [6] have proposed a compressed sensing Neyman-Pearson based activity detection algorithm for IoT networks with massive connectivity. Activity detection using the maximum likelihood method is investigated in [7].

Moreover, several recent studies have analyzed the joint activity detection and effective channel estimation (JADCE) in IoT networks with massive connectivity by employing the approximate message passing (AMP) algorithm. AMP algorithm can obtain the minimum mean square error (MMSE) estimate of sparse signals with tolerable complexity, and it breaks down the received signal into Gaussian noise corrupted scalar versions. Besides, the variance of the Gaussian noise in the decoupled signal can be described with the state evolution equations, facilitating the performance analysis of the AMP algorithm. With these benefits, AMP algorithm has been widely used in solving the JADCE problem in IoT networks with massive connectivity. For instance, the AMP algorithm is used in [1], [2], [8] to solve the JADCE problem in single-cell massive MIMO networks with massive connectivity, and multi-cell massive MIMO cooperative networks are analyzed with the AMP algorithm in [9]. Authors in [10], [11] focus on solving the JADCE problem via the distributed AMP algorithm. The authors in [12] have proposed a structured group...
sparsity estimation approach to solve the JADECE problem in IoT networks with massive connectivity. Furthermore, AMP algorithm has been used in [14] to solve the JADECE problem in reconﬁgurable intelligent surface (RIS) assisted massive MIMO networks with massive connectivity. In addition to the AMP algorithm, sparsity learning based methods are used in [15] to deal with the JADECE problem in grant-free massive-device multiple access system. The authors in [16] employ a compressed sensing algorithm to solve the JADECE problem for massive connectivity with 1-bit digital-to-analog converter. A turbo receiver based on the bilinear generalized approximate message passing algorithm is proposed to solve the JADECE problem for grant-free massive random access in [17].

Although AMP algorithm is efﬁcient in solving the JADECE problem, it is sensitive to the mean and condition number of the measurement matrix, which impairs the convergence property of the algorithm [18]–[20]. In order to overcome this, various modiﬁed AMP algorithms have been proposed, including mean removal AMP [20], swept AMP [21], and complex Bayesian approximate message passing (CB-AMP) algorithm [22]. Among these algorithms, CB-AMP has an improved convergence property and has state evolution equations similar to those of the AMP algorithm [23], rendering it a preferable choice to employ in diverse settings.

However, the state evolution equations of CB-AMP algorithm depend on the asymptotic mean square error of the estimated signal. Therefore, in order to theoretically analyze the performance of CB-AMP algorithm, one needs to identify the corresponding asymptotic mean square error ﬁrst. Since we consider MMSE estimation here, how to ﬁnd the asymptotic mean square error of the MMSE estimate of the sparse signal is a core problem that we need to address in this paper.

Replica method from statistical physics has been widely used to ﬁnd the asymptotic mean square error of the AMP algorithm [24], [25], and it is shown to work well empirically. With the replica method, the authors in [26] have provided a decoupling principle for the asymptotic analysis of MMSE estimation in large system limit, and the replica analysis for MMSE estimation of multimeasurement vector (MMV) problem is performed in [27]. Moreover, the asymptotic behavior of MMSE estimation for sparse signals with random matrix theory and large deviations is analyzed in [28], [29].

Cell-free massive MIMO is another promising technology for future wireless communications, in which a large number of APs are distributed in an area, and all the users are simultaneously and jointly served by the entire set of APs. The channel hardening and favorable propagation properties of cell-free massive MIMO networks are studied in [30]. The achievable rates of cell-free massive MIMO systems are investigated in [31]–[35]. Power control in cell-free massive MIMO networks is studied in [36]–[38]. Spectral and energy efﬁciency of cell-free massive MIMO networks are analyzed in [39]–[43]. We recently studied activity detection in cell-free massive MIMO systems in [44], [45] using the AMP algorithm. Cloud-RAN (cloud radio access network) is another distributed network architecture which moves computations from each AP to the baseband unit (BBU) pool [46]. Compared with Cloud-RAN, each AP in cell-free massive MIMO networks has its own signal processing ability, and the received signals at each AP can be preprocessed to reduce the transmitting overhead between APs and the central processing unit (CPU).

In this paper, we focus on the asymptotic analysis of single measurement vector (SMV) based MMSE estimation in cell-free massive MIMO systems with massive connectivity. We address the JADECE problem using the frameworks of MMSE estimation and likelihood ratio test. Prior studies on the MMSE estimation of sparse signals have developed methodologies, including a closed-form method in [47], an approximation method in [48], and AMP and CB-AMP algorithms. Since we consider cell-free massive MIMO in this paper, the non-zero components of the sparse signal vectors to be estimated are independent and non-identically distributed (i.n.i.d.). However, to the best of our knowledge, all the asymptotic analyses of the MMSE estimation with replica method in the literature focus on the sparse signal vectors with independent and identically distributed (i.i.d.) non-zero components. With i.n.i.d. non-zero components, analysis becomes more challenging. Although the authors in [47] have obtained closed-form expressions for the MMSE estimates of the sparse signals with heteroscedastic non-zero entries, there is a requirement for the measurement matrix to be unitary, while we in our setting have an underdetermined system as a result of the facts that limited number of pilots can be used, and condition of having a unitary measurement matrix cannot be satisﬁed. An approximation method for the MMSE estimation of sparse signals is provided in [48]. However, when the number of variables becomes large, the computational complexity will grow quickly and the accumulated error will be high.

Within the considered setting, our contributions in this paper can be summarized as follows:

- For the theoretical analysis, we consider the SMV based MMSE estimation, i.e., the MMSE estimation of the effective channel coefﬁcients in cell-free massive MIMO networks with massive connectivity is performed with the received pilot signals at different APs separately. For the MMV based MMSE estimation, i.e., the MMSE estimation being performed jointly with the received pilot signals at all APs, we conduct a numerical analysis and demonstrate performance differences with that of SMV based MMSE estimation via numerical results.

- Inspired by the decoupling property of replica symmetric postulated MMSE estimation for sparse signal vectors with i.i.d. non-zero components [26], [49], we establish a decoupling principle of SMV based MMSE estimation for sparse signal vectors with i.n.i.d. non-zero components, which plays a key role in our theoretical analysis of SMV based MMSE estimation in cell-free massive MIMO networks with massive connectivity.

- Using the decoupling principle, likelihood ratio test and the optimal fusion rule, we obtain detection rules for the activity of users based on the received pilot signals at only one AP, and also based on the cooperation of the received pilot signals from the entire set of APs for centralized and distributed detection.

- We determine the false alarm and miss detection probabilities of activity detection in cell-free massive MIMO
networks with massive connectivity. We show that the error probabilities of both centralized and distributed activity detection schemes tend to zero when the number of APs tends to infinity while the asymptotic ratio between the number of users and pilots is kept constant.

Moreover, we analyze oracle estimation, which provides a lower bound on the mean square error of MMSE estimation for sparse signals, as a benchmark scheme in the case of known user activities. In particular, we investigate the asymptotic behavior of oracle estimation in cell-free massive MIMO systems with massive connectivity via random matrix theory, and provide comparisons.

The organization of the remainder of this paper is as follows. System model of cell-free massive MIMO networks with massive connectivity is introduced in Section II. Several preliminary results on postulated MMSE estimation and CB-AMP algorithm are given in Section III. Oracle and SMV based MMSE estimation of sparse signals in cell-free massive MIMO networks with massive connectivity are analyzed in Section IV. The analysis of the likelihood ratio test based on the decoupling principle of the SMV based MMSE estimation for sparse signal vectors with i.n.i.d. non-zero components is conducted in Section V. And the centralized and distributed activity detection schemes based on the decoupling principle, likelihood ratio test and the optimal fusion rule are derived in Section VI. Extensions to MMV based MMSE estimation and activity detection is discussed in Section VII. Numerical results are presented in Section VIII and the paper is finally concluded in Section IX.

II. SYSTEM MODEL

We consider a cell-free massive MIMO network that consists of $M$ APs and $N$ single antenna users as depicted in Fig. 1. There is only one antenna at each AP. All the APs and users are uniformly distributed in a circular area with radius $R$, and all the APs are connected to the CPU through a backhaul network [50]. We consider sparse activity detection in the presence of massive connectivity, i.e., $N$ is very large, and among all the users, only a small fraction of them are active at a given time instant. We assume the probability of each user being active is $\lambda$, and the user activities remain the same during each channel coherence interval.

We assume flat fading channel between all the users and APs. The channel coefficient from the $i$th user to the $j$th AP is

$$g_{ij} = \beta_{ij}^{1/2} h_{ij}$$

(1)

where $\beta_{ij}$ is the large-scale fading coefficient which can be expressed as $\beta_{ij} = \min \left( \frac{d_{ij}^{-\alpha}}{d_0^{-\alpha}}, \alpha_{ij} \right)$, where $d_{ij}$ is the distance from the $i$th user to the $j$th AP, $d_0$ is the reference distance, and $\alpha$ is the path loss decay exponent [50]. As all the APs and users are uniformly distributed in a circle with radius $R$, the probability density function of $d_{ij}$ is

$$p(d_{ij}) = \frac{4d_{ij}}{\pi R^2} \left[ \cos^{-1} \left( \frac{d_{ij}}{2R} \right) - \frac{d_{ij}}{2R} \left( 1 - \frac{d_{ij}^2}{4R^2} \right)^{1/2} \right]$$

(2)

for $0 < d_{ij} < 2R$, and $p(d_{ij}) = 0$ elsewhere [51].

![Fig. 1. Cell-free massive MIMO network.](image)

We denote the probability density function of $\beta_{ij}$ by $p(\beta)$. Since $\beta_{ij}$ changes slowly over time, we assume it is known at CPU and all APs. We denote by $\beta_j \in \mathbb{R}^{N \times 1}$ the large-scale fading vector from all users to the $j$th AP. Hence, the $i$th element of $\beta_j$ equals $\beta_{ij}$. We define $\Lambda_j = \text{diag}(\beta_j)$. Furthermore, $h_{ij} \sim \mathcal{C}\mathcal{N}(0, 1)$ is the corresponding small-scale fading coefficient from the $i$th user to the $j$th AP, and all the small-scale fading coefficients are independent and identically distributed. We use $h_j$ to denote the small-scale fading coefficients from all users to the $j$th AP.

We describe the activity of the $i$th user with binary-valued $a_i$, i.e., $a_i = 1$ if the $i$th user is active, while $a_i = 0$ if it is inactive. The probability of each user being active is $\lambda$, i.e., $P(a_i = 1) = \lambda$ and $P(a_i = 0) = 1 - \lambda$. We designate the combination of the $i$th user’s activity and the channel coefficient from the $i$th user to the $j$th AP as the effective channel coefficient $b_{ij}$, i.e., $b_{ij} = a_i h_{ij}$. Additionally, we denote by $b_j = a_j h_j$ the effective small-scale fading coefficient from the $i$th user to the $j$th AP. Similarly, we use the vectors $\theta_j$ and $b_j$ to denote the effective channel coefficients and effective small-scale fading coefficients from all users to the $j$th AP. It is obvious that $\theta_j = \Lambda_j b_j$. We indicate the probability density function of $\theta_j$ as $p(\theta_j)$.

In each channel coherence interval, active users will send pilots to APs first, and then transmit messages. The pilots are used by APs to recognize the activity of the users. We assume that $L$ symbols are used for pilot transmission during each channel coherence interval. The pilot matrix is denoted by an $L \times N$ complex matrix $\Phi$, and each element of $\Phi$ is independent and circularly symmetrically distributed with zero mean and variance $\frac{1}{L}$. Then, the received pilot signal at the $j$th AP is

$$y_j = \Phi \theta_j + n_j$$

(3a)

$$= \Phi \Lambda_j^{1/2} b_j + n_j$$

(3b)
where \( n_j \in \mathcal{CN}(0, \sigma_n^2 \mathbf{I}_L) \) is the i.i.d. additive white Gaussian noise vector at the \( j \)th AP.

Finally, the aggregated received pilot signal of the entire set of APs can be expressed as

\[
\mathbf{Y} = \Phi \Theta + \mathbf{N}
\]  

(4)

where \( \Theta = [\theta_1, \theta_2, \ldots, \theta_M] \) is the effective channel matrix from all users to the entire set of APs, and \( \mathbf{N} = [\mathbf{n}_1, \mathbf{n}_2, \ldots, \mathbf{n}_M] \) is the aggregated noise matrix at all APs.

**Remark 1:** For facilitating the theoretical analysis, we consider SMV based MMSE estimation of \( \theta_j \) in (3a), although the estimation of \( \Theta \) in (3) is an MMV problem. The performance gap introduced by dividing the MMV problem into multiple SMV problems is shown via numerical results in Section VIII.

**Remark 2:** Through Section III to Section V, we consider SMV based MMSE estimation and activity detection with the received pilot signals at only one AP. For instance, if we consider the \( j \)th AP, then the large-scale fading coefficients, effective channel coefficients, effective small-scale fading coefficients, received pilot signals and noise are \( \mathbf{A}_j, \theta_j, \mathbf{b}_j, \mathbf{y}_j \) and \( \mathbf{n}_j \), respectively. For the sake of notational brevity, we omit the subscript “\( j \)” in these symbols through Section III to Section V when there is no confusion.

For the completeness of the paper, in the next section, we briefly address preliminary characterizations on SMV based postulated MMSE estimation and the CB-AMP algorithm, which will be used in our subsequent analysis.

## III. Preliminaries

Several preliminary characterizations from prior work are provided in this section. First, we introduce the decoupling principle of SMV based postulated MMSE estimation of sparse signal vectors with i.i.d. non-zero components. Then, we describe the SMV based CB-AMP algorithm for MMSE estimation of sparse signals.

### A. SMV Based Postulated MMSE Estimation

From Section II, we know that the elements of \( \mathbf{b} \) are i.i.d., and the variance of the AWGN noise at AP is \( \sigma_n^2 \). We denote the probability density function of each element of \( \mathbf{b} \) by \( p_0(b) \). Now we can express

\[
p_0(b) = (1 - \lambda) \delta(b) + \lambda \mathcal{CN}(b; 0, 1)
\]  

(5)

where \( \delta(\cdot) \) is the Dirac delta function, and \( \mathcal{CN}(x_0; c_0, d_0) \) stands for the probability density function (at point \( x_0 \)) of a circularly symmetric complex Gaussian random variable \( x \) with mean \( c_0 \) and variance \( d_0 \).

Suppose we are given the postulated prior distribution of each element of \( \mathbf{b} \) as \( p_{\text{post}}(b) \), and the postulated AWGN noise variance is \( \sigma_{\text{post}}^2 \). Then, the postulated MMSE (PMMSSE) estimate of \( \mathbf{b} \) is defined as

\[
\hat{\mathbf{b}}_{\text{mmse}}(\mathbf{y}) = E\{\mathbf{b}|\mathbf{y}; p_{\text{post}}(b), \sigma_{\text{post}}^2\}
\]  

(6)

Note that in the case in which \( p_{\text{post}}(b) = p_0(b) \) and \( \sigma_{\text{post}}^2 = \sigma_n^2 \), \( \hat{\mathbf{b}}_{\text{mmse}}(\mathbf{y}) \) is the MMSE estimate of \( \mathbf{b} \) given the received signal \( \mathbf{y} \). Thus, postulated MMSE estimation is used in this paper to aid the asymptotic analysis of SMV based MMSE estimation for sparse signal vectors with both i.i.d. and i.i.d. non-zero components.

Now, let us consider a scalar Gaussian noise corrupted received signal

\[
z = b + \sqrt{\eta} n
\]  

(7)

where \( n \sim \mathcal{CN}(0, 1) \). We define the conditional MMSE estimate of \( b \) as

\[
\hat{b}_{\text{mmse}}(n; \eta; p_{\text{post}}(b), \sigma_{\text{post}}^2) = E\{b|z; p_{\text{post}}(b), \eta\}.
\]  

(8)

Given two distributions, \( p_{\text{post}}(b) \) and \( p_{\text{post}}(b) \), and two noise levels, \( \eta_1 \) and \( \eta_2 \), we define

\[
\text{MSE} (\hat{b}_{\text{mmse}}(\mathbf{y}; \eta_1, \eta_2)) = \int |b - \hat{b}_{\text{mmse}}(\mathbf{y}; \eta_1)|^2 p(b|\mathbf{y}; \eta_2) db.
\]  

(9)

Equation (9) shows the mean square error of postulated MMSE estimation for signal distribution \( p_{\text{post}}(b) \) and noise variance \( \eta_2 \) under postulated signal distribution \( p_{\text{post}}(b) \) and postulated noise variance \( \eta_1 \). When \( p_{\text{post}}(b) = p_{\text{post}}(b) = p_0(b) \) and \( \eta_1 = \eta_2 = \sigma_n^2 \), equation (9) gives the mean square error of MMSE estimation for \( \mathbf{b} \). Then, we can obtain the decoupling principle of replica symmetric PMMSE estimation for sparse signal vectors with i.i.d. non-zero components. We present this characterization as a property below.

**Property 1** [Decoupling Principle of Replica Symmetric SMV based MMSE Estimation for Sparse Signal Vectors with i.i.d. non-zero components] [6], [29]: Consider the linear model (3b). Assume that the number of pilots used for estimation, \( L \), changes with the number of users, \( N \) (using \( L(N) \) to denote the relationship between \( L \) and \( N \)), and \( \lim_{N \to \infty} \frac{L(N)}{N} = \gamma \). Let \( \hat{b}_{\text{mmse}}(\mathbf{y}) \) be the MMSE estimate of \( \mathbf{b} \) based on the prior distribution \( p_0(b) \) and noise variance \( \sigma_n^2 \). Then, under replica symmetry, there exist effective noise levels \( \sigma^2_{\text{eff}} \) and \( \sigma^2_{p\text{-eff}} \) such that:

1. As \( N \to \infty \), the random vector \( (b_k, \beta_k, \hat{b}_{\text{mmse}}(\mathbf{y})) \) converges in distribution to the random vector \( (b, \beta, \hat{b}_{\text{mmse}}(\mathbf{y})) \). Here, \( b_k \) and \( \beta_k \) are the \( k \)th elements of \( \mathbf{b} \) and \( \hat{b}_{\text{mmse}}(\mathbf{y}) \), respectively. \( \beta_k \) is the \( k \)th diagonal element of \( \Lambda \), \( b, \beta \) and \( n \) are independent with distributions \( b \sim p_0(b) \), \( \beta \sim p(\beta) \), \( n \sim \mathcal{CN}(0, 1) \), and

\[
\hat{b}_{\text{mmse}}(\mathbf{y}) = b + \sqrt{\eta} n,
\]  

(10a)

\( \hat{b} \) is the MMSE estimate of \( \mathbf{b} \) given the received signal \( \mathbf{y} \).

2. The effective noise levels satisfy the equations

\[
\begin{align*}
\sigma^2_{\text{eff}} &= \sigma^2_n + \gamma E\{\beta \text{MSE}(p_0(b), p_0(b), \eta_p, \eta_n, z)\}, \\
\sigma^2_{p\text{-eff}} &= \sigma^2_n + \gamma E\{\beta \text{MSE}(p_0(b), p_0(b), \eta_p, \eta_n, z)\}
\end{align*}
\]  

(11a)

(11b)

where the expectations are taken over \( \beta \sim p(\beta) \) and \( z \) is generated by (10a).

Property 1 shows that the MMSE estimation of the SMV problem in (3b) can be decoupled into scalar Gaussian noise corrupted linear problems as described in (10a), and the corresponding noise variance in (10a) can be obtained by
solving the fixed point equations in (11). Then, we can readily find the MMSE estimates in (10b) and the corresponding mean square error.

**Remark 3:** Since we consider SMV based MMSE estimation in this paper, the postulated prior of \( b \) and the postulated noise level used in Property 1 are the prior distribution \( p_0(b) \) and noise variance \( \sigma_0^2 \), respectively.

**Remark 4:** In general, there may exist multiple solutions for the fixed point equations in (11). In this case, the true solution is the minimizer of a certain free energy function as described in [26].

### B. SMV Based CB-AMP Algorithm

The CB-AMP algorithm is used during numerical simulations to obtain the SMV based MMSE estimates of the sparse effective channel coefficients in cell-free massive MIMO networks. For the sake of completeness in the paper, we briefly introduce the CB-AMP algorithm proposed in [22]. We summarize the recursions of the CB-AMP algorithm in Algorithm 1 below.

**Algorithm 1** SMV based CB-AMP algorithm [22].

For the linear model in (3a) with a given pilot matrix \( \Phi \), received signal \( y \), and the prior probability function \( p(\theta) \), the CB-AMP algorithm generates a sequence of estimates \( \hat{\theta}^t \), \( \tau^t \), for \( t = 1, 2, \ldots \) through the following recursions:

1. Initialization: Set \( t = 1 \), \( \hat{\theta}^1 = \bar{\theta}, \hat{\tau}^1 = \text{var}(\theta) \), \( z^0 = 1_L \), \( p = y \), where \( \bar{\theta} \) and \( \text{var}(\theta) \) are the corresponding mean and variance for each element of \( \theta \), and \( 1_M \) is an \( 1 \times M \) vector whose elements are 1.

2. For each \( j \in [L] \) (where \([L]\) stands for the set which includes the integers from 1 to \( L \)), calculate

\[
\phi_j = \sum_i \phi_i \hat{\theta}^t_i - \frac{z_j^t}{\sigma_0^2 + z_j^2} (y_j - p_{a}^{t-1}) \quad (12b)
\]

where \( \phi_j \) is the corresponding element on the \( j \)th row and \( i \)th column of \( \Phi \).

3. For each \( i \in [N] \), calculate

\[
\tau_i^t = \left[ \sum_j \frac{|\phi_i|^2}{\sigma_0^2 + z_j^2} \right]^{-1} \quad (13a)
\]

\[
\hat{\tau}_i^t = \hat{\theta}_i^t + \tau_i^t \sum_j \phi_i \frac{(y_j - p_{a}^{t-1})}{\sigma_0^2 + z_j^2} \quad (13b)
\]

\[
\Lambda_i^t = \text{var}(\tau_i^t) \quad (13c)
\]

Then let \( t \leftarrow t + 1 \), and return to step (2) and repeat until a sufficient number of iterations have been performed or a given termination condition is satisfied.

Considering the AWGN output channel and the recursions of the CB-AMP algorithm, the estimated signal is decoupled into scalar AWGN Gaussian noise corrupted signals, i.e.,

\[
\hat{s}^t_i = \theta_i + \sqrt{\xi^t_i n} \quad (14)
\]

where \( \xi^t \) is the variance of the corrupting noise, and it satisfies the following state evolution equation [22]:

\[
\xi^{t+1} = \sigma_0^2 + \gamma E \left\{ \left| \theta_i - \hat{\theta}_i^t \right|^2 \right\} \quad (15)
\]

The MMSE estimates of \( \hat{\theta}_i^t \) given \( \hat{s}^t_i \) for the linear model in (14) is

\[
\hat{\theta}_i^t \left( \hat{s}^t_i, \xi^t, \lambda, \beta \right) = E \left\{ \hat{\theta}_i^t | \hat{s}^t_i, \xi^t, \lambda, \beta \right\} \quad (16)
\]

where

\[
G \left( \hat{s}^t_i, \xi^t, \lambda, \beta \right) = \frac{1}{1 + \frac{(1-\lambda)(\beta_i + \xi^t)}{\lambda^2}} \exp \left( \frac{-\beta_i |\hat{s}^t_i|^2}{\xi^t(\beta_i + \xi^t)} \right) \quad (17)
\]

Then we can obtain the MMSE estimate of \( \hat{\theta}_i^t \) as

\[
g_{in}(\hat{s}^t_i, \xi^t) = \hat{\theta}_i^t \left( \hat{s}^t_i, \xi^t, \lambda, \beta \right) \quad (18)
\]

**IV. SMV Based MMSE Estimation in Cell-Free Massive MIMO Networks with Massive Connectivity**

In this paper, we focus on the asymptotic analysis of SMV based MMSE estimation for sparse signal vectors with i.i.d. non-zero components, which is the case for the linear model in (3a). Since it is challenging to find closed-form results, CB-AMP is an efficient algorithm to acquire the MMSE estimate of \( \theta_j \) numerically. However, to the best of our knowledge, there is no previous work which has focused on the asymptotic analysis of this setting. Several previous studies in the literature addressed the asymptotic analysis of SMV based MMSE estimation for sparse signal vectors with i.i.d. non-zero components. In order to use these results, we need to convert the problem in (3a) into (3b), in which case the unknown sparse vector \( b_j \) has i.i.d. non-zero components. On the other hand, in the same situation with (3a), it is challenging for us to find a closed-form MMSE estimate of \( b_j \) in (3b), and CB-AMP is an efficient algorithm to be considered. However, CB-AMP has strict requirements on the structure of the measurement matrix to ensure that the algorithm works [22], [23]. For a given pilot matrix \( \Phi \), the equivalent measurement matrix in (3b) is \( \Phi A_j \) as we consider only \( y_j \) for SMV based MMSE estimation when seeking to estimate \( b_j \). Since the elements of \( A_j \) are random variables,
it is difficult to control the structure of $\Phi \Lambda_j$ to meet the measurement matrix requirements of the CB-AMP algorithm. Thus, it is challenging to find the MMSE estimate of $b_j$ in (3b) numerically with the CB-AMP algorithm. In summary, we can not perform asymptotic and numerical analysis with the same linear model, i.e., linear model in (3a) is suitable for numerical analysis but challenging for asymptotic analysis, while (3b) is challenging for numerical analyze but suitable for asymptotic analysis.

In this section, by considering the relationship between the MMSE estimate of unknown vectors in (3a) and (3b), we arrive at a decoupling principle as represented in Property 2, with which we can perform asymptotic analysis on the MMSE estimate of $\theta_j$ in (3a). Then, the asymptotic and numerical analyses can be performed within the same linear model (3a), facilitating the performance analysis on SMV based MMSE estimation for sparse signal vectors with i.i.d. non-zero components (the case of cell-free massive MIMO being included), and also the likelihood ratio test in the following sections.

Initially, to provide a benchmark, we analyze the “oracle estimation” with which the MMSE estimation is performed using the linear model (3a) under the idealistic assumption that the support of the users (i.e., their being active or inactive) is known at the APs. With the prior information on user support, it is obvious that the oracle estimation leads to a lower bound on the mean square error of MMSE estimation using the linear model (3a) with unknown user support. Additionally, the asymptotic analyze of oracle estimation is performed with random matrix theory.

In order for the simplicity of descriptions, we define several notations first. Let us denote the user activity support of matrices consisting of the columns of $\mathbf{b}$ using the linear model (3a) under the idealistic assumption that the MMSE estimation is performed with the CB-AMP algorithm. In summary, we can not perform asymptotic and numerical analysis with the same linear model, i.e., linear model in (3a) is suitable for numerical analysis but challenging for asymptotic analysis, while (3b) is challenging for numerical analyze but suitable for asymptotic analysis.

Assume $s^*$ is known at all APs. Then, similar to (3a),

$$p(y|s^*, \theta_{s^*}) = \frac{1}{\pi \sigma_0^2} \exp \left(-\frac{||y - \Phi_{s^*} \theta_{s^*}||^2}{\sigma_0^2}\right)$$

and

$$p(\theta_{s^*}) = \frac{1}{|A_{s^*}|} \exp \left(-\beta H_{\Phi s^*} A_{s^*}^{-1} \theta_{s^*}\right)$$

where $|s^*|$ stands for the cardinality of $s^*$, and $|A_{s^*}|$ denotes the determinant of $A_{s^*}$. Therefore, the oracle estimate is

$$\hat{\theta}_{\text{oracle}} = \int \theta_{s^*} p(\theta_{s^*}|\Phi_{s^*}, y) d\theta_{s^*} = (\Phi_{s^*}^H \Phi_{s^*} + \sigma_0^2 A_{s^*}^{-1})^{-1} \Phi_{s^*}^H y$$

and the corresponding mean square error is

$$MSE_{\text{oracle}} = \frac{1}{N} \text{tr} \left( \left( \frac{1}{\sigma_0^2} \Phi_{s^*}^H \Phi_{s^*} + A_{s^*}^{-1} \right)^{-1} \right)$$

where $\text{tr}()$ is the trace operator. Now, let us consider the asymptotic behavior of the mean square error of the oracle estimate, i.e., determine $MSE_{\text{oracle}} = \lim_{N \to \infty} MSE_{\text{oracle}}$, where $m^* = \lim_{N \to \infty} \frac{|s^*|}{N}$. Recall that the elements of $\Phi_{s^*}$ are i.i.d. with zero mean and variance $1/L$. Then we can obtain

$$R_{\Phi_{s^*}}(z) = \frac{1}{\sigma_0^2} - m^* \gamma z$$

where $R_{X}(\cdot)$ is the R-transform of random matrix $X$.

Via random matrix theory, the $\eta$-transform of $A_{s^*}^{-1}$ is

$$\eta_{A_{s^*}^{-1}}(\gamma) = E \left( \frac{\beta}{\beta + \gamma} \right)$$

where $\beta$ is a random variable that has the same distribution as the diagonal elements of $A_{s^*}$, and $\gamma > 0$. Using the relationship between R-transform and $\eta$-transform, we can obtain

$$R_{A_{s^*}^{-1}}(z) = -\frac{1}{\gamma} - \frac{1}{z}$$

where

$$z = -\gamma \eta_{A_{s^*}^{-1}}(\gamma).$$

Let us define $F_{s^*} = \frac{1}{\sigma_0^2} \Phi_{s^*}^H \Phi_{s^*} + A_{s^*}^{-1}$. Since $\frac{1}{\sigma_0^2} \Phi_{s^*}^H \Phi_{s^*}$ is unitarily invariant and $A_{s^*}^{-1}$ is a deterministic matrix with bounded eigenvalues, $\frac{1}{\sigma_0^2} \Phi_{s^*}^H \Phi_{s^*}$ and $A_{s^*}^{-1}$ are asymptotically free. Thus,

$$R_{F_{s^*}}(z) = \frac{1}{\sigma_0^2} - m^* \gamma z$$

and

$$S_{F_{s^*}}^{-1}(z) = \frac{1}{\sigma_0^2} - m^* \gamma z - \frac{1}{\gamma}$$

where $S_X^{-1}(\cdot)$ stands for the inverse of Stieltjes transform of the random matrix $X$. Setting $S_{F_{s^*}}^{-1}(-\gamma_0) = 0$, we can obtain

$$E \left( \frac{\beta}{\beta + \gamma_0} \right) = \frac{s_0 - \sigma_0^2}{m^* \gamma \gamma_0}$$

Then, with the definition of Stieltjes transform, we have

$$1/m^* MSE_{\text{oracle}} = \lim_{|s^*| \to \infty} \frac{1}{|s^*|} \text{tr} \left( \left( \frac{1}{\sigma_0^2} \Phi_{s^*}^H \Phi_{s^*} + A_{s^*}^{-1} \right)^{-1} \right)$$

$$= S_{F_{s^*}}(0)$$

$$= S_{F_{s^*}}(S_{F_{s^*}}^{-1}(-\gamma_0))$$

$$= -\gamma_0$$

$$= s_0 \eta_{A_{s^*}^{-1}}(\gamma_0)$$

$$= \frac{s_0 - \sigma_0^2}{m^* \gamma}$$

where $S_X(\cdot)$ is the Stieltjes transform of random matrix $X$, and $\gamma_0$ can be obtained via the fixed point equation (20).

In this paper, we consider the scenario in which the users are active independently with the same probability $\lambda$. Therefore,
\[ \lambda = \lim_{N \to \infty} \frac{|s|^2}{N} = m^* \]. Thus, the asymptotic mean square error of the oracle estimation is

\[ \text{MSE}_{\text{oracle}, \lambda} = \text{MSE}_\lambda = \frac{\varsigma^* - \sigma_0^2}{\gamma} \quad (31) \]

where \( \varsigma^* \) is the solution of the fixed point equation

\[ E \left\{ \frac{\beta}{\beta + \varsigma^*} \right\} = \frac{\varsigma^* - \sigma_0^2}{\lambda \gamma \varsigma^*}. \]

**B. SMV Based MMSE Estimation**

In this subsection, we focus on the asymptotic analysis of SMV based MMSE estimation for sparse signal vectors with i.i.d. non-zero components, which is the statistical description of linear model (3a). By comparing the formulas for the MMSE estimate of unknown vectors in (3a) and (3b), we find a closed-form relationship between the MMSE estimates of \( \theta \) and \( \beta \). Inspired by the decoupling principle in Property 1 for (3b), we propose a similar decoupling principle for the linear model (3a) as represented in Property 2. Finally, we arrive at two different methods to compute the effective noise level \( \sigma_{\text{eff}} \) for the MMSE estimates of linear model (3a).

The SMV based MMSE estimator for the unknown vector in linear model (3a) is

\[ \hat{\theta}_{\text{mmse}} = \sum_{s \in \{0,1\}^N} p(s|y) \hat{\theta}_s \quad (32) \]

where \( p(s|y) \) is the conditional probability that the user’s activity supports equals \( s \), and

\[ \hat{\theta}_s = (\mathbf{F}_s^H \mathbf{F}_s + \sigma_0^2 \Lambda_s^{-1})^{-1} \mathbf{F}_s^H \mathbf{y}. \quad (33) \]

Similarly, the MMSE estimator for the unknown vector in linear model (3b) is

\[ \hat{\beta}_{\text{mmse}} = \sum_{s \in \{0,1\}^N} p(s|y) \hat{\beta}_s \quad (34) \]

and

\[ \hat{\beta}_s = (\Lambda_s^{1/2} \mathbf{F}_s^H \mathbf{F}_s \Lambda_s^{1/2} + \sigma_0^2 I_{|s|})^{-1} \Lambda_s^{1/2} \mathbf{F}_s^H \mathbf{y} = \Lambda_s^{-1/2} (\mathbf{F}_s^H \mathbf{F}_s + \sigma_0^2 \Lambda_s^{-1})^{-1} \mathbf{F}_s^H \mathbf{y}. \quad (35) \]

For a given received signal \( y \), we have the same \( p(s|y) \) in (32) and (34), and \( \hat{\theta}_s = \Lambda_s^{1/2} \hat{\beta}_s \). Therefore,

\[ \hat{\theta}_{\text{mmse}} = \Lambda_s^{1/2} \hat{\beta}_{\text{mmse}}. \quad (36) \]

Decoupling principle in Property 1 indicates that the MMSE estimate for linear model (3b) can be decomposed into Gaussian noise corrupted scalar models described in (10a). As a result of the relationship in (36), it is natural for us to consider using \( z_{1,\text{mmse}} = \sqrt{\beta} z_{\text{mmse}} \) to describe the decoupling property of the MMSE estimate for linear model (3a), i.e.,

\[ z_{1,\text{mmse}} = \theta + \sigma_{\text{eff}} \beta. \quad (37) \]

Now, let us try to verify the assumption of (37) via the MMSE estimates of the scalar linear models in (10a) and (37). With the result in (16), it is easy for us to obtain that

\[ \hat{\beta}_{\text{mmse}} = G \left( |z_{\text{mmse}}|^2; \eta, \lambda, 1 \right) \frac{z_{\text{mmse}}}{1 + \eta}, \quad (38) \]

where \( \hat{\beta}_{\text{mmse}} = G \left( |z_{\text{mmse}}|^2; \eta, \lambda, 1 \right) \frac{z_{\text{mmse}}}{1 + \eta}, \quad (39) \)

and

\[ G \left( |z_{\text{mmse}}|^2; \sigma_{\text{eff}}^2, \lambda, \beta \right) = G \left( |z|^2; \eta, \lambda, 1 \right) \quad (40) \]

when \( z_{1,\text{mmse}} = \sqrt{\beta} z_{\text{mmse}} \). Therefore,

\[ \hat{\theta}_{\text{mmse}} = \sqrt{\beta} \hat{\theta}_{\text{mmse}}, \quad (41) \]

which is consistent with the relationship in (36) and verifies our assumption of using (37) to describe the decoupling property of the MMSE estimate for linear model (3a).

Combining (36), (37) and Property 1, we conclude that the MMSE estimator of linear model (3a) breaks down the received signal into Gaussian noise corrupted versions as described in (37), and the parameter \( \sigma_{\text{eff}} \) satisfies the fixed point equations in (11). We call this property as the decoupling principle of the MMSE estimation of linear model (3a) and summarize it in Property 2 as follows:

**Property 2** [Decoupling Principle of Replica Symmetric SMV based MMSE Estimation for Sparse Signal Vectors with i.i.d. non-zero Components]: Consider the linear model in (3a), where \( \theta = \Lambda \beta \), \( \Lambda \) is a diagonal matrix whose diagonal elements (denoted by the random variable \( \beta \)) are i.i.d. distributed with distribution \( \beta \sim p(\beta) \). The elements of \( \beta \) are i.i.d. distributed with distribution \( \beta \sim p_0(\beta) \). Assume that the number of pilots used for estimation, \( L \), and the number of users, \( N \), satisfy the conditions as described in Property 1. Let \( \hat{\theta}_{\text{mmse}}(y) \) be the MMSE estimate of \( \theta \). Then, under replica symmetry, as \( N \to \infty \), the random vector \( (\hat{\theta}_{k,\text{mmse}}, \beta_{k,\text{mmse}}) \) converges in distribution to the random vector \( (\theta, \beta, \hat{\theta}) \). Here, \( \theta_k \) and \( \beta_{k,\text{mmse}} \) are the kth elements of \( \theta \) and \( \theta_{\text{mmse}}(y) \), respectively. \( \beta_k \) is the kth diagonal element of \( \Lambda \), \( \beta \) and \( n \) are independent with distributions \( \beta \sim p_0(\beta), \beta \sim p(\beta), n \sim CN(0,1) \). There exist effective noise levels \( \sigma_{\text{eff}}^2 \) and \( \sigma_{p-\text{eff}}^2 \) such that:

\[ z_{1,\text{mmse}} = \theta + \sigma_{\text{eff}} \beta, \quad (42a) \]

\[ \hat{\theta} = \sqrt{\beta} \hat{\theta}_{\text{mmse}}(z_{1,\text{mmse}}; p_0(\beta), \eta_p), \quad (42b) \]

where \( \eta_p = \frac{\sigma_{\text{eff}}^2}{\beta} \). The effective noise levels \( \sigma_{\text{eff}}^2 \) and \( \sigma_{p-\text{eff}}^2 \) satisfy the fixed point equations in (11).

**Proof:** From the results in Property 1, we can acquire that as \( N \to \infty \), the random vector \( (\hat{\theta}_{k,\text{mmse}}, \beta_{k,\text{mmse}}) \) converges in distribution to the random vector \( (\theta, \beta, \hat{\theta}) \), and the scalar Gaussian noise corrupted \( \theta \) can be expressed as \( z_{\text{mmse}} = \theta + \sigma_{\text{eff}} \beta \). As noted above, the MMSE estimates \( \hat{\theta}_{\text{mmse}} \) and \( \beta_{\text{mmse}} \) have the relationship \( \hat{\theta}_{\text{mmse}} = \sqrt{\beta} \beta_{\text{mmse}} \) when the scalar versions of Gaussian noise corrupted \( \theta \) and \( b \), which are denoted as \( z_{1,\text{mmse}} \) and \( z_{\text{mmse}} \), have the relationship \( z_{1,\text{mmse}} = \sqrt{\beta} z_{\text{mmse}} \). Therefore, when the decoupled scalar Gaussian noise corrupted \( \theta \) is expressed as \( z_{1,\text{mmse}} = \sqrt{\beta} z_{\text{mmse}} = \theta + \sigma_{\text{eff}} \beta \), the random vector \( (\hat{\theta}_{k,\text{mmse}}, \beta_{k,\text{mmse}}) \) converges in distribution to the random vector \( (\theta, \beta, \sqrt{\beta}) \) as \( N \to \infty \), which has the same distribution as that of the random vector \( (\theta, \beta, \hat{\theta}) \). Hence, we have convergence in distribution to \( (\theta, \beta, \hat{\theta}) \). Hence, Property 2 follows from Property 1. For details on the proof of Property 1, we refer to [26].
Similar to Property 1, Property 2 shows that the MMSE estimation of the SMV problem in (3a) can be decoupled into scalar Gaussian noise corrupted linear problems as represented in (42a), and the corresponding noise variance in (42a) can be obtained by solving the fixed point equations in (11). Then it becomes obvious to find the MMSE estimates in (42b) and the corresponding mean square error.

Now, we seek to find the value of $\sigma_{\text{eff}}$. Note that we can determine $\sigma_{\text{eff}}$ by solving the fixed point equations in (11). We refer to this method as Property 1-$\sigma_{\text{eff}}$. The PMMSE estimator in (10b) is

$$\tilde{b}_{\text{scalar}}(z;p_0(b),\eta_p) = G\left(|z|^2;\eta_p,\lambda,1\right)\frac{z}{1+\eta_p}.$$  \hfill (43)

Then, with (43), the mean square error in (11b) is

$$\text{MSE} (p_0(b),p_0(b),\eta_p,\eta,z) = \int \left| b - \tilde{b}_{\text{scalar}}(z;p_0(b),\eta_p) \right|^2 p(b|z;p_0(b),\eta_p) \, db$$

$$= \lambda \left[ 1 - \frac{\eta_p}{1+\eta_p} (1+\eta_p)(1-\lambda) \frac{1}{\lambda \eta_p} \right]$$

where

$$\omega(a,b) = \int_0^\infty \frac{te^{-bt}}{1+ae^{-t}} \, dt.$$  \hfill (44)

Following the same procedure as in Property 1-$\sigma_{\text{eff}}$, we can obtain the mean square error in (11a) as

$$\text{MSE} (p_0(b),p_0(b),\eta_p,\eta) = \int \left[ b - \tilde{b}_{\text{scalar}}(z;p_0(b),\eta_p) \right]^2 p(b|z;p_0(b),\eta) \, db$$

$$= \lambda \left[ 1 - \frac{2\eta_p^2(1+\eta_p)}{(1+\eta)^2} \omega(\eta_p,\eta) + \frac{\eta_p^2}{1+\eta} \omega_2(\eta_p,\eta) \right]$$

where

$$\omega_2(a,b,c) = \int_0^\infty \frac{te^{-bt}(1-c-e^{-dt})}{(1+ae^{-t})^2} \, dt,$$

$$\tilde{\alpha} = \frac{(1+\eta_p)(1-\lambda)}{\lambda \eta_p},$$

$$\tilde{\eta} = \frac{\eta_p(1+\eta_p)}{1+\eta},$$

$$\tilde{\omega} = \frac{(1+\eta)(1-\lambda)}{\lambda \eta},$$

$$\tilde{d} = \tilde{\eta}/\eta.$$  \hfill (45)

Then, we determine $\sigma_{\text{eff}}$ by substituting (44), (45) and the distribution of $\beta$ into the fixed point equations in (11).

With the CB-AMP algorithm and also the theoretical result in (42a), we have another approach to obtain $\sigma_{\text{eff}}$, specifically by using the state evolution equation (15). When the CB-AMP algorithm converges, the noise variance in (14) should satisfy $\xi^{t+1} = \xi^t$. Therefore, $\sigma^2_{\text{eff}}$ satisfies the fixed point equation

$$\sigma^2_{\text{eff}} = \sigma_0^2 + \gamma E\left\{ \hat{\theta} - \hat{\theta}_{\text{MMSE}} \right\}^2$$

where $\hat{\theta}_{\text{MMSE}}$ is given in (49). Therefore, we can obtain $\sigma_{\text{eff}}$ by solving the fixed point equation (46). We call this method as State-$\sigma_{\text{eff}}$.

The mean square error of the MMSE estimate for the linear model (32) is

$$E\left\{ \left| \hat{\theta} - \hat{\theta}_{\text{MMSE}} \right|^2 \right\} = \lambda \left( E(\beta) - \int_{\beta_{\text{min}}}^{\beta_{\text{max}}} \int_0^\infty f(\sigma_{\text{eff}},\beta,t) \, dt \, d\beta \right)$$

where

$$f(\sigma_{\text{eff}},\beta,t) = \frac{\lambda p(\beta) e^{-t\sigma^2_{\text{eff}}/\beta}}{(\frac{\beta}{\sigma_{\text{eff}}} + 1)^2 (\frac{\lambda}{\beta_{\text{eff}}} + \frac{(1-\lambda)e^{-t}}{\sigma_{\text{eff}}^{\beta}})},$$

$$\beta_{\text{min}} = (2R)^{-\alpha}, \text{ and } \beta_{\text{max}} = d_0^{-\alpha}.$$  \hfill (47)

By now, we have introduced the Property 1-$\sigma_{\text{eff}}$ and State-$\sigma_{\text{eff}}$ method to compute the effective noise level $\sigma_{\text{eff}}$ in (42a). Although derived with the state evolution equations of the CBAMP algorithm, the set up of State-$\sigma_{\text{eff}}$ method is conditioned on the theoretical result in (42a) which is introduced by the decoupling principle. In other words, decoupling principle in Property 2 provides the theoretical basis for the asymptotic analysis of SMV based MMSE estimation for sparse signal vectors with i.n.i.d. non-zero components in this paper, including both Property 1-$\sigma_{\text{eff}}$ and State-$\sigma_{\text{eff}}$ method, and the likelihood ratio test introduced in the following sections.

Since the mean square error $E\left\{ \left| \hat{\theta} - \hat{\theta}_{\text{MMSE}} \right|^2 \right\}$ monotonically increases with $\sigma_{\text{eff}}$ (53), there exists at most one solution for the fixed point equation (46). However, the fixed point equations in (11) may have multiple solutions. Therefore, unlike in the State-$\sigma_{\text{eff}}$ method, we may need to search for the true solution among several values to find $\sigma_{\text{eff}}$ when Property 1-$\sigma_{\text{eff}}$ method is used. Thus, State-$\sigma_{\text{eff}}$ method leads to a more efficient numerical evaluation in computing $\sigma_{\text{eff}}$, compared with the Property 1-$\sigma_{\text{eff}}$ method, while the set up of the former is conditioned on the theoretical result which is introduced by the decoupling principle (facilitating the theoretical analysis that lead to the latter method).

V. LIKELIHOOD RATIO TEST WITH SMV BASED MMSE ESTIMATION

In this section, we consider the activity detection problem based on the received signal at only one AP. From the previous section, we know that the MMSE estimation breaks down the received signal of the linear model (3a) into Gaussian noise corrupted scalar versions described in (42a). Then, we can obtain the corresponding likelihood functions as follows:

$$p(z_1|a = 1) = \frac{1}{\pi(\beta + \sigma^2_{\text{eff}})} \exp\left( -\frac{|z_1|_{\text{MMSE}}^2}{\beta + \sigma^2_{\text{eff}}} \right),$$  \hfill (48)

$$p(z_1|a = 0) = \frac{1}{\pi\sigma^2_{\text{eff}}} \exp\left( -\frac{|z_1|_{\text{MMSE}}^2}{\sigma^2_{\text{eff}}} \right).$$  \hfill (49)
Now, the likelihood ratio is
\[
R(z_{1}^{{\text{mmse}}}) = \frac{p(z_{1}^{{\text{mmse}}}|a = 1)}{p(z_{1}^{{\text{mmse}}}|a = 0)} = \frac{\sigma_{\text{eff}}^{2}}{\beta + \sigma_{\text{eff}}^{2}} \exp \left( \frac{\beta |z_{1}^{{\text{mmse}}}|^{2}}{\sigma_{\text{eff}}^{2}(\beta + \sigma_{\text{eff}}^{2})} \right). \tag{50}
\]

Finally, we can obtain the likelihood ratio test rule
\[
R(z_{1}^{{\text{mmse}}}) = \frac{1}{a = 0} - \frac{1}{\lambda}. \tag{51}
\]

After some algebraic operations, we have the following threshold detection rule:
\[
|z_{1}^{{\text{mmse}}}|^{2} \geq \frac{1}{\lambda} \exp \left( \frac{\beta}{\sigma_{\text{eff}}^{2}} \right) \tag{52}
\]

Then, the false alarm probability is
\[
P_{F} = E \left\{ \exp \left( -\frac{1}{\lambda} \left( \frac{\sigma_{\text{eff}}^{2}}{\beta + \sigma_{\text{eff}}^{2}} \right) \right) \right\} \tag{53}
\]
and the miss detection probability is
\[
P_{M} = 1 - E \left\{ \exp \left( -\frac{1}{\lambda} \left( \frac{\sigma_{\text{eff}}^{2}}{\beta + \sigma_{\text{eff}}^{2}} \right) \right) \right\} \tag{54}
\]
where the expectation is over the large-scale fading coefficient \( \beta \). Finally, the error probability is
\[
P_{\text{err}} = (1 - \lambda)P_{F} + \lambda P_{M}. \tag{55}
\]

VI. ACTIVITY DETECTION WITH SMV BASED MMSE ESTIMATION IN CELL-FREE MASSIVE MIMO NETWORKS

In this section, we consider activity detection in cell-free massive MIMO systems with massive connectivity based on the cooperation of received pilot signals at the entire set of APs. As noted before, with the CB-AMP algorithm, we can obtain the SMV based MMSE estimates of the effective channel coefficients from all users to every AP, and the received pilot signals at each AP are decomposed into scalar Gaussian noise corrupted versions which can be expressed as
\[
z_{i}^{{\text{mmse}}} = \theta_{i} + \sigma_{\text{eff}}n_{i}. \tag{56}
\]

Within this cooperative framework, there are two different approaches, namely, centralized and distributed activity detection. In the centralized detection method, received pilot signals at all APs are transmitted to the CPU, and the decisions on the activity of all users are made based on all received pilot signals. In the distributed detection method, each AP makes its own decisions on the activity of all users based on its own received pilot signals, and subsequently the decisions and the corresponding detection reliabilities are transmitted to the CPU. The final decisions on the activity of all users are made at CPU based on the decisions from all APs while taking into account corresponding detection reliabilities.

A. Centralized Activity Detection

We denote the decoupled Gaussian noise corrupted signal of the MMSE estimate of the effective channel coefficients from the \( i \)-th user to all the APs as \( z_{i}^{{\text{mmse}}} \in \mathbb{C}^{1 \times M} \), which can be expressed as
\[
z_{i}^{{\text{mmse}}} = \theta_{i} + \sigma_{\text{eff}}n_{i}. \tag{57}
\]

As also done in [1] and [2], we assume that each component of the noise vector \( n_{i} \) is independent of other components. Note that the probability density function of \( \theta_{i} \) is
\[
p(\theta_{i}) = (1 - \lambda)\delta(\theta_{i}) + \lambda CN(0, \Lambda_{i}), \tag{58}
\]
and the conditional probability density functions of \( z_{i}^{{\text{mmse}}} \) are
\[
p(z_{i}^{{\text{mmse}}}|a_{i} = 0) = \frac{1}{\pi^{M} \sigma_{\text{eff}}^{2M}} \exp \left( -|z_{i}^{{\text{mmse}}}|^{2}/\sigma_{\text{eff}}^{2} \right) \tag{59}
\]
and
\[
p(z_{i}^{{\text{mmse}}}|a_{i} = 1) = \frac{1}{\pi^{M} \sigma_{\text{eff}}^{2M}} \exp \left( -z_{i}^{{\text{mmse}}} \Sigma_{i}^{-1} (z_{i}^{{\text{mmse}}})^{H} \right), \tag{60}
\]
where \( \Sigma_{i} = \Lambda_{i} + \sigma_{\text{eff}}^{2} I_{M} \). Then we can obtain the probability density function
\[
p(z_{i}^{{\text{mmse}}}) = (1 - \lambda) p(z_{i}^{{\text{mmse}}}|a_{i} = 0) + \lambda p(z_{i}^{{\text{mmse}}}|a_{i} = 1). \tag{61}
\]

Note that the conditional probability density function is given by
\[
p(z_{i}^{{\text{mmse}}}|\theta_{i}) = \frac{1}{\pi^{M} \sigma_{\text{eff}}^{2M}} \exp \left( -|z_{i}^{{\text{mmse}}} - \theta_{i}|^{2}/\sigma_{\text{eff}}^{2} \right). \tag{62}
\]

Then we can obtain the posterior conditional probability density function as
\[
p(\theta_{i}|z_{i}^{{\text{mmse}}}) = \frac{p(z_{i}^{{\text{mmse}}}|\theta_{i})p(\theta_{i})}{p(z_{i}^{{\text{mmse}}})}. \tag{63}
\]

Finally, we can express the MMSE estimate of \( \theta_{j} \) as
\[
\hat{\theta}_{i}^{{\text{mmse}}} = E \{ \theta_{i}|z_{i}^{{\text{mmse}}} \} = \frac{z_{i}^{{\text{mmse}}} (\sigma_{\text{eff}}^{2} \Lambda_{i}^{-1} + I_{M})^{-1}}{1 + \frac{(1 - \lambda) \Sigma_{i}}{\lambda \sigma_{\text{eff}}^{2}} \exp (-M (\zeta_{i} - \kappa_{i}))} \tag{64}
\]

It is obvious that the elements of \( \hat{\theta}_{i}^{{\text{mmse}}} \) are same with \( \hat{\theta}_{i}^{{\text{mmse}}} \) obtained in (39) with the scalar Gaussian noise corrupted linear model. Since the channel coefficients are independent of each other, \( \Sigma_{j} \) is a diagonal matrix. Thus,
\[
\hat{\theta}_{i}^{{\text{mmse}}} = \frac{z_{i}^{{\text{mmse}}} (\sigma_{\text{eff}}^{2} \Lambda_{i}^{-1} + I_{M})^{-1}}{1 + \frac{(1 - \lambda) \Sigma_{i}}{\lambda \sigma_{\text{eff}}^{2}} \exp (-M (\zeta_{i} - \kappa_{i}))} \tag{65}
\]
where
\[
\zeta_{i} = \frac{z_{i}^{{\text{mmse}}} (I_{M} - \sigma_{\text{eff}}^{2} \Sigma_{i}^{-1}) (z_{i}^{{\text{mmse}}})^{H}}{M \sigma_{\text{eff}}^{2} \tag{66}
\]
and
\[
\kappa_{i} = \frac{1}{M} \sum_{j=1}^{M} \log (\beta_{ij} + \sigma_{\text{eff}}^{2}) - 2 \log (\sigma_{\text{eff}}). \tag{67}
\]
As \( M \) grows without bound, we have \( \tilde{\theta}_{i \text{mmse}} = z_{i \text{mmse}} \left( \sigma_{\text{eff}}^2 A_{i}^{-1} + I_{M} \right)^{-1} \), which is MMSE estimate of \( \theta_{i} \). Let us denote \( z_{i \text{mmse}} = z_{i \text{mmse}} \left( I_{M} - \sigma_{\text{eff}}^2 \Sigma_{i}^{-1} \right)^{1/2} / \sqrt{M} \sigma_{\text{eff}}, \) \( \varsigma_{i} = \varsigma_{i} \) under the condition that \( a_{i} = 0 \), and \( \varsigma_{i} = \varsigma_{i} \) under the condition that \( a_{i} = 1 \). According to (57), \( z_{i \text{mmse}} \sim \mathcal{CN} \left( 0, \frac{1}{M} \right) \) when \( a_{i} = 0 \), and \( z_{i \text{mmse}} \sim \mathcal{CN} \left( 0, \frac{1}{M} \right) \) when \( a_{i} = 1 \). Since \( \varsigma_{i} = z_{i \text{mmse}} \left( \tilde{\theta}_{i \text{mmse}} - \varsigma_{i} \right) \), \( \Sigma_{i} \) is a diagonal matrix, \( \varsigma_{i} \) is the squared summation of independent and circularly symmetric complex Gaussian random variables.

Denote the \( j \)-th element of \( \tilde{\theta}_{i \text{mmse}} \) as \( \tilde{\theta}_{i,j} \).

\[
\tilde{\theta}_{i,j} = \frac{\sum_{j=1}^{M} \beta_{ij} \varsigma_{j}}{\sum_{j=1}^{M} \beta_{ij}}
\]

where \( \beta_{ij} = \beta_{ij} \), and \( \rho_{ij} = \rho_{ij} \).

Since \( \frac{1}{1+x} < \log(1+x) < x \) when \( x > 0 \), we can obtain

\[
\sum_{j=1}^{M} \rho_{ij} \varsigma_{i} < \varsigma_{i} < \sum_{j=1}^{M} \rho_{ij} \varsigma_{i}. \tag{69}
\]

With the law of large numbers, we have \( \varsigma_{i} \rightarrow \sum_{j=1}^{M} \rho_{ij} \varsigma_{j} \) and \( \varsigma_{i} \rightarrow \sum_{j=1}^{M} \rho_{ij} \varsigma_{j} \) as \( M \) grows. Therefore, \( \varsigma_{i} < \varsigma_{i} \) and \( \varsigma_{i} > \varsigma_{i} \) when \( M \rightarrow \infty \). Thus, the false alarm and miss detection probabilities of the threshold detection rule in (68) tend to zero as \( M \rightarrow \infty \). So does the error probability.

**Remark 5:** In order to compare the performances of different centralized activity detection methods, error probability of centralized activity detection with MMV based MMSE estimation in cell-free massive MIMO networks (which has been studied in [53]) is also provided in Section VIII via numerical results.

### B. Distributed Activity Detection

For distributed activity detection, each AP acquires the MMSE estimates of the effective channel coefficients from all users to this AP with its own received pilot signals. Subsequently, each AP makes its own decisions on the activity of all users based on the MMSE estimates and the threshold detection rule in (51), and sends these decisions and the corresponding reliabilities to the CPU. The final decisions on the activity of all users are made at the CPU based on the decisions from the entire set of APs, while also taking into account the corresponding reliabilities. The detection reliability of the decisions made at each AP can be determined via (54) and (55).

Let us denote the decision made by the \( j \)-th AP for the \( i \)-th user as \( d_{ij} \), and consider the optimal fusion rule for the activity of the \( i \)-th user. Based on \( d_{ij} \) (\( j = 1, 2, \ldots, M \)), we divide all the APs into two sets, \( S_{0} = \{ j \mid d_{ij} = 0 \} \) and \( S_{1} = \{ j \mid d_{ij} = 1 \} \). As shown in (54), the optimal fusion rule is

\[
|S_{1}| \log \left( \frac{1-P_{M}}{P_{F}} \right) + |S_{0}| \log \left( \frac{P_{M}}{1-P_{F}} \right) \overset{a_{i}=1}{\gtrless} \overset{a_{i}=0}{\gtrless} \log \left(\frac{1}{\lambda} \right)
\]

where \( P_{F} \) and \( P_{M} \) are given in (53) and (54), respectively. After several algebraic operation, it is easy to obtain the following fusion rule:

\[
|S_{1}| \log \left( \frac{1-P_{M}}{P_{F}} \right) \overset{a_{i}=1}{\gtrless} \overset{a_{i}=0}{\gtrless} \log \left(\frac{1}{\lambda} \right) - M \log \left(\frac{P_{M}}{1-P_{F}} \right)
\]

Let us set \( \chi = \log \left( \frac{1-P_{M}}{P_{F}} \right) \) and \( \rho = \log \left(\frac{1}{\lambda} \right) - M \log \left(\frac{P_{M}}{1-P_{F}} \right) / \chi \). We assume \( \lambda < 0.5 \) in this paper. Then \( \psi' \left( \frac{\sigma_{\text{eff}}^{2}}{\lambda}, \lambda, \beta \right) > 0 \) and

\[
\exp \left( - \frac{\lambda}{\rho} \right) < \exp \left( - \frac{\sigma_{\text{eff}}^{2}}{\lambda} \right)
\]

Therefore,

\[
P_{F} + P_{M} < 1. \tag{73}
\]

Thus, \( \chi > 0 \). Then, the optimal fusion rule is

\[
|S_{1}| \overset{a_{i}=1}{\gtrless} \overset{a_{i}=0}{\gtrless} \rho. \tag{74}
\]

When \( a_{i} = 0 \), we have \( |S_{1}| \sim B(M, 1-P_{M}) \), which stands for the binomial distribution. Then we can obtain the false alarm probability as

\[
P_{F} = 1 - \psi (\rho) \tag{75}
\]

where \( \psi (\cdot) \) stands for the cumulative distribution function of the binomial distribution, and \( \lfloor x \rfloor \) is the largest integer which is smaller than or equal to \( x \). Similarly, when \( a_{i} = 1 \), \( |S_{1}| \sim B(M, 1-P_{M}) \), and the corresponding miss detection probability of the system is

\[
P_{M} = \psi (\rho). \tag{76}
\]

Finally, the error probability of the system is

\[
P_{e} = (1-\lambda)P_{F} + \lambda P_{M}. \tag{77}
\]

We define \( f(x) = P_{F} \log(x) + (1-P_{F}) \log(1-x), 0 < x < 1 \). It can be readily shown that \( f(x) \) is monotonically decreasing within the interval \( (P_{F}, 1) \). Since \( P_{F} + P_{M} < 1 \), we have \( f(P_{F}) \) is monotonically decreasing within the interval \( (P_{F}, 1) \). Since \( P_{F} + P_{M} < 1 \), we have \( f(P_{F}) > f(1-P_{M}) \), i.e.,

\[
P_{F} \log(P_{F}) + (1-P_{F}) \log(1-P_{F}) > P_{F} \log(1-P_{M}) + (1-P_{F}) \log(P_{M}). \tag{78}
\]

1Massive connectivity and small active probability for each user are two important characteristics of IoT networks.
Thus,
\[ P_F \log \left( \frac{1 - P_M}{P_F} \right) < (1 - P_F) \log \left( \frac{1 - P_F}{P_M} \right) + \frac{1}{M} \log \left( \frac{1 - \lambda}{\lambda} \right). \] (79)

Then, we can obtain
\[ \lim_{M \to \infty} \frac{\rho}{M P_F} > 1. \] (80)

Similarly, we can also obtain
\[ \lim_{M \to \infty} M \left( 1 - P_M \right) < 1. \] (81)

As \( M \) grows, we have \( |S_1| = MP_F \) when \( a_1 = 0 \) and \( |S_1| = M \left( 1 - P_M \right) \) when \( a_1 = 1 \). With (74), (80) and (81), we note that the false alarm and miss detection probabilities of the optimal fusion rule tend to zero as \( M \to \infty \). Thus, the error probability of the optimal fusion rule also tends to zero when \( M \) grows without bound.

In cell-free massive MIMO systems, the backhaul link is from the APs to the CPU since there is no information exchange between APs. As a consequence of transmitting only activity decisions and the corresponding reliabilities by each AP, the capacity of backhaul link which is needed for distributed activity detection is much smaller than that needed for centralized activity detection, which sends the entire received pilots to the CPU by every AP.

**Remark 6:** In this section, we have arrived at the conclusion that the error probabilities of both centralized and distributed activity detection tend to zero when the number of APs grows without bound. Since cell-free massive MIMO is a more general model that can be specialized to a single-cell massive MIMO system when all APs are located at the same node, these results confirm and generalize the conclusion in [2] that the error probabilities of activity detection in a single-cell massive MIMO system tend to zero when the number of antennas at base station goes to infinity.

**VII. Extensions to MMV Based MMSE Estimation and Activity Detection**

Herefore, we have considered the theoretical analysis of SMV based MMSE estimation for effective channel coefficients in cell-free massive MIMO systems with massive connectivity, and the corresponding theoretical analysis on error probabilities of activity detection rules with SMV based MMSE estimation results. In Section IV, the theoretical mean square error of SMV based MMSE estimation can be obtained with the Property1-\( \sigma_{\text{eff}} \) or State-\( \sigma_{\text{eff}} \) method and equation (46). The theoretical error probability of likelihood ratio test with SMV based MMSE estimation results depending on the received pilot signals at only one AP is shown in equations (52), (53) and (54) of Section V. Section VI addresses the theoretical analysis of likelihood ratio test with SMV based MMSE estimation results and cooperation among different APs. We do not obtain closed-form theoretical error probabilities in this section, but these probabilities are in general dependent on \( \sigma_{\text{eff}} \), and they can be determined via numerical analysis, i.e., by substituting the theoretical value of \( \sigma_{\text{eff}} \) into (56) and finding the corresponding error probability numerically. Moreover, with the theoretical analysis, we find that the error probabilities of both centralized and distributed activity detection tend to zero when the number of APs tends to infinity while the asymptotic ratio between the number of users and pilots is kept constant.

In order to simplify theoretical analysis, we consider only SMV based methods in Section IV through Section VI. However, since equation (4) presents an MMV problem, there can be a performance gap when the correlation between different columns of \( \mathbf{Y} \) are not taken into account, and (4) is decomposed into multiple SMV problems. On the other hand, it is challenging to perform a theoretical analysis of MMV based MMSE estimation for effective channel coefficients of cell-free massive MIMO systems with massive connectivity. Therefore, the performance loss between SMV and MMV based methods is shown via numerical results. In the next section, AMP algorithm for MMV proposed in [11] is employed to obtain several numerical results for the mean square error of MMV based MMSE estimation, and the error probability of centralized activity detection with MMV based MMSE estimation results are also determined numerically.

**VIII. Numerical Results**

In the setting for numerical analyze, we assume that the APs and users are uniformly distributed in a circular area with radius \( R = 500 \text{m} \). The path loss decay exponent is \( \alpha = 2.5 \), and the reference distance is set at \( d_0 = 50 \text{m} \). The total user number is \( N = 4000 \). CB-AMP and AMP for MMV algorithms are employed to obtain numerical results for the mean square error of SMV and MMV based MMSE estimates, respectively, of the effective channel coefficients in cell-free massive MIMO systems with massive connectivity. In the simulation settings of Figs. 2 and 4 we consider 10 APs in cell-free massive MIMO system, and the SNR at each AP is 30dB. In Figs. 3 and 5 we again consider 10 APs and assume that the number of pilots used for MMSE estimation is 300. In Figs. 6 and 7 the number of pilots used for MMSE estimation is 300, and the SNR at each AP is 30dB.

In the numerical results, we analyze the performance of MMSE estimation and activity detection considering different probabilities of each user being active. We plot the curves of the mean square error of oracle and MMSE estimators as a function of the number of pilots used for estimation and the SNR at each AP. The error probabilities of the likelihood ratio test based on MMSE estimation is also analyzed in this section. Additionally, we study the error probabilities of centralized and distributed detection in cell-free massive MIMO systems versus the number of APs.

For the simplification of descriptions, we first introduce several abbreviations that will be used in the figures of the numerical results. “\( \text{MSE}_{\text{SMV}} \)” and “\( \text{MSE}_{\text{MMV}} \)” stand for the theoretical and numerical mean square errors of the MMSE estimation obtained with the replica analysis result (47) and CB-AMP algorithm, respectively. “\( \text{MSE}_{\text{AMV}} \)” denotes the mean...
square error of MMSE estimation acquired with the AMP for MMV algorithm. “Oracle$^T_{SMV}$” and “Oracle$^N_{SMV}$” indicate the theoretical and numerical mean square errors of the oracle estimation obtained with the asymptotic result (31) and the numerical result (22), respectively. “$P_{\text{err},T}$” and “$P_{\text{err},N}$” denote the theoretical and numerical error probabilities of the likelihood ratio test based on the decoupled scalar model (37) and the AWGN corrupted scalar model (13) involved with the CB-AMP algorithm, respectively. Similarly, “$P_{\text{err},T}^{\text{MMV}}$” and “$P_{\text{err},N}^{\text{MMV}}$” stand for the theoretical and numerical error probabilities for the centralized likelihood ratio test with SMV based MMSE estimation results in cell-free massive MIMO systems. “$P_{\text{err},T}^{\text{MMV}}$” and “$P_{\text{err},N}^{\text{MMV}}$” designate the theoretical and numerical results of error probabilities of the distributed likelihood ratio test under the optimal fusion rule (74) in cell-free massive MIMO systems. “$P_{\text{err},T}^{\text{SMV}}$” and “$P_{\text{err},N}^{\text{SMV}}$” are evaluated with the scalar Gaussian noise corrupted linear model (56), while “$P_{\text{err},T}^{d}$” and “$P_{\text{err},N}^{d}$” are obtained with the CB-AMP algorithm and its state evolution equations (13). “$P_{\text{err},N}^{c,MMV}$” denotes the error probability of centralized activity detection based on the MMSE estimates of the effective channel coefficients via AMP for MMV algorithm and the corresponding state evolution equations.

Fig. 2. Mean square error of the oracle, SMV and MMV based MMSE estimation in cell-free Massive MIMO networks with massive connectivity versus the number of pilots $L$.

Fig. 3. Mean square error of the oracle, SMV and MMV based MMSE estimation in cell-free Massive MIMO networks with massive connectivity versus SNR at each AP.

Fig. 4 plots the theoretical and numerical results for the error probability of the likelihood ratio test based on the received pilot signals at only one AP versus the number of pilots used with the oracle estimation, under the same settings, the mean square error of SMV based MMSE estimation is larger, and the gap between them increases as $\lambda$ decreases from 0.1 to 0.05.
in the MMSE estimation. We see that the error probabilities diminish as the number of pilots increases. We also note that when $\lambda$ decreases, the error probabilities diminish more quickly.

**Fig. 4.** Error probability of likelihood ratio test based on the received pilot signals at only one AP versus the number of pilots used during the MMSE estimation.

**Fig. 5.** Error probability of likelihood ratio test based on the received pilot signals at only one AP versus SNR.

**Fig. 6.** Error probability of centralized detection in cell-free Massive MIMO networks with massive connectivity versus the number of APs.

**Fig. 7.** Error probability of distributed detection with the optimal fusion rule in cell-free massive MIMO networks with massive connectivity versus the number of APs.

Figs. 6 and 7 plot the Error probabilities of centralized and distributed detection in cell-free massive MIMO networks with massive connectivity versus the number of APs, respectively. The error probabilities diminish as the number of APs increases, confirming our conclusion that the error probabilities of both centralized and distributed detection tend to zero when the number of AP tends to infinity while the ratio between the number of users and pilots is kept constant. When the user activity probability decreases from 0.2 to 0.1, the error probabilities decrease, and the rate of decrease becomes larger. Furthermore, in Fig. 6 we plot the curves for centralized detection with both SMV and MMV based MMSE estimation results of the effective channel coefficients. The gaps between the SMV and MMV based results show the performance value within the same numerical simulation settings, which is consistent with our theoretical analysis.
loss due to disregarding the correlation between different columns of the received pilot signals when performing channel estimation.

IX. CONCLUSION

In this paper, we have derived a decoupling principle for SMV-based MMSE estimation of sparse signal vectors with i.n.i.d. non-zero components in cell-free massive MIMO networks with massive connectivity. With this decoupling principle and the likelihood ratio test, we have obtained a detection rule for the activity of users based on the received pilot signals at only one AP. Subsequently, with the decoupling principle of the SMV-based MMSE estimation, likelihood ratio test and the optimal fusion rule, we have determined detection rules for the activity of users based on the cooperation with the received pilot signals at all APs for centralized and distributed detection. We have also demonstrated that the error probabilities of both centralized and distributed detection tend to zero when the number of AP tends to infinity while the asymptotic ratio between the number of users and pilots is kept constant. Moreover, we have analyzed oracle estimation in cell-free massive MIMO networks with massive connectivity, and the asymptotic behavior of oracle estimation is identified via random matrix theory. Via numerical analysis, we have investigated the impact of the number of pilots, SNR, and the number of APs on mean square error and error probabilities of different schemes. We have also observed that the theoretical analysis with the decoupling principle of SMV-based MMSE estimation matches well with the numerical results of the CBAMP algorithm.

REFERENCES

[1] Z. Chen, F. Sohrabi, and W. Yu, “Sparse activity detection for massive connectivity,” IEEE Transactions on Signal Processing, vol. 66, no. 7, pp. 1890–1904, April 2018.

[2] L. Liu and W. Yu, “Massive connectivity with massive MIMO—part I: Device activity detection and channel estimation,” IEEE Transactions on Signal Processing, vol. 66, no. 11, pp. 2933–2946, June 2018.

[3] B. M. Lee and H. Yang, “Massive MIMO with massive connectivity for industrial internet of things,” IEEE Transactions on Industrial Electronics, vol. 67, no. 6, pp. 5187–5196, June 2020.

[4] J. Yuan, Q. He, M. Mathaiou, T. Q. S. Quek, and S. Jin, “Toward massive connectivity for IoT in Mixed-ADC distributed massive MIMO,” IEEE Internet of Things Journal, vol. 7, no. 3, pp. 1841–1856, March 2020.

[5] V. Boljanovic, D. Vukobratovic, P. Popovski, and C. Stefanovic, “User activity detection in massive random access: Compressed sensing vs. coded slotted ALOHA,” in IEEE 18th International Workshop on Signal Processing Advances in Wireless Communications (SPAWC), 2017, pp. 1–6.

[6] F. Monsees, C. Bockelmann, and A. Dekorsy, “Compressed sensing Neyman-Pearson based activity detection for sparse multiuser communications,” in 10th International ITG Conference on Systems, Communications and Coding, Feb 2015, pp. 1–6.

[7] A. Fengler, G. Caire, P. Jung, and S. Haghhighatshoar, “Massive MIMO unsourced random access,” 2019, arXiv:1901.00828. [Online]. Available: https://arxiv.org/abs/1901.00828.

[8] L. Liu, E. G. Larsson, W. Yu, P. Popovski, C. Stefanovic, and E. de Carvalho, “Sparse signal processing for grant-free massive connectivity: A future paradigm for random access protocols in the internet of things,” IEEE Signal Processing Magazine, vol. 35, no. 5, pp. 88–99, Sep. 2018.

[9] Z. Chen, F. Sohrabi, and W. Yu, “Sparse activity detection for massive connectivity in cellular networks: Multi-cell cooperation VS. large-scale antenna arrays,” in IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), April 2018, pp. 6618–6622.

[10] P. Han, R. Niu, M. Ren, and Y. C. Eldar, “Distributed approximate message passing for sparse signal recovery,” in IEEE Global Conference on Signal and Information Processing (GlobalSIP), Dec 2014, pp. 497–501.

[11] P. Han, R. Niu, and M. Ren, “Distributed approximate message passing for compressed sensing,” 2014, arXiv:1404.3766. [Online]. Available: https://arxiv.org/abs/1404.3766.

[12] R. Hayakawa, A. Nakai, and K. Hayashi, “Distributed approximate message passing with summation propagation,” in IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), April 2018, pp. 4104–4108.

[13] T. Jiang, Y. Shi, J. Zhang, and K. B. Letaief, “Joint activity detection and channel estimation for IoT networks: Phase transition and computation-estimation tradeoff,” IEEE Internet of Things Journal, vol. 6, no. 4, pp. 6212–6225, Aug 2019.

[14] S. Xia, Y. Shi, Y. Zhou, and X. Yuan, “Reconfigurable intelligent surface for massive connectivity,” 2021, arXiv:2101.10322. [Online]. Available: https://arxiv.org/abs/2101.10322v1.

[15] T. Ding, X. Yuan, and S. C. Liew, “Sparsity learning-based multiuser detection in grant-free massive-device multiple access,” IEEE Transactions on Wireless Communications, vol. 18, no. 7, pp. 3569–3582, 2019.

[16] Y. K. Yang, S. J. Jin, C.-K. Ho, S. C. Liew, and J. G. Andrews, “Joint activity detection and channel estimation for massive connectivity network with 1-bit DAC,” in 11th International Conference on Wireless Communications and Signal Processing (WCSIP), 2019, pp. 1–6.

[17] X. Bian, Y. Mao, and J. Zhang, “Joint activity detection, channel estimation, and data decoding for grant-free massive random access,” 2021, arXiv:2107.05246. [Online]. Available: https://arxiv.org/abs/2107.05246.

[18] F. Caltagirone, L. Zdeborov, and F. Krzakala, “On convergence of approximate message passing,” in IEEE International Symposium on Information Theory, June 2014, pp. 1812–1816.

[19] S. Rangan, P. Schniter, A. K. Fletcher, and S. Sarkar, “On the convergence of approximate message passing with arbitrary matrices,” 2014, arXiv:1402.3210. [Online]. Available: https://arxiv.org/abs/1402.3210.

[20] S. C. Birgmeier and N. Goertz, “Robust approximate message passing for nonzero-mean sensing matrices,” in IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), May 2019, pp. 4898–4902.

[21] A. Manoeil, F. Krzakala, E. Tramel, and L. Zdeborov, “Swept approximate message passing for sparse estimation,” in Proceedings of the 32nd International Conference on Machine Learning, Jul 2015, pp. 1123–1132.

[22] X. Meng, S. Wu, L. Kuang, and J. Lu, “Concise derivation of complex Bayesian approximate message passing via expectation propagation,” 2015, arXiv:1509.08658. [Online]. Available: https://arxiv.org/abs/1509.08658.

[23] F. Krzakala, M. Mézard, F. Sausset, Y. Sun, and L. Zdeborová, “Probabilistic reconstruction in compressed sensing: algorithms, phase diagrams, and threshold achieving matrices,” Journal of Statistical Mechanics: Theory and Experiment, vol. 2012, no. 08, p. P08009, Aug 2012.

[24] M. Bayati and A. Montanari, “The dynamics of message passing on dense graphs, with applications to compressed sensing,” IEEE Transactions on Information Theory, vol. 57, no. 2, pp. 764–785, Feb 2011.

[25] G. Hannak, A. Perelli, N. Goertz, G. Matz, and M. E. Davies, “Performance analysis of approximate message passing for distributed compressed sensing,” IEEE Journal of Selected Topics in Signal Processing, vol. 12, no. 5, pp. 857–870, Oct 2018.

[26] D. Guo and S. Verdu, “Randomly spread CDMA: asymptotics via statistical physics,” IEEE Transactions on Information Theory, vol. 51, no. 6, pp. 1983–2010, June 2005.

[27] J. Zhu, D. Baron, and F. Krzakala, “Performance limits for noisy multimeasurement vector problems,” IEEE Transactions on Signal Processing, vol. 65, no. 9, pp. 2444–2454, May 2017.

[28] W. Huleihel and N. Merhav, “Asymptotic MMSE analysis under sparse random access,” 2021, arXiv:2107.05246. [Online]. Available: https://arxiv.org/abs/2107.05246.

[29] M. Bayati and A. Montanari, “The dynamics of message passing on dense graphs, with applications to compressed sensing,” IEEE Transactions on Information Theory, vol. 57, no. 2, pp. 764–785, Feb 2011.

[30] A. Manoeil, F. Krzakala, E. Tramel, and L. Zdeborov, “Swept approximate message passing for sparse estimation,” in Proceedings of the 32nd International Conference on Machine Learning, Jul 2015, pp. 1123–1132.
M. Bashar, K. Cumanan, A. G. Burr, H. Q. Ngo, and M. Debbah, “Cell-free massive MIMO with limited backhaul,” in IEEE International Conference on Communications (ICC), May 2018, pp. 1–7.

H. Q. Ngo, A. Ashikhmin, H. Yang, E. G. Larsson, and T. L. Marzetta, “Cell-free massive MIMO: Uniformly great service for everyone,” in IEEE 16th International Workshop on Signal Processing Advances in Wireless Communications (SPAWC), June 2015, pp. 201–205.

M. Bashar, K. Cumanan, A. G. Burr, H. Q. Ngo, and H. V. Poor, “Mixed quality of service in cell-free massive MIMO,” IEEE Communications Letters, vol. 22, no. 7, pp. 1494–1497, July 2018.

G. Interdonato, H. Q. Ngo, E. G. Larsson, and P. Frenger, “On the performance of cell-free massive MIMO with short-term power constraints,” in IEEE 21st International Workshop on Computer Aided Modelling and Design of Communication Links and Networks (CAMAD), Oct 2016, pp. 225–230.

H. Q. Ngo, A. Ashikhmin, H. Yang, E. G. Larsson, and T. L. Marzetta, “Cell-free massive MIMO versus small cells,” IEEE Transactions on Wireless Communications, vol. 16, no. 3, pp. 1834–1850, March 2017.

S. Buzzi and A. Zappone, “Downlink power control in user-centric and cell-free massive MIMO wireless networks,” in IEEE 28th Annual PIMRC, Oct 2017, pp. 1–6.

M. N. Boroujerdi, A. Abbasfar, and M. Ghanbari, “Cell free massive MIMO with constrained coverage,” Wireless Personal Communications, vol. 97, no. 1, pp. 333–348, 2017.

E. Nayebi, A. Ashikhmin, T. L. Marzetta, and H. Yang, “Cell-free massive MIMO systems,” in 49th Asilomar Conference on Signals, Systems and Computers, Nov 2015, pp. 695–699.

L. D. Nguyen, T. Q. Duong, H. Q. Ngo, and K. Tourki, “Energy efficiency in cell-free massive MIMO with zero-forcing precoding design,” IEEE Communications Letters, vol. 21, no. 8, pp. 1871–1874, Aug 2017.

H. Q. Ngo, L. Tran, T. Q. Duong, M. Matthaiou, and E. G. Larsson, “On the total energy efficiency of cell-free massive MIMO,” IEEE Transactions on Green Communications and Networking, vol. 2, no. 1, pp. 25–39, March 2018.

E. Nayebi, A. Ashikhmin, T. L. Marzetta, H. Yang, and B. D. Rao, “Precoding and power optimization in cell-free massive MIMO systems,” IEEE Transactions on Wireless Communications, vol. 16, no. 7, pp. 4445–4459, July 2017.

P. Liu, K. Luo, D. Chen, and T. Jiang, “Spectral efficiency analysis of cell-free massive MIMO systems with zero-forcing detector,” IEEE Transactions on Wireless Communications, vol. 19, no. 2, pp. 795–807, Feb 2020.

J. Zhang, Y. Wei, E. Bjørnson, Y. Han, and X. Li, “Spectral and energy efficiency of cell-free massive MIMO systems with hardware impairments,” in 9th International Conference on Wireless Communications and Signal Processing (WCSP), Oct 2017, pp. 1–6.

M. Guo and M. C. Gursoy, “Distributed sparse activity detection in cell-free massive MIMO systems,” in IEEE Global Conference on Signal and Information Processing (GlobalSIP), 2019, pp. 1–5.

M. Guo, M. C. Gursoy, and P. K. Varshney, “Sparse activity detection in cell-free massive MIMO systems,” in IEEE International Symposium on Information Theory (ISIT), 2020, pp. 1177–1182.

Y. Shi, J. Zhang, and K. B. Letaief, “Group sparse beamforming for green Cloud-RAN,” IEEE Transactions on Wireless Communications, vol. 13, no. 5, pp. 2809–2823, 2014.

M. Procter, I. Yavneh, and M. Elad, “Closed-form MMSE estimation for signal denoising under sparse representation modeling over a unitary dictionary,” IEEE Transactions on Signal Processing, vol. 58, no. 7, pp. 3471–3484, July 2010.

E. G. Larsson and Y. Selen, “Linear regression with a sparse parameter vector,” IEEE Transactions on Signal Processing, vol. 55, no. 2, pp. 451–460, Feb 2007.

S. Rangan, A. K. Fletcher, and V. K. Goyal, “Asymptotic analysis of MAP estimation via the replica method and applications to compressed sensing,” IEEE Transactions on Information Theory, vol. 58, no. 3, pp. 1902–1923, March 2012.

M. Afshang and H. S. Dhillon, “Fundamentals of modeling finite wireless networks using binomial point process,” IEEE Transactions on Wireless Communications, vol. 16, no. 5, pp. 3355–3370, May 2017.

A. M. Mathai, An introduction to geometrical probability: distributional aspects with applications. Amsterdam, Holland: Gordon and Breach, 1999.

A. M. Tulino and S. Verdú, “Random matrix theory and wireless communications,” Foundations and Trends® in Communications and Information Theory, vol. 1, no. 1, pp. 1–182, 2004.