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Abstract

The polarizable embedding (PE) approach is a flexible embedding model where a pre-selected region out of a larger system is described quantum mechanically while the interaction with the surrounding environment is modeled through an effective operator. This effective operator represents the environment by atom-centered multipoles and polarizabilities derived from quantum mechanical calculations on (fragments of) the environment. Thereby, the polarization of the environment is explicitly accounted for. Here, we present the coupling of the PE approach with the density matrix renormalization group (DMRG). This PE-DMRG method is particularly suitable for embedded subsystems that feature a dense manifold of frontier orbitals which requires large active spaces. Recovering such static electron-correlation effects in multiconfigurational electronic structure problems, while accounting for both electrostatics and polarization of a surrounding environment, allows us to describe strongly correlated electronic structures in complex molecular environments. We investigate various embedding potentials for the well-studied first excited state of water with active spaces that correspond to a full configuration-interaction treatment. Moreover,
we study the environment effect on the first excited state of a retinylidene Schiff base within a channelrhodopsin protein. For this system, we also investigate the effect of dynamical correlation included through short-range density functional theory.

1 Introduction

Many chemical reactions occur in a medium, e.g., in a solvent. Explicitly taking this environment into account in super-molecular calculations dramatically increases the computational cost for most quantum mechanical methods. However, as most chemical properties are local a so-called focused model \cite{1-4} can be applied. In such a model, a pre-defined region, denoted the quantum mechanical (QM) region, is described by an accurate electronic structure method, whereas interactions with the remaining system are described through an effective operator. Focused models have the additional advantage that the interpretation of the results obtained is kept simple due to the explicit system–environment separation.

In focused models, the most widespread approximation for the environment is a dielectric continuum, where the environment is characterized solely by a dielectric constant. \cite{5} Accordingly, continuum models can capture bulk effects of a solvent, but are less meaningful for structured environments with specific interactions such as hydrogen bonding. A more general approach is to consider a discrete environment where all molecules are modeled explicitly. One realization of explicit models relies on a classical description of the environment, representing it by point charges. The most widely applied models employ partial charges derived from a molecular force field, as done in the quantum-mechanics molecular mechanics (QM/MM) hybrid models \cite{6,7}. These schemes usually allow only the electron density of the QM system to be polarized. Whereas the QM system will also polarize the environment, this is normally neglected in QM/MM calculations.

Various methods that include the environment polarization have been proposed (see, for instance, Refs. \cite{8,9}). However, some of them turn out to be computationally more demanding compared to their purely electrostatic counterparts. This is somewhat surprising as the polarizable methods are in fact closer to the spirit of the first QM/MM scheme by Warshel and Levitt \cite{6}. One option, that has been explored within Density Functional Theory (DFT), is a full quantum mechanical description with frozen parts in the environment through an effective potential. This is known as Frozen Density
Embedding (FDE) [10–12]. In FDE, polarization can be included by an iterative procedure known as freeze-and-thaw cycles [13] in which the role of system and environment is interchanged for the subsystems until convergence is reached. The FDE method is not restricted to DFT and the embedded subsystem can also be described by a wave function which is usually denoted WFT-in-DFT [14–21]. WFT-in-WFT embedding schemes have also been investigated, e.g., by Chan and co-workers [22–24], by Scuseria and co-workers [25,26], and by Fromager and co-workers [27,28].

Polarizable Embedding [29–37] (PE) relies on a different strategy, namely on atom-centered polarizabilities to represent the fragments in the environment. Contrary to other methods of this kind [38–43], PE employs both high-order multipoles and polarizabilities obtained from QM calculations, which makes the PE potential easily customized to a specific environment.

For locally excited states embedded in an environment, most studies apply some variant of time-dependent DFT which is based on response theory. Here, we instead aim at a state-specific ab initio approach. The state-specific approach features aspects that are more appealing than methods based on response theory. This was shown [44,45] by comparing the two approaches to the analytical solution for a four-state model (in a continuum solvation model). The two methods were shown to have different formal expressions for excitation energies under inclusion of a polarizable environment. In particular, the linear response approach fails to account for differences of the dipole moments in ground and excited states [44]. Yet, state-specific approaches have been dormant in this field for a long time. The interest was recently revived in studies on solvated systems with the FDE scheme coupled to a Quantum Monte Carlo wave function description for embedded system. [18,19] In state-specific excited state optimizations, the treatment of static correlation effects is of high importance as excited states typically display large static correlation effects. One of the most capable methods to recover static correlation is the density matrix renormalization group (DMRG) algorithm [46–57]. Our group recently reported the implementation of an efficient second-generation DMRG program [58–62] which relies entirely on matrix product operators. In this paper, we describe the coupling of this DMRG program with a PE scheme. This approach supplements our recently described coupling of DMRG to the FDE scheme [20].

As an active-space method, DMRG relies on the selection of a proper orbital space from frontier molecular orbitals [63,64]. As a consequence, dynamical electron correlation must be considered either a posteriori, for instance by perturbation the-
ory \[61, 65–71\] (diagonalize-and-then-perturb \[72\]), or \textit{a priori} from the outset (in a perturb-and-then-diagonalize approach \[72\]). We recently investigated the latter option for DMRG \[73\] by employing a range-separated Hamiltonian \[74\] that recovers dynamical correlation through DFT by short-range (sr) density functionals (DMRG–srDFT) in close analogy to the MCSCF–srDFT ansatz \[75–77\]. The long-range part is then described by a DMRG wave function \textit{ansatz}. Herein, we also report the extension of our PE-DMRG approach to PE-DMRG–srDFT.

This paper is organized as follows: In Section 2 we outline DMRG and PE theories as well as the required extensions for PE-DMRG to accommodate short-range functionals. Implementational aspects are described in Section 3 and computational details in Section 4. We then proceed with applications of PE-DMRG and PE-DMRG-srDFT in Section 5 that focus on photoexcitation of water and the retinalidylidene chromophore in the channelrhodopsin protein. Finally, conclusions and an outlook are given in Section 6.

2 Theory

2.1 The Complete-Active-Space Method

In this paper, we generally work in Hartree atomic units unless otherwise noted. We focus first on an isolated system in state $\alpha$ with an energy $E_{iso}^{\alpha}$ defined as

$$E_{iso}^{\alpha} = \langle \Psi_\alpha | \hat{H}_{iso} | \Psi_\alpha \rangle = \sum_{pq} h_{pq} D_{pq}^{\alpha} + \frac{1}{2} \sum_{pqrs} g_{pqrs} P_{pqrs}^{\alpha} + V_{nn},$$  \hspace{1cm} (1)

where $V_{nn}$ is the nuclear repulsion potential energy and $h_{pq}$ and $g_{pqrs}$ are the usual one- and two-electron integrals over molecular orbitals $\phi_p(r)$, respectively. Orbital indices $p,q,r,s$ denote general spatial orbitals, $i,j,k,l$ inactive (doubly occupied) orbitals, and $u,v,x,y$ active (partially occupied) orbitals \[78,79\]. The system is described through an electronic wave function $|\Psi_\alpha\rangle$ for the $\alpha$-th (electronic) state; $D^\alpha = \{D_{pq}^\alpha\}$ and $P^\alpha = \{P_{pqrs}^\alpha\}$ are the corresponding one- and two-electron reduced density matrices (1-RDM and 2-RDM, respectively),

$$D_{pq}^{\alpha} = \langle \Psi_\alpha | \hat{E}_{pq} | \Psi_\alpha \rangle,$$ \hspace{1cm} (2)

$$P_{pqrs}^{\alpha} = \langle \Psi_\alpha | \hat{e}_{pqrs} | \Psi_\alpha \rangle.$$ \hspace{1cm} (3)

The operator $\hat{E}_{pq}$ is defined as

$$\hat{E}_{pq} = \hat{E}_{pq}^{\uparrow} + \hat{E}_{pq}^{\downarrow} = \hat{a}_{p\uparrow}^{\dagger} \hat{a}_{q\uparrow} + \hat{a}_{p\downarrow}^{\dagger} \hat{a}_{q\downarrow},$$ \hspace{1cm} (4)
where $\hat{a}_p^\dagger$ and $\hat{a}_p$ are creation and annihilation operators, respectively, defined for orbital $\phi_p(r)$ with spin-up ($\uparrow$) and spin-down ($\downarrow$) quantum numbers. The operator $\hat{e}_{pqrs}$ then reads

$$\hat{e}_{pqrs} = \hat{E}_{pq} \hat{E}_{rs} - \hat{E}_{ps} \delta_{qr}.\quad (5)$$

All complete active space methods divide the Hamiltonian of the isolated system into active ("A") and inactive ("I") parts

$$\hat{H}_{iso} = \hat{H}_{I}^{iso} + \hat{H}_{A}^{iso},\quad (6)$$

with

$$\hat{H}_{I}^{iso} = \frac{1}{2} \sum_{ij} (h_{ij} + f_{ij}^I) \hat{E}_{ij} + V_{nn}\quad (7)$$

and

$$\hat{H}_{A}^{iso} = \sum_{uv} f_{uv}^I \hat{E}_{uv} + \frac{1}{2} \sum_{uxxy} g_{uxxy} \hat{c}_{uxxy},\quad (8)$$

where $f_{pq}^I$ denotes an element of the inactive Fock matrix

$$f_{pq}^I = h_{pq} + \sum_k (2g_{pqkk} - g_{pkqk}).\quad (9)$$

Accordingly, the complete-active-space configuration-interaction (CAS-CI) energy is then given as a sum of an inactive energy, $E_{I}^{iso}$, and an active energy, $E_{A}^{iso}$:

$$E_\alpha^{iso} = \langle \Psi_\alpha | \hat{H}_{I}^{iso} | \Psi_\alpha \rangle + \langle \Psi_\alpha | \hat{H}_{A}^{iso} | \Psi_\alpha \rangle = E_{I,\alpha}^{iso} + E_{A,\alpha}^{iso},\quad (10)$$

where

$$E_{I,\alpha}^{iso} = \frac{1}{2} \sum_{ij} (h_{ij} + f_{ij}^I) D_{ij}^{I,\alpha} + V_{nn} = \sum_i (h_{ii} + f_{ii}^I) + V_{nn},\quad (11)$$

and

$$E_{A,\alpha}^{iso} = \sum_{uv} f_{uv}^I D_{uv}^{A,\alpha} + \frac{1}{2} \sum_{uxxy} g_{uxxy} P_{uxxy}^{A,\alpha}.\quad (12)$$

Note that we keep the $\alpha$ state index for the inactive part in order to emphasize its implicit dependence on the choice and type of inactive orbitals. In Eqs. (11) and (12) we have divided the 1-RDM into an inactive part $D_{ij}^{I,\alpha} = \{D_{ij}^{I,\alpha}\} = \{2\delta_{ij}\}$, and an active part, $D_{uv}^{A,\alpha} = \{D_{uv}^{A,\alpha}\}$. In the following subsection, we discuss how the operators from Eqs. (4) and (5) are constructed in a matrix-product-operator (MPO) based DMRG algorithm and how the (active) 1-RDM is obtained.
2.2 DMRG with Matrix Product Operators

For the DMRG algorithm, the orbitals in the CAS are arranged on a linear lattice, each orbital defining a site. For a lattice of length \( L \) (i.e., for a CAS with \( L \) orbitals) the DMRG wave function can be written in the MPS formalism as \[81\]

\[
|\Psi_{\alpha}\rangle = \sum_{\sigma} M_{\alpha}^{\sigma_1} M_{\alpha}^{\sigma_2} \cdots M_{\alpha}^{\sigma_L} |\sigma\rangle.
\] (13)

The (site-) matrices \( M_{\alpha}^{\sigma_l} \) in Eq. (13), defined for each site \( l \), multiply to yield a CI coefficient (\( M_{\alpha}^{\sigma_1} \) and \( M_{\alpha}^{\sigma_L} \) are vectors). \(|\sigma\rangle = |\sigma_1, \sigma_2, \ldots, \sigma_L\rangle\) denotes an occupation number vector and on each site, four local states ranging from doubly occupied to empty, \(|\sigma_l\rangle = (|\uparrow\downarrow\rangle, |\uparrow\rangle, |\downarrow\rangle, |0\rangle\), are defined. The DMRG algorithm optimizes the site matrices iteratively.

The MPS formalism can be transferred to operators yielding the Matrix Product Operators \[82, 83\]. Our DMRG implementation employs an MPO form for all operators \[58–60\]. Accordingly, an operator \( \hat{W} \) is given by

\[
\hat{W} = \sum_{\sigma\sigma'} W_{\sigma\sigma'} |\sigma\rangle\langle\sigma'|,
\] (14)

where \( W_{\sigma\sigma'} \) is given by

\[
W_{\sigma\sigma'} = \sum_{b_1, \ldots, b_{L-1}} W_{\sigma_{b_1}, \sigma_{b_1}'} \cdots W_{\sigma_{b_{L-1}}, \sigma_{b_{L-1}}'}
\] (15)

so that an expectation value reads (see Refs. \[60\] and \[84\] for details)

\[
\langle \Psi_{\alpha} | \hat{W} | \Psi_{\alpha}\rangle = \sum_{\sigma L \sigma_L'} \sum_{b_{L-1}} M_{\alpha}^{\sigma_{b_{L-1}}} W_{\sigma_{b_{L-1}}} \cdots \sum_{\sigma} M_{\alpha}^{\sigma_1} W_{\sigma_1} \langle \sigma_1 \sigma_2' \cdots \sigma_L' | M_{\alpha}^{\sigma_2} \cdots \sigma_L \rangle.
\] (16)

For the active part of the 1-RDM associated with \( \hat{E}_{uv}^\dagger \), we find

\[
D_{uv}^{\alpha} = \langle \Psi_{\alpha} | \hat{E}_{uv}^\dagger | \Psi_{\alpha}\rangle
= \sum_{\sigma L \sigma_L'} \sum_{b_{L-1}} M_{\alpha}^{\sigma_{b_{L-1}}} \cdots \sum_{\sigma} M_{\alpha}^{\sigma_1} \hat{D}_{uv}^{\sigma_1 \sigma_L} \cdots \sum_{\sigma} M_{\alpha}^{\sigma_1} \hat{D}_{uv}^{\sigma_L} \cdots \sum_{\sigma_2' \cdots \sigma_L'} \hat{M}_{\alpha}^{\sigma_2} \cdots \hat{M}_{\alpha}^{\sigma_L}
\] (17)
where $\mathbb{I}^{\sigma_i \sigma_i'}$ denotes unit matrices. Note that we have not explicitly accounted for the fermionic anti-commutation of the creation and annihilation operators in Eqs. (17). As explained in Ref. [60], this can be done by multiplying the matrix representations of the creation and annihilation operators with a $4 \times 4$ fill matrix related to a Jordan-Wigner transformation.

### 2.3 Polarizable Embedding

We now consider the energy, $E_{pe}$, associated with the interaction of environment and embedded system. We will, in general, have both electrostatic and polarization contributions, $E_{es}^{\alpha}$ and $E_{pol}^{\alpha}$, respectively,

$$E_{pe}^{\alpha} = E_{es}^{\alpha} + E_{pol}^{\alpha}.$$  (18)

The PE scheme [29,30] divides the environment into (molecular) fragments. We associate to each of these fragments a set of electrostatic multipoles, usually localized at the atomic centers [85]. A set of charges, $q(r_{s'})$, dipole moments $\mu_{\alpha}(r_{s'})$, quadrupole moments $Q_{\alpha\beta}(r_{s'})$ etc., are in this way defined for each center, $s'$, in the environment (the prime distinguishes environment centers from orbital indices). In addition, the PE scheme allows for a polarization of the environment by defining a set of localized polarizabilities $\{\alpha_{s'}\}$ on each atomic center of the environment. We obtain both the localized multipoles and polarizabilities from a quantum chemical calculation (usually within DFT). $E_{es}^{\alpha}$ is therefore given by

$$E_{es}^{\alpha} = \langle \Psi_\alpha | \hat{V}_{es} | \Psi_\alpha \rangle + E_{mul}^{\alpha},$$  (19)

where $E_{mul}^{\alpha}$ contains the interaction of all multipoles in the environment. The operator $\hat{V}_{es}$ describes the interaction of all electrons in the QM region with the environment,

$$\hat{V}_{es} = \sum_{s'} \left( E_{es,ss'}^{\alpha} + \sum_{pq} V_{pq,ss'} \hat{E}_{pq} \right),$$  (20)

where the nuclear part, $E_{es,ss'}^{\alpha}$, can simply be added to the electronic part. $V_{pq,ss'}$ are the electrostatic potential integrals for center $s'$ defined through a multipole expansion [30,34,35]

$$V_{pq,ss'} = \frac{1}{k!} \sum_{|k|=0}^{(k)} \frac{(-1)^{|k|} k!}{pq,ss'} M_{s'}^{(k)}.$$  (21)

The multipole expansion in Eq. (21) is described through the composite index $k$ collecting $(k_x, k_y, k_z)$ in such a way that $k! = k_x! k_y! k_z!$ and $|k| = k_x + k_y + k_z$. In this notation,
the $t_{pq,s'}^{(k)}$ in Eq. (21) are the integrals over the $T_{s'}^{(k)}$ interaction operators \cite{86,87} of order $k$

$$t_{pq,s'}^{(k)} = -\langle \phi_p | T_{s'}^{(k)} | \phi_q \rangle,$$

(22)

and the $M_{s'}^{(k)}$ are multipoles of order $k$ at center $s'$. The composite-index notation is detailed in Refs. \cite{30,35,88} where also the explicit form of the $T_{s'}^{(k)}$ is given.

The energy associated with polarization, $E_{\alpha}^{\text{pol}}$, is given by

$$E_{\alpha}^{\text{pol}} = -\frac{1}{2} \mu_{\text{ind}} \langle \Psi_{\alpha} | \hat{F} | \Psi_{\alpha} \rangle,$$

(23)

where $\mu_{\text{ind}}$ collects all dipole moments and $\hat{F}$ all field-strength operators induced locally at each center. For a system with $s'_{\text{tot}}$ polarizable sites in the environment, we then have

$$\mu_{\text{ind}} = (\mu_{1}^{\text{ind}}, \mu_{2}^{\text{ind}}, \ldots, \mu_{s'_{\text{tot}}}^{\text{ind}})^T,$$

(24)

$$\hat{F} = (\hat{F}_1, \hat{F}_2, \ldots, \hat{F}_{s'_{\text{tot}}})^T.$$

(25)

Note that centers within the same fragment are not allowed to polarize each other and hence, the number of polarizable centers will be equal or less than the number of total centers in the environment. On the atomic center $s'$, $\hat{F}_{s'}$ will have contributions from the multipoles ($F_{s'}^{\text{ms}}$) as well as from the nuclei ($F_{s'}^{\text{n}}$) and electrons ($F_{s'}^{\text{e}}$) in the QM region,

$$\hat{F}_{s'} = F_{s'}^{\text{ms}} + F_{s'}^{\text{n}} + \hat{F}_{s'}^{\text{e}}.$$

(26)

The two latter operators are defined as

$$F_{s'}^{\text{n}} = \sum_M Z_M T_{M,s'}^{(1)} = \sum_M Z_M (R_M - r_{s'}) / |R_M - r_{s'}|^3$$

(27)

and

$$\hat{F}_{s'}^{\text{e}} = -\sum_{pq} t_{pq,s'}^{(1)} \hat{E}_{pq} = \sum_{pq} \langle \phi_p | \left( (r - r_{s'}) / |r - r_{s'}|^3 \right) | \phi_q \rangle \hat{E}_{pq} = -\sum_{pq} F_{pq,s'}^{\text{e}} \hat{E}_{pq}$$

where $Z_M$ and $R_M$ are charge numbers and coordinates of the nuclei in the QM region, respectively. $r$ is an electronic coordinate and $r_{s'}$ the coordinates of the point-polarizability centers.

The dipole moment, $\mu_{s'}^{\text{ind}}$, induced at atomic center $s'$ depends on the polarizability on that center, $\alpha_{s'}$, and on the locally induced field strength, $\hat{F}_{s'}$, calculated as the observable over the operator given in Eq. (26). However, it also depends on the induced
dipole moments of the other sites, \( \mu_{\text{ind},s'} \), which can be accounted for by the dipole tensors, \( T_{s's''}^{(2)} \), given in Ref. [89],

\[
\mu_{\text{ind},s'} = \alpha_{s'} \mathbf{F}_{s'} - \alpha_{s'} \sum_{s'=1, s'' \neq s'} T_{s's''}^{(2)} \mu_{\text{ind},s''}.
\]  

(28)

Apart from being applied in QM/MM with polarizable force fields [38–40], this expression can be found in the context of the classical description of molecular properties, e.g., in the work of Thole [90] and Applequist [89,91] and earlier of Mortensen [92] and Silberstein [93–95]. The induced dipole moments are usually obtained by re-writing Eq. (28) into a matrix equation [89],

\[
\mu_{\text{ind}} = RF,
\]

(29)

where \( R \) is an inverted (super) matrix with \( \alpha^{-1} \) tensors on the diagonal and (negative) dipole tensors, \(-T_{s's''}^{(2)}\), as off-diagonal elements (see, e.g., Refs. 30,35,41). The energy due to polarization in the environment can then be written as

\[
E_{\text{pol}}^{\alpha} = -\frac{1}{2} \langle \Psi_\alpha | \mathbf{F} | \Psi_\alpha \rangle^T R \langle \Psi_\alpha | \mathbf{F} | \Psi_\alpha \rangle.
\]

(30)

Following Ref. 34, Eqs. (19) and (30) can be combined to yield the total energy as

\[
E_{\alpha} = \langle \Psi_\alpha | \hat{H}^{\text{iso}} | \Psi_\alpha \rangle + \langle \Psi_\alpha | \hat{V}^{\text{pe}} | \Psi_\alpha \rangle - \frac{1}{2} \langle \Psi_\alpha | \mathbf{F} | \Psi_\alpha \rangle^T R \langle \Psi_\alpha | \mathbf{F} | \Psi_\alpha \rangle + E_{\text{mul}}.
\]

(31)

A solution for the active system can be obtained by a linear variation in the wave function parameters in Eq. (31), corresponding to optimizing the pseudo-energy

\[
\mathcal{E}_\alpha = \langle \Psi_\alpha | \hat{H}^{\text{iso}} + \hat{V}^{\text{pe}} | \Psi_\alpha \rangle,
\]

(32)

where we defined the effective PE operator

\[
\hat{V}^{\text{pe}} = \hat{V}^{\text{es}} - \langle \Psi_\alpha | \hat{F} | \Psi_\alpha \rangle^T R \hat{F}_e.
\]

(33)

We can write Eq. (33) in terms of individual contributions as

\[
\hat{V}^{\text{pe}} = \hat{V}^{\text{es}} - \langle \Psi_\alpha | \hat{F} | \Psi_\alpha \rangle^T R \hat{F}_e
\]

\[
= \hat{V}^{\text{es}} - \sum_{s' \in \mathcal{P}} (\langle \Psi_\alpha | \hat{F}_{\text{ind},s'} | \Psi_\alpha \rangle + \mu_{\text{ind},s'}^{\text{es}}) \hat{F}_{s'},
\]

(34)

where \( \hat{V}^{\text{pe}} \) depends on \( D^{\alpha} \) in Eq. (2) through

\[
\mu_{\text{ind},s'}^{\text{es}}[D^{\alpha}] \equiv \langle \Psi_\alpha | \hat{\mu}_{\text{ind},s'}^{\text{es}} | \Psi_\alpha \rangle = \sum_{s''} \sum_{rs} R_{s'',rs} F_{s''}^{\text{es}} D_{rs}^{\alpha}.
\]

(35)
The expectation value of $\hat{V}_{pe}$ now reads

$$
E_{pe,\alpha}^\alpha = \langle \Psi_\alpha | \hat{V}_{pe} | \Psi_\alpha \rangle = E_{es,\alpha}^\alpha + E_{pol_{e,\alpha}} + E_{pol_{e,n,\alpha}} + E_{pol_{e,p,\alpha}}[D^\alpha]
$$

$$
= \sum_{s'} \left( E_{es,n,s'}^\alpha + \sum_{pq} V_{es,pq,s'}^\alpha D_{pq}^\alpha \right)
- \sum_{s'} \sum_{pq} (\mu_{e,ind,s'}^\alpha)^T F_{pq,s'}^\alpha D_{pq}^\alpha
- \sum_{s'} \sum_{pq} (\mu_{e,ind,s'}^\alpha[D^\alpha])^T F_{pq,s'}^\alpha D_{pq}^\alpha
$$

$$
= \sum_{s'} \sum_{pq} (\mu_{e,ind,s'}^\alpha[D^\alpha])^T F_{pq,s'}^\alpha D_{pq}^\alpha
$$

(36)

The energy expression in Eq. (36) is not linear in the 1-RDMs, as can be directly seen by inserting the expression for $\mu_{e,ind,s'}[D^\alpha]$ into the last term in Eq. (36)

$$
E_{pol_{e,\alpha}}[D^\alpha] = - \sum_{s'} \left( \mu_{e,ind,s'}^\alpha[D^\alpha] \right)^T F_{pq,s'}^\alpha D_{pq}^\alpha
$$

$$
= - \sum_{s'} \sum_{pq} (\mu_{e,ind,s'}^\alpha[D^\alpha])^T F_{pq,s'}^\alpha D_{pq}^\alpha
$$

(37)

However, the optimization of a standard CAS-CI wave function assumes a linear relationship of the energy on the 1-RDMs. We have previously applied a work-around to this problem when adding a (non-linear) short-range DFT potential [73] to CAS-CI or DMRG-CI following Pedersen [96]. This will be elaborated in Section 3. As we will distinguish between 1-RDMs for the inactive and active parts, we introduce the notation

$$
E_{e,X,\alpha}^\alpha[D_{Y,\alpha}] = - \sum_{s'} \left( \mu_{e,ind,s'}^\alpha[D_{Y,\alpha}] \right)^T F_{pq,s'}^\alpha D_{pq}^\alpha
$$

where $X$ and $Y$ indicate the origins (’I’ or ’A’) of the 1-RDMs.

### 2.4 Accommodation of Short-Range Density Functionals

PE-DMRG with a range-separated Hamiltonian does not create any additional coupling of the short-range DFT functional and the PE operators. The only difference between PE-DMRG and PE-DMRG–srDFT is their different expressions for $\hat{H}^{iso}$. To extend PE-DMRG to PE-DMRG–srDFT it is therefore sufficient to implement Eq. (6) in a range-separated form [75,76]

$$
\hat{H}^{iso} \rightarrow \hat{H}^{iso,lr} = \hat{H}^{iso,lr} + \hat{V}_{srDFT}^\alpha, \quad (39)
$$

$\hat{H}^{iso,lr}$ is the long-range Hamiltonian which in this work is evaluated as an MPO (cf. Eq. (15)) with long-range two-electron integrals separated on the basis of the
error function (see, e.g., Eqs. (14) and (15) in Ref. 73). The contribution from DFT is introduced through the short-range Hartree–exchange–correlation potential, \( \hat{V}^{sr}_{Hxc}[\rho] \), and the pseudo-energy corresponding to Eq. (32) then reads
\[
E_{srDFT}^{\alpha} = \langle \Psi_{lr}^{\alpha} | \hat{H}_{iso}^{srDFT} + \hat{V}^{pe} | \Psi_{lr}^{\alpha} \rangle, \tag{40}
\]
where the integrand is the effective PE-DMRG–srDFT Hamiltonian. The (long-range) DMRG wave function that diagonalizes \( \hat{H}_{iso}^{srDFT} \) is denoted \( |\Psi_{\alpha}^{lr}\rangle \).

3 Implementation

The implementation details described in this section will mainly be concerned with the coupling of the PE model with DMRG; the implementation of the additional terms for PE-DMRG–srDFT only concerns terms due to the introduction of the range-separated Hamiltonian in Eq. (40) \[73\], which amount to the evaluation of the short-range Hartree–exchange–correlation potential, \( \hat{V}^{sr}_{Hxc}[\rho] \), in \( \langle \Psi_{\alpha}^{lr} | \hat{H}_{iso}^{srDFT} | \Psi_{\alpha}^{lr} \rangle \). A full account of the evaluation of this term was given for DMRG–srDFT in Ref. 73. We will in fact employ the same technique as in Ref. 73 to evaluate the non-linear part of the PE operator and we therefore introduce the deviation, \( \Delta D_{pq}^\alpha \),
\[
\Delta D_{pq}^\alpha = D_{pq}^\alpha - D_{pq}^{ref,\alpha}, \tag{41}
\]
from some (fixed) reference density matrix, \( D_{pq}^{ref,\alpha} = \{ D_{pq}^{ref,\alpha} \} \),
\[
D_{pq}^{ref,\alpha} = D_{ij}^{ref,\alpha} + D_{uv}^{ref,\alpha}, \tag{42}
\]
so that the active-part 1-RDM elements can be written as
\[
D_{uv}^{A,\alpha} = D_{uv}^{ref,\alpha} + \Delta D_{uv}^{A,\alpha}. \tag{43}
\]
Note that the linearization in Eq. (41) is an approximation only required to obtain a self-consistent scheme. The final (converged) state does not involve other approximations than those inherent to PE, DMRG, and srDFT. As we seek to divide contributions into active and inactive parts, as in Eqs. (11) and (12),
\[
E_{\alpha}^{pe} = E_{I,\alpha}^{pe} + E_{A,\alpha}^{pe}, \tag{44}
\]
we obtain with Eq. (41) for the non-linear part in Eq. (36)
\[
E_{I,\alpha}^{pe} = E_{I,\alpha}^{es} + E_{I,\alpha}^{pol} + E_{n,I,\alpha}^{pol} + E_{e,I,\alpha}^{pol} [D^{ref,\alpha}], \tag{45}
\]
\[
E_{A,\alpha}^{pe} = E_{A,\alpha}^{es} + E_{A,\alpha}^{pol} + E_{n,A,\alpha}^{pol} + 2\Delta E_{A,\alpha}^{pol} [D^{ref,\alpha}]. \tag{46}
\]
The pseudo-energies $E_{es,A,\alpha}$, $E_{pol,es,A,\alpha}$, $E_{pol,n,A,\alpha}$ and the corresponding inactive parts are given as in Eq. (36), replacing $D^\alpha_{pq} \rightarrow D^{A,\alpha}_{uv}$ and $D^\alpha_{pq} \rightarrow D^{I,\alpha}_{ij}$. The terms $E_{e,ref,\alpha}^{pol}[D^{ref,\alpha}]$ and $\Delta E_{e,\alpha}^{pol,ref}[D^{ref,A,\alpha}]$ associated with inactive and active parts, respectively, are defined in accordance with Eq. (38) and therefore given as

$$E_{e,ref,\alpha}^{pol}[D^{ref,\alpha}] = - \sum_{s' \in P} \sum_{pq} (\mu_{e,s'}^{ind}[D^{ref,\alpha}])^T F^{pe}_{pq,s'} D^{ref,\alpha}_{pq} (47)$$

and

$$\Delta E_{e,A,\alpha}^{pol}[D^{ref,A,\alpha}] = - \sum_{s' \in P} \sum_{uv} (\mu_{e,s'}^{ind}[D^{ref,A,\alpha}])^T F^{pe}_{uv,s'} \Delta D^{A,\alpha}_{uv}. (48)$$

With Eq. (43) and the reference density matrix being fixed by Eq. (42), we can rewrite Eqs. (45) and (46) to become

$$E_{pe,I,\alpha} = E_{es,I,\alpha} + E_{pol,es,I,\alpha} + E_{pol,n,I,\alpha} + E_{pol,e,I,\alpha}[D^{I,\alpha}] - E_{e,ref,A,\alpha}^{pol}[D^{ref,A,\alpha}], (49)$$

and

$$E_{pe,A,\alpha} = E_{es,A,\alpha} + E_{pol,es,A,\alpha} + E_{pol,n,A,\alpha} + 2(E_{e,ref,A,\alpha}^{pol}[D^{ref,A,\alpha}] + E_{e,A,\alpha}^{pol}[D^{ref,A,\alpha}]), (50)$$

where the $E_{e,\alpha}^{pol}[D^\alpha]$ terms in Eqs. (49) and (50) are defined according to the notation in Eq. (38). These last two equations are the operational expressions implemented. For the extension to PE-DMRG–srDFT, from Eq. (40) it follows that we obtain expressions that are equivalent to Eqs. (49) and (50) from $\langle \Psi_{lr}\alpha | \hat{V}_{pe} | \Psi_{lr}\alpha \rangle$. In addition, we obtain a term from $\hat{H}^{iso}_{srDFT}$ due to the short-range Hartree–exchange–correlation potential, $\hat{V}_{Hxc}[\rho]$. As shown in Ref. 73 these terms can be treated similarly to the effective PE operator in Eq. (33), i.e., by the method of linearization in Eq. (41). The resulting terms are given in Eqs. (37) and (39) of Ref. 73.

The theory described above was implemented in a development version of the DALTON program [97]. This version of DALTON includes an interface to the release version of the PE Library [98], pelib, and an interface to our MPO-based DMRG program, QCMAQUIS [58–62].

4 Computational methodology

The PE potentials constructed in this work represent a water cluster of 127 water molecules. The potentials were obtained with a python script that automates the extraction of coordinates for each fragment (here a water molecule) and sets up the
calculation of localized multipoles and polarizabilities.\textsuperscript{99} The latter are obtained with the LoProp procedure\textsuperscript{85} as implemented in Molcas\textsuperscript{100}. The PE potentials include multipoles up to quadrupoles and anisotropic polarizabilities, which will be denoted M2P2. In addition, we have constructed potentials including only charges (M0) and charges, dipoles, and quadrupoles (M2). The LoProp procedure requires specially constructed basis sets of which we used A-6-31GPG (M2P2) and A-AUG-CC-PVTZ (M2P2, M2 and M0).\textsuperscript{85} The coordinates of the water cluster were taken from the supporting information of Ref.\textsuperscript{101} and have already served in a range of previous works\textsuperscript{41, 42, 101, 102}. Therefore, they represent an excellent benchmark for our approach. The structure for the water cluster can be seen as a representative structure for an ensemble of structures. It was originally obtained in Ref.\textsuperscript{102} by averaging 8000 molecular dynamics (MD) trajectories into one effective structure, where each trajectory describes a box of 128 water molecules. The MD was performed\textsuperscript{102} with a polarizable force field and periodic boundary conditions in which the individual trajectories spanned 20 picoseconds, starting from different velocities.

The QM water molecule and a minimal solvent shell with only three nearest neighbors involved in hydrogen bonding are shown in Figure\textsuperscript{1A}, whereas the full cluster is shown in Figure\textsuperscript{1B}. We also constructed a system that exhibits multiconfigurational character to a certain degree by elongating one of the water H–O bonds as shown in Figure\textsuperscript{1C}.

As an example of a QM subsystem requiring a large active space in a structured environment, we chose the retinal chromophore in rhodopsin. This system has become a benchmark system for advanced electronic structure methods in recent years (see, for instance, Refs.\textsuperscript{103–117}). For the channelrhodopsin protein, we employ the M2P2 potential constructed in Ref.\textsuperscript{37} which assumes a QM region comprised of the retinalidyn chromophore and a small part of the lysine (lys296) side chain that links the chromophore to the protein (depicted below in Figure\textsuperscript{5} middle).

All DMRG calculations for the QM parts were carried out with QCMAQUIS\textsuperscript{58–62} in a Hartree–Fock (HF) or HF–srDFT molecular orbital basis. The corresponding PE-DMRG and PE-DMRG–srDFT calculations employed PE-HF and PE-HF–srDFT molecular orbital bases, respectively. For water, the DMRG calculations employed 512 renormalized block states $m$, whereas for the retinalidyn chromophore this number was increased to 1024 renormalized block states. The importance of diffuse functions in the first excitation of the water molecule was previously highlighted\textsuperscript{101}. We chose a 6-31++G* basis set\textsuperscript{118–120}, meaning that DMRG(10,30)|512 corresponds to the
Figure 1: Water cluster from Ref. [102]. The QM region is shown in ball-and-stick representation. (A) Cut-out of the single water molecule taken as the QM region including three nearest-neighbor water molecules. (B) Full structure. (C) Zoom in on the QM water molecule where one of the bonds was elongated by a factor of 3/2.

active space of a full configuration interaction (FCI) calculation. However, although this small basis set will not yield accurate results, it is a suitable choice here as it permits us to carry out a FCI-type DMRG calculation that does not require further consideration of dynamical correlation effects.

For the retinylidene chromophore, we investigated the multiconfigurational nature of the ground and first excited states in terms of single-orbital entropies [121] and mutual information [122,123] evaluated for the frontier orbitals. For this analysis, the DMRG(20,27)[1024] active space encompassed the $\pi$-system and higher lying $\sigma/\sigma^*$ orbitals. The same active space was employed in the DMRG(20,27)[1024]–srDFT calculations. The latter calculations were performed with the tailored short-range PBE functional by Goll, Werner, and Stoll [124], and we denote these calculations DMRG(20,27)[1024]–srPBE in the following. All calculations on retinylidene employed a 6-31G* basis set because this very small basis had already been chosen for studies on related rhodopsins [103,125] and hence makes a comparison possible. Despite the fact that this basis set is very small, previous calculations on channelrhodopsin and a related rhodopsin showed that the $S_0 \rightarrow S_1$ excitation is not too sensitive to an increasing basis set size. [126,127]
For the water systems we have in addition to the PE-DMRG calculations, also

carried out PE-TDDFT calculations with four different density functionals, namely
BLYP [128,129], B3LYP [128–130], PBE [131], and PBE0 [132]. Due to the Rydberg

character of the excitation, we investigated the effect of a range-separated functional,

for which we chose the long-range corrected CAM-B3LYP functional. [133] The effect

is, in this case, about 0.2 eV compared to B3LYP and hence comparatively small.

Although solvent shifts and absolute excitation energies differ between the functionals,

the obtained trends between different PE potentials are similar. We therefore chose

B3LYP as representative for the DFT results and only detailed B3LYP data are given

explicitly; results obtained with the other functionals are only shown in the figures.


5 Results and discussion

Within a state-specific approach, we investigated the effect of the environment on

the first electronic excitation (1^1A \rightarrow 1^1B_1) of a water molecule. The experimental

value for this excitation is known in both gas and condensed phase. In the gas phase,

the excitation energy is approximately 7.4 eV whereas it is blue-shifted to about 8.2

eV in condensed phase, yielding a solvent shift of about 0.8 eV. A discussion of the

experimental results can be found in the paper by Christiansen et al. [134]. In the first

subsection (Section 5.1), we consider the small solvent shell of three water molecules as

the environment that is to be represented by a PE potential (Figure 1A). In the second

subsection (Section 5.2), we extend the environment so that all 127 water molecules are

represented by a PE potential (Figure 1B). To highlight the differences between our PE-

DMRG approach and PE-TDDFT for multiconfigurational cases, we consider in Section

5.3 the solute with the elongated O–H bond (Figure 1C) where the multireference

character is incorporated already in the electronic ground state.

Although we also compare with experimental results, it should be emphasized that

results obtained with only one structural configuration must be considered with care.

For an accurate comparison, one must employ a stochastically meaningful number of

snapshots. However, our main purpose is to compare the various embedding potentials

for state-specific approaches within the PE approach.

Afterwards we consider the retinylidene chromophore within its host channelrhodopsin

protein (Section 5.4). For this system, the protein environment is known to cause a

large blue-shift of the first excitation energy [127]. DMRG studies of chromophores

within proteins are rare (see, e.g., Ref. 135 where a point-charge description of the
environment was invoked for a iron-sulfur cluster).

5.1 Water Molecule Embedded in a Minimal Solvent Shell

The state-specific excitation energies obtained with PE-DMRG and the predicted solvent shifts are given in Table 1 (TDDFT an PE-TDDFT results with B3LYP are also given in this table). Starting with the result for the isolated H$_2$O molecule, we find that the DMRG(10,30)[512] excitation energy is in good agreement with the experimental value of 7.4 eV. As one would have expect from the significant Rydberg character of the excitation [101], the excitation energies from TDDFT and PE-TDDFT are underestimated. We note that this can be partially corrected by asymptotically corrected

![Figure 2: Excitation energies and solvent shifts for the environment comprised of three water molecules, see Figure 1A. The column for the A-AUG-CC-PVTZ basis set collects contributions from charges (M0), charges, dipoles and quadrupoles (M2), and charges, dipoles, quadrupoles, and polarizabilities (M2P2). The experimental result is shown as a red, horizontal line.](image)
Table 1: Excitation energies and solvent shifts (in eV) for H₂O in PE potentials representing three environment water molecules.

| Potential | Exc. Energy  | Solvent shift |
|-----------|--------------|---------------|
|           | DMRG(10,30)[512] | B3LYP | DMRG(10,30)[512] | B3LYP |
| Isolated  | 7.46         | 6.83         | -        | -      |
| M0<sup>a</sup> | 7.99         | 7.31         | 0.53     | 0.48   |
| M2<sup>a</sup> | 7.89         | 7.18         | 0.43     | 0.35   |
| M2P2<sup>b</sup> | 7.90         | 7.34         | 0.44     | 0.51   |
| M2P2<sup>a</sup> | 7.95         | 7.42         | 0.49     | 0.59   |

<sup>a</sup>Obtained with A-AUG-PTVZ/B3LYP

<sup>b</sup>Obtained with A-6-31PGP/B3LYP

functionals, although we find that the effect is rather small (see Section[4]). In fact, the result for the isolated H₂O molecule from Ref. [101] (7.76 eV) is slightly overestimated with the SAOP potential [136] in combination with a Slater-type basis set including diffuse functions.

For the embedding calculations, the state-specific calculation with the most accurate potential yields an excitation energy of 7.95 eV and thereby a solvent shift of 0.49 eV (see Table 1). The experimental solvent shift is therefore underestimated by about a factor two. By comparing the M0 entry with the M2 and M2P2 entries in Table 1, we see that M0 alone produces a solvent shift of 0.44 eV and hence the effect from the charges is by far the largest. The additional effect from higher-order multipoles (M2) amounts to 0.10 eV and is in the opposite direction, thereby reducing the total shift slightly. Increasing the accuracy by including polarizabilities has little effect for this small environment, but (as will be apparent in the next subsection) becomes nonnegligible when considering a larger environment.

Regarding the PE-TDDFT results, the absolute excitation energies and solvent shifts of all density functionals are compared to the PE-DMRG(10,30)[512] result in Figure 2. The excitation energies and solvent shifts show the same trends as the state-specific PE-DMRG results with respect to the applied potential. Yet, the PE-TDDFT excitation energies and solvent shifts show a larger variation with respect to how the environment potentials are obtained than our PE-DMRG results. As expected, the
Table 2: Excitation energies and solvent shifts (in eV) for a solvated system of H$_2$O in PE potentials representing 127 environment water molecules.

| Potential | Exc. Energy | Solvent shift |
|-----------|-------------|---------------|
| DMRG(10,30)[512] | B3LYP | DMRG(10,30)[512] | B3LYP |
| M0$^a$ | 8.21 | 7.53 | 0.75 | 0.70 |
| M2$^a$ | 8.04 | 7.32 | 0.58 | 0.49 |
| M2P2$^b$ | 8.17 | 7.65 | 0.71 | 0.82 |
| M2P2$^a$ | 8.36 | 7.89 | 0.90 | 1.06 |

$^a$Obtained with A-AUG-PTVZ/B3LYP
$^b$Obtained with A-6-31PGP/B3LYP

absolute excitation energies are too low and the solvent shifts are predicted lower than the experimental one. The latter was also observed in Ref. 101 for a small environment comprising only two water molecules.

5.2 Water Molecule Embedded in Larger Environment

We now consider the larger environment of 127 water molecules (Figure 1B). The excitation energies and solvent shifts for PE-DMRG and PE-TDDFT (with B3LYP) are given in Table 2.

Compared to the small system described in Section 5.1, the excitation energies and solvent shifts increase. For PE-DMRG with the large A-AUG-PVTZ basis set, the charges alone give an excitation energy that is almost on top of the experimental value, which must be considered fortuitous. From Table 2 (see also Figure 3) we see that including higher-order multipoles lowers the excitation energy (by 0.17 eV), while polarization again counteracts by raising the excitation energy (by 0.32 eV). Hence, our most accurate DMRG result overestimates the excitation energy compared to experiment, albeit by a small margin. Compared to the small environment (Section 5.1), the effect of polarization gains importance. Considering that the DMRG excitation energies obtained with the two potentials including polarization (M2P2) differ by 0.19 eV shows that accurate potentials require fairly large basis sets. This was also concluded in a DFT study 137 of amino acids in their ground state. In this regard, it must be considered fortuitous, as for the case with M0 charges above, that the DMRG(10,30)[512]
Figure 3: Excitation energies and solvent shifts for the full water cluster in Figure 1B. The column for the A-AUG-CC-PVTZ basis set collects contributions from charges (M0), charges, dipoles and quadrupoles (M2), and charges, dipoles, quadrupoles and polarizabilities (M2P2). The experimental result is shown as a red, horizontal line.

result with the M2P2 potential constructed with A-6-31GPG/B3LYP is very close to the experimental value. As can be seen from Table 2 and Figure 3, PE-TDDFT overestimates the effect of polarization compared to PE-DMRG (and also with respect to the experimental result), leading to an overall overestimation of the solvent shift. PE-DMRG also overestimates the experimental shift, but the overestimation is reduced, compared to PE-TDDFT. Such an overestimation was also found within a FDE-TDDFT scheme for this particular system [101]. With the exception of the PBE0 functional, the DFT results underestimate the absolute excitation energies compared to PE-DMRG (and also compared to the experimental result). The large scatter in the excitation energies and solvent shifts from the different density functionals point to the value of DFT-independent data provided by wavefunction methods (note, how-
Table 3: Excitation energies and solvent shifts (in eV) for a solvated system of H$_2$O with stretched O–H bond in PE potentials representing 127 environment water molecules.

| Potential | Exc. Energy | Solvent shift |
|-----------|-------------|---------------|
|           | DMRG(10,30)[512] | B3LYP | DMRG(10,30)[512] | B3LYP |
| Isolated  | 4.14        | 4.25        | -             | -     |
| M0$^a$    | 5.07        | 5.01        | 0.93          | 0.76  |
| M2$^a$    | 5.01        | 4.92        | 0.87          | 0.67  |
| M2P2$^b$  | 5.55        | 5.56        | 1.41          | 1.31  |
| M2P2$^a$  | 5.54        | 5.62        | 1.40          | 1.37  |

$^a$Obtained with A-AUG-PTVZ/B3LYP
$^b$Obtained with A-6-31PGP/B3LYP

ever, that DMRG results in general lack dynamic-correlation contributions, which is of no importance here as our DMRG calculations are actually FCI calculations in the one-electron basis sets chosen).

5.3 Water Molecule with Stretched O-H Bond Embedded in Larger Environment

The system shown in Figure 1C was constructed by elongating one bond of the QM water molecule by a factor 1.5 (to 1.435 Å). Thereby, the natural occupation number for the orbital involved in the O–H bond decreases from 1.97 to 1.93 (for the ground state), indicating increased multiconfigurational character. The excitation energies and solvent shifts are given in Table 3. Both PE-DMRG(10,30)[512] and PE-TDDFT (B3LYP) results show that the excited state is destabilized more than the ground state upon bond elongation. Hence, the excitation energy is significantly lowered compared to the system with bond length derived from MD simulations (Table 2). This conclusion also holds for results obtained with the other functionals (cf. 4, left). In particular, the influence of polarization is increased for the system with elongated O–H bond. Naturally, this is not only due to bond elongation, but also partly due to the decreased distance between the hydrogen atom from the elongated O–H bond and environment water molecules (see Figure 1). In such cases, it can have some effect to include quantum mechanical corrections in the PE scheme, as suggested in a recent
Figure 4: Excitation energies and solvent shifts for the full water cluster in Figure 1C. The column for the A-AUG-CC-PVTZ basis set collects contributions from charges (M0), charges, dipoles and quadrupoles (M2), and charges, dipoles, quadrupoles and polarizabilities (M2P2).

Our current PE-DMRG method does not include such correction schemes, but the approach from Ref. [138] can be straightforwardly extended to a DMRG wave function. We finally note that, as expected for a system that displays multiconfigurational character, the PE-TDDFT results in Figure 4 show a large spread of absolute excitation energies, with a clustering of results for pure density functionals (BLYP and PBE) and hybrid density functionals (B3LYP and PBE0).
5.4 Retinylidene in Channelrhodopsin

Before considering the shift of the $S_1 \rightarrow S_0$ excitation energy due to the channelrhodopsin protein, we analyzed the electron correlation mapped by the entanglement measures, i.e., by single-orbital entropies [121] and mutual information [122,123]. These orbital-based entities have become popular as descriptors to classify multiconfigurational character. [63, 64, 139, 140] Figure 5 shows the PE-DMRG entanglement plots of the ground-state $S_0$ (left) and the first excited state $S_1$ (right). The entanglement plots indicate multiconfigurational character already in the ground-state with large mutual information particular between the $\pi$ and $\pi^*$ type orbitals (orbital numbers 5,7–13,16,17). Both single-orbital entropies and mutual information increase (as expected) for the first excited state. This emphasizes that for state-specific optimization of retinalidyne chromophores, multiconfigurational methods are required.

![Entanglement plots from PE-DMRG(20,27) calculations on the retinylidene chromophore (middle) showing the change upon vertical excitation from the $S_0$ ground state (left) to the first $S_1$ excited state (right).](image)

The shifts of the $S_1 \rightarrow S_0$ excitation energy caused by the protein in the PE-DMRG and PE-DMRG–srDFT calculations are compiled in Table 4. For comparison, we include in this table also results from the literature obtained with PE-TDDFT [127], PE-CC2 [127] and PE-TDCAS(6,6)–srDFT [37]. Before discussing the results, we should stress that PE-CC2, PE-TDDFT, and PE-TDCAS–srDFT are all based on response theory, and hence cover the effect of the environment in a fundamentally different way.
Table 4: Shifts of the first $S_0 \rightarrow S_1$ excitation of the retinalidyne chromophore due to the channelrhodopsin protein (in eV). The shifts are taken with respect to an isolated-molecule calculation of retinalidyne in its structure adopted within the protein. The strain exerted on the structure by the protein was previously found to have an effect of 0.05 eV on the $S_0 \rightarrow S_1$ excitation [127]. We recall that 'TD' refers to linear-response calculations.

| Method                              | Shift |
|-------------------------------------|-------|
| PE-DMRG[1024](20,27)                | 1.01  |
| PE-DMRG[1024](20,27)–srPBE$^a$      | 0.52  |
| PE-CC2 [127]                        | 0.89  |
| PE-TDDFT [127]                      | 0.49  |
| PE-TDCAS(6,6)–srPBE [37]            | 0.69  |
| exp. [141,142]                      | 0.58–0.70 |

$^a$ short-range PBE functional as defined in Ref. [124]

$^b$ short-range PBE functional as defined in Ref. [75]

Way compared to state-specific PE-DMRG and PE-DMRG–srPBE. Furthermore, the PE-TDCAS(6,6)–srPBE method also includes orbital optimization whereas the present PE-DMRG and PE-DMRG–srPBE results are based on PE-HF or PE-HF–srPBE orbitals (for the ground state).

The excitation energy shift due to the protein calculated with PE-DMRG[1024](20,27) and PE-CC2 are similar, namely 1.01 eV and 0.89 eV, respectively. However, PE-DMRG[1024](20,27) lacks most of the dynamic correlation and srPBE then reduces this shift to 0.52 eV, which is comparable to the shifts calculated with TDDFT [127] (with the CAM-B3LYP [133] functional) and TDCAS(6,6)–srPBE [37]. We may compare the calculated shifts with experimental values of 0.58–0.70 eV taken from gas-phase [141,142] and in-protein [143,144] measurements, which show that almost all theoretical results listed in Table 4 are in this range. Only the pure PE-DMRG is slightly off, which indicates the importance of dynamic correlation. However, we also emphasize that the orbitals were not optimized for the PE-DMRG wave function, which will be worst for the excited state. Moreover, we note that all calculated results were
obtained for a single structure and that was the one in the protein.

The absolute excitation energy from DMRG[1024](20,27) is overestimated in vacuum (3.17 eV), and also in the protein (4.18 eV). The experimental gas-phase peak maximum is between 2.00 eV and 2.03 eV [141][142], whereas it is shifted to 2.58 and 2.70 eV in the protein [143][144]. Only srDFT captures the neglected dynamical correlation in such a way that for DMRG–srPBE and PE-DMRG–srPBE we finally obtained improved excitation energies of 2.75 eV in vacuum and 3.27 eV in the protein, respectively. For comparison, CC2 and TDDFT yield excitation energies of 2.11 eV and 2.42 eV in vacuum and 3.0 eV and 2.91 eV in the protein, respectively. The PE-DMRG–srPBE result could be significantly improved by orbital optimization, because, as noted before, the HF-type orbitals in all DMRG calculations are certainly not adequate for the description of the excited state and hence lead to a larger deviation from experiment.

6 Conclusion

We presented a coupling of our MPO-based DMRG program with the Polarizable Embedding scheme that explicitly accounts for large environments using atom-centered multipoles and polarizabilities. With this PE-DMRG scheme we investigated a well-studied system, namely the excitation energy and associated solvent shift of the first excitation (1^1A_1 → 1^1B_1) of a water molecule embedded in a water environment. Ground and excited state energies were obtained from state-specific DMRG(10,30)[512] and PE-DMRG(10,30)[512] with an active space including all orbitals. We also compared PE-TDDFT and state-specific PE-DMRG with respect to the excitation energy and solvent shift for a range of embedding potentials of increasing accuracy. The applied potentials were denoted M0 (charges), M2 (charges, dipoles and quadrupoles), and M2P2 (charges, dipoles, quadrupoles, and polarizabilities). For a small environment, the addition of polarization is less important, whereas both the absolute excitation energy and solvent shift are affected significantly for a larger solvation shell. The differences are somewhat larger for PE-TDDFT, compared to the state-specific PE-DMRG results. Further, the PE-TDDFT results show that the differences between the M0, M2 and M2P2 PE potentials also depend on the density functional. The functional dependence is even more pronounced when the water molecule described by TDDFT has a stretched O–H bond.

We also showed how the PE-DMRG scheme can be extended to a range-separated
PE-DMRG–srDFT hybrid scheme \cite{73} that accounts for dynamical correlation when
the QM system is too large to include all orbitals in the active space. With this method
we investigated the blue-shift induced by a channelrhodopsin protein on the \(S_0 \rightarrow S_1\)
excitation of the protein’s chromophore, a retinalidyne Schiff base. In accordance with
previous studies, the protein effect was found to be large. The inclusion of dynamical
correlation through a srDFT functional reduced the absolute excitation energy of \(S_0 \rightarrow S_1\)
as compared to PE-DMRG (where they were considerably overestimated).

It is currently not known to what extent incorporation of quantum effects in the
interaction between QM region and PE potential will affect the results obtained here.
This was done (for TDDFT) in a recent extension \cite{138} of the PE scheme and these
developments can be straightforwardly included in the method(s) presented here.
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