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Abstract

Most existing Grammatical Error Correction (GEC) methods based on sequence-to-sequence mainly focus on how to generate more pseudo data to obtain better performance. Few work addresses few-shot GEC domain adaptation. In this paper, we treat different GEC domains as different GEC tasks and propose to extend meta-learning to few-shot GEC domain adaptation without using any pseudo data. We exploit a set of data-rich source domains to learn the initialization of model parameters that facilitates fast adaptation on new resource-poor target domains. We adapt GEC model to the first language (L1) of the second language learner. To evaluate the proposed method, we use nine L1s as source domains and five L1s as target domains. Experiment results on the L1 GEC domain adaptation dataset demonstrate that the proposed approach outperforms the multi-task transfer learning baseline by 0.50 $F_{0.5}$ score on average and enables us to effectively adapt to a new L1 domain with only 200 parallel sentences.

1 Introduction

Grammatical Error Correction (GEC) aims to correct errors in text. For example, “He notice the picture.” can be corrected to “He notices the picture.”. A GEC system takes an incorrect sentence as input and outputs the corresponding correct sentence. With the development of deep learning, GEC has drawn the attention of many researchers during the last few years.

Most existing methods (Chollampatt and Ng, 2018; Junczys-Dowmunt et al., 2018; Zhao et al., 2019) frame GEC as a sequence-to-sequence (seq2seq) task and have obtained high performance on the general domain while using a large number of training examples. However, these seq2seq-based models cannot gain satisfactory performance in special GEC domains due to domain shift and the limited in-domain data. For instance, Nadejde and Tetreault (2019) use the GEC model trained on the general domain to test on specific domains and find that the performance drops dramatically. One way to tackle this issue is transfer learning (Nadejde and Tetreault, 2019), in which a GEC model is pretrained on the high-resource general domain and then fine-tuned on a low-resource target domain. Although leading to empirical improvements in the target domain, this method suffers from model over-fitting and catastrophic forgetting when the in-domain data is insufficient (Sharaf et al., 2020).

In this paper, we frame GEC system for different domains as different tasks and propose a meta-learning method for few-shot GEC domain adaptation. Specifically, we use model-agnostic meta-learning algorithm (MAML; Finn et al. (2017)) to learn the initialization of model parameters from high-resource domains, which can quickly adapt to a new target domain with a minimal amount of data. Fig.1 shows the difference between our method and the multi-task transfer learning method in Nadejde and Tetreault (2019). Their method first trains GEC model on multi-domain data and then fine-tunes it on a target domain.

To evaluate the proposed method, we adapt GEC model to Chinese as a Second Language (CSL)
learner’s first language (L1). We construct a few-shot GEC domain adaptation dataset by making use of 4 resource-poor L1s as the test domains and the rest 10 L1s as the source and valid domains. Our experiments on the constructed dataset show that our method can effectively adapt to a new domain using only 200 parallel sentences and outperform the multi-task transfer learning method by 0.50 $F_{0.5}$ score on average. To our best knowledge, we are the first to apply meta-learning to GEC.

2 Method

2.1 GEC Domain Adaptation

Given an erroneous sentence $X = \{x_1, \ldots, x_M\}$ and a learner’s domain $d$, a Neural Machine Translation (NMT)-based model for domain-aware GEC models the conditional probability of the output sentence $Y = \{y_1, \ldots, y_N\}$ with neural networks as follows:

$$p(Y|X, d; \theta) = \prod_{t=1}^{N} p(y_t|y_{1:t-1}, x_{1:M}; d; \theta), \quad (1)$$

where $\theta$ is a set of model parameters. Following Madotto et al. (2019), we first adapt the learner’s domain $d$ and then model the output sentence conditional on the erroneous input sentence with:

$$p(Y|X; \theta_d) = \prod_{t=1}^{N} p(y_t|y_{1:t-1}, x_{1:M}; \theta_d), \quad (2)$$

where $\theta_d$ is the set of domain-aware model parameters. A learner’s domain can be defined with different criterion, such as the L1 and the proficiency level. In this paper, we use the L1 as the criterion and adapt a GEC system to the learner’s L1. Since our method is agnostic to the definition of domains, it can be easily extended to other type of domain-aware GEC systems.

2.2 Few-Shot GEC Domain Adaptation via Meta Learning

We propose to apply the model-agnostic meta-learning (MAML; Finn et al. (2017)) in few-shot GEC domain adaptation. We use MAML to learn a good initialization of model parameters $\theta^0$, which can quickly adapt to new domains using few training examples. We call the proposed meta-learning method for GEC domain adaptation as MetaGEC.

We define a set of source tasks $\mathcal{T} = \{T_{d_1}, \ldots, T_{d_k}\}$, where each task $T_{d_i}$ is a GEC system of a specific domain $d_i$ and $k$ is the number of learner’s domains. For each meta-learning episode, we randomly sample a task $T_d$ from $\mathcal{T}$. Then we sample two batches independently from task $T_d$’s data, a support batch $D_{d_i}^s$, and a query batch $D_{d_i}^q$. We first use $D_{d_i}^s$ to update the GEC model parameters $\theta$ as follows:

$$\theta' = \theta - \alpha \nabla_{\theta} \mathcal{L}_{D_{d_i}^s} (\theta), \quad (3)$$

where $\alpha$ is the learning rate and $\mathcal{L}$ is the cross-entropy loss function:

$$\mathcal{L}_{D_{d_i}^s} (\theta) = - \sum_{D_{d_i}^s} \log p(Y|X, \theta). \quad (4)$$

After that, we evaluate the updated parameters $\theta'$ on $D_{d_i}^q$ and update the original model parameters $\theta$ with gradient computed from this evaluation. It is possible to aggregate multiple episodes of source tasks before updating $\theta$. Therefore the original model parameters $\theta$ are updated as follows:

$$\theta = \theta - \beta \sum_{D_{d_i}} \nabla_{\theta} \mathcal{L}_{D_{d_i}^q} (\theta'), \quad (5)$$

where $\beta$ is the meta learning rate. The full algorithm is shown in Algorithm 1. The update of meta parameters involves second-order partial derivatives, which is computationally expensive. In our experiments, we use a first-order approximation to save memory consumption following previous work (Gu et al., 2018). After the meta-training phrase, task-specific learning is done on a small amount of examples from a new target task $T_d$, in order to obtain a task-specific model $\theta_d$.

Algorithm 1 Meta learning for few-shot GEC domain adaptation

Require: $\mathcal{T}$: set of source tasks

Require: $\alpha, \beta$: step size hyperparameters

1: Randomly initialize $\theta$
2: while not done do
3: Sample batch of tasks $T_d \sim \mathcal{T}$
4: for all $T_d$ do
5: $(D_{d_i}^s, D_{d_i}^q) \sim D_d$
6: Evaluate $\nabla_{\theta} \mathcal{L}_{D_{d_i}^s} (\theta)$ using $D_{d_i}^s$
7: Compute adapted parameters with gradient descent: $\theta' = \theta - \alpha \nabla_{\theta} \mathcal{L}_{D_{d_i}^s} (\theta)$
8: end for
9: Update meta $\theta'$:
10: $\theta = \theta - \beta \sum_{D_{d_i}} \nabla_{\theta} \mathcal{L}_{D_{d_i}^q} (\theta')$
11: end while
Table 1: Data statistics for the Lang-8 and HSK datasets

| Corpus | #Sentence | #SrcToken | #TgtToken |
|--------|-----------|-----------|-----------|
| Lang-8 | 1.09M     | 14M       | 15M       |
| HSK    | 88K       | 1.78M     | 1.76M     |

3 Experiments

3.1 Settings

Dataset We use two datasets in our experiments: Lang-8\(^1\) and HSK\(^2\). Both dataset are written by CSL learners and corrected by Chinese native speakers. We tokenize the datasets by jieba\(^3\) and apply Byte Pair Encoding (Sennrich et al., 2016) to limit vocabulary size.\(^4\) We first pretrain our model on Lang-8 and then study GEC domain adaptation on the HSK dataset with the pretrained model. Table 1 shows the statistics of both datasets. HSK consists of examination essays written by CSL learners with fourteen different L1s. First, we choose four domains with the least data as the test domains, including German (De), Russian (Ru), French (Fr) and Mongolian (Mo). Then, we randomly sample one domain from the rest domains as the valid domain, while the other domains serve as the source domains. Specifically, we use Indonesian (In) as the valid domain, and Korean (Ko), Traditional Chinese (Zh-tw), Japanese (Ja), Singapore English (En-Sg), Malay (Ma), Burmese (Bu), Thai (Th), Vietnamese (Vi) and English (En) as the source domains. For each source domain, we sample 1000 parallel sentences as the in-domain dataset. For valid domain, we sample 200, 800, and 400 parallel sentences as the in-domain training set, development set, and test set respectively. For each test domain, we sample 200 parallel sentences as the in-domain training set, and divide the rest data in HSK into development set and test set according to a two-to-one ratio. The valid and test domains are also called target domains. We use the ERRANT\(^5\) to make the gold edits of grammatical errors in sentences of each test set.

GEC System We utilize the Transformer (Vaswani et al., 2017) implemented by fairseq\(^6\) as our GEC model. We follow the model configure in transformer_wmt_en_de and set batch size to 4000 tokens. For pretraining on Lang-8, we follow the training instructions in Ott et al. (2018).\(^7\) For meta training, we use the same Adam optimizer except that we set \(lr=1e-5\) for the outer loop and \(lr=1e-7\) for the inner loop. At test time, we fine-tune the model on the target task’s training set with \(lr=5e-4\). For all models, we translate with beam search using \(beam\_size=12\).

Baselines We compare MetaGEC with three baselines: (1) \textit{No Fine-tuning} (Sharaf et al., 2020): the method that evaluates the pretrained GEC model on the target task’s test set; (2) \textit{Fine-tuning} (Sharaf et al., 2020): the method that fine-tunes the pretrained GEC model on the target task’s training data directly; (3) \textit{MTL+Fine-tuning} (Nadejde and Tetreault, 2019): the multi-task transfer learning method we discussed in Section 1. It first fine-tunes the pretrained GEC model on all data of the source tasks in a multi-task learning framework, and then fine-tunes the resulting model on the target task’s training data. As an evaluation metric, we use \(F\_0.5\) score computed by applying the Max-Match\(^8\) \((M^2)\) scorer (Dahlmeier and Ng, 2012). We repeat the baselines and our method three times with different seeds and report the averaged score.

3.2 Results

Table 2 shows the evaluation results of MetaGEC and the baselines. Overall, MetaGEC outperforms all the baselines, improving \textit{No Fine-tuning}, \textit{Fine-tuning} and \textit{MTL+Fine-tuning} by 17.06, 9.43 and 0.50 \(F\_0.5\) on average. This indicates that MetaGEC has successfully found a good initialization of model parameters for fast domain adaptation. We also observe that for Ru, MetaGEC performs worse than the baseline \textit{MTL+Fine-tuning}. Ru benefits the most when fine-tuning with in-domain data \textit{(No Fine-tuning to Fine-tuning)} among all five target tasks. In contrast, it benefits the least from multi-task learning \textit{(Fine-tuning to MTL+Fine-tuning)}. We hypothesize that for Ru, fine-tuning with in-domain data is more important than the way we choose to utilize the data contained in source tasks. Since MetaGEC is different from \textit{MTL+Fine-tuning} in the way of utilizing data from the source

\(^1\)https://lang-8.com
\(^2\)http://hsk.blcu.edu.cn/
\(^3\)https://github.com/fxsjy/jieba
\(^4\)https://github.com/rsennrich/subword-nmt
\(^5\)https://github.com/chrisjbryant/errant
\(^6\)https://github.com/pytorch/fairseq
\(^7\)https://github.com/pytorch/fairseq/blob/v0.9.0/examples/scaling_nmt/README.md
\(^8\)https://www.comp.nus.edu.sg/~nlp/conll14st.html
### Related Work

**Grammatical Error Correction** The traditional GEC approaches include two categories: specific rule-based methods (Heidorn et al., 1982; Bustamante and León, 1996) and statistical machine translation (SMT)-based approaches (Brockett et al., 2006; Junczys-Dowmunt and Grundkiewicz, 2014). Specific ruled-based methods only correct certain types of errors in the text. SMT-based approaches greatly improve the performance of GEC. But they are surpassed by deep learning-based methods. Junczys-Dowmunt et al. (2018) cast GEC as a low-resource NMT task. Due to the limited public data, many works (Lichtarge et al., 2019; Kiyono et al., 2019; Wang et al., 2019; Kaneko et al., 2020) pay attention to how to generate more pseudo data to improve the performance of neural GEC models.

**GEC Domain Adaptation** Rozovskaya and Roth (2011) use Naïve Bayes classifier to adapt a model to the L1 of the learner. Chollampatt et al. (2016) first train a neural network joint model on the data labeled by L1 of the learner and then integrate it into a SMT based GEC system. Nadje and Tetreault (2019) utilize transfer learning method to adapt a model to different domains.

**Meta Learning** Recently, meta-learning (Lake et al., 2015; Andrychowicz et al., 2016; Finn et al., 2017) has attracted lots of attention. Meta-learning aims at solving how to achieve fast adaptation on new data. Current meta-learning methods can be classified into two categories: 1) Learning strategies and policies (Andrychowicz et al., 2016). 2) Learning good initial parameters of model (Finn et al., 2017). Many works have applied meta-learning to Natural Language Processing tasks, such as low-resource NMT (Gu et al., 2018), personalizing dialogue agents (Madotto et al., 2019) and few-shot NMT adaptation (Sharaf et al., 2020).

### 5 Conclusion

In this paper, we introduce MetaGEC, a model-agnostic meta-learning algorithm for few-shot GEC domain adaptation. MetaGEC exploits a set of data-rich source domains to learn the initialization of model parameters that facilitates fast adaptation for a new target domain with a minimal amount of training examples. Experiment results demonstrate the effectiveness of the proposed method. In the future, we will apply different meta-learning methods in the GEC task.
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