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Abstract—This work examines the problem of exact data interpolation via sparse (neuron count), infinitely wide, single hidden layer neural networks with leaky rectified linear unit activations. Using the atomic norm framework of [Chandrasekaran et al., 2012], we derive simple characterizations of the convex hulls of the corresponding atomic sets for this problem under several different constraints on the weights and biases of the network, thus obtaining equivalent convex formulations for these problems. A modest extension of our proposed framework to a binary classification problem is also presented. We explore the efficacy of the resulting formulations experimentally, and compare with networks trained via gradient descent.
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I. INTRODUCTION

Deep learning has attracted significant attention in recent years, due in large part to its empirical success in numerous areas, including computer vision and natural language processing to name just a few. One of the salient characteristics shared among well-performing networks is that they are often heavily overparametrized, and despite having no explicit regularization, tend to have excellent generalization performance.

It has been suggested (e.g., in [1], [2]) that for generalization, the norm(s) of the latent network parameters may be more important than the number of parameters. Motivated by this, there has been a growing interest lately on understanding infinitely wide neural networks under norm constraints on their parameters; see [3–6].

In this work we consider the problem of fitting a given set of data by an infinitely wide neural network with a sparsity constraint to regularize the number of hidden neurons. We consider several different scenarios, characterized by different constraints on the weights and biases of the latent factors, and following the atomic norm framework [7] we provide straightforward characterizations of the convex hulls of the corresponding atomic sets. Using these, we reformulate the original neural network interpolation problems as equivalent finite dimensional convex optimization problems.

Finally, we develop extensions of this framework to binary classification tasks, and explore the efficacy of (all of) the resulting convex formulations numerically through (admittedly limited, due to space constraints) experimental evaluations on low-dimensional problems.
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A. Problem Statement

Suppose we have \( N \) data points \( \{x_i, y_i\}_{i=1}^N \), where \( x_i \in \mathbb{R}^d \) and \( y_i \in \mathbb{R} \). For a generic input \( x \), we let \( f(x) \) denote the output of an infinitely wide neural network with a single hidden layer and normalized weights. Specifically, motivated by the formulation in [5], we define \( \mathcal{W} \subset \mathbb{R}^d \times \mathbb{R} \), and write

\[
 f(x) = \int_{\mathcal{W}} \sigma(w^T x + b)d\mu(w, b),
\]

where \( \mu \) is a signed measure on \( \mathcal{W} \) and \( \sigma(\cdot) \) denotes the activation function. Here, our specific focus is on Leaky Rectified Linear Unit (Leaky ReLU) activations [8]; i.e.,

\[
 \sigma(x) = \begin{cases} 
 x, & \text{if } x \geq 0, \\
 \alpha x, & \text{if } x < 0 
\end{cases}
\]

where \( \alpha \neq 1 \). Note that \( \alpha = 0 \) corresponds to the “traditional” ReLU activation, and is subsumed in our more general model.

Similar to [4], we consider the following optimization problem, whose aim is to interpolate the \( N \) data points

\[
 \min \|\mu\|_{TV} \quad \text{s.t.} \quad y_i = \int_{\mathcal{W}} \sigma(w^T x_i + b)d\mu(w, b), \quad \forall \ i = 1, \ldots, N.
\]

For Dirac measures, for which \( \mu = \sum_{i=1}^m \nu_i \delta(w_i, b_i) \) for some \( m \in \mathbb{N} \) and \( \{w_i, b_i\}_{i=1}^m \), \( f(x) \) reduces to a finite width neural network,

\[
 f(x) = \sum_{i=1}^m v_i \sigma(w_i^T x + b_i),
\]

and \( \|\mu\|_{TV} \) reduces\(^2\) to \( \|v\|_1 \), where \( v = [v_1, \ldots, v_m] \). As alluded above, our aim here is to reformulate variants of (2) as equivalent convex optimization problems.

II. RELATED WORKS

The use of sparsity inducing regularizers for selecting hidden neurons in infinitely wide single hidden layer neural networks was first studied in [3]; the generalization performance of related formulations was established in [4]. For scalar inputs and ReLU activations, [5] establishes equivalence between minimum norm solutions and interpolating functions with minimum \( \ell_1 \) norms of their second derivatives. This direction is extended to multivariate inputs in [6]. Although such function space perspectives provide useful insights, they

\(^1\)Recall that for any given measurable space \((X, \mathcal{M})\) and signed measure \( \nu \) defined on it, the total variation of \( \nu \), denoted by \( \|\nu\|_{TV} \), is defined as \( \|\nu\|_{TV} = \nu^+ + \nu^- \), where \( \nu^+ \) and \( \nu^- \) are unique positive measures such that \( \nu = \nu^+ - \nu^- \) and \( \nu^+ \perp \nu^- \); see [6].

\(^2\)For \( p \geq 1 \) the notation \( \| \cdot \|_p \) denotes the \( \ell_p \) norm of its vector argument.
essentially do not reduce the infinite dimensional nature of the original problem, instead transforming them into optimizations over specified function spaces. Here, our formulation reduces these problems to finite dimensional convex optimizations.

Perhaps the work most closely related to ours is [10], which considered optimizing finite but sufficiently wide neural networks with sparsity inducing regularization. Using semi-infinite duality, that work established equivalence to convex optimization problems that are essentially regularized versions of the results we present here. That said, our results hold for a broader class of activation functions, and we provide a more concise, atomic norm based proof technique.

III. MAIN RESULTS
A. Reformulation Under a Bounded Weights Condition

We begin by establishing the atomic norm formulation of (2) using the framework outlined in [7], for a special case where

\[ W = \{ w \in \mathbb{R}^d, b \in \mathbb{R} : \| w \|_2 \leq 1 \} \]  

(3)

Let \( a(w, b) \in \mathbb{R}^N \) denote the activation of a hidden neuron with parameters \( (w, b) \) for all of the input data, so that

\[ a(w, b) = [\sigma(w^T x_1 + b) \ldots \sigma(w^T x_N + b)]^T, \]

and let \( a_i(w, b) \) denote the \( i \)th entry of \( a(w, b) \). We say the pair \((w, b)\) is active at \( x_i \) if \( w^T x_i + b > 0 \). Now, for \( \lambda > 0 \) we define

\[ T^+ = \{ z \in \mathbb{R}^N : \exists (w, b) \text{ s.t. } z = a(w, b), \| w \|_2 \leq \lambda \}, \]

and

\[ T^- = \{ z \in \mathbb{R}^N : \exists (w, b) \text{ s.t. } z = -a(w, b), \| w \|_2 \leq \lambda \}. \]

Setting \( \lambda = 1 \), we choose \( T^+ \cup T^- \) as the atomic set, reducing the problem in (2) (with the weight condition in (3)) to that of minimizing the corresponding atomic norm:

\[ \min t \text{ s.t. } y \in t \text{ conv}(T^+ \cup T^-). \]  

(4)

Because the atomic set \( T^+ \cup T^- \) has infinitely many atoms, finding an efficient description of the convex hull directly is difficult in general. Our main insight here is to divide the atomic set into a finite number of convex subsets, where each convex subset corresponds to a unique sign pattern of the elements of the atomic set. Then the convex hull of the atomic set is simply a convex combination of the convex subsets.

To formalize this, we first define

\[ \text{sign}(z) = \begin{cases} 1, & \text{if } x \geq 0 \\ -1, & \text{if } x < 0 \end{cases} \]

and note that the number of distinct sign patterns present among all the elements in \( T^+ \) is finite. (Indeed, if we define \( J = \{ \text{sign}(z) : z \in T^+ \} \) then \(|J| \leq 2^N \) holds trivially; further refinements of this bound are discussed later.) Notice also that for every sign pattern present in \( T^+ \), the negation is present in \( T^- \).

Now, for each fixed element \( s \in J \), let us denote by \( A^+ \) (resp. \( B^- \)), all elements in \( T^+ \) (resp. \( T^- \)) having the sign pattern \( s \) (resp. \(-s\)); i.e.,

\[ A^+ = \{ z \in T^+ : \text{sign}(z) = s \}, \]

and

\[ B^- = \{ z \in T^- : \text{sign}(z) = -s \}. \]

Further, for each \( s \in J \) define \( h(s) \in \mathbb{R}^N \) with elements

\[ h_k(s) = \begin{cases} 1, & \text{if } s_k = 1 \\ \alpha, & \text{if } s_k = -1 \end{cases} \]  

(5)

The following result establishes the convexity of each of the sets \( A^+ \) and \( B^- \), and describes a scaling property that will be useful for us in what follows.

**Lemma 1:** The sets \( A^+ \) and \( B^- \) are always convex for any fixed \( s \in J \). Further, if \( z \in A^+ \) then \( \lambda z \in A^+ \) (and if \( B^- \) then \( B^- \)).

**Proof:** Let \( X = [x_1 \ldots x_N] \in \mathbb{R}^{d \times N} \) be a matrix whose columns are the data features. Any \( z \in A^+ \) will satisfy

\[ z = h(s) \odot (X^T w + b) \]  

with \( z \odot s \geq 0 \) and \( \| w \|_2 \leq \lambda \), where \( \odot \) represents the Hadamard (element-wise) product and \( 1 \) is a vector of ones. All the constraints are convex, thus \( A^+ \) is a convex set (similarly for \( B^- \)).

For the second claim, note that if \( z \in A^+ \), then using (6), \( \lambda z = h(s) \odot (X^T (\lambda w) + \lambda b) \) with \( \| \lambda z \| \odot s \geq 0 \) and \( \| w \|_2 \leq 1 \). Choosing, \( \bar{w} = \lambda w, \bar{b} = \lambda b \) and again using (6), we get \( \lambda z \in A^+ \). The result for \( B^- \) follows similarly.

We now establish that a union of the sets \( A^+ \) and \( B^- \) provides a covering of the atomic set.

**Lemma 2:** We have \( T^+ = \bigcup_{i=1}^{\lvert J \rvert} A^+_i \), and \( T^- = \bigcup_{i=1}^{\lvert J \rvert} B^-_i \).

**Proof:** First, it is clear that for any \( s_i \in J \), we have \( A^+_i \subseteq T^+ \), implying \( \bigcup_{i=1}^{\lvert J \rvert} A^+_i \subseteq T^+ \). On the other hand, for any \( z \in T^+ \) let \( s = \text{sign}(z) \), then by definition of \( J \), \( s \in J \). Hence, \( z \in \bigcup_{i=1}^{\lvert J \rvert} A^+_i \), implying \( T^+ \subseteq \bigcup_{i=1}^{\lvert J \rvert} A^+_i \), and proving the first part. The proof for \( T^- \) is analogous.

Now, using Lemmas 1 and 2 above, as well as [11] Theorem 3.3, we can obtain a finite representation of the convex hull of \( T^+ \cup T^- \), as stated in the following proposition.

**Proposition 1:** Any \( z \in \text{conv}(T^+ \cup T^-) \) can be written as

\[ z = \sum_{i=1}^{\lvert J \rvert} \lambda_i c_i + \sum_{i=1}^{\lvert J \rvert} \beta_i d_i \]

for \( \lambda_i, \beta_i \geq 0 \), where \( c_i \in A^+_i, d_i \in B^-_i \), and \( \sum_{i=1}^{\lvert J \rvert} (\lambda_i + \beta_i) = 1 \).

Now, equipped with the results established above, we are in a position to state our first main result concerning a convex formulation of the optimization problem in (2) with bounded weight vectors.

**Theorem 1:** The optimization problem in (2) with \( \mathcal{W} \) as in (3) equivalently can be written as the following finite convex optimization problem

\[ \min \sum_{i=1}^{\lvert J \rvert} (\| w_i^+ \|_2 + \| w_i^- \|_2) \]

s.t. \( y = \sum_{i=1}^{\lvert J \rvert} h(s_i) \odot (X^T (w_i^+ - w_i^-) + (b_i^+ - b_i^-)1) \)

\( s_i \odot (X^T w_i^+ + b_i^+ 1) \geq 0 \ \forall s_i \in J \)

\( s_i \odot (X^T w_i^- + b_i^- 1) \leq 0 \ \forall s_i \in J \).
where \( y = [y_1 \ldots y_N] \in \mathbb{R}^N \) is the vector of data point labels.

**Proof:** Using Proposition 1, (4) can be written as

\[
\min_{\{\lambda_i, \beta_i\}_{i=1}^{\mid J \mid}} t \\
\text{s.t. } y = \sum_{i=1}^{\mid J \mid} \hat{\lambda}_i c_i + \sum_{i=1}^{\mid J \mid} t \hat{\beta}_i d_i, \\
c_i \in A_{s_i}^1, d_i \in B_{s_i}^1, \\
\sum_{i=1}^{\mid J \mid} (\hat{\lambda}_i + \hat{\beta}_i) = 1, \quad \hat{\lambda}_i, \hat{\beta}_i \geq 0.
\]

Choosing, \( \lambda_i = t \hat{\lambda}_i, \beta_i = t \hat{\beta}_i \) and eliminating \( t \) this becomes

\[
\min_{\{\lambda_i, \beta_i\}_{i=1}^{\mid J \mid}} \sum_{i=1}^{\mid J \mid} (\lambda_i + \beta_i) \\
\text{s.t. } y = \sum_{i=1}^{\mid J \mid} \lambda_i c_i + \sum_{i=1}^{\mid J \mid} \beta_i d_i, \\
c_i \in A_{s_i}^1, d_i \in B_{s_i}^1, \\
\lambda_i, \beta_i \geq 0.
\]

Now, if \( c_i \in A_{s_i}^1 \) and \( d_i \in B_{s_i}^1 \), then by Lemma 1 we have \( \lambda_i c_i \in A_{s_i}^1 \) and \( \beta_i d_i \in B_{s_i}^1 \). Thus, using (6), we see that the optimization is equivalent to

\[
\min_{\{\lambda_i, \beta_i\}_{i=1}^{\mid J \mid}} \sum_{i=1}^{\mid J \mid} (\lambda_i + \beta_i) \\
\text{s.t. } y = \sum_{i=1}^{\mid J \mid} h(s_i) \odot (X^T (w_i^+ - w_i^-) + (b^+ - b^-)1), \\
s_i \odot (X^T w_i^+ + b^+1) \geq 0, \|w_i^+\|_2 \leq \lambda_i, \\
s_i \odot (X^T w_i^- + b^-1) \leq 0, \|w_i^-\|_2 \leq \beta_i, \\
\lambda_i, \beta_i \geq 0, \forall i.
\]

Finally, eliminating \( \lambda_i \) and \( \beta_i \), we arrive at the result.

Note that the computational complexity of the (convex) optimization problem in Theorem 1 depends on the cardinality of \( \mathcal{J} \). Recall that the set \( \mathcal{J} \) contains the distinct sign patterns achievable by partitioning of the data points via hyperplanes. A trivial upper bound is \( 2^N \), but this can be refined to \( |\mathcal{J}| \leq 2 \sum_{i=1}^d \binom{\gamma_i}{1} \) (using Theorem 1); in either case, the bound is exponential (in the number of data points in the former case, or in the input dimension in the latter). Thus, for “typical” learning problems where the number of training data points \( N \) is larger than the input dimension \( d \), the formulation outlined above is intractable for even moderate choices of \( d \).

### B. Formulation Under Constrained Weights and Biases

We next consider a variant of the problem in (6) where

\[
\mathcal{W} = \{ w \in \mathbb{R}^d, b \in \mathbb{R} : \|w, b\|_2 \leq 1 \}. \quad (8)
\]

This formulation differs from the above in that the weight vector and the bias are jointly constrained inside an \( \ell_2 \) ball.

To derive the corresponding convex optimization, the atomic set can be appropriately modified to incorporate the joint constraint and then the same technique outlined above can be employed. The proof is very similar so we omit it and state the result directly.

**Theorem 2:** The optimization problem in (6) with \( \mathcal{W} \) as in (8) can equivalently be written as following finite convex optimization problem,

\[
\min_{w_i^+, w_i^-, b_i^+, b_i^-} \sum_{i=1}^{\mid J \mid} (\|w_i^+\|_2^2 + \|w_i^-\|_2^2) \\
\text{s.t. } y = \sum_{i=1}^{\mid J \mid} h(s_i) \odot (X^T (w_i^+ - w_i^-) + (b_i^+ - b_i^-)1), \\
s_i \odot (X^T w_i^+ + b_i^+1) \geq 0 \forall s_i \in \mathcal{J}, \\
s_i \odot (X^T w_i^- + b_i^-1) \leq 0 \forall s_i \in \mathcal{J}.
\]

Figure 1: a)-c) Different optimal solutions of (7). d) The solution of (9). e)-f) The functions learned by neural networks with \( h \) neurons trained by gradient descent, for varying values of \( h \).
Within the following section, we evaluate each of these formulations numerically.

V. Experiments

We first examine the performance of the convex formulations for the interpolation problems, in settings where the input data are one dimensional \((d = 1)\). Throughout, we use the standard ReLU activation, and solve the optimization problems in MATLAB using the CVX software \([13]\).

Due to space constraints, we consider here only an illustrative example characterized by \(X = [-1, -0.6, -0.2, 0.2, 0.6, 1]\) and \(y = [1, -1, 1, 1, -1, 1]\). In Figure 1(a)-(c) we plot multiple optimal solutions of \((7)\), each having a different number of pieces. In Figure 1(d), we plot the optimal solution of the jointly constrained problem \((9)\). The optimal solution is same as Figure 1(c). It can be verified (numerically) that the solutions plotted in Figure 1(a) and (b) are not optimal solutions of \((9)\), highlighting the explicit difference in these formulations (and solutions they return) depending on weight and bias constraints.

For comparison, in Figure 1(d)-(g) we plot the output of single layer neural networks with different numbers \(h\) of hidden neurons, obtained by more "conventional" training methods. Specifically, in each case the neural network weights and biases were initialized randomly with zero mean Gaussian random variables having standard deviation \(10^{-3}\). The network was then trained, using a squared error loss, via gradient descent with step size (learning rate) \(0.01\), until the loss was less than \(10^{-4}\). As can be seen in the results, the output seems to approach the minimum norm solutions plotted in Figure 1(c),(d), as the number of hidden neurons increases.

In Figure 2 we explore the extension to binary classification. The input points with same marker belong to the same class, and the boundary of the classifier is drawn in a solid (blue) line. Figure 2(a) shows the optimal classifier \((11)\) identified by CVX, and the jointly constrained version is shown in Figure 2(b). The remaining panels, Figures 2(c) and (d), show the output of neural networks with \(h\) hidden neurons trained with same specifications as in the previous experiment except using logistic loss instead of squared error loss. As above, the solution of the trained examples appears to converge to that of the convex formulation as \(h\) increases.

VI. Conclusions and Future Directions

It is interesting to note that the atomic norm formulation employed here gave rise to optimization problems that share characteristics of group sparse problems (see, e.g., \([14], [15]\)); here, the group structure manifests neuron-wise, and is determined by different sign patterns present in \(\mathcal{J}\). Whether insights from the group sparse literature can be employed here to provide additional insights (e.g., into efficient algorithmic methods, generalization results, etc.) is a topic for future work.

Further, we note that the key insight in deriving the results presented here was to use the piecewise convex structure of the atomic set. This idea could presumably be extended to address multi-layer networks with piecewise activations, albeit at a cost of counting/bookkeeping. We defer this investigation also to a future work.

\(^3\)We were unable to able find any additional optimal solutions for \((9)\) for this example.
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