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Abstract

MicroRNAs (miRNAs) are small RNA molecules composed of 19–22 nt, which play important regulatory roles in post-transcriptional gene regulation by inhibiting the translation of the mRNA into proteins or otherwise cleaving the target mRNA. Inferring miRNA targets provides useful information for understanding the roles of miRNA in biological processes that are potentially involved in complex diseases. Statistical methodologies for point estimation, such as the Least Absolute Shrinkage and Selection Operator (LASSO) algorithm, have been proposed to identify the interactions of miRNA and mRNA based on sequence and expression data. In this paper, we propose using the Bayesian LASSO (BLASSO) and the non-negative Bayesian LASSO (nBLASSO) to analyse the interactions between miRNA and mRNA using expression data. The proposed Bayesian methods explore the posterior distributions for those parameters required to model the miRNA–mRNA interactions. These approaches can be used to observe the inferred effects of the miRNAs on the targets by plotting the posterior distributions of those parameters. For comparison purposes, the Least Squares Regression (LSR), Ridge Regression (RR), LASSO, non-negative LASSO (nLASSO), and the proposed Bayesian approaches were applied to four public datasets. We concluded that nLASSO and nBLASSO perform best in terms of sensitivity and specificity. Compared to the point estimate algorithms, which only provide single estimates for those parameters, the Bayesian methods are more meaningful and provide credible intervals, which take into account the uncertainty of the inferred interactions of the miRNA and mRNA. Furthermore, Bayesian methods naturally provide statistical significance to select convincing inferred interactions, while point estimate algorithms require a manually chosen threshold, which is less meaningful, to choose the possible interactions. A Matlab implementation of the algorithms described in the present paper is available at [http://code.google.com/p/nblasso/](http://code.google.com/p/nblasso/).

Introduction

Mature miRNAs, a large family of regulatory RNAs expressed in animals and plants, are processed from primary transcripts in two steps by enzymes of the RNase III endonucleases Drosha in the nucleus and Dicer in the cytoplasm [1,2]. In the cytoplasm, miRNA is separated into two single strands by helicase enzymes. One strand is combined with an Argonaute protein to form the RNA-induced silencing complex (RISC). The RISC then mediates the regulation of gene expression by base pairing imperfectly to the 3’-untranslated region of the target mRNAs to inhibit protein synthesis [3].

Recent research has revealed that there are more than 1400 human miRNA sequences [4]. MicroRNA is reported to play important roles in various regulation processes, including proliferation, apoptosis, differentiation and development, cellular identity, and pathogen–host interactions [5,6,7]. Given the measured sequences of miRNA and mRNA, an important task is to identify the regulatory interactions between them. Experimental and sequence-based methods such as miRanda [7], TargetScan [8], miRBase [9] and PicTar [10] have been proposed to predict the targets of miRNA regulations. These algorithms are mainly based on the experimentally determined rules of miRNA regulation. The most general feature of miRNA regulation is that the 3’-untranslated region of the target mRNAs is complementary to the
seed region (nucleotides 2–7) of the miRNA [11]. It has been shown that computational approaches to combining miRNA and mRNA high-throughput expression data with sequence-based putative predictions can greatly reduce the number of potential targets of miRNA regulation [12].

Various computational algorithms have been proposed to identify the mRNA and miRNA interactions using high-throughput expression datasets. These algorithms include correlation, mutual information, multiple linear regression, partial least squares, the Least Absolute Shrinkage and Selection Operator (LASSO) [13], non-negative LASSO (nLASSO or the TaLASSO as in [14]), variational approximations for linear regression models (GenMiR++), HCTarget, the Bayesian graphical method [15], etc. A review of these algorithms can be found in [12]. Among these methods, GenMiR++ [16], HCTarget [17] and the Bayesian graphical approach [15] are probabilistic approaches. HCTarget and the Bayesian graphical method employ Markov chain Monte Carlo (MCMC) schemes to sample the posterior densities for the required parameters, while the GenMiR++ employs a variational approach to approximate the densities of the parameters. The graphical Bayesian method of [15] is methodologically different from the regression-based approaches and is not directly comparable with the Bayesian methods in this paper. Both LASSO and nLASSO have been applied to linear regression models to model miRNA–mRNA interactions [14,18]. In this paper, we propose to examine the efficiency of Bayesian LASSO (BLASSO) [19] and non-negative Bayesian LASSO (nBLASSO) in this task. It should be noted that one advantage to employing the Bayesian approaches is that they can provide the uncertainty of the inferred parameters, while the point estimate based algorithms can only estimate single points for the parameters. Like HCTarget and GenMiR++, BLASSO has no non-negative constraints on the linear regression model parameters. Since these non-negative constraints have been shown to be meaningful for identification of down-regulation targets of miRNA on the mRNA expressions [14], we propose an nBLASSO algorithm based on TaLASSO. The non-negative constraint is employed to assume that miRNAs down-regulate their corresponding mRNA targets. In this study, LSR, RR, LASSO, nLASSO, BLASSO and nBLASSO were applied to the experimentally validated interactions of four expression datasets. Of the point estimate algorithms, LSR and RR produced similar results, with noisy representations that require thresholding, while LASSO and nLASSO were able to produce sparse representations for the mRNA–miRNA interactions. Since both the BLASSO and nBLASSO are unable to select variables automatically, we propose calculating the credible intervals to take into account the prediction uncertainties for the variable selections. The statistical significance is calculated for the credible intervals and then the variables are selected based on this statistical significance given a significance probability α.

Materials and Methods

Given a miRNA and mRNA expression dataset, the interactions between the mRNA and miRNA are represented by the model

\[ Y = f(X) + E \] (1)

where \( Y \in \mathbb{R}^{N \times P} \) represents the collections of the mRNA expression data with \( N \) tissue samples and \( P \) mRNAs, \( f \) is the function for modelling the interactions between \( X \) and \( Y \), \( X \in \mathbb{R}^{N \times M} \) represents the collections of the miRNA expression data with \( M \) miRNAs, and \( E \) is the noise matrix. This is a general model for representing the miRNA targets and the function \( f \) could be non-linear. In this paper we only consider a linear model, which is then represented by

\[ Y = Xf + E \] (2)

where \( f \in \mathbb{R}^{M \times P} \) is a matrix. This model is similar to the bilinear model proposed in [20], where both the \( X \) and \( f \) could be unknown or \( X \) is known and \( f \) is unknown. Since both the miRNA and mRNA expression data are observed, only the latter case is considered. An illustration of the model is shown in
Figure 1, where (A) models the direct interactions between the mRNA and miRNA and (B) models the interactions between the mRNA and the RISC, which is a complex composed of miRNA and Argonaute protein. Previous research [18, 21] has shown that model (B) has some advantages over model (A), but in this paper both models are considered. Therefore, $X$ represents the miRNA for model (A) or the complex RISC for model (B). Note that $X$ may be the multiplication of $-1$ and the miRNA expressions. Thus a positive value of $f_{mp}$ represents a negative regulation of the miRNA. Research has found that miRNA usually takes part in negative regulation in translational repression or target degradation and gene silencing [22, 23]. However, miRNA may also be involved in positive regulation, for example in transcriptional and translational activations [24]. Thus, in order to model the roles of miRNA, we will consider both the cases $f_{mp} \in \mathbb{R}$ and $f_{mp} \geq 0$.

### Modelling both positive and negative regulation

MicroRNAs can be involved in both positive and negative regulation of their targets. For one gene, we have $y \in \mathbb{R}^{N \times 1}$ and $\beta \in \mathbb{R}^{M \times 1}$, which is one column of $f$. The model is represented by

$$y = X\beta + \epsilon \quad (3)$$

where $\epsilon$ is one column of the noise matrix $E$. Assume that $\epsilon \sim \mathcal{N}(0, \sigma^2 I)$ is Gaussian noise with zero mean and variance $\sigma^2$. The main task is then to estimate the parameter vector $\beta$ which models the miRNA targets. Several algorithms are available to resolve this problem, such as the LSR, RR, LASSO [25] and BLASSO [19]. These algorithms are briefly described below, but for an in-depth review of their application to mRNA–miRNA interactions, see [12].

The least squares regression (LSR) for the linear model is defined by the optimization problem $\hat{\beta} = \text{argmin}_\beta \left\{ \sum_{i=1}^N (y_i - \sum_j \beta_j x_{ij})^2 \right\}$. The solution has the closed form $\hat{\beta} = (X^T X)^{-1} X^T y$.

On the other hand, the ridge regression (RR) solves the same optimization problem with the constraint $\sum_j \beta_j^2 \leq t$. The solution is thus represented by $\hat{\beta} = (X^T X + \lambda I)^{-1} X^T y$ where $\lambda > 0$ is a regulation parameter. In the particular case when the number of microRNAs is larger than the number of samples, i.e., $N < M$, the symmetric matrix $X^T X$ is not invertible, and thus the LSR is not applicable. However, RR could be applicable since the regulation parameter could be tuned to make the matrix $X^T X + \lambda I$ be invertible. Note that the regulation parameter $\lambda$ and $t$ perform the same role and are inversely proportional. That is, a larger value for the parameter $\lambda$ (or a smaller value for $t$) increases the shrinkage of the regression coefficients.

The LASSO estimate for the linear regression model also solves the same optimization problem, with a subtle, but important, difference in the constraint $\sum_j |\beta_j| \leq t$. It can be seen that no such constraints are imposed on the LSR. The RR uses a $l_2$-norm constraint on the $\beta$, while LASSO employs the $l_1$-norm. Compared to RR, which could only shrink the coefficients, LASSO is able to zero out coefficients when $t$ is sufficiently small. Note that since the ridge regression employs an $l_2$-norm penalty, it thus has a closed form for the solution. Although LASSO does not have a closed form for its solution, there are several programs available for solving LASSO optimization, and here we employed the Glmnet for Matlab [26,27].

While LSR, RR and LASSO are point estimate algorithms, it is interesting to examine the BLASSO approach of [19] which infers the posterior densities for the parameters $\beta$. The detailed derivations for the conditionals can be found in [19], and the detailed Gibbs sampler can be found in the supplementary material.

### Modelling negative regulations

If $\beta$ is non-negative, the negative interactions of miRNA and mRNA are modelled by the following linear regression model,

$$y = -X\beta + \epsilon \quad (4)$$
where \( X \) is the miRNA expression data. To solve this model, we employ both a point estimate algorithm, i.e., the nLASSO, and the Bayesian solution, i.e., the nBLASSO, which will be described below.

The nLASSO for the linear regression model shares the same optimization problem with LSR, RR and LASSO, but with different constraints \( \beta_j \geq 0 \) and \( \sum_j \beta_j \leq t \). One difference between LASSO and nLASSO is that nLASSO employs non-negative constraints. To implement this algorithm, we employ the Matlab software available at http://www.stanford.edu/~boyd/l1/ls/ [28].

**Non-negative Bayesian LASSO**

Similar to the BLASSO, negative regulators can also be simulated by using sampling approaches. To simulate the required posterior distribution, the following data likelihood and priors are employed.

\[
p(y|X, \beta, \sigma^2) = N(-X\beta, \sigma^2 I) \quad (5)
\]

\[
p(\beta|\sigma^2, \lambda) = \prod_{m=1}^{M} \frac{\lambda_m}{2\sigma^2} \exp \left\{ -\frac{\lambda_m \beta_m}{2\sigma^2} \right\} I(\beta_m \geq 0) \quad (6)
\]

\[
p(\lambda_m) = \frac{1}{\Gamma(\alpha_\lambda)(\beta_\lambda)^{\alpha_\lambda}} \lambda_m^{\alpha_\lambda-1} e^{-\frac{\lambda_m}{\beta_\lambda}} I(\lambda_m > 0) \quad (7)
\]

\[
p(\sigma^2) \propto \frac{1}{\sigma^2} \quad (8)
\]

We also need to simulate the conditional distribution:

\[
p(\beta, \sigma^2, \lambda|y, X) \propto p(y|X, \beta, \sigma^2)p(\beta|\sigma^2, \lambda)p(\sigma^2)p(\lambda) \quad (9)
\]

The conditional distribution for \( \beta \) is then a truncated normal distribution,

\[
p(\beta|y, X) \propto N_+(\mu_\beta, \Sigma_\beta), \beta_i \geq 0, \quad (10)
\]

where \( \mu_\beta = -\Sigma_X (X^T y + \frac{1}{2} \lambda) \) and \( \Sigma_\beta = \sigma^2 \Sigma_X \) with \( \Sigma_X = (X^T X)^{-1} \) and \( \lambda = (\lambda_1, \lambda_2, \cdots, \lambda_M)^T \). Sampling from the truncated normal distribution is shown in the following subsection. The conditional distribution for \( \sigma^{-2} \sim Gamma(\alpha_\sigma, \beta_\sigma) \) is a Gamma distribution where \( \beta_\sigma = \left[ \frac{1}{2} (\tilde{y} + X\beta)^T (\tilde{y} + X\beta) + \frac{1}{2} \sum_{m=1}^{M} \lambda_m \beta_m \right]^{-1} \) and \( \alpha_\sigma = \frac{1}{2} N + M + 2 \). The conditional for \( \lambda_m \) is also a Gamma distribution, i.e., \( \lambda_m \sim Gamma(\alpha_\lambda, \beta_\lambda) \), where \( \alpha_\lambda = \alpha_\sigma + 1 \) and \( \beta_\lambda = \left( \frac{1}{\beta_\sigma} + \frac{1}{2 \sigma^2 \beta_m} \right)^{-1} \). So, finally, the Gibbs sampler in Algorithm 1 is used to simulate those parameters.

**Algorithm 1** Gibbs Sampler for Non-negative Bayesian LASSO.

**Require:** \( y, \alpha_\sigma^0 = 1e^{-6}, \beta_\sigma^0 = 1e^6, \) \( \) NSamps.

for \( t=1:\) NSamps.

- Draw sample \( \beta \sim N_+(\mu_\beta, \Sigma_\beta) \).
- Draw sample \( \sigma^{-2} \sim Gamma(\alpha_\sigma, \beta_\sigma) \).
- Draw sample \( \lambda_m \sim Gamma(\alpha_\lambda, \beta_\lambda) \) for \( m = 1, 2, \cdots, M \).

end for
**Sampling from the truncated normal distribution**

A Gibbs sampler is used to simulate the truncated normal distribution. Consider sampling from the general truncated normal distribution of the form

$$p(z|\mu, \Sigma) \propto \exp \left( -\frac{1}{2} (z - \mu)^T \Sigma^{-1} (z - \mu) \right) I(z \in C)$$

(\text{11})

where the set $C$ denotes the support for the random variables $z$. We need to sample $z_i$ given $z_{-i} = (z_1, z_2, \ldots, z_{i-1}, z_{i+1}, \ldots, z_M)$. The conditional distribution is then

$$p(z_i|z_{-i}) \propto \exp \left( -\frac{1}{2v_i^2} (z_i - u_i)^2 \right) I(z_i \in (c_i, d_i))$$

(\text{12})

where $v_i^2 = \omega_i^{-1}$, $u_i = \mu_i + \frac{1}{\omega_i} \sum_{j \neq i} (\mu_j - z_j) \omega_{ij}$, and $\omega_{ij}$ is the $ij$th element of $\Sigma^{-1}$. Note that $c_i$ and $d_i$ are the end points of the support of $z_i$. We set $\xi = \frac{z_i - u_i}{v_i}$, and then simulate $p(\xi) \propto \exp(-\xi^2/2) I(\xi \in (c_\xi, d_\xi))$ where $c_\xi = \frac{c_i - u_i}{v_i}$ and $d_\xi = \frac{d_i - u_i}{v_i}$. We employ the Gibbs sampler in [29] to simulate $p(\xi)$. Then $\xi$ is simulated in turn according to the conditionals which are uniformly distributed:

$$p(Y|\xi) \sim U(0, \exp(-\xi^2/2))$$

(\text{13})

$$p(\xi|y) \sim U \left( \max \left( c_\xi, -\sqrt{-2 \log y} \right), \min \left( d_\xi, \sqrt{-2 \log y} \right) \right)$$

(\text{14})

**A variable selection scheme for (non-negative) Bayesian LASSO**

Neither BLASSO nor nBLASSO are able to select variables automatically. A particular scheme for variable selection is thus proposed. In Bayesian statistics, a credible interval is usually used to summarize the statistics for the inferred posterior distribution of a parameter (see for example [30]). Let us denote the credible interval for a variable by $[c, b]$. If $a$ is greater than zero, the variable is assumed to be active (or selected). We call it the active credible interval (ACI). Since many of the posterior distributions are multimodal, the posterior samples were partitioned into two clusters. For this particular problem, the posterior of $\beta_i$ has a high probability density around zero and can have another high density region away from zero (see Figures 3, 9 & 10). Therefore, if the posterior has high probability density greater than zero, the corresponding variable is assumed to be active. Ideally, the samples of the posterior are partitioned into high densities elsewhere. For a variable $\beta_i$, suppose there are $T$ samples, denoted by $\beta_1^T, \beta_2^T, \ldots, \beta_T^T$. To calculate the ACI for $\beta_i$, the following procedure is performed. Firstly, we model the density for $\beta_i$ with a mixture distribution of the form $p(\beta_i) = \sum_{k=1}^{2} \pi_k f_k(\beta_i)$ where $f_k$ represents the component density and $\pi_k$ is the mixture weight. For the current problem, the $k$-means clustering algorithm is suitable for modelling this distribution and thus the samples were partitioned into two clusters. Given that the two clusters have means $m_1$ and $m_2$, suppose that $m_2 > m_1$. Rank the samples for the cluster with mean $m_2$ and denote them by $\beta_1^{(2)} \leq \beta_2^{(2)} \leq \cdots \leq \beta_T^{(2)}$. Secondly, calculate the 100(1 - $\tau$)% credible interval for the cluster $m_2$ and denote it by $[a, b]$. The estimate for $a$ is $\beta_i^{([t+1])}$ and the estimate for $b$ is $\beta_i^{([t(1-\tau)/2]+1)}$, where $[x]$ denotes the largest integer less than or equal to $x$ and if $x$ is itself an integer, then 1 is not added. Note that, in our experiments, $\tau = 0.05$ was used to generate the credible intervals. If $a > 0$, the API is thus $[a, b]$. The statistical significance of the ACI is then defined as

$$p = \frac{Q}{T}$$

(\text{15})

where $Q$ is the number of samples in the ACI and $T$ is the total number of the samples. For fixing a particular value $0 < \alpha < 1$, if $p > \alpha$, the variable is selected (or active). Obviously, the value of $\alpha$ controls the number of active variables. As the value of $\alpha$ increases, a smaller number of variables are selected.
Results

In this section, six linear regression algorithms were applied to four expression datasets. The six linear regression algorithms are LSR, RR, LASSO, nLASSO, BLASSO and nBLASSO. The first four algorithms produce point estimates for the model and the last two are Bayesian methods.

Data and Experimental Settings

Expression Datasets

The experimentally validated targets of the four datasets were employed to evaluate the linear regression algorithms. The first, Multi Class Cancer (MCC), was introduced by [14]. This dataset has 88 paired cancer and normal samples with mRNA data from [31] and miRNA expression data from [32]. We employed the method described in [14] to select the genes. The initial set of interactions were generated from the union of miRBase, miRanda, miRGen, miRecords, TarBase and miRWalk. For this data, 23 mRNA–miRNA validated interactions found in the literature were used to validate these methods.

The following three datasets using Argonaute protein expressions were studied in [18] and [21]. The initial putative interactions were generated by the intersections of TargetScan and PicTar predictions. The second dataset we used here was originally used to study nasopharyngeal cancer (NPC) by researchers in Madison, WI, and was derived by profiling the mRNA and miRNA of 31 NPC and 10 normal tissue samples. The third dataset is from the Broad Institute and contains 67 tissue samples of 10 different normal and tumor tissue types. The fourth dataset is from a study conducted by the Memorial Sloan-Kettering Cancer Center (MSKCC) with 28 normal, 98 primary cancer and 13 metastatic cancer tissues using the Affymetrix Human Exon 1.0 ST Array and Agilent Human miRNA Microarray 2.0. We collected the experimentally identified mRNA–miRNA interactions by searching the literature for the datasets Broad, Madison and MSKCC, and also used the experimentally identified interactions collected by [18]. The numbers of the experimentally validated interactions are listed in Table 7. The experimentally validated interactions which were included in the putative interactions were used for assessing the algorithms. The described algorithms were applied to the initial set of putative interactions to infer the mRNA–miRNA interactions. It should be mentioned that the number of interactions should be smaller than the number of samples in order to use LSR.

Selection of the regulation parameter $\lambda$ and the coefficients $\beta$

RR, LASSO and the nLASSO have a regulation parameter $\lambda > 0$ (or $t > 0$), which requires tuning. The penalty parameter $\lambda$ controls the amount of the shrinkage of $\beta$. The parameter $\lambda$ was determined by testing the values $\lambda_j = \left(\frac{j}{j_0}\right)^c$ where $j_0$ was some real number, $c$ a small integer, and $j$ is in the range $[1, a j_0]$ where $a$ is an integer. The larger the value of $\lambda$ (or the smaller the value of $t$), the greater the amount of the shrinkage.

In order to select the regulation parameter, we used $K$-fold Cross-Validation (CV) [25]. $K$-fold CV separates the data into $K$ roughly-equally sized parts, and uses $K - 1$ parts as the training data to make the optimization. To partition the data, we set $K = 11$ for the MCC, Broad and MSKCC data, and $K = 10$ for the Madison data.

After the model has been trained, the estimated parameters are used to calculate the test error for the part which was not used for training. We select $\lambda$ for each of the mRNA samples. Thus for the expression data $y = (y_1, y_2, \cdots, y_N)^T$ of one gene, $y$ was divided into $K$ parts. We denote the part which was not used for training by $y_{test}$. Similar partitions for $X$ were performed. The corresponding testing part was denoted by $X_{test}$. The test error $\hat{e}_{test} = (y_{test} - X_{test}\beta^*)^T (y_{test} - X_{test}\beta^*)$ was then computed, where
\( \beta^* \) denotes an estimate for \( \beta \) using the training data. Finally, the optimized regulation parameter was selected as the one which minimizes the mean test error.

It should be emphasized that \( y \) represents the expression data for a particular gene and each column of \( X \) represents the expression data for one microRNA. The \( \beta_i \) is the corresponding coefficient of \( x_i \). In our representation, a positive \( \beta_i \) denotes down-regulation. So a larger value for \( \beta_i \) implies that the corresponding microRNA has more impact on the gene. A subset of the microRNA that down-regulates the gene needs to be identified. After the regulation parameters were selected, the coefficients \( \beta \) were estimated by fixing the selected regulation parameters. For the point estimate algorithms LSR, RR, LASSO and nLASSO, a threshold was fixed to select the microRNAs that down-regulate the gene. LASSO chose \( \beta_i = 0 \) for most \( i \), so the threshold for LASSO could be set to be zero. For the LSR, RR and nLASSO, the threshold had to be larger than zero. If a \( \beta_i \) was larger than the threshold, it was selected, and the corresponding microRNA was marked as a possible gene down-regulator.

The Methods with Non-negative Constraints Perform Better in Modelling Down-regulating Interactions for mRNA and microRNA

The six linear regression algorithms were applied to the four datasets described. The four algorithms, i.e. LSR, RR, LASSO and nLASSO, produce point estimates for those parameters. Across all datasets, LSR and RR, which produced similar results, were not able to learn sparse interactions. Both LASSO and nLASSO were able to learn sparse models. For most of the cases, LASSO shrunk most of the coefficients to zero, while all the coefficients estimated by nLASSO were, in our experiments, non-zero. See Figures 2 & 8 for examples. The gene TWIST was used as an example to see how those algorithms were used for inferring the interactions. Figure 2 shows the learned \( \beta \) for the gene TWIST1 where there were 21 candidate microRNAs. Both LASSO and nLASSO identified miR-145 and 200c confidently. All of the other microRNAs except these two were estimated as exactly zero by LASSO. Several other targets, such as miR-137, were also detected by nLASSO, but were assigned less importance (see Figure 2). On the other hand, LSR and RR both identified 11 interactions. Therefore, these results show that both LASSO and nLASSO are able to learn sparse interactions.

Both LASSO and nLASSO confidently identified miR-145 and 200c for TWIST1; however, since nLASSO also assigned a small confidence value to several other microRNAs, a threshold had to be set for accurate selection. Unlike these point estimate algorithms, BLASSO and nBLASSO enable us to observe the posterior densities for those parameters for the gene TWIST1. These estimated densities were then used to compute the active credible intervals for those coefficients. The statistical significance for the active credible intervals, which guided us in selecting the interactions, was subsequently calculated. This procedure measures the uncertainty for the inferred interactions, for example, Figure 5 shows the inferred densities for five microRNAs. By looking at the densities inferred by BLASSO, we see that it was confident in selecting miR-145, miR-200b and miR-200c and ignoring miR-141 and miR-200a since the densities of the latter are symmetric around zero. The densities inferred by nBLASSO show that we would confidently select miR-200b and miR-200c since their densities have two peaks, one around zero and the other around 0.05, and that it is uncertain about the significance of miR-141, miR-145 and miR-200a since they have only one peak at around zero. We are then required to calculate the active credible intervals and their statistical significance to perform the variable selections. For the gene TWIST1, the results for the active credible intervals and their statistical significance are shown in Table 1 for BLASSO and Table 2 for nBLASSO. If \( \alpha = 0.05 \), BLASSO selected miR-145, miR-200b and miR-200c; nBLASSO selected miR-141, miR-145, miR-200a, miR-200b and miR-200c. It should be noted that the miR-200 family (miR-200a, miR-200b, miR-200c and miR-141) have been experimentally identified as down-regulating TWIST1 [33]. nBLASSO is shown to be able to identify all the validated interactions for the current example.
All the genes were analysed using the same procedure. We show all the credible intervals for which the statistical significance was greater than \( \alpha = 0.05 \) for the genes of the MCC dataset, as computed by BLASSO and nBLASSO in Tables 6 & 5, respectively. Note that to perform the variable selection, a threshold has to be chosen for the point estimate algorithms. It can be seen that nBLASSO selected more miRNAs than BLASSO, which may be due to the non-negative constraints. We also counted the number of experimentally validated interactions estimated by the LASSO, nLASSO, BLASSO and nBLASSO for all four datasets, which are shown in Table 7. The threshold was set to be 0 for LASSO and various values were set for nLASSO. Table 7 demonstrates that it is difficult to find a routine for setting a reasonable threshold for nLASSO. For the Bayesian methods, we set \( \alpha = 0.05 \) as the threshold for statistical significance. For the BLASSO and nBLASSO, it is natural and meaningful to use a statistical significance as the threshold, which provides the uncertainty of the predictions.

The performance of these algorithms was compared by computing their sensitivities and specificities. To produce the ROC curves, various values for \( \alpha \) were chosen for the Bayesian methods. The \( \alpha \) could be varied from zero to one by a step size such as 0.01. For the point estimate algorithms, a threshold is also required. The threshold was set to be 0, \( 1e^{-8} \), \( 1e^{-7} \), \( \cdots \), \( 1e^{-3} \), \( 2e^{-3} \), \( 3e^{-3} \), \( \cdots \), \( 1e^{-2} \), \( 2e^{-2} \), \( 3e^{-2} \), \( \cdots \). Given these values, the ROC curves for all the datasets are plotted in Figures 4, 5, 6 and 7. Only the ROC of the false positive range \([0, 0.1]\) are shown, for the purposes of comparison. For all four datasets, nBLASSO and nLASSO perform best in terms of both sensitivity and specificity. The performance of BLASSO was close to that of nBLASSO. The reason that LASSO was not better than nLASSO might be that LASSO set most of the coefficients to be zero, while the coefficients estimated by nLASSO were all non-zero. As was noted, another reason might be that nLASSO uses non-negative constraints. The areas under the ROC curves (AUC) in the false positive range \([0, 0.1]\) were also computed, and the results are shown in Table 8. For the point estimate algorithms, the AUC values of nLASSO were larger than those of LSR, RR and LASSO across all datasets. For the Bayesian methods, the AUC values of nBLASSO were larger than those of BLASSO across all the data. The nLASSO performed better than nBLASSO in terms of the AUC. However, it has been noted that a meaningful criterion needs to be defined for nLASSO to select the threshold \( \beta \). Overall, in terms of the AUC, nBLASSO and nLASSO performed better than the methods without non-negative constraints.

**Inferring mRNA–miRNA Interactions Using Argonaute Protein Information**

It has been shown that the regression models employing Argonaute expressions fit the expression profiles of known targets pairs substantially better than models based only on miRNA expression data [18, 21]. All six algorithms were applied to three expression datasets, i.e., Broad, Madison and MSKCC, involving Argonaute expression information, which were also studied in [21] and [18]. Here we discuss the results for the gene NOTCH1 in detail, although all other genes were analysed using the same procedure. Twelve miRNAs were selected as the candidates for interacting with the gene NOTCH1. Six miRNAs have been experimentally detected to down-regulate NOTCH1: miRNA 34a, 34b & 34c, miRNA 23b, miRNA 24 and miRNA 27b [34–37]. The point estimate algorithms, i.e., the LSR, RR, LASSO and nLASSO, were applied to the expression data to identify the interactions of the mRNA and miRNA. The estimated \( \beta \) are shown in Figure 8. In the figure, the black bars plot the \( \beta \) for the miRNA involving Argonaute 2 expression information and the red bars plot the \( \beta \) for the miRNA involving Argonaute 1,3&4 expression information. Obviously the LSR and RR produced similar results. Since the Argonaute 2 protein is the competitor of Argonaute 1,3&4 in forming the RISC for targeting mRNA, as was discussed in [21], the values of \( \beta \) for miRNA with Ago2 information computed by LSR, RR and LASSO are inversely related to those of miRNA with Ago1,3,4 information in sign with similar magnitudes of the \( \beta \) values. For the results of the nLASSO, if the effect of an miRNA with Ago2 is positive, the effect of the miRNA with Ago1,3&4 then is around zero, and vice versa, unless they are both zero. For the LSR and RR, we think it would be better to select all of the candidate miRNAs
since all of the inferred coefficients were non-zero. As expected, both LASSO and nLASSO select smaller numbers of miRNAs.

The Bayesian approaches were then applied to this data. The probability densities are plotted in Figures 9 & 10 for BLASSO and nBLASSO, respectively. The calculated active credible intervals and their statistical significance are shown in Tables 3 & 4. The parameter $\alpha = 0.05$ was used. BLASSO selected seven miRNAs combined with Ago2 and five miRNAs combined with Ago1,3&4, which contains 5 known targets out of 6. nBLASSO selected eight miRNAs combined with Ago2 and seven miRNAs combined with Ago1,3&4, which also contains 5 out of 6 known targets. Their densities are shown in Figures 9 & 10. For the purpose of clearly comparing the effects of Ago2 and Ago1,3&4, the results for gene ACAA2 are shown, where only miRNA-124 was selected as the candidate for targeting ACAA2. Figure 11 plots the traces for sampling the effects of miRNA-124×Ago2 and miRNA-124×Ago1,3&4. Interestingly, when the effects of miRNA-124×Ago2 are on, the effects of miRNA-124×Ago1,3&4 are then off and vice versa. This implies that Ago2 and Ago1,3&4 compete with each other to form the RISC, which agrees with the results of [21].

Conclusions

Linear regression models have been proved suitable for modelling miRNA targets. In this paper, we have proposed BLASSO and nBLASSO to infer mRNA–miRNA interactions. LSR, RR, LASSO, nLASSO, BLASSO and nBLASSO have been applied to four publicly available expression datasets. We concluded that the LSR and RR algorithms have similar performances. LASSO and nLASSO produce sparse representations for the mRNA–miRNA interactions. It has been demonstrated that nLASSO and nBLASSO perform best in terms of the AUC. However, it should be noted that LSR and RR estimate more mRNA–miRNA interactions than LASSO and nLASSO. Both the BLASSO and nBLASSO provide uncertainties for the estimates of the interactions. The Bayesian methods do not perform variable selections automatically and thus the credible intervals were employed to accomplish this task by looking at a statistical significance. Of course, the point estimate algorithms also lack automatic variable selection and thus a threshold had to be manually fixed for selecting the miRNAs. However, advanced methodologies could be employed for performing variable selections for this problem, as was proposed in [20]. We prefer the Bayesian approaches rather than the point estimate algorithms, because Bayesian methods produce the probability densities for the effects of the miRNAs on their targets. Accordingly, the mRNA–miRNA interactions can be analysed by graphing those inferred densities of the effects. It has been well known that the Ago2 proteins are competitors of the Ago1,3&4 proteins when binding with RISC. Our Gibbs sampler was able to simulate this competition by sampling the effects of the RISC on the miRNA targets.
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Figure 1. The models for mRNA and miRNA interactions: (A) miRNA directly targets mRNA and (B) the complex RISC composed of miRNA and Argonaute proteins targets mRNA.

Figure 2. The point estimates for $\beta$ for the gene TWIST1 in the MCC dataset using Least Squares Regression, Ridge Regression, LASSO and Non-negative LASSO algorithms. The LSR and Ridge regression algorithms produced similar results for estimating mRNA and miRNA interactions, while LASSO and nLASSO produced sparse representations for the interactions.
Figure 3. The inferred probability densities for $\beta$ by using the Bayesian LASSO (left) and non-negative Bayesian LASSO (right). By computing the active credible intervals defined for variable selections, nBLASSO identified these five miRNAs targeting the gene TWIST1 and BLASSO identified miR-145, 200b and 200c ($\alpha = 0.05$). The miRNAs highlighted in red have been experimentally validated as down-regulating the gene TWIST1.

Figure 4. ROC plots for the MCC data. The ROC values were produced for BLASSO and nBLASSO when fixing various values for the $\alpha = 0.01, 0.02, \cdots, 0.9$. The ROC values for the LSR, RR, LASSO and nLASSO were computed when various thresholds were fixed. The threshold was set to $0, 1e-8, 1e-7, \cdots, 1e-3, 2e-3, 3e-3, \cdots, 1e-2, \cdots$. 
Figure 5. ROC plots for the Broad data.

Figure 6. ROC plots for the Madison data.
Figure 7. ROC plots for the MSKCC data.

Table 1. Statistical summary for estimated effects of miRNAs by Bayesian LASSO.

| mRNA | miRNA   | Significance | Credible Interval       |
|------|---------|--------------|-------------------------|
| TWIST1 | miR-145 | 0.104        | [0.018, 0.068]          |
|       | miR-200b | 0.153        | [0.028, 0.083]          |
|       | miR-200c | 0.691        | [0.032, 0.086]          |

The active credible intervals and their statistical significance computed by Bayesian LASSO for gene TWIST1. Three miRNAs were identified by Bayesian LASSO as targeting TWIST1. Only the miRNAs with significance greater than 0.05 are shown. The miRNAs highlighted in red have been experimentally shown to target TWIST1.

Table 2. Statistical summary for estimated effects of miRNAs by non-negative Bayesian LASSO.

| mRNA | miRNA   | Significance | Credible Interval       |
|------|---------|--------------|-------------------------|
| TWIST1 | miR-141 | 0.073        | [0.023, 0.113]          |
|       | miR-145 | 0.104        | [0.026, 0.132]          |
|       | miR-200a | 0.058       | [0.023, 0.118]          |
|       | miR-200b | 0.193       | [0.028, 0.111]          |
|       | miR-200c | 0.390       | [0.028, 0.096]          |

The active credible intervals and their statistical significance computed by non-negative Bayesian LASSO for gene TWIST1. Six miRNAs were identified by non-negative Bayesian LASSO as targeting TWIST1. Only the miRNAs with significance greater than 0.05 are shown. The miRNAs highlighted in red have been experimentally shown to target TWIST1.
Figure 8. The point estimates for $\beta$ using Least Squares Regression, Ridge Regression, the LASSO, and the Non-negative LASSO algorithms for the gene NOTCH1 using Argonaute expression. Black bars denote the values for miRNA using Argonaute 2 and red for Argonaute 1, 3, and 4. The LSR and ridge regression algorithms produced similar results for $\beta$. LASSO and nLASSO produced sparse representations.

Table 3. Statistical summary for estimated effects of RISCs by Bayesian LASSO.

| mRNA   | RISC      | Significance | Credible Interval |
|--------|-----------|--------------|-------------------|
| NOTCH1 | miR-92×Ago2 | 0.058        | [0.048,0.217]     |
|        | miR-139×Ago2 | 0.056        | [0.054,0.171]     |
|        | miR-30d×Ago2 | 0.162        | [0.071,0.198]     |
|        | miR-34c×Ago2 | 0.262        | [0.041,0.138]     |
|        | miR-23b×Ago2 | 0.182        | [0.064,0.203]     |
|        | miR-24×Ago2  | 0.234        | [0.067,0.220]     |
|        | miR-27b×Ago2 | 0.066        | [0.039,0.154]     |
|        | miR-92×Ago134| 0.078        | [0.024,0.086]     |
|        | miR-139×Ago134| 0.154       | [0.046,0.167]     |
|        | miR-30d×Ago134| 0.530        | [0.071,0.191]     |
|        | miR-34b×Ago134| 0.118        | [0.047,0.146]     |
|        | miR-24×Ago134| 0.138        | [0.051,0.207]     |

The active credible intervals and their statistical significance computed by Bayesian LASSO for gene NOTCH1. Seven miRNAs were identified by Bayesian LASSO as targeting NOTCH1. Only the miRNAs with significance greater than 0.05 are shown. The miRNAs highlighted in red have been experimentally validated as down-regulating NOTCH1.
Figure 9. The probability densities for $\beta$ inferred by using the Bayesian LASSO for the gene NOTCH1. All the listed miRNAs were detected as targeting the gene NOTCH1 by computing the active credible intervals proposed for variable selection ($\alpha = 0.05$). MiRNA-23b, miRNA-24, miRNA-27b, miRNA-34b and miRNA-34c have been experimentally validated as down-regulating the gene NOTCH1.

Figure 10. The probability densities for $\beta$ inferred by using the non-negative Bayesian LASSO for the gene NOTCH1. All the listed miRNAs were detected targeting the gene NOTCH1 by computing the active credible intervals proposed for variable selection ($\alpha = 0.05$). MiRNA-23b, miRNA-24, miRNA-27b, miRNA-34b and miRNA-34c have been experimentally validated as down-regulating the gene NOTCH1.
Figure 11. The samples for $\beta$ drawn by using Bayesian LASSO and non-negative Bayesian LASSO for the gene ACAA2. Only the miRNA-124 was considered as the candidate for targeting ACAA2. The RISCs miRNA-124×Ago2 and miRNA-124×Ago134, which are presumably competing, were simultaneously put into the model for interacting with ACAA2. The black plots the $\beta$ for miRNA-124×Ago2 and the red plots for miRNA-124×Ago134, showing that when one of the RISCs is on for targeting ACAA2, the other is off.

Table 4. Statistical summary for estimated effects of RISCs by non-negative Bayesian LASSO.

| mRNA   | RISC       | Significance | Credible Interval |
|--------|------------|--------------|-------------------|
| NOTCH1 | miR-92×Ago2| 0.124        | [0.046,0.156]     |
|        | miR-139×Ago2| 0.175        | [0.061,0.203]     |
|        | miR-30d×Ago2| 0.249        | [0.059,0.177]     |
|        | miR-34c×Ago2| 0.102        | [0.033,0.118]     |
|        | miR-34b×Ago2| 0.054        | [0.043,0.158]     |
|        | miR-23b×Ago2| 0.098        | [0.036,0.136]     |
|        | miR-24×Ago2| 0.191        | [0.051,0.168]     |
|        | miR-27b×Ago2| 0.051        | [0.022,0.077]     |
|        | miR-92×Ago134| 0.093       | [0.028,0.109]     |
|        | miR-139×Ago134| 0.121      | [0.042,0.146]     |
|        | miR-30d×Ago134| 0.262      | [0.047,0.145]     |
|        | miR-34c×Ago134| 0.121      | [0.026,0.097]     |
|        | miR-34b×Ago134| 0.071      | [0.032,0.137]     |
|        | miR-23b×Ago134| 0.081      | [0.021,0.083]     |
|        | miR-24×Ago134| 0.143      | [0.038,0.117]     |

The active credible intervals and their statistical significance computed by non-negative Bayesian LASSO for gene NOTCH1. Eight miRNAs were identified by non-negative Bayesian LASSO as targeting NOTCH1. Only the miRNAs with significance greater than 0.05 are shown. The miRNAs highlighted in red have been experimentally validated as down-regulating NOTCH1.
Table 5. The inferred statistical significance and active credible intervals using non-negative Bayesian LASSO for the MCC data.

| mRNA | miRNA | Significance | Credible Interval | mRNA | miRNA | Significance | Credible Interval |
|------|-------|--------------|------------------|------|-------|--------------|------------------|
| EEF1A | let-7f | 0.628 | [0.107, 0.239] | CDK5 | miR-15d | 0.015 | [0.001, 0.139] |
| miR-181b | 0.067 | [0.016, 0.178] | miR-195 | 0.007 | [0.018, 0.151] |
| miR-182 | 0.086 | [0.015, 0.154] | miR-29c | 0.013 | [0.006, 0.205] |
| miR-138a | 0.458 | [0.074, 0.201] | miR-99a | 0.085 | [0.052, 0.134] |
| miR-145 | 0.103 | [0.034, 0.143] | miR-143 | 0.079 | [0.058, 0.224] |
| miR-28 | 0.251 | [0.081, 0.262] | miR-C1 | 0.096 | [0.068, 0.254] |
| HIF1A | let-7f | 0.063 | [0.017, 0.354] | miR-221 | 0.027 | [0.011, 0.283] |
| miR-145 | 0.150 | [0.034, 0.143] | KRT14 | 0.054 | [0.059, 0.123] |
| miR-183 | 0.059 | [0.008, 0.157] | RFXBP6 | miR-181b | 0.115 | [0.061, 0.182] |
| miR-192 | 0.084 | [0.016, 0.063] | miR-29a | 0.074 | [0.045, 0.185] |
| miR-221 | 0.103 | [0.109, 0.108] | PKR | miR-125b | 0.279 | [0.048, 0.152] |
| miR-223 | 0.315 | [0.064, 0.240] | PLK1 | let-7f | 0.341 | [0.120, 0.509] |
| miR-9 | 0.107 | [0.094, 0.101] | miR-100 | 0.411 | [0.046, 0.136] |
| LNCST1 | miR-310b | 0.474 | [0.106, 0.926] | miR-99a | 0.129 | [0.051, 0.247] |
| miR-194 | 0.097 | [0.034, 0.138] | miR-99c | 0.164 | [0.035, 0.294] |
| HOXD10 | miR-7 | 0.129 | [0.061, 0.270] | BAK1 | miR-125b | 0.431 | [0.038, 0.109] |
| let-7b | 0.103 | [0.084, 0.159] | miR-46 | 0.368 | [0.295, 0.464] |
| miR-103 | 0.050 | [0.056, 0.277] | miR-25 | 0.117 | [0.038, 0.137] |
| miR-125b | 0.088 | [0.034, 0.243] | miR-29a | 0.052 | [0.047, 0.154] |
| miR-141 | 0.052 | [0.029, 0.149] | miR-32 | 0.088 | [0.032, 0.119] |
| miR-143 | 0.082 | [0.095, 0.392] | miR-143 | 0.099 | [0.019, 0.392] |
| miR-15b | 0.067 | [0.045, 0.290] | miR-195 | 0.174 | [0.059, 0.145] |
| miR-200b | 0.082 | [0.002, 0.134] | miR-23b | 0.082 | [0.014, 0.244] |
| miR-206 | 0.125 | [0.028, 0.131] | miR-29c | 0.089 | [0.008, 0.205] |
| miR-21 | 0.054 | [0.047, 0.254] | TWIST1 | miR-141 | 0.074 | [0.023, 0.113] |
| miR-25 | 0.058 | [0.061, 0.392] | miR-435 | 0.104 | [0.026, 0.132] |
| miR-7 | 0.078 | [0.035, 0.152] | miR-200a | 0.058 | [0.023, 0.118] |
| miR-141 | 0.234 | [0.029, 0.102] | miR-200b | 0.193 | [0.028, 0.111] |
| miR-100 | 0.087 | [0.034, 0.160] | miR-200c | 0.390 | [0.028, 0.096] |

Shown are the active credible intervals and their significance for the effects of miRNA targeting mRNA. Only the miRNAs with significance greater than 0.05 are listed here. The miRNAs in bold have been experimentally validated as repressing their targets.
Table 6. The inferred statistical significance and active credible intervals using Bayesian LASSO for the MCC data.

| mRNA | miRNA | Significance | Credible Interval       | mRNA | miRNA | Significance | Credible Interval       |
|------|-------|--------------|-------------------------|------|-------|--------------|-------------------------|
| FSCN1 | let-7f | 0.634        | [0.089, 0.239]          | HOXD10 | miR-1 | 0.084        | [0.026, 0.069]          |
| miR-133a | 0.387 | [0.067, 0.201] |                       | UDKNA2 | miR-100 | 0.077 | [0.038, 0.137] |
| miR-145 | 0.088 | [0.044, 0.175] |                       | miR-125b | 0.131 | [0.048, 0.162] |
| miR-28c | 0.252 | [0.095, 0.341] |                       | miR-196 | 0.069 | [0.038, 0.144] |
| miR-142 | 0.064 | [0.015, 0.048] |                       | miR-99a | 0.104 | [0.041, 0.141] |
| miR-221 | 0.072 | [0.043, 0.120] |                       | CEACAM5 | miR-143 | 0.072 | [0.062, 0.237] |
| miR-223 | 0.043 | [0.037, 0.141] |                       | miR-145 | 0.073 | [0.058, 0.258] |
| miR-9 | 0.086 | [0.044, 0.154] |                       | miR-143 | 0.073 | [0.058, 0.258] |
| miR-1 | 0.183 | [0.055, 0.419] |                       | miR-143 | 0.073 | [0.058, 0.258] |
| miR-130b | 0.180 | [0.063, 0.308] |                       | miR-143 | 0.073 | [0.058, 0.258] |
| miR-188b | 0.126 | [0.042, 0.590] |                       | miR-143 | 0.073 | [0.058, 0.258] |
| miR-194 | 0.211 | [0.034, 0.109] |                       | miR-143 | 0.073 | [0.058, 0.258] |
| miR-143 | 0.106 | [0.054, 0.250] |                       | miR-143 | 0.073 | [0.058, 0.258] |
| miR-143 | 0.110 | [0.096, 0.353] |                       | miR-143 | 0.073 | [0.058, 0.258] |
| miR-143 | 0.074 | [0.042, 0.592] |                       | miR-143 | 0.073 | [0.058, 0.258] |
| miR-143 | 0.082 | [0.035, 0.422] |                       | miR-143 | 0.073 | [0.058, 0.258] |
| miR-143 | 0.038 | [0.035, 0.179] |                       | miR-143 | 0.073 | [0.058, 0.258] |
| miR-143 | 0.055 | [0.029, 0.118] |                       | miR-143 | 0.073 | [0.058, 0.258] |
| miR-200c | 0.219 | [0.029, 0.099] |                       | miR-143 | 0.073 | [0.058, 0.258] |
| miR-200c | 0.042 | [0.034, 0.138] |                       | miR-143 | 0.073 | [0.058, 0.258] |
| miR-200c | 0.059 | [0.046, 0.234] |                       | miR-143 | 0.073 | [0.058, 0.258] |
| miR-200b | 0.058 | [0.026, 0.095] |                       | miR-143 | 0.073 | [0.058, 0.258] |
| miR-200b | 0.068 | [0.034, 0.142] |                       | miR-143 | 0.073 | [0.058, 0.258] |
| miR-200b | 0.219 | [0.029, 0.099] |                       | miR-143 | 0.073 | [0.058, 0.258] |
| miR-200b | 0.042 | [0.034, 0.138] |                       | miR-143 | 0.073 | [0.058, 0.258] |
| miR-200b | 0.059 | [0.046, 0.234] |                       | miR-143 | 0.073 | [0.058, 0.258] |

Shown are the active credible intervals and their significance for the effects of miRNA targeting mRNA. Only the miRNAs with significance greater than 0.05 are listed here. The miRNAs in bold have been experimentally validated as repressing their targets.

Table 7. The number of estimated interactions which have been experimentally validated.

| Data | No. of Validated Targets | LASSO | BLASSO | nLASSO | nBLASSO |
|------|--------------------------|-------|--------|--------|--------|
| MCC  | 23                       | 15    | 17     | 20     | 20     |
| Broad| 109                      | 69    | 75     | 79     | 75     |
| Madison | 153                      | 81    | 116    | 138    | 60     |
| MSKCC| 116                      | 84    | 95     | 98     | 98     |

Shown are the number of estimated interactions by using the LASSO, nLASSO, BLASSO and nBLASSO. Only the experimentally validated interactions were counted. Various values of the threshold $\beta$ were used for the point estimation methods to select the estimated interactions. For the Bayesian methods, a significance level $\alpha = 0.05$ was used to select the inferred interactions.
Table 8. The areas under the ROC curves for the false positive range $[0, 0.1]$.

| Method  | Broad | Madison | MCC  | MSKCC |
|---------|-------|---------|------|-------|
| LSR     | 0.0   | 0.0     | 0.0084 | 0.0   |
| Ridge   | 0.0036 | 0.0151 | 0.0229 | 0.0101 |
| LASSO   | 0.0025 | 0.0110 | 0.0165 | 0.0073 |
| BLASSO  | 0.0264 | 0.0114 | 0.0222 | 0.0214 |
| nLASSO  | 0.0303 | 0.0211 | 0.0338 | 0.0311 |
| nBLASSO | 0.0274 | 0.0178 | 0.0321 | 0.0260 |