EdgeX over Kubernetes: Enabling Container Orchestration in EdgeX

Seunghwan Lee 1, Linh-An Phan 1, Dae-Heon Park 2, Sehan Kim 2 and Taehong Kim 1,*

1 School of Information and Communication Engineering, Chungbuk National University, Cheongju 28644, Korea; seunghwanlee@cbnu.ac.kr (S.L.); linhan@cbnu.ac.kr (L.-A.P.)
2 Electronics and Telecommunications Research Institute, Daejeon 34129, Korea; dhpark82@etri.re.kr (D.-H.P.); shkim72@etri.re.kr (S.K.)
* Correspondence: taehongkim@cbnu.ac.kr

Abstract: With the exponential growth of the Internet of Things (IoT), edge computing is in the limelight for its ability to quickly and efficiently process numerous data generated by IoT devices. EdgeX Foundry is a representative open-source-based IoT gateway platform, providing various IoT protocol services and interoperability between them. However, due to the absence of container orchestration technology, such as automated deployment and dynamic resource management for application services, EdgeX Foundry has fundamental limitations of a potential edge computing platform. In this paper, we propose EdgeX over Kubernetes, which enables remote service deployment and autoscaling to application services by running EdgeX Foundry over Kubernetes, which is a product-grade container orchestration tool. Experimental evaluation results prove that the proposed platform increases manageability through the remote deployment of application services and improves the throughput of the system and service quality with real-time monitoring and autoscaling.
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1. Introduction

With the exponential growth of the Internet of Things (IoT), the number of connected devices is constantly increasing as various application services such as augmented reality (AR), virtual reality (VR), smart cars, smart cities, and healthcare, have developed in recent years. As a result, there is increasing demand for quickly processing the huge amount of data generated from these IoT devices, especially for time-sensitive applications such as autonomous vehicles, AR/VR gaming, and smart factories. Recently, edge computing has emerged as a means of overcoming the limitations of cloud computing by placing computational resources (i.e., edge servers) close to end devices to meet the stringent requirements on latency that these applications have. In the edge computing architecture, application services can be deployed in edge servers to directly process data and provide immediate responses. As a result, edge computing allows reduced network bandwidth and latency and improved Quality of Service (QoS) in IoT applications [1].

The IoT gateway is a representative example of edge servers in IoT systems. As well as collecting and aggregating data from IoT devices, an IoT gateway processes data with its computational resources and can connect to remote cloud servers to perform further processing and analytics if necessary. Moreover, an IoT gateway has the ability to control IoT devices and provide application services to users. Among various open-source-based edge computing platforms, such as CORD [2], EdgeX Foundry [3], Apache Edgent [4], Azure IoT Edge [5], Akrawino Edge Stack [6], OpenEdge, and KubeEdge, Apache Edgent and EdgeX Foundry were developed to target deploying IoT applications. Both support various protocols—such as HTTP, ModBus, and MQTT—to provide connectivity with IoT devices in IoT application environments (e.g., smart homes, environmental monitoring, and remote...
IoT management). However, Apache Edgent is not an appropriate platform for modern IoT environments owing to its monolithic characteristic of using Java virtual machine, which affords less scalability and changeability than a container. In contrast, EdgeX Foundry focuses on communicating with various protocols and facilitates interoperability between devices. Moreover, EdgeX Foundry offers a container-based application service; thus, it offers flexibility in the addition or removal of application services without interrupting other existing application services [7].

Although EdgeX Foundry has many advantages, it lacks container orchestration abilities, such as the dynamic deployment of microservices and dynamic resource management, leading to the following challenges in building and operating edge computing infrastructure with multiple edge nodes.

- EdgeX Foundry does not support remote deployment and management of services across multiple edge nodes because it adopts Docker Compose [8] to deploy and manage container-based application services. Docker Compose was developed considering service deployment on a single host. Thus, EdgeX Foundry offers low application services manageability in the edge computing infrastructure.
- EdgeX Foundry is unable to perform dynamic adjustments to computational resources based on the demand (workload) of the service. In edge computing infrastructure, the demand for the application service can vary depending on the user distribution and number of user requests. Therefore, allocating appropriate resources to each service based on its real-time demand allows improvements to QoS and efficient utilization of hardware resources of edge nodes.

Kubernetes is a product-grade container orchestration tool that provides useful functions for use in an edge computing environment, such as automated deployment, resource management, load balancing, and autoscaling [9]. For example, users can deploy application services remotely without any deep knowledge of the internal system and manual configuration. Moreover, an autoscaling function allocates more resources to an application service when it exceeds the available resource threshold. Therefore, the autoscaling function provides adaptiveness of application resources according to the dynamic demands on the application services.

To address the limitations of EdgeX Foundry, we propose **EdgeX over Kubernetes (EoK)** in this study. EoK combines EdgeX Foundry and the representative container orchestration platform Kubernetes. EoK supports remote deployment of multiple services to edge nodes in a short duration. Moreover, by utilizing the Horizontal Pod Autoscaler (HPA) feature of Kubernetes, EoK can dynamically increase the number of replicas for each service based on its real-time demand. The objective of EoK is to enable container orchestration on EdgeX Foundry to facilitate the use of EdgeX Foundry in practical edge computing infrastructure. The main contributions of this study are summarized as follows.

- We propose EoK as a practical implementation of EdgeX Foundry to improve manageability through the remote deployment of services. Moreover, EoK provides resource autoscaling capabilities, which are crucial in edge computing systems. The implementation of EoK is described in detail to ensure the reproducibility of this work.
- We performed experimental evaluations to demonstrate the feasibility and advantages of the EoK system. The results obtained demonstrate that services of EdgeX Foundry can be easily deployed from the Kubernetes master node. Moreover, the HPA feature in Kubernetes can result in improved throughput and latency of services in the EoK system compared with the original EdgeX Foundry platform.

The remainder of this paper is organized as follows. Section 2 surveys related work. Section 3 gives preliminary explanations of Kubernetes and EdgeX Foundry. In Section 4, we describe the implementation of EdgeX over Kubernetes. Performance evaluations are presented in Section 5. Finally, we conclude the paper in Section 6.
2. Related Work

In this section, we discuss existing research related to building an IoT edge computing infrastructure. In the traditional IoT environment, IoT gateways play a key role in building the IoT infrastructure; Hao Chen [10] defined IoT gateways by dividing them into three layers: sensing, network, and application layers. Shang Guoqiang et al. [11] and Lin Wu et al. [12] highlighted the lack of compatibility between heterogeneous protocols as the fundamental problem—i.e., different types of gateways are required for each protocol—and suggested IoT gateway structures to solve this problem. The authors of [11] proposed a smart IoT gateway that can customize user cards according to the protocol environment. Meanwhile, the authors of [12] proposed a plug-configuration-play service-oriented gateway structure for fast and easy connection with various protocols.

Moreover, with the development of container technologies, such as Docker, IoT gateways have evolved to distribute and operate container-based microservices. According to [13,14], microservices are better than monolithic architecture in aspects such as scalability, changeability, and upgrades. For example, microservice architecture can facilitate simple system migration because the demanded microservice only needs to be replicated at a new location. Furthermore, microservices can be changed or upgraded easily when a problem occurs or an update is needed. These microservice characteristics can accelerate the spread of IoT gateway-based services. EdgeX Foundry [5] is a promising microservice-based IoT edge gateway platform that supports various IoT connectivity protocols and provides interoperability between heterogeneous devices. EdgeX Foundry offers multiple strategic advantages for gateways, as follows. First, it provides reference implementations for IoT protocols and software development kits so that users can add new ones. Second, it provides flexible connectivity to various enterprise and IoT environments. Third, EdgeX Foundry communicates with devices that use legacy protocols and can translate data for comprehension by modern devices. Finally, EdgeX Foundry offers a microservice-based platform that enables plug-and-play of components.

To increase service quality, the authors of [15–17] proposed methods to improve IoT gateway service quality through machine learning. In [15], the authors proposed an automatic temperature adjustment method to improve user convenience by applying an optimization engine and fuzzy control to the IoT gateway. The authors of [16] placed an intelligent deep-learning-based function in the rule’s engine of the IoT gateway to process user requests quickly. In [17], the authors proposed a way to improve service quality by containerizing and distributing the deep learning model and running it at edge nodes. They also further improved the service quality by distributing the computational load on IoT gateways to the cloud servers. The authors of [18] proposed an intelligent service management technique that can process large amounts of data generated by many devices in real-time while solving various problems, such as connectivity and security, in an industrial IoT environment. However, these approaches focus on optimization at a single IoT gateway; therefore, it is difficult to apply them to edge computing infrastructures composed of multiple IoT gateways.

Nonetheless, the authors of [19,20] addressed the challenges involved when the gateways are geographically dispersed on a large scale. In [19], the authors proposed a hierarchical structure, wherein the upper layer supervises the workload at data centers in the lower layer and triggers the migration of applications when necessary. However, this approach evaluated the gateway based on a virtual machine and could face limitations in term of scalability and resource utilization compared with microservice architectures. In [20], the authors observed that service composition is a critical issue for efficient utilization of the available services that are widely dispersed across the Internet of Service paradigm and proposed a framework that deploys services close to frequently-used-together IoT devices through service migration.

In summary, existing approaches have not considered performing service deployment and resource management in edge computing environments containing multiple IoT gateways. In this paper, based on the idea that EdgeX Foundry is a promising platform for
building an IoT edge computing infrastructure, we propose EoK, which utilizes EdgeX Foundry as is but solves its limitations, such as inconvenient service deployment and absence of dynamic resource management, using Kubernetes. Specifically, the proposed method can provide dynamic service deployment and resource management in an IoT gateway environment by enabling EdgeX Foundry to run on Kubernetes, a representative container orchestration platform. Moreover, the proposed method is verified experimentally.

3. Preliminary Research

3.1. EdgeX Foundry

EdgeX Foundry is an open-source-based IoT edge computing platform located between cloud and IoT devices (device/sensor) to interact with IoT devices [3] and play the role of edge nodes [21] in an edge computing environment. In other words, EdgeX Foundry can collect, store, analyze, and convert data from IoT devices and transfer the data to a designated endpoint. Moreover, the user can directly control the operation of IoT devices and monitor the device data through EdgeX Foundry.

EdgeX Foundry contains four main layers: Device Services, Core Services, Supporting Services, and Export Services. The Device Services layer interacts with IoT devices and abstracts their connectivity protocols. Microservices in EdgeX Foundry can request data collected from IoT devices or transmit the data to other microservices, such as the Core Services layer. The Core Services layer is an intermediary between the upper layers and Device Services layer. The Core Services layer includes initial information and sensor data about IoT devices connected to edge nodes, which are stored in a local database until they are sent to the upper layers and cloud systems. The Core Services layer manages information on microservices, such as hostname and port number, and provides a connection between microservices. When one microservice wants to connect to another microservice, it calls the Core Services layer to obtain the microservice information necessary to connect the microservice. The Supporting Services layer performs common software functionalities, such as scheduling, notifications, and alerts; it allows each microservice to execute a designated task at a specified time or under given rules. In addition, the Supporting Services layer collects logs inside EdgeX Foundry, records them to log files or databases, and notifies or alerts external systems or users connected to EdgeX Foundry. The Application services layer contains a set of functions that process messages in a specific order based on the function pipeline concept. Furthermore, the Applications Services layer prepares (e.g., transforms, filters, etc.), formats (e.g., reformats, compresses, encrypts), and exports data to an external service designated as an endpoint.

3.2. Kubernetes

Kubernetes is an open-source container orchestration platform that manages and deploys container-based applications [22]. A Kubernetes cluster includes master nodes and at least one worker node.

A pod is the smallest deployable unit that can be created and managed by Kubernetes. A pod can contain one or more containers that share storage and networks, it has a specific function of how each container runs, and each pod is assigned a unique internal IP address. Moreover, one specification can create several pods, referred to as replicas [23], to provide scalability and availability for applications.

Note that a pod is ephemeral, and it can be recreated or terminated at any time. Further, when a pod restarts, its IP address changes. To allow access to pods, Kubernetes defines Service of three kinds: ClusterIP, NodePort, and LoadBalancer [22]. A Service abstracts multiple pods as a group and exposes the group to the network. By default, a group is assigned an invariable IP address by ClusterIP. ClusterIP Service works as a frontend for grouped pods, and grouped pods work as a backend. When the frontend (i.e., ClusterIP Service) receives traffic, it redirects requests to the backend (i.e., grouped pods) following Kubernetes’ rules. However, ClusterIP is used only for connection between cluster components, so it cannot
receive the traffic from outside. For communicating outside, the NodePort and LoadBalancer Services are used. The NodePort Service enables access from outside of the cluster by reserving and exposing port numbers on external IP addresses of each worker node; then, traffic requests can access to backend pods using an external IP address and reserved port. The LoadBalancer Service is provided by a cloud vendor such as Google Cloud Platform, Azure [5], and Amazon Web Services. The cloud vendor provides an external IP address and URL to the LoadBalancer Service for access from outside.

In Kubernetes, the master node oversees the management and control of the Kubernetes cluster and consists of etcd, kube-scheduler, kube-controller-manager, and kube-apiserver. The etcd is backend storage that stores all cluster data in a key-value structure. The kube-scheduler is in charge of assigning a newly created pod to a node according to scheduler rules, such as resources optimization, policy constraints, and node-affinity. The kube-controller-manager ensures that the current node or pod operates in the desired state. For example, when using autoscaling, if resource usage is found to be above the threshold of the pod specification through periodic monitoring, the kube-controller-manager determines whether to deploy a replica or scale up the pod resources according to the specifications. The kube-apiserver processes all requests from the cluster and interacts with the worker node through kubelet.

Kubernetes provides three kinds of autoscalers to provide optimal resource management on demand: Cloud Autoscaler (CA), Vertical Pod Autoscaler (VPA), and Horizontal Pod Autoscaler (HPA) [23]. The CA works with cloud services to adjust the number of nodes. If a node has insufficient resources to create a pod, the CA adds a node and creates a pod on the newly added node. The VPA configures a pod with more resources when pod resources are insufficient, but the pod must restart to apply the configuration. The HPA increases the number of pods to scale resources. Specifically, the HPA stores the resource metric of a pod in the metric server and scales by increasing the number of pods when the metric exceeds a specified threshold. Therefore, multiple replicas can provide one application service. When a user request reaches a specific application service, Kubernetes forwards the request to a pod according to the kube-proxy load balancing policy, such as round robin or random approach. The Kubernetes HPA can adjust pod resources dynamically according to resource status without interruption of existing application services. For this reason, the HPA is an essential technology for IoT edge computing infrastructure, where user requests can vary over location and time.

4. EdgeX over Kubernetes

In this section, we present EoK to overcome the fundamental limitations of EdgeX Foundry when building an IoT edge computing infrastructure. First, the problems of EdgeX Foundry can be defined as follows:

(1) EdgeX Foundry offers poor application service manageability. As EdgeX Foundry uses Docker Compose to deploy and manage microservices on a single node, it does not provide the functionality to remotely deploy and manage microservices to edge nodes. In other words, as Figure 1a shows, each service of EdgeX Foundry is deployed and operated locally in the form of a microservice using Docker Compose. As Docker Compose is installed on a single host, an administrator must enter commands directly at the edge node when they want to update or deploy new services to edge nodes. Accordingly, when the service requested by the user is not deployed at the corresponding edge node, it is impossible to deploy and use the service in real-time.
Virtual worker nodes of a Kubernetes cluster. In this cluster, EdgeX Foundry’s edge nodes can providing increased manageability. Moreover, service resource management and service quality can be improved by enabling autoscaling of microservices through the HPA—one of the features of Kubernetes. For example, if the resource usage of the Virtual Pod (device service) increases, as shown in Figure 1a.

To address the problems concerning low manageability and service quality discussed above, we propose EoK. EoK is based on EdgeX Foundry; however, it can increase manageability by efficiently managing edge nodes and services with help from Kubernetes container orchestration. As shown in Figure 1b, EdgeX Foundry’s edge nodes become worker nodes of a Kubernetes cluster. In this cluster, EdgeX Foundry’s edge nodes can deploy and manage microservices remotely through Kubernetes, not Docker Compose, providing increased manageability. Moreover, service resource management and service quality can be improved by enabling autoscaling of microservices through the HPA—one of the features of Kubernetes. For example, if the resource usage of the Virtual Pod (device service) increases, as shown in Figure 1a.

To summarize, the proposed EoK provides functions such as remote service deployment and autoscaling with the help of Kubernetes to improve the manageability and QoS of EdgeX-based IoT edge gateways.

In the following subsection, we describe in detail how Kubernetes functions can be used to design the EoK system. Then, we describe two common-use cases that benefit from the EoK system.

4.1. Implementation of EdgeX over Kubernetes

The implementation of EoK is discussed in detail below.

First, microservices in EdgeX Foundry use the Docker Compose YAML file structure, and its specification structure is different from that of Kubernetes, although both use the same YAML extension. For example, in Docker Compose YAML, a service can be classified...
according to whether the volumes or depends_on field is used. The volumes field configures storage, so it can specify a key (volume name)–value (actual path) pair in the Docker Compose YAML structure. The depends_on field expresses dependencies between services, i.e., it is a start/stop order between services. For example, if service Y and service Z declare the depends_on field with service A, services Y and Z must start before service A starts; service A cannot start before services Y and Z. Moreover, service A will terminate before services Y and Z.

It is important to note that the YAML structures of Docker Compose and Kubernetes have incompatible fields; Docker Compose fields must be converted to Kubernetes fields to make EdgeX Foundry work similarly on Kubernetes in EoK. The volumes field in Docker Compose can be easily replaced with the Volume field of Kubernetes as they work the same. However, because Kubernetes does not define the depends_on field, we add readinessProbe and livenessProbe to the Kubernetes YAML file. The readinessProbe and livenessProbe fields are container diagnostic tools that kubelet periodically executes. The readinessProbe investigates whether a pod is ready to process the request or not. If the probe’s diagnosis returns success, i.e., if the pod is prepared to process the requests, Kubernetes allocates an IP to the pod and enables communication. However, if the pod is not ready, the pod IP is removed from the endpoints of all other services. The livenessProbe checks the pod’s operating status; if the pod does not operate properly, the livenessProbe handles the pod according to the RestartPolicy (Always, OnFailure, Never) written in the YAML file (i.e., PodSpec). To this end, the livenessProbe restarts a pod after a certain period if the pod starts before necessary pods start and the pod fails to start, and the readinessProbe checks if the pod can handle requests. If so, the pod successfully starts, and Kubernetes allocates an IP to the pod. Therefore, the settings of the two fields (readinessProbe and livenessProbe) operate similarly to those of the depends_on field and make all EdgeX-Foundry-related pods start smoothly on Kubernetes.

Moreover, EdgeX node must set the Kubernetes Service on several microservices. For example, the Command pod in the Core Services layer handles user requests from outside the cluster. In this case, the Command pod should be a NodePort Service for communicating with the outside. Then, users can send requests to EdgeX nodes. Other pods, such as pods in Supporting Services layer, can be set as ClusterIP Service as they communicate with other pods in the same cluster.

Figure 2 shows the proposed EoK architecture, denoting the worker node that has deployed EdgeX Foundry as an EdgeX node. The EdgeX Foundry microservices are deployed successfully in the EdgeX node through Kubernetes. It is interesting to note that not only is EdgeX Foundry deployed, but kube-proxy and kubelet are also deployed successfully in an EdgeX node. EdgeX node acts as a worker node in the Kubernetes cluster by combining kubelet and kube-proxy components. EdgeX node maintains and manages the microservices by reporting the operational status to the master node through kubelet. In addition, it can communicate with pods in other EdgeX nodes in the same cluster through kube-proxy.

Through etcd, we can check the data of an EdgeX node in a cluster, and kube-scheduler assigns new device services or device services that must be updated to the desired EdgeX node. The kube-controller-manager ensures that the specified number of pod replicas operate in the cluster. Moreover, an EdgeX node can create, execute, and manage pods from the master node, and it can create a Kubernetes Service through kube-apiserver.

In this manner, EoK can dynamically distribute the necessary services to various EdgeX nodes through Kubernetes, and the distributed services can maintain high QoS by periodically managing resource status through kubelet and providing autoscaling through the HPA.
4.2. Remote Device Service Deployment

In this section, we discuss the process of deploying a new device service to an EdgeX node using the container orchestration of Kubernetes. A new service can be implemented as a service of pod units, as described earlier, and is deployed to the **Device services** layer of EdgeX Foundry.

As shown in Figure 3, the master node commands to deploy (Kind: Deployment) the device service using **kubectl**. The **kube-controller-manager** creates as many pods as specified in the corresponding **PodSpec** and **kube-scheduler** selects an EdgeX node to deploy a pod according to **nodeAffinity**, where **nodeAffinity** defines the priority and preference for selecting the node to deploy the pod.

Once the pod is deployed to the selected EdgeX node, **kubelet** starts the pod and transports the status of all device services in the pod to the API server. The **Core Services** layer in the EdgeX node uses **Metadata** to check whether a device service is already present.
layer in the EdgeX node uses Metadata to check whether a device service is already registered or not. If the newly deployed device service does not exist in the EdgeX node, the Device Services layer requests a service registration to Metadata, and Metadata adds the device service to the database.

In summary, in contrast to the existing method of distributing new services locally in EdgeX Foundry, the proposed EoK platform enables remote distribution of new services to multiple EdgeX nodes, increasing the ease of management of application services.

4.3. HPA

In this section, we explain how the autoscaling of EdgeX services works in EoK. To enable service autoscaling through the HPA feature of Kubernetes, the minimum/maximum number of running pods in the cluster must be set through minReplicas, maxReplicas, and threshold in the deployment file of the service. cAdvisor monitors the pod resources aggregated at Metrics-Server; kube-controller-manager compares the collected metrics with the threshold specified in PodSpec and calculates the desired number of pods every 15 s period by default.

When the Central Processing Unit (CPU) resources of the pod exceed the given threshold, kube-controller-manager calculates the desired number of pods for the overloaded service and sends them to kube-apiserver. After that, kube-apiserver deploys the additional number of pod replicas to reach the desired number of pods in the cluster. On the contrary, if the desired number of pods is less than the current number of pods, kube-apiserver terminates pod replicas for service downscaling.

For example, in Figure 4, the Virtual Device service sets minReplicas as 2, maxReplicas as 5, and threshold as 50% of the CPU resources. The cAdvisor collects each CPU usage and sends it to Metrics-Server. Metrics-Server averages the CPU usages and sends it to Metrics Aggregator in kube-apiserver. The HPA of kube-controller-manager compares the current CPU usage and threshold, which is 50%, to determine whether the CPU usage exceeds the threshold or not; if the current CPU usage is higher than the threshold, it deploys additional replicas of the Virtual Device service through Deployment. At this time, these are registered additionally to an EdgeX node by following the service deployment procedure shown in Figure 3.

Figure 4. HPA architecture of EoK.
Therefore, we can conclude that EoK improves the QoS as well as throughput in an edge computing environment by applying the HPA of Kubernetes to dynamically increase the number of replicas in response to an increase in user requests or computational load.

5. Performance Evaluations

This section evaluates the performance of EoK in terms of service deployment time and service autoscaling through the HPA. The experimental evaluation environment was set up as follows. The master node had 4 CPU cores and 8 GB of RAM, and the worker node had 2 CPU cores and 4 GB of RAM. All nodes in the Kubernetes cluster had Kubernetes version 1.17.0 and Docker version 19.03.6 installed and running on the Ubuntu 18.04.4 LTS operating system. We deployed EdgeX Foundry in the worker node, and the services in EoK could be accessed from outside the cluster using the NodePort Service of Kubernetes.

We used the Virtual Device service, which can receive HTTP requests, to evaluate the throughput of the service. We set the CPU limitation for the HPA as 20 m, minimum number of replicas as 1, and maximum number of replicas as 4. Moreover, the cycle for data scraping of the CPU and number of pods was set to 1 min, which is the same as a HPA cycle in Kubernetes. An Apache HTTP server benchmarking tool (ab) was used for traffic generation, and each experiment was repeated 10 times to ensure the evaluation result accuracy.

5.1. Remote Device Service Deployment

In this section, we evaluate the dynamical deployment the Device Service to EdgeX nodes in a Kubernetes cluster and the time required to remotely deploy a service in EoK. The service deployment time was measured from the point at which the deployment command was executed in the Kubernetes controller until the service ran in the EdgeX node. Note that the service image was not downloaded to the EdgeX node in advance in this evaluation, and the service status was checked every second to verify the time of deployment completion.

Figure 5 shows the total deployment time and time of the first to the fourth replicas deployed to the EdgeX node, expressed by a cumulative distribution function, where deployment time includes downloading from the repository and running the pod replica in each node as per the master node’s kubectl command. As shown in Figure 5, we can observe that 75% of the first replica deployment time was approximately under 20 s to start, regardless of how many replicas had to be deployed. Moreover, the time after the first replica deployment until the remaining replicas were deployed gradually decreased, as shown in Figure 5b,c, because the first replica had to download the image for operation while the subsequent replicas did not. Thus, the total deployment time increased with the number of replicas, but not linearly. Although the total deployment time increases with the number of replicas, this result proves that service deployment through EoK can be completed within several tens of seconds via the deployment command at the master node located remotely. Therefore, we can conclude that EoK improves the manageability by allowing geographically remote deployment of services at edges.

![Figure 5](image-url)
5.2. Performance Change in EoK Using HPA

This section verifies the performance improvement of EoK through the HPA of Kubernetes by evaluating CPU usage, processing time, throughput, and latency according to the number of pod replicas.

Figure 6 shows the changes in the average CPU usage and number of pods during 3000 requests from outside the cluster when the maximum number of replicas was set to 1, 2, and 4. As shown in Figure 6, we can observe that CPU usage increased with increasing traffic requests, and the number of replicas increased up to the maximum as well. For example, the number of replicas in Figure 6a could not further increase because the maximum number of replicas was limited to 1, whereas the number of pods in Figure 6b increased at 120 s, and that in Figure 6c increased at both 230 s and 300 s. According to the increase in replicas, the average CPU usage tended to decrease, as did the completion time, while processing 3000 requests. In Figure 6, we can observe that the processing was completed at 840 s with 1 replica, 720 s with 2 replicas, and 660 s with 4 replicas. On the contrary, EdgeX Foundry does not support the HPA function, so it showed the same performance as when limiting the maximum number of replicas to 1 in Figure 6a. Therefore, we can conclude that it is difficult to improve the throughput with only EdgeX Foundry.

Figure 7 evaluates the average CPU usage according to the number of pods, throughput, and latency for different numbers of replicas. It is important to note that Figure 6 measures the performance according to the change in the number of replicas over time starting with 1 replica, while Figure 7 evaluates the performance using a fixed number of replicas (1, 2, or 4) in EoK to focus on the effect of the number of replicas as opposed to the original. In these evaluations, we include the evaluation of EdgeX Foundry to compare the difference in the performances of EoK and EdgeX Foundry. However, the evaluation result of the original is expected to resemble that of EoK with one replica, because EoK with one replica is architecturally equivalent to EdgeX Foundry except for the presence of a Kubernetes cluster. As a result, the process completion time in Figure 7a reduced to 840 s for 1 replica, 600 s for 2 replicas, and 480 s for 4 replicas compared with the 840, 720, and 660 s shown in Figure 6a–c, respectively. Moreover, the process completion time of EdgeX Foundry is the same as that of EoK with one replica.

Figure 7b shows the throughput of EdgeX Foundry and EoK according to the number of concurrent requests. First, as expected, when one replica was used in EoK, the throughput observed was the same as that of EdgeX Foundry because both cases have equal resources for the service. Moreover, we can see that the throughput could not be increased due to the resource limit, even as the number of concurrent requests increased. On the contrary, the throughput of EoK with 2 and 4 replicas increased to approximately 17% and 71%, respectively, as the number of concurrent requests increased. More specifically, the throughput with 2 replicas increased from 6 to 7 requests/s as the number of concurrent requests increased from 1 to 5, while that with 4 replicas increased from 7 to 12 requests/s under the same conditions. It is interesting to note that Kubernetes provides load balancing
by forwarding requests to multiple replicas; thus, we can expect the throughput to be improved by increasing the number of pod replicas.

![Figure 7](image_url)

**Figure 7. Performance of EoK with HPA:** (a) average CPU usage, (b) throughput, and (c) latency of each replica set.

However, in contrast to the increase in throughput according to the number of replicas, the increase in throughput according to the number of concurrent requests varied depending on the maximum number of replicas. This can be seen as a result of the difference between the required number of resources to handle the actual traffic and the maximum available resources. For example, the performance improvements with 3 and 5 concurrent requests for EoK with 2 replicas were insignificant. This indicates that when the number of concurrent requests was 3, all available CPU resources were already used. Therefore, even when we increased the number of concurrent requests to 5, there was no further improvement in throughput. In contrast, when increasing the number of concurrent requests from 1 to 3 for EoK with 4 replicas, we can see that the throughput improved significantly by fully utilizing the CPU resources for the increasing requests.

Figure 7c illustrates the latency of the requests measured, which are shown in Figure 7a,b. The results show that the latency tended to increase as the number of concurrent requests increased. For example, the average latency for EoK with 1 replica for each of 1, 3, and 5 concurrent requests was 250, 730, and 1270 ms, respectively. This is because the more requests are received, the longer the waiting time required for processing. However, we can also see that the waiting time decreased as the number of replicas increased. For example, the average latency for EoK with 2 replicas under 1, 3, and 5 concurrent requests was reduced to 163, 425, and 710 ms, respectively. In particular, the average latency for EoK with 4 replicas under 1, 3, and 5 concurrent requests was significantly reduced to 134, 254, and 414 ms, respectively. However, in this evaluation, it was observed that one replica with EoK yielded a marginally lower delay than that of EdgeX Foundry, and the difference in the delay of the two platforms grew with an increase in the number of concurrent requests. This is because EdgeX Foundry does not have predefined proxy settings; however, by default, Kubernetes uses iptables, which exhibit low system overhead while processing traffic. Moreover, as the autoscaling and load balancing features are absent in EdgeX Foundry, a single application service must handle all requests. Consequently, EoK outperforms EdgeX Foundry considerably. Therefore, this evaluation proves that EoK improves the latency for processing requests with load balancing among multiple replicas in Kubernetes, while EdgeX cannot.

Therefore, we can conclude from our experimental evaluations that EoK can improve the service manageability and resource management through dynamic service deployment and horizontal pod autoscaling while using the existing EdgeX Foundry system as is within the Kubernetes.

6. Conclusions

As a representative open-source-based edge computing platform, EdgeX Foundry has been considered a key enabling technology for building IoT edge computing infrastruc-
ture. However, due to the absence of container orchestration functions, there are several limitations to its use in an IoT edge computing environment, where edge nodes are geographically dispersed. To overcome this problem, we proposed EoK, which runs EdgeX Foundry over a representative container orchestration platform, Kubernetes. Through performance evaluation, we verified that the throughput and QoS can be significantly improved through resource autoscaling, while the manageability of the system is enhanced with the remote service deployment. In future studies, we will investigate the deployment of connectivity services to support various protocols through heterogeneous IoT devices. Moreover, we will study the load balancing mechanism among edge nodes that can address the imbalance of user demands in IoT edge computing infrastructure. We believe the proposed EoK platform contributes to the acceleration of the realization of industrial and dispersed IoT edge computing environments by offering flexibility pertaining to various protocols and in managing nodes and services.
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