ON ARITHMETIC SUMS OF AHLFORS-REGULAR SETS

TUOMAS ORPONEN

ABSTRACT. Let $A, B \subset \mathbb{R}$ be closed Ahlfors-regular sets with dimensions $\dim_H A =: \alpha$ and $\dim_H B =: \beta$. I prove that

$$\dim_H [A + \theta B] \geq \alpha + \beta \cdot \frac{1 - \alpha}{2\alpha}$$

for all $\theta \in \mathbb{R} \setminus E$, where $\dim_H E = 0$.
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1. Introduction

This paper contains the following sum-product result for Ahlfors-regular subsets of \( \mathbb{R} \):

**Theorem 1.1.** Let \( A, B \subset \mathbb{R} \) be closed Ahlfors-regular sets with \( \dim_H A = \alpha \in [0, 1] \) and \( \dim_H B = \beta \in [0, 1] \). Then

\[
\dim_H [A + \theta B] \geq \alpha + \beta \cdot \frac{1-\alpha}{2-\alpha}
\]

for all \( \theta \in \mathbb{R} \setminus E \), where \( \dim_H E = 0 \).

The paper also contains a \( \delta \)-discretised version of Theorem 1.1, see Theorem 3.6, and Remark 3.8. I will next review other statements of similar nature in previous literature.

### Example 1.3

Fix \( \alpha \) of injection theorem [9] for self-similar sets. Zahl’s estimate [6] for the additive energy of Ahlfors-regular sets, and Hochman’s projection theorem [9] for self-similar sets.

Bourgain in [4], see also his earlier paper [3], proved lower bounds for the dimension of \( A + \theta B \) without assuming that \( A, B \) are Ahlfors-regular. He showed that if \( \alpha = \beta \in (0, 1) \), and \( E \subset \mathbb{R} \) has dimension \( \dim_H E \geq \kappa > 0 \), then

\[
\dim_H [A + \theta B] \geq \alpha + \epsilon
\]

for some \( \theta \in E \), where \( \epsilon > 0 \) only depends on \( \alpha = \beta \), and \( \kappa > 0 \). Without the Ahlfors-regularity assumption, the dependence of “\( \epsilon \)” on “\( \kappa \)” in (1.2) is inevitable, see the next example. As Theorem 1.1 shows, the dependence disappears for Ahlfors-regular sets.

For \( 0 < \delta \leq n^{-1-2\kappa} \), the same inequality remains true, up to an absolute constant, if we replace \( A_n, E_n \) by the \( \delta \)-neighbourhoods \( A_n(\delta) \) and \( E_n(\delta) \). Now, choose \( \delta := n^{-2} \). Then, if \( \mathcal{H}^s \) stands for \( s \)-dimensional Hausdorff content, it is easy to check that

\[
\mathcal{H}^{1/2}(A_n(n^{-2})) \geq 1 \quad \text{and} \quad \mathcal{H}^{s}(E_n(n^{-2})) \geq 1.
\]

Therefore, informally speaking, \( A_n(n^{-2}) \) is the \( n^{-2} \)-neighbourhood of a \( 1/2 \)-dimensional set, and \( E_n(n^{-2}) \) is the \( n^{-2} \)-neighbourhood of a \( s \)-dimensional set. Noting that \( n^{1+2\kappa} = (n^{-2})^{1/2+s} \), the inequality (1.4) roughly says that \( A_n(n^{-2}) + E_n(n^{-2}) \) is at most \((1/2 + \kappa)\)-dimensional.

The construction described above can be “iterated” to produce compact, Cantor type, non-Ahlfors-regular sets \( A, E \subset [0, 1] \) such that \( \dim_H A = 1/2 \) and \( \dim_H E = \kappa \), and \( \dim_H (A + E_\kappa A) \leq 1/2 + \kappa \). In particular, \( \lim_{\kappa \to 0} \dim(A + E_\kappa A) = \dim A \). This shows that the Ahlfors-regularity assumption in Theorem 1.1 is necessary, even when \( A = B \). The “iteration” procedure is explained further in [13, Example 4.1] in a slightly different, but very similar, context.

We have now seen that the size of “\( \epsilon \)” in (1.2) depends on “\( \kappa \)”, and this dependence vanishes for Ahlfors-regular sets (as long as \( \kappa > 0 \)). Theorem 1.1 has another key difference compared to Bourgain’s result: Bourgain initially proved (1.2) only in the case \( \alpha = \dim_H A = \dim_H B = \beta \), while Theorem 1.1 makes no assumptions on the relative sizes of \( \alpha \) and \( \beta \). A variant of Bourgain’s result (1.2) (for general sets) is simply false in the total absence of such assumptions: it is not difficult to construct (non-Ahlfors-regular) sets \( A, B \subset [0, 1] \) of dimensions \( \dim_H A = 1/2 \) and \( \dim_H B = 1/4 \) such
that $\dim_H [A + \theta B] = \frac{1}{2}$ for all $\theta \in E$, where $\dim_H E = \frac{1}{4}$. The construction is based on arithmetic progressions, just like Example 1.3. If $A_n = \{k/\sqrt{n} : 1 \leq k \leq \sqrt{n}\}$ and $B_n = E_n = \{k/\sqrt{n} : 1 \leq k \leq \sqrt{n}\}$ for some $n \in \mathbb{N}$ such that $\sqrt{n} \in \mathbb{N}$, then

- $\mathcal{H}_{\infty}^{1/2}(A_n(n^{-1})) \sim 1$,
- $\mathcal{H}_{\infty}^{1/4}(B_n(n^{-1})) = \mathcal{H}_{\infty}^{1/4}(E_n(n^{-1})) \sim 1$, and
- $N_{n-1}(A_n(n^{-1}) + E_n(n^{-1})B_n(n^{-1})) \sim \sqrt{n} = N_{n-1}(A_n(n^{-1}))$.

The last point is the scale $n^{-1}$ analogue of the equation $\dim_H (A + EB) = \dim_H A$. Again, an iterative construction as in [13, Example 4.1] is required to pass from the approximating sets $A_n$, $E_n$, $B_n$ to $A$, $E$, $B$.

While Bourgain’s result (1.2) was initially proven only in the case $\alpha = \beta$, the case $\alpha \neq \beta$ has been recently studied in [17]. Based on evidence in finite fields [18], the following conjecture seems plausible for general sets:

**Conjecture 1.5.** Let $\kappa > 0$, and let $A, B, E \subset [0, 1]$ be compact sets with $\dim_H B \geq \kappa$, $\dim_H B + \dim_H E \geq \dim_H A + \kappa$, and $\dim_H A \leq 1 - \kappa$. Then (1.2) holds for some $\theta \in E$, and for some $\epsilon > 0$ depending only on $\kappa$.

To understand why the lower bound in Theorem 1.1 might be plausible – while a similar statement for non-Ahlfors-regular sets fails in multiple ways – one should next compare Theorem 1.1 to the bound of Dyatlov and Zahl [6] on the additive energy of Ahlfors-regular sets. In [6, Theorem 6], it was shown that if $A \subset [0, 1]$ is an Ahlfors-regular set with $\dim_H A = \alpha \in (0, 1)$, then there exists a constant $\epsilon > 0$, which depends on both $\alpha$ and the Ahlfors-regularity constant of $A$, such that

$$\mathcal{H}^{1/4}(\{(x_1, x_2, x_3, x_4) \in A^4 : |(x_1 + x_2) - (x_3 + x_4)| < \delta\} < \delta^{\alpha + \epsilon}, \quad 0 < \delta < 1.$$  

For more recent improvements and generalisations of the work of Dyatlov and Zahl, see the papers [20] by Rossi and Shmerkin, and [5] by Cladek and Tao. It follows from the estimate above that $\dim_H [A + A] \geq \alpha + \epsilon$. More generally, one can show that $\dim_H [A + \theta A] \geq \alpha + \epsilon$ for every $\theta \in \left(\frac{1}{2}, 1\right)$, where $\epsilon$ only depends on $\alpha \in (0, 1)$, and the regularity constant of $A$. Does this imply that the zero-dimensional exceptional set mentioned in Theorem 1.1 is not really necessary? No, because the constant $\epsilon$ in the uniform lower bound essentially depends on the regularity constant of "$A". 

**Example 1.6.** Consider a $\frac{1}{2}$-dimensional self-similar set $A_N$ on $[0, 1]$ with "$N" generating intervals of common length $N^{-2}$, placed in arithmetic progression. Then, $A_N$ is $\frac{1}{2}$-Ahlfors-regular for every $N \geq 1$, but the constant increases when $N \to \infty$, and also $\dim_H [A_N + A_N] \to \frac{1}{2}$ as $N \to \infty$. Regardless, Theorem 1.1 shows that $\dim_H [A_N + \theta A_N] \geq \frac{2}{3}$ for every $\theta \in [0, 1] \setminus E$, where $\dim_H E = 0$.

Even though the largest $\epsilon$ in $\dim_H [A + A] \geq \alpha + \epsilon$ depends on the Ahlfors-regularity constant of $A$, it is known that $A + A + \ldots + A$ contains an interval, and in particular $\dim_H [A + \ldots + A] = 1$, if the number of copies of $A$ in the sum is sufficiently large, depending on the dimension and Ahlfors-regularity constant of $A$. This is due to Astels [1], and a recent higher-dimensional generalisation is due to Feng and Wu [8] (Ahlfors-regularity is not sufficient in $\mathbb{R}^d$, but one rather needs to assume that $A$ has positive thickness, which is implied by Ahlfors-regularity for $A \subset \mathbb{R}$.) While these results of Astels or Feng-Wu are not used in the proof of Theorem 1.1, an idea of "iteration" is also present,
see Section 1.1, and enables one to upgrade $\epsilon$-improvements to more substantial ones, at the cost of throwing away a zero-dimensional set of exceptional directions $E \subset \mathbb{R}$.

The examples above indicate that Theorem 1.1 illustrates a phenomenon slightly distinct from those discussed by Bourgain, and Dyatlov-Zahl. In some ways, a closer relative is Hochman’s projection theorem [9] for self-similar sets: a special case of his result shows that if $A, B \subset \mathbb{R}$ are self-similar sets with common contraction ratios, then

$$\dim_H[A + \theta B] = \min\{\dim_H A + \dim_H B, 1\}$$

for all $\theta \in \mathbb{R} \setminus E$, where $\dim_H E = 0$. In fact, even the packing dimension of $E$ is zero. The assumption about common contraction ratios is needed to ensure that $A \times B$ is also a self-similar set: this is relevant, because Hochman’s projection theorem states, generally, that if $K \subset \mathbb{R}^2$ is a self-similar set without rotations, then $\dim_H \pi_0(K) = \min\{\dim_H K, 1\}$ for all $\theta \in \mathbb{R} \setminus E$, where $\dim E = 0$, and $\pi_0(x, y) := x + \theta y$.

I briefly mention that the case with (dense) rotations can also be handled with different methods, see [19]. More generally, the product of self-similar sets is self-affine, and there are numerous papers containing strong projection theorems for self-affine sets and measures, see [2, 7, 10, 19].

The starting point of the current paper was an attempt to generalise Hochman’s projection theorem from self-similar sets $K \subset \mathbb{R}^2$ to Ahlfors-regular sets $K \subset \mathbb{R}^2$. The attempt failed in various ways, and Theorem 1.1 was the best outcome I could recover. The initial goal still seems plausible, however, so I pose it as a question:

**Question 1.** Let $K \subset \mathbb{R}^2$ be a closed Ahlfors-regular set. Is it true that $\dim_H \pi_0(K) = \min\{\dim_H K, 1\}$ for all $\theta \in \mathbb{R} \setminus E$, where $\dim_H E = 0$?

An affirmative answer to Question 1 would be an improvement over Marstrand’s classical projection theorem [11] for Ahlfors-regular sets. Partial evidence for Question 1 can be found in [16], where an analogous result is proved for Assouad dimension in place of Hausdorff dimension. (The result for Assouad dimension does not require "$K" to be Ahlfors-regular, which is essentially due to the possibility to shift attention from "$K" to its more regular tangents.)

1.1. **Proof outline.** The uniform lower bound $\dim_H[A + A] \geq \dim_H A + \epsilon$ for Ahlfors-regular sets, discussed above, can be deduced from certain inverse theorems in additive combinatorics; there are several of these, for example by Hochman [9], Sanders [21], and most recently by Shmerkin [22]. Similar ideas are also present in the works of Bourgain [3, 4]. To be precise, Dyatlov-Zahl [6] applied Sanders’s theorem [21], while Rossi-Shmerkin used Shmerkin’s inverse theorem [22]. I deliberately wrote "can" in the opening of the section, since Cladek-Tao [5] avoid the use of inverse theorems.

The idea of inverse theorems is, briefly, the following: if $\dim_H[A + B] \leq \dim_H A + \epsilon$ for a sufficiently small constant $\epsilon > 0$, then $A$ needs to have 1-dimensional branching on scales where $B$ has positive-dimensional branching. If $\dim_H B > 0$, then $B$ necessarily has positive-dimensional branching on many scales, and hence $A$ has 1-dimensional branching on many scales. However, if $A$ is $\alpha$-Ahlfors-regular with $\alpha < 1$, then $A$ cannot have 1-dimensional branching on any scales. If follows that $\dim_H[A + B] \geq \dim_H A + \epsilon$.

As we have seen in Example 1.6, there is an inevitable dependence between the Ahlfors-regularity constant of $A$, and the number $\epsilon$. This dependence is hidden in the argument above: the statement that "$A$ cannot have 1-dimensional branching on any scales" is only
true, if the scales are chosen appropriately: the *leaps* between consecutive scales need to be big enough, depending on the regularity constant of \( A \). The *leap size* is one of the parameters in the inverse theorem (of either Hochman or Shmerkin), and the theorems only become applicable if the threshold "e" in the inequality \( \dim_H[A + B] \leq \dim_H A + \epsilon \) is small enough, depending on the leap size.

To prove Theorem 1.1, a bootstrapping scheme is required. The following outline is not in 1-to-1 correspondence with what really happens in the proof, but I hope that some ideas are transmitted. The main idea is to assume "inductively" that one has already established a weaker version of Theorem 1.1: one has already managed to show that

\[
\dim_H[A + \theta B] \geq \alpha + \chi
\]  

(1.7)

for a certain parameter \( \chi \geq 0 \), for all pairs of Ahlfors-regular sets \( A, B \) with fixed dimensions \( \alpha, \beta \), and regularity constants \( C_A, C_B \), and for all \( \theta \in [0, 1] \) outside a tiny exceptional set \( E \subset [0, 1] \). The set \( E \) may naturally depend on the choices of \( A, B \). In the "base case" \( \chi = 0 \) (or alternatively \( \chi = \epsilon \), depending on \( C_A \)), one simply has \( E = \emptyset \). To quantify the "tininess" of \( E \) in general, one formulates a \( \delta \)-discretised version of the theorem, so \( \hat{E} = \hat{E}_\delta \). Then, one shows that \( \mathcal{H}_\delta^r(E) \leq \delta^\eta \), where \( \tau > 0 \) can be chosen arbitrarily small (one eventually wants to let \( \tau \to 0 \) to establish the 0-dimensionality of exceptions), and \( \eta > 0 \) is an auxiliary parameter. For the details of how to set this up, see Theorem 3.6.

Next, one makes a counter assumption: there exists a pair of Ahlfors-regular sets \( A, B \) as above, such that

\[
\dim_H[A + \theta B] \leq \alpha + \chi + \epsilon
\]  

(1.8)

for all \( \theta \in E \subset [0, 1] \), where, roughly speaking, \( \mathcal{H}_\delta^r(E) \geq \delta^\eta/2 \). This means that \( E \) is allowed to be fairly tiny, but is assumed to be substantially larger than the "tininess" of \( E \) in the inductive hypothesis. Hence, combining (1.7) and (1.8), one finds that

\[
\alpha + \chi \leq \dim_H[A + \theta B] \leq \alpha + \chi + \epsilon
\]  

(1.9)

for a typical direction \( \theta \in E \). Now, fix \( \theta_0 \in E \) such that (1.9) holds, and view \( A \times B \) as a subset of \( [A + \theta_0 B] \times \mathbb{R} =: A' \times \mathbb{R} \) (after a change of coordinates). Then \( A' \) has the following two properties:

1. \( \alpha + \chi \leq \dim_H A' \leq \alpha + \chi + \epsilon \),
2. \( A' \) is a union of translates of \( A \). This implies that \( A' \) has \( \geq \alpha \)-dimensional branching on all scales. For a clarification of what this means, see the statement of Theorem 4.76, and the remark after it.

Recalling that \( A \times B \subset A' \times \mathbb{R} \), up to a change of coordinates, one more precisely rewrites \( A \times B = A' \times B' \), where \( B' \) represents the intersection of \( A \times B \) with the "typical fibre" under the map \( \pi_{\theta_0}(x, y) = x + \theta_0 y \). From the upper bound in (1.9), one infers that \( \dim_H B' \geq \dim_H(A \times B) - (\alpha + \chi + \epsilon) = \beta - \chi - \epsilon \). Recall from (1.8) that \( \chi + \epsilon < \beta(1-\alpha)/(2-\alpha) \), so in fact \( \dim_H B' \geq \beta/(2-\alpha) \).

Next, fix another direction \( \theta_1 \in E \) such that \( |\theta_0 - \theta_1| \sim 1 \). Then, writing \( \theta := \theta_1 - \theta_0 \), one roughly observes that \( A + \theta_1 B = A' + \theta B' \), so in particular

\[
\dim_H(A' + \theta B') = \dim_H(A + \theta_1 B) \overset{\text{(1.9)}}{\leq} \alpha + \chi + \epsilon \overset{\text{(1)}}{\leq} \dim_H A' + \epsilon.
\]  

(1.10)

This places us in a position to use Shmerkin’s inverse theorem, as described in the second paragraph of this section. See Theorem 4.76 for the precise statement of Shmerkin’s
result. The leap size (hence the choice of $\epsilon$) will only depend on $C_\Lambda$. The conclusion is that if $\epsilon > 0$ is small enough, then $A'$ has 1-dimensional branching on all the scales where $B'$ has positive-dimensional branching. The fraction of scales such that $B'$ has positive-dimensional branching is at least $\dim_H B' \geq \beta - \chi - \epsilon$. Consequently $A'$ has 1-dimensional branching on at least that many scales.

On the other hand, property (2) of the set $A'$ says that $A'$ has $\geq \alpha$-dimensional branching on all scales (this is where the dependence between the leap size and the Ahlfors-regularity of $A$ comes in). Ignoring $\epsilon$, this allows us to compute the following lower bound on the dimension of $A'$:

$$\alpha + \chi \geq \dim_H A' \geq 1 \cdot \dim_H B' + \alpha \cdot (1 - \dim_H B') \geq (\beta - \chi) + \alpha \cdot (1 - \beta + \chi).$$

Rearranging, we find that $\chi \geq (1 - \alpha)/(2 - \alpha)$, which contradicts (1.8). Hence the counter assumption in (1.8) must be false, and in fact $\dim_H [A + \theta B] \geq \alpha + \chi + \epsilon$ for some $\theta \in E$. Repeating this argument $\sim \epsilon^{-1}$ times will eventually conclude the proof of Theorem 1.1.

1.2. Notation. Open balls in either $\mathbb{R}^d$ will be denoted $B(x, r)$; in this paper always $d \in \{1, 2\}$. If $f, g$ are real-valued non-negative functions of some parameter $x \in X$, the notation $f \lesssim g$ means that there exists an absolute constant $C \geq 1$ such that $f(x) \leq C g(x)$ for all $x \in X$. If $A \subset \mathbb{R}^d$ is a bounded set, and $\delta > 0$, then $N_\delta(A)$ refers to the smallest number of balls $B(x, \delta) \subset \mathbb{R}^d$ required to cover $A$. If $A$ is a finite set, its cardinality is denoted $|A|$. For $\delta > 0$, the open Euclidean $\delta$-neighbourhood of a set $A \subset \mathbb{R}^d$ is denoted $A(\delta)$. For $\delta > 0$, a tube of width $\delta > 0$ is a set of the form $\pi_{\theta}^{-1}(I)$, where $\pi_{\theta}(x, y) = x + \theta y$, $\theta \in [0, 1]$, and $I \subset \mathbb{R}$ is an interval of length $\delta$. Note that if $T = \pi_{\theta}^{-1}[x - \delta/2, x + \delta/2] \subset \mathbb{R}^2$ is a tube of width $\delta$, where $\theta \in [0, 1]$, then $\ell(\delta/4) \subset T \subset \ell(\delta/2)$ with $\ell := \pi_{\theta}^{-1}\{x\}$.

1.3. Acknowledgements. I would like to thank the referee for a very careful reading of the manuscript, and for making a large number of helpful suggestions.

2. Some definitions

We start by recalling the notion of entropy. If $\mu$ is a probability measure on some space $\Omega$, and $\mathcal{F}$ is a $\mu$ measurable partition of $\Omega$, the $\mathcal{F}$-entropy of $\mu$ is defined by

$$H(\mu, \mathcal{F}) := \sum_{F \in \mathcal{F}} \mu(F) \log \frac{1}{\mu(F)}.$$

Here $0 \cdot \log \frac{1}{0} := 0$, and "log" refers to logarithm in base 2. Typically, the measures of interest are probability measures $\mathbb{R}$, and $\mathcal{F}$ is the partition into dyadic intervals of length $\delta > 0$; this partition is denoted by $\mathcal{D}_{\delta} := \{[k\delta, (k + 1)\delta) : k \in \mathbb{Z}\}$. In addition to $\mathcal{F}$-entropy, we will also need the following conditional entropy of $\mu$:

$$H(\mu, \mathcal{F} \mid \mathcal{E}) := \sum_{E \in \mathcal{E}} \mu(E) H(\mu_{E}, \mathcal{F}).$$

Here $\mu_{E} := \mu(E)^{-1} \cdot \mu_{|E}$, and $\mathcal{E}, \mathcal{F}$ are $\mu$ measurable partitions of $\Omega$. In the applications below, every $E \in \mathcal{E}$ is a finite union of certain sets in $\mathcal{F}$. In this special case, the conditional entropy can be rewritten as

$$H(\mu, \mathcal{F} \mid \mathcal{E}) = H(\mu, \mathcal{F}) - H(\mu, \mathcal{E}), \quad (2.1)$$
as an easy calculation shows (or see [14, Proposition 3.3]). The deepest fact we will need to know about entropy is the estimate $H(\mu, F) \leq \log |F|$, which is an immediate consequence of Jensen’s inequality.

We then proceed to other definitions.

**Definition 2.2 (Projections).** For $\theta \in \mathbb{R}$, we define the maps $\pi_\theta : \mathbb{R}^2 \to \mathbb{R}$ by

$$\pi_\theta(x, y) := x + \theta y, \quad (x, y) \in \mathbb{R}^2.$$ 

**Definition 2.3.** Let $K \subset \mathbb{R}^2$, let $0 < r \leq R \leq \infty$, and let $x \in K$. For $\theta \in [0, 1]$, we define the following multiplicity number:

$$m_{K, \theta}(x | [r, R]) := N_r(B(x, R) \cap K_r \cap \pi_\theta^{-1}\{\pi_\theta(x)\}).$$

Here $K_r$ refers to the $r$-neighbourhood of $K$. Thus, $m_{K, \theta}(x | [r, R])$ keeps track of the (smallest) number of $r$-balls needed to cover the intersection between $B(x, R) \cap K_r$ and the line $\pi_\theta^{-1}\{\pi_\theta(x)\}$. Often the set "$K$" is clear from the context, and we abbreviate $m_{K, \theta} := m_\theta$. We also allow for the case $R = \infty$: then $B(x, R) := \mathbb{R}^2$.

**Definition 2.4 (High multiplicity sets).** Let $0 < r \leq R \leq \infty$, $M > 0$, and let $\theta \in [0, 1]$. For $K \subset \mathbb{R}^2$, we define the high multiplicity set

$$H_\theta(K, M | [r, R]) := \{x \in K : m_{K, \theta}(x | [r, R]) \geq M\}.$$ 

Note that the same latter "$H" will stand for both high-multiplicity sets, and entropy; the correct interpretation should always be clear from context. We will next verify some elementary but useful facts about the multiplicity numbers and high multiplicity sets.

The first observation is that

$$M' \geq M > 0 \implies H_\theta(K, M', [r, R]) \subset H_\theta(K, M, [r, R]) \tag{2.5}$$

for all $\theta, K, r \leq R$, since if $m_{K, \theta}(x | [r, R]) \geq M'$, then also $m_{K, \theta}(x | [r, R]) \geq M$. The next lemma answers the questions: what happens to the multiplicity numbers and high multiplicity sets if we change the radii $r$ and $R$?

**Lemma 2.6.** Let $K \subset \mathbb{R}^2$, $x \in K$, $\theta \in S^1$, $C \geq 1$, and assume that $Cr \leq R$. Then,

$$m_{K, \theta}(x | [r, R]) \leq C \cdot m_{K, \theta}(x | [Cr, R]) \quad \text{and} \quad m_{K, \theta}(x | [r, R]) \leq m_{K, \theta}(x | [r, CR]). \tag{2.7}$$

In particular,

$$H_\theta(M, [r, R]) \subset H_\theta\left(\frac{M}{C}, [Cr, R]\right) \quad \text{and} \quad H_\theta(M, [r, R]) \subset H_\theta(M, [r, CR]) \tag{2.8}$$

for all $M > 0$. Here we abbreviate $H_\theta(\ldots) := H_\theta(K, \ldots)$.

**Proof.** Clearly $K_r \subset K_{Cr}$, so

$$m_{K, \theta}(x | [r, R]) \leq N_r(B(x, R) \cap K_{Cr} \cap \pi_\theta^{-1}\{\pi_\theta(x)\}).$$

The right hand side above only differs from $m_{K, \theta}(x | [Cr, R])$ in the appearance of "$N_r$" instead of "$N_{Cr}$". But evidently

$$N_r(A \cap \pi_\theta^{-1}\{t\}) \leq C \cdot N_{Cr}(A \cap \pi^{-1}_\theta\{t\}), \quad A \subset \mathbb{R}^2,$$

and we have proven the first inequality in (2.7). The second inequality is a restatement of $N_r(B(x, R) \cap K_r \cap \pi_\theta^{-1}\{\pi_\theta(x)\}) \leq N_r(B(x, CR) \cap K_r \cap \pi_\theta^{-1}\{\pi_\theta(x)\})$. The inclusions in (2.8) are direct consequences of the inequalities in (2.7). □
Warning 2.9. The first inequality in (2.7) is not reversible. Writing out the definition,
\[ m_{K,\theta}(x \mid [Cr, R]) = N_{Cr}(B(x, R) \cap K_{Cr} \cap \pi_{\theta}^{-1}\{\pi_{\theta}(x)\}) \]
counts the intersections between \( \pi_{\theta}^{-1}\{\pi_{\theta}(x)\} \) and \( K_{Cr} \), and there might be many (many!) more of those than intersections between \( \pi_{\theta}^{-1}\{\pi_{\theta}(x)\} \) and \( K_r \). In other words, it is possible that \( m_{K,\theta}(x \mid [Cr, R]) \gg m_{K,\theta}(x \mid [r, R]) \) for individual points \( x \in \mathbb{K} \).

Definition 2.10 (Rescaling map). Let \( z_0 \in \mathbb{R} \) or \( z_0 \in \mathbb{R}^2 \), and \( r > 0 \). By definition, the rescaling map with parameters \( z_0, r_0 \) is the map \( T_{z_0, r_0}(z) := (z - z_0)/r_0 \), which sends the ball \( B(z_0, r_0) \) to the unit ball \( B(0, 1) = B(0, 1) \).

We next record how the high multiplicity sets interact with rescaling maps.

Lemma 2.11. Let \( K \subset \mathbb{R}^2 \) be arbitrary, let \( 0 < r \leq R \leq \infty \), \( M > 0 \), and \( \theta \in [0, 1] \). Then,
\[ T_{z_0, r_0}(H_{\theta}(K, M, [r, R])) = H_{\theta}(T_{z_0, r_0}(K), M, [\frac{r}{r_0}, \frac{R}{r_0}]), \quad z_0 \in \mathbb{R}^2, \quad r_0 > 0. \]

Proof. Let \( y = T_{z_0, r_0}(z) \in T_{z_0, r_0}(H_{\theta}(K, M, [r, R])); \) thus \( z \in H_{\theta}(K, M, [r, R]) \), that is,
\[ N_{r}(B(z, R) \cap K_{r} \cap \pi_{\theta}^{-1}\{\pi_{\theta}(z)\}) \geq M. \tag{2.12} \]
We are supposed to prove that \( y \in H_{\theta}(T_{z_0, r_0}(K), M, [\frac{r}{r_0}, \frac{R}{r_0}]) \), or in other words
\[ N_{r \frac{R}{r_0}}(B(y, \frac{R}{r_0}) \cap (T_{z_0, r_0}K) \frac{r}{r_0} \cap \pi_{\theta}^{-1}\{\pi_{\theta}(y)\}) \geq M. \tag{2.13} \]
To see this, one first needs to spend a moment to check that
\[ B(y, \frac{R}{r_0}) \cap (T_{z_0, r_0}K) \frac{r}{r_0} \cap \pi_{\theta}^{-1}\{\pi_{\theta}(y)\} = T_{z_0, r_0}(B(z, R) \cap K_{r} \cap \pi_{\theta}^{-1}\{\pi_{\theta}(z)\}). \]
I omit the details. After this, one can apply the equation
\[ N_{r \frac{R}{r_0}}(T_{z_0, r_0}(A)) = N_{r}(A), \quad A \subset \mathbb{R}^2, \]
to the set \( A = B(z, R) \cap K_{r} \cap \pi_{\theta}^{-1}\{\pi_{\theta}(z)\} \) to infer (2.13) from (2.12). This proves the inclusion "\( \subset \)" of the lemma, and the other inclusion follows in a similar fashion. \( \square \)

3. TECHNICAL VERSION OF THE MAIN THEOREM

In this section, we reduce the proof of the main result, Theorem 1.1, to a more technical statement. We begin with a few additional definitions.

Definition 3.1 ((\( \tau, C \))-Frostman measure). Let \( \tau > 0 \) and \( C \geq 1 \). A Borel measure \( \nu \) on \( \mathbb{R} \) is called a \((\tau, C)\)-Frostman measure if \( \nu(B(x, r)) \leq C r^{\tau} \) for all \( x \in \mathbb{R} \) and \( r > 0 \).

Definition 3.2 ((\( \alpha, C \))-regular measure). Let \( \alpha > 0 \) and \( C \geq 1 \). A Borel measure \( \mu \) with \( K := \text{spt} \mu \subset \mathbb{R} \) is called \((\alpha, C)\)-regular if
\[ \begin{align*}
(1) \quad & \mu \text{ is an } (\alpha, C)\text{-Frostman measure, and} \\
(2) \quad & N_{r}(K \cap B(x, R)) \leq C(R/r)^{\alpha} \text{ for all } x \in \mathbb{R} \text{ and } 0 < r \leq R < \infty.
\end{align*} \]

Definition 3.3 (Ahlfors-regular set). Let \( 0 \leq \alpha \leq 1 \). A closed set \( A \subset \mathbb{R} \) is called \( \alpha\)-regular if \( \mathcal{H}^{\alpha}|_{A} \) is \((\alpha, C)\)-regular for some \( C \geq 1 \).
Theorem 3.6: the full details are very similar to the deduction of Theorem 1.1, and these details follow up next.

\[ C^{-1}r^\alpha \leq \mathcal{H}^\alpha(A \cap B(x,r)) \leq Cr^\alpha, \quad x \in A, \, 0 < r < \text{diam}(A). \]  

(3.5)

A set \( A \subset \mathbb{R} \) satisfying (3.5) is also \( \alpha \)-regular according to Definition 3.3. Indeed, first note that \( \mathcal{H}^\alpha|_A \) is clearly \((\alpha,C)\)-Frostman. Second, if \( x \in \mathbb{R} \), \( 0 < r < R < \infty \), and \( N := N_r(A \cap B(x,R)) \), then there exists an \((r/2)\)-separated set \( \{x_1, \ldots, x_N\} \subset A \cap B(x,R) \) of cardinality \( N \). Consequently, if also \( 4R < \text{diam}(A) \), we may use (3.5) to infer that

\[ C^{-1}N(r/2)^\alpha \leq \sum_{j=1}^{N} \mathcal{H}^\alpha(A \cap B(x_j,\frac{r}{2})) \leq \mathcal{H}^\alpha(A \cap B(x,4R)) \leq 4^\alpha CR^\alpha. \]

This yields \( N \lesssim 8^\alpha C^2(R/r)^\alpha \). If \( 4R < \text{diam}(A) \), then we should first find a point \( \bar{x} \in \mathbb{R} \) such that \( N \sim N_r(A \cap B(\bar{x},\text{diam}(A)/4)) \). Then we may use the previous argument to deduce that \( N \lesssim 8^\alpha C^2(\text{diam}(A)/r)^\alpha \leq 32^\alpha C^3(R/r)^\alpha \). Hence, we conclude that \( A \) is \( \alpha \)-regular according to Definition 3.3. The converse implication is also true, but this this is not so relevant, so we leave the details to the reader. Our definition of Ahlfors-regularity has the useful property that the constants remain precisely unchanged under rescaling.

With these definitions in hand, we can state the main technical result of the paper:

**Theorem 3.6.** Let \( \alpha, \beta, \tau \in (0,1] \), \( C_\alpha, C_\beta > 0 \), and let \( \sigma > \beta/(2-\alpha) \).

(A1) Let \( \mu_\alpha \) be an \((\alpha, C_\alpha)\)-regular measure with \( K_\alpha := \text{spt} \mu_\alpha \subset \mathbb{R} \).

(A2) Let \( \mu_\beta \) be a \((\beta, C_\beta)\)-regular measure with \( K_\beta := \text{spt} \mu_\beta \subset \mathbb{R} \).

Write \( \mu := \mu_\alpha \times \mu_\beta \) and \( K := \text{spt} \mu = K_\alpha \times K_\beta \subset \mathbb{R}^2 \). Then,

\[ \mathcal{H}_{\alpha}^\tau(\{ \theta \in [0,1] : \mu(B(1) \cap H_\theta(K,\delta^{-\sigma},[\delta,1])) \geq \delta^\eta \}) \leq \delta^\eta \]

for all \( 0 < \delta \leq \delta_0(\alpha, \beta, \tau, C_\alpha, C_\beta) \) and \( 0 < \eta \leq \eta_0(\alpha, \beta, \tau, C_\alpha, C_\beta) \).

**Remark 3.8.** Theorem 3.6 easily implies a "single-scale" version of Theorem 1.1. It reads as follows, using the same notation as in Theorem 3.6, and assuming additionally that \( K \subset B(\frac{1}{2}) \). Let \( 0 < \delta \leq \delta_0 \) and \( 0 < \eta \leq \eta_0 \), and let \( E \subset [0,1] \) be an arbitrary set with \( \mathcal{H}_{\alpha}^\tau(E) > \delta^\eta \). Then, there exists \( \theta \in E \) such that

\[ N_\delta(\pi_\theta(K')) \geq \delta^{\eta-\alpha-\beta} \]

for all subsets \( K' \subset K \) with \( \mu(K') \geq \delta^\eta \). I will sketch the argument for deducing (3.9) from Theorem 3.6: the full details are very similar to the deduction of Theorem 1.1, and these details follow up next.

Pick \( \theta \in E \) such that

\[ \mu(B(1) \cap H_\theta(K,(C_1\delta)^{-\sigma},[C_2\delta,1])) < \frac{1}{2} \delta^\eta, \]

where \( C_1, C_2 \sim C_\alpha, C_\beta \), are suitable constants to be determined soon. This is possible by (3.7) (adjusting \( \delta, \eta \) slightly to take \( C_1, C_2 \) into account), and the assumption \( \mathcal{H}_{\alpha}^\tau(E) > \delta^\eta \). Now, assume that (3.9) fails for this particular \( \theta \), and some set \( K' \subset K \) with \( \mu(K') \geq \delta^\eta \). By the regularity of \( \mu \), we have \( N_\delta(K') \gtrsim C_{\alpha, \beta} \delta^{\eta-\alpha-\beta} \). Since (3.9) fails, the set \( K' \) can be covered by a collection \( T \) of \( |T| \leq \delta^{\eta-\alpha-\beta} \) tubes of the form \( T = \pi_\theta^{-1}(I) \) for some interval \( I \subset \mathbb{R} \) of length \( |I| = \delta \). Informally speaking, the "typical" tube in \( T \) now intersects \( \gtrsim N_\delta(K')/|T| \gtrsim C_{\alpha, \beta} \delta^{-\sigma} \) discs in the minimal \( \delta \)-cover of \( K' \). To be more precise, the sub-family \( T_{\text{light}} \) of tubes in \( T \) failing this property (say \( N_\delta(K' \cap T) \leq c \cdot \delta^{-\sigma} \)
for \( T \in \mathcal{T}_{\text{light}} \), can cover at most a fraction of \( \frac{1}{2} \mu(K') \) of the \( \mu \) measure of \( K' \). The reason is that \( \mu(K' \cap T) \lesssim c \cdot \delta^{-\sigma + \alpha + \beta} \) for all \( T \in \mathcal{T}_{\text{light}} \), and hence
\[
\sum_{T \in \mathcal{T}_{\text{light}}} \mu(K' \cap T) \lesssim c \cdot \delta^{-\sigma + \alpha + \beta} \cdot |T| \lesssim c \cdot \delta^\eta \lesssim c \cdot \mu(K').
\]

If \( c \sim C_\alpha, c_\beta \) 1 is chosen appropriately, we have now shown that every tube in \( T \setminus \mathcal{T}_{\text{light}} \) intersects \( \mathcal{C}_{\alpha, \beta} \delta^{-\sigma} \) discs in the minimal \( \delta \)-cover of \( K' \) (hence also \( K \)), and these tubes cover, altogether, a subset \( K_0' \subset K' \) of measure \( \mu(K_0') \gtrsim \frac{1}{2} \mu(K') \). If \( C_1, C_2 \sim C_\alpha, C_\beta \) 1 are chosen appropriately, it follows from the definition of high multiplicity sets that
\[
K_0' \subset H_0(K, (C_1 \delta)^{-\sigma}, [C_2 \delta, 1]) \implies \mu(B(1) \cap H_0(K, (C_1 \delta)^{-\sigma}, [C_2 \delta, 1])) \gtrsim \mu(K_0').
\]

Since \( \mu(K_0') \gtrsim \frac{1}{2} \delta^\eta \), this contradicts (3.10) and completes the proof of (3.9) for \( K' \).

We now prove Theorem 1.1, assuming Theorem 3.6.

Proof of Theorem 1.1, assuming Theorem 3.6. Let \( A, B \subset \mathbb{R} \) be closed non-empty Ahlfors-regular sets, with \( \alpha := \dim_H A \in (0, 1) \) and \( \beta := \dim_H B \in (0, 1) \). Let \( \mu_\alpha := \mathcal{H}^\alpha|_A \) and \( \mu_\beta := \mathcal{H}^\beta|_B \). Then \( \mu_\alpha \) is \( (C_\alpha, \alpha) \)-regular for some \( C_\alpha \gtrsim 1 \), and \( \mu_\beta \) is \( (C_\beta, \beta) \)-regular for some \( C_\beta \gtrsim 1 \). Let us first reduce matters to proving
\[
\dim_H \{ \theta \in [0, 1] : \dim_H [A+\theta B] < \alpha + \beta \cdot \frac{1-\alpha}{2-\alpha} \} = 0. \tag{3.11}
\]

Indeed, if
\[
\dim_H \{ \theta \in \mathbb{R} : \dim_H [A+\theta B] < \alpha + \beta \cdot \frac{1-\alpha}{2-\alpha} \} > 0,
\]
then the same holds with "\( \mathbb{R} \)" replaced by either "\( [-r, 0] \)" or "\( [0, r] \)" for some \( r > 0 \). In the former case we define \( B_r := -r B \), and in the latter case we define \( B_r := r B \). In both cases \( B_r \) is \( \beta \)-regular, although with different constants. Moreover, \( B_r \) fails (3.11), and this completes our reduction.

Assume then that (3.11) fails for \( A, B \). In other words, there exist \( \tau, \epsilon > 0 \), a subset \( E \subset [0, 1] \) with \( \mathcal{H}_\tau^\epsilon(E) > 0 \), and a constant
\[
0 < \zeta < \alpha + \beta \cdot \frac{1-\alpha}{2-\alpha} - \epsilon \tag{3.12}
\]
such that
\[
\dim_H [A+\theta B] < \zeta, \quad \theta \in E.
\]

We may assume with no loss of generality that \( A, B \subset [0, \frac{1}{2}] \). Fix \( 0 < \eta < \epsilon/2 \). We claim that there exist arbitrarily small scales \( \delta > 0 \) such that the following holds: there exists a set \( E_\delta \subset E \) with \( \mathcal{H}_\epsilon^\tau(E_\delta) \gtrsim \delta^\eta \), and for every \( \theta \in E_\delta \) a collection of dyadic intervals \( \mathcal{I}_\theta \subset \mathcal{D}_\delta \) with cardinality \( |\mathcal{I}_\theta| \leq \delta^{-\zeta} \), and the following property:
\[
(\mu_\alpha \times \mu_\beta)(\{(x, y) \in A \times B : \pi_\theta(x, y) \in \cup \mathcal{I}_\theta \}) \gtrsim 2 \cdot \delta^\eta, \quad \theta \in E_\delta. \tag{3.13}
\]

The proof is entirely standard, but let us give the details nevertheless. For all \( \theta \in E \), we assumed that \( \dim_H \pi_\theta(A \times B) < \zeta \). Consequently, for any \( \delta_0 > 0 \), there exists a countable collection of dyadic intervals \( \mathcal{J}_\theta \) of lengths \( \leq \delta_0 \) such that \( \pi_\theta(A \times B) \subset \cup \mathcal{J}_\theta \), and
\[
\sum_{J \in \mathcal{J}_\theta} |J|^\zeta \leq 1. \tag{3.14}
\]
Since the push-forward measure \( \mu_\theta := \pi_\theta(\mu_\alpha \times \mu_\beta) \) is supported on \( \pi_\theta(A \times B) \subset \cup \mathcal{J}_\theta \), we have \( \mu_\theta(\cup \mathcal{J}_\theta) \gtrsim (C_\alpha C_\beta)^{-1} \). Consequently, by the pigeonhole principle, there exists a dyadic scale \( \delta = 2^{-j} \cdot \delta_0 \), with \( j = j(\theta) \geq 0 \), such that
\[
\mu_\theta(\cup \mathcal{J}_{j,\theta}) \gtrsim (C_\alpha C_\beta)^{-1} \cdot (1 + j)^{-2},
\]
where \( \mathcal{J}_{j,\theta} = \{ J \in \mathcal{J}_\theta : |J| = 2^{-j} \cdot \delta_0 \} \). If the largest scale \( \delta_0 > 0 \) was chosen small enough, depending only on \( C_\alpha, C_\beta, \eta > 0 \), then \( (C_\alpha C_\beta)^{-1} \cdot (1 + j)^{-2} \gg \delta_\eta \), and consequently \( \mu_\theta(\cup \mathcal{J}_{j,\theta}) \gtrsim 2^j \cdot \delta_0 \) depends on the choice of \( \theta \in E \). To fix this, and the requirements \( |\mathcal{I}_\theta| \leq \delta^{-\zeta} \) and (3.13) are satisfied. The only problem is that the choice of \( j(\theta) \), and hence \( \delta = 2^j \cdot \delta_0 \) depends on the choice of \( \theta \in E \). To see this, fix a non-light tube \( T \subset E \) with \( \mathcal{H}_x^\tau(E_\delta) \gtrsim \delta^\eta \), another application of the pigeonhole principle is needed: one considers the sets \( E_j := \{ \theta \in E : j(\theta) = j \} \), for \( j \geq 0 \), and uses the sub-additivity of \( \mathcal{H}_x^\tau \) to pick \( j_0 \geq 0 \) with the property \( \mathcal{H}_x^\tau(E_{j_0}) \gtrsim \mathcal{H}_x^\tau(E)/(1 + j_0)^2 \). If \( \delta_0 > 0 \) was initially chosen small enough, now depending on \( \mathcal{H}_x^\tau(E) > 0 \) and \( \eta \), the right hand side is substantially larger than \( \delta^\eta \). Finally, we set \( \delta := 2^{-j_0} \cdot \delta_0 \) and \( E_\delta := E_{j_0} \). Then \( \mathcal{H}_x^\tau(E_\delta) \gtrsim \delta^\eta \), and (3.13) is satisfied for all \( \theta \in E_\delta \).

Now, fix \( \delta > 0 \), as above, and let \( T_\theta := \{ \pi_\theta^{-1}(I) : I \in \mathcal{I}_\theta \}, \theta \in E_\delta \). These are collections of tubes of width \( \delta \) (recall how we defined this in Section 1.2), and the sets \( H_\theta := \{ (x, y) \in A \times B : \pi_\theta(x, y) \subset \cup I_\theta \} \) appearing in (3.13) are covered, each, by the union \( \cup \mathcal{T}_\theta \). Writing \( \mu := \mu_\alpha \times \mu_\beta \), a tube \( T \in \mathcal{T}_\theta \) is called light if
\[
\mu(T) \leq \delta^{\zeta + \eta}.
\]

Then the union of light tubes has \( \mu \)-measure no larger than \( \delta^{\zeta + \eta} : |\mathcal{T}_\theta| \leq \delta^\eta \). Consequently, by (3.13), at least half of the \( \mu \)-measure of \( H_\theta \) is covered by non-light tubes. Fix a non-light tube \( T \in \mathcal{T}_\theta \), and write \( \gamma := \alpha + \beta \), so that \( \mu \) is \( (\gamma, C_\gamma) \)-regular for some \( C_\gamma \sim C_\alpha C_\beta \). Then, with \( K := A \times B \subset [0, 1]^2 \), we may infer from the non-lightness of \( T \) that
\[
N_\delta(K \cap T) \gtrsim C_\gamma^{-1} \cdot \delta^{-\gamma + \zeta + \eta}.
\]

Let \( \sigma < \gamma - \zeta - \eta \) (the right hand side here is positive, see the calculation in (3.17)), and take \( \delta > 0 \), above, so small that \( N_\delta(K \cap T) \gtrsim 100 \cdot (3\delta)^{-\sigma} \) for every non-light tube \( T \in \mathcal{T}_\theta \). Then, we claim that
\[
K \cap T \subset H_\theta(K, (3\delta)^{-\sigma}, [3\delta, 1]), \quad T \in \mathcal{T}_\theta \text{ non-light.} \tag{3.15}
\]
To see this, fix a non-light tube \( T \in \mathcal{T}_\theta \), and \( x \in K \cap T \). Then, since \( K = A \times B \subset [0, 1]^2 \), we have \( K \subset B(x, \frac{\delta}{2}) \), and therefore
\[
\mathcal{H}_x^\tau([\delta, 1]) = N_\delta(B(x, 1) \cap K_{3\delta} \cap \pi_\theta^{-1}\{\pi_\theta(x)\}) \gtrsim \frac{1}{\mu_\theta} \cdot N_\delta(K \cap T) \gtrsim (3\delta)^{-\sigma}.
\]
This proves (3.15). Since the total \( \mu \)-measure of non-light tubes exceeds \( \delta^\eta \), by (3.13), we conclude that
\[
\mu(B(1) \cap H_\theta(K, (3\delta)^{-\sigma}, [3\delta, 1])) \gtrsim \delta^\eta, \quad \theta \in E_\delta,
\]
and consequently
\[
\mathcal{H}_x^\tau(\{ \theta \in [0, 1] : \mu(B(1) \cap H_\theta(K, (3\delta)^{-\sigma}, [3\delta, 1])) \gtrsim \delta^\eta \}) \gtrsim \mathcal{H}_x^\tau(E_\delta) \gtrsim \delta^\eta. \tag{3.16}
\]
Here \( \sigma < \gamma - \zeta - \eta \) (3.12) can be chosen arbitrarily close to the value
\[
\gamma - \zeta - \eta \gtrsim (\alpha + \beta) - (\alpha + \beta \cdot \frac{1-\alpha}{2-\alpha} - \epsilon) - \eta = \frac{\delta}{2^\alpha - \alpha} + \frac{\delta}{\alpha}.
\tag{3.17}
\]
Then, there exist $\zeta = \zeta(\alpha, \beta, C_\alpha, \sigma, \tau) > 0$ such that $\zeta$ stays bounded away from zero as long as $\sigma$ stays bounded away from $\beta/(2 - \alpha)$, and the following holds. Assume that there exists a parameter $\eta_0 > 0$, and a scale $\Delta_0 > 0$, such that

$$H^\tau_{\infty}(\{\theta \in [0, 1] : \mu(B(1) \cap \mathcal{H}_\theta(\text{spt } \mu, \Delta^{-\sigma}, [\Delta, 1])) \geq \Delta^{\eta_0}\}) \leq \Delta^{\eta_0}, \quad 0 < \Delta \leq \Delta_0,$$

whenever $\mu = \mu_\alpha \times \mu_\beta$ is a product of an $\alpha$-regular measure $\mu_\alpha$, and a $(\beta, C_\beta)$-regular measure $\mu_\beta$. Then, there exists a parameter $\eta > 0$ and a scale $\delta_0 > 0$, both depending only on $\alpha, \beta, C_\alpha, C_\beta, \sigma, \tau, \Delta_0, \eta_0$, such that

$$H^\tau_{\infty}(\{\theta \in [0, 1] : \mu(B(1) \cap \mathcal{H}_\theta(\text{spt } \mu, \delta^{-\sigma+\zeta}, [\delta, 1])) \geq \delta^{\eta}\}) \leq \delta^{\eta_0}, \quad 0 < \delta \leq \delta_0,$$

whenever $\mu = \mu_\alpha \times \mu_\beta$ satisfies the same hypotheses as above.

The main point here is that, at the cost of decreasing $\delta$ and $\eta$, we may decrease the (relative) multiplicity from $\Delta^{-\sigma}$ to $\delta^{-(\sigma-\zeta)}$, where $\zeta > 0$ stays bounded from below until "$\sigma$" reaches $\beta/(2 - \alpha)$ (from above). Proposition 3.18 will prove Theorem 3.6, once it is coupled with the following trivial "base case", where $\sigma$ is assumed to be sufficiently large:

**Proposition 3.19.** Let $\sigma > 1.1$. Then, there exists an absolute constant $\Delta_0 > 0$ such that

$$H_\theta(\text{spt } \mu, \Delta^{-\sigma}, [\Delta, 1]) = \emptyset, \quad 0 < \Delta \leq \Delta_0, \theta \in [0, 1],$$

for all measures $\mu$ on $\mathbb{R}^2$.

**Proof.** Fix $\sigma > 1.1$. Then, note that if $K \subset \mathbb{R}^2$ is an arbitrary closed set, for example $K = \text{spt } \mu$ for some measure on $\mathbb{R}^2$, then

$$m_{K, \theta}(x \mid [\Delta, 1]) := N_\delta(B(x, 1) \cap K \cap \pi^{-1}_\theta(\pi_\theta(x))) \leq 10 \Delta^{-1} < \Delta^{-\sigma}$$

for every $x \in \mathbb{R}^2$ and $\theta \in [0, 1]$, as soon as $\Delta^{0.1} \leq 1/10$, that is $\Delta \leq 10^{-10}$. $\square$

Let us then prove Theorem 3.6, using Propositions 3.18 and 3.19.

**Proof of Theorem 3.6.** Fix $\alpha, \beta, \tau \in (0, 1]$ and $C_\alpha, C_\beta > 0$. Let $\Sigma := \Sigma(\alpha, \beta, C_\alpha, C_\beta, \tau)$ be the infimum of those $\sigma > \beta/(2 - \alpha)$ such that we know how to prove Theorem 3.6 for these fixed values of parameters. In other words, $\Sigma$ is the infimum of those $\sigma > \beta/(2 - \alpha)$ with the property that there exists a threshold $\Delta_0 = \Delta_0(\alpha, \beta, \sigma, \tau, C_\alpha, C_\beta) > 0$, and a parameter $\eta_0 = \eta_0(\alpha, \beta, \sigma, \tau, C_\alpha, C_\beta) > 0$, such that the following holds for all product measures $\mu = \mu_\alpha \times \mu_\beta$ as in (A1)-(A2), and for all $0 < \delta \leq \Delta_0$:

$$H^\tau_{\infty}(\{\theta \in [0, 1] : \mu(B(1) \cap \mathcal{H}_\theta(\text{spt } \mu, \delta^{-\sigma}, [\delta, 1])) \geq \delta^{\eta_0}\}) \leq \delta^{\eta_0}. \quad (3.20)$$

We claim that in fact $\Sigma = \beta/(2 - \alpha)$ for all $\tau > 0$, which will prove Theorem 3.6.

Assume to the contrary that $\Sigma > \beta/(2 - \alpha)$. Then, let $\sigma > \Sigma$ be such that $\sigma - \zeta < \Sigma$, where $\zeta := \zeta(\alpha, \beta, C_\alpha, \sigma, \tau)$ is the parameter appearing in Proposition 3.18. This can be
Proposition 4.4. Then \( \Sigma \) in (A1)-(A2). By definition of the number \( \sigma \), which is another \( \sigma \), the class of "products of regular measures" is invariant under rescaling maps.

Let \( \eta \) be a product of two new regular measures with precisely the same parameters \( \eta \) is precisely what Proposition 3.18 asks for, and therefore the proposition yields new parameters \( \eta > 0 \) and \( \delta_0 > 0 \) such that (3.20) holds with \( \sigma \) replaced by \( \sigma - \zeta \), and \( \eta_0 \) replaced by \( \eta \), for all \( 0 < \delta \leq \delta_0 \), and again for all product measures \( \mu = \mu_\alpha \times \mu_\beta \) as in (A1)-(A2). By definition of the number \( \sigma \), this means that in fact \( \Sigma \leq \sigma - \zeta \), and a contradiction has been reached. This completes the proof of Theorem 3.6. \( \square \)

4. PROOF OF PROPOSITION 3.18

The proof of Proposition 3.18 uses many rescaling arguments, and we start by checking that the class of "products of regular measures" is invariant under rescaling maps.

Remark 4.1. Let \( T_{x_0,r_0}: \mathbb{R}^2 \to \mathbb{R}^2 \) be a rescaling map, with \( x_0 = (x_0, y_0) \in \mathbb{R}^2 \) and \( r_0 > 0 \). Then \( T_{x_0,r_0} \) can be written as a product of rescaling maps on \( \mathbb{R} \), namely

\[
T_{x_0,r_0}(x, y) = \left( \frac{x-x_0}{r_0}, \frac{y-y_0}{r_0} \right) = (T_{x_0,r_0}(x), T_{y_0,r_0}(y)), \quad (x, y) \in \mathbb{R}^2.
\]

Let \( \mu = \mu_\alpha \times \mu_\beta \) be a product of an \((\alpha, C_\alpha)\)-regular measure \( \mu_\alpha \) and a \((\beta, C_\beta)\)-regular measure \( \mu_\beta \). Then, writing \( \gamma := \alpha + \beta \), the rescaled and renormalised measure

\[
\mu_{x_0,r_0} := r_0^{-\gamma} \cdot T_{x_0,r_0} \mu = (r_0^{-\alpha} T_{x_0,r_0} \mu_\alpha) \times (r_0^{-\beta} T_{y_0,r_0} \mu_\beta) =: \mu_{\alpha,x_0,r_0} \times \mu_{\beta,y_0,r_0} \tag{4.2}
\]

can again be expressed as a product of a \((\alpha, C_\alpha)\)-regular and \((\beta, C_\beta)\)-regular measures

\[
\mu_{\alpha,x_0,r_0} := r_0^{-\alpha} T_{x_0,r_0} \mu_\alpha \quad \text{and} \quad \mu_{\beta,y_0,r_0} := r_0^{-\beta} T_{y_0,r_0} \mu_\beta.
\]

In other words, \( \mu_{x_0,r_0} \) is a product of two new regular measures with precisely the same constants as \( \mu_\alpha \) and \( \mu_\beta \).

Notation 4.3. If \( \mu \) is a \((\gamma, C_\gamma)\)-regular measure on \( \mathbb{R}^2 \) (nearly always a product of two regular measures on \( \mathbb{R} \) in this paper), and \( B = B(z, r) \subset \mathbb{R}^2 \) is a disc, we write

\[
\mu_B := r^{-\gamma} \cdot T_B \mu,
\]

which is another \((\gamma, C_\gamma)\)-regular measure on \( \mathbb{R}^2 \). More accurate notation would be \( \mu_{B,\gamma} \), but the index "\( \gamma \)" should always be clear from context.

We then repeat the statement of Proposition 3.18:

Proposition 4.4. Let \( \alpha, \beta, \tau \in (0, 1], C_\alpha, C_\beta > 0 \), and assume that

\[
\sigma > \frac{\beta}{2-\alpha}. \tag{4.5}
\]

Then, there exist \( \zeta = \zeta(\alpha, \beta, C_\alpha, \sigma, \tau) > 0 \) such that \( \zeta \) stays bounded away from zero as long as \( \sigma \) stays bounded away from \( \beta/(2 - \alpha) \), and the following holds. Assume that there exists a parameter \( \eta_0 > 0 \), and a scale \( \Delta_0 > 0 \), such that

\[
H_\tau^\chi(\{\theta \in [0, 1] : \mu(B(1) \cap C_\theta(spt \mu, \Delta, [\Delta, 1])) \geq \Delta^{\eta_0}\}) \leq \Delta^{\eta_0}, \quad 0 < \Delta \leq \Delta_0, \tag{4.6}
\]

whenever \( \mu = \mu_\alpha \times \mu_\beta \) is a product of an \((\alpha, C_\alpha)\)-regular measure \( \mu_\alpha \), and a \((\beta, C_\beta)\)-regular measure \( \mu_\beta \). Then, there exists a parameter \( \eta > 0 \) and a scale \( \delta_0 > 0 \), both depending only on \( \alpha, \beta, C_\alpha, C_\beta, \sigma, \tau, \Delta_0, \eta_0 \), such that

\[
H_\tau^\chi(\{\theta \in [0, 1] : \mu(B(1) \cap C_\theta(spt \mu, \delta^{\sigma+\zeta}, [\delta, 1])) \geq \delta^{\eta_0}\}) \leq \delta^{\eta_0}, \quad 0 < \delta \leq \delta_0,
\]
whenever \( \mu = \mu_\alpha \times \mu_\beta \) satisfies the same hypotheses as above.

**Remark 4.7.** This remark is a continuation of the proof outline presented in Section 1.1. The proof of Proposition 4.4 proceeds roughly in the manner we described there, with \( A = \text{spt} \mu_\alpha, B = \text{spt} \mu_\beta \), and "exceptional set"

\[
E = \{ \theta \in [0,1] : \mu(B(1) \cap H_\theta(\text{spt} \mu, \delta^{-\alpha+c}, [\delta, 1])) \geq \delta^n \}.
\]

We make the counter assumption \( \mathcal{H}_\delta^\alpha(E) \geq \delta^n \), and fix \( \theta_0 \in E \). The purpose here is to point out two technical difficulties which we glossed over in Section 1.1. The first one is related to the following sentence above (1.10): Recalling that \( A \times B \subset A' \times \mathbb{R} \), up to a change of coordinates, one more precisely rewrites \( A \times B = A' \times B' \), where \( A' = A + \theta_0 B \), and \( B' \) represents the intersection of \( A \times B \) with the "typical fibre" under the map \( \pi_{\theta_0}(x,y) = x + \theta_0 y \). This was a rather inaccurate description: even though \( A \times B \subset A' \times \mathbb{R} \), the fibres \( (A \times B) \cap \pi_{\theta_0}^{-1}(t) \) are not so uniform, in general, that we could rewrite \( A \times B = A' \times B' \).

We do the following instead, imitating an idea which first appeared in [15]. We fix \( \alpha, \beta, \tau \in (0,1], C_\alpha, C_\beta > 0 \), and we let \( \Delta_0, \eta_0 > 0 \) be constants such that (4.6) holds for all products \( \mu = \mu_\alpha \times \mu_\beta \) of an \((\alpha, C_\alpha)\)-regular measure \( \mu_\alpha \) and a \((\beta, C_\beta)\)-regular measure \( \mu_\beta \).
4.1. Choosing constants. We take a moment to list and specify a few other constants. First of all, we write \( \gamma := \alpha + \beta \) and \( C_\gamma := 5C_\alpha C_\beta \). Then \( \mu = \mu_\alpha \times \mu_\beta \) is a \((\gamma, C_\gamma)\)-regular measure on \( \mathbb{R}^2 \). Second, we note that the condition \( \sigma > \beta/(2 - \alpha) \) is equivalent to
\[
D(\alpha, \beta, \sigma) := (2 - \alpha)\sigma - \beta = (1 - \alpha)\sigma + \alpha - \gamma + \sigma > 0.
\]

We specify small constants \( \epsilon, \rho, \zeta \in (0, 1) \), and a large integer \( m_0 \in \mathbb{N} \), such that the following inequality holds for all \( m \geq m_0 \):
\[
\gamma - \sigma + 10\zeta_0 < (1 - \alpha - \epsilon)(\sigma - 10(\epsilon + \zeta_0)) + (1 - \rho)(1 - \frac{30(\epsilon + \zeta_0)}{\alpha \rho} - \frac{10C_\alpha}{\alpha^2 m})\alpha. \tag{4.10}
\]

Since \( \gamma - \sigma = (1 - \alpha)\sigma + \alpha - D(\alpha, \beta, \sigma) < (1 - \alpha)\sigma + \alpha \), it is qualitatively clear that the constants \( \epsilon, \rho, \zeta_0 \), and \( m_0 \) can be chosen so that (4.10) holds, but let us be more specific about their dependencies. The constant \( \rho > 0 \) should be chosen first: if \( 0 < \rho < \frac{1}{2} \cdot D(\alpha, \beta, \sigma) \), then
\[
\gamma - \sigma = (1 - \alpha)\sigma + \alpha < (1 - \alpha)\sigma + (1 - \rho)\alpha - \frac{D(\alpha, \beta, \sigma)}{2},
\]
since \( \alpha \leq 1 \). Next, the remaining three constants \( \epsilon, \zeta_0 \in (0, 1) \), and \( m_0 \geq 1 \), can be chosen in an arbitrary order such that (4.10) holds for all \( m \geq m_0 \). Evidently \( \epsilon, \zeta_0 \) only depend on \( \alpha, \beta \) and \( \rho \) (hence on \( \alpha, \beta, \) and \( D(\alpha, \beta, \sigma) \)). The constant \( m_0 \) additionally depends on the regularity constant \( C_\alpha \).

The notation \( \"\zeta_0\" \) suggests that this constant should have something to do with the constant \( \zeta = \zeta(\alpha, \beta, C_\alpha, \sigma, \tau) > 0 \), whose existence is the main claim in Proposition 3.18. To specify this connection, we should state Shmerkin’s inverse theorem [22, Theorem 2.1], but the statement is so long that we postpone the full details to Theorem 4.76. However, the theorem begins with the following words: For every \( \epsilon > 0 \) and \( m_0 \geq 1 \) there exists \( \eta = \eta(\epsilon, m_0) > 0 \) and \( m \geq m_0 \) such that the following holds for large enough \( N \). Now, the number \( \zeta > 0 \) from the claim of Proposition 3.18 can be taken to be any parameter satisfying
\[
0 < O \cdot \zeta \leq \min\{\zeta_0, \kappa(\epsilon, m_0)\}, \tag{4.11}
\]
where \( \epsilon, \zeta_0, m_0 \) are familiar from the discussion above, and \( O = O(\tau) > 0 \) will be a constant depending only \( \tau \). In particular, since these constants together only depend on \( \alpha, \beta, \sigma, \tau \), and \( C_\alpha \), the same will be true for the constant \( \zeta > 0 \).

It is not a mistake (as far as I know!) that the constants \( \epsilon, \rho, \zeta_0, m_0 \) do not depend on the regularity constant \( \"C_\alpha\" \) appearing in Proposition 4.4. This constant is present in \( C_\gamma = 5C_\alpha C_\beta \), and will also influence the thresholds for the parameters \( \"\eta\" \) and \( \"\zeta_0\" \).

4.2. The counter assumption. Now that we have clarified the roles of future constants, we make a counter assumption: the conclusion of the proposition fails for a certain product measure \( \mu = \mu_\alpha \times \mu_\beta \), where \( \mu_\alpha \) is \((\alpha, C_\alpha)\)-regular, \( \mu_\beta \) is \((\beta, C_\beta)\)-regular, for a certain small scale \( \delta \in (0, \Delta_0] \), and a certain parameter \( \eta \in (0, \eta_0] \):
\[
\mathcal{H}_\mathcal{Z}(\{\theta \in [0, 1] : \mu(B(1 \cap H_\theta(K, \delta^{-\sigma + \zeta}, [\delta, 1])) \geq \delta^\eta \}) \geq \delta^\delta, \tag{4.12}
\]

Here \( K := spt \mu \). The reader should think that \( \delta < \Delta_0 \) and \( \eta < \eta_0 \), and additionally that \( \eta \) is small compared to the previously fixed small constants \( \epsilon, \eta_0, \zeta \leq \zeta_0, \tau \). We should be on the safe side, if we assume that
\[
0 < \eta < C^{-1} : (\alpha \beta \epsilon \rho \tau \eta_0 \zeta)^C \tag{4.13}
\]
for a suitable absolute constant \( C \geq 1 \), so in particular \( \"\eta\" \) will not depend on \( \Delta_0 \). The threshold for \( \delta > 0 \) for which (4.12) leads to a contradiction will only depend (in principle
effectively) on the parameters \( \alpha, \beta, C_\alpha, C_\beta, \sigma, \tau, \Delta_0, \) and \( \eta_0, \) but this dependence will not be tracked explicitly.

**Remark 4.14.** On several occasions, we will need to assume that the scale \( \delta > 0 \) has a special form: very commonly \( \delta > 0 \) needs to be a dyadic number, and later on *a fortiori* we need that \( \delta = (2^m)^N \) for some integer \( N \geq 1, \) where \( m \geq m_0 \) is the integer produced by Shmerkin’s inverse theorem with initial data \( \epsilon \) and \( m_0 \) (see above (4.11)). Such assumptions are harmless: if our counter assumption (4.12) involves a parameter \( \delta > 0, \) which is not of the correct form, then there exists a parameter \( \delta' \in [\delta, C\delta] \) of the correct form, where \( C \geq 1 \) only depends on the usual parameters listed above. But now

\[
H_\theta(K, \delta^{-\sigma+\zeta}, [\delta, 1]) \subset H_\theta(K, \frac{1}{\theta} \cdot (\delta')^{-\sigma+\zeta}, [\delta', 1]) \subset H_\theta(K, (\delta')^{-\sigma+2\zeta}, [\delta', 1]),
\]

where the first inclusion follows from Lemma 2.6, and the second inclusion is true as soon as \( \delta' > 0 \) is so small that \( \frac{1}{\theta} \geq (\delta')^{\zeta}. \) Using this inclusion, we may find arbitrarily small values of \( \delta' \) (a scale of the “correct form”) such that the counter assumption (4.12) holds with “2\( \zeta \)” in place of “\( \zeta \).” We can then use this variant of (4.12), instead, to derive a contradiction. In the sequel, we will assume that \( \delta \) (and a certain other scales “\( \tilde{\delta} \)” derived from \( \delta \)) is of the “correct form” without further remark.

Since the set \( E := \{ \theta \in [0, 1] : \mu(B(1) \cap H_\theta(K, \delta^{-\sigma+\zeta}, [\delta, 1])) \geq \delta_\eta \} \) is assumed, by (4.12), to have \( \tau \)-dimensional Hausdorff-content bounded from below by \( \delta_\eta \), we may find (see [12, Theorem 8.8]) a \((\tau, C\delta^{-\eta})\)-Frostman probability measure \( \nu \) with \( \text{spt} \nu \subset E. \) Here \( C > 0 \) is an absolute constant. From this point on, the counter assumption (4.12) will only be used via the following:

\[
\mu(B(1) \cap H_\theta(K, \delta^{-\sigma+\zeta}, [\delta, 1])) \geq \delta_\eta, \quad \theta \in \text{spt} \nu. \tag{4.15}
\]

**Notation 4.16.** We will denote by "\( O \)" a generic large constant which may depend on \( \alpha, \beta, C_\alpha, C_\beta, C_\gamma, \sigma, \tau. \) In similar spirit, we will denote by "\( \omega \)" a small positive constant, which is bounded away from zero in a manner depending only on \( \alpha, \beta, C_\alpha, C_\beta, C_\gamma, \sigma, \tau. \) In fact, \( \omega = O^{-1}. \) If either \( O \) or \( \omega \) only depends on a subset of the parameters above, this will occasionally be emphasised by writing, for example, "\( O(\alpha, \beta) \)" instead of "\( O. \)"

The precise values of the constants "\( O \)" and "\( \omega \)" may vary from line to line. This will often lead to inequalities of the form "\( 2O \leq O' \)," which are not typos.

4.3. **Pigeonholing a branching scale for \( \nu. \)** The measure \( \nu \) may have "no branching" between the scales \( \delta^{1/2} \) and \( \delta. \) Defining this defect carefully is not worth the effort, but we roughly mean the possibility that

\[
N(\text{spt} \nu, \delta) \approx N(\text{spt} \nu, \delta^{1/2}).
\]

Fortunately, it follows from the \( \tau \)-Frostman property of \( \nu \) that opposite behaviour must occur at some scale \( \tilde{\delta} > \delta, \) which also satisfies the (roughly) converse inequality \( \delta \leq \delta^{\omega(\alpha, \beta, \sigma, \tau)}. \) Finding the scale \( \tilde{\delta}, \) and making these statements more precise, is the goal of this section. The final conclusion will be (4.28).

Recall that \( \nu \) is a \((\tau, C\delta^{-\eta})\)-Frostman probability measure satisfying (4.15). Recall that \( \epsilon = \epsilon(\alpha, \beta, \sigma) > 0 \) was one of the constants fixed in Section 4.1. We define the following increasing scale sequence: \( \delta_0 := \delta^{(1+\epsilon)/2}, \) and

\[
\delta_{j+1} := \delta_j^{1/(1+\epsilon)}, \quad j \geq 1.
\]
Thus $\delta_1 = \delta^{1/2}$, and $\delta_j = \delta_0^{1/(1+\epsilon)^j} = (\delta^{1/2})^{1/(1+\epsilon)^{j-1}}$ for $j \geq 0$. Recall that $\mathcal{D}_j$ is the partition of $[0, 1]$ into dyadic intervals of length $\delta_j$ (if these numbers are not dyadic to begin with, the closest dyadic numbers would work as well). We mention that $\mathcal{D}_{j+1}$ consists of intervals longer than those in $\mathcal{D}_j$. We will prove the following lemma:

**Lemma 4.17.** There exists an index $j \leq O(\alpha, \beta, \sigma, \tau)$, and a Borel set $G \subset [0, 1]$ with $\nu(G) \geq \omega(\alpha, \beta, \sigma, \tau)$ such that the renormalised measure $\bar{\nu} = \nu(G)^{-1} \cdot \nu|_G$ has the following properties:

- $\bar{\nu}$ is a $(\tau, O\delta^{-\eta})$-Frostman measure with $O = O(\alpha, \beta, \sigma, \tau) > 1$,
- If $I \in \mathcal{D}_{j+1}$ with $\bar{\nu}(I) > 0$, then
  \[ \bar{\nu}_I(J) \leq \delta^{\alpha, \beta, \sigma, \tau}, \quad J \in \mathcal{D}_j(I). \]

Here $\bar{\nu}_I = \bar{\nu}(I)^{-1} \cdot \nu|_I$, and $\mathcal{D}_j(I)$ refers to the intervals in $\mathcal{D}_j$ which are contained in $I$. Note that the length of these intervals is $|J| = \delta_j = \delta_{j+1}^{1+\epsilon} = |I|^{1+\epsilon}$.

The relation between Lemma 4.17, and our search for the scale "$\delta$", is simply that

$\bar{\delta} := \delta_{j+1}^2$, hence $\delta_{j+1} = \bar{\delta}^{1/2}$.

Since $1 < 1 + \epsilon \leq 2$, we then have $\bar{\delta} \leq \delta_j \leq \bar{\delta}^{1/2}$. The inequality (4.18) informally says that the measure $\bar{\nu}$ has non-trivial branching between the scales $\delta_j$ and $\delta_{j+1} = \bar{\delta}^{1/2}$, and so in particular between the scales $\delta$ and $\bar{\delta}^{1/2}$.

We begin the search for $j_0$ and $G$. Since $\nu$ is a $(\tau, C\delta^{-\eta})$-Frostman probability measure on $[0, 1]$, we have the uniform bound

$\nu(I_0) \leq C\delta^{-\eta}\delta_0^\tau$ \quad $I_0 \in \mathcal{D}_{\delta_0}$,

which gives the following lower bound for the entropy of $\nu$ at scale $\delta_0$:

$H(\nu, \mathcal{D}_{\delta_0}) = \sum_{I_0 \in \mathcal{D}_{\delta_0}} \nu(I_0) \log \frac{1}{\nu(I_0)} \geq \log \delta_0^\tau - \log C - \log \delta^{-\eta} \geq \log \delta^{-\tau/2}$. \hspace{1cm} (4.19)

In the final inequality, we used that $\delta_0^{-\tau} = \delta^{-\tau(1+\epsilon)/2} = \delta^{-\tau/2} \cdot \delta^{-\epsilon\tau/2}$, and the logarithm of the second factor exceeds the "error term" $\log C + \log \delta^{-\eta}$ if $\delta > 0$ is sufficiently small, and $\eta < \epsilon\tau/2$ (as in implied by (4.13)).

Now, let $n \sim \epsilon, \tau$ (therefore $n \leq O(\alpha, \beta, \sigma, \tau)$) be the smallest integer satisfying

$\frac{1}{2(1+\epsilon)^{n-1}} \leq \frac{\tau}{4}$. \hspace{1cm} (4.20)

This is not too important, but then in fact $n \sim \epsilon^{-1} \cdot \log (1/\tau)$. Then, observing that $\mathcal{D}_{\delta_n}$ consists of intervals of length $\delta_0^{1/(1+\epsilon)^n} = \delta^{1/[2(1+\epsilon)^{n-1}]}$, we have

$H(\nu, \mathcal{D}_{\delta_n}) \leq \log |\mathcal{D}_{\delta_n}| \leq \log \delta^{-1/[2(1+\epsilon)^{n-1}]} \leq \log \delta^{-\tau/4}$.

Combining this estimate with (4.19), and using the conditional entropy formula (2.1) repeatedly to the nested partitions $\mathcal{D}_j$, we find that

$\log \delta^{-\tau/4} \leq H(\nu, \mathcal{D}_{\delta_0}) - H(\nu, \mathcal{D}_{\delta_n}) = \sum_{j=0}^{n-1} H(\nu, \mathcal{D}_{\delta_j} \mid \mathcal{D}_{\delta_{j+1}})$.
Consequently, there exists \( j \in \{0, \ldots, n - 1 \} \) with the property

\[
\sum_{I \in \mathcal{D}_{\delta_{j+1}}} \nu(I) \cdot H(\nu_I, \mathcal{D}_{\delta_j}) = H(\nu, \mathcal{D}_{\delta_j} | \mathcal{D}_{\delta_{j+1}}) \geq \log \delta^{-\tau/(4n)}. \tag{4.21}
\]

Here \( \nu_I = \nu(I)^{-1} \nu_I \) for any \( I \in \mathcal{D}_{\delta_{j+1}} \) with \( \nu(I) \neq 0 \). As we discussed after the statement of Lemma 4.17, we set \( \bar{\delta} = \delta_{j+1}^2 \) (note that \( \delta_{j+1} \geq \delta_1 = \delta^{1/2} \), so \( \bar{\delta} \geq \delta \)). Let us record that

\[
\bar{\delta} \leq \delta^{1/(1+\epsilon)^{n-1}} \leq \delta^{\tau/4}, \tag{4.22}
\]

by (4.20), or equivalently \( \delta \geq \delta^{4/\tau} \). Indeed, since \( "n" \) is the smallest number satisfying (4.20), we have \( 1/(2(1 + \epsilon)^{n-2}) > \tau/4 \), and hence \( 1/(1 + \epsilon)^{n-1} \geq (1 + \epsilon)^{-1} \cdot \tau/2 \geq \tau/4 \). Thus \( \bar{\delta} \) remains somewhat comparable to \( \delta \), in a manner depending only on the fixed parameter \( "\tau" \). Motivated by (4.21), we set

\[
\bar{\tau} := \tau/(4n) \sim \epsilon \cdot \tau / \log(1/\tau) \geq \epsilon \tau^2,
\]

and we note that \( \bar{\tau} \geq \omega(\alpha, \beta, \sigma, \tau) \).

The choice of the index \( j \in \{0, \ldots, n - 1 \} \) at (4.21) roughly tells us that for many "long" intervals \( I \in \mathcal{D}_{\delta_{j+1}} \) with \( \nu(I) > 0 \), the re-normalised restriction \( \nu_I \) is not concentrated on very few "short" sub-intervals of \( I \) in the family \( \mathcal{D}_{\delta_j} \). By restricting \( \nu \) a little bit, we may replace the word "many" by "all", as we will see next. In fact, since certainly

\[
H(\nu_I, \mathcal{D}_{\delta_j}) \leq \log \delta^{-1}, \quad I \in \mathcal{D}_{\delta_{j+1}},
\]

we may infer from (4.21) that there exists a collection of arcs \( \mathcal{G}_{j+1} \subset \mathcal{D}_{\delta_{j+1}} \) of total \( \nu \)-measure

\[
\nu(\cup \mathcal{G}_{j+1}) \geq \bar{\tau}/2 \tag{4.23}
\]

with the properties \( \nu(I) > 0 \) and \( H(\nu_I, \mathcal{D}_{\delta_j}) \geq \log \delta^{-\bar{\tau}/2} \) for all \( I \in \mathcal{G}_{j+1} \). Indeed, if this failed, then

\[
\sum_{I \in \mathcal{D}_{\delta_{j+1}}} \nu(I)H(\nu_I, \mathcal{D}_{\delta_j}) < \sum_{H(\nu) \geq \log \delta^{-\bar{\tau}/2}} \nu(I) \cdot \log \delta^{-1} + \sum_{H(\nu) < \log \delta^{-\bar{\tau}/2}} \nu(I) \cdot \log \delta^{-\bar{\tau}/2} 
\leq \frac{\bar{\tau}}{2} \cdot \log \delta^{-1} + \log \delta^{-\bar{\tau}/2} = \log \delta^{-\bar{\tau}},
\]

which contradicts (4.21). We write \( G_{j+1} := \cup \mathcal{G}_{j+1} \), and we renormalise \( \nu \) to \( G_{j+1} \):

\[
\bar{\nu}_1 := \frac{1}{\nu(\cup \mathcal{G}_{j+1})} \cdot \nu(\cup \mathcal{G}_{j+1}.
\]

Observe, by (4.23), that \( \bar{\nu}_1 \) is a \( (\tau, O\delta^{-\bar{\tau}}) \)-Frostman probability measure with the additional feature that if \( I \in \mathcal{D}_{\delta_{j+1}} \) is an arc with \( \bar{\nu}_1(I) > 0 \), then

\[
H(\bar{\nu}_{1,I}, \mathcal{D}_{\delta_j}) = H(\nu_I, \mathcal{D}_{\delta_j}) \geq \log \delta^{-\bar{\tau}/2}. \tag{4.24}
\]

It is worth noting that \( \nu_I = \bar{\nu}_{1,I} \) for all \( I \in \mathcal{G}_{j+1} \) (= \{ \nu_I(I) > 0 \}). The inequality (4.24) means that the measure \( \bar{\nu}_1 \) cannot be completely concentrated inside any single interval of length \( \delta_j = |I|^{1-\epsilon} \). What we would prefer is, \textit{a fortiori}, that \( \nu_I = \bar{\nu}_{1,I} \) satisfies a Frostman-type estimate at the smaller scale \( \delta_j \), as stated in (4.18). This will be achieved by renormalising \( \bar{\nu}_1 \) further to the measure \( \bar{\nu} \), which finally satisfies Lemma 4.17.
Fix $I \in D_{\delta_{j+1}}$ with $\nu(I) > 0$, write $D_{\delta_j}(I) := \{ J \in D_{\delta_j} : J \subset I \}$ for $I \in D_{j+1}$, and then estimate
\[
\log \delta^{-\tau/2} \leq \sum_{J \in D_{\delta_j}(I)} \nu_I(J) \log \frac{1}{\nu_I(J)} \leq \sum_{\nu_I(J) < \delta^\tau/4} \nu_I(J) \log \delta^{-\tau/4} + \sum_{\nu_I(J) \geq \delta^\tau/4} \nu_I \log \frac{1}{\nu_I(J)}.
\]
Since $\nu_I$ is a probability measure, the first term is bounded from above by $\frac{1}{2} \log \delta^{-\tau/2}$, and consequently the second term has the lower bound
\[
\sum_{\nu_I(J) \geq \delta^\tau/4} \nu_I(J) \log \frac{1}{\nu_I(J)} \geq \log \delta^{-\tau/4}, \quad (4.25)
\]
On the other hand, if the total $\nu_I$-measure of the intervals in the sum above, namely $G_I := \{ J \in D_{\delta_j}(I) : 0 < \nu_I(J) < \delta^\tau/4 \} \subset D_{\delta_j}$, is denoted by $m_I := \nu_I(\cup G_I)$ we have
\[
\log \delta^{-\tau/4} \leq \sum_{\nu_I(J) < \delta^\tau/4} \nu_I(J) \log \frac{1}{\nu_I(J)} = m_I \sum_{J \in G_I} \frac{\nu_I(J)}{m_I} \log \frac{1}{\nu_I(J)}
\]
\[
\leq m_I \log \left( \sum_{J \in G_I} \frac{1}{m_I} \right) = m_I \log |G_I| - m_I \log m_I,
\]
by Jensen's inequality applied to the discrete probability measure $J \mapsto \nu_I(J)/m_I$ on $G_I$. Since $m_I \in (0,1]$, the second term satisfies $|m_I \log m_I| \leq \frac{1}{2}$, and on the other hand $|G_I| \leq |D_{\delta_j}(I)| \leq \delta^{-1}$, by a crude estimate. Assuming that $\delta > 0$ is so small that $\log \delta^{-\tau/4} - \frac{1}{2} \geq \log \delta^{-\tau/8}$, we find from the estimate above that
\[
\log \delta^{-m_I} \geq |G_I|^m_I \geq \log \delta^{-\tau/4} + m_I \log m_I \geq \log \delta^{-\tau/8},
\]
and consequently $\nu_I(\cup G_I) = m_I \geq \frac{\tau}{8}$. In other words, if we define
\[
G_j := \bigcup_{I \in G_{j+1}} G_I \subset D_{\delta_j} \quad \text{and} \quad G := G_j := \cup G_j \subset G_{j+1},
\]
then
\[
\bar{\nu}_I(G) = \sum_{I \in G_{j+1}} \bar{\nu}_I(I) \cdot \nu_I(\cup G_I) \geq \frac{\tau}{8}.
\]
Therefore, the measure
\[
\bar{\nu} := \frac{1}{\nu(\cup G)} \cdot \bar{\nu}_I |G = \frac{1}{\nu(\cup G)} \cdot \nu |G
\]
remains a $(\tau, O\delta^{-\eta})$-Frostman probability measure with the feature that if $\bar{\nu}(I) > 0$ for some $I \in D_{\delta_{j+1}}$, then
\[
\bar{\nu}_I(J) \leq \delta^\tau/4, \quad J \in D_{\delta_j}(I). \quad (4.26)
\]
Note that $\bar{\nu}$ was finally defined by restricting the original measure "$\nu$" to a certain union $G$ of dyadic intervals (of length $\delta_j$), whose total $\nu$ measure is bounded from below by $\geq \omega(\alpha, \beta, \sigma, \tau)$. Thus $\bar{\nu}$ remains a $(\tau, O\delta^{-\eta})$-Frostman probability measure with the property
\[
\rho(B(1) \cap H_\theta(K, \delta^{-\sigma+\zeta} \cdot [\delta, 1])) \geq \delta^\eta, \quad \theta \in \text{spt} \bar{\nu} \subset E. \quad (4.27)
\]
We have now proven Lemma 4.17.

Since $\bar{\nu}$ satisfies roughly the same hypotheses as $\nu$ (and additionally the Frostman property (4.26)), we redefine $\nu := \bar{\nu}$ to simplify notation. We also recall that $\delta := \delta_{j+1}^2$ (so if $j = 0$, simply $\delta = \delta$). We also write $D_1 := D_\delta$ for the dyadic partition of $[0, 1]$ into
intervals of length $\bar{\delta} = \delta^4$, and we write $D_{1/2} := D_{\delta^4}$ (the dyadic partition to intervals of length $\delta^{1/2} = \delta^4+1$). Then, (4.26) implies that

$$I \in D_{1/2} \text{ and } \nu(I) > 0 \implies \nu(J) \leq \delta^\omega(\alpha, \beta, \sigma, \tau) \leq \delta^{\omega(\alpha, \beta, \sigma, \tau)} \text{ for } J \in D_{(1+\epsilon)/2}(I), \quad (4.28)$$

where $D_{(1+\epsilon)/2}(I) \subset D_{\delta^j}$ are the dyadic intervals of length $\delta_j = \delta^{1+\epsilon}_j = \delta^{(1+\epsilon)/2}$ contained in $I$. To close the section, we observe that it is well possible that $\delta = \delta^2_{j+1} = \delta$; this happens if the index $j \in \{0, \ldots, n-1\}$ fixed at (4.21) happens to be $j = 0$, so $\delta = \delta^2_{0+1} = (\delta^{1/2})^2 = \delta$. This will lead to a simpler special case of the proof below. On the other hand, if $\delta > \delta$, then $\delta = \delta^2_{j+1}$ for some $j \geq 1$. Consequently $\delta \geq \delta^2 = \delta^{1/(1+\epsilon)}$, and hence $\delta$ is "much longer" than $\delta$: in fact

$$\frac{\delta}{\bar{\delta}} \leq \delta^{1-1/(1+\epsilon)}. \quad (4.29)$$

Note that the right-hand side is a positive power of $\delta$.

### 4.4. High multiplicity sets at scale $\bar{\delta}$

Now we have found a scale $\bar{\delta} \in [\delta, \delta^\omega]$ such that the measure $\nu$ has non-trivial "branching" between the scales $\bar{\delta}$ and $\delta^{1/2}$, as quantified in (4.28). The following problem now materialises: our counter assumption (4.15) concerned the scale $\delta$, and there is a risk that all the information is lost when replacing "$\delta$" by "$\bar{\delta}$". We resolve the issue by proving the following lemma:

**Lemma 4.30.** There exists a subset $S \subset [0, 1]$ with $\nu(S) \geq \omega \cdot \delta^n$ with the property

$$\mu_{B(5)}(B(1) \cap H_\theta(T_{B(5)}(K), \bar{\delta}^{-\sigma+O(\tau)}, \theta, 1)) \geq \omega \cdot \delta^n, \quad \theta \in S. \quad (4.31)$$

Thus, modulo replacing $\\zeta$ by $\omega \cdot \zeta$, which is harmless for our purposes, the counter assumption (4.15) at scale "$\delta$" can be used (in cooperation with our hypothesis (4.6)) to infer similarly bad behaviour at scale "$\bar{\delta}$" for the dilated regular set $T_{B(5)}(K)$, and the renormalised measure $\mu_{B(5)}$ supported on $T_{B(5)}(K)$. As we discussed in Remark 4.1, the measure $\mu_{B(5)}$ is of the same form as $\mu$, with precisely the same constants. In particular our inductive hypothesis (4.6) may later be applied to $\mu_{B(5)}$ and $T_{B(5)}(K)$.

Note that if $\delta = \bar{\delta}$, then every $\theta \in \text{spt } \nu$ already satisfies (4.31) (with $O(\alpha, \beta, \sigma, \tau) = 1$ and $\mu, K$ in place of $\mu_{B(5)}, T_{B(5)}(K)$) by virtue of our initial counter assumption (4.15). In this case the argument in the present section will not be needed. So, for the time being, we will assume that $\bar{\delta} > \delta$, which implies by (4.29) that $\bar{\delta}$ is substantially larger than $\delta$.

In this case, we will apply Proposition 4.32, whose statement we include here, but whose lengthy proof is postponed to Section 5:

**Proposition 4.32.** Let $\theta \in [0, 1]$, and let $1 \leq M \leq N < \infty$ be constants, let $0 < r \leq R \leq 1$, and let $\mu$ be a $(\gamma, C_\gamma)$-regular measure with $K := \text{spt } \mu \subset \mathbb{R}^2$. Abbreviate $\mu_s := \mu|_{B(s)}$ for $s > 0$. Then, there exist absolute constants $c, C > 0$ such that

$$\mu_1(H_\theta(K, CN, [r, 1])) \leq \mu_1(H_\theta(K, cM, [4R, 5])) + CC^2_\gamma \cdot \mu_4(H_\theta(K, cN^N_{M^M}, [4r, 7R])). \quad (4.33)$$

We will apply the proposition to the $(\gamma, C_\gamma)$-regular measure $\mu = \mu_\alpha \times \mu_\beta$ with the parameters $M \leq N$ such that

$$CN = \delta^{-\sigma+\zeta} \quad \text{and} \quad c \cdot \frac{N}{M} = \left(\frac{\delta}{\bar{\delta}}\right)^{-\sigma},$$

from which we may solve that

$$cM = c^2 \left(\frac{\delta}{\bar{\delta}}\right)^{\sigma} \cdot N = c^2 \left(\frac{\delta}{\bar{\delta}}\right)^{\sigma} \cdot \delta^{-\sigma+\zeta} = \frac{c^2}{\bar{\delta}^{\sigma}} \cdot \bar{\delta}^{-\sigma} \cdot \bar{\delta}^\zeta \geq \bar{\delta}^{-\sigma+O(\tau)\zeta}. \quad (4.34)$$
In the final inequality, we first took \( \delta \) so small that \( (c^2/C) \geq \delta^\zeta \), and then we used that \( \delta \leq \delta^{-(\tau)} \) or, (see (4.22)) more precisely \( \delta \geq \delta^{4/\tau} \). It will be convenient to abbreviate
\[
\bar{\zeta} := O(\tau) \cdot \zeta > 0, \tag{4.35}
\]
where the implicit constant \( O(\tau) \) is determined by (4.34). This constant is the one which appears in (4.31), and it is also the one which was already mentioned in (4.11). More precisely, at the end of the day, we will require from the parameter "\( \zeta \)" appearing in Proposition 3.18 that
\[
0 < 6 \cdot \bar{\zeta} = 6 \cdot O(\tau) \cdot \zeta < \min\{\zeta_0, \kappa(\epsilon, m_0)\}. \tag{4.36}
\]
For the scales \( r \leq R \) appearing in the statement of Proposition 4.32, we will take \( r := \delta \) and \( R := \delta/4 \geq \delta \) (by (4.29), and assuming that \( 0 < \delta \leq \delta_0(\epsilon) = \delta_0(\alpha, \beta, \sigma) \)). With these choices, (4.33) yields the following inequality for every \( \theta \in [0, 1] \):
\[
\mu(B(1) \cap H_\theta(K, \delta^{-\sigma + \zeta}, [\delta, 1])) \leq \mu(B(1) \cap H_\theta(K, \delta^{-\sigma + \bar{\zeta}}, [\delta, 5])) + CC^2_\gamma \cdot \mu \left( B(4) \cap H_\theta \left( K, \left( \frac{\delta}{5} \right)^{-\sigma}, [4\delta, 4\delta] \right) \right).
\]
Now, recalling from (4.15) (or to be precise (4.27)) that the left hand side is bounded from below by \( \geq \delta^\eta \) for all \( \theta \in \text{spt} \nu \), we obtain
\[
\delta^\eta \leq \int_0^1 \mu(B(1) \cap H_\theta(K, \delta^{-\sigma + \bar{\zeta}}, [\delta, 5])) \, d\nu(\theta)
+ CC^2_\gamma \cdot \int_0^1 \mu \left( B(4) \cap H_\theta \left( K, \left( \frac{\delta}{5} \right)^{-\sigma}, [4\delta, 4\delta] \right) \right) \, d\nu(\theta). \tag{4.37}
\]
Our plan is, next, to use the "inductive" hypothesis (4.6) to show that the second term is \( \leq \delta^\eta/2 \) if \( \delta > 0 \) and \( \eta > 0 \) are chosen sufficiently small. This will eventually show that
\[
\int_0^1 \mu(B(1) \cap H_\theta(K, \delta^{-\sigma + \bar{\zeta}}, [\delta, 5])) \, d\nu(\theta) \geq \frac{1}{2} \cdot \delta^\eta, \tag{4.38}
\]
which is already nearly the same as (4.31). To deal with the term on line (4.37), we let \( K \) be a minimal cover of \( K \cap B(4) \) by discs of radius \( 4\delta \). By the \((\gamma, C_\gamma)\)-regularity of \( \mu \), we have \( |K| \leq C_\gamma \cdot \delta^{-\gamma} \). Then, we decompose
\[
(4.37) \leq CC^2_\gamma \cdot \sum_{B \in K} \int_0^1 \mu \left( B \cap H_\theta \left( K, \left( \frac{\delta}{5} \right)^{-\sigma}, [4\delta, 4\delta] \right) \right) \, d\nu(\theta). \tag{4.39}
\]
To treat the individual terms on the right hand side, we consider the rescaled and renormalised measures \( \mu_B = (4\delta)^{-\gamma} \cdot T_B \mu \) familiar from Notation 4.3, and we write
\[
\mu \left( B \cap H_\theta \left( K, \left( \frac{\delta}{5} \right)^{-\sigma}, [4\delta, 4\delta] \right) \right) = (4\delta)^\gamma \mu_B \left( B(1) \cap H_\theta \left( T_B(K), \Delta^{-\sigma}, [\Delta, 1] \right) \right), \tag{4.40}
\]
for any \( \theta \in [0, 1] \), where \( \Delta := \delta/\delta \). This equation is easily deduced from Lemma 2.11 with \( r_0 = 4\delta \). As we explained in Remark 4.1, see (2), the push-forward \( \mu_B \) can be expressed as a product of an \((\alpha, C_\alpha)\)-regular measure \( \mu_{\alpha,B} \) and a \((\beta, C_\beta)\)-regular measure \( \mu_{\beta,B} \). Therefore the hypothesis (4.6) is applicable to the measure \( \mu_B \), assuming that \( \Delta = \delta/\delta \leq \delta \leq 4\delta \).
\[\Delta_0, \] as we may (by (4.29), and taking \(\delta > 0\) sufficiently small, depending this time on \(\alpha, \beta, \sigma, \Delta_0\)). The conclusion is that the \(\tau\)-dimensional Hausdorff contents of the sets
\[E_B := \{ \theta \in [0, 1] : \mu_B \left( B(1) \cap H_\theta \left( T_B(K), \Delta^{-\sigma}, \gamma \right) \right) \geq \Delta^\gamma \} \}, \quad B \in \mathcal{K}, \]
satisfy the uniform upper bounds \(\mathcal{H}_x^\gamma(E_B) \leq \Delta^\gamma\). Since \(\nu\) is a \((\tau, O\delta^{-\eta})\)-Frostman measure, hence absolutely continuous with respect to \(\mathcal{H}_x^\gamma\) with density bounded by \(O\delta^{-\eta}\), it follows that
\[\nu(E_B) \leq O\delta^{-\eta} \cdot \mathcal{H}_x^\gamma(E_B) \leq O\delta^{-\eta} \cdot \left( \frac{\delta}{\delta'} \right)^\gamma \leq O\delta^{-\eta} \cdot \delta^{\left(1 - \frac{1}{1 + \epsilon}\right)} \eta_0.\]

Since \(1 - 1/(1 + \epsilon) \geq \epsilon/2 \geq \omega(\alpha, \beta, \sigma) > 0\), we may ensure that the right hand side is bounded from above by \(\delta^{\gamma}/(64CC_\gamma^4)\) by choosing \(\eta \leq \epsilon\eta_0/8\), and then \(\delta > 0\) sufficiently small. Therefore, splitting the integration to \(E_B\) and \([0, 1] \setminus E_B\), and for \(\theta \in E_B\) using the uniform upper bound \(\mu_B(B(1)) \leq C_\gamma\), we find that
\[\int_0^1 \mu_B \left( B(1) \cap H_\theta \left( T_B(K), \left( \frac{\delta}{\delta'} \right)^{-\sigma}, \left[ \frac{\delta}{\delta'}, 1 \right] \right) \right) \, d\nu(\theta) \leq \frac{\delta^{\gamma}}{32C_\gamma^4}, \quad B \in \mathcal{K}.
\]
Plugging this back into (4.39), and recalling that \(|\mathcal{K}_\gamma| \leq C_\gamma \cdot \delta^{-\gamma}\), and (4.40), we find
\[(4.39) \leq CC_\gamma^2 \cdot \frac{\delta^{\gamma}}{32C_\gamma^4} \cdot |\mathcal{K}| \cdot (4\delta)^\gamma \leq \frac{\delta^{\eta}}{2}.
\]
As we discussed earlier, this concludes the proof of (4.38).

Based on (4.38), and recalling that \(\nu\) is a probability measure, there exists a subset \(S \subset S^1\) of measure \(\nu(S) \geq \omega \cdot \delta^\eta\) with the property
\[\mu(B(1) \cap H_\theta(K, \delta^{-\sigma+\zeta}, [\bar{\delta}, 5])) \geq \omega \cdot \delta^\eta, \quad \theta \in S. \quad (4.41)\]
For tidiness’ sake, let us replace ”5” by ”1” with the following trick: notice that
\[\mu(B(5) \cap H_\theta(K, \tilde{\delta}^{-\sigma+2\zeta}, [\tilde{\delta}, 5])) \geq \mu(B(1) \cap H_\theta(K, \tilde{\delta}^{-\sigma+\zeta}, [\tilde{\delta}, 5])), \quad \theta \in [0, 1], \quad (4.42)\]
using first the inclusion \(H_\theta(K, M, [r, R]) \subset H_\theta(K, \frac{M}{5}, [5r, R])\) from Lemma 2.6, and then assuming that \(\tilde{\delta} > 0\) is sufficiently small that \(\frac{1}{2} \cdot \tilde{\delta}^{\gamma} \geq \delta^{2\zeta}\). But now, using Lemma 2.11, the left hand side of (4.42) can be rewritten as
\[5 \cdot \mu(B(5)) \mu(B(1) \cap H_\theta(T_B(5)(K), \delta^{-\sigma+2\zeta}, [\bar{\delta}, 1])). \quad (4.43)\]
Here \(\bar{\mu} := \mu_B(5)\) is a product of an \((\alpha, C_\alpha)\)-regular measure and a \((\beta, C_\beta)\)-measure supported on \(\tilde{K} := T_B(5)(K)\), and according to (4.41), we have
\[\bar{\mu}(B(1) \cap H_\theta(\tilde{K}, \delta^{-\sigma+\zeta}, [\tilde{\delta}, 1])) \geq \frac{\omega}{5} \cdot \delta^\eta, \quad \theta \in S.\]
This completes the proof of Lemma 4.30. Since the coming arguments would see no difference between \(\mu, \bar{\mu}, \) or \(K, \bar{K}, \) or \(\zeta, 2\zeta, \) or \(\omega, \omega/5, \) we save a little on notation and assume that (4.41) already holds with ”1” in place of ”5”, that is we assume
\[\mu(B(1) \cap H_\theta(K, \delta^{-\sigma+\zeta}, [\bar{\delta}, 1])) \geq \omega \cdot \delta^\eta, \quad \theta \in S. \quad (4.44)\]
where \(\nu(S) \geq \omega \cdot \delta^\eta\). Note that if \(\bar{\delta} = \delta\), then (a stronger version of) (4.44) follows immediately from our initial counter assumption (4.15). From this point on in the proof, the reader may essentially forget about the difference between the scales \(\delta\) and \(\bar{\delta}\): we will work with the properties (4.28) and (4.44). The second one is automatically satisfied with
\( \tilde{\delta} = \delta \), but securing the first one necessitated the "change of scale" operation witnessed above.

4.5. **Removing very high multiplicity subsets.** The plan of this section is to use the hypothesis (4.6) to remove from \( H_{\theta}(K, (\tilde{\delta}^{-\sigma} + \tilde{\xi}, [\tilde{\delta}, 1]) \) points with ("very high") multiplicity \( \tilde{\delta}^{-\sigma} \), while still retaining the lower bound (4.44) for at least \( \frac{1}{2} \) of the points in \( S \). More precisely, we will prove the following:

**Lemma 4.45.** If \( \tilde{\delta} > 0 \) and \( \eta < \eta_0 \) are sufficiently small, then there exists a subset \( \tilde{S} \subset S \) of measure \( \nu(\tilde{S}) \geq \frac{1}{2} \cdot \nu(S) \) with the property

\[
\mu(B(1) \cap H_{\theta}(K, (\tilde{\delta}^{-\sigma} + \tilde{\xi}, [\tilde{\delta}, 1])) \subset G_{\theta}) \geq \omega \cdot \delta^{\eta}, \quad \theta \in \tilde{S},
\]

where

\[
G_{\theta} := B(1) \setminus \left[ H_{\theta}(K, (\tilde{\delta}^{-\sigma} + \tilde{\xi}, [\tilde{\delta}, 1]) \right) \cup H_{\theta}(K, (\tilde{\delta}^{-\sigma}, [\tilde{\delta}, 1]) \right).
\]

Proving Lemma 4.45 is possible, because the "inductive" hypothesis (4.6) tells us that the points with multiplicity \( \geq \tilde{\delta}^{-\sigma} \) have small \( \mu \) measure compared to the lower bound \( \mu(B(1) \cap H_{\theta}(K, (\tilde{\delta}^{-\sigma} + \tilde{\xi}, [\tilde{\delta}, 1]))) \geq \omega \cdot \delta^{\eta} \) obtained in (4.44). Here we will of course need that \( \eta < \eta_0 \), recall (4.13). We also recall that \( \delta \leq \delta^{\omega(\tau)} \), so the assumption "\( \tilde{\delta} > 0 \) is sufficiently small" in Lemma 4.45 can be arranged by taking \( \delta > 0 \) sufficiently small.

We begin the proof of Lemma 4.45. First, we claim that using (4.6), and if \( \tilde{\delta}^{-1/2} \leq \Delta_0 \) is sufficiently small, then

\[
\mathcal{H}_E(\{ \theta \in [0, 1] : \mu(B(1) \cap H_{\theta}(K, (\tilde{\delta}^{-1/2} - \sigma, [\tilde{\delta}^{-1/2}, 5])) \geq 5 \cdot (\tilde{\delta}^{-1/2})^{\eta_0} \}) \leq (\tilde{\delta}^{-1/2})^{\eta_0}. \tag{4.46}
\]

This would be a direct consequence of (4.6) without the factors of "5". As stated, (4.46) also needs a rescaling argument, just like the one between (4.42)-(4.43), and literally applying (4.6) to the measure \( \mu_{B(5)} \). We omit the details.

As a consequence of (4.46), and the \((\tau, O\delta^{-\eta})\)-Frostman property of \( \nu \), the \( \nu \)-measure of those \( \theta \in [0, 1] \) appearing in (4.46) is bounded from above by

\[
O\delta^{-\eta} \cdot (\tilde{\delta}^{-1/2})^{\eta_0} \leq O \cdot \delta^{\omega(\tau)\eta_0 - \eta}.
\]

This bound is smaller than \( \nu(S)/10 \geq \omega \cdot \delta^{\eta}/10 \) if \( \eta < \omega(\tau)\eta_0/2 \), and \( \delta > 0 \) is assumed sufficiently small. Therefore, with appropriate choices of \( \eta \) and \( \delta \), for all \( \theta \) in a subset \( \tilde{S} \subset S \) of \( \nu \)-measure \( \nu(\tilde{S}) \geq \frac{1}{2} \cdot \nu(S) \), the reverse of (4.46) holds, that is,

\[
\mu(B(1) \cap H_{\theta}(K, (\tilde{\delta}^{-1/2} - \sigma, [\tilde{\delta}^{-1/2}, 5])) < 5 \cdot (\tilde{\delta}^{-1/2})^{\eta_0} \leq \delta^{\omega(\tau)\eta_0}, \quad \theta \in \tilde{S}'.
\]

But, according to (4.44), taking \( \eta < \omega(\tau)\eta_0 \) and \( \delta > 0 \) small enough, as usual, the upper bound on the right is smaller than \( \frac{1}{2} \cdot \mu(B(1) \cap H_{\theta}(K, (\tilde{\delta}^{-\sigma} + \tilde{\xi}, [\tilde{\delta}, 1])) \). Therefore,

\[
\mu(B(1) \cap H_{\theta}(K, (\tilde{\delta}^{-\sigma} + \tilde{\xi}, [\tilde{\delta}, 1])) \cap H_{\theta}(K, (\tilde{\delta}^{-1/2} - \sigma, [\tilde{\delta}^{-1/2}, 5])) \geq \omega \cdot \delta^{\eta}, \quad \theta \in \tilde{S}'. \tag{4.47}
\]

We then repeat a similar operation to remove, further, the following subsets:

\[
B(1) \cap H_{\theta}(K, (\tilde{\delta}^{-1/2} - \sigma, [\tilde{\delta}, 5\tilde{\delta}^{-1/2}])).
\]

The argument is similar to the one above: we will first check that

\[
\nu(\{ \theta \in [0, 1] : \mu(B(1) \cap H_{\theta}(K, (\tilde{\delta}^{-1/2} - \sigma, [\tilde{\delta}, 5\tilde{\delta}^{-1/2}])) \geq \frac{1}{2} \cdot \mu(B(1)) \}) \leq \frac{1}{2} \cdot \nu(S'). \tag{4.48}
\]

Here the constant "\( \omega \)" is temporarily the same as in (4.47): the point of (4.48) is that for at least \( \frac{1}{2} \) of the \( \nu \) measure of the directions \( \theta \in \tilde{S}' \), at most \( \frac{1}{2} \) of the set appearing in (4.47)
can lie in the set shown in (4.48). Hence the set in (4.48) can, and will, be removed from the set in (4.47) without reducing its measure too much.

To prove (4.48), we essentially repeat our treatment for the term (4.37) above: we let \( \mathcal{K} \) be a minimal cover of \( B(1) \cap K \) by discs of radius radius \( 5\tilde{\delta}^{1/2} \). By the \((\gamma, C_\gamma)\)-regularity of \( \mu \), we then have \( |K| \leq C_\gamma \cdot (5\tilde{\delta}^{1/2})^{-\gamma} \). We write

\[
\int_0^1 \mu(B(1) \cap H_\theta(K, (\tilde{\delta}^{1/2})^{-\sigma}, [5\tilde{\delta}, 5\tilde{\delta}^{1/2}])) \, d\nu(\theta) \leq \sum_{B \in \mathcal{K}} \int_0^1 \mu(B \cap \ldots) \, d\nu(\theta). \tag{4.49}
\]

Applying Lemma 2.11 as in (4.40), the individual terms on the right can be rewritten as

\[
\mu(B \cap \ldots) = (5\tilde{\delta}^{1/2})^\gamma \cdot \mu_B(B(1) \cap H_\theta(T_B(K), (\tilde{\delta}^{1/2})^{-\sigma}, [\tilde{\delta}^{1/2}, 1])), \quad B \in \mathcal{K}, \tag{4.50}
\]

where \( \mu_B \) is the renormalised and rescaled measure associated to the disc \( B \), which is again a product of some \((\alpha, C_\alpha)\)-regular measure and some \((\beta, C_\beta)\)-regular measure. Now, assuming that \( (\tilde{\delta}^{1/2}) \leq \Delta_0 \), the hypothesis (4.6) applies to the measures \( \mu_B \) individually, and shows that

\[
\mathcal{H}_x^\gamma(\{\theta \in [0, 1] : \mu_B(B(1) \cap H_\theta(T_B(K), (\tilde{\delta}^{1/2})^{-\sigma}, [\tilde{\delta}^{1/2}, 1])) \geq (\tilde{\delta}^{1/2})^{\eta_0}) \leq (\tilde{\delta}^{1/2})^{\eta_0} \tag{4.51}
\]

for every \( B \in \mathcal{K} \). This, and the \((\tau, O\tilde{\delta}^{-\eta})\)-Frostman property of \( \nu \), implies that if \( \eta \ll \omega(\tau) \eta_0 \) is small enough, then the \( \nu \) measure of the points \( \theta \in [0, 1] \) in (4.51) is no larger than \( O\tilde{\delta}^{-\eta} \cdot (\tilde{\delta}^{1/2})^{\eta_0} \leq \tilde{\delta}^{\eta}/(2C_{\alpha}^2) \). Combining this estimate with (4.50), and noting the uniform upper bound \( \mu_B(B(1)) \leq C_\gamma \), we arrive at the following upper bound for (4.49):

\[
(4.49) \leq |K| \cdot (5\tilde{\delta}^{1/2})^\gamma \cdot [(\tilde{\delta}^{1/2})^{\eta_0} + C_\gamma \cdot \frac{\tilde{\delta}^{\eta}}{2C_{\alpha}^2}] \leq \tilde{\delta}^{\eta}. \]

By Chebyshev’s inequality, this shows that

\[
\nu(\{\theta \in [0, 1] : \mu(B(1) \cap H_\theta(K, (\tilde{\delta}^{1/2})^{-\sigma}, [5\tilde{\delta}, 5\tilde{\delta}^{1/2}])) \geq \frac{1}{2} \cdot \nu(S) \}) \leq \frac{2}{\nu(S)} \cdot \tilde{\delta}^{\eta}. \]

Recalling that \( \nu(S') \geq \frac{1}{2} \cdot \nu(S) \geq \omega \cdot \tilde{\delta}^{\eta} \), the right hand side is at most \( \frac{1}{2} \cdot \nu(S') \) if \( \tilde{\delta} > 0 \) is chosen sufficiently small. This proves (4.48).

Now, after discarding at most half of (the \( \nu \) measure of) the points in \( S' \), we finally arrive at a set \( \tilde{S} \subset S' \subset S \) with measure \( \nu(\tilde{S}) \geq \frac{1}{4} \cdot \nu(S) \) such that a converse of (4.48) holds for all \( \theta \in \tilde{S} \). In other words, we may upgrade (4.47) to

\[
\mu(B(1) \cap H_\theta(K, \tilde{\delta}^{-\sigma+\tilde{\xi}}, [\tilde{\delta}, 1]) \cap G_\theta) \geq \omega \cdot \tilde{\delta}^\eta, \quad \theta \in \tilde{S}, \tag{4.52}
\]

where

\[
G_\theta := B(1) \setminus \left[ H_\theta(K, (\tilde{\delta}^{1/2})^{-\sigma}, [5\tilde{\delta}, 5\tilde{\delta}^{1/2}]) \cup H_\theta(K, (\tilde{\delta}^{1/2})^{-\sigma}, [5\tilde{\delta}, 5\tilde{\delta}^{1/2}]) \right].
\]

This completes the proof of Lemma 4.45. We now abbreviate

\[
K_\theta := B(1) \cap H_\theta(K, \tilde{\delta}^{-\sigma+\tilde{\xi}}, [\tilde{\delta}, 1]) \cap G_\theta, \quad \theta \in \tilde{S}. \tag{4.53}
\]

To end this section, we claim that there exist two points \( \theta_0, \theta_1 \in \tilde{S} \subset S \) with separation

\[
\tilde{\delta}^{(1+\eta)/2} \leq |\theta_0 - \theta_1| \leq \tilde{\delta}^{1/2} \tag{4.54}
\]

with the property \( \mu(K_{\theta_0} \cap K_{\theta_1}) \geq \omega \cdot \tilde{\delta}^{\eta} \). The scale \( \tilde{\delta} \) has been chosen so that this is possible; it may be a good idea to recall (4.28) at this point. Since

\[
\omega \cdot \tilde{\delta}^{\eta} \leq \nu(\tilde{S}) = \sum_{I \in D_{3/2}} \nu(I) \cdot \nu_f(\tilde{S}),
\]
and \( \nu \) is a probability measure, there exists an arc \( I \in D_{\overline{\delta}^{1/2}} = D_{\overline{\delta}^{1/2}} \) of length \( \overline{\delta}^{1/2} \) with the property \( \nu_I(S) \geq \omega \cdot \delta^n \). Write \( S_I := I \cap S \). Then, \( \mu(K_\theta) \geq \omega \cdot \delta^n \) for all \( \theta \in S_I \) according to (4.52), and hence

\[
\omega \cdot \delta^{2n} \leq \int_{S_I} \mu(K_\theta) \, d\nu_I(\theta) \leq \int_{B(1)} \nu_I(\{\theta \in S_I : x \in K_\theta\}) \, d\mu(x) \\
\leq C_\gamma \cdot \left( \int_{B(1)} \nu_I(\{(\theta_0, \theta_1) \in S_I \times S_I : x \in K_{\theta_0} \cap K_{\theta_1}\}) \, d\mu(x) \right)^{1/2} \\
= C_\gamma \cdot \left( \int_{S_I \times S_I} \mu(K_{\theta_0} \cap K_{\theta_1}) \, d\nu_I(\theta_1) \, d\nu_I(\theta_0) \right)^{1/2}.
\]

On the other hand, we infer from (4.28) and the upper bound \( \mu(K_{\theta_0} \cap K_{\theta_1}) \leq \mu(B(1)) \leq C_\gamma \) that

\[
\int_{S_I \cap B(\overline{\delta}^{1+1/2})} \mu(K_{\theta_0} \cap K_{\theta_1}) \, d\nu_I(\theta_1) \, d\nu_I(\theta_0) \lesssim C_\gamma \cdot \overline{\delta}^{\omega(\alpha, \beta, \sigma, \tau)}.
\]

Therefore, if \( \eta > 0 \) is sufficiently small, depending only on \( \alpha, \beta, \sigma, \tau, \) and \( \overline{\delta} > 0 \) is small enough, there must exist a pair of points \( \theta_0, \theta_1 \in S_I \subset S \) such that \( \theta_1 \notin B(\overline{\delta}^{1+1/2}) \) and such that \( \mu(K_{\theta_0} \cap K_{\theta_1}) \geq \omega \cdot \delta^{\eta n} \). If one cares to track the constants, then the number \( \omega = \omega(\alpha, \beta, \sigma, \tau) > 0 \) here is the one coming from (4.28), and there \( \omega = \omega(\alpha, \beta, \sigma, \tau) \gtrsim \epsilon \tau^{2} \), so the requirement for \( \eta \) mentioned in (4.13) is sufficient.

We now fix such a pair of points \( \theta_0, \theta_1 \in S_I \subset S \) for the rest of the proof, and we write \( \bar{K} := K_{\theta_0} \cap K_{\theta_1} \).

As we will see in the next section, the existence of the set \( \bar{K} \) will lead to a contradiction, and this will complete the proof of Proposition 3.18.

4.6. The geometry of the set \( \bar{K} \). In this subsection, we will establish a few properties of \( \bar{K} \), as in (4.55), at scales \( \overline{\delta} \) and \( \overline{\delta}^{1/2} \). We list the desired properties imprecisely in (T1)-(T2); the rigorous versions of these properties are stated later, in Lemma 4.74, once all the relevant notation has been set up in the course of this section.

We aim to find a tube \( T_0 \subset \overline{\mathbb{R}^2} \) of the form \( T_0 = \pi_{\overline{\theta}}^{-1}(I) \) with \( |I| \sim \overline{\delta}^{1/2} \), such that

\[
\begin{align*}
&T(1) \quad N_{\overline{\delta}^{1/2}}(\bar{K} \cap T_0) =: \mathcal{M} \gtrsim (\overline{\delta}^{1/2})^{-\sigma}, \text{ and } N_{\overline{\delta}^2}(\bar{K} \cap T_0) \approx \mathcal{M} : (\overline{\delta}^{1/2})^{-\gamma}, \\
&T(2) \quad N_{\overline{\delta}^2}(\pi_{\theta_j}(\bar{K} \cap T_0)) \lesssim (\overline{\delta}^{1/2})^{\sigma - \gamma} \text{ for both } j \in \{0, 1\}.
\end{align*}
\]

The set \( \bar{K} \cap T_0 \) (after some extra pruning) will eventually play the role of the set \( A' \times B' \) discussed in the proof outline, Section 1.1, see also Remark 4.7.

Finding a tube \( T_0 \) with the properties (T1)-(T2) is based on the fact that

\[
\bar{K} \subset B(1) \cap H_{\theta_j}(K, \overline{\delta}^{-\sigma + \xi}, [\delta, 1]) \cap G_{\theta_j}, \quad j \in \{0, 1\}, \tag{4.56}
\]

recall (4.55). We start by claiming the following:

\[
N_{\overline{\delta}^2}(\pi_{\theta_j}(\bar{K})) \lesssim C_\gamma \cdot \overline{\delta}^{\sigma - \gamma - \xi}, \quad j \in \{0, 1\}. \tag{4.57}
\]

To see (4.57), fix \( \theta \in \{\theta_0, \theta_1\} \), and let \( T_0 \) be a minimal cover of \( \bar{K} \) by tubes of the form \( T = \pi_{\theta}^{-1}(I) \), where \( I \in D_{\overline{\delta}}(\overline{\mathbb{R}^2}). \) (We will write "\( T \)" for \( \overline{\delta} \)-tubes and "\( \bar{T} \)" for \( \overline{\delta}^{1/2} \)-tubes.)
Then, each $T \in T_\theta$ contains a point $x_T \in \tilde{K} \subset H_\theta(K, \bar{\delta}^{-\sigma+\bar{\zeta}}, [\bar{\delta}, 1])$, hence $B(x, 1) \cap \pi_\theta^{-1}\{\pi_\theta(x_T)\} \subset B(2) \cap T$, and

$$N_{\tilde{\vartheta}}(K_{\tilde{\vartheta}} \cap B(2) \cap T) \geq m_{K, \theta}(x_T) [\bar{\delta}, 1] \geq \bar{\delta}^{-\sigma+\bar{\zeta}}.$$

This implies that

$$|T_\theta| \cdot \bar{\delta}^{-\sigma+\bar{\zeta}} \lesssim N_{\tilde{\vartheta}}(K_{\tilde{\vartheta}} \cap B(2)) \lesssim C_{\gamma} \cdot \bar{\delta}^{-\gamma},$$

and (4.57) follows by rearranging.

We next consider the projections of $K$ at scale $\bar{\delta}^{1/2}$, but we first do an initial reduction. Let $K_{\bar{\delta}^{1/2}}$ be a minimal cover of $K$ by discs of radius $\bar{\delta}^{1/2}$, so in particular $K \cap B \neq \emptyset$ for all $B \in K_{\bar{\delta}^{1/2}}$. Since $K \subset K \cap B(1)$, and $\mu(K) \geq \omega \cdot \delta^4\eta$, we have

$$\omega \cdot \delta^4\eta \cdot (\bar{\delta}^{1/2})^{-\gamma} \leq |K_{\bar{\delta}^{1/2}}| \leq N_{\bar{\delta}^{1/2}}(K \cap B(1)) \lesssim C_{\gamma} \cdot (\bar{\delta}^{1/2})^{-\gamma}.$$  

(4.58)

A disc $B \in K_{\bar{\delta}^{1/2}}$ is called heavy if

$$\mu(B \cap \tilde{K}) \geq (\mu(\tilde{K})/2C_\gamma) \cdot (\bar{\delta}^{1/2})^\gamma \geq \omega \cdot \delta^4\eta \cdot (\bar{\delta}^{1/2})^\gamma.$$  

(4.59)

Then, the total $\mu$ measure of the light (that is, non-heavy) discs if bounded from above by $|K_{\bar{\delta}^{1/2}}| \cdot (\mu(\tilde{K})/2C_\gamma) \cdot (\bar{\delta}^{1/2})^\gamma \leq \mu(\tilde{K})/2$. Therefore, if we replace $K$ by the intersection

$$\tilde{K} \cap \bigcup_{B \in K_{\bar{\delta}^{1/2}}} B,$$

(4.60)

then $\mu(\tilde{K}) \geq (\omega/2) \cdot \delta^4\eta$, and the key property (4.56) of $K$ remains valid (it is worth emphasising here that the high-multiplicity set in (4.56) is defined relative to $K$, not $\tilde{K}$). These are all the properties we will need in the sequel, so, without loss of generality, we may assume that all the discs in $K_{\bar{\delta}^{1/2}}$ are heavy.

Now, in order to consider the $\pi_{\theta_0}$ and $\pi_{\theta_1}$ projections of $K$ at scale $\bar{\delta}^{1/2}$, let $T_{\bar{\delta}^{1/2}}$ be a minimal cover of $\tilde{K}$ by tubes $T = \pi^{-1}\theta(I)$ with $I \in D_{\bar{\delta}^{1/2}}(\mathbb{R})$. It will be good to keep in mind that $|\theta_0 \ominus \theta_1| \leq \bar{\delta}^{1/2}$ by (4.54), so the $\pi_{\theta_0}$ and $\pi_{\theta_1}$ projections of $\tilde{K}$ are virtually indistinguishable at scale $\bar{\delta}^{1/2}$; for example

$$N_{\bar{\delta}^{1/2}}(\pi_{\theta_0}(\tilde{K})) \sim N_{\bar{\delta}^{1/2}}(\pi_{\theta_1}(\tilde{K})).$$

Also, even though the tubes in $T_{\bar{\delta}^{1/2}}$ were defined via the projection $\pi_{\theta_0}$, they still satisfy the following property for both $j \in \{0, 1\}$: the sets $\pi_{\theta_j}(B(1) \cap T)$ have bounded overlap as $T \in T_{\bar{\delta}^{1/2}}$ varies.

We now claim the following upper bound, assuming that $\delta > 0$ and $\eta > 0$ are sufficiently small:

$$N_{\bar{\delta}^{1/2}}(\pi_{\theta_0}(\tilde{K})) \sim |T_{\bar{\delta}^{1/2}}| \lesssim C_{\gamma} \cdot (\bar{\delta}^{1/2})^{\sigma-\gamma-4\bar{\zeta}}.$$  

(4.61)

The proof goes as follows. Every tube $T \in T_{\bar{\delta}^{1/2}}$ meets at least one (heavy!) ball $B_T \in K_{\bar{\delta}^{1/2}}$. We will shortly see that

$$N_{\bar{\delta}}(\pi_{\theta_j}(\tilde{K} \cap B)) \geq (\bar{\delta}^{1/2})^{\sigma-\gamma+2\bar{\zeta}}, \quad j \in \{0, 1\}, \quad B \in K_{\bar{\delta}^{1/2}},$$

(4.62)

so in particular this holds with $B = B_T$. Since the sets $\pi_{\theta_0}(\tilde{K} \cap B_T)$ have bounded overlap as $T$ varies in $T_{\bar{\delta}^{1/2}}$, it follows from (4.57) and (4.62) that

$$C_{\gamma} \cdot \delta^{\sigma-\gamma-\bar{\zeta}} \gtrsim N_{\tilde{\vartheta}}(\pi_{\theta_0}(\tilde{K})) \gtrsim |T_{\bar{\delta}^{1/2}}| \cdot (\bar{\delta}^{1/2})^{\sigma-\gamma+2\bar{\zeta}},$$

and then (4.61) follows by rearranging terms.
Let us then prove (4.62). Fix \( B \in \mathcal{K}_{\bar{\delta}/2} \), and keep in mind that \( \mu(B \cap \bar{K}) \geq \omega \cdot \delta^{4\eta} \cdot \tilde{\delta}^{\gamma/2} \), since all the balls in \( \mathcal{K}_{\bar{\delta}/2} \) are heavy. Let us first check that (4.62) follows if we manage to show the next claim: if \( \bar{T}_\delta = \pi_{\bar{\theta}_1}(I) \) is an arbitrary tube of width \( |I| = \delta \), then

\[
N_\delta(B \cap \bar{K} \cap \bar{T}_\delta) \leq (\tilde{\delta}^{1/2})^{-\sigma-\zeta}, \quad B \in \mathcal{K}_{\bar{\delta}/2}.
\]  

(4.63)

Indeed, since \( \mu(B \cap \bar{K}) \geq \omega \cdot \delta^{4\eta} \cdot (\tilde{\delta}^{1/2})^\gamma \) for all (heavy) discs \( B \in \mathcal{K}_{\bar{\delta}/2} \), we have

\[
N_\delta(B \cap \bar{K}) \geq \omega \cdot \delta^{4\eta} \cdot (\tilde{\delta}^{1/2})^{-\gamma}
\]

by the \((\gamma, C_\gamma)\)-regularity of \( \mu \). Combining this lower bound with (4.63) implies that it takes \( \geq \omega \cdot \delta^{4\eta} \cdot (\tilde{\delta}^{1/2})^{\sigma-\gamma+\zeta} \) tubes of the form \( \bar{T}_\delta = \pi_{\bar{\theta}_1}(I) \), with \( |I| = \delta \), to cover \( B \cap \bar{K} \).

This implies (4.62) for \( \delta, \eta > 0 \) small enough that \( \omega \cdot \delta^{4\eta} \geq \tilde{\delta}^{\zeta/2} \).

It remains to establish (4.63). Fix a tube \( \bar{T}_\delta := \pi_{\bar{\theta}_1}(I) \) with \( |I| = \delta \), and assume to the contrary that \( B \in \mathcal{K}_{\bar{\delta}/2} \) is a disc with

\[
N_\delta(B \cap \bar{K} \cap \bar{T}_\delta) \geq (\tilde{\delta}^{1/2})^{-\sigma-\zeta}.
\]  

(4.64)

Then, if \( x_0 \in B \cap \bar{K} \cap \bar{T}_\delta \) is arbitrary, note that \( B \subset B(x_0, 5\tilde{\delta}^{1/2}) \). From this, combined with (4.64), and assuming \( \delta > 0 \) sufficiently small in terms of \( \zeta \), it follows easily that

\[
\mathfrak{m}_{K, \bar{\theta}_1}(x_0 \mid [5\delta, 5\delta^{1/2}]) := N_{5\delta}(B(x_0, 5\delta^{1/2}) \cap K_{\bar{\delta}} \cap \pi_{\bar{\theta}_1}^{-1}(\pi_{\bar{\theta}_1}(x_0))) \geq (\tilde{\delta}^{1/2})^{-\sigma},
\]  

(4.65)

see Figure 1 for further details. In other words \( x_0 \in \bar{K} \cap H_{\bar{\theta}_1}(K, (\tilde{\delta}^{1/2})^{-\sigma}, [5\delta, 5\delta^{1/2}]) \). However, by the definition in (4.55), the set \( \bar{K} \) is a subset of \( K_{\bar{\theta}_1} \), and this \( K_{\bar{\theta}_1} \) by its definition in (4.53), contains no points of \( H_{\bar{\theta}_1}(K, (\tilde{\delta}^{1/2})^{-\sigma}, [5\delta, 5\delta^{1/2}]) \). Therefore (4.63) holds, and this completes the proof of (4.61).

We have now shown, in (4.61), that \( \bar{K} \) can be covered by \( C_{\gamma} \cdot (\tilde{\delta}^{1/2})^{-\sigma-4\zeta} \) tubes of the form \( T = \pi_{\theta_1}^{-1}(I), I \in \mathcal{D}_{\bar{\delta}/2}(\mathbb{R}) \), whose collection we denoted \( T_{\bar{\delta}/2} \). This implies that
the average tube in $T_{\delta/1/2}$ meets
\[ \gamma \geq C^{-1}_\gamma \cdot |K_{\delta/1/2}| \cdot (\delta^{1/2})^{-\sigma+4\zeta} \quad (4.58) \]
\[ \geq \omega \cdot \delta^{4\eta} \cdot (\delta^{1/2})^{-\sigma+4\zeta}, \]
discs in $K_{\delta/1/2}$. For technical convenience, we wish to arrange that the statement above holds for every tube in $T_{\delta/1/2}$, and this can be accomplished by another pruning argument, as follows. We say that a tube $T \in T_{\delta/1/2}$ is heavy if
\[ |\{ B \in K_{\delta/1/2} : B \cap T \neq \emptyset \}| \geq \omega \cdot \delta^{4\eta} \cdot (\delta^{1/2})^{-\sigma+4\zeta}, \]
for a suitable constant $\omega > 0$. Since $|K_{\delta/1/2}| \lesssim \omega \cdot \delta^{4\eta} \cdot (\delta^{1/2})^{-\gamma}$ by (4.58), and $|T_{\delta/1/2}| \lesssim C_\gamma \cdot (\delta^{1/2})^{\sigma-\gamma-4\zeta}$ as we just argued, the union of the light (non-heavy) tubes in $T_{\delta/1/2}$ intersects at most half of the discs in $K_{\delta/1/2}$, assuming that the "$\omega$" constant in the definition of heaviness above is chosen appropriately. We now redefine $K_{\delta/1/2}$ to be those discs in (former) $K_{\delta/1/2}$ which intersect a heavy tube, and we redefine $\tilde{K}$ to be the part of $K$ covered by the union of the (remaining) discs in $K_{\delta/1/2}$. We also restrict $T_{\delta/1/2}$ to the heavy tubes.

With this new notation, and taking $\delta, \eta > 0$ small enough so that $\omega \cdot \delta^{4\eta} \geq (\delta^{1/2})^{\zeta}$,
\[ |\{ B \in K_{\delta/1/2} : B \cap T \neq \emptyset \}| \geq \omega \cdot \delta^{4\eta} \cdot (\delta^{1/2})^{-\sigma+4\zeta} \geq (\delta^{1/2})^{-\sigma+5\zeta}, \quad T \in T_{\delta/1/2}. \quad (4.66) \]
Moreover, $K_{\delta/1/2}$ continues to satisfy the estimates from (4.58), namely $|K_{\delta/1/2}| \approx (\delta^{1/2})^{-\gamma}$. The tubes in $T_{\delta/1/2}$ need not quite cover $\tilde{K}$ any longer. This is because some disc in $K_{\delta/1/2}$ might have been initially half-half covered by a light tube and a heavy tube; then the ball was selected to the new $K_{\delta/1/2}$, but is not covered by the heavy tubes it touches. To fix this, we inflate the tubes in $T_{\delta/1/2}$ by a factor of 3 without changing notation: then $T_{\delta/1/2}$ consists of tubes of width $3\delta^{1/2}$, and
\[ \tilde{K} = \bigcup_{B \in K_{\delta/1/2}} \bigcup_{T \in T_{\delta/1/2}} (K \cap B \subset T). \quad (4.67) \]
We also write
\[ \tilde{K}_T := \bigcup_{B \in K_{\delta/1/2}} \bigcup_{T \in T_{\delta/1/2}} (K \cap B \subset T), \quad T \in T_{\delta/1/2}. \quad (4.68) \]
Since the tubes in $T_{\delta/1/2}$ are heavy (and since "$T$" now already refers to the 3-times inflated tubes), the cardinality of this union is bounded from below by (4.66), for every $T \in T_{\delta/1/2}$.

We would next like to show that for "most" of the tubes $T \in T_{\delta/1/2}$, the projections $\pi_{\theta_j}(\tilde{K}_T)$, for both $j \in \{0, 1\}$, are fairly small at scale $\delta$, say
\[ N_{\delta}(\pi_{\theta_j}(\tilde{K}_T)) \leq (\delta^{1/2})^{\sigma-\gamma-6\zeta}, \quad j \in \{0, 1\}. \quad (4.69) \]
The only clue available is (4.57), which controls the $\pi_{\theta_j}$-projections of the whole set $\tilde{K}$. For $j \in \{0, 1\}$ fixed, this can be easily used to show that there are only few tubes $T \in T_{\delta/1/2}$ such that (4.69) fails. Namely, if $T_{\delta/1/2,j} \subset T_{\delta/1/2}$ is the sub-family of "bad" tubes for which (4.69) fails, then it follows from (4.57), and the bounded overlap of the projections $\pi_{\theta_j}(\tilde{K}_T)$, $T \in T_{\delta/1/2}$, that
\[ |T_{\delta/1/2,j}| \cdot (\delta^{1/2})^{\sigma-\gamma-6\zeta} \lesssim N_{\delta}(\pi_{\theta_j}(\tilde{K})) \lesssim C_\gamma \cdot \delta^{\sigma-\gamma-\zeta}, \quad j \in \{0, 1\}, \]
and hence
\[ |T_{\delta/1/2,j}| \leq (\delta^{1/2})^{\sigma-\gamma+3\zeta}, \quad (4.70) \]
assuming that \( \delta \) is so small that the constants (implicit and \( C_\gamma \)) are bounded from above by \((\delta^{1/2})^{-\zeta}\). So, now we know that (4.69) can only fail for few tubes in \( T_{\bar{\delta}^{1/2}} \). What we really wanted was, instead, that (4.69) holds for "most" tubes in \( T_{\bar{\delta}^{1/2}} \). To deduce the latter statement from the former, we need to show that the families \( T_{\bar{\delta}^{1/2}} \) of "bad" tubes above only constitute a small fraction of all the tubes in \( T_{\bar{\delta}^{1/2}} \). According to (4.70), this follows if we manage to show that

\[
|T_{\bar{\delta}^{1/2}}| \geq (\delta^{1/2})^{-1+2\zeta}. \tag{4.71}
\]

The proof of (4.71) is extremely similar to the proof of the lower bound in (4.62). Instead of showing (4.71) directly, we prove that

\[
N_{\bar{\delta}^{1/2}}(K \cap T) \leq (\delta^{1/2})^{-\gamma - \zeta}, \quad T \in T_{\bar{\delta}^{1/2}}, \tag{4.72}
\]

which is roughly a reverse of (4.66). Once (4.72) has been established, (4.71) follows (assuming that \( \delta, \eta > 0 \) are small enough, as usual), since the union of the tubes in \( T_{\bar{\delta}^{1/2}} \) covers all the discs in \( K_{\bar{\delta}^{1/2}} \) by (4.67), and \([K_{\bar{\delta}^{1/2}}] \geq \omega \cdot \delta^{4\eta} \cdot (\delta^{1/2})^{-\gamma} \) by (4.58).

To prove (4.72), fix \( x_0 \in K \cap T \) arbitrary, and note that

\[
m_{K, \theta_0}(x_0 | [5\delta^{1/2}, 5]) = N_{\delta^{1/2}}(B(x_0, 5) \cap K_{\delta^{1/2}} \cap \pi_{\theta_0}^{-1}\{\pi_{\theta_0}(x_0)\}) \gtrsim N_{\delta^{1/2}}(K \cap T), \tag{4.73}
\]

using that \( K \subset K \subset B(1) \), and the width of \( T \) is \( 3\delta^{1/2} \). The geometry of the inequality in (4.73) is similar to the one depicted in Figure 1, the main difference being that the scales "\( \delta \)" and "\( \delta^{1/2} \)" are replaced by "\( \delta^{1/2} \)" and "\( 1 \). Since \( K \subset K_{\theta_0} \subset G_{\theta_0} \) by (4.56), we have

\[
x_0 \not\in H_{\theta_0}(K, (\delta^{1/2})^{-\sigma}, [5\delta^{1/2}, 5]),
\]

and hence the left hand side in (4.73) is no larger than \((\delta^{1/2})^{-\sigma}\). For \( \delta > 0 \) sufficiently small, this yields (4.72).

Combining (4.70)-(4.71), we see that if \( \delta > 0 \) is small enough, then only a small fraction of the tubes in \( T_{\bar{\delta}^{1/2}} \) lies in \( T_{\bar{\delta}^{1/2}, 0} \cup T_{\bar{\delta}^{1/2}, 1} \). In particular, we may find a tube \( T_0 \in T_{\bar{\delta}^{1/2}} \setminus [T_{\bar{\delta}^{1/2}, 0} \cup T_{\bar{\delta}^{1/2}, 1}] \). We gather the relevant properties of \( T_0 \) for future reference:

**Lemma 4.74.** There exists a tube \( T_0 \subset \mathbb{R}^2 \) of the form \( T_0 = \pi_{\theta_0}^{-1}(I_0) \), where \( I_0 \subset \mathbb{R} \) is an interval of length \( 3\delta^{1/2} \), such that \( T_0 \) has the following properties:

(K1) \(|\{B \in K_{\delta^{1/2}} : B \subset T_0\}| \geq (\delta^{1/2})^{-\sigma + 5\zeta} \) by (4.66), and all the balls \( B \in K_{\delta^{1/2}} \) here are heavy, that is, \( \mu(B \cap K) \geq \omega \cdot \delta^{4\eta} \cdot \delta^{\gamma/2} \), recall (4.59).

(K2) The set \( K_0 := G_{\theta_0} \cap G_{\theta_1} \) has small \( \pi_{\theta_j} \)-projections at scale \( \delta \) in the sense that \( N_{\delta}(\pi_{\theta_j}(K_0)) \leq (\delta^{1/2})^{\sigma - \gamma - 6\zeta} \) for each \( j \in \{0, 1\} \), see (4.69).

The properties (K1)-(K2) are, finally, the precise versions of (T1)-(T2).

4.7. **Statement of Shmerkin’s inverse theorem.** We pause the main line of the proof for a moment to introduce Shmerkin’s inverse theorem, and some associated notation.

**Definition 4.75** (\( \delta \)-measures and \( L^2 \)-norms). Let \( \delta \in 2^{-\mathbb{N}} \) be a dyadic rational. Then, any probability measure supported on the discrete set \( \delta \cdot \mathbb{Z} \cap [-1, 1] \) is called a \( \delta \)-measure. The \( L^2 \)-norm of a \( \delta \)-measure \( \mu \) is defined by

\[
\|\mu\|_{L^2} := \left( \sum_{z \in \delta \cdot \mathbb{Z}} \mu(\{z\})^2 \right)^{1/2}.
\]
Theorem 4.76 (Shmerkin). Given $\epsilon > 0$ and $m_0 \in \mathbb{N}$, there are $\kappa = \kappa(\epsilon, m_0) > 0$ and $m \geq m_0$ such that the following holds for all large enough $N \in \mathbb{N}$. Let $\delta = (2^{-m})^N$, and let $\eta_1, \eta_2$ be $\delta$-measures such that
\[
\|\eta_1 \ast \eta_2\|_{L^2} \geq \delta^\kappa \|\eta_1\|_{L^2}.
\] (4.77)
Then, there exist ($\delta$-separated) sets $U \subset \text{spt} \eta_1$ and $V \subset \text{spt} \eta_2$ such that
\[
\|\eta_1|U\|_{L^2} \geq \delta^\kappa \|\eta_1\|_{L^2} \quad \text{and} \quad \eta_2(V) \geq \delta^\kappa,
\]
and the following properties hold:

(A) there is a sequence $(R^1_s)_{s=0}^{N-1} \subset \{1, \ldots, 2^m\}^{N-1}$, such that
\[
N(U \cap I, 2^{-(s+1)m}) = R^1_s
\]
for all dyadic intervals $I$ of length $2^{-ms}$ intersecting $U$, (B) there is a sequence $(R^2_s)_{s=0}^{N-1} \subset \{1, \ldots, 2^m\}^{N-1}$, such that
\[
N(V \cap I, 2^{-(s+1)m}) = R^2_s
\]
for all dyadic intervals $I$ of length $2^{-ms}$ intersecting $V$.

For each $s \in \{0, \ldots, N-1\}$, either $R^2_s = 1$ or $R^1_s \geq 2^{(1-\epsilon)m}$, and the set $S = \{s : R^1_s \geq 2^{(1-\epsilon)m}\}$ satisfies
\[
m|S| \geq \log \|\eta_2\|_{L^2}^{-2} - \epsilon \log_2 \delta.
\] (4.78)

Remark 4.79. The numbers $R^1_s$ are the branching numbers of the measures $\eta_j$; this terminology is heuristically useful, but imprecise, since the numbers $R^1_s$ may depend on the specific choices of $U$ and $V$. If this imprecision is tolerated, and if $R^1_s \geq 2^{\alpha m}$ for all $s \in \{0, \ldots, N-1\}$, then we might say that "$\eta_j$ has $\alpha$-dimensional branching at all scales". This terminology was used in the proof outline, Section 1.1.

4.8. Deriving a product structure from $\tilde{K}_0$. We return to the main line of the argument. Based on the properties (K1)-(K2) of the set $\tilde{K}_0 = \tilde{K}_{T_0}$, we will construct a pair of $\tilde{\delta}$-measures $\eta_1, \eta_2$ which eventually contradict the statement of Shmerkin’s inverse theorem. This contradiction will show that our counter assumption (4.12) must be false, and the proof of Proposition 3.18 will be completed.

To simplify notation a little, we assume without loss of generality that $T_0$ is the tube
\[
T_0 = \pi_{\theta_0}^{-1}(I_0), \quad \text{where} \quad I_0 := [0, 3\tilde{\delta}^{1/2}].
\]
We will also assume that $3\tilde{\delta}^{1/2}$ is a dyadic rational. Let $T_{\tilde{\delta}}$ be a minimal cover of $\tilde{K}_0$ with tubes of the form $\pi_{\theta_0}^{-1}(I)$, where $I \in D_{\tilde{\delta}}(\mathbb{R})$; a more accurate notation would be $T_{\theta_0, \tilde{\delta}}$, but the choice between $\theta_0$ and $\theta_1$ at this point is completely arbitrary. Then the tubes in $T_{\tilde{\delta}}$ are all contained in $T_0$, or in other words $I \subset I_0$, since $\tilde{K}_0 \subset T_0$, recall (4.68). Moreover,
\[
|T_{\tilde{\delta}}| \leq (\tilde{\delta}^{1/2})^{\sigma - \gamma - 6\epsilon}
\] (4.80)
according to property (K2). We also let $K_{\tilde{\delta}/2}(T_0) := \{B \in K_{\tilde{\delta}/2} : B \subset T_0\}$, and we write
\[
2\kappa := |K_{\tilde{\delta}/2}(T_0)| \overset{(K1)}{\geq} (\tilde{\delta}^{1/2})^{-\sigma + 5\epsilon}.
\] (4.81)
For purposes in the distant future, we next want to remove from $\mathcal{T}_\delta$ a few tubes which have a relatively sparse intersection with $\mathcal{K}_0$. To make this precise, and motivate the numerology, we introduce some notation. For $B \in \mathcal{K}_{\tilde{\delta}/2}(T_0)$, let

$$\mathcal{K}_{\tilde{\delta}}(B)$$

be a minimal cover of $\mathcal{K}_0 \cap B$ by discs of radius $\tilde{\delta}$, (4.82)

so in particular $B_{\tilde{\delta}} \cap \mathcal{K} \cap B \neq \emptyset$ for all $B_{\tilde{\delta}} \in \mathcal{K}_{\tilde{\delta}}(B)$. Recall that each disc $B \in \mathcal{K}_{\tilde{\delta}/2}$ satisfies $\mu(B \cap \mathcal{K}) \geq \omega \cdot \delta^{4\eta} \cdot \delta^{-\gamma}$ by (K1), so the $(\gamma, C\gamma)$-regularity of $\mu$ implies

$$\omega \cdot \delta^{4\eta} \cdot (\delta^{1/2})^{-\gamma} \leq |\mathcal{K}_{\tilde{\delta}}(B)| \leq C\gamma \cdot (\delta^{1/2})^{-\gamma}, \quad B \in \mathcal{K}_{\tilde{\delta}/2}(T_0).$$

(4.83)

By discarding at most $\frac{1}{2}$ of the $\mu$ measure of $\mathcal{K}_0 \cap B$, we may assume that all the discs in $\mathcal{K}_{\tilde{\delta}}(B)$ are heavy, meaning this time that

$$\mu(B_{\tilde{\delta}}) \geq \omega \cdot \delta^{4\eta} \cdot \delta^{-\gamma}, \quad B_{\tilde{\delta}} \in \mathcal{K}_{\tilde{\delta}}(B).$$

(4.84)

We then define $\mathcal{K}_{\tilde{\delta}}$ to be the union of the heavy discs in $\mathcal{K}_{\tilde{\delta}}(B)$ intersected with $\mathcal{K}_0$. We let $\mathcal{K}_{\tilde{\delta}}$ be the union of all the families $\mathcal{K}_{\tilde{\delta}}(B)$, with $B \in \mathcal{K}_{\tilde{\delta}/2}(T_0)$. Thus

$$\omega \cdot \delta^{4\eta} \cdot \mathcal{M} \cdot (\delta^{1/2})^{-\gamma} \leq |\mathcal{K}_{\tilde{\delta}}| \leq C\gamma \cdot \mathcal{M} \cdot (\delta^{1/2})^{-\gamma}. (4.85)$$

We also recall from (4.63) that if $T = T_{\delta} = \pi_{\delta_0}^{-1}(I)$ is an arbitrary tube with $|I| = \delta$, in particular if $T \in \mathcal{T}_\delta$, and if $B \in \mathcal{K}_{\tilde{\delta}/2}(T_0) \subset \mathcal{K}_{\tilde{\delta}/2}$, then

$$|\{B_{\tilde{\delta}} \in \mathcal{K}_{\tilde{\delta}}(B) : T \cap B_{\tilde{\delta}} \neq \emptyset\}| \lesssim N_{\tilde{\delta}}(B \cap \mathcal{K} \cap T) \leq (\delta^{1/2})^{-\gamma - \tilde{\gamma}}. (4.86)$$

Therefore, it is reasonable to define that $T \in \mathcal{T}_\delta$ is $B$-dense if

$$|\{B_{\tilde{\delta}} \in \mathcal{K}_{\tilde{\delta}}(B) : T \cap B_{\tilde{\delta}} \neq \emptyset\}| \gtrsim (\delta^{1/2})^{-\gamma + \tilde{\gamma}}, (4.87)$$

and otherwise $T$ is $B$-sparse. In particular, a $B$-dense tube satisfies

$$\mu(\mathcal{K}_B \cap 2T) \geq \omega \cdot \delta^{4\eta} \cdot (\delta^{1/2})^{-\gamma + \tilde{\gamma}} \cdot \delta^{-\gamma}, (4.88)$$

since $2T$ contains $\geq (\delta^{1/2})^{-\gamma + \tilde{\gamma}}$ discs in $\mathcal{K}_{\tilde{\delta}}(B)$, all of which are heavy in the sense (4.84). Then, we say that $T \in \mathcal{T}_\delta$ is $\mathcal{K}_0$-sparse if

$$|\{B \in \mathcal{K}_{\tilde{\delta}/2}(T_0) : T \text{ is } B\text{-dense}\}| \leq \mathcal{M} \cdot \delta^{\tilde{\gamma}}. (4.89)$$

Otherwise $T$ is $\mathcal{K}_0$-dense. This numerology is also sensible, because each tube $T \in \mathcal{T}_\delta$ can meet at most $\mathcal{M}$ discs in $\mathcal{K}_{\tilde{\delta}/2}(T_0)$ (namely all of them). We next claim that a small fraction of all the discs $B \in \mathcal{K}_0$ intersect some $\mathcal{K}_0$-sparse tube, which will allow us to restrict attention to $\mathcal{K}_0$-dense tubes in the sequel. Using the uniform upper bound (4.86), every fixed $\mathcal{K}_0$-sparse tube $T \in \mathcal{T}_\delta$ satisfies

$$|\{B_{\tilde{\delta}} \in \mathcal{K}_{\tilde{\delta}} : T \cap B_{\tilde{\delta}} \neq \emptyset\}| \leq \sum_{\substack{B \in \mathcal{K}_{\tilde{\delta}/2}(T_0) \atop T \text{ is } B\text{-dense}}} |\{B_{\tilde{\delta}} \in \mathcal{K}_{\tilde{\delta}}(B) : T \cap B_{\tilde{\delta}} \neq \emptyset\}| + \sum_{\substack{B \in \mathcal{K}_{\tilde{\delta}/2}(T_0) \atop T \text{ is } B\text{-sparse}}} \ldots$$

$$\lesssim \mathcal{M} \cdot (\delta^{1/2})^{-\sigma - \tilde{\gamma}} + \mathcal{M} \cdot (\delta^{1/2})^{-\sigma + \tilde{\gamma}} \leq 2 \cdot \mathcal{M} \cdot (\delta^{1/2})^{-\sigma + \tilde{\gamma}}.$$
we may finally infer that if $\delta, \eta > 0$ are small enough, there exist $\geq \frac{1}{2} \cdot |K_{\delta}|$ discs in $K_{\delta}$ which intersect some $K_{0}$-dense tube in $T_{\delta}$. After this observation, we discard all $K_{0}$-sparse tubes from $T_{\delta}$ without changing notation; in other words, we assume in the sequel that all the tubes in $T_{\delta}$ are $K_{0}$-dense, and in particular if $T \in T_{\delta}$, then (4.88) holds for at least $\mathfrak{M} \cdot \delta^{8\epsilon}$ choices of discs $B \in K_{3/2}(T_{0})$.

Before proceeding, we claim the following almost converse to (4.80):

$$|T_{\delta}| \geq (\delta^{1/2})^{\sigma - \gamma + 2\epsilon},$$

assuming that $\delta, \eta > 0$ are sufficiently small. Indeed, according to (4.81) and (4.86), every tube $T \in T_{\delta}$ intersects $\geq \mathfrak{M} \cdot (\delta^{1/2})^{-\sigma - \epsilon}$ discs in $K_{\delta}$. But since the tubes in $T_{\delta}$ in total intersect $\geq \frac{1}{2} \cdot |K_{\delta}| \geq \omega \cdot \delta^{4\eta} \cdot \mathfrak{M} \cdot (\delta^{1/2})^{-\gamma}$ discs in $K_{\delta}$, the lower bound (4.89) follows.

Recall that the tubes in $T_{\delta}$ have the form $T = \pi_{\delta}^{-1}(I_{T})$, where $I_{T} \subset I_{0}$ is an interval of length $\delta$. Therefore, the left end-points of the intervals $I_{T}$, with $T \in T_{\delta}$, form a certain finite subset $A_{1} \subset \delta \cdot \mathbb{Z} \cap I_{0}$. In other words, $A_{1}$ consists of those points $x \in \delta \cdot \mathbb{Z} \cap I_{0}$ such that $T_{x} := \pi_{\delta}^{-1}([x, x + \delta]) \in T_{\delta}$. In particular, keep in mind that such tubes $T_{x}$ are all $K_{0}$-dense (this will be needed in Section 4.11, which is still relatively far away). We record the following corollary of (4.80) and (4.89):

$$\left(\delta^{1/2}\right)^{\sigma - \gamma + 2\epsilon} (4.89) \leq |A_{1}| = |T_{\delta}| (4.80) \leq \left(\delta^{1/2}\right)^{\sigma - \gamma - 6\epsilon}. (4.90)$$

Let $\Pi_{1}$ be the uniformly distributed probability measure on $A_{1}$. Then

$$\text{spt } \Pi_{1} = A_{1} \subset [0, 3\delta^{1/2}] \cap \delta \cdot \mathbb{Z}. (4.91)$$

This measure is a $\delta$-measure in the sense of Definition 4.75. We note that

$$\|\Pi_{1}\|_{L_{2}} = \left(\sum_{a \in A_{1}} \Pi_{1}\{(a)\}^{2}\right)^{1/2} = |A_{1}|^{1/2} = |T_{\delta}|^{-1/2} (4.89) \leq \left(\delta^{1/2}\right)^{(\gamma - \sigma - 2\epsilon)/2}. (4.92)$$

We next define another discrete measure, associated to the $y$-coordinates of the discs $B \in K_{3/2}(T_{0})$. In fact, for every $B \in K_{3/2}(T_{0})$, let

$$y_{B} \in \left(\delta^{1/2} \cdot \mathbb{Z}\right) \cap \pi_{x}(B),$$

where $\pi_{x}(x, y) = y$ is the projection to the $y$-coordinate. This point exists, since $\pi_{x}(B)$ is an interval of length $2\delta^{1/2}$. We also note that $\pi_{x}(B) \subset [-2, 2]$, since $B$ intersects $\bar{K}$, hence $B(1)$. Next, let $A_{2} := \{y_{B} : B \in K_{\delta/2}\}$, and let $\Pi_{2}$ be the uniformly distributed probability measure on $A_{2}$. Then

$$\text{spt } \Pi_{2} = A_{2} \subset [-2, 2] \cap \left(\delta^{1/2} \cdot \mathbb{Z}\right). (4.93)$$

Thus $\Pi_{2}$ is a $\delta^{1/2}$-measure, and

$$\|\Pi_{2}\|_{L_{2}} = \left(\sum_{a \in A_{2}} \Pi_{2}\{(a)\}^{2}\right)^{1/2} = |A_{2}|^{1/2} = \mathfrak{M}^{-1/2} (4.81) \leq \left(\delta^{1/2}\right)^{(\sigma - 5\epsilon)/2}. (4.94)$$

Now $\Pi := \Pi_{1} \times \Pi_{2}$ is a discrete probability measure supported on $A_{1} \times A_{2}$, but it is not evident that $\Pi$ has anything to do with the set $\bar{K}_{0} = \bar{K}_{T_{0}}$. To clarify the connection, we need to define a certain subset of $A_{1} \times A_{2}$ of substantial $\Pi$-measure. Recall that that every point $x \in A_{1}$ was the left end-point of a certain $\delta$-interval $I_{x} = [x, x + \delta] \subset [0, 3\delta^{1/2}]$ such
that \( T_x = \pi_{\theta_0}^{-1}(I_x) \in T_{\delta} \). Similarly, recall that every point \( y \in A_2 \) was contained in the \( \pi_x \)-projection of a certain disc \( B_y \in K_{\delta/2}(T_0) \). With this notation, we define
\[
G := \{(x, y) \in A_1 \times A_2 : T_x \cap B_{\delta} \neq \emptyset \text{ for some } B_{\delta} \in K_{\delta}(B_y)\}. \tag{4.95}
\]
Morally, \( G \) consists of those tube-disc pairs \( (T, B) \in T_{\delta} \times K_{\delta/2}(T_0) \), where \( T \) intersects (the \( \delta \)-neighbourhood of) \( K \) inside \( B \). Note that if \( x \in A_1 \), then \( T_x \) is a \( K_{\delta} \)-dense tube, so \( T_x \cap B_{\delta} \neq \emptyset \) for some \( B_{\delta} \in K_{\delta/2}(B) \) (see (4.87)) for \( \exists M \cdot \delta^{8\zeta} \) distinct discs \( B \in K_{\delta/2}(T_0) \).

In other words,
\[
|\pi_1^{-1}(x) \cap G| \geq M \cdot \delta^{8\zeta}, \quad x \in A_1,
\]
and consequently (recall that \( |A_2| \sim M \))
\[
\Pi(G) = \frac{|G|}{|A_1||A_2|} \gtrsim \delta^{8\zeta}. \tag{4.96}
\]

4.9. From projections to convolutions. While constructing the sets \( A_1, A_2, G \) above, all the arguments were based on the structure of \( K_0 = K_{T_0} \) relative to tubes which were pre-images of intervals under the \( \pi_{\theta_0} \)-projection. Next, we exploit the information available for the \( \pi_{\theta_1} \)-projection in (K2), namely that
\[
N_\delta(\pi_{\theta_1}(K_0)) \leq (\delta^{1/2})^{\sigma-\gamma-6\zeta}. \tag{4.97}
\]
The plan is, roughly speaking, to use (4.97) to show that the convolution between \( \Pi_1 \) and \( (\theta_1 - \theta_0)\Pi_2 \) has nearly the same \( L^2 \)-norm as \( \Pi_1 \), where \( (\theta_1 - \theta_0)\Pi_2 \) refers to the push-forward of \( \Pi_2 \) under the map \( y \mapsto (\theta_1 - \theta_0)y \). This will be quantified in (4.101). To get started, we claim that there exists an absolute constant \( C > 0 \) such that
\[
\pi_{\theta_1 - \theta_0}(G) \subset [\pi_{\theta_1}(K_0)]_{C\delta}, \tag{4.98}
\]
where \( G \subset A_1 \times A_2 \) is the set defined in (4.95), and the right hand side refers to the \( C\delta \)-neighbourhood. To prove (4.98), fix \( (x, y) \in G \), so that \( T_x \cap B_{\delta} \neq \emptyset \) for some \( B_{\delta} \in K_{\delta/2}(B_y) \), where \( B_y \in K_{\delta/2}(T_0) \). Here \( T_x = \pi_{\theta_0}^{-1}(I_x) \) for some interval \( I_x \in D_{\delta}(\mathbb{R}) \), whose left end-point is \( x \). Then we know the following:

1. \( x \in I_x \) and \( y \in \pi_x(B_y) \) by definitions of \( T_x \) and \( B_y \).
2. There exists a point \( (x_0, y_0) \in T_x \cap B_{\delta} \) and \( B_{\delta} \in K_{\delta}(B_y) \), so \( B_{\delta} \cap K_0 \cap B_y \neq \emptyset \) (recall from (4.82) that \( K_{\delta}(B_y) \) was a minimal \( \delta \)-cover of \( K_0 \cap B_y \)). In particular, \( \text{dist}((x_0, y_0), K_0) \leq \delta \) and \( \text{dist}((x_0, y_0), B_y) \leq \delta \).

From (2), we first deduce that \( \pi_{\theta_0}(x_0, y_0) \in I_x \), hence
\[
|(x_0 + \theta_0 y_0) - x| \leq \delta.
\]
Also, from (1)-(2) it follows that \( |y_0 - y| \lesssim \delta^{1/2} \). Therefore, recalling also from (4.54) that \( |\theta_0 - \theta_1| \leq \delta^{1/2} \), we find
\[
|\pi_{\theta_1}(x_0, y_0) - \pi_{\theta_1 - \theta_0}(x, y)| = |(x_0 + \theta_1 y_0) - (x + (\theta_1 - \theta_0)y)|
\leq |(x_0 + \theta_0 y_0) - x| + |\theta_1 - \theta_0| \cdot |y_0 - y| \lesssim \delta.
\]
Since \( \pi_{\theta_1}(x_0, y_0) \in [\pi_{\theta_1}(K_0)]_{\delta} \) by (2), we conclude the proof of (4.98). Combining (4.97)-(4.98), we obtain
\[
N_\delta(\pi_{\theta_1 - \theta_0}(G)) \lesssim (\delta^{1/2})^{\sigma-\gamma-6\zeta}. \tag{4.99}
\]
We abbreviate \( \theta := \theta_1 - \theta_0 \) from now on. Combined with the lower bound (4.96) for the \( \Pi \)-measure of \( G \), we will shortly infer from (4.99) a lower bound for the \( L^2 \)-norm of
the projection \(\pi_0\Pi\). To make this perfectly precise, we will need an additional piece of notation. We would prefer \(\pi_0\) to map \(\mathbb{R}^2\) inside the discrete set \(\delta \cdot \mathbb{Z}\). So, let us, in place of \(\pi_0\), consider the map \(\tilde{\pi}_0: \mathbb{R}^2 \to \delta \cdot \mathbb{Z}\),

\[
\tilde{\pi}_0 := [x] + [\theta y],
\]

where \([r] \in \delta \cdot \mathbb{Z}\) and \(0 \leq c < \delta\) are determined by \(r = [r] + c\). Now it follows from (4.99) that

\[
|\tilde{\pi}_0(G)| \leq (\delta^{1/2})^{\sigma - \gamma - 6\zeta}.
\]

(4.100)

The benefit of considering the projection \(\tilde{\pi}_0\) is that the \(\tilde{\pi}_0\)-projection of \(\Pi\) can be expressed as the following convolution:

\[
\tilde{\pi}_0(\Pi) = [\Pi_1] * [\theta \Pi_2] = \Pi_1 * [\theta \Pi_2]
\]

where \([\theta \Pi_2]\) refers to the push-forward of \(\Pi_2\) under the map \(y \mapsto [\theta y]\) (recall from (4.91) that \(\Pi_1\) is already supported on \(\delta \cdot \mathbb{Z}\), so \([\Pi_1] = \Pi\)). Note that both \(\Pi_1\) and \([\theta \Pi_2]\) are discrete measures supported on \(\delta \cdot \mathbb{Z}\), so the same is true for their convolution. From the facts \((\Pi_1 \times \Pi_2)(G) = \Pi(G) \geq \delta^{8\zeta}\) (recall (4.96)) and (4.100), we can deduce the following lower bound for the (discrete) \(L^2\)-norm of this convolution:

\[
\delta^{8\zeta} \lesssim \sum_{z \in \tilde{\pi}_0(G)} \tilde{\pi}_0(\Pi|_{\{z\}}) \lesssim |\tilde{\pi}_0(G)|^{1/2} \left( \sum_{z \in \delta \cdot \mathbb{Z}} |\tilde{\pi}_0(\Pi)(\{z\})|^2 \right)^{1/2} \lesssim (\delta^{1/2})^{(\sigma - \gamma - 6\zeta)/2} \cdot \|\Pi_1 * [\theta \Pi_2]\|_{L^2},
\]

or in other words

\[
\|\Pi_1 * [\theta \Pi_2]\|_{L^2} \gtrsim (\delta^{1/2})^{(\gamma - \sigma + 22\zeta)/2} \geq \delta^{6\zeta} \cdot \|\Pi_1\|_{L^2}. \tag{4.101}
\]

The lower bound (4.101) will eventually place in a position to apply Shmerkin’s inverse theorem, Theorem 4.76. Since \(|\theta| = |\theta_1 - \theta_0| \leq \delta^{1/2}\) by (4.54), both \(\Pi_1\) and \([\theta \Pi_2]\) are probability measures supported on \([-\delta^{1/2}, \delta^{1/2}] \cap \delta \cdot \mathbb{Z} \subset [-1, 1] \cap \delta \cdot \mathbb{Z}\).

To close this section, we record an upper bound for the \(L^2\)-norm of \([\theta \Pi_2]\). This is based on the following elementary observation: since \(|\theta| \geq \delta^{(1+\epsilon)/2}\) by (4.54), we have

\[
|\{y \in \delta^{1/2} \cdot \mathbb{Z} : [\theta y] = z\}| \lesssim \delta^{-\epsilon/2}, \quad z \in \delta \cdot \mathbb{Z}. \tag{4.102}
\]

Indeed, if \([\theta y_1] = [\theta y_2]\), then certainly \(|\theta| \cdot |y_1 - y_2| \leq \delta\), hence \(|y_1 - y_2| \lesssim \delta^{1/2} - \epsilon/2\). But any fixed interval of length \(\sim \delta^{1/2} - \epsilon/2\) contains \(\lesssim \delta^{-\epsilon/2}\) points from \(\delta^{1/2} \cdot \mathbb{Z}\), and this implies (4.102). Now, recall from (4.93) that \(\Pi_2\) was defined to be the uniform probability measure on the set \(A_2 \subset [-2, 2] \cap \delta^{1/2} \cdot \mathbb{Z}\), and \(|A_2| \sim \mathfrak{M}, \text{so } \Pi_2(\{y\}) \sim \mathfrak{M}^{-1}\) for all \(y \in A_2\). Hence, it follows from (4.102), and \(|[\theta A_2]| \leq |A_2| \sim \mathfrak{M}\), that

\[
\|[\theta \Pi_2]\|_2 = \left( \sum_{z \in \theta A_2} [\theta \Pi_2](\{z\})^2 \right)^{1/2} \lesssim (\mathfrak{M} \cdot \mathfrak{M}^{-2} \cdot \delta^{-\epsilon})^{1/2} = \delta^{-\epsilon/2} \cdot \mathfrak{M}^{-1/2} \lesssim (\delta^{1/2})^{(\sigma - 5\zeta)/2 - \epsilon} \leq (\delta^{1/2})^{\sigma/2 - 3\zeta - \epsilon}. \tag{4.103}
\]
4.10. **Applying Shmerkin’s inverse theorem.** We now arrive at the core of the proof of Proposition 3.18: the proof will be formally concluded in this section, although some technicalities will spill over to the next one. In (4.101), we have seen that $\Pi_1$ and $[\theta\Pi_2]$ are $\delta$-measures with the property

$$\|\Pi_1 \ast [\theta\Pi_2]\| \gtrsim \delta^{2c} \|\Pi_1\|_{L^2}. \quad (4.104)$$

This places us in a position to apply Shmerkin’s inverse theorem, Theorem 4.76. We have already fixed the parameters "$\epsilon" and "m_0" a while ago, in Section 4.1. In particular, they were chosen so that the following holds for all $m \geq m_0$:

$$\gamma - \sigma + 10\zeta_0 < (1 - \alpha - \epsilon)(\sigma - 10(\epsilon + \zeta_0)) + (1 - \rho)(1 - \frac{\delta(\epsilon + \zeta_0)}{\alpha \rho} - \frac{10C_0}{\alpha \rho m})\alpha. \quad (4.105)$$

The constants "$\epsilon, \rho, \zeta_0$" only depended on $\alpha, \beta, \sigma$, while "$m_0$" additionally depended on $C_\alpha$ (as is evident from the inequality above). Now, Theorem 4.76 tells us that associated with these two parameters "$\epsilon" and "$m_0" there correspond constants $\kappa = \kappa(\epsilon, m_0) > 0$, and $m \geq m_0$, such that if

$$\bar{\delta} = (2^{-m})^N \quad (4.106)$$

for some sufficiently large integer $N \geq 1$, and if $\eta_1, \eta_2$ are any $\bar{\delta}$-measures satisfying

$$\|\eta_1 \ast \eta_2\| \gtrsim \delta^c \|\eta_1\|_{L^2}, \quad (4.107)$$

then interesting things start to happen. We have previously established that our specific $\bar{\delta}$-measures $\eta_1 = \Pi_1$ and $\eta_2 = [\theta\Pi_2]$ satisfy (4.104), and (4.107) follows if $6\zeta = 6O(\tau)\zeta < \kappa(\epsilon, m_0)$. This is indeed one of the restrictions on the parameter "$\zeta" which we imposed in (4.11) (and this was made completely precise in (4.36)), so interesting things do happen: there exist sets $U \subset \text{spt} \Pi_1 = A_1$ and $V \subset \text{spt}[\theta\Pi_2] = A_2$ such that

$$\Pi_1(U) \geq \bar{\delta}^{2c} \quad \text{and} \quad [\theta\Pi_2](V) \geq \bar{\delta}^c, \quad (4.108)$$

(the first condition is equivalent to "$\|\Pi_1|_U\|_{L^2} \geq \bar{\delta}^c \|\Pi_1\|_{L^2}$" since $\Pi_1$ is the uniformly distributed measure on $A_1$) and the following properties hold:

(A) there is a sequence $(R^1_s)_{s=0}^{N-1} \subset \{1, \ldots, 2^m\}^{N-1}$, such that

$$N(U \cap I, 2^{-s+(s+1)m}) = R^1_s \quad (4.109)$$

for all dyadic intervals $I$ of length $2^{-m}d$ intersecting $U$, 

(B) there is a sequence $(R^2_s)_{s=0}^{N-1} \subset \{1, \ldots, 2^m\}^{N-1}$, such that

$$N(V \cap I, 2^{-s+(s+1)m}) = R^2_s \quad (4.109)$$

for all dyadic intervals $I$ of length $2^{-m}d$ intersecting $V$.

For each $s \in \{0, \ldots, N - 1\}$, either $R^2_s = 1$ or $R^1_s \geq 2^{(1-\epsilon)m}$, and the set $S = \{s : R^1_s \geq 2^{(1-\epsilon)m}\}$ satisfies

$$m|S| \geq \log \||\theta\Pi_2||^2 \quad (4.109)$$

Based on the information above, we compute a preliminary lower bound for the cardinality of the set $U$, and hence $A_1 \supset U$. The cardinality of $U$ equals the product of the "branching" numbers $R^1_s$, $s \in \{0, \ldots, N - 1\}$, and hence

$$|A_1| \geq |U| = \prod_{s=0}^{N-1} R^1_s \geq \prod_{s \in S} 2^{(1-\epsilon)m} \times \prod_{s \notin S} R^1_s = 2^{(1-\epsilon)m|S|} \times \prod_{s \notin S} R^1_s.$$
From (4.109) and (4.103) we can obtain a decent lower bound on the first factor, but the second factor needs more work. It turns out that, thanks to the regularity of the measure \( \mu_A \), we can prove an "almost uniform" lower bound on the numbers \( R^1_s \):

**Lemma 4.110.** For any \( \rho \in (0, 1) \) (in particular the constant \( \rho = \rho(\alpha, \beta, \sigma) \) chosen in Section 4.1), there exists a subset of indices

\[
G \subset \{N/2, \ldots, N - 1\} \quad \text{with} \quad |G| \geq \left(1 - \left[\frac{2\zeta + 4\epsilon}{\alpha \rho} + \frac{5C_\alpha}{\alpha \rho m}\right]\right) \cdot \frac{N}{2}
\]  

(4.111)

with the property that

\[
R^1_s \geq 2^{(1-\rho)\alpha m}, \quad s \in G.
\]  

(4.112)

Before proving Lemma 4.110, we use it to conclude our estimation for \( |A_1| \):

\[
|A_1| \geq 2^{(1-\epsilon)m|S|} \times \prod_{s \in G \setminus S} R^1_s \geq 2^{(1-\epsilon)m|S|} \cdot 2^{(1-\rho)\alpha m(|G| - |S|)} \geq 2^{(1-\rho)\alpha m|G|}.
\]  

(4.113)

From (4.109) and (4.103), we further infer that

\[
m|S| \geq \log \left[ \frac{\|	heta\Pi_{x}\|_{L^2}^2 - \epsilon \log(1/\delta)}{\log(1/\delta)} \right] \geq (\frac{s}{2} - 3\zeta - 2\epsilon) \log(1/\delta).
\]  

Comparing the ensuing lower bound for \( |A_1| \) with the upper bound obtained in (4.90), and noting that \( 2^{-mN/2} = \delta^{1/2} \) with our notation (by (4.106)), we obtain

\[
(\delta^{1/2})^{\sigma - \gamma - 6\zeta} (4.111)-(4.113) \geq |A_1| \geq (\delta^{1/2})^{-(1-\rho)\alpha \left(1 - \left[\frac{2\zeta + 4\epsilon}{\alpha \rho} + \frac{5C_\alpha}{\alpha \rho m}\right]\right)}
\]

This inequality however contradicts our choices of parameters at (4.105), assuming that \( 6\zeta = 6O(\tau)\zeta \leq \zeta_0 \). Finally, therefore, a contradiction has been obtained: (4.104) cannot hold, hence (4.12) cannot hold for \( \delta, \eta > 0 \) small enough (depending on all the constants \( \alpha, \beta, C_\alpha, C_\beta, \sigma, \tau, \Delta_0, \eta_\alpha \), as we have seen). The proof of Proposition 3.18 is complete.

### 4.11 Lower bounds for branching numbers

It remains to prove Lemma 4.110. We start by defining the following collection of tubes:

\[
\mathcal{T}_U := \{ \pi_{\theta_0}^{-1}(2I_x) : x \in U \}.
\]  

(4.114)

Here \( I_x \in D_{\delta}(\mathbb{R}) \) refers to the dyadic interval whose left endpoint is \( x \in U \subset A_1 \). So, \( \mathcal{T}_U \) is a sub-collection of \( \mathcal{T}_\delta \), except that all the tubes have been thickened by a factor of 2. We also write \( \mathcal{T}_U := \cup \mathcal{T}_U \). We claim the following: if \( \delta > 0 \) is sufficiently small, then there exists a disc \( B_0 \in \mathcal{K}_{\delta^{1/2}}(T_0) \) such that

\[
\mu(B_0 \cap \mathcal{T}_U) \geq (\delta^{1/2})^{\gamma + 2\epsilon + 4\epsilon}.
\]  

(4.115)

The proof is based on our arrangement that all the tubes \( T \in \mathcal{T}_\delta \), and in particular \( T \in \mathcal{T}_U \), are \( K_0 \)-dense. We recall from (4.88) that this means that

\[
\mu(\hat{K}_B \cap \pi_{\theta_0}^{-1}(2I_x)) \geq \omega \cdot \delta^{4\epsilon} \cdot (\delta^{1/2})^{-\sigma + 7\zeta} \cdot \delta^\gamma \cdot \pi_{\theta_0}^{-1}(2I_x) \in \mathcal{T}_U.
\]  

(4.116)

holds for at least \( \mathbb{M} \cdot \delta^{8\epsilon} \) different choices of \( B \in \mathcal{K}_{\delta^{1/2}}(T_0) \). As the following computation shows, this will imply that the average disc \( B \in \mathcal{K}_{\delta^{1/2}}(T_0) \) satisfies (4.115). Before we
begin, it will be useful to recall that \( \mathfrak{M} := |K_{\beta/2}(T_0)| \) by (4.81), and to note that since \( \Pi_1 \) is the uniformly distributed measure on \( A_1 \),

\[
|U| \quad \overset{(4.108)}{\geq} \quad \delta^{2\epsilon} |A_1| \quad \overset{(4.90)}{\geq} \quad (\delta^{1/2})^{\gamma - 3\zeta} + 4\epsilon. \tag{4.117}
\]

With these facts in mind, we estimate as follows:

\[
\frac{1}{\mathfrak{M}} \sum_{B \in K_{\beta/2}(T_0)} \mu(B \cap T_U) \geq \sum_{x \in U} \frac{1}{\mathfrak{M}} \sum_{B \in K_{\beta/2}(T_0)} \mu(K_B \cap \pi_0^{-1}(2I_x)) \overset{(4.116)}{\geq} \sum_{x \in U} \frac{\omega \cdot \delta^{\zeta}}{\mathfrak{M}} \cdot \delta^{\zeta} \cdot \delta^{4\eta} \cdot (\delta^{1/2})^{-\sigma + \zeta} \cdot \delta^\gamma \overset{(4.117)}{\geq} \omega \cdot \delta^{4\eta} \cdot (\delta^{1/2})^\gamma + 25\zeta + 4\epsilon.
\]

If \( \delta, \eta \geq 0 \) is small enough that \( \omega \cdot \delta^{4\eta} \geq \delta^{\zeta} \), this proves the existence of a disc \( B_0 \in K_{\beta/2}(T_0) \) satisfying (4.115).

Recall that \( \mu = \mu_A \times \mu_B \), where \( \mu_A \) is \((\alpha, C_\alpha)\)-regular, and \( \mu_B \) is \((\beta, C_\beta)\)-regular. Recall also that \( \gamma = \alpha + \beta \). By Fubini’s theorem,

\[
(\delta^{1/2})^{\gamma + 26\zeta + 4\epsilon} \leq \mu(B_0 \cap T_U) \leq \int_{\pi_0(B_0)} \mu_A(\{x \in \mathbb{R} : (\bar{x}, y) \in B_0 \cap T_U\}) \, d\mu_B(y).
\]

Since \( \mu_B(\pi_\mathbb{R}(B_0)) \leq 2C_\beta \cdot (\delta^{1/2})^\beta \), we infer that there exists \( y_0 \in \pi_\mathbb{R}(B_0) \) with the property

\[
\mu_A(\{x \in \mathbb{R} : (\bar{x}, y_0) \in B_0 \cap T_U\}) \geq (\delta^{1/2})^{\alpha + 27\zeta + 4\epsilon}, \tag{4.118}
\]

for \( \delta \geq 0 \) small enough. Let us abbreviate \( \tilde{U} := \{x \in \mathbb{R} : (\bar{x}, y_0) \in B_0 \cap T_U\} \). We observe that

\[
\tilde{U} \subset \pi_0(B_0) =: \tilde{I},
\]

which is an interval of length \( 2\delta^{1/2} \). For slight technical convenience, we actually prefer that \( |\tilde{I}| = \delta^{1/2} \), and this can be arranged: if \( \tilde{U} \) is replaced by its intersection with either the left or the right half of \( \tilde{I} \), then (4.118) remains valid, and this new \( \tilde{U} \) fits inside an interval of length precisely \( \delta^{1/2} \). With this reduction, we assume that \( \text{diam}(\tilde{U}) \leq |\tilde{I}| = \delta^{1/2} \).

At this point we pause and clarify the connection between the sets \( U \) and \( \tilde{U} \) (where the latter was defined around (4.108), and, more importantly, was used to define the tubes \( T_U \) in (4.114)). We claim that

\[
\tilde{U} + y_0 \theta_0 \subset U_{2\delta}, \tag{4.119}
\]

where the right hand side refers to the \( 2\delta \)-neighbourhood of \( U \). To see this, fix \( \bar{x} \in \tilde{U} \), and observe that \( (\bar{x}, y_0) \in T_U \) by definition. In other words \( (x, y_0) \in \pi_0^{-1}(2I_s) \) for some \( x \in U \). Since \( x \in I_s \), this implies that \( |x + \theta_0 y_0 - x| \leq 2\delta \), and (4.119) has been verified. This inclusion means that we may easily obtain (lower) bounds for the branching numbers \( R^1_s \) associated to \( U \) by studying the set \( \tilde{U} \) instead.

The following proposition will quantify that \( \tilde{U} \) has nearly \( \alpha \)-dimensional branching at almost all scales:

**Proposition 4.120.** Let \( \mu_A \) be an \((\alpha, C_\alpha)\)-regular measure on \( \mathbb{R} \), \( C_\alpha \geq 1 \), and let \( \delta = 2^{-mN} \) be a dyadic number, for some \( m, N \geq 1 \). Assume that \( U \subset [0, 1) \) is a Borel set with \( \mu_A(U) \geq \delta^\omega \).
for some positive parameter $\omega \in (0, 1)$. Fix $\rho \in (0, 1)$, and consider those good scales $s \in \{0, \ldots, N - 1\}$ with the property
\[
\max_{I \in \mathcal{D}_{2^{-ms}}} N_{2^{-m(s+1)}}(U \cap I) \geq 2^{(1 - \rho)\alpha m + 3}.
\]
(4.121)

Then, the number of good scales is no smaller than
\[
\left(1 - \left[\frac{\omega}{\alpha p} + \frac{2C\alpha}{\alpha m}\right]\right) N.
\]
(4.122)

Proof. We start by covering $U$ by a collection $\mathcal{U} \subset \mathcal{D}_\delta$ of dyadic intervals, and we discard those intervals which do not intersect $\text{spt} \mu_A$. The union of the remaining intervals has the same $\mu_A$ measure as $U$, and it also suffices to prove (4.121) for this smaller set. So, we assume with no loss of generality that every interval $I \in \mathcal{U}$ intersects $\text{spt} \mu_A$. This allows us to pick one point $x_I \in I \cap \text{spt} \mu_A \subset U \cap \text{spt} \mu_A$ for each $I \in \mathcal{U}$, and write $\bar{\mu}$ for the uniformly distributed probability measure on $\{x_I : I \in \mathcal{U}\}$. Since $\mu_A$ was assumed to be $(\alpha, C\alpha)$-regular, and $\mu(U) \geq \delta^\omega$, we have $|U| \geq C\alpha^{-1} \cdot \delta^{\omega - \alpha}$. Therefore
\[
H(\bar{\mu}, \mathcal{D}_\delta) \geq \log(C\alpha^{-1} \cdot \delta^{\omega - \alpha}) = (\alpha - \omega)mN - \log C\alpha \geq (\alpha - \omega)mN - C\alpha.
\]
(4.123)

We then decompose the $\delta$-entropy of $\bar{\mu}$ by repeated applications of (2.1) (note that $H(\bar{\mu}, \mathcal{D}_0) = 0$, since $\text{spt} \bar{\mu} \subset [0, 1]$):
\[
(\alpha - \omega)mN - C\alpha \leq H(\bar{\mu}, \mathcal{D}_\delta) = \sum_{s=0}^{N-1} H(\bar{\mu}, \mathcal{D}_{2^{-m(s+1)}} | \mathcal{D}_{2^{-ms}})
\]
\[
= \sum_{s=0}^{N-1} \sum_{I \in \mathcal{D}_{2^{-ms}}} \bar{\mu}(I) \cdot H(\bar{\mu}_I, \mathcal{D}_{2^{-m(s+1)}}).
\]

Here $\bar{\mu}_I = \bar{\mu}(I)^{-1}\bar{\mu}|_I$ as usual. In particular, $\bar{\mu}_I$ is a probability measure supported on $I \cap \text{spt} \mu_A$ (no closure is needed, since $\bar{\mu}$ is a discrete measure). To make further progress, we derive a uniform entropy upper bound from the $(\alpha, C\alpha)$-regularity of $\mu_A$:
\[
H(\bar{\mu}_I, \mathcal{D}_{2^{-m(s+1)}}) \leq \log N_{2^{-m(s+1)}}(I \cap \text{spt} \mu_A) \leq \log(C\alpha \cdot 2^{\alpha m}) \leq \alpha m + C\alpha, \quad I \in \mathcal{D}_{2^{-ms}}.
\]
As a consequence of the preceding inequality, we also see that
\[
H(\bar{\mu}, \mathcal{D}_{2^{-m(s+1)}} | \mathcal{D}_{2^{-ms}}) \leq \alpha m + C\alpha, \quad 0 \leq s \leq N - 1.
\]
(4.124)

Now, a scale index $s \in \{0, \ldots, N - 1\}$ is called bad if
\[
H(\bar{\mu}, \mathcal{D}_{2^{-m(s+1)}} | \mathcal{D}_{2^{-ms}}) \leq (1 - \rho)\alpha m + 3,
\]
and good otherwise. Note that if an index $s \in \{0, \ldots, N - 1\}$ is good, then in particular $H(\bar{\mu}_I, \mathcal{D}_{2^{-m(s+1)}}) \geq (1 - \rho)\alpha m + 3$ for some interval $I \in \mathcal{D}_{2^{-ms}}$, which implies (4.121). So, it remains to show that there are not too many bad scales. We observe that
\[
(\alpha - \omega)mN - C\alpha \leq H(\bar{\mu}, \mathcal{D}_\delta) = \sum_{s=0}^{N-1} H(\bar{\mu}, \mathcal{D}_{2^{-m(s+1)}} | \mathcal{D}_{2^{-ms}})
\]
\[
= \sum_{s \text{ bad}} \ldots + \sum_{s \text{ good}} \ldots.
\]
(4.125)
Let $\lambda N$ be the number of bad scales, so the number of good scales is $(1 - \lambda)N$. With this notation, and using (4.124), the right hand side is bounded from above by

$$
\lambda N \cdot [(1 - \rho)am + 3] + (1 - \lambda)N \cdot [am + C_\alpha] \leq (1 - \lambda \rho)amN + (3 + C_\alpha)N.
$$

Comparing this upper bound with the lower bound in (4.125), we obtain

$$(1 - \lambda \rho)amN \geq (\alpha - \omega)mN - (3 + C_\alpha)N - C_\alpha \geq (\alpha - \omega)mN - 5C_\alpha N,$$

or in other words

$$\lambda \leq \left[ \frac{\omega}{\rho} + \frac{5C_\alpha}{\alpha \rho m} \right].$$

Since the number of good scales is $(1 - \lambda)N$, we obtain (4.122).\hfill \Box

We can then prove Lemma 4.110, or in other words (4.111)-(4.112). Recall from (4.118) that $\bar{U} \subset \bar{I}$ satisfied $\mu_A(U) \geq (\delta^{1/2})^{\alpha + 27\zeta + 4\epsilon}$, where

$$\omega := 27\zeta + 4\epsilon.$$

Since $\bar{I}$ is an interval of length $\delta^{1/2}$, the rescaled and re-normalised measure

$$\mu_{\bar{I}} := (\delta^{1/2})^{-\alpha} \cdot T_{\bar{I}} \mu_A$$

is an $(\alpha, C_\alpha)$-regular measure, and $T_{\bar{I}}(\bar{U}) \subset [0, 1]$ is a Borel set with $\mu_{\bar{I}}(T_{\bar{I}}(\bar{U})) \geq (\delta^{1/2})^{\omega}$. Therefore, Proposition 4.120 can be applied to $\mu_{\bar{I}}$ and the set $T_{\bar{I}}(\bar{U})$. The scale $\delta$ at which the proposition is applied is now $\delta^{1/2}$, which in our notation (namely $\delta = 2^{-mN}$) can be written as

$$\delta^{1/2} = 2^{-m(N/2)}.$$

Now, the conclusion (4.121) of Proposition 4.120 would literally say something about the intersections of $T_{\bar{I}}(\bar{U})$ with dyadic intervals of lengths between $\delta^{1/2}$ and 1. In the following, we already translate this information back to $\bar{U}$, and scales between $\delta$ and $\delta^{1/2}$ (these correspond to indices $s \in \{N/2, \ldots, N - 1\}$: there exists a family of good indices $G \subset \{N/2, \ldots, N - 1\}$ such that

$$\max_{l \in D_{2^{-m}s}} N_{2^{-(s+1)m}}(\bar{U} \cap I) \geq 2^{(1 - \rho)am + 3}, \quad s \in G,$$

and

$$|G| \geq \left(1 - \left[ \frac{27\zeta + 4\epsilon}{\alpha \rho} + \frac{5C_\alpha}{\alpha \rho m} \right] \cdot N \right).$$

This is the lower bound we claimed in (4.111). Finally, a combination of (4.126) and the inclusion (4.119) finally allows us to estimate from below the branching numbers $R_k^l$. Assume that $s \in G \subset \{N/2, \ldots, N - 1\}$, so that (4.126) holds, and let $I \in D_{sm}$ be some dyadic interval with

$$N_{2^{-m(s+1)}}(U_{2^s} \cap (I + y_0\theta_0)) \geq N_{2^{-m(s+1)}}((U + y_0\theta_0) \cap (I + y_0\theta_0)) = N_{2^{-m(s+1)}}(U \cap I) \geq 2^{(1 - \rho)am + 3}.$$

Since $2^{-m(s+1)} \geq \delta$, this implies that

$$\max_{l \in D_{2^{-m}s}} N_{2^{-m(s+1)}}(U \cap I') \geq 2^{(1 - \rho)am}.$$

The left hand side is a lower bound for $R_k^l$, by the definition of these branching numbers. This proves (4.112) for all $s \in G$, and hence completes the proof of Proposition 3.18.
5. PROOF OF PROPOSITION 4.32

We repeat the statement:

**Proposition 5.1.** Let \( \theta \in [0, 1] \), and let \( 1 \leq M \leq N < \infty \) be constants, let \( 0 < r \leq R \leq 1 \), and let \( \mu \) be a \((\gamma, C_\gamma)\)-regular measure with \( \gamma \in [0, 2] \), \( C_\gamma > 0 \), and \( K := \text{spt} \mu \subset \mathbb{R}^2 \). Abbreviate \( \mu_s := \mu|_{B(s)} \) for \( s > 0 \). Then, there exist absolute constants \( c, C > 0 \) such that

\[
\mu_1(H_\theta(CN, [r, 1])) \leq \mu_1(H_\theta(cM, [4R, 5])) + CC_\gamma^2 \cdot \mu_4(H_\theta(c \sqrt{N}, [4r, 7R])).
\]  

(5.2)

Here we abbreviated \( H_\theta(K, M, [r, R]) =: H_\theta(M, [r, R]) \). During the proof, we will also abbreviate \( m_{K, \theta} := m_\theta \). These notions were introduced in Definitions 2.3 and 2.4.

**Proof of Proposition 5.1.** For \( t \in \mathbb{R} \), write

\[
F_r(t) := N_r(B(2) \cap K_r \cap \pi_\theta^{-1}(t)) \quad \text{and} \quad F_R(t) := N_R(B(3) \cap K_R \cap \pi_\theta^{-1}(t)),
\]  

where \( K_s \) refers to the \( s \)-neighbourhood of \( K \). We also define the following variant of \( F_R \):

\[
\tilde{F}_R(t) := N_{4R}(B(4) \cap K_{4R} \cap \pi_\theta^{-1}(t)), \quad t \in \mathbb{R}.
\]

The first point to observe about the definition for \( F_r \) is that if \( x \in B(1) \), then \( B(x, 1) \subset B(2) \), and hence

\[
m_\theta(x \mid [r, 1]) = N_r(B(x, 1) \cap K_r \cap \pi_\theta^{-1}(\pi_\theta(x))) \leq F_r(\pi_\theta(x)).
\]

In particular,

\[
x \in B(1) \cap H_\theta(CN, [r, 1]) \quad \implies \quad F_r(\pi_\theta(x)) \geq CN.
\]  

(5.4)

Similarly,

\[
x \in B(1) \setminus H_\theta(cM, [4R, 5]) \quad \implies \quad \tilde{F}_R(\pi_\theta(x)) \leq cM,
\]  

(5.5)

because if \( x \in B(1) \), then \( B(4) \subset B(x, 5) \), and hence

\[
\tilde{F}_R(\pi_\theta(x)) = N_{4R}(B(4) \cap K_{4R} \cap \pi_\theta^{-1}(\pi_\theta(x))) \leq m_\theta(x \mid [4R, 5]).
\]

There is also a useful relationship between \( F_r(t) \) and the push-forward measure \( \mu_\theta := \pi_\theta \mu_1 \), which reads as follows: if \( I \subset \mathbb{R} \) is an interval of length \( r \), then

\[
\mu_\theta(I) \lesssim C_\gamma r^\gamma \cdot \sup_{t \in \text{int} I} F_r(t).
\]  

(5.6)

Indeed, by the \((\gamma, C_\gamma)\)-regularity of \( \mu \), an upper bound for \( \mu_\theta(I) \) is given by \( 4C_\gamma r^\gamma \cdot n \), where "n" is the largest number of disjoint \( r \)-discs centred at \( B(1) \cap K \cap \pi_\theta^{-1} \). All of these \( r \)-discs are contained in \( B(2) \cap K_r \cap \pi_\theta^{-1} \). Now, the average line \( \pi_\theta^{-1}(t) \), with \( t \in 3I \), meets \( n/3 \) of these discs, since the probability of hitting each disc individually is \( 1/3 \). Hence, for some \( t \in 3I \), it holds

\[
F_r(t) = N_r(B(2) \cap K_r \cap \pi_\theta^{-1}(t)) \gtrsim n.
\]

This proves (5.6).

Let \( K_R \) be a boundedly overlapping cover of \( K \cap B(2) \) by discs of radius \( R \), centred at \( K \). Thus \( B_R \subset K_R \cap B(3) \) for all \( B_R \in K_R \). For \( B_R \in K_R \) fixed, we define

\[
F_r(B_R)(t) := N_r(B_R \cap K_r \cap \pi_\theta^{-1}(t)) \quad \text{and} \quad \tilde{F}_r(B_R)(t) := N_{4R}(4B_R \cap K_{4R} \cap \pi_\theta^{-1}(t)).
\]

We claim the following inequality for every \( t \in \mathbb{R} \):

\[
F_r(t) \leq C_1 \sum_{B_R \in K_R} F_r(B_R)(t),
\]  

(5.7)
where $C_1 > 0$ is an absolute constant. This inequality means that an upper bound for the $r$-discs intersecting $\pi^{\theta}_1\{t\}$ can be obtained by finding an upper bound on both $R$-discs intersecting $\pi^{\theta}_1\{t\}$, and an upper bound for $r$-discs intersecting $\pi^{\theta}_1\{t\}$ inside any given $R$-disc. To prove (5.7), fix $t \in \mathbb{R}$, and let $\{x_1, \ldots, x_m\}$ be a maximal $r$-separated subset of $B(2) \cap K_r \cap \pi^{\theta}_1\{t\}$, so that $F_r(t) \lesssim m$. For every $1 \leq j \leq m$, the point $x_j \in K_r$ lies in $B_R \cap K_r \cap \pi^{\theta}_1\{t\}$ for some $B_R \in K_R$. Consequently,

$$F_r(t) \lesssim m \lesssim \sum_{B_R \in K_R} \{1 \leq j \leq m : x_j \in B_R \cap K_r \cap \pi^{\theta}_1\{t\}\} \lesssim \sum_{B_R \in K_R} F_r(B_R)(t),$$

where the final inequality used the $r$-separation of the points $x_j$. This proves (5.7).

Next we claim that, for every $t \in \mathbb{R}$,

$$|\{B_R \in K_R : F_r(B_R)(t) \neq 0\}| \leq C_2 F_r(t),$$

(5.8)

where $C_2 > 0$ is another absolute constant. Indeed, for every $B_R \in K_R$ with $F_r(B_R)(t) \neq 0$, there exists $x_{B_R} \in B_R \cap K_r \cap \pi^{\theta}_1\{t\} \subset B(3) \cap K_R \cap \pi^{\theta}_1\{t\}$. Since the discs $B_R$ have bounded overlap, the points $x_{B_R}$ obtained this way are essentially $R$-separated (more precisely: contain an $R$-separated subset of comparable cardinality), and consequently

$$F_R(t) = N_R(B(3) \cap K_R \cap \pi^{\theta}_1\{t\}) \gtrsim |\{B_R \in K_R : F_r(B_R)(t) \neq \emptyset\}|,$$

as stated in (5.8).

We combine (5.7) and (5.8) to reach the following useful inequality, for any $H \geq 1$: 

$$F_r(t) \leq C_1 \sum_{B_R \in K_R \atop F_r(B_R)(t) \geq H} F_r(B_R)(t) + C_1C_2 HF_r(t), \quad t \in \mathbb{R}.$$

In particular, choosing $H := N/M$ and $C \geq 2C_1C_2$ (this "$C$" is the absolute constant referred to in the statement of the proposition), we find that if $F_R(t) \leq M$ for some $t \in \mathbb{R}$, then

$$F_r(t) \leq C_1 \sum_{B_R \in K_R \atop F_r(B_R)(t) \geq N/M} F_r(B_R)(t) + CN/2.$$

In particular, we derive the following key observation, again valid for any $t \in \mathbb{R}$:

$$F_r(t) \geq CN \text{ and } F_R(t) \leq M \implies F_r(t) \leq 2C_1 \sum_{B_R \in K_R \atop F_r(B_R)(t) \geq N/M} F_r(B_R)(t). \quad (5.9)$$

To apply (5.9), we start by making the "trivial" estimate

$$\mu_1(H_\theta(CN, [r, 1])) \leq \mu_1(H_\theta(cM, [4R, 5])) + \mu_1(H_\theta(CN, [r, 1]) \setminus H_\theta(cM, [4R, 5])).$$

Consequently, (5.2) will follow once we manage to prove that

$$\mu_1(H_\theta(CN, [r, 1]) \setminus H_\theta(cM, [4R, 5])) \leq C_2 \cdot \mu_4(H_\theta(cN_M, [4r, 7R])). \quad (5.10)$$

Let $x \in B(1) \cap H_\theta(CN, [r, 1]) \setminus H_\theta(cM, [4R, 5])$ be arbitrary. Then, we infer from (5.4)-(5.5) that

$$F_r(\pi^{\theta}_1(x)) \geq CN \quad \text{and} \quad \tilde{F}_R(\pi^{\theta}_1(x)) \leq cM.$$

In particular, the left hand side of (5.10) satisfies

$$\mu_1(H_\theta(CN, [r, 1]) \setminus H_\theta(cM, [4R, 5])) \leq \int 1_{\{F_r(t) \geq CN \text{ and } \tilde{F}_R(t) \leq cM\}}(t) \, d\mu_\theta(t). \quad (5.11)$$
Let $\mathcal{D}_r(\mathbb{R})$ be the collection of dyadic intervals of $\mathbb{R}$ of length $r$. We decompose the integral on the right as

$$\sum_{I \in \mathcal{D}_r(\mathbb{R})} \int_I 1_{\{t : F_r(t) \geq CN \text{ and } \tilde{F}_R(t) \leq cM\}}(t) \, d\mu_{\theta}(t).$$

Fix $I \in \mathcal{D}_r(\mathbb{R})$, and assume that there exists at least one point $t_0 \in I$ with $F_r(t_0) \geq CN$ and $\tilde{F}_R(t_0) \leq cM$ (otherwise the corresponding term is zero). For such an interval $I \in \mathcal{D}_r(\mathbb{R})$, we simply apply the estimate (5.6) to evaluate

$$\int_I 1_{\{t : F_r(t) \geq CN \text{ and } \tilde{F}_R(t) \leq cM\}}(t) \, d\mu_{\theta}(t) \leq \mu_{\theta}(I) \lesssim C_\gamma r^{\gamma} \cdot \sup_{t \in I} F_r(t). \quad (5.12)$$

Let $t_1 \in 3I$ be a point which nearly attains the supremum on the right, say, up to a constant 2, and moreover $F_r(t_1) \geq F_r(t_0) \geq CN$.

Recall from (5.3) that $F_r(t) := N_R(B(3) \cap K_r \cap \pi_\theta^{-1}\{t\})$. We claim that if the absolute constant $c > 0$ is chosen small enough, then $F_r(t_1) \leq M$. Indeed, let $\{x_1, \ldots, x_m\} \subset B(3) \cap \pi_\theta^{-1}\{t_1\} \cap K_r$ be a maximal $R$-separated set, with $m \sim F_r(t_1)$. Then, since $|t_1 - t_0| \leq 2r$, the line $\pi_\theta^{-1}\{t_0\}$ intersects $B(5) \cap K_{4R}$ in $\gtrsim m$ points, which are $4R$-separated. Consequently

$$cM \gtrsim \tilde{F}_R(t_0) = N_{4R}(B(5) \cap K_{4R} \cap \pi_\theta^{-1}\{t_0\}) \gtrsim m \sim F_r(t_1),$$

and the claim follows. Therefore, $F_r(t_1) \geq CN$ and $F_r(t_1) \leq M$, and we are in a position to apply (5.9) to the point $t_1$:

$$F_r(t_1) \leq 2C_1 \sum_{B \in K_{2R}} \sum_{F_r(B)(t_1) \geq N/M} F_r(B_R)(t_1). \quad (5.13)$$

We next claim that if $B_R \in K_r$ is one of the discs appearing in the sum in (5.13), that is, $F_r(B_R)(t_1) \geq N/M$, then

$$F_r(B_R)(t_1) \lesssim C_\gamma r^{\gamma} \int_{3I} 1_{\{s : \tilde{F}_r(B_R)(s) \geq cN/M\}}(s) \, d\mu_{\theta}(\mu_{|3B_R})(s). \quad (5.14)$$

To prove this, we first claim that

$$\pi_{\theta}(\mu_{|3B_R})([t_1 - 2r, t_1 + 2r]) \gtrsim \frac{r^\gamma}{C_\gamma} \cdot N_r(B_R \cap K_r \cap \pi_\theta^{-1}\{t_1\}) = \frac{r^\gamma}{C_\gamma} \cdot F_r(B_R)(t_1). \quad (5.15)$$

To see this, note that every point $x \in B_R \cap K_r \cap \pi_\theta^{-1}\{t_1\}$ lies at distance $\leq r$ from a point in $2B_R \cap K \cap \pi_\theta^{-1}\{[t_1 - r, t_1 + r]\}$, and

$$B(x, r) \subset 3B_R \cap \pi_\theta^{-1}\{[t_1 - 2r, t_1 + 2r]\},$$

since $r \leq R$. Hence, $\pi_{\theta}(\mu_{|3B_R})([t_1 - 2r, t_1 + 2r])$ exceeds, by a constant factor, the total $\mu$-measure of discs $B(x, r)$ obtained in this way. This measure is bounded from below by the right hand side of (5.15).

To deduce (5.14) from (5.15), it remains to observe that

$$[t_1 - 2r, t_1 + 2r] \subset \{s : \tilde{F}_r(B_R)(s) \geq cN/M\}, \quad (5.16)$$

assuming that the absolute constant $c > 0$ was chosen small enough. To see this, recall that

$$\tilde{F}_r(B_R)(s) = N_{4r}(4B_R \cap K_{4r} \cap \pi_\theta^{-1}\{s\}).$$
The point is that since $F_r(B_R(t_1)) \geq N/M$ (we are only considering these terms in (5.13)), there exist $N/M$ points in $B_R \cap K_r \cap \pi^{-1}_\theta \{t_1\}$, which are $r$-separated. Now, if $s \in [t_1 - 2r, t_1 + 2r]$, then $\pi^{-1}_\theta \{t_1\}$ intersects $K_r$, whenever $\pi^{-1}_\theta \{t_1\}$ intersects $K_r$, and these intersections occur inside $4B_R$. Hence $F_r(B_R(s)) \geq F_r(B_R(t_1)) \geq N/M$ for all $s \in [t_1 - 2r, t_1 + 2r]$. This completes the proof of (5.16), hence (5.14).

We record at this point that

$$x \in 3B_R \text{ and } \tilde{F}_R(B_R)(\pi_\theta(x)) \geq cN/M \implies x \in H_\theta(c^{N/M}, [4r, 7R]).$$

(5.17)

This is so, because if $x \in 3B_R$, then $B(x, 7R) \supset 4B_R$, and hence

$$\mathfrak{m}_\theta(x | [4r, 7R]) \geq N_{4r}(4B_R \cap K_{4r} \cap \pi^{-1}_\theta \{\pi_\theta(x)\}) = \tilde{F}_r(B_R)(\pi_\theta(x)).$$

Combining (5.12)-(5.14), we first learn that

$$\int_I \mathbb{1}_{\{t : F_r(t) \geq cN \text{ and } \tilde{F}_R(t) \in cM \}}(t) \, d\mu_\theta(t) \lesssim C^2 \sum_{B_R \in K_R} \int_{5I} \mathbb{1}_{\{s : \tilde{F}_R(B_R)(s) \geq cN/M\}}(s) \, d\pi_\theta(\mu_\theta | 3B_R)(s).$$

Summing over $I \in D_\epsilon([R])$, using the bounded overlap of the intervals $5I$, applying (5.17), and finally using the bounded overlap of the discs $3B_R \subset B(4), B_R \subset K_R$, we find that

$$\int_I \mathbb{1}_{\{t : F_r(t) \geq cN \text{ and } \tilde{F}_R(t) \in cM \}}(t) \, d\mu_\theta(t) \lesssim C^2 \sum_{B_R \in K_R} \int_{\mathbb{R}} \mathbb{1}_{\{s : \tilde{F}_R(B_R)(s) \geq cN/M\}}(s) \, d\pi_\theta(\mu_\theta | 3B_R)(s)$$

$$\lesssim C^2 \sum_{B_R \in K_R} \mu(3B_R \cap H_\theta(c^{N/M}, [4r, 7R]))$$

$$\lesssim C^2 \mu(B(4) \cap H_\theta(c^{N/M}, [4r, 7R])).$$

Recalling (5.11), this concludes the proof of (5.10), and the proof of the proposition. \qed
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