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Abstract: Random access is one of the most competitive multiple access schemes for future space-based Internet of Things (S-IoT) due to its support for massive connections and grant-free transmission, as well as its ease of implementation. However, firstly, existing random access schemes are highly sensitive to load: once the load exceeds a certain critical value, the throughput will drop sharply due to the increased probability of data collision. Moreover, due to variable satellite coverage and bursty traffic, the network load of S-IoT changes dynamically; therefore, when existing random access schemes are applied directly to the S-IoT environment, the actual throughput is far below the theoretical maximum. Accordingly, this paper proposes an intelligent load control-based random access scheme based on CRDSA++, which is an enhanced version of the contention resolution diversity slotted ALOHA (CRDSA) and extends the CRDSA concept to more than two replicas. The proposed scheme is dubbed load control-based three-replica contention resolution diversity slotted ALOHA (LC-CRDSA3). LC-CRDSA3 actively controls network load. When the load threatens to exceed the critical value, only certain nodes are allowed to send data, and the load is controlled to be near the critical value, thereby effectively improving the throughput. In order to accurately carry out load control, we innovatively propose a maximum likelihood estimation (MLE)-based load estimation algorithm, which estimates the load value of each received frame by making full use of the number of time slots in different states. On this basis, LC-CRDSA3 adopts computational intelligence-based time series forecasting technology to predict the load values of future frames using the historical load values. We evaluated the performance of LC-CRDSA3 through a series of simulation experiments and compared it with CRDSA++. Our experimental results demonstrate that in S-IoT contexts where the load changes dynamically, LC-CRDSA3 can obtain network throughput that is close to the theoretical maximum across a wide load range through accurate load control.
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1. Introduction

The goal of the Internet of Things (IoT) is to build a world in which everything is connected. Due to the coverage limitations of terrestrial networks such as the Internet and mobile communication networks, it is difficult for terrestrial IoT to provide services to areas lacking ground infrastructure, such as forests, deserts and oceans. Space-based information networks have key and significant advantages, including global coverage, independent infrastructure and strong anti-destructive ability, and will thus play a vital role in future IoT. The space-based Internet of Things (S-IoT) [1–7] uses the space-based information network for IoT information transmission, and has accordingly attracted the attention of many organizations, including Globalstar, Inmarsat, Iridium and Orbcomm. The S-IoT is an extension to and supplement of the terrestrial IoT and is used primarily to
connect nodes in areas that are difficult for terrestrial IoT to cover, such as oceans [8], polar regions [9] and deserts, as well as nodes in areas posing unique challenges, such as disaster areas and battlefields.

In S-IoT, uplink multiple access is a key technology that supports massive ground nodes in efficiently reporting data to satellites. However, the uplink multiple access design of S-IoT also presents significant challenges. First, in S-IoT, a single satellite typically covers thousands of kilometers and is required to provide data transmission services for massive ground nodes. By 2025, the number of machine-to-machine (M2M) and IoT networks connected to space-based information networks is expected to reach 5.96 million [10]. Accordingly, the uplink multiple access scheme in S-IoT needs to support massive connections. Second, the data transmitted through S-IoT are usually short packets with small payloads, such as sensor values and radio frequency identification (RFID) tag information. If nodes obtain channel resources in a request-grant manner, this will introduce massive signaling overhead. This is unaffordable for S-IoT, as satellite bandwidth is typically low and the uplink and downlink bandwidth is highly asymmetric; accordingly, the uplink multiple access of S-IoT must be grant-free. Third, in S-IoT, ground nodes are usually distributed in the wild and may even be carried by animals. Due to limitations resulting from the weight, volume and deployment environment, the computing, storage and energy resources of ground nodes are severely limited, which entails that the operations in ground nodes must be simple enough to function within these limitations.

Among the existing multiple access schemes, random access can readily meet the above challenges, making it one of the most competitive multiple access schemes for future S-IoT applications. We will introduce and analyze existing multiple access schemes in detail in Section 2. In random access, after a ground node generates data, it sends them directly to the satellite according to certain rules without the need to interact with the satellite or allocate channel resources in advance. In short, random access supports the sharing of satellite channels by massive nodes, operates in a grant-free manner, and is easy to implement in ground nodes.

However, serious problems arise when the existing random access schemes are applied directly to S-IoT. Below we specifically introduce our analysis of these problems. First and foremost, existing random access schemes are highly sensitive to load. When the load exceeds a certain critical value, the throughput will drop sharply due to the increased probability of data collision. For example, when the normalized load is 0.65 (packets/slot), contention resolution diversity slotted ALOHA (CRDSA) [11] achieves a maximum throughput of about 0.52 (packets/slot). When the normalized load is 1, however, the throughput of CRDSA is only about 0.36.

Moreover, due to the variable nature of satellite coverage and the burstiness of its traffic, the network load of S-IoT changes dynamically. For example, when the orbit altitude is 500 km and the half-beam direction angle is 60°, due to satellite movement, the satellite coverage area changes by about 840,000 km² every minute, with an change ratio of about 27%. Due to the uneven distribution of ground nodes, the number of nodes covered by satellites varies drastically. In addition, in a given period of time (such as a slot or a frame), only a small proportion of nodes have data to transmit, while most of the nodes are in a sleep state. In adjacent time periods, the number of nodes that need to send data may fluctuate drastically, which gives uplink traffic its strongly bursty nature.

In the process of dynamic load changes, when the load is low, although the probability of data collisions is small, the throughput is low due to few packets being transmitted; when the load is high and exceeds the critical value, however, the packet loss rate (PLR) increases sharply due to the increased probability of data collisions, meaning that high throughput also cannot be obtained under these circumstances. Worse yet, packets that suffer a failed transmission (hereinafter referred to as failed packets) will need to be retransmitted at a later point in time; this results in the accumulation of packets within the network, increasing the frequency at which the load exceeds the critical value and further reducing the throughput. This problem is further exacerbated when the average load is
high. Too many packets accumulating in the network may even result in network paralysis. It is therefore difficult for existing random access schemes to be adapted to scenarios with dynamic load changes, while the actual throughput is also much lower than the theoretical maximum.

One direct but highly effective method of enabling random access to obtain higher throughput in S-IoT with dynamic load changes is that of controlling the network load. When the load threatens to exceed the critical value, only some nodes are allowed to send data, and the load is controlled to be close to the critical value. Data that has no chance of being transmitted due to load control will be transmitted later. This method adopts the concept of “peak-cutting and valley-filling” to stabilize the load and significantly improve throughput. First, it avoids the decrease in throughput when the load exceeds the critical value. Moreover, it can increase the load of frames whose load is originally lower than the critical value, thereby increasing throughput.

When applying this method, the core problem to be solved is that of how to determine the future load. One apparently intuitive solution would be to use historical load values to predict future load values. However, due to data collision, satellites usually cannot successfully receive all packets, meaning that we typically do not know how many packets are sent by the ground nodes in reality. In order to obtain the historical load values, it is necessary to estimate the load of each received frame. Building on this concept, this paper proposes an intelligent load control-based random access scheme based on CRDSA++ [12] (see Section 2.3.2 for details), which is an enhanced version of the CRDSA and extends the CRDSA concept to more than two replicas. The proposed scheme is dubbed load control-based three-replica contention resolution diversity slotted ALOHA (LC-CRDSA3). The contributions of this paper can be summarized as follows:

• To the best of our knowledge, this paper is the first in the field of random access to improve throughput under a dynamically changing load. The proposed LC-CRDSA3 scheme is highly suitable for S-IoT, and obtains network throughput that approaches the theoretical maximum across a wide load range under dynamic load.
• In order to accurately implement load control, we innovatively propose a maximum likelihood estimation (MLE)-based load estimation algorithm, which estimates the load by making full use of the number of time slots in different states. On this basis, we explore the use of computational intelligence-based time series forecasting technology for load forecasting.
• The proposed LC-CRDSA3 scheme is verified through a series of simulation experiments and compared with CRDSA++.

The remainder of this paper is organized as follows: Section 2 reviews the work related to multiple access. Section 3 elaborates the LC-CRDSA3 scheme proposed in this paper, including the overall LC-CRDSA3 framework and the specific load estimation and load forecasting processes. Section 4 evaluates the performance of the proposed LC-CRDSA3. Finally, Section 5 draws conclusions and proposes future work.

2. Related Work

At present, only a small amount of research on multiple access has been conducted in the S-IoT context, and these studies are based primarily on existing multiple access schemes. A large number of multiple access schemes have been proposed in the context of space-based information networks and terrestrial networks. These schemes can be broadly divided into three categories: orthogonal multiple access, non-orthogonal multiple access and random access. We introduce these three types of algorithms in the three respective subsections below.

2.1. Orthogonal Multiple Access

Orthogonal multiple access is a type of traditional and classic multiple access scheme. It is based on the theory of channel division, which involves dividing the wireless link into multiple orthogonal channels, such that each user transmits data through one channel.
Typical orthogonal multiple access schemes include frequency division multiple access (FDMA), time division multiple access (TDMA), code division multiple access (CDMA), etc. Orthogonal multiple access enables data collisions to be avoided entirely, as the channels are orthogonal to each other. However, serious problems arise when orthogonal multiple access schemes are applied to S-IoT. First, due to channel resource limitations, orthogonal multiple access can provide only a very limited number of channels, making it difficult to support massive connections. Moreover, the ground nodes in S-IoT only have data to transmit in very short time periods and are in a sleep state most of the time; thus, allocating a channel to each node would result in a serious waste of channel resources. One way to reduce channel resource wastage and increase user capacity would be to allocate channels according to data transmission needs. This is the approach adopted by demand assignment multiple access (DAMA) scheme [13]. Under this scheme, however, the ground nodes are required to obtain channel resources through request-grant processes; as discussed above, since the ground nodes in this context mainly send short packets, it would be difficult for S-IoT to accommodate the signaling overhead caused by the request-grant process.

2.2. Non-Orthogonal Multiple Access

In order to overcome the above-mentioned problems of orthogonal multiple access, a series of non-orthogonal multiple access (NOMA) schemes have been proposed for massive machine-type communication (mMTC) [14] in the fifth-generation mobile communication (5G) context [15]. In NOMA, through multiplexing of e.g., the power and code domains, users can share the same channel resources (such as time and frequency). Typical NOMA schemes include power domain non-orthogonal multiple access (PD-NOMA) [16], interleave division multiple access (IDMA) [17], resource spread multiple access (RSMA) [18], multi-user shared access (MUSA) [19] and sparse code multiple access (SCMA) [20], among others. These NOMA schemes are multiplexed from the domains of transmitting power, interleaver, sequence, and codeword.

Through the non-orthogonal division of resources, NOMA can significantly increase the network user capacity. NOMA could therefore be used as a candidate multiple access scheme for S-IoT. While some studies have attempted to apply NOMA to S-IoT, these works mainly solve certain specific problems in its application, including beamforming [21], downlink resource allocation [22], and robust design [23]. An asynchronous flipped SCMA scheme was proposed in [24]. By introducing the concept of flipped diversity into SCMA, this scheme reduces the probability of codebook collisions by transmitting data packets and their flipped replicas simultaneously, thereby improving system performance.

However, there are still some problems associated with applying NOMA to S-IoT. First, although NOMA can increase user capacity, it is difficult for it to do so to an extent that meets the needs of the S-IoT environment. The user capacity of NOMA schemes can be several times that of orthogonal multiple access. In 5G, a base station usually covers several hundred meters and connects tens to hundreds of nodes; in S-IoT, however, the coverage of a satellite (equivalent to a base station) extends over thousands of kilometers, while the number of connected nodes can reach tens of thousands or even more. Second, because the channel resources used by different users are not completely orthogonal, interference between users will arise. To solve this problem, the receiver usually adopts receiving processing techniques such as successive interference cancellation (SIC). When using SIC technology, the receiver demodulates the signals of each user one by one in a specific order. When the number of users is large, the reception processing on satellites will become very complicated.

2.3. Random Access

Since no request-grant process is required, random access is highly suitable for scenarios involving short and bursty data packets. In S-IoT, Zhen et al. [25] studied the reliable design and detection of random access preamble to enhance the access efficiency in low
earth orbit (LEO) scenarios. Random access typically adopts the ALOHA method. The basic concept of random access involves sending data regardless of whether there is a data collision; if a failed transmission occurs, the packet will be retransmitted later after a period of time has elapsed.

2.3.1. Traditional Random Access

Pure ALOHA (P-ALOHA) was one of the first random access schemes to be proposed. In P-ALOHA, each user sends data immediately after generating it. If a data collision occurs, the user waits for a randomly selected period of time before resending the data to avoid subsequent collision. The maximum throughput of P-ALOHA is only 0.18 [26].

In order to improve the throughput of P-ALOHA, slotted ALOHA (S-ALOHA) [26] was proposed. Unlike P-ALOHA, S-ALOHA divides time into a series of slots, such that data is transmitted in standardized slots. After users generate data, they need to wait until the beginning of the next slot before sending it. S-ALOHA eliminates the problem of head-tail collision in P-ALOHA, thereby reducing the probability of data collision, and its maximum throughput can reach 0.36.

When a user needs to send a long packet, if it is sent via P-ALOHA or S-ALOHA, the process of data collision and retransmission will result in a large transmission delay for this packet. Reservation ALOHA (R-ALOHA) [27] was accordingly proposed to improve long packet transmission performance. In R-ALOHA, when a user needs to send a long packet, they apply for a series of slots from the satellite and send a batch of data. Obviously, R-ALOHA is not suitable for short packet transmission, as the process of applying for slots introduces significant signaling overhead; if packets are very short, this will cause serious resource wastage. Although these traditional random access schemes are simple to implement, their throughput is relatively low due to the high probability of data collision.

2.3.2. Improved Random Access

In order to further improve the throughput of random access, researchers have made a number of improvements to traditional random access schemes. Some representative improved schemes are introduced below.

Diversity slotted ALOHA (DSA) [28] is an improved version of S-ALOHA. After sending a packet, the user randomly waits for some slots within a frame, then sends the packet again; in this way, the number of transmissions is boosted to increase the probability of successful packet reception. Since increasing the number of transmissions also increases the probability of data collision, however, the throughput improvement of DSA is not obvious.

In contention resolution diversity slotted ALOHA (CRDSA) [11], every packet is sent twice in different slots of a frame; i.e., every packet is represented by two replicas in a frame. The receiver uses SIC technology to decode the data. More specifically, in a round of iteration, the receiver first decodes the packets in the slots without collisions, then deletes the replicas of these packets transmitted in other slots to eliminate interference. The receiver repeats this process until either no new packets can be decoded or the upper limit of the number of iterations is reached. It should be noted that when SIC technology is used in random access, all packets without collisions can be decoded in one iteration, instead of all packets sent by one user. Therefore, the implementation complexity of SIC will not rapidly increase as the number of users increases. Due to the full utilization of the colliding packets through SIC technology, CRDSA can significantly increase throughput, with a maximum throughput of around 0.52.

In order to further enhance throughput, CRDSA++ [12] improves CRDSA in two key ways: by increasing the number of replicas of each packet (three to five replicas), and by further decoding packets through leveraging the signal power difference between different users. These innovations boost CRDSA++’s throughput significantly compared to CRDSA. When the number of replicas of each packet is 3, CRDSA++ achieves a maximum...
throughput of about 0.7 for a normalized load of 0.7 [29]; that is, the critical load value of CRDSA++ is 0.7 for three-replica methods.

Other improved random access schemes include irregular repetition slotted ALOHA (IRSA) [30], coded slotted ALOHA (CSA) [31], rateless multiple access (RMA) [32] and grant-free RMA [33] etc. Although these schemes can improve throughput to a certain extent, they also increase implementation complexity and are thus difficult to apply to S-IoT.

As mentioned in Section 1, random access has the key and significant advantages of supporting massive connections and grant-free transmission, as well as simple implementation. This paper tackles the problem of the actual throughput of existing random access schemes in S-IoT with a highly dynamic load being much lower than the theoretical maximum.

CRDSA++ is a classic random access scheme in space-based information networks. It has a relatively high throughput and is very easy to implement. CRDSA++ obtains the highest peak throughput when each packet has three replicas [29]. Therefore, the scheme proposed in this paper is based on three-replica CRDSA++ (which we refer to as CRDSA3). Notably, the load control concept proposed in this paper can also be applied to other load-sensitive multiple access schemes in order to improve their throughput in a network environment with dynamic load.

3. LC-CRDSA3: Load Control-Based Three-Replica Contention Resolution Diversity Slotted ALOHA

In this section, we first present the overall framework of the LC-CRDSA3 scheme, then provide a more detailed outline of the basic load estimation and load forecasting processes in our proposed scheme.

3.1. Overview

As discussed in Section 1, the key concept underpinning LC-CRDSA3 is that of dynamically controlling the network load. When the load threatens to exceed the critical value, only certain nodes are allowed to send data, and the load is controlled to be close to the critical value, which effectively improves the throughput.

Figure 1 illustrates the framework of the LC-CRDSA3 scheme. When a frame arrives at the satellite, the satellite decodes the data based on SIC technology. In order to control load, LC-CRDSA3 needs to perform load estimation and load forecasting. After the data reception process for each frame is complete, the satellite estimates the load value of the frame (that is, estimates how many packets are sent by ground nodes in this frame). In terms of load estimation, we first determines the approximate range of the load value according to the decoding result of a frame, and innovatively propose an MLE-based load estimation algorithm, which makes full use of the number of slots in different states to estimate the load. Through load estimation, we can obtain the load value of each frame, which is the historical load value. Based on these historical load values, LC-CRDSA3 employs computational intelligence-based time series forecasting technology to forecast the load values of future frames.

If the forecasted load value of a future frame does not exceed the critical value, no load control is required and the ground nodes send data normally. Otherwise, the load needs to be controlled. The satellite calculates the load control parameter according to the forecasted load value, then broadcasts it to the ground nodes before the start of the frame. The load control parameter is the proportion of nodes that are permitted to send data, and also represents the probability of each node being able to send data. After receiving the load control parameter, the ground nodes determine whether to send data according to the parameter in the corresponding frame. If the load forecasting is sufficiently accurate, the load after controlling will be near the critical value, thereby avoiding the throughput drop caused by excessive load.
3.2. Load Estimation

Even if SIC technology is employed, a satellite usually cannot decode all packets transmitted in a frame. After the data decoding process is complete, some packets may still remain in some slots that cannot be decoded due to the presence of some so-called “loops” [11]. Due to data collisions, we cannot know exactly how many packets remain in these slots. Accordingly, in order to obtain the historical load value, when the satellite is unable to decode all packets in a frame, load estimation is required.

Suppose that the load value of a particular frame (that is, the number of packets transmitted in this frame) is $L$, the number of replicas of each packet is $r$, and the number of slots contained in a frame is $M$. According to the number of packets (or packet replicas, when $r > 1$) in a slot, each slot has three states: idle (the number of packets is 0), successful (the number of packets is 1) and collided (the number of packets exceeds 1). Accordingly, we refer to slots in these three states as idle slots, successful slots, and collided slots respectively. The number of idle, successful and collided slots in a frame is denoted by $i$, $s$, and $c$, respectively. Since the number of slots in different states will be affected by $L$, we can estimate $L$ by observing the values of $i$, $s$, and $c$ in the frame. The estimated value of $L$ is represented by $\hat{L}$. We define the load estimation precision of a frame as follows:

$$A^E = 1 - \frac{|\hat{L} - L|}{L}.$$  (1)

The load estimation precision will affect the accuracy of subsequent load forecasting.

For not sending multiple replicas (that is, when $r = 1$), several load estimation algorithms have been proposed. Vogt [34] proposed a simple load estimation algorithm, which assumes that each collided slot contains two packets; its load estimation expression is:

$$\hat{L}_{Vog} = s + 2c.$$  (2)

In [35], Cha et al. modified the above algorithm, assuming that each collided slot contains 2.39 packets on average, i.e.,:

$$\hat{L}_{Cha} = s + 2.39c.$$  (3)
Another load estimation algorithm was proposed by Khandelwal et al. [36]; this algorithm uses only the number of idle slots to estimate the load value. The load estimation expression is as follows:

\[
\hat{L}_{\text{Kha}} = \arg \min_L |E(I) - i| = \left\lfloor \frac{1}{\lg \left( \frac{M}{r} \right)} \right\rfloor, \tag{4}
\]

where \( I \) represents the random variable of the number of idle slots in a frame, \( E(I) \) is the expectation of \( I \), and \( \left\lfloor . \right\rfloor \) represents integer rounding. When \( r = 1 \):

\[
E(I) = M \left( 1 - \frac{1}{M} \right)^L. \tag{5}
\]

None of the above algorithms make full use of the number of slots in the three different states for load estimation, and the algorithm in Equation (4) is not suitable for situations in which no idle slot exists. In order to further improve the load estimation precision, we propose an MLE-based load estimation algorithm. This algorithm first determines the approximate range of the load value according to the decoding result of a frame, then uses MLE to accurately estimate the load.

Suppose the number of packets successfully received in a certain frame is \( L^S \), while the number of slots still in a collided state following data decoding is \( c' \). Each packet will generate \( r \) replicas, and there are at least two packet replicas in each collided slot; thus:

\[
L \geq L^S + \left\lceil \frac{2c'}{r} \right\rceil. \tag{6}
\]

We use \( I, S, \) and \( C \) to represent the random variables of the number of idle slots, successful slots and collided slots, respectively. Taking the idle slots as an example, according to the basic concept of MLE, since a sample \( I_1 \) of the random variable \( I \) has already taken the sample value \( i \), we contend that the probability \( p^I(i; L) \) of \( I_1 \) taking this sample value is relatively large. \( p^I(i; L) \) will be affected by \( L \); therefore, the value of \( L \) needs to make \( p^I(i; L) \) relatively large. If only the sample value \( i \) is used to estimate \( L \), we can obtain the estimated value:

\[
\hat{L} = \arg \max_{L \geq l_{\min}} p^I(i; L), \tag{7}
\]

in which \( l_{\min} = L^S + \left\lceil \frac{2c'}{r} \right\rceil \).

Suppose that the probability of samples \( S_1 \) and \( C_1 \) of random variables \( S \) and \( C \) taking sample values \( s \) and \( c \) is \( p^S(s; L) \) and \( p^C(c; L) \) respectively. In the same way, the value of \( L \) also needs to make \( p^S(s; L) \) and \( p^C(c; L) \) relatively large. Therefore, we choose the \( \hat{L} \) that maximizes \( p^I(i; L) \cdot p^S(s; L) \cdot p^C(c; L) \) as the estimated value of \( L \); that is:

\[
L = \arg \max_{L \geq l_{\min}} \left\{ p^I(i; L) \cdot p^S(s; L) \cdot p^C(c; L) \right\}. \tag{8}
\]

As is clear from the above, we use the number of slots in the three states simultaneously to estimate the load. It should be noted that, unlike the general MLE, we use the sample values of three random variables to calculate the estimated value of the parameter; accordingly, although there is only one sample value for each random variable, we can still obtain high estimation precision.

We next derive the expressions of \( p^I(i; L) \), \( p^S(s; L) \) and \( p^C(c; L) \). As mentioned earlier, a packet \( p_l \) \((l = 1, \cdots, L)\) generates \( r \) replicas, which randomly select \( r \) different slots from a total of \( M \) slots for transmission. The probability of a slot \( S_m \) \((m = 1, \cdots, M)\) being selected by the packet \( p_l \) is thus:

\[
p\{p_l \in S_m\} = \frac{r}{M}. \tag{9}
\]
Each packet selects slots independently. If slot $S_m$ is in the idle state, this means no packet has selected it; the corresponding probability is:

$$p^i = \{1 - p|p_l \in S_m\}^L = \left(1 - \frac{r}{M}\right)^L. \quad (10)$$

When slot $S_m$ is selected by only one packet, it is in the successful state, the corresponding probability of which is:

$$p^s = C^i_M \cdot p|p_l \in S_m\} \cdot \{1 - p|p_l \in S_m\}^{L-1} = \frac{Lr}{M} \left(1 - \frac{r}{M}\right)^{L-1}. \quad (11)$$

Hence, the probability of slot $S_m$ being in the collided state is:

$$p^c = 1 - p^i - p^s = 1 - \left(1 - \frac{r}{M}\right)^L - \frac{Lr}{M} \left(1 - \frac{r}{M}\right)^{L-1} = 1 - \frac{M + Lr - r}{M} \left(1 - \frac{r}{M}\right)^{L-1}. \quad (12)$$

Therefore:

$$p^i(i; L) = C^i_M \cdot \left(\frac{p^i}{i}\right)^i \cdot \left(1 - \frac{r}{M}\right)^{M-i} = C^i_M \left(1 - \frac{r}{M}\right)^{iL} \left[1 - \left(1 - \frac{r}{M}\right)^L\right]^{M-i}, \quad (13)$$

$$p^s(s; L) = C^s_M \cdot (p^s)^s \cdot (1 - p^s)^{M-s} = C^s_M \left[\frac{Lr}{M} \left(1 - \frac{r}{M}\right)^{L-1}\right]^s \left[1 - \frac{Lr}{M} \left(1 - \frac{r}{M}\right)^{L-1}\right]^{M-s}, \quad (14)$$

$$p^c(c; L) = C^c_M \cdot (p^c)^c \cdot (1 - p^c)^{M-c} = C^c_M \left[1 - \frac{M + Lr - r}{M} \left(1 - \frac{r}{M}\right)^{L-1}\right]^c \left[\frac{M + Lr - r}{M} \left(1 - \frac{r}{M}\right)^{L-1}\right]^{M-c}. \quad (15)$$

The above load estimation process estimates the number of packets actually sent in a frame. When implementing load control, it is necessary to forecast how many packets need to be sent before load control in future frames. We refer to the number of packets that need to be sent before load control in a frame as the original load of the frame. Therefore, in subsequent load forecasting, we need to forecast the original load values of future frames based on the historical values of the original load. If load control has been conducted in a frame, and the corresponding load control parameter is $p^{LC}$ (this is known at the time of load estimation), then the estimated value of the original load of the frame is:

$$\hat{L}' = \frac{\hat{L}}{p^{LC}} \quad (16)$$

Otherwise, the estimated value of the actual load of the frame is the estimated value of the original load; that is:

$$\hat{L}' = \hat{L}. \quad (17)$$

3.3. Load Forecasting

It is first necessary to determine whether the load needs to be controlled according to the forecasted load values, after which the load control parameters can be calculated as required. We use time series forecasting technology to forecast the original load values of future frames based on the time series composed of the historical values of the original load in past frames (referred to as the load series). Suppose that the original load value of a frame is $L'$, and the forecasted value of $L'$ is $L^F$. Similarly, we define the load forecast precision of this frame as follows:

$$A^F = 1 - \frac{|L^F - L'|}{L'}. \quad (18)$$

In the network, a frame’s original load will be affected by the number of newly generated packets in the frame, the number of packets with no chance of being transmitted in the previous frames, the number of retransmitted packets, and the accuracy of the
previous load forecasting. Worse yet, since the load series will be affected by the load forecasting process, before a load forecasting method is applied, we cannot obtain the load series in advance under this method for feature analysis. It is therefore difficult to use classic time series models, such as the autoregressive integrated moving average (ARIMA) model, to model the load series.

Computational intelligence-based time series forecasting is a new type of time series forecasting technology. The key advantage of this approach is that it is well-suited to capture the characteristics of the load series through learning. Moreover, we can use the load series during network operation to train the forecasting model dynamically, which enables the model to dynamically adapt to the law of load changes. Two representative and most commonly used methods of this type are neural network-based and support vector machine-based time series forecasting.

Neural network-based time series forecasting is a non-parametric method that makes no assumptions about the time series model. As long as the neural network has enough hidden layers and each hidden layer has enough neurons, this approach can approximate any complex function with any level of precision. However, neural network-based time series forecasting is difficult to guarantee accuracy when the number of learning samples is small; when the number of samples is large, the generalization performance is low.

Support vector machine is an algorithm based on the principle of structural risk minimization. Support vector machine-based time series forecasting is a convex quadratic optimization problem, which can ensure that the extremal solution obtained is the global optimal solution. However, when the number of samples is large, this method causes great computational and storage overhead. Moreover, this method is very sensitive to the parameters and kernel function.

It can be seen that these two methods have their own advantages and disadvantages. Since we do not know the characteristics of the load series, and the characteristics will be affected by the forecasting methods, we explore the use of these two methods for load forecasting respectively.

3.3.1. Neural Network-Based Load Forecasting

As shown in Figure 2, we adopt the most widely used multilayer feedforward neural network for load forecasting. The neural network consists of one input layer, $K$ hidden layers and one output layer. It is assumed that the load value of a frame is strongly correlated with the load values of the past $M_C$ frames; the value of $M_C$ is related to the specific network scenarios. Therefore, we use the load values of the past $M_C$ frames to forecast the load value of a future frame. If we assume that the satellite is currently receiving the signal of the $t$-th frame, then the input layer contains $M_C$ neurons, which receive $M_C$ historical load values $\{\hat{L}_{t-M_C}, \hat{L}_{t-M_C+1}, \ldots, \hat{L}_{t-1}\}$ respectively. It should be noted that since the $t$-th frame has not been completely received, its load value cannot yet be obtained.

![Figure 2. Load forecasting using multilayer feedforward neural network.](image-url)
The number of hidden layers and the number of neurons in each hidden layer need to be determined according to specific network scenarios. If the number of hidden layers or the number of neurons in each layer is too small, the neural network may not be able to fully capture the characteristics of the load series; on the other hand, if these values are too high, this may cause overfitting and reduce generalization ability. The neural network processes the information from one layer to the next through the activation function. We denote the input layer as layer 0, \( L_0, L_1, \ldots, L_{M^C} \), as \( h_0^0, h_0^1, \ldots, h_0^p_0 \) respectively; then, \( P_0 = M^C \), the hidden layers are from layer 1 to layer \( K \), and the output layer is layer \( K + 1 \). The value of the \( p_k \)-th \( (p_k = 1, \ldots, P_k) \) neuron \( N^k_{p_k} \) in the \( k \)-th \( (k = 1, \ldots, K) \) layer is:

\[
h^k_{p_k} = f^k_{p_k} \left( a^k_{p_k} + \sum_{p_{k-1}=1}^{P_k} w_{p_{k-1}p_k} h_{p_{k-1}}^{k-1} \right),
\]

in which \( h^k_{p_{k-1}} \) is the value of the \( p_{k-1} \)-th \( (p_{k-1} = 1, \ldots, P_{k-1}) \) neuron \( N_{p_{k-1}}^{k-1} \) in the \( (k - 1) \)-th layer, \( w_{p_{k-1}p_k} \) is the weight of the connection between \( N_{p_{k-1}}^{k-1} \) and \( N^k_{p_k} \), \( a^k_{p_k} \) is the constant deviation, and \( f^k_{p_k} (\cdot) \) is the activation function; moreover, the symbolic logic function is typically used, that is:

\[
f^k_{p_k} (x) = \frac{e^x}{1 + e^x}.
\]

The load control parameter of a frame needs to be broadcast to the ground nodes before the start of the frame. Since both load forecasting and load control parameter transmission take time, the load forecasting of a frame needs to be performed in advance. Suppose that the time required for load forecasting is \( T^{LF} \), while the one-way propagation delay between the satellite and ground node is \( T^{SG} \); thus, the time period for which the load forecasting is advanced relative to the start of a frame is \( \beta (T^{LF} + T^{SG}) \), where \( \beta \) is the safety factor. The number of load forecasting steps is therefore:

\[
M^F = \left\lfloor \frac{\beta (T^{LF} + T^{SG})}{T^S} \right\rfloor + 1,
\]

where \( T^S \) is the duration of a slot. Accordingly, the output layer contains \( M^F \) neurons, where the value of the \( q \)-th neuron \( N^q_{C+1} \)—that is, the forecasted load value of the \( (t + q - 1) \)-th frame is:

\[
L^F_{t+q-1} = f^q_{C+1} \left( a^q_{C+1} + \sum_{p_k=1}^{P_k} w_{p_kq} h^k_{p_k} \right).
\]

Here, \( h^k_{p_k} \) is the value of the \( p_k \)-th neuron \( N^k_{p_k} \) in the \( K \)-th layer, \( w_{p_kq} \) is the weight of the connection between \( N^k_{p_k} \) and \( N^q_{C+1} \), \( a^q_{C+1} \) is the constant deviation, and \( f^q_{C+1} (\cdot) \) is the activation function; the linear function is typically used, i.e.:

\[
f^q_{C+1} (x) = x.
\]

Before using the neural network for load forecasting, it is necessary to train the neural network with the historical load values. We use the load series \( \{ L'_{m-M^T}, L'_{m-M^T+1}, \ldots, L'_{m-1} \} \) obtained in the previous time period \( T^T \) to train the neural network, where \( M^T \) is the number of frames contained in \( T^T \). In training, the load series \( \{ \hat{L}_m, \hat{L}_{m+1}, \ldots, \hat{L}_{m+M^C-1} \} \) \((m = t - M^T, t - M^T + 1, \ldots, t - M^C - M^F)\) is input, and the load series \( \{ \hat{L}_{m+M^C}, \hat{L}_{m+M^C+1}, \ldots, \hat{L}_{m+M^C+M^F-1} \} \) is output. The trained neural network can be regarded as a nonlinear autoregressive model:

\[
\left( \hat{L}'_{m+M^C}, \hat{L}'_{m+M^C+1}, \ldots, \hat{L}'_{m+M^C+M^F-1} \right) = f \left( \hat{L}_m, \hat{L}_{m+1}, \ldots, \hat{L}_{m+M^C-1} \right) + \varepsilon_t,
\]
where \( f(\cdot) \) is the relationship function obtained through training, while \( u_t \) is the white noise random disturbance.

### 3.3.2. Support Vector Machine-Based Load Forecasting

The use of support vector machines for time series forecasting is based on support vector regression. As discussed above, in the load forecasting problem, our goal is to predict the load value of the \((t + M^F - 1)\)-th frame through the historical load values \( \{\hat{L}_{t-M^C}, \hat{L}_{t-M^C+1}, \cdots, \hat{L}_{t-1}\} \) of the past \( M^C \) frames. We can obtain the forecasted load value of the \((t + M^F - 1)\)-th frame through \( M^F \) single-step forecasting. First, we calculate the forecasted load value \( \hat{L}_t^F \) of the \( t \)-th frame using \( \{\hat{L}_{t-M^C}, \hat{L}_{t-M^C+1}, \cdots, \hat{L}_{t-1}\} \), after which we calculate the forecasted load value \( \hat{L}_{t+1}^F \) of the \((t + 1)\)-th frame through \( \{\hat{L}_{t-M^C+1}, \hat{L}_{t-M^C+2}, \cdots, \hat{L}_{t-1}, \hat{L}_{t}^F\} \). By analogy, \( \hat{L}_{t+M^F-1}^F \) can be forecasted through \( \{\hat{L}_{t+M^F-M^C-1}, \hat{L}_{t+M^F-M^C}, \cdots, \hat{L}_{t-1}, \hat{L}_t^F, \cdots, \hat{L}_{t+M^F-2}\} \).

To successfully execute the above forecasting process, we aim to obtain the functional relationship between the load values \( \{L'_j, L'_{j+1}, \cdots, L'_{j+M^C-1}\} \) of \( M^C \) consecutive frames and the load value \( L'_{j+M^C} \) of the next frame. Let \( x = (L'_j, L'_{j+1}, \cdots, L'_{j+M^C-1})^\top \) and \( y = L'_{j+M^C} \); here, our goal is to get the function \( h: \mathbb{R}^{M^C} \rightarrow \mathbb{R} \) so that:

\[
\text{(25)}
\]

We can learn an approximation \( \hat{h} \) of \( h \) from the load series \( \{L'_j, L'_{j+1}, \cdots, L'_{j+M^C-1}\} \) obtained in the previous time period \( T \) through support vector regression for load forecasting. \( N = M^T - M^C \) samples \( \{(x_1, y_1), (x_2, y_2), \cdots, (x_N, y_N)\} \) can be obtained from \( \{L'_j, L'_{j+1}, \cdots, L'_{j+M^C-1}\} \), where \( x_n \in \mathbb{R}^{M^C} (n = 1, \cdots, N) \) is an \( M^C \)-dimensional vector, and the definitions of \( x_n \) and \( y_n \) are as follows:

\[
\text{(26)}
\]

\[
\text{(27)}
\]

The basic concept of support vector regression is to map the samples to a specific feature space \( \mathbb{R}^{\hat{M}^C} \) through a non-linear mapping \( \phi \), and linear regression can be performed in this space; that is:

\[
\text{(28)}
\]

where \( b \) is the offset. Support vector regression can tolerate a deviation between \( \hat{h}(x_n) \) and \( y_n \) smaller than \( \epsilon \). We select the linear insensitive loss \( \max \{0, |y_n - (\omega^\top \phi(x_n) + b)| - \epsilon\} \), which has good sparsity and can ensure the generalization ability of the result. Support vector regression can be formally expressed as:

\[
\text{(29)}
\]

In the above formula, \( D > 0 \) is the penalty factor, which can balance the complexity of the regression model and the degree of sample fit. The larger the \( D \), the higher the degree of fit and the higher the model complexity.
By using the duality principle, and introducing Lagrangian multipliers and kernel function, the above support vector regression can be transformed into the following optimization problem:

$$
\min_{\alpha} \frac{1}{2} \sum_{n_1, n_2=1}^{N} (\alpha_{n_1} - \alpha_{n_2}^* ) ( \alpha_{n_2} - \alpha_{n_2}^* ) K( x_{n_1}, x_{n_2} ) + \sum_{n=1}^{N} \alpha_n ( y_n + \epsilon ) - \sum_{n=1}^{N} \alpha_n^* ( y_n - \epsilon ),
$$

subject to:

$$\sum_{n=1}^{N} ( \alpha_n - \alpha_n^* ) = 0, \quad 0 \leq \alpha_n \leq D, \quad 0 \leq \alpha_n^* \leq D \quad (n = 1, \cdots, N).$$

(30)

In the above formula, $\alpha = (\alpha_1, \alpha_1^*, \alpha_2, \alpha_2^*, \cdots, \alpha_N, \alpha_N^*)^T$ is the Lagrangian multiplier vector. $K( x_{n_1}, x_{n_2} ) = \phi( x_{n_1} )^T \cdot \phi( x_{n_2} )$ is the kernel function, which can combine the two steps of feature mapping and inner product calculation into one step, maintaining the computational complexity at $O(M^2)$. There are many kernel functions, which need to meet Mercer conditions. We adopt the most commonly used Gaussian kernel function:

$$
K( x_i, x_j ) = e^{-\frac{|x_i - x_j|^2}{2\sigma^2}},
$$

(31)

where $\sigma$ is the Gaussian kernel parameter. At this time:

$$
\omega = \sum_{n=1}^{N} ( \alpha_n - \alpha_n^* ) \phi( x_n ).
$$

(32)

By solving the above convex quadratic programming problem, we can obtain:

$$
\hat{h}(x) = \sum_{n=1}^{N} ( \alpha_n - \alpha_n^* ) K( x_n, x ) + b.
$$

(33)

According to the KKT (Karush-Kuhn-Tucker) theorem, by deriving equation:

$$
\begin{align*}
\begin{cases}
\epsilon - y_n + \hat{h}(x_n) = 0 \\
\epsilon + y_n - \hat{h}(x_n) = 0
\end{cases}
\end{align*}
$$

(34)

the offset $b$ can be solved.

As discussed above, after learning to obtain the function $\hat{h}$, through $M^F$-step forecasting, we can obtain the forecasted load value of the $(t + M^F - 1)$-th frame:

$$
L_{t+M^F-1}^F = \hat{h}(x^F),
$$

(35)

where $x^F = (L_{t+M^F-M^C-1}^F, L_{t+M^F-M^C-2}^F, \cdots, L_{t+M^F-M^C-M^F}^F, L_{t+M^F-M^C-M^F-1}^F, \cdots, L_{t+M^F-M^F-2}^F)^T$.

3.3.3. Carrying Out Load Forecasting in the Network

Load forecasting using neural network- or support vector machine-based time series forecasting technology can be divided into two stages, specifically model training and load forecasting.

Model training: Since the load series will be affected by the load forecasting, we cannot obtain the load series samples in advance to train the forecasting model (neural network or support vector machine). In addition, the law of load change usually differs across different time periods. We accordingly update the forecasting model dynamically during use. More specifically, in the initial period $T^I$, no load control is performed, and the load series of this period is obtained to train the forecasting model. The trained forecasting model is then used for load forecasting. After that, the forecasting model is retrained every $T^I$. Therefore, the forecasting model can update the parameters according to the change of
the load series law, thereby ensuring that high load forecast precision is always maintained. In actual scenarios, we can use two forecasting models, $M_A$ and $M_B$. Note that, here, $M_A$ and $M_B$ are the same kind of forecasting model (that is, both $M_A$ and $M_B$ are either neural networks or support vector machines). While a model $M_A$ is in use, the other model $M_B$ is retrained using the newly obtained load series; when the training of model $M_B$ is complete, we switch to using $M_B$ for load forecasting, and vice versa.

Load forecasting: Once a forecasting model has been trained, we can use it for load forecasting. By taking the load series $\{L_{t-M^C}, L_{t-M^C-1}, \ldots, L_{t-1}\}$ of the past $M^C$ frames as input, we can obtain the forecasted load value $\{L_t^F, L_{t+1}^F, \ldots, L_{t+M^F-1}^F\}$ of the subsequent $M^F$ frames. As discussed above, we need the forecasted load value $\hat{L}_{t+M^F-1}^F$ of the $(t + M^F - 1)$-th frame.

We denote the critical load value of CRDSA3 as $L_0$. If $\hat{L}_{t+M^F-1}^F > L_0$, load control is required for the $(t + M^F - 1)$-th frame, and its load control parameter is:

$$p_{t+M^F-1}^{LC} = \frac{L_0}{\hat{L}_{t+M^F-1}^F}. \quad (36)$$

The process of load forecasting is outlined in Algorithm 1. In this algorithm, $t = 1, 2, \cdots$ is the frame sequence numbers, $m_{\min}^{p}$ is the sequence number of the frame when the load forecasting is first carried out, $S_t^F$ is the load series used for forecasting model training in the $t$-th frame, $x$ is a function used to find the remainder of divided by $y$, $TrainModel(X, Y)$ is the function that uses the load series $Y$ to train the forecasting model $X$, and $LoadForecast(X, Y)$ is a function that uses the prediction model $X$ to perform load forecasting through the load series $Y$.

Algorithm 1 Load Forecasting

Input: $\hat{L}_t^F$ ($t = 1, 2, \cdots$), $M^T$, $M^C$, $M^F$

Output: $\hat{L}_{t+M^F-1}^F$ ($t = m_{\min}^{p}, m_{\min}^{p} + 1, \cdots$)

Initialize: $m_{\min}^{p} = 0$

1. for each $t \in \{1, 2, \cdots\}$ do
2. if $t \geq M^T + 1$
3. /* Train the forecasting models every $M^T$ frames */
4. if $\text{Mod}(t, M^T) = 1$
5. $S_t^T = \{L_{t-M^T}, L_{t-M^T+1}, \ldots, L_{t-1}\}$
6. if $\text{Mod}(\lceil t/M^T \rceil, 2) = 0$
7. $M_A = \text{TrainModel}(M_A, S_t^T)$
8. else
9. $M_B = \text{TrainModel}(M_B, S_t^T)$
10. end if
11. end if
12. /* Use the trained forecasting models for load forecasting */
13. $S_t^F = \{L_{t-M^F}, L_{t-M^F+1}, \ldots, L_{t-1}\}$
14. if $\text{Mod}(\lceil t/M^F \rceil, 2) = 0$
15. if $M_A$ has been trained
16. if $m_{\min}^{p} = 0$
17. $m_{\min}^{p} = t$
18. end if
19. $\hat{L}_{t+M^F-1}^F = \text{LoadForecast}(M_A, S_t^F)$
20. else if $\lceil t/M^F \rceil > 2$
21. $\hat{L}_{t+M^F-1}^F = \text{LoadForecast}(M_B, S_t^F)$
22. end if
23. else
24. if $M_B$ has been trained
\begin{algorithm}
\caption{Cont.}
\begin{algorithmic}[1]
\State $L^F_{t+M^T-1} = \text{LoadForecast}(M_B, S^F_t)$
\State \textbf{else}
\State $L^F_{t+M^T-1} = \text{LoadForecast}(M_A, S^F_t)$
\State \textbf{end if}
\State \textbf{end if}
\State \textbf{end if}
\State \textbf{end if}
\State \textbf{end for}
\State \textbf{return} $L^F_{t+M^T-1}$ ($t = m^F_{\min}, m^F_{\min} + 1, \ldots$)
\end{algorithmic}
\end{algorithm}

3.3.4. The Impact of Load Forecast Precision on Throughput

When the forecasted load value $L^F$ of a frame is less than or equal to the critical load value $L_0$, no load control is performed, and the load forecasting process will not affect the throughput of the frame. When $L^F$ is greater than $L_0$, the frame will carry out load control. Suppose the original load of the frame is $L^\prime$, while the load forecast precision is $A^F$; then, $L^F$ is equal to $A^F L^\prime$ (50% probability) or $(2 - A^F) L^\prime$ (50% probability). The load control parameter of this frame is:

$$p^{LC} = \begin{cases} \frac{L^F}{A^F L^\prime} & \text{if } L^F = A^F L^\prime \\ \frac{L^F}{(2 - A^F) L^\prime} & \text{otherwise} \end{cases},$$

and the load of this frame after load control—that is, the actual load—is:

$$L = \begin{cases} L^F & \text{if } L^F = A^F L^\prime \\ \frac{L^F}{2 - A^F} & \text{otherwise} \end{cases}.$$  \hfill \ (38)

According to [29], when the number of SIC iterations is $H$ and the normalized load is $G$, the throughput of CRDSA3 is:

$$Tp(H|G) = G \left[ 1 - \left( 1 - p^A_{pd}(H|G) \right)^3 \right],$$  \hfill \ (39)

where $p^A_{pd}(H|G)$ is the probability of a replica $p^A$ of a packet being successfully transmitted:

$$p^A_{pd}(H|G) \leq p^A_{pd}(G) + 2 \sum_{i=1}^{GM-1} \frac{GM-1}{i} p_{int}(i|G) \left[ p^A_{pd}(H - 1|G) \right]^i,$$  \hfill \ (40)

while $p_{int}(i|G) = C_{GM-1}^i (3/M)^i (1 - 3/M)^{GM-1-i}$ is the probability of a packet being interfered by $i$ packets in a given slot, and $p^A_{pd}(G) = p_{int}(0|G) = (1 - 3/M)^{GM-1}$ is the probability that the replica $p^A$ is alone in a given slot.

The normalized load of this frame is $G = L/M$. Therefore, when SIC iterates $H$ times, the expected throughput of the frame is:

$$E(Tp(H|G)) = \frac{L_0}{2A^F M} \left[ 1 - \left( 1 - p^A_{pd}\left(H\left|\frac{L_0}{A^F M}\right.\right)\right)^3 \right] + \frac{L_0}{2(2-A^F) M} \left[ 1 - \left( 1 - p^A_{pd}\left(H\left|\frac{L_0}{(2-A^F) M}\right.\right)\right)^3 \right].$$  \hfill \ (41)

CRDSA3 reaches maximum throughput at the critical load value $L_0$ (the normalized load is $G_0 = L_0/M$):

$$TP_{max} = Tp(H|G_0) = \frac{L_0}{M} \left[ 1 - \left( 1 - p^A_{pd}\left(H\left|\frac{L_0}{M}\right.\right)\right)^3 \right].$$  \hfill \ (42)
It can be observed that the higher the load forecast precision (i.e., the closer to 1), the closer the load after control will be to the critical value, and the closer the throughput will be to the maximum throughput. The expected value of the gap between the throughput and the maximum throughput caused by the load forecast error is:

$$E(\Delta Tp) = E(Tp_{max} - Tp(H|G)) = Tp_{max} - E(Tp(H|G)).$$

(43)

4. Performance Evaluation

In this section, we test the performance of LC-CRDSA3 through a series of simulation experiments. The main experimental parameter settings are listed in Table 1. In our experiments, we focus on an uplink random access channel of a satellite. Each frame of this channel contains 1000 slots, each slot duration is 0.5 ms, and one packet can be transmitted in a single slot. A total of 2000 ground nodes send data to the satellite through this channel, and the one-way propagation delay between a node and the satellite is 40 ms. Among the 2000 nodes, 1000 nodes periodically generate packets, with the packet generation period of each node being randomly determined. Another 1000 nodes randomly generate packets, and the number of packets generated by each node in each slot obeys a Poisson distribution. The average generation rate of periodic and random packets is the same. Our experiments emulate transmitting these packets. In order to avoid a large number of packets accumulating in the network when the average data generation rate is high, we set the number of packet transmission opportunities to 6. In addition to the packet being transmitted or retransmitted, if the packet is not transmitted due to load control, it is considered to have used a transmission opportunity. Following a failed transmission, a packet randomly waits for 0–9 frames before attempting transmission again. The number of SIC iterations is 10. In load forecasting, we retrain the forecasting model (neural network or support vector machine) every 2000 frames. The neural network is a three-layer feedforward neural network with a hidden layer. The relevant parameters of neural networks and support vector machines were determined through experimental testing. The total simulation time is 8000 frames. Since load control was not performed on the first 2000 frames, the data from the 2001st frame to the 8000th frame were recorded as the experimental results.

Table 1. Experimental parameter settings.

| Parameter                                              | Value     |
|--------------------------------------------------------|-----------|
| Number of slots in each frame                          | 1000      |
| Duration of each slot                                  | 0.5 ms    |
| Number of nodes                                        | 2000      |
| One-way propagation delay between node and satellite    | 40 ms     |
| Number of packet transmission opportunities             | 6         |
| Number of frames waiting to participate in retransmission | 0–9       |
| Number of frames between forecasting model training    | 2000      |
| Simulation time                                        | 8000 frames |

We first tested the overall performance of LC-CRDSA3 and analyzed the load estimation and load forecasting performance. Next, we compared the LC-CRDSA3 scheme with CRDSA3.

4.1. Performance Analysis of LC-CRDSA3

LC-CRDSA3 improves the network throughput in a dynamic load environment through load control, for which load estimation and load forecasting form the basis. We first tested the overall performance of LC-CRDSA3, then tested the accuracy of load estimation and load forecasting, along with their impact on performance.
4.1.1. Overall Performance

We tested the throughput of LC-CRDSA3 under different average data generation rates (hereinafter referred to as data rates), as shown in Table 2. Here, the data rate reflects the network load. We used both neural network and support vector machine to forecast load (NN and SVM respectively in Table 2); the number of historical load values used by both models for forecasting is 70. We set the number of neurons in the hidden layer of the neural network \( P = 10 \); the maximum error allowed by support vector regression \( \varepsilon = 0.01 \), the penalty factor \( D = 10 \), and the Gaussian kernel parameter \( \sigma = 5 \). Overall, LC-CRDSA3 achieves good throughput performance at the tested data rates. When \( g \leq 0.6 \), the overall load is comparatively low. A small number of failed packets, or packets that have no chance of being transmitted due to load control, can be successfully transmitted in subsequent frames; thus, the throughput is equal to the data rate. When \( g \geq 0.7 \), through load control, LC-CRDSA3 can obtain throughput that approaches the theoretical maximum (about 0.7).

| \( g \) | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 |
|---|---|---|---|---|---|---|---|---|
| LC-CRDSA3 (NN) | 0.1000 | 0.2000 | 0.3000 | 0.4000 | 0.5000 | 0.6000 | 0.6798 | 0.6746 |
| LC-CRDSA3 (SVM) | 0.1000 | 0.2000 | 0.3000 | 0.4000 | 0.5000 | 0.6000 | 0.6920 | 0.6945 |
| \( g \) | 0.9 | 1 | 1.1 | 1.2 | 1.3 | 1.4 | 1.5 |
| LC-CRDSA3 (NN) | 0.6711 | 0.6728 | 0.6809 | 0.6898 | 0.6844 | 0.6912 | 0.6960 |
| LC-CRDSA3 (SVM) | 0.6931 | 0.6922 | 0.6888 | 0.6956 | 0.6926 | 0.6944 | 0.6998 |

4.1.2. Load Estimation Performance

In order to evaluate the effectiveness of the MLE-based load estimation algorithm (hereinafter the MLE algorithm) proposed in this paper, we compare it with the two algorithms in Equations (3) and (4) (hereinafter the Cha and Kha algorithms, respectively). In order to make the Cha and Kha algorithms applicable when the number of replicas \( r = 3 \), we modify the load estimation expressions of the two algorithms as follows:

\[
\hat{L}_{\text{Cha}} = \frac{s + 2.39c}{3}, \quad (44)
\]

\[
\hat{L}_{\text{Kha}} = \frac{1}{3} \arg\min_{L} \left| E(I) - l \right| = \frac{1}{3} \log_{\frac{M}{M-1}} \left( \frac{M}{I} \right). \quad (45)
\]

In more detail, we first estimate the number of packet replicas, then get the number of packets. We first test the load estimation precisions of the three algorithms, then test the load forecast precision and throughput of LC-CRDSA3 when these three algorithms are used.

Due to the load control, we cannot directly test the load estimation precisions of the three algorithms under different loads in LC-CRDSA3. We therefore test the load estimation precisions of the three algorithms under different normalized loads through additional simulation experiments. Every algorithm is tested 100 times under each normalized load; the average load estimation precision obtained is shown in Figure 3. Overall, the load estimation precision of MLE is higher than that of Cha and Kha, with an average increase of 33% and 1.77% respectively. Under the tested normalized load, both MLE and Kha obtain high load estimation precision. Although the ratio of increase relative to Kha is not large, MLE is more versatile and can be applied to different loads. Experimental tests show that when \( G \geq 1.9 \), Kha can no longer be applied, as there are almost no idle slots. In addition, when \( G > 0.4 \), the load estimation precision of Cha drops sharply. Cha assumes that the number of packets in a collided slot is 2.39 on average; when the load is higher, the error of this assumption increases rapidly because there are more packets in a collided slot.
Figure 3. Comparison of load estimation precisions of the three load estimation algorithms.

We use the above three algorithms to estimate the load in LC-CRDSA3 in order to evaluate the impact of load estimation precision on load forecast precision and throughput, as illustrated in Figure 4. We use neural networks for load forecasting. When no idle slot exists, the Kha algorithm uses the Cha algorithm to estimate the load.

Figure 4. Load forecast precisions and throughput under the three load estimation algorithms: (a) Load forecast precisions under the three algorithms; (b) Throughput under the three algorithms.

When \( g \leq 0.5 \), there is little difference between the load forecast precisions under the three algorithms; this is because the load is relatively low under this condition, with the result that the load estimation precisions of the three algorithms are relatively high. We can further observe that the lower the data rate, the lower the load forecast precision of the three algorithms; this is because the load is more bursty when the data rate is low, making forecasting more difficult. Due to the low load, the throughputs of the three algorithms are equal to the data rate.

Interestingly, when \( g \geq 0.9 \), the load forecast precisions under the three algorithms are also both close and all relatively high. When the data rate is high, more packets are accumulated in the network, the original load becomes stable, and load forecasting is
accordingly less difficult. Due to the load control, the actual load under the three algorithms is kept at a low level. Because the load estimation precisions of the three algorithms are relatively high when the load is low, and neural network-based load forecasting can tolerate a certain degree of noise, the load forecast precisions under all three algorithms are relatively high. Corresponding to the load forecast precision, the throughput is also relatively high for all algorithms.

When $0.5 < g < 0.9$, the load forecast precisions under Cha and Kha are significantly lower than that of MLE. More specifically, the load forecast precision under MLE is improved by 119.08% and 13.91% on average relative to Cha and Kha respectively. Let’s analyze the reasons for the low load forecast precisions obtained by Cha and Kha. The load estimation precision affects the load forecast precision. Since the data rate is near the critical value, the frequency of load control is high. On the one hand, because the load under this circumstance is not too high, the load forecast precision of one frame will have a greater impact on the original load of subsequent frames, which will cause the original load to fluctuate significantly, increasing the difficulty of load forecasting. On the other hand, the load forecast precision will affect the actual load of the current frame. If the actual load is too high, this will in turn reduce the load estimation precision. Therefore, when the data rate is near the critical value, even a small difference in load estimation precision will have a substantial impact on load forecast precision. Corresponding to the load forecast precision, the throughput under MLE is 645.91% and 25.29% higher than that of Cha and Kha, respectively.

It can accordingly be seen that when the data rate approaches the critical load value, the load estimation precision has a significant impact on both load forecast precision and throughput: more specifically, the higher the load estimation precision, the higher the load forecast precision and throughput. In order to make full use of network resources, the data rate in a network is usually close to the critical load value. Improving the load estimation precision is thus crucial to improving throughput.

### 4.1.3. Load Forecasting Performance

The load forecast precision directly determines the load control accuracy, which consequently affects throughput. It is necessary to select reasonable parameters when using a neural network or support vector machine for load forecasting. Below, we select the parameters of the neural network and the support vector machine through grid search. When using neural networks for load forecasting, two important parameters are the number of hidden layer neurons $P$ and the number of historical load values used for prediction $M^C$ (that is, the number of input layer neurons). Moreover, the penalty factor $D$ and the Gaussian kernel parameter $\sigma$ are two important parameters for support vector machine-based load forecasting. In addition, the load forecast precision will also be affected by the data rate. In order to ensure that the selected parameters can maintain high load forecast precisions at different data rates, we select three representative data rates for testing: namely, 0.4 (below the critical load value), 0.7 (equal to the critical load value) and 1 (above the critical load value). We test the load forecast precisions under different combinations of $P$ and $M^C$, as well as different combinations of $D$ and $\sigma$, at the three data rates; results are presented in Figure 5.

Overall, as can be seen from Figure 5a–c, when the number of hidden layer neurons is small, the neural network obtains higher load forecast precision. Across different time periods, the law of load changes will be different. When $P$ is small, the neural network has a lower degree of fitting and also attains better generalization ability. When $P = 10$ and $M^C = 70$, the neural network has high load forecast precisions under the three data rates (0.9348, 0.9515 and 0.9770 respectively). Hence, we choose them as the neural network parameters in the subsequent experiments.
Figure 5. Load forecast precisions of neural network and support vector machine under different parameter combinations: (a) Load forecast precisions under different combinations of $P$ and $M_C$ when $g = 0.4$; (b) Load forecast precisions under different combinations of $P$ and $M_C$ when $g = 0.7$; (c) Load forecast precisions under different combinations of $P$ and $M_C$ when $g = 1$; (d) Load forecast precisions under different combinations of $D$ and $\sigma$ when $g = 0.4$; (e) Load forecast precisions under different combinations of $D$ and $\sigma$ when $g = 0.7$; (f) Load forecast precisions under different combinations of $D$ and $\sigma$ when $g = 1$.

With reference to the test results obtained by the neural network, we also set $M_C = 70$ for the support vector machine. We further set the maximum error allowed for support vector regression to $\varepsilon = 0.01$. As can be seen from Figure 5d–f, overall, when the penalty factor $D$ is small, the support vector machine achieves higher load forecast precision; this is because the degree of fitting of the support vector machine is lower and it has better generalization ability under this condition. In addition, the larger the Gaussian kernel parameter $\sigma$, the higher the load forecast precision. When $D = 10$ and $\sigma = 5$, the support
vector machine attains high load forecast precisions under the three data rates (0.9457, 0.9620 and 0.9744, respectively). We accordingly choose them as the parameters of the support vector machine in the subsequent experiments.

In addition, we also observed that the load forecast precision at \( g = 0.7 \) is generally lower than at \( g = 0.4 \) and \( g = 1 \), regardless of whether neural network or support vector machine are used. This is because load forecasting is more difficult when \( g = 0.7 \), which also verifies our analysis in Section 4.1.2.

The load forecast precisions and throughput when using neural network and support vector machine for load forecasting are plotted in Figure 6. Overall, under the tested data rates, higher load forecast precision and throughput is obtained by the support vector machine. More specifically, the load forecast precision of support vector machine is 1.86% higher on average than that of using neural network. Moreover, when \( g \geq 0.7 \), the throughput of using support vector machine is 1.68% higher on average than that of using neural network.

![Figure 6](image.url)

**Figure 6.** Load forecast precisions and throughput when using neural network and support vector machine for load forecasting: (a) Load forecast precisions under the two methods; (b) Throughput under the two methods.

4.2. Comparisons with Existing Scheme

In this section, we compare the LC-CRDSA3 scheme with the CRDSA3 scheme to test the impact on performance of introducing load control. In our experiment, all settings are identical across schemes except for the fact that CRDSA3 does not perform load control. LC-CRDSA3 uses neural network and support vector machine for load forecasting respectively. We compare the throughput, packet loss rate and packet delay.

4.2.1. Throughput

The throughput of LC-CRDSA3 and CRDSA3 at different data rates \( g \) is presented in Figure 7. When \( g \leq 0.4 \), the throughput of these two schemes is equal to the data rate due to the low load. When \( g > 0.4 \), the failed and newly generated packets in CRDSA3 cause the packets in the network to accumulate continuously; therefore, the load of CRDSA3 is far above the critical value, and the throughput quickly drops to zero. According to the test results, CRDSA3 obtains the maximum throughput of 0.48 when the data rate is 0.48, which is far lower than the theoretical maximum (about 0.7). Due to load control, LC-CRDSA3 can still maintain a high throughput at a high data rate. When using support vector machine and \( g = 1.5 \), LC-CRDSA3 obtains the maximum throughput of 0.6998, which is 45.79% higher than the maximum throughput of CRDSA3.
4.2.2. Packet Loss Rate

In LC-CRDSA3, some packets have no opportunities for transmission due to load control. We define the packet loss rate of a frame as the ratio of the number of failed packets to the total number of transmitted packets. The packet loss rate of the two schemes under different data rates $g$ is plotted in Figure 8. When $g \leq 0.4$, the packet loss rate of the two schemes is relatively low, since the probability of data collision is also low. When $g > 0.4$, the data collision probability of CRDSA3 increases sharply due to the increase in load, and the packet loss rate rapidly approaches 1. However, LC-CRDSA3 accurately controls the load, and keeps the load at a low level, meaning that the packet loss rate is always relatively low. Under the tested data rates, the average packet loss rates of LC-CRDSA3 using neural network and support vector machine are $2.19 \times 10^{-3}$ and $1.73 \times 10^{-3}$ respectively.

4.2.3. Packet Delay

We define packet delay as the time between a successfully transmitted packet being generated and being received by the satellite. The packet delay of LC-CRDSA3 and CRDSA3 under different data rates $g$ is presented in Figure 9. When $g \leq 0.4$, the load is low, packets can be transmitted quickly, and the packet delay of CRDSA3 is relatively large.
short; when \( g > 0.4 \), however, because the packet loss rate increases sharply, the number of packet retransmissions in CRDSA3 also increases, and the packet delay spikes rapidly. We can further observe that when \( 0.5 \leq g \leq 1 \), the packet delay of CRDSA3 undergoes substantial fluctuations; this is because the packet loss rate is too high and the number of successfully transmitted packets is very small, which causes the packet delay to exhibit a certain randomness. When \( g \geq 1.1 \), CRDSA3 can no longer achieve successful packet transmission because the load is too high.

Figure 9. Comparison of packet delay between LC-CRDSA3 and CRDSA3.

Load control will increase the time a packet spends waiting for transmission. When the data rate is large, a packet will need to wait longer for a transmission opportunity. The packet delay of LC-CRDSA3 therefore increases gradually as the data rate increases. At the test data rate, the average packet delays of LC-CRDSA3 using neural network and support vector machine are 1121.44 ms and 1106.43 ms, respectively.

From the experimental results, it can be observed that LC-CRDSA3 significantly improves on the performance of CRDSA3 in terms of throughput, packet loss rate and packet delay by introducing load control.

5. Conclusions and Future Work

Random access is one of the most competitive multiple access schemes in the future S-IoT context due to its support for massive connections and grant-free transmission, as well as its ease of implementation, all of which constitute significant advantages. However, existing random access schemes are highly sensitive to load; once the load exceeds a certain critical value, the throughput will sharply decline. Moreover, the network load of S-IoT changes dynamically owing to the variable satellite coverage and bursty traffic. This makes the actual throughput of existing random access schemes is far below the theoretical maximum when these schemes are directly applied to S-IoT. Accordingly, in this paper, we propose LC-CRDSA3, an intelligent load control-based random access scheme. LC-CRDSA3 actively controls the network load. When the load threatens to exceed the critical value, only certain nodes are allowed to send data. In order to accurately implement load control, LC-CRDSA3 first estimates the load of each frame through the proposed MLE-based load estimation algorithm, then uses computational intelligence-based time series forecasting technology to predict the load of future frames. We tested the LC-CRDSA3 via a series of simulation experiments, which verify the accuracy of its load estimation and load forecasting. Moreover, compared with CRDSA++, LC-CRDSA3 can obtain network throughput that is close to the theoretical maximum across a wide load range in an S-IoT context where the load is dynamically changing.
In future work, we will conduct additional research into multiple access technology in the S-IoT environment. In terms of load forecasting, we will explore other time series forecasting methods, such as Bayesian networks, to further improve the load forecast precision. In particular, the network load of S-IoT will change drastically in both small time scales (such as slots and frames) and large time scales (such as minutes and hours); thus, we plan to adopt wavelet analysis and other methods to forecast load from the perspective of multiple time scales. We will also consider service priority and quality of service requirements during load control, which will enable high-priority and delay-sensitive services to first obtain transmission opportunities. In addition, we could consider optimizing multiple access for different service types (for example, semi-persistent scheduling can be used for periodic services).

**Author Contributions:** Conceptualization, C.F.; methodology, C.F. and L.W.; software, C.F.; validation, K.X.; formal analysis, K.X.; investigation, C.F.; resources, B.J., K.X., and B.Z.; data curation, C.F.; writing—original draft preparation, C.F.; writing—review and editing, C.F., B.J., K.X., L.W. and B.Z.; supervision, B.J. and B.Z.; project administration, B.Z.; funding acquisition, B.Z. All authors have read and agreed to the published version of the manuscript.

**Funding:** The research was funded by the project of National Natural Science Foundation of China, under grant No.61972412.

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** The data presented in this study are available on request from the authors.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Braun, B.M.; Braun, M. Space and the Internet of Things. In Proceedings of the 2020 IEEE Aerospace Conference, Big Sky, MT, USA, 7–14 March 2020.
2. Yang, D.; Zhou, Y.; Huang, W.; Zhou, X. 5G Mobile Communication Convergence Protocol Architecture and Key Technologies in Satellite Internet of Things System. *Alexandria Eng. J.* 2021, 60, 465–476. [CrossRef]
3. Bacco, M.; Boero, L.; Cassarà, P.; Colucci, M.; Gotta, A.; Marchese, M.; Patrone, F. IoT applications and services in space information networks. *IEEE Wirel. Commun.* 2019, 26, 31–37. [CrossRef]
4. The Internet of Space (IoS): A Future Backbone for the Internet of Things? Available online: https://iot.ieee.org/newsletter/march-2016/the-internet-of-space-ios-a-future-backbone-for-the-internet-of-things.html (accessed on 13 December 2019).
5. Palattella, M.R.; Accettura, N. Enabling Internet of Everything Everywhere: LPWAN with Satellite Backhaul. In Proceedings of the 2018 Global Information Infrastructure and Networking Symposium (GIIS), Thessaloniki, Greece, 23–25 October 2018.
6. Qu, Z.; Zhang, G.; Xie, J. LEO satellite constellation for Internet of Things. *IEEE Access* 2017, 5, 18391–18401. [CrossRef]
7. Sanctic, M.D.; Cianca, E.; Bisio, I.; Araniti, G.; Prasad, R. Satellite communications supporting internet of remote things. *IEEE Internet Things J.* 2016, 3, 113–123. [CrossRef]
8. Wei, T.; Feng, W.; Chen, Y.; Wang, C.; Ge, N.; Lu, J. Hybrid satellite-terrestrial communication networks for the maritime Internet of Things: Key technologies, opportunities, and challenges. *arXiv* 2019, arXiv:1903.11814.
9. Palma, D.; Birkeland, R. Enabling the internet of arctic things with freely-drifting small-satellite swarms. *IEEE Access* 2018, 6, 71435–71443. [CrossRef]
10. NSR, M2M and IoT via Satellite, 7th ed. Available online: http://www.nsr.com/research-reports/satellite-communications-1/m2m-and-iot-via-satellite-7th-edition/ (accessed on 28 February 2017).
11. Casini, E.; Gaudenzi, R.D.; Herrero, O.D.R. Contention resolution diversity slotted ALOHA (CRDSA): An enhanced random access scheme for satellite access packet networks. *IEEE T. Wirel. Commun.* 2007, 6, 1408–1419. [CrossRef]
12. Herrero, O.; De Gaudenzi, R. A High-Performance MAC Protocol for Consumer Broadband Satellite Systems. In Proceedings of the 27th IET and AIAA International Communications Satellite Systems Conference (ICSSC 2009), Edinburgh, UK, 1–4 June 2009.
13. Mitchell, P.D.; Grace, D.; Tozer, T.C. Burst targeted demand assignment multiple-access for broadband Internet service delivery over geostationary satellite. *IEEE J. Sel. Area. Comm.* 2004, 22, 546–558. [CrossRef]
14. Bockelmann, C.; Pratas, N.; Nikopoul, H.; Au, K.; Svensson, T.; Stefanović, Č.; Popovski, P.; Dekorsy, A. Massive machine-type communications in 5G: Physical and MAC-layer solutions. *IEEE Commun. Mag.* 2016, 54, 59–65. [CrossRef]
15. Dai, L.; Wang, B.; Yuan, Y.; Han, S.; Chih-lin, I.; Wang, Z. Non-orthogonal multiple access for 5G: Solutions, challenges, opportunities, and future research trends. *IEEE Commun. Mag.* 2015, 53, 74–81. [CrossRef]
16. Islam, S.M.R.; Avazov, N.; Dobre, O.A.; Kwak, K. Power-domain non-orthogonal multiple access (NOMA) in 5G systems: Potentials and challenges. *IEEE Commun. Surv. Tutor.* 2017, 19, 721–742. [CrossRef]

17. Ping, L.; Liu, L.; Wu, K.; Leung, W.K. Interleave division multiple-access. *IEEE T. Wirel. Commun.* 2006, 5, 938–947. [CrossRef]

18. Cao, Y.; Sun, H.; Soraja, J.; Ji, T. Resource Spread Multiple Access—A Novel Transmission Scheme for 5G Uplink. In Proceedings of the 2017 IEEE 86th Vehicular Technology Conference (VTC-Fall), Toronto, ON, Canada, 24–27 September 2017.

19. Yuan, Z.; Yu, G.; Li, W.; Yuan, Y.; Wang, X.; Xu, J. Multi-User Shared Access for Internet of Things. In Proceedings of the 2016 IEEE 83rd Vehicular Technology Conference (VTC Spring), Nanjing, China, 15–18 May 2016.

20. Nikopour, H.; Baligh, H. Sparse Code Multiple Access. In Proceedings of the 2013 IEEE 24th Annual International Symposium on Personal, Indoor, and Mobile Radio Communications (PIMRC), London, UK, 6–11 September 2013; pp. 332–336.

21. Zhu, Y.; Delamotte, T.; Knopp, A. Geographical NOMA-Beamforming in Multi-Beam Satellite-Based Internet of Things. In Proceedings of the 2019 IEEE Global Communications Conference (GLOBECOM), Waikoloa, HI, USA, 9–13 December 2019.

22. Jiao, J.; Sun, Y.; Wu, S.; Wang, Y.; Zhang, Q. Network utility maximization resource allocation for NOMA in satellite-based Internet of Things. *IEEE Internet Things J.* 2020, 7, 3230–3242. [CrossRef]

23. Chu, J.; Chen, X.; Zhong, C.; Zhang, Z. Robust design for NOMA-based multi-beam LEO satellite internet of things. *IEEE Internet Things J.* 2020, 7, 3230–3242. [CrossRef]

24. Li, P.; Cui, G.; Wang, W. Asynchronous flipped grant-free SCMA for satellite-based Internet of Things communication networks. *Appl. Sci.* 2019, 9, 335. [CrossRef]

25. Zhen, L.; Bashir, A.K.; Yu, K.; Al-Otaibi, Y.D.; Foh, C.H.; Xiao, P. Energy-efficient random access for LEO satellite-assisted 6G internet of remote things. *IEEE Internet Things J.* 2020. [CrossRef]

26. Roberts, L. ALOHA packet system with and without slots and capture. *ACM SIGCOMM Comp. Com.* 1975, 5, 28–42. [CrossRef]

27. Limb, J.; Sala, D. A protocol for efficient transfer of data over hybrid fiber/coax systems. *IEEE ACM Trans. Netw.* 1998, 5, 872–881. [CrossRef]

28. Choudhury, G.; Rappaport, S. Diversity ALOHA—A random access scheme for satellite communications. *IEEE Trans. Commun.* 1983, 31, 450–457. [CrossRef]

29. Wei, F.; Liu, X.; Xie, J.; Zhang, G. Research on multiple access methods for LEO satellite IoT. *Comput. Technol. Dev.* 2019, 29, 116–120.

30. Liva, G. Graph-based analysis and optimization of contention resolution diversity slotted ALOHA. *IEEE T. Commun.* 2011, 59, 477–487. [CrossRef]

31. Paolini, E.; Liva, G.; Chiani, M. Coded slotted ALOHA: A graph-based method for uncoordinated multiple access. *IEEE Trans. Inform. Theory* 2014, 61, 6815–6832. [CrossRef]

32. Zhang, Z.; Wang, X.; Zhang, Y.; Chen, Y. Rateless multiple access: Asymptotic throughput analysis and improvement with spatial coupling. *IEEE Access* 2018, 6, 63200–63213. [CrossRef]

33. Zhang, Z.; Wang, X.; Zhang, Y.; Chen, Y. Grant-free rateless multiple access: A novel massive access scheme for Internet of Things. *IEEE Commun. Letters* 2016, 20, 2019–2022. [CrossRef]

34. Vogt, H. Multiple Object Identification with Passive RFID Tags. In Proceedings of the IEEE International Conference on Systems, Man and Cybernetics, Yasmine Hammamet, Tunisia, 6–9 October 2002.

35. Cha, J.; Kim, J. Novel Anti-collision Algorithms for Fast Object Identification in RFID System. In Proceedings of the 11th International Conference on Parallel and Distributed Systems (ICPADS’05), Fukuoka, Japan, 20–22 July 2005.

36. Khandelwal, G.; Yener, A.; Lee, K.; Serbetli, S. ASAP: A MAC Protocol for Dense and Time Constrained RFID Systems. In Proceedings of the 2006 IEEE International Conference on Communications, Istanbul, Turkey, 11–15 June 2006.