Signal Detection in Distributed MIMO Radar with Non-Orthogonal Waveforms and Sync Errors

Hongbin Li, Fangzhou Wang, Cengcang Zeng, and Mark A. Govoni

Abstract—Although routinely utilized in literature, orthogonal waveforms may lose orthogonality in distributed multi-input multi-output (MIMO) radar with spatially separated transmit (TX) and receive (RX) antennas, as the waveforms may experience distinct delays and Doppler frequency offsets unique to different TX-RX propagation paths. In such cases, the output of each waveform-specific matched filter (MF), employed to unravel the waveforms at the RXs, contains both an auto term and multiple cross terms, i.e., the filtered response of the desired and, respectively, undesired waveforms. We consider the impact of non-orthogonal waveforms and their cross terms on target detection with or without timing, frequency, and phase errors. To this end, we present a general signal model for distributed MIMO radar, examine target detection using existing coherent/non-coherent detectors and two new detectors, including a hybrid detector that requires phase coherence locally but not across distributed antennas, and provide a statistical analysis leading to closed-form expressions of false alarm and detection probabilities for all detectors. Our results show that cross terms can behave like foes or allies, respectively, if they and the auto term add destructively or constructively, depending on the propagation delay, frequency, and phase offsets. Regarding sync errors, we show that phase errors affect only coherent detectors, frequency errors degrade all but the non-coherent detector, while all are impacted by timing errors, which result in a loss in the signal-to-noise ratio (SNR).
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I. INTRODUCTION

A. Background

Multi-input multi-output (MIMO) radar, equipped with multiple transmit/receive (TX/RX) antennas, has been of significant interest for civilian and military applications in recent years [1]–[27]. There are two broad categories, namely collocated MIMO radar (e.g., [1]), where the antennas in the TX and, respectively, RX array are closely spaced (to within a few wavelengths), and distributed MIMO radar [2], where the antennas are widely separated from each other. A distributed MIMO radar can be deployed with its sensors placed close to the radar scene (e.g., via unmanned aerial vehicles) and probe the scene from different aspect angles, allowing the radar to exploit the spatial and geometric diversity to enhance target detection and localization performance [3], [4], [5], [6].

A large body of work has been devoted to the development of distributed MIMO radar related techniques, such as power allocation [10], antenna placement [11], neural network based optimization [12], detection in homogeneous [13] and non-homogeneous [14] clutter environments, low-complexity multi-target detection and localization [15], among others.

This paper considers target detection in distributed MIMO radar with non-orthogonal waveforms. A MIMO radar transmits multiple waveforms from its TXs to probe the environment. The RXs employ a set of matched filters (MFs), one for each waveform, which are intended to unravel the radar echoes and separate the information carried by different waveforms. Under the condition that the waveforms are orthogonal with zero cross-correlation, a frequently used assumption in the literature, the MF output would contain only the filtered echo of the desired waveform, i.e., the auto term, but no cross terms from the undesired waveforms, thus resulting in ideal waveform separation. However, it is impossible to maintain orthogonality with arbitrary delays and frequency shifts [16]. The problem becomes more severe in distributed MIMO radar, since the received signals are inherently asynchronous, i.e., waveforms sent from different TXs in general cannot simultaneously arrive at an RX due to different propagation distances. Moreover, different TX-RX pairs observe distinct Doppler frequencies for the same moving target due to different aspect angles [3]. Such delay and frequency offsets would render orthogonal waveform on transmit non-orthogonal at the RXs. Hence, the often neglected cross terms can be significant.

The effects of cross terms were examined in [17], which treat them as deterministic unknowns, whereas in [18], [19], they were modeled as random quantities with an unknown covariance matrix. In either case, the waveform correlation, which is known, was not utilized. We introduce herein an efficient and more general representation for the cross terms by taking into account the asynchronous signal propagation in distributed MIMO radar.

Another objective of this paper is to consider the impact of synchronization errors, or sync errors for brevity, on target detection in distributed MIMO radar. Synchronization among TXs and RXs in distributed MIMO radar is non-trivial, as the sensors are spatially separated, driven by individual local clocks and oscillators. Phase synchronization, which is essential in applications requiring coherent processing such as direction finding, were considered in several studies. Specifically, the phase identifiability problem in self-calibrating MIMO radar was discussed in [20]. Various phase synchronization schemes involving centralized or distributed processing were proposed in [21]. A number of works examined signal detection [22], direction finding [23], imaging [24], and beamforming [25] in the presence of phase errors when timing/frequency
errors are negligible. Meanwhile, [26] proposed a solution for target detection when the observations from different RXs are not correctly registered, i.e., aligned in the same spatial coordinate system, due to possible timing mismatches among the sensors. While these studies underscore the importance of synchronization, joint investigations of the effects of timing, frequency, and phase errors, which are coupled with each other, on distributed MIMO radar are lacking. Another limitation is that orthogonal waveforms are assumed in most cases.

B. Main Contributions

A systematic framework is presented in this paper, which covers signal modeling, detection methods, and statistical analysis, for target detection in distributed MIMO radar with non-orthogonal waveforms and sync errors. The main contributions are summarized as follows.

1) Modeling: We develop a general asynchronous signal model for distributed MIMO radar, which can incorporate timing, frequency, and phase errors among RXs and TXs. The auto and cross terms in the MF output are the auto- and cross-ambiguity functions of the waveforms sampled at distinct delays and Doppler frequencies associated with individual propagation paths. We show the model encompasses the co-located MIMO radar as a special case, which will be used to benchmark the distributed MIMO radar and shed light on the impact of cross terms and sync errors on target detection.

2) Detection Methods: We consider coherent and non-coherent target detection methods for distributed MIMO radar. We first briefly review a classical non-coherent detector (NCD) [2], which is an energy detector, and a recently introduced approximate coherent detector (ACD) [27], which phase-compensates the auto terms in the MF output but neglects cross terms. We then introduce an improved coherent detector (CD) that allows for cross terms and, moreover, exploits diversities in signal strength among different TX-RX paths. We also propose a new hybrid detector (HD) as a trade-off solution to bridge NCD and CD. HD coherently processes output samples of each MF and non-coherently integrates across different MFs. Since it requires phase coherence locally but not across spatially distributed antennas, HD bypasses the stringent phase synchronization requirement of CD and, meanwhile, enjoys additional coherent processing gain over NCD.

3) Analysis: We provide a statistical analysis of the 4 detectors NCD, ACD, CD, and HD. Closed-form expressions of the probability of false alarm and, respectively, the probability of detection are derived for either non-fluctuating or fluctuating probability of false alarm and, respectively, the probability of detection. For benchmarking, we compare the distributed MIMO radar with a co-located MIMO radar which employs orthogonal waveforms and contains only auto terms in its MF outputs. This is possible since co-located MIMO radar has co-located sensors which can operate synchronously without delay, frequency, and phase offsets, thus obviating cross terms. Our comparative study reveals that, interestingly, the non-orthogonal distributed MIMO radar may under- or out-performs the orthogonal co-located MIMO radar in target detection. The performance depends on if the cross terms behave as interference, which occur when the auto and cross terms add destructively, or as resources, which occurs when they add constructively. It should be noted that delay, frequency, and phase offsets, which are coupled with each other (e.g., a delay offset implies a phase offset, see Section II), all affect how cross terms add with auto terms.

Numerical simulations are also provided to illustrate the impact of sync errors on the 4 detectors NCD, ACD, CD, and HD. Our results indicate that: (a) NCD and HD are immune from phase errors, which affect only coherent detectors ACD and CD; (b) frequency errors, caused by either carrier offsets or Doppler estimation errors, affect all but NCD; and (c) all detectors are affected by timing errors, which cause the MF output to be sampled off the peak location of the auto ambiguity function (see Section II), thus resulting in a loss in the signal-to-noise ratio (SNR). If the timing error is sufficiently small (i.e., much smaller than the reciprocal of the waveform bandwidth but still significant relative to the carrier period) so that the SNR loss is negligible, then it will only impact coherent detectors such as ACD or CD as the timing-error-induced phase error may not be negligible.

The remainder is organized as follows. A general signal model for distributed MIMO radar is presented in Section II. Target detection methods are discussed in Section III and their statistical analysis in Section IV. Section V contains numerical results, followed by conclusions in Section VI.

**Notations:** We use boldface symbols for vectors (lower case) and matrices (upper case). $(\cdot)^T$ denotes the transpose and $(\cdot)^H$ the conjugate transpose. $\|\cdot\|$ and $|\cdot|$ denote the vector 2-norm and absolute value, respectively. $E\{\cdot\}$ represents the statistical expectation. $CN(\mu, \Sigma)$ denotes the complex Gaussian distribution with mean $\mu$ and covariance matrix $\Sigma$. $X_m$ indicates the $(m, m)$-th element of the diagonal matrix $X$ while $x_m$ denotes the $m$-th element of the vector $x$.

II. SIGNAL MODEL

We first present a signal model for distributed MIMO radar with or without sync errors, and then briefly discuss the co-located MIMO radar, which is a special case of the former and will be employed as a benchmark for comparison.

A. Distributed MIMO Radar

We consider a distributed MIMO radar system with $M$ TXs and $N$ RXs as shown in Fig. [1]. The TXs employ pulsed
transmission to probe an area of interest by using $M$ waveforms. During a coherent processing interval, a succession of $K$ periodic pulses are transmitted by each TX. Specifically, at the $m$-th TX, the transmitted pulses are given by

$$
\tilde{s}_m(t) = b_m u_m(t) e^{j2\pi(f_c + \Delta_{m}^c)t + \phi_{m}},
$$

(1)

where $u_m(t) = \sum_{k=0}^{K-1} p_m(t-kT_c)$ is the baseband transmitted signal, $p_m(t)$ is the complex envelope of a single pulse for TX $m$, $T_c$ is the pulse repetition interval (PRI), $b_m$ is the transmit amplitude, $f_c$ is the nominal carrier frequency, $\Delta_{m}^c$ denotes the carrier frequency error introduced by the $m$-th TX, and $\phi_m$ is the carrier initial phase. The pulse waveform $p_m(t)$ has unit energy and is of the same duration $T_p$ for all TXs. Therefore, $|b_m|^2$ denotes the energy transmitted in a single pulse.

Suppose there is a moving target at a distance $R_t$ to the $m$-th TX and a distance $R_r$ to the $n$-th RX. The signal $\tilde{s}_n(t)$ observed at the $n$-th RX consists of echoes from the target illuminated by $M$ waveforms

$$
\tilde{s}_n(t) = \sum_{m=1}^{M} \alpha b_m \xi_{mn} u_m(t - \tau_{mn})
\times e^{j2\pi(f_c + \Delta_{mn}^c + \tilde{f}_{mn})(t - \tau_{mn})} e^{j\phi_{mn}},
$$

(2)

where $\alpha$ is the target amplitude, $\tau_{mn} = (R_{t,m} + R_{r,n})/c$ is the $(m,n)$-th TX-RX propagation delay, and $f_{mn}$ is the bistatic target Doppler frequency [3], [13] observed by the $n$-th RX in response to the radar waveform transmitted from the $m$-th TX. In addition, $\xi_{mn}$ is the channel coefficient associated with the $(m,n)$-th TX-RX pair [28]:

$$
\xi_{mn} = \frac{G_{t,m} G_{r,n} \lambda^2}{(4\pi)^{3/2} R_{t,m}^2 R_{r,n}^2}.
$$

(3)

where $\lambda$ is the wavelength of the signal and $G_{t,m}$ and $G_{r,n}$ are the $m$-th TX and, respectively, $n$-th RX antenna gain.

A local carrier $e^{j2\pi(f_c + \phi_{m,n})t}$ is generated at the $n$-th RX for down conversion, where $\Delta_{m}^c$ and $\phi_{m}$ denote the local carrier frequency error and initial phase, respectively.

After down conversion, the baseband signal is

$$
\begin{align*}
\tilde{s}_n(t) & = \sum_{m=1}^{M} \alpha b_m \xi_{mn} u_m(t - \tau_{mn}) e^{j2\pi(f_c + \Delta_{m}^c + \tilde{f}_{mn})(t - \tau_{mn})} \\
& \times e^{j\phi_{mn}} e^{-j2\pi(f_c + \Delta_{m}^c)t + \phi_{m,n}} \\
& = \sum_{m=1}^{M} \alpha b_m \xi_{mn} u_m(t - \tau_{mn}) e^{j\psi_{mn}} \\
& \times e^{-j2\pi(f_c + \Delta_{m}^c)\tau_{mn}} e^{j2\pi f_{mn}(t - \tau_{mn})},
\end{align*}
$$

(4)

where $\psi_{mn} = \phi_{1,m} - \phi_{1,n}$ denotes the initial phase offset and $f_{mn} = \tilde{f}_{mn} + \Delta_{m}^c - \Delta_{n}^c$ denotes the combined frequency offset between the $m$-th TX and $n$-th RX. A set of $M$ matched filters (MFs), each matched to one of $M$ waveforms, are used at the $n$-th RX. Each MF requires estimates of the target delay $\tau_{mn}$ and Doppler $f_{mn}$ for compensation. In the following, we first consider the general case with possible sync errors, and then extend the result to the ideal case of no sync error, which is included as a benchmark for comparative studies.

1) With Sync Errors: At the $n$-th RX, $s_n(t)$ is convolved with $M$ MFs, $g_m(t) = p_m^{\ast}(-t) e^{j2\pi(f_m + \Delta_{m}^c)\nu}e^{-j2\pi f_m t} \sum_{\nu=0}^{N-1}$, $m = 1, \ldots, M$, where $\Delta_{m}^c$ denotes the frequency error between the effective Doppler frequency $f_m$ and its estimate $\tilde{f}_{mn}$.

Let us define the cross ambiguity function (CAF) as

$$
\chi_{m,n}(\nu, \tilde{f}) = \int p_m(\mu) p_m^{\ast}(\mu - \nu) e^{j2\pi f_{mn} \mu} d\mu.
$$

(5)

Then, the output of the $m$-th MF at the $n$-th RX $x_{mn}(t)$ can be written as

$$
\begin{align*}
x_{mn}(t) & = \sum_{m=1}^{M} \alpha b_m \xi_{mn} e^{j\psi_{mn}} e^{-j2\pi(f_c + \Delta_{m}^c + \tilde{f}_{mn})(\tau_{mn} - \tau_{mn})} \\
& \times e^{j2\pi f_{mn} t} \sum_{\nu=0}^{N-1} \int p_m(\mu) e^{j2\pi f_{mn} \mu} d\mu \\
& = \sum_{m=1}^{M} \alpha b_m \xi_{mn} e^{-j2\pi(f_c + \Delta_{m}^c + \tilde{f}_{mn})t} \\
& \times e^{j2\pi f_{mn} \tau_{mn}} \sum_{\nu=0}^{N-1} \chi_{m,n}(t - \tau_{mn} - kT_s, f_{mn} - f_{mn} - \Delta_{mn}^c) \\
& \times e^{j2\pi f_{mn} \tilde{f}_{mn}} \sum_{\nu=0}^{N-1} \chi_{m,n}(t - \tau_{mn} - kT_s, f_{mn} - f_{mn} - \Delta_{mn}^c).
\end{align*}
$$

(6)

The continuous-time signal $x_{mn}(t)$ is sampled at the pulse rate, leading to $K$ slow-time samples obtained at time instants $t = \tau_{mn} + \Delta_{mn}^c + kT_s$, $k = 0, \ldots, K - 1$, where $\Delta_{mn}^c$ denotes

2Although the frequency error $\Delta_{mn}^c$ includes both the carrier frequency error and Doppler mismatch, the former is usually much smaller as the TXs and RXs are cooperative, which enables accurate tracking of the carrier frequency, e.g., via phase-locked loop. The Doppler mismatch can be more significant due to target motion uncertainty. Therefore, we may refer to $\Delta_{mn}^c$ as the frequency error or the Doppler error interchangeably.
the timing error between the true propagation delay $\tau_{mn}$ and its estimate $\hat{\tau}_{mn}$. Then, the output samples can be written as

$$x_{mn}(k) = x_{mn}(t) = \sum_{\bar{m} \neq m} a_{\bar{m}} \hat{e}_{\bar{m}m} e^{j2\pi k T f_{\bar{m}m}} \times \chi_{\bar{m}m}(\Delta_{\bar{m}m}^f - \Delta_{mn}^f, \tau_{\bar{m}m} - \tau_{mn}) e^{j2\pi (f_{\bar{m}m} + f_{mn} - f_{\bar{m}m} - f_{mn}) T} e^{j2\pi k T f_{\bar{m}m}}.$$

$$= \bar{x}_{mn} + \sum_{\bar{m} \neq m} a_{\bar{m}} \hat{e}_{\bar{m}m} e^{j2\pi f_{\bar{m}m} T} e^{j2\pi (f_{\bar{m}m} + f_{mn} - f_{\bar{m}m} - f_{mn}) T} \times \chi_{\bar{m}m}(\tau_{\bar{m}m} - \Delta_{\bar{m}m}^f, \tau_{mn} - \Delta_{mn}^f).$$

(12)

Remark 1: It can be seen that the output sample $x_{mn}(k)$ consists of $M$ components: the first term is the auto term between the $m$-th waveform and the $m$-th MF, and the other components represent the cross terms between the other $M-1$ waveforms and the $m$-th MF. The cross terms vanish when waveforms $p_{mn}(t)$ are orthogonal to each other, which is a routine assumption in the MIMO literature. In practice, maintaining strict orthogonality across time and frequency in distributed MIMO radar with asynchronous propagation is infeasible [16]. With non-orthogonal waveforms or waveforms that are orthogonal only with zero delay/Doppler, cross terms are present as residuals, which may become non-negligible and need to be accounted for.

Remark 2: The derivation of (6) and (7) appears to suggest that the radar receiver requires prior estimates of the target delay and Doppler, which are unnecessary. The problem is addressed by having the receiver scanning through the delay/Doppler uncertainty region, which is discretized into a set of range/Doppler bins. In our derivation, range/Doppler measurements are obtained by using a set of MFs, each matched to a distinct Doppler frequency, and sampling the MF outputs at the Nyquist rate. In practice, the above process is often approximated by a more efficient procedure, which involves processing the target return using a fixed MF, sampling the MF output in fast- and slow-times, and then converting to the frequency domain by the fast Fourier transform (FFT) [28]. Note that (7) describes the observed signal only for the range-Doppler bin with the target. For non-target range-Doppler bins, the measurements contain noise. These two types of measurements are summarized by the hypothesis testing data model in (13).

Next, we stack the $K$ slow-time samples and form $\bar{x}_{mn} = [x_{mn}(0), \ldots, x_{mn}(K-1)]^T$, which can be expressed as

$$\bar{x}_{mn} = \alpha S_n \chi_{mn} h_{mn},$$

(8)

where the $K \times M$ Doppler steering matrix $S_n$ is

$$S_n = \{s(f_{mn})\} = \sum_{\bar{m} \neq m} a_{\bar{m}} \hat{e}_{\bar{m}m} e^{j2\pi k T f_{\bar{m}m}}.$$

(9)

In turn, (10) and (11) reduces to

$$[\chi_{mn}]_{m\bar{m}} = \chi_{mn}(\tau_{mn} - \Delta_{mn}^f, \tau_{\bar{m}m} - \tau_{\bar{m}m} - \Delta_{mn}^f).$$

(15)

2) Without Sync Errors: Equations (7)–(11), which describe the general signal model for distributed MIMO radar, also hold for the ideal case without sync errors, by setting $\Delta_{mn}^f = 0, \Delta_{mn}^t = 0$, and $\Delta_{mn}^2 = 0, \forall m, \forall n$. In other words, we need replace (10) and (11) by

$$[\chi_{mn}]_{m\bar{m}} = \chi_{mn}(\tau_{mn} - \tau_{\bar{m}m}, f_{mn} - f_{\bar{m}m}).$$

(13)

Remark 3: It is worth to note that matched filtering and sampling only require the knowledge of the delay $\tau_{mn}$ and Doppler $f_{mn}$, but not the carrier phase offset $\psi_{mn}$. Therefore, phase errors are absent from the signal model Equations (7)–(13). However, for coherent detection, the observed signal $x_{mn}$ will be phase-compensated, and phase estimation errors will impact such detectors (see Sections II-B and IV-B for details).

B. Co-Located MIMO Radar

Co-located MIMO radar, which is a special case of distributed MIMO radar, can be described by Equations (7)–(13) with some simplifications. Specifically, with co-located antennas, we have identical target delay $\tau_{mn}, \forall m, n$, and identical Doppler frequency $f_{mn}, \forall m, n$. In addition, if the TXs share the same oscillator, and so are the RXs, then the phase offset $\psi_{mn}$ is constant $\forall m, n$.

Assume the radar employs waveforms that are orthogonal with zero delay and Doppler, i.e.,

$$\chi_{mn}(0,0) = 0, \forall m \neq \bar{m}. \quad (14)$$

Then, the cross terms in (7) disappear for co-located MIMO radar when there is no sync error. In this case, (7) can be simplified as

$$x_{mn}(k) = \alpha a_{m} \hat{e}_{mn} e^{j2\pi f_{mn} T} \chi_{mn}(0,0) e^{j2\pi k T f_{mn}} e^{j\psi_{mn}}.$$

(15)

In turn, (10) and (11) reduces to

$$[\chi_{mn}]_{m\bar{m}} = \begin{cases} 0, & \bar{m} \neq m, \\ \chi_{mn}(0,0), & \bar{m} = m. \end{cases}$$

(16)

$$[h_{mn}]_{m\bar{m}} = b_{m} \hat{e}_{mn} e^{j2\pi f_{mn} T} e^{j\psi_{mn}}.$$

(17)

Equations (16) and (17) along with (9), describe the orthogonal co-located MIMO radar, which will be employed to benchmark the non-orthogonal distributed MIMO radar.

III. TARGET DETECTION

Let $y_{mn}$ denote the noise contaminated observation of $x_{mn}$. The target detection problem is described by the following hypothesis testing:

$$H_0 : y_{mn} = w_{mn},$$

$$H_1 : y_{mn} = \alpha S_n \chi_{mn} h_{mn} + w_{mn},$$

(18)

$$m = 1, 2, \ldots, M, n = 1, 2, \ldots, N.$$
where \( w_{mn} \) is the noise, assumed to be Gaussian distributed, \( w_{mn} \sim \mathcal{CN}(0, \sigma_{mn}^2 I) \). Note that the above hypothesis testing applies to both distributed and co-located MIMO radars. In the following, we first consider target detection approaches for the general case, i.e., distributed MIMO radar with possible sync errors, and then extend/simplify the solutions to the cases with no sync error and co-located MIMO radar. For target detection, we discuss several detectors, including a conventional non-coherent detector (NCD) \([2]\), an approximate coherent detector (ACD) \([27]\), a coherent detector (CD), and a hybrid detector (HD). The latter two are new.

A. Non-Coherent Detector

A simple detector for the hypothesis testing \((18)\) is based on non-coherent integration of the MF outputs \((2)\):

\[
T_{\text{NCD}} = \sum_{m=1}^{M} \sum_{n=1}^{N} y_{mn}^H y_{mn} \frac{\mathcal{H}_1}{\mathcal{H}_0} \gamma_{\text{NCD}},
\]

where \( \gamma_{\text{NCD}} \) is a threshold set for a given level of false alarm. It is clear that the above NCD is an energy detector.

B. Coherent Detectors

The above NCD does not require any phase synchronization. Improved detection performance can be achieved by exploiting phase information. One such detector, ACD, was introduced in \([27]\), which performs phase compensation for the auto terms in the MF output \((7)\). Specifically, let \( \hat{\psi}_{mn}, \hat{\tau}_{mn}, \) and \( \hat{f}_{mn} \) denote estimates of the phase offset, delay, and Doppler frequency. The ACD is given by

\[
T_{\text{ACD}} = \frac{1}{M} \sum_{m=1}^{M} \sum_{n=1}^{N} \sum_{k=0}^{K-1} e^{-j \hat{\theta}_{mnk}} y_{mn}(k) \frac{\mathcal{H}_1}{\mathcal{H}_0} \gamma_{\text{ACD}},
\]

where \( \gamma_{\text{ACD}} \) is the threshold, \( y_{mn}(k) \) denotes the \( k \)-th element of \( y_{mn} \) and

\[
\hat{\theta}_{mnk} = \hat{\psi}_{mn} - 2\pi f_{mn} T s \hat{f}_{mn},
\]

\[
\hat{\psi}_{mn} \triangleq \psi_{mn} + \Delta_{\psi_{mn}},
\]

\[
\hat{\tau}_{mn} \triangleq \tau_{mn} + \Delta_{\tau_{mn}},
\]

\[
\hat{f}_{mn} \triangleq f_{mn} + \Delta_{f_{mn}},
\]

where \( \Delta_{\psi_{mn}}, \Delta_{\tau_{mn}}, \) and \( \Delta_{f_{mn}} \) denote the phase, timing, and Doppler errors.

Albeit simple, the ACD has two limitations. First, it performs phase compensation only for the auto-term, while neglecting the cross terms in \((7)\), which is non-negligible when the waveforms are not orthogonal. Second, it applies equal weights in combining the outputs from different MFs, which is suboptimal since the TX-RX propagation paths associated with different MFs are different with potentially different SNRs. To address these limitations, we propose an improved CD with derivation presented in Appendix I-A. Specifically, let \( \hat{S}_n, \hat{X}_{mn}, \) and \( \hat{h}_{mn} \) be formed as in Equations \((9)\)–\((11)\), by using the phase, delay, and Doppler frequency estimates:

\[
\hat{S}_n = [s(\hat{f}_{1n}), \ldots, s(\hat{f}_{Mn})],
\]

\[
[\hat{X}_{mn}]_{\hat{m}n} = \chi_{mn}(\hat{\tau}_{mn} - \hat{\tau}_{mn}, \hat{\tau}_{mn} - \hat{\tau}_{mn}),
\]

\[
[\hat{h}_{mn}]_{\hat{m}n} = b_{mn} \xi_{mn} e^{j \theta_{mn}} e^{-2\pi f_{mn} T s \hat{f}_{mn} (\hat{\tau}_{mn} - \hat{\tau}_{mn})}.
\]

Then, the new CD is given by

\[
T_{\text{CD}} = \sum_{m=1}^{M} \sum_{n=1}^{N} (\hat{S}_n \hat{X}_{mn} \hat{h}_{mn})^H y_{mn} \mathcal{H}_1 \gamma_{\text{CD}} \mathcal{H}_0 ,
\]

where \( \gamma_{\text{CD}} \) denotes the test threshold. It can be seen that the CD sequentially performs Doppler filtering by \( \hat{S}_n \), joint phase compensation and amplitude weighting by \( \hat{X}_{mn} \) and \( \hat{h}_{mn} \), followed by coherent integration across antennas.

C. Hybrid Detector

The above CD requires the knowledge of the phases, the CAFs of all waveforms, and the channel coefficients \( \xi_{mn} \). Although achieving the best performance with ideal knowledge, CD is sensitive to knowledge/estimation errors. In Appendix I-B, we derive a new HD detector that bypasses the stringent requirement of CD and can still achieve considerable improvement over the NCD, i.e., it offers a compromise between CD and NCD. Specifically, the HD is given by

\[
T_{\text{HD}} = \sum_{m=1}^{M} \sum_{n=1}^{N} \|\hat{S}_n (\hat{S}_n^H \hat{S}_n)^{-1} \hat{S}_n^H y_{mn} \|^2 \frac{\mathcal{H}_1}{\mathcal{H}_0} \gamma_{\text{HD}},
\]

where it is assumed \( K \geq M \) so that the matrix inverse exists. Clearly, HD projects \( y_{mn} \) onto the subspace spanned by the Doppler steering vectors \( \hat{S}_n \), which is coherent processing of the signal observed at the \((m,n)\)-th MF, followed by non-coherent integration across different RXs and TXs. Hence, it is a hybrid detector. The projection preserves the target signal \( y_{mn} \) undistorted, while rejecting the noise component in the orthogonal subspace. This leads to an improved SNR, allowing HD to outperform the NCD. Note that HD requires phase coherent only locally, i.e., within the output of each MF, but not across spatially distributed antennas.

D. Impact of Sync Errors

For NCD, sync errors in timing, Doppler, and phase only affect the MF measurements in \((18)\), but do not have any impact on the NCD implementation \((19)\). This implies that without sync errors, NCD is still given by \((19)\), except that the MF outputs \( y_{mn} \) are represented by \((18)\), along with \((9)\), \((12)\), and \((13)\).

For ACD and CD, sync errors affect both measurements and implementation, due to the additional phase/amplitude compensation employed by the latter. In the case of no sync errors, the MF measurements are given by \((18)\), along with \((9)\), \((12)\), and \((13)\). The phase compensations \( \{\hat{\theta}_{mnk}\} \) in \((21)\) should be replaced by their true values for ACD \((20)\), while for CD \((25)\), the amplitude/phase compensation quantities \( \{\hat{S}_n\}, \{\hat{X}_{mn}\}, \) and \( \{\hat{h}_{mn}\} \) should be replaced by their error-free counterparts.

For HD, sync errors also affect both the measurements and implementation due to the Doppler projection in \((29)\). In the absence of sync errors, the measurements \((18)\) have the same representation as discussed above, whereas \((29)\) should be implemented with the true Doppler matrices \( \{\hat{S}_n\} \).
E. Extension to Co-Located MIMO Radar

For co-located MIMO radar with orthogonal waveforms, the MF measurements are represented by (18), along with (9), (16), and (17). The implementations of the NCD, ACD/CD, and HD remain the same as in distributed MIMO radar, which are given by (19), (20), (28) and (29), respectively. Finally, the discussions on the impact of sync errors in Section III-D for distributed MIMO radar are also applicable to co-located MIMO radar.

IV. Statistical Analysis

In this section, we provide a statistical analysis of the 4 detectors, NCD, CD, ACD, and HD, introduced in Section III and derive expressions of their false alarm and detection probabilities. We only consider the general case with sync errors, since the test statistic of each detector retains the same form, although the statistical distributions are affected by the presence/absence of sync errors, but can be easily determined by using the corresponding signal representations as detailed in Section III-D. For each detector, we derive the probability of detection for the case of non-fluctuating target and, respectively, the case of fluctuating target assuming the Swerling I model [28]. Finally, we briefly discuss how to extend these results to co-located MIMO radar.

A. NCD

**Theorem 1:** Given the signal model (18) with or without sync errors, the probability of false alarm and the probability of detection with a non-fluctuating target for the NCD [19] are given by

\[
P_f = \frac{\Gamma(KMN) - \Gamma(KMN, \gamma_{\text{NCD}}/\bar{\sigma}^2)}{\Gamma(KMN)},
\]

\[
P_d = Q_{KMN}\left(\sqrt{\lambda_{\text{NCD}}}, \sqrt{\frac{2\gamma_{\text{NCD}}}{\bar{\sigma}^2}}\right),
\]

where \(\Gamma(\cdot, \cdot)\) denotes the upper incomplete Gamma function, \(\Gamma(\cdot)\) the Gamma function, \(Q_m(\alpha, b)\) the generalized Marcum-Q function, and the noncentrality parameter is given by

\[
\lambda_{\text{NCD}} = \sum_{m=1}^{M} \sum_{n=1}^{N} \frac{2|\alpha|^2}{\sigma^2} \left\|S_n \mathbf{X}_{mn} \mathbf{h}_{mn}\right\|^2.
\]

**Proof:** See Appendix II-A

Next, we examine the average probability of detection in the case of fluctuating target. For Swerling I target, the probability density function (pdf) of the radar cross section (RCS) \(\rho = |\alpha|^2\) is [28]

\[
f(\rho) = \frac{1}{\bar{\rho}} e^{-\rho/\bar{\rho}},
\]

where \(\bar{\rho} = \mathbb{E}\{\rho\}\). Let \(\lambda'_{\text{NCD}} = \lambda_{\text{NCD}}/\rho\). The average probability of detection is given by

\[
\bar{P}_d = \int_0^{\infty} f(\rho) P_d d\rho
\]

\[
= \int_0^{\infty} \frac{1}{\bar{\rho}} e^{-\rho/\bar{\rho}} Q_{KMN}\left(\sqrt{\lambda'_{\text{NCD}}}, \sqrt{\frac{2\gamma_{\text{NCD}}}{\bar{\sigma}^2}}\right) d\rho
\]

\[
= \frac{\bar{\rho}}{\Gamma(KMN)} \Gamma\left(KMN, \gamma_{\text{NCD}}/\bar{\sigma}^2\right) + \frac{\lambda'_{\text{NCD}}}{\bar{\rho}} F_1(1, KMN, 1, \frac{\gamma_{\text{NCD}}}{\bar{\rho}} e^{\frac{\gamma_{\text{NCD}}}{\bar{\sigma}^2}}) KMN \left(\lambda_{\text{NCD}}/2 + 2/\bar{\rho}\right),
\]

where \(x!\) denotes the factorial, \(F_1(\cdot, \cdot, \cdot)\) is the Kummer confluent hypergeometric function [29], and the third equality is obtained by using [30], Theorem 1.

B. CD

**Theorem 2:** Given the signal model (18) with or without sync errors, the probability of false alarm and the probability of detection with a non-fluctuating target for the CD (28) are given by

\[
P_f = e^{-\frac{\lambda_{\text{CD}}}{\bar{\sigma}^2}},
\]

\[
P_d = Q_1\left(\sqrt{\lambda_{\text{CD}}}, \sqrt{\frac{2\gamma_{\text{CD}}}{\bar{\sigma}^2}}\right),
\]

where the noncentrality parameter is given by

\[
\lambda_{\text{CD}} = \frac{2|\alpha|^2}{\sigma^2} \sum_{m=1}^{M} \sum_{n=1}^{N} \left\|S_n \mathbf{X}_{mn} \mathbf{h}_{mn}\right\|^2
\]

\[
\sigma^2 \sum_{m=1}^{M} \sum_{n=1}^{N} \left\|S_n \mathbf{X}_{mn} \mathbf{h}_{mn}\right\|^2,
\]

and the scaling factor is

\[
\varsigma = \sum_{m=1}^{M} \sum_{n=1}^{N} \left\|S_n \mathbf{X}_{mn} \mathbf{h}_{mn}\right\|^2.
\]

**Proof:** See Appendix II-B

Similar to NCD, the average probability of detection for the case of Swerling I fluctuating target is given by

\[
\bar{P}_d = \int_0^{\infty} \frac{1}{\bar{\rho}} e^{-\rho/\bar{\rho}} Q_1\left(\sqrt{\lambda'_{\text{CD}}}, \sqrt{\frac{2\gamma_{\text{CD}}}{\varsigma \bar{\sigma}^2}}\right) d\rho
\]

\[
= \frac{1}{\Gamma(KMN)} \Gamma\left(KMN, \gamma_{\text{CD}}/\varsigma \bar{\sigma}^2\right) + \frac{\lambda'_{\text{CD}}}{\bar{\rho}} F_1(1, KMN, 1, \frac{2\gamma_{\text{CD}}}{\varsigma \bar{\sigma}^2}) KMN \left(\lambda_{\text{CD}} + 2/\bar{\rho}\right),
\]

where \(\lambda'_{\text{CD}} = \lambda_{\text{CD}}/\rho\).

C. ACD

**Theorem 3:** Given the signal model (18) with or without sync errors, the probability of false alarm and the probability of detection with a non-fluctuating target for the ACD (20) are given by

\[
P_f = e^{-\frac{\lambda_{\text{ACD}}}{\bar{\rho} KMN \bar{\sigma}^2}},
\]

\[
P_d = Q_1\left(\sqrt{\lambda_{\text{ACD}}}, \sqrt{\frac{2\gamma_{\text{ACD}}}{KMN \bar{\sigma}^2}}\right),
\]
where

\[
\lambda_{ACD} = \frac{2}{KMN\sigma^2} \left| \sum_{m=1}^{M} \sum_{n=1}^{N} \sum_{k=0}^{K-1} e^{-j\theta_{mnk}} x_{mn}(k) \right|^2,
\]

(42)

where \( \theta_{mnk} \) is defined in (21) and \( x_{mn}(k) \) is defined in (7).

\textbf{Proof:} See Appendix II-C.

Define \( \lambda'_{ACD} \triangleq \lambda_{ACD}/\rho \). The average probability of detection for the case of Swerling I fluctuating target is given by

\[
\bar{P}_d = \frac{\Gamma(1, \gamma_{ACD}^{\lambda_{ACD}})}{\Gamma(1, \gamma_{ACD})} + \frac{\lambda_{ACD}' \gamma_{ACD} \beta \left(1, 2, x_{mn}(k) \right)}{KMN\sigma^2(\lambda_{ACD} + 2/\beta)e^{x_{mn}(k)/\rho}},
\]

(43)

\textbf{D. HD}

\textbf{Theorem 4:} Given the signal model (18) with or without sync errors, the probability of false alarm and the probability of detection with a non-fluctuating target for the HD (29) are given by

\[
P_f = \frac{\Gamma(NM^2) - \Gamma(NM^2, \gamma_{HD}/\sigma^2)}{\Gamma(NM^2)},
\]

(44)

\[
P_d = Q_{NM^2}\left(\sqrt{\lambda_{HD}}, \sqrt{\frac{2\gamma_{HD}}{\sigma^2}}\right),
\]

(45)

where the noncentrality parameter is given by

\[
\lambda_{HD} = \frac{|\alpha|^2\sum_{m=1}^{M} \sum_{n=1}^{N} \|\hat{S}_n(S_n^H\hat{S}_n)^{-1}\hat{S}_n^H\hat{S}_n X_{mn}h_{mn}\|^2}{\sigma^2/2}.
\]

(46)

\textbf{Proof:} See Appendix II-D.

Then, the average probability of detection for the case of Swerling I fluctuating target is given by

\[
\bar{P}_d = \frac{\Gamma(NM^2, \gamma_{HD}/\sigma^2)}{\Gamma(NM^2)} + \frac{\lambda_{HD}' \gamma_{HD} \beta \left(1, NM^2 + 1, \frac{\gamma_{HD}}{\sigma^2}(\lambda_{HD} + 2/\beta)\right)}{(NM^2)!(\lambda_{HD} + 2/\beta)e^{x_{mn}(k)/\rho}},
\]

(47)

where \( \lambda_{HD}' \triangleq \lambda_{HD}/\rho \).

\textbf{E. Extension to Co-located MIMO Radar}

As discussed in Section III-B, NCD, CD, ACD, and HD can be applied for target detection in co-located MIMO radar. It is easy to see that Theorems 1 to 4 as well as the expressions (34), (39), (43), and (47) for the average probability of detection, still hold for co-located MIMO radar. The only difference is that the noncentrality parameter \( \lambda \) involved in each detector, as well as \( \varsigma \) for the CD, should be calculated by using the corresponding signal representations, as discussed in Section III-E.

\textbf{V. Simulation Results}

In this section, simulation results are presented to demonstrate the performance of the NCD (2), ACD (27), along with the proposed CD and HD, for target detection in distributed MIMO radar. The performance of these detectors are assessed by using both computer simulation and the analytical results reported in Section IV. The SNR of the \((m,n)\)-th propagation path, which is measured at the \(n\)-th RX matched to the \(m\)-th TX waveform, is defined as

\[
\text{SNR}_{mn} = \frac{|b_m c_{mn}|^2 \mathbb{E}\{|\alpha|^2\}}{\sigma_{mn}^2},
\]

(48)

where the noise variance is chosen as \( \sigma_{mn}^2 = 1 \). We consider a Swerling I target model, where the target amplitude \( \alpha \sim \mathcal{CN}(0, \sigma^2) \) is randomly generated from trial to trial but remains fixed within a coherent processing interval (CPI) in Monte Carlo simulations. We assume identical SNR for all paths, i.e., \( \text{SNR}_{mn} = \text{SNR}, \forall m, n \), except in Section V-B where the effect of different SNRs is examined. The simulation scenarios involve a distributed MIMO radar with \( M = 2 \) TXs and \( N = 1 \) RX. The propagation delays are \( \tau_{11} = 0.617p \) and \( \tau_{21} = 0.17p \) unless otherwise stated, where \( T_p = 10^{-12} \) s is the pulse duration. The pulse repetition frequency (PRF) is 500 Hz, the carrier frequency is 3 GHz, the target Doppler frequencies are \( f_{11} = 200 \) Hz and \( f_{21} = 190 \) Hz, unless otherwise stated, and the number of pulses within a CPI is \( K = 12 \). The phases are \( \psi_{11} = 0.1\pi \) and \( \psi_{21} = 0.3\pi \) unless otherwise stated and the probability of false alarm is \( P_f = 10^{-4} \).

In the following, we first introduce two sets of linear frequency modulation (LFM) based waveforms, also known as chirps, which are used by the MIMO radar for testing. Then, we examine the performance of these detectors in various distributed environments with non-identical propagation path strengths, different delays, phases, and Doppler frequencies, as well as in the presence of sync errors.

\textbf{A. Test Waveforms}

LFM waveforms, which are frequently used in radar, are employed as test waveforms. We consider two types of LFM waveforms with different ambiguity characteristics. The first are multi-band chirps:

\[
p_m(t) = \frac{1}{\sqrt{T_p}} e^{j\pi\beta(t^2/T_p + \eta mt)}
\]

(49)

\[0 \leq t \leq T_p, \ m = 1, \ldots, M,
\]

where \( \beta \) is the bandwidth of the waveform and \( \eta \) is a bandwidth gap parameter that is selected to keep the frequency bands of different waveforms non-overlapping. The ambiguity functions of the multi-band chirps can be obtained by using (49) in (5), which are shown in Fig. 2(a) when \( M = 2, \eta = 3, \) and \( \beta = 400 \) kHz. The multi-band chirps are orthogonal with zero cross ambiguity at zero delay and Doppler, i.e., when the waveforms arrive at the RX synchronously. However, they are not strictly orthogonal in distributed MIMO radar due to asynchronous propagation, but can be considered as approximately orthogonal since the cross ambiguity is relatively low for small delay/Doppler offsets.
where $21$ outperforms ACD when SNR is increased. With the multi-band chirps, Fig. 3 (a) shows that CD analysis perfectly matches the computer simulation for all 4 detector configurations. In particular, we found in [27, eq.(9)]. Fig. 2 (b) depicts the ambiguity functions of the single-band chirps when $M = 2$, $\kappa = 3$, and $\beta = 400$ kHz, which shows the single-band chirps are non-orthogonal waveforms with high cross ambiguity.

**B. Effect of Unequal Channel Strength**

We consider a scenario when the two propagation paths from the TXs to the RX have different SNR. In particular, we fix SNR$_{11} = 0$ dB while varying SNR$_{21}$. Figs.3 (a) and (b) depict the average probability of detection $P_d$ versus SNR$_{21}$, where $P_d$ is determined by using the theoretical analysis in Section III and simulation, respectively. It is seen that the analysis perfectly matches the computer simulation for all 4 detectors. With the multi-band chirps, Fig.3 (a) shows that CD outperforms ACD when SNR$_{21} \neq $ SNR$_{11}$, where the benefit comes from the amplitude weighting employed by CD. In addition, HD is slightly worse than ACD but outperforms NCD since it employs partial coherent combining within each CPI but non-coherent combining across different antennas.

With single-band chirps, the 4 detectors exhibit similar performance behaviors in Fig.3 (b) except that the gap between CD and ACD is larger and, furthermore, CD outperforms ACD even at SNR$_{21} = $ SNR$_{11}$. This is because with single-band chirps, the cross terms in the MF outputs (7) are more significant, which are accounted for by CD in its phase compensation but are neglected by ACD.

**C. Effect of Propagation-Induced Offsets and Cross Terms**

As shown in Section II-A, asynchronous propagation is inherent in distributed MIMO radar, leading to inevitable offsets in delays, Doppler frequencies, and phases, as well as cross terms in the MF output (7), even when the RX is perfectly synchronized with the TXs. Next, we examine the effect of such asynchronous propagation induced offsets on target detection. From now on, we no longer consider ACD, which is superseded by CD. In addition, we include the colocated MIMO radar as a benchmark, which assumes the TXs and RX are synchronous with zero delay/Doppler/phase offsets and orthogonal waveforms are employed, and as a result, there are no cross terms in the MF output (see Section II-B and III-E).

Fig.4 shows the performance of the CD, HD, and NCD of the distributed MIMO radar under various timing offsets,
in comparison with the co-located MIMO radar, where $\tilde{P}_d$ is computed analytically. It can be seen that the performance of all 3 detectors for distributed MIMO radar fluctuates as the delay offset varies. This is because the propagation delay affects the phase of the auto and cross terms, as shown in (7). The auto and cross terms may add constructively when the difference of their phases is between $-\pi/2$ and $\pi/2$, or destructively when otherwise, which causes the fluctuation of the detection performance. A comparison between Figs. 4 (a) and (b) shows that the single-band chirps exhibit a larger fluctuation. This is because the single-band chirps have a larger cross terms than the multi-band chirps.

Figs. 5 and 6 show the detection performance of the CD, HD, and NCD for the distributed MIMO radar versus phase offset and, respectively, Doppler offset, in comparison with the benchmark co-located MIMO radar. These detectors are seen to exhibit similar performance fluctuations as observed in Fig. 4 for similar reasons. Note that even though HD and NCD do not use phase information for detection, the observed signal varies with the phase offset, which leads to performance variation for these detectors.

It is interesting to note from Figs. 4 to 6 that the distributed MIMO radar, whose MF outputs include both auto- and cross-terms, may out- or under-perform the co-located MIMO radar, which only has the auto-terms, due to the aforementioned constructive or destructive addition. The challenge is that it is non-trivial to control how the auto- and cross-terms are added with each other, which are affected by many factors including the delays, phases, and Doppler frequencies of the propagation paths, as well as the ambiguities of the waveforms.

D. Effect of Sync Errors

Finally, we evaluate the effects of sync errors, including timing, phase, and Doppler frequency errors, on detection performance. Fig. 7 depicts the simulated and analytical $P_d$ for CD, HD, and NCD under various timing conditions. Again, there is a perfect match between the simulated and analytical results. In addition, it is seen that in general, as the timing error increases, the performance of all 3 detectors degrades. This is because a larger timing error implies the sampling location is further away from the peak of the auto ambiguity function, which results in a higher loss of the energy of the desired auto term and the associated SNR. It was observed in [27], if the timing error is much smaller than the reciprocal of the waveform bandwidth but still significant relative to the carrier period so that the SNR loss is negligible, then it will only impact coherent detectors such as ACD as the timing-error-induced phase error may not be negligible. The observation applies to CD as well. For space limitation, we do not duplicate the result here.

The impact of phase error is shown in Fig. 8. It is observed that the phase error only affects CD, which is because the implementation of HD and NCD does not require any
knowledge of the phase while the CD requires it for coherent integration across antennas. On the other hand, Fig. 6 shows the impact of Doppler frequency error. It is seen that Doppler frequency error degrades the performance of both CD and HD but not that of NCD. This is because the Doppler knowledge is required for the implementation of CD and HD. Interestingly, HD outperforms NCD with or without the Doppler error, while it exhibits much better performance than CD when Doppler error is present.

VI. CONCLUSION

We examined the impact of non-orthogonal waveforms and sync errors on target detection in distributed MIMO radar. Our main contributions include the general asynchronous signal model for distributed MIMO radar, the new CD and HD detectors, a complete statistical analysis of CD, HD, and the previously introduced NCD and ACD for distributed MIMO radar with sync errors. Our results indicate that cross terms stemmed from non-orthogonal waveforms can be beneficial or detrimental to target detection, while sync errors in timing, frequency, and phase have different impacts on different detectors. The fact that detection can benefit from cross terms opens up future research possibilities for TX-side encoding to reap such performance gain, if propagation related delay/frequency offsets in delay can be made available to the TXs. Another future topic of interest is to extend the study to cases involving clutter and extended target detection.

APPENDIX I

DERIVATIONS OF CD (28) AND HD (29)

A. Derivation of CD (28)

Coherent detection requires the knowledge of the Doppler steering matrices $S_n$, ambiguity function matrices $\mathcal{X}_{mn}$, and channel vectors $h_{mn}$ for phase and amplitude compensation. Given these estimates, a CD can be obtained by using a generalized likelihood ratio test (GLRT) framework, which is detailed next.

Let $\textbf{Y} \triangleq \begin{bmatrix} Y_{11}, \cdots, Y_{MN} \end{bmatrix}^T \in \mathbb{C}^{MN \times K}$, which contains observations from all RXs. According to (18), the likelihood function under $\mathcal{H}_1$ and $\mathcal{H}_0$ can be expressed as

$$p_1(\textbf{Y}; \alpha) = \frac{1}{(\pi \sigma^2)^{KMN}} \times \exp \left(- \frac{1}{\sigma^2} \sum_{m=1}^{M} \sum_{n=1}^{N} \|y_{mn} - \alpha S_n \mathcal{X}_{mn} h_{mn}\|^2 \right),$$

(52)

$$p_0(\textbf{Y}) = \frac{1}{(\pi \sigma^2)^{KMN}} \exp \left(- \frac{1}{\sigma^2} \sum_{m=1}^{M} \sum_{n=1}^{N} \|y_{mn}\|^2 \right).$$

(53)
The GLRT requires the maximum likelihood estimate (MLE) of $\alpha$ under $H_1$. Taking the derivative of the log-likelihood $\ln p_1(Y; \alpha)$ w.r.t. $\alpha$ and setting it to zero yields the MLE

$$\hat{\alpha} = \frac{\sum_{m=1}^{M} \sum_{n=1}^{N} (S_n \mathcal{X}_{mn} h_{mn})^H y_{mn}}{\sum_{m=1}^{M} \sum_{n=1}^{N} (S_n \mathcal{X}_{mn} h_{mn})^H (S_n \mathcal{X}_{mn} h_{mn})}. \quad (55)$$

The denominator of $l(Y)$ can be absorbed into the test threshold, which reduces the GLRT to

$$T_{CD} = \left| \sum_{m=1}^{M} \sum_{n=1}^{N} (S_n \mathcal{X}_{mn} h_{mn})^H y_{mn} \right|^2. \quad (57)$$

For practical implementation, $S_n$, $\mathcal{X}_{mn}$, and $h_{mn}$ are constructed from sync errors, they are formed by Equations (25)–(27), in which case the CD is given by (28).

It follows the log-likelihood ratio (LLR) is

$$l(Y) = \log \frac{p_1(Y; \alpha)}{p_0(Y)} = \frac{1}{\sigma^2} \sum_{m=1}^{M} \sum_{n=1}^{N} \left( \|y_{mn}\|^2 - \|y_{mn} - \alpha S_n \mathcal{X}_{mn} h_{mn}\|^2 \right). \quad (54)$$

The denominator of $l(Y)$ can be absorbed into the test threshold, which reduces the GLRT to

$$T_{CD} = \left| \sum_{m=1}^{M} \sum_{n=1}^{N} (S_n \mathcal{X}_{mn} h_{mn})^H y_{mn} \right|^2. \quad (57)$$

For practical implementation, $S_n$, $\mathcal{X}_{mn}$, and $h_{mn}$ are constructed from sync errors, they are formed by Equations (25)–(27), in which case the CD is given by (28).

The HD can be obtained by using GLRT and treating $\beta_{mn} = \alpha \mathcal{X}_{mn} h_{mn}$, which lumps the target amplitude $\alpha$, ambiguity function matrix $\mathcal{X}_{mn}$, and channel coefficient $h_{mn}$ as an unstructured unknown vector. Specifically, let $\beta \triangleq [\beta_{11}, \ldots, \beta_{MN}]^T \in \mathbb{C}^{MN \times K}$. According to (18), the likelihood functions can be expressed as

$$p_1(Y; \beta) = \frac{1}{(\pi \sigma^2)^{KMN}} \exp \left( - \frac{1}{\sigma^2} \sum_{m=1}^{M} \sum_{n=1}^{N} \|y_{mn} - S_n \beta_{mn}\|^2 \right), \quad (58)$$

$$p_0(Y) = \frac{1}{(\pi \sigma^2)^{KMN}} \exp \left( - \frac{1}{\sigma^2} \sum_{m=1}^{M} \sum_{n=1}^{N} \|y_{mn}\|^2 \right), \quad (59)$$

The MLE of $\beta_{mn}$ is obtained by taking the derivative of $\ln p_1(Y; \beta)$ w.r.t. $\beta_{mn}$ and setting it to zero:

$$\hat{\beta}_{mn} = (S_n^H S_n)^{-1} S_n^H y_{mn}. \quad (60)$$
Using the above MLE in the LLR along with some simplifications leads to the following test statistic

\[
\bar{T}_{\text{HD}} = \sum_{m=1}^{M} \sum_{n=1}^{N} y_{mn}^H S_n^H \Sigma_{mn}^{-1} S_n^H y_{mn} = \sum_{m=1}^{M} \sum_{n=1}^{N} \|S_n^H \Sigma_{mn}^{-1} S_n^H y_{mn}\|^2. \tag{61}
\]

In practice, \(S_n\) is replaced by \(\hat{S}_n\) formed from \(\mathcal{F}\) along with Doppler estimates, leading to \((29)\).

**APPENDIX II**

**Proofs of Theorems 1 to 3**

**A. Proof of Theorem 1**

Consider the NCD \((19)\), which is included below for easy reference (dropping the subscript “NCD” for simplicity)

\[
T = \sum_{m=1}^{M} \sum_{n=1}^{N} Y_{mn}^H Y_{mn}. \tag{62}
\]

Clearly, \(T\) is a square sum involving \(2KNM\) independent and identically distributed (i.i.d.) real Gaussian random variables with variance \(\sigma^2/2\) and zero mean (under \(\mathcal{H}_0\)) and non-zero mean (under \(\mathcal{H}_1\)), respectively. Hence,

\[
T \sim \left\{ \begin{array}{ll}
\frac{\sigma^2}{2} \chi^2_{2KMN} & \text{under } \mathcal{H}_0 \\
\frac{\sigma^2}{2} \chi^2_{2KMN}(\lambda) & \text{under } \mathcal{H}_1,
\end{array} \right. \tag{63}
\]

where \(\chi^2_{2KMN}\) and \(\chi^2_{2KMN}(\lambda)\) denote the central and, respectively, noncentral chi-square distribution with \(2KMN\) degrees of freedom and the noncentrality parameter \(\lambda\) is given by \((32)\). Based on the above distributions, the probability of false alarm and the probability of detection can be calculated as

\[
P_f = \int_{\gamma}^{\infty} f(T|\mathcal{H}_0) dT = \frac{2}{\sigma^2} \int_{\gamma}^{\infty} \frac{1}{2^{KMN} \Gamma(KMN)} \left(\frac{2x}{\sigma^2}\right)^{KMN-1} e^{-x/\sigma^2} dx = \frac{\Gamma(KMN) - \Gamma(KMN, \gamma/\sigma^2)}{\Gamma(KMN)}, \tag{64}
\]

\[
P_d = \int_{\gamma}^{\infty} f(T|\mathcal{H}_1) dT = \frac{1}{\sigma^2} \int_{\gamma}^{\infty} e^{-x + \chi^2/\sigma^2/2} \left(\frac{2x}{\lambda \sigma^2}\right)^{KMN-1} I_{KMN-1} \left(\sqrt{\frac{2\lambda x}{\sigma^2}}\right) dx = Q_{KMN} \left(\sqrt{\lambda}, \sqrt{\frac{2\gamma}{\sigma^2}}\right). \tag{65}
\]

**B. Proof of Theorem 2**

Let \(Y \triangleq \sum_{m=1}^{M} \sum_{n=1}^{N} (\hat{S}_n \hat{X}_{mn} \hat{h}_{mn})^H y_{mn}\). The test statistic of ACD \((20)\) can be written as

\[
T = |Y|^2. \tag{66}
\]

It is easy to show that \(Y\) is complex Gaussian with

\[
\mathbb{E}\{Y|\mathcal{H}_0\} = 0, \tag{67}
\]

\[
\mathbb{E}\{Y|\mathcal{H}_1\} = \alpha \sum_{m=1}^{M} \sum_{n=1}^{N} (\hat{S}_n \hat{X}_{mn} \hat{h}_{mn})^H S_n \hat{X}_{mn} \hat{h}_{mn}, \tag{68}
\]

\[
|Y_{\mathcal{H}_0}|^2 = \alpha^2 \sum_{m=1}^{M} \sum_{n=1}^{N} \|\hat{S}_n \hat{X}_{mn} \hat{h}_{mn}\|^2. \tag{69}
\]

Let

\[
\bar{T} \triangleq \frac{2T}{\sigma^2 \sum_{m=1}^{M} \sum_{n=1}^{N} \|\hat{S}_n \hat{X}_{mn} \hat{h}_{mn}\|^2}. \tag{70}
\]

It follows that

\[
\bar{T} \sim \left\{ \begin{array}{ll}
\chi^2_{2} & \text{under } \mathcal{H}_0 \\
\chi^2_{2}(\lambda) & \text{under } \mathcal{H}_1,
\end{array} \right. \tag{71}
\]

where the noncentrality parameter \(\lambda\) is given by \((37)\). Hence, the probability of false alarm is given by

\[
P_f = P(T > \gamma|\mathcal{H}_0) = P(\bar{T} > \frac{2\gamma}{\zeta \sigma^2}|\mathcal{H}_0) = e^{-\frac{2\gamma}{\zeta \sigma^2}}, \tag{72}
\]

where \(\zeta\) is defined in \((38)\). Likewise, the probability of detection is given by

\[
P_d = P(T > \gamma|\mathcal{H}_1) = P(\bar{T} > \frac{2\gamma}{\zeta \sigma^2}|\mathcal{H}_1) = 1 - F_{\chi^2_{2}(\lambda)}(\frac{2\gamma}{\zeta \sigma^2}) = Q_1(\sqrt{\lambda}, \sqrt{\frac{2\gamma}{\zeta \sigma^2}}), \tag{73}
\]

where \(F_{\chi^2_{2}(\lambda)}(x) = 1 - Q_1(\sqrt{\lambda}, \sqrt{x})\) is the cumulative distribution function (CDF) of the non-central chi-square random variable \(\chi^2_{2}(\lambda)\).

**C. Proof of Theorem 3**

Define \(X = \sum_{m=1}^{M} \sum_{n=1}^{N} \sum_{k=0}^{K-1} e^{-j\theta_{mnk}} y_{mn}(k)\). The test statistic of ACD \((20)\) is equivalent to

\[
T = |X|^2. \tag{74}
\]

Based on the distribution of \(y_{mn}\), we can obtained the distribution of \(y_{mn}(k)\) as \(y_{mn}(k) \sim \mathcal{CN}(0, \sigma^2)\) under \(\mathcal{H}_0\) and \(y_{mn}(k) \sim \mathcal{CN}(x_{mn}(k), \sigma^2)\) under \(\mathcal{H}_1\). Thus, we have

\[
X \sim \left\{ \begin{array}{ll}
\mathcal{CN}(0, \sigma^2) & \text{under } \mathcal{H}_0 \\
\mathcal{CN}(\sum_{m=1}^{M} \sum_{n=1}^{N} \sum_{k=0}^{K-1} e^{-j\theta_{mnk}} x_{mn}(k), \sigma^2) & \text{under } \mathcal{H}_1,
\end{array} \right. \tag{75}
\]

where \(x_{mn}(k)\) is defined in \((7)\). The distribution of the test statistic becomes

\[
T \sim \left\{ \begin{array}{ll}
\frac{\sigma^2}{2} \chi^2_{2} & \text{under } \mathcal{H}_0 \\
\frac{\sigma^2}{2} \chi^2_{2}(\lambda) & \text{under } \mathcal{H}_1,
\end{array} \right. \tag{76}
\]

where the noncentrality parameter is given by \((42)\). Then, the probability of false alarm is

\[
P_f = P(T > \gamma|\mathcal{H}_0) = e^{-\frac{\gamma}{KMN \sigma^2}}, \tag{77}
\]
and the probability of detection is
\[ P_d = P(T > \gamma | \mathcal{H}_1) = 1 - F_{\chi^2_2}(\frac{2\gamma}{KM \sigma^2}) \]
\[ = Q_1(\sqrt{\lambda}, \sqrt{\frac{2\gamma}{KM \sigma^2}}). \tag{78} \]

D. Proof of Theorem

The HD test statistic can be written as
\[ T = \sum_{m=1}^{M} \sum_{n=1}^{N} \hat{\varphi}_{mn}^H \hat{S}_n^H \hat{S}_n \hat{\varphi}_{mn}, \tag{79} \]
where \( \hat{\varphi}_{mn} = (\hat{S}_n^H \hat{S}_n)^{-1} \hat{S}_n^H y_{mn} \) and \( \hat{S}_n \) is a complex Gaussian random vector since it is a linear transformation of \( y_{mn} \). Specifically, under \( \mathcal{H}_1 \), \( \hat{\varphi}_{mn} \sim C\mathcal{N}(\varphi_{mn}, C_{\varphi_{mn}}) \), where
\[ \varphi_{mn} = \alpha (\hat{S}_n^H \hat{S}_n)^{-1} \hat{S}_n^H S_n \chi_n^2 \mu_{mn} h_{mn}, \tag{80} \]
\[ C_{\varphi_{mn}} = \sigma^2 (\hat{S}_n^H \hat{S}_n)^{-1}. \tag{81} \]

As a result, we have
\[ \frac{\hat{\varphi}_{mn}^H \hat{S}_n^H \hat{S}_n \hat{\varphi}_{mn}}{\sigma^2/2} = 2 \hat{\varphi}_{mn}^H C_{\varphi_{mn}}^{-1} \hat{\varphi}_{mn}. \tag{82} \]
Next, let \( \hat{\varphi}_{mn} = \nu_{mn} + j \mu_{mn} \) and \( \hat{\varphi}_{mn} = \hat{\nu}_{mn} + j \hat{\mu}_{mn} \), and define the real vectors \( \varepsilon_{mn} = \{ \mu_{mn}^T \nu_{mn}^T \}^T \) and \( \tilde{\varepsilon}_{mn} = \{ \hat{\mu}_{mn}^T \hat{\nu}_{mn}^T \}^T \). Then, the test statistic is equivalent to [31] Appendix 15A:
\[ \frac{\hat{\varphi}_{mn}^H \hat{S}_n^H \hat{S}_n \hat{\varphi}_{mn}}{\sigma^2/2} = \hat{\nu}_{mn}^T C_{\varepsilon_{mn}}^{-1} \hat{\varepsilon}_{mn}, \tag{83} \]
where \( C_{\varepsilon_{mn}} \) is the \( 2M \times 2M \) covariance matrix of the real vector \( \varepsilon_{mn} \). Since \( \hat\varphi_{mn} \sim C\mathcal{N}(\varphi_{mn}, C_{\varphi_{mn}}) \), we have
\[ \hat{\varepsilon}_{mn} \sim C\mathcal{N}(\varepsilon_{mn}, C_{\varepsilon_{mn}}). \tag{84} \]

Clearly, \( \hat{\varepsilon}_{mn} C_{\varepsilon_{mn}}^{-1} \hat{\varepsilon}_{mn} \) is central (under \( \mathcal{H}_0 \)) and noncentral (under \( \mathcal{H}_1 \)) chi-square distributed [32] Section 2.3. Equivalently, we have
\[ \frac{\hat{\varphi}_{mn}^H \hat{S}_n^H \hat{S}_n \hat{\varphi}_{mn}}{\sigma^2/2} \sim \chi^2_{2M} \mu_{mn} \under \mathcal{H}_0 \]
\[ \chi^2_{2M}(\lambda_{mn}) \under \mathcal{H}_1, \tag{85} \]
where
\[ \lambda_{mn} = \varepsilon_{mn}^T C_{\varepsilon_{mn}}^{-1} \varepsilon_{mn} = 2 \hat{\varphi}_{mn}^H C_{\varphi_{mn}}^{-1} \hat{\varphi}_{mn} = \alpha^2 \mu_{mn}^H \chi_n^2 \nu_{mn}^H \nu_{mn} (\hat{S}_n^H \hat{S}_n)^{-1} \hat{S}_n^H S_n \chi_n^2 \mu_{mn} h_{mn} \tag{86} \]

According to the summation rule for a sum of weighted central/noncentral chi-square random variables [33], the original test statistic of the HD can be obtained by employing similar derivations as in (64) and (65):
\[ P_T = \frac{\Gamma(NM^2)I(\frac{\gamma^2}{\sigma^2})}{\Gamma(NM^2)} \tag{88} \]
\[ P_T = Q_{NM^2}(\sqrt{\lambda}, \sqrt{\frac{2\gamma}{\sigma^2}}). \tag{89} \]
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