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Abstract—Multiagent deep reinforcement learning (DRL) makes optimal decisions dependent on system states observed by agents, but any uncertainty on the observations may mislead agents to take wrong actions. The mean-field actor-critic (MFAC) reinforcement learning is well-known in the multiagent field since it can effectively handle a scalability problem. However, it is sensitive to state perturbations that can significantly degrade the team rewards. This work proposes a Robust MFAC (RoMFAC) reinforcement learning that has two innovations: 1) a new objective function of training actors, composed of a policy gradient function that is related to the expected cumulative discount reward on sampled clean states and an action loss function that represents the difference between actions taken on clean and adversarial states and 2) a repetitive regularization of the action loss, ensuring the trained actors to obtain excellent performance. Furthermore, this work proposes a game model named a state-adversarial stochastic game (SASG). Despite the Nash equilibrium of SASG may not exist, adversarial perturbations to states in the RoMFAC are proven to be defensible based on SASG. Experimental results show that RoMFAC is robust against adversarial perturbations while maintaining its competitive performance in environments without perturbations.

Index Terms—Mean-field actor-critic (MFAC) reinforcement learning, multiagent systems, robustness, state-adversarial stochastic game (SASG).

I. INTRODUCTION

Deep learning has achieved significant success in such fields as computer vision [1], [2], [3], [4], [5], [6] and intelligent fault diagnosis [7], [8], [9]. However, deep neural networks are generally trained and tested by using independent and identically distributed data, and thus possibly make incorrect predictions when there are perturbations on samples even though these perturbations may be insignificant [10], [11]. Deep learning has been combined with reinforcement learning to train the control policy of an agent [12], [13], [14], [15]. Some studies have shown that agents trained by deep reinforcement learning (DRL) are also vulnerable to adversarial attacks, e.g., agents are likely to perform undesirable actions when their state observations are perturbed [16]. In fact, agents can receive perturbed state observations due to sensor errors or malicious attacks, which can cause serious issues in many applications such as autonomous driving and unmanned aerial vehicles. Therefore, robust DRL is important in the single-/multiagent field.

Many tasks require multiple agents to work together rather than acting independently in a cooperative or competitive environment. Multiagent DRL (MADRL) is proposed to maximize team rewards. Many practical and effective MADRL approaches have been proposed, such as policy-based methods including multiagent deep deterministic policy gradient (MADDPG) [17], multiactor-attention-critic reinforcement learning [18], game abstraction mechanism based on two-stage attention network [19] and value-based methods including value decomposition networks (VDNs) [20] and duplex dueling multiagent Q-learning [21]. But they usually face a big challenge: poor scalability, which significantly limits their applications in the real world. Mean-field actor-critic (MFAC) [22] applies the mean-field theory to MADRL and thus successfully improves the scalability. However, our experiments illustrate that it is sensitive and not robust to state perturbations.

The works in [23] and [24] are very interesting since they explore the robustness of MADRL. The former considers the action perturbations rather than the state perturbations. Though the latter considers the state perturbations, it does not provide any defense method. This article is to explore the state perturbations of MAFC as well as the defense to them.

Compared with single-agent situations, multiagent situations face the following challenges: 1) the total number of perturbed agents is unknown and 2) perturbations on some agents can influence others. Facing these challenges, this work aims to propose a robust MFAC (RoMFAC) and makes the following novel contributions.

1) It proposes a novel objective function for training actors, which consists of a policy gradient function related to the expected cumulative discount reward on sampled clean states and an action loss function representing the difference between actions taken on clean and adversarial states. It designs a repetitive regularization method for the action loss, thereby ensuring that the trained actors obtain great performance not only in clean states but also in adversarial ones.
2) It defines a state-adversarial stochastic game (SASG) by extending the objective function of RoMFAC to a stochastic game (SG) and exploring the basic properties of SASG. This work proves that SASG does not necessarily have a Nash equilibrium under the joint optimal adversarial perturbation but it can still defend against perturbations.

3) We conduct experiments on two scenarios of the many-agent reinforcement learning system (MAgent) [25]. The results show that RoMFAC can improve the robustness under white-box attacks on states without degrading the performance of clean states.

The rest of this article is organized as follows. Section II presents related work of the adversarial attacks and defends on DRL. Section III recalls the SG and MFC. We introduce our RoMFAC framework in Section IV and define an SASG in Section V. Then we illustrate the advantages of RoMFAC on robustness in comparison with some state-of-the-art methods in Section VI. Finally, we conclude this work and propose future work in Section VII.

II. RELATED WORK

A. Adversarial Attacks on Single-Agent DRL

In classification tasks, the methods for generating and defending against adversarial examples have been extensively studied. Studies of adversarial attacks and defenses on single-agent DRL have recently emerged. The adversarial attacks on single-agent DRL algorithms can be divided into four categories [16] according to the following four factors: the state space with adversarial perturbations, the reward function with adversarial perturbations, the action space with adversarial perturbations and the model space with adversarial perturbations. Huang et al. [26] employ fast gradient sign method (FGSM) [10] to generate adversarial examples of input states, showing that adversarial attacks are also effective in the DRL policy network. To make the attack on an agent more stealthy and efficient, Sun et al. [27] introduce two adversarial attack techniques: the critical point attack and the antagonist attack.

B. Robust Training for Single-Agent DRL

Defense methods against attacks in the single-agent field are usually classified into six categories [16]: adversarial training, defensive distillation, robust learning, game theoretic approach, benchmarking/watermarking, and adversarial detection. Zhang et al. [28] propose a novel Markov decision process (SA-MDP) that considers state-adversarial perturbations, and provides a theoretical foundation for robust single-agent reinforcement learning. They develop the principle of policy regularization that can possibly be applied to many DRL algorithms. Based on SA-MDP, an alternate training framework with learned adversaries is proposed in [29]. Oikarinen et al. [30] propose the robust ADversarIAl loss (RADIAL-RL) method, which can improve the robustness of DRL under the $\ell_p$ norm boundary against attacks with lower computational complexity. This article focuses on robust learning and expands the theoretical results and policy regularization in SA-MDP to multiagent DRL. We only consider the case that the states received by an agent have perturbations, but these perturbations do not change the Markov property of its environment. This case is the same as the previous research in [28], [29], and [30]. Furthermore, for the case of state perturbations, we define a new game (i.e., SASG) and discuss its basic properties based on the conclusions of SA-MDP.

C. Attacks and Defenses for Multiagent DRL

Motivated by single-agent DRL [12], multiagent reinforcement learning has changed from the tabular method to deep learning recently. However, there are few studies on adversarial attacks and robust training in multiagent DRL [31]. We summarize them into adversarial attacks and backdoor ones. For the former, Lin et al. [24] propose the method of generating adversarial examples for MADRL, but do not provide a robust defense method. Li et al. [23] propose the minimax multiagent deep deterministic policy gradient (M3DDPG) which is an extension of MADDPG and makes policies of agents keep a strong generalization ability even if the opponent’s policies change. They also present a robust optimization method that effectively solves the problem of the high complexity of min-max calculation in a continuous action space. However, they lack the defense against state perturbations which is exactly the purpose of our work.

For backdoor attacks, Chen et al. [32] introduce a pioneering backdoor attack framework, denoted as MARNet, that caters to the cooperative multiagent reinforcement learning (c-MARL) settings. The efficacy of this framework is assessed on two c-MARL algorithms VDN [20] and monotonic value function factorization (QMIX) [33]. Wang et al. [34] conduct research on the backdoor attack in DRL-based autonomous vehicle controllers. Their results illustrate a trigger based on traffic physics principles in order to prevent such attacks. Additionally, they explore a trigger of backdoor attacks in MARL systems and propose a technique named BACKDOORL to detect and prevent such attacks. In another relevant study, Guo et al. [35] propose a backdoor detection method in MARL systems by utilizing policy cleanse to detect and mitigate Trojan agents and their trigger actions. Furthermore, they design a machine unlearning-based approach to effectively mitigate the identified backdoors.

D. Generalization of Multiagent DRL

There exists a certain correlation between robustness and generalization in machine learning because they are both related to the nonindependent identical distribution of the training samples. Some methods that improve generalization can also be used to enhance models’ robustness, while approaches to addressing robustness can boost the generalization performance.

There have been many studies on the generalization of deep learning. Zhang et al. [36] design a novel solution for temporal activity detection in videos that can detect activities not seen in training by utilizing an activity graph transformer and label embeddings. Yan et al. [37] propose a differentiable generative adversarial network search method for zero-shot learning recently. Section II recalls the SG and MFC. We introduce our RoMFAC framework in Section IV and define an SASG in Section V. Then we illustrate the advantages of RoMFAC on robustness in comparison with some state-of-the-art methods in Section VI. Finally, we conclude this work and propose future work in Section VII.
learning, and their aim is to search for an optimal architecture for both generator and discriminator through adversarial training. Robust DRL methods can also be used to improve the generalization of algorithms [38]. Yan et al. [39] demonstrate a robust method for training a real robot to grasp a tiny sphere by decomposing the end-to-end system into a vision module and a closed-loop controller module. This method achieves an effective domain transfer with a 90% success rate in real-world scenarios. For the generalization of MADRL, Candela et al. [40] devise a simulation platform that allows autonomous driving and utilizes a multiagent proximal policy optimization [41] in conjunction with domain randomization for the transfer of policies from simulation to practical applications. In our earlier research [42], we establish a simulation platform for multi-UA V transport and utilize the domain randomization method to aid in the transfer from simulation to reality. Moreover, we formulate a nonstationary version of Markov games and demonstrate the effectiveness of recurrent neural networks in dealing with nonstationary Markov games. The exploration of generalization methods can potentially provide novel insights for studying the robustness of MADRL, to be explored as future research.

### III. PRELIMINARY

#### A. Stochastic Game

SG [43] is a game with multiple agents (or players) and states, defined as a tuple \( \langle S, A^1, \ldots, A^N, r^1, \ldots, r^N, p, \gamma \rangle \) where \( S \) is the state space, \( N \) is the number of agents, \( A^i \) is the action space of agent \( i \), \( r^i \) is the immediate reward of agent \( i \), \( \gamma \in [0, 1] \) is the discount factor, and \( p : S \times A^1 \times \cdots \times A^N \times S \rightarrow [0, 1] \) denotes the probability distributions of the next states under the current state and joint action. The reward function \( R^j(s, a, s') : S \times A^1 \times \cdots \times A^N \times S \rightarrow \mathbb{R} \) represents the reward obtained by agent \( j \) in state \( s' \) after taking the joint action \( a \triangleq [a^1, \ldots, a^N] \) in state \( s \).

For an \( n \)-player SG, there is at least one Nash equilibrium [44], which can be described as the joint policy \( \pi^* \triangleq (\pi_1^*, \ldots, \pi_N^*) \) such that \( \forall s \in S \):

\[
V_{\pi^*}(s) \triangleq V^j(s, \pi_1^*, \ldots, \pi_j^*, \pi_{j+1}^*, \ldots, \pi_N^*) \geq V^j(s, \pi_1^*, \ldots, \pi_j^*, \pi_{j+1}^*, \ldots, \pi_{j-1}^*, \pi_{j+1}^*, \ldots, \pi_N^*)
\]

where \( \pi_j^*(s) = \prod_{k=j+1}^{N} \pi_k^*(s) \) is the probability distribution of the joint action \( a \) at state \( s \) under the Nash equilibrium and \( \pi_j^* \) is an arbitrary valid policy of agent \( j \). \( V_{\pi^*}(s) \) is the value function of agent \( j \) under state \( s \) and the Nash equilibrium at time \( t \), and it is calculated through the expected cumulative discount reward of agent \( j \):

\[
V^j_{\pi_j}(s) = \mathbb{E}_{\pi_j, \rho} \left( \sum_{k=0}^{\infty} \gamma^k r^j_{t+k+1} | s_t = s \right)
\]

where \( r^j_t \) denotes the reward of agent \( j \) at the time \( t \). The action-value \( Q^j_{\pi_j}(s, a) \) is defined as the expected cumulative discount reward of agent \( j \) at a state \( s \) and a joint action \( a \) of all agents under the Nash equilibrium:

\[
Q^j_{\pi_j}(s, a) = \mathbb{E}_{\pi_j, \rho} \left( \sum_{k=0}^{\infty} \gamma^k r^j_{t+k+1} | s_t = s, a_t = a \right)
\]

According to (2) and (3), the value function can also be formulated as follows:

\[
V^j_{\pi_j}(s) = \mathbb{E}_{\pi_j \sim \pi_j} \left( Q^j_{\pi_j}(s, a) \right).
\]

#### B. MFAC Reinforcement Learning

MFAC [22] uses the mean-field theory to transform the interaction of multiple agents into the interaction between two agents, which makes large-scale MADRL become possible. In MFAC, \( Q^j(s, a) \) is decomposed into

\[
Q^j(s, a) = \frac{1}{|\mathcal{N}(j)|} \sum_{k \in \mathcal{N}(j)} Q^j(s, a^j, a^k)
\]

through local interactions, where \( \mathcal{N}(j) \) is the set of neighbors of agent \( j \) and \( Q^j(s, a^j, a^k) \) is the Q function of agent \( j \) when only the actions of agents \( k \) and \( j \) are considered. It has been proven in [22]

\[
Q^j(s, a) \approx Q^j(s, a^j, \bar{a}^j)
\]

where the mean action \( \bar{a}^j \) of all neighbors of agent \( j \) can be represented as an empirical distribution of the actions taken by these neighbors and obtained by calculating the average of \( a^k \), while \( a^k \) is sampled according to policy \( \pi^k \) which is calculated by a neural network via the previous average action \( \bar{a}^k \) of neighbors of agent \( j \) (note that in this article, we consider all agents except agent \( j \) as its neighbors).

\[
\bar{a}^j = \frac{1}{|\mathcal{N}(j)|} \sum_{k \in \mathcal{N}(j)} a^k.
\]

This approximation is the core of mean-field theory and ensures that all neighbors’ influence on agent \( j \) can be approximated as the central agent’s influence on agent \( j \). Detailed proof can be found in [22]. Note that each \( a^k \) is a one-hot coding. \( a^k \) with \( D \) possible operations can be represented as \( a^k = [a^k_1, \ldots, a^k_D] \). For example, if an agent in the environment has three valid actions and agent \( j \) has two neighbors performing actions \( [0, 1, 0] \) and \( [1, 0, 0] \), respectively. Obviously, \( \bar{a}^j \) is \([0.5, 0.5, 0] \). Then the policy \( \pi^j \) is changed accordingly to the current \( s \) and \( \bar{a}^j \).

The mean field Q-function can be updated according to the following recursive form:

\[
Q_{\phi^j}(s, a^j, \bar{a}^j) = (1 - \alpha) Q_{\phi^j}(s, a^j, \bar{a}^j) + \alpha (r^j + \gamma V^j(s'))
\]

where \( s' \) is the state at the next time step, \( \alpha \) is the learning rate and \( \phi^j \) is the parameters of the critic of agent \( j \).

The mean-field value function is calculated by the following equation:

\[
V^j(s') = \sum_{a^j} \pi_{\phi^j}(a^j | s', \bar{a}^j) \mathbb{E}_{\pi^j \sim \pi^j} \left( Q_{\phi^j}(s', a^j, \bar{a}^j) \right)
\]

where \( \theta^j \) is the parameters of the actor of agent \( j \), \( \pi^j \) is the joint action of all agents except agent \( j \) and \( \pi^j \) is the joint policy of all agents except agent \( j \).

MFAC is an on-policy actor-critic method where the critic is trained by minimizing the loss function

\[
L_1(\phi^j) = (y^j - Q_{\phi^j}(s, a^j, \bar{a}^j))^2
\]
and the actor $\pi_{\theta^j}$ is updated by sampling policy gradients
\[
\nabla_{\theta^j} \mathcal{J}(\theta^j) \overset{\text{def}}{=} \nabla_{\theta^j} V_{\phi^j}(s)
\approx \nabla_{\theta^j} (\log \pi_{\theta^j}(s)) Q_{\phi^j}(s', a^j, \ddot{a}^j)|_{a^j = \pi_{\theta^j}(s)}
\tag{11}
\]
where $y^j = r^j + \gamma V_{\phi^j}(s')$ is the target mean field value calculated with the weights $\phi^j$, and $\phi^j$ and $\theta^j$ are parameters of target networks of agent $j$. Konda and Tsitsiklis [45] provides a derivation of (11). During the training process, $\phi^j$ and $\theta^j$ are alternately updated until convergence is achieved. Since the observed states are perturbed, this article proposes a new objective function to train an actor so that it can defend against state perturbations.

IV. RoMFAC Framework

In this section, we introduce a novel framework for improving the robustness of MFAC against state perturbations. Our framework RoMFAC mainly contains the following innovative components: an action loss function and its repetitive regularization. Important concepts are described as follows.

1) A clean state of an agent is a state generated by the environment interacting with the agent.
2) A perturbation means a noise within a certain range that is usually imperceptible to humans.
3) Adversarial attack: In this work, we consider the situation that for an agent, its states rather than its actions are perturbed. An adversarial attack is to add perturbations to clean states in order to mislead agents’ actions. Certainly, there are some papers [23], [46], [47] considering the case of directly adding perturbations to the actions. The projected gradient descent (PGD) [11] is currently recognized as one of the methods that can generate stronger adversarial perturbations. Since we utilize a simply projected convex set in this article, the complexity of each PGD is low [48]. Therefore, we use PGD to generate the adversarial perturbation $\delta^j$ for the policy network of agent $j$ from the aspect of both the computing time and the defense performance. The PGD uses $U$ steps of the calculations of gradient ascent with clip to produce the adversarial states. In the $(u + 1)$th step we have
\[
\dot{s}_{u+1}^j = \text{clip}\left(\dot{s}_{u}^j + \beta \text{sgn} \left(\nabla_{s^j} L(\theta^j, \dot{s}_{u}^j, z^j)\right)\right)|_{s^j = \ddot{s}^j}
\tag{15}
\]
where $\ddot{s}^j$ is the adversarial state of agent $j$ calculated by (15). The inner-loop goal is to minimize the expected cumulative discount reward of agent $j$, and the outer-loop goal is to maximize the worst case. An action that an agent performs in a given state is determined only by the actor network. It has nothing to do with the critic network during the testing process. As a result, this article only considers the robustness of actor networks. The minimized part of (12) can be solved by maximizing the loss between actions taken on clean and adversarial states, and this loss is called action loss in this article, i.e.,
\[
\mathcal{L}(\theta^j, \dot{s}^j) = \max_{\delta^j \in B^j} \left\{ L(\theta^j, \dot{s}^j, \dot{z}^j) | \dot{z}^j = s + \delta^j \right\}
\tag{13}
\]
where $s$ is the clean state, $\delta^j$ is the adversarial perturbation of agent $j$ and generated according to state $s$, and $B^j$ is the set of adversarial states of agent $j$. We can label the action with the highest probability $z^j = \arg \max_{a^j} \pi_{\theta^j}(a^j|s, \ddot{a}^j)$ because the actor of agent $j$ outputs the probability distribution of actions. $L$ is the cross-entropy loss function of actions taken on clean and adversarial states, i.e.,
\[
L(\theta^j, \dot{s}^j, z^j) = - \sum_{a^j} \left[ z^j = a^j \right] \log (\pi_{\theta^j}(a^j|s, \ddot{a}^j))
\tag{14}
\]
where $z^j = a^j$ is the Iverson bracket whose value is 1 if the statement $z^j = a^j$ is true, and 0 otherwise. Note that, $a^j$ and $z^j$ are generated by the same policy.

The projected gradient descent (PGD) [11] is currently recognized as one of the methods that can generate stronger adversarial perturbations. Since we utilize a simply projected convex set in this article, the complexity of each PGD is low [48]. Therefore, we use PGD to generate the adversarial perturbation $\delta^j$ for the policy network of agent $j$ from the aspect of both the computing time and the defense performance. The PGD uses $U$ steps of the calculations of gradient ascent with clip to produce the adversarial states. In the $(u + 1)$th step we have
\[
\dot{s}_{u+1}^j = \text{clip}\left(\dot{s}_{u}^j + \beta \text{sgn} \left(\nabla_{s^j} L(\theta^j, \dot{s}_{u}^j, z^j)\right)\right)|_{s^j = \ddot{s}^j}
\tag{15}
\]
where $\beta$ is the step-size, $\dot{s}_{u}^j$ represents the adversarial state in the $u$th step and $u < U$. Notice, $\dot{s}_{u}^j$ is initialized by $s$. If the effective value range of $s$ is $[x, y]$, then
\[
\text{clip}(s) = \begin{cases} s, & s \in [x, y] \\ x, & s < x \\ y, & s > y. \end{cases}
\tag{16}
\]

The outer-loop learning objective is to optimize the worst case, i.e., minimize the difference of actions taken on adversarial and clean states. The actor $\pi_{\theta^j}$ is trained with gradient descent by minimizing
\[
-\mathcal{J}(\theta^j) + \mu \mathcal{L}(\theta^j)
\tag{17}
\]
where $\mu$ is a weight factor governing the trade-off between the two parts.

B. Repetitive Regularization of the Action Loss

For the weight factor $\mu$ of the action loss, if it is too large, there may be a vanishing and exploding gradient so that the training is unstable. On the other hand, if it is too small, the action loss will not work. Therefore, regularizing
the loss related to adversarial perturbations is often used in many robust single-agent reinforcement learning research [28], [29]. They usually use the grid search method to produce a fixed value for the weight factor \( \mu \), and the perturbation bound \( \epsilon \) gradually increases to a given value in the whole training process. RoMFAC is an on-policy learning method in which the optimized objective function depends on both clean states and adversarial ones and the calculation of adversarial states depends on clean ones. In addition, clean states are collected by agents according to the current policy. Therefore, if the prior approach is used to update the neural network parameters, some bad actions can be generated so that agents collect poor data and then affect the next update.

To solve this problem, we propose a repetitive regularization method for our action loss in order to dynamically balance the performance of agents on clean and adversarial states. If \( \mu = 0 \), only the clean state is considered during the training process. \( \mu \) gradually increases, meaning that the weight of action loss gradually increases, and during the whole process, the coefficient of the clean state is always 1. After the agent gradually adapts to the adversarial state (i.e., \( \mu \) increases linearly by one loop), it starts learning from the clean state again. By repeatedly adapting to the adversarial state, the agent can obtain good ability in the adversarial state while maintaining performance in the clean state.

**Step 1:** We train a network until it is stable with \( \mu = 0 \);

**Step 2:** We continually train it through \( c \) loops. In every loop, \( \mu \) increases linearly from 0 to a given upper bound \( \overline{\mu} \).

During the whole training process, the perturbation bound \( \epsilon \) is a fixed value. In addition, \( c \) and \( \overline{\mu} \) are two hyper-parameters. Fig. 1 shows the idea of our repetitive regularization method. In fact, \( \mu \) can be calculated by the following formula for the \( m \)th round:

\[
\mu(m) = \frac{\min\{\max\{m - \overline{M}, 0\} \mod \overline{M}, \omega \overline{M}\}}{\omega \overline{M}} \overline{\mu} \quad (18)
\]

where \( \overline{M} \) is the number of training rounds in every loop. This repetitive change can make agents explore more new positive behaviors while simultaneously increasing the robustness against adversarial states. Our RoMFAC is presented in Algorithm 1.

**Algorithm 1 RoMFAC**

```plaintext
Initialize \( Q_{\theta^j}, Q_{\phi^j}, \pi_0, \pi_{\phi^j} \) and \( \tilde{a}^j \), \( \forall j \in \{1, \ldots, N\} 

for \( m = 1, 2, \ldots, \overline{M} + c\overline{M} \) do
    For each agent \( j \), sample action \( a^j = \pi_0(s) \) and compute the new mean action \( \bar{a} = [\bar{a}^1, \ldots, \bar{a}^N] \) according to (7);
    Take the joint action \( a = [a^1, \ldots, a^N] \) and observe the next state \( s' \) and the reward \( R = [R^1, \ldots, R^N] \);
    Put \( (s, a, s', R, \bar{a}) \) in the replay buffer \( D \);
    for \( j = 1 \) to \( N \) do
        Sample a batch of \( K \) examples \( \langle s_i, a_i, R_i, s'_i, \bar{a}_i \rangle \rangle \) from \( D \);
        Set \( y^j = R^j + \gamma V_{\phi^j}(s') \);
        Compute the critic based on (10);
        if \( \mu > 0 \) then
            Generate the adversarial state by using PGD attack based on (15);
            Compute the action loss \( L^j(\theta^j, \bar{s}^j) \);
        end if
        Update the actor based on (17);
    end for
    Update the target network parameters for each agent \( j \) using learning rates \( \alpha_0 \) and \( \alpha_{\phi^j} \):
    \[
    \theta^j_{\hat{\mu}} \leftarrow \alpha_0 \theta^j + (1 - \alpha_0) \theta^j_{\hat{\mu}}
    \]
    \[
    \phi^j_{\hat{\mu}} \leftarrow \alpha_0 \phi^j + (1 - \alpha_0) \phi^j_{\hat{\mu}}
    \]
end for
```

During the whole training process, the perturbation bound \( \epsilon \) is a fixed value. In addition, \( c \) and \( \overline{\mu} \) are two hyper-parameters. Fig. 1 shows the idea of our repetitive regularization method. In fact, \( \mu \) can be calculated by the following formula for the \( m \)th round:

\[
\mu(m) = \frac{\min\{\max\{m - \overline{M}, 0\} \mod \overline{M}, \omega \overline{M}\}}{\omega \overline{M}} \overline{\mu} \quad (18)
\]

where \( \overline{M} \) is the number of training rounds in every loop. This repetitive change can make agents explore more new positive behaviors while simultaneously increasing the robustness against adversarial states. Our RoMFAC is presented in Algorithm 1.

C. **Time Complexity of RoMFAC**

We analyze the overall time complexity of Algorithm 1.

**Theorem 1:** If the time complexity of sampling action \( a^j \) is \( D_1 \), computing the mean action \( \bar{a} \) is \( D_2 \), taking the joint action \( a \) interacting with the environment is \( D_3 \), and summation is \( D_4 \), respectively, the executing time complexity of RoMFAC is

\[
g_1 = O((\overline{M} + c\overline{M})(D_1 + D_2 + D_3))
\]

where \( D_2 = O(N(N - 1) * D_3) \).

If the time complexity of computing the gradient of (10) and (14) are \( d_1 \) and \( d_2 \), respectively, executing every step in PGD is \( d_3 \), and computing (11) is \( d_4 \), the training time complexity of MFAC is

\[
g_2 = O(N(\overline{M} + c\overline{M})(d_1 + d_3))
\]

The time complexity of the repetitive regularization method is

\[
g_3 = O(N(c\overline{M}(d_2 + U\overline{d_3})))
\]

The time complexity of RoMFAC is \( O(g_1 + g_2 + g_3) \).

V. **State-Adversarial SG**

In this section, we define a class of games: SASG to which the objective function in Section IV can be applied. SASG allows adversarial perturbations, and we prove that adversarial perturbations can be defended in theory.

**Definition 1 (SASG):** An SASG can be defined as a tuple \( \langle S, A^1, \ldots, A^N, B^1, \ldots, B^M, r^1, \ldots, r^N, p, \gamma \rangle \) where \( B^j \) is the set of adversarial states of agent \( j \), and \( M \) is the number of attacked agents such that \( M \leq N \).

We define the adversarial perturbation \( v^j(s) \) of agent \( j \) as a deterministic function \( v^j : S \rightarrow B^j \). Obviously, it is only dependent on the current state \( s \) and remains constant over time. As shown in Fig. 2, \( v^j(s) \) only perturbs the state of agent
where \( v \triangleq (v^1, \ldots, v^M) \) denotes the joint adversarial perturbation and \( \pi \circ v \) denotes the joint policy under the joint adversarial perturbation: \( \pi \circ v \triangleq \pi(\cdot|s, v(s)) = \prod_{j=0}^M \pi_j^j(\cdot|v^j(s)) \prod_{j=M+1}^N \pi_j(\cdot|s). \)

Given the joint policy \( \pi : S \to \text{PD}(A^1 \times \cdots \times A^N) \) and the joint adversarial perturbation \( v : S \to B^1 \times \cdots \times B^M \), we have Bellman equations with fixed \( \pi \) and \( v \) as follows:

\[
\hat{V}_{\pi \circ v}^j(s) = \sum_{a \in A^j \times \cdots \times A^N} \pi(a|s, v(s)) \times \sum_{s' \in S} p(s'|s, a) \left( R^j(s, a, s') + \gamma \hat{V}_{\pi \circ v}^j(s') \right)
\]

where PD stands for the probability distribution. The joint policy \( \pi \) depends on both the clean state \( s \) and the adversarial state \( v(s) \). On the other hand, \( v(s) \) is generated based on the clean state and the actor network of attacked agents. The derivation of (21) and (22) can be found in Appendix A of our supplementary file. The goal of the joint optimal adversarial perturbation is to minimize the expected cumulative discount reward of every attacked agent, and thus the value function and the action-value function can, respectively, be written as follows:

\[
\hat{V}_{\pi \circ v}^j(s) = \min_{v^j} \hat{V}_{\pi \circ v^j}^j(s)
\]

\[
\hat{Q}_{\pi \circ v}^j(s, a) = \min_{v^j} \hat{Q}_{\pi \circ v^j}^j(s, a)
\]

where \( v^j = (v^1, \ldots, v^M) \) is the joint optimal adversarial perturbation, \( v^j \) is an arbitrary valid adversarial perturbation and \( v^j = (v^j_1, \ldots, v^j_{j-1}, v^j_{j+1}, \ldots, v^j_M) \).

In what follows we present some properties of SASG and their proofs can be seen in Appendices B–E of our supplementary file.

**Theorem 2:** Every SASG has a joint optimal adversarial perturbation.

We can get the above conclusion through constructive proof, and Appendix B of our supplementary file shows the construction process and analysis. The following conclusion demonstrates the convergence of \( v^j \).

**Theorem 3 (Bellman Contraction of Agent \( j \) for the Joint Optimal Adversarial Perturbation):** \( \hat{V}_{\pi \circ v^j}^j \) lives in the finite dimensional Banach space \( \mathbb{R}^{|S|} \). For element \( \hat{V}^j \in \mathbb{R}^{|S|} \), Bellman operator \( \mathcal{L}^j \) with respect to the policy \( \pi \circ v^j \) is defined as follows:

\[
(\mathcal{L}^j \hat{V}^j)(s) = \min_{v^j(s') \in B^j} \sum_{a \in A^j \times \cdots \times A^N} \pi(a|s, v^j(s), v^j_{-s}(s)) \times \sum_{s' \in S} p(s'|s, a) \left( R^j(s, a, s') + \gamma \hat{V}_B^j(s') \right)
\]

Then, the Bellman equation for the joint optimal adversarial perturbation \( v^j \) is \( \hat{V}^j_{\pi \circ v^j} = \mathcal{L}^j \hat{V}^j_{\pi \circ v^j} \). Furthermore, \( \mathcal{L}^j \) is a contraction that converges to \( \hat{V}^j_{\pi \circ v^j} \).

**Theorem 3** indicates that \( \mathcal{L}^j \) converges to a unique fixed point, that is, the value function of the joint optimal adversarial perturbation is convergent. Similarly, the inner minimization of (12) is convergent. The next conclusion means that an SASG does not necessarily have the Nash equilibrium, which is the biggest difference from SG.

**Theorem 4:** Under the joint optimal adversarial perturbation, the Nash equilibrium of SASG may not always exist.

In our supplementary file, such a counterexample is constructed that has no Nash equilibrium. The joint policy \( \pi^* \) under the Nash equilibrium must have \( \hat{V}^j_{\pi \circ v^j} \leq \hat{V}^j_{(\pi^*, \pi_{-j}^*)}(s) \) while the joint optimal adversarial perturbation \( v^j \) requires \( \hat{V}^j_{\pi \circ v^j} \leq \hat{V}^j_{(\pi^*, \pi_{-j}^*)}(s) \). Therefore, for an SASG, we have to find a suboptimal joint policy to approach Nash equilibrium, and the following conclusion shows such a feasible defense against the joint optimal adversarial perturbation.

**Theorem 5:** Given the joint policy \( \pi \) and the joint optimal adversarial perturbation \( v^j \), we have

\[
\max_{s \in S} \left\{ \hat{V}^j_{\pi \circ v^j} - \hat{V}^j_{\pi \circ v^j} \right\} \leq \xi \max_{s \in S} \left\{ \mathcal{D}_{\text{TV}}(\pi(\cdot|s, \tilde{s}^j), \pi(\cdot|s, \tilde{s}^j)) \right\}
\]

where \( \mathcal{D}_{\text{TV}} \) is the total variation, \( \tilde{s}^j \) is a group of adversarial states of all attacked agents except the agent \( j \), i.e., \( \tilde{s}^j = v^j_{-s}(s), \tilde{s}^j \) is an arbitrary valid adversarial state of agent \( j \) and \( \xi \triangleq 2(1 + (\gamma/(1 - \gamma))^2) \max_{s,a,r} |R^j(s, a, s')| \) is a constant independent on \( \pi \).

As shown in (26), the joint policy between the clean state and perturbation one must be the same. Theorem 5 indicates that when there are adversarial states, the intervention of the
value function is small as long as the difference between action distributions is small. It mainly illustrates that when an adversary perturbs the state of an agent, the upper bound of its impact on the performance of the agent (i.e., the value function) depends on the difference between the output action distributions of the same policy function in different states. That is, the focus of defense is to minimize the difference between the distribution of actions output by the agent in the clean state and the adversarial state. This idea also supports our proposed RoMFAC in which the defense against state perturbations can thus be transferred into minimizing the cross-entropy loss between the output actions in the clean state and adversarial state.

VI. EXPERIMENTAL RESULTS AND ANALYSIS

We demonstrate the ability of RoMFAC to improve model robustness against adversarial perturbations.

A. Environmental Settings

We use two scenarios of MAgent [25], the battle and pursuit scenarios, to illustrate the advantages of our method compared with other state-of-the-art ones. They can support hundreds of agents.

1) Battle: This is a cooperative and competitive scenario in which two groups of agents, A and B, interact. Each group of agents works together as a team to eliminate all opponent agents. There are 128 agents in total and 64 ones in each group. We use the default reward settings: 5 for killing an opponent agent, 0.2 for attacking an opponent agent, −0.1 for being attacked, −0.1 for attacking an empty grid, and 0.005 per step.

2) Pursuit: This is a scenario of local cooperation. There are 32 predators and 64 prey. Similarly, we use the default reward settings: the predator receives +1 for attacking the prey, while the prey receives −0.1 for being attacked.

The state and action spaces of the two scenarios are described as follows.

1) State Spaces: The state space consists of two parts: high dimensional information of spacial local view and low dimensional nonspatial features. The spatial view consists of a group of rectangular channels, and nonspatial features include normalized position, last action, last reward, and ID embedding. They, respectively, correspond to $13 \times 13 \times 7$ and $34$ continuous values in battle and to $10 \times 10 \times 5$ and 14 in pursuit.

2) Action Spaces: In battle and pursuit scenarios, there are 21 and 13 discrete actions, respectively.

B. Experiment Settings

1) Benchmark Methods:

1) MFAC [22] does not apply any robust strategies.

2) FGSM-M is an adversarial training method that uses adversarial states generated by FGSM [10] to train a model.

3) PGD-M is another adversarial training method that uses adversarial states generated by PGD [11] to train a model.

4) RADIAL-RL [30] is a method using the interval bound propagation (IBP) [49] to construct the adversarial loss. The IBP technique calculates the upper and lower bounds for the effect of a certain range of perturbations on model performance without the need to know the perturbations.

5) RADIAL-M is a variant of MFAC by using IBP to construct the adversarial loss such as RADIAL-RL.

6) SA-MFAC, such as most robust training [28], uses a fixed weight factor $\mu$ and increased perturbation bound $\epsilon$ in the original training technique.

2) Training: In the battle scenario, we train seven models in self-play. In the pursuit scenario, both predators and prey use the same algorithm during the training process. We execute three loops for $\mu$ (i.e., $c = 3$) and $\epsilon = 0.075$. The other hyper-parameter settings of these algorithms are the same: during the whole training process, the temperature of the soft-max layer in actor is $0.1$, the learning rate is $\alpha = 10^{-4}$, the weights of entropy and value in the total loss is $0.08$ and $0.1$, respectively.

3) Testing: For the convenience of comparison, we use advantageous actor-critic which is fully decentralized as the policies of opponent agents and prey but do not perturb their states. To evaluate the robustness of models trained by these algorithms, we create state-adversarial perturbations using a ten-step PGD with $\ell_{\infty}$ norm perturbation budget $\epsilon = 0.075$; and 1000 rounds cross-comparative and 100 rounds experiments with maximum time steps of 400 in the battle.

| Scenario | Methods | Battle | Pursuit |
|----------|---------|--------|---------|
|          | WINNING RATE | AVERAGE KILL | AVERAGE REWARD | AVERAGE REWARD |
| MFAC     | 0.70±0.08  | 62.22±2.83   | 291.26±18.22  | 3674.04±498.83 |
| FGSM-M   | 0.78±0.03  | 62.76±2.62   | 304.92±17.53  | 2240.49±522.99 |
| PGD-M    | 0.76±0.06  | 62.55±2.64   | 306.16±17.15  | 2149.70±418.33 |
| RADIAL-RL | 0.52±0.04  | 60.13±4.53   | 281.91±23.12  | 5285.18±417.57 |
| RADIAL-M | 0.01±0.01  | 43.68±8.50   | 211.13±44.34  | 4954.42±412.89 |
| SA-MFAC  | 0.36±0.13  | 56.74±5.78   | 274.82±32.07  | 1630.78±510.71 |
| RoMFAC   | 0.90±0.11  | 62.83±2.77   | 312.88±19.73  | 3844.66±462.89 |
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and pursuit scenario are executed, respectively. The maximum number of attacked agents in the battle and pursuit scenario is 64 and 32, respectively.

### C. Results and Discussions

1) **Experimental Results:** As demonstrated in Fig. 3, MFAC agents cannot collaborate normally when states are perturbed.

#### TABLE II

**Performance Comparisons among the Proposed Method and Baselines in the Battle Scenario. Bold Scores Represent the Best Performance.**

| ATTACKED METHODS | PGD | FGSM |
|------------------|-----|------|
| METHODS          | WINNING RATE | AVG KILL | AVG REWARD | WINNING RATE | AVG KILL | AVG REWARD |
| MFAC             | 0.59 ± 0.09  | 61.13 ± 3.71 | 286.31 ± 21.26 | 0.56 ± 0.08 | 60.90 ± 3.88 | 285.91 ± 22.40 |
| FGSM-M           | 0.63 ± 0.04  | 61.73 ± 3.35 | 301.73 ± 19.30 | 0.67 ± 0.05 | 61.97 ± 3.24 | 302.67 ± 20.77 |
| PGD-M            | 0.67 ± 0.02  | 61.85 ± 3.31 | 302.21 ± 19.35 | 0.64 ± 0.04 | 61.60 ± 3.48 | 300.72 ± 20.20 |
| RADIAL-RL        | 0.41 ± 0.11  | 58.36 ± 5.62 | 271.66 ± 27.16 | 0.36 ± 0.13 | 58.43 ± 5.24 | 272.14 ± 26.53 |
| RADIAL-M         | 0.01 ± 0.00  | 42.04 ± 8.28 | 201.57 ± 42.41 | 0.01 ± 0.00 | 42.42 ± 8.77 | 203.09 ± 41.34 |
| SA-MFAC          | 0.35 ± 0.13  | 56.51 ± 5.64 | 276.61 ± 30.62 | 0.39 ± 0.11 | 56.80 ± 5.68 | 278.12 ± 31.00 |
| RoMFAC           | **0.89 ± 0.10** | **62.07 ± 3.32** | **301.62 ± 21.33** | **0.88 ± 0.12** | **62.44 ± 3.41** | **309.60 ± 22.41** |

#### TABLE III

**Performance Comparisons among the Proposed Method and Baselines in the Pursuit Scenario. Bold Scores Represent the Best Performance. There are 32 Predators in the Pursuit Scenario So That the Maximum Number of Attacked Agents is 32.**

| ATTACKED METHODS | 2 | 4 | 8 | 16 | 32 |
|------------------|---|---|---|----|----|
| METHODS          | 361.11 ± 434.19 | 3258.74 ± 283.89 | 3012.28 ± 377.84 | 2356.47 ± 369.75 | 1088.57 ± 373.91 |
| MFAC             | 2163.72 ± 432.99 | 1995.18 ± 387.70 | 1887.59 ± 354.32 | 1627.69 ± 476.25 | 929.65 ± 413.18 |
| FGSM-M           | 2059.20 ± 383.81 | 2061.70 ± 366.77 | 1871.49 ± 391.06 | 1551.80 ± 349.21 | 1135.15 ± 359.40 |
| PGD-M            | **5024.44 ± 491.72** | **4962.54 ± 401.90** | **4544.58 ± 440.36** | **3949.76 ± 523.12** | **2623.35 ± 417.49** |
| RADIAL-RL        | **4792.63 ± 402.29** | **4717.31 ± 413.55** | **4399.78 ± 377.47** | **3878.02 ± 435.38** | **2719.74 ± 367.63** |
| RADIAL-M         | 1524.98 ± 353.21 | 1489.56 ± 567.48 | 1427.56 ± 452.71 | 1404.44 ± 496.08 | 1302.40 ± 432.42 |
| SA-MFAC          | 3857.26 ± 498.60 | 3866.27 ± 392.19 | 3815.51 ± 408.88 | 3724.85 ± 394.78 | **3714.23 ± 485.07** |
| RoMFAC           | **3598.22 ± 418.61** | **3383.29 ± 410.60** | **2962.89 ± 404.87** | **2409.75 ± 462.30** | **1068.65 ± 389.01** |
| FGSM-M           | 2155.51 ± 403.68 | 2007.99 ± 402.25 | 1989.81 ± 383.69 | 1507.23 ± 393.77 | 966.78 ± 318.51 |
| PGD-M            | 2136.50 ± 411.39 | 2065.67 ± 422.87 | 2042.14 ± 359.66 | 1658.83 ± 376.30 | 1253.52 ± 409.21 |
| RADIAL-RL        | **5071.39 ± 579.19** | **4934.67 ± 513.39** | **4685.96 ± 499.40** | **3899.16 ± 464.89** | **2554.81 ± 483.15** |
| RADIAL-M         | 4795.82 ± 420.06 | 4658.44 ± 439.86 | 4438.49 ± 386.81 | 3834.28 ± 413.98 | 2697.24 ± 357.38 |
| SA-MFAC          | 1593.44 ± 559.52 | 1369.20 ± 645.09 | 1508.01 ± 542.68 | 1375.30 ± 510.70 | 1252.98 ± 435.63 |
| RoMFAC           | **3828.48 ± 481.32** | **3872.49 ± 470.55** | **3751.54 ± 460.42** | **3808.64 ± 398.25** | **3859.05 ± 537.61** |
In the battle scenario, the previously learned policies of collaboration that a group of agents collaboratively go forward and attack another group are destroyed. They begin attacking empty grids but are unable to accurately attack opponent agents. In the pursuit scenario, the initially learned coordinated siege policy is destroyed, their movements are scattered, and they are unable to attack prey accurately.

The experimental results are shown in Tables I–III. Table I illustrates that FGSM-M, PGD-M, and RoMFAC improve the performance on clean states while RADIAL-RL, RADIAL-M, and SA-MFAC decrease in the battle scenario. In the pursuit scenario, RADIAL-RL, RADIAL-M, and RoMFAC enhance the performance in clean states while FGSM-M, PGD-M, and SA-MFAC exhibit a decline. RoMFAC indicates outstanding performance in both scenarios. As for the robustness of these methods, as shown in Table II, when robust training is not carried out, the cooperative policies are destroyed more seriously with more attacked agents. The performance of RoMFAC slightly decreases as the number of attacked agents grows, but it is still the best. As shown in Table III, it is seen that RADIAL-RL and RADIAL-M have higher rewards when the number of attacked agents is small. However, as the number of attacked agents increases, their rewards gradually decrease. In contrast, the reward of RoMFAC shows little fluctuation, demonstrating the effectiveness of our proposed method in enhancing model robustness. RADIAL-RL has the best performance in single-agent DRL, but the results in multiagent DRL are poor. We analyze the reason as follows: The input data of MAgent, i.e., the experimental environment used in this experiment, consists of two parts. When using RADIAL-RL in MAgent, the overlaps between output bounds of actions of the two parts of inputs must be calculated individually and then merged. At this time, some errors occur in the merging process and thus the results are very poor. Besides, RADIAL-M must consider the bound of the previous average action, and then merge this bound with the above two parts. This can make the merging error larger. Thus it is worse than RADIAL-RL.

The scalability of RoMFAC is the same as that of MFAC. In the battle and pursuit scenarios, the number of agents is 64 and 32, respectively, which is the same as in the MFAC setting. Theoretically, the repetitive regularization method does not modify the mean-field theory and therefore does not affect the scalability. RoMFAC has lower sample efficiency than MFAC because RoMFAC considers the existence of adversarial states in the samples and thus requires more samples. MFAC only considers clean states and achieves good performance with 2000 training episodes on clean states. RoMFAC needs an additional 9000 training episodes to achieve similar performance on adversarial states. In deep learning, adversarial training often degrades the performance of a model on clean samples, while in reinforcement learning, adversarial training does generally not degrade the performance of an agent in the clean states, as shown in our experiments as well as the ones in [28] and [29]. Analyzing the reasons, we think that the emergence of perturbed states generally prompts the agent to explore the environment and thus to learn better behaviors.

Overall, we can conclude that as follows.

1) Constructing bounds on the effect of perturbations on model performance over a certain range using IBP may result in a loss of performance on the clean state because it needs to balance clean loss with adversarial one. However, the presence of the merging operation makes the boundary calculation less accurate, resulting in no performance improvement in the adversarial state.

2) SA-MFAC only considers the trade-off between clean loss and adversarial one. When the agent gradually adapts to the adversarial state, it has certain robustness, but it tends to reduce the performance in the clean state, which eventually makes the performance in the clean state and the adversarial state as poor as each other. Our repetitive regularization method well solves this problem.

In a word, the model trained by our RoMFAC has the highest robustness and does not degrade the performance of the model in a clean state.

2) Generalization Analysis: We analyse the generalization of RoMFAC from the following two aspects.

1) Different Types of Perturbations: We test the noise generated by FGSM [10] to demonstrate our algorithm’s generalization on $\ell_\infty$ norm perturbations, and the experimental results are presented in Tables II and III. Overall, we can see that FGSM has a weaker attack effect than PGD. In the battle scenario, the networks trained by the baseline techniques can withstand FGSM attacks, but their effects are not as effective as our RoMFAC. The model trained by RADIAL-RL is also vulnerable to FGSM attacks in the pursuit scenario, while the model trained by our technique remains the strongest defense against FGSM attacks.

2) Different $\epsilon$: During the training process, we set $\epsilon = 0.075$. The experimental results are provided in Table IV for the situations of $\epsilon = 0.025$ and $\epsilon = 0.125$. We can

| BATTLE | 4    | 8    | 16   | 32   | 64   |
|--------|------|------|------|------|------|
| 0.025  | 0.94±0.07 | 0.91±0.11 | 0.89±0.13 | 0.88±0.12 | 0.86±0.12 |
| 0.125  | 0.85±0.14 | 0.83±0.13 | 0.83±0.13 | 0.77±0.12 | 0.63±0.16 |

| PURSUIT | 2    | 4    | 8    | 16   | 32   |
|---------|------|------|------|------|------|
| 0.025  | 3981.78±439.32 | 3845.51±455.70 | 3827.06±379.50 | 3820.90±447.26 | 3776.92±459.34 |
| 0.125  | 3890.63±461.26 | 3907.06±512.27 | 3872.49±442.04 | 3718.72±458.73 | 3760.80±419.36 |
observe that the model trained by RoMFAC has a good effect on $\epsilon$ less than 0.075. Even when the number of attacked agents is low, the performance of our method is better than the case that agents are not attacked. It has a protective impact for $\epsilon$ greater than 0.075, but the overall performance is less than that for $\epsilon = 0.075$.

D. Ablation Study

1) RoMFAC$^1$: We consider one variant of RoMFAC for ablation studies, namely the $\mu$ of RoMFAC just uses linear increase one time in the training process in order to show the effectiveness of our repetitive regularization.

2) SA-MFAC$^3$: We apply our repetitive regularization technique to SA-MFAC, that is, $\mu$ remains constant, but $\epsilon$ changes repetitively.

To ensure that the slopes of $\mu$ in RoMFAC and RoMFAC$^1$ are identical, some related hyper-parameters and training rounds are shown in Table V. Similarly, Table VI shows the setting of hyper-parameters and training rounds in order to ensure that the slopes of $\epsilon$ in SA-MFAC and SA-MFAC$^3$ are the same.

The results are shown in Fig. 4. Comparing RoMFAC$^1$ and RoMFAC, we can see the significance of our repetitive regularization. The average total rewards obtained by SA-MFAC$^3$ are slightly better than SA-MFAC in the battle scenario, but they are obviously good in the pursuit scenario. Therefore, applying our repetitive regularization to SA-MFAC can also lead to a good result.

E. Execution Time Analysis

RoMFAC uses the PGD method to generate adversarial samples. Due to the simple convex set, the computational complexity of each PGD iteration is low [48]. To investigate the effect of RoMFAC on execution time, we measure the training and testing time on a PC with an Intel Core i7-8700 CPU @ 3.20 GHz and 32.00G RAM. It is worth noting that RL is different from deep learning in which an agent needs to collect data by interacting with the environment. If we use GPU for experiments, data exchange between GPU and CPU increases the computation time. Therefore, we conduct experiments on CPU rather than GPU.

The training time is shown in Table VII. In the battle scenario, MFAC takes 2 h and 37 min to train 11 000 rounds, while RoMFAC takes 3 h and 29 min. The extra time spent by RoMFAC is the effect of repetitive regularization on the training process. Our method uses a ten-step PGD in computing the action loss function. Thus ten gradient ascents are required, while FGSM only needs to compute the gradient once. Therefore, adversarial training using FGSM takes less time than RoMFAC. The RADIAL method does not need to compute the adversarial loss by utilizing a gradient, and its

1 Registered trademark.
2 Trademarked.
TABLE VII
TRAINING TIME OF 11000 ROUNDS

| Methods | BATTLE | PURSUIT |
|---------|--------|---------|
| MFAC    | 2 hours 37 minutes | 18 hours 30 minutes |
| FGSM-M  | 3 hours 22 minutes | 25 hours 34 minutes |
| PGD-M   | 7 hours 28 minutes | 44 hours 10 minutes |
| RADIAL-AC | 4 hours 22 minutes | 19 hours 3 minutes |
| RADIAL-M | 16 hours 44 minutes | 21 hours 30 minutes |
| SA-MFAC | 4 hours 47 minutes | 30 hours 37 minutes |
| RoMFAC  | 3 hours 29 minutes | 30 hours 24 minutes |

TABLE VIII
ELAPSED TIME OF USING TEN-STEP PGD TO EXECUTE 1000 TIME STEPS

| NUMBERS OF ATTACKED AGENTS | 0 | 4 | 8 | 16 | 32 | 64 |
|----------------------------|---|---|---|----|----|----|
| ELAPSED TIME (S)           | 4 | 16 | 18 | 20 | 23 | 32 |

running time is also less. In the battle scenario, because of the policy enhancement, it no longer takes 400-time steps for agents to end a round so the execution time does not fully reflect the time complexity. In the pursuit scenario, executing 11000 rounds with 400-time steps per round gives a good reflection of the training time of each algorithm. Our approach is more efficient compared to adversarial training with PGD.

In addition, we evaluate the time when executing 1000 time steps under a ten-step PGD attack on different numbers of agents. The results are listed in Table VIII. Obviously, the time spent on repetitive regularization of RoMFAC and attack by PGD is acceptable compared to the training time of MFAC and the testing time without attack.

VII. CONCLUSION

In this article, we present a robust training framework for the state-of-the-art reinforcement learning method MFAC. In our framework, the action loss function and its repetitive regularization play an important role in improving the robustness of the trained model. Moreover, we present SAGS to establish a theoretical foundation in multiagent reinforcement learning with adversarial attacks and defenses. Our work is inspired by SA-MDP [28] which is a robust single-agent reinforcement learning against adversarial perturbations, while we extend their work to multiagent systems. To the best of our knowledge, there is little related work on adversary attacks and defenses of multiagent reinforcement learning [23], [24], [46], [47]. Lin et al. [24] first propose the method of adversarial states generation in MADRL which reduces the team reward by perturbing the state of only one agent, and does not provide any defense method. This article presents a robust defense technique that can deal with a number of attacked agents rather than only one agent. Our next work intends to extend our method to the other MADRL for continuous action spaces such as MADDPG [17] and take into account new types of perturbations such as Wasserstein adversarial examples [50]. Besides, we plan to consider how to construct the action loss without the adversarial states such as RADIAL-RL [30].
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