Abstract—This paper considers the noisy group testing problem where among a large population of items some are defective. The goal is to identify all defective items by testing groups of items, with the minimum possible number of tests. The focus of this work is on the practical settings with a limited number of items rather than the asymptotic regime. In the current literature, belief propagation has been shown to be effective in recovering defective items from the test results. In this work, we adopt two variants of the belief propagation algorithm for the noisy group testing problem. These algorithms have been used successfully in decoding of low-density parity-check codes. We perform an experimental study and using extensive simulations, we show that these algorithms achieve higher success probability, lower false-negative and false-positive rates compared to the traditional belief propagation algorithm. For instance, our results show that the proposed algorithms can reduce the false-negative rate by about 50% (or more) when compared to the traditional BP algorithm, under the combinatorial model. Moreover, under the probabilistic model, this reduction in false-negative rate increases to about 80% for the tested cases.

I. INTRODUCTION

We consider the noisy Group Testing (GT) problem which is concerned with recovering all defective items in a given population of items. In the group testing problem, the result of a test on any group of items is binary. The objective is to design a test plan for the group testing problem with a minimum number of tests. Aside from the theoretical endeavors, the GT problem has also gained substantial attention from the practical perspective. In particular, the GT problem has been studied for a wide range of applications from biology and medicine [1] to information and communication technology [2], [3], and computer science [4]. Very recently, group testing has also been used for COVID-19 detection [5]–[8].

There are two different scenarios for the defective items. In the combinatorial model, the exact number of defective items is known, whereas in the probabilistic model, each item is defective with some probability, independent of the other items [9]–[11]. In this work, we consider both models. In the combinatorial model, we assume that there are exactly $K$ defective items among a population of $N$ items. In the probabilistic model, we suppose that each item is defective with probability $\frac{K}{N}$, independently from the other items, where $N$ is the total number of items, and the parameter $K$ represents the expected number of defective items.

In this paper, we are interested in non-adaptive group testing schemes, where all tests are designed in advance. This is in contrast to adaptive schemes, in which the design of each test depends on the results of the previous tests [12]–[14]. In most practical applications, when compared to adaptive group testing schemes, non-adaptive schemes are preferred because all tests can be executed at once in parallel. Different decoding algorithms such as linear programming, combinatorial orthogonal matching pursuit, definite defectives, belief propagation (BP), and separate decoding of items have been proposed for noisy non-adaptive group testing. A thorough review and comparison of these algorithms is provided in the survey paper [15]. It is difficult to analyze the performance of these algorithms in the non-asymptotic regime. However, empirical evidence suggests that the BP algorithm results in lower error probabilities compared to other algorithms.

BP decoding is an iterative algorithm that passes messages over the edges in the underlying factor graph according to a schedule. For a cycle-free factor graph, BP decoding is equivalent to maximum-likelihood decoding. However, in the presence of loops in the factor graph, BP becomes suboptimal. The most popular scheduling strategy in BP decoding is flooding, or simultaneous scheduling, where in every iteration all the variable nodes are updated simultaneously using the same pre-update information, followed by updating all the test nodes of the graph, again, using the same pre-update information. Several studies have investigated the effects of different types of sequential, or non-simultaneous, scheduling strategies in BP for decoding low-density parity-check (LDPC) codes among which are random scheduling BP and node-wise residual BP (see [16] and references therein). It has been shown that sequential BP algorithms converge faster than traditional BP. Also, sequential updating solves some standard trapping set errors [16], [17]. To the best of our knowledge, these algorithms have not been used in the context of group testing.

A. Main Contributions

In this work, we focus on a practical regime in which the number of items is in the order of hundreds, and investigate the performance of two variants of BP algorithm for decoding of noisy non-adaptive group testing under two different models (combinatorial and probabilistic) for defective items. Through extensive simulations, we show that the proposed algorithms achieve higher success probability and lower false-negative and false-positive rates when compared to the traditional BP algorithm. For instance, our results show that the proposed algorithms can reduce the false-negative rate by about 50% (or more) when compared to the traditional BP.
algorithm, under the combinatorial model. Moreover, under the probabilistic model, this reduction in false-negative rate increases to about 80% for the tested cases.

II. PROBLEM SETUP AND NOTATIONS

Throughout the paper, we denote vectors and matrices by bold-face small and capital letters, respectively. For an integer \( i \geq 1 \), we denote \( \{1, \ldots, i\} \) by \([i]\).

In this work, we consider a noisy non-adaptive group testing problem under both combinatorial and probabilistic models. In combinatorial model, there are \( K \) defective items among a group of \( N \) items, whereas in probabilistic model, each item is defective with probability \( \frac{K}{N} \), independently from other items. For both models, the parameter \( K \) is assumed to be known. The problem is to identify all defective items by testing groups of items, with the minimum possible number of tests. The outcome of each test is a binary number.

The focus of this work is when \( N \) is limited rather than on the asymptotic regime.

We define the support vector \( x \in \{0, 1\}^N \) to represent the set of \( N \) items. The \( i \)-th component of \( x \), i.e., \( x_i \), is 1 if and only if the \( i \)-th item is defective. In non-adaptive group testing, designing a testing scheme consisting of \( M \) tests is equivalent to the construction of a binary matrix with \( M \) rows which is referred to as measurement matrix. We let matrix \( A \in \{0, 1\}^{M \times N} \) denote the measurement matrix. If \( a_{ti} = 1 \) in the measurement matrix \( A \), it means that the \( i \)-th item is present in the \( t \)-th test. The design of measurement matrices for group testing has been studied extensively [15]. Our proposed algorithms are applicable for any measurement matrix; however, evaluation results are presented for Bernoulli designs in this paper.

The standard noiseless group testing is formulated component-wise using the Boolean OR operation as
\[
y_t = \bigoplus_{i=1}^N a_{ti}x_i \quad \text{where} \quad y_t \text{ and } A \text{ are the } t\text{th test result and a Boolean OR operation, respectively. In this paper, we consider the widely-adopted binary symmetric noise model where the values } \bigoplus_{i=1}^N a_{ti}x_i \text{ are flipped independently at random with a given probability. The } t\text{th test result in a binary symmetric noise model is given by } y_t = \begin{cases} \bigoplus_{i=1}^N a_{ti}x_i & \text{with probability } 1 - \rho, \\ 1 \oplus \bigoplus_{i=1}^N a_{ti}x_i & \text{with probability } \rho, \end{cases}\]
\[
\text{where } \oplus \text{ is the XOR operation. Note that this model and the proposed algorithms can be easily extended to include the general binary noise model where the values } \bigoplus_{i=1}^N a_{ti}x_i \text{ are flipped from 0 to 1 and from 1 to 0 with different probabilities. However, for ease of exposition, we focus only on the binary symmetric noise model. We let vector } y \in \{0, 1\}^M \text{ denote the outcomes of the } M \text{ tests. The objective is to minimize the number of tests required to identify the set of defective items while meeting a target success probability, false positive and false negative rates. These metrics are formally defined in Section IV.}

\[
\begin{align*}
\mu_{t \to i}(0) &\propto (1 - \frac{K}{N}) \prod_{t' \in \mathcal{N}(i) \setminus \{t\}} \mu_{t' \to i}(0), \\
\mu_{t \to i}(1) &\propto \frac{K}{N} \prod_{t' \in \mathcal{N}(i) \setminus \{t\}} \mu_{t' \to i}(1),
\end{align*}
\]
where \( \propto \) indicates equality up to a normalizing constant, and \( \mathcal{N}(i) \) denotes the neighbours of the item node \( i \). Note that these messages follow a probability distribution, i.e., \( \mu_{t \to i}(0) + \mu_{t \to i}(1) = 1 \). For both combinatorial and probabilistic models, we initialize the messages by
\[
\mu_{i \to t}(1) = 1 - \mu_{i \to t}(0) = \frac{K}{N}. \tag{2}
\]

Fig. 1: An example of a factor graph representing a group testing scheme.

III. DECODING ALGORITHMS

A. Belief Propagation

The belief propagation algorithm have gained promising success in different applications in recent years. It has been applied successfully to the problems in the area of coding theory and compressed sensing. Most of these works consider the asymptotic regime; however, we want to apply the belief propagation algorithm to the practical regime where the number of item is limited. To apply the belief propagation algorithm we consider the factor graph (Tanner graph) representation of the group testing scheme as shown in Figure 1.

In the Tanner graph, there are \( N \) nodes at the left side of the graph corresponding to items. Also, there are \( M \) nodes at the right side corresponding to the tests. This graph shows the connections between the items and the tests. Each item node is connected to the test nodes that the item participates in, according to the measurement matrix. In general, in a belief propagation algorithm, messages are exchanged between the nodes of the graph. For a loopy belief propagation algorithm, the messages are passed iteratively from items to tests and vice versa. We let \( \mu_{i \to t} = [\mu_{i \to t}(0) \, \mu_{i \to t}(1)] \) and \( \mu_{t \to i} = [\mu_{t \to i}(0) \, \mu_{t \to i}(1)] \) denote the message from item \( i \) to test \( t \) and the message from test \( t \) to item \( i \), respectively, where

\[
\begin{align*}
\mu_{t \to i}(0) &\propto (1 - \frac{K}{N}) \prod_{t' \in \mathcal{N}(i) \setminus \{t\}} \mu_{t' \to i}(0), \\
\mu_{t \to i}(1) &\propto \frac{K}{N} \prod_{t' \in \mathcal{N}(i) \setminus \{t\}} \mu_{t' \to i}(1),
\end{align*}
\]

The messages from tests to items are given as follows. If \( y_t = 0 \), we have
\[
\begin{align*}
\mu_{t \to i}(0) &\propto \rho + (1 - 2\rho) \prod_{t' \in \mathcal{N}(i) \setminus \{t\}} \mu_{t' \to i}(0), \\
\mu_{t \to i}(1) &\propto \rho,
\end{align*}
\]
and if \( y_t = 1 \), we have
\[
\begin{align*}
\mu_{t \rightarrow i}(0) &\propto 1 - \rho - (1 - 2\rho) \prod_{i' \in \mathcal{N}(t) \setminus \{i\}} \mu_{i' \rightarrow t}(0), \\
\mu_{t \rightarrow i}(1) &\propto 1 - \rho.
\end{align*}
\] (4)

Again, these messages follow a probability distribution and it holds that \( \mu_{t \rightarrow i}(0) + \mu_{t \rightarrow i}(1) = 1 \). In the end, we compute the marginals of the posterior distribution as follows.
\[
\begin{align*}
q(x_i = 0) &\propto (1 - \frac{\lambda_i}{K}) \prod_{i' \in \mathcal{N}(i)} \mu_{i' \rightarrow t}(0), \\
q(x_i = 1) &\propto \frac{\lambda_i}{K} \prod_{i' \in \mathcal{N}(i)} \mu_{i' \rightarrow t}(1). 
\end{align*}
\] (5)

It is more convenient to compute the Log-Likelihood Ratio (LLR) of a marginal and work with it instead.
\[
\lambda_i = \ln q(x_i = 1) - q(x_i = 0) = \ln \frac{K}{N - K} + \sum_{i' \in \mathcal{N}(i)} \ln \frac{\mu_{i' \rightarrow t}(1)}{\mu_{i' \rightarrow t}(0)}
\] (6)

For the combinatorial model, we sort the LLRs of the marginals in decreasing order and announce the items corresponding to the top \( K \) LLRs to be the defective items. For the probabilistic model, we consider a threshold, \( \tau \), and items for which \( \lambda_i \geq \tau \) are declared defective. A natural threshold one can choose is \( \tau = 0 \). Note that values other than 0 are also permissible. Different thresholds result in different false positive and false negative rates. Hence, a suitable choice for the threshold is vital especially for the scenarios in which the false positive rate and false negative rate are not equally important. Algorithm 1 defines the belief propagation algorithm.

**Algorithm 1 Belief Propagation**

1: Initialize \( \mu_{i \rightarrow t}(1) = 1 - \mu_{i \rightarrow t}(0) = \frac{K}{N} \forall i \in [N], \forall t \in \mathcal{N}(i) \)
2: for \( j = 1, 2, \cdots \), iter do
3: Compute \( \mu_{t \rightarrow i}(0) \) and \( \mu_{t \rightarrow i}(1) \forall t \in [M], \forall i \in \mathcal{N}(t) \)
4: Compute \( \mu_{i \rightarrow t}(0) \) and \( \mu_{i \rightarrow t}(1) \forall i \in [N], \forall t \in \mathcal{N}(i) \)
5: end for
6: Compute \( \lambda_i \forall i \in [N] \)

**B. Random Scheduling Belief Propagation**

Traditional belief propagation algorithm utilizes flooding scheduling, i.e., in each iteration all messages are updated simultaneously. However, in random scheduling, we update the messages from test nodes to item nodes in a randomized fashion. We start from initialization of the messages from test nodes to their neighboring item nodes as follows.
\[
\mu_{t \rightarrow i}(0) = \mu_{t \rightarrow i}(1) = \frac{1}{2}
\] (7)

Also, we initialize the messages from item nodes to their neighboring test nodes as in (2). After that, for each iteration \( j \geq 1 \), when we want to update the messages from tests to items, we randomly choose a test node and only send messages from that test node to its neighbouring item nodes. Next, we update the messages from the neighbouring item nodes of this test node. In the end, we identify the defective items in a similar way that was explained for the traditional belief propagation algorithm. Random scheduling belief propagation is formally described in Algorithm 2.

**Algorithm 2 Random Scheduling Belief Propagation**

1: Initialize \( \mu_{t \rightarrow i}(0) = \mu_{t \rightarrow i}(1) = \frac{1}{2} \forall t \in [M], \forall i \in \mathcal{N}(t) \)
2: Initialize \( \mu_{i \rightarrow t}(1) = 1 - \mu_{i \rightarrow t}(0) = \frac{K}{N} \forall i \in [N], \forall t \in \mathcal{N}(i) \)
3: for \( j = 1, 2, \cdots \), iter do
4: Select a test node \( t' \) at random
5: Compute \( \mu_{t' \rightarrow i}(0) \) and \( \mu_{t' \rightarrow i}(1) \forall i \in \mathcal{N}(t') \)
6: for each \( i \in \mathcal{N}(t') \) do
7: Compute \( \mu_{i \rightarrow t}(0) \) and \( \mu_{i \rightarrow t}(1) \forall s \in \mathcal{N}(i) \)
8: end for
9: end for
10: Compute \( \lambda_i \forall i \in [N] \)

**C. Node-wise Residual Belief Propagation**

In order to obtain a better performance over the traditional belief propagation algorithm for decoding LDPC codes, the authors of [16] propose node-wise Residual Belief Propagation (RBP). Here, we adopt this algorithm for the noisy group testing problem. Similar to the random scheduling, in node-wise RBP, we choose a test node in each iteration and only update the messages from that test node to its neighboring item nodes. However, unlike the random scheduling, this test node is not chosen at random. We choose this test node using an ordering metric called the residual. In order to compute the residual for the messages from the test node \( t \in [M] \) to the item node \( i \in \mathcal{N}(t) \), we first compute \( \lambda_{t \rightarrow i} = \ln \frac{\mu_{t \rightarrow i}(1)}{\mu_{t \rightarrow i}(0)} \) as the LLR of the most updated messages
$$
\mu_{t \to i}(0) \text{ and } \mu_{t \to i}(1) \text{ from the test node } t \text{ to the item node } i \text{ in previous iterations. For each } t \in [M] \text{ and } i \in \mathcal{N}(t), \text{ we also compute } \lambda^{*}_{t \to i} = \ln \frac{\mu_{t \to i}(1)}{\mu_{t \to i}(0)}, \text{ where } \mu_{t \to i}(0) \text{ and } \\
\mu_{t \to i}(1) \text{ are computed using } (3) \text{ or } (4) \text{ depending on } y_t = 0 \text{ or } y_t = 1, \text{ as the pseudo-updated messages from the test node } t \text{ to the item node } i \text{ in the current iteration assuming that the test node } t \text{ is to be scheduled in this iteration. The residual } r_{t \to i} \text{ is then defined as the absolute value of the difference between the LLR of the most updated messages in previous iterations and the LLR of the pseudo-updated messages from the test node } t \text{ to item node } i, \text{ i.e., } r_{t \to i} = |\lambda^{*}_{t \to i} - \lambda_{t \to i}|. \n$$

In each iteration, we select a test node $t$ such that $r_{t \to i}$ has the highest value among all $t \in [M]$ and all $i \in \mathcal{N}(t)$, and update the messages from the selected test node to its neighboring item nodes. (Note that the messages from other test nodes to their neighboring item nodes will not be updated in this iteration.) The idea behind this strategy is that the differences between the LLRs before and after an update approaches zero as loopy BP converges. Hence, a large residual means that the corresponding test node is located in a part of the graph that has not converged yet [16].

Node-wise RBP is formally described in Algorithm 3.

### IV. Simulation Results

In this section, we compare the performance of the BP algorithm, the Random Scheduling BP (RSBP) algorithm, and the Node-Wise Residual BP (NW-RBP) algorithm for both combinatorial and probabilistic models of the defective items using three metrics. The first metric, success probability, shows the probability that an algorithm identifies all the defective items correctly. We also use False-Negative Rate (FNR) and False-Positive Rate (FPR) in our performance comparison. FNR is defined as the ratio of the number of defective items falsely classified as non-defective over the number of all defective items. Similarly, FPR is defined as the number of non-defective items falsely classified as defective over the number of all non-defective items. In our simulations, we consider the binary symmetric noise model with parameter $\rho$. Each result is averaged over 3000 experiments.

The measurement matrix is constructed according to a Bernoulli design [15]. In a Bernoulli design, each item is included in each test independently at random with some fixed probability $\nu/K$ where $K$ is the number of defective items and we set $\nu = \ln 2$.

#### A. Combinatorial Model

In Table I we present experimental simulation results for $N = 100$ items and $K = 2, 4$ defective items. Corresponding to each value of $K$, we consider three different values for the noise parameter $\rho = 0.01, 0.03, 0.05$. And for each value of $\rho$, we consider three different number of tests. The
optimal decoder which is used as a benchmark here is the maximum-likelihood decoder. The results in Table I show that the NW-RBP algorithm outperforms the BP algorithm and the RSBP algorithm for all problem parameters being considered, in the sense of success probability, FNR, and FPR. Specifically, the FNR is reduced drastically for the NW-RBP algorithm compared to the BP algorithm. For some set of parameters, the FNR reduces by about 50% or even more. Note that the reduction in FNR decreases when we go from $K = 2$ to $K = 4$. The NW-RBP algorithm perform fairly close to the optimal decoder for a large set of parameters, particularly when the success probability approaches one. Note that although the RSBP algorithm is inferior to the NW-RBP algorithm, it outperforms the BP algorithm in the sense of success probability, FNR, and FPR greatly. It should be noted that the improvement that is achieved by using the NW-RBP algorithm is more considerable than that in the combinatorial model. Also, the reduction in FNR when the NW-RBP algorithm is being used is far more remarkable than that in the combinatorial model. There are many examples in Table III for which the FNR reduces by about 80% when the NW-RBP algorithm is used instead of the BP algorithm. We compare the performance of the BP algorithm and the RSBP algorithm for $N = 200$ items and the expected number of items $K = 4$ in Table IV. It can be easily seen that the RSBP algorithm outperforms the BP algorithm for the all tested parameters.

In Fig. 2, we plot experimental simulation results for $N = 100$ items, the expected number of items $K = 2$, and $M = 40$ tests, under the symmetric noise model with parameter $\rho = 0.05$. Fig. 2a depicts success probability as a function of threshold $\tau$. It can be observed that the NW-RBP outperforms the BP and RSBP algorithms for all values of $\tau$. However, the difference between the success probabilities of these algorithms varies with $\tau$. It can also be seen that the success probability of the NW-RBP algorithm is at its maximum for $-0.5 < \tau < 1.5$. Fig. 2b depicts the FNR and FPR of different decoding algorithms for different values of $\tau$. That is, each point corresponds to the FNR and FPR of a decoding algorithm for the same value of $\tau$. The parameter $\tau$ ranges from $-2$ to $2$. We have also depicted the FNR and the FPR of these decoding algorithms, as a function of $\tau$ in Fig. 2c and Fig. 2d respectively. It can be observed that there is a trade-off between the FNR and the FPR. Depending on the application at hand, one can choose a threshold value $\tau$ that yields the desired FNR or FPR. For instance, in epidemic detection, the FNR is more important as false-negative errors hugely increase the risk of the spread of infection.

| $K$ | $\rho$ | $M$ | BP | RSBP | NW-RBP | Optimal |
|-----|------|-----|-----|------|--------|---------|
|     | Succ. Pr. | FNR | FPR | Succ. Pr. | FNR | FPR | Succ. Pr. | FNR | FPR | Succ. Pr. | FNR | FPR |
| 0.01 | 0.017 | 0.0016 | 0.0016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 |
| 2   | 0.017 | 0.0016 | 0.0016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 |

TABLE III: The performance of different decoding algorithms for the probabilistic model when $N = 100$.  

| $K$ | $\rho$ | $M$ | BP | RSBP | NW-RBP | Optimal |
|-----|------|-----|-----|------|--------|---------|
|     | Succ. Pr. | FNR | FPR | Succ. Pr. | FNR | FPR | Succ. Pr. | FNR | FPR | Succ. Pr. | FNR | FPR |
| 0.01 | 0.017 | 0.0016 | 0.0016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 |
| 4   | 0.017 | 0.0016 | 0.0016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 |

TABLE IV: The performance of different decoding algorithms for the probabilistic model when $N = 200$.  

B. Probabilistic Model

In Table III we provide experimental simulation results for $N = 100$ items and the the expected number of items $K = 2$. Similar to Table I we consider three different values for the noise parameter $\rho$, and for each value of $\rho$, we consider three different number of tests. A threshold value of $\tau = 0$ is considered for BP, RSBP, and NW-RBP algorithms. Similar to the combinatorial model, the NW-RBP algorithm outperforms the BP and the RSBP algorithms for all parameters being tested, in the sense of success probability, FNR, and FPR. It should be noted that the improvement that is achieved by using the NW-RBP algorithm is more considerable than that in the combinatorial model. Also, the reduction in FNR when the NW-RBP algorithm is being used is far more remarkable than that in the combinatorial model.
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