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Abstract
This paper continues our previous study on spreading processes in inhomogeneous populations consisting of susceptible and immune individuals [V. Blavatska, Yu. Holovatch, Physica A \textbf{573}, 125980 (2021)]. A special role in such populations is played by “safety patterns” of susceptible nodes surrounded by the immune ones. Here, we analyze spreading on scale-free networks, where the distribution of node connectivity $k$ obeys a power-law decay $\sim k^{-\lambda}$. We assume, that only a fraction $p$ of individual nodes can be affected by spreading process, while remaining $1-p$ are immune. We apply the synchronous cellular automaton algorithm and study the stationary states and spatial patterning in SI, SIS and SIR models in a range $2<\lambda<3$. Two immunization scenarios, the random immunization and an intentional one, that targets the highest degrees nodes are considered. A distribution of safety patterns is obtained for the case of both scenarios. Estimates for the threshold values of the effective spreading rate $\beta_c$ as a function of active agents fraction $p$ and parameter $\lambda$ are obtained and efficiency of both vaccination techniques are analyzed quantitatively. The impact of the underlying network heterogeneous structure is manifest e.g. in decreasing the $\beta_c$ values within the random scenario as compared to corresponding values in the case of regular lattice. This result quantitatively confirms the compliency of scale-free networks for disease spreading. On contrary, the vaccination within the targeted scenario makes the complex networks much more resistant to epidemic spreading as compared with regular lattice structures.
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1. Introduction

The concept of complex networks is widely used to describe both the nature and society; many systems can be treated as graphs with nodes representing individuals or agents and links displaying any kind of mutual interactions between them. The question of great interest is thus the impact of complex network topology on the dynamics of spreading phenomena on such structures [2], ranging from computer virus [3, 4] to rumour spread [5] and to infectious diseases [6]. Of particular importance in this respect are the so-called scale-free (SF) networks [7], where the node degree distribution $P(k)$ is governed by a power-law decaying:

$$P(k) \sim k^{-\lambda}, \quad k \gg 1.$$  \hspace{1cm} (1)

It is established that a number of important real networks such as WWW [8, 9, 10], collaboration and co-authorship [7, 11], food web and trophic interactions in ecosystems [12] etc. are characterized by distribution (1) with exponent $\lambda$ in a range $2 < \lambda < 3$.

The spreading processes on SF networks have been thoroughly analyzed, in particular, within the frames of archetype scenarios of epidemics invasion (based on the so-called compartment models [13, 14] considered in more details in Section 3.1). Such networks are found to be highly compliant to spreading processes [15, 16, 17, 18]. It is caused by diverging connectivity fluctuations of SF networks with $\lambda < 3$ (in the asymptotic limit of infinitely large networks, the second moment $\langle k^2 \rangle$ of the degree distribution (1) diverges) and by a statistically significant probability for some nodes to have a very high degree compared to the mean one. Note however that for smaller size networks $\langle k^2 \rangle$ has a large but finite value, defining an effective nonzero threshold for epidemic outbreak in such systems due to the finite size effects, as it is usual in non-equilibrium phase transitions [19]. An impressive research effort has been devoted to deeper understanding of the spreading dynamics on complex SF networks, including degree-based mean-field theories [15, 16, 20, 21, 22, 23], exact methods [24, 25] and numerical simulations [21, 22, 26, 27], see Ref. [18] for a recent review.

Since the infection with 100% efficiency is not realistic even for highly virulent diseases, it is reasonable to use a model in which only some fraction $p$ of nodes are considered susceptible to the disease transmission. One can observe such a case e.g. in population, where $1 - p$ individuals has become immune, whether through vaccination or being infected and cured previously. Immunization strategies protect the population from the global propagation of a disease and can also lead to an increase of the epidemic threshold (this effect is called herd immunity) [28]. In our previous work [1], such a situation was considered by studying the stationary states and spatial patterning on a square lattice with the fraction $p$ of susceptible to disease transmission (active) sites. An emergence of “safety patterns” of susceptible agents surrounded by immune individuals in such a system was described quantitatively. This concept plays an important role in the course of epidemic processes and determines the fraction of infected agents in a stationary state. Estimates for the threshold values of epidemic out-
break as a function of active agents fraction $p$ on a square lattice were obtained by us as well.

The present work serves as a continuation of the study, initiated in [1] generalizing it for the case of SF networks with node degree distribution given by (1) with exponent $\lambda$ in a range $2 < \lambda < 3$. The fraction $p$ of nodes are considered as susceptible for disease spreading, whereas the rest $1 - p$ are treated as immune. Various immunization scenarios can be performed in such networks due to their heterogeneity. The simplest (and not effective one) is the random immunization, in which a number $(1 - p)N$ of nodes is randomly chosen and made immune. For the infinite networks it was proven [29] that almost the whole network must be immunized to suppress the disease. More effective level of protection in SF networks is achieved by means of optimized immunization strategies, targeting the highest degree nodes [30, 29, 31], which are potentially the strongest spreaders. Another effective targeted immunization strategies are based e.g. on the betweenness centrality, which combines the ideas of taking into account the highest degree nodes and the most probable paths for infection transmission [32]. The immunization protocols can be improved also by allowing for each node to have information about the degree of its nearest neighbors, and thus immunizing the neighboring nodes with the largest degree [33].

The layout of the paper is as follows. In the next Section 2, we introduce the model for constructing the SF networks with desired power-law distribution (1) and analyze the general impact of vaccination (removing some amount of the active nodes) on network connectivity. In Section 3, we briefly overview possible spreading scenarios and describe the cellular automaton method, which is applied to implement them. Our main results for the quantitative description of disease spreading within two different vaccination scenarios are given in Section 4. We end up with giving Conclusions in Section 5.

2. The Model

Aiming to study the infection spreading process on SF networks with a power-law degree distribution in the form (1), we make use of the so-called configuration model to construct the network and then apply two different scenarios to make some amount of nodes considered as vaccinated.

2.1. Constructing a network

Within the frames of the configuration model [34, 35], we start with a set of $N = 6000$ disconnected nodes. A degree $k_i$ ($i = 1, \ldots, N$) is assigned to each of the nodes ($\sum_i k_i$ should be an even number, since each link should connect the two nodes). The degree is given by a random number selected from probability distribution $P(k)$ with condition $k_{\text{min}} \leq k_i \leq k_{\text{max}}$ with desired minimal and maximal degrees, correspondingly. We take $k_{\text{min}} = 2$ to provide connectivity of network (the existence of so-called giant connected component) [36, 37].

The maximum degree cutoff $k_{\text{max}} \sim N^{1/2}$ is introduced [38] in order to decrease the degree correlations (disassortativity) in configuration model. The
actual network is constructed by randomly connecting the nodes according to the prescribed numbers of their outgoing links $k_i$ with control of avoidance of multiple connections and self-connections. The resulting network thus contains $\sum_i k_i/2$ links.

2.2. Network gets vaccinated

As the next step, we assume that some fraction of nodes is immune (these nodes together with their outgoing links are removed from the lattice). In this respect, we recall the problem of the so-called node percolation on a network. The concept of the threshold probability $p_{perc}$ naturally arises in such systems, such that at the concentration of remaining nodes $p < p_{perc}$ the network is composed of a set of isolated disconnected clusters whereas at $p > p_{perc}$ a giant cluster spans the entire network \cite{35, 36}. The percolation thresholds $p_{perc}(\lambda)$ can be estimated on the basis of the general Molloy-Reed criterion for the existence of a spanning cluster \cite{37}:

$$\frac{\langle k^2 \rangle (p_{perc})}{\langle k \rangle (p_{perc})} = 2,$$

(2)

where $\langle k \rangle (p_{perc})$, $\langle k^2 \rangle (p_{perc})$ are the mean and mean square node degree calculated at the percolation threshold.

While at $\lambda > 3$ the percolation threshold takes finite values, in the case of infinitely large networks with $\lambda \leq 3$ a spanning cluster exists at any arbitrarily small value $p > p_{perc} \approx 0$. In finite systems, however, a percolation transition is observed at $\lambda \leq 3$ too, although the transition threshold $p_{perc}$ is very small.

In what follows, we consider two different immunization scenarios that target either the random chosen nodes or the most “important” nodes, as explained in more details below. Let us note also that in what follows the averaging of all observables of interest is performed for each fixed $p$ value over an ensemble of 1000 replicas of network realizations.

2.2.1. Random scenario

In the simplest scenario, we chose at random a fraction of $1 - p$ nodes and consider them as vaccinated. As a result, the network contains a number of subgraphs of $s$ linked susceptible nodes, considered as clusters of size $s$. To extract clusters of different sizes numerically, we apply an algorithm developed by Hoshen and Kopelman \cite{39}. This algorithm is successfully applied in studies of percolation phenomenon in disordered environments \cite{40, 41, 42, 43, 44} .

Figure 1: (Color online) Possible configurations of clusters of susceptible nodes (dark discs, blue online) up to the size $s = 3$ on a square lattice.
For cluster containing $s$ nodes, let us introduce the number of such clusters per one node $n_s(p)$ [44] (the probability $P_s(p)$ to find a cluster containing $s$ susceptible nodes is thus $P_s(p) = sn_s(p)$). Let us start with considering the case of simple square lattice with fraction $p$ of susceptible sites (see Fig. 1). For a single susceptible site surrounded by the immune ones, as shown on the leftmost panel of Fig. 1, $n_1(p)$ is given as a probability $p$ to find a susceptible site times probabilities of the four neighboring sites to be immune $(1 - p)^4$, so that

$$n_1(p) = p(1 - p)^4.$$  \hspace{1cm} (3)

For the cluster of two sites, the second panel of Fig. 1, $n_2(p)$ can be calculated as a probability of two neighboring sites to be active $p^2$ and their six neighbors to be immune $(1 - p)^6$ taking into account that there are two such configurations (the cluster can be oriented horizontally or vertically), so that

$$n_2(p) = 2p^2(1 - p)^6.$$  \hspace{1cm} (4)

For the cluster of three sites, the third and the fourth panels of Fig. 1, there are two possible configurations, and number of such configurations is correspondingly 2 and 4, resulting in

$$n_3(p) = p^3(2(1 - p)^8 + 4(1 - p)^7).$$  \hspace{1cm} (5)

Applying such considerations, exact values for $n_s(p)$ with $s$ up to 17 were obtained in Ref. [45] for a simple square lattice. For the case of complex network, the number of nearest neighbors for each node is not fixed. Following the same reasoning as those given above in the simple square lattice case, one can estimate the number of single-node ($s = 1$) clusters on a network as

$$n_1(p) = p(1 - p)^{\langle k \rangle}$$  \hspace{1cm} (6)

with the mean node degree $\langle k \rangle$ obtained from the corresponding node distribution, while for $s = 2$ it can be approximately estimated as

$$n_2(p) = p^2(1 - p)^{2\langle k \rangle - 2}.$$  \hspace{1cm} (7)

The exact values for $n_s(p)$ with larger $s$ are tricky to calculate due to complicated mutual interlinking within the network.

Our simulation results for the cluster size distribution as averaged over an ensemble of constructed networks are shown in Fig. 3. Note that the percolation
Figure 3: (Color online) Number of clusters per network node $n_s(p)$, averaged over an ensemble of network configurations, as a function of cluster size $s$ for a SF network of size $N = 6000$ at various $\lambda$ and concentrations of susceptible nodes $p = 0.3$ (a), $p = 0.5$ (b), $p = 0.8$ (c) in a double logarithmic scale. The random scenario is applied. Probability and a size of the largest component increases both with increasing of $p$ and decreasing of $\lambda$.

thresholds for given values of $\lambda$ are estimated based on Eq. (2) making use of averaged values for $\langle k \rangle(p)$ and $\langle k^2 \rangle(p)$ found in our simulations: $p_{\text{perc}}(\lambda = 2.1) = 0.06$, $p_{\text{perc}}(\lambda = 2.5) = 0.1$, $p_{\text{perc}}(\lambda = 2.9) = 0.16$ (since that these are values obtained for a finite system which are not to be compared with analytical results obtained for infinite networks). Both the concentration $p$ of susceptible nodes and the scaling law parameter $\lambda$ cause essential effects on these distributions. At values of $p$ depicted in Fig. 3 the considered networks are above the percolation threshold, and the giant connected cluster is present.
in the system. At small value of \( p = 0.3 \), a large amount of clusters of relatively small size can be still found in a system. As the value of \( p \) increases, the probability to find small clusters is decreasing, whereas the fraction of nodes in spanning clusters increases. At \( p = 0.8 \), the probability for a susceptible node to belong to a percolation cluster is very high. The fluctuations in sizes of large clusters emerging in a system in vicinity of percolation threshold are caused by finite system size. On the other hand, the smaller is parameter \( \lambda \), the larger is the probability for a node with a very high degree (hub) to be found in the network. The presence of such nodes increases the connectivity of network in the sense, that a larger amount of nodes belong to the spanning cluster. Indeed, as we can see in Fig. 3, at each fixed \( p \) the value of the probability for a node to belong to largest cluster increases with decreasing \( \lambda \).

2.2.2. Targeted scenario

In the second, targeted scenario (also called an intentional one, related to the so-called intentional or targeted attacks [30, 46, 47]), the fraction \( 1 - p \) of the nodes with the highest connectivity is considered as immune and removed together with their outgoing links. The node degree cutoff reduces in this case to the new value \( k_{\text{max}}(p) \), which can be estimated from the relation:

\[
(1 - p) = \sum_{k = k_{\text{max}}(p)} P_k.
\]

(8)

In turn, the probability \( \tilde{p} \) that a link of a given node is leading to a removed node is given by [30] \( \tilde{p} = \frac{\sum_{k = k_{\text{max}}(p)} k P_k}{\langle k \rangle} \), with \( \langle k \rangle \) is calculated on the base of the original distribution before the removal of nodes. Thus, as a result of an targeted scenario we have a SF network with the cutoff \( k_{\text{max}}(p) \), where the fraction \( \tilde{p} \) of nodes are randomly removed. The threshold value of \( p_{\text{perc}} \) in this situation can be found from the condition (2), where the averages \( \langle k \rangle(p) \), \( \langle k^2 \rangle(p) \) are performed on the base of the distribution function:

\[
\hat{P}(k) = \sum_{m = k}^{k_{\text{max}}(p)} P(m) \frac{m!}{k!(m-k)!} (1 - \tilde{p})^k \tilde{p}^{m-k}
\]

(9)

with the upper cutoff \( k_{\text{max}}(p) \) estimated from (8).

With the simulated networks at hand, the maximal node degree \( k_{\text{max}}(p) \) follows automatically. The estimates for percolation thresholds in this case are evaluated based on Eq. (2) using the averaged values for \( \langle k \rangle(p) \) and \( \langle k^2 \rangle(p) \) found in our simulations: \( p_{\text{perc}}(\lambda = 2.1) = 0.76, p_{\text{perc}}(\lambda = 2.5) = 0.85, p_{\text{perc}}(\lambda = 2.9) = 0.91 \) (again, we should mention that these finite-size values are not to be compared with the analytic results obtained for infinite networks as given e.g. in [30]). Note the pronounced increasing of percolation threshold due to removing the nodes with high connectivity, which play the main role in keeping the network structure connected.

The cluster distributions in the case of targeted scenario are shown in Fig. 4, which should be compared with Fig. 3. At \( p = 0.3 \) and \( p = 0.5 \), presented
Figure 4: (Color online) Number of clusters per network node $n_s(p)$, averaged over an ensemble of network configurations, as a function of cluster size $s$ for a SF network of size $N = 6000$ at various $\lambda$ and concentrations of susceptible nodes $p = 0.3$ (a), $p = 0.5$ (b), $p = 0.8$ (c) in a double logarithmic scale. The targeted scenario is applied. The large connected component is absent for the low concentrations of susceptible nodes.

networks are below the percolation threshold, and one observes a large amount of small clusters of susceptible nodes. Only at $p = 0.8$, which is close to the percolation threshold of the network with $\lambda = 2.1$, we observe an increasing probability for a node to be in a large spanning cluster.

Thus, already at this level of analysis one can immediately conclude about the efficiency of the targeted scenario. Indeed, absence of large connected clusters of susceptible nodes up to $p = 0.8$ indicates a severe difficulty for epidemic to spread in such system.
3. The method

With the constructed vaccinated networks at hand, we are in position to analyze the spreading phenomena on such structures. The various spreading scenarios and cellular automaton algorithm which is used to implement these scenarios in a vaccinated network are described below.

3.1. Spreading scenarios

Within compartmental models, that serve a paradigm of epidemic quantitative description [13, 14], the system of agents (population) at any stage of spreading process is assumed to contain the three main classes of individuals: susceptible S, infected I, and removed R (either by recovery and acquiring immunity or by death). Each node of the network thus represents an individual, which can exist in three possible states, and each link corresponds to the interaction (contact) between the individuals which allows the disease transmission. Within the mostly simplified SI scenario, once being infected the susceptible individuals stay infected and infectious throughout their life. The SIS model describes the disease without immunity, where individuals can be infected again and again. In this case, the so-called endemic state can emerge: the ratio of infected individuals reaches some equilibrium value, and spreading process continues in time without termination. The SIR model describes the disease with acquired immunity: in response of being infected and cured a person becomes resistant to a given infection during a life time. This mechanism leads to possibility of epidemic outbreak.

In both SIS and SIR cases, the effective spreading rate $\beta$ (also known in epidemiology as a basic reproduction number [48]) plays an essential role in determining the course of process. An estimate for the threshold value of $\beta$ for the SIS model on general complex networks is given by [17]:

$$\beta^{SIS}_c = \frac{\langle k \rangle}{\langle k^2 \rangle},$$

where averaging is performed with the corresponding node degree distribution function. Only when effective spreading rate on a given network exceeds $\beta_c$, the spreading leads to endemic state, whereas at $\beta < \beta_c$ it stops with time. In the asymptotic limit of infinitely large SF networks, the second moment of the degree distribution (1) diverges at $2 < \lambda < 3$ and one finds $\beta_c \to 0$, thus confirming the fragility of such networks for disease spreading. Note however that for smaller size networks $\langle k^2 \rangle$ has a huge but finite value, defining an effective nonzero threshold due to finite size effects, as it is usual in non-equilibrium phase transitions [19]. Correspondingly, for the SIR model the threshold value $\beta_c$, which separates the non-spreading state and regime with epidemic outbreak, is given by [18]:

$$\beta^{SIR}_c = \frac{\langle k \rangle}{\langle k^2 \rangle - \langle k \rangle}.$$  

Estimate for $\beta^{SIR}_c$ is directly connected with problem of bond percolation on a corresponding network.
3.2. Updating algorithm

The classical compartment models [13, 14] are formulated within the frames of the differential equations and do not take into account the local structure of the system, serving in some sense like a mean-field approximation (each individual is assumed to interact simultaneously with all the other individuals). A more advanced description is provided e.g. by the cellular automaton (CA) means, which is based on the local properties of the system and allows to evaluate the global properties from the local ones. Here, one considers a set of individuals, each being attached to a node of an underlying graph. The evolution of the system is governed by a specific update algorithm, which at each discrete moment of time changes the state of individuals according to the states of their neighbours in the graph.

We consider the synchronous version of CA updating algorithm, where one time step implies a sweep throughout the whole system [49]. At time $t$, the $k$th node is considered to be in a state $\sigma_k(t)$, with $\sigma_k(t)$ taking values from a set $\{0, 1, 2\}$, corresponding to $S$, $I$, or $R$ respectively. Let $S(t)$, $I(t)$ and $R(t)$ be fractions of healthy (susceptible), infected and recovered individuals, located on the nodes of the network, such that $S(t) + I(t) + R(t) = 1$. Thus, the global fractions $S$, $I$, and $R$ are given by:

$$S(t) = \frac{1}{N} \sum_{k=1}^{N} \delta_{0\sigma_k(t)},$$

$$I(t) = \frac{1}{N} \sum_{k=1}^{N} \delta_{1\sigma_k(t)},$$

$$R(t) = \frac{1}{N} \sum_{k=1}^{N} \delta_{2\sigma_k(t)},$$

where $\delta$ is the Kronecker delta, $N$ is the total number of agents and summation is performed over all network nodes. To further account for the heterogeneity of a SF network, it has been suggested to consider the probability of a local short-distance disease transmission differing from the spreading rate $\beta$ [50]:

$$p_k(t) = 1 - (1 - \beta)^{n_k(t)}, \quad (12)$$

where $n_k(t)$ is a number of infected nearest neighbours of a node $k$ at time $t$. The time update $t - 1 \rightarrow t$ consecutively considers all $k = 1, \ldots, N$ nodes and changes each state $\sigma_k(t - 1) \rightarrow \sigma_k(t)$ according to the rules described below.

(i) SI model

- Choose node $k$.
- If $\sigma_k(t - 1) = 1$, then do nothing so that $\sigma_k(t) = 1$.
- If $\sigma_k(t - 1) = 0$, then the state is changed to 1 with probability $p_k(t - 1)$ (Eq. (12)), so that $\sigma_k(t) = 1$. 
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(ii) SIS model

• Choose node $k$.
• If $\sigma_k(t-1) = 1$, then it is cured with probability 1 so that $\sigma_k(t) = 0$.
• If $\sigma_k(t-1) = 0$, then the state is changed to 1 with probability $p_k(t-1)$ (Eq. (12)), so that $\sigma_k(t) = 1$.

(iii) SIR model

• Choose node $k$.
• If $\sigma_k(t-1) = 2$, then do nothing.
• If $\sigma_k(t-1) = 1$, then with probability 1 it is recovered, so that $\sigma_k(t) = 2$.
• If $\sigma_k(t-1) = 0$, then the state is changed to 1 with probability $p_k(t-1)$ (Eq. (12)), so that $\sigma_k(t) = 1$.

As already mentioned above, we will analyze spreading processes in the case, when only a selected fraction $p$ of nodes (agents) is susceptible to disease. To this end, applying the rules of random or targeted scenario, at initial moment of time $t = 0$ we consider each node $k$ of the network to be either susceptible to disease with probability $p$ or immune with probability $1 - p$ (the state of corresponding nodes $\sigma_k = 0$ always, and these nodes are considered as non-active in an updating algorithm).

The maximum number of time steps is taken $t = 400$ (typical times for reaching the stationary state for the cases studied below are found in general at $t < 100$).

4. Results

We apply the cellular automaton mechanism to study the epidemic process on networks with fraction $p$ of active nodes, obtained as a result of both random and targeted scenarios, as described in the previous Section. At time $t = 0$, we chose randomly a small fraction $i_0 = 0.01$ of susceptible nodes, which are supposed to be infected. The disease spreading process from infected to susceptible agents is started then.

4.1. SI model

Since the equilibrium values of $I^*(p)$ and $S^*(p)$ do not depend on $\beta$ in the case of this scenario, we fix the value for the infection rate $\beta = 0.5$ to make the evolution process fast. One can easily estimate the fraction of nodes $S^*(p)$ which remain susceptible and not affected by the spreading process, using the arguments from our previous work on the spreading on regular lattice [1]. Indeed, if at $t = 0$ in some cluster of size $s$ of susceptible agents no one node gets infected, this cluster will remain safe till the epidemic terminates (this cluster
Figure 5: Numerical values for $P_{\text{safe}}(p)$ (equal to equilibrium values of fraction of susceptible nodes $S^*(p)$ in SI model) as a function of $p$ at different $\lambda$ in random scenario (a) and targeted scenario (b). The maximum number of individuals not affected by spreading process increases with decreasing the parameter $\lambda$.

will not be touched by the epidemic process in any way). $S^*(p)$ thus equals to the fraction of nodes $P_{\text{safe}}(p)$ in these “safe clusters”, which can be easily estimated as:

$$S^*(p) = P_{\text{safe}}(p) = \sum_s (1 - i_0)^s P_s(p).$$  \hspace{1cm} (13)

Here, $P_s(p)$ is the probability to find a cluster containing $s$ susceptible nodes in a network vaccinated according to given scenario (as discussed in Section 2.2), and the sum spans over all available clusters of susceptible nodes. The equilibrium value for the fraction of infected agents is thus straightforwardly given by $I^*(p) = p - S^*(p)$.

The data for $S^*(p)$ obtained in our simulations as results of random and targeted vaccination are presented in Fig. 5. These results can be treated as a direct consequence of performed vaccination, which is not only protecting immunized individuals, but also increases the fraction of susceptible individuals not affected by disease. Note, that for each $\lambda$, in both scenarios we obtain a maximum of unaffected individuals at some value of $p_{\text{max}}$, which can be explained
based on the same considerations as presented in our previous analysis of regular lattices [1]. To this end, let us recall the cluster size distributions as presented in Figs. 3 and 4. At small values of $p$ (up to some critical one $p_{\text{max}}$), there is a large amount of clusters of small size, and “diversity” of clusters (number of different clusters) increases with $p$. Thus, the probability for one of them to get infected gets lower and that is why $P_{\text{safe}}(p)$ increases in this region. On the other hand, above the value of $p_{\text{max}}$ the number of various clusters decreases (small clusters start to segregate into the larger ones), which in turn makes it easier for infection to propagate through the system (thus also $P_{\text{safe}}(p)$ starts to decrease). For the networks under consideration, in the case of random scenario $p_{\text{max}}$ is found to be around 0.3, whereas for the case of targeted scenario it is observed to be around 0.8.

Note, that in the case of random scenario, the number of unaffected nodes strongly depends also on the parameter $\lambda$. Again, recalling the cluster distribution as shown on Fig. 3, the smaller the parameter $\lambda$, the larger the probability for a big cluster of susceptible nodes to occur, which makes the system more fragile for infection spreading. Indeed, $S^s(p)$ decreases with decreasing $\lambda$. The

![Figure 6](image-url)

Figure 6: Total fraction of infected nodes in equilibrium as function of $p$ for a SF network with $\lambda = 2.5$ for the SI (open squares) and SIS (all other symbols at different $\beta$) models. Lines are guides to the eye. a): random scenario, b): targeted scenario.
situation is very different in the case of the targeted scenario, where there is practically no difference in $P_{\text{safe}}(p)$ in the case of strong vaccination (for $p$ below 80%). It can be explained by the fact, that the main qualitative difference between networks with different $\lambda$ is caused by presence of hubs, which are stronger and make the system more connected, the smaller is parameter $\lambda$. Removing the hubs from spreading process by vaccinating them leads to breaking the connectivity of network, which now consists of a large number of disconnected clusters of small sizes, as shown in Fig. 3. In this respect, there is practically no difference in cluster distribution at various $\lambda$. Comparing the data of Fig. 5, one immediately notices the effectiveness of targeted vaccination. Indeed, in this case the maximum number of individuals, not affected by disease, reaches almost 80% of population at corresponding $p_{\text{max}}$ value and is almost independent on $\lambda$, whereas in the case of random vaccination it does not exceed 25%.

4.2. SIS model

Within the frames of SIS scenario, the infected individuals get cured without obtaining immunity, so that they can be infected over and over again, undergoing
a cycle $S \rightarrow I \rightarrow S$. After reaching the equilibrium state, one obtains the values $S^*(p, \beta)$ and $I^*(p, \beta)$ for the fractions of susceptible and infected individuals, which now are defined not only by the initial amount of susceptible individuals $p$, but also by the spreading rate $\beta$.

We start with analyzing the averaged amount of infected nodes, which can be observed in a network in equilibrium state. In Fig. 6 we give the example of our numerical estimates for the case $\lambda = 2.5$, applying both the random and targeted scenarios of vaccination. As expected, $I^*(p, \beta)$ in both cases is considerably smaller compared to the simplified SI model and decreases with lowering the spreading rate $\beta$. These data allow us to directly compare the effectiveness of two types of vaccinations. Let us recall that the minimum fraction $p_c(\beta)$ of susceptible individuals, at which the infection can ‘survive’ in a system (the value of $I^*(p, \beta)$ is above zero), can be estimated as [29]:

$$\frac{\langle k \rangle (p = p_c)}{\langle k^2 \rangle (p = p_c)} = \beta,$$

where the averages $\langle k \rangle (p), \langle k^2 \rangle (p)$ are performed with the degree distribution of the network resulting after the removal of the $(1 - p)N$ nodes of highest degree.

Making use of the data for $\langle k \rangle, \langle k^2 \rangle$ obtained in our simulations, we have for example at $\lambda = 2.5$: $p_c(\beta = 0.6) = 0.15$, $p_c(\beta = 0.3) = 0.3$, $p_c(\beta = 0.1) = 0.91$.

For the case of targeted vaccination, making use of Eq. (14) gives us corresponding estimates: $p_c(\beta = 0.6) = 0.75$, $p_c(\beta = 0.3) = 0.85$, $p_c(\beta = 0.1) = 1.0$, so that one observes a non-zero value of $I^*(p, \beta)$ at considerably larger values of $p$ comparing to the random scenario. One observes no spreading activity ($I^*(\beta, p)$ is practically zero) in this case at $p < 0.8$ even at very strong disease spreading rate (large $\beta$). Such a quantitative difference between two scenarios can be intuitively understood, recalling the peculiarities of distribution of clusters of susceptible nodes (as described in Subsection 2.2). Indeed, at the same value of $p$, targeted scenario leads to formation of a large amount of separated clusters of

![Figure 8: Critical value of spreading rate $\beta_c(p, \lambda)$ for a SF network in SIS model in a random scenario.](image-url)
very small size, as compared with the random scenario. This leads to restriction of infection in very small separated regions and preventing its spreading around in spanning clusters, as it takes place during the random vaccination scenario.

Analysis of system behaviour at various values of parameter $\beta$ reveals a kind of phase transition between the so-called endemic state (with non-zero equilibrium value of $I^*(p, \beta)$) and disease-free states, where the role of the order parameter is played by the stationary value of $I^*(p, \beta)$. The phase diagrams of corresponding phase transitions are given in Fig. 7. The critical value of the effective spreading rate $\beta_c(p, \lambda)$ is defined as those separating infected and healthy phases. We obtained the numerical estimates for $\beta_c(p, \lambda)$ by making use of fitting of data for $I^*(p, \beta)$ to the form $I^*(p, \beta) = A(\beta_c(p, \beta) - \beta)^\gamma$, where $A$ is constant. The results are presented in Fig. 8. Note that at $p = 1$ the results for $\beta_c$ are in a good correspondence with estimates based on Eq. (10) and with the numerical simulations performed in [26]. Note that we present the results for $\beta_c$ only for the case of random vaccination scenario, since for the targeted scenario for $p$ above 0.8 practically no infection activity is observed in system even at very high values of spreading rate $\beta$.

Figure 9: Total fraction of removed nodes in equilibrium for a SF network with $\lambda = 2.5$ for the SIR model as a function of $\beta$. a): random scenario, b): targeted scenario.
As expected, the threshold value of $\beta_c(p, \lambda)$ increases with decreasing parameter $p$: infection should be “stronger” to occupy the system, if fraction of vaccinated individuals increases. On the other hand, $\beta_c(p, \lambda)$ decreases with decreasing the parameter $\lambda$. It is connected with the fact, that the smaller the $\lambda$, the larger is the probability to find high-degree nodes in the network. This makes the spreading of infection on such networks much more easier.

4.3. SIR model

Within the frames of SIR scenario, which can be described by a simple scheme $S \rightarrow I \rightarrow R$, the infected individuals get immune, so that the repeated infection of the same node is not allowed in the course of such process. After reaching the equilibrium state, the fraction $R^*(p, \beta)$ of individuals becoming removed (or with the life-long immunity) is observed (obviously $I^*(p, \beta)$ is always zero in this scenario, independently on details of the epidemic spreading). The rest of individuals ($S^*(p, \beta) = p - R^*(p, \beta)$) remain susceptible.

The SIR model also exhibits a transition between a phase where the disease outbreak reaches a finite fraction of the population and a phase where only a limited number of individuals is affected. The order parameter is therefore the density of removed individuals in an equilibrium state, which is defined by the effective spreading rate $\beta_c$, separating infected and healthy phase. The phase diagrams of corresponding phase transitions are given in Fig. 9. Qualitatively, the picture resembles the transition between endemic and healthy states within the frames of SIS model (Fig. 7). Again, for the case of targeted vaccination one observes a non-zero value of $R^*(p, \beta)$ at considerably larger values of $p$ comparing with the random scenario, and there is no spreading activity ($R^*(\beta, p)$ is practically zero) in this case at $p < 0.8$ even at very strong disease spreading rate (large $\beta$).

Our numerical estimates for $\beta_c(p, \lambda)$ for the case of random scenario are presented in Fig. 10. At $p = 1$ the results for $\beta_c$ are in a good correspondence
with the estimates based on Eq. (11). Similarly to the case of SIS scenario, the threshold values of $\beta_c(p, \lambda)$ increase with decreasing parameter $p$ and decrease with decreasing $\lambda$. Note also, that at each $p$ and $\lambda$ values the epidemic spreading for the SIS model occurs at a smaller value of $\beta_c$ comparing with the SIR model. In the latter case, the susceptible individuals cannot be infected multiple times, which effectively makes the spreading process more weak as comparing with the SIS scenario.

5. Conclusions

The goal of our study was to reveal peculiarities of infection spreading in the environment comprising agents of two types: those that can be a subject of infection and those that do not participate in the spreading, being “immune”. To this end, we considered a model in which only some fraction $p$ of agents-nodes are susceptible to the disease transmission, whereas the other $1-p$ are treated as immune (vaccinated). In this respect, the present work continues our previous study [1], where the similar situation was analyzed on the background of a regular square lattice. One of the crucial points there was the emergence of the so-called safety patterns of susceptible sites, surrounded by immune ones, which remain unaffected by disease until the stationary state is reached. Detailed analysis of safety pattern distribution thus enables one to determine the fraction of infected agents in a stationary state. In the present study we aim to extend this analysis to the case of a more complex underlying structures. To this end, it is natural to choose the SF networks, which are more closely related to real world situations. The question of interest is the impact of local heterogeneity of such structures on the safety pattern distribution and thus on the peculiarities of spreading processes in such systems.

With the said above in mind, we have modeled the spreading process on SF networks with node degree distribution given by Eq. (1) with the decay exponent $\lambda$ ranging within $2 < \lambda < 3$. The dynamics of spreading phenomena on such structures is of interest in many aspects, examples ranging from computer virus infections to epidemic diseases. Due to the heterogeneity of SF networks, two immunization scenarios have been applied. In the simplest random immunization (as exploited in our previous study of a regular lattice), a share of nodes is randomly chosen and made immune. More effective targeted scenario implies the targeting the highest degree nodes. To generate vaccinated networks, we made use of the so-called configuration model.

It is worth noting that the effects under consideration cannot be studied within traditional analysis of compartmental models based on the homogeneous mixing hypothesis and the differential equation approach [13]. There, the local structure is excluded from consideration and only the global macroscopic features can be caught. On the other hand, the microscopic analytic treatment is highly complicated due to the strong heterogeneity of the agent-based model under consideration. In such situation, it is optimal to use the cellular automaton approach, based on thorough taking into account details of local interactions between agents on the microscopic scale. Within this approach, we
have implemented three basic spreading scenarios (SI, SIS and SIR) for variable ratio \(0 \leq p \leq 1\) of susceptible nodes. We studied the susceptible clusters (the safety patterns) distributions in the case of both random and targeted scenarios. It has been analyzed, how the removing of even the small fraction of the highest degree nodes within the latter scheme results in corrupting the spanning clusters and thus preventing the infection spreading. The main impact of the heterogeneous structure of the underlying network manifests itself already on this level of analysis. Whereas for the random scenario the fraction of nodes in safety patterns in a SF network is qualitatively comparable with those of the regular network, the targeted scenario leads to the pronounced increase of the number of such nodes (cf. Fig. 5 of the present study and Fig. 3 of Ref. [1]). Already within the frames of simplified SI model, one notices the effectiveness of a targeted vaccination: e.g. at \(\lambda = 2.5\) the maximal amount of individuals, not affected by disease, reaches almost 80% of population. Note that in the case of random vaccination it does not exceed 25%. Similar picture was observed while analyzing SIS and SIR models: within the targeted scenario, the spreading process was shown to be prevented at \(p < 0.8\) even at very strong disease spreading rate (large \(\beta\)).

The numerical estimates for the threshold values of spreading parameters \(\beta_c(p, \lambda)\) have been obtained within SIS and SIR models within the frames of random scenario. In both cases, \(\beta_c(p, \lambda)\) increase with decreasing parameter \(p\). This is intuitively understood since when the fraction of vaccinated individuals increases, the infection has to be “stronger” to occupy the whole system. On the other hand, the heterogeneity of the SF network, which gets more pronounced with an increase of \(\lambda\), leads to decrease of the threshold value of \(\beta_c(p, \lambda)\) (as shown in Fig. 8). Again, one can compare these results with the corresponding values obtained in our previous study (Fig. 11 of Ref. [1]). This leads to the conclusion that within a random scenario, a SF network is more compliant for disease spreading as comparing with the regular lattice structure, and this effect is more pronounced with increasing the parameter \(\lambda\). On the other hand, vaccination within the targeted scenario makes SF networks incomparably more resistant to epidemic spreading than the regular lattice structures.
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