Abstract

We study the WKB periods for the third order ordinary differential equation (ODE) with polynomial potential, which is obtained by the Nekrasov-Shatashvili limit of \((A_2, A_N)\) Argyres-Douglas theory in the Omega background. In the minimal chamber of the moduli space, we derive the Y-system and the thermodynamic Bethe ansatz (TBA) equations by using the ODE/IM correspondence. The exact WKB periods are identified with the Y-functions. Varying the moduli parameters of the potential, the wall-crossing of the TBA equations occurs. We study the process of the wall-crossing from the minimal chamber to the maximal chamber for \((A_2, A_2)\) and \((A_2, A_3)\). When the potential is a monomial type, we show the TBA equations obtained from the \((A_2, A_2)\) and \((A_2, A_3)\)-type ODE lead to the \(D_4\) and \(E_6\)-type TBA equations respectively.
1 Introduction

The ODE/IM correspondence [1,2] shows a non-trivial relation between the spectral problem of the ordinary differential equation (ODE) and the functional relations in the quantum integrable model (IM). This has been first studied for the Schrödinger equation with monomial potential. A generalization to the higher order ODE with monomial potential has been studied in [3–7]. The Wronskians of the basis of the solutions at different singularities of the ODE provide the Baxter’s Q-functions, while the solutions at infinity define the T-functions as well as the Y-functions as the cross ratios of the T-functions.

The higher order ODE studied in this correspondence is also obtained from the conformal limit of the linear problem associated with the modified affine Toda field equation [8–11]. In particular, for a simply-laced Lie algebra, the Bethe ansatz equations obtained from the ODE can be transformed into the Non-linear integral equation (NLIE), from which we can identify the effective central charge of the corresponding CFT [7,12,13].

The ODE/IM correspondence has been recently generalized to the second order ODE of the Schrödinger type with generic polynomial potential [14]. In particular, the Y-functions of the integrable model can be identified with the exponential of the exact WKB periods (the Voros symbols), which share the same asymptotics and the discontinuity in the complexified Plank constant plane. One can determine the quantum periods directly by the Thermodynamic Bethe ansatz (TBA) equations [15] satisfied by the Y-functions. See also [16–24], for more general potential.

The WKB periods of the second order ODE with a polynomial potential also appear as the quantum Seiberg-Witten (SW) periods of the Argyres-Douglas (AD) theories defined in the Nekrasov-Shatashvili limit of the Omega background [25], where the SW curve is quantized with the Omega background parameter as the Planck constant. The TBA equation is a very useful tool [26] to study the non-perturbative structure of the strongly-coupled field theories and their relation to 2d theories [27–29]. The wall-crossing of the BPS spectrum is quite important for studying strong coupling physics. Interestingly, the TBA equations also change according to the wall-crossing and describe different integrable models in each chamber of the moduli space. Then we need to explore the whole structure of the TBA systems in the modulis space. In particular, the superconformal point of the AD theory is in the maximal chamber, where the corresponding integrable model is that obtained from the 4d/2d correspondence [26]. Based on the singularity structure at the superconformal point in the moduli space, the equivalences between \((A_1, A_r) \sim (A_r, A_1), (A_2, A_2) \sim D_4\) and \((A_2, A_3) \sim E_6\) AD theories have been found in [31]. However, the
quantum SW curves of these equivalent AD theories at Omega background appear in a very different form. It is not obvious to see these dualities in the Omega background. In this work, we will see this equivalence by investigating the TBA equations which describe the quantum periods.

The wall-crossing of the TBA equations were also studied in the context of four-dimensional gauge theories [30], the cluster algebra [31] and the gluon scattering amplitudes [32,33]. This phenomenon is also understood as the cluster mutation of the Voros symbols for the Schrödinger type ODE [34].

So far, the wall-crossing in the context of gauge theory is most well studied in the rank one case [30,35–37][4], while the TBA equations and their wall-crossing have been studied for the second order ODE. It is interesting to explore the similar relation for the higher order ODE in order to study more general AD theories and the integrable models. For recent developments, see [40–45][5]. In a previous paper [46], we studied the WKB expansion of the higher order ODE and found the relation between the WKB periods and the Y-functions associated with the TBA equations. In particular, we considered the case of the quadratic potential, which is found to correspond to the \((A_r, A_1)\)-type TBA system. We have also shown that the wall-crossing phenomena occur for the third order ODE with cubic potential.

In the case of the Schrödinger type ODE, the correspondence has been studied in [14], where the TBA equations change when the parameters of the potential cross the wall of marginal stability. The approach of the ODE/IM correspondence provides a concrete method to study the wall-crossing phenomena and its relation to integrable models characterized by the TBA equations. In this paper, we will work out the third order ODE in detail by taking the examples of cubic and quartic polynomial potential, which show an essential feature of the wall-crossing of general polynomial potential. When the potential is a monomial type, we show the TBA equations obtained from the \((A_2, A_2)\) and \((A_2, A_3)\)-type ODE lead to the \(D_4\) and \(E_6\)-type TBA equations, respectively, by tracking the wall-crossing. In the context \(\mathcal{N} = 2\) theories in four dimensions, this relation is understood as the duality of \((A_2, A_2)\) and \((D_4, A_1)\) or \((A_2, A_3)\) and \((E_6, A_1)\) theories which share the same singularity point [31,47].

This paper is organized as follows: In section 2, we study the WKB solution of the third order ODE and the WKB periods based on the differential operators. We also comment on the Borel summability and the discontinuity of the WKB period. In section
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4See also [38,39] for the higher rank case.
5In [45], the authors have studied the \((A_2, A_2)\) case numerically using the approach of [30].
3, we introduce the Y-functions from the Wronskians of the subdominant solutions of the ODE and compute their classical limit from the Stokes graph. We then propose a relation between the Y-functions and the WKB periods. In section 4, we construct the TBA equations satisfied by the Y-functions, where the associated WKB periods are in the minimal chamber. We will check the relation numerically for cubic and quartic potentials. In section 5, we will consider the wall-crossing of the TBA equations. We will work out numerically for the cubic and quartic potentials to test the identification between WKB periods and Y-functions. In particular, we construct the TBA equations in the maximal chamber, which includes the monomial potential. We find that these TBA equations at monomial potential are equivalent to the $D_4$ and $E_6$-type TBA equations, respectively. In section 6, we present the conclusions and discussion. In Appendix A, we present the $D_4$ and $E_6$ type TBA equations based on the scattering theories. In Appendix B, we show the definitions of the new Y-functions of $(A_2, A_3)$ case for completeness. In Appendix C, we show the twelve TBA equations in the maximal chamber for $(A_2, A_3)$ case.

2 Third order ODE

2.1 WKB analysis

In this section, we study the WKB analysis of the third order ODE defined in the complex plane:

$$\left(\epsilon^3 \frac{d^3}{dx^3} + p(x)\right) \psi(x) = 0, \quad (2.1)$$

where $\epsilon$ is a complex parameter. $p(x)$ is a polynomial in $x$ of order $N + 1$:

$$p(x) = u_0 x^{N+1} + u_1 x^N + \cdots + u_{N+1}, \quad (2.2)$$

where $u_i$ $(i = 0, \ldots, N + 1)$ are complex parameters. The ODE (2.1) is regarded as the quantum SW curve of the AD theory of $(A_2, A_N)$-type defined in the Nekrasov-Shatashvili limit of the Omega-background. We also refer it as the $(A_2, A_N)$-type ODE. In a previous paper [46], we have studied the $N = 1$ case. We consider the WKB solution of the (2.1) of the form

$$\psi(x) = \exp\left(\frac{1}{\epsilon} \int^x P(x') dx'\right), \quad P(x) = \sum_{n=0}^{\infty} \epsilon^n p_n(x). \quad (2.3)$$
\( P(x) \) satisfies the Riccati equation

\[
  p(x) + P^3 + 3\epsilon PP' + \epsilon^2 P^{(2)} = 0. \tag{2.4}
\]

Substituting the \( \epsilon \)-series of \( P(x) \), we can determine \( p_n \) (\( n \geq 1 \)) recursively by

\[
p_0 = (-p)^{1/3},
\]

\[
p_n = -\frac{1}{3p_0^2} \left[ p_0 \sum_{i=1}^{n-1} p_{n-i} p_i + \sum_{i=1}^{n-1} \sum_{j=0}^{n-i} p_{n-i-j} p_i p_j + 3 \sum_{i=0}^{n-1} p_{n-1-i} p_i' + p_{n-2}'' \right], \quad n \geq 1. \tag{2.5}
\]

The first few examples of \( p_n \) are found to be

\[
p_1 = -\frac{p_0'}{p_0}, \tag{2.6}
\]

\[
p_2 = -\frac{(p_0')^2}{3p_0^2} + \frac{2p_0''}{3p_0^2}, \tag{2.7}
\]

\[
p_3 = -\frac{2(p_0')^3}{p_0^5} + \frac{2p_0'''}{p_0^4} - \frac{1p_0^{(3)}}{3p_0^4}, \tag{2.8}
\]

\[
p_4 = -\frac{4(p_0')^4}{p_0^7} + \frac{16(p_0')^2p_0''}{3p_0^6} - \frac{2(p_0')^2}{3p_0^6} - \frac{10p_0^{(3)}p_0''}{9p_0^6} + \frac{1p_0^{(4)}}{9p_0^6}. \tag{2.9}
\]

Explicit calculation of \( p_n \), we observe that \( p_n \) for odd \( n \) takes the form of total derivatives, which is the same as the Schrödinger equation. Moreover \( p_{6i+4} \) (\( i = 0, 1, 2, \ldots \)) also become total derivatives. We introduce the WKB curve \( \Sigma \):

\[
y^3 = -p(x). \tag{2.10}
\]

This is the SW curve of \((A_2, A_N)\)-type AD theory. On the curve (2.10), there is a basis of meromorphic differentials [48]

\[
\frac{x^{i-1} dx}{y}, \quad \frac{x^{i-1} dx}{y^2}, \quad i = 1, \ldots, N - 1, \tag{2.11}
\]

in which \( x^{i-1} dx \) (\( \frac{x^{i-1} dx}{y^r} \)) for \( i < \frac{N+1}{3} \) (\( i < \frac{2N+2}{3} \)) are holomorphic differentials. The number of the holomorphic differentials determines the genus of the WKB curve, which is equal to \( N \) for \( N \equiv 0, 1 \) (mod 3) or \( N - 1 \) for \( N \equiv 2 \) (mod 3). For an one-cycle \( \gamma \) on the curve \( \Sigma \), one defines the WKB period

\[
\Pi_\gamma(\epsilon) = \int_\gamma P(x) dx. \tag{2.12}
\]
The WKB period is expanded in $\epsilon$:

$$\Pi_\gamma(\epsilon) = \sum_{n=0}^{\infty} \epsilon^n \Pi_\gamma^{(n)} ,$$

(2.13)

where

$$\Pi_\gamma^{(n)} = \int p_n(x) dx.$$  

(2.14)

The corrections $\Pi^{(n)}$ vanish for odd $n$ and $n = 6i + 4$ ($i = 0, 1, \ldots$) since the corresponding $p_n$ is the total derivative.

Now we compute the quantum corrections to the periods by using the differential operators. Since the differential $p_n dx$ for $n = 6i$ or $n = 6i + 2$ defines a meromorphic differential on the WKB curve, one can express it as a linear combination of the basis (2.11):

$$p_n dx = \sum_{a=1}^{2} \sum_{i=1}^{N-1} B_{ai}^{(n)} \frac{x^{i-1}}{y^a} dx + d(\star),$$

(2.15)

where $B_{ai}^{(n)}$ is a function of $u_i$’s. $d(\star)$ denotes a total derivative term. In (2.15), $n$ dependence appears only in the coefficients, from which one can see the asymptotic series structure of the WKB periods. We can evaluate the period integrals of $p_n$ in terms of those of the basis (2.11). It is useful since in the direct integration of $p_n$ it is necessary to regularize divergence of $p_n$ near the branch points.

For example, for the curve with $p(x)$ given by (2.2), it is found that

$$p_0 dx = y dx = -\frac{1}{3 + N + 1} \sum_{i=2}^{N+1} \left( iu_i - \frac{(N + 2 - i)u_{i-1}u_1}{(N + 1)u_0} \right) \frac{x^{N+1-i}}{y^2} dx + d(\star).$$

(2.16)

Here the last term is the total derivatives. From the expansion (2.15), the quantum periods are expressed as

$$\Pi_\gamma(\epsilon) = \sum_{a=1}^{2} \sum_{i=1}^{N-1} B_{ai}(\epsilon)(\Pi_{ai})_\gamma,$$

(2.17)

where

$$B_{ai}(\epsilon) = \sum_{n=0}^{\infty} B_{ai}^{(n)} \epsilon^n$$

(2.18)
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6See [14] for the similar expression in the case of the second order ODE.
and \((\Pi_{ai})_{\gamma}\) are the period integrals of the basis (2.11):

\[
\left(\Pi_{ai}\right)_{\gamma} = \int_{\gamma} \frac{x^{i-1}dx}{y^a}.
\]  

(2.19)

For example, from (2.16), we find that \(B_{1i}^{(0)} = 0\) and

\[
B_{2i}^{(0)} = -\frac{1}{N+4} \left( (N + 2 - i)u_{N+2-i} - \frac{iu_{N+1-i}u_1}{(N + 1)u_0} \right). \tag{2.20}
\]

We then introduce the Seiberg-Witten differentials \(y^a dx\) \((a = 1, 2)\), which generate the basis of meromorphic differentials:

\[
\partial_{u_i} y^a dx = \frac{a}{3} x^{N+1-i} y^{3-a} dx. \tag{2.21}
\]

We also define the SW periods

\[
\left(\hat{\Pi}_a\right)_{\gamma} = \int_{\gamma} y^a dx. \tag{2.22}
\]

Here the classical WKB period corresponds to the SW period with \(a = 1\): \(\Pi_{\gamma}^{(0)} = (\hat{\Pi}_1)_{\gamma}\).

From (2.21), we obtain

\[
\left(\Pi_{ai}\right)_{\gamma} = -\frac{a}{3} \partial_{u_{N+2-i}} \hat{\Pi}_{3-a\gamma}. \tag{2.23}
\]

Finally, the quantum correction is expressed by the classical SW periods by acting the differential operator with respect to the moduli \(u_i\):

\[
\Pi_{\gamma}^{(n)} = \sum_{a=1}^{2} \mathcal{O}_a^{(n)} \hat{\Pi}_{a\gamma}, \tag{2.24}
\]

where

\[
\mathcal{O}_a^{(n)} = -\sum_{i=1}^{N-1} B_{3-aN+2-i}^{(n)} \frac{3}{a} \partial_{u_{N+2-i}}. \tag{2.25}
\]

We refer \(\mathcal{O}_a^{(n)}\)'s as the Picard-Fuchs operators. Then one can compute the higher order corrections in the WKB expansion from the classical SW periods.

Since the r.h.s. of (2.18) is an asymptotic series in \(\epsilon\), the Borel resummation is necessary. The Borel resummed period defines an analytic function on the complex \(\epsilon\)-plane,
which has singularities and discontinuities. The aim of the present work is to explore its analytic structure using the TBA equations, which we will study in the following sections.

We will explain quantum corrections by two examples: \((A_2, A_2)\) and \((A_2, A_3)\)-type ODEs. We first consider the \((A_2, A_2)\)-type ODE (2.1) with the potential

\[
p(x) = u_0 x^3 + u_1 x^2 + u_2 x + u_3.
\]

The WKB curve has the genus \(g = 1\), where only \(dx/y^2\) is a holomorphic differential. One can compute the corrections as follows:

\[
\Pi^{(2)}_\gamma = O_2^{(2)} \hat{\Pi}_{2\gamma} = -\sum_{i=1}^{2} B_{2i}^{(2)} 3 \partial_{u_{4-i}} \hat{\Pi}_{2\gamma},
\]

\[
\Pi^{(6)}_\gamma = O_1^{(6)} \hat{\Pi}_{1\gamma} = -B_{11}^{(6)} \frac{3}{2} \partial_{u_3} \hat{\Pi}_{1\gamma},
\]

where the coefficients in the Picard-Fuchs operators can be expressed in \(u_i\). They are simplified as follows:

\[
B_{2i}^{(2)} = \frac{1}{18} \frac{D_0 u_i}{\Delta^{3/2}}, \quad B_{22}^{(2)} = \frac{1}{18} \frac{D_0}{\Delta} u_0,
\]

\[
B_{11}^{(6)} = -\frac{1}{174960} D_0 \frac{D_0}{\Delta^4} \left( 21983 D_0^4 - 823446 u_0^2 D_0^2 \Delta + 6633171 u_0^4 \Delta^2 \right).
\]

Here \(\Delta\) is the discriminant of the WKB curve

\[
\Delta = -u_1^2 u_2^2 + 4u_3 u_1^3 + 4u_0 u_2^3 - 18u_0 u_2 u_3 u_1 + 27u_0^2 u_3^2.
\]

\(D_0\) is defined by

\[
D_0 = 2u_1^3 - 9u_0 u_2 u_1 + 27u_0^2 u_3.
\]

The PF operators contain a common factor \(D_0\). It is interesting to note that \(D_0 = 0\) for \(u_1 = u_3 = 0\), i.e. \(p(x) = u_0 x^3 + u_2 x\) and hence the quantum corrections become zero. We have also confirmed that some higher order terms vanish. This implies that the classical periods give the exact result, where a similar phenomenon happens in the harmonic potential for the Schrödinger equation. This result is shown to be consistent with the TBA equations as we will see in sect. 4.2.1.

Next we consider the \((A_2, A_3)\)-type ODE with

\[
p(x) = u_0 x^4 + u_1 x^3 + u_2 x^2 + u_3 x + u_4.
\]
The second order corrections are given by

$$
\Pi^{(2)}_\gamma = - \sum_{i=1}^{3} B^{(2)}_{2i} 3 \partial_{u_{x_i}} \hat{\Pi}_\gamma,
$$

(2.33)

where

$$
B^{(2)}_{21} = \frac{1}{18\Delta} \left( 2u_1^2 u_2^4 - 8u_0 u_2^2 - 9u_1^3 u_2 u_3 + 40 u_0 u_1^2 u_2 u_3 + 4 u_0 u_1^2 u_2 u_3 - 78u_0^2 u_2^2 u_3^2 \\
+ 9u_0^2 u_1 u_3^3 + 27u_1^4 u_2 u_4 - 150u_0 u_1^2 u_2 u_4 + 160u_0^2 u_1^2 u_2 u_4 + 9u_0 u_1^3 u_3 u_4 \\
+ 112u_0^2 u_1 u_2 u_3 u_4 + 72u_0^3 u_2 u_3^2 + 72u_0^2 u_1^2 u_4 - 512u_0^3 u_2 u_3^2 \right),
$$

(2.34)

$$
B^{(2)}_{22} = \frac{1}{18\Delta} \left( 6u_1^3 u_2^3 - 24u_0 u_1^4 u_2^3 - 27u_1^4 u_2 u_3 + 8u_0 u_1^2 u_2 u_3 + 21u_0 u_1^3 u_3^2 \\
- 270u_0^2 u_1 u_2 u_3^3 + 108u_0^3 u_3^3 + 81u_1^5 u_4 - 450u_0 u_1^3 u_2 u_4 + 464u_0^2 u_1 u_2 u_4 \\
+ 588u_0^2 u_1^2 u_3 u_4 - 288u_0^3 u_2 u_3 u_4 - 960u_0^3 u_1 u_4^2 \right),
$$

(2.35)

$$
B^{(2)}_{23} = -\frac{5u_0}{18\Delta} \left( -2u_1^2 u_2^3 + 8u_0 u_1^4 + 9u_1^3 u_2 u_3 - 40u_0 u_1^2 u_2 u_3 + 3u_0 u_1^3 u_3^2 + 72u_0^2 u_2 u_3^2 \\
- 27u_1^4 u_4 + 144u_0 u_1^2 u_2 u_4 - 128u_0^2 u_2 u_4 - 192u_0^2 u_1 u_3 u_4 + 384u_0^3 u_4^2 \right).
$$

(2.36)

Here $\Delta$ is the discriminant of the curve

$$
\Delta = u_1^2 u_2^2 u_3^2 - 4u_0 u_3^3 u_3^3 - 4u_1^3 u_3^3 + 18u_0 u_1 u_2 u_3^2 - 27u_0^2 u_3^4 - 4u_1^3 u_3^2 \\
+ 16u_0 u_1 u_4 + 18u_1^2 u_2 u_3 u_4 - 80u_0 u_1 u_2 u_3 u_4 - 6u_0 u_1^2 u_2 u_3 u_4 + 144u_0^2 u_2 u_3^2 u_4 \\
- 27u_1^4 u_4 + 144u_0 u_1^2 u_2 u_4 - 128u_0^2 u_2 u_4 - 192u_0^2 u_1 u_3 u_4 + 256u_0^3 u_4^3.
$$

(2.37)

Higher order corrections can be calculated in a similar way.

### 2.2 Classical period

We have seen that the WKB periods are expressed as the linear combinations of the period integrals of the meromorphic differentials defined in (2.19), that are expressed by the first-order derivatives of the classical SW periods (2.22). The periods are also specified by one-cycles on the WKB curve, which are determined by the branch points $x_k$ ($k = 0, 1, \ldots, N$), i.e. $p(x_k) = 0$. In this paper, we consider the WKB curve whose branch points are distinct. The classical SW periods (2.22) are then given by

$$
(\hat{\Pi}_a)_{\gamma} = \int_{\gamma} u_0^{\delta} \prod_{k=0}^{N} (x-x_k)\frac{\delta}{a} dx, \quad a = 1, 2.
$$

(2.38)
To specify the cycle $\gamma$, we have to choose the branch cut. We label the branch points such that $\text{Re}(x_0) \geq \text{Re}(x_1) \geq \cdots \geq \text{Re}(x_N)$. Then we choose the branch cut to be as in figure 2.1. We introduce the one-cycle $\gamma_{l,k}$ ($l = 1, 2, 3, k = 1, \ldots, N$) on $\Sigma$, where $\gamma_{l,k}$ encircles the branch points $x_{k-1}$ anticlockwise and $x_k$ clockwise, respectively, on $l$-th and $(l + 1)$-th sheets. Here we defined the sheet $l$ on which $y = y_l$:

$$y_l := e^{\frac{2\pi i l}{3}} p(x)^{\frac{1}{3}}, \quad l = 1, 2, 3. \quad (2.39)$$

With this choice of the branch cuts and the other notation, the classical SW period $\hat{\Pi}_a^{\gamma_{l,k}}$ ($a = 1, 2, l = 1, 2, 3, k = 1, 2, \ldots, N$) is

$$\hat{\Pi}_a^{\gamma_{l,k}} = \left( e^{\frac{2\pi i l}{3}} - e^{\frac{2\pi i (l+1)}{3}} \right) \int_{\gamma_{l,k}} p(x)^{\frac{2}{3}} dx = -2ie^{\frac{\pi a}{3}(2l+1)}u_0^\frac{a}{2} \sin \frac{\pi a}{3} \int_{x_k}^{x_{k-1}} \prod_{i=0}^{N} (x - x_i)^{\frac{a}{2}} dx, \quad (2.40)$$

which is the generalized hypergeometric integral. Let us evaluate the integral of $\hat{\Pi}_a^{\gamma_{l,k}}$ for the $N = 2$ and $N = 3$ cases.

We first consider the $N = 2$ case, where branch points are $x_0, x_1, x_2$ and the cycles are $\gamma_{l,1}$ and $\gamma_{l,2}$. By using the fractional linear transformation, the SW classical periods (2.40) for $N = 2$ are evaluated in terms of hypergeometric function as

$$\hat{\Pi}_a^{\gamma_{l,k}} = -2ie^{\frac{\pi a}{3}(2l+2k)\alpha + \delta(k,a)}u_0^\frac{a}{2} \left( x_{k+1} - x_{k-1} \right)^\frac{a}{2} \sin \frac{\pi a}{3} \cdot B \left( 1 + \frac{a}{3}, 1 + \frac{a}{3} \right) \left( \frac{d_k}{x_k} \right)^2 F_1 \left( 2 + a, 1 + \frac{2a}{3}, 2 + \frac{2a}{3}; z_k^{(1)} \right), \quad a = 1, 2, \quad (2.41)$$

where

$$d_k = \sqrt{\frac{x_{k+1} - x_{k-1}}{(x_k - x_{k-1})(x_k - x_{k+1})}}. \quad (2.42)$$
\(z_k^{(1)} (k = 1, 2)\) are defined by
\[
z_k^{(1)} := \frac{x_1 - x_0}{x_2 - x_0}, \quad z_2^{(1)} := \frac{x_2 - x_1}{x_0 - x_1}. \tag{2.43}
\]

\(\delta(k, a)\) is a phase factor that ensures the integrand of (2.40) to be the principal value. \(B(a, b)\) and \(_2F_1(a, b; c; z)\) represent the Beta function and the hypergeometric function, respectively, that are defined by
\[
B(a, b) = \int_0^1 t^{a-1}(1-t)^{b-1}dt, \quad \text{Re}(a), \text{Re}(b) > 0,
\]
\[
_2F_1(a, b; c; z) = \frac{1}{B(b, c - b)} \int_0^1 \frac{t^{b-1}(1-t)^{c-b-1}}{(1-zt)^a}dt, \quad |z| \leq 1. \tag{2.44}
\]

Next, we consider the \(N = 3\) case where the branch points are \(x_0, x_1, x_2, x_3\) and the cycles are \(\gamma_1, \gamma_2, \gamma_3\). In the same way, one can evaluate the SW classical periods:
\[
\hat{\Pi}_k^{(0)} = -2ie^{\frac{2i}{3}N} \delta(k, a) d^{-2-\frac{4}{3}a} (x_{k+1} - x_{k-1})^\frac{2}{3} (x_k - x_{k+2})^\frac{2}{3}
\cdot B\left(1 + \frac{a}{3}, 1 + \frac{a}{3}; \frac{2a}{3} \right) \_1F_1\left(1 + \frac{a}{3}; 2 + \frac{4a}{3}, -\frac{a}{3}; 2 + \frac{2a}{3}; z_k^{(1)}, z_k^{(2)} \right), \quad a = 1, 2, \tag{2.45}
\]

where \(z_k^{(1)} (k = 1, 2, 3)\) are defined by
\[
z_k^{(1)} := \frac{x_1 - x_0}{x_2 - x_0}, \quad z_2^{(1)} := \frac{x_2 - x_1}{x_3 - x_1}, \quad z_3^{(1)} := \frac{x_3 - x_2}{x_0 - x_2}. \tag{2.46}
\]

\(z_k^{(2)}\) is defined by
\[
z_k^{(2)} := \frac{(x_k - x_{k-1})(x_{k+1} - x_{k+2})}{(x_{k+1} - x_{k-1})(x_k - x_{k+2})}, \quad k = 1, 2, 3, \tag{2.47}
\]

and \(_1F_1(a, b; c; z^{(1)}, z^{(2)})\) is the Appell hypergeometric function which is given by
\[
_1F_1(a, b; c; z^{(1)}, z^{(2)}) = \frac{1}{B(a, c - a)} \int_0^1 \frac{t^{a-1}(1-t)^{c-a-1}}{(1-z^{(1)}t)^b(1-z^{(2)}t)^b}dt. \tag{2.48}
\]

### 2.2.1 Classical periods for the monomial potential

In this subsection, we summarize the classical periods for the monomial potential of degree \(N + 1\), which is the most symmetric and suitable potential to see the dualities of ODE. Since the potential is now expressed as
\[
p(x) = u_0x^{N+1} + u_{N+1} = u_0(x^{N+1} - u), \quad u = -\frac{u_{N+1}}{u_0}, \tag{2.49}
\]
we can label the zero points as
\[
\begin{align*}
x_{2k-1} &= u^{\frac{1}{N+1}} e^{\frac{2\pi i k}{N+1}}, \quad k = 1, 2, \ldots, \lfloor \frac{N+1}{2} \rfloor, \\
x_{2k} &= u^{\frac{1}{N+1}} e^{-\frac{2\pi i k}{N+1}}, \quad k = 0, 1, 2, \ldots, \lfloor \frac{N}{2} \rfloor.
\end{align*}
\] (2.50)

The period integrals along the cycles \(\gamma_{a,k}\) take simpler form for these branch points, where one can compute the period integral (2.19) directly:
\[
(Pa)_{\gamma_{a,k}} = \sum_{j=1}^{k-1} (I_{l,j}^{a,i} + I_{l,N+2-j}^{a,i}) + I_{l,k}^{a,i}, \quad k = 1, 2, \ldots, \lfloor \frac{N+1}{2} \rfloor,
\]
\[
(Pa)_{\gamma_{a,k}} = - \sum_{j=1}^{k} (I_{l,j}^{a,i} + I_{l,N+2-j}^{a,i}), \quad k = 1, 2, \ldots, \lfloor \frac{N}{2} \rfloor.
\] (2.51)

Here \(I_{l,j}^{a,i}\) \((j = 1, 2, \ldots, N)\) is defined by the integral along the cycle which encircles the zero points at \(u^{\frac{1}{N+1}} e^{\frac{2\pi i(j-1)}{N+1}}\) anti-clockwise and \(u^{\frac{1}{N+1}} e^{\frac{2\pi i j}{N+1}}\) clockwise on the \(a\)-th and \(a+1\)-th sheets:
\[
I_{l,j}^{a,i} = \left( e^{-\frac{2\pi i a l}{N+1}} - e^{-\frac{2\pi i a (l+1)}{N+1}} \right) \int_{u^{\frac{1}{N+1}} e^{\frac{2\pi i j}{N+1}}}^{x^{l-1}} \frac{x^{i-1}}{(u^{N+1} - u)^{\frac{1}{3}}} dx = \frac{4}{N+1} e^{2\pi i \left( -\frac{1}{2} a (l+\frac{1}{2}) + \frac{1}{N+1} i + \delta(l,j) \right)} \sin \frac{\pi a}{3} \sin \frac{\pi i}{N+1} u^{-\frac{N+1}{2}} N_{N+1}^{-\frac{3}{2}} B \left( \frac{i}{N+1}, 1 - \frac{a}{3} \right),
\] (2.52)

where the phase \(\delta(l, j) = (\delta_{2,j} + \delta_{3,j}) \frac{i}{3}\) which ensures the integrand to be principal value.

### 2.3 Borel resummation and discontinuity

The WKB period (2.13) is an asymptotic formal series in \(\epsilon\), which has a factorial growth. To promote the series, we consider the Borel transform of the WKB period
\[
\mathcal{B}[\Pi_{\gamma}](\xi) = \sum_{n \geq 0} \frac{1}{n!} \Pi_{\gamma}^{(n)} \xi^n
\] (2.53)
and the Borel resummation along the direction \(\varphi\)
\[
s_{\varphi}(\Pi_{\gamma})(\epsilon) = \frac{1}{\epsilon} \int_{0}^{\infty e^{i\varphi}} e^{-\xi/\epsilon} \mathcal{B}[\Pi_{\gamma}](\xi) d\xi.
\] (2.54)

We also denote by \(s(\Pi_{\gamma})(\epsilon)\) the Borel resumed WKB period at real and positive \(\epsilon\). The WKB period \(\Pi_{\gamma}\) is said to be Borel summable when the resumed period \(s_{\varphi}(\Pi_{\gamma})(\epsilon)\) converges for small \(\epsilon\). If \(\mathcal{B}[\Pi_{\gamma}]\) has singularity along the direction \(\varphi\), there arises a discontinuity for the Borel resummed WKB period
\[
\text{disc}_{\varphi} \Pi_{\gamma}(\epsilon) = s_{\varphi^+}(\Pi_{\gamma})(\epsilon) - s_{\varphi^-}(\Pi_{\gamma})(\epsilon) = \lim_{\delta \to 0^+} \left( s(\Pi_{\gamma})(e^{i\varphi + i\delta} \epsilon) - s(\Pi_{\gamma})(e^{i\varphi - i\delta} \epsilon) \right).
\] (2.55)
Moreover, the singularity of Borel transform can be approximated numerically by using the standard Borel-Padé technique. In Fig. 2.2, we plot the singularity structure of the Borel transform of \( \Pi_{\gamma_{1,1}} \) (blue) and \( \Pi_{\gamma_{3,2}} \) (yellow) obtained by using the Borel-Padé technique (order \( \epsilon^{160} \)).

### 3 Y-function and WKB period

In this section, we will study the ODE/IM correspondence of the ODE (2.1). From the solutions of the ODE, one can introduce the Y-functions, which satisfy Y-system and TBA equations in the integrable model. In the case of Schrödinger equations, the Y-functions are identified with the WKB periods in the ODE. A similar identification is also expected for the third order ODE [46]. In this section, we first introduce the Y-functions for the \((A_2, A_N)\)-type ODE. Then in the sec. 3.2, we identify the Y-functions with WKB periods by the leading order of the WKB approximation.
3.1 Y-function for \((A_2, A_N)\)-type ODE

We introduce the Y-function by using the ODE/IM correspondence\(^7\). The \((A_2, A_N)\)-type ODE (2.1) is invariant under the Symanzik-Sibuya rotation:

\[
x \to \omega^{-1} x, \quad u_i \to \omega^{-i} u_i, \quad i = 0, 1, \ldots, N + 1,
\]

where \(\omega := e^{2\pi i/(N+4)}\). This rotation is equal to the transformation \(\epsilon \to e^{2\pi i/3}\epsilon\) since the rotated function

\[
\psi(\omega^{-1} x, \{\omega^{-i} u_i\}; \epsilon) = \psi(x, \{u_i\}; e^{2\pi i/3}\epsilon)
\]

satisfies the same ODE (2.1). Let us consider a solution \(\phi_0\) whose asymptotic property is

\[
\phi_0(x, \{u_i\}; \epsilon) \sim \frac{\epsilon}{i \sqrt{3}} x^{-\frac{N+1}{3}} \exp \left( -\frac{3}{\epsilon} x^{-\frac{N+1}{4}} \right), \quad |x| \to \infty, \quad |\arg x| < \frac{\pi}{N+4} \quad (3.3)
\]

and its rotated solutions \(\phi_k\):

\[
\phi_k(x, \{u_i\}; \epsilon) := \phi_0(x, \{u_i\}; e^{2\pi ik/3}\epsilon). \quad (3.4)
\]

Here we have set \(u_0 = 1\) without loss of generality. The solution \(\phi_k\) is called the subdominant solution since it decays fastest in the Stokes sector \(S_k (k \in \mathbb{Z})\) defined by

\[
S_k := \left\{ x \in \mathbb{C}; \left| \arg x - \frac{2\pi k}{N+4} \right| < \frac{\pi}{N+4} \right\}. \quad (3.5)
\]

Note that the solution has property:

\[
\phi_{k+N+4}(x, \{u_i\}; \epsilon) \propto \phi_k(x, \{u_i\}; \epsilon). \quad (3.6)
\]

The set of the subdominant solutions \(\{\phi_k, \phi_{k+1}, \phi_{k+2}\}\) are the basis of the solutions of the ODE (2.1), since the Wronskian of these solutions is equal to one:

\[
W[\phi_k, \phi_{k+1}, \phi_{k+2}] = 1, \quad (3.7)
\]

where the Wronskian of the functions \(f\) is given by

\[
W[f_{k1}, f_{k2}, f_{k3}] = \det \begin{bmatrix} f_{k1} & f_{k2} & f_{k3} \\ \partial_x f_{k1} & \partial_x f_{k2} & \partial_x f_{k3} \\ \partial^2_x f_{k1} & \partial^2_x f_{k2} & \partial^2_x f_{k3} \end{bmatrix}. \quad (3.8)
\]

\(^7\)See [3,6] for the case of the third order ODE with a monomial potential.
We introduce the T-functions $T_{a,k}$ ($0 \leq a \leq 3, k \in \mathbb{Z}$) by

\[
T_{0,k} = W[\phi_{-1}, \phi_0, \phi_1]^{-k-1} = 1, \quad T_{1,k} = W[\phi_{-1}, \phi_0, \phi_{k+1}]^{-k}, \quad T_{2,k} = W[\phi_0, \phi_{k+1}, \phi_{k+2}]^{-k-1}, \quad T_{3,k} = W[\phi_k, \phi_{k+1}, \phi_{k+2}]^{-k} = 1,
\]

where we used the notation

\[
f^{[k]}(\{u_i\}; \epsilon) := f(\{u_i\}; e^{\epsilon k} \epsilon).
\]

Using the Plücker relation

\[
W[f_0, f_1, f_2]W[f_0, f_3, f_4] = W[f_0, f_1, f_3]W[f_0, f_2, f_4] + W[f_0, f_1, f_4]W[f_0, f_3, f_2]
\]

and the property of the Wronskian

\[
W[\phi_{k_0}, \phi_{k_1}, \phi_{k_2}]^{[2k]} = W[\phi_{k_0+k}, \phi_{k_1+k}, \phi_{k_2+k}], \quad k \in \mathbb{Z},
\]

one finds that the T-functions satisfy the functional relations called T-system:

\[
T_{a,k}^{[+1]}T_{a,k}^{-1} = T_{a-1,k}T_{a+1,k} + T_{a,k-1}T_{a,k+1}
\]

with the boundary conditions:

\[
T_{a,0} = T_{a,N+1} = 1, \quad a = 1, 2.
\]

The cross-ratios of the T-functions define the Y-functions:

\[
Y_{a,k} = \frac{T_{a-1,k}T_{a+1,k}}{T_{a,k-1}T_{a,k+1}}, \quad a = 1, 2, \quad k = 1, \ldots, N.
\]

From the T-system (3.13), one can derive the functional relations of the Y-functions:

\[
Y_{a,k}^{[+1]}Y_{a,k}^{-1} = \frac{(1 + Y_{a-1,k})(1 + Y_{a+1,k})}{(1 + Y_{a,k-1})(1 + Y_{a,k+1})}
\]

with the boundary conditions:

\[
Y_{0,k} = Y_{3,k} = 0, \quad Y_{a,0} = Y_{a,N+1} = \infty, \quad a = 1, 2.
\]

The system (3.16) is $(A_2, A_N)$-type Y-system [15].
3.2 Stokes graph and WKB approximation of the Y-function

In this subsection, we discuss the asymptotic behaviors of the Y-functions. Since the Y-functions are cross-ratios of T-functions that are the Wronskians of the solutions to the ODE, we first evaluate the Wronskians by the WKB approximation. We should choose the region where the WKB approximation is valid. These regions can be found by considering the imaginary part of the solutions. The Stokes curve\[49\] starting from the turning points on the complex plane is defined by

$$\text{Im} e^{-i \vartheta} \int_{x_*}^{x} (y_a(x) - y_b(x)) \, dx = 0, \quad a, b = 1, 2, 3, \quad a \neq b, \quad (3.18)$$

where $\vartheta$ is the phase of $\epsilon$, $a$ and $b$ are the labels of ordered pair of distinct three sheets of $\Sigma$, and $x_*$ is a turning point at which $y_a(x_*) = y_b(x_*)$. We label the Stokes curve $(a, b)$ on which

$$\text{Re} e^{-i \vartheta} \int_{x_*}^{x} (y_a(x) - y_b(x)) \, dx < 0 \quad (3.19)$$

holds. The Stokes curves will end on the other turning points or extend to infinity. Furthermore, if the curves contained in the Stokes graph intersect, we need to add a new curve depending on their intersection angles [49,50].

For general third order ODE with simple turning points, where the characteristic equation has simple zeros, three Stokes curves emerge from the point [51, 52]. For the case of the ODE (2.1), however, all the zeros of $p(x)$ are not the simple turning point, from which eight Stokes curves stretch along the directions:

$$\varphi = \frac{3}{4} \left( \frac{(2n + 1) \pi}{2} + \vartheta - \frac{(a + b) \pi}{3} - \frac{\arg p'(x_*)}{3} \right), \quad n \in \mathbb{Z}. \quad (3.20)$$

Fixing $\vartheta$ and the pair $a, b$ with $a < b$, one finds the directions the curves can stretch. The condition (3.19) indicates that for odd $n$ we have to assign the label $(a, b)$ to the curve , and for even $n$ we assign the label $(b, a)$. We can read the labels of the curves with the starting point $x_*$ in ascending order of $\varphi$ in the range of $-\frac{1}{4} \arg p'(x_*)$ to $2\pi - \frac{1}{4} \arg p'(x_*)$: $(1, 3), (1, 2), (3, 2), (3, 1), \ldots$.

The label of the curve can also be read off by considering the dominant or subdominant solutions in asymptotic regions. In addition to the subdominant solution $\phi_k$ in the sector $\mathcal{S}_k \ (k \in \mathbb{Z})$, we introduce the solution $\overline{\phi}_k$ of the adjoint ODE [4,7,13] which is defined by

$$\overline{\phi}_k(x, \{u_i\}; \epsilon) := \phi_k(x, \{u_i\}; -\epsilon), \quad k \in \mathbb{Z}. \quad (3.21)$$
Note that $\phi_k$ is subdominant in the sector $S_{k+3/2}$. Obviously, from the definition (3.21), in the region where $\phi_k$ is subdominant, $\phi_k$ is dominant and vice versa. We introduce asymptotic directions

$$\ell_k := e^{2\pi ik/4} R_+, \quad \bar{\ell}_k := e^{\pi i (2k+3)/4} R_+, \quad k \in \mathbb{Z}. \quad (3.22)$$

Along $\ell_k$ ($\bar{\ell}_k$), the solution $\phi_k$ ($\bar{\phi}_k$) is subdominant. More precisely, the line $\ell_k$ ($\bar{\ell}_k$) is in the middle of the sector $S_k$ ($S_{k+3/2}$). Now we consider the sheets on which $\phi_k$ and $\phi_k$ live, respectively. In the asymptotic region, the solutions $\phi_k$ and $\phi_k$ are

$$\phi_k \simeq \exp \left[ -\frac{\delta_k}{\epsilon} \int_{\infty}^{x} y_{a_k} \, dx' \right], \quad \bar{\phi}_k \simeq \exp \left[ \frac{\delta_k}{\epsilon} \int_{\infty}^{x} y_{\bar{a}_k} \, dx' \right]. \quad (3.23)$$

Here $a_k, \bar{a}_k \in \{1, 2, 3\}$ are the sheet’s labels of $\Sigma$, and $\delta_k, \bar{\delta}_k \in \{1, e^{\pm 2\pi i/3}\}$ ensure the asymptotic behaviors of the solutions studied in the previous subsection. Suppose, around direction $e^{2\pi i k/4} R_+$ ($k \in \mathbb{Z}$), one has the asymptotic direction $\ell_{k_1}$ and $\bar{\ell}_{k_2}$, where solutions $\phi_{k_1}$ and $\bar{\phi}_{k_2}$ become subdominant, respectively. A Stokes curve related with solutions $\phi_{k_1}$ and $\bar{\phi}_{k_2}$ thus exist in the direction $e^{2\pi i k/4} R_+$ ($k \in \mathbb{Z}$). Since on the Stokes curves $\text{Im} y_{a_{k_1}} = \text{Im} y_{\bar{a}_{k_2}}$ and $\text{Re} y_{a_{k_1}} > \text{Re} y_{\bar{a}_{k_2}}$ are satisfied, the labels of the curves are $(\bar{a}_{k_2}, a_{k_1})$. For the case of $k = 1$ and the branch cut chosen as in fig. 3.1, one finds that $k_1 = 0, k_2 = -1, a_{k_1} = 3$ and $\bar{a}_{k_2} = 1$, which leads to the label of the curves (1, 3).

### 3.2.1 The cycles associated with Y-functions

Using the Wronskian representation of the Y-functions and the Stokes graphs, we can associate the cycles on the Riemann surface to the Y-functions. The cycle can be constructed by using the abelianization tree [53] made of junctions and lines. For completeness, we review the construction of the cycles following [40]. An abelianization tree is a junction that has three endpoints at the infinity of $\ell_k$ ($i = 1, 2, 3$) where the solution $\phi_k$ in the Wronskian $W[\phi_{k_1}, \phi_{k_2}, \phi_{k_3}]$ becomes subdominant. The line starting from the junction and ending at the infinity point of $\ell_k$ ($\bar{\ell}_k$) has the label $a_k(\bar{a}_k)$, the sheet label of the subdominant solution $\phi_k$ ($\bar{\phi}_k$). To make sure the precision of the WKB approximation, the line with the label $a_k$ cannot cross the Stokes curve with the label $(a_k, \bar{a}_k)$.

When we substitute (3.23) into the Wronskian, one obtains the leading term in $1/\epsilon$. It depends on the end points of the integration paths of the three solutions. However, if we set these points as the same, the contributions from the integrals cancel. Then it
becomes independent of the final point. We can use this property to deform the contour associated with the Y-function.

A Y-function is defined by four Wronskians, which thus provide four abelianization trees. Combining these four trees, we obtain a closed cycle associated with the Y-function. Let us consider the cycle made of the abelianization tree associated with the Y-function. We illustrate the procedure by taking an example of \( Y_{1,1} \) of \((A_2, A_2)\)-type ODE, which is given by

\[
Y_{1,1} = \frac{W[φ_{-1}, φ_1, φ_2]W[φ_{-2}, φ_{-1}, φ_0]}{W[φ_{-2}, φ_{-1}, φ_2]W[φ_{-1}, φ_0, φ_1]}.
\]

The Wronskian \( W[φ_{-2}, φ_{-1}, φ_0] \) is represented by the junction which ends on the infinity points of \( ℓ_{-2}, ℓ_{-1}, \) and \( ℓ_0 \) expressed by the green tree in figure 3.1. The lines of the trees represent the integration paths of the solutions in (3.23). On each line, we assigned the arrows associated with the direction of the integration path. Let us consider the abelianization tree for the Wronskian \( W[φ_{-1}, φ_1, φ_2] \). At the asymptotic region, the lines representing the integration paths of \( φ_1, φ_2, \) and \( φ_{-1} \) are labeled by 2, 1, and 3, respectively. However, the line labeled by 3 starting from the infinity of \( ℓ_{-1} \) will cross the Stokes curve with the label \((3, *)\). We indicate the point just before the crossing as the red dotted point in the figure. After the red dotted point, we relabel the line as \( \overline{3} \), which lives on the same sheet three with opposite arrows. The solution \( φ_{-1} \) is subdominant before crossing the red dot, while after the crossing, on line \( \overline{3} \), the solution \( φ_0 \) becomes subdominant. The line with label \( \overline{3} \) cannot cross the Stokes curve labeled by \((*, 3)\). Similarly, for the Wronskian \( W[φ_{-2}, φ_{-1}, φ_2] \), we added a point on the line with sheet labels 1 and \( \overline{1} \).

Since Wronskians are independent of the location of the junction, we can move the junctions of the Wronskians to the appropriate points and find that the integration path can be identified with the cycle \( γ_{1,1} \). In the same way, one can identify the cycles for other Y-functions. For \( Y_{1,2} \), it is convenient to draw the diagram for \( Y_{1,2}^{[+1]} \) rather than \( Y_{1,2} \):

\[
Y_{1,2}^{[+1]}(\{u_i\}; \epsilon) = Y_{1,2}(\{u_i\}; e^{-\frac{2\pi}{N} ϵ}) = \frac{W[φ_{-1}, φ_2, φ_3]W[φ_{-2}, φ_{-1}, φ_0]}{W[φ_{-1}, φ_0, φ_2]W[φ_{-2}, φ_{-1}, φ_3]}.
\]

Then the corresponding Stokes curve is rather than that of adjoint ODE. The Stokes graph becomes the same as in figure 3.1 but with the asymptotic directions replaced by \( ℓ_k = e^{\frac{2πi(k-1)}{N+4}} \mathbb{R}_+ \) and \( \overline{ℓ}_k = e^{\frac{2πi(k+1)}{N+4}} \mathbb{R}_+ \).

Repeating the same process for \( Y_{2,1}^{[-1]} \) and \( Y_{2,2} \), we thus found one-cycles for the Y-functions. At the leading order in \( ϵ^{-1} \) of the WKB approximation, one obtains the fol-
Figure 3.1: The stokes curve of \((A_2, A_2)\)-type ODE with the potential \(p(x) = x^3 - x\) and the abelianization tree for \(Y_{1,1}\) (a) and the cycle \(\gamma_{1,1}\) (b).

Following behaviors of the Y-functions:

\[
\begin{align*}
\log Y_{1,1} &\sim \epsilon^{-1}\Pi_{\gamma_{1,1}}^{(0)}, & \log Y_{1,2}^{[+1]} &\sim \epsilon^{-1}\Pi_{\gamma_{3,2}}^{(0)}, & \epsilon &\to 0. \\
\log Y_{2,1}^{-[1]} &\sim \epsilon^{-1}\Pi_{\gamma_{1,1}+\gamma_{2,1}}, & \log Y_{2,2} &\sim \epsilon^{-1}\Pi_{\gamma_{3,2}+\gamma_{1,2}^{(0)}},
\end{align*}
\]

Note that since \(\gamma_{1,1} + \gamma_{2,1} = -\gamma_{3,1}\) and \(\gamma_{3,2} + \gamma_{1,2} = -\gamma_{2,2}\), Y-functions have the \(\mathbb{Z}_2\)-symmetry \(Y_{1,k} = Y_{2,k}\) \((k = 1, 2)\) in the limit \(\epsilon \to 0\). As we will see in the next section, the asymptotic behavior and the TBA equations together with the discontinuity structure of the WKB periods lead to the relations between the logarithm of the Y-functions and the WKB periods:

\[
\begin{align*}
\log Y_{1,1} &\sim \epsilon^{-1}\Pi_{\gamma_{1,1}}, & \log Y_{1,2} = [\epsilon^{-1}\Pi_{\gamma_{3,2}}]^{-[1]}, \\
\log Y_{2,1} = [\epsilon^{-1}\Pi_{\gamma_{1,1}+\gamma_{2,1}}]^{-[1]}, & \log Y_{2,2} = \epsilon^{-1}\Pi_{\gamma_{3,2}+\gamma_{1,2}},
\end{align*}
\]

which will be tested by numerical calculations in the following sections. From the analysis of \((A_2, A_2)\) and \((A_2, A_3)\), we arrive at the formula which identifies the Y-functions with
WKB periods of \((A_2, A_N)\)-type ODE:

\[
\log Y_{a,k} = \left[ \frac{1}{\epsilon} \prod \dot{\gamma}_{a,k} \right]^{[a-k]}, \quad \dot{\gamma}_{a,k} := \gamma_{2-k,k} + \cdots + \gamma_{a+1-k,k}, \quad a = 1, 2, \quad k = 1, \ldots, N.
\]

(3.28)

We will check these relations for the \((A_2, A_2)\) and \((A_2, A_3)\) cases. We note, however, that (3.28) is valid in the minimal chamber of the moduli space. Outside the minimal chamber, we need to replace them with new Y-functions obtained from the wall-crossing of the TBA equations. This is the subject of Sect. 5.

4 TBA equations in minimal chamber

In this section, we derive an integral equation, called the TBA equation, starting from the Y-system and the asymptotic behaviors discussed in the previous section, especially in the case of the minimal chamber.

4.1 TBA equations in minimal chamber

The Y-system for a pair \((g, h)\) of simply-laced Lie algebras is and has been studied in [54]. Our Y-system (3.16) corresponds to \(g = A_N\) and \(h = A_r\), and the Y-functions are the inverses of them. Then, the \((A_2, A_N)\)-type Y-system (3.16) can be rewritten as follows:

\[
\frac{y_{a,k}^{[+1]} y_{a,k}^{[-1]}}{\prod_{b=1}^r (1 + y_{b,k}^{-1}) G_{ab}} = \prod_{b=1}^r \left( 1 + y_{b,k}^{-1} \right) (1 + y_{a,k}^{-1}) (1 + y_{a,k+1}^{-1}),
\]

(4.1)

where the matrix \(G_{ab}\) is the incidence matrix of \(A_2\). Here \(a = 1, 2, k = 1, \ldots, N\). The boundary conditions for Y-functions are given by

\[
Y_{0,k} = Y_{3,k} = 0, \quad Y_{a,0} = Y_{a,N+1} = \infty, \quad a = 1, 2.
\]

(4.2)

At the large and positive \(\theta\), which is defined by \(\theta := -\log \epsilon\), the logarithm of \(Y_{a,k}\) is assumed to behave as

\[
\log Y_{a,k}(\theta) \sim m_{a,k} e^{\theta},
\]

(4.3)

which is the leading order of (3.28):

\[
m_{a,k} = e^{\frac{\pi}{\epsilon} (k-a) \prod \dot{\gamma}_{a,k}^{(0)}}.
\]

(4.4)
The cycle $\tilde{\gamma}_{a,k}$ and $\tilde{\gamma}_{3-a,k}$ are different only by the living sheets; their classical periods are related by

$$\Pi^{(0)}_{\tilde{\gamma}_{a,k}} = e^{-\frac{\pi i}{6}(3-2a)}\Pi^{(0)}_{\tilde{\gamma}_{3-a,k}}, \quad a = 1, 2, \quad k = 1, \ldots, N.$$  \hspace{1cm} (4.5)

From (3.28), one obtains

$$m_{1,k} = m_{2,k}, \quad k = 1, \ldots, N.$$  \hspace{1cm} (4.6)

(4.6) can be written

$$2\cos\left(\frac{\pi}{3}\right)m_{a,k} = \sum_{b=1}^{2} G_{ab} m_{b,k}, \quad a = 1, 2, \quad k = 1, \ldots, N,$$  \hspace{1cm} (4.7)

which can also be derived from the leading order of the Y-system. We can follow the standard approach to convert the Y-system to the TBA equations [15] for these mass parameters. Taking the logarithm of the Y-system (4.1), we get

$$f[a,k] + f[{-1},k] - \sum_{b=1}^{2} G_{ab} f_b,k = \sum_{b=1}^{2} G_{ab} L_b,k - L_{a,k-1} - L_{a,k+1},$$  \hspace{1cm} (4.8)

where

$$f_{a,k}(\theta) := \log Y_{a,k}(\theta) - m_{a,k} e^{\theta},$$

$$L_{a,k}(\theta) := \log(1 + Y_{a,k}(\theta)^{-1}).$$  \hspace{1cm} (4.9)

Taking the Fourier transformation

$$\tilde{f}(p) := \mathcal{F}[f](p) = \int_{-\infty}^{\infty} f(\theta) e^{-ip\theta} d\theta,$$  \hspace{1cm} (4.10)

then (4.8) becomes

$$\sum_{b=1}^{2} \left( 2\delta_{ab} \cosh\left(\frac{\pi p}{3}\right)\delta_{ab} - G_{ab} \right) \tilde{f}_{b,k}(p) = \sum_{b=1}^{2} G_{ab} \tilde{L}_{b,k}(p) - \tilde{L}_{a,k-1}(p) - \tilde{L}_{a,k+1}(p).$$  \hspace{1cm} (4.11)

Solving about $\tilde{f}_{a,k}$ and taking the inverse Fourier transformation of both sides, then we get a set of the TBA equations:

$$\log Y_{a,k}(\theta) = m_{a,k} e^{\theta} + K \ast (L_{a,k} - L_{a,k-1} - L_{a,k+1}), \quad a = 1, 2,$$  \hspace{1cm} (4.12)

where we have used $Y_{1,s}(\theta) = Y_{2,s}(\theta)$, which is a conclusion of the $\mathbb{Z}_2$ symmetry of the masses, i.e. $m_{1,s} = m_{2,s}$. Here the kernel function is given by

$$K(\theta) := \frac{1}{2\pi} \frac{4\sqrt{3} \cosh \theta}{1 + 2 \cosh 2\theta}.$$  \hspace{1cm} (4.13)
and the convolution is defined by
\[ K \star L = \int_{-\infty}^{\infty} d\theta' K(\theta - \theta')L(\theta'). \] (4.14)

In the following, we only consider the TBA equations for \( a = 1 \) since that for \( a = 2 \) is the copy of the one for \( a = 1 \). For the complex masses, it is more convenient to shift the arguments of the Y-functions, such that the leading order is real and positive:
\[ \log Y_{1,k}(\theta - i\phi_k) = |m_{1,k}|e^\theta + K \star \bar{T}_{1,k} - K_{k,k-1} \star \bar{T}_{1,k-1} - K_{k,k+1} \star \bar{T}_{1,k+1}, \] (4.15)

where \( \bar{T}_{a,k}(\theta) = L_{a,k}(\theta - i\phi_k) \). \( K_{k,k_2} \) is the kernel with the argument shifted in the imaginary direction, defined by
\[ K_{k_1,k_2}(\theta) = K(\theta - i(\phi_{k_1} - \phi_{k_2})), \] (4.16)

where \( \phi_k \) denotes the phase of the mass:
\[ \phi_k := \text{arg} m_{1,k}, \quad k = 1, \ldots, N. \] (4.17)

It is convenient to rewrite the kernel as
\[ K(\theta) = \frac{1}{2\pi} \frac{1}{\cosh(\theta + \frac{2\pi i}{3})} + \frac{1}{2\pi} \frac{1}{\cosh(\theta - \frac{2\pi i}{3})}. \] (4.18)

The kernel function \( K \) has the poles at
\[ \theta = \pm \frac{\pi i}{3} + n\pi i, \quad n \in \mathbb{Z}. \] (4.19)

Therefore in the case of the minimal chamber, i.e. \( |\phi_k - \phi_{k\pm1}| < \pi/3 \), the integration path of the TBA equation can be shifted without causing the wall-crossing phenomenon. In the numerical calculation, the equations (4.15) are helpful to see the convergence of the solution under the iteration. The case where \( |\phi_k - \phi_{k\pm1}| > \pi/3 \), however, the solutions do not give the correct solution. This will be treated in the next section.

The integrable model corresponding to the ODE is characterized by the (kink) TBA equations (4.15), which is described by a conformal field theory [55]. The effective central charge of the conformal field theory is given by
\[ c_{\text{eff}} := 2 \times \frac{6}{\pi^2} \sum_{k=1}^{N} \int_{-\infty}^{\infty} |m_{1,k}|\bar{T}_{1,k}(\theta)e^\theta \, d\theta, \] (4.20)
where the factor 2 is due to the summation of $a = 1, 2$. This can be evaluated by the $\theta \to -\infty$ limit of TBA equations, where the deriving term vanishes and thus leads to constant Y-functions satisfying

$$\log Y_{a,k}(-\infty - i\phi_k) = T_{a,k}(-\infty) - T_{a,k-1}(-\infty) - T_{a,k+1}(-\infty).$$  \quad (4.21)$$

The solution to these equations has been found in [56,57] as

$$Y_{a,k}(-\infty - i\phi_k) = \frac{\sin \frac{\pi(k+1)}{N+4} \sin \frac{\pi(k+2)}{N+4}}{\sin \frac{\pi k}{N+4} \sin \frac{\pi(k+3)}{N+4}} - 1.$$  \quad (4.22)$$

Using the Rogers dilogarithm identity [58], the effective central charge becomes

$$c_{\text{eff}} = 2 \times \frac{6}{\pi^2} \sum_{k=1}^{N} L\left(\frac{1}{1 + Y_{1,k}(-\infty - i\phi_k)}\right) = \frac{2N(N+1)}{N+4},$$  \quad (4.23)$$

where $L(t)$ is the Rogers dilogarithm function defined by

$$L(t) := -\frac{1}{2} \int_0^t \left( \frac{\log(1-t')}{{t'}} + \frac{\log t'}{1-t'} \right) \, dt'. \quad (4.24)$$

The central charge (4.23) is that of the generalized parafermion $SU(N+1)_3/U(1)^N$. Its massive deformation is described by the homogeneous sine-Gordon model based on the same coset, whose TBA system is the same as (4.12) [59].

4.2 Numerical test: minimal chamber

We now compare the WKB periods with the Y-functions in the minimal chamber numerically. In particular, we will calculate the coefficients of the expansions of (3.28) in $\epsilon = e^{-\theta}$ and will check

$$m_{1,k}^{(n)} = e^{\frac{n}{\pi} \sum_{i=1}^{(1-k)(n-1)} \Pi_{i,k}}, \quad n = 0, 1, \ldots,$$  \quad (4.25)$$

where $m_{1,k}^{(n-1)}$ is defined by the $e^{-\theta}$-expansions of $\log Y_{1,k}(\theta)$:

$$\log Y_{1,k}(\theta) = m_{1,k} e^{\theta} + \sum_{n=1}^{\infty} m_{1,k}^{(n)} e^{-n\theta}. \quad (4.26)$$

Here $m_{1,k}^{(-1)} = m_{1,k}, m_{1,k}^{(0)} = 0$, and $m_{1,k}^{(n)}$ with positive integer $n$ is given by

$$m_{1,k}^{(n)} = k_n \int_{-\infty}^{\infty} (\mathcal{T}_{1,k}(\theta)e^{n(\theta-i\phi_k)} - \mathcal{T}_{1,k-1}(\theta)e^{n(\theta-i\phi_{k-1})} - \mathcal{T}_{1,k+1}(\theta)e^{n(\theta-i\phi_{k+1})}) \, d\theta, \quad (4.27)$$

Here $k_n$ is a constant.
\[k_n = \frac{1}{\pi} \left( \sin \left( \frac{\pi}{3} n \right) + \sin \left( \frac{2\pi}{3} n \right) \right).\]  
(4.28)

\(\Pi_{\gamma_1,k}^{(n)}\) has been calculated by using the Picard-Fuchs operator discussed in section 2.1. On the other hand, \(m_{1,k}^{(n-1)}\) is computed by solving the TBA equations numerically.

### 4.2.1 \((A_2, A_2)\)

Let us consider \((A_2, A_2)\)-type ODE in the minimal chamber studied in a previous paper [46]. The Y-system (3.16) becomes

\[
\begin{align*}
Y^{[+1]}_{1,1} Y^{[-1]}_{1,1} &= \frac{(1 + Y_{2,1})}{(1 + Y^{-1}_{1,1})}, \quad Y^{[+1]}_{2,1} Y^{[-1]}_{2,1} = \frac{(1 + Y_{1,1})}{(1 + Y^{-1}_{2,1})}, \\
Y^{[+1]}_{1,2} Y^{[-1]}_{1,2} &= \frac{(1 + Y_{2,2})}{(1 + Y^{-1}_{1,1})}, \quad Y^{[+1]}_{2,2} Y^{[-1]}_{2,2} = \frac{(1 + Y_{1,2})}{(1 + Y^{-1}_{2,1})},
\end{align*}
\]

and the TBA equations (4.15) read

\[
\begin{align*}
\log Y_{1,1}(\theta - i\phi_1) &= |m_{1,1}|e^{\theta} + K \ast L_{1,1} - K_{1,2} \ast L_{1,2}, \\
\log Y_{1,2}(\theta - i\phi_2) &= |m_{1,2}|e^{\theta} - K_{2,1} \ast L_{1,1} + K \ast L_{1,2},
\end{align*}
\]

with effective central charge \(c_{\text{eff}} = 2\). As an example, we consider the case where all branch points are aligned on the real axis:

\[
p(x) = -(x - 3)(x + 1)(x + 2) = -x^3 + 7x + 6,
\]

(4.31)

which is different from the one in the previous paper [46]. The mass parameters are defined through the classical periods and are computed by (2.41) as

\[
\begin{align*}
m_{1,1} &= \Pi_{\gamma_1,1}^{(0)} \simeq 13.145794999i, \\
m_{1,2} &= e^{\frac{2\pi}{3} \Pi_{\gamma_1,2}^{(0)}} \simeq 1.514970717i.
\end{align*}
\]

(4.32)

In Table 4.1, we compare the coefficients \(m_{1,k}^{(n-1)}\) to the quantum corrections \(\Pi_{\gamma_1,1}^{(n)}\) numerically. From the TBA equations, it is easy to find \(m_{1,2}^{(n-1)} = -m_{1,1}^{(n-1)}\), which is also checked from the WKB periods. One of the interesting properties of \((A_2, A_2)\)-type TBA equation is that the quantum corrections for \(\log Y_{1,1}\) and \(\log Y_{1,2}\) become the same up to the sign, which can be checked numerically from the calculations of the WKB periods. It is worth noting that this symmetry of quantum correction is very non-trivial from the viewpoint of the Picard-Fuchs operator.
Then one finds $\log Y_{1,1}(\theta - i\phi_1) = |m_{1,1}|e^{\theta} + K \ast (T_{1,1} - T_{1,2})$

\[
\log Y_{1,2}(\theta - i\phi_2) = |m_{1,2}|e^{\theta} - K \ast (T_{1,1} - T_{1,2}).
\]

Then one finds $T_{a,1} = T_{a,2}$, which means that the higher order terms of $e^{-\theta}$-expansion $m_{1,k}^{(n)}$, $n = 1, \ldots, \infty$ vanish. This corresponds to the case $D_0$ in (2.31) and the Picard-Fuchs operators vanish. This example can be regarded as the third-order version of the harmonic oscillator.

### 4.2.2 $(A_2, A_3)$

Let us demonstrate another example for the third order ODE with the potential of fourth order in the minimal chamber. The Y-system (3.15) is

\[
Y_{a,1}^{[+1]}Y_{a,1}^{-[1]} = \prod_{b=1}^{r}(1 + Y_{b,1})^{G_{ab}} (1 + Y_{a,2})^{-1}, \quad Y_{a,2}^{[+1]}Y_{a,2}^{-[1]} = \prod_{b=1}^{r}(1 + Y_{b,2})^{G_{ab}} (1 + Y_{a,1})^{-1},
\]

\[
Y_{a,3}^{[+1]}Y_{a,3}^{-[1]} = \prod_{b=1}^{r}(1 + Y_{b,3})^{G_{ab}} (1 + Y_{a,2})^{-1},
\]

where $a = 1, 2$. The TBA equation (4.15) can be written as

\[
\log Y_{1,1}(\theta - i\phi_1) = |m_{1,1}|e^{\theta} + K \ast L_{1,1} - K_{1,2} \ast L_{1,2},
\]

\[
\log Y_{1,2}(\theta - i\phi_2) = |m_{1,2}|e^{\theta} - K_{2,1} \ast L_{1,1} + K \ast L_{1,2} - K_{2,3} \ast L_{1,3},
\]

\[
\log Y_{1,3}(\theta - i\phi_3) = |m_{1,3}|e^{\theta} + K \ast L_{1,3} - K_{3,2} \ast L_{1,2}
\]

with effective central charge $c_{\text{eff}} = \frac{24}{7}$. As an example, we set the potential to be

\[
p(x) = -(x - 4)(x - 1)(x + 1)(x + 2) = -x^4 + 2x^3 + 9x^2 - 2x - 8.
\]
The masses $m_{1,k}$, the corrections $m_{1,k}^{(n-1)}$ and their counterpart periods $\Pi_{\gamma_{1,1}}^{(n)}$ are shown in Table 4.2. Again, one sees the agreements of the WKB periods and the Y-functions numerically.

| $n$ | $\Pi_{\gamma_{1,1}}^{(n)}$ | $e^{\frac{2\pi i}{3}(1-n)}\Pi_{\gamma_{1,2}}^{(n)}$ | $e^{\frac{2\pi i}{3}(1-n)}\Pi_{\gamma_{1,3}}^{(n)}$ |
|-----|-----------------|-----------------|-----------------|
| 0   | $14.29120679i$  | $5.748396528i$  | $2.197175863i$  |
| 2   | $0.06210586398i$| $0.1352435882i$| $-0.09711585835i$|
| 6   | $-0.002344098573i$| $-0.2410756322i$| $0.2410502603i$ |
| 8   | $-0.002115215318i$| $-1.544858396i$  | $1.544854731i$  |
| 12  | $0.009495408700i$| $339.9172291i$  | $-339.9172287i$ |
| 14  | $0.03754344682i$| $9328.147139i$  | $-9328.147139i$ |

| $n$ | $m_{1,1}^{(n-1)}$ | $m_{1,2}^{(n-1)}$ | $m_{1,3}^{(n-1)}$ |
|-----|-----------------|-----------------|-----------------|
| 0   | $14.29120679i$  | $5.748396528i$  | $2.197175863i$  |
| 2   | $0.06210586398i$| $0.1352435882i$| $-0.09711585835i$|
| 6   | $-0.002344098573i$| $-0.2410756322i$| $0.2410502603i$ |
| 8   | $-0.002115215318i$| $-1.544858396i$  | $1.544854731i$  |
| 12  | $0.009495408700i$| $339.9172291i$  | $-339.9172287i$ |
| 14  | $0.03754344682i$| $9328.131493i$  | $-9328.131493i$ |

Table 4.2: The quantum corrections for $p(x) = -x^4 + 2x^3 + 9x^2 - 2x - 8$.

### 4.3 Discontinuity of WKB period from TBA equations

So far, we have shown the identification between the Y-function and the WKB period in the $\epsilon$-expansion (3.28). Thus the WKB period and the $\epsilon$ expansion of the Y-function are the same asymptotic series of $\epsilon$. Moreover, since the Y-function is an analytic function on the $\epsilon$-plane, our TBA equations include more information i.e. singularities. To make a more precise statement for (3.28), we replace the asymptotic series with the Borel-resummed one:

$$\log Y_{a,k}(\theta) = s\left(\frac{1}{\epsilon} \Pi_{\gamma_{a,k}}^{[a-k]} \right)$$

where the right hand side has discontinuity on the $\epsilon$ plane as discussed in section 2.3. To test this statement, we compute the discontinuity formula of the Y-functions, and then compare them with the one of the Borel resummed WKB periods. For simplicity, we will focus on the minimal chamber of $(A_2, A_2)$ case. Other cases can be studied in a similar way.
Let us consider the case \( \text{Arg}(m_{1,1}) = \phi_1, \text{Arg}(m_{1,2}) = \phi_2 \) with \(-\frac{\pi}{3} < \phi_2 - \phi_1 < \frac{\pi}{3}\). The TBA equations are given by (4.30). We thus can express the WKB periods by

\[
\log Y_{1,1}(\theta) = m_{1,1} e^{\theta} + \int_{-\infty}^{\infty} d\theta' K(\theta - \theta' + i\phi_1) L_{1,1}(\theta') \\
- \int_{-\infty}^{\infty} d\theta' K(\theta - \theta' + i\phi_2) L_{1,2}(\theta') + \cdots,
\]

\[
\log Y_{1,2}(\theta - \frac{\pi i}{3}) = m_{1,2} e^{\theta - \frac{\pi i}{3}} + \int_{-\infty}^{\infty} d\theta' K(\theta - \theta' + i\phi_2 - \frac{\pi i}{3}) L_{1,2}(\theta') \\
- \int_{-\infty}^{\infty} d\theta' K(\theta - \theta' + i\phi_1 - \frac{\pi i}{3}) L_{1,1}(\theta') + \cdots,
\]

where the \( \cdots \) means the residue due to the shift of \( \theta \), which can be ignored in the discussion of discontinuity. From the pole structure of the kernels in the TBA equations, we find \( \log Y_{1,1}(\theta) \) is Borel non-summable in the directions

\[
\theta = \pm \left( \frac{\pi}{3} + n\pi \right) - \phi_1, \quad \pm \left( \frac{2\pi}{3} + n\pi \right) - \phi_1, \quad \pm \left( \pi + n\pi \right) - \phi_1, \quad \pm \left( \frac{2\pi}{3} + n\pi \right) - \phi_2,
\]

where \( n \in \mathbb{Z} \geq 0 \). \( \log Y_{1,2}(\theta - \frac{\pi i}{3}) \) is non-summable in the direction

\[
\theta = - \phi_1 - n\pi, \quad - \left( \frac{\pi}{3} - n\pi \right) - \phi_1, \quad \left( \frac{2\pi}{3} + n\pi \right) - \phi_1, \quad \pi - \phi_1 + n\pi, \quad - \phi_2 - n\pi, \quad - \left( \frac{\pi}{3} - n\pi \right) - \phi_2, \quad \left( \frac{2\pi}{3} + n\pi \right) - \phi_2, \quad \pi - \phi_2 + n\pi.
\]

When \( \text{Arg}(m_{1,1}) = \text{Arg}(m_{1,2}) = \frac{\pi}{3} \), i.e. the case studied in table 4.1, one finds the directions of non-summability of \( Y \)-functions from (4.40), which reproduce the locations of the discontinuity of \( s(\frac{i}{3}\Pi_{1,1})(\theta) \) and \( s(\frac{i}{3}\Pi_{1,2})(\theta) \) obtained from the Borel-Padé technique, See Fig.2.2. Since the exact WKB periods are uniquely determined by their asymptotic behaviors and the discontinuity [60], we thus expect our TBA equations provide the exact form of the WKB periods.

### 5 Wall-crossing of TBA equations

In \( \mathcal{N} = 2 \) supersymmetric gauge theory, the BPS spectrum can be expressed by using the central charge in the \( \mathcal{N} = 2 \) SUSY algebra:

\[
Z(\vec{n}_e, \vec{n}_m) = \vec{a} \cdot \vec{n}_e + \vec{a}_D \cdot \vec{n}_m, \quad M(\vec{n}_e, \vec{n}_m) = |Z(\vec{n}_e, \vec{n}_m)|,
\]
where $M$ is the mass of the BPS particle with charge $(\vec{n}_e, \vec{n}_m)$, $\vec{a}$ is the vev of the scalars in the Cartan subalgebra, and $\vec{a}_D$ is its dual. The central charge corresponds to the SW period $\Pi_\gamma$ of the low-energy effective theory, associated with the cycle $\gamma = n^e_i \alpha^i + n^m_i \beta^i$, where $\alpha^i$ and $\beta^i$ are one-cycle for $a^i$ and $a^i_D$, respectively. Let us consider the decay process $\gamma_0 \to \sum_{i=1}^p \gamma_i$. From the conservation of the charges and masses, one finds that the phase of each $\Pi_{\gamma_i}$ in the decay process has to be the same value. In other words, when the vectors of the SW periods are in parallel, which leads to the wall of marginal stability in the moduli space, the BPS particle is unstable. Let us spell out this in detail in the case of $(A_2, A_2)$ AD theory, where we have seen two independent SW periods $\Pi^{(0)}_{\gamma_{1,1}}$ and $\Pi^{(0)}_{\gamma_{1,2}}$. The marginal stability walls are located at

$$\text{Im} \left( \frac{\Pi^{(0)}_{\gamma_{1,2}}}{\Pi^{(0)}_{\gamma_{1,1}}} \right) = \left| \frac{\Pi^{(0)}_{\gamma_{1,1}}}{\Pi^{(0)}_{\gamma_{1,2}}} \right| \sin \left( \phi_1 - \phi_2 + \frac{\pi}{3} \right) = 0, \quad (5.2)$$

where we used $m_{1,1} = \Pi^{(0)}_{\gamma_{1,1}}$ and $m_{1,2} = e^{\frac{\pi}{3}} \Pi^{(0)}_{\gamma_{1,2}}$, and $\phi_k$ is the phase of $m_{1,k}$. The condition (5.2) thus leads to half of the marginal stability conditions. Note that $\Pi^{(0)}_{\gamma_{2,2}} = e^{\frac{2\pi}{3}} \Pi^{(0)}_{\gamma_{1,2}}$, which implies $m_{1,2} = e^{-\frac{\pi}{3}} \Pi^{(0)}_{\gamma_{2,2}}$. Then the marginal stability condition

$$\text{Im} \left( \frac{\Pi^{(0)}_{\gamma_{2,2}}}{\Pi^{(0)}_{\gamma_{1,1}}} \right) = \left| \frac{\Pi^{(0)}_{\gamma_{1,1}}}{\Pi^{(0)}_{\gamma_{2,2}}} \right| \sin \left( \phi_2 + \frac{\pi}{3} - \phi_1 \right) = 0 \quad (5.3)$$

leads to the remaining half of the marginal stability conditions. Therefore, the marginal stability walls are located at

$$\phi_2 - \phi_1 = \pm \frac{\pi}{3}, \quad \pm \frac{2\pi}{3}, \quad (5.4)$$

which is nothing but the locations of the pole in the TBA equations.

The marginal stability walls divide the moduli space into several chambers. Crossing these walls, we have to modify the TBA equation, which is called the wall-crossing of the TBA equations. The chamber with the minimal (maximal) number of BPS spectrum is called the minimal (maximal) chamber. Note that the general structure of the wall-crossing of the BPS spectrum in the rank one gauge theory is first presented in [30]. However, the general case for higher rank gauge theory/higher order ODE is not well known\(^8\). The TBA equations presented in the previous section are valid in the minimal chamber of moduli space. In this section, we analytically continue the TBA equations to

\(^8\)See [38] for higher rank cases.
the whole moduli space, and show the identification between new Y-functions and WKB periods.

5.1 General procedure of wall-crossing of TBA equations

Now we will see how the TBA equations change under the wall-crossing. Let us consider the TBA equations (4.15) of \((A_2, A_N)\)-type in the minimal chamber, which are written as

\[
\log Y_{1,1}(\theta - i\phi_1) = |m_{1,1}|e^\theta + K * L_{1,1} - K_{1,2} * L_{1,2}, \\
\log Y_{1,2}(\theta - i\phi_2) = |m_{1,2}|e^\theta - K_{2,1} * L_{1,1} + K * L_{1,2} - K_{2,3} * L_{1,3}, \\
\log Y_{1,3}(\theta - i\phi_3) = |m_{1,3}|e^\theta + K * L_{1,3} - K_{3,2} * L_{1,2} - K_{3,4} * L_{1,4}, \cdots.
\]

(5.5)

The TBA equations (5.5) are valid only in the minimal chamber, namely the region

\[
|\phi_k - \phi_{k\pm 1}| < \frac{\pi}{3}.
\]

(5.6)

When the moduli parameters change such that \(\phi_k - \phi_{k\pm 1}\) crosses \(\pm \frac{\pi}{3}, \pm \frac{2\pi}{3}, \cdots\), one needs to modify the TBA equations by picking the contributions of the poles of the kernels, as discussed in the previous section. This modification of TBA equations is known as the wall-crossing of the TBA equations \[32, 61, 62]\(^9\).

Without loss of generality, we consider the situation where \(\phi_2 - \phi_1\) crosses \(\pi/3\) while all other \(\phi_k - \phi_{k\pm 1}\) < \(\pi/3\). Other situations of \((A_2, A_N)\) can be treated in a similar way. We thus need to pick the residue of the pole in the kernels of the first and the second TBA equations:

\[
\log Y_{1,1}(\theta - i\phi_1) = |m_{1,1}|e^\theta + K * L_{1,1} - K_{1,2} * L_{1,2} - L_{1,2}(\theta - \frac{\pi i}{3} - i\phi_1), \\
\log Y_{1,2}(\theta - i\phi_2) = |m_{1,2}|e^\theta - K_{2,1} * L_{1,1} + K * L_{1,2} - K_{2,3} * L_{1,3} - L_{1,1}(\theta + \frac{\pi i}{3} - i\phi_2), \\
\log Y_{1,3}(\theta - i\phi_3) = |m_{1,3}|e^\theta + K * L_{1,3} - K_{3,2} * L_{1,2} - K_{3,4} * L_{1,4}, \cdots,
\]

(5.7)

while other TBA equations keep the same form. To obtain a closed system, we also need to shift the spectral parameter of \(Y_{1,1}\) and \(Y_{1,2}\) to obtain the equations for \(\log Y_{1,1}(\theta + \frac{\pi i}{3} - i\phi_2)\) and \(\log Y_{1,2}(\theta - \frac{\pi i}{3} - i\phi_1)\). We thus obtain a closed system with \(N + 2\) TBA equations.

---

9This idea was originally used to calculate the excited states of the integrable model in finite volume [63]. However, the origins of the poles are different. In [63], the pole appears when \(1 + Y = 0\). See also [24] for its application to the Schrödinger equation with centrifugal potential.
Similarly, as in the case in the minimal chamber, one can find the constant value of the equations associated with $Y$ to absorb the residue in the right hand side of (5.7), satisfying appropriate value and then take the summation $Y$ in terms of the new Y-functions equations. Using the relation (5.9), it is easy to rewrite the effective central charge (4.20) $N(5.10),(5.11)$ and other $N-3$ TBA equations provide a closed system with $N+1$ TBA equations. Using the relation (5.9), it is easy to rewrite the effective central charge (4.20) in terms of the new Y-functions

\[
Y_{1,1}(\theta) = Y_{1,1}(\theta)(1 + \frac{1}{Y_{1,2}(\theta - \frac{\pi i}{3})}), \quad Y_{1,2}(\theta) = Y_{1,2}(\theta)(1 + \frac{1}{Y_{1,1}(\theta + \frac{\pi i}{3})}),
\]

\[
Y_{12}(\theta) = \frac{1 + \frac{1}{Y_{1,2}(\theta - \frac{\pi i}{3})} + \frac{1}{Y_{1,1}(\theta)}}{Y_{1,1}(\theta)Y_{1,2}(\theta - \frac{\pi i}{3})}, \quad Y_{1,k>2} = Y_{1,k>2}
\]

to absorb the residue in the right hand side of (5.7), satisfying

\[
(1 + \frac{1}{Y_{1,1}(\theta)}) = (1 + \frac{1}{Y_{1,1}(\theta)}) (1 + \frac{1}{Y_{12}(\theta)}),
\]

\[
(1 + \frac{1}{Y_{1,2}(\theta)}) = (1 + \frac{1}{Y_{1,2}(\theta)}) (1 + \frac{1}{Y_{12}(\theta + \frac{\pi i}{3})}),
\]

\[
Y_{1,1}(\theta)Y_{1,2}(\theta - \frac{\pi i}{3}) = Y_{12}(\theta) (1 + \frac{1}{Y_{12}(\theta)}).
\]

From (5.9), one finds the mass for the Y-function $Y^n_{12}(\theta)$ is $m_{12} = m_{1,1} + m_{1,2}e^{-\frac{\pi i}{3}}$, whose phase is defined by $\phi_{12}$. The first three TBA equations (5.7) thus become

\[
\log Y^n_{1,1}(\theta - i\phi_1) = |m_{1,1}| e^\theta + K \ast L^n_{1,1} - K_{1,2} \ast L^n_{1,2} + K^-_{1,12} \ast L^n_{12},
\]

\[
\log Y^n_{1,2}(\theta - i\phi_2) = |m_{1,2}| e^\theta + K \ast L^n_{1,2} - K_{2,1} \ast L^n_{1,1} - K_{2,3} \ast L^n_{1,3} - K^-_{2,12} \ast L^n_{12},
\]

\[
\log Y^n_{1,3}(\theta - i\phi_3) = |m_{1,3}| e^\theta + K \ast L^n_{1,3} - K_{3,2} \ast L^n_{1,2} - K^+_{3,12} \ast \hat{L}^n_{12} - K_{3,4} \ast \hat{L}^n_{1,4},
\]

where $K^\pm(\theta) = K^{[\pm 1]}(\theta) = K(\theta \pm \frac{\pi i}{3})$. We have shifted the integral path associated with $Y^n_{12}$ because the values $|\phi_{12} - \phi_1|, |\phi_2 - \frac{\pi i}{3} - \phi_{12}|$ are small enough. To obtain the TBA equations associated with $Y^n_{12}$, we evaluate the first two TBA equations in (5.7) at the appropriate value and then take the summation

\[
\log Y^n_{12}(\theta - i\phi_{12}) = |m_{12}| e^\theta + K \ast L^n_{12} - K^-_{12,3} \ast \hat{L}^n_{13} + K^+_{12,1} \ast \hat{L}^n_{1,1} - K^+_{12,2} \ast \hat{L}^n_{12}.
\]

(5.10),(5.11) and other $N-3$ TBA equations provide a closed system with $N+1$ TBA equations. Using the relation (5.9), it is easy to rewrite the effective central charge (4.20) in terms of the new Y-functions

\[
c_{\text{eff}} = 2 \times \frac{6}{\pi^2} \int_{-\infty}^\infty \left(|m_{12}| e^\theta L^n_{12} + \sum_{k=1}^N |m_{1,k}| e^\theta \hat{L}^n_{1,k} \right) d\theta.
\]

Similarly, as in the case in the minimal chamber, one can find the constant value of the Y-function at $\theta \to -\infty$ through

\[
\log \tilde{Y}(-\infty - i\phi) = M \cdot \tilde{L}(-\infty),
\]

\[29\]
where \(\vec{Y}\) and \(\vec{L}\) are the vector of \((Y_{1,k}^n(-\infty-i\phi), Y_{12}^n(-\infty-i\phi_{12}))\) and \((L_{1,k}^n(-\infty), L_{12}^n(-\infty))\), respectively. \(M\) is a constant matrix which can be obtained by the integration of the kernel. \(M\) represents the connection matrix of the \(Y\)-functions in the TBA equations at \(\theta \to -\infty\) \cite{21}. The matrix \(M\) can also be obtained from the Fourier transform of the kernel matrix evaluated at zero momentum. Using the Rogers dilogarithm identity and the constant solution of the new \(Y\)-function, one finds the value of the effective central charge is the same as the one in the minimal chamber.

From the asymptotic behavior of the TBA equations, we find the new \(Y\)-functions \(Y_{1,1}^n\) and \(Y_{1,2}^n\) are related to the cycles \(\hat{\gamma}_{1,1} = \gamma_{1,1}\) and \(\hat{\gamma}_{1,2} = \gamma_{3,2}\). We thus find that the new \(Y\)-functions are identified with the WKB periods at the region \(\pi/3 < \phi_2 - \phi_1 < 2\pi/3\):

\[
\log Y_{1,1}^n(\theta) = e^{\theta} \Pi_{\hat{\gamma}_{1,1}}, \quad \log Y_{1,2}^n(\theta) = e^{\frac{\pi i}{3}} \left(e^{\theta} \Pi_{\hat{\gamma}_{1,2}}(\theta + \frac{\pi i}{3})\right).
\]

Noting the relation

\[
m_{12} = m_{1,1} + e^{-\frac{\pi i}{3}} m_{1,2} = \Pi_{\hat{\gamma}_{1,1}}^{(0)} + \Pi_{\hat{\gamma}_{1,2}}^{(0)},
\]

we find \(Y_{1,2}^n\) is related to the cycle \(\hat{\gamma}_{1,1} + \hat{\gamma}_{1,2}\):

\[
\log Y_{1,2}^n(\theta) = e^{\theta} \Pi_{\hat{\gamma}_{1,1}}(\theta) + e^{\theta} \Pi_{\hat{\gamma}_{1,2}}(\theta) = e^{\theta} \Pi_{\hat{\gamma}_{1,1} + \hat{\gamma}_{1,2}}.
\]

One has to pick the contribution of the pole in the TBA equation of log \(Y_{1,2}^n(\theta - \frac{\pi i}{3})\) if one wants to compute \(e^{\theta} \Pi_{\hat{\gamma}_{1,2}}(\theta)\) from the second equation of (5.14). From the viewpoint of the Gauge theory, the basis of BPS states changes from \((\hat{\gamma}_{1,1}, \hat{\gamma}_{1,2}, \cdots, \hat{\gamma}_{1,N})\) to \((\hat{\gamma}_{1,1}, \hat{\gamma}_{1,2}, \cdots, \hat{\gamma}_{1,N}, \hat{\gamma}_{1,1} + \hat{\gamma}_{1,2})\) in the progress of wall-crossing \cite{30}. We thus need to identify the WKB periods with the new \(Y\)-functions rather than the original one. Similar redefinitions are found for further wall-crossings. We will repeat this procedure from the minimal chamber to the maximal chamber for non-trivial examples of \((A_2, A_2)\) and \((A_2, A_3)\) in the following. The first wall-crossing of \((A_2, A_2)\) TBA has been studied in \cite{46}. We, however, repeat the analysis here for completeness.

\section{5.2 \((A_2, A_2)\)}

In this subsection, we study the wall-crossing of the \((A_2, A_2)\) TBA equations and compare the \(Y\)-functions with the WKB periods in each chamber. Let us consider particular points in the minimal chamber and the maximal chamber with the potential \(p(x) = (x - 3)(x + 1)(x + 2) = x^3 - 7x - 6\) and \(p(x) = x^3 - 8\), respectively. These two sets of branch points are interpolated by the path

\[
x_0(t) = 3 - t, \quad x_1(t) = -1 + \sqrt{3}it, \quad x_2(t) = -2 + t - \sqrt{3}it, \quad 0 \leq t \leq 1
\]
whose potential is given by \( p(x,t) = (x-x_0(t))(x-x_1(t))(x-x_2(t)) \). From this potential, we are able to compute the classical periods and masses for Y-functions through (4.4) for \( 0 \leq t \leq 1 \). The difference of phases \( \phi_1 \) and \( \phi_2 \) for \( 0 \leq t \leq 1 \) are plotted in figure 5.1. In the path (5.17), we thus find two walls associated with \( \phi_2 - \phi_1 \):

\[
\begin{align*}
  t &= 0.162117..., \quad \phi_2 - \phi_1 = \frac{\pi}{3}, \quad \text{Im} \left( \frac{\Pi^{(0)}(\gamma_2,0)}{\Pi^{(0)}(\gamma_1,1)} \right) = 0, \\
  t &= 0.397459..., \quad \phi_2 - \phi_1 = \frac{2\pi}{3}, \quad \text{Im} \left( \frac{\Pi^{(0)}(\gamma_2,2)}{\Pi^{(0)}(\gamma_1,1)} \right) = 0.
\end{align*}
\]

5.2.1 The first wall-crossing

The first wall-crossing occurs when \( \phi_2 - \phi_1 \) cross \( \frac{\pi}{3} \). Following the general procedure in the previous subsection, we define the new Y-functions

\[
\begin{align*}
  Y^{(1)}_{1,1}(\theta) &= Y_{1,1}(\theta) \left( 1 + \frac{1}{Y_{1,2}(\theta - \frac{\pi i}{3})} \right), \\
  Y^{(1)}_{1,2}(\theta) &= Y_{1,2}(\theta) \left( 1 + \frac{1}{Y_{1,1}(\theta + \frac{\pi i}{3})} \right), \\
  Y^{(1)}_{12}(\theta) &= 1 + \frac{\frac{1}{Y_{1,2}(\theta - \frac{\pi i}{3})} + \frac{1}{Y_{1,1}(\theta)}}{Y_{1,1}(\theta)Y_{1,2}(\theta - \frac{\pi i}{3})},
\end{align*}
\]

where the superscript \( (i) \) labels the Y-function after the \( i \)-th wall-crossing. The TBA equations (5.10) and (5.11) read

\[
\begin{align*}
  \log Y^{(1)}_{1,1}(\theta - i\phi_1) &= |m_{1,1}| e^\theta + K \star \overline{L}_{1,1}^{(1)} - K_{1,2} \star \overline{L}_{1,2}^{(1)} + K_{1,12}^- \star \overline{L}_{12}^{(1)}, \\
  \log Y^{(1)}_{1,2}(\theta - i\phi_2) &= |m_{1,2}| e^\theta + K \star \overline{L}_{1,2}^{(1)} - K_{2,1} \star \overline{L}_{1,1}^{(1)} - K_{2,12}^- \star \overline{L}_{12}^{(1)}, \\
  \log Y^{(1)}_{12}(\theta - i\phi_{12}) &= |m_{1,2}| e^\theta + K \star \overline{L}_{12}^{(1)} + K_{12,1}^+ \star \overline{L}_{1,1}^{(1)} - K_{12,2}^+ \star \overline{L}_{1,2}^{(1)}.
\end{align*}
\]
The matrix $M$ introduced in (5.13) now becomes
\begin{equation}
M^{(1)} = \begin{pmatrix}
1 & 0 & 1 \\
0 & 1 & 1 \\
1 & 1 & 1 \\
\end{pmatrix},
\end{equation}
where the vector $\hat{Y}^{(1)}$ is arrayed by $(Y_{1,1}^{(1)}(-\infty - i\phi_1), Y_{1,2}^{(1)}(-\infty - i\phi_2), Y_{12}^{(1)}(-\infty - i\phi_{12}))^t$.

We thus can find the constant solutions and the effective value $c_{\text{eff}} = 2$.

The new $Y$-functions $Y_{1,1}^{(1)}, Y_{1,2}^{(1)}$ and $Y_{12}^{(1)}$ are associated with the cycles $\hat{\gamma}_{1,1}, \hat{\gamma}_{1,2}$ and $\hat{\gamma}_{1,1} + \hat{\gamma}_{1,2}$ respectively by
\begin{equation}
\log Y_{1,1}^{(1)}(\theta) = e^{\theta \Pi_{\hat{\gamma}_{1,1}}}, \quad \log Y_{1,2}^{(1)}(\theta) = e^{\frac{2\pi i}{3} \theta \Pi_{\hat{\gamma}_{1,2}}(\theta + \frac{\pi i}{3})}, \quad \log Y_{12}^{(1)}(\theta) = e^{\theta \Pi_{\hat{\gamma}_{1,1} + \hat{\gamma}_{1,2}}(\theta)},
\end{equation}
which is valid in the region $\pi/3 < |\phi_2 - \phi_1| < 2\pi/3$. To test these identifications, we compare the expansion of WKB periods with the $e^{-\theta}$ expansion of the TBA equations
\begin{equation}
\log Y_{1,k}^{(1)}(\theta) = m_{1,k}e^{\theta} + \sum_{n=1}^{\infty} m_{(1),n}^{(1),k} e^{-n\theta}, \quad \log Y_{12}^{(1)}(\theta) = m_{12}e^{\theta} + \sum_{n=1}^{\infty} m_{(1),n}^{(1),12} e^{-n\theta}.
\end{equation}

To avoid confusion with many superscripts, we will omit the superscript (1) or (i) for the further wall-crossing on the right hand side. In table 5.1, we perform the numerical comparison of the $\epsilon$ expansion of (5.23) at $t = \frac{1}{5}$, which shows the agreement in high precision. The way of the first wall-crossing can be visualized by plotting the classical periods on the complex plane, see Fig.5.2. Before the wall-crossing (left), we plot the vectors of the classical periods $\Pi_{\gamma_{1,1}} = \Pi_{\hat{\gamma}_{1,1}}, \Pi_{\gamma_{1,2}}$ and $\Pi_{\gamma_{3,2}} = \Pi_{\hat{\gamma}_{3,2}}$ corresponding to the $Y$-functions $Y_{1,1}, Y_{2,2}$ and $Y_{1,2}$, respectively. At the wall of the first wall-crossing, $\Pi_{\gamma_{1,1}}^{(0)}$ and $\Pi_{\gamma_{3,2}}^{(0)}$ are in parallel; see the middle of the figure and (5.18) for the condition of the marginal stability of the first wall-crossing. We thus need to introduce a new period related to the cycle $\gamma_{1,1} + \gamma_{3,2}$ to obtain a closed system. After the first wall-crossing (right), we thus need to consider vectors of four periods, including $\Pi_{\gamma_{1,1}} + \Pi_{\gamma_{3,2}}$.

### 5.2.2 The second wall-crossing

As $t$ increases to the value of $t = 0.397459...$, one arrives at the second wall-crossing with $\phi_2 - \phi_1 = \frac{2\pi}{3}$. We pick the poles in the first two TBA equations in (5.21) and introduce
Table 5.1: The WKB periods $\Pi_{\gamma_{1,1}}^{(n)}$, $e^{\pi i (1-n)} \Pi_{\gamma_{1,2}}^{(n)}$ and $\Pi_{\gamma_{1,2}}^{(n)}$, and the masses $m_{1,1}^{(n-1)}$, $m_{1,2}^{(n-1)}$ and $m_{12}^{(n-1)}$ for $t = \frac{1}{5} = 0.2$.

Figure 5.2: The classical periods in the process of the first wall-crossing. The vectors of the classical periods before, middle and after the wall-crossing are shown from left to right. The arrows labeled by a,b,c,d and e represent the periods $\Pi_{\gamma_{1,1}}^{(0)}$, $\Pi_{\gamma_{3,2}}^{(0)}$, $\Pi_{\gamma_{1,2}}^{(0)}$ and $\Pi_{\gamma_{1,1} \gamma_{3,2}}^{(0)}$ respectively.
the new $Y$-functions. We find a closed TBA system:

\[
\begin{align*}
\log Y_{1,1}^{(2)} (\theta - i \phi_1) &= |m_{1,1}| e^\theta + K \ast \bar{T}_{1,1}^{(2)} - K_{1,2}^{-} \ast \bar{T}_{1,2}^{(2)} + K_{1,12}^{-} \ast \bar{T}_{12}^{(2)} \\
+ (K_{1,12}^{+} + K_{1,12}^{-}) \ast \bar{T}_{12}^{(2)}, \\
\log Y_{1,2}^{(2)} (\theta - i \phi_2) &= |m_{1,2}| e^\theta - K_{2,1} \ast \bar{T}_{1,1}^{(2)} + K \ast \bar{T}_{1,2}^{(2)} - K_{2,12}^{+} \ast \bar{T}_{12}^{(2)} \\
- (K_{2,12}^{-} + K_{2,12}^{+}) \ast \bar{T}_{12}^{(2)}, \\
\log Y_{12}^{(2)} (\theta - i \phi_2) &= |m_{12}| e^\theta + K_{12,1}^{+} \ast \bar{T}_{1,1}^{(2)} - K_{12,2}^{+} \ast \bar{T}_{1,2}^{(2)} + K \ast \bar{T}_{1,2}^{(2)} \\
+ (K_{12,12}^{-} + K_{12,12}^{+}) \ast \bar{T}_{12}^{(2)} + 3K \ast \bar{T}_{12}^{(2)}, \\
\end{align*}
\]

(5.25)

where we have introduced the new $Y$-functions $Y_{1,1}^{(2)}$, $Y_{1,2}^{(2)}$, and $Y_{12}^{(2)}$ defined by

\[
\begin{align*}
Y_{1,1}^{(2)} (\theta) &= Y_{1,1}^{(1)} (\theta) (1 + \frac{1}{Y_{1,2}^{(1)} (\theta - \frac{2\pi i}{3})}), \\
Y_{1,2}^{(2)} (\theta) &= Y_{1,2}^{(1)} (\theta) (1 + \frac{1}{Y_{1,1}^{(1)} (\theta + \frac{2\pi i}{3})}), \\
Y_{12}^{(2)} (\theta) &= 1 + \frac{1}{Y_{1,1}^{(1)} (\theta - \frac{2\pi i}{3})} + \frac{1}{Y_{1,2}^{(1)} (\theta + \frac{2\pi i}{3})}, \\
Y_{12}^{(1)} (\theta) &= Y_{12}^{(1)} (\theta). \\
\end{align*}
\]

The mass of the new $Y$-function $Y_{12}^{(2)} (\theta)$ is

\[
m_{12} = m_{1,1} + e^{-\frac{2\pi i}{3}} m_{1,2} = \Pi_{\gamma_{1,1} - \gamma_{1,2}}^{(0)},
\]

(5.27)

whose phase is defined by $\phi_{12}$. The connection matrix $M$ and the vector $\tilde{Y}^{(2)}$ become

\[
M^{(2)} = \begin{pmatrix}
1 & 1 & 1 & 2 \\
1 & 1 & 1 & 2 \\
1 & 1 & 1 & 2 \\
2 & 2 & 2 & 3
\end{pmatrix}, \quad 
\tilde{Y}^{(2)} = \begin{pmatrix}
Y_{1,1}^{(2)} (-\infty - i \phi_1) \\
Y_{1,2}^{(2)} (-\infty - i \phi_2) \\
Y_{12}^{(2)} (-\infty - i \phi_{12})
\end{pmatrix}.
\]

(5.28)

We thus can find the constant solutions and the effective value $c_{\text{eff}} = 2$.

The new $Y$-function $Y_{12}^{(2)} (\theta)$ is thus related to the cycle $\gamma_{1,1} - \gamma_{1,2}$. In this chamber, the WKB periods are identified with the new $Y$-functions as

\[
\begin{align*}
\log Y_{1,1}^{(2)} (\theta) &= e^\theta \Pi_{\gamma_{1,1}}, \quad \log Y_{1,2}^{(2)} (\theta) = e^{\frac{\pi i}{3}} e^\theta \Pi_{\gamma_{1,2}} (\theta + \frac{\pi i}{3}), \\
\log Y_{12}^{(2)} (\theta) &= e^\theta \Pi_{\gamma_{1,1} + \gamma_{1,2}}, \quad \log Y_{12}^{(2)} (\theta) = e^\theta \Pi_{\gamma_{1,1} - \gamma_{1,2}} (\theta).
\end{align*}
\]

(5.29)
To test these identifications, we compare the $\epsilon$ expansion of WKB periods with the expansion of the TBA equations:

$$
\log Y^{(2)}_{a,k}(\theta) = m_{a,k} e^{\theta} + \sum_{n=1}^{\infty} m^{(n)}_{a,k} e^{-n\theta},
$$

$$
\log Y^{(2)}_{12}(\theta) = m_{12} e^{\theta} + \sum_{n=1}^{\infty} m^{(n)}_{12} e^{-n\theta},
$$

$$
\log Y^{(2)}_{\tilde{12}}(\theta) = m_{\tilde{12}} e^{\theta} + \sum_{n=1}^{\infty} m^{(n)}_{\tilde{12}} e^{-n\theta}.
$$

In table 5.2, we perform the numeric comparison of (5.29) in the $\epsilon$ expansion, which shows good agreement numerically\(^\text{10}\). This process of the second wall-crossing can be visualized by plotting the classical period on the complex plane, see Fig.5.3. Before the second wall-crossing (left), we plot the vectors of the classical periods $\Pi_{\gamma_{1,1}}, \Pi_{\gamma_{1,2}}, \Pi^{(0)}_{\gamma_{1,1}+\gamma_{3,2}}$ and $\Pi^{(0)}_{\gamma_{1,1}-\gamma_{1,2}}$ corresponding to the Y-functions $Y^{(i)}_{1,1}, Y^{(i)}_{2,2}, Y^{(i)}_{1,2}$ and $Y^{(i)}_{\tilde{12}}$, respectively.

At the second wall, $\Pi^{(0)}_{\gamma_{1,1}}$ and $\Pi^{(0)}_{\gamma_{1,2}}$ are in parallel; see the middle of the figure and (5.19) for the condition of the marginal stability of the second wall-crossing. We thus need to introduce a new period $\Pi^{(0)}_{\gamma_{1,1}-\gamma_{1,2}}$ related to the cycle $\gamma_{1,1} - \gamma_{1,2}$ to obtain a closed system. In the new four TBA equations, one finds many new types of kernels, which could have led to new poles and further wall-crossing. We have checked numerically that no new wall-crossing occurs. We thus conclude that the TBA equations are valid in the region $2\pi/3 < \phi_2 - \phi_1 < \pi$ ($0.397459... < t \leq 1$).

\(^{10}\) In [45], the authors have studied numerically the spectral coordinates obtained from the TBA-like equations and those obtained by solving the ODE for $(A_2, A_2)$. 
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\[
\begin{array}{c|c|c}
\hline
n & \Pi^{(n)}_{\gamma_1,1} & m^{(n-1)}_{1,1} \\
\hline
0 & -8.308190190 + 7.043627188i & -8.308190190 + 7.043627188i \\
2 & -0.090010340904 - 0.1441424592i & -0.090010340904 - 0.1441424592i \\
6 & -0.30183306296 + 0.03546352561i & -0.01783306296 + 0.03546352561i \\
8 & -0.07558676701 + 0.1018527964i & -0.07558676698 + 0.1018527964i \\
12 & 5.797603169 - 3.782968514i & 5.797602298 - 3.782967938i \\
\hline
n & e^{\frac{2}{\gamma}(1-n)}\Pi^{(n)}_{\gamma_1,1} & m^{(n-1)}_{1,2} \\
\hline
0 & -0.2795945545 - 3.111293527i & -0.2795945545 - 3.111293527i \\
2 & 0.009010340904 + 0.1441424592i & 0.009010340904 + 0.1441424592i \\
6 & 0.1783306296 - 0.03546352561i & 0.1783306296 - 0.03546352561i \\
8 & 0.07558676701 - 0.1018527964i & 0.07558676698 - 0.1018527964i \\
12 & -5.797603169 + 3.782968514i & -5.797602298 + 3.782967938i \\
\hline
n & \Pi^{(n)}_{\gamma_1,1+\gamma_1,2} & m^{(n-1)}_{12} \\
\hline
0 & -11.14244670 + 5.730116412i & -11.14244670 + 5.730116412i \\
2 & -0.1293362019 - 0.06426804547i & -0.1293362019 - 0.06426804547i \\
6 & -0.03962884557 + 0.002287877251i & -0.03962884557 + 0.002287877251i \\
8 & 0.05041372566 + 0.1163864586i & 0.05041372564 + 0.1163864586i \\
12 & 6.174948420 + 3.129387368i & 6.174947485 + 3.129386902i \\
\hline
n & \Pi^{(n)}_{\gamma_1,1-\gamma_1,2} & m^{(n-1)}_{12} \\
\hline
0 & -10.86285215 + 8.841409938i & -10.86285215 + 8.841409938i \\
2 & -0.1383465428 - 0.2084105046i & -0.1383465428 - 0.2084105046i \\
6 & -0.05746190853 - 0.03775140286i & -0.05746190853 - 0.03775140286i \\
8 & -0.02517304135 + 0.2182392551i & -0.02517304134 + 0.2182392550i \\
12 & 11.97255159 - 0.6535811464i & 11.97254978 - 0.6535810356i \\
\end{array}
\]

Table 5.2: The WKB periods \(\Pi^{(n)}_{\gamma_1,1}, e^{\frac{2}{\gamma}(1-n)}\Pi^{(n)}_{\gamma_1,1}, \Pi^{(n)}_{\gamma_1,2}, \Pi^{(n)}_{\gamma_1,1-\gamma_1,2}, \) and the masses \(m^{(n-1)}_{1,1}, m^{(n-1)}_{1,2}, m^{(n-1)}_{12} \) and \(m^{(n-1)}_{12} \) for \(t = \frac{3}{4} \simeq 0.428571 \ldots \).
5.2.3 Monomial potential

When \( t = 1 \) in (5.17), which is in the maximal chamber, we arrive at the monomial potential

\[
p(x) = x^3 - 8,
\]

and the TBA equations are given by (5.25). Using the method explained in section 2.2.1, one can compute the classical periods and the masses. We find

\[
|m_{1,1}| = |m_{1,2}| = |m_{12}|, \quad |m_{12}| = \sqrt{3}|m_{1,1}|
\]

and

\[
\phi_2 - \phi_1 = \pi, \quad \phi_{12} - \phi_1 = \frac{\pi}{3}, \quad \phi_{12} - \phi_1 = \frac{\pi}{6}.
\]

From the TBA equations, it is easy to find the relation

\[
\log Y^{(2)}_{1,1} (\theta - i\phi_1) = \log Y^{(2)}_{1,2} (\theta - i\phi_1 - \pi i) = \log Y^{(2)}_{12} (\theta - i\phi_1 - \frac{\pi i}{3}).
\]

We obtain a reduced TBA system

\[
\log Y^{(2)}_{1,1} (\theta - i\phi_1) = |m_{1,1}| e^\theta + 3K(\theta - \theta') \star \hat{L}^{(2)}_{1,1 treatment}
\]

\[
\quad + K(\theta - \theta' + \frac{\pi i}{6}) \star \hat{L}^{(2)}_{12} + K(\theta - \theta' - \frac{\pi i}{6}) \star \hat{L}^{(2)}_{12},
\]

\[
\log Y^{(2)}_{12} (\theta - i\phi_1 - \frac{\pi i}{6}) = \sqrt{3}|m_{1,1}| e^\theta + 3K(\theta - \theta') \star \hat{L}^{(2)}_{12 treatment}
\]

\[
\quad + 3K(\theta - \theta' + \frac{\pi i}{6}) \star \hat{L}^{(2)}_{1,1} + 3K(\theta - \theta' - \frac{\pi i}{6}) \star \hat{L}^{(2)}_{1,1}.
\]

Note that the TBA equations are \( D_4 \)-type TBA whose definition is given in Appendix A.1 [15, 64, 65]. From the wall-crossing, we can relate \( (A_2, A_2) \)-TBA and \( (D_4, A_1) \)-TBA, which shows the equivalence of the quantum SW curve of \( (A_2, A_2) \)-AD theory and \( (D_4, A_1) \)-AD theory at the special point in the moduli space [31, 47]. The ODE/IM correspondence for the third order ODE with monomial potential has been studied in [3], where the third order potential is related to the \( D_4 \) model by comparing the spectrum of NLIE and the TBA numerically. In the present work, we derived the TBA equations directly from those in the minimal chamber.

Since the monomial point is a special point after the second wall-crossing, the identifications between WKB periods and Y-functions should be the same as in (5.29). In table 5.3, we perform the numeric comparison of (5.29) in the \( \epsilon \) expansion for the monomial case, which shows good agreement again. The effective central charge of the TBA
whose potential is given by

We consider the path

We next study the process of wall-crossing of the $(A_2, A_3)$ TBA equations from the minimal chamber to the maximal chamber. This example contains more chambers than $(A_2, A_2)$ and shares similar features of general $(A_2, A_N)$ theory. We start with the point in the minimal chamber whose WKB curve has the branch points \{2, 1, -1, -4\}, and the potential is given by $p(x) = x^4 + 2x^3 - 9x^2 - 2x + 8$. We end with the monomial potential $p(x) = x^4 - 81$ in the maximal chamber, which has the turning points \{3, 3i, -3, -3i\}. We consider the path

$x_0(t) = 2t, \quad x_1(t) = 1 - t + 3it, \quad x_2(t) = -x_1(t), \quad x_3(t) = -4 + t, \quad 0 \leq t \leq 1, \quad (5.38)$

whose potential is given by $p(x; t) = (x - x_0(t))(x - x_1(t))(x - x_2(t))(x - x_3(t))$. For any $t$, we compute the classical periods and the masses for the $Y$-functions. Moreover, we

\begin{table}[h]
\centering
\begin{tabular}{c|c|c}
$n$ & $\Pi_{n,1}^{(n)}$ & $m_{1,1}^{(n-1)}$ \\
\hline
0 & $-5.299916251 + 9.179724222i$ & $-5.299916251 + 9.179724222i$ \\
2 & $-0.04277896287 - 0.07409533719i$ & $-0.04277896287 - 0.07409533719i$ \\
6 & $0.0001166129817 - 0.0002019796092i$ & $0.0001166129817 - 0.0002019796092i$ \\
8 & $-0.0003383735446 - 0.0005860801712i$ & $-0.0003383735445 - 0.0005860801710i$ \\
12 & $0.0001446736332 - 0.0002505820832i$ & $0.0001446736106 - 0.0002505820443i$ \\
\hline
0 & $-15.89974875 + 9.179724222i$ & $-15.89974875 + 9.179724222i$ \\
2 & $-0.1283368886 - 0.07409533719i$ & $-0.1283368886 - 0.07409533719i$ \\
6 & $0.0003498389452 - 0.0002019796092i$ & $0.0003498389452 - 0.0002019796092i$ \\
8 & $-0.0001015120634 - 0.0005860801712i$ & $-0.0001015120633 - 0.0005860801710i$ \\
12 & $0.0004340208996 - 0.0002505820832i$ & $0.0004340208323 - 0.0002505820443i$ \\
\end{tabular}
\caption{The quantum corrections for $t = 1$.}
\end{table}

\begin{equation}
\Pi_{2,1}^{(n)} = \prod_{n=0}^{12} m_{1,1}^{(n-1)}
\end{equation}

Comparing the first two terms in (5.30) and using (5.36), one finds

\begin{equation}
m_{1,1}^{(1)} m_{1,1}^{(n-1)} = \frac{\pi}{4\sqrt{3}} c_{\text{eff}} = \frac{\pi}{2\sqrt{3}}.
\end{equation}

Note that this relation is regarded as the special case of the PNP-type relation [66,67].

\section*{5.3 \quad (A_2, A_3)}

We next study the process of wall-crossing of the $(A_2, A_3)$ TBA equations from the minimal chamber to the maximal chamber. This example contains more chambers than $(A_2, A_2)$ and shares similar features of general $(A_2, A_N)$ theory. We start with the point in the minimal chamber whose WKB curve has the branch points \{2, 1, -1, -4\}, and the potential is given by $p(x) = x^4 + 2x^3 - 9x^2 - 2x + 8$. We end with the monomial potential $p(x) = x^4 - 81$ in the maximal chamber, which has the turning points \{3, 3i, -3, -3i\}. We consider the path

\begin{equation}
x_0(t) = 2t, \quad x_1(t) = 1 - t + 3it, \quad x_2(t) = -x_1(t), \quad x_3(t) = -4 + t, \quad 0 \leq t \leq 1, \quad (5.38)
\end{equation}

\text{whose potential is given by } p(x; t) = (x - x_0(t))(x - x_1(t))(x - x_2(t))(x - x_3(t)). \text{ For any } t, \text{ we compute the classical periods and the masses for the } Y\text{-functions. Moreover, we}
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compute the differences of the phases in the kernels of the TBA equations. For the kernel $K_{k_1,k_2}^{\pm n}$, if $\phi_{k_1} - \phi_{k_2} \mp n \pi$ crosses $\pm \pi/3, \pm 2\pi/3$, the wall-crossing occurs. The differences of the relevant phases in the kernels of the TBA equations for $0 \leq t \leq 1$ are plotted in figure 5.4.

Figure 5.4: The differences of the phases of the masses from $t = 0$ to $t = 1$, which are relevant to the wall crossing. The nine dotted vertical lines show the locations of the walls.

As $t$ increases, we find the nine walls in the moduli space, given by

\begin{align}
    t &= 0.123142..., \quad \phi_2 - \phi_1 = \frac{\pi}{3}, \quad \text{Im} \left( \frac{\Pi^{(0)}_{\gamma_3,2}}{\Pi^{(0)}_{\gamma_1,1}} \right) = 0, \quad (5.39) \\
    t &= 0.163685..., \quad \phi_2 - \phi_3 = \frac{\pi}{3}, \quad \text{Im} \left( \frac{\Pi^{(0)}_{\gamma_3,2}}{\Pi^{(0)}_{\gamma_3,3}} \right) = 0, \quad (5.40) \\
    t &= 0.202635..., \quad \phi_{12} - \phi_3 = 0, \quad \text{Im} \left( \frac{\Pi^{(0)}_{\gamma_1,1+\gamma_3,2}}{\Pi^{(0)}_{\gamma_3,3}} \right) = 0, \quad (5.41) \\
    t &= 0.290017..., \quad \phi_2 - \phi_1 = \frac{2\pi}{3}, \quad \text{Im} \left( \frac{\Pi^{(0)}_{\gamma_1,2}}{\Pi^{(0)}_{\gamma_1,1}} \right) = 0, \quad (5.42) \\
    t &= 0.366924..., \quad \phi_2 - \phi_3 = \frac{2\pi}{3}, \quad \text{Im} \left( \frac{\Pi^{(0)}_{\gamma_1,2}}{\Pi^{(0)}_{\gamma_3,3}} \right) = 0, \quad (5.43) \\
    t &= 0.434148..., \quad \phi_{12} - \phi_3 = 0, \quad \text{Im} \left( \frac{\Pi^{(0)}_{\gamma_1,1-\gamma_1,2}}{\Pi^{(0)}_{\gamma_3,3}} \right) = 0, \quad (5.44)
\end{align}
\[
t = 0.449568..., \quad \phi_{312} - \phi_2 = -\frac{2\pi}{3}, \quad \text{Im} \left( \frac{\Pi_{\gamma_1,1}^{(0)} + \gamma_2 + \gamma_3^{(0)}}{\Pi_{\gamma_1,2}^{(0)}} \right) = 0, \tag{5.45}
\]

\[
t = 0.608205..., \quad \phi_{23} - \phi_1 = \frac{\pi}{3}, \quad \text{Im} \left( \frac{\Pi_{\gamma_1,2}^{(0)} + \gamma_3^{(0)}}{\Pi_{\gamma_1,1}^{(0)}} \right) = 0, \tag{5.46}
\]

\[
t = 0.65489..., \quad \phi_{12} - \phi_3 = \frac{\pi}{3}, \quad \text{Im} \left( \frac{\Pi_{\gamma_1,2}^{(0)} + \gamma_2^{(0)}}{\Pi_{\gamma_1,3}^{(0)}} \right) = 0. \tag{5.47}
\]

In our choice of path \(0 \leq t \leq 1\), no other wall-crossing occurs at the same time, so that we only need to add one new Y-function for each wall-crossing. The TBA equations in each chamber are rather complicated. In Appendix B, we will show only the definition of new Y-functions for completeness. The TBA equations are valid at any point in the chamber, not only on the path. Here, we show the TBA equations at the typical chamber, which includes the symmetric potential. Since the symmetric potential plays an important role in the non-perturbative analysis of quantum mechanics [68], it would be worth writing down the TBA equations for the third order case. In the minimal chamber, we have Y-functions \(Y_{1,k}, k = 1, 2, 3\), whose masses are given by \(m_{1,k}\) with phase \(\phi_k, k = 1, 2, 3\). In the chamber after the \(i\)-th wall-crossing, we denote the Y-function by \(Y^{(i)}\).

**The symmetric case 1:** After the third wall-crossing, one obtains a closed system with six TBA equations with the Y-functions \(Y_{1,k}^{(3)}\) and the new type Y-functions \(Y_{12}^{(3)}(\theta), \ Y_{23}^{(3)}(\theta)\) and \(Y_{312}^{(3)}(\theta)\). See Appendix B for the definitions of the new Y-functions. The masses associated with these new Y-functions are

\[
m_{12} = m_{1,1} + m_{1,2}e^{-\frac{\pi i}{3}}, \quad m_{23} = m_{1,3} + m_{1,2}e^{-\frac{\pi i}{3}}, \quad m_{312} = m_{1,3} + m_{1,2}, \tag{5.48}
\]

whose phases are \(\phi_{12}, \phi_{23}\) and \(\phi_{312}\), respectively. In the symmetric case, i.e. \(m_1 = m_3\) and \(m_{12} = m_{23}\), the six TBA equations reduce to

\[
\log Y_{1,1}^{(3)}(\theta - i\phi_1) = |m_{1,1}|e^\theta + K \ast T_{1,1}^{(3)} - K_{2,1} \ast T_{1,2}^{(3)} + (K^{-1}_{1,12} - K_{1,12}^{+}) \ast T_{12}^{(3)} + K_{1,312} \ast T_{312}^{(3)},
\]

\[
\log Y_{1,2}^{(3)}(\theta - i\phi_2) = |m_{1,2}|e^\theta - 2K_{2,1} \ast T_{1,1}^{(3)} + K \ast T_{1,2}^{(3)} - 2K_{2,12}^{-} \ast T_{12}^{(3)} - (K_{2,312} + K_{2,312}^{+}) \ast T_{312}^{(3)},
\]

\[
\log Y_{1,2}^{(3)}(\theta - i\phi_1) = |m_{1,2}|e^\theta + (K^{+}_{12,1} - K_{12,3}^{-}) \ast T_{1,1}^{(3)} - K_{12,2}^{+} \ast T_{1,2}^{(3)} + K \ast T_{12}^{(3)} + K_{1,312}^{+} \ast T_{312}^{(3)},
\]

\[
\log Y_{312}^{(3)}(\theta - i\phi_{312}) = |m_{312}|e^\theta + 2K_{312,1}^{+} \ast T_{1,1}^{(3)} - (K_{312,2} + K_{312,2}^{+}) \ast T_{1,2}^{(3)} + 2K_{312,12}^{-} \ast T_{12}^{(3)} + K \ast T_{312}^{(3)}(\theta' - i\phi_3). \tag{5.49}
\]

In Table 5.4, we compare the \(\epsilon\) expansion of the Y-functions with the WKB periods, which show agreement in high precision.
| $n$ | $\Pi_{\gamma_{1,2}}^{(n)} e^{2\gamma (1-n) \bar{\Pi}_{\gamma_{1,2}}^{(n)}}$ | $m_{1,2}^{(n-1)}$ | $m_{1,3}^{(n-1)}$ |
|-----|-----------------------------------------------------------------|-----------------|-----------------|
| 0   | $-11.39881594 + 14.23487415i$                                    | $-11.39881594 + 14.23487415i$ |
| 2   | $0.01642381444 - 0.03753315426i$                                 | $0.01642381444 - 0.03753315426i$ |
| 6   | $0.00022288822227 - 0.00002208917405i$                            | $0.00022288822227 - 0.00002208917405i$ |
| 8   | $2.625484666 \times 10^{-6} + 4.618462473 \times 10^{-6}i$       | $2.625484666 \times 10^{-6} + 4.618462473 \times 10^{-6}i$ |
| 12  | $5.362388326 \times 10^{-7} + 8.038711226 \times 10^{-7}i$       | $5.362388326 \times 10^{-7} + 8.038711226 \times 10^{-7}i$ |

| $n$ | $e^{\frac{\gamma}{2} (1-n) \Pi_{\gamma_{1,2}}^{(n)}} m_{1,2}^{(n-1)}$ | $m_{1,3}^{(n-1)}$ |
|-----|-----------------------------------------------------------------|-----------------|
| 0   | $-9.359933633 - 9.149856867i$                                    | $-9.359933633 - 9.149856867i$ |
| 2   | $0.004980601291 + 0.05664415536i$                                | $0.004980601291 + 0.05664415536i$ |
| 6   | $-0.0002031318068 + 0.00002774220366i$                            | $-0.0002031318068 + 0.00002774220366i$ |
| 8   | $-2.07419509 \times 10^{-6} - 4.697564517 \times 10^{-6}i$       | $-2.07419509 \times 10^{-6} - 4.697564517 \times 10^{-6}i$ |
| 12  | $-5.119551461 \times 10^{-7} - 7.947194982 \times 10^{-7}i$       | $-5.119551461 \times 10^{-7} - 7.947194982 \times 10^{-7}i$ |

| $n$ | $\Pi_{\gamma_{1,2}+\gamma_{3,2}, 2\gamma_{3,3}}^{(n)} m_{1,23}^{(n-1)}$ | $m_{1,3}^{(n-1)}$ |
|-----|-----------------------------------------------------------------|-----------------|
| 0   | $-24.00279124 + 17.76588602i$                                    | $-24.00279124 + 17.76588602i$ |
| 2   | $-0.03014116243 - 0.004897749341i$                               | $-0.03014116243 - 0.004897749341i$ |
| 6   | $0.0003675708525 + 9.373658279 \times 10^{-6}i$                  | $0.0003675708525 + 9.373658279 \times 10^{-6}i$ |
| 8   | $5.656620120 \times 10^{-6} + 4.734140485 \times 10^{-7}i$       | $5.656620120 \times 10^{-6} + 4.734140485 \times 10^{-7}i$ |
| 12  | $-4.079860148 \times 10^{-7} + 8.498775356 \times 10^{-7}i$       | $-4.079860148 \times 10^{-7} + 8.498775356 \times 10^{-7}i$ |

| $n$ | $\Pi_{\gamma_{1,2}+\gamma_{3,2}+\gamma_{3,3}}^{(n)} m_{312}^{(n-1)}$ | $m_{1,3}^{(n-1)}$ |
|-----|-----------------------------------------------------------------|-----------------|
| 0   | $-35.40160718 + 32.00076016i$                                    | $-35.40160718 + 32.00076016i$ |
| 2   | $-0.01371734800 - 0.04243090360i$                                | $-0.01371734800 - 0.04243090360i$ |
| 6   | $5.964530772 \times 10^{-5} - 1.271551577 \times 10^{-5}i$       | $5.964530772 \times 10^{-5} - 1.271551577 \times 10^{-5}i$ |
| 8   | $8.282104786 \times 10^{-6} + 5.091876522 \times 10^{-6}i$       | $8.282104786 \times 10^{-6} + 5.091876522 \times 10^{-6}i$ |
| 12  | $1.282528178 \times 10^{-7} + 1.653748658 \times 10^{-6}i$       | $1.282528178 \times 10^{-7} + 1.653748658 \times 10^{-6}i$ |

Table 5.4: The quantum corrections for $p(x) = x^4 - 2(8 + i)x^2 + 32i$. 
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The symmetric case 2: After the sixth wall-crossing, we obtain nine TBA equations with Y-functions $Y_{1,1}^{(6)}$, $Y_{21}^{(6)}(\theta)$, $Y_{23}^{(6)}(\theta)$, $Y_{312}^{(6)}(\theta)$ and three new Y-functions $Y_{12}^{(6)}(\theta)$, $Y_{23}^{(6)}(\theta)$ and $Y_{312}^{(6)}(\theta)$. The masses of the new Y-functions are denoted by

$$m_{12} = m_{1,1} + e^{-\frac{2\pi i}{3}}m_{1,2}, \quad m_{23} = m_{1,3} + m_{1,2}e^{-\frac{2\pi i}{3}}, \quad m_{312} = m_{1,3} + m_{12} \quad (5.50)$$

with their phases $\phi_{12}$, $\phi_{23}$ and $\phi_{312}$, respectively. In the symmetric case, $m_1 = m_3$, $m_{12} = m_2$ and $m_{12} = m_{23}$, the nine TBA equations reduce to

$$\log Y_{1,1}^{(6)}(\theta - i\phi_1) = |m_{1,1}|e^{\theta} + K \ast \overline{T}_{1,1}^{(6)} - K_{1,2} \ast \overline{T}_{1,2}^{(6)}$$
$$+ (K_{1,12} - K_{1,12}^+) \ast \overline{T}_{1,2}^{(6)} + (K_{1,12} + 2K_{-1,12}) \ast \overline{T}_{1,2}^{(6)}$$
$$+ K_{-1,312} \ast \overline{T}_{312}^{(6)} + (K_{1,312} + K_{-1,312}^+) \ast \overline{T}_{312}^{(6)}$$

$$\log Y_{1,2}^{(6)}(\theta - i\phi_2) = |m_{1,2}|e^{\theta} - 2K_{2,1} \ast \overline{T}_{1,1}^{(6)} + K \ast \overline{T}_{1,2}^{(6)}$$
$$- 2K_{2,12} \ast \overline{T}_{1,2}^{(6)} - 2(K_{2,12} + K_{-2,12}^+) \ast \overline{T}_{1,2}^{(6)}$$
$$- (K_{2,312} + K_{-2,312}^+) \ast \overline{T}_{312}^{(6)} - (2K_{-2,312} + K_{-2,312}^+) \ast \overline{T}_{312}^{(6)}$$

$$\log Y_{12}^{(6)}(\theta - i\phi_1) = |m_{12}|e^{\theta} + (K_{1,12}^+ - K_{1,12}^+) \ast \overline{T}_{1,1}^{(6)} - K_{1,2} \ast \overline{T}_{1,2}^{(6)}$$
$$+ K \ast \overline{T}_{1,2}^{(6)} + (K_{1,12} + 2K_{1,12}^+) \ast \overline{T}_{1,2}^{(6)}$$
$$+ K_{1,2} \ast \overline{T}_{312}^{(6)} + 2K_{1,2} \ast \overline{T}_{312}^{(6)}$$

$$\log Y_{312}^{(6)}(\theta - i\phi_3) = |m_{312}|e^{\theta} + 2K_{312,1} \ast \overline{T}_{1,1}^{(6)} - (K_{312,2} + K_{312,2}^+) \ast \overline{T}_{1,2}^{(6)}$$
$$+ 2K_{312,12} \ast \overline{T}_{1,2}^{(6)} + 4K_{312,12} \ast \overline{T}_{1,2}^{(6)}$$
$$+ K \ast \overline{T}_{312}^{(6)} + (2K_{312,312} + K_{312,312}^+) \ast \overline{T}_{312}^{(6)}$$

$$\log Y_{12}^{(6)}(\theta - i\phi_2) = |m_{12}|e^{\theta} + (K_{1,12}^+ + 2K_{1,12}^+) \ast \overline{T}_{1,1}^{(6)} - (K_{1,2}^+ + K_{1,2}^+) \ast \overline{T}_{1,2}^{(6)}$$
$$+ (K_{1,12} + 2K_{1,12}^+) \ast \overline{T}_{1,2}^{(6)} + 5K(\theta - \theta') \ast \overline{T}_{1,2}^{(6)}$$
$$+ 2K_{1,2} \ast \overline{T}_{312}^{(6)} + (K_{1,2}^+ + 3K_{1,2}^+) \ast \overline{T}_{312}^{(6)}$$

$$\log Y_{312}^{(6)}(\theta - i\phi_3) = |m_{312}|e^{\theta} + 2(K_{312,1} + K_{312,1}^+) \ast \overline{T}_{1,1}^{(6)}$$
$$- (2K_{312,2} + K_{312,2}^+) \ast \overline{T}_{1,2}^{(6)} + 4K_{312,12} \ast \overline{T}_{1,2}^{(6)}$$
$$+ (6K_{312,12} + 2K_{312,12}^+) \ast \overline{T}_{1,2}^{(6)} + 5K(\theta - \theta') \ast \overline{T}_{312}^{(6)}$$
$$+ (2K_{312,312} + K_{312,312}^+) \ast \overline{T}_{312}^{(6)}.$$
The distribution of the branch points of the symmetric potential of case 2 is point-
symmetric about the origin as in the case of the symmetric potential 1, but closer to
that of monomial potential.

Monomial potential: After the ninth wall-crossing, we finally arrive at the maximal
chamber, where twelve TBA equations for the Y-functions \( Y_{1,k}, Y_{12}, Y_{23}, Y_{312}, Y_{12}, Y_{23}, Y_{312}, Y_{12}, Y_{23}, Y_{312}, Y_{12} \)
and the new Y-functions \( Y_{3122}, Y_{231}, Y_{231} \) appear. These equations are shown
in Appendix C. For the new Y-functions \( Y_{3122}, Y_{231}, Y_{231} \), their masses are defined by

\[
m_{3122} = m_{312} + m_{1,2} e^{-\frac{2\pi i}{3}}, \quad m_{231} = m_{1,1} + e^{-\frac{\pi i}{3}} m_{23}, \quad m_{312} = m_{1,3} + e^{-\frac{\pi i}{3}} m_{12},
\]

whose phases are denoted as \( \phi_{3122}, \phi_{231} \) and \( \phi_{312} \), respectively. There exists a maximally
symmetric point such that the potential becomes a monomial potential. In our example,
the potential is given by

\[
p(x) = x^4 - 81,
\]

which corresponds to \( t = 1 \). In general, for the monomial potential, the masses satisfy
the relations

\[
|m_{1,1}| = |m_{1,3}| = |m_{12}| = |m_{23}|, \quad |m_{1,2}| = |m_{312}|, \\
|m_{12}| = |m_{23}| = |m_{231}| = |m_{312}|, \quad |m_{312}| = |m_{3122}|, \\
|m_{1,2}| \sin(\pi/4) \quad |m_{12}| \sin(\pi/6) \quad |m_{312}| \sin(\pi/12) \quad |m_{1,1}| \sin(\pi/12)
\]

with the phase

\[
\phi_1 = \phi_3 = \frac{7\pi}{12}, \quad \phi_{12} = \phi_{23} = -\frac{11\pi}{12}, \\
\phi_{12} = \phi_{23} = \frac{5\pi}{6}, \quad \phi_{231} = \phi_{312} = \frac{2\pi}{3}, \\
\phi_2 = -\frac{\pi}{3}, \quad \phi_{312} = \frac{5\pi}{6}, \quad \phi_{312} = \frac{3\pi}{4}, \quad \phi_{3122} = \frac{11\pi}{12},
\]

up to an overall phase. These relations can be shown by using (2.51). One then ob-
serves that some of the TBA equations take the identical form, from which we find the
identifications among the Y-functions as

\[
\log Y_{1,1}(\theta - i\phi_1) = \log Y_{1,3}(\theta - i\phi_3) = \log Y_{12}(\theta - i\phi_{12}) = \log Y_{23}(\theta - i\phi_{23}), \\
\log Y_{12}(\theta - i\phi_{12}) = \log Y_{23}(\theta - i\phi_{23}) = \log Y_{312}(\theta - i\phi_{312}) = \log Y_{312}(\theta - i\phi_{312}), \\
\log Y_{1,2}(\theta - i\phi_2) = \log Y_{312}(\theta - i\phi_{312}), \quad \log Y_{312}(\theta - i\phi_{312}) = \log Y_{312}(\theta - i\phi_{312}).
\]
The TBA equations thus reduce to four independent TBA equations

\[
\log Y_{1,1}(\theta - i \phi_1) = |m_{11}| e^\theta + \left( K + K^+_{1,12} - K^+_{1,12} \right) \ast \mathcal{L}_{1,1}^{(9)} + \left( K^+_{1,312} - K_{1,2} \right) \ast \mathcal{L}_{1,2}^{(9)} \\
+ \left( K^+_{1,12} + 2 K^-_{1,12} + 2 K_{1,231} + K^-_{1,231} \right) \ast \mathcal{L}_{12}^{(9)} \\
+ \left( K^+_{1,312} + K^-_{1,312} + 2 K^-_{1,3122} \right) \ast \mathcal{L}_{312}^{(9)},
\]

\[
\log Y_{1,2}(\theta - i \phi_2) = |m_{2}| e^\theta - \left( 2 K_{2,1} + 2 K_{2,12} \right) \ast \mathcal{L}_{1,1}^{(9)} + \left( K - K_{2,312} - K^-_{2,312} \right) \ast \mathcal{L}_{1,2}^{(9)} \\
- \left( 2 K^+_{2,12} + 2 K^-_{2,12} + 2 K_{2,231} + K^-_{2,231} \right) \ast \mathcal{L}_{12}^{(9)} \\
- \left( 2 K_{2,312} + K^-_{2,312} + K_{2,3122} + 2 K^-_{2,3122} \right) \ast \mathcal{L}_{312}^{(9)},
\]

\[
\log Y_{312}(\theta - i \phi_1) = |m_{312}| e^\theta + \left( 2 K^+_{312,1} + 2 K^+_{312,1} + 4 K^-_{312,12} \right) \ast \mathcal{L}_{1,1}^{(9)} \\
+ \left( 2 K^+_{312,2} + K^-_{312,2} - 2 K^-_{312,2} - K^+_{312,2} \right) \ast \mathcal{L}_{1,2}^{(9)} \\
+ \left( 6 K^+_{312,12} + 2 K^-_{312,12} + 6 K_{312,231} + 2 K^+_{312,231} \right) \ast \mathcal{L}_{12}^{(9)} \\
+ \left( 5 K + 3 K_{312,3122} + 3 K^+_{312,3122} \right) \ast \mathcal{L}_{312}^{(9)},
\]

(5.57)

In Table 5.5, we compare the $\epsilon$ expansion of the Y-functions with the WKB periods, which show agreement in high precision. This closed system reproduces the $E_6$ TBA in Appendix A.2 under the following identifications:

\[
\log Y_{1,1}(\theta - i \phi_1) \leftrightarrow \epsilon_1(\theta), \quad \log Y_{1,2}(\theta - i \phi_2) \leftrightarrow \epsilon_3(\theta), \\
\log Y_{12}(\theta - i \phi_{12}) \leftrightarrow \epsilon_4(\theta), \quad \log Y_{312}(\theta - i \phi_{312}) \leftrightarrow \epsilon_6(\theta),
\]

(5.58)

where $\epsilon_a$ are the pseudo energies of the $E_6$ TBA equations given in Appendix A.2. Integrating the kernel matrix, one obtains the connection matrix at $\theta \rightarrow -\infty$, where the Y-function becomes constant, satisfying the algebraic relation related with the connection matrix at $\theta \rightarrow -\infty$. See Appendix B for details of the definition of the matrix. It is worth to note that the connection matrix at the monomial potential can be obtained from the matrix after the ninth wall-crossing under the identification (5.56), which also coincides with that of the $E_6$ TBA. See Appendix B.

To realize this observation in the gauge theory side, we note that the $(A_2, A_3)$ AD theory and $(E_6, A_1)$ AD theory have the common AD point $y^3 + x^4 = 0$ and can be
regarded as the equivalent theory [31, 47]. The ODE with the monomial potential (5.53) can be interpreted as the quantum SW curve of $E_4$-type AD theory.

In [3], the ODE/IM correspondence for the third order ODE with monomial potential has been studied. In particular, it is observed that the NLIE obtained from the solutions of the ODE has the same spectrum of the TBA system of the integrable model. This includes the non-trivial correspondence such that cubic potential and $D_4$ TBA, quartic and $E_6$ TBA.

| $n$ | $\Pi_{\gamma_{1,1}}^{(n)}, e^{2\pi i (1-n)}\Pi_{\gamma_{1,3}}^{(n)}$ | $m_{1,1}^{(n-1)}, m_{1,3}^{(n-1)}$ |
|-----|------------------------------------------------|--------------------------|
| 0   | $-7.469227532 + 27.87553664$                   | $-7.469227532 + 27.87553664i$ |
| 2   | $-0.009523311889 - 0.03554148383i$             | $-0.009523311889 - 0.03554148383i$ |
| 6   | $-3.287667860 \times 10^{-7} - 8.809279480 \times 10^{-8}i$ | $-3.287667860 \times 10^{-7} - 8.809279480 \times 10^{-8}i$ |
| 8   | $-1.483370697 \times 10^{-8} + 3.974679804 \times 10^{-9}i$ | $-1.483370697 \times 10^{-8} + 3.974679804 \times 10^{-9}i$ |
| 12  | $-1.084025230 \times 10^{-10} + 4.045637237 \times 10^{-10}i$ | $-1.084025095 \times 10^{-10} + 4.045636732 \times 10^{-10}i$ |

| $n$ | $\Pi_{\gamma_{1,1}, \gamma_{2,1}}^{(n)}, \Pi_{\gamma_{3,1}, \gamma_{3,2}}^{(n)}$ | $m_{12}^{(n-1)}, m_{23}^{(n-1)}$ |
|-----|------------------------------------------------|--------------------------|
| 0   | $20.40630911 - 35.34476417i$                   | $20.40630911 - 35.34476417i$ |
| 2   | $0.02601817194 + 0.04506479572i$               | $0.02601817194 + 0.04506479572i$ |
| 6   | $2.406739912 \times 10^{-7} + 4.168595808 \times 10^{-7}i$ | $2.406739912 \times 10^{-7} + 4.168595808 \times 10^{-7}i$ |
| 8   | $1.085902717 \times 10^{-8} - 1.880838678 \times 10^{-8}i$ | $1.085902716 \times 10^{-8} - 1.880838677 \times 10^{-8}i$ |
| 12  | $2.961612006 \times 10^{-10} - 5.129662467 \times 10^{-10}i$ | $2.961611637 \times 10^{-10} - 5.129661827 \times 10^{-10}i$ |

| $n$ | $\Pi_{\gamma_{1,1}, \gamma_{2,1}, \gamma_{2,2}}^{(n)} \Pi_{\gamma_{3,1}, \gamma_{3,3}}^{(n)}$ | $m_{12}^{(n-1)}, m_{23}^{(n-1)}$ |
|-----|------------------------------------------------|--------------------------|
| 0   | $-15.89974875 + 9.179724222i$                   | $-15.89974875 + 9.179724222i$ |
| 2   | $-0.06155965576 - 0.03554148383i$               | $-0.06155965576 - 0.03554148383i$ |
| 6   | $1.525811964 \times 10^{-7} - 8.809279480 \times 10^{-8}i$ | $1.525811964 \times 10^{-7} - 8.809279480 \times 10^{-8}i$ |
| 8   | $6.884347364 \times 10^{-9} + 3.974679804 \times 10^{-9}i$ | $6.884347362 \times 10^{-9} + 3.974679803 \times 10^{-9}i$ |
| 12  | $7.007249243 \times 10^{-10} + 4.045637237 \times 10^{-10}i$ | $7.007248369 \times 10^{-10} + 4.045636732 \times 10^{-10}i$ |

| $n$ | $\Pi_{\gamma_{1,1}, \gamma_{2,1}, \gamma_{3,1}}^{(n)} \Pi_{\gamma_{3,3}}^{(n)}$ | $m_{12}^{(n-1)}$ |
|-----|------------------------------------------------|--------------------------|
| 0   | $-23.36897629 + 37.05526087i$                   | $-23.36897629 + 37.05526087i$ |
| 2   | $-0.07108296765 - 0.07108296765i$               | $-0.07108296765 - 0.07108296765i$ |
| 6   | $-1.761855896 \times 10^{-7} - 1.761855896 \times 10^{-7}i$ | $-1.761855896 \times 10^{-7} - 1.761855896 \times 10^{-7}i$ |
| 8   | $-7.949359608 \times 10^{-9} + 7.949359605 \times 10^{-9}i$ | $-7.949359605 \times 10^{-9} + 7.949359605 \times 10^{-9}i$ |
| 12  | $-8.091274473 \times 10^{-10} + 8.091274473 \times 10^{-10}i$ | $-8.091273464 \times 10^{-10} + 8.091273464 \times 10^{-10}i$ |

Table 5.5: The quantum corrections for $p(x) = x^4 - 81$. 
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6 Conclusions and Discussion

In this paper, we have studied the correspondence between the WKB periods of the ODE and the Y-functions of the integrable model for the third order ODE. Here the ODE is regarded as a generalization of the Schrödinger type ODE, where the second order derivative is replaced by the higher order derivatives. In particular, we have studied the case of polynomial potential with cubic and quartic orders in detail. We first studied the minimal chamber where the Y-functions from the TBA equations and the WKB periods agree with each other numerically. We then investigated the wall-crossing of the TBA equations and rewrote them by introducing new Y-functions. We have chosen the special path in the Coulomb branch moduli space, which connects a point in the minimal chamber to the point in the maximal chamber, where the potential becomes monomial. We have traced the change of the TBA system and finally obtained the TBA system in the maximal chamber.

The maximal chamber of the theory contains the monomial potential, where the TBA system has some extra symmetry. We found that for $(A_2, A_2)$-type ODE, we obtain the TBA system of $D_4$-type, and for $(A_2, A_3)$, we obtain $E_6$-type. It is natural to expect the $E_8$-type TBA from the $(A_2, A_4)$. Nevertheless, it is complicated to compute the TBA equations by wall-crossing. We need a more systematic approach to work out the structure of the wall-crossing of the TBA equations like the diagrammatic method for the $(A_1, A_N)$-type [62]. The cluster algebra [34, 69] would be helpful for this analysis.

It is interesting to explore more general higher order differential operators. For example, one can introduce the monodromy around the origin, which modifies the T-/Y-system and corresponding the integrable models. For the monomial potential case for the higher order ODE associated with the linear problem of the affine Toda field equations, the corresponding T-Q relations and the Bethe ansatz equations have been studied [13]. Then it is interesting to generalize this to the polynomial potential. See [70, 71] for the case related to the second order ODE. It is also interesting to include more irregular/regular singular points in the potential, which will help us to study the four dimensional $\mathcal{N} = 2$ super Yang-Mills theory [17, 18, 20, 22, 23].

When the ODE has simple turning points where the differential operator factorizes into the product of the second order and the other, it has been shown that the WKB analysis essentially reduces to the second order [49]. By degeneration of the WKB curve, we can obtain the ODE presented in this work. It would be nice to study the limit and the change of the TBA system. We have found the TBA equations for the WKB periods
which determine the perturbative/non-perturbative corrections in $\epsilon$. However, we should study the Borel resummation and their resurgence structure for a deep understanding of the theory.

We did not investigate the full structure of the marginal wall of stability. We expect that for each chamber surrounded by the walls, there exist integrable models. It is important to determine them for the higher order ODE for the complete characterization of the ODE/IM correspondence. Through the wall-crossing, different integrable models are unified by the same ODE but with different moduli parameters. It is important to see how these integrable models are connected in the IM side.
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A \( D_4 \) and \( E_6 \) type TBA equations

In this Appendix, we summarize the \( D_4 \) and \( E_6 \)-type TBA equations, which are used to compare with the TBA equations obtained from the \((A_2, A_2)\) and \((A_2, A_3)\)-type ODE at the monomial potential.

For two-dimensional massless scattering theories with the S-matrix \cite{64,65} associated with simply-laced Lie algebras \( g = ADE \) of rank \( r \), the TBA equations take the form of the integral equations for the pseudo energies \( \epsilon_a(\theta) \) \((a = 1, \ldots, r)\) \cite{15},

\[
\epsilon_a(\theta) = m_a e^\theta - \sum_{b=1}^{r} \frac{1}{2\pi} \phi_{ab} \ast L_b(\theta),
\]

where \((m_1, m_2, \ldots, m_r)\) is the Perron-Frobenius eigenvector and

\[
L_b(\theta) = \log \left( 1 + e^{-\epsilon_b(\theta)} \right).
\]
The kernel function is defined by

\[ \phi_{ab}(\theta) = \int \frac{dk}{2\pi} \tilde{\phi}_{ab}(k)e^{ik\theta}, \quad (A.3) \]

\[ \tilde{\phi}_{ab}(k) = -2\pi \left( 2I \cosh \left( \frac{\pi k}{h} \right) - G \right)^{-1}_{ac} G_{cb}. \quad (A.4) \]

Here \( h \) is the Coxeter number of \( g \), \( G_{ab} \) is the incidence matrix and \( I \) the identity matrix of rank \( r \). The kernel functions \( \phi_{ab}(\theta) \) can be also expressed in terms of the \( S \)-matrix as

\[ \phi_{ab}(\theta) = -i \frac{d}{d\theta} \log S_{ab}(\theta). \quad (A.5) \]

We write down the kernel functions for \( g = D_4 \) and \( E_6 \) explicitly and compare the TBA equations with those of the monomial point in the maximal chamber, which have been obtained in Section 5.

**A.1 \( D_4 \)**

For the Lie algebra \( D_4 \) with the Coxeter number \( h = 6 \), we label the particles by \( a = 1, 2, s, s' \) and their S-matrices are expressed as [64]

\[ S_{11} = \{1\}\{5\}, \]

\[ S_{12} = S_{21} = \{2\}\{4\}, \]

\[ S_{22} = \{1\}\{5\}\{3\}\{3\}, \]

\[ S_{ss} = S_{s's'} = \{1\}\{5\}, \]

\[ S_{ss'} = \{3\}, \]

\[ S_{s'1} = S_{s1} = S_{1s} = S_{1s'} = \{3\}, \]

\[ S_{s'2} = S_{s2} = S_{2s} = S_{2s'} = \{2\}\{4\}. \quad (A.6) \]

Here we have defined

\[ \{x\} = (x + 1)(x - 1) \quad (A.7) \]

and

\[ (x) = \frac{\sinh \left( \frac{\theta}{2} + \frac{i\pi x}{2h} \right)}{\sinh \left( \frac{\theta}{2} - \frac{i\pi x}{2h} \right)}. \quad (A.8) \]
For the mass parameters satisfying \( m_1 = m_s = m_{s'} \), the pseudo energies also have the \( \mathbb{Z}_3 \)-symmetry:

\[
\epsilon_1 = \epsilon_s = \epsilon_{s'}.
\] (A.9)

Then, the TBA system reduces to

\[
\epsilon_1 = m_1 e^\theta - \frac{1}{2\pi} (\phi_{11} + 2\phi_{1s}) \ast L_1 - \frac{1}{2\pi} \phi_{12} \ast L_2,
\] (A.10)

\[
\epsilon_2 = m_2 e^\theta - 3 \frac{1}{2\pi} \phi_{21} \ast L_1 - \frac{1}{2\pi} \phi_{22} \ast L_2,
\] (A.11)

where

\[
\frac{1}{2\pi} \phi_{11}(\theta) = \frac{1}{2\pi} \phi_{1s}(\theta) = -\frac{1}{2\pi} \frac{4\sqrt{3} \cosh(\theta)}{1 + 2 \cosh(2\theta)} = -K(\theta),
\] (A.12)

\[
\frac{1}{2\pi} \phi_{12}(\theta) = -\frac{1}{2\pi} 6 \cosh(2\theta) \text{sech}(3\theta) = -K(\theta + \frac{i\pi}{6}) - K(\theta - \frac{i\pi}{6}),
\] (A.13)

\[
\frac{1}{2\pi} \phi_{22}(\theta) = -\frac{1}{2\pi} \frac{12\sqrt{3} \cosh(\theta)}{1 + 2 \cosh(2\theta)} = -3K(\theta).
\] (A.14)

The TBA system is now the same as (5.35).

**A.2 \( E_6 \)**

We next consider the \( E_6 \)-type TBA equations, where the S-matrices are given by [64]

\[
S_{11} = \{1\}\{7\},
\]

\[
S_{21} = \{5\}\{11\}, \quad S_{22} = \{1\}\{7\},
\]

\[
S_{31} = 4, \quad S_{32} = 4, \quad S_{33} = 1 5,
\]

\[
S_{41} = \{4\}\{6\}\{10\}, \quad S_{42} = \{2\}\{6\}\{8\},
\]

\[
S_{43} = 3 5, \quad S_{44} = \{1\}\{3\}\{5\}\{7\}^2\{9\},
\] (A.15)

\[
S_{51} = \{2\}\{6\}\{8\}, \quad S_{52} = \{4\}\{6\}\{10\}, \quad S_{53} = 3 5,
\]

\[
S_{54} = \{3\}\{5\}^2\{7\}\{9\}\{11\}, \quad S_{55} = \{1\}\{3\}\{5\}\{7\}^2\{9\},
\]

\[
S_{61} = 3 5, \quad S_{62} = 3 5, \quad S_{63} = 2 4 6,
\]

\[
S_{64} = 2 4^2 6, \quad S_{65} = 2 4^2 6, \quad S_{66} = 1 3^2 5^3,
\]

where we have defined

\[
n := \{n\}\{12 - n\}.
\] (A.16)
For the masses satisfying $m_1 = m_2$ and $m_4 = m_5$, the pseudo energies have the $Z_2$ symmetry:

$$
\epsilon_1 = \epsilon_2, \quad \epsilon_4 = \epsilon_5.
$$

Then the TBA equations (A.1) reduce to

$$
\begin{align*}
\epsilon_1 &= m_1 e^{\theta} - \frac{1}{2\pi} \left[ (\phi_{11} + \phi_{12}) \star L_1 + \phi_{13} \star L_3 + (\phi_{14} + \phi_{15}) \star L_4 + \phi_{16} \star L_6 \right], \\
\epsilon_3 &= m_3 e^{\theta} - \frac{1}{2\pi} \left[ (\phi_{31} + \phi_{32}) \star L_1 + \phi_{33} \star L_3 + (\phi_{34} + \phi_{35}) \star L_4 + \phi_{36} \star L_6 \right], \\
\epsilon_4 &= m_4 e^{\theta} - \frac{1}{2\pi} \left[ (\phi_{11} + \phi_{42}) \star L_1 + \phi_{43} \star L_3 + (\phi_{44} + \phi_{45}) \star L_4 + \phi_{46} \star L_6 \right], \\
\epsilon_6 &= m_6 e^{\theta} - \frac{1}{2\pi} \left[ (\phi_{61} + \phi_{62}) \star L_1 + \phi_{63} \star L_3 + (\phi_{64} + \phi_{65}) \star L_4 + \phi_{66} \star L_6 \right].
\end{align*}
$$

The explicit form of the kernels is shown to be

$$
\begin{align*}
\phi_{11} + \phi_{12} &= \frac{-4(3 + \sqrt{3}) \cosh(3\theta) - 6 \text{sech}(2\theta)}{1 + 2 \cosh(4\theta)}, \\
\phi_{13} &= -\frac{2\sqrt{2} \cosh(\theta)(3 + \sqrt{3} + \sqrt{3} \text{sech}(2\theta))}{\sqrt{3} + 2 \cosh(2\theta)}, \\
\phi_{14} + \phi_{15} &= \frac{16\sqrt{2}(3 + 2\sqrt{3}) \cosh(3\theta) - 3 \cosh(\theta) \text{sech}(2\theta))}{4 - 8 \cosh(4\theta)}, \\
\phi_{16} &= \frac{-4(3 + 2\sqrt{3}) \cosh(3\theta) - 6 \text{sech}(2\theta)}{1 + 2 \cosh(4\theta)}, \\
\phi_{31} + \phi_{32} &= 2\phi_{13}, \quad \phi_{33} = \phi_{11} + \phi_{12} \quad \phi_{34} + \phi_{35} = 2\phi_{16}, \\
\phi_{36} &= -2\sqrt{3}(3 + 2\sqrt{3}) \cosh(\theta) + (3 + 2\sqrt{3}) \cosh(5\theta)) \text{sech}(6\theta), \\
\phi_{41} + \phi_{42} &= \phi_{14} + \phi_{15} \quad \phi_{43} = \phi_{16}, \\
\phi_{44} + \phi_{45} &= -\frac{4(9 + 5\sqrt{3}) \cosh(3\theta) + 18 \text{sech}(\theta)}{1 + 2 \cosh(4\theta)}, \\
\phi_{46} &= \frac{-\sqrt{2}(-9 + 5\sqrt{3}) \cosh(\theta) + (9 + 5\sqrt{3}) \cosh(5\theta)) \text{sech}(6\theta)}, \\
\phi_{61} + \phi_{62} &= \phi_{34} + \phi_{35}, \quad \phi_{63} = \phi_{36}, \quad \phi_{64} + \phi_{65} = 2\phi_{64}, \quad \phi_{66} = \phi_{44} + \phi_{45}.
\end{align*}
$$

The TBA equations (A.18) are shown to agree with (5.57).

## B New Y-functions of $(A_2, A_3)$ case

In this Appendix, we show the definition of new Y-functions in the process of the wall-crossing of $(A_2, A_3)$. We start with the minimal chamber, where three independent Y-
functions $Y_{1,k}$ exist. We denote by $Y^{(i)}$ the new Y-functions after the $i$-th wall-crossing. The TBA equations after the $i$-th wall-crossing take the form
\[ \log Y_A^{(i)} = m_A e^\theta + K_{AB}^{(i)} * L_B^{(i)}, \]
whose effective central charge is evaluated as
\[ c_{\text{eff}} := \frac{6}{\pi^2} \sum_A \int_{-\infty}^{\infty} m_A L_A^{(i)}(\theta) e^\theta d\theta = \frac{6}{\pi^2} \sum_A \mathcal{L} \left( \frac{1}{1 + Y_A^{(i)}(-\infty)} \right). \]
In the limit $\theta \to -\infty$, the Y-functions becomes the constants and the TBA equations reduce to the equations
\[ \log Y_A^{(i)}(-\infty) = M_{AB}^{(i)} L_B^{(i)}(-\infty), \]
where $M_{AB}^{(i)} := \int_{-\infty}^{\infty} d\theta K_{AB}^{(i)}(\theta)$ is the connection matrix, which shows the connectivity of the Y-functions in the TBA equations at $\theta \to -\infty$. The connection matrix is an integer valued matrix. When one goes from the minimal chamber to the maximal one, the size of the matrix increases. At the maximal chamber, we observe that the TBA equations shows the maximal connectivity. Solving (B.3), one obtains the constant solution of the Y-functions. Substituting these constant solutions into (B.2), one obtains the value of the effective central charge.

The first wall-crossing The first wall-crossing occurs when $\phi_2 - \phi_1$ crosses $\pi/3$, at $t = 0.123142...$, while all other absolute value of the phases difference are smaller than $\pi/3$. At this wall, the vectors of classical periods $\Pi_{0,1}^{(0)}$ and $\Pi_{0,2}^{(0)}$, corresponding to the Y-functions $Y_{1,1}$ and $Y_{1,2}$ respectively, are in parallel. After the wall-crossing, one new BPS particle, namely a new Y-function, be produced. See Fig.B.1. The Y-functions after the first wall-crossing are given by
\[ Y_{1,1}^{(1)}(\theta) = Y_{1,1}(\theta) \left( 1 + \frac{1}{Y_{1,2}(\theta - \frac{\pi i}{3})} \right), \quad Y_{1,2}^{(1)}(\theta) = Y_{1,2}(\theta) \left( 1 + \frac{1}{Y_{1,1}(\theta + \frac{\pi i}{3})} \right), \]
\[ Y_{12}^{(1)}(\theta) = \frac{1 + \frac{1}{Y_{1,2}(\theta - \frac{\pi i}{3})} + \frac{1}{Y_{1,1}(\theta)}}{Y_{1,1}(\theta) Y_{1,2}(\theta - \frac{\pi i}{3})}, \quad Y_{1,3}^{(1)}(\theta) = Y_{1,3}(\theta), \]
where the Y-functions without superscript is the original ones before the wall-crossing. For the vector
\[ \vec{Y}^{(1)} = (Y_{1,1}^{(1)}(-\infty - i\phi_1), Y_{1,2}^{(1)}(-\infty - i\phi_2), Y_{1,3}^{(1)}(-\infty - i\phi_3), Y_{12}^{(1)}(-\infty - i\phi_{12})^t), \]
Figure B.1: The classical periods in the wall-crossing process. The vectors of the classical periods before, middle and after the wall-crossing are shown from the left to right. The arrows labeled by a, b, c, d and e represent the periods $\Pi^{(0)}_{\gamma_1,1}$, $\Pi^{(0)}_{\gamma_2,1}$, $\Pi^{(0)}_{\gamma_3,2}$, $\Pi^{(0)}_{\gamma_7,1}$ and $\Pi^{(0)}_{\gamma_1+\gamma_3,2}$ respectively.

the matrix $M$ becomes

$$M^{(1)} = \begin{pmatrix} 1 & 0 & 0 & 1 \\ 0 & 1 & -1 & 1 \\ 0 & -1 & 1 & -1 \\ 1 & 1 & -1 & 1 \end{pmatrix},$$

which leads to the effective central charge $c_{\text{eff}} = 24/7$.

The second wall-crossing The second wall-crossing occurs when $\phi_2 - \phi_3$ crosses $\pi/3$ at $t = 0.163685...$. The process can be realized by plotting the classical periods, see Fig.B.2. The Y-functions after the second wall-crossing are defined by

$$Y^{(2)}_{1,3}(\theta) = Y^{(1)}_{1,3}(\theta) \left(1 + \frac{1}{Y^{(1)}_{1,2}(\theta - \pi i/3)}\right), \quad Y^{(2)}_{1,2}(\theta) = Y^{(1)}_{1,2}(\theta) \left(1 + \frac{1}{Y^{(1)}_{1,3}(\theta + \pi i/3)}\right),$$

$$Y^{(2)}_{23}(\theta) = \frac{1 + \frac{1}{Y^{(1)}_{1,2}(\theta - \pi i/3)} + \frac{1}{Y^{(1)}_{1,3}(\theta)}}{Y^{(1)}_{1,3}(\theta) Y^{(1)}_{1,2}(\theta - \pi i/3)}, \quad Y^{(2)}_{\text{others}}(\theta) = Y^{(1)}_{\text{others}}(\theta).$$

For the vector

$$Y^{(2)} = \begin{pmatrix} Y^{(2)}_{1,1} (-\infty - i\phi_1) \\ Y^{(2)}_{1,2} (-\infty - i\phi_2) \\ Y^{(2)}_{1,3} (-\infty - i\phi_3) \\ Y^{(2)}_{12} (-\infty - i\phi_{12}) \\ Y^{(2)}_{23} (-\infty - i\phi_{23}) \end{pmatrix},$$
The classical periods before the 2nd wall-crossing $(t=0.143414)$, on the 2nd wall $(t=0.163685...)$, and after the 2nd wall-crossing $(t=0.18316)$ are shown in Figure B.2. The vectors of classical periods before, middle and after the 2nd wall-crossing are shown from left to right. The arrows labeled by $a, b, c, d, e, f, g$ and $h$ represent the periods $\Pi^{(0)}_{1,1}$, $\Pi^{(0)}_{73,2}$, $\Pi^{(0)}_{3,3}$, $\Pi^{(0)}_{71,2}$, $\Pi^{(0)}_{1,1+73,2}$, $\Pi^{(0)}_{72,1+71,2}$, $\Pi^{(0)}_{3,2+73,3}$, and $\Pi^{(0)}_{71,2+71,3}$ respectively.

The connection matrix then becomes

$$M^{(2)} = \begin{pmatrix} 1 & 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 & 1 \\ 0 & 0 & 1 & -1 & 1 \\ 1 & 1 & -1 & 1 & 0 \\ 0 & 1 & 1 & 0 & 1 \end{pmatrix}.$$  \hspace{1cm} (B.9)

We thus can find the constant solutions of new $Y$-functions and the same value of the effective central charge.

The third wall-crossing  After the second wall-crossing, the phase $\phi_{12} - \phi_3 + \pi/3$ appear in the kernel of TBA equations. The third wall-crossing occurs when $\phi_{12} - \phi_3 + \pi/3$ crosses $\pi/3$ at $t = 0.202635...$. The process can be realized by plotting the classical periods, see Fig.B.3. The new functions after the third wall-crossing are the $Y$-functions after third wall-crossing are

$$Y^{(3)}_{1,3}(\theta) = Y^{(2)}_{1,3}(\theta)(1 + \frac{1}{Y^{(2)}_{12}(\theta)}), \quad Y^{(3)}_{12}(\theta) = Y^{(2)}_{12}(\theta)(1 + \frac{1}{Y^{(2)}_{1,3}(\theta)}),$$

$$Y^{(3)}_{312}(\theta) = Y^{(3)}_{1,3}(\theta) + \frac{1}{Y^{(2)}_{1,3}(\theta)} + \frac{1}{Y^{(2)}_{12}(\theta)} - \frac{1}{Y^{(2)}_{1,3}(\theta)Y^{(2)}_{12}(\theta)}, \quad Y^{(3)}_{\text{others}}(\theta) = Y^{(2)}_{\text{others}}(\theta).$$  \hspace{1cm} (B.10)
Figure B.3: The classical periods in the 2nd wall-crossing process. The vectors of the classical periods before, middle and after the 2nd wall-crossing are shown in turn. The arrows labeled by $a,b,c,d,e,f,g,h$ and $i$ represent the periods $\Pi^{(0)}_{1,1}, \Pi^{(0)}_{3,2}, \Pi^{(0)}_{3,3}, \Pi^{(0)}_{3,2}, \Pi^{(0)}_{1,1+2,2}, \Pi^{(0)}_{3,2+2,3}, \Pi^{(0)}_{1,1+2,2+2,3}, \Pi^{(0)}_{3,2+3,3}$ respectively.

For the vector

\[
\hat{Y}^{(3)} = \begin{pmatrix}
Y^{(3)}_{1,1}(-\infty - i\phi_1) \\
Y^{(3)}_{1,2}(-\infty - i\phi_2) \\
Y^{(3)}_{1,3}(-\infty - i\phi_3) \\
Y^{(3)}_{12}(-\infty - i\phi_{12}) \\
Y^{(3)}_{23}(-\infty - i\phi_{23}) \\
Y^{(3)}_{312}(-\infty - i\phi_{312})
\end{pmatrix},
\]  

the connection matrix is

\[
M^{(3)} = \begin{pmatrix}
1 & 0 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 \\
1 & 1 & 0 & 1 & 0 & 1 \\
0 & 1 & 1 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1
\end{pmatrix}.
\]  

We thus can find the same effective central charge.

In the following, we will only show the definition of the new $Y$-functions and the connection matrix $M$ for each wall-crossing progress:
The fourth wall-crossing  The fourth wall-crossing occurs when $\phi_2 - \phi_1$ crosses $2\pi/3$ at $t = 0.290017...$. We thus need to introduce a new $Y$-function related with $Y_{1,1}^{(3)}$ and $Y_{1,2}^{(3)}$:

$$Y^{(4)}_{1,1}(\theta) = Y^{(3)}_{1,1}(\theta) \left(1 + \frac{1}{Y^{(3)}_{1,2}(\theta - \frac{2\pi}{3})}\right), \quad Y^{(4)}_{1,2}(\theta) = Y^{(3)}_{1,2}(\theta) \left(1 + \frac{1}{Y^{(3)}_{1,1}(\theta + \frac{2\pi}{3})}\right),$$

$$Y^{(4)}_{12}(\theta) = \frac{1 + \frac{1}{Y^{(4)}_{1,2}(\theta - \frac{2\pi}{3})} + \frac{1}{Y^{(3)}_{1,1}(\theta)}}{Y^{(3)}_{1,2}(\theta - \frac{2\pi}{3})}, \quad Y^{(4)}_{\text{others}}(\theta) = Y^{(3)}_{\text{others}}(\theta),$$

(B.13)

The fifth wall-crossing  The fifth wall-crossing occurs when $\phi_2 - \phi_3$ crosses $2\pi/3$ at $t = 0.366924...$, which leads to introduce a new $Y$-function related with $Y_{1,2}^{(4)}$ and $Y_{1,3}^{(4)}$:

$$Y^{(5)}_{1,3}(\theta) = Y^{(4)}_{1,3}(\theta) \left(1 + \frac{1}{Y^{(4)}_{1,2}(\theta - \frac{2\pi}{3})}\right), \quad Y^{(5)}_{1,2}(\theta) = Y^{(4)}_{1,2}(\theta) \left(1 + \frac{1}{Y^{(4)}_{1,3}(\theta + \frac{2\pi}{3})}\right),$$

$$Y^{(5)}_{23}(\theta) = \frac{1 + \frac{1}{Y^{(4)}_{1,2}(\theta - \frac{2\pi}{3})} + \frac{1}{Y^{(4)}_{1,3}(\theta)}}{Y^{(4)}_{1,2}(\theta - \frac{2\pi}{3})}, \quad Y^{(5)}_{\text{others}}(\theta) = Y^{(4)}_{\text{others}}(\theta),$$

(B.15)

$$M^{(4)} = \begin{pmatrix} 1 & 1 & 0 & 1 & 0 & 1 & 2 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 2 & 2 \\ 0 & 1 & 1 & 0 & 1 & 1 & 0 & 2 \\ 1 & 1 & 0 & 1 & 0 & 1 & 2 & 1 \\ 0 & 1 & 1 & 0 & 1 & 1 & 1 & 2 \\ 1 & 1 & 1 & 1 & 1 & 2 & 2 & 2 \\ 2 & 2 & 0 & 2 & 1 & 2 & 3 & 2 \\ 1 & 2 & 2 & 1 & 2 & 2 & 3 & 3 \end{pmatrix}, \quad \tilde{Y}^{(4)} = \begin{pmatrix} Y^{(4)}_{1,1}(-\infty - i\phi_1) \\ Y^{(4)}_{1,2}(-\infty - \phi_2) \\ Y^{(4)}_{1,3}(-\infty - \phi_3) \\ Y^{(4)}_{23}(-\infty - i\phi_{23}) \\ Y^{(4)}_{312}(-\infty - i\phi_{312}) \\ Y^{(4)}_{12}(-\infty - i\phi_{12}) \end{pmatrix}.$$  

(B.14)

$$M^{(5)} = \begin{pmatrix} 1 & 1 & 0 & 1 & 0 & 1 & 2 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 2 & 2 \\ 0 & 1 & 1 & 0 & 1 & 1 & 0 & 2 \\ 1 & 1 & 0 & 1 & 0 & 1 & 2 & 1 \\ 0 & 1 & 1 & 0 & 1 & 1 & 1 & 2 \\ 1 & 1 & 1 & 1 & 1 & 1 & 2 & 2 \\ 2 & 2 & 0 & 2 & 1 & 2 & 3 & 2 \\ 1 & 2 & 2 & 1 & 2 & 2 & 3 & 3 \end{pmatrix}, \quad \tilde{Y}^{(5)} = \begin{pmatrix} Y^{(5)}_{1,1}(-\infty - i\phi_1) \\ Y^{(5)}_{1,2}(-\infty - \phi_2) \\ Y^{(5)}_{1,3}(-\infty - \phi_3) \\ Y^{(5)}_{23}(-\infty - i\phi_{23}) \\ Y^{(5)}_{312}(-\infty - i\phi_{312}) \\ Y^{(5)}_{12}(-\infty - i\phi_{12}) \end{pmatrix}.$$  

(B.16)

The sixth wall-crossing  The sixth wall-crossing occurs when $\phi_{12} - \phi_3$ crosses 0 at $t = 0.434148...$. This process of wall-crossing leads to introduce a new $Y$-function related
The seventh wall-crossing occurs when $\phi_{312} - \phi_2$ crosses $-2\pi/3$ at $t = 0.449568...$, which leads to new Y-function related with $Y^{(6)}_{312}$ and $Y^{(6)}_{1,2}$.

$$\begin{align*}
Y^{(6)}_{1,2}(\theta) &= Y^{(5)}_{1,2}(\theta)(1 + \frac{1}{Y^{(5)}_{1,2}(\theta)}), \quad Y^{(6)}_{312}(\theta) = Y^{(5)}_{312}(\theta)(1 + \frac{1}{Y^{(5)}_{312}(\theta)}), \\
Y^{(6)}_{312}(\theta) &= \frac{1 + \frac{1}{Y^{(5)}_{1,3}(\theta)} + \frac{1}{Y^{(5)}_{12}(\theta)}}{\frac{1}{1}} Y^{(5)}_{12}(\theta), \quad Y^{(6)}_{\text{others}}(\theta) = Y^{(5)}_{\text{others}}(\theta),
\end{align*}$$

(B.17)
The eighth wall-crossing  The eighth wall-crossing occurs when $\phi_{23} - \phi_1$ crosses $\pi/3$ at $t = 0.608205...$. We introduce new Y-function related with $Y_{23}^{(7)}$ and $Y_{1,1}^{(7)}$:

$$Y_{1,1}^{(8)}(\theta) = Y_{1,1}^{(7)}(\theta)(1 + \frac{1}{Y_{23}^{(7)}(\theta - \pi i/3)}), \quad Y_{23}^{(8)}(\theta) = Y_{23}^{(7)}(\theta)(1 + \frac{1}{Y_{1,1}^{(7)}(\theta + \pi i/3)}),$$

$$Y_{231}^{(8)}(\theta) = \frac{1 + \frac{1}{Y_{23}^{(7)}(\theta - \pi i/3)} + \frac{1}{Y_{1,1}^{(7)}(\theta)}}{Y_{1,1}^{(7)}(\theta)Y_{23}^{(7)}(\theta - \pi i/3)}, \quad Y_{\text{others}}^{(8)}(\theta) = Y_{\text{others}}^{(7)}(\theta),$$

$$M^{(8)} = \begin{pmatrix}
1 & 1 & 0 & 1 & 1 & 1 & 2 & 1 & 2 & 2 & 2 & 2 \\
1 & 1 & 1 & 1 & 2 & 2 & 2 & 3 & 3 & 2 \\
0 & 1 & 1 & 0 & 1 & 1 & 1 & 2 & 2 & 2 & 1 \\
1 & 1 & 0 & 1 & 0 & 1 & 2 & 1 & 2 & 2 & 1 \\
1 & 1 & 1 & 0 & 1 & 1 & 1 & 2 & 2 & 2 & 2 \\
1 & 2 & 1 & 1 & 1 & 1 & 2 & 2 & 3 & 3 & 2 \\
2 & 2 & 1 & 2 & 1 & 2 & 3 & 2 & 4 & 4 & 3 \\
1 & 2 & 2 & 1 & 2 & 2 & 2 & 3 & 4 & 4 & 3 \\
2 & 3 & 2 & 2 & 2 & 3 & 4 & 4 & 5 & 6 & 4 \\
2 & 3 & 2 & 2 & 2 & 3 & 4 & 4 & 6 & 5 & 4 \\
2 & 2 & 1 & 1 & 2 & 2 & 3 & 3 & 4 & 4 & 3
\end{pmatrix}, \quad \vec{Y}^{(8)} = \begin{pmatrix}
Y_{1,1}^{(8)}(\infty - i\phi_1) \\
Y_{1,2}^{(8)}(\infty - i\phi_2) \\
Y_{1,3}^{(8)}(\infty - i\phi_3) \\
Y_{12}^{(8)}(\infty - i\phi_{12}) \\
Y_{23}^{(8)}(\infty - i\phi_{23}) \\
Y_{312}^{(8)}(\infty - i\phi_{312}) \\
Y_{12}^{(8)}(\infty - i\phi_{12}) \\
Y_{13}^{(8)}(\infty - i\phi_{13}) \\
Y_{23}^{(8)}(\infty - i\phi_{23}) \\
Y_{312}^{(8)}(\infty - i\phi_{312}) \\
Y_{231}^{(8)}(\infty - i\phi_{231})
\end{pmatrix}.$$  

(B.21)

The ninth wall-crossing  The ninth wall-crossing occurs when $\phi_{12} - \phi_3$ crosses $\pi/3$ at $t = 0.65489...$. One thus needs to introduce new Y-function related with $Y_{12}^{(8)}$ and $Y_{1,3}^{(8)}$:

$$Y_{1,3}^{(9)}(\theta) = Y_{1,3}^{(8)}(\theta)(1 + \frac{1}{Y_{12}^{(8)}(\theta - \pi i/3)}), \quad Y_{12}^{(9)}(\theta) = Y_{12}^{(8)}(\theta)(1 + \frac{1}{Y_{1,3}^{(8)}(\theta + \pi i/3)}),$$

$$Y_{123}^{(9)}(\theta) = \frac{1 + \frac{1}{Y_{12}^{(8)}(\theta - \pi i/3)} + \frac{1}{Y_{1,3}^{(8)}(\theta)}}{Y_{1,3}^{(8)}(\theta)Y_{12}^{(8)}(\theta - \pi i/3)}, \quad Y_{\text{others}}^{(9)}(\theta) = Y_{\text{others}}^{(8)}(\theta),$$

$$Y_{1,1}^{(9)}(\theta) = Y_{1,1}^{(8)}(\theta)(1 + \frac{1}{Y_{1,3}^{(8)}(\theta + \pi i/3)}), \quad Y_{1,2}^{(9)}(\theta) = Y_{1,2}^{(8)}(\theta)(1 + \frac{1}{Y_{1,3}^{(8)}(\theta + \pi i/3)}), \quad Y_{1,3}^{(9)}(\theta) = Y_{1,3}^{(8)}(\theta)(1 + \frac{1}{Y_{1,2}^{(8)}(\theta + \pi i/3)}).$$

(B.22)
The TBA equations at the maximal chamber for (A₂, A₃) case are

\[ \log Y_{1,1}^{(9)}(\theta - i\phi_1) = m_{1,1}|e^{\theta} + K \star T_{1,1}^{(9)} - K_{1,2} \star T_{12}^{(9)} + K_{1,12} \star T_{12}^{(9)} - T_{123}^{(9)} \]
\[ + \frac{1}{2\pi} \tilde{\varphi}(k = 0) \text{in (4.4) for } E_6 \text{ under the identification (A.17).} \]

C TBA equations in maximal chamber

The TBA equations at the maximal chamber for (A₂, A₃) case are

\[ \log Y_{1,1}^{(9)}(\theta - i\phi_1) = m_{1,1}|e^{\theta} + K \star T_{1,1}^{(9)} - K_{1,2} \star T_{12}^{(9)} + K_{1,12} \star T_{12}^{(9)} - T_{123}^{(9)} \]
\[ + \frac{1}{2\pi} \tilde{\varphi}(k = 0) |e^{\theta} + K \star T_{1,1}^{(9)} - K_{1,2} \star T_{12}^{(9)} + K_{1,12} \star T_{12}^{(9)} - T_{123}^{(9)} \]
\[ + \frac{1}{2\pi} \tilde{\varphi}(k = 0) \text{in (4.4) for } E_6 \text{ under the identification (A.17).} \]
\[
- \left( K_{2,3} + K_{2,3}^- \right) \cdot \bar{T}_{23}^{(9)} - \left( K_{2,312} + K_{2,312}^- \right) \cdot \bar{L}_{312}^{(9)} \\
- \left( 2K_{2,312} + K_{2,312}^- \right) \cdot \bar{L}_{312}^{(9)} - \left( K_{2,3122} + 2K_{2,3122}^- \right) \cdot \bar{L}_{3122}^{(9)} \\
- 2K_{2,231} \cdot \bar{T}_{231}^{(9)} - 2K_{2,123} \cdot \bar{T}_{123}^{(9)} \\ 
\log Y_{1,3}^{(9)}(\theta - i\phi_3) = |m_{1,3}|e^{\theta} - K_{3,2} \cdot \bar{T}_{1,2}^{(9)} + K \cdot \bar{T}_{1,3}^{(9)} - K_{3,12} \cdot \bar{L}_{12}^{(9)} + K_{3,23} \cdot \bar{T}_{23}^{(9)} + K_{3,123} \cdot \bar{L}_{123}^{(9)} \\
+ \left( K_{3,123} + K_{3,123}^- \right) \cdot \bar{T}_{312}^{(9)} + \left( K_{3,23} + K_{3,23}^- \right) \cdot \bar{L}_{312}^{(9)} + K_{3,312} \cdot \bar{T}_{312}^{(9)} + K_{3,312}^- \cdot \bar{L}_{312}^{(9)} \\
+ \left( K_{3,312} + K_{3,312}^- \right) \cdot \bar{T}_{312}^{(9)} + 2K_{3,3122} \cdot \bar{L}_{3122}^{(9)} + \left( K_{3,3122} + K_{3,3122}^- \right) \cdot \bar{L}_{3122}^{(9)} \\
+ K_{3,3123} \cdot \bar{T}_{3123}^{(9)} + \left( K_{3,3123} + K_{3,3123}^- \right) \cdot \bar{L}_{3123}^{(9)} \\
\log Y_{1,2}^{(9)}(\theta - i\phi_{12}) = |m_{1,2}|e^{\theta} + K_{12,1} \cdot \bar{T}_{1,1}^{(9)} - K_{12,2} \cdot \bar{T}_{1,2}^{(9)} - K_{12,3} \cdot \bar{T}_{1,3}^{(9)} + K \cdot \bar{T}_{12}^{(9)} + K_{12,23} \cdot \bar{T}_{23}^{(9)} + K_{12,312} \cdot \bar{T}_{312}^{(9)} + \left( K_{12,312} + K_{12,312}^- \right) \cdot \bar{T}_{312}^{(9)} + \left( K_{12,3122} + K_{12,3122}^- \right) \cdot \bar{T}_{3122}^{(9)} + \left( K_{12,3123} + K_{12,3123}^- \right) \cdot \bar{T}_{3123}^{(9)} \\
+ \left( K_{12,231} + K_{12,231}^- \right) \cdot \bar{T}_{231}^{(9)} + \left( K_{12,231} + K_{12,231}^- \right) \cdot \bar{L}_{231}^{(9)} + \left( K_{12,123} + K_{12,123}^- \right) \cdot \bar{T}_{123}^{(9)} \\
+ \left( K_{12,123} + K_{12,123}^- \right) \cdot \bar{L}_{123}^{(9)} + \left( K_{12,1232} + K_{12,1232}^- \right) \cdot \bar{T}_{1232}^{(9)} + \left( K_{12,1233} + K_{12,1233}^- \right) \cdot \bar{T}_{1233}^{(9)} \\
+ \left( K_{12,3123} + K_{12,3123}^- \right) \cdot \bar{L}_{3123}^{(9)} + \left( K_{12,3123} + K_{12,3123}^- \right) \cdot \bar{T}_{3123}^{(9)} + \left( K_{12,31232} + K_{12,31232}^- \right) \cdot \bar{T}_{31232}^{(9)} + \left( K_{12,31233} + K_{12,31233}^- \right) \cdot \bar{T}_{31233}^{(9)} \\
+ \left( K_{12,312332} + K_{12,312332}^- \right) \cdot \bar{T}_{312332}^{(9)} + \left( K_{12,312333} + K_{12,312333}^- \right) \cdot \bar{T}_{312333}^{(9)} \\
+ \left( K_{12,3123332} + K_{12,3123332}^- \right) \cdot \bar{T}_{3123332}^{(9)} + \left( K_{12,3123333} + K_{12,3123333}^- \right) \cdot \bar{T}_{3123333}^{(9)} \\
+ \left( K_{12,31233332} + K_{12,31233332}^- \right) \cdot \bar{T}_{31233332}^{(9)} + \left( K_{12,31233333} + K_{12,31233333}^- \right) \cdot \bar{T}_{31233333}^{(9)} \\
+ \left( K_{12,312333332} + K_{12,312333332}^- \right) \cdot \bar{T}_{312333332}^{(9)} + \left( K_{12,312333333} + K_{12,312333333}^- \right) \cdot \bar{T}_{312333333}^{(9)} \\
+ \left( K_{12,3123333332} + K_{12,3123333332}^- \right) \cdot \bar{T}_{3123333332}^{(9)} + \left( K_{12,3123333333} + K_{12,3123333333}^- \right) \cdot \bar{T}_{3123333333}^{(9)} \\
+ \left( K_{12,31233333332} + K_{12,31233333332}^- \right) \cdot \bar{T}_{31233333332}^{(9)} + \left( K_{12,31233333333} + K_{12,31233333333}^- \right) \cdot \bar{T}_{31233333333}^{(9)},
\]

\(59\)
\[ \log Y_{23}^{(9)}(\theta - i\phi_{23}) = m_{23}^2 e^\theta + K_{23,1}^{+} \cdot \tilde{T}_{1,1}^{(9)} - (K_{23,2}^{+} + K_{23,2}^{-}) \cdot \tilde{T}_{1,2}^{(9)} + (K_{23,3}^{+} + K_{23,3}^{-}) \cdot \tilde{T}_{1,3}^{(9)} + K_{23,12}^{+} \cdot \tilde{T}_{12}^{(9)} + (K_{23,23}^{+} + K_{23,23}^{-}) \cdot \tilde{T}_{23}^{(9)} + \tilde{T}_{32}^{(9)} + 3K(\theta - \theta') \cdot L_{23}^{(9)} + 2K_{23,312} \cdot \tilde{T}_{312}^{(9)} + (K_{23,312}^{+} + 3K_{23,312}^{-}) \cdot \tilde{T}_{312}^{(9)} + (3K_{23,3122}^{+} + K_{23,3122}^{-}) \cdot \tilde{T}_{3122}^{(9)} + (2K_{23,231}^{+} + K_{23,231}^{-}) \cdot \tilde{T}_{231}^{(9)} + (K_{23,2312}^{+} + 2K_{23,2312}^{-}) \cdot \tilde{T}_{2312}^{(9)}; \tag{C.8} \]

\[ \log Y_{312}^{(9)}(\theta - i\phi_{1}) = m_{312}^2 e^\theta + (K_{312,1}^{+} + K_{312,1}^{-}) \cdot \tilde{T}_{1,1}^{(9)} - (2K_{312,2}^{+} + K_{312,2}^{-}) \cdot \tilde{T}_{1,2}^{(9)} + (K_{312,3}^{+} + K_{312,3}^{-}) \cdot \tilde{T}_{1,3}^{(9)} + 2K_{312,1,23}^{+} \cdot \tilde{T}_{123}^{(9)} + (K_{312,2,12}^{+} + 3K_{312,2,12}^{-}) \cdot \tilde{T}_{123}^{(9)} + (K_{312,23}^{+} + 3K_{312,23}^{-}) \cdot \tilde{T}_{23}^{(9)} + (K_{312,312}^{+} + 3K_{312,312}^{-}) \cdot \tilde{T}_{312}^{(9)} + 5K(\theta - \theta') \cdot \tilde{T}_{323}^{(9)}; \tag{C.9} \]

\[ \log Y_{3122}^{(9)}(\theta - i\phi_{3122}) = m_{3122}^2 e^\theta + 2K_{3122,1}^{+} \cdot \tilde{T}_{1,1}^{(9)} - (K_{3122,2}^{+} + 2K_{3122,2}^{-}) \cdot \tilde{T}_{1,2}^{(9)} + 2K_{3122,3}^{+} \cdot \tilde{T}_{1,3}^{(9)} + (K_{3122,12}^{+} + K_{3122,12}^{-}) \cdot \tilde{T}_{12}^{(9)} + (K_{3122,23}^{+} + K_{3122,23}^{-}) \cdot \tilde{T}_{23}^{(9)} + (K_{3122,312}^{+} + 3K_{3122,312}^{-}) \cdot \tilde{T}_{312}^{(9)} + (3K_{3122,3122}^{+} + K_{3122,3122}^{-}) \cdot \tilde{T}_{3122}^{(9)} + (K_{3122,231}^{+} + 2K_{3122,231}^{-}) \cdot \tilde{T}_{231}^{(9)} + (K_{3122,2312}^{+} + K_{3122,2312}^{-}) \cdot \tilde{T}_{2312}^{(9)} + 5K(\theta - \theta') \cdot \tilde{T}_{323}^{(9)} + (3K_{3122,123}^{+} + K_{3122,123}^{-}) \cdot \tilde{T}_{123}^{(9)}; \tag{C.10} \]

\[ \log Y_{231}^{(9)}(\theta - i\phi_{231}) = m_{231}^2 e^\theta + (K_{231,1}^{+} + K_{231,1}^{-}) \cdot \tilde{T}_{1,1}^{(9)} - 2K_{231,2} \cdot \tilde{T}_{1,2}^{(9)} + K_{231,3} \cdot \tilde{T}_{1,3}^{(9)} + K_{231,12}^{+} \cdot \tilde{T}_{12}^{(9)} + (K_{231,23}^{+} - K_{231,23}^{-}) \cdot \tilde{T}_{23}^{(9)} + (K_{231,312}^{+} + K_{231,312}^{-}) \cdot \tilde{T}_{312}^{(9)} + (K_{231,231}^{+} + K_{231,231}^{-}) \cdot \tilde{T}_{231}^{(9)} + (K_{231,2312}^{+} + 2K_{231,2312}^{-}) \cdot \tilde{T}_{2312}^{(9)} + 2K_{231,123} \cdot \tilde{T}_{123}^{(9)}; \tag{C.11} \]

\[ \log Y_{123}^{(9)}(\theta - i\phi_{123}) = m_{123}^2 e^\theta - K_{123,1} \cdot \tilde{T}_{1,1}^{(9)} - 2K_{123,2} \cdot \tilde{T}_{1,2}^{(9)} + (K_{123,3}^{+} + K_{123,3}^{-}) \cdot \tilde{T}_{1,3}^{(9)} + (K_{123,12}^{+} - K_{123,12}^{-}) \cdot \tilde{T}_{12}^{(9)} + K_{123,23}^{+} \cdot \tilde{T}_{23}^{(9)} + \tilde{T}_{123}^{(9)}; \tag{C.11} \]
\[
+ (2K_{123,12} + K_{123,23}) \star \mathcal{L}^{(9)}_{12} + (2K_{123,23} + K_{127,23}) \star \mathcal{L}^{(9)}_{23} \\
+ (K_{123,312} + K_{123,312}) \star \mathcal{L}^{(9)}_{312} + (3K_{123,312} + K_{123,312}) \star \mathcal{L}^{(9)}_{312} \\
+ (3K_{123,312} + K_{123,312}) \star \mathcal{L}^{(9)}_{312} + 2K_{123,231} \star \mathcal{L}^{(9)}_{231} \\
+ 3K(\theta - \theta') \star \mathcal{L}^{(9)}_{123}.
\]

(C.12)
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