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Abstract: The thermodynamic theory of action potential propagation challenges the conventional understanding of the nerve signal as an exclusively electrical phenomenon. Often misunderstood as to its basic tenets and predictions, the thermodynamic theory is virtually ignored in mainstream neuroscience. Addressing a broad audience of neuroscientists, we here attempt to stimulate interest in the theory. We do this by providing a concise overview of its background, discussion of its intimate connection to Albert Einstein’s treatment of the thermodynamics of interfaces and outlining its potential contribution to the building of a physical brain theory firmly grounded in first principles and the biophysical reality of individual nerve cells. As such, the paper does not attempt to advocate the superiority of the thermodynamic theory over any other approach to model the nerve impulse, but is meant as an open invitation to the neuroscience community to experimentally test the assumptions and predictions of the theory on their validity.
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Introduction: physics and neurobiological explanation

The notion of the brain as an information processing input-output device is based primarily on experimental and theoretical insights from electrophysiology and computational neuroscience in which neuronal cell excitability is modeled as an electric membrane circuit, including capacitances and resistors. In analogy to the operation of the popular digital electronic information processors generally known as computers, the non-linear, voltage-dependent, propagation of a binary electric signal along the axonal membrane of individual nerve cells is interpreted as neuronal information processing manifesting itself in the form of a digital neuronal code consisting of a train of so-called action potentials (reviews by e.g., Freeman 1981; Harmon and Lewis 1966; Wiener 1961). However, albeit very popular with both scientific and laymen audiences the electricity-centered perception of information processing in the cellular membrane of brain cells as central to the “modus operandi” of the brain does not provide a proper, conceptually (i.e., philosophically) solid, explanation for the contribution of this mechanism to either the coordinated action of neurons as individual cells, or as part of brain cell networks let alone the brain as an organ within the organism (Almog and Korngreen 2016). This may (at least partly) be the result of a perceived conceptual friction between physics and biology. In fact, physics and biology are deemed to be incommensurable by some (the “bio-physical dichotomy”; Moralez and Favela 2016) because they use operating principles, laws of nature versus the search for mechanisms, which at first glance appear to be at variance with each other. According to this opinion, physics, in its ultimate quest to mathematically describe phenomena of interest in a single equation focuses primarily on a theoretical approach highlighting matters such as universality and the application of conservation laws without addressing issues related to either function or purpose. Biology, on the other hand, in trying to find out how things work in biological systems, prioritizes experimental exploration and emphasizes, amongst others, issues of uniqueness, diversity, complexity and adaptability in its theorizing and usually non-mathematical modeling of life’s manifestations. As a result, as described for instance by Tuszyński and Kurzynski (2003), “a biological model is often understood to be simply a diagram depicting the interrelationships of various (sub)systems in a process, whereas a physical model is expected to be a theoretical
description of a process involving a number of equations of motion stemming from the first principles (if possible), testable against a range of tunable experimental conditions. It must lead to a quantitative prediction and not simply reproduce already known results”. Whilst acknowledging that physics and biology differ fundamentally, others, however, stress the relationship between the two disciplines in concluding that biological, including cognitive, phenomena are constrained by the underlying physics (Collell and Fauquet 2015; Ellis and Kopel 2019; Moralez and Favela 2016; Varpula et al. 2013). The latter notion has important consequences for those (neuro)scientists interested in reconciling concise, unifying theoretical principles from physics with the obvious unique complexity and adaptive nature of brain function and moreover provides a window of opportunity to firmly ground general brain theories and models in the (bio)physical and material properties of brain cells, in particular neurons and neuronal networks (Fiorillo 2008; Fiorillo et al. 2012). In fact, it is this attempt to align fundamental physics, in particular thermo-/hydro-dynamics and acoustics (hereunder called the thermodynamic theory), with neurobiological explanation at the cellular level that underlies the ongoing debate on the physical nature of the central concept in our current understanding of the brain as an information processor, i.e., the propagating action potential (hereunder called the nerve impulse). Riddled with some major misunderstandings and suffering from a lack of familiarity with the physics involved, this debate has been ongoing for some while without being picked up in mainstream neuroscientific literature (Fox 2018).

Here, we would like to stimulate interest in the debate by a discussion of (some of) the theoretical background and central tenets (including existing misunderstandings; Figure 1) of the novel thermodynamic theory of nerve impulses in a concise but intelligible manner appealing to a broad audience of neuroscientists. Moreover, we will also argue its potential impact on our understanding of (the physical nature of) neuronal signaling. For recent, more detailed, reviews concerning the history of the debate, specific comparison of the characteristics of (a number of) the models involved, extensive treatment of the physics involved and presentation and interpretation of results obtained thus far, see (Andersen et al. 2009; Drukarch et al. 2018; Jerusalem et al. 2019; Mussel and Schneider 2020; Schneider 2020a).

**Modeling of the nerve impulse as an electro-mechanical phenomenon: extending the electricity-centered conception of neuronal information propagation**

There is an ongoing discussion in philosophy of neuroscience of how explanatory understanding of neuroscientific phenomena is actually achieved. The central theme of the discussion is whether valid explanations are necessarily descriptions of mechanisms (as popular in (cellular) neurobiology and neurophysiology; see above) or that alternative approaches, like dynamical systems theory or deductive-nomological reasoning, carry at least equal or even greater explanatory force. In fact, it is this question which underlies the debate about proper modeling of the (bio)physics of the nerve impulse.

Proponents of the mechanistic approach to explanation generally define mechanisms as “entities and activities such that they are productive of regular change from start-up to finish or termination conditions” (Hohol and Furman 2015; Machamer et al. 2000). They put forward that descriptions of mechanisms are inherently intelligible because they highlight “productive continuities and are amenable to visualization”. As such, descriptions of mechanisms are claimed to be best suited to provide a sufficiently accurate and complete (enough) understanding of neurobiological phenomena like the nerve impulse to allow for productive (and useful) investigations (Bechtel and Abrahamsen 2005; Machamer et al. 2000). However, in order to fulfill their promise(s), proper models of the phenomenon of interest, describing the (alleged) mechanism in required detail, are necessary. It is to underscore their position, that a number of authoritative “mechanists” refer to what sometimes has been celebrated as “the most important model in all of the physiological literature” (Keener and Sneyd 2009), i.e., the Hodgkin–Huxley (HH) model of the action potential (for recent historic overview and references see, Drukarch et al. 2018), the nerve impulse is conceptualized as a purely electrical phenomenon propagating in a manner similar to the conduction of current in an electrical cable. Accordingly, the axonal membrane along which the nerve impulse travels was modeled physically as an electrical circuit in which the
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**Common misunderstandings in the debate on modeling of nerve impulse propagation**

- Electrical vs Mechanical
- Reversible vs Irreversible
- Macroscopic vs Microscopic
- False dichotomies

(always both)

**Figure 1:** Common misunderstandings in the debate on modeling of nerve impulse propagation.
membrane is a capacitor and the attendant ion channels are resistors. As the ion channels open and close in a time- and voltage-dependent manner, ionic currents flow across the membrane generating a nonlinear and transient alteration of the transmembrane potential, called an action potential. This action potential is then propagated as a nerve impulse over long distances by means of both active and passive conduction. Such a description of a theory of neuronal excitability concurs with the definition of a mechanism provided above (however, see fourth section for further discussion of this interpretation). Moreover, considering also that for more than 60 years it has been appreciated for its remarkable descriptive and predictive power and has served as a foundation for neuroscientific research from molecular to circuit level (Catterall et al. 2012), made the HH-model of the action potential highly attractive for “mechanists” to argue in favor of their approach to neuro-biological explanation (Craver 2006, 2008). However, in recent years the purely electrical conception of the nerve impulse as promoted by the HH model is increasingly challenged by a number of (membrane) biophysicists who point to its inability to account for manifestations of the nerve impulse that are of a non-electrical nature and which have been reported to move in synchrony with the electrical signal (for review see, Drukarch et al. 2018). These include mechanical and optical changes but also reversible temperature changes that accompany a nerve impulse but cannot be accommodated within the electrical HH framework from a thermodynamic standpoint, as acknowledged by Hodgkin himself (Hodgkin 1964). To address these inconsistencies, these biophysicists proposed that propagation of the action potential results from the same fundamental principles that cause the propagation of sound waves in a material instead of the flow of ions or current. In this framework, which includes the much publicized but also strongly criticized and often misunderstood Heimburg-Jackson soliton model (see for instance, Fox 2018; Jackson and Heimburg 2020; Meissner 2018; Peyrard 2020), the electro-mechanical nature of the nerve impulse emerges naturally from the collective properties of the axonal membrane, in which a compression wave propagates, analogous to a sound wave. This implies that according to this “thermodynamic” theory the physical characteristics of the wave representing the nerve impulse are derived from the principles of macroscopic thermodynamics and conservation laws, rather than the molecular-level entities like ion channel proteins, as in the prevailing electrical theory.

However, to account for (at least some of the) unexplained observations, others have proposed models incorporating functional involvement of specific forms of mechanical signaling in neuronal excitability (for recent overview, see Drukarch et al. 2018). In the latter, the mechanical manifestations of the nerve impulse are viewed as epiphenomena either inevitably accompanying the electric manifestations of the nerve impulse or resulting from the mechanism underlying the electric action potential (Jerusalem et al. 2019). As such, in light of their intimate connection with the physics of the HH framework, they should be considered as extended mechanistic explanations of the nerve impulse.

Whilst agreeing that, the nerve impulse should be understood as an electro-mechanical or even multi-physics wave, it is important to note that in the here described attempts to model the experimentally observed electro-mechanical coupling in the axonal membrane, two fundamentally different theoretical approaches to modeling are used. In discussing these two “paradigms” of (bio)physical modeling, Jerusalem et al. (2019) rightly conclude that the various “non-thermodynamic” electro-mechanical models, similar to the coupling of Nernst’s theory of the electrochemistry of semi-permeable membranes to the laws of electricity (e.g., Ohm’s and Coulomb’s laws) and Kelvin’s cable theory in the purely electrical HH model of the nerve impulse, aim primarily to itemize the different physics involved in the experimental observations linking them by physical laws. Generally driven by the physics of interest for a given application (in case of the HH model that is, for instance, explaining of the electrical manifestations of the nerve impulse), they suffer, however, from a lack of generalization. Moreover, combining such “non-thermodynamic” models with thermodynamics-based models of the nerve impulse in efforts to incorporate, integrate and explain “all relevant” aspects of the nerve impulse by unifying different manifestations of the nerve impulse and their interactions (Mueller and Tyler 2014), are under threat of including incompatible notions, such as the capacitance of the neural membrane being constant and changing at the same time during the nerve impulse, as discussed recently (Holland et al. 2019).

In contrast, “non-mechanistic”, thermodynamics-based frameworks are better suited for generalization, because they consider the different physics as intertwined manifestations of energy. As noted by Jerusalem et al. (2019), “in such approach, the state of the system of interest, e.g., the membrane, is characterized by its enthalpy and the different conformations (or states) it can take (i.e., its entropy). These approaches can be derived from first principles (i.e., fundamental laws of nature like the second law of thermodynamics and conservation laws), and present the advantage to capture a phenomenon such as AP (action potential; abbreviation in text) as a simple thermodynamic wave intrinsically accounting for mechanics, electrophysiology, pH etc.”. As such, the presumed dichotomy between understanding the nerve impulse as either an electrical-
(classical, HH framework) or mechanical (alternative, thermodynamic framework) pulse, as sometimes proposed in (popular) scientific literature (Fox 2018), is false. This has led to unnecessary misunderstanding of the claims of the latter (Figure 1). Indeed, the ultimate objective of the thermodynamic theory, as originally envisioned by Konrad Kaufmann (Kaufmann 1989a, 1989b), is the unification of all of the physical manifestations of the nerve impulse phenomenon in order to get a fundamental understanding of the operational principles of the (human) brain. To do so, the thermodynamic theory focuses on obtaining the most general description of a wave phenomenon in a complex system, and determining the framework that best addresses all aspects (electrical, mechanical, thermal, etc.) of the wave at once. We will come back to this issue in the next section.

Apart from this, considering the phenomenon of interest, i.e., the nerve impulse moving along the axonal membrane, as a thermodynamic system where enthalpy and entropy exchanges occur between different states and (classical, HH framework) pulse, as sometimes proposed in (popular) scientific literature (Fox 2018), is false. This has led to unnecessary misunderstanding of the claims of the latter (Figure 1). Indeed, the ultimate objective of the thermodynamic theory, as originally envisioned by Konrad Kaufmann (Kaufmann 1989a, 1989b), is the unification of all of the physical manifestations of the nerve impulse phenomenon in order to get a fundamental understanding of the operational principles of the (human) brain. To do so, the thermodynamic theory focuses on obtaining the most general description of a wave phenomenon in a complex system, and determining the framework that best addresses all aspects (electrical, mechanical, thermal, etc.) of the wave at once. We will come back to this issue in the next section.

Apart from this, considering the phenomenon of interest, i.e., the nerve impulse moving along the axonal membrane, as a thermodynamic system where enthalpy and entropy exchanges occur between different states and physics, Jerusalem et al. (2019) note that thermodynamic models in general do away with the need to explicitly define and quantify all physical changes occurring. This makes thermodynamics highly attractive not only to capture the various (predicted) manifestations of the nerve impulse in a single and consistent theory based on physical principles, but also for the building of (general) brain theories and models aimed at unifying different approaches to understanding of the relationship between brain activity and function (Collell and Fauquet 2015; Moralez and Favela 2016; Varpula et al. 2013). At the same time, it should also be recognized that, in order to make them amenable for specific applications and testing of their predictions, theories based on thermodynamic concepts do require a phenomenological description which preserves the theories' thermodynamic origins and necessitates a set of tools and methods that can measure the macroscopic state of a system of interest to provide a quantitative description of the process under study (e.g., atomic force microscopy, optical or magnetic tweezers and nanoindenters, and multiphysics experimental setups). In fact, such setups are already allowing us to gain greater understanding of nerve impulses that supports thermodynamic models, and further development of these techniques will help to better quantify the various thermodynamic processes that underpin nerve impulses (Tamayo-Elizalde et al. 2021). From all this it should be clear that the two described frameworks for the modeling of the nerve impulse differ in both principal aim and approach (i.e. a top–down versus a bottom–up approach, see below for further discussion). This is the consequence of

the particular characteristics of the physical theories they are built on. This latter notion is instrumental to proper understanding of the thermodynamic basis of the proposed theory of the nerve impulse and requires an insight into the fundamentals of thermodynamics beyond, for example, conservation of energy and accountability of heat flow. In the next section we will address this issue in more depth using ideas introduced by Albert Einstein to distinguish between different types of physical theories (and models). Discussion of these ideas is necessary to gain a good conceptual and scientific understanding of the physical principles on which the thermodynamic theory of the nerve impulse is built.

**Principle or construct: introducing Einstein’s philosophy of (general) physical theories**

As argued by Klein (1967), Albert Einstein’s entire career is characterized by his search for a unified foundation for all of physics. In his pursuit of basic principles, Einstein was especially impressed by the characteristic features of thermodynamics of which he was convinced “that within the framework of applicability of its basic concepts, it will never be overthrown” (Einstein 1949). Thermodynamics describes a phenomenon of interest in terms of macroscopic properties, like heat capacity, compressibility, electrical capacity, conductivity etc. Einstein understood that in this way thermodynamics uses an emergent or top-down approach and, by doing so, differs in an essential way from other (general) physical theories. In particular, it is not what Einstein called a “constructive theory” which attempts “to build a picture of complex phenomena out of some relatively simple propositions” and is, therefore, characterized by a reductionist or bottom–up approach (Einstein 1950; Flores 1999). Einstein used the kinetic theory of gases as an example of a typical constructive theory as it tries to explain the observable (i.e., mechanical, thermal and diffusional) properties of gases by assumptions concerning molecular movements. Rather, thermodynamics in Einstein’s classification is considered a “theory of principle”. Such theories start from “empirically observed general properties of phenomena”, like in case of thermodynamics the non-existence of perpetual motion, and deduce from these principles a theory that will “apply to every case which presents itself” without making any assumptions about “hypothetical constituents” (Einstein 1919).

Einstein, however, did more than only identify thermodynamics as a theory of principle. He also demonstrated its use in proposing a way out of the dilemma created by the
inability of Boltzmann’s equation of entropy to describe what Einstein called the “empirical thermal behavior of a system”, i.e., its macroscopic (thermodynamic) properties (Einstein 1909, 1910, 1911). As demanded by the second law of thermodynamics, a system, no matter how complex, evolves towards equilibrium or maximum entropy. Entropy is not just an extensive quantity related to heat, but it is a unique function of extensive observables that completely defines the physical state of the system. Thus, entropy is an analytic function of the form $S(x)$, where $x$ represents variables that can be measured in an experiment such as volume, energy, charge, concentration of various ion species and others. It is at this level that any phenomenon observed in the evolving system is unified. For example, the first derivative of $S$ with respect to volume is related to pressure, with respect to energy is related to temperature and with respect to charge is related to the electric field and so on. The system “only cares” about maximizing entropy and not about which arbitrarily defined quantity (volume, energy, charge etc.) needs to be altered to achieve the maximum entropy. Furthermore, maximizing $S(x)$ might happen under certain constraints, such as conservation of mass, momentum and energy. When we perturb a system from its resting state, the second law of thermodynamics “tries” to restore the equilibrium. This, for instance, is considered to be the origin of elasticity in a (biological) material and is given by the second derivative of the entropy function with respect to its volume. As such, an arbitrary perturbation $\Delta x$ of a system, in general, will always possess a component $\Delta x_{\epsilon}$ that takes place at constant entropy and is of propagative nature, i.e., a sound wave. In fact, such propagative perturbations (or fluctuations) always exist at thermal equilibrium and are often employed for experimental investigation of a material, including biological ones, using phonon spectroscopy-based techniques (Prevedel et al. 2019). For example, these techniques measure fluctuations in the dielectric properties of the medium $\Delta \epsilon$, and while the constant pressure component $\Delta \epsilon_{p}$ accounts for the ordinary (Rayleigh) scattering of light, the constant entropy component $\Delta \epsilon_{\epsilon}$ accounts for Brillouin scattering, which directly measures properties such as, the speed of sound, viscosity and thermal conductivity in the material (O’Connor and Schlupf 1967). An artificial or imposed perturbation of the material eventually always dissipates into this phonon background and the process tends to be faster in a visco-elastic material, such as the axonal membrane (discussed further in next section). From this description, it should now be possible to understand why, according to this approach, it would be wrong to assume that any perturbation of the system will manifest itself only as electrical, mechanical or other quantities. Moreover, it puts propagation and not the physical nature of the perturbation or its causal mechanism at the center of the argument. Unfortunately, though, in the debate on the physics of the nerve impulse this is often misunderstood and instead is interpreted as a particular challenge to the concept of action potential generation as the ultimate consequence of the timed opening and closure of specific ion channel proteins controlled by changes in membrane potential.

In the presence of a complete constructive theory of molecular nature it is generally assumed that one obtains the macroscopic properties of a system under study using Boltzmann’s principle, $S = k \ln W$, where $S$ is the entropy (which is related to macroscopic properties), $k$ is Boltzmann’s constant and $\ln$ is the natural log of the microscopic distribution function $W$ which is obtained from the molecular theory (Boltzmann 1877). In fact, via this formulation, Boltzmann’s principle predicts the relationship between the likelihood of a certain microscopic, molecular configuration of a system and its entropy, representing macroscopic characteristics. Boltzmann’s principle is generally acknowledged as the foundation of all teleological statistical mechanics approaches. However, Einstein was highly critical of this theory and rejected the molecular (i.e., statistical–mechanics-based) approach inherent to Boltzmann’s formulation. Although excellently incorporated into the recent overview by Schneider (2020a), for argument’s sake we will here repeat the essential parts of Einstein’s line of reasoning. He argued that “in order to be able to calculate $W$, one needs a complete theory (perhaps a complete molecular-mechanical theory) of the system under consideration. Given this kind of approach, it therefore seems questionable whether Boltzmann’s principle by itself has any meaning whatsoever, i.e., without a complete molecular-mechanical or other theory that completely represents the elementary processes (elementary theory). If not supplemented by an elementary theory or-to put it differently-considered from a phenomenological point of view, equation $S = k \ln W$ appears void of content” (Einstein 1910). As a solution Einstein introduced what was later called “Einstein’s reversion” ($W = e^{S/k}$; Schrodinger 1985), which he applied with great success to, for instance, derive the wave-particle dualism (Einstein 1909). According to Einstein “Boltzmann’s equation is usually applied in the following way: One starts out from a specific elementary theory (e.g., molecular mechanics), determines the probability of a state theoretically, and calculates the entropy from this by means of Boltzmann’s
equation in order to learn, finally, the thermodynamic properties of the system. But one can also proceed in the reverse direction: from the empirical ascertained thermal behavior of the system, one determines the entropy values of the individual states, and from these one calculates the probabilities of the states by means of Boltzmann’s equation. It is characteristic for this standpoint, that the (temporal) probability is a purely phenomenological defined state. It puts you in the advantageous position, that there is no elementary theory (e.g., statistical mechanics) necessary” (Einstein 1911). Whilst still adhering to both the second law of thermodynamics as well as Boltzmann’s principle, Einstein “reversed” the usual order by putting empirical, macroscopic observation before microscopic models. In fact, using this approach one starts from an experimentally obtained formulation of $S$ (=phenomenology) and the second law of thermodynamics, and deduces the nature of the microscopic distribution function $W$ (=likelihood of different configurations of a system) from it. Consequently, in the words of Schneider (2020a), “the “empirical thermal behavior” of a system is described by its heat capacity, compressibility, radiation spectra, electrical capacity, conductivity, magnetic susceptibility, …, …, and many more”. It is by such macroscopic properties that in Einstein’s approach to thermodynamics the characteristics of a phenomenon occurring in a system of interest are described and their relationships established in so-called (thermodynamic) state-diagrams. Moreover, it is this set of ideas of Einstein which led Konrad Kaufmann to propose a unified, thermodynamic, theory of the nerve impulse which goes beyond a circuit theory of resistors and capacitors as used for the HH model (Kaufmann 1989a). At the same time, as Einstein’s approach requires that the second law of thermodynamics comes $a$ $priori$ while any microscopic or molecular description of the system under investigation is derived from it and hence comes $a$ $posteriori$, it is good to acknowledge that this will appear rather counter-intuitive for someone with a background in the mechanistic (neuro) biological sciences (see before) where the role of molecules, their structures and microscopic interactions not only dominates the language of scientific discourse but also leads the development of new tools and the experimental approaches intended to further the present state of knowledge. Especially since the advent of molecular biology, we have become accustomed to picturing molecules as intricate machines where understanding their motion (via a sort of snapshots) during a phenomenon is equated with the physical understanding of them. Although indeed imperative from a constructive point of view, such a presupposition can be particularly misleading in a thermodynamic framework where the efficiency of a machine, say an engine, is determined by the changes in the state of the working fluid during a cycle while the structural details of the engine are inconsequential. Moreover, to develop a complete constructive theory based on molecular biology for complex biological systems and associated phenomena, like a nerve impulse running along the axonal membrane, would be nearly impossible, and without the security of foundation of a theory of principles one is very likely to make wrong assumptions and/or propositions (Figure 1). It is precisely at this level that Einstein’s approach to physics as discussed here provided Kaufmann and his coworkers with an alternative theoretical framework to tackle the challenging problem of catching the multi-physical manifestations of the nerve impulsive in a unified theory. Finishing this outline of Einstein’s approach to thermodynamics and his categorization of physical theories, it cannot be overstated that a theory of principles is not necessarily incompatible with a molecular approach as employed for a constructive theory. Rather, it is complementary. However, if a hypothesized constitutive element of the constructive theory (see above) is found in contradiction with the theory of principle the hypothesized constitutive element will have to be dropped as it would amount to violation of the second law of thermodynamics. This insight is essential to understand another perceived bone of contention between the “thermodynamic” theory based on the principles of macroscopic thermodynamics and the essentially constructive motivations underlying the HH model, i.e., the role of ion channels. Thermodynamics does not challenge that ion channels are important components of the system, but acknowledges that they are one component of many. We will deal with this issue in the next section. Moreover, recently we discussed an example from recent literature where failure to recognize the relationship between models based on a theory of principles and constructive theory-based models in formulating a novel and comprehensive model of the nerve impulse as an electro-mechanical phenomenon has led to incorporation of a logically inconsistent notion, thereby fundamentally undermining the validity of the proposal (Holland et al. 2019).
The axonal membrane as a separate thermodynamic system

Fundamentally different from mechanistic accounts as popular in molecular and cellular neuroscience, in the thermodynamic framework underlying the “thermodynamic” theory of the nerve impulse the emphasis lies on macroscopic observable phenomena in a system of interest. These occur as the inevitable, and therefore predictable consequence of physical principles and laws (here, second law of thermodynamics and conservation laws) working on the system as a whole. In such a framework there is only room for one causal factor, i.e., the initial trigger, all other couplings follow from thermodynamics and reversibility (Kaufmann 1989; Heimburg and Jackson 2005). As so elegantly phrased by Schneider (2020a), taking this perspective the nerve impulse is an “everything” or “thermodynamic pulse” for which a distinction between its mechanical, electrical or any other manifestation, although often employed in the literature, only leads to incorrect conclusions (Figure 1). Moreover, for proper understanding of the characteristics of this multi-physics phenomenon the physical state (and observed changes therein in the form of state-phase transitions) rather than the particular (molecular) structure of the system under scrutiny takes center stage. This will be discussed further in this section (Figure 2). But, first we have to establish what the relevant system of interest is considered to be within the context of the thermodynamic theory of the nerve impulse. For this we again have to turn to insights from Albert Einstein’s work on thermodynamics.

Proteins and lipids together with some other types of molecules self-assemble in aqueous environment to form semi-permeable (bilayer) membranous structures (Zimmerberg and Gawrisch 2006). Cells are packed with such interfaces forming organelles like the cytoskeleton and the outer border of the cell, the cell membrane. Moreover, as a consequence of the ubiquitous presence of such biological interfaces, both intracellular and most of the intercellular water in solid organs like the brain should be considered as so-called interfacial water which is in a more ordered state by molecular interaction with the membrane constituents and therefore has very different properties than freely diffusing water (Le Bihan 2007; Combet and Zanotti 2012; Disalvo et al. 2008; Doster et al. 2010; Higgins et al. 2006; Zhu and Granick 2001). For this reason, a biological interface such as the axonal membrane, together with its surrounding water, can be treated as a separate thermodynamic system, “decoupled” from its

Figure 2: Thermodynamic state changes in a membrane.
(A) Starting from the initial “resting” state of equilibrium, a physical change is always accompanied by the state evolving along one of the trajectories shown. For example, ‘a’ represents a constant pressure process, ‘b’ a constant temperature, ‘c’ a constant entropy, and ‘d’ constant density. The figure only shows the pressure – density projection of the thermodynamic state space. The trajectories can also be plotted in a thermodynamic space with more variables, such as pH, membrane potential, adsorbed ions etc., which will show how all the variables change simultaneously. These trajectories are known as the state diagrams of a system, which represent the locus of the points with maximum entropy for the given conditions and time – scales r. The timescale also determines the length-scale of the thermodynamic system, \( l = c \tau \), where \( c \) is the speed of wave propagation. If this speed is 1m/s for the membrane, then for an ion channel that stays open for 1 ms, the size of the system that needs to be considered is of the order of 1 mm, which is much larger than the physical size of a single ion channel. (B) For a simple membrane – protein system, a typical trajectory at constant temperature \( T_0 \) (or \( T_1 \)) is shown. An increase in pressure is accompanied by an increase in density and a decrease in the microscopic conformational degrees of freedom in the lipid and protein molecules. Conformational changes in the collective system result in a change in the curvatures of trajectory, which are treated as phase transitions from a theoretical stand point. The magnitude of change in the curvature depends on the cooperativity in the system. Note how the trajectory shifts as the temperature is increased from \( T_0 \) to \( T_1 \). The phase transition still occurs but at a higher pressure and density, given by the intersection of the trajectory with the equilibrium phase boundary \( \sigma_{eq} \).
immediate environment, which has its own specific heat (and hence entropy) represented in state diagrams, as incidentally introduced by Einstein in his very first publication (Einstein 1901). Once the entropy of the interface is established, the laws of physics working on it will have two direct consequences for the interface (that can be deduced purely mathematically) and which are of immediate importance for proper understanding of the phenomenology of the nerve impulse as interpreted according to the thermodynamic theory.

First, a system that is thermodynamically stable, i.e., is in equilibrium, has so-called positive susceptibilities (derivatives of the state diagrams shown in Figure 2), i.e. positive compressibility, heat capacity, capacitance etc. This means that any perturbation generates a restorative force. If indeed the case, then, Einstein’s reversion of Boltzmann’s principle requires that spontaneous, reversible and quantized perturbations-fluctuations in all microscopic measurements of the system, i.e., the axonal membrane interface, have to exist (Seeger et al. 2010; Wunderlich et al. 2009). The variance of the fluctuation(s) amplitude is related analytically to the second derivative of the entropy of the (membrane) interface and hence to its macroscopic susceptibilities based on thermodynamic identities (heat capacity to variance in enthalpy fluctuations, compressibility to variance in area fluctuations, capacitance to variance in charge fluctuations, etc.; Figure 2). To understand, however, how this relates to the nerve impulse we have to do a thought experiment. Suppose we put a pair of electrodes across a semipermeable membrane in an aqueous medium. The second law of thermodynamics then requires that spontaneous current fluctuation appears in the recorded traces. However, in the case of the membrane being a part of the created circuit, electrical fluctuations imply random and spontaneous opening of the membrane through which a charge carrier, usually an ion, can move from one side of the membrane to the other side along an electrochemical concentration gradient (Wunderlich et al. 2009). Such holes in the membrane are generally known as “ion-channels” and lie at the core of the present understanding of the phenomenon of the nerve impulse. Note that Einstein’s approach makes no predictions or even assumptions about the structural or molecular nature of the pore, i.e., whether it is lipid or protein! Rather, it provides quantitative estimates of the amplitude and variance of resulting current fluctuations and their timescales derived mathematically from the second law of thermodynamics and Onsager flux relations (Wunderlich et al. 2009). On the other hand, current neurophysiology, aligned with molecular biology, attempts to explain these “channel events” through hypothesized conformational changes in specific membrane protein structures. Indeed, experiments on pure lipid bilayers show such channel-like events in absence of (ion) channel proteins and the measured traces are virtually indistinguishable from those measured on ion channel proteins-containing biological membranes, at least as far as their time scales, frequency and amplitude are concerned (Blicher and Heimburg 2013; Heimburg 2010; Mosgaard and Heimburg 2013; Wunderlich et al. 2009). This should, however, not be understood to mean that according to the thermodynamic theory of the nerve impulse proteins do not play a role in channel formation and the flux of ions across the axonal membrane, but only that they are not consequential for a general physical theory that explains the phenomenology of channel formation. In such a framework, ion channel proteins form part of the constituents of the membrane interface whose collective behavior during the passage of the nerve impulse is responsible for the macroscopic thermodynamic observables and their relationships as described in a physical state diagram (Figure 2). Ion channel proteins, as a consequence of their structural and physico-chemical characteristics, may then, for instance, be considered as modulators or even facilitators of membrane excitability whose presence is of immediate consequence for the specific physical characteristics, including the electrical manifestations, of a moving nerve impulse. At the same time, their presence is not deemed absolutely necessary for a thermodynamic wave with the physical characteristics of a nerve impulse to occur in a membrane interface under appropriate conditions.

Perhaps more important to understand the ongoing debate on the physics of the nerve impulse, the above outlined discussion on the role of ion channel proteins in the two apparently competing theories for explanation of this phenomenon nicely illustrates how Einstein’s duo of theories of principle and constructive theories can relate to each other in a complementary fashion in explaining a physical phenomenon. In fact, it was Einstein who, whilst noting that the merit of theories of principle lies in “their logical perfection and the security of their foundation” without the need to refer to “hypothetical constituents” as typical of constructive theories, emphasized the important contribution of a constructive, molecular, theory in writing that “When we say that we understand a group of natural phenomena, we mean that we have found a constructive theory which embraces them” (Einstein 1919). However, whether they can actually work in concert depends on a number of factors. Although not built on a constructive theory in the exact sense meant by Einstein to complement
a unified theory of principles, the electricity-centered foundations of the HH model of the propagating action potential show some striking similarities to his characterization thereof, which are worth noting in this context. In their model, Hodgkin and Huxley foresaw a change in membrane permeability as the assumed consequence of time- and voltage-dependent opening and closure of “hypothetical constituents”, i.e., sodium and potassium ion channels, playing a central explanatory role in action potential generation and propagation (Hodgkin and Huxley 1952). Importantly, at the time of its formulation in the early 1950s ion channels had not yet been identified as separate molecular entities and were indeed still hypothetical constructs, a fact of which Hodgkin and Huxley were fully aware (Hodgkin and Huxley 1952). Indeed, it is because of this that, in its original form, some “mechanist” philosophers of science consider the HH model only as a phenomenological description of the action potential, which they called a “mechanism sketch”. According to this view, it took the later molecular and functional characterization of ion channel proteins as separate chemical and physical entities to turn the HH model into a full and proper description of a mechanism, without any reference to other physical or structural characteristics of the axonal membrane other than it forming part of an electronic circuit, as originally modeled by Hodgkin and Huxley (Craver 2008). It is this mechanistic, microscopic level-directed description which forms the basis of our current textbook explanation and understanding of the nerve impulse as a purely electrical phenomenon. In contrast, however, not only built on different physics, the thermodynamic theory, based on the principles of macroscopic thermodynamics and conservation laws, is of an entirely different, non-mechanistic, nature making a compromise with the evolved HH framework impossible.

Returning to the membrane interface, the constraints imposed by thermodynamic stability of the system (i.e., its positive susceptibilities, see above), in combination with conservation laws (mass, momentum and entropy) of the interface and the second law of thermodynamics require propagation of perturbations which can be observed in all macroscopic measurements (electrical, mechanical, optical, thermal, chemical, magnetic etc.) of the system. Such a propagating “multi-phenomenal” perturbation, resulting either from an external influence (e.g., electrical, mechanical or chemical) or intrinsic fluctuations (e.g., changes in protein conformation) might well be considered as a carrier of multi-modal information. Put somewhat more explicit, using this framework the information wave is predicted to consist of an adiabatic density pulse or sound wave (n.b., sound is an adiabatic compression wave in a medium) which is expected to travel at the speed of sound in the membrane interface. That nerve impulses may represent an acoustic phenomenon was already considered by von Helmholtz in the early 1850s (von Helmholtz, 1850, 1852). Somewhat later, Bowditch (1886) was the first to propose that nerve impulses may actually be sound waves. Curiously, in light of his role in the development of the HH model, it was Cole who discussed the propagation of mechanical waves in a piezo-electric membrane at remarkable length and details as a possible mechanism behind observed inductance of excitable membranes (Cole 1941). Quoting, “The corollaries of a piezoelectric membrane structure must not be over-looked. If an applied potential difference can deform the membrane, the action potential should have a similar effect. On the other hand, if a potential difference can deform the membrane, a deformation can change the potential difference. If there is a threshold potential difference for excitation there should also be a threshold mechanical deformation with similar temporal characteristics.” While a piezoelectric approach made a lot of sense, it was the time scale of the observed oscillations in the 100–500 Hz range that was perplexing. “It may seem quite unreasonable to suppose that the axon membrane may be piezoelectric with a natural frequency of a few hundred cycles, but in the present state of our information this possibility cannot be excluded.” However, although at the time not further explored actively by Cole or other investigators in the field, we now know that this is a perfectly reasonable and in fact ideal oscillation timescale for lipid thin films, which has been measured experimentally (see Figure 3C in Shrivastava and Schneider 2014). While more complexity clearly needs to be factored in for quantitative accuracy (see next section), conceptually such waves can redefine our understanding of communication and information transport in the brain (see below). However, as emphasized by Schneider (2020a), before considering this, the thermodynamic state of the interface will have to be addressed again “as the propagating pulse implies a propagating state change”. Such a change in thermodynamic state of the membrane interface, often referred to as a phase transition, is a fundamental assumption on which the thermodynamic theory of the nerve impulse rests. In fact, as will be discussed in the next section, this theory models nerve impulses as phase changes that propagate through the membrane.
One of the goals of developing a thermodynamic theory of nerve impulse is to identify the "proper" system, i.e., the interface, and trace the nerve impulse as trajectory in the thermodynamic state space formed by all the observables, such as density, charge, pressure, temperature, pH etc. For example, $(0 \rightarrow 1' \rightarrow 0)$ represents a subthreshold excitation, whereas $(0 \rightarrow 1 \rightarrow 2 \rightarrow 0)$ represents a suprathreshold excitation. Microscopically, the conformation degrees of freedom, which are considered enslaved to the macroscopic state, also undergo a cyclic change.

**Understanding the nerve impulse as a non-linear sound wave travelling in the axonal membrane**

Sound is generally perceived to only represent a density or compression wave in air. However, as succinctly pointed out by Mussel and Schneider (2020), more properly, sound is to be defined as a local and reversible change in many observables, such as density, pressure, temperature and energy, which propagates longitudinally throughout a substance (also as discussed for Brillouin spectroscopy above). As a physical phenomenon, they note, moreover, that sound originates from the conservation laws of mass, momentum and energy which, in principle, hold for any proteins and macromolecules other than a thin film of lipids; these acoustic pulses showed up as longitudinal waves, detected in the form of (substantially reversible) changes in lipid membrane layer density and lateral pressure, and behaved remarkably similar to nerve impulses in a neuron, including their propagation as (electro-mechanical) solitary pulses, their velocity of propagation, amplitude saturation and all-or-none excitation (Shrivastava and Schneider 2014). However, these nerve impulse-like characteristics were found to occur only in those sound waves that reversibly traverse the so-called melting transition between the liquid-expanded and liquid-condensed phases of the lipid membrane (Shrivastava et al. 2015). In other words, they are a consequence of the conformation change or phase transition in the molecular lipid membrane layer that accompanies the sound wave. Thus, only when sufficient energy is provided to cause a phase change in the lipid membrane interface under the prevailing conditions (from the resting, liquid-expanded = fluid state, to the excited, liquid-condensed = gel-like state) the entire pulse propagates otherwise it will not, the so-called all-or-none propagation (Figure 4). Moreover, completely different from our common notion of the phenomenology of sound waves in air but similar to the extended (electrical and non-electrical) phenomenology of regular nerve impulses in neurons (Drukarch et al. 2018), in hydrated lipid membranes these all-or none sound pulses manifest themselves as a non-linear phenomenon propagating, in addition to mechanical fluctuations, variations in multiple other physical observables, including electromagnetic, thermal and also chemical changes (Mussel and Schneider 2020).

The peculiar choice to use lipid monolayers and, in some cases, also bilayers, to study the physical similarities between sound waves moving in artificial membranes and nerve impulses traveling along neuronal membranes was originally instigated by the prediction of Konrad Kaufmann (1989a, 1989b) that excitation of nerve impulse-like non-linear waves should also be possible in pure phospholipid systems. For this prediction, Kaufmann based himself on
the work of Einstein (see previous sections) and proposed treatment of either the axonal- or an artificial membrane interface as an independent system in thermodynamics which has its own state diagrams. According to Kaufmann’s theory (Kaufmann 1989a, 1989b), in both systems nerve impulses will be elicited when parts of the membrane lipid layers are excited above a threshold where they transiently transition from the assumed fluid/liquid phase in the resting state to an area in a more condensed, gel-like phase. As a result of the second law of thermodynamics and the conservation laws (see previous two sections), this localized transient lipid phase transition from liquid to gel-like state is then expected to travel as an adiabatic density pulse, similar to a sound wave, in the axonal or artificial lipid membrane. Building on this thermodynamic framework introduced by Kaufmann and incorporating additional theoretical work from mechanics and supportive evidence from preliminary experimental work using contemporary methods and models from membrane biophysics and neurophysiology (for overview see, Heimburg and Jackson 2008), Heimburg and Jackson (HJ) subsequently derived a wave equation for electromechanical waves in lipid membranes, the so-called soliton model (Heimburg and Jackson 2005). Like Kaufmann before them, in construing their model, which they intended to provide a unified explanation of the broad physical phenomenology of individual nerve impulses in neurons, HJ emphasize the importance of non-linear state changes in the membrane during pulse propagation. More in particular, they stress that the pulse-like shape of the soliton is a consequence of the non-linear nature of membrane compressibility close to phase transition in the neuronal membrane. Accordingly, “during the pulse, the membrane is partially moved through a phase transition from a liquid-disordered membrane state to a solid-ordered state” (Jackson and Heimburg 2020). The accompanying density change, as the direct consequence of increased membrane tension (measured as change in lateral pressure), inevitably results in a change in membrane area and thickness, change in membrane charge density and, thus, membrane potential. Once moving, because of the reversible nature of the geometric changes in the membrane (i.e., compression followed by relaxation measured as a change in density of the lipid molecules), the self-sustaining and localized density pulse will manifest itself also as a voltage pulse, known in the classical HH framework as the propagating action potential. In an attempt to support the validity of their model assumptions HJ note that indeed “the associated changes in the thickness of the membrane, the length of the axon and the reversible release of the latent heat have all been found experimentally “(Jackson and Heimburg 2020). At the same time, for proper understanding of the claims and status of the soliton model, it cannot be overemphasized that it is the “simplest” (first order non-linearity and dispersion) description that tries (and to a certain extent succeeds) to capture most but not all of the essential features of an adiabatically propagating phase transition in a membrane. In fact, it is the first attempt at a quantitative description of this phenomenon based on thermodynamics and it should be considered as such. Failure to do so, perhaps as a result of insufficient understanding of the

![Figure 4: Expected state trajectories corresponding to a subthreshold (left) and suprathreshold (right) excitation of the membrane. Starting from initial resting state 0 the system can move along the isotherm (constant temperature) trajectory as also shown in Figure 2. However, a nerve impulse is believed to move along the adiabatic (constant entropy) trajectory in the thermodynamic framework. The phase change now occurs under non-equilibrium conditions at a higher pressure and density (lower volume). The corresponding meta-stable state is represented by the intersection of the adiabatic trajectory with non-equilibrium phase change boundary $\sigma_{\text{non-eq}}$. Subthreshold excitations, such as $0 \rightarrow 1'$ are unable to cross this boundary. However, for a suprathreshold excitation $0 \rightarrow 1$, the system enters the thermodynamically unstable regime (pressure decreases upon decreasing volume) resulting in a self-sustaining evolution of the wave, all the way to $(0 \rightarrow 1 \rightarrow 2)$. The system then relaxes to state 0 to complete the cycle.](image-url)
thermodynamic concepts on which it is built, has led to some severe but unfounded criticisms of the soliton model, in particular relating to reversibility and temperature specificity of the phase transition. For example, the repeatedly reported initial heating and subsequent cooling of the nerve fiber during propagation of an action potential (Abbott and Howarth 1973), in sync with the electrical (and mechanical) signal, is reminiscent of gas compressing and expanding quickly in a cylinder (Cowperthwaite and Ahrens 1967). However, a common mistake when interpreting the soliton model is to assume that the model predicts that the increase and decrease in heat during a nerve impulse are equal. In reality, the magnitudes of the increase and decrease (whether they are equal or not) are not important. The important part, and correct interpretation, of temperature changes predicted by the soliton model is whether the origin of heat is irreversible (dissipative) or reversible (temperature is a function of state) (Figure 1). If the origin is of a reversible nature, then the temperature will fall in sync with pressure (state), just as observed during an action potential. Some dissipation is to be expected but that does not form the basis of the phenomenon, which is the change in state. In fact, while claiming that the propagating phase transition is adiabatic, already from the work of Kaufmann it is clear that following completion of the excitation cycle the new state is predicted to be different from the initial resting state as a consequence of the effect of dissipation. Hence, from the start irreversibility was not ruled out but rather that the “reason” for propagation, i.e. the state change, is reversible (Shrivastava 2021). This is, however, unlike the HH model in which the basis of the phenomenon, i.e., (ionic) current flow along a potential gradient, is irreversible and, thus, can only account for heating (Heimburg 2020). More recently, it was highlighted how a clear mechanistic distinction between two processes can be made in terms of the ratio of irreversible to reversible heat transfer during the process instead of somewhat ambiguous temperature changes (Shrivastava 2021).

Similarly, a phase transition occurs at a fixed temperature only if all other variables are fixed. During a nerve impulse, however, membrane pressure and temperature both change and, consequently, the phase transition is represented by a line (and not a point) in the pressure-temperature diagram of states, as described in detail by Shrivastava (2021) and also shown experimentally recently (Kang and Schneider 2020).

Thus, even at a different temperature phase transition can occur at different values of pressure inside the pulse. In fact, this is related to how the amplitude and threshold of a nerve impulse vary with temperature. A more detailed description of the thermodynamic explanation for how nerve impulses can occur at different temperature if they require a phase transition can be found elsewhere (Fillafer et al. 2020; Kang and Schneider 2020). More important to note here, however, is the fact that, as originally predicted by Kaufmann’s theory (see above), recently the first preliminary experimental data have been provided that as the action potential moves forwards, the cell membrane of excitable plant cells as well as the fluid axonal membrane of living neurons first condenses (freezes) during the depolarization phase and subsequently melts (relaxes-rarefaction) whilst it polarizes again (Fabiunke et al. 2020; Shrivastava et al. 2020). Together with the observations discussed by Fillafer et al. (2020) and Kang and Schneider (2020), these data provide first evidence for the hypothesis that the axonal membrane properties instrumental for sound wave propagation in lipid layers play a role in the propagation of action potentials. Moreover, pointing to a significant change in the thermodynamic state of the membrane as expected in a phase transition, these data also provide strong support for the central idea underlying the thermodynamic theory of the nerve impulse that the wave front of the action potential propagates as the result of a reversible -elastic- process similar to the propagation of sound and not as the outcome of an irreversible-, diffusive process alike the “burning of a fuse of gunpowder”, as outlined by Hodgkin for the HH model (Hodgkin 1964).

Apart from this, perhaps the fiercest opposition against the thermodynamic theory in general, and the soliton model in particular, comes from the latter’s apparent failure to capture the well-known annihilation phenomenon when two nerve impulses, coming from opposite directions, collide in a single nerve fiber (Berg et al. 2017; Shrivastava 2021). While disputed by HJ and coworkers (Gonzalez-Perez et al. 2014, 2016), this criticism of the soliton model needs to be addressed. However, incorporating higher order terms into the current soliton model is sufficient to address the criticism (Shrivastava 2021). Therefore, such criticism does not mean that the thermodynamic basis is wrong. In fact, the thermodynamic theory allows for annihilation of colliding nerve impulses, as demonstrated recently by both mathematical modeling (Mussel and Schneider 2019), as well as experimentally using lipid monolayers or living excitable cells (Fillafer et al. 2017; Shrivastava et al. 2018). As such, it rather serves as proof of the fact that, whilst agreeing fundamentally with the premise of the soliton model, that is the central role of thermodynamics and conservation laws, there are important differences in the details of application of these physical concepts in the models. These are discussed elsewhere (Shrivastava 2021), and as they have no direct
relevance for the message conveyed in this paper will not be considered here any further. Nevertheless, before moving on to the next section, it is good to realize that, even from a purely acoustic physics perspective, these latter findings on annihilation of colliding sound pulses are remarkable. Typically, the amplitude of two sound pulses colliding head-on superimpose linearly before passing each other unaffected (Beyer 1997). This also holds for non-linear sound pulses, such as solitons, that remain unaffected upon collision and, therefore, were considered by the critics as an unlikely candidate for proper modeling of the nerve impulse (see for instance, Berg et al. 2017).

However, complementing the other described characteristics of non-linear sound pulses elicited in a membranous interface (see above in this section), with the observation of annihilation of colliding sound pulses in a model lipid membrane system it was demonstrated that, at least qualitatively, the characteristics of (virtually) the entire phenomenology of nerve impulse propagation can be derived solely from the principles of condensed matter physics and thermodynamics, without the need for molecular models or fit parameters of the electrical theory of HH. In doing so, a thus far unique acoustic phenomenon was identified that combines all the observable characteristics that define the propagation of nerve impulses (for recent review see, Mussel and Schneider 2020). More important here, together these studies lend strong support to the hypothesis that the underlying physics of propagation of sound- and nerve impulses in artificial and biological lipid membranes is one and the same. At the same time, these exciting new developments also pose a major challenge for the thermodynamic theory of the nerve impulse as the next step in its development will require integration of relevant aspects of thermodynamics with still poorly understood and rarely observed phenomena in non-linear acoustic physics (all-or-none pulses, annihilation upon collision). A better understanding of non-equilibrium phase transitions in the membrane will also provide a thermodynamic basis for frequency coding of the strength of stimulus (Beaumont et al. 2014).

The thermodynamic theory of the nerve impulse and the bio-physical reality of the neuron

Given that signals indistinguishable from propagating action potentials have been experimentally established and understood in pure lipid systems, i.e., the very basis of a protocell, there is at least one area of (neuro)biological investigation to which the thermodynamic theory of the nerve impulse may make a valuable contribution. This concerns the fundamental, evolutionary role of the action potential as a physical yet, at the same time, biological phenomenon. In a wide variety of eukaryotic neural- and non-neural cells, including those of some plant species and lower, invertebrate animal organisms action potentials appear not to travel beyond their cell of origin. Some investigators have even proposed that propagating action potentials as such have not evolved primarily for the purpose of long(er) range communication between cells, as is the received view (Goldsworthy 1983; Wayne 1993). Instead, in these cells, and supposedly even going back to ancestor eukaryotic cells, they may have served (and perhaps still do) as stress signals warning of impending damage to the cell membrane. Potentially accompanied by uncontrolled influx of cytotoxic Ca$^{2+}$-ions, such damage will then endanger cell survival (Bruneet and Arendt 2016). In this view, cells counteracted this threat by inducing a membrane repair mechanism involving mobilization and membrane incorporation of intracellular vesicles in combination with localized cellular cytoskeleton contraction to cover the hole in the membrane. Over time, as a result of evolutionary pressure this emergency response mechanism was optimized by incorporation into the cell membrane of voltage-gated, mechanosensitive ion channels, in particular Ca$^{2+}$-channels, in order to better regulate the untoward influx of ions during the action potential. Following this line of reasoning, it may be put forward that the original reaction to Ca$^{2+}$-influx as a result of threatening or actual membrane rupture, developed into the excitation/depolarization-secretion or contraction coupling typical of modern-day excitable cells in general and animal neurons (and neuronal circuits) in particular. Thus, at single neuron level the nerve impulse may very well be considered as the remnant of an ancient stress signal which has been put to other use(s), in particular rapid neuron to neuron or neuron-effector cell communication of informational content transported along the axonal membrane. Alternatively, however, from the perspective of the individual neuron the nerve impulse may, in addition, still serve its original purpose as a cellular alarm signal. In this context, it is interesting to note that, although experimental evidence is piling up to demonstrate that lipid phase transitions do occur regularly under physiological conditions in various types of cells belonging to a large variety of species, these transitions continue to be debated as to their physiological significance (for more details, see recent discussion of this issue in Mussel and Schneider 2020). The reason for this is, that even reversible lipid phase transitions in membranes, such as proposed in the thermodynamic theory to underlie the phenomenology of the
nerve impulse, would expose the cell/neuron to potential danger of incurring damage (Arav et al. 1996). This may happen, for instance, as the result of an increase in membrane permeability due to formation of temporary membrane pores and/or fast and considerable changes in membrane pressure during phase transition, the possibility of which has been used before as an a priori argument against the likelihood of phase transitions occurring in living cells under physiological circumstances (for more extensive discussion of this view see, Meisner 2018). However, from an evolutionary and teleological perspective, put to functional use, for instance for rapid but robust transport of information along the axonal membrane in the form of the all-or-none nerve impulse, it will be essential for the survival of neurons and other excitable cells to control the physical state of their cell membrane to be near, but not too near, to the phase transition regime. Simultaneously, following this line of reasoning it is also predicted that nerve impulses in the form of propagating phase transitions, will make excitable cells, including neurons but also muscle and endocrine cells, more sensitive to cellular stress and damage than cells who are able to keep the (thermodynamic) state of their cell membranes away from undergoing such a phase transition (Mussel and Schneider 2020). On this basis, this latter category of cells would then be expected to be “non-excitable” (Fillafer et al. 2020). Albeit classically linked to completely different cellular and biochemical characteristics, in general, this intuition is compatible with the extensively demonstrated, relatively high sensitivity of excitable cells to cellular stressors and toxicants. Recently, although still highly speculative as to its interpretation, first experimental evidence was provided suggesting that cholesterol content of lipid membranes may be a crucial factor in determining the distinction between excitable- and non-excitable cells within a thermodynamics- and mechanical framework, such as used for the thermodynamic theory of the nerve impulse. More in particular, it was shown that the elastic and viscous properties of artificial lipid bilayers, which regulate the propagation or attenuation of mechanical signals in cell membranes, are strongly modulated by different membrane concentrations of cholesterol (Al-Rekabi and Contera 2018). This allows for experimentally verifiable predictions as to the role of membrane cholesterol content in the propagation characteristics of action potentials in artificial- and neuronal membranes. Moreover, combining the multi-physical manifestations and biochemical consequences of the nerve impulse as the result of a propagating density pulse (flow of ions, membrane movement, intracellular pressure changes etc.) representing both an informational signal at the level of communication between neurons (or neurons to other cells) as well as a (potential) stress signal at the level of single neurons, offers new possibilities for the much sought-after integration of the electricity-centered models of (cellular) neurophysiology with the biochemistry of cellular (neuro)biology (see argument of Almog and Korngreen 2016). At the same time, it should be acknowledged that this may not be straightforward as the axon itself also plays an important role in determining the phase transition of the membrane. For example, when the neuronal/axonal cytoskeleton anchors to the membrane, the cytoskeleton/membrane anchor forces a crystalline phase in the membrane adjacent to the anchor. This may explain at least in part why neuronal nerve impulses differ from pure lipid “impulses”, i.e., there are more components in the neuronal system than in a ‘simple’ phospholipid system (for recent review see Jerusalem et al. 2019 and references therein).

Concluding remarks

In a recent commentary entitled “This is not about the molecules: On the violation of momentum conservation in Biology”, Professor Matthias Schneider, one of the major protagonists and developers of the thermodynamic theory of the nerve impulse, argues that violation of conservation laws, in particular conservation of momentum, in textbook models of biological communication call upon a different route forward to make further progress in our understanding of the complex phenomenon of the propagating action potential (Schneider 2020b). Although agreeing, in general, with Schneider’s arguments, we cannot emphasize enough that our efforts in the current paper are not directed to prove who is right and who is wrong or which theory or model is superior. In fact, surprising as this may appear to some, both the electricity-centered and the thermodynamics-centered approach may be “right” depending on the aim(s) for which they were developed and the purpose(s) for which they are used. For example, a circuit based on Hodgkin and Huxley equations certainly represents the closest realization of a neuron as a signal processing system (Mahowald and Douglas 1991), however it will be fundamentally less energy efficient than a real neuron (Howarth et al. 1979; Margineanu 1977; Margineanu and Schoffeniels 1977). In case of the thermodynamic theory, in first instance, the aim and purpose is the modeling and understanding of the physical manifestations of the nerve impulse in a unified framework based on the collective material properties and macroscopic thermodynamics of axonal membranes. Whilst clearly still highly controversial at this moment in time, applying Einstein’s ideas to biological systems as discussed, makes
testable predictions regarding ion channels as well as pulse propagation and both are related to the second derivate of the interfacial entropy. These predictions need to be consistent with every single established experimental fact (and not the interpretation thereof) about action potential propagation. As pointed out above, they are already consistent with the electro-mechano-opto-thermal nature of the nerve impulse phenomenon, as opposed to the purely electrical explanation provided by the HH and related models (Almog and Korngreen 2016 and references therein). Moreover, in pure lipid films with no ion-channels present, pulses as predicted by Einstein’s approach have been shown to exist experimentally and look strikingly similar to nerve impulses. However, apart from addressing the scientific realism of a particular phenomenon, a scientific theory is more useful and successful if it simplifies certain “real world” challenges. In this sense, the electricity-centered models of the nerve impulse will continue to be an essential (mathematical) tool for basic calculations and interpretation of data in a wide area of neuroscientific theorizing and experimentation. Especially in fields like molecular (neuro)biology, cellular neurophysiology and –pharmacology, that primarily employ a so-called bottom-up approach to understanding of phenomena under study, these models are expected to remain highly prevalent. In contrast, particular system level problems may be better served by the “top-down” nature of the thermodynamics-based approach discussed here. In this context, as an example, acoustic neuromodulation using (ultra)sound emitters deserves mentioning. Struggling with its high but thus far largely unfulfilled potential to revolutionize the non-invasive treatment of nervous system ailments (Blackmore et al. 2019; Jerusalem et al. 2019), the various theories and models introduced have not provided sufficient understanding of the effects of externally generated sound waves on nervous system function to make the technique widely available. To solve the problem, it might be worthwhile to consider the thermodynamics-based theory and models of action potential propagation. The reason for this is, that the conservation laws and equations that lie at the core of the approach from thermodynamics should be able to incorporate such external acoustics fields, which has been found not to be trivial in case of the HH or any related model (Blackmore et al. 2019; Plaksin et al. 2014; Sassaroli and Vykhodtseva 2016). Another area of active neuroscientific investigation dealing with system level problems and which for similar reasons, at least in our view, might benefit from consideration of the thermodynamic theory of the nerve impulse is that of the criticality theory of the brain. In this respect, and in light of the discussion in the sixth section of the current paper, it is of special interest that the possibility that neurons tune the lipid composition of their membranes to a thermodynamic critical point, a phase transition, has indeed been noted by workers active in this field (Honerkamp-Smith et al. 2009; Tkacik et al. 2015).

Finally, there is no doubt that there are many open questions that have to be dealt with before the thermodynamic theory of the nerve impulse can be accepted as a valid and unified explanation of the physics of the nerve impulse, let alone it being applied in a broader context such as intimated above. These questions are certainly not restricted to but include, among others, the role of axonal diameter and the myelin sheath in determining nerve impulse velocity and understanding of the relation between excitation strength and nerve impulse rate in terms of the dynamics of (lipid) phase transitions. Other points for consideration are the still limited experimental evidence in relevant, i.e., biological neuronal model systems, in combination with the limited background knowledge and experience of neuroscientists with the relevant theories and methods. Moreover, as already pointed to above, integration of principles from non-linear acoustics with thermodynamics is complicated and will take time. In fact, considered in this way, solving the problem of action potential propagation in a thermodynamic framework actually amounts to solving major challenges in several fields simultaneously.

Apart from explaining previous observations, the thermodynamic theory makes clear predictions for new observations. For example, it predicts increased discharge (acoustic or photonic emissions or ephaptic discharge) during the collision of nerve impulses to preserve the momentum of colliding impulses, which would be completely outside the scope of the HH model (Shrivastava 2021). Therefore, apart from providing a satisfying description of the nerve impulse phenomenon at a deeper level, the thermodynamics-based approach is expected to also open up new and exciting inroads for neurobiological research.
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