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Abstract—In two-way time-of-arrival (TOA) systems, a user device (UD) obtains its position by round-trip communications to a number of anchor nodes (ANs) at known locations. The objective function of the maximum likelihood (ML) method for two-way TOA localization is nonconvex. Thus, the widely-adopted Gauss-Newton iterative method to solve the ML estimator usually suffers from the local minima problem. In this paper, we convert the original estimator into a convex problem by relaxation, and develop a new semidefinite programming (SDP) based localization method for moving UDs, namely SDP-M. Numerical result demonstrates that compared with the iterative method, which often fall into local minima, the SDP-M always converge to the global optimal solution and significantly reduces the localization error by more than 40%. It also has stable localization accuracy regardless of the UD movement, and outperforms the conventional method for stationary UDs, which has larger error with growing UD velocity.

Index Terms—two-way time-of-arrival (TOA), localization, maximum likelihood (ML), semidefinite programming (SDP), moving user device, clock drift.

I. INTRODUCTION

TIME-of-arrival (TOA), angle-of-arrival (AOA) and received signal strength (RSS) with respect to anchor nodes (ANs) at known coordinates are three most adopted measurements for positioning a user device (UD) in a wireless localization system [1]–[6]. Localization schemes with imperfect knowledge of the model parameters based on these measurements are also extensively studied [7]–[9]. Among them, TOA measurement is widely adopted by real-world applications due to its high accuracy [10]–[13].

Using round-trip communication, we can have two transmission timestamps and two reception timestamps to obtain two-way TOA measurements. This scheme requires more communications between the UD and the AN, but it is straightforward to implement and will lead to higher localization accuracy due to more TOA measurements. There are plenty of existing methods on two-way TOA localization. Many of them formulate the problem as a maximum likelihood (ML) estimator [14]–[16]. The ML estimator has the asymptotic optimality [17], but it is nonlinear and nonconvex for the localization problem. The iterative methods, which linearize the problem by Taylor series expansion, are commonly adopted [18], [19]. But they require good initialization and may fall into local minima. Closed-form methods [20]–[22] and multidimensional scaling (MDS)-based approaches [23]–[25] do not require initial guess and can have satisfactory accuracy in small-error conditions.

In recent years, convex optimization techniques such as semidefinite programming (SDP) have been adopted to solve the localization problem [26]–[31]. They can approximate the ML problem with a convex estimator by relaxation and show desirable performance under large-error conditions [30], [31].

These previous studies on two-way localization all assume that the UD is stationary. This assumption will cause extra position errors if the UD moves. It also hinders the application of their localization methods in moving scenarios such as unmanned aerial vehicle navigation and wearable IoT device localization. The study in [32] proposes an ML estimator taking the UD movement into account, and presents a Gauss-Newton iterative method to solve the UD position and clock offset. However, it still suffers from the local minima problem when the initial guess is not accurate enough.

In this paper, in order to ensure a globally optimal solution to localize moving UDs with clock drift using the two-way TOA measurements, we develop a new semidefinite programming (SDP) method, namely SDP-M. It relaxes the original nonconvex cost function of the ML method into a convex one. We conduct numerical simulations to evaluate the performance of the proposed SDP-M method in the 3D scene. Results show that the SDP-M always converge to the global minimum, better than the Gauss-Newton iterative method. The localization accuracy of the SDP-M method increases by more than 40% compared with the iterative method. Compared with the conventional method, which only applies for stationary UDs, the SDP-M has stable localization accuracy regardless of the UD motion.

II. PROBLEM FORMULATION

A. Two-way TOA System

In a two-way TOA localization system, there are $M$ ANs placed at known positions, and AN $i$’s $N$-dimensional coordinate is denoted by $q_i$, $i = 1, \cdots, M$. All the ANs are synchronized to a common clock source. One way to achieve
synchronization in this system is using multiple timestamp exchanges between ANs [2]. The $N$-dimensional position of the UD, denoted by $p$, is the unknown to be determined.

The two-way TOA measurements are formed through round-trip communications between the UD and the ANs as shown by Fig. 1. As the UD only transmits one request instead of multiple sequential requests to all the ANs, this scheme can achieve shorter airtime and higher communication capacity. We denote the transmission time of the request signal from the UD by $t_{TX}$, and the interval between the transmission of the request signal and the reception of the response signal from AN #i by $\delta t_i$, $i = 1, \cdots, M$. Without loss of generality, we let the UD first transmit the request signal at $t_{TX}$ and all ANs receive it. By recording the local transmission and reception timestamps, $M$ request-TOA measurements are formed. AN #i then transmits the response signal received by the UD at $\delta t_i$ to form the response-TOA measurements. After signal transmissions from all the $M$ ANs, we obtain $M$ response-TOA measurements.

We denote the clock offset and drift of the UD with respect to the synchronous ANs by $b$ and $\omega$, respectively. Following the clock model in [33], we treat the clock drift as a constant $\omega$ to the synchronous ANs by $b$. By recording the local transmission and reception timestamps, $M$ request-TOA measurements are formed at the UD. Then, the ANs transmit response signal. The UD receives the response signal with delays. $M$ response-TOA measurements are formed at the UD.

![Two-way TOA Localization system](image)

Fig. 1. Two-way TOA Localization system. The UD transmits the request signal, and all ANs receive. $M$ request-TOA measurements are formed at all ANs. Then, the ANs transmit response signal. The UD receives the response signal with delays. $M$ response-TOA measurements are formed at the UD.

The relation between the unknown parameters and the measurements is 

$$h(\theta) = \left[ \begin{array}{c} [q_1 - p] - b, \\ \vdots \\ [q_M - p] - b, \\ M \\ + b \cdot \omega \cdot \delta t_i, \\ \vdots \\ M \\ + 2M \end{array} \right]$$

where based on (3) and (4), the $i$-th row of the function $h(\theta)$ is

$$[h(\theta)]_{i,:} = \begin{cases} \frac{||q_i - p||}{c} - b, & i = 1, \cdots, M \\ + b \cdot \omega \cdot \delta t_i, & i = M + 1, \cdots, 2M \end{cases}$$

Because all the error terms are independently Gaussian distributed, we write the ML estimation of $\theta$ into a weighted least squares (WLS) minimizer as

$$\hat{\theta} = \arg \min_{\theta} \left( \gamma - h(\theta) \right)^T W \left( \gamma - h(\theta) \right),$$

where $\hat{\theta}$ is the estimator, and $W$ is a diagonal positive-definite weighting matrix given by

$$W = \text{blkdiag} \left( W_\rho, W_\tau \right),$$

in which blkdiag($\cdot$) is a block diagonal matrix, and

$$W_\rho = \text{diag} \left( 1/\sigma^2_1, \cdots, 1/\sigma^2_M \right), \quad W_\tau = \frac{1}{\sigma^2} I_M,$$

with $I_M$ being an $M \times M$ identity matrix and diag($\cdot$) being a diagonal matrix.
B. Semidefinite Programming for Moving UDs (SDP-M)

The minimization problem given by (8) is nonlinear and nonconvex, and it is thus difficult to find a globally optimal solution. In this sub-section, we convert it to a convex problem, namely SDP-M, using semidefinite programming.

The objective function in (8) is rewritten as

$$
(\gamma - h(\theta))^T W (\gamma - h(\theta)) = (\gamma - Ag)^T W (\gamma - Ag),
$$

where $A = \begin{bmatrix} A_p^T & A_f^T \end{bmatrix}^T$, in which $A_p = [I_M, O_M, -1_M, O_M]$, $A_f = [O_M, I_M, 1_M, \lambda]$, $\lambda = [\delta t_1, \cdots, \delta t_M]^T$, $g = [g_p^T, g_f^T, b, \omega]^T$, (11)

with $O_M$ being a $M \times M$ zero-entry square matrix, and

$$
g_p = \begin{bmatrix} ||q_1 - p||, \cdots, ||q_M - p|| \end{bmatrix}^T, (12)
g_f = \begin{bmatrix} ||q_1 - p||, \cdots, ||q_M - p_M|| \end{bmatrix}^T. (13)
$$

We notice that when we obtain the minimum of the objective function (8), the partial derivatives with respect to $b$ and $\omega$ equals to zero. This leads us to

$$
\frac{\partial (\gamma - Ag)^T W (\gamma - Ag)}{\partial b} = 0 \Rightarrow
(A_p g - \rho)^T W x_0 = 0,
$$

subject to

$$
(A_p g - \rho)^T W x_0 = 0
$$

where $G = gg^T$, (14)

$$
(A_p g - \rho)^T W x_0 = 0 \Rightarrow
(A_p g - \rho)^T W x_0 = 0,
$$

where $G = gg^T$. (15)

We define $y = p^T p$ and $z = [p_1^T p_1, \cdots, p_M^T p_M]^T$. The diagonal elements of $G$ are

$$
G_{i,i} = (q_i^T q_i - 2q_i^T p + y) / c^2, i = 1, \cdots, M,
$$

The relation between $z$ and $y$ is

$$
[z]_i = y + 2p^T v \delta t_i + v^T v \delta t_i^2 + \psi \delta t_i + f \delta t_i^2,
$$

where $\psi = 2p^T v$ and $f = v^T v$. (21)

We use the relations given by (16), (17), (18), (19), and (20), drop the constant term $\gamma^T \gamma$ in (18), and the ML problem of (8) becomes

$$
\min_{p,v,g,G,y,z} \text{tr} (W (AGA^T - 2Ag\gamma^T))
$$

subject to

$$
(A_p g - \rho)^T W x_0 = 0
$$

We can see that the constraints from (23) to (26) are linear with respect to the variables and are thereby convex. However, the constraints in (28) and (29) are still nonconvex.

We apply semidefinite relaxation to convert the nonconvex constraints (28) and (29) to the convex positive semidefinite constraints as

$$
G = gg^T = \begin{bmatrix} G & g \\ g^T & 1 \end{bmatrix} \succeq O_{2M+3}, (30)
$$

$$
y = p^T p \succeq \begin{bmatrix} I_N \\ p^T \\ y^T \end{bmatrix} \succeq O_{N+1}, (31)
$$

$$
f = v^T v \succeq \begin{bmatrix} I_N \\ v^T \\ f \end{bmatrix} \succeq O_{N+1}, (32)
$$

The relaxation for the variable $\psi$ in (33) helps to constrain the inner product of the UD position and the velocity, improving the tightness of the SDP method.

After all the above relaxations, we convert the nonconvex problem (8) into a convex estimator as given by

$$
\text{SDP-M:} \min_{p,v,g,G,y,z} \text{tr} (W (AGA^T - 2Ag\gamma^T))
$$

subject to

$$
\begin{bmatrix} G & g \\ g^T & 1 \end{bmatrix} \succeq O_{2M+3}, \begin{bmatrix} I_N \\ p^T \\ y^T \end{bmatrix} \succeq O_{N+1}, (35)
$$

$$
\begin{bmatrix} v^T \\ f \end{bmatrix} \succeq O_{N+1}, \begin{bmatrix} I_N \\ (p+v)^T \\ y + f + \psi \end{bmatrix} \succeq O_{N+1}. (36)
$$

Once we solve the above SDP problem, the estimated position $p$ and velocity $v$ are directly output as the final solution.

IV. NUMERICAL SIMULATION

We create a 3D simulation scene to evaluate the localization performance of the proposed SDP-M method. Eight ANs are placed on the eight vertices of a 600 m x 600 m x 600 m cubic area. The moving UD is randomly placed in a larger cubic area with the edge length of 700 m. The two cubies share the same center and have parallel surfaces. The 8 ANs are inside the UD cubic area. Hence the cases with UD placed outside the AN region can be tested as well.
Table I

| Measurement noise σ (m) | SDP-M | Iterative |
|------------------------|-------|-----------|
| 0.10                   | 100%  | 83.38%    |
| 0.46                   | 100%  | 84.22%    |
| 2.15                   | 100%  | 86.20%    |
| 10.00                  | 100%  | 96.04%    |

Note: The SDP-M localization method gives 100% globally optimal solution in all simulation runs. The iterative method sometimes fail to obtain the correct solution.

One simulation run contains a full period of the round-trip communications between the UD and all the ANs. We set that the UD receives AN #i’s signal at 10i ms after transmission of the request signal. The UD clock offset and drift are set randomly at the start of each simulated period. We set \( b \sim \mathcal{U}(0, 20) \) µs, because 20 µs is at the level of coarse synchronization error in a regional positioning system. We set \( \omega \sim \mathcal{U}(-10, 10) \) parts per million (ppm), because this range is at the level of a temperature compensated oscillator (TCXO). The UD velocity is randomly selected, with its norm \( \| \mathbf{v} \| \) drawn from \( \mathcal{U}(0, 60) \) m/s, the yaw angle drawn from \( \mathcal{U}(0, 2\pi) \), and the elevation angle drawn from \( \mathcal{U}(-\pi/2, \pi/2) \). We set the TOA measurement noise \( \sigma \) and \( \sigma_i \) identical. They both vary from 0.1 m to 10 m with 4 steps. In practice, we can estimate the measurement noise variance by collecting and analyzing the data from the device before operation. At each step, 5,000 times of Monte-Carlo simulations are run. CVX is adopted to solve the SDP problem [34], [35].

We evaluate the stability of the proposed SDP-M method in comparison with the Gauss-Newton iterative method (iterative method hereinafter) given by [32]. We use a random position inside the cube with 700 m side length to initialize the iterative method. The Cramér-Rao lower bound (CRLB) of the ML estimator in (8) following [32] is used as the localization accuracy benchmark. The three-fold of the theoretical position error derived from CRLB is adopted as the threshold to judge if a failure in localization occurs. This is a loose threshold, but is useful to identify the difference between the proposed SDP-M method and the iterative method.

The success rates of the proposed SDP-M and the iterative method to obtain the correct localization results are listed in Table I. We can see that the iterative method fails to converge to the correct solution, i.e., the global minimum, for a number of simulation points. On the contrary, for all the simulated points, the new SDP-M method successfully produces the global optimal results, showing its stability and superiority.

The localization errors from the SDP-M as well as the CRLB are shown in Fig. 2. We can see that the position errors of the SDP-M deviate from the CRLB. This sub-optimality of the new SDP-M method is caused by the relaxation process, which makes the SDP estimator only an approximation of the original ML problem. The localization error of the iterative method is shown in the same figure. Due to the local minima problem, the iterative method produces large error. The localization error of the SDP-M is much smaller, and the improvement compared with the iterative method is more than 40% for all the noise steps simulated, showing the superiority of the SDP-M.

In order to investigate the localization performance of the SDP-M method when the UD velocity changes, we fix the measurement noise to \( \sigma=0.1 \) m, and vary the speed of the UD from 0 to 60 m/s. The other settings remain the same. The localization error results of the proposed SDP-M and the conventional method, which ignores the UD motion, such as [29], are both shown in Fig. 3. The SDP-M method produces stable localization error regardless of the UD speed. The conventional method gives increasing errors, which soon become much larger than that of the SDP-M, when the UD speed grows. The result shows the stable and accurate localization performance of the SDP-M method for a moving UD.

Following the method in [30], [36], we estimate the worst case complexity for each iteration of the inner-point algorithm to solve the proposed SDP-M is on the order of \( O(M^6) \), where \( M \) is the number of ANs, and the iteration count is usually between 20 and 30 [37]. The complexity of the conventional iterative method in one iteration is about \( O(M^3) \) [38], and the iteration count limit is set to 10. We record the computation time of 20 simulation runs for each method, and it costs the SDP-M 9.28 s while the iterative method 0.03 s. Since CVX is a universal solver, we expect higher computational efficiency if it can be optimized for the specific problem.

V. Conclusion

In this paper, we propose a new semidefinite programming method, namely SDP-M, which relaxes the nonconvex ML-based two-way TOA localization for a moving UD to a convex problem, to ensure the global optimum. Numerical results in a 3D scene with moving UDs show that the new SDP-M method provides the global optimal result. Compared with the iterative method, which may fall into local minima, the new SDP-M always converges to the global minimum, and reduces the localization error by more than 40%. Compared with the conventional method, which has larger errors with increasing UD velocity, the new SDP-M method gives stable accuracy regardless of the UD motion, showing its superiority.
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