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Summary

The maximum likelihood estimator (MLE) is pivotal in statistical inference, yet its application is often hindered by the absence of closed-form solutions for many models. This poses challenges in real-time computation scenarios, particularly within embedded systems technology, where numerical methods are impractical. This study introduces a generalized form of the MLE that yields closed-form estimators under certain conditions. We derive the asymptotic properties of the proposed estimator and demonstrate that our approach retains key properties such as invariance under one-to-one transformations, strong consistency, and an asymptotic normal distribution. The effectiveness of the generalized MLE is exemplified through its application to the Gamma, Nakagami, and Beta distributions, showcasing improvements over the traditional MLE. Additionally, we extend this methodology to a bivariate gamma distribution, successfully deriving closed-form estimators. This advancement presents significant implications for real-time statistical analysis across various applications.
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1 Introduction

Introduced by Ronald Fisher [1], the maximum likelihood method is one of the most well-known and used inferential procedures to estimate the unknown parameters of a given distribution. Alternative methods to the maximum likelihood estimator (MLE) have been proposed in the literature, such as those based on statistical moments [13], percentile [14] [15], product of spacings [7], or goodness of fit measures, to list a few. Although alternative inferential methods are popular nowadays, the MLEs are
the most widely used due to their flexibility in incorporating additional complexity (such as random effects, covariates, censoring, among others) and their properties: asymptotical efficiency, consistent and invariance under one-to-one transformation. These properties are achieved when the MLEs satisfy some regularity conditions [5, 16, 20].

It is now well established from various studies that the MLEs do not always return closed-form expressions for most common distributions. In these cases, numerical methods, such as Newton-Rapshon or its variants, are usually considered to find the values that maximize the likelihood function. Important variants of the maximum likelihood estimator, such as profile [18], pseudo [11], conditional [2], penalized [3, 10] and marginal likelihoods [8], have been presented to eliminate nuisance parameters and decrease the computational cost. Another important procedure to achieve the MLEs is the expectation-maximization (EM) algorithm [9], which involves unobserved latent variables jointly with unknown parameters. The expectation and maximization steps also involve, in most cases, the use of numerical methods that may have a high computational cost. However, there is a need to use closed-form estimators to estimate the unknown parameters in many situations. For instance, in embed technology, small components need to compute the estimates without using maximization procedures, and in real-time applications, it is necessary to provide an immediate answer.

In this study, we present a generalized approach to the maximum likelihood method, enabling the derivation of closed-form expressions for estimating distribution parameters in numerous scenarios. Our primary objective is to establish the asymptotic normality and strong consistency of our proposed estimator. Furthermore, we demonstrate that these conditions are significantly simplified within a broad family of generalized maximum likelihood equations. The practical implications of our findings are substantial, offering efficient and rapid computational methods for obtaining estimates. Most importantly, our results facilitate the construction of confidence intervals and hypothesis tests, thus broadening their applicability in various fields.

The proposed method is illustrated regarding the Gamma, Beta, Nakagami distributions and a bivariate gamma model. In these cases, the standard ML does not have closed-form expressions, and numerical methods or approximations are necessary to find these distributions’ solutions. Hence our approach does not require iterative numerical methods, and, computationally, the work required by using our estimators is less complicated than that required in ML estimators. The remainder of this paper is organized as follows. Section 2 presents the new generalized maximum likelihood estimator and its properties. Section 3 considers the application of the Gamma, Nakagami, and Beta distributions. Finally, Section 4 summarizes the study.

2 Generalized Maximum Likelihood Estimator

The method we propose here can be applied to obtain closed-form expressions for distributions with a given density $f(x; \theta)$. In order to formulate the method, let $\Omega$ represent the sample space, let $X$ represent
the space of the data $x$, where $\mathcal{X}$ is equipped with a measure $\mu$, which can be either discrete or continuous, let $\Theta \subset \mathbb{R}^s$ be an open set containing the true parameter $\theta_0$, to be estimated, and for each $x \in \mathcal{X}$ we let $\mathcal{A}_x \subset \mathbb{R}^s$, $0 \leq r \leq s$ be an open set, possibly depending on $x$, containing a fixed parameter $\alpha_0$, which represents additional parameters which will be used during the procedure to obtain the estimators.

Now, suppose $X_1, X_2, \cdots, X_n$ are independent and identically distributed (iid) random variables, which can be either discrete or continuous, with a strictly positive density function $f(x; \theta_0)$. Then, given a function $g(x; \theta, \alpha)$ defined for $x \in \mathcal{X}$, $\theta \in \Theta$ and $\alpha \in \mathcal{A}_x$ we define the generalized maximum likelihood equations for $\theta$ over the coordinates $(\theta_1, \cdots, \theta_{s-r}, \alpha)$ at $\alpha = \alpha_0$ to be the set of equations

$$
\frac{1}{n} \sum_{i=1}^{n} \frac{\partial}{\partial \theta_j} \log g(X_i; \theta, \alpha_0) = \mathbb{E}_\theta \left[ \frac{\partial}{\partial \theta_j} \log g(X_1; \theta, \alpha_0) \right], \quad 1 \leq j \leq s - r,
$$

$$
\frac{1}{n} \sum_{i=1}^{n} \frac{\partial}{\partial \alpha_j} \log g(X_i; \theta, \alpha_0) = \mathbb{E}_\theta \left[ \frac{\partial}{\partial \alpha_j} \log g(X_1; \theta, \alpha_0) \right], \quad 1 \leq j \leq r,
$$

as long as these partial derivatives exist and the expected values above are finite.

To see how the generalized likelihood equations generalize the maximum likelihood equations, note that, in case the equation $\int_\mathcal{X} \frac{\partial}{\partial \theta_j} f(x; \theta) \, d\mu = 1$ can be differentiated under the integral sign we obtain

$$
\frac{1}{n} \sum_{i=1}^{n} \frac{\partial}{\partial \theta_j} \log f(X_i; \theta) = 0, \quad 1 \leq j \leq s,
$$

which coincide with the maximum likelihood equations. This differentiation under the integral sign condition is in fact a natural condition to impose, since it is universally used in order to prove the consistency and asymptotic normality of the maximum likelihood estimator.

From now on, our goal shall be that of giving conditions guaranteeing existence of solutions for the generalized maximum likelihood equations as well as conditions under which an obtained solution $\hat{\theta}_n(X)$ of the generalized maximum likelihood equations is a consistent estimator for the true parameter $\theta_0$, and is asymptotically normal. In order to formulate the result, given a fixed $\alpha_0 \in \Theta$ we denote

$$
h_i(x; \theta) = \frac{\partial}{\partial \beta_i} \log g(x; \theta, \alpha_0) - \mathbb{E}_\theta \left[ \frac{\partial}{\partial \beta_i} \log g(X_1; \theta, \alpha_0) \right]
$$

(2)

for all $x$, $\theta$ and $i$, where $(\beta_1, \cdots, \beta_s) = (\theta_1, \cdots, \theta_{s-r}, \alpha_1, \cdots, \alpha_r)$. Moreover, we let $J(\theta) = (J_{i,j}(\theta)) \in M_s(\mathbb{R})$ and $K(\theta) = (K_{i,j}(\theta)) \in M_s(\mathbb{R})$, be defined by

$$
J_{i,j}(\theta) = \mathbb{E}_\theta \left[ -\frac{\partial}{\partial \theta_j} h_i(X_1; \theta) \right] \quad \text{and}
$$

$$
K_{i,j}(\theta) = \text{cov}_\theta [h_i(X_1; \theta), h_j(X_1; \theta)],
$$

(3)

for $1 \leq i \leq s$ and $1 \leq j \leq s$. These matrices shall play the role that the Fisher information matrix $I$ plays in the classical maximum likelihood method.
In the following, we say an estimator \( \hat{\theta}_n(X) \) satisfy the modified likelihood equations (9) with probability converging to one strongly if, letting \( A_n \) denote the subset of \( \Omega \) in which \( \hat{\theta}_n(X) \) satisfy (9), we have

\[
\lim_{n \to \infty} P(\cap_{m \geq n} A_m) = 1.
\] (4)

More generally, we say a series of events \( A_1, A_2, \cdots \) happen with probability converging to one strongly if (4) is valid.

In the following we prove a result regarding the existence and strong consistence of solutions of the modified likelihood equations (9) for an arbitrary probability density function \( f \).

**Theorem 2.1.** Denote \( X = (X_1, X_2, \cdots, X_n) \), where \( X_1, \cdots, X_n \) are iid with density \( f(x; \theta_0) \) and suppose:

(A) \( J(\theta_0) \) and \( K(\theta_0) \), as defined in (11), exist and \( J(\theta_0) \) is invertible.

(B) \( h_j(x; \theta, \alpha_0) \) is measurable in \( x \) and \( \frac{\partial}{\partial \theta_i} h_j(x; \theta, \alpha_0) \) exist and is continuous in \( \theta \), for all \( j \) and \( \theta \in \Theta \), where \( h_j \) is given in (2).

(C) There exist measurable functions \( M_{ij}(x) \) and an open set \( \Theta_0 \) containing the true parameter \( \theta_0 \) such that \( \Theta_0 \subset \Theta \) and for all \( \theta \in \Theta_0 \) and \( x \in X \) we have

\[
\left| \frac{\partial}{\partial \theta_i} h_j(x; \theta, \alpha_0) \right| \leq M_{ij}(x) \text{ and } \mathbb{E}_{\theta_0}[M_{ij}(X_1)] < \infty,
\]

for all \( 1 \leq i \leq s \) and \( 1 \leq j \leq s \).

Then, with probability converging to one, the generalized maximum likelihood equations has a solution. Specifically, there exist \( \hat{\theta}_n(X) = (\hat{\theta}_1(X), \cdots, \hat{\theta}_s(X)) \) measurable in \( x \in X^n \) such that:

I) \( \hat{\theta}_n(X) \) satisfy the modified likelihood equations (9) with probability converging to one strongly.

II) \( \hat{\theta}_n(X) \) is a strongly consistent estimator for \( \theta_0 \)

III) \( \sqrt{n}(\hat{\theta}_n(X) - \theta_0)^T \overset{D}{\to} N_s(0,(J(\theta_0)^{-1})^T K(\theta_0)J(\theta_0)^{-1}) \).

**Proof.** The proof is available in the Appendix. \( \square \)

Note that if \( r = 0 \) in the above result, then condition (A) corresponds to requiring the Fisher information matrix \( I(\theta_0) \) to be invertible, since in such case \( J(\theta_0) = I(\theta_0) \).

As a corollary of the above result we have in special the following theorem, which simplifies the above conditions (A) to (C), when \( g \) is contained in a certain family of measurable functions.

4
Theorem 2.2. Denote $X = (X_1, X_2, \cdots, X_n)$, where $X_1, \cdots, X_n$ are iid with density $f(x; \theta_0)$, let $g(x; \theta, \alpha)$ be defined as

$$g(x; \theta, \alpha) = V(x) \exp \left( \sum_{i=1}^{s} \eta_i(\theta) T_i(x, \alpha) + L(\theta, \alpha) \right) \text{ for all } x \in X, \; \theta \in \Theta, \; \alpha \in A_x,$$

where $\eta_i$ and $L$ are $C^3$ for all $i$, $V$ is measurable and positive, $T_i(x, \alpha_0)$ is measurable in $x$, the partial derivatives $\frac{\partial}{\partial \alpha_j} T_i(x, \alpha_0)$ exist for all $i$ and $j$, and suppose:

(A) $J(\theta_0)$ and $K(\theta_0)$, as defined in (11), exist and $J(\theta_0)$ is invertible.

(B) $E_\theta [T_i(x, \alpha_0)]$ and $E_\theta \left( \frac{\partial}{\partial \alpha} T_i(x, \alpha_0) \right)$ are finite, for all $i$, $j$ and $\theta \in \Theta$.

Then, with probability converging to one as $n \to \infty$, the generalized maximum likelihood equations has a solution. Specifically, there exist $\hat{\theta}_n(x) = (\hat{\theta}_1n(x), \cdots, \hat{\theta}_sn(x))$ measurable in $x \in X^n$ such that:

I) $\hat{\theta}_n(X)$ satisfy the modified likelihood equations (9) with probability converging to one strongly.

II) $\hat{\theta}_n(X)$ is a strongly consistent estimator for $\theta_0$

III) $\sqrt{n}(\hat{\theta}_n(X) - \theta_0)^T \overset{D}{\to} N_s(0, (J(\theta_0)^{-1})^T K(\theta_0) J(\theta_0)^{-1}).$

Proof. The proof is available in the Appendix. \qed

Note the family of measurable functions imposed above for $g$ is more general than the exponential family of distributions, and besides, $g$ is not even required to be a probability density function. Additionally, note that no restrictions are made over $f$ besides being a probability density function. Thus, we consider this result to be important since it provides an infinite number of possible estimators, due to the infinite possible choices for $g$, and besides, provides easy to verify conditions for obtained estimators to be strongly consistent and asymptotically normal.

Now, in order to define the generalized generalized likelihood equations under change of variables, given $\pi : \Theta \to \Lambda$ a diffeomorphism and letting $g^*(x; \lambda, \alpha) = g(x; \pi^{-1}(\lambda), \alpha)$ for all $x$, $\lambda \in \Lambda$ and $\alpha_0 \in A_x$, we let the generalized maximum likelihood equations for $\lambda = \pi(\theta)$ at $\alpha = \alpha_0$ be defined by the set of equations

$$\frac{1}{n} \sum_{i=1}^{n} \frac{\partial}{\partial \lambda_j} \log g^*(X_i; \lambda, \alpha_0) = E_{x^{-1}(\lambda)} \left[ \frac{\partial}{\partial \lambda_j} \log g^*(X_i; \lambda, \alpha_0) \right], \quad 1 \leq j \leq s - r,$$

$$\frac{1}{n} \sum_{i=1}^{n} \frac{\partial}{\partial \alpha_j} \log g^*(X_i; \lambda, \alpha_0) = E_{x^{-1}(\lambda)} \left[ \frac{\partial}{\partial \alpha_j} \log g^*(X_i; \lambda, \alpha_0) \right], \quad 1 \leq j \leq r,$$

as long as these partial derivatives exist and the expected values are finite.
Proposition 2.3 (One-to-one invariance). Suppose $\Theta = \Theta_1 \times \Theta_2$, $\Lambda = \Lambda_1 \times \Lambda_2$ where $\Theta_1, \Lambda_1 \subset \mathbb{R}^{s-r}$ and $\Theta_2$ and $\Lambda_2 \subset \mathbb{R}^r$ are open sets, suppose $\pi : \Lambda \to \Theta$ can be written as

$$\pi(\theta) = (\pi_1(\theta_1), \pi_2(\theta_2)),$$

for all $\theta = (\theta_1, \theta_2) \in \Theta_1 \times \Theta_2$,

where $\pi_1 : \Theta_1 \to \Lambda_1$ and $\pi_2 : \Theta_2 \to \Lambda_2$ are diffeomorphisms, suppose that for some $n \in \mathbb{N}$, with probability one on $\Omega$, $\hat{\theta}_n(X)$ is a solution for the generalized maximum likelihood equations for $\theta$ at $\alpha = \alpha_0$. Then, with probability one on $\Omega$, $\pi(\hat{\theta}_n(X))$ is a solution to the generalized likelihood equations for $\lambda = \pi(\theta)$ at $\alpha = \alpha_0$.

Proof. Since $\pi_1$ does not depend on $\theta_2$ and $\pi_2$ does not depend on $\theta_1$, it follows that $\pi^{-1}(\lambda) = (\pi_1^{-1}(\lambda_1), \pi_2^{-1}(\lambda_2))$ for all $\lambda = (\lambda_1, \lambda_2) \in \Lambda_1 \times \Lambda_2$ and thus, letting $\pi_1^{-1}(\lambda_1) = (\pi_1^*(\lambda_1), \cdots, \pi_1^*(s-r)(\lambda_1))$ for all $\lambda_1 \in \Lambda_1$, and letting $g^*(x; \lambda, \alpha) = g(x; \pi^{-1}(\lambda), \alpha)$ for all $x$, from the chain rule it follows that

$$\frac{\partial}{\partial \lambda_j} \log g^*(X_i; \lambda, \alpha_0) = \sum_{k=1}^{s-r} \frac{\partial}{\partial \theta_k} \log g(X_i; \pi^{-1}(\lambda), \alpha_0) \frac{\partial}{\partial \lambda_j} \pi_1^*(k)(\lambda_1),$$

for all $i$ and $1 \leq j \leq s - r$. Moreover, by hypothesis, with probability one in $\Omega$, $\hat{\theta}_n(X)$ satisfy

$$\frac{1}{n} \sum_{i=1}^{n} \frac{\partial}{\partial \theta_j} \log g(X_i; \hat{\theta}_n(X), \alpha_0) = \int_X \left( \frac{\partial}{\partial \theta_j} \log g(X_i; \hat{\theta}_n(X), \alpha_0) \right) f(X_i; \hat{\theta}_n(X), \alpha_0) \, d\mu,$$

for all $i$ and $1 \leq j \leq s - r$. Thus, denoting $\hat{\lambda}_n(X) = \pi(\hat{\theta}_n(X))$ it follows combining (6) and (7) that

$$\frac{1}{n} \sum_{i=1}^{n} \frac{\partial}{\partial \lambda_j} \log g^*(X_i; \hat{\lambda}_n(X), \alpha_0) = \sum_{k=1}^{s-r} \left( \frac{1}{n} \sum_{i=1}^{n} \frac{\partial}{\partial \theta_k} \log g(X_i; \hat{\theta}_n(X), \alpha_0) \right) \frac{\partial}{\partial \lambda_j} \pi_1^*(k)(\lambda_1),$$

$$= \int_X \sum_{k=1}^{s-r} \left( \frac{\partial}{\partial \theta_k} \log g(X_i; \hat{\theta}_n(X), \alpha_0) \right) \left( \frac{\partial}{\partial \lambda_j} \pi_1^*(k)(\lambda_1) \right) f(X_i; \hat{\theta}_n(X), \alpha_0) \, d\mu$$

$$= \int_X \left( \frac{\partial}{\partial \lambda_j} \log g^*(X_i; \hat{\lambda}_n(X), \alpha_0) \right) f(X_i; \pi^{-1}(\hat{\lambda}_n(X)), \alpha_0) \, d\mu$$

$$= E_{\pi^{-1}(\hat{\lambda}_n(X))} \left[ \frac{\partial}{\partial \lambda_j} \log g^*(X_i; \hat{\lambda}_n(X), \alpha_0) \right]$$

with probability one on $\Omega$. That is, $\hat{\lambda}_n(X)$ satisfy with probability one on $\Omega$ the first equation in (5). Additionally since by hypothesis $\pi$ does not depend on the variable $\alpha_j$ for given $1 \leq j \leq r$ it follows that

$$\frac{\partial}{\partial \alpha_j} \log g^*(X_i; \hat{\lambda}_n(X), \alpha_0) = \frac{\partial}{\partial \alpha_j} \log g(X_i; \hat{\theta}_n(X), \alpha_0),$$

for all $i$ and $1 \leq j \leq r$, from which it follows using the hypothesis, just as before, that

$$\frac{1}{n} \sum_{i=1}^{n} \frac{\partial}{\partial \alpha_j} \log g^*(X_i; \hat{\lambda}_n(X), \alpha_0) = E_{\pi^{-1}(\hat{\lambda}_n(X))} \left[ \frac{\partial}{\partial \alpha_j} \log g^*(X_i; \hat{\lambda}_n(X), \alpha_0) \right]$$

for $1 \leq j \leq r$, with probability one on $\Omega$, which concludes the proof. \qed
In general, MML estimators will not necessarily be functions of sufficient statistics. Additionally, in our applications, we shall use \( g \) as a generalized version of the distribution \( f \) in order to obtain the generalized maximum likelihood estimators. As we shall see, due to the high number of new distributions introduced in the past decades, it is not difficult to find such functions \( g \) generalizing \( f \). In the next section, we present applications of the proposed method.

3 Examples

We illustrate the proposed method by applying it to the Gamma, Nakagami-m, and Beta distributions. The examples are presented for well-known distributions, so we shall not present their backgrounds. The standard MLEs for the cited distributions are widely discussed in statistical books, which shows that no closed-form expression can be achieved using the MLE method.

The Gamma and the Nakagami-m distributions are particular cases of the generalized Gamma distribution while the Beta distribution is a special case of the generalized Beta distribution. Therefore, we will consider this generalized distributions to obtain the generalized maximum-likelihood equations used to obtain the closed-form estimators.

As we shall see, in all examples presented here we shall have

\[
\mathbb{E}_\theta \left[ \frac{\partial}{\partial \theta_j} \log g(X_1; \theta, \alpha_0) \right] = 0 \quad \text{and} \quad \mathbb{E}_\theta \left[ \frac{\partial}{\partial \alpha_j} \log g(X_1; \theta, \alpha_0) \right] = 0
\]

for all \( j \). This should be expected in these examples due to differentiation under the integral sign of the equation \( \int_X g(X_1; \theta, \alpha) \, d\mu = 1 \), since in these examples \( f \) is a special case of \( g \), and \( g \) is a probability distribution. In special, in these examples the generalized maximum likelihood equations shall be given by

\[
\frac{1}{n} \sum_{i=1}^{n} \frac{\partial}{\partial \theta_{ij}} \log g(X_i; \theta, \alpha_0) = 0, \quad 1 \leq j \leq s - r, \\
\frac{1}{n} \sum_{i=1}^{n} \frac{\partial}{\partial \alpha_{ij}} \log g(X_i; \theta, \alpha_0) = 0, \quad 1 \leq j \leq r,
\]

and moreover \( J(\theta) \) and \( K(\theta) \) shall be given by

\[
J_{i,j}(\theta) = \mathbb{E}_\theta \left[ -\frac{\partial^2}{\partial \theta_i \partial \theta_j} g(X_1; \theta, \alpha_0) \right] \quad \text{and} \\
K_{i,j}(\theta) = \text{cov}_\theta \left[ \frac{\partial}{\partial \beta_i} g(X_1; \theta, \alpha_0), \frac{\partial}{\partial \beta_j} g(X_1; \theta, \alpha_0) \right],
\]

for all \( i \) and \( j \), where \( \beta \) is as in \( (2) \). Additionally, since we shall use only well known distributions \( g(x; \theta, \alpha) \), whose Fisher information matrix \( I(\theta, \alpha) \) can be computed either by

\[
I_{i,j}(\theta, \alpha) = \mathbb{E}_\theta \left[ -\frac{\partial^2}{\partial \beta_i \partial \beta_j} g(X_1; \theta, \alpha) \right] \quad \text{or} \\
I_{i,j}(\theta, \alpha) = \text{cov}_\theta \left[ \frac{\partial}{\partial \beta_i} g(X_1; \theta, \alpha), \frac{\partial}{\partial \beta_j} g(X_1; \theta, \alpha) \right],
\]
where $\beta = (\alpha, \theta)$ it follows that, in these examples, $J(\theta)$ and $K(\theta)$ are submatrices of $I(\theta, \alpha_0)$.

**Example 1:** Let us consider that $X_1, X_2, \ldots, X_n$ are iid random variables (RV) following a gamma distribution with probability density function (PDF) given by:

$$f(x; \lambda, \phi) = \frac{1}{\Gamma(\phi)} \left(\frac{\phi}{\lambda}\right)^\phi x^{\phi-1} \exp\left(-\frac{\phi}{\lambda} x\right)$$

for all $x > 0$, \hspace{1cm} (12)

where $\phi > 0$ is the shape parameter, $\lambda > 0$ is the scale parameter and $\Gamma(\alpha) = \int_0^\infty e^{-x} x^{\alpha - 1} dx$ is the gamma function.

We can apply the generalized maximum likelihood approach for this distribution by considering the density function $g(x; \lambda, \phi, \alpha)$ representing the generalized gamma distribution, where $\lambda > 0$, $\phi > 0$ and $\alpha > 0$, given by

$$g(x; \lambda, \phi, \alpha) = \frac{\alpha}{\Gamma(\phi)} \left(\frac{\phi}{\lambda}\right)^\phi x^{\alpha\phi-1} \exp\left(-\frac{\phi}{\lambda} x^\alpha\right)$$

for all $x > 0$. \hspace{1cm} (13)

In order to formulate the generalized maximum likelihood equations for this distribution we first note that

$$E_{\lambda, \phi}[X_1] = \lambda, \quad E_{\lambda, \phi}[\log(X_1)] = \psi(\phi) - \log\left(\frac{\phi}{\lambda}\right)$$

and

$$E_{\lambda, \phi}[X_1 \log(X_1)] = \lambda \left(\psi(\phi) + 1 - \frac{1}{\phi} \log\left(\frac{\phi}{\lambda}\right)\right),$$

which, combined with $E_{\lambda, \phi}[1] = 1$ implies that

$$E_{\lambda, \phi} \left[\frac{\partial}{\partial \lambda} \log g(X_1; \lambda, \phi, 1)\right] = \frac{\phi}{\lambda} - \frac{\phi^2}{\lambda^2} E_{\lambda, \phi} [X_1] = 0 \text{ and}$$

$$E_{\lambda, \phi} \left[\frac{\partial}{\partial \alpha} \log g(X_1; \lambda, \phi, 1)\right] = 1 + \phi E_{\lambda, \phi} [\log (X_1)] - \frac{\phi}{\lambda} E_{\lambda, \phi} [X_1 \log (X_1)] = 0,$$

that is, (8) is satisfied. Thus, the generalized likelihood equations for $\theta = (\lambda, \phi)$ over the coordinates $(\lambda, \alpha)$ at $\alpha = 1$ are given by

$$\sum_{i=1}^n \frac{\partial}{\partial \lambda} \log g(X_i; \lambda, \phi, 1) = \frac{n \phi}{\lambda} - \frac{\phi^2}{\lambda^2} \sum_{i=1}^n X_i = 0$$

and

$$\sum_{i=1}^n \frac{\partial}{\partial \alpha} \log g(X_i; \lambda, \phi, 1) = n + \phi \left(\sum_{i=1}^n \log (X_i) - \frac{1}{\lambda} \sum_{i=1}^n X_i \log (X_i)\right) = 0.$$ 

Following [17], as long as the equality $X_1 = \cdots = X_n$ does not hold, we have $\sum_{i=1}^n X_i \log (X_i) - \frac{1}{\lambda} \sum_{i=1}^n X_i \sum_{i=1}^n \log (X_i) \neq 0$, in which case a direct computation shows the generalized likelihood equations above has as only solution

$$\hat{\lambda}_n = \frac{1}{n} \sum_{i=1}^n X_i \quad \text{and} \quad \hat{\phi}_n = \frac{\sum_{i=1}^n X_i}{\sum_{i=1}^n X_i \log (X_i) - \frac{1}{n} \sum_{i=1}^n X_i \sum_{i=1}^n \log (X_i)}. \hspace{1cm} (15)$$
On the other hand, the MLE for $\phi$ and $\lambda$ would be obtained by solving the non-linear system of equations

$$
\lambda = \frac{1}{n} \sum_{i=1}^{n} X_i \text{ and } \log(\phi) - \psi(\phi) = \log(\lambda) - \frac{1}{n} \sum_{i=1}^{n} \log(X_i),
$$

where $\psi(k) = \frac{\partial}{\partial k} \log \Gamma(k) = \frac{\Gamma'(k)}{\Gamma(k)}$ is the digamma function.

We now apply Theorem 2.2 to prove that the obtained estimators are consistent and asymptotically normal.

**Proposition 3.1.** $\hat{\phi}_n$ and $\hat{\lambda}_n$ are strongly consistent estimators for the true parameters $\phi$ and $\lambda$, and asymptotically normal with

$$
\sqrt{n} \left( \frac{1}{n} \sum_{i=1}^{n} X_i \right) \overset{D}{\rightarrow} N(0, \lambda^2 / \phi) \text{ and } \sqrt{n} \left( \hat{\phi}_n - \phi \right) \overset{D}{\rightarrow} N(0, \phi^3 \psi'(\phi + 1) + \phi^2).
$$

**Proof.** In order to apply Theorem 2.2 we note $g(x; \lambda, \phi, \alpha)$ can be rewritten as

$$
g(x; \lambda, \phi, \alpha) = \frac{\alpha}{\Gamma(\phi)} \left( \frac{\phi}{\lambda} \right)^{\alpha} \exp \left( -\frac{\phi}{\lambda} x^\alpha \right) = V(x) \exp \left( \eta_1(\lambda, \phi) T_1(x, \alpha) + \eta_2(\lambda, \phi) T_2(x, \alpha) + L(\lambda, \phi, \alpha) \right)
$$

for all $x > 0$, $\lambda > 0$, $\theta > 0$ and $\alpha > 0$, where

$$
V(x) = \frac{1}{x}, \eta_1(\lambda, \phi) = \phi, \eta_2(\lambda, \phi) = -\frac{\phi}{\lambda}
$$

$$
T_1(x, \alpha) = \alpha \log(x), \ T_2(x, \alpha) = x^\alpha \text{ and }
$$

$$
L(\lambda, \phi, \alpha) = \log(\alpha) - \log(\Gamma(\phi)) + \phi \log \left( \frac{\phi}{\lambda} \right).
$$

To check condition (A) of Theorem 2.2 note that, for $\alpha = 1$ and using reparametrization over the Fisher information matrix from the GG distribution available in [12] it follows that the Fisher information matrix under our parametrization satisfy

$$
I(\lambda, \phi, \alpha_0) = \begin{bmatrix}
\frac{\phi}{\lambda^2} & 0 & \frac{\phi \log \left( \frac{x}{\lambda} \right) - \phi \psi(\phi) - 1}{\lambda} \\
0 & \frac{\phi \psi'(\phi) - 1}{\phi} & \frac{1}{\phi} \\
\frac{\phi \log \left( \frac{x}{\lambda} \right) - \phi \psi(\phi) - 1}{\lambda} & \frac{1}{\phi} & I_{3,3}(\lambda, \phi)
\end{bmatrix},
$$

for $\alpha_0 = 1$, where

$$
I_{3,3}(\lambda, \phi) = \lambda \left( \phi \log \left( \frac{\phi}{\lambda} \right) - 2 \phi \psi(\phi) - 2 \right) + \phi \psi'(\phi) + 2 \psi(\phi) + \phi \psi(\phi)^2 + 1.
$$

Therefore since, as discussed earlier, $J(\lambda, \phi)$ and $K(\lambda, \phi)$ can be computed as submatrices of $I(\lambda, \phi, \alpha_0)$, we have

$$
J(\lambda, \phi) = \begin{bmatrix}
\frac{\phi}{\lambda^2} & \frac{\phi \log \left( \frac{x}{\lambda} \right) - \phi \psi(\phi) - 1}{\lambda} & \frac{\phi \log \left( \frac{x}{\lambda} \right) - \phi \psi(\phi) - 1}{\lambda} \\
0 & \frac{1}{\phi} & I_{3,3}(\lambda, \phi)
\end{bmatrix}
$$

and

$$
K(\lambda, \phi) = \begin{bmatrix}
\phi & \frac{\phi \log \left( \frac{x}{\lambda} \right) - \phi \psi(\phi) - 1}{\lambda} & \frac{\phi \log \left( \frac{x}{\lambda} \right) - \phi \psi(\phi) - 1}{\lambda} \\
\frac{1}{\phi} & \phi \log \left( \frac{x}{\lambda} \right) - \phi \psi(\phi) - 1 & I_{3,3}(\lambda, \phi)
\end{bmatrix}.
$$
and thus, since \( \det(J(\lambda, \phi)) = \frac{1}{\lambda^2} \neq 0 \), it follows that \( J(\lambda, \phi) \) is invertible for all \( \phi > 0 \) and \( \lambda > 0 \) with

\[
J(\lambda, \phi)^{-1} = \begin{bmatrix}
\frac{x^2}{\phi} & -\lambda \left( \phi \log \left( \frac{x}{\phi} \right) - \phi \psi(\phi) - 1 \right) \\
0 & \phi
\end{bmatrix},
\]

that is, condition (A) is verified. Additionally, after some algebraic computations, one can verify that

\[
(J(\lambda, \phi)^{-1})^T K(\lambda, \phi) J(\lambda, \phi)^{-1} = \begin{bmatrix}
\frac{x^2}{\phi} & 0 \\
0 & \phi^3 \psi'(\phi + 1) + \phi^2
\end{bmatrix}.
\]

(19)

Item (B) is straightforward to check from (2.2). Thus conditions (A) and (B) of Theorem 2.2 are valid and therefore, from Theorem 2.2, we conclude there exist \( \hat{\theta}_n(x) = (\hat{\lambda}_n(x), \hat{\phi}_n(x)) \) measurable in \( x \in \mathcal{X}^n \) satisfying items I) to III) of Theorem 2.2.

Now, since the equation \( X_1 = \cdots = X_n \) has probability zero of occurring for \( n \geq 2 \), it follows that \( (\hat{\lambda}_n, \hat{\phi}_n) \) as given in (15) is, with probability one, the only solution of the generalized maximum likelihood equations for \( n \geq 2 \). This fact combined with item I) of Theorem 2.2 implies that \( \hat{\theta}_n(x) - (\hat{\lambda}_n, \hat{\phi}_n) \overset{a.s.}{\to} 0 \).

Thus the proposition follows from items II) and III) of Theorem 2.2 combined with (19).

Note that the MLE of \( \phi \) differs from the obtained using our approach, which leads to a closed-form expression. Figure 1 presents the Bias and root of the mean square error (RMSE) obtained from 100,000 replications assuming \( n = 10, 15, \ldots, 100 \) and \( \phi = 2 \) and \( \lambda = 1.5 \). We presented only the results related to \( \phi \), since the estimator of \( \lambda \) is the same using both approaches. It can be seen from the obtained results that both estimators’ results in similar (although not the same) results.

**Figure 1:** Bias and RMSE for \( \phi \) for samples sizes of 10, 15, \ldots, 100 elements considering \( \phi = 2 \) and \( \lambda = 1.5 \).

**Example 2:** Let \( X_1, X_2, \ldots, X_n \) be iid random variables following a Nakagami-m distribution with PDF given by

\[
f(x; \lambda, \phi) = \frac{2}{\Gamma(\phi)} \left( \frac{\phi}{x} \right)^\phi t^{2\phi - 1} \exp \left( -\frac{\phi}{\lambda} t^2 \right),
\]
for all \( t > 0 \), where \( \phi > 0.5 \) and \( \lambda > 0 \).

Once again letting \( g \) as in (13), just as in Example 1, following [19], as long as \( X_1 = \cdots = X_n \) does not hold, it follows that \( \sum_{i=1}^{n} X_i^2 \log (X_i^2) - \frac{1}{n} \sum_{i=1}^{n} X_i^2 \sum_{i=1}^{n} \log (X_i^2) \neq 0 \), in which case the generalized maximum likelihood equations for \((\lambda, \phi)\) over the coordinates \((\lambda, \alpha)\) at \( \alpha = 2 \) has as only solution

\[
\hat{\lambda}_n = \frac{1}{n} \sum_{i=1}^{n} X_i^2 \quad \text{and} \quad \hat{\phi}_n = \frac{\sum_{i=1}^{n} X_i^2}{\sum_{i=1}^{n} X_i^2 \log (X_i^2) - \frac{1}{n} \sum_{i=1}^{n} X_i^2 \sum_{i=1}^{n} \log (X_i^2)}.
\]

The estimator has a similar expression as that of the MMLEs of the Gamma distribution. Once again, we note these estimators are strongly consistent and asymptotically normal:

**Proposition 3.2.** \( \hat{\phi}_n \) and \( \hat{\lambda}_n \) are strongly consistent estimators for the true parameters \( \phi \) and \( \lambda \), and asymptotically normal with \( \sqrt{n} \left( \hat{\lambda}_n - \lambda \right) \xrightarrow{D} N \left( 0, \lambda^2/\phi \right) \) and \( \sqrt{n} \left( \hat{\phi}_n - \phi \right) \xrightarrow{D} N \left( 0, \phi^3 \psi'(\phi + 1) + \phi^2 \right) \).

**Proof.** The arguments and computations involved are completely analogous to that of Proposition 3.4. \( \square \)

Here, we also compare the proposed estimators with the standard MLE. In Figure 2 we present the Bias and RMSE obtained from 100,000 replications assuming \( n = 10, 15, \ldots, 100 \) and \( \phi = 4 \) and \( \lambda = 10 \). We also presented only the results related to \( \phi \). It can be seen from the obtained results that both estimators returned very close estimates.
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**Figure 2:** Bias and RMSE for \( \phi \) for samples sizes of 10, 15, … , 100 elements considering \( \phi = 4 \) and \( \lambda = 10 \).

Note that the approach given above can be considered for other particular cases. For instance, the Wilson-Hilferty distributions are obtained when \( \alpha = 3 \). Hence, we can obtain closed-form estimators for cited distribution as well. It is essential to mention that, in the above examples, we do not claim that the GG distribution is the unique distribution which can be used to obtain closed-form estimators for the Gamma and Nakagami distributions. Different choices for \( g \) may lead to different closed-form estimators.
Now we apply the proposed approach in a generalized version of the beta distribution that will return a closed-form estimator for both parameters.

Example 3: Let us assume that the chosen beta distribution has the PDF given by

\[ f(x; \alpha, \beta) = \frac{x^{\alpha-1}(1-x)^{\beta-1}}{B(\alpha, \beta)} \quad 0 < x < 1, \quad (20) \]

where \( B(\alpha, \beta) = \frac{\Gamma(\alpha)\Gamma(\beta)}{\Gamma(\alpha+\beta)} \) is the beta function, \( \alpha > 0, \beta > 0 \).

We can apply the generalized maximum likelihood approach for this distribution by considering the function \( g(x; \alpha, \beta, a, c) \) representing the generalized beta distribution, where \( \alpha > 2, \beta > 2 \) given by:

\[ g(x; \alpha, \beta, a, c) = \frac{(x-a)^{\alpha-1}(c-x)^{\beta-1}}{(c-a)^{\alpha+\beta-1}B(\alpha, \beta)} \quad \text{for all } x \in (0, 1) \text{ and } 0 \leq a < x < c \leq 1. \]

Once again in order to formulate the generalized maximum likelihood equations for \( \theta = (\alpha, \beta) \) over the coordinates \((a, c)\) at \((a, c) = (0, 1)\) we note that

\[ E_{\alpha, \beta} \left[ \frac{1}{X_i} \right] = \frac{\alpha + \beta - 1}{\alpha - 1} \quad \text{and} \quad E_{\alpha, \beta} \left[ \frac{1}{1 - X_i} \right] = \frac{\alpha + \beta - 1}{\beta - 1}, \quad (21) \]

from which it follows that

\[ E_{\alpha, \beta} \left[ \frac{\partial}{\partial a} \log g(X_i; \alpha, \beta, 0, 1) \right] = -(\alpha - 1) E_{\alpha, \beta} \left[ \frac{1}{X_i} \right] + (\alpha + \beta - 1) E_{\alpha, \beta} [1] = 0 \quad \text{and} \]

\[ E_{\alpha, \beta} \left[ \frac{\partial}{\partial c} \log g(X_i; \alpha, \beta, 0, 1) \right] = (\beta - 1) E_{\alpha, \beta} \left[ \frac{1}{1 - X_i} \right] - (\alpha + \beta - 1) E_{\alpha, \beta} [1] = 0. \]

that is, (20) is satisfied. Thus the generalized likelihood equations for \( \theta = (\alpha, \beta) \) over the coordinates \((a, c)\) at \((a, c) = (0, 1)\) are given by

\[ \sum_{i=1}^{n} \frac{\partial}{\partial a} \log g(X_i; \alpha, \beta, 0, 1) = -(\alpha - 1) \sum_{i=1}^{n} \frac{1}{X_i} + n(\alpha + \beta - 1) = 0, \quad \text{and} \]

\[ \sum_{i=1}^{n} \frac{\partial}{\partial c} \log g(X_i; \alpha, \beta, 0, 1) = (\beta - 1) \sum_{i=1}^{n} \frac{1}{1 - X_i} - n(\alpha + \beta - 1) = 0. \]

Note that, from the harmonic-arithmetic inequality, as long as the equality \( X_1 = \ldots = X_n \) does not hold, we have \( \sum_{i=1}^{n} \frac{1}{X_i} > 0 \) and \( \sum_{i=1}^{n} \frac{X_i}{1 - X_i} > 0 \), in which case, after some algebraic manipulations it is seen that the only solutions for the above system of linear equations are given by

\[ \hat{\alpha}_n = \left( \sum_{i=1}^{n} \frac{1}{X_i} \right) \left( \sum_{i=1}^{n} \frac{1 - X_i}{X_i} - \frac{n^2}{\sum_{i=1}^{n} \frac{1}{X_i}} \right)^{-1}. \quad (22) \]

\[ \hat{\beta}_n = \left( \sum_{i=1}^{n} \frac{1}{1 - X_i} \right) \left( \sum_{i=1}^{n} \frac{X_i}{1 - X_i} - \frac{n^2}{\sum_{i=1}^{n} \frac{1}{1 - X_i}} \right)^{-1}. \quad (23) \]

In the following, we apply Theorem 2.2 prove that these estimators are consistent and asymptotically normal.
Proposition 3.3. \( \hat{\alpha}_n \) and \( \hat{\beta}_n \) are strongly consistent estimators for the true parameters \( \alpha \) and \( \beta \), and asymptotically normal with \( \sqrt{n}(\hat{\alpha}_n - \alpha) \overset{D}{\to} N(0,Q(\alpha,\beta)) \) and \( \sqrt{n}(\hat{\beta}_n - \beta) \overset{D}{\to} N(0,Q(\beta,\alpha)) \), where
\[
Q(y,z) = \frac{y(y-1)^2(4yz^2 - 6y^2 - 10yz + 5y + 16z - 10)}{(y-2)(z-2)(y+z-1)} \quad \text{for all } y > 2 \text{ and } z > 2.
\]

Proof. In order to apply Theorem 2.2 we note that \( g(x;\alpha,\beta,a,c) \) can be written as
\[
g(x;\alpha,\beta,a,c) = V(x) \exp [\eta_1(\alpha,\beta) \log(x-a) + \eta_2(\alpha,\beta) \log(c-x) + L(\alpha,\beta,a,c)]
\]
for all \( x \in (0,1) \), \( a > 2 \), \( \beta > 2 \) and \((a,c) \in A_x\), with \( A_x \) representing the restriction \( 0 \leq a < x < c \leq 1 \), where
\[
V(x) = 1, \quad \eta_1(\alpha,\beta) = -1, \quad \eta_2(\alpha,\beta) = \beta - 1 \quad \text{and} \quad L(\alpha,\beta,a,b) = -(\alpha + \beta - 1) \log(c-a) - \log(B(\alpha,\beta)).
\]

In order to check condition \((A)\) of Theorem 2.2 note that for \( a = 0 \) and \( c = 1 \), following the computation of the Fisher information matrix for \( g \) given in [4], we have
\[
J(\alpha,\beta) = \begin{bmatrix} \frac{\beta}{(\alpha-1)} & -1 \\ \frac{1}{(\beta-1)} & \alpha \\ \end{bmatrix} \quad \text{and} \quad K(\alpha,\beta) = \begin{bmatrix} \frac{\beta(\alpha + \beta - 1)}{(\alpha - 2)} & \alpha + \beta - 1 \\ \alpha + \beta - 1 & \frac{\alpha(\alpha + \beta - 1)}{(\beta - 2)} \\ \end{bmatrix}.
\]

Thus, since \( \alpha + \beta - 1 > 0 \), it is easy to see \( J(\alpha,\beta) \) is invertible with
\[
(J(\alpha,\beta))^{-1} = \begin{bmatrix} \frac{\alpha(\alpha - 1)}{\alpha + \beta - 1} & -\frac{(\alpha - 1)(\beta - 1)}{\alpha + \beta - 1} \\ \frac{(\alpha - 1)(\beta - 1)}{\alpha + \beta - 1} & \frac{\beta(\alpha - 1)}{\alpha + \beta - 1} \\ \end{bmatrix}.
\]

Therefore we conclude condition \((A)\) is satisfied, and after some algebraic computations one may find that
\[
(J(\alpha,\beta)^{-1})^T K(\alpha,\beta) J(\alpha,\beta)^{-1} = \begin{bmatrix} Q(\alpha,\beta) & Q_1(\alpha,\beta) \\ Q_1(\alpha,\beta)^T & Q(\beta,\alpha) \\ \end{bmatrix}.
\]

where \( Q(y,z) \) is as in the proposition and \( Q_1(y,z) \) is a rational function on \( y \) and \( z \).

Once again, item \((B)\) is straightforward to check from [21]. Thus, conditions \((A)\) and \((B)\) of Theorem 2.2 are valid, and therefore, following the same arguments as in the proof of Proposition 3.4, the proposition follows from the conclusion of Theorem 2.2 combined with (26). \( \square \)

Figure 3 provides the Bias and RMSE obtained from 100,000 replications assuming \( n = 10, 15, \ldots, 100 \) and \( \alpha = 3 \) and \( \beta = 2.5 \). Here we considered the proposed estimator and compared with the standard MLE that does not have a closed-form expression.

Unlike the Gamma and Nakagami distributions, we observed that the closed-form estimator has an additional bias. Although they are obtained from different distributions for many parameter values, they returned similar results. A major drawback of the estimators [22] and [23] is that the properties that
Figure 3: Bias and RMSE for $\alpha$ and $\beta$ for samples sizes of 10, 15, ..., 100 elements considering $\alpha = 3$ and $\beta = 2.5$.

ensure the consistency and asymptotic normality do not hold when the values of $\alpha$ and $\beta$ are smaller than 2.

Example 4: Let us consider that $(X_1, Y_1), (X_2, Y_2), \ldots, (X_n, Y_n)$ are iid random variables (RV) following a gamma distribution with probability density function (PDF) given by:

$$f(x, y; \alpha_1, \alpha_2) = \frac{1}{\beta^{\alpha_2} \Gamma(\alpha_1) \Gamma(\alpha_2)} x^{\alpha_1-1} (y - x)^{\alpha_2-1} e^{-\frac{x}{y}}, \text{ where } 0 < x < y < \infty \quad (26)$$

where $\alpha_1, \alpha_2$ and $\beta$ are positive, $\alpha_2 \neq 1$ and $\alpha_2^* = \alpha_1 + \alpha_2$.

We can apply the generalized maximum likelihood approach for this distribution by considering the density function $g(x, y; \beta, \alpha_1, \alpha_2, \gamma_1, \gamma_2)$ representing the generalized gamma distribution given by

$$g(x, y; \beta, \alpha_1, \alpha_2, \gamma_1, \gamma_2) = \frac{\gamma_1 \gamma_2}{\beta^{\alpha_2} \Gamma(\alpha_1) \Gamma(\alpha_2)} x^{\alpha_1 \gamma_1 - 1} (y^{\gamma_2} - x^{\gamma_1})^{\alpha_2 - 1} e^{-\frac{x^{\gamma_1}}{y^{\gamma_2}}}$$

where $\beta, \alpha_1, \alpha_2$ are positive, $0 < x < y$, and $(\gamma_1, \gamma_2) \in A_{x,y}$, where $A_{x,y} \subset (0, \infty)$ represents the inequality $x^{\gamma_1} < y^{\gamma_2}$.

In order to formulate the generalized maximum likelihood equations for this distribution at $(\gamma_1, \gamma_2) = (1, 1)$, letting $\bar{Z}_1, \bar{Z}_2, \bar{Z}_3, \bar{Z}_4, \bar{Z}_5$ and $\bar{Z}_6$ be the means of $Y$, log $X$, log $Y$, log $Y$, $\frac{X \log X}{Y - X}$, and $\frac{Y \log Y}{Y - X}$, respectively, where $Y = (Y_1, \ldots, Y_n)$ and $X = (x_1, \ldots, X_n)$, and define $\bar{z}_i$ analogously for $1 \leq i \leq 6$. 

14
From [21] we have

\[
\begin{align*}
E_{\theta} \left[ Z_1 \right] &= \alpha_2^* \beta, \quad E_{\theta} \left[ Z_2 \right] = \psi(\alpha_1) + \log \beta, \quad E_{\theta} \left[ Z_3 \right] = \psi(\alpha_2^*) + \log \beta, \\
E_{\theta} \left[ Z_4 \right] &= \alpha_2^* \beta \left[ \psi(\alpha_2^*) + \log \beta + \frac{1}{\alpha_2^*} \right], \\
E_{\theta} \left[ Z_5 \right] &= \frac{\alpha_1}{\alpha_2 - 1} \left[ \psi(\alpha_1) + \log \beta + \frac{1}{\alpha_1} \right], \quad \text{and} \\
E_{\theta} \left[ Z_6 \right] &= \frac{\alpha_2^* - 1}{\alpha_2 - 1} [\psi(\alpha_2^*) + \log \beta],
\end{align*}
\]

from which it follows that

\[
\begin{align*}
E_{\theta} \left[ \frac{\partial}{\partial \beta} \log g(X_1, Y_1; \theta, 1, 1) \right] &= -\frac{(\alpha_1 + \alpha_2)}{\beta} + \frac{1}{\beta^2} E_{\theta}[Z_1] = 0, \\
E_{\theta} \left[ \frac{\partial}{\partial \gamma_1} \log g(X_1, Y_1; \theta, 1, 1) \right] &= \alpha_1 E_{\theta}[Z_2] - (\alpha_2 - 1) E_{\theta}[Z_5] + 1 = 0, \\
E_{\theta} \left[ \frac{\partial}{\partial \gamma_2} \log g(X_1, Y_1; \theta, 1, 1) \right] &= (\alpha_2 - 1) E_{\theta}[Z_6] - \frac{1}{\beta} E_{\theta}[Z_4] + 1 + E_{\theta}[Z_3] = 0,
\end{align*}
\]

that is, (8) is satisfied. Thus, the generalized likelihood equations for \( \theta = (\beta, \alpha_1, \alpha_2) \) over the coordinates \((\beta, \gamma_1, \gamma_2)\) at \((\gamma_1, \gamma_2) = (1, 1)\) are given by

\[
\begin{align*}
\frac{1}{n} \sum_{i=1}^{n} \frac{\partial}{\partial \beta} \log g(x_i, y_i; \theta, 1, 1) &= -\frac{(\alpha_1 + \alpha_2)}{\beta} + \frac{1}{\beta^2} \bar{z}_1 = 0, \\
\frac{1}{n} \sum_{i=1}^{n} \frac{\partial}{\partial \gamma_1} \log g(x_i, y_i; \theta, 1, 1) &= \alpha_1 \bar{z}_2 - (\alpha_2 - 1) \bar{z}_5 + 1 = 0, \\
\frac{1}{n} \sum_{i=1}^{n} \frac{\partial}{\partial \gamma_2} \log g(x_i, y_i; \theta, 1, 1) &= (\alpha_2 - 1) \bar{z}_6 - \frac{1}{\beta} \bar{z}_4 + 1 + \bar{z}_3 = 0
\end{align*}
\]

Multiplying the first equation above by \( \beta \) we obtain a linear system of equations in \( \alpha_1, \alpha_2 \) and \( \frac{1}{\beta} \), from which, using the Cramer rule it will follow that it has as unique solution given by

\[
\begin{align*}
\hat{\alpha}_2 &= -\frac{B(\bar{z})}{A(\bar{z})}, \quad \hat{\alpha}_1 = \frac{1}{\bar{z}_2} \left[ (\hat{\alpha}_2 - 1) \sum_{j=1}^{n} \bar{z}_5 - 1 \right], \\
\hat{\beta} &= \frac{\bar{z}_1}{(\hat{\alpha}_1 + \hat{\alpha}_2)}.
\end{align*}
\]

as long as \( A(\bar{z}) \neq 0 \), where

\[
A(\bar{z}) = \bar{z}_6 \bar{z}_1 \bar{z}_2 - \bar{z}_5 \bar{z}_4 - \bar{z}_2 \bar{z}_4 \quad \text{and} \quad B(\bar{z}) = -(\bar{z}_5 + 1) \bar{z}_4 + (1 + \bar{z}_3 + \bar{z}_6) \bar{z}_1 \bar{z}_2
\]

for \( \bar{z} = (\bar{z}_1, \cdots, \bar{z}_6) \).

We now apply Theorem 2.2 to prove that the obtained estimators are strongly consistent and asymptotically normal.

**Proposition 3.4.** \( \hat{\alpha}_1, \hat{\alpha}_2 \) and \( \hat{\beta} \) are strongly consistent estimators for the true parameters and \( \hat{\alpha}_1, \hat{\alpha}_2 \) and \( \hat{\beta} \) are asymptotically normal, as long as \( \alpha_2 \neq 1 \) and

\[
(\alpha_2^* - 1) \psi(\alpha_1) + \alpha_2^* \psi(\alpha_2^*) + (2\alpha_2^* - 1) \log(\beta) + 1 \neq 0.
\]
Proof. In order to apply Theorem 2.2 we note $g(x; \lambda, \phi, \alpha)$ can be rewritten as

$$
g(x, y; \beta, \alpha_1, \alpha_2, \gamma_1, \gamma_2) = \frac{\gamma_1 \gamma_2}{\beta \alpha_1 \Gamma(\alpha_1) \Gamma(\alpha_2)} x^{\alpha_1 \gamma_1 - 1} (y^{\gamma_2} - x^{\gamma_1})^{\alpha_2 - 1} e^{-\frac{x^{\gamma_2}}{\beta}} y^{\gamma_2 - 1} = V(x) \exp(\eta_1(\theta)T_1(x, \gamma_1, \gamma_2) + \eta_2(\theta)T_2(x, \gamma_1, \gamma_2) + \eta_3(\theta)T_3(x, \gamma_1, \gamma_2) + L(\lambda, \phi, \alpha))$$

for all $0 < x < y$, positive $\alpha_1$, $\alpha_2$, $\beta$, and $(\gamma_1, \gamma_2) \in A_{x,y}$, where $\eta_i(\theta)$ and $T_i(x, \gamma_1, \gamma_2)$ satisfy the conditions of Theorem 2.2.

To check condition (A) of Theorem 2.2 note that, for $(\gamma_1, \gamma_2) = (1, 1)$ and using the relations (27) we have

$$J(\alpha_1, \alpha_2, \beta) = \left[ \begin{array}{ccc} \frac{1}{\beta} & \frac{1}{\beta} & \frac{1}{\beta^2} E_\theta [Z_1] \\ -E_\theta [Z_2] & E_\theta [Z_3] & 0 \\ 0 & -E_\theta [Z_0] & -\frac{1}{\beta^2} E_\theta [Z_1] \end{array} \right]$$

(28)

Thus it follows that

$$\det J(\alpha_1, \alpha_2, \beta) = \frac{1}{\beta^2} (E_\theta [Z_0] E_\theta [Z_1] E_\theta [Z_2] - E_\theta [Z_5] E_\theta [Z_4] - E_\theta [Z_2] E_\theta [Z_4])$$

$$= \frac{1}{\beta^2} \alpha_1^2 (\psi(\alpha_1) + \log \beta) \left( \frac{\alpha_2^* - 1}{\alpha_2 - 1} \right) \alpha_2^* (\psi(\alpha_2^*) + \log \beta)$$

$$- \frac{1}{\beta^2} \left( \frac{\alpha_2^* - 1}{\alpha_2 - 1} (\psi(\alpha_1) + \log \beta + \frac{1}{\alpha_2 - 1}) \right) \alpha_2^* (\psi(\alpha_2^*) + \log \beta + \frac{1}{\alpha_2 - 1})$$

$$= -\frac{1}{\beta^2} \left( \frac{\alpha_2^* - 1}{\alpha_2 - 1} \right) (\alpha_2^* - 1) \psi(\alpha_1) + \alpha_2^* \psi(\alpha_2^*) + (2\alpha_2^* - 1) \log(\beta) + 1) \neq 0$$

that is, condition (A) is verified.

Item (B) of Theorem 2.2 is straightforward to check from the relations (27). Thus conditions (A) and (B) of Theorem 2.2 are valid and therefore, from Theorem 2.2 we conclude there exist $\hat{\theta}_n(x) = (\hat{\theta}_{1n}(x), \hat{\theta}_{2n}(x), \hat{\theta}_{3n}(x))$ measurable in $x \in X^n$ satisfying items I) to III) of Theorem 2.2.

Now, from the strong law of large numbers, as $n \to \infty$ we have

$$(Z_1, Z_2, \cdots, Z_6) \overset{a.s.}{\to} (E_\theta [Z_1], E_\theta [Z_2], \cdots, E_\theta [Z_6])$$

and thus it follows from the continuous mapping theorem that

$$A(\mathbf{Z}) \overset{a.s.}{\to} E_\theta [Z_6] E_\theta [Z_1] E_\theta [Z_2] - E_\theta [Z_5] E_\theta [Z_4] - E_\theta [Z_2] E_\theta [Z_4] = -\frac{\beta}{(\alpha_2 - 1)} ((\alpha_2 - 1) \psi(\alpha_1) + \alpha_2^* \psi(\alpha_2^*) + (2\alpha_2^* - 1) \log(\beta) + 1) \neq 0.$$
4 Final Remarks

We have shown that the proposed generalized version of the maximum likelihood estimators provides a vital alternative to achieve closed-form expressions when the standard MLE approach fails. The proposed approach can also be used with discrete distributions, the results remain valid, and the obtained estimators are still strong consistent, invariant, and asymptotic normally distributed. Due to the likelihood function's flexibility, additional complexity can be included in the distribution and the inferential procedure such as censoring, long-term survival, covariates, and random effects.

The method introduced in this study particularly benefits from the utilization of generalized versions of the baseline distribution. This aspect not only adds significant impetus to the application of various new distributions that have emerged over recent decades but also underscores their practical relevance. Moreover, given that the estimators derived from these generalized distributions are not uniform in nature, it prompts an insightful comparison among them. Such comparative analyses are instrumental in identifying the most effective estimator, especially when evaluated against specific performance metrics. On a different note, our findings demonstrate that the generalized form is not confined to being a distribution. This realization broadens our investigative scope beyond just generalized density functions, allowing for a more expansive and inclusive exploration of potential solutions.

As shown in Examples 1 and 2, the estimators' behaviors in terms of Bias and RMSE are similar to those obtained under the MLE for the Gamma and Nakagami distributions. Therefore, corrective bias approaches can also be used to remove the bias of the generalized estimators. For the Beta distribution, the comparison showed different behavior for the proposed estimators. We observed that for specific small values of the parameters, the results might not be consistent. This example illustrates what happens in situations where, for some parameter values, the Fisher information of the generalized distribution has singularity problems. Finally, we discuss an approach to obtain closed-form estimators for a bivariate model which provides some insights that can be used in other multivariate models.

This observation lays the groundwork for further exploration, especially in the realm of real-time statistical estimation. It underscores the need for new estimators for distributions with intricate parameter spaces, tailoring them for rapid computation. This aspect is particularly vital for integration with machine learning methodologies, such as tree-based algorithms, where swift and efficient computational techniques are essential. Our study adds a new dimension to the ongoing discourse in statistical estimation, pivoting towards solutions that are not only theoretically sound but also practically viable in dealing with complex data sets. In an era where data complexity and volume are escalating, our approach heralds a promising direction for developing more agile and adaptable statistical tools, crucial for real-time analysis and decision-making in dynamic environments.
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Appendix

In order to prove Theorem 2.2 we shall need the technical lemma that follows.

In the following, given \( x \in \mathbb{R}^m \) we let \( \|x\|_2 = \sqrt{\sum_{i=1}^{m} x_i^2} \) and given a matrix \( A \in M_m(\mathbb{R}) \) we let \( \|A\|_2 \) denote the usual spectral norm defined by \( \|A\|_2 = \sup_{\|x\|=1} \|Ax\|_2 \). Moreover, given a differentiable function \( F: \Theta \to \mathbb{R}^m \), for \( \Theta \subset \mathbb{R}^m \) open, we denote \( \frac{\partial}{\partial \theta} F(\theta) = \left( \frac{\partial}{\partial \theta} F_1(\theta), \ldots, \frac{\partial}{\partial \theta} F_n(\theta) \right) \), and we denote by \( \frac{\partial}{\partial \theta} F(\theta) \parallel \) the Jacobian of \( F \) at \( \theta \in \Theta \), that is, \( \frac{\partial}{\partial \theta} F(\theta) = \left( \frac{\partial}{\partial \theta} F_i(\theta) \right) \in M_m(\mathbb{R}) \) for all \( \theta \in \Theta \).

Lemma 1. Let \( \Theta \subset \mathbb{R}^m \) be open, let \( F: \Theta \to \mathbb{R}^m \) be \( C^1 \), let \( J \in M_m(\mathbb{R}) \) be invertible, denote \( \lambda = \frac{1}{2} \|J^{-1}\|_2^{-1} \) and \( r = \frac{1}{2} \|F(\theta_0)\|_2 \), and suppose that:

\[
\bar{B}(\theta_0, r) \subset \Theta \text{ and } \left\| \frac{\partial}{\partial \theta} F(\theta) - J \right\|_2 \leq \lambda \text{ for all } \theta \in \bar{B}(\theta_0, r),
\]

Then there exist \( \theta^* \in \bar{B}(\theta_0, r) \) such that \( F(\theta^*) = 0 \).

Proof. The proof shall follow from a simple application of the Browder Fixed Point Theorem.

Letting \( L: \bar{B}(\theta_0, r) \to \mathbb{R}^m \) be defined by \( L(\theta) = \theta - J^{-1} \frac{\partial}{\partial \theta} F(\theta) \) for all \( \bar{B}(\theta_0, r) \) we shall prove that \( L(\bar{B}(\theta_0, r)) \subset \bar{B}(\theta_0, r) \). Indeed, from the chain rule it follows that \( L \) is differentiable in \( \bar{B}(\theta_0, r) \) with

\[
L'(\theta) = I - J^{-1} \frac{\partial}{\partial \theta} F(\theta) = J^{-1} \left( J - \frac{\partial}{\partial \theta} F(\theta) \right) \text{ for all } \theta \in \Theta.
\]

Thus, for all \( \theta \in \bar{B}(\theta_0, r) \) we have

\[
\left\| \frac{\partial}{\partial \theta} L(\theta) \right\|_2 = \left\| J^{-1} \left( J - \frac{\partial}{\partial \theta} F(\theta) \right) \right\|_2 \leq \left\| J^{-1} \right\|_2 \left\| J - \frac{\partial}{\partial \theta} F(\theta) \right\|_2 \leq \frac{1}{2},
\]

and thus from the mean value inequality we have

\[
\|L(\theta) - L(\theta_0)\|_2 \leq \frac{1}{2} \|\theta - \theta_0\|_2 \leq \frac{r}{2} \text{ for all } \theta \in \bar{B}(\theta_0, r).
\]

Moreover, note that

\[
\|L(\theta_0) - \theta_0\|_2 = \left\| J^{-1} F(\theta_0) \right\|_2 \leq \left\| J^{-1} \right\|_2 \left\| F(\theta_0) \right\|_2 = \frac{1}{2\lambda} \left\| F(\theta_0) \right\|_2 = \frac{r}{2}
\]

(30)
Thus, given \( \theta \in \bar{B}(\theta_0, r) \) from inequalities (29) and (30) and the triangle inequality we have
\[
\|L(\theta) - \theta_0\|_2 \leq \|L(\theta) - L(\theta_0)\|_2 + \|L(\theta_0) - \theta_0\|_2 \leq \frac{r}{2} + \frac{r}{2} = r,
\]
that is, \( L(\theta) \in \bar{B}(\theta_0, r) \) for all \( \theta \in \bar{B}(\theta_0, r) \), which proves that \( L(\bar{B}(\theta_0, r)) \subset \bar{B}(\theta_0, r) \). Thus, since \( L : \bar{B}(\theta_0, r) \rightarrow \bar{B}(\theta_0, r) \) is continuous, from the Browder Fixed Point Theorem we conclude \( L \) has at least one fixed point \( \theta^* \) in \( \bar{B}(\theta_0, r) \), and thus
\[
L(\theta^*) = \theta^* \Rightarrow J^{-1}F(\theta^*) = 0 \Rightarrow F(\theta^*) = 0
\]
which concludes the proof.

Additionally we shall need the following lemma, regarding elementary properties of the spectral norm:

**Lemma 2.** Given \( A \in M_n(\mathbb{R}) \), the following items hold

i) \( \|A\|_2 \leq \sum_{i=1}^{n} \|b_i\|_2 \), where \( b_i = (a_{i1}, \cdots, a_{in}) \) for \( 1 \leq i \leq n \).

ii) If \( B \in M_n(\mathbb{R}) \) is invertible and \( \|A - B\|_2 < \|B^{-1}\|_2^{-1} \), then \( A \) is invertible as well.

**Proof.** To prove item i) applying the Cauchy–Schwarz inequality, we have for all \( x \in \mathbb{R}^n \) that
\[
\|Ax^T\|_2 \leq \sqrt{\sum_{i=1}^{n} (b_i, x)^2 \leq \sum_{i=1}^{n} \|b_i\|_2^2 \|x\|_2^2 = \left( \sum_{i=1}^{n} \|b_i\|_2^2 \right) \|x\|_2},
\]
which proves that \( \|A\|_2 \leq \sqrt{\sum_{i=1}^{n} \|b_i\|_2^2} \) by definition of the spectral norm, and thus the result follows directly from the inequality \( \sqrt{\sum_{i=1}^{n} \|b_i\|_2^2} \leq \sum_{i=1}^{n} \|b_i\|_2 \).

To prove item ii), note that, under the hypothesis, letting \( C = B^{-1}A \) it follows that
\[
\|C - I\|_2 = \|B^{-1}(A - B)\|_2 \leq \|B^{-1}\|_2 \|A - B\|_2 < 1
\]
which implies that \( C \) is invertible and thus \( A = BC \) must be invertible as well, since it is a product of invertible square matrices.

Using the above results we are now ready to prove Theorem 2.1

**Proof.** Existence of solutions:

Letting \( h_j \) be as in [2], that is
\[
h_j(x; \theta) = \frac{\partial}{\partial \beta_j} \log g(x; \theta, \alpha_0) - \mathbb{E}_\theta \left[ \frac{\partial}{\partial \beta_j} \log g(x; \theta, \alpha_0) \right]
\]
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for all $x \in \mathcal{X}$, where $(\beta_1, \ldots, \beta_s) = (\theta_1, \ldots, \theta_s, \alpha_1, \ldots, \alpha_r)$ and letting $F_n : \Theta \times \mathcal{X}^n \rightarrow \mathbb{R}^s$ be defined by $F_n = (F_{n1}, \ldots, F_{ns})$ where

$$F_{nj}(\theta, x) = -\frac{1}{n} \sum_{i=1}^{n} h_{ij}(x_i ; \theta),$$

for all $\theta \in \Theta$, $x = (x_1, \ldots, x_n) \in \mathcal{X}^n$, and $1 \leq j \leq s$. Note due to the strong law of the large numbers and from $E_{\theta_0}[h_j(X_i(w) ; \theta)] = 0$ for all $i \in \mathbb{N}$ that

$$F_m(\theta_0, X(w))^\frac{a.s.}{\longrightarrow} 0$$

and thus, from the alternative definition of strong convergence it follows that

$$\lim_{n \rightarrow \infty} \Pr\{\cap_{m=n}^{\infty} \{\|F_m(\theta_0, X(w))\|_2 > \epsilon\}\} = 0 \tag{31}$$

for all $\epsilon > 0$. Now, letting $J : \Theta \rightarrow M_s(\mathbb{R})$ be defined by $J(\theta) = (J_{i,j}(\theta)) \in M_s(\mathbb{R})$, where

$$J_{i,j}(\theta) = E_{\theta_0}\left[-\frac{\partial}{\partial \theta_j} h_i(X_1 ; \theta)\right].$$

Condition (B) says that

$$\left|\frac{\partial}{\partial \theta_j} h_{ij}(X_1 ; \theta)\right| \leq M_{ij}(X_1) \text{ and } E_{\theta_0}[M_{ij}(X_1)] < \infty, \tag{32}$$

for all $i$ and $j$. In special, from (32) and from the dominated convergence theorem it follows that $J(\theta)$ is continuous at $\theta_0$. Moreover, denoting $J_i(\theta) = (J_{i,1}(\theta), \ldots, J_{i,s}(\theta)) \in \mathbb{R}^s$ for all $i$, from (32) and the uniform strong law of the large numbers it follows that

$$\sup_{\theta \in \Theta_0} \left\|\frac{\partial}{\partial \theta_i} F_n(\theta, X(w)) - J_i(\theta)\right\|_2^a.s. \rightarrow 0$$

for all $i$, and thus, once again due to the alternative definition of strong convergence we have

$$\lim_{n \rightarrow \infty} \Pr\{\cap_{m=n}^{\infty} \left\{\sup_{\theta \in \Theta_0} \left\|\frac{\partial}{\partial \theta_i} F_m(\theta, X(w)) - J_i(\theta)\right\|_2 > \epsilon\right\}\} = 0 \tag{33}$$

for all $\epsilon > 0$ and $i$. Now, given $m > 0$ such that $B(\theta_0, \frac{1}{m}) \subset \Theta_0$ and $\frac{1}{m} < \frac{1}{2}$, where $\lambda = \frac{1}{2} \|J(\theta_0)\|^{-1}$, combining (31) and (33), it follows there exist $N_m > 0$ and a set $\Omega_m$ of probability $1 - \frac{1}{m}$, such that

$$\|F_n(\theta_0, X(w))\|_2 < \frac{1}{m} \text{ and } \sup_{\theta \in \Omega_m} \left\|\frac{\partial}{\partial \theta_i} F_n(\theta, X(w)) - J_i(\theta)\right\|_2 < \frac{1}{sm} \tag{34}$$

for all $n \geq N_m$, $i$ and $w \in \Omega_m$. Combining the second inequality of (34) with item i) of Lemma 2 it follows that:

$$\sup_{\theta \in \Theta_0} \left\|\frac{\partial}{\partial \theta} F_n(\theta, X(w)) - J(\theta)\right\|_2 < \frac{1}{m}$$
Now, since $J$ is continuous at $\theta_0$, there exist an open set $\Theta_m \subset \bar{B}(\theta_0, \frac{1}{m}) \subset \Theta_0$ such that
\[
\|J(\theta) - J(\theta_0)\|_2 < \frac{1}{m} \text{ for all } \theta \in \Theta_m
\] (35)

Combining the above inequalities with the triangle inequality we conclude that
\[
\|F_n(\theta_0, X(w))\|_2 < \epsilon \text{ and } \sup_{\theta \in \Theta_m} \left\| \frac{\partial}{\partial \theta} F_n(\theta, X(w)) - J(\theta_0) \right\|_2 < \frac{2}{m} < \lambda
\] (36)

for all $n \geq N_m$ and $w \in \Omega_m$. Thus from Lemma [1] it follows that for each $w \in \Omega_m$ there exist $\bar{\theta}(w) \in \Theta_m \subset B(\theta_0, \frac{1}{m})$ such that
\[
F_n(\bar{\theta}(w), X(w)) = 0 \text{ for all } w \in \Omega_m \text{ and } n \geq N_m,
\] (37)

which, in special, proves that the generalized maximum likelihood equations has at least one solution with probability converging to one as $n \to \infty$.

**Construction of a measurable estimator:**

We shall construct the estimator $\hat{\theta}_n$. Note that if (36) and (37) are valid for some $N_m > 0$ then it is valid for any $N^*_m \geq N_m$ as well. Thus, without loss of generality we can suppose $N_1 < N_2 < N_3 < \cdots$. Now, given $n < N_1$ we define
\[
\hat{\theta}_n(x) = 0 \text{ for all } x \in \mathcal{X}^n.
\]

On the other hand, to define $\hat{\theta}_n(x)$ for $n \geq N_1$, let $m_n$ be the only integer for which $N_{m_n} \leq n < N_{m_n+1}$ is satisfied. Since $N_1 < N_2 < N_3 < \cdots$ it follows that $m_n$ is well defined and $m_n \to \infty$ as $n \to \infty$. Now, note that $F_n(\theta, x)$ is continuous in $\theta$ for all $x$ in $\mathcal{X}^n$ and measurable in $x$ for all $\theta \in \Theta$. Thus, $F_n$ is a Carathéodory function for all $n \geq N$. Therefore, letting $\phi: \mathcal{X}^n \to \bar{B}(\theta_0, \frac{1}{m_n})$ be the multivalued map defined by
\[
\theta \in \phi(x) \text{ if and only if } F_n(\theta, x) = 0 \text{ and } \|\theta - \theta_0\|_2 \leq \frac{1}{m_n},
\] (38)

since $F_n$ is Carathéodory and $\bar{B}(\theta_0, \frac{1}{m_n})$ is compact, it follows from the theory of measurable maps that $\phi$ is a measurable map (see [6], Corollary 18.8 p. 596). Now construct a second multivalued map $\phi^*: \mathcal{X}^n \to \bar{B}(\theta_0, \frac{1}{m_n})$ defined by:
\[
\phi^*(x) = \phi(x) \text{ if } \phi(x) \neq \emptyset \text{ and } \phi^*(x) = \{\theta_0\} \text{ otherwise.}
\]

From the measurability of $\phi$ it is clear that $\phi^*$ is measurable as well, and since $\phi^*(x)$ is always non-empty, we can apply the measurable selection theorem (see [6], Theorem 18.7 p. 603) to obtain a measurable function $\tilde{\theta}_n(x)$ satisfying
\[
\tilde{\theta}_n(x) \in \phi^*(x) \text{ for all } x \in \mathcal{X}^n.
\]

which concludes the construction of our estimator $\hat{\theta}_n(x)$. 
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By the construction it follows that \( \hat{\theta}_n(x) \) satisfy \( F_n(\hat{\theta}_n(x), x) = 0 \) in every point \( x \in X^n \) in which the equation \( F_n(\theta, x) = 0 \) has at least one solution \( \theta \) in \( B \left( \theta_0, \frac{1}{n^\alpha} \right) \). Thus, it follows that \( \hat{\theta}_n(X) \) satisfy \( F_n(\hat{\theta}_n(X(w)), X(w)) = 0 \) at every point \( w \in \Omega \) in which \( F_n(\theta, X(w)) = 0 \) has at least one solution \( \theta \) in \( B \left( \theta_0, \frac{1}{m^\alpha} \right) \), and since \( n \geq N_{m,n} \), from what we proved earlier it follows this happens with probability greater or equal to \( 1 - \frac{1}{n^\alpha} \).

Thus, since \( 1 - \frac{1}{m^\alpha} \to 1 \) as \( n \to \infty \), it follows that, with probability converging to one as \( n \to \infty \), \( \hat{\theta}_n(X) \) satisfy \( F_n \left( \hat{\theta}_n(X), X(w) \right) = 0 \) for all \( n \geq N_{m,n} \), which proves item I.

Now, by construction \( \hat{\theta}_n(x) \in B \left( \theta_0, \frac{1}{m^\alpha} \right) \) for all \( n \geq 1 \) and \( x \in X^n \) and since \( \frac{1}{m^\alpha} \to 0 \) as \( n \to \infty \) it follows that \( \hat{\theta}_n(X(w)) \to \theta_0 \) as \( n \to \infty \) for all \( w \in \Omega \), which, in special, proves item II.

Asymptotic normality:

From the mean value theorem, for each fixed \( 1 \leq i \leq s \), and \( w \in \Omega \) there must exist a \( y_{in}(w) \in \mathbb{R}^s \) contained in the segment connecting \( \theta_0 \) to \( \hat{\theta}_n(X(w)) \) such that

\[
F_{nj}(\hat{\theta}_n(X(w)), X(w)) = F_{nj}(\theta_0, X(w)) + \sum_{i=1}^{s} \frac{\partial}{\partial \theta_i} F_{nj}(y_{in}(w), X(w)) \left( \hat{\theta}_{nj}(X(w)) - \theta_{0j} \right).
\]

On the other hand, letting

\[
H_n(y, w) = F_{nj}(\hat{\theta}_n(X(w)), X(w)) - F_{nj}(\theta_0, X(w)) - \sum_{i=1}^{s} \frac{\partial}{\partial \theta_i} F_{nj}(y, X(w)) \left( \hat{\theta}_{nj}(X(w)) - \theta_{0j} \right)
\]

for all \( y \in \Theta_0 \) it follows by hypothesis (B) that \( H_n(y, w) \) is continuous in \( y \) and measurable in \( w \), and thus is a Carathéodory function, from which it follows, once again due to the theory of measurable maps and the measurable selection theorem, that such \( y_{in}(w) \) can be chosen to be measurable in \( w \).

Now, letting \( A_{n}(w) \in M_s(\mathbb{R}) \) be defined by \( A_{n}(w) = (a_{ij,n}(w)) \) where \( a_{ij,n}(w) = \frac{\partial}{\partial \theta_i} F_{nj}(y_{in}(w), w) \) for all \( 1 \leq i \leq s, 1 \leq j \leq s \) and \( w \in \Omega \), since by construction \( \hat{\theta}_n(X) \in \Theta_{m,n} \) for all \( n \geq N_1 \) and since \( y_{in}(w) \) is contained in the segment connecting \( \theta_0 \) to \( \hat{\theta}_n(X) \), it follows that \( y_{in}(w) \in \Theta_{m,n} \) for all \( n \geq N_1 \) as well. Thus, once again combining the second inequality from (39) with item i) of Lemma 2 it follows that

\[
\| A_{n}(w) - J(\theta_0) \|_2 < \frac{2}{m_n} < \lambda = \| J(\theta_0)^{-1} \|_2^{-1} \text{ for all } n \geq N_1
\]

(40)

Thus, in particular, from lemma 2 it follows \( A_{n}(w) \) is invertible for all \( n \geq N_1 \) and \( w \in \Omega \).

On the other hand, since by construction \( F_n(\hat{\theta}_n(X(w)), X(w)) = 0 \) for all \( w \in \Omega_n \) it follows from (39) that:

\[
A_{n}(w)^T(\hat{\theta}_n(X(w)) - \theta_0)^T = F_n(\theta_0, X(w)) \text{ for all } w \in \Omega_n.
\]

(41)

Now, let \( \theta_{0}^* \) be defined as

\[
\theta_{0}^* = \theta_0^T - (A_n(w)^{-1})^T F_n(\theta_0, X(w)) \text{ for all } w \in \Omega \text{ and } n \geq N_1.
\]

(42)
From (41) it follows that \( \hat{\theta}_n(X(w)) = \theta^*_n(w) \) for all \( w \in \Omega_n \) and thus \( \hat{\theta}_n(X(w)) \xrightarrow{a.s.} \theta^*_n(w) \).

Since \( \frac{n}{N} \rightarrow 0 \) as \( n \rightarrow \infty \) it follows from (40) that \( A_n(w) \xrightarrow{a.s.} J(\theta_0) \) and thus from the invertibility of the matrices involved, it follows for \( n \geq N^*_1 \) that

\[
(A_n(w))^{-1} \xrightarrow{a.s.} J(\theta_0)^{-1}
\] (43)
as well. Additionally, from the central limit theorem we know that

\[
\sqrt{n}F_n(\theta_0, X) \xrightarrow{D} N_s(0, K(\theta_0)),
\] (44)
which combined with (14), (12) and the Slutsky’s Theorem, implies that

\[
\sqrt{n}(\theta^*_n(w) - \theta_0)^T \xrightarrow{D} (J(\theta_0)^{-1})^T N_s(0, K(\theta_0)) = N_s(0, (J(\theta_0)^{-1})^T K(\theta_0) J(\theta_0)^{-1}),
\]
which concludes the proof, since we already proved that \( \hat{\theta}_n(X) \xrightarrow{a.s.} \theta^*_n(w) \).

As a corollary of Theorem 2.1 We now prove Theorem 2.2.

**Proof.** Item (A) of Theorem 2.1 is the same as that of Theorem 2.2 and thus this item is satisfied.

Now, from hypothesis we see that

\[
h_j(x; \theta) = \sum_{k=1}^{s} \frac{\partial}{\partial \eta_k} \eta_k(\theta) \left( T_k(x, \alpha_0) - E_{\theta} [T_k(X_1, \alpha_0)] \right) + \frac{\partial}{\partial \theta_j} \log L(\theta, \alpha_0), \quad \text{for } 1 \leq j \leq s - r
\]

\[
h_{s-r+j}(x; \theta) = \sum_{k=1}^{s} \eta_k(\theta) \left( \frac{\partial}{\partial \alpha_k} T_k(x, \alpha_0) - E_{\theta} \left[ \frac{\partial}{\partial \alpha_k} T_k(X_1, \alpha_0) \right] \right) + \frac{\partial}{\partial \alpha_j} \log L(\theta, \alpha_0), \quad \text{for } 1 \leq j \leq r.
\]

From these relations and the hypothesis, it is easy to see that \( h_j(x; \theta, \alpha_0) \) is measurable in \( x \) and \( \frac{\partial}{\partial \theta_j} h_j(x; \theta, \alpha_0) \) is well defined and continuous in \( \theta \), for all \( j \) and \( \theta \in \Theta \), that is, item (B) of Theorem 2.1 is also satisfied.

Finally, letting

\[
M_{i,j}(x) = \sum_{k=1}^{s} \sup_{\theta \in \Theta_0} \left| \frac{\partial^2}{\partial \theta_i \partial \theta_j} \eta_k(\theta) \right| \left( |T_k(x, \alpha_0)| + |E_{\theta} [T_k(X_1, \alpha_0)]| \right) + \sup_{\theta \in \Theta_0} \left| \frac{\partial^2}{\partial \theta_i \partial \theta_j} \log L(\theta, \alpha_0) \right|
\]

for \( 1 \leq i \leq s \) and \( 1 \leq j \leq s - r \), and letting

\[
M_{i,s-r+j}(x) = \sum_{k=1}^{s} \sup_{\theta \in \Theta_0} \left| \frac{\partial}{\partial \theta_i} \eta_k(\theta) \right| \left( |\frac{\partial}{\partial \alpha_k} T_k(x, \alpha_0)| + E_{\theta} \left[ \frac{\partial}{\partial \alpha_k} T_k(X_1, \alpha_0) \right] \right) + \sup_{\theta \in \Theta_0} \left| \frac{\partial^2}{\partial \theta_i \partial \theta_j} \log L(\theta, \alpha_0) \right|
\]

for \( 1 \leq i \leq s \) and \( 1 \leq j \leq r \), one can check directly that

\[
\left| \frac{\partial}{\partial \theta_i} h_j(x; \theta, \alpha_0) \right| \leq M_{i,j}(x) \text{ for } 1 \leq i \leq s \text{ and } 1 \leq j \leq s.
\]

Additionally, since \( E_{\theta} [T_i(x, \alpha_0)] \) and \( E_{\theta} \left[ \frac{\partial}{\partial \alpha_j} T_i(x, \alpha_0) \right] \) are finite for all \( \theta \in \Theta \), it follows that

\[
E_{\theta_i} [M_{i,j}(X_1)] < \infty, \text{ for all } 1 \leq i \leq s \text{ and } 1 \leq j \leq s.
\]

which proves item (C) of Theorem 2.1 is also satisfied. Thus we can apply the conclusions of Theorem 2.1 concluding the proof. \( \square \)
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