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Abstract—This paper presents a hybrid motion planning strategy that combines a deep generative network with a conventional motion planning method. Existing planning methods such as A* and Hybrid A* are widely used in path planning tasks because of their ability to determine feasible paths even in complex environments; however, they have limitations in terms of efficiency. To overcome these limitations, a path planning algorithm based on a neural network, namely the neural Hybrid A*, is introduced. This paper proposes using a conditional variational autoencoder (CVAE) to guide the search algorithm by exploiting the ability of CVAE to learn information about the planning space given the information of the parking environment. An efficient expansion strategy is utilized based on a distribution of feasible trajectories learned in the demonstrations. The proposed method effectively learns the representations of a given state, and shows improvement in terms of algorithm performance.

I. INTRODUCTION

Recently, autonomous driving technology has gained popularity. Parking is an essential task in autonomous driving. The autonomous vehicle should recognize the surrounding environment, including the obstacles and free space, and reach the desired goal state while avoiding collisions. Presently, autonomous parking systems are commercially available. In addition, autonomous valet parking that allows an autonomous vehicle to park the car is also available [1].

To date, many path planning algorithms have been developed, such as the artificial potential field (APF) [2], the rapidly exploring random tree (RRT) algorithm [3], the RRT* algorithm [4], the partial motion planning (PMP) algorithm [5], the A* algorithm [6] and the Hybrid A* algorithm [7]. The potential field method uses the APF-based collision-free holonomic path first and then uses the generated path for further optimization. Then, the remainder algorithms can be divided into two approaches [8]: sampling based methods and searching based methods. The sampling based methods include two approaches which consist of random sampling based methods and deterministic sampling based methods. First, RRT and RRT* algorithms exist in the random sampling based methods. The RRT-based method constructs trees to connect the nodes obtained from the given sampling distributions. A feasible path is obtained by traversing the tree through nodes. The RRT* algorithm is used to accelerate the computational time by utilizing the rewiring procedure. Then, the PMP method represents for the deterministic sampling based method [5]. This method performs local searching rather than searching entire space to reduce computational burden.

The searching based methods include heuristic based planning and state lattice based planning methods. First, A* and Hybrid A* algorithms are included in heuristic based methods. The A*-based method uses the A* algorithm to efficiently search for parking spots and serves as a large parking guidance system. It adopts a heuristic function to obtain the optimal path. The Hybrid A*-based method is used to search for a continuous state, and thereby it mitigates the limitation of classical A*, where only the centers of the grid can be visited. The lattice based planning methods utilize the discretization of configuration space into a set of states [9], [10]. The lattice provides a solution as graph search in the motion planning problem.

Among the aforementioned algorithms, we focus on the application of the A* and Hybrid A* algorithms which are widely used for autonomous driving tasks. In particular, the Hybrid A* can generate kinodynamic paths in clustered environments using a simplified vehicle model [7], and the designed paths are close to the human driving style. Therefore, the Hybrid A* algorithm is applied in our study. However, the Hybrid A* algorithm tends to become highly time and memory-intensive as the size of the configuration space grows.

To overcome the limitations of the Hybrid A* algorithm, the strategy in searching which is a state expansion procedure should be improved. Inspired by existing studies on applying deep neural networks in planning problems [11], [12], a path planning algorithm with the help of a guidance map, which is a learned distribution of feasible trajectories, is utilized in this study.

Recently, deep generative networks have been actively studied. For example, a variational autoencoder (VAE), which is a popular method for learning a generative model of a set of data, was utilized [13]. The VAE enables the representation of high-dimensional movements in a low-dimensional latent space. In addition, an optimal movement is available to reproduce the movements. The conditional variational autoencoder (CVAE) incorporates additional conditional input to the VAE method [14]. The CVAE is a deep conditional generative model for structured output prediction that uses Gaussian latent variables. The input observations modulate the prior on the Gaussian latent variables that generate the output. There are several studies on trajectory prediction and multi-modal prediction using the CVAE network where the additional condition could enhance the performance [15], [16].

In this study, a CVAE network-based Hybrid A* algorithm is proposed. The CVAE model is trained to provide the predicted distribution of feasible trajectories when the
parking environment, along with the initial and goal states, is given. The contributions of this study can be summarized as follows:

- A neural Hybrid A* algorithm for autonomous parking is proposed that combines a deep generative network and a conventional planning method.
- The CVAE architecture is utilized to learn the feasible trajectory distribution given the map information including the initial and goal states and obstacles.
- The proposed method significantly reduces the computational time and number of nodes in the test scenarios.
- The feasibility of the proposed method is demonstrated in various autonomous parking scenarios in the simulation.

The remainder of this paper proceeds as follows. In Section 2, the conventional Hybrid A* algorithm is described in detail. In Section 3, the neural Hybrid A* algorithm is described. The CVAE architecture is introduced and the proposed hybrid algorithm for autonomous parking is explained. Section 4 details the verification of the proposed algorithm via simulation. Finally, Section 5 summarizes the study and presents the conclusions drawn.

II. PRELIMINARIES

A. Hybrid A* Algorithm

1) Transition Model: The state $x_k = (x_k, y_k, \theta_k)^T$ represents a state in the planning step $k$, where $x_k$, $y_k$, and $\theta_k$ represent the x-axis position, y-axis position and heading angle, respectively. The state transition model in the discretized form is expressed as follows:

$$
\begin{align*}
    x_{k+1} &= x_k + d \cos(\theta_k) \text{dir} \\
    y_{k+1} &= y_k + d \sin(\theta_k) \text{dir} \\
    \theta_{k+1} &= \theta_k + \frac{d}{L} \tan(\delta_k) \text{dir}
\end{align*}
$$

where $\delta_k$ is a steering angle candidate belonging to a discretized steering angle set $D$. $\text{dir}$ represents the direction of the vehicle motion and $d$ is the expansion amount during one searching step. The two control actions include the steering angle and direction. $D$ includes a steering angle set between $-40^\circ$ to $40^\circ$ with an interval of $10^\circ$, and $\text{dir}$ has a value of either -1 or 1, each for backward and forward movement.

2) Hybrid A*: The Hybrid A* algorithm generates a kinodynamic path using the transition model explained in (1). The Hybrid A* implementation uses a resolution of 2 m in the X and Y dimensions, and $15^\circ$ in the heading angle. This information is used to decide whether the candidate nodes are in a certain grid cell, where only the node with the lowest cost is retained.

Algorithm 1 shows the procedure that Hybrid A* algorithm follows. The current state and zero cost are added to the open list. The state $(x_k)$, which has the lowest cost, is excluded from the open list and added to the closed list. The search ends if the goal state is reached. If not, the available actions (steering angle and direction) are used to obtain the next state via the transition model. If the searched state $(x_{k+1})$ is collision-free and is in the open list, but the sum of the step cost and heuristic is lower than that of the state in the list, the corresponding state is replaced; the state $(x_{k+1})$ is added to the open list if it is not in the open list. This process is repeated for the states in the open list, and if a selected state is the goal, the search is finished and the optimal trajectory is returned by backtracking via the closed list. The overall pseudocode is presented in Algorithm 1. $N$ represents a node consisting of $\{\text{state, action, path cost, heuristic, parent node}\}$. $\emptyset$ and $\mathbb{C}$ indicate the open list and closed list, respectively. Furthermore, the IsCollide procedure returns 0 when the vehicle is collision-free, and the transition procedure uses (1) to obtain the next state for the given control action.

III. NEURAL HYBRID A* ALGORITHM

A. CVAE Architecture

To learn the distribution of the feasible trajectories for autonomous parking, the CVAE architecture is used, which includes an encoder-decoder network with a conditional input. The conditional input utilized in this study represents the map information including the position and heading of the initial and goal points, the obstacles, and free space.

The overall architecture is shown in Fig. 1. A two-dimensional (2-D) image is used to represent the map information, $c$. The width and height are 250 and 150,
respectively, with a resolution of 0.1 m. Each pixel in the image has a specific value of 0 for free space, 1 for obstacle, 2 for start position with an arrow indicating heading information, 3 for goal position with an arrow indicating heading information. The true trajectory, $\xi$, is the planned trajectory obtained using the Hybrid A* algorithm. A total of five trajectories are generated and the corresponding pixel in the 2-D image is assigned the value of 1. The true trajectory, $\xi$, depicted with a dotted line, is used only during the training phase.

The CVAE consists of a generative model $p_{\phi}(\xi|\tilde{c}, z)$ and an inference model $q_{\rho}(z|c, \xi)$, and the latent variable $z$ is expressed as follows using the reparameterization trick [17]:

$$z = \mu_{\phi}(c, \xi) + \sigma_{\phi}(c, \xi) \times \epsilon \quad (2)$$

where $\phi$ and $\rho$ are the parameters of the encoder and decoder networks, respectively. A normal distribution $\mathcal{N}(0, I)$ is utilized to sample $\epsilon$. To minimize the error between the predicted trajectory distribution $\hat{\xi}$ and the planned trajectory set $\xi$, the reconstruction loss is defined as the $L2$ loss. The CVAE architecture is trained by minimizing the loss function and is defined as follows:

$$L = L_{REC} + L_{KL} = ||\xi - \hat{\xi}||^2 + \beta D_{KL}(q_{\rho}(z|c, \xi)||p(z)) \quad (3)$$

where the hyperparameter $\beta$ balances the two losses. The former loss represents the reconstruction loss, and the latter is the KL divergence loss between the multivariate normal distribution and the output distribution from the encoder.

The true trajectory set $\xi$ is not available in the test phase. Therefore, $z$ is directly sampled from $\mathcal{N}(0, I)$, and only the decoder part is utilized. Condition $c$ is passed through an encoder to generate a latent vector $\tilde{c}$, which is used in the decoder for inference.

Various predicted trajectory distributions can be generated by feeding different conditions such as map information. For example, by varying the start and goal positions along with the heading value, different trajectory distributions are generated. Fig. 1 shows the predicted trajectory distribution when the heading angle of the goal position is the opposite while the starting position and the target parking space are the same. The result indicates that the proposed CVAE network is successfully trained and can distinguish the difference in the map information.

**B. Neural Hybrid A**

Neural Hybrid A* uses trajectory distribution map information obtained from the CVAE network. The details are
Fig. 2. Example of predicted trajectory distribution: Results (a) with the heading angle of 90° at goal position; (b) with the heading angle of -90° at goal position.

Fig. 3. Example of the proposed planning strategy based on the predicted distribution.

IV. SIMULATION

In this section, the dataset acquisition, implementation details, evaluation of the CV AE model, and the results are discussed. The neural network model was designed and trained using PyTorch [18], an open source Python library. Hybrid A*, a motion planning algorithm, is implemented in Python.

A. Dataset

To train the model, expert trajectory sets are collected using the Hybrid A* algorithm. Each scene has a combination of five trajectories. The hybrid A* algorithm is a deterministic method, resulting in the same solution. Therefore, the order of action set $D$ is randomly mixed to obtain different trajectories for the proposed network training. A total of 1,000 scenarios are simulated for the data collection. The start position is randomly sampled in free space, and the heading angle is sampled from either 0° or 180°. The parking space is randomly selected, and the goal position is accordingly. The heading angle of the goal position is randomly sampled either from -90° or 90°. The collected dataset is utilized as a conditional input and label for training the proposed CV AE network.

B. Implementation Details

The overall network is composed of an encoder and a decoder. There are two encoders, one for encoding the map information to be used in the decoder, and the other is for encoding the planned trajectories along with the map information to produce a latent vector.
The encoder is composed of a 2-D convolution, batch normalization, rectified linear unit (ReLU) activation function, and fully-connected layers. The convolutional neural network (CNN) model consists of three convolutional layers with output channels of 16, 32 and 64. The kernel size is [4,4], and the stride is 2. For the first encoder, the result is passed through a fully-connected layer with 32 hidden units, which is the dimension of the encoded condition. For the second encoder, the result is passed through two fully-connected layers with 32 hidden units, which is the dimension of the latent variable.

The decoder is composed of a fully-connected layer, 2-D deconvolution, batch normalization, and ReLU. The CNN model for the decoder consists of three convolutional layers with output channels of 32, 16 and 1. The kernel size and stride are the same as those of the encoder.

In the training process, the optimization was performed using a standard Adam optimizer with a learning rate of 0.001. In addition, parameter $\beta$ for the CVAE loss is set to 0.1.

C. Evaluation of the CVAE Model

To evaluate the performance of the proposed method, a test dataset is generated. The map information with different initial positions or heading angles with those of the training set is selected for inference. The Figs. 5 to 10 show the results of the proposed neural Hybrid A* algorithm compared with that of the conventional Hybrid A* algorithm.

In Fig. 4, the results for the first scenario are compared. The blue distribution represents the predicted distribution of the feasible trajectory from the proposed CVAE network. The yellow points indicate the expanded nodes during the planning process. Along with the expanded nodes, the expansion is mostly done on the learned distribution. In contrast, the right figure shows the result without the help of the learned distribution. The nodes are scattered regardless of the distribution, resulting in high computation.
Fig. 6 shows the planning result with the five trajectories generated. As shown in the figure on the left, the generated trajectories are mostly on the predicted distribution. The right figure shows that the planning results are more random regardless of the distribution, as no information on the CVAE network is used.

Fig. 6 shows the results for the second scenario. The heading angle of the initial point is set to $170^\circ$, which is not included in the training dataset. The generated distribution seems to be utilized well as a guidance map as the expansion is nearly completed on the distribution map. However, as seen in the right figure, the expansion proceeds by covering a wider range when the distribution map is not utilized, resulting in a higher cost of node expansion.

Fig. 7 also shows the results with the five trajectories generated. As shown in the left figure, the generated trajectories are mostly on the predicted distribution using the neural Hybrid A* method. However, it show more random results without the distribution map.

Figs. 8 to 11 show similar results to those of the aforementioned scenarios. In the third scenario shown in Fig. 9 the CVAE network provides a feasible distribution map even with an initial heading angle of $30^\circ$ which varies significantly from the training dataset.

| Table I | Comparison of Metrics |
|---------|-----------------------|
| Scen. 1 | Time: 24.75%          |
| Scen. 2 | Node: 50.91%          |
| Scen. 3 | Time: 30.33%          |
| Scen. 4 | Node: 53.30%          |

To evaluate the performance of the neural Hybrid A* algorithm, two metrics, which comprise computational time and the number of nodes in the open list, are evaluated under the four test scenarios. Table I shows the performance comparison in terms of the metrics. A statistical result is obtained by evaluating the scenarios five times and using a mean value for the two metrics. In all the test scenarios, the
computational time and the number of nodes are significantly reduced with the proposed neural Hybrid A* method compared with the conventional Hybrid A* algorithm. In terms of the computational time, the results illustrate that the neural Hybrid A* algorithm improves the state expansion efficiency of the planning problem for autonomous parking. In addition, in terms of the node, the results indicate that the proposed method is much less memory-intensive than the conventional method.

V. CONCLUSIONS

This paper presents a novel hybrid motion planning strategy for autonomous parking that integrates a deep generative network and a conventional searching based path planning algorithm. The CVAE network is constructed to learn the predicted distribution of the feasible trajectories, given the initial and goal positions along with the obstacle information. The proposed model learns several maps with feasible paths generated by the Hybrid A* algorithm.

The simulation results with the neural Hybrid A* algorithm shows that the neural Hybrid A* algorithm reduces the computational time and number of nodes significantly. As the proposed method uses an expansion strategy based on the predicted distribution, other searching-based planning algorithms can also be applied. In future studies, simulations in more diverse parking scenarios will be conducted.
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