The Mediation Effects of Social Media Usage and Sharing Fake News about Companies

Daniel-Raș Obadă 1 and Dan-Cristian Dabija 2,*

1 Department of Communication Sciences and Public Relations, Alexandru Ioan Cuza University of Iași, 700506 Iași, Romania
2 Department of Marketing, Faculty of Economics & Business Administration, Babeș-Bolyai University Cluj-Napoca, 400084 Cluj-Napoca, Romania
* Correspondence: dan.dabija@ubbcluj.ro

Abstract: Trust in social media information is gaining in importance and relevance for both companies and individuals as nowadays contemporary society is confronted with a wave of fake news about daily life situations, brands, organizations, etc. As it becomes more difficult to accurately assess social media information and to determine its origin or source, as well as to be able to double-check information spread across different Social Networking Sites (SNS), businesses must understand how individuals’ perceived control, concentration, and time distortion enhances the social media usage, thus allowing them to correctly assess online information. Therefore, the scope of the paper is to assess, based on a conceptual model, the antecedents of trust in online information about companies by considering users’ perceived control, concentration, and time distortion, while browsing social media networks and sharing fake news about companies in SNS. With the help of an online survey, data was collected from social media users, later being analysed with SmartPLS. The findings suggest that social media usage and sharing of fake news mediate the relationship between users’ perceived control, concentration, and time distortion (i.e., flow characteristics) and trust in online information about companies.
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1. Introduction

As companies relied even more over the past year on social media for promoting their own brands, products, and corporate image, SNS developed as new points of contact with customers and other key stakeholders such as suppliers, retailers, government, NGOs, etc. Worldwide there are approximately 4.62 billion active social media users that spent more than 12 trillion hours on social networking sites [1]. Considering that social media sites have rapidly grown in popularity, now they are widely considered as a critical strategic component of an organization’s competitiveness and survival [2,3]. Relying on social media allows organizations to connect with customers [4–8] because it enhances information sharing [9] and determines critical changes in organizational communication [5,10].

Social media is based on interactivity and content co-creation, which allows organizations to develop and maintain long-lasting online relationships with different stakeholders [6,11]. These might trigger positive influences on the online corporate reputation, general performance of employees, existing company capabilities, and organizational performance [11]. Therefore, companies effectively rely on SNS as a marketing tool to attract consumers and create positive brand associations [12]. SNS becomes a turntable for both companies and customers, communication between them being two-way oriented (i.e., switching roles as sender and receiver) to inform about products, brands, and/or co-creation processes [9,10,13,14], to facilitate touching, engaging [13], to improve customer...
loyalty, and to maximize the online word-of-mouth [5]. In the last five years, marketers relied even more on social media to respond to consumer complaints, foster direct customer interaction by sharing interesting stories about brands, and to promote products [5,15]. To obtain positive results, marketers are in the position of investigating and understanding customers’ experiences via SNS, especially regarding their information consumption about companies.

Customers heavily rely on SNS to obtain relevant information. For instance, in USA 53% of the population gets their news from various SNS such as Facebook (36%), YouTube (23%), Twitter (15%), etc. [16]. The information posted on SNS in the form of news and/or press releases might be sometimes dubious and deliberately misleading. This type of content is considered to be fake news [17]. People can find themselves in the situation of creating and sharing via SNS (fake) information (or news) to the general audience [18], causing uncertainty about the true content, suspicion about accurate explanations, and eventual confidence on falsehoods [19] about companies. Customers’ cognitions, attitudes, and behaviours can be changed because of exposure to fake news [20,21].

Although literature revealed some antecedents of trust in social media information about companies, more research is needed, especially in the context of fake news proliferation. Considering the relevance of this phenomenon, literature merely highlights how fake news is studied from the consumer perspectives [22], and much research is still needed to shed light on the outcomes. There is a lack of theoretical frameworks on understanding the consequences of fake news sharing behavior [23], especially related to trust in online information about companies. Furthermore, the literature also lacks a proper understanding regarding the relationship between users’ perceived control, concentration, time distortion while browsing SNS (i.e., customers’ experiences via SNS), social media usage, sharing fake news about companies, and trust in online information.

In the last 10 years, researchers have proposed numerous theories to explain the different antecedents and outcomes of social media users’ behavior (e.g., selective exposure theory, uses and gratifications theory, social comparison theory, rational choice theory, and self-determination theory), but these efforts have only partially shed light on the complexity of this phenomenon. The paper closes this research gap by proposing a conceptual model based on a set of social media usage prerequisites (i.e., including users’ perceived control, concentration, and time distortion), social media usage, sharing fake news about companies, and trust in online information. Therefore, the research question of this study is: Are users’ perceived control, concentration, time distortion while browsing social media networks, and sharing fake news about companies in SNS, antecedents of trust in online information about companies?

The research is novel in that all these associations have not been investigated previously, and no other study of fake news has employed structural equation modelling (SEM) to assess the effect on trust in social media information. From a theoretical perspective, the paper enhanced the flow theory from positive psychology [24,25] by assessing the role of users’ perceived control, concentration, and time distortion (i.e., flow characteristics) in increasing social media usage, sharing fake news, and their impact on trust in social media information.

The remaining of the manuscript is structured as follows: Section 1 provides the hypothesis and conceptual model development based on a critical literature review. Section 2 includes the methodology considered for implementing the research, and Section 3 assess the results and discussions. The paper ends with conclusions, containing theoretical and managerial contributions.

2. Literature Review: Hypothesis and Conceptual Model Development

As highlighted over four decades ago, flow represents the “holistic sensation” encountered by individuals when they engage totally in a situation [24,25]. According to the flow theory [24], individuals experiencing flow engage in tasks while concentrating on what they are doing at a certain moment, perceiving a certain degree of control, and losing track of time regularly [24–26]. Research indicates that social media users are more inclined to
experience flow while browsing online via SNS. Such an optimal experience can influence social media users to share different kind of news and information about organizations, brands and/or products, even fake news [10].

Perceived control constitutes the individuals’ beliefs that he/she can influence and affect the events of his/her life [27,28] to achieve a particular intended result. In psychology, a person’s perceived control (PC) refers to how much they feel in control of their environment, including the people, things, feelings, and activities around them [29]. Therefore, in a broader sense, perceived control is the “believed” control people report having during an activity. Perceived control is mainly related to individuals’ perception regarding the ease and/or the difficulty that allows them to perform and/or experience a certain behaviour relevant for them [30,31]. Within the Internet setting, perceived control refers to how web users view their capacity to effectively explore the Internet and how they engage with the web, depending on users’ inputs [32–35]. Modern technologies allow a fast and efficient response to users’ requests and complaints, thus also offering personalized feedback [36,37]. Social media provides users with a sense of perceived control by providing responsive interactive components such as chatting, replying, poking, liking, and sharing [35,38], which they are familiar with [39], and by allowing them to sign in and out at any time. These characteristics of social media networks facilitate perceived control occurrence and facilitate social media usage. Perceived control relates also to an individual’s perception of how easy it is to engage in a specific behavior [40], such as social media usage [41,42]. As a result, we posit the following:

Hypothesis 1 (H1). The perceived control of social media users has a positive influence on social media usage.

Concentration, described as the extent to which an individual is focused on a certain situation or context and/or how he/she pays attention to an ongoing activity, is a critical component of the social media user experience [38,43] and a predictor of social media usage. When individuals begin a browsing session, they are highly concentrated on the present moment and/or task they intend to accomplish, not considering information that might disturb them [24,25]. Given the variety and relevance of the information offered to users based on their interests, SNS constitutes an ideal possibility of focusing on relevant tasks. The screen limits the user’s exposure to stimuli and facilitates concentration by directing all attention to the relevant stimuli. Additionally, social media’s interactive and participatory nature stimulates users’ focus and provides immediate feedback, making it an excellent environment for users to have the best experience possible [44]. As a result of individuals paying attention to browsing activity and achieving an optimal experience, social media usage increases [38,45], so therefore we postulate that:

Hypothesis 2 (H2). The concentration of social media users exerts a positive influence on social media usage.

Users frequently lose track of time while browsing social media [38] since they are having an optimal experience [10,20,25]. Social media users spend a significant amount of time on SNS because of their immersive and gratifying nature [38], which determines stickiness [46,47] and leads to increased social media usage. Literature [48] pinpoints the link between time distortion and social media addiction, which requires a great amount of time and/or effort; it can also interfere with various daily activities or situations [49]. Regardless of whether social media users have an optimal experience or an addictive behavior while browsing, time distortion is often considered a possible prerequisite for different behaviours [26], including social media usage. Therefore, we hypothesize that:

Hypothesis 3 (H3). The time distortion experienced by social media users has a positive influence on social media usage.
Social media might be conceptualized as the collection of web-related apps developed based on the technological advancements of Web 2.0 that eases user-generated production and/or exchange of information [50]. People have always been social beings and will continue to be social regardless of the type of media they use [51]. However, without a doubt, social media platforms and apps such as Facebook, Twitter, and Instagram have affected how people interact with one another [52], but also how they engage with companies. Social media platforms contain a variety of websites (i.e., networks, wikis, video sharing sites, bookmarking sites, virtual worlds, and rating sites) that enable users to engage with peers and share information about organizations, products, and/or brands [53]. Relying on social media can generate two types of interactions: active and passive ones [50,54]. While active social media usage relates more to online behaviour enabling direct users’ interactions (i.e., like, commenting, sending messages, and interacting with other users in different ways) [55], passive usage involves observing peers without directly engaging them [56]. According to the flow theory [24,25], people who are experiencing flow (or having an optimal experience) when engaging in an activity, such as using social media, may not always be aware of the time passing which, in turn, may result in increased social media usage [38]. Social media platforms thus constitute a significant source of information for individuals and organizations [38] since it eases the fast and effortless exchange of information. Information shared over social media might be regarded as cutting a whole into ‘thin slices’ and disseminating it around [57], whereby customers can hardly assess the authenticity and credibility of the information [38].

Given the ease with which users may share and re-share data, including information, sometimes official information sources might be considered less trustworthy via social media [59]. Therefore, they are perfect for creating, consuming, and exchanging various information, including fake news [60]. When relying on social media, users also generate information within the SNS and/or the online community with whom they interact [61], so they can also share involuntarily fake news about companies. The growing usage of social media also relates to the availability and efficacy of online instruments and/or features (e.g., post, share, reshare button) that allows interaction with peers and information exchange [61]. Social media usage has been found as a predictor of spreading fake news about environmentally friendly brands on social media platforms, since it increases exposure to inaccurate information [10]. A recent study [10] examined the underlying mechanisms between social media usage and sharing fake news on SNS, including the motivations of users and their exposure to inaccurate information, and confirmed the relationship between these variables. Therefore, we postulate:

Hypothesis 4 (H₄). Social media usage positively influences sharing fake news about companies while browsing SNS.

The recent fake news spread via social media can be partially explained by aspects such as non-existence of barriers/control mechanism regarding disseminated content, format of the spread information, polarization of users within so called echo chambers, the prevalence of users’ emotions, liking, and trusting only certain, well established social media sites as the most credible sources of information, etc. [57,59,62–64].

A search of the relevant literature regarding fake news conceptualization reveals a broad range of definitions proposed by scholars and practitioners, but also a lack of consensus. The definitional problem of fake news can be attributed to several factors [22]: (1) the phenomenon’s boundaries are blurred (i.e., the difference between fake news and other forms of misleading content, such as misinformation, disinformation, propaganda, satire, hoax, or conspiracy theories is ambiguous); (2) the fake news term is used interchangeably to describe different types of news (i.e., news produced for financial benefit or to defame others, news with a factual base but distorted to fit a specific context, and news that people simply do not feel comfortable with or disagree with); and (3) fake news was considered as both a type of misinformation (i.e., false information created unintentionally) and a type
of disinformation, two distinct concepts, (i.e., false information created with the intent to deceive).

Most of the fake news definitions vary from narrow conceptualizations, according to which fake news is considered to be inaccurate, false, or grossly distorted information presented as news to deceive the audience [47,65], to broader conceptualizations, according to which fake news is disinformation that includes all forms of false, inaccurate, or misleading information designed, presented, and promoted to intentionally cause public harm or for-profit (e.g., commercial click-bait) [50,66]. Simply stated, fake news represents false, imprecise, or deceptive material portrayed as news, intentionally created to be confused with actual news, and disseminated online to mislead the audience to impact their cognition, attitude, and behaviour towards a certain event, person, or company [20]. Literature [17] also defines fake news as all types of false stories or news that are primarily published and spread on the web with the goal of deliberately misleading, deceiving, or seducing readers for financial, political, or other advantages. In line with the recommendation from the fake news literature [66], in this study, we assume the narrow definition of fake news because it is considered to be more appropriate for empirical studies conducted in the consumer behaviour field [66].

The diverse varieties of fake news stories (e.g., parody, misleading content, imposter content, fabricated content, false connection, false context, manipulated content) can be classified according to different criteria, including (1) the degree of factuality, (2) the quality of the information, (3) the intention to inform, and (4) the degree of premeditated wickedness [67–69]. Malicious sources routinely mix and match a wide range of content formats and to generate more effective hybrid forms of fake news.

Previously limited research focused on users’ motives in sharing fake news and indicates at least two types of social media users: malign and benign ones. In the first case (i.e., malign sources), SNS users share fake news about companies being motivated by political, ideological, or financial gain and know that the information is a hoax. In the second case (benign sources), SNS users are unable to recognize the veracity of the shared information and share the bogus content without knowing it is fake. The three main motivations for benign sources to spread false information that is mistakenly believed to be true information are: self-enhancement, to be regarded as an authority or competent by other users [70]; social motivation, to interact with their community and feel a sense of belonging [71]; and altruistic motivations, to show concern for others [72] and to strive to support others [73].

Fake news can influence to a certain extent consumers’ perceptions about different companies, brands, or products [74] because it spreads farther and faster than real news [75–77]. For instance, the release of the Pfizer-BioNTech generated a large amount of fake news, conspiracy theories, and disinformation as it was supposed that mRNA vaccines might alter human DNA. This fake information reached in very short time millions of users of SNS such as Twitter, Reddit, and 4chan [78,79]. When an organization becomes a target of fake news, it should plan its reaction strategy meticulously to minimize the negative impact [80]. Once exposed to fake news, consumers are more likely to trust the information if it is sponsored by a famous company [74]. The mixed effects of fake news on different stakeholders and especially on consumers varies according to source intention: they might be positive if the fake news portrays the brand positively, neutrally, or negatively if the brand is the target of the fake news [81]. As trust in the news media and social media declines and concerns of disinformation and echo chambers rise, individuals must develop methods for accessing and evaluating accurate and trustworthy information not only from politics [82–84] but also from business.

Literature concluded that individuals’ media trust and capacity to judge between real and fake news are affected by the exposure to hoaxes in mainstream media [79,85–88]. This may result in uncertainty about past knowledge, doubts about its accuracy, and reliance on false facts [19]. From a wider perspective, the fight against the spread of fake news has become an era-defining issue [89], and the failure of this battle could lead to irre-
versible loss of trust in different institutions (e.g., media, government, education), NGOs, and even in companies. As a result, individuals’ subsequent behaviours and judgments may be based on inaccurate information. Therefore, it is reasonable to propose the following hypothesis:

**Hypothesis 5 (H5).** Sharing fake news about companies while browsing SNS has a positive influence on trust in online information about companies.

The conceptual model depicted in Figure 1 illustrates the relationship between users’ perceived control, concentration, and time distortion while browsing SNS, social media usage, sharing fake news about companies, and trust in social media information.

![Conceptual Model](image)

**3. Research Methodology**

**3.1. Research Design**

The research scope of the current endeavour was to assess the antecedents of trust in social media information about companies by considering users’ perceived control, concentration, and time distortion while browsing SNS, and sharing fake news via social media regarding different information about companies. The data was gathered in November 2021 using an online questionnaire survey of social media users. The study has been implemented as a quantitative survey which was transposed by means of online questionnaires and was posted on various social media sites (e.g., Instagram, Facebook, and TikTok), but also to hundreds of contacts of the authors with the request that each potential respondent sends the questionnaire forward to his/her acquaintances, so that a snowball effect can be achieved. As the Official Statistics from Romania do not have data on the distribution of social media users according to gender, age, etc., a convenience sampling has been followed. Data was collected from both rural and urban social media users if they got an invitation and they agreed to answer the online questionnaire. The scope was too rich for as many potential social media users as possible, as they might have been confronted with the share of fake news about recent events. An initial pilot study on 50 respondents has been conducted, allowing a pretest of the questionnaire, to eliminate potential redundancies, and to assure a better comprehension of each statement.

From more than 1000 answers received, 986 fulfilled the first selection process (only responses from persons who indicated that they use social media daily, and that acknowledged that they encountered at least one misinformation/potential fake news spread through social media in the last 12 months were retained). In the second selection process, questionnaires with missing data, as well as those where respondents had not indicated their socio-demographic characteristics, were dismissed, thus only 922 answers remained.

The research was implemented in Romania, as the impact of fake news has strongly spread in this country especially during the COVID-19 pandemic, leading many Romanians to be hesitant regarding the vaccination, to fully reject it, or even deny the existence of the COVID-19 pandemic. Fake news regarding this situation has mostly spread out through social media, and Romanians have been encouraged to protest and/or withstand the safety measures taken by national public authorities by certain narratives during the pandemic. Therefore, investigating the spread of fake news through social media represents a relevant research context, thus helping organizations better understand how the effects of this tremendous phenomenon might be diminished.
In our sample, females account for around 55.7% of social media users, while males account for 44.25% (see Table 1). Most social media users are educated: 6.0% have completed high school, 7.6% have completed ten classes, 6.3% have completed vocational school, 40.6% have completed high school, 28.4% have completed university, and 11.2% have completed postdoctoral studies. Furthermore, 45.8% of respondents are younger than 30, 44.1% were between 30 and 50, and 10.1% were over 50. Further, 43.5% of respondents registered at the time of the research had a comparably low income, 47.6% stated that they had a moderate income, and 8.9% stated that they had a high income (see Table 1).

Table 1. Socio-Demographic Characteristics.

| Variable                  | Frequency | Percentage |
|---------------------------|-----------|------------|
| Gender                    |           |            |
| Female                    | 524       | 55.75%     |
| Male                      | 408       | 44.25%     |
| Education                 |           |            |
| Primary school            | 8         | 0.9%       |
| Gymnasium                 | 47        | 5.1%       |
| 10 classes                | 70        | 7.6%       |
| Vocational school         | 58        | 6.3%       |
| High school               | 374       | 40.6%      |
| College                   | 52        | 5.6%       |
| University                | 210       | 22.8%      |
| Postdoctoral studies      | 103       | 11.2%      |
| Age                       |           |            |
| <30 years                 | 445       | 45.8%      |
| 30–50 years               | 430       | 44.1%      |
| >50 years                 | 70        | 10.1%      |
| Income                    |           |            |
| Low                       | 401       | 43.5%      |
| Middle                    | 439       | 47.6%      |
| High                      | 82        | 8.9%       |

Source: own development based on the collected data.

The questionnaire was operationalized following the recommendations of Robinson [95], with scales modified from significant scientific papers in the field (see Table 2). Each item was evaluated using a five-point Likert scale (total disagreement → total agreement). The constructs (Perceived Control, Concentration, Time Distortion, Social Media Usage, Sharing Fake News, Trust in Online Information about Companies) were reflective in nature (indicators of the latent variable were correlated) and consisted of between one and five components [96]. Respondents were familiar with the key issues (measures) included in our research instrument as all of them are heavy social media users. The research was based on a self-reported online questionnaire.

Table 2. Constructs and Items.

| Construct       | Item | Measure                                                                 | Loading | Cronbach's Alpha/AVE/CR | Source          |
|-----------------|------|--------------------------------------------------------------------------|---------|-------------------------|-----------------|
| Perceived Control (PC) | PC1  | While using social media, the website allows me to control the computer interaction. | 1.000   | 1.000/1.000/1.000       | Adapted from [97] |
| Concentration (CON) | CON1 | While using social media, I am deeply engrossed.                          | 0.851   |                         |                 |
|                 | CON2 | While using social media, I am absorbed intensely in activity.           | 0.747   | 0.833/0.652/0.882       | Adapted from [38] |
|                 | CON3 | While using social media, my attention is focused on activity.           | 0.786   |                         |                 |
|                 | CON4 | While using social media, I concentrate fully on activity.               | 0.843   |                         |                 |
Table 2. Cont.

| Construct                                | Item                                                                 | Measure                                                                 | Loading  | Cronbach’s Alpha/AVE/CR | Source       |
|------------------------------------------|----------------------------------------------------------------------|-------------------------------------------------------------------------|----------|--------------------------|-------------|
| **Time Distortion (TD)**                 | TD1 When I am using social media, time seems to pass quite fast.     |                                                                         | 0.837    | 0.842/0.864/0.927        | Adapted from [98] |
|                                          | TD2 Time flies when I am using social media.                         |                                                                         | 0.898    |                          |             |
|                                          | TD3 I frequently spend more time than anticipated on social media.   |                                                                         | 0.880    |                          |             |
| **Social Media Usage (SMU)**             | SMU1 On average, I spend a lot of time browsing on Instagram.       |                                                                         | 0.794    | 0.784/0.696/0.873        | Adapted from [99] |
|                                          | SMU2 On average, I spend a lot of time browsing on Facebook.         |                                                                         | 0.846    |                          |             |
|                                          | SMU3 On average, I spend a lot of time browsing on TikTok.           |                                                                         | 0.861    |                          |             |
| **Sharing Fake News (SFN)**              | SFN1 The news I shared on SNS about companies seemed accurate at the time, but later I found out it was fabricated | 0.856    |                      |                          |             |
|                                          | SFN2 I did not realize that the company-related news I posted on SNS was exaggerated at the time I posted it | 0.814    |                      |                          |             |
|                                          | SFN3 Initially, the company-related news I shared on SNS appeared genuine, but it was later revealed to be a hoax. | 0.888    | 0.895/0.705/0.923    |                          | Adapted from [99] |
|                                          | SFN4 The satirical news I shared on SNS about companies was presented as real news. | 0.877    |                      |                          |             |
|                                          | SFN5 I have shared fake news about companies on SNS having this knowledge when sharing. | 0.757    |                      |                          |             |
| **Trust in Online Information about Companies (TOI)** | TOI1 I trust the information about companies that is shared online. |                                                                         | 0.908    | 0.846/0.864/0.927        | Adapted from [100] |
|                                          | TOI2 I trust the news about companies that is shared online.         |                                                                         | 0.950    |                          |             |

Note: Factor loading > 0.7; Cronbach’s Alpha > 0.7; Average variance extracted (AVE) > 0.5; Composite reliability > 0.7. Source: own development based on the literature.

3.2. Measurement Models Evaluation

For testing the conceptual model, we employed structural equation modelling with SmartPLS 3.0. [101] (Figure 1), all measures of the conceptual model displaying a reflective nature. Additionally, by using PLS-SEM we investigated the relations between latent variables (i.e., items) [102,103]. Different tests have been performed to assess, for instance, construct validity and internal consistency, item loadings, average variance extracted (AVE), reliability, and discriminant validity (Table 2). It has been found that loadings exceeded the recommended minimum thresholds of 0.70, so the measured items had a proper convergence validity [102], with values ranging between a minimum of 0.747 and a maximum of 0.950. Reliability was tested with Cronbach’s $\alpha$ (>0.7) for acceptable confirmatory purposes [104,105].

All constructs fulfilled this threshold, so the model was found to be internally consistent. The AVE values exceed 0.5, which indicates an adequate model [106], thus supporting constructs’ convergent validity. The composite reliability values exceeded 0.7, so they are reliable [102]. Discriminant validity was assessed for each construct with the help of the Fornell-Larcker and Heterotrait-Monotrait criterion, for testing the conceptual similarity of constructs (Table 3). Based on both tools, the AVE exceeds the correlation coefficient between the component and the considered variables. As the values of the construct are below the recommended threshold of 0.9 [107], discriminant validity is given (Table 3).

Further, the collinearity level of the items in the measurement model was analysed. All VIF values are under the recommended threshold value of 5 [96]. The highest value is 3.796411 (SFN3), so there is no multicollinearity. In the following step, we applied the bootstrap procedure for testing the hypotheses and the influences between the constructs (latent variables). The hypotheses could be accepted with a significant, positive influence based on t-statistics.
Table 3. Discriminant validity analyses.

| Construct | Fornell-Larcker Criterion | Heterotrait-Monotrait Criterion |
|-----------|---------------------------|---------------------------------|
| CON | PC | SFN | SMU | TD | TOI | CON | PC | SFN | SMU | TD | TOI |
| 0.808 | 0.342 | 0.281 | 0.205 | 0.181 | 0.053 | 0.168 | 0.929 | 0.327 | 0.226 | 0.201 | 0.073 | 0.197 |
| 0.342 | 1.000 | 0.559 | 0.224 | 0.193 | 0.271 | 0.872 | 0.647 | 0.242 | 0.223 | 0.325 |
| 0.123 | 0.111 | 0.179 | 0.102 | 0.834 | 0.253 | 0.204 | 0.117 |
| 0.229 | 0.179 | 0.102 | 0.834 | 0.253 | 0.204 | 0.117 |
| 0.559 | 0.224 | 0.193 | 0.271 | 0.872 | 0.647 | 0.242 | 0.223 | 0.325 |
| 0.281 | 0.205 | 0.181 | 0.271 | 0.872 | 0.647 | 0.242 | 0.223 | 0.325 |

Note: CON: Concentration; PC: Perceived Control; SFN: Sharing Fake News; SMU: Social Media Usage; TD: Time Distortion; TSMI: Trust in Online Information about Companies. Source: own development based on the collected data.

3.3. Evaluation of the Structural Model

The constructs collinearity had also to be computed to assess the structural model. The highest VIF value of the inner model was to be found of 1.566 (CON→SMU), which is under the threshold value, so multicollinearity does not represent an issue. For the saturated model, the goodness of fit is acceptable, the square root mean residual (SRMR) having a value of 0.05 < 0.08 [107]. As highlighted in Figure 2, Sharing Fake News explains 3.3% of the variance in Trust in Online Information about Companies (R² = 0.093), whereas Social Media Usage only accounts for 1% of the variance in Sharing Fake News (R² = 0.01). The Perceived Control, Concentration, and Time Distortion explain 9.2% of the variance in Trust in Online Information about Companies (R² = 0.092), defining a moderate predicting power of the structural model [107].

Figure 2. Structural model: Prerequisites of Trust in Online Information about Companies. Source: own development in SmartPLS based on the collected data.

4. Results

H₁ assumed that the perceived control of social media users has a positive influence on social media usage. The results (β = 0.106; T-value = 2.933; p < 0.05) confirm the positive and strong influence of perceived control over social media usage, thus H₁ can be accepted. H₂ presumed that the concentration of social media users has a positive influence on social media usage. The results (β = 0.080; T-value = 2.430; p < 0.05) highlight that concentration has a low, but significant impact on social media usage. Therefore, we can support H₂ (see Table 4). H₃ inferred that time distortion experienced by social media users has a positive influence on social media usage. The results (β = 0.202; T-value = 5.986; p < 0.001) show the strong and positive relation between timed distortion and social media usage, so H₃ is to
be accepted. H₄ posit that social media usage has a positive influence on sharing fake news about companies while browsing SNS. The results (β = 0.102; T-value = 2.942; p < 0.05) pinpoint the positive and strong influence between the considered constructs, allowing us to accept H₄. H₅ hypothesised that sharing fake news about companies while browsing SNS has a positive influence on trust in online information about companies. The results (β = 0.181; T-value = 5.043; p < 0.001) confirm the strong and positive relation between the constructs, so therefore H₅ can also be supported (see Table 4).

### Table 4. Path effects computed in SmartPLS.

| Path Effects   | Path Coefficients | Standard Deviation | T-Value | CI ¹ | p-Value | Hypotheses |
|----------------|-------------------|--------------------|---------|------|---------|------------|
| PC→SMU         | 0.106             | 0.036              | 2.933   | 0.040-0.178 | 0.004 ** | H₁-Supported |
| CON→SMU        | 0.080             | 0.033              | 2.430   | 0.012-0.138 | 0.015 ** | H₂-Supported |
| TD→SMU         | 0.202             | 0.034              | 5.986   | 0.133-0.265 | 0.000 ***| H₃-Supported |
| SMU→SFN        | 0.102             | 0.036              | 2.942   | 0.023-0.161 | 0.003 ** | H₄-Supported |
| SFN→TOI        | 0.181             | 0.036              | 5.043   | 0.113-0.245 | 0.000 ***| H₅-Supported |

Note: ** p < 0.01; *** p < 0.001; CON: Concentration; PC: Perceived Control; SFN: Sharing Fake News; SMU: Social Media Usage; TD: Time Distortion; TOI: Trust in Online Information; ¹ CI = Confidence Interval (5–95%).

Source: own development based on the collected data.

5. Discussions

According to a Gallup survey conducted between January and June 2021 among 21,000 persons aged 15 to 24 and 40 and older from 21 nations across Africa, Asia, Europe, and North and South America, users rely on social media but do not trust it, most likely because of earlier exposure to fake news. The result of the study indicates that although individuals use social media platforms as a source of information, only 17% declare that they have a lot of trust in the accuracy of social media information [108]. These findings are explicable considering the current climate of misinformation and disinformation on social media platforms, which makes it increasingly difficult for people of all ages to discern between fact and fiction [108,109]. Numerous previous studies have been conducted on social media sharing [10,110,111] in the context of proliferation of news on social media [112]. Users share information that they perceive valuable or personal [113]. Additionally, the social media users experience (i.e., flow) can partially contribute to understanding why individuals spread fake news about companies on SNS [10]. This behaviour can therefore be considered to have important implications for trust in social media information.

When consumers come across news on social media, their level of trust is affected less by who created the item than by who shares it [114]. The experimental study demonstrates that readers’ trust in social media information is more dependent on the sharer than on who creates the post—or even on whether the content is created by a real or fictitious news agency [114,115]. Additionally, the source of the news influences whether individuals tend to share such information with their peers [110,114]. According to the findings of our study, SNS users’ trust in information about companies is affected by the dissemination of fake news, which is consistent with the findings of other studies that illustrate the detrimental impact of false news items on trust in the media companies [116], but also in and other democratic institutions [117].

6. Conclusions

From a theoretical perspective, our research contributes to the flow theory by offering valuable insights into the outcomes of users’ optimal experience, social media usage, sharing fake news about companies, and trust in online information about companies. Additionally, the study’s findings have significant theoretical input to the literature on fake news by indicating that social media users’ optimal experience is a predictor of sharing behaviour and is consistent with recent literature. Furthermore, our research is among the few ones combining social media usage and flow theory, thus extending even better recent
research aiming at understanding how consumers react when confronted with fake news and the effects of sharing the bogus content.

From a managerial perspective, both companies and authorities must consider the impact and relevance of fake news shared on social media. They must also by proper communication foster consumers’ opinions about companies and brands, but also offer relevant information so that individuals can find the source of the information and avoid social media fake news spread. By proper communication about the facts and the true situation of a company and/or brand, the incidence of fake news might be drastically reduced. As fake news is known to dramatically affect businesses worldwide, proper understanding of its relevance and consequences, but also establishing an early warning mechanism, has the chance of allowing organizations to be even more effective in combating its effects and ex-ante informing consumers about what is real and not and how to recognize fake news. Contemporary society is confronted regularly with fake news, often consumers tending to spread them massively without proper checking their origin. Therefore, from a societal/policy makers’ perspective, authorities should take any efforts not only in combatting them, but also in flagging websites and/or social media accounts that have the potential of manipulating and misinforming citizens.

Among the limitations of the paper, we can highlight the fact that the study has been conducted only on one emerging market, namely Romania, further studies need to also consider a comparative perspective either between more countries from Central and Eastern Europe or from developed versus emerging countries. Another limitation lies in the fact that the influence of the COVID-19 pandemic, as well as the recent Ukrainian crises, have not yet been considered, these two very recent regional events generating lots of fake news.

Future research could expand on the implications of sharing fake news about companies in different sectors, such as food, Do-It-Yourself, electronics, fashion, and shoes, etc. As fake news shared via social media has a tremendous impact on organizations and/or brands, but also on national economies, policymakers should think about developing proper legislation and best practices to help in combating such a phenomenon. Furthermore, proper and accurate information must be disseminated via national television and/or official government channels to help citizens comprehend this negative phenomenon and limit its influence on society. Future studies could also rely on comparing consumers’ perspectives about fake news and social media usage, to highlight if, for instance older consumer generations such Xers and Baby Boomers, are more inclined to spread fake news without proper checking them towards Zers or Millennials or not. An original investigation could pinpoint if customer experience and education have or do not have a relevant role in spreading fake news in emerging versus developed markets. Fake news remains a burden on contemporary society, significantly influencing citizens, countries, and organizations.

**Author Contributions:** Conceptualization, D.-R.O. and D.-C.D.; methodology, D.-R.O. and D.-C.D.; software, D.-C.D.; validation, D.-R.O. and D.-C.D.; formal analysis, D.-R.O. and D.-C.D.; investigation, D.-R.O. and D.-C.D.; resources, D.-R.O. and D.-C.D.; data curation, D.-R.O.; writing—original draft preparation, D.-R.O. and D.-C.D.; writing—review and editing, D.-R.O. and D.-C.D.; visualization, D.-R.O. and D.-C.D.; supervision, D.-R.O.; project administration, D.-R.O.; funding acquisition, D.-R.O. All authors have read and agreed to the published version of the manuscript.

**Funding:** This work was supported by a grant of the “Alexandru Ioan Cuza” University of Iasi, within the Research Grants program, Grant UAIC, code GI-UAIC-2018-09.

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** Not applicable.

**Acknowledgments:** We acknowledge the support by a grant of the “Alexandru Ioan Cuza” University of Iasi, within the Research Grants program, Grant UAIC, code GI-UAIC-2018-09.
Conflicts of Interest: The funders had no role in the design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript; or in the decision to publish the results.

References

1. DataReportal. Digital 2022 Global Overview Report. 2022. Available online: https://datareportal.com/reports/digital-2022 -global-overview-report (accessed on 18 August 2022).

2. Braojos, J.; Benitez, J.; Llorens, J. How do social commerce-IT capabilities influence firm performance? Theory and empirical evidence. Inf. Manag. 2019, 56, 155–171. [CrossRef]

3. Civelek, M.; Gajdka, K.; Světlik, J.; Vavrečka, V. Differences in the usage of online marketing and social media tools: Evidence from Czech, Slovakian and Hungarian SMEs. Equilibrium 2020, 15, 537–563. [CrossRef]

4. Siamagka, N.; Christodoulides, G.; Michaelidou, N.; Valvi, A. Determinants of social media adoption by B2B organizations. Ind. Mark. Manag. 2015, 51, 89–99. [CrossRef]

5. Tajudeen, F.P.; Jaafar, N.I.; Ainin, S. Understanding the impact of social media usage among organizations. Inf. Manag. 2018, 55, 308–321. [CrossRef]

6. Lim, W.M.; Rasul, T. Customer engagement and social media: Revisiting the past to inform the future. J. Bus. Res. 2022, 148, 325–342. [CrossRef]

7. Zaušková, A.; Rezníčková, M. SoLoMo marketing as a global tool for enhancing awareness of eco-innovations in Slovak business environment. Equilibrium 2020, 15, 133–150. [CrossRef]

8. Lázároui, G.; Adams, C. Viral Panic and Contagious Fear in Scary Times: The Proliferation of COVID-19 Misinformation and Fake News. Anal. Metaphys. 2020, 19, 80–86. [CrossRef]

9. Benitez, J.; Castillo, A.; Llorens, J.; Braojos, J. IT-enabled knowledge ambidexterity and innovation performance in small U.S. firms: The moderator role of social media capability. Inf. Manag. 2018, 55, 131–143. [CrossRef]

10. Obadá, D.R.; Dabija, D.C. “In Flow?! Why Do Social-Media Users Share Fake News About Environmentally Friendly Brands on Social-Media? Int. J. Environ. Res. Public Health 2022, 19, 4861. [CrossRef]

11. Song, Q.; Wang, Y.; Chen, Y.; Benitez, J.; Hu, J. Impact of the usage of social media in the workplace on team and employee performance. Inf. Manag. 2019, 56, 1–20. [CrossRef]

12. Lin, J.; Li, L.; Luo, X.R.; Benitez, J. How do agribusinesses thrive through complexity? The pivotal role of e-commerce capability and business agility. Decis. Support Syst. 2020, 135, 113342. [CrossRef] [PubMed]

13. Feng, N.; Feng, H.; Li, D.; Li, M. Online media coverage, consumer engagement and movie sales: A PVAR approach. Decis. Support Syst. 2020, 131, 1–11. [CrossRef]

14. Görška, A.; Mazurek, G. The effect of the CEO media coverage on corporate brand equity: Evidence from Poland. Oeconomia Copernic. 2021, 12, 499–523. [CrossRef]

15. Simon, F.; Tossan, V. Does brand-consumer social sharing matter? A relational framework of customer engagement to brand-hosted social media. J. Bus. Res. 2018, 85, 175–184. [CrossRef]

16. Pew Research Center. News Use Across Social Media Platforms in 2020. 2022. Available online: https://www.pewresearch.org/ journalism/2021/01/12/news-use-across-social-media (accessed on 18 August 2022).

17. Zhang, X.; Ghorbani, A.A. An overview of online fake news: Characterization, detection, and discussion. Inf. Process. Manag. 2019, 57, 102025. [CrossRef]

18. Chayko, M. Superconnected: The Internet, Digital Media, and Tecno-Social Life; SAGE Publications: Thousand Oaks, CA, USA, 2017.

19. Rapp, D.N.; Salovich, N.A. Can’t We Just Disregard Fake News? The Consequences of Exposure to Inaccurate Information. Policy Insights Behav. Brain Sci. 2018, 5, 232–239. [CrossRef]

20. Obadá, D.R. Sharing Fake News about Brands on Social-Media: A New Conceptual Model Based on Flow Theory. Argumentum 2019, 17, 144–166.

21. Bastick, Z. Would you notice if fake news changed your behavior? An experiment on the unconscious effects of misinformation. Comput. Hum. Behav. 2021, 116, 106633. [CrossRef]

22. Domenico, G.D.; Sit, J.; Ishizaka, A.; Nunan, D. Fake news, social media and marketing: A systematic review. J. Bus. Res. 2021, 124, 329–341. [CrossRef]

23. Talwar, S.; Dhir, A.; Kaur, P.; Zafar, N.; Alrasheedey, M. Why do people share fake news? Associations between the dark side of social media use and fake news sharing behavior. J. Retail. Consum. Serv. 2019, 51, 72–82. [CrossRef]

24. Csikszentmihalyi, M. Beyond Boredom and Anxiety: Experiencing Flow in Work and Play; Jossey-Bass; San Francisco, CA, USA, 1975.

25. Csikszentmihalyi, M. Flow: The Psychology of Optimal Experience; Harper and Row: New York, NY, USA, 2008.

26. Celik, Z.; Uslu, A. Bibliometric Analysis of Flow Theory from Past to Present with Visual Mapping Technique: A Marketing-Sided Approach. Öneri Derg. 2022, 17, 243–267.

27. Burger, J.M. Negative responses to increases in perceived personal control. J. Personal. Soc. Psychol. 1989, 56, 246–256. [CrossRef]

28. Infurna, F.J.; Infurna, C.J. The development of perceived control. In Personality Development Across the Lifespan; Specht, J., Ed.; Academic Press: Cambridge, MA, USA, 2017; pp. 243–256.

29. Wallston, K.A.; Wallston, B.S.; Smith, S.; Dobbs, C.J. Perceived control and health. Curr. Psychol. 1987, 6, 5–25. [CrossRef]

30. Fishbein, M.; Ajzen, I. Belief, Attitude, Intention, and Behavior: An Introduction to Theory and Research; Addison-Wesley: Boston, MA, USA, 1975.
31. López-Mosquera, N.; García, T.; Barrena, R. An extension of the theory of planned behavior to predict willingness to pay for the conservation of an urban park. *J. Environ. Manag.* 2014, 135, 91–99. [CrossRef]

32. Dabić, D.C.; Csorba, L.M.; Isac, F.L.; Rusu, S. Building trust towards sharing economy platforms beyond the COVID-19 pandemic. *Electronics* 2022, 11, 2916. [CrossRef]

33. Ghani, J.A.; Deshpande, S.P. Task characteristics and the experience of optimal flow in human—Computer interaction. *J. Psychol.* 1994, 128, 381–391. [CrossRef]

34. Ghani, J. Flow in Human Computer Interactions: Test of a Model. In *Human Factors in Information Systems: Emerging Theoretical Bases*; Carey, J., Ed.; Ablex Publishing Corporation: New York, NY, USA, 1995; pp. 291–311.

35. Boehm, N.T. Stuck on social media: Predicting young adults’ intentions to limit social media use. *J. Soc. Media Soc.* 2019, 8, 143–166.

36. Webster, J.; Trevino, L.K.; Ryan, L. The dimensionality and correlates of flow in human-computer interactions. *Comput. Hum. Behav.* 1993, 9, 411–426. [CrossRef]

37. Bartoik, O.; Kozák, V.; Bauerová, R. Online grocery shopping: The customers’ perspective in the Czech Republic. *Equilibrium* 2021, 16, 679–695. [CrossRef]

38. Pelet, J.E.; Ettis, S.; Cowart, K. Optimal experience of flow enhanced by telepresence: Evidence from social media use. *Inf. Manag.* 2017, 54, 115–128. [CrossRef]

39. Novak, T.P.; Hoffman, D.L.; Yung, Y.-F. Measuring the Customer Experience in Online Environments: A Structural Modeling Approach. *Mark. Sci.* 2000, 19, 22–42. [CrossRef]

40. Chiang, H.S. Continuous usage of social networking sites: The effect of innovation and gratification attributes. *Online Inf. Rev.* 2013, 37, 851–871. [CrossRef]

41. Gironda, J.T.; Korgaonkar, P.K. Understanding consumers’ social networking site usage. *J. Mark. Manag.* 2014, 30, 571–605. [CrossRef]

42. Yuan, D.; Rahman, M.K.; Gazi, I.M.A.; Rahaman, M.A.; Hossain, M.M.; Akter, S. Analyzing of User Attitudes Toward Intention to Use Social-Media for Learning. *SAGE Open* 2021, 11, 21582440211060784. [CrossRef]

43. Koufaris, M. Applying the technology acceptance model and flow theory to online consumer behaviour. *Inf. Syst. Res.* 2002, 13, 205–223. [CrossRef]

44. Esteban-Millat, I.; Martinez-López, F.J.; Luna, D.; Rodríguez-Ardura, I. The concept of flow in online consumer behaviour. In *Handbook of Strategic E-Business Management*; Martinez-López, F.J., Ed.; Springer: Berlin/Heidelberg, Germany, 2014; pp. 371–402.

45. Zhou, T.; Li, H.; Liu, Y. The effect of flow experience on mobile SNS users’ loyalty. *Ind. Manag. Data Syst.* 2010, 110, 930–946. [CrossRef]

46. Lin, J.C.C. Online stickiness: Its antecedents and effect on purchasing intention. *Behav. Inf. Technol.* 2007, 26, 507–516. [CrossRef]

47. Sheares, G.; Miklencicova, R.; Grupac, M. The Viral Power of Fake News: Subjective Social Insecurity, COVID-19 Damaging Misinformation, and Baseless Conspiracy Theories. *Linguist. Philos. Investig.* 2020, 19, 121–127. [CrossRef]

48. Turel, O.; Brevers, D.; Bechara, A. Time distortion when users at-risk for social media addiction engage in non-social media tasks. *J. Psychiatr. Res.* 2018, 97, 84–88. [CrossRef]

49. Dong, G.; Potenza, M.N. A cognitive-behavioral model of Internet gaming disorder: Theoretical underpinnings and clinical implications. *J. Psychiatr. Res.* 2014, 58, 7–11. [CrossRef]

50. Bratu, S. The Fake News Sociology of COVID-19 Pandemic Fear: Dangerously Inaccurate Beliefs, Emotional Contagion, and Conspiracy Ideation. *Linguist. Philos. Investig.* 2020, 19, 128–134. [CrossRef]

51. Papacharissi, Z. We Have Always Been Social. *Soc. Media Soc.* 2015, 1, 1–2. [CrossRef]

52. Quinn, K.; Papacharissi, Z. Our Networked Selves: Personal Connection and Relational Maintenance in Social Media Use. In *The SAGE Handbook of Social-Media*; Burgess, J., Marwick, A., Poell, T., Eds.; SAGE Publications Ltd.: Thousand Oaks, CA, USA, 2018; pp. 353–371.

53. Edwards, S.M. A social media mindset. *J. Interact. Advert.* 2011, 12, 1–3. [CrossRef]

54. Khan, M.L. Social media engagement: What motivates user participation and consumption on YouTube? *Comput. Hum. Behav.* 2017, 66, 236–247. [CrossRef]

55. Verdun, P.; Ybarra, O.; Résibois, M.; Jonides, J.; Kross, E. Do social network sites enhance or undermine subjective well-being? A critical review. *Soc. Issues Policy Rev.* 2017, 11, 274–302. [CrossRef]

56. Trifiró, B.M.; Gerson, J. Social Media Usage Patterns: Research Note Regarding the Lack of Universal Validated Measures for Active and Passive Use. *Soc. Media Soc.* 2019, 5, 1–4. [CrossRef]

57. Alcott, H.A.; Gentzkow, M. social media and Fake News in the 2016 Election. *J. Econ. Perspect.* 2017, 31, 211–236. [CrossRef]

58. Karpowski, V.; Leonhard, L.; Kümpel, A.S. Why Users Share the News: A Theory of Reasoned Action-Based Study on the Antecedents of News-Sharing Behavior. *Commun. Res. Rep.* 2018, 35, 91–100. [CrossRef]

59. Buchanan, T.; Benson, V. Spreading Disinformation on Facebook: Do Trust in Message Source, Risk Propensity, or Personality Affect the Organic Reach of “Fake News”? *Soc. Media Soc.* 2019, 5, 1–9. [CrossRef]

60. Tandoc, E.C.J.; Lim, Z.W.; Ling, R. Defining “Fake News”: A typology of scholarly definitions. *Digit. Journal.* 2018, 6, 137–153. [CrossRef]

61. Rauniar, R.; Rawski, G.; Yang, J.; Johnson, B. Technology acceptance model (TAM) and social media usage: An empirical study on Facebook. *J. Enterp. Inf. Manag.* 2014, 27, 6–30. [CrossRef]
91. Nguyen, P.V.; Nguyen, L.T.; Van Doan, K.N.V.; Tran, H.Q. Enhancing emotional engagement through relational contracts, management receptiveness, and employee commitment as a stimulus for job satisfaction and job performance in the public sector. *Equilibrium* 2021, 16, 203–224. [CrossRef]

92. Mărcău, F.-C.; Purec, S.; Niculeseu, G. Study on the Refusal of Vaccination against COVID-19 in Romania. *Vaccines* 2022, 10, 261. [CrossRef]

93. Dascălu, S.; Geambașu, O.; Covaci, O.; Chereches, R.M.; Diaconu, G.; Dumitru, G.; Gheorghiță, V.; Popovici, E.D. Prospects of COVID-19 Vaccination in Romania: Challenges and Potential Solutions. *Front. Public Health* 2021, 9, 644538. [CrossRef]

94. Obreja, D.M. Narrative communication regarding the COVID-19 vaccine: A thematic analysis of comments on Romanian official Facebook page “RO Vaccinare”. *SN Soc. Sci.* 2022, 2, 119. [CrossRef]

95. Robinson, M.A. Using multi-item psychometric scales for research and practice in human resource management. *Hum. Resour. Manag.* 2018, 57, 779–795. [CrossRef]

96. Sarstedt, M.; Ringle, C.M.; Hair, J.F. Partial Least Squares Structural Equation Modeling. In *Handbook of Market Research*; Homburg, C., Klarmann, M., Vomberg, A., Eds.; Springer: Berlin/Heidelberg, Germany, 2017; pp. 587–632.

97. Huang, M.H. Designing websites attributes to induce experiential encounters. *Comput. Hum. Behav.* 2003, 19, 425–442. [CrossRef]

98. Kwak, K.T.; Choi, S.K.; Lee, B.G. SNS flow, SNS self-disclosure and post hoc interpersonal relations change: Focused on Korean Facebook user. *Comput. Hum. Behav.* 2014, 31, 294–304. [CrossRef]

99. Chadwick, A.; Vaccari, C. News Sharing on UK Social Media: Misinformation, Disinformation & Correction. Loughborough University. 2019. Available online: https://www.iboro.ac.uk/media/research/o3c/Chadwick%20Vaccari%20O3C%20News%20Sharing%20and%20UK%20Social%20Media.pdf (accessed on 18 August 2022).

100. Fang, J.; Shao, Y.; Wen, C. Transactional quality, relational quality, and consumer e-loyalty: Evidence from SEM, fsQCA. *Int. J. Inf. Manag.* 2016, 36, 1205–1217. [CrossRef]

101. Ringle, C.M.; Wende, S.; Becker, J.-M. “SmartPLS 3.” Boenningstedt: SmartPLS GmbH. 2015. Available online: http://www.smartpls.com (accessed on 10 August 2022).

102. Hair, J.F.; Black, W.C.; Babin, B.J. *Multivariate Data Analysis: A Global Perspective*; Pearson Education: London, UK, 2010.

103. Doanh, D.C.; Gadomska-Lila, K.; Loan, L.T. Antecedents of green purchase intention: A cross-cultural empirical evidence from Vietnam and Poland. *Oeconomia Copernica.* 2021, 12, 935–971. [CrossRef]

104. Henseler, J.; Sarstedt, M. Goodness-of-fit indices for partial least squares path modelling. *Comput. Stat.* 2013, 28, 565–580. [CrossRef]

105. Mihalca, L.; Ratiu, L.; Brendea, G.; Metz, D.; Dragan, M.; Dobre, F. Exhaustion while teleworking during COVID-19: A moderated-mediation model of role clarity, self-efficacy, and task interdependence. *Oeconomia Copernica.* 2021, 12, 269–306. [CrossRef]

106. Chin, W.W. The partial least squares approach for structural equation modelling. In *Modern Methods for Business Research*; Marcoulides, G.A., Ed.; Lawrence Erlbaum Associates Publishers: Mahwah, NJ, USA, 1998; pp. 295–336.

107. Henseler, J.; Ringle, C.M.; Sarstedt, M. A new criterion for assessing discriminant validity in variance-based structural equation modelling. *J. Acad. Mark. Sci.* 2014, 43, 115–135. [CrossRef]

108. Ray, J. Young People Rely on Social-Media, but Don’t Trust it. *Gallup.* 2021. Available online: https://news.gallup.com/opinion/gallup/357446/young-people-rely-social-media-don-trust.aspx (accessed on 18 August 2022).

109. Ecker, U.K.H.; Lewandowsky, S.; Cook, J.; Schmid, P.; Fazio, L.K.; Brashier, N.; Kendeou, P.; Vraga, E.K.; Amazeen, M.A. The psychological drivers of misinformation belief and its resistance to correction. *Nat. Rev. Psychol.* 2022, 16, 425–442. [CrossRef]

110. Yang, F.; Horning, M. Reluctant to Share: How Third Person Perceptions of Fake News Discourage News Readers From Sharing “Real News” on Social Media. *Soc. Media Soc.* 2020, 12, 2056305120955173. [CrossRef]

111. Majerczak, P.; Strzelecki, A. Trust, Media Credibility, Social Ties, and the Intention to Share towards Information Verification in an Era of Misinformation. *Behav. Sci.* 2022, 12, 51. [CrossRef]

112. Lukowicz, K.; Strzelecki, A. User Satisfaction on Social Media and its impact on the Image of an E-sports Organization. *Mark. Manag. Innov.* 2020, 4, 61–75. [CrossRef]

113. Vitak, J.; Kim, J. “You can’t block people offline”: Examining how Facebook’s affordances shape the disclosure process. In Proceedings of the CSCW ’14: 17th ACM conference on Computer supported cooperative work & social computing, Baltimore, MD, USA, 15–19, February 2014; pp. 461–474. [CrossRef]

114. Media Insight Project. ‘Who shared it?’: How Americans Decide What News to Trust on Social Media. *American Press Institute.* 2017. Available online: https://www.americanpressinstitute.org/publications/reports/survey-research/trust-social-media/ (accessed on 18 August 2022).

115. Cuc, I.D.; Pelau, C.; Szentesi, S.G.; Sanda, G. The Impact of Green Marketing on the Consumers’ Intention to Buy Green Products in the Context of the Green Deal. *Amf. Econ.* 2022, 24, 330–345. [CrossRef]

116. Newman, N.; Fletcher, R.; Kalogeroopoulos, A.; Levy, D.A.L.; Nielsen, R.K. *Digital News Report 2018*. Reuters Institute for the Study of Journalism: Oxford, UK, 2018.

117. Ognyanova, K.; Lazer, D.; Robertson, R.E.; Wilson, C. Misinformation inaction: Fake news exposure is linked to lower trust in media, higher trust in government when yourside is in power. *Harv. Kennedy Sch. Misinformation Rev.* 2020, 1, 1–19.