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ABSTRACT Recently, Graphic Processing Units (GPUs) have been widely used for general purpose applications such as machine learning applications, acceleration of cryptographic applications (especially, blockchains), etc. The development of CUDA makes this General-Purpose computing on GPU possible. In particular, currently GPU technology has been widely used for server-side applications so as to provide fast and efficient service to a number of clients. In other words, servers need to process a large amount of user data and execute authentication process. Verifying the integrity of transmitted data is essential for ensuring that the data is not modified during transmission. Hash functions are the cryptographic algorithm which can verify the integrity of data and there are SHA-1, SHA-2, and SHA-3 standard hash functions. In 2015, Keccak algorithm was selected for SHA-3 competition by NIST. However, until now, software implementations of SHA-3 have not provided enough performance for various applications. In addition, SHA-3 and SHAKE using SHA-3 are being used in many Post-Quantum Cryptosystems (PQC) submitted to NIST PQC competition. Therefore, SHA-3 optimization research is required in the software environment. We propose an optimized SHA-3 software implementation on GPU environment. For performance efficiency, we propose several techniques including optimization of SHA-3 internal process, inline PTX optimization, optimized memory usage, and the application of asynchronous CUDA stream. As a result of applying the proposed optimization method, our SHA-3(512) (resp. SHA-3(256)) implementation without CUDA stream provides a maximum throughput of 88.51 Gb/s (resp. 171.62 Gb/s) on RTX2080Ti GPU. Furthermore, without the application of CUDA stream, our SHA-3(512) software on GTX1070 provides about 49.73% improved throughput compared with the previous best work on GTX1080, which shows the superiority of our proposed optimization methods. Our optimized SHA-3 software on GPU can be efficiently used for block-chain applications and several PQCs (especially, key generation process in Lattice-based cryptosystems).
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I. INTRODUCTION

Graphics Processing Unit (GPU) architecture is designed for image processing and graphics processing, and is an effective device for parallel processing of data many threads. Recently, GPU architectures are used in various fields such as deep learning, machine learning, and cryptographic algorithms [1]–[7]. In addition, as GPU hardware specifications improve, General-Purpose computing on Graphics Processing Units(GPGPU) general-purpose computing technology has emerged that can handle applications on GPU architectures.
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Utilizing GPGPU technology, GPU architecture has begun to be used in many applications such as including embedded systems, artificial intelligence, driverless vehicles, and cloud computing etc. GPU architecture is effective for parallel processing of data, especially in server environments that allow access by many clients. For example, the server stores the client’s data. The client’s data is stored as ciphertext. In this process, the server encrypts the client’s data or when the data is large, the GPU architecture enables effective encryption through parallel processing. In addition, when a client accesses the server, the server is required to authenticate the client and verify data integrity. In this process, the server uses a cryptographic hash function for authentication and data integrity verification.
Standard cryptographic hash functions are Secure Hash Algorithm (SHA)-1, SHA-2, and SHA-3. In 2015, National Institute of Standards and Technology (NIST) selected Keccak Algorithm as SHA-3 through a contest. Since, many researchers have proposed to SHA-1 and SHA-2 attack methods [8], [9], and in 2017, SHA-1 a real collision pair was discovered [10]. SHA-2 has a structure similar to SHA-1, and some researchers have proposed a SHA-2 attack method similar to the SHA-1 attack method [11]. In addition, SHA-3 shows 2 times slower performance than SHA-1 and SHA-2 in a software environment [12]. Therefore, optimization study of SHA-3 in software environment is required. In addition, SHA-3 is used in the National Institute of Standards and Technology (NIST) Post Quantum Cryptography (PQC) contest submission algorithm.

In 1994, Shor published an effective factorization algorithm in the quantum computing environment [13]. As a computing environment at the time, Shor’s proposal was a theoretical algorithm. However, recently, many quantum computing development methods have been proposed. In fact, in 2019, Google proposed a quantum computing development method of 53 qubits [14]. In addition, in 2020, IBM developed the Quantum Volume 64, 65-qubit Quantum Hummingbird processor. In addition, IBM is developing a 127-qubit IBM Quantum Eagle Processor [15], [16]. With advances in quantum computers, Shor’s effective factorization algorithm becomes feasible. Effective factorization calculation methods proposed Shor are critical to current public key cryptographic algorithms. The existing public key cryptographic algorithm system is designed based on the RSA algorithm. The RSA algorithm is a public key cryptographic algorithm based on the mathematical challenges of discrete logarithm and factorization, and the development of quantum computing is critical to the RSA cryptographic algorithm. Therefore, an alternative algorithm to the existing public key encryption algorithm is required. To replace RSA and RSA-based digital signature schemes, NIST is running a PQC competitive contest. Currently, the cryptographic algorithm submitted to NIST-PQC round 3 use SHA-3 and SHAKE to construct key and nonce establishment [17]–[20].

From the time Keccak algorithm was submitted to the NIST standard, research on SHA-3 optimization methods in GPU environment has continued until now [21]–[25]. Kim et al. proposed a SHA-3 optimization method in an 8-bit AVR environment [25]. We ported the optimization method proposed by Kim et al. to GPU environment. Dat et al. proposed a SHA-3 optimization technique in GPU environment [22]. They proposed an optimization method mainly related to memory access. We customized the optimization method of Dat et al. to our implementation. In addition, Dat et al. extended their optimal methods using three CUDA streams in [24].

In this paper, we propose an optimization method for SHA-3 in GPU environment. Our optimization methods are efficient processing that internal processing of SHA-3 and memory access on the GPU. We extended and customized the idea from Kim et al.’s SHA-3 implementation on the 8-bit AVR environment to optimize the performance of SHA-3 software on GPU environment [25]. In addition, we minimized the constant value table of SHA-3 internal functions. Our implementation reduces the number of memory accesses through constant table minimization.

Finally, our paper presents an effective implementation method: optimized internal operations, application of Parallel Thread eXecution (PTX), and CUDA streams. PTX is an inline assembly language available in CUDA C, and CUDA stream is a technology that can effectively handle memory copying and kernel functions. To the best of our knowledge, our optimization implementation is the fastest implementation of the GPU architecture.

A. CONTRIBUTIONS

The contribution of this paper is as follows:

- **OPTIMIZATION OF SHA-3 INTERNAL PROCESS** To optimize the performance of SHA-3 software in a GPU environment, we extended and customized the SHA-3 implementation idea by Kim et al. methods [25]. Actually, we carefully configured the idea from Kim et al. to make it effective in the SHA-3 implementation of GPU environment. In addition, we present a SHA-3 implementation using PTX inline assembly, which can make full use of the coarse-grained registers and arithmetic instructions for the optimum performance. In our experiments, algorithms implemented with our hand-crafted PTX codes outperforms than codes generated by the CUDA compiler. Furthermore, our implementation provides the optimal performance compared with the previous best result. In addition, our optimization technique can also be applied to SHAKE and PQC algorithms using SHAKE.

- **STRATEGY FOR OPTIMIZED MEMORY ACCESS OPERATION** SHA-3 operation process requires a pre-operation to store and load the constant values (\(\pi\) offset, \(\rho\) offset and \(\iota\) offset) into memory. GPU architecture has high latency in memory loads and stores. Therefore, for effective computational processing in the GPU architecture, the number of memory accesses needs to be minimized. In this paper, we proposed a method to minimize the size of the constant table in the SHA-3 internal process. Our optimization method removed the \(\pi\) constant table, \(\iota\) constant table and the \(\rho\) constant table, and processed the internal process through direct indexing. In this process, our implementation, reduced the number of 75 \(\times\) rounds memory accesses compare to general SHA-3 implementation. In addition, to minimizing the number of memory accesses for loading plaintext data, our implementation applies coalesced memory accesses. Our SHA-3(512) implementation, performance with internal operation optimization methods and memory access optimization method provides maximum throughput of 88.51GB/s
in RTX 2080Ti environment and 30.20Gb/s in GTX 1070 environment without the application of CUDA stream. In addition, our SHA-3(256) implementation performance provides maximum throughput 59.87Gb/s in GTX 1070 environment and 171.62Gb/s in RTX 2080Ti environment.

APPLICATION OF CUDA STREAM

CUDA stream is an object in an asynchronous implementation of CUDA, a function that supports the GPU processor to receive data inputs and compute them simultaneously. In this paper, we proposed an effective parallel message copy of input data and kernel execution methods by applying CUDA stream and we provided the result of SHA-3 implementation using CUDA stream. Also, in SHA-3 implementation, performance using CUDA stream, we present the result of comparing Dat et al.’s proposal and our implementation [22], [24]. Our optimized implementation of SHA-3 using 3 CUDA streams provides the maximum throughput of 95.67Gb/s in a GTX 1070 environment. Compared to the performance of Dat at al.’s implementation with 3 CUDA streams in the GTX 1080 environment, our implementation provides a performance improvement of up to 73.53%, which proves the superiority of the proposed optimization methods.

II. RELATED WORKS

A. SHA-3 ALGORITHM

1) OVERVIEW OF SHA-3

In 2015, NIST selected the algorithm proposed by Keccak team as the standard hash function SHA-3 [26]. SHA-3 consist of sponge structure and internal operation process different from the existing standard hash functions SHA-1 and SHA-2. Sponge structure is resistant to the proposed attack methods of existing hash functions. SHA-1 and SHA-2 hash functions have a similar structure, many attack methods have been proposed [8], [9], and a collision pair for SHA-1 was actually discovered in 2017 [10]. In addition, in NIST PQC competition, many candidate algorithms are used SHA-3 and SHAKE for key setting and random number generation (SHAKE is an algorithm that utilizes the SHA-3 sponge structure) [17]–[20].

2) THE INTERNAL STATE

In the SHA-3 algorithm, the size of the internal state depends on $w$. $w$ and size of the state are shown in Table 1. The internal state is represented in the form of a three-dimensional cube using $w$ as the $z$ axis. The maximum value of $x$ and $y$ is fixed at 5, and the value of $z$ consists of the maximum $w$. Therefore, the size of the internal state is $x \times y \times z$ bits. The structure of the internal state is shown in Figure 1. SHA-3 operates through internal state and sponge structure. Sponge structure is divided into an absorbing process and a squeezing process. Figure 2 shows the SHA-3 sponge structure.

Absorbing process is the process of absorbing message data into an internal state. Absorbing process first initializes the internal state to '0'. During the absorbing process, one block of $r$-bit messages and the internal state $r$-bit are

| $b$ | 25 | 50 | 100 | 200 | 400 | 800 | 1600 |
|-----|----|----|-----|-----|-----|-----|------|
| $l$ | 0  | 1  | 2   | 3   | 4   | 5   | 6    |
| $w$ | 1  | 2  | 4   | 8   | 16  | 32  | 64   |

TABLE 1. SHA-3 internal values [26].
eXclusive OR (XOR) ed. After that the internal state is updated via the $f$ function. This process repeats until all message blocks have been used. Squeezing process is a function of extracting a hash digest from an internal state, which is executed after the absorbing process is completed. When absorbing process is complete, the hash digest is allocated as much as the digest length in the internal state. If the requested hash digest length is larger than the internal state length, the output value is allocated as much as the internal state size and the internal state is updated again through the $f$ function. After that, the value is extracted from the state as much as the remaining length.

3) $f$ FUNCTION

In the SHA-3 sponge structure, $f$ function consists of a total of five processes ($\theta$, $\rho$, $\pi$, $\iota$, and $\chi$). Figure 3 shows the four internal processes ($\rho$, $\pi$, $\iota$, and $\chi$) of SHA-3.

$\theta$ process is an operation that changes the value of lane. The lane to be changed in $\theta$ operation is updated through the sheet values on both sides. Five lane belonging to sheet are combined into one lane through XOR operation. When the operation is finished, three lane are combined into one lane through XOR operation. Algorithm 1 shows the $\theta$ process.

$\rho$ process is the operation of calculating the Rotation Left Shift (ROTL) of lane. Each lane has a different offset value of ROTL. The $\pi$ process is the process that changes the location of lane. $\chi$ process is the operation of updating values through NOT and OR operations between lanes belonging to the same plane. $\iota$ process is the process that XORed with Round Constant (RC) values set in lane corresponding to
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**FIGURE 2.** Sponge structure [26].

**Algorithm 1** $\theta$ process in SHA-3 $f$ functions [26]

| Require: | internal state Array $A$ |
|----------|--------------------------|
| Ensure:  | internal state Array $A'$ |

```
1: for $x = 0$ to 4 do
2:   for $z = 0$ to $w - 1$ do
3:       $C[x, z] = A[x, 0, z] \oplus A[x, 1, z] \oplus A[x, 2, z] \oplus A[x, 3, z] \oplus A[x, 4, z]$;
4:   end for
5: end for

6: for $x = 0$ to 4 do
7:   for $z = 0$ to $w - 1$ do
8:       $D[x, z] = C[(x - 1) \mod 5, z] \oplus C[(x + 1) \mod 5, (z - 1) \mod w]$;
9:   end for
10: end for
11: for $x = 0$ to 4 do
12:   for $y = 0$ to 5 do
13:     for $z = 0$ to $w - 1$ do
14:       $A'[x, y, z] = A[x, y, z] \oplus D[x, z]$;
15:     end for
16:   end for
17: end for
```

$x = 0$ and $y = 0$. The internal state is updated through the five processes, and the five processes are repeated for a set number of rounds.

### B. GPU ENVIRONMENT

GPU architecture was developed for graphics processing and high-definition image processing. With the development of GPU architecture, GPU architecture shows efficient performance, in parallel data processing. Based on this, High-Performance Computing (HPC) environments began to use GPUs. Figure 4 shows a summary of the GPU environment introduced in this section.
FIGURE 3. $\rho$, $\pi$, $\chi$ and $\iota$ process in SHA-3 $f$ function [26].

FIGURE 4. GPU environment summary.
GPU architecture consists of several Streaming Multiprocessors (SM). SM is designed to support the execution of hundreds of threads simultaneously. This means that there are multiple SMs for each GPU architecture, allowing thousands of threads to run concurrently. The warp is the basic unit that runs in SM and manages 32 threads. All threads belonging to warp execute the same command at the same time. When the kernel function starts, the grid’s thread block is divided in SM. The threads in each block are divided into warp, and one warp is composed of 32 threads.

In 2006, NVIDIA announced the Fermi architecture and developed the CUDA as a GPGPU technology that could run on GPU devices. CUDA is a technology that allows developers to easily write algorithms that can run on GPUs in a variety of programming languages. Through CUDA technology, developers can access the instruction set and memory of the GPU, and CUDA was developed to use the GPU effectively.

Programs developed in the GPU environment using CUDA can effectively process a lot of data in parallel. Especially on servers, GPU architecture is used more efficiently to handle authentication and message integrity for many users. Also, GPU uses many threads to parallel computations (parallel processing of encryption/decryption of bulk data or parallel processing of hash operations to verify data integrity etc.).

C. EXISTING RESULTS OF SHA-3 IMPLEMENTATION

Dat et al. proposed an optimization method for storing a constant values used in SHA-3 internal functions [22]. SHA-3 uses constant value table in internal function ($\theta$ process, $\pi$ process and $\iota$ process).

Dat et al. proposed a data store method with the fastest memory access after storing three constant values in the memory area of the GPU. In addition, Dat et al. compared the data memory access time of one-dimensional and two-dimensional arrays of internal state. Dat et al. proposed that one-dimensional arrays are more efficient for memory access. Finally, Dat et al. proposed the most efficient block and thread configuration in warp units. Dat et al. suggested 128 threads per block as the most efficient warp unit in a GTX 1080 environment. Their optimization method shows a maximum throughput of 20.5Gb/s in a GTX 1080 environment.

In addition, they proposed SHA-3 implementation using three CUDA streams [24]. Using CUDA stream, they showed a maximum throughput of 64.68Gb/s.

Kim et al. proposed a SHA-3 optimization method in the 8-bit AVR environment [25]. Kim et al. proposed optimization methods that minimize memory access by changing the order of SHA-3 internal processes. In particular, in the $\theta$ process, values that are used repeatedly were pre-computed and stored in memory. Also, in Kim et al.’s implementation of SHA-3, the $\pi$ process was handled implicitly through direct indexing. As a result, they proposed an optimization technique that minimizes memory access by changing the order of operations in the SHA-3 internal process. Kim et al.’s implementation of SHA-3 in an 8-bit AVR environment provided 1,073 Clock Per Byte (CPB).

III. PROPOSED OPTIMIZATION TECHNIQUES FOR SHA-3

In this section, we proposed an optimization technique for SHA-3. In particular, we proposed an optimization method for GPU environment, porting related work methods, and an optimization method through GPU technology.

A. DESIGN CRITERIA OF THE PROPOSED SOFTWARE

In this section, we summarized a CPU-GPU usage technology. CUDA technology usage of GPGPU is as follows. First, host (CPU) performs the message transfer process to device (GPU). Device stores the messages it receives from the host. Second, device operates tasks through the kernel function. The kernel function consists of the source code and the command process that generated by the host. During this process, when host performs the message transfer, host can set the number of threads and blocks used by the device. Devices use configured blocks and threads. And Devices operate a kernel function. In this paper, we configured the kernel function of the device as SHA-3.

B. OVERALL STRUCTURE OF THE PROPOSED SOFTWARE

In this section, we summarized the optimization method for SHA-3 each process. Figure 5 is an overall summary of our optimization method. Unlike other device devices, GPU architectures have high memory access latency. For certain kernel functions, the memory access latency is longer than the operation time of the kernel function. Therefore, in the GPU architecture, the number of memory accesses must be small for the optimization of the algorithm. Therefore, our optimization implementation applied a coalesced memory access.

In GPU architecture, algorithm optimization should consider not only memory access latency, but also the host’s memory transfer latency. Our implementation has applied data copy parallelism over CUDA streams. CUDA streams allow one SM to perform the data copy process while another SM executes a device kernel function. In other words, our implementation’s CUDA stream utilization is as follows: First, we divided the data into certain lengths. Second, one stream receives one block of data. After that, one SM executes kernel functions. During the second step, another CUDA stream receives one block of data. After that, SM executes the kernel function. In other words, our implementation utilizes CUDA streams to perform the kernel function and message copy process in parallel. Finally, in our implementation, all threads each compute SHA-3. That is, one thread computes a hash digest of one message.

C. COARSE GRAIN IMPLEMENTATION METHOD

In GPU architecture, algorithm implementation methods are generally divided into fine grain method and coarse grain method. In coarse grain method, one thread handles one operation. In fine grain method, multiple threads process a single operation. The fine grain method is efficient when the task is computationally demanding. The coarse grain
method is efficient when the task requires less computation. Algorithms that apply the fine grain method can increase throughput, but there is a problem of high latency. In addition, the fine grain method involves thread synchronization. Therefore, in fine grain method, the thread synchronization process causes latency and the coarse grain method incurs memory access latency. Our implementation using coarse grain method minimizes the memory access latency by using CUDA streams. In addition, the coarse grain method does not have a thread synchronization process. Therefore, our implementation applies the coarse grain method.

D. OPTIMIZATION OF SHA-3 INTERNAL PROCESS

In this section, we proposed optimization methods for the SHA-3 internal process. In a related work, Kim et al. proposed a SHA-3 optimization technique in the 8-bit AVR environment [25]. Kim et al. proposed optimization method that minimized memory access by changing the order of SHA-3 internal process. In other related work, Dat et al. proposed an optimization method for constant values used in the SHA-3 internal algorithm [22]. In GPU environment, there are global memory, constant memory, and shared memory, each memory access latency is different. The SHA-3 operation process requires a pre-operation to store the constant values in GPU memory. Dat et al. stored constant values in each memory area and calculated the memory access latency. After that, Dat et al. proposed the most effective memory storage method.

We proposed a method to customize the optimization technique proposed by Kim et al. to the GPU environment. We focused on SHA-3 internal process optimization method proposed by Kim et al. and we proposed a more efficient technique than storing the SHA-3 internal function constant value memory as proposed by Dat et al. [22], [25]. In addition, we proposed the PTX Inline assembly implementation provided by CUDA C.

1) CUSTOMIZING TO OTHER OPTIMIZATION TECHNIQUE

Kim et al.’s first optimization method uses the fact that lanes belonging to the same sheet use the same value in the \( \theta \) process [25]. In other words, in \( \theta \) process, the values used in each sheet are pre-calculated and uploaded into memory, and then the stored values are called and used when each lane is calculated. When the optimization method is applied in \( \theta \) process, the operation of five lane combines is replaced by one lane combine operation and five memory accesses.

Kim et al.’s second optimization method minimized memory access by changing the order of the internal processes of \( f \) function. The standard hash function implementation consists of \( \theta \rightarrow \rho \& \pi \rightarrow \chi \rightarrow \iota \). Kim et al.’s optimization method combined \( \rho \) process with \( \theta \) process and replaced \( \pi \) process with implicit direct indexing. By replacing the \( \pi \) process with implicit direct indexing, the constant value table of the \( \pi \) process is not used. Therefore, the constant values of the \( \pi \) process are not required, and the memory accesses and the memory loads to the constant value table are also removed.

We ported Kim et al.’s optimization method to GPU environment. That is, \( \rho \) process and \( \theta \) process are combined in SHA-3 internal \( f \) function in our implementation. After that, \( \pi \) process was omitted through direct indexing.
the \( \pi \) process through direct indexing, the constant value table used in the \( \pi \) process can be removed.

2) PTX INLINE IMPLEMENTATION

PTX is an inline assembly language available in CUDA. Assembly language has the advantage of being able to directly correspond to machine language through instructions and can communicate directly with the machine (architecture). In other words, the execution speed of instructions is the fastest among programming languages. PTX is a GPU assembly language provided by CUDA. PTX instruction can be effectively reduced the general instruction transmission and machine language conversion process. In this paper, we proposed a SHA-3 implementation method using PTX assembly implementation.

Algorithm 2 is a summary of the \( \theta \) process. Algorithm 2 proposes a calculation method for one lane of the initial \( \theta \) process. That is, a value used repeatedly in the \( \theta \) process are calculated using lanes belonging to the same sheet. \( \theta \) process is performed using the PTX instruction. In \( \theta \) process, the number of input parameters is 25 lanes, and a total of 5 combined lanes are output values.

Algorithm 3 summarizes \( \chi \) and \( \iota \) processes using PTX inline assembly. The three input parameters of the function are lanes. \( \chi \) process updates the value with three lanes belonging to the same plane. \( \pi \) process must be completed before \( \chi \) process. In our implementation, \( \pi \) process is handled through implicit indexing. That is, before the \( \chi \) process, the location where lane moves through the \( \pi \) process is calculated, and then directly indexed into the input parameters of the algorithm and processed.

E. STRATEGY FOR OPTIMIZED MEMORY ACCESS OPERATION

In this section, we proposed an optimization method using the characteristics of GPU environment. In particular, we proposed an optimization method focusing on memory storage method and memory access latency in the GPU environment.

1) CONSTANT TABLE REDUCTION METHODS

There are many memory areas in GPU architecture. In CUDA C implementation, commonly used memory are shared memory, global memory and constant memory. Global memory is an area of memory that can be accessed by all elements of the GPU architecture. Global memory is the largest capacity, but has the slowest latency of memory access. Shared memory is a shared by threads belonging to the same block. In other words, threads belonging to the same block can share operation values in shared memory, but cannot access shared memory in other blocks. Memory access latency increases when a large number of threads access the same memory. Constant memory is a very small read-only memory. Memory access latency for cached data is very low. Constant memory has a low memory access latency when all threads belonging to the same warp read the same data.

The internal process of \( f \) function uses several constant value tables. This constant value tables are stored in the GPU memory area. Stored constant tables are accessed during SHA-3 operation. Therefore, distributing the constant table in each memory area is also an important performance factor. Dat et al. stored the constant table used in SHA-3 in each memory area, and measured the performance of the access time [22]. The performance of each memory area is specified in the Table 2.

The difference between Dat et al.’s optimization method and our method is as follows. First, we removed the \( \pi \) Table by applying the optimal method of Kim et al. [25]. Second, we have added removals for other constant value tables. Our implementation handled the \( \rho \) and \( \iota \) process through direct indexing. As a result, our implementation does not use the SHA-3 constant table. In our implementation, SHA-3 \( \pi, \rho, \)
and ι process constant tables are all indexed through direct indexing. So in SHA-3 internals, our implementation does not have memory access. In other words, when our implementation of SHA-3 in GPU, a total of 24 * 75 table accesses are reduced compared to Dat et al’s implementation [22].

2) APPLICATION OF COALESCED MEMORY ACCESS
On GPU architecture, memory access time causes a lot of performance degradation. While the GPU and CPU are running, the host (CPU) transmits data to be processed to the device (GPU). The transferred data is copied to the device’s memory. After that, when the GPU accesses this memory, GPU accesses the message to be copied in units of warp. A warp consists of 32 threads, and memory copying is performed in units of warp. When warp accesses memory, all threads belonging to the same warp unit process the same memory instruction.

When warp accesses memory process, each thread access the data elements needed and the data is assigned to each thread. In this process, If the data’s memory storage address is contiguous, Warp handles data access through one cache line. In other words, when the data elements are contiguous, memory access can be effectively achieved. This is called coalesced memory access. When a coalesced memory access method is not performed (when the memory request does not belong to one cache line or the memory address is not continuous), the cache line is accessed several times inside the warp. In other words, warp perform multiple memory accesses. In this paper, we proposed a method of changing data elements so that coalesced memory access is advantageous. This part is explained in Figure 7 Non-Coalesced Memory Access part. In particular, more inefficient memory access occurs if each message element is larger than a warp unit or one cache line.

To solve these inefficient memory accesses, the coalesced memory access method must be applied. Each thread belonging to the same warp is valid when its data address is sequential or contiguous. In this case, when the warp accesses the stored data, it accesses a small number of cache lines. To apply this technique, the data elements must be stored column-wise. That is, the first element of each data element is stored in the first row of the array. This method is explained in the coalesced memory access part of Figure 7.

However, to change the storage method of plaintext, the architecture must access the memory in which the plaintext is stored. When the GPU architecture changes the way plaintext is stored, memory accesses for changes and memory accesses for storage cause performance degradation. Therefore, the plaintext storage method must be performed on the CPU architecture. In our SHA-3 implementation and experimental measurements, the CPU architecture performs plaintext storage changes, and the GPU architecture performs kernel function (SHA-3) operations. In addition, our experimental measurements included both the CPU architecture and the time performed by the GPU architecture.

F. APPLICATION OF CUDA STREAM
When host calls a kernel function, host must transmit the data to the device. In this process, the kernel functions of the GPU do not work. Based on this fact, the kernel function does not work in the process of transmitting a message, CUDA stream perform message copying, parallel copying of kernel functions, and a parallel operation. To use CUDA stream, the host divides a long message into blocks of a certain size and transmits each message block to the device. When a message block is copied by the GPU, a kernel function is executed on the data. While the kernel function is executed on the GPU, the memory area of the GPU proceeds to copy messages to the next block.

In addition, CUDA stream can effectively work with multiple messages rather than long messages. When several messages are calculated as a general single stream, each message is combined into one message and transmitted to the GPU, or a kernel function is separately called and calculated.
for each message. By applying CUDA streams, the process of combining multiple messages is not performed. That is, when CUDA stream is applied, each stream can obtain effective performance by processing one message element or the number of message elements per the total number of streams. We proposed a method of dividing one message into several blocks and calculating the hash digest through each stream. In our implementation, each stream is designed with a
IV. PERFORMANCE ANALYSIS

In this section, we present SHA-3 operation performance results. In addition, we present the performance differences between our implementations and other implementations. Our performance measurement results were conducted in the environment of NVIDIA GTX 1070 architecture and RTX 2080Ti architecture, and the CPU was conducted in Intel(R) Core(TM) i7-10700K(3.60GHz) environment. The performance measurement unit used the maximum throughput (GiGa-byte per Second).

Table 3 is the specs of the GPU architecture used in our paper. Before measuring performance and checking results in GPU architecture, it is necessary to understand the structure of GPU architecture. Each GPU architecture has a different number of cores, core clock speed, and boost clock speed. The GTX 1070 architecture provides 1,920 cores, a core clock speed of 1,506 MHz, and a boost clock speed of 1,683 MHz. The performance measurement environment of Dat et al. is GTX 1080, and GTX 1080 provides 2,560 cores, 1,607 MHz core clock speed, and 1,733 MHz boost clock speed. The number of cores, core clock speed, and boost clock speed affect the performance of GPU architecture, and GTX 1080 architecture shows more efficient performance than GTX 1070 architecture. The RTX 2080 Ti architecture provides 4,352 cores, a core clock speed of 1,350 MHz, and a boost clock speed of 1,545 MHz. The RTX 2080 Ti architecture shows lower performance in core clock speed and boost clock speed than other GPU architectures, but the number of cores that process operations is roughly doubled. As a result, assuming the performance of the GTX 1070 is 1, the performance efficiency of the GTX 1080 is 1.18 times and that of RTX 2080 Ti is 1.75 times.

A. ANALYSIS WITHOUT THE APPLICATION OF CUDA STREAM

In this section, we present the performance measurement without applying CUDA stream. We compared the performance of SHA-3 with a single CUDA stream.

1) SHA-3(256)

Table 4 shows the performance of SHA-3(256). We measured performance on GTX 1070 architecture and RTX 2080 Ti architecture. In GTX 1070 environment, our implementation’s the maximum throughput of SHA-3(256) is 59.87 Gb/s. And our implementation’s the maximum throughput of SHA-3(256) in the RTX 2080 Ti environment is 171.62 Gb/s.

2) SHA-3(512)

Table 5 shows the performance measurement results of SHA-3(512). In addition, table 5 shows a comparison with Dat et al.’s optimized implementation performance. In GTX 1070 environment, our implementation’s the maximum throughput of SHA-3(256) is 59.87 Gb/s. And our implementation’s the maximum throughput of SHA-3(256) in the RTX 2080 Ti environment is 171.62 Gb/s.
specifications of the GTX 1070 architecture and GTX 1080 architecture, our performance improvement rate is expected to be higher than 49.73%.

In addition, Lee et al. proposed a study result of SHA-3 optimization in CUDA-SSL/TLS format [27]. Lee et al. effectively designed the internal structure of the \( f \) function using the warp shuffle method. Lee et al.'s implementation in GTX 1080 environment computes 38 million hashes per second. Our SHA-3(512) implementation in the GTX 1070 environment computes 449 million hashes per second, and our implementation provides a 11.81x performance improvement over that of Lee et al.

### B. ANALYSIS WITH THE APPLICATION OF CUDA STREAM

In this section, we present the SHA-3 performance results using CUDA stream. A previous work by Dat et al. showed a throughput of up to 64.58 Gb/s using three CUDA streams [24]. We present the results of SHA-3 implementation in GTX 1070 and RTX 2080Ti architecture environments. The performance measurement result is the SHA-3 performance result using three CUDA streams.

### Table 4. Performance of SHA-3(256) without CUDA stream.

| Plaintext(byte) | Number of Blocks | Number of Threads | Our Works (GTX 1070) [Gb/s] | Our Works (RTX 2080Ti) [Gb/s] |
|-----------------|------------------|-------------------|-----------------------------|--------------------------------|
| 65536           | 1024             | 64                | 47.48                       | 90.51                          |
| 131072          | 1024             | 128               | 54.13                       | 136.96                         |
| 262144          | 2048             | 128               | 56.55                       | 144.85                         |
| 524288          | 4096             | 128               | 57.38                       | 146.89                         |
| 1048576         | 8192             | 128               | 58.25                       | 148.42                         |
| 2097152         | 16384            | 128               | 59.27                       | 153.33                         |
| 4194304         | 16384            | 256               | 59.58                       | 162.58                         |
| 8388608         | 16384            | 512               | 59.87                       | 171.62                         |

| Plaintext(byte) | Number of Blocks | Number of Threads | Dat et al. (GTX 1080) [Gb/s] | Our Works (GTX 1070) [Gb/s] | Our Works (RTX 2080Ti) [Gb/s] |
|-----------------|------------------|-------------------|-----------------------------|-----------------------------|--------------------------------|
| 65536           | 1024             | 64                | 19.28                       | 24.56(+27.39%)               | 48.78(+153.00%)                |
| 131072          | 1024             | 128               | 19.98                       | 28.10(+40.64%)               | 69.10(+245.85%)               |
| 262144          | 2048             | 128               | 20.29                       | 29.63(+46.03%)               | 73.48(+262.15%)               |
| 524288          | 4096             | 128               | 20.38                       | 29.58(+45.14%)               | 73.58(+261.04%)               |
| 1048576         | 8192             | 128               | 20.47                       | 30.15(+47.29%)               | 78.43(+283.15%)               |
| 2097152         | 16384            | 128               | 20.51                       | 30.17(+49.73%)               | 80.24(+291.22%)               |
| 4194304         | 16384            | 256               | None                        | 30.20                       | 83.47                          |
| 8388608         | 16384            | 512               | None                        | 30.19                       | 88.51                          |

Table 6 shows the performance results of SHA-3(512). In GTX 1070 environment, our implementation results show a throughput of up to 95.67 Gb/s, and the maximum performance improvement rate is 73.53% compared to Dat et al. In RTX 2080 Ti environment, the result of our SHA-3(512) implementation shows a throughput of up to 271.82 Gb/s, and the maximum performance improvement rate is 381.43% compared to the performance of Dat et al. Table 7 shows the performance measurement results of SHA-3(256) using three CUDA streams. In a GTX 1070
environment, our SHA3(256) optimized implementation has a maximum throughput of 190.02 Gb/s. In an RTX 2080 environment, our implementation has a maximum throughput of 512.31 Gb/s.

V. CONCLUDING REMARKS

As SHA-3 and SHAKE are used in algorithm submitted to the PQC 3-round contest, the frequency of use SHA-3 increases. In addition, the use of SHA-3 is recommended as a continuous collision pair attack method has been proposed for the existing hash functions SHA-1 and SHA-2. In this paper, we proposed a SHA-3 optimal parallel implementation method in GPU environment. As a result, our SHA-3(256) optimized implementation on the GTX 1070 architecture provided a maximum throughput of 59.87 Gb/s. Our SHA-3 (256) optimized implementation on the RTX 2080 Ti architecture provided a maximum throughput of 171.62 Gb/s. Not only that, for the SHA-3(512) implementation, our optimized implementation in the GTX 1070 environment has a maximum throughput of 30.20 Gb/s, and the RTX 2080 Ti environment provides a maximum throughput of 88.51 Gb/s. Furthermore, without the application of cuStream, our SHA-3(512) software on GTX1070 GPU provides about 49.73% improved throughput compared with the previous best work on GTX1080, which shows the superiority of our proposed optimization methods. To the best of our knowledge, our optimization implementation is the fastest implementation of the GPU architecture. Our optimization method can be applied to PQC algorithms using SHAKE and SHA-3 formats. In addition, our optimization method can be applied to authentication processors and hash function-based cryptographic algorithms.
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