Public Traffic Congestion Estimation Using an Artificial Neural Network
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Abstract: Alleviating public traffic congestion is an efficient and effective way to improve the travel time reliability and quality of public transport services. The existing public network optimization models usually ignored the essential impact of public traffic congestion on the performance of public transport service. To address this problem, this study proposes a data-based methodology to estimate the traffic congestion of road segments between bus stops (RSBs). The proposed methodology involves two steps: 1) Extracting three traffic indicators of the RSBs from smart card data and bus trajectory data; 2) The self-organizing map (SOM) is used to cluster and effectively recognize traffic patterns embedded in the RSBs. Furthermore, a congestion index for ranking the SOM clusters is developed to determine the congested RSBs. A case study using real-world datasets from a public transport system validates the proposed methodology. Based on the congested RSBs, an exploratory example of public transport network optimization is discussed and evaluated using a genetic algorithm. The clustering results showed that the SOM could suitably reflect the traffic characteristics and estimate traffic congestion of the RSBs. The results obtained in this study are expected to demonstrate the usefulness of the proposed methodology in sustainable public transport improvements.
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1. Introduction

A well-developed public transport system is the key to achieving citizens' mobility in an environmentally sustainable fashion. Due to demand fluctuations and traffic congestion, it is a challenging task for operators to ensure the efficiency of public transport service and improve travel time reliability [1]. Unreliable service causes passengers to require extra travel time due to the headway irregularity of buses, and imposes additional costs on operators because of the ineffective utilization of allocated resources. Therefore, there is a growing realization that the alleviation of traffic congestion through public transport network (PTN) optimization is a fundamental solution to reduce high traffic congestion costs, lower energy consumption, lessen air pollution, and improve mobility [2].

Most of the previous PTN optimization models were formulated as bi-level problems whose objectives are to minimize both the operators’ and users’ costs [3]. In-vehicle travel time, stop spacing, frequency of service, capacity, and congestion related to over-crowded vehicles are usually considered as variables in network optimization problems. Examples of these models can be seen in the studies of References [4–6]. Due to the NP(non-deterministic polynomial)-hard nature of optimizing all the variables simultaneously, metaheuristic approaches that pursue worthy local optimal results are proposed. For example, Mesbah et al. [7] proposed a bi-level approach to optimize the transport road space priority for a road network using the parallel genetic algorithm. However,
these network optimization models developed in the above-mentioned articles had been usually applied in uncongested road segments.

Public traffic condition refers to the traffic volume of the road network and its dynamic spatial-temporal distribution, which can reflect the degree of congestion [8]. Recently, the traffic congestion impacts of bus operations on a road segment or a corridor have been investigated by researchers [9,10]. These congestion effects mainly include the effects of bus stop design, bus travel time, and bus priority options such as exclusive bus lanes or priority signals for buses [9]. Understanding these congestion impacts can help operators to identify the effectiveness of transport network optimization in relieving congested areas or congested routes. For example, under congested traffic conditions, it is difficult for buses to return to the driving lane, which leads to a longer travel time after picking-up/dropping off passengers at stops [11]. Furthermore, the bus travel time variation dominated by traffic congestion often results in unreliable service, which has negative impacts on both the operators and passengers [12]. Previous studies have pointed out that well-located stops have the potential to alleviate the impact of traffic congestion [3]. Therefore, it is critical to optimize PTN by considering the impact of traffic congestion in order to achieve a high level of public transport service and improve travel time reliability.

In this study, we proposed a data-based methodology to estimate the traffic congestion of road segments between bus stops (RSBs) using a self-organizing feature map (SOM). The SOM was used to cluster and effectively recognize traffic patterns embedded in the RSBs. Furthermore, a congestion index for ranking the SOM clusters was developed to determine the congested RSBs. Based on the congested RSBs, an exploratory example of PTN optimization was discussed and evaluated using a genetic algorithm. The main contributions of this study were summarized as follows:

1) **Public traffic congestion estimation:** We estimated the traffic congestion of the RSBs using SOM based on bus trajectory data and smart card data. In contrast to the traditional methods using taxi trajectory data, our methodology could be applied to estimate the congested RSBs with bus priority lanes or with limited taxi trips, which can benefit various applications including road traffic status estimation, PTN optimization, and urban transport system management.

2) **PTN optimization considering traffic congestion:** Based on the congested RSBs, an exploratory example of PTN optimization was discussed and evaluated using a genetic algorithm. The empirical results contributed to the development of more efficient strategies for PTN optimization by considering public traffic congestion.

The rest of this paper is organized in the following way. The next section provides a literature review. Section 3 describes our proposed methodology, followed by a case study in Section 4. The discussion of the strategies for PTN optimization is provided in Section 5. Finally, we briefly conclude in Section 6 with limitations and future research directions. Figure 1 presents the research framework.

| **Public Transportation data** |
|-------------------------------|
| • Bus trajectory data, December 10-17, 2017; |
| • Smart card data, December 10-17, 2017. |

**Data Extraction**

| **Evaluation Indicators of Congestion** |
|-------------------------------|
| • Bus Dwell Time (BDT), representing time spent for passenger alighting and boarding at the bus stop; |
| • Average Travel Speed (ATS), representing public traffic flow status by calculating average speed of all the buses; |
| • Travel Efficiency (TE), representing passengers travel time costs between two adjacent stops. |

**Data Normalization**

| **Public Traffic Congestion Estimation** |
|-------------------------------|
| • Clustering Algorithms: Self-Organizing-Maps |
| • Congestion Validation: Taxi Trajectories, December 17, 2017; |
| • Congestion Indicator: ATS. |

**Potential Applications**

| **Public Transport Network Optimization** |
|-------------------------------|
| • Example: Bus stop placement optimization of a bus route; |
| • Evaluation: Genetic algorithm. |

---

Figure 1. Research framework.
2. Literature Review

2.1. Traffic Congestion Estimation

Urban traffic congestion has become a critical problem that not only affects the daily lives of the inhabitants due to the loss of time, but also restricts the stable development of a city [13,14]. Estimating urban traffic congestion effectively is the first step to improve the travel time reliability for passengers and solve the urban traffic congestion problem [15]. Many studies have been conducted to study traffic congestion by using floating car data (FCD) from different aspects, including traffic congestion estimation, traffic congestion prediction, and traffic flow propagation [16–18]. For example, Yu et al. [19] proposed a novel approach by estimating the speed in each trajectory to detect congestion locations of road segments based on stay-place clustering. By treating the congestion level analysis as a regression problem, Wang et al. [20] proposed a locality constraint distance metric to characterize the congestion level. All the above-mentioned methods are mainly implemented depending on both road networks, traffic flow of vehicles, or POIs (Points of Interests). Recently, more research has used neural networks, support vector machines, heuristic algorithms, and fuzzy logic to estimate traffic congestion based on changes in traffic volume, occupancy, or speed [21–23]. For example, to estimate the traffic congestion using floating car data efficiently, Kong et al. [22] made a new fuzzy comprehensive evaluation method based on traffic flows, by assigning weights of multi-indexes. These studies provide many valuable insights into traffic congestion estimation, which can be used to ease congestion, increase safety, and improve the accuracy of traffic prediction.

The previous studies have achieved good performance in traffic congestion estimation, which provides practical applications in the fields of urban planning and PTN optimization [19]. In practice, no fixed definitions have been proposed for the level of traffic congestion, while the average travel speed for a road segment is the most commonly used indicator for traffic congestion estimation [15,24]. Unlike the above research, which focuses on the traffic status of one road segment using taxi trajectory data, the aim of our methodology is to estimate the traffic congestion of RSBs using bus trajectory data and smart card data. Our method can be applied to estimate the traffic condition of RSBs with bus priority lanes or with limited taxi trips, which can benefit various applications including bus traffic status estimation, PTN optimization, and urban transport system management.

2.2. Transport Network Optimization

The quality of transport service, in terms of reliability and accessibility, is influenced by both the external and internal factors of a public transport system [25]. Therefore, research has been conducted to explore the optimization problems for transport networks to improve the transport service quality and passenger satisfaction. Various solution methods have been applied to solve the optimization problems for transport networks with decision variables: bus stops, bus frequency, bus priority lane, etc.

(1) Bus stops: For a public bus route, one key factor that affects public transportation quality is the location of bus stops [3,11,26]. The majority of the previous studies typically treated bus stop spacing as a continuous variable by assuming that bus stops could be located anywhere along the transport routes. For example, Li and Bertini [27] optimized the bus stop spacing with archived bus stop-level demand (BSD) data based on minimizing the access cost and riding cost. To improve the service reliability of a bus service, Chien and Qin [28] formulated a mathematical model to optimize the bus stop location problem. Recently, Ceder et al. [26] developed a mathematical modeling approach to bus stop placement by considering uneven topography. Their results suggested a number of ways, including walking speed, access path attractiveness, and acceleration delay, that will lead to optimal bus stop placement.

(2) Bus frequency: Optimizing the frequency of a bus fleet can improve the transport service quality and adjust the fleet’s spatial distribution. For a public transport service, small changes in the frequency of bus routes will have an effect on the bus ridership and passengers’ travel efficiency. To improve the harmonization between social equity and public transport service level, Ruiz et al. [29]
proposed a bus frequency optimization methodology. Based on bee colony optimization, Nikolic and Teodorovic [30] developed a swarm intelligence model for the transport network design problem (TNDP) by considering bus frequency and transport network optimization on each of the bus routes simultaneously. In spite of the high value for bus frequency optimization, Wang et al. [31] leveraged millions of bus transaction records, which can generate passengers’ boarding and alighting information, to infer the time-dependent traffic and customer demand.

3) Bus priority lane: In recent years, many cities have constructed exclusive bus lanes and adopted a transport priority policy to alleviate urban traffic congestion. In terms of evaluating the impact of bus priority lane on traffic congestion, several research projects have been undertaken. Agrawal et al. [9] examined different strategies that were applied to manage shared-use bus priority lanes in the major congested urban centers of seven cities throughout the world. Based on the application of bi-level programming on bus lane planning and optimization, Yu et al. [32] proposed a bi-level model that performed well with regard to the objective of balancing the transport service level among all the bus lines. Inspired by the Braess Paradox, Bagloee et al. [33] sought congested roads by defining a merit index based on transport ridership and developed an efficient solution algorithm for searching the subset roads for the transport priority lanes.

In summary, it is revealed that traffic congestion could result in additional travel time, which would affect the service reliability of urban public transport [10, 34]. However, the PTN optimization models developed in previous studies usually had been applied in the uncongested road segments, ignoring the essential impact of public traffic congestion on the performance of public transport service. Moreover, under congestion conditions, implementing the optimal models by overlooking the influence of stochastic vehicle arrivals could lead to unrealistic results. In this study, we propose a data-based methodology to estimate the traffic congestion levels of RSBs. Based on the congested RSBs, an example of PTN optimization are discussed and evaluated by using the genetic algorithm method, which contributes to the development of more efficient strategies for PTN optimization by considering public traffic congestion.

3. Methodology

In this section, we describe the proposed methodology in detail and give the definitions for the entire paper to avoid possible confusion. A comprehensive analysis of PTN requires the consideration of multiple travel times, including the passengers’ boarding/alighting time and bus dwell time at bus stops. Therefore, this study exploits several important properties about the traffic condition of the RSBs and builds a reliability-based methodology to estimate public traffic congestion.

3.1. Definitions

To make a clear statement of the bus routes and their characteristics, we will clarify some basic definitions, including the bus line, bus trajectory data, bus dwell time, average travel speed, and travel efficiency.

Definition 1. Bus Line: we consider a general bus line of length $L$ that consists of $n$ bus stops, which is shown in Figure 2.

![Figure 2. A general bus route.](image_url)
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Definition 2. Bus Trajectory Data: Bus trajectory data is a dataset that describes bus movements, including the location points in a time sequence: id, x, y, t, spe, dir, while 1≤i≤k, id is a unique code for a bus, t is a time-stamp, (x, y) are the latitude and longitude coordinates, spe is the bus speed and dir is the moving direction.

Definition 3. Bus Dwell Time (BDT): Bus dwell time at bus stop i is defined as the time spent for passenger alighting and boarding. The bus dwell time is of great significance to estimate the capacity of a bus station and has also been found to depend on how congested the platform is at the bus stops [35]. The bus dwell time and travel time between adjacent bus stops i and i+1 were estimated by using the method in Reference [36].

Definition 4. Average Travel Speed (ATS): The average travel speed describes the traffic flow status based on the average speed of each bus in an RSB, which can be calculated using the bus trajectory data. The ATS of RSB r in time interval t can be calculated as follows:

\[
\text{Average travel speed}_r = \frac{\text{spe}_1 + \text{spe}_2 + \cdots + \text{spe}_n}{n}
\]

where spe_i is the average travel speed of each bus in RSB r in time interval t, and n is the number of buses.

Definition 5. Travel Efficiency (TE): Travel efficiency is used to represent passengers’ travel time costs of the RSBs (the time spent of passengers travel from one bus stop to the adjacent stop). The calculation of TE_r of RSB r in time interval t is shown as follows:

\[
\text{TE}_r = \frac{\text{travel time}_r}{\text{dwell time}_r}
\]

3.2. Congestion Estimation using an Artificial Neural Network

Public traffic congestion usually resulted in slower bus speed and longer travel time. In this study, the three main indicators used to describe the traffic congestion level of the RSBs are BDT, ATS, and TE.

The self-organizing map (SOM) is a type of unsupervised artificial neural network model for the analysis of high-dimensional patterns in data mining applications proposed by Kohonen [37]. Based on their nearness or similarity, the SOM can classify the objects of the system into clusters, for example categories or regions [38]. Compared to traditional clustering algorithms, the SOM has three main advantages: 1) prior knowledge is not required; 2) nonlinearity can be handled; and 3) excellent visualization is provided [39]. The neurons of the SOM are distributed into two layers: the input layer and the output layer by going through a training phase. In this study, the SOM algorithm is employed to classify the RSBs based on the three traffic indicators, and the Python code is used to complete SOM learning. The flowchart of the SOM used in this study is presented in Figure 3.

Figure 3. Flowchart of the self-organizing map used in this study.
In this study, each RSB comprising three traffic indicators at one-hour interval were sampled simultaneously. All input vectors (three variables: BDT, ATS, and TE) were normalized on a scale from 0 to 1. Example vectors of one RSB are shown in Table 1.

| Bus stops of the RSB | Time | BDT   | TE    | ATS   | Vector ID |
|---------------------|------|-------|-------|-------|-----------|
| ChangHong, Minke East | 6    | 0.29542 | 0.32698 | 0.08765 | 1         |
|                     | 7    | 0.20095 | 0.38456 | 0.07612 | 2         |
|                     | 8    | 0.18994 | 0.31269 | 0.08438 | 3         |
|                     | 22   | 0.19742 | 0.28761 | 0.07946 | 17        |
|                     | 23   | 0.24765 | 0.33097 | 0.08611 | 18        |

As shown in Figure 3, the steps of the SOM algorithm are shown as follows [40]:

1) Initialization: Choose random values for the initial weights \( w_i \) and normalize the input vectors.

\[
X' = \frac{X}{||X||} \tag{3}
\]

\[
w'_i = \frac{w_i}{||w_i||}, 1 \leq i \leq m \tag{4}
\]

where \( x = [x_1, ..., x_m] \in \mathbb{R}^m \) represents an input vector, \( ||\cdot|| \) represents the Euclidean norm, and \( M \) is the number of neurons.

2) Winner Finding: Find the winner neuron \( n \), using the minimum Euclidean distance between vector \( x' \) and weights \( w'_i \), according to Equation (5):

\[
n = \arg\min_{i} ||x' - w'_i||, i = 1, 2, ..., M. \tag{5}
\]

3) Update Weights: Adjust the weights of the winner and its neighbors at time \( t+1 \), and renormalize the weights after learning:

\[
w'_i(t + 1) = w'_i(t) + \eta(t) \cdot h_{ni}(t) \cdot (x'_i(t) - w'_i(t)) \tag{6}
\]

\[
h_{ni}(t) = \exp(-\frac{||r_i - r_j||^2}{2\sigma^2(t)}) \tag{7}
\]

where \( h_{ni}(t) \) represents the topological neighborhood function of the winner neuron \( n \) at time \( t \), \( \eta(t) \) is a positive constant called the “learning-rate”, \( r_i \) and \( r_j \) are the location vectors of nodes \( i \) and \( j \), respectively. \( \sigma(t) \) represents the width of the kernel. The weights are updated at each time step.

4) Algorithm stop condition: Both \( \sigma(t) \) and \( \eta(t) \) will decay over time. The algorithm will stop when \( \eta \leq \eta_{\text{min}} \) or the prespecified number of epochs is reached.

The SOM algorithm provides effective results, which are easily visualized and interpreted from the generated maps [41]. In general, the traffic condition of the congested RSBs should be positively correlated with the BDT (the worse the congestion of the RSB is, the longer the travel time is), and negatively correlated with the TE and ATS. First, we calculated the mean value of BDT, ATS, and TE of all SOM clusters. Then, we developed a congestion index \( (\text{Cl}_{\text{SOM}}) \) for ranking each SOM cluster according to Equation (8). In Equation (8), the weight values of BDT, TE, and ATS are set as +1, -1, and -1, respectively.

\[
\text{Cl}_{\text{SOM}} = \text{BDT} - \text{TE} - \text{ATS} \tag{8}
\]

Next, the resulted clusters of SOM are ranked using \( \text{Cl}_{\text{SOM}} \). Consequently, the RSBs in the SOM cluster with the maximum value of \( \text{Cl}_{\text{SOM}} \) are estimated as the congested RSBs.

4. Case Study

4.1. Data
4.1.1. Data Description

The proposed reliability-based methodology relies on multi-source public transport data, including public transport network data, smart card data (SCD), bus trajectory data, and OSM road network data.

1) OSM road network data

The road network dataset was obtained through the OSM project under the Open Data Commons License [42], which consists of the polylines and attributes information of road links. We also have collected the public transport network dataset (containing the location of bus stops and bus route information) from the authorities (Zhongshan Transportation Bureau, http://jt.zs.gov.cn). Bus stops were used as the ground truth, and a large proportion (98.1%) of these stops matched to a road according to their names and locations, and then the original road network was divided into RSBs based on the bus stops. Figure 4 shows the public transport network in Zhongshan City.

![Figure 4. The public transport network in Zhongshan City.](image)

2) Smart card data (SCD) and bus trajectory data

The SCD and bus trajectory data used in this study were collected from December 10 to 17, 2017. The SCD contains records only for bus passengers, and examples are shown in Table 2. For example, 328,315 and 336,077 SCD records were collected for December 10 and 11, respectively. The bus trajectory data can help recover the transport trips from the SCD, which contain a real-time sampling of the GPS positions of buses at pre-specified time intervals (about 10s~20s), along with the SCD terminal ID and bus ID (Table 3).

| ID  | Card ID      | Time          | Route | Terminal ID | Bus ID   |
|-----|--------------|---------------|-------|-------------|----------|
| 1   | 920197793    | 2017/12/11 07:48:02 | 013   | 10026091    | T37925   |
| 2   | 920197876    | 2017/12/11 09:58:01 | 037   | 10029006    | T24273   |
| 3   | 920006217    | 2017/12/11 14:47:05 | 500   | 10024273    | T29006   |

| ID  | Bus ID   | Time          | Longitude   | Latitude   | Direction | Speed(km/h) |
|-----|----------|---------------|-------------|------------|-----------|-------------|
| 1   | T37925   | 2017/12/11 07:48:02 | 113.3108008 | 22.4562057 | 46        | 18.00       |
| 2   | T24273   | 2017/12/11 09:58:01 | 113.3203278 | 22.5557728 | 0         | 21.60       |
| 3   | T29006   | 2017/12/11 14:47:05 | 113.3255081 | 22.5612011 | 325       | 25.20       |
4.1.2. Data Preprocessing

First, to eliminate the erroneous and redundant data that are recorded in both the SCD and bus trajectory data, a data cleaning procedure was applied. During the process of passengers’ trip construction, the bus stops were used as the ground truth for matching the bus trajectory data using the method proposed by Nassir, Hickman, and Ma [43]. Examples of passengers’ trip data are shown in Table 4.

Table 4. Examples of the passengers’ trip data.

| Card ID | Bus ID | Boarding Time/Stop | Alighting Time/Stop | Dist. | Time | Route |
|---------|--------|--------------------|---------------------|-------|------|-------|
| 920197793 | T37925 | 07:48:02/Sanjia Village | 08:02:13/Huabei Center | 2170m | 851s | 013 |
| 920197876 | T24273 | 09:58:01/Chang Hong | 10:10:22/Yangjiao Kou | 1750m | 722s | 037 |

4.2. Congested RSB Estimation and Validation

In this section, the congested RSBs were estimated from all the RSBs using the SOM algorithm. First, the three traffic indicators of an RSB (BDT, ATS, and TE) were calculated from the SCD and bus trajectory data at one-hour intervals, and the results are shown in Figure 5.

4.2.1. SOM Algorithm Results

The three traffic indicators of an RSB are presented as vectors in the input space of the SOM network altogether. In this study, the optimum map sizes of SOM were chosen after several trials with different sizes, and the topographic error (TE) and quantization error (QE) were used to measure the suitability and fitness of the optimized map size [44]. When the number of neuron was 64 (8 × 8), the TE value had the local minimum value. The map size of SOM was determined as 8 × 8 in this study (Table 5). A 64-unit map (size of 8 x 8) was selected, using the 2D coordinated locations to represent the neurons and data point locations. The clustering results are shown in Figure 6.

Table 5. Quality measures (topographic error and quantization error) of different map sizes.

| Map size | Normalize LOG |
|----------|--------------|
|          | TE | QE  |
| 4*4      | 0.018 | 1.034 |
| 5*5      | 0.053 | 1.047 |
| 6*6      | 0.012 | 0.854 |
| 7*7      | 0.043 | 0.976 |
| 8*8      | 0.001 | 0.743 |
| 9*9      | 0.028 | 0.712 |
| 10*10    | 0.003 | 0.651 |
Figure 6. (a) Clustering results of three traffic indicators for RSBs. (b) The normalized results.

The $CI_{SOM}$ of each SOM cluster was calculated based on Equation (8). As a result, the congested RSBs were selected from the cluster with the maximum value of $CI_{SOM}$. From the data in Table 6, it is apparent that the RSBs in Cluster 0 were estimated as the congested RSBs, which include 161 RSBs.

Table 6. Results of the congested RSB estimation (top five values of $CI_{SOM}$).

| Cluster ID | BDT     | TE       | ATS       | $CI_{SOM}$ |
|-----------|---------|----------|-----------|------------|
| 0         | 0.38692 | -0.21598 | -0.08499  | 0.08595    |
| 1         | 0.24895 | -0.29926 | -0.08056  | -0.13087   |
| 8         | 0.27386 | -0.24104 | -0.17600  | -0.14318   |
| 2         | 0.17297 | -0.32527 | -0.07892  | -0.23122   |
| 9         | 0.19913 | -0.31212 | -0.14586  | -0.25885   |

In general, public traffic congestion is generally treated as a dynamic spatial-temporal process, in which the congested road segments are temporally approximate and spatially adjacent. The congested RSBs in this study describe the status of congested traffic for one road segment between two bus stops in one-hour intervals and are usually recurrent in the same or a similar condition. Table 7 presents examples of the detailed information for the congested RSBs. The congested RSBs were classified into three congestion levels based on a spatio-temporal analysis (Table 8). Therefore, the strategies of public transport network improvement can be designed according to the congestion level of the RSBs.

Table 7. Examples of the congested RSBs.

| Route | Bus stops of the congested RSBs | Congested periods |
|-------|----------------------------------|-------------------|
| 013   | (Minke West, Zhongshan North Railway) | 07:00-09:00, 18:00-22:00 |
| 013   | (Dongming Garden, Daxinxinduhui)   | 07:00-08:00       |
| 013   | (Daxinxinduhui, Sanjia Village)   | 07:00-08:00, 18:00-19:00 |
| 013   | (Sanjia Village, Liantang Road)    | 07:00-09:00, 18:00-22:00 |
| 013   | (Liantang Road, Zhongshan People’s Hospital) | 07:00-11:00, 17:00-22:00 |
| 013   | (Zhongshan People’s Hospital, Huabai Market) | 07:00-09:00 |
| 037   | (ChangFong, Minke East)           | 07:00-09:00, 18:00-19:00 |
| 001   | (Torch College, FanZhong)         | 11:00-12:00       |
| 015   | (Sun Yat-sen University, HouXing) | 08:00-09:00       |
| 031   | (Social Security Bureau, Local Taxation Bureau) | 07:00-11:00, 14:00-19:00 |
Table 8. The congestion level of the RSBs.

| Congestion Level | Congestion Characteristic                      | Example Route |
|------------------|------------------------------------------------|---------------|
| Level 1          | Recurring congestion during commuting hours   | 037           |
| Level 2          | Chronic congestion on one RSB                 | 031           |
| Level 3          | Chronic congestion on Multi-RSB               | 013           |

4.2.2. Validation

To validate the reliability of the congested RSBs, we calculated their ATS again using the taxi trajectory dataset. The taxi trajectory dataset has 4,757,815 records with a time interval of 30 s from December 11, 2017. The original records include the taxi ID, GPS time, longitude, latitude, direction, speed, and carry status. Only the occupied (carry status = 1) taxi trips were kept for the ATS calculation because an empty taxi could not reflect the real traffic conditions due to a slowdown for searching passengers, rest stopping or work shifting during empty trips [45]. To extract the congestion information, we need to map-match each taxi GPS trajectory, which is a sequence of discrete spatial points, to the underlying road segments. After map matching, we calculated the ATS of each RSB using a one-hour interval.

Figures 7 and 8 present the boxplots and mean trends of $\text{ATS}_{\text{taxi}}$ for all RSBs ($\text{Mean}_{\text{ATS}_{\text{taxi}}} = 34.5$ km/h) and congested RSBs ($\text{Mean}_{\text{ATS}_{\text{taxi}}} = 26.0$ km/h, $\text{Mean}_{\text{ATS}_{\text{bus}}} = 21.8$ km/h) using a one-hour interval, respectively. The average speed patterns of congested RSBs shows obvious valleys during peak commuting hours: 7:00-10:00; 17:00-18:00 (We defined the commuting hours based on [46]), which indicate the most severe traffic congestion times during a day.

![Figure 7. Average travel speed of taxis($\text{ATS}_{\text{taxi}}$) of all RSBs.](image)

![Figure 8. $\text{ATS}_{\text{taxi}}$ and $\text{ATS}_{\text{bus}}$ of the congested RSBs (The bus operation times are 06:00-23:00).](image)
According to previous studies, the ATS\textsubscript{taxi} can be used as the primary indicator to reveal the traffic congestion of road networks \cite{15,24,45}. The statistical correlation between ATS\textsubscript{taxi} and ATS\textsubscript{bus} of the congested RSBs is significantly strong ($R^2=0.94$, Figure 9). This correlation pattern indicates that the congested RSBs estimated by the ATS\textsubscript{bus} are close to the results obtained by the ATS\textsubscript{taxi} and in line with the real traffic congestion of the road network. Furthermore, in light of the statistical analysis of public transport in 2017 by the Zhongshan Public Transportation Group, the average operation speed of the buses is 21.63 km/h, which is almost in line with our Mean\_ATS\textsubscript{bus} (21.8 km/h). Therefore, SCD and bus trajectory datasets used in our methodology to estimate whether the public traffic congestion of the RSBs are reasonable and effective.

![Figure 9. The statistical correlation between taxi speed and bus speed of the congested RSBs.](image)

5. Discussion

5.1. An Example of PTN Optimization based on Congested RSBs

The intelligent bus stops placement of a bus line is one way to alleviate the impact of traffic congestion and thereby improve the ridership of urban public transport system. Taking bus route 031 as an example (Figure 10), the optimization measure for route 031 is to optimize the bus stop placement to avoid the congested RSB.

![Figure 10. The optimization of route 031. The inset shows the spatial distribution of route 031 stops.](image)

Preliminary evaluation criteria according to previous studies \cite{11,26,34}:

1. The number of multiplexed routes: According to the Zhongshan public transport network, the number of multiplexed routes between the Social Security Bureau stop and the Local Taxation...
Bureau stop is 6, which are routes 024, 030, 031, 038, 216, and BRT15. The reuse of multiple bus lines is an important inducement of road congestion.

(2) Travel time: The optimization of bus stop placement can increase the bus operating speed and decrease passenger travel time by alleviating traffic congestion [11]. The travel time can be reduced by mitigating the time losses at bus stops, thereby improving the travel-time reliability of the public transport system [27].

In summary, public transport vehicles have much higher passenger capacities than private cars [47]. The placement of bus stops has been optimized for the improvement of mobility, which could moderate the headway variations and offset slight disturbances without imposing additional financial burdens.

5.2. Optimization Results Evaluating using Genetic Algorithm

To further explore the effectiveness of the PTN optimization results, we used the GA method from Nayeem, Rahman, and Rahman [48] for the optimization of bus route 031.

Let us consider the road network shown in Figure 11a. We described this road network by $G = (N, A)$, where $N$ is the set of nodes representing the bus stops, and $A$ is the set of edges representing the RSBs. Based on the passenger trip data, we have a demand matrix denoted by $d_{ij}$, which represents the number of trips per time unit between node $i$ and node $j$. We also denote by $D$ the origin-destination matrix (O–D matrix) as follows:

$$D = \{d_{ij} | i, j \in \{1,2,\ldots,|N|\}\}.$$

We also know the travel time matrix for the road network denoted by $tr_{ij}$, which represents the in-vehicle travel time between the node $i$ and the node $j$. By $TR$, we denote the travel time matrix:

$$TR = \{tr_{ij} | i, j \in \{1,2,\ldots,|N|\}\}.$$

The main indicator that we use to describe the level of transport service is the total travel time spent by passengers. We calculate the total travel time of all passengers’ $T$ in the network in the following way [48,49]:

$$T = TT + w_1TTR + w_2TU$$

where $TT$ is the total in-vehicle travel time of all passengers, $TTR$ is the total number of transfers in the transport network, $TU$ is the total number of unsatisfied passengers (we assume that the passenger is unsatisfied when she/he has to make more than two transfers during a trip), $w_1$ is the time penalty for one transfer, and $w_2$ is the time penalty for one unsatisfied passenger.

Figure 11. An example of the public transport network.
Consequently, the PTN optimization could be defined as follows: for a given public transport network with \( n \) nodes, the known origin-destination matrix \( D \) that describes the travel demand among these nodes, and the travel time matrix \( TR \), generate a set of transport routes on the network to minimize the total travel time \( T \) of all passengers.

5.2.1. Genetic Algorithm

1) **Representation:** For a given public transport network in Figure 11b with 12 nodes denoted by integers from 1 to 12, an individual with 4 routes is shown in Table 9.

| Index | Route       |
|-------|-------------|
| 0     | 1-3-6-9-12-11 |
| 1     | 1-2-5-10-11   |
| 2     | 5-2-1-3-8     |
| 3     | 1-4-9-12      |

2) **Initialization:** In the initial step, each route was set as the shortest path between a selected pair of nodes according to the passenger travel time. Using the greedy algorithm from Nayeem et al. [48], we generated pairs of nodes \( i \) and \( j \) with high \( ds_{ij} \) values, which is the number of passengers that receive direct services between nodes \( i \) and \( j \).

\[
ds_{ij} = \sum_{m \in N_i} \sum_{n \in N_j} d_{mn}
\]

where \( N \) is the set of nodes along the shortest path of nodes \( (i, j) \), and \( d_{mn} \) is the passenger travel demand per time unit between nodes \( i \) and \( j \).

3) **Crossover:** In the crossover operation, each gene in the individual represents a bus route. We decided at each index of the individual which one is used to perform the crossover operation between two randomly selected parents based on a given probability \( P_{\text{swap}} \).

4) **Mutation:** Mutation is a GA operator with the goal to replace a randomly chosen gene by new genes (bus routes) in the population. Mutation usually operates with a quite small probability, which creates a slight modification of the population.

5.2.2. Results of Genetic Algorithm

A sample final solution of the GA for bus route 031 optimization is shown in Table 10. We compared the optimization of the bus stop placement of route 013 to the GA solution by considering three situations: 4 routes, 5 routes, and 6 routes. It can be clearly seen that the results obtained by GA all have at least one bus route in line with the optimization of bus route 013.

| Number of Routes | Route description                              |
|------------------|-----------------------------------------------|
| 4                | 5-2-1-3-8-12                                  |
|                  | 1-4-7-10-11-12                                |
|                  | 1-3-6-9-12-11                                 |
|                  | 5-2-4-6-8-12                                  |
| 5                | 8-3-1-4-7-10                                  |
|                  | 3-1-4-7-10-11                                 |
|                  | 12-9-4-1-3-8                                  |
|                  | 9-6-3-1-2-5                                   |
|                  | 1-3-6-7-10-11                                 |
| 6                | 12-8-3-1-2-5                                  |
|                  | 1-3-6-9-12-11                                 |
|                  | 3-6-7-10-11-12                                |
6. Conclusions

In populated urban regions, the intelligent optimization of PTN plays a prominent role in improving the transport service reliability by alleviating the unpleasant impacts of traffic congestion. In this study, we estimated the traffic congestion of the RSBs based on three traffic indicators: bus dwell time (BDT), average travel speed (ATS), and travel efficiency (TE), which were extracted from SCD and bus trajectory data. In contrast to the previous studies, which focus on the traffic status of one road segment using taxi trajectory data, the aim of our methods was to estimate the traffic congestion of the RSBs using bus trajectory data. Our methodology could be applied to estimate the congested RSBs with bus priority lanes or with limited taxi trips, which can benefit various applications including road traffic status estimation, PTN optimization, and urban transport system management. Based on the congested RSBs, the strategies of public transport network improvement are discussed and evaluated using GA. The results are expected to demonstrate the usefulness of the proposed methodology in sustainable public transport improvements.

Regarding the research limitations, our presented methodology can be applied in a city with a dominating transport mode. However, there are more public transport options (for example, metro system and tram) in major modern cities. Our future research will extend our study to mega-cities, and incorporate the impact of multiple public transport modes and complex network analysis into our methodology [50]. Moreover, the PTN optimization problem can be subdivided into two major components: the transit routing problem and the transit scheduling problem. Generally, the transit routing problem involves the development of efficient transit routes on an existing road network, with predefined pick-up/drop-off points. On the other hand, the transit scheduling problem is charged with assigning the schedules for the passenger carrying vehicles. In this context, for the PTN optimization process, future work research directions may include other fundamental variables such as bus frequency, vehicle size, function of the public transport headway, and the schedule.
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