Abstract. We analyze two recently proposed methods to establish \textit{a priori} lower bounds on the minimum of general integral variational problems. The methods, which involve either ‘occupation measures’ or a ‘pointwise dual relaxation’ procedure, are shown to produce the same lower bound under a coercivity hypothesis ensuring their strong duality. We then show by a minimax argument that the methods actually evaluate the minimum for classes of one-dimensional, scalar-valued, or convex multidimensional problems. For generic problems, however, these methods should fail to capture the minimum and produce non-sharp lower bounds. We demonstrate this using two examples, the first of which is one-dimensional and scalar-valued with a non-convex constraint, and the second of which is multidimensional and non-convex in a different way. The latter example emphasizes the existence in multiple dimensions of nonlinear constraints on gradient fields that are ignored by occupation measures, but are built into the finer theory of gradient Young measures.
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1. Introduction. Integral variational problems arise throughout mathematics and the applied sciences. A typical problem takes the form

\begin{equation}
\inf_{u \in W^{1,p}(\Omega; \mathbb{R}^m) + \text{constraints}} \int_\Omega f(x, u, \nabla u) \, dx,
\end{equation}

where the minimization is over the space of Sobolev maps $W^{1,p}(\Omega; \mathbb{R}^m)$ consisting of all $u : \Omega \subset \mathbb{R}^n \to \mathbb{R}^m$ with $p$-integrable derivatives $(\nabla u)_{ij} = \frac{\partial u_i}{\partial x_j}$ for $i = 1, \ldots, m$, $j = 1, \ldots, n$. It is generally difficult to find the minimum value $F^*$ of (1.1). Traditional optimization algorithms based on gradient or Newton methods compute stationary points, which need not be global minimizers when the problem is non-convex. Put another way, knowledge of a stationary point provides at best an upper bound $U \geq F^*$ in the general case. To complete the picture, one desires methods for proving \textit{a priori} lower bounds $L \leq F^*$, whose values can be compared with upper bounds to estimate the minimum from above and below. Finding a lower bound is non-trivial, since it requires addressing general properties of admissible maps. Standard approaches include the ‘translation method’ from the theory of composite materials [16, 27], or the ‘calibration method’, which has been used in geometry [10, 13].

This paper discusses a recent method for finding lower bounds on integral variational problems based on the use of ‘occupation measures’ [20, 21] (see also [5]). The basic idea is to replace the original problem (1.1) with a convex minimization problem posed over measures obtained via a push-forward operation. The resulting ‘occupation measure relaxation’ bound $F_{\text{omr}}$ is never larger than the original minimum $F^*$. A natural question is whether $F_{\text{omr}} = F^*$; the answer, as we shall show, depends on the nature of the problem. As we were preparing this article for submission, we became
aware of related progress in [21, 17]. Our results are the same in some cases, but differ in general. Specific comparisons to help the reader sort through what is known about the sharpness/non-sharpness of the occupation measures method appear later in this introduction and throughout the article.

The idea of relaxing a variational problem posed over maps into one involving other quantities is much older than the notion of occupation measures, and dates back at least to Young’s generalized curves [40]. In the modern calculus of variations, the notions of Young measures and gradient Young measures [32, 33, 34] are nowadays used to find measure-theoretic ‘relaxed problems’ that are well-posed and whose optimal values are guaranteed to capture the original minimum, $F^*$. Related to this is the notion of quasiconvex functions (in the sense of Morrey [28]), which are the natural class of integrands for which minimizers are guaranteed to exist [12, 28, 34]. It is well known that to find a sharp lower bound on a general integral functional one can replace the integrand with its quasiconvex hull. Measure-theoretically, this is the same as extending the minimization from Sobolev maps to couples of maps and their compatible gradient Young measures. Although these measures have been characterized through Jensen-type inequalities involving quasiconvex (in addition to convex) integrands [19], the lack of a ‘local’ test for quasiconvexity [22] complicates applications of this result. Notable exceptions include one-dimensional ($n = 1$) and scalar-valued ($m = 1$) problems, for which quasiconvexity reduces to convexity. In these cases, gradient Young measures have been explored numerically as a way to approximate global minima [4, 6, 14, 18, 23, 24, 25, 26].

Occupation measures are instead defined via linear constraints regardless of the dimensions $n$ and $m$ of the problem. This has been motivated [20] by the possibility of using semidefinite programming to compute the optimal lower bound $F_{omr} \leq F^*$ provable with occupation measures, for polynomial integrands and constraints. However, this reliance on linear constraints should mean that $F_{omr} \neq F^*$ for generic non-convex problems, and especially in the vectorial case where $n, m \geq 2$. Our key point is that, without extra hypotheses, the set of occupation measures for a given problem (‘relaxed occupation measures’ in the language of [21]) should be strictly larger than the set of gradient Young measures. Since the latter give sharp lower bounds, the former should not, except in particular cases. We illustrate this with a well-known example from the theory of relaxed variational problems, involving a non-convex ‘double-well’ potential $f(\nabla u)$ built with pairs of incompatible matrices (see section 7). A separate example of non-sharpness appeared in [21], which, in contrast to ours, uses an integrand $f(x, u, \nabla u)$ that is convex in $\nabla u$ and non-convex in $u$.

Due to the examples, structural hypotheses are needed for the occupation measure relaxation of a variational problem to be sharp. Given known results on the sharpness of gradient Young measure relaxations [32, 33, 34], we expect occupation measures to produce sharp lower bounds ($F_{omr} = F^*$) if the integrand $f(x, u, \nabla u)$ is convex in $\nabla u$ and if $n$ or $m$ is equal to one. Surprisingly, this remains an open problem. Here, using the Legendre transform, we prove that $F_{omr} = F^*$ for integrands $f(x, u, \nabla u) = f_0(x, \nabla u) + f_1(x, u)$ where $f_0$ and $f_1$ are convex in $\nabla u$ and $u$, and $n$ and $m$ are arbitrary. After this paper was submitted, such sharpness was proved for $f(x, u, \nabla u)$ that are jointly convex in $u$ and $\nabla u$, and for arbitrary $n, m$ [17]. (Convexity is not necessary for sharpness, however, as occupation measures produce sharp lower bounds for some non-convex problems [11].)

Finally, we address a general drawback of the occupation measures approach: it requires the solution of an infinite-dimensional linear program to produce even a single bound (sharp or not). The ‘pointwise dual’ approach from [11], instead, leads
to a linear program over continuous functions where admissible functions give lower bounds. In section 4, we show that these approaches are dual, i.e., they are the min-max and max-min versions of a saddle-point problem; in particular, the occupation measures bound $F_{omr}$ is greater than or equal to the best pointwise dual lower bound $L_{pdr}$. Under a suitable coercivity hypothesis for the original minimization problem guaranteeing its optimal value is finite, we prove the strong duality $L_{pdr} = F_{omr}$.

The rest of this paper is organized as follows. Section 2 states the general class of integral minimization problems we study. Section 3 reviews the occupation measures approach to proving lower bounds, following [20]. Section 4 derives the alternative pointwise dual relaxation from [11] via a minimax argument, and proves the weak and strong duality results $F_{omr} \geq L_{pdr}$ and $F_{omr} = L_{pdr}$ (the former always holds, the latter holds under a coercivity hypothesis). Section 5 proves the sharpness result $F^* = F_{omr} = L_{pdr}$ for various convex or convexifiable problems by exhibiting an optimal pointwise dual bound. In general, when sharpness holds, one can find optimality conditions differing from the usual Euler–Lagrange ones; we explain this briefly in section 6. Section 7 presents our two counterexamples in which $F^* > F_{omr}$, and includes a discussion of the relationship between occupation measures and gradient Young measures. Section 8 concludes with some final remarks.

2. Setup. This paper studies general integral variational problems of the form

\[
F^* := \inf_{u \in W^{1,p}(\Omega; \mathbb{R}^m)} \int_{\Omega} f(x, u, \nabla u) \, dx + \int_{\partial \Omega} g(x, u) \, dS.
\]

Here, $\Omega \subset \mathbb{R}^n$ is an open bounded Lipschitz domain with boundary $\partial \Omega$, and $dx$ and $dS$ are the usual volume and $(n-1)$-dimensional surface measures. The minimization is over weakly differentiable functions $u : \Omega \to \mathbb{R}^m$ in the Sobolev space $W^{1,p}(\Omega; \mathbb{R}^m)$ with some fixed $p \in (1, \infty)$, subject to the constraints

\[
\begin{align*}
(2.2a) & \quad \int_{\Omega} a(x, u, \nabla u) \, dx + \int_{\partial \Omega} b(x, u) \, dS = 0, \\
(2.2b) & \quad c(x, u, \nabla u) = 0 \quad \text{a.e. on } \Omega, \\
(2.2c) & \quad d(x, u) = 0 \quad \text{a.e. on } \partial \Omega.
\end{align*}
\]

The functions $f, a, c : \Omega \times \mathbb{R}^m \times \mathbb{R}^{m \times n} \to \mathbb{R}$ and $g, b, d : \partial \Omega \times \mathbb{R}^m \to \mathbb{R}$ are assumed to be continuous, but not necessarily bounded. Moreover, $f, g, a$ and $b$ are assumed to grow no faster than a degree-$p$ polynomial in the second and third arguments, e.g.

\[
|f(x, u, F)| \lesssim 1 + |u|^p + |F|^p \quad \text{a.e. } x \in \Omega.
\]

This last restriction ensures that all integrals above are well-defined.

3. Occupation and boundary measures. As explained in [20], lower bounds on the optimal value of problem (2.1) can be derived by first posing the minimization over so-called occupation and boundary measures generated by admissible functions $u$, and then by convexifying this measure-theoretic problem into a linear program over a larger set of measures. This section reviews the derivation of this linear program to set the stage for the remainder of the article.

3.1. Measures generated by Sobolev functions. The occupation measure $\mu$ generated by $u \in W^{1,p}(\Omega; \mathbb{R}^m)$ is the pushforward of the Lebesgue measure on $\Omega$ by the map $x \mapsto (x, u(x), \nabla u(x))$ from $\Omega$ into $\Omega \times \mathbb{R}^m \times \mathbb{R}^{m \times n}$. Likewise, the boundary
We use standard multi-index notation, such as $x^{(3.3b)}$ and $x^{(3.5b)}$.

Moreover, $x^{(3.4b)}$. To lighten the notation we denote integration against measures using angled brackets:

$$\langle h, \mu \rangle := \int_{\Omega \times \mathbb{R}^m \times \mathbb{R}^{m \times \mathbb{R}^m}} h(x, y, z) \, d\mu(x, y, z)$$

$$\langle \ell, \nu \rangle := \int_{\partial \Omega \times \mathbb{R}^m} \ell(x, y) \, d\nu(x, y)$$

Occupation and boundary measures generated by Sobolev functions subject to the constraints (2.2) of the variational problem (2.1) satisfy a number of conditions, such as moment bounds. We summarize these conditions now. Define the sets

$$\Gamma := \{(x, y, z) \in \Omega \times \mathbb{R}^m \times \mathbb{R}^{m \times \mathbb{R}^m} : c(x, y, z) = 0\},$$

$$\Lambda := \{(x, y) \in \partial \Omega \times \mathbb{R}^m : d(x, y) = 0\}.$$  

We use standard multi-index notation, such as $x^{\alpha} = x_1^{\alpha_1} \cdots x_n^{\alpha_n}$ for a multivariate monomial and $|\alpha| = \alpha_1 + \cdots + \alpha_n$ for the order of the multi-index $\alpha$.

**Lemma 3.1.** Let $\mu$ and $\nu$ be the occupation and boundary measures generated by a function $u \in W^{1,p}(\Omega; \mathbb{R}^m)$ that satisfies the constraints (2.2). Then, $\mu$ and $\nu$ have bounded moments of order $p$ or less, i.e.,

$$\langle x^\alpha y^\beta z^\gamma, \mu \rangle < \infty \quad \forall (\alpha, \beta, \gamma) \in \mathbb{N}^n \times \mathbb{N}^m \times \mathbb{N}^{m \times \mathbb{R}^m} \text{ s.t. } |\beta| + |\gamma| \leq p,$$

$$\langle x^\alpha y^\beta, \nu \rangle < \infty \quad \forall (\alpha, \beta) \in \mathbb{N}^n \times \mathbb{N}^m \text{ s.t. } |\beta| \leq p.$$

Moreover,

$$\langle a, \mu \rangle + \langle b, \nu \rangle = 0,$$

$$\langle h, \mu \rangle = \int_{\Omega} h(x) \, dx \quad \forall h \in C(\Omega),$$

$$\langle \ell, \nu \rangle = \int_{\partial \Omega} \ell(x) \, dS \quad \forall \ell \in C(\partial \Omega),$$

$$\text{supp}(\mu) \subseteq \Gamma,$$

$$\text{supp}(\nu) \subseteq \Lambda.$$

**Proof.** The boundedness of all moments of order $p$ or less follows from the definition of $\mu$ and $\nu$ as pushforward measures of functions in $W^{1,p}$. Conditions (3.5b) and (3.5c) follow from (3.1a) and (3.1b) when $h$ and $\ell$ depend only on $x$. The same two identities applied to the integral constraint (2.2a) yield (3.5a). To see that $\text{supp}(\mu) \subseteq \Gamma$, assume by contradiction that there exists a set $K \subseteq \Omega \times \mathbb{R}^m \times \mathbb{R}^{m \times \mathbb{R}^m}$ such that $\mu(K) > 0$ and $c(x, y, z) \neq 0$ on $K$. Then, writing $\chi_K$ for the indicator function of $K$, we obtain the contradiction

$$0 < \langle \chi_K, \mu \rangle = \int_{\Omega} \chi_K(x, u(x), \nabla u(x)) \, dx = 0.$$
The last equality holds because \( u \) satisfies (2.2b) and, therefore, \( \chi_K(x, u(x), \nabla u(x)) = 0 \) a.e. on \( \Omega \). A similar argument proves that \( \text{supp}(\nu) \subseteq \Lambda \).

A second group of constraints is derived from the divergence theorem and, loosely speaking, encodes the fact that occupation and boundary measures are constructed using \( u \) as well as its gradient \( \nabla u \). Define the vector space

\[
\Phi^p := \left\{ \varphi \in C^1(\Omega \times \mathbb{R}^m; \mathbb{R}^n) : \sum_{i=1}^n \sum_{j=1}^m \left| \frac{\partial}{\partial y_j} \varphi_i(x, y) \right| \lesssim 1 + |y|^{p-1}, \sum_{i=1}^n |\varphi_i(x, y)| + \sum_{i=1}^n \left| \frac{\partial}{\partial x_i} \varphi_i(x, y) \right| \lesssim 1 + |y|^p \right\},
\]

where \( f \lesssim g \) means \( f \leq Cg \) for some constant \( C > 0 \). This space is clearly not empty; for example, it contains all degree-\( p \) polynomials of \( y \) whose coefficients depend on \( x \) and are uniformly bounded on \( \Omega \). For any \( \varphi \in \Phi^p \), define the total divergence

\[
D\varphi(x, y, z) := \sum_{i=1}^n \frac{\partial}{\partial x_i} \varphi_i(x, y) + \sum_{i=1}^n \sum_{j=1}^m \frac{\partial}{\partial y_j} \varphi_i(x, y) z_{ji}.
\]

This definition is such that \( D\varphi(x, u(x), \nabla u(x)) = \nabla \cdot \varphi(x, u(x)) \) when the right-hand side is calculated using the chain rule. The divergence theorem then gives

\[
\int_{\Omega} D\varphi(x, u, \nabla u) \, dx = \int_{\partial \Omega} \varphi(x, u, s) \cdot \hat{n}(x) \, dS,
\]

where \( \hat{n}(x) \) is the outward unit vector normal to the boundary of \( \Omega \) at \( x \). Applying (3.1a) and (3.1b) to this identity we find the second group of constraints on occupation and boundary measures generated by Sobolev functions.

**Lemma 3.2.** Let \( \mu \) and \( \nu \) be occupation and boundary measures generated by \( u \in W^{1,p}(\Omega; \mathbb{R}^m) \), and let \( \Phi^p \) be the vector space of functions in (3.7). Then,

\[
\langle D\varphi, \mu \rangle - \langle \varphi \cdot \hat{n}, \nu \rangle = 0 \quad \forall \varphi \in \Phi^p.
\]

**3.2. Lower bounds via occupation measures.** We now apply the definitions above to bound the minimum of problem (2.1) from below. First, observe that

\[
\mathcal{F}^* = \inf_{(\mu, \nu)} \{ \langle f, \mu \rangle + \langle g, \nu \rangle \},
\]

where the minimization is over all pairs \( (\mu, \nu) \) of occupation and boundary measures generated by functions \( u \) admissible for (2.1). To bound \( \mathcal{F}^* \) from below, we simply extend the minimization to all pairs \( (\mu, \nu) \) in the convex set defined by the conditions in Lemmas 3.1 and 3.2, which we call occupation and boundary measures. (Note our terminology departs slightly from [20, 21], where such measures are called relaxed occupation and boundary measures.)

Precisely, let \( \mathcal{M}^p(\Gamma) \) and \( \mathcal{M}^p(\Lambda) \) be the convex cones of Radon measures that are supported on the sets \( \Gamma \) and \( \Lambda \) defined in (3.3a) and (3.3b), and whose moments of order \( p \) or less are bounded as in (3.4). Let

\[
\mathcal{M}^p := \mathcal{M}^p(\Gamma) \times \mathcal{M}^p(\Lambda).
\]
The set of occupation and boundary measures is defined here as
\[(3.13) \mathcal{O}^P := \{(\mu, \nu) \in M^p : (3.5a)-(3.5c) \text{ and } (3.10)\} .\]

It is clearly convex, as it is defined using linear and one-sided constraints, and it contains all occupation and boundary measures generated by Sobolev functions \(u\) admissible in (2.1).

Extending the minimization in (3.11) to \(\mathcal{O}^P\) yields an infinite-dimensional linear program whose minimum bounds \(F^*\) from below:
\[(3.14) F^* \geq \inf_{(\mu, \nu) \in \mathcal{O}^P} \{ \langle f, \mu \rangle + \langle g, \nu \rangle \} =: F_{\text{omr}} .\]

The rest of this article analyzes the occupation measure relaxation (3.14) with an eye towards understanding whether it is or is not sharp, i.e., if \(F_{\text{omr}} = F^*\) or not.

4. A dual scheme for proving lower bounds. Calculating the occupation measure relaxation bound \(F_{\text{omr}}\) amounts to solving an infinite-dimensional linear program posed over measures. In principle, this admits a dual problem posed over continuous functions. The advantage of this dual problem is that any admissible choice of functions proves a lower bound on \(F_{\text{omr}}\). Section 4.1 derives the dual problem via a minimax argument, leading to a ‘weak’ duality result. Section 4.2 improves this to a ‘strong’ duality under suitable conditions. When strong duality holds, \(F_{\text{omr}}\) is computed by the dual maximization.

4.1. Weak duality. Consider the vector space of continuous functions
\[(4.1) \mathbb{V} := \Phi^p \times \mathbb{R} \times C(\overline{\Omega}) \times C(\partial \Omega),\]

where \(\Phi^p\) is defined in (3.7). Consider also the convex subset
\[(4.2) \mathbb{B} := \{(\varphi, \eta, h, \ell) \in \mathbb{V} : F_{\varphi, \eta, h}^\varphi(x, y, z) \geq 0 \text{ on } \Gamma, \quad G_{\varphi, \eta, \ell}^\varphi(x, y) \geq 0 \text{ on } \Lambda\},\]

where
\[(4.3a) F_{\varphi, \eta, h}^\varphi(x, y, z) := f(x, y, z) + D\varphi(x, y, z) - \eta \cdot a(x, y, z) - h(x), \]
\[(4.3b) G_{\varphi, \eta, \ell}^\varphi(x, y) := g(x, y) - \varphi(x, y) \cdot \hat{n}(x) - \eta \cdot b(x, y) - \ell(x).\]

A straightforward minimax argument yields the following weak duality result. (See [11] for a derivation of the dual problem that avoids the use of measures.)

**Theorem 4.1.** The optimal value \(F_{\text{omr}}\) of the linear program (3.14) satisfies
\[(4.4) F_{\text{omr}} \geq \sup_{(\varphi, \eta, h, \ell) \in \mathbb{B}} \left\{ \int_\Omega h(x) \, dx + \int_{\partial \Omega} \ell(x) \, dS \right\} =: \mathcal{L}_{\text{pdr}} .\]

**Proof of Theorem 4.1.** Define a Lagrangian function \(\mathcal{L} : M^p \times \mathbb{V} \to \mathbb{R}\) as
\[(4.5) \mathcal{L}[(\mu, \nu), (\varphi, \eta, h, \ell)] := \langle F_{\varphi, \eta, h}^\varphi, \mu \rangle + \langle G_{\varphi, \eta, \ell}^\varphi, \nu \rangle + \int_\Omega h(x) \, dx + \int_{\partial \Omega} \ell(x) \, dS .\]

Recalling the definition of \(F_{\text{omr}}\) from (3.14), it suffices to establish that
\[(4.6a) \inf_{(\mu, \nu) \in \mathcal{O}^P} \{ \langle f, \mu \rangle + \langle g, \nu \rangle \} = \inf_{(\mu, \nu) \in M^p} \sup_{(\varphi, \eta, h, \ell) \in \mathbb{V}} \mathcal{L}[(\mu, \nu), (\varphi, \eta, h, \ell)] \geq \sup_{(\varphi, \eta, h, \ell) \in \mathbb{V}} \inf_{(\mu, \nu) \in M^p} \mathcal{L}[(\mu, \nu), (\varphi, \eta, h, \ell)] \]
\[(4.6b) \geq \sup_{(\varphi, \eta, h, \ell) \in \mathbb{V}} \inf_{(\mu, \nu) \in M^p} \mathcal{L}[(\mu, \nu), (\varphi, \eta, h, \ell)] \]
\[(4.6c) = \sup_{(\varphi, \eta, h, \ell) \in \mathbb{B}} \left\{ \int_\Omega h(x) \, dx + \int_{\partial \Omega} \ell(x) \, dS \right\} .\]
The equality in (4.6a) holds because the supremum on the right-hand side is equal to \( \langle f, \mu \rangle + \langle g, \nu \rangle \) if \((\mu, \nu) \in \mathbb{O}^p\), whereas it is infinite otherwise. The former statement is an immediate consequence of the definition of \( \mathcal{L} \) and of the constraints defining \( \mathbb{O}^p \). For the latter, observe that at least one condition from (3.5a), (3.5b), (3.5c) and (3.10) fails when \((\mu, \nu) \notin \mathbb{O}^p\). Assume for definiteness that the condition being violated is (3.10); similar arguments apply to the other cases. Then, there exists \( \varphi_0 \in \Phi^p \) such that \( \langle D \varphi_0, \mu \rangle - \langle \varphi_0 \cdot \hat{n}, \nu \rangle = C \neq 0 \), and we may take \( C > 0 \) by replacing \( \varphi_0 \) with \(- \varphi_0\) if necessary. Since \((k\varphi_0, 0, 0, 0)\) is in \( \mathcal{V} \) for all \( k \in \mathbb{R} \),

\[
\sup_{(\varphi, n, h, \ell) \in \mathcal{V}} \mathcal{L}[(\mu, \nu), (\varphi, \eta, \xi, h, \ell)] \geq \mathcal{L}[(\mu, \nu), (k \varphi_0, 0, 0, 0)] = \langle f + k D \varphi_0, \mu \rangle + \langle g - k \varphi_0 \cdot n, \nu \rangle = \langle f, \mu \rangle + \langle g, \nu \rangle + kC.
\]

Letting \( k \to +\infty \) shows that the supremum on the left-hand side is unbounded, as claimed. Identity (4.6a) is therefore proved.

The inequality in (4.6b) is a straightforward consequence of exchanging the order of minimization and maximization, leaving only the verification of (4.6c). For this, recall the definition of \( \mathcal{L} \) from (4.5) and of the set \( \mathbb{B} \) from (4.2), and observe that

\[
\inf_{(\mu, \nu) \in \mathbb{B}^p} \mathcal{L} = \begin{cases} 
\int_\Omega h(x) \, dx + \int_{\partial \Omega} \ell(x) \, dS & \text{if } F^{\varphi, \eta, h} \geq 0 \text{ on } \Gamma \text{ and } G^{\varphi, \eta, \ell} \geq 0 \text{ on } \Lambda, \\
-\infty & \text{otherwise}.
\end{cases}
\]

Indeed, the infimum is attained when \( \mu \) and \( \nu \) are the zero measures if \( F^{\varphi, \eta, h} \) and \( G^{\varphi, \eta, \ell} \) are nonnegative on \( \Gamma \) and \( \Lambda \), respectively. Otherwise, let \((\mu_k, \nu_k)\) be a sequence of Dirac measures with mass \( k \) supported at a point of \( \Gamma \) where \( F^{\varphi, \eta, h} < 0 \) and at a point of \( \Lambda \) where \( G^{\varphi, \eta, \ell} < 0 \), and let \( k \to +\infty \). Theorem 4.1 is proved.

4.2. Strong duality. The weak duality achieved above provides lower bounds on \( \mathcal{F}_{omr} \) through the choice of admissible functions for (4.4), but does not guarantee that these bounds are sharp (i.e., that \( \mathcal{F}_{omr} = \mathcal{L}_{pdr} \)). So far, such sharpness has been reported for particular problems where in fact \( \mathcal{L}_{pdr} = \mathcal{F}^* \), including variational problems evaluating eigenvalues of Sturm–Liouville problems and optimal constants of Poincaré inequalities [11]. To help separate the issues of computing \( \mathcal{F}_{omr} \) versus \( \mathcal{F}^* \), here we prove that \( \mathcal{F}_{omr} = \mathcal{L}_{pdr} \) under general conditions. We turn to the question of whether \( \mathcal{F}^* = \mathcal{F}_{omr} \) in section 5.

Theorem 4.2. The equality \( \mathcal{F}_{omr} = \mathcal{L}_{pdr} \) holds if there exists \( \varphi_0 \in \Phi^p \), constants \( q, r \) with \( 0 \leq r < q \leq p \), and a constant \( \beta > 0 \) such that

\[
\begin{align*}
(4.7a) \quad f(x, y, z) + D \varphi_0(x, y, z) & \geq \beta (|y|^q + |z|^q - 1) \quad \text{on } \Gamma, \\
(4.7b) \quad g(x, y) - \varphi_0(x, y) \cdot \hat{n}(x) & \geq \beta (|y|^q - 1) \quad \text{on } \Lambda, \\
(4.7c) \quad |a(x, y, z)| & \leq \beta (|y|^r + |z|^r) \quad \text{on } \Gamma, \\
(4.7d) \quad |b(x, y)| & \leq \beta |y|^r \quad \text{on } \Lambda.
\end{align*}
\]

Before giving the proof, let us pause to discuss the role of \( \varphi_0 \). So far, we have yet to invoke any sort of ‘coercivity’ hypotheses on the integrands \( f \) and \( g \) from the original minimization (2.1). If \( f \) and \( g \) are coercive, in the sense that (4.7a) and (4.7b) hold with \( \varphi_0 = 0 \), then strong duality follows immediately from our \( r \)-growth assumptions on \( a \) and \( b \). A subcase of this that has received prior attention [20] is when the constraints from (2.1) give compact \( \Gamma \) and \( \Lambda \). Here, we include \( \varphi_0 \) to allow for ‘translations’ of the integrands \( f \) and \( g \) that achieve coercivity while preserving the
value of the functional from (2.1). (That this value is preserved under the replacement \((f, g) \mapsto (f + D\varphi_0, g - \varphi_0 \cdot \hat{n})\) follows from the divergence theorem.) We imagine such translations could be useful for verifying that \(F^* > -\infty\) in cases where the original integrand is not evidently bounded from below.

We turn now to proving Theorem 4.2. The proof is somewhat technical and the theorem is not used in the rest of the paper, so the reader who wishes to skip forward to the problem of proving that \(F_{omr} = F^*\) may proceed to section 5.

**Proof of Theorem 4.2.** Let \(C^1_c(\Omega \times \mathbb{R}^m; \mathbb{R}^n)\) be the space of continuously differentiable \(n\)-variate functions with compact support on \(\Omega \times \mathbb{R}^m\). Define
\[
\Phi^p_c := \Phi^p \cap C^1_c(\Omega \times \mathbb{R}^m; \mathbb{R}^n),
\]
(4.8a)
\[
V_c := \Phi^p_c \times \mathbb{R} \times C(\Omega) \times C(\partial \Omega).
\]
(4.8b)

Further, let \(\mathbb{O}^p_c \subset \mathbb{M}^p\) be the set of measures obtained from the measure set \(\mathbb{O}^p\) defined in (3.13) by relaxing the ‘divergence theorem’ condition (3.10) to hold only for compactly supported \(\varphi \in \Phi^p_c\). We shall prove that
\[
\mathcal{L}_{pdr} \geq \sup_{(\varphi, \eta, h, \ell) \in \mathbb{R}} \left\{ \int_\Omega h(x) \, dx + \int_{\partial \Omega} \ell(x) \, dS \right\}
\]
(4.9a)
\[
= \inf_{(\mu, \nu) \in \mathbb{O}^p_c} \left\{ \langle f + D\varphi_0, \mu \rangle + \langle g - \varphi_0 \cdot \hat{n}, \nu \rangle \right\}
\]
(4.9b)
\[
= F_{omr}.
\]
(4.9c)

This, combined with the inequality \(F_{omr} \geq \mathcal{L}_{pdr}\) from Theorem 4.1, implies the desired identity \(F_{omr} = \mathcal{L}_{pdr}\). Inequality (4.9a) is immediate, while identities (4.9b) and (4.9c) are proven separately below.

**Proof of (4.9b).** Reasoning as in the proof of Theorem 4.1 shows that the maximization on the right-hand side of (4.9a) and the minimization on the right-hand side of (4.9b) are weakly dual problems. The equality in (4.9b) expresses strong duality and holds if the order of minimization and maximization in the minimax problem
\[
\inf_{(\mu, \nu) \in \mathbb{M}^p} \sup_{(\varphi, \eta, h, \ell) \in \mathbb{V}_c} \mathcal{L}'[(\mu, \nu), (\varphi_0 + \varphi, \eta, h, \ell)]
\]
(4.10)
is irrelevant, where the Lagrangian function \(\mathcal{L}'\) is defined in (4.5). This fact can be established with the help of a minimax theorem by Brezis, Stampacchia and Nirenberg [9]. Here, we use a version of theorem given in [31, Theorem 5.2.2], which requires checking the following conditions:

(BNS1) The set \(\mathbb{V}_c\) is a convex subset of a real vector space.

(BNS2) The set \(\mathbb{M}^p\) is a convex subset of a Hausdorff topological vector space.

(BNS3) For all \((\mu, \nu) \in \mathbb{M}^p\), the function \((\varphi, \eta, h, \ell) \mapsto \mathcal{L}'[(\mu, \nu), (\varphi, \eta, h, \ell)]\) is upper semicontinuous and quasiconcave\(^1\) on the intersection of \(\mathbb{V}_c\) with any finite-dimensional space.

(BNS4) For all \((\varphi, \eta, h, \ell) \in \mathbb{V}_c\), the function \((\mu, \nu) \mapsto \mathcal{L}'[(\mu, \nu), (\varphi, \eta, h, \ell)]\) is lower semicontinuous and quasiconvex on \(\mathbb{M}^p\).

\(^1\)In this section, a real-valued function \(f\) is said to be quasiconvex (resp. quasiconcave) if the pre-image of the interval \((-\infty, a)\) is a convex (resp. concave) set for every \(a \in \mathbb{R}\). This definition arises in convex analysis and should not be confused with the completely different notion of quasiconvexity encountered in relaxation theory, which will be used in section 7.1.
There exists \((\tilde{\varphi}, \tilde{\eta}, \tilde{h}, \tilde{\ell}) \in \mathbb{V}_c\) and a constant \(\kappa\) satisfying \(\kappa > \sup_{\mathbb{V}_c} \inf_{\mathbb{M}^p} \mathcal{L}\) such that the set \(\{(\mu, \nu) \in \mathbb{M}^p : \mathcal{L}[\mu, \nu, (\varphi, \eta, h, \ell)] \leq \kappa\}\) is compact.

For conditions (BNS1) and (BNS2), observe that \(\mathbb{V}_c\) is a real vector space by construction, while \(\mathbb{M}^p\) is a convex subset of the product of the spaces \(\mathcal{M}^p(\Gamma)\) and \(\mathcal{M}^p(\Lambda)\) of signed Radon measures supported on \(\Gamma\) and \(\Lambda\) and with bounded moments of order \(p\). This is a Hausdorff space when endowed with the product weak-* topology. Recall that a sequence of measures \(\mu_k \in \mathcal{M}^p(\Gamma)\) is said to converge weak-* to a measure \(\mu \in \mathcal{M}^p(\Gamma)\) if

\[
\langle \psi, \mu_k \rangle \to \langle \psi, \mu \rangle
\]

for all functions \(\psi \in C(\Gamma)\) with compact support. In this case, we write \(\mu_k \rightharpoonup^{\ast} \mu\).

For condition (BNS3), let \(\mathbb{V}_d \subset \mathbb{V}\) be any \(d\)-dimensional space and expand its elements as linear combinations of \(d\) fixed basis functions. The function \((\varphi, \eta, h, \ell) \mapsto \mathcal{L}[\mu, \nu, (\varphi, \eta, h, \ell)]\) is affine (hence, quasiconvex) in the \(d\) expansion coefficients. It is also continuous (hence, upper semicontinuous) in the usual topology on \(\mathbb{R}^d\).

For condition (BNS4), note that the function \((\mu, \nu) \mapsto \mathcal{L}[\mu, \nu, (\varphi_0 + \varphi, \eta, h, \ell)]\) is affine for every fixed \((\varphi, \eta, h, \ell) \in \mathbb{V}_c\), so in particular it is quasiconvex. To establish its weak-* lower semicontinuity, instead, we need to show that

\[
\liminf_{\mu_k \rightharpoonup^{\ast} \mu} \langle F_{\varphi_0 + \varphi, \eta, h, \ell}, \mu_k \rangle \geq \langle F_{\varphi_0 + \varphi, \eta, h, \ell}, \mu \rangle,
\]

\[
\liminf_{\nu_k \rightharpoonup^{\ast} \nu} \langle G_{\varphi_0 + \varphi, \eta, \ell}, \nu_k \rangle \geq \langle G_{\varphi_0 + \varphi, \eta, \ell}, \nu \rangle.
\]

Since \(\varphi\) has compact support and \(h\) is continuous on \(\overline{\Omega}\), we can use the assumed coercivity of \(f + D\varphi_0\) in (4.7a) and the bounded growth of \(a(x, y, z)\) from (4.7c) to conclude that \(F_{\varphi_0 + \varphi, \eta, h}\) is coercive on \(\Gamma\), i.e.,

\[
F_{\varphi_0 + \varphi, \eta, h}(x, y, z) = \left[f + D\varphi_0 + D\varphi - \eta a - h\right](x, y, z) \geq |y|^q + |z|^q - 1 \quad \text{on} \quad \Gamma.
\]

In particular, the negative part \(F_{\varphi_0 + \varphi, \eta, h}^{-}\) of \(F_{\varphi_0 + \varphi, \eta, h}\) is compactly supported on the (possibly noncompact) support \(\Gamma \subseteq \overline{\Omega} \times \mathbb{R}^m \times \mathbb{R}^{m \times n}\) of the measures \(\mu_k\) and \(\mu\). Then, writing \(F_{\varphi_0 + \varphi, \eta, h}^{+}\) for the positive part of \(F_{\varphi_0 + \varphi, \eta, h}\) and using the definition of weak-* convergence of measures,

\[
\liminf_{\mu_k \rightharpoonup^{\ast} \mu} \langle F_{\varphi_0 + \varphi, \eta, h}, \mu_k \rangle = \liminf_{\mu_k \rightharpoonup^{\ast} \mu} \left[\langle F_{\varphi_0 + \varphi, \eta, h}^{+}, \mu_k \rangle - \langle F_{\varphi_0 + \varphi, \eta, h}^{-}, \mu_k \rangle\right] = \liminf_{\mu_k \rightharpoonup^{\ast} \mu} \langle F_{\varphi_0 + \varphi, \eta, h}^{+}, \mu_k \rangle - \langle F_{\varphi_0 + \varphi, \eta, h}^{-}, \mu \rangle.
\]
To obtain (4.12a), let \( \{\chi_m\}_{m \geq 0} \) be a partition of unity of \( \Gamma \) and estimate
\[
\liminf_{\mu_k \rightharpoonup \mu} \langle F^{\varphi_0 + \varphi, \eta, h}, \mu_k \rangle = \liminf_{\mu_k \rightharpoonup \mu} \left( \sum_{m \geq 0} \chi_m F^{\varphi_0 + \varphi, \eta, h}, \mu_k \right)
\]
\[
= \liminf_{\mu_k \rightharpoonup \mu} \sum_{m \geq 0} \langle \chi_m F^{\varphi_0 + \varphi, \eta, h}, \mu_k \rangle
\]
(Fatou’s lemma) \[
\geq \sum_{m \geq 0} \liminf_{\mu_k \rightharpoonup \mu} \langle \chi_m F^{\varphi_0 + \varphi, \eta, h}, \mu_k \rangle
\]
(weak-* convergence) \[
= \sum_{m \geq 0} \langle \chi_m F^{\varphi_0 + \varphi, \eta, h}, \mu \rangle
\]
\[
= \langle F^{\varphi_0 + \varphi, \eta, h}, \mu \rangle.
\]
Inequality (4.12b) is proved using nearly identical steps based on assumptions (4.7b) and (4.7d), which we omit for brevity. Condition (BNS4) is therefore established.

There remains to verify condition (BNS5). First, we fix a suitable \( \kappa \). Inequalities (3.14) and (4.9a) and steps similar to those in the proof of Theorem 4.1 imply that
\[
F^* \geq \sup_{(\varphi, \eta, h, \ell) \in \mathcal{V}_\epsilon} \inf_{(\mu, \nu) \in \mathcal{M}^p} \mathcal{L}[(\mu, \nu), (\varphi + \varphi_0, \eta, h, \ell)],
\]
where \( F^* \) is the global minimum of the variational problem (2.1). We may assume that \( F^* > -\infty \), otherwise Theorem 4.2 holds trivially with \( F_{\text{omr}} = \mathcal{L}_{\text{pdr}} = -\infty \). Then, \( \kappa = 1 + F^* \) satisfies the strict inequality required by condition (BNS5). Next, we set \( (\tilde{\varphi}, \tilde{\eta}, \tilde{h}, \tilde{\ell}) = (0, 0, -1 - \beta, -1 - \beta) \in \mathcal{V}_\epsilon \), where \( \beta \) is the constant appearing in (4.7), and check the weak-* compactness of the set
\[
\mathbb{K} := \{ (\mu, \nu) \in \mathcal{M} : \mathcal{L}[(\mu, \nu), (\varphi_0, 0, -1 - \beta, -1 - \beta)] \leq 1 + F^* \}.
\]

This follows from Prokhorov’s theorem (see, e.g., [7, Theorem 8.6.2]) if we can show that \( \mathbb{K} \) is sequentially weak-* closed, bounded in the total variation norm, and uniformly tight—meaning that, for every \( \epsilon > 0 \), there exist compact sets \( \Lambda_\epsilon \subseteq \Lambda \) and \( \Gamma_\epsilon \subseteq \Gamma \) such that \( \mu(\Gamma \setminus \Gamma_\epsilon) + \nu(\Lambda \setminus \Lambda_\epsilon) \leq \epsilon \) whenever \( (\mu, \nu) \in \mathbb{K} \). Sequential closedness follows from the weak-* lower semicontinuity of the function \( (\mu, \nu) \mapsto \mathcal{L}[(\mu, \nu), (\varphi_0, 0, -1 - \beta, -1 - \beta)] \), which was proven above. For boundedness and uniform tightness, instead, observe that the estimates in (4.7) imply
\[
1 + F^* > \mathcal{L}[(\mu, \nu), (\varphi_0, 0, -1 - \beta, -1 - \beta)]
\]
\[
= \langle f + D\varphi_0 + 1 + \beta, \mu \rangle + \langle g - \varphi_0 \cdot \tilde{n} + 1 + \beta, \nu \rangle
\]
\[
\geq \langle \beta |y|^q + \beta |z|^q + 1, \mu \rangle + \langle \beta |y|^q + 1, \nu \rangle
\]
for all \( (\mu, \nu) \in \mathbb{K} \). The last expression is bounded below by \( \langle 1, \mu \rangle + \langle 1, \nu \rangle = \| (\mu, \nu) \| \), proving that \( \mathbb{K} \) is bounded in the total variation norm. Moreover, given any \( \epsilon > 0 \), one can consider the compact sets \( \Gamma_\epsilon = \Gamma \cap \{(x, y, z) : |y|^q + |z|^q \leq \epsilon^{-1} \beta^{-1}(1 + F^*)\} \) and \( \Lambda_\epsilon = \Lambda \cap \{(x, y) : |y|^q \leq \epsilon^{-1} \beta^{-1}(1 + F^*)\} \) and drop the positive terms \( \langle 1, \mu \rangle + \langle 1, \nu \rangle \) from the right-hand side of (4.13) to obtain
\[
\beta^{-1}(1 + F^*) > \langle |y|^q + |z|^q, \mu \rangle + \langle |y|^q, \nu \rangle
\]
\[
\geq \int_{\Gamma \setminus \Gamma_\epsilon} |y|^q + |z|^q \, d\mu + \int_{\Lambda \setminus \Lambda_\epsilon} |y|^q \, d\nu
\]
\[
\geq \epsilon^{-1} \beta^{-1}(1 + F^*) \left[ \mu(\Gamma \setminus \Gamma_\epsilon) + \nu(\Lambda \setminus \Lambda_\epsilon) \right].
\]
can estimate from (3.7), the fact that

Using the inequality Ψ

it holds for general ϕ ∈ Φ^p. This implies Ω^p ≥ Ω^p and establishes (4.9c) because

It suffices to show that, for every ϕ ∈ Φ^p, every pair (μ, ν) ∈ M^p, and every ε > 0, there exists r > 0 and ϕ_r ∈ Φ^p_r such that

(4.14a) |⟨Dϕ - Dϕ_r, μ⟩| ≤ ε,
(4.14b) |⟨ϕ_r - ϕ_r · h, ν⟩| ≤ ε.

Let Ψ_r : R_+ → [0, 1] be a smooth cut-off function defined via

Ψ_r(ξ) = \begin{cases} 1 & \text{if } ξ ≤ r^2 \\ ψ_r(ξ) & \text{if } r^2 ≤ ξ ≤ 4r^2 \\ 0 & \text{if } ξ ≥ 4r^2, \end{cases}

where ψ_r : R_+ → [0, 1] is a monotonically decreasing function satisfying

(4.15) |ψ'_r(ξ)| ≤ 4r^{-2}.

Set ϕ_r(x, y) = Ψ_r(∥y∥^2)ϕ(x, y) and, for every constant γ > 0, define the set Γ_γ := \{(x, y, z) ∈ Γ : ∥y∥ ≤ γ\}. Then,

(4.16) |⟨Dϕ - Dϕ_r, μ⟩| ≤ |⟨Dϕ - Dϕ_r⟩, μ⟩ ≤ I_1 + I_2,

where (summing over repeated indices to lighten the notation)

\[ I_1 := \int_{Γ \setminus Γ_r} \left[ 1 - Ψ_r(∥y∥^2) \right] \left( |\partial_x ϕ_i| + |\partial_y ϕ_i| \right) |z_j| \, dμ, \]

\[ I_2 := 2 \int_{Γ_{2r} \setminus Γ_r} Ψ'_r(∥y∥^2) |ϕ_i| |y_j| |z_j| \, dμ. \]

Using the inequality Ψ_r(∥y∥^2) ≤ 1, inequality (4.15), the growth conditions on ϕ from (3.7), the fact that ∥y∥ ≤ 2r on Γ_{2r} \ Γ_r, and the Cauchy–Schwarz inequality, we can estimate

(4.17a) I_1 ≤ \int_{Γ \setminus Γ_r} |\partial_x ϕ_i| + |\partial_y ϕ_i| |z_j| \, dμ ≤ \int_{Γ \setminus Γ_r} \left( 1 + |y|^p + |z| + |y|^{p-1}|z| \right) \, dμ,

and

(4.17b) I_2 ≤ \int_{Γ_{2r} \setminus Γ_r} r^{p-1} |z| \, dμ ≤ r^{p-1} \left( \int_{Γ_{2r} \setminus Γ_r} |z|^p \, dμ \right)^{\frac{1}{p}} \mu(Γ_{2r} \setminus Γ_r)^{\frac{p-1}{p}}.

Moreover, since the (fixed) measure μ has bounded moments of degree p,

\[ \mu(Γ_{2r} \setminus Γ_r) ≤ \mu(Γ \setminus Γ_r) ≤ \frac{1}{r^p} \int_{Γ \setminus Γ_r} r^p \, dμ ≤ \frac{1}{r^p} \int_{Γ} |y|^p \, dμ \sim \frac{1}{r^p}. \]
Thus, we can replace (4.17b) with
\begin{equation}
\mathcal{I}_2 \lesssim \left( \int_{\Gamma_2 \setminus \Gamma_r} |\sigma|^p \, d\mu \right)^{\frac{1}{p}} \lesssim \left( \int_{\Gamma \setminus \Gamma_r} |\sigma|^p \, d\mu \right)^{\frac{1}{p}}. \tag{4.18}
\end{equation}

Now, the right-hand sides of (4.18) and (4.17a) tend to zero as \( r \) tends to infinity because \( \Gamma \setminus \Gamma_r \) increases to \( \Gamma \) and \( \mu \) has bounded moments of degree \( p \) or less. In particular, there exists \( r \) large enough that \( \mathcal{I}_1 + \mathcal{I}_2 \leq \varepsilon \). Combining this with (4.16) yields (4.14a), as desired. Inequality (4.14b) follows from similar estimates using the fact that \( |\hat{n}| = 1 \), which are omitted for brevity. Identity (4.9c), and therefore Theorem 4.2, are proved.

5. Sharpness of occupation measure bounds. We now ask whether \( \mathcal{F}_{\text{omr}} \) and \( \mathcal{L}_{\text{pdv}} \) are sharp lower bounds on the optimal value \( \mathcal{F}^* \) of the original minimization problem (2.1), i.e., whether \( \mathcal{F}^* = \mathcal{F}_{\text{omr}} = \mathcal{L}_{\text{pdv}} \). These identities are proved in [11] for particular classes of quadratic problems. Here, we establish a different sharpness result covering problems in the form
\begin{equation}
\mathcal{F}^* = \inf_{u \in W^{1,p}_0(\Omega; \mathbb{R}^m)} \int_{\Omega} f_0(x, \nabla u) + f_1(x, u) \, dx \tag{5.1}
\end{equation}
where \( \Omega \subset \mathbb{R}^n \) is a bounded Lipschitz domain, \( u \) is subject only to the homogeneous Dirichlet boundary conditions \( u = 0 \), and the functions \( f_0, f_1 \) are continuous in both arguments and convex in their second arguments.

**Theorem 5.1.** Consider the variational problem (5.1) where \( \Omega \) is a bounded Lipschitz domain, \( p > 1 \), and the functions \( f_0 \) and \( f_1 \) are continuous. Suppose that:

(H1) The functions \( z \mapsto f_0(x, z) \) and \( y \mapsto f_1(x, y) \) are convex for every \( x \in \Omega \).

(H2) There exist constants \( c_1, c_2, c_3 > 0 \) such that
\begin{align*}
c_1 |z|^p - c_2 &\leq f_0(x, z) \leq c_3 (|z|^p + 1) \quad \forall x \in \Omega, \\
c_1 |y|^p - c_2 &\leq f_1(x, y) \leq c_3 (|y|^p + 1) \quad \forall x \in \Omega.
\end{align*}

Then, \( \mathcal{F}^* = \mathcal{F}_{\text{omr}} = \mathcal{L}_{\text{pdv}} \). Furthermore, the maximization in (4.4) can be carried out with \( \eta = 0 \), \( \ell = 0 \) and \( \varphi \in \Phi^p \) of the form \( \varphi(x, y) = \sigma(x) y \) with \( \sigma \in C^1(\overline{\Omega}; \mathbb{R}^{m \times n}) \) without changing its value.

**Remark 5.2.** The choice \( \eta = 0 \) in (4.4) is natural because (5.1) has no integral constraints. The choice \( \ell = 0 \), instead, is optimal because the functional being minimized involves no boundary integrals and, as shown in the proof, there is an optimizing sequence of \( \varphi \) such that the trace of \( \varphi(x, u(x)) \) vanishes when \( u \in W^{1,p}_0(\Omega; \mathbb{R}^m) \).

**Remark 5.3.** We use the homogeneous boundary condition \( u = 0 \) for simplicity; one can handle non-zero boundary conditions \( u = u_0 \) by writing the minimization in terms of \( v = u - u_0 \), for suitably regular \( u_0 \). We leave this to the reader.

**Remark 5.4.** The coercivity and growth conditions on \( f_1 \) in (H2) can be replaced with the assumption that \( f_1(x, y) = F(x) \cdot y \) for some smooth function \( F \) with straightforward changes to the proof.

**Remark 5.5.** A more general version of Theorem 5.1 appeared in [17] after this paper was submitted. It allows for integrands \( f(x, u, \nabla u) \) that are jointly convex in \( u \) and \( \nabla u \), as well as for certain convex constraints.
The proof of Theorem 5.1 is given in section 5.2 and uses three technical lemmas established in section 5.1. There, we make extensive use of the Legendre transforms
\[ f_0^*(x, z^*) = \sup_{z \in \mathbb{R}^{m \times n}} \{ z \cdot z^* - f_0(x, z) \}, \]
\[ f_1^*(x, y^*) = \sup_{y \in \mathbb{R}^m} \{ y \cdot y^* - f_1(x, y) \}. \]
First, however, we show that the convexity assumption on \( f_0 \) can be removed for one-dimensional or scalar variational problems simply by replacing \( f_0 \) with its convexification (double Legendre transform) \( f_0^{**} \). Thus, when \( n = 1 \) or \( m = 1 \) the occupation measure and pointwise dual relaxations are sharp even when the integrand in (5.1) is not convex in the gradient term.

**Corollary 5.6.** Consider the variational problem (5.1) where \( \Omega \) is a bounded Lipschitz domain, \( p > 1 \), and \( n = 1 \) or \( m = 1 \). If the growth conditions (H2) hold and the function \( y \mapsto f_1(x, y) \) is convex for every \( x \in \Omega \), then \( F^* = F_{omr} = L_{pdr} \). Moreover, the maximization in (4.4) can be restricted as explained in Theorem 5.1.

**Remark 5.7.** The result extends to functions \( f_1 \) that do not satisfy condition (H2), but are linear in \( y \) as explained in Remark 5.4. This is the case for the one-dimensional example in §5.3 of [11], where numerical lower bounds on \( L_{pdr} \) computed using semi-definite programming agree with \( F^* \) to high accuracy.

**Remark 5.8.** The convexification argument used to prove Corollary 5.6 cannot be applied to remove the convexity assumption on \( f_1 \) without changing the minimum in general. A simple counterexample is the one-dimensional scalar problem

\[ f_1^{**}(x, y) = \begin{cases} |y - 1| |y + 1| & \text{if } |y| \geq 1 \\ 0 & \text{otherwise} \end{cases} \]

the minimum of the convexified functional \( \int_{-1}^{1} \frac{|du|}{dx}^2 + f_1^{**}(x, u) \, dx \) is zero.

**Proof of Corollary 5.6.** It is known (see, e.g., [12, Theorem 9.8]) that when \( n = 1 \) or \( m = 1 \) we can replace \( f_0 \) with its convexification \( f_0^{**} \) without changing \( F^* \), i.e.

\[ F^* = \inf_{u \in W_0^{1,p}(\Omega; \mathbb{R}^n)} \int_{\Omega} f_0^{**}(x, \nabla u) + f_1(x, u) \, dx. \]

To prove the corollary we apply Theorem 5.1 and the standard identity \( f_0^{***} = f_0^* \). For this, we must check that \( f_0^{**} \) satisfies the same growth and coercivity conditions as \( f_0 \), possibly with different constants \( c_1, c_2 \) and \( c_3 \). This follows from the definition of the Legendre transform and the growth and coercivity conditions on \( f_0 \). Indeed, by the coercivity of \( f_0 \),

\[ f_0^*(x, z^*) := \sup_{z \in \mathbb{R}^n} \{ z^* \cdot z - f_0(x, z) \} \leq \sup_{z \in \mathbb{R}^n} \{ z^* \cdot z - c_1 |z|^p \} + c_2 \]
\[ = \frac{1}{q} \left( \frac{1}{pc_1} \right)^{\frac{1}{q-1}} |z^*|^q + c_2 \leq c_4 (|z^*|^q + 1), \]
where \( q = p/(p - 1) \) and \( c_4 \) is the largest of the two constants appearing in the penultimate line. Similarly, the growth condition on \( f_0 \) gives

\[
(5.5) \quad f_0^*(x, z^*) := \sup_{z \in \mathbb{R}^n} \{ z^* \cdot z - f_0(x, z) \} \\
\geq \sup_{z \in \mathbb{R}^n} \{ z^* \cdot z - c_3 |z|^p \} - c_3 = \frac{1}{q} \left( \frac{1}{p c_3} \right)^{\frac{1}{p-1}} |z^*|^q + c_3.
\]

Thus, \( f_0^* \) satisfies coercivity and growth conditions similar to those of \( f_0 \), but with different constants and the conjugate exponent \( q \). By the same arguments one concludes that the double Legendre transform \( f_0^{**} = (f_0^*)^* \) satisfies growth and coercivity conditions with exponent \( p \), as desired.

The rest of this section proves Theorem 5.1. The key is to recognize that pointwise dual relaxations solve a dual variational problem that can be obtained directly using the Legendre transform (cf. Lemma 5.10).

5.1. Three technical lemmas. First, we prove that certain integral functionals on \( L^q(\Omega; \mathbb{R}^{m \times n}) \) and \( L^q(\Omega; \mathbb{R}^m) \) defined using \( f_0^* \) and \( f_1^* \) are continuous. Here, \( q \) is the Hölder conjugate of the exponent \( p \) from Theorem 5.1, meaning that \( 1/p + 1/q = 1 \).

**Lemma 5.9.** Under the growth and coercivity conditions (H2), the functions \( \sigma^* \mapsto \int_\Omega f_0^*(x, \sigma^*(x)) \, dx \) and \( \rho^* \mapsto \int_\Omega f_1^*(x, \rho^*(x)) \, dx \) are finite and strongly continuous from \( L^q(\Omega; \mathbb{R}^{m \times n}) \) and \( L^q(\Omega; \mathbb{R}^m) \) into \( \mathbb{R} \).

**Proof.** We prove the results only for \( \sigma^* \mapsto \int_\Omega f_0^*(x, \sigma^*(x)) \, dx \) since the arguments for \( \rho^* \mapsto \int_\Omega f_1^*(x, \rho^*(x)) \, dx \) are identical. To see that \( \int_\Omega f_0^*(x, \sigma^*(x)) \, dx < +\infty \) for all \( \sigma \in L^q(\Omega; \mathbb{R}^{m \times n}) \), observe that straightforward estimates using assumption (H2) and Young’s inequality yield

\[
|f_0^*(x, z^*)| \leq 1 + |z^*|^q
\]

for all \( x \in \Omega \). To establish strong continuity, instead, it suffices to check that \( z^* \mapsto f_0^*(x, z^*) \) is continuous. This can be done with the help of [35, Theorem 7.1], which guarantees continuity if, for every \( z^* \) and any \( \alpha < f^*(x, z^*) \), the set \( \{ z \in \mathbb{R}^{m \times n} : f_0(x, z) + \alpha \leq z \cdot z^* \} \) is bounded. This is an easy consequence of the lower bound on \( f_0 \) in assumption (H2), combined with the Hölder inequality

\[
|z| \cdot |z^*| \leq |z|^p/p + |z^*|^q/q \quad \text{with} \quad p > 1 \quad \text{and} \quad 1/p + 1/q = 1.
\]

Next, we use classical duality theory [15] to express \( F^* \) as the optimal value of a constrained maximization problem involving the Legendre transforms \( f_0^* \) and \( f_1^* \).

**Lemma 5.10.** Let \( q = \frac{p}{p - 1} \). Under the assumptions of Theorem 5.1,

\[
(5.6) \quad F^* = \sup_{\sigma \in L^q(\Omega; \mathbb{R}^{m \times n}), \rho \in L^q(\Omega; \mathbb{R}^m)} \int_\Omega -f_0^*(x, \sigma) - f_1^*(x, \rho) \, dx.
\]

**Proof.** Define the convex functions

\[
\Phi(\sigma, \rho) := \int_\Omega f_0^*(x, \sigma) + f_1^*(x, \rho) \, dx, \quad \text{and} \quad \Psi(\sigma, \rho) := \begin{cases} 0 & \text{if } \nabla \cdot \sigma = \rho, \\ +\infty & \text{otherwise}, \end{cases}
\]

which are convex from \( L^q(\Omega; \mathbb{R}^{m \times n}) \times L^q(\Omega; \mathbb{R}^m) \) into \( (-\infty, +\infty] \). Let \( D(\Phi) \) and \( D(\Psi) \) be the sets in \( L^q(\Omega; \mathbb{R}^{m \times n}) \times L^q(\Omega; \mathbb{R}^m) \) where they take on finite values. The right-hand side of (5.6) is equivalent to maximizing \(-\Phi(\sigma) - \Psi(\sigma)\), and the identity

\[
(5.7) \quad \sup_{\sigma \in L^q(\Omega; \mathbb{R}^{m \times n}), \rho \in L^q(\Omega; \mathbb{R}^m)} \{-\Phi(\sigma, \rho) - \Psi(\sigma, \rho)\} = \inf_{\sigma^* \in L^q(\Omega; \mathbb{R}^{m \times n}), \rho^* \in L^q(\Omega; \mathbb{R}^m)} \{\Phi^*(-\sigma^*, -\rho^*) + \Psi^*(\sigma^*, \rho^*)\}
\]
holds if there exists \((\sigma_0, \rho_0) \in D(\Phi) \cap D(\Psi)\) at which \(\Phi\) is continuous in the strong topology of \(L^q(\Omega; \mathbb{R}^{m \times n}) \times L^q(\Omega; \mathbb{R}^m)\) [8, Theorem 1.12]. This is true because \(\Phi\) is continuous on the entire space \(L^q(\Omega; \mathbb{R}^{m \times n}) \times L^q(\Omega; \mathbb{R}^m)\) by Lemma 5.9, while \(D(\Psi)\) is nonempty because the equation \(\nabla \cdot \sigma = \rho\) admits at least one solution \(\sigma \in L^q(\Omega; \mathbb{R}^{m \times n})\) for every \(\rho \in L^q(\Omega; \mathbb{R}^m)\) [36]. The lemma is therefore proven if we can show that the right-hand side of (5.7) is equal to \(F^*\), i.e.

\[
\inf_{\sigma^* \in L^p(\Omega; \mathbb{R}^{m \times n}), \rho^* \in L^p(\Omega; \mathbb{R}^m)} \{\Phi^*(-\sigma^*, -\rho^*) + \Psi^*(\sigma^*, \rho^*)\} = \inf_{u \in W_0^{1,p}(\Omega)} \int f_0(x, \nabla u) + f_1(x, u) \, dx.
\]

To establish this identity, observe that

\[
\Phi^*(-\sigma^*, -\rho^*) = \sup_{\sigma \in L^q(\Omega; \mathbb{R}^{m \times n}), \rho \in L^q(\Omega; \mathbb{R}^m)} \int_{\Omega} -\sigma^* \cdot \sigma - \rho^* \cdot \rho - f_0^*(x, \sigma) - f_1^*(x, \rho) \, dx
\]

\[
= \int_{\Omega} f_0^{**}(x, -\sigma^*) + f_1^{**}(x, -\rho^*) \, dx
\]

\[
= \int_{\Omega} f_0(x, -\sigma^*) + f_1(x, -\rho^*) \, dx.
\]

The second equality follows from [15, Proposition IX.2.1] and the last one is a consequence of assumption (H1), since the double Legendre transform of a convex function is the function itself. To calculate the Legendre transform of \(\Psi\), instead, observe via the Helmholtz decomposition that any \(\sigma\) satisfying \(\nabla \cdot \sigma = \rho\) can be written as \(\sigma = \nabla \upsilon^\rho + \xi\), where \(\xi\) is divergence-free and the components of \(\upsilon^\rho = (\upsilon_1^\rho, \ldots, \upsilon_m^\rho) \in W_0^{1,p}\) satisfy the Poisson equation \(\Delta \upsilon^\rho = \rho_i\). Thus,

\[
\Psi^*(\sigma^*, \rho^*) = \sup_{\sigma \in L^q(\Omega; \mathbb{R}^{m \times n}), \rho \in L^q(\Omega; \mathbb{R}^m)} \int_{\Omega} \sigma^* \cdot \sigma + \rho^* \cdot \rho \, dx
\]

\[
= \sup_{\rho \in L^q(\Omega; \mathbb{R}^m)} \sup_{\xi \in L^q(\Omega; \mathbb{R}^{m \times n})} \int_{\Omega} \sigma^* \cdot \nabla \upsilon^\rho + \sigma^* \cdot \xi + \rho^* \cdot \rho \, dx.
\]

The inner supremum is unbounded unless \(\int_{\Omega} \sigma^* \cdot \xi \, dx = 0\), which requires \(\sigma^* = -\nabla \upsilon\) for some \(\upsilon \in W_0^{1,p}\). In this case, integration by parts and the identity \(\Delta \upsilon^\rho = \rho_i\) yield

\[
\Psi^*(-\nabla \upsilon, \rho^*) = \sup_{\rho \in L^q(\Omega; \mathbb{R}^m)} \int_{\Omega} \upsilon \cdot \Delta \upsilon^\rho + \rho^* \cdot \rho \, dx
\]

\[
= \sup_{\rho \in L^q(\Omega; \mathbb{R}^m)} \int_{\Omega} (\upsilon + \rho^*) \cdot \rho \, dx = \begin{cases} 0 & \text{if } \rho^* = -\upsilon, \\ +\infty & \text{otherwise}. \end{cases}
\]

Thus,

\[
\Psi^*(\sigma^*, \rho^*) = \begin{cases} 0 & \text{if } \exists \upsilon \in W_0^{1,p}: \sigma^* = -\nabla \upsilon, \rho^* = -\upsilon, \\ +\infty & \text{otherwise}. \end{cases}
\]

Combining (5.9) and (5.10) yields (5.8), as required. □
Finally, we show that feasible functions for the maximization problem \((5.6)\) can be approximated by feasible functions that are smooth on \(\overline{\Omega}\). We believe the result is standard, but give a proof for completeness.

**Lemma 5.11.** Suppose \(\sigma \in L^q(\Omega; \mathbb{R}^{m \times n})\) and \(\rho \in L^q(\Omega; \mathbb{R}^m)\) satisfy \(\nabla \cdot \sigma = \rho\). There exists sequences \(\{\sigma_k\}_{k \in \mathbb{N}} \subset C^\infty(\overline{\Omega}; \mathbb{R}^{m \times n})\) and \(\{\rho_k\}_{k \in \mathbb{N}} \subset C^\infty(\overline{\Omega}; \mathbb{R}^m)\) with \(\nabla \cdot \sigma_k = \rho_k\) such that \(\|\sigma_k - \sigma\|_q \to 0\) and \(\|\rho_k - \rho\|_q \to 0\) as \(k \to \infty\).

**Proof.** Let \(B\) be a ball with \(\Omega \subset B\) and dist\((\Omega, \partial B) \geq 1\), so \(B \setminus \Omega\) is a bounded Lipschitz domain with boundary \(\partial \Omega \cup \partial B\). Let \(p = q/(q-1)\) and let \(u\) solve
\[
\min_{u \in W^{1,p}(B \setminus \Omega; \mathbb{R}^m)} \int_{B \setminus \Omega} \frac{|\nabla u|^p}{p} \, dx - \int_{\partial \Omega} (\sigma \cdot \hat{n}) \cdot u \, dS.
\]
This is a convex problem, so \(u\) satisfies the Euler–Lagrange equation
\[
\begin{cases}
\nabla \cdot (|\nabla u|^{p-2} \nabla u) = 0 & \text{on } B \setminus \Omega, \\
|\nabla u|^{p-2} \nabla u \cdot \hat{n} = \sigma \cdot \hat{n} & \text{on } \partial \Omega, \\
u = 0 & \text{on } \partial B.
\end{cases}
\]
We claim that
\[
\sigma := \begin{cases}
\sigma & \text{if } x \in \Omega \\
|\nabla u|^{p-2} \nabla u & \text{if } x \in B \setminus \Omega
\end{cases}
\quad \text{and} \quad
\rho := \begin{cases}
\rho & \text{if } x \in \Omega \\
0 & \text{if } x \in B \setminus \Omega
\end{cases}
\]
extend \(\sigma\) and \(\rho\) to functions in \(L^q(B; \mathbb{R}^{m \times n})\) and \(L^q(B; \mathbb{R}^m)\), respectively, and satisfy \(\nabla \cdot \sigma = \rho\) in the sense of distribution. Indeed, it is clear that \(\rho \in L^q(B; \mathbb{R}^m)\), while \(\sigma \in L^q(B; \mathbb{R}^{m \times n})\) because \(q = p/(p-1)\) and, consequently,
\[
\int_B |\sigma|^q \, dx = \int_{\Omega} |\sigma|^q \, dx + \int_{B \setminus \Omega} |\nabla u|^{(p-1)q} \, dx = \int_{\Omega} |\sigma|^q \, dx + \int_{B \setminus \Omega} |\nabla u|^p \, dx < \infty.
\]
The identity \(\nabla \cdot \sigma = \rho\) is verified by a direct calculation: given any smooth and compactly supported test function \(\varphi : B \to \mathbb{R}^m\),
\[
\int_B (\nabla \cdot \sigma) \cdot \varphi \, dx = -\int_B \sigma \cdot \nabla \varphi \, dx = -\int_{B \setminus \Omega} \sigma \cdot \nabla \varphi \, dx - \int_{B \setminus \Omega} |\nabla u|^{p-2} \nabla u \cdot \nabla \varphi \, dx
\]
\[
= \int_{\Omega} (\nabla \sigma) \cdot \varphi \, dx + \int_{B \setminus \Omega} \left[ \nabla \cdot (|\nabla u|^{p-2} \nabla u) \right] \cdot \varphi \, dx = \int_B \rho \cdot \varphi \, dx,
\]
where in the second line we used the boundary conditions on \(u\). Standard mollification arguments then yield a sequence \(\{\sigma_k, \rho_k\}\) of functions that are smooth on \(B\) (hence, on \(\overline{\Omega}\)), converge to \(\sigma\) and \(\rho\) in \(L^q\), and satisfy \(\nabla \cdot \sigma_k = \rho_k\).

**5.2. Proof of Theorem 5.1.** Since \(\mathcal{F}^* \geq \mathcal{F}_{omr} \geq \mathcal{L}_{pdr}\) by Theorem 4.1, it suffices to show that \(\mathcal{L}_{pdr} \geq \mathcal{F}^* - \varepsilon\) for every \(\varepsilon > 0\). To do so, we use an almost-optimal solution of the dual problem \((5.6)\) obtained in Lemma 5.10 to construct \((\varphi_\varepsilon, h_\varepsilon, \ell_\varepsilon) \in \mathcal{B}\) feasible for the maximization problem defining \(\mathcal{L}_{pdr}\) in \((4.4)\) and satisfying
\[
(5.11) \quad \int h_\varepsilon(x) \, dx + \int_{\partial \Omega} \ell_\varepsilon(x) \, dS \geq \mathcal{F}^* - \varepsilon.
\]
Let \( \sigma_\varepsilon \in L^q(\Omega; \mathbb{R}^{m \times n}) \) and \( \rho_\varepsilon \in L^q(\Omega; \mathbb{R}^m) \) satisfy \( \nabla \cdot \sigma_\varepsilon = \rho_\varepsilon \), as well as
\[
\int_{\Omega} -f_0^*(x, \sigma_\varepsilon) - f_1^*(x, \rho_\varepsilon) \, dx \geq F^* - \varepsilon.
\]
The existence of such functions is guaranteed by Lemma 5.10. Using Lemmas 5.9 and 5.11, we may assume \( \sigma_\varepsilon \in C^\infty(\overline{\Omega}; \mathbb{R}^{m \times n}) \) and \( \rho_\varepsilon \in C^\infty(\overline{\Omega}; \mathbb{R}^m) \). Set
\[
\varphi_\varepsilon(x, y) = -\sigma_\varepsilon(x)y, \quad \eta_\varepsilon = 0, \quad h_\varepsilon(x) = -f_0^*(x, \sigma_\varepsilon(x)) - f_1^*(x, \rho_\varepsilon(x)), \quad \ell_\varepsilon = 0.
\]
Note that \( \varphi_\varepsilon \in \Phi^0 \) since \( \sigma_\varepsilon \) is smooth up to the boundary of \( \Omega \), and that \( h_\varepsilon \in C(\overline{\Omega}) \) because \( f_0^* \) and \( f_1^* \) are continuous (cf. the proof of Lemma 5.9). These choices satisfy (5.11), so to prove Theorem 5.1 we only need to check the inequalities defining the set \( \mathcal{B} \) in (4.2).

Given the constraints of (5.1), these inequalities become
\[
F^{\varphi_\varepsilon, \eta_\varepsilon, h_\varepsilon} \geq 0 \quad \text{on } \Gamma = \overline{\Omega} \times \mathbb{R}^m \times \mathbb{R}^{m \times n},
\]
\[
G^{\varphi_\varepsilon, \eta_\varepsilon, \ell_\varepsilon} \geq 0 \quad \text{on } \Lambda = \partial \Omega \times \{0\}.
\]
The latter is satisfied because problem (5.1) has no boundary terms \( (g = 0) \) and \( \varphi_\varepsilon(x, y) = 0 \) on \( \Lambda \), so \( G^{\varphi_\varepsilon, \eta_\varepsilon, \ell_\varepsilon} \) vanishes identically on that set. For the first inequality, instead, note that
\[
D\varphi_\varepsilon = - (\nabla \cdot \sigma_\varepsilon) \cdot y - \sigma_\varepsilon \cdot z = -\rho_\varepsilon \cdot y - \sigma_\varepsilon \cdot z \quad \text{and, therefore,}
\]
\[
F^{\varphi_\varepsilon, \eta_\varepsilon, h_\varepsilon}(x, y, z) = [f_0(x, z) - \sigma_\varepsilon(x) \cdot z + f_0^*(x, \sigma_\varepsilon(x))]
\]
\[
+ [f_1(x, y) - \rho_\varepsilon(x) \cdot y + f_1^*(x, \rho_\varepsilon(x))].
\]
By definition of the Legendre transforms \( f_0^* \) and \( f_1^* \), each square bracket is nonnegative for every \( x \in \Omega \), so \( F^{\varphi_\varepsilon, \eta_\varepsilon, h_\varepsilon} \geq 0 \) on \( \Gamma \) as required. Theorem 5.1 is proved.

6. Characterizing minimizers and near-minimizers. If \( F^* = L_{\text{pdr}} \), so that the occupation measure and pointwise dual relaxation bounds are sharp, solutions of the pointwise dual relaxation (4.4) can be used to derive necessary optimality conditions for global minimizers of the original problem (2.1). We explain why in this brief section, before turning to our examples of non-sharpness.

**Proposition 6.1.** Suppose that \( F^* = L_{\text{pdr}} \). If \( u \) solves the minimization problem (2.1) and \( (\varphi, \eta, h, \ell) \in \mathcal{B} \) solves its pointwise dual relaxation (4.4),
\[
F^{\varphi, \eta, h}(x, u(x), \nabla u(x)) = 0 \quad \text{a.e. on } \Omega,
\]
\[
G^{\varphi, \eta, \ell}(x, u(x)) = 0 \quad \text{a.e. on } \partial \Omega.
\]

**Remark 6.2.** These optimality conditions distinguish local minimizers from global ones, unlike Euler–Lagrange equations (with the exception of convex problems).

**Remark 6.3.** Recall from Corollary 5.6 that if \( n = 1 \) or \( m = 1 \), then any non-convex dependence on \( \nabla u \) can be convexified while preserving the minimum. In this case, optimality conditions alternative to those in Proposition 6.1 take the form of a differential inclusion; see [29] for an example. Elucidating the precise relation between the various optimality conditions in the literature is beyond the scope of this work.

**Proof of Proposition 6.1.** Let
\[
(6.1) \quad \Psi(u) = \int_{\Omega} f(x, u, \nabla u) \, dx + \int_{\partial \Omega} g(x, u) \, dS
\]
be the integral functional being minimized in (2.1), and suppose that \( u \) is optimal. Since \((\varphi, \eta, h, \ell)\) attains equality in (4.4) and \(\mathcal{L}_{\text{pdr}} = F^* = \Psi(u)\), we have

\[
\Psi(u) = \int_{\Omega} h(x) \, dx + \int_{\partial \Omega} \ell(x) \, d\mathcal{S}.
\]

Next, recall the definitions of the sets \(\Gamma\) and \(\Lambda\) from (3.3a) and (3.3b). Since \((\varphi, \eta, h, \ell)\) is feasible for the dual relaxation (4.4), the functions \(F_{\varphi, \eta, h}^*\) and \(G_{\varphi, \eta, \ell}^*\) are nonnegative on \(\Gamma\) and \(\Lambda\), respectively. Moreover, \((x, u(x), \nabla u(x)) \in \Gamma\) for almost every \(x \in \Omega\) and \((x, u(x)) \in \Lambda\) for almost every \(x \in \partial \Omega\) since \(u\) satisfies the constraints in (2.2). Thus,

\[
\Psi(u) \leq \Psi(u) + \int_{\Omega} F_{\varphi, \eta, h}^*(x, u(x), \nabla u(x)) \, dx + \int_{\partial \Omega} G_{\varphi, \eta, \ell}^*(x, u(x)) \, d\mathcal{S}
\]

(6.2)

\[
= \int_{\Omega} \left[ F_{\varphi, \eta, h}^*(x, u(x), \nabla u(x)) + h(x) \right] \, dx + \int_{\partial \Omega} \left[ G_{\varphi, \eta, \ell}^*(x, u(x)) + \ell(x) \right] \, d\mathcal{S}
\]

(2.2a)&(3.9)

\[
\leq \int_{\Omega} f(x, u, \nabla u(x)) \, dx + \int_{\partial \Omega} g(x, u) \, d\mathcal{S}
\]

\[
= \Psi(u).
\]

The first inequality is therefore an equality, so the functions \(F_{\varphi, \eta, h}^*(x, u(x), \nabla u(x))\) and \(G_{\varphi, \eta, \ell}^*(x, u(x))\) vanish almost everywhere on \(\Omega\) and \(\partial \Omega\), respectively. \(\square\)

The previous result assumed that the pointwise dual relaxation can be solved, i.e., that it admits an optimizer. In lieu of this, a partial characterization of ‘near optimizers’ can still be obtained provided that \(F^* = \mathcal{L}_{\text{pdr}}\). Let \(\Psi\) be as in (6.1).

**Proposition 6.4.** Let \(F^* = \mathcal{L}_{\text{pdr}}\). Given \(\varepsilon > 0\), let \(u\) satisfy \(\Psi(u) \leq F^* + \varepsilon\) and let \((\varphi, \eta, h, \ell) \in \mathcal{B}\) be admissible for the pointwise dual relaxation (4.4) with \(F^* - \varepsilon \leq \int_{\Omega} h(x) \, dx + \int_{\partial \Omega} \ell(x)\). Then, for every \(\delta > 0\), the volume and surface measures

\[
\lambda_\delta := \left| \{x \in \Omega : F_{\varphi, \eta, h}^*(x, u(x), \nabla u(x)) \geq \delta \} \right|
\]

\[
\sigma_\delta := \left| \{x \in \partial \Omega : G_{\varphi, \eta, \ell}^*(x, u(x)) \geq \delta \} \right|
\]

satisfy

\[
\lambda_\delta + \sigma_\delta \leq \frac{2\varepsilon}{\delta}.
\]

**Proof.** Our assumptions on \(u\) and \((\varphi, \eta, h, \ell)\) imply that

\[
2\varepsilon \geq \int_{\Omega} \left[ f(x, u, \nabla u(x)) + h(x) \right] \, dx + \int_{\partial \Omega} \left[ g(x, u) + \ell(x) \right] \, d\mathcal{S}
\]

\[
= \int_{\Omega} F_{\varphi, \eta, h}^*(x, u(x), \nabla u(x)) \, dx + \int_{\partial \Omega} G_{\varphi, \eta, \ell}^*(x, u(x)) \, d\mathcal{S},
\]

where the second line follows because the terms added to the integrands give a zero net contribution by (2.2a) and (3.9). Since the tuple \((\varphi, \eta, h, \ell)\) is feasible for (4.4), the functions \(x \mapsto F_{\varphi, \eta, h}^*(x, u(x), \nabla u(x))\) and \(x \mapsto G_{\varphi, \eta, \ell}^*(x, u(x))\) are nonnegative. The result follows from Chebyshev’s inequality. \(\square\)

**7. Non-sharpness of occupation measure bounds.** We end with two examples where the relaxation by occupation and boundary measures presented in section 3 is not sharp, meaning that \(F^* > F_{\text{omr}}\). In both cases, we exhibit a pair \((\mu, \nu)\) of measures satisfying the constraints of the occupation measure relaxation (3.14) and for

\[
\int f(x, \mu, \nu, \nabla u(x)) \, dx + \int g(x, \mu) + \nu \, d\mathcal{S}
\]

\[
\leq \int_{\Omega} F_{\varphi, \eta, h}^*(x, u(x), \nabla u(x)) \, dx + \int_{\partial \Omega} G_{\varphi, \eta, \ell}^*(x, u(x)) \, d\mathcal{S},
\]
which the objective value is strictly less than \( F^* \). Section 7.1 treats a vectorial example which is nonconvex in \( \nabla u \), coming from mathematical material science. A different example with convex dependence on \( \nabla u \) and nonconvex dependence on \( u \) appears in [21]. Section 7.2 gives an example showing how occupation measures fail to capture optimal Poincaré constants for mean-zero functions in one-dimension. Other examples of non-sharpness based on non-convex constraints also appear in [21].

### 7.1. A double-well problem.

Fix any \( n, m \geq 2 \), let \( \Omega \subset \mathbb{R}^n \) be a bounded Lipschitz domain, and consider the non-convex minimization problem

\[
F^* := \inf_{u: \Omega \to \mathbb{R}^m} \int_{\Omega} |\nabla u(x) - A|^2 |\nabla u(x) - B|^2 \, dx,
\]

where \( |\cdot| \) is the Frobenius matrix norm. We take \( A, B \in \mathbb{R}^{m \times n} \) to satisfy

\[
\text{rank}(A - B) \geq 2
\]

which is possible given our choices for \( n \) and \( m \). It is a well-known but non-trivial fact that (7.1) does not have a minimizer, even though its infimum \( F^* \) is finite. To evaluate it, then, one must find a way to pass to the limit along minimizing sequences that drive the integral to its infimal value. Here, we explain this using the theory of gradient Young measures, which we briefly recall; see [30, 32, 34] for details.

A \( W^{1,p} \)-gradient Young measure generated by a weakly converging sequence \( \{u_k\} \subset W^{1,p}(\Omega; \mathbb{R}^m) \) is a family \( \{\lambda_x\}_{x \in \Omega} \) of probability measures on \( \mathbb{R}^{m \times n} \) such that [34]:

(i) \( \int_{\Omega} \int_{\mathbb{R}^{m \times n}} |z|^p \, d\lambda_x(z) \, dx < \infty \);

(ii) Given any \( \varphi: \Omega \times \mathbb{R}^{m \times n} \to \mathbb{R} \) that is measurable in \( x \) and continuous in \( z \), the function \( x \mapsto \int_{\mathbb{R}^{m \times n}} \varphi(x, z) \, d\lambda_x(z) \) is measurable;

(iii) Given any \( \varphi \) as in (ii) such that \( \{\varphi(x, \nabla u_k)\} \) is uniformly \( L^1 \)-bounded and equi-integrable, \( \varphi(x, \nabla u_k) \) converges to \( \int_{\mathbb{R}^{m \times n}} \varphi(x, z) \, d\lambda_x(z) \) weakly in \( L^1(\Omega) \).

The space of all \( W^{1,p} \)-gradient Young measures is denoted by \( \text{GY}_p(\Omega; \mathbb{R}^{m \times n}) \).

Applying the theory of gradient Young measures to problem (7.1), one finds that

\[
F^* = \min_{u \in W^{1,p}(\Omega; \mathbb{R}^{m \times n})} \int_\Omega \int_{\mathbb{R}^{2 \times 2}} |z - A|^2 |z - B|^2 \, d\lambda_x(z) \, dx
\]

(see, e.g., [30, Theorem 4.9]). In contrast, the occupation measure relaxation is

\[
F_{omr} = \min_{(\mu, \nu) \in \mathbb{O}^p} \langle |z - A|^2 |z - B|^2, \mu \rangle,
\]

where for our example the set \( \mathbb{O}^p \) from (3.13) is

\[
\mathbb{O}^p = \{(\mu, \nu) \in \mathbb{M}^p : (3.5b), (3.5c) \text{ and } (3.10)\}.
\]

Whether or not the minima in (7.3) and (7.4) are the same comes down to the relation between gradient Young and occupation measures.

---

\(^2\) Such functions are called Carathéodory functions.
The pushforward operation provides a natural embedding of $W^{1,p} \times \mathcal{G}^{\mathbb{P}}$ into $\mathcal{O}^{p}$. Precisely, to each Sobolev function–gradient Young measure pair $(u, \{\lambda_x\})$ we can associate the occupation and boundary measures

$$
\mu(dx, dy, dz) := dx \otimes \delta_{u(x)}(dy) \otimes \lambda_x(dz),
$$

$$
\nu(dx, dy) := dS \otimes \delta_{u(x)}(dy).
$$

However, this embedding is far from a one-to-one correspondence since when $n, m \geq 2$ the definition of $\mathcal{O}^{p}$ misses crucial nonlinear constraints satisfied by gradient Young measures. Indeed, the latter satisfy the nonlinear Jensen-type inequalities [19]

$$
(7.5) \quad h \left( \int_{\mathbb{R}^{m \times n}} zd\lambda_x(z) \right) \leq \int_{\mathbb{R}^{m \times n}} h(z)d\lambda_x(z)
$$

for every function $h : \mathbb{R}^{m \times n} \to \mathbb{R}$ that grows no faster than $|z|^p$ and is quasiconvex, i.e., $h(z) \leq \int_{\mathbb{R}^n} h(z + \nabla \varphi) \, dx$ for all $z \in \mathbb{R}^{m \times n}$ and all compactly supported smooth functions $\varphi : D \to \mathbb{R}^m$ ($D \subset \mathbb{R}^n$ can be any bounded Lipschitz domain [34, Ch. 5]). The inability of occupation measure relaxations to capture these nonlinear constraints results in a relaxation gap.

**Proposition 7.1.** For the minimization problem in (7.1), $\mathcal{F}^* > 0$ but $\mathcal{F}_{\text{omr}} = 0$.

**Proof.** It suffices to consider the case $A = I$, $B = -I$ by a change of variables. We also fix $n = m = 2$, since the general case is analogous. The exponent is $p = 4$.

First, we prove that $\mathcal{F}^* > 0$. By contradiction, if the minimum of the gradient Young measure problem (7.3) is zero, it is solved by a pair $(u, \{\lambda_x\})$ with

$$
(7.6) \quad \lambda_x(z) = \theta(x)\delta_I(z) + (1 - \theta(x))\delta_{-I}(z)
$$

for $\theta : \Omega \to [0, 1]$. However, this is incompatible with the constraint $\int zd\lambda_x = \nabla u(x)$ and the inequalities (7.5). Specifically, since $\text{det}(z)$ and $-\text{det}(z)$ are both quasiconvex (see, e.g., [34, Corollary 5.9]), any gradient Young measure in (7.3) must obey

$$
\text{det} (\nabla u(x)) = \int_{\mathbb{R}^{2 \times 2}} \text{det}(z)d\lambda_x(z) \quad \text{a.e. } x \in \Omega.
$$

This identity fails for the measure in (7.6) because

$$
\int_{\mathbb{R}^{2 \times 2}} \text{det}(z)d\lambda_x(z) = \theta(x)\text{det}(I) + (1 - \theta(x))\text{det}(-I) = 1,
$$

while

$$
\int_{\Omega} \text{det}(\nabla u) \, dx = \int_{\Omega} \nabla \cdot \left( u_1 \frac{\partial u_2}{\partial x_2}, -u_1 \frac{\partial u_2}{\partial x_1} \right) \, dx = \int_{\partial \Omega} \left( u_1 \frac{\partial u_2}{\partial x_2}, -u_1 \frac{\partial u_2}{\partial x_1} \right) \cdot \hat{n} \, dS = 0
$$

by the boundary condition $u = 0$ at $\partial \Omega$.

Next, we show that $\mathcal{F}_{\text{omr}} = 0$. It is clear that $\mathcal{F}_{\text{omr}} \geq 0$, so we only need to find measures $\mu$ and $\nu$ that are feasible for (7.4) and such that $(|z - I|^2, |z + I|^2, \mu) = 0$. We claim that suitable choices are

$$
\mu := dx \otimes \delta_0(dy) \otimes \left( \frac{1}{2} \delta_I(dz) + \frac{1}{2} \delta_{-I}(dz) \right)
$$

$$
\nu := dS \otimes \delta_0(dy).
$$
It is clear that \( \mu \) and \( \nu \) have finite moments of order \( p \) or less. It is also clear that the \( x \)-marginals of \( \mu \) and \( \nu \) coincide with the volume and surface measures on \( \Omega \), as required by (3.5b) and (3.5c). To check (3.10), fix any \( \varphi \in \Phi^1 \) and, summing over repeated indices to simplify the notation, observe that

\[
\langle D\varphi, \mu \rangle = \int_{\Omega} \left[ \frac{\partial \varphi}{\partial x^i} + \frac{\partial \varphi}{\partial x^j} \left( \frac{1}{2} I_{ij} - \frac{1}{2} I_{ji} \right) \right] \, dx
\]

\[
= \int_{\Omega} \nabla \cdot \varphi(x,0) \, dx = \int_{\partial \Omega} \varphi(x,0) \cdot \hat{n}(x) \, dS = \langle \varphi \cdot \hat{n}, \nu \rangle.
\]

An analogous calculation shows that \( \langle |z-I|^2, \mu \rangle = 0 \), concluding the proof of Proposition 7.1.

### 7.2. Optimal Poincaré constant for univariate mean-zero functions.

For our next example, we consider a one-dimensional minimization problem giving the optimal Poincaré constant for univariate mean-zero functions on \( \Omega = (-1,1) \),

\[
(7.7) \quad F^* := \min_{\int_{-1}^1 u \, dx = 1} \int_{-1}^1 \left| \frac{du}{dx} \right|^2 \, dx.
\]

The occupation measure relaxation for this minimization problem reads

\[
(7.8) \quad F_{\text{omr}} = \min_{(\mu, \nu) \in \mathbb{O}^2} \langle z^2, \mu \rangle,
\]

where the constraints set \( \mathbb{O}^2 \) in (3.13) now includes the constraints \( \langle y, \mu \rangle = 0 \) and \( \langle y^2, \mu \rangle = 1 \) as well as (3.5b)-(3.5c) and (3.10).

The next result proves that \( F^* > F_{\text{omr}} \). The relaxation gap arises because the average of the occupation and boundary measures generated by the constant functions \( u(x) = \pm 1/\sqrt{2} \) is feasible for (7.8), even though their generating functions are clearly not admissible in (7.7) (they violate the mean-zero constraint).

**Proposition 7.2.** For the minimization problem in (7.7), \( F^* = \frac{\pi^2}{4} \) but \( F_{\text{omr}} = 0 \).

**Remark 7.3.** The reader may want to contrast this with [11], which proves sharpness for some optimal Poincaré constants in the Dirichlet boundary condition case.

**Proof.** The optimal value \( F^* = \frac{1}{4} \pi^2 \) is easily computed upon solving the Euler–Lagrange equation for problem (7.7), and it is attained by \( u^*(x) = \sin(\pi x/2) \).

To prove that \( F_{\text{omr}} = 0 \) we observe that \( F_{\text{omr}} \) is clearly nonnegative, so it suffices to exhibit a pair \( (\mu, \nu) \) that is feasible for the relaxed problem (7.8) and achieves \( \langle z^2, \mu \rangle = 0 \). For this, we consider

\[
\mu := \frac{1}{2} \, dx \otimes \left[ \delta_{\frac{1}{\sqrt{2}}} (dy) + \delta_{-\frac{1}{\sqrt{2}}} (dy) \right] \otimes \delta_0 (dz),
\]

\[
\nu := \frac{1}{2} \left[ \delta_{-1} (dx) + \delta_1 (dx) \right] \otimes \left[ \delta_{\frac{1}{\sqrt{2}}} (dy) + \delta_{-\frac{1}{\sqrt{2}}} (dy) \right].
\]

These measures clearly have bounded moments of order up to 2, and their \( x \)-marginals are the volume and surface measures by (3.5b) and (3.5c). Further, for any \( \varphi \in \Phi^2 \)

\[
\langle D\varphi, \mu \rangle = \frac{1}{2} \int_{-1}^1 \frac{\partial \varphi}{\partial x} \left( x, \frac{1}{\sqrt{2}} \right) + \frac{\partial \varphi}{\partial x} \left( x, -\frac{1}{\sqrt{2}} \right) \, dx
\]

\[
= \frac{1}{2} \left[ \varphi \left( 1, \frac{1}{\sqrt{2}} \right) + \varphi \left( 1, -\frac{1}{\sqrt{2}} \right) - \varphi \left( -1, \frac{1}{\sqrt{2}} \right) - \varphi \left( -1, -\frac{1}{\sqrt{2}} \right) \right]
\]

\[
= \langle \varphi \cdot n, \nu \rangle.
\]
In the last step, we used our choice of boundary measure $\nu$ and the fact that the unit normal vector to the boundary of $\Omega = (-1, 1)$ is $\hat{n}(x) = x$. Similar calculations show that $\langle y, \mu \rangle = 0$, $\langle y^2, \mu \rangle = 0$, and $\langle z^2, \mu \rangle = 0$. Proposition 7.2 is therefore proved. \qed

8. Conclusions. We have investigated the problem of finding a priori lower bounds on integral minimization problems. We have shown that lower bounds obtained using the occupation measure framework of [5, 20] can be estimated from below by a dual problem, which coincides with the pointwise dual relaxation developed in [11] using ideas introduced in the context of Lyapunov methods for partial differential equations [1, 2, 3, 37, 38, 39]. We have also identified general sufficient conditions ensuring that this duality is strong (Theorem 4.2), in which case the occupation measure and pointwise dual relaxations are the same. Checking our sufficient conditions for strong duality requires one to construct a function $\varphi_0$ satisfying the two coercivity inequalities (4.7a) and (4.7b). In applications, these inequalities may simply hold with $\varphi_0 = 0$. Our choice to include non-zero $\varphi_0$ allows for more general problems where coercivity is not evident, but can be proved after a translation. If the constraints imposed on the original problems imply uniform bounds on admissible functions and their gradients, as assumed in [20, 21], coercivity is immediate and our strong duality theorem applies.

In the second part of this work, we proved that relaxations via occupation measures are sharp for variational problems with a particular additive convex structure. Our proof uses convex duality, which is an established route to study such variational problems (see, e.g., [15]); here, we recognized its relation to the occupation measure framework. After this paper was submitted, different measure-theoretic arguments appeared in [17] extending our sharpness result to other convex problems including ones whose integrands do not necessarily have an additive structure.

On the other hand, as the results of this paper show, occupation measure relaxations are not always sharp: the counterexamples in section 7 show that sharpness can fail even in the one-dimensional scalar case. The lack of sharpness for vectorial problems such as the double-well example of section 7.1 does not come as a surprise, because the linear constraints imposed by the occupation measure framework do not fully characterize the gradient Young measures needed for sharp relaxations [30, 32, 34]. This fundamental limitation of the method prevents occupation measures from producing sharp lower bounds in general. Moreover, the lack of a simple characterization of quasiconvexity makes it hard to incorporate the Jensen-type inequalities satisfied by gradient Young measures to improve occupation measure relaxations.

Nevertheless, the computational tractability of occupation measure relaxations [11, 20] means that they should be added to the list of available techniques for proving nontrivial a priori bounds on integral minimization problems, such as translation and calibration methods as well as polyconvexity (see, e.g., [10, 12, 16, 27]). Future work should clarify the relationship between occupation measures and these well-known techniques.

Acknowledgments. We thank D. Goluskin, J. Bramburger and A. Chernyavsky for many discussions about this work and for offering comments on an early draft. This work also benefited from conversations with A. Wynn, S. Chernyshenko, and G. Valmorbida. We gratefully acknowledge the hospitality and support of the Banff International Research Station; this paper was finished during the Focussed Research Group “Studying PDE dynamics via optimization with integral inequality constraints” (http://www.birs.ca/events/2022/focussed-research-groups/22frg243).
OCCUPATION MEASURE BOUNDS FOR VARIATIONAL PROBLEMS

Open-access statement. For the purpose of open access, the authors have applied a ‘Creative Commons Attribution’ (CC BY) licence to any Author Accepted Manuscript version arising.

Data access statement. No data were generated or analysed during this study.

REFERENCES

[1] M. Ahmadi, G. Valmorbida, D. Gayme, and A. Papachristodoulou, A framework for input-output analysis of wall-bounded shear flows, J. Fluid Mech., 873 (2019), pp. 742–785, https://doi.org/10.1017/jfm.2019.418.

[2] M. Ahmadi, G. Valmorbida, and A. Papachristodoulou, Dissipation inequalities for the analysis of a class of PDEs, Automatica, 66 (2016), pp. 163–171, https://doi.org/10.1016/j.automatica.2015.12.010, http://doi.org/10.1016/j.automatica.2015.12.010.

[3] M. Ahmadi, G. Valmorbida, and A. Papachristodoulou, Safety verification for distributed parameter systems using barrier functionals, Syst. Control Lett., 108 (2017), pp. 33–39, https://doi.org/10.1016/j.sysconle.2017.08.002.

[4] E. Aranda and R. J. Meziat, The method of moments for some one-dimensional, non-local, non-convex variational problems, J. Math. Anal. Appl., 382 (2011), pp. 314–323, https://doi.org/10.1016/j.jmaa.2011.04.052.

[5] R. Awi and W. Gangbo, A Polyconvex Integrand; Euler-Lagrange Equations and Uniqueness of Equilibrium, Archive for Rational Mechanics and Analysis, 214 (2014), pp. 143–182, https://doi.org/10.1007/s00205-014-0754-9.

[6] S. Bartels, C. Carstensen, S. Conti, K. Hackl, U. Hopfe, and A. Orlando, Relaxation and the computation of effective energies and microstructures in solid mechanics, in Analysis, modeling and simulation of multiscale problems, Springer, Berlin, 2006, pp. 197–224, https://doi.org/10.1007/3-540-35657-6_8.

[7] V. I. Bogachev, Measure Theory, Springer Berlin Heidelberg, 2007, https://doi.org/10.1007/978-3-540-34514-5.

[8] H. Brezis, Functional Analysis, Sobolev Spaces and Partial Differential Equations, Universitext, Springer-Verlag New York, 1 ed., 2010, https://doi.org/10.1007/978-0-387-70914-7.

[9] H. Brezis, L. Nirenberg, and G. Stampacchia, A remark on Ky Fan’s minimax theorem, Boll. Unione Mat. Ital, 6 (1972), pp. 293–300.

[10] G. Buttazzo, M. Giaquinta, and S. Hildebrandt, One-dimensional variational problems, Oxford Lecture Series in Mathematics and its Applications, Oxford University Press, 1998.

[11] A. Chernyavsky, J. J. Bramburger, G. Fantuzzi, and D. Goluskin, Convex relaxations of integral variational problems: pointwise dual relaxation and sum-of-squares optimization, 2023, https://doi.org/10.1137/21M1455127.

[12] B. Dacorogna, Direct Methods in the Calculus of Variations, vol. 78 of Applied Mathematical Sciences, Springer New York, 2 ed., 2008, https://doi.org/10.1007/978-0-387-55249-1.

[13] F. Di Pillo and G. E. Palagi, A short proof of the minimality of Simons cone, Rend. Sem. Mat. Univ. Padova, 121 (2009), pp. 233–241, https://doi.org/10.4171/RSMUP/121-14.

[14] J. J. Egozcue, R. Meziat, and P. Pedregal, From a nonlinear, nonconvex variational problem to a linear, convex formulation, Appl. Math. Optim., 47 (2003), pp. 27–44, https://doi.org/10.1007/s00245-002-0738-2.

[15] I. Ekeland and R. Témam, Convex Analysis and Variational Problems, Classics in Applied Mathematics, SIAM, 1999.

[16] N. B. Firoozye, Optimal use of the translation method and relaxations of variational problems, Comm. Pure Appl. Math., 44 (1991), pp. 643–678, https://doi.org/10.1002/cpa.3160440603.

[17] D. Henrion, M. Korda, M. Krúžík, and R. Ríos-Zertuche, Occupation measure relaxations in variational problems: the role of convexity, arXiv:2303.02434 [math.OC], 2023.

[18] G. Jaramillo and S. C. Venkataramani, A modified split Bregman algorithm for computing microstructures through Young measures, Multiscale Model. Simul., 19 (2021), pp. 886–920, https://doi.org/10.1137/19M1306907.

[19] D. Kinderlehrer and P. Pedregal, Gradient Young Measures generated by sequences in Sobolev spaces, J. Geom. Anal., 4 (1994), pp. 59–90, https://doi.org/10.1007/BF02921503.

[20] M. Korda, D. Henrion, and J. B. Lasserre, Moments and convex optimization for analysis and control of nonlinear pdes, in Numerical Control: Part A, E. Trélat and E. Zuazua, eds., vol. 23 of Handbook of Numerical Analysis, Elsevier, 2022, ch. 10, pp. 339–366, https://doi.org/10.1016/bs.hna.2021.12.010.
[21] M. Korda and R. Rios-Zertuche, The gap between a variational problem and its occupation measure relaxation. arXiv:2205.14132 [math.OC], 2022.

[22] J. Kristensen, On the non-locality of quasiconvexity, Ann. Inst. H. Poincaré Anal. Non Linéaire, 16 (1999), pp. 1–13, https://doi.org/10.1016/S0294-1449(99)80006-7.

[23] R. Meziat, Analysis of two dimensional nonconvex variational problems, in Optimization and Control with Applications, L. Qi, K. Teo, and X. Tang, eds., Applied Optimization, vol. 96, Springer, Boston, MA, 2005, ch. 18, pp. 393–405, https://doi.org/10.1007/0-387-24255-4_18.

[24] R. Meziat and D. Patiño, Exact relaxations of non-convex variational problems, Optim. Lett., 2 (2008), pp. 505–519, https://doi.org/10.1007/s11590-008-0077-6.

[25] R. Meziat, T. Roubiček, and D. Patiño, Coarse-convex-compactification approach to numerical solution of nonconvex variational problems, Numer. Funct. Anal. Optim., 31 (2010), pp. 460–488, https://doi.org/10.1080/01630560903574985.

[26] R. J. Meziat and J. Villalobos, Analysis of microstructures and phase transition phenomena in one-dimensional, non-linear elasticity by convex optimization, Struct. Multidiscip. Optim., 32 (2006), pp. 507–519, https://doi.org/10.1007/s00158-006-0029-7.

[27] G. W. Milton, The theory of composites, vol. 6 of Cambridge Monographs on Applied and Computational Mathematics, Cambridge University Press, Cambridge, 2002, https://doi.org/10.1017/CBO9780511613357.

[28] C. B. Morrey, Quasi-convexity and the lower semicontinuity of multiple integrals, Pacific J. Math., 2 (1952), pp. 25–53.

[29] J. Muñoz and P. Pedregal, Explicit solutions of nonconvex variational problems in dimension one, Appl. Math. Optim., 41 (2000), pp. 129–140, https://doi.org/10.1007/s002459911007.

[30] S. Müller, Variational models for microstructure and phase transitions, in Calculus of Variations and Geometric Evolution Problems, S. Hildebrandt and M. Struwe, eds., vol. 1713 of Lecture Notes in Mathematics, Springer Berlin Heidelberg, 1999, pp. 85–210, https://doi.org/10.1007/bfb0092670.

[31] L. Nirenberg, Topics in Nonlinear Functional Analysis, Courant lecture notes in mathematics, American Mathematical Society, 2001.

[32] P. Pedregal, Parametrized measures and variational principles, vol. 30 of Progress in Nonlinear Differential Equations and their Applications, Birkhäuser Verlag, Basel, 1997, https://doi.org/10.1007/978-3-0348-8886-8.

[33] P. Pedregal, Optimization, relaxation and Young measures, Bull. Amer. Math. Soc. (N.S.), 36 (1999), pp. 27–58, https://doi.org/10.1090/S0273-0979-99-00774-0.

[34] F. Rindler, Calculus of Variations, Universitext, Springer Cham, 2018, https://doi.org/10.1007/978-3-319-77637-8.

[35] R. T. Rockafellar, Level sets and continuity of conjugate convex functions, Trans. Amer. Math. Soc., 123 (1966), pp. 46–63, https://doi.org/10.2307/1994612.

[36] E. Russ, A survey about the equation div u=f in bounded domains of \( \mathbb{R}^n \), Vietnam J. Math., 41 (2013), pp. 369–381, https://doi.org/10.1007/s10013-013-0034-2.

[37] G. Valmorbida, M. Ahmadi, and A. Papachristodoulou, Convex solutions to integral inequalities in two-dimensional domains, in Proc. 54th IEEE Conf. Decis. Control, Osaka, Japan, 2015, IEEE, pp. 7268–7273, https://doi.org/10.1109/CDC.2015.7403366.

[38] G. Valmorbida, M. Ahmadi, and A. Papachristodoulou, Stability analysis for a class of partial differential equations via semidefinite programming, IEEE Trans. Automat. Control, 61 (2016), pp. 1649–1654, https://doi.org/10.1109/TAC.2015.2479135.

[39] G. Valmorbida and A. Papachristodoulou, Introducing INTSOSTOOLS : A SOSTOOLS plug-in for integral inequalities, in Proc. 2015 Eur. Control Conf., Linz, Austria, 2015, IEEE, pp. 1231–1236, https://doi.org/10.1109/ECC.2015.7330708.

[40] L. C. Young, Lectures on the calculus of variations and optimal control theory, Chelsea Publishing Company, 2nd ed., 1980.