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Abstract

We establish asymptotic properties of $M$-estimators, defined in terms of a contrast function and observations from a continuous-time locally stationary process. Using the stationary approximation of the sequence, $\theta$-weak dependence, and hereditary properties, we give sufficient conditions on the contrast function that ensure consistency and asymptotic normality of the $M$-estimator.

As an example, we obtain consistency and asymptotic normality of a localized least squares estimator for observations from a sequence of time-varying Lévy-driven Ornstein-Uhlenbeck processes. Furthermore, for a sequence of time-varying Lévy-driven state space models, we show consistency of a localized Whittle estimator and an $M$-estimator that is based on a quasi maximum likelihood contrast. Simulation studies show the applicability of the estimation procedures.
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1 Introduction

Various powerful inference methodologies for continuous-time stochastic processes are based on stationarity. One reason for this is that, in many cases, stationarity is essential to derive asymptotic results. For instance, based on stationarity arguments, different estimation procedures have been successfully applied to flexible and widely used continuous-time models in [8, 9, 16, 19] and [28].

However, numerous established models, including processes used in the references above, are inappropriate for modeling data that shows non-stationary behavior. To overcome this issue, [29] recently introduced a general theory on stationary approximations for non-stationary continuous-time processes that allows modeling non-stationary data. Heuristically, this approach follows the intuitive idea of local stationarity as discussed in [12, 13, 14, 32], and assumes that a sequence of non-stationary processes can be locally approximated by a stationary process. Noticeable examples of time-series models discussed in [29] come from the class of time-varying Lévy-driven...
Ornstein-Uhlenbeck processes and time-varying Lévy-driven state space models. Since such processes are non-stationary, classical methods used for statistical inference in a stationary setting cannot be applied, and novel estimation procedures are needed.

In the present work, we address this issue and provide inference methodologies for sequences of non-parametric non-stationary continuous-time processes that possess a locally stationary approximation. Noteworthy, our results are established in a model-free setting using limit theorems from [29]. We apply these results to study concrete estimators for several well-known non-stationary time series models and analyze their asymptotic properties.

To the best of our knowledge, the only comparable results can be found in [21], where the authors investigate time-varying Gaussian-driven diffusion models and provide asymptotic results of a proposed estimator. Different from [21], our theory also encompasses non-Gaussian and non-linear time series models. In the discrete-time setting, results similar to our theory have been obtained in [2] and [13], where the authors derive a remarkably versatile theory including various analytical and statistical results for locally stationary processes.

More precisely, we introduce a class of kernel-based $M$-estimators whose objective function is a contrast that depends on observations sampled from a sequence of non-stationary processes. To establish consistency and asymptotic normality in a general setting, we impose conditions on the stationary approximation of the sequence and the contrast function. Specifically, the stationary approximation is assumed to be $\theta$-weakly dependent as introduced in [15] and the contrast function is assumed to satisfy identifiability and regularity conditions. In particular, these conditions ensure the existence of a $\theta$-weakly dependent stationary approximation of the contrast. The relative simplicity of the conditions allows us to readily derive asymptotic results for different contrast functions of finite and infinite memory.

For instance, we consider a sequence of time-varying Lévy-driven Ornstein-Uhlenbeck processes and obtain, based on a least squares contrast, a consistent and asymptotically normally distributed $M$-estimator of the underlying coefficient function. The estimator’s good performance is demonstrated through a simulation study in a finite sample for different coefficient functions. Moreover, we consider a sequence of time-varying Lévy-driven state space models, whose locally stationary approximation is a time-invariant Lévy-driven state space model. The latter processes build a flexible class of continuous-time models that encompasses the well-known class of CARMA processes (see [7, 23] for an introduction) and allow modeling high-frequency and irregularly spaced data occurring, for example, in finance and turbulence. Recently, a quasi-maximum likelihood and a Whittle estimator for Lévy-driven state space models sampled at low frequencies have been discussed and compared in [16], and [28]. We use results from these works and establish consistency results for two novel estimators, a localized quasi-maximum likelihood and a localized Whittle estimator. While the localized quasi-maximum likelihood estimator is a time domain $M$-estimator that is based on a log-likelihood contrast, the localized Whittle estimator is a frequency domain estimator constructed from a consistent estimator of the sample autocovariance. We compare both estimators in a simulation study, where their finite sample performances and convergence behaviors are studied.

The paper is structured as follows. In Section 2, all technical results needed throughout this work are presented. We review locally stationary approximations, introduce the sampling schemes in use, discuss $\theta$-weak dependence and outline hereditary properties of this measure of dependence and the stationary approximations. In Section 3, we discuss the aforementioned class of $M$-estimators and establish consistency and asymptotic normality. In Section 4, we first review elementary properties of Lévy processes, stochastic integration with respect to them, and time-varying Ornstein-Uhlenbeck processes. We then apply our results to a least squares contrast
and obtain asymptotic results of the corresponding $M$-estimator, where the observations are sampled from a sequence of time-varying Ornstein-Uhlenbeck processes.

In Section 5, we first review time-varying Lévy-driven state space models. Then, for observations sampled from a sequence of such processes, we propose a localized quasi-maximum likelihood estimator in Section 5.2 and a localized Whittle estimator in Section 5.4. We show consistency of both estimators and present a truncated version of the localized quasi-maximum likelihood estimator in Section 5.3. The outcomes of the simulation study are discussed in Section 6 and the proofs of most results are given in Section 7.

1.1 Notation

In this paper, we denote the set of positive integers by $\mathbb{N}$, non-negative integers by $\mathbb{N}_0$, positive real numbers by $\mathbb{R}^+$, non-negative real numbers by $\mathbb{R}_+^0$, the set of $m \times n$ matrices over a ring $R$ by $M_{m \times n}(R)$, and $1_n$ stands for the $n \times n$ identity matrix. The real part of a complex number $z \in \mathbb{C}$ is written as $\Re(z)$. For square matrices $A, B \in M_{n \times n}(R)$, $[A, B] = AB - BA$ denotes the commutator of $A$ and $B$. We shortly write the transpose of a matrix $A \in M_{m \times n}(\mathbb{R})$ as $A^t$, and norms of matrices and vectors are denoted by $\| \cdot \|$. If the norm is not further specified, we take the Euclidean norm or its induced operator norm, respectively. For a bounded function $h$, $\|h\|_\infty$ denotes the uniform norm of $h$. In the following Lipschitz continuous is understood to mean globally Lipschitz. For $u, n \in \mathbb{N}$, let $G_u^n$ be the class of bounded functions from $(\mathbb{R}^n)^u$ to $\mathbb{R}$ and $G_u$ be the class of bounded, Lipschitz continuous functions from $(\mathbb{R}^n)^u$ to $\mathbb{R}$ with respect to the distance $\sum_{i=1}^u \|x_i - y_i\|$, where $x, y \in (\mathbb{R}^n)^u$. For $G \in G_u$ we define

$$
\text{Lip}(G) = \sup_{x \neq y} \frac{|G(x) - G(y)|}{\|x_1 - y_1\| + \ldots + \|x_u - y_u\|}.
$$

The Borel $\sigma$-algebras are denoted by $\mathcal{B}(\cdot)$ and $\lambda$ stands for the Lebesgue measure, at least in the context of measures. For a normed vector space $W$, we denote by $\ell^\infty(W)$ the space of all bounded sequences in $W$. In the following, we will assume all stochastic processes and random variables to be defined on a common complete probability space $(\Omega, \mathcal{F}, P)$ equipped with an appropriate filtration if necessary. Finally, we simply write $L^p$ to denote the space $L^p(\Omega, \mathcal{F}, P)$ and $L^p(\mathbb{R})$ to denote the space $L^p(\mathbb{R}, \mathcal{B}(\mathbb{R}), \lambda)$ with corresponding norms $\| \cdot \|_{L^p}$.

2 Locally stationary approximations and $\theta$-weak dependence

2.1 Locally stationary approximations

Throughout this paper, we consider sequences of processes that can be locally approximated in $L^p$ by a stationary process. This concept is a non-parametric approach to express the intuitive idea of local stationarity, as discussed by Dahlhaus and others (see e.g. [12, 32]). In this paper, we consider locally stationary approximations defined as follows.

Definition 2.1 ([29, Definition 2.1]). Let $Y_N = \{Y_N(t), t \in \mathbb{R}\}_{N \in \mathbb{N}}$ be a sequence of real-valued stochastic processes and $\tilde{Y} = \{\tilde{Y}_u(t), t \in \mathbb{R}\}_{u \in \mathbb{R}^+}$ a family of real-valued stationary processes. We assume that the process $\tilde{Y}_u$ is ergodic for all $u \in \mathbb{R}^+$ and $\sup_{u \in \mathbb{R}^+} \|\tilde{Y}_u(0)\|_{L^p} < \infty$ for some $p \geq 1$. If there exists a constant $C > 0$, such that uniformly in $t \in \mathbb{R}$ and $u, v \in \mathbb{R}^+$

$$
\|\tilde{Y}_u(t) - \tilde{Y}_v(t)\|_{L^p} \leq C |u - v| \quad \text{and} \quad \|Y_N(t) - \tilde{Y}_t(Nt)\|_{L^p} \leq C \frac{1}{N},
$$

(1.3)
then we call $Y_u$ a locally stationary approximation of the sequence $Y_N$ for $p$.

If $Y_u$ is a locally stationary approximation of $Y_N$ for $p$, then it is also a locally stationary approximation for $p'$, where $1 \leq p' \leq p$.

Whenever we investigate estimators based on observations from a sequence of processes, we assume the observations to be sampled according to one of the following schemes.

**Assumption 2.2.** For fixed $N \in \mathbb{N}$ and $u \in \mathbb{R}^+$ we assume $Y_N$ to be equidistantly observed at times $\tau^N_i = u + i\delta_N$ with grid size $\delta_N = |\tau^N_i - \tau^N_{i-1}|$ such that $\delta_N \downarrow 0$ for $N \to \infty$. For a sequence $b_N \downarrow 0$ we consider the observation window $[u - b_N, u + b_N]$ and set $m_N = \lfloor b_N / \delta_N \rfloor$. Thus, the number of observations is given by $2m_N + 1 = |\{i \in \mathbb{Z} : \tau^N_i \in [u - b_N, u + b_N]\}|$. We require $b_N / \delta_N \to \infty$ as $N \to \infty$ and either

(O1) $N\delta_N = \delta > 0$ for all $N \in \mathbb{N}$ or

(O2) $N\delta_N \to \infty$ as $N \to \infty$.

Note that these conditions on $N$, $b_N$ and $\delta_N$ immediately imply that $Nb_N \to \infty$ as $N \to \infty$. For a comprehensive discussion on the above approximations and observations, including examples of sequences that satisfy Definition 2.1, we refer to [29].

### 2.2 \(\theta\)-weak dependence and hereditary properties

In this section we summarize results that are needed throughout the paper. We start with a brief review of the concept of \(\theta\)-weak dependence.

**Definition 2.3** ([15]). Let $X = \{X(t)\}_{t \in \mathbb{R}}$ be an $\mathbb{R}^n$-valued stochastic process. Then, $X$ is called \(\theta\)-weakly dependent if

\[
\theta(h) = \sup_{v \in \mathbb{N}} \theta_v(h) \quad \longrightarrow \quad 0,
\]

where

\[
\theta_v(h) = \sup \left\{ \frac{|\text{Cov}(F(X(i_1), \ldots, X(i_v)), G(X(j)))|}{\|F\|_\infty \text{Lip}(G)} : F \in \mathcal{G}_u^*, G \in \mathcal{G}_1, i_1 \leq \ldots \leq i_v \leq i_v + h \leq j \right\}.
\]

We call $(\theta(h))_{h \in \mathbb{R}^+_0}$ the \(\theta\)-coefficients.

Next, we summarize hereditary properties of locally stationary approximations and \(\theta\)-weak dependence under transformations (see [29, Section 2.3 and 2.4] for a comprehensive discussion). Let $Y_u$ be a sequence of stochastic processes with locally stationary approximation $Y_u$ for some $p \geq 1$. For $k \in \mathbb{N}_0$ we define the infinite and finite memory vectors

\[
Z_N(t) = \left( Y_N(t), Y_N\left(t - \frac{1}{N}\right), \ldots \right) \quad \text{and} \quad \tilde{Z}_u(t) = (\tilde{Y}_u(t), \tilde{Y}_u(t - 1), \ldots), \quad \text{as well as}
\]

\[
Z_N^{(k)}(t) = \left( Y_N(t), Y_N\left(t - \frac{1}{N}\right), \ldots, Y_N\left(t - \frac{k}{N}\right) \right) \quad \text{and} \quad \tilde{Z}_u^{(k)}(t) = (\tilde{Y}_u(t), \tilde{Y}_u(t - 1), \ldots, \tilde{Y}_u(t - k)).
\]

For functions from the following two classes we obtain hereditary properties.

**Definition 2.4** ([13, Definition 2.4]). A measurable function $g : \mathbb{R}^{k+1} \to \mathbb{R}$ is said to be in the class $L_{k+1}(M, C)$ for $M \geq 0$ and $C \in [0, \infty]$, if

\[
\sup_{x \neq y} \frac{|g(x) - g(y)|}{\|x - y\|_1 (1 + \|x\|_M^M + \|y\|_M^M)} \leq C.
\]

4
**Definition 2.5** ([29, Definition 2.10]). A measurable function \( h : \mathbb{R}^\infty \rightarrow \mathbb{R}^n \) is said to belong to the class \( L_\alpha^{p,q}(\alpha) \) for \( p, q \geq 1 \), if there exists a sequence \( \alpha = (\alpha_k)_{k \in \mathbb{N}_0} \subset \mathbb{R}_0^+ \) satisfying \( \sum_{k=0}^\infty \alpha_k < \infty \) and a function \( f : \mathbb{R}_0^+ \rightarrow \mathbb{R}_0^+ \) such that for all sequences \( X = (X_k)_{k \in \mathbb{N}_0} \in \ell^\infty(L^q) \) and \( Y = (Y_k)_{k \in \mathbb{N}_0} \in \ell^\infty(L^q) \) it holds

\[
\|h(X) - h(Y)\|_{L^p} \leq f\left(\sup_{k \in \mathbb{N}_0} \{\|X_k\|_{L^q} \vee \|Y_k\|_{L^q}\}\right) \sum_{k=0}^\infty \alpha_k \|X_k - Y_k\|_{L^q}.
\]

The next proposition is a combination of Proposition 2.7 and 2.11 from [29].

**Proposition 2.6.** Let \( Y_N \) be a sequence of stochastic processes with locally stationary approximation \( \tilde{Y}_u \) for some \( q \geq 1 \). Then, for \( g \in L_{k+1}(M, C) \) and a real-valued function \( h \in L_\infty^{p,q}(\alpha) \), where \( M \geq 0 \), \( C \in [0, \infty) \), \( p \geq 1 \) and \( \sum_{k=0}^\infty k \alpha_k < \infty \), it holds:

(a) \( g(\tilde{Z}_u^{(k)}(t)) \) is a locally stationary approximation of the sequence \( g(Z_N^{(k)}(t)) \) for \( \tilde{p} = \frac{q}{M+1} \).

(b) If \( \tilde{Y}_u \) is \( \theta \)-weakly dependent with \( \theta \)-coefficients \( \theta_{\tilde{Y}_u}(h) \), then \( \tilde{Z}_u^{(k)} \) is \( \theta \)-weakly dependent with \( \theta \)-coefficients \( \theta_{\tilde{Z}_u}(h) \leq (k+1) \theta_{\tilde{Y}_u}(h - (k+1)) \) for \( h \geq (k+1) \).

(c) If \( \tilde{Y}_u \) is \( \theta \)-weakly dependent with \( \theta \)-coefficients \( \theta_{\tilde{Y}_u}(h) \), satisfies \( E[\|\tilde{Y}_u(t)\|^{1+M+\gamma}] < \infty \) for some \( \gamma > 0 \) and additionally \( |g(x)| \leq \tilde{C} \|x\|_1^{M+1} \) for a constant \( \tilde{C} > 0 \), then \( g(\tilde{Z}_u^{(k)}(t)) \) is \( \theta \)-weakly dependent with \( \theta \)-coefficients \( \theta_{g(\tilde{Z}_u^{(k)})}(h) = \tilde{O}\left(\theta_{\tilde{Y}_u}(h)^{\frac{q}{M+1}}\right) \).

(d) \( h(\tilde{Z}_u(t)) \) is a locally stationary approximation of \( h(Z_N(t)) \) for \( p \).

If \( \tilde{Y}_u(t) \) is a Lévy-driven moving average processes (see Section 4.1) we give sufficient conditions for \( h(\tilde{Z}_u(t)) \) to be \( \theta \)-weak dependence in Proposition 4.2.

### 3 M-estimation of contrast functions based on locally stationary approximations

Let \( Y_N \) be a sequence of stochastic processes with locally stationary approximation \( \tilde{Y}_u \) as described in Definition 2.1. In this section, we study localized \( M \)-estimators of contrast functions based on observations of \( Y_N \). In a discrete-time setting, such an estimation procedure has recently been investigated in [2] and [13]. The contrast functions we investigate are assumed to be of the form

\[
\Phi\left(\left(\tilde{Y}_u(t)\Delta(1-k)\right)_{k \in \mathbb{N}_0}, \vartheta\right),
\]

where \( \tilde{Y} = (\tilde{Y}_u(\Delta(1-k)))_{k \in \mathbb{N}_0} \) is a sequence in \( L^p \) for \( p \geq 1 \), \( \Delta > 0 \) and \( \vartheta \in \Theta \), where \( \Theta \subset \mathbb{R}^d \) is a parameter space. We assume that the true parameter \( \vartheta^* \) is identifiable from the contrast, i.e.

**Assumption (M1).** Assume that \( \Phi(\tilde{Y}, \vartheta) \in L^1 \) for all \( \vartheta \in \Theta \) and that \( \vartheta^* \) is the unique minimum in \( \Theta \) of the function \( \vartheta \mapsto E[\Phi(\tilde{Y}, \vartheta)] = M(\vartheta) \).

In a stationary setting, the natural choice of an \( M \)-estimator for \( \vartheta^* \) is

\[
\arg\min_{\vartheta \in \Theta} \frac{1}{n} \sum_{i=1}^n \Phi\left((\tilde{Y}_u(i + \Delta(1-k)))_{k \in \mathbb{N}_0}, \vartheta\right).
\]
For processes that possess a locally stationary approximation, a localized law of large numbers has recently been proven in [29, Theorem 3.5 and 3.6]. There, the localization is achieved by using a localizing kernel of the following type.

**Definition 3.1.** Let $K : \mathbb{R} \to \mathbb{R}$ be a bounded function. If $K$ is of bounded variation, has compact support $[-1,1]$ and satisfies $\int_{\mathbb{R}} K(x) \, dx = 1$, then we call $K$ a localizing kernel.

From now on, if not otherwise stated, $K$ always denotes a localizing kernel.

Following this approach we replace the observations of $\tilde{Y}_N$ in (2) by observations of the sequence $Y_N$ as defined in Assumption 2.2, leading to the localized estimator

$$
\hat{\theta}_N = \arg \min_{\theta \in \Theta} M_N(\theta),
$$

where

$$
M_N(\theta) = \frac{\delta_N}{b_N} \sum_{i=-m_N}^{m_N} K \left( \frac{\tau_i - u}{b_N} \right) \Phi \left( \left( Y_N \left( \tau_i + \frac{\Delta(1-k)}{N} \right) \right)_{k \in \mathbb{N}} \right).
$$

In the next two sections, we derive sufficient conditions on the contrast $\Phi$ that ensure consistency and asymptotic normality of $\hat{\theta}_N$. As first step, we give conditions ensuring that $\Phi$ is integrable.

**Lemma 3.2.** Let $\Phi : \mathbb{R}^\infty \times \mathbb{R}^d \to \mathbb{R}$ be a measurable function. If $\Phi(\cdot, \theta) \in \mathcal{L}^p_{\infty}(\alpha)$ for all $\theta \in \Theta$ and $\sup_{\theta \in \Theta} \|\Phi(0, \theta)\| < \infty$, then $\Phi(X, \theta) \in L^1$ for all $X = (X_k)_{k \in \mathbb{N}} \in \ell^\infty(L^1)$ and $\theta \in \Theta$. Moreover, if $X = (X_t)_{t \in \mathbb{R}}$ is a stationary integrable ergodic process, then $(\Phi((X_t-k)_{k \in \mathbb{N}_0}, \theta))_{t \in \mathbb{R}}$ is again a stationary integrable ergodic process for all $\theta \in \Theta$.

**Proof.** For $t \in \mathbb{R}$ and $m \in \mathbb{N}$ we have that $\phi_{t,m} = \Phi(X_t, \ldots, X_t-m, \ldots, \theta) \in L^1$, since $\sup_{\theta \in \Theta} \|\Phi(0, \theta)\| < \infty$ and $\Phi(\cdot, \theta) \in \mathcal{L}^p_{\infty}(\alpha)$. Then, similar to [2, Lemma 3.1], one can show that $\phi_{t,m}$ is a Cauchy sequence in $L^1$. Noting that $\Phi$ is measurable, we conclude analogous to [22, Proposition 4.3].

Note that Lemma 3.2 is often used implicitly in the following.

### 3.1 Consistency

We now show pointwise convergence of $M_N(\theta)$, i.e. $M_N(\theta) \overset{p}{\rightarrow} M(\theta)$ for all $\theta \in \Theta$ as $N \to \infty$ and stochastic equicontinuity of the sequence $\{M_N(\theta)\}_{N \in \mathbb{N}}$. Together, these properties imply $\hat{\theta}_N \overset{p}{\rightarrow} \theta^*$ as $N \to \infty$ along usual lines. To show pointwise convergence, we use the localized law of large numbers from [29]. To this end, it is necessary to impose regularity conditions on $\Phi$. We demand that $\Phi$ belongs to $\mathcal{L}^p_{\infty}(\alpha)$ for each $\theta \in \Theta$. Moreover, if (O2) holds, it is clear that $\Phi(\tilde{Y}, \theta)$ has to be $\theta$-weakly dependent for all $\theta \in \Theta$ (see [29, Theorem 3.6]). Besides this, $\Phi$ has to additionally belong to $L_d$ with respect to the parameter space to ensure stochastic equicontinuity.

**Theorem 3.3.** Let $Y_N$ be a sequence of stochastic processes with locally stationary approximation $\tilde{Y}_N$ for some $q \geq 1$ such that either (O1) or (O2) holds. Besides, for some $p \geq 1$ and a compact set $\Theta \subset \mathbb{R}^d$, we assume that

(a) $\Phi(\cdot, \theta) \in \mathcal{L}^p_{\infty}(\alpha)$ for all $\theta \in \Theta$, such that $\sum_{k=0}^{\infty} k\alpha_k < \infty$,

(b) $\Phi(x, \cdot) \in L_d(0, D_1(1 + \sum_{k=0}^{\infty} \beta_k |x_k|^q))$ for all real sequences $x = (x_k)_{k \in \mathbb{N}_0}$ and some $D_1 \geq 0$, where $(\beta_k)_{k \in \mathbb{N}_0} \subset \mathbb{R}^+$ is a sequence such that $\sum_{k=0}^{\infty} k\beta_k < \infty$,
(c) if (O2) holds, both $\Phi((\tilde{Y}_u(t + \Delta(1-k)))_{k \in \mathbb{N}_0}, \vartheta)$ as well as $g((\tilde{Y}_u(t + \Delta(1-k)))_{k \in \mathbb{N}_0})$ are $\theta$-weakly dependent for all $\vartheta \in \Theta$, where $g(x) = \sum_{k=0}^{\infty} \beta_k |x_k|^q$,

(d) $\sup_{\vartheta \in \Theta} \|\Phi(0, \vartheta)\| < \infty$ and

(e) the identifiability condition (M1) holds.

Then, $\hat{\vartheta}_N$ is consistent, i.e. $\hat{\vartheta}_N \overset{P}{\rightarrow} \vartheta^*$ as $N \rightarrow \infty$.

Proof. See Section 7.1.

Remark 3.4. In the case where (O2) holds and the contrast function $\Phi$ is of finite memory, i.e. there exists $n \in \mathbb{N}_0$ such that $\Phi((\tilde{Y}_u(\Delta(1-k)))_{k \in \mathbb{N}_0}, \vartheta) = \Phi(\tilde{Y}_u(\Delta), \ldots, \tilde{Y}_u(\Delta(1-n)), \vartheta)$, Proposition 2.6 shows that the conditions (c) and (d) of Theorem 3.3 are implied by the condition that

(c') $\Phi(x, \vartheta) \leq C \|x\|^{M+1}$ and $\Phi(\cdot, \vartheta) \in L_{n+1}(M, C)$ for some $C, M \geq 0$ and all $x \in \mathbb{R}^{n+1}$, $\vartheta \in \Theta$. Moreover, $\tilde{Y}_u$ is $\theta$-weakly dependent and $E[|\tilde{Y}_u|^q(\{x^M\})+\gamma] < \infty$ for some $\gamma > 0$.

For contrast functions that are of infinite memory, we give sufficient conditions for (c) in Corollary 4.3, where we investigate processes, whose locally stationary approximation $\tilde{Y}_u$ is a Lévy-driven moving average.

3.2 Asymptotic normality

To establish asymptotic normality of $\hat{\vartheta}_N$ we follow the classical approach (see e.g. [31, Section 5.3]) to show asymptotic normality of an $M$-estimator. We impose conditions on the first and second order partial derivatives of the contrast $\Phi$ and investigate the Taylor expansion of $\nabla_\vartheta M_N$ at $\vartheta^*$. The individual components of the expansion are then shown to either converge to 0 or to be asymptotically normal. The localization is achieved by using the rectangular kernel

$$K_{\text{rect}}(x) = \frac{1}{2}1_{\{x \in [-1,1]\}}.$$  \hspace{1cm} (4)

It is easy to see that $K_{\text{rect}}$ is a localizing kernel. Depending on whether (O1) or (O2) holds, we obtain different asymptotic variances.

To establish asymptotic normality of the components of the Taylor expansion we use results from [29]. There, the authors derived central limit type results under the following condition on the $\theta$-coefficient $\theta(h)$ of the locally stationary approximation

$$DD(\varepsilon) : \sum_{h=1}^{\infty} \theta(h)h^{\frac{3}{2}} < \infty \text{ for some } \varepsilon > 0.$$

Sufficient conditions for $DD(\varepsilon)$ to hold are for instance $\theta(h) \in O(h^{-\alpha})$ for some $\alpha > (1 + \frac{1}{2})$ or $\theta(h) \in O((h \ln(h))^{-1-\frac{1}{8}})$.

Theorem 3.5. Let $q, \tilde{q}, \bar{q} \geq 1$ and $Y_N$ be a sequence of stochastic processes with locally stationary approximation $\tilde{Y}_u$ for some $s \geq \max\{q, \tilde{q}, \bar{q}\}$ such that either (O1) or (O2) holds. The contrast function $\Phi$ is assumed to be of the form (1) such that the Hessian matrix $\nabla^2 \Phi$ of $\Phi$ with respect to $\vartheta$ exists. Moreover, assume that
(a) the parameter space $\Theta \subset \mathbb{R}^d$ is compact, (M1) holds and the unique minimum $\theta^*$ is located in the interior of $\Theta$.

(b) $\sqrt{m_Nb_N} \to 0$ as $N \to \infty$ and the localizing kernel is given by (4).

(c) $\Phi(x, \cdot) \in \mathcal{L}_d(0, D_0(1 + \sum_{k=0}^{\infty} \beta_k|x_k|^q))$ for all real sequences $x = (x_k)_{k \in \mathbb{N}_0}$ and some $D_0 \geq 0$, where $(\beta_k)_{k \in \mathbb{N}_0} \subset [0, \infty)$ is a sequence such that $\sum_{k=0}^{\infty} \beta_k < \infty$ and $\Phi(\cdot, \vartheta) \in \mathcal{L}^{p,q}(\alpha)$ for all $\vartheta \in \Theta$, where $p \geq 1$ and $\sum_{k=0}^{\infty} k\alpha_k < \infty$.

(d) $\frac{\partial}{\partial \vartheta_i} \Phi(\cdot, \theta^*) \in \mathcal{L}^{p,q}(\alpha)$ for all $i = 1, \ldots, d$, where $\vartheta^* \geq 2$ and $\sum_{k=0}^{\infty} k\tilde{\alpha}_k < \infty$.

(e) the stationary process $\nabla_\vartheta \Phi(t) := \nabla_\vartheta \Phi \left( \left( \tilde{Y}_u(t + \Delta(1 - k)) \right)_{k \in \mathbb{N}_0}, \theta^* \right) \in L^{2+\gamma_1}$ for some $\gamma_1 > 0$. Moreover, $\nabla_\vartheta \Phi(t)$ is $\theta$-weakly dependent with $\theta$-coefficients $\theta(h)$ satisfying $DD(\gamma_1)$.

(f) $\frac{\partial^2}{\partial \vartheta_i \partial \vartheta_j} \Phi(x, \cdot) \in \mathcal{L}_d \left( 0, D_1(1 + \sum_{k=0}^{\infty} \tilde{\beta}_k|x_k|^q) \right)$ for all real sequences $x = (x_k)_{k \in \mathbb{N}_0}$, $i, j = 1, \ldots, d$ and some $D_1 \geq 0$, where $(\tilde{\beta}_k)_{k \in \mathbb{N}_0} \subset [0, \infty)$ is a sequence such that $\sum_{k=0}^{\infty} \tilde{\beta}_k < \infty$ and $\frac{\partial^2}{\partial \vartheta_i \partial \vartheta_j} \Phi(\cdot, \vartheta) \in \mathcal{L}^{p,q}(\alpha)$ for all $\vartheta \in \Theta$, $i, j = 1, \ldots, d$, where $\vartheta \geq 2$ and $\sum_{k=0}^{\infty} k\tilde{\alpha}_k < \infty$.

(g) if (O2) holds, the following conditions are satisfied:

\begin{enumerate}
  \item[(g1)] the processes $\Phi \left( \left( \tilde{Y}_u(t + \Delta(1 - k)) \right)_{k \in \mathbb{N}_0}, \theta^* \right)$ and $g \left( \left( \tilde{Y}_u(t + \Delta(1 - k)) \right)_{k \in \mathbb{N}_0} \right)$ are $\theta$-weakly dependent for all $\vartheta \in \Theta$, where $g((x_k)_{k \in \mathbb{N}_0}) = \sum_{k=0}^{\infty} \beta_k |x_k|^q$.
  \item[(g2)] the processes $\frac{\partial^2}{\partial \vartheta_i \partial \vartheta_j} \Phi \left( \left( \tilde{Y}_u(t + \Delta(1 - k)) \right)_{k \in \mathbb{N}_0}, \theta^* \right)$ and $\tilde{g} \left( \left( \tilde{Y}_u(t + \Delta(1 - k)) \right)_{k \in \mathbb{N}_0} \right)$ are $\theta$-weakly dependent for all $\vartheta \in \Theta$ and $i, j = 1, \ldots, d$, where $\tilde{g}((x_k)_{k \in \mathbb{N}_0}) = \sum_{k=0}^{\infty} \tilde{\beta}_k |x_k|^q$.
\end{enumerate}

(h) $\sup_{\vartheta \in \Theta} \left\| \Phi(0, \vartheta) \right\| < \infty$ and $\sup_{\vartheta \in \Theta} \left\| \frac{\partial^2}{\partial \vartheta_i \partial \vartheta_j} \Phi(0, \vartheta) \right\| < \infty$ for all $i, j = 1, \ldots, d$.

(i) the matrices

\[
I(u) = \begin{cases} 
\frac{1}{2}I(u, 0) + \sum_{k=1}^{\infty} I(u, k), & \text{if (O1) holds,} \\
\frac{1}{2}I(u, 0), & \text{if (O2) holds}
\end{cases}
\]

\[
V(u) = E \left[ \nabla^2_\vartheta \Phi \left( \left( \tilde{Y}_u(\Delta(1 - k)) \right)_{k \in \mathbb{N}_0}, \theta^* \right) \right]
\]

are positive definite, where

\[
I(u, k) = E \left[ \nabla_\vartheta \Phi \left( \left( \tilde{Y}_u(\Delta(1 - k)) \right)_{k \in \mathbb{N}_0}, \theta^* \right) \nabla_\vartheta \Phi \left( \left( \tilde{Y}_u(k\delta + \Delta(1 - k)) \right)_{k \in \mathbb{N}_0}, \theta^* \right) \right].
\]

Then, it holds

\[
\sqrt{\frac{b_N}{\delta_N}} \left( \vartheta_N - \theta^* \right) \xrightarrow{d} N \left( 0, V(u)^{-1}I(u)V(u)^{-1} \right).
\]

Proof. See Section 7.2.
Remark 3.6. If the contrast function $\Phi$ is of finite memory (see Remark 3.4), Proposition 2.6 and the obvious analog of [10, Proposition 3.4] for our $\theta$-weak dependence coefficient, show that condition (e) is implied by

$$(e^\star) \nabla \varphi(0, \varphi^\star) = 0, \quad \frac{\partial}{\partial \varphi} \Phi(\cdot, \varphi^\star) \in \mathcal{L}_{n+1}(M_1, C_1) \text{ for some } C_1, M_1 \geq 0 \text{ and } \tilde{Y}_u \text{ is } \theta\text{-weakly dependent with } \theta\text{-coefficients } \theta_{\tilde{Y}_u}(h) \in \mathcal{O}(h^{-\alpha}) \text{ for some } \alpha > (1 + \frac{M_{1+1}}{\gamma_1})(1 + 2M_{1+1} + \gamma_1),$$

where $\gamma_1 > 0$ such that $\tilde{Y}_u(0) \in L^{2(M_{1+1})+\gamma_1}$.

If, in addition, (O2) holds, condition (g) is implied by 3.3 by

$$(g^\star) \Phi(x, \vartheta) \leq C_2 \|x\|^{M_2+1} \quad \text{and} \quad \Phi(\cdot, \vartheta) \in \mathcal{L}_{n+1}(M_2, C_2) \text{ for some } M_2, C_2 \geq 0 \text{ and all } x \in \mathbb{R}^{n+1}, \vartheta \in \Theta. \quad \text{Moreover, } \tilde{Y}_u \text{ is } \theta\text{-weakly dependent and } \tilde{Y}_u \in L^{\gamma_2(M_{2+1})+\gamma_2} \text{ for some } \gamma_2 > 0.$$

$$(g^\star) \frac{\partial^2}{\partial x_i \partial \vartheta_j} \Phi(x, \vartheta) \leq C_3 \|x\|^{M_3+1} \quad \text{and} \quad \frac{\partial^2}{\partial x_i \partial \vartheta_j} \Phi(\cdot, \vartheta) \in \mathcal{L}_{n+1}(M_3, C_3) \text{ for some } M_3, C_3 \geq 0 \text{ and all } x \in \mathbb{R}^{n+1}, i, j = 1, \ldots, d \text{ and } \vartheta \in \Theta. \quad \text{Moreover, } \tilde{Y}_u \text{ is } \theta\text{-weakly dependent and } \tilde{Y}_u \in L^{\gamma_3(M_{1+1})+\gamma_3} \text{ for some } \gamma_3 > 0.$$

4 Least squares estimation for time-varying Lévy-driven Ornstein-Uhlenbeck processes

In this section, we establish consistency and asymptotic normality of an $M$-estimator using results from Section 3 for a least squares contrast. The observations are assumed to be sampled according to Assumption 2.2 from a sequence of time-varying Lévy-driven Ornstein-Uhlenbeck processes, which possesses a locally stationary approximation.

Before we give the definition of (time-varying) Lévy-driven Ornstein-Uhlenbeck processes, we review Lévy processes and discuss basic results including stochastic integration with respect to them. For further insight we refer to [1] and [26].

4.1 Lévy processes and stochastic integration

Definition 4.1. A real-valued stochastic process $L = \{L(t), t \in \mathbb{R}_0^+\}$ is called Lévy process if

(a) $L(0) = 0$ almost surely,

(b) the random variables $(L(t_0), L(t_1) - L(t_0), \ldots, L(t_n) - L(t_{n-1}))$ are independent for any $n \in \mathbb{N}$ and $t_0 < t_1 < t_2 < \cdots < t_n$,

(c) for all $s, t \geq 0$, the distribution of $L(s+t) - L(s)$ does not depend on $s$ and

(d) $L$ is stochastically continuous.

Without loss of generality we additionally consider $L$ to be càdlàg, i.e. right continuous with finite left limits.

Let $L = \{L(t), t \in \mathbb{R}_0^+\}$ be a real-valued Lévy process. Then, $L(1)$ is an infinitely divisible real-valued random variable with characteristic triplet $(\gamma, \Sigma, \nu)$, where $\gamma \in \mathbb{R}$, $\Sigma > 0$ and $\nu$ is a Lévy measure on $\mathbb{R}$, i.e. $\nu(0) = 0$ and $\int_{\mathbb{R}} \left(1 \wedge |x|^2\right) \nu(dx) < \infty$. The characteristic function of $L(t)$ is given by $\varphi_{L(t)}(z) = E[e^{izL(t)}] = e^{i\psi_L(z)}$ with characteristic exponent $\Psi_L(z) = (i\gamma z -$
\[
\frac{\Sigma z^2}{t} + \int_{\mathbb{R}} (e^{itz} - 1 - izx1_Z(x)) \nu(dx), \quad z \in \mathbb{R} \text{ and } Z = \{x \in \mathbb{R}, |x| \leq 1\}. \]
If \( \nu \) has finite second moment, i.e.
\[
\int_{|x|>1} |x|^2 \nu(dx) < \infty \quad \iff \quad \int_{\mathbb{R}} |x|^2 \nu(dx) < \infty,
\]
then \( L(t) \in L^2 \) for all \( t \geq 0 \) and we have \( E[L(t)] = t \left( \gamma + \int_{|x|>1} x \nu(dx) \right) < \infty \) and \( Var(L(t)) = t \left( \Sigma + \int_{\mathbb{R}} x^2 \nu(dx) \right) < \infty \). In the remainder we work with two-sided Lévy processes, i.e. \( L(t) = L_1(t)1_{\{t \geq 0\}} - L_2(-t)1_{\{t < 0\}} \), where \( L_1 \) and \( L_2 \) are independent copies of a one-sided Lévy process. Consider
\[
X(t) = \int_{\mathbb{R}} f(t,s)L(ds),
\]
where \( t \in \mathbb{R} \) and \( f : \mathbb{R} \times \mathbb{R} \to \mathbb{R}^n \) is \( \mathcal{B}(\mathbb{R} \times \mathbb{R}) - \mathcal{B}(\mathbb{R}^n) \) measurable. Necessary and sufficient conditions for the stochastic integral (7) to exist are given in [26, Theorem 3.3], namely if
- \( \Sigma \int_{\mathbb{R}} ||f(t,s)|^2|| \, ds < \infty \),
- \( \int_{\mathbb{R}} \int_{\mathbb{R}} ((|f(t,s)|^2 \wedge 1) \nu(dx) ds < \infty \) and
- \( \int_{\mathbb{R}} \|f(t,s)\left(\gamma + \int_{\mathbb{R}} x(1_{[0,1]}(|f(t,s)x|)) - 1_{[0,1]}(|x|)\nu(dx)\right)\| \, ds < \infty \)
are satisfied, then (7) is well-defined. If \( L \) satisfies (6) and \( f(t, \cdot) \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \), then the above conditions are satisfied and the integral \( X(t) = \int_{\mathbb{R}} f(t,s)L(ds) \) exists in \( L^2 \). If \( X = \{X(t), t \in \mathbb{R}\} \) with \( X(t) \) as in (7) is well-defined, \( X(t) \) is infinitely divisible with characteristic triplet \((\gamma_{int}, \Sigma_{int}, \nu_{int})\), where
- \( \gamma_{int} = \int_{\mathbb{R}} f(t,s)\gamma \, ds + \int_{\mathbb{R}} \int_{\mathbb{R}} f(t,s)x(1_{[0,1]}(||f(t,s)x||)) - 1_{[0,1]}(|x|)\nu(dx)\) \, ds,
- \( \Sigma_{int} = \Sigma \int_{\mathbb{R}} f(t,s)f(t,s) \, ds \) and
- \( \nu_{int}(B) = \int_{\mathbb{R}} \int_{\mathbb{R}} 1_B(f(t,s)x)\nu(dx) \, ds, \quad B \in \mathcal{B}(\mathbb{R}^n) \).

The following proposition shows that infinite memory transformations of Lévy-driven moving average processes, i.e. processes of the form (7) for which \( g(u,t,s) = g(u,t-s) \), are \( \theta \)-weakly dependent.

**Proposition 4.2.** Let \( L \) be a two-sided Lévy process satisfying (6), \( \mu + \int_{|x|>1} x \nu(dx) = 0 \) and \( g : \mathbb{R}^+ \times \mathbb{R} \to \mathbb{R} \) a function such that \( g(u, \cdot) \in L^1(\mathbb{R}) \cap L^q(\mathbb{R}) \) for all \( u \in \mathbb{R}^+ \) and some \( q \in \{2,4\} \).
For fixed \( u \in \mathbb{R}^+ \) we define the process \( X_u = \{X_u(t), t \in \mathbb{R}\} \) as
\[
X_u(t) = \int_{-\infty}^t g(u,t-s)L(ds).
\]
Consider an \( \mathbb{R}^n \)-valued function \( \varphi \in L_{\text{loc}}^p(\mathbb{R}) \), where \( p \geq 1 \) and for some \( \Delta > 0 \) the infinite memory vector \( Z_u(t) = (X_u(t+\Delta), X_u(t), X_u(t-\Delta), \ldots) \). Then, the process \( \varphi(Z_u(t)) \) is \( \theta \)-
weakly dependent with $\theta$-coefficients satisfying

$$q = 2: \quad \theta_{\varphi(Z_u)}(h) \leq C \sum_{k=1}^{\infty} \alpha_k + C \left( \sum_{k=1}^{\infty} g(u, -s)^2 ds \right)^{\frac{1}{2}} = \hat{\theta}_{\varphi(Z_u)}(h)$$

$$q = 4: \quad \theta_{\varphi(Z_u)}(h) \leq C \sum_{k=1}^{\infty} \alpha_k + C \left( \int_{-\infty}^{\frac{h}{2}} g(u, -s)^4 ds \left( \int_{\mathbb{R}} x^4 \nu(dx) \right) + 3 \sum_{l=1}^{\infty} \left( \int_{-\infty}^{\frac{h}{2}} g(u, -s)^2 ds \right)^{\frac{1}{2}} \right) = \hat{\theta}_{\varphi(Z_u)}(h)$$

for a constant $C \geq 0$ and all $h \geq 1$.

**Proof.** See Section 7.3.

**Corollary 4.3.** Consider $Y_N$, $\hat{Y}_u$ and $\Phi$ as in Theorem 3.3 for $q = 2$ where $\Phi$ is of infinite memory. Then, condition (c) from Theorem 3.3 is implied by (c** star**) $\hat{Y}_u$ satisfies the conditions of Proposition 4.2.

**Corollary 4.4.** Consider $Y_N$, $\hat{Y}_u$ and $\Phi$ as in Theorem 3.5, where $q, \bar{q} = 2$, $\bar{q} = 4$ and $\Phi$ is of infinite memory. Then, the conditions (c) and (g) are respectively implied by

(e** star**) $\nabla_\theta \Phi(t) \in L^{2+\gamma_1}$ for some $\gamma_1 > 0$ and $\hat{Y}_u$ satisfies the conditions of Proposition 4.2.

Moreover, $\hat{\theta}_{\nabla_\theta \Phi(t)}(h)$ from (9) satisfies DD($\gamma_1$) and

(g** star**) $\hat{Y}_u$ satisfies the conditions of Proposition 4.2.

### 4.2 Time-varying Lévy-driven Ornstein-Uhlenbeck processes

We consider a sequence of time-varying Lévy-driven Ornstein-Uhlenbeck processes

$$Y_N(t) = \int_{-\infty}^{\infty} g_N(N_t, N_t - u)L(du), \text{ with kernel function}$$

$$g_N(N_t, N_t - u) = \mathbb{1}_{\{N_t-u \geq 0\}} e^{-\int_{-u}^{N_t} a \left( \frac{s}{N_t} \right) ds} \mathbb{1}_{\{N_t-u \geq 0\}} e^{-\int_{-N_t-u}^{0} a \left( \frac{s+N_t}{N_t} \right) ds},$$

(10)

where $a : \mathbb{R} \rightarrow \mathbb{R}_0^+$ is continuous such that $u \mapsto e^{-\int_{-u}^{0} a \left( \frac{s+N_t}{N_t} \right) ds} \in L^1(\mathbb{R}^+)$ for all $t \in \mathbb{R}$ and $N \in \mathbb{N}$, which ensures the existence of (10), since additionally (6) holds. In the next proposition we review sufficient conditions under which the sequence (10) possesses a locally stationary approximation $\hat{Y}_u$ for $p = 2$ and $p = 4$ given by

$$\hat{Y}_u(t) = \int_{\mathbb{R}} g(u, t-s)L(ds), \text{ with kernel function}$$

$$g(u, t-s) = \mathbb{1}_{\{s \geq 0\}} e^{-a(u)(t-s)}.$$ 

(11)

**Remark 4.5.** The process $\hat{Y}_u$ from (11) is the unique stationary solution to the stochastic differential equation

$$d\hat{Y}_u(t) = -a(u)\hat{Y}_u(t)dt + L(dt).$$
Proposition 4.6 ([29, Proposition 5.3]). Let $Y_N$ be a sequence of time-varying Lévy-driven Ornstein-Uhlenbeck processes as given in (10) such that (6) holds. Then, $\tilde{Y}_u$ as given in (11) is a locally stationary approximation of $Y_N$ for $p = 2$, if

(a) the coefficient function $a$ is Lipschitz with constant $L$,
(b) $\inf_{s \in \mathbb{R}} a(s) > 0$.

If additionally $\int_{|x| > 1} x^4 \nu(dx) < \infty$, then $\tilde{Y}_u$ is also a locally stationary approximation of $Y_N$ for $p = 4$.

4.3 Least squares estimation

Let us assume that we observe a sequence of time-varying Lévy-driven Ornstein-Uhlenbeck processes $Y_N$ as defined in (10), where the characteristic triplet of the driving Lévy process $L$ is known and the observations are sampled according to Assumption 2.2 such that either (O1) or (O2) hold.

Our goal is to estimate the coefficient function at a fixed point $u > 0$, i.e. to estimate $a(u)$. To this aim we assume that $a(u) \in \Theta \subset \mathbb{R}^+$, where $\Theta$ is a compact parameter space.

For $\vartheta \in \Theta$ and $\Delta > 0$ we define the following least squares contrast

$$
\Phi_{LS}(\{|Y_u(\vartheta^2 - k)|\}_{k \in \mathbb{N}_0}, \vartheta) = \Phi_{LS}\left(\tilde{Y}_u(\Delta), \tilde{Y}_u(0), \vartheta\right) = \left(\tilde{Y}_u(\Delta) - e^{-\Delta \vartheta} \tilde{Y}_u(0)\right)^2.
$$

(12)

We show consistency and asymptotic normality of the estimator $\hat{\vartheta}_N$ from (3), defined with respect to the least squares contrast (12), using Theorem 3.3 and 3.5.

Theorem 4.7. Let $Y_N$ be a sequence of time-varying Lévy-driven Ornstein-Uhlenbeck processes as given in (10) such that (6) and either (O1) or (O2) hold. Assume that

(a) $\gamma + \int_{|x| > 1} \nu(dx) = 0$,
(b) the parameter space $\Theta \subset \mathbb{R}^+$ is compact,
(c) the coefficient function $a$ is Lipschitz and satisfies $\inf_{s \in \mathbb{R}} a(s) > 0$ and
(d) if (O2) holds, $\int_{|x| > 1} |x|^{2+\gamma_1} \nu(dx) < \infty$ for some $\gamma_1 > 0$.

Then, $\hat{\vartheta}_N$ is consistent, i.e. $\hat{\vartheta}_N \xrightarrow{P} a(u)$ as $N \to \infty$. Moreover, if

(d) $\int_{|x| > 1} x^{4+\gamma_2} \nu(dx) < \infty$ for some $\gamma_2 > 0$,
(e) $a(u)$ is in the interior of $\Theta$ and $\sqrt{m} \vartheta_N \to 0$ as $N \to \infty$ and
(f) $\hat{\vartheta}_N$ is defined with respect to the rectangular kernel (4),

then $\sqrt{\frac{\vartheta_N}{\vartheta_N}} (\hat{\vartheta}_N - a(u)) \xrightarrow{d} \mathcal{N}(0, \Sigma(u))$ as $N \to \infty$, where

$$
\Sigma(u) = \frac{1}{2 \Delta^2} \begin{cases}
\frac{e^{2a(u)\Delta} + 2e^{2a(u)\Delta}e^{-2a(u)\frac{\delta}{\Delta}} - e^{-2a(u)\frac{\delta}{\Delta}}}{1 - e^{-2a(u)\frac{\delta}{\Delta}}} - 2 \left[\Delta/\delta\right] + 1, & \text{if } (O1) \text{ holds}, \\
\frac{e^{2a(u)\Delta} - 1}{1 - e^{-2a(u)\frac{\delta}{\Delta}}}, & \text{if } (O2) \text{ holds}.
\end{cases}
$$

(13)

Remind that $\Delta$ denotes the step size in the contrast function (1) and $\delta = N \vartheta_N$ for the observation scheme (O1). In particular, if $\delta = \Delta$, the asymptotic variance is given by $\Sigma(u) = \frac{1}{2 \Delta^2} (e^{2a(u)\Delta} - 1)$, independent of whether (O1) or (O2) holds.
Proof. See Section 7.4.

Remark 4.8. A consistent plug-in estimator of $\Sigma(u)$ can be readily obtained by replacing $a(u)$ in (13) with $\hat{\vartheta}_N$.

5 Quasi-maximum likelihood and Whittle estimation for time-varying Lévy-driven state space models

We consider observations of a time-varying Lévy-driven state space model that follow the sampling scheme from Assumption 2.2 such that either (O1) or (O2) hold. In this section, we derive consistency results for an $M$-estimator that is based on a log-likelihood contrast. In addition, we establish consistency for a localized Whittle estimator.

5.1 Time-varying Lévy-driven state space models

We give a brief review of the definition and basic properties of time-varying Lévy-driven state space models. For further details we refer to [5, 29].

Let $L = \{L(t), t \in \mathbb{R}\}$ be a two-sided Lévy process with values in $\mathbb{R}$ satisfying (6). For $p \in \mathbb{N}$ and arbitrary continuous coefficient functions $A(t) \in M_{p \times p}(\mathbb{R})$ and $B(t), C(t) \in M_{p \times 1}(\mathbb{R})$, $t \in \mathbb{R}$ we consider the observation and state equation

$$Y(t) = B(t)'X(t) \quad \text{and} \quad dX(t) = A(t)X(t)dt + C(t)L(dt). \quad (14)$$

The solution of (14) is unique and given by (see [5, Section 4])

$$X(t) = \int_{-\infty}^{t} \Psi(t, s)C(s)L(ds) \quad \text{and} \quad Y(t) = B(t) \int_{-\infty}^{t} \Psi(t, s)C(s)L(ds),$$

provided that the integrals exist in $L^2$. The matrix $\Psi(t, t_0)$ for $t > t_0$ is the unique solution to the homogeneous initial value problem (IVP)

$$\frac{d}{dt} \Psi(t, t_0) = A(t)\Psi(t, t_0), \quad \text{with initial condition} \quad \Psi(t_0, t_0) = 1_p. \quad (15)$$

A comprehensive discussion on the IVP (15) can be found in [6, Section 3 and 4] and in the context of Lévy-driven state space models in [29, Section 5.2 and 5.3].

Definition 5.1. Let $X = \{X(t), t \in \mathbb{R}\}$ be a solution to the state space representation (14). Then, we call $X$ a time-varying Lévy-driven state space process. If the coefficient functions $A, B$ and $C$ are time-invariant, the solution is called a Lévy-driven state space process.

Remark 5.2. Noticeable examples from the class of time-varying Lévy-driven state space models are time-varying Lévy-driven CARMA processes, for which the matrix function $C(t)$ is time-invariant, i.e. $C(t) = C$ for all $t \in \mathbb{R}$ and the matrix function $A(t)$ is of the form

$$A(t) = \begin{pmatrix}
0 & 1 & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ddots & \ddots & 1 \\
-a_p(t) & -a_{p-1}(t) & \ldots & -a_1(t)
\end{pmatrix},$$

where $a_i(t), i = 1, \ldots, p$ are continuous real functions.
Now, for continuous coefficient functions $A(t) \in M_{p \times p}(\mathbb{R})$ and $B(t), C(t) \in M_{p \times 1}(\mathbb{R})$, $t \in \mathbb{R}$ and a two-sided Lévy process $L$, we consider a sequence $Y_N$ of time-varying Lévy-driven state space models, where

$$Y_N(t) = \int_{\mathbb{R}} g_N(Nt, Nt - s)L(ds),$$

with kernel function

$$g_N(Nt, Nt - s) = 1_{\{Nt - s \geq 0\}}B(t)\Psi_{N,t}(0, -(Nt - s))C\left(\frac{-(Nt - s)}{N} + t\right),$$

(16)

where $t \in \mathbb{R}$. Then, $\Psi_{N,t}(0, -(Nt - u))$ is the solution to the IVP

$$\frac{d}{ds}\Psi_{N,t}(s, s_0) = A\left(s + t\right)\Psi_{N,t}(s, s_0),$$

with initial condition $\Psi_{N,t}(s_0, s_0) = 1_p$

for $s > s_0$. We assume that $A(u), u \in \mathbb{R}^+$ has eigenvalues with strictly negative real part and consider as corresponding locally stationary approximation $\tilde{Y}_u$ the process

$$\tilde{Y}_u(t) = \int_{\mathbb{R}} g(u, t - s)L(ds),$$

with kernel function

$$g(u, t - s) = 1_{\{t - s \geq 0\}}B(u)e^{A(u)(t-s)}C\left(u\right).$$

(17)

**Proposition 5.3** ([29, Corollary 5.13]). Let $Y_N$ be a sequence of time-varying Lévy-driven state space models as given in (16). Then, $\tilde{Y}_u$ as given in (17) is a locally stationary approximation of $Y_N$ for $p = 2$, if

(a) the coefficient functions $A, B$ and $C$ are Lipschitz with constants $L_A, L_B$ and $L_C$,

(b) $\sup_{s \in \mathbb{R}}\|B(s)\| < \infty$ and $\sup_{s \in \mathbb{R}}\|C(s)\| < \infty$,

and either $(c1)$-$(e1)$ or $(c1)$, $(d2)$ and $(e2)$ hold, where

(c1) $\{A(t)\}_{t \in \mathbb{R}}$ commutes, i.e. $[A(t), A(s)] = 0$ for all $s, t \in \mathbb{R},$

(d1) $\left\|e^{\nu\int_{s}^{s+t}A(x)dx}\right\| \leq e^{\nu s \lambda}$, with $\gamma, \lambda > 0$ for all $\nu \in [0, 1], s < 0, t \in \mathbb{R}$ and $N \in \mathbb{N}$ and

(e1) $\left|e^{-\nu A(t)s}\right| \leq \tilde{\gamma} e^{\nu s \lambda}$, with $\tilde{\gamma}, \tilde{\lambda} > 0$ for all $\nu \in [0, 1], s < 0$ and $t \in \mathbb{R},$

(d2) the eigenvalues $\lambda_j(t)$ of $A(t)$ for $j = 1, \ldots, p$ satisfy $\sup_{t \in \mathbb{R}}\max_{j=1,\ldots,p}\Re(\lambda_j(t)) < 0.$

(e2) $A(t)$ is diagonalizable for all $t \in \mathbb{R}.$

If we additionally assume that $\int_{\mathbb{R}} x^4 \nu(dx) < \infty$, then $\tilde{Y}_u$ is also a locally stationary approximation of $Y_N$ for $p = 4.$

### 5.2 Quasi-maximum likelihood estimation

Let $\Theta \subset \mathbb{R}^d$ be a compact parameter space and $\vartheta^* = \{\vartheta^*(t), t \in \mathbb{R}\}$ a parameter curve in $\Theta$. Moreover, let $(A_\vartheta)_{\vartheta \in \Theta} \subset M_{p \times p}(\mathbb{R})$ and $(B_\vartheta)_{\vartheta \in \Theta}, (C_\vartheta)_{\vartheta \in \Theta} \subset M_{p \times 1}(\mathbb{R})$ be families of matrices, $(\Sigma_\vartheta)_{\vartheta \in \Theta}$ a family of positive numbers, and $(L_\vartheta)_{\vartheta \in \Theta}$ a family of Lévy processes such that $\text{Var}(L_\vartheta(1)) = \Sigma_\vartheta.$

Consider a sequence of time-varying Lévy-driven state space models $(Y^\vartheta_N(t))_{N \in \mathbb{N}}$ such that $Y^\vartheta_N(t)$ is defined as in (16) with coefficient functions $A(t) = A_{\vartheta^*(t)}, B(t) = B_{\vartheta^*(t)}, C(t) = C_{\vartheta^*(t)}.$
and driving noise $L = L_{\vartheta^*}(0)$, such that $\text{Var}(L(1)) = \Sigma_{\vartheta^*}(0)$.

Based on the families $A_\vartheta, B_\vartheta, C_\vartheta$ and $L_\vartheta$ from above we define a family of processes $(\tilde{Y}^\vartheta(t))_{\vartheta \in \Theta}$, where

$$
\tilde{Y}^\vartheta(t) = \int_{-\infty}^t B'_\vartheta e^{A_\vartheta(t-s)}C_\vartheta L_\vartheta(ds).
$$

(18)

The following assumption is crucial for all results that we derive in the sequel.

**Assumption (C0).** We assume that $\tilde{Y}_u(t) = \tilde{Y}^{\vartheta^*(u)}(t)$ is a locally stationary approximation of $Y^\vartheta_N(t)$ for some $p \geq 1$.

To obtain a consistent estimator for $\vartheta^*(u), u \in \mathbb{R}^+$, we consider an $M$-estimator of a log-likelihood contrast $\Phi^{LL}$ and use results from Section 3. We derive the contrast $\Phi^{LL}$ using results from [28], where the authors investigated a related estimator in a stationary setting.

**Assumption (C1).** For each $\vartheta \in \Theta$, it holds $E[L_\vartheta(1)] = 0$ and $E[L_\vartheta(1)^2] = \Sigma_\vartheta < \infty$. Additionally, we rule out the degenerate case, where $E[L_\vartheta(1)^2] = 0$.

**Assumption (C2).** For each $\vartheta \in \Theta$, the eigenvalues of $A_\vartheta$ have strictly negative real parts.

Under the previous assumptions $\tilde{Y}^\vartheta$ is for all $\vartheta \in \Theta$ the unique stationary centered solution to the observation and state equation

$$
\tilde{Y}^\vartheta(t) = B'_\vartheta X(t) \text{ and } dX(t) = A_\vartheta X(t)dt + C_\vartheta L_\vartheta(dt),
$$

(19)
i.e. a Lévy-driven state space process. Moreover, for $\Delta > 0$ it follows from [28, Proposition 3.6] that the sampled process $(\tilde{Y}^{\vartheta,\Delta}(k))_{k \in \mathbb{Z}}$, where $\tilde{Y}^{\vartheta,\Delta}(k) = \tilde{Y}^\vartheta(\Delta k)$ satisfies the state space representation

$$
\tilde{Y}^{\vartheta,\Delta}(k) = B'_\vartheta X(k) \text{ and } X(k) = e^{\Delta A_\vartheta} X(k-1) + N_\vartheta^{\Delta}(k),
$$

(20)

where $N_\vartheta^{\Delta}(k) = \int_{(k-1)\Delta}^{k\Delta} e^{A_\vartheta(k\Delta-s)}C_\vartheta L_\vartheta(ds), k \in \mathbb{Z}$. The sequence $(N_\vartheta^{\Delta}(k))_{k \in \mathbb{Z}}$ is i.i.d with mean zero and covariance matrix

$$
\Sigma_\vartheta^{\Delta} = \Sigma_\vartheta \int_{0}^{\Delta} e^{A_\vartheta s}C_\vartheta C_\vartheta' e^{A_\vartheta' s} ds.
$$

(21)

Moreover, the spectral density of $\tilde{Y}^{\vartheta,\Delta}$, denoted by $f^\Delta_Y(\omega, \vartheta)$, is given by

$$
f^\Delta_Y(\omega, \vartheta) = \frac{1}{2\pi} B'_\vartheta (e^{i\omega} 1_p - e^{\Delta A_\vartheta})^{-1} \Sigma_\vartheta^{\Delta} (e^{-i\omega} 1_p - e^{\Delta A_\vartheta}) B_\vartheta, \quad \omega \in [-\pi, \pi].
$$

(22)

Next, we review some aspects of Kalman filtering that are necessary to define the log-likelihood contrast $\Phi^{LL}$.

**Proposition 5.4** ([28, Proposition 2.1]). Let $Y = \{Y_n, n \in \mathbb{Z}\}$ be the output process of the state space model $Y_n = B'X_n$ and $X_n = AX_{n-1} + Z_{n-1}, n \in \mathbb{Z}$, where $A \in M_{p \times p}(\mathbb{R}), B \in M_{p \times 1}(\mathbb{R})$ and $Z_n$ is an $\mathbb{R}^p$-valued centered i.i.d. sequence with covariance matrix $Q$. The linear innovations $\varepsilon = (\varepsilon_n)_{n \in \mathbb{Z}}$ of $Y$ are defined as $\varepsilon_n = Y_n - P_{n-1}Y_n$, where $P_n$ is the orthogonal projection onto $\text{span}\{Y_k : k \leq n\}$ and the closure is taken in $L^2$. If the eigenvalues of $A$ are less than 1 in absolute value it holds:
(a) The Ricatti equation \( \Omega = A\Omega A' + Q - (A\Omega B)(B'\Omega B)^{-1}(A\Omega B)' \) has a unique positive semidefinite solution \( \Omega \in M_{p \times p}(\mathbb{R}) \).

(b) The eigenvalues of \( A - KB' \in M_{p \times p}(\mathbb{R}) \) have absolute value less than one, where \( K = (A\Omega B)(B'\Omega B)^{-1} \in M_{p \times 1}(\mathbb{R}) \) is the steady-state Kalman gain matrix.

(c) The linear innovations \( \varepsilon \) of \( Y \) are the unique stationary solution to \( \tilde{X}_n = (A - KB')\tilde{X}_{n-1} + KY_{n-1} \) and \( \varepsilon_n = Y_n - B'\tilde{X}_n, n \in \mathbb{Z} \). Moreover, \( \varepsilon \) can equivalently be written as

\[
\varepsilon_n = Y_n - B' \sum_{\nu=1}^{\infty} (A - KB')^{\nu-1} KY_{n-\nu}.
\]

For the covariance matrix \( V = E[\varepsilon_n^2] \) we have \( V = B'\Omega B \).

We apply the above proposition to the state space model (20) and obtain the parametrized matrices \( \Omega_0, K_0, V_0 \). In addition to the assumptions (C1) and (C2), we impose the following conditions.

**Assumption (C3).** The parameter space \( \Theta \subset \mathbb{R}^d \) is compact.

**Assumption (C4).** The functions \( \vartheta \mapsto A_\vartheta, \vartheta \mapsto B_\vartheta, \vartheta \mapsto C_\vartheta \) and \( \vartheta \mapsto \Sigma_\vartheta \) are continuously differentiable and \( B_\vartheta \neq 0 \) for all \( \vartheta \in \Theta \).

**Lemma 5.5.** Assume that (C1) - (C4) hold. Then, \( e^{\Delta \vartheta A_0} \) has eigenvalues with absolute value less than 1 and \( V_0 = B_0'\Omega_0 B_0 > C_V \) for a constant \( C_V > 0 \) and all \( \vartheta \in \Theta \).

**Proof.** Follows from the proof of [28, Lemma 2.2 and Lemma 3.14].

Following the sensitivity analysis of the Ricatti equation in [30], the degree of smoothness of \( A_\vartheta, B_\vartheta, C_\vartheta \) and \( \Sigma_\vartheta \), namely \( C^1 \) carries over to the mapping \( \vartheta \mapsto \Omega_\vartheta \). Therefore, from the previous assumptions it follows that the functions \( \vartheta \mapsto A_\vartheta, \vartheta \mapsto B_\vartheta, \vartheta \mapsto C_\vartheta, \vartheta \mapsto \Sigma_\vartheta, \vartheta \mapsto K_\vartheta \) and \( \vartheta \mapsto V_\vartheta \) are Lipschitz.

Under the conditions (C1) - (C4) we define for \( u \in \mathbb{R}^+, \bar{\vartheta}^{\vartheta^*(u),\Delta} = (\bar{\vartheta}^{\vartheta^*(u),\Delta}(1-k))_{k \in \mathbb{N}_0} \) and \( \bar{\vartheta}^{\vartheta^*(u),\Delta}(k) = \bar{\vartheta}^{\vartheta^*(u),\Delta}(\Delta k) \) as in (20) the log-likelihood contrast

\[
\Phi^{LL}(\bar{\vartheta}^{\vartheta^*(u),\Delta}, \vartheta) = \log(2\pi) + \log(V_\vartheta) + \frac{\varepsilon_\vartheta^2(\bar{\vartheta}^{\vartheta^*(u),\Delta})}{V_\vartheta},
\]

where \( \varepsilon_\vartheta(\bar{\vartheta}^{\vartheta^*(u),\Delta}) \) is given by the analogue of (23), i.e.

\[
\varepsilon_\vartheta(\bar{\vartheta}^{\vartheta^*(u),\Delta}) = \bar{\vartheta}^{\vartheta^*(u),\Delta}(1) - B_\vartheta' \sum_{n=1}^{\infty} (e^{\Delta \vartheta A_0} - K_\vartheta B_\vartheta)^{n-1} K_\vartheta \bar{\vartheta}^{\vartheta^*(u),\Delta}(1-n).
\]

The localized \( M \)-estimator resulting from the contrast (24) can be considered as a localized quasi-maximum likelihood estimator. It is given by

\[
\hat{\vartheta}_N = \arg \min_{\vartheta \in \Theta} M_N(\vartheta), \quad M_N(\vartheta) = \frac{\delta N}{b N} \sum_{i=1}^{m_N} K \left( \frac{\tau_i^N - u}{b N} \right) \Phi^{LL} \left( Y_N^{\vartheta^*(u)} \left( \frac{\tau_i^N + \Delta (1-k)}{N} \right) \right),
\]

where \( K \) is a localizing kernel. The following proposition shows that if (C1) - (C4) hold, \( \Phi^{LL} \) satisfies all conditions of Theorem 3.3 besides the identifiability condition (M1).
Proposition 5.6. If (C1) - (C4) hold, then

(a) \( \Phi_{\ell}(\cdot, \vartheta) \in L^1_{\infty}(\alpha) \) for all \( \vartheta \in \Theta \), where \( \alpha = (\alpha_k)_{k \in \mathbb{N}_0} \subset \mathbb{R}^+ \) satisfies \( \sum_{k=0}^{\infty} k\alpha_k < \infty \),

(b) \( \Phi_{\ell}(x, \cdot) \in L_0(0, D_1(1 + \sum_{k=0}^{\infty} \beta_k x_{1-k}^2)) \) for all real sequences \( x = (x_{k})_{k \in \mathbb{N}_0} \) and some \( D_1 \geq 0 \), where \( (\beta_k)_{k \in \mathbb{N}_0} \subset \mathbb{R} \) satisfies \( \sum_{k=0}^{\infty} k\beta_k < \infty \) and

(c) if the observations follow the sampling scheme \((O2)\), condition (c) of Theorem 3.3 is satisfied.

Proof. See Section 7.5.

The following conditions (C5)-(C7) will help to verify the identifiability condition (M1). First, it is necessary to ensure that the sampled process \( \tilde{Y}^{\vartheta, \Delta} \) is not the output process of any state space representation of lower dimension than \( p \) for all \( \vartheta \in \Theta \). The concept of minimality is suitable for this purpose.

Definition 5.7. Let \( H : \mathbb{R} \to \mathbb{R} \) be a rational function and \( A \in M_{p \times p}(\mathbb{R}) \) and \( B, C \in M_{p \times 1}(\mathbb{R}) \) such that \( H(x) = B'(x1_p - A)^{-1}C \). We then call the triplet \((A, B, C)\) an algebraic realization of \( H \) of dimension \( p \). If \((A, B, C)\) is an algebraic realization whose dimension is smaller than or equal to the dimension of any other algebraic realization of \( H \) we call it minimal. The corresponding dimension of such a minimal algebraic realization is called McMillan degree.

Assumption (C5). For each \( \vartheta \in \Theta \) the triplet \((A_\vartheta, B_\vartheta, C_\vartheta)\) is minimal with McMillan degree \( p \).

Definition 5.8. An algebraic realization \((A, B, C)\) of dimension \( p \) is called controllable if the matrix \([C \quad AC \ldots A^{p-1}C]\) is minimal with McMillan degree \( p \). Moreover, it is called observable if the matrix \([B' \quad BA' \ldots B(A^{p-1})]\) is minimal with McMillan degree \( p \).

Proposition 5.9. An algebraic realization \((A, B, C)\) of dimension \( p \) is controllable and observable if and only if it is minimal.

Proof. See [18, Theorem 2.3.3].

Assumption (C6). Let \((\tilde{Y}^\vartheta)_{\vartheta \in \Theta}\) be the family of output processes of the observation and state equation (19). For all \( \vartheta_1 \neq \vartheta_2 \) the spectral densities of the two processes \( \tilde{Y}^\vartheta_1 \) and \( \tilde{Y}^\vartheta_2 \) are different.

Proposition 5.10. For \( \vartheta \in \Theta \) let \( \tilde{Y}^\vartheta \) be the output process of (19). Then, its spectral density \( f_{\tilde{Y}^\vartheta} \) is given by

\[
    f_{\tilde{Y}^\vartheta}(\omega) = \frac{1}{2\pi} H_\vartheta(i\omega) \Sigma_\vartheta H_\vartheta(-i\omega), \quad \omega \in \mathbb{R},
\]

where \( H_\vartheta : \mathbb{R} \to \mathbb{R} \) is the transfer function of \( \tilde{Y}^\vartheta \) and defined as \( H_\vartheta(x) = B'_\vartheta(x1_p - A_\vartheta)^{-1}C_\vartheta \).

Proof. See [28, Proposition 3.4].

Under the following assumption one can show that (C6) also holds for the sampled process \( \tilde{Y}^{\vartheta, \Delta} \).

Assumption (C7). For each \( \vartheta \in \Theta \) the spectrum of \( A_\vartheta \) is a subset of \( \{ z \in \mathbb{C}, \frac{-\pi}{2} < \Im(z) < \frac{\pi}{2} \} \).
Example 5.15. Let $\Phi^{LL}$ be as defined in (24) and assume that (C1) - (C7) hold. Then, (M1) holds.

Proof. Follows from [28, Lemma 2.10 and the proof of Theorem 3.16]. \hfill \square

Theorem 5.12. Assume that (C0) is satisfied for $p=2$ and that either (O1) or (O2) holds. If (C1) - (C7) hold, then $\hat{\vartheta}_{N} \xrightarrow{P} \vartheta^{*}(u)$ as $N \to \infty$ for all $u \in \mathbb{R}^{+}$ with $\hat{\vartheta}_{N}$ as defined in (26).

Proof. According to Proposition 5.6 and 5.11 the contrast $\Phi^{LL}$ as defined in (24) satisfies the conditions of Theorem 3.3. \hfill \square

Remark 5.13. Theorem 5.12 provides an important first result for the statistical inference of time-varying Lévy-driven state space models, specifically including time-varying CARMA processes. In addition, it is desirable to have results on the estimator’s (asymptotic) distribution at hand to construct for instance confidence intervals. In fact, Theorem 3.5 should pave the way to prove asymptotic normality of $\hat{\vartheta}_{N}$ as defined in (26). However, this requires an in-depth analysis of the regularity properties of the contrast function’s first and second order partial derivatives, which is beyond the scope of this work.

Remark 5.14. If (O1) holds for $N\delta_{N} = \Delta$, the estimator $\hat{\vartheta}_{N}$ is given by the simpler expression

$$\hat{\vartheta}_{N} = \arg\min_{\vartheta \in \Theta} \frac{\delta_{N}}{b_{N}} \sum_{i=-m_{N}}^{m_{N}} K \left( \left( \frac{i\delta_{N}}{b_{N}} \right) \Phi^{LL} \left( \left( \tilde{Y}_{N}^{\vartheta*}(\tau_{i+1-k}) \right)_{k \in \mathbb{N}_{0}}, \vartheta \right) \right).$$

In the next example we briefly present an estimation setting that satisfies the conditions (C0)-(C7).

Example 5.15. Assume that $\Theta \subset \mathbb{R}^{3}$ is a properly restricted compact parameter space. For $\vartheta = (\vartheta_{1}, \vartheta_{2}, \vartheta_{3}) \in \Theta$ we consider the following families of matrices and real numbers

$$A_{\vartheta} = \begin{pmatrix} \vartheta_{1} & 0 & 0 \\ 0 & \vartheta_{2} & 0 \\ 0 & 0 & \vartheta_{3} \end{pmatrix}, \quad B_{\vartheta} = \begin{pmatrix} 1 \\ \vartheta_{2} - \vartheta_{1} \\ \vartheta_{2} - \vartheta_{1} \end{pmatrix}, \quad C_{\vartheta} = \begin{pmatrix} -\vartheta_{1}(1 + \vartheta_{2}) \\ -\vartheta_{2}(1 + \vartheta_{1}) \end{pmatrix} \quad \text{and} \quad \Sigma_{\vartheta} = \vartheta_{3} > 0.$$

Moreover, $L_{\vartheta}$ denotes a family of two sided Lévy process that satisfies (C1) for all $\vartheta \in \Theta$. For a properly restricted compact parameter space $T \subset \mathbb{R}^{5}$, we define the family $R_{\Theta} = \{ \tilde{\vartheta}(t) = (\tau_{1} + \tau_{2} | \sin(t)|, \tau_{1} + \tau_{3} | \cos(x)|, \tau_{4}) \tau = (\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}) \in T \}$, such that $(\tilde{\vartheta}(t))_{t \in \mathbb{R}} \subset \Theta$ for all $\vartheta \in R_{\Theta}$.

Following Remark 5.14, we define the family $(Y_{N}^{\vartheta*}(t))_{\vartheta \in R_{\Theta}}$ of sequences of time-varying Lévy-driven state space models such that $Y_{N}^{\vartheta*}(t)$ is defined as in (16) with coefficient functions $A(t) = A_{\tilde{\vartheta}(t)}$, $B(t) = B_{\tilde{\vartheta}(t)}$, $C(t) = C_{\tilde{\vartheta}(t)}$ and driving noise $L_{\tilde{\vartheta}(t)}$, $\vartheta \in R_{\Theta}$. All of the above functions are uniformly bounded and Lipschitzian in $t$ for all $t \in T$. In addition, it holds $[A(t), A(s)] = 0$ for all $s, t \in \mathbb{R}$ and $t \in T$ (see e.g. [33]). All eigenvalues of $A(t)$ are real and strictly negative for a properly restricted $T$. Overall, (a), (b), (c1), (d2) and (e2) of Proposition 5.3 hold and $\tilde{Y}_{N}^{\vartheta*(\varpi)}(t)$ as given in (18) is a locally stationary approximation of $Y_{N}^{\vartheta*}(t)$ for $p = 2$ and all $t \in T$. Now, assume that we observed $Y_{N}^{\vartheta*}(t)$ for some true parameter curve $\vartheta^{*}(t) \in R_{\Theta}$. Then, (C0) holds.

By construction, the functions $\vartheta \mapsto A_{\vartheta}$, $\vartheta \mapsto B_{\vartheta}$, $\vartheta \mapsto C_{\vartheta}$ and $\vartheta \mapsto \Sigma_{\vartheta}$ are continuously differentiable. It is easy to see that the triplet $(A_{\vartheta}, B_{\vartheta}, C_{\vartheta})$ is controllable and observable and therefore, according to Proposition 5.9 also minimal for all $\vartheta \in \Theta$. Overall, (C0)-(C5) and (C7)
hold. In view of (C6) it is enough to observe that \( f_{Y^\theta}(\omega) = \frac{\vartheta i}{2\pi (\omega + i\vartheta_1)(\omega + i\vartheta_2)} \), which satisfies (C6) whenever \( \vartheta_1 \neq \vartheta_2 \), \( \vartheta_1 \neq \overline{\vartheta}_1 \) and \( \Re(\vartheta_i) < 0 \) for \( i = 1, 2 \). Finally, for all \( u \in \mathbb{R}^+ \) Theorem 5.12 implies that \( \hat{\vartheta}_N \) is a consistent estimator of \( \vartheta^*(u) \). If the true parameter curve \( \vartheta^* \) can be estimated at \( 0 < u_1 < u_2 \), one can solve a system of equations to obtain estimators for \( \tau \), such that the whole curve \( \vartheta^* \) can be reconstructed.

It is interesting to note that [27, Theorem 3.3] immediately shows that \( \hat{Y}^\vartheta \) is a CARMA(2,1) process with AR polynomial \( p(z) = (z - \vartheta_1)(z - \vartheta_2) \) and MA polynomial \( q(z) = z - \vartheta_1\vartheta_2 \).

We note that the form of \( \hat{S}_N \) from Theorem 5.12, to the truncated estimator \( \hat{\vartheta}_N \). Thus, for \( \hat{Y}_N^\vartheta = (Y_N^\vartheta(\tau_{i+1-k}))_{k \in \mathbb{N}_0} \) we define

\[
\hat{\vartheta}_N \quad \text{and} \quad \hat{\vartheta}^*_N \quad \text{to be properly normed.}
\]

5.3 Truncated quasi-maximum likelihood estimation

We consider observations as described in Assumption 2.2 that follow the sampling scheme (O1) for \( N\delta_N = \Delta \).

It is clear that in practice one does not observe the full history of \( Y_N^\vartheta \) as assumed in (26). As unobserved sampling points must not contribute to the estimator, we set \( Y_N^\vartheta(\tau) \) to 0 if \( \tau \) is not included in the observation window \([u - b_N, u + b_N]\). Thus, for \( \hat{Y}_N^\vartheta = (Y_N^\vartheta(\tau_{i+1-k}))_{k \in \mathbb{N}_0} \) we define

\[
\hat{\vartheta}_{i,m}^L (Y_N^\vartheta, \vartheta) = \left( \log(2\pi) + \log(V_{\vartheta}) + \frac{\vartheta^2}{V_{\vartheta}} \sum_{j=1}^{mN} (Y_{N}^\vartheta) \right)
\]

and

\[
\hat{\vartheta}_{i,m} (Y_N^\vartheta, \vartheta) = Y_N^\vartheta(\tau_{i+1-k}) - B_\vartheta^m \sum_{n=1}^{mN+1} \left( e^{\Delta \vartheta} - K_\vartheta B_\vartheta^m \right)^{-1} K_\vartheta Y_N^\vartheta(\tau_{i+1-n}) , i \in \mathbb{Z}.
\]

This leads to the truncated estimator

\[
\hat{\vartheta}_N \quad \text{and} \quad \hat{\vartheta}^*_N \quad \text{to be properly normed.}
\]

5.4 Whittle estimation

In this section, we investigate under the same setting as in Section 5.2 a localized Whittle estimator for \( \vartheta^* \). Before we prove consistency of this estimator, we briefly review the Whittle estimator in a stationary setting [16].

Let \( X = \{X(t), t \in \mathbb{R} \} \) be a real-valued centered square integrable Lévy-driven state space model given by \( X(t) = \int_{-\infty}^{t} B e^{A(t-s)} C L(ds) \), where \( A \in M_{p \times p}(\mathbb{R}) \) and \( B, C \in M_{p \times 1}(\mathbb{R}) \). For some \( \Delta > 0 \) we consider the sampled process \( X^\Delta = \{X^\Delta(k), k \in \mathbb{N}_0 \} \), where \( X^\Delta(k) = X(\Delta k) \).
The spectral density \( f_X^{(\Delta)} \) is defined as the Fourier transform of the autocovariance function \( \Gamma_X^{(\Delta)}(h) = E[X^{\Delta}(h)X^{\Delta}(0)], \ h \in \mathbb{Z}, \) i.e.

\[
f_X^{(\Delta)}(\omega) = \frac{1}{2\pi} \sum_{h \in \mathbb{Z}} \Gamma_X^{(\Delta)}(h)e^{-ih\omega}, \quad \omega \in [-\pi, \pi],
\]

and conversely, using the inverse Fourier transform, \( \Gamma_X^{(\Delta)}(h) = \int_{-\pi}^{\pi} f_X^{(\Delta)}(\omega)e^{ih\omega}, \ h \in \mathbb{Z}, \) where we make the additional convention that \( \Gamma_X^{(\Delta)}(0) = \Gamma_X^{(\Delta)}(0^+) = \Gamma_X^{(\Delta)}(0^-) \). Based on the sample autocovariance \( \hat{\Gamma}_n(h) = \frac{1}{n} \sum_{k=1}^{n-h} X^\Delta(k+h)X^\Delta(k), \ h \in \mathbb{Z}, \) where \( \hat{\Gamma}_n(-h) := \hat{\Gamma}_n(h) \), we define the periodogram \( I_n : [-\pi, \pi] \to [0, \infty) \) as

\[
I_n(\omega) = \frac{1}{2\pi n} \left( \sum_{j=1}^{n} X^\Delta(j)e^{-ij\omega} \right) \left( \sum_{k=1}^{n} X^\Delta(k)e^{ik\omega} \right) = \frac{1}{2\pi} \sum_{h=-n+1}^{n-1} \hat{\Gamma}_n(h)e^{-ih\omega}, \ \omega \in [-\pi, \pi]. \tag{28}
\]

The periodogram \( I_n(\omega) \) can be considered as the empirical version of the spectral density and is the main part of the Whittle estimator.

Now, let \( \Theta \subset \mathbb{R}^d \) be a compact parameter space. For \( \vartheta \in \Theta \) let \( X^\vartheta \) be a real valued centered square integrable state space model of the form (18) and \( f_X^{(\Delta)}(\omega, \vartheta) \) the corresponding spectral density. In this stationary setting the Whittle function is defined as

\[
W_n^{stat}(\vartheta) = \frac{1}{2n} \sum_{j=1}^{n} \left( \frac{I_n(\omega_j)}{f_X^{(\Delta)}(\omega_j, \vartheta)} + \log \left( f_X^{(\Delta)}(\omega_j, \vartheta) \right) \right), \quad \vartheta \in \Theta, \tag{29}
\]

where \( \omega_j = \frac{\pi j}{n} \) for \( j = 1, \ldots, n \). Based on this Whittle function, the Whittle estimator is defined as \( \hat{\vartheta}_n^{stat} = \arg \min_{\vartheta \in \Theta} W_n^{stat}(\vartheta) \). For more information on the Whittle estimator including conditions that ensure consistency, we refer to [16].

Let \( (Y_N^{\vartheta^*}(t))_{N \in \mathbb{N}} \) denote a sequence of time-varying Lévy-driven state space models as considered in Section 5.2 and \( (\hat{Y}^{\vartheta^*}(t))_{\vartheta \in \Theta} \) a family of Lévy-driven state space models in the form of (18). Based on observations of \( Y_N^{\vartheta^*} \), we now give a localized version of the Whittle estimator.

We fix \( \Delta > 0 \) and assume that the available observations follow the sampling scheme introduced in Assumption 2.2 such that (O1) holds for \( N\delta_N = \Delta \). For a positive localizing kernel \( K \) we consider a localized version \( I_N^{loc} : [-\pi, \pi] \to [0, \infty) \) of the periodogram (28) which is given by

\[
I_N^{loc}(\omega) = \frac{\delta_N}{2\pi b_N} \left( \sum_{j=-m_N}^{m_N} \frac{m_N}{j} Y_N^{\vartheta^*}(\tau_j^{N})e^{-ij\omega} \right) \left( \sum_{j=-m_N}^{m_N} \frac{m_N}{j} Y_N^{\vartheta^*}(\tau_j^{N})e^{ij\omega} \right) = \frac{1}{2\pi} \sum_{h=-m_N}^{m_N} \hat{\Gamma}_N^{loc}(h)e^{-ih\omega}, \quad \omega \in [-\pi, \pi] \tag{30}
\]

where \( \omega \in [-\pi, \pi] \) and

\[
\hat{\Gamma}_N^{loc}(h) = \frac{\delta_N}{b_N} \sum_{j=-m_N}^{m_N} K \left( \frac{\tau_j^{N}+h - u}{b_N} \right) K \left( \frac{\tau_j^{N} - u}{b_N} \right) Y_N^{\vartheta^*}(\tau_j^{N})Y_N^{\vartheta^*}(\tau_{j+h}^{N}), \quad h \in \mathbb{Z},
\]
with the convention $\hat{\Gamma}_N^{loc}(-h) = \hat{\Gamma}_N^{loc}(h)$. Based on the localized periodogram we define the localized Whittle function $W_N(\vartheta)$ as

$$W_N(\vartheta) = \frac{1}{4m_N + 2} \sum_{j=-2m_N}^{2m_N+1} \left( \frac{I_N^{loc}(\omega_j)}{f_Y^{(\Delta)}(\omega_j, \vartheta)} + \log \left( f_Y^{(\Delta)}(\omega_j, \vartheta) \right) \right), \quad \vartheta \in \Theta,$$

where $\omega_j = \frac{\pi j}{2m_N + 1}$ for $j = -2m_N, \ldots, 2m_N + 1$ and $f_Y^{(\Delta)}(\cdot, \vartheta)$ denotes the spectral density of $\tilde{Y}^{\vartheta, \Delta}$ given by (22). Then, the localized Whittle estimator is defined as

$$\hat{\vartheta}_N = \arg \min_{\vartheta \in \Theta} W_N(\vartheta). \quad (31)$$

Under the same conditions as in Section 5.2 we obtain consistency.

**Theorem 5.17.** Assume that (C0) is satisfied for $p=2$, (O1) holds for $N\delta = \Delta$ and that the localizing kernel $K$ is continuous and positive or the non-continuous rectangular kernel (4). If additionally (C1) - (C7) hold, then $\hat{\vartheta}_N \overset{P}{\to} \vartheta^*(u)$ as $N \to \infty$ for all $u \in \mathbb{R}^+$ with $\hat{\vartheta}_N$ as defined in (31).

**Proof.** See Section 7.7. \qed

**Remark 5.18.** In contrast to Theorem 5.12, we cannot readily adapt the above theorem for observations following the sampling scheme (O2) as $\hat{\Gamma}_N^{loc}(-h)$ does not necessarily convergence to $E[\tilde{Y}_u(0)\tilde{Y}_u(h)]$ in this setting (see also Lemma 7.2).

**Remark 5.19.** For time-invariant Lévy-driven state space models, asymptotic normality of the Whittle estimator has been shown in [16, Theorem 2] following an approach that is similar to the proof of Theorem 3.5. More detailed, the authors approximated the periodogram (28) in the score function (29) by the corresponding periodogram with respect to the process $N^{(\Delta)}_y$ as defined in (20) (see [16, Lemma 3]). It is worth noting that this technique does not immediately carry over to our non-stationary setting.

### 6 Simulation study

In this section, we study the finite sample behavior and the convergence of the estimators introduced in Section 4.3, Section 5.3 and Section 5.4 in a simulation study.

More precisely, we perform a Monte Carlo study for each estimator and different data generating processes. Using an Euler-Maruyama scheme on the interval $[0, 2000]$ we simulate 400 independent paths of different time-varying Lévy-driven state space models that start in 0. For each simulated path we estimate the coefficient function at equidistant points $(u_i)_{i=1,\ldots,101}$, where $u_1 = 400$ and $u_{101} = 1600$.

The driving Lévy process is either a centered Gaussian Lévy process or a centered normal-inverse Gaussian (NIG) Lévy process (see e.g. [3] and [25] for more details). The distribution of the increments $L(t) - L(t-1)$ of an NIG Lévy process $L$ is characterized by the density

$$f_{NIG}(x, \mu, \alpha, \beta, \delta_{NIG}) = \frac{\delta_{NIG}}{2\pi g(x)^3} e^{\kappa + \beta x - \alpha g(x)}, \quad x \in \mathbb{R}$$

with $g(x) = \sqrt{\delta_{NIG}^2 + (x-\mu)^2}$ and $\kappa = \sqrt{\alpha^2 - \beta^2}$, where $\mu \in \mathbb{R}$ is a location parameter, $\alpha \geq 0$ is a shape parameter, $\beta \in \mathbb{R}$ is a symmetry parameter and $\delta_{NIG} \geq 0$ is a scale parameter.
It is clear that the step size used for the Euler-Maruyama scheme has a strong impact on the accuracy of the simulated solution of the Lévy-driven state space model and hence also on a sample taken from this. Even for a constant step size, a sample becomes inaccurate if the distance between two observations shrinks, as we observe it for $\delta_N$ when $N$ increases. To overcome possible distortions of our simulation study caused by this issue, we adapt the step size to the sampling scheme by considering a ratio of 1:1000 between the sampled and simulated points, i.e. every 1000th simulated point is sampled.

The observations are sampled according to (O1), where

$$\delta_N = \frac{1}{N}, \quad b_N = \frac{400}{\sqrt{N}}, \text{ such that } \Delta = 1 \text{ and } m_N = \lfloor 400\sqrt{N} \rfloor.$$  

The bandwidth parameter $b_N$ has to be chosen. Our choice of $b_N$ satisfies the conditions imposed in Theorem 3.3 and 3.5. Moreover, the constant 400 aims to establish a sample size known to provide good results in a stationary setting (see [16, 28]). An investigation on the choice of the bandwidth is an interesting topic of further research.

In our simulation study we investigate the values $N = 1, 4, 16, 64, 256$. If the driving Lévy process is Gaussian (i.e. $L(1) \sim \mathcal{N}(\mu, \sigma^2)$), we assume that $\mu = 0$ and $\sigma^2 = 0.2$. In the case of an NIG Lévy process as driving noise we consider the parameters $\alpha = 3, \beta = 1, \delta_{NIG} = 2$ and $\mu = -2/\sqrt{8}$, which implies that $E[L(1)] = 0$ and $\Sigma_L = 9\sqrt{2}/16 \approx 0.7955$. As localizing kernel we consider the rectangular kernel (4) or the Epanechnikov kernel

$$K_{epan}(x) = \frac{3}{4}(1-x^2)1_{\{x \in [-1,1]\}}.$$  

(32)

To measure the coefficient function estimate’s quality, we use the mean integrated square error (MISE), where the integral in the MISE over the interval $[400,1600]$ is replaced by a Riemann sum over the equidistant partition that is based on the estimation points $(u_i)_{i=1, \ldots, 101}$. All simulations have been conducted in MATLAB on the BwUniCluster. For numerical optimization, a differential evolution optimization routine has been used.

### 6.1 Simulation Study: least squares estimation

We simulate a sequence of time-varying Ornstein-Uhlenbeck processes as defined in (10) for three different coefficient functions

$$a^{(1)}(t) = \frac{1}{10} + \frac{1}{2} \left| \cos \left( \frac{t}{500} \right) \right|, \quad a^{(2)}(t) = 1 + \frac{1}{10} \sin \left( \frac{t}{150} \right) \quad \text{and} \quad a^{(3)}(t) = \frac{1}{2} - \frac{t}{5000}, \quad t \in [0,2000].$$

The characteristic triplet of the driving Lévy process is assumed to be known. Using the rectangular kernel as localizing kernel, we compute for the above coefficient functions the localized least squares estimators $\hat{a}^{(1)}(u_i), \hat{a}^{(2)}(u_i)$ and $\hat{a}^{(3)}(u_i), i = 1, \ldots, 101$. Since the conditions of Theorem 4.7 are satisfied, all estimators are consistent and asymptotically normal. Indeed, Figure 1 reflects the consistency of $\hat{a}^{(1)}$ and $\hat{a}^{(2)}$. As $N$ grows the mean over 400 estimations recovers the respective coefficient function with increasing accuracy. Moreover, the MISE of the estimated coefficient functions decreases across all coefficient functions and driving noises as $N$ increases (see Table 1).

Qualitatively, we observe a higher bias for estimates conducted near to extreme points of the coefficient functions (see Figure 1). This arises from the fact that the localizing kernel smooths the estimation at each fixed estimation point $u_i$ over the window $[u_i-b_N, u_i+b_N]$. If the average
of the respective coefficient function on the estimation window deviates from the value of the coefficient function at $u_i$, we observe a comparably high bias (see $N = 1, 16$ in Figure 1). For our coefficient functions, the peak effect occurs at extreme points. Since $b_N \downarrow 0$, the smoothing window $[u_i - b_N, u_i + b_N]$ shrinks which eventually ensures a low bias also at extreme points (see $N = 256$ in Figure 1).

Exemplary, we investigate the performance of the estimates $\hat{a}^{(1)}, \hat{a}^{(2)}$ and $\hat{a}^{(3)}$ at fixed estimation points $u_i, i = 25, 50, 75$ in Table 2. The MSE presented in Table 2 decrease across all estimation points, coefficient functions and noises as $N$ increases.

It is not surprising that we find high differences in the MSE across the estimation points for each of the coefficient curves $a^{(1)}$ and $a^{(2)}$ at low values of $N$. Again, the main driver for this effect is an increased bias at estimation points close to extreme points of the coefficient functions. As $a^{(3)}$ is a linear function, we do not find the same effect for this coefficient function.

Moreover, in Figure 2, we compare the empirical distribution of the standardized estimation error of the estimates $\hat{a}^{(1)}, \hat{a}^{(2)}$ and $\hat{a}^{(3)}$ at $u_{25}$ for $N = 256$ with a standard normal distribution through a Q-Q plot. For standardization we use the consistent estimator from Remark 4.8. All Q-Q plots show that the sample quantiles of the standardized estimation error are close to those of a standard normal law.

Overall, the investigated least squares estimators perform well across all coefficient functions and noises and the finite sample behavior is very well described by the asymptotic results established in Theorem 4.7.

| $N$ | $\hat{a}^{(1)}$ Gaussian | $\hat{a}^{(1)}$ NIG | $\hat{a}^{(2)}$ Gaussian | $\hat{a}^{(2)}$ NIG | $\hat{a}^{(3)}$ Gaussian | $\hat{a}^{(3)}$ NIG |
|-----|-------------------------|---------------------|-------------------------|---------------------|-------------------------|---------------------|
| 1   | 6.2142                 | 6.4279              | 7.5200                 | 8.9841              | 1.0293                  | 1.1089              |
| 4   | 1.3816                 | 1.3120              | 2.2083                 | 2.8325              | 0.4889                 | 0.5416              |
| 16  | 0.3550                 | 0.3868              | 0.9882                 | 1.2945              | 0.2407                 | 0.2562              |
| 64  | 0.1400                 | 0.1543              | 0.4837                 | 0.6278              | 0.1203                 | 0.1290              |
| 256 | 0.0651                 | 0.0722              | 0.2402                 | 0.3085              | 0.0588                 | 0.0650              |

Table 1: MISE of $\hat{a}^{(1)}, \hat{a}^{(2)}, \hat{a}^{(3)}$ for $N = 1, 4, 16, 64, 256$ using the rectangular kernel (4). As driving noise we use either a Gaussian or NIG Lévy process.
Figure 1: First row: coefficient function $a^{(1)}$ with five realizations of $\hat{a}^{(1)}$ and the mean over 400 realizations of $\hat{a}^{(1)}$ respectively for $N = 1, 16, 256$. Second row: coefficient function $a^{(2)}$ with five realizations of $\hat{a}^{(2)}$ and the mean over 400 realizations of $\hat{a}^{(2)}$ respectively for $N = 1, 16, 256$. For simulation we considered an NIG Lévy process. In addition, we indicate $u_{25}, u_{50}$ and $u_{75}$ for $N = 256$.

Figure 2: Normal Q-Q plots of the standardized estimation error of $\hat{a}^{(1)}(u_{25}), \hat{a}^{(2)}(u_{25})$ and $\hat{a}^{(3)}(u_{25})$ for $N = 256$, where we considered either a Gaussian or an NIG Lévy process as driving noise.
In the Gaussian case, we consider the matrix functions

\[ W(t) = \frac{1}{\vartheta(t) - \vartheta(1)} \begin{pmatrix} 1 & -\vartheta_1(t)(1 + \vartheta_2(t)) \\ -\vartheta_2(t)(1 + \vartheta_1(t)) & 1 \end{pmatrix}, \]

and \( \Sigma_L = \vartheta_3(t) \), where

\[ \vartheta_1(t) = -\frac{1}{2} + 0.1 \sin(\frac{t}{500}) \], and \( \vartheta_2(t) = -3 - 0.2 \cos(\frac{t}{500}) \), \( t \in [0, 2000] \).

In the Gaussian case, we consider \( \vartheta_3(t) = 0.2 \) and \( \vartheta_3(t) = \frac{\sqrt{16}}{16} \approx 0.7955 \) in the NIG case. Using either the rectangular kernel (4) or the Epanechnikov kernel (32) as localizing kernel, we compute for the aforementioned coefficient functions the

quasi-maximum likelihood estimators \( \hat{\vartheta}^{QML}(u_i) \), \( \hat{\vartheta}_2^{QML}(u_i) \), and the

Whittle estimators \( \hat{\vartheta}_1^{W}(u_i) \), \( \hat{\vartheta}_2^{W}(u_i) \), \( \hat{\vartheta}_3^{W}(u_i) \), \( i = 1, \ldots, 101 \),

from Section 5.3 and Section 5.4, respectively. All conditions of Theorem 5.16 and Theorem 5.17 are satisfied (see also Example 5.15) such that both estimators are consistent.

Figure 3 and 4 are in line with our theoretical findings and reflect the estimators’ consistency. For both estimators, we observe that the mean over 400 estimates recovers the respective true coefficient function more precisely as \( N \) increases, independently of the driving noise and the localizing kernel. We note that the Epanechnikov kernel has a stronger smoothing effect compared to the rectangular kernel (see Figure 3 and 4).

Table 3 and Table 4 show that also the MISE of all estimated coefficient functions decreases as \( N \) increases for both estimators, all localizing kernels and driving noises. However, for the rectangular kernel, we observe lower MISE.

Exemplary, we compare in Figure 5 and Figure 6 for fixed estimation points \( u_i \), \( i = 25, 75 \) the empirical distribution of the estimation error with a standard normal distribution, where we consider different localizing kernels and driving noises for the quasi-maximum likelihood and Whittle estimator. The results show that the estimation error’s distribution of both estimators can be well approximated by a normal distribution and strengthen the hypothesis that the estimators are asymptotically normal.

Overall, the performances of the quasi-maximum likelihood and the Whittle estimator are very similar, and neither of the estimators is preferable.
Figure 3: Coefficient functions $\vartheta_1, \vartheta_2, \vartheta_3$ and the mean over 400 realizations of $\hat{\vartheta}_1^{\text{QML}}, \hat{\vartheta}_2^{\text{QML}}$ and $\hat{\vartheta}_3^{\text{QML}}$ for $N = 16, 256$ using either the rectangular or the Epanechnikov kernel. For the simulation we considered an NIG Lévy process.

Figure 4: Coefficient functions $\vartheta_1, \vartheta_2, \vartheta_3$ and the mean over 400 realizations of $\hat{\vartheta}_1^{W}, \hat{\vartheta}_2^{W}$ and $\hat{\vartheta}_3^{W}$ for $N = 16, 256$ using either the rectangular or the Epanechnikov kernel. For the simulation we considered an NIG Lévy process.
Table 3: MISE of the estimators $\hat{\varphi}_{QM L}^1$, $\hat{\varphi}_{QM L}^2$ and $\hat{\varphi}_{QM L}^3$ for $N = 1, 4, 16, 64, 256$ using either the rectangular kernel (4) or the Epanechnikov kernel (32). As driving noise we consider either a Gaussian or an NIG Lévy process.

Figure 5: First row: normal Q-Q plots of the estimation error of the estimates $\hat{\varphi}_{QM L}^1(u_{25})$, $\hat{\varphi}_{QM L}^2(u_{25})$ and $\hat{\varphi}_{QM L}^3(u_{25})$ for $N = 256$ using the rectangular kernel (4) and a Gaussian Lévy process as driving noise. Second row: normal Q-Q plots of the estimation error of the estimates $\hat{\varphi}_{QM L}^1(u_{75})$, $\hat{\varphi}_{QM L}^2(u_{75})$ and $\hat{\varphi}_{QM L}^3(u_{75})$ for $N = 256$ using the Epanechnikov kernel (32) and an NIG Lévy process as driving noise.
Table 4: MISE of the estimators \( \hat{\vartheta}_1^W, \hat{\vartheta}_2^W \) and \( \hat{\vartheta}_3^W \) for \( N = 1, 4, 16, 64, 256 \) using either the rectangular kernel (4) or the Epanechnikov kernel (32). As driving noise we consider a Gaussian or an NIG Lévy process.

![Image of Q-Q plots for Gaussian and NIG noise]

Figure 6: First row: normal Q-Q plots of the estimation error of the estimates \( \hat{\vartheta}_1^W(u_{25}), \hat{\vartheta}_2^W(u_{25}), \) and \( \hat{\vartheta}_3^W(u_{25}) \) for \( N = 256 \) using the rectangular kernel (4) and a Gaussian Lévy process as driving noise. Second row: normal Q-Q plots of the estimation error of the estimates \( \hat{\vartheta}_1^W(u_{75}), \hat{\vartheta}_2^W(u_{75}), \) and \( \hat{\vartheta}_3^W(u_{75}) \) for \( N = 256 \) using the Epanechnikov kernel (32) and an NIG Lévy process as driving noise.
7 Proofs

7.1 Proof for Section 3.1

Proof of Theorem 3.3. Clearly, Lemma 3.2 implies that \( \Phi \) is integrable. In the following we show the sufficient conditions of [31, Theorem 5.7].

First, we note that \( M(\vartheta) \) is continuous, since for \( \vartheta_1, \vartheta_2 \in \Theta \) we have

\[
|M(\vartheta_1) - M(\vartheta_2)| \leq \| \Phi(\tilde{Y}, \vartheta_1) - \Phi(\tilde{Y}, \vartheta_2) \|_{L^1} \\
\leq \|\vartheta_1 - \vartheta_2\| 3D_1 \left( 1 + \sum_{k=0}^{\infty} \beta_k E[|\tilde{Y}(\Delta(1-k))|^q] \right) .
\]

(33)

To show uniform convergence in probability of \( M_N(\vartheta) \) we use [24]. For all \( \vartheta \in \Theta \) Proposition 2.6 and Lemma 3.2 imply that \( \Phi((\tilde{Y}_a(t + \Delta(1-k)))_{k \in \mathbb{N}_0}, \vartheta) \) is a locally stationary approximation of \( \Phi((Y_N(t + \Delta(1-k)))_{k \in \mathbb{N}_0}, \vartheta) \) for \( p \geq 1 \). An application of [29, Theorem 3.5] in the case of (O1) and [29, Theorem 3.6] if (O2) holds, gives

\[
\| M_N(\vartheta) - M(\vartheta) \|_{L^1} \longrightarrow 0, \text{ for all } \vartheta \in \Theta .
\]

It is left to show stochastic equicontinuity of the family \( (M_N(\vartheta))_{N \in \mathbb{N}} \). Define \( g : \mathbb{R}^\infty \rightarrow \mathbb{R} \) where \( g(x) = \sum_{k=0}^{\infty} \beta_k |x|^q \). Using the mean value theorem, we obtain \( ||y|^q - |z|^q| \leq q|y - z|(1 + ||y|^{q-1} + ||z|^{q-1}) \) for all \( y, z \in \mathbb{R} \). An application of Hölder’s inequality ensures \( g \in L^1_{\mathcal{L},q}(\beta) \). Since \( \sum_{k=0}^{\infty} k \beta_k < \infty \), Proposition 2.6 implies that \( g((\tilde{Y}_a(t + \Delta(1-k)))_{k \in \mathbb{N}_0}) \) is a locally stationary approximation of \( g((Y_N(t + \Delta(1-k)))_{k \in \mathbb{N}_0}) \) for \( p = 1 \). Noting that \( \int [K(x)] dx \) is again a localizing kernel, we obtain from either [29, Theorem 3.5] or [29, Theorem 3.6] that

\[
\frac{\delta_N}{b_N} \sum_{i=-m_N}^{m_N} \left| K \left( \frac{\tau_i^N - u}{b_N} \right) \right| \left( 1 + g \left( Y_N \left( \tau_i^N + \frac{\Delta(1-k)}{N} \right) \right) \right) \left| K \left( \frac{\tilde{Y}_a \left( \Delta(1-k) \right)_{k \in \mathbb{N}_0}}{\tilde{Y}_a \left( \Delta(1-k) \right)_{k \in \mathbb{N}_0}} \right) \right| E \rightarrow E .
\]

(34)

Then, for \( \lambda = \frac{q}{2p + q} \) it holds

\[
P \left( \sup_{\|\vartheta_1 - \vartheta_2\| < \lambda} |M_N(\vartheta_1) - M_N(\vartheta_2)| > \eta \right)
\leq P \left( \frac{\delta_N}{b_N} \sum_{i=-m_N}^{m_N} \left| K \left( \frac{\tau_i^N - u}{b_N} \right) \right| \left( 1 + g \left( Y_N \left( \tau_i^N + \frac{\Delta(1-k)}{N} \right) \right) \right) \left| E \right| \right)
\begin{array}{c}
\rightarrow E \\
\rightarrow 0 .
\end{array}
\]

(35)

It follows that \( \sup_{\vartheta \in \Theta} \| M_N(\vartheta) - M(\vartheta) \| \overset{P}{\rightarrow} 0 \). Finally, we conclude with [31, Theorem 5.7].

7.2 Proof for Section 3.2

Proof of Theorem 3.5. For \( M_N \) as defined in (3) we investigate the Taylor expansion of \( \nabla_{\vartheta} M_N \) at \( \vartheta^* \), which is given by

\[
\left. \frac{b_N}{\delta_N} \left( \nabla_{\vartheta} M_N (\vartheta^*) \right) = \frac{b_N}{\delta_N} \left( \nabla_{\vartheta} M_N (\vartheta_N) \right) - \frac{b_N}{\delta_N} \left( \vartheta_N - \vartheta^* \right) \left( \nabla^2_{\vartheta} M_N (\vartheta) \right) \right|_{\vartheta = \vartheta^*} .
\]
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for some $\tilde{\vartheta} \in \Theta$ satisfying $\|\tilde{\vartheta} - \vartheta^*\| \leq \|\hat{\vartheta}_N - \vartheta^*\|$. From the definition of $\hat{\vartheta}_N$ it follows for sufficiently large $N$ that $\nabla_{\vartheta} M_N(\hat{\vartheta}_N) = 0$. Hence, for $\tilde{Y}_N = \left( Y_N(\tau_i^N + \Delta(1-k)) \right)_{k \in \mathbb{N}_0}$ and $\tilde{Y}_u = (\tilde{Y}_u(N\tau_i^N + \Delta(1-k)))_{k \in \mathbb{N}_0}$ we obtain

$$
\sqrt{b_N \delta_N} (\hat{\vartheta}_N - \vartheta^*) = -\left(-\sqrt{\frac{b_N}{\delta_N}} \sum_{i=-m_N}^{m_N} K_{rect} \left( \frac{\tau_i^N - u}{b_N} \right) \nabla_{\vartheta} \Phi \left( \tilde{Y}_N, \vartheta^* \right) - E \left[ \nabla_{\vartheta} \Phi \left( \tilde{Y}_N, \vartheta^* \right) \right] \right)
$$

$$
= -\left(\sum_{i=-m_N}^{m_N} K_{rect} \left( \frac{\tau_i^N - u}{b_N} \right) E \left[ \nabla_{\vartheta} \Phi \left( \tilde{Y}_N, \vartheta^* \right) \right] \right) \left(\nabla_{\vartheta}^2 M_N(\tilde{\vartheta})\right)^{-1}
$$

As first step, we show asymptotic normality of $P_1$, which mainly follows from [29, Theorem 3.7] and the Cramer-Wold device.

Let $a \in \mathbb{R}^d$. Then, since $\frac{\partial}{\partial \vartheta} \Phi(\cdot, \vartheta^*) \in L^2_{\vartheta}(\alpha)$ for all $i = 1, \ldots, d$ and some $\tilde{p} \geq 2$, we have $a' \nabla_{\vartheta} \Phi(\cdot, \vartheta^*) \in L^2_{\vartheta}(\alpha)$. Thus, due to Proposition 2.6, $a' \nabla_{\vartheta} \Phi(\tilde{Y}_u, \vartheta^*)$ is a locally stationary approximation of $a' \nabla_{\vartheta} \Phi(\tilde{Y}_N, \vartheta^*)$ for $\tilde{p}$. Furthermore, since linear functions are Lipschitz, the locally stationary approximation $a' \nabla_{\vartheta} \Phi(\tilde{Y}_u, \vartheta^*)$ is $\theta$-weakly dependent with $\theta$-coefficients, that decay with the same rate as the $\theta$-coefficients of $\nabla_{\vartheta} \Phi(\tilde{Y}_u, \vartheta^*)$. Overall, all assumptions of [29, Theorem 3.7] are satisfied and

$$
\sqrt{b_N \delta_N} \sum_{i=-m_N}^{m_N} K_{rect} \left( \frac{\tau_i^N - u}{b_N} \right) a' \left( \nabla_{\vartheta} \Phi(\tilde{Y}_N, \vartheta^*) - E \left[ \nabla_{\vartheta} \Phi(\tilde{Y}_N, \vartheta^*) \right] \right) \xrightarrow{d} N \left( 0, a' I(u) a \right).
$$

From the Cramer-Wold device we obtain immediately

$$
P_1 \xrightarrow{d} N(0, I(u)). \quad (36)
$$

Since $E \left[ \nabla_{\vartheta} \Phi \left( \tilde{Y}_u, \vartheta^* \right) \right] = 0$, we obtain

$$
P_2 = \sqrt{\frac{b_N}{\delta_N}} \sum_{i=-m_N}^{m_N} K_{rect} \left( \frac{\tau_i^N - u}{b_N} \right) \left( E \left[ \nabla_{\vartheta} \Phi \left( \tilde{Y}_N, \vartheta^* \right) \right] - E \left[ \nabla_{\vartheta} \Phi \left( \tilde{Y}_u, \vartheta^* \right) \right] \right)
$$

$$
\leq d \left( \frac{b_N}{\delta_N} (2m_N + 1) \|K\|_\infty C \left( \frac{1}{N} + b_N \right) \right) \xrightarrow{N \to \infty} 0 \quad (37)
$$

for some constant $C > 0$. Regarding $\nabla_{\vartheta}^2 M_N(\tilde{\vartheta})$, we first note that

$$
\left\| \nabla_{\vartheta}^2 M_N(\tilde{\vartheta}) - V(u) \right\| \leq \left\| \sqrt{\frac{b_N}{\delta_N}} \sum_{i=-m_N}^{m_N} K \left( \frac{\tau_i^N - u}{b_N} \right) \nabla_{\vartheta}^2 \Phi \left( \tilde{Y}_N, \tilde{\vartheta} \right) - E \left[ \nabla_{\vartheta}^2 \Phi \left( \tilde{Y}_u, \tilde{\vartheta} \right) \right] \right\|
$$

$$
+ \left\| E \left[ \nabla_{\vartheta}^2 \Phi \left( \tilde{Y}_u, \tilde{\vartheta} \right) \right] - E \left[ \nabla_{\vartheta}^2 \Phi \left( \tilde{Y}_u, \vartheta^* \right) \right] \right\| =: \|R_1(\tilde{\vartheta})\| + \|R_2\|.
$$

From the conditions on $\frac{\partial^2}{\partial \vartheta^2} \Phi$ it follows that the map $\tilde{\vartheta} \mapsto E \left[ \nabla_{\vartheta}^2 \Phi \left( \tilde{Y}_u, \tilde{\vartheta} \right) \right]$ is continuous. Additionally noting that $\tilde{\vartheta} \xrightarrow{P} \vartheta^*$ as $\hat{\vartheta}_N \xrightarrow{P} \vartheta^*$, we obtain $\|R_2\| \to 0$ as $N \to \infty$. 
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To show that $\|R_1(\tilde{\vartheta})\|$ tends to 0 in probability, we show that $\sup_{\vartheta \in \Theta} \|R_1(\vartheta)\|$ converges to 0 in probability as $N \to \infty$. To this end, it is sufficient to investigate the asymptotic behavior of $R_1^{(i,j)}(\vartheta)$ for all $i,j = 1, \ldots, d, \vartheta \in \Theta$, where $R_1^{(i,j)}(\vartheta)$ denotes the $i,j$-th entry of $R_1(\vartheta)$. More precisely,

$$R_1^{(i,j)}(\vartheta) = \sqrt{\frac{b_N}{\delta_N}} \sum_{i=-m_N}^{m_N} K \left( \frac{\tau_i - u}{b_N} \right) \frac{\partial^2}{\partial \theta_i \partial \theta_j} \Phi \left( \tilde{Y}_N, \vartheta \right) - E \left[ \frac{\partial^2}{\partial \theta_i \partial \theta_j} \Phi \left( \tilde{Y}_u, \vartheta \right) \right].$$

Noting that $\frac{\partial^2 \Phi}{\partial \theta_i \partial \theta_j}$ satisfies all assumptions on the contrast function from Theorem 3.3, we can follow the same steps as in the proof of Theorem 3.3 to obtain

$$\sup_{\vartheta \in \Theta} \left\| R_1^{(i,j)}(\vartheta) \right\| \xrightarrow{P} 0. \quad (38)$$

Finally, combining (36), (37), (38) and Slutsky's theorem we obtain the convergence as stated in (5). \hfill \Box

### 7.3 Proof for Section 4.1

**Proof of Proposition 4.2.** In the following we suppress the index $u \in \mathbb{R}^+$ and assume $q = 2$. We fix $h \geq 0$ and define, for all $t \in \mathbb{R}$ and $m \in \mathbb{R}^+$ the truncated process $X^{(m)}(t) = \int_{t-m}^t g(u, t-s)L(ds)$ and for all $l \in \mathbb{N}$

$$Z^{(l)}(t) = \left( X(t + \Delta), \ldots, X(t - \Delta(l - 2)) \right), \quad \varphi^{(l)}(t) = \varphi(Z^{(l)}(t), 0, \ldots)$$

as well as

$$Z^{(l,m)}(t) = \left( X^{(m)}(t + \Delta), \ldots, X^{(m)}(t - \Delta(l - 2)) \right), \quad \varphi^{(l,m)}(t) = \varphi(Z^{(l,m)}(t), 0, \ldots).$$

Then, for $\Sigma_L = \Sigma + \int_{\mathbb{R}} x^2 \nu(dx)$

$$\left\| X(t) - X^{(m)}(t) \right\|_{L^2} = \left\| \int_{-\infty}^{t-m} g(u, t-s)L(ds) \right\|_{L^2} = \left( \Sigma_L \int_{-\infty}^{-m} g(u, t-m)^2 ds \right)^{\frac{1}{2}}. \quad (39)$$

Let $F \in \mathcal{G}^*_u$, $G \in \mathcal{G}_1$ and $i_1 \leq \ldots \leq i_u \leq i_u + h \leq j$, $u \in \mathbb{N}$. In view of Definition 2.3 we define $\varphi^* = (\varphi(Z(i_1), \ldots, \varphi(Z(i_u))))$ and obtain

$$|\text{Cov}(F(\varphi^*), G(\varphi(Z(j))))| \leq |\text{Cov} \left( F(\varphi^*), G(\varphi(Z(j))) - G \left( \varphi^{(l)}(j) \right) \right)|$$

$$+ |\text{Cov} \left( F(\varphi^*), G \left( \varphi^{(l)}(j) \right) - G \left( \varphi^{(l,m)}(j) \right) \right)|$$

$$+ |\text{Cov} \left( F(\varphi^*), G \left( \varphi^{(l,m)}(j) \right) \right)| =: P_1 + P_2 + P_3.$$

We show that $\varphi^*$ and $\varphi^{(l,m)}(j)$ are independent which implies $P_3 = 0$. Due to to the independence of $L$ on non-overlapping intervals it is sufficient to truncate the stochastic integrals entering in $\varphi^{(l,m)}(j)$ with suitable choices of $l$ and $m$ such that the involved integration sets are disjoint from any integration set entering in $g^*$. Since $i_u \geq i_a$ for all $a = 1, \ldots, u$, it is enough to investigate $Z(i_u)$ and $Z^{(l,m)}(j)$. In turn, this requires to analyze the stochastic integrals in $Z(i_u)$ and $Z^{(l,m)}(j)$ whose integration sets have the smallest distance, i.e.

$$X^{(m)}(j - \Delta(l - 2)) = \int_{j - \Delta(l - 2)}^{j - \Delta(l - 2) - m} g(u, j - \Delta(l - 2) - s)L(ds)$$
\[ X(i_u + \Delta) = \int_{-\infty}^{i_u+\Delta} g(u, i_u + \Delta - s) L(ds). \]

We set \( m = \frac{b}{2} \) and \( l = \left\lfloor \frac{b}{2\Delta} \right\rfloor \). Then, \( i_u + \Delta < j - \Delta(l - 2) - m \) and \( P_3 = 0 \).

For \( P_1 \) we have for some function \( f : \mathbb{R}_0^+ \to \mathbb{R}_0^+ \) due to the stationarity of \( X \)
\[
P_1 \leq 2 \|F\|_\infty \left\| G \left( \varphi(Z(j)) \right) - G \left( \varphi^{(l)}(j) \right) \right\|_{L^1}
\leq 2 \|F\|_\infty \text{Lip}(G) f \left( \|X(0)\|_{L^2} \right) \|X(0)\|_{L^2} \sum_{k=l}^{\infty} \alpha_k \to 0, \]

by the dominated convergence theorem, since we set \( l = \left\lfloor \frac{b}{2\Delta} \right\rfloor \). Moreover, using (39)
\[
P_2 \leq 2 \|F\|_\infty \left\| G \left( \varphi^{(l,m)}(j) \right) \right\|_{L^1}
\leq 2 \|F\|_\infty \text{Lip}(G) f \left( \|X(0)\|_{L^2} \vee \|X^{(m)}(0)\|_{L^2} \right)
\times \sum_{k=0}^{l-1} \alpha_k \left\| X(j - \Delta(k - 1)) - X^{(m)}(j - \Delta(k - 1)) \right\|_{L^2}
\leq 2 \|F\|_\infty \text{Lip}(G) f \left( \|X(0)\|_{L^2} \vee \|X^{(m)}(0)\|_{L^2} \right) \sum_{k=0}^{\infty} \alpha_k \left( \Sigma_m \int_{-\infty}^{-m} g(u,-s)^2 ds \right)^{\frac{1}{2}} \to 0, \]

again by the dominated convergence theorem for \( m = \frac{b}{2} \). For \( q = 4 \) we follow similar steps and use that \( \|X(t) - X^{(m)}(t)\|_{L^4} = ((\int_{-m}^{-m} g(u,-s)^4 ds)(\int_{R^4} x^4 \nu(dx)) + 3\Sigma^2_m (\int_{-\infty}^{-m} g(u,-s)^2 ds)^2)^{\frac{1}{2}} \) (see [29, Lemma 5.2]). \( \square \)

### 7.4 Proof for Section 4.3

To calculate the asymptotic variance in Theorem 4.7, it is necessary to evaluate 4-th order mixed moments of \( \tilde{Y}_u \).

**Lemma 7.1.** Let \( \tilde{Y}_u \) be a Lévy-driven Ornstein-Uhlenbeck process as given in (11) such that \( \gamma + \int_{|x|>1} x \nu(dx) = 0 \) and \( \int_{|x|>1} x^4 \nu(dx) < \infty \). Then, for any real numbers \( t_1 \leq t_2, t_3, t_4 \)
\[
E[\tilde{Y}_u(t_1)\tilde{Y}_u(t_2)\tilde{Y}_u(t_3)\tilde{Y}_u(t_4)] = \frac{\Sigma^2_L}{4a(u)} \left( e^{a(u)(t_1-t_2-t_3-t_4)} + e^{a(u)(t_1-t_2-t_3-t_4)} + e^{a(u)(t_1-t_2-t_3-t_4)} \right) 
\]
\[
+ \frac{e^{a(u)(3t_1-t_2-t_3-t_4)}}{4a(u)} \int_{R} x^4 \nu(dx),
\]

where \( \Sigma_L = \Sigma + \int_{R} x^2 \nu(dx) \).

**Proof.** Define the random vector
\[
X = (g_u(t_1 - s), g_u(t_2 - s), g_u(t_3 - s), g_u(t_4 - s))^' L(ds).
\]

From Section 4.1 it is known that \( X \) is infinitely divisible. Since \( X \) is centered, we obtain for the joint cumulant \( \kappa(\tilde{Y}_u(t_1), \tilde{Y}_u(t_2), \tilde{Y}_u(t_3), \tilde{Y}_u(t_4)) \), as defined in [17, Definition 4.2.1.],
\[
\kappa(\tilde{Y}_u(t_1), \tilde{Y}_u(t_2), \tilde{Y}_u(t_3), \tilde{Y}_u(t_4)) = \frac{\partial^4}{\partial z_1 \partial z_2 \partial z_3 \partial z_4} \log \left( E \left[ e^{i(z_1,z_2,z_3,z_4)X} \right] \right)_{z_1,...,z_4=0}
\]
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\[
E[\tilde{Y}_u(t_1)\tilde{Y}_u(t_2)\tilde{Y}_u(t_3)\tilde{Y}_u(t_4)] = \kappa(\tilde{Y}_u(t_1), \tilde{Y}_u(t_2), \tilde{Y}_u(t_3), \tilde{Y}_u(t_4)) + E[\tilde{Y}_u(t_1)\tilde{Y}_u(t_2)] E[\tilde{Y}_u(t_3)\tilde{Y}_u(t_4)] + E[\tilde{Y}_u(t_1)\tilde{Y}_u(t_3)] E[\tilde{Y}_u(t_2)\tilde{Y}_u(t_4)] E[\tilde{Y}_u(t_2)\tilde{Y}_u(t_3)].
\]

We conclude by noting that \(E[\tilde{Y}_u(x)\tilde{Y}_u(y)] = \frac{\Sigma_L}{2a(u)} e^{-a(u)|x-y|}\) for any \(x, y \in \mathbb{R}\). \(\square\)

**Proof of Theorem 4.7.** First, we note that \(\Phi^{LS}(0,0,\vartheta) = 0\). We use Theorem 3.3 and Remark 3.4. From Proposition 4.6 it follows that \(\tilde{Y}_u\) is a locally stationary approximation of \(\tilde{Y}_N\) for \(q = 2\). Basic calculations show that for \(\Sigma_L = \Sigma + \int_R x^2 \nu(dx)\) we have

\[
E \left[ \Phi^{LS} \left( \tilde{Y}_u(\Delta(1-k)) \right) \right] = (1 + e^{-2\Delta\vartheta})E[\tilde{Y}_u(0)^2] - 2e^{-\Delta\vartheta}E[\tilde{Y}_u(\Delta)\tilde{Y}_u(0)] = \frac{\Sigma_L}{2a(u)} (1 + e^{-2\Delta\vartheta} - 2e^{-\Delta(a(u) + \vartheta)}),
\]

which has a unique minimum in \(\vartheta = a(u)\) such that (M1) holds for \(\vartheta^* = a(u)\). We show that the conditions (a) and (b) of Theorem 3.3 hold. In view of (a) we have for \(x_0, x_1, y_0, y_1 \in \mathbb{R}\) and \(\vartheta \in \Theta\)

\[
\left| \Phi^{LS}(x_0, x_1, \vartheta) - \Phi^{LS}(y_0, y_1, \vartheta) \right| \leq \left| x_0^2 - y_0^2 \right| + 2e^{-\Delta\vartheta} \left| y_0y_1 - x_0x_1 \right| + e^{-2\Delta\vartheta} \left| x_1^2 - y_1^2 \right|
\]

\[
\leq (|x_0 - y_0| + |x_1| + |y_1|)
\]

\[
\times (1 + 2e^{-\Delta\vartheta} + e^{-2\Delta\vartheta})(|x_0| + |x_1| + |y_0| + |y_1|) \tag{40}
\]

Using Hölder’s inequality and (40), we obtain for \(X_0, X_1, Y_0, Y_1 \in \mathbb{L}^2\) and \(\vartheta \in \Theta\)

\[
\left\| \Phi^{LS}(X_0, X_1, \vartheta) - \Phi^{LS}(Y_0, Y_1, \vartheta) \right\|_{L^1} \leq 16 \max_{k=0,1} (\|X_k\|_{L^2} \vee \|Y_k\|_{L^2}) (\|X_0 - Y_0\|_{L^2} + \|X_1 - Y_1\|_{L^2}),
\]

which shows \(\Phi^{LS}(\cdot, \vartheta) \in \mathbb{L}^{L^2}(\alpha)\), where \(\alpha_k = 1\) for \(k = 0, 1\) and \(\alpha_k = 0\) for \(k \geq 2\). To show (b) let \(x_0, x_1 \in \mathbb{R}\) and \(\vartheta_1, \vartheta_2 \in \Theta\). Then,

\[
\left| \Phi^{LS}(x_0, x_1, \vartheta_1) - \Phi^{LS}(x_0, x_1, \vartheta_2) \right| \leq 2 \|x_0\| |x_1| e^{-\Delta\vartheta_2} - e^{-\Delta\vartheta_1} + x_1^2 e^{-2\Delta\vartheta_2} - e^{-2\Delta\vartheta_1}
\]

\[
\leq \Delta \left( 2x_0^2 + 4x_1^2 \right) |\vartheta_1 - \vartheta_2|,\]

such that \(\Phi^{LS}(x, \cdot) \in \mathbb{L}^2(0, D_1(1 + \sum_{k=0}^\infty \beta_k |x_k|^2))\) for \(D_1 = \Delta\) and \(\beta_0 = 2, \beta_1 = 4\) and \(\beta_k = 0\) for \(k \geq 2\). If (O1) holds, the stated convergence follows immediately from Theorem 3.3.

Using Remark 3.4 we also obtain consistency if (O2) holds. Indeed \((c^+)\) holds, since the contrast \(\Phi^{LS}\) is of finite memory (for \(n = 1\), \(|\Phi^{LS}(x_0, x_1, \vartheta)| \leq (|x_0| + |x_1|)^2\) and (40) gives that \(\Phi^{LS}(\cdot, \vartheta) \in \mathbb{L}^2(1, 4)\) for all \(\vartheta \in \Theta\) and \(x_0, x_1 \in \mathbb{R}\). Since \(\int_{|x|>1} x^{2+\gamma_1} \nu(dx) < \infty\), we have
$\hat{Y}_u \in L^{2+\gamma}$. Analogous to [11, Theorem 3.36] one can show that $\hat{Y}_u$ is $\theta$-weakly dependent with exponentially decaying $\theta$-coefficients $\theta(h)$. Then, the stated result follows from Remark 3.4. To show asymptotic normality we apply Theorem 3.5 and Remark 3.6. Proposition 4.6 implies that $\hat{Y}_u$ is a locally stationary approximation of $Y_Y$ for $q = 4$. The conditions (a)-(c) of Theorem 3.5 are immediately satisfied. For all $x_0, x_1 \in \mathbb{R}$ and $\vartheta \in \Theta$ it holds

$$\frac{d}{d\vartheta} \Phi^{LS}(x_0, x_1, \vartheta) = 2\Delta e^{-\Delta \vartheta} \left(x_0 x_1 - e^{-\Delta \vartheta} x_1^2\right) \text{ and}$$

$$\frac{d^2}{d\vartheta^2} \Phi^{LS}(x_0, x_1, \vartheta) = 2\Delta^2 e^{-\Delta \vartheta} \left(2 e^{-\Delta \vartheta} x_1^2 - x_0 x_1\right).$$

Note that $\frac{d^2}{d\vartheta^2} \Phi^{LS}(0, \vartheta) = 0$ for all $\vartheta \in \Theta$. Then, for $x_0, x_1, y_0, y_1 \in \mathbb{R}$ and $\vartheta \in \Theta$ we have

$$\left| \frac{d}{d\vartheta} \Phi^{LS}(x_0, x_1, \vartheta) - \frac{d}{d\vartheta} \Phi^{LS}(y_0, y_1, \vartheta) \right| \leq (|x_0 - y_0| + |x_1 - y_1|) 2\Delta e^{-\Delta \vartheta} \left(1 + e^{-\Delta \vartheta}\right) \times (|x_0| + |x_1| + |y_0| + |y_1|) \text{ and}$$

$$\left| \frac{d^2}{d\vartheta^2} \Phi^{LS}(x_0, x_1, \vartheta) - \frac{d^2}{d\vartheta^2} \Phi^{LS}(y_0, y_1, \vartheta) \right| \leq (|x_0 - y_0| + |x_1 - y_1|) 2\Delta^2 e^{-\Delta \vartheta} \left(1 + e^{-\Delta \vartheta}\right) \times (|x_0| + |x_1| + |y_0| + |y_1|).$$

In view of (d) we apply Hölder’s inequality to (41) and obtain for $X_0, X_1, Y_0, Y_1 \in L^2$ and $\vartheta \in \Theta$

$$\left\| \frac{d}{d\vartheta} \Phi^{LS}(X_0, X_1, \vartheta) - \frac{d}{d\vartheta} \Phi^{LS}(Y_0, Y_1, \vartheta) \right\|_{L^2} \leq 16\Delta \max_{k=0,1} \{\|X_k\|_{L^4} \vee \|Y_k\|_{L^4}\} \times (\|X_0 - Y_0\|_{L^4} + \|X_1 - Y_1\|_{L^4}),$$

which shows $\frac{d}{d\vartheta} \Phi^{LS}(\cdot, \vartheta^*) \in L_{\infty}^{2,4}(\tilde{\alpha})$, where $\tilde{\alpha}_k = 1$ for $k = 0, 1$ and $\tilde{\alpha}_k = 0$ for $k \geq 2$. Note that $\frac{d}{d\vartheta} \Phi^{LS}(0, 0, \vartheta) = 0$ and, due to (41), also $\frac{d}{d\vartheta} \Phi^{LS}(\cdot, \vartheta) \in L^2(1, 4\Delta)$. Moreover, since $\int_{|x|>1} x^{4+\gamma_2} \nu(dx) < \infty$, it holds $\hat{Y}_u \in L^{4+\gamma_2}$. As explained above, $\hat{Y}_u$ is $\theta$-weakly dependent with exponentially decaying $\theta$-coefficients. Hence (e) from Remark 3.6 holds.

In view of (f) we first apply Hölder’s inequality to (42) and obtain for $X_0, X_1, Y_0, Y_1 \in L^2$ and $\vartheta \in \Theta$

$$\left\| \frac{d^2}{d\vartheta^2} \Phi^{LS}(X_0, X_1, \vartheta) - \frac{d^2}{d\vartheta^2} \Phi^{LS}(Y_0, Y_1, \vartheta) \right\|_{L^1} \leq 24\Delta^2 \max_{k=0,1} \{\|X_k\|_{L^2} \vee \|Y_k\|_{L^2}\} \times (\|X_0 - Y_0\|_{L^2} + \|X_1 - Y_1\|_{L^2}),$$

such that $\frac{d^2}{d\vartheta^2} \Phi^{LS}(\cdot, \vartheta) \in L_{\infty}^{1,2}(\tilde{\alpha})$, where $\tilde{\alpha}_k = 1$ for $k = 0, 1$ and $\tilde{\alpha}_k = 0$ for $k \geq 2$. Now, let $x_0, x_1 \in \mathbb{R}$ and $\vartheta_1, \vartheta_2 \in \Theta$. Then,

$$\left| \frac{d^2}{d\vartheta^2} \Phi^{LS}(x_0, x_1, \vartheta_1) - \frac{d^2}{d\vartheta^2} \Phi^{LS}(x_0, x_1, \vartheta_2) \right| \leq 2\Delta^2 |x_0 x_1| e^{-\Delta \vartheta_2} - e^{-\Delta \vartheta_1}| + 4\Delta^2 x_1^2 e^{-2\Delta \vartheta_1} - e^{-2\Delta \vartheta_2} \leq \Delta^3 \left(4x_0^2 + 12x_1^2\right) |\vartheta_1 - \vartheta_2|,$$

such that $\frac{d^2}{d\vartheta^2} \Phi^{LS}(x, \cdot) \in L_1(0, D_2(1 + \sum_{k=0}^{\infty} \bar{\beta}_k |x_k|^2))$ for $D_2 = \Delta^3$ and $\bar{\beta}_0 = 4$, $\bar{\beta}_1 = 12$ and $\bar{\beta}_k = 0$ for $k \geq 2$. Overall, (f) holds.

If (O2) holds we show (g1*) and (g2*) from Remark 3.6. Indeed, we have already shown (g1*).
Moreover, \( |\frac{d^2}{d\theta^2} \Phi^L(y|x_0, x_1, \theta)| \leq 6\Delta^2 (|x_0| + |x_1|)^2 \) and (42) implies that \( \frac{d^2}{d\theta^2} \Phi^L(y, \theta) \in L^2(1, 6\Delta^2) \) for all \( \theta \in \Theta \) and \( x_0, x_1 \in \mathbb{R} \). From \( \int_{|x|>1} x^{2+\gamma} \nu(dx) < \infty \), it follows \( \tilde{Y}_u \in L^{2+\gamma} \). Since \( \tilde{Y}_u \) is \( \theta \)-weakly dependent, the assertion of Remark 3.6 holds. It is left to investigate the asymptotic variance \( \Sigma(u) \). We obtain

\[
I(u,k) = 4\Delta^2 e^{-2a(u)\Delta} \left( E \left[ \tilde{Y}_u(0) \tilde{Y}_u(\Delta) \tilde{Y}_u(k\delta + \Delta) \tilde{Y}_u(k\delta) \right] - e^{-a(u)\Delta} E \left[ \tilde{Y}_u(0) \tilde{Y}_u(\Delta) \tilde{Y}_u(k\delta)^2 \right] - e^{-a(u)\Delta} \tilde{Y}_u(0)^2 \tilde{Y}_u(k\delta) + e^{-2a(u)\Delta} \tilde{Y}_u(0) \tilde{Y}_u(k\delta)^2 \right).
\]

An application of Lemma 7.1 gives

\[
I(u,k) = \int_x x^4 \nu(dx) \frac{\Delta^2 e^{-2a(u)\Delta}}{a(u)} \left( e^{-2a(u)(k\delta + \Delta)} - 2e^{-a(u)\Delta} e^{-a(u)(2k\delta + \Delta)} + e^{-2a(u)\Delta} e^{-2a(u)(k\delta)} \right) + \frac{\Delta^2 \Sigma_k^2 e^{-2a(u)\Delta}}{a(u)^2} \left( e^{-2a(u)k\delta} - a(u)(k\delta + |k\delta - \Delta|) \right) - 2e^{-a(u)(k\delta + |k\delta - \Delta|)} - e^{-2a(u)\Delta} - 2e^{-2a(u)(k\delta + \Delta)} + e^{-2a(u)\Delta} - 2e^{-2a(u)(k\delta + \Delta)} )
\]

First, we note that

\[
I(u,0) = \frac{\Delta^2 \Sigma_k^2 e^{-2a(u)\Delta}}{a(u)^2} \left( 1 - e^{-2a(u)\Delta} \right).
\]

Moreover, straightforward calculations give

\[
\sum_{k=1}^{\infty} I(u,k) = \frac{\Delta^2 \Sigma_k^2 e^{-2a(u)\Delta}}{a(u)^2} \left( \sum_{k=1}^{\infty} e^{-2a(u)k\delta} - \sum_{k=1}^{\left[\Delta/\delta\right]-1} e^{-2a(u)\Delta} - \sum_{k=[\Delta/\delta]}^{\infty} e^{-2a(u)k\delta} \right)
= \frac{\Delta^2 \Sigma_k^2 e^{-2a(u)\Delta}}{a(u)^2} \sum_{k=1}^{\left[\Delta/\delta\right]-1} \left( e^{-2a(u)k\delta} - e^{-2a(u)\Delta} \right)
= \frac{\Delta^2 \Sigma_k^2 e^{-2a(u)\Delta}}{a(u)^2} \left( e^{-2a(u)\delta} \left( \frac{1 - e^{-2a(u)\delta}}{1 - e^{-2a(u)\delta}} \right) - e^{-2a(u)\Delta} \left( \left[\Delta/\delta\right] - 1 \right) \right).
\]

Hence,

\[
I(u) = \frac{\Delta^2 \Sigma_k^2 e^{-2a(u)\Delta}}{2a(u)^2} \left( 1 + \frac{2e^{-2a(u)\delta} \cdot -2a(u)\delta \left( \left[\Delta/\delta\right] - 1 \right) - e^{-2a(u)\Delta} \left( \left[\Delta/\delta\right] - 1 \right) \right)}{1 - e^{-2a(u)\delta}} \right).
\]

If (O2) holds, it is easy to see that \( I(u) > 0 \). If (O1) holds, it is enough to additionally observe that all summands in (43) are non-negative since \( k\delta \leq \Delta \) for all \( k = 1, \ldots, \left[\Delta/\delta\right] - 1 \). Finally,

\[
V(u) = 4\Delta^2 e^{-2a(u)\Delta} E[\tilde{Y}_u(0)^2] - 2\Delta^2 e^{-a(u)\Delta} E[\tilde{Y}_u(\Delta)\tilde{Y}_u(0)] = \frac{\Delta^2 e^{-2a(u)\Delta} \Sigma_k}{a(u)} > 0.
\]
7.5 Proof for Section 5.2

Proof of Proposition 5.6. First, we note that sup_{\theta \in \Theta} |\Phi^{LL}(0, \theta)| < \infty. For all \theta \in \Theta and sequences X = (X_{1-k})_{k \in \mathbb{N}_0} \in \ell^\infty(L^2) and Y = (Y_{1-k})_{k \in \mathbb{N}_0} \in \ell^\infty(L^2), we have

\[ \| \Phi^{LL}(X, \theta) - \Phi^{LL}(Y, \theta) \|_{L^1} = \frac{1}{V_\theta} \| \varepsilon_\theta(X)^2 - \varepsilon_\theta(Y)^2 \|_{L^1}, \]

where \varepsilon_\theta(X) and \varepsilon_\theta(Y) are the analogues of (25), defined in terms of \(X\) and \(Y\). From Hölder’s inequality we obtain

\[
\leq \frac{1}{V_\theta} \left( \| X_1 \|_{L^2} + \| Y_1 \|_{L^2} + \sum_{n=1}^{\infty} \left( e^{\Delta A_\theta} - K_\theta B_\theta' \right)^{n-1} \| X_{1-n} \|_{L^2} \right)
\]

for some constant \( C_1 > 0 \). In the following we bound the expression \( (e^{\Delta A_\theta} - K_\theta B_\theta')^{n-1}, n \in \mathbb{N} \).

From Proposition 5.4 (b), (C3) and since eigenvalues are continuous functions of the entries of a matrix (see [4, Fact 10.11.2]), we obtain

\[
\max \left\{ | \lambda |, \lambda \in \sigma \left( e^{\Delta A_\theta} - K_\theta B_\theta' \right) \right\} \leq \rho
\]

for some positive number \( \rho < 1 \) and all \( \theta \in \Theta \), where \( \sigma(\cdot) \) denotes the spectrum of a matrix. Let \( \varepsilon > 0 \) be small enough, such that \( \rho + \varepsilon < 1 \). Then, using Gelfand’s formula there exists \( N_0 \in \mathbb{N} \) such that

\[
\left\| \left( e^{\Delta A_\theta} - K_\theta B_\theta' \right)^{n-1} \right\| \leq \begin{cases} (\rho + \varepsilon)^{n-1}, & \text{for all } n \geq N_0 \\ S_\rho^{n-1}, & \text{for all } n < N_0. \end{cases}
\]

for some constant \( S_\rho \geq 1 \). We set

\[
\alpha_n = \max(1, C_1) \begin{cases} 1, & n = 0 \\ S_\rho^{n-1}, & 1 \leq n < N_0 \\ (\rho + \varepsilon)^{n-1}, & N_0 \leq n. \end{cases}
\]

Then, we readily obtain \( \sum_{n=0}^{\infty} n \alpha_n < \infty \) and \( \Phi^{LL}(\cdot, \cdot) \in L_{\infty}^{1,2}(\alpha) \) for all \( \theta \in \Theta \).

It remains to show \( \Phi^{LL}(x, \cdot) \in L_{\infty}^{1,2}(\alpha) \) for any real sequence \( x = (x_{1-k})_{k \in \mathbb{N}_0} \). Define \( S_B = \sup_{\theta \in \Theta} \| B_{\theta} \|, S_V = \sup_{\theta \in \Theta} \| V_\theta \| \) and \( S_K = \sup_{\theta \in \Theta} \| K_\theta \| \). First,

\[
\left| \Phi^{LL}(x, \theta_1) - \Phi^{LL}(x, \theta_2) \right| \leq \| \log(V_{\theta_1}) - \log(V_{\theta_2}) \| + \left| \frac{\varepsilon_{\theta_1}^2(x)}{V_{\theta_1}} - \frac{\varepsilon_{\theta_2}^2(x)}{V_{\theta_2}} \right| =: P_1 + P_2.
\]
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Since, \( \vartheta \mapsto V_\vartheta \) is Lipschitz with constant \( L_V \) and bounded from below by \( C_V > 0 \) we obtain

\[
P_1 \leq \frac{L_V}{C_V} \| \vartheta_1 - \vartheta_2 \|.
\]

For \( P_2 \) it holds

\[
P_2 \leq \frac{1}{C_V^2} \left( |V_{\vartheta_2} \vartheta_1^2(x) - V_{\vartheta_1} \vartheta_1^2(x)| + |V_{\vartheta_1} \vartheta_1^2(x) - V_{\vartheta_1} \vartheta_2^2(x)| \right)
\]

\[
\leq \frac{1}{C_V^2} \left( |V_{\vartheta_1} - V_{\vartheta_2}| \vartheta_1^2(x) + 2S_V \left( \sup_{\vartheta \in \Theta} |\vartheta(x)| \right) |\vartheta_1(x) - \vartheta_2(x)| \right) =: \frac{1}{C_V^2}(R_1 + R_2).
\]

Again, due to (44) we obtain

\[
|\vartheta(x)| \leq |x_1| + S_B S_K \left( \sum_{n=1}^{\infty} \left( (e^{\Delta \vartheta} - K_{\vartheta} B_{\vartheta})^{n-1} \right) \| x_{1-n} \| \right)
\]

\[
\leq |x_1| + S_B S_K \left( \sum_{n=1}^{\infty} \alpha_n \| x_{1-n} \| \right) \quad \text{and} \quad (46)
\]

\[
\vartheta_1^2(x) \leq 2x_1^2 + 2S_B^2 S_K^2 \left( \sum_{n=1}^{\infty} \alpha_n \| x_{1-n} \| \right)^2.
\]

From Hölder’s inequality for sequences we obtain

\[
\leq 2x_1^2 + 2S_B^2 S_K^2 \left( \sum_{n=1}^{\infty} \alpha_n x_{1-n}^2 \right) \left( \sum_{n=1}^{\infty} \alpha_n \right).
\]

Because \( \vartheta \mapsto V_\vartheta \) is Lipschitz with constant \( L_V \) we get from (47)

\[
R_1 \leq \| \vartheta_1 - \vartheta_2 \| \sum_{n=0}^{\infty} \beta_{\vartheta_1} n \| x_{1-n} \|,
\]

where \( \beta_{\vartheta_1} = 2L_V \) and \( \beta_{\vartheta_1} = 2L_V S_B S_K (\sum_{k=1}^{\infty} \alpha_k) \alpha_n \) for \( n \geq 1 \). Moreover,

\[
|\vartheta_1(x) - \vartheta_2(x)| \leq S_K \| B_\vartheta_1 - B_\vartheta_2 \| \left( \sum_{n=1}^{\infty} \left( (e^{\Delta \vartheta_1} - K_{\vartheta_1} B_{\vartheta_1})^{n-1} \right) \| x_{1-n} \| \right)
\]

\[
+ S_B S_K \left( \sum_{n=2}^{\infty} \left( (e^{\Delta \vartheta_1} - K_{\vartheta_1} B_{\vartheta_1})^{n-1} - (e^{\Delta \vartheta_2} - K_{\vartheta_2} B_{\vartheta_2})^{n-1} \right) \| x_{1-n} \| \right)
\]

\[
+ S_B \| K_{\vartheta_1} - K_{\vartheta_2} \| \left( \sum_{n=1}^{\infty} \left( (e^{\Delta \vartheta_1} - K_{\vartheta_1} B_{\vartheta_1})^{n-1} \| x_{1-n} \| \right) =: S_1 + S_2 + S_3.
\]

Since \( \vartheta \mapsto B_\vartheta \) and \( \vartheta \mapsto K_{\vartheta} \) are Lipschitz with constants \( L_B \) and \( L_K \) we obtain

\[
S_1 + S_3 \leq (L_B S_K + S_B L_K) \| \vartheta_1 - \vartheta_2 \| \left( \sum_{n=1}^{\infty} \alpha_n \| x_{1-n} \| \right).
\]

In view of \( S_2 \), a modification of [20, Lemma B.4] and an application of (44) give

\[
\left\| (e^{\Delta \vartheta_1} - K_{\vartheta_1} B_{\vartheta_1})^{n-1} - (e^{\Delta \vartheta_2} - K_{\vartheta_2} B_{\vartheta_2})^{n-1} \right\| = 37
\]
\[
\leq \left( \| e^{\Delta A_{\vartheta_1}} - e^{\Delta A_{\vartheta_2}} \| + \| K_{\vartheta_2} B_{\vartheta_2} - K_{\vartheta_1} B_{\vartheta_1} \| \right) \\
\times \sum_{i=0}^{n-2} \left( e^{\Delta A_{\vartheta_1}} - K_{\vartheta_2} B_{\vartheta_2} \right)^i \left( e^{\Delta A_{\vartheta_2}} - K_{\vartheta_2} B_{\vartheta_2} \right)^{n-i-2} \\
\leq \left( \| e^{\Delta A_{\vartheta_1}} - e^{\Delta A_{\vartheta_2}} \| + \| K_{\vartheta_2} B_{\vartheta_2} - K_{\vartheta_1} B_{\vartheta_1} \| \right) \\
\times \sum_{i=0}^{n-2} \left( S^i_{\rho} \mathbb{1}_{\{i-1 < N_0\}} + (\rho + \varepsilon)^i \mathbb{1}_{\{i-1 \geq N_0\}} \right) \left( S^i_{\rho} (\rho + \varepsilon)^{n-i-2} \mathbb{1}_{\{n-i-1 < N_0\}} + (\rho + \varepsilon)^{n-i-2} \mathbb{1}_{\{n-i-1 \geq N_0\}} \right) \\
\leq \left( \| e^{\Delta A_{\vartheta_1}} - e^{\Delta A_{\vartheta_2}} \| + \| K_{\vartheta_2} B_{\vartheta_2} - K_{\vartheta_1} B_{\vartheta_1} \| \right) \\
\times \left( (N_0 - 1) S^2 N_0 - 2 \mathbb{1}_{\{n < 2N_0\}} + (\rho + \varepsilon)^{n-1} \left( \frac{S_{\rho}}{\rho + \varepsilon} \right)^N_0 \sum_{i=0}^{n-2} (\rho + \varepsilon)^{N_0 - i - 1} \right. \\
+ \left. S^N_\rho \sum_{i=0}^{n-2} (\rho + \varepsilon)^i + (n-1) (\rho + \varepsilon)^{n-2} \right)
\]

Since $\vartheta \mapsto A_{\vartheta}$, $\vartheta \mapsto K_{\vartheta} B_{\vartheta}$ and the matrix exponential on a compact subset of $M_{\rho \times \rho}(\mathbb{R})$ are Lipschitz with constants $L_A$, $L_{KB}$ and $L_{exp}$, respectively, we can bound the above expression by $\| \vartheta_1 - \vartheta_2 \| (\Delta L_A L_{exp} + L_{KB}) \beta_n^{(2)}$, where for $n \geq 2$

$$
\beta_n^{(2)} = (N_0 - 1) S^2 N_0 - 2 \mathbb{1}_{\{n < 2N_0\}} + \left( \frac{S_{\rho}}{\rho + \varepsilon} \right)^N_0 \left( \frac{\rho + \varepsilon}{\rho + \varepsilon} \right) \sum_{i=0}^{n-2} \frac{\rho + \varepsilon}{\rho + \varepsilon} (n-1)
\times (\rho + \varepsilon)^{n-1}.
$$

It is clear that $\sum_{n=2}^{\infty} n \beta_n^{(2)} < \infty$. Thus

$$
S_2 \leq \| \vartheta_1 - \vartheta_2 \| \left( \Delta L_A L_{exp} + L_{KB} \right) \left( \sum_{n=2}^{\infty} \beta_n^{(2)} |x_{1-n}| \right).
$$

Using (46)

$$
R_2 \leq \| \vartheta_1 - \vartheta_2 \| C_2 \left( x^2_1 + \alpha_1 x^2_0 + \sum_{n=2}^{\infty} (\alpha_n + \beta_n^{(2)}) x^2_1 - x_{1-n} \right) = \| \vartheta_1 - \vartheta_2 \| C_2 \sum_{n=0}^{\infty} \beta_n^{(3)} x^2_1 - x_{1-n},
$$

where

$$
\beta_0^{(3)} = 1, \quad \beta_1^{(3)} = \alpha_1, \quad \beta_n^{(3)} = \alpha_n + \beta_n^{(2)}, \quad n \geq 2
$$

and the finite constant $C_2$ is given by

$$
C_2 = 4 S_V \left( 1 + 2 \left( S^2 B^2 S^2 K + (L_B S_K + S_B L_K)^2 \right) \left( \sum_{n=1}^{\infty} \alpha_n \right) \\
+ S^2 B^2 S^2 K \left( \Delta L_A L_{exp} + L_{KB} \right)^2 \left( \sum_{n=2}^{\infty} \beta_n^{(2)} \right) \right).
$$

Finally,

$$
\left| \Phi^{LL}(x, \vartheta_1) - \Phi^{LL}(x, \vartheta_2) \right| \leq \| \vartheta_1 - \vartheta_2 \| D_1 \left( 1 + \sum_{n=0}^{\infty} \beta_n x^2_{1-n} \right),
$$
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where $D_1 = \frac{L_1 \rho}{C_1} + \frac{C_2}{\varepsilon_0^2}$ and $\beta_n = \beta_n^{(1)} + \beta_n^{(2)}$, for all $n \geq 0$, such that $\sum_{n=0}^{\infty} n \beta_n < \infty$ and $\Phi^{LL}(x, \cdot) \in L_d(0, D_1(1 + \sum_{k=0}^{\infty} \beta_k x^2_{k-1}))$. To show part (c) we note that

$$
\bar{Y}_u(t) = \bar{Y}^{\theta^*(u)}(t) = \int_{-\infty}^{t} \frac{1}{V^{\theta^*}(u)} e^{A_{\theta^*}(u)} C_{\theta^*}(u) L(ds)
$$

is of the form (8). From (C2) it follows, that the kernel is of exponential decay and therefore also in $L^1 \cap L^2$. As shown above $\Phi^{LL}(\cdot, \theta) \in L^{1,2}(\alpha)$ for all $\theta \in \Theta$. Moreover, $\gamma + \int |x| > 1 \nu(dx) = 0$ and (6) holds. Therefore, condition (c) from Theorem 3.3 follows from Corollary 4.3.

### 7.6 Proof for Section 5.3

**Proof of Theorem 5.16.** We use the same notation as in the proof of Proposition 5.6. First, we note that $\sup_{\theta \in \Theta} |\tilde{\Phi}^{LL}(0, \theta)| < \infty$. Following the proof of Theorem 3.3 it is sufficient to show that for any $\eta > 0$ there exists $\lambda > 0$ such that

$$
\left\| \bar{M}_N(\theta) - M(\theta) \right\|_{L^1} \rightarrow 0 \quad \text{for all } \theta \in \Theta \quad \text{and} \quad \eta > 0
$$

(48)

$$
P \left( \sup_{\|\theta_1 - \theta_2\| < \lambda} \left\| \bar{M}_N(\theta_1) - \bar{M}_N(\theta_2) \right\| > \eta \right) \rightarrow 0 \quad \text{for} \quad N \rightarrow \infty.
$$

(49)

We start by proving (48). From Proposition 5.6 it follows that $\|M_N(\theta) - M(\theta)\|_{L^1} \rightarrow 0$, such that it is left to show that $\|\bar{M}_N(\theta) - M(\theta)\|_{L^1} \rightarrow 0$. Now

$$
\left\| \bar{M}_N(\theta) - M_N(\theta) \right\|_{L^1} \leq \left\| \frac{\delta_N}{b_N} \sum_{n=0}^{m_{-N} - 1} K \left( \tau_n^{\theta^*}(Y_{n}^{\theta^*}) - \frac{1}{V^{\theta}} \right) L^{\theta^*}(\tau_n^{\theta^*}(Y_{n}^{\theta^*})) \right\|_{L^1}
$$

$$
= \left\| \frac{\delta_N}{b_N} \sum_{n=1}^{\infty} \left( \frac{1}{V^{\theta}} \right)^{n-1} K_0 \left( \tau_n^{\theta^*}(Y_{n}^{\theta^*}) \right) \right\|_{L^1} =: P_1 + P_2.
$$

From (LS) we obtain $\sup_{t \in \mathbb{R}} \|Y_{n}^{\theta^*}(t)\|_{L^2} \leq S_Y$ for some constant $S_Y > 0$ and all $N \in \mathbb{N}$. Thus, using Hoelder’s inequality for sequences

$$
P_2 \leq \frac{\delta_N}{b_N} \left\| K \right\|_{\infty} \log(2\pi) + \log(V^{\theta}) + \frac{2S_Y^2}{C_V} + \frac{2S_B^2 + S_K^2}{C_V} \sum_{n=1}^{\infty} \alpha_n \rightarrow 0
$$

where $\alpha_n$ is defined in (45). For $P_1$ we obtain from Hoelder’s inequality

$$
P_1 \leq \frac{\delta_N}{b_N} \sum_{n=1}^{m_{-N} - 1} \left| \frac{K}{C_V} \left( \left\| \tau_n^{\theta^*}(Y_{n}^{\theta^*}) \right\|_{L^2}^2 \right) \right| \rightarrow 0
$$

Similar arguments as in the first part of the proof of Proposition 5.6 give

$$
\left\| \tau_n^{\theta^*}(Y_{n}^{\theta^*}) \right\|_{L^2} \leq 2S_Y \left( 1 + S_B S_K \sum_{n=1}^{\infty} \alpha_n \right) = C_1 < \infty.
$$
Thus
\[
P_1 \leq \frac{C_1 K_\infty}{C_\psi} \frac{\delta_n}{b_N} \sum_{i=m_N}^{m_N} \left\| \varepsilon_\vartheta \left(Y_{\vartheta}^{\vartheta'} \right) - \tilde{\varepsilon}_{\vartheta,i,m_N} (Y_{\vartheta}^{\vartheta'}) \right\|_{L^2} \leq C_1 S_{\psi}^2 \frac{K_\infty S_B S_K}{C_\psi} \frac{\delta_n}{b_N} \sum_{i=m_N}^{m_N} \sum_{n=m_N+i+2}^{\infty} \left\| (e^{\Delta_{A_\psi}} - K_{\theta B'})^{n-1} \right\|
\leq C_1 S_{\psi}^2 \frac{K_\infty S_B S_K}{C_\psi} \frac{\delta_n}{b_N} \sum_{i=m_N}^{m_N} \sum_{n=1}^{\infty} \left\| (e^{\Delta_{A_\psi}} - K_{\theta B'})^{n} \right\|
\leq C_1 S_{\psi}^2 \frac{K_\infty S_B S_K}{C_\psi} \frac{\delta_n}{b_N} \left( \sum_{n=0}^{\infty} \alpha_n \right)^2 \rightarrow 0 \text{ as } N \rightarrow \infty.
\]

To show (49) it is enough to observe that analogous to the second part of the proof of Proposition 5.6 it holds for \( \vartheta_1 \neq \vartheta_2 \) and any real sequence \( x = (x_{1-k})_{k \in \mathbb{N}_0} \)
\[
\left| \hat{\varphi}_{i,m_N}^{LL} (x, \vartheta_1) - \hat{\varphi}_{i,m_N}^{LL} (x, \vartheta_2) \right| \leq \| \vartheta_1 - \vartheta_2 \| D_1 \left( 1 + \sum_{n=0}^{\infty} \beta_n x_{1-n}^2 \right).
\]

Finally, similar steps as in (34) and (35) ensure that (49) holds. \( \square \)

7.7 Proof for Section 5.4

The following auxiliary lemmata will be essential for the proof of Theorem 5.17.

Lemma 7.2. Assume that (C0) is satisfied for \( p=2 \), (O1) holds for \( N \delta_N = \Delta \) and that the localizing kernel \( K \) is continuous and positive or the non-continuous rectangular kernel (4). Then, for all \( h \in \mathbb{N}_0 \)
\[
\hat{\varphi}_{i,m_N}^{loc} (h) \xrightarrow{L^1} \tau_{L^1} E[\hat{Y}_u(0) \hat{Y}_u(h)].
\]

Proof. In view of [29, Theorem 5.14] it is enough to observe
\[
\left\| \hat{\varphi}_{i,m_N}^{loc} (h) - \frac{\delta_n}{b_N} \sum_{j=m_N}^{m_N} K \left( \frac{T_{j} - u}{b_N} \right) Y_{\vartheta}^{\vartheta'} (T_{j} N) Y_{\vartheta}^{\vartheta'} (T_{j+h} N) \right\|_{L^1} \leq \frac{\delta_n}{b_N} \sum_{j=m_N}^{m_N} \left\| K \left( \frac{T_{j} - u}{b_N} \right) \right\|_{L^1} \left\| Y_{\vartheta}^{\vartheta'} (T_{j} N) Y_{\vartheta}^{\vartheta'} (T_{j+h} N) \right\|_{L^1} + \frac{\delta_n}{b_N} \sum_{j=m_N-h+1}^{m_N} \left\| K \left( \frac{T_{j} - u}{b_N} \right) \right\|_{L^1} \left\| Y_{\vartheta}^{\vartheta'} (T_{j} N) Y_{\vartheta}^{\vartheta'} (T_{j+h} N) \right\|_{L^1} =: P_1 + P_2.
\]

Since \( \left\| Y_{\vartheta}^{\vartheta'} (T_{j} N) Y_{\vartheta}^{\vartheta'} (T_{j+h} N) \right\|_{L^1} \leq \left\| Y_{\vartheta}^{\vartheta'} (T_{j} N) \right\|_{L^2} \left\| Y_{\vartheta}^{\vartheta'} (T_{j+h} N) \right\|_{L^2} < S_2 \) for some constant \( S_2 > 0 \), we obtain
\[
P_2 \leq \frac{h S_2^2 \frac{K_\infty}{C_\psi} \frac{\delta_n}{b_N} \sum_{n=0}^{\infty} \alpha_n}{N \rightarrow \infty} 0.
\]
From the continuity of $K$ it follows that, given any $\varepsilon > 0$, $\left| K\left( \frac{t_{N}}{b_{N}} - u \right) - K\left( \frac{t_{0}}{b_{N}} - u \right) \right| < \varepsilon$ for sufficiently large $N$. Thus it holds

$$P_1 \leq S^2 \frac{\delta N}{b_N} \sum_{j=-m_N}^{m_N} \sqrt{\left| K\left( \frac{t_{j} + h}{b_N} - u \right) - K\left( \frac{t_{j}}{b_N} - u \right) \right|} \leq \sqrt{|K|_\infty} S^2 \frac{2m_N + 1}{b_N} \sqrt{\varepsilon} \rightarrow \sqrt{|K|_\infty} 2S^2 \sqrt{\varepsilon}.$$

For the non-continuous rectangular kernel (4) we can directly bound $P_1$ and obtain

$$P_1 \leq S^2 \frac{\delta N}{b_N} 2 \sum_{j=-m_N}^{m_N} \left| \left\{ (j+h) \frac{t_{j}}{b_N} \in [-1,1] \right\} \right| \leq S^2 \frac{\delta N}{b_N} \frac{h}{2} \rightarrow 0.$$

\[\square\]

**Lemma 7.3.** Assume that (C1) - (C7) hold. Then, there exists a constant $f_{inf}$ such that $f_Y^{(\Delta)}(\omega, \theta) > f_{inf} > 0$ for all $\omega \in [-\pi, \pi]$ and $\theta \in \Theta$. Moreover, there exists a constant $L_f > 0$ such that

$$\sup_{\omega \in [-\pi, \pi]} \left| f_Y^{(\Delta)}(\omega, \theta_1) - f_Y^{(\Delta)}(\omega, \theta_2) \right| \leq L_f \| \theta_1 - \theta_2 \| \text{ for all } \theta_1, \theta_2 \in \Theta. \quad (50)$$

**Proof.** Since $(\omega, \theta) \mapsto f_Y^{(\Delta)}(\omega, \theta)^{-1}$ is continuous (see e.g. the proof of [16, Proposition 2]) and $\Theta \times [-\pi, \pi]$ is compact, there exists a constant $f_{inf} > 0$ such that $f_Y^{(\Delta)}(\omega, \theta) > f_{inf} > 0$.

In order to show (50) we first note that, using the representation of $f_Y^{(\Delta)}(\omega, \theta)$ from (22), we obtain

$$\left| f_Y^{(\Delta)}(\omega, \theta_1) - f_Y^{(\Delta)}(\omega, \theta_2) \right| = \frac{1}{2\pi} \left| \sum_{\theta_1} B_{\theta_1} \left( \sum_{j=0}^{\infty} e^{A_{\theta_1} \Delta j} e^{-ij\omega} \right) \left( \sum_{j=0}^{\infty} e^{A_{\theta_2} \Delta j} e^{ij\omega} \right) B_{\theta_2} \right|$$

$$= \left| \sum_{\theta_1} \left( \sum_{j=0}^{\infty} e^{A_{\theta_1} \Delta j} - e^{A_{\theta_2} \Delta j} \right) e^{-ij\omega} \right| \left| \sum_{j=0}^{\infty} e^{A_{\theta_1} \Delta j} e^{ij\omega} \right| \left| \sum_{j=0}^{\infty} e^{A_{\theta_2} \Delta j} e^{ij\omega} \right| B_{\theta_1} \| B_{\theta_2} \|$$

$$\leq R_1 + R_2 + R_3 + R_4 + R_5, \quad (51)$$

where

$$R_1 = \frac{1}{2\pi} \left| \sum_{\theta_1} \left( \sum_{j=0}^{\infty} e^{A_{\theta_1} \Delta j} \right) \left( \sum_{j=0}^{\infty} e^{A_{\theta_1} \Delta j} \right) \left( \sum_{j=0}^{\infty} e^{A_{\theta_1} \Delta j} \right) \| B_{\theta_1} \|$$

$$R_2 = \frac{1}{2\pi} \left| \sum_{\theta_1} \left( \sum_{j=0}^{\infty} e^{A_{\theta_1} \Delta j} \right) \left( \sum_{j=0}^{\infty} e^{A_{\theta_1} \Delta j} \right) \| B_{\theta_1} \|$$

$$R_3 = \frac{1}{2\pi} \left| \sum_{\theta_1} \left( \sum_{j=0}^{\infty} e^{A_{\theta_1} \Delta j} \right) \left( \sum_{j=0}^{\infty} e^{A_{\theta_1} \Delta j} \right) \| B_{\theta_1} \|$$

$$R_4 = \frac{1}{2\pi} \left| \sum_{\theta_1} \left( \sum_{j=0}^{\infty} e^{A_{\theta_1} \Delta j} \right) \left( \sum_{j=0}^{\infty} e^{A_{\theta_1} \Delta j} \right) \| B_{\theta_1} \|$$

$$R_5 = \frac{1}{2\pi} \left| \sum_{\theta_1} \left( \sum_{j=0}^{\infty} e^{A_{\theta_1} \Delta j} \right) \left( \sum_{j=0}^{\infty} e^{A_{\theta_1} \Delta j} \right) \| B_{\theta_1} \|$$
\[ R_5 = \frac{1}{2\pi} \left| X_{\vartheta_2}^{(\Delta)} \right| \| B_{\vartheta_2} \| \sum_{j=0}^{\infty} \| e^{A_{\vartheta_2} \Delta j} \| \sum_{j=0}^{\infty} \| e^{A'_{\vartheta_2} \Delta j} \| \| B_{\vartheta_1} - B_{\vartheta_2} \|. \]

It is sufficient to show that each summand \( R_1 - R_5 \) can be bounded by \( C_3 \| \vartheta_1 - \vartheta_2 \| \) for some constant \( C_3 > 0 \). To avoid repeating calculations we just give the main ideas.

Since \( \Theta \) is compact and (C4) holds, the functions \( \vartheta \mapsto B_{\vartheta} \), \( \vartheta \mapsto A_{\vartheta} \) are bounded and Lipschitz with constants \( L_A \) and \( L_B \). Moreover, from (C2) we can follow \( \| e^{A_{\vartheta t}} \| \leq D e^{-\alpha t} \) for some constants \( D, \alpha > 0 \) and all \( t \in \mathbb{R}_0^+ \) such that

\[ \left\| \sum_{j=0}^{\infty} e^{A_{\vartheta} \Delta j} \right\| \leq \left\| \sum_{j=0}^{\infty} e^{A_{\vartheta} \Delta j} \right\| \leq D \sum_{j=0}^{\infty} e^{-\alpha \Delta j} < C_1, \text{ as well as } \left\| \sum_{j=0}^{\infty} e^{A'_{\vartheta} \Delta j} \right\| < C_1 \]

for some \( C_1 > 0 \). Note that since the eigenvalues of a matrix are continuous functions of its entries the above bounds hold uniformly in \( \vartheta \). In addition, due to [20, page 238], we have for some constants \( C_2, \hat{\alpha} > 0 \) and all \( j \in \mathbb{Z} \)

\[ \left\| e^{A_{\vartheta_1} \Delta j} - e^{A_{\vartheta_2} \Delta j} \right\| \leq \left( \| A_{\vartheta_1} - A_{\vartheta_2} \| | \Delta j | \right) \int_0^1 \left\| e^{\nu A_{\vartheta_2} \Delta j} \right\| d \nu \leq C_2 L_A \| \vartheta_1 - \vartheta_2 \| e^{-\hat{\alpha} \Delta j}. \]

Thus, the functions \( \vartheta \mapsto e^{A_{\vartheta} \Delta j} \) and \( \vartheta \mapsto e^{A'_{\vartheta} \Delta j} \) are Lipschitz. Next, the representation (21) of \( X_{\vartheta}^{(\Delta)} \) implies that \( \vartheta \mapsto \Sigma_{\vartheta}^{(\Delta)} \) is bounded. By using a similar decomposition as in (51) for \( X_{\vartheta}^{(\Delta)} \) one can show that there exists a constant \( L_{\Sigma_{\vartheta}} > 0 \), such that

\[ \left| X_{\vartheta_1}^{(\Delta)} - X_{\vartheta_2}^{(\Delta)} \right| \leq L_{\Sigma_{\vartheta}} \| \vartheta_1 - \vartheta_2 \| \text{ for all } \vartheta_1, \vartheta_2 \in \Theta. \]

Overall, each summand \( R_1 - R_5 \) in (51) can be bounded by \( C_3 \| \vartheta_1 - \vartheta_2 \| \) for some constant \( C_3 \), which in turn implies that (50) holds.

**Proof of Theorem 5.17.** In order to show consistency of \( \hat{\vartheta}_N \) we follow the same steps as in the proof of Theorem 3.3. As limiting function we consider

\[ W(\vartheta) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{f^*_Y(\omega, \vartheta^*(u))}{f^*_Y(\omega, \vartheta)} + \log \left( f^{(\Delta)}_Y(\omega, \vartheta) \right) d \omega, \quad \vartheta \in \Theta. \]

Then, [16, Lemma 1] yields that

\[ W(\vartheta) = L(\vartheta) = -\log(2\pi) + \log(V_\vartheta) + E \left[ \frac{\vartheta_0^2}{V_\vartheta} \left( \tilde{Y} - \vartheta^*(u) \right) \right] \]

where \( V_\vartheta, \tilde{Y} - \vartheta^*(u) \) and \( \vartheta_0 \) are defined as in Section 5.2. Note that \( L(\vartheta) \) is closely related to the limiting function of the quasi maximum likelihood estimator from Section 5.2 such that Proposition 5.6 along with the inequalities in (33) ensure that \( W \) is continuous. Moreover, Proposition 5.11 ensures that \( W(\vartheta) \) has a unique minimum. Therefore, it is left to show \( \| W_N(\vartheta) - W(\vartheta) \|_{L^1} \rightarrow 0 \) and that the sequence \( (W_N(\vartheta))_{N \in \mathbb{N}} \) is stochastically equicontinuous. Indeed,

\[ \| W_N(\vartheta) - W(\vartheta) \|_{L^1} \leq \left| \frac{1}{2m_{N+1}} \sum_{j=-2m_N}^{2m_N+1} \log \left( f^{(\Delta)}_Y(\omega_j, \vartheta) \right) - \frac{1}{2\pi} \int_{-\pi}^{\pi} \log \left( f^{(\Delta)}_Y(\omega, \vartheta) \right) d \omega \right|. \]
\[
+ \left\| \frac{1}{4m_N + 2} \sum_{j=-2m_N}^{2m_N+1} I_{N}^{loc}(\omega_j) - \frac{1}{2\pi} \int_{-\pi}^{\pi} f_{Y}^{(\Delta)}(\omega, \vartheta^*(u)) \, d\omega \right\|_{L^1} \\
=: P_1 + P_2.
\]

From [16, equation (15)] we obtain \( P_1 \rightarrow 0 \) as \( N \rightarrow \infty \). To show \( P_2 \rightarrow 0 \) as \( N \rightarrow \infty \) we follow the approach from [16, Proposition 2] and approximate \( f_{Y}^{(\Delta)}(\omega, \vartheta)^{-1} \) by the Cesàro mean of its Fourier series of size \( M \) for \( M \) sufficiently large. Define

\[
q_M(\omega, \vartheta) = \frac{1}{M} \sum_{j=0}^{M-1} \sum_{|k| \leq j} b_k(\vartheta) e^{-ik\omega} = \sum_{|k| \leq M} \left( 1 - \frac{|k|}{M} \right) b_k(\vartheta) e^{-ik\omega},
\]

where

\[
b_k(\vartheta) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f_{Y}^{(\Delta)}(\omega, \vartheta) e^{ik\omega} d\omega.
\]

Similar arguments as in the proof of [16, Proposition 2] yield that for all \( \varepsilon > 0 \) and \( M \) sufficiently large

\[
\sup_{\omega \in [-\pi, \pi]} \sup_{\vartheta \in \Theta} \left| q_M(\omega, \vartheta) - \frac{1}{f_{Y}^{(\Delta)}(\omega, \vartheta)} \right| < \varepsilon. \tag{52}
\]

From the definition of \( I_{N}^{loc} \) in (30) it is clear that it is non-negative, such that

\[
\left\| \frac{1}{4m_N + 2} \sum_{j=-2m_N}^{2m_N+1} I_{N}^{loc}(\omega_j) - \frac{1}{4m_N + 2} \sum_{j=-2m_N}^{2m_N+1} q_M(\omega_j, \vartheta) I_{N}^{loc}(\omega_j) \right\|_{L^1} \leq \frac{\varepsilon}{4m_N + 2} E \left[ \sum_{j=-2m_N}^{2m_N+1} \frac{1}{2\pi} \sum_{h=-2m_N}^{2m_N} \hat{\Gamma}_{N}^{loc}(h) e^{-ih\omega_j} \right] = \frac{\varepsilon}{2\pi} E \left[ \hat{\Gamma}_{N}^{loc}(0) \right],
\]

where the last equality follows from the identity (see [16, Lemma 4])

\[
\frac{1}{4m_N + 2} \sum_{j=-2m_N}^{2m_N+1} e^{-ih\omega_j} = \begin{cases} 1, & \text{there exists } z \in \mathbb{Z} : h = z(4m_N + 2), \\ 0, & \text{else}. \end{cases} \tag{53}
\]

Now, from Lemma 7.2 it follows that

\[
E \left[ \hat{\Gamma}_{N}^{loc}(0) \right] \xrightarrow[N \to \infty]{} E[\hat{Y}_u(0)^2] < \infty,
\]

such that overall

\[
\left\| \frac{1}{4m_N + 2} \sum_{j=-2m_N}^{2m_N+1} I_{N}^{loc}(\omega_j) - \frac{1}{4m_N + 2} \sum_{j=-2m_N}^{2m_N+1} q_M(\omega_j, \vartheta) I_{N}^{loc}(\omega_j) \right\|_{L^1} \leq C_1 \varepsilon,
\]

for some constant \( C_1 > 0 \). In view of \( P_2 \) it is therefore enough to show

\[
\left\| \frac{1}{4m_N + 2} \sum_{j=-2m_N}^{2m_N+1} q_M(\omega_j, \vartheta) I_{N}^{loc}(\omega_j) - \frac{1}{2\pi} \int_{-\pi}^{\pi} f_{Y}^{(\Delta)}(\omega, \vartheta^*(u)) \, d\omega \right\|_{L^1} \xrightarrow[N \to \infty]{} 0.
\]
On the one hand, using (53), we obtain

$$\frac{1}{4m_N + 2} \sum_{j=-2m_N}^{2m_N+1} q_M(\omega_j, \theta) I_N^{\text{loc}}(\omega_j)$$

$$= \frac{1}{2\pi} \sum_{|k|<M} \left( 1 - \frac{|k|}{M} \right) b_k(\theta) I_N^{\text{loc}}(-k) \left( \frac{1}{4m_N + 2} \sum_{j=-2m_N}^{2m_N+1} e^{-i(k+h)\omega_j} \right)$$

$$= \frac{1}{2\pi} \sum_{|k|<M} \left( 1 - \frac{|k|}{M} \right) b_k(\theta) I_N^{\text{loc}}(-k) \left( \frac{1}{4m_N + 2} \sum_{j=-2m_N}^{2m_N+1} e^{-i(k+h)\omega_j} \right)$$

where the convergence follows from Lemma 7.2 and

$$\sup_{k \in \mathbb{Z}} \sup_{\theta \in \Theta} |b_k(\theta)| \leq \max_{\theta \in \Theta \omega \in [-\pi, \pi]} |f_Y^{(\Delta)}(\omega, \theta)|^{-1} < \infty,$$

since $(\omega, \theta) \mapsto f_Y^{(\Delta)}(\omega, \theta)^{-1}$ is continuous (see e.g. the proof of [16, Proposition 2]). On the other hand we obtain from (52)

$$\left| \frac{1}{2\pi} \sum_{|k|<M} \left( 1 - \frac{|k|}{M} \right) b_k(\theta) E[\tilde{Y}_u(0) \tilde{Y}_u(k)] - \frac{1}{2\pi} \int_{-\pi}^{\pi} f_Y^{(\Delta)}(\omega, \theta) d\omega \right|$$

$$= \left| \frac{1}{2\pi} \sum_{|k|<M} \left( 1 - \frac{|k|}{M} \right) b_k(\theta) \int_{-\pi}^{\pi} f_Y^{(\Delta)}(\omega, \theta^*(u)) e^{ik\omega} d\omega - \frac{1}{2\pi} \int_{-\pi}^{\pi} f_Y^{(\Delta)}(\omega, \theta) d\omega \right|$$

$$= \left| \frac{1}{2\pi} \int_{-\pi}^{\pi} f_Y^{(\Delta)}(\omega, \theta^*(u)) \left( Q_M(\omega, \theta) - \frac{1}{f_Y^{(\Delta)}(\omega, \theta)} \right) d\omega \right| \leq C_2 \varepsilon,$$

for some constant $C_2 > 0$, since $\omega \mapsto f_Y^{(\Delta)}(\omega, \theta^*(u))$ is continuous. Overall, it holds $P_{2 \to \infty}$.

It is left to show stochastic equicontinuity of the sequence $(W_N(\theta))_{N \in \mathbb{N}}$. For $\eta, \lambda > 0$ we have

$$P\left( \sup_{\|\theta_1 - \theta_2\| \leq \lambda} |W_N(\theta_1) - W_N(\theta_2)| > \eta \right)$$

$$\leq P\left( \sup_{\|\theta_1 - \theta_2\| \leq \lambda} \left| \frac{1}{4m_N + 2} \sum_{j=-2m_N}^{2m_N+1} I_N^{\text{loc}}(\omega_j) \left( \frac{1}{f_Y^{(\Delta)}(\omega_j, \theta_1)} - \frac{1}{f_Y^{(\Delta)}(\omega_j, \theta_2)} \right) \right| > \frac{\eta}{2} \right)$$

$$+ P\left( \sup_{\|\theta_1 - \theta_2\| \leq \lambda} \left| \frac{1}{4m_N + 2} \sum_{j=-2m_N}^{2m_N+1} \left( \log \left( f_Y^{(\Delta)}(\omega_j, \theta_1) \right) - \log \left( f_Y^{(\Delta)}(\omega_j, \theta_2) \right) \right) \right| > \frac{\eta}{2} \right) =: T_1 + T_2.$$

From Lemma 7.3 it is clear, that

$$\sup_{\omega \in [-\pi, \pi]} \left| \frac{1}{f_Y^{(\Delta)}(\omega, \theta_1)} - \frac{1}{f_Y^{(\Delta)}(\omega, \theta_2)} \right| \leq \frac{L_f}{f_{\text{inf}}^2} \|\theta_1 - \theta_2\|$$

as well as

$$\sup_{\omega \in [-\pi, \pi]} \left| \log \left( f_Y^{(\Delta)}(\omega, \theta_1) \right) - \log \left( f_Y^{(\Delta)}(\omega, \theta_2) \right) \right| \leq \frac{L_f}{f_{\text{inf}}^2} \|\theta_1 - \theta_2\|.$$
We set
\[ \lambda = \min \left( \frac{\eta \pi f_{2}^{2}}{2 L_f E[Y_u(0)^2]}, \frac{\eta f_{inf}}{4L_f} \right). \]
Since \( I_{N}^{loc} \) is non-negative we can follow from (54) that
\[ T_1 \leq P \left( \frac{\lambda L_f}{f_{inf}^{2}} \left| \frac{1}{4m_N + 2} \sum_{j=-2m_N}^{2m_N+1} I_{N}^{loc}(\omega_j) \right| > \frac{\eta}{2} \right) = P \left( \frac{\lambda L_f}{2 \pi f_{inf}^{2}} \hat{\Gamma}^{loc}(0) > \frac{\eta}{2} \right). \]
From Lemma 7.2 we have \( \hat{\Gamma}^{loc}(0) \xrightarrow{P} E[\tilde{Y}_u(0)^2] \), such that
\[ P \left( \frac{\lambda L_f}{2 \pi f_{inf}^{2}} \hat{\Gamma}^{loc}(0) > \frac{\eta}{2} \right) \leq P \left( \left| \hat{\Gamma}^{loc}(0) - E[\tilde{Y}_u(0)^2] \right| > E[\tilde{Y}_u(0)^2] \right) \xrightarrow{N \to \infty} 0. \]
Using (55) it holds for \( T_2 \)
\[ T_2 \leq P \left( \frac{\lambda L_f}{f_{inf}} > \frac{\eta}{2} \right) \leq P \left( \frac{1}{2} > 1 \right) = 0, \]
which concludes the proof. \( \square \)
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