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Abstract
We propose a Hilbert space solution theory for a nonhomogeneous heat equation with delay in the highest order derivatives with nonhomogeneous Dirichlet boundary conditions in a bounded domain. Under rather weak regularity assumptions on the data, we prove a well-posedness result and give an explicit representation of solutions. Further, we prove an exponential decay rate for the energy in the dissipative case. We also show that lower order regularizations lead to ill-posedness, also for higher-order equations. Finally, an application with physically relevant constants is given.
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1 Introduction
Let $\Omega \subset \mathbb{R}^d$ be a domain with a Lipschitz-boundary $\partial \Omega$ and $T > 0$ be a fixed number. Let a function $\theta: [0, T] \times \Omega \to \mathbb{R}$ denote the temperature measured with respect to a reference temperature $\theta_0$ and let $q: [0, T] \times \bar{\Omega} \to \mathbb{R}^d$ be the heat flux at a material point $x \in \bar{\Omega}$ at time $t \in [0, T]$. With $\rho: \bar{\Omega} \to (0, \infty)$ denoting the specific density and $c_\rho: \bar{\Omega} \to (0, \infty)$ denoting the specific heat capacity, the energy conservation law reads as

$$\rho(x)c_\rho(x)\partial_t \theta(t, x) + \text{div} q(t, x) = h(t, x) \quad \text{for } t \in (0, T), \ x \in \Omega,$$

where $h$ stands for the intensity of external heat sources.
To close this equation, a material law postulating a relation between the temperature and the heat flux is required. The classical way to do this consists in using Fourier’s law of heat conduction stating

$$q(t, x) + \lambda(x)\nabla \theta(t, x) = 0 \quad \text{for } t \in (0, T), \ x \in \Omega,$$  
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where \( \lambda : \bar{\Omega} \rightarrow (0, \infty) \) denotes the heat conductivity being a material property. Plugging Equation (1.2) into (1.1) leads to the classical parabolic heat equation

\[
\rho(x)c_\rho(x)\partial_t \theta(t, x) - \text{div} \left( \lambda(x)\nabla \theta(t, x) \right) = h(t, x) \quad \text{for } t \in (0, T), \quad x \in \Omega. \tag{1.3}
\]

In many applications, Equation (1.3) provides a very accurate macroscopic description of the heat conduction phenomenon. For some other physical applications, the infinite speed of signal propagation arising from Equation (1.3) is a significant drawback.

In particular for these, the following assumption

\[
q(t, x) + \lambda(x)\nabla \theta(t - \tau, x) = 0 \quad \text{for } t \in (0, T), \quad x \in \Omega \tag{1.4}
\]

is more realistic from a physical point of view stating that the heat flux notices changes in temperature (gradient) not instantaneously, but with some delay. The latter leads to the so-called heat equation with pure delay

\[
\rho(x)c_\rho(x)\partial_t \theta(t, x) - \text{div} \left( \lambda(x)\nabla \theta(t - \tau, x) \right) = h(t, x) \quad \text{for } t \in (0, T), \quad x \in \Omega. \tag{1.5}
\]

In addition to severe problems caused by the loss of regularity, Equation (1.5) turns out to be ill-posed (cf. [13]). One way to overcome this problem is to “equivalently” rewrite Equation (1.4) as

\[
q(t + \tau, x) + \lambda(x)\nabla \theta(t, x) = 0 \quad \text{for } t \in (0, T), \quad x \in \Omega
\]

and perform a formal Taylor expansion of order one with respect to \( \tau \) (cp. [6]), i.e.,

\[
\tau q_0(t + \tau, x) + q(t, x) + \lambda(x)\nabla \theta(t, x) = 0 \quad \text{for } t \in (0, T), \quad x \in \Omega, \tag{1.6}
\]

to finally obtain

\[
\rho(x)c_\rho(x)\partial_t \theta(t, x) + \text{div} q(t, x) = h(t, x) \quad \text{for } t \in (0, T), \quad x \in \Omega, \\
\tau \partial_\tau q(t, x) + q(t, x) + \lambda(x)\nabla \theta(t, x) = 0 \quad \text{for } t \in (0, T), \quad x \in \Omega. \tag{1.7}
\]

In the present paper, we propose another approach to regularize Equation (1.5). For a small parameter \( \varepsilon > 0 \), we replace Equation (1.4) with

\[
q(t, x) + \varepsilon \lambda(x)\nabla \theta(t, x) + \lambda(x)\nabla \theta(t - \tau, x) = 0 \quad \text{for } t \in (0, T), \quad x \in \Omega \tag{1.8}
\]

and arrive at a regularized heat equation

\[
\rho(x)c_\rho(x)\partial_t \theta(t, x) - \varepsilon \text{div} \left( \lambda(x)\nabla \theta(t, x) \right) - \text{div} \left( \lambda(x)\nabla \theta(t - \tau, x) \right) = h(t, x) \quad \text{for } t \in (0, T), \quad x \in \Omega. \tag{1.9}
\]

Though Equation (1.9) is much better behaved than Equation (1.5), standard results on semigroups for delay equations (see, e.g., [4], [39]) still cannot be applied since the delay term is no low order perturbation of the term without delay. A semigroup treatment of this problem nevertheless turned out to be possible. In [5], a perturbation result due to Weiss & Staffans was used to obtain the well-posedness results for an even bigger class of equations given by

\[
\partial_t u(t) = Au(t) + \int_{-r}^{0} dB(\theta)u(t + \theta) \quad \text{for } t > 0, \quad u(t) = \varphi(t) \quad \text{for } t \in [-r, 0],
\]
where $A$ is a sectorial operator on a Banach space $X$ and $B \in \text{BV}([-r, 0], L(D(A), X))$ has no mass at 0. The particular situation $B = \eta A \delta_{-r}$, $\eta \in \mathbb{R}$, was given some additional attention.

The first systematic treatment of this topic for the case of unbounded operators though probably dates back to [38]. The authors considered the following evolution equation

$$\partial_t u(t) = Au(t) + F(u_t) \text{ for } t > 0, \quad u_0 = \varphi,$$

where $A$ is an infinitesimal generator of a $C^0$-semigroup $(S(t))_{t \geq 0}$ on a Banach space $X$, $F$ is a (possibly) unbounded linear or nonlinear operator and $u_t = u|_{[t-r,t]}$, $t > 0$ denotes the history variable. In particular, it was shown for the case of $F$ being a linear differential operator and containing terms of the same order as $A$ that the problem possesses a unique mild solution, i.e., a function $u \in H^1((0, T), X)$, $T > 0$, satisfying the integral equation

$$u(t) = S(t)\varphi(0) + \int_0^t S(t-s)F(u_s)\,ds \text{ for a.e. } t \in (0, T).$$

In [11], a similar problem was studied in the strong case, i.e., $u \in H^1((0, T), X) \cap L^2((0, T), D(A))$. Namely, the authors considered an abstract linear delay equation of the form

$$\partial_t u(t) = Au(t) + Bu(t) + L_1 u(t - r) + L_2 u_t, \text{ for } t > 0$$

where $A$ is a generator of an analytic semigroup on a Hilbert space $H$. A typical example of such equation is given by

$$\partial_t u(t, x) = \partial_{xx} u(t, x) + \partial_x u(t, x) + \partial_{xx} u(t - r, x) + \int_{-r}^0 a(s) \partial_{xx} u(t + s, x)\,ds$$

for $(t, x) \in (0, \infty) \times (0, 1)$,

$$u(t, x) = \varphi(t, x) \text{ for } (t, x) \in (-r, 0) \times (0, 1), \quad u(t, 0) = u(t, 1) = 0 \text{ for } t > 0.$$

Under certain assumptions on the operators $B$, $L_1$, $L_2$, the well-posedness followed from the existence of a semigroup associated with the flow $t \mapsto (u(t), u_t)$.

In [12], the authors elaborated on these results by carefully studying the $L^2$-regularity of the corresponding solution in certain weighted and interpolation spaces and presenting a characterization of the infinitesimal generator.

An $L^p$-treatment of delay differential equations with unbounded operators acting on delay terms for $p \in [1, \infty)$ was given in [10]. In particular, a well-posedness result was obtained for the following problem

$$\partial_t u(t) = Au(t) + Lu(t - \tau) \text{ for } t > 0,$$

where $A$ is an elliptic operator of order $2m$ and $L$ is an integro-differential operator of the same order.

Recently, hyperbolic operator differential equations have also gained a lot of attention. In [27], a wave equation with an internal feedback incorporating a delay in the velocity field was studied. The initial boundary value problem

$$\partial_{tt} u(t, x) - \Delta u(t, x) + a_0 \partial_t u(t, x) + a \partial_t u(t - \tau, x) = 0 \text{ for } (t, x) \in (0, \infty) \times \Omega,$$

$$u(t, x) = 0 \text{ for } (t, x) \in (0, \infty) \times \Gamma_0,$$

$$\frac{\partial u}{\partial v}(t, x) = 0 \text{ for } (t, x) \in (0, \infty) \times \Gamma_1$$
subject to appropriate initial conditions, where $\Gamma_0, \Gamma_1 \subset \partial \Omega$ are relatively open with $\Gamma_0 \cap \Gamma_1 = \emptyset$, was shown to possess a unique strong solution, which is exponentially stable if $a_0 > a > 0$ or instable, otherwise. Similar results have also been obtained for the case of a boundary delay. This stability study was later carried out in the case of time-varying internal or boundary delay, i.e., $\tau = \tau(t)$, in [28], [29], etc. To the authors’ best knowledge, no well-posedness results are available for the case of the delay in Laplacian for higher-order in time systems. At the same time, replacing stabilizing feedbacks by their delayed counterparts are sometimes known to even lead to ill-posedness of the resulting system as shown in [7] for the wave-equation and the Euler & Bernoulli beam. The same holds for a general $m$-th order equation with the pure delay (cf. [13])

$$\partial_t^m u(t) + Au(t - \tau) = 0 \text{ for } t > 0$$

for an arbitrary unbounded operator $A$ possessing a sequence of eigenvalues $\lambda_n \to \infty$, $n \to \infty$, or the hyperbolic-parabolic thermoelasticity with pure delay in the second order elliptic part (s. [32])

$$a \partial_t u(t, x) - d \partial_{xx} u(t - \tau_1, x) + \beta \partial_x \theta(t, x) = 0 \text{ for } (t, x) \in (0, \infty) \times (0, L),$$

$$b \partial_t \theta(t, x) - k \partial_{xx} \theta(t - \tau_2, x) + \beta \partial_x u(t, x) = 0 \text{ for } (t, x) \in (0, \infty) \times (0, L),$$

$$u(t, 0) = u(t, L) = \partial_x \theta(t, 0) = \partial_x \theta(t, L) = 0 \text{ for } (t, x) \in (0, \infty) \times (0, L).$$

In the following, we propose a natural solution approach in Hilbert spaces which employs a generalization of the classical step method for ordinary delay equations (cf. [15]) rather than the delay semigroup theory. In addition to its simplicity and constructivity, our approach allows for nonhomogeneous boundary conditions under rather weak regularity assumptions on the boundary data. The latter is very useful for various applications in control theory (cf. [21], [25], [26]). We want also to point out that our theory can also be applied to obtain mild, strong, extrapolated and mild extrapolated solutions in a much more general case even in the $L^p$-framework with respect to time (cf. Remark 20).

To justify the necessity of the regularization to have at least the same order as the delay term, we make essential amendments to the method from [13] to show that lower order regularizations lead to ill-posedness like in the case with pure delay, also for higher-order systems. We also refer the reader to [21] for a study on necessary conditions for the well-posedness of partial differential equations with delay.

To give an illustration, we apply our theory to get a closed form solution to a one-dimensional practical problem related to short-pulse laser heating of metal nanofilms with physically relevant constants.

## 2 Fourier Heat Conduction

In this section, we briefly summarize some well-known results for the following initial-boundary value problem for the Fourier heat equation with nonhomogeneous Dirichlet boundary conditions

$$\begin{align*}
\partial_t u(t, x) &= \partial_i (a_{ij}(x) \partial_j u(t, x)) + b_i(x) \partial_i u(t, x) + c(x) u(t, x) + f(t, x) \text{ for } (t, x) \in (0, T) \times \Omega, \\
\gamma(t, x) &= \gamma(t, x) \text{ for } (t, x) \in (0, T) \times \partial \Omega, \\
u(0, x) &= u^0(x) \text{ for } x \in \Omega.
\end{align*}$$

(2.1)
Recall that \( \partial \Omega \) is assumed to be Lipschitzian throughout the paper. To treat the problem from Equation \((2.1)\), a corresponding operator framework needs to be introduced. First, we formally define in the sense of distributions the differential operators

\[
A_0 := \partial_t \left( a_{ij} (\cdot) \partial_j \right), \quad A_r := b_i (\cdot) \partial_t + c (\cdot).
\]

Here and in the sequel, we employ the Einstein’s summation convention. So, \( \partial_t (a_{ij} (\cdot) \partial_j) \) should be interpreted as \( \sum_{i,j=1}^d \partial_t (a_{ij} (\cdot) \partial_j) \), etc.

Let \( X := L^2 (\Omega) \) be equipped with the standard scalar product. We define the operators

\[
\mathcal{A}_0 : D(\mathcal{A}_0) \subset X \to X, \quad u \mapsto A_0 u,
\]

\[
\mathcal{A}_r : D(\mathcal{A}_r) \subset X \to X, \quad u \mapsto A_r u
\]

with

\[
D(\mathcal{A}_0) = \{ u \in H^1_0 (\Omega) \mid A_0 u \in X \}, \quad D(\mathcal{A}_r) := H^1_0 (\Omega).
\]

According to [36] Theorems 9.18 and 12.40, the following assertion holds true.

**Theorem 1.** Let \( \partial \Omega \neq \emptyset \) and let \( a_{ij} \in W^{1,\infty} (\Omega) \) and \( a_{ij} = a_{ji}, b_i, c_j \in L^\infty (\Omega) \). Further, there may exist a constant \( \kappa > 0 \) such that

\[
\essinf_{x \in \Omega} \xi_i a_{ij} (x) \xi_j \geq \kappa |\xi|^2 \quad \text{for all} \quad \xi \in \mathbb{C}^n.
\]

Then, the perturbed operator \( \mathcal{A} := \mathcal{A}_0 + \mathcal{A}_r : D(\mathcal{A}_0) \subset X \to X \) is an infinitesimal generator of an analytic semigroup \((S(t))_{t \geq 0}\) on \( X \).

Following the approach described by Lasiecka and Triggiani [22] Section 0.3] and taking into account the fact that \( \mathcal{A}_0 \) is continuously invertible, we define the extrapolation space \( X_{-1} \) as the completion of \( X \) with respect to the \( \| \cdot \|_{-1} := \| A_0^{-1} \cdot \|_X \) norm. Since \( X \) is Hilbertian and therefore reflexive, \( X_{-1} \) is isomorphic to \((D(\mathcal{A}_0^*)')\). Note that \( X_{-1} \) is a distributional space, e.g., \( X_{-1} \subset H^{-1} (\Omega) \). Further, the operator \( \mathcal{A} \) can be extended to an operator \( \mathcal{A}_{-1} \in L(X, X_{-1}) \) being a generator of an analytic semigroup \((S_{-1}(t))_{t \geq 0}\) of bounded linear operators on \( X_{-1} \) which in its turn is an extension of the semigroup \((S(t))_{t \geq 0}\) from Theorem \[1\] onto \( X_{-1} \).

Similar to [22] Section 3.1, we define the Dirichlet map \( D : L^2 (\partial \Omega) \to X_{-1} \) sending each \( \gamma \in L^2 (\partial \Omega) \) to a solution \( u \in X_{-1} \) of the problem

\[
Au = 0 \quad \text{in} \quad \Omega, \quad u = \gamma \quad \text{on} \quad \partial \Omega.
\]  \( (2.2) \)

**Lemma 2.** There holds

\[
D \in L \left( L^2 (\partial \Omega), H^{1/2} (\Omega) \right) \hookrightarrow L \left( L^2 (\partial \Omega), X \right) \hookrightarrow L \left( L^2 (\partial \Omega), X_{-1} \right).
\]

**Proof.** See [16] and [18]. \( \square \)

The notion of strong solution from [10] in the case of homogeneous boundary data motivates the following

**Definition 3.** A function \( u \in H^1 ((0, T), L^2 (\Omega)) \cap L^2 ((0, T), H^2 (\Omega)) \) satisfying Equation \[(2.1)\] for a.e. \( t \in [0, T] \) is called a strong solution.
Remark 4. The initial and boundary conditions are satisfied in terms of the continuity of the map $u \mapsto (u(t^*), u|_{(0,T) \times \partial \Omega})$.

\[ H^1((0,T), L^2(\Omega)) \cap L^2((0,T), H^2(\Omega)) \rightarrow H^1(\Omega) \times \left( H^{3/4}((0,T), L^2(\partial \Omega)) \cap L^2((0,T), H^{3/2}(\partial \Omega)) \right) \]

for an arbitrary $t^* \in [0,T]$ (cf. [23]).

The fact that a strong solution to Equation (2.1) has to satisfy the equation

\[ \partial_t u = A(u - D\gamma) + f \text{ in } L^2((0,T), X) \]

and thus

\[ \partial_t u = A_{-1}u - A_{-1}D\gamma + f \text{ in } L^2((0,T), X_{-1}) \]

motivates the following definition of extrapolated solutions (cp. the notion of extrapolated solution in [10]).

Definition 5. A function $u \in H^1((0,T), X_{-1})$ given by

\[ u(t) = S_{-1}(t)u^0 - \int_0^t S_{-1}(t-s)A_{-1}D\gamma(s)ds + \int_0^t S_{-1}(t-s)f(s)ds \]

for a.e. $t \in [0,T]$ is called a mild extrapolated solution to Equation (2.1). If it additionally satisfies $u \in L^2((0,T), X)$, we call $u$ a strong extrapolated solution.

Theorem 6. Under the conditions of Theorem 1, Equation (2.1) possesses a unique mild extrapolated solution if $u_0 \in X_{-1}$, $f \in L^2((0,T), X_{-1})$ and $\gamma \in L^2((0,T), L^2(\partial \Omega))$. Moreover, if $u_0 \in X$, $f \in L^2((0,T), X)$ and $\partial \Omega \in C^{0,1}$, then $u$ is a strong extrapolated solution, which additionally satisfies

\[ u \in L^2((0,T), H^{1/2}(\Omega)) \cap H^{1/4}((0,T), L^2(\Omega)) \cap H^1((0,T), X_{-1}). \]

Proof. See [22], Section 3.1. \hfill \Box

Assuming that $\partial \Omega \in C^{1,1}$ and exploiting the maximum $L^p$-regularity of $A$ for $p = 2$, the following existence and uniqueness theorem follows from [8], [33]. In this case, the mild extrapolated solution $u$ is even a strong solution and therefore satisfies Equation (2.1) pointwise for a.e. $t \in [0,T]$.

Theorem 7. Under the conditions of Theorem 1 and the regularity assumptions

\[ u^0 \in H^1(\Omega), \; f \in L^2((0,T), L^2(\Omega)), \; \gamma \in H^{3/4}((0,T), L^2(\partial \Omega)) \cap L^2((0,T), H^{3/2}(\partial \Omega)) \]

as well as the compatibility condition

\[ \gamma(0, \cdot) = u^0|_{\partial \Omega}, \]

the mild extrapolated solution $u$ is a strong solution. Moreover, the mapping $(u^0, f, \gamma) \mapsto u$ is an isomorphism between the data space equipped with the corresponding product norm as well as incorporating the compatibility condition and the solution space.
Remark 8. For homogeneous boundary conditions, a strong solution
\[ u \in H^1((0, T), X) \cap L^2((0, T), D(A)) \]
in sense of \([9]\) can be obtained without any extra regularity assumptions on \(\partial \Omega\). The data have to satisfy
\[ u^0 \in (X, D(A))_{1/2, 2}, \quad f \in L^2((0, T), X), \]
where the parentheses denote the real interpolation functor.

2.1 Explicit Representation of Solutions

In this section, we will briefly outline an explicit solution representation formula for the problem
\[ \partial_t u(t) = A_{-1}u(t) - A_{-1}D\gamma(t) + f(t) \text{ for } t \in (0, T), \]
\[ u(0) = u^0 \]
for the case that \(A\) is self-adjoint (i.e., \(b \equiv 0\)) and the data satisfy \(u^0 \in X_{-1}, f \in L^2((0, T), X_{-1}), \gamma \in L^2((0, T), L^2(\Omega)).\)

By the virtue of Theorem 6, the problem possesses a unique mild extrapolated solution \(u\) given by
\[ u(t) = S_{-1}(t)u^0 + \int_0^t S_{-1}(t-s)(f(s) - D\gamma(s))ds. \tag{2.3} \]

On the other hand, \(A\) is an elliptic operator having an eigenfunction expansion
\[ Au = \sum_{n=1}^{\infty} \lambda_n \langle u, \phi_n \rangle_X \phi_n \text{ for } u \in D(A), \]
where \((\lambda_n)_n \subset \mathbb{R}, \lambda_n \to -\infty \text{ for } n \to \infty\) and \((\phi_n)_n \subset D(A)\) form an orthogonal basis of \(X\) (cf. \([36]\)). Taking into account that the embeddings \(D(A) \hookrightarrow X \hookrightarrow X_{-1}\) are dense and continuous, we further obtain
\[ A_{-1}u = \sum_{n=1}^{\infty} \lambda_n \langle u, \phi_n \rangle_{X_{-1}} \phi_n \text{ for } u \in X, \]
where \(\langle \cdot, \cdot \rangle_{X_{-1}}\) is the uniquely defined continuation of \(\langle \cdot, \cdot \rangle_X\) onto \(X_{-1}\). Note that \(\langle \cdot, \cdot \rangle_{-1}\) and \(\langle \cdot, \cdot \rangle_{X_{-1}}\) do not coincide.

Plugging the ansatz
\[ u(t) := \sum_{n=1}^{\infty} u_n(t) \phi_n \text{ for a.e. } t \in [0, T] \]
into Equation (2.3), we obtain a sequence of ordinary differential equations for \(u_n\)
\[ \partial_t u_n(t) = \lambda_n u_n(t) + \langle f(t) - \lambda_n D\gamma(t), \phi_n \rangle_{X_{-1}} \text{ for a.e. } t \in [0, T], \]
\[ u_n(0) = \langle u^0, \phi_n \rangle_{X_{-1}}, \]
which is uniquely solved by \(u_n \in H^1((0, T), \mathbb{R})\) with
\[ u_n(t) = e^{\lambda_n t} \langle u^0, \phi_n \rangle_{X_{-1}} + \int_0^t e^{\lambda_n (t-s)} \langle f(s) - \lambda_n D\gamma(s), \phi_n \rangle_{X_{-1}} ds \text{ for a.e. } t \in [0, T]. \]
Moreover, using Lebesgue’s dominated convergence theorem for Bochner integrals, we finally obtain for a.e. \( t \in [0, T] \)

\[
\begin{align*}
  u(t) &= \sum_{n=1}^{\infty} e^{\lambda_n t} \langle u^0, \phi_n \rangle_{X-1} \phi_n + \sum_{n=1}^{\infty} \int_0^t e^{\lambda_n (t-s)} \langle f(s) - \lambda_n D\gamma(s), \phi_n \rangle_{X-1} \phi_n ds. (2.4)
  
\end{align*}
\]

Moreover, \( u \) coincides with the mild extrapolated solution given in Equation (2.3).

### 2.2 Asymptotical Behavior of Solutions for \( t \to \infty \)

For the sake of completeness, we give a brief discussion on the asymptotics of solutions to Equation (2.1) in the homogeneous case, i.e., \( \gamma \equiv 0, f \equiv 0 \). We will be able to generalize these well-known results for the case of regularized heat equation with delay in Section 3.2 later on. For simplicity, we assume \( b_1 \equiv 0, c \equiv 0 \) though the exponentially stability easily carries over to the case when \( A \) is just positive definite.

We assume \( u^0 \in X_{-1} \) and denote by \( u_T \) for \( T > 0 \) the mild extrapolated solution to

\[
\begin{align*}
  \partial_t u(t, x) &= \partial_i \left( a_{ij}(x) \partial_j u(t, x) \right) \text{ for } (t, x) \in (0, T) \times \Omega,
  
  u(t, x) &= 0 \text{ for } (t, x) \in (0, T) \times \partial \Omega, 
  
  u(0, x) &= u^0(x) \text{ for } x \in \Omega.
  
\end{align*}
\]

Due to the unique solvability of Equation (2.5), \( u_{T_1} = u_{T_2}|_{[0, T_1]} \) for \( T_2 \geq T_1 > 0 \). Thus, \( (u_T)_{T>0} \) can be uniquely continued to a function \( u \in C^1([0, \infty), X_{-1}) \) satisfying

\[
  u(t) = S_{-1}(t)u^0 \text{ for } t \in [0, \infty).
\]

The energy associated with the solution \( u \) is given by

\[
  E(t) := \frac{1}{2} \| u(t, \cdot) \|_{X_{-1}}^2.
\]

If \( u^0 \in X \), then \( u(t, \cdot) \in X \) for all \( t \geq 0 \) (cf. Theorem 7), i.e., \( u \) is a classical extrapolated solution (in particular, a strong extrapolated solution), and \( E(t) = \frac{1}{2} \| u(t, \cdot) \|_X = \frac{1}{2} \int_\Omega |u(t, x)|^2 dx \) since \( \| \cdot \|_{-1} \) is a continuation of \( \| \cdot \|_X \).

**Theorem 9.** Let \( u^0 \in X_{-1} \). The energy \( E \) decays exponentially, i.e., there exists \( \omega > 0 \) such that

\[
  E(t) \leq e^{-2\omega t} E(0) \text{ for } t \geq 0.
\]

Moreover, \( u \in L^2((0, \infty), X_{-1}) \).

**Proof.** Using the fact that \( (S_{-1}(t))_{t \geq 0} \) is an extension of an exponentially stable semigroup, we easily get

\[
  E(t) = \frac{1}{2} \| S_{-1} u_0 \|_{X_{-1}}^2 \leq \frac{1}{2} e^{-2\omega t} \| u_0 \|_{X_{-1}}^2 = e^{-2\omega t} E(0).
\]

Taking account the measurability of \( u \) and estimating

\[
  \int_0^\infty \| u(t, \cdot) \|_{X_{-1}}^2 dt = 2 \int_0^\infty E(t) dt \leq 2E(0) \int_0^\infty e^{-2\omega t} dt = \frac{E(0)}{\omega} e^{-2\omega t} \bigg|_{t=0}^{t=\infty} = \frac{E(0)}{\omega},
\]

we finally conclude \( u \in L^2((0, \infty), X_{-1}) \).
3 Regularized Heat Conduction with Delay

Now, we turn to the heat conduction with constant delay
\[ u_t(t, x) = \partial_i (a_{ij}(x) \partial_j u(t, x)) + b_i(x) \partial_t u(t, x) + c(x) u(t, x) + f(t, x) \text{ for } (t, x) \in (0, \infty) \times \Omega, \]
\[ u(t, x) = \gamma(t, x) \text{ for } (t, x) \in (0, \infty) \times \partial \Omega, \]
\[ u(0, x) = u^0(x) \text{ for } x \in \Omega, \]
\[ u(t, x) = \varphi(t, x) \text{ for } (t, x) \in (-\tau, 0) \times \Omega. \]

**Assumption 10.** We postulate the following conditions.

- Let \( \Omega \subset \mathbb{R}^d \) be a bounded with a Lipschitz-boundary.
- \( a_{ij}, \bar{a}_{ij} \in W^{1, \infty}(\Omega) \) and \( a_{ij} = a_{ji}, b_i, c, \bar{c} \in L^\infty(\Omega). \)
- There exists a constant \( \kappa > 0 \) such that
  \[ \text{ess inf}_{x \in \Omega} \xi_i a_{ij}(x) \bar{\xi}_j \geq \kappa |\xi|^2 \text{ for all } \xi \in \mathbb{C}^d. \]

Similar to the definition of \( \mathcal{A} \) in Section 1, we define the operator
\[ \tilde{\mathcal{A}} : D(\tilde{\mathcal{A}}) \subset X \to X, \quad u \mapsto \partial_i (\bar{a}_{ij}(\cdot) \partial_j u) + \bar{b}_i(\cdot) \partial_t u + \bar{c}(\cdot) u \]
with
\[ D(\tilde{\mathcal{A}}) := \{ u \in H^1_0(\Omega) | \tilde{\mathcal{A}} u \in X \}. \]

Further, we need the following assumption:

**Assumption 11.** Let at least one of the following conditions be fulfilled:

i) There exists a constant \( \tilde{\alpha} \in \mathbb{R} \setminus \{0\} \) such that \( \bar{a}_{ij}(x) = \tilde{\alpha} a_{ij}(x) \) for a.e. \( x \in \Omega. \)

ii) There exists a constant \( \tilde{\kappa} > 0 \) such that
  \[ \text{ess inf}_{x \in \Omega} \xi_i \bar{a}_{ij}(x) \bar{\xi}_j \geq \tilde{\kappa} |\xi|^2 \text{ for all } \xi \in \mathbb{C}^d \]
  and \( \partial \Omega \) is of class \( C^{1,1}. \)

Under Assumption 11, \( \tilde{\mathcal{A}} \) is a closed operator. Next, we can define \( \tilde{X}_{-1} \simeq (D(\tilde{\mathcal{A}}^*)')' \) and extend \( \tilde{\mathcal{A}} \) to an operator \( \tilde{\mathcal{A}}_{-1} \in L(X, \tilde{X}_{-1}). \) Further, one easily gets \( D(\tilde{\mathcal{A}}) = D(\mathcal{A}) \) and thus \( X_{-1} = \tilde{X}_{-1}. \) Note that due to the elliptic regularity theory the second assumption even implies \( D(\mathcal{A}) = D(\tilde{\mathcal{A}}) = H^2(\Omega) \cap H^0_0(\Omega). \)

**Remark 12.** In fact, the closedness of \( \tilde{\mathcal{A}} \) and the conditions \( D(\mathcal{A}) \subset D(\tilde{\mathcal{A}}) \) and \( X_{-1} \subset \tilde{X}_{-1} \) would also be sufficient for our purposes. This is, for example, the case if \( \bar{a}_{ij} \equiv 0, \bar{b}_i \equiv 0 \) and \( D(\tilde{\mathcal{A}}) = X. \)

Following [10] for the case of homogeneous data, we introduce the notion of strong solution in the nonhomogeneous case.
Definition 13. A function \( u \in H^1((0, T), L^2(\Omega)) \cap L^2((-\tau, T), H^2(\Omega)) \) satisfying Equation \((3.1)\) with the boundary and initial conditions interpreted in the sense of Remark 7 is called a strong solution.

Likewise, we obtain a formulation of Equation \((3.1)\) in the extrapolation space \( X_{-1} \)

\[
\partial_t u(t) = A_{-1}u(t) + \tilde{A}_{-1}u(t-\tau) - A_{-1}D\gamma(t) + f(t) \text{ in } L^2((0, T), X_{-1}),
\]

\[
u(0+) = u^0 \text{ in } X_{-1},\]

\[
u(t) = \varphi(t) \text{ in } L^2((-\tau, 0), X_{-1}).\]

Definition 14. A function \( u \in L^2((-\tau, 0), X_{-1}) \cap H^1((0, T), X_{-1}) \) is called a mild extrapolated solution of \((3.1)\) if it satisfies the integro-functional equation

\[
u(t) = S_{-1}(t)u^0 + \int_0^t \left( \tilde{A}_{-1}S_{-1}(t-s)(u(s-\tau) - D\gamma(s)) + S_{-1}(t-s)f(s) \right) ds
\]

for a.e. \( t \in [0, T] \),

\[
u(0+) = u^0,\]

\[
u(t) = \varphi(t) \text{ for a.e. } t \in [-\tau, 0].\]

If \( u \) additionally satisfies \( u \in L^2((0, T), X) \), we call it a strong extrapolated solution.

We start our considerations by proving the well-posedness in the strong case. In contrast to \cite[Theorem 3.3]{12}, no fixed point iteration is required here.

Theorem 15. Let \( \partial \Omega \) be of class \( C^{1,1} \). Assume

\[
u^0 \in H^1(\Omega), \quad \varphi \in L^2((-\tau, 0), H^2(\Omega)),
\]

\[
\gamma \in H^{3/4}((0, T), L^2(\partial \Omega)) \cap L^2((0, T), H^{3/2}(\partial \Omega)), \quad f \in L^2((0, T), L^2(\Omega))
\]

and \( \gamma(0, \cdot) = u^0|_{\partial \Omega} \). Then the problem \((3.2)\) possesses a unique strong solution \( u \). Furthermore, there exists a positive constant \( C_{T, \tau} > 0 \) such that

\[
\|u(t)\|_{X} \leq C_{T, \tau} \left( \|\nu^0\|_{X} + \int_{-\tau}^{0} \|\varphi(s)\|_{X} ds + \int_{0}^{T} \|\gamma(s)\|_{L^2(\partial \Omega)} ds + \int_{0}^{T} \|f(s)\|_{X} ds \right)
\]

for a.e. \( t \in [0, T] \).

Proof. The idea of the proof consists in transforming Equation \((3.2)\) to an abstract difference equation. Without loss of generality, let \( T = n\tau \) for some \( n \in \mathbb{N} \). Otherwise, consider the problem with \( f \) and \( \gamma \) smoothly continued onto \([0, \tau \left[\frac{T}{\tau}\right]]\).

We define the operators \( r_k : L^2((-\tau, T), X_{-1}) \rightarrow L^2((0, \tau), X_{-1}) \) for \( k = 0, \ldots, n \) by means of

\[
(r_k g)(s) = u((k-1)\tau + s) \text{ for } s \in (0, \tau)
\]

for \( g \in L^2((-\tau, T), X_{-1}) \) and set

\[
(u_0, \ldots, u_n) := (r_0 u, \ldots, r_n u), \quad (f_1, \ldots, f_n) := (r_1 f, \ldots, r_n f),
\]

\[
(\gamma_1, \ldots, \gamma_n) := (r_1(D\gamma), \ldots, r_n(D\gamma)).
\]
Obviously, if \( u \) is a strong solution to (3.1), then \((u_0, \ldots, u_n) \in L^2_t((-\tau, T), H^2(\Omega))\), \((u_1, \ldots, u_n) \in H^1_t((0, T), L^2(\Omega)) \cap L^2_t((0, T), H^2(\Omega))\) by the virtue of Lemma 30, and \((u_1, \ldots, u_n)\) solves the following difference-differential equation

\[
\partial_t u_k = A_{-1} u_k + \tilde{A}_{-1} u_{k-1} - A_{-1} D \gamma_k + f_k \text{ in } L^2((0, \tau), X_{-1}) \text{ for } 1 \leq k \leq n,
\]

Next, we show that the converse is also true. Let \((u_0, \ldots, u_n) \in L^2_t((-\tau, T), H^2(\Omega))\) be such that \((u_1, \ldots, u_n) \in H^1_t((0, T), L^2(\Omega))\) solves Equation (3.4). According to Lemma 30 in the Appendix, \( u \in L^2((-\tau, 0), H^2(\Omega)) \cap H^1((0, T), L^2(\Omega)) \). Exploiting the initial conditions in Equation (3.4), we obtain \( u(s) = (r_0 u)(s + \tau) = \varphi(s) \) for a.e. \( s \in [-\tau, 0] \) and \( u(0+) = (r_1 u)(0) = u^0 \). Further, for all \( \phi \in C^0_c((0, T), \mathbb{R}) \), we find

\[
\int_0^T \partial_t u(t) \varphi(t) dt = -\int_0^T u(t) \partial_t \varphi(t) dt = -\sum_{k=1}^n \int_{(k-1)\tau}^{k\tau} u(t) \partial_t \varphi(t) dt
\]

\[
= \sum_{k=1}^n \int_{(k-1)\tau}^{k\tau} \partial_t u(t) \varphi(t) dt - \sum_{k=1}^n u(t) \varphi(t)|_{t=(k-1)\tau}^{k\tau}
\]

\[
= \sum_{k=1}^n \int_0^\tau (A_{-1} u_k(t) + \tilde{A}_{-1} u_{k-1}(t) - A_{-1} D \gamma_k(t) + f_k(t)) \varphi_k(t) dt
\]

\[
= \int_0^T (A_{-1} u(t) + \tilde{A}_{-1} u(t - \tau) - A_{-1} D \gamma(t) + f(t)) \varphi(t) dt
\]

with \( \varphi_k := \varphi((k-1)\tau + \cdot) \) meaning that \( u \) satisfies Equation (3.1) in \( X_{-1} \) for a.e. \( t \in [0, T] \). By the virtue of regularity assumption, \( u \) is then a strong solution. Now, the existence of a unique strong solution to Equation (3.1) is reduced to the unique solvability of Equation (3.4) in the corresponding space.

We use mathematical induction to show the latter. To start the induction for \( k = 1 \), we apply Theorem 6 to get the existence of a unique strong solution \( u_1 \in L^2((-\tau, 0), H^2(\Omega)) \cap H^1((0, \tau), L^2(\Omega)) \). Assume that (3.4) possesses a unique solution \((u_0, \ldots, u_k) \in L^2_t((-\tau, k\tau), H^2(\Omega))\) with \((u_1, \ldots, u_k) \in H^1_t((0, k\tau), L^2(\Omega))\) for certain \( k \in \{1, \ldots, n\} \). If \( k = n \), the claim holds true. Otherwise, \( k + 1 \leq n \). Taking into account

\[
H^1((0, \tau), L^2(\Omega)) \cap L^2((0, \tau), H^2(\Omega)) \hookrightarrow C^0([0, \tau], H^1(\Omega)),
\]

we consider the Cauchy problem

\[
\partial_t u_{k+1}(t) = A_{-1} u_{k+1}(t) + g_{k+1}(t) \text{ for } t \in (0, \tau),
\]

\[
u_{k+1}^0 = u_k(\tau)
\]

with

\[
g_{k+1} := \tilde{A}_{-1} u_k - A_{-1} D \gamma_{k+1} + f_{k+1} \in L^2((0, \tau), L^2(\Omega)).\]
By the virtue of Theorem 3, this problem is uniquely solved by a function \( u_{k+1} \in H^1((0, \tau), L^2(\Omega)) \cap L^2((0, \tau), H^2(\Omega)) \). By construction, we have \((u_0, \ldots, u_{k+1}) \in L^2_\tau\left(-\tau, (k+1)\tau, H^2(\Omega)\right)\) and \((u_1, \ldots, u_{k+1}) \in H^1((0, (k+1)\tau), L^2(\Omega))\).

There remains to show the a priori estimate. From [31, Theorem 6.3], we obtain the existence of constants \( C_\sigma \geq 1, C_\alpha > 0 \) such that

\[
\|S(t)\|_{L(X, X)} \leq C_\sigma \text{ for } t \in [0, \tau].
\]

Furthermore, by the virtue of [22, Proposition 0.1] there exists a positive constant \( C_\alpha > 0 \) such that

\[
\int_0^\tau \|\tilde{A}S(t)u(t)\|_X^2 \, dt \leq C_\alpha \int_0^\tau \|u(t)\|_X^2 \, dt.
\]

Finally, from Lemma 2 we get a constant \( C_\gamma > 0 \) such that

\[
\int_0^\tau \|D\gamma(t)\|_X^2 \, dt \leq C_\gamma \int_0^\tau \|\gamma\|_{L^2(\partial\Omega)}^2 \, dt.
\]

Applying Duhamel’s formula to Equation (3.4), we get

\[
u_1(t) = S_{-1}(t)u^0 + \int_0^t S_{-1}(t-s)(\tilde{A}_{-1}\varphi(s-\tau) + A_{-1}\gamma_1(s) + f_1(s)) \, ds,
\]

\[
u_k(t) = S_{-1}(t)u_{k-1}(\tau) + \int_0^t S_{-1}(t-s)(\tilde{A}_{-1}u_{k-1}(s) + A_{-1}\gamma_k(s) + f_k(s)) \, ds
\]

for a.e. \( t \in [0, \tau] \) and \( 2 \leq k \leq n \) and therefore

\[
\|u_1(t)\|_X \leq C_\sigma\|u^0\|_X + C_\alpha\left(\int_{-\tau}^0 \|\varphi(s)\|_X^2 \, ds\right)^{1/2} + C\gamma\left(\int_0^\tau \|\gamma_1(s)\|_{L^2(\partial\Omega)}^2 \, ds\right)^{1/2} + C_\sigma\left(\int_0^\tau \|f_1(s)\|_X^2 \, ds\right)^{1/2} =: C_1,
\]

\[
\|u_k(t)\|_X \leq (C_\sigma + C_\alpha \sqrt{\tau}) \text{ess sup}_{t \in [0, \tau]} \|u_{k-1}(s)\|_X + C\gamma\left(\int_0^\tau \|\gamma_k(s)\|_{L^2(\partial\Omega)}^2 \, ds\right)^{1/2} + C_\sigma\left(\int_0^\tau \|f_k(s)\|_X^2 \, ds\right)^{1/2} =: C_2 \text{ess sup}_{t \in [0, \tau]} \|u_{k-1}(s)\|_X + C_{3,k}.
\]

Using discrete Gronwall’s lemma (cf. [14]), we obtain further

\[
\text{ess sup}_{t \in [0, \tau]} \|u_{k-1}(s)\|_X \leq \max\{C_1, C_{3,k}\} + C_2 \sum_{j=0}^{k-1} C_{3,k}e^{(k-j-2)C_2} \leq C_1 + C_2e^{C_2k} \sum_{j=0}^{k} C_{3,k}.
\]

Therefore, there exists a constant \( C_{T,\tau} > 0 \) such that

\[
\|u(t)\|_X \leq C_{T,\tau} \left(\|u^0\|_X^2 + \int_{-\tau}^0 \|\varphi(s)\|_X^2 \, ds + \int_0^\tau \|\gamma(s)\|_{L^2(\partial\Omega)}^2 \, ds + \int_0^T \|f(s)\|_X^2 \, ds\right)
\]

for a.e. \( t \in [0, T] \).

This completes the proof.
Remark 16. Exploiting the isomorphism property from Theorem 7, the proof of the previous theorem can be easily amended to obtain the continuous dependence in stronger norms:

\[
\|u\|_{H^1((0,T),L^2(\Omega)) \cap L^2((0,T),H^2(\Omega))} \leq C \left( \|u^0\|_{H^1(\Omega)} + \|\varphi\|_{L^2((-\tau,0),L^2(\Omega))} + \|f\|_{L^2((0,T),L^2(\Omega))} + \|\gamma\|_{H^{3/4}((0,T),L^2(\partial\Omega))} \right).
\]

Remark 17. For homogeneous boundary conditions, the proof of Theorem 15 can easily be amended to obtain a unique strong solution in sense of [10]

\[ u \in H^1((0,T), X) \cap L^2((-\tau,T), D(A)) \]

without any additional regularity assumptions on \(\partial\Omega\) if the data satisfy

\[ u^0 \in (X, D(A))_{1/2,2}, \quad \varphi \in L^2((-\tau,0), D(A)), \quad f \in L^2((0,T), X). \]

The assumptions of Theorem 15 can be weakened if one is interested in strong extrapolated solutions. In this case, neither the \(C^{1,1}\)-smoothness of \(\partial \Gamma\) nor the compatibility condition are required. Carrying out the proof of Theorem 15 in \(X_{-1}\) instead of \(X\), we get the following result in the extrapolation space.

Theorem 18. Assume

\[ u^0 \in (X, X_{-1})_{1/2,2}, \quad \varphi \in L^2((-\tau,0), X), \quad \gamma \in L^2((0,T), L^2(\partial\Omega)), \quad f \in L^2((0,T), X_{-1}). \]

Then Equation (3.2) possesses a unique strong extrapolated solution \(u\). Furthermore, there exists a positive constant \(C_{T,\tau} > 0\) such that

\[
\|u(t)\|_{X_{-1}}^2 \leq C_{T,\tau} \left( \|u^0\|_{X_{-1}}^2 + \int_{-\tau}^0 \|\varphi(s)\|_{X_{-1}}^2 ds + \int_0^T \left( \|\gamma(s)\|_{L^2(\partial\Omega)}^2 + \|f(s)\|_{X_{-1}}^2 \right) ds \right)
\]

for a.e. \(t \in [0,T]\).

Finally, we address the case of mild extrapolated solutions. In certain analogy to the proof of Theorem 15, we will equivalently transform Equation (3.2) to an integro-difference equation.

Theorem 19. Let

\[ u^0 \in X_{-1}, \quad \varphi \in L^2((-\tau,0), X_{-1}), \quad \gamma \in L^2((0,T), L^2(\partial\Omega)), \quad f \in L^2((0,T), X_{-1}). \]

Equation (7.2) possesses a unique mild extrapolated solution \(u\). Furthermore, there exists a positive constant \(C_{T,\tau} > 0\) such that

\[
\|u(t)\|_{X_{-1}}^2 \leq C_{T,\tau} \left( \|u^0\|_{X_{-1}}^2 + \int_{-\tau}^0 \|\varphi(s)\|_{X_{-1}}^2 ds + \int_0^T \left( \|\gamma(s)\|_{L^2(\partial\Omega)}^2 + \|f(s)\|_{X_{-1}}^2 \right) ds \right)
\]

for a.e. \(t \in [0,T]\).
Proof. Without loss of generality, we assume $T = n\tau$ for a certain $n \in \mathbb{N}$. Otherwise, consider $f$ and $\gamma$ trivially continued onto $[0, \tau \left\lfloor \frac{T}{\tau} \right\rfloor]$. 

With the operators $r_k, k = 0, \ldots, n$, defined in the proof of Theorem 15, we let

$$(u_0, \ldots, u_n) := (r_0u, \ldots, r_nu), \quad (f_1, \ldots, f_n) := (r_1f, \ldots, r_nf), \quad (\gamma_1, \ldots, \gamma_n) := (r_1(D\gamma), \ldots, r_n(D\gamma)).$$

If $u \in L^2((-\tau, 0), X_{-1}) \cap H^1((0, T), X_{-1})$ is a mild extrapolated solution to Equation 3.2, then $(u_0, \ldots, u_n) \in L^2((-\tau, T), X_{-1})$, $(u_1, \ldots, u_n) \in H^1((0, T), X_{-1})$ holds true by the virtue of Lemma 30 and $(u_1, \ldots, u_n)$ satisfies the following integro-difference equation

$$u_k(t) = S_{-1}(t)u_k(0) + \int_0^t A_{-1} S_{-1}(t-s)(u_{k-1}(s) + \gamma_k(s))ds + \int_0^t S_{-1}(t-s)f_k(s)ds \text{ for a.e. } t \in [0, \tau], \quad 1 \leq k \leq n,$$

$$u_k(\tau) = u_{k+1}(0) \text{ for } 1 \leq k \leq n-1,$$

$$u_1(0) = u^0,$$

$$u_0 = \varphi(\cdot + \tau).$$

We claim that the converse is also true. Indeed, let $(u_0, \ldots, u_n) \in L^2((-\tau, T), X_{-1})$ such that $(u_1, \ldots, u_n) \in H^1((0, T), X_{-1})$ solves Equation 3.6. Using once again Lemma 30 we conclude $u \in L^2((-\tau, T), X_{-1}) \cap H^1((0, T), X_{-1})$. From the Equation 3.6, we further deduce $u(s) = (r_0u)(s + \tau) = \varphi(s)$ for a.e. $s \in [-\tau, 0]$ and $u(0+) = (r_1u)(0) = u^0$. There remains to show that the integral equation in 3.3 is satisfied. This will be shown using mathematical induction. For a.e. $t \in [0, \tau]$, we have

$$u(t) = S_{-1}(t)u_1(0) + \int_0^t A_{-1} S_{-1}(t-s)(u_0(s) + \gamma_1(s))ds + \int_0^t S_{-1}(t-s)f_1(s)ds$$

$$= S_{-1}(t)u_0 + \int_0^t \left( A_{-1} S_{-1}(t-s)(u(s-\tau) - D\gamma(s)) + S_{-1}(t-s)f(s) \right)ds.$$

Assume now that the claim is true on $[0, k\tau]$. If $k = n$, the claim trivially holds. Otherwise,
k < n, and we have for a.e. $t \in [k\tau, (k+1)\tau]$, $\tilde{t} := t - k\tau$

\[
u(t) = S_{-1}(\tilde{t})u_{k+1}(0) + \int_0^{\tilde{t}} \left( \mathcal{A}_{-1}S_{-1}(\tilde{t} - s)(u_k(s) + \gamma_{k+1}(s)) + S_{-1}(t - s)f_{k+1}(s) \right) ds
\]

\[= S_{-1}(\tilde{t})u_k(\tau) + \int_0^{\tilde{t}} \mathcal{A}_{-1}S_{-1}(\tilde{t} - s)(u_k(s) + \gamma_{k+1}(s)) ds + \int_0^{\tilde{t}} S_{-1}(t - s)f_{k+1}(s) ds
\]

\[= S_{-1}(\tilde{t})u(k\tau) + \int_0^{\tilde{t}} \mathcal{A}_{-1}S_{-1}(\tilde{t} - s)(u((k+1)\tau + s) + D\gamma((k+1)\tau + s)) ds +
\]

\[\int_0^{\tilde{t}} S_{-1}(t - s)f((k+1)\tau + s) ds
\]

\[= S_{-1}(\tilde{t})\left( S_{-1}(k\tau)u^0 + \int_0^{k\tau} \left( \mathcal{A}_{-1}S_{-1}(k\tau - s)(u(s - \tau) - D\gamma(s)) + S_{-1}(k\tau - s)f(s) \right) ds +
\]

\[\int_0^{k\tau} \mathcal{A}_{-1}S_{-1}(t - s)(u(s - \tau) - D\gamma(s)) ds + \int_0^t S_{-1}(t - s)f(s) ds
\]

\[= S_{-1}(\tilde{t})u_0 + \int_0^{t} \left( \mathcal{A}_{-1}S_{-1}(t - s)(u(s - \tau) - D\gamma(s)) + S_{-1}(t - s)f(s) \right) ds.
\]

Thus, we have shown that Equations 3.3 and 3.6 are equivalent.

Again, we exploit mathematical induction to show that Equation (3.6) possesses a unique solution. Restricting Equation (3.6) onto $[0, \tau]$, Theorem 5 yields the existence of a unique mild extrapolated solution

\[u_1 \in H^1(0, \tau), X_{-1} = H^1(0, \tau), X_{-1}).
\]

Further, $(u_0, u_1) \in L^2_{x'}((-\tau, 0), X_{-1})$.

Assume now (3.6) to possess a unique solution $(u_0, \ldots, u_k) \in L^2((-\tau, k\tau), X_{-1})$ such that $(u_1, \ldots, u_k) \in H^1((0, k\tau), X_{-1})$. Excluding the trivial case $k = n$, we have $k < n$. Looking at the Equation (3.6) on the $(k+1)$st interval and exploiting the condition $u_{k+1}(0) = u_k(\tau)$, we get

\[u_{k+1}(t) = S_{-1}(t)u_k(\tau) + \int_0^t \mathcal{A}_{-1}S_{-1}(t - s)(u_k(s) + \gamma_k(s)) ds + \int_0^t S_{-1}(t - s)f_k(s) ds.
\]

Using the assumptions and the properties of the semigroup $(S_{-1}(t))_{t \geq 0}$, we obtain a unique solution

\[u_{k+1} \in H^1((0, \tau), X_{-1}).]
Taking into account the condition \( u_{k+1}(0) = u_k(\tau) \), we finally conclude \((u_0, \ldots, u_k) \in L^2_{\tau}((-\tau, (k+1)\tau), X_{-1}) \cap H^1_t\{0, (k+1)\tau), X_{-1}\). Thus, the existence proof is finished.

The proof of continuous dependence on the initial data is literally the same as in the strong case in Theorem 15 carried out in \( X_{-1} \) instead of \( X \).

\[ \square \]

**Remark 20.** Though this is not the scope of the present paper, we want to point out that our method can be applied to a much more general class of problems then parabolic ones. For a Banach space \( X \) and a number \( p \in [1, \infty) \), consider the following general delay equation

\[
\begin{align*}
\partial_t u(t) &= Au(t) + Bu_t + f(t) \quad \text{for } t > 0, \\
u(0+) &= u^0, \\
u(t) &= \varphi(t) \quad \text{for } t \in [-\tau, 0]
\end{align*}
\]

where \( A \) is a generator of a \( C^0 \)-semigroup of linear, bounded operators on \( X \) and \( B \in L(L^p((-\tau, 0), X), L^p((-\tau, 0), X)) \). Note that \( u_t \) denotes the usual history variable given by \( u_t: [-\tau, 0] \to X, s \mapsto u(t+s) \). If \( \varphi \in L^p((-\tau, 0), X) \), \( f \in L^p((0, T), X) \), same arguments can be exploited to show the existence of a unique mild solution \( u \in L^p((-\tau, T), X) \cap W^{1,p}(0, T), X) \) depending continuously on \( f \) and \( \varphi \). Further, the extrapolation space \( X_{-1} \) can be defined as a completion of \( X \) with respect to \( \| \cdot \|_{-1} := \| (A+\beta)^{-1} \| X, \beta > 0 \) sufficiently large. If \( X \) is reflexive, the latter can be shown to be isomorphic to \( D(A^\mu)' \).

Thus, a mild extrapolated solution \( u \in L^p((-\tau, T), X_{-1}) \cap W^{1,p}(0, T), X_{-1}) \) can also be constructed. To obtain higher regularity for mild solutions or even strong solutions, more knowledge about the structure of \( A \) and \( B \) is though required.

### 3.1 Explicit Representation of Solutions

In this section, we present an explicit solution formula for Equation (3.4). For \( a, b \in \mathbb{R} \), we consider first the following scalar ordinary delay differential equation

\[
\begin{align*}
\partial_t u(t) &= au(t) + bu(t-\tau) + f(t) \quad \text{for a.e. } t \in [0, T], \\
u(0) &= u^0, \\
u(t) &= \varphi(t) \quad \text{for a.e. } t \in [-\tau, 0].
\end{align*}
\]

Following the approach in [19], we define for a number \( b \in \mathbb{R} \) the delayed exponential function \( \exp_{\tau}(b, \cdot): \mathbb{R} \to \mathbb{R} \) given by

\[
\exp_{\tau}(b, t) := \begin{cases} 
0, & t < -\tau, \\
\frac{1}{\tau} + \sum_{k=1}^{\lfloor \frac{t}{\tau} \rfloor+1} \frac{(k-1)\tau}{k!}b^k, & t \geq -\tau.
\end{cases}
\]

Note that the definition can easily be generalized to the case when \( b \) is a matrix or a bounded linear operator on a Banach space \( X \).

**Theorem 21.** Let \( u^0 \in \mathbb{R}, \varphi \in L^2((-\tau, 0), \mathbb{R}) \), \( f \in L^2((0, T), \mathbb{R}) \). The delay differential equation (3.7) possesses a unique solution \( u \in L^2((-\tau, T), \mathbb{R}) \cap H^1((0, T), \mathbb{R}) \) given by

\[
u(t) = \begin{cases} 
\varphi(t), & t \in [-\tau, 0), \\
u^0, & t = 0, \\
e^{at} \exp_{\tau}(be^{-2\tau}t-2\tau, t)u^0 + b \int_0^t e^{a(t-s)} \exp_{\tau}(be^{-2\tau}t-2\tau, t-s)\varphi(s) ds + \int_0^t e^{a(t-s)} \exp_{\tau}(be^{-2\tau}t-2\tau, t-s) f(s) ds, & t \in (0, T]
\end{cases}
\]

(3.8)
If \( \varphi \) lies in \( H^1((-\tau, 0], \mathbb{R}) \) and satisfies the compatibility condition \( \varphi(0) = u^0, u \in H^1((-\tau, T], \mathbb{R}) \) holds additionally.

**Proof.** From [10] we know for the classical case, i.e., if \( \varphi \in C^1([-\tau, 0], \mathbb{R}) \) and \( \varphi(0) = u^0, f \in C^0([-\tau, 0], \mathbb{R}) \), that (3.7) possesses a unique solution \( u \in C^0([-\tau, T], \mathbb{R}) \cap C^1([-\tau, 0], \mathbb{R}) \cap C^1([0, T], \mathbb{R}) \) given by \( u(t) = u_1(t) + u_2(t) \) where \( u_1 \) solves (3.7) for \( f \equiv 0 \) and \( u_2 \) solves (3.7) for \( u^0 = 0 \) and \( \varphi \equiv 0 \). It was further shown

\[
\begin{align*}
u_1(t) &= \left\{ \begin{array}{ll}
\varphi(t), & t \in [-\tau, 0),

u_0, & t = 0,

\exp_{t \to \tau}(be^{-a \tau}, t)e^{a(t-\tau)}\varphi(-\tau) + \int_{-\tau}^0 e^{a(t-s)} \exp_{t \to \tau}(be^{-a \tau}, t - \tau - s) \varphi(s) ds, & t \in (0, T],

\end{array} \right.

\end{align*}
\]

\[
\begin{align*}
u_2(t) &= \left\{ \begin{array}{ll}
0, & t \in [-\tau, 0],

\int_{-\tau}^t \exp_{t \to \tau}(be^{-a \tau}, t - \tau - s) e^{a(t-s)} f(s) ds, & t \in (0, T].

\end{array} \right.

\end{align*}
\]

Performing partial integration for \( \varphi \) in \( u_1 \), we obtain for \( t \in [0, T] \)

\[
\begin{align*}
u_1(t) &= \exp_{t \to \tau}(be^{-a \tau}, t)e^{a(t+\tau)}\varphi(-\tau) + \int_{-\tau}^0 e^{a(t-s)} \exp_{t \to \tau}(be^{-a \tau}, t - \tau - s) \varphi(s) ds -

a \int_{-\tau}^0 e^{a(t-s)} \exp_{t \to \tau}(be^{-a \tau}, t - \tau - s) \varphi(s) ds

= \exp_{t \to \tau}(be^{-a \tau}, t)e^{a(t+\tau)}\varphi(-\tau) + e^{a(t-s)} \exp_{t \to \tau}(be^{-a \tau}, t - \tau - s) \varphi(s) |_{s=0}^{s=-\tau} -

\int_{-\tau}^0 \left(-ae^{a(t-s)} \exp_{t \to \tau}(be^{-a \tau}, t - \tau - s) -

be^{a(t-s) - \tau} \exp_{t \to \tau}(be^{-a \tau}, t - 2\tau - s) \varphi(s) \right) ds -

a \int_{-\tau}^0 e^{a(t-s)} \exp_{t \to \tau}(be^{a t}, t - \tau - s) \varphi(s) ds

= e^{a(t+\tau)} \exp_{t \to \tau}(be^{a t}, t)\varphi(-\tau) + e^{a(t-s)} \exp_{t \to \tau}(be^{a t}, t - \tau) \varphi(0) - e^{a(t+s)} \exp_{t \to \tau}(be^{a t}, t)\varphi(-\tau) -

\int_{-\tau}^0 \left(-ae^{a(t-s)} \exp_{t \to \tau}(be^{a t}, t - \tau - s) - be^{a(t-s) + \tau} \exp_{t \to \tau}(be^{a t}, t - 2\tau - s) \right) \varphi(s) -

\end{align*}
\]
Then, both differential equation for various values of the parameter $a$. To better illustrate Equation \((3.8)\), we plot solutions to the following scalar delay ordinary differential equation for various values of the parameter $a$:

$$\partial_t u(t) = au(t) - u(t - 0.2) + \frac{\sin(t)}{1 + t^2} \quad \text{for } t \in [0, 5],$$

$$u(0) = 1,$$

$$u(t) = e^{-t} \quad \text{for } t \in [-0.2, 0].$$

![Figure 2: Solution functions $u(\cdot; a)$](image)

Next, we want to obtain a simple solution representation formula. For this purpose, we postulate the following.

**Assumption 22.** There exist constants $\alpha \in \mathbb{R} \setminus \{0\}$, $\beta \in \mathbb{R}$ such that $\tilde{a}_{ij}(x) = \alpha a_{ij}(x)$, $\tilde{b}_i(x) = b_i(x) = 0$ and $\tilde{c}(x) = \alpha c(x) + \beta$ for a.e. $x \in \Omega$.

Then, both $\mathcal{A}$ and $\tilde{\mathcal{A}}$ are elliptic operators having eigenfunction expansions

$$\mathcal{A}u = \sum_{n=1}^{\infty} \lambda_n \langle u, \phi_n \rangle_X \phi_n, \quad \tilde{\mathcal{A}}u = \sum_{n=1}^{\infty} (\alpha \lambda_n + \beta) \langle u, \phi_n \rangle_X \phi_n \quad \text{for } u \in D(\mathcal{A}) = D(\tilde{\mathcal{A}})$$

with common eigenfunctions forming an orthonormal basis of $X$ and eigenvalues $(\lambda_n) \subset \mathbb{R}$, $\lambda_n \to -\infty$ for $n \to \infty$. Similar to Section 2.1, we get

$$\mathcal{A}_{-1} u = \sum_{n=1}^{\infty} \lambda_n \langle u, \phi_n \rangle_{X_{-1}} \phi_n, \quad \tilde{\mathcal{A}}_{-1} u = \sum_{n=1}^{\infty} (\alpha \lambda_n + \beta) \langle u, \phi_n \rangle_{X_{-1}} \phi_n \quad \text{for } u \in X.$$

Plugging the ansatz

$$u(t) := \sum_{n=1}^{\infty} u_n(t) \phi_n \quad \text{for a.e. } t \in [-\tau, T]$$

into Equation \((3.1)\), we obtain a sequence of ordinary delay differential equations for $u_n$

$$\partial_t u_n(t) = \lambda_n u_n(t) + (\alpha \lambda_n + \beta) u_n(t - \tau) + \langle f(t), \phi_n \rangle_{X_{-1}} - \lambda_n \langle D\gamma(t), \phi_n \rangle_{X_{-1}} \quad \text{for a.e. } t \in [0, T],$$

$$u_n(0) = \langle u^0, \phi_n \rangle_{X_{-1}},$$

$$u_n(t) = \langle \varphi(t), \phi_n \rangle_{X_{-1}} \quad \text{for a.e. } t \in [-\tau, 0].$$

\[(3.9)\]
By virtue of Theorem 21, there exists a unique solution \( u_n \in H^1((-\tau, T), \mathbb{R}) \) given by

\[
u_n(t) = e^{\lambda t} \exp_\tau((\alpha \lambda_n + \beta)e^{-\lambda_n \tau}, t - \tau)\langle u^0, \phi_n \rangle_{X_{-1}} + \\
(\alpha \lambda_n + \beta) \int_0^t e^{\lambda_n(t-s-\tau)} \exp_{\tau}((\alpha \lambda_n + \beta)e^{-\lambda_n \tau}, t - 2\tau - s)\langle \varphi(s), \phi_n \rangle_{X_{-1}} ds + \\
\int_0^t e^{a(t-s)} \exp_\tau(e^{-\lambda_n \tau}, t - \tau - s)\langle f(s) - \lambda_n D\gamma(s), \phi_n \rangle_{X_{-1}} ds \text{ for a.e. } t \in [0, T].
\]

(3.10)

Again, using Lebesgue’s dominated convergence theorem for Bochner integrals, we find for a.e. \( t \in [0, T] \)

\[
u(t) = \sum_{n=1}^{\infty} e^{\lambda_n t} \exp_{\tau}((\alpha \lambda_n + \beta)e^{-\lambda_n \tau}, t - \tau)\langle u^0, \phi_n \rangle_{X_{-1}} + \\
\sum_{n=1}^{\infty} (\alpha \lambda_n + \beta) \int_0^t e^{\lambda_n(t-s-\tau)} \exp_{\tau}((\alpha \lambda_n + \beta)e^{-\lambda_n \tau}, t - 2\tau - s)\langle \varphi(s), \phi_n \rangle_{X_{-1}} ds + \\
\sum_{n=1}^{\infty} \int_0^t e^{a(t-s)} \exp_{\tau}(e^{-\lambda_n \tau}, t - \tau - s)\langle f(s) - \lambda_n D\gamma(s), \phi_n \rangle_{X_{-1}} ds.
\]

(3.11)

Additionally, this function coincides with the mild extrapolated solution given in Theorem 19.

### 3.2 Asymptotical Behavior of Solutions for \( t \to \infty \)

Now we want to study the asymptotics of solutions to Equation (3.1). For simplicity, we begin our considerations by looking at the case of strong solutions. Also, we restrict ourselves to the case \( b_i = \tilde{b}_i \equiv 0 \) and \( c = \tilde{c} \equiv 0 \). But we point out that a similar result can be obtained if \( A \) and \( \tilde{A} \) are just positive definite. With these simplifications, our problem reads as follows

\[
\partial_t u(t, x) = \partial_i (a_{ij}(x) \partial_j u(t, x)) + \partial_i (\tilde{a}_{ij}(x) \partial_j u(t - \tau, x)) \\
\text{ for } (t, x) \in (0, \infty) \times \Omega,
\]

(3.12)

\[
u(t, x) = 0 \text{ for } (t, x) \in (0, \infty) \times \partial \Omega,
\]

\[
u(0, x) = u^0(x) \text{ for } x \in \Omega,
\]

\[
u(t, x) = \varphi(t, x) \text{ for } (t, x) \in (-\tau, 0) \times \Omega.
\]

We define the energy associated to the solution \( u \)

\[
E(t) := \frac{1}{2} \| u(t) \|^2_{L^2(\Omega)} + \frac{1}{2} \int_{t-\tau}^{t} \langle \tilde{a}_{ij}(\cdot) \partial_j u(s), \partial_i u(s) \rangle_{L^2(\Omega)} ds.
\]

(3.13)

Denote

\[
\tilde{\lambda} := \| (\tilde{a}_{ij}(\cdot))_{ij} \|_{L^\infty(\Omega, \mathbb{R}^{n \times n})} < \infty.
\]
Theorem 23. Let the Assumption \[17\] be satisfied with \(\alpha > 0\) and let \(u^0 \in (D(A), X)_{1/2, 2}, \varphi \in L^2((-\tau, 0), D(A))\). There exists then a unique strong solution

\[
u \in H^1_{\text{loc}}((0, \infty), X) \cap L^2_{\text{loc}}((-\tau, \infty), D(A)).
\]

Moreover, if the coefficient matrices \((a_{ij}())_{ij}, (\tilde{a}_{ij}())_{ij}\) are such that the condition

\[\kappa > \tilde{\lambda} \sqrt{\frac{\lambda}{\kappa}}\]

is satisfied, there exist constants \(\omega, C > 0\), independent from the initial data, with

\[E(t) \leq Ce^{-2\omega t}E(0)\text{ for a.e. } t \in [0, \infty).\]

Proof. From Remark \[17\] we obtain the existence of a strong solution on each finite time interval. The latter can thus be continued to a global strong solution

\[
u \in H^1_{\text{loc}}((0, \infty), X) \cap L^2_{\text{loc}}((-\tau, \infty), D(A)).
\]

Note that no regularity assumptions on \(\partial \Omega\) are required here since homogeneous boundary conditions are considered. The following calculations should be interpreted in \(L^2_{\text{loc}}((0, \infty), X)\). Multiplying Equation \((3.12)\) with \(u(t, \cdot)\) in \(L^2(\Omega)\) and carrying out a partial integration yields

\[
\frac{1}{2} \partial_t \|u(t, \cdot)\|^2_{L^2(\Omega)} = -\langle a_{ij}(\cdot) \partial_j u(t, \cdot), \partial_t u(t, \cdot) \rangle_{L^2(\Omega)} - \langle \tilde{a}_{ij}(\cdot) \partial_j u(t - \tau, \cdot), \partial_t u(t, \cdot) \rangle_{L^2(\Omega)}.
\]

Taking into account the uniform positive definiteness of \(a\), we get for an arbitrary number \(\varepsilon > 0\)

\[
\frac{1}{2} \partial_t \|u(t, \cdot)\|^2_{L^2(\Omega)} \leq -\kappa \|\nabla u(t, \cdot)\|^2_{L^2(\Omega)} + \frac{\tilde{\lambda} \varepsilon}{2} \|\nabla u(t, \cdot)\|^2_{L^2(\Omega)} + \frac{\lambda}{2\varepsilon} \|\nabla u(t - \tau, \cdot)\|^2_{L^2(\Omega)}.
\]

(3.14)

Following the standard approach, we consider the history variable

\[
z(s, t, \cdot) := u(t - s, \cdot)\text{ for } s \in [0, 1], \quad t \in [0, \infty).
\]

(3.15)

Then, \(z\) is smooth in \(s\) and \(t\) (cp. \[4\] Lemma 3.4\]) and there holds in the distributional sense

\[
\tau \partial_t z(s, t, \cdot) + \partial_s z(s, t, \cdot) = 0\text{ for a.e. } (s, t) \in (0, 1) \times (0, \infty).
\]

(3.16)

Further, a transformation of variables yields

\[
\int_{t-\tau}^{t} \langle \tilde{a}_{ij}(\cdot) \partial_j u(s), \partial_t u(s) \rangle_{L^2(\Omega)} ds = \tau \int_{0}^{1} \langle \tilde{a}_{ij}(\cdot) \partial_j z(s, t, \cdot), \partial_t z(s, t, \cdot) \rangle_{L^2(\Omega)} ds.
\]

For a smooth nonnegative weight function \(\rho: [0, \tau] \to \mathbb{R}\) to be selected later, we define the functional

\[
F(t) := \int_{0}^{1} \rho(\tau s) \langle \tilde{a}_{ij}(x) \partial_j z(s, t, \cdot), \partial_t z(s, t, \cdot) \rangle_{L^2(\Omega)} ds.
\]

(3.17)
Exploiting Equation (3.16) and the identity
\[
\frac{\partial_s}{\partial t} \rho(\tau s) \langle \partial_i (\bar{a}_{ij}(x) \partial_j z(s, t, \cdot), z(s, t, \cdot)) \rangle_{L^2(\Omega)} = \\
\tau \rho'(\tau s) \langle \partial_i (\bar{a}_{ij}(x) \partial_j z(s, t, \cdot), z(s, t, \cdot)) \rangle_{L^2(\Omega)} + \\
2 \text{Re} \rho(\tau s) \langle \partial_i (\bar{a}_{ij}(x) \partial_j z(s, t, \cdot), \partial_s z(s, t, \cdot)) \rangle_{L^2(\Omega)},
\]
we obtain
\[
\frac{d}{dt} F(t) = -\frac{2}{\tau} \text{Re} \int_0^1 \rho(\tau s) \langle \partial_i (\bar{a}_{ij}(x) \partial_j z(s, t, \cdot), \partial_s z(s, t, \cdot)) \rangle_{L^2(\Omega)} \\
- \int_0^1 \rho'(\tau s) \langle \partial_i (\bar{a}_{ij}(x) \partial_j z(s, t, \cdot), z(s, t, \cdot)) \rangle_{L^2(\Omega)} + \\
\frac{1}{\tau} \int_0^1 \partial_s \left( \rho(\tau s) \langle \partial_i (\bar{a}_{ij}(x) \partial_j z(s, t, \cdot), z(s, t, \cdot)) \rangle_{L^2(\Omega)} \right) ds \\
= \int_0^1 \rho'(\tau s) \langle \bar{a}_{ij}(x) \partial_j z(s, t, \cdot), \partial_i z(s, t, \cdot) \rangle_{L^2(\Omega)} ds - \\
\frac{1}{\tau} \left( \rho(\tau) \langle \bar{a}_{ij}(x) \partial_j z(1, t, \cdot), \partial_i z(1, t, \cdot) \rangle_{L^2(\Omega)} - \\
\rho(0) \langle \bar{a}_{ij}(x) \partial_j z(0, t, \cdot), \partial_i z(0, t, \cdot) \rangle_{L^2(\Omega)} \right).
\]
Assuming that \( \rho \) is strictly monotonically decreasing, letting
\[
\rho_0 := -\frac{1}{\tau} \max_{s \in [0, \tau]} \rho'(s)
\]
and exploiting the uniform positive definiteness of \( \bar{a} \), we obtain the estimate
\[
\frac{d}{dt} F(t) \leq -\rho_0 \int_{t-\tau}^t \langle \bar{a}_{ij}(x) \partial_j u(s, \cdot), \partial_i u(s, \cdot) \rangle_{L^2(\Omega)} ds - \\
\frac{\tilde{\lambda} \rho(0)}{\tau} \| \nabla u(t - \tau, \cdot) \|_{L^2(\Omega)}^2 + \frac{\tilde{\lambda} \rho(0)}{\tau} \| \nabla u(t, \cdot) \|_{L^2(\Omega)}^2. \tag{3.18}
\]
Now, we can define the Lyapunov functional
\[
L(t) := \frac{1}{2} \| u(t, \cdot) \|_{L^2(\Omega)}^2 + F(t).
\]
Combining (3.14) and (3.18), we obtain
\[
\frac{d}{dt} L(t) \leq -\alpha_1 \| u(t, \cdot) \|_{L^2(\Omega)}^2 - \alpha_2 \| u(t - \tau, \cdot) \|_{L^2(\Omega)}^2 - \\
\rho_0 \int_{t-\tau}^t \langle \bar{a}_{ij}(x) \partial_j u(s, \cdot), \partial_i u(s, \cdot) \rangle_{L^2(\Omega)} ds,
\]
where
\[
\alpha_1 := \kappa - \frac{\tilde{\lambda} \rho(0)}{\tau}, \quad \alpha_2 := \frac{\tilde{\lambda} \rho(0)}{\tau} - \frac{\tilde{\lambda}}{2\varepsilon}.
\]
Now, we have to select \( \varepsilon \) and a smooth, uniformly positive function \( \rho: [0, 1] \to \mathbb{R} \), e.g., a linear function being uniquely determined by prescribing \( \rho(0) \) and \( \rho(\tau) \), such that \( \rho_0, \alpha_1, \alpha_2 \) are positive. This yields a system of three inequalities
\[
\kappa - \frac{\tilde{\lambda} \rho(0)}{\tau} > 0, \quad \frac{\tilde{\lambda} \rho(\tau)}{\tau} - \frac{\tilde{\lambda}}{2\varepsilon} > 0, \quad \rho(0) > \rho(\tau).
\]
After some simple equivalent transformations, we obtain
\[
\rho(0) > \rho(\tau) > \frac{\tau \lambda}{2e\kappa}, \quad \kappa > \frac{\lambda}{2} \left( \varepsilon + \frac{2\rho(0)}{\tau} \right) \tag{3.19}
\]
and thus
\[
\kappa > \frac{\lambda}{2} \left( \varepsilon + \frac{\lambda}{\varepsilon \kappa} \right) =: \chi(\varepsilon).
\]
The function $\chi$ attains its global minimum over $\varepsilon > 0$ in $\varepsilon^* = \sqrt{\frac{\lambda}{\kappa}}$ with $\chi(\varepsilon^*) = \lambda \sqrt{\frac{\lambda}{\kappa}}$.

Plugging now $\varepsilon = \varepsilon^*$ into Equation (3.19), we finally get the "optimal" conditions
\[
\rho(0) > \rho(\tau) > \frac{\tau \lambda}{2e\kappa}, \quad \kappa > \lambda \sqrt{\frac{\lambda}{\kappa}}.
\]
The first inequality can be satisfied by a proper choice of $\rho(0)$ and $\rho(\tau)$. The validity of the second inequality is guaranteed by the assumptions. Thus, we have $\beta := \min\{\alpha_1, \alpha_2, \rho_0\} > 0$ and therefore

\[
\frac{d}{dt} L(t) \leq -\beta E(t). \tag{3.20}
\]

Exploiting the monotonicity of $\rho$, we find
\[
\min \left\{ 1, \frac{2\rho(\tau)}{\tau} \right\} E(t) \leq L(t) \leq \max \left\{ 1, \frac{2\rho(0)}{\tau} \right\} E(t) \text{ for a.e. } t \in [0, \infty). \tag{3.21}
\]

Combining (3.20) and (3.21), we further arrive at
\[
\frac{d}{dt} L(t) \leq -2\omega L(t) \text{ for a.e. } t \in [0, \infty)
\]
with $\omega := \frac{\beta}{2} \min \left\{ 1, \frac{\tau}{2\rho(0)} \right\}$. Gronwall’s inequality now yields
\[
L(t) \leq e^{-2\omega} L(0).
\]

Exploiting once again Equation (3.21), the claim follows with $\omega$ as above and $C := \frac{\rho(0)}{\rho(\tau)}$. \hfill \box

Taking into account the equivalence of $u \mapsto \left( (\tilde{a}_{ij} \cdot ) u, u \right)_{L^2(\Omega)}^{1/2}$ and the norms of interpolation spaces $(X, D(\mathcal{A}))_{1/2,2}, (X, D(\mathcal{A}))_{1/2,2}$: the energy $E$ can easily be seen to be equivalent with the squared norm of $X \times L^2((-\tau, 0), (X, D(\mathcal{A}))_{1/2,2})$. Using the extrapolation methods, the energy can thus be continuously extended onto $X^{-1} \times L^2((-\tau, 0), (X^{-1}, X)_{1/2,2})$. By approximating the initial data with regular functions and applying Theorem 23, we get the following

**Corollary 24.** Let the Assumption 11 be satisfied and let $u^0 \in (X^{-1}, X)_{1/2,2}$, $\varphi \in L^2((-\tau, 0), X)$. There exists then a unique strong extrapolated solution
\[
u \in H^1_{\text{loc}}((0, \infty), X^{-1}) \cap L^2_{\text{loc}}((-\tau, \infty), X).
\]
Moreover, there exist constants $\omega, C > 0$ independent from the initial data such that
\[
\|u(t)\|^2_{X^{-1}} + \int_{-\tau}^{t} \|u(s)\|^2_{(X^{-1}, X)_{1/2,2}} \, ds \leq Ce^{-2\omega t} \left( \|u^0\|^2_{X^{-1}} + \|\varphi\|^2_{L^2((-\tau, 0), (X^{-1}, X)_{1/2,2})} \right) \text{ for a.e. } t \geq 0.
\]
4 Ill-Posedness for Lower Order Regularizations

To justify the “sharpness” of the results from Section 3 we show that lower order regularizations of the heat equation with pure delay (1.5) lead to an ill-posed problem.

**Theorem 25.** Let $A$ be defined as in previous section and let $\alpha \in [0, 1)$, $\varepsilon > 0$. Let $u^0 \in (X, D(A))_{1/2, 2}$, $\varphi \in L^2((-\tau, 0), D(A))$. Then the problem

$$
\begin{align*}
\partial_t u(t) &= -\varepsilon(-A)^{\alpha} u(t) + Au(t - \tau) \quad \text{for } t \in (0, T), \\
u(0) &= u^0, \\
u(t) &= \varphi(t) \quad \text{for } t \in (-\tau, 0)
\end{align*}
$$

is ill-posed.

More generally, we prove

**Theorem 26.** Let $A$ be a self-adjoint positive operator having a complete orthonormal set of eigenfunctions $(\phi_j)_{j}$ corresponding to eigenvalues $(\lambda_j)$ with $\lambda_j \to -\infty$ as $j \to \infty$. Let $\varepsilon > 0$, and let $\alpha \in (-\infty, 1)$. Then, the problem

$$
\begin{align*}
\partial_t u(t) &= Au(t - \tau) - \varepsilon(-A)^{\alpha} u(t), \\
u(0) &= u_0 \in (X, D(A))_{1/2, 2}, \\
u(t) &= \varphi(t) \quad \text{for } t \in (-\tau, 0) \text{ and } \varphi \in L^2((-\tau, 0), D(A))
\end{align*}
$$

is ill-posed. That is, there exists solutions $(u_j)_j$ with norm $\|u_j(t)\|$, $j \in \mathbb{N}$, such that, for any fixed $t > 0$, the norm tends to infinity as $j \to \infty$, while the norm of the data $(u_j(0), \varphi_j)$ remains bounded.

**Proof.** We make the ansatz

$$
u_j(t) = e^{\omega_j t} \phi_j,
$$

looking for suitable $\omega_j$ such that $\text{Re} \omega_j \to \infty$. For such solutions, the norm of the corresponding data will remain bounded, but, for any $t > 0$, $\|u_j(t)\| = e^{\text{Re} \omega_j t} \to \infty$ as $j \to \infty$.

The ansatz (4.1) yields a solution if

$$
\omega_j = -\lambda_j e^{-\tau \omega_j} - \varepsilon \lambda_j^\alpha,
$$

where $\lambda_j := -\lambda_j \to +\infty$. For simplicity, we drop the index $j$ and define

$$
u := \omega + \varepsilon \lambda^\alpha.
$$

Then, $\nu$ should satisfy

$$
\nu = -\lambda e^{\tau \varepsilon \lambda^\alpha} e^{-\tau \nu}.
$$

Recalling the proof of Theorem 1.1 from [13], there are solutions to (4.4) satisfying

$$
\text{Re} \nu \to \infty \quad \text{as } \lambda \to \infty.
$$

We shall show that

$$
\text{Re} \omega = \text{Re} \nu - \varepsilon \lambda^\alpha \to \infty
$$
is also valid. This is obvious if $\alpha \leq 0$, therefore, it remains to consider the case $\alpha \in (0, 1)$. Observing

$$|v| = \lambda e^{\tau(\varepsilon\lambda^\alpha - \Re v)},$$

we obtain

$$\Re v = \varepsilon\lambda^\alpha - \frac{1}{\tau} \ln(|v|)$$

and

$$\Re \omega = \frac{1}{\tau} \ln\left(\frac{\lambda}{|m|}\right).$$

Hence, (4.5) is equivalent to proving

$$\frac{|v|}{\lambda} \to 0 \quad \text{as } \lambda \to \infty. \quad (4.6)$$

Since we conclude from [13] that

$$\text{Im } v \to \frac{\pi}{\tau},$$

this is equivalent to proving

$$\frac{\Re v}{\lambda} \to 0. \quad (4.7)$$

It is interesting to notice that we shall prove that $\Re v$ goes to infinity faster than the power term $\lambda^\alpha$ (cp. (4.5)) by proving that $\Re v$ goes less fast to infinity than the power term $\lambda$ (cp. (4.7)). This will be, of course, possible only because $\alpha < 1$ holds.

To prove (4.7), we apply the rule of de l’Hospital to $v$ as a function in $\lambda$. The relation (4.4) implies for the derivative of $v$

$$v'e^{\tau v}(1 + \tau v) = -e^{\tau \varepsilon \lambda^\alpha}(1 + \tau \varepsilon \alpha \lambda^\alpha)$$

or

$$v' = -\frac{e^{\tau \varepsilon \lambda^\alpha}(1 + \tau \varepsilon \alpha \lambda^\alpha)}{e^{\tau v} + \tau v e^{\tau v}} = -\frac{e^{\tau \varepsilon \lambda^\alpha}(1 + \tau \varepsilon \alpha \lambda^\alpha)}{e^{\tau v} - \tau \lambda e^{\tau \varepsilon \lambda^\alpha}} = -\frac{1 + \tau \varepsilon \alpha \lambda^\alpha}{e^{\tau v} - \tau \lambda} = \frac{1 + \tau \varepsilon \alpha \lambda^\alpha}{\lambda - \tau \lambda} = \frac{1}{\lambda} + \frac{\tau \varepsilon \alpha \lambda^{\alpha-1}}{\lambda + \tau}. \quad (4.8)$$

Hence, since $\alpha < 1$, and since $v \to \infty$, we conclude

$$v' \to 0 \quad \text{as } \lambda \to \infty.$$ 

This completes the proof of (4.7) and thus the proof of the Theorem 25. □

We can extend the ill-posedness result to some higher-order equations of the type

$$\partial_t^m u(t) = Au(t - \tau) - \varepsilon (-A)^\alpha u(t), \quad (4.9)$$

where $m \geq 2$. Making a similar ansatz as in the proof of Theorem 26, the corresponding equation for $\omega$ is given by

$$\omega^m + \varepsilon \lambda^\alpha = -\lambda e^{-\tau \omega} \quad (4.10)$$

Ansatz:

$$\omega = y_1 + iy_2 = re^{i\varphi_m} \quad (4.11)$$

with

$$\varphi_m := \frac{\pi}{2m} \quad (4.12)$$
fixed. Then
\( \omega^m = i r^m, \) \hspace{1cm} (4.13)
and (4.10) turns into
\[ \varepsilon \lambda^\alpha = -\lambda e^{-\tau y_1} \cos(\tau y_2), \] \hspace{1cm} (4.14)
\[ (y_1^2 + y_2^2)^{m/2} = \lambda e^{-\tau y_1} \sin(\tau y_2). \] \hspace{1cm} (4.15)
Observing
\[ y_2 = \beta y_1, \] \hspace{1cm} (4.16)
with
\[ \beta = \tan(\varphi_m) > 0, \] \hspace{1cm} (4.17)
Equations (4.14), (4.15) turn into
\[ \varepsilon \lambda^\alpha = -\lambda e^{-\tau x} \cos(\tau \beta x), \] \hspace{1cm} (4.18)
\[ (1 + \beta^2)^m x^m = \lambda e^{-\tau x} \sin(\tau \beta x), \] \hspace{1cm} (4.19)
where
\[ x := y_1, \quad (y_2 = \beta x). \] \hspace{1cm} (4.20)
Here, the condition \( \alpha < 1 \) is important to give (4.18) sense as \( \lambda \to \infty. \)
From (4.19) we have
\[ 0 < \lambda = \frac{(1 + \beta^2)^m x^2m e^{\tau x}}{\sin(\tau \beta x)}, \] \hspace{1cm} (4.21)
if
\[ \sin(\tau \beta x) > 0. \] \hspace{1cm} (4.22)
Plugging (4.21) into (4.18) yields
\[ f_1(x) := \varepsilon e^{\alpha \tau x} (\sin(\tau \beta x))^{1-\alpha} = (1 + \beta^2)^{m(1-\alpha)} x^{2m(1-\alpha)} \left( -\cos(\tau \beta x) \right) =: f_2(x), \] \hspace{1cm} (4.23)
being well-defined if
\[ \cos(\tau \beta x) < 0. \] \hspace{1cm} (4.24)
The equation (4.23) has infinitely many solutions \( x_k, k \in \mathbb{N}, \) one in each interval
\[ I_k := \left( \frac{\pi + 4k\pi}{2\tau \beta}, \frac{\pi + 2k\pi}{\tau \beta} \right) \equiv (a_k, b_k) \] \hspace{1cm} (4.25)
since \( g := f_1 - f_2 \) satisfies
\[ g(a_k) = f_1(a_k) > 0 > -f_2(b_k) = g(b_k). \] \hspace{1cm} (4.26)
Hence
\[ \Re \omega_k = x_k \to \infty \]
and for \( \lambda_k, \) determined by (4.21), we have
\[ \lambda_k \to \infty. \]
This way, the eigenvalues are not arbitrary, but we can define in what follows an associated operator $\mathcal{A}$, for which we then have the ill-posedness result related to equation (4.9). The desired operator $\mathcal{A}$ can be chosen as

$$\mathcal{A} : D(\mathcal{A}) \subset \mathcal{H} \rightarrow \mathcal{H}$$

in a Hilbert space $\mathcal{H}$ with a complete orthonormal system $(\Phi_k)_k \subset \mathcal{H}$ satisfying

$$\mathcal{A}\Phi_k := (-\lambda_k)\Phi_k,$$

$$D(\mathcal{A}) = \left\{ u \in \mathcal{H} \mid \sum_{k=1}^{\infty} \lambda_k^2 |\langle u, \Phi_k \rangle|^2 < \infty \right\},$$

$$\mathcal{A}u = \sum_{k=1}^{\infty} (-\lambda_k)\langle u, \Phi_k \rangle \Phi_k.$$

For the special case $m = 2$ we can prove a similar result as for the case $m = 1$, i.e., we may prescribe the sequence $(-\lambda_n)_n$ of eigenvalues. Without loss of generality, we may assume $\varepsilon = \tau = 1$. The characteristic relation

$$\omega^2 + \lambda^\alpha = -\lambda e^{-\omega}$$

is, for

$$\omega = y_1 + iy_2, \quad (y_j \in \mathbb{R}),$$

equivalent to

$$y_1^2 - y_2^2 + \lambda^\alpha = -\lambda e^{-y_1} \cos(y_2), \quad (4.27)$$

$$2y_1y_2 = \lambda e^{-y_1} \sin(y_2). \quad (4.28)$$

Looking for solutions satisfying

$$y_2 \in [\pi/2, \pi), \quad (4.29)$$

Equation (4.28) is equivalent to

$$y_1 e^{y_1} \frac{2y_2}{\sin(y_2)} = \lambda. \quad (4.30)$$

Defining

$$\tilde{h}_2 : [\pi/2, \pi) \rightarrow [\pi, \infty), \quad \tilde{h}_1 : [0, \infty) \rightarrow [0, \infty)$$

via

$$\tilde{h}_1(y_1) := y_1 e^{y_1}, \quad \tilde{h}_2(y_2) := \frac{2y_2}{\sin(y_2)},$$

we have that $\tilde{h}'_1 > 0$ and $\tilde{h}'_2 > 0$. Let

$$h_1 := \tilde{h}_1^{-1} : [0, \infty) \rightarrow [0, \infty), \quad h_2 := \tilde{h}_2^{-1} : [\pi, \infty) \rightarrow [\pi/2, \pi) \quad (4.31)$$

satisfy

$$h_1(0) = 0, \quad \lim_{z \rightarrow \infty} h_1(z) = \infty, \quad h_2(\pi) = \frac{\pi}{2}, \quad \lim_{\eta \rightarrow \infty} h_2(\eta) = \pi. \quad (4.32)$$

According to (4.30), one has to fulfill

$$\tilde{h}_1(y_1)\tilde{h}_2(y_2) = \lambda,$$
hence, allowing
\[ \pi \leq \tilde{h}_2(y_2) < \infty, \]
on one requires
\[ 0 < \tilde{h}_1(y_1) \leq \frac{\lambda}{\pi}. \]
Therefore, \( h_1 \) is considered restricted to
\[ h_1 : (0, \frac{\lambda}{\pi}] \rightarrow (0, h_1(\frac{\lambda}{\pi})). \]
Denoting
\[ y_1 = h_1(z), \quad y_2 = h_2(\eta), \]
Equations (4.27), (4.28) turn into
\[ h_2^2(z) - h_2(z) + \lambda_\alpha = -\lambda e^{-h_1(z)} \cos(h_2(\eta)), \quad \tag{4.34} \]
\[ z \eta = \lambda, \quad \tag{4.35} \]
for
\[ (z, \eta) \in G_\lambda := (0, \frac{\lambda}{\pi}] \times [\pi, \infty). \]
We look for solutions \((z_n, \eta_n) \in G_\lambda\) to (4.34), (4.35) satisfying \(z_n \rightarrow \infty\) as \(n \rightarrow \infty\).
That is, using (4.35), we wish to solve
\[ F(\lambda_n, z) := h_2^2(z) - h_2(\frac{\lambda_n}{z}) + \lambda_\alpha + \lambda e^{-h_1(z)} \cos \left( h_2(\frac{\lambda_n}{z}) \right) = 0. \]
Since \( \lim_{\eta \rightarrow \infty} h_2(\eta) = \pi \), we have
\[ \lim_{z \rightarrow 0} F(\lambda_n, z) = -\pi^2 + \lambda_\alpha - \lambda_n < 0 \]
if \( n \) is large enough, \( n \geq n_0 \) for some \( n_0 \in \mathbb{N} \).
Since \( h_2(\pi) = \frac{\pi}{2} \), we have
\[ F(\lambda_n, \frac{\lambda_n}{\pi}) = h_2^2(\frac{\lambda_n}{\pi}) - \frac{\pi^2}{4} + \lambda_\alpha \]
\[ \geq h_2^2(\frac{\lambda_n}{\pi}) - \frac{\pi^2}{4} > 0 \]
if \( n \geq n_1 \) for some \( n_1 \in \mathbb{N} \).
On the strength of (4.37), (4.38), we conclude that, if \( n \geq n^* := \max\{n_0, n_1\} \),
\[ \exists z \equiv z_n \equiv z(\lambda_n) \in (0, \frac{\lambda_n}{\pi}] : F(\lambda_n, z_n) = 0. \]
There remains to prove that there exists (at least a) subsequence \((\tilde{z}_n)\) of \((z_n)_n\) such that \( \tilde{z}_n \rightarrow \infty \). For this purpose we observe from (4.39) that
\[ \frac{h_2^2(z_n)}{\lambda_n} - \frac{h_2(\frac{\lambda_n}{z_n})}{\lambda_n} + \frac{\lambda_\alpha}{\lambda} + e^{-h_1(z_n)} \cos \left( h_2(\frac{\lambda_n}{z_n}) \right) = 0. \]
Assuming
\[ \sup_{n \in \mathbb{N}} h_1(z_n) < \infty, \]

we conclude from (4.40), using the boundedness of \( h_2 \) and, in particular, \( \alpha < 1 \),

\[
\lim_{n \to \infty} e^{-h_1(z_n)} \cos \left( h_2 \left( \frac{\lambda_n}{z_n} \right) \right) = 0,
\]

(4.43)

implying, by assumption (4.40),

\[
\lim_{n \to \infty} \cos h_2 \left( \frac{\lambda_n}{z_n} \right) = 0,
\]

or,

\[
\frac{\lambda_n}{z_n} \to \pi
\]

(4.44)

implying that \( (z_n)_n \) is unbounded, which implies, for a subsequence \( (\hat{z}_n)_n \), that \( \hat{z}_n \to \infty \) which is a contradiction to the assumption (4.40). Therefore \( (h_1(z_n))_n \) is unbounded, implying the existence of a subsequence \( (\hat{z}_n)_n \) with \( \hat{z}_n \to \infty \).

Thus, we have proved

**Theorem 27.** (i) For \( m \geq 2 \) there are operators \( A \) associated to (4.9) for which the problem is ill-posed if \( \alpha < 1 \).

(ii) For \( m = 2 \), a result corresponding to Theorem 26 holds true.

**Remark 28.** The arguments do not carry over to the case \( m = 1 \) since (4.41) does no longer follow (instead \( e^{-h_1(z_n)} \cos \left( h_2 \left( \frac{\lambda_n}{z_n} \right) \right) \to -1 \)).

**Remark 29.** The case \( m \geq 3 \) and prescribing \( (-\lambda_n)_n \) is still open.

## 5 Physical Example

In this last section, we apply the explicit solution representation from Section 3.1 to solve a physical problem arising from microscale thermal transport phenomena in thin metal films. A kinetic description of the latter can be derived from the Boltzmann equation for electrons and phonons (see [2], [20], [37]).

We consider a 50 nm thin gold film occupying the interval \((0, L)\) of the real line (i.e., \( L = 50 \cdot 10^{-9} \text{[m]} \)). Let \( u, \theta, q \) denote the electron energy density, electron temperature, and electron heat flux, respectively. For simplicity, we assume the phonon temperature \( \theta_l \equiv 300 \text{[K]} \) to be constant and the phonon heat flux \( q_l \equiv 0 \) to vanish. If the electron gas is in equilibrium, its energy density is related to the electron temperature as \( u = \gamma^2 \theta^2 \) for a positive \( \gamma \). Performing linearization around \( \theta_l \), we obtain the following constitutive equation:

\[
u = c_e \theta
\]

where \( c_e := \gamma \theta_l \) is the electron heat capacity. The film is assumed to undergo a short pump laser pulse applied to its left surface (i.e., \( x = 0 \)) causing an increase in electron temperature (see [20], [23], [34]). The absorption of the laser radiation is modeled by a source term \( f \) (cf. [23], [34]). See Table 2 for details. Replacing Cattaneo’s law with a regularized delay law and neglecting the equations for the phonon variables, Equation (53) from [37] is reduced to

\[
\begin{align*}
c_e \partial_t \theta(t, x) + \partial_x q(t, x) + G \cdot (\theta(t, x) - \theta_l) &= f(t, x) \text{ for } (t, x) \in (0, T) \times (0, L), \\
q(t, x) + \varepsilon \lambda \partial_x \theta(t, x) + \lambda \partial_x \theta(t - \tau, x) &= 0 \text{ for } (t, x) \in (0, T) \times (0, L)
\end{align*}
\]

(5.1)
HEAT EQUATION WITH CONSTANT DELAY

| Notation | Units | Value       | Description                                           |
|----------|-------|-------------|------------------------------------------------------|
| γ        | J m\(^{-3}\) K\(^{-2}\) | 67.6 \(\cdot\) 10\(^{-3}\) | electron heat capacity increase per degree °K         |
| c\(_e\)  | J m\(^{-3}\) K\(^{-1}\) | 2.1 \(\cdot\) 10\(^4\)     | electron heat capacity                               |
| \(\tau\) | s     | 26 \(\cdot\) 10\(^{-15}\)  | electron relaxation time                             |
| \(\lambda\) | W m\(^{-1}\) K\(^{-1}\) | 315                        | electron thermal conductivity                        |
| \(G\)    | W m\(^{-3}\) K\(^{-1}\) | 2.6 \(\cdot\) 10\(^{16}\)  | electron-lattice coupling constant                   |

Table 1: Material properties of Au (gold)

where \(\rho\) is the density, \(c_\rho\) the electron heat capacity, \(G\) electron-lattice coupling factor, and \(\lambda\) electron thermal conductivity. Eliminating \(q\) from Equation (5.1) yields

\[
\partial_t \theta(t, x) - \frac{\Delta}{c_e} \partial_{xx} \theta(t, x) + \frac{G}{c_e} \theta(t, x) - \frac{\Delta}{c_e} \partial_{xx} \theta(t - \tau, x) = \frac{1}{c_e} f(t, x) + \frac{G}{c_e} \theta_t
\]

for \((t, x) \in (0, T) \times (0, L)\). (5.2)

To close the equation, we prescribe homogeneous Neumann boundary conditions

\[
\partial_x \theta(t, 0) = \partial_x \theta(t, L) = 0 \text{ for } (t, x) \in (0, T) \times (0, L)
\]

(5.3)

modeling the insulation of film surface and the initial condition

\[
\theta(t, x) \equiv \theta^0 \text{ for } (t, x) \in (-\tau, 0) \times (0, L), \quad \theta(0, x) \equiv \theta^0 \text{ for } x \in (0, L)
\]

(5.4)

with \(\theta^0 \equiv 300 \text{ [K]}\).

Table 2: Laser source term \(f(t, x) = 0.94 \frac{1-r_f}{t_p} \alpha J \exp \left( -x\alpha - 2.77 \left( \frac{t}{t_p} \right)^2 \right)\)

Figure 3 displays the laser intensity at three different points in the film.
explicit representation formula as the one obtained in Section 3.1 directly applies to this new problem with $(\lambda_n)_n$ and $(\phi_n)_n$ replaced by the eigenvalues and orthonormal eigenfunctions of Neumann-Laplacian on $\Omega := (0, L)$. The latter read as

$$\lambda_n = \frac{\pi^2 (n-1)^2}{L^2}, \quad \phi_n(x) = \begin{cases} \frac{1}{\sqrt{L}} \cos\left(\frac{(n-1)\pi x}{L}\right), & n = 1, \\ \sqrt{2} \frac{1}{L} \cos\left(\frac{(n-1)n\pi x}{L}\right), & n > 1, \end{cases} x \in [0, L], \quad \text{for } n \in \mathbb{N}.$$

Using $f$ given in Table 2, we compute

$$\langle f(t, \cdot), \phi_n \rangle \approx \begin{cases} \frac{0.94 L}{t_p \sqrt{L}} \exp\left(-\frac{\alpha^2 L + 277 L^2}{t_p^2}\right) (-1 + r_f)(e^{\alpha L} - 1), & n = 1, \\ \frac{1.33 e^{2 L^2} L^3/2}{t_p \alpha^2 L^2 + 9.87 n^2} \exp\left(-\frac{\alpha^2 L + 277 L^2}{t_p^2}\right) (-1 + r_f)(e^{\alpha L} + (-1)^n), & n > 1. \end{cases}$$

Plugging these data into Equation (3.9) and using the solution formula (3.10), we can explicitly compute $(u_n)_n$. We performed this using Simpson’s quadrature formula to numerically evaluate the integrals. The solutions are plotted in Figure 4.

![Figure 4: Time-dependent Fourier coefficients $u_n$](image)

Plugging this numerical solution into Equation (3.11) and considering first $n \leq 5$ terms in the series, we finally obtain a numerical solution plotted in Figure 5. Note that these first five terms provide a very accurate approximation since higher Fourier coefficients practically vanish. The solution function has a peak somewhere at $t_p = (95 \pm 5) \cdot 10^{-15} [s]$

![Figure 5: Numerical solution](image)
which is close to the expected peak value $t_p = 96 \cdot 10^{-15}$.
When $\varepsilon$ increases, the solution function becomes smoother. For $\varepsilon < 1$, e.g., $\varepsilon = 0.5$, the solution function becomes very rough due to the high volatility of Fourier coefficients. This observation suggests that the regularization parameter $\varepsilon$ should be selected to achieve best fit with experimental measurements.

6 Appendix: Semi-discrete Lebesgue and Sobolev Spaces

Let $X$ be a Hilbert space and let $a = i\tau$, $b = j\tau$ for some $\tau > 0$ and $i, j \in \mathbb{N}_0$ with $i < j$.
We introduce the following semi-discrete Hilbert spaces

$$L^2_\tau((a, b), X) := \{ u = (u_i, \ldots, u_j) \mid u_k \in L^2((0, \tau), X) \text{ for } i \leq k \leq j \},$$
$$H^1_\tau((a, b), X) := \{ u = (u_i, \ldots, u_j) \mid u_k \in H^1((0, \tau), X), u_k(\tau) = u_{k+1}(0) \text{ for } i \leq k < k + 1 \leq j \},$$

endowed with the standard product topology, i.e.,

$$\|u\|^2_{L^2_\tau((a, b), X)} = \sum_{k=i}^{j} \|u_k\|^2_{L^2((0, \tau), X)}, \quad \|u\|^2_{H^1_\tau((a, b), X)} = \sum_{k=i}^{j} \|u_k\|^2_{H^1((0, \tau), X)}.$$

Note that due to the continuity of the embedding $H^1((0, \tau), X) \hookrightarrow C^0([0, \tau], X)$ the space $H^1_\tau((a, b), X)$ is well-defined.
Next, we consider the mapping

$$R: L^2((a, b), X) \to L^2_\tau((a, b), X), \quad u \mapsto (r_iu, \ldots, r_ju)$$

with $(r_ku)(s) = u((k-1)\tau + s)$ for $s \in [0, \tau]$, $k = i, \ldots, j$. Obviously, $R$ is an isomorphism. Moreover, the following assertion holds true.

**Lemma 30.** $u \in H^1((a, b), X)$ is true if and only if $Ru \in H^1_\tau((a, b), X)$.

**Proof.** If $b - a = \tau$, the claim is trivial. Due to Sobolev embedding, the implication $u \in H^1((a, b), X) \Rightarrow Ru \in H^1_\tau((a, b), X)$ also trivially follows. To show the converse, due to $\Pi$, it suffices to prove that

$$Ru \in H^1_\tau((a, b), X) \Rightarrow u \in W^{1,2}((a, b), X).$$

For $\phi \in C^0((a, b), X)$, we obtain

$$\int_a^b u(t) \cdot \partial_t \phi(t) dt = \sum_{k=i}^{j-1} \int_{i\tau}^{(i+1)\tau} u_k(t) \cdot \partial_t \phi(t) dt$$
$$= - \sum_{k=i}^{j-1} \int_{i\tau}^{(i+1)\tau} \partial_t u_k(t) \cdot \phi(t) dt + u(t)\phi(t)|_{t=(k+1)\tau}$$
$$= - \int_a^b \left( \sum_{k=i}^{j-1} \partial_t u_k(t) \chi_{(k\tau, (k+1)\tau)}(t) \right) \cdot \phi(t) dt =: - \int_a^b \partial_t u(t) \cdot \phi(t) dt$$
since the boundary terms vanish due to the definition of $H^1_x((a, b), X)$ and the fact that $\phi(a) = \phi(b) = 0$. Finally, we observe
\[
\int_a^b \|\partial_t u(t)\|_X^2 \, dt = \sum_{k=i}^{j-1} \int_{i\tau}^{(i+1)\tau} \|\partial_t u(t)\|_X^2 \, dt < \infty.
\]
Thus, $u \in W^{1,2}((a, b), X) = H^1((a, b), X)$.
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