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Abstract
To facilitate corpus searches by classicists as well as to reduce data sparsity when training models, we focus on the automatic lemmatization of ancient Greek inscriptions, which have not received as much attention in this sense as literary text data has. We show that existing lemmatizers for ancient Greek, trained on literary data, are not performant on epigraphic data, due to major language differences between the two types of texts. We thus train the first inscription-specific lemmatizer achieving above 80% accuracy, and make both the models and the lemmatized data available to the community. We also provide a detailed error analysis highlighting peculiarities of inscriptions which again highlights the importance of a lemmatizer dedicated to inscriptions.
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1 Introduction
Lemmatization is a basic preprocessing step for automatic linguistic analysis. It is particularly helpful in the case of morphologically complex languages: by reconducting a large variety of wordforms to a single lemma, one can enable meaningful generalizations, especially at the semantic level, which could otherwise remain opaque due to the sparsity of each single wordform. This is even truer in the case of low-resource languages or varieties, where the amount of available data is limited, and possibly more sophisticated processing tools that might not need to rely on lemmatization are not (yet) available.

We focus here on ancient Greek, a morphologically complex language, with rich nominal and verbal inflection. Ancient Greek is also relatively low-resource. While substantial effort has gone into collecting and digitizing all available data, such as for the big projects Thesaurus Linguae Graecae (Pantelia, 2001) and the Perseus Digital Library (Smith et al., 2000), the existing collection can be considered finite: apart of occasional discoveries of texts, often on stones and papyri, the corpus is not enlargeable. Another characteristic of the existing ancient Greek data is that the texts are written in different language varieties, sometimes very distant from each other, both synchronically and diachronically. For example, the language of ancient Greek inscriptions1, namely all the texts which were written on durable materials, such as stone, ceramic, metal and other materials, can differ substantially from that of literary texts, especially when it comes to orthography, morphology and dialectal variation. Most of the existing tools developed for ancient Greek at large are built on (and for) literary texts, and because of such differences they are not necessarily suitable for other kinds of ancient Greek texts.

For literary ancient Greek several lemmatizers have been developed and made available, and the most popular online corpora of literary texts, such as the Thesaurus Linguae Graecae (Pantelia, 2001), have been lemmatized. Crucially, this allows Classics scholars to perform lemma-based searches through web interfaces, enhancing the potential of automatic analysis also for the computationally non-savvy. Some lemmatized corpora of literary ancient Greek are also fully downloadable, such as the Diorisis Ancient Greek Corpus (Vatri and McGillivray, 2018). The situation for inscriptions is widely different, though: it is not possible to run searches by lemma on most Greek epigraphic corpora, since only a few of them have been manually lemmatized. For example, one of the most often used online corpora, provided by the Packard Humanities Institute2, is not lemmatized, and to search for all the possible wordforms of a lemma it is necessary to run many single searches, taking into account large dialectal and spelling variation; the amount of necessary queries increases even more if one wants to search for a combination of two lemmata. Moreover, in the few corpora which have been lemmatized (generally by hand) sometimes not all the tokens have been assigned a lemma, as in the case of the Collection of Greek Ritual Norms (CGRN), a manually-curated collection of epigraphic texts (see Section 2.1).

This situation clearly clashes with the importance of inscriptions for Classical studies; Bodel (2001) estimates that about 600,000 Greek and Latin inscriptions coming from the timespan c. 800 BCE - 700 CE have been uncovered, making them a goldmine for ancient Greek scholars. Creating tools to process ancient Greek inscriptions is therefore necessary, also considering the growing interest in applying distant reading methods to ancient texts, for example by training language models which might particularly benefit from reducing data sparsity via lemmatization.

With this situation in mind, we aimed at providing lemmatization for inscription data. First, we ran the existing lemmatizers specialized on literary ancient Greek texts, to find, unsurprisingly, that their performance on inscriptions is not particularly satisfactory, and largely behind their accuracy on literary ancient Greek (Section 3.2). As a consequence,
exploiting existing portions of (partially) manually annotated inscriptions, we trained an inscription-specific lemmatizer, AGILe (Ancient Greek Inscription Lemmatizer), achieving a much higher performance (Section 4.4). This paper describes the challenges of working with inscriptions, the performance of existing lemmatizers and the development of our specific tool, and eventually provides a detailed error analysis which links back to the specific characteristics of the different type of language used in literary and epigraphic data.

Contributions We develop and make available AGILe, the first lemmatizer specifically developed to work on ancient Greek inscriptions. We assess its performance also in comparison to existing lemmatizers, thereby providing the first evaluation of these systems on epigraphic data, and showing that, due to the peculiarities of these texts, such systems are not suitable and are outperformed by our lemmatizer by 20 to 40 percentage points. Lastly, we provide a rich qualitative analysis of errors made by our lemmatizer, thus offering a deep insight into the specificities of inscriptions and highlighting potential directions for improvement. All code and models are available: [https://github.com/agile-gronlp](https://github.com/agile-gronlp)

2 Data

2.1 Inscription Data

Greek inscriptions from before the 4th century BCE are characterized by many different local alphabets, a large dialectal variation, and a lack of standardized spelling. For example, the consonant cluster /ks/, spelled with the orthographic sign ξ in the literary corpus, may be spelled as χ, ζ, χσ or κσ in the inscriptions, depending on the alphabet. The project A Collection of Greek Ritual Norms (CGRN) assembles a selection of 225 Greek inscriptions of a specific kind, usually referred to as “sacred laws” in current scholarship. This (misleading) rubric is in fact comprised of a kind, usually referred to as “sacred laws” in current scholarship. This (misleading) rubric is in fact comprised of a kind, usually referred to as “sacred laws” in current scholarship. This (misleading) rubric is in fact comprised of a kind, usually referred to as “sacred laws” in current scholarship. This (misleading) rubric is in fact comprised of a kind, usually referred to as “sacred laws” in current scholarship.

The dataset includes texts that have been encoded in TEI XML format (according to the EpiDoc standard), for a total of 38,034 tokens, 25,229 of which have been lemmatized by hand. The other tokens are either not lemmatized at all (12,667) – mostly articles and prepositions, since they are uninteresting for the specific scholarly purposes of the CGRN – or they have a ‘word’-tag, but the lemma-attribute of this tag is noted either as unclear or empty (in 138 cases), when wordforms are fragmentary because the stone is unreadable or broken. Figure 1 shows an example of a broken stone, a white marble stele, with two inscriptions dating from the 5th century BCE. The CGRN follows the best available modern editions of the inscriptions included, and in a few cases provides a new edition. These editions usually follow the ancient Greek text as it was found on the stone, without regularizing spelling or grammar, but with the addition of word separations, punctuation, and proposals for restoration of parts of the text that are now missing or illegible due to damage of the text carrier. In a few cases, there are editorial corrections (of obvious spelling mistakes).

The language of Ancient Greek inscriptions, especially those preceding the 4th century BCE, has particular features, for example the use of the character θ to indicate an initial aspiration and of the character ⟨⟩ (digamma) to represent the sound /v/. These two characters appear in inscriptions from various regions, but they are both generally absent from literary Greek, from the base forms in the dictionaries, and thus from the gold standard of the CGRN, where we find variants of the same wordforms, without θ (substituted by the diacritic ή for aspiration) and without ⟨⟩. The digamma disappeared without a trace, for example the word ταύρος (‘bull’) became ταυρος. An example of θ substituted with the diacritic ή for aspiration is the word ἵρως (‘hero’), later written as ἠρως. In this last word we also see another characteristic of the language of early inscriptions, the fact that no difference is made between long and short vowels in the notation. In ἥρως, a long /e/, later

3The inscriptions range from Attica to Asia Minor and Anatolia, from Sicily to Egypt; the corpus covers also the Peloponnesse, Central and Northern Greece, the Aegean Islands, Crete, and the Black Sea region.

4This is CGRN 34, two sacrificial regulations of Apollo and Asclepius in Epidaurus, found in a new wall of the temple of Asclepius there and still in place.
written as ρ, is noted in the same way as the short ε, and a long /o/, later written as ο, is noted as ω, in the same way as the short vowel (Colvin, 2007, 19). We will see in Section 5 how these and other typical features of inscriptions can make lemmatization more challenging.

The differences we encounter between the Greek of inscriptions and literary Greek are due to the different way of transmission of such texts. Inscriptions have been carved on stone (or other durable materials) by professional engravers and private individuals, permanently. We are therefore witness to great variation rising from epichoric (local) alphabets that were in use before the 5th century BCE, spelling idiosynocracies and mistakes, and large dialectal variation. Literary works have often been transmitted to us in manuscripts copied by scribes throughout the centuries, an editorial practice that started with the Alexandrian scholars, was continued in the medieval textual tradition, and is still ongoing today. Scribes imposed a degree of uniformity on the texts, using only one alphabet, correcting mistakes, adding accents, transliterating into minuscule script, and modifying texts in other ways, for example to conform the language and style of a text to a specific dialect or literary model (Reynolds and Wilson, 1991). Some literary works are only known by evidence from one or more ancient papyri found in Egypt, but this is typically not the case of the corpora of ancient Greek literary texts used by scholars to train and evaluate existing lemmatizers of ancient Greek.

2.2 Other Data

Even if the current work focuses on the lemmatization of inscriptions, there are two other corpora of ancient Greek literary texts we will refer to because they were used by other scholars to train and evaluate the existing lemmatizers of ancient Greek, and, in the case of the PROIEL corpus (Haug and Jøhndal, 2008), also to boost the training of our new lemmatizer. The two corpora are two treebanks of ancient Greek texts, the PROIEL (Haug and Jøhndal, 2008) and the Ancient Greek Dependency Treebank (AGDT or ’Perseus’ treebank). PROIEL is a treebank of ancient Indo-European languages, the ancient Greek part of which is composed of the Greek New Testament, Herodotus’ Histories and Sphrantzes’ Chronicles. When referring to PROIEL in this article, we refer to this portion. The AGDT is a portion of the ancient Greek texts provided by the Perseus Digital Library that has been syntactically annotated. Both treebanks have been also released as part of the Universal Dependencies project (Nivre et al., 2018). A comparison between the AGLDT, the PROIEL treebank and other available dependency treebanks for Greek and Latin is provided in Celano (2019).

3 Existing Lemmatizers for ancient Greek

As part of our goal to obtain a well-performing lemmatizer for inscriptions, we first assessed how existing lemmatizers perform on epigraphic data and compared their observed accuracy to that reported for literary texts, the genre on which they have mostly been trained. Indeed, several lemmatizers for ancient Greek exist, but they are only trained on literary texts. One exception is a lemmatizer specifically developed for Greek documentary papyri by Keersmaekers (2019), which achieved an accuracy of 98.5 on that genre. Keersmaekers (2019, 75) used Lemming (Müller et al., 2015) by retraining it on a morphologically annotated corpus of papyri and leveraging all lemmas included in the Greek-English Lexicon by Liddell and Scott (1940). Even if the language of documentary papyri is closer to literary texts than to inscriptions, the work done by Keersmaekers (2019) shows that there is interest in lemmatization of non-literary ancient Greek texts.

3.1 Considered Lemmatizers

We test four different existing lemmatizers, namely GLEM (Bary et al., 2017), two lemmatizers provided within the Classical Language Toolkit (CLTK, Burns (2019), Johnson et al. (2021)), and the UDPipe model (Straka, 2018). Other lemmatizers available for ancient Greek were not evaluated either because they were not freely accessible for testing or because they do not disambiguate between lemmas without the addition of a separate POS-tagger. For example: TreeTagger was discarded because the parameter files provided by Alessandro Vatri and Barbara McGillivray do not contain any lemmas and it would have therefore been impossible to evaluate the performance of the tool. Bridge only returns a lemma if there is a single possibility (in other words: it doesn’t deal with ambiguities), which would have resulted in too small a portion of lemmatized wordforms, as multiple lemmas are often suitable for the same wordform, of course. Two more lemmatizers were discarded for the same reason, namely Morpheus and Eulexis. We also considered to use the Ancient Greek Wordnet but the API did not work at the time of our experiments (March 2021).

Both GLEM and the CLTK lemmatizers have been designed specifically for ancient Greek. GLEM (Bary et al., 2017) leverages POS information, thanks to a light version of the Frog POS tagger, an NLP module originally developed for Dutch (Hendrickx et al., 2016). This machine learning component is combined with a lexicon look up and it is used to disambiguate between lemmas and to gen-

https://github.com/proiel

https://dev.syntacticus.org/proiel.html

UniversalDependencies/UD_Ancient_Greek

Perseus/more information at https://www.dh.uni-leipzig.de/wo/projects/ancient-greek-and-latin-dependency-treebank-2-0/

http://www.perseus.tufts.edu/hopper/

https://universaldependencies.org/
erate a lemma for forms not in the lexicon. The Frog POS-tagger was retrained on the PROIEL text of Herodotus’ Histories, manually annotated for lemmas and parts-of-speech, while the Frog lemmatization module was trained on both Herodotus and the merged Perseus-PROIEL lexicon (Bary et al., 2017: 93).

The CLTK lemmatizer (Johnson et al., 2021) has been tested in this work both in its default CLTK version trained on the PROIEL corpus was used. The ‘default’ lemmatizer is part of a Stanza-based pipeline; to lemmatize ancient Greek the ‘backoff’ lemmatizer leverages the following resources, instead: a hand-written dictionary of 1,049 frequent, non-ambiguous lemmatized tokens, a list of 33,555 sentence-level token-lemma pairs from the AGDT and, finally, another token-lemma dictionary of 949,453 lemmatized tokens, already used in a previous version of the ‘backoff’ lemmatizer.

The UDPipe lemmatizer is part of a pipeline that used as training data the Universal Dependencies treebanks (Nivre et al., 2018): for ancient Greek, in particular, the Universal Dependencies include two resources, the PROIEL and the Perseus treebank, which include lemma tags, and two different pipelines for ancient Greek were thus trained on these two treebanks. A joint model performs POS tagging, lemmatization and parsing, and the contextualized embeddings created by the POS-tagger are reused in lemmatization. This last task is performed as a classification task, through which wordforms are classified into lemma generation rules (Straka, 2018).

We checked previously reported accuracies for all of the considered lemmatizers, which we report in Table I though there is not a single evaluation benchmark in place. GLEM was evaluated in comparison to Frog and the CLTK lemmatizer on Herodotus, the annotated text from the PROIEL corpus (also used for training, though as a different portion), and on the first fifteen chapters of book one from Thucydides’ History of the Peloponnesian war, annotated by this team; the results are in Table I. Recently, Vatri and McGillivray (2020) assessed the accuracy of GLEM and of the two CLTK lemmatizers also on two other manually lemmatized texts, namely Homer, Iliad 1 1-279 and Lysias, 7, On the Olive Stump. For the CLTK lemmatizer no other individual accuracy analysis exists. For UDPipe, the only lemmatizer evaluated in this work that was not specifically developed for ancient languages, we find self-reported accuracy on ancient Greek for the versions 2.0 (Straka et al., 2019a) and 2.3 (Straka et al., 2019b), trained and tested on the PROIEL and Perseus treebanks.

3.2 Performance on Inscriptions

Cleaned text files were created semi-automatically from all the 225 CGRN’s XML files, without including punctuation and with forms containing either the character ι instead of an ι or the character h, since in most cases the CLTK lemmatizer is the only one correctly deleting the first character and trying to replace the second. However, in general it is not able to correctly lemmatize the wordforms. GLEM is able to deal with some dialectal forms where we find an ι instead of an ι, but only in a minority of these cases. It seems that when only one lemmatizer is able to correctly lemmatize one of these ‘difficult’ forms, it is most often GLEM, closely followed by the CLTK default lemmatizer. UDPipe seems to correctly lemmatize most cases wordforms that either GLEM or CLTK also correctly lemmatized, which we can thus consider ‘easier’ forms. The analysis also demonstrates that the backoff lemmatizer was rarely the only one to correctly lemmatize a wordform, suggesting that the CLTK backoff lemmatizer does not bring any relevant benefit. In 75.2% of the cases at least one lemmatizer was able to identify the correct lemma, a far better result than the performances of the individual lemmatizers.

---

[1] By ‘default’ lemmatizer we mean the tool behind the lemmatization performed for ancient Greek, available at: https://docs.cltk.org/en/latest/languages.html
[2] Code available at https://docs.cltk.org/en/latest/modules/cltk/lemmatize/grc.html
[3] The Stanza pipeline is available at http://stanza.run/ the language model trained on PROIEL at https://staniardnlp.github.io/stanza/available_models.html
[4] Resources available at https://github.com/cltk/grc_models_cltk/tree/master/lemmata/backoff
[5] During evaluation it became clear that the lemmatizers functioned better without any punctuation present, see also Vatri and McGillivray (2020: 183).
[6] For UDPipe the pipeline trained on the Perseus corpus was used. For CLTK both the standard ancient Greek Pipeline and the Backoff lemmatizer were tested. From the two pipelines (UDPipe and CLTK) the lemmas were obtained by extracting them from the files returned at the end of the process. The differences in the total amount of lemmatized wordforms derives from several issues, such as the wrong separation of the apostrophe from a wordform with an elided vowel. These forms were manually deleted from the CSV files, resulting in small differences between the total wordforms lemmatized.

---

Crisis is the contraction of vowels by merging two adjacent words, e.g. καὶ ἕγω τὸ καγὼ.
Figure 2: Representation of the steps taken in evaluation.

Table 1: Accuracy of all the lemmatizers on all the test data. The letters after the names of the lemmatizers point to the source(s) of the reported scores. All scores are rounded as reported in the original papers that we refer to.

| System                  | Acc  | Wrong | Correct | Missed |
|-------------------------|------|-------|---------|--------|
| UDPipe                  | 46.3 | 13,474| 11,606  | 149    |
| CLTK                    | 46.4 | 13,390| 11,581  | 258    |
| CLTKb                   | 37.1 | 15,768| 9,292   | 169    |
| GLEM punctuation (a,b)  | 95.7 |       |         |        |
| GLEM no punctuation (b) |      |       |         |        |
| Frog (a)                | 87.1 |       |         |        |
| CLTK (a)                | 78.7 |       |         |        |
| CLTK backoff (b)        |      |       |         |        |
| CLTK (b)                |      |       |         |        |
| UDPipe 2.0 (c)          |      |       |         |        |
| UDPipe 2.3 (c)          |      |       |         |        |

Table 2: Accuracy of the lemmatizers on the CGRN. The total number of lemmas is 25,229 (see Section 2.1).

4 A Lemmatizer for Ancient Greek Inscriptions

After having evaluated the available lemmatizers on inscriptions, the need for a lemmatizer specifically trained on ancient Greek inscriptions became evident. The importance of training NLP tools on the target variety of language was also pointed out by Keersmaekers (2020, 33–34), who showed how morphological tagging of Greek papyri is more effective when the training data is closer to the language of the target texts. For example, removing prose authors from the training data resulted in most cases in a lower accuracy, since documentary papyri, the target texts in Keersmaekers (2020), are also written in prose, and in the same way adding poetry lowered the accuracy.

4.1 Data and Preprocessing

To build a specialized lemmatizer for ancient Greek inscriptions, two corpora have been combined for the training. The CGRN corpus forms the foundation with its texts separated in three representative splits, each including inscriptions from different periods, and preserving a 60-20-20 split for training, developing and testing. To improve the robustness of the model, a section of the PROIEL corpus (Haug and Johndal, 2008), consisting of the New Testament plus selections from Herodotus, has been included. The approximately 214,000 lemmas are divided over the original 88-6-6 split performed for the creation of the treebank, and most punctuation marks present in the inscriptions have been removed for performance optimization.

4.2 Model

The neural lemmatizer of Stanza (Qi et al., 2020, 3), a model which is an ensemble of a dictionary-based lemmatizer and a neural sequence-to-sequence lemmatizer, was trained on the training set of our corpus. It ignores part-of-speech tags and saves the best model out of 50 epochs of fine-tuning. Otherwise, the default configuration is used. A detailed overview of the pre-processing and training process is available in our repository.

4.3 Inscription-specific Processing

To further optimize the lemmatizer, the model has been complemented with an optional lexicon lookup. The lexicon is composed of all entries in the Liddell-Scott-Jones Greek-English Lexicon (Liddell and Scott, 1940) plus the gold lemmas from the training set. Each lemma predicted...
by the model is checked against this lexicon; if the lemma does not occur in the lexicon, it is corrected to its first closest equivalent given its edit distance by assigning the cost of one to each operation needed to transform the predicted lemma into the closest word in the lexicon. The possible operations are substitution, insertion and deletion of a character, for example the cost of transforming the predicted lemma άνθροπος (non-existent) into the correct lemma άνθρωπος has the cost of 1, since only the substitution of ο with ω is needed, while transforming it into the other (wrong) lemma άνθρωπος would have had the cost of 4, two substitution plus two deletions. In addition, the following custom rules are specified:

1. the digamma (ϝ) and the h are ignored, since the dictionary and gold lemmas are identical to the older lemmas without digamma, e.g. ἐρώτος (“house”) becomes later ὠπός, or, in the case of h, to the lemma without h, but with the diacritic ‘;
2. the combinations of characters κισις and χισις have been converted to the character ξ, both capitalized and non-capitalized;
3. the combination ψισις, capitalized and non-capitalized, has been converted to ψ.

4.4 Results

Our best model uses all of the inscription-specific processing, and achieves an accuracy of 84.7% on the development set. We assessed the contribution of the lexicon look-up, which is the only external component of our lemmatizer, and observed a model which does not use it achieve an accuracy of 82.1%, still on development data. This suggests that while it helps to include this module, should one want to exclude it to make a lighter system, performance would not suffer substantially.

We evaluate our full model on the held out test data and obtain an accuracy of 85.1%, showing that the lemmatizer is robust on unseen data. As seen in Table 2 and discussed at length in Section 3, existing lemmatizers yielded a subpar performance on the entire CGRN. For a more direct comparison with AGILLE, we ran them on the test portion only so that accuracies would be obtained and compared on exactly the same instances (5030 tokens). Table 3 reports the results, with the addition of AGILLE’s accuracy.

We can see that scores are very much in line with those observed on the whole dataset and that AGILLE’s performance goes well beyond that of lemmatizers that were not specifically developed for ancient Greek inscriptions.

In the next Section we provide a detailed error analysis of AGILLE’s decisions on test data to better understand its behaviour, especially in relation to the specific characteristics of epigraphic data.

---

Table 3: Accuracy of lemmatizers on the CGRN test set.

| Lemmatizer | Acc. |
|------------|------|
| UDPipe     | 45.0 |
| CLTK       | 41.6 |
| CLTKb      | 34.8 |
| GLEM       | 61.5 |
| AGILLE     | 85.1 |

5 Error Analysis

5.1 General Analysis

We ran a manual analysis over a portion of the errors AGILLE made on the test data. Out of all the wrongly lemmatized 750 tokens (14.9% of the total), 410 errors affect tokens that occur only once. For the tokens that occur multiple times, the lemmatizer seems quite consistent, meaning that all occurrences are either all wrong or all correct. We have observed that in the 14 cases in which different occurrences of the same wordform were inconsistently lemmatized (some wrongly and some correctly) the problem always resided with inconsistent gold annotation. In what follows, we analyze the nature of approximately 250 errors, by considering unique tokens (i.e. each wrongly lemmatized token was analyzed once, independently of its frequency) and including both tokens which occur just once and tokens occurring multiple times. First, we discuss the cases in which AGILLE was unable to produce the correct lemma, then we move on to the cases in which AGILLE actually turned out to be right after a manual evaluation.

AGILLE sometimes had difficulties with spelling in early inscriptions, where the writing conventions to represent certain sounds were different from later Greek, on which the gold lemmas and the lexicon are based. For example, ω is spelled as o and η as ε, such as in ἄφην for ἄφην or in ἀγόην for ἁγόην, erroneously lemmatized by AGILLE as ἁγός and ἁγόν. A couple of other problems were indirectly caused by the ω. This character is removed via a rule before lemmatization so that for example the word form ἂνοι is presented to AGILLE as ὠνο but not in all the cases this allowed the lemmatizer to arrive at a correct lemmatization. Even if ὠνο was correctly lemmatized as a form of ὠνος, other wordforms such as for example ἀνάκειον and ἐρέχαντα, presented to the lemmatizer as ἀνάκειοι and ἐρέχαντα, were wrongly predicted as ἀνάκειος and ἐρέχω (then corrected to ἀνακέειος and κέχαν). A related issue is the fact that epigraphic data also contain spelling errors made by the inscribers and spelling irregularities. An example is the wrong form γίγαντας instead of the usual γίγνεις; in the wrong wordform the mistaken repetition of the characters γι (ditography) causes the incorrect prediction of the lemma as γιγάνω, subsequently corrected to γεννάω. A further case is the different spellings of the form ἕλεμιδμαν, a unit of volume which seems to have had lo-

---

25The scores are calculated on all tokens in the dataset for which the gold lemma is available, thereby excluding articles, particles, conjunctions and prepositions.

26The last was further corrected to the lemma ἁγος. In other cases, the spelling did not hinder the correct lemmatization, for example of μέ as μή or of χρήσις as χρήμα (after correction).
cal variation, ranging from ἡμέδιμνα to ἡμέδιμνον. Another phenomenon difficult to handle also for AGILe, similarly to the other lemmatizers tested (see Section 3.2), was Crasis, so that for example κάπι, a contraction of καί and ἐπί, was wrongly predicted by AGILe as a form of (non-existent) κάποτος. In at least one case AGILe arrived at the correct lemma, but after correction; it is the case of τέντοσθίδα (crasis for τά ἐνδοσθίδα), wrongly predicted as τέντοσθίδα, but then corrected to the right ἐνδοσθίδα with the lexicon.

The lemmatizer also had difficulties with low-frequency forms. Due to the complex morphology of ancient Greek verb conjugation, various verb forms occur only once in the corpus or are more difficult to identify due to the archaic spelling of the inscriptions. Unique names (of locations, persons, months, festivals, deities, epithets, etc.), abounding in epigraphic data, were also often incorrectly lemmatized by AGILe. Examples of wrongly lemmatized wordforms of this kind are Ἑρωμέθεια, a wordform of Ἑρωμέθεια, the festival of the Prometheia, wrongly predicted as the non-existent πρωμέθεια, and subsequently corrected to πρωμέθειαν; Μαλέατης, a form of the lemma Μαλέαται, the god Maleatas, wrongly predicted as Μαλέατς, and then corrected to γαλεώτης; and Γαμελίων, the name of the month Gamelion, wrongly predicted as Γαμελίος instead of Γαμελίων (then corrected to Γαμελίωι). Then there are cases in which it is not so easy to understand why and where the lemmatizer went wrong. For example when in seemingly similar situations, such as with similar but not identical wordforms of the same lemma, some forms are correctly lemmatized but others are not. One case is the token ἀνηλωμένα, incorrectly similar situations, such as with similar but not identical wordforms of the same lemma, some forms are correctly lemmatized but others are not. One case is the token ἀνηλωμένα, incorrectly lemmatized and subsequently corrected to ἀνηλωμέσει, while ἀναλώσει and ἀναλώσωσι are exactly equivalent to the variant σκόρδον, which is correct and presented by the LSJ as exactly identical to the variant σκόρδον (gold). Other false negatives are the frequent cases where AGILe produced as lemma a verb in the medio-passive voice, whereas the gold was in the active voice. This happened with the medio-passive form σπλαγχνίζεται, correctly lemmatized by AGILe as σπλαγχνίζω, a medio-passive lemma, but the gold lemma in the CGRN is the active form σπλαγχνίζω and this mismatch provoked a false negative. We also report some cases (about 12, including the instances occurring more than once) in which there is only an issue of capitalization, i.e. AGILe’s answer is capitalized, whereas the gold is not or vice versa; for example, for the form Σκίρα, the lemma σκίρα was predicted, while the gold is the capitalized Σκίρα. There are also problems caused by accentuation, i.e. in around 30 cases (including repeated errors) AGILe produces the correct lemma but with a wrong accent yielding a non-existent form, which is then corrected, since AGILe does not find it in the lexicon. For example, for the form Ψηφαίος the predicted lemma was the non-existent Ψηφαίος, while the correct form would have been Ψηφαίος, with an acute accent instead of the circumflex. The predicted form was thus unfortunately corrected to ψήφαε, since no lemma Ψηφαίος was found in the lexicon. There are also cases in which the form to lemmatize is ambiguous between more than one lemma due to the complex morphology of ancient Greek and AGILe produced one of the possible correct answers but it was the wrong choice in that context. For example, the token δίν, occurring in one text, can be a form of both the lemma δίνα ('prayer', 'curse') and the lemma δίνα ('lamb, sheep in general'); the last was the correct answer in that context but AGILe incorrectly selected the first. Similarly, the wordform σιωπή, ambiguous between the two lemmas σιωπᾶ, a verb meaning 'to be still', and σιωπῆ, a noun meaning 'silence', was lemmatised as the first, while the correct one was the second.

5.2 Influence of the Lexicon Lookup

The optional lexicon lookup of AGILe has improved the performance, as 141 more corrected lemmatizations were gained. For example, the lemma for the word form πεντακόσιοι was predicted as παντεκάσιοι, then corrected to παντεκάσιοι, identical to the gold lemma. When the correction does not lead to a correct lemma, the predicted lemma is often further from the truth than the predicted lemma: for example, for the form βόληι AGILe predicts βόλη, a reasonable prediction according to the morphology of ancient Greek, but actually incorrect as this lemma does not exist and the gold lemma is the verb βοιλομαι. The predicted
βάλτη, absent from the lexicon, was corrected to τῦλη, the least costly solution but less resembling the gold βούλομαι than the predicted βάλτη. In 478 cases the call to the lexicon did not lead to the correct lemma and in 21 cases of these the predicted lemma was correct, but, since it was not in the lexicon, AGILe’s correction led to an incorrect outcome; all of these 21 cases are unique names, rare words or hapaxes. For example, the lemma for the wordform ἔρχημα, occurring only twice in the corpus is ἔρχημα, and the lemma for the wordform Ρόδιος should be Ρόδιος; both of these were correctly predicted by AGILe, but then erroneously corrected to respectively ἔρχημα and Ρόδιος, since the gold lemmas are not in the lexicon.

5.3 Comparison with Other Lemmatizers

Compared to the other four evaluated lemmatizers (see Table 5), the performance of AGILe on the test set is the highest, 85.1%. From a preliminary comparison between the wordforms incorrectly lemmatized by AGILe and by the already existing lemmatizers, it becomes clear that AGILe improves lemmatization on all points identified in the conclusion of Section 5.2 with the only exception being the phenomenon of crasis. Since rules were built in to skip over the digamma and the h, these cases are now mostly lemmatized correctly. Moreover, AGILe is able to correctly deal with dialectal variation either immediately or after correction. Immediately in cases such as the form ἄμερα (gold: ἄμερα), where the predictions were as follows: ἄμερα (UDPipe), ἄμερα (CLTK), ἄμερος (GLEM), ἄμερος (AGILe--predicted); after correction for example for the wordform βομόν (gold: βομός), wrongly predicted by all the other tested lemmatizers --as βομίς (UDPipe), βομίς (CLTK), βομίς (CLTKb) and βομίς (GLEM)--, but correctly by AGILe from the wrongly predicted βομίς to the right βομός. The specific subject matter of the CGRN, with its focus on rituals of sacrifice, also enhanced vocabulary of most wordforms of the CGRN, (e.g. ἱεροποιεῖν, ἵππος, Μούνυχιών), names of gods (Ἀισχύλος, Βάρβαρος), and words beginning with ἱερ-/ἱερ- (e.g. ἱερόπολις and ἱερεῖον). The correct lemmatization of most wordforms of ἰς, even if 8 wordforms of this lemma are still wrongly lemmatized, brings an improvement in 84 cases if compared to the other tested lemmatizers and the correct identification of words beginning with ἵππος/ἱερ- adds another 40 correct lemmas, always compared to the other tested lemmatizers. Another improvement is found for the ‘more difficult’ verb forms such as κατέλαβος, and κατέδεικτον, for which we report the lemmatizations produced by AGILe and the other tested lemmatizers. κατέλαβος was wrongly lemmatized by the other tools as κατέλαβος (UDPipe), κατέλαβος (CLTK), κατέλαβος (CLTKb) and κατέλαβος (GLEM), while AGILe predicted the correct κατέλαβος; κατέδεικτον was also wrongly lemmatized by the other tools, as κατέδεικτον (UDPipe), κατέδεικτον (CLTK), κατέδεικτον (CLTKb) and κατέδεικτον (GLEM), and only AGILe predicted the gold κατέδεικτον.

6 Generalizability of AGILe

To better determine the specificity and the generalizability of AGILe, we also tested it on some literary data, as well as on epigraphic data other than the CGRN. To assess its performance on literary data, we tested AGILe on the PROIEL corpus (13,314 tokens) and obtained an accuracy of 73.6%. This is obviously lower than the accuracy obtained on CGRN and it is also lower than the accuracy reported on PROIEL for the UDPipe models (~94%, see Table 1). This suggests that AGILe indeed specializes on inscriptions and that other models are still better suited for lemmatizing literary texts.

To further evaluate AGILe’s performance on epigraphic data, we tested its performance on another available small corpus of inscriptions, the Cretan Institutional Inscriptions (Vagionakis, 2021). This collection includes 600 inscriptions written between the 7th and the 1st century BCE. The provenance of most inscriptions is Crete itself, but the corpus also includes texts from other parts of the Greek and Roman world, if their content concerns Crete; the corpus covers roughly the same timespan as the CGRN and includes various types of texts, such as decrees, political treaties, dedications and epitaphs. The texts focus on Cretan institutions and political entities. There is thus a reasonable overlap with the CGRN in its geographical and chronological range, in the types of text, and some of its subject matter (mostly, when the inscriptions concern religious institutions, such as priesthoods), but there also are many differences. On these texts, AGILe achieved an accuracy of 62.2%. There were 2471 errors, of which 1336 unique (taking out repetitions of the same error); of these 1336 unique errors, 955 cases went wrong only once, 381 more than once. On these results we performed a detailed error analysis. For this purpose, we selected a portion of all the errors, by including all the most frequent ones (the errors occurring 9 or more times, for a total of 34 unique cases) and by randomly adding other 234 errors, for a total of 268 unique errors (including three cases in which AGILe did not output any prediction). In this way we analysed 838 of AGILe’s errors on this dataset. It turned out that in 513 of these errors, AGILe is actually correct (61% of the initially reported 838 “errors”). The reported errors were in most cases only due to a difference in lemmatization conventions. For example, the authors of the Cretan Institutional Inscription corpus chose the Cretan dialectal norm as the lemma, e.g. τίγχα for the form τίγχα instead of the LSJ form τίχα. The result was that AGILe’s out-

---

28 ἔρχημα is the only one of the 21 cases of detrimental correction to occur more than once in the CGRN.

29 This is particularly challenging to handle, since a wordform with crasis should be lemmatized to two lemmas; these cases were lemmatized in the CGRN as only one of the two, as in τυχώσασθε (= τυχώσασθε), which was lemmatized as τυχώσασθε.)
put τύχη was evaluated by the system as ‘wrong’, though it is actually correct. In our random sample of 835 ‘errors’, we counted 504 of such cases. There were 9 other cases in which we consider AGILE’s output to be actually correct, though inconsistent with lemma in the CII corpus: when AGILE’s output was capitalized, but CII’s lemma was not or vice versa, when AGILE’s form was in a different voice (e.g. active instead of the medio-passive in the CII), when the gold lemma in the CII was actually wrong.

If we generalize our impressions from the sample to the whole dataset, the fact that in 61% of the initially reported errors in our sample the answer is actually correct, suggests that AGILE’s accuracy is actually much better than 62.2% and that perhaps in up to six out of ten cases of the initially reported “errors” AGILE was in fact correct, achieving a hypothetical accuracy of 85% (= 62% + 0.61*38%), similar to our reported accuracy on the CII. We also tested GLEM on the Cretan Institutional Inscriptions corpus, as it was the best performing lemmatizer on the CGRN out of those presented in Section 3. On this new data, GLEM achieves an accuracy of 51.2%, which is ten points lower than that observed on the CGRN (61.5%), though also in GLEM’s case, probably, many cases are false negatives, due to differences in choices during lemmatization. This suggests that (i) this dataset might be more difficult or in any case even further away than the CGRN in terms of language variety from the literary data GLEM was trained on; and that (ii) AGILE appears indeed more specialised than GLEM’s case, probably, many cases are false negatives, due to differences in choices during lemmatization.

Thucydides, the performance drops to 67.5% for Frog and 78.47% for GLEM, suggesting performance on inscriptions might be even lower. Moreover, we do not have information about how beneficial for GLEM’s lemmatization POS-tagging is. At this stage it is unclear whether training a POS-tagger specifically on (and for) ancient Greek inscriptions would be successful, considering the characteristics of these texts, and therefore there concretely is room for improving lemmatization thanks to POS-tagging.

Lastly, we would like to mention that this work has highlighted a lack of standardization in gold standard creation for lemmatization across different corpora of ancient Greek, which surely hinders progress and must be urgently addressed by the community. To optimize interoperability of corpora and projects, and the development of yet more Machine Learning-based tools for the automatic processing of Ancient Greek, we would suggest to follow a single standard for lemmatization future corpora of inscriptions, by always using the base forms present in the LSJ.

7 Conclusions

We have developed a lemmatizer specifically designed for ancient Greek inscriptions, AGILE, with improved performance on this kind of texts, in comparison to the available lemmatizers for ancient Greek. The lemmatizer has been released and it is open-access. We believe this is an important step towards facilitating the research of many Classics scholars all over the world. In this respect, we have already contacted the PHI, which hosts one of the most largely consulted corpora of ancient Greek inscriptions, to explore possibilities of integrating the tool in their platform.

Through a detailed error analysis, we showed that there is room for improving the accuracy of lemmatization, especially in the process of lexicon lookup; one option could be a weighted lookup, giving priority to the left part of the word, where the root generally is, to help the lemmatizer to select the correct lemma from the lexicon in the cases in which it contains more lemmas with the same edit distance from the predicted one, and a wrong, completely unrelated lemma is selected only because it comes before the correct one in the lexicon. However, this could introduce new errors elsewhere. Another possibility, once the lemmatizer is integrated in an online corpus of inscriptions, is to allow users to choose the correct lemmatization out of a set of options, following the example of the Perseus Digital Library, where users can select the best morphological analysis for each wordform when more are proposed.

Furthermore, an avenue that could be in theory explored for future improvement is to consider integrating other processing levels, such as POS-tagging. To integrate POS-tagging into the lemmatization process, a POS-tagger trained on ancient Greek inscriptions would be necessary and its training would require an adequate amount of (manually) labelled epigraphic data, which is at present unavailable. The currently available POS-taggers for ancient Greek are indeed all trained on literary texts, such as the one included in the CLTK pipeline for ancient Greek, based on Stanza and trained on data from the PROIEL treebank (Johnson et al., 2021). For this tagger, no accuracy is reported. The GLEM lemmatizer does also leverage POS-information provided by the Frog POS-tagger, retrained on the text of Herodotus from the PROIEL treebank (Bary et al., 2017). The accuracy of the Frog lemmatizer trained and tested on Herodotus is reported as 83.0%, against the 90.6% achieved by the GLEM POS-tagger, which improves Frog’s performance by using a lexicon. When the two POS-taggers are trained on Herodotus and tested on Thucydides, the performance drops to 67.5% for Frog and 78.47% for GLEM, suggesting performance on inscriptions might be even lower. Moreover, we do not have information about how beneficial for GLEM’s lemmatization POS-tagging is. At this stage it is unclear whether training a POS-tagger specifically on (and for) ancient Greek inscriptions would be successful, considering the characteristics of these texts, and therefore there concretely is room for improving lemmatization thanks to POS-tagging.
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