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I. INTRODUCTION

The thought experiment of Maxwell’s demon has inspired countless discoveries since its conception by Maxwell more than 150 years ago [1,2]. The original idea was to have two gases separated by a wall with a demon-controlled door. The demon lets particles through the door only if the overall entropy of the two gases is lowered [3]. This seemingly defies the second law of thermodynamics, and the mechanism can only be explained by including the demon’s information as entropy. Maxwell’s demon, the Szilard engine, and variations thereof all rely on information as a resource to lower entropy and extract work [4–8].

Various versions of Maxwell’s demon have been proposed theoretically [9–14], and the newfound ability to control and manipulate quantum degrees of freedom has led to a wave of experimental realizations [15–20]. Lately, other variants have also been proposed, e.g., a demon extracting heat using a gambling strategy [21] or a nonequilibrium system used as a demon to lower the entropy of a system [22].

So far, implementations of Maxwell’s demon have been considered only for Markovian baths. A Markovian bath is a bath whose evolution is memory free, i.e., the evolution of a system interacting with a Markovian bath depends only on the present state of the system [23–25]. Thus, all information flowing from the system to the bath is lost forever. By contrast, non-Markovian baths have memory effects which result in information backflow from the bath back into the system [26–29]. Previously, non-Markovian enhancement has been found for thermal engines [30,31].

In our work, we study a direct analog to the original thought experiment consisting of two baths separated by a qutrit interface. Through the three steps of acquiring, using, and erasing information, a demon can autonomously transfer quanta of heat from one bath to the other only if the overall entropy of the two baths is lowered. This setup is a simple toy model for intuitively understanding the interplay between the demon memory and the decrease in entropy. We show that the maximum entropy decrease is achieved in the limit of weakly non-Markovian baths. Furthermore, the entropy decrease due to the demon can be assisted by the increased predictability and backflow of information of the non-Markovian baths. This is done by comparing the entropy reduction as a function of the demon’s timing for both the Markovian and non-Markovian limits of the two baths. As we demonstrate below, this can be achieved in a small system realizable using several of the current quantum technology platforms.

II. SETUP

The studied model is two non-Markovian baths connected by a qutrit, as seen in Fig. 1. The non-Markovian baths are comprised of two parts: first, a Markovian bath of temperature $T_{C/M}$ and, second, a qubit with frequency $\omega_{C/H}$. A third qubit is used for demon memory. The Hamiltonian of the qutrit and the three qubits is given by

$$\hat{H}_0 = \omega_C [|1_C\rangle\langle 1_C| + |2_M\rangle\langle 2_M|] + \omega_H [|1_M\rangle\langle 1_M| + |1_H\rangle\langle 1_H|] + \omega_D |1_D\rangle\langle 1_D|.$$  

(1)

The qutrit states are denoted $|0_M\rangle$, $|1_M\rangle$, and $|2_M\rangle$; the cold (hot) qubit states are denoted $|0_{C(H)}\rangle$ and $|1_{C(H)}\rangle$; and the demon-memory states are denoted $|0_D\rangle$ and $|1_D\rangle$. We are using...
where \( \hat{\rho} \) with the memory dump.

The qutrit states \(|\sigma\rangle\) are connected by a qutrit. The cold non-Markovian bath consists of a qubit whose correlation functions decay due to the Markovian bath of temperature \( T_C \) and likewise for the non-Markovian hot bath. A third qubit is demon memory, which can decay through interaction with the memory dump.

The coupling strength between the Markovian baths and the cold and hot qubit is \( \gamma \), the coupling of the demon memory to the memory dump is \( \gamma_D(t) \), and the mean number of excitations in the bath mode of energy \( \omega_C \) and \( \omega_H \), respectively, is

\[
n_c = (e^{\omega_C/T_C} - 1)^{-1} \quad \text{and} \quad n_H = (e^{\omega_H/T_H} - 1)^{-1}.
\]

To study the effects of non-Markovianity, we can keep the qubit-bath coupling \( J \) constant while varying the rate of decay of the bath correlation functions through \( \gamma \). The Markovian limit for the cold (hot) bath is \( \gamma (n_{C(H)} + 1) / 2 \gg J \); see Appendix A. If the system is left alone, i.e., \( \bar{V}_D(t) = \gamma_D(t) = 0 \), and the demon memory is reset to \( |0_D\rangle \), the density matrix will eventually reach a unique steady state \( \bar{\rho}_s \). Unless otherwise stated, the parameters are suitably picked for superconducting circuits [33] to be \( J = 2 \text{ MHz}, \omega_C = 7 \text{ GHz}, \omega_H = 4 \text{ GHz}, T_C = 4 \text{ GHz} \approx 31 \text{ mK}, \) and \( T_H = 6 \text{ GHz} \approx 46 \text{ mK} \). We also set \( \gamma_D = 16 \text{ MHz} \) when the demon memory is interacting with the memory dump and \( \gamma_D = 0 \) otherwise. However, everything is simulated using unitless variables and can be suitably rescaled.

In summary, we study a cold non-Markovian bath interacting with the second excited state of the qutrit and a hot non-Markovian bath interacting with the first excited state of the qutrit. Excitations can thus be sorted from the cold to the hot bath by forcing the transition \( |2_M\rangle \rightarrow |1_M\rangle \). This could be achieved through decay, which is equivalent to the transition being coupled to a bath at zero temperature. However, this would clearly result in heat flowing from the cold bath to this bath, resulting in an entropy increase as expected.

III. SINGLE SHOT

Instead, we wish to elucidate the interplay between entropy and information using a Maxwell’s demon. The demon memory is modeled by the qubit with frequency \( \omega_D \). The demon operates in three steps:

Step 1. Information on the qubit is stored in the demon memory.

Step 2. The information is used to transfer one excitation from the cold bath to the hot bath.

Step 3. The demon memory is either reset or a clean memory slot is accessed.

For the qutrit in a general statistical mixture, the steps are

\[
\begin{align*}
\text{step 1:} & \quad p_0|0_M\rangle|0_D\rangle + p_1|1_M\rangle|1_D\rangle & \rightarrow & \quad p_0|0_M\rangle|0_D\rangle + p_1|1_M\rangle|0_D\rangle + p_2|2_M\rangle|1_D\rangle \\
\text{step 2:} & \quad p_0|0_M\rangle|0_D\rangle + p_1|1_M\rangle|1_D\rangle + p_2|2_M\rangle|1_D\rangle & \rightarrow & \quad p_0|0_M\rangle|0_D\rangle + p_1|1_M\rangle|1_D\rangle + p_2|2_M\rangle|1_D\rangle \\
\text{step 3:} & \quad p_0|0_M\rangle|1_D\rangle + (p_1 + p_2)|1_M\rangle|1_D\rangle & \rightarrow & \quad p_0|0_M\rangle|1_D\rangle + (p_1 + p_2)|1_M\rangle|1_D\rangle.
\end{align*}
\]

The first two steps constitute controlled NOT gates. These three steps will add energy to the system through work. Step 1 does average work \( p_{200D} \) and step 2 does average work \( -p_2(\omega_C - \omega_H) \). The work done through step 3 depends on how it is carried out. If the demon memory is reset through coupling to a cold bath, energy is subtracted through heat, and if a new demon memory is accessed, no heat or work is
The superconducting circuit control Hamiltonian relevant for this state at \( t = 0 \) is unknown, their entropy is denoted \( S_\text{tot} \). The transferred heat is also visible in the increase of \( S_1 \) and the decrease of \( S_0 \). Both entropies together with the total entropy \( S_\text{tot} \) during the operation of the demon is plotted in Fig. 2(e). The entropy of a system described by a density matrix \( \hat{\rho} \) is defined by

\[
S = - \sum_i \lambda_i \ln \lambda_i, 
\]
where \( \lambda_i \) are the eigenvalues of \( \hat{\rho} \).

The superconducting circuit control Hamiltonian relevant for this proposal can be written as

\[
\dot{\hat{V}}_D(t) = A_{YM}(t) (\langle i | 2_M \rangle | 1_M \rangle e^{-i(\omega_D - \omega_M)t} - \langle i | 1_M \rangle | 2_M \rangle e^{i(\omega_D - \omega_M)t}) \\
+ A_{YD}(t) (\langle i | 1_D \rangle | 0_D \rangle e^{-i\omega_Dt} - \langle i | 0_D \rangle | 1_D \rangle e^{i\omega_Dt}) \\
+ A_{CZ}(t) |2_M \rangle |1_D \rangle |2_M \rangle |1_D \rangle.
\]

The three amplitudes \( A_{YM}, A_{YD}, \) and \( A_{CZ} \) define the demon protocol. These are picked such that the single-qubit \( Y \)-rotation gate time is \( \tau_Y \) and the controlled-phase gate time is \( \tau_{CZ} \). Unless otherwise stated, we set \( \tau_Y = 0.02J^{-2} = 10 \) ns and \( \tau_{CZ} = 0.1J^{-1} = 50 \) ns, which is achievable in superconducting circuits \([35,36]\). To show this process in action, the system is left alone for times \( t < 0 \) such that the system reaches steady state \( \hat{\rho}_\text{ss} \) at \( t = 0 \). Afterwards, step 1 and step 2 are implemented using the protocol shown in Fig. 2(c). The populations, \( P(1) = \text{tr}(1\rho_\alpha) \) for \( \alpha \in \{1C, 2_M, 1_H, 1_D\} \), are plotted for this process in Fig. 2(d) with \( \hat{\rho} = \hat{\rho}_\text{ss} \) at \( t = 0 \). Here, \( \text{tr}(\bullet) \) denotes the trace over the entire Hilbert space. From Fig. 2(d), we notice several things. After step 1, the demon-memory population reaches the value of the qutrit population, \( P(1_D) \sim P(2_M) \). After step 2, \( P(2_M) \sim 0 \) and an excitation has been transferred from the cold to the hot bath, thus lowering the entropy of the baths and qutrit system. The transferred heat is also visible in the increase of \( P(1_H) \) and the decrease of \( P(1_C) \). The long-time behavior can be seen in Appendix B. Without step 3, the demon memory is left in a statistical mixture giving \( |1_D \rangle \) if an excitation was transferred and \( |0_D \rangle \) otherwise. Moreover, the entropy of the baths and qutrit system, \( S_{c-M-H} \), is lowered at the price of increasing the entropy of the demon memory, \( S_D \). Both entropies together with the total entropy \( S_{\text{tot}} \) during the operation of the demon is plotted in Fig. 2(e). The entropy of the system described by a density matrix \( \hat{\rho} \) is defined by

\[
S = - \sum_i \lambda_i \ln \lambda_i, 
\]
can be erased, allowing it to be reused. The demon memory is erased by letting it interact with the memory dump, i.e., $\gamma_D \neq 0$. We wish to study how the timing of the demon and the non-Markovian nature of the baths affect the transferred heat. Therefore, all three steps of the demon are repeated without allowing the qubits to thermalize between cycles. We let $T$ be the total time to perform all three steps. The three steps are repeated $n$ times such that when step 3 is finished, step 1 is performed once again. The process is depicted in Fig. 3(a). To quantify the transport between the cold and hot baths, we define the excitation current from the cold qubit to the qutrit as $J_C = \text{tr} \{ \hat{J}_C \hat{\rho} \}$, where $\hat{J}_C = -\sqrt{2}iJ \hat{c} \hat{c}^\dagger |2_M\rangle\langle 0_M| - \hat{d}_c^\dagger \hat{d}_c |0_M\rangle\langle 2_M|$, and the excitation current from the qutrit to the hot qubit as $J_H = \text{tr} \{ \hat{J}_H \hat{\rho} \}$, where $\hat{J}_H = -iJ (|0_M\rangle\langle 1_M| \hat{d}_h^\dagger - |1_M\rangle\langle 0_M| \hat{d}_h)$. Since the Hamiltonian is time dependent, this will vary in time. To get a good measure of the number of transferred excitations, this is integrated over a single demon cycle,

$$X = \lim_{n \to \infty} \int_{nT}^{(n+1)T} J_C(t) \, dt = \lim_{n \to \infty} \int_{nT}^{(n+1)T} J_H(t) \, dt. \quad (7)$$

The integral above is the transferred excitations during the $n$th cycle of the demon. Even though the Hamiltonian is time dependent, the integral does converge for larger $n$; see Appendix D. From this, we also define the average excitation current, $J_{av} = X/T$, driven by the demon. For large $T$, the system reaches the steady state $\hat{\rho}_{ss}$ between each cycle and the transferred number of excitations is

$$\lim_{T \to \infty} X \leq X_{ss}^{\text{inst}} = \text{tr} \{ |2_H\rangle\langle 2_H| \hat{\rho}_{ss} \} = e^{-\omega_0/T_C} \frac{e^{-\omega_0/T_H}}{1 + e^{-\omega_0/T_C} + e^{-\omega_0/T_H}}.$$ 

$X_{ss}^{\text{inst}}$ is the transferred number of excitations only for instantaneous gates. In a realistic setting, the system is allowed to evolve during steps 1 and 2, resulting in less excitations transferred. Therefore, the actual number of transferred excitations, even in the steady state, will be less than $X_{ss}^{\text{inst}}$. $X$ is plotted as a function of $T$ in Fig. 3(b) for different values of $\gamma$. $T$ is varied through step 3, while the time to perform steps 1 and 2 is constant since it depends only on $\tau_1$ and $\tau_2$. The dashed lines denote the case where the two qubits are traced away assuming that the states of the qubits are constant and thus Markovian; see Appendix A. Remarkably, the largest $X$ and thus the largest entropy decrease, is achieved for non-Markovian baths, $\gamma = 2J$. The explanation for this is as follows: For small $\gamma$, the demon is limited by the small rate of excitation of the cold qubit. For large $\gamma$, the correlations between the cold qubit and the qutrit are suppressed, resulting in a suppressed effective coupling between them that is similar to the quantum Zeno effect [23]. This explanation is further backed up in Appendix A. When the qubits start turning Markovian, $\gamma \geq 10J$, the full description predicts a larger $X$ than the Markovian theory. For $\gamma = 30J$, the Markov approximation is valid and the results overlap. As $\gamma$ becomes small, $X$ oscillates with $T$ due to non-Markovian effects or memory in the qubits. For $T$ sufficiently large, the system reaches the steady state between updates and the transferred excitations are the same for all $\gamma$.

Another interesting quantity is the average current, $J_{av}$, which is plotted in Fig. 3(c). Here the oscillations in $X$ for smaller $\gamma$ are again clearly seen. If the cold qubit is excited at $t = 0$, it will oscillate back and forth between the cold qubit and the qutrit. The excitation will be at the qutrit at times $t = \frac{\pi}{2J} (1 + 2k)$, where $k \geq 0$ is a whole number. The first four of these times are drawn as dashed lines in Fig. 3(c), which are close to the maxima in the oscillations. These oscillations are thus due to the non-Markovian nature of the cold bath. The period of oscillation between the qutrit and hot bath is $\pi/J$. However, this period is not present in Figs. 3(b) and 3(c), suggesting that the non-Markovian effects are predominantly due to the cold bath. This is further backed up in Appendix E. The largest entropy decrease is achieved with a combination of the larger coupling rate of Markovian baths and the increased predictability of non-Markovian baths. This balance is met for $\gamma (n_C + 1/2) \simeq J$. The precise value depends weakly on the hot bath temperature and two-qubit gate time; see Appendix F. However, the average current is robust towards changes in the coupling $\gamma$, and $\gamma (n_C + 1/2) = J$ results in an average current only a few percent smaller than the maximum on most cases. Since $X > 0$ even in reverse bias, $T_C < T_H$, the system also implements a device of negative rectification, $\mathcal{R} = -\frac{J_{av}}{J_{av} \gamma} < 0$. Here, $J_{av} \gamma$ is the average current in forward bias, $T_C > T_H$, and $J_{av} \gamma$ is the average current in reverse bias, $T_C < T_H$. In order to resolve the non-Markovian dynamics and efficiently transfer excitation, we would expect to need gate times that are much shorter than.
the evolution of the system, $\tau_{CZ}, \tau y \ll J^{-1}$. In Appendix G, we find that the non-Markovian effects are seen for a wide range of gate times, $\tau_{CZ} \lesssim 0.4 J^{-1}$, and cold bath temperatures. However, $X$ only approaches the ideal, $X_{\text{ss}}$, for $\tau_{CZ} \lesssim 0.2 J^{-1} = 100 \text{ ns}$, which is achievable for superconducting circuits.

V. CONCLUSIONS

We have elucidated the interplay between entropy and information in the Maxwell’s demon thought experiment using a simple cold bath, qutrit, and hot bath setup. Thus entropy can be decreased through three simple demon steps of acquiring, using, and deleting information. In deleting the information, the entropy of the memory dump is increased. Furthermore, we showed that the largest decrease in entropy is achieved on the border between Markovian and non-Markovian baths using a well-timed demon. This is due to a combination of two effects. First, the demon efficiency is limited by the effective coupling between the cold bath and the qutrit. This effective coupling is largest for balanced couplings, $\gamma (n_c + 1/2) \approx J$. Second, excitations oscillate back into the qutrit from the cold bath at certain times. By letting the demon operate at these times, the entropy decrease is boosted by the non-Markovian effects. Finally, we found that the demon can primarily be assisted by non-Markovian effects in the cold bath.

The setup can be implemented in superconducting circuits through four transmons: three concatenated to the lowest two levels and the fourth using the three lowest levels. All three qubits are coupled capacitively to the qutrit inducing hopping at resonance with strength $J$ as seen in the Hamiltonian (2). Single-qubit gates can be performed by capacitively coupling to a drive line, and a controlled-phase gate can be performed by using the avoided crossing of the higher excited levels.
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APPENDIX A: MARKOVIAN LIMIT

We wish to calculate the Markovian limit of the two baths. To do this, the cold and hot qubits are assumed to have quickly decaying correlation functions such that they can be traced away. First, we study the Markovian limit for just the cold qubit. The Hamiltonian of just the cold qubit is

$$\hat{H}_C = \omega_C |1_C\rangle \langle 1_C|.$$ 

In the case where this qubit is only weakly coupled to the rest of the system but strongly coupled to the heat bath, $J \ll \gamma$, the evolution of the density matrix of just the cold qubit $\hat{\rho}_C$ will predominantly be determined by the heat bath,

$$\frac{d\hat{\rho}_C}{dt} = -i[\hat{H}_C, \hat{\rho}_C] + \gamma n_C \left( \hat{\sigma}_C^+ \hat{\rho}_C \hat{\sigma}_C^- - \frac{1}{2} (\hat{\sigma}_C^+ \hat{\sigma}_C^+ \hat{\rho}_C) \right) + \gamma (n_C + 1) \left( \hat{\sigma}_C^- \hat{\rho}_C \hat{\sigma}_C^+ - \frac{1}{2} (\hat{\sigma}_C^- \hat{\sigma}_C^- \hat{\rho}_C) \right).$$

$$n_C = e^{\omega_C / T_C} - 1)^{-1}.$$ 

The state of the cold qubit will after sufficient time approach the thermal state,

$$\hat{\rho}_C (t \to \infty) = \frac{e^{-\beta \hat{H}_C}}{\text{tr}[e^{-\beta \hat{H}_C}]} = (1 - \lambda_c)|0_C\rangle \langle 0_C| + \lambda_c |1_C\rangle \langle 1_C|,$$

$$\lambda_c = (1 + e^{\omega_C / T_C})^{-1}.$$ 

In the Markovian limit, the cold qubit is assumed to remain in this state even for $J \neq 0$. The coherences between the qubit and the qutrit will decay exponentially in $\gamma$ and can therefore be neglected. In the Heisenberg picture, an operator $\hat{B}$ will evolve as

$$\frac{d}{dt} \hat{B}(t) = i[\hat{H}_C, \hat{B}(t)] + \gamma n_C \left( \hat{\sigma}_C^+ \hat{B}(t) \hat{\sigma}_C^+ - \frac{1}{2} (\hat{\sigma}_C^- \hat{\sigma}_C^- \hat{\rho}_C) \right) + \gamma (n_C + 1) \left( \hat{\sigma}_C^- \hat{\rho}_C \hat{\sigma}_C^+ - \frac{1}{2} (\hat{\sigma}_C^- \hat{\sigma}_C^- \hat{\rho}_C) \right).$$

The Heisenberg picture is shown through the explicit time dependence. This can be solved for the ladder operators giving

$$\hat{\sigma}_C^- (t) = e^{-i \omega_C t - \gamma (n_C + 1/2) t},$$

$$\hat{\sigma}_C^+ (t) = e^{-i \omega_C t + \gamma (n_C + 1/2) t}. $$

With this the time correlation function, $(\hat{B}^\dagger (t) \hat{B})$, for these two operators can be found to be

$$\langle \hat{\sigma}_C^+ (t) \hat{\sigma}_C^- \rangle = \text{tr} \left( \hat{\sigma}_C^+ (t) \hat{\sigma}_C^- \hat{\rho}_C \right) = \lambda_c e^{-i \omega_C t - \gamma (n_C + 1/2) t},$$

$$\langle \hat{\sigma}_C^- (n) \hat{\sigma}_C^- \rangle = (1 - \lambda_c) e^{-i \omega_C t - \gamma (n_C + 1/2) t}. $$

The one-sided Fourier transforms are thus

$$\Gamma_C^+(\omega) = \int_0^\infty dt e^{-i \omega t} \langle \hat{\sigma}_C^+ (t) \hat{\sigma}_C^- \rangle$$

$$= \lambda_c \int_0^\infty dt e^{i (\omega - \omega_C) t - \gamma (n_C + 1/2) t}$$

$$= \frac{i}{\omega_C - \omega + i \gamma (n_C + 1/2)}$$

$$= \lambda_c \frac{\gamma (n_C + 1/2)}{\omega_C - \omega + i (\omega_C - \omega)}$$

$$= \lambda_c \frac{\gamma (n_C + 1/2)}{(\omega_C - \omega)^2 + \gamma^2 (n_C + 1/2)^2}.$$
And thus

\[\gamma_{C}^{\pm}(\omega) = \Gamma_{C}^{\pm} + \Gamma_{C}^{++} = \frac{\gamma_{C}(2n_{C} + 1)}{(\omega_{C} - \omega)^2 + \gamma_{C}^2(n_{C} + 1/2)^2},\]

\[\gamma_{C}^{\pm}(\omega) = \Gamma_{C}^{\pm} + \Gamma_{C}^{++} = \frac{\gamma_{C}(1 - \lambda_{C})(2n_{C} + 1)}{(\omega_{C} + \omega)^2 + \gamma_{C}^2(n_{C} + 1/2)^2}.\]

The same calculation can be carried out for the hot qubit,

\[\gamma_{H}^{\pm}(\omega) = \frac{\gamma_{H}(2n_{H} + 1)}{(\omega_{H} - \omega)^2 + \gamma_{H}^2(n_{H} + 1/2)^2},\]

\[\gamma_{H}^{\pm}(\omega) = \frac{\gamma_{H}(1 - \lambda_{H})(2n_{H} + 1)}{(\omega_{H} + \omega)^2 + \gamma_{H}^2(n_{H} + 1/2)^2}.\]

The interactions between the qutrit and two qubits are given by the terms

\[\hat{H}_{C-M} = \sqrt{2J}(\hat{\sigma}_{C}^{+}|0_{M}\rangle\langle 2_{M}| + \hat{\sigma}_{C}^{-}|2_{M}\rangle\langle 0_{M}|),\]

\[\hat{H}_{M-H} = J(|1_{M}\rangle\langle 0_{M}|\hat{\sigma}_{H}^{-} + |0_{M}\rangle\langle 1_{M}|\hat{\sigma}_{H}^{+}).\]

Treating the two qubits as environments and using the Redfield equation, after the Born-Markov and secular approximations, the master equation becomes

\[\frac{d\hat{\rho}}{dt} = -i[\hat{H}_{0,m} + \hat{V}_{d}(t), \hat{\rho}] + \mathcal{D}_{C}[\hat{\rho}] + \mathcal{D}_{H}[\hat{\rho}] + \mathcal{D}_{D}(t)[\hat{\rho}],\]

\[\mathcal{D}_{C}[\hat{\rho}] = 8J^2\frac{1 - \lambda_{C}}{\gamma_{C}(2n_{C} + 1)}\left(|0_{M}\rangle\langle 2_{M}|\hat{\rho}|2_{M}\rangle\langle 0_{M}| - \frac{1}{2}(|2_{M}\rangle\langle 2_{M}|, \rho)\right) + 8J^2\frac{\lambda_{C}}{\gamma_{C}(2n_{C} + 1)}\left(|2_{M}\rangle\langle 0_{M}|\hat{\rho}|0_{M}\rangle\langle 2_{M}| - \frac{1}{2}(|0_{M}\rangle\langle 0_{M}|, \rho)\right),\]

\[\mathcal{D}_{H}[\hat{\rho}] = 4J^2\frac{1 - \lambda_{H}}{\gamma_{H}(2n_{H} + 1)}\left(|0_{M}\rangle\langle 1_{M}|\hat{\rho}|1_{M}\rangle\langle 0_{M}| - \frac{1}{2}(|1_{M}\rangle\langle 1_{M}|, \rho)\right) + 4J^2\frac{\lambda_{H}}{\gamma_{H}(2n_{H} + 1)}\left(|1_{M}\rangle\langle 0_{M}|\hat{\rho}|0_{M}\rangle\langle 1_{M}| - \frac{1}{2}(|0_{M}\rangle\langle 0_{M}|, \rho)\right),\]

\[\mathcal{D}_{D}(t)[\hat{\rho}] = \gamma_{D}(t)\left(\hat{\sigma}_{D}^{+}\hat{\rho}\hat{\sigma}_{D} - \frac{1}{2}[\hat{\sigma}_{D}^{+}\hat{\sigma}_{D}, \rho]\right),\]

\[\hat{H}_{0,m} = \omega_{C}|2_{M}\rangle\langle 2_{M}| + \omega_{H}|1_{M}\rangle\langle 1_{M}| + \omega_{D}|1_{D}\rangle\langle 1_{D}|.\]

Here, \(\hat{V}_{d}(t)\) is the driving Hamiltonian. This approximation is valid when the correlation functions of the bath from Eq. (A1) decay much faster than the dynamics of the system. Therefore,

\[\gamma(n_{C} + 1/2) \gg \sqrt{2J} \quad \text{and} \quad \gamma(n_{H} + 1/2) \gg J\]

for the cold and hot qubit, respectively. So the Markov approximation is not only valid for large \(\gamma\), but also for large temperatures \(T_{C}\) and \(T_{H}\).

**APPENDIX B: DOUBLE OPERATION OF THE DEMON**

Here we study the simplest operation where non-Markovian effects become important, that is, a double operation of the demon. The populations for this simulation can be seen in Fig. 4. The protocol for the demon is the same as in Fig. 2. However, in order for the demon to operate twice, the demon memory is allowed to decay between operations, as in Fig. 3(a). The time between operations is denoted \(\tilde{T}\). From the first demon operation and until the second demon operation, the populations are the same as in Fig. 2(d). Here the oscillations between the qubits and the qutrit are clearly visible. In Fig. 4(a), the second demon operation is at \(t = \frac{\tilde{T}}{2}\), which is the time it takes one excitation at the cold qubit to oscillate to the qutrit and back twice. This results in a total of \(\tilde{X} \approx 0.11\) transferred excitations. In Fig. 4(b), the second demon operation is at \(t = \frac{\tilde{T}}{2}\), which is the time it takes one excitation to perform 2.5 oscillations. This results in a total of \(\tilde{X} \approx 0.17\) transferred excitations. This is the effect that is exploited in the full demon protocol. However, note that if \(\gamma\) is made bigger, the oscillations become damped, and the plot will look different.

**APPENDIX C: INFORMATION FLOW**

To quantify the information flow in the Maxwell’s demon system, we define the multipartite mutual information,

\[I_{C.T.H.D} = \sum_{a \in \{C,T,H,D\}} S_{a} - S,\]
\[ \gamma_n \text{ transferred excitations converge,} \]

\[ \lim_{T \to \infty} \int_{nT}^{(n+1)T} \mathcal{J}_C(t) \, dt = \lim_{n \to \infty} \int_{nT}^{(n+1)T} \mathcal{J}_H(t) \, dt. \]

To check that this limit does indeed exist, we look instead at

\[ X_{C,n} = \int_{nT}^{(n+1)T} \mathcal{J}_C(t) \, dt, \]

\[ X_{H,n} = \int_{nT}^{(n+1)T} \mathcal{J}_H(t) \, dt. \]

First, we plot \( X_{C,n} \) and \( X_{H,n} \) as a function of \( n \) in Fig. 6(a) for \( \gamma = 10J \) and \( T = J^{-1} \). It is seen that they both converge to the same value, as expected. Next, \( X_{H,n} \) is plotted as a function of \( n \) in Fig. 6(b) for different values of \( T \). \( X_{H,n} \) clearly converges for all values of \( T \); however, convergence is slower for smaller \( T \). Likewise, we plot \( X_{H,n} \) as a function of \( n \) for different values of \( \gamma \) in Fig. 6(c). From this, we see that convergence is slower for \( \gamma = 0.5J \) and \( \gamma = 30J \). Due to these results, we choose to let \( n \in [200, 400] \) for \( \gamma = 30J \) and \( n \in [100, 200] \) otherwise. The lower part of the interval is used for large \( T \), while the upper part of the interval is used for smaller \( T \). Furthermore, \( X \) is averaged over 10 cycles.

**APPENDIX E: SOURCE OF THE NON-MARKOVIAN EFFECTS**

To study which bath is the biggest source of the non-Markovian effects, \( X \) is plotted as a function of both \( T \) and the cold bath temperature \( T_C \). In Fig. 7(c), for \( T_C < \omega_C \), the cold bath is non-Markovian and the oscillations are observed. For \( T_C > \omega_C \), the cold bath starts turning Markovian and the oscillations disappear. Therefore, the non-Markovian effects are mainly due to the cold bath. This is further supported by the fact that the oscillations were found to have a period of \( \frac{\pi}{\sqrt{2}} \) in the main article. As mentioned, this corresponds to excitations oscillating between the cold qubit and the qutrit. Excitations oscillating between the hot qubit and qutrit would have period \( \frac{\pi}{T} \), which is not what we see. Note that \( T_H = 1000J \simeq 0.29\omega_C \) in Fig. 7(c) such that \( T_C > T_H \) in some cases. Since \( X > 0 \) for both forward bias, \( T_C > T_H \), and reverse bias, \( T_C < T_H \),
the system also implements a device of negative rectification, $R = -\frac{1}{\omega} J_{av}$, which is not important. If $\gamma(n_c + 1/2) = J$ is picked, the average current is within a few percent of the maximum that can be achieved in all four cases seen in Fig. 8(b).

APPENDIX G: EFFECTS OF DIFFERENT GATE TIMES

In order to resolve the non-Markovian dynamics and effectively transfer excitation, we would expect to need gate times that are much shorter than the evolution of the system, $\tau_{\text{CZ}}, \tau_Y \ll J^{-1}$. Therefore, $X$ is plotted in Fig. 7(d) as a function of $T$ for different values of the controlled-phase gate time, $\tau_{\text{CZ}}$. We see that the non-Markovian dynamics is seen for all gate times. However, $X$ only approaches the ideal, $X_{\text{opt}}$, for $\tau_{\text{CZ}} \leq 0.2J^{-1} = 100$ ns, which is achievable for superconducting circuits.
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