Real-space spectral simulation of quantum spin models: Application to the Kitaev-Heisenberg model
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Abstract

The proliferation of quantum fluctuations and long-range entanglement presents an outstanding challenge for the numerical simulation of interacting spin systems with exotic ground states. Here, we present a Chebyshev iterative method that gives access to the thermodynamic properties and critical behavior of frustrated quantum spin models with good accuracy. The computational complexity scales linearly with the Hilbert space dimension and the number of Chebyshev iterations used to approximate the eigenstates. Using this approach, we calculate the spin correlations of the Kitaev-Heisenberg model, a paradigmatic model of honeycomb iridates that exhibits a rich phase diagram including a quantum spin liquid phase. Our results are benchmarked against exact diagonalization and a popular iterative method based on thermal pure quantum (TPQ) states. All methods accurately predict a transition to a stripy (spin-liquid) phase for the critical value of the Kitaev coupling $J_K ≈ −1.3J_H$ ($J_K ≈ −8.0J_H$) for honeycomb layers with ferromagnetic Heisenberg interactions ($J_H > 0$). Our findings suggest that a hybrid Chebyshev-TPQ approach could open the door to previously unattainable studies of quantum spin models in two dimensions.
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1 Introduction

In strongly correlated materials, the interplay between different types of interactions can conspire to produce rich $T=0$ phase diagrams characterized by a series of transitions between paramagnetic, magnetically ordered and quantum spin liquid phases. These quantum phase transitions are driven by one or more parameters in the Hamiltonian, such as an external magnetic field or a spin exchange coupling constant. When a drastic change in the ground state occurs as one of these parameters is varied, there is an accompanying change in the thermodynamic properties. This change manifests itself in the form of critical behavior of quantities such as the structure factor and the susceptibility, which scale with the parameter that drives the transition $[1,2]$.

The study of the subtle competition between quantum fluctuations and interactions at the heart of quantum phase transitions often calls for a numerical approach $[3–9]$. Exact solutions are only known for a handful of cases (a well-known example is the isotropic Heisenberg chain in one dimension $[10]$). Moreover, in low dimensions, the presence of strong quantum fluctuations limits the applicability of mean-field approaches. Exact diagonalization (ED) methods, such as those based on the Lanczos algorithm $[11]$, are the next step beyond exact analytical solutions. There are several examples of the application of this method to interacting spin systems, for example Refs. $[3,9,12]$. Unfortunately, these are limited to relatively small system sizes, even when codes are optimized so as to include eventual symmetries of the model. The culprit is the exponential scaling of the computational cost with the system size, which is particularly severe in dimensions greater than one. In an attempt to go beyond this limitation of ED, several numerical techniques have been deployed with varying degrees of success, including series expansions $[13–19]$, quantum Monte Carlo (QMC) $[5,6,20]$, density matrix renormalization group (DMRG) $[21–23]$ and thermal pure quantum (TPQ) states $[24–27]$.

The most efficient numerical schemes amenable to large-scale computations share a key feature: they aim at reconstructing expectation values of quantum observables without having to fully diagonalize the Hamiltonian. The resulting computational cost depends crucially on how the expectation values of the observables are evaluated. Here, two relevant aspects are at play. The first has to do with how the corresponding operators are reconstructed. The second relates to the process by which one obtains the expectation value. Usually this process is a stochastic one, unless there is prior knowledge about some of the system’s features, in which case a variational approach can be viable $[20,28,29]$.

In principle, QMC methods can be used to probe large systems in any number of dimensions, while remaining numerically exact $[5,6]$. However, they are plagued by the sign problem $[30]$. This is a situation where the variance of the estimators of quantities of interest increases exponentially due to quantum statistics. The severity of the problem depends on the nature of the correlations in the model. Generally, the sign problem tends to be more acute in frustrated systems, hampering the use of QMC to extract quantities of interest, such as correlation functions. The sign problem and the limited range of models that QMC is able to access emphasize the need
for a general purpose method that can be used more broadly as an alternative to ED and QMC.

In this work, we apply a general-purpose iterative method based on Chebyshev polynomial expansions to compute spin correlations with controlled accuracy in a paradigmatic frustrated system with competing (Kitaev and Heisenberg) interactions. The Kitaev model on the honeycomb lattice is one of the rare examples of an exactly solvable microscopic model \cite{Kitaev06} showing exchange frustration, i.e. nearest neighbor interactions that cannot be simultaneously minimized. This is similar to geometric frustration which notably occurs in the case of the antiferromagnetic Ising model on the triangular lattice \cite{Nelson72}. In the Kitaev case, frustration is created by bond-directional interactions which give way to a fractionalized excitation spectrum of Majorana fermions. The physical realization of the Kitaev model has attracted great attention because it opens up the possibility of synthesizing spin liquid materials with exotic topological orders \cite{Balents06, Savary16}. Notably, in honeycomb iridates, which are transition metal oxides with partially filled d-shells, a subtle interplay of spin–orbit coupling and electronic correlations produces the type of bond-directional interactions that appear in the Kitaev model. Thus, these materials make good spin liquid candidates. In these spin-orbit assisted Mott insulators, the Kitaev exchange interaction is thought to be responsible for the emergence of a spin liquid phase \cite{Balents06, Savary16, Fidrysiak16, Neupert17, Wu17}.

The Kitaev exchange interaction also plays a key role in the modelling of other compounds such as the van der Waals ruthenate $\alpha$-RuCl$_3$. A recent relevant example is a study that proposes a minimal microscopic 2D spin model for $\alpha$-RuCl$_3$ \cite{Wang19}. The model at play is an extension of the Kitaev model that considers both Kitaev and Heisenberg exchange interactions, third neighbor exchange and $\Gamma$ interactions (i.e., terms that couple different spin components for each nearest neighbor bond). The authors treat this generalized Kitaev-Heisenberg (K-H) model using a a mean-field random-phase approximation, aiming at extracting quantities such as the dynamical structure factor \cite{Wang19}. The use of this mean-field approach is justified by comparing its results with those of exact diagonalization \cite{Karimi16}. However, exact diagonalization is limited to relatively small system sizes (for example, in Ref. \cite{Karimi16}, the authors use a 24-site cluster). Thus, this approach runs into the risk of overlooking large scale properties of the model. In fact, in Refs. \cite{Wang20, Cao21}, the authors detect small finite-size effects when computing the dynamical spin structure factor using QMC simulations of the Kitaev model in the presence of disorder — which deems the study of large scale properties crucial — even for clusters of 288 sites\footnote{Note that the Monte Carlo approach of Refs. \cite{Wang20, Cao21} requires the partial diagonalization of the original Hamiltonian in terms of Majorana fermions. On the other hand, a direct Quantum Monte Carlo simulation of the Kitaev model suffers from the sign problem.}. These developments illustrate the need to develop accurate, general purpose computational methods that scale favorably with the system size.

This work is organized as follows. Section 2 provides a bird’s-eye view of the Chebyshev polynomial-based spectral approach and its applications in condensed matter physics. In Sec. 3 we give details of the techniques used throughout this study: the microcanonical variant of the TPQ (Sec. 3.1) and the iterative Chebyshev Polynomial Green’s function (CPGF) method (Sec. 3.2). We discuss the convergence properties in detail and close the section by briefly comparing the performance of the two approaches (CPGF and TPQ). In Sec. 4 we use these methods to compute the ground state and nearest-neighbor spin–spin correlation function of the K-H model and compare our findings with existing results obtained with the ED technique. We present a detailed analysis of the dependence of our estimators for the spin–spin correlation on the relevant parameters: the number of initial random states, truncation order and, in the case of the CPGF, also the energy resolution. Finally, in Sec. 5, we point out the pros and cons of each method. In particular, we emphasize the additional control gained by specifying the energy resolution directly.
in CPGF and we explain in which situations this additional control could prove useful. Possible extensions of this work are highlighted.

2 Chebyshev spectral methods: rationale

The Chebyshev polynomial-based spectral method is an increasingly popular tool in the simulation of many-body systems that fulfills the requirement of general applicability [41–53]. It relies on the iterative spectral reconstruction of the target functions of interest (e.g., density of states and spin–spin correlations). The iterative scheme is stable and can be made as accurate as required within the specified energy resolution. Unlike ED —which relies on the knowledge of individual states and therefore is limited to very small systems — the spectral approach uses a coarse-grained description of energy states to provide estimates for quantum observables in large systems (see Fig. 1). In practical implementations, spectral methods take advantage of a stochastic computation of the moments of the polynomial expansion to further reduce the computational cost and are amenable to parallelization.
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Figure 1: In the spectral approach, the energy spectrum is probed using a coarse-grained average of energy states within the required energy resolution $\eta$.

The technique we based this work upon [54, 55] has proven to be very effective in dealing with tight-binding models, allowing unprecedented large-scale simulations with billions of atomic orbitals [54, 56]. Our aim here is to show that such a real-space spectral approach can be used on its own (or combined with TPQ), with various degrees of approximation, to explore the low-temperature properties of two-dimensional quantum spin models.

The efficient evaluation of Chebyshev moments relies on estimators for expectation values that exploit random vectors\(^2\) to evaluate traces of operators [57]. The idea is to approximate the trace of an operator by an average of expectation values in random vectors, i.e. $\text{Tr}_{\text{STE}} \hat{O} := \frac{1}{N_{\text{rd.vec}}} \sum_{r=1}^{N_{\text{rd.vec}}}(r|\hat{O}|r)$. The relative error scales favourably with the Hilbert space dimension ($\propto 1/\sqrt{D}$) and, for a fixed system size, can be made as small as desired by increasing the number of random vectors. This technique, dubbed stochastic trace evaluation, is ubiquitous in the study of condensed phases and is used in ED methods, such as those based on the Lanczos algorithm, in the method of thermal pure quantum states [24,25], and in the kernel polynomial method [41].

\(^2\)A random vector is defined as $|r\rangle = \sum_{i=1}^{D} \zeta_i |i\rangle$, with $\{|i\rangle\}$ an arbitrary basis and $\zeta_i \in \mathbb{C}$ random variables that satisfy $\zeta_i = 0$, $\zeta_i \zeta_j = \delta_{ij}$ and $\overline{\zeta_i \zeta_j} = \delta_{ij}$ (here the bar denotes statistical average).
Stochastic trace estimators are a crucial advantage with respect to QMC because these estimators are free from the sign problem. Another crucial feature of the spectral approach is that it approximates target functions with uniform resolution over the full spectral range (and in the case of CPGF the resolution can be specified exactly). This is a key aspect in the study of phase transitions, particularly when one wishes to characterize the critical behavior of thermodynamic functions. There are two ways to define an energy resolution. One of them uses a kernel that is convoluted with the function that one wishes to expand in Chebyshev polynomials. In practice, this convolution leads to a modification in the coefficients of the expansion. This modification smears out so-called Gibbs oscillations which occur upon truncation of the Chebyshev series near discontinuities of the target function. These oscillations lead to a loss of precision and increased fluctuations, which are circumvented by convolution with an appropriate kernel [41]. Within this approach, the resolution is defined as the spread of the kernel in the $xy$-plane, and generally depends on the truncation order and energy. Here, instead, we use a Chebyshev decomposition of broadened lattice Green's functions that was proposed independently in the works of Ferreira and Mucciolo [54] and Braun and Schmitteckert [55]. This approach, coined CPGF [54], has two main features: (i) it is based on a stable, asymptotically exact expansion of lattice Green's functions; and (ii) the energy resolution is specified from the outset and is uniform over the full spectral range.

On the other hand, TPQ approximates the ground state by successive application of the Hamiltonian onto an initial random state. In TPQ, the number of iterations is proportional to a quantity that plays the role of an effective temperature in analogy with thermal annealing. Broadly speaking, this effective temperature plays the role of a resolution that becomes finer as more iterations are completed.

In the following sections, we will compare the two methods since they both scale linearly with the dimension of the Hilbert space $D$ with all other parameters being fixed. Moreover, both methods scale linearly with the number of polynomials required for spectral convergence (or iterations in the case of TPQ) $N_{\text{poly/it}}$ and with the number of realizations of the initial random state required for statistical convergence $N_{\text{rd.vec.}}$. The recent interest in these methods stems from the emerging trend in numerical simulations that combines stochastic trace evaluation of operators with highly efficient recursive approximations of spectral operators and Green's functions [26,27,44,47,48,51–53,56,58,59].

3 Methodology

The methods described in this section involve two main steps. First, an approximate spectral representation of the target state (e.g., the ground state) is obtained with polynomial computational complexity. This is achieved by recursively applying the Hamiltonian on an initial random state. After such quasi-eigenstate is found, the physical observable is computed by acting with the corresponding string of operators on the reconstructed state. Equivalently, one may regard this first step as a reconstruction of the relevant operator restricted to the desired energy shell. The second step then boils down to computing averages over random states drawn from the Hilbert space. The reconstructed operator will automatically restrict these to the relevant energy (with a pre-defined resolution in the case of CPGF).
3.1 Thermal Pure Quantum States

In this section, we follow closely the work of Sugiura and Shimizu \[24\]. The rationale of the TPQ method is to find a pure state that faithfully captures the equilibrium properties of a quantum system at finite temperature as accurately as possible. A TPQ state is constructed as follows. First, one generates a random state

$$|\psi_0\rangle \equiv \sum_{i=1}^{D} \xi_i |i\rangle.$$  

For simplicity, \{\{i\}\} is usually taken as the set of products states of individual spins. The distribution of energy in \(|\psi_0\rangle\) is proportional to the density of states

$$g(u; N) = \exp[NS(u; N)],$$

where \(s(u; N)\) is the entropy density, which converges to the \(N\)-independent one \(s(u; \infty)\) as \(N \rightarrow \infty\), where \(N\) is the number of sites on the lattice \[24\].

The basic procedure is an iterative one similar to minimization annealing schemes. The goal is to modify the distribution of energy in the random state so that it becomes sharply peaked at the desired energy \(E\). This is achieved by operating with a suitable polynomial of the Hamiltonian normalized to the number of sites on the lattice \(\hat{h} = \hat{H}/N\) onto \(|\psi_0\rangle\) iteratively. Take a constant \(l \sim O(1)\), such that \(l \geq e_{\text{max}}\), where \(e_{\text{max}}\) is the maximum eigenvalue of the Hamiltonian normalized to the number of sites. Start from \(|\psi_0\rangle\) and compute, respectively the energy density and the new state

$$u_k = \langle \psi_k | \hat{h} | \psi_k \rangle, \quad |\psi_{k+1}\rangle \equiv \frac{(l - \hat{h}) |\psi_k\rangle}{\| (l - \hat{h}) |\psi_k\rangle \|}$$

iteratively for \(k = 1, 2, \ldots, N_{\text{it}}\), the maximum number of iterations. Later, we will see that \(N_{\text{it}}\) plays a role analogous to the inverse of the resolution in the Chebyshev expansion.

The first energy density corresponds to the infinite temperature state at \(\beta = 0\). Thus, \(g(u; N)\) has its maximum at \(u = u_0\). Then, the energy density decreases gradually towards the ground state energy \(e_{\text{min}}\) as \(k\) is increased: \(u_0 > u_1 > \ldots > u_{N_{\text{it}}} \geq e_{\text{min}}\). One stops iterating at \(k = N_{\text{it}}\), when \(u_k\) gets close enough to the ground state energy for our purposes.

At finite temperature, \(N_{\text{it}} \propto N\) and \(|\psi_0\rangle, |\psi_1\rangle, \ldots, |\psi_{N_{\text{it}}}\rangle\) is a sequence of TPQ states corresponding to decreasing energy densities \(u_0 > u_1 > \ldots > u_{N_{\text{it}}} \geq e_{\text{min}}\). Thus, an estimate of the equilibrium value of an arbitrary observable \(\hat{A}\) is obtained as \(\langle \psi_k | \hat{A} | \psi_k \rangle\) as a function of \(u_k\). Correspondingly, an effective temperature \((T_{\text{eff}})\) may be obtained \[24\]. For each realization of the coefficients \(\{c_i\}\), \(\langle \psi_k | \hat{A} | \psi_k \rangle\) depends exponentially less on the number of sites \(N\) as the latter is increased due to self averaging properties. Hence, accurate results are often obtained with a few or even a single random vector realization \[24,25\].

3.2 Chebyshev Polynomial Green Function

This method consists of numerically evaluating the lattice resolvent operator via an exact expansion in terms of Chebyshev polynomials of the Hamiltonian matrix

$$\hat{G}(z) = (\hat{z} - \hat{H})^{-1}$$
with \( z = E + i \eta \) a complex energy variable. A key aspect is that the Green's function is reconstructed with uniform resolution over the entire energy range. For numerical stability, the resolution parameter should satisfy \( \eta = \text{Im} \, z \gtrsim \delta E \), where \( \delta E \) is the mean level spacing. To expand Eq. (4) into Chebyshev polynomials, we rescale the Hamiltonian and the energy variables according to \( \tilde{z} = \epsilon + i \lambda \) and \( \tilde{H} = (\hat{H} - b)/a \). Here, \( \epsilon = (E - b)/a \) and \( \lambda = \eta/a \), and

\[
a = f \frac{E_{\text{max}} - E_{\text{min}}}{2}, \quad b = \frac{E_{\text{max}} + E_{\text{min}}}{2},
\]

where \( E_{\text{max}} \) and \( E_{\text{min}} \) are the extremal eigenvalues and \( f \approx 1.01 \) is a safety factor to ensure numerical stability. As customary, we work with Chebyshev polynomials of the first kind \( \{T_n(x) = \cos(\arccos nx)\} \) due to their favorable convergence properties [60].

Target functions of energy are evaluated by expressing the Green's function in terms of an exact polynomial expansion [54] in the rescaled Hamiltonian \( \tilde{H} \), as follows

\[
\hat{G}(\epsilon + i \lambda) = \sum_k \frac{\lambda}{(\epsilon - \epsilon_k)^2 + \lambda^2} |k\rangle \langle k| = \sum_{n=0}^{\infty} g_n(\epsilon, \lambda) T_n(\tilde{H}),
\]

with

\[
g_n(z) = -2i \frac{(-z - i \sqrt{1-z^2})^n}{1 + \delta_{0,n}} \frac{\pi \sqrt{1-z^2}}{\sqrt{1-z^2}}.
\]

The operators \( T_n(\tilde{H}) \) of Eq. (6) are constructed using the operator versions of the Chebyshev recursion relation

\[
T_0(\tilde{H}) = 1, \quad T_1(\tilde{H}) = \tilde{H}, \quad T_{n+1}(\tilde{H}) = 2 \tilde{H} T_n(\tilde{H}) - T_{n-1}(\tilde{H}).
\]

The series is truncated when the desired accuracy is achieved. The \( N_{\text{poly}} \)-th order approximation of the lattice Green's function is therefore

\[
\hat{G}_{N_{\text{poly}}}(\epsilon + i \lambda) := \sum_{n=0}^{N_{\text{poly}}-1} g_n(\epsilon, \lambda) T_n(\tilde{H}).
\]

We note that, as a rule of thumb, \( N_{\text{poly}} = a \lambda^{-1} \), with \( a = O(1) \), suffices to achieve machine precision in most cases [56].

The spectral operator within the CPGF approach can be defined as follows

\[
\delta_{\lambda}(\epsilon - \tilde{H}) = -\sum_n \text{Im}[g_n(\epsilon + i \lambda)] T_n(\tilde{H}).
\]

By applying this operator to a random state \( |r\rangle \), we obtain \( |\psi_r(\epsilon, \lambda)\rangle \), a state with energy \( \epsilon \) (within the resolution \( \lambda \)). Finally, expectation values are computed according to

\[
A_r(\epsilon, \lambda) := \frac{\langle \psi_r(\epsilon, \lambda) | \hat{A} | \psi_r(\epsilon, \lambda) \rangle}{\langle \psi_r(\epsilon, \lambda) | \psi_r(\epsilon, \lambda) \rangle},
\]
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Provided that the resolution $\lambda$ is adequate ($\lambda \to \delta \epsilon^\pm \equiv \delta E/a$, where $\delta E$ is the mean level spacing), one obtains an accurate estimate of the expectation value of $\hat{A}$ for a given energy $\epsilon$, according to

$$A_{\text{CPGF}}(\epsilon, \lambda) := \frac{1}{N_{\text{rd.vec.}}} \sum_{r=0}^{N_{\text{dim}}-1} A_r(\epsilon, \lambda) \underset{\lambda \to \delta \epsilon^+}{\longrightarrow} A(\epsilon). \quad (12)$$

As we shall in a concrete case see below, the standard deviation of this estimator is generally proportional to $N_{\text{rd.vec.}}^{-1/2}$ [57].

4 Applications: The Kitaev-Heisenberg model

In this section we apply the methods described in Sec. 3 to the K-H model on a $4 \times 3$ honeycomb lattice with periodic boundary conditions. We recover the results of Ref. [3] using three methods: ED (as used in the original reference), TPQ and CPGF, thereby showing that the latter is a viable alternative for the study of frustrated quantum magnets.

Figure 2: Nearest neighbor bonds on the honeycomb lattice colored in red, green and blue (respectively $\gamma = x, y, z$ in our cartoon). The bond-directional character of the Kitaev interaction implies that to each bond corresponds a different type of interaction. Similarly to the case of the Ising model on the triangular lattice, where we have geometrical frustration, here we have exchange frustration due to the nature of the interaction and it is not possible to find a spin configuration that simultaneously minimizes the energy on all links.

The K-H model combines Kitaev and Heisenberg interactions. For each nearest neighbor bond $\langle i, j \rangle$ on the honeycomb lattice, one has

$$\hat{H}_{\text{Kit.}}^{(\gamma)}_{ij} = J_K \hat{S}_i^\gamma \hat{S}_j^\gamma,$$
$$\hat{H}_{\text{Heis.}}_{ij} = J_H \hat{S}_i \cdot \hat{S}_j$$

with $J_K = -2\alpha$, $J_H = 1-\alpha$ and where $\gamma = x, y, z$ is one of the three types of bond on the honeycomb lattice. Here, $\alpha \in [0, 1]$ parameterizes the strength of each term. The Kitaev interaction is bond-directional, i.e. for each distinct type of bond $\gamma = x, y, z$, there is a correspondent interaction
(respectively $S^x S^x$, $S^y S^y$, $S^z S^z$), as shown in Fig. 2. The Hamiltonian can be cast as a sum over nearest neighbor bonds $\{i,j\}$ (the superscript refers to the type of bond) on the honeycomb lattice:

$$\hat{H} = \sum_{\{i,j\}} \left( \hat{H}_{\text{Heis.}, ij} + \hat{H}_{\text{Kit.}, ij}^{(\gamma)} \right).$$

(14)

Figure 3: Left panel — Comparison between the ground state energy of a 24-site Kitaev-Heisenberg model on the honeycomb lattice ($4 \times 3$ lattice with periodic boundary conditions) using both the TPQ method and ED. The two curves show excellent agreement. Right panel — Ground state nearest neighbor spin–spin correlation computed with TPQ compared with the ED result. In this TPQ calculation, we used 40000 iterations and 4 realizations of the initial random state.

For each value of $\alpha$, we computed the ground state energy using an ED technique (Lanczos algorithm). Then, we used this energy as an unbiased input for the Chebyshev expansion. The ground state energy can also be accurately estimated using TPQ; this is shown in Fig. 3 (left panel). This is because TPQ achieves its maximum effective resolution at low temperatures (i.e. large $N_{\text{it.}}$) where it accurately approximates the ground state and low-lying excitations [24,25,27,61]. In what follows, we present our results for the nearest-neighbor correlator of the K-H model computed with the different methods.

4.1 Results: TPQ

We focus the subsequent discussions on the nearest-neighbor correlation function of the K-H model. In Fig. 3 (right panel), we obtain remarkable agreement between the spin–spin correlation computed with ED and TPQ. We used 4 realizations of the initial random state across the entire phase diagram. As mentioned in Sec. 3.1, this suffices due to the self-averaging properties of the TPQ estimator. TPQ is designed to accurately estimate the ground state energy via an iterative procedure. Thus, it is perhaps not too surprising that the nearest-neighbor spin correlation function is computed with comparable accuracy. Note that near the isotropic, Heisenberg point ($\alpha = 0$) these two quantities are in fact exactly related. Our simulations show that convergence (with respect to $N_{\text{it.}}$) is generally fast. However, as we approach the Kitaev limit ($\alpha = 1$), the converge of the TPQ estimator for the spin–spin correlation slows down notoriously. As the Kitaev term on the Hamiltonian becomes dominant ($|J_K|/|J_H| \gg 1$), the ground state energy per site $\varepsilon_0$
and the nearest neighbor spin–spin correlation $\langle S_i \cdot S_j \rangle_{\langle ij \rangle}$ start to differ significantly. Hence, close to the spin liquid critical point (e.g., $\alpha \approx 0.8 \iff |J_K|/|J_H| \approx 8$), the computational effort grows substantially, with TPQ requiring about 40000 iterations for convergence to occur satisfactorily. This point will be addressed in detail below when contrasting TPQ with CPGF.

### 4.2 Results: CPGF

Next, we present the results obtained with the CPGF approach. We start by establishing the accuracy of the stochastic trace evaluation of Eq. (12). A detailed analysis shown in Appendix A confirms that the standard deviation of the estimate for the nearest-neighbor spin–spin correlation function scales as predicted, i.e. as the inverse square root of the number of realizations of the initial random state.

Figure 4: Ground-state spin–spin correlation function of the K-H model. The data represented by the dots were obtained using the CPGF method. The error bars are smaller than the size of the dots except at the phase transitions located at $\alpha \approx 0.4$ and $\alpha \approx 0.8$. The red dashed line shows our ED results (first reported in Ref. [3]). Inset: Close up of the transition to the spin liquid phase at $\alpha \sim 0.8$. These results were obtained with two different energy resolutions (in units of the coupling constant $J_H$). Statistical fluctuations are enhanced in the case of the finer resolution ($\eta = 0.00025J_H$). Error bars in the inset were estimated using 40-60 independent random vector realizations.

Figure 4 shows the correlation function of a 24-site cluster across the phase diagram calculated with the CPGF approach. As discussed in Ref. [3], the steps signal two quantum phase transitions i.e., from a Néel antiferromagnet to a stripy antiferromagnetic phase (at $\alpha \approx 0.4$) and from stripy antiferromagnetic phase to a spin liquid (at $\alpha \approx 0.8$).

To assess the spectral convergence in the K-H model, for any given resolution, we carefully track the evolution of the correlation function with $N_{\text{poly}}$ in Eq. (9). In Fig. 5, we show this behavior for energy resolution $\eta = 0.0005J_H$ for a spread of $\alpha$-values in the interval $[0, 1]$. As it turns out, good convergence is already achieved for $N_{\text{poly}} \sim 20000$ for all values of $\alpha$. This suggests that with the highest truncation order in our simulations (i.e., $N_{\text{poly}} = 40000$), one could in fact probe the system with energy resolutions approximately improved by a factor of 2. An enhanced
Figure 5: Spectral convergence for $\eta = 0.0005J_H$. Each color represents a different value of $\alpha$ as per the legend on the right.

Figure 6: Left panel — Spectral convergence near criticality for a resolution $\eta = 0.00025J_H$. At the critical point $\alpha = 0.808$, the required number of polynomials is similar to the number of iterations required by TPQ. Right panel — Convergence of the TPQ estimator. The $x$-axis shows the number of iterations used in the scheme described in Eq. (3). We chose representative values of $\alpha$ to illustrate convergence. Note that convergence is particularly slow for $\alpha = 0.808$, i.e. at the critical point for the transition to the spin liquid phase.

resolution is particularly important in the vicinity of a quantum critical point, as illustrated in the inset of Fig. 4.

A close up of the spectral convergence near the transition to a spin-liquid phase is reported in Fig. 6. First, we confirm that we obtain spectral convergence at the critical point $\alpha_c = 0.808$ with the finest simulated energy resolution ($\eta = 0.00025J_H$) (see Fig. 6 left panel). The curve illustrating this is shown in red. The convergence gets progressively slower as one approaches the quantum critical point from lower values ($\alpha < \alpha_c$, shown in Fig. 6 in purple). Remarkably, the convergence slows further in the quantum spin liquid phase ($\alpha > \alpha_c$, shown in Fig. 6 in orange). Convergence is established when the estimator shows no appreciable changes when more
polynomials are added to the CPGF expansion. Graphically, the spin–spin correlation flattens as
more polynomials are considered.

The right panel of Fig. 6 shows the equivalent convergence of the TPQ estimator for the
same values of $\alpha$. By comparing the two panels of Fig. 6, we conclude that close to the phase
transition to the spin liquid phase at $\alpha \sim \alpha_c$, the two methods require roughly the same
number of polynomials/iterations to achieve convergence (30000-40000). Here we consider the finest
resolution for the CPGF calculation ($\eta = 0.00025J_H$). In the TPQ calculation, convergence is
particularly slow at the critical point and comparatively faster for $\alpha < \alpha_c$ and $\alpha > \alpha_c$, whereas in
CPGF the convergence speed is similar for all values of $\alpha$ around the critical point. Notably, using
TPQ, the point we considered within the spin liquid phase closest to the transition ($\alpha = 0.812$)
still shows slow convergence (similar to that of the critical point).

We close this section with a note on computational cost. Our calculations were done using Intel
Xeon Gold 6138 processors running at 2 GHz. Each simulation required 70 GB of memory and
about 1.5h per core per random vector using 40000 polynomials. In this work, we used a simple
code to assess the viability of CPGF in two-dimensional systems of interacting quantum spins. We
expect that by implementing a multi-domain parallelization scheme as in the KITE code [56], we
could reduce the memory requirement to a few GB and achieve systems with 34–36 spins (i.e.,
similar Hilbert space dimension to the tight-binding systems with $10^{10}$ orbitals demonstrated in
Ref. [56] using KITE). Such an optimized implementation could enable the exploration of even
larger systems currently only accessible by DMRG and QMC [7, 39, 62–65].

5 Concluding Remarks

We studied the Kitaev-Heisenberg model on a $4 \times 3$ honeycomb lattice with periodic boundary
conditions using three distinct approaches. We started by reproducing the results of Ref. [3] using
exact diagonalization. Then, we recovered those results using TPQ and Chebyshev expansions
(CPGF), independently. For these two methods, we carefully examined the spectral and statistical
convergence properties.

In terms of computational effort, calculations with a 24-spin cluster are relatively modest for
both methods. We focused on this relatively small system so that we could reliably compare our
results with the ones obtained with ED, which we used as a control method. Another important
remark is that TPQ is designed to minimize the ground state energy, which in this case is closely
related to the observable we focus on (the nearest neighbor spin correlation). Consequently, TPQ
shows fast spectral convergence for most values of $\alpha$ (the parameter that drives the phase tran-
sition and interpolates between the Heisenberg and Kitaev models). CPGF shows similarly fast
convergence (i.e. the number of polynomials needed to match ED results is of the same order)
provided that the resolution is adjusted accordingly.

The resolution plays a central role when comparing the performance of the two approaches. In
CPGF, finer resolutions always require more polynomials to achieve convergence and there is
no reliable way to match the input resolution of CPGF to the effective resolution of TPQ (which
varies as more iterations are completed). Nonetheless, we managed to compare the two methods
by using ED as a control method. First, we focused on $\alpha \sim 0.8$ (close to the transition to the
spin liquid state at $\alpha_c = 0.808$) and obtained close agreement with the ED results using both
methods. Then, we examined their convergence properties. TPQ showed an erratic convergence
speed, particularly for $\alpha = \alpha_c$, at which point CPGF converges faster. For the other points we
considered close to the transition, CPGF converges faster as $\alpha \rightarrow \alpha_c^+$ and slower as $\alpha \rightarrow \alpha_c^-$. Broadly speaking, close to the transition, around 30000-40000 polynomials/iterations are needed to achieve convergence and thus match the ED results satisfactorily. TPQ shows lower statistical fluctuations and considering 4 realizations seems to suffice to achieve negligible deviations from the exact diagonalization results for all values of $\alpha$. CPGF shows higher fluctuations, particularly at the phase transition to the spin liquid state, in which case 40−60 random vectors are needed to produce negligibly small error bars. This also highlights the fact that a very fine resolution was needed to recover the ED results near the transition. On the other hand, away from quantum critical points, a comparatively coarse resolution is enough to reproduce the ED results and both methods show similar performance. Convergence is faster and a lower input resolution in CPGF suffices to match the results of ED.

Our results show a clear trade off that must be taken into account when choosing which method to use. TPQ is clearly designed to achieve maximum accuracy for the ground state. However, TPQ does not allow direct specification of the energy resolution, nor can it isolate excited states. The ensuing lack of control stems from the fact that expectation values are computed for a finite effective temperature in TPQ. Concomitantly, the additional control afforded by the CPGF approach — which can access excited states directly — could be useful for studying non equilibrium systems, such as those studied in Ref. [22].

A particularly relevant competing method is DMRG [23]. The idea of DMRG is to systematically truncate the exponentially large Hilbert space basis. The basis is rotated in the process in order to improve the accuracy of the truncation. This rotation is achieved via a series of global rotations generated by sweeping the lattice and thus focusing on a few sites at a time. The wide applicability of the DMRG procedure means that it can be used as a general purpose, sign problem free method to study 2D spin systems. Moreover, it yields results that are competitive with QMC. However, since DMRG was designed for 1D systems, it is more difficult to use DMRG in 2D and it is not as accurate as in 1D. CPGF is a potential alternative to DMRG because it poses no restrictions on dimensionality and its accuracy can be precisely controlled by ensuring statistical convergence and by adjusting the spectral resolution.

While CPGF has proven to be computationally intensive in the study of spin–correlations in the extended K-H model, it provides a general framework to investigate generic equilibrium and non-equilibrium properties (which, for example, TPQ is not designed for). Moreover, the observed differences in computational cost could be drastically reduced when studying other properties, such as long-range correlations, a point that is worthy of future study. Another important remark is that although we have used the ground state energy obtained with ED as an unbiased input for CPGF, Fig. 3 (left panel) clearly shows that the ground state energies from TPQ could have been used instead. Our findings therefore suggest a hybrid TPQ-CPGF approach to calculate generic low-temperature properties of quantum magnets: (i) first estimate the ground state energy with TPQ and (ii) then use the TPQ-estimated energy as an input to CPGF. Such an approach would avoid diagonalization, benefiting simultaneously from the strengths of TPQ (accurate estimate of the ground state energy) and CPGF (iterative reconstruction of generic observables with precisely defined energy resolution).
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A Stochastic Trace Evaluation

Figure 7: Standard deviation of the expectation value of the spin–spin correlation computed with CPGF for $\alpha = 0.818$ and resolution $\eta = 0.0005 J_H$ as a function of the number of random vectors used in the computation of the expected value. The linear fit confirms the expected behavior: $\sigma \propto N^{-1/2}_{\text{rd.vec.}}$.

We evaluate the expectation value of the spin correlation using a stochastic approach. Statistical convergence is obtained when the error bars become acceptably small. This information is encoded in the scaling of the standard deviation with the number of used initial random states. In Fig. 7, we confirm that we obtain the expected scaling ($\sigma \propto N^{-1/2}_{\text{rd.vec.}}$) [41], that is our error bars can made as small as required by simply averaging over more realizations of the initial random state.
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