Chaotic dynamics of graphene and graphene nanoribbons
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We study the chaotic dynamics of graphene structures, considering both a periodic, defect free, graphene sheet and graphene nanoribbons (GNRs) of various widths. By numerically calculating the maximum Lyapunov exponent, we quantify the chaoticity for a spectrum of energies in both systems. We find that for all cases, the chaotic strength increases with the energy density, and that the onset of chaos in graphene is slow, becoming evident after more than $10^4$ natural oscillations of the system. For the GNRs, we also investigate the impact of the width and chirality (armchair or zigzag edges) on their chaotic behavior. Our results suggest that due to the free edges the chaoticity of GNRs is stronger than the periodic graphene sheet, and decreases by increasing width, tending asymptotically to the bulk value. In addition, the chaotic strength of armchair GNRs is higher than a zigzag ribbon of the same width. Further, we show that the composition of $^{12}C$ and $^{13}C$ carbon isotopes in graphene has a minor impact on its chaotic strength.

In spite of the significance of graphene dynamics in determining a number of structural, conformational, thermal, and vibrational characteristics of the well studied nanomaterial, which is known to exhibit exceptional properties, a detailed investigation of its chaotic behavior is missing. Using a realistic, specifically designed, Hamiltonian for the description of the stretching of covalent bonds and the angle bending in planar graphenes, derived through accurate calculations from first principles and tested against available experimental data of graphene’s mechanical response, we examine the maximum Lyapunov exponent of two-dimensional bulk graphene as well as of graphene nanoribbons. In the former case the dependence of this chaos index on the energy of graphene is calculated, revealing a quadratic variation. In the latter case the dependence of the maximum Lyapunov exponent for both armchair and zigzag nanoribbons on the ribbon width is presented for various energies and the corresponding results are quantified by a simple analytical function.

I. INTRODUCTION

Graphene is a defect free single layer of graphite. It can be considered as the basic building block of most carbon nanomaterials such as graphene nanoribbons (GNR), carbon nanotubes (CNT) and fullerences among others. Experimental studies suggest that graphene carries exceptional physical properties including superior electron mobility, thermal conductivity, and mechanical characteristics. Consequently, it is thought of as a serious candidate for next generation electrodes, sensors, resonators, transistors, and super capacitors. With its flexibility, graphene sheets can also be used as an artificial membrane in biomedical research. Functionalized graphene derivatives open even larger horizons of applications – for example, applications to drug delivery processes of complex diseases. As such, there is clearly ample motivation for studying various properties of graphene.

Aside from the active experimental research on the diverse applications mentioned above, graphene dynamics can be used in order to better understand its mechanical and structural properties. Over the past decades the theoretical investigation of graphene structural properties has resulted in numerous works using primarily molecular dynamics (MD) simulations. The impact of geometrical factors on graphene’s conformation has been investigated by MD, as well as the effects of different kinds of defects on the spontaneous formation of various graphene nanostructures, ranging from GNRs and nanoscrolls to CNTs, nanocages and other exotic nanomaterials.

Quantitative analysis of the thermal conductivity, which is an important aspect, is also the subject of extensive study using MD. For GNRs it has been found that the thermal conductivity increases with their length and decreases with both tensile or compressive uniaxial strain, while it seems to be insensitive to bending or twisting deformations. In addition, MD simulations have shown that rough edges and vacancies significantly reduce the thermal conductivity of a GNR. MD has been further used to examine other thermal properties of graphene, like its thermal expansion.

Phonons in graphene have been also analyzed by MD calculations. In particular it has been shown that the phonon dispersion curves of graphene can be obtained at any temperature through the dynamical trajectories of the system. Phonon frequency variation with temperature for particular Raman active modes has also been computed. Further, the strain dependence of the same phonon of interest ($E_{2g}$ mode) has been dynamically calculated. Concerning the mechanical response of graphene, various elastic parameters, such as the Young modulus, bulk modulus,
Poisson ratio, shear modulus, fracture toughness, and critical compressive buckling, have been calculated using MD.\textsuperscript{45–50} The reported values of the Young modulus are in agreement with the experimental estimates,\textsuperscript{52} demonstrating the exceptional mechanical properties of graphene. GNRs’ Young modulus (Poisson ratio) increases (decreases) with their size\textsuperscript{45} regardless of the chirality (zigzag or armchair). Their Young modulus drops with increased concentration of vacancies.\textsuperscript{51} MD simulations show that GNRs under uniaxial compression exhibit a critical buckling stress which decreases with the length, while it increases with the width approaching a limiting value at relatively large widths.\textsuperscript{52}

To the best of our knowledge, there are no studies that have been done regarding the calculation of the maximum Lyapunov exponent (MLE) or other types of chaos indicators\textsuperscript{53} for graphene models, although there is a fundamental interest in understanding the underlying dynamics and the characteristics of chaos in this material. In this work we assess the stability of a graphene system by computing its MLE. The MLE has a significant number of applications in complex systems,\textsuperscript{54,55} like for example in detecting phase transitions of matter, and therefore serving as a dynamical order parameter. For instance in DNA chains, the MLE acts as a dynamical indicator of the phase transition near denaturation.\textsuperscript{56,57} In practice, for the graphene shell MLE computations could help to detect a threshold above which fractures and deformations appear, as well as to potentially assess the stability of nanomaterials obtained through controllable defect engineering. In our study we focus on planar graphene sheets and GNRs, modeling the interatomic interactions using a simple graphene-specific two-dimensional Hamiltonian model, which takes into account anharmonic effects.\textsuperscript{58} The used force fields describe bond stretching and angle bending interactions, constituting the two-dimensional part of a complete atomistic potential of graphene that has been derived through accurate calculations from first principles.\textsuperscript{58,59} It has been shown that the obtained in-plane dynamics accurately describes graphene’s mechanical properties.\textsuperscript{48} We provide a detailed investigation of the chaoticity of graphene and GNRs through numerical calculations of the system’s MLE. In particular we present the energy dependence of the MLE for periodic graphene, while for GNRs we discuss the width dependence and the effect of the chirality (armchair or zigzag edges) on the chaotic behavior.

The paper is organized as follows. In section III we outline the structure of graphene, the model used, and the computational and numerical tools applied to the problem. In section III we discuss the results of our numerical simulations. Finally, in section IV we summarize the main outcomes of our study and discuss the future outlook of our work.

II. HAMILTONIAN MODEL AND COMPUTATIONAL ASPECTS

A. Graphene lattice

The studied graphene structure at equilibrium is shown in Fig. 1(a). This arrangement gives rise to the graphene structure’s characteristic honeycomb-like cell shape. Each atom has three neighbors with the distance between two neighboring carbons $r_0 = 0.142$ nm and the angle made by three consecutive carbons $\phi_0 = 2\pi/3$ rad at equilibrium.\textsuperscript{48}

Along the $i^{th}$ vertical zigzag chain shown in Fig. 1(a), the $C_{ij}$ carbon atom (where the second index $j$ is numbering its position along the considered $i^{th}$ zigzag chain), shares one of its chemical bonds with either the $i-1$ zigzag chain to its left, when $i+j$ is an even integer [Fig. 1(b)], or the $i+1$ zigzag chain in its right if $i+j$ is odd [Fig. 1(c)]. To calculate the position vector in the two dimensional plane $r_{ij} = (x_{ij}, y_{ij})^T$ with $^T$ denoting the transpose, of a carbon $C_{ij}$ at equilibrium, which belongs to the $i^{th}$ zigzag chain and having the $j^{th}$ posi-
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\caption{(a) Hexagonal structure of the graphene sheet. Each vertical zigzag chain is labelled by an index $i$, and the position along the chain labelled by an index $j$. Here for example the $i^{th}$ zigzag chain is highlighted in light red, and the $j^{th}$ atom in each chain is highlighted with light green. The atom at index $(i,j)$ is shown in dark blue. The two lower panels show the two possible cases with regard to the location of neighboring atoms. Case (b) corresponds to $i+j$ being an even integer (see text), and $\phi_1$ would be labelled as $\phi_{i+1,j}^{j+1}$. Case (c) corresponds to $i+j$ being odd, and here $\phi_1$ would be labelled as $\phi_{i,j}^{i,j+1}$.}
\end{figure}
tion along the chain, we use

\[
    r_{i,j} = \left( (i-1)r_0 \left[ \cos \left( \frac{\theta}{2} \right) + i \right] + \frac{\theta}{2} \cos \left( \frac{\theta}{2} \right) \left[ 1 - (-1)^{i+j} \right] \right) (j-1)r_0 \sin \left( \frac{\theta}{2} \right). \tag{1}
\]

Here, \( r_{1,1} = (0,0)^T \) is considered as the origin of our cartesian coordinate system. We define the vector from the carbon atom \( C_{i,j} \) pointing to atom \( C_{k,l} \) as \( \vec{r}_{i,j} = (x_{k,l} - x_{i,j}, y_{k,l} - y_{i,j})^T \), and the angle between three neighboring atoms \( C_{i,j}, C_{k,l} \) and \( C_{m,n} \) is denoted as \( i,j \phi_{m,n}^{k,l} \). This angle is centered at point \( (i,j) \) and is considered in an anticlockwise manner such that

\[
    \tan \left( \phi_{m,n}^{k,l} \right) = \left\| \vec{r}_{i,j} \right\| \left\| \vec{r}_{i,j} \vec{r}_{m,n} \right\| / \left\| \vec{r}_{i,j} \cdot \vec{r}_{m,n} \right\|, \quad \text{where } r_{i,j}^{k,l} \cdot r_{m,n}^{k,l} \text{ and } r_{i,j}^{m,n} \text{ are respectively the usual wedge and dot product, with } || || \text{ being the usual Euclidian norm. Through these definitions we obtain the graphene’s geometrical description in a cartesian coordinate system where the calculations are straightforward.}

**B. Governing equations and computational aspects**

A displacement of an atom from its equilibrium position influences two potential energy terms in our two-dimensional coordinate system. We define the vector from the carbon atom \( C_{i,j} \) pointing to atom \( C_{k,l} \) as \( r_{i,j}^{k,l} = (x_{k,l} - x_{i,j}, y_{k,l} - y_{i,j}) \), and the angle between three neighboring atoms \( C_{i,j}, C_{k,l} \) and \( C_{m,n} \) is denoted as \( i,j \phi_{m,n}^{k,l} \). This angle is centered at point \( (i,j) \) and is considered in an anticlockwise manner such that

\[
    \tan \left( \phi_{m,n}^{k,l} \right) = \left\| r_{i,j}^{k,l} \right\| \left\| r_{i,j}^{m,n} r_{m,n}^{k,l} \right\| / \left\| r_{i,j}^{k,l} \cdot r_{m,n}^{k,l} \right\|, \quad \text{where } r_{i,j}^{k,l} \cdot r_{m,n}^{k,l} \text{ and } r_{i,j}^{m,n} \text{ are respectively the usual wedge and dot product, with } || || \text{ being the usual Euclidian norm. Through these definitions we obtain the graphene’s geometrical description in a cartesian coordinate system where the calculations are straightforward.}

The expressions in Eq. (5) are rather cumbersome since one has to take into consideration the orientation and the list of neighbors of a given carbon atom. Note that, the equations of motion \( \phi \) conserve the total energy of the system \( H \).

A small deviation from a trajectory in the phase space \( \mathcal{S} \) has as coordinates the perturbations \( \delta x_{i,j}, \delta y_{i,j}, \delta \dot{x}_{i,j}, \delta \dot{y}_{i,j} \). The displacements are measured in Å and the velocities in Å/ps. This deviation vector evolves according to the so-called variational equation \( \frac{d}{dt} \left[ \begin{array}{c} \delta x_{i,j} \\
\delta y_{i,j} \\
\delta \dot{x}_{i,j} \\
\delta \dot{y}_{i,j} \end{array} \right] = \left[ \begin{array}{c} \partial H / \partial \dot{x}_{i,j} \\
\partial H / \partial \dot{y}_{i,j} \\
- \partial H / \partial x_{i,j} \\
- \partial H / \partial y_{i,j} \end{array} \right] \). However, due to the highly complex equations of motion, the explicit writing of the variational equations is a very hard task. For this reason, in order to compute the system’s MLE we implement the so-called two-particle method \( \phi \), which consists of us-
lattices of a few thousand atoms (as in most of the cases considered here), the displacement components of $\nu$ are thus on the order of $10^{-8}\text{Å}$, and the velocity components similarly on the order of $10^{-8}\text{Å/ps}$. These are substantially smaller than the typical fluctuations in the positions and velocities of the atoms, which are on the order of $10^{-2}\text{Å}$ and $10^{-2}\text{Å/ps}$ respectively at the lowest energies considered here. In our calculations of the ftMLE by the two-particle method, we renormalize the deviation vector to its initially considered norm value $\langle||\nu(0)||\rangle \approx 10^{-5}$ after every picosecond in order to minimize numerical roundoff and overflow errors. In addition, we carry out integrations up to a final time which is enough to ensure the convergence of the MLE estimator in all our simulations. In most cases this time is $t_f = 10^5 \text{ps}$, but for the lowest considered energy density values, of $h = 0.01\text{eV}$ and $h = 0.05\text{eV}$, for which the ftMLE shows a slower saturation, as well as in the cases shown in Fig. 4, we use a final time of $t_f = 10^6 \text{ps}$. Computations were run in parallel using OpenMP and GNU parallel.

It is worth mentioning that our calculations are performed on the microcanonical ensemble, where the system does not exchange energy with the exterior. It is therefore more convenient to work with the mean energy density parameter $h = H/N$ which acts as control parameter for our system, with $N$ being the total number of carbon atoms within the graphene shell.

III. NUMERICAL RESULTS

A. Periodic Graphene

In order to investigate the chaotic nature of the graphene shell, we consider a graphene sheet made of $N_i = 60$ vertical zigzag chains, each possessing $N_f = 48$ carbon atoms. We further set periodic boundary conditions along the zigzag chains [vertical direction in Fig. 1(a)] and the armchair edges [horizontal direction in Fig. 1(a)] to mimic a bulk system. As a good approximation of the natural composition of carbon materials, we primarily assume that the graphene shell is entirely made of $^{12}\text{C}$ isotopes.

Let us now explain how we estimate the system’s MLE. In Fig. 2 we see the convergence of the ftMLE $\chi$ (6) obtained for 10 different sets of random initial conditions corresponding to a particular energy density, in this case $h = 0.05\text{eV}$. Each set corresponds to randomly selected values of $\dot{x}_{i,j}(0)$ and $\dot{y}_{i,j}(0)$ which are compatible with the particular energy density $h = 0.05\text{eV}$. From the results of Fig. 2 we see that all curves practically overlap. After an exponential decrease of the ftMLE at the earlier stages of the evolution, a convergence to a value $\chi \approx 7.46 \times 10^{-4} \text{ps}^{-1}$ is observed, confirming the chaotic nature of interactions in the graphene shell. In the inset of Fig. 2 we see a magnification of the final stage of the ftMLEs’ evolution, where the closeness of the results obtained from the different sets of initial conditions is evident.

We emphasize that the results of Fig. 2 are actually independent of the type of the used initial conditions. Different sets of initial set-ups, such as single or group site excitations on positions, momenta or both, produce practically the same results. In addition, increasing the values of $N_i$ and $N_f$ does not affect the values of the ftMLE for the same energy density.

In our investigations we denote by $\tilde{\chi}$ the average evolution of the ftMLE (6) over all the considered initial conditions, while $X_t$ represents the mean value of $\chi$ over a time interval at the end of the integration, where the values of $X_t$ have practically saturated at an almost constant value. The uncertainties in evaluating both $\tilde{\chi}$ and $X_t$ are quantified by one standard deviation in the statistical process of their obtainment.

Repeating the process of Fig. 2 for various values of the energy density $h$ we obtain the results of Fig. 3 where the dependence of the MLE estimator $X_t$ on $h$ is depicted. We see that for a graphene sheet composed solely of $^{12}\text{C}$ atoms (red squares) the MLE increases with increasing energy density without showing any sign of a peculiar behavior, characteristic of potential structural instabilities, even at the largest values of $h$ considered here. The error bars of the computed points do not appear in the graph because of their extremely small size. At small values of the energy density, up to $h \approx 0.1\text{eV}$, the MLE is directly proportional to $h$. For $h > 0.1\text{eV}$, a quadratic correction adds to the linear initial behavior, giving rise to the parabola-like behavior observed at higher energy densities. We have fitted the obtained results with the quadratic function

$$X_t(h) = \beta h + \gamma h^2,$$

and obtained the values $\beta = 0.01447 \pm 0.00005 \text{ ps}^{-1}\text{eV}^{-1}$ and $\gamma = 0.00951 \pm 0.00008 \text{ ps}^{-1}\text{eV}^{-2}$ for the $^{12}\text{C}$ system (red curve). These coefficients do not practically change when the system’s size $N_i$ and/or $N_f$ increases. In addition, the results of MLE depicted in Fig. 3 practically do not change if we include a 1.1% doping of $^{13}\text{C}$ atoms into the graphene shell, which
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FIG. 3. The average ftMLE $X_t$ of the graphene system of Fig. 2 as a function of the system's energy per particle $h$. The red squares correspond to results for graphene sheets composed solely of $^{12}C$ isotopes, while the blue circles show results for $^{13}C$ atoms. The lines correspond to the analytical relation presented in Eq. (8). The very small error bars of the $X_t$ values (not visible at the plot's scales) mean that the uncertainties of the measurements are very small. Inset: The temperature $T$ as a function of the energy density $h$ for both $^{12}C$ (red squares) and $^{13}C$ (blue circles). The straight line corresponds to the relation presented in Eq. (8).

corresponds to its average concentration in naturally occurring carbon materials. Indeed, even for the extreme case of a lattice composed purely of $^{13}C$ isotopes (blue circles in Fig. 3) the obtained parameters are $\beta = 0.01389 \pm 0.00004 \text{ps}^{-1} \text{eV}^{-1}$ and $\gamma = 0.00921 \pm 0.00007 \text{ps}^{-1} \text{eV}^{-2}$, which are relatively close to their values observed for the $^{12}C$ lattice. The slightly smaller chaoticity of the $^{13}C$ shell can likely be attributed to the fact that $^{13}C$ atoms have higher masses and therefore greater inertia and consequent stability in the lattice.

In our simulations the system's Lyapunov time $T_L$, i.e. the inverse of the MLE, is on the order of $10^3$ to $10^4$ps. Since the characteristic frequencies of the optical phonon modes of the graphene model are on the order of $10^{14}$Hz, the corresponding vibrational time scales are on the order of $10^{-2}$ps. Comparing this with $T_L$, we see that in graphene it takes more than $10^9$ oscillations of the high frequency modes before chaos sets in. Thus chaotization is a relatively slow process in graphene.

In the inset of Fig. 3 we see the validity of the linear relation

$$h = 2k_BT,$$

between the energy density $h$ and the temperature $T$ (in Kelvin - K), with $k_B = 8.617 \times 10^{-5} \text{ eV K}^{-1}$ being the Boltzmann constant, of the considered two-dimensional system even for the largest $T$ or $h$ values investigated. The red squares and the blue circles correspond to data obtained from our simulations for, respectively, the $^{12}C$ and $^{13}C$ graphene sheet, while the straight line represents Eq. (8). We note that in our computations we estimate the temperature $T$ as the mean value of the quantity $H_e/(k_B N)$, where $H_e$ is the system's kinetic energy and $N = N_x \times N_y$ is the total number of carbon atoms. This quantity is computed after the kinetic energy of the system reaches equilibrium, and it is averaged over time as well over ten different initial conditions.

It is also of interest that the chaoticity in graphene does not arise solely as a result of the potential's nonlinearity, but the 2D geometry itself is sufficient to produce chaotic behavior. This is demonstrated in Fig. 4 where a comparison of the ftMLE computation for different modifications of the full nonlinear system at a relatively large energy density ($h = 0.5 \text{ eV}$) is shown. We see that chaotic behavior persists even when approximating the Morse potential (Eq. 2) as a harmonic coupling and only taking the quadratic term from the bending potential in Eq. (3), i.e. setting $d' = 0$. The ftMLE of this system tends to a positive value (green dotted curve in Fig. 4), which nevertheless is almost two orders of magnitude smaller than the ftMLE of the full nonlinear system (blue solid curve). In fact, due to the 2D geometry of the system, even if we only consider a harmonic stretching interaction between neighboring atoms (omitting any angular terms) we observe a significantly strong chaotic behavior (orange dashed curve). The comparison of the orange and green curves in Fig. 4 clearly reveals the stabilizing effect of the bending potential, as the addition of the quadratic angular potential significantly decreases the value of the MLE. It is worth noting that the genuine linearization of the system, through first-order approximations of the forces near the equilibrium state (red dash-dotted curve), results to a decrease of the ftMLE towards 0 at a rate of $\ln(t)/t$ (denoted by the black solid curve in Fig. 4) as expected for regular motions (see e.g. Sect. 5.3 of Ref. 2 and references therein).
B. Graphene Nanoribbons

GNRs are finite width strips of graphene with free edges on the two opposite sides defining the width. We model an armchair GNR by considering periodic boundary conditions on the zigzag edges [horizontal direction in Fig. 1(a)], while for the zigzag GNR we apply periodic boundary conditions into the armchair edges [vertical direction in Fig. 1(a)]. In both cases, free boundary conditions are considered for the non-periodic edges.

Here we investigate the influence of the GNR’s width W on the chaoticity of the ribbon structure. The width of an armchair GNR with \( N \) carbon atoms is \( W_A = \sqrt{3}(N_j - 1)r_0/2 \), while in the case of a zigzag GNR with \( N \) atoms the width is \( W_Z = (3N_j/2 - 1)r_0 \). Fig. 5 shows the variation of the MLE estimator \( X_1 \) with \( W \), at various energy densities \( h \) for the armchair [Fig. 5(a)] and zigzag [Fig. 5(b)] GNRs. For both nanoribbon types the \( X_1 \) values increase with increasing energy densities, and larger values are observed compared to the periodic graphene systems (see horizontal dashed lines in Fig. 5). Overall, armchair GNRs exhibit a slightly more chaotic behavior than zigzag GNRs.

For armchair GNRs a decrease of \( X_1 \) with \( W \) always appears, meaning that wider GNRs are less chaotic and consequently more stable. The same behavior is generally observed for zigzag GNRs as well, apart from perhaps the 1-2 smallest values of \( W \) where at some energy densities a non-monotonic behavior can be found [Fig. 5(b)].

In order to quantify our findings, the data of Fig. 5 are fitted with a decreasing Hill function with an added constant term of the form

\[
X_1(W) = \frac{A}{1 + W^n} + X_1^b,
\]

where the parameters \( A \) and \( n \) are free to be fitted, the ribbon width \( W \) is expressed in nm in this formula, and \( X_1^b \) is the estimated value of the MLE of the bulk graphene sheet with periodic boundary conditions corresponding to the particular energy density, as shown in Fig. 5. Thus \( X_1^b \) represents a limiting value characterizing the asymptotic behavior of Eq. (9), as one expects that at very large values of \( W \) the GNR’s MLE should approach that of bulk graphene. This expected behavior is evidently observed in the data of Fig. 5.

Fig. 5 shows the variation of the fitting parameters \( A \) and \( n \) of Eq. (9) with energy density \( h \). We see that the overall behavior for the two GNR types is similar. The coefficient \( A \) increases with energy density, while it is generally larger in the armchair case. This is in agreement with the larger range of \( X_1 \) values observed for armchair GNRs in Fig. 5. The exponent \( n \) decreases with \( h \), reflecting a less steep relative decrease of \( X_1 \) with \( W \) for larger energy densities. Armchair GNRs correspond to larger values of \( n \) than zigzag GNRs of the same energy density, describing a relatively more abrupt decrease in this case. Regardless of the value of \( n \), there is eventually a saturation of the MLE estimator \( X_1 \) given in Eq. (9) at the \( X_1^b \) value obtained for the bulk graphene sheet.

IV. SUMMARY AND CONCLUDING REMARKS

Using a two-dimensional Hamiltonian model for describing the dynamics of planar graphene structures we investigated the material’s chaoticity through the computation of the system’s MLE. In our study we have considered perfect graphene crystals, as well as both zigzag and armchair graphene nanoribbons.

We found that in all cases the MLE increases with energy density and we showed that the MLE of graphene sheets does not practically change in the presence of different carbon isotopes \(^{12}\text{C}\) or \(^{13}\text{C}\) in the structure. Chaos in graphene is revealed after more than \(10^6\) oscillations of the characteristic normal modes. Furthermore, due the 2D geometry of the system, even harmonic interaction potentials between atoms is enough to produce chaos.
Our findings show that the edge effects from the free boundaries in the GNRs result in a more chaotic behavior than is observed in the bulk structure. The MLE values of GNRs decrease as their width increases, tending asymptotically to the values observed in the case of the perfect graphene crystal. Furthermore, we have found armchair GNRs to be slightly more chaotic than the zigzag ribbons.

We expect that the investigation of the chaotic behavior of graphene structures performed in this work would be extended in the future by considering the impact of various in- or out-of-plane defects, where in the latter case torsional energy terms and out of plane motions of carbon atoms should be taken into account.
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