ABSTRACT Over the past decades, numerous practical applications of machine learning techniques have shown the potential of data-driven approaches in a large number of computing fields. Machine learning is increasingly included in computing curricula in higher education, and a quickly growing number of initiatives are expanding it in K–12 computing education, too.

As machine learning enters K–12 computing education, understanding how intuition and agency in the context of such systems is developed becomes a key research area. But as schools and teachers are already struggling with integrating traditional computational thinking and traditional artificial intelligence into school curricula, understanding the challenges behind teaching machine learning in K–12 is an even more daunting challenge for computing education research. Despite the central position of machine learning in the field of modern computing, the computing education research body of literature contains remarkably few studies of how people learn to train, test, improve, and deploy machine learning systems. This is especially true of the K–12 curriculum space.

This article charts the emerging trajectories in educational practice, theory, and technology related to teaching machine learning in K–12 education. The article situates the existing work in the context of computing education in general, and describes some differences that K–12 computing educators should take into account when facing this challenge. The article focuses on key aspects of the paradigm shift that will be required in order to successfully integrate machine learning into the broader K–12 computing curricula.

A crucial step is abandoning the belief that rule-based “traditional” programming is a central aspect and building block in developing next generation computational thinking.
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I. INTRODUCTION

COMPUTER-BASED automation of jobs has driven changes in the labor markets since the stored-program computer revolution started to gain momentum in the 1950s. The first jobs to disappear were routine tasks of a symbolic or numerical nature that were amenable to computing-based automation through explicitly stated sets of rules. Examples are many, but some notable ones are accounting, payroll, inventory, and scheduling, for example [23]. Governments used computers for large-scale information processing needs, such as compiling and tabulating national census data and welfare state record-keeping [1]. Scientists gradually adopted the new technology for tasks that involved large-scale computations, such as X-ray crystallography and fluid dynamics [1], [2]. Ever-increasing volumes of digitized data and increasing processing power drove the rise of scientific computing, culminating during the 1980s in computational sciences movements in multiple fields and the emergence of e-science on national political agendas [12].

Pioneering educators quickly recognized the changes in the labor market. They expressed very early the need to educate everyone about the new technology that they saw
was bound to change work and society [25]. Guzdial [31] wrote that throughout the years, advocates of computing and programming education in K–12 have provided many rationales for their work. Proponents argued that knowing the principles of computing was important to understanding the algorithm-driven virtual and physical worlds one inhabits. In addition, familiarity with these concepts enables people to use computers better and to ask questions about the powerful influence of algorithms on their lives. They have also argued that computing provides a new medium for expressing ideas and for studying and learning science, mathematics, problem-solving [64], and processes in general [31]. As computing pervades work life it becomes more important, emerging in recent years as a central job skill and an area closely connected with economic success and industrial innovation [29].

The abstraction level in programming (or, more broadly, in controlling computations) has steadily risen, with its cited benefits ranging from improved business efficiency to bringing the power of computing from hands of the few to the hands of many [18], [26], [27], [50], [63]. After the 1950s, interfaces to computing power have been rapidly moving further and further away from the machine [28], and decade after decade new educational interventions have aimed at capturing each era’s dominant approaches to automation [96].

As the level of abstraction in computing education across educational levels steadily arose, the credo among computing cognoscenti became that one needs to be familiar with at least one abstraction level below that at which one is working. In the 1950s it was said that computing personnel benefit from knowledge of the underlying electronics [40]. Then it was said that knowledge of octal machine code was beneficial for those who programmed in assembly languages [39]. Once a consensus had formed on the adoption of higher-level languages such as Pascal, C, C++, and Java, knowledge of assembly language was correspondingly identified as important. Knowledge of how to implement data structures and algorithms is beneficial for users of highly optimized class libraries. This article concerns another step in this development, and it asks what role does an understanding of high-level language “traditional” programming play in the adoption of AI and ML computational toolboxes and languages.

The scope and focus of computing education efforts have always expanded and shifted to keep pace with technological change (cf. [31], [32], [96]). Since the birth of modern computing, year by year educational interventions expanded to involve ever younger and more diverse groups of students; in the 1960s they reached first high schools and then primary schools and kindergartens. In 1960 Alan Perlis argued that soon everyone needs to learn programming and “algorithmizing,” but lamented the lack of pedagogy needed in order to effectively teach this [50]. The mid-1960s brought DEC PDP-8 minicomputers to select US high schools, the 1965 Little Man Computer initiative taught machine languages to children, the children’s programming language Logo saw daylight in 1967, and the children’s portable computer Dynabook was introduced in 1968 [14].

In the past ten years the computing landscape has seen another major technological shift. Traditional programming and rule-based “good old-fashioned artificial intelligence”, which have been the driving force of automation for the past 70 years, have been joined by a variety of data-driven machine learning techniques. The much-hyped “second machine age” [9] is based on the ability of machine learning techniques to automate many tasks that traditional, rule-based programming struggles with. In many application areas it has turned out that for large classes of problems it is much easier to collect data sets large enough for machine learning than to figure out the rules necessary for a rule-based program [49]. Many popular examples of the latest advances in automation are based on a combination of neural networks and traditional programming: take, for example, self-driving cars, face recognition [90], computer based identification of tumors [20], and the game of Go, where a computer was programmed to learn completely on its own to achieve superhuman ability in the game [83]. Reports of the recent, much feared, losses of jobs to automation in the knowledge-work domain cite numerous examples where job losses were principally not linked to traditional rule-based program development, but rather to areas where the structure of the tasks have been amenable to the sophisticated optimization and statistical techniques of modern machine learning [11].

Just as previous developments in computing have triggered changes in computing education, machine learning is now acting as a catalyst for change throughout the education system both in K–12 and higher education. The focus of computing education has shifted before, new shifts will come in the future, and is aligned with suggestions that the next frontier in computer science education research is how to teach artificial intelligence [15], [81], [82].

Computing pioneers have foreseen a shift in higher education computing curricula towards machine learning principles [82]. What is more, the breakthrough of machine learning has given rise to a growing number of initiatives for teaching some machine learning principles in K–12 [59], [99]. A 2020 study identified 30 recent educational initiatives that focused on ML basics and neural networks in K–12 education [59]. Some pioneering ones include the Wolfram Alpha-based “Machine Learning for Middle Schoolers”1, Google’s Teachable Machine2, and the IBM Watson-based “Machine Learning for Kids”3. Examples of research on bringing machine learning to children at different ages include combining block-based languages and APIs with popular cloud-based machine learning systems [47], extending block-based environments with ML blocks (using, e.g.,

1https://writings.stephenwolfram.com/2017/05/machine-learning-for-middle-schoolers/
2https://teachablemachine.withgoogle.com/
3https://machinelearningforkids.co.uk/
Cognimates⁴ and eCraft2Learn⁵ [41], [46], [92], [118], AI-enhanced children’s robotics kits (e.g., Calypso for Cozmo⁶, AI-in-a-box⁷), and teaching the principles of object recognition to high-school students [58]—along with numerous others [59]. Public efforts are under way by, for instance, the AI4K12 working group for teaching AI through kindergarten, primary school, and high school [59].

While the K–12 machine learning initiatives are of many kinds, most of them address one of the chief rationales for computing education for everyone [31]: The importance of understanding how one’s world works. They are aimed at bridging the gulf between K–12 computing education and children’s everyday experiences with technology. Without understanding some ML principles, many apps and services that children use appear like magic to them: Picture hosting services know who the people in one’s photos are, streaming websites are able to recommend videos that the user will like, even though he or she has never seen it before. Mobile phones can be configured to unlock when they see their owner’s face, and home assistants act on voice commands. Understanding that all the above are smartly designed technology, which is in no way intelligent in the same way humans are, is important to demystifying these technologies [37], [41].

ML in K–12 initiatives also prepare students for citizenship in a new media ecology driven by ubiquitous data collection, profiling, and behavioural engineering [55], [65]. With suitable curricular and educational arrangements, learning the principles of ML can provide an antidote to malicious data collection, attempts to sway elections, and profiled advertisement [103]. Understanding what ML can, and cannot, do is an important enabler of active citizenship and underpins the future prosperity of democratic societies [34]. Enabling people to ask questions about the powerful influence of the most famous, as well as the most notorious, algorithms on their lives—those that enable tracking, profiling, modeling, predicting, content tailoring, and behavior engineering, for instance—requires a perspective different from that associated with traditional rule-based programming. Calls for education that prepares students for the data-driven society in which they live are becoming frequent [16], [68], [103].

But teaching ML in K–12 differs in a number of ways from the traditional approaches to teaching rule-based programming, computational thinking, or computing. This article is aimed at explaining why there is a growing belief that how to teach ML is going to be the next frontier in computing education research [15], [81], [82]. The article describes a number of pedagogical and technical aspects of computing education that ML learning interventions in K–12 have had to re-think, as well as their implications to educational practice. The article is aimed at K–12 computing educators who are planning to expand their educational portfolio towards ML-based technology. While ML in K–12 initiatives are not all alike, many of them share a number of features identified in this article, and understanding these approaches provides an important basis for future educational innovation.

II. METHODOLOGY

Other reviews of machine learning in K–12 have found that traditional systematic reviews on the topic are not well suited for the task due to 1) the novelty of the topic, 2) the lack of established terminology, and 3) broad variety of disciplinary approaches in existing peer reviewed literature on AI education (e.g., [54], [117]). Those studies have found that exploratory literature reviews fare much better in reaching literature relevant to the topic than structured literature reviews do [54], [117]. Similar to the earlier reviews, this study too adopted the scoping studies framework, which aims at rapidly mapping an emerging field, including, for instance, its key concepts and their relationships, its key findings, and its research gaps [6]. Scoping reviews are particularly well suited for mapping a terminologically eclectic field like ML education in K–12 because, unlike traditional systematic reviews, the scoping review framework does not rely on a fixed, pre-defined set of search terms for identifying relevant research [6]. The weaknesses of scoping reviews include their inability to appraise quality of identified research and quantitatively synthesize results (as compared to meta-reviews), as well as their poorer replicability [6]. Instead, they are able to provide a narrative account of available research and summarize it [6].

In order to identify the literature on the topic, this study began by conducting a set of searches in ACM Digital Library, IEEExplore, Scopus, and Google Scholar, using sets of keywords borrowed from [54] and [59]. From the result sets—the size of which ranged from zero to 62,200—a maximum of 150 abstracts were scanned from each, identifying research focused on ML at K–12 education. Second, in order to extend the overview of the field, snowball sampling was applied to the bibliography sections of the articles already identified [111]. Third, in order to raise the analysis to a higher level of abstraction, similar studies were clustered in order to understand the groundings for the new emerging research area. The results found 63 articles relevant to learning ML in K–12. The size of the resulting set differed from the other reviews due to their different foci (33 instructional units in [59], 150 AI-education related documents in [54], and 49 K–12 AI education works in [117]). As the field is still emerging and growing, and as its terminiology is not yet fixed, the set of documents captured may not be exhaustive.

From the identified 63 documents, education researchers and computing researchers distilled their lists of key characteristics of K–12 ML education (in contrast to traditional computing education), yielding an original working list of 19 characteristics. Those key characteristics were discussed, sorted, and merged to a final list of 13 items (Section IV). Each category was described through a number of exemplars, key articles that best exemplified them.

⁴https://cognimates.me/
⁵https://ecraft2learn.github.io/ai/
⁶https://calypso.software/
⁷https://www.readyai.org/readyai-you/ai-in-a-box/
III. MACHINE LEARNING EDUCATION IN K–12

Theory and practice of artificial intelligence (AI) have belonged to the fundamentals of higher education in computing since the birth of the AI field in 1956 [60], [74]. In higher education, much education on the theory of AI today focuses on the mathematical foundations of algorithms for building models that are able to generalize and predict from unstructured data. And much education on AI practice aims to harvest the power of these algorithms by focusing on applying and using AI tools, models, and algorithms rather than rigorously explaining the underlying structures of the algorithms and the learning of the algorithms themselves.

In K–12 education, most AI-related initiatives have historically been concerned with 1) AI-based tools to support learning, 2) AI-based tools for studying learning processes, and 3) AI to support school administrative functions [38]. Adaptive learning environments, pedagogic agents, automated governance, intelligent tutoring systems, and many other similar research programs have attempted to model elements of the learning situation—such as the learner, pedagogy, subject matter, context of learning, and learning objects—in ways amenable to automation [5], [38], [110]. As technology and educational paradigms have changed, so have views about the merger between AI and education [5].

In addition to using AI in educational technology, over the decades there has been an important undercurrent: (How) can we teach children about how AI works? Since the 1970s AI education initiatives in K–12 have followed each era’s “hot topics in AI” with examples spanning initiatives with children programming robots to navigate in the world [66], children working with NLP (natural language processing) technology [45], children developing expert systems in the classroom [106], [107], middle-school students teaching a computer to play tic-tac-toe [24], [69], all the way to high school students learning the fundamentals of neural networks [7]. LEGO Mindstorms has been a very popular platform for robotics-based AI education in K–12 [67], and AI initiatives in schools have very often been based on developing rule-based systems.

In higher education the symbolic, rule-based “classical” AI has been joined by data-driven branches of AI, today most commonly machine learning (ML). Educational efforts have followed suit [114]. Major computing publications have outlined the impact of machine learning on the undergraduate computing curriculum [81], [82]. For example, Shapiro et al. [82] define the traditional view of the core of computing as a collection of human-comprehensible, deterministic algorithms that can be verified. They envision two shifts away from this in the near future. They observe that machine learning models are not human-readable algorithms but opaque composites of millions of parameters. Secondly, ML models are not amenable to verification efforts, however, their effectiveness can be statistically established. They further note that nearly all literature on computing education research targets rule-driven programming, and consequently call for a major shift in the focus of computing education research to study how people learn and reason about ML systems [81], [82].

Multiple modern programming languages now offer suites to build and train ML models without exposing the underlying operations and the architecture of ML solutions. Languages such as Python, R, and Matlab have been used in practical and theoretical courses on ML education in tertiary education. The trend in ML education is towards increasingly sophisticated tools for enabling practical hands on experiences for students. The interest in deep learning algorithms in higher education is no longer just about learning the equations of back-propagation or ReLU, or how to implement them; but about applying them as tools that can be used with little knowledge of their internal structure and mechanisms. Through easy-to-access APIs ML becomes a commodity and agency has shifted from the hands of experts to the hands of undergraduate and graduate students. What is more, unplugged activities can be used to scaffold understanding of the training processes used on data sets to produce classifiers in a range of realistic settings [52].

Today, as ML-based applications have become a common part of children’s everyday life, ranging from smart toys to music streaming services, attention has turned to how to teach some ML principles to children [99], [114]. In order to render ML accessible and democratize the access to these technologies the sophisticated underlying model, and details of its internal implementation, have been buried under layers of abstraction. Due to the complexity of many ML algorithms, and due to the black box nature of ML’s predictive models, theoretical and practical ML education use a broad spectrum of tools to soften the learning curve for state-of-the-art ML solutions. For instance, some projects have used various sets of scripting and notation languages to scaffold the black boxed parts of the predictive models [42], [43]. Other projects have used mobile robots to introduce the concepts of artificial neural networks (ANNs) and selected ML paradigms, such as reinforcement learning [97], [98]. Many of these projects use mobile robots in ML education to transform a theoretical subject into a tangible, practical and explicit representation of the predictive models.

However, like other branches of computational thinking, one key challenge of ML in K–12 education is determining what can be taught at different levels of education [14]. The phrase “K–12” covers a broad range of learners and different age-appropriate learning objectives, spanning from kindergarten children who focus on learning basic literacy and numeracy to senior year high school students, many of whom are working on mathematical modelling and advanced problem solving skills in order to enter tertiary education. The tools and pedagogical approaches appropriate to each age, learning context, and educational objective are very different, and the spectrum of challenges and aims of ML education initiatives reflect these great differences. ML education initiatives in K–12 are of extremely many kinds, and often in addition to ML concepts and skills also involve learning about fundamental principles of time and place, as well as understanding and being able to manipulate materials,
constructions (physical artefacts), as well as being able to place such artefacts into a broader historical perspective.

A large number of initiatives have emerged in the context of K–12 education to fill the need to teach middle-school children some basic ML concepts. In addition to the above mentioned Machine Learning for Middle Schoolers based on Wolfram Programming Lab, Google’s Teachable Machine 2, and the IBM Watson-based Machine Learning for Kids, a number of other initiatives have approached ML education in K–12 from different angles. Pre-K and kindergarten AI curriculum has been approached using a social robot based on Lego blocks, motors, sensors, and smartphones [108], [109]. Facial recognition and robotics has also been used to teach AI concepts [37], and experiments have been made with gesture recognition in order to study how children learn to understand basic ML workflows [35]. Block language extensions have been adopted to teach high school children concepts like k-means clustering, neural networks [21], supervised learning [113], LSTM (long short-term memory) based language models [105], and APIs that connect to commercial ML systems [47]. There are examples of teaching the principles of object recognition to high-school students through a simplified ML system [Authors, 2019a] and studies of children’s interactions with different AI-based tools—Jibo robot, Anki’s Cozmo robot, and Amazon’s Alexa Echo, and Cognimates (conversational agents)—to study how children’s understanding of AI technology developed through interactions with smart agents [15], [16].

A number of ML-related initiatives also focus on pedagogical and curricular perspectives. Unified AI literacy curricula from kindergarten to high school and university have been developed [48] as well as separate curricula for different school levels [10], [22], [75], [116]. One initiative presents a 450-hour complete AI curriculum, including 100 hours on machine learning [87]. Extensive packages of teaching materials have been developed to help middle school students to learn about ML [78]. One group presented five “big ideas in AI” that children should learn: Perception through sensors, reasoning about the world through models, learning from examples, interacting with people, and societal impact of AI [99]. Another group described the principles underlying a constructionist AI curriculum for K–9, based on the PopBots robot toolkit, AI ethics, and the Droodle creativity game [3]. A recent study synthesizes AI-related literature to form 17 competencies and 15 design considerations associated with a learner-centered AI curriculum [54].

Some recent ML education systems are very easy to adopt for classroom use. For instance, Google’s Teachable Machine 2 (TM2) and MIT’s PIC [92]. Abandoning the deductive reasoning and rule-based programming that drove traditional programming language experiments in education, using TM2 or PIC, children can engage in the process of data-driven reasoning and design: providing the machine with a training data-set and then using the trained model to control the machine [Authors, 2020a]. With TM2, children can, for example, examine external representations by having a computer learn to recognize their voice, facial expression, or bodily gestures [99]. These new tools and computational paradigms can expand the action possibilities for children while also offering them new ways to make sense of the world they already live in. Understanding how ML models the world can also empower children to understand and question ML systems of their everyday life, such as those used in face recognition, voice recognition, and other kinds of pattern recognition [37], [120].

IV. WHAT CHARACTERIZES K–12 ML EDUCATION?

So-called “LOW-FLOOR” tools [72] are increasingly democratizing and commodifying ML education, and enabling teachers to adopt ML as a basic building block of their computing classes. ML-based tools have become a commonplace element of the every-day user experience. Ever improving interfaces for training ML models have the potential to shift end-user programming towards data-driven applications. In the past few years, a growing body of literature on how to teach ML at different school levels provides concrete indications of where elements of change in school education are taking place. This section presents an overview of some of those changes.

1. Broader classes of example applications become accessible for different levels of K–12 education.

Similar to how ML has enabled new approaches to automation of jobs in work life, ML is enabling new kinds of example applications of computing in the school classroom. Take, for instance, media applications, which have been a feature of computing education for decades: There is a long history of research on using sound, images, and movies as a vehicle for learning computing [30]. As machine learning really shines with media-related application areas—video, pictures, sensors, and sound—it has no shortage of immediate, real-world uses in K–12 education. Any phenomenon that allows easy collection of a lot of data has good potential for learning about ML-based technology. That is a strength of machine learning in general: As Karpathy [49] noted, it has turned out that for large sectors of real-world problems, collecting the necessary data for implementing desirable behaviors through ML is much easier than writing a traditional program to do the same. Consequently, many K–12 ML initiatives are media-centered [35], [46], [112] and offer very malleable, accessible tools for a variety of media-related areas, such as describing emotions through music [3], image recognition [58], [112] [Authors2019b], and speech recognition and synthesis [46] [Authors2020a] [Authors2020b].

The ability of K–12 student-made ML projects to easily achieve nontrivial results—the “low floor and high ceiling” principle [72]—has been highlighted as a motivating factor for students [21], [35]. In one series of ML workshops, middle-school children’s project ideas included, for example, an app that identifies edible mushrooms and warns about poisonous ones, an app that helps color blind people to identify colors, and an app that recognizes cheerleader poses...
FIGURE 1. Sixth-graders’ interface design of the voice recognition based “Watchman” app, which they designed for recognizing and reporting to teacher which kids make noise when the teacher leaves the room [Authors2020a].

FIGURE 2. Ninth-grade students recording samples of musical instruments they wanted their ML app to recognize [Authors].

to help training [Authors2020c]. Figure 1 shows children’s interface design for an app that used speaker recognition to report to the teacher which kids make the most noise when the teacher was away [Authors2020a] (that app, ideated by children, also serves as a good example case with which to discuss AI ethics.)

Pedagogically, co-designing real-world applications that have immediate uses in the children’s world is based on the assumption that the iterative process of creating ideas and external representations of them, followed by a re-description and refinement of them, can lead to increasingly sophisticated understandings of the content domain [19], [51]. The pedagogical potential of co-design is based on the fact that during acts of collaborative invention, making the ML models, and testing and co-developing of their functionalities, the students are not only sharing their evolving ideas and understanding, but also creating a complex set of personally meaningful relations between abstract concepts and real-life problem-solving contexts at hand [19]. Accordingly, the pedagogy inherits the idea that understanding domain knowledge can be facilitated by the so-called “21st century skills,” such as the ability to collaborate to solve complex problems, to adapt and innovate in response to new demands and changing circumstances, and to use technology to create new ideas and knowledge [77]. The expansion of action possibilities with respect to truly interesting learning tasks is also deeply connected to the perceived ownership of learning and design [73]. K–12 computing initiatives through ages have emphasized creativity; that emphasis is continued with ML [3].

2. Focus shifts from rules to data.

Instead of relying on explicitly hand-coded rules that a computer will follow on different inputs, many ML initiatives guide students to train ML models by giving the system a lot of data to learn from [21]. Studies have used drawings, poses, speech, and video [Authors2019b, Authors2020a, Authors2020b], as well as data from, for instance, tracking sports activities [36], [120], webcam [92], [93] gestures [35], web searches [112], and cartoon pictures about kids and mock data about them [88]. As a result, how to curate, create, clean, label, and feed the training data has become a central learning objective for many machine learning initiatives in school computing education [35], [46], [54], [88], [112] [Authors2020c]. The concerns in making those kinds of ML systems work well in the classroom are much more about the quality of data than about choosing the right rules; for instance, one study looked at learners understanding the impact of sample size, sample versatility, and negative examples on ML model [36]. That computers can learn from data has been seen as one of the key lessons of teaching AI in K–12 [22], [75], [99].

Many ML in K–12 initiatives have found that even though the feature extraction methods in popular K–12 ML systems may work reasonably reliably and be capable of capturing the essential information from input, the student-produced data has always noise and unwanted features in it—most likely much more so than data sets produced by domain experts working with traditional ML systems has [Authors2020a, 2020b] [22], [35], [36]. For instance, photos taken by the children are often out of focus, audio input can pick up plenty of unwanted background noise from the classroom [Authors2020a,2019b], and one app that children designed to tell whether the speaker is a boy or a girl was unreliable because primary school boys and girls sound much alike [Authors2020c]. Figure 2 shows an example of one of the more brittle models: Ninth-grade students training an ML model to recognize instruments from each other.

3. Emphasis of syntax and semantics changes.

Syntax is one of the many sources of cognitive load in learning programming [53]. In programming education research and psychology of programming, numerous initiatives have addressed the challenges with learning syntax—recently through, for instance, block-based languages [80]. Initiatives on teaching ML in K–12 vary by their take on the roles of syntax and semantics. Some initiatives have shifted the emphasis away from syntactic and semantic concerns,
and have allowed young children to engage in exploration of how to control computations without the need to learn a new syntax ( [21], [35] [Authors2019a, 2020a]). Other initiatives, like Wolfram Programming Lab, use traditional programming language syntax to teach students ML topics [112]. Yet others, like Snap!, combine easy-to-approach ML elements and cloud services with block-based programming [46], [47], or enable machine learning within Snap!, like the SnAlp! project does [41]. Several projects have developed ML extensions for the MIT App Inventor [92], [118]. One initiative taught young learners how to create an artificial neural network (ANN) based model by designing the ANN structure—number of inputs and outputs, hidden layers, and units per layer) plus a few simple rules to implement backpropagation [21]. An example of a greatly simplified approach is Google’s Teachable Machine 2, which allows the creation and testing of ML models without either classical programming or blocks—however, as an outcome students do not learn concepts central to traditional programming, such as the syntax and semantics related to loop variables, control structures, conditions, or variable types. TM2 requires those important concepts be taught in programming-oriented classes.

4. ML allows age-appropriate shifts in pedagogical entry points in classroom education.

In its quest to find working solutions for guiding the formation of problem-solving schemas in computing classes, computing education research has seen a broad variety of pedagogical approaches over the years [85]. Cognitive-load-theory oriented, constructionist, problem/discovery/inquiry-based approaches—along with many others—have inspired a multitude of learning designs for computing education, with no silver bullet in sight yet [31], [85]. ML education initiatives in K–12 have relied on a similarly broad spectrum of pedagogical approaches, with their keywords ranging from project based learning, constructionism [10], [76], creativity [3], experiential learning theory [21], [88], co-design [115], and cognitive apprenticeship [88], to gamification [70] and active learning [10], [22], [87]. Attention has been paid to make education from kindergarten to high school age-appropriate [33] and cumulatively progressive [48]. In kindergarten, for example, ML education might focus on playful exploration and awareness building, in the middle school on experimenting on problem-solving and some theory, and in the high school on fostering core knowledge and exploring advanced topics [48] [Authors2019a, Authors2019b, Authors2020a, Authors2020b].

More often than not, however, reports on ML initiatives discuss technology, content knowledge, techniques, or curricula instead of pedagogical principles and didactic elements of those initiatives [59]. In research reports from ML workshops [Authors2019a] [Authors2020a], teaching the machine to recognize moods, sounds, speech, and poses has resonated well with modern pedagogical approaches that support children’s agency through playful and creative learning, bodily interaction, and collaborative advancement of ideas and understanding (e.g., [44], [71], [79]). What is more, many ML-based learning environments provide an immediacy of action: As the models are trained, one can right away experiment on them and judge how well they work. Such feedback loop also challenges children to reason about the relationship between their new inputs and the output provided by the interactive ML tools [Authors2020d].

Figure 3 shows an example from a study where very young children learned to identify and describe their own emotions by teaching a computer to recognize them (kindergartens use flash cards for similar purposes). History of learning with educational robotics from Logo turtles to Lego Mindstorms has shown the benefits of tangible design activities in which interaction with people, materials, tools, and technology mediate collaborative construction of ideas [71]. But the ability to control a computer by using one’s body to train the computer to recognize things—faces, expressions, poses, objects, and so forth—and then defining actions based on those, promises new approaches to making computing engaging, and it promises a whole horizon of modern pedagogical entry points. Recent research results have emphasized bodily interaction with ML systems [15], [35] [Authors2020c, 2020a]. Other research studies have shown the feasibility of teaching ML concepts by incorporating them in athletic practice, and having high-schoolers build, use, evaluate, and iteratively improve machine learning models of athletic skills [120]. These initiatives, along with many others, have emphasized the importance of positioning children and youth as active subjects and teachers of ML systems, and not the objects of teaching typical in more traditional models of instruction in education.

5. Interaction with the computer keeps shifting towards more bodily forms and use of natural language.

Throughout the development of computing, the locus and modalities of “user interface” have continuously changed, and that development trend has always been away from the computer and towards the user and communities of users [28]. Continuing the more than 70 years of advances in
interface design, learning ML by creating ML models offers new opportunities for bodily interaction and natural language [Authors2019a,2020a] [16], [35], [36], [47], [99]. For example, educational technology for learning ML principles allowed children to train PoseNet-based ML models to recognize different cheerleader poses (Fig. 4) [Authors2019b].

The changes in interface modalities are not only related to what pedagogical models does ML match well (see the section above), but also to teaching the principles of ML: One of the “big five” ideas in K–12 AI [99] is that computers perceive the world using sensors. Children’s interaction with ML/AI-based tools has been studied extensively, and several studies report anthropomorphic tendencies with very young children, such as viewing robots more as peers than gadgets [91], seeing them as “people” who are less smart than them [108], and consequently, developing relationships with them and seeing them as psychological nonliving things [17], [33], [100]. In ML education, children have felt a two-way relationship where they can teach the machine, instead of just the machine teaching them [Authors2020a] [15].

6. The status of algorithmic steps changes.

Much of computing education in schools revolves around the concept of algorithm as it is typically described in computational thinking: step-by-step methods that people can trace to solve problems for which a solution consists of discrete, deterministic, unambiguous atomic operations [14]. But ML initiatives differ by nature from “traditional CT” with regards to the role of algorithmic steps. For one, it is practically impossible to trace how a neural network reaches its solution, and the individual “steps” in the model are not central. Many applications hide most of what happens with the individual neural network operations. What is visible to the user in ML education tools can range from chiefly algorithmic [112], [113] to chiefly data-driven [76], [119], [120].

A number of ML education tools do not require exposure to the concept of algorithmic steps—on the contrary, some celebrate the shift from “coding to teachable machines” [15]. In training a model, in testing a model, and in connecting the model with actions, there is less a need for thinking about algorithms, and more concern with describing users’ intentions, and especially with designing data sets that can be used for creating the desired behaviors [Authors2020a,2020b].

Learning about ML systems in the classroom does not need to be predominantly about traceable, procedural execution of operations but about getting enough of the right kind of data for the job [54], [99]. Learners need to understand how ML “reasons” using models and representations built from data, and not rules coded in the system [54], [99]. Designing an algorithm gives way to derivation of models operating at a meta-level. That does not, however, diminish the need for teaching traditional CT, because real apps are almost always a combination of data-driven and rule-driven computing. ML is an addition, not a replacement.

7. Glass boxes and black boxes are relocated.

All educational approaches in computing education contain black boxes. The choice of where those black boxes are located is essentially a choice of what children can explore with the system, and what will they not learn about [72]. Traditional computer programs are glass boxes to the point where their flow of program execution, changes in values of variables, and everything else a program does are all hand-coded in the program, and the program flow can be tracked, visualized, and paused at any point to examine the program state at any given step of execution [85]. Most ML models are more opaque in the sense that the weights and parameters of neural networks and regression models are not set by hand, but they are trained by feeding the model a lot of data, each sample adjusting the model’s internal parameters bit by bit. From the viewpoint of traditional programming, the weights and parameters of a trained model are a black box in the sense that examining them lends no interpretation on what the neural network does or how. Many AI in K–12 education initiatives consider the public perception of AI as black boxes a major challenge for AI education [35], [41], [54], which
makes explainable AI (XAI) a major opportunity also in K–12, with example applications emerging [Authors2020e].

The location of black boxes shift over learners’ skill progression. In early machine learning education children can train ML models and use them to control the computer (for instance, with Wolfram Programming Lab or Snap!), but the actual mechanisms remain a black box, and can only be opened much later in the school. In research on ML education the opaqueness of ML models has faced issues known to K–12 educational technology designers through ages [35], [72] [Authors2020b,2020e]: The more accessible the systems are for novice learners, the more actual ML mechanisms they need to hide from the users—and the less students learn about what goes on under the hood. However, experiments with older, high school students building an object recognition system from the scratch have showed that ML models that rely on very few features can be programmed from scratch in elective programming classes [Authors2019a].

8. The notional machines evoked in machine learning differ greatly from those of traditional programming. As Sorva [86] wrote, much of computing education research has focused on overcoming the challenge of how to develop a robust conception of a notional machine (a mental model of what the computer does when it executes a piece of code). In the extensive body of literature on notional machines with novices and experts [86], little is relevant to ML. For instance, neural networks and regression models function very differently from traditional programs both at the abstract level and at the concrete level: In the abstract sense, passing data through a neural network is conceptually very different from the execution flow of a traditional program. In the practical sense, neural networks are embarrassingly trivial to parallelize on thousands of special-purpose processing cores that any cheap graphics card has [49]. But the more the ML processes are black-boxed, the more limited the prospects of constructing accurate notional machines related to them [35]. The notional machines and mental models for ML in computing education are bound to be very different from those of traditional programming education (Authors2021), and there is little research on the former in computing education research body of literature.

9. Machine learning systems are tested and debugged differently from rule-based programs. Earlier research on debugging strategies in K–12 computing education offers little advise for those ML education systems where children can train their own ML models. That is because “debugging” of ML models turns out to be very different from debugging traditional rule-based programs [35], [120]. Many machine learning algorithms are “soft” in the sense that their results are not straightforwardly discrete but tell, for instance, the probabilities of the input belonging to different classes—for instance, of Google’s K–12 TM2 tool shows, as percentage, the model’s confidence in classifying an image. Machine learning models are typically also “brittle” in the sense that when trained in one environment with one kind of data, small changes in the environment or input data may render the model nearly useless. Children have learned the concepts of softness and brittleness, for instance, when trying their mood recognition system in a different location with different background [Authors2020a]. That issue has been widely recognized in ML education, and there is research on using very simple examples to teach high-school students concepts like overfitting, accuracy, precision, and recall [22].

What is more, the workflows and philosophy of testing, debugging, and fixing ML models differ greatly from debugging traditional programs. Debugging traditional program code should not be based on trial and error, but on systematically tracking and understanding what happens on each line of the code. On the contrary, training black boxed ML models is ultimately based on trial-and-error type search of optimal hyperparameter and feature space. A number of initiatives have focused explicitly on teaching ML workflows, described in different ways but typically including variants of “data collection, data entry, data visualization, feature engineering, model building, model testing, and data permissions” [88] [Authors2020d], depending on the model.

10. Judging system goodness becomes more complex. Machine learning shifts the attribute of “goodness” from correctness to effectiveness. The main epistemological stance of traditional, rule-based computing used to be correctness and verifiability in deterministic systems [56], which then expanded to more holistic views of computing systems, such as the DRUSS principles (dependable, reliable, usable, safe, and secure). In many cases ML solutions can at best be “probably approximately correct,” their goodness statistically determined [102], which is reflected in many ML in K–12 initiatives [22], [36] [Authors2018]. Effectiveness has, of course, been a long time keyword in K–12 computing education—take, for example, RoboCup football matches between children’s robots, where no system can be “correct” but goodness of systems is measured by how often they win against other football-playing robots. It turns out that teaching learners about the strengths and weaknesses of ML-based technology can differ greatly from the same related to rule-based programs [54].

Reductionism, or the ability to fully explain the functioning of a large system by the functioning of its basic, atomic elements, gives in many ML applications way to emergence, where complex systems have properties that only arise from the interactions of large numbers of interacting parts. On a continuum from a bivalent view of correctness (the program outputs are either correct or incorrect) to a more fuzzy view that involves reliability, efficiency, and the like, ML is situated more towards the same end with educational robotics and other tangible learning environments, that rely on contextual, relative, and pragmatic view of goodness.
11. Approaches to STEM/STEAM integration change.
Computing education has for decades been gradually moving from closed problems towards open problem classes along many dimensions [89]. Computing in STEM education has increasingly embraced open-ended, authentic, and hands-on education, too [8]. A number of existing ML tools have the potential to further facilitate that shift in the domain and nature of learning problems and projects in the STE(A)M classroom [15], [33], [62]. ML projects at schools have fruitfully started new approaches to complement earlier STEAM integration approaches (traditionally focusing on, for instance, the principles of procedural or reactive programming with sensor-based artefacts [33], [46], [112] [Authors2020e]).

In the STEAM class, students can first explore what ML systems are capable of—for example, they can experiment on training ML models on graphical user interface based systems or drag-and-drop systems [46], [112]. Once familiar with how ML works, students can start by defining the problem, issue, or concern in STEAM fields they want to solve. This squares very well with the changing learning process when moving from STEM to STEAM education. STEAM education emphasizes real-world problems and exploration of multiple solutions to them, and ML is at its best with rich, real-world data. A number of K–12 ML platforms designed for rich multimodal material (pictures, sound, movement tracking) fit well STEAM education in those cases where laws, formulas, and rules may not be readily available. Example data sets used in K–12 ML education include data from the bicycle sharing system in Chicago, Spotify song feature data set, and face recognition data sets [61], language corpora from Dr. Seuss, Taylor Swift, and Shakespeare [105], and there is an example of teaching ML concepts in the middle school using the advanced RapidMiner software, making models of mango sweetness, mango quality, and the mango market [76]. AI has been taught along with the philosophy and history of science, too [33], [84]. Many ML-based learning environments offer high degrees of freedom for a broad variety of experiments.

12. ML helps students learn how their world works.
One tenet of technology education and computing for all initiatives has been to teach students how the world around them works [31]. Computing education should be able to banish magic from computing systems by exposing the mechanisms by which they work. Educational technology efforts from the Little Man Computer to block-based programming have done a great job teaching how rule-based systems work [32], [96]. But many features of most familiar to children today—such as TikTok, Spotify, and Netflix—as well as many features of technology children use daily—such as face recognition, speech recognition, recommenders, and targeted advertisement—are better taught using ML based educational technology than they are with traditional programming [Authors2019c]. Many ML in K–12 initiatives explicitly address the need to teach children the aspects of modern AI that affect their life and future work [10], [15], [35] [Authors2020d]. Again, data-driven and rule-driven approaches both need to be taught, and ML does not make teaching rule-based programming obsolete. Yet, ignoring ML in computing education leaves open a gap that is widening by the day.

13. Applications of ML technology bring about some new ethical concerns to be included in computing education.
ML in K–12 educators have argued that any instruction on ML needs to also include ethics of AI [99] and challenge the mythical AI narratives from the popular media and Hollywood [3], [21], [54]. It has been suggested that AI needs to be demystified [37], and magic banished from it [41]. Many initiatives take the ethical challenge very seriously: For instance, the extensive German AI/ML learning package deployed to thousands of schools had a heavy focus on ethical and societal aspects, including scenario work for what kind of future would we want from learning machines [78]. What is more, ML classes aimed at high school girls have been used to encourage broader participation in computing [101]. The rationales for including ethics differ only to a limited degree from the rationales for establishing computing ethics as a cross-cutting curriculum subject in the 1990s [94]. Yet, ML does bring new perspectives to topics like privacy, surveillance, job losses, misinformation, diversity, algorithmic bias, transferability, and accountability, among others [54].

V. PITFALLS AND WEAKNESSES

MACHINE LEARNING provides to computing and automation a perspective that is markedly different from the perspective of rule-based computing and programming-based computational thinking. It reaches to some areas that coding initiatives cannot reach, while the opposite is equally true. ML in K–12 literature lists a large number of weaknesses, pitfalls, and dangers related to ML in K–12 education.

Firstly, especially in the lower school grades and with “low floor” apps, learning can be shallow and superficial, because children learn workflows, not the internal ML mechanisms. Those workflows are described differently in different initiatives. For example, one initiative described their workflow as data collection, data entry, data visualization, feature engineering, model building, model testing, and data permissions [88]. Another described it as requirements analysis, collecting the training data sets, training the model, evaluating the model, and deploying the model to work in apps [Authors2020a]. Also parts of the workflow can be black-boxed: One study focused on just two stages of the workflow, data labeling and evaluation, and black-boxed the other parts of the workflow [35], [36].

Secondly, there is no consensus over the trade-offs necessitated by black-boxes, and there is a paucity of research on their effects. Interacting with highly opaque processes may lead children to develop inaccurate or oversimplified notional machines, which can be difficult to change once formed [35]. Black-boxing also risks unrealistic expectations of what ML
systems can do, and in case of younger children, anthropomorphizing and personification of ML systems [17], [33], [54], [108]. At the same time, ML in K–12, especially with younger learners, requires hiding much of the underlying complexity. Research on explainable AI in K–12 is forming up [Authors2020e], and there are initiatives to expose the implementation mechanisms of AI in high school classrooms [41], [58], but the question of black-boxing in K–12 ML education remains essentially an open question [35].

Thirdly, compared to ML systems, classical AI systems are better for learning the rules underlying traditional AI (because children program the rules in them)—take, for instance, expert systems or chatbots [114]. Rule-based programming is based on relatively simple Boolean logic and discrete mathematics, the basics of which can be taught relatively early, and then deepened at age-appropriate levels from primary school to high school. By contrast, ML is based on advanced mathematical concepts beyond the children’s grasp, such as statistics and probabilistic modeling [21]. What is more, opening the ML black box in education requires education to address skills from both extremes of the applied–formal spectrum: very practical and very theoretical [21]. ML in K–12 initiatives share the challenge of how to ease the entry to ML and avoid advanced mathematics [21], [22].

Fourthly, there is no agreement over the relationship between ML skills and knowledge and the multitude of skills and knowledge labeled “computational thinking” (CT) [95]. As nearly all ML apps are really combinations of rule-based code and ML models, it has been suggested that traditional CT frameworks should be extended with ML-related concepts, such as classification, prediction, and generation [104], [105]. At a more general level, it has been argued that if computational thinking is about how to make computers do jobs for people, ML is, by definition, a part of computing’s disciplinary ways of thinking and practicing—in other words, a part of computational thinking [14].

Fifthly, compared to computing education research on programming in K–12, and even compared to research on teaching rule-based “good old-fashioned AI” in K–12, research on how to teach ML in K–12 is in its infancy [17], [35], [54]. Lack of experience on age-appropriateness of ML concepts has caused surprises, such as cases where K–6 children grasp seemingly much more sophisticated ideas quickly but simpler-looking ideas may take longer [33]. In the absence of long-term experience from ML curriculum implementations at different school levels, continuity of AI/ML education from kindergarten to high school is an equally daunting challenge as it is in traditional computing education [33]. And the pet peeve of CT critics—“How does one measure student progress in CT?”—applies equally well to ML, too.

Finally, a topic high on the hype cycle risks unrealistic expectations and misconceptions. ML education in K–12 should not repeat the inflated expectations about Logo that ultimately led to disappointment when the initiative could not fully deliver to its promise [4]. Although ML makes possible automation of new classes of jobs that could not be automated before, it is still very limited in its applications, and much of the ML hype in the popular press is based on limited understanding of what ML actually does [11]. Black boxes further obscure functionality, and the “Eliza effect”—where a system appears to observers as much smarter than what its internal functioning warrants [54]—is a real danger in ML education.

VI. CONCLUSIONS

The frontiers of computing education have been in constant flux throughout the disciplinary history of computing [96]. Computing education has always followed the state-of-the-art technology in the field, with the help of improved interfaces and layered stacks of abstraction levels to hide the underlying complexity. As machine learning is making its way to becoming mainstream technology [49] and core computing knowledge [81], [82], and as ML applications have become commonplace [9], computing educators have anticipated a shift in K–12 computing education, too [15].

The nascent body of literature on teaching ML in K–12 education is rapidly developing along a route that is in a number of ways different from the traditional programming and computational thinking oriented computing curricula. That new kind of computing education is characterized by a number of opportunities and changes in thinking, including:

1) New classes of real-world applications for classroom experiments
2) Shift from rule-driven to data-driven thinking
3) Change in the role of syntax and semantics
4) Activities well aligned with modern pedagogy
5) Access to bodily and natural language interaction
6) A shift away from algorithmic steps
7) Higher level of abstraction and black-boxed mechanisms
8) A need for new notional machines
9) New models of testing and debugging
10) New attributes of goodness of programs
11) Deeper integration with STEAM subjects
12) Ability to explain many services children use daily
13) Direct connections to topical issues in AI ethics

But as schools and teachers struggle with the recent wave of integrating computational thinking into school curricula [13], teaching ML in K–12 poses an even more daunting challenge. The computing education research body of literature contains remarkably little research on how people learn to train, test, improve, and deploy ML systems [15], [81], [82]. Research on ML education is in its infancy, most reports being either analytical—concept development, essays, or curriculum descriptions—or, if empirical, of the exploratory, proof-of-concept, or Marco Polo types (“I went there and I saw this”). Literature reviews have only recently started to emerge [59], [117].

As it has taken computing educators many decades to bring traditional programming and computational thinking
into school curricula in many countries [31], one can question whether time is ripe yet for expanding computing education with another addition. Schoolteachers are already struggling with the recent wave of integrating computational thinking into school curricula [13], [57]. Computing, computational thinking, or programming, is restricted to a rather limited number of classroom hours in national curricula; or have been more, or less, successfully “integrated” into other subjects. Perhaps that time is better spent on the better researched traditional computing curricula than a newer topic on which there is little literature, material, classroom examples, readily available learning objects, or pedagogical experience.

But despite the challenges, there is a clear need for understanding how ML-based and data-driven systems in people’s everyday lives work [34]. Thus, there is a need to build ML education from ground up: research is needed for pedagogical models, skill progression schemes, appropriate educational technology, ethical dilemmas, domain integration, and all other elements of education. This article has outlined some elements of education that computing educators need to consider regarding machine learning in the K–12 classroom. This is a vital area, if future citizens are to be empowered in regard to the systems around them, and that warrants considerably more focus from the computing education research community.

REFERENCES

[1] Jon Agar. What difference did computers make? Social Studies of Science, 36(3):869–907, 2006.
[2] Atsushi Akera. Calculating a Natural World: Scientists, Engineers, and Computers During the Rise of U.S. Cold War Research. The MIT Press, Cambridge, MA, USA, 2007.
[3] Salihah Ali, Blakeley H. Payne, Randi Williams, Hae Won Park, and Cynthia Breazeal. Constructionism, ethics, and creativity: Developing primary and middle school artificial intelligence education. In International Workshop on Education in Artificial Intelligence K–12 (ED-UAI’19), Chicago, IL, USA, June 25–29 2019.
[4] Morgan G. Ames. Hackers, computers, and cooperation: A critical history of Logo and constructionist learning. Proceedings of the ACM on Human-Computer Interaction, 2(CSCW):1:18:1–18:19, 2018.
[5] Jerry Andrénssen and Jacobbin Sandberg. Where is education heading and how about AI? International Journal of Artificial Intelligence in Education, 10(2):130–150, 1999.
[6] Hilary Arsey and Lisa O’Malley. Scoping studies: towards a methodological framework. International Journal of Social Research Methodology, 8(1):19–32, 2005.
[7] Jesse L. Bemley. Neural networks for precocious students. In Proceedings of ICN’99 International Joint Conference on Neural Networks, volume 6, pages 4422–4427. IEEE, 1999.
[8] Fabiane Barreto Vavassori Benitti. Exploring the educational potential of robotics in schools: A systematic review. Computers & Education, 58(3):978–988, 2012.
[9] Erik Brynjolfsson and Andrew McAfee. The Second Machine Age: Work, Progress, and Prosperity in a Time of Brilliant Technologies. W. W. Norton & Company, New York, NY, USA, 2014.
[10] Harald Burgsteiner, Martin Kandlhofer, and Gerald Steinbauer. iRobot: Teaching the basics of artificial intelligence in high schools. In Proceedings of the Thirtieth AAAI Conference on Artificial Intelligence, AAAI’16, pages 4126–4127. AAAI Press, 2016.
[11] Adnan Darwiche. Human-level intelligence or animal-like abilities? Communications of the ACM, 61(10):56–67, 2018.
[12] Peter J. Denning. Computational thinking in science. American Scientist, 105(1):13–17, 2017.
[13] Peter J. Denning. Remaining trouble spots with computational thinking. Communications of the ACM, 60(6):33–39, 2017.
[14] Peter J. Denning and Matti Tedre. Computational Thinking. The MIT Press, Cambridge, MA, USA, 2019.
[15] Stefania Druga. Growing up with AI: Cognimates: from coding to teaching machines. Master’s thesis, Massachusetts Institute of Technology, August 2018.
[16] Stefania Druga, Sarah T. Vu, Eesh Likhith, and Tammy Qiu. Inclusive AI literacy for kids around the world. In Proceedings of PubLearn 2019, FL.2019, pages 104–111, New York, NY, USA, 2019. ACM.
[17] Stefania Druga, Randi Williams, Cynthia Breazeal, and Mitchell Resnick. “Hey Google is it OK if I eat you?”: Initial explorations in child-agent interaction. In Proceedings of the 2017 Conference on Interaction Design and Children, IDC’17, pages 595–609, New York, NY, USA, 2017. ACM.
[18] Nathan L. Einsmenger. The Computer Boys Take Over: Computers, Programmers, and the Politics of Technical Expertise. The MIT Press, Cambridge, MA, USA, 2010.
[19] Noel Enyedy. Inventing mapping: Creating cultural forms to solve collective problems. Cognition and Instruction, 23(4):427–466, 12 2005.
[20] Andre Esteva, Brett Kuprel, Roberto A. Novoa, Justin Ko, Susan M. Swetter, Helen M. Blau, and Sebastian Thrun. Dermatologist-level classification of skin cancer with deep neural networks. Nature, 542(7639):115–118, 2017.
[21] J. Estevez, G. Garate, and M. Graña. Gentle introduction to artificial intelligence for high-school students using scratch. IEEE Access, 7:179027–179036, 2019.
[22] Ignacio Evangelista, Germán Blesso, and Emanuel Benatti. Why are we not teaching machine learning at high school? A proposal. In 2018 World Engineering Education Forum - Global Engineering Deans Council (WEEF-GEDC), pages 1–6. IEEE, November 12–16 2018.
[23] Georgina Ferry. A Computer Called LEO: Lyons Teashops and the World’s First Office Computer. Fourth Estate, London, UK, 2003.
[24] S. C. Fok and E. K. Ong. A high school project on artificial intelligence in robotics. Artificial Intelligence in Engineering, 10(1):61–70, 1996.
[25] George E. Forsythe. The role of numerical analysis in an undergraduate program. The American Mathematical Monthly, 66(8):651–662, 1959.
[26] Joan M. Greenbaum. In the Name of Efficiency: Management Theory and Shopfloor Practice in Data Processing Work. Temple University Press, Philadelphia, PA, USA, 1979.
[27] Martin Greenberger, editor. Computers and The World of the Future. The MIT Press, Cambridge, MA, USA, 1962.
[28] Jonathan Grudin. The computer reaches out: The historical continuity of interface design. In CHI ’90: Proceedings of the SIGCHI Conference on Human Factors in Computing Systems, pages 261–268, New York, NY, USA, 1990. ACM.
[29] Jan Gulliksen, Åsa Cajander, Arnold Pearls, and Mattias Wiggberg. Digital skøpskompetens – den ny renassansmånskap: Genomsynslycning, definition, prognosisverktøy og rekommendationer for framtida utveckling. UKA 0334, Tillväxtverket, Stockholm, Sweden, April 2020.
[30] Mark Guzdial. A media education course for non-majors. SIGCSE Bulletin, 35(3):104–108, 2003.
[31] Mark Guzdial. Learner-Centered Design of Computing Education: Research on Computing for Everyone. Synthesis Lectures on Human-Centered Informatics. Morgan & Claypool, San Rafael, CA, USA, 2015.
[32] Mark Guzdial and Benedict du Boyay. The history of computing education research. In Sally A. Fincher and Anthony V. Robins, editors, The Cambridge Handbook of Computing Education Research, pages 11–39. Cambridge University Press, Cambridge, UK, 2019.
[33] Clint Heinze, Janet Haase, and Helen Higgins. An action research report from a multi-year approach to teaching artificial intelligence at the K–6 level. In Proceedings of the First Symposium on Educational Advances in AI, EAAI-2010. AAAI, 2010.
[34] Arne Hintz, Karin Wahl-Jorgensen, and Lina Dencik. Digital Citizenship in a Datafied Society. Polity Press, Cambridge, UK, 2018.
[35] Tom Hitron, Yoav Orlev, Iddo Wald, Ariel Shamir, Hadas Erel, and Oren Zuckerman. Can children understand machine learning concepts? The effect of uncovering black boxes. In Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems, CHI ’19, pages 1–11, New York, NY, USA, 2019. ACM.
[36] Tom Hitron, Iddo Wald, Hadas Erel, and Oren Zuckerman. Introducing children to machine learning concepts through hands-on experience. In Proceedings of the 17th ACM Conference on Interaction Design and Children, IDC’ 18, pages 563–568, New York, NY, USA, 2018. ACM.
[37] Joshua W. K. Ho and Matthew Scadding. Classroom activities for teaching artificial intelligence to primary school students. In S.C. Kong, D. Andone, G. Biswas, H.U. Hoppe, T.C. Hsu, R.H. Huang, B.C. Kuo,
[79] Pirita Seitamaa-Hakkarainen, Marjut Viilo, and Kai Hakkarainen. Learning by collaborative designing: Technology-enhanced knowledge prac-
tices. International Journal of Technology and Design Education, 20(2):109–136, 2010.
[80] R. Benjamin Shapiro and Matthew Ahrens. Beyond blocks: Syntax and semantics. Communications of the ACM, 59(5):39–41, 2016.
[81] R. Benjamin Shapiro and Rebecca Fiebrink. Introduction to the special section: Launching an agenda for research on learning machine learning. ACM Transactions on Computing Education, 19(4):30:1–30:6, 2019.
[82] R. Benjamin Shapiro, Rebecca Fiebrink, and Peter Norvig. How machine learning impacts the undergraduate computing curriculum. Communica-
tions of the ACM, 61(1):27–29, 2018.
[83] David Silver, Julian Schrittwieser, Karen Simonyan, Ioannis Antonoglou, Aja Huang, Arthur Guez, Thomas Hubert, Lucas Baker, Matthew Lai, Adrian Bolton, Yutian Chen, Timothy Lillicrap, Fan Hui, Laurent Sifre, George van den Driessche, Thore Graepel, and Demis Hassabis. Mastering the game of Go without human knowledge. Nature, 500(7467):354–359, 2017.
[84] Aaron Sloman. Teaching AI and philosophy at school. Newsletter on Philosophy and Computers, 9(1):42–48, 2009.
[85] Juha Sorva. Visual Program Simulation in Introductory Programming Education. PhD thesis, Aalto University, Finland, 2012.
[86] Juha Sorva. Notional machines and introductory programming education. ACM Transactions on Computing Education, 13(2):8:1–8:31, 2013.
[87] Ahvaa Sperling and Dorit Lickerman. Integrating AI and machine learning in software engineering course for high school students. In Proceedings of the 17th ACM Annual Conference on Innovation and Technology in Computer Science Education, ITiCSE ’12, pages 244–249, New York, NY, USA, 2012. ACM.
[88] Shashank Srikant and Varun Aggarwal. Introducing data science to school kids. In Proceedings of the 2017 ACM SIGCSE Technical Symposium on Computer Science Education, pages 561–566. ACM, 2017.
[89] Erkki Sutinen and Jorma Tarhio. Teaching to identify problems in a creative way. In Proceedings of the IEEE’01 Frontiers in Education Conference, volume TID, pages 8–13, Reno, NV, USA, October 10–13, 2001.
[90] Yaniv Taigman, Ming Yang, Marc’Aurelio Ranzato, and Lior Wolf. Deepface: Closing the gap to human-level performance in face veri-
fication. In 2014 IEEE Conference on Computer Vision and Pattern Recognition, pages 1701–1708, June 23–28 2014.
[91] Fumihide Tanaka, Aaron Cewure, and Javier R. Movellan. Socialization between toddlers and robots at an early childhood education center. Pro-
ceedings of the National Academy of Sciences, 104(46):17954–17958, 2007.
[92] Danny Tang. Empowering novices to understand and use machine learning with personalized image classification models, intuitive analysis tools, and MIT App Inventor. Master’s thesis, Massachusetts Institute of Technology, June 2019.
[93] Danny Tang, Yuriu Utsumi, and Natalie Lao. Pic: A personal image classification webtool for high school students. In International Joint Conference on Artificial Intelligence, EduAI Workshop, 2019.
[94] Matti Tedre. The Science of Computing: Shaping a Discipline. CRC Press / Taylor & Francis, New York, NY, USA, 2014.
[95] Matti Tedre and Peter J. Denning. The long quest for computational thinking. In Proceedings of the 16th Koli Calling International Confer-
ence on Computing Education Research, Koli Calling ’16, pages 120–129, New York, NY, USA, 2016. ACM.
[96] Matti Tedre, Simon, and Lauri Malmi. Changing aims of computing education: A historical survey. Computer Science Education, 28(2):158–
186, 2018.
[97] Tapani Toivonen and Ilkka Jormainen. Using JS-Eden to introduce the concepts of reinforcement learning and artificial neural networks. In Proceedings of the 16th Koli Calling International Conference on Computing Education Research, pages 165–169, New York, NY, USA, 2016. ACM.
[98] Tapani Toivonen, Ilkka Jormainen, and Markku Tukiainen. An open robotics environment motivates students to learn the key concepts of artificial neural networks and reinforcement learning. In Proceedings of the 18th Conference on Robotics and Education RIE 2017, pages 317–328, Cham, Switzerland, 2017. Springer.
[99] David Tourczyk, Christina Gardner-McCune, Fred Martin, and Deborah Seehorn. Envisioning AI for K-12: What should every child know about AI? In Proceedings of the 33rd AAAI Conference on Artificial Intelli-
gence, volume 1, pages 9795–9799. Association for the Advancement of Artificial Intelligence, 2019.
[100] Sherry Turkle. The Second Self: Computers and the Human Spirit. The MIT Press, Cambridge, MA, USA, Twentieth anniversary edition, 2005.
[101] Marie E. Vachovsky, Grace Wu, Souathan Chaturapruck, Olga Ras-sakovsky, Richard Sommer, and Li Fei-Fei. Toward more gender di-
versity in CS through an artificial intelligence summer program for high school girls. In Proceedings of the 47th ACM Technical Symposium on Computing Science Education, SIGCSE ’16, pages 303–308, New York, NY, USA, 2016. ACM.
[102] Leslie Valiant. Probably Approximately Correct: Nature’s Algorithms for Learning and Prospering in a Complex World. Basic Books, New York, NY, USA, 2013.
[103] Teemu Valtonen, Matti Tedre, Kati Mäkitalo, and Henriikka Vartiainen. Media literacy education: A balanced approach using both classical AI and modern AI. In S.C. Kong, H.U. Hoppe, T.C. Hsu, R.H. Huang, B.C. Kuo, K.Y. Li, C.K. Loi, M. Miletad, J.L. Shih, K.S. Song, M. Specht, F. Sullivan, and J. Vahrenhold, editors, Proceedings of International Conference on Computational Thinking Education 2020, pages 110–111, Hong Kong, 2020. The Education University of Hong Kong.
[104] Julia Woodward, Zari McFadden, Nicole Shiver, Amir Ben-hayon, Ja-
son C. Yip, and Lisa Anthony. Using co-design to examine how children conceptualize intelligent interfaces. In Proceedings of the 2018 CHI Conference on Human Factors in Computing Systems, CHI ’18, pages 1–14, New York, NY, USA, 2018. ACM.
[105] Yang Yu and Yuan Chen. Design and development of high school artificial intelligence textbook based on computational thinking. Open Access Library Journal, 5(4898), 2018.
[106] Xiaofei Zhou, Jessica Van Brummelen, and Phoebe Lin. Designing AI learning experiences for K–12: Emerging works, future opportunities and a design framework. 2020.
[107] Kevin Zhu. An educational approach to machine learning with mobile applications. Master’s thesis, Massachusetts Institute of Technology, June 2019.
[108] Abigail Zimmermann-Niefield, R. Benjamin Shapiro, and Shaun Kane. Sports and machine learning: How young people can use data from their
own bodies to learn about machine learning. ACM XRDS, 25(4):44–49, 2019.

[120] Abigail Zimmermann-Niefield, Makenna Turner, Bridget Murphy, Shaun K. Kane, and R. Benjamin Shapiro. Youth learning machine learning through building models of athletic moves. In Proceedings of the 18th ACM International Conference on Interaction Design and Children, IDC '19, pages 121–132, New York, NY, USA, 2019. ACM.

* * *