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Abstract

We continue the study of a non self-adjoint fractional three-term Sturm-Liouville boundary value problem (with a potential term) formed by the composition of a left Caputo and left-Riemann-Liouville fractional integral under Dirichlet type boundary conditions. We study the existence and asymptotic behavior of the real eigenvalues and show that for certain values of the fractional differentiation parameter \( \alpha, 0 < \alpha < 1 \), there is a finite set of real eigenvalues and that, for \( \alpha \) near \( 1/2 \), there may be none at all. As \( \alpha \to 1^- \) we show that their number becomes infinite and that the problem then approaches a standard Dirichlet Sturm-Liouville problem with the composition of the operators becoming the operator of second order differentiation.
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1. Introduction

This is a continuation of \cite{1} where the results therein are extended to three-term Fractional Sturm-Liouville operators (with a potential term) formed by the composition of a left Caputo and left-Riemann-Liouville fractional integral. Specifically, the boundary value problem is of the form,

\[-c D_0^\alpha \circ D_0^\alpha y(t) + q(t)y(t) = \lambda y(t), \quad 1/2 < \alpha < 1, \quad 0 \leq t \leq 1, \quad (1.1)\]

with boundary conditions

\[\mathcal{I}_{0+}^{1-\alpha} y(t)|_{t=0} = c_1, \quad \text{and} \quad \mathcal{I}_{0+}^{1-\alpha} y(t)|_{t=1} = c_2, \quad (1.2)\]

where \( c_1, c_2 \) are real constants and the real valued unspecified potential function, \( q \in L^\infty[0,1] \). We note that these are not self-adjoint problems and so there may be non-real spectrum, in general. A well-known property of the Riemann-Liouville integral gives that if the solutions are continuous on \([0,1]\) then the boundary conditions \((1.2)\) reduce to the usual fixed end boundary conditions, \( y(0) = y(1) = 0 \), as \( \alpha \to 1 \).

For the analogue of the Dirichlet problem described above we study the existence and asymptotic behavior of the real eigenvalues and show that for each \( \alpha, 0 < \alpha < 1 \), there is a finite set of real eigenvalues and that, for \( \alpha \) near \( 1/2 \), there may be none at all. As \( \alpha \to 1^- \) we show that their number becomes infinite and that the problem then approaches a standard Dirichlet Sturm-Liouville problem with the composition of the operators becoming the operator of second order differentiation acting on a suitable function space.
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2. Preliminaries

We recall some definitions from Fractional Calculus and refer the reader to our previous paper [1] for further details.

**Definition 2.1.** The left and the right Riemann-Liouville fractional integrals $I^\alpha_{a+}$ and $I^\alpha_{b-}$ of order $\alpha \in \mathbb{R}^+$ are defined by

$$I^\alpha_{a+} f(t) := \frac{1}{\Gamma(\alpha)} \int_a^t \frac{f(s)}{(t-s)^{1-\alpha}} ds, \quad t \in (a, b],$$

and

$$I^\alpha_{b-} f(t) := \frac{1}{\Gamma(\alpha)} \int_t^b \frac{f(s)}{(s-t)^{1-\alpha}} ds, \quad t \in [a, b),$$

respectively. Here $\Gamma(\alpha)$ denotes Euler’s Gamma function. The following property is easily verified.

**Property 2.1.** For a constant $C$, we have

$$I^\alpha_{a+} C = \frac{(t-a)^\alpha}{\Gamma(\alpha+1)} C.$$

The proof is by direct calculation.

**Definition 2.2.** The left and the right Caputo fractional derivatives $^cD^\alpha_{a+}$ and $^cD^\alpha_{b-}$ are defined by

$$^cD^\alpha_{a+} f(t) := I^{n-\alpha}_{a+} \circ D^n f(t) = \frac{1}{\Gamma(n-\alpha)} \int_a^t \frac{f^{(n)}(s)}{(t-s)^{n-\alpha+1}} ds, \quad t > a,$$

and

$$^cD^\alpha_{b-} f(t) := (-1)^n I^{n-\alpha}_{b-} \circ D^n f(t) = \frac{(-1)^n}{\Gamma(n-\alpha)} \int_t^b \frac{f^{(n)}(s)}{(s-t)^{n-\alpha+1}} ds, \quad t < b,$$

respectively, where $f$ is sufficiently differentiable and $n-1 \leq \alpha < n$.

**Definition 2.3.** Similarly, the left and the right Riemann-Liouville fractional derivatives $D^\alpha_{a+}$ and $D^\alpha_{b-}$ are defined by

$$D^\alpha_{a+} f(t) := D^n \circ I^{n-\alpha}_{a+} f(t) = \frac{1}{\Gamma(n-\alpha)} \frac{d^n}{dt^n} \int_a^t \frac{f(s)}{(t-s)^{n-\alpha+1}} ds, \quad t > a,$$

and

$$D^\alpha_{b-} f(t) := (-1)^n D^n \circ I^{n-\alpha}_{b-} f(t) = \frac{(-1)^n}{\Gamma(n-\alpha)} \frac{d^n}{dt^n} \int_t^b \frac{f(s)}{(s-t)^{n-\alpha+1}} ds, \quad t < b,$$

respectively, where $f$ is sufficiently differentiable and $n-1 \leq \alpha < n$.

**Property 2.2.** For $\Re(\nu) > -1$, $0 < \alpha < 1$, and $t > 0$, we have

$$D^\alpha_{0+} (t^\nu) = \frac{\Gamma(1+\nu)}{\Gamma(1+\nu-\alpha)} t^{\nu-\alpha}.$$

**Property 2.3.** For $\Re(\nu) > 0$, $0 < \alpha < 1$, and $t > 0$, we have

$$^cD^\alpha_{0+} (t^\nu) = \frac{\Gamma(1+\nu)}{\Gamma(1+\nu-\alpha)} t^{\nu-\alpha}.$$
Property 2.4. If \( y(t) \in L^1(a, b) \) and \( \mathcal{I}^{1-\alpha}_{a^+} y, \mathcal{I}^{1-\alpha}_{b^+} y \in AC[a, b] \), then
\[
\mathcal{I}^{\alpha}_{a^+} \mathcal{D}^{\alpha}_{a^+} y(t) = y(t) - \frac{(t-a)^{\alpha-1}}{\Gamma(\alpha)} \mathcal{I}^{1-\alpha}_{a^+} y(a),
\]
\[
\mathcal{I}^{\alpha}_{b^+} \mathcal{D}^{\alpha}_{b^+} y(t) = y(t) - \frac{(b-t)^{\alpha-1}}{\Gamma(\alpha)} \mathcal{I}^{1-\alpha}_{b^+} y(b).
\]

Property 2.5. If \( y(t) \in AC[a, b] \) and \( 0 < \alpha \leq 1 \), then
\[
\mathcal{I}^{\alpha} c \mathcal{D}^{\alpha} y(t) = y(t) - y(a),
\]
\[
\mathcal{I}^{\alpha} c \mathcal{D}^{\alpha} y(t) = y(t) - y(b).
\]

Property 2.6. For \( 0 < \alpha < 1 \) we have
\[
\mathcal{D}^{\alpha} f(t) = \frac{f(a)}{\Gamma(1-\alpha)} (t-a)^{-\alpha} + c \mathcal{D}^{\alpha} f(t)
\]

2.1. The Mittag-Leffler function

The function \( E_\delta(z) \) defined by
\[
E_\delta(z) := \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\delta k + 1)}, \quad (z \in \mathbb{C}, \Re(\delta) > 0),
\]
was introduced by Mittag-Leffler \[5\]. In particular, when \( \delta = 1 \) and \( \delta = 2 \), we have
\[
E_1(z) = e^z, \quad E_2(z) = \cosh(\sqrt{z}).
\]

The generalized Mittag-Leffler function \( E_{\delta,\theta}(z) \) is defined by
\[
E_{\delta,\theta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\delta k + \theta)},
\]
where \( z, \theta \in \mathbb{C} \) and \( \Re(\delta) > 0 \). When \( \theta = 1 \), \( E_{\delta,1}(z) \) coincides with the Mittag-Leffler function \( E_\delta(z) \):
\[
E_{\delta,1}(z) = E_\delta(z).
\]

Two other particular cases of \( E_{\delta,\theta}(z) \) are as follows:
\[
E_{1,2}(z) = \frac{e^z - 1}{z}, \quad E_{2,2}(z) = \frac{\sinh(\sqrt{z})}{\sqrt{z}}.
\]

Property 2.7. For any \( \delta \) with \( \Re(\delta) > 0 \) and for any \( z \neq 0 \) we have
\[
E_{\delta,\delta}(z) = \frac{1}{z} E_{\delta,0}(z)
\]

Further properties of this special function may be found in \[2\].
Using Property 2.1, we can write

\[ y(t) = \int_{0}^{t} \frac{y(r) - \lambda y(r)}{(s - r)^{1 - \alpha}} ds. \]

By changing the order of integrals in the above equation we get

\[ y(t) = \int_{0}^{t} (q(r) - \lambda y(r)) \left( \int_{r}^{t} (t - s)^{\alpha - 1} (s - r)^{\alpha - 1} ds \right) dr. \]

Solving the inner integral gives us

\[ y(t, \lambda) = c_1 \frac{t^{\alpha - 1}}{\Gamma(\alpha)} + c_2 \frac{t^{\alpha}}{\Gamma(\alpha + 1)} + \frac{1}{\Gamma(2\alpha)} \int_{0}^{t} (q(s) - \lambda y(s, \lambda))(t - s)^{2\alpha - 1} ds. \]  

We will now show that Exercise 3.4 has a solution that exists in a neighbourhood of \( t = 0 \) and is unique there. Working backwards will then provide us with a unique solution to (3.2). Although this result already appears in [4], we give a shorter proof part of which will be required later.

To this end, let \( t > 0 \). Define

\[ y_n(t, \lambda) = y_0(t, \lambda) + \frac{1}{\Gamma(2\alpha)} \int_{0}^{t} (t - s)^{2\alpha - 1} (q(s) - \lambda) y_{n-1}(s, \lambda) ds, \]
where

\[ y_0(t, \lambda) = c_1 \frac{t^{\alpha - 1}}{\Gamma(\alpha)} + c_2 \frac{t^{\alpha}}{\Gamma(\alpha + 1)}. \]  (3.3)

Let \( \lambda \in \mathbb{C} \), \( |\lambda| < \Lambda \), where \( \Lambda > 0 \) is arbitrary but fixed. Then,

\[
|y_1(t, \lambda) - y_0(t, \lambda)| \leq \frac{1}{\Gamma(2\alpha)} \int_0^t (t - s)^{2\alpha - 1}|q(s) - \lambda||y_0(s, \lambda)|ds
\]

in which \( ||q||_\infty = \sup_{t \in [0,1]} |q(t)| \). Substituting (3.3) in (3.4) and using the fact that,

\[
\int_0^t (t - s)^{n-1}(s - a)^{\beta - 1}ds = \frac{(t - a)^{n+\beta - 1}\Gamma(\alpha)\Gamma(\beta)}{\Gamma(\alpha + \beta)},
\]

we have

\[
|y_1(t, \lambda) - y_0(t, \lambda)| \leq (||q||_\infty + \Lambda) \left( \frac{c_1}{\Gamma(3\alpha)}t^{3\alpha - 1} + c_2 \frac{t^{3\alpha}}{\Gamma(3\alpha + 1)} \right).
\]  (3.5)

Continuing in this way we get that the series

\[
y_0(t, \lambda) + \sum_{n=1}^{\infty} (y_n(t, \lambda) - y_{n-1}(t, \lambda))
\]

where

\[
\sum_{n=1}^{\infty} |y_n(t, \lambda) - y_{n-1}(t, \lambda)| \leq c_1t^{\alpha - 1} \sum_{n=1}^{\infty} \frac{(||q||_\infty + \Lambda)^n}{\Gamma(2n\alpha + n)} t^{2n\alpha + \alpha} + c_2 \sum_{n=1}^{\infty} \frac{(||q||_\infty + \Lambda)^n}{\Gamma(2n\alpha + \alpha + 1)} t^{2n\alpha + \alpha}.
\]  (3.7)

converges uniformly on compact subsets of \((0,1]\). Denote the sum of the infinite series in (3.6) by \( y(t, \lambda) \). So, by virtue of (3.3) and (3.7), (3.6) gives us,

\[
|y(t, \lambda)| \leq |y_0(t, \lambda)| + \sum_{n=1}^{\infty} |y_n(t, \lambda) - y_{n-1}(t, \lambda)|
\]

\[
\leq \frac{c_1}{\Gamma(\alpha)}t^{\alpha - 1} + c_2 \frac{t^{\alpha}}{\Gamma(\alpha + 1)} + c_1t^{\alpha} \sum_{n=1}^{\infty} \frac{(||q||_\infty + \Lambda)^n}{\Gamma(2n\alpha + n)} t^{2n\alpha + \alpha} + c_2 \sum_{n=1}^{\infty} \frac{(||q||_\infty + \Lambda)^n}{\Gamma(2n\alpha + \alpha + 1)} t^{2n\alpha + \alpha}
\]

\[
= c_1t^{\alpha - 1}E_{2\alpha, \alpha}((||q||_\infty + \Lambda)t^{2\alpha}) + c_2t^{\alpha}E_{2\alpha, \alpha + 1}((||q||_\infty + \Lambda)t^{2\alpha}).
\]

Note that for a solution \( y(t, \lambda) \) of (3.1) to be \( C([0,1]) \), it is necessary and sufficient that \( c_1 = 0 \), i.e., \( \mathcal{J}_{0}^{1-\alpha}y(t)|_{t=0} = 0 \). This then proves the global existence of a solution of (3.1) on \([\delta,1]\), \( \delta > 0 \), since \( q \in L^\infty[0,1] \) for given \( c_1 \) and \( c_2 \), as defined in (1.2).
From the proof comes the following *a-priori* estimate when \( c_1 = 0 \), that is,

\[
|y(t, \lambda)| \leq c_2 t^\alpha \left( \frac{1}{\Gamma(\alpha + 1)} + \left| E_{2\alpha, \alpha + 1}(\|q\|_\infty + \Lambda) t^{2\alpha} \right| \right)
\]

valid for each \( t \in [0, 1] \) and all \( |\lambda| < \Lambda \).

The previous bound can be made into an absolute constant by taking the sup over all \( t \) and \( |\lambda| < \Lambda \). Of course, the bound goes to infinity as \( |\lambda| \to \infty \) over non-real values, as it must. Thus,

\[
|y(t, \lambda)| \leq c_2 \left( \frac{1}{\Gamma(\alpha + 1)} + \sup_{|\lambda| < \Lambda, t \in [0, 1]} \left| E_{2\alpha, \alpha + 1}(\|q\|_\infty + \Lambda) t^{2\alpha} \right| \right) = c_2 \left( \frac{1}{\Gamma(\alpha + 1)} + |E_{2\alpha, \alpha + 1}(\|q\|_\infty + \Lambda)| \right) := c_3.
\]

(3.8)

for all \( |\lambda| < \Lambda, t \in [0, 1] \). Uniqueness follows easily by means of Gronwall’s inequality, as usual. Let \( \varepsilon > 0 \). Assume that (3.1) has two solutions \( y(t, \lambda), z(t, \lambda) \). Since \( q \in L^\infty[0, 1] \) and \( |\lambda| < \Lambda \) we can derive that,

\[
|y(t, \lambda) - z(t, \lambda)| \leq \varepsilon e^{\frac{1}{1-\varepsilon} (\|q\|_\infty + \Lambda) \frac{\alpha}{2\alpha}}.
\]

and since \( t \in [0, 1] \), we get

\[
|y(t, \lambda) - z(t, \lambda)| \leq O(\varepsilon)
\]

where the \( O \)-term can be made independent of both \( t, \lambda \). Letting \( \varepsilon \to 0 \) yields uniqueness for \( t \in [0, 1] \) and \( |\lambda| < \Lambda \).

4. Another integral equation

In the previous section we showed that (3.1) has a solution that, for each \( \lambda \in \mathbb{C} \), exists on \([0, 1]\), is unique, and is continuous there if and only if \( c_1 = 0 \). On the other hand, if \( c_1 \neq 0 \) then the solution is merely continuous on all compact subsets of \([0, 1]\). In this section we find another expression for the integral equation which is equivalent to both (3.1) and the problem (1.1) with boundary conditions (1.2).

**Lemma 4.1.** For \( 0 < \alpha < 1 \) and \( 0 < t < 1 \), we have

\[
-c \mathcal{G}^\alpha_0 \mathcal{G}^\alpha_0 \left( t^{\alpha-1} E_{2\alpha, \alpha}(-\lambda t^{2\alpha}) \right) = \lambda^\alpha t^{\alpha-1} E_{2\alpha, \alpha}(-\lambda t^{2\alpha}).
\]

**Proof.** Using properties of the Mittag-Leffler function we can write

\[
\mathcal{G}^\alpha_0 \left( t^{\alpha-1} E_{2\alpha, \alpha}(-\lambda t^{2\alpha}) \right) = \mathcal{G}^\alpha_0 \left( \sum_{k=0}^{\infty} \frac{(-\lambda)^k t^{2\alpha k + \alpha - 1}}{\Gamma(2\alpha k + \alpha)} \right)
\]

\[
= \sum_{k=0}^{\infty} \frac{(-\lambda)^k t^{2\alpha k + \alpha - 1}}{\Gamma(2\alpha k + \alpha)}
\]

\[
= \sum_{k=0}^{\infty} \frac{(-\lambda)^k t^{2\alpha k + \alpha - 1}}{\Gamma(2\alpha k + \alpha)}
\]

\[
= \sum_{k=0}^{\infty} \frac{(-\lambda)^k t^{2\alpha k + \alpha - 1}}{\Gamma(2\alpha k)}
\]

\[
= t^{-1} E_{2\alpha, \alpha}(-\lambda t^{2\alpha})
\]

\[
= -\lambda t^{2\alpha-1} E_{2\alpha, 2\alpha}(-\lambda t^{2\alpha})
\]
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in which the third and the last equalities come from Property 2.2 and Property 2.7, respectively. Now, taking the left Caputo fractional derivative of both sides of (4.1) we get

\[-c\mathbb{G}_0^\alpha \mathbb{G}_0^\alpha (t^{\alpha-1}E_{2\alpha,\alpha}(-\lambda t^{2\alpha})) = c\mathbb{G}_0^\alpha (\lambda t^{2\alpha-1}E_{2\alpha,2\alpha}(-\lambda t^{2\alpha}))\]

\[= \lambda c\mathbb{G}_0^\alpha \left( \sum_{k=0}^\infty \frac{(-\lambda)^k t^{2ak}}{\Gamma(2ak + 2\alpha)} \right)\]

\[= \lambda \left( \sum_{k=0}^\infty \frac{(-\lambda)^k t^{2ak}}{\Gamma(2ak + 2\alpha)} \right)\]

\[= \lambda t^{\alpha-1} \sum_{k=0}^\infty \frac{(-\lambda)^k t^{2ak}}{\Gamma(2ak + \alpha)}\]

\[= \lambda t^{\alpha-1} E_{2\alpha,\alpha}(-\lambda t^{2\alpha})\]

as required.

**Lemma 4.2.** For $0 < \alpha < 1$ and $0 < t < 1$, we have

\[-c\mathbb{G}_0^\alpha \mathbb{G}_0^\alpha (t^\alpha E_{2\alpha,\alpha+1}(-\lambda t^{2\alpha})) = \lambda t^\alpha E_{2\alpha,\alpha+1}(-\lambda t^{2\alpha})\]

**Proof.** Once again, using the properties of the Mittag-Leffler function we can write

\[\mathbb{G}_0^\alpha (t^\alpha E_{2\alpha,\alpha+1}(-\lambda t^{2\alpha})) = \mathbb{G}_0^\alpha \left( \sum_{k=0}^\infty \frac{(-\lambda)^k t^{2ak+\alpha}}{\Gamma(2ak + \alpha + 1)} \right)\]

\[= \sum_{k=0}^\infty \frac{(-\lambda)^k t^{2ak+\alpha}}{\Gamma(2ak + \alpha + 1)} \quad (4.2)\]

\[= \sum_{k=0}^\infty \frac{(-\lambda)^k t^{2ak}}{\Gamma(2ak + 1)} = E_{2\alpha,1}(-\lambda t^{2\alpha}).\]

in which the third equality comes from Property 2.3. Now, taking the left Caputo fractional derivative of both sides of (4.2) we get

\[c\mathbb{G}_0^\alpha \mathbb{G}_0^\alpha (t^\alpha E_{2\alpha,\alpha+1}(-\lambda t^{2\alpha})) = c\mathbb{G}_0^\alpha \left( E_{2\alpha,1}(\lambda t^{2\alpha}) \right)\]

\[= c\mathbb{G}_0^\alpha \left( \sum_{k=0}^\infty \frac{(-\lambda)^k t^{2ak}}{\Gamma(2ak + 1)} \right)\]

\[= \sum_{k=0}^\infty \frac{(-\lambda)^k c\mathbb{G}_0^\alpha (t^{2ak})}{\Gamma(2ak + 1)}\]

\[= \sum_{k=1}^\infty \frac{(-\lambda)^k t^{2ak}}{\Gamma(2ak + 1)}\]

\[= \sum_{k=0}^\infty \frac{(-\lambda)^k t^{2ak}}{\Gamma(2ak + \alpha + 1)}\]

\[= -\lambda t^\alpha \sum_{k=0}^\infty \frac{(-\lambda)^k t^{2ak}}{\Gamma(2ak + \alpha + 1)}\]

\[= -\lambda t^\alpha E_{2\alpha,\alpha+1}(-\lambda t^{2\alpha}).\]
as desired.

**Lemma 4.3.** For $0 < \alpha < 1$ and $0 < t < 1$, we have

$$-cD^{\alpha}_{0^+} D^{\alpha}_{0^+} \int_0^t (t-s)^{2\alpha-1} E_{2\alpha,2\alpha}(-\lambda(t-s)^{2\alpha})q(s)y(s)ds = -q(t)y(t) + \lambda \int_0^t (t-s)^{2\alpha-1} E_{2\alpha,2\alpha}(-\lambda(t-s)^{2\alpha})q(s)y(s)ds$$

**Proof.** Let $c_4 = 1/\Gamma(1-\alpha)$. Observe that,

$$\mathcal{D}^{1-\alpha}_{0^+} \int_0^t (t-s)^{2\alpha-1} E_{2\alpha,2\alpha}(-\lambda(t-s)^{2\alpha})q(s)y(s)ds = c_4 \int_0^t \int_s^t \frac{(r-s)^{2\alpha-1} E_{2\alpha,2\alpha}(-\lambda(r-s)^{2\alpha})q(s)y(s)ds}{(r-s)^{\alpha}} dr ds$$

$$= c_4 \int_0^t q(s)y(s) \left( \int_s^t \frac{(r-s)^{2\alpha-1} E_{2\alpha,2\alpha}(-\lambda(r-s)^{2\alpha})dr}{(r-s)^{\alpha}} \right) ds$$

$$= c_4 \int_0^t q(s)y(s) \left( \sum_{k=0}^{\infty} \frac{(-\lambda)^k}{\Gamma(2\alpha k + 2)} \int_s^t \frac{(r-s)^{2\alpha-1+2\alpha k}}{(r-s)^{\alpha}} dr \right) ds$$

$$= \int_0^t q(s)y(s) \left( \sum_{k=0}^{\infty} \frac{(-\lambda)^k (t-s)^{2\alpha k + \alpha}}{\Gamma(2\alpha k + \alpha + 1)} \right) ds$$

$$= \int_0^t q(s)y(s)(t-s)^{\alpha} E_{2\alpha,\alpha+1}(-\lambda(t-s)^{2\alpha})ds.$$  (4.3)

Next, differentiating both sides of (4.3) with respect to $t$ and noting that $\mathcal{D}^{\alpha}_{0^+} = D(\mathcal{D}^{1-\alpha}_{0^+})$ we find,

$$\mathcal{D}^{\alpha}_{0^+} \int_0^t (t-s)^{2\alpha-1} E_{2\alpha,2\alpha}(-\lambda(t-s)^{2\alpha})q(s)y(s)ds = \int_0^t (t-s)^{\alpha-1} E_{2\alpha,\alpha}(-\lambda(t-s)^{2\alpha})q(s)y(s)ds.$$  (4.4)

as $\mathcal{D}^{\alpha}_{0^+} E_{2\alpha,\alpha+1}(-\lambda t^{2\alpha}) = t^{\alpha-1} E_{2\alpha,\alpha}(-\lambda t^{2\alpha})$. Next, we are going to take the left Caputo fractional derivative of both sides of (4.4). However, since the right hand side of (4.4) as a function of $t$ is zero at $t = 0$, we can use Property 4.3 and replace the Caputo fractional derivative $\mathcal{D}^{\alpha}_{0^+}$ by the Riemann-Liouville one $\mathcal{D}^{\alpha}_{0^+}$. In order to do so, first we need to apply $\mathcal{D}^{1-\alpha}_{0^+}$ followed by the classical derivative of the right-hand-side of (4.4) as follows,

$$\mathcal{D}^{1-\alpha}_{0^+} \int_0^t (t-s)^{\alpha-1} E_{2\alpha,\alpha}(-\lambda(t-s)^{2\alpha})q(s)y(s)ds = c_4 \int_0^t \int_s^t \frac{(r-s)^{\alpha-1} E_{2\alpha,\alpha}(-\lambda(r-s)^{2\alpha})q(s)y(s)ds}{(r-s)^{\alpha}} dr ds$$

$$= c_4 \int_0^t q(s)y(s) \left( \int_s^t \frac{(r-s)^{\alpha-1} E_{2\alpha,\alpha}(-\lambda(r-s)^{2\alpha})dr}{(r-s)^{\alpha}} \right) ds$$

$$= c_4 \int_0^t q(s)y(s) \left( \sum_{k=0}^{\infty} \frac{(-\lambda)^k}{\Gamma(2\alpha k + \alpha)} \int_s^t \frac{(r-s)^{\alpha-1+2\alpha k}}{(r-s)^{\alpha}} dr \right) ds$$

$$= \int_0^t q(s)y(s) \left( \sum_{k=0}^{\infty} \frac{(-\lambda)^k (t-s)^{2\alpha k}}{\Gamma(2\alpha k + \alpha + 1)} \right) ds$$

$$= \int_0^t q(s)y(s) E_{2\alpha,1}(-\lambda(t-s)^{2\alpha})ds.$$
Taking the derivative of the previous equation and using the fact stated in the previous paragraph, we get
\[ c \mathcal{D}^\alpha_{0+} \int_0^t (t-s)^{\alpha-1} E_{2\alpha,\alpha}(-\lambda(t-s)^{2\alpha})q(s)y(s)ds = q(t)y(t) + \int_0^t q(s)y(s)(t-s)^{-1} E_{2\alpha,0}(-\lambda(t-s)^{2\alpha})ds \]
\[ = q(t)y(t) - \lambda \int_0^t (t-s)^{2\alpha-1} E_{2\alpha,2\alpha}(-\lambda(t-s)^{2\alpha})q(s)y(s)ds. \]
(4.5)

where we used Property \texttt{2.7} to arrive at the second equality above. Combining (4.4) and (4.5) completes the proof.

**Theorem 4.1.** For $1/2 < \alpha < 1$, the integral equation
\[ y(t, \lambda) = c_1 t^{\alpha-1} E_{2\alpha,\alpha}(-\lambda t^{2\alpha}) + c_2 t^{\alpha} E_{2\alpha,\alpha+1}(-\lambda t^{2\alpha}) + \int_0^t (t-s)^{2\alpha-1} E_{2\alpha,2\alpha}(-\lambda(t-s)^{2\alpha})q(s)y(s, \lambda)ds \]
(4.6)
satisfies \texttt{1.1} with initial conditions $\mathcal{J}^{1-\alpha}_{0+} y(t)|_{t=0} = c_1$ and $\mathcal{D}_{0+}^\alpha y(t)|_{t=0} = c_2$ in which $c_1$ and $c_2$ are given constants, and that this solution is unique.

**Proof.** We apply $-c \mathcal{D}^\alpha_{0+} \mathcal{D}^\alpha_{0+}$ on both sides of (4.6) to find,
\[ -c \mathcal{D}^\alpha_{0+} \mathcal{D}^\alpha_{0+} (y(t, \lambda)) = -c \mathcal{D}^\alpha_{0+} \mathcal{D}^\alpha_{0+} (c_1 t^{\alpha-1} E_{2\alpha,\alpha}(-\lambda t^{2\alpha}) + c_2 t^{\alpha} E_{2\alpha,\alpha+1}(-\lambda t^{2\alpha})) + \]
\[ -c \mathcal{D}^\alpha_{0+} \mathcal{D}^\alpha_{0+} \left( \int_0^t (t-s)^{2\alpha-1} E_{2\alpha,2\alpha}(-\lambda(t-s)^{2\alpha})q(s)y(s, \lambda)ds \right) \]
\[ = \lambda c_1 t^{\alpha-1} E_{2\alpha,\alpha}(-\lambda t^{2\alpha}) + \lambda c_2 t^{\alpha} E_{2\alpha,\alpha+1}(-\lambda t^{2\alpha}) - q(t)y(t) + \]
\[ \lambda \int_0^t (t-s)^{2\alpha-1} E_{2\alpha,2\alpha}(-\lambda(t-s)^{2\alpha})q(s)y(s, \lambda)ds \]
(4.7)
\[ = -q(t)y(t) + \lambda (c_1 t^{\alpha-1} E_{2\alpha,\alpha}(-\lambda t^{2\alpha}) + c_2 t^{\alpha} E_{2\alpha,\alpha+1}(-\lambda t^{2\alpha})) + \]
\[ \lambda \int_0^t (t-s)^{2\alpha-1} E_{2\alpha,2\alpha}(-\lambda(t-s)^{2\alpha})q(s)y(s, \lambda)ds \]
\[ = -q(t)y(t) + \lambda (y(t, \lambda)), \]
in which second equality come from Lemma \texttt{1.1}, Lemma \texttt{1.2} and Lemma \texttt{1.3}. We verify the initial conditions. Taking $\mathcal{J}^{1-\alpha}_{0+}$ of both sides (4.6), we get,
\[ \mathcal{J}^{1-\alpha}_{0+} (y(t, \lambda)) = \mathcal{J}^{1-\alpha}_{0+} (c_1 t^{\alpha-1} E_{2\alpha,\alpha}(-\lambda t^{2\alpha}) + c_2 t^{\alpha} E_{2\alpha,\alpha+1}(-\lambda t^{2\alpha})) + \]
\[ \mathcal{J}^{1-\alpha}_{0+} \left( \int_0^t (t-s)^{2\alpha-1} E_{2\alpha,2\alpha}(-\lambda(t-s)^{2\alpha})q(s)y(s, \lambda)ds \right) \]
\[ = c_1 E_{2\alpha,1}(-\lambda t^{2\alpha}) + c_2 t E_{2\alpha,2}(-\lambda t^{2\alpha}) + \int_0^t (t-s)^\alpha E_{2\alpha,2\alpha+1}(-\lambda(t-s)^{2\alpha})q(s)y(s, \lambda)ds, \]
(4.8)
where the third term of the second equality comes from \texttt{1.3}. Since $E_{2\alpha,1}(-\lambda t^{2\alpha})|_{t=0} = 1$ and the other two terms of the above equality vanish when $t = 0$, we have verified the first initial condition. Again Taking
Proof. Let \( \epsilon > 0 \) be arbitrary but fixed, and let \( |\lambda_1 - \lambda_0| < \lambda \). Using (1.6),

\[
D_0^\alpha (y(t, \lambda)) = D_0^\alpha \left( c_1 t^{2\alpha - 1} E_{2\alpha, \alpha}(-\lambda t^{2\alpha}) + c_2 t^{\alpha} E_{2\alpha, \alpha+1}(-\lambda t^{2\alpha}) \right) + \\
D_0^\alpha \left( \int_0^t (t-s)^{2\alpha-1} E_{2\alpha, 2\alpha}(-\lambda(t-s)^{2\alpha}) q(s) y(s, \lambda) \, ds \right)
\]

\[
= -c_1 \lambda t^{2\alpha-1} E_{2\alpha, 2\alpha}(-\lambda t^{2\alpha}) + c_2 E_{2\alpha, 1}(-\lambda t^{2\alpha}) + \int_0^t (t-s)^{2\alpha-1} E_{2\alpha, \alpha}(-\lambda(t-s)^{2\alpha}) q(s) y(s, \lambda) \, ds,
\]

(4.9)

where the second equality above comes from (1.1), (1.2), and (1.4). The second initial condition can readily be obtained by substituting \( t = 0 \) in (4.9).

5. Analyticity of solutions with respect to the parameter \( \lambda \)

In this section we show that the solutions (3.1), or (4.3), are, generally speaking, entire functions of the parameter \( \lambda \) for each \( t \) under consideration and \( \lambda \in \mathbb{C} \). First, we show continuity with respect to said parameter. Consider the case where \( c_1 = 0 \), i.e., \( y \in C[0, 1] \).

Lemma 5.1. Let \( y \in C[0, 1] \), \( \lambda \in \mathbb{C} \). Then, for each fixed \( t \in [0, 1] \), \( y(t, \lambda) \) is continuous with respect to \( \lambda \).

Proof. Let \( \Lambda > 0 \) be arbitrary but fixed, and let \( |\lambda_1 - \lambda_0| < \Lambda \). Using (1.6),

\[
y(t, \lambda) - y(t, \lambda_0) = \frac{1}{\Gamma(2\alpha)} \int_0^t (t-s)^{2\alpha-1} ((q(s) - \lambda)y(s, \lambda) - (q(s) - \lambda_0)y(s, \lambda_0)) \, ds
\]

\[
\frac{1}{\Gamma(2\alpha)} \int_0^t (s-t)^{2\alpha-1}((\lambda_0 - \lambda)y(s, \lambda) + (q(s) - \lambda_0)(y(s, \lambda) - y(s, \lambda_0))) \, ds.
\]

So,

\[
y(t, \lambda) - y(t, \lambda_0) = -(\lambda - \lambda_0) \frac{1}{\Gamma(2\alpha)} \int_0^t (t-s)^{2\alpha-1}y(s, \lambda) \, ds + \frac{1}{\Gamma(2\alpha)} \int_0^t (t-s)^{2\alpha-1}(q(s) - \lambda_0)(y(s, \lambda) - y(s, \lambda_0)) \, ds.
\]

(5.1)

Now, let \( \epsilon > 0 \) and \( |\lambda - \lambda_0| < \delta \) where \( \delta > 0 \) is to be chosen later. Then,

\[
|y(t, \lambda) - y(t, \lambda_0)| \leq \frac{\delta}{\Gamma(2\alpha)} \int_0^t (t-s)^{2\alpha-1}|y(s, \lambda)| \, ds + \frac{1}{\Gamma(2\alpha)} \int_0^t (t-s)^{2\alpha-1}|q(s) - \lambda_0||y(s, \lambda) - y(s, \lambda_0)| \, ds.
\]

Using (3.8) and Gronwall's inequality, we get

\[
|y(t, \lambda) - y(t, \lambda_0)| \leq \frac{\delta c_3 t^{2\alpha}}{2\alpha \Gamma(2\alpha)} + \frac{1}{\Gamma(2\alpha)} \int_0^t (t-s)^{2\alpha-1}|q(s) - \lambda_0||y(s, \lambda) - y(s, \lambda_0)| \, ds
\]

\[
\leq \frac{\delta c_3}{\Gamma(2\alpha + 1)} e^{\frac{\delta}{\Gamma(2\alpha + 1)} t^{2\alpha} \int_0^1 (1-s)^{2\alpha-1}|q(s) - \lambda_0| \, ds} := C \delta
\]

where

\[
C = \frac{c_3}{\Gamma(2\alpha + 1)} e^{\frac{1}{\Gamma(2\alpha + 1)} t^{2\alpha} \int_0^1 (1-s)^{2\alpha-1}|q(s) - \lambda_0| \, ds}
\]
is a function of $\alpha$ and $\lambda_0$ only as $q \in L^\infty(0, 1)$. Thus, for any $t \in [0, 1]$, the continuity of $y(t, \lambda)$ follows by choosing $\delta < \frac{\epsilon}{2}$. It also follows from this that,

$$
\sup_{t \in [0, 1]} |y(t, \lambda) - y(t, \lambda_0)| < \epsilon, \quad |\lambda - \lambda_0| < \delta.
$$

(5.2)

Next, we consider the differentiability of $y(t, \lambda)$ with respect to $\lambda$.

**Lemma 5.2.** Let $y \in C[0, 1], \lambda \in \mathbb{C}$. Then, for each fixed $t \in [0, 1]$, $y(t, \lambda)$ is differentiable with respect to $\lambda$.

**Proof.** As before let $|\lambda| < \Lambda, t \in [0, 1]$. Equation (5.1) can be rewritten as

$$
y(t, \lambda) - y(t, \lambda_0) = -\frac{1}{\Gamma(2\alpha)} \int_0^t (t-s)^{2\alpha-1} y(s, \lambda) ds + \frac{1}{\Gamma(2\alpha)} \int_0^t (t-s)^{2\alpha-1} (y(s, \lambda) - y(s, \lambda_0)) \frac{y(s, \lambda) - y(s, \lambda_0)}{\lambda - \lambda_0} ds.
$$

As $y(t, \lambda_0)$ is given, we define $h(t, \lambda_0)$ to be the unique solution of the Volterra integral equation of the second kind,

$$
h(t, \lambda_0) = -\frac{1}{\Gamma(2\alpha)} \int_0^t (t-s)^{2\alpha-1} y(s, \lambda_0) ds + \frac{1}{\Gamma(2\alpha)} \int_0^t (t-s)^{2\alpha-1} (y(s, \lambda) - y(s, \lambda_0)) h(s, \lambda_0) ds.
$$

So,

$$
\left| \frac{y(t, \lambda) - y(t, \lambda_0)}{\lambda - \lambda_0} - h(t, \lambda_0) \right| \leq \frac{1}{\Gamma(2\alpha)} \int_0^t (t-s)^{2\alpha-1} |y(s, \lambda) - y(s, \lambda_0)| ds 
+ \frac{1}{\Gamma(2\alpha)} \int_0^t (t-s)^{2\alpha-1} \left| (y(s, \lambda) - y(s, \lambda_0)) \frac{y(s, \lambda) - y(s, \lambda_0)}{\lambda - \lambda_0} - h(s, \lambda_0) \right| ds.
$$

Let $\epsilon > 0$ and choose $\delta > 0$ as in (5.2). Using Gronwall’s inequality and (5.2) we get, for $t \in [0, 1],$

$$
\left| \frac{y(t, \lambda) - y(t, \lambda_0)}{\lambda - \lambda_0} - h(t, \lambda_0) \right| \leq \frac{\epsilon}{2\alpha \Gamma(2\alpha)} \int_0^t (t-s)^{2\alpha-1} |y(s) - \lambda_0| ds 
+ \frac{1}{\Gamma(2\alpha)} \int_0^t (t-s)^{2\alpha-1} \left| (y(s) - \lambda_0) \frac{y(s) - \lambda_0}{\lambda - \lambda_0} - h(s, \lambda_0) \right| ds,
$$

$$
\leq \frac{\epsilon}{\Gamma(2\alpha + 1)} \int_0^t (t-s)^{2\alpha-1} ds = O(\epsilon).
$$

(5.3)

for $\lambda$ near $\lambda_0$ since, for $t \in [0, 1], \int_0^t (t-s)^{2\alpha-1} |y(s) - \lambda_0| ds = O(1)$. Thus,

$$
\frac{\partial y(t, \lambda)}{\partial \lambda} \bigg|_{\lambda=\lambda_0} := \lim_{\lambda \to \lambda_0} \frac{y(t, \lambda) - y(t, \lambda_0)}{\lambda - \lambda_0} = h(t, \lambda_0),
$$

exists at $\lambda_0$. Since $\lambda_0$ is arbitrary, $y_\lambda(t, \lambda)$ exists for all $\lambda$ with $|\lambda| < \Lambda$, real or complex and the result follows.

**Theorem 5.1.** For each $t \in [0, 1]$, $y(t, \lambda)$ is an entire function of $\lambda$.

**Proof.** This follows from Lemma 5.2 since $\lambda \in \mathbb{C}$ and $|\lambda| < \Lambda$ where $\Lambda > 0$ is arbitrary.
6. A Dirichlet type problem

Let \( y \in C[0, 1], \lambda \in \mathbb{C} \) be fixed. In this case we note that the first of the boundary conditions (1.2) is equivalent to the usual fixed end (Dirichlet) boundary conditions, that is,

\[
y \in C[0, 1] \iff \mathcal{J}_{0}^{1-\alpha}y(t, \lambda) \big|_{t=0} = 0 \iff y(0, \lambda) = 0.
\]

For the continuity assumption implies that there is a number \( M \) such that \( |y(t, \lambda)| \leq M \), for all \( t \in [0, 1] \). Thus,

\[
|\mathcal{J}_{0}^{1-\alpha}y(t, \lambda)| \leq \frac{M}{\Gamma(\alpha)} \int_{0}^{t} (t-s)^{-\alpha} ds = \frac{M}{(1-\alpha)\Gamma(\alpha)} t^{1-\alpha},
\]

and so \( \mathcal{J}_{0}^{1-\alpha}y(t, \lambda) \big|_{t=0} = 0 \). On the other hand (3.1) now implies that \( c_{1} = 0 \), i.e., \( y(0, \lambda) = 0 \), so that \( y \in C[0, 1] \). However, the condition \( y(1, \lambda) = 0 \) is independent of the statement that \( \mathcal{J}_{0}^{1-\alpha}y(t, \lambda) \big|_{t=1} = 0 \).

Since, for any \( z \neq 0 \), the Mittag-Leffler functions satisfy

\[
E_{\alpha,\delta}(z) = \frac{1}{z} E_{\alpha,0}(z),
\]

we get

\[
t^{2\alpha-1}E_{2\alpha,2\alpha}(-\lambda t^{2\alpha}) = \frac{1}{\lambda t} E_{2\alpha,0}(-\lambda t^{2\alpha}). \tag{6.1}
\]

Hence, using (4.6) and (6.1) we get

\[
y(t, \lambda) = c_{1} t^{\alpha-1} E_{2\alpha,\alpha}(-\lambda t^{2\alpha}) + c_{2} t^{\alpha} E_{2\alpha,\alpha+1}(-\lambda t^{2\alpha}) - \int_{0}^{t} \frac{E_{2\alpha,0}(-\lambda(t-s)^{2\alpha})}{\lambda(t-s)} q(s) y(s, \lambda) ds. \tag{6.2}
\]

**Remark 1:** When \( \alpha \to 1 \), the integral equation (6.2) becomes

\[
y(t, \lambda) = y(0, \lambda) \cos(\sqrt{\lambda t}) + y'(0, \lambda) \frac{\sin(\sqrt{\lambda t})}{\sqrt{\lambda}} + \int_{0}^{t} \frac{\sin(\sqrt{\lambda(t-s)})}{\sqrt{\lambda}} q(s) y(s, \lambda) ds, \tag{6.3}
\]

which is exactly the integral equation equivalent of the classical Sturm-Liouville equation \(-y'' + q(t)y = \lambda y\) for \( \lambda > 0 \).

**Remark 2:** Observe that, for each \( \alpha \),

\[
\lim_{s \to t^{-}} \frac{E_{2\alpha,0}(-\lambda(t-s)^{2\alpha})}{\lambda(t-s)} = \begin{cases} 0, & \text{if } \alpha \in (1/2, 1], \\ 1, & \text{if } \alpha = 1/2. \end{cases}
\]

and so, for each \( 1/2 < \alpha < 1 \), the kernel appearing in (6.2) is uniformly bounded on \([0, 1]\). This agrees with the equivalent result for the classical case (6.3).

7. Existence and asymptotic distribution of the eigenvalues

Without loss of generality we may assume that \( c_{2} = 1 \) in (6.2) and \( y(t, \lambda) \) is the corresponding solution. In the sequel we always assume that \( 1/2 < \alpha < 1 \).
Lemma 7.1. For each $t \in [0, 1]$, $1/2 < \alpha < 1$, and $|\arg(-\lambda)| \leq \mu$ where $\mu \in (\alpha\pi, \pi)$, we have $|t^\alpha E_{2\alpha, \alpha+1}(-\lambda t^{2\alpha})| \to 0$ as $|\lambda| \to \infty$.

Proof. By (2.12) we can write

$$t^\alpha E_{2\alpha, \alpha+1}(-\lambda t^{2\alpha}) = t^\alpha \left( \frac{1}{2\alpha}(-\lambda t^{2\alpha})^{-\frac{1}{2\alpha}} \right)^{\frac{\alpha+1}{2\alpha}} \exp \left\{ (-\lambda t^{2\alpha})^\frac{1}{2\alpha} \right\} + O \left( \frac{1}{\lambda} \right)$$

$$= -\frac{i}{2\alpha\sqrt{\lambda}} \exp \left\{ (-\lambda)^\frac{1}{2\alpha} t \right\} + O \left( \frac{1}{\lambda} \right)$$

Therefore,

$$|t^\alpha E_{2\alpha, \alpha+1}(-\lambda t^{2\alpha})| = \frac{1}{2\alpha\sqrt{\lambda}} \exp \left\{ |\lambda|^{\frac{1}{2\alpha}} \cos \left( \frac{\arg(-\lambda)}{2\alpha} \right) t \right\}.$$

Regarding the assumption on $\arg(-\lambda)$, we have $\cos\left(\frac{\arg(-\lambda)}{2\alpha}\right) < 0$ and it completes the proof.

Lemma 7.2. For each $t \in [0, 1]$, $s \in [0, t]$, $1/2 < \alpha < 1$, and $|\arg(-\lambda)| \leq \mu$ where $\mu \in (\alpha\pi, \pi)$, we have $\left| \frac{E_{2\alpha, \alpha}(-\lambda(t-s)^{2\alpha})}{\lambda(t-s)^\alpha} \right| \to 0$ as $|\lambda| \to \infty$.

Proof. By (2.12) we can write

$$\frac{E_{2\alpha, \alpha}(-\lambda(t-s)^{2\alpha})}{\lambda(t-s)^\alpha} = \frac{\left( \frac{1}{2\alpha}(-\lambda(t-s)^{2\alpha})^\frac{1}{2\alpha} \right)^{\frac{\alpha+1}{2\alpha}} \exp \left\{ (-\lambda(t-s)^{2\alpha})^\frac{1}{2\alpha} \right\} + O \left( \frac{1}{\lambda} \right)}{\lambda(t-s)^\alpha}$$

$$= \frac{1}{2\alpha} \left( \frac{-\lambda}{\lambda(t-s)^\alpha} \right)^{\frac{1}{2\alpha}} \exp \left\{ (-\lambda)^\frac{1}{2\alpha} (t-s) \right\} + O \left( \frac{1}{\lambda^2} \right) .$$

Then,

$$\left| \frac{E_{2\alpha, \alpha}(-\lambda(t-s)^{2\alpha})}{\lambda(t-s)^\alpha} \right| = \frac{1}{2\alpha \lambda^{(2\alpha-1)/2\alpha}} \exp \left\{ (t-s) |\lambda|^{1/2\alpha} \cos \left( \frac{\arg(-\lambda)}{2\alpha} \right) \right\} + O \left( \frac{1}{|\lambda|^2} \right) .$$

Arguing as in the previous lemma we reach the desired conclusion.

Lemma 7.3. For each $t \in [0, 1]$, $s \in [0, t]$, $1/2 < \alpha < 1$, and $|\arg(-\lambda)| \leq \mu$ where $\mu \in (\alpha\pi, \pi)$, we have $\left| \frac{E_{2\alpha, 1-\alpha}(-\lambda(t-s)^{2\alpha})}{\lambda(t-s)^\alpha} \right| \to 0$ as $|\lambda| \to \infty$.

Proof. By (2.12) we can write

$$\frac{E_{2\alpha, 1-\alpha}(-\lambda(t-s)^{2\alpha})}{\lambda(t-s)^\alpha} = \frac{\left( \frac{1}{2\alpha}(-\lambda(t-s)^{2\alpha})^\frac{1-\alpha}{2\alpha} \right)^{\frac{\alpha+1}{2\alpha}} \exp \left\{ (-\lambda(t-s)^{2\alpha})^\frac{1}{2\alpha} \right\} + O \left( \frac{1}{\lambda} \right)}{\lambda(t-s)^\alpha}$$

$$= \frac{i}{\sqrt{2\alpha}} \exp \left\{ (-\lambda)^\frac{1}{2\alpha} (t-s) \right\} + O \left( \frac{1}{\lambda^2} \right) .$$
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Then,

\[
\frac{E_{2\alpha,1-\alpha}(-\lambda(t-s)^{2\alpha})}{\lambda(t-s)^{\alpha}} = \frac{1}{2\alpha \sqrt{|\lambda|}} \exp \left\{ (t-s)|\lambda|^{1/2\alpha} \cos \left( \frac{\arg(-\lambda)}{2\alpha} \right) \right\}. \tag{7.1}
\]

The result follows since the exponential term is uniformly bounded.

**Lemma 7.4.** For each \( t \in [0,1] \), and \( 1/2 < \alpha < 1 \), the solution \( y(t,\lambda) \) is an entire function of \( \lambda \) of order at most \( 1/2\alpha \).

**Proof.** Let \( \lambda \in \mathbb{C} \). Define \( f \) by

\[
y(t,\lambda) = \exp \left\{ t|\lambda|^{1/2\alpha} \cos \left( \frac{\arg(-\lambda)}{2\alpha} \right) \right\} f(t). \tag{7.2}
\]

Then, using (6.2),

\[
f(t) = t^\alpha E_{2\alpha,\alpha+1}(-\lambda^{2\alpha}) \exp \left\{ -t|\lambda|^{1/2\alpha} \cos \left( \frac{\arg(-\lambda)}{2\alpha} \right) \right\} - \int_0^t \frac{E_{2\alpha,0}(-\lambda(t-s)^{2\alpha})}{\lambda(t-s)} \exp \left\{ -(t-s)|\lambda|^{1/2\alpha} \cos \left( \frac{\arg(-\lambda)}{2\alpha} \right) \right\} q(s)f(s) \, ds
\]

Applying Lemma 7 there exists \( \Lambda \in \mathbb{R}^+ \) such that for all \( |\lambda| > \Lambda \) we have

\[
|f(t)| \leq 1 + \frac{1}{2\alpha |\lambda|^{(2\alpha-1)/2\alpha}} \int_0^t |q(s)||f(s)| \, ds
\]

which, on account of Gronwall’s inequality, gives us

\[
|f(t)| \leq \exp \left\{ \frac{1}{2\alpha |\lambda|^{(2\alpha-1)/2\alpha}} \int_0^1 |q(s)| \, ds \right\}, \tag{7.3}
\]

for all sufficiently large \( |\lambda| \). Thus, \( f \in L^\infty[0,1] \) so that (7.2) yields, for some \( M \),

\[
|y(t,\lambda)| \leq M \exp \left( |\lambda|^{1/2\alpha} \right)
\]

and the order claim is verified.

**Lemma 7.5.** For each \( t \in [0,1] \), \( \mathcal{K}_{\alpha}^{1-\alpha} y(t,\lambda) \) is an entire function of \( \lambda \) of order at most \( 2\alpha \).

**Proof.** This is clear from the definition, the possible values of \( \alpha \), and since \( y(t,\lambda) \) is itself entire and of order at most \( 1/2\alpha \), from Lemma 7.4.

**Lemma 7.6.** The boundary value problem (1.1)-(1.2) has infinitely many complex eigenvalues (real eigenvalues are not to be excluded here).
Proof. By Lemma \(\text{7.3}\), we know that \(\mathcal{S}_{0^+}^{1-\alpha} y(t, \lambda)\) is entire for each \(t \in [0, 1]\), and \(1/2 < \alpha < 1\) as well. So, the eigenvalues of our problem are given by the zeros of \(\mathcal{S}_{0^+}^{1-\alpha} y(1, \lambda)\), which must be countably infinite in number since the latter function is of fractional order \(1/2\alpha\) (on account of the restriction on \(\alpha\)). This gives us the existence of infinitely many eigenvalues, generally in \(C\).

Next, we give the asymptotic distribution of these eigenvalues when \(\alpha\) is either very close to \(1/2\) from the right or very close to \(1\) from the left. Recall (6.2) with \(c_2 = 1\), so that

\[
y(t, \lambda) = t^{\alpha} E_{2\alpha,\alpha+1}(-\lambda t^{2\alpha}) - \int_0^t \frac{E_{2\alpha,\alpha+1}(-\lambda (t-s)^{2\alpha})}{\lambda (t-s)} q(s)y(s, \lambda) \, ds.
\]

(7.4)

Keeping in mind the boundary condition (1.2) at \(t = 1\), we calculate \(\mathcal{S}_{0^+}^{1-\alpha} y(t, \lambda)\) and then evaluate this at \(t = 1\) in order to find the dispersion relation for the eigenvalues.

A straightforward though lengthy calculation using (7.4) and the definition of the Mittag-Leffler functions show that

\[
\mathcal{S}_{0^+}^{1-\alpha} y(t, \lambda) = \mathcal{S}_{0^+}^{1-\alpha} \{ t^{\alpha} E_{2\alpha,\alpha+1}(-\lambda t^{2\alpha}) \} + \mathcal{S}_{0^+}^{1-\alpha} \left( \int_0^t \frac{E_{2\alpha,\alpha+1}(-\lambda (t-s)^{2\alpha})}{\lambda (t-s)} q(s)y(s, \lambda) \, ds \right),
\]

(7.5)

so that the eigenvalues of (1.1)–(1.2) are given by those \(\lambda \in C\) such that

\[
E_{2\alpha,2}(-\lambda) + \frac{1}{\lambda} \int_0^1 \frac{E_{2\alpha,1-\alpha}(-\lambda (1-s)^{2\alpha})}{(1-s)^\alpha} q(s)y(s, \lambda) \, ds = 0.
\]

(7.6)

Let us consider first the case where \(\lambda \in \mathbb{R}\). Lemma \(\text{7.3}\) implies that the right side of (7.1) tends to 0 as \(\lambda \to \infty\). Indeed this, combined with (7.2), implies that

\[
\left| \frac{E_{2\alpha,1-\alpha}(-\lambda (t-s)^{2\alpha})}{\lambda (t-s)^\alpha} y(s, \lambda) \right| = O \left( \frac{1}{\sqrt{|\lambda|}} \right)
\]

for all sufficiently large \(\lambda\).

Thus, the real eigenvalues of the problem (1.1)–(1.2) become the zeros of a transcendental equation of the form,

\[
E_{2\alpha,2}(-\lambda) + O \left( \frac{1}{\sqrt{|\lambda|}} \right) = 0.
\]

We are concerned with the asymptotic behaviour of these real zeros. Recall the distribution of the real zeros of \(E_{2\alpha,2}(-\lambda)\) in [1]. There we showed that, for each \(n = 0, 1, 2, \ldots, N^* - 1\), where \(N^*\) depends on \(\alpha\), the interval

\[
I_n(\alpha) := \left( \frac{(2n + \frac{3}{2} + \frac{1}{2\alpha})\pi}{\sin \left( \frac{\pi}{2\alpha} \right)} \right)^{2\alpha}, \quad \left( \frac{(2n + \frac{3}{2} + \frac{1}{2\alpha})\pi}{\sin \left( \frac{\pi}{2\alpha} \right)} \right)^{2\alpha}
\]

(7.8)

always contains at least two real zeros of \(E_{2\alpha,2}(-\lambda)\). For \(\alpha \to 1\), these intervals approach the intervals

\[
((2n + 1)^2 \pi^2, (2n + 2)^2 \pi^2),
\]

whose end-points are each eigenvalues of the Dirichlet problem for the classical equation \(-y'' = \lambda y\) on \([0, 1]\). Since each interval \(I_n\) contains two zeros we can denote the first of these two zeros by \(\lambda_{2n}(\alpha)\). Equation (7.3) now gives the a-priori estimate

\[
\left( \frac{(2n + \frac{3}{2} + \frac{1}{2\alpha})\pi}{\sin \left( \frac{\pi}{2\alpha} \right)} \right)^{2\alpha} \leq \lambda_{2n}(\alpha) \leq \left( \frac{(2n + \frac{3}{2} + \frac{1}{2\alpha})\pi}{\sin \left( \frac{\pi}{2\alpha} \right)} \right)^{2\alpha}.
\]

(7.9)
For each $\alpha < 1$, and close to 1, and for large $\lambda$, the real zeros of the preceding equation approach those of $E_{2\alpha, 2}(-\lambda)$ and spread out towards the end-points of intervals of the form $(\tau_8)$. For $\alpha$ close to $1/2$ there are no zeros, the first two zeros appearing only when $\alpha \approx 0.7325$. For $\alpha$ larger than this critical value, the zeros appear in pairs and in intervals of the form $(\tau_8)$.

Next, recall that for $\alpha < 1$ there are only finitely many such real zeros, (see [1]) their number growing without bound as $\alpha \to 1$. It also follows from Lemma 7.6 that, for each $\alpha$, the remaining infinitely many eigenvalues must be non-real. As $\alpha \to 1^-$ these non-real eigenvalues tend to the real axis thereby forming more and more real eigenvalues until the spectrum is totally real when $\alpha = 1$ and the problem then reduces to a (classical) regular Sturm-Liouville problem.

Finally, for $\alpha$ close to 1, $(\tau_9)$ leads to the approximation,

$$\lambda_{2n}(\alpha) \approx \left( \frac{(2n + 2)\pi}{\sin(\frac{\pi}{2\alpha})} \right)^{2\alpha},$$

from which this, in conjunction with $(\tau_8)$ and $\alpha \to 1$, we can derive the classical eigenvalue asymptotics, $\lambda_n \sim n^2\pi^2$ as $n \to \infty$.

8. Closing remarks

We have shown that the fractional eigenvalue problem

$$-cD_0^\alpha \circ D_0^\alpha, y(t) + q(t)y(t) = \lambda y(t), \quad 1/2 < \alpha < 1, \quad 0 \leq t \leq 1,$$

with mixed Caputo and Riemann-Liouville derivatives subject to the boundary conditions involving the Riemann-Liouville integrals,

$$\mathcal{I}_{1-\alpha}^0 y(t)|_{t=0} = 0, \quad \text{and} \quad \mathcal{I}_{1-\alpha} y(t)|_{t=1} = 0,$$

admits, for each $\alpha$ under consideration, and for eigenfunctions that are in $C[0, 1]$, a finite number of real eigenvalues and an infinite number of non-real eigenvalues. The real eigenvalues, though finite in number for each $\alpha$, are approximated by $(\tau_8)$ and $(\tau_9)$, which as $\alpha \to 1$ gives the classical asymptotic relation $\lambda_n \sim n^2\pi^2$ as $n \to \infty$.

As $\alpha \to 1^-$ we observe that the spectrum obtained approaches the Sturm-Liouville spectrum of the classical problem

$$-y'' + q(t)y = \lambda y, \quad y(0) = y(1) = 0.$$

The same results hold if the eigenfunctions are merely $C(0, 1]$ (i.e., $c_1 \neq 0$) except that now the latter have an infinite discontinuity at $t = 0$ for each $\alpha$. The proofs are identical and are therefore omitted.
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