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Abstract—Entity alignment (EA) plays an important role in automatically integrating knowledge graphs (KGs) from multiple sources. Recent approaches based on Graph Neural Network (GNN) obtain entity representation from relation information and have achieved promising results. Besides, more and more methods introduce semi-supervision to ask for more labeled training data. However, two challenges still exist in GNN-based EA methods: (1) Deeper GNN Encoder: The GNN encoder of current methods has limited depth (usually 2-layers). (2) Low-quality Bootstrapping: The generated semi-supervised data is of low quality. In this paper, we propose a novel framework, Echo Entity Alignment (EchoEA), which leverages 4-levels self-attention mechanism to spread entity information to relations and echo back to entities. Furthermore, we propose attribute-combined bi-directional global-filtered strategy (ABGS) to improve bootstrapping, reduce false samples and generate high-quality training data. The experimental results on three real-world cross-lingual datasets are stable at around 96% at hits@1 on average, showing that our approach not only significantly outperforms the state-of-the-art GNN-based methods, but also is universal and transferable for existing EA methods.

Index Terms—Entity Alignment, bootstrapping.

I. INTRODUCTION

Knowledge graphs (KGs) consist of nodes (entities) and edges (relationships between entities, attributes of entities), which have been widely applied for knowledge-driven tasks such as question answering, recommendation system, and search engine. The key step in integrating multi-source KGs is to infer their intersection, that is, to align equivalent entities. Therefore, entity alignment (EA) task has attracted increasingly attention in recent years.

The popular EA framework includes three steps. (1) Embedding the entity into a low-dimensional vector space using knowledge graph embedding (KGE) models. (2) Calculating the similarity matrix of the entities to be aligned. (3) Obtaining the predicted target entities based on the similarity matrix.

Variety of papers introduce KGE methods to EA task to help capture the semantics hidden in KGs. Traditional KGE methods include Translation-based models [1–3], rotating models [4], polar coordinate models [5], bilinear models [6–8], hyperbolic geometry models [9, 10], Convolution-based models [11], Capsule-based models [12] and so on. These models have already been proved to be effective in link prediction tasks. However, Sun et al. [13] noticed that most of those models designed for link prediction perform even worse than TransE [1] in EA task. Mao et al. [14] explained that it is because transformation matrix which transforms entity embeddings into relation specific ones is difficult to comply with the orthogonal property. That is to say, transformation matrix should be orthogonal. To obstacle the problem, they design a Graph Neural Networks (GNN) based network to obtain entity embedding. Therefore, in this paper, we will also propose our GNN-based model and keep orthogonal transformation matrix.

Popular GNN-based methods include GCN [15], GraphSAGE [16], GAT [17], DGI [18] and GIN [19]. For EA task, previous approaches pay more attention to the connectivity of the graph, ignoring the relation types between the head and tail entities, the direction of the relations, the contribution of entity information to the relation, etc. GCN-Align [20] only focuses on whether there are edges between entities, without considering the number of relation types. RREA [14] regards relation as reflection action and integrates reflection into Graph Attention Network (GAT). Recently, RAGA [21] considers this, but does not further distinguish the contribution of different parts of the relations to the entities.

Comparing GNN-based with KGE-based methods, GNN-based methods require a large amount of pre-aligned seeds. It is common to generate more seeds for training with bootstrapping or iterative strategies [22, 23]. But these methods extremely depend on the network performance. In this paper, we propose a more efficient bootstrapping strategy.

However, recent studies show that there are two critical challenges still existing as follow:

a) Deeper GNN Encoder: For EA task, most GNN-based methods take 2-layers GCN or 2-layers another GNN as encoder. The state of the art papers [14, 21, 24] design multi-layers GCN to encode KG topology at multiple orders. But it is interesting that 2-layers GCN performs the best in their experiments. On the one hand, from the research in the field of GNN, it is already a consensus that multi-layers GCN is trapped in oversmoothing and overfitting. Previous work introduce Highway Network or skip-connections to make the network deeper, but the depth is still limited. On the other hand, to our best knowledge, a deeper GNN network means not only broader vision to digest KG topology but also high level of noise to degrade the quality of the embeddings. It is of significance to build a deeper and better-performance GNN encoder. In this paper, we design the entity GNN encoder of
four levels attention, which successfully reaches five layers.

b) Low-quality Bootstrapping: The bootstrapping methods hold the view that the model should perform better if it becomes more confident about its predicted results, which are fed back to the model as training data. BootEA [22] and MRAEA [23] are classic methods to adopt iterative or bootstrapping strategies to build semi-supervised models. However, since the quality of generated training data strongly depends on GNN models, the data contains amounts of false samples. Previous methods ignored all the negative samples and only appended the positive ones to their training set. On the contrary, this paper makes use of local alignment and global alignment to enhance the quality of generated positive and negative samples, which is more efficient than before.

We summarise our contributions as follows:

- **Model**: We design a novel GNN-based model, Echo, to further encode the entity feature. The model is built with four levels attention networks, which has addressed several key issues from prior methods.
- **Strategy**: We propose an iterative strategy, Attribute-combined Bi-directional Global-filtered Strategy (ABGS), to generate semi-supervised data of high-quality. We utilise negative samples for bootstrapping, not just positive samples.
- **Learning**: Our iterative strategy ABGS reduces false samples. It brings about 50% decrease in false positive rate and false negative rate when compared with the state-of-the-art iterative method MRAEA [23].
- **Experiments**: We conduct extensive experiments on three most common public cross-lingual datasets to demonstrate the efficacy of our model. Our proposed iterative model significantly outperforms all the state-of-the-art (GNN-based and iterative) approaches and reaches about 96% on average on \textit{Hits@1}.
- **Open Source**: The source code is available at https://github.com/LinXueyuanStdio/EchoEA.

II. RELATED WORK

**GNN-Based Methods.** The famous one to apply GNNs to entity alignment task is GCN-Align [20], which introduces multi-layers (actually 2-layers) vanilla GCN encoder and contrastive loss function. However, since vanilla GCN is too simple to model heterogeneous relations in KGs, GCN-Align is unable to utilise more information about relations. Wu et al. [25] proposed RDGCN to construct a dual relation graph which regards relation as node and entity as edge. In basic KGs the information spreads from relations to entities, while in dual relation graph the information spreads from networks to implicitly model the interaction between entities and relations. From GCN-Align to RAGA, there is an obvious trend that the interaction of relations and entities is becoming increasingly important while the depth of GNN encoder is limited to 2.

**Iterative Training.** GNN-based methods is supervised, which requires plenty of pre-aligned seeds. However, in practice, the aligned seeds are often inadequate due to the high cost of manual annotations and the huge size of KG. To expand training data, some recent studies [22, 23] adopt iterative or bootstrapping strategies to build semi-supervised models. BootEA [22] employed an alignment editing method to reduce error accumulation during iterations. To simplify things, MRAEA [23] considered the asymmetric nature of cross-lingual alignment direction, thus reduces the error propagation problem brought by adding falsely aligned pairs into the training set of next epoch. Similarly, RREA [14] generated extra positive samples via semi-supervision which improves the performance by an average of 6% on \textit{Hits@1}. However, the generated data is of low quality and highly depends on the model performance. Besides, these methods only generate positive samples and drop negative samples. In this paper, we show that negative sampling in iterative strategy is vital. Additionally, we enhance our strategy with attribute information and alignment methods to generate high quality data.

**Attribute Information.** Attribute information is an important part of KGs. JAPE [26] was the first to utilise attribute information for EA task but gaining low performance due to high levels of inconsistency and linguistic differences. GCN-Align [20] considered only the types of attributes and ignores their values. After that, EMGCN [24] leveraged the advance in machine translation to reconcile the attribute information of cross-lingual KGs without the need for any human-related supervision data. Inspired by these work, we inject attribute information to the iterative strategy.

**Alignment Methods.** To generate alignment, each source entity selects the target entity from the candidate set. If the selection is with replacement, the alignment is named Local Alignment (LA). Otherwise, the alignment is named Global Alignment (GA) [21, 27] because it is one-to-one alignment. CEA [27] adopts deferred acceptance algorithm (DAA) to guarantee stable matches, which is an approximate GA method and can significantly reduce time complexity. RAGA [21] calculates a fine-grained similarity matrix by summing the weights of each entity aligned in two directions (left-to-right and right-to-left). Since GA predicts more accurate results, it will contribute to iterative strategy and reduce false samples.

III. PRELIMINARIES

A knowledge graph can be represented as $KG = \{E, R, A, V, T^R, T^A\}$, where $E$ is the set of entities, $R$ is the set of relations, $A$ is the set of attributes, $V$ is the set of attribute values, $T^R = \{(h, r, t) \in E \times R \times E\}$ is the set of relation triples, and $T^A = \{(e, a, v) \in E \times A \times V\}$ is the set of attribute triples. Relation triple $(h, r, t)$ consists of head entity $h \in E$, relation $r \in R$ and tail entity $t \in E$. Attribute triple $(e, a, v)$ consists of entity $e \in E$, attribute $a \in A$ and attribute value $v \in V$. 

\begin{align*}
E \cup R \cup A \cup V = \cup_{i=1}^{\text{num entities}} \left\{ e_i, r_i, a_i, v_i \right\}.
\end{align*}
Given \( KG_1 = \{ E_1, R_1, A_1, T_1^1, T_1^2 \} \), \( KG_2 = \{ E_2, R_2, A_2, T_2^1, T_2^2 \} \) and pre-aligned seeds \( P_{\text{seed}} = \{(e_1, e_2) \in E_1^\text{seed} \times E_2^\text{seed}, e_1 \leftrightarrow e_2\} \) where \( \leftrightarrow \) represents equivalence, \( |P_{\text{seed}}| = |E_1^\text{seed}| = |E_2^\text{seed}| \) and \( E_i^\text{seed} \subseteq E_i (i = 1, 2) \), we split pre-aligned seeds to training set \( P_{\text{train}} = \{(e_1, e_2) \in E_1^\text{train} \times E_2^\text{train}, e_1 \leftrightarrow e_2\} \) and testing set \( P_{\text{test}} = \{(e_1, e_2) \in E_1^\text{test} \times E_2^\text{test}, e_1 \leftrightarrow e_2\} \) where \( P_{\text{train}} \cap P_{\text{test}} = \emptyset, P_{\text{train}} \cup P_{\text{test}} = P_{\text{seed}} \). EA task is to predict \(? \in E_2^\text{test}\) for \((e_1, ?)\) given \(e_1 \in E_1^\text{test}\) (left-to-right prediction) and \(? \in E_1^\text{test}\) for \((?, e_2)\) given \(e_2 \in E_2^\text{test}\) (right-to-left prediction). A bootstrapping strategy is to generate likely entity pairs \( P' = \{(e_1, e_2) \in E_1^\text{test} \times E_2^\text{test}\}\) to expand training set \( P_{\text{train}}\). For \((e_1, e_2)\) in \( P'\), equivalence may not hold between \(e_1\) and \(e_2\).

IV. EchoEA Framework

In this work, we propose EchoEA framework which takes GNN-based Echo to encode entity representation and Attribute-combined Bi-directional Global-filtered Strategy (ABGS) to generate extra data. Figure 1 depicts the overall architecture of EchoEA.

A. Echo Model

To obtain entity representation, we propose Echo including 3 parts: Primitive Aggregation Network (PAN), Echo Network (EN) and Complete Aggregation Network (CAN):

\[
X_e^{\text{(Echo)}} = \text{Echo}(X_e^{\text{init}}) = \text{CAN}(\text{EN}(\text{PAN}(X_e^{\text{init}})))
\]  

(1)

where \(X_e^{\text{init}} \in \mathbb{R}^{|E| \times d_e}\) is the initial entity feature matrix, \(|E|\) is entity count of KG and \(d_e\) is entity embedding dimension. \(X_e^{\text{(Echo)}} \in \mathbb{R}^{|E| \times d_e'}\) is the encoded entity embedding matrix, \(d_e'\) is output dimension, \(\text{Echo}() = \text{CAN}(\text{EN}(\text{PAN}()))\) is Echo model which encodes entity feature through a sequence of networks PAN, EN and CAN. Figure 2 depicts the network structure of Echo.

Graph Convolution Network (GCN). GCN is harnessed to generate basic structural representations of entities.

\[
X_e^{\text{(GCN)}} = \sigma(D^{-\frac{1}{2}}MD^{-\frac{1}{2}}X_e^{\text{init}}W)
\]

(2)

where \(X_e^{\text{(GCN)}}\) is the output of GCN, \(\sigma(.)\) is an activation function, \(M = M + I\) is an adjacency matrix with self-connections, \(D\) is degree matrix, \(W\) is \(d_e^{\text{(in)}} \times d_e^{\text{(out)}}\) weight matrix. Inspired by RREA [14], we keep \(d_e^{\text{(in)}} = d_e^{\text{(out)}} = d_e\) to avoid destroying the shape.

GNN-based EA methods [20] usually use 2-layer GCN to encode entity features. Some papers [21, 24] claim that they use multi-layers GCN instead, and 2-layers GCN performs best in experiments. We agree that GCN can utilise structure information in KG. However, GCN suffers from oversmoothing and overfitting when deeper. To overcome the problem, we introduce attention mechanism of four levels (entity-level, feature-level, entity-to-relation and relation-to-entity) to further encode entity feature.

Entity-level Attention Network (EAN). To capture the importance of neighbor entities, we employ Entity-level Attention Network to assign attention score to each neighbor entity. To simplify computation and resist overfitting, only a vector parameter is trainable.

\[
\alpha_{ij} = \frac{\exp(\text{LeakyReLU}(\alpha^T[x_i||x_j]))}{\sum_{j' \in N_i} \exp(\text{LeakyReLU}(\alpha^T[x_i||x_{j'}]))}
\]

(3)

\[
x^{(i)}_e = \sum_{j' \in N_i} \alpha_{ij} x^{(l-1)}_{j'}
\]

(4)

where \(x^{(l)}_e\) is the vector embedding of entity \(e_i\) in \(l\)-th layer, \(N_i\) is the id set of neighbor entities of \(e_i\), \(\alpha_{ij}\) represents the attention weight from \(e_j\) to \(e_i\). \(\text{LeakyReLU}()\) is activation function, \(\parallel\) represents the concatenate operation, \(\alpha\) is one-dimensional trainable vector to map the \(2d_e\)-dimensional input into a scalar.

Feature-level Attention Network (FAN). To fuse different features, the state of the art directly combines feature-specific embeddings via addition, multiplication, concatenation operation or Highway Network. These operations either ignore or manually assign the weights of features, which can be inapplicable when the number of features increases, or the importance of certain features varies greatly under different settings. Therefore, we propose Feature-level Attention Network to adaptively determine the weight of each feature.

\[
\alpha = \text{Sigmoid}(\alpha^T[x^{(a)||x^{(b)}}])
\]

(5)

\[
x^{(out)} = \alpha x^{(a)} + (1 - \alpha) x^{(b)}
\]

(6)

where \(x^{(out)}\) is the output entity embedding vector, \(x^{(a)}(x^{(b)})\) is the entity embedding vector of fature \(a(b)\). \(\text{Sigmoid}()\) is activation function, \(\alpha\) is another one-dimensional trainable vector to map the \(2d_e\)-dimensional input into a scalar.

Entity-to-Relation Attention Network (E2R). To overcome overfitting, we give up assigning embedding vector for each relation because the embedding parameters may also lead to overfitting. Instead, we propose Entity-to-Relation Attention Network to dynamically compute relation representation as follow:

\[
\alpha_{ijk} = \frac{\exp(\text{LeakyReLU}(\alpha^T[x^b_i||x^j_k]))}{\sum_{c_{ij} \in H_k} \sum_{c_{ij} \in T_{c_{ij} \in H_k}} \exp(\text{LeakyReLU}(\alpha^T[x^b_i||x^j_k]))}
\]

(7)

\[
r^h_k = \sum_{c_{ij} \in H_k} \sum_{c_{ij} \in T_{c_{ij} \in H_k}} \alpha_{ijk} x^h_i
\]

(8)

where \(H_k\) is the set of head entities of relation \(r_k\), \(T_{c_{ij} \in H_k}\) is the set of tail entities of head entity \(e_i\) and relation \(r_k\), \(\alpha_{ijk}\) represents attention weight from head entity \(e_i\) to relation \(r_k\) based on head entity \(e_i\) tail entity \(e_j\) as another one-dimensional trainable vector to map the \(2d_e\)-dimensional input into a scalar. Compared with assigning embedding to each relation which needs parameters of \(O(|R||d_e|)\) where \(|R|\) is the count of relations and \(d\) is the embedding dimension, this network introduce only \(O(d_e)\) parameters.
Fig. 1. Overall architecture of EchoEA. The framework contains two parts, training and bootstrapping. In training, we encode entity feature for each KG via Echo by sharing parameters and then apply Align Loss to train the model. At the same time, the entity feature is copied to calculate relation similarity for bootstrapping. In bootstrapping, firstly, we combine relation similarity, attribute similarity and value similarity to one similarity matrix to prepare for alignment. Then, with Local Alignment to bi-directionally align the entities and Global Alignment to filter, we merge these likely pairs with pre-aligned seeds and perform negative sampling to generate high quality entity pairs. Finally, these generated pairs are fed back for training. When the training process stops, the results of Global Alignment is the final results.

Fig. 2. Overall architecture of Echo model. It is built with Graph Convolution Network (GCN), Entity-level Attention Network (EAN), Feature-level Attention Network (FAN), Entity-to-Relation Attention Network (E2R), Relation-to-Entity Attention Network (R2E), Primitive Aggregation Network (PAN), Echo Network (EN), Complete Aggregation Network(CAN). $X^{(init)}_e$ is the initial entity feature matrix, $|E|$ is entity count of KG and $d_e$ is entity embedding dimension. $X^{(PAN)}_e$ is the output entity feature matrix of PAN. $X^{(EAN)}_h, X^{(EAN)}_t \in \mathbb{R}^{|E| \times d_e}$ is the output relation feature matrix of E2R, where $|R|$ is relation count of KG and $d_r$ is relation embedding dimension. With input $X^{(CAN)}_e$ and $X^{(PAN)}_e$, the other R2E computes $X^{r,h}_h, X^{r,t}_t$. Then one FAN combines the head views and the other FAN combines the tail views. $X^{(EN)}_e$ is the output entity feature matrix of EN. $X^{(EN)}_{e_i} = EAN(X^{(EN)}_h)$. $X^{(CAN)}_e$ is the output entity feature matrix of CAN.
Relation-to-Entity Attention Network (R2E). For relation-level aggregation, the entity representation aggregates from neighbor relations. In this way, relations are viewed as nodes which store the hidden information of entities. The hidden information may include the type constraint of head (or tail) entity, the max count of neighbor entities and so on, which are specific to the semantic of relation and are unable to capture via Entity-level Attention Network. So we propose Relation-to-Entity Attention Network to reconstruct entity representation. This process is named "Echo".

\[
\alpha_{ik} = \frac{\exp(\text{LeakyReLU}(a^T [x_i] r^h_k))}{\sum_{r_{ik} \in R_{e_i}} \exp(\text{LeakyReLU}(a^T [x_i] r^h_k))}
\]  

(9)

\[
x_i^{h, r^h_k} = \sum_{r_{ik} \in R_{e_i}} \alpha_{ik} r^h_k
\]  

(10)

where \(R_{e_i}\) is the list, instead of the set, of relations related to head entity \(e_i\) allowing duplicate relations specific to different tail entities, \(\alpha_{ik}\) represents attention weight from the head part of relation \(r_k\) to head entity \(e_i\), \(a\) is another \(2d_r\)-dimensional trainable vector, \(d_r\) is the dimension of relation feature vector.

1) Primitive Aggregation Network: To obtain basic entity representations, we propose Primitive Aggregation Network (PAN) as follows:

\[
X_e^{(GCN)} = \text{FAN}(\text{GCN}(X_e^{(init)}), X_e^{(init)})
\]  

(11)

\[
X_e^{(PAN)} = \text{PAN}(X_e^{(init)})
\]

= \text{FAN}(\text{EAN}(\text{FAN}(\text{EAN}(X_e^{(GCN)}), X_e^{(GCN)}), X_e^{(GCN)}), X_e^{(GCN)})
\]  

(12)

In PAN, we don’t take the type of relation into consideration because PAN focuses on basic entity representations related to simple, instead of complex, graph topological information. More fine topological information will be captured in next Echo Network. But we will show that PAN is more efficient than 2-layers GCN in ablation study.

2) Echo Network: The Echo Network (EN) echoes entity representations via two views of neighbor relation representations from primitive entity representations. Two views are the head view and the tail view of relation. They make different contributions to the semantic of relation because they are specific to head and tail entities respectively.

Given relation \(r_k\), we write the head view \(r^h_k\) and the tail view \(r^t_k\). Each view depends on related entities only. Similarly, the \(i\)-th entity \(e_i\) representation can be projected to \(x_i^{h} = x_i^{(PAN)} \mathbf{W}^h\) and \(x_i^{t} = x_i^{(PAN)} \mathbf{W}^t\) where \(\mathbf{W}^h, \mathbf{W}^t \in \mathbb{R}^{d_c \times d_r}\) are transformation matrices to transform from entity vector space to relation-specific vector space, \(x_i^{(PAN)}\) is the entity embedding vector from PAN. We also keep \(d_c = d_r\) to avoid destroying the shape.

Firstly, the entity information is sent to relation via Entity-to-Relation Attention Network. With \(x_i^{h}\) we get \(r^h_k\) and with \(x_i^{t}\) we get \(r^t_k\). Then the hidden information stored in relation is sent back to entity via Relation-to-Entity Attention Network. We can compute \(x_i^{h, r^h_k}, x_i^{t, r^t_k}\) from \(r^h_k\) and \(x_i^{h, r^t_k}, x_i^{t, r^t_k}\) from \(r^t_k\).

Lastly, FAN is applied to automatically balance the information between \(r^h_k\) and \(r^t_k\). By concatenating, the echoed information representation of \(e_i\) is:

\[
x_i^{(EN)} = [x_i^{(PAN)} || \text{FAN}(x_i^{h, r^h_k}, x_i^{t, r^t_k}) || \text{FAN}(x_i^{t, r^h_k}, x_i^{h, r^t_k})]
\]  

(13)

3) Complete Aggregation Network: With echoed entity embedding matrix \(X_e^{(EN)}\) from EN, we design Complete Aggregation Network (CAN) to gather information from neighbors again. To simplify things, another Entity-level Attention Network is applied, since EN pulls other levels (e.g., relation-level) of information to entity level to construct the entity representation, while PAN ignores the relations acting on the entities.

\[
x_e^{(CAN)} = \text{EAN}(\text{EAN}(X_e^{(EN)}), X_e^{(EN)})
\]  

(14)

where \(X_e^{(EN)} \in \mathbb{R}^{|E| \times (d_e + 2d_r)}\) is the output of EN, \(X_e^{(CAN)} \in \mathbb{R}^{|E| \times (2d_e + 4d_r)}\) is the output of CAN. Note that \(X_e^{(CAN)}\) is an alias of \(X_e^{(Echo)}\).

B. Align Loss

The loss function is Hinge Loss with Manhattan distance

\[
d(x, y) = \|x - y\|_1;
\]

\[
L = \sum_{(e_i, e_j) \in P^+, (e_i', e_j') \in P^-} \max(0, \lambda + d(x_i, x_j) - d(x_i', x_j'))
\]

\[
+ \sum_{(e_i', e_j') \in P_{iter}} \max(0, \lambda - d(x_i', x_j'))
\]  

(15)

where \(\lambda\) is a hyper-parameter of margin, \(x_i\) is entity \(e_i\) embedding in \(X_e^{(Echo)}\), \(P^+\) is the set of positive samples, \(P^-\) is the set of negative samples generated from \(P^+\), \(P_{iter}\) is the set of iterative negative samples. These three sets are generated by our iterative strategy ABGS IV-C.

C. Attribute-combined Bi-directional Global-filtered Strategy

We propose Attribute-combined Bi-directional Global-filtered Strategy (ABGS) to generate samples of high quality.

1) Attribute Combination:

a) Relation-based similarity: Relation-based similarity matrix \(S_{rel}\) has \(S_{rel} = d(e_i, e_j)\) and \(d(x, y) = \|x - y\|_1\) is distance function following Align Loss.

b) Attribute-based similarity: Firstly we translate the names of the attributes to the same language (English) and then according to string matching measure(the Sorensen-Dice coefficient) as similarity, we filter aligned pairs of attributes with the top-1 similarity grater than a given threshold \(\lambda\). With these comparable attributes, we denote \(\text{Attr}(e_i)\) as the set of attributes of \(e_i\). Lastly, we calculate the attribute-based similarity matrix \(S_{attr}\) where \(S_{attr} = J(\text{Attr}(e_i), \text{Attr}(e_j))\), \(e_i, e_j\) are two entities from KG1 and KG2 respectively. \(J(A, B) = \frac{|A \cap B|}{|A \cup B|}\) represents the Jaccard similarity of two sets \(A\) and \(B\).
c) **Attribute-value-based similarity:** Firstly we get common attribute set \( \text{Attr}_{ij} = \text{Attr}(e_1) \cap \text{Attr}(e_2) \). For each attribute \( a \in \text{Attr}_{ij} \), the value similarity based on attribute \( a \) of entity \( e_1 \) and \( e_2 \) is \( S_{ij}^{(a)} = J(\text{Value}_a(e_1), \text{Value}_a(e_2)) \) where \( \text{Value}_a(e_i) \) is the value set of attribute \( a \) of entity \( e_i \). By averaging the value similarity of all attributes in \( \text{Attr}_{ij} \), we get the attribute-value-based similarity matrix \( S_{\text{attr-value}} \) where

\[
S_{ij}^{\text{attr-value}} = \frac{1}{|\text{Attr}_{ij}|} \sum_{a \in \text{Attr}_{ij}} S_{ij}^{(a)}.
\]

d) **Combination:** The final similarity matrix \( S \) with hyper-parameters \( \alpha_1, \alpha_2, \alpha_3 \in [0, 1] \):

\[
S = \alpha_1 S^{\text{left}} + \alpha_2 S^{\text{attr}} + \alpha_3 S^{\text{attr-value}} \tag{16}
\]

2) **Bi-directional Global-filtered Strategy:** Firstly, according to final similarity matrix \( S \) and nearest neighbor selection, we predict local alignment

\[
P_{\text{left-to-right}} = \{(e_1, \arg\max_{e_2} S(e_1, e_2)) \mid \text{Given } e_1 \in E_1^{\text{test}} \}, \text{predict } e_2 \in E_2^{\text{test}} \} \quad \text{(left-to-right prediction)}
\]

and local negative sample set

\[
P_{\text{right-to-left}} = \{(\arg\max_{e_1} S(e_1, e_2), e_2) \mid \text{Given } e_2 \in E_2^{\text{test}}, \text{predict } e_1 \in E_1^{\text{test}} \} \quad \text{(right-to-left prediction)}.
\]

Bi-directionally, local positive sample set is \( P_{\text{local}}^{+} = P_{\text{left-to-right}} \cap P_{\text{right-to-left}} \) and local negative sample set is \( P_{\text{local}}^{-} = P_{\text{left-to-right}} \cup P_{\text{right-to-left}} - P_{\text{local}}^{+} \).

Secondly, since \( P_{\text{local}}^{+} \) and \( P_{\text{local}}^{-} \) contains plenty of pairs that we are not able to determine if it is true or false, we filter it by one-to-one constraint. According to \( S \) and nearest neighbor selection with one-to-one constraint, we predict global alignment \( P_{\text{global}} \). Then we have the iterative positive samples \( P_{\text{iter}}^{+} = P_{\text{local}}^{+} \cap P_{\text{global}} \) and iterative negative samples \( P_{\text{iter}}^{-} = P_{\text{local}}^{-} - P_{\text{iter}}^{+} \).

Lastly, for next epoch training, \( P_{\text{iter}}^{+} \) is viewed as true data and merged to train set, that is, the final positive sample set is \( P^{+} = P_{\text{seed}} \cup P_{\text{iter}}^{+} \). We adopt the nearest neighbor sampling to sample \( k \) negative samples as \( P^{-} \) from \( P^{+} \) according to \( S \).

V. EXPERIMENTS

A. Experimental Settings

a) **Dataset and Metrics:** Three cross-lingual datasets: ZHEN (Chinese to English), JA-EN (Japanese to English), and FR-EN (French to English) from DBP15K were employed in this experiment, shown in Table I. We randomly split 30% of pre-aligned pairs for training and keep 70% for testing. The reported performance is the average of five independent runs and the train/test datasets are shuffled before training. We use Hits@k and Mean Reciprocal Rank (MRR) following previous work [26]. For Global Alignment, there is only Hit@1 since it makes one-to-one alignment. For all metrics, the higher, the better.

b) **Implementation Details:** For fair comparison, we use the initial entity embeddings from RDGCN [25], which translates all entity names to English via Google Translate and then uses GloVe [28] to construct the initial entity embeddings (dimension \( d_e = 300 \)). Following [14, 21], we choose learning rate \( r = 0.001 \), margin \( \lambda = 3 \), and the negative sample number \( k = 5 \). Other hyper-parameters are chosen from the following candidate sets: dropout rate \( \mu = 0.05 \in \{0.05, 0.1, 0.15, 0.2, 0.25\} \), attribute combination weight \( (\alpha_1, \alpha_2, \alpha_3) = (0.1, 0.5, 0.4) \in \{(0.33, 0.33, 0.33), (0.1, 0.45, 0.45), (0.5, 0.25, 0.25), (0.1, 0.5, 0.4)\} \) (the candidate set is inspired by [24]), the number of epochs for bootstrapping and updating negative samples \( p = 10 \in \{5, 10, 15, 20, 25\} \). We used two GTX1080 graphic cards. We implemented our model with PyTorch and used Adam as a gradient optimizer. Source code is available at https://github.com/LinXueyuanStdio/EchoEA.

c) **Baselines:** We focus on GNN-based methods and semi-supervised methods. Therefore, we compare to the following methods which have been introduced in Section II:

- **Basic:** This kind of methods only uses relation triples. GCN-Align [20], RDGCN [25], MRAEA [23], RREA(b) (basic version of RREA [14]), RAGA(b) (basic version of RAGA [21]).
- **Semi-supervised:** This kind of methods introduces semi-supervision to generate extra data. BootEA [22], MRAEA [23], RREA(s) (semi-supervised version of RREA [14]).
- **Complete:** This kind of methods use their best experimental settings. RREA [14]. EMGCN [24], RAGA [21].

d) **Model Variants:** To compare with other methods and determine how important each design choice of our model is, we provide variants of EchoEA as follow:

- **EchoEA(b):** Only relation triples are used with Local Alignment.
- **EchoEA(g):** Only relation triples are used with Global Alignment.
- **EchoEA(s):** EchoEA(b) with semi-supervised strategy ABGS IV-C.
- **EchoEA:** The complete EchoEA, which is EchoEA(s) with Global Alignment.
- **w/o PAN:** EchoEA(b) without Primitive Aggregation Network IV-A1.
- **w/o EN:** EchoEA(b) without Echo Network IV-A2.
- **w/o CAN:** EchoEA(b) without Complete Aggregation Network IV-A3.

B. Experimental Results and Analysis

a) **EchoEA vs. Basic:** For basic methods, GCN-Align performs worst owing to ignoring the relation types and count. RDGCN and MRAEA are better because of their further utilization of relation information for entities. EMGCN filters the noise in propagation with multi-order GCN layers. In order to leverage more relation information, RREA explicitly models the interaction between entities and relations, thus getting better than methods before. Symmetrically, RAGA takes the contribution of entities to relations into consideration and implicitly models the interaction between entities and relations, which makes contributions to higher performance. However, they still suffers from limitation to aggregation layers and oversmoothing. To the opposite, our Echo model is built with four levels attention networks and it further utilises relation information by echoing information between entities and relations. Therefore, EchoEA(b) performs the best of all.
TABLE I
STATISTICAL DATA OF REAL-WORLD DATASETS.

| #Dataset | Lang | #Ent | #Rel | #Att | #Rel Triples | #Attr Triples | #Ent Seeds |
|----------|------|------|------|------|--------------|--------------|-----------|
| ZH-EN    | ZH   | 66,469 | 2,830 | 8,113 | 153,929      | 379,684      | 15,000    |
|          | EN   | 98,125 | 2,317 | 7,173 | 237,674      | 237,674      | 15,000    |
| JA-EN    | JA   | 65,744 | 2,043 | 5,882 | 164,373      | 354,619      | 15,000    |
|          | EN   | 95,680 | 2,096 | 6,066 | 233,319      | 497,230      | 15,000    |
| FR-EN    | FR   | 66,858 | 1,379 | 4,547 | 192,191      | 528,665      | 15,000    |
|          | EN   | 105,889| 2,209 | 6,422 | 278,590      | 576,543      |           |

TABLE II
OVERALL PERFORMANCE OF ENTITY ALIGNMENT.

| Methods | ZH-EN | JA-EN | FR-EN |
|---------|-------|-------|-------|
|         | H@1  | H@10 | MRR   | H@1  | H@10 | MRR   | H@1  | H@10 | MRR   |
| GCN-Align | 41.3 | 74.4 | 0.549 | 39.9 | 74.5 | 0.546 | 37.3 | 74.5 | 0.532 |
| RDGCN    | 70.8 | 84.6 | 0.767 | 76.7 | 89.5 | 0.816 | 88.6 | 95.7 | 0.925 |
| MRAEA    | 63.5 | 88.2 | 0.729 | 63.6 | 88.7 | 0.731 | 66.6 | 91.1 | 0.764 |
| RREA(b)  | 71.5 | 92.9 | 0.831 | 71.3 | 93.3 | 0.793 | 73.9 | 94.6 | 0.816 |
| EMGCN(b) | 72.5 | 93.0 | 0.847 | 73.0 | 93.1 | 0.831 | 74.8 | 95.3 | 0.887 |
| MRAEA    | 63.5 | 88.2 | 0.729 | 63.6 | 88.7 | 0.731 | 66.6 | 91.1 | 0.764 |
| RREA(b)  | 71.5 | 92.9 | 0.831 | 71.3 | 93.3 | 0.793 | 73.9 | 94.6 | 0.816 |
| EMGCN(b) | 72.5 | 93.0 | 0.847 | 73.0 | 93.1 | 0.831 | 74.8 | 95.3 | 0.887 |
| RAGA     | 87.3 | 96.9 | 0.655 | 75.4 | 90.8 | 0.808 | 83.1 | 95.0 | 0.940 |
| Init-Emb | 77.4 | 92.9 | 0.655 | 75.4 | 90.8 | 0.808 | 83.1 | 95.0 | 0.940 |
| w/o PAN  | 74.7 | 86.6 | 0.791 | 79.7 | 90.2 | 0.835 | 89.2 | 97.9 | 0.925 |
| w/o EN   | 80.1 | 93.4 | 0.848 | 84.8 | 95.4 | 0.887 | 93.0 | 98.5 | 0.952 |
| w/o CAN  | 77.4 | 92.9 | 0.655 | 75.4 | 90.8 | 0.808 | 83.1 | 95.0 | 0.940 |
| EchoEA   | 82.3 | 93.9 | 0.865 | 86.0 | 95.7 | 0.897 | 93.9 | 98.9 | 0.958 |
| EchoEA(b) | 89.1 | 93.2 | 0.807 | 84.1 | 94.2 | 0.887 | 93.9 | 98.9 | 0.958 |
| BootEA   | 62.9 | 84.8 | 0.703 | 62.5 | 84.7 | 0.701 | 65.3 | 87.4 | 0.731 |
| MRAEA    | 75.7 | 93.0 | 0.827 | 75.8 | 93.4 | 0.826 | 78.1 | 94.8 | 0.849 |
| RREA(s)  | 80.1 | 94.8 | 0.857 | 80.2 | 95.2 | 0.858 | 92.7 | 96.6 | 0.881 |
| Value-Sim | 41.9 | 46.5 | 0.778 | 78.0 | 92.0 | 0.831 | 89.2 | 97.9 | 0.925 |
| EchoEA   | 93.0 | 97.2 | 0.945 | 95.4 | 97.0 | 0.987 | 97.9 | 99.5 | 0.987 |
| EchoEA(b) | 94.9 | 93.2 | 0.807 | 84.1 | 94.2 | 0.887 | 93.9 | 98.9 | 0.958 |

1 All results of compared methods are taken from their original papers since their variants share the same settings. For better comparison, the results are grouped by Basic (with ablation results of EchoEA), Semi-supervised and Complete.
2 Init-Emb: The initial entity embedding widely applied in RDGCN, RREA, EMGCN and RAGA.
3 Attr-Sim, Value-Sim: they represent the results generated from similarity matrix based on attribute and attribute value respectively, which is taken from EMGCN.

b) EchoEA vs. Semi-supervision: Compared with those methods which introduces semi-supervision, EchoEA(s) also performs the best due to the brilliant core encoder network Echo and enhanced iterative strategy ABGS. Compared to EchoEA(b), EchoEA(s) generates extra training data via semi-supervision which brings 3.99-11.27% improvement on Hits@1.

c) EchoEA vs. All: Considering the best results of all baselines, obviously, our model consistently outperforms all competing basic methods on all the evaluation metrics. The highest Hits@1 reaches 97.91% in FR_EN. The average Hits@1 is approximate 96% on these three data sets, significantly showing that our framework outperforms the state-of-the-art methods.

d) Effect of Each Component: Taking w/o PAN, w/o EN and w/o CAN into account, we can see that PAN, EN and CAN all improve the performance significantly. The order of importance of each component is PAN>CAN>EN. In addition, it should be highlighted that w/o EN has already outperformed RAGA [21]. The result shows the efficiency of each component of Echo model.

e) Quality of generated data from ABGS: To measure the quality of iterative samples, we use entity utilization rate $r_u$, false positive rate $r_p$ and false negative rate $r_n$.

$$r_u = \frac{|P^+_{iter}| + |P^-_{iter}|}{|P_{test}|}$$  \hspace{1cm} (17)

$$r_p = \frac{|P^+_{iter} - P_{test}|}{|P^+_{iter}|}$$  \hspace{1cm} (18)

$$r_n = \frac{|P^-_{iter} \cap P_{test}|}{|P^-_{iter}|}$$  \hspace{1cm} (19)

Here $P_{test}$ represents the true alignment, $P^+_{iter}$ and $P^-_{iter}$ represent the iterative positive samples set and iterative negative samples set respectively. We take the first 100 training epochs.
of EchoEA and MRAEA [23] to analysis. Results are shown in Figure V-B0e and Figure V-B0e.

From Figure V-B0e, we can see that EchoEA and MRAEA all have an upward trend of entity utilization rate during the first 100 training epochs. However, the entity utilization rate of EchoEA is around 95% at three dataset. It is obviously higher than MRAEA, which shows that EchoEA generates more pairs.

From Figure V-B0e, the false positive rate and the false negative rate of EchoEA and MRAEA both remain steady. Compared with MRAEA, EchoEA brings about 50% decrease in false positive rate and false negative rate.

The above analysis has brought us to the conclusion that ABGS can provide more iterative samples with higher quality.

VI. CONCLUSION

In this paper, we propose a novel EA framework EchoEA for cross-lingual entity alignment. To model the interaction between entities and relations, we propose Echo as entity encoder to digest information in relation triples. The Echo is 5-layers and it is deeper than previous methods. In addition, we propose Attribute-combined Bi-directional Global-filtered Strategy (ABGS) to extend datasets. Our method outperforms the state-of-the-art GNN-based entity alignment methods by a large margin across three real-world cross-lingual datasets.

ACKNOWLEDGMENT

This work was supported in part by the National Science Foundation of China (Grant No.61902034); Engineering Research Center of Information Networks, Ministry of Education of China

REFERENCES

[1] A. Bordes, N. Usunier, A. Garcia-Durán, J. Weston, and O. Yakhnenko, “Translating embeddings for modeling multi-relational data,” in NIPS 2013, 2013.
[2] Y. Lin, Z. Liu, M. Sun, Y. Liu, and X. Zhu, “Learning entity and relation embeddings for knowledge graph completion,” in AAAI 2015, 2015.
[3] M. Chen, Y. Tian, M. Yang, and C. Zaniolo, “Multilingual knowledge graph embeddings for cross-lingual knowledge alignment,” in IJCAI 2017, 2017.
[4] Z. Sun, Z.-H. Deng, J.-Y. Nie, and J. Tang, “Rotate: Knowledge graph embedding by relational rotation in complex space,” in International Conference on Learning Representations, 2019. [Online]. Available: https://openreview.net/forum?id=HkgEOnRqYQ
[5] Z. Zhang, J. Cai, Y. Zhang, and J. Wang, “Learning hierarchy-aware knowledge graph embeddings for link prediction,” in Proceedings of the AAAI Conference on Artificial Intelligence, vol. 34, no. 03, 2020, pp. 3065–3072.
[6] M. Nickel, V. Tresp, and H.-P. Kriegel, “A three-way model for collective learning on multi-relational data,” in ICML, 2011, pp. 809–816.
[7] B. Yang, S. W.-t. Yih, X. He, J. Gao, and L. Deng, “Embedding entities and relations for learning and inference in knowledge bases,” in Proceedings of the International
IEEE TRANSACTIONS ON AUDIO, SPEECH AND LANGUAGE PROCESSING

Fig. 3. Entity utilization rate of EchoEA and MRAEA. The higher, the better.

Fig. 4. False positive rate and false negative rate of EchoEA and MRAEA. The lower, the better.

[23] X. Mao, W. Wang, H. Xu, M. Lan, and Y. Wu, “MRAEA: an efficient and robust entity alignment approach for cross-lingual knowledge graph,” in WSDM 2020, 2020.

[24] T. T. Nguyen, T. T. Huynh, H. Yin, V. Tong, D. Sakong, B. Zheng, and Q. V. H. Nguyen, “Entity alignment for knowledge graphs with multi-order convolutional networks,” IEEE Transactions on Knowledge and Data Engineering, pp. 1–1, 2020.

[25] Y. Wu, X. Liu, Y. Feng, Z. Wang, R. Yan, and D. Zhao, “Relation-aware entity alignment for heterogeneous knowledge graphs,” in IJCAI 2019, 2019.

[26] Z. Sun, W. Hu, and C. Li, “Cross-lingual entity alignment via joint attribute-preserving embedding,” in ISWC 2017, 2017.

[27] W. Zeng, X. Zhao, J. Tang, and X. Lin, “Collective entity alignment via adaptive features,” in 2020 IEEE 36th International Conference on Data Engineering (ICDE). IEEE, 2020, pp. 1870–1873.

[28] J. Pennington, R. Socher, and C. Manning, “GloVe: Global vectors for word representation,” in Proceedings of the 2014 Conference on Empirical Methods in Natural Language Processing (EMNLP). Doha, Qatar: Association for Computational Linguistics, Oct. 2014, pp. 1532–1543. [Online]. Available: https://www.aclweb.org/anthology/D14-1162

Haihong E (1982- ), female (Han), native of Liaoning Province, China. associate professor and Ph.D., School of Computer Science, Beijing University of Posts and Telecommunications, major research areas include deep learning, knowledge graph, natural language processing, big data and artificial intelligence.

Xueyuan Lin (1998- ), male (Han), native of Guangdong Province, China. Beijing University of Posts and Telecommunications, School of Computer Science, postgraduate student, the main research areas include deep learning, knowledge graph, natural language processing, big data and artificial intelligence.

Wenyu Song (1998- ), male (Han), native of Shandong Province, China. Beijing University of Posts and Telecommunications, School of Computer Science, postgraduate student, the main research areas include deep learning, graph neural network, knowledge graph.
Haoran Luo (1998- ), male (Han), native of Liaoning Province, China. Beijing University of Posts and Telecommunications, School of Computer Science, postgraduate student, the main research areas include machine learning, deep learning, natural language processing, knowledge graph, computer vision and Big data.