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Abstract—Intelligent navigation among social crowds is an essential aspect of mobile robotics for applications such as delivery, health care, or assistance. Deep Reinforcement Learning emerged as an alternative planning method to conservative approaches and promises more efficient and flexible navigation. However, in highly dynamic environments employing different kinds of obstacle classes, safe navigation still presents a grand challenge. In this paper, we propose a semantic Deep-reinforcement-learning-based navigation approach that teaches object-specific safety rules by considering high-level obstacle information. In particular, the agent learns object-specific behavior by contemplating the specific danger zones to enhance safety around vulnerable object classes. We tested the approach against a benchmark obstacle avoidance approach and found an increase in safety. Furthermore, we demonstrate that the agent could learn to navigate more safely by keeping an individual safety distance dependent on the semantic information.

I. INTRODUCTION

Mobile robots have gained significant importance due to their flexibility and the variety of use cases in which they can operate [1], [2]. Whereas classic planning approaches can cope well with static environments, reliable obstacle avoidance in dynamic environments remains a central challenge. Navigation among crowds is especially complex due to different types of humans, each with different behavior, which in turn demand different navigation strategies. Reliable and safe navigation in these highly dynamic environments is essential to the operation of mobile robotics [3]. Deep Reinforcement Learning (DRL) emerged as an end-to-end learning approach, which directly maps the raw sensor outputs to robot actions and has shown promising results in teaching complex behavior rules, increasing robustness to noise, and generalizing new problem instances. In recent years, a variety of literature has incorporated DRL into robot navigation with remarkable results [4], [5]. However, most approaches explicitly trained the agent to avoid obstacles in an efficient manner, which could result in the agent being too proximate to the obstacles, and thus not adhering to safety measures. This is especially problematic in environments where the robot has to react and adapt its behavior to specific situations and pay additional attention to vulnerable objects like elders and children. In this paper, we propose a semantic DRL-based navigation approach, where an agent learns object-specific safety rules by considering high-level information about obstacle classes to enhance safety among crowds. More specifically, we realistically model different obstacle classes within a 2D simulation and train the agent to adapt its behavior accordingly. While previous research proposes efficient ways to navigate within crowds, our work emphasizes navigational safety. The main contributions of our paper are the following:

• Extension of our previous work, arena-rosnav [6], with multiple different obstacle classes that are modeled realistically using the social force model of Helbing et al. [7]
• Modeling of two safety zones and integration into the DRL pipeline. Therefore, we formulate semantic reward systems to shape the agent’s behavior and propose two semantic DRL-based planners
• Evaluation of navigational safety against a baseline DRL planner within highly complex, collaborative environments consisting of three different types of obstacles: adult, elder, child.

The paper is structured as follows: Sec. II begins with related works, followed by the methodology in Sec. III. Subsequently, the results and evaluations are presented in Sec IV. Finally, Sec. V provides a conclusion and outlook. We made our code open-source at https://github.com/ignc-research/navsafe-arena.

II. RELATED WORKS

Autonomous navigation of mobile robots has been extensively studied in various research publications. While
current navigation systems work well in static environments or dynamic environments, navigation in crowds is especially complex due to the volatile behavior patterns of humans. Typically, model-based methods such as TEB [8] or MPC [9] or reactive methods like RVO [10] or OCRA [11] are being developed for obstacle avoidance in crowded environments. These methods work well under certain assumptions but require well-engineered parameters and rules. Moreover, in collaborative environments employing various behavior classes, these hand-engineered rules could become tedious and computationally intensive. Deep Reinforcement Learning (DRL) has emerged as an end-to-end approach with the potential to learn collaborative behavior in unknown environments. Various publications utilize DRL for socially-aware obstacle avoidance [4, 12, 13]. To train navigation approaches in realistic crowds, a variety of research works leverage the social force model [7] to provide realistic training platforms. Fan et al. [14] proposed CrowdMove, a DRL-based collision avoidance approach trained in a 2D simulation environment based solely on laser scan data. The researchers deployed the approach on four different robotic platforms and demonstrated robust obstacle avoidance. Similarly, Liang et al. [15] proposed Crowdsteer, which fuses a 2D lidar with RDB-D data and computes smooth, collision-free trajectories. The researchers demonstrate their approach on a 3D simulator and accomplish robust performance in moderate crowds. Chen et al. [16] propose a novel architecture using transformers to encode human interactions to be considered within their simulation environment CrowdNav. In follow-up work [17], the researchers included a graph convolutional network to predict the behavior of humans and collaborative robots. Dugas et al. [18] proposed a 2D simulation platform to train and test DRL-based agents on highly dynamic human environments. Guldenring et al. [19] propose a ROS-integrated simulator based on the social force model of Helbing et al. [7] and trained several DRL-agents within that environment. Rudenko et al. [20] propose to utilize the same social force model to predict future human trajectories. Similarly, Sun et al. [21], Truong et al. [22], and Ferrer et al. [23] include a human motion and behavior prediction algorithm into their navigation system to enhance environmental understanding and adjust the navigation for crowded environments. A socially aware DRL-based planner (CADRL) was proposed by Chen et al. [5]. They introduced social norms like keeping to the right side of the corridor or driving left for overtaking maneuvers. Everett et al. [24] extend the CADRL approach with LSTM architecture. Other works that present DRL-based navigation approaches for crowded environments include [25] or [26]. Samsani et al. [27] integrated the concept of safety zones from [28] and [29] to the CrowdNav environment proposed by Chen et al. [16] to enhance navigational safety. Of note, all the aforementioned approaches explicitly trained the agent to avoid obstacles in an efficient manner. However, this could result in the agent being too proximate to the obstacles and thus not adhering to safety measures. In collaborative environments, the robot ideally adapts its behavior to specific kinds of object classes. For instance, the agent should be more careful around children or elders, but maintain its speed around adults. On that account, this work proposes an end-to-end solution where the agent learns to adapt its behavior and navigation style depending on the object class.

III. METHODOLOGY

In this section, we will present the methodology of our framework for teaching the agent object-specific behavior. The agent should maintain greater proximity from and exercise more caution around vulnerable classes, such as older adults and children. To accomplish this adapted behavior, we employed a DRL-based approach, which uses the obstacle-related semantic information as input.

A. Problem Formulation

We formalize the robot navigation problem as a partially observable Markov decision problem (POMDP) that can be described by a 6-tuple \((S,A,P,O,R,\gamma)\) where \(S\) represents the robot states, \(A\) the action space, \(P\) the transition probability from one state to another, \(R\) the reward, \(O\) the observations, and \(\gamma\) the discount factor. Next, we formulate the following task constraints for semantic navigation towards the goal:

\[
C_{j,t}(s,a) = \begin{cases} 
|p_r - p_g|_2 < d_{goal} & \text{goal constraint} \\
\min(O_{L_1}) > d_r & \text{collision constraint} \\
\min(O_{S_2}) > d_s & \text{semantic constraint} \\
\arg\min[t|s,\pi] & \text{time constraint}
\end{cases}
\]

Where \(d_{goal}\) is the goal’s radius, \(p_r\) is the robot’s position, \(p_g\) is the goal’s position, \(O_{L_1}\) is the robot’s observation including the LiDAR observation \(O_l\) and the semantic information \(O_S = [s_p,s_z]\), \(d_r\) is the robot’s radius and \(d_s\) is the safety zone’s radius. \(O_l\) is thereby represented by a 2D LiDAR with 360 points in the ring including angles and distances. The semantic observation \(O_S = [s_p,s_z]\) consists of two parts. The first part \(s_p\) is formulated as the state of every nearby human in the vicinity of the robot including the position \((\tilde{p}_x, \tilde{p}_y)\), the size \(r_h\), the size of the safety zone \(r_z\), the distance to the agent \(d_{ah}\), and the obstacle type ID. The second part is the state of the robot \(s_z\) including the distance to the goal \(d_{ag}\), the position \((p_x,p_y)\), the velocity \((v_{linear}, v_{angular})\), and the radius of the robot \(r_a\):

\[
s_p = [\tilde{p}_x, \tilde{p}_y, r_h, d_{ah}, r_z, r_a, id]
\]

\[
s_z = [d_{ag}, p_x, p_y, v_{linear}, v_{angular}, r_a]
\]

B. Neural Network Architecture

The system design and neural network architecture are illustrated in Fig. 2. The agent is provided with the LiDAR perception and semantic information as input to not only learn to navigate safely around specific obstacles autonomously but also adjust its behavior depending on the
Fig. 2: System design. The arena-rosnav platform [6] is extended with three different kinds of obstacles: adults, older adults, and children. It enables the training and testing of semantic-DRL-based approaches with the ROS navigation stack. The semantic information about the obstacle class and the obstacle position is encoded with an LSTM architecture. The sensor observations and the goal position are directly provided as input into the hidden layer. An actor-critic network uses the accumulated input to train object-specific behavior. The training environments are randomized to avoid overfitting and three different training modes are provided: scenario-, random-, and staged training.

encountered obstacle classes. The semantic information about the obstacles are assumed to be perfect. In real-world settings, this obstacle information could be obtained by state-of-the-art computer vision approaches using cameras. The two different streams of information, the semantic input, and the laserscan are processed separately. The obstacle ID, the respective obstacle state as well as the robot state are first provided as input into an LSTM network to encode the interaction between each human and robot. The LiDAR scan is provided into 3 fully connected layers. Subsequently, these streams are merged together with the goal position and the time into the hidden layer. Finally, the vector is given as input into the actor-critic network. We utilize an asynchronous policy-gradient method, which directly learns the policy based on proximal policy optimization as described by Schulman et al. [30]. The output is split into a policy (actor) and a value (critic) function where the value function assesses the decisions made by the policy function. Subsequently, the optimal policy can be adjusted using policy iteration [31]. We train on a continuous action space for more flexibility and smoothness of actions [12]. The action space consists of a forward velocity $v_{linear} \in [0, 0.6]$ m/s and a rotational velocity $v_{angular} \in [-\pi/6, \pi/6]$ rad/s.

C. Behavior Modeling - Object Models, Danger Zones

To shape the agent’s behavior around specific types of obstacles, we model object-specific safety zones. Typically, there exist different types of obstacles each with its own behavior. We integrate three different object classes into our simulator arena-rosnav [6] using the Pedsim model [7] to emulate realistic behavior patterns: child, adult, older adult. Whereas the adult will move at an average speed of 0.6 m/s, the children and elderly move at a slower pace of 0.4 and 0.1 m/s respectively. Note that the specific selection of these different object types was based on the applicability to common use cases such as navigation in airports or train stations, but can be extended to different object classes and preferences e.g. for industrial setups with forklifts, different vehicle types, or robots. To model these safety zones, two modeling approaches are implemented: (1) static safety zones, which contain object-specific safety zones of a fixed size for each individual obstacle, (2) dynamic safety zones based on the velocity of the obstacle. The static safety zones are implemented with a static object-specific radius $d_{sz}$ around the obstacles, which are modeled as follows: $d_{sz}^A = 1$m for adult, $d_{sz}^C = 1.2$m for child, and $d_{sz}^E = 1.5$m for elder. The dynamic safety zones are implemented based on [27] by calculating the zones depending on the obstacle velocity $v_h$:

$$d_{dz} = k_v \cdot v_h + r_{static} \tag{4}$$

$$\vartheta = \frac{11 \pi}{6} e^{-1.4a_v \cdot v} + \frac{\pi}{6} \tag{5}$$

Here, $d_{dz}$ is the safety zone length, which increases with the velocity of the object and $\vartheta$ is the angle of the safety zone, which decreases exponentially with the velocity of the object. $r_{static}$ is equal to $d_{sz}^A$ for adult, $d_{sz}^C$ for child and $d_{sz}^E$ for elder. The factor $k_v$ is set to 1.5 as proposed by [27]. Different to [27], we add the factor $a_v = 1.5$ for a more realistic decrease of the zone. The safety zones are illustrated in Fig. [3].

Subsequently, these models are used to formalize our reward functions.

D. Reward systems

To shape the agent’s behavior, two specific reward systems for each respective modeling approach are implemented. The
two reward systems share the basic sub-rewards, which are denoted as \( R_{\text{base}} \):

\[
R_{\text{base}}(s_t, a_t) = [r'_e + r'_c + r'_p]
\]  

(6)

Firstly, the robot will obtain a reward \( r_{\text{arrival}} \) if it reaches the goal. Here, we set \( r_{\text{arrival}} = 2 \) and \( p_t \) is the position of the robot and \( p_g \) is the position of goal.

\[
r'_e = \begin{cases} 
          r_{\text{arrival}} & \text{if } |p_t - p_g| < d_{\text{goal}} \\
          0 & \text{otherwise}
        \end{cases}
\]

(7)

Correspondingly, the robot is penalized if a collision happens. The collisions are detected by using the laser scan. Here, \( O_{L,i} \) represents the observation of the 2D LiDAR, \( d_i \) is the radius of the robot. We set \( r_{\text{collision}} = -4 \).

\[
r'_c = \begin{cases} 
          r_{\text{collision}} & \text{if } \min(O_{L,i}) < d_r \\
          0 & \text{otherwise}
        \end{cases}
\]

(8)

To encourage the robot to keep approaching the goal, a progress reward \( r_p \) is given.

\[
r'_p = \begin{cases} 
          w_p(t) & d' > 0, d' = d_t - d_{ag} \\
          w_s & \text{else if } d' = 0 \\
          w_n & \text{otherwise}
        \end{cases}
\]

(9)

Here, \( d_{ag} \) denotes the distance between the agent and the goal and the difference between the current time step and the last time step, \( d_{ag} = |p_t - p_g| \), is calculated to monitor the progress. We set \( w_p(t) = 0.018e^{1-t} \), \( w_s = -0.03 \), \( w_n = -0.14 \). The reward will reduce along with the time in order to urge the robot to find the optimal path in a reasonable time. Subsequently, we define the static zone (SZ) reward \( r_{sz} \) to model the safety zones for each object as follows:

\[
r'_z = \begin{cases} 
          k_{sz} \cdot e^{1-d_{ag}/r_{sz}} & \text{if exceed SZ} \\
          0 & \text{otherwise}
        \end{cases}
\]

(10)

Here, \( d_{ag} \) denotes the distance between the agent and the human, while \( r_{xc} \) denotes the radius of each static safety zone \( SZ \), which differs according to the type of human. As inferred from the formula, the robot will be penalized when exceeding the static zone, that is \( d_{ag} < r_{xc} \), the exponential penalty is controlled by a factor \( k_{sz} = -0.08 \). The dynamic zone (DZ) reward \( r'_{dz} \) is designed as following:

\[
r'_d = \begin{cases} 
          -\left(d_c \left( \frac{-0.15}{d_c - R} + 0.15 \right) \right) & \text{if DZ} \\
          0 & \text{otherwise}
        \end{cases}
\]

(11)

Here, \( d_c \) denotes the distance between the agent and the human minus both radiuses, \( d_{dz} \) denotes the radius of the dynamic danger zone, \( R \) denotes the human radius, which differs according to the type of human. Similarly, if the danger zone is exceeded \( (d_{ag} - R - d_c < d_c) \), the agent is penalized. Given the safety distance sub-reward functions in Eq. (10) and (11), our two reward systems are defined as follows:

\[
R_{\text{static}}(s_t, a_t) = R_{\text{base}}(s_t, a_t) + r'_z
\]

(12)

\[
R_{\text{dynamic}}(s_t, a_t) = R_{\text{base}}(s_t, a_t) + r'_d
\]

(13)

E. Training Setup

The agent is trained on randomized environments, which are depicted in Fig. 4. The obstacles are spawned randomly after each episode according to the social force model. This way, we mitigate over-fitting issues and enhance generalization. Curriculum training is adapted, which spawns more obstacles once a success threshold is reached and fewer obstacles if the agent’s success rate is low. The threshold is defined as the sum over the mean reward. The training was optimized with GPU usage and trained on an NVIDIA RTX 3090 GPU. It took between 30h and 60h to converge.

IV. RESULTS AND EVALUATION

In this chapter, we present the experimental setup, the results of the planners, and the respective evaluations. The agent is trained with randomly placed obstacles and validated on different specific scenarios. Localization of the pedestrians, as well as the pedestrian state and IDs, are assumed to be perfectly known. In a real-world setup, this information could be acquired using cameras and computer vision approaches. As the baseline, we use the DRL approach of our previous work [6], which only requires 2D sensor observations as input. The baseline with no additional semantic information is denoted as the Raw approach, the one equipped with the static zone is denoted as SZDRL, and the one using the dynamic zone is denoted as DZDRL.

A. Qualitative Evaluation

We tested all approaches in 6 different scenarios with a fixed start and goal position and three to nine obstacles interfering horizontally and vertically. The qualitative trajectories of all planners on each scenario are illustrated in Fig. 4. The timesteps are sampled every 0.5s and visualized...
Fig. 4: Trajectories of all planners on different test scenarios with adult, child, and elder. (a-c) 3, 6, and 9 dynamic obstacles approaching robot from the side, (d-f) 3, 6, and 9 dynamic obstacles approaching from the front. Each trajectory is marked with timesteps indicating the position at every timestep $t$.

within the trajectory of all approaches. The trajectories of the different kinds of humans are marked with the timesteps sampled every 1.5s. The episode ended once a collision occurred. It is observed that our semantic DRL approaches SZDRL and DZDRL avoid all obstacles with a large margin, whereas the raw DRL approach without safety zones drives more carelessly, resulting in collisions in the scenarios with more than 6 obstacles at (c) 2.0s, (e) 2.5s, (f) 2.5s. Notably, both our DRL planners with semantic information act more carefully around vulnerable object classes like child and elder, waiting for the human to pass or keep a larger distance around them, whereas the raw approach does not consider any additional information about the obstacle and treats each obstacle equally. For instance, in scenario (b) 1.5 s, it is observed that both our semantic planners wait for the class to move away, whereas the raw mode moves in front of the child and elder. This often results in a collision e.g. in scenario (c) at 2.0 s where both our semantic planners wait for the child and elder to pass before they proceed to move. Additionally, the semantic planners are able to keep different safety distances for the different obstacle types. In

scenario (a) at 5.5s, DZDRL drives upwards to create a larger distance to the approaching elder at position (x:17, y:11). This behavior can also be observed in (b) or (c) at 4.5s and 5.0s, respectively. Whereas these planners keep a large safety distance to elders and children, they keep a small distance to adults similar to the raw approach. For instance, in scenario (a) at 2.0s, both semantic approaches only keep a small distance around the adult at position (x:3m, y:4m). For the scenarios with vertical obstacle interference (d-f), similar behavior is observed. Notably, SZDRL tends to keep the largest distance to obstacles (green). In all scenarios, SZDRL drives behind the obstacles, whereas the other two planners approached the obstacles from the front, which leads to collisions for the raw approach and more evasive maneuvers for DZDRL. As extensively evaluated in our previous work [6], the collision rates of the raw DRL approaches are already significantly lower compared to those of model-based approaches like TEB [8] or MPC [9] because they can react to incoming obstacles more efficiently by directly processing the sensor observations. These approaches, however, tend to focus on efficient navigation and navigate very closely to all
obstacles due to the lack of semantic information. On the other hand, our semantic DRL approaches can leverage the additional information about the obstacle type and perform much safer and human-specific navigation while maintaining efficiency and robustness. The navigation behavior of our planners is demonstrated visually in the supplementary video.

B. Quantitative Evaluations

To quantitatively evaluate our approach, all agents were tested on random scenarios where the start and goal positions were randomly set and the agent was run 500 episodes each. Subsequently, we calculated the average distance traveled, the average time to reach the goal, the collision rate, and the success rate. Furthermore, we computed the average exceeding time of safety zones with all objects $t_{object}$, which indicates the time where the robot is within the critical safety zone, as well as the average distance to all objects $d_{object}$. The quantitative results are listed in Table I.

| Planner  | Time [s] | Path [m] | Col. [%] | Success [%] | $d_{avg}$ [m] | $d_{avg}$ [m] | $d_{avg}$ [m] | $t_{avg}$ [s] | $t_{avg}$ [s] | $t_{avg}$ [s] | $t_{avg}$ [s] |
|----------|----------|----------|----------|-------------|--------------|--------------|--------------|---------------|---------------|---------------|---------------|
| raw DRL  | 17.45    | 14.84    | 26.25    | 70.75       | 1.49         | 1.58         | 1.53         | 1.53          | 1.01          | 1.85          | 3.07          | 1.98          |
| SZDRL    | 19.08    | 16.32    | 8.25     | 88.0        | 1.70         | 1.87         | 2.01         | 1.86          | 0.50          | 0.92          | 1.13          | 0.85          |
| DZDRL    | 22.31    | 17.64    | 6.25     | 93.75       | 1.66         | 1.88         | 1.97         | 1.84          | 0.83          | 1.50          | 1.54          | 1.29          |

TABLE I: Table for quantitative evaluation results

Fig. 5: Exceeding-threshold probabilities for all obstacle classes of all planners over 500 episodes.

V. CONCLUSION

In this paper, we proposed a semantic DRL-based navigation approach for safe navigation in crowded environments. In particular, we integrated semantic information into the DRL training pipeline. The trained agent could successfully learn and adapt object-specific behavior using only the obstacle type and position as additional input alongside the laser scan observations and relative goal position. More specifically, it was able to behave more safely around vulnerable object classes like children and older adults, while maintaining efficient navigation around adults. Subsequently, we evaluated our semantic DRL planners against a baseline DRL planner without semantic information in terms of safety, efficiency, and robustness. Results demonstrate an improvement in navigational safety for our semantic DRL planners while maintaining competitive efficiency, especially in environments with a large number of obstacles. Future work includes the integration of higher-level semantics, such as social states and interaction patterns to learn more sophisticated behavior, such as human-following or robot guidance tasks. Furthermore, the feasibility of the approach in real environments using computer vision approaches to provide the semantic data is to be extensively evaluated.
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