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**HIGHLIGHTS**

- Novel method to determine the specific heat capacity of lithium-ion cells.
- The method uses commonly available inexpensive equipment.
- The specific heat capacity of the cell can be obtained from a single experiment.
- The method is applicable to both prismatic and pouch cells.
- Results are validated using both calorimeter and thermal model.

**ABSTRACT**

A cost and time-effective novel method for determining the specific heat capacity of prismatic and pouch lithium-ion cells using a simple setup and easily available equipment is presented in this paper. Specific heat capacity is an important thermal parameter of lithium-ion cells which is not readily available or provided by the cell manufacturers. The results found in this work are compared with the calorimetrically determined values of the specific heat capacity and a maximum error of 5% and 1.4% have been found for the pouch and the prismatic cells, respectively. The minimum error in the specific heat capacity for the pouch and the prismatic cells are 0.7% and 0.1%, respectively. The thermal parameters obtained using this methodology have been used to model the surface temperature of a prismatic cell during the application of a dynamic pulsed power as well as New European Driving Cycle (NEDC) and Worldwide harmonized Light vehicles Test Cycle (WLTC) drive cycles-based power traces. The excellent matching of the measured and simulated cell’s surface temperature during both the NEDC and WLTC drive cycles demonstrates that the thermal parameters determined using this new method can be used to model the surface temperature of the cell.

**1. Introduction**

Electrochemical batteries are becoming a standard practice in applications like transportation, electronics and energy storage. Among all the other battery technologies as a power source for vehicle electrification lithium-ion battery (LIB) is the prime candidate. High power density, high specific energy, high theoretical capacity, long cycle-life...
and low self-discharge rate are some of the characteristics which make the LIB a proponent in the battery technology race [1,2].

The key parameters of LIB such as capacity, efficiency, internal resistance, lifetime and self-discharge are strongly influenced by the battery temperature. An undetected increase in battery temperature is a serious safety concern leading to overheating damage, thermal runaway and even fire. A suitable battery thermal management system can monitor and control the cell temperature within its optimal limits during its operation. Proper thermal modeling of LIBs is therefore required for the development of highly effective and robust on-board battery thermal management systems. Thermal modeling is vital for understanding the heat generation and heat transfer processes inside a cell. An important step in the thermal modeling of batteries is the development of a general energy balanced battery thermal model for estimating the heat generation rate of a single lithium ion cell by Bernardi et al. [3]. Various other thermal models have been proposed after that. These models can be broadly classified based on either physical mechanisms or on the order of their dimensional complexity. On the basis of physical mechanisms, thermal models can be classified as an electrochemical–thermal model [4-6], an electro-thermal model [7,8] and a thermal runaway model [9,10]. Based on the increasing order of dimension complexity the models can be categorized as a lumped-parameter model [11,12], a one-dimensional model [13], a two-dimensional model [14], a three-dimensional model [15,16] or a mixed-dimensional model [7].

All the above mentioned thermal models require heat capacity and thermal resistance of the cells as a model input. Depending on the level of complexity of the thermal model, either a single lumped value for the heat capacity of the entire cell or individual values for the heat capacity of the different layered materials of the cell is required. A frequently encountered problem is that neither information about the specific heat capacity nor the thermal resistance of a cell are readily available. There are several methods for experimentally determining the specific heat capacity of a cell. One of the methods is the semi-theoretical way to find the weighted sum of the heat capacities of the cell materials. This involves opening up a cell and then individually determining the specific heat capacity of the cell materials. It is a very time-consuming process requiring special facilities and instruments that are not generally available in battery labs. The most common method today for measuring the specific heat capacity of a lithium-ion cell is the calorimetric method [19,20], but calorimeters are extremely expensive. On top of that, building and calibrating a new calorimeter is a time-consuming process [21]. Due to this, other than using calorimeters several different methods have been proposed in literature for determining the specific heat capacity of lithium ion cells [22]. An internal thermocouple installed inside a cell can be used to measure the specific heat capacity of the cell [23]. However, a temperature sensor can be installed inside a cell only inside a glovebox and there are substantial chances that the cell might be damaged during this process. Thermal impedance spectroscopy (TIS) is another method used to determine the specific heat capacity [24]. In the TIS method, current pulses at different frequencies are applied and the cell’s surface temperature is measured. The cell’s specific heat capacity is obtained from the Nyquist plot of the surface temperature. However, recording the battery thermal response, usually in the range of mHz is a very time consuming process and due to the variability of the cell’s heat emission to the surrounding, an uncertain method. J. P. Schmidt introduced a new method called electrothermal impedance spectroscopy (ETIS) for measuring the thermal properties of lithium-ion cells [25,26]. In this method, a small frequency sinusoidal shaped heat excitation signal is applied to the cell and the cell’s surface sinusoidal temperature is measured, then the cell’s thermal impedance response is obtained. Thermal properties of the cell are obtained by fitting the thermal impedance to a thermal equivalent circuit. Similar to the TIS method this is also a very time consuming method and the unknown heat dissipation to the surrounding is a problem. Drake et al. have presented a simple method for measuring the anisotropic thermal transport properties of a cell [27]. Their method is only limited to cylindrical cells and requires a vacuum chamber. A new and simple method for determining the heat capacity of lithium-ion cells has been proposed by Bryden et al. [28], however in their method they have used a battery cycler and their method requires two distinct tests, one with a fan and another without a fan to measure the specific heat capacity of the cell. In their method they have heated the cell internally by generating ohmic heat on applying current greater than 1C. At high currents there will be additional heat generation at the point of connection of the current carrying wires to the cell. These additional heat losses cannot be easily accounted for and can lead to uncertainties in the calculated values of the thermal parameters. Some researchers have used an external heat source to determine the specific heat capacity of cylindrical cells [17] by measuring the thermal parameters using special kinds of equipment. Recently, Murashko and co-workers have developed a simple and inexpensive method to simultaneously determine the specific heat capacity and through-plane thermal conductivity of any lithium-ion cylindrical cell by measuring the temperature and heat flux on the cell surface [29]. Zhang and co-workers have developed a new method to measure convective heat transfer coefficient and specific heat capacity of a lithium-ion battery using the lumped capacitance method [30]. However, their proposed method relies on using a relatively expensive infrared camera.

The purpose of this paper is to demonstrate a novel method for measuring the specific heat capacity of prismatic and pouch lithium ion cells. The method proposed in this paper is relatively simple and uses equipment commonly available in most battery laboratories. The proposed method does not use any special equipment like, vacuum chamber, calorimeter, glove box, temperature chamber, battery cycler or infrared camera. The thermal parameters of the cell can be determined in a single experiment thereby making it both a cost-effective and a time-effective method. The specific heat capacity of both the cells have been verified using the calorimetric method to prove the accuracy of this new method. The thermal parameters obtained for the prismatic cell has been used to model the surface temperature during application of dynamic heat pulses as well as NEDC and WLTC drive cycles to further validated the usefulness of this methodology. This new method will both reduce the cost and the time of thermal characterization of lithium-ion cells, without compromising the accuracy of the parameter identification. The specific heat capacity obtained using this method will help in developing thermal models and designing of the cooling systems for the LIB.

2. Electro-thermal analogy

In the proposed methodology, the Lumped Parameter Network (LPN) modeling approach for the parameter identification is used to extract the specific heat capacity of the cell. This paper uses the analogy between thermal and electrical phenomena as explained in Table 1 and more details can be found in books dealing with heat transfer [31]. Current sources represent the heat generation in the system, voltage sources represent the set temperature, while the voltages also represent the temperature at the nodes (associated with the lumped volumes). Thermal capacitance represents the heat stored in the nodes and thermal resistances represent the resistance to the transfer of heat by either conduction or convection between the nodes.

The basis of this analogy is the similarities between the electrical and the thermal equations. The first set of equations represent the charge stored in the capacitor due to the variation of current and the heat stored by the body with mass \( m \) having specific heat capacity \( C_p \) due to the variation of heat flux. This is given as

\[
\frac{dQ}{dt} = \frac{dV}{dt} = I(t)
\]

\[
mC_p \frac{dT(t)}{dt} = C_{th} \frac{dT(t)}{dt} = Q(t),
\]
Fig. 1. Experimental setup [32].

Table 1

| Thermal parameters                  | Electrical parameters |
|------------------------------------|-----------------------|
| Temperature, T [K]                 | Voltage, V [V]        |
| Heat flow, Q [W]                   | Current, I [A]        |
| Thermal resistance, R_{th} [KW^{-1}] | Electrical resistance, R [Ω] |
| Thermal capacitance, C_{th} [JK^{-1}] | Electrical capacitance, C [F] |

The second pair of analogous equations are Ohm’s law and the one dimensional form of Fourier’s law,

\[ I(t) = \frac{1}{R} \Delta V(t) \]  \hspace{2cm} (3)

\[ \dot{Q}(t) = \frac{1}{R_{th}} \Delta T(t) \]  \hspace{2cm} (4)

The thermal resistance \( R_{th} \) is dependent on both the heat transfer coefficients due to conduction \( h_{con} \) and convection \( h_{conv} \). It is given as

\[ R_{th} = \sum \frac{L}{h_{con} A}, \text{ thermal resistance due to conduction} \]

\[ \sum \frac{1}{h_{conv} A}, \text{ thermal resistance due to convection} \]  \hspace{2cm} (5)

where, \( L \) [m] and \( A \) [m²] are the thickness and the cross section area of the body, respectively. Eqs. (1)–(4) show the similarity between the electrical and thermal parameters and hence the heat transfer can be modeled using electrical networks. The procedure to build the thermal network has been previously discussed in [33] and this method will be used in the further analysis.

3. Experimental setup

Detailed description of the experimental setup for the new methodology to extract the thermal parameters of a lithium-ion cell is discussed in this section. As discussed earlier the main advantage of the method described in this paper is that it requires simple and easily available equipment for thermal characterization of a cell. The setup consists of: two identical cells which need to be characterized, Kapton insulated flexible heaters, insulating material with known specific heat capacity, at least four temperature sensors and finally a power supply to power the flexible heater. In addition to being cheap and simple, using this method both the specific heat capacity and the internal thermal resistance of a cell can be obtained by performing a single test, thereby making it a time-effective method. In this paper the internal thermal resistance of the cell has been approximated to a single value in the through-plane (across the stack layers) direction. The flexible heaters are sandwiched between the two identical cells and an insulating material is used to cover the setup from all sides as shown in Fig. 1(a).

The use of insulating material to cover the cells helps in a better entrapment of heat. The insulating material makes the representation of the setup a second order thermal model, which makes it possible to extract both the thermal parameters from a single test using the equation developed in Section 4. In principle, any insulation material with known specific heat capacity can be used for the setup. In this work, polyethylene foam having a measured volumetric mass density, \( \rho = 29.5 \text{ kg m}^{-3} \) and thickness of 10 mm is used as an insulating material. The specific heat capacity of the insulation material according to [34] is 2450.7 J K^{-1} kg^{-1} for polymer’s density in the range of 16.7 kg m^{-3} to 69.5 kg m^{-3}. This value of the specific heat capacity of the insulation material is used in further calculations. Kapton insulated flexible
Fig. 2. Thermal circuit of the experimental setup [32].

Heaters are used as the heating element. The 0.254 mm thickness of the heater is useful in this particular application as it minimizes the air gap thereby establishing a good thermal contact between the two cells. Thermal copper paste is also applied to improve the thermal contact between the two cells. Four K-type temperature sensors are used to record the temperature at a sampling frequency of 1 Hz. The placement of the temperature sensors in the setup can be seen in Fig. 1(b).

The first sensor is placed at the center in between the two cells, the second one on the surface between the cell and the insulation material, the third one between the two layers of insulation material and finally the last temperature sensor measures the ambient temperature. The whole setup is placed inside a thermally insulated box to avoid fluctuations in the external temperature variations during the test as shown in Fig. 1(c).

The whole setup is then placed inside a plastic box covered completely from the inside by a soft porous insulating fabric. In addition to that, styrofoam sheets are used to cover all the five surfaces of the box from inside to minimize the heat loss. Finally the box is closed from the top using a styrofoam sheet lid. An EL302RT power supply is used to supply known power to the heaters for heating up the setup.

4. Theoretical model

The basic lithium-ion cell thermal model previously discussed in the literature is the basis of this new methodology [23,28]. In this thermal model, heat is generated at one of the surfaces of the cell using a flexible heater. The generated heat is then transferred through the cell to the opposite surface. The cell surface is considered to have no mass and as a consequence no specific heat capacity. Finally, the heat is transferred from the surface of the cell to the surroundings through the insulation layer. Mass and specific heat capacities of the cell and the insulation are lumped together to points at the center of their respective volumes. The thermal circuit of the setup for one cell is shown in Fig. 2.

In Fig. 2 $T_{center}$ is the temperature at the surface of the cell where the heat is generated, $T_{in}$ is the internal temperature of the cell, $T_{surf}$ is the temperature of the cell surface between the cell and the insulation material, $T_{insulation}$ is the temperature at the center of the insulating material and $T_{ambient}$ is the ambient temperature. $R_{cell}$ is the internal thermal resistance of the cell in the through-plane direction, $R_{insulation}$ is the thermal resistance across the single insulating material layer and $R_{sensor}$ is the convective thermal resistance from the surface of the insulating material to the ambient temperature sensor. Here $R_{cell}$ represents the conductive thermal resistance from the center of the cell to the cell surface with larger area. If $R_{cell, total}$ is the total thermal resistance of the cell between $T_{center}$ and $T_{surf}$, then $R_{cell}$ is half of the total thermal resistance of the cell,

$$R_{cell} = \frac{R_{cell, total}}{2}. \quad (6)$$

$C_{cell}$ and $C_{insulation}$ are the heat capacities of the cell and the insulating material, respectively. 1 and 2 are the two nodes in the thermal circuit. As the experimental setup is symmetric in nature the other cell also has the same thermal network as shown in Fig. 2. Due to the symmetric nature of the experimental setup, the distribution of the rate of change of heat ($\dot{Q}$) is assumed to be equal in both the directions of the Kapton insulated flexible heater. The power supplied to one cell ($P$) can be expressed as

$$P = \frac{Q}{2} \quad (7)$$

where $P_{in}$ is the power supplied to the heater. It is difficult to place a temperature sensor at the center of an insulating material layer to measure $T_{insulation}$. This problem is overcome by considering two identical layers of the insulating material as a single unit and $T_{insulation}$ is measured in between these two layers. $C_{insulation}$ ($\text{J} K^{-1}$) is the product of specific heat capacity of the insulating material and the combined mass of both the layers.

On the basis of the direction of heat flow one can express the heat balance equation at node 1 as

$$P = C_{cell} \frac{dT_{in}(t)}{dt} + \frac{\left(T_{in}(t) - T_{insulation}(t)\right)}{R_{in}} \quad (8)$$

where the rate of heat generated ($P$) by the heater at the surface of the cell is equal to the sum of the heat stored at this node due to the heat capacity of the cell, and the rate that the heat flows away from this node. The rate of the heat stored at node 1 is related to the product of change in $T_{in}$ with respect to time and $C_{cell}$.

The rate with which heat flows away from node 1 is related to the heat transfer coefficient of the cell and the temperature difference between $T_{in}$ and $T_{surface}$. Since there is no mass at the interface between the surface and the insulation, there is no heat storage at this interface and the same heat flows towards 2 due to the thermal conductivity of the insulation and the temperature difference between $T_{surface}$ and $T_{insulation}$. Therefore, the heat transfer from 1 to 2 can be represented as the temperature difference between $T_{in}$ and $T_{insulation}$ divided by the thermal resistance between these two nodes $R_{in,2}$. $R_{in}$ can be expressed as a sum $R_{cell}$ and $R_{insulation}$

$$R_{in} = R_{cell} + R_{insulation} \quad (9)$$

Similarly, the heat balance at node 2 can be expressed as

$$\frac{T_{surf}(t) - T_{insulation}(t)}{R_{insulation}} = C_{insulation} \frac{dT_{insulation}(t)}{dt} + \frac{T_{insulation}(t) - T_{ambient}}{R_{out}} \quad (10)$$

The term on the left hand side of Eq. (10) represents the rate of heat transfer to node 2. The right hand side of Eq. (10) represents the rate at which heat is stored at this node and the rate at which heat flows out from this node. The rate at which heat is transferred to node 2 depends on the temperature difference between $T_{surface}$, $T_{insulation}$ and the inverse of $R_{insulation}$. The rate at which heat is stored at this node is dependent on the product of $C_{insulation}$ and change in $T_{insulation}$ with respect to time. On the other hand, the rate at which heat is transferred away from this node is related to the temperature difference between the $T_{insulation}$ and $T_{ambient}$ and inverse of $R_{out}$. $R_{out}$ can be expressed as the sum of $R_{insulation}$ and $R_{sensor}$

$$R_{out} = R_{insulation} + R_{sensor} \quad (11)$$

The heat balance equation at node 1 described in Eq. (8) relies on the measurement of $T_{surf}$, which is not an easily measurable quantity. Measuring the $T_{surf}$ requires placement of a thermocouple inside the cell. Placing a thermocouple inside a cell requires an inert atmosphere so that the components of the cell are not damaged by the oxygen and the moisture in the air when inserting the thermocouple. An inert atmosphere requires a glove box which is not readily available in all laboratories. The need for measuring the internal temperature of the cell can be eliminated by considering the fact that the same heat flows
between node 1 and node 2. So the flow of heat between the nodes, $P_{12}$ can be represented as

$$P_{12} = \frac{T_{1}(t) - T_{	ext{surface}}(t)}{R_{\text{cell}}} = \frac{T_{	ext{surface}}(t) - T_{\text{insulation}}(t)}{R_{\text{insulation}}} = \frac{T_{n}(t) - T_{\text{insulation}}(t)}{R_{n}}.$$  \hfill (12)

Under the consideration that the same heat flows between node 1 and node 2 the heat balance equation at node 2 described in Eq. (10) can be modified as

$$\frac{T_{n}(t) - T_{\text{insulation}}(t)}{R_{n}} = C_{\text{insulation}} \frac{dT_{\text{insulation}}(t)}{dt} + T_{\text{insulation}}(t) - T_{\text{ambient}}.$$  \hfill (13)

Rearranging Eq. (13) we get

$$T_{n}(t) = R_{n} \times \left(C_{\text{insulation}} \frac{dT_{\text{insulation}}(t)}{dt} + \frac{T_{\text{insulation}}(t) - T_{\text{ambient}} + T_{\text{insulation}}(t)}{R_{n}}\right).$$  \hfill (14)

A second order differential equation in terms of $T_{\text{insulation}}$ is obtained by replacing $T_{n}$ from Eq. (14) in Eq. (8) as

$$T_{\text{insulation}}(t) = P R_{\text{out}} + T_{\text{ambient}} - a \left(\frac{dT_{\text{insulation}}(t)}{dt}\right)^2 - \beta \left(\frac{dT_{\text{insulation}}(t)}{dt}\right)$$  \hfill (15)

where

$$a = C_{\text{cell}} R_{\text{in}} + C_{\text{cell}} R_{\text{out}} + C_{\text{insulation}} R_{\text{out}}$$  \hfill (16)

and

$$\beta = C_{\text{cell}} R_{\text{in}} C_{\text{insulation}} R_{\text{out}}.$$  \hfill (17)

The second-order differential equation is solved by the Laplace transform method using two initial conditions, $T_{\text{insulation}}(t = 0) = T_{\text{ambient}}$ and $\frac{dT_{\text{insulation}}(t=0)}{dt} = 0$. Using the Laplace transform method and the two initial conditions, $T_{\text{insulation}}$ in the Laplace domain can be expressed as

$$T_{\text{insulation}}(s) = \frac{\beta s + a T_{\text{ambient}} + T_{\text{insulation}}}{\beta^2 s^2 + \alpha s + 1}$$  \hfill (18)

where $s$ is the Laplace transform variable for time $(t)$, $T_{\text{insulation}}$ in time domain is obtained by taking the inverse Laplace transform of Eq. (18) and is expressed as

$$T_{\text{insulation}}(t) = T_{\text{ambient}} + P R_{\text{out}} \left(1 - \exp\left(-\frac{\zeta t}{\tau}\right) \left(\cosh\left(\frac{t\sqrt{\zeta^2 - 1}}{\tau}\right) - \frac{\zeta}{\sqrt{\zeta^2 - 1}} \sinh\left(\frac{t\sqrt{\zeta^2 - 1}}{\tau}\right)\right)\right)$$  \hfill (19)

where

$$\tau = \sqrt{\beta} = \sqrt{\frac{C_{\text{cell}} R_{\text{in}} C_{\text{insulation}} R_{\text{out}}}{\beta}}$$  \hfill (20)

and

$$\zeta = \frac{\alpha}{2\sqrt{\beta}} = \frac{C_{\text{cell}} R_{\text{in}} + C_{\text{cell}} R_{\text{out}} + C_{\text{insulation}} R_{\text{out}}}{2 \sqrt{C_{\text{cell}} R_{\text{in}} C_{\text{insulation}} R_{\text{out}}}}.$$  \hfill (21)

Eq. (19) is similar to the general solution of a second order overdamped equation. A system is considered to be over-damped if the response to a step input slowly moves towards steady state without oscillations. $T_{\text{insulation}}$ on applying an input heat step slowly reaches steady state without any oscillation. $\zeta$ and $\tau$ are the damping coefficient and time constant of the system, respectively. $\zeta$ and $\tau$ are both system parameters, the former describes how oscillations in a system decay after applying an input, the latter represents the elapsed time required for the system response to reach steady state if the system had continued to grow at the initial rate. For an over-damped system $\zeta$ is $> 1$. In the next section it will be discussed, using Eq. (19), how the parameters of interest, i.e. specific heat capacity and thermal resistance of a cell can be obtained.

5. Parameter extraction

In this section, first the testing procedure is briefly explained, before discussing about the parameter extraction process. The experimental setup described in Section 3 is used for conducting the experiments. At the beginning of each experiment no power is applied to the setup for a minimum duration of ten minutes. A constant ambient temperature is maintained during the entire duration of the experiments. A specified power is applied to the flexible heater which heats up the setup. The test is continued until all the temperatures reach a steady state. The minimum power applied to the heater is selected such that the difference between $T_{\text{ambient}}$ and $T_{\text{center}}$ at steady state is at least 10 °C. The maximum applied power is chosen such that the cell temperature does not exceed the recommended safety limit.

Discussion about the parameter extraction process can be divided into two sections. In the first section, determination of the thermal resistances will be discussed. In the final section, calculation of the specific heat capacity will be performed. Two significant portions of the experimental data are identified, namely the dynamic and the steady state portion as can be seen in Fig. 3. Usually in the initial portion, the temperature sensors have offset errors which affect the results. Using the temperature data from the initial period the temperature sensors are calibrated so that they have the same value during that period.

All the thermal resistances present in the thermal circuit as shown in Fig. 2 are calculated based on the data from the steady-state portion of the plots and discussed in Section 5.1. The heat capacity of the cell is calculated in Section 5.2 using the dynamic portion of the $T_{\text{insulation}}$ plot.

5.1. Thermal resistances

The steady state segment of the temperature vs time plots are used for calculating all the thermal resistances of the thermal model. At steady state all the temperatures, namely $T_{\text{center}}$, $T_{\text{surface}}$, and $T_{\text{insulation}}$ remain constant, as a result we have

$$\frac{dT_{\text{center}}}{dt} = \frac{dT_{\text{surface}}}{dt} = \frac{dT_{\text{insulation}}}{dt} = 0.$$  \hfill (22)

The system is not influenced by either $C_{\text{cell}}$ or $C_{\text{insulation}}$ at steady state. The same heat flows through each thermal resistances in the thermal circuit at steady state. The average values of the temperatures...
in the final segment are considered when calculating the thermal resistances. \( R_{\text{cell}} \) is calculated using the difference between the average value of both \( T_{\text{center}} \) and \( T_{\text{surface}} \) at steady state and then dividing it by \( P \):

\[
R_{\text{cell}} = \frac{T_{\text{center}}(t = \infty) - T_{\text{surface}}(t = \infty)}{P} \tag{23}
\]

where \( \bar{T} \) denotes the average value of a particular temperature. The factor of 2 in the denominator of Eq. (23) accounts for the presence of two \( R_{\text{cell}} \) between the points where \( T_{\text{center}} \) and \( T_{\text{surface}} \) are measured. Similarly, \( R_{\text{insulation}} \) is obtained as

\[
R_{\text{insulation}} = \frac{T_{\text{surface}}(t = \infty) - T_{\text{insulation}}(t = \infty)}{P} \tag{24}
\]

At steady state, Eq. (15) can be simplified to Eq. (25) from which \( R_{\text{out}} \) can be calculated

\[
R_{\text{out}} = \frac{T_{\text{insulation}}(t = \infty) - T_{\text{ambient}}(t = \infty)}{P}. \tag{25}
\]

Using Eq. (11) \( R_{\text{conv}} \) can be calculated from the difference between \( R_{\text{out}} \) and \( R_{\text{insulation}} \) as

\[
R_{\text{conv}} = R_{\text{out}} - R_{\text{insulation}}. \tag{26}
\]

5.2. Specific heat capacity

The heat capacity of the cell is obtained by performing curve fitting on the dynamic portion of the insulation temperature data using Eq. (19). Curve fitting is done with the help of the Matlab curve fitting toolbox [35]. The robust non-linear least square method is used for fitting the curve. \( \tau \) and \( \zeta \) are extracted using the curve fitting. The physically significant value of \( C_{\text{cell}} \) can be obtained only if the correct upper and lower limits of the \( \zeta \) are selected. An algorithm for selecting the right values of the lower (\( \zeta_{\text{min}} \)) and the upper (\( \zeta_{\text{max}} \)) limits of \( \zeta \) is proposed. The main principle of this algorithm for selecting \( \zeta_{\text{min}} \) and \( \zeta_{\text{max}} \) is to minimize (\(<0.1\%\)) the absolute error between \( R_{\text{in}} \) and \( R_{\text{fit}} \). \( R_{\text{fit}} \) is the sum of \( R_{\text{cell}} \) and \( R_{\text{insulation}} \) calculated using Eq. (23) and Eq. (24), respectively.

A parameter sweep for \( \zeta \) is performed in an interval between \( \zeta_{\text{min}} \) and \( \zeta_{\text{max}} \) with a fixed step size \( m \). During the first iteration \( m = 1 \) is selected as the step size. Curve fitting for the initial section of the \( T_{\text{insulation}}(t) \) curve is done to extract the fitted values of the time constant, \( \tau_{\text{fit}} \) and the damping coefficient \( \zeta_{\text{fit}} \). \( \tau_{\text{fit}} \) is the square root of the product of the fitted internal (\( \tau_{\text{in,fit}} \)) time constant and the external (\( \tau_{\text{out}} \)) time constant

\[
\tau_{\text{fit}} = \sqrt{\tau_{\text{in,fit}} \times \tau_{\text{out}}}. \tag{27}
\]

The external (\( \tau_{\text{out}} \)) time constant is the product of \( C_{\text{insulation}} \), which is a known quantity and the experimentally measured \( R_{\text{out}} \)

\[
\tau_{\text{out}} = C_{\text{insulation}} R_{\text{out}}. \tag{28}
\]

The fitted internal (\( \tau_{\text{in,fit}} \)) time constant is the product of the fitted heat capacity of the cell \( C_{\text{cell,fit}} \) and the internal thermal resistance \( R_{\text{in,fit}} \)

\[
\tau_{\text{in,fit}} = C_{\text{cell,fit}} R_{\text{in,fit}} = \frac{\tau_{\text{in,fit}}^2}{\tau_{\text{out}}}. \tag{29}
\]

Using Eq. (21) and Eq. (20) \( C_{\text{cell,fit}} \) is calculated as

\[
C_{\text{cell,fit}} = \frac{2\tau_{\text{fit}} \tau_{\text{out}} - \tau_{\text{in,fit}}^2}{R_{\text{out}}}. \tag{30}
\]

Once the value of \( C_{\text{cell,fit}} \) is known, then \( R_{\text{in,fit}} \) can be calculated from Eq. (29) as

\[
R_{\text{in,fit}} = \frac{\tau_{\text{in,fit}}}{C_{\text{cell,fit}}}. \tag{31}
\]
The percentage error between the experimentally obtained value of \( R_{\text{in}} \) and its fitted value \( R_{\text{in}}^{\text{fit}} \) is calculated as

\[
R_{\text{in}}^{\text{error}} = \frac{R_{\text{in}} - R_{\text{in}}^{\text{fit}}}{R_{\text{in}}} \times 100.
\]  
(32)

After the first iteration, if the absolute value of \( R_{\text{in}}^{\text{error}} \) is greater than 0.1\% then the same procedure is repeated after updating the values of \( \zeta_{\text{max}} \) and \( \zeta_{\text{min}} \). In order to update the values \( \zeta_{\text{max}} \) and \( \zeta_{\text{min}} \) from the previous parametric sweep of \( \zeta \), the particular index of \( \zeta_N \) is selected for which \( R_{\text{in}}^{\text{error}} \) is minimum in that given parametric sweep. The new values of \( \zeta_{\text{max}} \) and \( \zeta_{\text{min}} \) are selected for the next iteration as

\[
\zeta_{\text{min}} = \zeta_N - m \\
\zeta_{\text{max}} = \zeta_N + m
\]

Where, \( m = 0, 1^{\text{iter}-1} \quad \forall \text{iter} = 1, 2, 3, \ldots, n \)  
(33)

iter is the iteration number ranging from 1 to \( n \). The next iteration is run with these newly updated values of \( \zeta_{\text{max}} \) and \( \zeta_{\text{min}} \) and the updated step size \( m \) is reduced by a factor of 10. This process is repeated until the absolute value of \( R_{\text{in}}^{\text{error}} \) is less than 0.1\%. The values of \( \zeta \) and \( r \) corresponding to this least value of \( R_{\text{in}}^{\text{error}} \) are used to calculate \( C_{\text{cell}} \) [J K\(^{-1}\)] from Eq. (30). The specific heat capacity of the cell is calculated \( C_{\text{cell}} \) [J kg\(^{-1}\) K\(^{-1}\)] after dividing the heat capacity of the cell \( C_{\text{cell}} \) by the weight of the cell \( m_{\text{cell}} \)

\[
C_{\text{cell}} = \frac{C_{\text{cell}}}{m_{\text{cell}}}
\]

(34)

The above mentioned algorithm is explained graphically in Fig. 4.

6. Calorimetric measurements

A custom-made cell calorimeter (Fig. 5(a)) was used to validate the presented characterization method. The calorimeter is an isothermal conduction calorimeter based on a measurement of heat flow through thermopiles mounted between heatsinks and interface plates, in turn in contact with the sample cell. A liquid circulator-thermostat circulates water at a very precise temperature (±0.01°C) through the heat sinks, effectively maintaining isothermal conditions. Since the thermopiles and the interface plates provide a path with very high thermal conductivity between sample cell and the heat sinks, any heat produced or absorbed by the sample cell will flow through the thermopile sensors, in turn producing a voltage signal in the millivolt range that is linearly correlated to the heat flow. A differential setup of two identical calorimeters, in Fig. 5(a) labeled as “Primary” and “Reference”, is used to further reduce measurement noise and increase the practical sensitivity. Here, the primary side carries the sample and the reference is empty, hence providing a baseline for the measurement equally affected by slight variations in temperature from the thermostat or leakage to ambient air. That is, all calculations are based on the differential signal primary-reference rather than relying on a direct measurement from the side carrying the sample. To further increase the accuracy, both primary and reference calorimeter were placed side by side inside a thermally insulated box to reduce influence of fluctuations in ambient air (±1°C). A complete description of the calorimeter is given elsewhere [21,36].

Although the calorimeter is isothermal, measurement of a sample’s specific heat capacity can be done by either applying a step-wise
change in temperature within a relatively narrow range ($\Delta T < 5 \, ^\circ C$) and carefully integrating the corresponding heat flow to/from the sample, or by applying a constant heating/cooling rate (constant $dT/dt$) and determining the average steady-state heat flow. In the present work the second method was applied in a relatively narrow temperature range, see Fig. 5(b). Several tests, with different temperature windows and temperature ramps, were carried out in order to find an adequate compromise between signal-to-noise ratio and quasi-isothermal conditions where the sample temperature was kept very close to that of the heat sink, indicating uniform sample temperature and semi-equilibrium conditions. Finally, a positive temperature ramp at $+1 \, ^\circ C$ per hour was applied to the sample.

As can be seen in Fig. 5(b) showing the measurements on the prismatic 20 Ah LFP cell (Table 2), the measured heat-flow is close to constant with respect to temperature although the slight increase at higher temperatures indicate a loss of heat to ambient air, despite the thermally insulated and differential setup. Hence, the calculation of specific heat capacity is performed using measurement of heat flow in a narrow range centered around the ambient air temperature: $+20\ldots+24 \, ^\circ C$. Still, the fitted value (lower part of Fig. 5(b)) corresponds relatively well to the entire temperature range of $+18\ldots+30 \, ^\circ C$.

### 7. Results and discussions

The new method is used to determine specific heat capacity of two lithium-ion cells of different chemistries and formats. Details of the two cells are given in Table 2. The exact chemistries of the cells are unknown but the prismatic cell uses Lithium Iron Phosphate (LFP) as the cathode material whereas the pouch cell uses Nickel Manganese Cobalt (NMC) as the cathode material. The data sheets for both the cells have no information about the specific heat capacity.

In this section, the experimental results for the prismatic cell will be discussed first followed by the pouch cell results. This section then proceeds into the validation test results to demonstrate that the thermal parameters obtained using this methodology can effectively model the temperature of a cell under various scenarios.

#### 7.1. Thermal parameters

The power levels used for heating the prismatic cell are $P_\text{W} = 1.2 \, W$, $1.6 \, W$ and $2 \, W$. All the experiments for the prismatic cell are done with the styrofoam lid to cover the top. A single experiment for the $2 \, W$ power level has been done without the styrofoam lid on the top to demonstrate how the variation in the external temperature can influence the experimental result.

The experimental results of the LFP prismatic cell for the three different powers are tabulated in Table 3.
For each cell, three experiments at a given power has been conducted, $T$ is clear that we get a maximum error of 5.46\% for the experiment where method and the calorimetrically calculated value. From Table 4 it is average error in the calculated values of $C$ are independent of the applied power. The analysis of the results for $C$ is changed more than 1 value of $C$ we are going to discuss the results from the pouch cell.

The results from Table 5 indicate that the system parameters namely $R_{cell}$, $R_{insulation}$, $R_{conve}$, $\tau$ and $\zeta$ remain constant without a significant variation and are independent of the applied power. The minor variation in their values are due to the change in $T_{ambient}$ which has changed maximum 1\°C during the course of the experiment. Among all the experimental trials the one without the lid shows maximum variation in the system parameters, as the system is losing heat to the surroundings at a faster rate in this case, thereby reaching the steady state earlier compared to the other cases resulting in a lower value of the time constant $\tau$. For each cell, three experiments at a given power has been conducted, giving a total of nine calculated values of $C_{cell}$ for each cell. The values of $C_{cell}$ of the prismatic cell for the three different applied power and their variations with respect to the calorimetrically calculated value are tabulated in Table 4. Table 4 also shows the error in the calculated value of $C_{cell}$ for the different applied power levels using the new method and the calorimetrically calculated value. From Table 4 it is clear that we get a maximum error of 5.46\% for the experiment where the setup in the box has not been covered with the lid. In the uncovered setup the temperature readings for $T_{insulation}$ $T_{core}$ and $T_{surface}$ get effected by the variation in the external temperature as $T_{ambient}$ has changed more than 1\°C during the course of the experiment. The average error in the calculated values of $C_{cell}$ in comparison to the calorimetric value for the prismatic cell are tabulated in Table 4.

From Table 4 we can see that the average error for the 1.2 W experiment is 1\%, for the 1.6 W experiment the average error is 0.31\% and for the 2 W experiment the average error is 0.51\%. The results suggest that the calculated thermal parameters from this new methodology are independent of the applied power. The analysis of the results for the prismatic cell suggests that if the influence of the variation in the external temperature can be eliminated, then only one test at any specified power is sufficient enough to get $C_{cell}$ and the calculated value of $C_{cell}$ can be expected to have an error of less than 2\%. Next we are going to discuss the results from the pouch cell.

In the case of the pouch cell, similar to the prismatic cell three different power levels have been selected and for each power three experiments are conducted. The applied power levels selected for the pouch cell experiment are 1.6 W, 2 W and 2.5 W. The experimental results for the pouch cell are tabulated in Table 5.

The results from Table 5 indicate that the system parameters namely $R_{cell}$, $R_{insulation}$, $R_{conve}$, $\tau$ and $\zeta$ do not vary significantly with the applied power levels. The minor differences in the values of the system parameters are due to the slight change in the ambient conditions. The experimental setup has been disturbed during trial 1 for the 1.6 W test to demonstrate how it can result in wrongly calculated value of $C_{cell}$. This disturbed experimental result is discussed in detailed in the supplementary data.

Table 6 shows the variation in the calculated values of $C_{cell}$ for the pouch cell with respect to the calorimetrically calculated value for different applied power levels. The percentage error between the calculated and calorimetric value for $C_{cell}$ of the pouch cell for different applied power are also tabulated in Table 6.

From Table 6 it can be seen that the average percentage error for 1.6 W, 2 W and 2.5 W powers are −1.52\%, −2.3\% and −2.52\%, respectively. The percentage error in $C_{cell}$ values for the pouch cell is higher than for that of the prismatic cell. This model uses only one temperature sensor at the surface of the cell to calculate the $C_{cell}$ and does not take into account the variation of temperature across the surface of the cells. Thus, the reason for the higher error in the case of pouch cell is that it has a polymeric casing while the prismatic cell has an aluminum metal casing due to which it is possible to get uniform surface heating in the case of prismatic cell thereby giving better results. The results when compared with the calorimetric values indicates that neglecting the variation in temperature across the cell surface is not a major issue and can be considered as a valid assumption.

The specific heat capacities obtained using this new methodology matches closely with the calorimetric results. Neglecting the experimental case without lid the absolute maximum and the absolute minimum percentage error in the calculated value of the $C_{cell}$ for the prismatic cell are 1.40\% and 0.10\%, respectively. For the pouch cell the absolute maximum and the absolute minimum percentage error in the $C_{cell}$ are −5\% and 0.70\%, respectively if we exclude the disturbed experimental setup result. We can conclude from these results that only one experiment at any specified power can give a satisfactory value of $C_{cell}$. In this paper it has been assumed that the cell has a single value of the thermal resistance in the through-plane direction. This simple assumption accounts for the heat conducted only in one direction. The thermal resistance obtained using this method gives an indicative value of the internal thermal resistance of the cell. In the next sub-section we are going to discuss about validation tests to prove that the thermal parameters of the cell obtained from this new methodology can be used for modeling the temperature of the cell under various scenarios.

### Table 4

| Power  | $C_{cell}$ (calculated) [J kg$^{-1}$ K$^{-1}$] | Error [%] | Average Error [%] |
|--------|---------------------------------|--------|-----------------|
| 1.2    | 1039.80                         | 0.78   | 1.00            |
|        | 1033.60                         | 1.40   |                 |
|        | 1039.30                         | 0.83   |                 |
| 1.6    | 1055.70                         | −0.73  | 0.31            |
|        | 1040.90                         | 0.68   |                 |
|        | 1037.60                         | 0.99   |                 |
| 2.0    | 1038.30                         | 0.93   |                 |
|        | 1046.80                         | 0.10   | 0.51$^b$        |
|        | 990.74$^a$                      | 5.46   |                 |

$^a$Experiment done without lid.

$^b$Excluding the without lid experimental result.

7.2. Validation tests

The cell thermal parameters obtained using this new method has been used to model the surface temperature of the cell under the applied dynamic power profile to test the validation of this method. Two distinct validation tests have been done, in the first validation test, external dynamic power pulses are applied to the cell and the surface temperature of the cell is recorded. In the second validation test the cell is heated internally by applying current from WLTC and NEDC drive cycles and the cell’s surface temperature is recorded. For the validation purpose, only the LFP prismatic cell is used since electro-thermal model for the LFP prismatic cell has been previously developed in [32] and both reversible and irreversible losses can be calculated using this model. A first order thermal model is used for the validation purpose. In order to make the system a first order thermal model, one of the outer insulation layer on the surface of the cell is removed as shown in Fig. 6(a).
Three temperature sensors are used to measure the temperatures at the center between the two cells, at the surface of the cell and the ambient temperature. The first step for the validation test is to determine the external thermal resistance, $R_{\text{out}}$ (discussed in the supplementary data). After finding $R_{\text{out}}$ from the first test, the validation test is performed. In the validation test a pulse power profile is applied to the cell and the measured temperature ($T_{\text{ambient}}$) is the output. The calculated values of $C_{\text{cell}}$ and $R_{\text{cell}}$ for the 2 W power experimental test is used for the simulation shown in Fig. 6(c). The average value of $C_{\text{cell}}$ and the $R_{\text{cell}}$ for the 2 W power experimental test is used for the simulation shown in Fig. 6(c).

The measured (blue curve) and the simulated (red curve) surface temperatures are showing excellent match as evident from Fig. 6(c). The error between the experimental and the simulated temperature measurements for average values of $C_{\text{cell}}$ and $R_{\text{cell}}$ for the three different power levels are tabulated in Table 7. The maximum error between the model and the experiment for all the trials is within 0.42 °C. The RMS error is less than 0.12 °C. This indicates that the values of $C_{\text{cell}}$ and $R_{\text{cell}}$ of the cell are reasonable.

Next, the thermal parameters are validated with the WLTC and NEDC drive cycles using the electro-thermal cell model described in [32]. The electrical model of the LFP prismatic cell is represented by an equivalent circuit model (ECM) with three RC pairs and all the electrical parameters are dependent on both state of charge (SOC) and temperature ($T$) of the cell. The thermal model takes SOC calculated from the Coulomb counting method, ambient temperature and discharging/charging current from the test as its inputs. The model includes a heat generation model which calculates both the irreversible and the reversible losses. The parameters from the ECM are used to calculate the irreversible heat loss. The reversible loss is calculated using a 2-D look table of entropic coefficients obtained from potentiometric experiment. The cumulative results of both the irreversible and the reversible losses are fed to the first order thermal model of the cell. The surface temperature of the cell which is the output of this thermal model is compared with the measured values of surface temperature of the cell.

The cell has been kept at a constant temperature of 20 °C in a temperature chamber, but the temperature chamber has fluctuations $\pm 0.5$ °C as shown in Fig. 7. The drive cycle current profile which has both charging and discharge currents is applied to the cell from 90%–SOC and 0%–SOC with 20 min breaks in between the cycles. The temperature at the larger surface of the cell is recorded. From Fig. 7, we can clearly observe that from 90% to 0% the model is closely matching with that of the experiment. The RMS error between the experimentally measured surface temperature and the estimated surface temperature from the model is given in Table 8. The estimated temperature from the model using three sets of values for $C_{\text{cell}}$ and $R_{\text{cell}}$ show similar RMSE error and are on an average of 0.09 °C and 0.06 °C for WLTC and NEDC drive cycles, respectively. These validation tests prove that $C_{\text{cell}}$ and $R_{\text{cell}}$
calculated using this new method can be used to model the temperature of the lithium-ion cell under various operating conditions.

8. Conclusions

A new method is proposed in this paper to determine the specific heat capacity of pouch and prismatic lithium-ion cells. This new method uses cheap and easily available equipment. No special or expensive equipment like battery cycler, environment chamber, vacuum chamber or calorimeter are required for this method. All the thermal parameters of the cell can be determined from a single experiment thereby making it a time effective one. First a thermal circuit for the setup is developed, then heat transfer equations for the thermal circuit are solved to get a second order differential equation in terms of the insulation temperature. The second order differential equation is solved using the Laplace and the inverse Laplace technique and the final expression for the insulation temperature is used for fitting of the experimental data. A new algorithm is developed to extract

Table 7

| \(C_{p,cell}\) [JK\(^{-1}\)kg\(^{-1}\)] | \(R_{cell}\) [KW\(^{-1}\)] | \(R_{out}\) [KW\(^{-1}\)] | Max (|Error|) [°C] | RMSE [°C] |
|---|---|---|---|---|
| 1037.56 | 0.76 | 14.28 | 0.39 | 0.11 |
| 1044.73 | 0.75 | 14.28 | 0.41 | 0.11 |
| 1044.05* | 0.75* | 14.28 | 0.40 | 0.11 |

*Excluding the without lid experimental result.

Table 8

| \(C_{p,cell}\) [JK\(^{-1}\)kg\(^{-1}\)] | \(R_{cell}\) [KW\(^{-1}\)] | \(R_{out}\) [KW\(^{-1}\)] | WLTC RMSE [m] | NEDC RMSE [°C] |
|---|---|---|---|---|
| 1037.56 | 0.76 | 1.61 | 89.20 | 62.80 |
| 1044.73 | 0.75 | 1.61 | 89.00 | 62.60 |
| 1044.05* | 0.75* | 1.61 | 89.00 | 62.70 |

*Excluding the without lid experimental result.
the correct value of the specific heat capacity from the fitting results. Experiments are done at three different applied power levels for each of the cells. From the experimental results it can be concluded that only one experiment at a single power is sufficient to obtain satisfactory value of the specific heat capacity. The error can be reduced if more experiments are done for a fixed power. The specific heat capacity results obtained from this method are compared with the results from the calorimetric experiment. The maximum absolute error in the calculated specific heat capacity for the prismatic cell is 1.4% and 5% for the pouch cell. This new method will bring down the time and the cost involved in the thermal characterization of pouch and prismatic lithium ion cells without compromising the measurement accuracy. The thermal parameters obtained from this method can be used to model the surface temperature of a cell under various scenarios. This point has been proved by conducting two validation tests on the prismatic cell. One of the validation tests involves applying an external pulsed power to the cell. In the second validation test the cell is heated up internally using currents from WLTC and NEDC drive cycles. The experimentally measured and the modeled surface temperature of the cell on comparison show excellent agreement.

**Fig. 7.** Validation test for NEDC and WLTC drive cycles. Comparison of the surface temperature from the experiment and the model simulation. $C_{\text{pot}} = 1037.56 \text{J} \cdot \text{kg}^{-1} \cdot \text{K}^{-1}$ and $R_{\text{cell}}=0.76 \text{W} \cdot \text{K}^{-1}$ are used in the thermal model for both the simulations.
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