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Abstract

Increasing risks of extreme weather events are the most noticeable and damaging manifestation of anthropogenic climate change. In the aftermath of an extreme event, policymakers are often called upon to make timely and sensitive decisions about rebuilding and managing present and future risks. Information regarding whether, where, and how present day and future risks are changing is needed to adequately inform these decisions. But this information is often not available on the temporal and spatial scales decisions are made. In particular, decision makers require information about both historical changes and plausible future changes in the severity and frequency of extreme weather in a seamless way. However, applying the same methods from event attribution to future projections by defining events based on present day frequency of occurrence leads to potentially misleading estimates of future changes in a warmer climate. We demonstrate that this is fundamentally a consequence of risk ratios saturating at different values. This study investigates the circumstances under which present-day attribution frameworks become ill-suited for characterising changes in future extremes, before discussing what alternative frameworks may be more useful to inform stakeholders about what additional risks from extreme weather events will emerge in a warmer world.

1. Introduction

Extreme weather events and their impacts are the main societal manifestation of a changing climate, and often the primary mechanism through which climate-related losses and damages occur. With increasing computational capabilities and a spur of methodological development in recent years, a lot of research has focussed on projecting, understanding and attributing extreme weather events (Seneviratne and Zwiers 2015). The societal need to understand current and future risks from extreme weather events is an important motivation behind the research, hence identifying meteorological events that cause major impacts is key to providing the most useful information.

Defining an event in such an impact-relevant way however is far from straightforward. In the science of extreme event attribution in particular, the use of changing risks of an event occurring due to changing external forcings has been established by calculating risk ratios between different forcing scenarios where the risk of the event occurring under present day conditions is often taken as the event definition. For example, Philip et al (2017) identified the lack of rainfall over a large area of Ethiopia during February–September 2015 to be a 1-in-260 year event, as estimated from fitting a Generalized Extreme Value distribution to historical observations, and then used this 1-in-260 year low-rainfall anomaly in subsequent model analysis as definition of the event. Other analyses identify event thresholds for single variables ranging from the frequently used 1-in-100 year event (Schaller et al 2016) to assessing events so exceptionally rare that the lower bound of their return time was an estimated 1-in-5000 years (Risser and Wehner 2017, van Oldenborgh et al 2017). The practice of using return periods instead of observed magnitudes of events allows the use of climate models that are able to reproduce observed distributions but are biased with respect to representing the intensity of rainfall or other variables. Such practice is particularly important when event definitions include more than one variable, since bias correction of the model often leads to the compromise
of internal consistency between physical variables (Sippel et al 2016).

Further to these event-specific definitions framed by the actual impacts from an observed event, several standardised indices to estimate changes in extreme weather in a changing climate are also based on the probability of occurrence in a fixed baseline period (Zhang et al 2011). Examples are TX90p: representing the number of days each year with maximum temperatures above the location- and month-specific 90th percentile; or R95p, representing annual rainfall from all days which exceed the 95th percentile—all such metrics are commonly defined using baseline periods of 1961–1990. Other studies simply analyse how the likelihood of exceeding an event corresponding to the Nth percentile in a pre-industrial climate might change under future warming scenarios (Fischer and Knutti 2015).

In the following analysis, we will highlight some concerns which arise when simply transposing event-specific attribution frameworks to infer probabilistic changes to climate extremes in the future, as well as outlining ways to avoid misinterpretation.

2. The saturation of risk ratios

In the increasingly common method of calculating risk ratios—defined as the ratio between the likelihood of an event occurring in a baseline climate (e.g. pre-industrial, or present-day climate), \( p_0 \), and the likelihood of the same event happening in a different climate (present-day, or future climate, respectively), \( p \)—the uncertainty in any quantification of the ratio \( p_0/p \) depends strongly on the return time of the event chosen, as well as the type of distribution the event variable follows. This is primarily the result of greater uncertainty in quantifying the very ends of the distribution tails for historical weather records which often span less than a century.

There is however another aspect arising solely from the definition of the risk ratio. With the likelihood or probability of occurrence, \( p \), being equal to the inverse of the return period, \( n \), this means that there is a maximum possible risk ratio depending on these return times. In fact, the maximum risk ratio (\( RR_{\text{MAX}} \)) is equal to the return period of an event in the baseline distribution.

In figure 1 we use Gaussian distributions that could represent large scale temperature changes (Hannart et al 2016) to illustrate the implications of this simple fact. Considering an event (vertical lines in figure 1(a)) with an \( n \)-year return period with respect to a counterfactual distribution (blue) the likelihood of such an event to occur \( p_0 \) is, by definition:

\[
p_0 = \frac{1}{n_0}
\]

with the probability of occurrence in the factual distribution \( p_1 \), being a function of the distributional shift as a whole. The corresponding risk ratio, \( RR \), is defined as:

\[
RR = \frac{p_1}{p_0} = \frac{n_0}{n_1}
\]

We now explore how the risk ratio for three events, defined with a 1-in-10, 1-in-100 and 1-in-1000 year return period, evolves under a warming climate. To consider in particular how the boundedness or saturation of the risk ratio depends on the overall warming and to explore an emergence into an unknown climate, we slowly increase the mean of the distribution to a six degree difference, where local temperatures increase at a rate equivalent to global-mean warming. Eventually, one finds the factual distribution has moved completely to the right of the event thresholds of interest, at which point the maximum possible ‘factual’ probability reaches a saturation value of 1,

\[
p_{1,\text{MAX}} = 1 = n_1
\]

\[
\therefore RR_{\text{MAX}} = \frac{p_{1,\text{MAX}}}{p_0} = \frac{1}{1/n_0}
\]

Therefore, the maximum possible risk ratio that can be obtained for a given event threshold is equal to the return period of that event in the counterfactual world. For example, the maximum possible RR that can be witnessed for 1-in-1000 day extreme temperatures (or 99.9th percentile event) is 1000.

2.1. Properties of risk ratio evolution in a Gaussian distribution

Figure 1(a) shows the emergence from the present-day (blue) into an unprecedented climate (red) for a hypothetical Gaussian distribution. Figures 1(b) and (c) show how the risk ratio changes with warming for three event thresholds with return periods in the present-day of 1-in-10 (black), 1-in-100 (brown) and 1-in-1000 (cyan) years. Figure 1(b) presents global warming of up to two degrees while figure 1(c) presents an extended warming period of up to six degrees. Focusing only on the modest warming (figure 1(b)), risk ratios appear to be climbing exponentially for all event thresholds with the most rare events experiencing the fastest increases in frequency, consistent with previous research (Fischer and Knutti 2015, Kharin et al 2018). But with further warming, figure 1(c) reveals that a saturation of risk ratios occurs, with each event threshold converging to different risk ratio maxima which are proportional to the return period of the event in the baseline climate. Since the emergence of heat-related signal-to-noise ratios following a given increment of global warming can differ substantially between tropical and extratropical regions (Harrington et al 2017), a spatially
explicit representation of future changes in risk based on a present-day baseline will capture different parts of these sigmoids presented in figure 1(c), and thus lead to a distorted interpretation of which regions experience the most severe changes in extreme temperatures.

2.2. Properties of risk ratio evolution in a Gumbel distribution

The results from the Gaussian example in section 2.1 are particularly informative, as they characterise many different types of extreme heat events which occur over large spatio-temporal timescales, such as short heatwaves which span continents (Fischer et al. 2013, Fischer and Knutti 2015) or extremely hot summers or years for a specific location (Christidis et al. 2015, King et al. 2015). However many other types of extreme events can be more closely represented with extreme value statistics (Sippel et al. 2015, Kharin et al. 2018). These heavier-tailed distributions have represented the statistical properties of extreme rainfall events particularly well in previous extreme event analyses (Wolski et al. 2014, Rosier et al. 2015, Wiel et al. 2017, Otto et al. 2018, Philip et al. 2018), and thus also warrant examination.

Figure 2(a) shows the warming-driven emergence into an unprecedented climate for an idealised Gumbel distribution, with figures 2(b) and (c) showing how the risk ratio changes with warming for the same three event thresholds as figure 1, defined as return periods in the present-day of 1-in-10 (black), 1-in-100 (brown) and 1-in-1000 (cyan) year event.

Figure 1. Risk ratio changes are dependent on distribution shape and event definition. Changes in risk ratios with future warming, shown in (b) and (c), are for a present-day 1-in-10 (black), 1-in-100 (brown) and 1-in-1000 (cyan) year event.
degrees of warming (figure 1(b)), much more rapid RR increases occur for the 1-in-1000 year event than for the 1-in-10 year event threshold (due to the different thresholds converging to RR maxima (figure 1(c)) which differ by two orders of magnitude). However, this general principle of the most extreme events exhibiting the highest RRs with further warming does not hold for heavy-tailed distributions. Instead, we see in figure 2(b) the smallest event threshold (black line) exhibiting the largest risk ratios for the earlier warming increments, before being overtaken by the 1-in-100 year event RR once warming exceeds two degrees. Similarly in figure 2(c), the risk ratio for the 1-in-100 year event threshold outpaces that of the 1-in-1000 year event until after four degrees of warming, at which point the risk ratio rapidly approaches its saturation value. Such differences reflect the often subtle consequences of varying second- and third-order moments between different statistical distributions (Sardeshmukh et al 2015).

The fact that risk ratios eventually saturate at a maximum value equal to the 'counterfactual' return period of the event threshold chosen remains true irrespective of the shape of the PDF. However, the relative pathways by which this saturation occurs are clearly much less intuitive and thus require further investigation.

2.3. Relevance in the context of existing event attribution literature

The saturation effect described above becomes relevant in the case when the event is defined with respect to the return time of the event in the past climate. For the majority of attribution studies published to date, the issue of risk ratio saturation is not a significant problem, as the event is usually defined with respect to a present day return period (to reflect the observed impacts of the event). However, for those studies which consider changing extreme event frequencies with an event defined with respect to the pre-industrial climate (Lewis and Karoly 2013), these threshold-specific upper bounds on plausible risk ratios can distort the interpretation of results.

In addition scientists and stakeholders alike focus increasingly on assessing changing risks of extreme events across timescales (Otto et al 2018): not only comparing a counterfactual world with the present day climate but extending studies to assess how
hazards change in various future warming scenarios (Fischer and Knutti 2015). In these cases, when defining the event based on present day return times and calculating the risk ratio under different future scenarios, the saturation effect can influence the calculated change in risk for the future.

Furthermore, with rare events and in data poor regions, the uncertainty bounds on the observed event threshold can be substantive, with ranges from a 1-in-50 to a 1-in-500 year event for the earlier example of Philip et al (2017). In this case the RR$_{\text{MAX}}$ that could be found will also span orders of magnitude, rendering the interpretation of risk ratio confidence intervals from an attribution analysis rather difficult. For example, Pall et al (2017) demonstrates that the lower uncertainty bound of a risk ratio remains similar across a wide range of counterfactual event thresholds, despite the best-guess RR appearing to accelerate in line with expected changes to the corresponding RR$_{\text{MAX}}$—the reason for the lower uncertainty bound remaining stable is therefore likely a result of widening uncertainty bounds compensating for the threshold-driven increases in RR.

When saturation of risk ratios at the tail of the distribution occurs, this does not mean that the impacts of an additional warming become negligible, rather the metric itself begins to no longer represent a good proxy for changes to extremes. In light of different distributions occurring, this does not mean that the impacts of the RR as well as the corresponding fraction of attributable risk (FAR) - defined as 1/(1-RR) - behave as a function of the underlying distribution under future warming.

To obtain such a more systematic understanding of how both risk ratios and FARs evolve with continued warming, we next examine the changes to a range of possible extreme event thresholds for a sequence of specific, warming-induced deviations from a hypothetical statistical distribution which represents a climate variable in the present-day. To more easily link distributional changes with corresponding global warming for the reader, we hereafter associate the shift of a distribution by one standard deviation with one degree of global mean temperature increase from the present day.

3. Understanding the influence of future warming on the ‘extreme events’ of today

While likely a small problem in attribution studies so far, the above shows that assessments of future changes in extremes can be strongly influenced by statistical artefacts in the choice of metric. To be able to identify those it is important to understand how the properties of the RR as well as the corresponding fraction of attributable risk (FAR) - defined as 1/(1-RR) - behave as a function of the underlying distribution under future warming.

To obtain such a more systematic understanding of how both risk ratios and FARs evolve with continued warming, we next examine the changes to a range of possible extreme event thresholds for a sequence of specific, warming-induced deviations from a hypothetical statistical distribution which represents a climate variable in the present-day. To more easily link distributional changes with corresponding global warming for the reader, we hereafter associate the shift of a distribution by one standard deviation with one degree of global mean temperature increase from the present day.

3.1. The impact of future warming across plausible event thresholds: Gaussian distribution

We first consider in figure 3(a) the emergence of a Gaussian PDF by six discrete units of half a standard deviation each, hereafter representing 0.5°C increments of global mean warming (thus, the farthest emerging PDF, in red, has experienced a shift of 3 standard deviations following an illustrative global temperature rise of 3°C). Equivalent analyses for smaller warming increments are also presented in the supplementary material which is available online at stacks.iop.org/ERL/13/123006/mmedia and show qualitatively similar results, albeit with less distortion from saturation at risk ratio maxima. Figures 3(b) and (c) show the corresponding RR and FAR for each of these six sequential PDFs compared to the black (present day) PDF, for present-day event threshold spanning return periods of between 1-in-10 and 1-in-10 000 years. In both panels, the grey shaded region denotes the RR/FAR space beyond the relevant maximum value which can be reached for that event threshold.

Figure 3(b) shows a robust exponential increases in risk ratios (which appear linear when plotted with a log scale), both when looking at changes for more extreme event thresholds with respect to a specific PDF (coloured lines), as well as when looking at RR changes for the same event threshold across multiple PDFs with successive increments of warming. This in itself is a significant result, and shows that (assuming statistical properties which resemble a Gaussian distribution, such as for season-average temperatures) any observational uncertainty which exists in
identifying the return period for a damaging extreme event in the present day will translate nonlinearly to uncertainty in how the likelihood of that event will increase into the future.

With respect to the changes to FAR with emergent climate warming, we see in figure 3(c) that only a $+1\sigma$ distribution shift is needed (orange line) before the FAR exceeds 0.8 across all extreme event thresholds, and convergence towards the maximum possible FAR values is observed after much less warming. While understanding the absolute changes to RR and FAR with continuing warming is a useful exercise, recent analyses have become particularly interested in understanding the relative impact of a given increment global temperature increase—that is, how nonlinear the evolution of RR and FAR estimates appear with continued warming. Is it the case that the most rapid and substantive changes to extreme events will happen within the next 0.5 °C of global warming, or will there be a sudden and rapid increase in such changes between a 1.5 °C and 2 °C world? The answers to these questions are highly relevant for decision makers when thinking about whether to implement moderate or ambitious mitigation policies, and particularly whether the relative benefits of avoided impacts outweigh the costs of implementation for each case.

To confirm whether the evolution of RR and FAR occurs linearly with each increment of warming, the variations in RR/FAR as a function of event threshold (x-axis) for figures 3(b) and 3(c) are normalised by the changes witnessed for the PDF which has emerged the farthest. Thus we create a new metric (we call ‘fraction of eventual RR/FAR’) that highlights the relative changes and makes it easy to identify non-linearities. Figures 3(d) and (e) show the
fraction of the eventual risk ratio (or FAR) which emerges during each 0.5 °C increment of warming. ‘Eventual’ in this context refers specifically to the values reached after 3 °C of warming (red lines in figures 3(b) and (c)).

3.1.1. Relative changes in RR with successive increments of warming
Several important results can be obtained from this metric. Focusing first on figure 3(d), we see that the ‘fraction of eventual RR’ which is occupied by the different colours can differ dramatically when considering different event thresholds along the horizontal axis. For example, when looking at changes to the severity of present-day 1-in-10 year event, we find the fractional increases in RR to emerge most within the first 0.5 °C increment of warming (yellow) and the smallest changes in RR to occur within the final 0.5 °C warming increment (red). But when one looks (along the x-axis) at the relative changes for a present-day 1-in-10 000 year event, we find that less than 10% of the total RR is witnessed after 1.5 °C of warming (purple), and during only the final 0.5 °C warming increment (red) does the risk ratio increase by the same amount as for the preceding 2.5 °C of warming.

When looking at the collective patterns of figure 3(d) over all event thresholds, one finds that each sequential increment of warming (colour band) leads to a larger change in risk ratio than the preceding increment of warming. However, the extent of this nonlinear rise in RR with each further warming increment is systematically suppressed as one shifts from considering the most severe event thresholds to more moderate event thresholds: the reason for this suppression is fundamentally due to the fact that those less severe event thresholds reach saturation at RR\text{MAX} earlier (as discussed in section 2).

3.1.2. Relative changes in FAR with successive increments of warming
For the case of FAR emergence, figure 3(e) reveals the pattern of relative increases in the FAR differ significantly from the corresponding risk ratio patterns in figure 3(d). Indeed, more than 80% of the eventual FAR is reached after only 1 °C of warming (yellow and orange bands), irrespective of the event threshold considered. Moreover, a larger fraction of these changes in FAR happens within the first 0.5 °C increment of warming for the most extreme event thresholds.

These patterns are an understandable artefact of the nonlinear statistical relationship between RRs and FARs, whereby significant risk ratios (>10) which are found to emerge for the more ‘extreme’ event thresholds after a large distributional shift, simply translate to variations in FAR between 0.9 and 1. The formulation of FAR means the saturation of values close to 1 occurs much more rapidly when compared with the warming required for the risk ratios to saturate near their corresponding maxima. While a consequence of simple statistics, this difference between the warming required for FARs to saturate and risk ratios to saturate could lead to potentially misleading interpretations, especially if a decision maker were to consider the FAR metric in isolation when deducing the relative detriment of a given increment of future global warming.

3.2. The impact of future warming across plausible event thresholds: Gumbel distribution
When considering the warming-driven evolution of RRs and FARs for a Gumbel distribution in figure 4, several points of difference emerge relative to the Gaussian-based results seen in figure 3. As already shown in figures 1 and 2, 4(c) reveals that shifting a Gumbel distribution by a certain number of standard deviations as a result of global warming results in much lower risk ratios when compared against an equivalent shift in the Gaussian case. Such a result is largely unsurprising and reflects the substantially larger distribution tail which exists in a Gumbel distribution.

However, a more interesting consequence of the Gumbel distribution is that both RRs and FARs remain constant for all event thresholds which have a present day return period exceeding 1-in-100 years following a given increment of warming. Such a result is in stark contrast to the Gaussian example, highlighting a much smaller sensitivity to the exact event definition for extreme events.

When looking at the relative influence of each successive warming-induced shift of the Gumbel distribution, results generally reveal accelerating increases in each subsequent risk ratio (red shading larger than yellow in figure 4(d)) and saturating changes to each subsequent FAR (yellow shading larger than red in figure 4(e)). Such conclusions are consistent with the Gaussian case for those highest (1-in-10 000 year) event thresholds unaffected by RR saturation: each successive increment of future warming beyond the present-day leads to successively larger increases in the frequency of extremes, but smaller increases in the corresponding FAR.

A key result from this comparison is that changes in extremes that are occurring more frequent than 1-in-100 years in the present day, independent of the distribution, are potentially subject to misinterpretation in the future, owing to risk ratios approaching saturation after subsequent warming. Moreover, supplementary figures 3 and 4 show these conclusions to be robust, even if increases in temperature variability (and hence a widening of the PDF) were to accompany the warming-driven shifts in the distribution median (Holmes et al 2016, Bathiany et al 2018, Guirguis et al 2018). This is because increasing variability alongside a warming-driven shift in the distribution overall positions a larger fraction of the PDF in exceedance of present-day event thresholds.
4. Discussion

4.1. Is there any suitable metric of aggregate changes to future climate extremes?

Section 3 has highlighted the numerous ways in which the changes to RRs and FARs with continuing warming can exhibit substantive variability and nonlinearity, depending on both the extreme event threshold which is chosen as well as the range of future warming which is considered and the shape of the distribution.

These sensitivities demonstrate the fundamental limitations which exist when trying to quantify aggregate changes to extreme weather in an exceedingly warmer world. It is impossible to perfectly quantify the impacts which result from future events which will exceed the return period of any historical extremes by several orders of magnitude. The best approach has been instead to examine the damages which have emerged from extreme events observed in the real world, assume there to be some coherent (though potentially nonlinear) relationship between event rarity and impacts, and then take these observed impacts as a proxy to inform assessments of risk from unprecedented extreme events in a future climate which may well be unrecognisable. However, any confidence in speculating about the relationship between impacts associated with observed extreme events, and the impacts of those future events which may be many orders of magnitude more severe, diminishes as this extrapolation in severity increases—such is the case for statistical distributions which separate entirely.

Despite these fundamental constraints, some qualitative guidelines do emerge from the analysis in section 3 to avoid misinterpreting which N-degree increment of warming leads to the most significant changes in extreme events. This includes ensuring a range of multiple event thresholds are analysed and that each of these thresholds would still be ‘rare’ even under the most extreme warming scenario considered.

4.2. Alternatives to the RR or FAR metric when understanding the emergence of future extremes

Examining the relative effect of future warming increments on changing risk ratios for a variety of

Figure 4. The same as figure 3, but for a sequence of Gumbel distributions which are shifted by increments $+0.5\sigma$ to reflect continued warming.
different event thresholds is but one of several ways to understand the decision-relevant changes to extreme weather-related events which might occur in a warmer world.

From the perspective of infrastructure planning, a more common approach is to identify intensity thresholds which correspond to specific return periods in the present day and which systems are then designed to cope with. Stormwater drainage systems, for example, might be designed to withstand a 1-in-500 year flooding event based on statistical analysis of historical rainfall records. However, events of equal intensity might become only a 1-in-100 year event after global temperatures rise by several degrees. Understanding planning horizons and what changes to infrastructure are needed therefore depends on the potential changes in these return periods, and the associated impacts that a several-fold increase in the frequency of system failures might bring.

Another common example of a specific extreme event threshold carrying added significance from a decision-making perspective relates to property insurance for locations which may be periodically exposed to flooding inundation events (either of riverine or coastal origin). Local planners commonly obtain flood exposure maps for residential properties located near rivers or coastlines, showing the annual probability of inundation occurring on their property. If flooding is determined to occur with a return period of, say, 1-in-20 years, that land may then be deemed uninsurable (Storey and Noy 2018).

In this context, a better way to understand the relevant changes to future extremes is to consider the additional warming required for present-day event thresholds to become specific return periods in the future. That way, the map of present-day exposure probabilities can be simply converted into a map showing the added warming required before that land is no longer insurable. Figure 5 presents such an example for both a Gaussian and Gumbel distribution, illustrating how much of a warming-driven shift in each distribution is needed for many different present-day event thresholds to converge to decision-relevant return periods in the future. Consistent with the results found in figures 1–4, the relative warming required for changes to occur in a Gaussian distribution is much less than for a Gumbel (Gumbel) distribution: for example, an estimated 1.5 standard deviations of local change is needed for a 1-in-100 year event to become a 1-in-5 year event under Gaussian assumptions, but about 2.5 standard deviations is required for an equivalent change to occur in the Gumbel example.

4.3. Computational barriers to understanding changes in distribution tails with continued warming

When attempting to understand the anthropogenic contribution to extreme weather changes in the present day, or the warming-driven changes to extreme events in the future, computational expense has necessitated a trade-off for those climate model experiments which have been developed to date. One option has been to simulate many, many model runs for only a small number of discrete model worlds (such as the climate in the present day, the climate of...
today in the absence of human influence, or the climate of a 1.5 °C or 2 °C world): examples include the Weather@Home (Guillod et al 2017), HAPPI (Mitchell et al 2017) and C20C + projects (Angélil et al 2017). The other option is to generate long transient simulations of evolving future simulations which cross multiple temperature thresholds, and then pool model years together to generate the sample which cross multiple temperature thresholds, and transient simulations of evolving future simulations.

Unfortunately, accurately quantifying the future changes to climate extremes, both across a wide spectrum of plausible event thresholds at the distribution tail and for a range of continuous warming increments, requires not only transient simulations passing many temperature thresholds but also the repetition of these long-run experiments many thousands of times. While this requires substantive increases in computational resources, the results demonstrated in section 3 emphasise the importance of such work to understand the characteristics of changing extreme weather risks across multiple future temperature horizons.

4.4. Recommendations for understanding specific extreme events from the present-day in the context of a warming world

In light of the results found under the idealised examples in sections 2 and 3, several key sensitivity tests have emerged for researchers to consider, when analysing future changes to the likelihood of witnessing an ‘extreme event’ as defined from the present-day climate:

(1) Are the risk ratios remaining constant over a range of event thresholds? If not, then it is likely that arbitrarily changing the event threshold to a rarer return period will also arbitrarily increase the risk ratio (figure 3(b)). Similar questions apply when considering possible differences in the risk ratio for an observed extreme event under future warming—particularly once the large uncertainty that often exists in quantifying the ‘observed’ return period of the event is accounted for. One might still want to proceed with the analysis, but the dependency of the RR from the threshold will be as important a result as the RR itself.

(2) Are the changes in risk ratio over multiple warming increments consistent for multiple event thresholds? If not, then the researcher needs to explicitly state that simply choosing a different event threshold will lead to a different interpretation of which N-degree increment of warming generates the most ‘severe’ changes in extreme event frequency. This is particularly pertinent in the context of comparing temperature increments which carry specific policy-relevance, such as the differences between a world under 1.5 °C or 2 °C of global warming.

(3) Are the relative increases in risk ratio with each successive increment of warming larger than for the previous warming increment? If not, then it is likely that the probability of exceeding the specified event threshold has become too high, such that interpretations of the relative change in risk ratio with warming are becoming skewed by partial risk ratio saturation (see figures 1(c), 2(c), 3(d) and 4(d)). When the probability of exceeding any ‘event threshold’ becomes sufficiently common—the authors propose larger than 0.2—then the value of metrics like the risk ratio, particularly as a tool to inform decision makers, begins to break down.

5. Conclusions

The framework of present-day event attribution studies currently involves defining an event threshold as close as possible to some observed (and often damaging) incident in the real world, so to most closely characterise the impacts that happened as a result. If one then utilises that same event definition to discuss future changes in climate extremes, such an approach provides a singular estimate of the changes in frequency for one specific threshold, with those results then being used as a proxy to infer the collective changes in frequency of all plausible extreme events which may be seen in the future.

This analysis has highlighted multiple concerns which arise when simply transposing event-specific attribution frameworks to infer probabilistic changes to climate extremes in the future. If the distribution of the climate variable of interest exhibits Gaussian statistical properties, then the risk ratios under future warming will increase purely as a consequence of selecting a higher event threshold to examine (figure 1). Second, selecting a single event threshold to infer changes in the frequency of occurrence in the future will lead to a very specific interpretation of when the fastest changes in risk ratio will occur with each successive warming increment (figure 3). Third, each of these issues which apply for RR interpretations are amplified further when one considers corresponding changes to the FAR.

While the case for heavier-tailed PDFs like the Gumbel distribution is more complex, particularly in terms of the sigmoidal evolution as risk ratios converge towards their saturation value (figure 2), the capacity to accurately interpret the relative impact of a specific N-degree increment of warming on changing event frequency remains equally problematic.

There are inherent differences in the questions being asked when attributing probabilistic changes to extreme events in the present day as a result of human
influences, versus understanding aggregate changes in the frequency of all potential extreme weather events in an increasingly warmer future. The frameworks for analysing such future projections need to reflect these differences. We have suggested several alternative frameworks which provide clearer practical relevance for decision-makers (figure 5), though these carry the burden of proportionally higher computational demands.

Once the future distribution of weather starts to deviate significantly from anything recognisable in the historical record, the relevance of links between events previously considered ‘extreme’, and their corresponding impacts, increasingly diminishes. Thus, not only will unprecedented changes in local climate carry significant impacts, but the capability of scientists to inform and prepare decision makers for these changes will decrease as well. This analysis consequently provides yet another incentive for meaningful and sustained reductions in carbon emissions over the coming decades.
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