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Abstract—The reconstruction problem of voxels with individual weightings can be modeled a position- and angle-dependent function in the forward-projection. This changes the system matrix and prohibits to use standard filtered backprojection.

In this work we first formulate this reconstruction problem in terms of a system matrix and weighting part. We compute the pseudoinverse and show that the solution is rank-deficient and hence very ill posed. This is a fundamental limitation for reconstruction. We then derive an iterative solution and experimentally show its superiority to any closed-form solution.

I. INTRODUCTION

THE theory of X-ray computed tomography is well established [1, 2]. The reconstruction problem is oftentimes expressed in matrix notation as a linear system of equations

\[ p = Ax, \]

where \( p \) are the projections, \( x \) the unknown voxel content, and \( A \) the system matrix. Each element \( a_{i,j} \) of the system matrix \( A \) describes the contribution of a particular voxel to a particular projection. \( A \) is typically full-rank, and tall (i.e., it has more rows than columns), which allows to solve Eqn. 1 via the left-hand sided pseudoinverse \( A^\dagger \) of \( A \) (cf. Tab. [1]). This leads to the solution

\[ x = (A^\top A)^{-1} A^\top p, \]

which is commonly known as backprojection filtering where \( (A^\top A)^{-1} \) represents the filter and \( A^\top \) the backprojection.

One basic assumption of the reconstruction problem is that the unknown quantity \( x \) is constant under all projections. However, there exist setups with more complicated signal formation, such that this assumption does not hold. One example is the sensitivity of the phase shift in a Talbot-Lau grating interferometer [3, 4]. The measured diffraction is a linear ramp that depends on the distance between the voxel and two gratings that bound the measurement space. Hence, parts of a large object that are closer to the source contribute a much stronger signal than parts that are closer to the detector. This ramp has to be considered as a position-dependent function in single projections [3, 4] and as a position- and angle-dependent function in tomography [5]. Another example is the X-ray dark-field signal [6, 7]. Here, each voxel is measured an angle-dependent linear combination of isotropic and anisotropic scattering, which can also be represented as an angle-dependent weighting in the reconstruction [8].

Such voxel characteristics can also be formulated as a component of the system itself. Since the system matrix already describes a position- and angle-dependent mapping, the integration of such specific weights in the forward-projector via multiplication is straightforward.

However, the modification of the system matrix prohibits the use of standard reconstruction algorithms, since the filter-kernel and adjoint operator are not known. Therefore, we propose to decompose the weighted system matrix into a pure system matrix and a weighting matrix. This allows to add the known filter and backprojection with additional operations defined by the weights.

In this paper, we formulate this reconstruction problem and show in Sec. [II] why the solution to the decomposed system is ill-conditioned. We carry out a simple experiment to explicitly calculate the different possible pseudoinverses. This shows that an exact solution cannot be obtained unless the weighted system matrix is small enough to directly calculate the pseudoinverse. In a second step, we derive in Sec. [III] the iterative update formula and show that the solution can be iteratively approximated. We report experiments to compare the iterative scheme and its L1-weighted variant to backprojection filtering and an approximate solution. Finally, we conclude our findings and give a brief outlook in Sec. [IV].

II. CALCULATION OF THE PSEUDOINVERSE: ORIGIN AND IMPACT OF ITS ILL-CONDITIONING

We investigate the inclusion of a position- and angle-dependent function into the reconstruction problem. Inclusion of the weights in the forward-projector can be formulated as

\[ p(t, \theta) = \int f(x, y) \cdot g(x, y, \theta) \, dr, \]

where \( p(t, \theta) \) is the projection at detector position \( t \) under rotation \( \theta \) along the projection ray \( r \). The object is given as function \( f(x, y) \). The function \( g(x, y, \theta) \) is a position- and angle-dependent multiplicative factor. In matrix notation, the equivalent formulation is

\[ p = \tilde{A}x, \]

where \( \tilde{A} \) denotes the system matrix including the weights given by \( g(x, y, \theta) \). According to Eqn. [2] the solution can be calculated with the pseudoinverse \( \tilde{A}^\dagger \). The standard system matrix \( A \) allows to derive the adjoint operator and filter function with the Fourier-Slice theorem. However, an analogous
interpretation for \((\hat{A}^T \hat{A})^{-1}\) and \(\hat{A}^T\) is not available and hence unknown.

Nevertheless, the weighted reconstruction problem can be analytically examined by deconstructing \(\hat{A} = BW\) into a pure system matrix \(B\) and a weight matrix \(W\). The weights \(W\) shall be individually chosen per voxel \(x_i\) and per rotation angle \(\theta_j\). Hence, \(W\) consists for each angle \(\theta_j\) of a diagonal submatrix \(W_{\theta_j} = \text{diag}(w_{j,1}, w_{j,2}, \ldots, w_{j,V})\). The full matrix \(W\) is given on the right side of Eqn.\[5\]. The angle-dependency in \(W\) requires to construct the system matrix \(B\) slightly different from traditional system matrices \(A\): \(B\) is a block-diagonal matrix, where each block contains the traditional system matrix under one specific angle \(\theta_j\). Hence,

\[
B = \begin{bmatrix}
A_{\theta_1} & & \\
& A_{\theta_2} & \\
& & \ddots \\
& & & A_{\theta_n}
\end{bmatrix}, \quad W = \begin{bmatrix}
W_{\theta_1} \\
W_{\theta_2} \\
\vdots \\
W_{\theta_n}
\end{bmatrix}, \tag{5}
\]

and \(\hat{A} = BW\) as stated above. \(W\) has full rank due to its design from diagonal matrices. \(B\) has full rank due to its block-diagonal structure and because every row within one block models an individual ray with individual voxel contributions. The full reconstruction equation is

\[
p = BWx. \tag{6}
\]

As in traditional reconstruction, solving Eqn.\[6\] for \(x\) requires to multiply the pseudoinverse from the left. To this end, two approaches could be considered, namely either

\[
W^+B^+p = W^+B^+Wx \tag{7}
\]
or

\[
(WB)^+p = (WB)^+(WB)x. \tag{8}
\]

However, it is important to realize that for the dimensions of \(B\) and \(W\), the individual inversion of these matrices in Eqn.\[7\] does not isolate \(x\), and can hence not be used. This follows from the fact that \(B\) is a broad matrix with dimensions \(N \Omega \times V \Omega\) with \(N < V\), since there are by definition more voxels \(V\) than detector pixels \(N\). In this case, the right-hand sided Moore-Penrose pseudoinverse \(B^+\) has to be used (see Tab.\[II\]). However, left-multiplying the right-hand side pseudoinverse \(B^+\) leads to the term \(B^+(BB^+)\) \(B \neq I\) and hence does not isolate \(x\) as intended. As a consequence, it is necessary to calculate the general pseudoinverse from Eqn.\[8\]. Note that this insight also implies that

\[
(WB)^+ \neq W^+B^+. \tag{9}
\]

**Lemma.** The generalized pseudoinverse of the matrices \(B\) and \(W\)

\[
(WB)^+ = (B^+BW)^+(BW^+)^+. \tag{10}
\]
does not have full rank. Thus, we have more degrees of freedom than linearly independent equations, which makes the system of equations ill-conditioned. On top we also have \(B^+B\), which does not isolate \(x\). Thus the term is even worse than the other pseudoinverse \((W^+B^+)p\).

**Table I: List of symbols**

| Symbol | Dimension | Interpretation |
|--------|-----------|----------------|
| \(V\)  | \(\mathbb{R}^V\) | Number of voxels |
| \(\Omega\) | \(\mathbb{R}^{N \Omega \times V}\) | Number of projection angles |
| \(\theta_i\) | | One projection angle \(\{i \in \{1, ..., \Omega\}\} \)
| \(N\) | \(\mathbb{R}^{V \times N}\) | Number of detector pixels |

| \(x\)  | \(\mathbb{R}^V\times 1\) | Vector representation of the object |
| \(p\)  | \(\mathbb{R}^{N \Omega \times 1}\) | Vector containing the projections |
| \(A\)  | \(\mathbb{R}^{N \Omega \times V}\) | System matrix |
| \(\hat{A}\) | \(\mathbb{R}^{N \Omega \times V}\) | System matrix with weights |
| \(B\)  | \(\mathbb{R}^{N \Omega \times V}\) | Block matrix where each block contains the system matrix for one angle |
| \(W\)  | \(\mathbb{R}^{V \times V}\) | Weight matrix |

\(i\) \(\in\) Element \(i\) of vector \(x\)

\(i,j\) Element \(i,j\) of matrix \(W\)

\(\cdot\) Pseudoinverse

**Proof.** We show that the rows in \((BW)^+\) are linearly dependent, from which the remaining statements follow. The pseudoinverse of the matrix product \((BW)^+\) is defined as \[9\]

\[
(BW)^+ = (B^+BW)^+ (BW^+)^+ \tag{11}
\]

\[
= (B^+BW)^+ (BW^+)^+ \tag{12}
\]

\[
= (B^+ (BB^+)^{-1} BW)^+ \tag{13}
\]

where we inserted between Eqn.\[11\] to \[13\] the respective left- and right-hand sided Moore-Penrose pseudoinverses.

The linear dependency occurs in the product \(WW^+\), \( (WW^+)\) \(W\). In order to see this, we first note that \((WW^+)\) \(W\) is a diagonal matrix due to the diagonal structure of the submatrices of \(W\).

\[
(WW^+)^{-1} = \left( \begin{bmatrix}
\text{diag} (w_{1,1}, \ldots, w_{1,V})^T \\
\vdots \\
\text{diag} (w_{\Omega,1}, \ldots, w_{\Omega,V})^T
\end{bmatrix} \right)^{-1} \tag{14}
\]

\[
= \text{diag} \left( 1/\sum_i w_i^2, 1/\sum_i w_i^2, \ldots, 1/\sum_i w_i^2 \right) \tag{15}
\]

Due to the commutativity of diagonal matrices we have the equality \(WW^T = (W^TW)^{-1} WW^T\). Here,

\[
WW^T = \begin{bmatrix}
W_{\theta_1}W_{\theta_1} & W_{\theta_1}W_{\theta_2} & \ldots & W_{\theta_1}W_{\theta_n} \\
W_{\theta_2}W_{\theta_1} & W_{\theta_2}W_{\theta_2} & \ldots & W_{\theta_2}W_{\theta_3} \\
\vdots & \vdots & \ddots & \vdots \\
W_{\theta_n}W_{\theta_1} & W_{\theta_n}W_{\theta_2} & \ldots & W_{\theta_n}W_{\theta_n}
\end{bmatrix} \tag{16}
\]
backprojection filtering and a solution with the theoretically method with and without additional TV regularization to proof-of-concept experiment where we compare the proposed end, we derive a gradient-descent algorithm and perform a prevents a closed-form reconstruction. However, the original

Each block in this matrix is again a diagonal matrix $W_iW_j = \text{diag}(w_{i,1}w_{j,1}, w_{i,2}w_{j,2}, \ldots, w_{i,N}w_{j,N}) \forall i, j \in \{1, \ldots \Omega\}$. The rows and columns between the block matrices are linear dependent. Rows $i$ and $j$ only differ by a factor $w_{i,1}/w_{j,1}$, and the same holds for the columns. Thus, the matrix $WW^T \in \mathbb{R}^{V \cdot \Omega \times V \cdot \Omega}$ has only rank $V$, which makes the system of equations highly under-determined and ill-conditioned.

**Experiment.** We illustrate these findings with an example that is sufficiently small to also calculate the pseudoinverse of the matrices directly. We use a $4 \times 4$ volume, with a triangular structure of value 1 in the center as our object (Fig. 1a). The system matrix uses 4 projection angles with a total of 22 projections. We then calculate the solutions for three different pseudoinverses. This includes first the theoretically correct pseudoinverse of $\hat{A}$, which can be directly calculated due to the small problem size. Second, the theoretically wrong solution $W^+B^+p$, where $\text{rank}(W^+) = V$ and $\text{rank}(B^+) = N \Omega$. Third, the theoretically wrong solution and ill-conditioned $(BW)^+ p$.

The results are shown in Fig. 1b – 1d, respectively. The pseudoinverse of the weighted system matrix $\hat{A}$ delivers an almost perfect result (Fig. 1b). The L2-distance to the ground truth $x$ is $1.68 \times 10^{-14}$. By using the theoretically incorrect pseudoinverse $W^+B^+$ the overall object shape is recovered, but the values are not correct (Fig. 1c), with a L2-distance to the ground truth of 1.15. The estimation of the theoretically wrong and ill-conditioned pseudoinverse completely fails to represent the object (Fig. 1d), with a L2-distance to the ground truth of 16.92.

### III. Iterative Reconstruction

The first part shows that inclusion of individual weights prevents a closed-form reconstruction. However, the original linear systems of equations in Eqn. 6 has full rank, which suggests that an iterative solution can still be found. To this end, we derive a gradient-descent algorithm and perform a proof-of-concept experiment where we compare the proposed method with and without additional TV regularization to backprojection filtering and a solution with the theoretically incorrect inversion.

Since the Moore-Penrose pseudoinverse estimates the optimal solution in a least-squares sense, we formulate the reconstruction as an iterative least-squares reconstruction task with the objective function

$$\min \frac{1}{2} ||BWx - p||_2^2. \quad (17)$$

Equation [17] can be iteratively solved via gradient descent. The update-rule for the iterative algorithm is derived below following the Kaczmarz method [10].

One projection in the decomposed system from Eqn. 6 is given as

$$p_i = b_iWx, \quad (18)$$

which can be interpreted as a line in the $V$-dimensional space. The orthogonal projection of $x$ on this line is given as

$$x' = x + \lambda (b_iW)^T,$$

$$= x + \lambda W^T b_i^T. \quad (19)$$

Since the projected point $x'$ is a point on the line, Eqn. 18 must also hold

$$p_i = b_iWx'. \quad (20)$$

Inserting Eqn. 20 into Eqn. 21 leads to

$$p_i = b_iW (x + \lambda W^T b_i^T) \quad (22)$$

Isolating the parameter $\lambda$ in Eqn. 22 leads to

$$\lambda = \frac{(p_i - b_iWx)}{b_iW^T b_i^T}. \quad (23)$$

This can be inserted back into Eq. 21 leading to the final update rule

$$x' = x + \frac{p_i - b_iWx}{b_iW^T b_i^T}W^T b_i^T, \quad (24)$$

where $b_iWx$ is the weighted forward-projection, $p_i - b_iWx$ is the gradient, and $b_iW^T b_i^T$ is a normalization factor that contains the sum of squared weights along the ray.

**Experiment.** In this experiment we use a more complex sample to investigate the results of the iterative reconstruction.

The weighting function is the sensitivity ramp as it occurs in X-ray Talbot-Lau grating interferometers [3], [4], [5]. The function is a linear ramp between a minimal and maximal sensitivity value, which rotates along with the source and detector. We use an experimental setting that is similar as in Chabior et al. [5], with a phantom that consists of two wedges in a parallel-beam geometry. We use a $256 \times 256$ voxel volume with 360 projections over an angular range of $\pi$.

We reconstruct the object with various approaches. First, a backprojection and then filtering from Eqn. 2 that ignores the weights ("BPF"). Second, the incorrect pseudoinverse $W^+B^+$ from Eqn. 7 ("Wrong PsInv"). Third, the iterative update rule derived in this section ("Iterative"), and fourth the iterative update rule with additional TV regularization ("Iterative + TV"). The mathematical representation of the algorithms is listed in Tab. III. For the iterative reconstruction, a step size of 0.5 is used. An adaptive step size is used for the TV regularization. Both iterative algorithms use 100 iterations.

Figure 2 shows the ground truth and the reconstruction results. The line plots along the yellow dashed line are shown...
Figure 2: Results of the reconstructions. The line plots along the yellow dashed lines are shown in Fig. 3. Fig. c is windowed between 0 – 0.01 [a.u.]. All other figures are windowed between 0 – 1 [a.u.].

Figure 3: Line plots along the yellow dashed lines in the reconstructions in Fig. 2.

in Fig. 3. The root mean square error (RMSE) and structural similarity (SSIM) are reported in the right columns of Tab. III. Severe artifacts can be observed in the reconstruction with the backprojection and filtering that ignores the weighting function. It exhibits a global offset in the reconstructed values, and the object is not homogeneous. The reconstruction with the incorrect pseudoinverse shows similar artifacts. Also here, the scaling of the reconstructed values is only half of the actual values. The RMSE is twice as large as for backprojection and filtering, and the SSIM is decreased by several orders of magnitude. The iterative reconstruction is visually and quantitatively very good. The TV regularization changes the quantitative result only at the fifth decimal position. Visually, both reconstructions are identical with a high similarity to the ground truth.

This only very small performance difference between iterative reconstruction and its regularized version can be attributed to two reasons. The experiment is neither under-determined, nor is any noise included in this experiment. We expect a larger improvement of TV over the pure iterative algorithm in the fifth decimal position. Visually, both reconstructions are identical with a high similarity to the ground truth.

In future work, it will be interesting to investigate special cases of weight functions, and in particular whether for these cases filters can be derived analytically or learned in a Neural-Network [11].
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