Abstract

We present a supermatrix realisation of $q$-deformed spinor-spinor and spinor-vector $R$-matrices. These $R$-matrices are then used to construct transfer matrices for $U_q(\mathfrak{so}_{2n+1})$- and $U_q(\mathfrak{so}_{2n+2})$-symmetric closed spin chains. Their eigenvectors and eigenvalues are computed.
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1 Introduction

In [Rsh91], Reshetikhin proposed a method of diagonalizing spin chain transfer matrices that obey quadratic relations defined by $\mathfrak{so}_{2n+1}$- and $\mathfrak{so}_{2n}$-invariant spinor-spinor $R$-matrices. The key observation was that these matrices exhibit a nested six-vertex type structure thus allowing one to apply the principles of the XXX Bethe ansatz at each level of the nesting. In the $\mathfrak{so}_{2n+1}$-invariant case the nesting truncates at the $\mathfrak{so}_3$-invariant spinor-spinor $R$-matrix which is equivalent to the well known Yang’s $R$-matrix of the XXX spin chain. In the $\mathfrak{so}_{2n}$-invariant case the nesting truncates at the $\mathfrak{so}_4$-invariant spinor-spinor $R$-matrix which factorises into a
tensor product of two Yang’s $R$-matrices. It is important to note that the Lie algebra $so_{2n}$ has
two spinor representations specified by the chirality property. As a consequence, there are
four $so_{2n}$-invariant spinor-spinor $R$-matrices indexed by chirality of the corresponding spinor
representations thus adding extra difficulties to the nesting procedure.

This diagonalization procedure was recently addressed in a new perspective in [KK20] by
Karakhanyan and Kirschner. An important novelty in their work was that the spinor-spinor
$R$-matrices were written in terms of the Euler Beta function rather than in terms of recurrent
relations presented in [Rsh91] (see also [CD13]). The authors provided explicit examples of
spinor-spinor $R$-matrices of low rank and commented on the corresponding cases of the alge-
braic Bethe ansatz. Similar spectral problems were also addressed by Reshetikhin in [Rsh85],
De Vega and Karowski in [DVK87], Babujian, Foerster and Karowski in [BFK12, BFK16], Fer-
rando, Frassek and Kazakov in [FFK20], Liashyk and Pakuliak in [LP20], and Gerrard together
with the author in [GrR20].

In the present paper we address the long-standing problem of diagonalizing transfer ma-
drices that obey quadratic relations defined by $q$-deformed $so_{2n+1}$- and $so_{2n}$-invariant spinor-
spinor $R$-matrices. We propose a new construction of spinor-spinor and spinor-vector $R$-matrices
in terms of supermatrices (this replaces gamma matrices used in [Rsh91] and [KK20]) and
provide explicit recurrence relations. These $R$-matrices are then used to construct spinor-type
transfer matrices for $U_q(s_o_{2n+1})$- and $U_q(s_o_{2n})$-symmetric spin chains. We employ algebraic
Bethe ansatz techniques similar to those in [Rsh91] to construct Bethe vectors and derive the
 corresponding Bethe ansatz equations. Our main results are stated in Theorems 3.3, 4.4 and
4.5.

The paper is organised as follows. Section 2 is devoted to the spinor $R$-matrices and various
associated identities. Sections 3 and 4 contain the main results of the paper, diagonalization
of the spinor-type transfer matrices. In Appendix A, we provide the semi-classical $q \to 1$ limit
of the main results of this paper.

2 Spinor $R$-matrices

2.1 Matrices and supermatrices

Consider vector space $\mathbb{C}^N$ with $N \geq 3$. We will denote the standard basis vectors of $\mathbb{C}^N$ by $e_i$
and the standard matrix units of $\text{End}(\mathbb{C}^N)$ by $e_{ij}$ where indices $i, j$ are allowed to run from $-n$
to $n$ with $n = N \div 2$, and 0 will only be included when $N$ is odd. We will use $\otimes$ to denote the
usual tensor product over $\mathbb{C}$.

Next, consider vector superspace $\mathbb{C}^{1|1}$ with basis vectors $e^{(1)}_{-1}$ and $e^{(1)}_1$. We will denote the
standard matrix superunits of $\text{End}(\mathbb{C}^{1|1})$ by $e^{(1)}_{ij}$ where $i, j = \pm 1$. We define a $\mathbb{Z}_2$-grading on
$\mathbb{C}^{1|1}$ by $\deg(e^{(1)}_{ij}) = (1 + i)/2$, and on $\text{End}(\mathbb{C}^{1|1})$ by $\deg(e^{(1)}_{ij}) = (1 - ij)/2$. We also define a
mapping $\gamma$ on $\text{End}(\mathbb{C}^{1|1})$ via $\gamma(e^{(1)}_{ij}) = i j e^{(1)}_{ij}$.

For any $n \geq 2$ we set $\mathbb{C}^{n|n} := (\mathbb{C}^{1|1})^{\otimes n}$ where $\otimes$ denotes a graded tensor product over $\mathbb{C}$, that is
\[
(1 \otimes e^{(1)}_{ij})(e^{(1)}_i \otimes 1) = (-1)^{\deg(e^{(1)}_{ij}) \deg(e^{(1)}_i)} e^{(1)}_i \otimes e^{(1)}_{ij}. \tag{2.1}
\]
We will write matrix superunits of $\text{End}(\mathbb{C}^{n|n})$ as
\[
e^{(n)}_{ij} := e^{(1)}_{i_1 j_1} \otimes \cdots \otimes e^{(1)}_{i_n j_n} \text{ with } i, j \in \{\pm 1, \ldots, \pm 1\}.
\]
The degree of $e^{(n)}_{ij}$ is $\deg(e^{(n)}_{ij}) = (1 - \theta_{ij})/2$ and $\gamma(e^{(n)}_{ij}) = \theta_{ij} e^{(n)}_{ij}$ where $\theta_{ij} = \theta_i \theta_j$ with
\[ \theta_i = i_1 i_2 \cdots i_n. \] We will write supermatrices in \( \text{End}(\mathbb{C}^{n|n}) \) as
\[ A^{(n)} = \sum_{i,j} a_{ij} e_{ij}^{(n)} := \sum_{i_1, j_1, \ldots, i_n, j_n = \pm 1} a_{i_1 j_1, \ldots, i_n j_n} e_{i_1 j_1}^{(1)} \otimes \cdots \otimes e_{i_n j_n}^{(1)} \]
where \( a_{i_1 j_1, \ldots, i_n j_n} \in \mathbb{C} \) are the matrix entries of \( A^{(n)} \). In will be often convenient to write supermatrices in a nested form
\[ A^{(n)} = \sum_{i,j = \pm 1} [A^{(n)}]_{ij} \otimes e_{ij}^{(1)} \]
where \([A^{(n)}]_{ij} \in \text{End}(\mathbb{C}^{n-1|n-1})\) are sub-supermatrices of \( A^{(n)} \) given by
\[ [A^{(n)}]_{ij} = \sum_{i_1, j_1, \ldots, i_{n-1}, j_{n-1} = \pm 1} a_{i_1 j_1, \ldots, i_{n-1} j_{n-1}, i j} e_{i_1 j_1}^{(1)} \otimes \cdots \otimes e_{i_{n-1} j_{n-1}}^{(1)} \cdot \]
We will sometimes adopt the notation
\[ A^{(n-1)} := [A^{(n)}]_{-1,-1}, \quad B^{(n-1)} := [A^{(n)}]_{-1,+1}, \]
\[ C^{(n-1)} := [A^{(n)}]_{+1,-1}, \quad D^{(n-1)} := [A^{(n)}]_{+1,+1}, \]
which will be used to denote the A, B, C, and D operators of the algebraic Bethe ansatz.

For any non-zero scalar \( q \) we define a graded \( q \)-transposition \( w \) on \( \text{End}(\mathbb{C}^{n|n}) \) via
\[ (e_{ij}^{(n)})^w := \theta_{ij} q^{\deg i - \deg j} e_{-j, -i}^{(n)} \]
where \( \theta_i = \sum_{p=1}^n (p - \frac{1}{2}) i_p \) and the overline means that the order of multiplying tensorands is reversed resulting in an overall sign; for instance,
\[ \overline{e_{ij}^{(2)}} = \overline{e_{i_1 j_1}^{(1)} \otimes e_{i_2 j_2}^{(1)}} = (1 \otimes e_{i_2 j_2}^{(1)})(e_{i_1 j_1}^{(1)} \otimes 1) = (-1)^{\deg e_{i_1 j_1}^{(1)} \deg e_{i_2 j_2}^{(1)}} e_{i_2 j_2}^{(1)} \cdot \]
The inverse of \( w \) will be denoted by \( \overline{w} \).

We define a linear map \( \chi^{(n)} : \text{End}(\mathbb{C}^{n|n}) \to (\mathbb{C}^{n|n})^* \otimes (\mathbb{C}^{n|n})^* \) via
\[ \chi^{(n)}(e_{ij}^{(n)}) = c_{ij} \theta_{-i,j} q^{-\deg i} e_{-i,-j}^{(n)} \otimes e_{i,j}^{(n)} \]
where \( e_{-i,-j}^{(n)} \) and \( e_{i,j}^{(n)} \) are elementary supervectors in the dual superspaces and \( c_{ij} \) is a grading factor defined recursively via \( c_{i_1 \ldots i_k j_1 \ldots j_{n-k}} = \sum_{p=1}^n (-i_p)^n ((-1)^{n-1} j_1 \ldots j_{n-1}) e_{i_1 \ldots i_k j_1 \ldots j_{n-k}} \) and \( c_{i_1 j_1} = (-i_1)^1 \) for any \( i, j, n \in \text{End}(\mathbb{C}^{n|n}) \), we have that
\[ \chi^{(n)}(X^n Y Z) = \chi^{(n)}(Y)(\gamma(X) \otimes Z). \]
Let \( V^{+(n-1)} \) and \( V^{-(n-1)} \) denote the even- and odd-graded subspaces of \( \mathbb{C}^{n|n} \), respectively.

When \( n = 2 \), the even-graded subspace \( V^{+(1)} \subset \mathbb{C}^{2|2} \) is spanned by vectors
\[ e_{-1}^{(+) := e_{-1}^{(1)} \otimes e_{-1}^{(1)}, \quad e_{+1}^{(+) := e_{+1}^{(1)} \otimes e_{+1}^{(1)}, \}
and the odd-graded subspace \( V^{-(1)} \subset \mathbb{C}^{2|2} \) is spanned by vectors
\[ e_{-1}^{(-) := e_{+1}^{(1)} \otimes e_{-1}^{(1)}, \quad e_{+1}^{(-) := e_{-1}^{(1)} \otimes e_{+1}^{(1)}, \}
When \( n \geq 3 \), the even-graded subspace \( V^{+(n-1)} \subset \mathbb{C}^{n|n} \cong \mathbb{C}^{2|2} \otimes (\mathbb{C}^{1|1})^{n-2} \) is spanned by vectors
\[ e_{i_1}^{(\pm) := e_{i_1}^{(1)} \otimes e_{i_2}^{(1)} \otimes \cdots \otimes e_{i_{n-1}}^{(1)}, \]

\[ \]
with $i_1, \ldots, i_{n-1} = +1, -1$ such that $i_2 \cdots i_{n-1} = \mp (-1)^n$. Likewise, the odd-graded subspace $V^{-(n-1)} \subset \mathbb{C}^{n|n}$ is spanned by vectors of the same form except that $i_2 \cdots i_{n-1} = \mp (-1)^n$. Here $\pm$ and $\mp$ are linked with the plus-minus in $e_i^{(\pm)}$ stated in the formula above.

Define even- and odd-graded operators $e_{ij}^{(\pm)} \in \text{End}(V^{\pm(1)})$ and $f_{ij}^{(\pm)} \in \text{Hom}(V^{\pm(1)}, V^{\mp(1)})$ acting on vectors $e_i^{(\pm)}$ by

$$e_{ij}^{(\pm)} e_k^{(\pm)} = \delta_{jk} e_i^{(\pm)}, \quad e_{ij}^{(\pm)} e_k^{(\mp)} = 0,$$

$$f_{ij}^{(\pm)} e_k^{(\pm)} = \delta_{jk} f_i^{(\pm)}, \quad f_{ij}^{(\pm)} e_k^{(\mp)} = 0.$$

These operators allow us to write $A^{\pm(1)} \in \text{End}(V^{\pm(1)})$ and $B^{\pm(1)} \in \text{Hom}(V^{\pm(1)}, V^{\mp(1)})$ as

$$A^{\pm(1)} = \sum_{i,j=1,1} a_{ij}^{(\pm)} e_{ij}^{(\pm)} ~, \quad B^{\pm(1)} = \sum_{i,j=1,1} b_{ij}^{(\pm)} f_{ij}^{(\pm)}.$$

We will write matrix operators $A^{\pm(n)} \in \text{End}(V^{\pm(n)})$ and $B^{\pm(n)} \in \text{Hom}(V^{\pm(n)}, V^{\mp(n)})$ when $n \geq 2$ as

$$A^{\pm(n)} = \sum_{i,j=1,1} [A^{\pm(n)}]_{ij} \hat{\otimes} e_{ij}^{(1)}, \quad B^{\pm(n)} = \sum_{i,j=1,1} [B^{\pm(n)}]_{ij} \hat{\otimes} e_{ij}^{(1)}$$

where

$$[A^{\pm(n)}]_{1,1} \in \text{End}(V^{\pm(n-1)}), \quad [A^{\pm(n)}]_{1,1} \in \text{Hom}(V^{\mp(n-1)}, V^{\pm(n-1)}),$$

$$[A^{\pm(n)}]_{1,1} \in \text{Hom}(V^{\pm(n-1)}, V^{\mp(n-1)}), \quad [A^{\pm(n)}]_{1,1} \in \text{End}(V^{\mp(n-1)}),$$

and

$$[B^{\pm(n)}]_{1,1} \in \text{Hom}(V^{\pm(n-1)}, V^{\mp(n-1)}), \quad [B^{\pm(n)}]_{1,1} \in \text{Hom}(V^{\mp(n-1)}, V^{\pm(n-1)}),$$

$$[B^{\pm(n)}]_{1,1} \in \text{Hom}(V^{\pm(n-1)}, V^{\mp(n-1)}), \quad [B^{\pm(n)}]_{1,1} \in \text{Hom}(V^{\mp(n-1)}, V^{\pm(n-1)}).$$

We define a graded $q$-transposition $w$ on $\text{End}(V^{\pm(n)})$ and $\text{Hom}(V^{\pm(n)}, V^{\mp(n)})$ via

$$(a_{ij}^{(\pm)} \hat{\otimes} e_{kl}^{(n-1)})^w = (a_{ij}^{(\pm)})^w \hat{\otimes} (e_{kl}^{(n-1)})^w,$$  \hspace{1cm} (2.6)

where $a \in \{e, f\}$ and

$$(e_{ij}^{(\pm)})^w = ij q^{1/2(i-j)} e_{j-i}^{(\pm)}, \quad (f_{ij}^{(\pm)})^w = ij q^{1/2(i-j)} f_{j-i}^{(\mp)},$$

$$e_{kl}^{(n-1)} = \theta_{kl} q^{-\delta_{kl} - \delta_{l-k}} e_{l-k}^{(n-1)}.$$  \hspace{1cm} (2.7)

with $\theta_{kl} = \sum_{p=1}^{n-1} \frac{1}{2} (p + 1) k_p$. Note that $w$ defined via (2.3) differs from the one in (2.6–2.7), that is, they are two different mappings denoted by the same symbol. This will not cause any problems since the two mappings will never be used simultaneously.

We define a linear map $\chi^{\pm(n)} : \text{Hom}(V^{\pm(n)}, V^{\mp(n)}) \rightarrow (V^{\pm(n)})^* \otimes (V^{\mp(n)})^*$ via

$$\chi^{\pm(n)}(a_{ij}^{(\pm)} \hat{\otimes} e_{kl}^{(n-1)}) = -i q^{-1/2} \hat{c}_{kl}^{(\pm)} e_{ij}^{(n)} \hat{\otimes} a_{ij}^{(\pm)} \hat{\otimes} e_{kl}^{(n)} \hat{\otimes} b_{ij}^{(\pm)}.$$  \hspace{1cm} (2.8)

where $a \in \{e, f\}$ and $b^{(\pm)} = e^{(\pm)}$ or $f^{(\mp)}$ if $a = e$ or $f$, respectively, and $c_{kl}^{(\pm)}$ is defined recurrently via $c_{k_1 \ldots k_n}^{(\pm)} = \mp (-k_{n-1})^{n} (-k_1 \cdots k_{n-2} l_1 \cdots l_{n-2}) c_{k_1 \ldots k_{n-2} l_1 \cdots l_{n-2}}^{(\pm)} \cdots$ with the base case $c_{k_1 l_1}^{(\pm)} = \mp (-k_1 l_1)^{1/2}$. Then, given any $Y^{\pm} \in \text{Hom}(V^{\pm(n)}, V^{\mp(n)})$ and $X^{\pm}, Z^{\pm} \in \text{End}(V^{\pm(n)})$, we have that

$$\chi^{\pm(n)}(X^{[\mp]} \otimes Y^{\pm} \otimes Z^{\pm}) = \chi^{\pm(n)}(Y^{\pm}) (X^{[\mp]} \otimes Z^{\pm}),$$  \hspace{1cm} (2.9)
where \([\mp]\) is \(\mp/\pm\) if \(n\) is odd/even.

Lastly, for any matrix \(X\) with entries \(x_{ij}\) in an associative algebra \(\mathcal{A}\) we write

\[
X_i = \sum_{-n \leq i,j \leq n} I^q_{i-s} \otimes e_{ij} \otimes I^q_{m-s} \otimes x_{ij} \in \text{End}(\mathbb{C}^N)^{\otimes m} \otimes \mathcal{A}
\]  

(2.10)

where \(I\) denotes the identity matrix and \(m \in \mathbb{N}_{\geq 2}\) will always be clear from the context. The standard multi-index ("multi-legged") generalisation of this notation will be used for both matrices and supermatrices.

2.2 Vector-vector \(^{R}\) matrix

Choose \(q \in \mathbb{R}^*\), not a root of unity, and set \(\kappa = N/2 - 1\). Introduce a matrix-valued rational function, called the vector-vector \(^{R}\) matrix, by

\[
R(u,v) := R_q^\nu = q - q^{-1} \frac{q - q^{-1}}{v/u - 1} P - \frac{q - q^{-1}}{2\kappa v/u - 1} Q_q
\]  

(2.11)

where \(R_q\), \(P\) and \(Q_q\) are matrix operators on \(\mathbb{C}^N \otimes \mathbb{C}^N\) defined by

\[
R_q := \sum_{-n \leq i,j \leq n} q^{\delta_{ij} - \delta_{i,-j}} e_{ii} \otimes e_{jj} + (q - q^{-1}) \sum_{-n \leq i,j \leq n} (e_{ij} \otimes e_{ji} - q^{\nu-v} e_{ij} \otimes e_{-i,-j}),
\]

\[
P := \sum_{-n \leq i,j \leq n} e_{ij} \otimes e_{ji}, \quad Q_q := \sum_{-n \leq i,j \leq n} q^{\nu-v} e_{ij} \otimes e_{-i,-j},
\]

(2.12)

and the \(N\)-tuple \(\nu\) is given by

\[
(\nu_{-n}, \ldots, \nu_n) := \begin{cases} 
(-n + \frac{1}{2}, -n + \frac{3}{2}, \ldots, -\frac{1}{2}, 0, \frac{1}{2}, \ldots, n - \frac{3}{2}, n - \frac{1}{2}) & \text{if } N = 2n + 1, \\
(-n + 1, -n + 2, \ldots, -1, 0, 1, \ldots, n - 2, n - 1) & \text{if } N = 2n.
\end{cases}
\]  

(2.13)

The matrix \(R(u,v)\), obtained by Jimbo in [Ji86], is a solution of the quantum Yang-Baxter equation on \((\mathbb{C}^N)^{\otimes 3}\) with spectral parameters,

\[
R_{12}(u,v)R_{13}(u,w)R_{23}(v,w) = R_{23}(v,w)R_{13}(u,w)R_{12}(u,v)
\]

(2.14)

where we have employed the multi-index extension of the notation (2.10).

2.3 Quantum loop algebra \(U_q^{ex}(\mathfrak{so}_N)\)

The vector-vector \(^{R}\) matrix can be used to define an extended quantum loop algebra of \(\mathfrak{so}_N\) in the following way (see [JLM20, GRW21]). Introduce elements \(\ell_{ij}^\pm [r]\) with \(-n \leq i,j \leq n\) and \(r \in \mathbb{Z}_{\geq 0}\), and combine them into formal series \(\ell_{ij}^\pm (u) = \sum_{r \geq 0} \ell_{ij}^\pm [r] u^{-r}\), and collect into generating matrices

\[
L^\pm (u) = \sum_{-n \leq i,j \leq n} e_{ij} \otimes \ell_{ij}^\pm (u).
\]  

(2.15)

The elements \(\ell_{ii}^\pm [0]\) are invertible, and so are the \(L^\pm (u)\). We will say that elements \(\ell_{ij}^\pm [r]\) have degree \(r\).

**Definition 2.1.** The extended quantum loop algebra \(U_q^{ex}(\mathfrak{so}_N)\) is the unital associative algebra with generators \(\ell_{ij}^\pm [r]\) with \(-n \leq i,j \leq n\) and \(r \in \mathbb{Z}_{\geq 0}\), subject to the following relations:

\[
\ell_{ii}^\pm [0] \ell_{ii}^\pm [0] = 0 \quad \text{and} \quad \ell_{ij}^- [0] \ell_{ji}^+ [0] = \ell_{ij}^- [0] \ell_{ji}^- [0] = 0 \quad \text{for } i < j
\]  

(2.16)
and

\[ R(u, v) L^\pm_1(u) L^\pm_2(v) = L^\pm_2(v) L^\pm_1(u) R(u, v), \]
\[ R(u, v) L^\pm_1(u) L^\pm_2(v) = L^\pm_2(v) L^\pm_1(u) R(u, v). \]  

The Hopf algebra structure is given by

\[ \Delta : \ell^\pm_{ij}(u) \rightarrow \sum_k \ell^\pm_{ik}(u) \otimes \ell^\pm_{kj}(u), \quad S : L^\pm(u) \rightarrow L^\mp(u)^{-1}, \quad e : L^\pm(u) \rightarrow I. \]  

The degree zero elements \( \ell^\pm_{ij}[0] \) generate the subalgebra \( U_q(sl_N) \subset U_q^{\text{cl}}(\mathfrak{so}_N) \). In this work we focus on the spinor representation of \( U_q(sl_N) \) which will be used to construct spinor-spins and spinor-vector \( R \)-matrices. We will make use of the \( q \)-Clifford algebra realisation of \( U_q(sl_N) \), see [Ha90].

Definition 2.2. The \( q \)-Clifford algebra \( \mathcal{C}_q^n \) is the unital associative algebra with generators \( a_i, a^\dagger_i, \omega_i, \omega^{-1}_i \) with \( 1 \leq i \leq n \) satisfying

\[\omega_i \omega_i = \omega_i \omega_i^{-1} = \omega_i = 1,\]
\[\omega_i a_j \omega_i^{-1} = q^{\delta_{ij}} a_j,\]
\[a_i a_j + a_j a_i = 0,\]
\[a_i a_j + q^{\delta_{ij}} a_j a_i = \delta_{ij} \omega_i^{-1},\]
\[a_i a_j + q^{-\delta_{ij}} a_j a_i = \delta_{ij} \omega_i.\]

Note that the relations (2.22), when \( i = j \), are equivalent to

\[a^\dagger_i a_i = \frac{\omega_i - \omega_i^{-1}}{q - q^{-1}}, \quad a_i a^\dagger_i = \frac{q \omega_i - q^{-1} \omega_i^{-1}}{q - q^{-1}}.\]

The algebra \( \mathcal{C}_q^n \) has a natural representation on the exterior algebra \( \Lambda \) with generators \( x_i \) with \( 1 \leq i \leq n \). For integers \( m = (m_1, \ldots, m_n) \in \mathbb{Z}^n \), we define an element \( x(m) \) of \( \Lambda \) as follows:

\[x(m) = \begin{cases} x_1^{m_1} \wedge x_2^{m_2} \wedge \cdots \wedge x_n^{m_n} & \text{if } m \in \{0,1\}^n, \\ 0 & \text{otherwise.} \end{cases}\]

The set \( \{x(m) : m \in \{0,1\}^n\} \) is a basis of the vector space \( \Lambda \cong \mathcal{C}^{n|n} \). Introduce elements \( e_j \in \mathbb{Z}^n_\mathbb{C} \) defined by \( e_1 = (1,0,\ldots,0), \ldots, e_n = (0,\ldots,0,1) \). The action of the algebra \( \mathcal{C}_q^n \) on \( \Lambda \) is given by

\[a_i(x(m)) = (-1)^{m_1+\cdots+m_{i-1}} x(m-e_i),\]
\[a^\dagger_i(x(m)) = (-1)^{m_1+\cdots+m_{i-1}} x(m+e_i),\]
\[\omega_i(x(m)) = q^{-m_i} x(m)\]

for any \( m = (m_1, \ldots, m_n) \in \{0,1\}^n \). This turns \( \Lambda \) into an irreducible \( \mathcal{C}_q^n \)-module.

Set \( \deg(a_i) = \deg(a^\dagger_i) = 1 \) and \( \deg(\omega_i) = 0 \), and extend this grading linearly on arbitrary monomials in \( \mathcal{C}_q^n \). This defines a grading on \( \mathcal{C}_q^n \). Denote by \( \mathcal{C}_q^{n,+} \) the even-graded subalgebra of \( \mathcal{C}_q^n \). Then the space \( \Lambda \) splits into invariant subspaces, \( \Lambda^+ = \{x(m) : m_1 + \cdots + m_n \in 2 \mathbb{Z}\} \) and \( \Lambda^- = \{x(m) : m_1 + \cdots + m_n + 1 \in 2 \mathbb{Z}\} \), with respect to the action of \( \mathcal{C}_q^{n,+} \).

Proposition 2.3 ([GRW21]). There exists an algebra homomorphism \( \pi : U_q(sl_N) \rightarrow \mathcal{C}_q^n \) defined by the following formulae:

\[\ell^\pm_{00} \rightarrow 1, \quad \ell^\pm_{i,i} \rightarrow q^{\pm 1/2} \omega_i^{\pm 1}, \quad \ell^\pm_{i,-i} \rightarrow q^{\mp 1/2} \omega_i^{\mp 1} \quad (i > 0),\]
\[\ell^\pm_{i,j} \rightarrow (-1)^{i+j} q^{\pm (j-i)/2} (q - q^{-1}) a_i^\dagger \omega_{i-j} \cdots \omega_{j+1} a_j \omega_j^{-1} \quad (i > j),\]
\[\ell^\pm_{i,j} \rightarrow (-1)^{i+j} q^{\pm (j-i)/2} (q - q^{-1}) \omega_i a_i^\dagger \omega_{i-1} \cdots \omega_{j-1}^{-1} a_j \quad (i < j),\]
We identify the space \( \Lambda \) into an irreducible \( U_q(\mathfrak{so}_{2n+1}) \)-module with a highest vector \( x(0) \) of weight
\[
\lambda^\pm = (q^{\pm 1/2}, \ldots, q^{\pm 1/2}, 1, q^{\pm 1/2}, \ldots, q^{\pm 1/2})
\]
(2.25)
and \( \Lambda^+ \) (resp. \( \Lambda^- \)) into an irreducible \( U_q(\mathfrak{so}_{2n}) \)-module with a highest vector \( x(0) \) (resp. \( x(e_1) \)) of weight
\[
\lambda^\pm = (q^{\pm 1/2}, \ldots, q^{\pm 1/2}, q^{\pm 1/2}, \ldots, q^{\pm 1/2}),
\]
resp. \( \lambda^\pm = (q^{\pm 1/2}, \ldots, q^{\pm 1/2}, q^{\pm 1/2}, q^{\pm 1/2}, \ldots, q^{\pm 1/2}).
\]
(2.26)
(2.27)
The spinor representation of \( U_q(\mathfrak{so}_N) \) can be extended to a highest weight representation of the algebra \( U_q^x(\mathfrak{gso}_N) \) by the rule
\[
\pi_{\rho} : L^\pm(u) \mapsto \pi(q^{\pm 1/2}u^{\pm 1}L^\pm - q^{\mp 1/2}u^{\mp 1}L^\pm) / (u^{\pm 1} - \rho^{\mp 1})
\]
(2.28)
for any \( \rho \in \mathbb{C}^x \), see [GRW21].

2.4 Supermatrix representations of \( \mathcal{C}^n_q \) and \( \mathcal{C}^{n,+}_q \)

We identify the space \( \Lambda \) with \( \mathbb{C}^n/\mathbb{C} \) via the mapping
\[
x(m) \mapsto e_{2m_1-1}^{(1)} \hat{\otimes} \cdots \hat{\otimes} e_{2m_n-1}^{(1)}.
\]
For instance, when \( n = 2 \), \( \Lambda \) is identified with \( \mathbb{C}^{2|2} \) via
\[
x(0,0) \mapsto e_{-1}^{(1)} \hat{\otimes} e_{-1}^{(1)}, \quad x(0,1) \mapsto e_{-1}^{(1)} \hat{\otimes} e_{1}^{(1)},
\]
\[
x(1,0) \mapsto e_{1}^{(1)} \hat{\otimes} e_{-1}^{(1)}, \quad x(1,1) \mapsto e_{1}^{(1)} \hat{\otimes} e_{1}^{(1)}.
\]
Let \( (e_{ab}^{(1)})_i \) denote the action of \( e_{ab}^{(1)} \) on the \( i \)-th factor in the \( n \)-fold graded tensor product. Then it can be deduced from (2.24) that the mapping
\[
\sigma : a_i \mapsto (e_{i+1,-1}^{(1)})_i, \quad a_i^+ \mapsto (e_{i+1,-1}^{(1)})_i, \quad \omega_i \mapsto (e_{-1,-1}^{(1)} + q^{-1}e_{1+1,-1}^{(1)})_i
\]
defines a representation of \( \mathcal{C}^n_q \) on \( \mathbb{C}^{2|n} \).

When \( n = 2 \), we identify \( \Lambda^+ \) with the even-graded subspace \( V^{(+)}(1) \subset \mathbb{C}^{2|2} \) via
\[
x(0,0) \mapsto e_{-1}^{(+)}, \quad x(1,1) \mapsto e_{1}^{(+)},
\]
and \( \Lambda^+ \) with the odd-graded subspace \( V^{(-)}(1) \subset \mathbb{C}^{2|2} \) via
\[
x(1,0) \mapsto e_{-1}^{(-)}, \quad x(0,1) \mapsto e_{1}^{(-)}.
\]
When \( n > 2 \), we identify \( \Lambda^+ \) (resp. \( \Lambda^- \)) with the even- (resp. odd-) graded subspace \( V^{(n-1)} \subset \mathbb{C}^{n|n} \cong \mathbb{C}^{2|2} \hat{\otimes} (\mathbb{C}^{(1|1)}) \hat{\otimes} \mathbb{C}^{n-2} \) via
\[
x(m) \mapsto \begin{cases} e_{2m_1-1}^{(+)} \hat{\otimes} e_{2m_2-1}^{(1)} \hat{\otimes} \cdots \hat{\otimes} e_{2m_n-1}^{(1)} & \text{if } m_1 = m_2, \\
e_{2m_1-1}^{(-)} \hat{\otimes} e_{2m_2-1}^{(1)} \hat{\otimes} \cdots \hat{\otimes} e_{2m_n-1}^{(1)} & \text{if } m_1 \neq m_2. \end{cases}
\]
For instance, when \( n = 3 \), \( \Lambda^+ \) is identified with \( V^{(+2)} \) via
\[
x(0, 0, 0) \mapsto e^{(+)}_{-1} \otimes e^{(1)}_{+1}, \quad x(1, 0, 1) \mapsto e^{(1)}_{-1} \otimes e^{(+)}_{+1},
\]
\[
x(1, 1, 0) \mapsto e^{(1)}_{+1} \otimes e^{(1)}_{-1}, \quad x(0, 1, 1) \mapsto e^{(+)}_{+1} \otimes e^{(+)}_{-1},
\]
and \( \Lambda^- \) is identified with \( V^{-(-2)} \) via
\[
x(0, 0, 1) \mapsto e^{(-)}_{-1} \otimes e^{(1)}_{+1}, \quad x(1, 0, 0) \mapsto e^{(1)}_{-1} \otimes e^{(-)}_{+1},
\]
\[
x(1, 1, 1) \mapsto e^{(1)}_{+1} \otimes e^{(-)}_{-1}, \quad x(0, 1, 0) \mapsto e^{(-)}_{+1} \otimes e^{(-)}_{-1},
\]
It follows from (2.24) that the mapping \( \sigma^+ : \mathbb{C}^{n,+} \rightarrow \text{End}(V^{\pm(n-1)}) \) given by
\[
a_1 a_2 \rightarrow -(e^{(+)}_{-1,-1+1} + f^{(+)}_{1,-1+1}) (e^{(-)}_{1,-1,-1+1})_{j-1}, \quad a_1 a_2 \rightarrow -(e^{(-)}_{-1,-1+1} + f^{(-)}_{1,-1+1}) (e^{(+)}_{1,-1,-1+1})_{j-1},
\]
\[
a_1 a_j \rightarrow (f^{(-)}_{-1,-1+1} + f^{(-)}_{1,-1+1}) (e^{(1)}_{1,-1,-1+1})_{j-1}, \quad a_1 a_j \rightarrow (f^{(-)}_{-1,-1+1} + f^{(-)}_{1,-1+1}) (e^{(1)}_{1,-1,-1+1})_{j-1},
\]
\[
a_2 a_j \rightarrow (f^{(+)}_{-1,-1+1} - f^{(+)}_{1,-1+1}) (e^{(1)}_{1,-1,-1+1})_{j-1}, \quad a_2 a_j \rightarrow (f^{(+)}_{-1,-1+1} - f^{(+)}_{1,-1+1}) (e^{(1)}_{1,-1,-1+1})_{j-1},
\]
\[
\omega_1 \rightarrow (e^{(-)}_{-1,-1+1} + q^{-1} e^{(1)}_{1,-1+1} + q^{-1} e^{(-)}_{-1,-1} + e^{(+)}_{1,-1+1}),
\]
\[
\omega_2 \rightarrow (e^{(-)}_{-1,-1+1} + q^{-1} e^{(1)}_{1,-1+1} + e^{(-)}_{-1,-1+1} + q^{-1} e^{(+)}_{1,-1+1}),
\]
\[
\omega_1 \rightarrow (e^{(-)}_{-1,-1+1} + q^{-1} e^{(1)}_{1,-1+1},
\]
for \( 3 \leq i, j \leq n \), defines a representation of \( \mathbb{C}^{n,+} \) on \( V^{\pm(n-1)} \).

### 2.5 Spinor-vector \( R \)-matrices

We define the spinor-vector \( R \)-matrix of \( U_{q}^{\ell} (\mathfrak{so}_{2n+1}) \) via the mapping \( \pi_\rho \) composed with the representation \( \sigma \) and a suitable transposition:
\[
R^{(n)}(u, \rho) := \sum_{i,j} \left( \sigma \circ \pi_\rho (\ell^+_{i,j}(u)) \right) \otimes e_{ij} = \sum_{i,j} \left( \sigma \circ \pi_\rho (\ell^-_{i,j}(u)) \right) \otimes e_{ij}. \tag{2.30}
\]

Our goal is to find a recurrence formula for \( R^{(n)}(u, \rho) \). Introduce a rational function
\[
f_q(v, u) := \frac{qv - q^{-1}u}{v - u}. \tag{2.31}
\]

The Lemma below follows by directly evaluating (2.30).

**Lemma 2.4.** The spinor-vector \( R \)-matrix of \( U_{q}^{\ell} (\mathfrak{so}_{2}) \) is an element of \( \text{End}(\mathbb{C}^{1|1} \otimes \mathbb{C}^{3}) \) given by
\[
R^{(1)}(u, \rho) = e^{(1)}_{-1} \otimes \left( e^{(-)}_{-1,-1} + f_q(u, \rho) e_{00} + f_{q}(u, \rho) e_{11} \right)
+ \sqrt{-1} \sqrt{q + q^{-1}} \frac{q - q^{-1}}{u - \rho} \left( \sqrt{q} u e^{(1)}_{+1,-1} \otimes (e^{(-)}_{1,0} - e_{01}) - \frac{\rho}{\sqrt{q}} e^{(1)}_{1,+1} \otimes (e^{(-)}_{0,-1} - e_{10}) \right)
+ e^{(1)}_{+1,-1} \otimes \left( f_{q}(u, \rho) e^{(-)}_{-1,-1} + f_q(u, \rho) e_{00} + e_{11} \right). \tag{2.32}
\]
The Proposition below follows by an induction argument and lengthy but direct computations from \((2.30)\). The base of induction is given by Lemma 2.4.

**Proposition 2.5.** The spinor-vector R-matrix of \(U^e_q(L\sigma_2n+1)\) for \(n \geq 2\) is an element of the space \(\text{End}(C^{n/n} \otimes C^{2n+1})\) given by the following recurrence formula:

\[
R^{(n)}(u, \rho) = A^{(n-1)}(u, \rho) \otimes e_{-1,-1}^{(1)} + B^{(n-1)}(u, \rho) \otimes e_{-1,1}^{(1)} + C^{(n-1)}(u, \rho) \otimes e_{1,-1}^{(1)} + D^{(n-1)}(u, \rho) \otimes e_{1,1}^{(1)},
\]

where

\[
A^{(n-1)}(u, \rho) = R^{(n-1)}(u, \rho) + I^{(n-1)} \otimes \left( e_{-n,-n} + f_{q^2}(u, \rho) e_{n,n} \right),
\]

\[
B^{(n-1)}(u, \rho) = q^{-\rho} \frac{q^2 - q^{-2}}{u - \rho} \sum_{ij} \delta_{k,1}^i \delta_{k,1}^j \cdots \delta_{k,n}^i \cdots \delta_{k,n}^j (-1)^{k+n+1} q_{i(3/2)}^{n+1} c_k^i \otimes e_{-1,1}^{(1)},
\]

\[
C^{(n-1)}(u, \rho) = q^u \frac{q^2 - q^{-2}}{u - \rho} \sum_{ij} \delta_{k,1}^i \delta_{k,1}^j \cdots \delta_{k,n}^i \cdots \delta_{k,n}^j (-1)^{k+n+1} q_{i(k-3/2)}^{n+1} c_k^i \otimes e_{1,-1}^{(1)},
\]

\[
D^{(n-1)}(u, \rho) = R^{(n-1)}(u, \rho) + I^{(n-1)} \otimes \left( f_{q^2}(u, \rho) e_{-n,-n} + e_{n,n} \right),
\]

with \(\delta_{k,i} = 1 - \delta_{k,i} \delta_{i,j} + \delta_{k,i} \delta_{i,j}^l, \ i_0 = 1, \ c_0 = \sqrt{\frac{1}{q+q^{-1}}} \) and \(c_k = 1\) when \(k \geq 1\). Here the \(\text{End}(C^{2n+1})\)-valued leg of \(R^{(n)}(u, \rho)\) is understood to be in the right-most space, that is,

\[
I^{(n-1)} \otimes \left( f_{q^2}(u, \rho) e_{-n,-n} + e_{n,n} \right) \otimes e_{1,1}^{(1)} = I^{(n-1)} \otimes e_{1,1}^{(1)} \otimes \left( f_{q^2}(u, \rho) e_{-n,-n} + e_{n,n} \right).
\]

The Lemma below follows directly from properties the \(L\)-operators \(L^\pm(u)\) and (2.30).

**Lemma 2.6.** The spinor-vector R-matrix of \(U^e_q(L\sigma_2n+1)\) satisfies the equation

\[
R^{(n)}_{12}(u, \rho) R^{(n)}_{13}(\nu, \rho) R^{(n)}_{23}(\nu, u) = R^{(n)}_{12}(\nu, \rho) R^{(n)}_{13}(\nu, u) R^{(n)}_{23}(\nu, \rho)
\]

where \(R_q(v, u)\) is obtained from (2.11) substituting \(q \rightarrow q^2\).

We define spinor-vector R-matrices of \(U^e_q(L\sigma_2n+2)\) via the mapping \(\pi_{\rho}\) composed with the representation \(\sigma^+\) and a suitable transposition,

\[
R^\pm^{(n)}(u, \rho) := \sum_{i,j} \left( \sigma^+ \circ \pi_{\rho}(f_{-i,-j}(u)) \right) \left|_{\nu^{(n)}} \otimes e_{ij} = \sum_{i,j} \left( \sigma^+ \circ \pi_{\rho}(f_{i,j}(u)) \right) \left|_{\nu^{(n)}} \otimes e_{ij} \right.
\]

where \(\left|_{\nu^{(n)}}\right\rangle\) denotes restriction to the corresponding \(\nu^{n+1}\)-invariant subspace. The Lemma below follows by directly evaluating (2.34).
Lemma 2.7. The spinor-vector R-matrices of $U_q^{\text{ex}}(\mathfrak{so}_4)$ are elements of $\text{End}(V^{\pm(n)} \otimes \mathbb{C}^d)$ given by

\[
R^{+1}(u, \rho) = e_{-1,-1}^{-1} \otimes (e_{-2,-2} + e_{-1,-1} + f_q(u, \rho)(e_{11} + e_{22})) + \frac{q-q^{-1}}{u-\rho} \left( q^{1/2} u e_{+1,-1}^{-1} \otimes (e_{-2,1} - e_{-1,2}) + q^{-1/2} \rho e_{-1,1}^{-1} \otimes (e_{12} - e_{21}) \right) + e_{+1,1}^{-1} \otimes \left( f_q(u, \rho)(e_{-2,-2} + e_{-1,-1}) + e_{11} + e_{22} \right),
\]

\[
R^{-1}(u, \rho) = e_{-1,-1}^{-1} \otimes (e_{-2,-2} + e_{11} + f_q(u, \rho)(e_{-1,-1} + e_{22})) - \frac{q-q^{-1}}{u-\rho} \left( q u e_{+1,-1}^{-1} \otimes (e_{-2,1} - e_{12}) + q^{-1} \rho e_{-1,1}^{-1} \otimes (e_{12} - e_{21}) \right) + e_{+1,1}^{-1} \otimes \left( f_q(u, \rho)(e_{-2,-2} + e_{11}) + e_{-1,-1} + e_{22} \right).
\]

The Proposition below follows by an induction argument and lengthy but direct computations. The base of induction is given by Lemma 2.7.

Proposition 2.8. The spinor-vector R-matrices of $U_q^{\text{ex}}(\mathfrak{so}_n)$ for $n \geq 2$ are elements of the space $\text{End}(V^{\pm(n)} \otimes \mathbb{C}^{2n+2})$ given by following recurrence formulas:

\[
R^{\pm(n)}_x(u, \rho) = A^{\pm(n-1)}(u, \rho) \hat{\otimes} e^{(1)}_{-1,-1} + B^{\pm(n-1)}(u, \rho) \hat{\otimes} e^{(1)}_{-1,1} + C^{\pm(n-1)}(u, \rho) \hat{\otimes} e^{(1)}_{1,-1} + D^{\pm(n-1)}(u, \rho) \hat{\otimes} e^{(1)}_{1,1},
\]

where

\[
A^{\pm(n-1)}(u, \rho) = R^{\pm(n-1)}(u, \rho) + f^{\pm(n-1)} \hat{\otimes} \left( e_{-n-1,-n-1} + e_{n+1,n+1} \right)
\]

\[
B^{\pm(n-1)}(u, \rho) = \epsilon q^{-\frac{1}{2}(2k+1)} \rho \frac{q-q^{-1}}{u-\rho} \left( \sum_i q^{\pm\frac{1}{2}i} e_{i1-i_{n-1}} b_{i1,j1} \hat{\otimes} e^{(1)}_{i2,j2} \hat{\otimes} \cdots \hat{\otimes} e^{(1)}_{(n-1),j_{n-1}} \right)
\]

\[
\times \left( q^{\frac{1}{2}(n-1)n} e_{n+1,n} e_{-1,-1} - q^{\frac{1}{2}(n-1)n} e_{-n-1,-n-1} \right),
\]

\[
C^{\pm(n-1)}(u, \rho) = \epsilon q^{\frac{1}{2}(2k+1)} u \frac{q-q^{-1}}{u-\rho} \left( \sum_i q^{\pm\frac{1}{2}i} e_{i1-i_{n-1}} c_{i1,j1} \hat{\otimes} e^{(1)}_{i2,j2} \hat{\otimes} \cdots \hat{\otimes} e^{(1)}_{(n-1),j_{n-1}} \right)
\]

\[
\times \left( q^{\frac{1}{2}(n-1)n} e_{n+1,n} e_{-1,-1} - q^{\frac{1}{2}(n-1)n} e_{-n-1,-n-1} \right),
\]

\[
D^{\pm(n-1)}(u, \rho) = R^{\pm(n-1)}(u, \rho) + f^{\pm(n-1)} \hat{\otimes} \left( f_q(u, \rho) e_{-n-1,-n-1} + e_{n+1,n+1} \right)
\]

with \( \delta_{ij}^{kl} = (1 - \delta_{kl}) \delta_{ij} + \delta_{ki} \delta_{i-j} \) and \( \epsilon = (-1)^{n-1} \), and the type of operators \( b \) and \( c \) is determined by requiring \( B^{(n-1)}(u, \rho) \in \text{Hom}(V^{(n-1)}, V^{(n-1)}) \) and \( C^{(n-1)}(u, \rho) \in \text{Hom}(V^{(n-1)}, V^{(n-1)}) \).

For instance, when \( n = 2 \),

\[
B^{(1)} = q^\frac{v-u}{v-q-1} \frac{q-q^{-1}}{u-\rho} \left( \pm q^\frac{1}{2} f_{-1,-1}^{(\pi)} \otimes \left( q^{\frac{1}{2}} e_{3,\pi_1} - q^{-\frac{1}{2}} e_{1,-3} \right) \right)
\]

\[
+ q^{-\frac{1}{2}} f_{-1,1}^{(\pi)} \otimes \left( e_{3,-2} - e_{-2,-3} \right) \pm q^\frac{1}{2} f_{1,1}^{(\pi)} \otimes \left( e_{3,2} - e_{-2,-3} \right)
\]

\[
- q^\frac{1}{2} f_{1,1}^{(\pi)} \otimes \left( q^{-\frac{1}{2}} e_{3,\pi_1} - q^{\frac{1}{2}} e_{1,-3} \right).
\]

\[
C^{(1)} = q^\frac{v-u}{u-\rho} \left( \pm q^{-\frac{1}{2}} f_{-1,-1}^{(\pi)} \otimes \left( q^{\frac{1}{2}} e_{3,\pi_1} - q^{-\frac{1}{2}} e_{1,3} \right) \right)
\]

\[
+ q^{-\frac{1}{2}} f_{-1,1}^{(\pi)} \otimes \left( e_{3,-2} - e_{2,3} \right) \pm q^\frac{1}{2} f_{1,1}^{(\pi)} \otimes \left( e_{3,2} - e_{2,3} \right)
\]

\[
- q^\frac{1}{2} f_{1,1}^{(\pi)} \otimes \left( q^{-\frac{1}{2}} e_{3,\pi_1} - q^{\frac{1}{2}} e_{1,3} \right).
\]

Here the \( \text{End}(C^{2n+2}) \)-valued leg of \( R^{(n)}(u, \rho) \) is understood to be in the right-most space.

The Lemma below follows directly from properties of the \( L \)-operators \( L^\pm(u) \) and (2.34).

**Lemma 2.9.** The spinor-vector \( R \)-matrices of \( U_q^{\text{ex}}(\mathfrak{so}_{2n+2}) \) satisfy the equations

\[
R_{12}^{(n)}(u, \rho) R_{13}^{(n)}(v, \rho) R_{23}^{(n)}(w, v) = R_{23}^{(n)}(v, u) R_{13}^{(n)}(v, \rho) R_{12}^{(n)}(u, \rho).
\]

**2.6 Spinor-spinor \( R \)-matrices**

We define the spinor-spinor \( R \)-matrix of \( U_q^{\text{ex}}(\mathfrak{so}_{2n+1}) \) as a \( U_q^{\text{ex}}(\mathfrak{so}_{2n+1}) \)-equivariant map in the superspace \( \text{End}(C^{n\mid n} \otimes C^{n\mid n}) \), i.e. it is a solution to the intertwining equation

\[
(\sigma \otimes \sigma) \circ (\pi_{v} \otimes \pi_{u})(\Delta(\ell_{ij}^\pm(w))) R^{(n\mid n)}(u, v)
\]

\[
= R^{(n\mid n)}(u, v) (\sigma \otimes \sigma) \circ (\pi_{v} \otimes \pi_{u})(\Delta(\ell_{ij}^\pm(w)))
\]

(2.35)

for all \(-n \leq i, j \leq n\), where \( \Delta' \) denotes the opposite coproduct. Our goal is to find a recurrence formula for \( R^{(n\mid n)}(u, v) \). Introduce rational functions

\[
\alpha(u, v) = \frac{v-u}{q v - q^{-1} u}, \quad \beta(u, v) = \frac{q-q^{-1}}{q v - q^{-1} u}
\]

(2.36)

All the technical statements presented below are obtained using induction arguments and/or lengthy but direct computations. For instance, Lemma 2.10 follows by solving the intertwining equation (2.35) for \( n = 1 \). This Lemma then serves as the base of induction in verifying Proposition 2.12. We leave the technical details to an interested reader.

**Lemma 2.10.** The spinor-spinor \( R \)-matrix of \( U_q^{\text{ex}}(\mathfrak{so}_3) \) is an element of \( \text{End}(C^{1\mid 1} \otimes C^{1\mid 1}) \) given by

\[
R^{(1\mid 1)}(u, v) = e_{-1,-1}^{(1)} \otimes e_{-1,-1}^{(1)} + e_{11}^{(1)} \otimes e_{11}^{(1)} + \alpha(u, v) (e_{-1,-1}^{(1)} \otimes e_{11}^{(1)} + e_{11}^{(1)} \otimes e_{-1,-1}^{(1)})
\]

\[
+ \beta(u, v) (v e_{-1,1}^{(1)} \otimes e_{1,-1}^{(1)} + u e_{1,-1}^{(1)} \otimes e_{-1,1}^{(1)}).
\]

(2.37)
Remark 2.11. As an operator in $C^1_q \otimes C^1_q$, the spinor-spinor R-matrix of $U_q^e(L\mathfrak{so}_3)$ has the unique form
\[
R^{(1,1)}(u, v) = 1 - a^\dagger_1 \omega_1 a_1 \otimes 1 - 1 \otimes a^\dagger_1 \omega_1 a_1 + a^\dagger_1 a_1 \otimes a^\dagger_1 \omega_1 a_1 + a^\dagger_1 \omega_1 a_1 \otimes a^\dagger_1 \omega_1 a_1 \\
+ \alpha(u, v)(a^\dagger_1 \omega_1 a_1 \otimes \omega_1 + \omega_1 \otimes a^\dagger_1 \omega_1 a_1) \\
- q^{-2} a^\dagger_1 a_1 \otimes a^\dagger_1 \omega_1 a_1 - q^{-2} a^\dagger_1 \omega_1 a_1 \otimes a^\dagger_1 a_1 \\
+ \beta(u, v)(v \omega_1 a_1 \otimes a^\dagger_1 + u a^\dagger_1 \omega_1 a_1).
\]

When $n \geq 2$ the explicit form of $R^{(n,n)}(u, v) \in C^1_q \otimes C^1_q$ is not unique, however the transition elements are unique in the sense that the image of $R^{(n,n)}(u, v)$ in $\text{End}(C^n_q \otimes C^n_q)$ is unique.

Proposition 2.12. The spinor-spinor R-matrix of $U_q^e(L\mathfrak{so}_{2n+1})$ when $n \geq 2$ in an element of the space $\text{End}(C^n_q \otimes C^n_q)$ given by the following recurrence formula:
\[
R^{(n,n)}(u, v) = R^{(n-1,n-1)}(u, v) \otimes (e^{(1)}_{-1,-1} \otimes e^{(1)}_{-1,-1} + e^{(1)}_{11} \otimes e^{(1)}_{11}) \\
+ \alpha(u, v) R^{(n-1,n-1)}(u, q^4 v) \otimes (e^{(1)}_{-1,-1} \otimes e^{(1)}_{11} + e^{(1)}_{11} \otimes e^{(1)}_{11}) \\
+ \beta(u, v) U^{(n-1,n-1)}(u, q^4 v) \otimes (v e^{(1)}_{-1,-1} \otimes e^{(1)}_{11} + u e^{(1)}_{11} \otimes e^{(1)}_{11}) \quad (2.38)
\]

where
\[
U^{(n-1,n-1)}(u, v) := R^{(n-1,n-1)}(q^4, 1) p^{(n-1,n-1)} R^{(n-1,n-1)}(u, v) \quad (2.39)
\]

and
\[
P^{(n-1,n-1)} := (\gamma \otimes id)(p^{(n-1,n-1)}) = (id \otimes \gamma)(p^{(n-1,n-1)})
\]

with $P^{(n-1,n-1)} := R^{(n-1,n-1)}(u, u)$, the permutation operator on $C^n_q \otimes C^n_q$.

Lemma 2.13. The inverse of the spinor-spinor R-matrix of $U_q^e(L\mathfrak{so}_{2n+1})$ is given by
\[
R^{(n,n)}_{q^{-1}}(u, v) = P^{(n,n)} R^{(n,n)}(v, u) P^{(n,n)} = (P^{(n,n)}(u, v))^{-1}. \quad (2.40)
\]

Moreover, the spinor-spinor R-matrix is crossing symmetric, that is
\[
(R^{(n,n)}(q^{4n-2} u, v))^w_1 = (R^{(n,n)}(q^{4n-2} u, v))^w_2 = h^{(n)}(u, v) (R^{(n,n)}(u, v))^{-1} \quad (2.41)
\]

with $h^{(n)}(u, v) := \prod_{j=1}^n a(q^{4j-2} u, v)$ and the q-transposition $w$ defined via (2.3).

Lemma 2.14. The spinor R-matrices of $U_q^e(L\mathfrak{so}_{2n+1})$ satisfy the following quantum Yang-Baxter equations:
\[
R^{(n,n)}_{12}(u, v) R^{(n,n)}_{13}(u, w) R^{(n,n)}_{23}(v, w) = R^{(n,n)}_{23}(v, w) R^{(n,n)}_{13}(u, w) R^{(n,n)}_{12}(u, v), \quad (2.42)
\]
\[
R^{(n,n)}_{12}(u, v) R^{(n,n)}_{13}(u, \rho) R^{(n,n)}_{23}(v, \rho) = R^{(n,n)}_{23}(v, \rho) R^{(n,n)}_{13}(u, \rho) R^{(n,n)}_{12}(u, v). \quad (2.43)
\]

We define the spinor-spinor R-matrices of $U_q^e(L\mathfrak{so}_{2n+2})$ as $U_q^e(L\mathfrak{so}_{2n+2})$-equivariant maps in the space $\text{End}(V^{\epsilon_1,n} \otimes V^{\epsilon_2,n})$ with $\epsilon_1, \epsilon_2 = \pm$, i.e. they are solutions to the intertwining equation
\[
(\sigma^+ \otimes \sigma^+) \circ (\pi_v \otimes \pi_u) (\Delta'(e^{\pm}_{ij}(w))) R^{\epsilon_1,\epsilon_2(n,n)}(u, v) = R^{\epsilon_1,\epsilon_2(n,n)}(u, v) (\sigma^+ \otimes \sigma^+) \circ (\pi_v \otimes \pi_u) (\Delta(e^{\pm}_{ij}(w))) \quad (2.44)
\]

for all $-n \leq i, j \leq n$. 12
Lemma 2.15. The spinor-spinor R-matrices of $U_q^\text{ex}(\mathfrak{so}_4)$ are elements of $\text{End}(V^{\pm(1)} \otimes V^{\mp(1)})$ and $\text{End}(V^{\pm(1)} \otimes V^{\mp(1)})$ given by
\begin{align*}
R^{\pm(1,1)}(u, v) &= e_{-1,-1}^{(\pm)} \otimes e_{-1,-1}^{(\pm)} + e_{+1,+1}^{(\pm)} \otimes e_{+1,+1}^{(\pm)} \\
&+ \alpha(u, v)\left(e_{-1,-1}^{(\pm)} \otimes e_{+1,+1}^{(\pm)} + e_{+1,+1}^{(\pm)} \otimes e_{-1,-1}^{(\pm)}\right) \\
&+ \beta(u, v)\left(v e_{-1,-1}^{(\pm)} \otimes e_{+1,+1}^{(\pm)} + u e_{+1,+1}^{(\pm)} \otimes e_{-1,-1}^{(\pm)}\right) \tag{2.45}
\end{align*}
and $R^{\pm(1,1)}(u, v) = I^{\pm(1,1)} := \sum_{i,j} e_{ii}^{(\pm)} \otimes e_{jj}^{(\pm)}$, the identity operator in $\text{End}(V^{(1)} \otimes V^{(1)})$.

Lemma 2.16. The spinor-spinor R-matrices of $U_q^\text{ex}(\mathfrak{so}_6)$ are elements of $\text{End}(V^{\pm(2)} \otimes V^{\mp(2)})$ and $\text{End}(V^{\pm(2)} \otimes V^{\mp(2)})$ given by
\begin{align*}
R^{\pm(2,2)}(u, v) &= R^{\pm(2,2)}(u, v) \otimes (e_{-1,-1}^{(1)} \otimes e_{-1,-1}^{(1)}) + R^{\mp(1,1)}(u, v) \otimes (e_{-1,-1}^{(1)} \otimes e_{+1,+1}^{(1)}) \\
&+ \alpha(u, v)\left(I^{\pm(1,1)} \otimes (e_{-1,-1}^{(1)} \otimes e_{+1,+1}^{(1)}) + I^{\mp(1,1)} \otimes (e_{+1,+1}^{(1)} \otimes e_{-1,-1}^{(1)})\right) \\
&- \beta(u, v)\left(v F^{\pm(1,1)} \otimes (e_{-1,-1}^{(1)} \otimes e_{+1,+1}^{(1)}) + u F^{\mp(1,1)} \otimes (e_{+1,+1}^{(1)} \otimes e_{-1,-1}^{(1)})\right) \tag{2.46}
\end{align*}

\begin{align*}
R^{\mp(2,2)}(u, v) &= R^{\pm(2,2)}(u, v) \otimes (e_{-1,-1}^{(1)} \otimes e_{-1,-1}^{(1)}) + R^{\mp(1,1)}(u, v) \otimes (e_{+1,+1}^{(1)} \otimes e_{+1,+1}^{(1)}) \\
&+ R^{\pm(1,1)}(u, v, q^2 v) \otimes (e_{-1,-1}^{(1)} \otimes e_{+1,+1}^{(1)}) + R^{\pm(1,1)}(u, v, q^2 v) \otimes (e_{+1,+1}^{(1)} \otimes e_{-1,-1}^{(1)}) \\
&- \frac{q - q^{-1}}{q^2 v - q^{-2}u} \left(v Q^{\pm(1,1)} \otimes (e_{-1,-1}^{(1)} \otimes e_{+1,+1}^{(1)}) + u Q^{\mp(1,1)} \otimes (e_{+1,+1}^{(1)} \otimes e_{-1,-1}^{(1)})\right) \tag{2.47}
\end{align*}
where
\begin{align*}
F^{\pm(1,1)} := \sum_{i,j} f_{ij}^{(\pm)} \otimes f_{ji}^{(\mp)}, \quad Q^{\pm(1,1)} := \sum_{i,j} (ij)^{-1} q^{i-j} f_{ij}^{(\pm)} \otimes f_{ji}^{(\pm)}.
\end{align*}

Proposition 2.17. The spinor-spinor R-matrices of $U_q^\text{ex}(\mathfrak{so}_{2n+2})$ for $n > 2$ are elements of the spaces $\text{End}(V^{\pm(n)} \otimes V^{\mp(n)})$ and $\text{End}(V^{\pm(n)} \otimes V^{\mp(n)})$ given by the following recurrence formulas:
\begin{align*}
R^{\pm(n,n)}(u, v) &= R^{\pm(n-1,n-1)}(u, v) \otimes (e_{-1,-1}^{(1)} \otimes e_{-1,-1}^{(1)}) \\
&+ R^{\mp(n-1,n-1)}(u, v) \otimes (e_{+1,+1}^{(1)} \otimes e_{+1,+1}^{(1)}) \\
&+ \alpha(u, v)\left(R^{\mp(n-1,n-1)}(u, v, q^2 v) \otimes (e_{-1,-1}^{(1)} \otimes e_{+1,+1}^{(1)}) + R^{\mp(n-1,n-1)}(u, v, q^2 v) \otimes (e_{+1,+1}^{(1)} \otimes e_{-1,-1}^{(1)})\right) \\
&- \beta(u, v)\left(v U^{\pm(n-1,n-1)}(u, v, q^2 v) \otimes (e_{-1,-1}^{(1)} \otimes e_{+1,+1}^{(1)}) + u U^{\mp(n-1,n-1)}(u, v, q^2 v) \otimes (e_{+1,+1}^{(1)} \otimes e_{-1,-1}^{(1)})\right) \tag{2.48}
\end{align*}
\begin{align*}
R^{\mp(n,n)}(u, v) &= R^{\pm(n-1,n-1)}(u, v) \otimes (e_{-1,-1}^{(1)} \otimes e_{-1,-1}^{(1)}) \\
&+ R^{\mp(n-1,n-1)}(u, v) \otimes (e_{+1,+1}^{(1)} \otimes e_{+1,+1}^{(1)}) \\
&+ R^{\pm(n-1,n-1)}(u, v, q^2 v) \otimes (e_{-1,-1}^{(1)} \otimes e_{+1,+1}^{(1)}) \\
&+ R^{\pm(n-1,n-1)}(u, v, q^2 v) \otimes (e_{+1,+1}^{(1)} \otimes e_{-1,-1}^{(1)}) \\
&+ \frac{q - q^{-1}}{v - u} \left(v U^{\pm(n-1,n-1)}(u, v, q^2 v) \otimes (e_{-1,-1}^{(1)} \otimes e_{+1,+1}^{(1)}) + u U^{\mp(n-1,n-1)}(u, v, q^2 v) \otimes (e_{+1,+1}^{(1)} \otimes e_{-1,-1}^{(1)})\right) \tag{2.49}
\end{align*}
where
\[ U^\pm(n-1,n-1)(u,v) := R^\mp(n-1,n-1) Q^\pm(n-1,n-1) R^\mp(n-1,n-1)(u,v), \]
\[ U^\pm(n-1,n-1)(u,v) := Q^\pm(n-1,n-1) P^\pm(n-1,n-1) R^\mp(n-1,n-1)(u,v), \]
with \( F^\pm(n-1,n-1) \) and \( Q^\pm(n-1,n-1) \) defined by
\[ F^\pm(n,n) := F^\pm(n-1,n-1) \otimes (e^{(1)}_{-1,-1} \otimes e^{(1)}_{-1,-1}) + F^\pm(n-1,n-1) \otimes (e^{(1)}_{+1,+1} \otimes e^{(1)}_{+1,+1}), \]
\[ Q^\pm(n,n) := Q^\pm(n-1,n-1) \otimes (e^{(1)}_{-1,-1} \otimes e^{(1)}_{-1,-1}) + Q^\pm(n-1,n-1) \otimes (e^{(1)}_{+1,+1} \otimes e^{(1)}_{+1,+1}), \]
and \( P^\pm(n,n) := R^\pm(n,n)(u,u). \)

**Lemma 2.18.** Let \( \epsilon_1, \epsilon_2 = \pm \). The inverses of the spinor-spinor \( R \)-matrices of \( U_q^{\text{ex}}(\mathfrak{so}_{2n+2}) \) are given by
\[ R_{q^{-1}}^{\epsilon_1 \epsilon_2(n,n)}(u,v) = P^{\epsilon_1 \epsilon_2(n,n)} R^{\epsilon_1 \epsilon_2(n,n)}(v,u) P^{\epsilon_1 \epsilon_2(n,n)} = (R_{q^{-1}}^{\epsilon_1 \epsilon_2(n,n)}(u,v))^{-1}. \]
Moreover, the spinor-spinor \( R \)-matrices are crossing symmetric, that is
\[ (R_{q^n}^{\pm}[n](q^n u,v))^{w_1} = R_{q^n}^{\pm}[n](q^n u,v)^{w_2} = h^{+n/2}(u,v) (R_{q^n}^{\pm}[n](u,v))^{-1}, \]
\[ (R_{q^n}^{\mp}[n](q^n u,v))^{w_1} = R_{q^n}^{\mp}[n](q^n u,v)^{w_2} = h^{-n/2}(u,v) (R_{q^n}^{\mp}[n](u,v))^{-1}, \]
where \( [\pm] = \pm/\mp \) if \( n \) is odd/even and similarly for \( [\mp] \) and
\[ h^{+n/2}(u,v) := \prod_{j=1}^{[n/2]} \alpha(q^{4j-2} u,v), \quad h^{-n/2}(u,v) := \prod_{j=1}^{[n/2]} \alpha(q^{4j} u,v) \]
and the \( q \)-transposition \( w \) is defined via (2.6–2.7).

**Lemma 2.19.** Let \( \epsilon_1, \epsilon_2, \epsilon_3 = \pm \). The spinor-spinor \( R \)-matrices of \( U_q^{\text{ex}}(\mathfrak{so}_{2n+2}) \) satisfy the following quantum Yang-Baxter equations:
\[ R_{12}^{\epsilon_1 \epsilon_2(n,n)}(u,v) R_{13}^{\epsilon_1 \epsilon_3(n,n)}(u,w) R_{23}^{\epsilon_2 \epsilon_3(n,n)}(v,w) = R_{13}^{\epsilon_1 \epsilon_3(n,n)}(v,w) R_{23}^{\epsilon_2 \epsilon_3(n,n)}(u,w) R_{12}^{\epsilon_1 \epsilon_2(n,n)}(u,v), \]
\[ R_{12}^{\epsilon_2 \epsilon_3(n,n)}(u,v) R_{13}^{\epsilon_2 \epsilon_3(n,n)}(u,\rho) R_{23}^{\epsilon_2 \epsilon_3(n,n)}(v,\rho) = R_{23}^{\epsilon_2 \epsilon_3(n,n)}(v,\rho) R_{13}^{\epsilon_2 \epsilon_3(n,n)}(u,\rho) R_{12}^{\epsilon_2 \epsilon_3(n,n)}(u,v). \]

### 2.7 Fusion relations

We demonstrate fusion relations for spinor-spinor and spinor-vector \( R \)-matrices that may be viewed as \( q \)-analogues of relations (3.16) and (4.27) in [Rsh91]. We will make use of the usual check-notation, i.e. \( R^{(n,n)} := P^{(n,n)} R^{(n,n)}. \)

Consider the algebra \( U_q^2(\mathfrak{so}_{2n+2}) \) generated by the elements \( t_{ij}^{\pm}[0] \) with \(-n \leq i,j \leq n. \)

Define a vector \( \eta^{(n,n)} \in \mathbb{C}^{n|n} \otimes \mathbb{C}^{n|n} \) by
\[ \eta^{(n,n)} := \bigotimes_{i=1}^{n-1} (e^{(1)}_{-1} \otimes e^{(1)}_{+1} + (-1)^{j+1} q^{-2i+1} e^{(1)}_{+1} \otimes e^{(1)}_{-1}) \otimes (e^{(1)}_{-1} \otimes e^{(1)}_{+1}). \]
Vector $\eta^{(n,n)}$ is a highest vector; it is a direct computation to verify that
\[
\ell^+_{ij}[0] \cdot \eta^{(n,n)} = 0 \quad \text{for} \quad i < j \quad \text{and} \quad \\
\ell^+_{ii}[0] \cdot \eta^{(n,n)} = q^{2\delta_{ii} - 2\delta_{n,n}} \eta^{(n,n)}
\]
where the left $U_q(\mathfrak{so}_{2n+1})$-action is given by composing coproduct with the homomorphism $\pi \otimes \pi$ and representation $\sigma \otimes \sigma$. It follows that the subspace
\[
W^{(n,n)} := U_q(\mathfrak{so}_{2n+1}) \cdot \eta^{(n,n)} \subset C^{n|n} \otimes C^{n|n}
\]
is isomorphic to the first fundamental (vector) representation of $U_q(\mathfrak{so}_{2n+1})$, $W^{(n,n)} \cong C^{2n+1}$.

**Lemma 2.20.** Let $\equiv$ denote equality of operators in the space $C^{n|n} \otimes W^{(n,n)} \subset (C^{n|n})^{\otimes 3}$. Then, upon a suitable identification of $W^{(n,n)}$ and $C^{2n+1}$ (which we label by the subscript (23)), we have that
\[
R_{13}^{(n,n)}(q^4 v, u) R_{12}^{(n,n)}(q^{4n-2} v, u) = \frac{\tilde{h}(n)(v, u)}{f_q(n)} R_{12}^{(1,23)}(v, u).
\]

**Proof.** Define $\Pi^{(1,1)} := \tilde{R}^{(1,1)}(q^{-2}, 1)$ and $\Pi^{(n,n)} := \left((1 - q^{-4n}) \tilde{R}^{(n,n)}(v, 1)\right)|_{v=q^{4n-6}}$ when $n \geq 2$. The operator $\Pi^{(n,n)}$ is a projector operator acting on $\eta^{(n,n)}$ by a scalar multiplication.

In particular, it projects the space $C^{n|n} \otimes C^{n|n}$ to its subspace $W^{(n,n)}$. The Yang-Baxter equation (2.42) then implies that the l.h.s. of (2.59) acts stably on the space $C^{n|n} \otimes W^{(n,n)}$. Therefore, thanks to the Schur’s Lemma, it is sufficient to verify the equality (2.59) for a single vector, say $e_{-1}^{(1)} \otimes \eta^{(n,n)} \equiv e_{-1}^{(1)} \otimes e_{-n}$.

Next, for $n \geq 2$, consider the algebra $U_q(\mathfrak{so}_{2n+2})$ generated by the elements $\ell^+_{ij}[0]$ with $-n - 1 \leq i, j \leq n + 1$. Introduce vectors
\[
\psi^{(\pm,1,1)} := e_{-1}^{(\pm)} \otimes e_{-1}^{(\pm)} - q e_{-1}^{(\pm)} \otimes e_{-1}^{(\pm)} \in V^{\pm(1)} \otimes V^{\pm(1)}
\]
satisfying
\[
\ell^+_{ij}[0] \cdot \psi^{(\pm,1,1)} = \ell^+_{ij}[0] \cdot \psi^{(\pm,1,1)} = \delta_{ij} \psi^{(\pm,1,1)} \quad \text{for} \quad -2 \leq i, j \leq 2.
\]

Then, for $2 \leq k < n$, define recurrently vectors
\[
\psi^{(k,k)} := \psi^{(k-1,k-1)} \otimes (e_{-1}^{(1)} \otimes e_{-1}^{(1)}) + q^{-k} \psi^{(k-1,k-1)} \otimes (e_{-1}^{(1)} \otimes e_{+1}^{(1)}) \quad \text{if} \quad k \text{ is even,} \\
\psi^{(k,k)} := \psi^{(k-2,k-2)} \otimes \phi_{q^{-2k-1}} + q^{k-1} \psi^{(k-2,k-2)} \otimes \phi_{q^{-2k-1}} \quad \text{if} \quad k \text{ is odd,}
\]
where
\[
\phi_{q^{\pm(2,2)}} := (e_{\pm 1}^{(1)} \otimes e_{\pm 1}^{(1)}) \otimes (e_{-1}^{(1)} \otimes e_{-1}^{(1)}) - q (e_{\pm 1}^{(1)} \otimes e_{\mp 1}^{(1)}) \otimes (e_{-1}^{(1)} \otimes e_{+1}^{(1)}).
\]

Finally set
\[
\eta^{[\mp][\pm](n,n)} := \psi^{[\mp][\pm](n-1,n-1)} \otimes (e_{-1}^{(1)} \otimes e_{-1}^{(1)}) \in V^{[\mp](n)} \otimes V^{[\pm](n)}
\]
where $[\mp] = \mp/\pm$ if $n$ is odd/even. It is a highest vector; it is a direct computation to verify that
\[
\ell^+_{ij}[0] \cdot \eta^{[\mp][\pm](n,n)} = 0 \quad \text{for} \quad i < j \quad \text{and} \quad \\
\ell^+_{ii}[0] \cdot \eta^{[\mp][\pm](n,n)} = q^{2\delta_{ii} - 2\delta_{n,n}} \eta^{[\mp][\pm](n,n)}.
\]
Thus the space
\[
W^{[\mp][\pm](n,n)} := U_q(\mathfrak{so}_{2n+2}) \cdot \eta^{[\mp][\pm](n,n)} \subset V^{[\mp](n)} \otimes V^{[\pm](n)}
\]
is isomorphic to the first fundamental (vector) representation of $U_q(\mathfrak{so}_{2n+2})$, that is
\[
W^{[\mp][\pm](n,n)} \cong C^{2n+2}.
\]
Lemma 2.21. Let \( \equiv \) denote equality of operators in the space \( V^{(n)} \otimes W^{(\tau)\pm(n,n)} \). Then, upon a suitable identification of \( W^{(\tau)\pm(n,n)} \) and \( \mathbb{C}^{2n+2} \) (which we label by the subscript (23)), we have that

\[
R_{13}^{(n)(n)}(q^2v, u)R_{12}^{(\tau)(n,n)}(q^{2n}v, u) \equiv \frac{h^{(n/2)}(v, u)}{f_q(v, u)} R_{12}^{(n)}(v, u),
\]

(2.61)

where \( h^{(n/2)}(v, u) \) is given by (2.57) and \( [\tau] = \mp/\pm \) when \( n \) is odd/even.

Proof. The proof is analogous to that of Lemma 2.20 except the projection operator is now defined by \( \Pi^{[\tau]\pm(n,n)} := \left( (1 - q^{2-2n}v) \hat{R}^{[\tau]\pm(n,n)}(v, 1) \right)_{|v=q^{-2n}}. \)

2.8 Exchange relations

The last ingredient that we will need are spinor-type Yang-Baxter exchange relations imposed by the spinor-spinor \( R \)-matrices. We will need “BB”, “AB” and “DB” type relations only. For any \( n \geq 0 \) introduce a matrix \( T^{(n+1)}(u) \) in End(\( \mathbb{C}^{n+1+n+1} \)) with entries being operators in an associative algebra. Then write \( T^{(n+1)}(u) \) in the nested form,

\[
T^{(n+1)}(u) = A^{(n)}(u) \hat{e}_{-1,-1}^{(1)} + B^{(n)}(u) \hat{e}_{-1,+1}^{(1)} + C^{(n)}(u) \hat{e}_{+1,-1}^{(1)} + D^{(n)}(u) \hat{e}_{+1,+1}^{(1)},
\]

(2.63)

and require it to satisfy the equation

\[
R_{12}^{(n+1,n+1)}(u, v) T_1^{(n+1)}(u) T_2^{(n+1)}(v) = T_2^{(n+1)}(v) T_1^{(n+1)}(u) R_{12}^{(n+1,n+1)}(u, v),
\]

(2.64)

so that the entries of \( T^{(n+1)}(u) \) were operators in a Yang-Baxter algebra.

Lemma 2.22. We have the following “BB”, “AB” and “DB” exchange relations:

\[
R_{12}^{(n,n)}(v, u) B_1^{(n)}(v) B_2^{(n)}(u) = B_2^{(n)}(u) B_1^{(n)}(v) R_{12}^{(n,n)}(v, u),
\]

(2.65)

\[
A_1^{(n)}(v) B_2^{(n)}(u) = f_q(v, u) R_{21}^{(n,n)}(u, v) B_2^{(n)}(u) A_1^{(n)}(v) R_{12}^{(n,n)}(q^4v, u)
\]

\[
- \frac{v}{u} \frac{1}{v - u} \text{Res} \left( f_q(v, u) R_{21}^{(n,n)}(u, w) B_2^{(n)}(v) A_1^{(n)}(w) R_{12}^{(n,n)}(q^4w, u) \right),
\]

(2.66)

\[
D_1^{(n)}(v) B_2^{(n)}(u) = f_q^{-1}(v, u) R_{21}^{(n,n)}(q^4u, v) B_2^{(n)}(u) D_1^{(n)}(v) R_{12}^{(n,n)}(v, u)
\]

\[
- \frac{v}{u} \frac{1}{v - u} \text{Res} \left( f_q^{-1}(v, u) R_{21}^{(n,n)}(q^4u, w) B_2^{(n)}(v) D_1^{(n)}(w) R_{12}^{(n,n)}(w, u) \right),
\]

(2.67)

where \( R^{(0,0)}(u, v) = 1 \) and \( R^{(n,n)} := (\gamma \otimes id)(R^{(n,n)}) = (id \otimes \gamma)(R^{(n,n)}). \)

Proof. These relations are obtained by substituting (2.63) into (2.64). For (2.66) and (2.67) one also needs to use (2.40), \( R^{(n,n)}(u, v) = P^{(n,n)} \), and

\[
P_{12}^{(n,n)} R_{12}^{(n,n)}(u, v) R_{12}^{(n,n)}(u, v) = R_{12}^{(n,n)}(u, v),
\]

\[
P_{12}^{(n,n)} X_1^{(n)} P_{12}^{(n,n)} = X_2^{(n)}
\]

for any \( X \in \text{End}(\mathbb{C}^{n,n}) \) and \( X'(n) = \gamma(X(n)) \) with \( \gamma(\hat{e}_{ij}^{(n)}) = \theta_{ij} \hat{e}_{ij}^{(n)}. \)

Next, introduce a matrix \( T^{(n+1)}(u) \) in End(\( \mathbb{C}^{n+1+n+1} \)) with entries being operators in an associative algebra. Then write \( T^{(n+1)}(u) \) as

\[
T^{(n+1)}(u) = A^{(n)}(u) \hat{e}_{-1,-1}^{(1)} + B^{(n)}(u) \hat{e}_{-1,+1}^{(1)} + C^{(n)}(u) \hat{e}_{+1,-1}^{(1)} + D^{(n)}(u) \hat{e}_{+1,+1}^{(1)}
\]

(2.68)
and require it to satisfy the equation
\[
R_{12}^{\epsilon_1 \epsilon_2 (n+1,n+1)}(u,v) T_1^{\epsilon_1 (n+1)}(u) T_2^{\epsilon_2 (n+1)}(v) = T_2^{\epsilon_2 (n+1)}(v) T_1^{\epsilon_1 (n+1)}(u) R_{12}^{\epsilon_1 \epsilon_2 (n+1,n+1)}(u,v)
\] (2.69)

where \( \epsilon_1, \epsilon_2 = \pm \).

**Lemma 2.23.** We have the following “BB”, “AB” and “DB” exchange relations:
\[
R_{12}^{-\epsilon_1 \epsilon_2 (n,n)}(v,u) B_1^{\pm (n)}(v) B_2^{\epsilon_2 (n)}(u) = B_2^{\pm (n)}(u) B_1^{\epsilon_1 (n)}(v) R_{12}^{\epsilon_1 \epsilon_2 (n,n)}(v,u),
\] (2.70)
\[
A_1^{\pm (n)}(v) B_2^{\mp (n)}(u) = f_q(v,u) R_{21}^{\pm \mp (n,n)}(u,v) B_2^{\mp (n)}(u) A_1^{\pm (n)}(v),
\] (2.71)
\[
D_1^{\mp (n)}(v) B_2^{\mp (n)}(u) = f_q(v,u) R_{21}^{\pm \mp (n,n)}(q^2 u, v) B_2^{\mp (n)}(u) D_1^{\mp (n)}(v) R_{12}^{\pm \mp (n,n)}(v,u),
\] (2.72)
\[
A_1^{\pm (n)}(v) B_2^{\pm (n)}(u) = R_{21}^{\pm \mp (n,n)}(u,v) B_2^{\pm (n)}(u) A_1^{\pm (n)}(v) R_{12}^{\pm \mp (n,n)}(q^2 v, u),
\] (2.73)
\[
D_1^{\mp (n)}(v) B_2^{\pm (n)}(u) = R_{21}^{\mp (n,n)}(q^2 u, v) B_2^{\pm (n)}(u) D_1^{\mp (n)}(v) R_{12}^{\mp (n,n)}(v,u),
\] (2.74)

where \( U_{21}^{\pm (1,1)}(u, q^2 v) := \frac{v - u}{q^2 v - q^2 u} Q_{21}^{\pm (1,1)}. \)

**Proof.** The proof is analogous to that of Lemma 2.22. The exchange relations are obtained by substituting (2.68) into (2.69). For (2.71) and (2.72) one also needs to use (2.54) and \( R_{\pm \pm (n,n)}(u,v) = P_{\pm \pm (n,n)}. \) \hfill \Box

### 3 Algebraic Bethe Ansatz for \( U_{q^2(s\mathfrak{g}_{2n+1})} \)-symmetric spin chains

In this section we study spectrum of \( U_{q^2(s\mathfrak{g}_{2n+1})} \)-symmetric chains with the full quantum space given by
\[
L^{(n)}(n) = L^V := (C^{2n+1})^{\otimes \ell} \quad \text{or} \quad L^{(n,L)} := (C^{n|n})^{\otimes \ell}
\]
where \( \ell \in \mathbb{N} \) is the length of the chain. We will say that \( L^{(n)} \) is the *level-n quantum space.*

For each individual quantum space we assign a non-zero complex parameter \( \rho_i \), called an *inhomogeneity* or a *marked point.* Their collection will be denoted by \( \rho = (\rho_1, \ldots, \rho_\ell) \in (C^*)^\ell. \)

We will assume that all \( \rho_i \) are distinct.
3.1 Quantum spaces and monodromy matrices

Choose \( m_1, m_2, \ldots, m_n \in \mathbb{Z}_{>0} \), the excitation, or magnon, numbers. For each \( m_k \) assign an \( m_k \)-tuple \( u^{(k)} := (u_1^{(k)}, \ldots, u_{m_k}^{(k)}) \) of non-zero complex parameters that will accommodate Bethe roots, and, when \( k \geq 2 \), two \( m_k \)-tuples of labels, \( \tilde{\alpha}^k := (\tilde{\alpha}_1^k, \ldots, \tilde{\alpha}_{m_k}^k) \) and \( \tilde{\alpha}^k := (\tilde{\alpha}_1^k, \ldots, \tilde{\alpha}_{m_k}^k) \). These labels will be used to enumerate nested quantum spaces. In particular, for each \( \tilde{\alpha}_i^k \) and each \( \tilde{\alpha}_i^k \) we associate a copy of \( C^{\tilde{\alpha}_i^k} \) denoted by \( V_{\tilde{\alpha}_i^k}^{(k-1)} \) and \( V_{\tilde{\alpha}_i^k}^{(k-1)} \), respectively. Let \( \eta_{(\tilde{\alpha}_i^k)}^{(k+1)} \in V_{\tilde{\alpha}_i^k}^{(k+1)} \) be a highest vector as per (2.58), and set \( W_{(\tilde{\alpha}_i^k)}^{(k+1)} := U_q(s_02k+1)^{\eta_{(\tilde{\alpha}_i^k)}^{(k+1)}} \).

Then for each \( 1 \leq k < n \) we recurrently define the nested level-\( k \) quantum space \( L^{(k)} \) by

\[
L^{(k)} := (L^{(k+1)})^0 \otimes W_{(\tilde{\alpha}_i^k)}^{(k+1)} \otimes \cdots \otimes W_{(\tilde{\alpha}_i^k)}^{(k+1)}.\]

where \( (L^{(k+1)})^0 \) is the level-(\( k+1 \)) vacuum space defined by

\[
(L^{(k+1)})^0 := \{ \xi \in L^{(k+1)} : \xi_{i,k+1}[0] \cdot \xi = 0 \text{ for } -(k+1) \leq i \leq k \}.
\]

In particular, \( (L^{(k+1)})^0 \cong \mathbb{C} \) or \( (C^{\tilde{\alpha}_i^k})^\otimes \) when \( L^{(n)} = L^V \) or \( L^S \), respectively.

We will make use of the following shorthand notation:

\[
\alpha(v; u^{(k)}) := \prod_{i=1}^{m_k} \alpha(v, u_i^{(k)}), \quad f_q(v; u^{(k)}) := \prod_{i=1}^{m_k} f_q(v, u_i^{(k)}).
\]

For any \( k < l \) we set \( u^{(k..l)} := (u^{(k)}, \ldots, u^{(l)}) \) and \( u^{(l..k)} := \emptyset \). We will also assume that \( u^{(n+1)} = \rho \).

Having set up all the necessary quantum spaces and the shorthand notation we are ready to introduce the relevant monodromy matrices of the spin chain. Let \( V^{(k)}_a \) and \( V^{(k)}_b \) denote copies of \( C^{\tilde{\alpha}_i^k} \), called auxiliary spaces. We define the level-\( n \) monodromy matrix with entries acting on the level-\( n \) quantum space \( L^{(n)} \) by

\[
T^{(n)}_a(v) := T^{(n)}_{a1}(v, \rho_1) \cdots T^{(n)}_{at}(v, \rho_t)
\]

where \( T^{(n)}_{at}(v, \rho_t) = R^{(n)}_{at}(v, \rho_t) \) or \( R^{(n)}_{at}(q^2v, \rho_t) \) when \( L^{(n)} = L^V \) or \( L^S \). (The \( q^2 \) in \( R^{(n,n)}_{at}(q^2v, \rho_t) \) helps the final expressions to be more elegant.) Then, for each \( 1 \leq k < n \), we recurrently define the nested level-\( k \) monodromy matrices with entries acting on the nested level-\( k \) quantum space \( L^{(k)} \) by

\[
T^{(k)}_a(v; u^{(k+1..n)}) := \frac{f_q(v; u^{(k+1)})}{h^{(k)}(v; u^{(k+1)})} A^{(k)}_a(v; u^{(k+2..n)})
\]

\[
\times \prod_{i=1}^{m_k+1} R^{(k)}_{aa_k+1}(q^4v, u_i^{(k+1)}) R^{(k)}_{aa_k+1}(q^{4k-2}v, u_i^{(k+1)})
\]

\[
\equiv A^{(k)}_a(v; u^{(k+2..n)}) \prod_{i=1}^{m_k+1} R^{(k)}_{a(\tilde{\alpha}_i^k+1)}(v, u_i^{(k+1)}),
\]

\( (3.1) \)

\[
\tilde{T}^{(k)}_a(v; u^{(k+1..n)}) := \frac{f_q(q^{-4}v; u^{(k+1)})}{h^{(k)}(q^{-4}v; u^{(k+1)})} D^{(k)}_a(v; u^{(k+2..n)})
\]

\[
\times \prod_{i=1}^{m_k+1} R^{(k)}_{aa_k+1}(v, u_i^{(k+1)}) R^{(k)}_{aa_k+1}(q^{-4}v, u_i^{(k+1)})
\]

\[
\equiv D^{(k)}_a(v; u^{(k+2..n)}) \prod_{i=1}^{m_k+1} R^{(k)}_{a(\tilde{\alpha}_i^k+1)}(v, q^4 u_i^{(k+1)}),
\]

\( (3.2) \)
where
\[
A_a^{(k)}(v; u^{(k+2\ldots n)}) = \left[ T^{(k+1)}_a(v; u^{(k+2\ldots n)}) \right]_{-1,-1},
\]
\[
D_a^{(k)}(v; u^{(k+2\ldots n)}) = \left[ T^{(k+1)}_a(v; u^{(k+2\ldots n)}) \right]_{+1,+1},
\] (3.4) (3.5)

and \(\equiv\) denotes equality of operators in the space \(L^{(k)}\) subject to a suitable identification of the spaces \(W_{(a\bar{a})}^{k+1}\) and copies of \(\mathbb{C}^{2k+1}\), as per Lemma 2.20.

The nested monodromy matrices span the following nesting tree:

\[
\begin{align*}
&\quad T_a^{(n-1)}(v; u^{(n)}) \\
&\left\{ \begin{array}{l}
T_a^{(n-2)}(v; u^{(n-1,n)}) \\
\quad \quad \vdots \\
T_a^{(1)}(v; u^{(2\ldots n)}) \\
\quad \quad \vdots \\
T_a^{(1)}(v; u^{(2\ldots n)})
\end{array} \right. \\
\end{align*}
\]

It will be sufficient to focus on the non-tilded monodromy matrices at each level of nesting.

Indeed, it follows from the explicit form of the spinor \(R\)-matrices given by (2.33) and (2.38) and the definitions of the nested monodromy matrices in (3.2) and (3.3) that we have the following equalities of operators (3.4) and (3.5) in the spaces \(L^{(n-1)}\) and \(L^{(k)}\) with \(1 \leq k < n-1\), subject to the choice of the full quantum space \(L^{(n)}\):

\[
\begin{array}{c|c}
L^V & L^S \\
\hline
A_a^{(n-1)}(v) & 1 \\
D_a^{(n-1)}(v) & f_q(v; \rho) \\
A_a^{(k)}(v; u^{(k+2\ldots n)}) & 1 \\
D_a^{(k)}(v; u^{(k+2\ldots n)}) & f_q(v; \rho) \ T_a^{(k-1)}(v) \\
T_a^{(k)}(v; u^{(k+1\ldots n)}) & f_q(v; \rho) f_q(v; u^{(k+2)}) \ T_a^{(k-1)}(v) \\
T_a^{(k)}(v; u^{(k+1\ldots n)}) & f_q(v; \rho) f_q(v; u^{(k+2)}) \ T_a^{(k-1)}(v) \\
T_a^{(k)}(v; u^{(k+1\ldots n)}) & f_q(v; \rho) f_q(v; u^{(k+2)}) \ T_a^{(k-1)}(v) \\
T_a^{(k)}(v; u^{(k+1\ldots n)}) & f_q(v; \rho) f_q(v; u^{(k+2)}) \ T_a^{(k-1)}(v) \\
\end{array}
\]

This states that, for instance, \(A_a^{(n-1)}(v) \equiv 1\) or \(T_a^{(n-1)}(v)\) in the space \(L^{(n-1)}\) when \(L^{(n)} = L^V\) or \(L^S\), respectively. Here the operators \(T_a^{(n-1)}(v)\) and \(T_a^{(k)}(v)\) are defined in the same way as \(T_a^{(n)}(v)\), viz. (3.1). It is now easy to deduce that

\[
R_a^{(b)}(v, w) \ T_a^{(k)}(v; u^{(k+1\ldots n)}) = T_b^{(k)}(w; u^{(k+1\ldots n)}) \ T_a^{(k)}(v; u^{(k+1\ldots n)}) \ R_a^{(b)}(v, w)
\]

for \(1 \leq k < n\). Therefore the entries of \(\ T_a^{(k)}(v; u^{(k+1\ldots n)})\) in the space \(L^{(k)}\) satisfy exchange relations given by Lemma 2.22. In other words, \(T_a^{(k)}(v; u^{(k+1\ldots n)})\) is a monodromy matrix for a nested \(U_q(\mathfrak{so}_{2k+1})\)-symmetric spin chain with the full quantum space \(L^{(k)}\).

### 3.2 Creation operators and Bethe vectors

For each level of nesting we need to introduce \(m_k\)-magnon creation operators that will help us to define Bethe vectors. We will make use of the following notation:

\[
\delta(v; u^{(2\ldots n)}) := \left[ T_a^{(1)}(v; u^{(2\ldots n)}) \right]_{-1,+1},
\]

\[
B_a^{(k-1)}(v; u^{(k+1\ldots n)}) := \left[ T_a^{(k)}(v; u^{(k+1\ldots n)}) \right]_{-1,+1},
\]
where $2 \leq k \leq n$. Note that $\theta$ is an operator acting on $L^{(1)}$, and $B_a^{(k-1)}$ is a matrix in $\text{End}(V^{(k-1)}_a)$ with entries acting on $L^{(k)}$.

We define the level-$1$ creation operator by

$$B^{(0)}(u^{(1)}; u^{(2...n)}) := \prod_{i=m_1}^1 \theta(u^{(1)}_i; u^{(2...n)}). \hspace{1cm} (3.7)$$

For each $2 \leq k \leq n$ we define the level-$k$ creation operator by

$$B^{(k)}(u^{(k)}; u^{(k+1...n)}) := \prod_{i=m_k}^1 \beta_a^{(k-1,k-1)}(u^{(k)}_i; u^{(k+1...n)}) \hspace{1cm} (3.8)$$

where

$$\beta_a^{(k-1,k-1)}(u^{(k)}_i; u^{(k+1...n)}) := \chi^{(k-1)}_{a\bar{a}}(B_a^{(k-1)}(u^{(k)}_i; u^{(k+1...n)})) \hspace{1cm} (3.9)$$

with $\chi^{(k-1)}_{a\bar{a}} : \text{End}(V_a^{(k-1)}) \rightarrow (V_a^{(k-1)})^* \otimes (V_a^{(k-1)})^*$ defined via (2.4).

Bethe vectors will be constructed by acting with creation operators on a suitably chosen highest vector $\eta \in L^{(1)}$, the nested vacuum vector, defined by

$$\eta := \eta_1 \otimes \ldots \otimes \eta_l \otimes (\eta_\bar{a})_1 \otimes \ldots \otimes (\eta_\bar{a})_m. \hspace{1cm} (3.10)$$

Here $\eta_1, \ldots, \eta_l$ are highest vectors of the initial quantum spaces and $(\eta_\bar{a})_1, \ldots, (\eta_\bar{a})_m$ are highest vectors of the nested quantum spaces. For each $1 \leq k \leq n$ we define the level-$k$ Bethe vector by

$$\Phi^{(k)}(u^{(1...k)}; u^{(k+1...n)}) := \left( \prod_{i=k}^{1} B^{(i-1)}(u^{(i)}; u^{(i+1...n)}) \right) \cdot \eta. \hspace{1cm} (3.11)$$

The Bethe vector $\Phi^{(k)}(u^{(1...k)}; u^{(k+1...n)})$ is an element of the level-$k$ quantum space $L^{(k)}$ and has $u^{(k+1...n)}$ and $\rho$ as its free parameters. Furthermore, it is invariant under an interchange of any two of its non-free parameters of the same level, i.e. $u^{(l)}_i$ and $u^{(l)}_j$ for any $1 \leq l \leq k$ and any admissible $i$ and $j$. Indeed, set $\mathcal{S}_{m_{1..k}} := \mathcal{S}_{m_1} \times \ldots \times \mathcal{S}_{m_k}$ where each $\mathcal{S}_{m_l}$ is the symmetric group on $m_l$ letters. Then, given any $\sigma^{(l)} \in \mathcal{S}_{m_l},$ define the action of $\mathcal{S}_{m_{1..k}}$ on $\Phi^{(k)}(u^{(1...k)}; u^{(k+1...n)})$ by

$$\sigma^{(l)} : u^{(1...k)} \mapsto u^{(1...k)}_{\sigma^{(l)}} := (u^{(1)}_{\sigma^{(1)}}, \ldots, u^{(l)}_{\sigma^{(1)}}) \ldots, u^{(k)}_{\sigma^{(1)}} \} \text{ where } u^{(l)}_{\sigma^{(l)}} := (u^{(l)}_{\sigma^{(1)}}(1), \ldots, u^{(l)}_{\sigma^{(1)}}(m_l)).$$

For further convenience we set $\sigma_{j}^{(l)} \in \mathcal{S}_{m_l}$ to be the $j$-cycle such that

$$u^{(l)}_{\sigma_{j}^{(l)}} := (u^{(l)}_{j+1}, \ldots, u^{(l)}_{m_l}, u^{(l)}_1, \ldots, u^{(l)}_{j-1}). \hspace{1cm} (3.12)$$

We will also make use of the notation

$$u^{(l)}_{\sigma^{(l)}} \mapsto (u^{(l)}_{\sigma^{(l)}}, u^{(l)}_{\sigma^{(l)}}) := (v, u^{(l)}_{j+1}, \ldots, u^{(l)}_{m_l}, u^{(l)}_1, \ldots, u^{(l)}_{j-1}). \hspace{1cm} (3.13)$$

**Lemma 3.1.** The Bethe vector $\Phi^{(k)}(u^{(1...k)}; u^{(k+1...n)})$ is invariant under the action of $\mathcal{S}_{m_{1..k}}$.

**Proof.** We rewrite the “BB” exchange relation (2.65) in terms of the creation operators (3.9),

$$\beta^{(k-1,k-1)}_{a\bar{a}}(u^{(k)}_i; u^{(k+1...n)}) \beta^{(k-1,k-1)}_{a\bar{a}}(u^{(k+1...n)}_{i+1}; u^{(k+1...n)})$$

$$= \beta^{(k-1,k-1)}_{a\bar{a}}(u^{(k+1...n)}_{i+1}; u^{(k+1...n)}) \beta^{(k-1,k-1)}_{a\bar{a}}(u^{(k)}_i; u^{(k+1...n)})$$

$$\times R^{(k-1,k-1)}_{a\bar{a}}(u^{(k)}_i; u^{(k)}_1) R^{(k-1,k-1)}_{a\bar{a}}(u^{(k+1...n)}_{i+1}; u^{(k+1...n)}).$$

20
Lemma 2.22 then implies that $\Phi(k)(u^{(1...n)})$ is invariant under the interchange of $u_i^{(k)}$ and $u_{i+1}^{(k)}$. Analogous arguments also imply that $\Phi(k)(u^{(1...n)})$ is invariant under the interchange of $u_i^{(l)}$ and $u_{i+1}^{(l)}$ for any $1 \leq l \leq k$ and any admissible $i$, thus implying the claim. \qed

### 3.3 Transfer matrices, their eigenvalues, and Bethe equations

We are now in position to define transfer matrices and study their spectrum. With this goal in mind we introduce a diagonal “twist” matrix

$$E^{(n)} := \sum_i e_{i_1}^{(1)} \cdots e_{i_n}^{(1)} \otimes \cdots \otimes e_{i_n}^{(1)} \in \text{End}(C^{n \times n})$$

and set $E^{(k)} := E_{i}^{(1)} / E_{i}^{(1)}$. Note the factorisation relation: $E^{(n)} = E^{(n-1)} \otimes (E_1^{(n)}(1)) = E_1^{(n-1)} + E_{1+1}^{(n+1)}$ with $E^{(n-1)} \in \text{End}(C^{(n-1) \times (n-1)})$.

We begin from the simplest case, the $U_q(\mathfrak{so}_3)$-symmetric spin chain. This chain is a special case of the XXZ spin chain with spin-$\frac{1}{2}$ transfer matrix and spin-1 or spin-$\frac{1}{2}$ quantum spaces when $L_1 = L^v$ or $L^S$, respectively, and will serve as a warm-up exercise. We define the level-1 transfer matrix by

$$\varepsilon^{(1)}(v) := \text{tr}_a E_a^{(1)} T_{a}^{(1)}(v).$$

**Theorem 3.2.** The Bethe vector $\Phi^{(1)}(u^{(1)})$ is an eigenvector of $\varepsilon^{(1)}(v)$ with the eigenvalue

$$\Lambda^{(1)}(v; u^{(1)}) := E_{-1}^{(1)} f_q(v; u^{(1)}(1)) + E_{1+1}^{(1)} f_{q^{-1}}(v; u^{(1)}(1)) f_{q^{\mu}}(v; \rho)$$

where $\mu = 2$ or $1$ when $L_1 = L^v$ or $L^S$, respectively, provided

$$\text{Res}_{v \rightarrow q_i} \Lambda^{(1)}(v; u^{(1)}) = 0 \quad \text{for} \quad 1 \leq j \leq m_1.$$ (3.15)

The explicit form of the Bethe equations (3.15) is

$$\prod_{i=1}^{m_1} \frac{q u_j^{(1)} - q^{-1} u_{i}^{(1)}}{q^{-1} u_j^{(1)} - q u_{i}^{(1)}} = -\varepsilon^{(1)}(v) \prod_{i=1}^{m_1} \frac{q^\mu v^{\mu} - q^{\mu-\rho_i}}{v^{\mu} - \rho_i}.$$ (3.16)

**Proof of Theorem 3.2.** This is a standard result, see e.g. [BR08]. Write $T^{(1)}(u)$ as

$$T^{(1)}(u) = \alpha(u) e_{-1,-1}^{(1)} + \delta(u) e_{-1,+1}^{(1)} + \alpha(u) e_{+1,-1}^{(1)} + \delta(u) e_{+1,+1}^{(1)}.$$ (3.17)

**Lemma 2.22** then implies that

$$\delta(v) \delta(u) = \delta(u) \delta(v),$$

$$\alpha(v) \delta(u) = f_q(v, u) \delta(u) \alpha(v) - \frac{v/u}{v-u} \text{Res}_{w \rightarrow u} \left( f_q(w, u) \delta(v) \alpha(w) \right),$$

$$\alpha(v) \delta(u) = f_{q^{-1}}(v, u) \delta(u) \alpha(v) - \frac{v/u}{v-u} \text{Res}_{w \rightarrow u} \left( f_{q^{-1}}(w, u) \delta(v) \alpha(w) \right).$$

(3.18)
Using the relations above and the standard symmetry arguments, cf. Lemma 3.1, we obtain
\[
\tau^{(1)}(v) \Phi^{(1)}(u^{(1)}) = \left( \varepsilon^{(1)}_{-1} \alpha(v) + \varepsilon^{(1)}_{+1} d(v) \right) B(0)(u^{(1)}) \cdot \eta
\]
\[
= B(0)(u^{(1)}) \left( \varepsilon^{(1)}_{-1} f_q(v; u^{(1)}) \alpha(v) + \varepsilon^{(1)}_{+1} f_{q^{-1}}(v) d(v) \right) \cdot \eta
\]
\[
- \sum_{j=1}^{m_1} \frac{v/u^{(1)}_j}{v - u^{(1)}_j} B(0)(u^{(1)}_{u^{(1)}_j})
\]
\[
\times \text{Res}_{w \rightarrow u^{(1)}_j} \left( \varepsilon^{(1)}_{-1} f_q(w; u^{(1)}) \alpha(w) + \varepsilon^{(1)}_{+1} f_{q^{-1}}(w; u^{(1)}) d(w) \right) \cdot \eta
\]
which, upon evaluation, yields the wanted result. \(\square\)

We now turn to the \(U_q(s\mathfrak{so}_{2n+1})\)-symmetric spin chains with \(n \geq 2\). We define the level-\(n\) transfer matrix by
\[
\tau^{(n)}(v) := \text{tr}_a \mathcal{E}^{(n)}(v). 
\]
Moreover, for each \(1 \leq k \leq n - 1\), we define the nested level-\(k\) transfer matrices by
\[
\tau^{(k)}(v; u^{(k+1...n)}) := \text{tr}_a \mathcal{E}^{(k)}_a \mathcal{T}^{(k)}_a(v; u^{(k+1...n)}),
\]
\[
\mathcal{T}^{(k)}_a(v; u^{(k+1...n)}) := \text{tr}_a \mathcal{E}^{(k)}_a \mathcal{T}^{(k)}_a(v; u^{(k+1...n)}).
\]
Let \(\equiv\) denote equality of operators in the nested space \(L^{(k)}\) and set \(u^{(n+1)} := \rho\). It follows from the results of Subsection 3.1 that
\[
\tau^{(k)}(v; u^{(k+1...n)}) = \mu^{(k)}(v; u^{(k+2)}) \tau^{(k)}(q^{-4}v; u^{(k+1...n)})
\] (3.16)
where \(\mu^{(k)}(v; u^{(k+2)})\) is given by
\[
\begin{array}{ccc}
L^V & L^S \\
\mu^{(n-1)}(v; u^{(n+1)}) & f_{q^2}(v; \rho) & f_q^2(v; \rho) \\
\mu^{(k)}(v; u^{(k+2)}) & f_q^2(v; u^{(k+2)}) & f_q^2(v; \rho) f_q^2(v; u^{(k+2)})
\end{array}
\]
We extend the prescription above to include the \(k = 0\) case. The Theorem below is the main result of this section.

**Theorem 3.3.** The Bethe vector \(\Phi^{(n)}(u^{(1...n)})\) with \(n \geq 2\) is an eigenvector of \(\tau^{(n)}(v)\) with the eigenvalue
\[
\Lambda^{(n)}(v; u^{(1...n)}) := \sum_i f_q(q^{-1}(i)v; u^{(1)})
\]
\[
\times \prod_{j=1}^{n} \varepsilon^{(j)}_j \left( \mu^{(j-1)}(q^{p_j}(i)v; u^{(j+1)}) f_{q^2}(q^{p_j}(i)v; u^{(j)}) \right)^{2(1+i_j)}
\] (3.17)
where \(p_j(i) = -2 \sum_{k=j+1}^{n} (1 + i_k)\) provided
\[
\text{Res}_{v \rightarrow u^{(1)}} \Lambda^{(n)}(v; u^{(1...n)}) = 0 \quad \text{for} \quad 1 \leq j \leq m_k, \ 1 \leq k \leq n.
\] (3.18)
The explicit form of the Bethe equations (3.18) is
\[
\prod_{i=1}^{m_1} \frac{q u_i^{(1)} - q^{-1} u_i^{(1)}}{q^{-1} u_i^{(1)} - q u_i^{(1)}} \prod_{i=1}^{m_2} \frac{u_i^{(1)} - u_i^{(2)}}{q^2 u_i^{(1)} - q^{-2} u_i^{(2)}} = -\epsilon^{(1)} \lambda_1(u_i^{(1)}),
\] (3.19)
\[
\prod_{i=1}^{m_1} \frac{q^{-2} u_j^{(k)} - q u_i^{(k-1)}}{u_j^{(k)} - u_i^{(k-1)}} \prod_{i=1}^{m_2} \frac{u_j^{(k)} - q^{-2} u_i^{(k+1)}}{q^2 u_j^{(k)} - q^{-2} u_i^{(k+1)}} = -\epsilon^{(k)}
\] (3.20)
\[
\prod_{i=1}^{m_1} \frac{q^{-2} u_j^{(n)} - q^{-2} u_i^{(n-1)}}{u_j^{(n)} - u_i^{(n-1)}} \prod_{i=1}^{m_2} \frac{q^2 u_j^{(n)} - q^{-2} u_i^{(n)}}{u_j^{(n)} - u_i^{(n+1)}} = -\frac{\epsilon^{(n)}}{\epsilon^{(n-1)}} \lambda_n(u_i^{(n)}),
\] (3.21)
where \(\lambda_1(v) = 1\) or \(f_q(v; \rho)\) and \(\lambda_n(v) = f_q^2(v; \rho)\) or 1 when \(L^{(n)} = L^V\) or \(L^S\), respectively.

**Proof of Theorem 3.3.** We begin by rewriting the “AB” and “DB” exchange relations, (2.66) and (2.67), in a more convenient form. Lemma 2.13 implies that
\[
R_{21}^{(n-1,n-1)}(u,v) = \frac{R_{12}^{(n-1,n-1)}(q^{n-6}v,u)w_2}{h^{(n-1)}(v,u)}.
\]

Combining this identity with (2.5), (2.66) and (3.9) yields the wanted form of the “AB” exchange relation,
\[
A^{(n-1)}_a(v) \beta^{(n-1,n-1)}_a(u_i^{(n)}) = \beta^{(n-1,n-1)}_a(u_i^{(n)}) \left( f_q(v,u_i^{(n)}) \frac{f_q(v,u_i^{(n)})}{h^{(n-1)}(v,u_i^{(n)})} \right)
\times R_{a a_1}^{(n-1,n-1)}(q^{n-6}v,u_i^{(n)}) A^{(n-1)}_a(v) R_{a a_1}^{(n-1,n-1)}(q^{4}v,u_i^{(n)})
- \frac{v/u_i^{(n)}}{v - u_i^{(n)}} \beta^{(n-1,n-1)}_a(v) \Res_{w - u_i^{(n)}} \left( f_q(w,u_i^{(n)}) \frac{f_q(w,u_i^{(n)})}{h^{(n-1)}(w,u_i^{(n)})} \right)
\times R_{a a_1}^{(n-1,n-1)}(q^{n-6}w,u_i^{(n)}) A^{(n-1)}_a(w) R_{a a_1}^{(n-1,n-1)}(q^{4}w,u_i^{(n)}).
\] (3.22)

Applying the same arguments and the identity
\[
f_{q^{-1}}(v,u_i^{(k+1)}) = f_q(v,u_i^{(k+1)}) f_q(q^{-4}v,u_i^{(k+1)})
\]
to (2.67) we find the wanted form of the “DB” exchange relation,
\[
D^{(n-1)}_a(v) \beta^{(n-1,n-1)}_a(u_i^{(n)})
= \beta^{(n-1,n-1)}_a(u_i^{(n)}) \left( f_q^{-2}(v,u_i^{(k+1)}) \frac{f_q(q^{-4}v,u_i^{(n)})}{h^{(n-1)}(q^{-4}v,u_i^{(n)})} \right)
\times R_{a a_1}^{(n-1,n-1)}(q^{n-10}v,u_i^{(n)}) D^{(n-1)}_a(v) R_{a a_1}^{(n-1,n-1)}(v,u_i^{(n)})
- \frac{v/u_i^{(n)}}{v - u_i^{(n)}} \beta^{(n-1,n-1)}_a(v) \Res_{w - u_i^{(n)}} \left( f_q^{-2}(w,u_i^{(k+1)}) \frac{f_q(q^{-4}w,u_i^{(n)})}{h^{(n-1)}(q^{-4}w,u_i^{(n)})} \right)
\times R_{a a_1}^{(n-1,n-1)}(q^{n-10}w,u_i^{(n)}) D^{(n-1)}_a(w) R_{a a_1}^{(n-1,n-1)}(w,u_i^{(n)}).
\] (3.23)
Inspired by the exchange relations above we define a barred transfer matrix
\[
\tilde{\tau}^{(n-1)}(v; \mathbf{u}^{(n)}) := \frac{f_q(v; \mathbf{u}^{(n)})}{h^{(n-1)}(v; \mathbf{u}^{(n)})} \text{tr}_a \left( \mathcal{E}_a^{(n-1)} A_a^{(n-1)}(v) \prod_{i=1}^{m_n} R^{(n-1,n-1)}_{a_i^{(n-1)}}(q^{4i}, \mathbf{u}_i^{(n)}) \right.
\times \left. \prod_{i=m_n}^{1} R^{(n-1,n-1)}_{a_i^{(n-1)}}(q^{4n-6}v, \mathbf{u}_i^{(n)}) \right)
\]
which differs from \(\tau^{(n-1)}(v; \mathbf{u}^{(n)})\) in (3.2) by the ordering of the R-matrices only. The ordering can be amended with the help of the operator \(X^{(n-1)} := \prod_{i=1}^{m_n} X_i^{(n-1)}\) where
\[
X_i^{(n-1)} := \prod_{j=1}^{m_n} R^{(n-1,n-1)}_{a_j^{(n-1)}}(u_j^{(n)}; u_i^{(n)}) \prod_{j=m_n+1}^{i+1} R^{(n-1,n-1)}_{a_j^{(n-1)}}(q^{4n-10}u_j^{(n)}, u_i^{(n)}).
\]
In particular, \(\tilde{\tau}^{(n-1)}(v; \mathbf{u}^{(n)}) = X^{(n)} \tau^{(n-1)}(v; \mathbf{u}^{(n-1)})(X^{(n-1)})^{-1}\). Moreover, each \(X_i^{(n-1)}\) acts as a scalar operator on \(\Phi^{(n-1)}(\mathbf{u}^{(1...n-1)}, \mathbf{u}^{(n)})\). Then, using the exchange relations above, Lemma 3.1, the standard symmetry arguments, equality (3.16), and recalling that
\[
\tau^{(n)}(v) = \text{tr}_a \left( \mathcal{E}_a^{(n)} A_a^{(n-1)}(v) + \mathcal{E}_a^{(n+1)} A_a^{(n-1)}(v) \right)
\]
we obtain
\[
\tau^{(n)}(v) \Phi^{(n)}(\mathbf{u}^{(1...n)}) = \mathcal{B}^{(n-1)}(\mathbf{u}^{(n)}) X^{(n)} \tau^{(n)}(v; \mathbf{u}^{(n)}) (X^{(n-1)})^{-1} \Phi^{(n-1)}(\mathbf{u}^{(1...n-1)}, \mathbf{u}^{(n)})
\]
\[-\sum_{j=1}^{m_n} \frac{v_j^{(n)}}{v_j^{(n)}} \mathcal{B}^{(n)}(\mathbf{u}^{(n)}; \mathbf{u}_j^{(n)}) \mathcal{B}^{(n-1)}(\mathbf{u}^{(n)}; \mathbf{u}_j^{(n)}) X^{(n)}
\times \text{Res}_{w = u_j^{(n)}} \tau^{(n)}(w; \mathbf{u}^{(n)}; \mathbf{u}_j^{(n)}) (X^{(n-1)})^{-1} \Phi^{(n-1)}(\mathbf{u}^{(1...n-1)}, \mathbf{u}^{(n)})
\]
where
\[
\tau^{(n)}(v; \mathbf{u}^{(n)}) := \mathcal{E}_a^{(n)} \tau^{(n-1)}(v; \mathbf{u}^{(n)}) + \mathcal{E}_a^{(n+1)} f_q^{-1}(v; \mathbf{u}^{(n)}) \mu^{(n)}(v; \mathbf{u}^{(n+1)}) \tau^{(n-1)}(q^{-4}v; \mathbf{u}^{(n)}).
\]
Since \((X^{(n-1)})^{-1}\) acts as a scalar operator, we are only left to determine the action of \(\tau^{(n)}(v; \mathbf{u}^{(n)})\) on \(\Phi^{(n-1)}(\mathbf{u}^{(1...n-1)}, \mathbf{u}^{(n)})\). But \(\Phi^{(n-1)}(\mathbf{u}^{(1...n-1)}, \mathbf{u}^{(n)}) \in L^{(n-1)}\) and thus we can use (3.6) and repeat the same arguments as above down the nesting. This gives a recurrence relation for the eigenvalue \(\Lambda^{(n)}(v; \mathbf{u}^{(1...n)})\):
\[
\Lambda^{(k)}(v; \mathbf{u}^{(1...k)}; \mathbf{u}^{(k+1...n)}) := \mathcal{E}_a^{(k)} \Lambda^{(k-1)}(v; \mathbf{u}^{(1...k)}; \mathbf{u}^{(k+1...n)})
+ \mathcal{E}_a^{(k)} f_q^{-1}(v; \mathbf{u}^{(k)}) \mu^{(k)}(v; \mathbf{u}^{(k+1)}; \mathbf{u}^{(k+1...n)}) \Lambda^{(k-1)}(q^{-4}v; \mathbf{u}^{(1...k-1)}; \mathbf{u}^{(k+1...n)})
\]
where \(\Lambda^{(1)}(v; \mathbf{u}^{(1)}; \mathbf{u}^{(2...n)}) := \mathcal{E}_a^{(1)} f_q(v; \mathbf{u}^{(1)}) + \mathcal{E}_a^{(1)} f_q^{-1}(v; \mathbf{u}^{(1)}; \mathbf{u}^{(2)}) \mu^{(0)}(v; \mathbf{u}^{(2)}).\) Solving this recurrence relation yields the wanted result.

4 Algebraic Bethe Ansatz for \(U_q(\mathfrak{so}_{2n+2})\)-symmetric spin chains

In this section we study spectrum of \(U_q(\mathfrak{so}_{2n+2})\)-symmetric spin chains with the full quantum space given by
\[
L^{(n)} = L^V := (C^{2n+2})^{\otimes k} \quad \text{or} \quad L^{(n)} = L^{\pm s} := (V^{\pm(n)})^{\otimes k}.
\]
Our approach will be very similar to that in Section 3, thus most of the notation will carry through with minor adjustments only.
4.1 Quantum spaces and monodromy matrices

Choose $m_1, m_2, \ldots, m_n \in \mathbb{Z}_{\geq 0}$, the excitation, or magnon, numbers. For each $m_k$ assign an $m_k$-tuple $u^{(k)} := (u_1^{(k)}, \ldots, u_{m_k}^{(k)})$ of non-zero complex parameters, that will accommodate Bethe roots, and, when $k \geq 2$, two $m_k$-tuples of labels, $\hat{a} = (\hat{a}_1, \ldots, \hat{a}_{m_k})$ and $\tilde{a} = (\tilde{a}_1, \ldots, \tilde{a}_{m_k})$.

Then, for each label $\hat{a}_i^k$ and $\tilde{a}_i^k$ we associate a copy of $V^{\pm(k-1)}$ and $V^{-(k-1)}$, respectively, where $[+] = +/-$ if $k-1$ is odd/even. We will write $u^{(k)}_i = u_i^{(\pm)}$ and say that $u^{(k)}_i$ are level-1 parameters. Accordingly, we set $m_1 := m_1 + m_2$ to be the number of level-1 excitations.

Let $\eta_{(\hat{a}\tilde{a})}^{k+1} \in V^{\pm(k)}_{\hat{a}^1} \otimes V^{-(k)}_{\tilde{a}^1}$ be a highest vector as per (2.60) and set $W^{(k)}_{(\hat{a}\tilde{a})} := U_q(s\sigma_{2k+2})\eta_{(\hat{a}\tilde{a})}^{k+1}$.

Then, for each $2 \leq k < n$, we recurrently define the nested level-$k$ quantum space $L^{(k)}$ in the same way as we did in Subsection 3.1, that is

$$L^{(k)} := (L^{(k+1)})^0 \otimes W^{(k)}_{(\hat{a}\tilde{a})_{k+1}} \otimes \cdots \otimes W^{(k)}_{(\hat{a}\tilde{a})_{m_k}}$$

where

$$(L^{(k+1)})^0 := \{ \xi \in L^{(k+1)} : t^+_{i,k+2}[0] \cdot \xi = 0 \text{ for } -(k+2) \leq i \leq k+1 \}.$$

In particular, $(L^{(k+1)})^0 \cong C$ or $(V^{\pm(k)})^{\otimes k}$ when $L(n) = L^V$ or $L^\pm$, respectively. Finally, we define the nested level-$1$ quantum space to be

$$L^{(1)} := (L^{(2)})^0 \otimes V^{+(1)}_{a^1_1} \otimes V^{-(1)}_{a^1_1} \otimes \cdots \otimes V^{+(1)}_{a^1_{m_2}} \otimes V^{-(1)}_{a^1_{m_2}}.$$

We now introduce the associated monodromy matrices. We define the even and odd level-$n$ monodromy matrices with entries acting on the level-$n$ quantum space $L^{(n)}$ by

$$T^{(n)}_{a_i}(v) := T^{(n)}_{a_1}(v) \cdots T^{(n)}_{a_{n-1}}(v)$$

where $T^{(n)}_{a_i}(v) = R^{(n)}_{a_i}(v, \rho_i)$ or $R^{(n)}_{a_i}(q^2 v, \rho_i)$ or $R^{(n)}_{a_i}(q^2 v, \rho_i)$ when $L(n) = L^V$ or $L^\pm$ or $L^-$, respectively. Then, for each $1 \leq k < n$, we recurrently define the even and odd nested level-$k$ monodromy matrices with entries acting on the level-$k$ quantum space $L^{(k)}$ by

$$T^{(k)}_{a_i}(v; u^{(k+1)}) := \left( f(q)(v; u^{(k+1)}) \right)^{\frac{1}{n}} H^{(k)}(v; u^{(k+1)}) A^{(k)}_{a_i}(v; u^{(k+2)})$$

$$\times \prod_{i=1}^{m_k} R^{-(k)}_{a_i}(q^2 v, u^{(k+1)}) R^{+[k,k]}_{a_i}(q^2 v, u^{(k+1)})$$

$$A^{(k)}_{a_i}(v; u^{(k+2)}) \equiv A^{(k)}_{a_i}(v; u^{(k+2)}) \prod_{i=1}^{m_{k+1}} R^{\pm(k)}_{(a\tilde{a})_i}(v, u^{(k+1)}), \quad (4.4)$$

$$\tilde{T}^{(k)}_{a_i}(v; u^{(k+1)}) := \left( f(q)(-q^2 v; u^{(k+1)}) \right)^{\frac{1}{2}} H^{(k)}(v; u^{(k+1)}) D^{(k)}_{a_i}(v; u^{(k+2)})$$

$$\times \prod_{i=1}^{m_k} R^{-(k)}_{a_i}(v, u^{(k+1)}) R^{+[k,k]}_{a_i}(q^2(-v), u^{(k+1)})$$

$$D^{(k)}_{a_i}(v; u^{(k+2)}) \equiv D^{(k)}_{a_i}(v; u^{(k+2)}) \prod_{i=1}^{m_{k+1}} R^{\pm(k)}_{(a\tilde{a})_i}(q^2 v, u^{(k+1)}), \quad (4.5)$$

where $[+] = +/-$ if $k$ is odd/even, and

$$A^{(k)}_{a_i}(v; u^{(k+2)}) = [T^{(k+1)}_{a_i}(v; u^{(k+2)})]_{-1,-1}, \quad (4.6)$$

$$D^{(k)}_{a_i}(v; u^{(k+2)}) = [T^{(k+1)}_{a_i}(v; u^{(k+2)})]_{1,1}.$$ 

(4.7)
and \( k > 1 \) denotes equality of operators in the space \( L^{(k)} \) when \( k > 1 \) subject to a suitable identification of the spaces \( W_{(a)}^{(k)} \) and copies of \( \mathbb{C}^{2k+2} \), as per Lemma 2.21. When \( k = 1 \), the expressions above simplify to (4.12–4.15) shown below because \( R^{±π(1,1)}(u,v) = I^{±π(1,1)} \).

The nested monodromy matrices span the following nesting tree:

\[
\begin{array}{c}
T_a^{±(n−1)}(v;u^{(n)})
\end{array}
\]

By the same arguments as in the previous case, it will be sufficient to focus on the non-tilded monodromy matrices at each level of nesting. In particular, we have the following equalities of operators (4.6) and (4.7) in the spaces \( L^{(n−1)} \) and \( L^{(k)} \) with \( 1 ≤ k < n − 1 \), subject to the choice of the full quantum space \( L^{(n)} \):

| \( L^V \) | \( L^+S \) | \( L^−S \) |
|-------|-------|-------|
| \( A_a^{±(n−1)}(v) \) | \( T_a^{±(n−1)}(v) \) | \( T_a^{±(n−1)}(v) \) |
| \( D_a^{−(n−1)}(v) \) | \( f_q(v; ρ) f_q(v; ρ) T_a^{−(n−1)}(q^{−2}v) \) | \( T_a^{n−(1)}(q^{−2}v) \) |
| \( D_a^{+(n−1)}(v) \) | \( f_q(v; ρ) T_a^{−(n−1)}(q^{−2}v) \) | \( f_q(v; ρ) T_a^{−(n−1)}(q^{−2}v) \) |
| \( A_a^{±(k)}(v; u^{(k+2n−n)}) \) | \( 1 \) | \( 1 \) |
| \( D_a^{−(k)}(v; u^{(k+2n−n)}) \) | \( f_q(v; ρ) f_q(v; u^{(k+2)}) T_a^{−(k)}(q^{−2}v) \) | \( f_q(v; ρ) f_q(v; u^{(k+2)}) T_a^{−(k)}(q^{−2}v) \) |
| \( D_a^{+(k)}(v; u^{(k+2n−n)}) \) | \( f_q(v; u^{(k+2)}) T_a^{+(k)}(q^{−2}v) \) | \( f_q(v; ρ) f_q(v; u^{(k+2)}) T_a^{+(k)}(q^{−2}v) \) |

The operators \( T_a^{±(n−1)}(v) \) and \( T_a^{±(k)}(v) \) are defined in the same way as \( T_a^{±(n)}(v) \), viz. (4.3). It is now easy to see that, for \( ε_a, ε_b = ± \),

\[
\begin{align*}
P_{ab}^{ε_a,ε_b}(k)(v,w) T_a^{ε_a}(v; u^{(k+1n)}) T_b^{ε_b}(w; u^{(k+1n)})
&= T_a^{ε_a}(w; u^{(k+1n)}) T_b^{ε_b}(v; u^{(k+1n)}) P_{ab}^{ε_a,ε_b}(k)(v,w).
\end{align*}
\]

Thus entries of \( T_a^{±(k)}(v; u^{(k+1n)}) \) in the space \( L^{(k)} \) satisfy the exchange relations given by Lemma 2.23. In other words, operators \( T_a^{±(k)}(v; u^{(k+1n)}) \) and \( T_a^{−(k)}(v; u^{(k+1n)}) \) are even and odd monodromy matrices for a nested \( U_q(\mathfrak{so}_{2k+2}) \)-symmetric spin chain with the full quantum space \( L^{(k)} \).

### 4.2 Creation operators and Bethe vectors

We now introduce \( m_k \)-magnon creation operators. We will make use of the following notation:

\[
\begin{align*}
\delta^+(v; u^{(2n−2)}) := [T_a^{±(1)}(v; u^{(2n−2)})]_{−1,+1},
B_a^{−(k−1)}(v; u^{(k+1n)}) := [T_a^{±(k)}(v; u^{(k+1n)})]_{−1,+1}.
\end{align*}
\]

We define the level-1 creation operator by

\[
\delta^{(0)}(u^{(1)}; u^{(2n−2)}) := \prod_{i=m_−}^{1} \delta^+(u_i^+; u^{(2n−2)}) \prod_{i=m_−}^{1} \delta^−(u_i^−; u^{(2n−2)}).
\]
For each $2 \leq k \leq n$ we define the level-$k$ creation operator by

$$B^{(k-1)}(u^{(k)}; u^{(k+1...n)}) := \prod_{i=m_k}^{1} \beta_{a_i^k a_i^k}^{(k-1,k-1)}(u_i^{(k)}; u^{(k+1...n)})$$

where

$$\beta_{a_i^k a_i^k}^{(k-1,k-1)}(u_i^{(k)}; u^{(k+1...n)}) := \chi^{-(k-1)}_{a_i^k a_i^k}^{-1}(u_i^{(k)}; u^{(k+1...n)})$$

with $\chi^{-(k-1)}: \text{Hom}(V^{-(n-1)}, V^{+(n-1)}) \to (V^{+[k-1]})^* \otimes (V^{-(k-1)})^*$ defined via (2.8).

We define the nested vacuum vector $\eta$ and the Bethe vectors $\Phi^{(k)}(u^{(1...k)}; u^{(k+1...n)})$ with $1 \leq k \leq n$ in the same way as before, that is, by (3.10)–(3.11), except that $\eta_{\alpha a}^{(k)}$ with $2 < k \leq n$ are now given by (2.60) and $\eta_{\alpha a}^{(k)} = e_1^{(+)} \otimes e_{-1}^{(-)}$. We set $\mathcal{S}_{m_1...k} := \mathcal{S}_{m_1} \times \mathcal{S}_{m_2} \times \mathcal{S}_{m_3} \times \cdots \times \mathcal{S}_{m_k}$ and define its action on $\Phi^{(k)}(u^{(1...k)}; u^{(k+1...n)})$ in the same way as we did before. The proof of the Lemma below is analogous to that of Lemma 3.1.

**Lemma 4.1.** The Bethe vector $\Phi^{(k)}(u^{(1...k)}; u^{(k+1...n)})$ is invariant under the action of $\mathcal{S}_{m_1...k}$.

### 4.3 Transfer matrices, their eigenvalues, and Bethe equations

We are now ready to define transfer matrices and study their spectrum. The diagonal “twist” matrix that we will need is

$$E^\pm(n) := \sum_i e^{(1)}_{i_1} \cdots e^{(n)}_{i_n} e^{(e)}_{i_1i_2} \otimes e^{(1)}_{i_2i_3} \otimes \cdots \otimes e^{(1)}_{i_{n-1}i_n} \in \text{End}(V^\pm(n))$$

where $e = \pm/\mp$ if $(-1)^{n-1}i_1 \cdots i_n = 1/1$.

We begin with the first non-trivial case, the $U_q(\mathfrak{so}_4)$-symmetric spin chain. In this case the monodromy matrices $T^{+1}_a(v)$ and $T^{-1}_a(w)$ commute for any values of $v$ and $w$. Thus the spin chain effectively factorises into two XXZ spin chains with the even and odd transfer matrices given by

$$\tau^{\pm1}(v) := \text{tr}_a E^{\pm1}_a T^{\pm1}_a(v).$$

When $L^{(1)} = L^V$, the vacuum vector is $\eta = e_{-2} \otimes \cdots \otimes e_{-2}$. It is a unique joined highest vector of both $T^{+1}_a(v)$ and $T^{-1}_a(v)$. The operator $B^{(0)}(u^{(1)})$ acting on $\eta$ creates $m_\pm$ even and $m_\pm$ odd excitations. When $L^{(1)} = L^S$, the vacuum vector is $\eta = e^{(+)}_{-1} \otimes \cdots \otimes e^{(+)}_{-1}$. It is a highest vector of $T^{+1}_a(v)$ and a singular vector of $T^{-1}_a(v)$, i.e. $\eta$ is annihilated by the off-diagonal matrix entries of $T^{-1}_a(v)$. Thus the operator $B^{(0)}(u^{(1)})$ now creates $m_\pm$ even excitations only.

Lastly, when $L^{(1)} = L^-S$, the vacuum vector is $\eta = e^{(-)}_{-1} \otimes \cdots \otimes e^{(-)}_{-1}$. It is a highest vector of $T^{-1}_a(v)$ and a singular vector of $T^{+1}_a(v)$. Thus the operator $B^{(0)}(u^{(1)})$ creates $m_\pm$ odd excitations only.

The Theorem below follows by the same arguments as Theorem 3.2.

**Theorem 4.2.** The Bethe vector $\Phi^{(1)}(u^{(1)})$ is an eigenvector of $\tau^{\pm1}(v)$ with the eigenvalue

$$\Lambda^{\pm1}(v; u^\pm) := e^{(-1)}_{-1} f_q(v; u^\pm) + e^{(1)}_{+1} f^{-1}_{q} (v; u^\pm) f_{q^{-1}} (v; \rho)$$

provided

$$\text{Res}_{v = u^\pm_j} \Lambda^{\pm1}(v; u^\pm) = 0 \quad \text{for} \quad 1 \leq j \leq m_\pm.$$
The explicit form of the Bethe equations (4.11) is
\[
\prod_{i=1}^{m_{\pm}} q u_j^\pm - q^{-1} u_i^\pm = -e^{(1)} \prod_{i=1}^{\ell} q u_j^\pm - q^{-1} \rho_i.
\]

We note that these are two independent sets of Bethe equations, for \( u^+ \) and for \( u^- \), and the excitation numbers \( m_+ \) and \( m_- \) depend on the choice of \( L(1) \).

We now turn our focus to the \( U_q(\mathfrak{so}_4) \)-symmetric spin chain. This chain can be viewed as a generalised \( U_q(\mathfrak{gl}_4) \)-symmetric XXZ spin chain. We begin by addressing the corresponding nested \( U_q(\mathfrak{so}_4) \)-symmetric spin chain. The nested level-1 quantum space is given by (4.2). The nested vacuum vector takes the form
\[
\eta = \eta_1 \otimes \cdots \otimes \eta_\ell \otimes e^{(+)} \otimes e^{(-)} \otimes e^{(+)} \otimes e^{(-)}.
\]

The nested level-1 monodromy matrices that we will need are (cf. (4.4) and (4.5)):
\[
\begin{align*}
T_a^{(1)} (v; u^{(2)}) &= A_a^{(1)} (v) \prod_{i=1}^{m_2} R_{a a_i^2}^{(1)} (q^2 v, u_i^{(2)}), \\
T_a^{-(1)} (v; u^{(2)}) &= A_a^{-(1)} (v) \prod_{i=1}^{m_2} R_{a a_i^2}^{-(1)} (q^2 v, u_i^{(2)}), \\
\bar{T}_a^{(1)} (v; u^{(2)}) &= D_a^{(1)} (v) \prod_{i=1}^{m_2} R_{a a_i^2}^{(1)} (v, u_i^{(2)}), \\
\bar{T}_a^{-(1)} (v; u^{(2)}) &= D_a^{-(1)} (v) \prod_{i=1}^{m_2} R_{a a_i^2}^{-(1)} (v, u_i^{(2)}),
\end{align*}
\]

where \( A_a^{(1)} (v) = [T_a^{(1)} (v)]_{-1,-1} \) and \( D_a^{(1)} (v) = [T_a^{-(1)} (v)]_{+1,+1} \). The corresponding nested transfer matrices are
\[
\tau^{(1)} (v; u^{(2)}) = \text{tr}_a \rho^{(1)} (T_a^{(1)} (v; u^{(2)})), \quad \tau^{-(1)} (v; u^{(2)}) = \text{tr}_a \rho^{-(1)} (\bar{T}_a^{(1)} (v; u^{(2)})).
\]

Let \( \equiv \) denote equality of operators in the nested space \( L^{(1)} \). Then
\[
\tau^{\pm(1)} (v; u^{(2)}) \equiv \mu^{\pm(1)} (v) \tau^{\pm(1)} (q^2 v; u^{(2)}).
\]
Proposition 4.3. The nested Bethe vector $\Phi^{(1)}(\mathbf{u}; \mathbf{u}^{(2)})$ is an eigenvector of $\tau^{\pm(1)}(\nu; \mathbf{u}^{(2)})$ with the eigenvalue

$$\Lambda^{\pm(1)}(\nu; \mathbf{u}; \mathbf{u}^{(2)}) := \epsilon_{-1}^{(1)} f_\nu(\mathbf{u}; \mathbf{u}) + \epsilon_{+1}^{(1)} f_{-\nu}(\mathbf{u}; \mathbf{u}) f_\nu(\mathbf{u}; \mathbf{u}^{(2)}) \lambda_\nu(\mathbf{u})$$  \hspace{1cm} (4.17)

provided

$$\text{Res}_{\mathbf{u}} \Lambda^{\pm(1)}(\nu; \mathbf{u}; \mathbf{u}^{(2)}) = 0 \quad \text{for} \quad 1 \leq j \leq m^\pm.$$  \hspace{1cm} (4.18)

We are now ready to address the full $U_q(\mathfrak{so}_6)$-symmetric spin chain. We define its transfer matrices by

$$\tau^{\pm(2)}(\nu) := \text{tr}_a \epsilon^\pm(2) \tau^\pm(2)(\nu).$$

Theorem 4.4. The Bethe vector $\Phi^{(2)}(\mathbf{u}^{(1,2)})$ is an eigenvector of $\tau^{\pm(2)}(\nu)$ with the eigenvalue

$$\Lambda^{\pm(2)}(\nu; \mathbf{u}^{(1,2)}) := \epsilon_{-1}^{(2)} \left( \epsilon_{-1}^{(1)} f_\nu(\mathbf{u}; \mathbf{u}) + \epsilon_{+1}^{(1)} f_{-\nu}(\mathbf{u}; \mathbf{u}) f_\nu(\mathbf{u}; \mathbf{u}^{(2)}) \lambda_\nu(\mathbf{u}) \right) + \epsilon_{+1}^{(2)} \mu^{(1)}(\nu) \left( \epsilon_{-1}^{(1)} f_{-\nu}(\mathbf{u}; \mathbf{u}) f_\nu(\mathbf{q}^{-2}\nu; \mathbf{u}) + \epsilon_{+1}^{(1)} f_{-\nu}(\mathbf{q}^{-2}\nu; \mathbf{u}) \lambda_{\mathbf{u}}(\mathbf{q}^{-2}\nu) \right)$$

provided

$$\text{Res}_{\mathbf{u}} \Lambda^{\pm(2)}(\nu; \mathbf{u}^{(1,2)}) = 0 \quad \text{for} \quad 1 \leq j \leq m_k, \ k = 1, 2.$$  \hspace{1cm} (4.20)

The explicit form of the Bethe equations (4.20) is

$$\prod_{i=1}^{m_+} \frac{u_j^+ - q^{-1} u_j^+ \epsilon_i^{(1)}}{u_j^+ - u_j^+} \prod_{i=1}^{m_-} \frac{u_j^- - q u_j^- \epsilon_i^{(1)}}{u_j^- - q^{-1} u_j^-} = -\epsilon^{(1)} e^{(1)}(u_j^{\pm}),$$  \hspace{1cm} (4.21)

$$\prod_{i=1}^{m_+} \frac{q^{-1} u_j^-(2) - q u_j^-(2) \epsilon_i^{(2)}}{u_j^-(2) - u_j^-(2)} \prod_{i=1}^{m_-} \frac{q u_j^+(2) - q^{-1} u_j^+(2) \epsilon_i^{(2)}}{u_j^+(2) - q u_j^+(2)} = -\epsilon^{(2)} e^{(2)}(u_j^{\pm}),$$

where $\lambda_2$ is given by $\lambda_2(\nu) = f_\nu(\mathbf{u}; \mathbf{\rho})$ or 1 when $L^{(2)} = L^V$ or $L^{\pm S}$, respectively.

Proof of Theorem 4.4. We start by rewriting the “AB” and “DB” exchange relations, (2.71) and (2.72), in a more convenient form. First, using Lemma 2.18, we deduce that

$$R^{\pm(1,1)}_{21}(\nu, \mathbf{v}) = \frac{R^{\pm(1,1)}_{12}(\nu^2, \mathbf{v}) w_1}{f_{\nu}(\mathbf{v}, \mathbf{u})}.$$

Then, repeating the same arguments as in the Proof of Theorem 3.3, we find the wanted exchange relations for $A^{(+1)}(\nu)$ and $D^{(-1)}(\nu)$ to be

$$A^{(+1)}_a(\nu) \beta^{(+1,1)}_a(\nu) \left( \begin{array}{c} u_i^{(2)} \\ u_i^{(1)} \end{array} \right) = \beta^{(+1,1)}_a(\nu) \left( \begin{array}{c} R^{+(1,1)}_{aa}^{(1)}(\nu^2, \mathbf{v}) \mathbf{a}_a^{(1)}(\nu) \\ R^{+(1,1)}_{aa}^{(1)}(\nu^2, \mathbf{v}) \mathbf{a}_a^{(1)}(\nu) \end{array} \right),$$

$$D^{(-1)}_a(\nu) \beta^{(-1,1)}_a(\nu) \left( \begin{array}{c} u_i^{(2)} \\ u_i^{(1)} \end{array} \right) = \beta^{(-1,1)}_a(\nu) \left( \begin{array}{c} f_{\nu}(\nu, \mathbf{v}) D^{(-1)}_a(\nu) R^{+(1,1)}_{aa}^{-(1)}(\nu, \mathbf{v}) \mathbf{a}_a^{(1)}(\nu) \\ f_{\nu}(\nu, \mathbf{v}) D^{(-1)}_a(\nu) R^{+(1,1)}_{aa}^{-(1)}(\nu, \mathbf{v}) \mathbf{a}_a^{(1)}(\nu) \end{array} \right).$$
Consequently, using Lemma 4.1, relation (4.16), and the standard symmetry arguments, we find
\[
\tau^{+(2)}(v) \phi^{(2)}(u^{(1,2)}) = \left( \varepsilon^{(2)}_+ \tau_a \mathcal{C}_a^{(1)} A^{+(1)}_a(v) + \varepsilon^{(2)}_+ \tau_a \mathcal{C}_a^{(1)} D^{+(1)}_a(v) \right) \mathcal{B}^{(1)}(u^{(2)}) \phi^{(1)}(u^{(1)}) \\
= \mathcal{B}^{(1)}(u^{(2)}) \left( \varepsilon^{(2)}_+ \tau^{+(1)}(v; u^{(2)}) + \varepsilon^{(2)} f_{q-1}(v; u^{(2)}) \mu^{-1}(v) \tau^{-(1)}(q^{-2}v; u^{(2)}) \right) \phi^{(1)}(u^{(1)}) \\
- \sum_{j=1}^{m_2} \frac{v u^{(2)}_{j}}{v - u^{(2)}_{j}} \mathcal{B}^{(1)}(u^{(2)}_{j} \sigma^{-1} \rightarrow v) \mathcal{R}_{\sigma} \left( \varepsilon^{(2)}_+ \tau^{+(1)}(w; u^{(2)}_{j}) \right) + \mathcal{B}^{(1)}(u^{(2)}_{j} \sigma^{-1} \rightarrow v) \mathcal{R}_{\sigma} \left( \varepsilon^{(2)}_+ \tau^{+(1)}(w; u^{(2)}_{j}) \right) \phi^{(1)}(u^{(1)}) \\
+ \varepsilon^{(2)} f_{q-1}(w; u^{(2)}) \mu^{-1}(w) \tau^{-(1)}(q^{-2}w; u^{(2)}) \phi^{(1)}(u^{(1)}) \\
\]
which, combined with Proposition 4.3, implies the claim for \( \tau^{+(2)}(v) \).

We now repeat the same analysis for \( \tau^{-2}(v) \). This time we focus on the “wanted” terms only. The exchange relations for \( A^{-1}(v) \) and \( D^{+(1)}(v) \) take the form
\[
A^{+(1)}_a(v) \beta^{+(1,1)}_{a_i a_i}(u^{(2)}_{i}) = \beta^{+(1,1)}_{a_i a_i}(u^{(2)}_{i}) \left( A^{+(1)}_a(v) R^{-(1,1)}_{a_i a_i}(q^2 v, u^{(2)}_{i}) \right) + UWT, \\
D^{+(1)}_a(v) \beta^{+(1,1)}_{a_i a_i}(u^{(2)}_{i}) = \beta^{+(1,1)}_{a_i a_i}(u^{(2)}_{i}) \left( f_{q-1}(v, u^{(2)}_{i}) R^{+(1,1)}_{a_i a_i}(v, u^{(2)}_{i}) D^{+(1)}_a(v) \right) + UWT \\
\]
where \( UWT \) denote the remaining “unwanted” terms. Then, repeating the same steps as before, we find
\[
\tau^{-2}(v) \phi^{(2)}(u^{(1,2)}) = \left( \varepsilon^{(2)}_+ \tau_a \mathcal{C}_a^{(1)} (t^{(1,1)}_a)(v) + \varepsilon^{(2)}_+ \tau_a \mathcal{C}_a^{(1)} (t^{(1,1)}_a)(v) \right) \mathcal{B}^{(1)}(u^{(2)}) \phi^{(1)}(u^{(1)}) \\
= \mathcal{B}^{(1)}(u^{(2)}) \left( \varepsilon^{(2)}_+ \tau^{-(1)}(v; u^{(2)}) + \varepsilon^{(2)} f_{q-1}(v; u^{(2)}) \mu^{+(1)}(v) \tau^{+(1)}(q^{-2}v; u^{(2)}) \right) \phi^{(1)}(u^{(1)}) \\
+ UWT. \\
\]
Since \( \tau^{-2}(v) \) and \( \tau^{+(2)}(w) \) commute for any values of \( v \) and \( w \), we do not need to consider the unwanted terms. Proposition 4.3 then yields the eigenvalue of \( \tau^{-2}(v) \).

We are finally ready to consider the \( U_q(\mathfrak{so}_{2n+2}) \)-symmetric spin chains with \( n \geq 3 \). We define the level-\( n \) transfer matrices in the usual way,
\[
\tau^{\pm(n)}(v) := \tau_a \mathcal{C}_a^{\pm(n)} T^{\pm(n)}(v). \\
\]
Then for each \( 1 \leq k \leq n - 1 \) we define the nested level-\( k \) transfer matrices by
\[
\tau^{\pm(k)}(v; u^{(k+1...n)}) := \tau_a \mathcal{C}_a^{\pm(k)} \tau^{\pm(k)}(v; u^{(k+1...n)}), \\
\tau^{\pm(k)}(v; u^{(k+1...n)}) := \tau_a \mathcal{C}_a^{\pm(k)} \tau^{\pm(k)}(v; u^{(k+1...n)}). \\
\]
Let \( \equiv \) denote equality of operators in the nested space \( L^{(k)} \). Then we have that
\[
\tau^{\pm(k)}(v; u^{(k+1...n)}) \equiv \mu^{\pm(k)}(v; u^{(k+2...n)}) \tau^{\pm(k)}(q^{-2}v; u^{(k+1...n)}) \\
\]
where \( \mu^{\pm(k)}(v; u^{(k+2...n)}) \) is given by
\[
\begin{array}{cccc}
L^V & L^S & L^-S \\
\mu^{+(n-1)}(v; u^{(n+1)}) & f_q(v; \rho) & 1 & f_q(v; \rho) \\
\mu^{-(n-1)}(v; u^{(n+1)}) & f_q(v; \rho) & f_q(v; \rho) & 1 \\
\mu^{+(k)}(v; u^{(k+2...n)}) & f_q(v; u^{(k+2...n)}) & f_q(v; u^{(k+2...n)}) & f_q(v; u^{(k+2...n)}) \\
\mu^{-(k)}(v; u^{(k+2...n)}) & f_q(v; u^{(k+2...n)}) & f_q(v; u^{(k+2...n)}) & f_q(v; u^{(k+2...n)}) \\
\end{array}
\]
We extend the definition above to include the $k = 0$ case. The Theorem below is the second main result of this section.

**Theorem 4.5.** The Bethe vector $\Phi^{(n)}(\mathbf{u}^{(1\ldots n)})$ with $n \geq 3$ is an eigenvector of $\tau^{\pm(n)}(\nu)$ with the eigenvalue
\[
\lambda^{\pm(n)}(\nu; \mathbf{u}^{(1\ldots n)}) := \sum_{i} f_{q}(p_{i}(\nu), \mathbf{u}^{(l_{q}(i))}) \times \prod_{j=1}^{n} e_{q}(j)(\mu^{\pm}(i)(j-1)(p_{i}(\nu), \mathbf{u}^{(j+1)})) f_{q}(p_{i}(\nu), \mathbf{u}^{(j)}) \left(1 + i_{j}\right)^{1/2}
\] (4.23)

where $p_{j}(i) = - \sum_{k=j+1}^{n}(1 + i_{k})$ and $s_{j}(i) = \text{sign}\left((-1)^{n-j-1} \prod_{k=j+1}^{n} i_{k}\right)$ provided
\[
\text{Res}_{\nu^{\to i_{j}}} \lambda^{\pm(n)}(\nu; \mathbf{u}^{(1\ldots n)}) = 0 \quad \text{for} \quad 1 \leq k \leq n, \; 1 \leq j \leq m_{k}.
\] (4.24)

The explicit form of the Bethe equations of (4.24) with $n \geq 3$ is
\[
\prod_{i=1}^{m_{+}} q_{ij}^{+} - q_{ij}^{-} u_{ij}^{+} \left(1 + i_{j}\right) = - \varepsilon^{(1)}(\nu),
\] (4.25)
\[
\prod_{i=1}^{m_{+}} q_{ij}^{-} u_{ij}^{-} \left(1 + i_{j}\right) = - \varepsilon^{(2)}(\nu),
\] (4.26)
\[
\prod_{i=1}^{m_{-}} q_{ij}^{+} - q_{ij}^{-} u_{ij}^{+} \left(1 + i_{j}\right) = - \varepsilon^{(k)}(\nu),
\] (4.27)
\[
\prod_{i=1}^{m_{-}} q_{ij}^{-} u_{ij}^{-} \left(1 + i_{j}\right) = - \varepsilon^{(n)}(\nu),
\] (4.28)

where $\lambda_{n}$ is given by $\lambda_{n}(\nu) = f_{q}(\nu; \rho)$ or 1 when $L^{(n)} = L^{V}$ or $L^{\pm S}$, respectively.

**Proof of Theorem 4.5.** The proof is very similar to that of Theorem 3.3. We begin by focusing on $\tau^{\pm(n)}(\nu)$ and rewriting the corresponding “AB” and “DB” exchange relations in a more convenient form. From Lemma 2.18 we deduce that
\[
R_{21}^{+}(n-1, n-1)_{1}(\nu, u) = \frac{(R_{12}^{\pm(n-1, n-1)}(q_{2n-2}^{n-2}, u) v_{2})}{\varepsilon^{(n-1)/2}(\nu, u)}
\]

where $[+] = +/-$ if $n-1$ is odd/even. Combining these identities with (2.9), (2.71), (2.72) and (4.9) yields the wanted “AB” and “DB” exchange relations:
\[
A_{a}^{(n-1)}(\nu) \beta_{a_{i}a_{i}}^{[\pm](n-1, n-1)}(\nu, u_{i}^{(n)})
\]
\[
= \beta_{a_{i}a_{i}}^{[\pm](n-1, n-1)}(\nu, u_{i}^{(n)}) \left(\frac{f_{q}(\nu, u_{i}^{(n)})}{\varepsilon^{(n-1)/2}(\nu, u_{i}^{(n)})}\right)
\times R_{aa_{i}}^{[\pm](n-1, n-1)}(q_{2n-2}^{n-2}, u_{i}^{(n)}) A_{a}^{(n-1)}(\nu) R_{a_{i}a_{i}}^{[\pm](n-1, n-1)}(q_{2}^{n-2}, u_{i}^{(n)})
\]
\[
\] (4.29)
\[ D_{a}^{-(n-1)}(v) \beta_{a^{m_{a}}_{r_{a_{n}}}}^{[\pm]}(n-1)(u^{(n)}) \]
\[ = \beta_{a^{m_{a}}_{r_{a_{n}}}}^{[\pm]}(n-1)(n-1, n-1, u^{(n)}) \left( \frac{f_{q^{-1}}(v, u^{(n)})}{h^{-((n-1)/2)(q^{-2}v, u^{(n)})}} \right) \]
\[ \times R_{a^{m_{a}}_{r_{a_{n}}}}^{a^{n-1}}(q^{2n-4}v, u^{(n)}) D_{a}^{-(n-1)}(v) R_{a^{m_{a}}_{r_{a_{n}}}}^{a^{n-1}}(v, u^{(n)}) \]
\[ - \frac{v}{u^{(n)}} \beta_{a^{m_{a}}_{r_{a_{n}}}}^{[\pm]}(n-1, n-1)(n-1) \left( \frac{f_{q^{-1}}(w, u^{(n)})}{h^{-((n-1)/2)(q^{-2}w, u^{(n)})}} \right) \]
\[ \times R_{a^{m_{a}}_{r_{a_{n}}}}^{a^{n-1}}(q^{2n-4}w, u^{(n)}) D_{a}^{-(n-1)}(w) R_{a^{m_{a}}_{r_{a_{n}}}}^{a^{n-1}}(w, u^{(n)}) \right), \quad (4.30) \]

Inspired by the exchange relations above we define barred transfer matrices

\[
\bar{\tau}^{\pm(n-1)}(v; u^{(n)}) := \frac{f_{q}(v; u^{(n)})}{h^{\pm((n-1)/2)}(v; u^{(n)})} \]
\[ \times \text{tr}_{a} \left[ \epsilon_{a}^{(n-1)}A_{a}^{+(n-1)}(v) \prod_{i=1}^{m_{a}} R_{a_{i}^{n-1}}^{a^{n-1}}(q^{2n-4}v, u^{(n)}) \right. \]
\[ \times \left. \prod_{i=m_{a}+1}^{m_{a}} R_{a_{i}^{n-1}}^{a^{n-1}}(q^{2n-4}v, u^{(n)}) \right), \]
\[
\bar{\tau}^{-(n-1)}(v; u^{(n)}) := \frac{f_{q^{-1}}(v; u^{(n)})}{h^{-((n-1)/2)(q^{-2}v, u^{(n)})}} \]
\[ \times \text{tr}_{a} \left[ \epsilon_{a}^{(n-1)}D_{a}^{-(n-1)}(v) \prod_{i=1}^{m_{a}} R_{a_{i}^{n-1}}^{a^{n-1}}(v, u^{(n)}) \right. \]
\[ \times \left. \prod_{i=m_{a}+1}^{m_{a}} R_{a_{i}^{n-1}}^{a^{n-1}}(q^{2n-4}v, u^{(n)}) \right), \]

which differ from \( \tau^{\pm(n-1)}(v; u^{(n)}) \) in (4.4) and (4.5) by the ordering of R-matrices. The ordering can be amended with the help of the operator \( X^{(n-1)} := \prod_{i=1}^{m_{a}-1} X_{i}^{(n-1)} \) where

\[
X_{i}^{(n-1)} := \prod_{j=i+1}^{m_{a}} R_{a_{j}^{n-1}}^{a^{n-1}}(u^{(n)}), u_{i}^{(n)}(u^{(n)}), u_{i}^{(n)}(u^{(n)}). \]

In particular, \( \bar{\tau}^{\pm(n-1)}(v; u^{(n)}) = X^{(n-1)}(X^{(n-1)}(v; u^{(n)}), (X^{(n-1)})^{-1} \) and each \( X_{i}^{(n-1)} \) acts as a scalar operator on \( \phi^{(n)}(u^{(1 \ldots n-1)}; u^{(n)}) \). Therefore

\[
\tau^{+(n)}(v) \phi^{(n)}(u^{(1 \ldots n)}) = \mathcal{B}^{(n-1)}(u^{(1 \ldots n)}) X_{i}^{(1 \ldots n)} \tau^{+(n)}(v; u^{(n)})(X^{(n-1)})^{-1} \phi^{(n)}(u^{(1 \ldots n)}; u^{(n)}) \]
\[ - \sum_{j=1}^{m_{a}} \frac{v}{u^{(n)}} \mathcal{B}^{(n-1)}(u^{(n)}), u_{j}^{(n)}(u^{(n)}), u_{j}^{(n)}(u^{(n)}) \rightarrow v \]
\[ \times \text{Res}_{w = u_{j}^{(n)}}^{(n)} \tau^{+(n)}(w; u_{j}^{(n)})(X^{(n-1)})^{-1} \phi^{(n)}(u^{(1 \ldots n)}; u_{j}^{(n)}). \]

where

\[
\tau^{+(n)}(v; u^{(n)}) := \epsilon_{-1}^{(n)} \tau^{+(n-1)}(v; u^{(n)}) + \epsilon_{+1}^{(n)} f_{q^{-1}}(v, u^{(n)}) \mu^{-(n-1)}(v; \rho) \tau^{-(n-1)}(q^{-2}v; u^{(n)}). \]
We now repeat the same analysis for \( \tau^{- (n)} (v) \). This time we focus on the “wanted” terms only. The relevant exchange relations are now

\[
A_a^{- (n-1)}(v) \beta_a^{[n-1]}(u_i^{(n)}) = \beta_a^{[n-1]}(u_i^{(n)}) \left( \frac{1}{h^{-((n-1)/2)}(v, u_i^{(n)})} \right) \times R_a^{n-1,n-1}(q^{2-n^2}v, u_i^{(n)}) R_a^{-n-1}(v) + UWT,
\]

\[
D_a^{+ (n-1)}(v) \beta_a^{[n-1]}(u_i^{(n)}) = \beta_a^{[n-1]}(u_i^{(n)}) \left( \frac{1}{h^{-((n-1)/2)}(q^{-2}v, u_i^{(n)})} \right) \times R_a^{n-1,n-1}(q^{2-n^2}v, u_i^{(n)}) D_a^{-n-1}(v) + UWT.
\]

Repeating the same steps as above we obtain

\[
\tau^{- (n)}(v, u^{(n)}) = \mathcal{R}^{(n-1)}(v, u^{(n)}) X(v, u^{(n)})^{-1} \times \Phi^{(n-1)}(u^{(n-1)}, u^{(n)}) + UWT \quad (4.31)
\]

where

\[
\tau^{- (n)}(v, u^{(n)}) := \epsilon^{- (n-1)}(v, u^{(n)}) + \epsilon^{(n)} f_{q^{-1}}(v, u^{(n)}) \mu^{(n-1)}(v, u^{(n)}) + \\tau^{(n-1)}(q^{-2}v, u^{(n)}) + UWT.
\]

Since \( \tau^{- (n)}(v) \) and \( \tau^{+ (n)}(w) \) commute for any values of \( v \) and \( w \), we do not need to consider taking into account (4.8) together with the fact that \( \Phi^{(k)}(u^{(1+k)}; u^{(k+1)}) \in L^{(k)} \), and use Proposition 4.3 (with slight amendments). This gives a recurrence relation, for \( 2 \leq k \leq n \),

\[
\Lambda^{(k)}(v; u^{(1+k)}; u^{(k+1)}) := \epsilon^{- (1)} \Lambda^{(k-1)}(v; u^{(1-k)}; u^{(k-n)}) + \epsilon^{(k)} f_{q^{-1}}(v, u^{(k)}) \mu^{(k)}(v; q^{k+1}) \times \Lambda^{(k-1)}(q^{-2}v, u^{(1-k)}; u^{(k-n)})
\]

with \( \Lambda^{(1)} \) given by (4.17). Upon solving this recurrence relation we recover the claim of the Theorem. \( \square \)

Remark 4.6. Let \( a_{ij} \) denote matrix entries of a connected Dynkin diagram of type \( B_n \) or \( D_n \) and let \( I \) denote the set of its nodes. Then put \( d_{+} = d_{2} = \ldots = d_{n} = 1 \) for \( D_{n+1} \) and \( 2d_{1} = d_{2} = \ldots = d_{n} = 2 \) for \( B_n \). Upon substituting \( u^{(k)} \rightarrow q^{\tilde{a}_k z_j^{(k)}} \), where \( \tilde{a}_k = \sum_{i=1}^{k} d_i \) with \( d_{1} = d_{\pm} \) for \( D_{n+1} \), Bethe equations (3.19)–(3.21) and (4.25)–(4.28) can be written as

\[
\prod_{l \in I} \prod_{i=1}^{m_l} q^{d_{a_{kl} z_j^{(k)}} - z_i^{(l)}} = - \frac{\epsilon^{(k)}}{\epsilon^{(k-1)}} \lambda_k(q^\tilde{a}_k z_j^{(k)})
\]

for all \( k \in I \) and all allowed \( j \). Here \( \epsilon^{(0)} = 1 \) and \( \lambda_k(q^\tilde{a}_k z_j^{(k)}) = 1 \) when \( k \notin \{ \pm, 1, n \} \).
5 Conclusions and Outlook

The results of this paper are two-fold. First, we proposed a new construction of $q$-deformed $\mathfrak{so}_{2n+1}$- and $\mathfrak{so}_{2n}$-invariant spinor-vector and spinor-spinor $R$-matrices in terms of supermatrices and found explicit recurrence relations. We believe these results will be of interest on their own right. For instance, this opens a door to study spectral properties of open spin chains with spinor-type transfer matrices thus complementing the results obtained by Artz, Mezincescu and Nepomechie in [AMN95]. Second, we solved the long-standing problem of diagonalizing transfer matrices that obey quadratic relations defined by the aforementioned $q$-deformed spinor-spinor $R$-matrices. The corresponding Bethe ansatz equations were already known since they can be determined from the Cartan datum only. The constructed Bethe vectors and the corresponding eigenvalues are new results. A natural next step is to find recursion relations for these Bethe vectors and investigate scalar products in the spirit of the approach put forward by Hutysalyuk et. al. in [HLPRS18]. Moreover, it would be interesting to construct $q$-deformed spinor-oscillator $R$-matrices and investigate the spinor-type QQ-system following the steps of Ferrando, Frassek and Kazakov in [FFK20]. Lastly, we believe this work might help to better understand the Bethe ansatz for fishnets and fishchains emerging in the AdS/CFT integrability framework, see [GK16, BCFGT17, BFZK20, EV21] and references therein.
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A The semi-classical limit

A.1 $U_q(\mathfrak{so}_{2n+1})$-symmetric spin chains

The semi-classical limit is obtained by setting $v = \exp(2\gamma \hbar)$, $u^{(k)} = \exp(2x^{(k)} \hbar)$, $q = \exp(\hbar/2)$, and carefully taking the $\hbar \to 0$ limit. Introduce a rational function

$$f_k(y, x) = \frac{y - x + k}{y - x}.$$

The eigenvalue (3.17) then becomes

$$\Lambda^{(n)}(y; x^{(1-\ldots-n)}) := \sum_i f_{1/2}(y + p_0(i); x^{(1)}) \times \prod_{j=1}^n \epsilon_{ij}^{(1)} \left( \mu^{(j-1)}(y + p_j(i); x^{(j+1)}) f_{-1}(y + p_j(i); x^{(j)}) \right)^{\frac{1}{2}(1+i_j)}$$

where $p_j(i) = -\sum_{k=j+1}^n (1 + i_k)$ and $\mu^{(k)}(y; x^{(k+2)})$ are given by

$$\begin{array}{ccc}
L^V & & L^S \\
\mu^{(n-1)}(y; x^{(n+1)}) & f_1(y; \rho) & f_{1/2}(y; \rho) \\
\mu^{(k)}(y; x^{(k+2)}) & f_1(y; x^{(k+2)}) & f_{1/2}(y; \rho) f_1(y; x^{(k+2)})
\end{array}$$
The Bethe equations (3.19)–(3.21) become
\[
\prod_{i=1}^{m_1} \frac{x_j^{(1)} - x_i^{(1)}}{x_j^{(1)} - x_i^{(1)} - \frac{1}{2}} \prod_{i=1}^{m_2} \frac{x_j^{(2)} - x_i^{(2)}}{x_j^{(2)} - x_i^{(2)} + 1} = -\varepsilon^{(1)} \lambda_1(x_j^{(1)}),
\]
\[
\prod_{i=1}^{m_{k-1}} \frac{x_j^{(k)} - x_i^{(k-1)} - 1}{x_j^{(k)} - x_i^{(k-1)}} - \prod_{i=1}^{m_k} \frac{x_j^{(k)} - x_i^{(k)}}{x_j^{(k)} - x_i^{(k)} + 1} \prod_{i=1}^{m_{k+1}} \frac{x_j^{(k+1)} - x_i^{(k+1)}}{x_j^{(k+1)} - x_i^{(k+1)} + 1} = -\varepsilon^{(k)} \lambda_1(x_j^{(k)}),
\]
\[
\prod_{i=1}^{m_n-1} \frac{x_j^{(n)} - x_i^{(n-1)} - 1}{x_j^{(n)} - x_i^{(n-1)}} \prod_{i=1}^{m_n} \frac{x_j^{(n)} - x_i^{(n)}}{x_j^{(n)} - x_i^{(n)} + 1} \prod_{i=1}^{m_{n+1}} \frac{x_j^{(n+1)} - x_i^{(n+1)}}{x_j^{(n+1)} - x_i^{(n+1)} + 1} = -\varepsilon^{(n)} \lambda_n(x_j^{(n)}),
\]
where \(\lambda_1(y) = 1\) or \(f_{1/2}(y; \rho)\) and \(\lambda_n(y) = f_1(y; \rho)\) or 1 when \(L^{(n)} = L^V\) or \(L^S\), respectively.

### A.2 \(U_q(sl_2)\)-symmetric spin chain

The semi-classical limit is obtained in the same way as before, except that we set \(q = \exp(h)\).

The eigenvalue (4.19) becomes
\[
\Lambda^{±(2)}(y; x^{(1,2)}) := \varepsilon^{(2)} \left( \varepsilon^{(1)} f_1(y; x^{±}) + \varepsilon^{(1)} f_1(y; x^{(2)}) f_{±}(y; x^{±}) \lambda_±(y) \right) + \varepsilon^{(2)} \mu^{±(1)}(y) \left( \varepsilon^{(1)} f_{±}(y; x^{(2)}) f_1(y - 1; x^{±}) + \varepsilon^{(1)} f_{±}(y - 1; x^{±}) \lambda_±(y - 1) \right)
\]
where \(\mu^{±(1)}(y)\) and \(\lambda_±(y)\) are given by

| \(L^V\) | \(L^S\) | \(L^{-S}\) |
|---|---|---|
| \(\mu^{+(1)}(y)\) | \(f_1(y; \rho)\) | 1 |
| \(\mu^{-(1)}(y)\) | \(f_1(y; \rho)\) | 1 |
| \(\lambda_+(y)\) | 1 | \(f_1(y; \rho)\) | 1 |
| \(\lambda_-(y)\) | 1 | 1 | \(f_1(y; \rho)\) |

The Bethe equations (4.21)–(4.22) become
\[
\prod_{i=1}^{m_1} \frac{x_j^{±} - x_i^{±}}{x_j^{±} - x_i^{±} - 1} \prod_{i=1}^{m_2} \frac{x_j^{(2)} - x_i^{(2)}}{x_j^{(2)} - x_i^{(2)} + 1} = -\varepsilon^{(1)} \lambda_±(x_j^{±}),
\]
\[
\prod_{i=1}^{m_1} \frac{x_j^{(2)} - x_i^{+} - 1}{x_j^{(2)} - x_i^{+}} \prod_{i=1}^{m_2} \frac{x_j^{(2)} - x_i^{(2)} - 1}{x_j^{(2)} - x_i^{(2)}} \prod_{i=1}^{m_3} \frac{x_j^{(2)} - x_i^{(2)} + 1}{x_j^{(2)} - x_i^{(2)} - 1} = -\varepsilon^{(2)} \lambda_2(x_j^{(2)}),
\]
where \(\lambda_2\) is given by \(\lambda_2(y) = f_1(y; \rho)\) or 1 when \(L^{(2)} = L^V\) or \(L^±S\), respectively.

### A.3 \(U_q(sl_{2n+2})\)-symmetric spin chains

By the same arguments as above, the eigenvalue (4.23) becomes
\[
\Lambda^{±(n)}(y; x^{(1...n)}) := \sum_i f_i(y + p_0(i); u^{(±(0)(i))}) \times \prod_{j=1}^{n} \varepsilon^{(j)}(\mu^{±(j)(j-1)}(y + p_j(i); u^{(j+1)}) f_{±}(y + p_j(i); u^{(j)})^\frac{1}{2}(1+ij))
\]
where \( p_j(i) = -\frac{1}{2} \sum_{k=j+1}^{n}(1 + i_k) \), \( s_j(i) = \text{sign}\left((-1)^{n-j-1} \prod_{k=j+1}^{n} i_k\right) \) and \( \mu^{\pm(k)}(y;x^{(k+2)}) \) are given by

| \( L^V \) | \( L^+S \) | \( L^-S \) |
|---|---|---|
| \( \mu^{+(n-1)}(y;\rho) \) | \( f_j(y;\rho) \) | 1 |
| \( \mu^{-(n-1)}(y;\rho) \) | \( f_j(y;\rho) \) | \( f_j(y;\rho) \) |
| \( \mu^{+(k)}(y;x^{(k+2)}) \) | \( f_j(y;x^{(k+2)}) \) | \( f_j(y;x^{(k+2)}) \) |
| \( \mu^{-(k)}(y;x^{(k+2)}) \) | \( f_j(y;u^{(k+2)}) \) | \( f_j(y;u^{(k+2)}) \) |

The Bethe equations (4.25)–(4.28) become

\[
\prod_{i=1}^{m_1} \frac{x_j^\pm - x_i^\pm + 1}{x_j^\pm - x_i^\pm - 1} \prod_{j=1}^{m_2} \frac{x_j^{(2)} - x_i^{(2)} + 1}{x_j^{(2)} - x_i^{(2)} - 1} = -\epsilon^{(1)} \lambda_{\pm}(x_j^\pm),
\]

\[
\prod_{i=1}^{m_1} x_j^{(2)} - x_i^{(2)} + 1 \prod_{j=1}^{m_2} x_j^{(2)} - x_i^{(2)} - 1 = -\epsilon^{(2)} \lambda_{\pm}(x_j^{(2)}),
\]

\[
\prod_{i=1}^{m_1} x_j^{(k)} - x_i^{(k)} + 1 \prod_{j=1}^{m_2} x_j^{(k)} - x_i^{(k)} - 1 = -\epsilon^{(k)} \lambda_{\pm}(x_j^{(k)}),
\]

where \( \lambda_n \) is given by \( \lambda_n(v) = f_j(y;\rho) \) or 1 when \( L^{(n)} = L^V \) or \( L^{\pm S} \), respectively.

References

[AMN95] S. Artz, L. Mezincescu and R. I. Nepomechie, Analytical Bethe Ansatz for \( A_{2n-1}^{(2)} \), \( B_n^{(1)} \), \( C_n^{(1)} \), \( D_n^{(1)} \) quantum-algebra-invariant open spin chains, J. Phys. A 28 (1995) 5131–5142. [arXiv:hep-th/9504085].

[BCFGT17] D. Bombardelli, A. Cavaglià, D. Fioravanti, N. Gromov and R. Tateo, The full Quantum Spectral Curve for \( AdS_4/CFT_3 \), JHEP 217 (2017) 140. [arXiv:1701.00473].

[BFKZ20] B. Basso, G. Ferrando, V. Kazakov and D. Zhong, Thermodynamic Bethe Ansatz for Biscalar Conformal Field Theories in Any Dimension, Phys. Rev. Lett. 125 (2020) 091601. [arXiv:1911.10213].

[BFK12] H. M. Babujian, A. Foerster and M. Karowski, \( O(N) \)-matrix difference equations and a nested Bethe ansatz, J. Phys. A 45 (2012) 055207. [arXiv:1204.3479].

[BFK16] H. M. Babujian, A. Foerster and M. Karowski, Bethe Ansatz and exact form factors of the \( O(N) \) Gross Neveu-model, JHEP 02 (2016) 042. [arXiv:1510.08784].

[BR08] S. Belliard and E. Ragoucy, Nested Bethe ansatz for ‘all’ closed spin chains, J. Phys. A 41 (2008) 295202. [arXiv:0804.2822].

[CDI13] D. Chicherin, S. Derkachov and A. P. Isaev, Spinorial R-matrix, J. Phys. A 46 (2013) 485201. [arXiv:1303.4929].
H.J. De Vega and M. Karowski, *Exact Bethe ansatz solution of O(2N) symmetric theories*, Nucl. Phys. B 280 (1987) 225–254.

S. Ekhammar and D. Volin, *Bethe Algebra using Pure Spinors*, arXiv preprint, [arXiv:2104.04539].

G. Ferrando, R. Frassek and V. Kazakov, *QQ-system and Weyl-type transfer matrices in integrable SO(2r) spin chains*, JHEP 2021 (2021) 193. [arXiv:2008.04336].

A. Gerrard and V. Regelskis, *Nested algebraic Bethe ansatz for deformed orthogonal and symplectic spin chains*, Nucl. Phys. B 956 (2020) 115021. [arXiv:1912.11497].

A. Gerrard and V. Kazakov, *New integrable non-gauge 4D QFTs from strongly deformed planar N=4 SYM*, Phys. Rev. Lett. 117 (2016) 201602. Addendum: Phys. Rev. Lett. 117 (2016) 259903. [arXiv:1512.06704].

N. Guay, V. Regelskis and C. Wendlandt, *R-matrix presentation of orthogonal and symplectic quantum loop algebras and their representations*, in preparation.

T. Hayashi, *Q-Analogues of Clifford and Weyl Algebras–Spinor and Oscillator Representations of Quantum Enveloping Algebras*, Comm. Math. Phys. 127 (1990) 129–144.

A. Hutsalyuk, A. Liashyk, S. Z. Pakuliak, E. Ragoucy and N. A. Slavnov, *Scalar products and norm of Bethe vectors for integrable models based on $U_q(\widehat{gl}_n}$*, SciPost Phys. 4 (2018) 006. [arXiv:1711.03867].

M. Jimbo, *Quantum R matrix for the generalized Toda system*, Comm. Math. Phys. 102 (1986) no. 4, 537–547.

N. Jing, M. Liu and A. Molev, *Isomorphism between the R-Matrix and Drinfeld Presentations of Quantum Affine Algebra: Types B and D*, SIGMA 16 (2020) 043. [arXiv:1911.03496].

D. Karakhanyan and R. Kirschner, *Spinorial R operator and Algebraic Bethe Ansatz*, Nucl. Phys. B 951 (2020) 114905. [arXiv:1911.08385].

A. Liashyk and S. Z. Pakuliak, *Algebraic Bethe ansatz for O(2n+1)-invariant integrable models*, Theor. and Math. Phys. 2006 (2021) iss. 1, 19–39. [arXiv:2008.03664].

N. Yu. Reshetikhin, *Integrable Models of Quantum One-dimensional Magnets With $O(N)$ and $SP(2k)$ Symmetry*, Theor. Math. Phys. 63 (1985) 555–569, Teor. Mat. Fiz. 63 (1985) no. 3, 347–366.

N. Yu. Reshetikhin, *Algebraic Bethe Ansatz for SO(N)-invariant Transfer Matrices*, J. Sov. Math. 54 (1991) 940–951.