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Abstract

We will show that gauge theory can be described by an almost product structure, which is a certain type of endomorphism of the tangent bundle. We will recover the gauge field strength as the Nijenhuis tensor of this endomorphism. We discuss a generalization to the case of a general Kaluza-Klein theory. Furthermore, we will look at the classification of these almost product structures in the case where we have a manifold with metric, and fit the M-brane solutions into this classification scheme. In this analysis certain algebraic properties of the space of differential forms and multivectors are obtained. All analysis is global but we will give local expressions where we find it suitable.
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1 Introduction

In this paper we will look at brane theory, gauge and Kaluza–Klein theory from a new perspective. The basic idea is that instead of looking at embedded branes or gauge theory over a base manifold, we will treat the total space directly. As is well known, this is how Kaluza–Klein theory works. There, the total manifold is constrained to have one part with a certain isometry group, that becomes the gauge group upon compactification.

Here we will generalize this analysis, in a completely global treatment, and show that Kaluza–Klein theory or normal gauge theory are nothing but special cases of almost product manifolds. The characterization of Kaluza–Klein theory will be that we have one foliation which is geodisable (i.e., the almost product structure becomes a sort of Ehresmann connection), which serves as the fiber, and one perhaps non-integrable distribution. These split the tangent bundle of the total space into two different parts, in fiber bundle language called the vertical and horizontal respectively. The base space of a principal bundle is recovered as the leaf space of the foliation, and the field strength as the Nijenhuis tensor of the almost product structure. From this case of a geodisable foliation we will also find that imposing integrability on the normal distribution, the vanishing of the Nijenhuis tensor gives us two new coboundary operators under which the entire graded algebra of differential forms will become doubly graded. This gives us directly a topological splitting of the manifold into two parts, see also [5], why the cohomology groups split under these two coboundary operators.

In brane theory we discuss how the solutions in fact may be regarded as foliations of the total space rather than as embedded objects. In the e.g. case of the M5-branes we know that the solutions are non-singular [11, 10] but even in the cases where the solutions are singular it is clear that although the objects may be introduced as sources by Dirac delta functions, consistency of the theory in the total space demands that we cut out these points or sections of the manifold. This again brings us back to foliated space solutions. In M-brane theory we will see that the discussed solutions are indeed doubly foliated—the Nijenhuis tensor of the almost product structure, which will characterize the solution, vanishes. In the case of brane solutions, though, we are also interested in the metric and we will thus put the metric solution into the classification regime of almost product manifolds. We will also see that the solutions are characterized by certain basic forms, the anti-symmetric tensor fields, which can be seen to be compatible with the almost product structure characterized by the brane solution or equivalently as defining this almost product structure. In this new formalism we are also able to argue for the existence of new solutions to M-theory in which we only require the brane to be integrable and the foliation needs not even be Ehresmann. In these cases, ref. [9] argues that in situations like this, when the foliation does not define a fibration of the manifold, we could very well be up to a leaf space that is non-commutative.

The paper is divided into five section, of which you are now reading the first. When studying endomorphisms of the tangent bundle, which is the base for these almost product structures that will be dealt with, we find a certain dual structure on the set of differential forms and the set of multivectors on a manifold. In section two we will describe this dual picture and show how the set of derivations on differential forms and multivectors are recovered in a very easy and similar way. These relations will then be of utmost interest for us as
we turn to the case of endomorphisms on the tangent bundle later in section four. But first we will review the basic concepts of distributions and foliations on a manifold expressed in a global way. This occurs in section three where we also get acquainted with the concept of basic and semi-basic forms. These are the keys of putting the anti-symmetric tensor fields into the context of foliations and therefore the brane solutions. We will also see that the set of basic forms are closed under the exterior derivative and we thus get the cohomology groups of the leafspace. This treatment in the first subsection of section three will be done completely without the presence of a metric. In the following subsection, though, we will see what additional structure the presence of a metric will give us in terms of distributions and foliations. Here we introduce the deformation tensor and look at the interpretation of its irreducible parts.

Section four is the core of the paper. Here we start in the first subsection to introduce endomorphisms on the tangent bundle in a general framework. We introduce the I-bracket associated with an endomorphism and the Nijenhuis tensor, measuring how far this endomorphism is from being a Lie algebra homomorphism on the infinite-dimensional Lie algebra of vector fields on a manifold. We will also treat the case where a metric is present, in which we introduce the Jordan bracket associated with an endomorphism and the Jordan tensor, measuring how much the Jordan bracket fails to commute with the endomorphism. Finally, we introduce a generalized deformation tensor, which later will reduce to the deformation tensor introduced in section three. In subsection two we will start to see how certain endomorphisms, namely almost product structures, will serve as characterizing possible foliations on a manifold. We will here recover the tensors from section three, where we see that the Nijenhuis tensor measures non-integrability and the Jordan tensor measures how far the two complementary distributions, defined by the almost product structure, are from being geodesic. We will introduce two new connections which both commute with the almost product structure and which will be of certain interest in the classification scheme in following subsection. In the last subsection, we present the classification and examine certain important consequences of some of its special cases. We will see the splitting of the cohomology groups in the case where the almost product structure defines two Ehresmann foliations, we will see how the holonomy groups split when the almost product structure is covariantly constant, we will see how the brane solutions fit into this classification scheme and we will see that the Nijenhuis tensor indeed measures the field strength in gauge theories and Kaluza–Klein theories. We will also present the local structures of the involved objects in some selected cases.

In section five we will end by discussing how this new formalism can help us in understanding M-theory, and how one could proceed in studying these objects further.

2 Derivations on the exterior algebra of forms and vectors

In this section we will take a look at the set of all derivations on both the set of differential forms and the set of multivectors on a manifold. We will find two different types of brackets, namely the Schouten–Nijenhuis bracket, which is a
bracket between multivectors, and the Frölicher–Nijenhuis bracket, which is a bracket between vector-valued forms. The Schouten–Nijenhuis bracket will by the adjoint mapping become a derivation on the set of multivectors, while the Frölicher–Nijenhuis bracket turns up in the commutator of two derivations on the set of differential forms. See \[19, 20\] for a more detailed study. The new thing here is that we will put the action on forms and multivectors on an equal footing. We will see that all maps have its dual in the co-picture. But let us start with some preliminaries.

**Definition 2.1**

Let $\mathcal{M}$ be a manifold and let us denote

\[
\begin{align*}
\Omega^p := \Omega^p(\mathcal{M}) & \quad \text{the } p\text{-forms on } \mathcal{M} \\
\Omega := \bigoplus_p \Omega^p & \quad \text{the graded algebra of } p\text{-forms}
\end{align*}
\]

\[
\Lambda^q := L^q(\mathcal{M}) & \quad \text{the } q\text{-vectors on } \mathcal{M}
\]

\[
\Lambda := \bigoplus_q \Lambda^q & \quad \text{the graded algebra of } q\text{-vectors}
\]

We will now study maps on $\Omega$ and $\Lambda$, especially those maps that are derivations. So we need some basic definitions.

**Definition 2.2**

Let $D \in \text{Lin}(\Omega, \Omega)$, $(D \in \text{Lin}(\Lambda, \Lambda))$ be a linear map on the graded algebra of $p$-forms ($q$-vectors). Then $D$ is said to be graded of degree $k$ if

\[
D : \Omega^p \to \Omega^{p+k}, \quad (\Lambda^p \to \Lambda^{p+k}).
\]

Let $D_i \in \text{Lin}(\Omega, \Omega)$, $(D_i \in \text{Lin}(\Lambda, \Lambda))$ be graded linear maps of degree $k_i$, then we can define the graded commutator by

\[
[D_1, D_2] := D_1 \circ D_2 - (-1)^{k_1 k_2} D_2 \circ D_1,
\]

which is again a graded linear map but of degree $k_1 + k_2$. We can also define the graded Jacobi bracket by

\[
[D_1, D_2, D_3] := \{[D_1, D_2], D_3\} + (-1)^{k_1 k_2} \{D_2, D_3\} + \{D_2, D_1\} + (-1)^{k_3 (k_1 + k_2)} \{D_3, D_1\} + \{D_3, D_2\}
\]

A graded linear map is said to be a graded derivation of degree $k$ if

\[
D(\omega_1 \wedge \omega_2) = D\omega_1 \wedge \omega_2 + (-1)^{k\lambda} \omega_1 \wedge D\omega_2, \quad \text{for } \omega_1 \in \Omega^\lambda, (\Lambda^\lambda), \omega_2 \in \Omega, (\Lambda).
\]

We will denote the space of all derivations of degree $k$ by $\text{Der}_k \Omega$, $(\text{Der}_k \Lambda)$ and the space of all derivations by

\[
\text{Der } \Omega := \bigoplus_k \text{Der}_k \Omega, \quad (\text{Der } \Lambda := \bigoplus_k \text{Der}_k \Lambda).
\]

Now it is easily seen that the set of all derivations on $\Omega$ and $\Lambda$ respectively, forms a graded Lie algebra under the graded commutator.
Proposition 2.3
Der Ω (Der Λ) becomes a graded Lie algebra with the graded commutator defined in 2.2. This means that it satisfies the graded Jacobi identity, i.e.,
\[ [D_1, D_2, D_3] = 0, \quad \forall D_i \in \text{Der} \Omega, \ (\forall D_i \in \text{Der} \Lambda). \]

proof: By direct calculation. 

We will study these sets of derivations in the next two subsections. We will see that we can introduce a map called the generalized Lie derivative which is not necessarily a derivation but has some nice characteristics. Among these are the natural fact that it reduces to the usual Lie derivative in the case it acts by a vector, and the fact that it has a dual map. All this will become clear in subsection 2.

2.1 Derivations on Λ
Here we will see how we can obtain the Schouten–Nijenhuis bracket of two multivectors from the generalized Lie derivative to be introduced. We will start by introducing a formal boundary operator on the set of multivectors on \( \mathcal{M} \) denoted by \( \partial \).

Definition 2.4
Let \( \Lambda \) be the graded algebra of all \( p \)-vectors on \( \mathcal{M} \). Then we can formally form a differential complex over the vector fields with the sequence
\[ 0 \leftarrow \partial \Lambda^1 \leftarrow \partial \Lambda^2 \leftarrow \partial \Lambda^3 \leftarrow \partial \Lambda^q \leftarrow \partial \cdots \]
where \( \partial \) is a “boundary” operator with the characteristics
\[ \partial : \Lambda \mapsto \Lambda, \quad \Lambda^q \mapsto \Lambda^{q-1}, \quad \partial \circ \partial = 0. \]
It is defined on a \( p \)-vector by
\[ \partial(X_1 \wedge \cdots \wedge X_p) := \sum_{i<j} (-1)^{i+j+1} [X_i, X_j] \wedge X_1 \wedge \cdots X_j \wedge X_i \wedge \cdots \wedge X_p, \]
where \( \wedge \) means that \( X_i \) and \( X_j \) are omitted, and satisfies \( \partial \Lambda^1 = 0 \). The nilpotency follows from the Jacobi identity of the vector bracket.

Remark 2.5
It should be pointed out that \( \partial \) defined above is no derivation. It is not defined on functions and not even well defined on general \( p \)-vectors.

We refer to the definition of \( \partial \) as formal because of what we learned from remark 2.5. We can see why it is not well defined on \( p \)-vectors by taking the 2-vector example. Let \( X_1 \wedge X_2 \in \Lambda^2 \) be a 2-vector on \( \mathcal{M} \), then we know that as a 2-vector \( X_1 \wedge X_2 = f X_1 \wedge f^{-1} X_2 \), where \( f \) is an arbitrary function on \( \mathcal{M} \). But \( \partial(X_1 \wedge X_2) = [X_1, X_2] \neq \partial(f X_1 \wedge f^{-1} X_2) = [X_1, X_2] + f^{-1} X_1[f] X_2 - f X_2[f^{-1}] X_1 \), so we see that it is not well defined. It should be noted however that it is well...
defined on the set of multivectors on a Lie algebra where the functions instead becomes pure numbers. Nevertheless we will see that the formal boundary operator is of importance.

We also need to introduce the exterior product between multivectors.

**Definition 2.6**

Let $\Lambda$ be the graded algebra of all $p$-vectors on $\mathcal{M}$, let $X \in \Lambda^1$ be a vector, then the **exterior product with respect to** $X$ have the following characteristics:

$$\varepsilon_X : \Lambda \rightarrow \Lambda, \quad \Lambda^q \rightarrow \Lambda^{q+1}, \quad \varepsilon_X \circ \varepsilon_X = 0.$$  

The exterior product is defined by its action on a $p$-vector by

$$\varepsilon_X(X_1 \wedge \ldots \wedge X_p) := X \wedge X_1 \wedge \ldots \wedge X_p.$$  

Let $Y \in \Lambda^1$ be another vector, then

$$[\varepsilon_X, \varepsilon_Y] = 0$$  

i.e., $\varepsilon_X \varepsilon_Y = -\varepsilon_Y \varepsilon_X$. Now let $X_i \in \Lambda^1$ be $p$ vectors and let us extend the exterior product in the sense

$$\varepsilon_{X_1 \wedge \ldots \wedge X_p} := \varepsilon_{X_1} \circ \ldots \circ \varepsilon_{X_p}.$$  

This makes the exterior product a $p$-graded map, i.e.,

$$\varepsilon_{X_1 \wedge \ldots \wedge X_p} : \Lambda \rightarrow \Lambda, \quad \Lambda^q \rightarrow \Lambda^{q+p}.$$  

**Remark 2.7**

It should be noted that the map $\varepsilon_X$, although a linear map, is no derivation.

We can now create the generalized Lie derivative by taking the commutator of these two maps on $\Lambda$.

**Definition 2.8**

Let $X \in \Lambda$ be a $p$-vector on $\mathcal{M}$. We can then define the generalized Lie derivative, $\mathcal{L}_X$, with following characteristics:

$$\mathcal{L}_X : \Lambda \rightarrow \Lambda, \quad \Lambda^q \rightarrow \Lambda^{q+p-1}.$$  

It is defined simply through the boundary operator and the exterior product by

$$\mathcal{L}_X := [\partial, \varepsilon_X].$$  

**Remark 2.9**

The generalized Lie derivative, $\mathcal{L}_X$ is only a derivation in the case when $X \in \Lambda^1$ is a vector. In this case it is of course the usual Lie derivative.
So to sum up we have three maps on $\Lambda$, the boundary operator $\partial$, the exterior product $\varepsilon_X$ and the generalized Lie derivative $\mathcal{L}_X$, of whom neither is a derivation except for the case when $X$ is a pure vector when the generalized Lie derivative reduces to the ordinary Lie derivative. Now, however, if we take the commutator of two generalized Lie derivatives we recover the Schouten–Nijenhuis bracket which as the adjoint mapping is a derivation on $\Lambda$.

**Definition 2.10**

Let $X \in \Lambda^p$, $Y \in \Lambda^q$ be two multivectors on $\mathcal{M}$ and let $\omega \in \Omega^{p+q-1}$ a closed $(p + q - 1)$-form, then we can define the **Schouten–Nijenhuis bracket** with following characteristics:

$$[X, Y] : \Lambda \times \Lambda \to \Lambda, \quad \Lambda^p \times \Lambda^q \to \Lambda^{p+q-1},$$

or in the sense of adjoint mapping

$$ad_X : \Lambda \to \Lambda, \quad ad_X Y := [X, Y].$$

The following definitions of the Schouten–Nijenhuis bracket are equivalent

1. $\mathcal{L}_{[X,Y]} := [\mathcal{L}_X, \mathcal{L}_Y]$
2. $(-1)^{p-1}[X,Y] := \partial(X \wedge Y) - \partial X \wedge Y - (-1)^p X \wedge \partial Y$
3. $[X,Y] := \sum_{i,j} (-1)^{i+j} [X_i, Y_j] \wedge X_1 \wedge \dot{\ldots} \wedge X_p \wedge Y_1 \wedge \dot{\ldots} \wedge Y_q$

**Proposition 2.11**

The Schouten–Nijenhuis bracket as a map $ad_X : \Lambda \to \Lambda$ is a derivation on $\Lambda$ and satisfies the graded Jacobi identity. It forms thus a Lie algebra structure on $\text{Der} \Lambda$.

We will see in next subsection, where we look at derivations on the set of differential forms $\Omega$ on $\mathcal{M}$, that the boundary operator will become a kind of dual to the exterior derivative or co-boundary operator on $\Omega$, the exterior product will be dual to the interior product and the generalized Lie derivative will become dual to a generalized Lie derivative on differential forms.

### 2.2 The dual maps on $\Lambda$ and $\Omega$

We will here define the exterior derivative, the interior product and the generalized Lie derivatives as dual maps to those defined in the previous subsection.

**Definition 2.12**

Let $\Omega$ be the graded algebra of all $p$-forms on $\mathcal{M}$ and let us form the differential complex over $\Omega$ with sequence

$$0 \xrightarrow{i_*} \Omega^0 \xrightarrow{d} \Omega^1 \xrightarrow{d} \ldots \Omega^p \xrightarrow{d} \ldots$$
where $i_*$ is an inclusion, and $d$ is the coboundary operator on $\Omega$ with following characteristics:

$$
    d : \Omega \longrightarrow \Omega, \quad \Omega^p \longrightarrow \Omega^{p+1}, \quad d \circ d = 0.
$$

Let $X_i \in \Lambda^1$ be vector fields on $\mathcal{M}$ then we can define the coboundary operator by

$$
    d\omega(X_1, \ldots, X_{p+1}) := \sum_i (-1)^{i+1} \mathcal{L}_{X_i} \omega(X_1, \ldots, X_{p+1}) - \omega(\partial(X_1 \wedge \ldots \wedge X_{p+1})).
$$

The nilpotency is not manifest but follows by the relation $[\mathcal{L}_{X_i}, \mathcal{L}_{X_j}] = \mathcal{L}_{[X_i, X_j]}$. We see that the coboundary operator in some sense is the adjoint operator of $\partial$.

We see that although the boundary operator defined in 2.4 was not well defined, the total expression for the exterior derivative is. The exterior derivative is of course a derivation, hence its name. Now to the interior product.

**Definition 2.13**

Let $\Omega$ be the graded algebra of $p$-forms on $\mathcal{M}$, $X \in \Lambda^1$ be a vector field and let $\varepsilon_X$ be the exterior product defined in 2.6 Then we can define the interior product with the following characteristics:

$$
    i_X : \Omega \longrightarrow \Omega, \quad \Omega^p \longrightarrow \Omega^{p-1}, \quad i_X \circ i_X = 0,
$$

as the adjoint of the exterior product, i.e.,

$$
    i_X \omega(X_1, \ldots, X_{p-1}) = \omega(\varepsilon_X(X_1 \wedge \ldots \wedge X_{p-1})).
$$

The interior product satisfies $i_X\Omega^0 = 0$ and

$$
    [i_X, i_Y] = 0,
$$

where $Y \in \Lambda^1$. We can in fact extend the interior product in the same way as we extended the exterior product so that for $X_i \in \Lambda^1$

$$
    i_{X_1 \wedge \ldots \wedge X_q} := i_{X_1} \circ \ldots \circ i_{X_q}
$$

satisfies

$$
    i_{X_1 \wedge \ldots \wedge X_q} \omega(X_{q+1}, \ldots, X_p) = \omega(\varepsilon_{X_1 \wedge \ldots \wedge X_q} X_{q+1} \wedge \ldots \wedge X_p)
$$

and is therefore a $q$ graded map, i.e.,

$$
    i_{X_1 \wedge \ldots \wedge X_q} : \Omega \longrightarrow \Omega, \quad \Omega^p \longrightarrow \Omega^{p-q}.
$$

**Remark 2.14**

The interior product, $i_X$, is a derivation only when $X \in \Lambda^1$ is a vector field.
If we recall the definition of the ordinary Lie derivative acting on forms we immediately see how this can be generalized.

**Definition 2.15**

Let $\Omega$ be the graded algebra of $p$-forms on $\mathcal{M}$, let $X \in \Lambda^1$ be a vector field. Let $\mathcal{L}_X$ be the Lie derivative with following characteristics:

$$\mathcal{L}_X : \Omega \mapsto \Omega, \quad \Omega^p \mapsto \Omega^p.$$  

It is defined by

$$(\mathcal{L}_X \omega)(X_1, \ldots, X_p) = \mathcal{L}_X \omega(X_1, \ldots, X_p) - \omega(\mathcal{L}_X (X_1 \wedge \ldots \wedge X_p))$$

and satisfies Cartan’s infinitesimal homotopy formula

$$\mathcal{L}_X = [i_X, d].$$

Let $Y \in \Lambda^1$ be another vector field. The Lie derivative satisfies the following equations:

$$[\mathcal{L}_X, d] = 0$$

$$[\mathcal{L}_X, i_Y] = i_{[X,Y]}$$

$$[\mathcal{L}_X, \mathcal{L}_Y] = \mathcal{L}_{[X,Y]}$$

So we can proceed, as in the previous subsection, by introducing the generalized Lie derivative acting on forms by simply generalizing Cartan’s formula.

**Definition 2.16**

Let $X \in \Lambda^q$ be a multivector on $\mathcal{M}$, then the generalized Lie derivative on $p$-forms is a map with following characteristics:

$$\hat{\mathcal{L}}_X : \Omega \mapsto \Omega, \quad \Omega^p \mapsto \Omega^{p-q+1},$$

and is defined by

$$\hat{\mathcal{L}}_X := [i_X, d].$$

**Remark 2.17**

This generalized Lie derivative, $\hat{\mathcal{L}}_X$, acting on forms is only a derivation on $\Omega$ when $X$ is a vector field.

By this remark we have a similar case to that of the previous subsection, now however we do not know for sure that this map is dual to the generalized Lie derivative acting on multivectors introduced before, but we have to show this.

**Proposition 2.18**

Let $X = X_1 \wedge \ldots \wedge X_q \in \Lambda^q$ be a $q$-vector and let $\omega \in \Omega^p$ be a $p$-form then the generalized Lie derivative satisfies

$$\begin{align*}
(\hat{\mathcal{L}}_X \omega)(X_{q+1}, \ldots, X_{p+1}) &= \sum_{i=1}^q (-1)^{i+1} \mathcal{L}_{X_i} \omega(X_1, \ldots, X_i, X_{q+1}, \ldots, X_{p+1}) - \\
&\quad - \omega(\hat{\mathcal{L}}_X (X_q \wedge \ldots \wedge X_{p+1}))
\end{align*}$$
proof: By direct calculation:
\[
(\mathcal{L}_X \omega)(X_{q+1}, \ldots, X_{p+1}) = (i_{X_1 X_2 \ldots X_q} d - (-1)^q \partial_i X_1 X_2 \ldots X_q)(\omega)(X_{q+1}, \ldots, X_{p+1}) = \\
d\omega(\varepsilon_{X_1 X_2 \ldots X_q X_{q+1} \ldots X_{p+1}}) - \\
(-1)^q \sum_{i=1}^{p+1} (-1)^{i+1} \mathcal{L}_X (i_{X_{i+1} X_q} \omega)(X_{q+1}, \ldots, X_{p+1}) + \\
(-1)^q (i_{X_1 \ldots X_q} \omega)(\partial(X_{q+1} \ldots X_{p+1})) = \\
\sum_{i=1}^{p+1} (-1)^{i+1} \mathcal{L}_X \omega(X_1, \ldots, X_q, X_{q+1} \ldots X_{p+1}) - \\
- \sum_{i=q+1}^{p+1} (-1)^{i+1} \mathcal{L}_X \omega(X_1, \ldots, X_q, X_{q+1}, \ldots, X_{p+1}) + \\
(-1)^q \omega(\varepsilon_{X_1 \ldots X_q} \partial X_{q+1} \ldots X_{p+1}) = \\
\sum_{i=1}^{q} (-1)^{i+1} \mathcal{L}_X \omega(X_1, \ldots, X_q, X_{q+1} \ldots X_{p+1}) - \\
- \omega(\mathcal{L}_X (X_q \ldots X_{p+1}))
\]

\[\square\]

Put together we have now seen that all these maps come with their duals. This is pointed out in following remark.

Remark 2.19
We see that these operators are formally adjoints to each other as acting on forms and multivectors respectively and we can write
\[
\begin{align*}
\Omega & \leftrightarrow \Lambda \\
\partial & \leftrightarrow d \\
i_X & \leftrightarrow \varepsilon_X \\
\hat{\mathcal{L}}_X := [i_X, d] & \leftrightarrow [\partial, \varepsilon_X] =: \check{\mathcal{L}}_X
\end{align*}
\]
as a correspondence table.

Now as we saw that we recovered the Schouten–Nijenhuis bracket when taking the commutator of two generalized Lie derivatives acting on multivectors we shall find out that we will get the same thing for the generalized Lie derivative acting on forms (up to a sign).

Proposition 2.20
Let \(X \in \Lambda^p\) and \(Y \in \Lambda^q\) be two multivectors. Then the brackets defined through the generalized Lie derivatives, i.e.,
\[
\begin{align*}
\mathcal{L}_{[X,Y]} := [\mathcal{L}_X, \mathcal{L}_Y] \\
\check{\mathcal{L}}_{[X,Y]} := [\hat{\mathcal{L}}_X, \hat{\mathcal{L}}_Y]
\end{align*}
\]
are related by
\[
[X, Y] = -[Y, X] = (-1)^{(p-1)(q-1)}[X, Y]
\]

proof: By combinatorics. \[\square\]
2.3 Derivations on $\Omega$

In this subsection we will look at the set of all derivations on the set of differential forms $\Omega$ on $\mathcal{M}$. We will see that they are spanned by mappings involving vector valued forms denoted $\Omega^p_{1,1}$, but as before we will start by looking at these mappings acting on $\Lambda$ and then see that their duals acting on forms are derivations. So let’s first start with the exterior product.

**Definition 2.21**

Let $I \in \Omega^p_1$ be a vector-valued $p$-form on $\mathcal{M}$, then the exterior product $\varepsilon_I$ of $I$ is a map with following characteristics:

\[
\varepsilon_I : \Lambda \mapsto \Lambda, \quad \Lambda^q \mapsto \Lambda^{q-p+1},
\]

and if $\mu \in \text{Perm}(p+q)$ we can define the exterior product of $I$ on a $(p+q)$-vector by

\[
\varepsilon_I(X_1 \wedge \ldots \wedge X_{p+q}) := \frac{1}{p!q!} \sum_{\mu} (-1)^{\mu} I(X_{\mu_1}, \ldots, X_{\mu_p}) \wedge \ldots \wedge X_{\mu_{p+q}}
\]

**Remark 2.22**

If $I \in \Omega^1_1$ is an endomorphism, i.e., a 1-1 tensor, then $\varepsilon_I$ is a derivation on $\Lambda$.

We can now define the generalized Lie derivative of a vector-valued form acting on differential forms by the immediate analogue of definition 2.16.

**Definition 2.23**

Let $I \in \Omega^p_1$ be a vector-valued $p$-form on $\mathcal{M}$, then let us define the generalized Lie derivative acting as a map on $\Lambda$ with following characteristics:

\[
\mathcal{L}_I : \Lambda \mapsto \Lambda, \quad \Lambda^q \mapsto \Lambda^{q-p}
\]

We define it in analogous way as before by

\[
\mathcal{L}_I := [\partial, \varepsilon_I]
\]

From the definition above we can now find the expression for the generalized Lie derivative in terms of the ordinary commutator on vectors.

**Proposition 2.24**

Let $I \in \Omega^p_1$ be a vector-valued $p$-form on $\mathcal{M}$, let $X_i \in \Lambda^1$ be vector fields and $\mu \in \text{Perm}(p+q)$. Then

\[
\mathcal{L}_I(X_1 \wedge \ldots \wedge X_{p+q}) = \frac{1}{p!(q-1)!} \sum_{\mu} (-1)^{\mu} [I(X_{\mu_1}, \ldots, X_{\mu_p}, X_{\mu_{p+1}}) \wedge \ldots \wedge X_{\mu_{p+q}} - \frac{(-1)^{p-1}}{(p-1)!(q-1)!} \sum_{\mu} (-1)^{\mu} I([X_{\mu_1}, X_{\mu_2}], \ldots, X_{\mu_{p+1}}) \wedge \ldots \wedge X_{\mu_{p+q}}
\]

**proof:**
Now we are ready to study the set of derivations on $\Omega$. We will not go into details but only stress the differences appearing with this dual picture and refer to [19] for a more detailed study. To start with we will define what we mean by an algebraic derivation.

**Definition 2.25**

Let $D \in \text{Der } \Omega$ then $D$ is said to be algebraic if

$$D|\Omega^0 = 0$$

Let $\omega \in \Omega$ be a $p$-form on $\mathcal{M}$, then if $D$ is algebraic we have

$$D(f\omega) = fD\omega, \quad \forall f \in C^\infty(\mathcal{M})$$

which means that $D$ is tensorial.

We will see that the set of algebraic derivations on $\Omega$ is spanned by the interior product of vector valued forms on $\mathcal{M}$, so let us define the interior product again as the dual map to the exterior product.

**Definition 2.26**

Let $I \in \Omega^p$ be a vector-valued $p$-form on $\mathcal{M}$ and let $\omega \in \Omega^q$ be a $q$-form. Then define the interior product of $I$ on $\Omega$ as a map with following characteristics:

$$i_I : \Omega \rightarrow \Omega, \quad \Omega^q \rightarrow \Omega^{q+p-1}.$$  

Let $\omega \in \Omega^q$ be a $q$-form and define the internal product as the formal adjoint to the exterior product as

$$i_I \omega(X_1, \ldots, X_{p+q-1}) := \omega(\varepsilon_I(X_1 \wedge \ldots \wedge X_{p+q-1})).$$

Now [19] tells us that not only is the map $i_I$ an algebraic derivation on $\Omega$, but that all algebraic derivations can be written in that way, so we have a one-to-one correspondence.

**Proposition 2.27**

Let $D \in \text{Der}_k \Omega$ be a graded derivation of degree $k$, then

$$D = i_I$$

for some $I \in \Omega^{k+1}$.

**proof:** See [19].

It is also clear that if we again introduce the generalized Lie derivative of vector-valued forms by the analogue to Cartan’s formula we know that it must be a derivation because it is now a commutator of two derivations.
Definition 2.28
Let $I \in \Omega^p_t$ be a vector-valued $p$-form on $\mathcal{M}$ and define the generalized Lie derivative on $q$-forms as a map with following characteristics:

$$\mathcal{L}_I : \Omega \longrightarrow \Omega, \quad \Omega^q \longrightarrow \Omega^{q+p},$$

defined by

$$\mathcal{L}_I := [i_I, d]$$

What is not clear is that it again is dual to the generalized Lie derivative acting on multivectors defined in 2.23 which indeed is no derivation on $\Lambda$ unless $I$ is a vector.

Proposition 2.29
Let $I \in \Omega^p_t$ be a vector-valued $p$-form on $\mathcal{M}$, $\omega \in \Omega^q$ a $q$-form and $X_i \in \Lambda^1$ be vectors. Then

$$(\mathcal{L}_I \omega)(X_1, \ldots, X_{p+q}) = \frac{1}{p!q!} \sum_{\mu} (-1)^\mu \mathcal{L}_I(X_{\mu_1}, \ldots, X_{\mu_p}) \omega(X_{\mu_{p+1}}, \ldots, X_{\mu_{p+q}}) - \omega(\mathcal{L}_I(X_1 \wedge \ldots \wedge X_{p+q}))$$

proof: The proof is by direct calculation,

$$(\mathcal{L}_I \omega)(X_1, \ldots, X_{p+q}) = ((i_I d - (-1)^{p-1}di_I)\omega)(X_1, \ldots, X_{p+q}) =$$

$$= d\omega(\varepsilon_I(X_1 \wedge \ldots \wedge X_{p+q}))$$

$$- (-1)^{p-1} \left( \sum_i (-1)^{i+1} \mathcal{L}_{X_i}(i_I \omega)(X_1, \ldots, X_{p+q}) - i_I \omega(\partial(X_1 \wedge \ldots \wedge X_{p+q})) \right) =$$

$$= \frac{1}{p!q!} \sum_{\mu} (-1)^\mu d\omega(I(X_{\mu_1}, \ldots, X_{\mu_p}) \wedge \ldots \wedge X_{\mu_{p+q}})$$

$$- (-1)^{p-1} \left( \sum_i (-1)^{i+1} \mathcal{L}_{X_i}(i_I \omega)(X_1, \ldots, X_{p+q}) - \omega(\varepsilon_I(X_1 \wedge \ldots \wedge X_{p+q})) \right) =$$

$$= \frac{1}{p!q!} \left( \mathcal{L}_I(X_{\mu_1}, \ldots, X_{\mu_p}) \omega(X_{\mu_{p+1}} \wedge \ldots \wedge X_{\mu_{p+q}}) + \right.$$

$$+ q(-1)^{p-1} (-1)^\mu \mathcal{L}_{X_{\mu_i}} \omega(I(X_{\mu_1}, \ldots, X_{\mu_p}) \wedge \mu_{i+1} \wedge \mu_{p+q})$$

$$- \omega(\partial X_1 \wedge \ldots \wedge X_{p+q}))$$

$$- (-1)^{p-1} \left( \sum_i (-1)^{i+1} \mathcal{L}_{X_i}(\varepsilon_I(X_1, \ldots, X_{p+q})) - \omega(\varepsilon_I(X_1 \wedge \ldots \wedge X_{p+q})) \right) =$$

$$= \frac{1}{p!q!} \sum_{\mu} (-1)^\mu \mathcal{L}_I(X_{\mu_1}, \ldots, X_{\mu_p}) \omega(X_{\mu_{p+1}}, \ldots, X_{\mu_{p+q}}) -$$

$$- \omega(\mathcal{L}_I(X_1 \wedge \ldots \wedge X_{p+q}))$$

From [19] we also know that any derivation can be split into two parts, one part which is algebraic and one which looks like the generalized Lie derivative.
Proposition 2.30
Let $D \in \text{Der}_k\Omega$ be a derivation of degree $K$ on $\mathcal{M}$ then it can be uniquely be decomposed like

$$D = \hat{L}_I + i_J$$

for some $I \in \Omega^k_1$, $J \in \Omega^{k+1}_1$. Furthermore we have the following equivalences

$$I = 0 \iff D \text{ algebraic}$$
$$J = 0 \iff [D, d] = 0$$

proof: See [19].

We can introduce a bracket by looking at the commutator of two generalized Lie derivations. This bracket is the Frölicher–Nijenhuis bracket.

Definition 2.31
Let $I \in \Omega^p_1$, $J \in \Omega^q_1$ be two vector-valued forms on $\mathcal{M}$ and let $\Omega_1$ denote the set of all vector-valued forms on $\mathcal{M}$ then we define the Frölicher–Nijenhuis bracket with following characteristics:

$$[I, J]: \Omega_1 \times \Omega_1 \mapsto \Omega_1, \quad \Omega^p_1 \times \Omega^q_1 \mapsto \Omega^{p+q}_1$$

Let $\mu \in \text{Perm}(p + q)$, then the following definitions of the Frölicher–Nijenhuis bracket are equivalent

(i) $\mathcal{L}_{[I,J]} := [\hat{L}_I, \hat{L}_J]$

(ii) $[I, J](X_1, \ldots, X_{p+q}) := \frac{1}{pq!} \sum_{\mu} (-1)^\mu [I(X_{\mu_1}, \ldots, X_{\mu_p}), J(X_{\mu_{p+1}}, \ldots, X_{\mu_{p+q}})] +$

$$- J(\hat{L}_I(X_1 \wedge \ldots \wedge X_{p+q})) + (-1)^{pq} I(\hat{L}_J(X_1 \wedge \ldots \wedge X_{p+q}))$$

proof: [19] plus 2.24.

We will also find that if we define the bracket by the commutator of two generalized Lie derivations acting on multivectors we will again get the Frölicher–Nijenhuis bracket up to a sign.

Proposition 2.32
Let $I \in \Omega^p_1$ and $J \in \Omega^q_1$ be two vector-valued forms then the brackets defined through the generalized Lie derivatives, i.e.,

$$\mathcal{L}_{[I,J]} := [\hat{L}_I, \hat{L}_J]$$

$$\hat{L}_{[I,J]} := [\hat{L}_I, \hat{L}_J]$$

are related by

$$[I, J] = -[J, I] = (-1)^{pq}[I, J]$$

proof: By combinatorics.
3 Distributions and foliations

In this section we will review the basic concepts of distributions and foliations on a manifold. We will start with a general treatment in the first part, where neither a metric nor a connection is needed. We will see how we, from the solutions of the M2,5-branes, find that the anti-symmetric tensor field of the solution itself defines a foliation on the manifold. In the latter part we will see how we can give these concepts more structure by adding a metric and a connection.

3.1 General treatment

First we need to understand the basic concepts of distributions and foliations, so let us start by defining these.

Definition 3.1
Let \( M \) be a manifold with tangent bundle \( T.M \), then a distribution on \( M \) is a subset of the tangent bundle such that, for any point \( x \) in \( M \), the fiber \( \mathcal{D}_x = \mathcal{D} \cap T_x.M \) is a vector subspace of \( T_x.M \). The dimension of \( \mathcal{D}_x \) is called the rank of the distribution. We will denote the distributions of constant rank \( k \)-distributions, where \( k \) is the rank.

Definition 3.2
Let \( \mathcal{M} \) be a manifold with dimension \( m \), then a \((k-)\) foliation, \( \mathcal{F} \), is a family of connected subsets, \( \mathcal{F} = \{ \mathcal{L}_\alpha \} \), called leaves, such that

(i). \( \bigcup \mathcal{L}_\alpha = \mathcal{M} \)

(ii). \( \mathcal{L}_\alpha \cap \mathcal{L}_\beta = 0, \ \alpha \neq \beta \)

(iii). For any point \( x \in \mathcal{M} \) there exists a local coordinate system (chart \( (U_x, \varphi) \)) in which the leaves are coordinate surfaces.

It is clear from the definition of a foliation that it trivially defines a \( k \)-distribution and that this always locally can be spanned by coordinate vectors. If \( \mathcal{M} \) is a manifold and \( x^\underline{m} \) are local coordinates in a patch \( U \) then we will split it to \( x^\underline{m} = \)...
(x^m, y^{m'}) where the leaves of the foliation are determined by local coordinate surfaces like y^{m'} = C^{m'}. The distribution associated with the leaves is then spanned by \{\partial/\partial_m\} which are the annihilators of the normal pfaffian forms of the surfaces, dy^{m'}. We will see that this distribution is trivially integrable, but let us first define the concept.

**Definition 3.3**

Let D be a k-distribution on a manifold M, then the set of all vectors in D forms a graded algebra on M with the usual wedge product. We will denote this algebra

\[ \Lambda^q_D := \Lambda^q(M)|_D \]

\[ \Lambda_D := \bigoplus_q \Lambda^q_D \]

where \( \Lambda^q_D \) is the set of q-vectors lying in \( \wedge^q D \). This algebra is a subalgebra of \( \Lambda \), i.e., \( \Lambda_D \subset \Lambda \). The distribution, D, is said to be **integrable** if the algebra \( \Lambda_D \) is closed under the Schouten–Nijenhuis bracket, that is

\[ [\Lambda_D, \Lambda_D] \subset \Lambda_D. \]

**Remark 3.4**

The usual definition of integrability of a distribution is that, taken any two vectors \( X, Y \in \Lambda^1_D \), the commutator of these vector fields will still be a vector field of the distribution, or

\[ [X, Y] \subset \Lambda^1_D, \quad \forall X, Y \in \Lambda^1_D. \]

but from the definition of the Schouten–Nijenhuis bracket we trivially see that the above definition of integrability is the same. The basic property of integrability is of course the existence of an integral manifold at every point, \( x \in M \). Integrability also assures that this integral manifold is unique and that the dimension is equal to the rank of the integrable distribution.

Now obviously the distribution associated with the leaves of the foliation is integrable because it is locally spanned by coordinate vectors and any two vectors built from these will be closed under the bracket in the sense that the resulting vector will again lie in the span of these coordinate vectors. Now one can go even further and prove that in fact any distribution of constant rank that is integrable also defines a foliation.

**Proposition 3.5**

Let D be a k-distribution on a manifold M, then D defines a foliation if and only if D is integrable. Furthermore the leaves of this foliation are the integral manifolds of the distribution D.

**proof:** See [8].

\[ \square \]

So we get a 1-1 relation between the concept of an integrable distribution of constant rank and a foliation.
Remark 3.6
We see from the definition of a foliation and the equivalence to an integrable distribution that if $\mathcal{F}$ is an integrable distribution and $X \in \Lambda_{\mathcal{F}}$ is a vector field lying in the distribution then in every patch there exist coordinates $(x^m, y^{m'})$ such that the vector field $X$ can be expressed locally as

$$X = X^m \partial_m = X^m(x, y) \frac{\partial}{\partial x^m}.$$ 

The coordinate surfaces $y^{m'} = C^{m'}$ are the leaves and $\partial / \partial x^m$ are the basis vectors along the leaves.

We have seen that a $k$-distribution can be imposed as a subset of the set of $p$-vectors on $\mathcal{M}$, which of course truncates at $k + 1$, and that it in fact is a subalgebra under the Schouten–Nijenhuis bracket if and only if it defines a foliation. But now we want to see how we can understand this in the co-picture, where we look at the set of $p$-forms instead. So let’s start with some basic definitions.

Definition 3.7
Let $\mathcal{D}$ be a $k$-distribution on a manifold $\mathcal{M}$, then the annihilator or the codistribution of a distribution is denoted by $\mathcal{D}^*_\ell$, and defined by

$$\mathcal{D}^*_\ell := \bigcup_{x \in \mathcal{M}} \mathcal{D}^*_x \ell$$

where

$$\mathcal{D}^*_x \ell := \{ \omega \in T^*_x \mathcal{M} : i_X \omega = 0, \forall X \in \Lambda^1_\mathcal{D} \}.$$ 

The set of all pfaffian forms in $\mathcal{D}^*_\ell$ forms a graded algebra on $\mathcal{M}$ under the wedge product. The algebra is denoted by

$$\Omega^p_{\mathcal{D}^*_\ell} := \Omega^p(\mathcal{M})|_{\mathcal{D}^*_\ell},$$

$$\Omega_{\mathcal{D}^*_\ell} := \bigoplus_p \Omega^p_{\mathcal{D}^*_\ell},$$

where $\Omega^p_{\mathcal{D}^*_\ell}$ is the set of $p$-forms lying in $\wedge^p \mathcal{D}^*_\ell$. This algebra is a subset of the algebra of differential forms on $\mathcal{M}$, i.e., $\Omega_{\mathcal{D}^*_\ell} \subset \Omega$.

Definition 3.8
Let $\mathcal{D}$ be a $k$-distribution on a manifold $\mathcal{M}$, then the ideal of $\mathcal{D}$ is defined by

$$I_{\mathcal{D}} := \bigoplus_p I^p_{\mathcal{D}},$$

$$I^p_{\mathcal{D}} := \{ \omega \in \Omega^p : \omega(X_1, \ldots, X_p) = 0, \forall X_i \in \Lambda^1_{\mathcal{D}} \},$$

then $I_{\mathcal{D}} \subset \Omega$ is to a subset of $\Omega$.

Remark 3.9
We see that $\Omega_{\mathcal{D}^*_\ell} \subset I_{\mathcal{D}}$, so the ideal of $\mathcal{D}$ is bigger than the set of forms spanned by the codistribution. We can picture these two types of forms in the case when
\( \mathcal{D} \) is integrable and the annihilator locally is spanned by the pfaffian forms \( \{dy^m\} \), by

\[
\omega = \omega_{m'_1 - m'_p} dy^{m'_1} \wedge \ldots \wedge dy^{m'_p}
\]

\[
\eta = \eta_{m'_1 - m'_p} \varphi^{m'_1} \wedge \ldots \wedge \varphi^{m'_{p-1}} \wedge dy^{m'_p}
\]

where \( \omega \in \Omega^p_{\mathcal{D}^*} \), \( \eta \in I^p_{\mathcal{D}} \) and \( \varphi^{m'} \) are arbitrary pfaffian forms.

The reason for introducing both these two types of subsets of the graded algebra of exterior forms on \( \mathcal{M} \) is that, although the subset \( \Omega^p_{\mathcal{D}^*} \) seems more natural, we need the ideal to test the integrability of the distribution. In fact we have following proposition.

**Proposition 3.10**

Let \( \mathcal{D} \) be a \( k \)-distribution on a manifold \( \mathcal{M} \), let \( I_{\mathcal{D}} \) be the ideal of \( \mathcal{D} \) then \( \mathcal{D} \) is integrable if and only if \( I_{\mathcal{D}} \) is closed under the exterior derivative, i.e.,

\[
dI_{\mathcal{D}} \subset I_{\mathcal{D}}.
\]

**proof:** It is sufficient to prove that \( d\omega \subset I^2_{\mathcal{D}} \) for all pfaffian forms in \( \Omega_{\mathcal{D}^*} \). So let \( \omega \in \Omega^2_{\mathcal{D}^*} \), and \( X, Y \in \Lambda^1_{\mathcal{D}} \) then

\[
d\omega(X,Y) = X[\omega(Y)] - Y[\omega(X)] - \omega([X,Y]) = -\omega([X,Y])
\]

which is zero for all vector fields in \( \Lambda^1_{\mathcal{D}} \) if and only if the commutator lies in \( \Lambda^1_{\mathcal{D}} \), i.e., the distribution is integrable. \( \blacksquare \)

So we see that we can equivalently express the integrability of the distribution in the co-picture. Now we want to see the structure of the forms belonging to these subsets of forms, especially those belonging to \( \Omega_{\mathcal{D}^*} \). So we will make some preliminary definitions.

**Definition 3.11**

Let \( \mathcal{D} \) be a \( k \)-distribution on a riemannian manifold \( \mathcal{M} \), let \( \omega \in \wedge^* \mathcal{M} \) be a differential form on \( \mathcal{M} \) and let \( X, Y \in \mathcal{D} \) be a vector field of the distribution, then we call \( \omega \)

\[
\begin{align*}
(i) & \quad \text{semi - basic, if } i_X \omega = 0, \\
(ii) & \quad \text{invariant, if } \mathcal{L}_X \omega = 0, \\
(iii) & \quad \text{basic, if } i_X \omega = 0, \quad \mathcal{L}_X \omega = 0,
\end{align*}
\]

\( \forall X \in \mathcal{D} \), with respect to \( \mathcal{D} \). In the case when the form is basic it is also called an absolute integral invariant and equivalently satisfies \( i_X \omega = 0 \), \( i_X d\omega = 0 \).

We now see that the set of semi-basic forms in fact are those forms belonging to \( \Omega_{\mathcal{D}^*} \). But we also noted that they in general not are closed under the exterior derivative, not even in the case when \( \mathcal{D} \) is integrable, but we had to introduce the ideal to express the integrability. Now the set of basic forms do indeed close under the exterior derivative. We can see the difference between semi-basic and basic forms in the case when the distribution is integrable in the following remark.
Remark 3.12
Let $\mathcal{F}$ be a foliation and $\Omega_{p\mathcal{F}}$ be graded algebra of the annihilator of $\mathcal{F}$, then $\Omega_{p\mathcal{F}}$ is the set of semi-basic forms with respect to $\mathcal{F}$. Let $\omega \in \Omega_{p\mathcal{F}}$ be a semi-basic $p$-form, it can then be expressed locally as
\[
\omega = \omega_{m'_1 \ldots m'_p}(x, y) dy^{m'_1} \wedge \ldots \wedge dy^{m'_p}.
\]
If additionally $\mathcal{L}_X\omega = 0$, $X \in \Lambda_1^\mathcal{F}$, then $\omega$ is basic and can then be expressed locally as
\[
\omega = \omega_{m'_1 \ldots m'_p}(y) dy^{m'_1} \wedge \ldots \wedge dy^{m'_p}.
\]
It should also be pointed out that if $X \in \Lambda_1^\mathcal{F}$ is a multivector on $\mathcal{M}$, tangent to the leaves, the basic forms are those forms vanishing under the generalized Lie derivative, i.e. $\mathcal{L}_X\omega = 0$, $\forall X \in \Lambda_1^\mathcal{F}$.

So we see that in the integrable case the basic forms are those that are semi-basic and constant along the leaves. As these forms are closed under the exterior derivative, we can look at cohomology groups on the leaf space.

Definition 3.13
The set of basic forms of a foliation $\mathcal{F}$ is a subset of $\Omega_{p\mathcal{F}}$, which we will denote $\Omega_{B\mathcal{F}}$. The basic forms are closed under the exterior derivative, i.e.,
\[
d : \Omega_{B\mathcal{F}} \longrightarrow \Omega_{B\mathcal{F}}, \quad \Omega_{B\mathcal{F}}^p \longrightarrow \Omega_{B\mathcal{F}}^{p+1}
\]
so the basic forms form a subcomplex of the de Rham complex. We can build the set of closed basic $p$-forms, $Z_{B\mathcal{F}}^p$, and the set of exact basic $p$-forms, $B_{B\mathcal{F}}^p$, and form the basic cohomology groups
\[
H_{B\mathcal{F}}^p := Z_{B\mathcal{F}}^p / B_{B\mathcal{F}}^p,
\]
which is the de Rham cohomology of the leafspace of the foliation.

It shall be noted that although the manifold is nice the leaf space need not be. In fact [9] argues that in certain cases it is in fact non-commutative, and the basic cohomology groups can be infinite-dimensional even though $\mathcal{M}$ is compact. We will not discuss these basic cohomology groups here but refer to [24]. We can however say that it is easy to show that $H_{B\mathcal{F}}^1 \subset H^1(\mathcal{M})$.

We will now turn our study to the case when we are given a $p$-form and see what this specific $p$-form can tell us in the sense of distributions.

Definition 3.14
Let $\omega \in \Omega^p$ be a $p$-form on $\mathcal{M}$, then the kernel of $\omega$ and the rank of $\omega$ at $x \in \mathcal{M}$, denoted $\ker_x \omega$ and $\operatorname{rank}_x \omega$ respectively, are defined through the kernel and the rank of the map $f_\omega|_x : \Lambda^1_x \mapsto \Omega_x^{p-1}$, defined by
\[
f_\omega(X)|_x := i_X \omega|_x, \quad X \in \Lambda^1.
\]
Of course a \( p \)-form does not, in general, be of constant rank, but if it is we simply denote it by rank \( \omega \). The rank and the kernel is of course dual to each other in the sense that \( \dim \ker_x \omega + \operatorname{rank}_x \omega = m \) where \( m \) is the dimension of the manifold, \( \mathcal{M} \). Now we can, given a specific \( p \)-form, make the following definition.

**Definition 3.15**

Let \( \omega \in \Omega \) be a differential form on \( \mathcal{M} \), the **characteristic subspace**, \( \mathcal{D}_x \), of \( \omega \) at a point \( x \in \mathcal{M} \) is defined by

\[
\mathcal{D}_x := \ker_x \omega \cap \ker_x d\omega.
\]

The **class** of \( \omega \) at \( x \) is the codimension of \( \mathcal{D}_x \) in \( T_x \mathcal{M} \) and the **characteristic distribution**, \( \mathcal{D} \), of \( \omega \) is simply \( \mathcal{D} := \bigcup_{x \in \mathcal{M}} \mathcal{D}_x \).

**Remark 3.16**

The class of a differential form is the smallest number of variables by which we can express it locally. If \( \omega \) is a closed form then the class is equal to its rank.

To get a little better grip of what the class of a \( p \)-form is let us consider the four-dimensional Yang–Mills theory.

**Example 3.17**

Let \( F \) be the Lie algebra valued field strength of an abelian gauge potential \( A \) in a 4-dimensional space \( \mathcal{M}_4 \) then of course \( F \) is a Lie algebra valued two-form on \( \mathcal{M}_4 \) and by \([6]\) we know that the rank of \( F \) is either 2 or 4. If the rank is two we know from definition 3.15 and the fact that \( F \) is closed that its characteristic distribution, which for an \( F \) of constant rank would be a characteristic foliation, would be two-dimensional. If this was the case we would for instance know that in a flat manifold we could choose coordinates in such a way that the two-dimensional foliation would be global coordinate surfaces. Now \( F \) would not depend on these coordinates but should effectively be a two-dimensional field strength. This is clearly not the case, and this is because the rank of \( F \) is in fact four and this is due to the self-duality condition \( F = \ast F \).

It should be noted that the set of \( p \)-forms of constant class is of great importance. The reason for this becomes clear by the following proposition.

**Proposition 3.18**

Let \( \omega \in \Omega \) be a differential form on \( \mathcal{M} \) with constant class, then the characteristic distribution will be of constant dimension and the distribution will be integrable, i.e., \( \omega \) will define a foliation on \( \mathcal{M} \).

**proof:** Take \( X, Y \in \Lambda^1_\mathcal{M} \) where \( \mathcal{D} \) is the characteristic distribution of \( \omega \), then \( \mathcal{L}_X \mathcal{L}_Y \omega = \mathcal{L}_Y \mathcal{L}_X \omega = 0 \), and \( i_{[X,Y]} \omega = \mathcal{L}_X i_Y \omega - i_Y \mathcal{L}_X \omega = 0 \) which implies \([X,Y] \in \Lambda^1_\mathcal{M} \), so \( \mathcal{D} \) is integrable and thus a foliation. ■
Corollary 3.19
Let $\omega \in \Omega$ be a differential form on $\mathcal{M}$ with constant class, then $\omega$ is basic with respect to the characteristic foliation defined by $\omega$.

proof: By definition. ■

So a $p$-form of constant class defines a foliation on $\mathcal{M}$ but then we know that finding a foliation on $\mathcal{M}$ of dimension $k$ is equal to finding a $p$-form on $\mathcal{M}$ of constant class $m - k$. Note that the $p$-form need not be a $m - k$ form but can be an arbitrary $p$-form as long as $p \leq m - k$ and not a 0-form.

We look at the $M5$-brane solution.

Example 3.20

Let $F_4$ be the four-form in $D = 11$ supergravity and consider the $M5$-brane solution to the equations of motions in $\mathcal{M}_{11}$ [14, 10],

$$F = \partial^n \Delta(y) \varepsilon_{mnpr} dy^n \wedge dy^p \wedge dy^q \wedge dy^r$$

with coordinates $(x^\mu, y^m)$ along the brane and transverse to the brane respectively. Then $\ker F = 6$ and the rank of $F$ is $5 = 11 - 6$. Since $F$ is closed we know that the class of $F$ is equal to the rank and is therefore equal to 5. The characteristic distribution of $F$ is nothing but the $M5$-brane itself which indeed is integrable and thus defines a foliation of $\mathcal{M}_{11}$. We also see by definition that $F$ is a basic 4-form and because it is closed it must belong to the fourth basic cohomology class, i.e.,

$$F \in H^4_{\mathcal{M}}$$

where $\mathcal{F}$ is the $M5$-brane.

For the $M2$-brane it is instead $\ast H$ that is basic and closed and thus define the 3-dimensional foliation of the membrane.

3.2 Distributions on riemannian manifolds

We will now proceed to see what structure distributions can have after we have added a metric but first let us introduce notations regarding mappings with the metric tensor.

Definition 3.21
When considering the metric, $g$, and its inverse as isomorphic mappings from the tangent space into the cotangent space and vice versa, $g: T\mathcal{M} \rightarrow T^*\mathcal{M}$. We will use the standard musical notation, i.e.,

$$^b X := g(X) \in T^*\mathcal{M}, \quad X \in T\mathcal{M},$$

$$^t \varphi := g^{-1}(\varphi) \in T\mathcal{M}, \quad X \in T^*\mathcal{M}.$$
Definition 3.22
We will define the metric trace, the anti-symmetrizer and the symmetrizer on (2,0) tensors by

\[
\begin{align*}
\text{tr}T & := T(E_a, E^a) \\
\wedge T(X, Y) & := \frac{1}{2}(T(X, Y) - T(Y, X)) \\
\odot T(X, Y) & := \frac{1}{2}(T(X, Y) + T(Y, X))
\end{align*}
\]

When structuring distributions we need the Levi–Civita connection, i.e., the unique metric and torsionfree connection. So let us start by defining it, perhaps in an unfamiliar way.

Definition 3.23
Let \( \mathcal{M} \) be a riemannian or pseudo-riemannian manifold with non-degenerate metric, \( g \), then the Levi–Civita connection is the unique torsionfree connection defined by its action on a 1-form

\[
\nabla \varphi(X, Y) := \frac{1}{2}(d\varphi(X, Y) + \mathcal{L}_g \varphi g(X, Y))
\]

The more familiar coordinate expression can easily be recovered by taking the coordinate vectors for \( X, Y \) and the coordinate differential for \( \varphi \).

We are now ready to define the deformation tensor related to every distribution on a manifold with metric.

Definition 3.24
Let \( \mathcal{D} \) be a \( k \)-distribution with projection \( \mathcal{P} \) on a riemannian manifold \( \mathcal{M} \) with non-degenerate metric \( g \). Let \( \nabla \) be the Levi–Civita connection with respect to this metric and let \( \mathcal{P}' := 1 - \mathcal{P} \) be the coprojection of \( \mathcal{D} \). Now define the following tensors with characteristics

\[
\begin{align*}
H, L, K, \kappa : & \Lambda^1_{\mathcal{D}} \times \Lambda^1_{\mathcal{D}} \to \Lambda^1_{\mathcal{D}'} \\
\kappa : & \Lambda^1_{\mathcal{D}'} \to \mathbb{R}
\end{align*}
\]

and

\[
\begin{align*}
(i) & \quad H(X, Y) := \mathcal{P} \nabla_{P_X} P_Y \quad \text{deformation tensor}, \\
(ii) & \quad L := \wedge H \quad \text{twisting tensor}, \\
(iii) & \quad K := \odot H \quad \text{extrinsic curvature tensor}, \\
(iv) & \quad \kappa := \text{tr} H \quad \text{mean curvature tensor}, \\
(v) & \quad W := K - \frac{1}{k} \kappa g \quad \text{conformal curvature tensor}.
\end{align*}
\]

This gives us the decomposition of the deformation tensor in its anti-symmetric, symmetric-traceless and trace parts accordingly,

\[
H = L + W + \frac{1}{k} \kappa g.
\]
These are the definitions of the fundamental tensors of a distribution, and we would like to make some comments about them. We see that the deformation tensor can be split into the usual anti-symmetric, symmetric-traceless and trace parts. So what does these parts say? If we just see them as generators of matrix algebras we know that these splitting refers to one tensor, the twisting tensor, that generates rotations, one tensor that generates deformations but leaves the volume constant, the conformal curvature tensor, and one tensor that scales the volume, the mean curvature tensor. In the case of distributions this is the same although we now talk about how the distribution changes while going in normal directions. From some important relations that we will see this becomes evident. But first we need a relation to prove them.

**Lemma 3.25**
Let $X, Y, Z \in \Lambda^1$ be vector fields on $\mathcal{M}$ with metric $g$. Let $\nabla_X$ be the Levi-Civita connection on $(\mathcal{M}, g)$ then

$$(\mathcal{L}_X g)(Y, Z) = g(\nabla_Y X, Z) + g(Y, \nabla_Z X).$$

**proof:** By direct calculation

$$(\mathcal{L}_X g)(Y, Z) = X[g(Y, Z)] - g([X, Y], Z) - g(Y, [X, Z]) =$$

$$= X[g(Y, Z)] - g(\nabla_X Y - \nabla_Y X, Z) - g(Y, \nabla_Z X - \nabla_X X) =$$

$$= \{g(\nabla_X Y, Z) = X[g(Y, Z)] - g(Y, \nabla_Y Z)\} =$$

$$= g(\nabla_Y X, Z) + g(Y, \nabla_Z X).$$

So we get the important relations.

**Proposition 3.26**
Let $D$ be a distribution on a manifold $\mathcal{M}$ with metric $g$, let further $g(X, Y) = g(PX, PY)$ be the induced metric on the distribution, then the symmetric part of the deformation tensor can be written like

$$K(X, Y)(\varphi) = \frac{1}{2} \mathcal{L}_{P\varphi} g(X, Y), \text{ or } \mathcal{N}(X, Y, Z) = \frac{1}{2} \mathcal{L}_Z g(X, Y),$$

where the prime denotes projection along the normal directions by $P'$. The relation for the anti-symmetric part on the other hand is

$$L(X, Y) = \frac{1}{2} [P X, P Y]$$

**proof:** By direct calculation,

$$-\frac{1}{2} \mathcal{L}_{P\varphi} g(X, Y) = \frac{1}{2} (g(\nabla_{PX} P\varphi, PY) + g(PX, \nabla_PY P\varphi)) =$$

$$= \frac{1}{2} (g(P\varphi, \nabla_{PX} PY) + g(P\nabla_PY PX, P\varphi)) =$$

$$= \frac{1}{2} (H(X, Y)(\varphi) + H(X, Y)(\varphi)) = K(X, Y)$$
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and
\[ L(X, Y) = \frac{1}{2}(H(X, Y) - H(Y, X)) = \]
\[ = \frac{1}{2}(P \nabla_p X P Y - P \nabla_p Y P X) = \]
\[ = \frac{1}{2} P [P X, P Y]. \]

Now it is evident that the twisting tensor which can be regarded as rotations of the distributions while going in the normal directions in fact measures how far the distribution is from being integrable. So we get a natural proposition from this.

**Proposition 3.27**
Let \( \mathcal{D} \) be a distribution on a manifold, then \( \mathcal{D} \) defines a foliation if and only if \( \mathcal{D} \) is integrable, which on a riemannian manifold is equivalent to the vanishing of the tensor \( L \) above.

**proof:** \( L = 0 \Rightarrow P [P X, P Y] = 0 \Rightarrow [X, Y] \in \Lambda^1_{\mathcal{D}}, \forall X, Y \in \Lambda^1_{\mathcal{D}} \Rightarrow \mathcal{D} \text{ integrable. Now } \text{3.26 completes the proof}. \]

For the case of the extrinsic curvature we see from 3.26 that it indeed measures the change of the induced metric on the distribution while going in normal directions. If we look at conformal transformations we can see that the conformal curvature tensor does not see volume changes.

**Proposition 3.28**
Let \( \mathcal{M} \) be a riemannian manifold with metric \( g \), let \( I \) be an almost product structure on \( \mathcal{M} \) which split the metric in \( g = g + g' \) and let \( \lambda = e^{2\phi} \) be a conformal transformation on \( g \), i.e., \( \tilde{g} = \lambda g \) then the symmetric parts of the deformation tensor will transform like

\[
\begin{align*}
\tilde{K}(\varphi) &= K(\varphi) + X^t P [\lambda] g = K(\varphi) + 2 X^t \varphi' [\phi] g \\
\tilde{\kappa}(X) &= \kappa(X) + k X^t \lambda [\lambda] g = \kappa(X) + 2 k X^t [\phi] \\
\tilde{W} &= W \\
\tilde{L} &= L
\end{align*}
\]

**proof:** By direct calculation.

If we put all this together we see that we indeed have 8 fundamental classes of distributions on a riemannian manifold.

**Definition 3.29**
Let \( \mathcal{D} \) be a distribution on a riemannian manifold \( \mathcal{M} \) we have the following 8
different classes

| Name              | L = 0 | W = 0 | κ = 0 | Notation |
|-------------------|-------|-------|-------|----------|
| Distribution      |       |       |       | D        |
| Minimal Distribution |     | x     |       | MD       |
| Umbilic Distribution | x   |       |       | UD       |
| Geodesic Distribution | x   | x     |       | GD       |
| Foliation         | x     |       |       | F        |
| Minimal Foliation | x     | x     |       | MF       |
| Umbilic Foliation | x     | x     |       | UF       |
| Geodesic Foliation | x   | x     | x     | GF       |

4 Foliations defined by (1,1) tensors

We will in this section show how foliations can be described by certain types of endomorphisms on the tangent bundle. To start with we will therefore review the concepts of endomorphisms on the tangent bundle. In here we will see that there appears a fundamental tensor known as the Nijenhuis tensor which could be seen as the curvature of the endomorphism. We will derive this tensor in a different way from the ordinary one. This way of looking at the Nijenhuis tensor will put it on an equal basis to that of curvatures from connections on fiber bundles.

4.1 Endomorphisms on the tangent bundle

In this subsection we will look at endomorphisms, which basically are maps from the tangent bundle into itself. These maps can be described by (1,1) tensors and can equivalently be regarded as maps from the cotangent bundle to itself. We will in this section depend a lot from the results in section 2, i.e., we will need the concepts of generalized Lie derivation and we will need the Nijenhuis-Föhlicher bracket which plays a central part in the study of the Nijenhuis tensor. But let us now first define the basic structure of endomorphisms.
Definition 4.1
Let $\mathcal{M}$ be a manifold and $T\mathcal{M}$ its tangent bundle, then an endomorphism $I$ is a map

$$I : T\mathcal{M} \longrightarrow T\mathcal{M}$$

i.e., it is a $(1,1)$ tensor acting on the tangent bundle. Let $X \in \Lambda^1$ be vector field on $\mathcal{M}$ then we denote the action of $I$ on $X$ by

$$I : X \mapsto I(X) = IX$$

which is nothing but the exterior product mapping defined in 2.6, i.e.,

$$\varepsilon_I X = IX$$

and can be extended, to an arbitrary $p$-vector, with characteristics

$$\varepsilon_I : \Lambda \longrightarrow \Lambda, \quad \Lambda^p \longrightarrow \Lambda^p$$

and action for $X_i \in \Lambda^1$

$$\varepsilon_I (X_1 \wedge \ldots \wedge X_p) = \sum_i X_1 \wedge \ldots \wedge IX_i \wedge \ldots \wedge X_p$$

We start by noticing that $\varepsilon_I \in \text{Der} \Lambda$ is a derivation on the set of multivectors on $\mathcal{M}$. We also know that it maps vectors to vectors, which immediately lead us to the thought of associating a new bracket to this endomorphism by just taking the commutator of the respective maps.

Definition 4.2
The bracket associated with an endomorphism $I$ is called $I$-bracket and denoted by $[\cdot, \cdot]_I$. It has the characteristics of a normal bracket i.e.,

$$[\cdot, \cdot]_I : \Lambda^1 \times \Lambda^1 \longrightarrow \Lambda^1,$$

if $X, Y \in \Lambda^1$ are two vector fields it is defined by

$$[X, Y]_I := [IX, Y] + [X, IY] - I[X, Y]$$

and is thus manifestly antisymmetric. We also see from 2.24 that

$$[X, Y]_I \equiv \mathcal{L}_I (X \wedge Y)$$

We see that if $I$ is the identity map the $I$-bracket reduces to the usual bracket. Because of this we will denote

$$\partial_I := \mathcal{L}_I = [\partial, \varepsilon_I]$$

in the case when $I$ is an $(1,1)$ tensor and we see that $\partial_I = \partial$. Now $\partial_I$ can act on a $q$-vector of arbitrary degree, in which the characteristics of the map looks like

$$\partial_I : \Lambda \longrightarrow \Lambda, \quad \Lambda^q \longrightarrow \Lambda^{q-1}.$$
This new bracket has indeed the properties of a usual vector bracket, i.e., it is an anti-symmetric, non-tensorial map taking two vectors into one. The non-tensoriality looks like

\[ [X, fY]_I - f[X, Y]_I = IX[f]Y, \]

and is thus depending on the directional derivative of \( f \) along \( IX \) instead of \( X \) as in the ordinary bracket. Now the original vector bracket is a Lie bracket, i.e., it fulfills the Jacobi identity. One question that immediately arises is if the \( I \)-bracket is a Lie bracket. Generically the answer to this question is no. There are however cases when indeed this \( I \)-bracket is a Lie bracket, so we need a measure which tells when this is the case, and this measure will be the Nijenhuis tensor.

**Definition 4.3**
Let \( I \) be an endomorphism on \( \mathcal{M} \), then define the Nijenhuis tensor as the failure of the \( I \)-bracket to be a Lie bracket, i.e., let \( X, Y, Z \in \Lambda^1 \) be vector fields, then the Nijenhuis tensor is a map with characteristics

\[ \tilde{N}_I(X, Y, Z) : \Lambda^1 \times \Lambda^1 \times \Lambda^1 \rightarrow \Lambda^1, \]

so it is a \((3,1)\) tensor and it measures the failure of the \( I \)-bracket in fulfilling the Jacobi identities. It is defined by

\[ \tilde{N}_I(X, Y, Z) := [[X, Y]_I, Z]_I + [[Y, Z]_I, X]_I + [[Z, X]_I, Y]_I \]

The Nijenhuis tensor can through the equality

\[ \tilde{N}_I(X, Y, Z) \equiv \partial_I \circ \partial_I (X \wedge Y \wedge Z) \]

be seen as measuring the failure of \( \partial_I \) to be a boundary operator.

**Remark 4.4**
As \( \partial \) is not a well defined boundary operator, \( \partial_I \) will of course not be well defined either, not even when it is closed. The reason for denoting the Nijenhuis tensor with a check is that it turns up in a more natural way as a \((2,1)\) tensor why we reserve the notation \( N_I \) to this case.

It can easily be proved that the Nijenhuis tensor defined above indeed is a tensor, i.e., multilinear. We saw that the Nijenhuis tensor measured in what amount the \( I \)-bracket failed in fulfilling the Jacobi identities. This is the same as to say that the Nijenhuis tensor measures to what extent the \( I \)-bracket fails to be a Lie bracket. The conclusion is that the Nijenhuis tensor measures in what extent the endomorphism \( I \) fails to be a Lie algebra homomorphism on the infinite-dimensional Lie algebra of vector fields on \( \mathcal{M} \). This conclusion will be more transparent when we introduce the other type of Nijenhuis tensor originating from the treatment of endomorphisms on the cotangent bundle.

**Definition 4.5**
Let \( \mathcal{M} \) be a manifold and \( T^* \mathcal{M} \) its cotangent space, let \( I \) be an endomorphism of the tangent bundle, then \( I' \) is the natural extension characterized by

\[ I' : T^* \mathcal{M} \rightarrow T^* \mathcal{M}. \]
Let $\omega \in \Omega^1$, then the action of $I^t$ on $\omega$ looks like

$$I^t : \omega \mapsto I^t(\omega) = \omega I,$$

i.e., $I$ acts as a right mapping on $\omega$. It is nothing but the interior product of $I$ on a 1-form and it generalizes as the dual map of the exterior product. So for $\omega \in \Omega^p$ we get

$$i_I \omega(X_1, \ldots, X_p) = \omega(\varepsilon_I(X_1 \wedge \ldots \wedge X_p)) = \sum_i \omega(X_1, \ldots, IX_i, \ldots, X_p),$$

and we find that $i_I$ is an algebraic derivation of degree 0 with characteristics

$$i_I : \Omega \mapsto \Omega, \quad \Omega^p \mapsto \Omega^p$$

We do equally know in this case that $i_I \in \text{Der} \Omega$ is a derivation on the cotangent bundle and it will therefore be natural to introduce the commutator of $i_I$ and the exterior derivative in an analogous way as we introduced the $I$-bracket.

**Definition 4.6**

Let $I$ be an endomorphism on a manifold $\mathcal{M}$ and define the associated exterior derivative, denoted by $d_I$, with characteristics

$$d_I : \Omega \mapsto \Omega, \quad \Omega^p \mapsto \Omega^{p+1}$$

by the commutator

$$d_I := [i_I, d]$$

which now is the dual map to $\partial_I$. Let $\omega \in \Omega^p$ be a $p$-form, then from 2.29 we see

$$d_I \omega(X_1, \ldots, X_p) = \sum_i (-1)^{i+1} \varepsilon_I X_i \omega(X_1, \ldots, X_p) - \omega(\partial_I(X_1 \wedge \ldots \wedge X_p))$$

or in $I$-bracket notation

$$d_I \omega(X_1, \ldots, X_{p+1}) = \sum_i (-1)^{i+1} I X_i [\omega(X_1, \ldots, X_{p+1})] - \sum_{i<j} (-1)^{i+j+1} \omega([X_i, X_j], X_1, \ldots, \hat{X}_i, \ldots, \hat{X}_j, X_{p+1})$$

Now we would like to ask whether this new operator, with the same mapping characteristics as the exterior derivative, is a coboundary operator or not, i.e., whether it is nilpotent or not. So in analogy to the treatment of the $I$-bracket we introduce a new type of Nijenhuis tensor which measures to what extent the associated exterior derivative $d_I$ fails in being nilpotent.
Definition 4.7
Let $I$ be an endomorphism on $\mathcal{M}$ and define the Nijenhuis tensor as the measure of how much $d_I$ fails to be a coboundary operator. The Nijenhuis tensor is thus a $(2,1)$ tensor. Let $X, Y \in \Lambda^1$ be vector fields on $\mathcal{M}$, then the characteristics of the Nijenhuis tensor are

$$N_I(X, Y) : \Lambda^1 \times \Lambda^1 \mapsto \Lambda^1$$

and we define it through the quadratic action of $d_I$ on functions $f \in C^\infty(\mathcal{M})$,

$$< -N_I(X, Y), df > := d_Id_If(X, Y).$$

As we see the Nijenhuis tensor measures the failure in closure of the operator $d_I$ and can thus be considered as a form of torsion. Alternatively, as the below equivalent definition shows, it measures the curvature of the endomorphism, i.e.,

$$N_I[X, Y] := I([X, Y]) - [I(X), I(Y)],$$

so the Nijenhuis tensor can be seen as measuring how far this endomorphism is from being a Lie algebra homomorphism of the infinite-dimensional Lie algebra of vector fields on $\mathcal{M}$.

proof: The proof follows from definition 2.3 and 2.31. ■

Remark 4.8
Notice that the expression for the Nijenhuis tensor in definition 4.7 differs by a sign from the original definition. This definition turns out to be more natural in two different aspects. First of all we find that it looks similar to the curvature of algebraic gauge theory and further we see that if $\nabla$ is a connection with torsion on $\mathcal{M}$, then $\nabla \wedge \nabla f(X, Y) = < -T(X, Y), df >$. We will show later that the Nijenhuis tensor can in fact be viewed as a kind of torsion, which makes the new sign natural.

When we write the Nijenhuis tensor on the above form the connection to algebraic gauge theory is clear. In algebraic gauge theory we have a principal bundle $0 \to A \to E \to B \to 0$ and a connection $\rho : B \to E$ with curvature

$$F(X, Y) := \rho([X, Y]|_B) - [\rho(X), \rho(Y)]|_E.$$

The curvature therefore measures to what extent $\rho$ fails to be a Lie algebra homomorphism. The conclusion is that the Nijenhuis tensor describes curvatures in principal bundles. We will look at this more thoroughly later, but first we will examine some basic relations involving the Nijenhuis tensor that will be needed in the sequel. We start with a small lemma.

Lemma 4.9
Let $I, I_1, I_2$ be endomorphisms on $\mathcal{M}$ and let $X, Y \in \Lambda^1$ be two vector fields, then

(i) $\mathcal{L}_X I(Y) = [X, IY] - I[X, Y]$

(ii) $[I, I_2](X, Y) = [I_1X, I_2Y] + [I_2X, I_1Y] - I_1[X, Y]I_2 - I_2[X, Y]I_1$.
proof: (i) by direct calculation \( L_X I(Y) = L_X (IY) - I(L_X Y) = [X, IY] - I[X, Y] \)
and
(ii) directly from definition 2.31.

\[\square\]

Proposition 4.10

Let \( I, I_1, I_2 \) be endomorphisms on \( M \) and let \( X, Y \in \Lambda^1 \) be two vector fields, then we have the following relations involving the Nijenhuis tensor.

(i) \( N_I(X, Y) = (I L_X I - L_I X)(Y) \)
(ii) \( N_I = -\frac{1}{2}[I, I] \)
(iii) \( N_{I_1} = \lambda^2 N_I \)
(iv) \( N_{I_1 + I_2} = N_{I_1} + N_{I_2} - [I_1, I_2] \)

proof: (i) follows from the first part of lemma 4.9 while (ii), (iii) and (iv) is a direct consequence of the properties of the bracket in lemma 4.9. \( \square \)

We will also list some properties involving the identity endomorphism which as expected turns out to be trivial.

Proposition 4.11

Let \( I \) be a endomorphism on \( M \) and \( 1 \) the identity operator (endomorphism), then we have the following relations involving the Nijenhuis tensor

(i) \([1, I] = 0\)
(ii) \( N_{1+I} = N_I \)

proof: Trivial. \( \square \)

Now we have defined two types of Nijenhuis tensors, one as the natural one occurring on the space of \( p \)-vectors and the other appearing on the space of differential forms. Of course there will be no surprise to us that these two types of tensors in fact are related. This relation will be seen in following proposition.

Proposition 4.12

Let \( X, Y, Z \in \Lambda^1 \) be vector fields on \( M \) and let \( \tilde{N}_I \) be the Nijenhuis tensor defined in 4.3 and \( N_I \) be the one defined in 4.7. These are then related as

\[ \tilde{N}_I(X, Y, Z) = \sum_{cyc} N_I([X, Y], Z) + [N_I(X, Y), Z] \]

proof:
By definition 2.31 and proposition 2.24 we get

\[ \tilde{N}(X, Y, Z) = \partial_1 \partial_1 (X \wedge Y \wedge Z) = 1 \]

\[ = \frac{1}{2} [\hat{L}_I, \hat{L}_I](X \wedge Y \wedge Z) = -\hat{L}_{N_I}(X \wedge Y \wedge Z) = \sum_{cycl} N_I([X, Y], Z) + [N_I(X, Y), Z] \]

We also have the complete relation when \( d_I \) acts on an arbitrary differential form, which follows.

**Proposition 4.13**

Let \( I \) be an endomorphism on \( \mathcal{M} \) and \( d_I \) be its associated coboundary operator, let \( \partial_I \) be the formal boundary operator associated with the endomorphism, then we have

\[ d_I d_I \omega(X_1, \ldots, X_{p+2}) = \sum_{i<j} (-1)^{i+j} L_{N_I(X_i, X_j)} \omega(X_1, \ldots, \hat{X}_i \hat{X}_i \ldots, X_{p+2}) + \omega(\partial_I \partial_I (X_1 \wedge \ldots \wedge X_{p+2})) \]

**proof:** By 2.31 and 2.28 using \( d_Id_I = \frac{1}{2} [\hat{L}_I, \hat{L}_I] = -\hat{L}_{N_I} \).

### 4.1.1 Manifolds with metric

If we add to the manifold the structure of a non-degenerate metric, we are able to introduce a Levi–Civita connection and we can in a similar fashion as above introduce a new bracket structure, the Jordan bracket.

**Definition 4.14**

Let \( \mathcal{M} \) be a riemannian manifold with Levi–Civita connection \( \nabla \), then define the **Jordan bracket**, denoted by \( \{\cdot, \cdot\} \), with the following characteristics:

\[ \{\cdot, \cdot\} : \Lambda^1 \times \Lambda^1 \rightarrow \Lambda^1, \]

by

\[ \{X, Y\} := \nabla_X Y + \nabla_Y X \]

where \( X, Y \in \Lambda^1 \) are vector fields on \( \mathcal{M} \). Now define the Jordan bracket associated with an endomorphism \( I \), denoted \( \{\cdot, \cdot\}_I \), in an analogous fashion to \( [\cdot, \cdot]_I \), by

\[ \{X, Y\}_I := \{IX, Y\} + \{X, IY\} - I\{X, Y\}. \]
We see that the Jordan bracket associated with an endomorphism is defined in a similar fashion as the $I$-bracket was earlier. It should also be pointed out that the Jordan bracket and the usual vector bracket of two vectors, $X, Y \in \Lambda^1$, in fact only measure the symmetric and anti-symmetric parts of the tensor $\nabla_X Y$.

We can also introduce the Jordan tensor in the same way as we did with the Nijenhuis tensor.

**Definition 4.15**

Let the triplet $(\mathcal{M}, g, I)$ define a riemannian almost product structure, and let $\{\cdot, \cdot\}$ be the Jordan bracket, then define the **Jordan tensor** associated to $I$, denoted $M_I$, with the following characteristics:

$$M_I : \Lambda^1 \times \Lambda^1 \mapsto \Lambda^1,$$

by

$$M_I(X, Y) := I\{X, Y\} - \{IX, IY\}$$

where $X, Y \in \Lambda^1$ are vector fields on $\mathcal{M}$. The analogy to the Nijenhuis tensor is obvious.

So we see that the Jordan tensor measures the failure of the Jordan bracket to commute with the endomorphism, $I$. We also get similar relations for the Jordan tensor as for the Nijenhuis tensor earlier.

**Proposition 4.16**

Let $I, I_1, I_2$ be endomorphisms on $\mathcal{M}$ and let $X, Y \in \Lambda^1$ be two vector fields. Introduce the operator $\mathcal{T}_X := \nabla_X - \mathcal{D}_X$, then we have the following relations involving the Jordan tensor.

(i) $M_I(X, Y) = (I\mathcal{T}_X I - \mathcal{T}_I X I)(Y)$

(ii) $M_I = -\frac{1}{2}\{I, I\}$

(iii) $M_{\lambda I} = \lambda^2 M_I$

(iv) $M_{I_1 + I_2} = M_{I_1} + M_{I_2} - \{I_1, I_2\}$

In short, the Nijenhuis tensor measures the non-commutativity between an endomorphism $I$ and the antisymmetric part of the Levi–Civita connection, while the Jordan tensor measures the non-commutativity between an endomorphism $I$ and the symmetric part of the Levi–Civita connection. As the anti-symmetric part of the Levi–Civita connection is nothing but the usual vector bracket (or the exterior derivative if seen as acting on forms), we note that the Nijenhuis tensor is independent of the metric and thus definable even without a metric present. This has been commented on earlier. If we now have a metric, the two structures can be combined naturally to form the deformation tensor associated with an endomorphism.

**Definition 4.17**

Let $I$ be an endomorphism on a manifold $\mathcal{M}$ with non-degenerate metric, $g$. Let $\nabla$ be the Levi–Civita connection on $\mathcal{M}$ and define the **deformation tensor**
associated with the endomorphism $I$, denoted $H_I$, with the following characteristics:

$$H_I : \Lambda^1 \times \Lambda^1 \mapsto \Lambda^1.$$

$H_I$ is defined by the expression

$$H_I(X, Y) := (I \nabla_X I - \nabla_Y I)(Y),$$

where $X, Y \in \Lambda^1$ are two vector fields on $\mathcal{M}$. We immediately note the equivalent definition

$$H_I(X, Y) := N_I(X, Y) + M_I(X, Y).$$

We will later see that in the case where the endomorphism $I$ is a Riemannian almost product structure the deformation tensor will be analogous to that in the earlier section.

### 4.2 Foliations from endomorphisms

The preceding sections give us the opportunity to formulate the concepts of distributions and foliations in the framework of a special type of endomorphism on the tangent bundle. We will see that the type of endomorphism will be very similar to that of an almost complex structure. But to start with we will change our notation a bit in order to get a more compact language when considering distributions on a manifold.

**Notation 4.18**

We will denote the objects on our space with an underline, i.e.,

- $\mathcal{M}$: Manifold
- $T\mathcal{M}$: Tangent bundle of $\mathcal{M}$
- $T^*\mathcal{M}$: Cotangent bundle of $\mathcal{M}$
- $g$: Metric on $\mathcal{M}$
- $d$: Exterior derivative
- $X$: Vector field on $\mathcal{M}$

To list the primarily used objects. We will use this underlining principle for all objects on $\mathcal{M}$ whenever there may be a risk of confusion.

When considering endomorphisms in the preceding subsection, where we defined the Nijenhuis tensor, we were treating endomorphisms in the most general sense and had no conditions on the endomorphism $I$ at all. But there are of course certain types of endomorphisms that are more interesting than others. In mathematics there are four basic types which are of great importance. We will define them below.
Definition 4.19
Let $I$ be an endomorphism tensor of type (1,1), i.e., it maps $T\mathcal{M} \to T\mathcal{M}$ or $T^*\mathcal{M} \to T^*\mathcal{M}$ then $I$ is called

1. Nilpotent, if $I^2 = 0$,
2. Idempotent, if $I^2 = I$,
3. Almost product structure, if $I^2 = 1$,
4. Almost complex structure, if $I^2 = -1$.

Of course the concepts nilpotent and idempotent could be generalized to hold for a different power than 2, but otherwise these are the four basic types. Interesting to note is that for a nilpotent endomorphism $\ker I \subset \text{Im} I$ which implies that $\text{rank} I \leq \lfloor n/2 \rfloor$. For an idempotent endomorphism the rank can be arbitrary. The last two types of endomorphisms which are called almost product (complex) structures are both of full rank. In this section we will see that an almost product structure will be just the kind of endomorphism that one needs in the theory of distributions and foliations. Although the study of almost product structures could take place without introducing a metric on the manifold, we will focus on the treatment of manifolds with a metric. We will only point out that, as seen in previous subsection, all structure involving only the Nijenhuis tensor exist even without metrics. But let us now introduce a metric on the manifold.

Definition 4.20
Let $I$ be an almost product structure on a manifold $\mathcal{M}$ with riemannian metric $g$ and let $X, Y \in T\mathcal{M}$ be vector fields. Then the triplet $(\mathcal{M}, g, I)$ is called a riemannian almost product structure if

$$g(IX, IY) = g(X, Y)$$

or in other words, $I$ is an automorphism of $g$ in the sense that the following diagram commutes:

$$
\begin{array}{ccc}
T\mathcal{M} & \xrightarrow{I} & T\mathcal{M} \\
\downarrow{2} & & \downarrow{2} \\
T^*\mathcal{M} & \xrightarrow{I^*} & T^*\mathcal{M}
\end{array}
$$

i.e.,

$$I^t \circ g \circ I = g$$

So we see that the endomorphism $I$ conserves the length of a vector. This immediately tells us that it must be a local $O(m)$ transformation on the tangent bundle. In the above definition we required that the metric satisfied $g(X, Y) = g(IX, IY)$ but of course from any riemannian metric not satisfying this we can always construct a new one just by taking $\tilde{g}(X, Y) := g(X, Y) + g(IX, IY)$ which
would then satisfy the above condition. Therefore, this implies no restriction on the manifold.

We will now look at the properties of a riemannian almost product structure in a little more detail to find out in what sense it defines distributions on the manifold.

**Proposition 4.21**

Let the triplet \((\mathcal{M}, g, I)\) define a riemannian almost product structure on \(\mathcal{M}\) with \(\dim \mathcal{M} = m\), then

(i). \(I\) is a local \(O(m)\) matrix with \(\frac{1}{2}m(m-1)\) independent components.

(ii). All eigenvalues are \(\pm 1\).

(iii). \(\text{tr} I = 2k - m\) where \(k\) is the number of positive eigenvalues.

(iv). There is a preferred base called the oriented base in which \(I\) is diagonal and ordered, i.e., it takes the form

\[
I = \begin{pmatrix}
1 & & & \\
& \ddots & & \\
& & 1 & \\
& & & -1
\end{pmatrix}
\]

**proof:** (i) Let \(\{E_a\}\) be an orthonormal frame, then \(\eta_{ab} = g(E_a, E_b) = g(I E_a, I E_b) = I_{a}^c I_{b}^d \eta_{cd} \Rightarrow I \in O(m)\). (ii) \(1 = I^2 = PDP^{-1}PDP^{-1} \Rightarrow D^2 = 1 \Rightarrow \) all eigenvalues \(\pm 1\). (iii) \(\text{tr} I = k + (-1)^{m-k} = 2k - m\) (iv) Let \(\{E_a = (E_a, E_{a'})\}\) be a oriented and ordered base, then \(I = E^a E_a - E^{a'} E_{a'}\). □

These properties of an almost product structure tells us that if we express our vectors in terms of the eigenvectors of \(I\) (preferably in the oriented base) \(I\) acts as reflecting the vectors in the hyperplane spanned by the eigenvectors with positive eigenvalue 1. Now the set of vectors lying in this hyperplane will be invariant under \(I\) while those lying in the normal hyperplane will change to the opposite direction under \(I\). One can say that \(I\) breaks the structure group \(O(m)\) of \(T_\mathcal{M}\) down to \(O(k) \times O(k')\) where \(k' := m - k\). In that sense the set of almost product structures with \(k\) positive eigenvalues is parameterized by the grassmannian,

\[
I \in \text{Gr}(k, m) = \frac{O(m)}{O(k) \times O(k')}
\]

The grassmannian has \(kk' = k(m-k)\) independent components and parameterizes the space of \(k\)-planes in \(\mathbb{R}^m\). We can now let an almost product structure define two complementary distributions for us by taking these complementary hyperplanes spanned by the eigenfunctions with positive eigenvalues and by the eigenfunctions with negative eigenvalues respectively.
Definition 4.22
Let $I$ be an almost product structure on $\mathcal{M}$, then $I$ defines two natural distributions of $T\mathcal{M}$, denoted $\mathcal{D}$ and $\mathcal{D}'$ respectively, in the following way. Let
\[
\mathcal{D}_x := \{X \in T_x\mathcal{M} : IX = X\}, \\
\mathcal{D}'_x := \{X \in T_x\mathcal{M} : IX = -X\},
\]
then
\[
\mathcal{D} := \bigcup_{x \in \mathcal{M}} \mathcal{D}_x, \quad \mathcal{D}' := \bigcup_{x \in \mathcal{M}} \mathcal{D}'_x.
\]
Again it should be noted that the distributions defined above are independent of the existence of a metric on $\mathcal{M}$. The main difference is that in the case where we have a metric the structure group of $T\mathcal{M}$ breaks down from $GL(m)$ down to $O(m)$, and the almost product structure will thus be parameterized under the grassmannian space previously introduced. In the case where we don’t have a metric the almost product structure would be parameterized under $GL(m)/(GL(k) \times GL(k'))$. As we know that the almost product structure squares to one, we can define two complementary projection operators, which of course also are endomorphisms on the tangent bundle.

Definition 4.23
From an almost product structure $I$ on a manifold $\mathcal{M}$ we can define two projection operators through
\[
\mathcal{P} := \frac{1}{2} (1 + I) \\
\mathcal{P}' := \frac{1}{2} (1 - I).
\]
These will be mappings in the sense $\mathcal{P} : T\mathcal{M} \to \mathcal{D}$ and $\mathcal{P}' : T\mathcal{M} \to \mathcal{D}'$ respectively.

We see that we can regard the distributions $\mathcal{D}, \mathcal{D}'$ as subbundles of the tangent bundle. In this sense the projection operators take an element in $T\mathcal{M}$ down to an element in $\mathcal{D}$ and $\mathcal{D}'$ respectively. The map is by definition surjective and if we require that the almost product structure is $C^k$, or even $C^\infty$, the map will be a surjective submersion. We can also introduce canonical inclusions with respect to these submersions.

Definition 4.24
We can define the canonical inclusions $\bar{\mathcal{P}}$ and $\bar{\mathcal{P}}'$ of $\mathcal{F}$ and $\mathcal{F}'$ in $T\mathcal{M}$ by the commutativity of the following diagram:

\[
\begin{array}{ccc}
\mathcal{D} & \xrightarrow{\bar{\mathcal{P}}} & T\mathcal{M} \\
Id & \downarrow{\mathcal{P}} & \downarrow{\mathcal{P}'} & Id \\
\mathcal{D} & \xrightarrow{\bar{\mathcal{P}'}^{-1}} & \mathcal{D}'
\end{array}
\]
We see from the definition that these inclusions are equivalently defined by 
\( P\tilde{P} = 1_p, P\tilde{P}' = 1_p \). These projection operators split the tangent bundle into 
two complementary parts.

**Proposition 4.25**

Let \( \mathcal{M} \) be a manifold, \( T\mathcal{M} \) its tangent bundle, \( \mathcal{F} \subset T\mathcal{M} \) and \( \mathcal{F}' \subset T\mathcal{M} \) two subbundles with projectors \( P \) and \( P' \) respectively, then the following statements are equivalent:

(i). \( D \cap D' = 0, \quad D \cup D' = T\mathcal{M} \)

(ii). The short sequence

\[
0 \longrightarrow D \xrightarrow{\tilde{P}} T\mathcal{M} \xrightarrow{P'} D' \longrightarrow 0
\]

is exact.

**proof:** Trivial by the exactness of the sequence \( F' = T\mathcal{M}/F \). \( \blacksquare \)

What this tells us is in fact that the almost product structure \( I \) in form of its associated projection operators splits the tangent bundle into

\[
T\mathcal{M} = D \oplus D'.
\]

Later we will show that in the case of a principal bundle, one of the projection operators of \( I \) will in fact be the connection of the principal bundle, and the Nijenhuis tensor, \( N_I \), will measure the curvature of this connection. An interesting point regarding these inclusion maps is that if we restrict the projection operators to a submanifold \( \mathcal{M} \) of \( \mathcal{M} \) in such way that \( T\mathcal{M} \) is spanned by the eigenvectors of \( P \), and that these furthermore are integrable, then a map \( f : \mathcal{M} \to \mathcal{M} \) is in fact an embedding and \( \tilde{P} \) the associated embedding matrix. We will see this more transparently later, but first we will come back to the Nijenhuis tensor and investigate how its structure is affected by imposing the condition of an almost product structure to the endomorphism \( I \).

**Lemma 4.26**

Let \( I \) be an almost product structure on a manifold \( \mathcal{M} \) and let its associated projection operators be \( P := \frac{1}{2}(1 + I) \), \( P' := \frac{1}{2}(1 - I) \), then

(i) \( N_P = N_P' \)

(ii) \( N_I = 4N_P \)

(iii) \( \frac{1}{2}[P, P] = N_P \)

(iv) \( N_P(X, Y) = -[P'[PX, PY] - P[P'X, PY]] \)

**proof:** By direct calculation

(i) \( N_P = \frac{1}{2}[P, P] = \frac{1}{2}[1 - P', 1 - P] = \frac{1}{2}[P', P] = N_P' \)

(ii) \( N_I = N_{P-P'} = N_{P-P'} = 4N_P \),
(iii) \( \frac{1}{2}[\mathcal{P}, \mathcal{P}′] = \frac{1}{2}[\mathcal{P}, 1 - \mathcal{P}] = N_\mathcal{P}, \)

(iv) -

\[
N_\mathcal{P}(X, Y) = [\mathcal{P}X, \mathcal{P}Y] + \mathcal{P}^2[X, Y] - \mathcal{P}[\mathcal{P}X, Y] - \mathcal{P}[X, \mathcal{P}Y] =
\]

\[
= [\mathcal{P}X, \mathcal{P}Y] + \mathcal{P}[X, Y] - \mathcal{P}[X, Y] + \mathcal{P}[\mathcal{P}X, Y] - \mathcal{P}[X, \mathcal{P}Y] =
\]

\[
= \mathcal{P}[\mathcal{P}X, \mathcal{P}Y] + \mathcal{P}[\mathcal{P}X, \mathcal{P}Y] + \mathcal{P}[\mathcal{P}′X, \mathcal{P}Y] +
\]

\[
+ \mathcal{P}[\mathcal{P}′X, \mathcal{P}Y] - \mathcal{P}[\mathcal{P}X, \mathcal{P}Y] - \mathcal{P}[\mathcal{P}′X, \mathcal{P}Y] =
\]

\[
= \mathcal{P}[\mathcal{P}X, \mathcal{P}Y] + \mathcal{P}[\mathcal{P}′X, \mathcal{P}Y]
\]

From the above lemma it is clear that the Nijenhuis tensor measures to what extent the two complementary distributions, associated with an almost product structure, fail to integrable.

**Proposition 4.27**

Let the triplet \((\mathcal{M}, g, I)\) define an riemannian almost product structure and let \(L, L′\) be the twisting tensors of the distributions defined by \(I\), then

\[\frac{1}{8} N_I = -L - L'.\]

**proof:** By \([3.26]\) and \([4.27]\).

Again it is noted that all these tensors are invariant under the metric and exist even without a metric on the manifold. We see that in case we have a foliation, proposition \([3.27]\) tells us that at least one of the twisting tensors vanishes. This is the same as saying that \(N_I(X, Y)\) is an eigenvector of \(I\), i.e., \(IN_I(X, Y) = \pm N_I(X, Y)\). In the case when both associated distributions are integrable, the Nijenhuis tensor vanishes and we have two complementary foliations on the manifold. We will see later that this will lead us to the case where the exterior algebra in fact splits and becomes doubly graded under the exterior derivatives associated with complementary projections \(\mathcal{P}, \mathcal{P}'\) of \(I\). But let us first see what extra structure an almost product structure will give us in the case where we indeed have a metric on the manifold. We start be noticing that to every metric \(g\) on \(\mathcal{M}\), we have two complementary metrics associated with the almost product structure.

**Definition 4.28**

Let \(\mathcal{M}\) be a riemannian or pseudo-riemannian manifold with metric, \(g\). \(I\) a reflective structure with \(\mathcal{P}\) and \(\mathcal{P}'\) the corresponding projectors, then define the two associated metrics with respect to the reflective structure by

\[g(X, Y) := g(\mathcal{P}X, \mathcal{P}Y), \quad g'(X, Y) := g(\mathcal{P}'X, \mathcal{P}'Y)\]

which implies that \(g\) splits into these two parts, i.e.,

\[g = g + g'.\]
Of course we note that it is the condition $g(IX, IY) = g(X, Y)$ that implies that two complementary vectors are orthogonal, i.e., $g(\mathcal{P}X, \mathcal{P}Y) = 0$. In an analogous way to which we deduced the new structure to the Nijenhuis tensor we can proceed to find out how an almost product structure reduces the Jordan tensor. We will see that due to the similar bracket structure the structure found in the Nijenhuis tensor will be similar.

**Lemma 4.29**

Let $I$ be an almost product structure on a manifold $\mathcal{M}$ and let its associated projection operators be $\mathcal{P} := \frac{1}{2}(1 + I)$, $\mathcal{P}^\prime := \frac{1}{2}(1 - I)$. Let $M$ denote the Jordan tensor, then

- $(i) M_\mathcal{P} = M_{\mathcal{P}^\prime}$
- $(ii) M_I = 4M_\mathcal{P}$
- $(iii) \frac{1}{2}\{\mathcal{P}, \mathcal{P}^\prime\} = M_\mathcal{P}$
- $(iv) M_\mathcal{P}(X, Y) = -\mathcal{P}^\prime\{\mathcal{P}X, \mathcal{P}Y\} - \mathcal{P}\{\mathcal{P}^\prime X, \mathcal{P}^\prime Y\}$

**proof:** Similar to that of 4.27.

As the Jordan bracket is just the symmetric part of the covariant derivative while the usual vector bracket can be regarded as the anti-symmetric part, the structure on the bracket level will of course be similar, but they do of course measure two different things. Notable is that, in contrary to the Nijenhuis tensor, the Jordan tensor makes no sense in a manifold without metric but the connection used in the Jordan bracket must be metric.

**Proposition 4.30**

Let the triplet $(\mathcal{M}, g, I)$ define a riemannian almost product structure, $K, K'$ be the extrinsic curvature tensors of the distributions defined by $I$, then

$$\frac{1}{8} M_I = -K - K'.$$

**proof:** By lemma 4.29 and definition 3.24.

So, put together, we see that all the structure of two complementary distributions can be put into this single almost product structure $I$. The deformation tensors are recovered by the associated Nijenhuis tensor and Jordan tensor, of which the Nijenhuis tensor contains the integrability conditions while the Jordan tensor contains the extrinsic curvature parts. We will use this in the classification scheme of riemannian almost product structures in next subsection. Now however we are interested in the connection $\nabla$. First of all it is easily proven that although annihilating the metric $g$ it does not annihilate $g, g'$. We would then instead like a new connection which we will denote $\nabla'$ and call the adapted connection that does annihilate all these metrics so it commutes with all of them.
Definition 4.31
Let \( M \) be a riemannian or pseudo-riemannian manifold with non-degenerate metric \( g \) and corresponding Levi–Civita connection \( \nabla \). Let \( I \) define a foliation in the previous sense, then the following two definitions of the adapted connection are equivalent

(i) \( \tilde{\nabla}_X Y := \nabla_X Y + A(X, Y), \quad A(X, Y) := \frac{1}{2} I \nabla_X I(Y) \)

(ii) \( \tilde{\nabla}_X Y := \mathcal{P} \nabla_X \mathcal{P} Y + \mathcal{P} \nabla_X \mathcal{P} Y \)

proof: The proof is immediate. ■

We will soon prove that this connection indeed annihilates all the metrics, and it is therefore suitable for calculations on the subbundles generated by the almost product structure \( I \). But first we will introduce yet another connection, called the Vidal connection [25], not with the property of being metric but with additional properties which will become clear later.

Definition 4.32
Let \( M \) be a riemannian or pseudo-riemannian manifold with non-degenerate metric \( g \) and corresponding Levi–Civita connection \( \nabla \), let \( I \) define a foliation in the previous sense, then the Vidal connection is defined by

\[
\tilde{\nabla}_X Y := \nabla_X Y + B(X, Y), \quad B(X, Y) := \frac{1}{4} (\nabla_I Y I X + I \nabla_I X Y) (X).
\]

Of course both the tensors \( A \) and \( B \) will only contain parts of the deformation tensor and are in fact related.

Proposition 4.33
Let \( B \) be the tensor defined in 4.32 and \( A \) the tensor defined in 4.31, then we can express the tensor \( B \) in terms of \( A \) and the almost product structure \( I \) as

\[
B(X, Y) = \frac{1}{2} (A(Y, X) - A(IY, IX)).
\]

proof: By direct calculation from the definitions,

\[
\frac{1}{2} (A(Y, X) - A(IY, IX)) = \frac{1}{4} (I \nabla_Y I(X) - I \nabla_Y I(I X)) =
\]

\[
= \frac{1}{4} (I \nabla_Y I + \nabla_Y I)(X) =
\]

\[
= B(X, Y)
\]

We will see the total structure of these two connections last in this subsection, and we will first list a number of their fundamental properties. The most important property that both these connections satisfy is that they commute with the almost product structure.
Proposition 4.34
Let \( \tilde{\nabla} \) denote the adapted connection defined in 4.31 and \( \tilde{\nabla} \) the Vidal connection defined in 4.32, then their principal feature is that they both commute with the almost product structure \( I \), i.e.,

\[
\tilde{\nabla}_X I = \tilde{\nabla}_I X = 0
\]

proof: (i)

\[
\tilde{\nabla}_X IY = \nabla_X IY + \frac{1}{2} (I \nabla_X I)(Y) = \\
= I \nabla_X Y + (\nabla_X I)(Y) - \frac{1}{2} (I \nabla_X I)(Y) = \\
= I \nabla_X Y + \frac{1}{2} I^2 (I \nabla_X I)(Y) = I \tilde{\nabla}_X Y
\]

(ii)

\[
\tilde{\nabla}_X IY = \tilde{\nabla}_X IY + \frac{1}{4} (I \tilde{\nabla}_X I + I \tilde{\nabla}_Y I)(X) = \\
= I \tilde{\nabla}_X Y + \frac{1}{4} (I \tilde{\nabla}_X I + I \tilde{\nabla}_Y I)(X) = \\
= I \tilde{\nabla}_X Y
\]

As already mentioned, the adapted connection is metric. This is not the case for the Vidal connection, but it is nevertheless important. Its properties will be examined in the following subsection, where the basic types of riemannian almost product structures will be classified. But let us now show that the adapted connection indeed annihilates all associated metrics. To help us out we need the following lemma.

Lemma 4.35
Let \( A \) be the tensor defined in 4.31, then we have the relation

\[
g(A(X, Y), Z) + g(Y, A(X, Z)) = 0
\]

proof: \[2g(A(X, Y), Z) = g(I \nabla_X I(Y), Z) = g(\nabla_X I(Y), IZ) = \\
g(\tilde{\nabla}_X IY - I \nabla_X IY, \tilde{\nabla}_X IZ - \tilde{\nabla}_X IZ) = -g(Y, I \tilde{\nabla}_X IZ) = -2g(Y, A(X, Z))\]

Now it is straightforward to prove that the adapted connection is metric.

Proposition 4.36
Let the triplet \((M, \tilde{\nabla})\) be a riemannian almost product structure on \(M\) and \(\tilde{\nabla}\) the adapted connection defined in 4.31, then this connection is metric with respect to the splitting of \(g\) according to 4.28, i.e.,

\[
\tilde{\nabla} g = 0 \\
\tilde{\nabla} g' = 0
\]
proof: We have
\[ \nabla_Y g(Y, Z) = X[g(Y, Z)] - g(\nabla_X Y, Z) - g(Y, \nabla_X Z) = \]
\[ = - g(A(X, Y), Z) - g(Y, A(X, Z)) = 0, \]
and \( \nabla_X I = 0 \Rightarrow \nabla_X P = 0 \) so we see
\[ (\nabla_X g)(Y, Z) = X[g(Y, Z)] - g(\nabla_X Y, Z) - g(Y, \nabla_X Z) = \]
\[ = X[g(PY, PZ)] - g(P\nabla_X Y, PZ) - g(PY, P\nabla_X Z) = \]
\[ = X[g(PY, PZ)] - g(\nabla_X PY, PZ) - g(PY, \nabla_X PZ) = \]
\[ = (\nabla_X g)(PY, PZ) = 0 \]

We can now see in a more transparent way how the different parts of these connections look. It becomes most conceptually clear if we use the oriented base.

**Proposition 4.37**
Let the triplet \( (\mathcal{H}, q, I) \) define a riemannian almost product structure, let \( \tilde{\omega}, \omega, \tilde{\omega} \) denote the connection one-forms of the Levi–Civita connection, the adapted connection and the Vidal connection respectively. Let furthermore \( H, H' \) denote the deformation tensors with respect to \( I \) and \( C, C' \) be coefficients of anholonomy, then

\[
\begin{align*}
\mathbb{E} & = \begin{pmatrix} \omega & H \\ -H^t & \Omega \end{pmatrix}, \begin{pmatrix} \Omega' & H' \\ -H'^t & \omega' \end{pmatrix} \\
\mathbb{E}_1 & = \begin{pmatrix} \omega & 0 \\ 0 & \Omega \end{pmatrix}, \begin{pmatrix} \Omega' & 0 \\ 0 & \omega' \end{pmatrix} \\
\mathbb{E}_2 & = \begin{pmatrix} \omega & 0 \\ 0 & C \end{pmatrix}, \begin{pmatrix} C' & 0 \\ 0 & \omega' \end{pmatrix}
\end{align*}
\]

proof: Let \( E_a = (E_a, E_a') \) be the normed eigenvectors of \( I \), i.e., \( IE_a = E_a, IE_a' = -E_a' \), then we get \( \omega \) from the definition \( \nabla_a E_b := \omega_{ab}^c E_c \) and the definition of the deformation tensor \( H_{ab}^c := \mathcal{P} \sum_a E_b = \omega_{ab}^c E_c \). We have furthermore denoted the normal connections by \( \Omega \), i.e., \( \omega_{ab}^c =: \Omega_{ab}^c \). Now from the relation \( A(X, Y) = \frac{1}{4}(I\nabla_X Y - \nabla_X Y) \) we get in the same basis

\[ A_{ab}^c = \begin{pmatrix} 0 & -H_{ab}^c \\ -H_{ab}^c & 0 \end{pmatrix}, \begin{pmatrix} 0 & -H'_{ab}^c \\ -H'_{ab}^c & 0 \end{pmatrix} \]

so \( \tilde{\omega} \) follows. If we write \( B(X, Y) = \frac{1}{4}(\mathcal{P} \nabla_X Y - I\Sigma_X Y + I\nabla_Y X - \Sigma_Y X) \) we similarly get

\[ B_{ab}^c = \begin{pmatrix} 0 & 0 \\ -H_{ab}^c & 0 \end{pmatrix}, \begin{pmatrix} 0 & 0 \\ -H'_{ab}^c & 0 \end{pmatrix} \]

Finally, from the torsion equation we have \( 0 = \omega_{ab}^c + \omega_{ba}^c - C_{ab}^c \) \( \Rightarrow \)
\[ \Omega_{ab}^c - H'_{ba}^c = C_{ab}^c. \]
4.3 Almost product manifolds, the classification

In this section we will present the different classes of riemannian almost product structures, which will be shown to follow from the different classes of deformation tensors of section (3). These different classes are primarily split into three different types, basically referring to the three cases when either both distributions associated with an almost product structure are integrable, only one is, or the last type where none is integrable. In the first case the manifold is doubly foliated, in the second singly, and in the third not foliated at all, of course with respect to the almost product structure.

4.3.1 The types defined by the Nijenhuis tensor

To begin with we will see that there are relations between the Nijenhuis tensor and the two new connections introduced in the preceding subsection. These relations are characterized by only involving the torsion parts of the two connections.

Proposition 4.38

Let the triplet \((M, g, I)\) define an riemannian almost product structure, let \(N_I\) denote the Nijenhuis tensor of \(I\) and \(\tilde{\nabla}\) the adapted connection defined in 4.31, then we have the following relation

\[
\frac{1}{2} N_I(X, Y) = \tilde{T}(X, Y) + \tilde{T}(IX, IY)
\]

proof: By definition 4.31 we get

\[
\tilde{T}(X, Y) + \tilde{T}(IX, IY) = \tilde{\nabla}_X Y - \tilde{\nabla}_Y X - [X, Y] + \tilde{\nabla}_X IY - \tilde{\nabla}_Y IX - [IX, IY] =
\]

\[
\frac{1}{2} \left( \tilde{\nabla}_X Y + I \tilde{\nabla}_X IY - \tilde{\nabla}_Y X - I \tilde{\nabla}_Y IX - [X, Y] + \right. \\
+ \frac{1}{2} \left( \tilde{\nabla}_X IY + I \tilde{\nabla}_X IX - \tilde{\nabla}_Y Y - I \tilde{\nabla}_Y IY - [IX, IY] \right) =
\]

\[
\frac{1}{2} \left( I \tilde{\nabla}_X Y + I \tilde{\nabla}_X IX + I \tilde{\nabla}_X Y - I \tilde{\nabla}_Y Y - I^2[X, Y] - [IX, IY] \right) =
\]

\[
\frac{1}{2} N_I(X, Y).
\]

In the case of the Vidal connection, which in the classification scheme will be more important to us, we have an even stronger relation.

Proposition 4.39

Let the triplet \((M, g, I)\) define an riemannian almost product structure, let \(N_I\) denote the Nijenhuis tensor of \(I\) and \(\tilde{\nabla}\) denote the Vidal connection defined in 4.32, then we have the relation

\[
\frac{1}{4} N_I(X, Y) = \tilde{T}(X, Y)
\]
proof: Similar to the proof in \[\text{3.38}\].'\]

We see that the torsion of the Vidal connection has a one-to-one correspondence with the Nijenhuis tensor while in the case of the adapted connection the torsion tensor contains the Nijenhuis tensor but also some additional terms. These terms are in fact the entire deformation tensor, so the adapted connection is not very suitable for our study of different riemannian almost product structures. Now putting all information involving the Nijenhuis tensor together, we get the following theorem.

**Theorem 4.40**

Let the triplet \((\mathcal{M}, g, I)\) define a riemannian almost product structure, let \(\mathcal{D}, \mathcal{D}'\) be the associated distributions and let \(L, L'\) be the skew tensors of the deformation, then the first type of almost product structure corresponding to a doubly foliated manifold can be seen by the following equivalent statements,

\[
\begin{align*}
(i) & \quad N_I = 0, \\
(ii) & \quad L = 0, \quad L' = 0, \\
(iii) & \quad \tilde{\nabla} \text{ is torsionless,} \\
(iv) & \quad \mathcal{D}, \mathcal{D}' \text{ are integrable.}
\end{align*}
\]

proof: From propositions \[\text{4.27, 4.39 and 3.27}\].

So we see, in the case where the endomorphism \(I\) denotes a riemannian almost product structure, that the Nijenhuis tensor contains two parts \(L, L'\), measuring the failure of integrability in the two complementary distributions \(\mathcal{D}, \mathcal{D}'\) respectively. We also see that an equivalent treatment is to look at the torsion of the Vidal connection which also measures the failure of integrability of the two complementary distributions associated with \(I\). Here we manifestly see the splitting of riemannian almost product structures into three different types characterized by different conditions on the Nijenhuis tensor.

**Proposition 4.41**

Let the triplet \((\mathcal{M}, g, I)\) denote a riemannian almost product structure, let \(N_I\) denote the Nijenhuis tensor associated with \(I\), then \(N_I\) characterizes three different types by

\[
\begin{align*}
N_I(X, Y) = 0 & \quad \text{doubly foliated} \\
IN_I(X, Y) = \pm N_I(X, Y) & \quad \text{singly foliated} \\
IN_I(X, Y) \neq \pm N_I(X, Y) & \quad \text{no foliation.}
\end{align*}
\]

We will see some examples involving the two types of foliated almost product structures later, but we will first examine what extra structure these two types give us. We will start by introducing two new differential operators associated with an almost product structure \(I\).
Definition 4.42
Let \( I \) be an almost product structure on a manifold \( \mathcal{M} \) with exterior derivative \( d \). Let furthermore \( d_I \) denote the exterior derivative associated with \( I \) and define two new differential operators by

\[
d := \frac{1}{2}(d + d_I)
\]
\[
d' := \frac{1}{2}(d - d_I)
\]

An equivalent definition is by the two projection operators defined by the endomorphism \( I \),

\[
P := \frac{1}{2}(1 + I)
\]
\[
P' := \frac{1}{2}(1 - I)
\]

then the operators are simply \( d \equiv d_P \) and \( d' \equiv d_{P'} \).

These differential operators will be of utmost importance in the case where we have a vanishing Nijenhuis tensor.

Proposition 4.43
Let \( I \) be an almost product structure on a manifold \( \mathcal{M} \), and \( N_I \) the Nijenhuis tensor associated with \( I \), then if \( N_I = 0 \) the new differential operators defined in 4.42 will be nilpotent and thus coboundary operators. The exterior algebra will become doubly graded with respect to these new coboundary operators.

proof: We know from lemma 4.26 that \( N_I = 0 \Rightarrow N_P = N_{P'} = 0 \) why both \( d \) and \( d' \) are nilpotent. They are thus coboundary operators. Because of the doubly foliated structure we know that they can be expressed locally by \( d = dx^m \partial_m \) and \( d' = dy^{m'} \partial_{m'} \).

We see that if the Nijenhuis tensor vanishes the new differential operators are in fact coboundary operators and the exterior algebra becomes doubly graded under these two coboundary operators.

Definition 4.44
Let the triple \((\mathcal{M}, g, I)\) define a riemannian almost product structure, let \( N_I = 0 \) and denote the set of doubly graded forms on \( \mathcal{M} \) by \( \Omega^{p,q} = \Omega^{p,q}(\mathcal{M}) \) characterized by

\[
\omega = \frac{1}{(p+q)!} \omega^{m_1 \ldots m_p m'_1 \ldots m'_q}(x,y) dx^{m_1} \wedge \ldots dx^{m_p} \wedge dy^{m'_1} \wedge \ldots dy^{m'_q}
\]

where \( \omega \in \Omega^{p,q} \). We thus see that the new coboundary operators defined in 4.42 have the following characteristics:

\[
d : \Omega \rightarrow \Omega, \quad \Omega^{p,q} \rightarrow \Omega^{p+1,q}
\]
\[
d' : \Omega \rightarrow \Omega, \quad \Omega^{p,q} \rightarrow \Omega^{p,q+1}
\]

and that the graded algebra of differential forms now becomes doubly graded. The coboundary operators trivially satisfy the relations

\[
d^2 = 0,
\]
\[
d'^2 = 0,
\]
\[
dd' + d'd = 0.
\]
We see that it is in complete analogy to the case of an almost complex structure, where the vanishing of the Nijenhuis tensor tells us that we have a complex manifold which gives us a doubly graded exterior algebra under holomorphic and anti-holomorphic coordinates. In this case though we have a splitting which looks topologically like a product, taken into account that the almost product structure \( I \) defines an Ehresmann foliation. This requirement is just that taking any curve in a leaf of the foliation \( F \) and lifting it to another leaf by following only normal directions, the quotient of their respective lengths shall exist. This is the same as saying that the curves do not shrink to zero or blow up to infinity as we lift them by normal curves. There do exist foliations which have these types of singularities, also called Reeb components, see [23]. In the case of a riemannian almost product structure defining an Ehresmann foliation this amounts to saying that we are assured that the induced metrics on the two complementary distributions exist and are non-singular. So letting \( I \) define an Ehresmann foliation with vanishing Nijenhuis tensor it follows that the universal covering space splits to a topological product, \( \tilde{\mathcal{M}} = \tilde{\mathcal{M}} \times \tilde{\mathcal{M}}' \), where the tilde denotes the universal covering space and the product is in the topological sense, see [4, 5]. In an analogous way to the complex case, we also get a splitting of the cohomology groups under these two new coboundary operators and the double gradation.

**Theorem 4.45**

Let \( \mathcal{M} \) be a manifold, let \( I \) be an almost product structure on \( \mathcal{M} \) that defines an Ehresmann connection, then the vanishing of the Nijenhuis tensor implies that the de Rahm cohomology groups on \( \mathcal{M} \) splits like

\[
H^p(\mathbb{R}) = \bigoplus_{p=k+l} H^{k,l}(\mathbb{R})
\]

**proof:** See [4]

In the case of theorem 4.45 we see that the basic cohomology groups map isomorphically into these doubly graded cohomology groups. We have in this case \( H^p_B = H^0_B \). Let us finally list some local properties of the different tensors involved. We put them in a proposition but the proof will be immediate.

**Proposition 4.46**

Let the triplet \((\mathcal{M}, g, I)\) define a riemannian almost product structure, then we have three basic types defined by the Nijenhuis tensor. We will see how the local structure of the tensors involved look.

(i) **doubly foliated** ⇔ \( N_I = 0 \).

In this case, where the Nijenhuis tensor of the almost product structure vanishes, we have a doubly graded tensor algebra. We can therefore write the oriented vielbeins on the form

\[
E_a = E_a^m \partial_m, \quad E'_a = E'_{a'}^{m'} \partial_{m'},
\]

\[
E^a = dx^m E_m^a, \quad E'^a = dy^{m'} E_{m'}^{a'},
\]

where of course \( E_a^m, E'_{a'}^{m'}, E_m^a, E_{m'}^{a'} \) are functions on \( \mathcal{M} \) satisfying

\[
E_a^m E_m^n = \delta_a^n, \quad E_a^{m'} E_{m'}^{n'} = \delta_a'^{n'}.
\]
The metric takes the form
\[ g = \eta_{ab} E^a E^b + \eta_{a'b'} E^{a'} E^{b'} = \]
\[ = g_{mn}(x, y) dx^m dx^n + g'_{m'n'}(x, y) dy^{m'} dy^{n'}. \]
where we have used \( \eta \) to stress that we can have any signature of the metric. We also see that the almost product structure takes the simple form
\[ I = E^a E_a - E^{a'} E_{a'} = \]
\[ = dx^m \partial_m - dy^{m'} \partial_{m'}, \]
so the Nijenhuis tensor vanishes. We also find the two associated boundary operators to be
\[ d = dx^m \frac{\partial}{\partial x^m}, \]
\[ d' = dy^{m'} \frac{\partial}{\partial y^{m'}}. \]

(ii) **singly foliated** \( \Leftrightarrow I_{N_I} = \pm N_I. \)

In this case only one set of vielbeins associated to \( I \) defines a foliation which we will take to be the unprimed set, i.e., \( I_{N_I} = N_I. \) The vielbeins can now be expressed in the form
\[ E_a = E_a^m \partial_m, \quad E_{a'} = E_{a'}^m (\partial_{m'} + A_{m'm} \partial_m), \]
\[ E^a = (dx^m - dy^{m'} A_{m'm}) E_m^a, \quad E^{a'} = dy^{m'} E_{m'}^{a'}. \]

Now additionally \( A_{m'm} \) are functions on \( M. \) It is convenient to introduce objects \( D_{m'} := \partial_{m'} + A_{m'm} \partial_m \) and \( \Pi^m := dx^m - dy^{m'} A_{m'm} \) such that the vielbeins instead can be written in the simpler form
\[ E_a = E_a^m \partial_m, \quad E_{a'} = E_{a'}^m D_{m'}, \]
\[ E^a = \Pi^m E_m^a, \quad E^{a'} = dy^{m'} E_{m'}^{a'}. \]

Now there will be no surprise that \( D_{m'} \) in fact will be the covariant derivative in the example of foliations in principle bundles that we will see later. The metric takes the form
\[ g = \eta_{ab} E^a E^b + \eta_{a'b'} E^{a'} E^{b'} = \]
\[ = g_{mn}(x, y) \Pi^m \Pi^n + g'_{m'n'}(x, y) dy^{m'} dy^{n'}. \]

where the non-integrability of the prime distribution makes itself manifest through the differentials \( \Pi^m. \) We find the almost product structure to be of the form
\[ I = E^a E_a - E^{a'} E_{a'} = \]
\[ = \Pi^m \partial_m - dy^{m'} \partial_{m'}, \]
why the associated Nijenhuis tensor fails to vanish but instead reads
\[ -N_{I,m'n'} = [D_{m'}, D_{n'}] = \]
\[ = \partial_{m'} A_{n'} - \partial_{n'} A_{m'} + [A_{m'}, A_{n'}]. \]
It thus measures at what extent the prime distribution fails to be integrable. The two associated differential operators become
\[ d = \Pi^m \partial_m, \]
\[ d' = dy^{m'} D_{m'}. \]

Let \( I \) define an Ehresmann connection, and thus a fibration. Denote it by \( 0 \to \mathcal{M}_\sigma \to \mathcal{M} \to \mathcal{M}_D \to 0 \), where \( \mathcal{M}_\sigma \) is the leaf of the foliation and \( \mathcal{M}_D' = \mathcal{M}/\mathcal{M}_\sigma \) is the leafspace. Let further \( \sigma \) be a section of the leafspace in \( \mathcal{M}_\sigma \), then the covariant derivative on the leafspace is simply
\[ D' = \sigma^* d = \sigma^* d' = d'|_\sigma. \]

The curvature of this covariant derivative is nothing but the Nijenhuis tensor.

(iii) no foliation \( \Rightarrow \) no condition.
In this case we have no foliation and thus the sets of vielbeins will none be of a simple form but both needs to be expressed in terms of both \( \partial_m \) and \( \partial_{m'} \). This case will be of no interest to us as we practically get no extra structure of importance.

4.3.2 The classes defined by the Jordan tensor

We will here proceed to get the extra structure to a riemannian almost product structure by looking at the Jordan tensor. If we put everything we have regarding the Jordan tensor together we end up with the theorem.

**Theorem 4.47**

Let the triplet \( (\mathcal{M}, g, I) \) define a riemannian almost product structure, let \( \mathcal{D}, \mathcal{D}' \) be the associated distributions and let \( L, L' \) be the skew tensors of the deformation, then the first type of almost product structure corresponding to a doubly foliated manifold can be seen by the following equivalent statements,

(i) \( M_I = 0 \),
(ii) \( K = 0, \quad K' = 0 \),
(iii) \( \tilde{\nabla} \) is metric,
(iv) \( \mathcal{D}, \mathcal{D}' \) are geodesic.

**proof:** (i), (ii) and (iv) is clear from proposition 4.30 and definition 3.29, now we need to prove (iii), that is we need to prove that
\[
g(B(X,Y), Z) + g(Y, B(X, Z)) = \\
= \frac{1}{4} g((I\Sigma_v I + \Sigma_I)(X), Z) + g(Y, (I\Sigma_v I + \Sigma_{i\gamma})(X)) = \\
= -\frac{1}{4} g(X, (I\Sigma_v I - \Sigma_I)(Z)) + g((I\Sigma_v I - \Sigma_{i\gamma})(Y), X) = \\
= -\frac{1}{4} g(X, H_I(Y, Z)) + H_I(Z, Y) = \\
= -\frac{1}{8} g(X, M_I(Y, Z)),
\]
and the equivalence is clear. \( \blacksquare \)
We see that we have a similar structure as in the case for the Nijenhuis tensor. Now the Jordan tensor measures whether the two complementary distributions are geodesic or not while the Nijenhuis tensor measured whether they were integrable. We will soon proceed to split the Jordan tensor further and look at the traceless and trace parts of it to divide up the classes further, but first we will look at the special case when the almost product structure $I$ is covariantly constant, as we will see a typical analogue to the complex case.

**Theorem 4.48**
Let the 3-tuple $(\mathcal{M}, g, I)$ define a Riemannian almost product structure with Levi–Civita connection $\nabla$. Let $\tilde{\nabla}$ denote the adapted connection and $\tilde{\tilde{\nabla}}$ the Vidal connection then the following equivalence holds

$$\nabla I = 0 \iff \tilde{\nabla} = \tilde{\tilde{\nabla}} = \nabla$$

**proof:** Immediate from definitions 4.31 and 4.32.

The first obvious consequence of this is that the Nijenhuis tensor vanishes. Note that in the case of a Kähler manifold we know that as the almost complex structure, $J$, is covariantly constant, i.e., $\nabla J = 0$, $J$ is also integrable.

**Corollary 4.49**
Let the 3-tuple $(\mathcal{M}, g, I)$ define a Riemannian almost product structure and let $\nabla$ be the Levi–Civita connection then

$$\nabla I = 0 \implies N_I = 0$$

**proof:** From 4.48 and proposition 4.37.

We also know from the complex case that Kähler implies reduction of the holonomy groups so it is no surprise that we find it in the case of a covariantly constant almost product structure to.

**Corollary 4.50**
Let the 3-tuple $(\mathcal{M}, g, I)$ define a Riemannian almost product structure. If the adapted connection and the Vidal connection are Levi–Civita then the holonomy group splits as

$$O(m) = O(k) \times O(k')$$

which follows from the splitting of the Lie algebra of the connection

$$\mathfrak{o}(m) = \mathfrak{o}(k) \oplus \mathfrak{o}(k')$$

**proof:** From proposition 4.37.
In the case of a Kähler manifold we know that the holonomy group reduces to $U(m) \subset O(2m)$ where $U(m)$ is a subgroup of the generic holonomy group $O(2m)$ of a $2m$–dimensional manifold, while in the case of the covariantly constant almost product structure we get the subgroup $O(k) \times O(m − k)$ instead of the generic holonomy group $O(m)$. From what we have seen the case of a covariantly constant almost product structure tells us that the universal covering space in fact is a product manifold.

**Theorem 4.51**

Let the 3-tuple $(\mathcal{M}, g, I)$ define a riemannian almost product structure. If now the Vidal connection $\tilde{\nabla}$ is Levi–Civita (i.e., metric and torsionless), then $\tilde{\mathcal{M}}$, the universal covering space of $\mathcal{M}$, is a product manifold.

**proof:** From proposition 4.47 plus the fact that it is a topological product from the vanishing of the Nijenhuis tensor.

Now we will continue to split the Jordan tensor into its traceless and trace parts to get the four classes of distributions in the geometric sense, namely geodesic, umbilic, minimal, and the last with no condition. So as we saw in definition 3.29 we have eight different classes of a distribution and now in the case of a almost product structure which leaves us with two complementary distributions we thus get 64 different classes. Now it is immediate that it does not matter which we call complementary of the two distributions so we have in fact only 36 different classes, see [22].

**Proposition 4.52**

Let the triplet $(\mathcal{M}, g, I)$ be a riemannian almost product structure. We then
have the following 36 different classes

| Classes | L | W | κ | L' | W' | κ' | Name               |
|---------|---|---|---|----|----|----|-------------------|
| (GF,GF) | x | x | x | x | x | x | Local product     |
| (GF,UF) | x | x | x | x |    |    | Twisted product   |
| (GF,MF) | x | x | x |    |    |    |                   |
| (GF,F)  | x | x | x |    |    |    |                   |
| (UF,UF) | x | x | x | x |    |    | Double twisted product |
| (UF,MF) | x | x | x |    |    |    |                   |
| (UF,F)  | x | x |    |    |    |    |                   |
| (MF,MF) | x | x | x | x |    |    |                   |
| (MF,F)  | x | x | x |    |    |    |                   |
| (F,F)   | x | x |    |    |    |    |                   |
| (GF,GD) | x | x | x | x | x | x | Riemannian foliation |
| (UF,GD) | x | x | x | x | x | x | Riemannian foliation |
| (MF,GD) | x | x | x | x | x | x | Riemannian foliation |
| (F,GD)  | x | x | x | x | x | x | Riemannian foliation |
| (GF,UD) | x | x | x |    |    |    |                   |
| (UF,UD) | x | x |    |    |    |    |                   |
| (MF,UD) | x | x | x |    |    |    |                   |
| (F,UD)  | x | x | x |    |    |    |                   |
| (GF,MD) | x | x | x | x |    |    |                   |
| (UF,MD) | x | x | x | x |    |    |                   |
| (MF,MD) | x | x | x | x |    |    |                   |
| (F,MD)  | x | x | x | x |    |    |                   |
| (GF,D)  | x | x | x |    |    |    |                   |
| (UF,D)  | x | x |    |    |    |    |                   |
| (MF,D)  | x | x |    |    |    |    |                   |
| (F,D)   | x |    |    |    |    |    |                   |
| (GD,GD) | x | x | x | x | x | x |                   |
| (GD,UD) | x | x |    |    |    |    |                   |
| (GD,MD) | x | x | x | x |    |    |                   |
| (GD,D)  | x | x |    |    |    |    |                   |
| (UD,UD) | x | x |    |    |    |    |                   |
| (UD,MD) | x | x |    |    |    |    |                   |
| (UD,D)  | x | x |    |    |    |    |                   |
| (MD,MD) | x | x |    |    |    |    |                   |
| (MD,D)  | x | x |    |    |    |    |                   |
| (D,D)   | x | x |    |    |    |    |                   |

The structure added to the various tensors in some of the different classes will be put as a proposition. Again the proof is immediate.

**Proposition 4.53**

Let the triplet \((\mathcal{A},g,I)\) define a riemannian almost product structure, let the Nijenhuis tensor define the three different types of almost product structures as in [4.46], then we have additionally the following examples of classes in various types
(i) **doubly foliated** $\Leftrightarrow N_I = 0$.

In this type we have 10 different classes as seen in proposition 4.52. We will take a closer look at the local structure of the metric in some of these classes.

\[
\begin{align*}
(GF, GF) & : \quad g = g_{mn}(x)dx^m dx^n + g'_{m' n'}(y) dy^{m'} dy^{n'} \\
(GF, UF) & : \quad g = g_{mn}(x)dx^m dx^n + \lambda(x, y) g'_{m' n'}(y) dy^{m'} dy^{n'} \\
(UF, UF) & : \quad g = \lambda(x, y) g_{mn}(x) dx^m dx^n + \lambda(x, y) g'_{m' n'}(y) dy^{m'} dy^{n'}
\end{align*}
\]

These are the classes referred to as **local product**, **twisted product** and **doubly twisted product** respectively. In all these cases we know that $W = 0, W' = 0$, but in the cases where we have twisted products the mean curvature does not vanish. In fact we have

\[
\begin{align*}
(GF, UF) & : \quad \kappa = 0, \quad \kappa' = -\frac{k'}{2} \lambda^{-1} d\lambda'(x, y), \\
(UF, UF) & : \quad \kappa = -\frac{k}{2} \lambda^{-1} d\lambda(x, y), \quad \kappa' = -\frac{k'}{2} \lambda'^{-1} d\lambda'(x, y).
\end{align*}
\]

These two classes are called **warped product** and **doubly warped product** respectively when the conformal factors $\lambda, \lambda'$ only depend on the coordinates $y^{m'}, x^m$ respectively. This gives us

\[
\begin{align*}
(GF, UF) & : \quad g = g_{mn}(x)dx^m dx^n + \lambda(x) g'_{m' n'}(y) dy^{m'} dy^{n'}, \\
(UF, UF) & : \quad g = \lambda(y) g_{mn}(x) dx^m dx^n + \lambda(x) g'_{m' n'}(y) dy^{m'} dy^{n'}
\end{align*}
\]

and the mean curvatures now become basic 1-forms and take the form

\[
\begin{align*}
(GF, UF) & : \quad \kappa = 0, \quad \kappa' = -\frac{k'}{2} \lambda^{-1} d\lambda'(x), \\
(UF, UF) & : \quad \kappa = -\frac{k}{2} \lambda^{-1} d\lambda(y), \quad \kappa' = -\frac{k'}{2} \lambda'^{-1} d\lambda'(x).
\end{align*}
\]

We will later see that this case is the interesting case of the present brane solutions in M-theory.

(ii) **singly foliated** $\Leftrightarrow IN_I = \pm N_I$.

As in 4.4c we will look at the case where $IN_I = N_I$, and find that some structure is inherited from the doubly foliated case. Of this type we have 16 classes of which we will list some examples.

\[
\begin{align*}
(F, GD) & : \quad g = g_{mn}(x, y)\Pi^m \Pi^n + g'_{m' n'}(y) dy^{m'} dy^{n'}, \\
(F, UD) & : \quad g = g_{mn}(x, y)\Pi^m \Pi^n + \lambda(x, y) g'_{m' n'}(y) dy^{m'} dy^{n'}.
\end{align*}
\]

The first of these are called **riemannian foliations** which are characterized by the complementary distribution being geodesic. Or to put it in the classification scheme, $(\ast F, GD)$. In this case the metric $g$ is said
to be bundle-like and we have $\mathcal{L}_X g' = 0$. So the vectors of the foliation are isometries of the complementary metric, $g'$. In the second case we see that we get a non-vanishing mean curvature form for the complementary distribution

$$\kappa'_m = -\frac{k'}{2} \lambda^{-1} \partial_m \lambda'.$$

If we now let the foliation be geodesic we get

$$(GF, GD) : \quad \bar{g} = g_{mn}(x) \Pi^m \Pi^n + g'_{m'n'}(y) dy^m' dy^{n'},$$

$$(GF, UD) : \quad \bar{g} = g_{mn}(x) \Pi^m \Pi^n + \lambda(x, y) g'_{m'n'}(y) dy^m' dy^{n'},$$

where additionally $A_{m'^a} = A_{m^a}(y), C_{a(bc)} = 0$. This is the case where the leaves of the foliation are a Lie group for instance. We will later see that a principal bundle lies in the first of these classes. Furthermore, we could let the foliation become umbilic and get an analogue of the type one case, but we will restrict to the case where the metric takes the form

$$(UF, GD) : \quad \bar{g} = \lambda(y) g_{mn}(x) \Pi^m \Pi^n + g'_{m'n'}(y) dy^m' dy^{n'},$$

We will see that in Kaluza–Klein theory this is the case when introducing the scalar field $\lambda = e^{-2\phi}$ which measures the radius of the gauge group. Here we get

$$\kappa'_m = -\frac{k}{2} \lambda^{-1} \partial_m \lambda = k \partial_m \phi.$$ 

(iii) no foliation $\Leftrightarrow$ no condition. As this case is rather uninteresting we will only say that in the case of a geodesic distribution the extrinsic curvature vanishes which can be viewed in the form

$$(GD) : \quad K_{abc'} = C_{c'(ab)} = 0.$$ 

We can now use this formalism to study the structure of for instance the brane solutions of M-theory. The following example tells how the different tensors look and what they say.

**Example 4.54**

M2-brane

In the M2-brane case we have the solution to the equations of motion for the metric in the form

$$\bar{g} = \Delta^{-\frac{1}{6}}(y) \eta_{mn} dx^m dx^n + \Delta^\frac{1}{6}(y) \delta_{m'n'} dy^{m'} dy^{n'}$$

where

$$\Delta(y) = 1 + \left(\frac{\alpha}{\rho(y)}\right)^6, \quad \rho(y) = \sqrt{\delta_{m'n'} y^{m'} y^{n'}}.$$
and \( \rho = 0 \) is the horizon of the brane not the core. We find the corresponding vielbeins

\[
E_a = \Delta^{\frac{1}{8}} \delta_a^m \partial_m, \quad E_a' = \Delta^{\frac{1}{8}} \delta_{a'}^{m'} \partial_{m'},
\]

\[
E^a = \Delta^{\frac{1}{6}} dx^m \delta_m^a, \quad E^a' = \Delta^{\frac{1}{6}} dy^{m'} \delta_{m'}^{a'},
\]

which we use to derive the almost product structure which splits the tangent bundle accordingly

\[
I = E^a E_a' - E^a' E_a = dx^m \partial_m - dy^{m'} \partial_{m'}.
\]

By definition, \( I^2 = 1 \), and we see that not only the brane is integrable but also the complementary distribution associated with \( I \). Accordingly the Nijenhuis tensor vanishes,

\[
N_I = 0.
\]

So we see that this typical solution is a doubly foliated manifold in the class \((UF,GF)\) and additionally it is spherical why the metric is nothing but a warped-product. We get the mean curvature

\[
\kappa = \Delta^{-1} d \Delta,
\]

and as \( W \) vanishes we see that generating translations radially from the brane by the vector \( \partial / \partial \rho \) we generate conformal transformations on the brane.

**M5-brane**

In the M5-brane case we will look at two types of solutions, the first one of which is the ordinary with no field excitations on the brane \([14,10]\), the second where we have excited the anti self-dual tensor field on the brane found recently \([7]\). The first solution of the metric looks like

\[
g = \Delta^{\frac{1}{8}} (y) \eta_{mn} dx^m dx^n + \Delta^{\frac{5}{8}} (y) \delta_{m'n'} dy^{m'} dy^{n'}
\]

where

\[
\Delta(y) = 1 + \left( \frac{a}{\rho(y)} \right)^3, \quad \rho(y) = \sqrt{\delta_{m'n'} y^{m'} y^{n'}}.
\]

The metric and thus the vielbeins look very similar to the M2-brane case

\[
E_a = \Delta^{\frac{1}{8}} \delta_a^m \partial_m, \quad E_a' = \Delta^{\frac{1}{8}} \delta_{a'}^{m'} \partial_{m'},
\]

\[
E^a = \Delta^{\frac{1}{6}} dx^m \delta_m^a, \quad E^a' = \Delta^{\frac{1}{6}} dy^{m'} \delta_{m'}^{a'},
\]

Again we get \( I = dx^m \partial_m - dy^{m'} \partial_{m'} \) and \( N_I = 0 \) but now of course with a different number of \( x \) and \( y \) directions. So we see also in this case that we have a doubly foliated solution of the type \((UF,GF)\). Notable is that this implies that the antisymmetric tensor fields which where a basic form now lies in the graded cohomology group

\[
H \in H^{0,4}.
\]

The mean curvature is the same as in the M2-brane case

\[
\kappa = \Delta^{-1} d \Delta,
\]

53
but now with a different function $\Delta$ of course. In the other solution with the tensor field excited the metric looks like

$$g = (\Delta_+ \Delta_-)^{-1/6} \left[ \left( \frac{\Delta_+}{\Delta} \right)^{1/2} dx^2 + \left( \frac{\Delta_+}{\Delta} \right)^{1/2} dy^2 \right] + (\Delta_+ \Delta_-)^{1/3} dy^2$$

where $\Delta_+ = \Delta + \nu, \Delta_- = \Delta - \nu$ and $\Delta$ is as before. Here we have yet another almost product structure lying in the brane denoted $q$ which squares to one. In this case we find that $W$ does not vanish anymore but will in fact be

$$\flat W = \frac{1}{4} \left( \frac{1}{\Delta_+} - \frac{1}{\Delta_-} \right) q d\Delta$$

and the mean curvature will read

$$\kappa = \frac{1}{2} \left( \frac{1}{\Delta_+} + \frac{1}{\Delta_-} \right) d\Delta$$

so we see that we have a solution in the class $(F, GF)$. Interesting to see is that the new almost product structure in the brane, $q$, defines three new preferred directions which in some sense can be seen as a membrane, see [7] for further information. Here we just state the utmost importance in studying several almost product structures on a manifold as these would result in multi brane configurations. Interesting would be to see what conditions would be implied on these almost product structure if we furthermore require that these associated brane configurations would solve the equations of motions.

Now as we said earlier the structure of the Nijenhuis tensor took such a form that we suspected that it measured the curvature of fibrations. It will be clear from the next example, where we look at principal bundles, that this is truly a fact. We will also see that Nijenhuis tensor measures the field strength in Kaluza–Klein theories.

**Example 4.55**

Let $P(\mathcal{M}, G)$ be a principal bundle with base space $\mathcal{M}$ and fiber $G$. Let furthermore $d$ denote the exterior derivative in the total space, $T_a$ denote the generators of the Lie algebra $g$ associated to the Lie group $G$, fulfilling the algebra $[T_a, T_b] = f_{ab}^c T_c$ and normalized like $\text{tr}(T_a T_b) = \delta_{ab}$. The vielbeins can be expressed as

$$E^a T_a = g^{-1} dg + g^{-1} A g, \quad E^{a'} = d g^{a'} E_{m'}^{a'}, \quad E_a = R_a, \quad E_{a'} = E^m_{a'} \left( \partial_m - A_m^{\alpha} R_{\alpha} \right)$$

where $g^{-1} dg(L_a) = T_a, g^{-1} dg(R_a) = \text{Ad}_{g^{-1}} T_a$ and $R_a$ and $L_a$ are the right and left invariant vector fields on $G$ respectively. Here we have done the split $T_a P = V_a P \oplus H_a P$ where the vertical subbundle is spanned by $E_a$ and the horizontal by $E_{a'}$. We define the connection $\omega := E^a T_a$ [13, 17] and write the Lie algebra valued curvature form as

$$\Omega := d\omega + \omega \wedge \omega$$

We now know [17] that taken two vectors $X, Y \in TP$ we get

$$\Omega(X, Y) = -\omega([X_H, Y_H])$$
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This tells us that if we expand the connection to 
\[ \tilde{\omega}(g, y) := l_g^* \omega = E^a L_a \]
now giving \( \tilde{\omega}(X) = X \) instead of pushing the vector back to the Lie algebra we see 
that, defining \( \tilde{\omega}' := 1_p - \tilde{\omega} \) and \( I = \tilde{\omega} - \tilde{\omega}' = 2\tilde{\omega} - 1_p \), we get from lemma 4.24 
\[ \tilde{\Omega}(X, Y) = \frac{1}{4} N_I(X, Y) \]
or \( \frac{1}{4} \omega(N_I(X, Y)) = \Omega(X, Y) \). So we see that indeed the field strength of gauge 
theory is a special case of the Nijenhuis tensor only valid when the fiber is a 
group. We can also easily see that this is nothing but a foliation of class 
\((GF, GD)\). This due to the fact that by definition we have \( H_{ug} P = r_{pg} H_u P \) 
which implies that \( A = A(y) \) implying \( GF \) and \( E_{a'}^{m'} = E_{a'}^{m'}(y) \) implying 
\( GD \).

In the case of algebraic gauge \([18]\) we have the short exact sequence \( 0 \rightarrow A \rightarrow E \rightarrow B \rightarrow 0 \) where \( A \) is the fiber \( E \) the total space and \( B \) the base manifold 
all being algebras. We have a connection on \( B \) denoted \( \rho \) such that 
\[ \rho : B \rightarrow E, \quad \pi \circ \rho = 1_B. \]
Equivalently we can look at a connection in \( E \) instead and denote it by \( \omega \) now 
satisfying 
\[ \omega : E \rightarrow A, \quad \omega \circ i = 1_A. \]
We have the immediate relation between the two connections 
\[ \omega = 1_E - \rho \circ \pi \]
satisfying \( \omega^2 = \omega \). The curvature of these two connections are defined for 
\( X, Y \in \Lambda_B^1 \) and \( \bar{X}, \bar{Y} \in \Lambda_E^1 \) by 
\[ F(X, Y) := \rho([X, Y]) - [\rho(X), \rho(Y)], \]
\[ \Omega(X, Y) := F(\pi \bar{X}, \pi \bar{Y}). \]
Now let \( \omega' = 1_E - \omega = \rho \circ \pi \) and \( I = \omega - \omega' = 1_E - 2\rho \circ \pi \) then the curvature 
\( \Omega \) is nothing but the Nijenhuis tensor or 
\[ \Omega(X, Y) = \frac{1}{4} N_I(X, Y) \]
which follows directly when expressing \( \Omega \) in terms of \( \omega \), see \([18]\).

Next example will be that of Kaluza-Klein theory.

**Example 4.56**

We can extend the above example to the case of Kaluza–Klein theory where 
the fiber needs not be the gauge group itself but rather having the gauge group 
as isometry group \([12]\). Again we split the space as a fibration looking first at the 
\((GF, GD)\) case. Let \( \mathcal{M} \) denote the total space and \( \mathcal{M} \) the base space. Let 
furthermore \( H \) denote the fiber which and let \( (x^m, y^{m'}) \) be local coordinates 
such that \( \{ \partial_m \} \) spans the foliation, \( H \), locally and thus write our adapted 
frames 
\[ \hat{E}_a = E_a^m \partial_m, \quad \hat{E}_{a'} = E_{a'}^{m'} \partial_{m'} + A_{a'}^{m} \partial_m \]
Let $K_i$ be the set of Killing vectors of the fiber fulfilling the algebra

$$[K_i, K_j] = f_{ij}^k K_k$$

where of course $K_i = K_i^a(x)E_a$, so we can express $A = E^b A_i^j K_i$. We also require that $A_i = A_i(y)$ and that $f_{ijk} = 0$ (see proposition 4.53). The inverse vielbeins now read

$$\hat{E}^a = E^a - A_i^a K_i, \quad \hat{E}^{a'} = E^{a'},$$

from which we derive the metric of the total space

$$g = g + g' = \eta_{ab} \hat{E}^a \hat{E}^b + \eta_{a'b'} \hat{E}^{a'} \hat{E}^{b'} = \eta_{ab}(E^a - A_i^a K_i)(E^b - A_i^b K_i) + \eta_{a'b'} E^{a'} E^{b'}.$$

We also use the set of vielbeins to form the almost product structure which splits the space according to the fibration. As it is a fibration this almost product structure can be seen as an Ehresmann connection on $\mathcal{M}$.

$$I = \hat{E}^a \hat{E}_a - \hat{E}^{a'} \hat{E}_{a'} = E^a E_a - E^{a'} E_{a'} - 2A_i K_i$$

Of course $I^2 = 1$, and if $X, Y \in A^1$ we have from lemma 4.26

$$-N_i(X, Y) = \mathcal{P}[\mathcal{P}X, \mathcal{P}Y].$$

Let $\hat{E}_{m'} = \partial_{m'} + A_i^{m'} K_i =: D_{m'}$ and note that $\mathcal{P} K_i = K_i$ then we again see that the Nijenhuis tensor measures the curvature

$$-N_{(m'n')} = \mathcal{P}[\hat{E}_{m'}, \hat{E}_{n'}] = \mathcal{P}[\partial_{m'} + A_i^{m'} K_i, \partial_{n'} + A_i^{n'} K_i] = (\partial_{m'} A_i^{n'} - \partial_{n'} A_i^{m'} + f_{jk}^i A_j^{m'} A_k^{n'}) K_i = F_{m'n'} K_i.$$

From this analysis it is clear that we can extend this fibration to any case in the classification scheme, i.e., $(\ast F, \ast D)$, where $\ast$ means $G, U, M$ or nothing. So for example we can extend the theory to the $(UF, GD)$ case where we have added one additional factor which can conformally transform the fiber as we move along the base space. So by letting $\phi = \phi(y)$ be a scalar field, often referred to as the dilaton, and rescale the vielbein as

$$\tilde{E}^a = e^{-\phi} \hat{E}^a$$

then the mean curvature becomes

$$\kappa_{m'} = -\frac{1}{2} k \lambda^{-1} \partial_{m'} \lambda = k \partial_{m'} \phi,$$

telling us that the fiber now is umbilic instead or that movement on the base space generates conformal transformations on the fiber. The dilaton can now be seen as measuring the radius of the fiber. We could of course go further by relaxing the conditions on the foliation and the complementary distribution further. Notable is that if we want to relax the condition on the fiber further we will break some of the isometries so the Killing vector algebra will reduce. We also note that any further relaxation of these kinds will not alter the Nijenhuis tensor and thus not the gauge field strength either.
5 Conclusions and outlook

We have demonstrated that we can express gauge theory, Kaluza–Klein theory and brane theory as special cases of almost product manifolds. We have also seen that the Nijenhuis tensor of certain almost product structures measures integrability which in gauge theories and Kaluza–Klein theories implies that the field strength measures the non-integrability of the complementary distribution to the foliation associated with the fiber (as we found them to be equal). Now there are lots of things that could be investigated further, one is how this almost product structure appears in the Clifford algebra. Another thing is to generalize all this to superspace, as we know from the embedding formalism [16, 2, 1] that a simple constraint gives us the right multiplets and brings us on shell. In a forthcoming paper [15], we will show how flat superspace can be seen in this formalism. But the most interesting continuation would of course be to find new solutions that are non trivial and maybe even show the existence of solutions in which the leafspace is non-commutative.
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