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This paper develops a novel group decision-making (GDM) approach for solving multiple-criteria group decision-making (MCGDM) problems with uncertainty. The hesitant fuzzy linguistic term sets (HFLTSs) are applied to elicit the decision makers’ linguistic preferences due to their distinguished efficiency and flexibility in representing uncertainty. However, the existing context-free grammar for linguistic description cannot allow generating the linguistic expressions completely free to limit the richness of HFLTSs, and the related methods for dealing with HFLTSs also have limitations in aggregating HFLTSs with different lengths and types. Therefore, this paper proposes extended context-free grammar and a novel GDM approach for HFLTSs, considering the advantages of the rough set theory and OWA operators. The rough set theory can manage the uncertainty existing in the fuzzy representation and deal with HFLTSs represented by the 2-tuple fuzzy linguistic model to get rough number sets. The OWA operator can aggregate these sets with different numbers of elements into an interval simply and objectively. Then, an extended VIKOR method based on the proposed GDM approach for HFLTSs is presented to solve the MCGDM problems. Finally, two examples are given to illustrate the applicability and validity of the developed GDM approach and the hesitant VIKOR method through sensitivity and comparison analysis with other existing approaches.

1. Introduction

Decision-making is a common activity for human beings to select the desirable alternatives in many different fields such as evaluation [1], selection [2], and improvement [3]. Such problems are always presented as multicriteria decision-making (MCDM) problems. The complexity and importance of the real-world decision problems make the inclusion of multiple points of view necessary in order to achieve a solution from the knowledge provided by a group of experts [4]. Therefore, group decision-making (GDM) is a usual technique in MCDM practice. These problems having complex processes where several criteria must be satisfied to find the desirable alternative by multiple experts or decision makers (DMs) are called multiple criteria group decision-making (MCGDM) problems. How to solve MCGDM problems under fuzzy environment has been a challenging and attention-attracting topic in recent decades.

The judgments of experts are often vague and uncertain and cannot be expressed with exact numerical information. Since the introduction of the fuzzy set by Zadeh [5], the fuzzy set and its extensions have been widely used to express and model the fuzzy and vague information in the decision-making process. Fuzzy sets require a positive membership for each element and support the favoring evidence only. Intuitionistic fuzzy sets (IFSs) introduced by Atanassov [6] support both favoring and opposing evidences by means of the membership function and non-membership function and have the advantage that permits the experts having a margin of error in establishing the membership for each element. Type-2 fuzzy sets [7] and fuzzy multisets [8] are other extensions of fuzzy sets. Type-2 fuzzy sets have the advantage that permits the
membership of an element having some possible distributions on possible values, where the membership of each element is defined as a fuzzy set. When defining the membership of a given element, fuzzy multisets deal with uncertainty by allowing several values. However, the biggest difficulty of establishing the membership degree in the GDM process is that experts may have a set of possible values. Aiming at such a situation, Torra [9] introduced hesitant fuzzy sets (HFSs) in terms of a function that returns a set of membership values for each element in the domain. Recently, HFSs have been widely used in solving MCDM problems due to their distinguished efficiency and flexibility in modeling uncertainty and vagueness in the decision-making process. Zhang [10] presented hesitant fuzzy power aggregation operators for multiple attribute group decision-making. Xia and Xu [11] presented some aggregation operators of hesitant fuzzy information for GDM. Zhang and Wei [12] extended the VIKOR method based on HFSs for the decision-making problem. Some measures for HFSs have been presented for decision-making [13–15].

Based on the HFSs and fuzzy linguistic approach, Rodríguez et al. [16] introduced the concept of hesitant fuzzy linguistic term sets (HFLTSs) for richer expressions in MCDM. HFLTS complies with the situation that experts prefer adopting imprecise linguistic terms to express their judgments. It avoids the restriction for preference flexibility caused by using a single term or interval linguistic terms. The aim of this paper is to use and improve the operating method of HFLTSs to solve MCGDM problems under the linguistic environment.

The commonly used linguistic description approaches for HFLTSs are the ordered structure approach and the context-free grammar approach. Rodríguez et al. [16] presented how to generate comparative linguistic expressions by using context-free grammar. Context-free grammar can generate different linguistic expressions depending on the specific problem. Based on traditional context-free grammar, we consider similar but extended context-free grammar to support the completely free expression. For the linguistic GDM, the process of computing with words (CWW) is indispensable. In the HFLTS environment, free expression brings convenience for describing experts’ preferences. However, the CWW processes for HFLTSs become more complex due to each element having an arbitrary linguistic term subset. Some distance and similarity measures for HFLTSs were put forward and applied to solve MCDM problems [17–19], but these approaches assume that the HFLTSs have the same length. To aggregate or compute HFLTSs with different lengths in solving decision-making problems, many methods were put forward as shown in Table 1.

From the above reviews, we can conclude that the existing operating methods of HFLTSs with different lengths can be classified into three main categories. (1) The first category is the envelope-based method, and the envelope of the HFLTS is a linguistic interval. The HFLTSs can be aggregated or compared as intervals. Rodríguez et al. [16] first proposed the envelope concept to compare HFLTSs based on their envelopes, which are numerical intervals. The introduction of the concept of envelope can simplify the comparison operation and other operations. However, it is unreasonable to judge one HFLTS is absolutely superior to another if they have common elements. Although several extended research studies have been conducted, there still exist limitations of the envelope-based method. The one disadvantage of it is that the linguistic interval finally obtains crisp values, losing the initial fuzzy representation. The other disadvantage is that it seems unreasonable to support selecting the preferences from the predefined term sets completely free. If we give hesitant linguistic expressions out of context-free grammar, the envelope-based method may fail to work efficiently. For example, \([s_1, s_2, s_3]\) and \([s_1, s_3]\) have the same envelope \([s_1, s_3]\). (2) The second category includes the fuzzy envelope-based method and \(\alpha\)-cut method. Liu and Rodriguez [23] proposed a fuzzy envelope for the HFLTS. The fuzzy envelope can retain the vagueness of comparative linguistic expressions to a certain extent, but determining the parameters of the fuzzy membership function is fairly complicated, and considerable requisite calculations are required for an MCDM problem in the context of HFLTSs [32]. (3) The third category is the term-adding method, which is to extend the short HFLTSs by adding some linguistic terms until they have the same length as others. The disadvantage of the term-adding method is that it would change the information of the original hesitant fuzzy elements by filling some artificial values.

To support extended context-free grammar and operate HFLTSs with different lengths, we propose a novel GDM approach in the HFLTS environment. The contribution of this approach is transforming the HFLTSs into rough intervals by taking advantage of the 2-tuple linguistic representation model and the rough set theory. In the aggregation phase, the obtained rough numbers are grouped into an interval using the ordered weighted averaging (OWA) operator. In the exploitation phase, an extended VIKOR method based on the proposed GDM approach for HFLTSs is presented.

The 2-tuple linguistic representation model proposed by Herrera and Martínez [33] is based on the concept of symbolic translation, which is composed of a linguistic term and a real number. The main advantage of this representation is to be continuous in its domain. Therefore, it can express any counting of information in the universe of the discourse. Herrera and Martínez [33] pointed out that the computational technique based on the symbolic translation can deal with the 2-tuples without loss of information, such as comparison and aggregation. In recent studies, the 2-tuple linguistic representation model has been used in MCGDM problems successfully, e.g., material selection [34], product management [35], and computer network security system evaluation [36]. Rough set theory proposed by Pawlak [37] is a mathematical approach to manage uncertain data or problems of the information systems. Its main advantage is that it requires no external
parameters and uses the information presented in the given data only. The OWA operator proposed by Yager [38] provides an aggregation result lying between the max and min operators and has received increasing attention. The weight associated with each data depends on the position it takes in the descending arrangement of the data rather than the particular data. Due to the advantage that the OWA operator can provide a wide family of aggregation functions and aggregate a set of values regardless of their numbers, we apply the OWA operator to aggregate the elements in an HFLTS and multiple HFLTSs in the GDM process.

HFLTS has been combined with many MCDM methods, such as ELECTRE [39], extended ELECTRE [40], TOPSIS [41, 42], and VIKOR [28, 43]. The VIKOR method for compromise ranking determines a compromise solution by providing a maximum “group utility” for the “majority” and a minimum of an “individual regret” for the “opponent,” which is an effective tool for MCDM, particularly in a situation where the decision maker is not able or does not know how to express his/her preference at the beginning of system design. We pay attention to apply the proposed group decision-making approach to solve MCGDM problems using the VIKOR method.

This paper focuses on dealing with MCGDM problems in the context of linguistic evaluation using HFLTSs and the VIKOR method. The rest of the paper is organized as follows. In Section 2, we briefly review the concepts of HFLTSs and 2-tuple linguistic representation models and introduce how to apply the 2-tuple linguistic representation model to compute with the hesitant fuzzy linguistic information. In Section 3, a novel group decision-making approach for HFLTSs is presented based on the rough set theory and the OWA operator. In Section 4, we give out an extended VIKOR method based on the proposed GDM approach for HFLTSs. In Section 5, two application examples are provided to illustrate the efficiency of the proposed GDM approach and the extended VIKOR, respectively, and the results are compared with other existing methods. Finally, conclusions are drawn in Section 6.

| Authors          | Methods used for operating HFLTSs                                                                 | Contributions to the field of the HFLTS                  |
|------------------|---------------------------------------------------------------------------------------------------|---------------------------------------------------------|
| Rodriguez et al. [16] | Introducing the concept of envelope for an HFLTS to compare two HFLTSs                          | First introducing the concept of envelope               |
| Farhadinia [13]  | Using the envelope for each HFLTS to aggregate the preference of experts based on the 2-tuple linguistic representation model | Considering extended context-free grammar close to human beings’ cognitive models |
| Montes et al. [20] | Carrying out the computing with words processes using the envelope of an HFLTS and the 2-tuple linguistic representation model | Presenting a practical application in decision-making of a 2-tuple linguistic fuzzy model with hesitant information |
| Wu et al. [21]   | Proposing a maximum support degree model based on the envelope of the HFLTS                      | Proposing a new linguistic group decision model by combining the linguistic distributions and HFLTSs |
| Boyaci [22]      | Obtaining the envelope for each HFLTS and proposing the pessimistic and optimistic collective preference relations for comparison | Using the HFLTS-based additive ratio assessment (ARAS) method |
| Liu and Rodriguez [23] | Introducing a fuzzy envelope for the HFLTS whose representation is a fuzzy membership function for comparison | Presenting a new representation of the hesitant fuzzy linguistic term sets using a fuzzy envelope |
| Chen and Hong [24] | Aggregating the fuzzy sets in each HFLTS into a fuzzy set and performing α-cut to these aggregated fuzzy sets to get intervals | Considering the pessimistic attitude and the optimistic attitude of the decision maker |
| Lee and Chen [25] | Adopting 1-cut of hesitant fuzzy linguistic term sets for dealing with fuzzy decision-making     | Proposing a new fuzzy group decision-making method based on the proposed likelihood-based comparison relations of HFLTSs |
| Dong et al. [26] | Proposing a new envelope of the HFLTS by using a Bonferroni mean operator                        | Proposing a new fuzzy envelope of the HFLTS and a new cosine similarity measure for HFLTSs |
| Zhu and Xu [27]  | Introducing a method to add linguistic terms to HFLTSs to make sure that two HFLTSs have the same number of linguistic terms | Developing a concept of hesitant fuzzy linguistic preference relations (HFLPRs) as a tool to collect and present the DMs’ preferences |
| Liao et al. [17]; Liao and Xu [28]; Liao et al. [29] | Extending the short hesitant fuzzy linguistic element by adding the linguistic term which is the average of the maximal term and the minimal term | Proposing several different types of correlation coefficients for HFLTSs and cosine distance and similarity measures for HFLTSs |
| Liao et al. [30] | Enlarging the shorter HFLTS by adding a linguistic term which is between the maximum and the minimum linguistic term | Proposing two distinct methods to compare the HFLTSs and investigating the ELECTRE II method in the HFLTS environment |
| Lei et al. [31]  | Extending the shorter HFLE by adding the maximum value                                             | Proposing the behavioral multigranulation decision-theoretic rough set over two universes with HFL information |

Table 1: Review of the operating methods of HFLTSs with different lengths.
2. Preliminaries

In this section, some concepts and operations of HFLTSs and the 2-tuple linguistic representation model are briefly reviewed, and then, how to apply the 2-tuple linguistic representation model for computing with the hesitant fuzzy linguistic information is introduced.

2.1. Concept and Basic Operations of HFLTSs

Definition 1 (see [16]) Let $S$ be a linguistic term set, $S = \{s_0, \ldots, s_g\}$; an HFLTS, $H_0$, is an ordered finite subset of the consecutive linguistic terms of $S$.

The empty HFLTS and the full HFLTS for a linguistic variable $\emptyset$ are defined as follows:

1. The empty HFLTS: $H_\emptyset(\emptyset) = \{\}$,
2. The full HFLTS: $H_\emptyset(\emptyset) = S$

Definition 2 (see [16]). Let $S = \{s_0, \ldots, s_g\}$ be a linguistic term set; $H^0$, $H^1$, and $H^2$ are three arbitrary HFLTSs on $S$. $H^2$ is the complement set of $H^0$. Three operations are defined as follows:

1. $H^C = S - H^0 = \{s_i | s_i \in S \text{ and } s_i \notin H^0\}$
2. $H^1 \cap H^2 = \{s_i | s_i \in H^1 \text{ and } s_i \in H^2\}$
3. $H^1 \cup H^2 = \{s_i | s_i \in H^1 \text{ or } s_i \in H^2\}$

Due to the present decision-making problems having higher uncertainty, experts in the decision-making group might hesitate among different linguistic terms to express their preferences. Context-free grammar is close to human beings’ cognitive model and can generate comparative linguistic expressions. Rodríguez et al. [16] pointed out how to generate comparative linguistic expressions by using context-free grammar. Rodríguez et al. [4] considered similar but extended context-free grammar to that defined in Rodríguez et al. [16] which might generate comparative linguistic expressions similar to the expressions used by experts in GDM problems. Extended context-free grammar refers to a set containing a single term or several adjacent linguistic terms and cannot support the arbitrarily linguistic term mix. One special case is omitted, that is, experts may be hesitant to choose a better evaluation or a worse evaluation. Therefore, this paper improves extended context-free grammar to introduce the binary relation “or.”

Definition 3. Let $G_H$ be improved context-free grammar and $S = \{s_0, \ldots, s_g\}$ be a linguistic term set. The elements of $G_H = (V_N, V_T, I, P)$ are defined as follows:

$$V_N = \{<\text{primary term}>, <\text{composite term}>, <\text{unary relation}>, <\text{binary relation}>, <\text{conjunction}>\}$$

$$V_T = \{\text{lower than}, \text{greater than}, \text{at least}, \text{at most}, \text{or}, \text{and}, s_0, \ldots, s_g\}$$

$I \in V_N$

For context-free grammar, $G_H$, the production rules are as follows:

$P = I : = <\text{primary term}>|<\text{composite term}>
<\text{composite term}> ::= <\text{unary relation}|<\text{primary term}>|<\text{binary relation}>
<\text{primary term}|<\text{conjunction}|<\text{primary term}>
<\text{primary term}> ::= s_0|s_1|s_g$

$<\text{unary relation}> ::= \text{lower than}|\text{greater than}|\text{at least}|\text{at most}$

$<\text{binary relation}> ::= \text{between}|\text{or}$

$<\text{conjunction}> ::= \text{and}$

Definition 4. Let $E_{GH}$ be a function that transforms linguistic expressions $\ll \in Sll$ obtained by context-free grammar $G_H$ into a HFLTS $H_S$, where $S$ is the linguistic term set used by $G_H$ and $Sll$.

$$E_{GH}: Sll \rightarrow H_S$$

The comparative linguistic expressions generated by $G_H$ can be converted into HFLTSs by means of the following:

1. $E_{GH}(s_j) = [s_j | s_j \in S]$,
2. $E_{GH}$ (at most $s_j$) = $[s_j | s_j \in S \text{ and } s_j \leq s_i]$,
3. $E_{GH}$ (lower than $s_j$) = $[s_j | s_j \in S \text{ and } s_j < s_i]$,
4. $E_{GH}$ (at least $s_j$) = $[s_j | s_j \in S \text{ and } s_j \geq s_i]$,
5. $E_{GH}$ (greater than $s_j$) = $[s_j | s_j \in S \text{ and } s_j > s_i]$,
6. $E_{GH}$ (between $s_i$ and $s_j$) = $[s_k | s_k \in S \text{ and } s_i \leq s_k \leq s_j]$,
7. $E_{GH}$ (or $s_j$, $s_j$, $s_j$, $s_j$) = $[s_i, s_j, \ldots, s_k]$

Example 1. Let $S$ be a linguistic term set.

$S = \{s_0: \text{nothing}, s_1: \text{very low}, s_2: \text{low}, s_3: \text{medium}, s_4: \text{high}, s_5: \text{very high}, s_6: \text{perfect}\}$

Three experts give their opinions aiming at the same evaluation object based on improved context-free grammar: $ll^1$: between low and high; $ll^2$: low or high; and $ll^3$: between medium and very high. According to the function $E_{GH}$, three different HFLTSs are obtained:

$H^1_S = \{s_2, s_3, s_4\}$, $H^2_S = \{s_3, s_4, s_5\}$, and $H^3_S = \{s_3, s_4, s_5\}$

2.2. Computing with HFLTSs Using the 2-Tuple Fuzzy Linguistic Representation Model. Let $S = \{s_i: i = 0, 1, 2, \ldots, g\}$ be a finite and ordered discrete linguistic term set, where $s_i$ represents a possible value for a linguistic variable. The 2-tuple fuzzy linguistic representation model deals with linguistic information by introducing a new parameter called symbolic translation. The concept of symbolic translation is described in Definition 5. It is used to make the information representation continuous in its domain, and it is the foundation of the computation techniques of the 2 tuples. The concept and basic operations of the 2-tuple fuzzy linguistic representation model are as follows.
Definition 5 (see [33]) Let $\beta$ be a value representing the result of an aggregation of the indices of a set of labels assessed in the linguistic term set $S$, i.e., the result of a symbolic aggregation operation $\beta \in [0, g]$, being $g + 1$, the cardinality of $S$. Let $i = \text{round } d(\beta)$ and $\alpha = \beta - i$ be two values such that $i \in [0, g]$ and $\alpha \in [-0.5, 0.5]$; then, $\alpha$ is called a symbolic translation.

The linguistic representation model 2-tuple $(s_i, \alpha_i)$, $s_i \in S$ and $\alpha_i \in [-0.5, 0.5]$, is developed from the above concept:

1. $s_i$ represents the linguistic label center of the information
2. $\alpha_i$ is a numerical value expressing the value of the translation from the original result $\beta$ to the closest index label, $i$, in the linguistic term set $S$, i.e., the symbolic translation

Definition 6 (see [33]) Let $S = \{s_0, s_1, \ldots, s_g\}$ be a linguistic term set and $\beta \in [0, g]$ be a value representing the result of a symbolic aggregation; then, the 2-tuple that expresses the equivalent information to $\beta$ is obtained with the function $\Delta$:

\[
\Delta: [0, g] \rightarrow S \times [0.5, -0.5],
\]

\[
\Delta(\beta) = (s_i, \alpha_i), \quad i = \text{round } d(\beta), \quad \alpha_i = \beta - i, \quad \alpha_i \in [-0.5, 0.5],
\]

where $\text{round } d(\cdot)$ is the usual round operation, $s_i$ has the closest index label to $\beta$, and $\alpha_i$ is the value of the symbolic translation.

Conversely, let $S = \{s_0, s_1, \ldots, s_g\}$ be a linguistic term set and $(s_i, \alpha_i)$ be a 2-tuple. There is always a $\Delta^{-1}$ function:

\[
\Delta^{-1}: S \times [0.5, -0.5] \rightarrow [0, g],
\]

\[
\Delta^{-1}(s_i, \alpha_i) = i + \alpha_i = \beta.
\]

The original linguistic evaluation variable can be converted into a linguistic 2-tuple by adding value zero as symbolic translation: $s_i \in S \Rightarrow (s_i, 0)$.

Example 2. The decision information in Example 1 can be transformed into the following 2-tuple information:

\[
H^1 = \{(s_2, 0), (s_3, 0), (s_4, 0)\}, \quad H^2 = \{(s_2, 0), (s_4, 0)\}, \quad H^3 = \{(s_3, 0), (s_4, 0), (s_5, 0)\}
\]

\[
\Delta^{-1}(H^1) = \{2, 3, 4\}, \quad \Delta^{-1}(H^2) = \{2, 4\}, \quad \Delta^{-1}(H^3) = \{3, 4, 5\}
\]

3. A Novel Group Decision-Making Approach for Hesitant Fuzzy Linguistic Term Sets

This section describes a novel GDM approach based on HFLTs. Aggregation operators are the most widely used tool for combining individual preference information into overall preference information in the GDM process. The traditional operators are arithmetic average operators and geometric average operators. These operators consider the DMs’ preferences, and the weights are always determined subjectively. The OWA operator is a parameterized way of aggregating from “and” to “or.” The associated weights can be determined objectively. The classic method for determining the weights is quantifier-guided aggregation. Three fuzzy linguistic preferences, for the most (fuzzy majority), at least half, and as much as possible, are considered in this paper.

After obtaining the 2-tuple sets in Section 2.2, the rough set theory is introduced to transform these sets into rough numbers sets, and the obtained rough numbers sets can be aggregated into an interval using an OWA operator. Then, the GDM problem in the context of HFLTs degenerates into an information aggregation problem for interval numbers. The framework of the proposed group decision-making approach for hesitant fuzzy linguistic term sets is shown in Figure 1.

3.1. Elicitation of Linguistic Expressions in Decision-Making. Let $X$ be a set of evaluation objects, $X = \{x_i | 1 \leq i \leq n\}$, let $C$ be a set of evaluation criteria, $C = \{c_j | 1 \leq j \leq m\}$, and let $E$ be a set of experts, $E = \{e_k | 1 \leq k \leq l\}$. According to the given linguistic term set, expert $e_k$ uses proposed context-free grammar to give out the linguistic expression $l^i_k(x)$ concerning the criterion $c_j$ evaluating $x_i$. The linguistic expression $l^i_k(x)$ can be transformed into an HFLTS $H^i_k(x)$ using the transformation function $E_{GH}$. The hesitant GDM information is presented as shown in Table 2.

3.2. Rough Number Enabled HFLTS Information Processing. Experts in the decision-making group have diversified opinions on the evaluated objects. Moreover, hesitant linguistic information given by all experts may have different lengths. Therefore, translating all the HFLTs into the information with the same length is a critical procedure for information aggregation. Computing the average value of all the elements in an HFLTS is unreasonable obviously, ignoring the uncertainty of each element. Each linguistic term in the predefined linguistic term set can be deemed as a class. The rough numbers can give the lower and upper approximations of the target class to describe the uncertainty of the class appearing in a group decision-making problem.

Example 3. Let HFLTs in Example 1 be the information given by three experts with respect to $H^k_S(x_i)$. $H^1_S(x_i) = \{s_2, s_3, s_4\}, H^2_S(x_i) = \{s_2, s_4\}$, and $H^3_S(x_i) = \{s_3, s_4, s_5\}$.

Taking $s_2$ for an example, $s_2$ in this group decision-making information has fuzziness and uncertainty for the inconsistent judgments of all experts. The boundary region of $s_2$, i.e., the difference between the lower and upper approximations of $s_2$, can imply that the knowledge about this term is better. Rough number is a concept proposed by Zhai et al. [44] for managing the imprecise design information, which is derived from the basic notions of the rough set. The basic notions of rough sets are as follows.
Rough set theory (RST) is an effective mathematical tool to deal with subjective and vague information using only the given information, which does not require any external information or additional subjective adjustment for data analysis. Furthermore, RST excels in handling imprecise information especially when the data set is small in size and other tools like statistics are not suitable [45]. RST uses the lower and upper approximations to form the approximation of a target set and expresses vagueness using the boundary region of a set. This is indeed the unique advantage of the rough set theory in dealing with vagueness and uncertainty.

Let $U$ be a universe containing all the objects, and all the objects can be categorized into $n$ classes. Assume that set $R$ is the collection of these classes, $R = \{C_1, C_2, \ldots, C_n\}$. Let $Y$ be an arbitrary object of $U$. If these classes are ordered in the manner of $C_1 < C_2 < \cdots < C_n$, then for any class $C_i \in R$, $1 \leq i \leq n$, the lower approximation of $C_i$ can be defined as

$$A_{\text{pr}}(C_i) = \bigcup \{ Y \in U \mid R(Y) \leq C_i \}.$$  

The upper approximation of $C_i$ can be defined as
\[ \overline{\text{Apr}}(C_i) = \bigcup \{ Y \in U \mid R(Y) \geq C_i \} . \] (4)

The boundary region of \( C_i \) can be expressed as
\[ \text{Bnd}(C_i) = \{ Y \in U \mid R(Y) \neq C_i \} = \{ Y \in U \mid R(Y) > C_i \} \cup \{ Y \in U \mid R(Y) < C_i \} . \] (5)

**Definition 7** (see [38]). A mapping \( F \) from \( I^n \rightarrow I \) is called an OWA operator of dimension \( n \) if associated with \( F \) is a weighting vector \( W \):
\[ W = [w_1, w_2, \ldots, w_n]^T \] (10)
such that (1) \( w_i \in [0,1] \), \( 1 \leq i \leq n \), and (2) \( \sum_{i=1}^{n} w_i = 1 \).

And
\[ F(a_1, a_2, \ldots, a_n) = \sum_{j=1}^{n} w_j b_j = w_1 b_1 + w_2 b_2 + \cdots + w_n b_n, \] (11)
where \( b_j \) is the \( j \)th largest element in the collection \( a_1, a_2, \ldots, a_n \).

3.3. Rough Information Aggregation Based on the OWA Operator. The following job is to aggregate the elements in a rough number set into an interval number. As the elements in the rough number sets for all \( \Delta^{-1}(H^j_k(x_i)) \), \( 1 \leq k \leq l \), are different, the traditional averaging operators with given weights are not flexible and reasonable. The OWA operator provides a parameterized family of aggregation operators that includes the maximum (or), the minimum (and), and the average, as special cases. The basic notions of OWA operators are as follows.

The rough boundary interval of \( C_i \) is the interval between the lower limit \( \text{Lim}(C_i) \) and the upper limit \( \overline{\text{Lim}}(C_i) \), which is denoted as \( R\text{Bnd}(C_i) \):
\[ R\text{Bnd}(C_i) = \overline{\text{Lim}}(C_i) - \text{Lim}(C_i). \] (8)

Accordingly, the vague class \( C_i \) can be expressed by its lower limit and upper limit as follows:
\[ R\text{N}(C_i) = [\text{Lim}(C_i), \overline{\text{Lim}}(C_i)]. \] (9)

The above definitions of the rough boundary interval and rough number can be used to deal with the imprecise evaluation information in group decision-making problems.

**Example 4.** \( H^1_5(x_i) = \{s_{2}, s_{3}, s_{4}\}, \ H^2_5(x_i) = \{s_{2}, s_{4}\}, \) and \( H^3_5(x_i) = \{s_{3}, s_{4}, s_{5}\} \) in Example 3 can be represented by the 2-tuple linguistic representation model first, and then, each element can be defined by its rough number to quantify and analyze the subjective evaluations:

\[ H^1_5(x_i) = \{(s_{2}, 0), (s_{3}, 0), (s_{4}, 0)\}, \ H^2_5(x_i) = \{(s_{2}, 0), (s_{4}, 0)\}, \) and \( H^3_5(x_i) = \{(s_{3}, 0), (s_{4}, 0)\}. \)

\[ \Delta^{-1}(H^1_5(x_i)) = [2, 3, 4], \ \Delta^{-1}(H^2_5(x_i)) = [2, 4], \) and \( \Delta^{-1}(H^3_5(x_i)) = [3, 4, 5]. \)

\[ \Delta^{-1}(H^1_5(x_i)) = \{(\text{Lim}(2), \overline{\text{Lim}}(2)), \ (\text{Lim}(3), \overline{\text{Lim}}(3)), \ (\text{Lim}(4), \overline{\text{Lim}}(4))\} \]

where \( \text{Lim}(2) = (2+2)/2 = 2; \)
\[ \overline{\text{Lim}}(2) = (2+3+4+2+4+3+4+5)/8 = 3.375; \]
\[ \text{Lim}(3) = (2+3+2+3)/4 = 2.5; \]
\[ \overline{\text{Lim}}(3) = (3+4+4+4+5)/5 = 4; \]
\[ \text{Lim}(4) = (2+3+4+2+4+3+4)/7 = 3.143; \]
\[ \overline{\text{Lim}}(4) = (4+4+4+5)/4 = 4.25; \]
\[ \text{Lim}(5) = (2+3+4+2+4+3+4+5)/8 = 3.375; \]
\[ \overline{\text{Lim}}(5) = 5/1 = 5; \]
\[ \Delta^{-1}(H^1_5(x_i)) = \{(2, 3.375), (2.5, 4), (3.143, 4.25)\}; \]
\[ \Delta^{-1}(H^2_5(x_i)) = \{(2, 3.375), (3.143, 4.25)\}; \]
\[ \Delta^{-1}(H^3_5(x_i)) = \{(2.5, 4), (3.143, 4.25), (3.375, 5)\}. \]

We consider three fuzzy linguistic preferences: for the most (fuzzy majority), at least half, and as much as possible. These preferences indicate the degree to which the decision maker is satisfied with the number of criteria solved. The linguistic quantifier \( Q(x) \) is shown as Figure 2.

For the “for the most,” the linguistic quantifier \( Q(x) \) is defined as [48]
\[ Q(x) = \begin{cases} 0, & \text{for } x \leq 0.3, \\ 2x - 0.6, & \text{for } 0.3 < x < 0.8, \\ 1, & \text{for } x \geq 0.8. \end{cases} \] (13)

For the “at least half,” the linguistic quantifier \( Q(x) \) is defined as
If the rough number set has three elements, $w_1 = 1 - Q(2/3) = 0.27$, $w_2 = Q(2/3) - Q(2/3) = 0.67$, and $w_3 = Q(1/3) = 0.06$.

If the rough number set has two elements, $w_1 = 1 - Q(1/2) = 0.6$ and $w_2 = Q(1/2) = 0.4$.

Concerning criterion $c_j$ for evaluating object $x_n$ the group decision-making information can be obtained by considering the experts' weights and weights associated with OWA operators.

For $\Delta^{-1}(H^k_j(x_i)) = \{[a_{ij}^k, a_{ij}^k]\}$, let $w_{e_k}$ be the weight of expert $e_k$ and $w_{o_k}^{ij}$ be the weight associated with the OWA operator according to the order of information $e_k$ given. $w_{o_k}^{ij}$ is the normalized weight for the sum of $w_{e_k}$ and $w_{o_k}^{ij}$:

$$
w_{o_k}^{ij} = \frac{w_{e_k} + w_{o_k}^{ij}}{\sum_{k=1}^{l} (w_{e_k} + w_{o_k}^{ij})}, \quad 1 \leq i \leq n, 1 \leq j \leq m. \quad (18)$$

The aggregated evaluation information is defined as $\Delta^{-1}(H^k_j(x_i))$, $\Delta^{-1}(H^k_j(x_i)) = \{[\bar{a}_{ij}, \bar{a}_{ij}]\}$:

$$
\bar{a}_{ij} = \sum_{k=1}^{l} w_{o_k}^{ij} \cdot a_{ij}^k, \quad (19)
$$

$$
\bar{a}_{ij} = \sum_{k=1}^{l} w_{o_k}^{ij} \cdot a_{ij}^k. \quad (20)
$$

The final decision matrix $A$ for the MCGDM problem is as follows:
4. Extended VIKOR Method for MCGDM
Based on Hesitant Fuzzy Linguistic Term Sets

The VIKOR method introduces the multicriteria ranking index based on the particular measure of closeness to the ideal solution [49]. According to Opricovic and Tzeng [50], the multicriteria measure for compromise ranking is developed from the Lp-metric utilized as an aggregating function in a compromise programming method. For an alternative \( x_i \) (\( 1 \leq i \leq n \)), the evaluating value of the \( j \)th criterion (\( 1 \leq j \leq m \)) is denoted as \( f_{ij} \). The Lp-metric has the following form [51]:

\[
L_{pj} = \left( \sum_{j=1}^{n} \left( \frac{w_j(f^*_{ij} - f_{ij})}{f^*_j - f^*_j} \right)^p \right)^{1/p}, \quad 1 \leq p \leq \infty, \quad i = 1, 2, \ldots, n, \tag{22}
\]

where \( f^*_j = \max_{i} f_{ij} \) and \( f^*_j = \min_{i} f_{ij} \).

In the VIKOR method, \( L_{1ij} \) (or \( S_i \)) and \( L_{\infty i} \) (or \( R_i \)) are used to formulate ranking measurements. The solution gained by \( \min S_i \) is with a maximum group utility, and the solution gained by \( \min R_i \) is with a minimum individual regret of the opponent [50]. The compromise solution is a feasible solution that is the closest to the ideal, and compromise means an agreement established by mutual concessions. \( v \) is introduced as the compromise parameter between the group utility and the individual regret. \( Q_i = vf(S_i) + (1 - v)f(R_i) \). \( v > 0.5 \) represents concerning the group utility (or the majority). \( v < 0.5 \) represents concerning the individual regret.

The VIKOR method is used to treat the decision matrix to calculate \( S_i \), \( R_i \), and \( Q_i \) and then obtain the candidate ranking order. According to the summarized steps of the VIKOR method [50], the extended VIKOR approach proposed in this paper has the following five steps.

Step 1: determine the positive ideal solution \( A^+ \) and the negative ideal solution \( A^- \) of the final decision matrix \( A = ([a_{ij}, \bar{a}_{ij}])_{nm} \).

Criteria set \( B \) represents the “larger-the-better” category, and criteria set \( C \) represents the “small-the-better” category.

\[ A^+ = \{a^+_j \mid 1 \leq j \leq m\}, \quad \text{where } a^+_j = \begin{cases} \max_{i \in B} \bar{a}_{ij} \mid c_j \in B, \\ \min_{i \in C} a_{ij} \mid c_j \in C, \end{cases} \]

\[ A^- = \{a^-_j \mid 1 \leq j \leq m\}, \quad \text{where } a^-_j = \begin{cases} \min_{i \in B} \bar{a}_{ij} \mid c_j \in B, \\ \max_{i \in C} a_{ij} \mid c_j \in C. \end{cases} \tag{23} \]

Step 2: compute the values of \([S_i, \bar{S}_i]\) and \([R_i, \bar{R}_i]\) by the following formulas:

\[
S_i = \sum_{c_j \in B} w_{c_j} \frac{(a^+_j - \bar{a}_{ij})}{(a^+_j - a^-_j)} + \sum_{c_j \in C} w_{c_j} \frac{(\bar{a}_{ij} - a^-_j)}{(a^-_j - a^-_j)}, \tag{24}
\]

\[
\bar{S}_i = \sum_{c_j \in B} w_{c_j} \frac{(a^+_j - \bar{a}_{ij})}{(a^+_j - a^-_j)} + \sum_{c_j \in C} w_{c_j} \frac{(\bar{a}_{ij} - a^-_j)}{(a^-_j - a^-_j)}, \tag{25}
\]

\[
R_i = \max_j \begin{cases} w_{c_j} \frac{(a^+_j - \bar{a}_{ij})}{(a^+_j - a^-_j)} \quad \text{for } c_j \in B, \\ w_{c_j} \frac{(\bar{a}_{ij} - a^-_j)}{(a^-_j - a^-_j)} \quad \text{for } c_j \in C, \end{cases} \tag{26}
\]

\[
\bar{R}_i = \max_j \begin{cases} w_{c_j} \frac{(a^+_j - \bar{a}_{ij})}{(a^+_j - a^-_j)} \quad \text{for } c_j \in B, \\ w_{c_j} \frac{(\bar{a}_{ij} - a^-_j)}{(a^-_j - a^-_j)} \quad \text{for } c_j \in C, \end{cases} \tag{27}
\]

where \( w_{c_j} \) is the weight of criteria \( c_j \).

Step 3: compute the values of \([Q_i, \bar{Q}_i]\):

\[
Q_i = v S_i - \bar{S}_i + (1 - v) R_i - \bar{R}_i, \tag{28}
\]

\[
\bar{Q}_i = v S_i - \bar{S}_i + (1 - v) R_i - \bar{R}_i, \tag{29}
\]

where \( S_i = \min_{i \in B} S_i \), \( S_i = \max_{i \in B} S_i \), \( R_i = \min_{i \in C} R_i \), \( R_i = \max_{i \in C} R_i \), and \( v \) is the weight of the decision-making strategy of the maximum group utility. \( v > 0.5 \) represents “voting by majority rule,” \( v = 0.5 \) represents “by consensus,” and \( v < 0.5 \) represents “with veto.” Selection of \( v \) depends on the decision strategy of experts, and it may influence the compromise solution.
Step 4: rank the alternatives, sorting the values of \([Q_1, Q_2], [S_1, S_2], \) and \([R_1, R_2]\) in the ascending order, and then obtain three ranking lists.

For any two rough numbers, \(RN_1 = [L_1, U_1]\) and \(RN_2 = [L_2, U_2]\), where \(L_1\) and \(L_2\) represent their lower limits and \(U_1\) and \(U_2\) represent their upper limits, the ranking rules of two rough numbers are given as follows \([52]\):

(1)

(a) If \(U_1 > U_2\) and \(L_1 \geq L_2\) or \(U_1 \geq U_2\) and \(L_1 > L_2\), then \(RN_1 > RN_2\).
(b) If \(U_1 = U_2\) and \(L_1 = L_2\), then \(RN_1 = RN_2\).

(2) Let \(M_1 = (L_1 + U_1)/2\) and \(M_2 = (L_2 + U_2)/2\).

(a) If \(L_2 > L_1\) and \(U_1 > U_2\), if \(M_1 \leq M_2\), then \(RN_1 < RN_2\); if \(M_1 > M_2\), then \(RN_1 > RN_2\).
(b) If \(L_1 > L_2\) and \(U_2 > U_1\), if \(M_1 \leq M_2\), then \(RN_1 < RN_2\); if \(M_1 > M_2\), then \(RN_1 > RN_2\).

Step 5: propose a compromise solution:

Definition 8. For any two interval numbers \(A = [\overline{A}, \overline{\overline{A}}]\) and \(B = [\overline{B}, \overline{\overline{B}}]\), the distance between \(A\) and \(B\), \(D(A, B)\), is defined as

\[
D(A, B) = \sqrt{\frac{1}{2}[(\overline{B} - \overline{A})^2 + (\overline{\overline{B}} - \overline{\overline{A}})^2]},
\]

(30)

(1) If the following two conditions are satisfied, \(x^{(1)}\) is the best compromise solution. \(x^{(1)}\) is the object ranked first in the \([Q_1, Q_2]\) list.

Condition 1: acceptable advantage:
\[D([Q_1], [Q_1^{(1)}]) \geq DQ, DQ = 1/(n - 1)\]

Condition 2: acceptable stability in decision-making: \(x^{(1)}\) must also be the best object ranked according to \([S_1, S_2]\) or/and \([R_1, R_2]\).

(2) If one of the conditions is not satisfied, then a set of compromise solutions is obtained:

\(\circ\) If only condition 2 is not satisfied, \(x^{(1)}\) and \(x^{(2)}\) are both compromise solutions

\(\circ\) If condition 1 is not satisfied, maximized \(X\) can be obtained according to

\[D([Q_1], [Q_1^{(1)}], [Q_2^{(1)}, Q_2^{(2)}]) < 1/(n - 1), \] and \(x^{(1)}, x^{(2)}, \ldots, x^{(7)}\) are all near to the best compromise solution

5. Illustrative Examples

5.1. Example 1. In this section, a numerical example adopted from Rodriguez et al. \([4]\) is provided to validate the effectiveness of the proposed GDM approach based on HFLTSs. A conference committee, composed of 3 researchers \(E = \{e_1, e_2, e_3\}\), wants to grant the best paper award in an international conference. There are four selected papers, \(X = \{\text{John’s paper, Mike’s paper, David’s paper, Frank’s paper}\}\). The linguistic term set suitable to express such assessments shown in Rodriguez et al. \([4]\) can be given as follows:

\[S = \{\text{neither (s_0); very low (s_1); low (s_2); medium (s_3); high (s_4); very high (s_5); absolute (s_6)}\}\]

Step 1: transform the preferences provided by experts in Rodriguez et al. \([4]\) into HFLTSs:

\[
p_1 = \begin{pmatrix}
\ldots & \{s_0, s_1\} & \{s_2\} & \{s_3\} & \{s_0, s_1\} \\
\{s_5, s_6\} & \ldots & \{s_4, s_5\} & \{s_0, s_1, s_2, s_3\} \\
\{s_2\} & \{s_0, s_1, s_2\} & \ldots & \{s_5, s_6\} \\
\{s_4, s_5, s_6\} & \{s_2\} & \{s_0, s_1, s_2, s_3\} & \ldots
\end{pmatrix},
\]

\[
p_2 = \begin{pmatrix}
\ldots & \{s_0, s_1\} & \{s_2\} & \{s_3\} & \{s_0, s_1\} \\
\{s_5, s_6\} & \ldots & \{s_4, s_5, s_6\} & \{s_0, s_1, s_2, s_3\} \\
\{s_2\} & \{s_0, s_1, s_2\} & \ldots & \{s_5, s_6\} \\
\{s_4, s_5, s_6\} & \{s_2\} & \{s_0, s_1, s_2, s_3\} & \ldots
\end{pmatrix},
\]

\[
p_3 = \begin{pmatrix}
\ldots & \{s_0, s_1\} & \{s_2\} & \{s_3\} & \{s_0, s_1\} \\
\{s_5, s_6\} & \ldots & \{s_4, s_5, s_6\} & \{s_0, s_1, s_2, s_3\} \\
\{s_2\} & \{s_0, s_1, s_2\} & \ldots & \{s_5, s_6\} \\
\{s_4, s_5, s_6\} & \{s_2\} & \{s_0, s_1, s_2, s_3\} & \ldots
\end{pmatrix}.
\]

Step 2: deal with the assessment information based on the HFLTS using the 2-tuple linguistic representation model:

\[
\Delta^{-1}(p_1) = \begin{pmatrix}
\ldots & \{0, 1\} & \{5\} & \{0, 1\} \\
\{5, 6\} & \ldots & \{0, 1, 2, 3\} & \{4, 5, 6\} \\
\{2\} & \{0, 1, 2\} & \ldots & \{5, 6\} \\
\{4, 5, 6\} & \{4, 5, 6\} & \ldots & \{0, 1, 2\}
\end{pmatrix},
\]

\[
\Delta^{-1}(p_2) = \begin{pmatrix}
\ldots & \{4, 5, 6\} & \ldots & \{1\} \\
\{0, 1\} & \{2\} & \ldots & \{5, 6\} \\
\{4, 5\} & \{5\} & \ldots & \{0, 1, 2\} \\
\{0, 1, 2\} & \ldots & \{4, 5, 6\} & \ldots
\end{pmatrix},
\]

\[
\Delta^{-1}(p_3) = \begin{pmatrix}
\ldots & \{4, 5, 6\} & \ldots & \{1\} \\
\{0, 1, 2\} & \{0, 1, 2\} & \ldots & \{4\} \\
\{4\} & \{0, 1, 2\} & \ldots & \{1\}
\end{pmatrix}.
\]

Step 3: quantify the uncertainty in GDM information based on the rough set theory:
Rodríguez et al. [4]:

Step 5: obtain the preference relation based on the linguistic terms using the binary relation \( \text{or} \). The linguistic interval for each alternative is shown in Table 3.

Step 6: compute the pessimistic and optimistic collective preference for each alternative. The linguistic interval for each alternative is shown in Table 3.

\[
\Delta^{-1}(p^1) = \begin{pmatrix}
- & [0.2, 2.7] & [4.6, 5.25] & [0.2, 1.2] \\
[3.15, 5.7] & - & [4.16, 4.93] & [0.74, 3.45] \\
[1.2] & [0.4, 1.5] & - & [5.5, 7] \\
[4.31, 5.19] & [2.57, 5.28] & [0.7, 1.89] & - \\
\end{pmatrix}
\]

\[
\Delta^{-1}(p^2) = \begin{pmatrix}
- & [0.38, 3.02] & [4.45, 5.18] & [0.4, 1.4] \\
[2.59, 5.45] & - & [4.67, 3.14] & - \\
[0.2, 1.2] & [1.14, 2] & - & [5.5, 7] \\
[4.16, 4.93] & [2.83, 5.33] & [0.46, 1.6] & - \\
\end{pmatrix}
\]

\[
\Delta^{-1}(p^3) = \begin{pmatrix}
- & [0.4, 4.03] & [4.31, 5.11] & [2.19, 5.4] \\
[0.4, 1.4] & [0.4, 1.5] & - & [4.58, 5.47] \\
[4.467] & [0.42, 3.69] & [0.6, 1.67] & - \\
\end{pmatrix}
\]

Step 7: order the set of alternatives and select the best one as the solution to the GDM problem:

\[ x_2 > x_4 > x_1 > x_3. \]

The best solution is similar with the work of Rodríguez et al. [4]. This example can illustrate the effectiveness of the proposed GDM approach for HFLTs. However, the envelope-based method for computing with HFLTs in Rodríguez et al. [4] cannot support experts to select nonadjacent linguistic terms. Next, we changed the preference provided by the three experts and compared the results obtained by the commonly used envelope-based method and the proposed GDM approach. We changed the preference referring to more than two linguistic terms to contain only two linguistic terms using the binary relation “or.” The revised preference provided by the first expert is as follows:

\[
p_{1'} = \begin{pmatrix}
- & \text{at most } vl & vl & \text{at most } vl \\
\text{at least } vh & - & \text{between } h \text{ and } vh & n \text{ or } m \\
\text{at least } l & \text{or } l & - & \text{greater than } h \\
\text{h or a} & \text{h or a} & \text{n or m} & - \\
\end{pmatrix}
\]

The corresponding HFLTs of the three experts are as follows:
Table 3: Linguistic intervals for all alternatives in Example 1.

|       | John       | Mike       | David      | Frank      |
|-------|------------|------------|------------|------------|
|       | $(s_2, -0.27), (s_3, 0.2)$ | $(s_2, 0.32), (s_3, -0.52)$ | $(s_2, -0.1), (s_3, -0.15)$ | $(s_2, 0.23), (s_3, -0.2)$ |

$P_1^I = \left( \begin{array}{ccc}
- [s_2, s_3] & [s_0, s_1] & [s_0, s_1] \\
[s_2, s_3] & - [s_2, s_3] & [s_0, s_3] \\
[s_2, s_3] & [s_0, s_2] & - [s_2, s_3] \\
[s_0, s_2] & [s_2, s_3] & [s_0, s_3] \\
[s_0, s_2] & [s_2, s_3] & [s_0, s_3] \\
[s_0, s_2] & [s_2, s_3] & [s_0, s_3] \\
\end{array} \right)$

$P_2^I = \left( \begin{array}{ccc}
- [s_0, s_2] & [s_0, s_0] & [s_0, s_2] \\
[s_2, s_3] & - [s_0, s_2] & [s_0, s_2] \\
[s_0, s_2] & [s_2, s_3] & [s_0, s_2] \\
[s_0, s_2] & [s_2, s_3] & [s_0, s_2] \\
[s_0, s_2] & [s_2, s_3] & [s_0, s_2] \\
[s_0, s_2] & [s_2, s_3] & [s_0, s_2] \\
\end{array} \right)$

$P_3^I = \left( \begin{array}{ccc}
- [s_2, s_3] & [s_2, s_3] & [s_2, s_3] \\
[s_2, s_3] & - [s_2, s_3] & [s_2, s_3] \\
[s_2, s_3] & [s_2, s_3] & [s_2, s_3] \\
[s_2, s_3] & [s_2, s_3] & [s_2, s_3] \\
[s_2, s_3] & [s_2, s_3] & [s_2, s_3] \\
[s_2, s_3] & [s_2, s_3] & [s_2, s_3] \\
\end{array} \right)$

The envelope of $P_1^I$, $P_2^I$, and $P_3^I$ does not change, and also, the ranking result of the envelope-based method does not change. However, the ranking result of the proposed GDM approach for HFLTSs changes as the change of preference given by the three experts. The linguistic interval for each alternative after preference change is shown in Table 4. The revised alternative order is $x_2 > x_3 > x_1 > x_4$. By contrast, we can see that the ranking position of $x_3$ and the position of $x_1$ have changed. The comparison illustrates that the proposed GDM approach for HFLTSs has higher sensitivity to the change of preference information and has much wider applicability under different linguistic decision-making environments.

5.2. Example 2. A real example of selecting logistics service suppliers is adopted in this section. Company W is a small and medium-sized electric product manufacturer. Its main products are refrigerators, freezers, and air conditioners. To focus on the core competition ability, reduce cost, and improve customer service, the company decides to adopt a logistics outsourcing strategy. After preliminary screening, five candidates (i.e., alternatives), $x_1$, $x_2$, $x_3$, $x_4$, and $x_5$, remain for further evaluation. Seven evaluation criteria are considered: $C = \{c_1 = \text{quality assurance}, c_2 = \text{operation efficiency}, c_3 = \text{logistics technology level}, c_4 = \text{logistics facility level}, c_5 = \text{price}, c_6 = \text{management ability}, c_7 = \text{development potential level}\}$. $c_5$ is the “small-the-better” criterion, and the other criteria are in the “larger-the-better” category. The weight vector of the criteria set is $W = (0.21, 0.19, 0.12, 0.14, 0.17, 0.09, 0.08)$. A committee composed of 3 experts $E = \{e_1, e_2, e_3\}$ evaluated the alternative service suppliers. The weights of the 3 experts are $\{w_{e1} = 0.4, w_{e2} = 0.3, w_{e3} = 0.3\}$.

5.2.1. Sensitivity Analysis. Parameter $v$ is the weight of the strategy of the “majority of attributes,” and it plays an important role in determining the set of compromise solutions. As seen in Table 19, $[\overline{Q}_i, \overline{Q}_j]$ is determined by the value of $v$. When $v$ is changed, $D([\overline{Q}_1, \overline{Q}_1], [\overline{Q}_2, \overline{Q}_2])$ is also changed. Aiming at the aggregated decision information obtained by the fuzzy linguistic preference “for the most,” when $0 \leq v \leq 0.8789$, $D([\overline{Q}_1, \overline{Q}_1], [\overline{Q}_2, \overline{Q}_2]) \geq 0.25$, and only $x_3$ is the compromise solution; when $0.8789 < v \leq 1$, $D([\overline{Q}_1, \overline{Q}_1], [\overline{Q}_2, \overline{Q}_2]) < 0.25$ and $D([\overline{Q}_1, \overline{Q}_1], [\overline{Q}_3, \overline{Q}_3]) \geq 0.25$, and both $x_3$ and $x_4$ are the compromise solutions. From the results in Table 19, we can see that the threshold values of $v$ are different for different fuzzy
Table 4: Linguistic intervals for all alternatives after preference change in Example 1.

| John            | Mike            | David          | Frank          |
|-----------------|-----------------|----------------|----------------|
| $p^P_1$         | $p^P_1$         | $p^P_1$        | $p^P_1$        |
| $[(s_2, -0.32), (s_3, 0.21)]$ | $[(s_2, 0.45), (s_6, 0.62)]$ | $[(s_2, 0.06), (s_6, 0)]$ | $[(s_1, 0.34), (s_6, 0.05)]$ |

Table 5: The HFLTS information given by expert $e_1$ in Example 2.

| $c_1$  | $c_2$  | $c_3$  | $c_4$  | $c_5$  | $c_6$  | $c_7$  |
|--------|--------|--------|--------|--------|--------|--------|
| $[s_2, s_3]$ | $[s_1, s_2, s_3]$ | $[s_3, s_5]$ | $[s_4, s_5]$ | $[s_3, s_4]$ | $[s_1, s_3]$ | $[s_2, s_3]$ |
| $[s_2, s_3]$ | $[s_1, s_2, s_3]$ | $[s_3, s_5]$ | $[s_4, s_5]$ | $[s_3, s_4]$ | $[s_1, s_3]$ | $[s_2, s_3]$ |
| $[s_2, s_3]$ | $[s_1, s_2, s_3]$ | $[s_3, s_5]$ | $[s_4, s_5]$ | $[s_3, s_4]$ | $[s_1, s_3]$ | $[s_2, s_3]$ |
| $[s_2, s_3]$ | $[s_1, s_2, s_3]$ | $[s_3, s_5]$ | $[s_4, s_5]$ | $[s_3, s_4]$ | $[s_1, s_3]$ | $[s_2, s_3]$ |
| $[s_2, s_3]$ | $[s_1, s_2, s_3]$ | $[s_3, s_5]$ | $[s_4, s_5]$ | $[s_3, s_4]$ | $[s_1, s_3]$ | $[s_2, s_3]$ |

Table 6: The HFLTS information given by expert $e_2$ in Example 2.

| $c_1$  | $c_2$  | $c_3$  | $c_4$  | $c_5$  | $c_6$  | $c_7$  |
|--------|--------|--------|--------|--------|--------|--------|
| $[s_3, s_5]$ | $[s_2, s_3, s_4]$ | $[s_3, s_5]$ | $[s_2, s_3, s_4]$ | $[s_2, s_3, s_4]$ | $[s_2, s_3, s_4]$ | $[s_3, s_5]$ |
| $[s_3, s_5]$ | $[s_2, s_3, s_4]$ | $[s_3, s_5]$ | $[s_2, s_3, s_4]$ | $[s_2, s_3, s_4]$ | $[s_2, s_3, s_4]$ | $[s_3, s_5]$ |
| $[s_3, s_5]$ | $[s_2, s_3, s_4]$ | $[s_3, s_5]$ | $[s_2, s_3, s_4]$ | $[s_2, s_3, s_4]$ | $[s_2, s_3, s_4]$ | $[s_3, s_5]$ |
| $[s_3, s_5]$ | $[s_2, s_3, s_4]$ | $[s_3, s_5]$ | $[s_2, s_3, s_4]$ | $[s_2, s_3, s_4]$ | $[s_2, s_3, s_4]$ | $[s_3, s_5]$ |
| $[s_3, s_5]$ | $[s_2, s_3, s_4]$ | $[s_3, s_5]$ | $[s_2, s_3, s_4]$ | $[s_2, s_3, s_4]$ | $[s_2, s_3, s_4]$ | $[s_3, s_5]$ |

Table 7: The HFLTS information given by expert $e_3$ in Example 2.

| $c_1$  | $c_2$  | $c_3$  | $c_4$  | $c_5$  | $c_6$  | $c_7$  |
|--------|--------|--------|--------|--------|--------|--------|
| $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ |
| $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ |
| $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ |
| $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ |
| $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ | $[s_2, s_3, s_5]$ |

Table 8: The information of $\Delta^{-1}(H_3^{c_5}(x_i))$ corresponding to Table 4.

| x_1  | x_2  | x_3  | x_4  | x_5  |
|------|------|------|------|------|
| [2]  | [3, 4] | [4, 5] | [3, 4] | [4] |
| [2]  | [3, 4] | [4, 5] | [3, 4] | [4] |
| [2]  | [3, 4] | [4, 5] | [3, 4] | [4] |
| [2]  | [3, 4] | [4, 5] | [3, 4] | [4] |

Step 5: select the appropriate supplier using the proposed VIKOR method.

Aiming at the aggregated decision information according to the “for the most,” the positive ideal solution $A^*$ and the negative ideal solution $A^-$ are determined first, and then $[S, S]$, $[R, R]$, and $[Q, Q]$ are computed according to equations (25)–(30):

- $A^* = (5.44, 5.11, 4.23, 4.44, 0.60, 4.91, 4.76)$
- $A^- = (1.23, 1.07, 1.41, 1.20, 3.51, 0.65, 1.25)$

According to the verification rules of VIKOR, if the acceptable advantage and acceptable ability are satisfied, the best rank can be assigned as a compromise solution. Let $\nu = 0.5$, which represents selecting the appropriate object in compromise. First, the two conditions of the first case are considered.

Condition 1: $D \left( (Q_i^{(1)}, Q_i^{(3)}), (Q_i^{(2)}, Q_i^{(2)}) \right) = \sqrt{0.5 \times [(0.208 - 0.000)^2 + (0.862 - 0.519)^2]} = 0.323$. Therefore, $x^{(1)}$, i.e., $x_3$, is the compromise solution.

Condition 2: $x^{(1)}$ is the best object ranked according to $[S, S]$ and $[R, R]$, and condition 2 is satisfied.

Considering all the possible values of $\nu$, the final results are shown in Table 19.
Table 9: Evaluation information of expert \( e_1 \) represented as rough numbers.

| \( x_1 \) | \( c_1 \) | \( c_2 \) | \( c_3 \) | \( c_4 \) | \( c_5 \) | \( c_6 \) | \( c_7 \) |
|----------|---------|---------|---------|---------|---------|---------|---------|
| \([1.25, 2.8]\) | \([1.83, 3.33], [2.14, 4]\) | \([2.5, 3.5], [3, 4]\) | \([2.33, 4.33], [3, 4]\) | \([2.6, 3.4], [3, 4]\) | \([2, 3.7], [2.75, 3.4]\) | \([1.6, 4, 3]\) |

Table 10: Evaluation information of expert \( e_2 \) represented as rough numbers.

| \( x_2 \) | \( c_1 \) | \( c_2 \) | \( c_3 \) | \( c_4 \) | \( c_5 \) | \( c_6 \) | \( c_7 \) |
|----------|---------|---------|---------|---------|---------|---------|---------|
| \([3, 4.17], [3.5, 4.75]\) | \([2.5, 3.5], [3, 4]\) | \([2.33, 4.33], [3, 4]\) | \([2.6, 3.4], [3, 4]\) | \([2, 3.7], [2.75, 3.4]\) | \([1.6, 4, 3]\) |

Table 11: Evaluation information of expert \( e_3 \) represented as rough numbers.

| \( x_3 \) | \( c_1 \) | \( c_2 \) | \( c_3 \) | \( c_4 \) | \( c_5 \) | \( c_6 \) | \( c_7 \) |
|----------|---------|---------|---------|---------|---------|---------|---------|
| \([1.4, 2.3, 1.86, 3.8], [2.33, 4.33]\) | \([2.5, 3.5], [3, 4]\) | \([2.33, 4.33], [3, 4]\) | \([2.6, 3.4], [3, 4]\) | \([2, 3.7], [2.75, 3.4]\) | \([1.6, 4, 3]\) |

Table 12: The successive element's weight in one set for different fuzzy linguistic preferences.

| Set with 2 elements | Set with 3 elements | Set with 4 elements |
|---------------------|---------------------|---------------------|
| For the most        | 0.6, 0.4            | 0.27, 0.67, 0.06    | 0.1, 0.5, 0.4, 0    |
| At least half       | 0, 1                | 0, 0.33, 0.67       | 0, 0, 0.5, 0.5      |
| As much as possible | 1, 0                | 0.67, 0.33, 0       | 0.5, 0.5, 0, 0      |
### Table 13: The final evaluation information obtained from $e_1$ for “for the most.”

| c_1  | c_2  | c_3  | c_4  | c_5  | c_6  | c_7  |
|------|------|------|------|------|------|------|
| 1.25, 2.8 | 0.42, 2.36 | 2.70, 3.70 | 2.48, 4.60 | 2.76, 3.64 | 4.00, 5.00 | 2.57, 3.37 |
| 3.20, 4.40 | 1.25, 2.33 | 2.40, 4.06 | 0.41, 2.74 | 1.54, 4.70 | 2.58, 3.47 | 1.39, 3.52 |
| 4.20, 5.20 | 4.09, 5.40 | 0.75, 3.34 | 3.33, 5.70 | 2.00, 3.00 | 2.38, 4.08 | 2.05, 3.70 |
| 1.76, 3.65 | 3.20, 5.70 | 2.81, 3.93 | 0.40, 3.40 | 1.80, 3.33 | 3.13, 4.60 | 3.80, 5.00 |
| 2.20, 3.09 | 0.40, 2.40 | 2.65, 4.15 | 2.43, 4.60 | 2.30, 3.26 | 0.40, 2.70 | 1.39, 4.03 |

### Table 14: The final evaluation information obtained from $e_2$ for “for the most.”

| c_1  | c_2  | c_3  | c_4  | c_5  | c_6  | c_7  |
|------|------|------|------|------|------|------|
| 1.95, 3.60 | 1.75, 3.19 | 2.24, 3.16 | 0.40, 3.48 | 2.92, 3.64 |
| 3.95, 5.70 | 0.41, 1.91 | 1.39, 3.52 | 0.20, 2.16 | 2.97, 3.70 | 0.41, 2.74 |
| 5.00, 6.00 | 4.40, 5.70 | 2.20, 3.82 | 1.67, 2.33 | 3.33, 5.70 | 1.71, 3.40 |
| 0.42, 2.83 | 2.20, 3.80 | 2.75, 3.89 | 2.70, 5.70 | 1.95, 3.60 | 2.00, 3.33 | 2.40, 4.15 |
| 2.39, 3.30 | 1.50, 3.50 | 2.20, 3.70 | 0.41, 2.92 | 2.92, 3.64 | 0.40, 2.70 | 2.39, 5.70 |

### Table 15: The final evaluation information obtained from $e_3$ for “for the most.”

| c_1  | c_2  | c_3  | c_4  | c_5  | c_6  | c_7  |
|------|------|------|------|------|------|------|
| 0.75, 2.58 | 1.58, 2.93 | 1.83, 4.13 | 2.46, 3.33 | 2.64, 5.70 | 2.75, 3.40 |
| 3.47, 4.00 | 1.60, 3.00 | 2.17, 4.70 | 0.38, 2.46 | 2.97, 3.70 | 2.17, 4.70 |
| 4.40, 5.40 | 3.68, 4.20 | 2.38, 4.08 | 1.27, 2.13 | 2.20, 3.82 | 0.41, 2.64 |
| 2.00, 3.95 | 2.20, 3.80 | 2.47, 3.64 | 1.70, 4.70 | 0.40, 2.51 | 2.28, 3.84 | 3.80, 5.00 |
| 2.39, 3.30 | 2.00, 4.00 | 3.20, 4.70 | 1.55, 3.84 | 2.92, 3.64 | 1.79, 5.70 | 0.41, 3.07 |

### Table 16: The aggregated decision information for “for the most.”

| c_1  | c_2  | c_3  | c_4  | c_5  | c_6  | c_7  |
|------|------|------|------|------|------|------|
| 1.23, 2.88 | 1.22, 2.79 | 2.35, 3.35 | 1.57, 3.94 | 2.47, 3.35 | 2.31, 4.91 | 2.72, 3.43 |
| 3.41, 4.52 | 1.07, 2.33 | 2.49, 4.23 | 1.20, 3.47 | 0.60, 2.89 | 2.84, 3.62 | 1.25, 3.51 |
| 4.44, 5.44 | 4.03, 5.11 | 1.41, 3.94 | 2.55, 4.38 | 1.63, 2.43 | 2.50, 4.30 | 1.42, 3.25 |
| 1.42, 3.47 | 2.43, 4.24 | 2.69, 3.83 | 1.44, 4.44 | 1.43, 3.14 | 2.40, 3.87 | 3.40, 4.76 |
| 2.32, 3.23 | 1.22, 3.22 | 2.62, 4.12 | 1.43, 3.75 | 2.71, 3.51 | 0.65, 3.24 | 1.29, 4.06 |

### Table 17: The aggregated decision information for “at least half.”

| c_1  | c_2  | c_3  | c_4  | c_5  | c_6  | c_7  |
|------|------|------|------|------|------|------|
| 1.77, 3.47 | 1.80, 3.40 | 2.80, 3.80 | 2.31, 4.56 | 2.90, 3.85 | 3.04, 5.34 | 3.06, 3.84 |
| 4.04, 5.36 | 1.38, 2.64 | 3.12, 5.12 | 1.88, 4.30 | 1.29, 4.11 | 3.25, 3.97 | 1.91, 4.35 |
| 4.85, 5.85 | 4.65, 5.79 | 2.22, 4.93 | 3.14, 5.33 | 1.85, 2.69 | 3.09, 5.27 | 2.12, 3.78 |
| 2.15, 4.24 | 3.04, 5.19 | 3.15, 4.41 | 2.25, 5.25 | 1.83, 3.59 | 2.96, 4.50 | 3.66, 4.93 |
| 2.70, 3.72 | 1.61, 3.61 | 3.26, 4.76 | 2.21, 4.49 | 3.09, 3.88 | 1.46, 4.68 | 2.05, 5.13 |

### Table 18: The aggregated decision information for “as much as possible.”

| c_1  | c_2  | c_3  | c_4  | c_5  | c_6  | c_7  |
|------|------|------|------|------|------|------|
| 0.85, 2.65 | 0.76, 2.47 | 2.15, 3.15 | 1.02, 3.51 | 2.18, 3.12 | 1.64, 4.28 | 2.48, 3.32 |
| 3.12, 4.04 | 0.78, 2.14 | 2.22, 3.90 | 0.78, 3.05 | 0.32, 2.46 | 2.48, 3.42 | 0.84, 3.09 |
| 4.20, 5.20 | 3.49, 4.49 | 0.87, 3.54 | 2.29, 4.02 | 1.41, 2.30 | 2.24, 3.94 | 0.90, 2.90 |
| 0.89, 3.05 | 2.20, 3.90 | 2.31, 3.53 | 0.94, 3.94 | 1.01, 2.84 | 2.23, 3.60 | 3.01, 4.49 |
| 2.08, 2.96 | 0.86, 2.86 | 2.24, 3.74 | 0.97, 3.32 | 2.35, 3.28 | 0.38, 2.83 | 0.86, 3.53 |
In this section, we changes some HFLTSs on the proposed in this paper is that it can support experts to give approach proposed in this paper is different from Tables 13–15 result obtained by the novel group decision-making ap-

for that the envelopes of the changed HFLTSs are the same as those of the original HFLTSs. However, the aggregation result obtained by the novel group decision-making approach proposed in this paper is different from Tables 13–15 as much as possible” for HFLTSs.

An obvious advantage of the GDM approach for HFLTSs proposed in this paper is that it can support experts to give arbitrarily term mix to increase the richness of linguistic expressions. In this section, we change some HFLTSs on the evaluation of $x_i$ given by experts $e_1$ and $e_2$. Suppose the two experts tend to use the binary relation “or” and give non-adjective linguistic terms due to the uncertainty of the market. The original and changed information on the evaluation of $x_i$ by $e_1$ and $e_2$ is shown in Table 20. Aiming at the changed evaluation information, the aggregation result obtained by the envelope-based approach would not change for that the envelopes of the changed HFLTSs are the same as those of the original HFLTSs. However, the aggregation result obtained by the novel group decision-making approach proposed in this paper is different from Tables 13–15 under conditions of three fuzzy linguistic preferences. Furthermore, the VIKOR results of the proposed method based on the changed information will also be different from Table 19, and the related result is shown in Table 21. We can see that the compromise solutions remain unchanged, but the threshold values of $v$ vary for different fuzzy linguistic preferences.

### 5.2.2. Comparisons and Discussion

To illustrate the effectiveness of the proposed group decision-making approach for HFLTSs and the related VIKOR, we use the above case study to analyze the envelope-based approach for HFLTSs. We take the envelope-based approach proposed by Rodriguez et al. [4] as a comparable approach. The HFLTS information

#### Table 19: The results of the VIKOR method based on the proposed GDM approach.

| $\bar{S}$ | $\bar{R}$ | $\bar{Q}$ |
|-------|-------|-------|
| $x_1$ | $[0.435, 0.859]$ | $[0.128, 0.210]$ | $[0.451–0.036v, 1–0.023v]$ |
| $x_2$ | $[0.274, 0.763]$ | $[0.131, 0.190]$ | $[0.471–0.270v, 0.867–0.017v]$ |
| $x_3$ | $[0.122, 0.536]$ | $[0.060, 0.120]$ | $[0, 0.399 + 0.150v]$ |
| $x_4$ | $[0.227, 0.754]$ | $[0.098, 0.201]$ | $[0.254–0.116v, 0.937–0.099v]$ |
| $x_5$ | $[0.408, 0.876]$ | $[0.123, 0.183]$ | $[0.421–0.042v, 0.819 + 0.181v]$ |

Ranking order $x_3 > x_4 > x_2 > x_5 > x_1$ 
Compromise solution set $\{x_3, x_4\}$, $0 \leq v \leq 0.8789$ 
$x_3, x_4$, $0.8789 < v \leq 1$

#### Table 20: The original and changed information on evaluation for $x_i$ by $e_1$ and $e_2$.

| $e_1$ | $e_2$ | $e_3$ | $e_4$ | $e_5$ | $e_6$ | $e_7$ |
|-------|-------|-------|-------|-------|-------|-------|
| $x_i(e_1)$ | $[s_2, s_3, s_4]$ | $[s_5, s_6]$ | $[s_7, s_8]$ | $[s_9, s_10]$ | $[s_11, s_12]$ | $[s_13, s_14]$ |
| $x_i(e_2)$ | $[s_2, s_3, s_4]$ | $[s_5, s_6]$ | $[s_7, s_8]$ | $[s_9, s_10]$ | $[s_11, s_12]$ | $[s_13, s_14]$ |

### An obvious advantage of the GDM approach for HFLTSs

proposed in this paper is that it can support experts to give arbitrarily term mix to increase the richness of linguistic expressions. In this section, we change some HFLTSs on the evaluation of $x_i$ given by experts $e_1$ and $e_2$. Suppose the two experts tend to use the binary relation “or” and give non-adjective linguistic terms due to the uncertainty of the market. The original and changed information on the evaluation of $x_i$ by $e_1$ and $e_2$ is shown in Table 20. Aiming at the changed evaluation information, the aggregation result obtained by the envelope-based approach would not change for that the envelopes of the changed HFLTSs are the same as those of the original HFLTSs. However, the aggregation result obtained by the novel group decision-making approach proposed in this paper is different from Tables 13–15 under conditions of three fuzzy linguistic preferences. Furthermore, the VIKOR results of the proposed method based on the changed information will also be different from Table 19, and the related result is shown in Table 21. We can see that the compromise solutions remain unchanged, but the threshold values of $v$ vary for different fuzzy linguistic preferences.

### 5.2.2. Comparisons and Discussion

To illustrate the effectiveness of the proposed group decision-making approach for HFLTSs and the related VIKOR, we use the above case study to analyze the envelope-based approach for HFLTSs. We take the envelope-based approach proposed by Rodriguez et al. [4] as a comparable approach. The HFLTS information
The rough TOPSIS method [53] is also applied in the case of "at least half" from 0 to 1 in Table 23, which has a lower sensitivity.

To reveal the features of the proposed VIKOR method, the rough TOPSIS method [53] is also applied in the case study. The rough TOPSIS method is used to deal with the aggregated decision information for different fuzzy linguistic preferences (Tables 16–18). Table 24 shows the final ranking result of the rough TOPSIS.

In the case of "for the most," if the weight 0 ≤ v ≤ 0.8789, the compromise solution obtained by the rough TOPSIS is the same with the compromise solution of the extended VIKOR. If the weight 0.8789 < v ≤ 1, the compromise solution obtained by the rough TOPSIS is different from the compromise solution of the extended VIKOR. In the case of "as much as possible," if the weight 0 ≤ v ≤ 0.8614, the compromise solution obtained by the rough TOPSIS is the same with the compromise solution of the extended VIKOR. The rough TOPSIS can only obtain the distinct solution, and it cannot obtain the compromise solutions. The VIKOR

Table 21: The results of the proposed VIKOR method based on the changed information.

| [S_i, S] | [R, R_i] | [Q, Q_i] | x_1 > x_4 > x_2 > x_3 > x_1 | x_3 > x_4 > x_5 > x_2 > x_1 |
|---------|---------|---------|-----------------------------|-----------------------------|
| x_1 > x_4 > x_2 > x_3 > x_1 | x_3 > x_4 > x_5 > x_2 > x_1 |

Table 22: The aggregated decision information of the comparative method.

| c_1 | c_2 | c_3 | c_4 | c_5 | c_6 | c_7 |
|-----|-----|-----|-----|-----|-----|-----|
| x_1 | [1.7, 2.9] | [1.2, 2.9] | [2.4, 3.4] | [2.5, 3.8] | [2.4, 3.7] | [3.1, 4.0] | [2.6, 3.7] |
| x_2 | [3.6, 4.6] | [1.7, 2.3] | [2.6, 4.3] | [1.8, 3.2] | [1.6, 2.9] | [2.6, 4.0] | [2.0, 3.3] |
| x_3 | [4.6, 5.6] | [4.0, 5.4] | [1.8, 3.9] | [3.2, 4.5] | [2.1, 2.4] | [2.9, 4.3] | [1.8, 3.4] |
| x_4 | [1.4, 3.7] | [3.2, 4.2] | [2.4, 4.3] | [2.4, 3.8] | [2.1, 3.0] | [2.8, 3.8] | [4.1, 4.7] |
| x_5 | [2.0, 2.6] | [2.1, 2.9] | [2.6, 4.4] | [2.2, 3.8] | [2.6, 3.6] | [1.5, 3.2] | [2.3, 3.6] |

Table 23: The results of the VIKOR method based on the comparative GDM approach.

| [S_i, S] | [R, R_i] | [Q, Q_i] | x_1 > x_4 > x_2 > x_3 > x_1 | x_3 > x_4 > x_5 > x_2 > x_1 |
|---------|---------|---------|-----------------------------|-----------------------------|
| x_1 | [0.433, 0.848] | [0.135, 0.195] | [0.558–0.114v, 0.912–0.085v] | [x_1], 0 ≤ v ≤ 0.7905 |
| x_2 | [0.311, 0.725] | [0.140, 0.167] | [0.588–0.307v, 0.749–0.085v] | [x_2], 0.7505 < v ≤ 1 |
| x_3 | [0.099, 0.491] | [0.040, 0.120] | [0, 0.469 + 0.052v] | [x_3], 0 ≤ v ≤ 0.8926 |
| x_4 | [0.247, 0.689] | [0.095, 0.210] | [0.322–0.126v, 1–0.214v] | [x_4], 0.8926 < v ≤ 1 |
| x_5 | [0.446, 0.850] | [0.150, 0.180] | [0.646–0.184v, 0.823 + 0.177v] | [x_5], 0 ≤ v ≤ 1 |

The decision result of Table 20 using the proposed VIKOR approach is shown in Table 23. The ranking order of the alternatives is x_3 > x_2 > x_1, which is the same as the ranking order in Table 20. However, the compromise solution set remains unchanged with the change of v from 0 to 1 in Table 23, which has a lower sensitivity.

To reveal the features of the proposed VIKOR method, the rough TOPSIS method [53] is also applied in the case study. The rough TOPSIS method is used to deal with the aggregated decision information for different fuzzy linguistic preferences (Tables 16–18). Table 24 shows the final ranking result of the rough TOPSIS.

In the case of "for the most," if the weight 0 ≤ v ≤ 0.8789, the compromise solution obtained by the rough TOPSIS is the same with the compromise solution of the extended VIKOR. If the weight 0.8789 < v ≤ 1, the compromise solution obtained by the rough TOPSIS is different from the compromise solution of the extended VIKOR. In the case of "at least half," if the weight 0 ≤ v ≤ 0.8113, the compromise solution obtained by the rough TOPSIS is the same with the compromise solution of the extended VIKOR. In the case of "as much as possible," if the weight 0 ≤ v ≤ 0.8614, the compromise solution obtained by the rough TOPSIS is the same with the compromise solution of the extended VIKOR. The rough TOPSIS can only obtain the distinct solution, and it cannot obtain the compromise solutions. The VIKOR
method focuses on ranking and selecting from a set of alternatives in the presence of conflicting criteria, and it determines a compromise solution that could be accepted by the decision makers. Thus, the obtained compromise solution is more robust and could be accepted by the decision makers.

6. Conclusions

Many practical issues in various fields can be formulated into MCGDM problems, which refer to the rank given alternatives by a group of decision makers. The challenge of solving these problems is intensified when considering the uncertain information environment. Decision makers may hesitate among several linguistic terms when expressing their preferences. HFLTS is an efficient fuzzy model to express hesitant information, but the flexibility brings obstacle of aggregating HFLTSs with different lengths. Therefore, reliable GDM methods in the hesitant environment have to be studied and extended to solve the MCGDM problems.

In the context of HFLTSs, this paper increases the richness of linguistic expressions by giving out improved context-free grammar and proposes a novel GDM approach based on the 2-tuple fuzzy linguistic representation model, the rough set theory, and the OWA operator. Finally, the GDM approach is extended, and a hesitant VIKOR approach is presented. The case study shows that (1) the novel GDM approach is much more flexible due to the fact that it allows decision makers to select nonadjacent linguistic terms and retains the vagueness in the decision-making information. (2) The novel GDM approach is sensitive to the variation of the information input. (3) Different fuzzy linguistic preferences for the OWA operator affect the associated weights and then contribute to different aggregation results. (4) The weight of strategy $v$ in the hesitant VIKOR has an effect on the compromise solution, and its selection may influence the optimal solution or the number of compromise solutions. Further work may continue to apply the group decision-making approach for HFLTSs to other decision-making methods or solve specific problems.

Data Availability

The data in the case study are subjective and simulated, which are given by the invited experts. The data used to support the findings of this study are included within the article.

| Table 24: The evaluation result of the rough TOPSIS approach. |
|---------------------------------------------------------------|
| Closeness coefficient in the rough TOPSIS                     |
|                                                             |
| In the case of “for the most”                                 |
| In the case of “at least half”                                |
| In the case of “as much as possible”                          |
| $x_1$ | 0.4054 | 0.4040 | 0.4073 |
| $x_2$ | 0.4804 | 0.4713 | 0.4928 |
| $x_3$ | 0.6290 | 0.6463 | 0.6242 |
| $x_4$ | 0.4949 | 0.5147 | 0.4977 |
| $x_5$ | 0.4043 | 0.4186 | 0.4114 |

Ranking order $x_3 > x_4 > x_2 > x_1 > x_5$  $x_5 > x_4 > x_2 > x_1 > x_3$  $x_2 > x_4 > x_5 > x_1 > x_3$
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