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Abstract—We present DyFOS, an active perception method that dynamically finds optimal states to minimize localization uncertainty while avoiding obstacles and occlusions. We consider the scenario where a perception-denied rover relies on position and uncertainty measurements from a viewer robot to localize itself along an obstacle-filled path. The position uncertainty from the viewer’s sensor is a function of the states of the sensor itself, the rover, and the surrounding environment. To find an optimal sensor state that minimizes the rover’s localization uncertainty, DyFOS uses a localization uncertainty prediction pipeline in an optimization search. Given numerous samples of the states mentioned above, the pipeline predicts the rover’s localization uncertainty with the help of a trainable, complex state-dependent sensor measurement model (for example, a probabilistic neural network). Our pipeline also predicts occlusion and obstacle collision to remove undesirable viewer states and reduce unnecessary computations. We evaluate the proposed method numerically and in simulation. Our results show that DyFOS is faster than brute force yet performs on par. DyFOS also yielded lower localization uncertainties than faster random and heuristic-based searches.

Video: https://youtu.be/tEDNECaia78

I. INTRODUCTION

Navigating through known or unknown environments is challenging when an autonomous robot is ill-equipped to perceive its surrounding environment. For example, many works explore how adverse weather affects sensors typically used on autonomous cars, such as cameras, LiDAR, radar, and GPS [1]–[5]. Sensor performance degradation or malfunction may also occur in scenarios outside of adverse weather (for example, due to collisions). Furthermore, small robots may not have exteroceptive sensing capable of supporting robust localization. Currently, we are interested in cases where a robot cannot use its exteroceptive sensors for an extended period. Specifically, one robot (termed rover) wants to navigate to a goal along an obstacle-filled path (Figure 2). We aim to minimize the rover’s localization uncertainty by leveraging cooperation from another robot (termed viewer). Here, the rover receives position and uncertainty measurements from the viewer’s sensor to localize.

The rover’s localization uncertainty is a function of the measurement uncertainty from the viewer’s sensor, which is a camera in our case. We consider the scenario where the measurement uncertainty is a function of the states of the camera, rover, and surrounding environment. Although measurement uncertainty is traditionally assumed to be fixed, other works have shown that the uncertainty can be state-dependent (some include [6]–[10]). Therefore, we seek an optimal sensor state that avoids occlusions, avoids collisions, and has the lowest predicted, rover localization uncertainty.

To find an optimal sensor state, we propose DyFOS, a novel active perception method that dynamically finds optimal states to minimize the localization uncertainty of a rover. The main contribution of DyFOS is a localization uncertainty prediction pipeline (LUPP), a complex objective function that runs within an optimization algorithm (Figure 1). Given the states of the sensor, rover, and surrounding environment, the pipeline predicts the rover’s posterior localization uncertainty with the help of a state-dependent sensor measurement model (SDSMM) [6]. The pipeline also employs constraints to predict and avoid obstacle collision and occlusion. By employing the LUPP, an optimization method selects optimal sensor states that would minimize localization uncertainty and allow us to forego selecting optimal states heuristically (like in [11]).

We organized the paper as follows. Section II discusses the related work. We formulate our problem in Section III. Section IV describes the DyFOS algorithm. Our experiments and results are discussed in Section V, and Section VI concludes the paper.

II. RELATED WORK

Active perception is a technique in which an agent performs a set of strategic actions that allow it to gather more insightful information about some phenomenon [12]–[14]. This technique has been applied to various cases including...
autonomous scientific information gathering [15], foreground segmentation [16], object detection and target tracking [9], [11], [17]–[23], ocean flow and vehicle states [24], and searching for individuals [25], [26]. For more extensive lists, Lluvia et al. [27] surveys methods for active mapping and robot exploration. Placed et al. [28] reviews active SLAM techniques, and Queralt et al. [29] discusses active perception methods used in single- and multi-agent applications.

Approaches that are similar to our proposed method and motivating example include [11], [19]–[21], [23], [30]. Mordidi and Mariottini [19] and, subsequently, Gürçüoğlu et al. [30] proposed an active target tracking approach for a team of quadrotors that were equipped with 3D range sensors. In [19], they explored cooperative and non-cooperative methods for minimizing the uncertainty of a moving target. They also introduced active cooperative localization and multi-target tracking, where the quadrotors fly trajectories that maximize the accuracy of their positions and the positions of multiple moving targets. In [30], the authors contribute a hierarchical controller that tracks desired optimal trajectories for each quadcopter. The optimal trajectories attempt to minimize the fused position error of the target. Similar to [19], [30], we compute optimal viewer states that minimize the perceived error of a target. However, we focus on developing a pipeline with an integrated measurement error model for scenarios within or beyond the line-of-sight of a camera.

In [11], Falanga et al. proposed the first perception-aware, model predictive control framework for quadrotors. Their method used numerical optimization to compute trajectories that simultaneously optimized action and camera-specific, human-specified perception objectives, both of which can conflict. The human-specified perception objectives required the point of interest to be near the center of the image. Like Falanga et al., we optimize for perceptual objectives (namely, minimizing the localization uncertainty of a target). However, our localization uncertainty prediction pipeline (which can contain trainable components) determines the (output) viewer pose rather than heuristics. Furthermore, our method handles collision and occlusion constraints.

A line of work [20]–[23] developed a cooperative detection and tracking algorithm for a team of quadrotors. The goal of these works was to track human or animal motion outdoors unconstrained and without markers. First, Price et al. [20] showed how to achieve onboard, online, and continuous human detection and tracking in images using deep neural networks. Next, Tallamraju et al. [21] proposed an active approach to a cooperative detection and tracking algorithm (in [20]) that tracked a person performing activities. Their method minimized the 3D position error of the person by ensuring optimal viewpoint configurations of the drones. Afterward, Saini et al. [22] developed an offline method for estimating the human pose and shape using the RGB images from the aerial drone and the drone’s pose, both of which were captured using [21]. Finally, Tallamraju et al. [23] proposed a deep reinforcement learning method to control the actions (formation and viewpoint configuration) of each aerial drone given a camera image. The goal of this work was to learn formation control and perceptual requirements during training and remove the need to develop hand-crafted observation models. These works either focus on detection uncertainty (instead of pose measurement uncertainty) [20]–[22] or do not model pose uncertainty explicitly [23]. They also enforce that the target is in the center of the image, which may be unnecessary for some tasks. Furthermore, although ensuring detection is vital, considering pose uncertainty too can improve localization.

III. PROBLEM FORMULATION

A. Preliminaries

Consider a world with a planar surface, a rover, a sensor mounted on a viewer (another robot), and a collection of static obstacles (Figure 3). The rover is an autonomous ground vehicle (AGV) that wants to visit a sequence of waypoints along a path. It also has an environment model \( M \) that contains information about the environment (for example, an occupancy grid and the location and direction of light sources). At time \( i \), we use \( \hat{\xi}_i(i) \in \text{SE}(2) \) to denote a posterior estimate of the rover’s state and the covariance \( P_i(i) \in \mathbb{R}^{3 \times 3} \) to denote the posterior state uncertainty.

Due to damage or failure of the rover’s exteroceptive sensors, the rover cannot localize or avoid obstacles; it can only compute basic odometry (for example, via wheel

---

**Fig. 2.** This figure illustrates one iteration of our motivating example (left) and a high-level representation of the viewer and rover state machines (right). The rover (grey rover) with no exteroceptive sensors moves along a path (solid purple line) with obstacles (green trees). The rover’s localization uncertainty is drawn as an orange dashed ellipse. At time \( i \), the rover sends a rendezvous state to the viewer (blue drone), predicting that it (the rover) will arrive at time \( i + 1 \). The viewer finds and moves to an optimal state that will minimize the predicted posterior localization uncertainty of the rover (see Figure 1 for a detailed view of the optimization module). At time \( i + 1 \), the viewer estimates the rover’s position and uncertainty and sends them to the rover. The rover updates its position and uncertainty and sends another rendezvous state to the viewer. This process repeats until the rover arrives at the goal. This paper focuses on the modules in rounded rectangles with solid lines.
To accomplish these goals, we propose an algorithm called DyFOS, which dynamically finds an optimal data acquisition state that will 1) avoid obstacles, 2) avoid occlusions, and 3) minimize the rover’s predicted posterior localization uncertainty (after a measurement update) $P_r(i+1)$. We search for an optimal state $\xi^*_s(i+1)$ using the following objective:

$$
\xi^*_s(i+1) = \arg\min_{\xi_s(i+1) \in \Xi} J(P_r(i+1))
$$

s.t. $c_l(\xi_s(i+1), \xi_r(i+1), M) = 0, \forall l \in [1, L].$

Here, $\xi_r(i+1)$ is the rover’s rendezvous state, $\xi_s(i+1)$ is a candidate sensor state that is sampled from $\Xi_s$, the set of all sensor states. $\mathcal{C} = \{c_l\}_{l=1}^L$ are a set of constraints that predict obstacle collision or occlusion. Finally, $M$ is our environment model. Inspired by [32], [33], we choose $\xi_s(i+1)$ as a waypoint along the rover’s path. We compute $P_r(i+1)$ by propagating the rover’s current localization uncertainty $P_r(i)$ from time $i$ to $i+1$ using the Kalman Filter equations. Finally, we assume these states can be predicted or estimated (offline and online), and, given these states, we can use an SDSMM to predict or estimate $\Sigma$ dynamically.

IV. DYNAMICALLY FINDING OPTIMAL STATES TO MINIMIZE LOCALIZATION UNCERTAINTY

The DyFOS algorithm consists of 1) an optimization method that encapsulates 2) a localization uncertainty prediction pipeline (LUPP) (Figure 1). The pipeline contains four main steps. First, we sample a candidate sensor state $\xi_s$ from the sensor state space $\Xi_s$ (Section IV-A). Next, the pipeline uses a set of constraints (Section IV-B) to determine if the current (rover, environment, and candidate sensor) state tuple is a feasible solution (for example, testing for obstacle collisions and occlusions). If the tuple is not feasible, the pipeline short-circuits and samples another candidate sensor state. However, if the state tuple is feasible, we use it to construct a feature vector $\lambda$ and feed the vector to an SDSMM, which predicts the expected measurement noise covariance $\Sigma$ (Section IV-C). Finally, the pipeline predicts the posterior localization uncertainty $P_r$, and then uses $P_r$ to compute an evaluation metric (Section IV-D).

The optimizer executes the pipeline many times to find one optimal sensor state $\xi^*_s$ that produces the lowest metric value. Discussions on selecting an optimizer and finding its appropriate parameters are beyond the scope of this paper. However, Section V mentions the optimizer we employed.

A. The Sensor State Space

The pipeline begins with sampling a candidate sensor state $\xi_s$ from the state space $\Xi_s$. We could define $\Xi_s$ as the set of all 3D camera sensor poses within a map. However, this definition leads to unnecessary evaluations because the rover (at the rendezvous pose $\xi_r$) may be out of view of, too far from, or too close to the sensor for many candidate poses. Therefore, to reduce the number of unnecessary evaluations, we design a state space where we predict that the rover will be within the sensor’s detection range and field of view.
Assuming the sensor’s velocities and accelerations are near zero, we define our state space as:
\[
\Xi_s = \{ \xi_s \in \text{SE}(3) \mid \rho_{\text{min}} \leq \rho \leq \rho_{\text{max}}, \\
|\psi| \leq 0.5 \cdot f_{\text{horz}}, \ |\phi| \leq 0.5 \cdot f_{\text{vert}} \}. \tag{4}
\]

The scalars \(\rho_{\text{min}}\) and \(\rho_{\text{max}}\) denote the camera’s detection range, while the scalars \(f_{\text{horz}}\) and \(f_{\text{vert}}\) represent the camera’s horizontal and vertical fields of view. Let \(\xi_s = [\hat{x}_r, \hat{y}_r, \hat{z}_r, \Theta_r]^\top\) denote the rover’s 3D pose (position \(\hat{x}_r\), and orientation \(\Theta_r\)) relative to the sensor. The scalar \(\rho = \|\hat{x}_r\|_2\) is the distance between the rover and the sensor. Finally, the scalars \(\psi = \arctan(\hat{y}_r / \hat{x}_r)\) and \(\phi = \arctan(\hat{z}_r / \hat{x}_r)\) (where \(\hat{x}_r = [\hat{x}_r, \hat{y}_r, \hat{z}_r]^\top\)) are the horizontal and vertical angles of the rover relative to the sensor, respectively.

Given the limits of \(\rho, \phi, \) and \(\psi\) in (4), we can independently sample values for each variable to create our state space \(\Xi_s\), the set of 3D camera poses where we predict the rover is detectable and within the camera’s field of view.

B. Sensor and Viewer State Constraints

During the online search, we use constraints to predict if a candidate state is feasible beyond the line-of-sight of the sensor (Figure 3). Let \(\mathcal{C} = \{c_i\}_{i=1}^n\) contain a set of constraints that determines if a sampled state \(\xi_s \in \Xi_s\) is a feasible solution. Collectively, the set of constraints \(\mathcal{C}\) defines a feasible region that varies with time and space, and this feasible region contains the sensor we seek for optimal data acquisition. In addition, the constraints prevent the pipeline from running the SDSMM and computing the posterior localization uncertainty if \(\xi_s\) is not feasible, reducing unnecessary computation.

We use two constraints and a 3D occupancy grid (such as an Octomap [34]) to determine if \(\xi_s\) is feasible. The first constraint predicts collisions between the viewer (robot) and obstacles by emitting fixed-length rays horizontally and vertically from \(\xi_s\). Here, we assume \(\hat{\xi}_s\), the transform from the sensor to the vehicle frame, is known. The second constraint predicts if obstacles will occlude the rover. To predict occlusions, we emit rays from \(\xi_s\) to points along the perimeter of the rover at \(\xi_r\), where the perimeter is a generic bounding shape. For either constraint, \(\xi_s\) is not feasible if any ray intersects with a voxel within the occupancy grid.

C. State-Dependent Sensor Measurement Model

1) Overview: An SDSMM is a model that outputs a state-dependent measurement distribution [6], [31] (Figure 4). We can use such distributions to derive statistics such as the measurement bias and noise. Examples of an SDSMM include linear models, multi-layer perceptions, or Gaussian Processes. The input to an SDSMM is a set of features \(\lambda\) that correlate with the measurement bias and noise\(^1\), and, in our case, the output is the predicted or estimated covariance of the measurement noise \(\hat{\Sigma}\) of the rover’s position. For our experiments, we implement an SDSMM as a fixed linear model. However, we describe how to learn an SDSMM in the context of neural networks below (such as in [6], [31]).

2) Training an SDSMM: We train an SDSMM using a dataset \(\mathcal{D} = \{(e(k), \lambda(k))\}_{k=1}^K\) that contains \(K\) measurement errors and their corresponding features. The measurement error is defined as \(e(k) = (z(k) - \xi_r(k))\), where \(z(k)\) is a measurement of the rover’s pose using a pose estimation algorithm and \(\xi_r(k)\) is the ground truth pose of the rover. Generally speaking, the feature vector \(\lambda(k)\) for a given sensor and estimation problem varies. For instance, a feature vector for a camera used in a rover localization problem may contain the ambient lighting of the area and the distance and relative velocity between the camera and the rover. We note that these features must be calculable using the ground truth, estimated, or predicted of the states of the sensor, rover, and surrounding environment. For example, we use the ground truth and estimated data to compute the features during training. However, during runtime, we use the estimated or predicted states to compute the features. Section V describe the SDSMM and features used in our experiments.

Given the dataset \(\mathcal{D}\), we use the negative log-likelihood loss \(\mathcal{L}\) to train our model. Since our measurement noise is normally-distributed, we simplify the loss to
\[
\mathcal{L} = -\frac{1}{2} \sum_{k=1}^K \left( \ln (\hat{\Sigma}(k)) + e(k)^\top [\hat{\Sigma}(k)]^{-1} e(k) \right),
\]
where \(\hat{\Sigma}(k)\) is the output covariance from the SDSMM.

3) Dual Usage: In this paper, the SDSMM has two purposes. First, while evaluating candidate sensor poses (via the LUPP), the SDSMM predicts the measurement noise covariance using predicted features derived from a candidate sensor pose, rover’s rendezvous pose, and environment (OctoMap). This capability allows us to predict the measurement noise beyond the sensor’s line of sight. In the second case (when the sensor is at the optimal pose), the SDSMM estimates the measurement noise covariance using features estimated from the current sensor, rover, and environment states. Then we transmit the estimated noise covariance to the rover (as shown in Figure 2).

D. Posterior Localization Uncertainty Prediction

The final step in our pipeline predicts a posterior localization uncertainty (after a future measurement update) \(\hat{P}_r\) and its associated metric value \(\hat{E}_P\). Following Gürçüoglu et al. [30], we use the following function
\[
\hat{E}_P = J(\hat{P}_r) = \ln (\det(\hat{P}_r))
\]
\(^1\)Williams and Sun [6], [31] refer to such features as a combined state. However, we avoid using the term to alleviate confusion with robot states.
Since we use a Kalman Filter to track the rover’s position and uncertainty, we predict $\bar{P}_r$ using the Kalman Filter Riccati equations (like in [9], [30]):

$$
\bar{P}_r = \left( I - \left( \bar{P}_r \Sigma_i^{-1} \bar{P}_r \right) H \right) \bar{P}_r,
$$

where $I \in \mathbb{R}^{3 \times 3}$ is an identity matrix, $\Sigma_i = H P_r H^\top + \Sigma_r$ is the innovation covariance, $P_r$ is the rover’s a priori localization uncertainty (propagated from time $i$ to $i+1$), and $\Sigma_r$ is the predicted measurement uncertainty (using the SDSMM and a set of predicted features). Finally, we highlight that $\bar{P}_r$ and $\bar{\epsilon}_r$ also vary with each candidate sensor state because $\Sigma$ is a function of the sensor state.

Once the pipeline computes $\bar{\epsilon}_r$ for a candidate state $\xi_s$, the optimizer checks if it should continue searching for an optimal state or terminate. If the pipeline terminates, it either performed the maximum number of iterations or did not improve over some period. In either case, we set the optimal sensor state $\xi_s^*$ as the state with the lowest cost. Then the viewer moves the sensor to $\xi_s^*$.

V. EVALUATIONS

We performed numerical and simulated evaluations to compare our proposed method. In each evaluation, we compared DyFOS with the random and center view baseline algorithms, where each algorithm computed a pose for the viewer’s sensor. The random algorithm arbitrarily placed the viewer and is akin to using a traditional, state-independent measurement noise model with a constant variance. Center view placed the viewer such that the rover is in the center of the image. This algorithm implicitly assumes measurement noise varies and is lowest when the rover is in the center of an image (this heuristic is similar to [11]). Finally, DyFOS used the LUPP (Section IV) with a differential evaluation global optimizer [35] in SciPy [36]. In our numerical evaluation, we also used a brute force algorithm with the LUPP to find the “best possible” sensor pose. All algorithms employed the constraints in Section IV-B. We also used belief propagation to compute the rendezvous belief.

In DyFOS and brute force, the LUPP used an SDSMM to predict and estimate the measurement noise covariance. We implemented our SDSMM using a linear model for both evaluations. The 2D position noise model was defined as $\Sigma = \text{diag}(\sigma_x, \sigma_y)$, where $\sigma_x$ and $\sigma_y$ have the same value: $\sigma_x = \sigma_y^2 + \sigma_2^2 + (c \cdot \sigma_3)^2$. Here, $\sigma_2 = 0.03^2$ was the minimum measurement noise. The term $\sigma_2^2 \in [0.03^2, 0.3^2]$ represented the noise due to the location of the rover in the camera image, where $0.03^2$ was used if the rover was in the center and $0.3^2$ was used if the rover was closer to the edge. Finally, $(c \cdot \sigma_3)^2$ was the measurement noise due to the size of the rover in the image (which correlates with distance) and a simulated reflection scalar $c$ due to the sun, where $\sigma_3 \in [0.03, 0.5]$. We used the law of reflection to compute $c \in [0, 2]$, where 0 means no specular reflection and 2 means the sun’s reflection partially obscured the rover.

When executing the pipeline, the SDSMM predicted the measurement noise covariance given predictions of the reflected sunlight $c$ and the marker’s predicted size and location within a camera image. We predicted these features (the intensity and the marker’s size and location in an image) using the predicted states (that is, the rover’s rendezvous belief, the viewer’s candidate pose, and the position of the sun). We estimated the measurement noise covariance using the estimated corresponding states whenever the viewer observed the rover (in the simulated evaluation).

A. Numerical Evaluation

1) Overview: We generated 20 arbitrary 2D maps, where each map had one rover and 25 static obstacles. We randomized the poses for the rover and obstacles. The diameter of the viewer and rover were 0.75 meters and 1.5 meters, respectively. We sampled the diameter of each obstacle using the uniform distribution $U(0.5, 2.5)$. For each map, we computed a random, a priori localization uncertainty $P_r(i + 1) = A^T A$, where $A \in \mathbb{R}^{2 \times 2}$ is randomized. Finally, we implemented our constraints using Shapely [37].

2) Results: For each algorithm, we evaluated this experiment using the criteria below.

Predicted Posterior Localization Uncertainty. Aside from brute force, DyFOS had the lowest values, performing on par with the brute force algorithm while evaluating fewer candidate poses (see Figure 5). Moreover, the worst case for DyFOS was still projected to perform better than at least

| Algorithm       | Random View | Center View | DyFOS (proposed) |
|-----------------|-------------|-------------|-----------------|
| RMSE | 26.8 | 41.3 | 7.6 |
| Median | 17.9 | 36.6 | 5.1 |
| Mean | 22.7 | 36.2 | 6.5 |
| Stdv. | 14.3 | 20.0 | 4.0 |
| Max | 53.8 | 82.3 | 16.4 |

Fig. 5. The numerical experiments show that DyFOS (proposed) performs on par with the brute force approach and outperforms the quicker random and center (heuristic) view searches. The y-axis is the D-optimal measure of the rover in the simulated evaluations. Best is bolded.
Fig. 6. This figure shows the actual, or reference, path (in dashed lines) and the estimated path (in solid gradient colors) of the rover when the viewer used DyFOS to select viewpoints. The color bar to the right shows the range of localization errors for the rover during the experiment.

50% of the random and center view results. Interestingly, the performance of the center and random view algorithms varied more than DyFOS and brute force. We believe the higher variance in performance is due to the less predictable nature of both algorithms. We discuss this notation more in our simulated results.

**Run Times:** The run times varied due to the complexity of each algorithm. The random and center view algorithms were the quickest (less than 0.01 s each) since they did not use the pipeline to find a viewer pose. The run time for DyFOS was 1.87 ± 0.58 s with a maximum of 3.09 s using one core, which may be reasonable for real-time usage if the algorithm is optimized. Finally, the brute force algorithm took 41.62 ± 6.02 s with a maximum of 46.95 s using all 8 cores to find a view pose.

**B. Simulated Experiment**

1) **Overview:** The simulations were performed in Gazebo [38]; Figure 7 depicts a part of the simulated world. The Gazebo world was a planar surface, and it contained 25 static, cylindrical obstacles that were 10 meters tall, had a diameter of one meter, and were in the workspaces of the viewer and rover. Both robots used the state machines (like in Figure 2) to navigate and communicate. An OctoMap [34] was used to implement our constraints.

We performed one experiment for each algorithm. In each experiment, the rover visited 10 fixed waypoints with a total distance of over 20 m (see Figure 6).

2) **Results:** We discuss the simulated results below.

**Rover Pose Error:** Our results showed that DyFOS also had the lowest absolute pose error (APE) (see Table I). We believe DyFOS achieved the lowest APE because it actively searches for viewpoints that will reduce the rover’s localization uncertainty with the help of the SDSMM. This results in behaviors such as looking away from the sun to remove reflections. Random view was the second-best performer, mainly due to its random behavior. For example, sometimes random view may choose a good viewpoint with low noise, and other times it may choose poorly. Finally, the center view algorithm performed the worst. The poor performance may be due to the camera’s angle and not considering other sources of measurement noise (for example, sunlight reflections). At the camera’s current angle, the viewer must be at least 0.8 m away from the rover so that it appears in the middle of the image, which results in higher amounts of noise. Furthermore, since center view does not consider other sources of noise, this algorithm (like random view) may select viewpoints with high amounts of noise, even though it is satisfying its heuristic.

**VI. Conclusion**

We proposed DyFOS, a novel active perception method that Dynamically Finds Optimal States to minimize localization uncertainty while avoiding obstacles and occlusions. DyFOS relies on user-defined constraints, a learned state-dependent sensor measurement model, and an objective function to evaluate the quality of each candidate state with respect to the localization task. DyFOS exploits an SDSMM to minimize the rover’s predicted posterior localization uncertainty in a hazard-filled world. Our experiments showed that DyFOS performs on par with brute force methods but is significantly faster. The average runtime was under two seconds using one CPU core, which may be reasonable for some real-time applications if we optimized the algorithm. DyFOS also achieves lower predicted localization uncertainties than random and heuristic search algorithms.
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