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Abstract—The commercialization of Cloud-RAN, and Open-RAN in particular, is a key factor to enable 5G cell densification, by providing lower cost and more agile deployment of small cells. In addition, the adoption of Multi Access Edge Computing (MEC) is important to support ultra-low latency and high reliability required by mission critical applications, which constitute a milestone of the 5G and beyond vision of a fully connected society. However, connecting antenna site, C-RAN processing and MECs at low cost is challenging, as it requires high-capacity, low latency connectivity delivered through a highly inter-connected topology. While Passive Optical Networks (PONs) are being considered as a solution for providing low cost connectivity to C-RAN, they only allow data transmission from the endpoints (for example hosting Radio Unit (RU) at the antenna site) towards a central node (e.g., the central office, hosting computing equipment), thus cannot support traffic from RUs towards MEC end nodes that could host Distributed Unit (DU) and possibly Central Unit (CU) and network core. This led to research into the evolution of PON architectures with the ability to provide direct communications between end points, thus supporting mesh traffic patterns required by MEC installations. In this context, virtualization plays a key role in enabling efficient resource allocation (i.e. optical transmission capacity) to endpoints, according to their communication patterns. In this article, we address the challenge of dynamic allocation of virtual PON slices over mesh-PON architectures to support C-RAN and MEC nodes. We make use of a mixed analytical-iterative model to compute optimal virtual PON slice allocation, with the objective of minimizing the use of MEC node resources, while meeting a target latency threshold (100 µs in our scenario). Our method is particularly effective in reducing computation time, enabling virtual PON slice allocation in timescales compatible with real-time or near real-time operations.

Index Terms—PON, MEC, Cloud-RAN, Low-Latency, Virtual PON, Slicing

I. INTRODUCTION

As the commercial deployment of 5G networks grows beyond the initial phases and the standardization of 5G technologies becomes more mature, network operators have started looking for cost-effective solutions for large scale deployment. Virtualized RAN (vRAN) technology with cloudification of split radio processing functions in 5G have already been considered as a key candidate technology for 5G and beyond networks. However, this new next-generation RAN architecture (Ng-RAN) requires ultra-low end-to-end latency transport access with high capacity. These requirements have led to the adoption of MEC nodes to reduce the distance between RU and the software processing site (DU, CU, 5G core, up to the application layer) [1]. Apart from processing the RAN functions, MEC also plays an important role in processing mobile applications at the cloud edge. Especially, for vehicular 5G applications requiring ultra-low latency, applications need ultra-low latency and might require frequent migration between MECs to provide uninterrupted connectivity with low end-to-end latency. Direct connectivity between RUs and MEC can lower latency and jitter considerably and increase overall availability. However, it generates mesh traffic communication patterns across the transport access network, which are not easily (and cost-effectively) supported by current access transport technologies. A mesh transport topology could in principle be created through point-to-point links and packet switching technology (i.e., Ethernet), but with progressive cell densification (which is a key requirement to provide high-capacity and low latency) this is far from cost-effective. In addition, point-to-point fibre solutions offer little flexibility when RU connectivity needs to be dynamically migrated between MEC nodes. In this regard, interest in PONs has grown substantially as a low-cost alternative to dedicated point-to-point fiber, for providing high-capacity fronthaul (for split 7.1 and above) [2]. Since PONs are already widely deployed to provide fiber to the home (FTTH), areas that are covered by this service could promptly offer low cost connectivity to small cells. Multi-wavelength solutions such as NG-PON2 are already commercially available and can provide incremental capacity increase and additional flexibility to PONs. In this case, for example, one wavelength channel can be used to support a small pool of RUs that require high priority. While the cost of tunable ONUs was deemed too high for residential broadband services, their cost could be justified for business applications, such as small cell fronthaul and backhaul (considering the cost savings that PONs can bring with respect to point-to-point fiber). In addition, higher rate 50 Gb/s PONs are being standardized, which will provide high capacity transport links to a large set of densely deployed small cells. For this reason, PONs are being recognized as a promising solution for Mobile Fronthaul (MFH) and there has been an increasing interest to use PON for providing MFH services. The key reason is the ability to reuse the existing Optical Distribution Network (ODN) to provide cost-effective fronthaul connectivity between RU and DU with high flexibility. However, current PON architectures only support point to multipoint traffic. Therefore, they do
not inherently support mesh traffic pattern (i.e., direct optical connectivity across endpoints) to provide enhanced MEC-to-RU connectivity with ultra-low latency.

A possible solution involves the modification of some components (e.g., the optical splitter nodes) to generate architectures that can support direct communication between endpoints. In addition to the traditional NORTH-SOUTH communication (i.e., the classical point to multipoint) connecting ONUs to the OLT located in the central office, these architectures enable direct communication between PON endpoints (i.e., EAST-WEST). This provides a disruptive transport architecture to support high capacity and low latency interconnection of MEC nodes in the next-generation access network. The ONF AETHER [3] is a prominent example of this distributed access architecture, with high-capacity and low latency requirements.

Work on direct connectivity between PON endpoints has been considered over the last decade by multiple research institutions. For example, authors in [4] proposed a solution that supported fixed communication patterns across a small number of endpoints. Further evolutions, in [5], enabled higher flexibility making use of a PON design based on star couplers. More recently a solution was proposed in [6] to improve scalability and programmability through dynamic virtual PON slicing.

In parallel, PON virtualization has progressed from early models, where schedulers were designed for specific purposes [2], to more agnostic algorithms that could be adapted to support multiple services and scenarios, including multi-tenancy [8].

In this article, we provide a modified PON architecture that supports mesh connectivity leveraging existing PON deployments. While our main contribution is the virtualization of PON connectivity for dynamic creation of PON slices, we also introduce a physical layer technology based on a Wavelength Loop Back (WLB) with reflective filters. The pros and cons of this physical layer technology are also discussed. Using dynamic virtual PON slicing, RUs can be dynamically connected to different MEC nodes to support ultra-low end-to-end latency. Contrary to other existing architectures, [5], [9], our virtual PON slices support direct communications between RUs and MEC nodes (hosting DUs and possibly CUs and 5G core) to support the operation of C-RAN over MEC. In our model, capacity is allocated through dynamic allocation of wavelength and time slot resources. Our analysis is carried out over a network with dense deployment of small cells, showing how the problem of dynamic interconnection of RUs, MEC nodes and central offices over mesh PON access network can be addressed optimally under dynamic traffic scenarios. Given a heterogeneous deployment of RUs with a mix of 7.1 (with variable rate as explained later) and 7.2 functional splits, with varying traffic load and pattern, we determine the optimal set of small cells, macro cells and MEC nodes (our virtual group of endpoints), that can support the required traffic while maintaining latency below a target threshold. Once the virtual group of endpoints are created (called Virtualized PON (vPON) slices), our approach is also used to maintain the latency target, in real-time, below that threshold. When changes in traffic load and communications patterns increase latency above the threshold, we re-configure the virtual topology (i.e., MEC node migration) to reduce latency.

In order to obtain such optimal vPON slice configurations for real-time or near-real-time network optimization, we devise a mixed analytical iterative optimization which significantly reduces the slice computation time, down to few tens of seconds (depending on traffic load and the number of iterations). The key contributions covered in this article is summarized as follows:

1) We propose an enhanced PON architecture based on PON virtualization that supports mesh connectivity by leveraging existing PON deployments.

2) We show the feasibility of deployment of such architecture by providing the pros and cons in terms of physical layer architectural considerations (for example, power budget, wavelength planning and tuning times of transceivers).

3) We propose a virtual PON slicing approach to dynamically assign RUs to different MEC nodes in order to enable ultra-low latency across a heterogeneous dense deployment of C-RAN with MEC.

4) We further propose a Mixed Analytical Iterative Optimization (MAIO) method to guarantee optimal allocation of such vPON slices over a heterogeneous C-RAN deployment with MEC. The proposed MAIO method can allocate optimal vPON slice configuration and output optimal (minimum) number of MEC nodes required to support a particular C-RAN configuration for a given network load and with significantly reduced computation time. This makes it suitable for real-time or near-real time network optimization.

The rest of this article is organized as follows: In Section II, we provide the system architecture of our proposed mesh PON design (article contribution-1). Here, we also discuss the physical layer budget of our proposed mesh PON architecture by providing realistic link budget calculations (article contribution-2). In Section III we discuss the proposed dynamic vPON slicing approach that enables ultra-low latency over a heterogeneous C-RAN with MEC deployment (article contribution-3). Here, we also discuss our proposed MAIO method for optimal allocation of vPON slices (article contribution-3). In Section V we provide the performance evaluation of our proposed MAIO method. Finally, we conclude this article in Section VI.

II. SYSTEM ARCHITECTURE

Fig. (1A) presents the system architecture and use case of the mesh PON scenario. We consider a Time-Wavelength Division Multiplexing (TWDM)-PON based mobile fronthaul shared with residential users where RUs connect with CU/DU processing at Central Office (CO) via two-stage splitter hierarchy. Further, we consider that MEC nodes with limited capacity are deployed at the macrocell site to provide offloading of DU processing (and at times CU processing) at the cell edge. The RU to CU/DU connectivity at CO is carried out
Fig. 1: Virtualized Mesh-PON architecture supporting MEC-based Cloud-RAN. (A) The mesh-PON system architecture with polybound voronoi based cell layout, showing EAST-WEST links (green and blue for different vPONs) along with traditional NORTH-SOUTH links (red). (B) The EAST-WEST communication method achieved using communication between level-1 splitters.

via traditional NORTH-SOUTH communication over (single or multi) wavelength PON solution. In addition, the PON enables direct interconnection between RUs and MEC nodes (i.e., EAST-WEST links) to establish low latency fronthaul communication between small cell RUs and CU/DUs at MEC. It should be noted that such MEC locations will need to host an OLT type of device (i.e., capable of burst-mode reception to enable receiving data from multiple other end points). Such direct connectivity is achieved by reflecting back selected wavelengths through Fiber Bragg Gratings (FBGs) at the level-1 splitter locations (as with our previous work in [6]). We would like however to emphasize that our dynamic PON slicing solution is independent form the specific physical layer implementation. Figure 1(B) shows the architecture of the EAST-WEST communication enabled using direct communication between level-1 splitters at selected wavelengths (user defined wavelengths dedicated for EAST-WEST communication). Where direct fiber connection between Level-1 splitters (i.e., a physical ring) is not available (which is typically the case for existing fiber deployment) direct connection of different PON branches can be achieved by reflecting wavelengths from the Level-2 splitter (i.e., creating a logical ring), which is located higher in the physical PON tree hierarchy.

One of the main concerns of this physical layer implementation is the signal loss due to propagating to a splitter twice. Depending on the splitter size and configuration this might require the use of amplified splitter nodes. We have carried out an analysis in Table I showing the power loss for different splitter configurations at different stages of the PON hierarchy. On the left-hand side, we show 4 different budget loss classes, with different color coding. According to Table I, a first-stage split configuration up to 4x16 is possible without the use of amplifiers, when the EAST-WEST interconnection is confined to the Level-1 splitter (i.e, single stage of splitter architecture). However, the 4x16 is in the E1 loss budget class, which is currently not available in the initial 25G PON specifications [10] (although it could be made available for specific-purpose applications, such as cloud-RAN). The 4x32 splitter instead cannot be handled without the use of an optical amplifier. For the case of logical ring architecture (going via Level-2 splitter and back), this architecture always requires amplification at the second splitter. In this case, we assume a 4x4 stage-2 splitter, giving an overall PON split ratio between 1:32 and 1:128. Here the loss can be within the range of N1 class devices, assuming amplifier gains between 17 and 30 dB. As a result, for the split ratio up to 1:64, it is possible to maintain the Level-1 splitter unamplified. The second splitter instead requires amplification for all cases. In some cases, this might be located in the central office, in others in powered street cabinets. One interesting configuration is where the 1:128 split
ratio is achieved through a 4x16 1st stage split followed by a 4x8 second stage split. In this case, it is possible to leave the 1st stage splitter unamplified. The lower part of the table reports the values used for the computation of the overall system loss. Splitter losses were averaged from [11] (based on real component measurements).

Another potential issue for PON architectures based on wavelength reflection is the impairments due to backscattering. In [6] however, we showed that such effects are negligible in practice.

In conclusion, while the proposed architecture does introduce the need for amplification at the Level-2 splitter and use of up to E1 class components, it can avoid amplification at Level-1 splitters and provides a fully flexible architecture, enabling direct communications across arbitrary groups of endpoints. Furthermore, there is ongoing research on reconfigurable splitter devices, which could in future further reduce the system loss, thus enabling use of unamplified systems. As mentioned above, our work on PON virtualization presented in this paper does not depend on specific splitter devices, and can be applied to future architectural PON developments.

In [6] however, we showed that such effects are negligible in practice.

Fig. 2: Sample of network layout optimal solution computed by our mixed analytical-Iterative model. Only EAST-WEST links (green) are present due to the 100 $\mu$s latency constraint.

III. OPTIMAL vPON SLICING IN MESH-PON OVER MEC BASED CLOUD-RAN

In this work we focus on the upstream latency, i.e., from ONUs towards the OLT (whether this is located at an end point or at the central office), which is the critical metric for PON latency, due to the operations of the Dynamic Bandwidth Allocation (DBA) scheduling protocol that can introduce additional delays. In addition, we assume that cooperative DBA [12] is in operation, providing synchronization between C-RAN and PON scheduling protocols. Although the mesh-PON architecture, as discussed above, can achieve ultra-low end-to-end latency over MEC based Cloud-RAN ($\approx$100$\mu$s), the architecture highly relies on efficient formation of the virtual PON slices, which is a challenging task. This indeed requires careful consideration of the network layout, functional split between DU and RU, and traffic load at each RU site. Furthermore, exact solutions for such MESH-PON based fronthaul transport architecture do not scale to the expected densification of 5G and beyond cells. Therefore, in this section, we discuss a novel mixed analytical iterative optimization model to quickly find the optimal virtual PON slices.

Fig 2 shows an example of a solution from our PON allocation algorithm, which also returns the minimum number of MEC nodes required to maintain latency below the 100 $\mu$s threshold (while this threshold is somewhat arbitrary, 100 $\mu$s is often used as one-way latency for optical transport of C-RAN fronthaul). In the figure, the macro-cell and small cell coverage areas are modeled using polybound-Voronoi diagrams. Small cells that are within the boundary of a macrocell (red colour borders) are connected to an MEC node (hosting an OLT device) by a level-1 PON splitter. RUs are located at the end points (blue dot), and can implement C-RAN functional split 7.1 or 7.2, served by an ONU. Such ONUs are virtually associated to the OLT which is positioned at the computing node hosting the DU (and possibly CU) for that cell: such compute node can either be in an MEC or at the central office (depending on latency requirements). In this scenario, we make use of a common assumption that macro cells location also host MEC nodes (although our architecture enables them to be located at any end point). The 5G core network functions are hosted at the CO regardless of the placement of DU/CU. The sample solution shows the optimal no. of MEC nodes and their respective location, showing which one should be enabled (represented by a yellow circle) or put into hibernation (represented by a gray circle), for example to save energy. The green lines show a snapshot of the optimal virtual PON slices illustrating the dynamic connection of RU/ONUs to edge OLTs (thus to the MEC nodes) via low-latency EAST-WEST links.

A. Discrete event simulation for latency per vPON slice

In order to evaluate the end-to-end latency of the vPON slices, we run a C++ driven discrete event simulation based on OMNET++. We consider a multi-wavelength PON, with per-channel rate of 50Gbps (currently under standardization). The data from RUs to DUs is evolved Common Public Radio Interface (eCPRI) traffic, which is dependent on the actual RAN cell traffic. The user traffic arrival and departure, i.e., connection request and departure from the RU, are modeled as Poisson processes. In this work, we consider RUs employing either split 7.1 or 7.2. The latter has a variable rate that depends on the actual cell load. Split 7.1 has in principle a fixed rate: this is dependent on the cell bandwidth but not on the user load within that selected bandwidth. However, here we consider a dynamic realization for this split, where the cell bandwidth is dynamically adjusted to the cell load, as demonstrated in [13], making split 7.1 also variable rate. For this reason we consider that both 7.1 and 7.2 split have variable rate. The corresponding fronthaul rates are derived from [14] and scaled to a 5G configuration of 100 MHz cell bandwidth which is given in [6]. For example, for an RU with four antennas and 4-MIMO layers, the fronthaul rate for split-7.1 varies between 1.378 Gb/s and 7.384 Gb/s, while the split-7.2 varies between 273.98 Mb/s to 2.92 Gb/s, both depending on cell load.
TABLE I: Loss incurred due to signal traveling twice through splitter nodes for achieving EAST-WEST communication (calculated loss is shown for different splitter configurations).

| Budget class | N1 | N2 | E1 | E2 | Total split ratio | Splitter configuration | OLT (MEC) to ONU (small cells) loss via 1st stage and 2nd stage splitter LB |
|--------------|----|----|----|----|-------------------|------------------------|---------------------------------------------------------------|
| Loss budget  | 29 | 31 | 33 | 35 | 32                | 4×8 - 4×4              | Required EDF A gain at second stage (dB) |
| 64           | 4×16 - 4×4 | 31.36 | 22.96 | 4×8 second stage | 4×8 second stage (with EDF A) |
| 128          | 4×16 - 4×8 | 31.36 | 16.36 | 58.86 | 28.86 | 30 |

Parameters:

| Splitter architecture | Avg. splitter loss (one way) | Fiber loss dB/km | Overall connector loss (dB) | FBG loss (dB) | Fiber loss (dB/km) | Fiber length between 1st and 2nd stage Splitter (km) | Fiber length (avg.) between ONU and 1st stage splitter (km) |
|-----------------------|-------------------------------|------------------|-----------------------------|---------------|--------------------|---------------------------------|---------------------------------|
| 4×4                   | 7.3                           | 0.3              | 1                           | 2             | 10                 | 0.5                             | 0.5                             |
| 4×8                   | 10.75                         |                  | 2                           | 0.3           |                    |                                 |                                 |
| 4×16                  | 14.03                         |                  | 2                           | 10            |                    |                                 |                                 |
| 4×32                  | 17.33                         |                  | 2                           | 10            |                    |                                 |                                 |

B. Mixed Analytical Iterative Optimization (MAIO) for optimal formation of vPON slice

In order to find a solution for the optimal virtual PON slice allocation, an optimization model requires knowledge of the upstream latency for all possible vPON slice configurations. However, as the network grows denser, the number of possible vPON slice configurations grows too large for the optimization algorithm to obtain latency for each vPON slice individually via discrete event simulation. It is evident that not every vPON slice configuration would satisfy low (100 µs in our case) latency threshold. Therefore, it is imperative to identify parameters that impacts the end-to-end transport latency in vPON slice configurations. Based on our previous works and literatures (in [6], [15]), we identify the following key parameters that impacts on upstream latency on a TWDM-PON based fronthaul: the number of RUs in a vPON slice, the traffic load at the RUs, and the functional split configuration at the RU (Split 7.1 or 7.2). This is also depicted in the Fig. 3 where we show the end-to-end latency performance obtained from the simulation for different vPON slice configurations (i.e, different number of ONUs per vPON slice) at 50% traffic load. Therefore, we resort to finding an analytical approximation of upstream latency per vPON slice based on these parameters. Our optimization algorithm uses this analytical expression for upstream latency to find the optimal vPON slice configurations within a bounded amount of time.

The first step is finding the packet queuing latency of each vPON slice and then sum up the propagation latency of the specific virtual PON configuration, to obtain the end-to-end latency. Details of the queuing theory method used and of the analytical formulations can be found in [15].

With the analytical expression of uplink latency, we then formulate the optimization model for finding the optimal vPON slices that satisfies the given latency threshold, for a given traffic intensity per RU, while minimizing the total number of MEC nodes to be deployed. The analytical expression for latency is used as a constraint in the optimization model so that all vPON slices obtained from the optimization model achieve low end-to-end latency (defined as below 100 µs in this case). Figure 4 illustrates this process, using the proposed MAIO method. Given a particular heterogeneous network layout with RUs adopting a 7.1 or 7.2 split and a certain traffic load at the RUs, the objective function of the slice optimization model is to minimize the number of MEC nodes needed to support all requested vPON slices.

The latency expression obtained from the analytical formulation is a nonlinear function. Therefore, when used as a constraint on the optimization model, it makes the problem a nonlinear discrete mixed integer optimization. This certainly can be solved with known nonlinear discrete optimization
solvers. However, carrying out exhaustive search is slow because of the large search space and non-linear constraint evaluation, for example, using Genetic Algorithm (GA), which is a popular solver for handling nonlinear discrete optimization problems. In our work, we ran our slice optimization framework with standard GA solver that comes with MATLAB’s standard global optimization toolbox. In this case, this takes approximately 2 hours for 50% traffic load case (which is variable on different runs). The time to calculate the solution increases further with the increase in traffic load. This is because the GA uses an exhaustive search approach in order to return an optimal solution. For a similar reason, with a computation time limit in place, GA sometimes fails to return a solution. Therefore, we proposed an iterative optimization method that works in conjunction with integer-linear programming to address the non-linear constraint. The result is a much faster computation time of the entire optimization process.

The iterative algorithm works as follows: first we remove the nonlinear latency constraint and find the optimal number of MEC nodes through the integer-linear programming model ($O_E$). This number is used as a lower bound ($N_{MEC}^{lb}$) for further optimization. We then evaluate the non-linear latency constraint on each vPON slice configurations corresponding to each enabled MEC node and check if any configuration violates the latency constraint. If a vPON slice violates the latency constraint, it means that vPON configuration is infeasible, as many ONUs in that vPON slice would not meet the latency threshold. Thus, we add a linear constraint so that the infeasible vPON configuration is never re-selected by the optimization model (i.e., we exclude that particular vPON configuration from the search space). This process re-iterates until no vPON slice violates the non-linear latency constraint. We also limit the maximum number of iterations to 100 (with a computation time between 181 and 1211 seconds, depending on traffic load), to put an upper bound to the algorithm run time. If this maximum number of iterations is reached for a given number of MEC nodes, we allocate an additional MEC node and repeat the process until an acceptable solution is found (i.e., that satisfies the latency threshold). Therefore, the max number of iterations creates a trade-off on the quality of the solution vs the speed of the optimization. The detailed mathematical optimization model and the pseudo code of MAIO method for solving this model is provided in [15].
Readers are encouraged to refer to Section III of [15] to get an in-depth idea of the mathematical evaluation and the pseudo code for implementation of MAIO method.

IV. SIMULATION FRAMEWORK

A key requirement to evaluate the accuracy of the analytical model for calculating the upstream latency per vPON slice configuration is to validate it against simulation. For the analytical evaluation, we have used MATLAB to numerically evaluate the model for upstream latency. For the simulation on the other hand, we created a C++ driven Multi-wavelength TWDM-PON simulator (following the specification of NG-PON2 and parameters as described in Section III-A) with MESH connectivity (as per Fig. 1(A)) and 5G wireless side abstraction in OMNET++.

The proposed vPON slice optimization framework and the proposed MAIO solution method (as illustrated in Fig. 2) is implemented in MATLAB. In order to demonstrate the advantage of our analytical model for upstream latency per vPON slice, we create an integration between MATLAB optimization framework and our OMNET++ based simulator. Therefore, in the MAIO method (Fig. 3), the evaluation of the nonlinear constraint on each vPON slice (ILP output in each iteration, marked-A in Fig. 4) is done in the following two ways: through the numerical evaluation of the analytical model in MATLAB, or by evaluating the latency through the integrated OMNET++ based discrete simulation.

V. PERFORMANCE EVALUATION AND RESULTS

The first performance analysis we carry out is the comparison of the mixed analytical iterative optimization model with the OMNET++ based discrete event simulation. Fig 5 shows the feasibility region, reporting the combination of maximum number of small cells using 7.1 and 7.2 split, that satisfies the 100 µs latency threshold. While choosing this latency threshold is purely on the design choice, in general, the low layer split option (for example Split-7.1 or 7.2) requires latency about 100 to few hundreds of microseconds as defined in literature [16]. In [17], one-way latency of 250 µs is mentioned as an example for split-8. On the other hand, eCPRI [18] specification defines four classes of one-way transport latency requirements which are 50, 100, 200 and 500 µs. The O-RAN group takes a different approach in which the latency is derived from the processing capabilities of the radio equipment at either end of the fronthaul link [19]. The equipment is categorized into different classes, depending on the combination of the equipment, the residual one-way latencies can be as large as 350 µs or even higher (one way). Therefore, in this work, we took 100 µs as a good consideration point for the threshold of the one-way fronthaul propagation latency. However, our work can be generalized across different latency thresholds. In Fig 5 we compare the latency results obtained from analytical model against the discrete event simulation results. These results are particularly important because they show how close the analytical model is to the simulated one. This means we can use the much faster analytical model to find the latency constraint for the optimal vPON slices rather than carrying out simulations of all all possible vPON slices. This reduces the overall computation time considerably. For a comprehensive comparison, we have run the simulation without using of the analytical model (i.e., using OMNET++ simulation to assess the latency and using this value in the MATLAB based MAIO optimization framework as described in Section IV). In this case, running 70 iterations at 30% traffic load required 3 hours and 9 minutes, compared to 142 seconds when we instead calculate the latency through our analytical model (computations were carried out on Intel i7-6600 mobile processor and simulations parallelized over 4 threads). This is because each latency computation takes a few seconds in OMNET++, while it's carried out in a few tens of microseconds by our analytical model.

Another interesting aspect is that our solution also returns the specific MEC node location that is to be enabled and the corresponding virtual PON slice configuration. A snapshot of the obtained vPON slice configuration solution is shown in Fig. 3, shown as green colored links denoting EAST-WEST links form RU to DU at MEC.

In Fig. 6 we show the performance of our MAIO optimization model, highlighting the trade-off between computation time and quality of the solution. The figure shows that as we let the algorithm run for a higher number of iterations, it can improve the solution by returning a configuration with a smaller number of MEC nodes. This is because as we set the parameter ‘max number of iterations’ higher, the solution is explored over a larger search space thus potentially finding a better solution. The drawback is that it also increases the computation time. Interestingly, our result shows that our algorithm is able to find a good solution almost immediately, which is always within 20% of the best solution.

In conclusion, Fig. 6 shows that our analytical-iterative model can quickly, (i.e. within 10 iterations, which for 30% load takes about 30 seconds) find a solution suitable for real-time optimization (i.e., following burst increase in RU load), which is close to the best solution. At the same time, even the best solution can be calculated in times ranging from about 100 seconds to 10 minutes.

VI. CONCLUSION AND OPEN RESEARCH CHALLENGES

In this article, we have proposed PON slicing supporting ultra-low latency communication for MEC-based C-RAN. Basing our physical architecture on the use of selective wavelength reflection at splitter locations, we have provided a power budget analysis to show how the proposed architecture can be achieved with limited number of optical amplifiers. Furthermore, we have provided a Mixed Analytical Iterative Optimization (MAIO) method to quickly compute optimal virtual PON slices allocation. The proposed method was applied to the use case of multiple C-RAN RUs connecting to MEC nodes using 7.1 and 7.2 functional split, under dynamic traffic scenarios. To achieve this, we have developed an analytical formulation for upstream latency in vPON slice, which can substitute lengthy simulations and thus reduce the computing time by almost two orders of magnitude. Depending on traffic
load, our proposed method can find a good solution in the order of few seconds or tens of seconds. Thus making it suitable for real-time or near real time optimization.

This work is a starting point to address a diverse set of research challenges. Firstly, this work is focused on the use of edge (MEC) nodes to host DU processing and aims to minimize the end-to-end fronthaul latency using our proposed MESH PON architecture with dynamic vPON slicing. This is only a part of the whole challenge when targeting low end-to-end application level latency in 5G and beyond. In a typical 5G C-RAN deployment, the MECs can also host application instances. It is fair to assume that in most cases, the DU and the application processing may be hosted in different MECs. Therefore, data processed by the DU needs to be transported with low latency to the application instance hosted in the other MEC. Our idea of dynamic virtual PON slicing over MESH architecture can be exploited to form vPON slices that include the MECs hosting application instances to minimize application-level latency. Furthermore, as there are a number of different application level low-latency requirements for different types of 5G applications (ranging between <1ms to <10ms), it is important to address how these applications can coexist and can be supported with the same shared MESH PON architecture. Therefore, another interesting research topic is to devise efficient PON virtualization methods to support applications with different levels of latency requirements.
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