ABSTRACT
Identifying similar mutual funds with respect to the underlying portfolios has found many applications in financial services ranging from fund recommender systems, competitors analysis, portfolio analytics, marketing and sales, etc. The traditional methods are either qualitative, and hence prone to biases and often not reproducible, or, are known not to capture all the nuances (non-linearities) among the portfolios from the raw data. We propose a radically new approach to identify similar funds based on the weighted bipartite network representation of funds and their underlying assets data using a sophisticated machine learning method called Node2Vec which learns an embedded low-dimensional representation of the network. We call the embedding Fund2Vec. Ours is the first ever study of the weighted bipartite network representation of the funds-assets network in its original form that identifies structural similarity among portfolios as opposed to merely portfolio overlaps.
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1 INTRODUCTION
With the surge of popularity of the mutual funds and exchange-traded funds (ETFs), many investment managers have launched multiple funds with different investment strategies and philosophies yielding a plethora of funds available in the market. Such wide variety of available products in the market bring a classic business problem: identifying similar (and dissimilar) products. Identifying similar funds have multiple applications such as helping sales representative recommend [1] similar funds to the ones the investor has in their portfolio while bringing in additional advantages such as lower expense ratio, brand name, etc.; recommending complementing items to the ones the investor is buying based on what other investors bought together; in devising a tax loss harvesting strategy; analysing diversification within a portfolio of funds, portfolio analytics, etc.

Even with its wide applicability, rigorously quantifying ‘fund similarity’ is a highly complex problem as it may involve emotional aspects and personal biases, in addition to multiple technical challenges such as defining an objective metric of similarity, identifying the variables to suite the chosen definition of similarity as well as potential nonlinear relationships between the chosen variables.

In the financial domain, one of the most popular ways to find similar funds is to look up their respective fund categorization provided by third-party data vendors such as Morningstar [2] and Lipper [3]. The fund categorizations are recommended by certain committees of experts who rely on various quantitative and qualitative aspects of individual funds. However, with these categorizations, an investor can only get a list of similar funds to a chosen one, but not a ranking (i.e., which of the ones out of the list are more similar to the chosen one than the others in the same list).

Various data-driven approaches for fund similarity have been proposed in the past [4–6]. Here, one uses raw data for each mutual fund in the selected universe of funds, and compute the Euclidean distance, cosine similarity scores or Jaccard index in the high-dimensional space of preselected variables. In more advanced investigations, they also used different unsupervised clustering techniques [7] on the preselected variables to determine clusters of similar funds, and they compared these clusters with the respective Morningstar categorizations to identify mismatches [6, 8–16] with the data-driven clustering though it turned out that the reason of mismatch was lack of important variables and improper use and interpretation of the data-driven approaches [6, 17] (and in a published comments by Gambera, Rekenthaler and Xia in [6]).

Here, we aim to go beyond third-party categorizations in search for a data-driven approach to provide not only an objective way of identifying similar funds as possible, but also to come up with a similarity ranking system. To that end, we argue that manually choosing any aggregate level fund composition related variables (e.g., % equity, % fixed income, % allocation in specific sectors) will invariably add certain inherent bias such as rigidly classifying certain companies in specific sector (e.g., Amazon.com Inc. being rigidly classified as strictly in retail, or technology sector).

In the present work, we focus on the asset level information for each fund from a chosen universe: we view the fund and their underlying assets data as a weighted bipartite network. Then, we translate the fund similarity problem in the network science language. Finally, we tailor-make a sophisticated machine learning algorithm called Node2Vec to capture underlying nonlinear relationship within the data to identify similar funds.

2 NETWORK OF FUNDS AND ASSETS
We begin by viewing the mutual funds and their underlying holdings data as a weighted bipartite network where each mutual fund as well as each asset are represented as individual nodes. The link, or lack of it, between each fund-asset pair of nodes yields that the fund contains the asset at the specific snapshot in time. The weight on each link represents the percentage weight of the asset in the respective fund at the snapshot. Figure 1 shows a simple example of fund-asset network with dummy data where $F_1, \ldots, F_{15}$ are hypothetical funds and $A_1, \ldots, A_{33}$ are their hypothetical assets.

Mutual funds and their underlying assets have been analysed from the network point of view in the past [18, 19]. In [20], a network of stocks and mutual funds for a selected list of total 18 stock-only mutual funds was investigated. For each of the 18 funds, the top 10 stocks according to the percentage weight in the fund were considered. This network of 18 funds and 99 stocks was shown to exhibit small-world characteristic. Here, the original bipartite network was projected into an unweighted unipartite network.
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works where the only nodes are mutual funds. There, with the help
whose only nodes are stocks, and two stocks are connected if they
belonged to the same mutual fund. The large average clustering
coefficient (a quantity to analyze local structure of each node) [21]
of the network was interpreted as higher probability than by chance
for any two stocks to be in the same mutual fund if they both are
present in another common mutual fund(s).

In [22] (and in [23]), a similar projection was used on the weighted
bipartite networks of US based mutual fund and assets with weights
being total net assets, for duration from 1980Q1 to 2016Q4, first to
binary bipartite network (i.e., all non-zero weights are assumed to
have unit weight) and then projected to weighted unipartite net-
works where the only nodes are mutual funds. There, with the help
of weighted degree centrality and weighted eigen centrality, the
author concluded that the degree centrality has a negative and sta-
tistically significant effect on mutual fund performance, i.e., mutual
funds with low portfolio similarity with their peers perform better.
More recently, such networks corresponding to pension funds
(Italian market) are also analyzed and found exhibiting similar char-
acteristics as aforementioned networks [24].

In [5], a network of 531 Japanese mutual funds was constructed
using top 10 stocks of each fund. Here, the bipartite network was
projected onto a unipartite network of funds where the weights
between nodes were the number of common stocks. Then, the
weighted network was clustered using the k-means and spectral
clustering method for graph partitioning.

2.1 Bipartite Networks vs Projected Networks

Traditionally, bipartite networks have been investigated only af-
fter projecting it onto a unipartite network with one of the two
types of nodes: the weighted bipartite networks exhibit certain
peculiar characteristics compared to regular networks and hence
many of the network quantities defined for unipartite networks
may not be directly appropriate for weighted bipartite networks.
Hence, most of the existing literature on mutual funds and assets
networks have been limited to projected networks. However, the
original weighted bipartite network encodes the complete informa-
tion about the underlying data whereas there is invariably some
loss of information during any projection of bipartite network to a
unipartite network [25–28] though certain projections may retain
more information (e.g., Ref. [29, 30]) than others. In general, such
a projection typically induces a huge number of spurious edges
which limits on the computations of different quantities in practice.
Moreover, such large number of edges in the projected network
may yield unique properties such as high clustering coefficient
which may not be representative to corresponding characteristics
of the original network.

In [31], the networks of mutual funds and assets for the US
based mutual funds were investigated keeping the bipartite network
structure intact for 2006Q3, 2007Q3, 2008Q3, i.e., before, during
and after the 2008 financial crisis. The authors showed that the
degree distribution of the fund-nodes as well as asset-nodes both
exhibited scale-free characteristics. Here, the definition of degree
was that of an unweighted bipartite network. They also showed
that while individual mutual funds have become more diversified
portfolios after the financial crisis, the mutual funds have become
more similar to each other, i.e., there is a large overlap (calculated
using asset weights within individual portfolios) among mutual
funds, giving rise to systematic risk.

In the present work, we analyze the fund-asset network in its
original weighted bipartite network form without any approxima-
tion nor any projection. Then, the fund similarity problem translates
into that of finding similar fund nodes on the network. We apply
a recently proposed machine learning algorithm called Node2Vec
[32] to obtain a lower dimensional representation of the high-
dimensional network data, called embedded representation of the
network. The lower dimensional representation captures most of
the variance in the data, and more importantly the nonlinear rela-
tionships among the raw input features. We then perform similarity
computation, such as cosine similarity, in the embedded representa-
tion to obtain similarity scores among different pairs of funds that
are a result of nonlinear relationship of the features.

3 FUND-ASSET NETWORK AND DATA

In order to have an entire universe of funds and assets associated
with them, we scraped data from the US Security and Exchange
Commission (SEC) filings for form NPORT-P retrieved from the
SEC Electronic Data Gathering, Analysis, and Retrieval (EDGAR)
database, which is the primary system for submissions by compa-
nies and others who are required by law to file information about
their funds with the SEC. Access to EDGAR’s public database is free.
Under the SEC regulations funds must report their portfolio and
each of their portfolio holdings as of last business day or last calen-
dar day of the month. These reports disclose portfolio information
as calculated by the fund for the reporting period’s ending net asset
value, reported on Form N-PORT must be filed with the commis-
sion no later than 30 days after the end of each month. Information
reported on Form N-PORT for the third month of each fund’s fiscal
quarter is made publicly available 60 days after the end of the funds
fiscal quarter. Form N-PORT provides the following information
regarding the funds: total assets, including assets attributable to
miscellaneous securities reported for each underlying security, total
liabilities, net assets, certain assets and liabilities reported in US
dollars, securities lending, returns information, flow information,
percentage value compared to net assets of the fund, etc.

Based on the filing data, all funds were filtered down to a timelinse
falling in Quarter 1 of 2020. In order to have a defined universe we
chose to subset the data to all Equity Index Funds. SEC provides a list of funds, their share class as Class IDs, and the Series ID which map the same fund of different share class to a single ID.

We create the bipartite network with each fund and assets as nodes and percentage investment of a fund in an asset as weight on the edge between the fund nodes. There are no edges between two funds or two assets as we only consider funds that do not invest in another funds, and assets do not invest in another asset. We also do not consider the direction of investment from fund to asset. Hence, we get an undirected weighted bipartite network.

### 3.1 Data Cleaning

The data collected was cleaned to keep only edges with non-negative weights, and assets with a proper ISIN. Only those funds with at least 95% of the portfolio is present were retained. Certain funds, mostly due to the missing data, were not connected to the giant connected fund-asset component and were removed. The data after this pre-processing contained about 1093 funds and 16,138 assets, and the basic network statistics is as shown in Table 1.

|                      | Fund Nodes | Asset nodes |
|----------------------|------------|-------------|
| **Count**            | 1093       | 16,138      |
| **Mean number of edges** | 431.27447  | 29.20950    |
| **Median number of edges** | 159        | 13          |

Table 1: Basic network statistics for the fund-asset network.

### 4 METHODOLOGY

After its publication in 2016, Node2vec [32] has become one of the most used algorithms to learn lower dimensional representation for nodes in graph. Node2Vec is based on a word embedding technique called Word2Vec, hence, we first briefly describe Word2Vec.

#### 4.1 Word2Vec

Word2vec [33] is one of the most widely used word embedding techniques in the natural language processing (NLP) tasks. Instead of the traditional methods to encode words in a large corpus of text in the numerical vectors form such as one-hot-encoding, where the vector length would be equal to vocabulary size and each element of the vector represents a word in the vocabulary, Word2vec constructs a lower dimensional space that captures meaningful semantic and syntactic relationships between words.

Here, first, each sentence is viewed as an directed subgraph where each word is a node of the graph corresponding to the sentence. Then, a shallow two-layer neural network is then used to get Word2vec embeddings. Input to Word2vec is large corpus of sentences, i.e., sequence of words, and it outputs a vector space where each word is represented by a unique vector. In the vector space, the words which share a common context in the corpus lie close to each other. Word2vec uses one of the two architectures, namely ‘Continuous Bag-of-Words (CBOW)’ or ‘Skip-gram’ model to find word embedding.

**CBOW:** In CBOW model, the surrounding context words are used to predict the target word.

**Skip-Gram:** Here, the target word is fed as input, whereas the context is generated as the output.

#### 4.2 Node2Vec

Though Word2Vec very efficiently embeds data consisting of directed subgraphs, in other applications than NLP, graphs may arise in different flavors such as (un)directed, (un)weighted, (a)cyclic, and hence the methodology of Word2Vec cannot be directly applicable to embed these graphs.

Node2vec [32] solves this problem by using a clever trick that ‘generates’ directed subgraphs from the other types of graphs by starting from each node of the original graph and generating random walks. The set of nodes in the original graph is then considered as the ‘vocabulary’ and the directed path of each random walk is considered as a ‘sentence’. This new data, that now resembles the textual data, can be fed into Word2vec to finally obtain the desired embedding. This algorithm returns a feature representation that maximizes the likelihood of preserving network neighbourhoods of nodes in a d-dimensional feature space.

The output embeddings or representations will depend on network neighbourhoods, and the sampling of these network neighbourhoods (i.e., the random walks) is a very important task. Below we list the most important hyperparameters for Node2vec:

1. The Number of random walks ($r$): the number of random walks to be generated from each node in the graph;
2. The length for each random walk ($l$): the length (number of hops) of each random walk from each node in the graph;
3. $p$: the probability with which a random walk will return to the node it already visited previously; and,
4. $q$: the probability with which a random walk will explore the unexplored part of the graph.

Note that these hyperparameters are specific to Node2Vec, in addition to the hyperparameters such as context window size, number of iterations for the Word2vec algorithm.

Node2vec can be fine tuned to conform to already established equivalence in network science and can interpolate between the breadth-first sampling (BFS) (where nodes are sampled from the immediate neighbourhood of the starting node) and depth-first sampling (DFS) (where nodes are sequentially sampled from increasing distance from the source), i.e., between homophily (nodes that are highly connected should have their embedding vectors close to each other) and structural equivalence (nodes that have similar structural roles should be embedded closely together).

### 5 EXPERIMENTS AND RESULTS

We aim to find the lower ($d$) dimensional embedding of the network data using Node2Vec such that the data-points corresponding to similar funds will be closer to each other. A systematic and objective evaluation of embeddings for an unsupervised technique is yet to be rigorously defined in the literature [34]. Here, we device novel metrics to evaluate the embeddings for the application at hand and tune hyperparameters with respect to the new metrics. We call the thus obtained best embedding Fund2vec.

#### 5.1 ‘Bipartiteness’ as a Metric

We begin with the observation that the network at hand is inherently bipartite, and any network learning algorithm should at least retain the ‘bipartiteness’ of the network in the lower-dimensional
representation. The embedded representation, however, is an abstract manifold and the data-points on this representation do not necessarily have network interpretation making it difficult to come up with a metric to measure the retained bipartiteness.

Here, we propose a pragmatic approach: in our bipartite network, the only true “labels” in the data are “fund” and “asset”. In the embedded representation should at least bring all the funds (assets) close to other funds (assets). We do not expect that in the embedded representation there will only be exactly 2 clusters, one consisting of funds and the other consisting of assets. Then, after training Node2Vec at each hyperparameter point, we employed the K-means [35] algorithm for a range of values for K to cluster the data and then look for the clustering which most clearly distinguish funds from clusters, i.e., funds and assets are respectively clustered together. A goal of hyperparameter optimization is then to seek for a hyperparameter point at which the mismatch between clustering and the ground truth labels is minimized. In summary, we propose the bipartiteness as a metric to evaluate the embeddings learned by Node2Vec, or any other related graph learning method, when the original network is a bipartite network.

In practice, to measure how much bipartiteness is preserved by the given embedded representation, we measure the mismatch between the clustering from K-means and the ground truth labels (i.e., fund and asset) using a classic metric called the V-measure which takes into account both homogeneity and completeness of the cluster. Below, we recall the definitions of homogeneity, completeness and V-measure [36, 37].

**Homogeneity**: When each of the clusters only contains data points which are members of a single ground truth class, the clustering is called homogeneous. If a cluster has data-points from two or more different classes it is called a heterogeneous cluster.

**Completeness**: Completeness is defined as the measure of a cluster when a cluster contains all the elements of a class, as opposed to a cluster that fails to capture one or more elements of the class.

**V-Measure**: V-measure is then defined as the harmonic mean between the homogeneity and completeness, i.e.,

\[ V = \frac{1+\beta}{\beta} \frac{(1+\beta)(\text{Homogeneity})(\text{Completeness})}{(\beta)(\text{Homogeneity}+\text{Completeness})} \]

where \( \beta \) can be used to assign more weight to either homogeneity (\( \beta < 1 \)) or completeness (\( \beta > 1 \)). Since the number of ground truth labels is only 2, clearly, the completeness will decrease as \( K \) increases. We rather focus on maximizing homogeneity. To systematically weigh homogeneity significantly more than completeness in the computation of V-measure, we use \( \beta = 0.01 \).

### 5.1.1 Hyperparameter Optimization

With the above metrics, we perform hyperparameter optimization for Node2Vec to obtain the desired embedding. The hyperparameters we tune are \( d, l, r, p \) and \( q \). These hyperparameters explore various strategies to sample the network starting from interpolating between BFS and DFS, to smaller and larger dimensional embeddings. We did not extensively tune hyper-parameters of the underlying skip-gram model as our main aim in this investigation was to study the effects of different random sampling strategies on embeddings.

| d  | l  | r  | p  | q  | Optimal K | V-measure (\( \beta = 0.01 \)) |
|----|----|----|----|----|-----------|-------------------------------|
| 8  | 128| 128| 0.1| 5  | 10        | 0.365                         |
| 8  | 128| 128| 5  | 0.1| 7        | 0.807                         |
| 8  | 64 | 64 | 0.1| 5  | 9         | 0.421                         |
| 8  | 64 | 64 | 5  | 0.1| 11       | 0.782                         |
| 16 | 128| 128| 0.1| 5  | 5         | 0.864                         |
| 16 | 128| 128| 5  | 0.1| 10       | 0.607                         |
| 16 | 64 | 64 | 0.1| 5  | 10       | 0.829                         |
| 16 | 64 | 64 | 5  | 0.1| 11       | 0.722                         |
| 32 | 128| 128| 0.1| 5  | 10       | 0.801                         |
| 32 | 128| 128| 5  | 0.1| 9        | 0.498                         |
| 32 | 64 | 64 | 0.1| 5  | 9        | 0.782                         |
| 32 | 64 | 64 | 5  | 0.1| 11       | 0.64                          |

Table 2: The table shows the effect of the hyperparameters on various metrics. The best hyperparameter point from our runs is shown in bold text.

In summary, below is the hyperparameter optimization process we followed: For each hyperparameter point, we employ the K-means algorithm (with Euclidean distance) for \( K \) ranging from 2 to 10 (higher values of \( K \) did not add further information in this case); then we compute the V-measure (\( \beta = 0.01 \)) for each clustering with respect to the ground truth labels (i.e., fund and asset); then, we chose the hyperparameter point at which the V-measure attained the maximum value.

Plots for a few values of hyperparameter points are shown in Figure (2). The results for optimal values of \( K \) for each hyperparameter point in our experiments and the corresponding values of various metrics are shown in table 2. For the data at hand, the best hyperparameter point in our experiments was: \( d = 16, l = 128, r = 128, p = 0.1 \) and \( q = 5 \). The V-measure for these parameters is 0.86 for \( K = 5 \), yielding a clear separation between funds and assets in the optimal embedding. From here on, we call this 16-dimensional representation as the Fund2Vec. Out of the five clusters, two of them only consists of funds the remaining cluster consists of a mixture of funds and assets with majority of data-points (>99%) corresponding to assets.

![Figure 2: Plot for K vs V-measure (\( \beta = 0.01 \)) for a few hyperparameter points.](image)

Figure 3 shows the T-SNE plot for all the data-points in this optimal embedding. Where most of the fund and asset nodes are clearly in separate clusters. Cluster 2 and cluster 4 consist only of funds, in the T-SNE plot they lie very close to each other. The
data-points which were *misclassified* indeed correspond to special
types of funds or assets as discussed in the next subsection.

![Figure 3: A TSNE plot of data-points in the optimal embedding. The blue cluster contains data points that correspond to asset nodes in the original network, whereas the red cluster contains data points that correspond to fund nodes.](image)

5.1.2 Computational Details. The computation took, on an average, around 6 hours to generate embeddings using Node2Vec on a regular single core machine with 60 GB RAM. We used Scikit-Learn [36] for the data pre-processing and K-means computation as well as to compute various evaluation metrics.

5.1.3 A few words on Node2Vec for bipartite networks. In [38], it was argued that Node2Vec (and other network embedding methods) focused on homogeneous networks and overlooks special properties of bipartite networks. The authors proposed a novel method which first generates node sequences that preserve the long-tail distribution of nodes in the original bipartite network, and then utilizes a novel optimization framework that accounts for both the explicit and implicit relations in learning the embedded representations.

In the present work, while using Node2Vec we have devised the above bipartiteness metric that explicitly help tuning the model towards an embedding that preserves the properties of the original bipartite network. A comparison between our methodology, which is more ad-hoc and pragmatic, and the one proposed in [38] which extends the Node2Vec methodology from more theoretical point of view, is beyond the scope of this paper.

5.1.4 Analysis of miss-classified funds. Table 3 shows the number of funds and assets in each of the 5 clusters after K-means ($K = 5$) clustering within *Fund2Vec*. In total there are 67 funds which were “misclassified” as assets, i.e., these funds appeared in a cluster that mostly consists of assets otherwise. Interestingly, all these misclassified funds exhibited specific and rather unique characteristic with respect to the other funds: all these funds were either currency-hedged equity index funds which have assets from countries other than the US. The assets within these funds only rarely appeared in other funds than the currency-hedged funds making the currency-hedged funds create almost star-graph structure around them. In a future work, we will discuss this interesting set of *outlier* funds.

| Cluster number | # Funds | # Assets | Cluster Type |
|----------------|---------|----------|--------------|
| 1              | 60 (0.60%) | 9933 (99.40%) | Asset Cluster |
| 2              | 383 (100%) | 0 (0.0%) | Fund Cluster |
| 3              | 1 (0.05%) | 2041 (99.95%) | Asset Cluster |
| 4              | 643 (100%) | 0 (0.0%) | Fund Cluster |
| 5              | 6 (0.14%) | 4164 (99.86%) | Asset Cluster |
| **Total**      | 1093 | 16138 |              |

Table 3: The table summarizes the distribution of funds and assets among all the 5 clusters obtained using K-means within *Fund2Vec*.

5.2 Baseline Benchmark

Here, we devise another metric to perform sanity check to ensure the final embedding indeed respects another objective ground truth information: since the funds’ filings also provide information about the benchmarks they track, *Fund2Vec* is expected to place funds which track the same benchmark closer than other groups of funds.

We chose two of the most popular benchmarks, namely, S&P 500 (27 funds) and Russell 2000 (16 funds) and computed (1) the mean cosine similarity, and (2) standard deviation of the cosine similarities among all the pairs of funds tracking the same benchmark, using the original representation as well as *Fund2Vec*. We also computed both these quantities for cosine similarities between each fund tracking the benchmark and all other funds not tracking the benchmark. The results are shown in Table 4 clearly yielding that, on an average, *Fund2Vec* brought funds tracking the respective index closer together compared to funds outside the benchmarks. Note that the relatively lower mean cosine similarity score among funds within the Russell 2000 benchmark in the original space may be due to the curse of dimensionality, whereas *Fund2Vec* being a low-dimensional representation evades this problem.

5.3 Similarities in Different Representations

Though the above defined bipartiteness metric provides a quantitative measure to evaluate embeddings with respect to the underlying network structure, it does not necessarily yield a ‘goodness’ of the embeddings in terms of similarity of funds. For an unsupervised problem such as the present one, one may not even expect a unique and objective definition of similarity to begin with. Here, we focus on a few reasonable and mathematically rigorous definitions that suit our purpose: cosine similarity and Jaccard index. Then, following the approach proposed in [39], instead of evaluating the goodness of the new embedding compared to the original representation of the data, we tailor-make a few metrics to ensure that the new embedding has indeed learned a *different* view of the data and, in turn, of similarity.

5.3.1 Cosine Similarity. The cosine similarity is one of the most popular scores to measure similarity for multi-dimensional data. Here, each data point is considered as a point in the $n$-dimensional space where $n$ is the number of variables or features. Then, the cosine similarity between the $i$-th and $j$-th funds as

$$C_{i,j} = \frac{W_{F_i} \cdot W_{F_j}}{\|W_{F_i}\| \|W_{F_j}\|}$$

(1)
Table 4: The table shows the mean and standard deviation of cosine similarities between funds tracking the same benchmark and those with funds not tracking the same benchmark.

| Benchmark     | # Funds | Fund2Vec Within Benchmark | Original Representation Within Benchmark | Fund2Vec Outside Benchmark | Original Representation Outside Benchmark |
|---------------|---------|---------------------------|---------------------------------------|---------------------------|------------------------------------------|
|               |         | Mean  | Std Dev | Mean  | Std Dev | Mean  | Std Dev | Mean  | Std Dev |
| S&P 500       | 27      | 0.99117 | 0.01307 | 0.29267 | 0.33861 | 0.04357 | 0.96891 | 0.17072 | 0.27734 |
| Russell 2000  | 9       | 0.94660 | 0.04633 | 0.12425 | 0.27225 | 0.38490 | 0.23163 | 0.09417 |

Table 5: Table for Jaccard index that measures the overlap, for each fund $F_i$, between the top $m$ most similar funds to $F_i$ in the original representation and Fund2Vec.

| Number of funds queried (m) | Mean | Median | Standard deviation |
|-----------------------------|------|-------|--------------------|
| 5                           | 0.47 | 0.4   | 0.29               |
| 10                          | 0.48 | 0.5   | 0.25               |
| 20                          | 0.49 | 0.55  | 0.24               |
| 50                          | 0.53 | 0.58  | 0.23               |

5.3.4 Cosine Similarities and Pearson Correlation. Another way to find if we are able to capture a different view on similarity is to use the Pearson correlation between the two sets of similarity values. For every pair of funds, we calculated cosine similarity in the 16138-dimensional representation as well as within the Node2Vec embedding. If Node2Vec did not capture any new information than the original representation, then these cosine similarity values should be highly correlated. In our case, the average Pearson correlation is 0.66, which indicating that Fund2Vec indeed attempted to capture potentially a different version of similarity (apparently, the structural similarity) among funds. Figure 5 shows the scattered plot of the cosine similarities for each pair of funds based on both the methods and exhibits a non-linear relationship between both the cosine similarities.

6 DISCUSSION AND CONCLUSION

Due to the recent popularity of mutual funds and ETFs, a wide variety of mutual funds have been available in the market. In this paper, we pose the problem of comparing different mutual funds as a similarity problem on a corresponding weighted bipartite network where the network consists of funds and their underlying assets as nodes and weights of individual asset in given fund as the weights on the links between the fund and the asset. Ours is the first study providing an investigation of the funds-assets network while retaining the weighted bipartite characteristic of the network completely intact.

Traditionally similarity of nodes of a network is defined with respect to various quantities such as node centrality, degree centrality, eigenvector centrality, clustering coefficients etc. Instead of hand-crafting and computing such (potentially, infinitely many) quantities, we employ a machine learning methodology which yields a lower-dimensional manifold which captures the nonlinear relationship among nodes and links. Then, the cosine similarity between each pair of funds in the lower-dimensional representation provides an objective and data-driven definition of fund similarity. In particular, we employ a recently proposed network embedding...
technique called Node2Vec, prompting the name of embedding of funds-asset networks, Fund2Vec.

Figure 5: Pearson correlation comparison

Evaluating performance of embeddings in representation learning paradigm is an open problem. In this paper, we also develop domain knowledge based methodology to evaluate the quality of embeddings. Specifically, as a start, since the underlying network is a bipartite network, we used bipartiteness as our first metric to evaluate the quality of embedding: if the K-means clustering, for \( K \) ranging from 2 to 10, performed within the given embedding is able to cluster fund nodes and asset nodes into separate clusters, then the embedding preserves the original bipartiteness of the original network. The embeddings that mix fund nodes with asset nodes, and vice versa, when the K-means clustering is performed, are worse than the former embedding. We used this metric for hyperparameter optimization.

As a sanity check with respect to available objective ground truth information, we also computed cosine similarities between funds tracking the same index (S&P 500 and Russell 2000) to demonstrate that Fund2Vec indeed place these funds closer to each other compared to other group of funds.

We also used Jaccard metric and Pearson correlation to demonstrate that Fund2Vec indeed provides a different representation of data and, more importantly, different similarity scores. In particular, Fund2Vec not only (implicitly) captures the similarity measures such as the portfolio overlaps between the pairs of funds, but, more importantly, it also captures structural similarities between funds, i.e., two mutual funds are similar if they have similar network structure. To the best of our knowledge, this is the first work that considers structural similarity of mutual funds and assets networks, while also saving time to manually creating individual network quantities to define structural similarity by hand.
Another benefit that Fund2Vec provides over the other methods is that it considers the entire network while finding out embedding for each node. As a result, we find similar funds even if they have less nodes in common. We anticipate that Fund2Vec may have many more applications in addition to the ones mentioned in the paper due to the captured structural similarity, e.g., Fund2Vec may also be used to help a portfolio constructor identify funds similar to the given one but only from within a certain theme such as Environment, Social and Governance (ESG), retail, fintech, etc.
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