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Abstract

We study Majorana neutrino masses induced by D-brane instanton effects in magnetized orbifold models. We classify possible cases, where neutrino masses can be induced. Three and four generations are favored in order to generate neutrino masses by D-brane instantons. Explicit mass matrices have specific features. Their diagonalizing matrices correspond to the bimaximal mixing matrix in the case with even magnetic fluxes, independently of the modulus value $\tau$. On the other hand, for odd magnetic fluxes, diagonalizing matrices correspond nearly to the tri-bimaximal mixing matrix near $\tau = i$, while they become the bimaximal mixing matrix for larger $\text{Im}\tau$. For even fluxes, neutrino masses are modular forms of the weight 1 on $T^2/\mathbb{Z}_2$, and they have symmetries such as $S_4'$ and $\Delta'(96) \times \mathbb{Z}_3$. 
1 Introduction

Superstring theory is a promising candidate for the unified theory of all the interactions including gravity, matter such as quarks and leptons, and the Higgs particle. It predicts six dimensions (6D) in addition to our four-dimensional (4D) spacetime. The 6D space must be compact. Geometrical aspects of the 6D compact space as well as gauge background fields determine phenomenological properties of particle physics such as generation numbers, flavor structure of quarks and leptons, and gauge and Yukawa coupling strengths.

Compactification with magnetic flux background is quite interesting in higher dimensional theory and superstring theory. The magnetic flux background can lead to a 4D chiral theory even on the torus compactification [1–4], although one cannot realize a 4D chiral theory on the torus without magnetic fluxes. That is, chiral zero-modes appear and its number depends on the size of magnetic flux. Their wavefunctions are non-trivially quasi-localized. Yukawa couplings as well as higher order couplings are written by overlap integrals of wavefunctions [5, 6]. They can be of \( \mathcal{O}(1) \) or exponentially suppressed depending on distances of quasi-localizing positions among quarks, leptons and Higgs mode.

In addition to the simple torus compactification, the orbifold compactification with magnetic flux is quite interesting. They can project out adjoint matter, i.e. open string moduli, and lead to the numbers of chiral zero-modes different from the torus compactification\(^1\) [7–9]. One can contruct various models by properly choosing orbifold parities and Sherk-Schwartz (SS) phases as well as discrete Wilson lines\(^2\). The three-generation models in magnetized orbifold models have been classified\(^1\). Furthermore, realistic quark masses and mixing angles as well as the CP phase were studied\(^1\). Also realization of charged lepton masses was studied. Recently, their flavor structure was studied from the viewpoint of modular symmetry\(^1\).

Small neutrino masses can be realized by the see-saw mechanism as well as the Weinberg operators. Here, we concentrate on the see-saw mechanism, where right-handed neutrinos and their Majorana masses are introduced. Such Majorana masses can be induced by non-perturbative effects, i.e. D-brane instanton effects\(^1\), although there is no mass scale perturbatively below the compactification scale in superstring theory and super Yang-Mills theory, which is low-energy effective field theory of superstring theory. (See also for explicit models Refs. [30–32].) It is very important to study explicitly which patterns of Majorana masses are induced by D-brane instanton effects. Thus, our purpose in this paper is to study systematically patterns of Majorana mass matrices induced by D-brane effects in magnetized orbifold models, in particular \( T^2/\mathbb{Z}_2 \) orbifold models.

When a D-brane instanton appears, there appear new zero-modes, \( \beta_i \) and \( \gamma_j \), which correspond to open strings between the D-brane instanton and the D-branes for the right-handed neutrinos. We integrate the new zero-modes so as to obtain non-perturbative correction terms. The Majorana mass terms can be induced only when we have a certain number of the new

---

\(^1\)See also for the numbers of zero-modes Refs. [10,11].
\(^2\)See for shifted orbifold models [12].
zero-modes, \( \beta_i \) and \( \gamma_j \). In magnetized orbifold models, the number of zero-modes is determined by the size of magnetic fluxes, \( \mathbb{Z}_2 \)-parity and SS phases. In this paper, we study systematically D-brane configurations leading to Majorana neutrino masses and compute the patterns of neutrino mass matrices.

This paper is organized as follows. In section 2, we give a brief review on the number of zero-modes, their wavefunctions, and 3-point couplings. In section 3, we systematically study D-brane configurations, where Majorana neutrino masses can be induced by D-brane instanton effects. In section 4, we compute explicitly the patterns of Majorana neutrino mass matrices. Section 5 is conclusion. In Appendix A, we review briefly the modular symmetry in magnetized torus and orbifold models. In Appendix B, we review on wave functions on the \( T^2/\mathbb{Z}_4 \) orbifold.

2 Orbifold compactification with magnetic fluxes

Here we review torus and orbifold compactifications with magnetic fluxes \[5, 7–9\]. We study magnetic flux compactification within the framework of higher dimensional super Yang-Mills theory, which is low-energy effective field theory of superstring theory. We concentrate on extra two dimensions, \( T^2 \) and \( T^2/\mathbb{Z}_2 \). Our models can correspond to the D5-brane system as well as D7 and D9-brane systems, assuming that other extra dimensions are irrelevant to mass ratios and mixing angles of Majorana neutrino mass matrix, but relevant only to the overall factor of the mass matrix.

2.1 Torus compactification with magnetic fluxes

In this subsection, we review zero-mode wavefunctions on a two-dimensional torus \( T^2 \) with \( U(N) \) magnetic flux. First, \( T^2 \) is obtained by the identification, \( z \sim z + 1 \sim z + \tau \), where we use the complex coordinate \( z \equiv x + \tau y \) and \( \tau (\tau \in \mathbb{C}, \text{Im} \tau > 0) \) is the complex structure modulus of \( T^2 \). Let us consider the following \( U(N) \) magnetic flux on the \( T^2 \),

\[
F = \frac{\pi i}{\text{Im} \tau} (dz \wedge d\bar{z}) \begin{pmatrix} M_1 \mathbb{I}_{N_1 \times N_1} & & & \cdots \end{pmatrix}, \\
\begin{pmatrix} & & \cdots \end{pmatrix}, \\
M_n \mathbb{I}_{N_n \times N_n},
\]

where \( \mathbb{I}_{N_a \times N_a} (a = 1, ..., n) \) denotes the \( (N_a \times N_a) \) unit matrix with \( \sum_{a=1}^{n} N_a = N \) and \( M_a (a = 1, ..., n) \) must be integer. This magnetic flux is induced by the background gauge field,

\[
A(z) = \frac{\pi}{\text{Im} \tau} \text{Im} (\bar{z}dz) \begin{pmatrix} M_1 \mathbb{I}_{N_1 \times N_1} & & & \cdots \end{pmatrix}, \\
\begin{pmatrix} & & \cdots \end{pmatrix}, \\
M_n \mathbb{I}_{N_n \times N_n},
\]

where we can always set Wilson lines vanishing by introducing SS phases instead, as shown in Ref. \[8\]. From this gauge background, \( U(N) \) gauge symmetry is broken to \( \Pi_{a=1}^{n} U(N_a) \).
Here, we consider two-dimensional spinor on $T^2$ under breaking $U(N) \to U(N_1) \times U(N_2)$ by the above background magnetic flux, that is,

$$
\psi(z) = \begin{pmatrix} \psi_+(z) \\ \psi_-(z) \end{pmatrix}, \quad \psi_{\pm}(z) = \begin{pmatrix} \psi_{\pm}^{(11)}(z) & \psi_{\pm}^{(12)}(z) \\ \psi_{\pm}^{(21)}(z) & \psi_{\pm}^{(22)}(z) \end{pmatrix},
$$

where $\psi_{\pm}^{(11)}$ and $\psi_{\pm}^{(22)}$ correspond to $U(N_1)$ and $U(N_2)$ gauginos, respectively and $\psi_{\pm}^{(12)}$ and $\psi_{\pm}^{(21)}$ correspond to $(N_1, \bar{N}_2)$ and $(\bar{N}_1, N_2)$ representations under $U(N_1) \times U(N_2)$. The above wavefunctions satisfy the following boundary conditions,

$$
\psi_{\pm}^{(ab)}(z+1) = e^{2\pi i \alpha_{\pm}^{(ab)}} e^{\pi i M_{ab} \frac{\ln z}{\ln \tau} \psi_{\pm}^{(ab)}(z)},
$$

$$
\psi_{\pm}^{(ab)}(z+\tau) = e^{2\pi i \tau \alpha_{\pm}^{(ab)}} e^{\pi i M_{ab} \frac{\ln z}{\ln \tau} \psi_{\pm}^{(ab)}(z)},
$$

where $M_{ab} \equiv M_a - M_b$ ($a, b = 1, 2$) and $\alpha_{\pm}^{(ab)} \equiv \alpha_a^{\pm} - \alpha_b^{\pm}$ ($i = 1, \tau, a, b = 1, 2$) denote the SS phases. When we solve the zero-mode Dirac equation,

$$
i D \psi(z) = 0,
$$

under the above boundary conditions with $M_{12} > 0$, only $\psi_+^{(12)}$ (as well as the anti-particle $\psi_-^{(21)}$) has $M_{12}$-number of degenerate zero-modes. Then, a chiral theory is realized. The explicit form of the wavefunction with the magnetic flux $M_{12}$ and the SS phases $(\alpha_{1}^{(12)}, \alpha_{\tau}^{(12)})$ is written by

$$
\psi_{T^2}^{(j+\alpha_{1}^{(12)}, \alpha_{\tau}^{(12)}), |M_{12}|}(z) = \left( \frac{|M_{12}|}{A^2} \right)^{1/4} e^{2\pi i (j+\alpha_{1}^{(12)}, \alpha_{\tau}^{(12)}) |M_{12}|} e^{\pi i |M_{12}| z \frac{\ln z}{\ln \tau} \vartheta} \left[ j+\alpha_{1}^{(12)}, \frac{|M_{12}|}{|M_{12}|} \right] (|M_{12}| z, |M_{12}| \tau),
$$

where $j \in \mathbb{Z}_{|M_{12}|}$, $A$ denotes the area of $T^2$, and $\vartheta$ denotes the Jacobi theta function defined as

$$
\vartheta \left[ \begin{array}{c} a \\ b \end{array} \right] (\nu, \tau) = \sum_{l \in \mathbb{Z}} e^{\pi i (a+l)^2 \tau} e^{2\pi i (a+l)(\nu+b)}.
$$

The wavefunction satisfies the following normalization condition,

$$
\int_{T^2} dz d\bar{z} \left( \psi_{T^2}^{(j+\alpha_{1}^{(12)}, \alpha_{\tau}^{(12)}), |M_{12}|}(z) \right)^* \psi_{T^2}^{(k+\alpha_{1}^{(12)}, \alpha_{\tau}^{(12)}), |M_{12}|}(z) = (2\ln \tau)^{-1/2} \delta_{j,k}.
$$

We note that the definition of the wavefunction in Eq. (7) is different from one in Ref. [8] by the phase factor, $e^{2\pi i (j+\alpha_{1}^{(12)}, \alpha_{\tau}^{(12)}) |M_{12}|}$, which does not affect the boundary conditions or the equation of motion. Similarly, we can consider the breaking case such as $U(N) \to \prod_{a=1}^{n} U(N_a)$.

The three-point coupling, $d^{ijk}$, of the wavefunctions with the magnetic flux $M_a$ and the SS
phases \((\alpha_1^{(a)}, \alpha_\tau^{(a)})\) \((a = i, j, k)\) can be calculated as
\[
d^{ijk} = \int_{T^2} dz d\bar{z} \tilde{\psi}_{T^2}^{(i+\alpha_1^{(i)}, \alpha_\tau^{(i)}), |M_i|}(z) \cdot \tilde{\psi}_{T^2}^{(j+\alpha_1^{(j)}, \alpha_\tau^{(j)}), |M_j|}(z) \cdot \left(\tilde{\psi}_{T^2}^{(k+\alpha_1^{(k)}, \alpha_\tau^{(k)}), |M_k|}(z)\right)^*
\]
\[
= c_{(M_i-M_j-M_k)} \exp \left\{ 2\pi i \left( \frac{(i+\alpha_1^{(i)})\alpha_\tau^{(i)}}{M_i} + \frac{(j+\alpha_1^{(j)})\alpha_\tau^{(j)}}{M_j} - \frac{(k+\alpha_1^{(k)})\alpha_\tau^{(k)}}{M_k} \right) \right\}
\]
\[
\times \sum_{m=0}^{[M_k]-1} \vartheta \left[ \frac{|M_j(i+\alpha_1^{(i)})(j+\alpha_1^{(j)})+|M_i|M_j|m|}{|M_i|M_j|M_k|} \right] (M_i\alpha_\tau^{(i)} - M_j\alpha_\tau^{(j)}) (|M_iM_jM_k|\tau)
\]
provided \(M_i + M_j = M_k, \alpha_1^{(i)} + \alpha_1^{(j)} = \alpha_1^{(k)}\), and \(\alpha_\tau^{(i)} + \alpha_\tau^{(j)} = \alpha_\tau^{(k)}\) are satisfied, where \(\ell \in \mathbb{Z}\).
Here, the coefficient \(c_{(M_i-M_j-M_k)}\) is defined as
\[
c_{(M_i-M_j-M_k)} = (2\text{Im}\tau)^{-1/2} A^{-1/2} \left| \frac{M_iM_j}{M_k} \right|^{1/4}.
\]
To derive Eq. (10), we use the property
\[
\vartheta \left[ \frac{r}{N_1} \right] (\nu_1, N_1\tau) \times \vartheta \left[ \frac{s}{N_2} \right] (\nu_2, N_2\tau) = \sum_{m \in \mathbb{Z}_{N_1+N_2}} \vartheta \left[ \frac{r+s+N_1m}{N_1+N_2} \right] (\nu_1 + \nu_2, (N_1+N_2)\tau)
\]
\[
\times \vartheta \left[ \frac{N_2\tau-N_1\nu_1+N_2\nu_2m}{N_1N_2(N_1+N_2)} \right] (\nu_1N_2 - \nu_2N_1, N_1N_2(N_1+N_2)\tau).
\]

### 2.2 Orbifold compactification

In this subsection, we review zero-mode wavefunctions on the \(T^2/\mathbb{Z}_2\) twisted orbifold with magnetic flux in Eq. (1). The \(T^2/\mathbb{Z}_2\) twisted orbifold is obtained further by identifying \(\mathbb{Z}_2\) twisted point \(-z\) with \(z\), i.e. \(z \sim -z\). Then, the wavefunctions on magnetized \(T^2/\mathbb{Z}_2\) twisted orbifold with the magnetic flux \(M\) and the SS phases \((\alpha_1, \alpha_\tau)\) satisfy the following boundary condition,
\[
\psi_{T^2/\mathbb{Z}_2}^{(j+\alpha_1, \alpha_\tau), |M|}(-z) = (-1)^m \psi_{T^2/\mathbb{Z}_2}^{(j+\alpha_1, \alpha_\tau), |M|}(z), \quad m \in \mathbb{Z}_2,
\]
in addition to Eqs. (4) and (5). These boundary conditions are simultaneously satisfied only in the case of \(\mathbb{Z}_2\) SS phases,
\[
(\alpha_1, \alpha_\tau) = (0, 0), (1/2, 0), (0, 1/2), (1/2, 1/2).
\]
Hence, the wavefunctions on magnetized \(T^2/\mathbb{Z}_2\) twisted orbifold can be expressed by ones on magnetized \(T^2\) as
\[
\psi_{T^2/\mathbb{Z}_2}^{(j+\alpha_1, \alpha_\tau), |M|}(z) = \mathcal{N} \left( \psi_{T^2}^{(j+\alpha_1, \alpha_\tau), |M|}(z) + (-1)^m \psi_{T^2}^{(j+\alpha_1, \alpha_\tau), |M|}(-z) \right)
\]
\[
= \mathcal{N} \left( \psi_{T^2}^{(j+\alpha_1, \alpha_\tau), |M|}(z) + (-1)^{m-2\alpha_\tau} \psi_{T^2}^{(|M|-(j+\alpha_1, \alpha_\tau), |M|)}(z) \right),
\]
}\]
where

\[
\mathcal{N} = \begin{cases} 
\frac{1}{2} & (j + \alpha_1 = 0, |M|/2) \\
\frac{1}{\sqrt{2}} & \text{(otherwise)}
\end{cases}
\]  

(16)

Note that only when \(j + \alpha_1 = 0\), the factor \((-1)^{2\alpha_1}\) is replaced by 1. Tables 1, 2, 3, and 4 show the numbers of the zero-modes.

| | \(M\) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \(\mathbb{Z}_2\)-even | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| \(\mathbb{Z}_2\)-odd | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |

Table 1: The number of zero-modes with the SS phase \((\alpha_1, \alpha_\tau) = (0, 0)\).

| | \(M\) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \(\mathbb{Z}_2\)-even | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| \(\mathbb{Z}_2\)-odd | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |

Table 2: The number of zero-modes with the SS phase \((\alpha_1, \alpha_\tau) = (1/2, 0)\).

| | \(M\) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \(\mathbb{Z}_2\)-even | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| \(\mathbb{Z}_2\)-odd | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |

Table 3: The number of zero-modes with the SS phase \((\alpha_1, \alpha_\tau) = (0, 1/2)\).

| | \(M\) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \(\mathbb{Z}_2\)-even | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| \(\mathbb{Z}_2\)-odd | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 12 |

Table 4: The number of zero-modes with the SS phase \((\alpha_1, \alpha_\tau) = (1/2, 1/2)\).

The normalization of the wavefunction and the three-point coupling of them are similarly obtained by replacing the wavefunctions on \(T^2\) with ones on the \(T^2/\mathbb{Z}_2\) twisted orbifold. Note that they are overall \(\mathbb{Z}_2\) invariant.

### 3 Majorana neutrino masses by D-brane instanton effects

Here, we study Majorana neutrino masses induced by D-brane instanton effects in magnetized orbifold models.

#### 3.1 D-brane instanton effects

Here, we give a brief review on Majorana neutrino mass terms induced by D-brane instanton effects \[28,29\].
We consider two stacks of D-branes $D_{N1}$ and $D_{N2}$ with different magnetic fluxes. Zero-modes of open strings between these D-branes correspond to the neutrinos, $N_a$. We denote the difference of their magnetic fluxes $M_{N}$. The neutrino generation number is determined by $M_{N}$ and boundary condition such as SS phases and $Z_2$ parity. We assume the D-brane instanton $D_{\text{inst}}$ with magnetic flux, which has the zero-modes $\beta_i$ ($\gamma_j$) between $D_{N1}$ ($D_{N2}$) and $D_{\text{inst}}$. The numbers of zero-modes $\beta_i$ and $\gamma_j$ are determined by magnetic fluxes in zero-mode equations, and SS phases and $Z_2$ parities of boundary conditions.

The Majorana mass terms of $N_a$ due to D-brane instanton effects can be written by 

$$e^{-S_{cl}(D_{\text{inst}}, M_{\text{inst}})} \int d^2 \beta d^2 \gamma e^{-\sum_{ija} d^{ij}_a \beta_i \gamma_j N_a},$$

(17)

where $\beta_i$ and $\gamma_j$ are grassmannian, and $d^{ij}_a$ denotes the 3-point coupling among $\beta_i$, $\gamma_j$, $N_a$. Here, $S_{cl}(D_{\text{inst}}, M_{\text{inst}})$ denotes the classical action of the D-brane instanton written by the Dirac-Born-Infeld action, which depends on the D-brane instanton volume in the compact space and the magnetic flux. Mass terms can be induced only if each of $\beta_i$ and $\gamma_j$ has two zero-modes, i.e. $\beta_1$, $\beta_2$, $\gamma_1$ and $\gamma_2$. By the grassmannian integral, we find

$$\int d^2 \beta d^2 \gamma e^{-\sum_{ija} \beta_i \gamma_j N_a} = N_a N_b (\varepsilon_{ij} \varepsilon_{k\ell} d^{ik}_a d^{j\ell}_b).$$

(18)

Thus the mass matrix $M_{ab}$ is obtained by

$$M_{ab} = e^{-S_{cl}(D_{\text{inst}}, M_{\text{inst}})} m_{ab}, \quad m_{ab} = (\varepsilon_{ij} \varepsilon_{k\ell} d^{ik}_a d^{j\ell}_b).$$

(19)

### 3.2 Classification for models with Majorana mass terms

The number of zero-modes is required to equal to two for both $\beta_i$ and $\gamma_j$ in order to induce Majorana neutrino mass terms by D-brane instanton effects as reviewed in the previous section. We consider the six-dimensional compact space, which is a product of $T^2/Z_2$ and four-dimensional compact space. Here, we focus on the two-dimensional $T^2/Z_2$ orbifold, and we study the models, which has two zero-modes, $\beta_i$ and $\gamma_j$. When the instanton brane $D_{\text{inst}}$ wraps on other four-dimensional compact space, each of $\beta_i$ and $\gamma_j$ must have only one zero-mode on other four-dimensional compact space such that the total zero-mode number is equal to two. Note that the total zero-mode number is a product of zero-mode numbers on $T^2/Z_2$ and other four-dimensional compact space. Thus, the flavor structure, i.e. mass ratios and mixing angles, is determined by configuration on $T^2/Z_2$, although other four-dimensional compact space contributes only on an overall factor of mass matrix.

Two zero-modes can be realized by D-brane instantons with proper magnetic fluxes and SS phases as reviewed in section 2.2. These are shown in Table 5. In addition, the neutrinos must have non-vanishing 3-point couplings $d^{ij}_a$ with the zero-modes, $\beta_i$ and $\gamma_j$. That leads the following conditions:

$$M_{\beta} \pm M_{\gamma} = \pm M_N, \quad (\alpha_1, \alpha_\tau)_\beta + (\alpha_1, \alpha_\tau)_\gamma = (\alpha_1, \alpha_\tau)_N,$$

(20)
where $M_\beta, M_\gamma, M_N$ are magnetic fluxes in zero-mode equations of $\beta_i, \gamma_i$, neutrinos $N_a$, and $(\alpha_1, \alpha_\tau)_\beta, (\alpha_1, \alpha_\tau)_\gamma, (\alpha_1, \alpha_\tau)_N$ are SS phases in boundary conditions of $\beta_i, \gamma_j$, neutrinos $N_a$, respectively. Note that the SS phases $(\alpha_1, \alpha_\tau)$ are defined modulo integer. Furthermore, 3-point couplings $d_{ij}^a$ are allowed only if the product of $Z_2$ parities of $\beta_i, \gamma_j$, and neutrinos $N_a$, is $Z_2$-even. Thus, when we fix magnetic fluxes, SS phases and $Z_2$ parities for $\beta_j$ and $\gamma_j$, those are determined for neutrinos. Then, we can find the generation number of neutrinos, which can gain mass terms through the D-brane instanton effects. Such generation numbers are shown in Table 6 for $M_N = M_\beta + M_\gamma$. When $M_N = |M_\beta - M_\gamma|$, the neutrino generation number is 0 or 1.

| $\beta_i, \gamma_j$ | $(\alpha_1, \alpha_\tau : M_{\beta, \gamma}, Z_2$ parity) |
|---------------------|-----------------------------------------------------|
| i                   | (0,0:2,E)                                            |
| ii                  | (0,0:3,E)                                            |
| iii                 | (0,0:5,O)                                            |
| iv                  | (0,0:6,O)                                            |
| v                   | (1/2,0:3,E)                                          |
| vi                  | (0,1/2:3,E)                                          |
| vii                 | (1/2,0:4,E)                                          |
| viii                | (0,1/2:4,E)                                          |
| ix                  | (1/2,0:4,O)                                          |
| x                   | (0,1/2:4,O)                                          |
| xi                  | (1/2,0:5,O)                                          |
| xii                 | (0,1/2:5,O)                                          |
| xiii                | (1/2,1/2:4,E)                                        |
| xiv                 | (1/2,1/2:5,E)                                        |
| xv                  | (1/2,1/2:3,O)                                        |
| xvi                 | (1/2,1/2:4,O)                                        |

Table 5: Configurations leading to two zero-modes for $\beta_i$ and $\gamma_j$. 
| $\beta_i \backslash \gamma_j$ | i   | ii  | iii | iv  | v   | vi  | vii | viii | ix  | x   | xi  | xii | xiii | xiv | xv  | xvi |
|-----------------------------|-----|-----|-----|-----|-----|-----|-----|------|-----|-----|-----|-----|------|-----|-----|-----|
| i                           | 3   | 3   | 3   | 3   | 3   | 3   | 3   | 3    | 3   | 3   | 3   | 3   | 3    | 3   | 3   | 3   |
| ii                          | 3   | 4   | 3   | 4   | 3   | 4   | 3   | 3    | 4   | 3   | 4   | 3   | 4    | 3   | 4   | 3   |
| iii                         | 3   | 3   | 6   | 6   | 4   | 4   | 4   | 5    | 5   | 5   | 5   | 5   | 5    | 5   | 4   | 4   |
| iv                          | 3   | 4   | 6   | 7   | 4   | 4   | 5   | 5    | 5   | 5   | 6   | 6   | 5    | 6   | 4   | 5   |
| v                           | 3   | 3   | 4   | 4   | 4   | 3   | 4   | 3    | 4   | 4   | 3   | 4   | 4    | 3   | 3   | 3   |
| vi                          | 3   | 3   | 4   | 4   | 3   | 4   | 4   | 3    | 4   | 3   | 4   | 3   | 4    | 4   | 3   | 3   |
| vii                         | 3   | 4   | 4   | 5   | 4   | 3   | 5   | 4    | 3   | 4   | 5   | 4   | 5    | 4   | 3   | 4   |
| viii                        | 3   | 4   | 4   | 5   | 3   | 4   | 4   | 5    | 4   | 3   | 5   | 4   | 4    | 5   | 3   | 4   |
| ix                          | 3   | 3   | 5   | 5   | 3   | 4   | 3   | 4    | 5   | 4   | 5   | 4   | 4    | 4   | 4   | 4   |
| x                           | 3   | 3   | 5   | 5   | 4   | 3   | 4   | 3    | 4   | 5   | 4   | 5   | 4    | 4   | 4   | 4   |
| xi                          | 3   | 4   | 5   | 6   | 3   | 4   | 4   | 5    | 5   | 4   | 6   | 5   | 4    | 5   | 4   | 5   |
| xii                         | 3   | 4   | 5   | 6   | 4   | 3   | 5   | 4    | 4   | 5   | 5   | 6   | 4    | 5   | 4   | 5   |
| xiii                        | 3   | 3   | 5   | 5   | 4   | 4   | 4   | 4    | 4   | 4   | 5   | 5   | 5    | 3   | 3   | 3   |
| xiv                         | 3   | 4   | 5   | 6   | 4   | 4   | 5   | 5    | 4   | 4   | 5   | 5   | 6    | 3   | 4   | 4   |
| xv                          | 3   | 3   | 4   | 4   | 3   | 3   | 3   | 3    | 4   | 4   | 4   | 4   | 3    | 3   | 4   | 4   |
| xvi                         | 3   | 4   | 4   | 5   | 3   | 3   | 4   | 4    | 4   | 4   | 5   | 5   | 3    | 4   | 4   | 5   |

Table 6: The neutrino generation numbers for combinations of zero-modes $\beta_i$ and $\gamma_j$. 
Table 7 shows the combination numbers of zero-modes $\beta_i$ and $\gamma_j$ for the neutrino generation numbers. That implies that the three and four generations are statistically favored. Their probabilities are 32% and 42%.

Similarly, Table 8 shows the combination numbers of zero-modes $\beta_i$ and $\gamma_j$ for the neutrino generation numbers such that the neutrino sector has vanishing SS phases. It means the combinations of $\beta_i$ and $\gamma_j$ corresponding to the SS phases, $(0,0)$ and $(0,0)$, $(1/2, 1/2)$ and $(1/2, 1/2)$, $(1/2, 0)$ and $(1/2, 0)$, $(0, 1/2)$ and $(0, 1/2)$. Again, the three and four generations are statistically favored. Their probabilities are about 42% and 28%.

| neutrino generation number | 3   | 4   | 5   | 6   | 7   |
|----------------------------|-----|-----|-----|-----|-----|
| combination number of $\beta$ and $\gamma$ | 81  | 108 | 54  | 12  | 1   |

Table 7: The combination numbers of zero-modes $\beta_i$ and $\gamma_j$ for the neutrino generation numbers. The number of all the possible combinations $\beta_i$ and $\gamma_j$ is equal to 256.

| neutrino generation number | 3   | 4   | 5   | 6   | 7   |
|----------------------------|-----|-----|-----|-----|-----|
| combination number of $\beta$ and $\gamma$ | 27  | 18  | 12  | 6   | 1   |

Table 8: The combination numbers of zero-modes $\beta_i$ and $\gamma_j$ for the neutrino generation numbers such that the neutrino sector has vanishing SS phases. The number of all the possible combinations $\beta_i$ and $\gamma_j$ is equal to 64.

### 4 Majorana neutrino mass matrices

Here we show explicitly Majorana neutrino mass matrices induced by D-brane instanton effects. We restrict ourselves the three-generation models, where neutrinos correspond to zero-modes with vanishing SS phases.

#### 4.1 Neutrino mass terms

In the previous sections, we have shown possible D-brane configurations, where Majorana neutrino mass terms can be induced by D-brane instanton effects. All of the possible effects can contribute on neutrino mass terms for a fixed configuration of D-branes $D_{N1}$ and $D_{N2}$.

When the neutrinos appear as three $\mathbb{Z}_2$ even zero-modes corresponding to the magnetic flux $M_N = 4$ and 5, D-brane instanton effects to generate Majorana neutrino masses are unique as shown in subsections 4.2 and 4.4. On the other hand, when neutrinos appear as three $\mathbb{Z}_2$ odd zero-modes corresponding to the magnetic flux $M_N = 7$ and 8, the total mass terms are
written by linear combinations with the factor $e^{-S_{cl}(D_{inst}, M_{inst})}$. When neutrinos correspond to the magnetic flux $M_N = 8$, their mass matrix is written by
\begin{equation}
M_{ab} = e^{-S_{cl}(D_{inst}, M^{(2-6-8)}_{inst})} m_{ab}^{(2-6-8)} + \sum_{(a_1, a_\tau)} e^{-S_{cl}(D_{inst}, M^{(3-5-8)}_{inst})} m_{ab}^{(3-5-8)(a_1, a_\tau)} + \sum_{(a_1, a_\tau)} e^{-S_{cl}(D_{inst}, M^{(4-4-8)}_{inst})} m_{ab}^{(4-4-8)(a_1, a_\tau)}.
\end{equation}
(21)

Here, $M^{(2-6-8)}_{inst}$ denotes the magnetic flux on the D-brane instanton to realize the case with $(M_\beta, M_\gamma, M_N) = (2, 6, 8)$, which is denoted in short by the 2-6-8 case. Other notations such as $M^{(3-5-8)}_{inst}$ and $M^{(4-4-8)}_{inst}$ have similar meaning. Note that we can shift the magnetic fluxes on $D_{N1}$, $D_{N2}$ and $D_{inst}$-branes by constant to make their differences invariant and realize the 2-6-8 case. For example, when we chose magnetic fluxes on $D_{N1}$ and $D_{N2}$-branes such that $M^{(2-6-8)}_{inst} = 0$ and $M^{(3-5-8)}_{inst}, M^{(4-4-8)}_{inst} \neq 0$, the first term is dominant, and other terms are exponentially suppressed,
\begin{equation}
M_{ab} \approx e^{-S_{cl}(D_{inst}, 0)} m_{ab}^{(2-6-8)}.
\end{equation}
(22)

Similarly, when $M_N = 7$, the mass matrix is written by
\begin{equation}
M_{ab} = e^{-S_{cl}(D_{inst}, M^{(2-5-7)}_{inst})} m_{ab}^{(2-5-7)} + \sum_{(a_1, a_\tau)} e^{-S_{cl}(D_{inst}, M^{(3-4-7)}_{inst})}.
\end{equation}
(23)

Under the choice $M^{(2-5-7)}_{inst} = 0$ and $M^{(3-4-7)}_{inst} \neq 0$, we can approximate
\begin{equation}
M_{ab} \approx e^{-S_{cl}(D_{inst}, 0)} m_{ab}^{(2-5-7)}.
\end{equation}
(24)

### 4.2 Neutrino sector with $M_N = 4$

Here, we study the mass matrix of the neutrino sector with $M_N = 4$. The only possibility is the 2-2-4 case which is constructed as follows. Two independent zero-modes for both $\beta_i$ and $\gamma_j$ are obtained by taking even wavefunctions under the magnetic flux, $M_\beta = M_\gamma = 2$. For the neutrino sector, three independent zero-modes are obtained by taking even wavefunctions under the magnetic flux, $M_N = 4$. Wavefunctions for $\beta_i$ and $\gamma_j$ are given by
\begin{equation}
\psi_{T^2/Z^2_2}^{(0,0),2}(z) = \psi_{T^2}^{(0,0),2}(z),
\psi_{T^2/Z^2_2}^{(1,0),2}(z) = \psi_{T^2}^{(1,0),2}(z).
\end{equation}
(25)

Wavefunctions for the neutrino sector are given by
\begin{equation}
\psi_{T^2/Z^2_2}^{(0,0),4}(z) = \psi_{T^2}^{(0,0),4}(z),
\psi_{T^2/Z^2_2}^{(1,0),4}(z) = \frac{1}{\sqrt{2}}(\psi_{T^2}^{(1,0),4}(z) + \psi_{T^2}^{(3,0),4}(z)),
\psi_{T^2/Z^2_2}^{(2,0),4}(z) = \psi_{T^2}^{(2,0),4}(z).
\end{equation}
(26)
From the above wavefunctions, the $d$ matrices can be computed to give

$$d_1 = c_{(2-2-4)} \begin{pmatrix} \eta_0^{(16)} + \eta_8^{(16)} & 0 \\ 0 & \eta_4^{(16)} + \eta_{12}^{(16)} \end{pmatrix},$$

$$d_2 = c_{(2-2-4)} \sqrt{2} \begin{pmatrix} 0 & \eta_2^{(16)} + \eta_{10}^{(16)} \\ \eta_2^{(16)} + \eta_{10}^{(16)} & 0 \end{pmatrix},$$

$$d_3 = c_{(2-2-4)} \begin{pmatrix} \eta_4^{(16)} + \eta_{12}^{(16)} & 0 \\ 0 & \eta_0^{(16)} + \eta_8^{(16)} \end{pmatrix},$$

where we have defined

$$\eta^{(n)}_N = \vartheta \begin{bmatrix} N \\ n \end{bmatrix} (0, n \tau).$$

(28)

The explicit form of the overall constant factor $c_{(2-2-4)}$ is shown by Eq. (11). The mass matrix is then given by

$$m^{(2-2-4)} = c_{(2-2-4)}^2 \begin{pmatrix} X_3 & 0 & X_1 \\ 0 & -\sqrt{2}X_2 & 0 \\ X_1 & 0 & X_3 \end{pmatrix},$$

(29)

where $X_i \ (i = 1, 2, 3)$ are defined as

$$X_1 = (\eta_0^{(16)} + \eta_8^{(16)})^2 + (\eta_4^{(16)} + \eta_{12}^{(16)})^2,$$

$$X_2 = \frac{1}{\sqrt{2}} \left( (\eta_2^{(16)} + \eta_{10}^{(16)}) + (\eta_6^{(16)} + \eta_{14}^{(16)}) \right)^2,$$

$$X_3 = 2(\eta_0^{(16)} + \eta_8^{(16)})(\eta_4^{(16)} + \eta_{12}^{(16)}).$$

Next, we investigate the modular transformation behavior of $m^{(2-2-4)}$. Under the $S$-transformation, $\tau \to -\frac{1}{\tau}$, $X_i \ (i = 1, 2, 3)$ are transformed as,

$$\begin{pmatrix} X_1 \\ X_2 \\ X_3 \end{pmatrix} \xrightarrow{S} (-\tau)^{\frac{i}{2}} \begin{pmatrix} 1 & \sqrt{2} & 1 \\ \sqrt{2} & 0 & -\sqrt{2} \\ 1 & -\sqrt{2} & 1 \end{pmatrix} \begin{pmatrix} X_1 \\ X_2 \\ X_3 \end{pmatrix}. $$

(31)

Under the $T$-transformation, $\tau \to \tau + 1$,

$$\begin{pmatrix} X_1 \\ X_2 \\ X_3 \end{pmatrix} \xrightarrow{T} \begin{pmatrix} 1 & 0 & 0 \\ 0 & i & 0 \\ 0 & 0 & -1 \end{pmatrix} \begin{pmatrix} X_1 \\ X_2 \\ X_3 \end{pmatrix}. $$

(32)

From the above results, it can be seen that $X_1, X_2, \text{ and } X_3$ are modular forms of the weight 1 and behave as a triplet of the group $S'_4$. \footnote{\( \Gamma_4 \simeq S'_4 \simeq \Delta'(24) \) is the double covering group of $\Gamma_4 \simeq S_4 \simeq \Delta(24)$.}
Eigenvalues of \( \mathbf{m}^{(2-2-4)} \) are given by
\[
\lambda_1 = c_{(2-2-4)}^2 (X_1 + X_3) = c_{(2-2-4)}^2 \left( (\eta_0^{(16)}) + (\eta_8^{(16)}) + (\eta_4^{(16)}) + (\eta_{12}^{(16)}) \right)^2,
\]
\[
\lambda_2 = -c_{(2-2-4)}^2 \sqrt{2} X_2 = -c_{(2-2-4)}^2 \left( (\eta_2^{(16)}) + (\eta_{10}^{(16)}) + (\eta_6^{(16)}) + (\eta_{14}^{(16)}) \right)^2,
\]
\[
\lambda_3 = c_{(2-2-4)}^2 (X_3 - X_1) = -c_{(2-2-4)}^2 \left( (\eta_0^{(16)}) - (\eta_4^{(16)}) + (\eta_{12}^{(16)}) \right)^2.
\]

They can be approximated at large \( \text{Im}\tau \) as
\[
\lambda_1 \approx c_{(2-2-4)}^2 (\eta_0^{(16)})^2 \approx c_{(2-2-4)}^2 (1 + \cdots),
\]
\[
\lambda_2 \approx -c_{(2-2-4)}^2 4 (\eta_2^{(16)})^2 \approx -4 c_{(2-2-4)}^2 (e^{\frac{\pi i}{2}} + \cdots),
\]
\[
\lambda_3 \approx -c_{(2-2-4)}^2 (\eta_0^{(16)})^2 \approx -c_{(2-2-4)}^2 (1 + \cdots).
\]

The diagonalizing matrix \( P \) for \( \forall \tau \) satisfying \( P^T \mathbf{m}^{(2-2-4)} P = \text{diag}(\lambda_1, \lambda_2, \lambda_3) \) is
\[
P = \begin{pmatrix} \frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} \\ 0 & 1 & 0 \\ -\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \end{pmatrix},
\]
showing that the mixing angle is 45°. Note that the mass eigenstates become \( \mathbb{Z}_2 \)-twisted and \( \mathbb{Z}_2 \)-shifted eigenstates\( ^4 \). Figures 1 and 2 show the \( \text{Im}\tau \) dependence \( (\sqrt{1 - (\text{Re}\tau)^2} \leq \text{Im}\tau \leq 2) \) of the absolute values of the mass eigenvalues \( \lambda_i \) \( (i = 1, 2, 3) \) in Eq. (33) at \( \text{Re}\tau = 0 \) and \( \text{Re}\tau = 1/2 \), respectively. Here, we set \( c_{(2-2-4)} = 1 \) for simplicity.

---

\( ^4 \)They can be defined in \( M \in 4\mathbb{Z} \). See in detail Refs. [24,25].
We can check if \( \lambda \) is required that \( \lambda \cdot T \lambda \). In other words, each mass eigenvalue \( \lambda \) is transformed under \( S \)-transformation as, 
\[
\begin{pmatrix}
\lambda_1 \\
\lambda_2 \\
\lambda_3
\end{pmatrix}
\xrightarrow{T}
\begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
\lambda_1 \\
\lambda_2 \\
\lambda_3
\end{pmatrix}. 
\tag{36}
\]
Thus, in order for \( \lambda \) (\( k = 1, 2, 3 \)) at \( \tau = i \) to be invariant under \( S \)-transformation, it should be required that \( \lambda_2 = \lambda_3 \) at \( \tau = i \). Actually, by using the following relation,
\[
\eta_n^{(n)} (-1/\tau) = \sqrt{-i\tau} \sum_{n'=0}^{n-1} e^{2\pi i n n'} \eta_n^{(n)}(\tau), 
\tag{37}
\]
we can check
\[
(\eta_6^{(16)} + \eta_8^{(16)}) - (\eta_4^{(16)} + \eta_12^{(16)}) = (\eta_2^{(16)} + \eta_10^{(16)}) + (\eta_6^{(16)} + \eta_14^{(16)}), \quad (\tau = i) 
\tag{38}
\]
and then \( \lambda_2 = \lambda_3 \) is satisfied at \( \tau = i \).

Second, we can find \( |\lambda_1| = |\lambda_3| \) and \( |\lambda_2| \rightarrow 0 \) at \( \tau \rightarrow i\infty \). It can be explained by considering that the limit \( \tau = i\infty \) is invariant under \( T \)-transformation. In other words, each mass eigenvalue \( \lambda_k \) (\( k = 1, 2, 3 \)) at \( \tau = i\infty \) must be invariant under \( T \)-transformation. However, from Eqs (34) and (35), \( \lambda_k \) (\( k = 1, 2, 3 \)) are transformed under \( T \)-transformation as,
\[
\begin{pmatrix}
\lambda_1 \\
\lambda_2 \\
\lambda_3
\end{pmatrix}
\xrightarrow{T}
\begin{pmatrix}
0 & 0 & -1 \\
0 & i & 0 \\
-1 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\lambda_1 \\
\lambda_2 \\
\lambda_3
\end{pmatrix}. 
\tag{39}
\]
Thus, in order for \( \lambda_k \) (\( k = 1, 2, 3 \)) at \( \tau = i\infty \) to be invariant under \( T \)-transformation, it should be required that \( \lambda_1 = -\lambda_3 \) and \( \lambda_2 = i\lambda_2 \Leftrightarrow \lambda_2 = 0 \) at \( \tau = i\infty \). Actually, \( \lambda_k \) (\( k = 1, 2, 3 \)) in Eq. (34) at \( \tau \rightarrow i\infty \) are estimated as \( \lambda_1 = -\lambda_3 \rightarrow 1 \) and \( \lambda_2 \rightarrow 0 \).

Third, we can find \( |\lambda_1| = |\lambda_3| \) at \( \tau = \frac{1}{2} + i\imath \). It can be explained by considering that \( \tau = \frac{1}{2} + i\imath \) is invariant under \( T \)-transformation and \( CP \)-transformation, where \( CP : \tau \rightarrow -\bar{\tau} \). In other words, each mass eigenvalue \( \lambda_k \) (\( k = 1, 2, 3 \)) at \( \tau = \frac{1}{2} + i\imath \) must be invariant under \( T \cdot CP \)-transformation. Here, we can easily check that
\[
CP : \lambda_k(\tau) \rightarrow \lambda_k(-\bar{\tau}) = \lambda_k^*(\tau), \quad (k = 1, 2, 3). 
\tag{40}
\]
Then, \( \lambda_k \) (\( k = 1, 2, 3 \)) are transformed under \( T \cdot CP \)-transformation as,
\[
\begin{pmatrix}
\lambda_1 \\
\lambda_2 \\
\lambda_3
\end{pmatrix}
\xrightarrow{T \cdot CP}
\begin{pmatrix}
0 & 0 & -1 \\
0 & i & 0 \\
-1 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\lambda_1 \\
\lambda_2 \\
\lambda_3
\end{pmatrix}. 
\tag{41}
\]
Thus, in order for \( \lambda_k \) \((k = 1, 2, 3)\) at \( \tau = \frac{1}{2} + i \text{Im}\tau \) to be invariant under \( T \cdot CP \)-transformation, it should be required that \( \lambda_1 = -\lambda_3^* \) and \( \lambda_2 = i\lambda_2^* \) at \( \tau = \frac{1}{2} + i \text{Im}\tau \). Actually, \( \lambda_k \) \((k = 1, 2, 3)\) in Eq. (33) at \( \tau = \frac{1}{2} + i \text{Im}\tau \) are expressed as,

\[
\begin{align*}
\lambda_1 &= \left( (|\eta_0^{(16)}| + |\eta_8^{(16)}) + i(|\eta_4^{(16)}| + |\eta_{12}^{(16)}|) \right)^2, \\
\lambda_2 &= -4e^{\frac{\pi i}{6}} \left( |\eta_2^{(16)}| - |\eta_{10}^{(16)}| \right)^2, \\
\lambda_3 &= -\left( (|\eta_6^{(16)}| + |\eta_8^{(16)}|) - i(|\eta_4^{(16)}| + |\eta_{12}^{(16)}|) \right)^2,
\end{align*}
\]

and then they satisfy \( \lambda_1 = -\lambda_3^* \) and \( \lambda_2 = i\lambda_2^* \).

Fourth, we can find \(|\lambda_1| = |\lambda_2| = |\lambda_3|\) at \( \tau = \frac{1}{2} + \frac{\sqrt{3}}{2} i \). It can be explained by considering that the point \( \tau = \frac{1}{2} + \frac{\sqrt{3}}{2} i \) is invariant under \( ST^{-1} \)-transformation. In other words, each mass eigenvalue \( \lambda_k \) \((k = 1, 2, 3)\) at \( \tau = \frac{1}{2} + \frac{\sqrt{3}}{2} i \) must be invariant under \( ST^{-1} \)-transformation. However, \( \lambda_k \) \((k = 1, 2, 3)\) at \( \tau = \frac{1}{2} + \frac{\sqrt{3}}{2} i \) are transformed under \( ST^{-1} \)-transformation as,

\[
\begin{pmatrix}
\lambda_1 \\
\lambda_2 \\
\lambda_3
\end{pmatrix}
\xrightarrow{ST^{-1}}
\begin{pmatrix}
0 & 0 & e^{-\frac{5\pi i}{6}} \\
0 & e^{-\frac{\pi i}{6}} & 0 \\
0 & 0 & e^{-\frac{\pi i}{2}}
\end{pmatrix}
\begin{pmatrix}
\lambda_1 \\
\lambda_2 \\
\lambda_3
\end{pmatrix}.
\]

Thus, in order for \( \lambda_k \) \((k = 1, 2, 3)\) at \( \tau = \frac{1}{2} + \frac{\sqrt{3}}{2} i \) to be invariant under \( ST^{-1} \)-transformation, it should be required that \( \lambda_1 = e^{\frac{5\pi i}{6}} \lambda_2 = e^{-\frac{5\pi i}{6}} \lambda_3 \) at \( \tau = \frac{1}{2} + \frac{\sqrt{3}}{2} i \). Actually, this can be also checked explicitly by considering \( \tau = \frac{1}{2} + \frac{\sqrt{3}}{2} i \) is invariant under \( ST^{-1} \)-transformation. Note that \( \lambda_1 = -\lambda_3^* \) and \( \lambda_2 = i\lambda_2^* \) should be also satisfied and actually they are consistent with \( \lambda_1 = e^{\frac{5\pi i}{6}} \lambda_2 = e^{-\frac{5\pi i}{6}} \lambda_3 \).

### 4.3 Neutrino sector with \( M_N = 8 \)

Here, we study mass matrix of the neutrino sector with \( M_N = 8 \). For this neutrino sector, the mass terms can be induced by several cases, i.e. the 2-6-8 case, the 3-5-8 case, and the 4-4-8 case.

#### 4.3.1 2-6-8 Case

In the 2-6-8 case, we take even wavefunctions under \( M_\beta = 2 \) and odd wavefunctions under \( M_\gamma = 6 \), for \( \beta_i \) and \( \gamma_j \) respectively. For the neutrino sector, we take odd wavefunctions under \( M_N = 8 \). The \( d \) matrices are given by

\[
d_1 = c_{(2-6-8)} \begin{pmatrix} A_1 & 0 \\ 0 & A_3 \end{pmatrix},
\quad d_2 = c_{(2-6-8)} \begin{pmatrix} 0 & A_2 \\ A_2 & 0 \end{pmatrix},
\quad d_3 = c_{(2-6-8)} \begin{pmatrix} A_3 & 0 \\ 0 & A_1 \end{pmatrix}.
\]
Here, $A_i (i = 1, 2, 3)$ are defined as
\[
A_1 = (\eta^{(96)}_2 - \eta^{(96)}_{14}) - (\eta^{(96)}_{34} - \eta^{(96)}_{16}),
\]
\[
A_2 = (\eta^{(96)}_4 - \eta^{(96)}_{28}) - (\eta^{(96)}_{20} - \eta^{(96)}_{46}),
\]
\[
A_3 = (\eta^{(96)}_{10} - \eta^{(96)}_{22}) - (\eta^{(96)}_{26} - \eta^{(96)}_{38}).
\] (45)

The mass matrix is then given by
\[
\mathbf{m}^{(2-6-8)} = c^2_{(2-6-8)} \begin{pmatrix}
X_3 & 0 & X_1 \\
0 & -\sqrt{2}X_2 & 0 \\
X_1 & 0 & X_3
\end{pmatrix},
\] (46)

where $X_i (i = 1, 2, 3)$ are defined as
\[
X_1 = (A_1)^2 + (A_3)^2,
\]
\[
X_2 = \sqrt{2}(A_2)^2,
\]
\[
X_3 = 2A_1A_3.
\] (47)

Next, let us investigate the modular transformation behavior of the mass matrix, $\mathbf{m}^{(2-6-8)}$. Under the $S$-transformation, $\tau \to -\frac{1}{\tau}$, $X_i (i = 1, 2, 3)$ are transformed as,
\[
\begin{pmatrix}
X_1 \\
X_2 \\
X_3
\end{pmatrix} \xrightarrow{S} \left(-\tau\right)^i \frac{1}{2} \begin{pmatrix}
1 & \sqrt{2} & 1 \\
\sqrt{2} & 0 & -\sqrt{2} \\
1 & -\sqrt{2} & 1
\end{pmatrix}
\begin{pmatrix}
X_1 \\
X_2 \\
X_3
\end{pmatrix}.
\] (48)

Under the $T$-transformation, $\tau \to \tau + 1$,
\[
\begin{pmatrix}
X_1 \\
X_2 \\
X_3
\end{pmatrix} \xrightarrow{T} e^{i\pi} \begin{pmatrix}
1 & 0 & 0 \\
0 & e^{i\pi} & 0 \\
0 & 0 & -1
\end{pmatrix}
\begin{pmatrix}
X_1 \\
X_2 \\
X_3
\end{pmatrix}.
\] (49)

From the above results, it can be seen that $X_1, X_2,$ and $X_3$ are modular forms of the weight 1 and behave as a triplet of the group $\Delta'(96) \times \mathbb{Z}_3$.

### 4.3.2 3-5-8 Case

In the 3-5-8 case, there are four possible variations with different SS phases, (0,0), (1/2,0), (0,1/2), and (1/2,1/2). The sum of four mass matrices in equal ratio is given by
\[
\mathbf{m}^{(3-5-8)} = \mathbf{m}^{(3-5-8)(0,0)} + \mathbf{m}^{(3-5-8)(1/2,0)} + \mathbf{m}^{(3-5-8)(0,1/2)} + \mathbf{m}^{(3-5-8)(1/2,1/2)}
\]
\[
= c^2_{(3-5-8)} \begin{pmatrix}
Y_3 & 0 & Y_1 \\
0 & -\sqrt{2}Y_2 & 0 \\
Y_1 & 0 & Y_3
\end{pmatrix}.
\] (50)

---

5 $\Delta'(96) \simeq (\mathbb{Z}_4 \times \mathbb{Z}_4') \times \mathbb{Z}_3 \times \mathbb{Z}_4$, which is the double covering group of $\Delta(96) \subset \Gamma_8$, is a subgroup of $\Gamma_8'$ [26].

6 In particular, $m_{12}^{(3-5-8)}$ and $m_{23}^{(3-5-8)}$ (as well as $m_{21}^{(3-5-8)}$ and $m_{32}^{(3-5-8)}$) are canceled each other by those components of $\mathbf{m}^{(3-5-8)(\alpha_1,0)}$ and $\mathbf{m}^{(3-5-8)(\alpha_1,1/2)}$ with $\alpha_1 = 0, 1/2$. 

---
Here, $Y_1, Y_2$ and $Y_3$ are defined as

\[
Y_1 = 2\sqrt{2}(D_9 \tilde{D}_{37} + D_{33} \tilde{D}_{-11} + D_{-3} \tilde{D}_1 + D_{21} \tilde{D}_{-47}), \\
Y_2 = 4(E_{-6} \tilde{E}_{-2} - E_{42} \tilde{E}_{34}), \\
Y_3 = 2\sqrt{2}(D_9 \tilde{D}_{-47} + D_{33} \tilde{D}_1 + D_{21} \tilde{D}_{37} + D_{-3} \tilde{D}_{-11}),
\]

(51)

where $D_N, E_N, \tilde{D}_N,$ and $\tilde{E}_N$ are given by

\[
D_N = \eta_N^{(120)} - \eta_N^{(120)}, \\
E_N = \eta_N^{(120)} - \eta_N^{(120)}, \\
\tilde{D}_N = D_N + D_{N+40}, \\
\tilde{E}_N = E_N + E_{N+40}.
\]

(52)

Under the modular transformation, $Y_1, Y_2,$ and $Y_3$ are modular forms of the weight 1 and behave as a triplet of the group $\Delta'(96) \times \mathbb{Z}_3$.

### 4.3.3 4-4-8 Case

In the 4-4-8 case, there are three possible variations with different SS phases, $(1/2,0), (0,1/2),$ and $(1/2,1/2)$. The sum of three mass matrices in equal ratio is given by

\[
m^{(4-4-8)} = m^{(4-4-8)(1/2,0)} + m^{(4-4-8)(0,1/2)} + m^{(4-4-8)(1/2,1/2)}
\]

\[
= c^{(4-4-8)} \begin{pmatrix} \sqrt{2}Z_6 - Z_3 & 0 & Z_1 + \sqrt{2}(Z_2 + Z_4) \\ 0 & -2(Z_1 + Z_5) & 0 \\ Z_1 + \sqrt{2}(Z_2 + Z_4) & 0 & \sqrt{2}Z_6 - Z_3 \end{pmatrix}.
\]

(53)

Here, $Z_i$ ($i = 1, 2, 3, 4, 5, 6$) are defined as

\[
Z_1 = (B_1)^2 + (B_3)^2, \quad Z_2 = \frac{1}{2\sqrt{2}}(B_0 - B_4)^2, \quad Z_3 = -2B_1B_3, \\
Z_4 = \frac{1}{2\sqrt{2}}(B_0 + B_4)^2, \quad Z_5 = B_2(B_0 + B_4), \quad Z_6 = \sqrt{2}(B_2)^2,
\]

(54)

where $B_N$ is given by

\[
B_N = \eta_N^{(128)} + \eta_N^{(128)} + \eta_N^{(128)} + \eta_N^{(128)}.
\]

(55)

Under the modular transformation, $Z_i$ ($i = 1, 2, 3, 4, 5, 6$) are modular forms of the weight 1. It can be verified that $Z_i$ ($i = 1, 2, 3$) behave as a triplet of the group $\Delta'(96)$. On the other hand, $Z_i$ ($i = 4, 5, 6$) behave as a triplet of the group $S'_4 \subset \Delta'(96)$.

### 4.3.4 Total mass matrix and its eigenvalues

Recall that the total mass matrix $M^{(M_N=8)}$ is given by the sum of $m^{(2-6-8)}, m^{(4-4-8)},$ and $m^{(3-5-8)}$ which are weighted by the factor $e^{-S_{\text{cl}}(D_{\text{inst}}, M_{\text{inst}})}$ as shown in Eq. (21). In fact,
\(M^{(M_N=8)}\) is diagonalized by the bimaximal mixing matrix,

\[
P = \begin{pmatrix}
\frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} \\
0 & 1 & 0 \\
\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}}
\end{pmatrix},
\]

meaning that we have \(P^T M^{(M_N=8)} P = \text{diag}(\lambda_1^{(M_N=8)}, \lambda_2^{(M_N=8)}, \lambda_3^{(M_N=8)})\) independent of the factor \(e^{-S_{cl}(M^{(2-6-8)}_\text{inst},M^{(3-5-8)}_\text{inst})}\) as well as the modulus \(\tau\). This follows from the fact that Eq. (46), Eq. (50), and Eq. (76) are all separately diagonalized by Eq. (56) for \(\forall \tau\). Note that the mass eigenstates become \(\mathbb{Z}_2\)-twisted and \(\mathbb{Z}_2\)-shifted eigenstates. Let us denote the eigenvalues of \(m^{(2-6-8)}\) by \(\lambda_i^{(2-6-8)}\) \((i = 1, 2, 3)\). We understand \(\lambda_i^{(3-5-8)}\) and \(\lambda_i^{(4-4-8)}\) in the same way. Then, eigenvalues \(\lambda_i^{(M_N=8)}\) are given by

\[
\lambda_i^{(M_N=8)} = e^{-S_{cl}(M^{(2-6-8)}_\text{inst},M^{(3-5-8)}_\text{inst})}\lambda_i^{(2-6-8)} + e^{-S_{cl}(M^{(3-5-8)}_\text{inst},M^{(4-4-8)}_\text{inst})}\lambda_i^{(3-5-8)} + e^{-S_{cl}(M^{(4-4-8)}_\text{inst},M^{(4-4-8)}_\text{inst})}\lambda_i^{(4-4-8)},
\]

where

\[
\begin{align*}
\lambda_1^{(2-6-8)} &= c_{(2-6-8)}^2 (X_1 + X_3) = c_{(2-6-8)}^2 (A_1 + A_3)^2, \\
\lambda_2^{(2-6-8)} &= -c_{(2-6-8)}^2 \sqrt{2} X_2 = -c_{(2-6-8)}^2 (A_2)^2, \\
\lambda_3^{(2-6-8)} &= c_{(2-6-8)}^2 (X_3 - X_1) = -c_{(2-6-8)}^2 (A_1 - A_3)^2,
\end{align*}
\]

\[
\begin{align*}
\lambda_1^{(3-5-8)} &= c_{(3-5-8)}^2 (Y_1 + Y_3) \\
&= c_{(3-5-8)}^2 2\sqrt{2} \left( (D_9 + D_{21})(\tilde{D}_{37} + \tilde{D}_{47}) + (D_{33} + D_{-3})(\tilde{D}_{-11} + \tilde{D}_1) \right), \\
\lambda_2^{(3-5-8)} &= -c_{(3-5-8)}^2 \sqrt{2} Y_2 \\
&= -c_{(3-5-8)}^2 4\sqrt{2}(E_{-6}\tilde{E}_{-2} - E_{42}\tilde{E}_{34}), \\
\lambda_3^{(3-5-8)} &= c_{(3-5-8)}^2 (Y_3 - Y_1) \\
&= -c_{(3-5-8)}^2 2\sqrt{2} \left( (D_9 - D_{21})(\tilde{D}_{37} - \tilde{D}_{47}) + (D_{33} - D_{-3})(\tilde{D}_{-11} - \tilde{D}_1) \right),
\end{align*}
\]

\[
\begin{align*}
\lambda_1^{(4-4-8)} &= c_{(4-4-8)}^2 \left( \sqrt{2}(Z_2 + Z_4 + Z_6) + (Z_1 - Z_3) \right) \\
&= c_{(4-4-8)}^2 \left( (B_0^2 + B_4^2 + 2B_2^2) + (B_1 + B_3)^2 \right), \\
\lambda_2^{(4-4-8)} &= -c_{(4-4-8)}^2 2(Z_1 + Z_5) \\
&= -c_{(4-4-8)}^2 2 \left( (B_1)^2 + (B_3)^2 + B_2(B_0 + B_4) \right), \\
\lambda_3^{(4-4-8)} &= c_{(4-4-8)}^2 \left( \sqrt{2}(Z_6 - Z_2 - Z_4) - (Z_1 + Z_3) \right) \\
&= -c_{(4-4-8)}^2 \left( (B_0^2 + B_1^2 - 2B_2^2) + (B_1 - B_3)^2 \right).
\end{align*}
\]
They can be approximated by

\[ \lambda_1^{(2-6-8)} \approx c_{(2-6-8)}^2 (\eta_2^{(96)})^2 \approx c_{(2-6-8)}^2 (e^{\pi i \tau} + \cdots), \]

\[ \lambda_2^{(2-6-8)} \approx -c_{(2-6-8)}^2 (\eta_4^{(96)})^2 \approx -2c_{(2-6-8)}^2 (e^{\pi i \tau} + \cdots), \]

\[ \lambda_3^{(2-6-8)} \approx -c_{(2-6-8)}^2 (\eta_2^{(96)})^2 \approx -c_{(2-6-8)}^2 (e^{\pi i \tau} + \cdots), \]

\[ \lambda_1^{(3-5-8)} \approx c_{(3-5-8)}^2 2\sqrt{2} \eta_1^{(120)} \eta_3^{(120)} \approx 2\sqrt{2} c_{(3-5-8)}^2 (e^{\pi i \tau} + \cdots), \]

\[ \lambda_2^{(3-5-8)} \approx -c_{(3-5-8)}^2 4\sqrt{2} \eta_6^{(120)} \eta_2^{(120)} \approx -4\sqrt{2} c_{(3-5-8)}^2 (e^{\pi i \tau} + \cdots), \]

\[ \lambda_3^{(3-5-8)} \approx -c_{(3-5-8)}^2 2\sqrt{2} \eta_1^{(120)} \eta_3^{(120)} \approx -2\sqrt{2} c_{(3-5-8)}^2 (e^{\pi i \tau} + \cdots), \]

\[ \lambda_1^{(4-4-8)} \approx c_{(4-4-8)}^2 \left( (\eta_0^{(128)})^2 + (\eta_4^{(128)})^2 \right) \approx c_{(4-4-8)}^2 (1 + e^{\pi i \tau} + \cdots), \]

\[ \lambda_2^{(4-4-8)} \approx -c_{(4-4-8)}^2 \left( (\eta_4^{(128)})^2 + (\eta_8^{(128)})^2 \eta_0^{(128)} \right) \approx -2c_{(4-4-8)}^2 (e^{\pi i \tau} + e^{\pi i \tau} + \cdots), \]

\[ \lambda_3^{(4-4-8)} \approx -c_{(4-4-8)}^2 \left( (\eta_0^{(128)})^2 + (\eta_4^{(128)})^2 \right) \approx -c_{(4-4-8)}^2 (1 + e^{\pi i \tau} + \cdots). \]

In order to study numerically the behavior of mass eigenvalues \( \lambda_i^{(M_N=8)} \) under the change in the modulus \( \tau \), let us use the relationship shown by Eq. (22). This allows us to write

\[ \lambda_i^{(M_N=8)} \approx e^{-S_{el}(D_{inst},M_{inst}^{(2-6-8)})} \lambda_i^{(2-6-8)}, \]

Thus, we are led to concentrate on the analysis of \( \lambda_i^{(2-6-8)} \). Hereafter, we omit the overall factor \( e^{-S_{el}(D_{inst},M_{inst}^{(2-6-8)})} \). Figures 3 and 4 show the \( \text{Im}\tau \) dependence \((\sqrt{1 - (\text{Re}\tau)^2} \leq \text{Im}\tau \leq 2)\) of the absolute values of the mass eigenvalues \( \lambda_i^{(2-6-8)} \) in Eq. (58) at \( \text{Re}\tau = 0 \) and \( \text{Re}\tau = 1/2 \), respectively. Here, we set \( c_{(2-6-8)} = 1 \) for simplicity.

Figure 3: The \( \text{Im}\tau \) dependence \((1 \leq \text{Im}\tau \leq 2)\) of the absolute values of the mass eigenvalues in the 2-6-8 case at \( \text{Re}\tau = 0 \).

Figure 4: The \( \text{Im}\tau \) dependence \((\sqrt{3}/2 \leq \text{Im}\tau \leq 2)\) of the absolute values of the mass eigenvalues in the 2-6-8 case at \( \text{Re}\tau = 1/2 \).
There are also four interesting features in Figures 3 and 4: $|\lambda_2| = |\lambda_3|$ at $\tau = i$, $|\lambda_1| \simeq |\lambda_3|$ and $|\lambda_2| \to 0$ at $\tau \to \imath \infty$, $|\lambda_1| = |\lambda_3|$ at $\tau = \frac{1}{2} + i \text{Im} \tau$, and $|\lambda_1| = |\lambda_2| = |\lambda_3|$ at $\tau = \frac{1}{2} + \frac{\sqrt{3}}{2} i$. As with the 2-2-4 case, they can be explained by considering that the points $\tau = i$, $i \infty$, $\tau = \frac{1}{2} + i \text{Im} \tau$, and $\frac{1}{2} + \frac{\sqrt{3}}{2} i$ are invariant under $S^-, T^-, T \cdot \text{CP}^-$, and $ST^{-1}$-transformations, respectively. These features also appear in $\lambda_i^{(3-5-8)}$ and $\lambda_i^{(4-4-8)}$ as well as $\lambda_i^{(M_N=8)}$.

### 4.4 Neutrino sector with $M_N = 5$

Here, we study the mass matrix of the neutrino sector with $M_N = 5$. The 2-3-5 case is the only possible D-brane configuration. We take even wavefunctions under $M_\beta = 2$ and $M_\gamma = 3$, for $\beta_i$ and $\gamma_j$ respectively. For the neutrino sector, we take odd wavefunctions under $N = 5$. The $d$ matrices are given by

\[
d_1 = c_{(2-3-5)} \begin{pmatrix} \sqrt{2}\eta_{12}^{(30)} & \eta_2^{(30)} + \eta_8^{(30)} \\ \sqrt{2}\eta_3^{(30)} & \eta_7^{(30)} + \eta_{13}^{(30)} \end{pmatrix},
\]

\[
d_2 = c_{(2-3-5)} \begin{pmatrix} \eta_0^{(30)} & \sqrt{2}\eta_1^{(30)} \\ \eta_15^{(30)} & \sqrt{2}\eta_5^{(30)} \end{pmatrix},
\]

\[
d_3 = c_{(2-3-5)} \begin{pmatrix} \sqrt{2}\eta_6^{(30)} & \eta_4^{(30)} + \eta_{14}^{(30)} \\ \sqrt{2}\eta_9^{(30)} & \eta_1^{(30)} + \eta_{11}^{(30)} \end{pmatrix}.
\]

The mass matrix is then given by

\[
m^{(2-3-5)} = c_{(2-3-5)}^2 \begin{pmatrix} X & U & V \\ U & Y & W \\ V & W & Z \end{pmatrix},
\]

where $X, Y, Z, U, V,$ and $W$ are defined as

\[
X = 2\sqrt{2}\eta_{12}^{(30)} D_7 - 2\sqrt{2}\eta_3^{(30)} D_2 \approx -2\sqrt{2}\eta_3^{(30)} \eta_2^{(30)} \approx -2\sqrt{2}(e^{\frac{3\pi i}{30}} + \cdots),
\]

\[
Y = 2\sqrt{2}\eta_0^{(30)} \eta_5^{(30)} - 2\sqrt{2}\eta_{10}^{(30)} \eta_{15}^{(30)} \approx 2\sqrt{2}\eta_0^{(30)} \eta_5^{(30)} \approx 2\sqrt{2}(e^{\frac{25\pi i}{30}} + \cdots),
\]

\[
Z = 2\sqrt{2}\eta_6^{(30)} D_1 - 2\sqrt{2}\eta_9^{(30)} D_4 \approx 2\sqrt{2}\eta_6^{(30)} \eta_1^{(30)} \approx 2\sqrt{2}(e^{\frac{37\pi i}{30}} + \cdots),
\]

\[
U = -\eta_{15}^{(30)} D_2 + 2\eta_5^{(30)} \eta_{12}^{(30)} + \eta_0^{(30)} D_7 - 2\eta_3^{(30)} \eta_{10}^{(30)} \approx \eta_0^{(30)} \eta_7^{(30)} \approx e^{\frac{4\pi i}{5}} + \cdots,
\]

\[
V = -\sqrt{2}\eta_3^{(30)} D_4 + \sqrt{2}\eta_6^{(30)} D_7 + \sqrt{2}\eta_{12}^{(30)} D_1 - \sqrt{2}\eta_9^{(30)} D_2 \approx -\sqrt{2}\eta_3^{(30)} \eta_4^{(30)} \approx -\sqrt{2}(e^{\frac{25\pi i}{30}} + \cdots),
\]

\[
W = -\eta_0^{(30)} D_4 + 2\eta_5^{(30)} \eta_6^{(30)} + \eta_0^{(30)} D_1 - 2\eta_9^{(30)} \eta_{10}^{(30)} \approx e^{\frac{3\pi i}{5}} + \cdots.
\]

Here, we have defined

\[
D_N = \eta_N^{(30)} + \eta_{N+10}^{(30)}.
\]

Let us now look at eigenvalues of $m^{(2-3-5)}$. Unlike the $M_N = 4$ and 8 cases, $m^{(2-3-5)}$ is not generally diagonalized by the bimaximal mixing matrix, but the diagonalization depends
on the value of the modulus $\tau$. This may come from that $Z_2$-shifts are not symmetry for the neutrino sector with $M_N = 5$ and the SS phase $(0, 0)$. That is, the SS phase $(0, 0)$ transforms to $(0, 1/2)$ and $(1/2, 0)$ under $z \rightarrow z + 1/2$ and $z \rightarrow z + \tau/2$, respectively. Thus, we diagonalize it numerically. Figures 5 and 6 show the $\text{Im} \tau$ dependence ($\sqrt{1 - (\text{Re} \tau)^2} \leq \text{Im} \tau \leq 2$) of the absolute values of the mass eigenvalues at $\text{Re} \tau = 0$ and $\text{Re} \tau = 1/2$, respectively. Here, we set $c_{(2-3-5)} = 1$ for simplicity.
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Figure 5: The $\text{Im} \tau$ dependence ($1 \leq \text{Im} \tau \leq 2$) of the absolute values of the mass eigenvalues in the 2-3-5 case at $\text{Re} \tau = 0$.

Figure 6: The $\text{Im} \tau$ dependence ($\sqrt{3}/2 \leq \text{Im} \tau \leq 2$) of the absolute values of the mass eigenvalues in the 2-3-5 case at $\text{Re} \tau = 1/2$.

There are also several interesting features. First, since the point $\tau = i$ is invariant under $S$-transformation, the mass eigenvalues at $\tau = i$ must be invariant under $S$-transformation. Then, the mass eigenstates must be also invariant under $S$-transformation. We note that $S$-transformation at $\tau = i$ induces $Z_4$-twist for the coordinate of $T^2$, i.e. $z \rightarrow iz$. Hence, the mass eigenstates must be $Z_4$-twisted eigenstates. The diagonalizing matrix $P$ at $\tau = i$ satisfying $P^T m^{(2-3-5)} P = \text{diag}(\lambda_1, \lambda_2, \lambda_3)$ corresponds to the unitary transformation from the $Z_2$-twisted basis to the $Z_4$-twisted basis, i.e. $\psi_{T^2/Z_4} = P^T \psi_{T^2/Z_2}$, given as

$$P = \begin{pmatrix}
\sqrt{\frac{23-3\sqrt{5}}{30-2\sqrt{5}}} & -\frac{1}{\sqrt{5-\sqrt{5}}} & 0 \\
\frac{2}{\sqrt{30-2\sqrt{5}}} & \sqrt{\frac{3-\sqrt{5}}{5-\sqrt{5}}} & \sqrt{\frac{3+\sqrt{5}}{7+\sqrt{5}}}
\end{pmatrix}.$$  \(69\)

From Eqs. (7) and (15), we can easily check that

$$\psi_{T^2/Z_4}^{(j+0,0.5)}(z + \frac{1}{2}) = (-1)^j e^{\frac{2}{\pi} i \text{Im} \frac{\text{Im} \tau}{4}} \psi_{T^2/Z_4}^{(j+0,0.5)}(z), \quad \psi_{T^2/Z_4}^{(j+0,0.5)}(z + \frac{\tau}{2}) = e^{\frac{2}{\pi} i \text{Im} \frac{\text{Im} \tau}{4}} \psi_{T^2/Z_4}^{(2-j+0.5,0.5)}(z).$$
This is nearly the tri-bimaximal mixing matrix, i.e.

\[
|P_{ij}|^2 \approx \begin{pmatrix} 0.64 & 0.36 & 0 \\ 0.16 & 0.28 & 0.57 \\ 0.21 & 0.36 & 0.43 \end{pmatrix}.
\]

(70)

Its derivation is shown in Appendix B. Actually, this is consistent with the numerical analysis.

Second, we can find \(|\lambda_2| \simeq |\lambda_3|\) and \(|\lambda_1| \to 0\) at \(\tau \to i\infty\), \(\frac{1}{2} + i\infty\). Moreover, the mass matrices \(m^{(2-3-5)}\) are diagonalized by almost the bimaximal mixing matrix. They can be explained by considering \(T\)-invariance. Note that since the neutrinos with \(M_N = 5\) and the SS phase \((0, 0)\) transform into ones with the SS phase \((0, 1/2)\) under \(T\)-transformation\[9\] we cannot consider \(T\)-transformation for those neutrinos in general. However, in the limit \(\text{Im} \tau \to \infty\), the SS phases can be negligible\[8\]. In the limit \(\text{Im} \tau \to \infty\), there appears approximately \(T\)-transformation as well as \(Z_2\)-shifts for the neutrinos. Then, the mass eigenvalues at \(\tau \to i\infty\), \(\frac{1}{2} + i\infty\) must be almost invariant under \(T\)-transformation as well as \(Z_2\)-shifts. Thus, as with the \(M_N = 4\) and 8 cases, the mass eigenstates at \(\tau \to i\infty\), \(\frac{1}{2} + i\infty\) become \(Z_2\)-twisted and almost \(Z_2\)-shifted eigenstates, which means the mass matrix is diagonalized by almost the bimaximal mixing matrix. Moreover, since the eigenstates of \(T\)-transformation are not the \(Z_2\)-twisted and (almost) \(Z_2\)-shifted basis but the \(Z_2\)-twisted basis, two eigenvalues for two mass eigenstates transformed by almost the bimaximal mixing matrix become same, i.e. \(|\lambda_2| \simeq |\lambda_3|\). Actually, from Eq. (67), the mass matrix \(m^{(2-3-5)}\) at \(\tau \to i\infty\), \(\frac{1}{2} + i\infty\) is estimated as

\[
m^{(2-3-5)} \approx e^{\frac{\pi i}{30}} \begin{pmatrix} -2\sqrt{2}e^{\frac{\pi i \tau}{4}} & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}.
\]

(71)

Then, it is diagonalized by the bimaximal mixing matrix and the eigenvalues satisfy \(\lambda_2 \simeq -\lambda_3\) and \(\lambda_1 \to 0\) at \(\tau \to i\infty\), \(\frac{1}{2} + i\infty\).

Third, we can find \(|\lambda_1| = |\lambda_2|\) at \(\tau = \frac{1}{2} + \frac{\sqrt{3}}{2}i\). It can be explained by considering that the point \(\tau = \frac{1}{2} + \frac{\sqrt{3}}{2}i\) is invariant under \(ST^{-1}\)- and \(T \cdot CP\)-transformations. However, unlike \(M_N = 4\) and 8 cases, \(|\lambda_3|\) is not the same as \(|\lambda_2|\). In addition, the diagonalizing matrix departs from the bimaximal mixing matrix slightly, though it can be still approximated by the bimaximal mixing matrix. This may be because the difference of the SS phases by \(T\)-transformation as well as \(Z_2\)-shifts cannot be ignored though we can consider the simultaneous transformation of \(T\)-transformation and \(Z_2\)-shifts. Then, the point \(\tau = \frac{1}{2} + \frac{\sqrt{3}}{2}i\) is also invariant under \(S \cdot CP\)-transformation. Actually, on the mass eigenstates, \(|\lambda_1|\) and \(|\lambda_2|\) are exchanged under \(S \cdot CP\)-transformation, while \(|\lambda_3|\) is invariant. It means that \(|\lambda_1| = |\lambda_2|\) at \(\tau = \frac{1}{2} + \frac{\sqrt{3}}{2}i\) is required.

---

8See in detail Ref. [26].

9In this limit, the shifts \(z \to z + 1\) and \(z \to z + 2\) cannot be distinguished, which means the difference of the SS phase \(\alpha_1\) can be negligible. Similarly, the shifts \(z \to z + \frac{1}{2}\) and \(z \to z + 1\) cannot be distinguished, which means the difference of the SS phase \(\alpha_\tau\) can be negligible.
4.5 Neutrino sector with $M_N = 7$

Here, we study mass matrix for the neutrino sector with $M_N = 7$. For this neutrino sector, the mass terms can be induced by the 2-5-7 case and the 3-4-7 case.

4.5.1 2-5-7 Case

In the 2-5-7 case, we take even wavefunctions under $M_\beta = 2$ and odd wavefunctions under $M_\gamma = 5$, for $\beta_i$ and $\gamma_j$ respectively. For the neutrino sector, we take odd wavefunctions under $M_N = 7$. The $d$ matrices are given by

$$d_1 = c_{(2-5-7)} \begin{pmatrix} -E_{18} & E_4 \\ E_{-3} & -E_{11} \end{pmatrix}, \quad d_2 = c_{(2-5-7)} \begin{pmatrix} D_2 & -D_{16} \\ -D_{23} & D_9 \end{pmatrix}, \quad d_3 = c_{(2-5-7)} \begin{pmatrix} F_{-8} & -F_6 \\ -F_{13} & F_{-1} \end{pmatrix} \tag{72}$$

Here, $D_N, E_N$, and $F_N$ are defined as

$$D_N = \eta_N^{(70)} - \eta_{N+10}^{(70)},$$
$$E_N = \eta_N^{(70)} - \eta_{N+20}^{(70)},$$
$$F_N = \eta_N^{(70)} - \eta_{N+30}^{(70)}. \tag{73}$$

The mass matrix is then given by

$$m^{(2-5-7)} = c_{(2-5-7)}^2 \begin{pmatrix} X & U & V \\ U & Y & W \\ V & W & Z \end{pmatrix} \tag{74}$$

where $X, Y, Z, U, V,$ and $W$ are defined as

$$X = 2E_{18}E_{11} - 2E_{-3}E_4 \approx -2\eta_3^{(70)}\eta_4^{(70)} \approx -2(\frac{2\pi i}{14} + \cdots),$$
$$Y = -2D_{23}D_{16} + 2D_2D_9 \approx 2\eta_2^{(70)}\eta_7^{(70)} \approx 2(\frac{15\pi i}{14} + \cdots),$$
$$Z = 2F_{-8}F_{-1} - 2F_{13}F_6 \approx 2\eta_8^{(70)}\eta_1^{(70)} \approx 2(\frac{13\pi i}{14} + \cdots),$$
$$U = D_{23}E_4 - D_9E_{18} - D_2E_{11} + D_{16}E_{-3} \approx -\eta_2^{(70)}\eta_{11}^{(70)} \approx -(\frac{25\pi i}{14} + \cdots),$$
$$V = E_{-3}F_6 - E_{11}F_{-8} - E_{18}F_{-1} + E_4F_{13} \approx \eta_3^{(70)}\eta_6^{(70)} \approx \frac{9\pi i}{14} + \cdots,$$
$$W = -D_{23}F_6 + D_9F_{-8} + D_2F_{-1} - D_{16}F_{13} \approx \eta_2^{(70)}\eta_1^{(70)} \approx \frac{25\pi i}{14} + \cdots. \tag{75}$$

4.5.2 3-4-7 Case

In 3-4-7 case, there are three possible variations with different SS phases, $(1/2, 0), (0, 1/2)$, and $(1/2, 1/2)$. The sum of three mass matrices in equal ratio is given by

$$m^{(3-4-7)} = m^{(3-4-7)(1/2,0)} + m^{(3-4-7)(0,1/2)} + m^{(3-4-7)(1/2,1/2)}$$

$$= c_{(3-4-7)}^2 \begin{pmatrix} X^{(3-4-7)} & U^{(3-4-7)} & V^{(3-4-7)} \\ U^{(3-4-7)} & Y^{(3-4-7)} & W^{(3-4-7)} \\ V^{(3-4-7)} & W^{(3-4-7)} & Z^{(3-4-7)} \end{pmatrix}, \tag{76}$$

22
where

\[
X^{(3-4-7)} = 2(S(-9,-61) + R_{(30,44)}) \approx -2\sqrt{2}\eta_5^{(336)} \eta_9^{(336)} \approx -2\sqrt{2}e^{\frac{53\pi i}{168}},
\]

\[
Y^{(3-4-7)} = 2(S(-57,-13) + R_{(6,20)}) \approx 2\sqrt{2}\eta_{13}^{(336)} \approx 2\sqrt{2}e^{\frac{197\pi i}{168}},
\]

\[
Z^{(3-4-7)} = 2(S(-81,11) + R_{(-18,-4)}) \approx 2\sqrt{2}\eta_3^{(336)} \eta_{17}^{(336)} \approx 2\sqrt{2}e^{\frac{149\pi i}{168}},
\]

\[
U^{(3-4-7)} = S(-9,-13) + S_{(15,-37)} + R_{(6,44)} + R_{(30,20)} \approx -\sqrt{2}\eta_{15}^{(336)} \eta_{19}^{(336)} \approx -\sqrt{2}e^{\frac{233\pi i}{168}},
\]

\[
V^{(3-4-7)} = S(-33,11) + S_{(39,-61)} + R_{(30,-4)} + R_{(-18,44)} \approx \sqrt{2}\eta_9^{(336)} \eta_{11}^{(336)} \approx \sqrt{2}e^{\frac{101\pi i}{168}},
\]

\[
W^{(3-4-7)} = S(-39,-13) + S_{(15,11)} + R_{(6,-4)} + R_{(-18,20)} \approx \sqrt{2}\eta_3^{(336)} \eta_1^{(336)} \approx \sqrt{2}e^{\frac{5\pi i}{168}}.
\]

Here we defined

\[
S_{(M,N)} = \frac{1}{\sqrt{2}}(Q_{(M,N)} - P_{(M,N)}),
\]

\[
P_{(M,N)} = B_M(B_N + B_{N+56}) - B_{14-N}(B_{14-M} + B_{(14-M)+56}),
\]

\[
Q_{(M,N)} = E_M(D_N - D_{N+56}) + D_{14-N}(E_{14-M} - E_{(14-M)+56}),
\]

\[
R_{(M,N)} = G_MF_N - A_{M-42}(F_{N-42} + F_{(N-42)+84}),
\]

\[
A_N = \eta_N^{(336)} - \eta_{N+168}^{(336)},
\]

\[
B_N = (\eta_N^{(336)} + \eta_{N+168}^{(336)}) - (\eta_{N+42}^{(336)} + \eta_{(N+42)+168}^{(336)}),
\]

\[
D_N = A_N - A_{N+42},
\]

\[
E_N = A_N + A_{N+42},
\]

\[
F_N = A_N - A_{N+56},
\]

\[
G_N = A_N - A_{N+84}.
\]

### 4.5.3 Full mass matrix and mass eigenvalues

Finally, let us look at mass eigenvalues of the full mass matrix \(M^{(M_N=7)}\). Unlike the \(M_N = 8\) case, diagonalization of \(M^{(M_N=7)}\) depends on the factors \(e^{-S_{\delta}(D_{\text{inst}}, M_{\text{inst}})}\) as well as the modulus \(\tau\) in general. Here, we evaluate \(M^{(M_N=7)}\) with \(m^{(2-5-7)}\) as Eq. (24). Then, we diagonalize \(m^{(2-5-7)}\) numerically, where we omit the overall factor \(e^{-S_{\delta}(D_{\text{inst}}, M_{\text{inst}})}\). Figures 7 and 8 show the \(\text{Im}\tau\) dependence (\(\sqrt{1 - (\text{Re}\tau)^2} \leq \text{Im}\tau \leq 2\)) of the absolute values of the mass eigenvalues at \(\text{Re}\tau = 0\) and \(\text{Re}\tau = 1/2\), respectively. Here, we set \(c_{(2-5-7)} = 1\) for simplicity.
Similarly, there are several features and they can be explained as with the $M_N = 5$ case. These features also appear in $m^{(3-4-7)}$ as well as $M^{(M_N=7)}$. In particular, it is interesting that in the large Im$\tau$ limit, both matrices $m^{(2-5-7)}$ and $m^{(3-4-7)}$ can be approximated by

$$m^{(2-5-7)} \approx a_{(2-5-7)} m^{(7)}, \quad m^{(3-4-7)} \approx a_{(3-4-7)} m^{(7)},$$

where

$$m^{(7)} = \begin{pmatrix}
-2q_7 & -q_7^6 & q_7^2 \\
-q_7^6 & 2q_7^4 & 1 \\
q_7^2 & 1 & 2q_7^3
\end{pmatrix}, \quad q_7 = e^{2\pi i \tau/7}.$$

It seems that there appears the $\mathbb{Z}_{14}$ symmetry originated from the $T$-transformation in the matrix $m^{(7)}$. In addition, overall factors $a_{(2-5-7)}$ and $a_{(3-4-7)}$ are written by

$$a_{(2-5-7)} = e^{\pi i \tau/14}, \quad a_{(3-4-7)} = \sqrt{2} e^{5\pi i /168}.$$  

That leads to different phases under the $T$-transformation.

5 Conclusion

We have studied Majorana neutrino masses induced by D-brane instanton effects in magnetized orbifold models. We have systematically studied the D-brane configurations, where neutrino masses can be induced. Three and four generations are favorable in order to generate Majorana neutrino masses by D-brane instanton effects. Also we have computed explicit patterns of

\footnote{The anomaly would be relevant to these structures. The study on modular symmetry anomaly is beyond our scope. We would study elsewhere.}
neutrino mass matrices. These matrices have specific features. Our basis is the $T^2/Z_2$ orbifold basis. The diagonalizing matrices of neutrino mass matrices are the bimaximal mixing matrix in the case with even magnetic fluxes, independently of the modulus value $\tau$. On the other hand, for odd magnetic fluxes, the diagonalizing matrices correspond nearly to the tri-bimaximal mixing matrix near $\tau = i$, while they becomes bimaximal one for larger $\text{Im}\, \tau$.

For even magnetic fluxes, neutrino masses are modular forms of the weight 1 on $T^2/Z_2$, and they have symmetries such as $S'_4$ and $\Delta'(96) \times Z_3$. These modular form structures of Majorana neutrino masses can provide us with the UV-completion for recent bottom-up approach to construct modular flavor symmetric models [34]. We can extend our analysis on the $T^4/Z_2$ orbifold with two moduli, $\tau_1$ and $\tau_2$. When we identify $\tau = \tau_1 = \tau_2$ like in Ref. [25], Majorana neutrino masses would correspond to modular forms of weight 2 with symmetries, $\Gamma_N$.

The patterns of Majorana neutrino mass matrices are quite interesting. For example, we can realize almost the tri-bimaximal mixing matrix as the diagonalizing matrix in our $T^2/Z_2$ orbifold basis. However, this diagonalizing matrix is not physical observables. We have to examine the charged lepton mass matrix and Dirac neutrino mass matrix. Then, we can discuss the mixing angles in the lepton sector, i.e. the PMNS matrix. Three-generation models have been studied in Refs. [13–15]. It is very interesting to combine those analyses with our results in this paper to analyze light neutrino masses and the mixing angles in the lepton sector. We would study it elsewhere.

It is also important to extend our analysis to other $T^2/Z_N$ orbifolds [8,9] as well as resolved orbifolds [35]. That is beyond our scope.

Acknowledgement

T. K. was supported in part by MEXT KAKENHI Grant Number JP19H04605. H. U. was supported by Grant-in-Aid for JSPS Research Fellows No. 20J20388.

A Modular symmetry

Here, we review the modular symmetry on $T^2$ and modular forms [36,39]. The modular transformation for the modulus $\tau$ as well as the coordinate $z$ of $T^2$ are defined as

$$\gamma : \tau \rightarrow \gamma(\tau) = \frac{a\tau + b}{c\tau + d}, \quad \gamma : z \rightarrow \gamma(z) = \frac{z}{c\tau + d}, \quad \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2,\mathbb{Z}) \equiv \Gamma. \quad (82)$$

\footnote{The point $\tau = i$ may be favorable from the viewpoint of the modulus stabilization [33].}
They are generated by the following $S$ and $T$ transformation:

$$
S : \tau \to S(\tau) = -\frac{1}{\tau}, \quad S : z \to S(z) = -\frac{z}{\tau}, \quad S = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \in \Gamma,
$$

$$
T : \tau \to T(\tau) = \tau + 1, \quad T : z \to T(z) = z, \quad T = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \in \Gamma.
$$

They satisfy the following relations,

$$
S^4 = (ST)^3 = \mathbb{I}. \tag{84}
$$

In particular, $S^2 = -\mathbb{I}$ transformation for the modulus $\tau$ is identified with the identity $\mathbb{I}$. In this sense, $\bar{\Gamma} \equiv \Gamma / \{ \pm \mathbb{I} \}$ is called (inhomogeneous) modular group. Note that $CP$ transformation for the modulus $\tau$ as well as the coordinate $z$ are also defined as

$$
CP : \tau \to CP(\tau) = -\bar{\tau}, \quad CP : z \to CP(z) = -\bar{z}. \tag{85}
$$

Then, the fundamental region, $F$, of the modulus $\tau$ becomes

$$
F = \left\{ \tau \in \mathbb{C} \left| \frac{-1}{2} \leq \text{Re}\tau \leq \frac{1}{2}, \sqrt{1 - (\text{Re}\tau)^2} \leq \text{Im}\tau \right. \right\}. \tag{86}
$$

Table 9 shows the specific points of modulus $\tau$ and the operators $\gamma \in \bar{\Gamma}$ satisfying $\gamma(\tau) = \tau$.

| $\tau$                     | $\gamma$                  |
|----------------------------|----------------------------|
| $i$                        | $S$                        |
| $\frac{1}{2} + \frac{\sqrt{3}}{2}i \left( -\frac{1}{2} + \frac{\sqrt{3}}{2}i \right)$ | $ST^{-1}, T \cdot CP, S \cdot CP \left( ST, T^{-1} \cdot CP, S \cdot CP \right)$ |
| $\frac{1}{2} + i\text{Im}\tau \left( -\frac{1}{2} + i\text{Im}\tau \right)$ | $T \cdot CP \left( T^{-1} \cdot CP \right)$ |
| $(\text{Re}\tau) + i\infty$ | $T$                        |

Table 9: The modulus $\tau$ and the operators $\gamma$ satisfying $\gamma(\tau) = \tau$.

Now, let us review the modular forms. First, we introduce the principal congruence subgroup of level $N$ defined as

$$
\Gamma(N) \equiv \left\{ h = \begin{pmatrix} a' & b' \\ c' & d' \end{pmatrix} \in \Gamma \left| \begin{pmatrix} a' & b' \\ c' & d' \end{pmatrix} \equiv \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \pmod{N} \right. \right\}. \tag{87}
$$

The modular forms, $f(\tau)$, of the integral weight $k$ for $\Gamma(N)$ are the holomorphic functions of $\tau$ transforming under the modular transformation as

$$
f(\gamma(\tau)) = J_k(\gamma, \tau) \rho(\gamma) f(\tau), \quad J_k(\gamma, \tau) = (c\tau + d)^k, \quad \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma, \tag{88}
$$

$$
f(h(\tau)) = J_k(h, \tau) f(\tau), \quad J_k(h, \tau) = (c'\tau + d')^k, \quad \rho(h) = \mathbb{I}, \quad h = \begin{pmatrix} a' & b' \\ c' & d' \end{pmatrix} \in \Gamma(N),
$$
where $J_k(\gamma, \tau)$ is the automorphy factor and $\rho$ is the unitary representation of the quotient group $\Gamma'_N \equiv \Gamma/\Gamma(N)$, satisfying the following relations

$$\rho(Z) = \rho(S)^2 = (-1)^k I, \quad \rho(Z)^2 = \rho(S)^4 = [\rho(S)\rho(T)]^3 = I, \quad \rho(T)^N = I, \quad \rho(Z)\rho(T) = \rho(T)\rho(Z).$$

(89)

In particular, in the case of even weight $k$, $\rho$ is also the unitary representation of the finite modular subgroup $\Gamma_N \equiv \tilde{\Gamma}/\Gamma(N)$, where $\tilde{\Gamma}(N) \equiv \Gamma(N)/\{\pm I\}$ for $N = 1, 2$ and $\tilde{\Gamma}(N) \equiv \Gamma(N)$ for $N > 2$. Moreover, it is well known that $\Gamma_2 \simeq S_3$, $\Gamma_3 \simeq A_4$, $\Gamma_4 \simeq S_4$, $\Gamma_5 \simeq A_5$ [42], and also $\Gamma'_N$ becomes the double covering group of $\Gamma_N$ [43].

### B Z\(_4\)-twisted basis

Here, we derive the basis transformation in Eq. (69) from the $Z_2$-twisted basis into the $Z_4$-twisted basis. First, when we consider the $T^2/Z_4$-twisted orbifold, the modulus must be $\tau = i$. The $Z_4$-twisted eigenstates with eigenvalues $p = \pm 1, \pm i$ and SS phase $(0, 0)$ [8–10] can be constructed by

$$\psi_{T^2/Z_4^p}(z) = \mathcal{N} \left( \psi_{T^2}^{(j,0),|M|}(z) + p^{-1}\psi_{T^2}^{(j,0),|M|}(iz) + p^{-2}\psi_{T^2}^{(j,0),|M|}(-z) + p^{-3}\psi_{T^2}^{(j,0),|M|}(-iz) \right)$$

$$= \sum_{k=0}^{\left|\frac{M}{2}\right|-1} \mathcal{N} \left( \delta_{j,k} + p^{2}\delta_{|M|-j,k} + \frac{p^{-1}}{\sqrt{|M|}} \left( e^{2\pi i j k \frac{|M|}{|M|}} + p^{-2} e^{-2\pi i j k \frac{|M|}{|M|}} \right) \psi_{T^2}^{(k,0),|M|}(z) \right),$$

(90)

where $\mathcal{N}$ denotes the normalization factor. Here, we use the $S$-transformation for wavefunctions on $T^2$,

$$\psi_{T^2}^{(j,0),|M|}(-\frac{z}{\tau}, \frac{1}{\tau}) = (-\tau)^{1/2} \sum_{k=0}^{\left|\frac{M}{2}\right|-1} e^{\frac{2\pi i j k}{|M|}} \sqrt{\frac{|M|}{|M|}} \psi_{T^2}^{(k,0),|M|}(z, \tau),$$

(91)

at $\tau = i$ since the $Z_4$-twist, $z \rightarrow iz$, can be induced by $S$-transformation at $\tau = i$. Then, the number of zero-modes is given in [Table 10](#table10).

| $|M|$ | 4n | 4n + 1 | 4n + 2 | 4n + 3 |
|------|-----|--------|--------|--------|
| $p = 1$ | $n+1$ | $n+1$ | $n+1$ | $n+1$ |
| $p = -1$ | $n$ | $n$ | $n+1$ | $n+1$ |
| $p = i$ | $n$ | $n$ | $n$ | $n+1$ |
| $p = -i$ | $n-1$ | $n$ | $n$ | $n$ |

Table 10: The number of zero-modes of $Z_4$-twisted eigenmodes with SS phase $(0, 0)$.

Now, we derive the $Z_4$-twisted basis explicitly from three $Z_2$-even modes of $M = 5$. In this case, one of eigenvalues is $p = -1$ and the other two eigenvalues are $p = 1$. The $Z_4$-twisted
eigenstates are obtained by

\[ \psi_{T^2/Z_4^+} = \mathcal{N} \left( \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} + \frac{1}{\sqrt{5}} \begin{pmatrix} \sqrt{2} & \sqrt{2} \\ \sqrt{2} & \sqrt{2} \end{pmatrix} \right) \begin{pmatrix} \psi_{T^2/Z_4^+}^{(1,0),5} \\ \psi_{T^2/Z_4^+}^{(2,0),5} \end{pmatrix}, \]  

where

\[ \psi_{T^2/Z_4^+}^{(0,0),5} = \psi_{T^2/Z_4^+}^{(0,0),5}, \]

\[ \psi_{T^2/Z_4^+}^{(1,0),5} = \frac{1}{\sqrt{2}} (\psi_{T^2/Z_4^+}^{(1,0),5} + \psi_{T^2/Z_4^+}^{(4,0),5}), \]

\[ \psi_{T^2/Z_4^+}^{(2,0),5} = \frac{1}{\sqrt{2}} (\psi_{T^2/Z_4^+}^{(2,0),5} + \psi_{T^2/Z_4^+}^{(3,0),5}). \]  

Then, the mode with \( p = -1 \) is obtained as

\[ \psi_{T^2/Z_4^+}^{1} = \mathcal{N}' \left( \sqrt{\frac{5}{1 - 2}} \psi_{T^2/Z_4^+}^{(0,0),5} - \psi_{T^2/Z_4^+}^{(1,0),5} - \psi_{T^2/Z_4^+}^{(2,0),5} \right) \]

\[ = \sqrt{\frac{3 - \sqrt{5}}{5 - \sqrt{5}}} \psi_{T^2/Z_4^+}^{(0,0),5} - \frac{1}{\sqrt{5 - \sqrt{5}}} \psi_{T^2/Z_4^+}^{(1,0),5} - \frac{1}{\sqrt{5 - \sqrt{5}}} \psi_{T^2/Z_4^+}^{(2,0),5}, \]  

\( \mathcal{N}' = \frac{1}{\sqrt{5 - \sqrt{5}}}, \)  

while one mode with \( p = 1 \) is obtained as

\[ \psi_{T^2/Z_4^+}^{1} = \mathcal{N}' \left( \sqrt{\frac{5}{1 + 2}} \psi_{T^2/Z_4^+}^{(0,0),5} + \frac{3\sqrt{5} - 1}{2} \psi_{T^2/Z_4^+}^{(1,0),5} + \sqrt{\frac{5}{5 + \sqrt{5}}} \psi_{T^2/Z_4^+}^{(2,0),5} \right) \]

\[ = \frac{2}{\sqrt{30 - 2\sqrt{5}}} \psi_{T^2/Z_4^+}^{(0,0),5} + \sqrt{\frac{3 - \sqrt{5}}{30 - 2\sqrt{5}}} \psi_{T^2/Z_4^+}^{(1,0),5} + \sqrt{\frac{3 + \sqrt{5}}{30 - 2\sqrt{5}}} \psi_{T^2/Z_4^+}^{(2,0),5}, \]  

\( \mathcal{N}' = \frac{1}{\sqrt{15 - \sqrt{5}}}. \)  

The other mode with \( p = 1 \) is obtained by orthogonalizing

\[ \psi_{T^2/Z_4^+}^{2} = \mathcal{N}' \left( \sqrt{\frac{5}{1 + 2}} \psi_{T^2/Z_4^+}^{(0,0),5} + \psi_{T^2/Z_4^+}^{(1,0),5} + \psi_{T^2/Z_4^+}^{(2,0),5} \right) \]

to one in Eq. (95) through the Gram-Schmidt process as the following,

\[ \psi_{T^2/Z_4^+}^{2} = \sqrt{\frac{3 + \sqrt{5}}{7 + \sqrt{5}}} \psi_{T^2/Z_4^+}^{(0,0),5} + \frac{2}{\sqrt{7 + \sqrt{5}}} \psi_{T^2/Z_4^+}^{(2,0),5}. \]  

Therefore, the \( Z_4 \)-twisted basis obtained from the \( Z_2 \)-twisted even modes of \( M = 5, \psi_{T^2/Z_4} = P^T \psi_{T^2/Z_2} \), are given as

\[ \begin{pmatrix} \psi_{T^2/Z_4^+}^{1} \\ \psi_{T^2/Z_4^+}^{2} \\ \psi_{T^2/Z_4^+}^{3} \end{pmatrix} = \begin{pmatrix} \sqrt{\frac{3 - \sqrt{5}}{30 - 2\sqrt{5}}} & \frac{1}{\sqrt{5 - \sqrt{5}}} & \frac{2}{\sqrt{7 + \sqrt{5}}} \\ 0 & \frac{2}{\sqrt{5 - \sqrt{5}}} & \frac{2}{\sqrt{7 + \sqrt{5}}} \end{pmatrix} \begin{pmatrix} \psi_{T^2/Z_4^+}^{(1,0),5} \\ \psi_{T^2/Z_4^+}^{(2,0),5} \\ \psi_{T^2/Z_4^+}^{(0,0),5} \end{pmatrix}. \]  

\( \text{Eq. (97)} \)
This gives $P$ as Eq. (69).
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