A neural net architecture based on principles of neural plasticity and development evolves to effectively catch prey in a simulated environment
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A profound challenge for A-Life is to construct agents whose behavior is ‘life-like’ in a deep way. We propose an architecture and approach to constructing networks driving artificial agents, using processes analogous to the processes that construct and sculpt the brains of animals. Furthermore, the instantiation of action is dynamic: the whole network responds in real-time to sensory inputs to activate effectors, rather than computing a representation of the optimal behavior and sending off an encoded representation to effector controllers. There are many parameters and we use an evolutionary algorithm to select them, in the context of a specific prey-capture task. We think this architecture may be useful for controlling small autonomous robots or drones, because it allows for a rapid response to changes in sensor inputs.

I. INTRODUCTION

One of the most profound challenges of research into artificial life (A-Life) is to construct agents whose behavior is generated in ways deeply analogous to the way an animal’s brain drives its motions. Many researchers argue for using neural networks to control behavior [1–3] and some favor an approach that builds an ersatz nervous system, whose operations mimic aspects of an animal’s nervous system [4–6].

However, there is no consensus about how closely construction must hew to biology. Furthermore, for large neural networks, the number of possible network configurations is so large that it is difficult to search for network constructions that drive adaptive or effective behavior. Evolutionary algorithms have a solid track record for solving problems with a large search space [7]. We introduce here an evolutionary approach to constructing a neural network controller for a small animat in a 2-dimensional world.

Our approach is distinctive in several ways. First, behavior will emerge through dynamic equilibria of the network and continuous feedback from the surroundings carried by a rich array of simple sensors, rather than having the network compute a representation of behavior, which is then implemented by mechanical systems. The network architecture will be recurrent feedback loops, analogous to loops between cortex and subcortical structures, such as thalamus and basal ganglia. Second, neurons will compete and oppose the actions of other neurons, so that the dynamic equilibrium may be rapidly altered as circumstances change. Third, each instance of a controller will be constructed by methods modeled on developmental processes in animal brains, as detailed below. To our knowledge, this is the most life-like approach yet taken to constructing A-life simulations.

II. METHODS

A. Animat Construction

Our system builds neural networks in three stages, modeled on neurobiology:

a. Node definition Nodes are assigned random pseudo-locations in a 2D, 3D or 4D virtual space. Parameters define the probabilities of specific node classes at various locations within the virtual space, and within a class, the specific signals employed for further stages.

b. Coarse initial wiring Projections are assigned with synaptic weights determined by the match between paired transmitter and receiver signals, in a manner intended to be analogous to how axons find distant targets through molecular interactions in the developing brain [8, 9]. In our prototype system the signals are determined by gradients in 2D virtual space determined by parameters.

c. Fine mapping Cells sort out connections through periods of spontaneous activity and Hebbian plasticity (“cells that fire together wire together”) [10, 11].

d. Learning Experiences induce changes in synapses, in a Hebbian manner, contingent upon attaining food, mediated by neuromodulator (NM) signals. The intrinsically unstable Hebbian process is further stabilized in two ways: i) saturation of the plasticity signal, and ii) longer-term homeostatic mechanisms, both modeled on neurobiology [12, 13]. The processes of synapse generation at each stage are determined by a small number of parameters. During the subsequent learning stage, synaptic weights are periodically adjusted according to a pseudo-Hebbian learning rule, modulated by reward signals, whose
parameters are set by genes.

B. Evaluation Task

The simulated world is a two dimensional plane, populated by two species of prey items, both of which move according to a Brownian Motion with a strong drift away from the animat, when the animat is within striking distance; their top speed is slightly less than the animat's top speed. One prey species, comprising 1/3 of all prey, has more calories than the other; which species is to have more calories is chosen randomly in each generation, so that the genome cannot evolve to encode that value, but the animat must learn it in each generation. The fitness function for the animat is how many calories are captured per lifetime.

C. Simulation

The evolutionary algorithm was implemented by highly efficient special purpose open source software written in C++ that has been developed at MSU: MABE (Modular Agent Based Evolution framework) [14]. MABE allows researchers to combine different forms of cognitive substrates, tasks, selection methods and data collection methods to quickly develop digital neuroevolution experiments. MABE is ideally suited for this work since it allows parts of an experiment to be swapped without affecting other parts, which allows us to easily compare the behavior of the animat with other more popular methods of computational neuroevolution. Since the parameters that define the construction process and learning characteristics are continuous or integer-valued (with a large range of values), our mutation operator works by perturbing numerical values, rather than swapping symbols in a string. The size of perturbation is initially set to a plausible value about 10% of the range of values considered reasonable. See Appendix item I for the initial values of mutation and range used for the simulations described here.

III. RESULTS

In our simulations, agents started by capturing an average of 2 or 3 food items in generation 1 and usually attained an average of 25 food items per 5 minutes simulated lifetime after 50 or 100 generations at which point their performance stabilized until several thousands of generations, at which point there typically was a rapid increase in fitness, which then plateaued at several hundred food items captured, while showing a strong preference for the high-calorie prey. After the second larger jump in most runs, in the stable population regime, agents ate an average of 282 prey items, with a standard deviation of 151. After performance of the top 10One is-
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FIG. 1: Typical example of fitness (foods eaten) among top 10% of animats as a function of generation. The solid section at the end represents the ‘stable population’ period: where we narrowed the effect of the mutation operator for genes that had a narrow range of values for successful agents, in order to keep most offspring within plausible range of viability.
The Roomba-like object is the animat, where the black area in the top-right of the agent represents its front. The blue shapes are low-calorie prey, while the yellow shapes are high-calorie prey. It is important to note when viewing the full video that it is $0.3 \times$ the normal speed, so that the behavior of the agent can be more easily tracked.
FIG. 3: Distribution of foods eaten during lifetime (5 min) by animat agents during 100 generations of the stable population ($N = 100$ per generation)
FIG. 4: Distribution of foods eaten by 10 successful agents, each evaluated in 100 different randomly-generated worlds. Full folder of videos, plots, and histograms for all 10 runs: Animat Videos & Figures
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### Appendix A: Genomic Properties

TABLE I: Genome of animat parameters and the mutation scheme stochastically applied.

| Gene                  | Initial mutation standard deviation | Lower Bound | Upper Bound |
|-----------------------|-------------------------------------|-------------|-------------|
| Ligand$_1$            | 0.5                                 | 0           | 12          |
| Ligand$_2$            | 0.5                                 | 0           | 12          |
| Ligand$_3$            | 0.5                                 | 0           | 12          |
| Ligand$_4$            | 0.5                                 | 0           | 12          |
| Ligand$_5$            | 0.5                                 | 0           | 12          |
| Receptor$_1$          | 0.5                                 | 0           | 12          |
| Receptor$_2$          | 0.5                                 | 0           | 12          |
| Receptor$_3$          | 0.5                                 | 0           | 12          |
| Receptor$_4$          | 0.5                                 | 0           | 12          |
| Receptor$_5$          | 0.5                                 | 0           | 12          |
| sensory$_{adapt-min-scale-s0}$ | 0.1                                 | 0           | 1           |
| sensory$_{adapt-delta-scale-a1}$ | 0.5                                 | 0           | 1           |
| sensory$_{adapt-delta-threshold-a2}$ | 0.5                                 | 0           | 20          |
| homeostatic           | 0.1                                 | 0           | 1           |
| decay$_{proximity}$   | 100                                 | 0           | 2000        |
| decay$_{eating}$      | 100                                 | 0           | 2000        |
| decay$_{hunger}$      | 100                                 | 0           | 2000        |