Feasibility of Colon Cancer Detection in Confocal Laser Microscopy Images Using Convolution Neural Networks
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Abstract. Histological evaluation of tissue samples is a typical approach to identify colorectal cancer metastases in the peritoneum. For immediate assessment, reliable and real-time in-vivo imaging would be required. For example, intraoperative confocal laser microscopy has been shown to be suitable for distinguishing organs and also malignant and benign tissue. So far, the analysis is done by human experts. We investigate the feasibility of automatic colon cancer classification from confocal laser microscopy images using deep learning models. We overcome very small dataset sizes through transfer learning with state-of-the-art architectures. We achieve an accuracy of 89.1\% for cancer detection in the peritoneum which indicates viability as an intraoperative decision support system.

1 Introduction

Colorectal cancer is one of the most common types of cancer \cite{1}. Due to metastatic spread, peritoneal carcinomatosis can occur in later stages which often leads to substantially shorter survival times \cite{2}. Therefore, reliable detection of metastases is important. Typical imaging modalities such as magnetic resonance imaging and computed tomography currently lack the required resolution and intraoperative availability. Therefore, an intraoperative device using confocal laser microscopy (CLM) has been proposed \cite{3} which offers submicrometer resolution.

In the above-mentioned study, colon carcinoma cells were implanted into the colon and peritoneum of ten rats. After seven days of tumor growth, laparotomy was carried out for subsequent in-vivo CLM. For each subject, healthy colon tissue, malignant colon tissue, healthy peritoneum and malignant peritoneum were scanned. The study showed that different organs, as well as malignant and non-malignant regions could be distinguished by experts.

To further improve the intraoperative assessment by CLM, image processing methods can be used for automatic and fast tissue characterization. Recently, deep learning methods have shown remarkable success for a variety of medical segmentation and classification tasks \cite{4} where human-level performance was achieved \cite{5}.
We investigate the feasibility of deep learning-based colon cancer detection from CLM images. We consider several classification problems with the four classes "colon normal", "colon malignant", "peritoneum normal" and "peritoneum malignant". In particular, we investigate both the differentiability of organs and also of malignant and non-malignant tissue both for the colon and peritoneum. As we are dealing with a very small dataset we employ transfer learning which has been shown to improve performance for a variety of medical learning problems [6,7]. We use the state-of-the-art models Densenet121 [8] and SE-Resnext50 [9] which are pretrained on the ImageNet dataset.

2 Methods

2.1 Dataset

The dataset we use was kindly provided to us by the authors of a previous study on CLM [3]. The dataset was acquired at the University Hospital Schleswig-Holstein in Lübeck using a custom intraoperative CLM device. The CLM device (Karl Storz GmbH & Co KG, Tuttlingen, Germany) covers a field of view of 300µm × 300µm with a resolution of 384 × 384 pixels. The images were obtained from ten rats where colon adenocarcinoma cells had been implanted into the colon and peritoneum seven days before scanning. For each subject, images of healthy colon tissue (HC), malignant colon tissue (MC), healthy peritoneum tissue (HP) and malignant peritoneum tissue (MP) were obtained. In total, there are 533 images of class HC, 309 images of class MC, 343 images of class HP and 392 images of class MP which results in a total dataset size of 1577 images. Note, that for one subject there are no images of class HC and for one subject there are no images of class MP. Example cases for each class are shown in Figure 1.

The assignment of classes for each image was performed based on subsequent histological evaluation of resected tissue from the scanning area.

We split the dataset in a leave-one-subject-out cross-validation scheme, i.e., we consider ten different dataset splits where images from one subject are left out for evaluation. If a required class is missing, the subject’s validation split is

Fig. 1. Examples of the four different classes. From left to right, healthy colon tissue, malignant colon tissue, healthy peritoneum tissue and malignant peritoneum tissue.
omitted. We consider three classification problems in total. First, we address the binary classification task HC versus HP which provides information on whether the organs can be differentiated in principle. Next, we consider the learning problems HC versus MC and HP versus MP which investigates the feasibility of detecting malignant tissue from CLM images.

2.2 Models and Training

We employ convolutional neural networks (CNNs) for the classification tasks at hand. The images are directly fed into a CNN which learns to extract relevant features and also perform classification at its output. We employ the two state-of-the-art architectures Densenet121 [8] and SE-Resnext50 [9]. Densenet121 follows the principle of densely connected layers, i.e., features computed within a convolutional layers are also reused in subsequent layers. In this way, the architecture is very efficient in terms of the number of learnable parameters as features are reused heavily. Considering the small dataset size at hand, this can be very beneficial. The SE-Resnext50 architecture is based on the Resnext principle [10] where feature extraction is performed by multiple, parallel paths. In addition, squeeze and excitation (SE) modules are incorporated into the model which perform a feature recalibration step. In standard convolutions the aggregation of features is learned implicitly through a summation. Instead, the SE modules explicitly model dependencies between learned features which increases the models' representational power. The building blocks of the two concepts are shown in Figure 2.

To overcome the general lack of data, we use transfer learning, i.e. the models are pretrained on the ImageNet dataset. During training we fine tune all weights. For comparison, we also consider training from scratch. The pretrained models’ input layer contains three channels. We put the gray-scale CLM images into one channel and set the other channels to zero. We cut off the last layer and add fully-connected layer with two outputs for binary classification.

![Fig. 2. The key concepts of the architecture we employ. The shown modules replace sets of standard convolutional layers in the architecture. Left, a Densenet [8] block is shown. Right, an SE block is shown for the Resnext architecture [9].]
Table 1. The results of all our deep learning experiments. The mean values for leave-one-subject-out cross-validation are shown. Dense refers to the Densenet121 model, SE-RX refers to the SE-Resnext50 model. TL refers to transfer learning and SRC refers to training from scratch. For each training scenario, the best performing value is marked bold. All values are given in percent. The sensitivity is given with respect to the cancer class and for the case of organ differentiation it is given with respect to the peritoneum class.

| Scenario       | Model   | Accuracy | Sensitivity | Specificity | F1-Score |
|----------------|---------|----------|-------------|-------------|----------|
| HC vs. HP      | Dense TL| 90.8     | 80.2        | 93.9        | 91.7     |
|                | Dense SRC| 78.5     | 74.2        | 78.1        | 79.1     |
|                | SE-RX TL| 89.3     | 78.6        | 90.3        | 90.5     |
|                | SE-RX SRC| 70.8    | 77.9        | 67.3        | 72.6     |
| HP vs. MC      | Dense TL| 66.7     | 74.1        | 64.8        | 69.0     |
|                | Dense SRC| 60.0     | 81.0        | 50.7        | 63.6     |
|                | SE-RX TL| 58.9     | 69.8        | 57.3        | 62.6     |
|                | SE-RX SRC| 64.5    | 69.5        | 67.1        | 65.6     |
| HP vs. MP      | Dense TL| 89.1     | 80.9        | 87.2        | 90.0     |
|                | Dense SRC| 77.0     | 70.8        | 70.2        | 79.3     |
|                | SE-RX TL| 83.2     | 72.5        | 86.9        | 84.9     |
|                | SE-RX SRC| 77.3    | 85.4        | 64.7        | 77.6     |

During training, we use online data augmentation with unscaled random crops of size $224 \times 224$ from the original images of size $384 \times 384$. Also, we use random flipping along both dimensions and random changes in brightness and contrast. For stochastic gradient descent we employ Adam with a batch size of 40 and learning rate of $1 \times 10^{-5}$ and we train for 125 epochs. For evaluation, we use multi-crop evaluation with $N_c = 9$ crops. The predictions of all crops are averaged into a final prediction for each image. The models are implemented in PyTorch.

3 Results

All results are shown in Table 1. In terms of metrics, we report accuracy, sensitivity, specificity and the F1-score. For each of the three training scenarios, HC versus HP, HC versus MC and HP versus MP, we consider the architectures described in Section 2.2. Also, for each case we consider training from scratch and fine-tuning after pretraining on ImageNet. In general, the classification accuracy is high for the distinction of organs and also the differentiation between benign and malignant tissue of the peritoneum. However, the performance for cancer detection in the colon is significantly lower. Comparing the two architectures, the performance is very similar with Densenet121 generally performing
slightly better. Using transfer learning with pretrained architectures improves performance substantially for most cases.

4 Discussion

In this study we investigate the feasibility of detecting colon cancer from confocal laser microscopy (CLM) images using deep learning models. This extends a previous study where the feasibility of cancer detection from CLM images by experts was shown [3]. Here, we use two state-of-the-art deep learning architectures to automatically detect cancer from CLM images. As a baseline, we consider the task of differentiating healthy tissue from the colon and the peritoneum. With an F1-score of 91.7, the best model, Densenet121, shows a high performance which indicates that different organs can be well distinguished in CLM images by deep learning models. It is notable that without pretraining performance drops substantially across all metrics. This highlights the effectiveness of transfer learning for a particularly small dataset [6]. Regarding the detection of malignant tissue in the peritoneum, the model performance is also very high with Densenet121 performing best. It is notable that Densenet121 generally performs better than SE-Resnext50 in our study while the latter clearly outperforms the former on the ImageNet dataset [9]. This is likely tied to Densenet121 having significantly fewer parameters which prevents overfitting with the small dataset. Also, the performance difference between training from scratch and transfer learning is larger for Densenet121. This indicates, that Densenet121 benefits more from the pretrained weights. Considering the detection of malignant tissue in the colon, the performance is significantly lower compared to the other tasks. It should be noted that the performance difference is most obvious in the specificity. Thus, most cases of cancer are detected but a lot of false positives occur as well. This might be tied to the heterogeneous appearance of the colon in different areas which makes the learning task very challenging due to the small dataset size. Also, carcinoma cells transform from healthy tissue via adenoma to carcinoma. Thus, healthy and malignant tissue can have a similar appearance which might complicate the learning problem.

Overall, we showed that automatic organ differentiation and cancer detection from CLM images is feasible using pretrained convolutional neural networks. For future work, more data could be acquired and the detection of malignant tissue in the colon area could be studied further.
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