Half-face based recognition using principal component analysis
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ABSTRACT

Face recognition is a considerable problem in the field of image processing. It is used daily in various applications from personal cameras to forensic investigations. Most of the provided solutions proposed based on full-face images, are slow to compute and need more storage. In this paper, we propose an effective way to reduce the features and size of the database in the face recognition method and thus we get an increase in the speed of discrimination by using half of the face. Taking advantage of face symmetry, the first step is to divide the face image into two halves, then the left half is processed using the principal component analysis (PCA) algorithm, and the results are compared by using Euclidian distance to distinguish the person. The system was trained and tested on ORL database. It was found that the accuracy of the system reached up to 96%, and the database was minimized by 46% and the running time was decreased from 120 msec to 70 msec with a 41.6% reduction.

This is an open access article under the CC BY-SA license.

1. INTRODUCTION

One of the eminent applications in analyzing images in pattern recognition and computer vision is face recognition distinguishes itself to be. Its work is based on the variation of facial characteristics. Face recognition can be found in various fields in our life starting from high security applications to opening our phone. Two key important technologies to solve the problems of face recognition are the extraction of the characteristics of face images and the selection of a suitable classifier are. Facial features can differentiate persons depending on their distinct characteristics. Several factors can affect the appearance of an individual, for example lighting conditions, brightness variations, different emotions, and aging factors during image acquisition, all of these aspects affect the appearance of a person and make it hard to be recognized [1]-[5].

Principal component analysis (PCA) is commonly used for the processing of facial images, which takes advantage of characteristic features called “Eigenfaces”. Using Eigenfaces it tries to create a “principal component” image from the training set by aligning the mouth, eyes and other facial features of the subjects in the scanned images, keeping in mind that the gallery and probe images must be normalized in the same size. Then, a method is used in reducing the dimensionality of data by image compression means and providing a structure of the most effective low dimension of facial pattern.

After this reduction any irrelevant information is dropped and the facial structure is decomposed into uncorrelated (orthogonal) components these components are identified as Eigenfaces. A weighted sum feature vector of eigenfaces characterize each face image. These eigenfaces are kept in a one-dimensional array, which for a set of gallery images will result in a two-dimensional array. The image under investigation is compared with the gallery image. The matching result is declared after a computation of the distance between the image
feature vector and the gallery. This linear method is widely used in face recognition, which by lower dimension representation aims in solving the problem of recognition [6], [7].

Many researchers have contributed various ideas and methods to distinguish people by face. This is because face recognition is an easy way to distinguish people in a short time and with good accuracy. Halvi et al. [8], the authors suggested a way to distinguish faces through one-dimensional (1D) transform domain, which is optioned by transforming the two-dimensional image face into 1D. The features extraction from discrete wavelet transform (DWT) and fast Fourier transform (FFT) are compared with dataset using Euclidian distance (ED) to distinguish faces. Various gradient and Laplacian model for face recognition is proposed by the authors in [9], feature extraction is achieved using linear regression. An edge detection filter converts the face images to binary as preprocessing then each image is divided into segments. Next PCA is used for feature extraction. Finally, a trained artificial neural network on these features is the tool for classification purposes. Chu et al. [10] the author benefits the fact of facial symmetry by proposing a multiple feature subspace analysis (MFSA) approach. The first division of the face image is about the bilateral symmetry axis then several local face patches are obtained by further partitioning. Patches are then labeled using a k-NN classifier in each subspace. Kute et al. [11] the authors propose a novel approach, they claimed that parts of the face (ear, lips and nose) have common information with the whole face in spite the fact that they are form different domains. Hua et al. [12], presented a robust face recognition method where for extracting the vectors of a feature with pose invariance and scale invariance from face images the speeded-up robust feature (SURF) algorithm is used. PCA is then used in producing a new feature space as PCA-SURF local from the SURF feature vectors. Finally, the feature points are cluster by the K-means algorithm, the face images are classified by combing the global and local similarity. Gumus et al. [13], the authors used an Eigenfaces method which is PCA-based and wavelet decomposition to extract features. After generating feature vectors, support vector machine (SVM) and distance classifiers are used for the classification stage.

Face recognition using half the face is not a new technique, over the last two decades starting at 2003 a patent published by [14], [15] used left and right half images of the face overcome the problems caused by directional or non-uniform illumination. In the same year [16] solved the problem of detection of faces with large depth rotations by using half-face templates. More recently, [17] increased the accuracy of three-dimensional face recognition depending on face symmetry. Later, [18] showed in their experiment that a solution to the problem of large angle in side face images is using the half-face template. Elastic bunch Graph matching algorithm was used by [19] for half-face recognition. Shehzad et al. [20] a good half-face based recognition system was proposed, but the computation time was too long and the reduction in database size was not studied. Last year, [21] published those researchers from the University of Bradford claim that in face recognition technology a half-face is enough. After studying the literature, it was concluded that the need of a simple, real time (fast) face recognition system is still a scope of research. Moreover, the advantage of data size reduction which effect storage requirements as well as the speed of data transfer on networks, by sending half-face data from camera.

2. THE PROPOSED SYSTEM

Motivated by the advantages of reducing the database size, which effect the speed of computation, as well as, minimizing storage area in face recognition, the idea of taking half the face is explored. Can we imagine that if we store face images of a complete city or country, we would need a memory of a very large size to store this database. However, through the proposed system, we can reduce the size of the database to half by storing a half-face for each person’s image because a person has two nearly identical halves when his face is divided vertically into two halves. The results proved through the Matlab program that we can distinguish people through only half of the face. The proposed system can be explained in three stages.

2.1. Pre-processing

In the first stage, suppose the image face I (x, y) be a two-dimensional intensity value array of size A*N. The original image was of 95×112 pixels size. Which is then cropped to a 45×112 pixels image in database. Then the image is converted to a vector of dimension 5,040. Figure 1 shows this conversion. The source image (I), shown in Figure 2 is cut to the size of MxN through the function of Matlab imcrop (image [47 0 92 112]); which cut the image face to half-face. The obtained result (I’) shown in Figure 2.

The result image I’ of crop is entered to PCA, feature extraction as well as dimensionality reduction is achieved by PCA. The similarity between the image under test and the images in the gallery (one by one) is the value of the calculated Euclidean distance between their vectors in the feature space. The minimum the value of Euclidean distance the closest is the two images to each other. Figure 3 shows the flowchart of the propose system.
2.2. Principal component analysis

Principal component analysis (PCA) is a powerful method, it is used to extract the facial features using Eigenfaces. The purpose of the PCA method is primarily to simplify the variables observed and reduce their dimensions. The PCA also has two major advantages. First, the way of calculation of the covariance matrix is simpler. Second, we don't need a lot of times. The following are the PCA step:
Construct the face image $N \times N$ of image $I$

Read all face images

Adjust the image dimensions to vector size $1 \times N^2$ and represent each image $I_i$ as vector $r_i$.

Determine the mean matrix

$$\psi = \frac{1}{m} \sum_{i=1}^{m} r_i$$  \hspace{1cm} (1)

Subtract from each vector matrix the mean matrix

$$\phi = r_i - \psi$$ \hspace{1cm} (2)

Determine the covariance matrix

$$C = \phi \phi^T$$ \hspace{1cm} (3)

Calculate eigenvalue and eigenvector

$$Cu_i = \lambda u_i$$ \hspace{1cm} (4)

$$\text{Eigenvalue} (\lambda) = \text{Det} (C - \lambda I)$$

$$\text{Eigenvector} (u_i) = (C - \lambda I) u_i$$

Calculate eigenface ($\mu$)

$$\mu = \sum_{i=1}^{m} v_i Q_i$$ \hspace{1cm} (5)

Where $\psi$ is the mean matrix, $\phi$ the subtraction matrix, $C$ the covariance matrix, $\lambda$ Eigenvalue, $u_i$ Eigenvector and finally $\mu$ is the eigenface. As a result, large decrease in calculation is obtained, from the order of number of pixels in the images $N^2$ to the new order $M$, which is the number of images in the training set [22], [23].

2.3. Euclidian distance

We use the Euclidian Distance to measure the similarity between the input image and the data base images. It is widely used because of its simplicity. Euclidean Distance is described by the (7) as shown [24]:

$$d(y, x) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2}$$ \hspace{1cm} (7)

Where $n$ represent the features number, $y$ represent the feature coefficient values of test image, $x_i$ is the feature coefficient values of database images and $d(y, x)$ is the Euclidean Distance between the test image vector and the database images vectors.

3. IMPLEMENTATION AND TESTING

The proposed approach implemented using MATLAB 2013a on Core i7-8550U CPU 2.00 GHz and 8 GB of RAM running Windows 10 (64 bit) operating system. The proposed system is made up of three steps: pre-processing, features extraction and classification. PCA is used in extracting the feature of the image and Euclidian distance is used in classifying the extracted features. The first two principal component is show in Figure 4.

The experiment is applied in calculating the system performance on ORL database. This database is made up of 10 different images for 40 persons. Each image is gray with a resolution of 92x112 and a PGM format. Faces having different expressions and multiple poses are found in this database [25]. The data base was used for training. Other images that are not in database are enrolled is the testing phase to examine the effectiveness of the system in recognizing faces. Figure 5 shows the result for a person found in the data base and how is not.

The result showed that the accuracy of the system reached up to 96%, the database is minimized by 46% and the computation time is decreased from 120 to 70 msec with a 41.6% reduction. Due to this reduction the system can work more effectively in real time systems. In Tables 1 and 2 a comparition is presented with some previous work for the computation time and accuracy. It can be seen that the proposed system has good results both in computation time and accuracy as compared to others.
Figure 4. The first two principal component

Figure 5. Examples of the system results
Table 1. Comparison of proposed method computation time with existing methods

| Method          | Full or half-face | Computation time (msec) |
|-----------------|-------------------|-------------------------|
| Sharma et al. [19] (2012) | Full | 384 |
| Sharma et al. [19] (2012) | Half | 99 |
| Proposed        | Half              | 70                      |

Table 2. Comparison of proposed method accuracy with existing methods

| Method          | Full or Half-face | Recognizable Rate (%) | Database |
|-----------------|-------------------|-----------------------|----------|
| Sharma et al. [19] (2012) | Full | 83 | 3D |
| Sharma et al. [19] (2012) | Half | 95.3 | 3D |
| Shehzad et al. [20] (2014) | Full | 92 | Essex frontal |
| Shehzad et al. [20] (2014) | Half | 96.15 | Essex frontal |
| Halvi et al. [8] (2017) | Full | 98.4 | ORL |
| Proposed        | Half              | 96                      | ORL      |

4. CONCLUSION

In this paper, principal component analysis and eigenface approach is used to implement an accurate and robust system for face recognition in MATLAB environment. Starting from the motivation to reduce the database size and minimize the computation time, a number of half-face images are processed in the system and tested to recognize the person. The result proved that using half-face with the combination of principal component analysis and Euclidean distance is effective in this face recognition system. The proposed system reduced the size of database and the speed of recognition with high degree of accuracy.
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