On the Mahler measure associated to $X_1(13)$

Abstract. We show that the Mahler measure of a defining equation of the modular curve $X_1(13)$ is equal to the derivative at $s = 0$ of the $L$-function of a cusp form of weight 2 and level 13 with integral Fourier coefficients. The proof combines Deninger’s method, an explicit version of Beilinson’s theorem together with an idea of Merel to express the regulator integral as a linear combination of periods. Finally, we present further examples related to the modular curves of level 16, 18 and 25.

The Mahler measure of a polynomial $P \in \mathbb{C}[x_1^\pm, \ldots, x_n^\pm]$ is defined by

$$m(P) = \frac{1}{(2\pi i)^n} \int_{|z_1|=1} \cdots \int_{|z_n|=1} \log |P(z_1, \ldots, z_n)| \frac{dz_1}{z_1} \cdots \frac{dz_n}{z_n}.$$ 

In a fascinating paper, Boyd [5] developed a body of conjectures relating Mahler measures of 2-variable polynomials and special values of $L$-functions of elliptic curves. Deninger [11] provided a bridge between the world of Mahler measures and certain $K$-theoretic regulators. He thus showed the relevance of Beilinson’s conjectures to prove relations between Mahler measures and special values of $L$-functions. In the case of curves, such identities have been proven rigorously only in rare instances, mainly in the case of genus 0 and 1 ([7], [20], [21]...). There has been some recent work, however, in the case of genus 2 (see [2] and the references therein).

The aim of this paper is to achieve such a relation in the case of a curve of genus 2. We work with the modular curve $X_1(13)$. Thanks to [14] p. 56, a defining equation of $X_1(13)$ is

$$P = y^2 x (x-1) + y (-x^3 + x^2 + 2x - 1) - x^2 + x.$$ 

We prove the following theorem.

**Theorem 1.** — We have the identity $m(P) = 2L'(f, 0)$, where $f$ is the cusp form of weight 2 and level 13 whose Fourier expansion begins with

$$f = 2q - 3q^2 - 2q^3 + q^4 + 6q^6 - q^9 - 3q^{10} - 4q^{12} - 5q^{13} + O(q^{15}).$$

Note that the cusp form $f$ is not a newform; rather, it is the trace of the unique (up to Galois conjugacy) newform of weight 2 on the group $\Gamma_1(13)$.

In the last section, we present further examples of relations between Mahler measures and $L$-values in the case of the modular curves $X_1(16)$, $X_1(18)$ and $X_1(25)$.

This article grew out of results in my PhD thesis (see especially [6], §3.8 and Remarque 112]). I would like to thank Odile Lecacheux for helpful exchanges having led to the discovery of these identities. I would also like to thank Wadim Zudilin for useful comments.

1. Deninger’s method

In this section we express the Mahler measure of $P$ in terms of the integral of a differential 1-form on the modular curve $X_1(13)$, following Deninger’s method [11].

We view $P$ as a polynomial in $h$:

$$P(H, h) = -H + (-H^2 + 2H + 1)h + (H^2 + H - 1)h^2 - Hh^3.$$ 

Note that the constant term of $P$ is given by $P^*(H) = -H$.

Let $Z \subset \mathbb{G}_m^2$ be the curve defined by the equation $P = 0$. Then $Z$ identifies with an affine open subscheme of $X_1(13)$ by [14] p. 56. In particular $Z$ is smooth.
Looking at the resultant of the polynomials $P(H,h)$ and $H^2h^3P(H,h)$ with respect to $h$, it can be checked that $P$ doesn’t vanish on the torus $T^2 = \{(H,h) \in \mathbb{C} : |H| = |h| = 1\}$. Moreover, we check numerically that for each $H \in T$, there exists a unique $h(H) \in \mathbb{C}$ such that $P(H,h(H)) = 0$ and $0 < |h(H)| < 1$. The map $H \in T \mapsto h(H)$ defines a closed cycle $\gamma_P$ in $H_1(Z(\mathbb{C}), \mathbb{Z})$. We call $\gamma_P$ the Deninger cycle associated to $P$. We give $\gamma_P$ the canonical orientation coming from $T$.

Since $P^*$ doesn’t vanish on $T$, the polynomial $P$ satisfies the assumptions [11, 3.2], so that the discussion in loc. cit. applies. Consider the differential form $\eta = \log |h| \frac{dh}{H}$ on $Z(\mathbb{C})$. Using Jensen’s formula, and noting that $m(P^*) = 0$, we have [11, (23)]

$$m(P) = -\frac{1}{2\pi i} \int_{\gamma_P} \eta.$$

Now we may express this as an integral of a closed differential form. By [11, Prop. 3.3], we get

$$m(P) = -\frac{1}{2\pi i} \int_{\gamma_P} \log |H| \cdot (\partial - \overline{\partial}) \log |h| - \log |h| \cdot (\partial - \overline{\partial}) \log |H|.$$

We now introduce a standard notation.

**Definition 2.** — For any two meromorphic functions $u, v$ on a Riemann surface, define

$$\eta(u, v) := \log |u| \operatorname{darg}(v) - \log |v| \operatorname{darg}(u).$$

The 1-form $\eta(u, v)$ is well-defined outside the set of zeros and poles of $u$ and $v$. It is closed, so we may integrate it over cycles. Moreover, we have $\operatorname{darg}(u) = -i(\partial - \overline{\partial}) \log |u|$. Thus we have proved the following proposition.

**Proposition 3.** — We have $m(P) = \frac{1}{2\pi} \int_{\gamma_P} \eta(h, H)$.

**Lemma 4.** — Let $c$ denote complex conjugation on $Z(\mathbb{C})$. We have $c_*\gamma_P = -\gamma_P$.

**Proof.** — For every $H \in T$, we have $h(\overline{H}) = \overline{h(H)}$. It follows that $c_*\gamma_P = -\gamma_P$.  

2. Determining Deninger’s cycle

In this section, we determine $\gamma_P$ explicitly in terms of modular symbols.

The space $S_2(\Gamma_1(13))$ of cusp forms of weight 2 and level 13 has dimension 2 over $\mathbb{C}$. Let $\varepsilon : (\mathbb{Z}/13\mathbb{Z})^\times \to \mathbb{C}^\times$ be the unique Dirichlet character satisfying $\varepsilon(2) = \zeta_6 := e^{2\pi i/6}$. It is even and has order 6. A basis of $S_2(\Gamma_1(13))$ is given by $(f_\varepsilon, f_{\overline{\varepsilon}})$, where $f_\varepsilon$ (resp. $f_{\overline{\varepsilon}}$) is a newform having character $\varepsilon$ (resp. $\overline{\varepsilon}$). The Fourier coefficients of $f_\varepsilon$ and $f_{\overline{\varepsilon}}$ belong to the field $\mathbb{Q}(\zeta_6)$ and are complex conjugate to each other. We define $f = f_\varepsilon + f_{\overline{\varepsilon}}$.

We denote by $\langle d \rangle$ the diamond automorphism of $X_1(13)$ associated to $d \in (\mathbb{Z}/13\mathbb{Z})^\times/\{\pm 1\}$.

Let $\mathcal{H} = H_1(X_1(13)(\mathbb{C}), \{\text{cusps}\})$, $\mathbb{Z}$) be the homology group of $X_1(13)(\mathbb{C})$ relative to the cusps. Let $E_{13}$ be the set of non-zero vectors of $(\mathbb{Z}/13\mathbb{Z})^2$. For any $x \in E_{13}$, we let $\xi(x) = \{g_x, 0, g_x, \infty\}$, where $g_x \in \text{SL}_2(\mathbb{Z})$ is any matrix whose bottom line is congruent to $x$ modulo 13. Using Manin’s algorithm [17] and its implementation in Magma [3], we find that a $\mathbb{Z}$-basis of $\mathcal{H} = H_1(X_1(13)(\mathbb{C}), \mathbb{Z})$ is given by

$$\gamma_1 = \xi(1, -5) - \xi(2, 5) - \xi(1, -2) = \left\{ \begin{array}{c} 1 \\ 2 \\ 5 \end{array} \right\}$$

$$\gamma_2 = \langle 2 \rangle \gamma_1 = \xi(2, 3) - \xi(4, -3) - \xi(2, -4)$$

$$\gamma_3 = \xi(1, -3) - \xi(1, 3) = \left\{ \begin{array}{c} 1 \\ 3 \\ -1 \\ 3 \end{array} \right\}$$

$$\gamma_4 = \langle 2 \rangle \gamma_3 = \xi(2, -6) - \xi(2, 6).$$
Consider the pairing
\[
\langle \cdot, \cdot \rangle : \hat{H} \times S_2(\Gamma_1(13)) \to \mathbb{C}
\]
\[
(\gamma, f) \mapsto \int_\gamma 2\pi i f(z) dz.
\]

**Definition 5.** Let \( \mathcal{H}^{-} := \{\gamma \in \mathcal{H} : \iota * \gamma = -\gamma\} \). We define the map
\[
\iota : \mathcal{H}^{-} \to \mathbb{C}
\]
\[
\gamma \mapsto \langle \gamma, f_\varepsilon \rangle.
\]

**Lemma 6.** The map \( \iota \) is injective.

**Proof.** If \( \iota(\gamma) = 0 \) then \( \langle \gamma, f_\varepsilon \rangle = \langle \iota * \gamma, f_\varepsilon \rangle = -\langle \gamma, f_\varepsilon \rangle = 0 \). Thus \( \gamma \) is orthogonal to \( S_2(\Gamma_1(13)) \), which implies \( \gamma = 0 \). \( \square \)

**Lemma 7.** The image of \( \iota \) is the hexagonal lattice generated by \( \iota(\gamma_3) \) and \( \iota(\gamma_4) = \zeta_6 \iota(\gamma_3) \).

**Proof.** The action of complex conjugation on \( \mathcal{H} \) is given by
\[
c_*(\gamma_1) = \gamma_1 + \gamma_4
\]
\[
c_*(\gamma_2) = \gamma_2 - \gamma_3 + \gamma_4
\]
\[
c_*(\gamma_3) = -\gamma_3
\]
\[
c_*(\gamma_4) = -\gamma_4.
\]
From these formulas, it is clear that a \( \mathbb{Z} \)-basis of \( \mathcal{H}^{-} \) is given by \( (\gamma_3, \gamma_4) \). By Lemma 6, we have \( \iota(\gamma_3) \neq 0 \). Then
\[
\iota(\gamma_4) = \langle \{2\} * \gamma_3, f_\varepsilon \rangle = \langle \gamma_3, f_\varepsilon \rangle = \varepsilon(2) \iota(\gamma_3) = \varepsilon(2) \zeta_6 \iota(\gamma_3).
\]

We have \( \gamma_3 = \{ -\frac{1}{3}, -\frac{1}{3} \} = \{ \frac{1}{3}, g_1 \left( \frac{1}{3} \right) \} \) with \( g_1 = \left( \begin{array}{cc} 14 & -5 \\ -39 & 14 \end{array} \right) \in \Gamma_1(13) \). Let us choose \( z_0 = \frac{14+3i}{39} \).

Then \( g_1(z_0) = \frac{-14+3i}{39} \). We have
\[
\langle \gamma_3, f_\varepsilon \rangle = \int_{z_0}^{g_1z_0} 2\pi i f_\varepsilon(z) dz = \sum_{n=1}^{\infty} \frac{a_n(f_\varepsilon)}{n} \left( e^{-28\pi in/39} - e^{28\pi in/39} \right) e^{-2\pi in/39}.
\]

Using Magma, we get numerically
\[
\langle \gamma_3, f_\varepsilon \rangle \sim 1.06759 - 2.60094i.
\]

**Proposition 8.** Let \( \gamma_P \in \mathcal{H}^{-} \) be Deninger’s cycle. We have \( \gamma_P = \gamma_3 \).

**Proof.** A \( \mathbb{Q} \)-basis of \( \Omega^1(X_1(13)) \) is given by \( (\omega, h\omega) \) where
\[
\omega = \frac{(h^2 - h)H - h^3 + h^2 + 2h - 1}{h^3 - 2h^3 + 3h^2 - 2h + 1} dH.
\]

Using Magma, we compute the Fourier expansion of \( \omega \) and \( h\omega \) at infinity, and deduce
\[
2\pi i f_\varepsilon(z) dz = \alpha \omega + \beta h\omega
\]
with
\[
\alpha \sim 0.71163 + 0.70256i \quad \beta \sim 0.25262 - 0.96757i.
\]
Note that \( \alpha \) and \( \beta \) are algebraic numbers, but we won’t need an explicit formula for them. With Pari/GP 22, we find
\[
\int_{\gamma_P} \omega \sim -3.21731i \quad \int_{\gamma_P} h\omega \sim -1.23275i.
\]
From (1) and (2), it follows that
\[ \langle \gamma_P, f_\ell \rangle \sim 1.06759 - 2.60094i \sim \langle \gamma_3, f_\ell \rangle. \]
Since the image of \( \ell \) is a lattice by Lemma 7 we may ascertain that \( \gamma_P = \gamma_3 \). \( \square \)

We will also need to make explicit the action of the Atkin-Lehner involution \( W_{13} \) on \( \gamma_P \).

**Proposition 9.** — We have \( W_{13}\gamma_P = \gamma_4 - \gamma_3 \).

*Proof.* — By [1] Thm 2.1, we have \( W_{13}f_\ell = w \cdot f_\ell \) with
\[ w = \frac{3\zeta_6 - 4}{13} \tau(\varepsilon) \sim -0.96425 + 0.26501i. \]
We deduce
\[ \iota(W_{13}\gamma_P) = \langle \gamma_P, W_{13}f_\ell \rangle = w(\gamma_P, f_\ell) = w(\varepsilon \gamma_P, f_\ell) = -w(\gamma_P, f_\ell) \sim 1.71869 + 2.22503i. \]
Moreover, we have
\[ \iota(\gamma_4) = \zeta_6\iota(\gamma_3) \sim 2.78628 - 0.37591i \sim \iota(W_{13}\gamma_P) + \iota(\gamma_3). \]
Using Lemma 7 again, we conclude that \( W_{13}\gamma_P = \gamma_4 - \gamma_3 \). \( \square \)

### 3. Beilinson’s theorem

We now recall the explicit version of Beilinson’s theorem on the modular curve \( X_1(N) \) [8]. Let \( C(X_1(N)) \) be the function field of \( X_1(N) \). The regulator map on \( X_1(N) \) is defined by
\[ r_N : K_2(C(X_1(N))) \rightarrow \text{Hom}_C(S_2(\Gamma_1(N)), C) \]
\[ \{u, v\} \mapsto \left( f \mapsto \int_{X_1(N)(C)} \eta(u, v) \wedge \omega_f \right) \]
where \( \omega_f := 2\pi i f(z)dz \). After tensoring with \( C \), we get a linear map
\[ r_N : K_2(C(X_1(N))) \otimes C \rightarrow \text{Hom}_C(S_2(\Gamma_1(N)), C). \]
For any even non-trivial Dirichlet character \( \chi : (\mathbb{Z}/N\mathbb{Z})^* \rightarrow C^* \), there exists a modular unit \( u_\chi \in \mathcal{O}^*(Y_1(N)(C)) \otimes C \) satisfying
\[ \log |u_\chi(z)| = \frac{1}{\pi} \lim_{\text{Re}(z)\to 1} \left( \sum'_{(m,n)\in \mathbb{Z}^2} \frac{\chi(n) \cdot \text{Im}(z)^s}{|Nmz + n|^{2s}} \right) (z \in \mathfrak{H}), \]
where \( \sum' \) denotes that we omit the term \( (m, n) = (0, 0) \) (see [8] Prop 5.3).

**Remark 10.** — We are working with the model of \( X_1(N) \) in which the \( \infty \)-cusp is not defined over \( \mathbb{Q} \), but rather over \( \mathbb{Q}(\zeta_N) \). Therefore, the modular unit \( u_\chi \) is not defined over \( \mathbb{Q} \) but rather over \( \mathbb{Q}(\zeta_N) \).

**Theorem 11.** — [8 Thm 1.1] Let \( f \in S_2(\Gamma_1(N), \psi) \) be a newform of weight 2, level \( N \) and character \( \psi \). For any even primitive Dirichlet character \( \chi : (\mathbb{Z}/N\mathbb{Z})^* \rightarrow C^* \), with \( \chi \not\equiv \psi \), we have
\[ L(f, 2)L(f, \chi, 1) = \frac{N\pi\tau(\chi)}{2\phi(N)} \left( r_N(\{u_\chi, u_\psi\}), f \right) \]
where \( L(f, \chi, s) := \sum_{n=1}^{\infty} a_n(f) \chi(n)n^{-s} \) denotes the \( L \)-function of \( f \) twisted by \( \chi \), \( \tau(\chi) := \sum_{a \in (\mathbb{Z}/N\mathbb{Z})^*} \chi(a)e^{2\pi i a} \) denotes the Gauss sum of \( \chi \), and \( \phi(N) \) denotes Euler’s function.

We will also need the following lemma.
Lemma 12. — Let c denote complex conjugation on $Y_1(N)(C)$. For any even non-trivial Dirichlet characters $\chi, \chi' : (\mathbb{Z}/N\mathbb{Z})^* \to C^*$, we have $c^* \eta(u_{\chi}, u_{\chi'}) = -\eta(u_{\chi}, u_{\chi'})$.

Proof. — Recall that c is given by $c(z) = -\overline{z}$ on $\mathbb{H}$. We have $c^* \log |u_{\chi}| = \log |u_{\chi}|$, and $c^*$ exchanges the holomorphic and anti-holomorphic parts of $d\log |u_{\chi}|$. Since $\text{darg}(u_{\chi}) = -i(\partial - \overline{\partial}) \log |u_{\chi}|$, we get $c^* \text{darg}(u_{\chi}) = -\text{darg}(u_{\chi})$, and thus $c^* \eta(u_{\chi}, u_{\chi'}) = -\eta(u_{\chi}, u_{\chi'})$. □

Remark 13. — By [8] Prop. 5.4 and Prop. 6.1, we have $\{u_{\chi}, u_{\chi'}\} \in K_2(X_1(N)(C)) \otimes C$. This implies that for $\gamma \in H_1(Y_1(N)(C), \mathbb{Z})$, the integral $\int_{\gamma} \eta(u_{\chi}, u_{\chi'})$ depends only on the image of $\gamma$ in $H_1(X_1(N)(C), \mathbb{Z})$ (see for example the discussion in [12] §3). Therefore, we have a well-defined map

$$\int \eta(u_{\chi}, u_{\chi'}) : H_1(X_1(N)(C), \mathbb{Z}) \to C.$$

It can be extended by linearity to $H_1(X_1(N)(C), C)$.

Remark 14. — Since $c^* \eta(u_{\chi}, u_{\chi'}) = -\eta(u_{\chi}, u_{\chi'})$ by Lemma 12, we have $\int_{\gamma} \eta(u_{\chi}, u_{\chi'}) = \int_{\gamma^{-1}} \eta(u_{\chi}, u_{\chi'})$ with $\gamma^{-1} = \frac{1}{2} (\gamma - c_{\ast} \gamma)$.

4. Merel’s formula

In this section, we express the regulator integral appearing in the right hand side of (4) as a linear combination of periods. In order to do this, we use an idea of Merel to express the integral over $X_1(N)(C)$ as a linear combination of products of 1-dimensional integrals.

Let $N \geq 1$ be an integer. Let $E_N$ be the set of vectors $(u, v) \in (\mathbb{Z}/N\mathbb{Z})^2$ such that $(u, v, N) = 1$. For any $f \in S_2(\Gamma_1(N))$ and any $x \in E_N$, we define the Manin symbol

$$\xi_f(x) = -\frac{1}{2\pi}(\xi(x), f) = -i \int_{g_{x,0}^\infty} f(z) dz,$$

where $g_x \in \text{SL}_2(\mathbb{Z})$ is any matrix whose bottom row is congruent to x modulo N.

Let $\rho = e^{\pi i} \pi$ and $\sigma = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$, $\tau = \begin{pmatrix} 0 & -1 \\ 1 & -1 \end{pmatrix}$, $T = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \in \text{SL}_2(\mathbb{Z})$.

The following theorem is a variant of a theorem of Merel which expresses the Petersson scalar product of two cusp forms $f$ and $g$ of weight 2 as a linear combination of products of Manin symbols of $f$ and $g$ [18 Théorème 2].

Theorem 15. — Let $f \in S_2(\Gamma_1(N))$ be a cusp form of weight 2 and level $N$, and let $u, v \in O^*(Y_1(N)(C))$ be two modular units. We have

$$\int_{X_1(N)(C)} \eta(u, v) \wedge \omega_f = \frac{\pi}{2} \sum_{x \in E_N} \left( \int_{\rho^2 x, g_{x,0}^\infty} \eta(u, v) \right) \xi_f(x).$$

Proof. — Let $\mathcal{F}$ be the standard fundamental domain of $\text{SL}_2(\mathbb{Z}) \backslash \mathbb{H}$:

$$\mathcal{F} = \{ z \in \mathbb{H} : |\text{Re}(z)| \leq \frac{1}{2}, |z| \geq 1 \}.$$

Its boundary $\partial \mathcal{F}$ is the hyperbolic triangle with vertices $\rho^2, \rho, \infty$. Define

$$F_x(z) = \int_{\rho^2 x}^{z} \omega_f |g_x|$$

for $x \in E_N$, $z \in \mathcal{F}$.

We have

$$\int_{X_1(N)(C)} \eta(u, v) \wedge \omega_f = \sum_{x \in E_N \div 1} \int_{\mathcal{F}} (\eta(u, v) \wedge \omega_f) |g_x|.$$
Since \( \eta(u, v) \) is closed, we have \((\eta(u, v) \land \omega_f)|g_z = -d\left(F_x \cdot (\eta(u, v)|g_z)\right)\) and Stokes’ formula gives

\[
\int_{X_1(N)(\mathbf{C})} \eta(u, v) \land \omega_f = - \sum_{x \in E_{\mathbf{R}}/\mathbb{Z}} \int_{0}^{\infty} F_x \cdot (\eta(u, v)|g_z)
\]

\[
= - \sum_{x \in E_{\mathbf{R}}/\mathbb{Z}} \left( \int_{\rho^2}^{\infty} + \int_{\rho}^{\infty} + \int_{\rho^2}^{\infty} \right) F_x \cdot (\eta(u, v)|g_z).
\]

(6)

The matrix \( T \) fixes \( \rho^2 \) and maps \( \rho \) to \( \rho \). We have

\[
F_x(Tz) = \int_{\infty}^{Tz} \omega_f|g_z = \int_{0}^{z} \omega_f|g_z T = F_x T(z).
\]

It follows that

\[
\sum_{x \in E_{\mathbf{R}}/\mathbb{Z}} \int_{\rho}^{\infty} F_x \cdot (\eta(u, v)|g_z) = \sum_{x \in E_{\mathbf{R}}/\mathbb{Z}} \int_{\rho^2}^{\infty} F_x|T \cdot (\eta(u, v)|g_z T)
\]

\[
= \sum_{x \in E_{\mathbf{R}}/\mathbb{Z}} \int_{\rho^2}^{\infty} F_x T \cdot (\eta(u, v)|g_z T)
\]

\[
= \sum_{x \in E_{\mathbf{R}}/\mathbb{Z}} \int_{\rho^2}^{\infty} F_x \cdot (\eta(u, v)|g_z).
\]

Hence (6) simplifies to

\[
\int_{X_1(N)(\mathbf{C})} \eta(u, v) \land \omega_f = \sum_{x \in E_{\mathbf{R}}/\mathbb{Z}} \int_{\rho^2}^{\infty} F_x \cdot (\eta(u, v)|g_z).
\]

Similarly, let us use the matrix \( \sigma \), which exchanges \( \rho \) and \( \rho^2 \), as well as 0 and \( \infty \). Since \( F_x(\sigma z) = F_x(z) + 2\pi \xi_f(x) \), we get

\[
\int_{\rho}^{\infty} F_x \cdot (\eta(u, v)|g_z) = \int_{\rho^2}^{\infty} F_x \sigma \cdot (\eta(u, v)|g_{z\sigma}) + 2\pi \xi_f(x) \int_{\rho^2}^{\infty} \eta(u, v)|g_z.
\]

Summing over \( x \) and using the fact that \( \xi_f(x \sigma) = -\xi_f(x) \), we get

\[
\int_{X_1(N)(\mathbf{C})} \eta(u, v) \land \omega_f = \frac{1}{2} \sum_{x \in E_{\mathbf{R}}/\mathbb{Z}} 2\pi \xi_f(x) \int_{\rho^2}^{\infty} \eta(u, v)|g_z
\]

\[
= \pi \sum_{x \in E_{\mathbf{R}}/\mathbb{Z}} \xi_f(x) \int_{\rho^2}^{\infty} \eta(u, v)|g_z.
\]

\( \square \)

**Remark 16.** — It can be shown that if \( \{u, v\} \) defines an element in \( K_2(X_1(N)(\mathbf{C})) \otimes \mathcal{Q} \), then the cycle \( \sum_{x \in E_{\mathbf{R}}} \left( \int_{g_x \rho^2}^{g_x \rho^2} \eta(u, v) \right) \xi(x) \) is closed. This follows from the fact that if \( \gamma_p \) denotes a small loop around a cusp \( P \) of \( X_1(N)(\mathbf{C}) \), then \( \int_{\gamma_p} \eta(u, v) = 2\pi \log|\partial_p(u, v)| \), where \( \partial_p(u, v) \) denotes the tame symbol of \( \{u, v\} \) at \( P \) (see for example [23] §4, Lemma).

**Definition 17.** — Let \( f \in S_2(\Gamma_1(N)) \) be a cusp form of weight 2 and level \( N \). Consider the following relative cycle on \( Y_1(N)(\mathbf{C}) \):

\[
\gamma_f := \sum_{x \in E_{\mathbf{R}}} \xi_f(x)\{g_x \rho, g_x \rho^2\}.
\]

Furthermore, let us define \( \gamma_{\overline{f}} := \frac{1}{2}(\gamma_f - c_\ast \gamma_f) \).

Combining Theorem 11, Theorem 15 and Remark 14, we get the following result.
**Theorem 18.** — Let \( f \in S_2(\Gamma_1(N), \psi) \) be a newform of weight 2, level \( N \) and character \( \psi \). For any even primitive Dirichlet character \( \chi : (\mathbb{Z}/N\mathbb{Z})^* \to \mathbb{C}^* \), with \( \chi \neq \psi \), we have

\[
L(f, 2) L(f, \chi, 1) = \frac{N \pi^2 \tau(\chi)}{4 \phi(N)} \int_{\gamma_f} \eta(u_\chi, u_\psi) = \frac{N \pi^2 \tau(\chi)}{4 \phi(N)} \int_{\gamma_f} \eta(u_\chi, u_\psi).
\]

We will also need an explicit expression of \( \gamma_f \) in terms of Manin symbols. For any \( f \in S_2(\Gamma_1(N)) \) and any \( x = (u, v) \in E_N \), let us define \( x^c = (-u, v) \) and

\[
\xi_f^c(x) = \frac{1}{2}(\xi_f(x) + \xi_f(x^c)) = \frac{1}{2}(\xi_f(x) + \xi_f(x))
\]

where \( f^* \) denotes the cusp form with complex conjugate Fourier coefficients.

**Proposition 19.** — Let \( f \in S_2(\Gamma_1(N)) \) be a cusp form of weight 2 and level \( N \). The cycle \( \gamma_f \) is closed, and its image in \( H_1(X_1(N)(\mathbb{C}), \mathbb{Z}) \) can be expressed as follows:

\[
\gamma_f = -\frac{1}{3} \sum_{x \in E_N} (\xi_f(x) + 2 \xi_f(x \tau)) \xi(x).
\]

Moreover, we have

\[
\gamma_f = -\frac{1}{3} \sum_{x \in E_N} (\xi_f^c(x) + 2 \xi_f^c(x \tau)) \xi(x).
\]

**Proof.** — Let us compute the boundary of \( \gamma_f \). Since \( \sigma(\rho) = \rho^2 \) and \( \xi_f(x \sigma) = -\xi_f(x) \), we have

\[
\partial \gamma_f = \sum_{x \in E_N} \xi_f(x)[g_x \rho^2] - [g_x \rho]
\]

\[
= \sum_{x \in E_N} \xi_f(x)[g_{x \rho}^2] - [g_{x \rho}]
\]

\[
= -2 \sum_{x \in E_N} \xi_f(x)[g_x \rho].
\]

Since \( \tau(\rho) = \rho \) and because of Manin’s relation \( \xi_f(x) + \xi_f(x \tau) + \xi_f(x \tau^2) = 0 \), we get

\[
\partial \gamma_f = -\frac{2}{3} \sum_{x \in E_N} \xi_f(x)([g_x \rho] + [g_{x \tau} \rho] + [g_{x \tau^2} \rho])
\]

\[
= -\frac{2}{3} \sum_{x \in E_N} (\xi_f(x) + \xi_f(x \tau) + \xi_f(x \tau^2))[g_x \rho] = 0.
\]

On the other hand, we have

\[
\gamma_f = \sum_{x \in E_N} \xi_f(x)(\{g_x \rho, g_x \infty\} + \{g_x \infty, g_x \rho^2\})
\]

\[
= \sum_{x \in E_N} \xi_f(x)(\{g_x \rho, g_x \infty\} - \sum_{x \in E_N} \xi_f(x)\{g_x 0, g_x \rho\})
\]

\[
= 2 \sum_{x \in E_N} \xi_f(x)\{g_x \rho, g_x \infty\} - \sum_{x \in E_N} \xi_f(x)\xi(x).
\]
Using the matrix $\tau$, we get

$$
\gamma_f = \frac{2}{3} \sum_{x \in EN} \left( \xi_f(x)\{g_x, g_x\infty\} + \xi_f(x)\{g_{x\tau}, g_{x\tau}\infty\} + \xi_f(x)\{g_{x\tau^2}, g_{x\tau^2}\infty\} \right) - \sum_{x \in EN} \xi_f(x)\xi(x)
$$

$$
= \frac{2}{3} \sum_{x \in EN} \left( \xi_f(x)\{g_x, g_x\infty\} + \xi_f(x)\{g_{x\tau}, g_{x\tau}\infty\} + \xi_f(x)\{g_{x\tau^2}, g_{x\tau^2}\infty\} \right) - \sum_{x \in EN} \xi_f(x)\xi(x)
$$

$$
= \frac{2}{3} \sum_{x \in EN} \left( -\xi_f(x)\xi(x) + \xi_f(x)\{g_{x\tau}, g_{x\tau}\infty\} \right) - \sum_{x \in EN} \xi_f(x)\xi(x)
$$

$$
= \frac{1}{3} \sum_{x \in EN} (\xi_f(x) - 2\xi_f(x)\tau)\xi(x).
$$

This gives (8). The action of complex conjugation on $\gamma_f$ is given by

$$
c_\ast \gamma_f = \sum_{x \in EN} \xi_f(x)\{c(g_x, c(g_x\tau^2))\}
$$

$$
= \sum_{x \in EN} \xi_f(x)\{g_{x\tau}, g_{x\tau}\infty\}
$$

$$
= -\sum_{x \in EN} \xi_f(x)\{g_{x\tau}, g_{x\tau}\infty\}.\]

It follows that

$$
\gamma_f = \sum_{x \in EN} \xi_f(x)\{g_x, g_{x\tau^2}\}.
$$

Since the quantities $\xi_f(x)$ satisfy the Manin relations, the same proof as above gives (9). \hfill \Box

5. Proof of the main theorem

Let us return to the case $N = 13$. Using Theorem 18 with $f = f_\varepsilon$, $\psi = \varepsilon$ and $\chi = \varepsilon^3$, we get

$$
L(f_\varepsilon, 2)L(f_\varepsilon, \varepsilon^3, 1) = \frac{13\pi^2\tau(\varepsilon^3)}{48} \int_{\Gamma_1(13)} \eta(u_{\varepsilon^3}, u_{\varepsilon^3}).
$$

We are going to make explicit each term in this formula. Note that $\tau(\varepsilon^3) = \sqrt{13}$.

**Definition 20.** — For any Dirichlet character $\psi : (\mathbb{Z}/13\mathbb{Z})^\times \to \mathbb{C}^\times$, let us denote $\mathcal{H}(\psi)$ (resp. $\mathcal{H}(\psi)$) the $\psi$-isotypical component of $\mathcal{H} \otimes \mathbb{C}$ (resp. $\mathcal{H} \otimes \mathbb{C}$) with respect to the action of action operators $\langle d \rangle$, $d \in (\mathbb{Z}/13\mathbb{Z})^\times$. For any $\gamma \in \mathcal{H} \otimes \mathbb{C}$, let $\gamma^\psi$ denote its $\psi$-isotypical component. Moreover, let us define $\mathcal{H}^+(\psi) = (\mathcal{H}^+ \otimes \mathbb{C}) \cap \mathcal{H}(\psi)$ and $\mathcal{H}^-(\psi) = (\mathcal{H}^- \otimes \mathbb{C}) \cap \mathcal{H}(\psi)$.

**Lemma 21.** — Let $\psi = \varepsilon$ or $\overline{\varepsilon}$. Then $\mathcal{H}^+(\psi)$ has dimension 1, and a generator is given by

$$
\gamma^+: = \sum_{a \in (\mathbb{Z}/13\mathbb{Z})^\times} \varepsilon^3(a)\xi(1, a)^\psi
$$

$$
\gamma^-: = \xi(1, -3)^\psi - \xi(1, 3)^\psi.
$$

Moreover, we have $W_{13}\gamma^\psi = \psi(2)\gamma^\psi$.

**Proof.** — The pairing $\langle \cdot, \cdot \rangle$ induces a perfect pairing

$$
\mathcal{H}^+(\psi) \times S_2(\Gamma_1(13), \psi) \to \mathbb{C}.
$$
Since $S_2(\Gamma_1(13), \psi)$ is 1-dimensional, we get $\dim_C \mathcal{H}^+(\psi) = 1$. From the definition, it is clear that $\gamma^+ \in \mathcal{H}^+(\psi)$ and $\gamma^- \in \mathcal{H}^-(\psi)$. Moreover, since $\gamma^- = \gamma^+\gamma_3$, we have $\gamma^- \in \mathcal{H}^-(\psi)$.

Let us compute the boundary of $\gamma^-$. For any $u, v \in (\mathbb{Z}/13\mathbb{Z})^*$, we have $\partial \xi(u, v) = P_u - P_v$ with $P_d := \langle d \rangle(0)$. Moreover, for any $x \in E_{13}$, we have

$$\xi(x)^\psi = \frac{1}{12} \sum_{d \in (\mathbb{Z}/13\mathbb{Z})^*} \psi(d)\xi(a) = \frac{1}{12} \sum_{d \in (\mathbb{Z}/13\mathbb{Z})^*} \overline{\psi(d)}\xi(dx).$$

It follows that

$$\partial \gamma^+ = \sum_{\alpha \in \{\mathbb{Z}/13\mathbb{Z}\}^*} \varepsilon^3(a) \partial(\xi(1, a)^\psi)$$

$$= \frac{1}{12} \sum_{\alpha \in \{\mathbb{Z}/13\mathbb{Z}\}^*} \varepsilon^3(a) \sum_{d \in (\mathbb{Z}/13\mathbb{Z})^*} \overline{\psi(d)}\partial(\xi(d, da))$$

$$= \frac{1}{12} \sum_{\alpha \in \{\mathbb{Z}/13\mathbb{Z}\}^*} \varepsilon^3(a) \sum_{d \in (\mathbb{Z}/13\mathbb{Z})^*} \overline{\psi(d)}(P_d - P_{da})$$

$$= \frac{1}{12} \sum_{\alpha \in \{\mathbb{Z}/13\mathbb{Z}\}^*} \left( \sum_{\alpha \in \{\mathbb{Z}/13\mathbb{Z}\}^*} \varepsilon^3(a) - \varepsilon^3(\psi(a)) \right)\overline{\psi(d)} \cdot P_d = 0.$$ 

Hence $\gamma^+ \in \mathcal{H}^+(\psi)$. By [19] Lemme 5, the elements $\xi(1, 0)^\psi, \xi(1, 2)^\psi, \xi(1, 3)^\psi, \xi(1, -3)^\psi$ form a basis of $\mathcal{H}(\psi)$, and we can express $\gamma^+$ in terms of this basis. This gives

$$\gamma^+ = (2 - 4\psi(2))\xi(1, 2)^\psi + \xi(1, 3)^\psi + \xi(1, -3)^\psi.$$ 

In particular $\gamma^+ \in \mathcal{H}^+(\psi)$ and $\gamma^- \in \mathcal{H}^-(\psi)$, and thus they generate $\mathcal{H}^+(\psi)$.

It remains to compute the action of $W_{13}$ on $\gamma^+$. In view of (11), it is enough to determine the action of $W_{13}$ on $\xi(1, 2)$ and $\xi(1, 3)$. We have

$$W_{13}\xi(1, 2) = \left\{ \frac{2}{13}, \infty \right\} = \left\{ \frac{2}{13}, \frac{1}{6} \right\} + \left\{ \frac{1}{6}, 1 \right\} + \{0, \infty\}$$

$$= -\xi(0, -6) + \xi(1, -6) + \xi(0, 1).$$

Hence, using [19] Lemme 5 again, we get

$$W_{13}\xi(1, 2)^\psi = -\xi(0, -6)^\psi + \xi(1, -6)^\psi + \xi(0, 1)^\psi$$

$$= (\overline{\psi}(6) - 1)\xi(1, 0)^\psi - \overline{\psi}(6)\xi(1, 2)^\psi.$$ 

Similarly, we find

$$W_{13}\xi(1, 3)^\psi = (\overline{\psi}(4) - 1)\xi(1, 0)^\psi - \overline{\psi}(4)\xi(1, -3)^\psi$$

$$W_{13}\xi(1, -3)^\psi = (\overline{\psi}(4) - 1)\xi(1, 0)^\psi - \overline{\psi}(4)\xi(1, 3)^\psi.$$ 

Since we know that $W_{13}\gamma^+$ is a multiple of $\gamma^+$, we deduce $W_{13}\gamma^+ = -\overline{\psi}(4)\gamma^+ = \psi(2)\gamma^+\overline{\psi}$. 

\begin{prop} 
We have $L(f_\varepsilon, \varepsilon^3, 1) = \frac{\tau(\varepsilon)}{\sqrt{13}(\gamma^+, f_\varepsilon)}$.
\end{prop} 

\begin{proof} 
By [17] Thm 4.2.b), we have

$L(f_\varepsilon, \varepsilon^3, 1) = \frac{1}{\sqrt{13}} \sum_{\alpha \in \{\mathbb{Z}/13\mathbb{Z}\}^*} \varepsilon^3(\alpha) \int_0^{\infty} \omega f_\varepsilon.$

Let us compute the cycle $\theta = \sum_{\alpha \in \{\mathbb{Z}/13\mathbb{Z}\}^*} \varepsilon^3(\alpha)\{\frac{a}{13}, \infty\}$ in terms of Manin symbols. We have

$$W_{13}(\theta^\varepsilon) = (W_{13}\theta)^\varepsilon = \sum_{\alpha \in \{\mathbb{Z}/13\mathbb{Z}\}^*} \varepsilon^3(\alpha)\left\{\frac{1}{a}, 0\right\}^\varepsilon = \sum_{\alpha \in \{\mathbb{Z}/13\mathbb{Z}\}^*} \varepsilon^3(\alpha)\xi(1, a)^\varepsilon = \gamma^\varepsilon.$$

\end{proof}
By Lemma 21, it follows that
\[ \langle \theta, f_\epsilon \rangle = \langle \theta^\circ, f_\epsilon \rangle = \langle W_{13}(\gamma^+_\epsilon), f_\epsilon \rangle = \bar{\varepsilon}(2)\langle \gamma^+_\epsilon, f_\epsilon \rangle. \]

**Proposition 23.** — We have \( \gamma_{f_\epsilon} = \frac{1-2\bar{\varepsilon}}{\pi}(\gamma^+_\epsilon, f_\epsilon) \cdot \gamma^\circ. \)

**Proof.** — By Proposition [19] we have
\[
\gamma_{f_\epsilon} = -\frac{1}{3} \sum_{x \in E_{13}} (\xi^+_\epsilon(x) + 2\xi^+_{f_\epsilon}(x))\xi(x).
\]
This sum involves 168 terms, but we may reduce it to 14 terms by considering the action of diamond operators. Let \( \mathcal{E} \) be the set of 2-tuples \((0, 1), (1, v), v \in \mathbb{Z}/13\mathbb{Z} \). We have
\[
\gamma_{f_\epsilon} = -\frac{1}{3} \sum_{\xi \in \mathcal{E}} (\xi^+_\epsilon(dx) + 2\xi^+_{f_\epsilon}(dx))\xi(dx)
\]
\[
= -\frac{1}{3} \sum_{\xi \in \mathcal{E}} (\xi^+_\epsilon(x) + 2\xi^+_{f_\epsilon}(x)) \cdot \varepsilon(d)\langle d, \xi \rangle
\]
\[
= -4 \sum_{\xi \in \mathcal{E}} (\xi^+_\epsilon(x) + 2\xi^+_{f_\epsilon}(x))\xi(x).\]
A simple computation shows that the terms \( x = (0, 1) \) and \( x = (1, 0) \) cancel each other. Hence
\[
\gamma_{f_\epsilon} = -4 \sum_{v \in \mathcal{E}} (\xi^+_\epsilon(1, v) + 2\varepsilon(v)\xi^+_{f_\epsilon}(1, 1 + \frac{1}{v})) \cdot \xi(1, v).\]
Using [19] Lemme 5], we may express \( \xi^+_\epsilon(1, v), v \neq 0 \) in terms of \( \xi^+_\epsilon(1, 2) \) and \( \xi^+_\epsilon(1, 3) \). We find \( \xi^+_\epsilon(1, -v) = \xi^+_\epsilon(1, v) \) and
\[
\xi^+_\epsilon(1, 1) = 0, \quad \xi^+_\epsilon(1, 4) = (1 - \zeta_6)\xi^+_\epsilon(1, 3)
\]
\[
\xi^+_\epsilon(1, 5) = (\zeta_6 - 1)(\xi^+_\epsilon(1, 2) - \xi^+_\epsilon(1, 3)),
\]
\[
\xi^+_\epsilon(1, 6) = (\zeta_6 - 1)\xi^+_\epsilon(1, 2).
\]
Moreover, also by [19] Lemme 5], the cycles \( \xi(1, v) \), \( v \neq 0 \), are linear combinations of \( \xi(1, 2)^\circ \), \( \xi(1, 3)^\circ \) and \( \xi(1, -3)^\circ \). Thus the same is true for \( \gamma_{f_\epsilon} \). But we know that \( \gamma_{f_\epsilon} \) is a multiple of \( \gamma^\circ = \xi(1, 3)^\circ - \xi(1, -3)^\circ \). It is thus enough to compute the coefficient in front of \( \xi(1, 3)^\circ \), which leads to the identity
\[
\gamma_{f_\epsilon} = (12\xi^+_\epsilon(1, 2) + (8\zeta_6 - 4)\xi^+_\epsilon(1, 3)) \cdot \gamma^\circ.
\]
Using [11] with \( \psi = \varepsilon \), we get the proposition. \( \square \)

Consider the modular units \( x = W_{13}(h) \) and \( y = W_{13}(H) \).

**Proposition 24.** — We have
\[
\int_{\gamma_{13}} \eta(x, y) = \frac{13^2 \sqrt{13}}{48}(1 + \zeta_6)\tau(\varepsilon^2) \int_{\gamma_{13}} \eta(u_{v^1}, u_{v^2}).
\]

**Proof.** — Since \( h \) and \( H \) are supported in the cusps above \( 0 \in X_0(13)(\mathbb{Q}) \), it follows that \( x \) and \( y \) are supported in the cusps above \( \infty \in X_0(13)(\mathbb{Q}) \), namely the cusps \( \langle d, \infty \rangle, d \in (\mathbb{Z}/13\mathbb{Z})^*/\pm 1. \)

The method of proof is simple : we decompose the divisors of \( x \) and \( y \) as linear combinations of Dirichlet characters.

Let us write \((n_1, n_2, \ldots, n_6)\) for the divisor \( \sum_{d=1}^6 n_d \cdot \langle d, \infty \rangle \). By [14] p. 56], we have
\[
\text{div}(x) = \begin{pmatrix} 0 & 1 & 1 & -1 & 0 & -1 \end{pmatrix},
\]
\[
\text{div}(y) = \begin{pmatrix} 1 & -1 & 1 & 1 & -1 & -1 \end{pmatrix}.
\]

The divisors of \( u_{v^1} \) and \( u_{v^2} \) are given by [8] Prop 5.4]. We have
\[
\text{div}(u_{v^1}) = -\frac{L^{x^3, 2}}{\pi^2} \cdot \begin{pmatrix} 1 & -1 & 1 & 1 & -1 & -1 \end{pmatrix} = -\frac{4\sqrt{13}}{13^2} \cdot \text{div}(y).
\]
Since the divisor of $x$ is invariant under the diamond operator (5), it is a linear combination of $\text{div}(u_{e3})$ and $\text{div}(u_{\varphi^2})$. We find explicitly

$$\text{div}(x) = \frac{1 - 2\zeta_6}{3} \left( \frac{\text{div}(u_{e3})}{L(\varepsilon^2, 2)/\pi^2} - \frac{\text{div}(u_{\varphi^2})}{L(\varepsilon^2, 2)/\pi^2} \right) = \frac{13}{12} \left( (2 - \zeta_6)\tau(\varepsilon^2) \text{div}(u_{e3}) + (1 + \zeta_6)\tau(\varepsilon^2) \text{div}(u_{\varphi^2}) \right).$$

Here we have used the classical formula \[L(\chi, 2)\] (1.80) and (3.87)

$$L(\chi, 2) = \frac{\tau(\chi)}{\pi^2} \sum_{a=0}^{N-1} \chi(a) B_2 \left( \frac{a}{N} \right)$$

where $\chi$ is an even non-trivial Dirichlet character modulo $N$, and $B_2(x) = x^2 - x + \frac{1}{6}$ is the second Bernoulli polynomial.

Considering $u_{e3}$ and $u_{\varphi^2}$ as elements of $\mathcal{O}^*(Y_1(13)(\mathbb{C})) \otimes \mathbb{C}$ and following the notations of \cite{8} (65)], we have $\overline{u_{e3}}(\infty) = \overline{u_{\varphi^2}}(\infty) = 1$ by \cite{8} Prop. 5.3]. Moreover, looking at the behaviour of $x$ and $y$ at $\infty$, we find $x(\infty) = 1$ and $\tilde{g}(\infty) = -1$. Hence $x \otimes 1$ can be expressed as a linear combination of $u_{e3}$ and $u_{\varphi^2}$ in $\mathcal{O}^*(Y_1(13)(\mathbb{C})) \otimes \mathbb{C}$, while $y \otimes 1$ is proportional to $u_{e3}$. Thus

$$\eta(x, y) = -\frac{13^2}{4\sqrt{13}} \cdot \frac{13}{12} \left( (2 - \zeta_6)\tau(\varepsilon^2)\eta(u_{e3}, u_{e3}) + (1 + \zeta_6)\tau(\varepsilon^2)\eta(u_{\varphi^2}, u_{e3}) \right).$$

Since the differential form $\eta(u_{e3}, u_{e3})$ has character $\varepsilon$, we have $\int_{\gamma_\tau} \eta(u_{e3}, u_{e3}) = 0$, and the proposition follows.

\textbf{Proof of Theorem \cite{7} —} Combining (10) with Propositions \cite{22, 23, 24} we get

$$L(f_\varepsilon, 2) = \frac{\pi}{\sqrt{13}} \cdot \frac{1 - \zeta_6}{\tau(\varepsilon^2)} \int_{\gamma_\tau} \eta(x, y).$$

Formula (12) simplifies if we use the functional equation of $L(f_\varepsilon, s)$. Recall that $W_{13}(f_\varepsilon) = w_{f_\varepsilon}$. Let $\Lambda(f, s) := 13^{s/2}(2\pi)^{-s}\Gamma(s)L(f, s)$. Then the functional equation of $L(f, s)$ reads

$$\Lambda(f, s) = -w_{\Lambda}(f, 2 - s).$$

Using (3), we deduce that

$$L(f_\varepsilon, 2) = \frac{4\pi^2}{13^2} \cdot \frac{(4 - 3\zeta_6)\tau(\varepsilon) L'(f_\varepsilon, 0).}$$

Replacing in (12) and using $\tau(\varepsilon^2)\tau(\varepsilon) = (4\zeta_6 - 3)\sqrt{13}$, we get

$$\int_{\gamma_\tau} \eta(x, y) = 4\pi(\zeta_6 - 1) L'(f_\varepsilon, 0).$$

Taking complex conjugation, and since $\overline{\eta(x, y)} = \eta(x, y)$, we obtain

$$\int_{\gamma_\tau} \eta(x, y) = -4\pi\zeta_6 L'(f_\varepsilon, 0).$$

We have a direct sum decomposition $\mathcal{H}^* \otimes \mathbb{C} = \mathcal{H}(\varepsilon) \oplus \mathcal{H}(\varepsilon^2)$. Write $\gamma_3 = \gamma_3^* + \gamma_3^\tau$. Then $\gamma_4 = (2)^*\gamma_3 = \varepsilon(2)\gamma_3^* + \varepsilon(2)\gamma_3^\tau$. By Proposition \cite{9} we deduce

$$W_{13}\gamma_4 = \gamma_4 - \gamma_3 = (\zeta_6 - 1)\gamma_3^* + (\zeta_6 - 1)\gamma_3^\tau = (\zeta_6 - 1)\gamma_4^* + (\zeta_6 - 1)\gamma_4^\tau.$$
By Proposition 3, we conclude that
\[ m(P) = \frac{1}{2\pi} \int_{\Gamma_p} \eta(h, H) = \frac{1}{2\pi} \int_{W_{13}\gamma_p} \eta(x, y) = 2L'(f, 0). \]

\[ \square \]

**Remark 25.** — There may have been a quicker way to proceed. Starting from Theorem 11 in the particular case \( N = 13 \), probably all we need is a symplectic basis of \( H_1(X_1(13)(\mathbb{C}), \mathbb{Z}) \) with respect to the intersection pairing (see the formula [4, A.2.5]). But this is less canonical than Theorem 15.

**Remark 26.** — Another way of proving Theorem 1 would be to use the main formula of [25]. We have not worked out the details of this computation.

**Question 27.** — Let \( g = f|_{(2)} = \zeta_6 f_\varepsilon + \overline{\zeta_6} f_{\overline{\varepsilon}} \). Then \((f, g)\) is a basis of the space \( S_2(\Gamma_1(13), \mathbb{Q}) \) of cusp forms with rational Fourier coefficients. Is there a polynomial \( Q \in \mathbb{Z}[x, y] \) such that \( m(Q) \) is proportional to \( L'(g, 0) \)?

6. Examples in higher level

We note that the functions \( H \) and \( h \) used in the proof of Theorem 11 are modular units on \( X_1(13) \) and that \( P \) is their minimal polynomial. There is a similar story for the modular curve \( X_1(11) \) [7, Cor 3.3] and we may try to generalize this phenomenon.

Let \( N \geq 1 \) be an integer, and let \( u \) and \( v \) be two modular units on \( X_1(N) \). Let \( P \in \mathbb{C}[x, y] \) be an irreducible polynomial such that \( P(u, v) = 0 \). Then the map \( z \mapsto (u(z), v(z)) \) is a modular parametrization of the curve \( C_P : P(x, y) = 0 \) and we have a natural map \( Y_1(N) \rightarrow C_P \).

Assuming \( P \) satisfies Deninger’s conditions, we may express \( m(P) \) in terms of the integral of \( \eta(u, v) \) over a (non necessarily closed) cycle \( \gamma_P \).

The most favourable case is when the curve \( C_P \) intersects the torus \( T^2 = \{ |x| = |y| = 1 \} \) only at cusps. In this case \( \gamma_P \) is a modular symbol and we may use [25, Thm 1] to compute \( \int_{\gamma_P} \eta(u, v) \) in terms of special values of \( L \)-functions.

In this section, we work out this idea for some examples of increasing complexity. We work with the modular units provided by [24]. These modular units are supported on the cusps above \( \infty \in X_0(N) \), so that [8, Prop 6.1] implies that \( P \) is automatically tempered.

In all examples below, we found that \( \gamma_P \) can be written as the sum of a closed path \( \gamma_0 \) and a path \( \gamma_1 \) joining cusps. The integral of \( \eta(u, v) \) over \( \gamma_1 \) can be computed using [25, Thm 1]. The integral of \( \eta(u, v) \) over \( \gamma_0 \) can be dealt with using either [25, Thm 1] or the explicit version of Beilinson’s theorem – we have not carried out the details of the computation. So in order to establish the identities below rigorously, it only remains to express \( \gamma_0 \) in terms of modular symbols and to compute \( \int_{\gamma_0} \eta(u, v) \) using the tools explained above.

It would be interesting to understand when the identities obtained involve cusp forms (like (15)), are of Dirichlet type (like (16)), or of mixed type (like (17)). In the general case, it would be also interesting to find conditions on the modular units \( u \) and \( v \) so that the boundary of \( \gamma_P \) consists of cusps or other interesting points.
6.1. $N = 16$. — The modular curve $X_1(16)$ has genus 2 and has been studied in [16]. Let $u$ and $v$ be the following modular units:

$$u = q \prod_{n \equiv 1, \pm 5(16)} (1-q^n)/ \prod_{n \equiv 1, \pm 7(16)} (1-q^n)$$

$$v = q \prod_{n \equiv 1, \pm 14(16)} (1-q^n)/ \prod_{n \equiv 1, \pm 10(16)} (1-q^n).$$

Their minimal polynomial is given by

$$P_{16} = y - x - xy - xy^2 + x^2 y + xy^3.$$

This polynomial vanishes on the torus at the points $(x,y) = (1,1), (1, \pm i), (1, -1)$, but the Deninger cycle $\gamma_{P_{16}}$ is closed. So we may expect that $m(P_{16})$ is equal to $L'(f,0)$ for some cusp form $f$ of level 16 with rational coefficients. Indeed, we find numerically

$$m(P_{16}) \geq L'(f,0)$$

where $f$ is the trace of the unique newform of weight 2 and level 16, having coefficients in $\mathbb{Z}[i]$.

6.2. $N = 18$. — The modular curve $X_1(18)$ has genus 2 and has been studied in [13]. It has 3 cusps above $\infty$, so we may form essentially two modular units supported on these cusps. Let $u$ and $v$ be the following modular units:

$$u = q^3 \prod_{n \equiv 1, \pm 2(18)} (1-q^n)/ \prod_{n \equiv 1, \pm 3(18)} (1-q^n)$$

$$v = q^2 \prod_{n \equiv 1, \pm 4(18)} (1-q^n)/ \prod_{n \equiv 1, \pm 5, \pm 8(18)} (1-q^n).$$

Their minimal polynomial is given by

$$P_{18} = -x^2 + y^3 + xy^2 - x^2y + x^2y^2 - x^3y^2.$$

This polynomial vanishes on the torus at the points $(x,y) = (1, \pm 1), (-1, \pm 1), (\zeta_6^2, \zeta_6^6)$ and $(\zeta_6^2, \zeta_6^6)$ with $\zeta_6 = e^{2\pi i/6}$. The points $(\zeta_6^2, \zeta_6^6)$ and $(\zeta_6^2, \zeta_6^6)$ correspond respectively to the cusps $\frac{1}{6}$ and $-\frac{1}{6}$, and the Deninger cycle $\gamma_{P_{18}}$ is given by $\gamma_0 + \{-\frac{1}{6}, \frac{1}{6}\}$, where $\gamma_0$ is a closed cycle. Using [25, Thm 1], we find

$$\int_{-1/6}^{1/6} \eta(u,v) = \frac{1}{4\pi} L(F,2)$$

where $F$ is a modular form of weight 2 and level (at most) 18. Actually $F$ has level 18 and [25, Thm 1] simplifies if we use the functional equation $L(F,2) = -\frac{2\pi^2}{9} L'(W_{18}F,0)$. In fact [25, Lemma 2] guarantees that $W_{18}F$ will be a modular form with integral Fourier coefficients. In this case, we find

$$W_{18}F = -36E_2^\psi$$

where $E_2^\psi = \sum_{n=1}^{\infty} (\sum_{d|\psi} d) \psi(n) q^n$ is an Eisenstein series of level 9, and $\psi : (\mathbb{Z}/3\mathbb{Z})^* \to \{\pm 1\}$ is the unique Dirichlet character of conductor 3. Since $L(E_2^\psi, s) = L(\psi, s)L(\psi, s-1)$, we may expect that $m(P_{18})$ involves $L$-values of Dirichlet characters. Indeed, we find numerically

$$m(P_{18}) \geq 2L'(\psi, -1).$$
6.3. $N = 25$. — The modular curve $X_1(25)$ has genus 12 and the quotient $X = X_1(25) / (7)$ has genus 4. The curve $X$ and its modular units have been studied by Lecacheux [15] and Darmon [10]. Consider the following modular units:

$$u = q \prod_{n \equiv 1, \pm 1(25)} (1 - q^n) / \prod_{n \equiv 2, \pm 11(25)} (1 - q^n)$$

$$v = q^{-1} \prod_{n \equiv 9, \pm 12(25)} (1 - q^n) / \prod_{n \equiv 6, \pm 8(25)} (1 - q^n).$$

Their minimal polynomial is given by

$$P_{25} = y^2 x^4 + (y^3 + y^2)x^3 + (3y^3 - y^2 - 2y)x^2 + (y^4 - 4y^2 + y - 1)x - y^3.$$

This polynomial vanishes on the torus at the points $(x, y) = (\zeta, -\zeta)$ for each primitive 5-th root of unity $\zeta$. These points are cusps: letting $\zeta_5 = e^{2\pi i/5}$, we have

$$u(1/5) = \zeta_5^2 = -v(1/5)$$

$$u(-1/5) = \zeta_5^2 = -v(-1/5)$$

$$u(2/5) = \zeta_5 = -v(2/5)$$

$$u(-2/5) = \zeta_5^1 = -v(-2/5).$$

The Deninger cycle associated to $P_{25}$ is given by $\gamma_{P_{25}} = \gamma_0 + \gamma_1$ where $\gamma_0$ is a closed cycle and $\gamma_1 = \{\frac{1}{5}, -\frac{1}{5}\} + \{\frac{-2}{5}, \frac{2}{5}\}$. Using [25, Thm 1], we get

$$\int_{\gamma_1} \eta(u, v) = \frac{1}{4\pi} L(F; 2)$$

where $F$ is a modular form of weight 2 and level 25. This time $F$ is a linear combination of newforms and Eisenstein series. Let $\varepsilon : (\mathbb{Z}/5\mathbb{Z})^* \to \mathbb{C}^*$ be the unique Dirichlet character such that $\varepsilon(2) = \zeta_5$. A basis of eigenforms of $\Omega(X) \otimes \mathbb{C}$ is given by newforms $(f_\sigma)_{\sigma \in (\mathbb{Z}/5\mathbb{Z})^*}$ having Fourier coefficients in $\mathbb{Q}(\zeta_5)$ and forming a single Galois orbit. The newform $f_\sigma$ has character $\varepsilon^a$ and for any $\sigma \in \text{Gal}(\mathbb{Q}(\zeta_5)/\mathbb{Q})$, we have $\sigma(f_\sigma) = f_{\chi_{5}\sigma, a}$ where $\chi_5$ is the cyclotomic character. Moreover, let $\psi : (\mathbb{Z}/5\mathbb{Z})^* \to \mathbb{C}^*$ be the Dirichlet character defined by $\psi(2) = i$. Then $W_{25}F$ has integral coefficients and is given by

$$W_{25}F = -10 \text{Tr}_{\mathbb{Q}(\zeta_5)/\mathbb{Q}}(\lambda f_1) - 25(1 + i) E_{2}^\psi \overline{\psi} - 25(1 - i) E_{2}^\psi \overline{\psi}$$

where $\lambda = 2\zeta_5 + \zeta_5^{-1} + 2\zeta_5^{-2}$ and $E_{2}^\psi \overline{\psi}$ is the Eisenstein series defined by

$$E_{2}^\psi \overline{\psi} = \sum_{m,n=1}^\infty m \overline{\psi}(m) \psi(n) q^{mn}.$$

We may therefore expect $m(P_{25})$ being a linear combination of $L'(\psi, -1)$, $L'(-\overline{\psi}, -1)$ and $L'(f, 0)$, where $f$ is a cusp form with rational Fourier coefficients. Indeed, we find numerically

$$m(P_{25}) \approx L'(f, 0) + \frac{1 + 2i}{5} L'(-\overline{\psi}, -1) + \frac{1 - 2i}{5} L'(\psi, -1)$$

where

$$f = \frac{1}{5} \text{Tr}((2 + \zeta_5 + 2\zeta_5^{-2}) f_1) = q + q^2 - q^3 - q^4 - 3q^5 - 2q^9 + 3q^{10} + 4q^{11} + O(q^{12}).$$

References

[1] A. O. L. Atkin & W. C. W. Li – “Twists of newforms and pseudo-eigenvalues of $W$-operators”, *Invent. Math.* 48 (1978), no. 3, p. 221–243.

[2] M. J. Bertin & W. Zudilin – “On the Mahler measure of a family of genus 2 curves”, Preprint, [http://arxiv.org/abs/1405.4396](http://arxiv.org/abs/1405.4396) 2014.
1. W. Bosma, J. Cannon & C. Playoust – “The Magma algebra system. I. The user language”, *J. Symbolic Comput.* **24** (1997), no. 3-4, p. 235–265, Computational algebra and number theory (London, 1993).

2. J.-B. Bost – “Introduction to compact Riemann surfaces, Jacobians, and abelian varieties”, in *From number theory to physics (Les Houches, 1989)*, Springer, Berlin, 1992, p. 64–211.

3. D. W. Boyd – “Mahler’s measure and special values of $L$-functions”, *Experiment. Math.* **7** (1998), no. 1, p. 37–82.

4. F. Brunault – “Étude de la valeur en $s = 2$ de la fonction $L$ d’une courbe elliptique”, Thèse de doctorat, Université Paris 7, décembre 2005, arXiv:math/0602186v1 [math.NT].

5. J.-B. Bost – “Introduction to compact Riemann surfaces, Jacobians, and abelian varieties”, in *From number theory to physics (Les Houches, 1989)*, Springer, Berlin, 1992, p. 1–63.

6. H. Darmon – “An introduction to zeta functions”, in *From number theory to physics (Les Houches, 1989)*, Springer, Berlin, 1992, p. 1–63.

7. T. Dokchitser, R. de Jeu & D. Zagier – “Numerical verification of Beilinson’s conjecture for $K_2$ of hyperelliptic curves”, *Comp. Math.* **142** (2006), no. 2, p. 339–373.

8. C. Deninger – “Deligne periods of mixed motives, $K$-theory and the entropy of certain $Z^n$-actions”, *J. Amer. Math. Soc.* **10** (1997), no. 2, p. 259–281.

9. L. Merel – “Symboles de Manin et valeurs de fonctions $L$”, in *Algebra, arithmetic, and geometry: in honor of Yu. I. Manin. Vol. II*, Progr. Math., vol. 270, Birkhäuser Boston, Boston, MA, 2009, p. 283–309.

10. M. Rebolledo Hochart – “Corps engendré par les points de 13-torsion des courbes elliptiques”, *Acta Arith.* **109** (2003), no. 3, p. 219–230.

11. M. Rogers & W. Zudilin – “From $L$-series of elliptic curves to Mahler measures”, *Compos. Math.* **148** (2012), no. 2, p. 385–414.

12. Y. Yang – “Modular units and cuspidal divisor class groups of $X_1(N)$”, *J. Algebra* **322** (2009), no. 2, p. 514–553.

13. W. Zudilin – “Regulator of modular units and Mahler measures”, *Math. Proc. Cambridge Philos. Soc.* **156** (2014), no. 2, p. 313–326.

François Brunault ● E-mail: francois.brunault@ens-lyon.fr, ÉNS Lyon, UMPA, 46 allée d’Italie, 69007 Lyon, France