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Abstract

Despite their widespread success, the application of deep neural networks to functional data remains scarce today. The infinite dimensionality of functional data means standard learning algorithms can be applied only after appropriate dimension reduction, typically achieved via basis expansions. Currently, these bases are chosen a priori without the information for the task at hand and thus may not be effective for the designated task. We instead propose to adaptively learn these bases in an end-to-end fashion. We introduce neural networks that employ a new Basis Layer whose hidden units are each basis functions themselves implemented as a micro neural network. Our architecture learns to apply parsimonious dimension reduction to functional inputs that focuses only on information relevant to the target rather than irrelevant variation in the input function. Across numerous classification/regression tasks with functional data, our method empirically outperforms other types of neural networks, and we prove that our approach is statistically consistent with low generalization error. Code is available at: https://github.com/jwyy/AdaFNN.

1. Introduction

Deep learning has revolutionized data analysis and predictive modeling as its learned input representations capture more relevant aspects of a problem than representations based on manually selected features of the data. While the powerful capabilities of neural networks (NN) have been clearly demonstrated for vector/image/text/audio/graph data, how to best adapt these models to functional data remains under-explored. Functional data are sample of random functions. The simplest examples are random curves defined over a (univariate) real-valued interval with one curve per individual subject in our dataset. Without loss of generality we assume that the interval is [0, 1]. The curve for one subject is thus a random function \( X(t), t \in [0, 1] \), which can be viewed as a continuous stochastic process on \([0, 1]\). Extensively studied in the statistics literature (Ferraty & Vieu, 2006; Ramsay & Silverman, 2007; Hsing & Eubank, 2015; Wang et al., 2016), functional data appear frequently in scientific studies and daily life, such as in datasets of: air pollution, fMRI scans, growth curves, and sensors like wearable devices.

A fundamental property that distinguishes functional data from other data types is that they are intrinsically infinite dimensional and generated by smooth underlying processes. While high-dimensionality poses challenges in modeling and prediction, it brings benefits when data are generated from smooth or continuous functions. This is because the observed measurements at one location \( t_0 \) can inform us the values of \( X(t) \) for \( t \) at nearby locations, thereby increasing the estimation efficiency. The smoothness assumption also makes functional data resilient to noise contamination as the magnitude of the noise can be estimated and statistical methods designed for functional data can accommodate noise in the observed data.

In practical applications, we are interested in using these continuous curves \( X(t) \) to infer their relationship to some response variable \( Y \), often to predict the response. More formally, we have a dataset \( \{(X_i(t), Y_i)\}_{i=1}^n \) of i.i.d. samples of \( X(t) \) and the associated \( Y \), where \( X(t) \) is a mean-square continuous process defined over \( t \in [0, 1] \). For each subject \( i \) in our dataset, the observations of \( X_i \) serve as a functional covariate to predict scalar response variable \( Y_i \), which may be either continuous or discrete. In many practical applications, the continuous process \( X(t) \) is only observed on a discrete time grid \( \{t_1, \ldots, t_{J+1}\} \) in each observed \( X_i \). Assuming there is an underlying map \( \mathcal{T}: \mathbb{R} \rightarrow \mathbb{R} \), our goal is to estimate \( \mathcal{T} \) from the data (e.g. using a neural network).

A common pipeline for functional data analysis (FDA) is to summarize the information contained in each function into a finite-dimensional vector and then carry out the analysis using existing models for the resulting multivariate data. Two popular dimension reduction approaches are Functional Principal Component Analysis (FPCA) (Besse & Ramsay, 1986; Rice & Silverman, 1991; Silverman, 1996; Yao et al.,
Existing approaches to deep learning for functional data rely on a straightforward pipeline that first applies classic functional data analysis methods and then a neural network in sequence. Rossi et al. (2002) handled functional data through discretization and functional parameterization of weight matrices, while Rossi et al. (2005) and Guss (2016) use basis function expansion to convert functional inputs into a vector form that can then be directly fed into a standard neural network. Some universal approximation theory for functional neural networks has been established by Rossi et al. (2005) and Guss & Salakhutdinov (2019). However, this two-stage fitting process in prior work is unable to fully leverage the representation-learning power and flexibility of deep learning.

In this paper, we propose to improve existing architectures by replacing these pre-specified choice of basis functions with adaptively learned bases that are implemented via micro neural networks (Lin et al., 2013) to which we backpropagate information regarding the response variable. A similar variant of our basic idea was briefly suggested by Rossi & Conan-Guez (2005), but their work never pursued the idea beyond a short comment stating it could be the possible to implement the weight function of their functional neural network as an Multilayer Perceptron (MLP). Our design eliminates the need for a preprocessing step to convert random functions into vector inputs that otherwise typically requires a manually-prespecified choice of basis functions. Our architecture synchronizes the dimension reduction step and the nonlinear mapping step by adjusting the learned basis functions such that they only capture the information in $X(t)$ that is relevant to the output. Existing basis function representations instead seek to retain as much information about the input as possible, which may actually make supervised learning more difficult (Tishby & Zaslavsky, 2015).

Our main contribution is to propose an alternative neural architecture for end-to-end FDA that consists of a novel Basis Layer (BL) implemented via micro networks. We name the new network an Adaptive Functional Neural Network (AdaFNN). We study some theoretical properties of AdaFNN, establishing convergence and generalization error guarantees. Adding a BL into a neural network as feature extractors for functional inputs, the resulting model is empirically more accurate than existing methods and is simultaneously more parsimonious (meaning it requires less basis functions to model the random functions). Two types of regularizers are introduced to encourage basis orthogonality and basis sparsity. This regularization improves the resulting learned representations as well as the interpretability of the learned bases (especially when a small number of basis nodes are used). Moreover, our model can be trained end-to-end and thus composed with arbitrary differentiable operations without any alteration.

# 2. Related Work

## 2.1. Discretization of Functions

A straightforward application of neural networks to functional data is to treat the discretely observed functional values $\{X(t_1), \ldots, X(t_{J+1})\}$ as a high-dimensional vector and then input this vector into a neural network. This approach has been explored in Rossi et al. (2002); Rossi & Conan-Guez (2005); Rossi et al. (2005); Guss & Salakhutdinov (2019). An alternative common approach is to treat the discretely sampled data from subjects as time series. However, this approach has several disadvantages as it does not leverage the smoothness of the underlying data-generating process $X(t)$ and relies on additional strong assumptions such as stationarity. Lastly, most time-series methods are not designed for replicate observations (here we observe numerous draws of the underlying $X(t)$, one per subject). Thus, we instead review the vector-based approach below. Since the $X(t)$ process is only observed at discrete time points $\{t_j\}_{j=1}^{J+1}$, one could use the vector $v_x = [X(t_1), \ldots, X(t_{J+1})]$ as the input of a standard neural network. Using the vector $v_x$, the original mapping $X$ can be approximated by $T_\text{finite} : v_x \mapsto Y$. Classical results imply that $T_\text{finite}$ can be well approximated by a neural network with a sufficient number of parameters. Furthermore, by increasing the partition resolution $J$, we can approximate $T$ using $T_\text{finite}$ with arbitrarily small error.

### Drawbacks

In order to preserve critical information about the functional inputs, the discretization approach may require a high-dimensional vector, which hampers subsequent learning due to the curse of dimensionality. Furthermore, these discrete vector dimensions may fail to reflect the smoothness inherent to many functional covariates if they are contaminated by noise.

## 2.2. Basis Representation of Functions

To overcome the disadvantage of discretization, Rossi & Conan-Guez (2005) proposed to make use of the continuity of functional data and find a better finite-dimensional representation of a functional input before feeding it into a network. To be specific, let $\{\varphi_k(t)\}_{k=1}^K$ be a set of $K$ continuous basis functions defined on $[0, 1]$. The task is to represent $X(t)$ using a vector $v_a = [a_1, \ldots, a_K]$ such that:

$$X(t) \approx \sum_{k=1}^K a_k \varphi_k(t). \quad (1)$$

Commonly used basis functions are Fourier basis functions, B-splines, or eigenfunctions obtained via spectral decompo-
sition of cov(X(s), X(t)). After finding a basis expansion of X(t), we can use the vector v_α instead of v_x as the input to a feedforward network. Normally the dimension K of v_α is much smaller than the dimension J + 1 of the discretized data v_x, a clear advantage. Furthermore, the basis expansion in (1) automatically produces a smooth approximation of X(t), which can reduce the noise contained in v_x.

**Drawbacks.** While the basis representation approach in (1) could recover the underlying smooth process of functional input, it does not take advantage of the key information contained in the response Y during its dimension reduction stage. Besides, both dimension reduction of functional inputs and parameterization of weight matrices (see FMLP on p.55, Rossi & Conan-Guez (2005)) require selection of basis functions. These bases are typically selected a priori and the number of bases needs to be chosen as well. We address these questions in this paper by proposing an adaptive approach to find the optimal bases that utilizes the information on Y and the specific learning task.

### 2.3. Micro Network Inside of a Network

Embedding smaller neural networks within a larger overall network architecture has been previously explored. For example, the Network in Network (NIN) model of Lin et al. (2013) replaces linear convolutions by a micro MLP. Empirically, the enhanced nonlinearity improves the model’s ability to extract good features. Although NIN is conceptually related to our proposal, their operations differ in two ways. In our design, a basis node in a basis layer, which is also a micro MLP, is applied to the whole input. In contrast, a NIN micro network performs local convolution operations. Second, the micro MLP in NIN takes a small region of an image as its input and this process is slid across the whole image via convolution. Our basis micro network instead takes a fixed time point t as its input and outputs the value the basis function takes at t.

In the network depicted in Figure 1, the BL consists of d basis nodes (for some user-specified value of d). Each node represents the application of some basis function β_i(t), for i = 1, ..., d and t ∈ [0, 1]. The value output by each basis node, i.e., the score of X(t) with respect to the basis function β_i(t), is computed as:

\[
c_i = \langle \beta_i, X \rangle = \int \beta_i(t) \cdot X(t) \, dt. \tag{2}
\]

The BL outputs form a vector c = [c_1, ..., c_d] ∈ ℝ^d. This vector is then fed through the rest of the AdaFNN network’s layers, which after the BL are all standard fully-connected layers (as in a standard MLP, where Θ denotes the weights of all layers after the BL). The output of the overall network is \( \hat{Y} = \bar{T}(X) = \sigma_L(\cdots \sigma_1(W_1c + b_1)) \), where \( \sigma_1, \ldots, \sigma_L \) are the activation functions at each layer.

The bases \( \beta_i \) are used to project the functional input \( X(t) \) to a vector representation \( c \). While the form of these bases could in theory be selected a priori, such ad hoc selection violates the principle of end-to-end learning that drives deep learning’s success. We would instead like to backpropagate information about Y through the network in order to adaptively identify optimal bases \( \beta_i \). For this reason, we prefer the representation of input functions in (2) over (1), as the latter is less amenable to basis learning via backpropagation.

In the BL, each basis function \( \beta_i(t) \) is itself parameterized by another neural network \( n_{\theta_i}(t) : t \mapsto \sigma_L^i(\cdots \sigma_1^i(W_1^i t + b_1^i)) \) with parameters \( \Theta_i \) consisting of weights \( \{W_1^i\}_{i=1}^L \) and biases \( \{b_1^i\}_{i=1}^L \). In this work, these micro networks
We make three observations about the proposed model. First, the loss of the network is calculated between a prediction loss, our learned basis functions are simultaneously trained (end-to-end) using this single objective and subsequent fully-connected network layers are all simultaneously trained (end-to-end) using this single objective. Second, since the parameters $\Theta_i$ are updated by the partition $(t_j = (j - 1)/J)_{j=1}^{J+1}$. For each $i$, the score $c_i$ is approximated by $\tilde{c}_i = \sum_{j=1}^{J+1} \omega_j \cdot \text{nn}_\theta_i(t_j) \cdot X(t_j)$, where $\{\omega_j\}_{j=1}^{J+1}$ are weights used in a numerical integration algorithm. For instance, if trapezoidal rule is used in the network, then we would have $\omega_{J+1} = \omega_1 = 1/(2J)$ and $\omega_j = 1/J$ for $j = 2, \ldots, J$. Here equal spacing is not necessary. Our method works well as long as the grid is dense enough for the numerical integration to be accurate (see our provided code for a demonstration of AdaFNN with non-uniform spacing).

The loss of the network is calculated between a prediction $\hat{Y}$ and the observed response $Y$, and is written as $\ell(\hat{Y}, Y)$. Here we employ a standard loss function for prediction such as mean-squared-error for regression or cross-entropy for classification. The overall loss is the average loss across the whole sample (or a mini-batch of data for stochastic gradient training) and is denoted as $L(\{\Theta_i\}_{i=1}^d, \Theta) = \frac{1}{n} \sum_{i=1}^n \ell(Y_i, \hat{Y}_i)$. The micro-networks and subsequent fully-connected network layers are all simultaneously trained (end-to-end) using this single objective $L(\{\Theta_i\}_{i=1}^d, \Theta)$ applied to the output predictions. In the next section, we also consider possible addition of orthogonality or sparsity regularization to this objective.

We make three observations about the proposed model. First, it can clearly be trained end-to-end with the BL. There is no need to select and even fine tune what type of basis functions should be used in representing input functions (or weight matrices). Second, since the parameters $\Theta_i$ are updated to minimize prediction loss, our learned basis functions are likely better suited for the desired task than handcrafted basis functions chosen without this information. The experiments in Section 5 show that our BL architecture can achieve higher accuracy than existing basis expansion methods while utilizing fewer basis functions (as each individual learned basis function can capture more predictive signal). Lastly, since each micro neural network is a composition of continuous functions (as a standard MLP), all of the learned basis functions within our model will be continuous.

3.1. Regularization

**Encouraging Basis Orthogonality.** Without constraints, two BL nodes might learn similar basis functions and extract redundant information from the same functional input $X(t)$. To encourage different BL nodes to represent different (uncorrelated) information about the function, we can regularize them to be orthogonal. Recall that $L(\{\Theta_i\}_{i=1}^d, \Theta)$ is the loss function of a BL network. To encourage basis orthogonality, we introduce a regularization term which penalizes the cosine similarity between each pair of basis functions. The resulting loss optimized by the regularized network is

$$L_{\text{reg}}(\{\Theta_i\}_{i=1}^d, \Theta) = L(\{\Theta_i\}_{i=1}^d, \Theta) + \lambda_1 \cdot \frac{1}{d} \sum_{j \neq j'} \left| \left| \text{nn}_\theta_j \right| \right|_2 \left( \left| \left| \text{nn}_\theta_j \right| \right|_2 \right)$$

where $\lambda_1 > 0$ controls the strength of the penalty. When a BL contains many nodes, enumerating all pairs becomes computationally expensive. Instead we randomly sample a few pairs at each mini-batch update and employ their average absolute cosine similarity as a stochastic estimate of the regularizer against which we optimize network parameters.

**Encouraging Basis Sparsity.** We can also regularize the shape of our learned basis functions. In domain selection problems (James et al., 2009; Zhou et al., 2013; Wang et al., 2021), the response is only related to the functional input over an (a priori unknown) subset of its domain, i.e. $Y \perp \{X(t')\}_{t' \in \mathcal{I}} | \{X(t)\}_{t \in \mathcal{I}}$ for some $\mathcal{I} \subset [0, 1]$. To encourage this desired property, it is sensible to learn a basis function whose value is zero outside of $\mathcal{I}$. While the number of nonzero values taken by the basis function is hard to optimize, we can penalize their $L_1$ norm as a tight convex relaxation of an $L_0$ norm to enforce basis sparsity. The resulted loss function is

$$L_{\text{sparsity}}(\{\Theta_i\}_{i=1}^d, \Theta) = L(\{\Theta_i\}_{i=1}^d, \Theta) + \lambda_2 \cdot \frac{1}{s} \sum_{i \in S} \int \beta_i(t) \, dt,$$

where $S \subseteq \{1, \ldots, d\}$ indicates which subset of basis functions we wish to sparsify, $s$ is the number of elements in $S$, and $\lambda_2 > 0$ controls the strength of the $L_1$ penalty. Even when we are not sure whether the domain selection assumption truly hold, learning sparse basis functions via this $L_1$ penalty can provide some protection against overfitting.
penalty can greatly improve the overall interpretability of our prediction model (Figure 6).

4. Theoretical Analysis

Here we discuss theoretical properties of the architecture proposed in the previous section. We provide a universal approximation theorem for this design and prove it achieves low generalization error under mild regularity conditions.

Let $C([0,1])$ denote the space of continuous functions defined on the compact interval $[0,1]$. Assume that the underlying mapping $T : X \to Y$ is a composite of a finite-dimensional linear transformation and a subsequent non-linear transformation. We can write $T = h \circ g$, where $g : C([0,1]) \to \mathbb{R}^q$ is a linear continuous map, and $h : \mathbb{R}^q \to \mathbb{R}$ is a non-linear continuous map. By Riesz representation theorem, there exist square-integrable function $\gamma_i$ with $i = 1, \ldots, q$ such that $g(X) = [\langle \gamma_1, X \rangle, \ldots, \langle \gamma_q, X \rangle]$. The approximate network parameterized by weights $\{\Theta_i\}_{i=1}^q$ and $\Theta$ is denoted as $\hat{T}$.

**Theorem 1** (Consistency of the network). With the notations defined previously and following the conventions in the literature, we assume that:

(i) the numerical integration at each basis node can be accurately evaluated as $J \to \infty$,
(ii) each network in $\hat{T}$ can have sufficient capacity.

Then for any $\epsilon > 0$, there exists a network $\hat{T}^*$ with weights $\{\Theta_i^*\}_{i=1}^q$ and $\Theta^*$ such that

$$\sup_{f \in C([0,1]), \|f\|_2 \leq 1} |\hat{T}^*(f) - T(f)| < \epsilon.$$  

Hence, we have the following result: Let $X$ be a continuous process defined on $[0,1]$. For any $\delta > 0$, there exists a network $\hat{T}^*$ with weights $\{\Theta_i^*\}_{i=1}^q$ and $\Theta^*$ such that

$$\mathbb{P}(\|\hat{T}^*(X) - T(X)\| < \delta) > 1 - \delta.$$  

**Remark 1.** Although Theorem 1 provides the consistency of the proposed architecture, it is not equivalent to identifying each true basis function consistently. The reason is that the individual basis functions are not identifiable since there are multiple ways to parameterize one map.

**Remark 2.** To make adequate predictions, the number of basis nodes $d$ in AdaFNN should be sufficiently larger than the dimensionality $q$ of $g(X)$, introduced in the assumptions of Theorem 1. In practice, we could also vary the choice of the number of basis nodes to find out which yields the best performance (lowest validation loss or fewest bases with low validation loss). Once the training is done, by investigating the learned bases, one can decide which ones seem to be relevant and use those as the basis functions to re-train a smaller subsequent network.

Next, we prove the proposed architecture can achieve small generalization error. Let $S = \{(X_1, Y_1), \ldots, (X_n, Y_n)\}$ be $n$ i.i.d. copies of $(X, Y)$, and there exist two constants $M_1, M_2 > 0$ such that both $\sup_{t \in [0,1]} |X(t)| \leq M_1$ and $|Y| \leq M_2$ hold almost surely. Let $T_0$ be a model proposed in Section 3 with its architecture fixed. In a slight abuse of notation, we use $\Theta$ to denote all the weights, including $\{\Theta_i\}_{i=1}^q$ and $\Theta$, used in $T_0$. We use $\ell(\hat{T}_0(X), Y)$ to denote the loss function. The population risk is defined as $r(\Theta) = \mathbb{E}[\ell(\hat{T}_0(X), Y)]$, and the empirical risk is $r_n(\Theta) = \frac{1}{n} \sum_{i=1}^n \ell(\hat{T}_0(X_i), Y_i)$. Usually the weights $\Theta$ are estimated via $\hat{\Theta}$ produced by a random algorithm $A$ based on the sample $S$. The generalization error is defined as $|\mathbb{E}_{S,A}[r(\hat{\Theta}) - r_n(\Theta)]|$. Suppose that we use a variant of stochastic gradient descent to train our model. At the $t$-th iteration ($1 \leq t \leq T$), the weights are updated with $\hat{\Theta}_{t+1} = \hat{\Theta}_t - \alpha_t \nabla \ell(\hat{T}_0(X_i), Y_i)_{\Theta=\hat{\Theta}_t}$, where the indices $i_t$ are randomly chosen (e.g., uniformly), and the learning rate $\alpha_t$ is monotonically non-increasing with $\alpha_t \leq c/t$ for some fixed constant $c > 0$. The following result is an application of Theorem 3.12 in Hardt et al. (2016).

**Theorem 2** (Small generalization error). Assume that

(i) the weight $\Theta$ is restricted on some compact region,
(ii) the loss function $\ell(\cdot, \cdot)$ and its gradient $\nabla \ell(\cdot, \cdot)$ are both Lipschitz.

Then for every pair of observation $(X, Y)$, both $\ell(\hat{T}_0(X), Y)$ and $\nabla \ell(\hat{T}_0(X), Y)$ are Lipschitz with respect to $\Theta$. Hence, there exists some constant $c > 1$ such that

$$|\mathbb{E}_{S,A}[r(\hat{\Theta}) - r_n(\hat{\Theta})]| \lesssim \frac{T^{1-1/c}}{n}.$$  

**Remark 3.** Assumption (i) in Theorem 2 is not restrictive since we can convert a constraint optimization problem to an equivalent penalized problem. In practice, we could minimize the regularized empirical risk, i.e., $r_n(\Theta) + \rho \|\text{vec}(\Theta)\|_2$, where $\text{vec}(\Theta)$ is the vectorized weights $\Theta$, and $\rho > 0$ is a tuning parameter.

5. Experiments

Throughout, our experiments focus on methods that can handle general functional inputs, rather than approaches tailored for specific tasks like predicting future observations. The proposed AdaFNN network is compared to three baseline models: ‘Raw data (#) + NN’ (Rossi et al., 2002), ‘B-spline (#) + NN’ (Rossi et al., 2005), and ‘FPCA (#) + NN’ (Rossi et al., 2005). Here the integer # denotes the input dimension of each network. The subscript $p$ of ‘FPCA’ is the fraction of variation explained (FVE) used in selecting the number of principal components. The latter two baselines (B-spline and FPCA) have their roots in the field of functional data analysis (Cardot et al., 1999; 2003b; Müller &
We write ‘AdaFNN (λ1,λ2)’ to indicate the level of regularization, where λ1 (and λ2) controls the degree of orthogonality (and L1) regularization. AdaFNN was trained with 9 different combinations of the orthogonal regularization penalty λ1 ∈ {0, 0.5, 1} and L1 regularization penalty λ2 ∈ {0, 1, 2}. The performance of each configuration is reported for all simulations and real data tasks. Throughout we use * to indicate the λ1, λ2 values that performed best on the validation data, as these are the hyperparameter values that would be typically used in practice.

All models, including AdaFNN and the other NN baselines, employ the same architecture and training hyperparameters. A network with 3 hidden layers and 128 fully connected nodes per layer was used for Tasks 1-7 (real data) and our simulation studies. For Tasks 8 and 9 with small sample sizes, we used a smaller network with 2 hidden layers and 64 nodes and added dropout during training. All networks were trained up to 500 epochs (with 200-epoch early stopping patience) using mini-batches of size 128. AdaFNN merely uses 2 bases in simulation Cases 1 & 4, 3 bases in simulation Cases 2 & 3, and 4 bases in our applications to all 9 prediction tasks with real data. In contrast, we allowed the B-spline/FPCA baselines to either rely on a similar number or more basis functions since these models cannot optimize each of their bases (e.g. FPCA0.99 often selected more than 10 principal components).

5.1. Simulation Studies

We demonstrate through simulations that baseline functional neural network models may miss relevant information but AdaFNN is able to capture the true signal while relying on fewer basis functions than the baselines. Four different simulation settings were considered, each is purposefully designed to illustrate a particular conceptual shortcoming of one of the baseline methods (with an extra fifth setting to highlight the utility of our proposed regularization).

We first describe the underlying data-generating process in each of the four settings. For t ∈ [0, 1], define φ1(t) = 1 and φk(t) = √2 cos((k−1)πt), k = 2, ..., 50. Consider the process X(t) = ∑k=1 to 50, k c_k φ_k(t), where c_k = z_k r_k, and r_k are i.i.d. uniform random variables on [−√3, √3]. The actual observations for X_i(t) is the discrete data {X_i(t_j), j = 1, ..., 51}. We report the mean squared prediction error (MSE) achieved by each method on the test data.

Case 1: We set: z_1 = 20, z_2 = z_3 = 5, and z_k = 1 for k ≥ 4. The response is Y = c_3^2, that is, Y = ((X, φ_3))^2, where the function φ_3 corresponds to the true predictive signal. This case is designed to show that a small FVE in FPCA may not suffice to capture the relevant signal.

Case 2: We set: z_1 = z_3 = 5, z_5 = z_10 = 3, and z_k = 1 for other k. The response is Y = c_3^2 = ((X, φ_3))^2. Here the function φ_3 corresponds to the true predictive signal and is more complex than φ_2. The squared operation ensures a nonlinear relationship between the response and functional covariate. This case is designed to show that a small number of B-splines may not suffice to represent the X(t) information relevant to the response.

Case 3: In Cases 1 & 2, both the response Y is free of noise and the functional input X(t) is not contaminated by measurement errors. However, this setup is rarely realistic in practice. The goal here is to evaluate functional estimators in the presence of both outcome noise and measurement errors in X(t). We use the same model as Case 2 except that a mean zero Gaussian noise is added to the response, and the observation of X(t) at each time point is perturbed by an additive mean zero Gaussian measurement error. The signal-to-noise ratios (SNR), defined as

\[
\text{SNR}(X) = \frac{\sqrt{\int_0^1 (X(t))^2 \, dt}}{\text{standard deviation of measurement error}}
\]

for the functional input (due to E[X(t)] = 0), is \(\sqrt{10}\) to 1.

Case 4: This case studies how well AdaFNN captures multiple signals and its application in domain selection. The functional covariates X_i(t) are generated similarly as in Cases
1 & 2, except that in Case 4: $z_i$ are all taken to be 1. Two signals $\beta_1$ and $\beta_2$ are chosen as: $\beta_1(t) = (4 - 16t) \cdot 1\{0 \leq t \leq 1/4\}$ and $\beta_2(t) = (4 - 16/2 - t) \cdot 1\{1/4 \leq t \leq 3/4\}$. The response is $Y = \langle \beta_2, X \rangle + (\langle \beta_1, X \rangle)^2$. Centered Gaussian noise is added to $Y$, and $X(t)$ is also contaminated by measurement error.

**Case 5:** The same setup as Case 4, but now with double the noise variance in $Y$.

The performance of the functional ‘B-spline + NN’ and ‘FPCA + NN’ approaches is mixed; each has its own advantage over the other in different scenarios.

Table 1 reports the MSEs for all methods. Under columns Cases 1 & 2, we see that AdaFNN exhibits the best performance in both settings. The performance of the baseline models is mixed. The top two principal components (with FVE at least 90%) are not able to detect any useful predictive signal in the data under Case 1, same with four B-splines bases in the simulation under Case 2. Thanks to its success in capturing the true basis function, AdaFNN performs strongly in both simulation settings. It is interesting to observe that each fitted basis function contains a fraction of the true signal function, and together they are able to recover it (Figures 3 and 4). That is, the true signal function can be represented as a linear combination of the fitted bases.

For Case 3, Table 1 (column ‘Case 3’) shows that all methods performed worse with noise added, but AdaFNN with orthogonality regularization remains superior to other methods. On the other hand, the $L_1$ regularizer is not helpful in Case 3. This is expected, because the true signal $\phi_3$ does not have any zero region in its domain. Note that feeding the raw data as a vector into neural networks performs comparably to the two functional baseline models in the noiseless simulations. However, in noisy settings (Cases 3 & 4), this approach is inferior to the other two baseline models. This demonstrates the importance of exploiting functional properties whenever the input is a smooth function. The performance of the functional ‘B-spline + NN’ and ‘FPCA + NN’ approaches is mixed; each has its own advantage over the other in different scenarios.

Table 1 reports the MSEs for all methods. Under columns Cases 1 & 2, we see that AdaFNN exhibits the best performance in both settings. The performance of the baseline models is mixed. The top two principal components (with FVE at least 90%) are not able to detect any useful predictive signal in the data under Case 1, same with four B-splines bases in the simulation under Case 2. Thanks to its success in capturing the true basis function, AdaFNN performs strongly in both simulation settings. It is interesting to observe that each fitted basis function contains a fraction of the true signal function, and together they are able to recover it (Figures 3 and 4). That is, the true signal function can be represented as a linear combination of the fitted bases.

For Case 3, Table 1 (column ‘Case 3’) shows that all methods performed worse with noise added, but AdaFNN with orthogonality regularization remains superior to other methods. On the other hand, the $L_1$ regularizer is not helpful in Case 3. This is expected, because the true signal $\phi_3$ does not have any zero region in its domain. Note that feeding the raw data as a vector into neural networks performs comparably to the two functional baseline models in the noiseless simulations. However, in noisy settings (Cases 3 & 4), this approach is inferior to the other two baseline models. This demonstrates the importance of exploiting functional properties whenever the input is a smooth function. The performance of the functional ‘B-spline + NN’ and ‘FPCA + NN’ approaches is mixed; each has its own advantage over the other in different scenarios.

Table 1 reports the MSEs for all methods. Under columns Cases 1 & 2, we see that AdaFNN exhibits the best performance in both settings. The performance of the baseline models is mixed. The top two principal components (with FVE at least 90%) are not able to detect any useful predictive signal in the data under Case 1, same with four B-splines bases in the simulation under Case 2. Thanks to its success in capturing the true basis function, AdaFNN performs strongly in both simulation settings. It is interesting to observe that each fitted basis function contains a fraction of the true signal function, and together they are able to recover it (Figures 3 and 4). That is, the true signal function can be represented as a linear combination of the fitted bases.

For Case 3, Table 1 (column ‘Case 3’) shows that all methods performed worse with noise added, but AdaFNN with orthogonality regularization remains superior to other methods. On the other hand, the $L_1$ regularizer is not helpful in Case 3. This is expected, because the true signal $\phi_3$ does not have any zero region in its domain. Note that feeding the raw data as a vector into neural networks performs comparably to the two functional baseline models in the noiseless simulations. However, in noisy settings (Cases 3 & 4), this approach is inferior to the other two baseline models. This demonstrates the importance of exploiting functional properties whenever the input is a smooth function. The performance of the functional ‘B-spline + NN’ and ‘FPCA + NN’ approaches is mixed; each has its own advantage over the other in different scenarios.

Table 1 reports the MSEs for all methods. Under columns Cases 1 & 2, we see that AdaFNN exhibits the best performance in both settings. The performance of the baseline models is mixed. The top two principal components (with FVE at least 90%) are not able to detect any useful predictive signal in the data under Case 1, same with four B-splines bases in the simulation under Case 2. Thanks to its success in capturing the true basis function, AdaFNN performs strongly in both simulation settings. It is interesting to observe that each fitted basis function contains a fraction of the true signal function, and together they are able to recover it (Figures 3 and 4). That is, the true signal function can be represented as a linear combination of the fitted bases.

For Case 3, Table 1 (column ‘Case 3’) shows that all methods performed worse with noise added, but AdaFNN with orthogonality regularization remains superior to other methods. On the other hand, the $L_1$ regularizer is not helpful in Case 3. This is expected, because the true signal $\phi_3$ does not have any zero region in its domain. Note that feeding the raw data as a vector into neural networks performs comparably to the two functional baseline models in the noiseless simulations. However, in noisy settings (Cases 3 & 4), this approach is inferior to the other two baseline models. This demonstrates the importance of exploiting functional properties whenever the input is a smooth function. The performance of the functional ‘B-spline + NN’ and ‘FPCA + NN’ approaches is mixed; each has its own advantage over the other in different scenarios.
Wearable Device Data: This data consist of wearable device data from the National Health and Nutrition Examination Survey (NHANES) (NCHS, CDC 2020). Each subject in the study wore a device that continuously measures the intensity level of their physical activities within one week. The functional covariate $X(t)$ is the average activity levels every 30 minutes for one full day, resulting in a curve of 48 observations per subject. We examine whether physical activities are predictive of various health outcomes.

Examination Survey (NHANES) (NCHS, CDC 2020). Each subject in the study wore a device that continuously measured their physical activities within one week. The functional covariate $X(t)$ is the average activity levels every 30 minutes for one full day, resulting in a curve of 48 observations per subject. We examine whether physical activities are predictive of various health outcomes:

The threshold values in tasks 3 and 4 are selected to ensure approximate class-balance in these classification problems. Because household consumption behavior is likely to change over a longer period, Tasks 2-4 are expected to be harder than Task 1. Results for these tasks are reported in columns Tasks 1-4 in Table 3.

| METHOD                  | NO. BASES | MSE  |
|-------------------------|-----------|------|
| RAW (51) + NN           | 51        | 0.339|
| B-SPLINE (4) + NN       | 4         | 0.382|
| B-SPLINE (15) + NN      | 15        | 0.257|
| FPCA_{0.9} + NN         | 20        | 0.807|
| FPCA_{0.99} NN          | 28        | 0.693|
| AdaFNN(0.0, 0.0)        | 2         | 0.598|
| AdaFNN(0.5, 0.0)        | 2         | 0.231|
| AdaFNN(0.0, 0.1)        | 2         | 0.207|

Mextly and Medfly Data: The final two datasets pertain to Mexican fruit flies (Mextly) (Carey et al., 2005) and Mediterranean fruit flies (Medfly) (Chiou et al., 2003), recording the number of eggs laid daily for each fly. Our task is to use early trajectories of egg-laying (daily number of eggs laid) to predict the lifetime reproduction, defined as the total number of eggs laid by the fly over its lifetime:

5. Predict whether a subject has diabetes. [classification]
6. Predict if subject feels chest pain. [classification]
7. Predict whether a subject experiences shortness of breath on stairs. [classification]

Tasks 6 and 7 aim at predicting a subject’s cardiovascular health. Results for Tasks 5-7 are reported in column Task 5 to column Task 7 in Table 3.

Results. Empirically, AdaFNN performs better than all baseline methods in all 9 prediction tasks, demonstrating its advantage for diverse forms of real functional data spanning...
regression/classification problems. In contrast, none of the baseline methods consistently outperformed all other baselines across these tasks. Basis orthogonality and sparsity were used to improve learned representations and possibly get a better fit of the data (but like all regularization, the effectiveness of our proposed regularizers varies from dataset to dataset). Many of the best reported results are from AdaFNN with penalty $\lambda_1 > 0$, demonstrating that our orthogonal regularization technique improves the learned functional representations. While $\lambda_2 > 0$ only produces the most accurate AdaFNN model for one of the tasks, the $L_1$ penalty can remain useful for interpretability of the model. As with all regularizers, the optimal degree of regularization to employ also varies from dataset to dataset. By leveraging its superior representational capabilities, AdaFNN is also able to achieve superior accuracies with fewer bases than the B-spline + NN or FPCA + NN baselines.

### 6. Conclusion

This work presents a new approach to adapt representation learning techniques for functional data. Our proposed architecture does not require handcrafted bases to handle functional inputs, and learns the optimal bases for a particular dataset in an end-to-end manner. The Basis Layer compresses functional covariates in a linear fashion into a low-dimensional vector that reflects only those factors of variation most relevant to the response value. Traditional dimension reduction techniques like FPCA instead attempt to capture all variation in the functional input itself, regardless of its relationship to the response. There are many disadvantages to retaining global information about $X(t)$ rather than merely what is needed to infer $Y$, some of which are outlined in the information bottleneck principle of Tishby & Zaslavsky (2015).

Note that AdaFNN can be easily extended to vector-valued functional data, where either $t \in \mathbb{R}^p$ or $X(t) \in \mathbb{R}^p$ for $p > 1$. In the former case, each basis layer micro NN simply operates on vector-valued inputs $t$, while in the latter case, these micro NN would have larger output layers to produce vectors rather than scalars. Furthermore, our method can also be applied to data with both multiple functional covariates (can simply employ separate basis layers for each and pool their outputs) as well as auxiliary vector covariates in addition to $X(t)$ (can simply concatenate our basis layer output $\tilde{v}$ with these additional covariates before it is fed into the subsequent feedforward network).

As previously mentioned, AdaFNN is also directly applicable to non-uniform observations of $X(t)$, where the $t_j$ are not equally spaced, although such cases require proper selection of the integration weights $\omega_j$. However, successful application of AdaFNN to sparsely observed functional data, where the underlying process $X(t)$ is only observed at few locations $t_j$, remains nontrivial and likely requires improved numerical integration strategies as well as stronger inductive bias in the micro NN architecture (Gunter et al., 2014). Nonetheless, we expect our adaptive Basis Layer will find broad applicability as a general-purpose representation learning tool for domains with functional data such as wearable devices, climatology, genomics, or neuroimaging.
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1 Proof of Theorem 1

Proof. Let \( \tau_i : \mathbb{R}^q \to \mathbb{R} \) be a projection such that \( \tau_i(v) = v_i \) for \( v = (v_1, \ldots, v_q) \in \mathbb{R}^q \). It is straightforward to verify that \( \tau_i \)s are linear and continuous and \( v = (\tau_1(v), \ldots, \tau_q(v)) \). Using this property, we can write \( g = (\tau_1 \circ g, \ldots, \tau_q \circ g) \) with each \( \tau_i \circ g : C([0,1]) \to \mathbb{R} \) being a continuous linear functional. We further denote \( c_i = \tau_i \circ g(f) \) and write \( v_c = (c_1, \ldots, c_q)^\top \). By Riesz representation theorem, for each \( i = 1, \ldots, q \), there exists \( b_i \in L_2([0,1]) \) such that \( \tau_i \circ g(f) = \langle f, b_i \rangle \) for every \( f \in C([0,1]) \) and \( \|\tau_i \circ g\|_{\text{op}} = \sup_{\|f\|_2 = 1} |\langle f, b_i \rangle| = \|b_i\|_2 \). Since \( \|f\|_2 \leq 1 \), we can check that \( \|v_c\|_2 \leq K \) where \( K = \sqrt{q} \max_i \|b_i\|_2 \).

Classical universal approximation results [Cybenko, 1989, Funahashi, 1989, Hornik, 1991, Stinchcombe, 1999] imply that for any \( \epsilon > 0 \), there exists a network with weights \( \Theta^* \) such that \( \sup_{\|v\|_2 \leq 2K} \|\text{nn}_{\Theta^*}(v) - h(v)\| < \epsilon/2 \). Since \( h \) is uniformly continuous on the compact set \( D = \{v \in \mathbb{R}^q | \|v\|_2 \leq 2K \} \), there exists \( 0 < \rho_c < K \) such that for any \( v_1, v_2 \in D \), \( \|v_1 - v_2\|_2 < \rho_c \) implies \( |h(v_1) - h(v_2)| < \epsilon/2 \).

On the other hand, it is well known that \( C([0,1]) \) is dense in \( L_2([0,1]) \). For each \( i = 1, \ldots, q \), there exists \( \tilde{b}_i \in C([0,1]) \) such that \( \|\tilde{b}_i - b_i\|_2 < \rho_c/(2\sqrt{q}) \). Classical universal approximation results imply that there exists a set of networks, each of which has weights \( \Theta^*_i \), such that \( \sup_{t \in [0,1]} \|\text{nn}_{\Theta^*_i}(t) - \tilde{b}_i(t)\| < \rho_c/(2\sqrt{q}) \). Denote \( \tilde{c}_i = \langle \text{nn}_{\Theta^*_i}, f \rangle \) and write \( \tilde{v}_c = (\tilde{c}_1, \ldots, \tilde{c}_q)^\top \). Then, we have

\[
|\tilde{c}_i - c_i| \leq \|\langle \text{nn}_{\Theta^*_i} - \tilde{b}_i, f \rangle\| + \|\tilde{b}_i - b_i, f\| < \rho_c/\sqrt{q}
\]

and thus \( \|\tilde{v}_c - v_c\|_2 < \rho_c \).

Therefore, by linking these steps together, we have

\[
\sup_{f \in C([0,1]), \|f\|_2 \leq 1} |\tilde{T}^*(f) - \mathcal{T}(f)| \leq \sup_{\|v_c\|_2 < \rho_c, \tilde{v}_c \in D} |\text{nn}_{\Theta^*_i}(\tilde{v}_c) - h(v_c)|
\]

\[
\leq \sup_{v \in D} \|\text{nn}_{\Theta^*_i}(v) - h(v)\| + \sup_{\|v_1 - v_2\|_2 < \rho_c, v_1, v_2 \in D} |h(v_1) - h(v_2)|
\]

\[
< \epsilon/2 + \epsilon/2 = \epsilon.
\]

For the second part of the claim, first note that \( X \) is a continuous random process defined on a compact interval. Its norm \( \|X\|_2 \) is a random variable on \( \mathbb{R} \) and thus \( \|X\|_2 \) is stochastically bounded. In other words, for any \( \delta > 0 \), there exists a constant \( M_\delta > 0 \) such that \( P(\|X\|_2 \leq M_\delta) > 1 - \delta \). Then, it is easy to verify that by using \( \|X\|_2 \leq M_\delta \) in replacement of \( \|f\|_2 \leq 1 \) in the arguments above, we can obtain \( \sup_{f \in C([0,1]), \|f\|_2 \leq M_\delta} |\tilde{T}^*(f) - \mathcal{T}(f)| < \delta \) for a suitable \( \tilde{T}^* \).

\[\Box\]

2 Proof of Theorem 2

Proof. Without loss of generality, we may assume that the model \( \tilde{\Theta}_\Theta \) has one basis node in its BL and one hidden layer (with \( m \) nodes) in the subsequent network. Suppose that a numerical integration algorithm with weights \( \{\omega_j\}_{j=1}^{J+1} \) and grid \( \{t_j\}_{j=1}^{J+1} \) is used. Then, the model \( \tilde{\Theta}_\Theta \) can be expressed as \( \tilde{\Theta}_\Theta(X) = \sigma(\sum_{j=1}^m \theta_{1j} \sigma(\theta_2 \sum_{j=1}^{J+1} \omega_j X(t_j) \cdot \text{nn}_\Theta(t_j) + \theta_{13} + \theta_4)) \), where \( \sigma \) is a nonlinear Lipschitz activation function (e.g., sigmoid or ReLU), and \( \tilde{\Theta} \) denotes the parameters of the basis function network \( \text{nn}_\Theta \). Note that here \( \Theta \) denotes the collection of \( \Theta, \theta_{18}, \theta_{29}, \theta_{38}, \) and \( \theta_4 \).

It is straightforward to verify that both \( \tilde{\Theta}_\Theta \) and \( \nabla_{\Theta} \tilde{\Theta}_\Theta \) are bounded Lipschitz functions in \( \Theta \) with bounded Lipschitz constants due to the condition \( \sup_{t \in [0,1]} \|X(t)\| \leq M_1 \) and Assumption (i). We may also assume that
the loss function $\ell(\cdot, \cdot)$ is non-negative, since we can always shift the bounded loss function by a positive constant so that its minimum value is non-negative. Using the condition $|Y| \leq M_2$, Assumption (ii), chain rule, and the fact that a composition of two Lipschitz functions is also a Lipschitz function, we conclude that $\ell(\hat{T}_\Theta(X), Y)$ and $\nabla_{\Theta} \ell(\hat{T}_\Theta(X), Y)$ are also Lipschitz in $\Theta$ with bounded Lipschitz constants. Therefore, the second part of the theorem follows directly from Theorem 3.12 in Hardt et al. [2016] by checking its conditions.

3 Experiment Details

Table 1 summarizes the number of bases used in each of the four simulation settings and each of the nine tasks in the data experiments.

| Method               | Case 1 | Case 2 | Case 3 | Case 4 | Task 1 | Task 2 | Task 3 | Task 4 | Task 5 | Task 6 | Task 7 | Task 8 | Task 9 |
|----------------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Raw data + NN        | 51     | 51     | 51     | 51     | 48     | 48     | 48     | 48     | 48     | 48     | 48     | 48     | 48     |
| B-spline (4) + NN    | 0.015  | 0.038  | 0.275  | 0.334  | 0.099  | 0.284  | 0.124  | 0.296  | 0.380  | 0.388  | 0.488  | 0.472  | 0.373  |
| B-spline (15) + NN   | 0.050  | 0.984  | 0.971  | 0.369  | 0.171  | 0.242  | 0.151  | 0.358  | 0.335  | 0.477  | 0.429  | 0.413  | 0.387  |
| B-spline (15) + NN   | 0.013  | 0.019  | 0.206  | 0.251  | 0.094  | 0.306  | 0.137  | 0.326  | 0.335  | 0.477  | 0.429  | 0.413  | 0.387  |
| FPCA + NN            | 2.3    | 3.4    | 20.5   | 5.5    | 0.10   | 0.11   | 0.1   | 0.24   | 0.28   | 0.477  | 0.40   | 0.40   | 0.378  |
| FPCA + NN            | 0.917  | 0.023  | 0.134  | 0.855  | -      | -      | -      | -      | -      | -      | -      | -      | -      |
| AdaFNN               | 4.2    | 19.2   | 20.2   | 17.1   | 17.2   | 24.2   | 5.4    | 2.4    | 12.7   | 7.1    | 4.4    | 4.4    | 4.4    |
| AdaFNN               | 0.001  | 0.038  | 0.127  | 0.193  | 0.084  | 0.200  | 0.118  | 0.294  | 0.339  | 0.477  | 0.410  | 0.362  | 0.368  |

3.1 Model description

**Preprocessing before training.** For all tasks, the functional input is standardized entry-wise using function `StandardScaler` in Python package `sklearn.preprocessing`. The response is also standardized using the same function in all regression tasks.

**Basis Layer in AdaFNN.** As each basis node in the Basis Layer is implemented as a micro network, the scale of its output can vary with the initialization of the micro network weights. To stabilize the numerical integration at a basis node, we can normalize the output of the micro networks, i.e., scale the output of each basis node such that its numerical integral is equal to 1. Another benefit of this normalization is that we do not have to normalize the learned basis functions again when applying the orthogonality/sparsity regularization.

**B-spline scores.** The B-spline scores used to represent functional inputs as a baseline method are computed using the spline functions (e.g., `smooth.spline`) in R, and the coefficients are computed individually for each curve.

**FPCA scores.** We use the function `FPCA` in the R package `fdapace` [Chen et al., 2019] to compute functional principal component scores. Principal components are estimated and selected based on the training dataset first and then used to compute the principal component scores of curves in the test dataset.

3.2 Data description

**Simulated Datasets:** Simulation datasets are generated based on the following model

$$X(t) = \sum_{k=1}^{50} c_k \phi_k(t), \quad t \in [0, 1],$$
where terms on the right hand are defined as:

1. \( \phi_1(t) = 1 \) and \( \phi_k(t) = \sqrt{2} \cos((k-1)\pi t), \; k = 2,\ldots,50; \)
2. \( c_k = z_k r_k \), and \( r_k \) are i.i.d. uniform random variables on \([-\sqrt{3}, \sqrt{3}]\).

Four simulation cases correspond to different configurations of \( z_k \)s:

1. In Case 1, \( z_1 = 20, z_2 = z_3 = 5, \) and \( z_k = 1 \) for \( k \geq 4 \). The response is \( y = (\langle \phi_3, X \rangle)^2; \)
2. In Case 2, \( z_1 = z_3 = 5, z_5 = z_{10} = 3, \) and \( z_k = 1 \) for other \( k \). The response is \( y = (\langle \phi_5, X \rangle)^2. \)
3. Case 3 has the same configurations as Case 2. The observed response is

\[
\tilde{y} = y + \epsilon = (\langle \phi_5, X \rangle)^2 + \epsilon, \quad \epsilon \sim N(0, 3/10).
\]

For each time point \( t_j \), the observed \( X(t_j) \) is

\[
\tilde{X}(t_j) = X(t_j) + \eta_j, \quad \eta_j \overset{i.i.d.}{\sim} N(0, 114/10).
\]

4. In Case 4, \( z_k = 1 \) for all \( k \). The response is \( y = \langle \beta_2, X \rangle + (\langle \beta_1, X \rangle)^2, \) where

\[
\beta_1(t) = (4 - 16t) \cdot 1\{0 \leq t \leq 1/4\}
\]

and

\[
\beta_2(t) = (4 - 16|1/2 - t|) \cdot 1\{1/4 \leq t \leq 3/4\}.
\]

The observed response is

\[
\tilde{y} = y + \epsilon, \quad \epsilon \sim N(0, 1/10).
\]

For each time point \( t_j \), the observed \( X(t_j) \) is

\[
\tilde{X}(t_j) = X(t_j) + \eta_j, \quad \eta_j \overset{i.i.d.}{\sim} N(0, 5).
\]

5. Case 5 has the same setup as Case 4, but with double the noise variance in \( Y \).

In each case, 4000 curves are generated, among which 3200 are used for training while the rest 800 are left for testing. During training, 20% of the training data, i.e., 640 curves, are held out as a validation set.

Case 1 is designed to illustrate the weakness of the FPCA+NN approach, where the first two principle components explain at least 90% of the variability of the functional input \( X \) and are selected, but the true signal \( \phi_3 \), which explains a very small fraction of the variability of \( X \), is in the later principal components.

Case 2 is designed to illustrate the weakness of the B-spline+NN approach; here the true signal \( \phi_5 \) in the functional covariate cannot be well represented by a small set of, e.g., four, B-splines.

Case 3 is designed to illustrate that AdaFNN is able to learn meaning basis functions and does better than other baseline methods in the appearance of both measurement error and noise.

Case 4 is designed to illustrate that AdaFNN can be used to select relevant domains and achieve smaller prediction error.

Case 5 is designed to illustrate the effectiveness of the regularizers.

**Real Datasets:**

**Electricity Data** [UK Power Networks, 2015]. The study contains electricity consumption readings for 5567 London households which participated in the Low Carbon London project from November 2011 to February 2014. Every half hour, there is a recording of the total electricity usage during the past half hour, so the total number of daily observations is 48. The observation periods vary among households. So, we select a period of 5 weeks in which the number of households in the project is the highest. This results in 5503 households. Since daily consumption is noisy, we take the average daily consumption during the first week period (to produce a smoother curve) as our functional covariate \( X(t) \) for all prediction tasks. The training and test split is 4 : 1, and 20% of the training data are held out for validation during the training process.
NHANES Data [NCHS, CDC 2020]. The study contains wearable device readings of physical intensity of 7742 subjects during a one week period. According to the data documentation, the device was the ActiGraph AM-7164 (formerly the CSA/MTI AM-7164), manufactured by ActiGraph located in Ft. Walton Beach, FL. It is programmed to detect and record the magnitude of acceleration or “intensity” of movement. The original intensity readings were summed over 1-minute epoch. To construct the functional input, we further aggregate the readings over 30 minute intervals, and this results in 48 observations per day. We take the average daily intensity curve for the whole week as the functional input \( X(t) \). The prediction tasks here is to classify the health conditions of individual subjects using their physical intensity curve \( X(t) \). Since not everyone reported their health conditions and there are invalid and incomplete information in some subjects, we ended up with 6555 subjects for Task 5, 2416 for Task 6, and 2412 for Task 7. The training and test split is taken to be 4 : 1, and 20% of training data are held out for validation during the training process.

Mexfly [Carey et al., 2005] and Medfly[Chiou et al., 2003]. These two datasets are very similar, so we describe them together. The Mexfly data contain 1072 subjects and the Medfly data consist of 1000 subjects. For both data, the number of eggs laid daily was recorded for individual flies in the study until death. It is of biological interest to explore how early reproduction shapes lifetime reproduction, defined as the total number of eggs laid in a lifetime, which is perhaps the single most important biological question from the evolution point of view. We thus aim to predict the lifetime reproduction of a fly using its early reproduction trajectory \( X(t) \), which is the number of eggs laid daily from birth till a specified day \( M \) shortly before peak reproduction period. This day \( M \) is 20 for the Medflies and 30 for the Mexflies. Next, we remove flies that died before day \( M \) and the resulted sample size is 872 for Mexflies (Task 8) and 870 for Medflies (Task 9). The training and testing split 4 : 1 is the same as before.
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