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Abstract
In this paper, we develop a continual analog of decomposition over orthogonal bases in spaces generated by equidistant shifts of a single function. By doing so, we obtain an explicit expression for the best approximation by spaces of shifts in $L_2(\mathbb{R})$. The result is formulated in terms of classical Fourier transform and tends to have various applications in approximation by spaces of shifts and, in particular, in spline approximation.
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Notation
In what follows, $\mathbb{R}$, $\mathbb{Z}$, $\mathbb{Z}_+$, and $\mathbb{N}$ are the sets of real, integer, non-negative integer, and natural numbers, respectively. Unless otherwise follows from the context, all the functional spaces under consideration can be real or complex.

If $p \in [1, +\infty)$, $L_p(\mathbb{R})$ is the space of measurable, $p$-integrable on $\mathbb{R}$ functions; $L_\infty(\mathbb{R})$ is the space of essentially bounded functions on $\mathbb{R}$. The norms in these spaces are defined by

$$
\|f\|_{L_p(\mathbb{R})} = \left( \int_{\mathbb{R}} |f|^p \right)^{1/p}, \quad \|f\|_{L_\infty(\mathbb{R})} = \text{vrai sup}_{\mathbb{R}} |f|,
$$

respectively. The spaces $L_p[a, b]$ are defined similarly. Furthermore, for $p \in [1, +\infty)$, let $\ell_p(\mathbb{Z})$ be the space of two-sided sequences $a = \{a_k\}_{k \in \mathbb{Z}}$ for which $\|a\|_{\ell_p(\mathbb{Z})} = \left( \sum_{k \in \mathbb{Z}} |a_k|^p \right)^{1/p} < +\infty$.

The space of compactly supported infinitely differentiable functions on $\mathbb{R}$ is denoted by $C_0^\infty(\mathbb{R})$.

The symbol $\langle \cdot, \cdot \rangle_\mathcal{H}$ denotes the inner product in the Hilbert space $\mathcal{H}$;

$$
E(f, \mathcal{M})_p = \inf_{T \in \mathcal{M}} \|f - T\|_p
$$

is the best approximation of $f$ in $L_p$ by the set $\mathcal{M} \subset L_p$.

The Fourier transform of the function $f \in L_1(\mathbb{R})$ is defined by the formula
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\[ \hat{f}(y) = \frac{1}{2\pi} \int_{\mathbb{R}} f(x) e^{-iyx} \, dx. \]

The definition of the Fourier transform of \( f \in L_2(\mathbb{R}) \) is extended from \( L_1(\mathbb{R}) \cap L_2(\mathbb{R}) \) standardly. For \( \sigma > 0 \), \( \mu \in \mathbb{L}_+ \), denote by \( S_{\sigma,\mu} \) the space of splines of degree \( m \) and defect 1 with knots at the points \( \frac{j\sigma}{\mu} \), \( j \in \mathbb{L} \).

**Introduction**

Spaces generated by shifts of a single function play a significant role in approximation theory, wavelets theory, and applications. Approximative properties of such spaces are of wide interest; see, for example [1–3]. Moreover, spaces of shifts often become optimal approximating subspaces in the sense of widths. This means that constants in estimates for approximation of certain classes of functions by spaces of shifts cannot be decreased by passing to another approximating subspace of the same dimension (or, in the infinite dimensional case, average dimension).

The most classical result on this subject is probably optimality of spline spaces for Sobolev classes of functions (see, for example, [4, 5]). In the general situation, extremality results for approximation by spaces of shifts were obtained by Vinogradov ([6–8]) in periodic and non-periodic spaces \( C \) and \( L_1 \).

In [9], Vinogradov and Ulitskaya studied the following problem of periodic function \( B \) to another approximating subspace of the same dimension (or, in the infinite dimensional case, average dimension). The constants in estimates for approximation of certain classes of functions by spaces of shifts cannot be decreased by passing to another approximating subspace of the same dimension (or, in the infinite dimensional case, average dimension). The most classical result on this subject is probably optimality of spline spaces for Sobolev classes of functions (see, for example, [4, 5]). In the general situation, extremality results for approximation by spaces of shifts were obtained by Vinogradov ([6–8]) in periodic and non-periodic spaces \( C \) and \( L_1 \).

**Main results**

Let \( \sigma > 0 \) and \( B \in L_2(\mathbb{R}) \) and consider the functions

\[ \Phi_{B,\sigma}(x, y) = \frac{1}{2\sigma} \sum_{j \in \mathbb{Z}} B \left( x - \frac{j\pi}{\sigma} \right) e^{ij\sigma y}, \]  

\[ D_{B,\sigma}(y) = \sum_{v \in \mathbb{Z}} \left| \hat{B}(y + 2v\sigma) \right|^2. \]

The definition of \( \Phi_{B,\sigma} \) is correct since for a.e. \( x \in \mathbb{R} \) the series on the right-hand side of (1) converges in \( L_2[-\sigma, \sigma] \).
Let us mention some properties of the functions $\Phi_{B,\sigma}$. Note that they are quite similar to the properties of the Zak transform (see, for example, [11, §8.2]).

**Φ1** $\Phi_{B,\sigma} \in L^2\left(\left[0, \frac{\pi}{\sigma}\right] \times [-\sigma, \sigma]\right)$ and

$$
\int_{-\sigma}^{\sigma} \int_{0}^{\pi} |\Phi_{B,\sigma}(x,y)|^2 \, dy \, dx = \frac{1}{2\sigma} \|B\|_{L^2(\mathbb{R})}^2.
$$

**Proof** Since $\left\{B\left(x - \frac{j\pi}{\sigma}\right)\right\}_{j \in \mathbb{Z}} \in \ell_2(\mathbb{Z})$ for a.e. $x \in \mathbb{R}$, we get $\Phi_{B,\sigma}(x, \cdot) \in L^2[-\sigma, \sigma]$ for a.e. $x$. Furthermore, by Parseval’s equality, we have

$$
\int_{-\sigma}^{\sigma} |\Phi_{B,\sigma}(x,y)|^2 \, dy = \frac{1}{2\sigma} \sum_{j \in \mathbb{Z}} \left|B\left(x - \frac{j\pi}{\sigma}\right)\right|^2.
$$

This yields

$$
\int_{0}^{\pi} \int_{-\sigma}^{\sigma} |\Phi_{B,\sigma}(x,y)|^2 \, dy \, dx = \frac{1}{2\sigma} \int_{0}^{\pi} \sum_{j \in \mathbb{Z}} \left|B\left(x - \frac{j\pi}{\sigma}\right)\right|^2 \, dx = \frac{1}{2\sigma} \|B\|_{L^2(\mathbb{R})}^2.
$$

**Φ2** The following relations hold:

$$
\Phi_{B,\sigma}(x, y + 2\sigma) = \Phi_{B,\sigma}(x, y), \quad \Phi_{B,\sigma}\left(x + \frac{\pi}{\sigma}, y\right) = e^{i\frac{\pi}{\sigma}} \Phi_{B,\sigma}(x, y),
$$

$$
\Phi_{B,\sigma}(x, y) = \Phi_{B,\sigma}(x, -y).
$$

This property is clear. Moreover, it implies that the function $\Phi_{B,\sigma}$ is completely defined by its values on $\left[0, \frac{\pi}{\sigma}\right] \times [-\sigma, \sigma]$.

**Φ3** In $L^2\left(\left[0, \frac{\pi}{\sigma}\right] \times [-\sigma, \sigma]\right)$, we have

$$
\Phi_{B,\sigma}(x, y) = \sum_{v \in \mathbb{Z}} \hat{B}(y + 2v\sigma) e^{i(y + 2v\sigma)x}.
$$

**Proof** First, we point out that one can obtain the equality

$$
\int_{-\sigma}^{\sigma} \int_{0}^{\pi} \left|\sum_{v \in \mathbb{Z}} \hat{B}(y + 2v\sigma) e^{i(y + 2v\sigma)x}\right|^2 \, dx \, dy = \frac{1}{2\sigma} \|B\|_{L^2(\mathbb{R})}^2
$$

using the same argument as in the proof of Φ1. Indeed, since $\left\{\hat{B}(y + 2v\sigma)\right\}_{v \in \mathbb{Z}} \in \ell_2(\mathbb{Z})$ for a.e. $y \in \mathbb{R}$, by Parseval’s equality, we have for a.e. $y \in \mathbb{R}$

$$
\int_{0}^{\pi} \left|\sum_{v \in \mathbb{Z}} \hat{B}(y + 2v\sigma) e^{i(y + 2v\sigma)x}\right|^2 \, dx = \int_{0}^{\pi} \left|\sum_{v \in \mathbb{Z}} \hat{B}(y + 2v\sigma) e^{2iv\sigma x}\right|^2 \, dx = \frac{\pi}{\sigma} \sum_{v \in \mathbb{Z}} |\hat{B}(y + 2v\sigma)|^2.
$$
Therefore,
\[
\int_{-\sigma}^{\sigma} \left| \sum_{y \in \mathbb{Z}} \hat{B}(y + 2\nu\sigma)e^{i(y+2\nu\sigma)t} \right|^2 dx dy = \frac{\pi}{\sigma} \int_{-\sigma}^{\sigma} \left| \sum_{y \in \mathbb{Z}} \hat{B}(y + 2\nu\sigma) \right|^2 dy = 
\]
\[
= \frac{\pi}{\sigma} \| \hat{B} \|^2_{L^2(\mathbb{R})} = \frac{1}{2\sigma} \| B \|^2_{L^2(\mathbb{R})}.
\]

Let \( B_n \in C^0(\mathbb{R}) \) and \( B_n \to B \) in \( L^2(\mathbb{R}) \). For a.e. \( x, y \in \mathbb{R} \), put
\[
g_n(t) = e^{i\nu B_n(x-t)}, \quad t \in \mathbb{R}.
\]
Then, \( g_n \in C^0(\mathbb{R}) \),
\[
\hat{g}_n(\xi) = e^{i\xi y} \hat{B}_n(y-\xi), \quad \xi \in \mathbb{R},
\]
and the Poisson summation formula yields
\[
\Phi_{B_n,\sigma}(x,y) = \frac{1}{2\sigma} \sum_{j \in \mathbb{Z}} g_n\left( j\frac{\pi}{\sigma} \right) = \sum_{j \in \mathbb{Z}} \hat{g}_n(2j\sigma) = \sum_{j \in \mathbb{Z}} \hat{B}_n(y + 2j\sigma)e^{i(y+2j\sigma)x}.
\]

Using property \( \Phi 1 \) and identity (4), by passing to the limit as \( n \to \infty \), we get the required assertion.

Recall that a set \( \{ f_j \}_{j \in \mathbb{Z}} \) of elements of a Hilbert space \( \mathcal{H} \) is called a \textit{Riesz system} with constants \( A, B > 0 \) if for any \( \beta \in \ell^2(\mathbb{Z}) \) the series \( \sum_{j \in \mathbb{Z}} \beta f_j \) converges in \( \mathcal{H} \) and
\[
A\| \beta \|^2_{\ell^2(\mathbb{Z})} \leq \left\| \sum_{j \in \mathbb{Z}} \beta f_j \right\|^2_{\mathcal{H}} \leq B\| \beta \|^2_{\ell^2(\mathbb{Z})}.
\]  \hspace{1cm} (5)

If we assume that only the right-hand inequality in (5) holds, then \( \{ f_j \}_{j \in \mathbb{Z}} \) is said to be a \textit{Bessel system}.

\( \Phi 4 \) Let \( \{ B \left( \cdot - \frac{i\pi}{\sigma} \right) \}_{j \in \mathbb{Z}} \) be a Bessel system in \( L^2(\mathbb{R}) \). Then, the following equality holds
\[
\int_{\mathbb{R}} B(t) \Phi_{B,\sigma}(t,y) dt = 2\pi D_{B,\sigma}(y)
\]  \hspace{1cm} (6)

(convergence of the integral on the left-hand side of (6) is interpreted in \( L^2[-\sigma, \sigma] \)).

\textbf{Proof} Indeed, for \( n \in \mathbb{N} \), by formulas (3) and (2), we have
\[
\int_{-\sigma}^{\sigma} \left| \int_{-n}^{n} B(t) \Phi_{B,\sigma}(t,y) dt - 2\pi D_{B,\sigma}(y) \right|^2 dy = 
\]
\[
= \int_{-\sigma}^{\sigma} \left| \int_{-n}^{n} B(t) \sum_{y \in \mathbb{Z}} \hat{B}(y + 2\nu\sigma)e^{i(y+2\nu\sigma)t} dt - 2\pi \sum_{y \in \mathbb{Z}} \hat{B}(y + 2\nu\sigma) \right|^2 dy = 
\]
\[
= 4\pi^2 \int_{-\sigma}^{\sigma} \left| \sum_{y \in \mathbb{Z}} \hat{B}(y + 2\nu\sigma) \left( \frac{1}{2\pi} \int_{-n}^{n} B(t)e^{-i(y+2\nu\sigma)t} dt - \hat{B}(y + 2\nu\sigma) \right) \right|^2 dy.
\]

Termwise inner multiplication in the second equation is valid since series (3) converges in \( L^2[-n, n] \) with respect to \( x \). This implies by Cauchy-Schwarz inequality
Let \( \sigma \Phi \leq \| u \|_{s} \). For every \( \sigma \), the inclusions \( s \) being the function of the form \( (7) \). Put

\[
\int_{-\sigma}^{\sigma} \left| \int_{\sigma}^{n} B(t) \Phi_{B,\sigma}(t,y) dt - 2\pi D_{B,\sigma}(y) \right|^2 dy \leq
\]

\[
\leq 4\pi^2 \int_{-\sigma}^{\sigma} \left( \sum_{\nu \in \mathbb{Z}} \hat{B}(y + 2\nu) \right)^2 \left( \sum_{\nu \in \mathbb{Z}} \left| \frac{1}{2\pi} \int_{-\sigma}^{\sigma} B(t) e^{-i(y + 2\nu)\sigma} dt - \hat{B}(y + 2\nu) \right|^2 \right) dy \leq
\]

\[
\leq 4\pi^2 \| D_{B,\sigma} \|_{L_{w}[-\sigma,\sigma]} \int_{-\sigma}^{\sigma} \left| \frac{1}{2\pi} \int_{-\sigma}^{\sigma} B(t) e^{-i(y + 2\nu)\sigma} dt - \hat{B}(y + 2\nu) \right|^2 dy =
\]

\[
= 4\pi^2 \| D_{B,\sigma} \|_{L_{w}[-\sigma,\sigma]} \int_{\mathbb{R}} \left| \frac{1}{2\pi} \int_{-\sigma}^{\sigma} B(t) e^{-i\nu t} dt - \hat{B}(y) \right|^2 dy \xrightarrow{\ n \to \infty \ } 0.
\]

Finiteness of the value \( \| D_{B,\sigma} \|_{L_{w}[-\sigma,\sigma]} \) is ensured by the fact that the functions \( \{ B \left( \cdot - \frac{j\pi}{\sigma} \right) \}_{j \in \mathbb{Z}} \) form a Bessel system (see, for example, [12, Remark 1.1.7]).

Suppose that \( \{ B \left( \cdot - \frac{j\pi}{\sigma} \right) \}_{j \in \mathbb{Z}} \) is a Riesz system in \( L_{2}(\mathbb{R}) \). Denote by \( \mathcal{S}_{B,\sigma} \) the space of functions \( s \) defined on \( \mathbb{R} \) and representable in the form

\[
s(x) = \sum_{j \in \mathbb{Z}} \beta_{j} B \left( x - \frac{j\pi}{\sigma} \right), \quad \beta \in \ell_{2}(\mathbb{Z}). \tag{7}
\]

\textbf{Remark 1} The definition of the Riesz system implies that for every function \( s \) of the form

\[
s(x) = \sum_{j \in \mathbb{Z}} \beta_{j} B \left( x - \frac{j\pi}{\sigma} \right)
\]

the inclusions \( s \in L_{2}(\mathbb{R}) \) and \( \beta \in \ell_{2}(\mathbb{Z}) \) are equivalent, so we get that \( \mathcal{S}_{B,\sigma} \) is a subspace of \( L_{2}(\mathbb{R}) \).

\textbf{Remark 2} It also follows from the definition of the Riesz system that the functions \( D_{B,\sigma} \) and \( 1/D_{B,\sigma} \) belong to \( L_{\infty}[-\sigma,\sigma] \)[12, Theorem 1.1.6].

For \( 0 < \rho < \sigma \), let \( \mathcal{S}_{B,\sigma,\rho} \) be the space of functions \( s \) in \( \mathcal{S}_{B,\sigma} \) that can be represented as \( (7) \) with the additional condition

\[
\sum_{j \in \mathbb{Z}} \beta_{j} e^{-i\rho y} = 0 \quad \text{for a.e.} \quad \rho < |y| \leq \sigma
\]

(convergence of the series is interpreted in \( L_{2}[-\sigma,\sigma] \)). When \( \rho = \sigma \) by \( \mathcal{S}_{B,\sigma,\sigma} \), we mean \( \mathcal{S}_{B,\sigma} \).

\textbf{Remark 3} For every \( 0 < \rho \leq \sigma \), the subspaces \( \mathcal{S}_{B,\sigma,\rho} \) are closed in \( L_{2}(\mathbb{R}) \) (see, for example, [12, Theorem 1.1.2]).

Let \( s \in \mathcal{S}_{B,\sigma,\rho} \) be the function of the form \( (7) \). Put

\[
\mathcal{C}_{B,\sigma}(s, y) = \sum_{j \in \mathbb{Z}} \beta_{j} e^{-i\rho y}.
\]
Clearly, $\zeta_{B,\sigma}(s) \in L_2[-\sigma, \sigma]$. Furthermore, $\zeta_{B,\sigma}(s, y) = 0$ for a.e. $\rho < |y| \leq \sigma$. This implies, by Parseval’s equality for the product of two functions, the following representation of $s$:

$$s(x) = \int_{-\rho}^{\rho} \zeta_{B,\sigma}(s, y) \Phi_{B,\sigma}(x, y) \, dy.$$  \hspace{1cm} (8)

Conversely, if the function $s$ is defined by

$$s(x) = \int_{-\rho}^{\rho} \zeta(y) \Phi_{B,\sigma}(x, y) \, dy$$

for some $\zeta \in L_2[-\rho, \rho]$, then $s \in S_{B,\sigma,\rho}$ and it admits representation (7) with coefficients

$$\beta_j = \frac{1}{2\sigma} \int_{-\rho}^{\rho} \zeta(y) e^{i \frac{\pi}{\sigma} jy} \, dy, \quad j \in \mathbb{Z}.$$ 

If $B$ is the $B$-spline

$$B_{\sigma,\mu}(x) = \int_{\mathbb{R}} \left( \frac{e^{i \frac{\pi}{\sigma} y} - 1}{i \frac{\pi}{\sigma} y} \right)^{m+1} e^{ixy} \, dy,$$

we find that $S_{B,\sigma}$ coincides with the space of splines $S_{\sigma,\mu}$. The corresponding functions $\Phi_{B,\sigma}$ were introduced by Schoenberg (see [13]) and are called exponential splines.

In a general situation under consideration, formula (8) is a continual analog of decomposition over orthogonal bases in finite dimensional spaces of shifts of periodic functions (see, [9, 10]).

Let $S^1_{B,\sigma,\rho}$ be the space of functions $s \in S_{B,\sigma,\rho}$ for which in representation (7) we have $\beta \in \ell^1(\mathbb{Z})$. Obviously, $S^1_{B,\sigma,\rho}$ is dense in $S_{B,\sigma,\rho}$.

**Lemma 1** If $s \in S^1_{B,\sigma,\rho}$, then

$$\zeta_{B,\sigma}(s, y) = \frac{1}{2\pi D_{B,\sigma}(y)} \int_{\mathbb{R}} s(t) \overline{\Phi_{B,\sigma}(t, y)} \, dt,$$

where convergence of the integral on the right-hand side is interpreted in $L_2[-\sigma, \sigma]$.  \hspace{1cm} (9)

**Proof** First, we note that for every $a, b \in \mathbb{R}$, $a < b$, the following inequality holds:

$$\left( \int_{-\sigma}^{\sigma} \left| \int_{a}^{b} B(t) \Phi_{B,\sigma}(t, y) \, dt - 2\pi D_{B,\sigma}(y) \right|^2 \, dy \right)^{1/2} \leq \sqrt{2\pi} \|D_{B,\sigma}\|_{L_2[-\sigma, \sigma]}^{1/2} \|B\|_{L_2(\mathbb{R})}.$$ 

Indeed, similarly to the proof of the proposition $\Phi 4$, we obtain the estimate
which implies the required inequality by Parseval’s identity.

For \( n \in \mathbb{N} \), by formulas (7) and (6), property \( \Phi 2 \), and Minkowski inequality, we get

\[
\left\{ \int_{-\sigma}^{\sigma} \left( \int_{-\infty}^{b} B(t) \Phi_{B,\sigma}(t, y) \, dt - 2\pi D_{B,\sigma}(y) \right)^2 \, dy \right\}^{1/2} \leq \left\{ 2\pi \| D_{B,\sigma} \|_{L_2[-\sigma, \sigma]}^2 \left( \int_{-\infty}^{b} \frac{1}{2\pi} \int_{-\infty}^{a} B(t) e^{-ist} \, dt - \hat{B}(y) \right)^2 \, dy \right\}^{1/2},
\]

Termwise passing to the limit is valid, because for every \( j \in \mathbb{Z} \) the expression in brackets tends to 0 by property \( \Phi 4 \), while summability of \( \beta \) and the remark at the beginning of the proof provide the estimate

\[
\leq \sum_{j \in \mathbb{Z}} |\beta_j| \left\{ \int_{-\sigma}^{\sigma} \left( \int_{n-\frac{1}{\sigma}}^{n-\frac{1}{\sigma}} B(t) \Phi_{B,\sigma}(t, y) \, dt - 2\pi D_{B,\sigma}(y) \right)^2 \, dy \right\}^{1/2} \rightarrow_{n \rightarrow \infty} 0.
\]

Term-by-term integration over a finite interval is valid since for every \( n \in \mathbb{N} \) we have
\[
\int_{-n}^{n} \sum_{j \in \mathbb{Z}} |\beta_j| |B(t - \frac{j\pi}{\sigma})| |\Phi_{B,\sigma}(t, y)| dt = \sum_{j \in \mathbb{Z}} |\beta_j| \int_{-n}^{n} |B(t - \frac{j\pi}{\sigma})| |\Phi_{B,\sigma}(t, y)| dt \leq \\
\leq \sum_{j \in \mathbb{Z}} |\beta_j| \left( \int_{-n}^{n} |B(t - \frac{j\pi}{\sigma})|^2 dt \right)^{1/2} \left( \int_{-n}^{n} |\Phi_{B,\sigma}(t, y)|^2 dt \right)^{1/2} \leq \\
\leq \|B\|_{L_2(\mathbb{R})} \left( \sum_{j \in \mathbb{Z}} |\beta_j| \right) < \infty.
\]

The following theorem is an analog of the Plancherel theorem for elements of spaces of shifts.

**Theorem 1** If \(S, s \in S_{B,\sigma,\rho}\), then

\[
\int_{\mathbb{R}} |s(x)|^2 dx = 2\pi \int_{-\rho}^{\rho} \left| \zeta_{B,\sigma}(s, y) \right|^2 D_{B,\sigma}(y) dy,
\]

(10)

\[
\int_{\mathbb{R}} S(x)\overline{s(x)} dx = 2\pi \int_{-\rho}^{\rho} \left| \zeta_{B,\sigma}(S, y)\overline{\zeta_{B,\sigma}(s, y)} \right| D_{B,\sigma}(y) dy.
\]

(11)

**Proof** Let us prove (10). It suffices to check the equality for \(s \in S^1_{B,\sigma,\rho}\); it will hold for \(s \in S_{B,\sigma,\rho}\) by continuity.

Using (8) and (9), we derive to

\[
\int_{\mathbb{R}} |s(x)|^2 dx = \int_{\mathbb{R}} s(x)\overline{s(x)} dx = \lim_{n \to \infty} \int_{-n}^{n} \overline{s(x)} \Phi_{B,\sigma}(s, y) \Phi_{B,\sigma}(x, y) dy dx = \\
= \lim_{n \to \infty} \int_{-n}^{n} \overline{s(x)} \Phi_{B,\sigma}(x, y) dy = \\
= \lim_{n \to \infty} \int_{-n}^{n} \overline{s(x)} \Phi_{B,\sigma}(x, y) dy \int_{-n}^{n} s(x) \Phi_{B,\sigma}(x, y) dx dy = 2\pi \int_{-\rho}^{\rho} \left| \zeta_{B,\sigma}(s, y) \right|^2 \overline{s(x)} \Phi_{B,\sigma}(x, y) dx dy = \\
\]

Passage to the limit under the integral sign is valid by Lemma 1.

Interchanging the order of integration is justified since for any \(n \in \mathbb{N}\) the function

\[
(x, y) \mapsto s(x)\overline{s(x)} \Phi_{B,\sigma}(x, y)
\]

is integrable on \([-n, n] \times [-\sigma, \sigma]\). Indeed,
Formula (11) is derived from (10) in a standard way.

The Fourier transform and the partial Fourier integral of the function $f \in L_2(\mathbb{R})$ with respect to the system $\Phi_{B,\sigma}$ are defined as follows:

$$
\zeta_{B,\sigma}(f, y) = \frac{1}{2\pi D_{B,\sigma}(y)} \int \frac{f(t) \Phi_{B,\sigma}(t, y)}{D_{B,\sigma}(t)} \, dt,
$$

(12)

$$
J_{B,\rho,\sigma}(f, x) = \int_{-\rho}^{\rho} \zeta_{B,\sigma}(f, y) \Phi_{B,\sigma}(x, y) \, dy, \quad 0 < \rho \leq \sigma.
$$

(13)

Let us show that the integral on the right-hand side of (12) converges in $L_2[-\sigma, \sigma]$. It suffices to prove that the sequence

$$
\left\{ y \mapsto \int_{-n}^{n} \frac{f(t) \Phi_{B,\sigma}(t, y)}{D_{B,\sigma}(t)} \, dt \right\}_{n \in \mathbb{N}}
$$

(14)

is a Cauchy sequence in $L_2[-\sigma, \sigma]$. Take $\varepsilon > 0$. Since the sequence

$$
\left\{ y \mapsto \int_{-n}^{n} f(t) e^{-ist} \, dt \right\}_{n \in \mathbb{N}}
$$

is convergent in $L_2(\mathbb{R})$, there exists such number $N \in \mathbb{N}$ that for every $n, k \in \mathbb{N}$, $n > k > N$, the following inequality holds:

$$
\left\| \int_{-n}^{n} f(t) e^{-ist} \, dt \right\|_{L_2[-\sigma, \sigma]}^2 < \frac{\varepsilon}{\|D_{B,\sigma}\|_{L_2[-\sigma, \sigma]}}.
$$

Therefore, for such $n$ and $k$, we have the estimate
Furthermore, for this means that (14) is a Cauchy sequence in $L^\infty[-\sigma, \sigma]$. Now we provide an explicit expression of the new Fourier transform and the best approximation by spaces of shifts $\mathbb{S}_{B,\sigma,\rho}$. In particular, $J_{B,\sigma,\rho}(f) \in L^2(\mathbb{R})$. Furthermore, for $f \in L^2(\mathbb{R})$ and $s \in \mathbb{S}_{B,\sigma,\rho}$, by formulas (8) and (12), we obtain

$$
\int f(t) \overline{s(t)} \, dt = \lim_{n \to \infty} \int_{-n}^{n} f(t) \overline{s(t)} \, dt = \lim_{n \to \infty} \int_{-\rho}^{\rho} f(t) \int_{-n}^{n} \overline{\zeta_{B,\sigma}(s, y) \Phi_{B,\sigma}(t, y)} \, dy \, dt =
$$

$$
= \lim_{n \to \infty} \int_{-\rho}^{\rho} \overline{\zeta_{B,\sigma}(s, y)} \int_{-n}^{n} f(t) \Phi_{B,\sigma}(t, y) \, dy \, dt =
$$

$$
= 2\pi \int_{-\rho}^{\rho} \overline{\zeta_{B,\sigma}(s, y) \zeta_{B,\sigma}(f, y) D_{B,\sigma}(y)} \, dy,
$$

while the equality (11) yields

$$
\int J_{B,\sigma,\rho}(f, t) s(t) \, dt = 2\pi \int_{-\rho}^{\rho} \overline{\zeta_{B,\sigma}(s, y) \zeta_{B,\sigma}(f, y) D_{B,\sigma}(y)} \, dy.
$$

This implies that $f - J_{B,\sigma,\rho}(f) \perp \mathbb{S}_{B,\sigma,\rho}$, i.e., that $J_{B,\sigma,\rho}(f)$ is an orthogonal projection of $f$ on $\mathbb{S}_{B,\sigma,\rho}$. In addition,

$$
2\pi \int_{-\rho}^{\rho} |\zeta_{B,\sigma}(f, y)|^2 D_{B,\sigma}(y) \, dy = \int_{-\rho}^{\rho} \left| J_{B,\sigma,\rho}(f, x) \right|^2 dx \leq \int_{-\rho}^{\rho} \left| f(x) \right|^2 dx.
$$

(15)

Now we provide an explicit expression of the new Fourier transform and the best approximation by spaces of shifts in terms of trigonometric Fourier transform.

**Theorem 2** If $f \in L^2(\mathbb{R})$, then
The results obtained have several applications. First of all, we intend to use formula (17) to derive a criteria of optimality of spaces $\mathcal{S}_{B,\sigma}$ for various classes of functions in $L_2(-\sigma, \sigma)$. Note that the particular case of Fourier analysis in spline spaces was developed by Vinogradov [14].

\[
\zeta_{B,\sigma}(f) = \frac{1}{D_{B,\sigma}} \lim_{n \to \infty} \sum_{k \in \mathbb{Z}} B(y + 2k\sigma) \hat{f}(y + 2k\sigma) \quad \text{in} \quad L_2(-\sigma, \sigma),
\]

(16)

\[
E^2(f, \mathcal{S}_{B,\sigma})_2 = 2\pi \left( \int_{\mathbb{R}} |\hat{f}(y)|^2 dy - \int_{-\rho}^{\rho} \frac{1}{D_{B,\sigma}(y)} \left| \sum_{k \in \mathbb{Z}} B(y + 2k\sigma) \hat{f}(y + 2k\sigma) \right|^2 dy \right).
\]

(17)

**Proof** By formulas (12) and (3) and the Cauchy-Schwarz inequality, we have

\[
\int_{-\sigma}^{\sigma} \left| \zeta_{B,\sigma}(f, y) - \frac{1}{D_{B,\sigma}(y)} \sum_{k \in \mathbb{Z}} \overline{B(y + 2k\sigma)} \hat{f}(y + 2k\sigma) \right|^2 dy =
\]

\[
= \lim_{n \to \infty} \int_{-\sigma}^{\sigma} \left| \frac{1}{D_{B,\sigma}(y)} \sum_{k \in \mathbb{Z}} \overline{B(y + 2k\sigma)} \left( \frac{1}{2\pi} \int_{-n}^{n} f(t)e^{-ik\sigma y} dt - \hat{f}(y + 2k\sigma) \right) \right|^2 dy \leq
\]

\[
\leq \lim_{n \to \infty} \sum_{k \in \mathbb{Z}} \left| \frac{1}{2\pi} \int_{-n}^{n} f(t)e^{-ik\sigma y} dt - \hat{f}(y + 2k\sigma) \right|^2 dy =
\]

\[
= \lim_{n \to \infty} \int_{\mathbb{R}} \left| \frac{1}{2\pi} \int_{-n}^{n} f(t)e^{-ik\sigma y} dt - \hat{f}(y) \right|^2 dy = 0.
\]

Using the properties of orthogonal projection, we get

\[
E^2(f, \mathcal{S}_{B,\sigma})_2 = \|f - J_{B,\sigma} f\|_{L_2(\mathbb{R})}^2 = \|f\|_{L_2(\mathbb{R})}^2 - \|J_{B,\sigma} f\|_{L_2(\mathbb{R})}^2.
\]

This implies, by the Plancherel theorem and formulas (15) and (16), the following equality:

\[
E^2(f, \mathcal{S}_{B,\sigma})_2 = 2\pi \int_{\mathbb{R}} |\hat{f}(y)|^2 dy - 2\pi \int_{-\rho}^{\rho} |\zeta_{B,\sigma}(f, y)|^2 D_{B,\sigma}(y) dy =
\]

\[
= 2\pi \left( \int_{\mathbb{R}} |\hat{f}(y)|^2 dy - \int_{-\rho}^{\rho} \frac{1}{D_{B,\sigma}(y)} \left| \sum_{k \in \mathbb{Z}} \overline{B(y + 2k\sigma)} \hat{f}(y + 2k\sigma) \right|^2 dy \right).
\]

Note that the particular case of Fourier analysis in spline spaces was developed by Vinogradov [14]. The results obtained have several applications. First of all, we intend to use formula (17) to derive a criteria of optimality of spaces $\mathcal{S}_{B,\sigma}$ for various classes of functions in $L_2(\mathbb{R})$. Secondly, we expect to apply the results for counting the average dimension of the spaces $\mathcal{S}_{B,\sigma}$.
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