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Abstract
We study automaton structures, i.e., groups, monoids and semigroups generated by an automaton, which, in this context, means a deterministic finite-state letter-to-letter transducer. Instead of considering only complete automata, we specifically investigate semigroups generated by partial automata. First, we show that the class of semigroups generated by partial automata coincides with the class of semigroups generated by complete automata if and only if the latter class is closed under removing a previously adjoined zero, which is an open problem in (complete) automaton semigroup theory stated by Cain. Then, we show that no semidirect product (and, thus, also no direct product) of an arbitrary semigroup with a (non-trivial) subsemigroup of the free monogenic semigroup is an automaton semigroup. Finally, we concentrate on inverse semigroups generated by invertible but partial automata, which we call automaton-inverse semigroups, and show that any inverse automaton semigroup can be generated by such an automaton (showing that automaton-inverse semigroups and inverse automaton semigroups coincide).
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1 Introduction

Automaton groups have proven to be a valuable source for groups with interesting properties. Probably, the most prominent and influential example among these groups with interesting properties is Grigorchuk’s group: it is the historical first example of a group with super-polynomial but sub-exponential (i.e., intermediate) growth (see [13] for an accessible introduction), which answered a question by Milnor about the existence of such groups [5, Problem 5603]. At the same time, it is also an infinite, finitely generated group in which every element has torsion (and, thus, a solution for Burnside’s problem).

Motivated by the fact that many groups with interesting properties arise as automaton groups, the class of automaton groups itself gained some interest as an object of study. One aspect of this study is the decidability of algorithmic questions concerning automaton groups. For example, Šunić and Ventura have shown that there is an automaton group with undecidable conjugacy problem [19]. Other problems remain still open, however. An example for this is the finiteness problem for automaton groups: given an automaton, is its generated group finite? It is neither known to be decidable nor known to be undecidable. On the other hand, the same problem for automaton semigroups has been proven to be undecidable by Gillibert [10]. As a consequence of this proof, he also obtained that a variation of the (uniform) order problem for automaton semigroups—namely, given an automaton semigroup and two elements \( s \) and \( t \) of the semigroup, is there an \( n \) such that \( s^n = t \)?—is undecidable. Only later, Gillibert proved that there is an automaton group with an undecidable order problem—given an element \( g \) of a (fixed) automaton group, is there some \( n \) such that \( g^n = 1 \)? [11].

There are other examples where results for automaton semigroups could be obtained earlier than the analogous result for automaton groups or where they even helped in solving the group case. One such example is the complexity of the word problem: Steinberg conjectured that there is an automaton group with a PSPACE-complete word problem [18]. Until very recently, this problem remained open for groups but it had been shown that there is an automaton semigroup whose word problem is PSPACE-complete [9, Proposition 6].

In the light of such algorithmic results, it seems reasonable to study the class of automaton semigroups also from a semigroup theoretical point of view. This was initiated in the work of Cain [4] and Brough and Cain [2,3]. The aim of this paper is to contribute to this theory. However, we consider a different setting: while most authors define automaton structures to be generated by complete automata, we will investigate the situation for partial automata. This difference is mainly motivated by the fact that invertible, partial automata admit a natural presentation of inverse semigroups. This yields automaton-inverse semigroups as an intermediate level between automaton semigroups and automaton groups. Besides that they appear as a natural class of automaton structures, automaton-inverse semigroups also turned out to be useful, for example, in the study of the above mentioned word problem: in fact, it was not only known that there is an automaton semigroup with a PSPACE-complete word problem but the semigroup was even an automaton-inverse semigroup (which, as such, is in particular also an inverse automaton semigroup) [9, Proposition 6]. The construction for this preliminary result was essential for the recent proof that there
is an automaton group with a PSPACE-complete word problem [20, Theorem 10]. Yet, semigroups generated by partial automata are not only interesting because of automaton-inverse semigroups: for example, when allowing partial automata, one can extend the undecidability result for the finiteness problem for automaton semigroups to the finiteness problem for automaton semigroups generated by invertible, bi-reversible automata [7, Theorem 3].

On the other hand, results holding for complete automata often also hold in the partial setting. For example, with Francoeur, the current authors could show that automaton semigroups (and, thus, automaton groups) are infinite if and only if they admit an $\omega$-word with an infinite orbit [6]. Interestingly, this result also holds in the partial setting although, here, orbits of words cannot only increase but also shrink if a suffix is appended. This kind of orbital growth (also for certain complete automata) was studied in [8].

Still, it seems that automaton semigroups generated by partial automata and inverse automaton semigroups have not been widely studied yet. Some work does exist, however: for example, Olijnyk, Sushchansky and Słupik studied partial automaton permutations [16]; another example for work mentioning self-similar inverse semigroups and inverse automaton semigroups is a paper by Nekrashevych [15].

The most obvious question about semigroups generated by partial automata is whether this class is different from the class of semigroups generated by complete automata. This is where we will start our discussion, after presenting some preliminaries and examples in the first section. While we will not answer the question completely, we will show that it is equivalent to another open problem for (complete) automaton semigroup theory asked by Cain [4, Open problem 5.3]. Afterwards, we will show that direct products and semidirect products involving the free monogenic semigroup are not automaton semigroups. This generalizes the result of Brough and Cain that (non-trivial) subsemigroups of the monogenic free semigroup are not automaton semigroups [3, Theorem 15] (see also [4, Proposition 4.3]) and extends the small number of known examples of semigroups which are not automaton semigroups (for reasons other than not having a property common to all automaton semigroups such as being finitely generated, residually finite [4, Proposition 3.2] or having a decidable word problem). Finally, we will introduce automaton-inverse semigroups, which are semigroups generated by invertible, yet partial automata. The main result of this section is that every inverse semigroup—i.e., a semigroup generated by an arbitrary (deterministic) automaton which happens to be an inverse semigroup—can be presented as an automaton-inverse semigroup, which shows that the two notions coincide.
Words, letters and alphabets. An alphabet $\Sigma$ is a non-empty finite set, whose elements are called letters. A finite sequence $w = a_1 \ldots a_n$ of letters $a_1, \ldots, a_n \in \Sigma$ is a word over $\Sigma$ of length $|w| = n$. The word of length 0, the empty word, is denoted by $\epsilon$. The set of all words is $\Sigma^*$ and $\Sigma^+$ is the set $\Sigma^* \setminus \{\epsilon\}$.

Partial functions and sets. For two sets $A$ and $B$, we use $A \cup B$ to denote their disjoint union. A partial function $f$ from $A$ to $B$ is written as $f : A \to_p B$. Its domain is the set $\text{dom } f = \{a \mid f \text{ is defined on } a\}$ and its image is $\text{im } f = \{f(a) \mid f \text{ is defined on } a\}$.

Semigroups and monoids. In this paper, we need some basic notions from semigroup theory. For example, a zero of a semigroup $S$ is an element $z \in S$ with $zs = sz = z$ for all $s \in S$; an identity is an element $e \in S$ with $es = se = s$ for all $s \in S$. Whenever a semigroup contains a zero (an identity), it is unique. To any semigroup $S$, we can adjoin a zero, obtaining the semigroup $S^0$. Similarly, we adjoin an identity and obtain the semigroup $S^1$.

A semigroup is free of rank $i$ if it is isomorphic to $\{q_1, \ldots, q_i\}^+$ (which forms a semigroup whose operation is concatenation). An alternative representation of the free semigroup in one generator $\{q\}^+$, or $q^+$ for short, is the set of natural numbers excluding 0 with addition as operation. If we adjoin a zero element to $q^+$, then we can represent this as $\infty$ in additive notation: we have $i + \infty = \infty + i = \infty + \infty = \infty$. In addition to free semigroups, we will also encounter the free monogenic monoid $q^*$, the set of natural numbers including 0 with (again) addition as operation.

Automata. As is common in the area of automaton semigroups and groups, we use the term automaton to refer to a transducer (i.e., an automaton with output) instead of an acceptor. Therefore, in this paper, an automaton $\mathcal{T}$ is a triple $(Q, \Sigma, \delta)$ of a finite set $Q$ of states, an alphabet $\Sigma$ and a transition relation $\delta \subseteq Q \times \Sigma \times \Sigma \times Q$. Instead of writing $(q, a, b, p)$ for a transition, we use the graphical notation $q \xrightarrow{a/b} p$ or

\[
\begin{array}{c}
q \\
\xrightarrow{a/b} \\
p
\end{array}
\]

in graphical representations. A run of the automaton from state $q_0 \in Q$ to state $q_n \in Q$ with input $u = a_1 \ldots a_n$ and output $v = b_1 \ldots b_n$ is a sequence

$q_0 \xrightarrow{a_1/b_1} q_1 \xrightarrow{a_2/b_2} \ldots \xrightarrow{a_n/b_n} q_n$

of transitions $q_{i-1} \xrightarrow{a_i/b_i} q_i \in \delta$ with $i \in \{1, \ldots, n\}$. An automaton is deterministic if all sets $\{q \xrightarrow{a/b} p \mid q \xrightarrow{a/b} p \in \delta, b \in \Sigma, p \in Q\}$ with $q \in Q$ and $a \in \Sigma$ contain at most one element. It is complete if all the sets contain at least one element. Notice that, in a deterministic automaton, the start state and the input word uniquely determine a run (if it exists). Similarly, in a complete automaton, we have a run starting in state $q$ with input $u$ for every $q \in Q$ and $u \in \Sigma^*$.

Automaton semigroups. In a deterministic automaton $\mathcal{T} = (Q, \Sigma, \delta)$, every state $q \in Q$ induces a partial function $q \circ : \Sigma^* \to_p \Sigma^*$. The value $q \circ u$ of $q \circ$ on an word $u \in \Sigma^*$ is the output word of the unique if existing run starting in $q$ with input $u$. If no such run exists, then $q \circ$ is undefined on $u$. For $q = q_n \ldots q_1$ with
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$q_1, \ldots, q_n \in Q$, we define $q \circ : \Sigma^* \rightarrow_p \Sigma^*$ as the composition of the maps $q_n \circ \ldots \circ q_1 \circ q \circ u = q_n \circ \ldots \circ q_1 \circ u$. By definition, the maps $q \circ$ are length-preserving and prefix-compatible in the sense that $q \circ u_1$ and $q \circ u_2$ share a common prefix which is at least as long as the common prefix of $u_1$ and $u_2$ for $u_1, u_2 \in \Sigma^*$.

Similarly, we can define the partial functions $\cdot u : Q \rightarrow_p Q$ for $u \in \Sigma^*$. The value $q \cdot u$ of $\cdot u$ on $q \in Q$ is the state in which the unique (if existing) run starting in $q$ with input $u$ ends. If no such run exists, then $\cdot u$ is undefined on $q$. Notice that we have $q \cdot u_1 u_2 = (q \cdot u_1) \cdot u_2$ for all $u_1, u_2 \in \Sigma^*$. We can extend the partial map $\cdot u : Q \rightarrow_p Q$ into a partial map $\cdot u : Q^* \rightarrow_p Q^*$ by defining $\varepsilon \cdot u = \varepsilon$ and $q p \cdot u = (q \cdot (p \circ u))(p \cdot u)$ inductively for $q \in Q^*$ and $p \in Q$.

The closure $Q^+\circ$ of the partial functions $q \circ$ with $q \in Q$ under composition is a semigroup, which we call the semigroup generated by $T$ and which we denote by $\mathcal{S}(T)$. To emphasize the fact that they generate semigroups, we use the term $S$-automaton for a deterministic automaton. A semigroup is called an automaton semigroup if it is generated by some $S$-automaton.

Notice that, for a complete $S$-automaton, the partial functions $q \circ$ with $q \in Q^*$ and $\cdot u$ with $u \in \Sigma^*$ are in fact total functions $q \circ : \Sigma^* \rightarrow \Sigma^*$ and $\cdot u : Q^* \rightarrow Q^*$. If this is the case, we call the semigroup generated by $T$ a complete automaton semigroup.

**Remark 1** In other works, the term automaton semigroup is usually used for what we call complete automaton semigroups. This is in particular true for the work of Cain [4] and Brough and Cain [2,3] to which we often refer in this paper.

**Example 2** The most common example of an automaton semigroup is probably the semigroup generated by the adding machine

$$
\begin{array}{c c c c}
1 / 0 & \circ & 1 \circ 0 / 1 & \circ \\
\circ & +1 & \circ & +0 \\
\circ & \circ & \circ & \circ \\
0 / 0 & \circ & 0 \circ 1 / 1 & \circ
\end{array}
$$

Clearly, the map $+0 \circ$ is the identity on $\Sigma^*$. The map $+1 \circ$ is probably best understood by applying it to $000$: $+1 \circ 000 = 100$; applying it a second and a third time yields $+1 \circ 100 = 010$ and $+1 \circ 010 = 110$. Doing this, one notices that the action of $+1 \circ$ is to add 1 to a word $u \in \{0, 1\}^*$ which is seen as the reverse/least significant bit first binary representation of a natural number. Thus, the semigroup generated by the adding machine is isomorphic to the monoid of natural numbers (including zero) with addition. Stating this differently, the adding machine generates a free monoid of rank 1.

At this point, it might be interesting to know that the free semigroup of rank 1 is not a complete automaton semigroup [4, Proposition 4.3]. We will see later in this paper that it is no (partial) automaton semigroup either. On the other hand, however, the free semigroups of rank at least 2 are (complete) automaton semigroups [4, Proposition 4.1].
Example 3 The S-automaton

generates a free semigroup of rank 3. The idea is that \( q_a \circ \) turns a word \( u \) into \( au \) (strictly speaking, the last letter of \( u \) is dropped). Thus, \( q \circ a^n \) will be different from \( p \circ a^n \) for \( n \) large enough and \( q, p \in Q^+ \) with \( q \neq p \) (for a more formal proof, see [4, Proposition 4.1]).

The two examples we have seen so far were both generated by complete automata. In the next example, we will encounter a non-complete automaton.

Example 4 Consider the automaton

The semigroup generated by it contains the functions

\[
\begin{align*}
pqp \circ &= p \circ : b^n \mapsto a^n \\
qpq \circ &= q \circ : a^n \mapsto b^n \\
qp \circ &= p \circ : b^n \mapsto b^n \\
pq \circ &= q \circ : a^n \mapsto a^n
\end{align*}
\]

as well as \( \bot \), the function which is undefined on all words except the empty word. As we have \( q^2 \circ = p^2 \circ = \bot \) and that \( \bot \) is a zero of the semigroup, this yields that the automaton generates the (finite) Brandt semigroup \( B_2 \) [14, p. 32].

Since \( B_2 \) is finite, it is also a complete automaton semigroup [4, Proposition 4.6]. The idea is to let \( B_2 \) act on itself by left multiplication, which results in the complete S-automaton

with alphabet \( \{a, b, ab, ba, aa\} \) generating \( B_2 \).

\[\text{Springer}\]

\[\text{For readers familiar with syntactic semigroups: } B_2 \text{ is the syntactic semigroup of } (qp)^+.\]
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Later, in Sect. 5, we will encounter another example of a (truly) partial automaton generating the free inverse monoid of rank 1.

Union and power automata. For two automata \( T_1 = (Q_1, \Sigma_1, \delta_1) \) and \( T_2 = (Q_2, \Sigma_2, \delta_2) \), we can define the union automaton \( T_1 \cup T_2 = (Q_1 \cup Q_2, \Sigma_1 \cup \Sigma_2, \delta_1 \cup \delta_2) \). Notice that, for two deterministic automata \( T_1 \) and \( T_2 \) with disjoint state sets, the union automaton \( T_1 \cup T_2 \) is deterministic as well. Similarly, the union of two complete automata with the same alphabet is complete again.

Another construction for automata is their composition: the composition of two automata \( T_2 = (Q_2, \Sigma, \delta_2) \) and \( T_1 = (Q_1, \Sigma, \delta_1) \) over the same alphabet \( \Sigma \) is the automaton \( T_2 \circ T_1 = (Q_2 \circ Q_1, \Sigma, \delta_2 \circ \delta_1) \) where \( Q_2 \circ Q_1 = \{ q_2 \circ q_1 \mid q_1 \in Q_1, q_2 \in Q_2 \} \) is the Cartesian product of \( Q_2 \) and \( Q_1 \) and the transitions are given by

\[
\delta_2 \circ \delta_1 = \{ q_2 \circ q_1 \xrightarrow{a/c} p_2 \circ p_1 \mid q_1 \xrightarrow{a/b} p_1 \in \delta_1, q_2 \xrightarrow{b/e} p_2 \in \delta_2, b \in \Sigma \}.
\]

Again, the composition of two deterministic (complete) automata is deterministic (complete) as well. Notice that, by construction, the composition of \( q_2 \circ \) and \( q_1 \circ \) is indeed \( q_2 \circ q_1 \circ \), the partial function induced by the state \( q_2 \circ q_1 \) in the composition automaton.

A special case of the composition of automata is taking the \( k \)-th power \( T^k \) of an automaton \( T = (Q, \Sigma, \delta) \):

\[
T^k = T \circ \cdots \circ T, \quad k \text{ times}.
\]

Notice that the states of \( T^k \) correspond to \( Q^k \circ \), the semigroup elements of length \( k \) from \( S(T) \).

3 Complete and partial automaton semigroups

Introducing automaton semigroups by means of partial automata immediately raises an obvious question: do the classes of (partial) automaton semigroups and of complete automaton semigroups coincide? Since every complete automaton semigroup is a (partial) automaton semigroups, we can state the problem more precisely:

**Problem 5** Is every (partial) automaton semigroup a complete automaton semigroup?

For this problem to have a positive answer, one needs a method to complete a partial automaton without changing the generated semigroup. The typical way of completing an automaton is to add a sink state and to have all previously undefined transitions go to this new state. This was the approach taken in the proof of [9, Proposition 1]. There, for every (partial) \( S \)-automaton \( \mathcal{T} = (Q, \Sigma, \delta) \), a complete \( S \)-automaton \( \hat{\mathcal{T}} = (\hat{Q} \cup \{0\}, \Sigma \cup \{\perp\}, \hat{\delta}) \) was defined with \( \hat{Q} \) a disjoint copy of \( Q \), 0 a new state and \( \perp \) a new letter. The transitions were given by
\[ \hat{\delta} = \{ \hat{p} \xrightarrow{a/b} \hat{q} \mid p \xrightarrow{a/b} q \in \delta \} \cup \\
\{ \hat{p} \xrightarrow{a/\perp} 0 \mid a \text{ is undefined on } p, p \in Q, a \in \Sigma \} \cup \\
\{ 0 \xrightarrow{a/\perp} 0 \mid a \in \Sigma \cup \{ \perp \} \} \cup \{ \hat{p} \xrightarrow{b/\perp} 0 \mid p \in Q \}. \]

Although adding the new state 0 in this way seems to be adjoining a zero to the generated semigroup,\(^3\) this is not the case: if \( S(\mathcal{T}) \) contains the partial function which is undefined on all words from \( \Sigma^+ \), then this will turn into a function mapping any word \( w \in (\Sigma \cup \{ \perp \})^* \) to \( \perp |w| \), which is the same function as 0 \( \circ \). Thus, 0 \( \circ \) is not a newly adjoined zero but already present in \( S(\mathcal{T}) \). One can avoid this issue by adding another letter \( \top \) to \( \mathcal{T} \) along with loops \( q \xrightarrow{T/T} q \) at every state before completing it into \( \hat{\mathcal{T}} \) in the way stated above. Here, we will break this construction into two steps, however, because both of them are useful on their own. First, we will improve the construction to complete an \( S \)-automaton by using any zero already present in the semigroup:

**Proposition 6** Let \( S \) be a (partial) automaton semigroup with a zero. Then, \( S \) is a complete automaton semigroup.

**Proof** Let \( S = S(\mathcal{T}) \) for a (partial) \( S \)-automaton \( \mathcal{T} = (Q, \Sigma, \delta) \). We may assume that the zero in \( S \) is a state \( 0 \in Q \) since, otherwise, the zero is a word in \( Q^n \) for some \( n \geq 1 \) and we can replace \( \mathcal{T} \) by \( \bigcup_{i=1}^n \mathcal{T}^i \), which contains the zero as a state and still generates \( S \).

We construct a new automaton \( \hat{\mathcal{T}} = (\hat{Q}, \hat{\Sigma}, \hat{\delta}) \) whose state set \( \hat{Q} \) is a disjoint copy of \( Q \). For any sequence of states \( \hat{q} = q_nq_{n-1} \ldots q_1 \in Q^+ \) (where \( q_n, q_{n-1}, \ldots, q_1 \in Q \)) of \( \mathcal{T} \), we let \( \hat{q} = \widehat{q_n} \widehat{q_{n-1}} \ldots \widehat{q_1} \in \hat{Q}^+ \) denote the corresponding sequence of states in \( \hat{\mathcal{T}} \). As the alphabet of \( \hat{\mathcal{T}} \), we define \( \hat{\Sigma} = \Sigma \cup \{ \perp \} \) for a new symbol \( \perp \). As transitions in \( \hat{\mathcal{T}} \), we define ones corresponding to transitions in \( \mathcal{T} \) and some additional ones to make \( \hat{\mathcal{T}} \) complete:

\[ \hat{\delta} = \{ \hat{p} \xrightarrow{a/b} \hat{q} \mid p \xrightarrow{a/b} q \in \delta \} \cup \\
\{ \hat{p} \xrightarrow{\perp/\perp} 0 \mid p \in Q \} \cup \{ \hat{p} \xrightarrow{a/\perp} 0 \mid a \text{ is undefined on } p, p \in Q, a \in \Sigma \} \]

We have to show \( \hat{S} = S(\hat{\mathcal{T}}) \).

First, we show that \( \widehat{0} \circ \) is a zero in \( S(\hat{\mathcal{T}}) \) by showing

\[ \forall q \in Q : \hat{q} \widehat{0} \circ u = \hat{0} \circ u = \hat{\widehat{q}} \circ u \]

for all \( u \in \hat{\Sigma}^* \) using induction on \( |u| \). As there is nothing to show for \( u = \varepsilon \), we may assume \( |u| > 0 \). Notice that, by induction, we have, in particular, \( \hat{0} \circ v = \hat{\varepsilon}^2 \circ v \) for all \( v \in \Sigma^* \) shorter than \( u \).

We start by handling the case in which there is no \( \perp \) in \( u \) (i.e., \( u \in \Sigma^+ \)). If \( 0 \circ \) is defined on \( u \), then so are \( q0 \circ u = 0 \circ 0q \circ \) for \( q \in Q \) because \( 0 \circ \) is a zero in \( S(\mathcal{T}) \). By construction of \( \hat{\mathcal{T}} \), \( q \circ \) and \( \hat{q} \circ \) coincide on all words from \( \Sigma^* \) on which the former is defined. Thus, we have \( \hat{q} \circ u = q0 \circ u = 0 \circ u = \hat{0} \circ u \) and

\(^3\) In fact, this is what was stated in [9, Proposition 1].
\[ \hat{0} \circ u = 0 \circ u = 0q \circ u = \hat{0}q \circ u. \] So, the interesting case is that \( 0 \circ \) is not defined on \( u \). In this case, we can factorize \( u = u_1au_2 \) (for \( a \in \Sigma \)) in such a way that \( u_1 \) is the maximal prefix\(^4\) of \( u \) on which \( 0 \circ \) is defined (possibly empty). Note that \( 0q \circ \) and \( q0 \circ \) are both also defined on \( u_1 \) and that \( u_2 \) is shorter than \( u \). By construction of \( \hat{\mathcal{T}} \), we have

\[
\hat{0} \circ u_1au_2 = (\hat{0} \circ u_1) \perp (\hat{0} \circ u_2) \quad \text{and} \quad \hat{q}0 \circ u_1au_2 = (\hat{q}0 \circ u_1) \perp (\hat{0}^2 \circ u_2) = (\hat{0} \circ u_1) \perp (\hat{0} \circ u_2)
\]

where equality of the first factors in the last step is due to the case above and equality of the last factors is due to induction. To calculate \( \hat{0}q \circ u \), we first recall that \( 0 \circ \) is undefined on \( u_1a \). Since we have \( 0q \circ = 0 \circ \) (as \( 0 \circ \) is a zero in \( S \)), we obtain that \( 0q \circ \) is also undefined on \( u_1a \) while it is defined on \( u_1 \). We further distinguish two cases. If \( q \circ \) is defined on \( u_1a \), then \( 0 \cdot (q \circ u_1) = 0 \cdot (\hat{q} \circ u_1) \circ \) must be undefined on \( q \circ u_1 \circ a = \hat{q} \odot u_1 \circ a \). Thus, we have

\[
\hat{0}q \circ u_1au_2 = \hat{0} \circ [(\hat{q} \circ u_1) \perp (\hat{q} \circ u_1, u) \circ \hat{0} \circ u_2)] = (\hat{0}q \circ u_1) \perp (\hat{0} \circ u_1, u_2) \quad \text{and} \quad \hat{0} \circ u_1 \circ a = \hat{q} \odot u_1 \circ a.
\]

on the other hand, if \( q \circ \) is undefined on \( u_1a \), we have

\[
\hat{0}q \circ u_1au_2 = \hat{0} \circ [(\hat{q} \circ u_1) \perp (\hat{0} \circ u_2)] = (\hat{0}q \circ u_1) \perp (\hat{0} \circ u_1, u_2) \quad \text{and} \quad \hat{0} \circ u_1 \circ a = \hat{q} \odot u_1 \circ a.
\]

where, again, equality of the first factors in the respective last steps is due to the case above and equality of the last factors is due to induction. Notice that the values of \( \hat{q} \circ u \), \( \hat{0} \circ u \) and \( \hat{0} \circ u \circ u \) on \( u \) coincide in all cases.

We still have to consider the case in which there is a \( \perp \) in \( u \). In this case, we can factorize \( u = u_1 \perp u_2 \) in such a way that \( u_1 \) does not contain \( a \) (i.e., \( u_1 \in \Sigma^* \)). We have

\[
\hat{0} \circ u_1 \perp u_2 = (\hat{0} \circ u_1) \perp (\hat{0} \circ u_2),
\]

\[
\hat{q}0 \circ u_1 \perp u_2 = (\hat{q}0 \circ u_1) \perp (\hat{0}^2 \circ u_2) \quad \text{and} \quad \hat{0}q \circ u_1 \perp u_2 = (\hat{0}q \circ u_1) \perp (\hat{0} \circ u_2).
\]

Notice that the respective first factors coincide because \( u_1 \) does not contain \( \perp \) and that the respective last factors coincide by induction. This shows that \( \hat{0} \circ \) is a zero in \( \mathcal{T} (\hat{\mathcal{T}}) \).

Next, we show that \( p \circ = q \circ \) implies \( \hat{q} \circ = \hat{p} \circ \) for all \( p, q \in Q^+ \). For this, assume \( \hat{p} \circ = q \circ \) for some \( p, q \in Q^+ \) and let \( u \in \Sigma^* \) be arbitrary. We first handle the case that \( u \) does not contain \( \perp \) (i.e., \( u \in \Sigma^* \)). If, both, \( p \circ \) and \( q \circ \) are defined on \( u \), then their values on \( u \) are the same and they coincide with \( \hat{p} \odot u \) and \( \hat{q} \odot u \) by construction.

\[ ^4 \text{A word } x \text{ is a prefix of another word } y \text{ if there is some word } z \text{ such that } y = xz. \]
of $\mathcal{F}$. Thus, let $p \circ q$ be both undefined on $u$. Without loss of generality, we may assume that they are already undefined on the first letter $a \in \Sigma$ of $u = au_2$ (since, otherwise, we can substitute $p$ by $p \cdot u_1$ and $q$ by $q \cdot u_1$ where $u_1$ is the maximal prefix of $u$ on which $p \circ q = q \circ q$ is defined). Factorize $p = p_2p_1$ with $p \in Q$ in such a way that $p_1$ is maximal with $p_1 \circ$ defined on $u$ and factorize $q = q_2q_1$ analogously. We have

$$\tilde{p} \circ u = \tilde{p}_2\tilde{p}_1 \circ au_2 = \tilde{p}_2\tilde{p}_1 \circ [(\tilde{p}_1 \circ a) (\tilde{p}_1 \cdot a \circ u_2)] = \tilde{p}_2 \circ [\perp (\tilde{0}(\tilde{p}_1 \cdot a) \circ u_2)] = \tilde{p}_2 \circ [\perp (\tilde{0} \circ u_2)],$$

since $pp_1 \circ$ is undefined on $a$ and $\tilde{\circ}$ is a zero in $\mathcal{S}(\mathcal{F})$. Furthermore, by construction of $\mathcal{F}$, we can continue with

$$\tilde{p} \circ u = \perp (\tilde{0}\tilde{p}_2 \circ \tilde{0} \circ u_2) = \perp (\tilde{0} \circ u_2),$$

which is equal to $\tilde{q} \circ u = \tilde{q}_2\tilde{q}_1 \circ au_2$ by an analogous calculation.

Finally, if $u$ contains $\perp$, we can factorize $u = u_1 \perp u_2$ in such a way that $u_1$ is the maximal prefix of $u$ not containing $\perp$. Then, we have $\tilde{p} \circ u = (\tilde{p} \circ u_1) \perp (\tilde{0}|p| \circ u_2)$ and $\tilde{q} \circ u = (\tilde{q} \circ u_1) \perp (\tilde{0}|q| \circ u_2)$ where the first factors coincide due to the case above and the last factors coincide since $\tilde{0} \circ$ is a zero in $\mathcal{S}(\mathcal{F})$.

We have just shown well-definedness of the homomorphism $\mathcal{S}(\mathcal{T}) \to \mathcal{S}(\mathcal{F})$, $q \circ \mapsto \tilde{q} \circ$. Its surjectivity is trivial and it remains to show injectivity. If we have $p \circ \neq q \circ$ for $p, q \in Q^+$, there must be a witness $u \in \Sigma^*$ on which either $p \circ$ and $q \circ$ are both defined but their values differ or one (say: $p \circ$) is defined while the other ($q \circ$) is not. In the first case, the value of $\tilde{p} \circ$ on $u$ is equal to that of $p \circ$ and the one of $\tilde{q} \circ$ is equal to that of $q \circ$, respectively. In the second case, $\tilde{p} \circ u = p \circ u$ does not contain $\perp$ while $\tilde{q} \circ u$ does. So, in either case $u$ is also a witness for the inequality of $\tilde{p} \circ$ and $\tilde{q} \circ$, which shows that $S = \mathcal{S}(\mathcal{T})$ and $\mathcal{S}(\mathcal{F})$ are isomorphic. □

This settles Problem 5 for the case of automaton semigroups containing a zero. However, what happens if the semigroup has no zero? In this case, we can adjoin one and thus get a complete automaton semigroup, as the next proposition states. For the equivalent result for complete automaton semigroups (using a similar construction), see [4, Proposition 5.1].

**Proposition 7** If $S$ is an automaton semigroup, then so is $S^0$, the semigroup resulting from $S$ by adjoining a zero.

**Proof** Let $S = \mathcal{S}(\mathcal{T})$ for $\mathcal{T} = (Q, \Sigma, \delta)$. We define an $S$-automaton $\tilde{\mathcal{T}} = (\tilde{Q} \cup \{0\}, \Sigma \cup \{\top\}, \tilde{\delta})$ where $\tilde{Q}$ is a disjoint copy of $Q$, $0$ is a new state, $\top$ a new letter and the transitions are given by

$$\tilde{\delta} = \{\tilde{p} \xrightarrow{a/b} \tilde{q} \mid p \xrightarrow{a/b} q \in \delta\} \cup \{\tilde{q} \xrightarrow{\top/\top} \tilde{q} \mid q \in Q\},$$

\[\tilde{\text{ Springer}}\]
i.e., ̂T has the same transitions as T and additional ⊤-loops at every state expect for 0, which does not have any outgoing transitions. Thus, 0 ◦ is undefined everywhere (except for ε) and, therefore, a zero in ̂S = ̂S(X).

For a sequence of states q = qnqn−1 . . . q1 ∈ Q+ with qn, qn−1, . . . , q1 ∈ Q, let ̂q = ̂qnqn−1 . . . ̂q1 denote the corresponding sequence of states in ̂T. We claim that ϕ : S → ̂S, q ◦ ̸= ̂q ◦ is a well-defined, injective homomorphism whose image is im ϕ = ̂S \ {0 ◦}. From this follows ̂S = ̂S0.

For well-definedness, we have to show p ◦ = q ◦ =⇒ ̂p ◦ = ̂q ◦ for all p, q ∈ Q+.

For a word u ∈ Σ* (i.e., u does not contain ⊤), we have that p ◦ and ̂p ◦ are either both undefined, or both defined and their values coincide by construction of ̂T. The same holds for q ◦ and ̂q ◦. So, we only have to show anything if u contains ⊤. Let u = u1 ⊤u2 for some word u1 ∈ Σ* (i.e., u1 does not contain ⊤). If p ◦ and q ◦ are both undefined on u1, then so are ̂p ◦ and ̂q ◦ on u. Therefore, we may assume that ̂p ◦ u1 = p ◦ u1 = q ◦ u1 = ̂q ◦ u1 = v1 for some word v1 ∈ Σ*, which yields

\[
\begin{align*}
\hat{p} \circ u &= \hat{p} \circ u_1 \circ \top u_2 = v_1 (\hat{p} \cdot u_1 \circ \top u_2) = v_1 \top (\hat{p} \cdot u_1 \circ u_2) \\
\hat{q} \circ u &= \hat{q} \circ u_1 \circ \top u_2 = v_1 (\hat{q} \cdot u_1 \circ \top u_2) = v_1 \top (\hat{q} \cdot u_1 \circ u_2).
\end{align*}
\]

Notice that, by induction on |u|, ̂p · u1 ◦ is defined on u2 if and only if so is ̂q · u1 ◦ and that the values coincide if they are defined.

Injectivity of ϕ is clear since a witness u ∈ Σ* for p ◦ = q ◦ is also a witness for ̂p ◦ = ̂q ◦. Finally, ̂S \ {0 ◦} ⊆ im ϕ is clear since q ◦ is a pre-image of ̂q ◦. To see 0 ◦ ̸∈ im ϕ, we note that ̂q ◦ ⊤ = ⊤ for all q ∈ Q+ by construction of ̂T but that 0 ◦ is undefined on ⊤.

Together with Proposition 6 this yields that S0 is a complete automaton semigroup for every automaton semigroup S.

**Corollary 8** ([9, Proposition 1]) If S is a (partial) automaton semigroup, then S0 is a complete automaton semigroup.

We have seen that, if a (partial) automaton semigroup S contains a zero, then S is a complete automaton semigroup. If it does not, then S0 is one. But what about S itself? To answer this question, we will show that Problem 5 is equivalent to an important open question in (complete) automaton semigroup theory asked by Cain [4, Open problem 5.3], which can be stated in the following way.

**Problem 9** Is the implication

S0 is a complete automaton semigroup =⇒ S is a complete automaton semigroup true for all semigroups S?

One direction of the equivalence between Problems 5 and 9 follows directly from Corollary 8.

**Lemma 10** If Problem 9 has a positive answer, then so has Problem 5.
The other direction of the equivalence is a bit more difficult. In fact, we will prove this direction by showing that the analogous question to Problem 9 for (partial) automaton semigroups has a positive answer! In order to do this, we first introduce a normalization construction, which will come in handy later in the proof. The idea of this construction is to take a disjoint copy of an automaton with a doubled alphabet. The new letters only occur on self-loops. These loops will allow us later to remove states from the automaton without losing “the change at the last letter”. It will become clear from the proof below what this means precisely.

**Definition 11** For an automaton $\mathcal{T} = (Q, \Sigma, \delta)$, we define its *end marker extension* to be the automaton $\hat{\mathcal{T}} = (\hat{Q}, \hat{\Sigma}, \hat{\delta})$ with a disjoint copy $\hat{Q} = \{\hat{q} \mid q \in Q\}$ of $Q$ as state set, with alphabet $\hat{\Sigma} = \Sigma \sqcup \{a_s \mid a \in \Sigma\}$ and with transitions

$$\hat{\delta} = \{ \hat{q} \xrightarrow{a/b} \hat{p} \mid q \xrightarrow{a/b} p \in \delta \} \cup \{ \hat{q} \xrightarrow{a_s/b_s} \hat{q} \mid q \xrightarrow{a/b} p \in \delta \}.$$ 

The elements of $\Sigma_S = \{a_s \mid a \in \Sigma\}$ are called *end marker letters*.

Notice that the end marker extension of an automaton is deterministic (complete) if and only if the original automaton was deterministic (complete).

Adding the end marker self-loops to an $S$-automaton does not change the generated semigroup as we prove in the next lemma. The main application of this result is that, from now on, we can safely assume that any $S$-automaton generating a semigroup is an end marker extension (of some other automaton).

**Lemma 12** For any $S$-automaton $\mathcal{T} = (Q, \Sigma, \delta)$ and its end marker extension $\hat{\mathcal{T}} = (\hat{Q}, \hat{\Sigma}, \hat{\delta})$, we have $\mathcal{T}(\mathcal{T}) = \hat{\mathcal{T}}(\hat{\mathcal{T}})$.

**Proof** For any sequence of states $q = q_0 \ldots q_1$ with $q_1, \ldots, q_n \in Q$, let $\hat{q} = \hat{q}_n \ldots \hat{q}_1$ be the corresponding sequence of states from the end marker extension. We will prove $q \circ p = p \circ \iff \hat{q} \circ \hat{p} = \hat{p} \circ$ for all $q, p \in Q^+$. Notice that, thus, $\hat{}$ induces a well-defined isomorphism $\mathcal{T}(\mathcal{T}) \to \hat{\mathcal{T}}(\hat{\mathcal{T}})$.

First, suppose there are $q, p \in Q^+$ such that $q \circ p = p \circ$ holds but $\hat{q} \circ \hat{p} \neq \hat{p} \circ \hat{q}$ (including the case where one is defined on $|q|$ while the other is not). Let $\hat{u}_0$ denote the longest prefix of $|q|$ on which $\hat{q} \circ$ and $\hat{p} \circ$ coincide. Notice that both partial functions are thus defined on $\hat{u}_0$.

So, we have $\hat{u} = \hat{u}_0 \hat{a} \hat{u}_1$ for some letter $\hat{a} \in \hat{\Sigma}$ and a word $\hat{u}_1 \in \hat{\Sigma}^*$. Let $u_0$ be the projection of $\hat{u}_0$ on the alphabet $\Sigma$ (i.e., $u_0$ is obtained from $\hat{u}_0$ by removing all letters from $\Sigma_S$). Now, consider $r = q \cdot u_0$ and $s = p \cdot u_0$. As letters from $\Sigma_S$ only occur on self-loops in $\hat{\mathcal{T}}$ by construction, we have $\hat{r} = \hat{q} \cdot \hat{u}_0$ and $\hat{s} = \hat{p} \cdot \hat{u}_0$, i.e., if we read $u_0$ in $\hat{\mathcal{T}}[|q|]$ starting in $\hat{q}$, then the state we end in corresponds to the state reached if we start reading $\hat{u}_0$ in $\hat{\mathcal{T}}[|q|]$ starting in state $\hat{q}$. Notice that, by the choice of $\hat{u}_0$, all states $r = q \cdot u_0, s = p \cdot u_0, \hat{r}, \hat{s}, \hat{q} \cdot \hat{u}_0, \hat{p} \cdot \hat{u}_0$ are defined. As we have $q \circ = p \circ$, we also have $r = s \circ$. Therefore, we may safely assume that $\hat{q} \circ$ and $\hat{p} \circ$ are distinct already on $\hat{a}$ (i.e., we have $\hat{u}_0 = \varepsilon$ without loss of generality).

Since, by construction, $\hat{q} \circ$ and $q \circ$ have the same values on words from $\Sigma^*$, we must have $\hat{a} = a_s \in \Sigma_S = \hat{\Sigma} \setminus \Sigma$ and, thus, $\hat{q} \circ a_s \neq \hat{p} \circ a_s$. By construction, this is
only possible if \( q \circ a \neq p \circ a \) (including the case where they are distinct because one of them is defined while the other is not), which constitutes a contradiction.

For the other direction, assume there are \( q, p \in Q^+ \) such that \( \hat{q} \circ = \hat{p} \circ \) holds while \( q \circ = p \circ \) does not, i.e., there is without loss of generality (by the same argumentation as above) a letter \( a \in \Sigma \) such that \( q \circ a \neq p \circ a \) (again, one of them can be undefined). However, by construction, this implies \( \hat{q} \circ a \neq \hat{p} \circ a \).

By using the end marker construction, we show that the class of (partial) automaton semigroups is closed under removing an adjoined zero. This positively answers the analogue to Problem 9 for (partial) automaton semigroups. The idea of the construction used in the following proof is straightforward: we remove all states which act like the zero. However, without using the end marker extension, this could cause more changes to the generated semigroup than simply removing the zero as Fig. 1 illustrates.

**Proposition 13** If \( S^0 \) is a (partial) automaton semigroup, then so is \( S \).

**Proof** Let \( \mathcal{T} = (Q, \Sigma, \delta) \) be an \( S \)-automaton generating \( S^0 \). By Lemma 12, we may assume that \( \mathcal{T} \) is an end marker extension (of some other \( S \)-automaton generating \( S^0 \)).

Let \( Z = \{ z \in Q^+ \mid z \circ \) is the zero in \( S^0 \} \) consist of the state sequences acting like the zero and let \( \mathcal{T}' = (Q', \Sigma, \delta') \) be a copy of \( \mathcal{T} \) where all states from \( Z \) are removed, i.e., we have that \( Q' \) is a copy of \( Q \setminus Z \) and \( \delta' = \{ q' \overset{a/b}{\rightarrow} p' \mid q \overset{a/b}{\rightarrow} p \in \delta, q, p \in Q \setminus Z \} \). We claim that this automaton generates \( S \).

For any state sequence \( q = q_0 \cdots q_1 \in (Q \setminus Z)^+ \) with \( q_1, \ldots, q_n \in Q \setminus Z \), let \( q' = q'_n \cdots q'_1 \) be the corresponding state sequence in \( \mathcal{T}' \). To prove the claim, we show that \( q' \mapsto q \) for all \( q' \in Q' \) induces a well-defined monomorphism \( \iota : \mathcal{T}'(\mathcal{T}) \rightarrow \mathcal{T}(\mathcal{T}) \) whose image is \( S \).

First, we show \( q' \in Q'^+ \implies q \notin Z \), which proves that the image of \( \iota \) does not contain the zero. Suppose there is a state sequence \( q = q_0 \cdots q_1 \) such that \( q_1, \ldots, q_n \in Q \setminus Z \) but \( q \in Z \). Then, we have found elements \( q_0 \circ, \ldots, q_1 \circ \in S \) whose product is zero in \( S^0 \). This yields that \( S \) is not a (closed) subsemigroup of \( S^0 \), which is not possible.

On the other hand, any state sequence \( q \notin Z \) cannot contain a state from \( Z \) as this state and, thus, any product containing the state (such as \( q \)) would be the zero in \( S^0 \). This proves that the image of \( \iota \) contains every element from \( S \).

To show the injectivity of \( \iota \), assume that there are \( q, p \in (Q \setminus Z)^+ \) with \( q \circ = p \circ \) but \( q' \circ \neq p' \circ \), i.e., there is a finite word \( u \in \Sigma^* \) on which \( q' \circ \) and \( p' \circ \) are distinct. As they need to be distinct, they cannot be both undefined on \( u \). On the other hand, they can neither be both defined on \( u \) as, by construction, \( q' \circ \) coincides with \( q \circ \) whenever it is defined and the same is true for \( p' \circ \) and \( p \circ \). So, if both were defined, we would have \( q' \circ u = q \circ u = p \circ u = p' \circ u \). Therefore, the only remaining case is that one (say: \( q' \circ \)) is defined on \( u \) while the other \( (p' \circ) \) is not. Let \( u_0 \) be the longest prefix of \( u \) on which \( q' \circ \) and \( p' \circ \) coincide and write \( u = u_0au_1 \) for some \( a \in \Sigma \) and \( u_1 \in \Sigma^* \).
Notice that both functions need to be defined on $u_0$ as, otherwise, they would also be (both) undefined on $u$. Thus, $q' \cdot u_0$ and $p' \cdot u_0$ need to be defined, too, and this is, in particular, also true for $r = q \cdot u_0$ and $s = p \cdot u_0$. Notice that $q \circ o = p \circ o$ implies $r \circ o = s \circ o$ and that, by construction of $T'$, we have $r' = q' \cdot u_0$ and $s' = p' \cdot u_0$ and, therefore, that $r'$ is defined on $a$ while $s'$ is not (by choice of $u_0$). On the other hand, we have $r' \circ a = r \circ a = s \circ a$. By construction, if $s$ is defined on $a$, then $s'$ can only be undefined on $a$ if $s \cdot a$ (which is defined) contains a state from $Z$. However, as $r'$ is defined on $a$, $r' \cdot a$ needs to be defined as well and, thus, $r \cdot a$ is from $(Q \setminus Z)^+$. As discussed above, this is only possible if $r \cdot a \notin Z$. So, there needs to be a finite word $v \in \Sigma^*$ such that $(r \cdot a) \circ o$ is distinct to $(s \cdot a) \circ o$ on $v$, which means that $r \circ o$ is distinct to $s \circ o$ on $av$, a contradiction!

Showing well-definedness is similar. This time, assume that there are $q, p \in (Q \setminus Z)^+$ with $q' \circ o = p' \circ o$ but $q \circ o \neq p \circ o$. So, $q \circ o$ and $p \circ o$ must be distinct on some finite word $u \in \Sigma^*$. Since they cannot both be undefined on $u$, we may assume $q \circ u$ to be defined without loss of generality. If $q' \circ o$ was defined on $u$, then its value would be identical to $q \circ u$ by construction of $T'$ and so would be the value of $p' \circ u$. In turn that means that $p \circ u$ was defined and had the same value, which is not possible. So, we have that both, $q' \circ o$ and $p' \circ o$, are undefined on $u$. Let $u_0$ be the longest prefix of $u$ on which $q' \circ o$ and $p' \circ o$ are defined and write $u = u_0au_1$ for an $a \in \Sigma$ and $u_1 \in \Sigma^*$. Then, by construction, $q \circ o$ and $p \circ o$ are defined on $u_0$ as well and so are $r = q \cdot u_0$ and $s = p \cdot u_0$. Furthermore, we have $r' = q' \cdot u_0$ and $s' = p' \cdot u_0$ as well as $r' \circ o = s' \circ o$. In particular, neither $r$ nor $s$ contains a state from $Z$. For the next letter, we have that $r' \circ o$ and $s' \circ o$ are both undefined on $a$ while $r \circ o$ and $s \circ o$ are distinct on $a$. Remember that we assumed $T'$ to be an end marker extension. Therefore, we can distinguish two cases: either $a$ is already an end marker letter $a = a_S$ or there is an end marker letter $a_S$ corresponding to $a$. In either case, we have that $r \circ o$ and $s \circ o$ need to be distinct on $a_S$. As end marker letters only occur on self-loops, the relevant transitions must also exist in $T'$, which constitutes a contradiction since this means that $r' \circ o$ and $s' \circ o$ would need to be distinct on $a_S$ as well.

As a special case of Proposition 13, we obtain the converse of Corollary 8.

**Proposition 14** If $S^0$ is a complete automaton semigroup, then $S$ is a (partial) automaton semigroup.

We can use Proposition 14 to prove the converse of Lemma 10, which shows the equivalence between Problems 9 and 5.

**Lemma 15** If Problem 5 has a positive answer, then so has Problem 9.

**Proof** Let $S^0$ be a complete automaton semigroup for some semigroup $S$. By Proposition 14, $S$ is a (partial) automaton semigroup. Thus, if every (partial) automaton semigroup is a complete automaton semigroup, then so is, in particular, $S$. □

### 4 Non-automaton semigroups

To prove that the class of automaton semigroups is distinct to the class of complete automaton semigroups, one likely needs to disprove that some automaton semigroup...
is a complete automaton semigroup. However, a general tool for disproving that a semigroup is a (partial or complete) automaton semigroup still seems to be missing. Trying to extend results towards this direction, we will generalize the arguments of Cain [4] and Brough and Cain [3] in this section to show that various semigroups arising from the free semigroup of rank 1 are not automaton semigroups.

As it will simplify our notation, we start by mentioning that, for an $S$-automaton $T = (Q, \Sigma, \delta)$, every partial map $w: Q^+ \to p Q^+$ with $w \in \Sigma^*$ can be lifted into a partial map $\mathcal{I}(T) \to p \mathcal{I}(T)$. This lifting is well-defined because $q \circ w = p \circ w$ implies $q \cdot w \circ = p \cdot w \circ$ (whenever $\cdot w$ is defined on $q$ or $p$).

As another means to simplify the notation, we introduce cross diagrams. A transition $q \xrightarrow{a/b} p$ of an automaton is depicted using the cross

$$
q \xrightarrow{a} q \cdot a = p
q \circ a = b
$$

and multiple transitions can be combined into a single diagram. For example,

$$
\begin{array}{c}
a_1 \quad \cdots \quad a_m \\
q_1 \xrightarrow{a} \cdots \xrightarrow{a} p_1 \\
\vdots \quad \cdots \quad \vdots \\
q_n \xrightarrow{a} \cdots \xrightarrow{a} p_n \\
b_1 \quad \cdots \quad b_m
\end{array}
$$

means that $q_n \cdots q_1 \circ a_1 \cdots a_m = b_1 \cdots b_m$ and $q_n \cdots q_1 \cdot a_1 \cdots a_m = p_n \cdots p_q$ hold. Additionally, multiple transitions can be abbreviated. For example, we can also write

$$
q = q_n \cdots q_1 \xrightarrow{u} p = p_n \cdots p_1
v = b_1 \cdots b_m
$$

for the above cross diagram. Using the remark above, we can generalize cross-diagrams and write semigroup elements instead of state sequence on the left and on the right.

Central to our proof(s) is the notion of near injectivity. We call a function $f: A \to B$ nearly injective if there is some constant $C$ such that $f^{-1}(b) = \{a \in A \mid f(a) = b\}$ is of size at most $C$ for every $b \in B$. The idea is to use nearly injective homomorphisms $\varphi: S \to T$ to deduce properties of $s$ from $\varphi(s)$ and vice-versa. In the next simple lemma, we will see that an element has torsion if and only if its image under a nearly injective homomorphism has torsion.

**Lemma 16** Let $S$ and $T$ be semigroups and let $\gamma: S \to T$ be a nearly injective homomorphism. Then, $s \in S$ has torsion in $S$ if and only if $\gamma(s)$ has torsion in $T$.

---

5 Cross diagrams seem to increase in usage lately. They seem to have been introduced in [1] where the authors connect them to the square diagrams of [12].

6 Recall that an element $s$ of a semigroup has torsion if there are $i, j > 0$ with $i \neq j$ such that $s^i = s^j$. 
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Proof Suppose $\gamma(s)$ has torsion for some $s \in S$. Then the subsemigroup $T' = \langle \gamma(s) \rangle$ of $T$ generated by $\gamma(s)$ is finite. Since $\gamma$ is nearly injective, $\gamma^{-1}(T') \supseteq \{s^i \mid i > 0\}$ is also finite. Therefore, $s$ must have torsion by the pigeon hole principle.

The general idea is now to use this result in the following way. Suppose there is a state $q$ in some $S$-automaton such that all out-going transitions from $q$ directly go to $q$ again (i.e., $q \cdot a = q); we say that $q$ recurses only to itself. Then, it is not difficult to see that $q \circ \gamma$ must have torsion and this is one of the main arguments in Cain’s proof that the free semigroup in one generator $q^+$ is not an automaton [4, Proposition 4.3]. Using a slightly more elaborate argumentation, one can also show that $q \circ \gamma$ has torsion if we allow $q$ to recurse not only to itself but, additionally, also to a zero element (see [3, Lemma 14]). In the next lemma, we will generalize this result: we will allow $q$ to recurse to arbitrary elements as long as all of these elements have the same image under some nearly injective homomorphism.

Lemma 17 Let $\mathcal{F} = (Q, \Sigma, \delta)$ be an $S$-automaton such that there is a nearly injective homomorphism $\gamma : S \to T$ from $S = \mathcal{F}(\mathcal{F})$ to some (arbitrary) semigroup $T$.

If $s$ is an element of $S$ such that all elements in $s \cdot \Sigma^* = \{s \cdot w \mid w \in \Sigma^*, \cdot w$ defined on $s\}$ have the same image $\gamma_s$ under $\gamma$, then $\gamma_s$ has torsion in $T$ and $s$ has torsion in $S$.

Additionally, if $T$ contains a zero $z$ and there is an element $s \notin Z = \gamma^{-1}(z)$ of $S$ such that all elements from $(s \cdot \Sigma^*) \setminus Z$ have the same image $\gamma_s$ under $\gamma$, then $\gamma_s$ and $s$ both have torsion.

Proof We can use the same proof for both statements by setting $Z = \emptyset$ if $T$ does not contain a zero.

Consider an element $s \in S$ with $s \notin Z$ and define $Y_i = (s^i \cdot \Sigma^*) \setminus Z$. Suppose that $\gamma$ maps all elements in $Y_1$ to the same element $\gamma_s$ in $T$, then this element must be $\gamma_s = \gamma(s)$ (since $s$ is in $Y_1$ by definition). We are only going to show that $\gamma_s$ has torsion because this implies that $s$ has torsion as well by Lemma 16. If we have $s^i \in Z$ for some $i > 1$, then $\gamma(s) = \gamma_s$ has torsion because $z = \gamma(s^i) = \gamma_s^i$ has torsion. So assume $i \notin Z$ for all $i > 0$, which implies that all $Y_i$ are non-empty.

We show $\gamma(s^i \cdot w) = \gamma_s^i$ for all $i > 0$ and all $w \in \Sigma^*$ with $\cdot w$ defined on $s^i$ and $s^i \cdot w \notin Z$. Consider the cross diagram

\[
\begin{array}{c}
\gamma(s^i \cdot w) = \gamma_s^i \\
\gamma(s \cdot w_0) = w \\
\gamma(s) = w_1 \\
\vdots \\
\gamma(s \cdot w_{i-1}) = w_i \\
\gamma(s \cdot w_i) = w_{i+1} \\
\end{array}
\]

This yields $s^i \cdot w = (s \cdot w_{i-1}) \ldots (s \cdot w_1)(s \cdot w_0)$. Obviously, all $s \cdot w_j$ are from $s \cdot \Sigma^*$ but notice also that none of them is in $Z$ (otherwise $s^i \cdot w$ would be in $Z$). Thus, we have $\gamma(s \cdot w_j) = \gamma_s$ for every $0 \leq j < i$ and, therefore, $\gamma(s^i \cdot w) = \gamma(s \cdot w_{i-1}) \ldots \gamma(s \cdot w_2) \gamma(s \cdot w_1) = \gamma_s^i$.

\(\square\) Springer
We have proved \( \gamma(Y_i) = \gamma_i \) for all \( i > 0 \), which implies \( Y_i \subseteq \gamma^{-1}(\gamma_i) \). Since \( \gamma \) is nearly injective, there is some constant \( C \) such that \( Z \) (remember: \( Z = \gamma^{-1}(z) \) or \( Z = \emptyset \)) and all \( \gamma^{-1}(\gamma_i) \) with \( i \geq 1 \) contain at most \( C \) elements. Together, this yields that \( R_i = s^i \cdot \Sigma^* \subseteq Y_i \cup Z \) has at most \( 2C \) elements for every \( i \geq 1 \). Remember that (as elements of the automaton semigroup \( S \)) the elements \( r \in R_i \) are partial functions \( \Sigma^* \to \Sigma^* \). For consistency in notation, we write \( r \circ u \) for the image of \( u \in \Sigma^* \) under \( r \). With this notation, we define the (finite!) \( S \)-automata \( \mathcal{T}_i = (R_i, \Sigma, \delta_i) \) whose transitions are given by

\[
\delta_i = \{ r \xrightarrow{a/r \circ a} r \cdot a \mid r \in R_i, a \in \Sigma \text{ such that } r \text{ is defined on } a \}.
\]

Clearly, the map \( r \circ \) (when seeing \( r \) as a state of an automaton \( \mathcal{T}_i \)) coincides with the map \( r \) (when seeing \( r \) as an element of the automaton semigroup \( S \)).

Since there are only finitely many automata with at most \( 2C \) states over the alphabet \( \Sigma \), there have to be \( i \) and \( j \) with \( i \neq j \) such that \( \mathcal{T}_i \) and \( \mathcal{T}_j \) are the same automaton (up to renaming of the states). Since we assumed all \( Y_i \) to be non-empty above, there are \( r_i \in Y_i \subseteq R_i \) and \( r_j \in Y_j \subseteq R_j \) such that \( r_i = r_j \) (i.e., the maps coincide).\(^7\)

This yields \( \gamma_i = \gamma_j \) since, by the argumentation above, we have \( \gamma(r_i) = \gamma_i \) and \( \gamma(r_j) = \gamma_j \).

\[\Box\]

**Direct products.** Brough and Cain showed that among the subsemigroups of the free semigroup in one generator only the trivial semigroup (and—depending on one’s view point—also the empty semigroup) is an automaton semigroup. We will generalize this proof to arbitrary direct products of the free semigroup in one generator. Later on, in Theorem 19, we will see that this can be generalized further to semidirect products. Although the following theorem is implied by this more general result, we still include a dedicated proof as a “warm-up”: the proof for semidirect products is more technical but essentially recycles the same ideas.

**Theorem 18** Let \( S \) be an arbitrary non-empty semigroup and \( T \) a non-empty, non-trivial subsemigroup of \((q^+)^0\). Then, \( S \times T \) is not an automaton semigroup.

**Proof** To simplify notation, we interpret an element \( q^i \) of \( T \) as the natural number \( i \) and use addition instead of multiplication as the semigroup operation. If \( T \) contains the zero element, then we interpret it as \( \infty \) accordingly. Since \( T \) is non-trivial, the set \( T' = T \setminus \{\infty\} \) is non-empty and \( \ell = \min T' \) is well-defined. Notice that any generating set for \( S \times T \) must contain \((s, \ell)\) for every \( s \in S \). Thus, if \( S \) is infinite, \( S \times T \) is not finitely generated and, thus, not an automaton semigroup.

Therefore, let \( S \) be finite. In this case, the projection \( \gamma : S \times T \to (q^+)^0 \), \((s, i) \mapsto q^i\), \((s, \infty) \mapsto 0 \) to the second component is a nearly injective morphism. We want to apply Lemma 17 and assume that there is an \( S \)-automaton \( \mathcal{T} = (Q, \Sigma, \delta) \) with \( \mathcal{T}(\mathcal{T}) = S \times T \). Since \( Q \) is finite and needs to contain \((s, \ell)\) for every \( s \in S \), \( L = \max \{L \mid (s, L) \in Q \circ, L \neq \infty \} \) is defined and there is some \( s \in S \) with \((s, L) \in Q \circ \). Since \( S \) is finite, there is some \( k \geq 1 \) such that \( s^k \) is idempotent

\[\Box\]

\(^7\) In fact, we can find a suitable \( r_j \) for every \( r_i \in Y_i \).
and we have \((s^k, \ell) \in Q \circ\). Furthermore, \((s^k, \ell)^{kL} = (s^k, k\ell L) = (s, L)^{k\ell}\) implies \((s^k, \ell)^{kL} \cdot w = (s, L)^{k\ell} \cdot w\) whenever \cdot\ w is defined on either side for some \ w \in \Sigma^*.

To apply Lemma 17, we will show \(i = k\ell L\) whenever \(i \neq \infty\). Since \((s^k, \ell)\) and \((s, L)\) are both in \(Q \circ, (t, i) = (s^k, \ell)^{kL} \cdot w = (s, L)^{k\ell} \cdot w\) must be in \((Q \circ)^{kL}\) and in \((Q \circ)^{k\ell}\).

The former implies that there are \(p_1, \ldots, p_{kL} \in Q\) with \((t, i) = p_{kL} \cdot \cdots \cdot p_1\). By choice of \(\ell\), we have \(\gamma(p_j \circ) \geq \ell\) for all \(1 \leq j \leq k\ell\). Therefore, we have \(i = \gamma(t, i) \geq k\ell L\).

The latter implies that there are \(q_1, \ldots, q_{k\ell} \in Q\) with \((t, i) = q_{k\ell} \cdot \cdots \cdot q_1\). Since we assumed \(i \neq \infty\), we need to have \(\gamma(q_j \circ) \neq \infty\) for all \(1 \leq j \leq k\ell\). Thus, we have \(\gamma(q_j \circ) \leq L\) by choice of \(L\), which yields \(i = \gamma(t, i) \leq k\ell L\).

Combining this, we have \(\gamma((s^k, \ell)^{kL} \cdot \Sigma^*) = \gamma((s, L)^{k\ell} \cdot \Sigma^*) = k\ell L\), which, by Lemma 17, constitutes a contradiction because \(k\ell L\) would have to have torsion. □

Semidirect products. Let \(T\) be a semigroup which acts on some other semigroup \(S\) (from the left), i.e., there is a homomorphism \(\alpha : T \to \text{End}(S \to S), t \mapsto \alpha_t\) where \(\text{End}(S \to S)\) is the endomorphism monoid of \(S\) with composition as operation. Then, the semidirect product \(S \rtimes_\alpha T\) is the semigroup with elements \((s, t) \in S \times T\) and the operation \((s, t)(s', t') = (s\alpha_t(s'), t')\) (where the operation in the first component is that of \(S\) and in the second component is that of \(T\)). We simply write \(S \rtimes T\) when the action of \(T\) on \(S\) is implicitly given.

Using a proof similar to the one for Theorem 18, we can show that a semidirect product of an arbitrary semigroup and the free semigroup in one generator cannot be an automaton semigroup.

**Theorem 19** Let \(S\) be an arbitrary non-empty semigroup and \(T\) a non-empty, non-trivial subsemigroup of \((q^+)^0\). Then, \(S \rtimes T\) is not an automaton semigroup.

**Proof** Again, we represent an element \(q^i\) of \(T\) by the natural number \(i\) and use addition instead of multiplication. If \(T\) contains the zero element of \((q^+)^0\), we denote it by \(\infty\).

We define \(\gamma : S \rtimes T \to (q^+)^0, (s, i) \mapsto q^i\) as the projection to the second component. Please note that \(\gamma\) is a homomorphism.

Since \(T\) is non-trivial, the set \(T\setminus\{\infty\}\) is non-empty and we get \(\ell < \infty\) for \(\ell = \min T\) (where the ordering is that of the natural numbers). Let \(f : S \to S\) be the action of \(\ell \in T\) on \(S\). Notice that \(f\) is an endomorphism of \(S\). We write \(f^2\) for the composition of \(f\) with itself; accordingly, \(f^k\) denotes the \(k\)-fold composition of \(f\) with itself.

Observe that all \((s, \ell) \in S \times T\) with \(s \in S\) must be in any generating set for \(S \rtimes T\). Thus, \(S \rtimes T\) is not finitely generated and, thus, not an automaton semigroup if \(S\) is infinite. Therefore, we may assume \(S\) to be finite. This yields that there is some \(k\) with \(f^k = f^{2k}\) and that \(\gamma\) is nearly injective.

Assume that \(S \rtimes T\) is generated by some \(S\)-automaton \(\mathcal{F} = (Q, \Sigma, \delta)\). We can define \(L = \max\{L \mid (s, L) \in Q \circ, L \neq \infty\}\), which is well-defined because \(Q \circ\) is finite and \(T\) must contain an element different from \(\infty\). Note that \((s, L)^{k\ell} = (s', k\ell L)\) is in \(Q^{k\ell} \circ\) where we interpret \(Q^{k\ell}\) as the state set of the automaton \(\mathcal{F}^{k\ell}\). Also observe that \(k\ell L\) is the largest (non-infinite) value among all second components of elements in \(Q^{k\ell} \circ\). Therefore, we may assume that \(L\) is a multiple of \(k\ell\) (since we can replace \(\mathcal{F}\) by \(\mathcal{F} \cup \mathcal{F}^{k\ell}\) otherwise), which implies that the action of \(L\) on \(S\) is \(f^{k\ell}\) for \(\lambda = \frac{L}{k\ell}\).

Since, by choice of \(k\), we have \(f^{k\ell} = f^k\), the action of \(L\) on \(S\) is given by \(f^k\).
This allows us to calculate the power of \((s, L)\) in \(S \times T\). For \(j \geq 2\), we have
\[
(s, L)^j = (s, L)^{j-2}(s, L)(s, L) = (s, L)^{j-3}(s, L)(sf^k(s), 2L) \\
= (s, L)^{j-3}(sf^k(s)f^{2k}(s), 3L) = (s, L)^{j-3}(sf^k(s)^2, 3L) \\
= \cdots = (sf^k(s^{j-1}), jL).
\]
Since \(S\) is finite, we can choose\(^8\) \(i\) in such a way that \(s^{i\ell-1}s^{i\ell} = s^{2i\ell-1} = s^{i\ell-1}\). For this choice, we have
\[
\left(s^f(s^{\ell-1}), \ell\right)(f^{iL-1}(s^{\ell}), \ell)(f^{iL-2}(s^{\ell}), \ell) \cdots (f^1(s^{\ell}), \ell) \\
= \left(s^f(s^{\ell-1})^{f^{iL}(s^{\ell}), 2\ell}\right)(f^{iL-2}(s^{\ell}), \ell) \cdots (f^1(s^{\ell}), \ell) \\
= \left(s^f(s^{\ell-1})^{f^{iL}(s^{\ell}), 2\ell}\right)(f^{iL-2}(s^{\ell}), \ell) \cdots (f^1(s^{\ell}), \ell) \\
= \left(s^f(s^{\ell-1} 2\ell), 3\ell\right)(f^{iL-3}(s^{\ell}), \ell) \cdots (f^1(s^{\ell}), \ell) \\
= \cdots = \left(s^f(s^{\ell-1} s^{i(L-1)}), i\ell L\right) = \left(s^f(s^{i\ell L-1}), i\ell L\right) = \left(s^f(s^{i\ell-1}), i\ell L\right) \\
= (s, L)^{i\ell},
\]
where we have used \(f^k = f^{iL}\) (which holds because \(L\) is a multiple of \(k\)) and \(s^{i\ell L-1} = s^{i\ell-1}\) (which holds by choice of \(i\)). Since the factors in the first line of the calculation are all from \(Q\), we have \((s, L)^{i\ell} \in (Q \circ)^{iL}\) and, because \((s, L)\) is from \(Q\) as well, we also have \((s, L)^{i\ell} \in (Q \circ)^{i\ell}\). Together, this yields that \((s, L)^{i\ell} \cdot w\) is in \((Q \circ)^L \cap (Q \circ)^{i\ell}\) whenever \(w \in \Sigma^*\) is defined on \((s, L)^{i\ell}\).

We will conclude by showing that we have \(j \in [i\ell L, \infty)\) for all \((r, j) \in (Q \circ)^{iL} \cap (Q \circ)^{i\ell}\). This allows us to apply Lemma 17 since we have \(\gamma((s, L)^{i\ell} \cdot \Sigma^*) \in \{0, q^{i\ell L}\}\) and we get a contradiction because \(q^{i\ell L}\) would have to have torsion in \((q^+)^0\).

So, let \((r, j) \in (Q \circ)^{iL} \cap (Q \circ)^{i\ell}\) be arbitrary with \(j \neq \infty\). We have to show \(j = i\ell L\). We can write \((r, j) = (r_{iL, j_L}) \cdots (r_1, j_1)\) for \((r_1, j_1), \ldots, (r_{iL}, j_{iL}) \in Q \circ\) and obtain \(j = j_L + \cdots + j_1\). By choice of \(\ell\), we have \(j_1, \ldots, j_{iL} \geq \ell\) and obtain \(j \geq i\ell L\). On the other hand, we can also write \((r, j) = (R_{i\ell}, J_{i\ell}) \cdots (R_1, J_1)\) for \((R_1, J_1), \ldots, (R_{i\ell}, J_{i\ell}) \in Q \circ\) because of \((r, j) \in (Q \circ)^{i\ell}\). This yields \(j = J_{i\ell} + \cdots + J_1\). Notice that we need to have \(J_1, \ldots, J_{i\ell} \neq \infty\) because we have \(j \neq \infty\). By choice of \(L\), we obtain \(J_1, \ldots, J_{i\ell} \leq L\) and, thus, \(j \leq i\ell L\), which concludes our proof.  

\(^8\) For example, we can choose \(i = 2\omega\) where \(\omega\) is the smallest exponent such that \(s^{\omega}\) is idempotent. Then \(i\) satisfies the condition because of \(s^{2\omega-1} s^{\omega} = s^{2\omega-1}\).

[Springer]
5 Inverse automaton semigroups and automaton-inverse semigroups

Inverse semigroups An element $s$ of a semigroup $S$ is called inverse to $s \in S$ if $s \overline{s} \overline{s} = s$ and $\overline{s} \overline{s} s = s$. Notice that this definition of a (semigroup) inverse is different to the definition of a group inverse but that every group inverse is in particular a (semigroup) inverse. A semigroup is an inverse semigroup if every element $s \in S$ has a unique inverse $\overline{s} \in S$. Note that, for semigroup inverses, existence does not imply uniqueness.

Just like groups are closely related to bijective functions, inverse semigroups are related to partial one-to-one functions. A partial function $f : A \to p B$ is called one-to-one if $f(a_1) \neq f(a_2)$ for all $a_1, a_2 \in \text{dom } f$ with $a_1 \neq a_2$. Similar to the definition above, a partial function $f : B \to p A$ is inverse to $f$ if $\text{dom } f = \text{im } f$, $\text{im } f = \text{dom } f$, and $f(f(f(a))) = f(a)$ for all $a \in \text{dom } f$ as well as $f(f(f(b))) = f(b)$ for all $b \in \text{im } f$. Notice that, if a partial function has an inverse partial function, then this inverse is unique.

Automaton-inverse semigroups and automaton groups For any automaton $T = (Q, \Sigma, \delta)$, we can define the inverse automaton $\overline{T} = (Q, \Sigma, \delta)$ where $Q$ is a disjoint copy of $Q$ and the transitions are given by

$$\overline{\delta} = \{ \overline{q} \xrightarrow{b/a} \overline{p} \mid q \xrightarrow{a/b} p \in \delta \}.$$ 

If we have

$$\left| \{ q \xrightarrow{a/b} p \mid q \xrightarrow{a/b} p \in \delta, a \in \Sigma, p \in Q \} \right| \leq 1$$

for every state $q \in Q$ and every letter $a \in \Sigma$ of some automaton $T = (Q, \Sigma, \delta)$, then its inverse $\overline{T}$ is deterministic and we say that $T$ is invertible.

For an invertible $S$-automaton $T = (Q, \Sigma, \delta)$, we have $\overline{q} \circ v = u$ if and only if $q \circ u = v$ for $u, v \in \Sigma^*$. Therefore, $\overline{q} \circ$ is the inverse of $q \circ$ (as a partial function) and

$$\overline{\mathcal{F}}(T) = \mathcal{F}(T \cup \overline{T})$$

is an inverse semigroup. We say that $\overline{\mathcal{F}}(T)$ is the inverse semigroup generated by the invertible $\overline{S}$-automaton $T$. Accordingly, we say that an invertible $S$-automaton is an $\overline{S}$-automaton. A semigroup is an automaton-inverse semigroup if it is the inverse semigroup generated by some $\overline{S}$-automaton.

Remark 20 Notice that there is a difference between an automaton-inverse semigroup and an inverse automaton semigroup. In this section, we will see, however, that the two notions coincide.

If an $\overline{S}$-automaton $T = (Q, \Sigma, \delta)$ is complete, we have that $\overline{\overline{q}} q \circ = q \overline{\overline{q}} \circ$ is the identity and that $\overline{\mathcal{F}}(T)$ is a group. To emphasize this fact, we use the notation $\mathcal{G}(T) = \overline{\mathcal{F}}(T)$ in this case and call $T$ a $G$-automaton. An automaton group is a group which is equal to $\mathcal{G}(T)$ for some $G$-automaton $T$.

9 We reserve the term injective for total functions.
Example 21 Let $\mathcal{T}$ be the $S$-automaton

$$
\begin{array}{c}
\circdot & a/b
\end{array}
$$

The union of $\mathcal{T}$ with its inverse

$$
\begin{array}{c}
\circdot & b/a
\end{array}
$$

is the automaton from Example 4, which generates $B_2$. Thus, $\mathcal{F}(\mathcal{T})$ is $B_2$.

Example 22 Recall the adding machine

$$
\begin{array}{c}
1/0 & \xleftarrow{+1} & 0/0 & \xrightarrow{0/1} & 0/0 & \xleftarrow{1/1}
\end{array}
$$

from Example 2, which we want to denote by $\mathcal{T}$ in this example. It is a $G$-automaton whose inverse is

$$
\begin{array}{c}
0/1 & \xleftarrow{+1} & 1/0 & \xrightarrow{0/0} & 0/0 & \xleftarrow{1/1}
\end{array}
$$

Remember that the action of $+1$ was to add 1 to the input word seen as a binary representation of a natural number. Thus, the action of the inverse $+1$ is to subtract 1 from the binary representation. Notice that we have $+1 \circ 0^k = 1^k$; we can, therefore, consider the operations as calculating modulo $2^k$. Accordingly, the group $\mathcal{G}(\mathcal{T})$ generated by the adding machine (as a $G$-automaton) is the group of integers with addition or, in other words, the free group of rank 1.

Example 23 In this example, we are going to modify\(^{10}\) the adding machine to see that the free inverse monoid in one generator is an automaton-inverse semigroup. Free inverse semigroups and monoids allow for a nice graph presentation of their elements (see [17, VIII.3] or [14, Example 5.10.7]). For the free inverse monoid in the generator $q$, this presentation means that the elements can be presented by

$$
\begin{array}{cccccccc}
&m & \cdots & -1 & 0 & 1 & \cdots & k & \cdots & n
\end{array}
$$

for $m, n \in \{0, 1, \ldots\}$ and $-m \leq k \leq n$. Thus, every element can be written as $q^m q^{m+n} q^{n-k}$.

Next, we extend the adding machine into the automaton

$$
\begin{array}{c}
1/0 & \xleftarrow{+1} & 0/1 & \xrightarrow{0/0} & 0/0 & \xleftarrow{1/1}
\end{array}
$$

whose inverse is

$$
\begin{array}{c}
0/1 & \xleftarrow{+1} & 1/0 & \xrightarrow{0/0} & 0/0 & \xleftarrow{1/1}
\end{array}
$$

\(^{10}\) The modification is inspired by [16, Fig. 8]; see also [7, Example 2].
We will show that \( +1^{n-k} \, +1^{m+n} \, +1^m \circ \) is different to \( +1^{n'-k'} \, +1^{m'+n'} \, +1^{m'} \circ \) whenever \( m \neq m' \), \( k \neq k' \) or \( n \neq n' \) (for \( -m \leq k \leq n \)). Because taking the inverse is a bijection\(^{11}\) and with the above considerations, this yields that the modified adding machine generates a free inverse monoid in the generator \( +1 \).

Before we actually do this, we fix some notation: for a natural number \( 0 \leq i < 2^\ell \), let \( \overline{\text{bin}_\ell}(i) \) denote the reverse/least significant bit first binary presentation with length \( \ell \) of \( i \) (i.e., we possibly add trailing 0 to obtain length \( \ell \)). For an integer \( i \) outside the interval \([0, 2^\ell)\), we define \( \overline{\text{bin}_\ell}(i) \) to be the same as \( \overline{\text{bin}_\ell}(i') \) where \( i' \) is the smallest non-negative representative of the congruence class of \( i \) modulo \( 2^\ell \) (i.e., \( 0 \leq i' < 2^\ell \) and \( i \) and \( i' \) are congruent modulo \( 2^\ell \)). Note that we have \( +1 \circ \overline{\text{bin}_\ell}(0) = \overline{\text{bin}_\ell}(-1) \) and \( +1 \circ \overline{\text{bin}_\ell}(2^\ell - 1) = \overline{\text{bin}_\ell}(0) \) with this definition.

The first case is that \( k = -(m - m - n + n - k) \neq -(m' - m' - n' + n' - k') = k' \) holds. We can choose \( \ell \) large enough so that \( k \) and \( k' \) are different modulo \( 2^\ell \). Then, we have

\[
+1^{n-k} \, +1^{m+n} \, +1^m \circ \overline{\text{bin}_\ell}(0) = +1^{n-k} \, +1^{m+n} \circ \overline{\text{bin}_\ell}(m) = +1^{n-k} \circ \overline{\text{bin}_\ell}(-n) = \overline{\text{bin}_\ell}(-k)
\]

and, similarly,

\[
+1^{n'-k'} \, +1^{m'+n'} \, +1^{m'} \circ \overline{\text{bin}_\ell}(0) = \overline{\text{bin}_\ell}(-k').
\]

Since \(-k \) and \(-k' \) are different modulo \( 2^\ell \), so are \( \overline{\text{bin}_\ell}(-k) \) and \( \overline{\text{bin}_\ell}(-k') \) and we are done.

In the second case \( (k = k' \text{ but } m \neq m') \), we can assume \( m < m' \) without loss of generality. We have

\[
+1^m \circ \overline{\text{bin}_\ell}(-1 - m) \hat{1} = \overline{\text{bin}_\ell}(-1) \hat{1} = 1^\ell \hat{1}
\]

where \( \ell \) is chosen large enough so that we are always in the state \( +0 \) before the automaton reaches the last latter, which is \( \hat{1} \) (i.e., we choose \( \ell \) large enough so that we do not get an overflow). Notice that \( +1 \circ \) is undefined on \( 1^\ell \hat{1} \) and that, thus, so is \( +1^{n-k} \, +1^{m+n} \circ \overline{\text{bin}_\ell}(-1 - m) \). All that remains to show is that \( +1^{n-k} \, +1^{m+n} \circ \) is defined on \( 1^\ell \hat{1} = \overline{\text{bin}_\ell}(-1) \hat{1} \). We have

\[
+1^{n-k} \, +1^{m+n} \circ \overline{\text{bin}_\ell}(-1) \hat{1} = +1^{n-k} \circ \overline{\text{bin}_\ell}(-1 - m - n) = \overline{\text{bin}_\ell}(-1 - m - k) \hat{1}
\]

where we can again assume \( \ell \) to be large enough so that we are always in state \( +0 \) or \( +0 \) before we read \( \hat{1} \).

The third and final case is \( (k = k', m = m' \text{ but } m + n \neq m' + n' \text{ or, equivalently, } n \neq n') \). Again, we may assume \( n < n' \) without loss of generality. We have

\[
+1^{m+n} \, +1^m \circ \overline{\text{bin}_\ell}(n) \hat{0} = +1^{m+n} \, +1^m \circ \overline{\text{bin}_\ell}(n + m) \hat{0} = \overline{\text{bin}_\ell}(0) \hat{0} = 0^\ell \hat{0}
\]

\(^{11}\) In fact, it is an anti-isomorphism.
where we assume \( \ell \) large enough to prevent over and underflows. Since \( \frac{1}{m} \circ \) is undefined on \( 0^\ell \hat{0} \), we also have that \( +1^{n-k} + \frac{1}{m+n} + 1^m \circ \) is undefined on \( \binom{\ell}{n-k} \hat{0} \).

Notice that we have, on the other hand, \( +1^{n-k} \circ 0^\ell \hat{0} = \binom{\ell}{n-k} \hat{0} \) (for \( \ell \) large enough) and, thus, that \( +1^{n-k} + \frac{1}{m+n} + 1^m \circ \) is defined on \( \binom{\ell}{n-k} \hat{0} \).

**Inverse automaton semigroups are automaton-inverse semigroups.** Cain showed that a complete automaton semigroup is an automaton group if and only if it is a group [4, Proposition 3.1]. In a similar way, we will show that a semigroup is an automaton-inverse semigroup if and only if it is an inverse automaton semigroup. For this, we need to introduce some common definitions related to inverse semigroups.

For any set \( X \), let \( P_X \) denote the semigroup of partial functions \( X \to_p X \) whose binary operation is the usual composition of partial maps: \( (f \circ g)(x) = f(g(x)) \). By \( I_X \), we denote the subsemigroup of all one-to-one partial functions \( X \to_p X \) in \( P_X \), which is the symmetric inverse semigroup on \( X \).

With these definitions in hand, we can give a variation of the proof for the Preston-Vagner Theorem [14, p. 150], [17, p. 168] to show a generalized version of it. For consistency with the notation in the rest of the paper, we write \( f \circ x \) instead of \( f(x) \) for elements \( f \in P_X \) here.

**Lemma 24** Let \( S \) be an inverse semigroup of partial mappings \( X \to_p X \) for some set \( X \) and, for every \( s \in S \), let \( \varphi_s \) be the restriction of \( s \) to elements from \( \hat{s} \circ X \):

\[
\varphi_s : \hat{s} \circ X \to s \circ X
\]

\[
\hat{s} \circ x \mapsto s\hat{s} \circ x
\]

Then, all \( \varphi_s \) are one-to-one and \( \varphi : S \to I_X \)

\[
s \mapsto \varphi_s
\]

is an injective homomorphism.

**Proof** First, we show that \( \varphi_s \) is one-to-one for every \( s \in S \). Suppose we have \( s\hat{s} \circ x = s\hat{s} \circ y \) for two elements \( x, y \in X \). Then, we have \( \hat{s} \circ x = \hat{s}s\hat{s} \circ x = \hat{s}s\hat{s} \circ y = \hat{s} \circ y \).

Next, we note that \( s\hat{s} \circ X = s \circ X \) because of \( s\hat{s} \circ X = s \circ (\hat{s} \circ X) \subseteq s \circ X = s\hat{s} \circ X = s\hat{s} \circ (s \circ X) \subseteq s\hat{s} \circ X \) and that, symmetrically, \( \hat{s}s \circ X = \hat{s} \circ X \).

This implies \( \text{im } \varphi_s = s \circ X \), which allows us to show that, for every \( s \in S \), the (unique) inverse mapping \( \varphi_s^{-1} \) of \( \varphi_s \) is \( \varphi_s \). We have \( \text{dom } \varphi_s^{-1} = \text{im } \varphi_s = s \circ X = \text{dom } \varphi_s \) and, for all \( s\hat{s} \circ x \in \text{im } \varphi_s = s\hat{s} \circ X = s \circ X \), also \( \varphi_s^{-1}(s\hat{s} \circ x) = s\hat{s} \circ x = \hat{s}s\hat{s} \circ x = \varphi_s(s\hat{s} \circ x) \).

To show that \( \varphi_s \) is a homomorphism, we need to show \( \varphi_{st} = \varphi_s \circ \varphi_t \). Notice that we have \( \text{dom}(\varphi_s \circ \varphi_t) = \text{im } \varphi_t \cap \text{dom } \varphi_s = \varphi_t(t \circ X \cap \hat{s} \circ X) = t \circ (t \circ X \cap \hat{s} \circ X) = t \circ (t \circ X \cap \hat{s} \circ X) \cap \hat{s} \circ X) \). For the inner part, we claim that we have \( t \circ X \cap \hat{s} \circ X = \hat{s} \circ t \circ X = t \circ \hat{s} \circ \circ X \) where the last equality holds because idempotents commute in inverse semigroups.\(^\text{12}\)

This equality also shows the inclusion \( t \circ X \cap \hat{s} \circ X \supseteq \hat{s} \circ t \circ X = t \circ \hat{s} \circ \circ X \). For the other inclusion, let \( x \in t \circ X \cap \hat{s} \circ X \). Thus, there are \( y, z \in X \) with \( x = \hat{s} \circ y = t \circ \hat{s} \circ z \).

We have \( x = \hat{s} \circ y = \hat{s} \circ \circ s \circ y = \hat{s} \circ x = \hat{s} \circ t \circ z \in \hat{s} \circ t \circ X \). This shows the claim and we can continue with \( \text{dom}(\varphi_s \circ \varphi_t) = \hat{s} \circ (t \circ X \cap \hat{s} \circ X) = \hat{s} \circ (\hat{s} \circ t \circ X) = \hat{s} \circ (t \circ X \cap \hat{s} \circ X) = \hat{s} \circ t \circ X = \hat{s} \circ (t \circ X \cap \hat{s} \circ X) = \hat{s} \circ t \circ X \).

\(^\text{12}\) See, e.g., [14, Theorem 5.1.1, p. 145].
\[ i \circ (\tilde{s} s \circ t \circ X) = i s s t \circ X = \tilde{s} i s t \circ X = \tilde{s} i \circ X = \text{dom } \varphi_{st}. \]

Equality of the values of \( \varphi_{st} \) and \( \varphi_s \circ \varphi_t \) on elements from \( \text{dom } \varphi_{st} = \text{dom } (\varphi_s \circ \varphi_t) \) is trivial, which shows the homomorphism property.

It remains to show the injectivity of \( \varphi \). We only need to show \( \varphi_s = \varphi_t \implies s \circ x = t \circ x \) for all \( x \in X \). Notice that, if we have \( \varphi_s = \varphi_t \), then we also have \( \varphi_z = \overline{\varphi_s} = \overline{\varphi_t} = \varphi_q \). Thus, we have \( s \circ x = s \tilde{s} s \circ x = s \tilde{s} s \circ x = t i s \circ x = (t i i t) i s \circ x \)

for all \( x \in X \). Because of \( i s i s \circ x = t i i t s \circ x = i s \circ x \), we have that \( \tilde{i} s \) is idempotent and so is \( \tilde{i} t \). As idempotents in inverse semigroups commute, we get \( s \circ x = t i i t s \circ x = t i s i t \circ x = t i i i t \circ x = t \circ x \). \( \square \)

Interestingly, we can realize this restriction in an \( S \)-automaton generating an inverse semigroup to obtain an \( \tilde{S} \)-automaton generating the same semigroup, which gives us the following theorem.

**Theorem 25** A semigroup is an inverse automaton semigroup if and only if it is an automaton-inverse semigroup.

**Proof** The direction from right to left is easy. Let \( S = \tilde{T}(\mathcal{T}) \) for some \( \tilde{S} \)-automaton \( \mathcal{T} \). Then \( S \) is an inverse semigroup. Additionally, we have \( \mathcal{T}(\mathcal{T} \cup \mathcal{T}) = S \).

For the other direction, let \( S \) be an inverse automaton semigroup generated by an \( S \)-automaton \( \mathcal{T} = (Q, \Sigma, \delta) \). We will change this \( S \)-automaton into an \( \tilde{S} \)-automaton which still generates \( S \). In order to do that, let \( Q' = \{ q' \mid q \in Q \} \) be a disjoint copy of \( Q \). Furthermore, let \( \delta' \subseteq Q' \times \Sigma \times \Sigma \times Q' \) contain a transition \( q' \stackrel{a/b}{\to} p' \) if \( \delta \) contains the transition \( q \stackrel{a/b}{\to} p \) and, additionally, \( a \in \tilde{q} \circ \Sigma \) holds where \( \tilde{q} \in Q^+ \) denotes the inverse of \( q \) in \( S \). Notice that the thus constructed automaton \( \mathcal{T}' = (Q', \Sigma, \delta) \) is an \( \tilde{S} \)-automaton since the restriction of \( q \circ \) to a partial function \( \tilde{q} \circ \Sigma \to p \) \((\circ) \circ \Sigma \) is one-to-one by Lemma 24.

All which remains to be shown is that we have \( \tilde{\mathcal{T}}(\mathcal{T}') = \mathcal{T}(\mathcal{T}) \). Again, by Lemma 24, it suffices to show that \( q' \circ : \Sigma^* \to_p \Sigma^* \) is equal to the restriction of \( q \circ \) into a partial map \( \tilde{q} \circ \Sigma \to_p q \circ \Sigma^* \) for all \( q \in Q \). It is clear that the values of both functions coincide on all words on which they are both defined. So, all we have to show is \( \text{dom } q' \circ = \tilde{q} \circ \Sigma^* \). We do this by induction. Clearly, we have \( \varepsilon \in \text{dom } q' \circ, \tilde{q} \circ \Sigma^* \).

For the induction step, notice that \( \tilde{q} \circ \Sigma = \Sigma \cap \text{dom } q' \circ \). If this set is empty, then we have \( \text{dom } q' \circ = \tilde{q} \circ \Sigma^* = \{ \varepsilon \} \) because all mappings involved are prefix-compatible. Therefore, let \( a \in \tilde{q} \circ \Sigma = \Sigma \cap \text{dom } q' \circ \) be arbitrary. Then, \( q' \circ a \) is defined and equal to \( b = q \circ a = q \tilde{q} q \circ a \). In particular, \( \tilde{q} \circ b = \tilde{q} \circ q \circ a \) must be defined and, because \( q \circ \) is one-to-one on \( \tilde{q} \circ \Sigma \), it must be equal to \( \tilde{q} \circ b = a \). Let \( p = q \circ a \) be the successor of \( q \) when reading an \( a \) and let \( \tilde{p} = \tilde{q} \circ b \). To show \( \tilde{q} \circ \Sigma^* = \text{dom } q' \circ \), it remains to show \( ax \in \tilde{q} \circ \Sigma^* \iff ax \in \text{dom } q' \circ \) for an arbitrary word \( x \). By the construction of \( \mathcal{T}' \), the right-hand side is equivalent to \( x \in \text{dom } p' \circ = \tilde{p} \circ \Sigma^* \) where the equality can be assumed by induction. The left-hand side is equivalent to \( x \in \tilde{p} \circ \Sigma^* \). Clearly, if there is some \( y \in \Sigma^* \) with \( x = \tilde{p} \circ y \) (i.e., if \( x \) is in \( \tilde{p} \circ \Sigma \)), then \( ax \) is in \( \tilde{q} \circ \Sigma^* \) because of \( ax = (\tilde{q} \circ b)(\tilde{p} \circ y) = \tilde{q} \circ by \). For the other direction, if \( ax \) is in \( \tilde{q} \circ \Sigma^* \), there are \( c \in \Sigma \) and \( z \in \Sigma^* \) with \( ax = \tilde{q} \circ cz = \tilde{q} q \tilde{q} \circ cz = \tilde{q} q \circ ax = a(\tilde{p} \circ x) \). This implies \( x = \tilde{p} \circ x \in \tilde{p} \circ \Sigma^* \).
Thus, we are done if we show \( \tilde{p} \circ = \tilde{p} \circ \). Let \( u \) be an arbitrary word over \( \Sigma \). Then, we have

\[
(q \circ a)(p \circ u) = q \circ au = \tilde{q} \tilde{q} q \circ au = (q \tilde{q} q \circ a)(p \tilde{p} p \circ u)
\]

where equality also means that the left-hand side is defined if and only if so is the right-hand side. Because all mappings involved are length-preserving, we have \( p \circ u = p \tilde{p} p \circ u \) for all \( u \). Notice that \( q \circ a \) must be defined since otherwise \( a = \tilde{q} \circ b = \tilde{q} q \circ a \) would be undefined. On the other hand, we also have

\[
(q \circ b)(\tilde{p} \circ v) = \tilde{q} \circ bv = \tilde{q} q \tilde{q} \circ bv = (q \tilde{q} q \circ b)(p \tilde{p} p \circ v)
\]

and, therefore, \( \tilde{p} \circ v = \tilde{p} p \tilde{p} \circ v \) for all words \( v \). Thus, \( \tilde{p} \) and \( p \) are mutually inverse and, because the inverse of \( p \) must be unique, we have \( \tilde{p} \circ = \tilde{p} \circ \).

\[\Box\]
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