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In this work we explore signatures of evolution for the dark energy density $X(z) = \rho_{de}(z)/\rho_{de}(0)$ using latest observations on SNIa and $H(z)$. The models consist of parametrizations of the dark energy density and consequently a reconstruction for the EoS parameter $w(z)$ as a function of redshift. Both parametrization methods using the SH0Es prior results in a small deviation from LCDM at 1σ for $X(z)$. Extending the analysis up to 2σ, the evidence for evolution of $X(z)$ dilute in both cases. We have also studied an interacting dark model where this trend is also found.

I. INTRODUCTION

Since the discovery in 1998 [1], [2] that high redshift supernovae were fainter than expected, the scientific community has had to accept the existence of a new component in the universe, which in its most simplest form is known as a cosmological constant of a very specific magnitude.

Although simple, this is unsatisfactory in many ways. First of all, this constant value seems to be fine tuned in order to reproduce the effect observed in the supernovae magnitude. Actually this value is of many orders of magnitude off the value suggested from particle physics. Second, there is no clue about the origin of this component, because is clear that no connection exist with the particle physics content in the universe, and third, the fact that being a constant during all the universe history makes today a very singular epoch in the cosmic evolution when this component becomes dominant, the so called cosmic coincidence problem.

In the context of the standard model of cosmology, and moving beyond the cosmological constant hypothesis, this can be explained in three ways: a new component filling the universe, as a quintessence field, a modification of the theory of gravity, and also relaxing the cosmological principle, considering inhomogeneous models. Given the level of ignorance about what is the actual cause of this effect, we generally call it dark energy (DE) [3], [4].

Because we do not have any idea about the nature of DE, most of the studies have followed a phenomenological approach. In this case, we proceed assuming a specific form for the EoS parameter $p_{de}/\rho_{de} = w(z)$. This is the idea behind the Chevalier-Polarski-Linder [5], [6] parametrization, for example, where its assumed that $w(z) = w_0 + w_a(1 - a)$, appropriated for quintessence models.

A particular interesting approach in this context is to follow the opposite direction: use the data to reconstruct the form of the cosmological functions, as $w(z)$. However, we faced a problem here. As was demonstrated in [7], because the $w(z)$ function is behind two integrals from the data we use to reconstruct it, any features that may have $w(z)$ would be certainly erased after the analysis. For example, in [8] a reconstruction was made using $H(z)$ and the growth function, and the authors of [9] propose a reconstruction of the scalar field potential assuming that a quintessence field is the nature of DE.

In this context, reconstruction schemes using the DE density $\rho_{de}$ were proposed by [10] and [11]. In [12], [13] the authors reconstruct the DE density assuming a parametrization for $X(z) = \rho_{de}/\rho_{de}^0$, showing better results that using the EoS parameter. There have been also works that attempts to reconstruct the EoS of DE using the Pad approximation [14], non-parametric methods, such as Gaussian Processes (GP) [15] and MCMC [16] or Principal-Component approach [17], where no functional form for DE density is assumed. Recently in [18] the DE density was reconstructed using a cubic spline in a set of redshifts, and also in [19] where a method of reconstruction based on the use of the shifted Chebyshev polynomials was used.

In most of these studies they agree that the use of priors on the Hubble constant parameter $H_0$ helps to reduce the uncertainties in the reconstruction.

In this work we use the energy density parameter as a probe to detect departures from the LCDM model. This can be considered as a continuation of our work in [20] where we detect appreciable variations of $X(z) = \rho_{de}/\rho_{de}^0$ using data at low redshift. Here, we retake that analysis using the latest supernova data, the Pantheon sample [21] together with a larger sample of $H(z)$ measurements, and we have also add to the quadratic parametrization a cubic one, just to be sure about the trend obtained using only a quadratic model.

This work is organized as follows. In the next section we describe the parametrization methods and the main equations to be used in this paper. In section III we present the data samples and the characteristic $\chi^2$ for each of them. In section IV we present our results for both the quadratic and cubic parametrization, and in section V we discuss a theoretical model that show the trend evolution the data suggest. We finally end with our conclusions in section VI.
II. THE METHOD

In this section we describe our methods for the subsequent analysis.

Because DE is a component whose nature is completely unknown, there is no clear point to postulate a priori what model should be choose or what fundamental idea is behind it. Assuming the level of ignorance we have about this new component, we decided to use the density of DE as a probe to explore the form it should take based on what the observational data suggests. Only after this work has been performed, we can have certain idea what model could explain the observed data best. So we step back and consider the DE density $X(z)$ as a probe to be constrained from observations. Our intention here is to detect departures from the LCDM model where this function is by definition equal to one at all time.

Close to this spirit is the well known use of the Chevallier-Polarski-Linder [5, 9] parametrization of the equation of state parameter $w(z) = w_0 + w_a z/(1 + z)$. There have been many studies using $w(z)$ as the probe function that after test it against observation is reconstructed. For example, in [22] the authors using a non parametric method found that fact $w(z)$ evolves crossing the phantom line at $z \simeq 0.25$. The problem in using $w(z)$ as a probe is that this function is two integrals apart from the observational data, causing the information to be diluted. This is clearly seen in the following expressions. The apparent magnitude measured of the supernovae depends directly on the luminosity distance defined as

$$d_L(z) = (1 + z) \frac{c}{H_0} \int_0^z \frac{dz'}{E(z')} , \quad (1)$$

assuming a flat universe. The cosmology is encoded in the normalized Hubble function $E(z) = H(z)/H_0$ given by

$$E(z)^2 = \Omega_m(1+z)^3 + \Omega_r(1+z)^4 + (1-\Omega_m-\Omega_r)X(z) , \quad (2)$$

where here $X(z)$ is the normalized DE density, and its relation with the EoS parameter $w(z)$ is given through a new integral by

$$X(z) = \exp \left[ 3 \int_0^z \frac{1 + w(z')}{1 + z'} dz' \right] . \quad (3)$$

This problem was pointed out immediately after the detection of accelerated expansion [7] and the emergence of studies looking for evolution of $w(z)$. For this reason we focus on parametrizations on $X(z)$ only. Once we have reconstructed $X(z)$ we can re-derive the $w(z)$ – inverting relation (3) – and even the deceleration parameter $q(z)$ can be derived from the best fit values.

A. Quadratic parametrization

Following our previous work [20], we use first a quadratic interpolation for $X(z)$ given by

$$X(z) = \frac{x_0(z - z_1)(z - z_2)}{(z_0 - z_1)(z_0 - z_2)} + \frac{x_1(z - z_0)(z - z_2)}{(z_1 - z_0)(z_1 - z_2)} + \frac{x_2(z - z_0)(z - z_1)}{(z_2 - z_0)(z_2 - z_1)} , \quad (4)$$

where $x_0$, $x_1$ and $x_2$ are the constant values of $X(z)$ evaluated at $z_0$, $z_1$ and $z_2$ where we assume here that $z_2 > z_1 > z_0$. Given the definition of $X(z)$ the value for $x_0$ is fixed at $z_0 = 0$ being $x_0 = 1$. For $z_2$ we use the largest redshift in the data $z_m$ that allows us to properly estimate the parameters and for the intermediate value we take $z_1 = z_m/2$. Under these definitions the free parameters are: $x_1 = X(z_m/2)$ and $x_2 = X(z_m)$. In this case (4) reduces to

$$X(z) = 1 + \frac{z(4x_1 - x_2 - 3)}{z_m} - \frac{2z^2(2x_1 - x_2 - 1)}{z_m^2} . \quad (5)$$

If the data prefer the null result – no evolution – means that both parameters should prefer a value equal to unity.

B. Cubic parametrization

Knowing the limitations of a quadratic interpolation – this function can only detect a single trend, either detect a parabolic increase or decrease with the evolution – in this section we expand in a single parameter the previous analysis assuming a cubic parametrization. Of course it has the disadvantage of add a new free parameter in the fit compared to the quadratic parametrization (and two more respect to the cosmological constant). In this case we have

$$X(z) = \frac{x_0(z - z_1)(z - z_2)(z - z_3)}{(z_0 - z_1)(z_0 - z_2)(z_0 - z_3)} + \frac{x_1(z - z_0)(z - z_2)(z - z_3)}{(z_1 - z_0)(z_1 - z_2)(z_1 - z_3)} + \frac{x_2(z - z_0)(z - z_1)(z - z_3)}{(z_2 - z_0)(z_2 - z_1)(z_2 - z_3)} + \frac{x_3(z - z_0)(z - z_1)(z - z_2)}{(z_3 - z_0)(z_3 - z_1)(z_3 - z_2)} . \quad (6)$$

As we did before, we assume $z_0 < z_1 < z_2 < z_3$ and set $z_0 = 0$ in such a way that $x_0 = X(z = 0) = 1$, and we set $z_3 = z_m$ as the largest redshift in the data sets that enable us to obtain a good fit of the parameters, and $z_2 = 2z_m/3$ and $z_1 = z_m/3$. In this case the parameters $x_1 = X(z_1)$, $x_2 = X(z_2)$ and $x_3 = X(z_3)$ are the free parameters to be constrained against the data. In this
The analysis is performed using a public code known as emcee [33]. This is a stable, well tested Python implementation of the affine-invariant ensemble sampler for Markov chain Monte Carlo (MCMC) proposed by Goodman & Weare [34]. The output from the chains are visualized using GetDist [35].

IV. RESULTS

In this section we describe the details of the analysis for each parametrization and also describe the main results. The procedure is the following.

We consider a cosmological model with standard dark matter and a dark energy component given by our parametrization [4] or [6] defining $E(z)$ as in [2]. With this function we compute the joint $\chi^2 = \chi^2_{ab} + \chi^2_{nz}$ statistic defined in the previous section. We add one gaussian prior on the matter contribution, $\Omega_{m}$, given the well-known debate on the $H_0$ tension we explore the effects of using two different gaussian priors on this parameter: using the Planck [37] value $H_0 = 67.5 \pm 1.5$ and using the SH0ES [38] value $H_0 = 73.5 \pm 1.4$.

A. Choosing $z_m$

A key thing to discuss is the election of $z_m$. It is used in the parametrization [4] and [6], as the maximum redshift for the data set, however choosing a particular value has a direct impact in the best fit parameters and errors we get. First of all, let us see the redshift distribution in our data sets. For type Ia supernova we get the distribution displayed in Fig.(1). As can be seen, most of the data is below $z = 0.5$ with fewer and fewer data for $z > 1.0$. Although there are data points for redshifts

The Hubble function at redshift $z$ measured with error $\sigma_z$ gives the theoretical distance modulus, $\mu_{th}$, as is explained in [23].

\[
X(z) = 1 + 9(-1 + 3x_1 - 3x_2 + x_3)z_3^\frac{3}{2} + \frac{9(-2 + 5x_1 - 4x_2 + x_3)}{2z_m^2} + \frac{(-11 + 18x_1 - 9x_2 + 2x_3)}{2z_m} \tag{7}
\]

As before, the expectation for a LCDM model is that $x_1 = x_2 = x_3 = 1$.

III. DATA

A. Type Ia supernova

For SNIa we use the Pantheon sample [21] consisting in 1048 data points which gives us the redshift, apparent magnitude at maximum brightness, and the covariance and correlations among the data. They span in the redshift range $0.01 < z < 2.3$. We compute the residuals $\mu - \mu_{th}$ and minimize the quantity

\[
\chi^2 = (\mu - \mu_{th})^T C^{-1} (\mu - \mu_{th}), \tag{8}
\]

where $\mu_{th} = 5 \log_{10} (d_L(z)/10pc)$ gives the theoretical distance modulus, $d_L(z)$ is the luminosity distance, $C$ is the covariance matrix released in [21]. Because the absolute magnitude and the Hubble parameter are degenerated in the computation of the distance modulus, we marginalize over these nuisance parameters using

\[
\chi^2_{nz} = A + \log \frac{D}{2\pi} - \frac{B^2}{D}, \tag{9}
\]

where $A = (\mu - \mu_{th})^T C^{-1} (\mu - \mu_{th})$, $B = (\mu - \mu_{th})^T C^{-1} \mu_{th}$ and $D = 1^T C^{-1} 1$, as is explained in [23].

B. $H(z)$ measurements

The data points for $H(z)$ can be obtained through two methods: the differential age (DA) method [24, 25, 20] which are based on

\[
H(z) = \frac{1}{a} \frac{da}{dt} = -\frac{1}{1+z} \frac{dz}{dt} \simeq -\frac{1}{1+z} \frac{\Delta z}{\Delta t}, \tag{10}
\]

which so far consist in 31 measurements compiled from [27] spanning a redshift range of (0.07, 1.965). The second method is based on measurements of the line of sight BAO data [28, 29, 30, 31, 32], which consist in 26 data points extra. However, there is an overlap of three points between data from the WiggleZ and the BOSS team. We have excluded the three data points from [28]. In summary, for this observational probe we have 54 data points which can constrain the Hubble function [2] through the $\chi^2$

\[
\chi^2_{hz} = \sum_{i=1}^{54} \frac{(H_i - 100hE(z_i))^2}{\sigma_i^2}, \tag{11}
\]

\[
FIG. 1: Redshift distribution for Pantheon data
\]
larger than 1.5, we decided not to use them as the anchor for the larger redshift in the parametrization \((z_m)\), although they are used in the fitting. The histogram for \(H(z)\) measurements is shown in Fig. (2). Being only 54 data points, the covering is sparse and most of the data is in the redshift range \([0, 0.7]\). Because we want to perform a joint analysis – SNIa + \(H(z)\) – we study first the effect in the best fit parameters choosing different values for \(z_m\) taken from 0.4 until 1.5 (beyond which, as we already mentioned, we do not expect to get sensitive feedback) with a step of 0.1, performing several runs of our MCMC code. After that, we analyse these results and choose a value for \(z_m\) to obtain the best fit parameters for each parametrization. Let us see in detail what all this part of the analysis is about. Here, the main question is which value of \(z_m\) should be used and why. Given our goal is to reconstruct both the DE density and the EoS parameter \(w(z)\), a potential problem arises: both parametrizations (5) and (7) are expansions in terms of powers of \(z/z_m\), then by choosing a \(z_m\) below the maximum redshift in the data used in the analysis, implies we will have data points in the reconstruction of \(X(z)\) (those data with \(z > z_m\)) which will have an exaggerated contribution, distorting the evolution.

In order to overcome this potential problem, we carry out a detailed study of the effects on the choice of a particular value of \(z_m\). The results of the MCMC chains with different values for \(z_m\) are summarize in Figures (3), (4), (8) and (9), each one containing a specific combination between parametrization method and prior.

We see that best fits parameters show an evolution as \(z_m\) increases, and so do the error bars. As an example, in Fig. (3) the point \(z_m\) equal to 1.2 produces a best fit for \(x_2\) which clearly deviates from 1 towards smaller values, however, its error bars increases with respect to other \(z_m\). So in conclusion, as long as \(z_m\) increases, the error bars increases covering a wider range of values implying that we start loosing information from the fit. Despite this the statistical analysis shows the method is under control because the trend (that of getting lower values for the parameters as we increase \(z_m\)) remains the same. No instabilities were found after running several MCMC chains.

Finally we use our results to reconstruct the \(X(z)\) and the derived function from it: the EoS parameter \(w(z)\). Because this analysis depends on which parametrization we use, we next separate the results in two sections each one for the parametrization (4) and (6).

### B. Quadratic case

Using first the quadratic parametrization (4) we take several values for \(z_m\) and compute the best fit values for the parameters \((\Omega_m, h, x_1, x_2)\). Let us start the analysis with the SH0ES prior for \(H_0\). The results are shown in Fig. (3). Clearly, there is a trend of getting smaller values for \(x_1\) and \(x_2\) as we use a larger value for \(z_m\).

![FIG. 3: Best fit values for \(\Omega_m, h, x_1\) and \(x_2\) for ten values of \(z_m\), the maximum redshift in the quadratic interpolation. Here we use the SH0ES prior for \(H_0\). The error bars are also displayed.](image)

In Fig. (4) we display the equivalent plot for the case using the Planck prior for \(H_0\). The trend is the same.
although the decrease is less pronounced as in the previous case. It is important to stress here that this trend continues as we use larger values of $z_m$ even reaching negative values for the best fit of $x_2$ first and then $x_1$. Also it is important to notice that the best fit values for parameters $\Omega_m$ and $h$ remain almost unchanged as we increase $z_m$. These results are again in agreement with our previous study [20], where using type Ia data and also gas mass fraction in clusters we found the data suggested that our reconstructed probe $X(z)$ decrease as the redshift increases.

Performing a series of runs of our MCMC code, we can choose an optimum $z_m$ that makes both the errors in the parameters minimal and at the same time cover enough data points to reconstruct the function $X(z)$ properly. For the quadratic parametrization with the SH0ES and Planck prior for $H_0$ we find that using $z_m = 1.0$ gives us the best scope and precision in the analysis. Using this value, we obtain as the best fit parameters using SH0ES: $\Omega_m = 0.31 \pm 0.02$, $h = 0.700 \pm 0.008$, $x_1 = 0.87 \pm 0.09$ and $x_2 = 0.54 \pm 0.27$. Using the Planck prior we get $\Omega_m = 0.31 \pm 0.02$, $h = 0.679 \pm 0.008$, $x_1 = 0.99 \pm 0.09$ and $x_2 = 0.83 \pm 0.25$. The one and two dimensional projections of the posterior probability distributions of our parameters are shown in Fig.(5). We notice that using the SH0ES prior the best fit values for $x_1$ and $x_2$ are appreciably displaced from 1, while using Planck these are consistent with LCDM.

The graph shows that already at 1 $\sigma$ the reconstructed $X(z)$ is consistent with the LCDM value $X \simeq 1$. The reconstructed errors at 2 $\sigma$ shows no possibility to say something about DE evolution. Although the best fit reconstruction of the DE density (the thick line in Fig.(7)) shows a trend similar to the SH0ES result previously mentioned, the error propagation teach us that no conclusion is possible to obtain for DE evolution.

C. Cubic case

Now we move to the cubic parametrization Eq.(6) and perform the same analysis as for the quadratic case. As before, we start studying the impact on the best fit parameters varying the maximum redshift $z_m$.

In Fig.(8) we show how the best fit parameters var-
ied as we use six different values for $z_m$ using the Planck prior for $H_0$. As in the case of the quadratic parametrization, the best fit values for $\Omega_m$ and $h$ does not change appreciably as we change $z_m$. Noticing the vertical scale of Fig.(8), we find that both $x_1$ and $x_2$ show almost no change with $z_m$, and the parameter $x_3$ although fall for $z > 1.3$ the errors increase making all the fit consistent with the LCDM values.

FIG. 7: The same as the Fig.(6) but this time $X(z)$ is reconstructed using the Planck prior and $z_{max} = 1.0$.

When using the SH0ES prior, the result exhibits a decline in the cubic parameters $x_1$, $x_2$ and $x_3$ from the beginning. Noticing the vertical scale of Fig.(9), the three parameters get values lower than 1 for all values of $z_m$. The best fit for $x_1$ shows almost no variation as $\Omega_m$ and $h$, keeping a value around $x_1 \approx 0.88$ well below the LCDM value according to the errors at 1 $\sigma$. For $x_2$ the best fit values show a small decrease as $z_m$ increases. Noticing the errors, the values for $x_2$ are inconsistent at 1$\sigma$ with the value 1, but the error increase for $z_m > 1.3$ making it consistent with the LCDM value. The strongest effect is on $x_3$. It starts at $z_m = 1$ already below the LCDM value 1, and decrease as we increase $z_m$. At 1 $\sigma$ the best fit values for $x_3$ for each $z_m$ studied are all inconsistent with the LCDM value. However this effect disappear at 2 $\sigma$.

FIG. 8: Best fit values for $\Omega_m$, $h$, $f_1$ and $f_2$ for six values of $z_m$, the maximum redshift in the cubic interpolation. Here we use the Planck prior for $H_0$.

FIG. 9: Best fit values for $\Omega_m$, $h$, $f_1$ and $f_2$ for six values of $z_m$, the maximum redshift in the cubic interpolation. Here we use the SH0ES prior for $H_0$.

In both cases we decided to keep $z_m = 1.1$ mainly because the bulk of the data is concentrated up to that value. Performing the analysis using 5000 chains for each prior on $H_0$ we get the posteriors for 1D and 2D of the system shown in Fig.(10). As we can observe, we

FIG. 10: Posteriors of the cubic parameters using both the SH0ES prior (blue contours) and the Planck prior (red contours). We notice that as in the quadratic case, the choice of prior has a significant impact on the eventual conclusion of evolution of the DE density.
find similar results to the quadratic case. The choice of the $H_0$ prior determines if the reconstructed DE density evolves or not, at least at $1\sigma$. The SH0ES prior, that with the larger value for $H_0$, produces the most significant evolution. In numbers the best fit values are: using the SH0ES prior we find $\Omega_m = 0.32 \pm 0.02$, $h = 0.701 \pm 0.008$, $x_1 = 0.87 \pm 0.06$, $x_2 = 0.85 \pm 0.16$, and $x_3 = 0.77 \pm 0.33$. Using the Planck prior we get $\Omega_m = 0.32 \pm 0.02$, $h = 0.680 \pm 0.008$, $x_1 = 0.96 \pm 0.07$, $x_2 = 1.04 \pm 0.17$, and $x_3 = 1.08 \pm 0.34$.

Using the best fit values of the parameters ($\Omega_m, h, x_1, x_2, x_3$) obtained for each prior election, we can reconstruct the DE density $X(z)$ with error propagation. This is shown in Fig.(11) for the SH0ES prior and in Fig.(12) for the Planck prior. As in the quadratic case, the reconstructed $X(z)$ up to $1\sigma$ shows a clear decrease with the redshift using SH0Es prior. Although the value of $z_m$ used in this analysis is well below the redshift at which this effect is observed, we have to stress here that in the analysis we use all the data even those for $z > z_m$, making this effect in the reconstruction a truly well supported trend. Again, as we find in the quadratic case, using the best fit values using the Planck prior for $H_0$, the reconstructed DE density show in Fig.(12) does not show a clear tendency away from the LCDM model.

In order to determine how good the two parametrizations methods are in describing the data compared to $\Lambda$CDM, we implement the minimum $\chi^2$, Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) [39, 40]. In Table I we summarize the results of the analysis using the definition for AIC and BIC.

According to our results, the quadratic and cubic parametrizations have $\Delta\text{AIC} < 2$ for both priors indicating that these models are as good as the reference $\Lambda$CDM model in describing the data. The quadratic parametrization is slightly preferred over the cubic one under AIC criteria. On the other hand, for the BIC estimator which is well known that penalizes free extra parameters more than AIC, we obtain $\Delta\text{BIC} > 10$ for both parametrizations and priors showing that there is strong evidence against the parametrization methods studied in this work. The fact that AIC criteria differs from the BIC one is not a surprise. For example, the reconstruction made in [14] using the Pad approximation have exactly the same behavior. In fact, given the penalty shown by the statistical tests, there is no gain in including more complex models in the parametrization. This is clearly shown also in [14] where there is a strong evidence against models with more than two free parameters.

### Table I: The goodness-of-fit statistics $\chi^2_{\text{min}}$, $\Delta\text{AIC}$ and $\Delta\text{BIC}$ for the two priors imposed. Here Q2 stands for the quadratic parametrization and C3 for the cubic parametrization.

| Model | $\chi^2_{\text{min}}$ | $\Delta\text{AIC}$ | $\Delta\text{BIC}$ | $\chi^2_{\text{min}}$ | $\Delta\text{AIC}$ | $\Delta\text{BIC}$ |
|-------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|
| $\Lambda$CDM | 1068.23 | 0 | 0 | 1077.16 | 0 | 0 |
| Q2 | 1073.82 | 0.4 | 10.4 | 1064.6 | 0.66 | 10.7 |
| C3 | 1060.8 | -2 | 12.9 | 1068.32 | -2.8 | 12.26 |

### V. THEORETICAL IDEAS

Because the results we have obtained in the previous sections indicate a mild trend for $X(z)$ decreasing as redshift increase, in this section we discuss some theoretical models that may produce such a behavior.

Let us start characterizing this behavior. Using the relation (5) we can reconstruct the EoS parameter as a
function of redshift by

$$w(z) = -1 + \frac{1 + z}{3} X'(z).$$  \hspace{1cm} (12)

Having found the best fit values for $X(z)$, we can use it to compute any derivative of $X(z)$ and plot the result with the proper error propagation. Of course this can be done for each parametrization and also for each prior on $H_0$. The results for the quadratic case are shown in Fig. (13). Both graphs shows similar behavior. Although the best fit evolution is close to $w = -1$ today, it slowly falls below that line, into the phantom regime, as redshift increases. Notice also the vertical scale, showing that the reconstruction for the SH0ES case shows a larger spread compared to that of Planck. However, up to one sigma, both results are in agreement with the cosmological constant result.

In contrast, for the case of the cubic parametrization, the evolution found differs notably respect to the cosmological constant. The results in Fig. (14) show that as redshift increases the reconstructed $w(z)$ varies appreciably. The best fit evolution, in both cases, are of phantom type today, then evolves, as redshift increases, to less negative values, reaches certain maximum and then decreases towards more negative values. Notice also the vertical scale, again the SH0ES case shows a large spread in the reconstructed values for $w(z)$ compared to Planck. Even up to one sigma the evolution of $w(z)$ is noticeably, in both cases showing a phantom evolution for $z$ larger than 1.

In the same way we have reconstructed $w(z)$, we can also do this with other physical quantities as the deceleration parameter $q(z)$ for example, or even the interaction function $Q(z)$. In fact, we can use the methods described in [41], [42] where we can built it from $f(a) = \rho_X/\rho_m$ through

$$Q(a) = -H \rho_m \Omega_X \left( a f' f + 3 w_x \right).$$  \hspace{1cm} (13)

where a prime means derivative with respect to the scale factor $a$, and $\Omega_X = f/(1 + f) = 1 - \Omega_m$.

Both the decreasing trend of $X(z)$ as redshift increases and that of $w(z)$ shown above are features observed in interacting models of dark matter and dark energy. In the next sub section we study a sample example of this type.

A. Dark interactions

Let us discuss here as an example, a model with explicit interaction between DM and DE. The equations
governing the system take the form
\[
3H^2 = \rho_m + \rho_{de},
\]
\[
\dot{\rho}_m + 3H \rho_m = -Q,
\]
\[
\dot{\rho}_{de} + 3H(\rho_{de} + p_{de}) = Q,
\]
Assuming an interaction function of the type \( Q = 3H\xi\rho_{de} \), which is the preferred function based on observations according to [43] – we obtain
\[
\rho_{de}(a) = \rho_{de}(1)a^{-3(1+w_{de}-\xi)},
\]
and using it in the equation for \( \rho_m \) we obtain
\[
\rho_m(a) = \rho_m(1)a^{-3} + \frac{\xi\rho_{de}(1)a^{-3}}{\xi - w_{de}} \left[ 1 - a^{-3(w_{de}-\xi)} \right].
\]

Once written in the Hubble function we can identify the effective \( X(a) \) as the term that accompanies the term of pure non-relativistic matter that goes as \( a^{-3} \). Explicitly it takes the form
\[
X(a) = \frac{\xi a^{-3} - w_{de}a^{-3(1+w_{de}-\xi)}}{\xi - w_{de}}.
\]

Although the first term increases as redshift increases (because \( a = (1+z)^{-1} \)), the best fit values quoted in [43] for \( \xi \) are all negative, then the first term really decreases towards negative values, while the second term depends on the value of the combination \( \Delta = 1 + w_{de} - \xi \). Typically the interaction parameter \( \xi \) is small and negative, for phantom like prior. Having \( w_{de} < -1 \), we get a small positive \( \Delta \). In this case the second term is essentially a constant that level up the behavior imposed by the first term, producing a \( X(z) \) that decrease as redshift increases. We take two sets of best fit values from Table II [43], where typically \( \xi \simeq -0.1 \), and \( w_{de} \simeq -1.1 \) and plot the results of inserting them in (19) Fig. [15].

\section{VI. Conclusions}

We have reconstructed the DE density \( X(z) \) defined in [2] from type Ia supernova and \( H(z) \) measurements using a quadratic and cubic parametrization. In the analysis for both cases we have used two priors for \( H_0 \) separately, the one from Planck [37] and from SH0ES [38]. We found that the best fit values points to a evolution of \( X(z) \) with redshift decreasing as redshift increase keeping the trend found first in [20]. Extending the analysis up to 1\( \sigma \), the best fits are still consistent with evolution in the case of using the SH0ES prior for the quadratic parametrization, but disappears from the fit using the Planck prior in both parametrizations. Extending the analysis even more, up to 2\( \sigma \), the evidence for evolution of \( X(z) \) dilute in all cases.

Although the statistical significance of this potential evolution is still low, we take this evidence seriously as a clue to develop an eventual model. We also check the statistical performance of the parametrization models studied in this work by computing the \( \chi^2_{\text{min}} \), AIC and BIC estimators. There is no important difference in the \( \chi^2_{\text{min}} \) obtained for the different models, and the AIC criteria shows that it is not possible to distinguish between \( \Lambda \)CDM and the parametrization models, hence the possibility of a dynamical dark energy under these parametrization forms should be explored further. However, BIC estimator penalizes model complexity more heavily and shows strong evidence against models Q2 and C3, so under this criteria the model \( \Lambda \)CDM is preferred in describing the data.

We study as an example the case of an interaction model between dark components. Using the best estimate for the interaction parameters we find that assuming a phantomlike EoS for DE, as was done in Ref. [43], we obtain exactly the same trend we have found in this work, a DE density decreasing as redshift increases.
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