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1 Introduction

This paper is devoted to the analysis of the space-fractional, one-phase, one-dimensional Stefan problem, where in the initial time the domain consists only of a solid phase. The space-fractional Stefan problems are the free boundary problems (FBP) governed by fractional diffusion equations with non-locality in space. Although in the current literature there is a great variety of fractional models [4], according to the different approaches that can be considered in this wide field, in this article we will focus on the problem proposed by Prof. Voller in [21] (see also [6]) where the non-local flux is modeled by the Caputo derivative.

The idea is the following. Suppose that we are modelling a melting phenomena related to a phase change in an infinite slab, due to heat transfer. We discuss a one-phase model, so we assume that the solid phase is at a constant melting temperature equal to zero and we are interested only in the liquid phase. We suppose also that all the physical parameters involved are constants equal to one.

Let $u = u(x, t)$ and $q = q(x, t)$ be the temperature and the flux at every position $x$ and time $t$. If a relation for these two functions is given by the Fourier’s law, which states that the flux is proportional to the gradient of temperature, we have

$$q_l(x, t) = - u_x(x, t),$$

where the subscript $l$ refers to the local character. However, relation (1) is an empiric relation which can be replaced, as it was exposed, for example, by Gurtin and Pipkin in 1968 [8] for memory fluxes, or more recently for non-local fluxes by Atanacković et. al. in [19]. We consider here a non-local flux law proposed in [21] given by the following relation

$$q_{nl}(x, t) = \frac{1}{\Gamma(1 - \alpha)} \int_0^x u_x(p, t)(x - p)^{-\alpha} dp.$$  \hspace{1cm} (2)

It says that the flux at every time $t$ and position $x$ is a generalized sum of all the local fluxes at every position between the left extreme of the slab ($x = 0$) and the current position, where the “nearest” local fluxes have more relevance than the “farthest” ones.
The relation (2) can be expressed in terms of fractional derivatives (see Definition 2) by
\[ q_{nt}(x, t) = -D_x^\alpha u(x, t). \] (3)

Let us recall the balance equation which follows from the first principle of thermodynamics
\[ \frac{\partial u}{\partial t}(x, t) = -\frac{\partial q}{\partial x}(x, t). \] (4)

Placing the non-local flux (3) in (4) we recover the space fractional diffusion equation
\[ \frac{\partial u}{\partial t}(x, t) - \frac{\partial}{\partial x}D_x^\alpha u(x, t) = 0 \] (5)

which is the governing equation in the liquid phase. We assume that our melting phenomena is modeled by a sharp interface. Then, the phase change occurs due to a jump of the latent heat between the two phases. More precisely
\[ \lim_{x \to s(t)} q(x, t) = \dot{s}(t) \] (6)

and we get the “fractional Stefan condition” by placing (3) into (6). Our interest lies in the problem with a Neumann type boundary condition (7 - ii), given by a prescribed flux at the face \( x = 0 \) in terms of the non-local flux (2). We can present now the main problem that we will study in this paper: Find the pair of functions \( u: Q_{s,T} \to \mathbb{R} \) and \( s: [0, T] \to \mathbb{R} \) with sufficient regularity such that
\[
\begin{align*}
(i) & \quad u_t(x, t) = \frac{\partial}{\partial x} D_x^\alpha u(x, t) & 0 < x < s(t), 0 < t < T, \\
(ii) & \quad -D_x^\alpha u(0^+, t) = h(t) \geq 0 & 0 < t < T, \\
(iii) & \quad u(s(t), t) = 0 & 0 < t < T, \\
(iv) & \quad s(0) = 0, \\
(v) & \quad \dot{s}(t) = -\lim_{x \to s(t)^-} D_x^\alpha u(x, t) & 0 < t < T,
\end{align*}
\] (7)

where the region \( Q_{s,T} \) is defined as
\[ Q_{s,T} := \{(x, t) : 0 < x < s(t), 0 < t < T\}. \] (8)

The literature related to space fractional Stefan problems is rather scant, here we recall that the self-similar solutions to (7) in terms of special functions have been recently obtained in [14], where in accordance with the work of Voller for the stationary case [22], the solution verifies that the advance of the free boundary is proportional to \( t^{-\frac{1}{m}} \) instead of being proportional to the square root of \( t \), as in classical diffusion. As for the results concerning the space-fractional Stefan problem with the fractional Laplace operator we refer to [20] and reference therein. Concerning the linear space-fractional diffusion, modeled by the Caputo derivative, in the cylindrical domain, we recommend the reader the paper [12] where the viscosity solutions are studied and [2, 16], where different types of boundary conditions are discussed.

It has to be mentioned that a space-fractional problem where the fractional Neumann condition (7 - ii) is replaced by homogeneous condition \( u_x(0, t) = 0 \), and (7 - iv) is replaced by \( s(0) = b > 0 \) was recently solved in [17]. The approach in such article was based on the transformation of domain into a cylindrical one and the semigroup theory. However, in view of (7 - iv) the lines of the proof in [17] cannot be followed. In order to find a solution to (7) we apply the following strategy. We approximate (7) by the sequence of problems (9), where for \( b \) we take \( 1/m \) for \( m \in \mathbb{N} \). Here we present the problem (9): Find the pair of functions \( u: Q_{s,T} \to \mathbb{R} \) and \( s: [0, T] \to \mathbb{R} \) with sufficient regularity such that
\[
\begin{align*}
(i) & \quad u_t(x, t) = \frac{\partial}{\partial x} D_x^\alpha u(x, t) & 0 < x < s(t), 0 < t < T, \\
(ii) & \quad -D_x^\alpha u(0^+, t) = h(t) \geq 0 & 0 < t < T, \\
(iii) & \quad u(s(t), t) = 0 & 0 < t < T, \\
(iv) & \quad u(x, 0) = u_0(x) \geq 0 & 0 < x < s(0) = b, \\
(v) & \quad \dot{s}(t) = -\lim_{x \to s(t)^-} D_x^\alpha u(x, t) & 0 < t < T.
\end{align*}
\] (9)
We will refer to problem (7) as the “$b = 0$ case”, and to problem (3) as the “$b > 0$ case”. In order to solve (9) we adjust the methods used in [17] for the case of non-homogeneous fractional Neumann boundary condition. We will see that this choice of boundary condition has an impact on the regularity of the solution near the left boundary. Hence, the proof has to be significantly modified. Then we will find $b$-independent energy estimates for a solution to (9) and we will obtain the existence of the solution $(u, s)$ to (7) by the appropriate limit passage.

In Section 2 we recall the definitions and properties of fractional integrals and derivatives which will be used in subsequent sections. We also present the properties related to moving boundary problems (MBP) and free boundary problems (FBP). Section 3 is devoted to the proof of the existence of a unique classical solution to (9). The proof relies on the semigroup approach and the maximum principles. Firstly, we solve the moving boundary problem (Theorem 7), and secondly the fractional Stefan problem (Theorem 8). In Section 4 we establish $b$-independent estimates for a solution to (9) and we obtain a limit solution $(u, s)$ to (7) by choosing a subsequence of solutions $(u_m, s_m)$ to problem (9) with $b = 1/m$. The optimal regularity of the solutions to (7) as well as its uniqueness remains an open problem.

The most remarkable results obtained in this paper are: (i) An existence and regularity result for a space fractional free boundary problem given in Theorem 8, and (ii) an existence and regularity result for a solution to a space fractional Stefan problem (7) given in Theorem 9.

Moreover, the paper provides an expansion of tools from [17] for the study of moving and free boundary problems governed by equation (5) with prescribed fractional flux at the boundary. More precisely: an extremum principle in Proposition 5, an integral condition equivalent to the fractional Stefan condition in Theorem 1, a monotonicity result given in Theorem 3 and energy estimates given in Lemma 8 and Lemma 9.

2 Preliminary results

2.1 Basics of fractional calculus

In this section we will recall the definitions of fractional operators and their most important properties. Here and henceforth, by $L$ we denote a fixed positive constant.

Definition 1. Let $L > 0$ and $\alpha \in (0, 1)$.

1. For every $f \in L^1(0, L)$ the Riemann-Liouville fractional integral of order $\alpha$ is defined by

$$I^\alpha f(x) = \frac{1}{\Gamma(\alpha)} \int_0^x (x - p)^{\alpha - 1} f(p) dp. \quad (10)$$

2. For $f$ regular enough, we define the Riemann-Liouville fractional derivative as

$$\partial^\alpha f(x) = \frac{d}{dx} I^{1-\alpha} f(x) = -\frac{1}{\Gamma(1 - \alpha)} \frac{d}{dx} \int_0^x (x - p)^{-\alpha} f(p) dp \quad (11)$$

and the fractional derivative of Caputo as

$$D^\alpha f(x) = I^{1-\alpha} f'(x) = \frac{1}{\Gamma(1 - \alpha)} \int_0^x (x - p)^{-\alpha} f'(p) dp. \quad (12)$$

Remark 1. We will also make use of the right-side operators for $\alpha \in (0, 1)$ defined as follows

$$I^\alpha f(x) = \frac{1}{\Gamma(\alpha)} \int_x^L (p - x)^{\alpha - 1} f(p) dp,$$

$$\partial^\alpha f(x) = -\frac{\partial}{\partial x} (I^{1-\alpha} f)(x) \text{ and } D^\alpha f(x) = -\frac{\partial}{\partial x} I^{1-\alpha}[f(x) - f(L)].$$
Below we will discuss the properties of operators given by (10) - (12), but of course analogous results may be obtained for $I^\alpha$, $\partial^\alpha_t$ and $D^\alpha$.

**Note 1.** It is clear that the fractional derivatives are well defined for absolutely continuous functions. In this paper, we will work mainly within the framework of Sobolev spaces. Hence, we will make use of the characterization of the domain of the Riemann-Liouville fractional derivative in $L^2$ - space.

Before we will recall this result let us introduce the following functional space

$$0H^1(0, L) := \{ u \in H^1(0, L) : u(0) = 0 \}.$$  

Then for $\alpha \in (0, 1)$ we denote

$$0H^\alpha(0, L) := [L^2(0, L), 0H^1(0, L)]_\alpha.$$  

This complex interpolation space may be characterized as follows

$$0H^\alpha(0, L) = \begin{cases} 
H^\alpha(0, L) & \text{for } \alpha \in (0, \frac{1}{2}), \\
\{ u \in H^2(0, L) : \int_0^L |u(x)|^2 dx < \infty \} & \text{for } \alpha = \frac{1}{2}, \\
\{ u \in H^\alpha(0, L) : u(0) = 0 \} & \text{for } \alpha \in (\frac{1}{2}, 1). 
\end{cases}$$

Now we are ready to recall the characterization of the domain of the Riemann-Liouville fractional derivative which will be a crucial tool in this paper.

**Proposition 1.** [17, Example 2.1], [7] For $\alpha \in [0, 1]$ the operators $I^\alpha : L^2(0, L) \rightarrow 0H^\alpha(0, L)$ and $\partial^\alpha : 0H^\alpha(0, L) \rightarrow L^2(0, L)$ are isomorphism and the following inequalities hold

$$c^{-1}_\alpha \| u \|_{0H^\alpha(0, L)} \leq \| \partial^\alpha u \|_{L^2(0, L)} \leq c_\alpha \| u \|_{0H^\alpha(0, L)} \quad \text{for } u \in 0H^\alpha(0, L),$$  

$$c^{-1}_\alpha \| I^\alpha f \|_{0H^\alpha(0, L)} \leq \| f \|_{L^2(0, L)} \leq c_\alpha \| I^\alpha f \|_{0H^\alpha(0, L)} \quad \text{for } f \in L^2(0, L).$$

From the proposition above one may easily deduce the following corollary.

**Corollary 1.** [17, Corollary 1] For $\alpha, \beta > 0$ there holds $I^\beta : 0H^\alpha(0, L) \rightarrow 0H^{\alpha+\beta}(0, L)$, where in the case $\gamma > 1$

$$0H^\gamma(0, L) = \{ f \in H^\gamma(0, L) : f^{(k)}(0) = 0, \ k = 0, \ldots, |\gamma| - 1, \ f^{(|\gamma|)} \in 0H^{\gamma-|\gamma|}(0, L) \}. $$

Furthermore, there exists a positive constant $c$ dependent only on $\alpha, \beta$ such that for every $f \in 0H^\alpha(0, L)$

$$\| I^\beta f \|_{0H^{\alpha+\beta}(0, L)} \leq c \| f \|_{0H^\alpha(0, L)}.$$  

We will also make use of the following local result.

**Lemma 1.** [17, Lemma 4] Let $f \in 0H^\alpha(0, L)$ for $\alpha \in (0, 1)$ and $\partial^\alpha f \in H^{\beta}_{loc}(0, L)$ for $\beta \in (\frac{1}{2}, 1]$. Then $f \in H^{\beta+\alpha}_{loc}(0, L)$ and for every $0 < \delta < \omega < 1$ there exists a positive constant $c = c(\delta, \alpha, \beta)$ such that

$$\| f \|_{H^{\beta+\alpha}(\delta, \omega)} \leq c(\| f \|_{0H^\alpha(0, \omega)} + \| \partial^\alpha f \|_{H^{\beta}(\frac{1}{2}, \omega)}).$$  

(13)

In the following proposition we collect the basic properties of fractional operators.

**Proposition 2.** The following properties involving the fractional integrals and derivatives of order $\alpha \in (0, 1)$ hold:

1. For every $f \in L^1(0, L)$,

$$\partial^\alpha I^\alpha f = f \quad \text{a.e. in } (0, L).$$
2. For every \( f \in AC[0,L] \),
\[
I^\alpha (\partial^\alpha f)(x) = f(x) - \frac{I^{1-\alpha}f(0^+)}{\Gamma(\alpha)} \quad \forall x \in [0,L].
\]

3. For every \( f \in AC[0,L] \) such that \( I^{1-\alpha}f' \in AC[0,L] \) it holds that
\[
\frac{d}{dx}D^\alpha f = \partial^\alpha f', \quad a.e. \text{ in } (0,L).
\]

4. For every \( f \in AC[0,L] \)
\[
\partial^{-\alpha}D^\alpha f = f', \quad a.e. \text{ in } (0,L).
\]

5. If \( f \in H^{1+\alpha}(0,L) \) and \( \alpha \in (0,1) \), then \( D^\alpha f(0) = 0 \).

**Proof.** See Chapter 2 in [18] for 1 – 4. and [13] for 5.

The next proposition establishes the relation between the regularity of a function and the value of its Caputo derivative at the origin.

**Proposition 3.** [16, Lemma 3.11]. Let \( f \in AC[0,L] \) and let us denote \( D^\alpha f(0) := \lim_{x \to 0} D^\alpha f(x) \). Then:

1. If \( D^\alpha f(0) \) exists and \( D^\alpha f(0) = c \), then \( \lim_{x \to 0} \frac{f(x)-f(0)}{x^\alpha} = \frac{c}{\Gamma(1+\alpha)} \).

2. If the limit \( \lim_{x \to 0} \frac{f'(x)}{x^\alpha} \) exists and it is equal to \( \frac{c}{\Gamma(1+\alpha)} \), then \( D^\alpha f(0) = c \).

Here we present a modified version of [17, Lemma 6 and Lemma 7]. Now we write the regularity assumptions in terms of fractional Sobolev spaces which seems to be more natural. In particular for small \( \alpha \) we do not demand the existence of the first derivative and of the second derivative, in Proposition 4 and Proposition 5 respectively. We present the proof only of Proposition 5 because it is more complex. Proposition 4 may be proven analogously.

**Proposition 4.** Let us assume that \( f : [0,L] \to \mathbb{R} \) is absolutely continuous on \([0,L]\) and there exists \( \beta > \frac{1}{2} \) such that \( f \in H^{\alpha+\beta}(\varepsilon,L) \) for every \( \varepsilon > 0 \). Then \( D^\alpha f \) is continuous on \((0,L]\) and

1. If \( f \) attains its maximum over the interval \([0,L]\) at the point \( x_0 \in (0,L] \), then \( D^\alpha f(x_0) \geq 0 \).
   Furthermore, if \( f \) is not constant on \([0,x_0]\), then \( D^\alpha f(x_0) > 0 \).

2. If \( f \) attains its minimum over the interval \([0,L]\) at the point \( x_0 \in (0,L] \), then \( D^\alpha f(x_0) \leq 0 \).
   Furthermore, if \( f \) is not constant on \([0,x_0]\), then \( D^\alpha f(x_0) < 0 \).

**Proposition 5.** Let \( \alpha \in (0,1), f : [0,L] \to \mathbb{R} \) be an absolutely continuous function such that there exists \( \beta > \frac{1}{2} \) such that \( f' \in H^{\alpha+\beta}(\varepsilon,L) \) for every \( \varepsilon > 0 \). Then \( \frac{d}{dx}D^\alpha f \) is continuous on \((0,L]\) and

1. If \( f \) attains its local maximum at \( x_0 \in (0,L) \) which is a global maximum on \([0,L]\), then \( \big( \frac{d}{dx}D^\alpha f \big)(x_0) \leq 0 \). Furthermore, if \( f \) is not constant on \([0,x_0]\), then \( \big( \frac{d}{dx}D^\alpha f \big)(x_0) < 0 \).

2. If \( f \) attains its local minimum at \( x_0 \in (0,L) \) which is a global minimum on \([0,L]\), then \( \big( \frac{d}{dx}D^\alpha f \big)(x_0) \geq 0 \). Furthermore, if \( f \) is not constant on \([0,x_0]\), then \( \big( \frac{d}{dx}D^\alpha f \big)(x_0) > 0 \).

**Proof.** Let us begin with the proof of continuity of \( \frac{d}{dx}D^\alpha f \). To this end, we take \( x_1, x \in (0,L) \). Let us assume that \( x_1 < x \). The case \( x < x_1 \) may be shown analogously. We note that for every \( 0 < \varepsilon < y < L \) there holds
\[
\Gamma(1-\alpha) \left( \frac{d}{dx}D^\alpha f \right)(y) = \frac{d}{dy} \int_{\varepsilon}^{y} (y-p)^{-\alpha} f'(p) dp + \frac{d}{dy} \int_{\varepsilon}^{y} (y-p)^{-\alpha} f'(p) dp
\]
\[ = -\alpha \int_0^\varepsilon (y - p)^{-\alpha - 1} f'(p) \, dp + \frac{d}{dy} \int_\varepsilon^y (y - p)^{-\alpha} [f'(p) - f'(\varepsilon)] \, dp + f'(-\varepsilon) (y - \varepsilon)^{-\alpha}.\]

Let us denote \( \partial_x^\varepsilon f(x) := \frac{1}{\Gamma(1 - \alpha)} \frac{d}{dx} \int_\varepsilon^x (x - p)^{-\alpha} f(p) \, dp. \) Then, taking arbitrary \( \varepsilon \in (0, x_1) \) we obtain that
\[
\begin{align*}
\Gamma(1 - \alpha) \left| \frac{d}{dx} D^\alpha f(x) - \frac{d}{dx} D^\alpha f(x_1) \right| &\leq \alpha \int_0^\varepsilon \left[ (x_1 - p)^{-\alpha - 1} - (x - p)^{-\alpha - 1} \right] |f'(p)| \, dp \\
+ \Gamma(1 - \alpha) \partial_x^\varepsilon \left[ f'(\varepsilon) - \partial_x^\varepsilon [f' - f'(\varepsilon)](x) \right] + |f'(\varepsilon)| [(x_1 - \varepsilon)^{-\alpha} - (x - \varepsilon)^{-\alpha}].
\end{align*}
\]

The first term tends to zero as \( x \to x_1 \) because the convergence under the integral is uniform. By Corollary 11 we have
\[
I_{\varepsilon}^{1 - \alpha} \partial_x^\varepsilon [f' - f'(\varepsilon)] = \frac{1}{\Gamma(1 - \alpha)} \int_\varepsilon^x (x - p)^{-\alpha} [f' - f'(\varepsilon)] \, dp \in 0 H^{1+\beta}(\varepsilon, L),
\]

Hence, we obtain that \( \partial_x^\varepsilon [f' - f'(\varepsilon)] \in H^\beta(\varepsilon, L) \hookrightarrow C[\varepsilon, L]. \) Thus, the continuity of \( \frac{d}{dx} D^\alpha f \) on \((0, L)\) is proven. We will prove only the part of the claim concerning maximum, because the proof of the second part of the claim is analogous. We define \( g(x) := f(x_0) - f(x) \). Then \( g \) is non negative on \([0, x_0], g'(x_0) = 0 \) and \( \frac{d}{dx} D^\alpha g = -\frac{d}{dx} D^\alpha f \). We note that by the Sobolev embedding \( g' \in C^{\alpha, \gamma}[\varepsilon, L] \) for \( \gamma = \alpha + \beta - \frac{1}{2} > \alpha \) for every \( \varepsilon > 0 \). Hence, for every \( 0 < \varepsilon < x \leq x_0 \) we may estimate as follows
\[
|g'(x)| = |g'(x) - g'(x_0)| \leq c |x - x_0|^{\gamma}
\]
and
\[
g(x) \leq \int_x^{x_0} |g'(p)| \, dp \leq \frac{c}{\gamma + 1} |x - x_0|^{\gamma + 1}.
\]
Making use of these estimates we may differentiate under the integral sign as follows
\[
\left( \frac{d}{dx} D^\alpha g \right)(x_0) = \frac{1}{\Gamma(1 - \alpha)} \left( \frac{d}{dx} \int_\varepsilon^x (x - p)^{-\alpha} g'(p) \, dp \right)(x_0)
\]
\[
= \frac{1}{\Gamma(1 - \alpha)} \lim_{p \to x_0} (x_0 - p)^{-\alpha} g'(p) - \frac{\alpha}{\Gamma(1 - \alpha)} \int_0^{x_0} (x_0 - p)^{-\alpha - 1} g'(p) \, dp.
\]
and the limit is equal to zero by the estimate (11). Applying integration by parts we obtain further
\[
\left( \frac{d}{dx} D^\alpha g \right)(x_0) = -\frac{\alpha}{\Gamma(1 - \alpha)} \int_0^{x_0} (x_0 - p)^{-\alpha - 1} g'(p) \, dp
\]
\[
+ \frac{\alpha}{\Gamma(1 - \alpha)} x_0^{-\alpha - 1} g(0) + \frac{\alpha(\alpha + 1)}{\Gamma(1 - \alpha)} \int_0^{x_0} (x_0 - p)^{-\alpha - 2} g(p) \, dp.
\]
By (10) the limit equals zero, hence we arrive at
\[
\left( \frac{d}{dx} D^\alpha g \right)(x_0) = -\frac{\alpha}{\Gamma(1 - \alpha)} x_0^{-\alpha - 1} g(0) + \frac{\alpha(\alpha + 1)}{\Gamma(1 - \alpha)} \int_0^{x_0} (x_0 - p)^{-\alpha - 2} g(p) \, dp
\]
and
\[
\left( \frac{d}{dx} D^\alpha g \right)(x_0) \geq 0, \quad \text{which implies} \quad \frac{d}{dx} D^\alpha f (x_0) \leq 0.
\]
Moreover, from the formula above, we obtain that if \( f \) is not a constant function on \([0, x_0]\) then \( \frac{d}{dx} D^\alpha f (x_0) < 0 \).
2.2 The analysis of Space Fractional MBP and FBP

We now return to problems (7) and (9). In this subsection we present some results related to problems (7) and (9) that will be used later. Most of the results presented below have their analogous version for the classical case \((\alpha = 1)\) that can be found in classical literature related to Stefan problems such as [3] or [4].

From Proposition 2 item 5 we know that the fractional flux at the left endpoint of the interval vanishes for functions smooth enough. Thus, if we impose a boundary condition characterized by a non-zero function \(h\), we expect to obtain solutions with less regularity. Furthermore, from Proposition 3 we may expect that the solution behaves as \(h(t)\frac{x^\alpha}{\Gamma(1+\alpha)}\) as \(x\) approaches zero.

Particularly, to be consistent throughout this paper, we assume that

\[ h \text{ is a non-negative function in } W^{1,\infty}(0, T). \] (16)

Let us give the definitions of the solution to (9) and (7).

**Definition 2.** A pair of functions \((u, s)\) is a solution to (9), if:

1. \(u \in C(Q_s, T), u_t \text{ and } \frac{\partial}{\partial x} \mathcal{D}_x^\alpha u \in C(Q_s, T).\)
2. \(s\) satisfies that

\[ s \in C^{0,1}([0, T]), \exists M > 0 \text{ such that } 0 \leq \dot{s}(t) \leq M \ a.e. \ t \in [0, T]. \] (17)

3. \((u, s)\) verifies (2-iv) in the classical sense and (2-v) almost everywhere.

**Definition 3.** A pair of functions \((u, s)\) is a limit solution to (7) if there exists a sequence \((u_b, s_b)_{b>0}\) of classical solutions to problem (7) converging to \((u, s)\) when \(b\) tends to 0 such that:

1. \(u \in C(Q_s, T)\) is such that (7-i) is satisfied in \((0, s(t))\) for almost every \(t \in (0, T).\)
2. \(s\) satisfies (7)

3. \((u, s)\) fulfills (7-ii) and (7-v) almost everywhere and (7-iii) everywhere on \((0, T).\)

**Theorem 1.** Let the pair \((u, s)\) be a solution to (7) such that \(u_t\) is integrable. Then, the fractional Stefan condition

\[ \dot{s}(t) = -\mathcal{D}_x^\alpha u(s(t), t), \quad 0 < t < T, \] (18)

in (7), can be replaced by an equivalent integral condition given by

\[ s(t) = b + \int_0^t h(\tau)d\tau + \int_0^b u_0(x)dx - \int_0^{s(t)} u(x, t)dx, \quad 0 < t < T. \] (19)

**Proof.** Integrating equation (7)–i) from 0 to \(s(t)\) we obtain

\[ \mathcal{D}_x^\alpha u(s(t), t) + h(t) = \int_0^{s(t)} u_t(x, t)dx. \] (20)

Now by integrating first respect of \(t\), taking into account (10) and applying Fubini’s theorem we get

\[ \int_0^t \mathcal{D}_x^\alpha u(s(\tau), \tau)d\tau = -\int_0^t h(\tau)d\tau + \int_0^t \int_0^{s(\tau)} u_t(x, \tau)dx d\tau \]

\[ = -\int_0^t h(\tau)d\tau + \int_0^t \int_0^{u_t(x, \tau)} u_t(x, \tau)d\tau dx + \int_b^t \int_{s^{-1}(x)}^{s(t)} u_t(x, \tau)d\tau dx \]

\[ = -\int_0^t h(\tau)d\tau + \int_0^b [u(x, t) - u(x, 0)]dx + \int_b^t [u(x, t) - 0]dx \]

\[ = -\int_0^t h(\tau)d\tau + \int_0^{s(t)} u(x, t)dx - \int_0^b u_0(x)dx. \] (21)
Finally, we get (19) by replacing the fractional Stefan condition (18) at the left side of (21).

Let us now suppose that (19) holds and differentiae both sides. Then we get

$$
\dot{s}(t) = h(t) - \int_0^{s(t)} u_t(x, t) \, dx - \lim_{x \to s(t)} u(x, t) \dot{s}(t)
$$

and using equation (9 - i) again we recover the fractional Stefan condition (9 - v).

\[ \square \]

**Definition 4.** Let $s : [0, T] \to \mathbb{R}$ be a function verifying (17) and let $Q_{s,T}$ be the region defined in (8). The parabolic boundary of $Q_{s,T}$ is defined by

$$
\partial \Gamma_{s,T} := \{(0, t) : 0 \leq t < T\} \cup \{(x, 0) : 0 \leq x \leq b\} \cup \{(t, s(t)) : 0 \leq t < T\}.
$$

The next results hold for moving-boundary problems (MBP), that is, when the right boundary is a known function an we look for a solution $u$ such that

\begin{align}
(i) & \quad u_t - \frac{\partial}{\partial x} D_x^\alpha u = 0 \quad \text{in } Q_{s,T}, \\
(ii) & \quad -D_x^\alpha u(0, t) = h(t) \geq 0, \quad 0 < t < T, \\
(iii) & \quad u(s(t), t) = 0 \quad \text{for } t \in (0, T), \\
(iv) & \quad u(x, 0) = u_0(x) \geq 0 \quad \text{for } 0 < x < b
\end{align}

with given functions $s$, $h$ and $u_0$, where $s$ and $h$ verifies (17) and (16) respectively.

The next Theorem is a fundamental tool in this article. Notice that it has been presented before in [17, Lemma 8] by assuming different regularity of a solution. However, the same proof can be rewritten by considering the novel regularity assumption presented in this paper in Proposition 5.

**Theorem 2. (Weak Extremum Principle).** Let $u$ be a solution to the equation

$$
 u_t - \frac{\partial}{\partial x} D_x^\alpha u = f \quad \text{in } Q_{s,T}
$$

having the regularity given in Definition 2, such that $u(\cdot, t) \in AC[0, s(t)] \forall t \in (0, T)$. Also suppose that $u$ verifies the local regularity condition

$$
\exists \beta > \frac{1}{2} \text{ such that for every } t \in (0, T) \text{ and every } 0 < \varepsilon < \omega < s(t), \ u_x(\cdot, t) \in H^\alpha+\beta(\varepsilon, \omega).
$$

Then $u$ attains its maximum on $\partial \Gamma_{s,T}$ if $f \leq 0$, and $u$ attains its minimum on $\partial \Gamma_{s,T}$ if $f \geq 0$.

Now we can state the comparison principle.

**Proposition 6.** Let us assume that $h$ and $s$ satisfy (16) and (17), respectively. Further, let $v$ satisfy the regularity assumptions stated in Theorem 2 and

\begin{align}
(i) & \quad v_t(x, t) - \frac{\partial}{\partial x} D_x^\alpha v(x, t) \geq 0 \quad 0 < x < s(t), 0 < t < T, \\
(ii) & \quad -D_x^\alpha v(0, t) = h(t) \geq 0 \quad 0 < t < T, \\
(iii) & \quad v(s(t), t) \geq 0 \quad 0 < t < T, \\
(iv) & \quad v(x, 0) \geq 0 \quad 0 < x < s(0) = b,
\end{align}

where the condition (iv) vanishes if $b = 0$. Then, $v(x, t) \geq 0$ on $Q_{s,T}$.

**Proof.** For each $\varepsilon > 0$ define $w^\varepsilon(x, t) = v(x, t) + \varepsilon \left(1 - \frac{s^\alpha(t)}{\Gamma(1 + \alpha)}\right)$, where $l > \sup_{0 \leq t \leq T} \left\{s^\alpha(t)\right\}\Gamma(1 + \alpha).$ Then,

$$
 w_t(x, t) - \frac{\partial}{\partial x} D_x^\alpha w^\varepsilon(x, t) = v_t(x, t) - \frac{\partial}{\partial x} D_x^\alpha v(x, t) \geq 0
$$
and by Theorem \([2]\) \(w^\varepsilon\) attains its minimum on \(\partial \Gamma_{s,T}\).

On the other hand,
\[
-D_x^\alpha w^\varepsilon(0,t) = h(t) - \varepsilon \cdot (-1) \geq \varepsilon > 0,
\]
(27)

\[
w^\varepsilon(x,0) = v(x,0) + \varepsilon \left(1 - \frac{x^\alpha}{\Gamma(1+\alpha)}\right) > 0,
\]
(28)

\[
w^\varepsilon(s(t),t) = v(s(t),t) + \varepsilon \left(1 - \frac{s^\alpha(t)}{\Gamma(1+\alpha)}\right) > 0.
\]
(29)

Furthermore, for every fixed \(t\) we can apply Proposition \([3]\) to \(w^\varepsilon(\cdot,t)\) to obtain
\[
\lim_{x \to 0} \frac{w^\varepsilon(x,t) - w^\varepsilon(0,t)}{x^\alpha} = -\frac{h(t)}{\Gamma(1+\alpha)} < 0.
\]
(30)

Then, \(w^\varepsilon\) does not attain its minimum at the left boundary and we can deduce that \(w^\varepsilon > 0\).

Letting \(\varepsilon\) tend to zero, we see that \(v(x,t) \geq 0\) in \(Q_{s,t}\).

We recall a useful lemma \([16]\) Lemma 4.15 from which the strict increase of the free boundary will be deduced.

**Lemma 2.** \([16]\) Lemma 4.15] Let \(u\) be a solution to \((24)\) verifying the assumptions of Theorem \([2]\) and let \(t_0 \in (0,T)\) be fixed such that \(u(s(t_0),t_0) = 0\). Then either \(D_x^\alpha u(s(t_0),t_0) < 0\) or \(u \equiv 0\) on \(Q_{s,t_0}\).

By Lemma \([2]\) and Proposition \([6]\) it is not difficult to obtain the following result.

**Proposition 7.** Let \(u\) be a solution to \((24)\) such that \(u\) verifies the assumptions of Theorem \([2]\). Then \((D_x^\alpha u)(s(t),t) \leq 0\). Furthermore, if \(u_0 \neq 0\) or \(h \neq 0\), then for every \(t \in (0,T)\) we have \((D_x^\alpha u)(s(t),t) < 0\).

**Proof.** Applying Proposition \([6]\) to \(u\) we deduce that \(u \geq 0\) on \(Q_{s,T}\). Since \(u(s(t),t) = 0\) we deduce that \(u\) attains its minimum at every point \((s(t),t)\) for every \(t \in (0,T)\). Then, from the extremum principle given in Proposition \([1]\) it holds that \(D_x^\alpha u(s(t),t) \leq 0\). Furthermore, if \(u_0 \neq 0\), from Lemma \([2]\) we obtain that \(D_x^\alpha u(s(t),t) < 0\).

**Proposition 8.** Let \(u\) be a solution to \((24)\) which verifies the assumptions of Theorem \([2]\). Let us assume that \(h\) and \(s\) satisfy respectively \([16]\) and \([17]\), and \(u_0\) is such that \(0 \leq u_0(x) \leq \frac{M}{\Gamma(1+\alpha)} (b^\alpha - x^\alpha)\), where \(M\) is the constant in \([17]\) fixed as \(M = ||h||_\infty\). Then the following bounds hold
\[
(D_x^\alpha u)(s(t),t) \geq -M \quad \text{for every} \quad t \in (0,T)
\]
(31)

and
\[
0 \leq u(x,t) \leq \frac{M}{\Gamma(1+\alpha)} (s(t)^\alpha - x^\alpha) \quad \text{for} \quad (x,t) \in Q_{s,T}.
\]
(32)

**Proof.** Let \(u\) be a solution to problem \((24)\), \(v(x,t) = \frac{M}{\Gamma(1+\alpha)} (s(t)^\alpha - x^\alpha)\) and define \(w(x,t) := v(x,t) - u(x,t)\). We will prove that \(w\) satisfies \((20)\) so we can apply Proposition \([6]\).

Note that function \(v\) verifies that \(v_0(x,t) - \frac{\alpha}{\Gamma(1+\alpha)} D_x^\alpha v(x,t) = \frac{\alpha M}{\Gamma(1+\alpha)} s^{\alpha-1}(t) \hat{s}(t) \geq 0\) due to \((17)\). Also \(v(s(t),t) = 0, D_x^\alpha v \equiv -M \leq h(t)\) because \(M = ||h||_\infty\), and from assumption \(v(x,0) = \frac{M}{\Gamma(1+\alpha)} (b^\alpha - x^\alpha) \geq u_0(x)\). We deduce then that \((v-u)(x,t) \geq 0\) and \((32)\) holds. Finally, applying Proposition \([4]\) we get \((31)\).

Finally, we present the results regarding the monotone dependence upon data. In the proof we follow the lines of the proof of \([17]\) Theorem 5].
Theorem 3. Let \((s_1, u_1)\) and \((s_2, u_2)\) be the solutions to (9) in the sense of Definition 3 satisfying the regularity assumptions from Theorem 2, corresponding, respectively, to the data \((b_1, u_{01}, h_1)\) and \((b_2, u_{02}, h_2)\) such that \(u_{02}(b_2) = 0\). Then, if \(b_1 \leq b_2, u_{01} \leq u_{02}, h_1 \leq h_2\), it holds that \(s_1 \leq s_2\).

Proof. Case 1: \(b_1 < b_2\) and \(u_{01} \neq u_{02}\) on \([0, b_1]\). We will proceed by contradiction. Suppose that \(s_1 \not\leq s_2\). Then, we can define \(t_0 = \inf\{t \in [0, T] : s_1(t) = s_2(t)\}\). In fact, \(s_1\) and \(s_2\) are increasing functions such that \(s_1(0) = b_1 < b_2 = s_2(0)\) and \(s_1(t) > s_2(t)\) for some \(t \in (0, T)\), hence \(\{t \in [0, T] : s_1(t) = s_2(t)\}\) is a nonempty and bounded set and \(t_0\) is well defined. Furthermore, since \(s_1(0) < s_2(0)\), we have \(t_0 \neq 0\).

Defining \(v := u_2 - u_1\), we have

\[
v(s_1(t_0), t_0) = s_2(s_1(t_0), t_0) - u_1(s_1(t_0), t_0) = u_2(s_2(t_0), t_0) - u_1(s_1(t_0), t_0) = 0,
\]

and by Proposition 6 \(v \geq 0\) on \(Q_{s_1,t_0}\). Now, taking into account that \(u_{01} \neq u_{02}\) we apply Proposition 7 to get that \(D^2_v v(s_1(t_0), t_0) < 0\). Hence, \(D^2_v u_2(s_1(t_0), t_0) - D^2_v u_1(s_1(t_0), t_0) = -\dot{s}_2(t_0) + \dot{s}_1(t_0) < 0\).

The last assertion is equivalent to

\[
\dot{s}_1(t_0) < \dot{s}_2(t_0).
\]

On the other hand, by definition of \(t_0\), \(s_1 < s_2\) on \([0, t_0]\) and \(s_1(t_0) = s_2(t_0)\). Then,

\[
\dot{s}_1(t_0) = \lim_{t \to t_0^-} \frac{s_1(t) - s_1(t_0)}{t - t_0} \geq \lim_{t \to t_0^-} \frac{s_2(t) - s_2(t_0)}{t - t_0} = \dot{s}_2(t_0),
\]

which contradicts (33), and we conclude that \(s_1 \leq s_2\).

Case 2: \(b_1 \leq b_2\).

Let us fix \(\delta > 0\) and consider \(b_\delta = b_2 + \delta\) and \(h_\delta = h_2\). Also, let \(u_{0\delta}\) be a smooth function defined on \([0, b_2 + \delta]\) such that

\[
u_{0\delta} \equiv 0 \text{ on } [b_\delta - \delta/2, b_\delta], \quad u_{0\delta} \geq u_{02} \text{ on } [0, b_2],
\]

\[
\max_{x \in [0, b_2]} \{u_{0\delta}(x) - u_{02}(x)\} = \delta, \quad \max_{x \in [b_2, b_\delta - \delta/2]} \{u_{0\delta}(x) - u_{02}(x)\} \leq \delta.
\]

Let \((u_\delta, s_\delta)\) be a solution to (9) corresponding to the data \((b_\delta, u_{0\delta}, h_\delta)\). We can apply Case 1 to \((b_1, u_{01}, h_1)\) and \((b_\delta, u_{0\delta}, h_\delta)\), and also to \((b_2, u_{02}, h_2)\) and \((b_\delta, u_{0\delta}, h_\delta)\), obtaining respectively that \(s_1 \leq s_\delta\) and \(s_2 \leq s_\delta\). Now we apply Theorem 4 to get

\[
s_\delta(t) = b_\delta + \int_0^t h_\delta(\tau) d\tau + \int_0^{b_\delta} u_{0\delta}(x) dx - \int_0^{s_\delta(t)} u_\delta(x, t) dx,
\]

\[
s_2(t) = b_2 + \int_0^t h_2(\tau) d\tau + \int_0^{b_2} u_{02}(x) dx - \int_0^{s_2(t)} u_2(x, t) dx.
\]

Hence

\[
s_\delta(t) - s_2(t) = \delta + \int_0^{b_2} (u_{0\delta}(x) - u_{02}(x)) dx + \int_0^{b_\delta} u_{0\delta}(x) dx - \int_0^{s_\delta(t)} (u_\delta(x, t) - u_2(x, t)) dx - \int_0^{s_2(t)} u_\delta(x, t) dx
\]

\[
\leq \delta + b_2\delta + \frac{\delta^2}{2} - \int_0^{s_2(t)} (u_\delta(x, t) - u_2(x, t)) dx - \int_0^{s_\delta(t)} u_\delta(x, t) dx.
\]

By Proposition 6 \(u_2 \leq u_\delta\) on \(Q_{s_2, t}\) and \(u_\delta \geq 0\) on \(Q_{s_\delta, t}\). Thus, from (66) we obtain that

\[
s_\delta(t) - s_2(t) \leq \delta + b_2\delta + \frac{\delta^2}{2} \text{ for every } t \in (0, T).
\]
Thus, we deduce that, for arbitrary \( \delta > 0 \) it holds that

\[
s_1(t) \leq s_\delta(t) \leq s_2(t) + \delta + b_2 \delta + \frac{\delta^2}{2}.
\]

Passing to the limit with \( \delta \) we obtain the claim.

We finish this section with the uniqueness result.

**Theorem 4.** If problem (24) admits a solution in the sense of Definition 2 satisfying the regularity assumptions from Theorem 2, then it is unique.

**Proof.** Let \((s_1, u_1)\) and \((s_2, u_2)\) be solutions to (24) corresponding to the same data \((b, u_0, h)\). Then, by Theorem 3, \(s_1 \leq s_2\) and \(s_2 \leq s_1\) imply that \(s_1 \equiv s_2\). Applying Proposition 6 to \(v := u_2 - u_1\) and \(v = u_1 - u_2\), we obtain respectively \(u_1 \leq u_2\) and \(u_2 \leq u_1\). Hence, \(u_1 \equiv u_2\).

### 3 A solution for the \( b > 0 \) case.

In this section we will work with the case in which, at the initial time, the material presents the liquid and solid state delimited by the positive position \( s(0) = b \). The positiveness of \( b \) is the key that will allows us to transform the region \( Q_{s,T} \) into a cylindrical domain. The strategy of the proof is the same as in [17]. Firstly, we assume that function \( s \) is given and we find a solution \( u \) to the MBP (24). This is done by a transformation of the domain and the application of the evolution operator theory. Then we apply the Schauder fixed point theorem to obtain the solution to the FBP (17).

#### 3.1 The transformed problem and the characterization of the solution.

Firstly, we will look for a solution \( u \) to (24), assuming that the known boundary \( s \) verifies (17). In order to pass to the cylindrical domain, we apply the standard substitution

\[
p = \frac{x}{s(t)}
\]

and, by defining

\[
w(p, t) := u(s(t)p, t) = u(x, t),
\]

we transform (24) into the following problem in the cylindrical domain \((0, 1) \times (0, T)\)

\[
\begin{align*}
(i) \quad & w_x - x^{s(t)} w_x - \frac{1}{x^{s(t)} + 1} \frac{\partial}{\partial x} D^\alpha_x w = 0 \quad 0 < x < 1, \quad 0 < t < T, \\
(ii) \quad & -D^2_x w(0, t) = s^\alpha(t) h(t), \quad 0 < t < T, \\
(iii) \quad & w(1, t) = 0 \quad 0 < t < T, \\
(iv) \quad & w(x, 0) = w_0(x) \quad 0 < x < 1,
\end{align*}
\]

where \(w_0(x) = u_0(xb)\) and we have renamed \(p\) by \(x\).

We will find a solution to problem (40) applying the theory of evolution operators, following the lines proposed in [16]. For that purpose, we recall the result given in [15].

**Theorem 5.** [15, Theorem 2] The operator \( \frac{\partial}{\partial x} D^\alpha_x : D_\alpha \subseteq L^2(0, 1) \to L^2(0, 1) \) is a generator of analytic semigroup where

\[
D \left( \frac{\partial}{\partial x} D^\alpha_x \right) \equiv D_\alpha := \{ u \in H^{1+\alpha}(0, 1) : u_x \in _0H^\alpha(0, 1), \ u(1) = 0 \},
\]

\[
\| u \|_{D_\alpha} = \| u \|_{H^{1+\alpha}(0, 1)} \quad \text{for } \alpha \in (0, 1) \setminus \{ \frac{1}{2} \},
\]

\[
\| u \|_{D_{\frac{1}{2}}} = \left( \| u \|_{H^{\frac{1}{2}}(0, 1)}^2 + \int_0^1 \frac{|u_x(x)|^2}{x} \, dx \right)^{\frac{1}{2}} \quad \text{for } \alpha = \frac{1}{2}.
\]
We note that, in [17], by using Theorem 5 a similar problem to (10), but addressed with a classical Neumann homogeneous boundary condition, was analyzed. Hence, in order to use the result in Theorem 5 but taking into account our different prescribed boundary condition and Proposition 3, we will search for the solution to (10) represented as a sum of two functions, one of them destined to belong to $D_\alpha$ with respect to the space for every $t > 0$. Let $\varphi$ be a smooth function such that

$$\varphi(x) = \frac{x^\alpha}{\Gamma(\alpha + 1)} \quad \text{on} \quad [0, \frac{1}{2}], \quad \text{and} \quad \varphi \equiv 0 \quad \text{on} \quad \left[\frac{3}{4}, 1\right]$$

and define the function

$$w(x, t) := v(x, t) + h(t)s^\alpha(t)\varphi(x).$$

We note that $w$ is a solution to (10) if and only if $v$ is a solution to the $\varphi$-auxiliary problem

$$(i) \quad v_t - x\frac{d(\alpha)}{d(t)}v_x - \frac{1}{s^{1+\alpha}(t)}D_x^\alpha v = g \quad 0 < x < 1, \quad 0 < t < T,$$

$$(ii) \quad v(x, t) \in \mathcal{H}^\alpha(0, 1), \quad 0 < t < T,$$

$$(iii) \quad v(1, t) = 0, \quad 0 < t < T,$$

$$(iv) \quad v(x, 0) = v_0(x) \quad 0 < x < 1,$$

where

$$v_0(x) := w_0(x) - h(0)b^\alpha \varphi(x)$$

and

$$g(x, t) := -\frac{d}{dt}(h(t)s^\alpha(t))\varphi(x) + \frac{d}{dt}s^{\alpha-1}(t)h(t)x\varphi'(x) + \frac{h(t)}{s(t)}\frac{\partial}{\partial x}D_x^\alpha \varphi(x).$$

Then, if $v$ is a solution to (41) for a given $\varphi$ verifying (42), we have that

$$u(x, t) = u_{reg}(x, t) + u_{sin}(x, t)$$

is a solution to (44), where $u_{reg}(x, t) := v\left(x, \frac{\alpha}{s(t)}\right)$ is the regular part of $u$ and $u_{sin}(x, t) := h(t)s^\alpha(t)\varphi\left(x, \frac{\alpha}{s(t)}\right)$ is the singular part of $u$.

### 3.2 Existence of a mild solution to (44).

In this subsection we will find a solution to (44). Let us denote

$$A(t) = \frac{1}{s^{1+\alpha}(t)}\frac{\partial}{\partial x}D_x^\alpha, \quad D(A(t)) = D_\alpha \quad \text{for every} \quad t \in [0, T].$$

Then from (17) and Theorem 5 we infer that $A(t)$ generates a family of evolution operators $\{G(t, \sigma) : 0 \leq \sigma \leq t \leq T\}$. Furthermore, we obtain the following simple lemma.

**Lemma 3.** For every $w \in D_\alpha$, there exist constants $c = c(\alpha, b, M, T)$ and $C = C(\alpha, b, M, T)$ such that

$$c \|w\|_{D_\alpha} \leq \|A(t)w\|_{L^2(0, 1)} \leq C \|w\|_{D_\alpha}, \quad \forall 0 \leq t \leq T.$$  

**Proof.** From Proposition 2 item 3 we have that $\|A(t)w\|_{L^2(0, 1)} = \|\frac{d}{dt}D_x^\alpha w\|_{L^2(0, 1)} = \|\frac{\partial}{\partial x}D_x^\alpha w\|_{L^2(0, 1)}$. Then (49) holds by applying assumptions (17), Proposition 1 and Poincaré’s inequality (which holds due to the fact that $w(1) = 0$).

Our method of the proof relies on the theory of complex interpolation. Thus, we will consider a family of spaces $[L^2(0, 1), D_\alpha]_\delta$ for $\delta \in [0, 1]$, where clearly $[L^2(0, 1), D_\alpha]_0 = L^2(0, 1)$ and
\[ L^2(0, 1), D_\alpha \] = \[ D_\alpha \]. Let us recall the properties of evolution operators, which can be found in [11, Chapter 6], that will be used further. For \( f \in L^2(0, 1) \) we have

\[
\| G(t, \sigma) f \|_{L^2(0, 1)} \leq c \| f \|_{L^2(0, 1)}. \tag{50}
\]

If \( f \in [L^2(0, 1), D_\alpha]_\delta \) then for any \( 0 \leq \sigma < t \leq T \) and every \( \delta \in (0, 1) \)

\[
\| G(t, \sigma) f \|_{D_\alpha} \leq \frac{c}{(t - \sigma)^{1-\delta}} \| f \|_{[L^2(0, 1), D_\alpha]_\delta}. \tag{51}
\]

Moreover, for any \( 0 \leq \delta < \theta < 1 \), we have

\[
\| G(t, \sigma) f \|_{[L^2(0, 1), D_\alpha]_\theta} \leq \frac{c}{(t - \sigma)^{\theta-\delta}} \| f \|_{[L^2(0, 1), D_\alpha]_\delta}. \tag{52}
\]

and for \( 0 \leq \theta < \delta < 1 \)

\[
\| A(t) G(t, \sigma) f \|_{[L^2(0, 1), D_\alpha]_\theta} \leq \frac{c}{(t - \sigma)^{1+\theta-\delta}} \| f \|_{[L^2(0, 1), D_\alpha]_\delta}. \tag{53}
\]

Furthermore, for every \( 0 \leq \theta < \delta < 1 \) and \( 0 \leq \sigma < r < t \leq T \)

\[
\| G(t, \sigma) f - G(r, \sigma) f \|_{[L^2(0, 1), D_\alpha]_\theta} \leq \frac{c}{(t - r)^{\theta-\delta}} \| f \|_{[L^2(0, 1), D_\alpha]_\delta}. \tag{54}
\]

Finally, for every \( a \in (0, 1) \) and every \( 0 \leq \sigma < r < t \leq T \)

\[
\| A(t) G(t, \sigma) f - A(r) G(r, \sigma) f \|_{L^2(0, 1)} \leq c \left( \frac{(t - r)^a}{(r - \sigma)^{1-\delta}} + \frac{1}{(r - \sigma)^{1-\delta}} - \frac{1}{(t - \sigma)^{1-\delta}} \right) \| f \|_{[L^2(0, 1), D_\alpha]_\delta}. \tag{55}
\]

The constant \( c \) in estimates above is positive and depends only on \( \alpha, \theta, \delta, T \) and \( b, M \) from [17]. Moreover, function \( T \mapsto c(\alpha, \theta, \delta, b, M, T) \) is increasing. We also recall the following characterization for the interpolation spaces \([L^2(0, 1), D_\alpha]_\delta\):

\[
[L^2(0, 1), D_\alpha]_\delta = \begin{cases} 
H^{1+\alpha}\delta(0, 1) & \text{if } \delta \in \left( \frac{1}{2(1+\alpha)}, \alpha \in (0, 1), \right. \\
H^{1/2}(0, 1) & \text{if } \delta = \frac{1}{2(1+\alpha)}, \alpha \in (0, 1), \\
\{ u \in H^{1+\alpha}\delta(0, 1) : u(1) = 0 \} & \text{if } \delta \in \left( \frac{1}{2(1+\alpha)}, \alpha \in \left( 0, \frac{1}{2} \right), \right. \\
\{ u \in H^{1+\alpha}\delta(0, 1) : u(1) = 0 \} & \text{if } \delta \in \left( \frac{3}{2(1+\alpha)}, \alpha \in \left( \frac{1}{2}, 1 \right), \right. \\
\{ u \in H^{3/2}(0, 1) : u(1) = 0, u_x \in 0H^{1/2}(0, 1) \} & \text{if } \delta = \frac{3}{2(1+\alpha)}, \alpha \in \left( \frac{1}{2}, 1 \right), \\
\{ u \in H^{1+\alpha}\delta(0, 1) : u(1) = 0, u_x(0) = 0 \} & \text{if } \delta \in \left( \frac{3}{2(1+\alpha)}, 1 \right), \alpha \in \left( \frac{1}{2}, 1 \right). 
\end{cases} \tag{56}
\]

And the useful property by Lions and Magenes [10, Remark 12.8] which states that for every \( s \neq \frac{1}{2} \) there holds

\[
\partial_x \in \mathcal{L}(H^s(0, 1); H^{s-1}(0, 1)). \tag{57}
\]

Now, our next step is to establish the regularity of \( g \) which appears at the right-hand-side of (14 - i). We note that we cannot guarantee that \( g(1, t) = 0 \), thus, according to the characterization (56), \( g \) does not belongs to the interpolation space \([L^2(0, 1), D_\alpha]_\delta\) for \( \delta > \frac{1}{2(1+\alpha)} \). Anyway, since \( \frac{\partial}{\partial x} D^\alpha_x x^\alpha = 0 \) and \( \varphi - \frac{\varphi}{t(1+\alpha)} \) is smooth, assuming that \( h \in W^{1, \infty}(0, T) \), we obtain the following.
Hence, the property of evolution operators $G$.

The existence and regularity results of the solution to (44), given below, are the adaptation of Note 2. Moreover, by (51) we have

$$
\text{Proof.}
$$

In the proof we will apply the Banach fixed point theorem. To this end, we define operator $P$ by

$$(Pv)(x, t) = G(t, 0)v_0(x) + \int_0^t G(t, \sigma) \frac{\dot{s}(\sigma)}{s(\sigma)} xv_x(x, \sigma)d\sigma + \int_0^t G(t, \sigma)g(x, \sigma)d\sigma.
$$

We will show that for $1 - \theta < \gamma < 1$ there holds $P : Y_\gamma(0, T) \rightarrow Y_\gamma(0, T)$. At first, we notice that by the property of evolution operators $G(t, 0)v_0 \in C([0, T]; L^2(0, 1))$ and taking into account the regularity of $v_0$ together with the characterization (53), Lemma 3 and (55) we deduce that $G(t, 0)v_0 \in C((0, T]; D_\alpha)$.

Moreover, by (51) we have

$$
\|t^\gamma G(t, 0)v_0\|_{D_\alpha} \leq ct^{\gamma+\theta-1}\|v_0\|_{L^2(0, 1); D_\alpha} \rightarrow 0 \quad \text{as} \quad t \rightarrow 0 \quad \text{if} \quad \gamma > 1 - \theta.
$$

Hence, $G(t, 0)v_0 \in Y_\gamma(0, T)$. Now, let us denote

$$
f(x, \sigma) := \frac{\dot{s}(\sigma)}{s(\sigma)} xv_x(x, \sigma).
$$

**Proposition 9.** The function $g$ defined in (46) verifies that

$$
g \in L^\infty(0, T; [L^2(0, 1), D_\alpha]_\delta) \quad \text{for every} \quad \delta \in \left(0, \frac{1}{2(1+\alpha)}\right)
$$

and there exists positive $c = c(b, M, T, \varphi)$ such that

$$
\|g\|_{L^\infty(0, T; [L^2(0, 1), D_\alpha]_\delta)} \leq c\|h\|_{W^{1, \infty}(0, 1)}.
$$

Furthermore, since $x^\alpha \in 0H^\beta(0, 1)$ for any $\beta < \alpha + \frac{1}{2}$ we obtain

$$
g \in L^\infty(0, T; 0H^\beta(0, 1)) \quad \text{for any} \quad \beta < \alpha + \frac{1}{2},
$$

and for any $0 < \varepsilon < 1$ there holds $g \in L^\infty(0, T; H^{1+\alpha}(\varepsilon, 1))$.

Let us search for a mild solution to (44) in the following functional space defined for every $\gamma \in (0, 1)$ as

$$
Y_\gamma(0, T) := \{u \in C([0, T]; L^2(0, 1)) : t^\gamma u \in C([0, T]; D_\alpha)\}
$$

with the norm

$$
\|u\|_{Y_\gamma(0, T)} = \|u\|_{C([0, T]; L^2(0, 1))} + \sup_{t \in [0, T]} t^\gamma \|u(\cdot, t)\|_{D_\alpha}.
$$

**Definition 5.** We say that $v \in Y_\gamma(0, T)$ is a mild solution to (44) if it satisfies

$$
v(x, t) = G(t, 0)v_0(x) + \int_0^t G(t, \sigma) \frac{\dot{s}(\sigma)}{s(\sigma)} xv_x(x, \sigma)d\sigma + \int_0^t G(t, \sigma)g(x, \sigma)d\sigma.
$$

**Note 2.** The existence and regularity results of the solution to (44), given below, are the adaptation of analogous results given in [72]. However, it is important to note that here we consider less regularity of the initial data and a non-zero source term.

We note that if $v \in D_\alpha$ we may not expect that $v_x$ vanishes at the right endpoint of the interval. In this case, we obtain that $v_x(\cdot, t) \in [L^2(0, 1), D_\alpha]_\delta$ only for $\delta < \frac{1}{2(1+\alpha)}$. We will use this fact in the proof of the result concerning existence of mild solutions, which is given below.

**Theorem 6.** Let us assume that $h \in W^{1, \infty}(0, T)$, $v_0 \in H^{\theta(\alpha+1)}(0, 1)$ for fixed $\theta \in (0, \frac{1}{2(1+\alpha)})$. Then, for every $1 - \theta < \gamma < 1$ there exists a unique mild solution to (44) belonging to $Y_\gamma(0, T)$.

**Proof.** In the proof we will apply the Banach fixed point theorem. To this end, we define operator $P$ by

$$
(Pv)(x, t) = G(t, 0)v_0(x) + \int_0^t G(t, \sigma) \frac{\dot{s}(\sigma)}{s(\sigma)} xv_x(x, \sigma)d\sigma + \int_0^t G(t, \sigma)g(x, \sigma)d\sigma.
$$

We will show that for $1 - \theta < \gamma < 1$ there holds $P : Y_\gamma(0, T) \rightarrow Y_\gamma(0, T)$. At first, we notice that by the property of evolution operators $G(t, 0)v_0 \in C([0, T]; L^2(0, 1))$ and taking into account the regularity of $v_0$ together with the characterization (53), Lemma 3 and (55) we deduce that $G(t, 0)v_0 \in C((0, T]; D_\alpha)$.
If \( v \in Y_{\gamma}(0,T) \), we obtain that
\[
\tau^\gamma f \in L^\infty((0,T); \alpha H^\alpha(0,1))
\] (63)
and hence, recalling (53) and (55) we obtain that
\[
\tau^\gamma[f + g] \in L^\infty((0,T); [L^2(0,1), \mathcal{D}_\alpha]_\delta),
\] (64)
where \( \delta = \frac{\alpha}{\alpha + 1} \) in the case \( \alpha \in (0, \frac{1}{2}) \) and in the case \( \alpha \in [\frac{1}{2}, 1) \) by \( \delta \) we mean an arbitrary number from the interval \( (0, \frac{1}{2(\alpha + 1)}) \). For any \( 0 \leq \tau < t \leq T \) we may estimate as follows
\[
\left\| \int_0^\tau G(t,\sigma)[f + g](\cdot,\sigma)d\sigma - \int_0^\tau G(\tau,\sigma)[f + g](\cdot,\sigma)d\sigma \right\|_{L^2(0,1)}
\]
\[
\leq \int_\tau^t \left\| G(t,\sigma)[f + g](\cdot,\sigma) \right\|_{L^2(0,1)}d\sigma + \int_0^\tau \left\| (G(t,\sigma) - G(\tau,\sigma))[f + g](\cdot,\sigma) \right\|_{L^2(0,1)}d\sigma
\]
\[
\leq c \|\tau^\gamma[f + g]\|_{L^\infty(0,T;[L^2(0,1), \mathcal{D}_\alpha]_\delta)} \int_\tau^t \sigma^{-\gamma}(t - \sigma)^{\delta - 1}d\sigma,
\]
where in the last estimate we applied (50) to the first term and (54) to the second term. The expression above tends to zero as \( \tau \to t \) for any \( 0 \leq \tau < t \leq T \), thus \( \int_0^t G(t,\sigma)[f + g](\cdot,\sigma)d\sigma \in C([0,T], L^2(0,1)) \).

In view of Lemma 3 it remains to show that \( \tau^\gamma A(t) \int_0^\tau G(t,\sigma)[f + g](\cdot,\sigma)d\sigma \in C([0,T]; L^2(0,1)) \).

Concerning continuity away from zero, since \( \tau^\gamma \) is a continuous function, it is enough to show that \( A(t) \int_0^t G(t,\sigma)[f + g](\cdot,\sigma)d\sigma \in C((0,T]; L^2(0,1)) \). For any \( 0 < \tau < t \leq T \) we may estimate as follows
\[
B := \left\| A(t) \int_0^\tau G(t,\sigma)[f + g](\cdot,\sigma)d\sigma - A(\tau) \int_0^\tau G(\tau,\sigma)[f + g](\cdot,\sigma)d\sigma \right\|_{L^2(0,1)}
\]
\[
\leq \int_\tau^t \left\| A(t)G(t,\sigma)[f + g](\cdot,\sigma) \right\|_{L^2(0,1)}d\sigma + \int_0^\tau \left\| (A(t)G(t,\sigma) - A(\tau)G(\tau,\sigma))[f + g](\cdot,\sigma) \right\|_{L^2(0,1)}d\sigma
\]
By (53) and (55) we may estimate further,
\[
B \leq c \|\tau^\gamma[f + g]\|_{L^\infty(0,T;[L^2(0,1), \mathcal{D}_\alpha]_\delta)} \int_\tau^t \sigma^{-\gamma}(t - \sigma)^{\delta - 1}d\sigma
\]
\[
+ c \|\tau^\gamma[f + g]\|_{L^\infty(0,T;[L^2(0,1), \mathcal{D}_\alpha]_\delta)} \int_0^\tau \sigma^{-\gamma} \frac{(t - \tau)^a}{(t - \sigma)^{1-\delta}} + \frac{1}{(\sigma - \tau)^{1-\delta}} - \frac{1}{(t - \sigma)^{1-\delta}} d\sigma
\]
for any \( a \in (0, 1) \) and the last expression tends to zero as \( \tau \to t \) for any \( 0 < \tau < t \leq T \). To show the continuity up to zero we notice that, by (51) we may estimate as follows
\[
\left\| \tau^\gamma \int_0^t G(t,\sigma)[f + g](\cdot,\sigma)d\sigma \right\|_{\mathcal{D}_\alpha} \leq \tau^\gamma \int_0^t \left\| G(t,\sigma)[f + g](\cdot,\sigma) \right\|_{\mathcal{D}_\alpha} d\sigma
\]
\[
\leq c \tau^\gamma \int_0^t (t - \sigma)^{\delta - 1} \left\| [f + g](\cdot,\sigma) \right\|_{L^2(0,1), \mathcal{D}_\alpha} d\sigma
\]
\[
\leq c \|\tau^\gamma[f + g]\|_{L^\infty(0,T;[L^2(0,1), \mathcal{D}_\alpha]_\delta)} \int_0^t \sigma^{-\gamma}(t - \sigma)^{\delta - 1}d\sigma \to 0 \text{ as } t \to 0.
\]
Hence we proved that \( \int_0^t G(t,\sigma)[f + g](\cdot,\sigma)d\sigma \in Y_{\gamma}(0,T) \) and thus \( \tau^\gamma : Y_{\gamma}(0,T) \to Y_{\gamma}(0,T) \).

Now, we will show that \( P \) is a contraction on \( Y_{\gamma}(0,T_1) \) for \( T_1 \) small enough. We note that, if \( \tau^\gamma v \in C([0,T]; \mathcal{D}_\alpha) \), then \( \tau^\gamma v_x \in C([0,T]; \alpha H^\alpha(0,1)) \) and \( \tau^\gamma x v_x \in C([0,T]; \alpha H^\alpha(0,1)) \).
Then, if we take \( v_1, v_2 \in Y_{\gamma}(0, T_1) \),

\[
P(v_1)(x, t) - P(v_2)(x, t) = \int_0^t G(t, \sigma) \frac{\dot{s}(\sigma)}{s(\sigma)} x(v_1, x - v_2, x)(x, \sigma) d\sigma
\]

and applying (50) we obtain that

\[
\|P(v_1) - P(v_2)\|_{C([0, T_1], L^2(0, 1))} \leq \sup_{t \in [0, T_1]} \int_0^t \left\| G(t, \sigma) \frac{\dot{s}(\sigma)}{s(\sigma)} x(v_1, x - v_2, x)(\cdot, \sigma) \right\|_{L^2(0, 1)} d\sigma
\]

\[
\leq c \sup_{t \in [0, T_1]} \left\| \frac{\dot{s}(t)}{s(t)} t^\gamma x(v_1, x - v_2, x)(\cdot, t) \right\|_{L^2(0, 1), D_\alpha} \int_0^t \sigma^{-\gamma}(t - \sigma)^{\delta - 1} d\sigma
\]

\[
\leq c \frac{M}{b} \|v_1 - v_2\|_{Y_{\gamma}(0, T_1)} \sup_{t \in [0, T_1]} t^\gamma \int_0^t \sigma^{-\gamma}(t - \sigma)^{\delta - 1} d\sigma \leq c \frac{M}{b} \|v_1 - v_2\|_{Y_{\gamma}(0, T_1)} T_1^{1-\gamma} \Gamma(1 + \delta - \gamma),
\]

where the positive constant \( c \) comes from (50). Hence, there exists \( \lambda \in (0, 1) \) such that

\[
\|P(v_1)(t) - P(v_2)(t)\|_{C([0, T_1], L^2(0, 1))} \leq \lambda \|v_1 - v_2\|_{Y_{\gamma}(0, T_1)},
\]

whenever \( T_1 < \left( \frac{(1+\gamma)}{cM \Gamma(\delta) \Gamma(1 - \gamma)} \right)^{\frac{1}{\gamma}} \). Furthermore, applying (51) we have

\[
\sup_{t \in [0, T_1]} t^\gamma \|P(v_1)(t) - P(v_2)(t)\|_{D_\alpha} \leq \sup_{t \in [0, T_1]} t^\gamma \left\| G(t, \sigma) \frac{\dot{s}(\sigma)}{s(\sigma)} x(v_1, x - v_2, x)(\cdot, \sigma) \right\|_{D_\alpha} d\sigma
\]

\[
\leq c \frac{M}{b} \|v_1 - v_2\|_{Y_{\gamma}(0, T_1)} \sup_{t \in [0, T_1]} t^\gamma \int_0^t \sigma^{-\gamma}(t - \sigma)^{\delta - 1} d\sigma \leq c \frac{M}{b} \|v_1 - v_2\|_{Y_{\gamma}(0, T_1)} T_1^{1-\gamma} \Gamma(1 + \delta - \gamma),
\]

where the constant \( c > 0 \) comes from (51). Thus, there exists \( \lambda \in (0, 1) \) such that

\[
\sup_{t \in [0, T_1]} t^\gamma \|P(v_1)(t) - P(v_2)(t)\|_{D_\alpha} \leq \lambda \|v_1 - v_2\|_{Y_{\gamma}(0, T_1)},
\]

whenever

\[
T_1 < \left( \frac{b \Gamma(1 + \delta - \gamma)}{cM \Gamma(\delta) \Gamma(1 - \gamma)} \right)^{\frac{1}{\gamma}}.
\]

Finally, by the Banach fixed point theorem we obtain that there exists a unique solution to (61) belonging to \( Y_{\gamma}(0, T_1) \) for any \( T_1 < \min \left\{ \left( \frac{(1+\gamma)}{cM \Gamma(\delta) \Gamma(1 - \gamma)} \right)^{\frac{1}{\gamma}}, \left( \frac{b \Gamma(1 + \delta - \gamma)}{cM \Gamma(\delta) \Gamma(1 - \gamma)} \right)^{\frac{1}{\gamma}} \right\} \). We may extend the solution on the whole interval \([0, T]\) applying the standard argument. \( \square \)

**Lemma 4.** The mild solution \( v \) obtained in Theorem 3 satisfies additionally \( v_t \in L^\infty_{loc}((0, T]; L^2(0, 1)) \) and

\[
v_t - \frac{x}{s(t)} v_x = -\frac{1}{s^{1+\alpha}} \frac{\partial}{\partial x} D^\alpha_x v = g \text{ in } L^2(0, 1), \text{ for almost all } t \in (0, T).
\]

**Proof.** Using definition (62) we may rewrite (61) as follows

\[
v(x, t) = G(t, 0)v_0(x) + \int_0^t G(t, \sigma)f(x, \sigma)d\sigma + \int_0^t G(t, \sigma)g(x, \sigma)d\sigma.
\]

From the properties of evolution operators we infer that for every \( t \in (0, T] \) we have

\[
\frac{\partial}{\partial t} G(t, 0)v_0 = A(t)G(t, 0)v_0 \text{ in } L^2(0, 1).
\]
We will calculate the difference quotient of the second term on the right hand side of (65). Let us assume that \( h > 0 \), in the case \( h < 0 \) the proof is similar. We have

\[
\frac{1}{h} \left[ \int_0^{t+h} G(t+h,\sigma)f(x,\sigma)d\sigma - \int_0^t G(t,\sigma)f(x,\sigma)d\sigma \right] = \frac{1}{h} \int_0^t (G(t+h,\sigma) - G(t,\sigma))f(x,\sigma)d\sigma + \frac{1}{h} \int_t^{t+h} G(t+h,\sigma)f(x,\sigma)d\sigma =: I_1 + I_2.
\]

In order to deal with \( I_1 \) we recall that for every \( 0 \leq \sigma < t \leq T \) and every \( z \in L^2(0,1) \) the following limit holds in \( L^2(0,1) \)

\[
\lim_{h \to 0} \frac{1}{h} (G(t+h,\sigma) - G(t,\sigma))z = A(t) G(t,\sigma)z.
\]

Making use of (64) we obtain that

\[
t^\gamma f \in L^\infty(0,T;[L^2(0,1),D_\alpha]|_\delta), \quad \text{where} \quad \delta = \frac{\alpha}{1+\alpha} \quad \text{for} \quad \alpha \in (0,\frac{1}{2}) \quad \text{and} \delta \quad \text{denotes any fixed number from the interval} \quad (0,\frac{1}{2^{1+\alpha}}) \quad \text{if} \quad \alpha \in [\frac{1}{2},1). \quad \text{Further, applying} \quad (65) \quad \text{we obtain that}
\]

\[
\left\| \frac{1}{h} [G(t+h,\sigma) - G(t,\sigma)]f(\cdot,\sigma) \right\|_{L^2(0,1)} = \left\| \frac{1}{h} \int_t^{t+h} \frac{\partial}{\partial p} G(p,\sigma)f(\cdot,\sigma)dp \right\|_{L^2(0,1)} \leq c \int_t^{t+h} (p-\sigma)^{\delta-1\gamma} dp \sigma^{-\gamma} \|t^\gamma f\|_{L^\infty(0,T;[L^2(0,1),D_\alpha]|_\delta)}.
\]

Hence, we may apply the Lebesgue dominated convergence theorem to pass to the limit under the integral sign in \( I_1 \) and we get

\[
\frac{1}{h} \int_0^t (G(t+h,\sigma) - G(t,\sigma))f(x,\sigma)d\sigma \to \int_0^t A(t) G(t,\sigma) f(x,\sigma)d\sigma.
\]

We decompose \( I_2 \) as follows

\[
\frac{1}{h} \int_t^{t+h} G(t+h,\sigma)f(x,\sigma)d\sigma = \frac{1}{h} \int_t^{t+h} G(t,\sigma)f(x,\sigma)d\sigma + \frac{1}{h} \int_t^{t+h} (G(t+h,\sigma) - G(t,\sigma))f(x,\sigma)d\sigma = I_{2,1} + I_{2,2}.
\]

We note that due to the Lebesgue differentiation theorem in Banach spaces we obtain that \( I_{2,1} \) converges to \( f(x,t) \) in \( L^2(0,1) \) for almost all \( t \in (0,T) \). For \( I_{2,2} \), denoting by \( E \) the identity, we have

\[
I_{2,2} = \frac{1}{h} \int_t^{t+h} (G(t+h,\sigma) - G(t,\sigma))f(x,\sigma)d\sigma = \frac{(G(t+h,t) - E)}{h} \int_t^{t+h} G(t,\sigma)f(x,\sigma)d\sigma.
\]

Thus, using again the Lebesgue differentiation theorem in Banach spaces and the continuity of \( G(t,\cdot) \) in \( L^2(0,1) \) we obtain that \( I_{2,2} \) converges to zero in \( L^2(0,1) \) for almost all \( t \in (0,T) \). Summing up the results we obtain that the following identity holds in \( L^2(0,1) \) for almost all \( t \in [0,T] \)

\[
\lim_{h \to 0^+} \frac{1}{h} \left[ \int_0^{t+h} G(t+h,\sigma)f(x,\sigma)d\sigma - \int_0^t G(t,\sigma)f(x,\sigma)d\sigma \right] = A(t) G(t,0)v_0(x) + A(t) \int_0^t G(t,\sigma)f(x,\sigma)d\sigma + f(x,t).
\]

Proceeding similarly we may obtain analogous identity for \( g \) and hence applying the formula (65) and the definitions of \( f \) and \( A \) we arrive at

\[
v_t(x,t) = \frac{1}{s^{1+\alpha}(t)} \frac{\partial}{\partial x} D_s^\alpha v(x,t) + \frac{\dot{s}(t)}{s(t)} x v_x(x,t) + g(x,t)
\]

in \( L^2(0,1) \), for almost all \( t \in (0,T) \) and we obtain the claim of lemma. The regularity comes from (65) and (17).
3.3 Improved regularity of the mild solution.

Our goal now is to improve the regularity of the mild solution to (44), given by Theorem [6]. The proof of the existence of the solution to Stefan problem relies on the maximum principle. Because of that, here we would like to obtain that the solution to (44) satisfies (25).

As we have already noted, from the definition of $D_\alpha$ we may not expect that $v_x$ vanishes at the right endpoint of the interval. Hence, even having $v$ smooth, we obtain that $v_x(\cdot, t) \notin [L^2(0, 1), D_{\alpha}]$ only for $\delta < \frac{1}{2(1+\alpha)}$. That is why in a proof of increased regularity of the solution to (44) we will make use of the following results.

**Lemma 5.** [17, Lemma 2] Let us assume that $\alpha \in (\frac{1}{2}, 1)$ and $u_\sigma \in 0H^\alpha(0, 1)$. We denote by $u$ the solution to the problem

\[
\begin{align*}
&u_t = A(t)u & 0 < x < 1, & 0 \leq \sigma < t < T, \\
&u(x, \sigma) = u_\sigma(x) & 0 < x < 1,
\end{align*}
\]

(66)

given by the evolution operator generated by the family $A(t)$. Then, for every $0 < \gamma < \alpha$, for every $0 < \varepsilon < \omega < 1$ there exists a positive constant $c = c(\alpha, b, M, T, \varepsilon, \omega, \gamma)$, where $b, M$ comes from [17], such that

\[
\|A(t)u(\cdot, t)\|_{H^\gamma(\varepsilon, \omega)} \leq c(t - \sigma)^{-\frac{\beta + \gamma + 1 - \alpha}{\alpha}} \|u_\sigma\|_{0H^\alpha(0, 1)},\quad \text{for every } t \in (\sigma, T].
\]

**Lemma 6.** [17, Lemma 3] Let $0 < \alpha \leq \frac{1}{2}$. Let us assume that $u_\sigma \in H^\beta_{\text{loc}}(0, 1) \cap H^\gamma(0, 1)$, where $\frac{1}{2} < \beta < 1$ and $0 < \gamma < \frac{1}{2}$ are fixed. We denote by $u$ the solution to the problem

\[
\begin{align*}
&u_t = A(t)u & 0 < x < 1, & 0 \leq \sigma < t < T, \\
&u(x, \sigma) = u_\sigma(x) & 0 < x < 1,
\end{align*}
\]

(67)

given by the evolution operator generated by the family $A(t)$. Then, for every $(\beta - \alpha, \beta - \gamma) < \beta_1 \beta_1$, for every $0 < \varepsilon < \omega < 1$, there exists a positive constant $c = c(\alpha, b, M, T, \varepsilon, \omega, \beta, \beta_1)$, such that for every $t \in (\sigma, T]$ there holds

\[
\|A(t)u(\cdot, t)\|_{H^{\beta_1}(\varepsilon, \omega)} \leq c(t - \sigma)^{-\frac{\beta_1 - \beta + \alpha + 1 - \alpha}{\alpha}} (\|u_\sigma\|_{H^\beta(\frac{\varepsilon}{2}, \frac{\omega}{2})} + \|u_\sigma\|_{H^\gamma(0, 1)}).
\]

**Lemma 7.** Let us assume that $h \in W^{1, \infty}(0, T)$, $v_0 \in 0H^{(\alpha+1)}(0, 1)$ for fixed $\theta \in (\frac{1}{2(1+\alpha)}, 1]$, and that $v$ is the solution to (44) obtained in Theorem [7]. Then the following results hold:

1. For every $\alpha \in (0, 1)$ and every $\gamma \in (0, \frac{1}{2})$ there holds

\[
v_x \in L^\infty_0(0, T; 0H^{\alpha+\gamma}(0, 1)).
\]

(68)

2. There exists $\gamma > \frac{1}{2(1+\alpha)}$ such that

\[
v \in L^\infty(0, T; [L^2(0, 1), D_{\alpha}])
\]

(69)

3. There exists $\beta > \frac{1}{2}$ such that

\[
v \in L^\infty_0(0, T; H^{\beta+1+\alpha}_{\text{loc}}(0, 1))\text{ and } \partial^\alpha v_x \in L^\infty_0(0, T; H^\beta_{\text{loc}}(0, 1))
\]

(70)

4. Moreover, there exists $\beta > \frac{1}{2}$ such that

\[
v \in C((0, T]; H^{\beta+1+\alpha}_{\text{loc}}(0, 1))\text{ and } \partial^\alpha v_x \in C((0, T]; H^\beta_{\text{loc}}(0, 1)).
\]

(71)
Proof. We divide the proof into a few cases. Before start, we would notice that the constant $\gamma$ given in Theorem \[6\] can be an arbitrary number in the interval $\left(1 - \frac{1}{2(1+\alpha)}, 1\right)$ due to the fact that the regularity assumed over the initial condition in this Lemma is stronger than the one required Theorem \[6\].

Case 1: $\alpha \in \left(\frac{1}{2}, 1\right)$

1. Let $\bar{\gamma} \in (0, \frac{1}{2})$. Then, $\frac{\bar{\gamma}}{1+\alpha} \in \left(0, \frac{1}{2(1+\alpha)}\right)$ and from (64) $\gamma(f + g) \in L^\infty(0, T; [L^2(0, 1), D_\alpha])$. We apply the operator $A(t)$ to (65) and estimate its norm in an interpolation space to obtain that

$$
\|A(t)v\|_{[L^2(0, 1), D_\alpha]} \leq \leq \|A(t)G(t, 0)v_0\|_{[L^2(0, 1), D_\alpha]} + \|A(t)\int_0^t G(t, \cdot) [f(\cdot, \cdot) + g(\cdot, \cdot)]d\sigma\|_{[L^2(0, 1), D_\alpha]} \leq \|A(t)G(t, 0)v_0\|_{[L^2(0, 1), D_\alpha]} + \int_0^t \|A(t)G(t, \cdot)\|_{[L^2(0, 1), D_\alpha]} \frac{\sigma - \bar{\gamma}}{1+\alpha} d\sigma
$$

(72)

Now we consider $0 < \bar{\gamma} < \mu < \frac{1}{2}$ and from (59) we obtain that

$$
\|A(t)v\|_{[L^2(0, 1), D_\alpha]} \leq \leq c_1 t^{-1-\frac{\gamma}{1+\alpha} + \mu} \|v_0\|_{[L^2(0, 1), D_\alpha]} + c_2 \int_0^t (t - \sigma)^{-1-\frac{\gamma}{1+\alpha} + \mu} \sigma - \bar{\gamma} d\sigma \|f(\cdot, \cdot) + g(\cdot, \cdot)\|_{L^\infty(0, T; [L^2(0, 1), D_\alpha])} \frac{\sigma - \bar{\gamma}}{1+\alpha}
$$

(73)

Thus, $A(t)v \in L^\infty(0, T; [L^2(0, 1), D_\alpha])$ for every $\bar{\gamma} \in (0, \frac{1}{2})$ which in view of (17) and Corollary \[1\] leads to (68) in the case $\alpha \in \left(\frac{1}{2}, 1\right)$ due to the fact that $[L^2(0, 1), D_\alpha] \frac{\gamma}{1+\alpha} = 0H^{\bar{\gamma}}(0, 1)$ when $\bar{\gamma} \in (0, \frac{1}{2})$.

2. Let $\gamma$ be the constant given in Theorem \[6\] Then $1 - \gamma > 0$ and we can set $k \in \mathbb{N}$ such that $\hat{\gamma} := \frac{1}{2(1+\alpha)} + \frac{1}{k}$ verifies that

$$
\hat{\gamma} < \theta, \quad \hat{\gamma} < \frac{3}{2(1+\alpha)}.
$$

(74)

Form the assumption on $v_0$ and (56) it holds that $v_0 \in [0H^{\theta(1+\alpha)}(0, 1) \subset 0H^{\gamma(1+\alpha)}(0, 1) = [L^2(0, 1), D_\alpha]_{\hat{\gamma}}$ and we can apply (52) to (61) to obtain that for every $\delta < \frac{1}{2(1+\alpha)} < \hat{\gamma}$

$$
\|v(\cdot, t)\|_{[L^2(0, 1), D_\alpha]_{\hat{\gamma}}} \leq \|G(t, \cdot)\|_{[L^2(0, 1), D_\alpha]_{\hat{\gamma}}} + \int_0^t \|G(t, \sigma)\|_{[L^2(0, 1), D_\alpha]_{\hat{\gamma}}} d\sigma \leq c_1 \|v_0\|_{[L^2(0, 1), D_\alpha]_{\hat{\gamma}}} + c_2 \|t^{\gamma(1+\alpha)}\|_{L^\infty(0, T; [L^2(0, 1), D_\alpha]_{\hat{\gamma}}} \int_0^t \|f(\cdot, \cdot)\|_{L^\infty(0, T; [L^2(0, 1), D_\alpha]_{\hat{\gamma}}} d\sigma
$$

(75)

By choosing a particular $\delta := \frac{1}{2(1+\alpha)} - \frac{\gamma}{1+\alpha}$ it holds that $1 - \gamma - (\hat{\gamma} - \delta) > 0$ and (69) holds.

3. Let $\delta = -\frac{1}{2(1+\alpha)} > \frac{1}{2(1+\alpha)}$. Then $\delta(1+\alpha) > 1/2$ and we can not work in the interpolation spaces. However we can apply Lemma \[6\] to obtain that for any $0 < \varepsilon < \omega < 1$ and any $0 < \bar{\theta} < \delta$

$$
\|A(t)\int_0^t G(t, \cdot) [f(\cdot, \cdot) + g(\cdot, \cdot)]d\sigma\|_{H^{\gamma(1+\alpha)}(\varepsilon, \omega)} \leq cB(1-\gamma, \delta - \bar{\theta}) \|f(\cdot, \cdot) + g(\cdot, \cdot)\|_{L^\infty(0, T; [L^2(0, 1), D_\alpha])}.
$$

(76)
Furthermore by (33) we have
\[
\|A(t)G(t,0)v_0\|_{H^{(1+\sigma)}_x(e,\omega)} \leq \|A(t)G(t,0)v_0\|_{L^2(0,1),D_{\alpha}} \leq c t^{-1-\overline{\theta}+\theta}\|v_0\|_{L^2(0,1),D_{\alpha}}. \tag{77}
\]

At last, (74) and (77) yields that \(\|A(t)v(\cdot,t)\|_{H^{(1+\sigma)}_x(e,\omega)} \leq C(t,\alpha,\overline{\theta},\delta,h,v_0), \forall t \in (0,T)\). Since \(\alpha > 1/2\), we may choose \(\overline{\theta}\) large enough so that \(\beta := (1+\alpha)\overline{\theta} > 1/2\). Then \(A(t)v \in L^\infty_\sigma(0,T;H^\beta_\sigma(0,1))\), and from (17) and Lemma 1 (70) holds.

**Case 2:** \(\alpha \in \left[\frac{1}{2}, \frac{1}{2}\right]\)

1. Let \(\delta = \frac{\alpha}{1+\alpha} \leq \frac{1}{2}\) in the case \(\alpha < \frac{1}{2}\) and for \(\alpha = \frac{1}{2}\) by \(\delta\) we mean arbitrary number from the interval \((0,\frac{1}{2})\). Then \(H^{\alpha}(0,1) \subset [L^2(0,1),D_{\alpha}]\) (with equality when \(\alpha < \frac{1}{2}\)). From Theorem 3 \(t^\gamma f \in L^\infty_\sigma(0,T;H^{\gamma}(0,1))\), thus applying (33), we obtain that for any \(\overline{\theta} < \delta\)
\[
\left\|A(t) \int_0^t G(t,\sigma) [f(\cdot,\sigma) + g(\cdot,\sigma)] d\sigma \right\|_{L^2(0,1),D_{\alpha}} \leq \int_0^t \left( t^{-\overline{\theta}} \right)_{\sigma} \left\|t^\gamma [f(\cdot,\sigma) + g(\cdot,\sigma)]\right\|_{L^2(0,1),D_{\alpha}} d\sigma \leq c B(\overline{\theta},1-\gamma) \int_0^t t^{\delta-\overline{\theta}+\gamma} \left\|t^\gamma (f + g)\right\|_{L^\infty(0,T)L^2(0,1)} dt. \tag{78}
\]

Also, by (33) we have
\[
\left\|A(t)G(t,0)v_0\right\|_{L^2(0,1),D_{\alpha}} \leq c t^{-1-\overline{\theta}+\theta}\|v_0\|_{L^2(0,1),D_{\alpha}}. \tag{79}
\]

Then, taking into account (78) and (79), we deduce that
\[
\left\|t^\gamma \partial^\alpha v_x\right\|_{L^2(0,1),D_{\alpha}} \leq \tilde{c} t^\gamma \max\{\delta - \overline{\theta}+\gamma, t^{-1-\overline{\theta}+\theta}\} \tag{80}
\]

We estimate the right hand side in (33) as follows: If \(\max\{\delta - \overline{\theta}+\gamma, t^{-1-\overline{\theta}+\theta}\} = \delta - \overline{\theta}+\gamma\), then \(t^\gamma \max\{\delta - \overline{\theta}+\gamma, t^{-1-\overline{\theta}+\theta}\} = t^\gamma \delta - \overline{\theta}+\gamma\), where \(\delta - \overline{\theta}+\gamma > 0\). If, by the contrary \(\max\{\delta - \overline{\theta}+\gamma, t^{-1-\overline{\theta}+\theta}\} = t^{-1-\overline{\theta}+\theta}\), then \(t^\gamma \max\{\delta - \overline{\theta}+\gamma, t^{-1-\overline{\theta}+\theta}\} = t^{-1-\overline{\theta}+\theta} + \gamma - 1-\overline{\theta}+\theta > 0\) if we take \(\gamma \in \left(1 - \frac{1}{2(1+\alpha)} + \delta, 1\right)\). Thus,
\[
\left\|t^\gamma \partial^\alpha v_x\right\|_{H^{(1+\sigma)}_x(e,\omega)} = \|t^\gamma \partial^\alpha v_x\|_{L^2(0,1),D_{\alpha}} \leq C, \forall t \in [0,T]. \tag{81}
\]

and by applying Corollary 1 it yields
\[
\left\|t^\gamma v_x\right\|_{H^{(1+\sigma)}_x(e,\omega)} \leq C_1 \||t^\gamma v_x\|_{H^{(1+\sigma)}_x(e,\omega)} \leq C_2, \forall t \in [0,T]. \tag{82}
\]

From (82), denoting \(\gamma_0 := (1+\alpha)\overline{\theta}\) we can deduce that \(t^\gamma f \in L^\infty(0,T;H^{\gamma_0}(0,1))\), for every \(\gamma_0 \in (0,\alpha)\). On the other hand, since \(\alpha < \frac{1}{2}\) from (33) we deduce that \(g \in L^\infty(0,T;H^{\gamma_0}(0,1))\), then \(t^\gamma g \in L^\infty(0,T;H^{\gamma_0}(0,1))\) and we conclude that
\[
t^\gamma [f + g] \in L^\infty(0,T;H^{\gamma_0}(0,1)), \quad \forall \gamma_0 \in (0,\alpha), \text{ if } \gamma \in \left(1 - \frac{1}{2(1+\alpha)} + \delta, 1\right). \tag{83}
\]

or equivalently,
\[
t^\gamma [f + g] \in L^\infty(0,T;H^{\gamma_1}(0,1)), \quad \forall \gamma_1 \in (\alpha,2\alpha), \text{ if } \gamma \in \left(1 - \frac{1}{2(1+\alpha)} + \delta, 1\right). \tag{84}
\]
Now we take an arbitrary $\gamma_1 < \frac{1}{2}$ (due to the fact that $\frac{1}{3} < \alpha \leq \frac{1}{2}$) and we set $\delta_1 = \frac{\gamma_1}{1+\alpha} < \frac{1}{2(1+\alpha)}$. Proceeding as in (78) and (79) we conclude that, for every $\theta < \delta_1$,

$$
\left\| A(t) \int_0^t G(t, \sigma) [f(\cdot, \sigma) + g(\cdot, \sigma)] d\sigma \right\|_{L^2(0,1),D_\alpha} \leq \left\| A(t) G(t,0) v_0 \right\|_{L^2(0,1),D_\alpha} \leq c B(\delta_1 - \theta, 1 - \gamma) t^{1-\bar{\gamma}} \gamma \| t^\gamma(f + g) \|_{L^\infty(0,T;L^2(0,1),D_\alpha)} \, ,
$$

(85)

where we have taken a particular $\gamma$ in the last estimate such that (84) holds. Besides, we have that

$$
\| A(t) G(t,0) v_0 \|_{L^2(0,1),D_\alpha} \leq ct^{-1/\bar{\gamma} + \theta} \| v_0 \|_{L^2(0,1),D_\alpha} \, ,
$$

(86)

from which, we deduce by the standard arguments, that

$$
\partial^\alpha v_x \in L^\infty_\text{loc}(0,T;H^{1+\alpha}(0,1)) \, , \quad \forall \theta < \delta_1,
$$

or equivalently, by denoting $\bar{\gamma} = \theta(1+\alpha)$, we have that

$$
\partial^\alpha v_x \in L^\infty_\text{loc}(0,T;H^{\bar{\gamma}}(0,1)) \, , \quad \forall \bar{\gamma} \in (0,\gamma_1).
$$

Since $\gamma_1$ is an arbitrary number in $(0,\frac{1}{2})$, applying Corollary 1 we deduce (88).

2. Let $\gamma$ satisfy (84). Let $\gamma_1 = \frac{1}{2} - (\frac{1-\gamma)(1+\alpha)}{2}$, and $\delta_1 = \frac{\gamma_1}{1+\alpha} = \frac{1}{2(1+\alpha)} - \frac{1-\gamma}{2}$.

Then, defining $\bar{\gamma} := \delta_1 + 1 - \gamma = \frac{1}{2(1+\alpha)} - \gamma$, and applying (52), we have that

$$
\| v \|_{L^2(0,1),D_\alpha} \leq \| G(t,0) v_0 \|_{L^2(0,1),D_\alpha} + \int_0^t \| G(t,\sigma) [f(\cdot, \sigma) + g(\cdot, \sigma)] \|_{L^2(0,1),D_\alpha} d\sigma \leq c_1 \| v_0 \|_{L^2(0,1),D_\alpha} + c_2 B(1 - \gamma, 1 + \delta_1 - \bar{\gamma}) t^{1-\bar{\gamma} + \delta_1 - \gamma} \| t^\gamma(f + g) \|_{L^\infty(0,T;L^2(0,1),D_\alpha)} \, ,
$$

(87)

By definition of $\bar{\gamma}$, we have that $1 - \bar{\gamma} + \delta_1 - \gamma = 0$. Then, (89) holds.

3. Let us denote $\delta_1 = \frac{\gamma_1}{1+\alpha}$ where $\gamma_1 \in (\frac{1}{2},2\alpha)$ is a constant from (84), and let $\bar{\theta} < \delta_1$. Then

$$
\| A(t)v(\cdot,t) \|_{H^{1+\alpha}(\bar{\gamma},\omega)} \leq \| A(t) G(t,0) v_0 \|_{H^{1+\alpha}(\bar{\gamma},\omega)} + \int_0^t \| A(t) G(t,\sigma)(f + g)(\cdot, \sigma) \|_{H^{1+\alpha}(\bar{\gamma},\omega)} d\sigma \, ,
$$

(88)

and applying (85)

$$
\| A(t) G(t,0) v_0 \|_{H^{1+\alpha}(\bar{\gamma},\omega)} \leq \| A(t) G(t,0) v_0 \|_{L^2(0,1),D_\alpha} \leq ct^{-1-\theta + \bar{\theta}} \| v_0 \|_{L^2(0,1),D_\alpha} \, ,
$$

(89)

Now we consider $\gamma$ such that (84) holds and we apply Lemma 8 with $\beta = \gamma_1$, $\beta_1 = \bar{\theta}(1+\alpha)$, $\bar{\gamma} = \alpha$ asking $\bar{\theta}$ to verify that $\bar{\theta}(1+\alpha) > \alpha$.

$$
\int_0^t \| A(t) G(t,\sigma)(f + g)(\cdot, \sigma) \|_{H^{1+\alpha}(\bar{\gamma},\omega)} d\sigma \leq c_2 \int_0^t (t - \sigma)^{-1+\delta_1 - \bar{\theta} - \gamma} \left( \| \sigma^\gamma (f + g)(\cdot, \sigma) \|_{H^{1+\alpha}(\bar{\gamma},\omega)} + \| \sigma^\gamma (f + g)(\cdot, \sigma) \|_{H^{\alpha}(0,1)} \right) d\sigma \leq c_2 \int_0^t (t - \sigma)^{-1+\delta_1 - \bar{\theta} - \gamma} d\sigma \left( \| t^\gamma(f + g) \|_{L^\infty(0,T;H^{1+\alpha}(\bar{\gamma},\omega))} + \| t^\gamma(f + g) \|_{L^\infty(0,T;H^{\alpha}(0,1))} \right) \, ,
$$

(90)
Then, taking into account that $\overline{\theta} < \delta_1$, we have
\[
\int_0^t \| A(t)G(t,\sigma)(f + g)(\cdot, \sigma) \|_{H^{(1+\alpha)}(\varepsilon, \omega)}^2 d\sigma \leq c_3 B(\delta_1 - \overline{\theta}, 1 - \gamma) t^{\delta_1 - \overline{\theta} - \gamma}
\] (91)
and hence
\[
A(t)v \in L^\infty_{\text{loc}}(0, T; H^{(1+\alpha)}_{\text{loc}}(0, 1)) \text{ for every } \frac{\alpha}{1+\alpha} < \overline{\theta} < \delta_1 < \frac{2\alpha}{1+\alpha}.
\]
Thus,
\[
\partial^\alpha v_x \in L^\infty_{\text{loc}}(0, T; H^{(1+\alpha)}_{\text{loc}}(0, 1)), \text{ for every } \overline{\theta} \text{ such that } \alpha < \overline{\theta}(1 + \alpha) < \gamma_1,
\]
where $\gamma_1$ was taken greater than $\frac{1}{2}$. Then there exists $\beta > \frac{1}{2}$ such that $\partial^\alpha v_x \in L^\infty_{\text{loc}}(0, T; H^\beta_{\text{loc}}(0, 1))$.

Applying Lemma 1 we get that
\[
v_x \in L^\infty_{\text{loc}}(0, T; H^{\beta+\alpha}_{\text{loc}}(0, 1)).
\]
and
\[
v \in L^\infty_{\text{loc}}(0, T; H^{\beta+\alpha+1}_{\text{loc}}(0, 1)).
\]

Case 3: $\alpha \in \left(\frac{1}{2(k+1)}, \frac{1}{2k}\right], \text{ with } k \in \mathbb{N}, k \geq 2$.

Let us start with the regularity of the term $t^\gamma f$. We first note that (84) is valid for every $\alpha \in \left(0, \frac{1}{2}\right)$. Next we consider $\delta_1 = \frac{\gamma_1}{1+\alpha}$ where $\gamma_1$ is a constant in (83). Then the estimations (78) and (79) are valid for every $\overline{\theta} < \delta_1$, where in this case $\overline{\theta} < \frac{\gamma_1}{1+\alpha} < \frac{2\alpha}{1+\alpha}$. After that, we note that (81) holds if $\gamma - 1 + \theta - \overline{\theta} > 0$, but since $\theta > \frac{1}{1+\alpha}$ (this condition is verified for every $\overline{\theta} < \delta_1$ if $\gamma \in \left(1 - \frac{1}{2(1+\alpha)}, 0\right)$).

Then, using (33), we can conclude that
\[
t^\gamma[f + g] \in L^\infty(0, T; 0 H^{\gamma+\alpha}(0, 1)), \forall \overline{\theta} < \delta_1, \text{ if } \gamma \in \left(1 - \frac{1}{2(1+\alpha)}, 0\right). \tag{92}
\]
Which leads to
\[
t^\gamma[f + g] \in L^\infty(0, T; 0 H^{\gamma+\alpha}(0, 1)), \forall \gamma_2 \in (0, 3\alpha), \text{ if } \gamma \in \left(1 - \frac{1}{2(1+\alpha)}, 0\right). \tag{93}
\]
Repeating the previous reasoning $k$ times, we conclude that, for $\alpha \in \left(\frac{1}{2(k+1)}, \frac{1}{2k}\right]$ with $\delta_k := \frac{\gamma_k}{1+\alpha}$ we have
\[
t^\gamma[f + g] \in L^\infty(0, T; 0 H^{\gamma_k}(0, 1)), \forall \gamma_k \in (0, (k+1)\alpha), \text{ if } \gamma \in \left(1 - \frac{1}{2(1+\alpha)}, 0\right) + \delta_{k-1}, 0\right). \tag{94}
\]
1. Consider $\gamma_k < \frac{1}{2}$ arbitrary (which is possible due to the fact that $\frac{1}{2(k+1)} < \alpha < \frac{1}{2k}$) and denote $\delta_k = \frac{\gamma_k}{1+\alpha}$. Then proceeding as in item 1 of the former case we can say that (84) with $\delta_k$ instead of $\delta_1$, holds for every $\overline{\theta} < \delta_k$, if we take an auxiliary $\gamma$ verifying (14). Also we have (50) and then we can conclude that
\[
\partial^\alpha v_x \in L^\infty(0, T; H^{(1+\alpha)}_{\text{loc}}(0, 1)), \forall \overline{\theta} < \delta_k,
\]
or equivalently, by denoting $}\overline{\theta} = \overline{\theta}(1 + \alpha)$, we have that
\[
\partial^\alpha v_x \in L^\infty(0, T; H^\gamma_{\text{loc}}(0, 1)), \forall \overline{\gamma} \in (0, \gamma_k), \forall \gamma_k < \frac{1}{2},
\]
that is,
\[
\partial^\alpha v_x \in L^\infty(0, T; H^\gamma(0, 1)), \forall \overline{\gamma} \in \left(0, \frac{1}{2}\right).
\]
Then, by Corollary 3 and (40) we get that, for \( \alpha \in \left( \frac{1}{2(k+1)}, \frac{1}{2k} \right) \),
\[
v_x \in L^\infty_{loc}(0, T; H^{\gamma+\alpha}(0, 1), \ \forall \gamma \in \left( 0, \frac{1}{2} \right)).
\]

2. It is analogous to the case \( \alpha \in \left( \frac{1}{2}, \frac{3}{4} \right) \) by considering \( \gamma_k \) and \( \gamma \) verifying (92) and then choosing \( \hat{\gamma} := 1 - \gamma + \delta_k \).

3. It is analogous to the case \( \alpha \in \left( \frac{1}{4}, \frac{1}{2} \right) \) considering \( \gamma_k \) and \( \gamma \) verifying (92), applying Lemma 3 and obtaining (40), which holds for every \( \frac{1}{2(\alpha+1)} < \theta < \delta_k \).

Finally, we prove item 4, for every \( \alpha \in (0, 1) \).

4. Theorem 3 states that \( v \in C((0, T); D_\alpha) \). Since for arbitrary \( 0 < \varepsilon < \omega < 1 \) and for every \( 0 < \beta < \beta \) there holds
\[
H^{\gamma + \alpha + 1}(\varepsilon, \omega) = [H^{1+\alpha}(\varepsilon, \omega), H^{\beta+\alpha+1}(\varepsilon, \omega)]^\frac{1}{\beta},
\]
we may estimate by the interpolation theorem (11 Corollary 1.2.7)
\[
\|v(\cdot, t) - v(\cdot, \tau)\|_{H^{\gamma+\alpha+1}(\varepsilon, \omega)} \leq c \|v(\cdot, t) - v(\cdot, \tau)\|_{H^{\gamma+\alpha}(0, 1)} \|v(\cdot, t) - v(\cdot, \tau)\|_{H^{\beta+\alpha+1}(\varepsilon, \omega)},
\]
where \( c = c(\beta, \gamma, \varepsilon) \). By Lemma 4,2, the second norm on the right hand side above is bounded on every compact interval contained in \((0, T)\), while the first tends to zero as \( \tau \to t \) for \( t, \tau \in (0, T) \). Then, we may choose \( \hat{\beta} > \frac{1}{2} \) such that \( v \in C((0, T); H^\hat{\beta+\alpha+1}(0, 1)) \).

In order to obtain the claim for \( \partial^\alpha v_x \) we recall that by Theorem 3 we have \( \partial^\alpha v_x \in C((0, T); L^2(0, 1)) \).

Applying again the interpolation theorem we obtain for every \( 0 < \varepsilon < \omega < 1 \), \( 0 < \tau < t \leq T \) and every \( 0 < \beta < \beta \)
\[
\|\partial^\alpha v_x(\cdot, t) - \partial^\alpha v_x(\cdot, \tau)\|_{H^{\gamma}(\varepsilon, \omega)} \leq c(\beta, \hat{\beta}, \alpha) \|\partial^\alpha v_x(\cdot, t) - \partial^\alpha v_x(\cdot, \tau)\|_{L^2(0, 1)} \|\partial^\alpha v_x(\cdot, t) - \partial^\alpha v_x(\cdot, \tau)\|_{H^\hat{\beta}(\varepsilon, \omega)},
\]
The first norm tends to zero as \( \tau \to t \), while the second one is bounded on every compact interval contained in \((0, T] \) due to Lemma 4.3.

Then, we may choose \( \hat{\beta} > \frac{1}{2} \) such that \( \partial^\alpha v_x \in C((0, T); H^\hat{\beta}_{loc}(0, 1)) \).

Finally, we can establish the continuity of the mild solution.

**Corollary 2.** Let us assume that \( h \in W^{1, \infty}(0, T) \), \( v_0 \in 0H^{\theta(\alpha+1)}(0, 1) \), for fixed \( \theta \in (\frac{1}{2(1+\alpha)}, 1) \). Then, the solution to (77) obtained in Theorem 6 satisfies that
\[
v \in C([0, T] \times [0, 1]).
\]

**Proof.** The continuity of \( v \) follows from the fact that by Lemma 4 there holds 
\( v \in L^\infty((0, T); [L^2(0, 1), D_\alpha]_{\hat{\gamma}}) \) for \( \hat{\gamma} > \frac{1}{2(1+\alpha)} \). Since \( v \in C((0, T]; L^2(0, 1)) \) by the interpolation argument we obtain that \( v \in C([0, T]; [L^2(0, 1), D_\alpha]_{\gamma_1}) \) for \( \gamma_1 < \hat{\gamma} \) and hence \( v \in C([0, T] \times [0, 1]) \) by the Sobolev embedding.

Finally, in the next Corollary we find the regularity needed to work with extremum principles.

**Corollary 3.** Under the assumptions of Lemma 4 for every \( \alpha \in (0, 1) \) there exists \( \beta > \frac{1}{2} \) such that for every \( 0 < \varepsilon < \omega < 1 \) there holds \( v_x \in C((0, T); H^{\alpha+\beta}(\varepsilon, \omega)) \).
Corollary 2 and the Sobolev embedding we may deduce that

\[ AC \]

Proof. In this section, we prove existence of solutions to the associated free-boundary problem for the

\[ \text{Theorem 7.} \]

Finally, we are ready to formulate and prove the result concerning the existence, uniqueness and regularity of the solution to (24).

\[ \text{Theorem 7.} \]

Let \( b, T > 0 \) and \( \alpha \in (0,1) \). Let us assume that \( s \) satisfies (17). We further assume that \( u_0(b) = 0, u_0 \in H^{\theta(1+\alpha)}(0,b) \) for fixed \( \theta \in (\frac{1}{2(\alpha+1)}, 1) \). Then, there exists a unique solution \( u \) to (24) such that \( u \in C(Q_{s,T}), u_t, \frac{\partial}{\partial x} D_2^\alpha u \in C(Q_{s,T}) \) and for every \( t \in (0,T) \) \( u(\cdot, t) \in AC([0,s(t)], D_2^\alpha u(\cdot, t), u_t(\cdot, t) \in L^2(0, s(t)) \). Furthermore, there exists \( \beta > \frac{1}{2} \) such that for every \( t \in (0,T) \) and every \( 0 < \varepsilon < \omega < s(t) \) we have \( u_x(\cdot, t) \in H^{\alpha+\beta}(\varepsilon, \omega) \).

Proof. Firstly we will establish the results concerning the existence and regularity of solution to (24) and then, we will rewrite the results in terms of properties of solution to (24). We note that, under assumptions concerning regularity and traces of \( u_0 \) we obtain that \( v_0 \) defined in (30) satisfies the assumption of Theorem 6, Lemma 4, Lemma 7 and Corollary 2. In particular, \( v \in C([0,T] \times [0,1]) \). Furthermore, from Corollary 3 we know that there exists \( \beta > \frac{1}{2} \) such that \( u_x \in C((0,T); H^{\alpha+\beta}(\varepsilon, \omega)) \) for every \( 0 < \varepsilon < \omega < 1 \).

According to (17) we define the function \( u \) on \( Q_{s,T} \) by the formula \( u(x,t) = v(\frac{x}{s(t)}; t) + h(t) s^\alpha(t) \varphi(\frac{x}{s(t)}) \). Since \( v \in C([0,T] \times [0,1]) \), we obtain that \( u \in C(Q_{s,T}) \) and \( u_x \in C((0,T); H^{\alpha+\beta}(\varepsilon, \omega)) \) implies \( u_x(\cdot, t) \in H^{\alpha+\beta}(\varepsilon, \omega) \) for every \( t \in (0,T) \) and every \( 0 < \varepsilon < \omega < s(t) \). Recalling that \( v \in C((0,T]; D_\alpha) \) and \( \varphi \in AC[0,1] \) we obtain that \( u(\cdot, t) \in AC[0,s(t)] \) for every \( t \in (0,T) \). Furthermore, since \( v \) is a unique solution to (14) we obtain that \( u \) satisfies (24). Indeed, a simple calculation shows that \( u \) satisfies (24) and

\[ u_t(x,t) = \frac{\partial}{\partial x} D_2^\alpha u(x,t) = \frac{1}{s^{1+\alpha}(t)} \frac{\partial}{\partial p} D_2^\alpha v(p,t) + \frac{h(t)}{s(t)} \frac{\partial}{\partial p} D_2^\alpha \varphi(p) \quad \text{where} \quad p = \frac{x}{s(t)}. \]

From \( v \in C((0,T]; D_\alpha) \) and (22) we obtain \( \frac{\partial}{\partial x} D_2^\alpha u(\cdot, t), u_t(\cdot, t) \in L^2(0,s(t)) \) for every \( t > 0 \). Applying Corollary 2 and the Sobolev embedding we may deduce that \( \partial p^\alpha v_p = \frac{\partial}{\partial p} D_2^\alpha v \in C((0,T] \times (0,1), \) which implies \( \frac{\partial}{\partial x} D_2^\alpha u, \ u_t \in C(Q_{s,T}). \) Finally,

\[ D_2^\alpha u(x,t) = \frac{1}{s^{\alpha}(t)} D_2^\alpha v(p,t) + h(t) D_2^\alpha \varphi(p). \]

By definition of \( \varphi \) we have \( D_2^\alpha \varphi(0) = 1 \) and since \( v \in C((0,T]; D_\alpha) \) we arrive at

\[ D_2^\alpha v(p,t) = I^{1-\alpha} v_p(p,t) \in _0H^1(0,1) \] for every \( t > 0, \)

which implies \( D_2^\alpha u(0,t) = h(t) \) for every \( t > 0. \) A uniqueness follows from a standard energy estimate.

3.5 A solution to the Stefan problem

In this section, we prove existence of solutions to the associated free-boundary problem for the \( b > 0 \) case, which is to find the pair of functions \( (u,s) \) satisfying the system

\[
\begin{aligned}
&\begin{cases}
  u_t - \frac{\partial}{\partial x} D_2^\alpha u = 0 & \text{in } \{(x,t) : 0 < x < s(t), 0 < t < T\} =: Q_{s,T}, \\
  D_2^\alpha u(0,t) = h(t), \ u(t,s(t)) = 0 & \text{for } t \in (0,T), \ \\
  u(x,0) = u_0(x) & \text{for } 0 < x < s(0) = b, \\
  s(t) = -(D_2^\alpha u)(s(t),t) & \text{for } t \in (0,T).
\end{cases}
\end{aligned}
\]

\[ \text{Theorem 8.} \]

Let \( b,T > 0 \) and \( \alpha \in (0,1) \). Let us assume that, \( h \) satisfies (17). Then, there exists exactly one solution \( (u,s) \) to (96).
in the sense of Definition 2, satisfying: there exists $\beta > \frac{1}{2}$, such that for every $t \in (0,T]$ and every $0 < \varepsilon < \omega < s(t)$ there holds $u_\varepsilon(\cdot, t) \in H^{\alpha+\beta}(\varepsilon, \omega)$. Finally, if $u_0 \neq 0$ or $h \neq 0$ then $0 < s$ a.e. on $[0,T]$.

Proof. We follow the idea introduced in the proof of [1, Theorem 5.1]. We define the set

$$\Sigma := \{ s \in C^{0,1}[0,T], \ 0 \leq s \leq M, \ s(0) = b \}$$

(97)

where $M$ is determined by the Proposition 8 i.e., $M = \|h\|_\infty$. Then for every $s \in \Sigma$ there exists a unique solution to (24), given by Theorem 4. We note that $\Sigma$ is a compact and convex subset of a Banach space $C([0,T])$ with a maximum norm. For $s \in \Sigma$ we define the operator

$$(Ps)(t) = b - \int_0^t (D_x^\alpha u)(s(\tau), \tau) d\tau,$$

where $u$ is a solution to (24), corresponding to $s$, given by Theorem 4. We would like to apply the Schauder fixed point theorem, thus we have to show that $P : \Sigma \to \Sigma$ and that it is continuous in maximum norm. Clearly we have $(Ps)(0) = b$ and from Proposition 7 and estimate (31) we infer $0 \leq \frac{d}{dt}(Ps)(t) = -(D_x^\alpha u)(s(t), t) \leq M$. Hence, $P : \Sigma \to \Sigma$.

To prove that $P$ is continuous in maximum norm, at first we make use of (21) to arrive at

$$(Ps)(t) = \int_0^t h(\tau) d\tau + b + \int_0^b u_0(x) dx - \int_0^s u(x, t) dx.$$  

(98)

Now, we take arbitrary $s_1, s_2 \in \Sigma$. Let us define $s_{\text{min}}(t) = \min\{s_1(t), s_2(t)\}$, $s_{\text{max}}(t) = \max\{s_1(t), s_2(t)\}$. We also define function $i = i(t) = 1$ if $s_{\text{max}}(t) = s_1(t)$ and $i = 2$ otherwise. Let $u_1$ and $u_2$ be two solutions to (24), given by Theorem 4 corresponding to $s_1$ and $s_2$ respectively. Let us define $z(x, t) = u_1(x, t) - u_2(x, t)$ and $z^\varepsilon(x, t) = z(x, t) + \varepsilon \frac{x^\alpha}{1(1+\alpha)}$. Then $z^\varepsilon$ satisfies

$$\begin{cases}
  z_t^\varepsilon - \frac{\partial}{\partial x} D_x^\alpha z^\varepsilon = 0 & \text{in } \{(x, t) : 0 < x < s_{\text{min}}(t), 0 < t < T\} =: Q_{s_{\text{min}}, T}, \\
  D_x^\alpha z^\varepsilon(0, t) = \varepsilon, & \text{for } t \in (0, T), \\
  z^\varepsilon(x, 0) = \varepsilon \frac{x^\alpha}{1(1+\alpha)} & \text{in } 0 < x < b.
\end{cases}$$

From Theorem 2 we obtain that $z^\varepsilon$ attains its maximum on the parabolic boundary. We may estimate

$$|z^\varepsilon(s_{\text{min}}(t), t)| \leq |u_1(s_{\text{min}}(t), t)| + |u_2(s_{\text{min}}(t), t)| + \varepsilon \frac{s_{\text{min}}^\alpha(T)}{1(1+\alpha)} + |s_{\text{min}}(t)| \leq |u_i(s_{\text{min}}(t), t)| + \varepsilon \frac{s_{\text{min}}^\alpha(T)}{1(1+\alpha)}$$

and since $z^\varepsilon(x, 0) = \varepsilon \frac{x^\alpha}{1(1+\alpha)} \leq \varepsilon \frac{s_{\text{min}}^\alpha(T)}{1(1+\alpha)}$ and $D_x^\alpha z^\varepsilon(0, t) > 0$ we obtain that

$$\max_{Q_{s_{\text{min}}, T}} z^\varepsilon \leq |u_i(s_{\text{min}}(t), t)| + \varepsilon \frac{s_{\text{min}}^\alpha(T)}{1(1+\alpha)}.$$ 

Then, applying the estimate (32) from Proposition 8 we get

$$|u_i(s_{\text{min}}(t), t)| \leq \frac{M}{\Gamma(1+\alpha)} \left(s_{\text{max}}^\alpha(t) - s_{\text{min}}^\alpha(t)\right) = \frac{M}{\Gamma(1+\alpha)} \left(s_{\text{max}}^\alpha(t) - s_{\text{min}}^\alpha(t)\right) \frac{s_{\text{max}}(t) - s_{\text{min}}(t)}{s_{\text{max}}(t) - s_{\text{min}}(t)}$$

$$\leq \frac{M}{\Gamma(1+\alpha)} \left(1 - \frac{s_{\text{min}}(t)}{s_{\text{max}}(t)}\right)^\alpha \max_{\tau \in [0,t]} |s_1(\tau) - s_2(\tau)| \leq \frac{Mb^{\alpha-1}}{\Gamma(1+\alpha)} \max_{\tau \in [0,t]} |s_1(\tau) - s_2(\tau)|$$

(99)

Hence,

$$\max_{Q_{s_{\text{min}}, T}} z = \max_{Q_{s_{\text{min}}, T}} (z^\varepsilon - \varepsilon \frac{x^\alpha}{1(1+\alpha)}) \leq \frac{Mb^{\alpha-1}}{\Gamma(1+\alpha)} \max_{\tau \in [0,t]} |s_1(\tau) - s_2(\tau)| + \varepsilon \frac{s_{\text{min}}^\alpha(T)}{1(1+\alpha)}.$$
Passing with ε to zero we obtain
\[
\max_{Q_{s_{\min},T}} z \leq \frac{Mb^{\alpha-1}}{\Gamma(1+\alpha)} \max_{\tau \in [0,T]} |s_1(\tau) - s_2(\tau)|.
\]

To estimate z from below we proceed similarly by introducing \(z_{\epsilon}(x, t) = z(x, t) - \epsilon \frac{x^\alpha}{\Gamma(1+\alpha)}\). Together we obtain
\[
\max_{Q_{s_{\min},T}} |z| \leq \frac{Mb^{\alpha-1}}{\Gamma(1+\alpha)} \max_{\tau \in [0,T]} |s_1(\tau) - s_2(\tau)|.
\]

Furthermore, estimate (32) implies that
\[
\int_{s_{\min}(t)}^{s_{\max}(t)} u_i(x, t) \, dx \leq \frac{Mb^{\alpha-1}}{\Gamma(1+\alpha)} \int_{s_{\min}(t)}^{s_{\max}(t)} (s_{\max}^\alpha(t) - x^\alpha) \, dx \leq \frac{Mb^{\alpha-1}}{\Gamma(1+\alpha)} s_{\max}^\alpha(T) (s_{\max}(t) - s_{\min}(t)).
\]

Finally, we may estimate
\[
| (Ps_2)(t) - (Ps_1)(t) | = \left| \int_0^{s_1(t)} u_2(x, t) \, dx - \int_0^{s_1(t)} u_1(x, t) \, dx \right|
\leq \int_0^{s_{\min}(t)} |z(x, t)| \, dx + \int_{s_{\min}(t)}^{s_{\max}(t)} u_i(x, t) \, dx
\leq s_{\min}(t) \max_{Q_{s_{\min},T}} |z| + \frac{Mb^{\alpha-1}}{\Gamma(1+\alpha)} s_{\max}^\alpha(T) \max_{\tau \in [0,T]} |s_1(\tau) - s_2(\tau)|
\leq (b + MT) \frac{Mb^{\alpha-1}}{\Gamma(1+\alpha)} \max_{\tau \in [0,T]} |s_1(\tau) - s_2(\tau)| + \frac{Mb^{\alpha-1}}{\Gamma(1+\alpha)} s_{\max}^\alpha(T) \max_{\tau \in [0,T]} |s_1(\tau) - s_2(\tau)|
\leq \tilde{C} \max_{\tau \in [0,T]} |s_1(\tau) - s_2(\tau)|.
\]

Thus \(P\) is continuous and by the Schauder fixed point theorem there exists a fixed point of \(P\). In this way we have proven that there exists a pair \((u, s)\) that satisfies the system (36), where \(s \in \Sigma\) and \(u\) is given by Theorem 7. A uniqueness of the solution follows from Theorem 4. We finish the proof applying Proposition 7. \hfill \square

4 The solution for the \(b = 0\) case.

This chapter is devoted to problem (7), that is, the \(b = 0\) case and we recall it for the benefit of the reader: Find the pair of functions \(u : Q_{s,T} \rightarrow \mathbb{R}\) and \(s : [0, T] \rightarrow \mathbb{R}\) sufficiently regular, such that

\[
\begin{align*}
(i) \quad u_t(x, t) &= \frac{\partial}{\partial x} D_2^\alpha u(x, t) \quad 0 < x < s(t), 0 < t < T, \\
(ii) \quad -D_2^\alpha u(0^+, t) &= \tilde{h}(t) \geq 0 \quad 0 < t < T, \\
(iii) \quad s(0) &= 0 \quad \text{for} \ s(t) > 0 \quad 0 < t < T, \\
(iv) \quad u(s(t), t) &= 0 \quad 0 < t < T, \\
v) \quad \dot{s}(t) &= - \lim_{x \to s(t)^-} D_2^\alpha u(x, t) \quad 0 < t < T.
\end{align*}
\]

We find a solution to problem (100) by an approximation method. Precisely, we approximate (100) by a sequence of problems (9) with \(b = 1/m\) for \(m \in \mathbb{N}\). Hence, the \(b\) - independent energy estimates for the MBP problem (24) will be the essential tool, which is developed in the next subsection.
4.1 Energy estimates

We firstly recall a useful result from [9].

**Proposition 10.** [6] Proposition 6.10] If \( w \in AC[0, L] \), then for any \( \alpha \in (0, 1) \) the following equality holds

\[
\int_0^L \partial^\alpha w(x) \cdot w(x)dx = \frac{\alpha}{4} \int_0^L \int_0^L \frac{|w(x) - w(p)|^2}{|x-p|^{1+\alpha}}dpdx
\]

\[+
\frac{1}{2\Gamma(1-\alpha)} \int_0^L [(L-x)^{-\alpha} + x^{-\alpha}]|w(x)|^2 dx.
\]

Hence, there exists a positive constant \( c(\alpha) \) which depends only on \( \alpha \), such that

\[
\int_0^L \partial^\alpha w(x) \cdot w(x)dx \geq c(\alpha)[1 + L^{-\alpha}] \|w\|_{H^\frac{\alpha}{2}(0,L)}^2.
\]

(101)

**Remark 2.** We note that the proposition above holds also for \( w \in H^{\frac{\alpha}{2}}(0, L) \) if we understand the integral \( \int_0^L \partial^\alpha w(x) \cdot w(x)dx \) as a duality pairing in \( H^{\frac{\alpha}{2}}(0, L) \times H^{-\frac{\alpha}{2}}(0, L) \). Indeed, in view of [6, Proposition 5] we have that \( \partial^\alpha w \in H^{-\frac{\alpha}{2}}(0, L) \) and the result follows by density argument.

We will begin with the first energy estimate, thus we will multiply the equation \( \text{(100) - i) \) by a solution. We will formulate the result in terms of general solutions to a moving boundary problem [24]. Since in a subsequent section, we will be interested in uniform estimates with respect to small \( b > 0 \), here we assume that \( b \in (0, 1] \).

**Lemma 8.** (A first energy estimate) Let \( h \) and \( s \) verify [16] and [17] respectively and let \( u \) be the solution to problem [24] with \( b \in (0, 1] \) given by Theorem [7]. Then, there exists a positive constant \( c = c(\alpha, M, T) \), where \( M \) comes from [17] such that for every \( t > 0 \)

\[
\int_0^{s(t)} |u(x, \tau)|^2 dx + \int_0^t \|u(\cdot, \tau)\|^2_{H^{1+\alpha}(0, s(\tau))} d\tau \leq c(\alpha, M, T)(\|h\|_{L^2(0,t)}^2 + \|u_0\|_{L^2(0,b)}^2).
\]

(102)

**Proof.** In order to get (102) we multiply [24 - i) by \( u \) and integrate from zero to \( s(t) \)

\[
\int_0^{s(t)} u_t(x, t) \cdot u(x, t)dx + \int_0^{s(t)} \frac{\partial}{\partial x} D_x^\alpha u(x, t) \cdot u(x, t)dx = 0.
\]

Integrating by parts we arrive at

\[
\frac{1}{2} \int_0^{s(t)} \frac{d}{dt} |u(x, t)|^2 dx + h(t)u(0, t) + \int_0^{s(t)} D_x^\alpha u(x, t) \cdot u_x(x, t)dx = 0.
\]

We note that by [17] there holds \( (s(t))^{-\alpha} \geq (b + MT)^{-\alpha} \) and applying \( b \in (0, 1] \) we obtain that

\[
(s(t))^{-\alpha} \geq (1 + MT)^{-\alpha} \text{ for every } t \in (0, T).
\]

(103)

We note that by Theorem [4] for every \( t \in (0, T) \) \( \frac{\partial}{\partial t} D_x^\alpha u(\cdot, t), u(\cdot, t) \in L^2(0, s(t)) \). Hence, in particular, for every \( t \in (0, T) \) \( D_x^\alpha u(\cdot, t) \in AC[0, s(t)] \), applying estimate [101] together with [103] we obtain that there exists \( c = c(\alpha, M, T) \) such that

\[
\int_0^{s(t)} D_x^\alpha u(x, t) \cdot u_x(x, t)dx \geq c \left\| D_x^\alpha u(\cdot, t) \right\|_{H^{1+\alpha}(0, s(t))}^2
\]

\[
\geq c \left\| \frac{\partial}{\partial t} D_x^\alpha u(\cdot, t) \right\|_{L^2(0, s(t))}^2 \geq c \left\| \frac{\partial}{\partial t} D_x^\alpha u(\cdot, t) \right\|_{L^2(0, s(t))}^2,
\]

27
where in the second estimate we applied Proposition \[1\] Despite that \( u_x \notin H^\alpha(0, s(t)) \), we may repeat the proof of an inequality

\[
\left\| D^\frac{\alpha+1}{2} u(\cdot, t) \right\|_{L^2(0, s(t))} \geq c \| u(\cdot, t) \|_{H^{\frac{1+\alpha}{2}}(0, s(t))}
\]

from [15] Lemma 2. Indeed, since \( u(s(t), t) = 0 \) we have

\[
u(x, t) = - \int_x^{s(t)} u_x(p, t) dp = -(I-u_x)(x, t) = -(I-\frac{\alpha+1}{2} I_{\frac{1-\alpha}{2}} u_x)(x, t),
\]

where the right-side operators where defined in Remark \[1\] From Proposition \[1\] we may estimate

\[
\| u \|_{H^{\frac{\alpha+1}{2}}(0, s(t))} = \left\| I-\frac{\alpha+1}{2} I_{\frac{1-\alpha}{2}} u_x \right\|_{0H^{\frac{\alpha+1}{2}}(0, s(t))} \leq c \left\| I_{\frac{1-\alpha}{2}} u_x \right\|_{L^2(0, s(t))},
\]

where \( H^{\frac{\alpha+1}{2}}(0, s(t)) = [L^2(0, s(t)), 0H^1(0, s(t))] \). Applying Proposition 4 and Proposition 5 from [15] we may estimate further

\[
\| u \|_{H^{\frac{\alpha+1}{2}}(0, s(t))} \leq c \| u_x \|_{H^{\frac{\alpha+1}{2}}(0, s(t))} = c \left\| I_{\frac{1-\alpha}{2}} I_{\frac{1-\alpha}{2}} u_x \right\|_{H^{\frac{\alpha+1}{2}}(0, s(t))} \leq c \left\| I_{\frac{1-\alpha}{2}} u_x \right\|_{L^2(0, s(t))}
\]

and we arrive at (104). Thus, together we obtain that

\[
\frac{1}{2} \int_0^{s(t)} \frac{d}{dt} |u(x, t)|^2 dx + c \| u(\cdot, t) \|^2_{H^{\frac{1+\alpha}{2}}(0, s(t))} \leq -h(t)u(0, t),
\]

where \( c = (\alpha, M, T) \). We integrate from zero to \( t \) to obtain that

\[
\frac{1}{2} \int_0^t \int_0^{s(\tau)} \frac{d}{d\tau} |u(x, \tau)|^2 dx d\tau + c \int_0^t \| u(\cdot, \tau) \|^2_{H^{\frac{1+\alpha}{2}}(0, s(\tau))} d\tau \leq \int_0^t h(\tau)u(0, \tau)d\tau.
\]

Since \( u(s(t), t) = 0 \) we arrive at

\[
\frac{1}{2} \int_0^{s(t)} |u(x, t)|^2 dx + c \int_0^t \| u(\cdot, \tau) \|^2_{H^{\frac{1+\alpha}{2}}(0, s(\tau))} d\tau \leq \varepsilon \| u(0, \cdot) \|^2_{L^2(0, t)} + \frac{1}{4\varepsilon} \| h \|^2_{L^2(0, t)} + \frac{1}{2} \| u_0 \|^2_{L^2(0, b)}.
\]

Applying the Sobolev embedding and taking \( \varepsilon = \varepsilon(c) \) small enough we arrive at (102). \( \square \)

Now we look for higher order estimates on \( u \). However, since \( u \) has a singularity \( x^\alpha \) we will obtain the second energy estimate for the regular part of \( u \) defined in (47). Notice that, in the aim to simplify the notation further we will denote \( u_{reg} \) by \( v \), that is to say,

\[
u = u + u_{sin},
\]

where

\[
u_{sin} = \begin{cases} h(t)\frac{x^\alpha}{(1+\alpha)} & \text{in } \{(x, t) : 0 < x \leq \frac{1}{2}s(t), 0 < t < T\}, \\ \varphi & \text{in } \{(x, t) : \frac{1}{2}s(t) < x \leq \frac{1}{4}s(t), 0 < t < T\}, \\ 0 & \text{in } \{(x, t) : \frac{1}{4}s(t) < x \leq s(t), 0 < t < T\}, \end{cases}
\]

where \( \varphi(x, t) = h(t)s(\alpha)(x) \) for the corresponding auxiliary function \( \varphi \). Recall that, from (42), it holds that \( \varphi(\frac{s(t)}{2}, t) = h(t)(\frac{t}{2})^{\alpha}(2^{\alpha}) \) and \( \varphi(\frac{2s(t)}{t}, t) = 0 \). Besides, \( v \) has the regularity established in Lemma [7] and Corollary [2] and from (68) it holds that \( v_{xx}^\alpha \in H^{\alpha+\gamma-1}(0, s(t)) \) for a.a \( t \in (0, T) \), for every \( 0 < \gamma < \frac{1}{2} \). Here for simplicity we discuss the case of zero initial condition and, as in the previous lemma, we consider \( b \in (0, 1] \).
Lemma 9. (A second energy estimate for $u_{reg}$) If $u$ is a solution to problem (24) with zero initial condition and $b \in (0, 1]$, given by Theorem 2 then $v$ - the regular part of $u$ given by (105) satisfies the following bound for every $t_1 \in (0, T)$ and $t > t_1$,

$$
\int_{t_1}^t \dot{s}(\tau) |v_x(s(\tau), \tau)|^2 d\tau + \int_0^{(s(t))} |v_x(x, t)|^2 dx + \int_{t_1}^t \|v_x(\cdot, \tau)\|^2 \frac{2}{H(0, s(\tau))} d\tau \leq c(\alpha, t_1, T, M, \|h\|_{W^{1, \infty}(0,T)}).
$$

(106)

Proof. In view of (105), we know that $v$ satisfies in $Q_{s,T}$ the following identity

$$
v_t - \frac{\partial}{\partial x} D^\alpha_x v = -u_{sin,t} + \frac{\partial}{\partial x} D^\alpha_x u_{sin}.
$$

(107)

Let us denote

$$
\bar{g} := -u_{sin,t} + \frac{\partial}{\partial x} D^\alpha_x u_{sin}.
$$

We multiply (107) by $v_{xx}$ which belongs to $H^{\alpha + \gamma - 1}(0, s(t))$ for every $0 < \gamma < \frac{1}{2}$. If it’s necessary we understand the integrals as a duality pairing

$$
\int_0^{(s(t))} v_t \cdot v_{xx} dx - \int_0^{(s(t))} \frac{\partial}{\partial x} D^\alpha_x v \cdot v_{xx} dx = \int_0^{(s(t))} \bar{g} \cdot v_{xx} dx.
$$

(108)

We note that since $u_{sin}(\frac{1}{2}s(t), t) = h(t)(\frac{s(t)^{\alpha}}{2k^2(1+\alpha\gamma)})$ and $u_{sin} \equiv 0$ for $x \geq \frac{3}{4}s(t)$, we may choose the function $\varphi$ in (12) such that $|u_{sin,x}(x, t)| \leq c h(t)(s(t))^{\alpha-1}$ and analogously $|D_x^k u_{sin}(x, t)| \leq c h(t)(s(t))^{\alpha-k}$ for $k \in \mathbb{N}$. However we are unable to estimate the negative powers of $s(t)$ by $b$ - independent constant. That is why we multiply identity (108) by a smooth cut-off function $\Psi : [0, T] \rightarrow \mathbb{R}$ such that $\Psi \equiv 0$ on $[0, t_1], \Psi \equiv 1$ on $[2t_1, T]$, where we fixed arbitrary $0 < t_1 < T$. Then we have

$$
-\int_0^t \Psi(\tau) \int_0^{s(\tau)} v_t \cdot v_{xx} dx d\tau + \int_0^t \Psi(\tau) \int_0^{s(\tau)} \frac{\partial}{\partial x} D^\alpha_x v \cdot v_{xx} dx d\tau = -\int_0^t \Psi(\tau) \int_0^{s(\tau)} \bar{g} \cdot v_{xx} dx d\tau.
$$

(109)

Let us proceed term by term

$$
-\int_0^t \Psi(\tau) \int_0^{s(\tau)} v_t(x, \tau) \cdot v_{xx}(x, \tau) dx d\tau
$$

$$
= -\int_0^t \Psi(\tau)v_t(s(\tau), \tau)v_x(s(\tau), \tau) d\tau + \int_0^t \Psi(\tau) \int_0^{s(\tau)} v_x(x, \tau) \cdot v_x(x, \tau) dx d\tau
$$

$$
= -\int_0^t \Psi(\tau)v_t(s(\tau), \tau)v_x(s(\tau), \tau) d\tau + \frac{1}{2} \int_0^t \Psi(\tau) \int_0^{s(\tau)} d\tau |v_x(x, \tau)|^2 dx d\tau.
$$

We note that for almost all $t \in (0, T]$ there holds

$$
0 = \frac{d}{dt} v(s(t), t) = v_t(s(t), t) + \dot{s}(t) v_x(s(t), t).
$$

Thus, we have

$$
-\int_0^t \Psi(\tau) \int_0^{s(\tau)} v_t(x, \tau) \cdot v_{xx}(x, \tau) dx d\tau = \int_0^t \Psi(\tau) \dot{s}(\tau) |v_x(s(\tau), \tau)|^2 d\tau
$$

$$
-\frac{1}{2} \int_0^t \Psi(\tau) \dot{s}(\tau) |v_x(s(\tau), \tau)|^2 dx d\tau + \frac{1}{2} \int_0^t \Psi(\tau) \frac{d}{d\tau} \int_0^{s(\tau)} |v_x(x, \tau)|^2 dx d\tau.
$$
Integrating the last integral by parts we obtain that
\[-\int_0^t \Psi(\tau) \int_0^{s(\tau)} v_t(x, \tau) \cdot v_{xx}(x, \tau) dx d\tau = \frac{1}{2} \int_0^t \Psi(\tau) s(\tau) |v_x(s(\tau), \tau)|^2 d\tau\]
\[-\frac{1}{2} \int_0^t \Psi(\tau) \int_0^{s(\tau)} |v_x(x, \tau)|^2 dx d\tau + \int_0^t \Psi(\tau) \int_0^{s(t)} |v_x(x, \tau)|^2 dx d\tau. \tag{110}\]

To estimate the second term in (109) we apply Remark 2, estimate (103) and Corollary 1. Then we get
\[\int_0^t \frac{\partial}{\partial x} D_x^\alpha v(x, \tau) \cdot v_{xx}(x, \tau) dx = \int_0^t \partial^\alpha v_x(x, \tau) \cdot \partial^{1-\alpha} v_x(x, \tau) dx \geq c \|\partial^\alpha v_x(\cdot, t)\|^2_{H^{\frac{3+\alpha}{\alpha}}(0, s(t))},\]
where \(c = c(\alpha, M, T).\) Hence,
\[\int_0^t \Psi(\tau) \int_0^{s(\tau)} g(x, \tau) \cdot v_{xx}(x, \tau) dx d\tau \leq \int_0^t \Psi(\tau) \|g(\cdot, \tau)\|_{H^{\frac{1+\alpha}{\alpha}}(0, s(t))} \|v_x(\cdot, \tau)\|_{H^{\frac{3+\alpha}{\alpha}}(0, s(t))} d\tau\]
\[\leq \frac{c}{\epsilon} \int_0^t \Psi(\tau) \|\dot{g}(\cdot, \tau)\|_{H^{\frac{1+\alpha}{\alpha}}(0, s(t))} d\tau + \epsilon \int_0^t \Psi(\tau) \|g(\cdot, \tau)\|^2_{H^{\frac{3+\alpha}{\alpha}}(0, s(t))} d\tau. \tag{111}\]

We note that, since \(\Psi \equiv 1\) on \([0, t_1]\) and \(|\Psi| \leq 1\), we have
\[\int_0^t \Psi(\tau) \|\dot{g}(\cdot, \tau)\|_{H^{\frac{1+\alpha}{\alpha}}(0, s(t))} d\tau \leq \int_0^{t_1} \|\dot{g}(\cdot, \tau)\|_{H^{\frac{1+\alpha}{\alpha}}(0, s(t))} d\tau. \tag{112}\]

Recalling definition of \(\dot{g}\) we obtain
\[\int_0^{t_1} \|\dot{g}(\cdot, \tau)\|^2_{H^{\frac{1+\alpha}{\alpha}}(0, s(t))} d\tau \leq \|h\|_{W^{1, \infty}(0, T)} c(1/s(t_1)). \tag{113}\]

Using (110), (111), (112) and (113) in (109) we arrive at
\[\frac{1}{2} \int_0^t \Psi(\tau) s(\tau) |v_x(s(\tau), \tau)|^2 d\tau + \Psi(t) \int_0^{s(t)} |v_x(x, t)|^2 dx + \frac{c}{\epsilon} \int_0^t \Psi(\tau) \|v_x(\cdot, \tau)\|^2_{H^{\frac{3+\alpha}{\alpha}}(0, s(t))} d\tau\]
\[\leq \frac{1}{2} \int_0^t \Psi'(\tau) \int_0^{s(\tau)} |v_x(x, \tau)|^2 dx d\tau + \|h\|_{W^{1, \infty}(0, T)} c(\epsilon, 1/s(t_1)). \tag{114}\]

Let us estimate the first term on the right-hand-side. We note that for any fixed \(l > 0\)
\[H^1(0, l) = [L^2(0, l), H^{\frac{3+\alpha}{\alpha}}(0, l)]_{\frac{1}{3+\alpha}}.\]

Applying the interpolation inequality with \(\theta = \frac{2}{3+\alpha}\) we obtain for any \(\epsilon > 0\) that
\[\|v(\cdot, t)\|^2_{L^2(0, s(t))} \leq c(\theta) \epsilon \|v(\cdot, t)\|^2_{H^{\frac{3+\alpha}{\alpha}}(0, s(t))} \leq \frac{1}{\epsilon} \|v(\cdot, t)\|^2_{L^2(0, s(t))}.\]
Making use of the Young’s inequality with parameters \(1/\theta, 1/(1 - \theta)\) we arrive at
\[
\|v(\cdot, t)\|_{H^1(0,s(t))}^2 \leq c(\theta) \left[ \varepsilon^{\frac{\theta}{\theta+1}} \|v(\cdot, t)\|_{H^\frac{1+\alpha}{2}(0,s(t))}^2 + \varepsilon^{-\frac{1}{1+\alpha}} \|v(\cdot, t)\|_{L^2(0,s(t))}^2 \right].
\]

We choose \(\varepsilon^{1/\theta} = \frac{\tilde{c}}{2c(t)\Psi(t)}\). Then, recalling that \(\theta = \frac{2}{\alpha+\alpha}\) we get that \(\varepsilon^{-\frac{1}{1+\alpha}} = c(\alpha, M, T) \left( \frac{\Psi(t)}{\Psi(t)} \right) \frac{2}{1+\alpha}\). Inserting this in (114) we obtain
\[
\frac{1}{2} \int_0^t \Psi(\tau) s(\tau) \|v_x(s(\tau), \tau)\|^2 d\tau + \Psi(t) \int_0^{s(t)} |v_x(x, t)|^2 dx + \frac{\bar{c}}{4} \int_0^t \Psi(\tau) \|v(\cdot, \tau)\|_{H^\frac{1+\alpha}{2}(0,s(\tau))}^2 d\tau 
\leq c(\alpha) \int_{t_1}^{2t_1} \Psi'(\tau) \left( \frac{\Psi'(\tau)}{\Psi(\tau)} \right)^{\frac{2}{1+\alpha}} \|v(\cdot, \tau)\|_{L^2(0,s(\tau))}^2 d\tau + \|h\|_{W^{1,\infty}(0,T)} c(\tilde{c}, 1/s(t_1)).
\]

We note that from (102) we obtain a bound for \(\sup_t \|u(\cdot, t)\|_{L^2(0,s(t))}\), which in view of identity (105), gives also that \(\sup_t \|v(\cdot, t)\|_{L^2(0,s(t))}\) is bounded by a constant depending only on \(\alpha, M, T, \|h\|_{L^2(0,T)}\). Thus we may estimate
\[
\int_{t_1}^{2t_1} \Psi'(\tau) \left( \frac{\Psi'(\tau)}{\Psi(\tau)} \right)^{\frac{2}{1+\alpha}} \|v(\cdot, \tau)\|_{L^2(0,s(\tau))}^2 d\tau \leq \sup_{t \in [0,T]} \|v(\cdot, t)\|_{L^2(0,s(\tau))}^2 \int_{t_1}^{2t_1} \Psi'(\tau) \left( \frac{\Psi'(\tau)}{\Psi(\tau)} \right)^{\frac{2}{1+\alpha}} d\tau.
\]

We note that the last integral is finite if the function \(\Psi\) is smooth enough. Indeed, it is enough to consider \(\Psi\) which increases polynomially near \(t_1\), where the degree of polynomial is greater than one. Finally, making use of the fact that \(\Psi \geq 0\) and \(\Psi \equiv 1\) on \([2t_1, T]\) we arrive at
\[
\int_{2t_1}^t \frac{\dot{s}(\tau)}{\sqrt{2}} |v_x(s(\tau), \tau)|^2 d\tau + \int_0^{s(t)} |v_x(x, t)|^2 dx 
+ \int_{2t_1}^t \|v(\cdot, \tau)\|^2_{H^\frac{1+\alpha}{2}(0,s(\tau))} d\tau \leq c(\alpha, t_1, M, T, \|h\|_{W^{1,\infty}(0,T)}) \text{ for every } t > 2t_1.
\]

The last estimate finishes the proof. \(\square\)

4.2 Existence of a solution to FBP with \(b = 0\).

**Theorem 9.** Let us assume that \(h\) satisfies (74). Then, the space-fractional Stefan problem (100) admits a limit solution \((u, s)\) such that \(u \in C(Q_{s,T}), u \geq 0 \text{ in } Q_{s,T}, s \in C^{0,1}[0,T], u \leq \dot{s} \leq \|h\|_{L^\infty(0,T)}\) and
\[
\|u(\cdot, t)\|_{L^2(0,s(t))} \in L^\infty(0,T), \quad \|u(\cdot, t)\|_{H^\frac{1+\alpha}{2}(0,s(t))} \in L^2(0,T),
\]
\[
\|u_t(\cdot, t)\|_{H^\frac{1-\alpha}{2}(0,s(t))}, \quad \left\| \frac{\partial}{\partial x} \mathcal{D}_x^\alpha u(\cdot, t) \right\|_{H^\frac{1+\alpha}{2}(0,s(t))} \in L^2(0,T).
\]

**Proof.** The proof of the theorem will be given by approximation. Let us discuss the family of fractional Stefan problems (34) with data \(\left( \frac{1}{m}, 0, h \right)\) for every \(m \in \mathbb{N}\). Let us denote by \((u^m, s^m)\) the family of solutions to these problems given by Theorem 8. Note that, from Theorem 8 we have that \(s^m\) are Lipschitz continuous and \(0 \leq \dot{s}^m(t) \leq M := \|h\|_{L^\infty(0,T)}\) for every \(m \in \mathbb{N}\), which implies that
\[
s^m(t) = \frac{1}{m} + \int_0^t \dot{s}^m(\tau) d\tau \leq 1 + MT
\]
and
\[
|s^m(t) - s^m(\tau)| \leq M|t - \tau|.
\]
aim is to investigate the convergence of the sequence \( u \) converges to estimate (113)

\[
\frac{\partial}{\partial x} u_s(t) = h(t) \quad \text{for } t \in (0,T),
\]

\[
u(t, s(t)) = 0 \quad \text{for } t \in (0,T),
\]

\[
u(x, 0) = 0 \quad \text{for } x \in (0, \frac{1}{m}).
\]

Hence, we may deduce that for every \( m \in \mathbb{N} \), the pair \((u^m, s^m)\) satisfies

\[
\begin{align*}
(i) \ & \ u^m_t - \frac{\partial}{\partial x} D^2_x u^m = 0 \quad \text{in } Q_{s,T}, \\
(ii) \ & \ D^2_x u^m(0,t) = h(t) \quad \text{for } t \in (0,T), \\
(iii) \ & \ u(t, s(t)) = 0 \quad \text{for } t \in (0,T), \\
(iv) \ & \ u^m(x, 0) = 0 \quad \text{for } x \in (0, \frac{1}{m}).
\end{align*}
\]

In order to pass to the limit we extend \( u^m \) by zero on \( \{(x, t) : 0 \leq t < T, x \in (s^m(t), s^m(T))\} \) and denote this extension by \( U^m_{\text{sin}} \). We define two extensions of \( v^m \). We denote by \( V^m \) the extension by zero on \( \{(x, t) : 0 \leq t < T, x \in (s^m(t), s^m(T))\} \). Then we define \( \bar{V}^m \) as an odd extension, i.e.

\[
\bar{V}^m(x, t) = \begin{cases} v^m(x, t) & \text{for } x \in [0, s^m(t)], \\
-v^m(2ks^m(t) - x, t) & \text{for } x \in ((2k - 1)s^m(t), 2ks^m(t)] \cap [0, s^m(T)], \\
v^m(x - 2ks^m(t), t) & \text{for } x \in (2ks^m(t), (2k + 1)s^m(t)] \cap [0, s^m(T)],
\end{cases}
\]

for \( k = 1, 2, \ldots \). Let us denote \( \bar{U}^m := V^m + U^m_{\text{sin}} \) and \( \bar{U}^m := \bar{V}^m + U^m_{\text{sin}} \). Then, from (102), we obtain that on the subsequence

\[
U^m \to u \text{ in } L^2(0,T; H^{\frac{1-s}{2}}(0,s(T))) \text{ and } U^m \to u \text{ in } L^\infty(0,T; \mathcal{L}^2(0,s(T))).
\]

Let us fix \( t_1 > 0 \). Then, for \( t \geq t_1 \) we have \( s^m(t) \geq s(t) \geq s(t_1) \). This together with (106) leads to

\[
sup_{t \in (t_1, T)} \int_0^{s(T)} \left| \bar{V}^m(x,t) \right|^2 dx + \int_{t_1}^t \left\| \bar{V}^m(\cdot, t) \right\|^2_{H^{\frac{1-s}{2}}(0,s(T))} d\tau \leq c(t_1, \alpha, M, T, \|h\|_{W^{1,\infty}(0,T)}),
\]

hence

\[
\{\bar{V}^m\} \text{ is bounded in } L^\infty(t_1, T; H^1(0,s(T))) \text{ and } \{\bar{V}^m\} \text{ is bounded in } L^2(t_1, T; H^{\frac{1-s}{2}}(0,s(T))).
\]

From the last one we infer that

\[
\{\frac{\partial}{\partial x} D^2_x \bar{V}^m\} \text{ is bounded in } L^2(t_1, T; H^{\frac{1-s}{2}}(0,s(T))).
\]

We note that \( U^m_{\text{sin}} \) converges uniformly to \( U_{\text{sin}} \) given by

\[
U_{\text{sin}} = \begin{cases} h(t) \frac{x^\alpha}{\Gamma(1+\alpha)} & \text{in } \{(x, t) : 0 < x \leq \frac{1}{2} s(t), 0 < t < T\}, \\
\tilde{\varphi} & \text{in } \{(x, t) : \frac{1}{2} s(t) < x \leq \frac{3}{4} s(t), 0 < t < T\}, \\
0 & \text{in } \{(x, t) : \frac{3}{4} s(t) < x \leq s(T), 0 < t < T\},
\end{cases}
\]

where \( \tilde{\varphi} \) is smooth function such that \( \tilde{\varphi}(\frac{1}{2} s(t), t) = h(t)(\frac{s(t)}{2T+1})^\alpha \) and \( \tilde{\varphi}(\frac{1}{2} s(t), t) = 0 \). Furthermore, by estimate (143)

\[
\frac{\partial}{\partial x} D^2_x U^m_{\text{sin}} \text{ is bounded in } L^2(t_1, T; H^{\frac{1-s}{2}}(0,s(T))).
\]

Thus, we obtain

\[
\{\frac{\partial}{\partial x} D^2_x \bar{U}^m\} \text{ is bounded in } L^2(t_1, T; H^{\frac{1-s}{2}}(0,s(T))).
\]
Since \( u^m_t = \frac{\partial}{\partial x} D_x^\alpha u^m \) in \( Q_{s,T} \) we obtain on the subsequence

\[ \bar{U}^m_t \to \chi \text{ in } L^2(t_1, T; H^{\frac{1}{2s}}(0, s(T))). \]

Due to \( \bar{U}^m = U^m \) on \( Q_{s,T} \), choosing test functions in a definition of weak limit with a support in \( Q_{s,T} \) and making use of (121) we arrive at \( \chi = u_t \) in a weak sense in \( Q_{s,T} \). On the other hand, from (121) we obtain that \( U^m_t \to u_x \) in \( L^2(0, T; H^{\frac{1}{2s}}(0, s(T))) \) and by the continuity of fractional integral we obtain that \( D_x^\alpha U^m_t = I^{1-\alpha} U^m_t \to D_x^\alpha u \) in \( L^2(0, T; H^{\frac{1}{2s}}(0, s(T))) \). Furthermore, using (122) we get

\[ \frac{\partial}{\partial x} D_x^\alpha \bar{U}^m_t \to \chi_1 \text{ in } L^2(t_1, T; H^{\frac{1}{2s}}(0, s(T))) \]
on the subsequence. Again thanks to \( \bar{U}^m = U^m \) on \( Q_{s,T} \) we obtain that \( \chi_1 = \frac{\partial}{\partial x} D_x^\alpha u \) in a weak sense in \( Q_{s,T} \). Now we will examine whether the limit function \( u \) satisfies boundary conditions. At first we will show that one may choose a subsequence such that there exists \( \chi_2 \) such that

\[ \bar{U}^m \to \chi_2 \text{ uniformly on } [t_1, T] \times [0, s(T)]. \] (123)

We note that for every \( \beta < \alpha + \frac{1}{2} \) we have \( x^\alpha \in H^\beta(0, 1) \). Thus \( U^m_{\text{sin}} \in C([0, T]; H^\beta(0, s(T))) \) for every \( \beta < \alpha + \frac{1}{2} \) and for every \( t > t_1 \) it converges to \( U_{\text{sin}} \in H^\beta(0, s(T))) \) uniformly with respect to \( t > t_1 \). Thus for every \( \beta < \alpha + \frac{1}{2} \) we have that \( \bar{U}^m \) is bounded in \( L^\infty(t_1, T; H^\beta(0, s(T))) \). Since we have already shown that \( \{\bar{U}^m_t\} \) is bounded in \( L^2((t_1, T); H^{\frac{1}{2s}}(0, s(T))) \), it follows by the Aubin-Lions theorem that one may choose a subsequence such that \( \bar{U}^m \to \chi_2 \) in \( C([t_1, T]; H^\gamma(0, s(T))) \) for every \( \gamma \in (0, \alpha + \frac{1}{2}) \). Thus by the Sobolev embedding we arrive at (123). Applying \( \bar{U}^m = U^m \) on \( Q_{s,T} \) by the uniqueness of the limit we obtain that \( \chi_2 \equiv u \) on \( Q_{s,T} \). Using the fact that \( s^m \to s \) uniformly on \([0, T] \) we arrive at

\[ u(s(t), t) = 0 \text{ for every } t \in (t_1, T). \]

Finally, since \( \bar{V}^m_t \) is bounded in \( L^2((t_1, T); H^{\frac{1}{2s}}(0, s(T))) \) and \( \bar{V}^m \) is bounded in \( L^2((t_1, T); H^{\frac{1}{2s}}(0, s(T))) \), applying the Aubin-Lions theorem we obtain that there exists \( v \) such that on the subsequence \( \bar{V}^m \to v \) in \( L^2((t_1, T); H^{1+\alpha}(0, s(T))) \). The last one implies that \( D_x^\alpha \bar{V}^m \to D_x^\alpha v \) in \( L^2((t_1, T); H^\gamma(0, s(T))) \) and thus \( (D_x^\alpha v)(0, t) = 0 \) for a.a \( t \in (t_1, T) \), which leads to \( D_x^\alpha u(0, t) = D_x^\alpha U_{\text{sin}}(0, t) = h(t) \) for a.a \( t \in (t_1, T) \). Since \( t_1 > 0 \) was chosen arbitrary, we obtain that there exists \( u \in C(Q_{s,T}) \), satisfying (113) and (116), such that

\[ u_t - \frac{\partial}{\partial x} D_x^\alpha u = 0 \text{ in } H^{\frac{1}{2s}}(0, s(t)) \text{ a.e in } Q_{s,T}, \quad u(s(t), t) = 0 \text{ for every } t \in (0, T] \]

and for a.a \( t \in (0, T) \)

\[ (D_x^\alpha u)(0, t) = h(t). \]

Since for every \( m \in \mathbb{N} \) we have \( u^m \geq 0 \), from (123) we infer that \( u \geq 0 \) on \( Q_{s,T} \). Finally, to prove that the Stefan condition is satisfied, we note that in view of Theorem 9 the Stefan condition may be equivalently written in the integral form

\[ s^m(t) = \frac{1}{m} + \int_0^t h(\tau)d\tau - \int_0^{s^m(t)} u^m(x, \tau)d\tau. \] (124)

For every \( t > 0 \) we consider the compact set \( t \times [0, s^1(t)] \) and taking the limit when \( m \to \infty \) and using (122) we deduce that

\[ s(t) = \int_0^t h(\tau)d\tau - \int_0^{s(t)} u(x, \tau)d\tau, \] (125)

which proves that the fractional Stefan condition \((\bar{f} - v)\) holds in \((0, T)\). This finishes the proof of Theorem 9.
Note 3. Note that there may be solutions for a boundary condition $h$ such that $\dot{h}$ is not bounded, as it was proved in [14], where the explicit solution to problem (7) for $h(t) = h_0 t^{\frac{1-\alpha}{1+\alpha}}$ is given by

$$v_{\alpha}(x, t) = \frac{h_0}{\Gamma(\alpha)} \int_{x/(t^{1/(1+\alpha)})}^{x} w^{\alpha-1} E_{\alpha,1+\frac{1}{\alpha},1} \left( -\frac{w^{1+\alpha}}{1+\alpha} \right) dw$$

(126)

$$s_{\alpha}(t) = \eta_{\alpha} t^\frac{1}{1+\alpha}, \quad t \in (0, T).$$

(127)

where $E_{\alpha,1+1/\alpha,1}$ is the three-parametric Mittag-Leffler function and $\eta_{\alpha} \in \mathbb{R}^+$ is the unique solution to the equation

$$H_{\alpha}(x) = x, \quad x > 0,$$

and the function $H_{\alpha}$ is defined by

$$H_{\alpha}(x) = h_0 \left( 1 + \alpha - \frac{1}{\Gamma(\alpha)} \int_0^x w \sigma_{\alpha}(w) dw \right).$$

(128)

5 Conclusions

We have discussed two kinds of phase-change problems for a one dimensional material. We have considered the model with a non-local heat flux and the fractional Neumann boundary condition at the fixed face $x = 0$. We have proven the existence and uniqueness of a regular solution in the case when the initial domain is occupied by liquid and solid. In the case when the initial domain is at the phase change temperature and it is not possible to transform the domain into a cylinder, a limit solution have been obtained by using an approximation method. In the proof of main results, many interesting properties for space-fractional Stefan problem with fractional Neumann boundary condition have been established, such as the extremum principle, an integral condition equivalent to the fractional Stefan condition, a monotonicity result and energy estimates.

It is still an open problem the study of the regularity and uniqueness of the limit solution to problem (7).
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