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Abstract

We study quantum field theories in which the number of degrees of freedom changes discontinuously across the momentum space. This discontinuity which we call "Kronecker anomaly" leads to non-local effective actions and can be represented as a theory with the random, self-tuning coupling constants.
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1 Introduction and General Discussion

One of the most surprising features of our world is that it is described by local quantum field theories (QFT). This means that we associate with the object we want to describe (be it the standard model or a classical magnet) a set of local operators \( \{O_n(x)\} \) satisfying operator product expansion \(^{1-3}\)

\[
O_n \cdot O_m = \sum c_{nm}^{l} O_l. \tag{1.1}
\]

This also means, that small perturbation can be described by the conformal perturbation theory, \( V = \sum a \lambda O_a \), where \( \{\lambda^a\} \) are the coupling constants. In the general QFT, the operator algebra (1.1) replaces the equations of motion. But is the locality a must? We don’t know the answer.

In this paper we show that there is a plausible mechanism discovered by Larkin and Pikin \(^{4,5}\), which breaks the locality. It was already mentioned long ago \(^6\), but many related facts remain to be clarified.

The effect which we discuss and generalize in this paper is the following. Consider a \( \phi^4 \) theory on a crystal lattice near a critical point. The effective action is given by

\[
\mathcal{L}_0 = \frac{1}{2} (\partial_\mu \phi)^2 + \tau \phi^2 + g \phi^4, \tag{1.2}
\]
where $\tau \propto (T - T_{cr})$ and $\phi$ is magnetization. As we account for the lattice vibrations we get another field, the displacement $u_\alpha(x)$ and strain $u_{\alpha\beta} = \partial_\alpha u_\beta + \partial_\beta u_\alpha$. The Lagrangian for this field is given by

$$\mathcal{L}_1 = \frac{\lambda}{2} u_{\alpha\alpha}^2 + \mu u_{\alpha\beta}^2,$$

(1.3)

where $\lambda, \mu$ are Lame’s coefficients. Finally there is an interaction leading to magnetostriction

$$\mathcal{L}_2 \propto u_{\alpha\alpha} \phi^2.$$

(1.4)

The field $u_{\alpha\beta}$ is Gaussian and if we naively integrate out $u_{\alpha\beta}$, the result seems trivial. Indeed, if we use (1.3) we get

$$\langle u_{\alpha\alpha}(x) u_{\beta\beta}(y) \rangle \propto \delta^d(x - y)$$

and the dressing of $\phi$ with $u$ fluctuations results with

$$\Delta \mathcal{L}_{\text{eff}} \propto \int \langle u_{\alpha\alpha}(x) u_{\beta\beta}(y) \rangle \phi^2(x) \phi^2(y) d^d x d^d y \propto \int \phi^4(x) d^d x$$

So, we obtain a trivial renormalization of the $\phi^4$ term.

There is a flaw in this calculation since $u_{\alpha\beta}(x)$ are not independent fields but are subject to the Saint-Venant compatibility conditions

$$R_{\alpha\beta} = \partial^2 u_{\alpha\beta} + \partial_\alpha \partial_\beta u_{\gamma\gamma} - \partial_\alpha \partial_\gamma u_{\gamma\beta} - \partial_\beta \partial_\gamma u_{\gamma\alpha} = 0$$

(1.5)

which ensures that for $k \neq 0$ we can express $u_{\alpha\beta}$ in terms of some field $u_\alpha$

$$u_{\alpha\beta} = k_\alpha u_\beta + k_\beta u_\alpha$$

The key point of the present paper is that the statistics of $u_{\alpha\beta}(k)$ changes discontinuously at $k = 0$, because at this point Saint-Venant’s condition disappears. This jump of the numbers of the degrees of freedom leads to a non-local contribution of the elastic modes proportional to the Kronecker symbol, $\delta_{\mu,0}$, which we call the Kronecker anomaly. To be more general and precise, consider a field theory with periodic boundary conditions or, which is the same, a theory on a $D$-dimensional torus. The Green functions in such a theory have the following
structure

\[
G (\vec{p}_1, \ldots, \vec{p}_N) = \tilde{G} (\vec{p}_1, \ldots, \vec{p}_N) + A(0, \vec{p}_2, \ldots, \vec{p}_N) \delta_{\vec{p}_1,0} + \ldots, \tag{1.6}
\]

where \( \tilde{G} (\vec{p}_1, \ldots, \vec{p}_N) \) is assumed to be an analytic function of its arguments\(^1\). Then a non-zero contribution \( A(0, \vec{p}_2, \ldots, \vec{p}_N) \) is a Kronecker anomaly. We can formulate it differently — the Green functions on a torus could not be analytic functions due to the Kronecker anomaly.

To proceed, let us find the propagator for the acoustic field \( u_{\alpha\alpha} \) which enters formula (1.4). For \( \vec{k} \neq 0 \) we use (1.3) and the representation \( u_{\alpha\beta} = k_\alpha u_\beta + k_\beta u_\alpha \). This part of the action has the form

\[
S = \sum_{\vec{k} \neq 0} (\mu k^2 \delta_{\alpha\beta} + (\lambda + \mu) k_\alpha k_\beta) u_\alpha(k) u_\beta(-k) = \\
= \sum_{\vec{k} \neq 0} \left( \mu k^2 \left( \delta_{\alpha\beta} - \frac{k_\alpha k_\beta}{k^2} \right) + (\lambda + 2\mu) k^2 \frac{k_\alpha k_\beta}{k^2} \right). \tag{1.7}
\]

These two pieces are orthogonal and the propagator, being the inverse of the above matrices is given by

\[
\langle u_{\alpha}(k) u_{\beta}(-k) \rangle_{\vec{k} \neq 0} = \frac{1}{\mu k^2} \left[ \left( \delta_{\alpha\beta} - \frac{k_\alpha k_\beta}{k^2} \right) + \frac{1}{\lambda + 2\mu} \frac{k_\alpha k_\beta}{k^2} \right]. \tag{1.8}
\]

So, the \( k \neq 0 \) part of \( u_{\alpha\alpha} \) is simply

\[
\langle u_{\alpha\alpha}(k) u_{\beta\beta}(-k) \rangle = \frac{1}{\lambda + 2\mu} \quad \text{at } k \neq 0, \tag{1.9}
\]

For \( \vec{k} = 0 \) the propagator is given by\(^2\)

\[
\langle u_{\alpha\beta} u_{\gamma\delta} \rangle \propto \int D u e^{-\beta E(u)} u_{\alpha\beta} u_{\gamma\delta}, \tag{1.10}
\]

\(^1\)We also assume that these functions do not have essential singularities.

\(^2\)We note that these modes \( \vec{k} = 0 \) could not be present in the spectrum depending on the structure of the crystal \(8\).
where \( E(u) \) is again the elastic energy \( 1.3 \). Using Ward’s identity

\[
\frac{\delta E(u)}{\delta u_{\alpha\beta}} u_{\gamma\delta} = \delta_{\alpha\gamma} \delta_{\beta\delta} + \delta_{\alpha\delta} \delta_{\beta\gamma},
\]

\[
\frac{\delta E(u)}{\delta u_{\alpha\beta}} = \left( \lambda + \frac{2\mu}{d} \right) u_{\gamma\delta} \delta_{\alpha\beta} + 2\mu \left( u_{\alpha\beta} - \frac{1}{d} \delta_{\alpha\beta} u_{\gamma\gamma} \right), \quad \langle u_{\alpha\alpha} u_{\beta\beta} \rangle = \frac{1}{\lambda + \frac{2\mu}{d}} \tag{1.11}
\]

Now we have the propagator

\[
\langle u_{\alpha\alpha}(k) u_{\beta\beta}(-k) \rangle = C_1 + C_2 \delta_{k,0} \tag{1.12}
\]

to which in the coordinate space has the form

\[
\langle u_{\alpha\alpha}(x) u_{\beta\beta}(y) \rangle = C_1 \delta(x - y) + \frac{C_2}{V}, \tag{1.13}
\]

where \( V \) is the volume and

\[
C_1 = \frac{1}{\lambda + 2\mu}, \quad C_2 = \frac{2 \left( 1 - \frac{1}{d} \right) \mu}{(\lambda + 2\mu)(\lambda + \frac{2}{d}\mu)} \tag{1.14}
\]

the term \( C_2 \) represents the Kronecker’s anomaly \( 1.6 \). Since the \( u \)-field is Gaussian, it is easy to calculate its effect on the partition function of the order parameter

\[
\int \mathcal{D}u e^{-\int S[u_{\alpha\beta}]} \exp \left[ \int d^d x u_{\alpha\alpha}(x) \phi^2(x) \right] = \exp \left[ \int dx dy \langle u_{\alpha\alpha}(x) u_{\beta\beta}(y) \rangle \phi^2(x) \phi^2(y) \right]. \tag{1.15}
\]

Thus, the partition function with the account of elasticity acquires an extra term coming from \( 1.15 \)

\[
Z = \int \mathcal{D}\phi \exp \left\{ \int d^d x \left[ (\nabla \phi)^2 + \tau \phi^2 + \bar{g} \phi^4 \right] + \frac{C_2}{V} \int \phi^2(x) \phi^2(y) d^d x d^d y \right\} =
\]

\[
= \int \mathcal{D}\phi \mathcal{D}\xi \exp \left\{ \xi^2 V + C_2^{-1} \int d^d x (\tau + \xi) \phi^2 \right\}. \tag{1.16}
\]

So, we see that the coupling of the order parameter to acoustic phonons leads to the bilocal term in the action

\[
\Delta S \sim \frac{1}{V} \int \epsilon(x_1) \epsilon(x_2) d^d x_1 d^d x_2, \quad \tag{1.17}
\]

the factor \( \frac{1}{V} \) is needed to make this additional term relevant in the thermodynamic limit.
This term can also be cast in the form

$$\Delta S \sim \xi^2 V + \int d^d x \xi(x), \quad (1.18)$$

where $\epsilon(x) \sim \phi^2(x)$ is the energy density of the magnet. The $\xi$ variable plays the role of the coupling constant and we see that the coupling constants behave as random Gaussian variables.

Quite unexpectedly, the random coupling constants and bilocal operators have been discussed long ago in a total different context. In the works \[9, 10\] it was argued that the wormholes and baby universes generate bilocal perturbations. In our set up, one can obtain random coupling much cheaper, we need just an acoustic phonon instead of the other universe.

But this is not the end of the story. Depending on the values of the anomalous dimensions, the integral (17) may diverge. Using the OPE

$$\epsilon(x_1)\epsilon(x_2) = \frac{1}{|x_1 - x_2|^{2\Delta_\epsilon}} I + \ldots, \quad (1.19)$$

we find that if $\Delta_\epsilon < \frac{d}{2}$ we have the bilocal action and coupling are random, while for $\Delta_\epsilon > \frac{d}{2}$ we have UV-divergence and the bilocal action disappears.

The above discussion shows that the essence of bilocality lies in Kronecker’s terms. An important example of this mechanism is the cosmological constant problem. In this case the role of the acoustic phonons is played by gravitons. We have a metric tensor, $g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu}$, with the gauge condition

$$k^\mu h_{\mu\nu} = \frac{1}{2} k^\nu h_{\lambda\lambda} \quad (1.20)$$

and it is obvious that we have extra degrees of freedom at $k = 0$, where the gauge condition degenerates. However, a more subtle analysis of gauge invariance is needed for the cosmological constant problem. We leave this problem for the future work and present here only a simpler case of the 2d string theory in the dilaton background \[11, 13\]. In this case we have two sets of oscillators satisfying the relation

$$[a^\mu_n, a^{\nu}_m] = \eta_{\mu\nu} \delta_{n,-m},$$

and all states could be build by applying these operators at vacuum state $|0\rangle$. Naively, there
are no photon-like degrees of freedom in two dimensions. However, due to the Kronecker anomaly, infinite number of the so called discrete states appear in the theory. As discussed in [11–14], the first excited state of the open string has the usual form \( e_\mu(p) a^\dagger_{1\mu} |0\rangle \) and satisfy the gauge condition

\[
p(p + 2b) = 0, \quad (p_\mu + 2b_\mu) e_\mu(p) = 0, \quad e_\mu \sim e_\mu + \lambda p_\mu,
\]

(1.21)

where \( b_\mu \) is proportional to the derivative of the dilaton \( b_\mu \sim \partial_\mu \varphi \), \( \varphi \) is the dilaton. This quantity is fixed by the condition that the central charge of the string is zero. In 1 + 1 dimension we can try to eliminate the "photon" \( e_\mu(p) \). We choose a gauge and set \( e_1 = 0 \) and then using the constraint to get \( e_0 = 0 \). This is a textbook trick to show that in \( d \)-dimensions photon has \( (d - 2) \) degrees of freedom. In the present case we also can do this except of the points \( p_\mu = 0 \) and \( p_\mu = -2b_\mu \). Analogous reasoning works for the higher string excitations. As a result our string has infinite number of the so called discrete states. This was explicitly verified in [12,13] by calculating scattering amplitudes, which contain infinite number of poles. Their very non-trivial dynamics is important for establishing string-matrix model correspondence.

We will not discuss here the dynamics of discrete states, but just present the second level string excitation, which was discussed in [12,13,15]. It has the form

\[
|\psi_2\rangle = \left( e_\mu a_{2\mu}^\dagger + \xi_{\mu\nu} a_{1\mu}^\dagger a_{1\nu}^\dagger \right) |p\rangle.
\]

(1.22)

The coefficients \( e_\mu, \xi_{\mu\nu} \) satisfy the constraint

\[
(p_\mu + 2b_\mu) \xi_{\mu\nu} + e_\nu = 0, \quad (p_\mu + 3b_\mu) e_\mu + \frac{1}{2} \xi_{\lambda\lambda} = 0,
\]

(1.23)

and two gauge transformations

\[
e_\mu \sim e_\mu + \eta_\mu, \quad \xi_{\mu\nu} \sim \xi_{\mu\nu} + \frac{1}{2} (p_\mu \eta_\nu + p_\nu \eta_\mu), \quad (p_\mu + 2b_\mu) \eta_\mu = 0,
\]

\[
e_\mu \sim e_\mu + \lambda (5p_\mu - 2b_\mu), \quad \xi_{\mu\nu} \sim \xi_{\mu\nu} + \lambda (\delta_{\mu\nu} + 3p_\mu p_\nu)
\]

(1.24)

The analysis in [12,13] shows that the physical states exist only at \( p_1 = \pm \frac{1}{2} \), as a result of the degeneration of the gauge condition. Deeper dynamical understanding of this system seems highly desirable.
2 Kronecker Anomaly in Thermal Harmonic Oscillator

The other way to generate non-local terms in the effective action is to consider a theory at thermal state (or on a torus). For instance, we can study a simple harmonic oscillator at temperature \( \beta \) with the action

\[
S = \int_0^\beta d\tau \left[ \frac{1}{2} \dot{x}^2(\tau) + \frac{1}{2}m^2x^2(\tau) \right],
\]

where we assume periodic boundary conditions \( x(\tau + \beta) = x(\tau) \) and mass, \( m \), plays the role of the frequency of the oscillator. From this we can derive the propagator in the Euclidean signature to be

\[
G(\tau) = 1 + \frac{n}{2m} e^{-m|\tau|} + \frac{n}{2m} e^{m|\tau|}, \quad n = \frac{1}{e^{\beta m} - 1}, \quad G(\omega_m) = \frac{1}{\omega_m^2 + m^2}, \quad \omega_m = \frac{2\pi m}{\beta},
\]

where \( n \) was fixed by periodic boundary conditions. The action (2.1) is very simple and we can compute all physical observables, for instance, the susceptibility \( \alpha = -\frac{\partial \langle x^2 \rangle}{\partial m} \). It could be done by using Kubo formula \( \alpha_\omega \propto \int_0^\beta d\tau e^{i\omega \tau} \langle x^2(0)x^2(\tau) \rangle \). First we do this computation in the lower-half plane of the frequency range \( i\Omega \in \frac{2\pi}{\beta} \mathbb{N} \)

\[
\Pi(\Omega) = x^2 \overset{\text{cyclic}}{\circ} x^2 = T \sum_n \frac{1}{\omega_n^2 + m^2 (\Omega - \omega_n)^2 + m^2} = \frac{1}{m} \coth \frac{\beta m}{2} \frac{1}{m^4 2^\Omega^2},
\]

if one naively assumes that \( \Pi(\Omega) \) is an analytic function of the frequency \( \Omega \) we would get a wrong answer for the \( \Pi(\Omega = 0) \). To see this we make the same computation in the coordinate representation

\[
\Pi(\tau) = G^2(\tau) = \frac{(1 + n)^2}{4m^2} e^{-2m|\tau|} + \frac{n(1 + n)}{2m^2} + \frac{n^2}{4m^2} e^{2m|\tau|},
\]

then \( \Pi(\Omega) = \frac{1}{m} \coth \frac{\beta m}{2} \frac{1}{m^4 2^\Omega^2} + \frac{1}{4m^2 \cosh m\beta - 1} \delta_{\Omega,0} \),

where the non-analytic term appears because of the interference between two exponents in the thermal propagator \( G(\tau) \). It means that our calculation of the polarization operator in the lower-half plane of the frequency range does not capture the zero mode contribution in (2.3) as compared to (2.4). It actually plays an important role, because \( \Pi(0) \) is a susceptibility and could be measured at the experiment. To sum up, we have two possible values for the
susceptibility $\alpha$, that can be found by analytical continuation from the lower-half plane $\Pi_A$ and by direct computation of $\Pi_M$ at $\Omega = 0$:

$$\Pi_A(0) = \frac{\coth \frac{\beta m}{2}}{4m^2}, \quad \text{and} \quad \Pi_M(0) = \frac{1}{m} \coth \frac{\beta m}{2} + \frac{1}{4m^2} \frac{1}{\cosh m\beta - 1}. \quad (2.5)$$

To understand this discrepancy we compute the susceptibility for harmonic oscillator using the straightforward definition of $\alpha$ and the action (2.1),

$$\langle n | x^2 | n \rangle = \frac{2n + 1}{2m}, \quad \langle \langle x^2 \rangle \rangle = \frac{\text{tr} \left[ x^2 e^{-\beta H} \right]}{\text{tr} \left[ e^{-\beta H} \right]} = \frac{1}{2\omega} \sum_{n=0}^{\infty} (2n + 1) e^{-n\beta m} \sum_{n=0}^{\infty} e^{-\beta m} = \frac{1}{2m} \coth \frac{\beta m}{2}.$$

We can change the mass $m$, in two different regimes: keeping temperature or entropy constant. They lead to two different types of the susceptibilities. First, we compute the isothermal susceptibility of the system,

$$\alpha_\beta = -\left( \frac{\partial \langle\langle x^2 \rangle\rangle}{\partial m^2} \right)_\beta = \frac{1}{m} \coth \frac{\beta m}{2} + \frac{\beta}{2m^2} \frac{1}{\cosh m\beta - 1} = \Pi_M(0), \quad (2.6)$$

while, adiabatic or isentropic susceptibility is

$$\alpha_S = -\left( \frac{\partial \langle\langle x^2 \rangle\rangle}{\partial m^2} \right)_S = \frac{1}{m} \coth \frac{\beta m}{2} = \Pi_A(0), \quad (2.7)$$

Then from this computation we can understand the discrepancy in the quantities (2.5). The computation of $\Pi_M(0)$ corresponds to the isothermal susceptibility because in the Matsubara technique the temperature is assumed to be fixed by the boundary conditions $x(\tau + \beta) = x(\tau)$. But we can show in general that $\Pi_A(\Omega)$ gives the answer for real-time computation with the use of the Keldysh-Schwinger technique

$$\Pi_{KS}(0) = \int_{-\infty}^{t} dt' \Im \left[ G_\beta^2(t - t') \right] dt' = \frac{1}{m} \coth \frac{\beta m}{2} = \Pi_A(0). \quad (2.8)$$

It happens because for the real time with unitary evolution the entropy $S = -\text{tr} [\rho \log \rho]$ remains constant. Therefore, the discrepancy (2.5) measures, roughly speaking, the difference between these two different susceptibilities, at constant temperature or entropy. According to our definition this discrepancy is the Kronecker anomaly (1.6). The existence of the Kronecker term changes the behavior of the system. If we couple the oscillator to an external system and integrate its degrees of freedom, the resulted effective action would contain non-
local terms for the external system as in the case of acoustic phonons. The same discrepancy could arise in quantum field theories.

For example, we can consider the following action

$$S = \int_0^\beta d\tau dx \left[ \frac{1}{2} (\partial_\mu a)^2 + \frac{1}{2} (\partial_\mu \phi)^2 - \frac{1}{2} m^2 \phi^2 - ga\phi^2 \right]. \quad (2.9)$$

Then we can study one-loop correction to the propagator of the field $a$. It has the following form

$$G^{-1}(\Omega_n, p) = \Omega_n^2 + p^2 + m^2 - \Sigma(\Omega_n, p),$$

$$\Sigma(\Omega, p) = g^2 T \sum_n \int \frac{dq}{2\pi} \frac{1}{\omega_n^2 + m^2 + q^2} \frac{1}{(\Omega - \omega_n)^2 + m^2 + (p - q)^2}. \quad (2.10)$$

We expect that $\Sigma(\Omega, p)$ has a non-analytical contribution at $p = 0$ (then the particles will have the same energies and can contribute to the Kronecker anomaly (B.7)). And if we evaluate this function at $\Omega_n = 2\pi T n$ and continue to the $\Omega = 0$ and compare it with the direct computation we would get two different answers:

$$\delta \Sigma = \Sigma(\Omega = 0, \vec{p} = 0) - \Sigma_A(0, \vec{p} = 0) = \int \frac{dq}{2\pi} \frac{1}{8T(m^2 + q^2)} \frac{1}{\sinh^2 \left[ \frac{\sqrt{m^2 + q^2}}{2T} \right]} \quad (2.11)$$

This difference would induce an additional non-local term in the effective action.

There are a lot of other interesting mechanisms that could lead to the emergence of bilocal actions. We mostly discuss them in the supplementary material. In appendix A we discuss how the Kronecker anomaly could arise in the $U(1)$ gauge theory to the jump in the number of degrees of freedom for $k = 0$ and $k \neq 0$. In section B we show the physical meaning of this Kronecker anomaly that arise in a space with compact direction and give precise conditions for the emergence of it. In appendix C we show how Kronecker anomaly could arise in quantum electrodynamics or gravity on a torus, coupled to a scalar or fermionic field. In appendix D we that in odd dimensional de Sitter spaces quantum field theories also have Kronecker anomalies, while in even dimensional de Sitters such non-analytical contributions are absent. In appendix E we show how discontinuous propagator in the coordinate space arise in the hyperbolic spaces.
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A Kronecker anomaly in electromagnetic theory

The Kronecker anomaly appears also in the electromagnetic theory

\[ S = \frac{1}{4} \int d^d x F_{\mu\nu}^2, \quad F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu, \quad (A.1) \]

for \( k \neq 0 \) we can use Landau gauge \( k^\mu A_\mu = 0 \) to get the propagator

\[ \langle A_\mu(k)A_\nu(-k) \rangle = \frac{g_{\mu\nu} - \frac{k_\mu k_\nu}{k^2}}{k^2}. \quad (A.2) \]

The electromagnetic field is subjected to the following Maxwell equations

\[ \delta F = j, \quad dF = 0, \quad \delta = *d* \quad (A.3) \]

The first equation is dynamical, that shows how \( F_{\mu\nu} \) depends on the external current, while the second equation is just a statement, that \( F_{\mu\nu} \) is a closed form and for some \( A_\mu, F = dA \), that is analogous to the equation (1.5). Namely, if we consider the constraint with some wave vector \( k^\mu \) this equation states that \( F_{\mu\nu}(k) \) has \( d - 1 \) degrees of freedom \( (d \) comes from the consideration that \( F = dA \) for some 1-form \( A \) and \( (-1) \) comes from gauge invariance of such a configuration \( A \sim A + d\phi \) would give the same field strength \( F \)).

At \( k^\mu = 0 \), when constant configurations are considered we have \( \frac{d(d-1)}{2} \) degrees of freedom (in 4 dimensions it corresponds to 6 constant electric and magnetic fields) and we would have the same type of the change of the number of degrees of freedom. Indeed, let us consider the following correlation

\[ \frac{1}{2} \langle F_{\mu\nu}(k)F_{\mu\nu}(-k) \rangle = \frac{1}{k^4} (g_{\mu\nu}k^2 - k_\mu k_\nu) \left( g^{\mu\nu}k^2 - k^\mu k^\nu \right) = d - 1, \quad (A.4) \]

At \( k^\mu = 0 \) the propagator is singular and naively it would give the same answer, \( d - 1 \), but
if we consider it more carefully we would get

\[ S = \frac{1}{4} F_{\mu\nu}^2 V, \quad \frac{1}{2} \langle F_{\mu\nu}(k = 0) F_{\mu\nu}(k = 0) \rangle = \frac{d(d-1)}{2} \frac{1}{V}, \quad \text{(A.5)} \]

giving us at the end

\[ \frac{1}{2} \langle F_{\mu\nu}(x) F_{\mu\nu}(y) \rangle = (d-1) \delta^d(x - y) + \frac{(d-1)(d-2)}{2} \frac{1}{V}, \quad \text{(A.6)} \]

that is an analog of the equation (1.14).

**B  Mathematical aspects of Kronecker anomaly**

In this section we explain how the Kronecker anomaly arises in a loop computation. Let us consider a quantum field theory at finite temperature \( \beta \) and try to compute any loop diagram. For brevity we will omit the variable \( p \) in the latter formulas. According to the Matsubara technique we should sum over the discrete frequencies

\[ \mathcal{A}_l(\omega_i) = T \sum_n G_M(i\Omega_n) G_M(i(\Omega_n + \omega_1)) \ldots G_M(i(\Omega_n + \omega_1 + \ldots \omega_{l-1})), \quad \text{(B.1)} \]

Since we have a quantum system at thermal equilibrium

\[ G_M(i\omega_n) = \int \frac{d\omega \, \text{Im} G_R(\omega)}{2\pi (\omega - i\omega_n)}, \quad \text{(B.2)} \]

Generally, \( \text{Im} G_R(\omega) \) depends only on the spectrum of the model but not on the concrete state itself. For instance, for a harmonic oscillator \( \text{Im} G_R(\omega) = \pi \delta(\omega^2 - m^2) \). We plug this representation in the amplitude (B.1)

\[ \mathcal{A}_l(\omega_i) = T \prod_{i=1}^l \frac{dx_i}{2\pi} \text{Im} G_R(x_i) \sum_n \frac{1}{x_1 - i\Omega_n} \frac{1}{x_2 - i\Omega_n - i\omega_1} \ldots \frac{1}{x_l - i\Omega_n - i\omega_1 - \ldots - i\omega_{l-1}} \]
Considering summands of this expression as an analytic function of $\Omega_n$ we can decompose it as a sum of simple poles $\frac{C(\omega)}{x - i\Omega_n}$. The summation over $\Omega_n$ yields

$$ T \sum_n \frac{C(\omega_i)}{x - i\Omega_n} = \frac{C(\omega_i)}{2} \coth \frac{x}{2T}, $$

$$ A_l(\omega_i) = \frac{1}{2} \int \prod_{i=1}^l \frac{dx_i}{\pi} \text{Im} \ G_R(x_i) \left[ \coth \frac{x_1}{2T} \frac{1}{x_2 - x_1 - i\omega_1} \ldots \frac{1}{x_l - x_1 - i\omega_1 - \ldots - i\omega_{l-1}} + \right. $$

$$ + \left. \frac{1}{2} \coth \frac{x_2 - i\omega_1}{2T} \frac{1}{x_1 - x_2 + i\omega_1} \ldots \frac{1}{x_l - x_2 - i\omega_2 - \ldots - i\omega_{l-1}} + \ldots \right] $$

(B.3)

One can see that if $\sum_{i=1}^k \omega_i \neq 0$ for any choice of the indices the integral, the amplitude would not have divergences and the resulting function would be analytic. Otherwise there are poles if some sum of the $\omega$'s go to zero. For instance, for $l = 2$ we have

$$ A_2(\omega_1) = \frac{1}{2} \int \prod_{i=1}^l \frac{dx_i}{\pi} \text{Im} \ G_R(x_i) \frac{\coth \frac{x_1}{2T} + \coth \frac{x_2}{2T}}{x_1 + x_2 - i\omega_1}. $$

(B.4)

This formula is analogous to the susceptibility of the Fermi liquid [17], where such singularities lead to the different $k$ and $\omega$ limits. If $\omega_1 \neq 0$ the integral does not contain any singularities and therefore an analytic function of $\omega_1$. If $\omega_1 = 0$ there are possible divergences

$$ \lim_{x_1 \to -x_2} \frac{\coth \frac{x_1}{2T} + \coth \frac{x_2}{2T}}{x_1 + x_2 - i\omega_1} = \left\{ \begin{array}{ll} 0, & \omega_1 \neq 0 \\ \frac{1}{2T \sinh^2 \frac{x_2}{2T}}, & \omega_1 = 0 \end{array} \right. $$

(B.5)

This additional term can amount to the Kronecker anomaly at $\omega_1 = 0$. This singularity happens when $x_1 = -x_2$ and if the product of $\text{Im} \ G_R(x_1)$ is not enough singular there would not be any contributions. But if $\text{Im} \ G_R(x_i)$ is singular, the term (B.5) will contribute and we would get a Kronecker anomaly. In the example of the harmonic oscillator

$$ \text{Im} \ G_R(x_1) \text{Im} \ G_R(x_2) = \pi^2 \delta(x_1^2 - m^2) \delta(x_2^2 - m^2), $$

(B.6)

and two-dimensional integral reduces to a sum over the subset $x_1 = \pm x_2 = \pm m$. The additional term (B.5) amounts to the loop computation and coincides exactly with the discrepancy (2.5). If we introduce a Kronecker function $\delta_{x,y}$

$$ \Delta A_2(\omega_1) = -\frac{1}{4T} \int \prod_{i=1}^l \frac{dx_i}{\pi} \text{Im} \ G_R(x_i) \frac{\delta_{x_1,x_2} \delta_{\omega_1,0}}{\sinh^2 \frac{x_2}{2T}} $$

(B.7)
Figure 1: Analytical structure of the two-point function (B.8). The function $G_{AB}(z)$ has two cuts at $\text{Im } z = 0, \beta$.

We see only stable quasi-particles contributes to the Kronecker anomaly, when $\text{Im } G_R$ has delta-functional singularities.

We present another way of understanding of Kronecker anomaly at $\omega = 0$. Thus, we consider a two-point Whitman function of two operators $A(z = t + i\tau)$ and $B(0)$

$$G_{AB}(z) = \frac{1}{Z} \text{tr} \left[ A(t + i\tau) B(0) e^{-\beta H} \right] = \frac{1}{Z} \sum_{n,m} \langle n | A | m \rangle \langle m | B | n \rangle e^{-\beta E_n} e^{i\tau(E_n - E_m)} ;$$

Near the points $\tau = 0, \beta$ this function could be rewritten as

$$G_{AB}(t + i\beta) = \frac{1}{Z} \sum_{n,m} \langle n | A | m \rangle \langle m | B | n \rangle e^{-\beta E_m} e^{it(E_n - E_m)} ,$$

$$G_{AB}(t) = \frac{1}{Z} \sum_{n,m} \langle n | A | m \rangle \langle m | B | n \rangle e^{-\beta E_n} e^{it(E_n - E_m)} = G_{AB}^*(t + i\beta)$$

where one can notice that $G_{AB}(t+i\tau)$ is analytic function in the region $0 < \tau < \beta$ (otherwise the sum over $n$ or $m$ would diverge). The analytical structure of this function is drawn in the fig. (II). In the limit $z \to \infty$ the highly oscillating terms $e^{it(E_n - E_m)}$ would cancel out all contributions unless $E_n = E_m$. Thus we define

$$G_{AB}(\pm \infty) = g_{AB} = \frac{1}{Z} \sum_n \langle n | A | n \rangle \langle n | B | n \rangle e^{-\beta E_n} \in \mathbb{R}$$

The Fourier transform of $G_{AB}(\tau)$ is given by
\[ G_{AB}(\omega_n) = \int_0^\beta d\tau e^{i\omega_n \tau} G_{AB}(i\tau), \]  

(B.11)

Let us consider the case of \( \omega_n \leq 0 \). Then we can deform the contour of integration\( ^1 \) and get

\[ G_{AB}(\omega_n) = \int_C d\tau e^{i\omega_n \tau} G_{AB}(i\tau) = \]

\[ = \lim_{t_0 \to -\infty} e^{\omega_n t_0} \int_C d\tau e^{i\omega_n \tau} G_{AB}(i\tau - t_0) + \int_{-\infty}^0 d\tau e^{\omega_n \tau} \text{Im} G_{AB}(t) = I_n + \mathcal{F}(\omega_n), \]  

(B.12)

one can see that the second term \( \mathcal{F}(\omega_n) \) is a analytical function of its argument \( \omega_n \). The first term vanishes for \( \omega_n < 0 \) since it is multiplied by a bounded function. But taking into account that \( G_{AB} \to g_{AB} \) at infinity we get

\[ I_n = \lim_{t_0 \to -\infty} e^{\omega_n t_0} \int_C d\tau e^{i\omega_n \tau} G_{AB}(i\tau - t_0) = \frac{g_{AB}}{T} \delta_{\omega_n,0}, \]  

(B.13)

that is precisely a Kronecker anomaly.

C  Two dimensional scalar electrodynamics on a torus

In this section we show how Kronecker anomaly affects a dynamics of quantum electrodynamics and gravity coupled to a massive scalar and fermionic fields on torus \( S^1_\beta \times S^1_{\beta'} \). It could be seen as a system at finite temperature with compact spatial coordinate. The action of this model is

\[ S = \int d^2x \left[ |(\partial_\mu - ieA_\mu) \phi|^2 - m^2 |\phi|^2 - \frac{1}{4} F^2_{\mu1} \right]. \]  

(C.1)

We can read out the propagator

\[ G(n, m) = \frac{1}{p_n^2 + \omega_k^2 + m^2}, \quad p_n = \frac{2\pi n}{\beta'}, \quad \omega_k = \frac{2\pi k}{\beta}. \]  

(C.2)
The one-loop contribution to the polarization operator, i.e. in the lowest order of the coupling constant, $e^2$

$$\Pi_{00}(\Omega, q) = \frac{e^2}{\beta}\sum_{n,m} \left[ \frac{(2\omega_n + \Omega)^2}{(\omega_n^2 + p_m^2 + m^2)(\omega_n^2 + (p_m - q)^2 + m^2)} - \frac{2}{\omega_n^2 + p_m^2 + m^2} \right]$$

Using Ward identities we can find the following relations for the polarization operators

$$\Omega \Pi_{00}(\Omega, q) + q \Pi_{01}(\Omega, q) = 0, \quad \Omega \Pi_{01}(\Omega, q) + q \Pi_{11}(\Omega, q) = 0, \quad (C.3)$$

We note that if $\Omega \neq 0$ then we can express $\Pi_{00} = -\frac{q}{\Omega} \Pi_{01}$ and $\Pi_{00}(\Omega, q)$ must be equal to zero for $q = 0$ and $\Omega \neq 0$. The equations \((C.3)\) do not constrain the polarization operators only when $\Omega = q = 0$.

Therefore, non-analytical contributions can come only at $\Omega = q = 0$. Thus we set $\Omega = 0$ and consider the corresponding component as a function of the spatial momentum, $q$,

$$\Pi_{00}(0, q) = \frac{2e^2}{\beta} \sum_{n,m} \left[ \frac{2\omega_n^2}{(\omega_n^2 + p_m^2 + m^2)(\omega_n^2 + (p_m + q)^2 + m^2)} - \frac{1}{\omega_n^2 + p_m^2 + m^2} \right]. \quad (C.4)$$

Summing this series when $q = 0$ and $q \neq 0$ we get the following result,

$$\Pi_{00}(0, q) = \pi_{00} \delta_{q,0} + \tilde{\Pi}_{00}(0, q), \quad \pi_{00} = \frac{e^2}{\beta} \sum_n \frac{\omega_n^2}{\omega_n^2 + m^2} \frac{1}{\sinh^2 \left( \frac{\sqrt{\omega_n^2 + m^2}}{2T} \right)}. \quad (C.5)$$

The last term brings to the effective action of the electromagnetic field an additional non-trivial interaction for $A_0(0,0)$.

To understand this better we can study the $2d$ model with massless Dirac fermions on the same torus $S^1_\beta \times S^1_{\beta'}$ (with periodic boundary conditions over the spatial circle $S^1_{\beta'}$). In this case the propagator for the Kronecker mode is

$$\Pi_{00}(\omega = 0, q) = e^2 TT' \sum_{n,m} \frac{2\omega_n^2 - 2p_m(p_m + q)}{(\omega_n^2 + p_m^2)(\omega_n^2 + (p_m + q)^2)} =$$

$$= \frac{1}{q} e^2 T' \sum_m \left( \tanh \left( \frac{p_m + q}{2T} \right) - \tanh \left( \frac{p_m}{2T} \right) \right), \text{ here } T = \frac{1}{\beta} \text{ and } T' = \frac{1}{\beta'} \quad (C.6)$$

If $q \neq 0$ we can shift the summation and compute the difference between the first and second
term in the summand to find that:

\[ \Pi_{00}(\omega = 0, q) = \frac{e^2}{2\pi} \]  

(C.7)

In the limit as \( q \to 0 \) we must replace the difference by the derivative to get that

\[ \Pi_{00}(\omega = 0, q = 0) = e^2 \beta \frac{\beta'}{\beta'^2} \sum_n \frac{\cosh^2 \frac{\pi n \beta}{2\beta'}}{n} = e^2 g \left( \frac{\beta}{\beta'} \right) + \frac{e^2}{2\pi}, \]

where

\[ g(x) = \sum_{n=-\infty}^{\infty} \frac{x}{\cosh^2 \frac{\pi n x}{2}} - \frac{1}{2\pi}. \]  

(C.8)

The sum is different again for \( q = 0 \) and \( q \neq 0 \). We would like to stress that this additional term is not connected to the dynamics of the Wilson lines – it is already captured by Schwinger term. Indeed, the Wilson line is equal to \( W_t(x) = \int d\tau A_0(x, \tau) \) or in Fourier space \( W_t(q) = A_0(0, q) = \frac{F_{01}(0, q)}{q} \) then we can rewrite the above contribution to the action as

\[ S = \frac{e^2}{2\pi} \sum_q \frac{F_{01}(0, q)F_{01}(0, -q)}{q^2} + e^2 g \left( \frac{\beta}{\beta'} \right) W_t^2(q = 0) = \]

\[ = \sum_q W_t(q)W_t(-q) + e^2 g \left( \frac{\beta}{\beta'} \right) W_t^2(q = 0) = \int dx W_t^2(x) + e^2 g \left( \frac{\beta}{\beta'} \right) \left( \int dx dt A_0 \right)^2. \]

(C.9)

The action contains the local dynamics of the Wilson lines, while the last term does not have the same form and brings an additional dynamics. These non-local contributions at all orders of perturbation theory were firstly computed in [18].

An analogous calculations could be performed for the gravitational case. We will work with the linearized gravity in order to apply intuition we developed in the abelian case. Let us study a theory symmetric field \( h_{ab} \) that is invariant under the following transformations

\[ h_{ab} \to h_{ab} + \partial_a \epsilon_b + \partial_b \epsilon_a, \quad h_{ab}(k) \to h_{ab}(k) + k_a \epsilon_b + k_b \epsilon_a, \]  

(C.10)

The Fourier transform of the eq. (C.10) degenerates for \( \vec{k} = 0 \), meaning that additional degrees of freedom could contribute to the dynamics. We couple this gravity theory to a fermion field on the torus \( T^2 = S^1_\beta \times S^1_{\beta'} \). If we integrate out the fermions from the theory, these new degrees of freedom could become alive. The gravity field \( h_{ab} \) is coupled to a stress
energy tensor

\[ \delta S = \int d^2 x h_{ab} T_{ab}, \quad T_{00} = \bar{\psi} \gamma_0 \partial_0 \psi, \quad T_{01} = \frac{1}{2} \bar{\psi} [\gamma_0 \partial_1 + \gamma_1 \partial_0] \psi, \quad T_{11} = \bar{\psi} \gamma_1 \partial_1 \psi. \]  \tag{C.11}

Due to the gauge invariance \( \Pi_{00|00}(\Omega, q = 0) = \langle T_{00}(0, q) T_{00}(0, -q) \rangle = 0 \) when \( \Omega \neq 0 \). Hence, to get the non-analytical contributions to the polarization operator \( \Pi_{00|00} \) we set \( \Omega = 0 \) and study it as a function of \( q \). The computation gives the following polarization operator

\[ \Pi_{00|00}(\Omega = 0, q) = \frac{1}{\beta \tilde{\beta}} \sum_{n,m} \frac{\omega_n^2 (\omega_n^2 - p_m(p_m + q))}{(p_m^2 + \omega_n^2)((p_m + q)^2 + \omega_n^2)}. \]  \tag{C.12}

Summation over frequencies \( \omega_n \) could be performed and it yields:

\[ \Pi_{00|00}(\Omega = 0, q) = \frac{1}{\beta \tilde{\beta}} \sum_n (p_n + q)^2 \tanh \frac{\beta(p_n + q)}{2} - p_n^2 \tanh \frac{\beta p_n}{2q}. \]  \tag{C.13}

This sum over \( p_n \) is seemingly divergent but after regularization for \( q \neq 0 \):

\[ \Pi_{00|00}(\Omega = 0, q \neq 0) = -\frac{q^2}{6}, \]  \tag{C.14}

This term brings to the effective action the following term

\[ \delta S = h_{00}(\omega = 0, q) \frac{q^2}{6} h_{00}(\omega = 0, -q) = \frac{R(\omega = 0, q) R(\omega, -q)}{6q^2}, \]  \tag{C.15}

where we have used that at linear order \( R(\omega = 0, q) = -q^2 h_{00}(\omega = 0, q) \). Thus, we have managed to restore Liouville action on a torus. This fact is not surprising. But if we consider the case of \( q = 0 \), when the constraints trivially satisfied, we get

\[ \delta \Pi_{00|00}(\Omega = 0, q = 0) = \sum_n \frac{p_n^2 + 2 p_n \sinh [p_n/\beta]}{\cosh^2 [p_n/2]}, \]  \tag{C.16}

This term brings a non-local interaction to the effective action. It would be interesting to understand better the origin and the meaning of this term.
D Kronecker anomaly in spaces with constant curvature

Before we considered only the cases of the spaces with compact subspace \( M = \tilde{M} \times S^1 \). The calculation was quite explicit and Kronecker anomalies appeared. It would be interesting to study the case of other compact spaces. The most direct generalization is to consider a three-dimensional sphere \( S^3 \). The problem is quite interesting and related to the problem of de Sitter stability \([19, 20]\). Also it has already been shown that loop corrections for principal series the loop corrections contain non-analytical contributions \([21]\). Let us study the following theory

\[
S = \frac{1}{2} \int d^3x \sqrt{-g} \left[ (\partial_\mu a)^2 - m^2 a^2 + \lambda a^3 \right], \tag{D.1}
\]

We pick the following metric on the sphere

\[
ds^2 = d\phi^2 + \sin^2 \phi \left( d\theta^2 + \sin^2 \theta d\varphi^2 \right). \tag{D.2}
\]

Due to high symmetry of \( S^3 \) two point functions depend on the geodesic distance \( Z = \cos \phi \), \([20]\)

\[
G_\mu(\cos \phi) = \frac{\sinh \mu (\pi - \phi)}{\sinh \mu \pi \sin \phi} = \sum_{L=0}^{\infty} \frac{(L + 1)}{L(L + 2) + m^2} \frac{\sin(L + 1)\phi}{\sin \phi}, \tag{D.3}
\]

where \( \mu = \sqrt{m^2 - 1} \) and \( \frac{\sin(L + 1)\phi}{\sin \phi} \) is a eigenfunction on the three-dimensional sphere. Let us note that

\[
G_\mu(\cos \phi) = \sum_{K=-\infty}^{\infty} \frac{K}{K^2 + \mu^2} \frac{\sin K\phi}{\sin \phi}, \tag{D.4}
\]

while to get Feynman propagator we should replace the summation with an integral

\[
Q_\mu(\cos \phi) = \int_{-\infty}^{\infty} \frac{dK}{2\pi} \frac{K}{K^2 + \mu^2} \frac{\sin K\phi}{\sin \phi}. \tag{D.5}
\]
We want to decompose the one-loop correction $\Pi(\cos \phi) = G^2_\mu(\cos \phi)$ through the eigenfunctions of the 3d sphere

$$P_L(\cos \phi) = \frac{\sin(L+1)\phi}{\sin \phi} = \sum_{K=L,L-2,\ldots,-L} e^{iK\phi},$$

$$\int_0^\pi d\phi \sin^2 \phi P_L(\cos \phi) P_K(\cos \phi) = \delta_{LK},$$

$$\Pi(\cos \phi) = \sum_L \Pi_L P_L(\cos \phi), \quad \Pi_L = \int_0^\pi d\phi \sin^2 \phi \Pi(\cos \phi) P_L(\cos \phi), \quad (D.6)$$

we get that

$$\Pi_L = \sum_{K=L,L-2,\ldots,-L} \pi_{K}, \quad \pi_K = \frac{1}{\sinh^2 \pi \mu} \frac{\mu \sinh 2\pi \mu}{K^2 + 4\mu^2} - \frac{\pi}{2 \sinh^2 \pi \mu} \delta_{K,0}, \quad (D.7)$$

Summing this series over we get the following expression

$$\Pi_L = -i \coth \pi \mu \left[ H_{-i\mu - \frac{L}{2} - 1} - H_{i\mu - \frac{L}{2} - 1} - H_{-i\mu + \frac{L}{2}} + H_{i\mu + \frac{L}{2}} \right] - \frac{\pi \delta_{L,\text{even}}}{2 \sinh^2 \pi \mu} \quad (D.8)$$

As one can see there is a non-analytical contribution at even $L$’s. If we sum them over, we would get that the Kronecker anomaly depends on $\phi$

$$\delta \Pi(x, y) = \delta \Pi(\cos \phi) = -\frac{\pi}{2 \sinh^2 \pi \mu} \sum_k \frac{\sin(2k + 1)\phi}{\sin \phi} = -\frac{\pi}{2 \sinh^2 \pi \mu} \frac{1}{\sin^2 \phi} \quad (D.9)$$

Does it mean that the analytical continuation from $S^3$ to $dS^3$ is problematic? And if we change adiabatically the mass, $m^2$, we would get isentropic change of the $\langle a^2 \rangle$?

As in the case of harmonic oscillator we can show that $\Pi_0$ corresponds to the change of the mass, either keeping temperature or entropy constant. Indeed,

$$G_\mu(\cos \phi) \approx \frac{1}{\phi} - \mu \coth \pi \mu + \mathcal{O}(\phi), \quad \frac{\partial G_\mu(Z = 1)}{\partial \mu^2} = \frac{\coth \pi \mu - \frac{\pi \mu}{\sinh^2 \pi \mu}}{2\mu} = \Pi_0 \quad (D.10)$$

On the other hand we can do this calculation in the $dS^3$ (that is done by analytical contin-
uation $\phi \to i\alpha$) with the use of Keldysh-Schwinger technique

$$G_\mu(\cosh \alpha) = i \frac{\sinh \mu (\pi - i\alpha)}{\sinh \mu \pi \sinh \alpha},$$

that is equal to the $\Pi_0$ without the Kronecker term. It means that if we change $\mu^2$ in the $dS_3$ instead of going to the BD vacuum we will descend in some other vacuum. Let us stress that we integrated over global $dS_3$ space. Therefore this result is not applicable for the Expanding Poincare Patch. Nonetheless, we can study the Static Patch of de Sitter [22] which is related again to three-dimensional sphere by analytical continuation. It would be interesting to see whether such an non-analytical contribution to $\Pi_L$ would also relate the difference in the isothermal and isentropic susceptibilities. It shows, that the quantum field theory considered in the odd-dimensional de Sitter space does not make any sense — the system is very sensitive to the way it was prepared. Any small adiabatic deformation of the theory could change its properties.

D.1 Absence of Kronecker anomalies in even dimensional de Sitter spaces

We want to generalize the previous calculation to $S^2$. The propagator on a 2d sphere is

$$G(Z) = \frac{\pi}{\cosh \pi \mu} P_{-\frac{1}{2} + i\mu}(-Z)$$

Namely, we are interested in the decomposition of the self-energy function $\Pi(Z) = G(Z)^2$ as a sum over 2d sphere eigenfunctions

$$\Pi(Z) = \sum_{L=0}^{\infty} (2L + 1) P_L(Z) \Pi_L,$$

where $P_L(Z)$ are Legendre polynomials. Using orthogonality we can extract coefficients

$$\Pi_L = \frac{1}{2} \int_{-1}^{1} dZ \Pi(Z) P_L(Z),$$
this integral could be rewritten in the following way. First we notice that we have Legendre $Q$ function of integer index with the following property

$$\text{Im} \, Q_n(x) = \frac{\pi}{2} P_n(x), \quad x \in [-1, 1],$$  \hspace{1cm} (D.15)

then the eq. (D.14) is

$$\Pi_L = \frac{1}{\pi} \int_{-1}^{1} dZ \Pi(Z) \text{Im} \, Q_L(Z) = \frac{1}{2\pi i} \int_C dZ \Pi(Z) Q_L(Z),$$  \hspace{1cm} (D.16)

where $C$ encircles the set $[-1, 1]$, we deform this contour to $C_\infty = \lim_{R \to \infty} \{Z \in \mathbb{C}, |Z| = R\}$. Since $\Pi(Z)Q_L(Z) \sim \frac{1}{Z^{L+2}}$ for $L \geq 0$

$$\Pi_L = \frac{1}{2\pi i} \int_{C_\infty} dZ \Pi(Z) Q_L(Z) = \frac{1}{\pi} \int_1^\infty dZ \text{Im} \, \Pi(Z) Q_L(Z),$$  \hspace{1cm} (D.17)

but now $Q_L$ is a smooth function of $L$, namely $Q_L = Q_\nu e^{i\pi \nu}$, so we can introduce the following function

$$F(\nu) = \frac{1}{\pi} \int_1^\infty dZ \text{Im} \, \Pi(Z) Q_\nu(Z) e^{i\pi \nu},$$  \hspace{1cm} (D.18)

this function is analytic and $F(L) = \Pi_L$ for integer $L$. We can check numerically that it is a nice agreement with the explicit resummation. Therefore, there are no Kronecker anomalies for even dimensional quantum field theories in de Sitter spaces.

E De Sitter Lacuna

In this section we will briefly discuss possible discontinuities of the propagator as a function of geodesic distance or interval in the background of non-trivial metric. The most simple example of such a background is again a de Sitter space. It is very well-known, that in de Sitter space due to external gravity, the in-vacuum is not stable. It could be seen by directly computing the decay rate

$$\langle \text{out}|\text{in} \rangle = \int \mathcal{D}\phi e^{i \int d^4x \left[\frac{1}{4}(\partial^2 \phi)^2 - \frac{1}{2}m^2 \phi^2\right]}, \quad \frac{\partial \log \langle \text{out}|\text{in} \rangle}{\partial m^2} = \int d^4x \langle \text{out}|\phi^2(x)\text{in} \rangle$$  \hspace{1cm} (E.1)
The in-out matrix element could be computed in the following way. For instance in $d = 2$, we would have the following in-out propagator

\[ \langle \text{out} | \phi(x) \phi(y) | \text{in} \rangle = Q_{-\frac{1}{2} + i \mu}(Z), \quad \mu = \sqrt{m^2 - \frac{1}{4}}, \]  

(E.2)

where $Z$ is a geodesic distance between these two points $x$ and $y$ in the de Sitter space. Then the imaginary part of the partition function is

\[ \text{Im} \left[ \frac{\partial \log \langle \text{out} | \text{in} \rangle}{\partial \mu^2} \right] = \pi \tanh \pi \mu V_d S, \]  

(E.3)

that suggests that in- and out- states in de Sitter space are orthogonal to each other. Therefore, we would expect if one turns on the interaction the in-state would decay to the out-state. It would be interesting to understand how the in-in propagator transforms to out-out propagator. In 2d, the in-in propagator could be obtained by an analytical continuation from sphere

\[ G_{\text{in/in}}(Z) = \sum_{L=0}^{\infty} \frac{(2L + 1)P_L(Z)}{L(L + 1) + m^2} = \frac{\pi}{\cosh \pi \mu} P_{-\frac{1}{2} + i \mu}(-Z), \]  

(E.4)

the out-out propagator could not be computed by some analytical continuation. Nevertheless, we can write down the expression for the out-out propagator in terms of modes

\[ G_{\text{out/out}}(Z) = \int \frac{dp}{2\pi} e^{ipx} J_{i \mu}(p\eta) J_{-i \mu}(p\eta), \]  

(E.5)

we can see that the product of two Bessel functions, $J_{i \mu}(p\eta) J_{-i \mu}(p\eta)$ is an entire function of momentum $p$. Then if $|x| > 2\eta$ we can change the counter of integration to infinity

\[ \int \frac{dp}{2\pi} e^{ipx} J_{i \mu}(p\eta) J_{-i \mu}(p\eta) = 0, \quad |x| > 2\eta \quad \Rightarrow \quad G_{\text{out/out}}(Z) = \theta(Z + 1) D(Z) \]  

(E.6)

Plugging this assumption into the equation for propagator we can see that $D(Z)$ should satisfy the same equation for massive scalar field in de Sitter space. And since $G_{\text{out/out}}(Z)$ does not have singularities at $Z = -1$ we have

\[ G_{\text{out/out}}^{d-2}(Z) = \theta(Z + 1) G_{\text{in/in}}^{d-2}(Z), \]  

(E.7)
we can find analogous formulae in higher dimensions

\[ G_{\text{out}/\text{out}}^{d=2k+2}(Z) = \frac{d^k}{dZ^k} G_{\text{out}/\text{out}}^{d=2}(Z) = \theta(Z + 1) G_{\text{in}/\text{in}}^{d=2k+2}(Z) + C_1 \delta(Z + 1) + C_2 \delta'(Z + 1) + \ldots \]

In the case of the odd dimensions the situation a bit more strange. First, the in-out propagator does not contain imaginary contributions and therefore the in-state could not decay to the out-state \[23\]. Second, the out-out propagator would be different

\[ G_{\text{out}/\text{out}}(Z) = \int \frac{d^2 p}{(2\pi)^2} e^{ipx} J_{\mu}(p\eta) J_{-\mu}(p\eta) = \int \frac{pdp \cos \theta_p}{2\pi} \frac{d\theta \, d\theta'}{2\pi} \frac{e^{i\mu(\theta - \theta')}}{2\pi} e^{ip[x \cos \theta + \eta \cos(\theta - \theta_p) + \eta \cos(\theta' - \theta_p)]}, \quad (E.8) \]

from this we can see that if \(|x| > 2\eta\) this integral is zero. For \(|x| < 2\eta\) we can compute this integral

\[ G_{\text{out}/\text{out}}^{d=3}(Z) = \theta(Z + 1) \frac{e^{i\mu \theta}}{\sinh \theta} = \theta(Z + 1) G_{\text{in}/\text{out}}(Z), \quad (E.9) \]

that is drastically different from the behavior in even dimensions. Again in higher dimensions

\[ G_{\text{out}/\text{out}}^{d=2k+3}(Z) = \frac{d^k}{dZ^k} G_{\text{out}/\text{out}}^{d=3}(Z) = \theta(Z + 1) G_{\text{in}/\text{out}}^{d=2k+3}(Z) + C_1 \delta(Z + 1) + \ldots \quad (E.10) \]
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