Theory of strong down-conversion in multi-mode cavity and circuit QED
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We revisit the superstrong coupling regime of multi-mode cavity quantum electrodynamics (QED), defined to occur when the frequency of vacuum Rabi oscillations between the qubit and the nearest cavity mode exceeds the cavity’s free spectral range. A novel prediction is made that the cavity’s linear spectrum, measured in the vanishing power limit, can acquire an intricate fine structure associated with the qubit-induced cascades of coherent single-photon down-conversion processes. This many-body effect is hard to capture by a brute-force numerics and it is sensitive to the light-matter coupling parameters both in the infra-red and the ultra-violet limits. We focused at the example case of a superconducting fluxonium qubit coupled to a long transmission line section. The conversion rate in such a circuit QED setup can readily exceed a few MHz, which is plenty to overcome the usual decoherence processes. Analytical calculations were made possible by an unconventional gauge choice, in which the qubit circuit interacts with radiation via the flux/charge variable in the low-/high-frequency limits, respectively. Our prediction of the fine spectral structure lays the foundation for the “strong down-conversion” regime in quantum optics, in which a single photon excited in a non-linear medium spontaneously down-converts faster than it is absorbed.

I. INTRODUCTION

Quantum electrodynamics (QED) is a branch of physics describing a remarkable list of fundamental phenomena produced by the quantum nature of electromagnetic fields [1–3]. In cavity QED, the electromagnetic modes are spatially confined and the corresponding vacuum fields can be dramatically enhanced [4]. A celebrated manifestation of cavity QED is the strong coupling regime, in which an atom (or a qubit) and a cavity mode coherently exchange a single excitation – undergoing the vacuum Rabi oscillations – faster than the decoherence rate in either system. This regime has enabled one to control qubits with radiation and to control radiation with qubits, and among other directions it influenced the development of circuit QED and superconducting quantum computing [5, 6].

More recently, two new kinds of strong coupling regimes of cavity QED have been explored. The first one is the ultrastrong coupling regime that is achieved when the non-rotating wave terms of light-matter interaction become relevant, resulting in the non-conservation of the total number of excitations in the system [7–10]. In the simplest case of a single mode cavity, ultrastrong coupling physics kicks in when the vacuum Rabi frequency becomes comparable to the atom/cavity transition frequencies, as demonstrated in the semiconductor [11, 12] and the circuit QED [13, 14] platforms. Another kind of strong coupling regime, termed superstrong coupling [15], can be obtained in massively multi-mode cavities, when the vacuum Rabi frequency exceeds the free spectral range of the resonator, that is the frequency spacing between the modes. In this case, the qubit exchanges an excitation with the cavity faster than light can traverse the cavity length, and hence the spatial profile of the cavity modes becomes dependent on the qubit state. This regime was approached in circuit QED, using a meter-long on-chip superconducting transmission line resonator [16] and in a cold atom setup using a 30 m long optical resonator [17].

The superstrong coupling has an intuitive spectroscopic manifestation in the single-particle approximation. For a cavity with a free spectral range ∆, the qubit resonance at frequency $f_{eg} = ω_{eg}/2π$ simultaneously hybridizes with about $Γ/∆$ standing-wave modes of the cavity that are nearby in frequency (Fig. 1b). The quantity $Γ$ is, in fact, the rate of spontaneous emission of the qubit in the limit of an infinitely long cavity, corresponding to $∆ → 0$, and the superstrong coupling condition formally reads $∆ ≪ Γ ≪ f_{eg}$. Because there are many cavity modes and only one qubit, one can think that each cavity mode from the $Γ$-vicinity of the qubit resonance becomes weakly dressed by the qubit. The dressed modes acquire a small frequency shift, of the order $∆^2/Γ$, which rapidly vanishes outside the hybridization window. This spectral property was indeed verified in recent cQED experiments, where the ratio $Γ/∆$ was increased further compared to the Ref. [16] using compact high-impedance/slow light transmission lines [18, 19].

Here we reveal a surprisingly important role of the cavity’s lowest energy modes in the superstrong coupling dynamics (Fig 1a,b). Even though these far-detuned modes are negligibly dressed by the qubit, one can use them to construct a large number of multi-particle excitations with energies near the qubit resonance. For example, in addition to a number around $Γ/∆$ of single-particle states hybridizing with the qubit, there is a much larger number of two-particle states, scaling as $(Γ/∆)^2$, in the same energy window. These states consist of one “high-frequency” photon at a frequency near $f_{eg}$ and one “low-frequency” photon at a frequency of about $Γ$ or less. There is an even larger number of three-particle states,
Involving two low-frequency photons in the cavity, and so forth. The presence of low-frequency modes is crucial for such a massive multi-particle degeneracy: if we ignore the cavity’s spectrum below half the qubit frequency, there would be room for only one two-particle excitation and no three-particle ones. How strong can the coupling between single-particle and multi-particle manifolds be in the superstrong coupling regime, and how would this many-body interaction effect manifest in the simplest linear (vanishing probe power) spectroscopy experiment? Our work comprehensively answers this question.

To understand the cavity’s multi-particle dynamics, one has to first face the notorious problem of the gauge choice in quantum electrodynamics (see e.g. the references [20–32]). Indeed, a coherent hybridization between a single-particle and, say, a two-particle excitation in Fig 1b clearly violates the conservation of the total number of excitations, which is the key attribute of the ultrastrong coupling regime. However, it is not obvious which Hamiltonian parameters control the emergence of ultrastrong coupling physics in a massively multi-mode system. To make matters worse, the light-matter coupling Hamiltonians are generally gauge-dependent [22], which in the past has led to paradoxical predictions for multi-mode problems, such as a divergent Lamb shift or spontaneous emission rate [33–35]. Furthermore, simulations of multi-mode QED systems are impossible without truncating the system’s Hilbert space, and the accuracy of such a truncation is also gauge-dependent, as it was first pointed out for the problem of a two-photon absorption in hydrogen [20]. To our knowledge, no general recipe exists for choosing the most computationally efficient gauge for a multi-mode cavity QED problem [26].

In the circuit QED platform, particularly suited for exploring quantum effects beyond the strong coupling, the majority of multi-mode experiments involved a transmon type qubit, which is in fact a weakly anharmonic oscillator circuit rather than a two-level system [36]. In this case, the black box circuit quantization (BBQ) theory provides an efficient solution to all challenges related to the gauge choice [37, 38]. Within the BBQ theory, the qubit’s non-linearity is treated as a perturbation to the normal modes of the coupled system, the parameters of which are given entirely in terms of the circuit impedance or admittance functions. However, the conversion processes are suppressed, at least at the single-photon level, because the interaction felt by the low-frequency modes is controlled entirely by the degree of their hybridization with the qubit, a vanishing quantity in the superstrong coupling regime. Here we consider the case of a highly anharmonic fluxonium qubit [39, 40], to which the BBQ theory cannot be directly applied.

Our new result can be summarized as follows. The single-particle excitations of the superstrongly coupled qubit-cavity system can be formally viewed as polaritons, although we prefer to call them “dressed photons”, because the qubit degree of freedom is also of the electromagnetic nature. These dressed photons experience a non-linearity, the dominant effect of which is to convert a single dressed photon into a lower energy dressed photon and a number of low-frequency photons (the dressing of which is negligible). We focused at the most efficient conversion process, involving just one low-frequency photon production. Such a parity-flipping process is allowed by symmetry when operating the qubit circuit away from a half-integer flux bias. In this case, the single-photon conversion rate can readily reach a few MHz, which is well above the decoherence floor in superconducting circuits, and which makes the conversion process reversible and coherent. Consequently, the cavity’s linear spectrum of standing-wave modes would acquire a fine structure of multi-particle resonances, consisting of hybridized single-particle and two-particle excitations. Higher-order conversion processes can lead to even finer spectral features, involving three-particle states and so forth.

Our prediction has important connections with two other topics. The first connection is the quantum impu-
rity dynamics of the Ohmic bath spin-boson model [41, 42]. The hybridization of single-particle and multi-particle excitations would lead, in the infinite cavity size limit, to a non-zero probability of the inelastic scattering of a single photon by the qubit [43–46]. The second connection is to the phenomenon of spontaneous parametric down-conversion (SPDC) [47, 48]. To our knowledge, there hardly exist a non-linear optical material where the SPDC rate would be larger or at least comparable to the absorption rate [49]. Consequently, the probability of observing a reversible SPDC process is practically zero. Our synthetic system implements the opposite scenario: a single photon can coherently down-convert into a photon pair, or even to a superposition of multiple photon pairs, and then up-convert back into the original single photon, and so on, at a sub-microsecond time scale. By analogy with the vacuum Rabi oscillations in cavity QED, we refer to this previously unavailable regime of non-linear optics as a regime of strong down-conversion.

The article is organized as follows. In Sec. II, we present the proposed circuit implementation of multimode cavity QED and describe its Hamiltonians in three gauges, namely the charge gauge, the flux gauge and a newly introduced mixed gauge. The mixed gauge is our key innovation as it provides a shortcut to calculating the two-particle amplitudes. In Sec. III, we describe an effective photon-photon interaction Hamiltonian responsible for coherent conversion processes. An example of the resulting fine-structured cavity spectrum is given in Section IV. In Section V we draw our conclusions and perspectives. Technical details are organized in several Appendices. In particular, in Appendix D we present a successful numerical benchmark of the proposed effective Hamiltonian with a direct numerical diagonalization, which was made possible by considering a much shorter-length transmission line and a weaker qubit coupling.

II. CIRCUIT MODEL AND GAUGE CHOICE

In our system, the multi-mode cavity is implemented as a superconducting transmission line of length $\ell$, characterized by the wave impedance $Z_\infty$ and the speed of light $v$, as shown in Fig. 2 (a). This transmission line is terminated on one end by a superconducting loop of inductance $L$, interrupted by a single weak Josephson junction, characterized by the Josephson energy $E_J$ and the charging energy $E_C$. With the proper choice of parameters, such a loop implements a circuit atom known as fluxonium. Fluxonium interacts with the transmission line modes by sharing a fraction $x (0 < x \leq 1)$ of its loop inductance with the line. The qubit transition frequency can be tuned by changing the external flux bias $(\hbar/2e)\varphi_{\text{ext}}$ threading the superconducting loop. (b), (c) and (d): Exact lumped-element circuit model of the device obtained using Foster’s decomposition. The values $C_i$ and $L_i$ are derived in the Appendix A. The filled red dots indicate the choice of generalized coordinate variables $\varphi_i$ corresponding to (b) flux gauge, (c) charge gauge, and (d) mixed gauge. Note that the variable $\varphi_M$ is dependent on $\varphi_i$ and $\varphi_J$ via current conservation.

The atom-cavity coupling Hamiltonian for the system shown in Fig. 2 (a) takes the usual form:

$$\hat{H} = \hat{H}_{\text{atom}} + \hat{H}_{\text{modes}} + \hat{H}_{\text{int}},$$

where the first two terms describe respectively an atom and a set of non-interacting bosonic modes hosted by the transmission line, while the third term describes their interaction. In the limit $x \to 0^+$, the fluxonium atom
decouples from the transmission line modes. The bare atom Hamiltonian is then given in terms of the phase-difference operator $\hat{\varphi}_J$ across the junction and the conjugate Cooper pair number operator $\hat{n}_J$, which obey the commutation relation $[\hat{\varphi}_J, \hat{n}_J] = i$. Such Hamiltonian reads:

$$\hat{H}_\text{atom} = 4E_C\hat{n}_J^2 - E_J \cos(\hat{\varphi}_J - \varphi_{\text{ext}}) + E_L \hat{\varphi}_J^2 / 2,$$  \hspace{1cm} (2)

where $E_J$ is the Josephson junction’s energy, $E_C = e^2 / 2C_J$ is the charging energy, $E_L = (\hbar / 2e)^2 / L$ is the inductive energy of the loop inductance, and $\varphi_{\text{ext}}$ is the external phase-bias, created by piercing the fluxonium loop with an externally applied magnetic field.

In order to obtain the Hamiltonian (1) for $x > 0$, as the first step, we replace the continuous electromagnetic structure of the transmission line by its lumped circuit element representation. The lumped element model involves $N$ series-$LC$ circuits connected in parallel. The values of the individual capacitors $C_i$ and inductors $L_i$ ($i = 1, 2, ..., N$) can be obtained using Foster’s theorem (see Appendix A), which states that for $N \to \infty$ the lumped element representation becomes mathematically exact. To simplify the discussion, we consider a non-dispersive, open-ended transmission line, characterized by only two parameters: the wave impedance $Z_\infty$, and the free spectral range $\Delta = v / 2\ell$, where $v$ is the speed of light and $\ell$ is the transmission line length.

In the second step, we must choose an electromagnetic gauge, that is a set of independent generalised coordinates of the circuit. Depending on the gauge, the circuit atom can be coupled to the modes via the flux variable, charge variable, or both. We will show that both the pure flux and pure charge gauge present challenges for truncating either the cavity modes or the atomic levels, and introduce a special mixed gauge which resolves the truncation problem.

A. Flux gauge

One common option is to choose the generalized coordinate variables $\varphi_i$ such that they represent the phase-difference across the capacitors $C_i$ (see Fig. 2 (b), red nodes). Note that the phase $\varphi_M$ is linked to $\varphi_i$ and $\varphi_J$ via the current conservation at the node $M$ (see Fig. 2b, gray node). Following the standard quantization procedure detailed in Appendix B, we obtain the following Hamiltonian operators:

$$\hat{H}_\text{modes} = \sum_{i=1}^{N} \hbar \omega_i (f) \hat{b}_i^\dagger \hat{b}_i,$$  \hspace{1cm} (3)

$$\hat{H}_\text{int} = -\hat{\varphi}_J \sum_{i=1}^{N} \hbar g_i (f) (\hat{b}_i + \hat{b}_i^\dagger).$$  \hspace{1cm} (4)

Here $\hat{b}_i$ ($\hat{b}_i^\dagger$) is the photon annihilation (creation) operator for the photon in the mode $i$ of the transmission line, and the mode frequencies $\omega_i (f)$, calculated through the procedure described in Appendix B, are numerically close to the values $(L_i C_i)^{-1/2}$. The expression for the coupling constants $g_i (f)$ is given by Eq. (B35). Since the coupling is achieved via the flux variable $\varphi$, we call the present variable choice the “flux” gauge. Importantly, in the flux gauge, the atomic part $\hat{H}_\text{atom}$ is modified from the bare form of Eq. (2) by the replacement (see Appendix B):

$$E_L \to \tilde{E}_L,$$  \hspace{1cm} (5)

where the renormalized inductive energy $\tilde{E}_L$ is given by Eq. (B9). Note that for $x = 0$ we have $\tilde{E}_L = E_L$, but for $x > 0$ the two quantities can differ significantly.

Unfortunately, in the flux gauge the separation of Hamiltonian (1) into the three terms has a number of disturbing properties. To start, the value of the coupling constant $g_i (f)$ grows $i$ approximately as $i^{1/2}$ (see Fig. 3 (a)). Therefore, truncating the model to a finite number of low-energy modes cannot be readily justified. In addition, the renormalized inductive energy $\tilde{E}_L$ also depends on the total number of modes used in the Foster’s decomposition of the transmission line ($N$) and can become much larger than $E_L$ for $1 - x \ll 1$ (see Fig. 6). In fact, for $x \to 1^-$, the parameter $\tilde{E}_L$ diverges as $\tilde{E}_L \to E_L / (1 - x)$ for $N \to +\infty$. Such a behavior of $\tilde{E}_L$ is problematic for interpreting the dynamics of the renormalized atom’s Hamiltonian, because the two lowest energy eigenstates of $\hat{H}_\text{atom}$ loose their spin-like nature for $\tilde{E}_L > E_J$ (the Josephson potential looses its degenerate local minima at $\varphi_{\text{ext}} = \pi$). For the reasons above, it is challenging to produce even qualitative predictions for the outcome of a simple spectroscopy experiment in the single-photon excitation regime.

B. Charge gauge

We now show that the problem of divergent coupling constants in the ultraviolet limit along with the accompanying $N$-dependence of the model parameters can be eliminated simply by switching to the charge gauge. Specifically, we consider a dual choice of circuit variables shown in Fig. 2 (c), where $\phi_i$ is the phase-difference across the inductance $L_i$. The junction variable $\varphi_J$ remains the same as in the flux gauge, and the dependent variable $\varphi_M$ is still given by the current conservation at the node $M$. With the new choice of variables, the atom couples to the bosonic annihilation (creation) operators $\hat{b}_i$ ($\hat{b}_i^\dagger$) of the transmission line modes via the Cooper pair number operator $\hat{n}_J$. The transmission line and interaction terms of the Hamiltonian read:

$$\hat{H}_\text{modes} = \sum_{i=1}^{N} \hbar \omega_i (c) \hat{b}_i^\dagger \hat{b}_i,$$  \hspace{1cm} (6)
FIG. 3. Calculated couplings between atom and transmission line modes in the flux gauge (a), charge gauge (b), and the mixed gauge, for $i_0 = 20$ (c, d) for several values of the inductive coupling ratio $x$. Other parameters are given in Table I. Note, the coupling constants calculated in the flux gauge scale as $g_{f}^{(i)} \sim i^{1/2}$ in the large $i$ limit and diverge as $i \to +\infty$. On the other hand, the coupling constants calculated in the charge gauge scale as $g_{c}^{(i)} \sim i^{-1/2}$ in the large $i$ limit and vanish as $i \to +\infty$. The mixed gauge parameters $g_{m,f}^{(i)}$ and $g_{m,c}^{(i)}$ interpolate the properties of the two pure gauges.

\[ \hat{H}_{\text{int}} = i n_J \sum_{i=1}^{N} \hbar g_{i}^{(c)} (\hat{b}_i - \hat{b}_i^\dagger). \] (7)

Importantly, the parameters in $\hat{H}_{\text{atom}}$ exactly match their bare ($x = 0$) values in the charge gauge. The mode frequencies $\omega_{i}^{(c)}$, calculated in Appendix B, are also numerically close to the values $(L_i C_i)^{-1/2}$. The coupling constants $g_{i}^{(c)}$, as shown in Appendix B and Eq. (B34), are independent of $N$ for $i < N$. Most importantly, while the dependence of the coupling constants $g_{i}^{(c)}$ vs. $i$ on the circuit parameters $x$ and $Z_\infty$ can be quite complex (Fig. 3 (b)), the coupling necessarily drops faster than $i^{-1/2}$ for $i \gg 1$. This property of the charge gauge guarantees the convergence of perturbative calculations of quantities such as the Lamb shift or Purcell effect and justifies the truncation of the cavity’s high-energy modes.

Nevertheless, the charge gauge introduces a different profound problem. Note that the expectation value of the Cooper pair number operator $n_J$ is zero independently of the flux bias, and hence the qubit transition appears to obey the inversion symmetry at any flux bias. Consequently, the symmetry considerations forbid the coupling to two-particle states in the charge gauge. The situation is different in the flux gauge, because there the qubit is coupled via the $\varphi_J$ variable, the expectation value of which is indeed non-zero, and state-dependent, when the circuit is biased away from the flux sweet-spots. The resolution for this apparent paradox lies in the fact that one simply cannot truncate the atomic spectrum to the two lowest qubit levels in the charge gauge. A similar failure of the two-level approximation occurs for a two-photon
absorption in hydrogen in the Coulomb gauge [50]. Thus, while the charge gauge is convenient for truncating the cavity modes, it requires taking into account potentially many atomic levels, which is also a major inconvenience for both the physical transparency and numerical calculations.

C. Mixed gauge

Our solution to the pure flux/charge gauge issues is to introduce a mixed gauge, which would combine the best properties of the two pure gauges. Specifically, we consider the choice of circuit variables shown in Fig. 2 (d), where $\varphi_i$ is the phase-difference across the capacitance $C_i$ for $i \leq i_0$, while for $i > i_0$ it is the phase difference across the inductance $L_i$. The junction variable $\varphi_J$ remains the same as in the flux and charge gauge, and the dependent variable $\varphi_M$ is still given by the current conservation at the node $M$. In the following, we will call this new choice of variables the “mixed” gauge since the resulting Hamiltonian features the atom variables coupled to the transmission line modes via both the Cooper pair number operator $\hat{n}_J$ and the phase-difference operator $\hat{\varphi}_J$. The transmission line and interaction terms of the Hamiltonian read:

$$\hat{H}_{\text{modes}} = \sum_{i=1}^{N} \hbar \omega_i (m) \hat{b}_i^\dagger \hat{b}_i,$$

$$\hat{H}_{\text{int}} = -\hat{\varphi}_J \sum_{i=1}^{N} h g_i^{(m,f)} (\hat{b}_i + \hat{b}_i^\dagger) - i \hat{n}_J \sum_{i=1}^{N} h g_i^{(m,c)} (\hat{b}_i - \hat{b}_i^\dagger).$$

Note that the notation $(m)$ stands for mixed gauge, which also implicitly depends on the parameter $i_0$. Since this mixed gauge interpolates between pure charge and flux gauges, it will inherit properties from both gauges as the parameter $i_0$ is changed (see Fig. 3 (c, d), where $i_0 = 20$). In the special case of $x = 1$, one can see that $g_i^{(m,c)} = 0$ for $i \leq i_0$ and $g_i^{(m,f)} = 0$ for $i > i_0$, i.e. the system is coupled via the charge variable to the high-frequency modes and via the flux variable to the low-frequency modes. For $x < 1$, there is some residual coupling via charge/flux variable at low/high frequencies, but it is in fact quite negligible. Likewise, there is a residual flux-gauge renormalization of the $E_L$ parameter left, but it is cut off at $i_0$ and, for example, for $i_0 = 20$, the effect is quite small and can be taken into account phenomenologically (see Fig. 6).

The proposed mixed gauge choice is favorable because (i) it justifies the truncation of the high-frequency cavity modes just like the charge gauge and (ii) it allows for the parity non-conserving conversion processes even if the qubit circuit Hamiltonian is truncated to its two lowest energy levels, as the low-frequency modes are now “aware” of the parity symmetry breaking by the external flux bias.

III. EFFECTIVE MULTI-PARTICLE HAMILTONIAN

In this section we derive the effective photon-photon interaction induced by the qubit using the mixed gauge. We truncate the fluxonium part of the Hamiltonian to its lowest two energy states, connected by a flux-tunable qubit transition at frequency $f_{eg}(\varphi_{\text{ext}})$. In what follows, our treatment is valid as long as $F \ll f_{eg}$, and the default choice for $i_0$ is $(f_{eg}/\Delta)/2$. In a specific numerical calculation it might make sense to use a slightly lower cutoff for a better accuracy.

The procedure for obtaining the effective Hamiltonian that will be discussed here is detailed in Appendix C. The first step is to introduce for the high-frequency modes ($k > i_0$) the “polaritonic” (dressed photon) excitations. These are linear superpositions of the qubit excited state with the cavity’s single-photon states, as described by:

$$\hat{p}_k'(G) = W_{k,0}|e\rangle|0\rangle + \sum_{k' > i_0} W_{k,k'}|g\rangle|b'_{k'}\rangle|0\rangle,$$

where $|G\rangle = |g\rangle \otimes |0\rangle$ is the ground state of the system (fluxonium in the ground state and zero excitations in the transmission line modes). The hybridization coefficients and corresponding energies can be determined by diagonalizing the full Hamiltonian in the subspace spanned by the states $|e\rangle|0\rangle$ and $|g\rangle|b_{k'}\rangle|0\rangle$ for $k' > i_0$. The resulting single-polariton frequencies $\Omega_k/2\pi$ are shown in solid black lines in Fig. 4 (a) for an illustrative set of parameters. The vanishingly small flux dispersion of polaritons near the low frequency cutoff justifies the approximation of ignoring the coupling of the qubit to the low-frequency photonic modes. The single-particle spectrum in Fig. 4 (a) matches the original theoretical predictions [15] and experimental observations [18][19] made about the super-strong coupling regime.

However, so far we have completely ignored the effect of the low-frequency modes and restricted the total number of excitations in the system to one. The next step is to enlarge the Hilbert space by including two-particle states consisting of one polariton (dressed photon) excitation and one (undressed) photon occupying one of the cavity’s low-frequency modes. The effective photon-photon interaction Hamiltonian, which does not conserve the number of particles is given by:

$$\hat{H}_{\text{int}} = -\hat{\varphi}_J \sum_{i=1}^{N} h g_i^{(m,f)} (\hat{b}_i + \hat{b}_i^\dagger) - i \hat{n}_J \sum_{i=1}^{N} h g_i^{(m,c)} (\hat{b}_i - \hat{b}_i^\dagger).$$
FIG. 4. (a) Single-particle spectrum as a function of the flux tuning parameter $\varphi_{\text{ext}}$ for a system consisting of $N = 250$ equally spaced modes (only the lowest 50 levels are shown). The undressed lowest-frequency modes are shown by dashed lines, the separator index is $i_0 = 15$. The bare qubit frequency $f_{\text{eg}}(\varphi_{\text{ext}})$ is indicated with a dotted magenta line. (b), (c): Close-ups near polariton branches $k = 23$ and $k = 49$, showing examples of bare two-photon energies in the same energy window. Multi-particle interaction is not yet taken into account in this plot.

\[
\hat{H}_{\text{eff}} = \sum_{i=1}^{i_0} \hbar \omega_i^{(m)} b_i^\dagger b_i + \sum_{k > i_0} \hbar \Delta k b_k^\dagger b_k + \hbar g \sum_{i=1}^{i_0} \sqrt{i} \sum_{k, k' > i_0} A_{k, k'} (b_k^\dagger b_{k'}^\dagger b_i + b_k b_{k'} b_i) ,
\]

where

\[
A_{k, k'} = W_{k, 0}^* W_{k', 0} ,
\]

and

\[
g = g_1^{(m, f)} (\langle e | \hat{\varphi} J | e \rangle - \langle g | \hat{\varphi} J | g \rangle) .
\]

The photon-photon interaction term in Eq. 11 is equivalent to a three-wave mixing, but in the absence of any strong classical drive. The interaction connects $n$-particle states to $(n \pm 1)$-particle states with the following strict selection rule: (i) both states consist of one polaritonic
excitation and the rest are the low-frequency photons (formally defined by photons occupying the undressed modes with \( i \leq i_0 \)) and (ii) both states must have the same configuration of low-frequency photons except for one. A softer selection rule requires that the polaritonic excitations in the two coupled states have a frequency difference not much higher than \( \Gamma \), i.e. \( |\Omega_k - \Omega_k'| \lesssim \Gamma \), as can be seen from plotting the matrix \( A_{k,k'} \) (see Fig. 7).

There are two more profound limitations on the interaction term. First, the interaction is strictly zero at \( \varphi_{\text{ext}} = \pi \), at which point the fluxonium potential energy has an inversion symmetry. Away from this flux sweet-spot, the interaction is controlled by the symmetry breaking factor \( \langle e | \hat{\varphi}_j | e \rangle - \langle g | \hat{\varphi}_j | g \rangle \), the maximal value of which can be estimated as \( \pi \), the distance between the two fluxonium potential wells. Second, our approximation yields no direct coupling to three-particle states. In order to obtain this effect one must take into account the qubit dressing of the lowest frequency modes, which should become relevant at \( \Gamma \approx f_{eg} \), where our model fails and the system enters the conventional ultrastrong coupling regime.

Let us discuss the maximal conversion rate, i.e. the maximal value of the interaction matrix element in Eq. 11. The elements of the matrix \( A_{k,k'} \) are proportional to the product of the qubit components in the involved polariton modes via the factor \( W_k^* W_{k'} \). Its maximal value is given approximately by the normalization factor \( \Delta/\Gamma \). The vacuum Rabi coupling for the lowest mode is given by \( g_1^{(f)} = g_1^{(f)} = (x \Delta/4) \sqrt{2R_4/\pi} Z_{\infty} \) (see Eq. B36). We note that the quantity \( \Gamma \) does not have an analytical expression in terms of the system parameters, but it is not independent from \( g_1^{(f)} \), as both quantities grow with, e.g., the value of \( x \). For sufficiently small \( x \), the two quantities can be approximately linked as \( g_1^{(f)} \approx \Delta/(\Gamma/f_{eg})^{1/2} \), which makes the maximal interaction matrix element to be approximately given by \( \Delta \times (\Gamma/f_{eg})^{1/2} \times (\Delta/\Gamma) \). Assuming the superstrong coupling regime parameters \( (\Delta/\Gamma) \approx 1/10 \) and \( \Gamma/f_{eg} \approx 1/10 \), and setting \( \Delta = 100 \) MHz we would get the maximal interaction matrix element in the MHz range. Same estimate comes out from the rigorous numerical analysis for the proposed device parameters in Table I. Increasing the cavity length would reduce the maximal interaction matrix element, but the number of coupled states will grow.

IV. FINE SPECTRAL STRUCTURE EXAMPLE

In this section, we calculate the experimental spectroscopy signal (see Appendix E for detailed expressions), the main deliverable of our theory. We consider a one-port reflection measurement, which consists of sending a low-power coherent drive onto the cavity’s port mirror (see Fig. 2) and measuring the outgoing signal at the same frequency. We assume that the excited mode has an external quality factor due to the coupling to the measurement port and an internal quality factor due to the dielectric loss. The reflection magnitude \( |S_{11}| \) can be expressed via these quality factors as well as the eigenvalues and eigenvector of the effective photon-photon interaction Hamiltonian 11. For simplicity, we ignore the lifetime of the two-particle excitations, assuming they are damped only due to their coupling to the one-particle excitation. We also ignore the decoherence of the fluxonium qubit due to the 1/f flux noise, which should be well under 100 kHz owing to its large loop inductance.

We show an example spectrum around the mode \( k = 49 \), in the single-particle approximation (Fig. 5a) and in the two-particle approximation (Fig. 5b). The two predictions are strikingly different by the fine-structure, which arises as a result of the hybridization of the single-particle excitation \( p_{49}^1 |0\rangle \) with the following sequence of two-particle states: \( p_{17}^1 b_1^1 |0\rangle, p_{47}^1 b_2^1 |0\rangle, ... p_{34}^1 b_{15}^1 |0\rangle \). The matrix element \( A_{49,49} \) is practically zero, so there was no need to consider the sequence further, which justifies the separation of single-particle states into the dressed (high-frequency) and undressed (low-frequency) photons. The splittings reflect the interaction matrix elements in Eq. 11, while the visibility of the resonances is due to the single-particle component. As a general rule, a small interaction matrix element and a large detuning from the single-particle frequency results in a dimmer signal.

The key condition for observing the predicted fine spectral structure in an experiment is that the two-particle splittings must exceed or at least become comparable to the natural linewidth of the cavity mode. For the mode in question at a frequency of about 8.7 GHz we used the external quality factor \( Q_{\text{ext}} = 2000 \) and internal quality factor \( Q_{\text{int}} = 10000 \), which makes the natural linewidth to be around 5 MHz. Such a relatively large loss rate is still plenty to resolve the two-particle hybridization. The loss rate in superconducting resonators can be easily made one or two orders of magnitude smaller.

In principle, the described fine spectral structure in Fig. 5b can become even finer if we take into account the coupling to states with more than two particles. For example, one can consider a coherent cascade of first splitting a single photon into a superposition of two-photon pairs, in which the higher-frequency photons undergo the same splitting process again. Calculation wise, one would need to find the spectrum of the Hamiltonian 11 by taking into account the three-particle states which share one low-frequency photon with the hybridized two-particle states.

However, the hybridization with the three-particle states happens to be negligible due to a peculiarity of our example device. Namely, the bare modes frequencies are given by \( \Delta(j - 1/2), j = 1, 2, ... \) due to the “open” type boundary condition chosen for the coupling mirror. Consequently, there is a kind of an even-odd effect for the energies of multi-particle states: the two-particle and the three-particle states bunch around different frequencies, separated by about \( \Delta/2 \). Consequently, those two-
particle states that hybridized with the single-particle resonance $k = 49$ are far off-resonant from any eligible three-particle states, which makes the fine spectral structure maximally simple and limited to only two-particle splittings.

V. CONCLUSION AND PERSPECTIVES

We demonstrated that, surprisingly, the rotating-wave approximation can be broken already in the superstrong coupling regime of multi-mode cavity/circuit QED, conventionally defined by $\Delta \ll \Gamma \ll f_{eg}$. This breakdown results in a dramatic fine spectral structure of multi-particle resonances in the cavity’s linear (vanishing probe power) spectrum, in the $\Gamma$-vicinity of the qubit frequency $f_{eg}$. It is essential that the qubit has a strong anharmonicity and a static dipole moment. The latter property breaks down the excitation parity symmetry and enables a hybridization between one-particle and two-particle states. The cavity’s low-frequency modes are decoupled from the qubit in the single-particle approximation, but they are necessary to create a large number of nearly degenerate multi-particle excitations around the qubit resonance. While our prediction was worked out in detail for a specific case of a superconducting fluxonium qubit coupled to a transmission line resonator, the same effect should be relevant for any other cavity QED platform capable of superstrong coupling.

The proposed photon-photon interaction model yields no direct hybridization between one-particle and three-particle states. It occurs indirectly as a second order process via the two-particle states. To check against the direct hybridization to three-particle states, we considered a scaled down version of our cavity system having only 6 modes. Fig. 8 in Appendix D shows the comparison of the three-photon spectra obtained using our effective Hamiltonian 11 and a numerical diagonalization of the “microscopic” light-matter coupling Hamiltonian 1 in both the charge and flux gauges. The two spectra show a negligible difference between the two-particle and three-particle splitting features. A direct three-particle conversion would likely become important as the ratio $\Gamma/f_{eg}$ grows, in which case the system would enter the conventional ultrastrong coupling regime [51]. Calculating the fine spectral structure in that case remains a difficult open question.

The proposed circuit QED setup based on high-impedance transmission line and a fluxonium qubit potentially combines MHz-range conversion rates with 10-100 microsecond decoherence or absorption time (limited by the qubit and the cavity quality factors). To our knowledge such a parameter combination have not been possible so far in any system. The resulting “strong down-conversion” makes the predicted spectral fine structure energy resolved and experimentally relevant. One application of this effect is a stringent experimental test for light-matter coupling models, which may help to resolve the debates around the proper gauge choice for the cavity QED beyond the strong coupling. Another general application of strong down-conversion lies in the realm of many-body physics. For example, one may wonder if the down-conversion cascade started by a single photon continues forever, that is the single photon dynamics involves an exponentially large number of multi-particle states, or if it gets stuck, say, at
the two-photon states, as it was the case in the example presented here. This general question belongs to the subject of many-body localization [52]. Promising first experimental results in this direction have been recently reported [53, 54].
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Appendix A: Foster’s decomposition

Foster’s theorem [55] states that any physical admittance function $Y(\omega)$ can be represented by an infinite number of series $L_iC_i$-circuits connected in parallel, as shown in Fig. 2. The admittance $Y_F(\omega)$ of such lump-element circuit is given by:

$$Y_F(\omega) = \sum_{i=1}^{\infty} \frac{i\omega C_i}{1 - \omega^2 L_i C_i}. \quad (A1)$$

To find the values of $L_i$ and $C_i$, it is sufficient to match the poles and the residues of the two analytical functions $Y(\omega)$ and $Y_F(\omega)$.

1. Open-ended non-dispersive line

The admittance of an open section of a 1D transmission line of length $\ell$, characterized by the speed of light $v$ and the wave impedance $Z_\infty$ is given by [56]:

$$Y(\omega) = \frac{i}{Z_\infty} \tan(\omega \ell/v). \quad (A2)$$

Matching the poles and residues of the functions given by Eq. (A2) and Eq. (A1) results in the equally spaced poles at frequencies $\omega_i = 2\pi \Delta (i - 1/2)$, where the free spectral range is $\Delta = v/2\ell$. The inductances and capacitances read:

$$L_i = L_1 = \frac{Z_\infty}{4\Delta}, \quad (A3)$$

$$C_i = \frac{1}{Z_\infty \pi^2 \Delta} \times \frac{1}{(i - 1/2)^2}. \quad (A4)$$

2. Terminated dispersive line

We can generalize the Foster’s decomposition method for a line with an arbitrary wave dispersion $k(\omega)$, frequency-dependent wave impedance $Z_\infty(\omega)$ and an arbitrary reactive termination, characterized by the phase shift $\tau(\omega)$. The admittance of such a line is given by:

$$Y(\omega) = \frac{1}{Z_\infty(\omega)} \left( e^{-i\omega(\omega) - e^{-2ik(\omega)\ell}} \right), \quad (A5)$$

whose poles $\omega_j$ are implicitly defined by:

$$k(\omega_j)\ell = \pi(i - 1/2) + \tau(\omega_j). \quad (A6)$$

In general, Eq. (A6) produces non-uniformly spaced modes. Nevertheless, the parameters $L_i$ and $C_i$ can still be expressed in a compact form:

$$L_i = \frac{Z_\infty(\omega_i) \ell}{2} \left. \frac{\partial k}{\partial \omega} \right|_{\omega=\omega_i}, \quad (A7)$$

$$C_i = \frac{2}{\omega_i^2 Z_\infty(\omega_i)} \left. \frac{\partial \omega}{\partial \ell} \right|_{\omega=\omega_i}. \quad (A8)$$

3. Josephson transmission line example

For the experimentally relevant case of a high-impedance line constructed from Josephson junction arrays, we get [57]:

$$k(\omega)\ell = \frac{\omega/2\Delta}{\sqrt{(1 - (\omega/\omega_p)^2)^2}}, \quad (A9)$$

$$Z_\infty(\omega) = \frac{Z_\infty(\omega = 0)}{\sqrt{1 - (\omega/\omega_p)^2}}, \quad (A10)$$

where $\Delta = (\partial \omega/\partial k)|_{\omega=0}/2\ell$ is the mode spacing in the limit $\omega \to 0$ and $\tau(\omega) = 0$, while $\omega_p$ is the plasma frequency of the chain junctions, which defines the high frequency propagation cutoff. We thus obtain the expressions

$$L_i = \frac{Z_\infty(\omega = 0)}{4\Delta} \frac{1}{(1 - (\omega_i/\omega_p)^2)^2}, \quad (A11)$$

$$C_i = \frac{4\Delta}{\omega_i^2 Z_\infty(\omega = 0)}(1 - (\omega_i/\omega_p)^2)^2, \quad (A12)$$

where the effect of the termination induced phase shift is taken into account in the values of $\omega_i$. 
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the fluxonium atom in the flux gauge as a function of the total gauge (legend indicates the values of the geometric fraction \( x \)). We get:

\[
\begin{align*}
\dot{x} &= L_i^{-\frac{1}{2}}C_i - \frac{\dot{\phi}}{L_i}, \\
\dot{\phi} &= -\frac{1}{2} \dot{\phi}^T L^{-1} \dot{\phi} - E_j \cos(\varphi_j - \varphi_{\text{ext}}),
\end{align*}
\]

where we have defined the vector

\[
\phi \equiv (\phi_0, \phi_1, \phi_2, \ldots, \phi_N).
\]

The symmetric capacitance matrix \( C \) and the symmetric inductance matrix \( L \) have the following matrix elements:

\[
\begin{align*}
C_{0,0} &= C_J + \frac{\dot{x}^2}{L_i} \sum_{j>i_0} C_j, \\
C_{0,0<i\leq i_0} &= -\frac{\dot{x}}{L_i} \sum_{j>i_0} C_j, \\
C_{0,i>i_0} &= -x C_i - \frac{\dot{x}}{L_i} \sum_{j>i_0} C_j, \\
C_{i\neq0,j\neq0} &= C_i \delta_{i,j} + \frac{L_i}{L_j} C_i \Theta[i - i_0 - 1] \\
&+ \frac{L_i}{L_j} \sum_{k>i_0} \Theta[j - i_0 - 1], \\
C_{0,i>i_0} &= 0,
\end{align*}
\]

Appendix B: Circuit quantization

Here we derive the circuit Hamiltonian for our multimode cavity QED system in the mixed gauge, whose variable choice is shown in Fig. 2 (d). Note that the choice of the parameter \( i_0 \) interpolates between the pure charge gauge (\( i_0 = 0 \)) and the pure flux gauge (\( i_0 = N \)). The variable choices for these specific cases are shown in Fig. 2 (b, c).

1. Derivation of the circuit Hamiltonian

We link the dependent variable \( \varphi_M \) to the independent variables \( \varphi_i \) with \( i = 1, 2, \ldots, N \). Using the current conservation at node \( M \), marked by the gray circle in Fig. 2 (d), we get:

\[
\begin{align*}
\frac{\varphi_M}{i L} - \frac{\varphi_M}{(1-x)L} + \sum_{i=1}^{i_0} \frac{\varphi_M}{L_i} = \frac{\varphi_J}{(1-x)L} + \sum_{i=1}^{i_0} \frac{\varphi_i}{L_i} - \sum_{i>N} \frac{\varphi_i}{L_i}.
\end{align*}
\]

We can now write the circuit’s classical Lagrangian \( \mathcal{L} = T - V \) in terms of the generalized fluxes \( \phi_i = \varphi_i(h/2e) \) and \( \phi_J = \varphi_J(h/2e) \). The kinetic and potential energy contributions to the Lagrangian are given by:

\[
T = \frac{1}{2} \dot{\phi}^T C \dot{\phi},
\]

\[
V = \frac{1}{2} \phi^T L^{-1} \phi - E_J \cos(\varphi_J - \varphi_{\text{ext}}),
\]

where \( x \) is the discrete Heaviside step function. Note that for the case of pure charge gauge, \( L_i = x(1-x)L \) and \( x \to x \).
In order to derive the Hamiltonian of this circuit, we define the conjugate momenta (charges) to the generalized coordinates shown in Fig. 2:

\[ q = \frac{\partial \Sigma}{\partial \dot{\phi}} = C \dot{\phi}. \] \hfill (B15)

The Hamiltonian can be obtained by applying a Legendre transform to the Lagrangian:

\[ H = q^T \dot{\phi} - \Sigma = \frac{1}{2} q^T C^{-1} q + \frac{1}{2} \phi^T L^{-1} \phi - E_J \cos(\varphi_J - \varphi_{\text{ext}}). \] \hfill (B16)

The circuit Hamiltonian can be written as a sum of three parts. The atomic part of the Hamiltonian reads:

\[ H_{\text{atom}} = 4 E_C n_J^2 + \frac{1}{2} \tilde{E}_L \varphi_J^2 - E_J \cos(\varphi_J - \varphi_{\text{ext}}), \] \hfill (B17)

where \( E_C = e^2 (C^{-1})_{0,0}/2 \) and \( \tilde{E}_L = (\hbar/2e)^2 (L^{-1})_{0,0} \), which formally depend on the \((0,0)\) element of the inverse capacitance and inductance matrices. Remarkably, it can be proved analytically that \((C^{-1})_{0,0} = 1/C_J\), irrespective of choice of \( i_0 \) and \((L^{-1})_{0,0} = 1/L\) for \( i_0 = 0 \). This is relevant, because it shows that the atom Hamiltonian defined in Eq. (C1) is not renormalized by the transmission line parameters and depends only on the bare fluxonium parameters for the pure charge gauge. Note that in the mixed gauge the atom inductive energy is renormalized and is a function of both \( x \) and \( i_0 \). The worst case scenario occurs for the flux gauge where the inductive energy of the atom now depends on the number of modes included in the lumped element Foster’s decomposition of the transmission line. The renormalization of the inductive energy as a function of the total number of modes included in the flux gauge is shown in Fig. 6.

The photonic part of the Hamiltonian, which is quadratic in the charge and flux variables, reads:

\[ H_{\text{modes}} = \frac{1}{2} \sum_{i,j=1}^{N} (C^{-1})_{i,j} q_i q_j + \frac{1}{2} \sum_{i,j=1}^{N} (L^{-1})_{i,j} \dot{\varphi}_i \dot{\varphi}_j. \] \hfill (B18)

Finally, the interaction between the fluxonium degrees of freedom and the transmission line modes is given by:

\[ H_{\text{int}} = q_J \sum_{i=1}^{N} (C^{-1})_{0,i} \dot{q}_i - \phi_J \sum_{i=1}^{N} (L^{-1})_{0,i} \dot{\varphi}_i. \] \hfill (B19)

2. Renormalization due to the diamagnetic terms

In order to quantize the classical Hamiltonian we introduce photon annihilation (creation) operators \( \hat{a}_i (\hat{a}_i^\dagger) \) as:

\[ \hat{q}_i = i \sqrt{\frac{\hbar}{2 R_Q}} (\hat{a}_i - \hat{a}_i^\dagger), \] \hfill (B20)

where \( R_Q = \hbar/4e^2 \) is the superconducting resistance quantum. Note that any other resistance value could be used, as the dummy operators \( \hat{a}_i (\hat{a}_i^\dagger) \) merely define a starting basis for the cavity modes. The operator \( \hat{\mathcal{H}}_{\text{modes}} \) can be diagonalized via a Bogoliubov transformation, because it is a quadratic function of the photon operators. To proceed, we introduce a vector of annihilation operators \( \hat{\mathbf{a}} \):

\[ \hat{\mathbf{a}}^T \equiv (\hat{a}_1, \hat{a}_2 \ldots \hat{a}_N). \] \hfill (B22)

The quantized Hamiltonian \( \hat{\mathcal{H}}_{\text{modes}} \) can be rewritten in the following matrix form:

\[ \hat{\mathcal{H}}_{\text{modes}} = \frac{1}{2} (\hat{\mathbf{a}}^\dagger \cdot \mathbf{M} \cdot \hat{\mathbf{a}}) \eta = \frac{1}{2} (\hat{b}^\dagger \cdot \mathbf{M} \cdot \hat{b}) \eta, \] \hfill (B23)

where \( \eta \) is the diagonal \( 2N \times 2N \) matrix such that \( \eta_{ii} = 1 \) for \( i \leq N \) and \( \eta_{ii} = -1 \) for \( i > N \). The other \( 2N \times 2N \) matrix to deal with is:

\[ \mathcal{M} = \begin{pmatrix} \mathcal{X} & \mathcal{Y} \\ -\mathcal{Y} & -\mathcal{X} \end{pmatrix}. \] \hfill (B24)

The symmetric \( N \times N \) matrices \( \mathcal{X} \) and \( \mathcal{Y} \) are defined as:

\[ \mathcal{X}_{i,j} = R_Q (L^{-1})_{i,j} + R_Q^{-1} (C^{-1})_{i,j}, \] \hfill (B25)

\[ \mathcal{Y}_{i,j} = R_Q (L^{-1})_{i,j} - R_Q^{-1} (C^{-1})_{i,j}, \] \hfill (B26)

where \( i, j \in \{1, 2, \ldots, N\} \). Finally the diagonal matrix \( \Omega = \text{diag}(\omega_1, \omega_2, \ldots, \omega_N, -\omega_1, -\omega_2, \ldots, -\omega_N) \) contains the frequencies of the normal Bogoliubov modes. It is defined as \( \mathcal{M} = \mathcal{Q} \Omega \mathcal{Q}^{-1} \), so that the Bogoliubov mode operators are:

\[ \begin{pmatrix} \hat{b} \\ \hat{b}^\dagger \end{pmatrix} = \mathcal{Q}^{-1} \begin{pmatrix} \hat{\mathbf{a}} \\ \hat{\mathbf{a}}^\dagger \end{pmatrix}, \] \hfill (B27)

where the matrix \( \mathcal{Q} \) can be expressed in the form

\[ \mathcal{Q} = \begin{pmatrix} V & U \\ -U & -V \end{pmatrix}. \] \hfill (B28)

The Hamiltonian \( \hat{\mathcal{H}}_{\text{modes}} \) can be diagonalized in terms of bosonic normal-mode operators \( \hat{b}_i (\hat{b}_i^\dagger) \):

\[ \hat{\mathcal{H}}_{\text{modes}} = \sum_{i=1}^{N} \hbar \omega_i^{(m)} \hat{b}_i^\dagger \hat{b}_i, \] \hfill (B29)

where \( \omega_i^{(m)} \) are the corresponding normal-mode frequencies.
The coupling of the atom to the transmission line is represented by the interaction Hamiltonian:

\[
\hat{H}_{\text{int}} = i\hbar J \sum_{i=1}^{N} E_C (C^{-1} C_J)_{0,i} (\hat{a}_i - \hat{a}^\dagger_i) \tag{B30}
\]

\[\approx -\varphi J E_L \sum_{i=1}^{N} (L^{-1} L)_{0,i} (\hat{a}_i + \hat{a}^\dagger_i).\]

In order to express \(\hat{H}_{\text{int}}\) in terms of the normal-mode transmission line operators \(\hat{b}_\nu\), we need to invert the Bogoliubov transformation as follows:

\[
\hat{a}_i = \sum_{\nu=1}^{N} V_{i,\nu} \hat{b}_\nu + \sum_{\nu=1}^{N} U_{i,\nu} \hat{b}^\dagger_\nu. \tag{B31}
\]

Note that the conservation of the bosonic commutation rules, i.e., \([\hat{b}_\nu, \hat{b}^\dagger_{\nu'}]\), imposes the following normalization condition for the Bogoliubov transformation coefficients:

\[
\sum_{i=1}^{N} U^2_{i,\nu} - V^2_{i,\nu} = 1. \tag{B32}
\]

### 3. The mixed gauge QED Hamiltonian

We have now all the ingredients to formulate the multimode cavity QED Hamiltonian in terms of the fluxonium operators \(\hat{\varphi}_J, \hat{n}_J\), and the transmission line normal mode operators \(\hat{b}_\nu (\hat{b}^\dagger_\nu)\) (that include already diamagnetic-like renormalizations). The total Hamiltonian is \(\hat{H} = \hat{H}_{\text{atom}} + \hat{H}_{\text{modes}} + \hat{H}_{\text{int}},\) where \(\hat{H}_{\text{atom}}\) is given by Eq. (B17), \(\hat{H}_{\text{modes}}\) is given by Eq. (B29) and \(\hat{H}_{\text{int}}\) can be expressed as

\[
\hat{H}_{\text{int}} = i\hbar J \sum_{i=1}^{N} h g_{i}^{(m,c)} (\hat{b}_i - \hat{b}^\dagger_i) \tag{B33}
\]

\[-\varphi J \sum_{i=1}^{N} h g_{i}^{(m,f)} (\hat{b}_i + \hat{b}^\dagger_i),
\]

with the mixed gauge coupling constants given by:

\[
h g_{i}^{(m,c)} = \frac{4}{\pi^{1/2}} E_C \sum_{j=1}^{N} (C^{-1} C_J)_{0,j} (V_{j,i} - U_{j,i}), \tag{B34}
\]

\[
h g_{i}^{(m,f)} = 4 \frac{E_L}{\pi^{3/2}} L \sum_{j=1}^{N} (L^{-1} L)_{0,j} (V_{j,i} + U_{j,i}). \tag{B35}
\]

Note that for the special case of \(i_0 = 0\) (charge gauge) the flux coupling constants are identically zero and for the case of \(i_0 = N\) (flux gauge) the charge coupling constants are identically zero. Also note that the flux coupling constants \(g_{i}^{(m,f)}\) can be written analytically for \(i < i_0\):

\[
h g_{i_{<i_0}}^{(m,f)} = h \omega_{i}^{(m)} x \sqrt{\frac{R_Q}{4\pi Z_{\infty} (i - 1/2)}}. \tag{B36}
\]

### Appendix C: Effective Hamiltonian

Here we provide the detailed derivation of the effective photon-photon Hamiltonian mediated by the fluxonium atom. In doing so, we only consider the transition from the ground state \(|g\rangle\) to the first excited state \(|e\rangle\). Within such two-level approximation, the fluxonium atom Hamiltonian can be approximated as:

\[
\hat{H}_{\text{atom}} = h \omega_{eg} (\varphi_{\text{ext}}) |e\rangle \langle e|. \tag{C1}
\]

The flux-dependent transition frequency \(\omega_{eg}\) in Eq. (C1) is calculated by a numerical diagonalization of the full fluxonium Hamiltonian given in Eq. (2). We divide the transmission modes of the system into two sets. The first set includes modes with frequencies much smaller than the fluxonium qubit transition frequency at \(\varphi_{\text{ext}} = \pi\) (mode index \(i\) such that \(1 \leq i \leq i_0\)). The second set of modes includes those that quasi-resonantly hybridize with the qubit transition. We will denote \(k\) the index of such modes where \(i_0 < k \leq N\). To write the complete Hamiltonian of the system, we choose the mixed gauge described in section II (C) with the separation index being \(i_0\). In a first step, we ignore for the time being the coupling of the fluxonium to the low-frequency bosonic modes of the transmission line and diagonalize the following Hamiltonian

\[
\hat{H}_0 = h \omega_{eg} |e\rangle \langle e| + \sum_{i=1}^{N} h \omega_{i}^{(m,c)} |\hat{b}_i\rangle \langle \hat{b}^\dagger_i| - \varphi J \sum_{i > i_0} h g_{i}^{(m,f)} (\hat{b}_i + \hat{b}^\dagger_i) + i\hbar J \sum_{i > i_0} h g_{i}^{(m,c)} (\hat{b}_i - \hat{b}^\dagger_i), \tag{C2}
\]

in the single-excitation subspace spanned by the basis states:

\[
\mathcal{B}_0 = \left\{|e\rangle|0\rangle, |g\rangle|\hat{b}^\dagger_0|0\rangle\right\}_{1 < k \leq N}. \tag{C3}
\]
Note that the single-excitation eigenstates of the Hamiltonian (C2) consist of bare transmission line modes for $k \leq i_0$ with excitation frequency $\omega_k^{(m)}/2\pi$. For $k > i_0$ they have the form:

$$\hat{p}_k |G\rangle = W_{k,0}|e\rangle|0\rangle + \sum_{k'} W_{k,k'} |g\rangle \hat{b}^\dagger_{k'}|0\rangle,$$

(C4)

where $\Omega_k/2\pi$ is the corresponding single-polariton excitation frequency. We use the term “polariton” state in analogy to similar states appearing in semiconductor systems. The Hamiltonian in Eq. (C2) can now be rewritten as

$$\hat{H}_0 = \sum_{i=1}^{i_0} \hbar \omega_i^{(m)} \hat{b}^\dagger_i \hat{b}_i + \sum_{k > i_0} \hbar \Omega_k \hat{p}_k \hat{\rho}_k .$$

(C5)

As a second step of our procedure, we now include the effect of the coupling of low-frequency modes to the fluxonium in Eq. (C5). The coupling term is given by

$$\hat{V} = -\hat{\varphi}_J \sum_{i=1}^{i_0} \hbar g_i^{(m,f)} (\hat{b}_i + \hat{b}_i^\dagger) + i \hbar \sum_{i=1}^{i_0} \hbar g_i^{(m,c)} (\hat{b}_i - \hat{b}_i^\dagger) .$$

(C6)

As it can be directly inspected, this term gives rise to an effective coupling between the bare transmission line modes and the polaritonic modes via a three-wave mixing process. Indeed, this elementary process converts one excitation into two excitations, one in an another polaritonic mode and one in a low-frequency photon mode. The corresponding coupling is quantified by the following matrix element:

$$\langle G | \hat{p}_k \hat{V} \hat{p}_k^\dagger | G \rangle = \hbar g_i^{(m,f)} W_{k,0}^{ast} W_{i,k} (|e\rangle \langle \hat{\varphi}_J | e\rangle - |g\rangle \langle \hat{\varphi}_J | g\rangle) .$$

(C7)

This finally leads to the effective Hamiltonian of our multi-mode cQED system reported in Eq. (11) with the coupling constants $A_{kk'}$ and $g$ given respectively by (12) and (13).

The three-wave-mixing strength $g$ is proportional to the coupling of the fluxonium to the low frequency mode $i$. In the flux gauge, it is given by $g_i^{(m,f)} = g_i^{(m,f)} \sqrt{\kappa}$, as it can be seen from Eq. (B36). In addition, the three-wave-mixing strength is also proportional to $\langle e \rangle \hat{\varphi}_J | e\rangle - \langle g \rangle \hat{\varphi}_J | g\rangle$, which is finite only when there is an asymmetry fluxonium potential. Moreover, the coupling constant $A_{kk'}$ depends on the fluxonium components of the polaritonic modes participating in the three-wave-mixing process (see Fig. 7).

The effective Hamiltonian can now be used to construct the full spectrum of our system by an iterative procedure that consists of enlarging the Hilbert space to include multi-photon states. Two-excitation states can be accounted for by considering the subspace spanned by the following basis of states:

$$\mathcal{B}_1 = \mathcal{B}_0 \bigcup \left\{ \hat{p}_k \hat{b}_k^\dagger |0\rangle \right\}_{i_0 < k \leq N} .$$

(C8)

This process of expanding the Hilbert space can be iterated to four-particle states and so on and so forth.

**Appendix D: Exact diagonalization benchmark**

Here we benchmark the effective Hamiltonian in Eq. (11) in the mixed gauge, whose derivation is detailed in Appendix C, and the procedure to calculate the eigen-spectrum of our multi-mode circuit QED system by comparison to brute-force diagonalization for finite-size systems. A full numerical diagonalization of the Hamilto-
FIG. 8.  (a) Excitation spectrum of the multi-mode circuit QED system (parameters of cavity and fluxonium are in the text) for \(N = 6\) unequally spaced modes obtained by numerical diagonalization in the charge (red dotted lines) and flux (solid blue lines) gauge. These results have been obtained by including the 7 lowest-energy fluxonium eigenstates. The spectrum obtained with the effective Hamiltonian (Eq. 11) in the mixed gauge is displayed by the solid black lines. Note that the curves in the three gauges with the considered truncation parameters are all in very good agreement (deviations around a few percent). (b) Zoom in of the spectrum near the anticrossing of mode \(k = 3\) with the bare \(|e\rangle \rightarrow |g\rangle\) transition, showing hybridization between the two-photon state with frequency \((\Omega_3 + \omega_1)\) and a single-polariton state with frequency \(\Omega_4\). The red dotted line is the result in the charge gauge with 7 levels, while the black solid line shows the energy levels calculated using the effective Hamiltonian described in Eq. (11) (mixed gauge, two-level approximation for the fluxonium). (c) Same as in (b), but this time showing the anti-crossing between the two-photon state with frequency \((\Omega_4 + \omega_1)\) and the three-photon state with frequency \((\Omega_3 + 2\omega_1)\). The parameters are the same as in Fig. 3 (a) and (b), but with the transmission line length reduced by a factor 20 and \(x = 0.2\).

In our numerical calculations, we consider a fluxonium atom and transmission line described by the parameters summarized in Table 1. In this example the line is 20 times shorter and shares a fraction \(x = 0.2\) of the inductance with the fluxonium. The unequal spacing of the modes in the transmission line is achieved simply by introducing the ultra-violet cutoff for wave propagation due to the plasma frequency \(\omega_p/2\pi = 25 \text{ GHz}\). The unequal mode spacing breaks the degeneracy of different multi-photon states and isolates anti-crossings between any two given states in the many-body spectrum of the

nian in Eq. (1) rapidly becomes a daunting task, because the Hilbert space size grows exponentially with the number \(N\) of bosonic modes and the number of photons involved. Here we present results for a system with \(N = 6\) bosonic modes. Moreover, we also report results in the other two gauges (charge and flux gauge) including multiple fluxonium levels and show that the correct results can be obtained by approximating the fluxonium as a two-level system in the mixed gauge.
system.

Note that we have also derived the circuit Hamiltonian of the system in both the flux and the charge gauges following the procedure described in Appendix B. We have diagonalized the circuit Hamiltonian in both gauges using the lowest 40 levels of the uncoupled photonic modes of the transmission line and the 7 lowest-energy levels of the fluxonium. In Fig. 8 (a), we report the energy information for the fluxonium. The excellent agreement between the three gauges in Fig. 8 (a) not only illustrates the gauge invariance of our multi-mode cQED model, but also serves as the additional proof that we have used a large enough Hilbert space for the diagonalization of the Hamiltonian. In particular, it also validates the two-level approximation for the fluxonium in the mixed gauge. A zoom in of the eigenspectrum plot near the vacuum Rabi splitting of the third photonic mode reveals an additional anti-crossing (Fig. 8 (b)). This anti-crossing can be explained as the spectral manifestation of the hybridization between the single-polariton state \( \hat{p}^{\dagger}_{1}(G) \) and the two-photon state with one excitation in polariton mode \( k = 3 \) and one excitation in mode \( k = 1 \), namely the state \( \hat{p}^{\dagger}_{1}(G) \). To reproduce these spectral features with the effective Hamiltonian derived in Appendix C, first we diagonalize the Hamiltonian only in the single-excitation subspace, where we ignore the coupling of the fluxonium to the lowest transmission line mode, and obtain the polaritonic frequencies \( \Omega_{k} \) for \( k > 1 \). Then we include the effect of the coupling of the lowest mode by expanding the Hilbert space to the two-photon and three-photon states. We finally calculate the spectrum by diagonalizing the following \( 7 \times 7 \) matrix:

\[
H_{\text{eff}} = \begin{pmatrix}
\Omega_{3}/2\pi & 0 & 0 & g^{(m,f)}_{1}A_{3,3} & 0 & 0 & g^{(m,f)}_{1}A_{3,4} \\
0 & \Omega_{4}/2\pi & 0 & 0 & g^{(m,f)}_{1}A_{4,3} & 0 & 0 \\
0 & 0 & \Omega_{5}/2\pi & g^{(m,f)}_{1}A_{4,4} & 0 & 0 & g^{(m,f)}_{1}A_{4,5} \\
g^{(m,f)}_{1}A_{3,3} & g^{(m,f)}_{1}A_{3,4} & g^{(m,f)}_{1}A_{3,5} & \Omega_{3}/2\pi + \omega_{1}/2\pi & 0 & 0 & \sqrt{2}g^{(m,f)}_{1}A_{3,2} \\
g^{(m,f)}_{1}A_{4,3} & g^{(m,f)}_{1}A_{4,4} & g^{(m,f)}_{1}A_{4,5} & \Omega_{4}/2\pi + \omega_{1}/2\pi & 0 & \sqrt{2}g^{(m,f)}_{1}A_{4,2} & \sqrt{2}g^{(m,f)}_{1}A_{4,3} \\
0 & 0 & 0 & \sqrt{2}g^{(m,f)}_{1}A_{2,3} & 0 & \Omega_{2}/2\pi + 2 \times \omega_{1}/2\pi & 0 \\
0 & 0 & 0 & \sqrt{2}g^{(m,f)}_{1}A_{3,4} & 0 & 0 & \Omega_{3}/2\pi + 2 \times \omega_{1}/2\pi \\
\end{pmatrix}
\]

The solid black line in Fig. 8 (b, c) shows the corresponding results, which are in excellent agreement with the full numerical diagonalization. Fig. 8 (c) highlights an anticrossing between the two-photon state \( \hat{p}^{\dagger}_{1}(G) \) and three-photon state \( \hat{p}^{\dagger}_{1}(G)[\hat{p}^{\dagger}_{1}(G)]^{2} \).

**Appendix E: Calculation of reflection spectra**

To obtain the microwave reflection spectra, we first write the linear reflection coefficient for the bare transmission line modes:

\[
S^{(s)}_{11}(\omega) = \prod_{k=1}^{N} \frac{2i(\omega - \omega_{k})/\omega_{k} - (\hat{Q}_{k,\text{ext}})^{-1} + (\hat{Q}_{k,\text{int}})^{-1}}{2i(\omega - \omega_{k})/\omega_{k} + (\hat{Q}_{k,\text{ext}})^{-1} + (\hat{Q}_{k,\text{int}})^{-1}},
\]

where \( Q_{i,\text{int}} \) and \( Q_{i,\text{ext}} \) are respectively the internal and external quality factors of the bare transmission line modes. To calculate the reflection coefficient in the presence of the fluxonium atom, the expression is replaced by the product over the eigenstates of the total Hamiltonian in the Hilbert subspace \( \mathcal{B}_{s} \), meaning that \((s+1)\) photon states are included. Namely, we have:

\[
S^{(s)}_{11}(\omega) = \prod_{k=1}^{N} \frac{2i(\omega - \omega_{k})/\omega_{k} - (\hat{Q}_{k,\text{ext}})^{-1} + (\hat{Q}_{k,\text{int}})^{-1}}{2i(\omega - \omega_{k})/\omega_{k} + (\hat{Q}_{k,\text{ext}})^{-1} + (\hat{Q}_{k,\text{int}})^{-1}},
\]

(E2)

where \( \tilde{\omega}_{k} \) are the corresponding excitation frequencies (with respect to the ground state) corresponding to the multi-particle eigenstates \( |\tilde{\omega}_{k}\rangle \). Note that the external and internal quality factors depend on the photonic fraction of the polariton component in such eigenstates. This can be calculated by weighing the eigenstate quality factors with their single-polariton fractions, namely:

\[
(\hat{Q}_{k,\text{int(\text{ext})}})^{-1} = \sum_{k' \geq i_{0}} |(\tilde{\omega}_{k}|\tilde{p}_{k}^{\dagger}|0\rangle|^{2}(\hat{Q}_{k',\text{int(\text{ext})}})^{-1}.
\]

(E3)

The polariton quality factors depend on the photonic component of the polariton modes:

\[
(\hat{Q}_{k,\text{int(\text{ext})}})^{-1} = \sum_{i \geq i_{0}} |W_{k,i}|^{2}(Q_{i,\text{int(\text{ext})}})^{-1}.
\]

(E4)

Using Eq. (E2), we can numerically generate the reflection coefficient of our multi-mode circuit QED system.
Table F: Summary of device parameters

The parameters used in our calculations are summarized in Table I.

| Parameter               | Value          |
|-------------------------|----------------|
| Speed of light $v$      | $2.18 \times 10^8$ m/s |
| Wave impedance $Z_\infty$ | 9695.41 Ω   |
| Length $l$              | 6 mm          |
| Charging energy $E_C/h$ | 5.69 GHz      |
| Josephson energy $E_J/h$ | 8.12 GHz     |
| Inductive energy $E_L/h$ | 1.42 GHz     |

TABLE I. Device parameters used in our theoretical calculations. The inductive coupling ratio is $x = 1/2$.  

(see Fig. 5), which is shown in Fig. 4. We used the values of $Q_{i=49,\text{int}} = 10000$ and $Q_{i=49,\text{ext}} = 2000$ to mimic a modest quality standing-wave resonance. The presence of a finite internal quality factor allows detecting the many-body resonances in the magnitude of the reflection amplitude $|s_{11}(\omega)|$.  

Appendix F: Summary of device parameters

The parameters used in our calculations are summarized in Table I.
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