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Nanostructures exhibit a bactericidal effect owing to physical interaction with the bacterial cell envelope. Here, we aimed to identify the mechanism underlying the bactericidal effect of nanostructures based on bacterial autolysis, in contrast to previous reports focusing on structural characteristics. The time profiles of active cell ratios of the Escherichia coli strains (WT, ΔmltA, ΔmltB, Δslt70), incubation time of the wild-type (WT) strains, and autolysis inhibition of WT strains were evaluated with respect to the bactericidal effect of the applied nanostructures. Addition of Mg²⁺, an autolysis inhibitor, was not found to cause significant cell damage. The incubation phase was significantly associated with envelope damage. The lytic transglycosylase-lacking strain of Slt70 (Δslt70) also showed only minimal envelope damage. Our results indicate that nanostructures may act by triggering bacterial autolysis.

1 Introduction

Natural nanostructures, such as the cicada and dragonfly wing surfaces or gecko spatula, possess bactericidal properties. These nanostructures exert their bactericidal effects via physical interaction with bacterial cells, leading to cell envelope rupture. This physical mechanism is fundamentally different from that of chemicals such as antibiotic reagents or nanosized metals. Nanostructures-based bactericidal materials are advantageous since they are non-toxic for animal cells, and their effect is permanent, as long as they maintain their structures. These materials are also attractive for medical applications as their physical mechanism of action prevents the occurrence of antimicrobial resistant (AMR) bacteria. Although many studies have reported the development of nanostructure-based bactericidal materials and their bactericidal performance, the mechanism underlying the bactericidal effect of these materials has not been fully clarified due to its complexity.

Previous studies have largely focused on structural characteristics such as the pitch, aspect ratio, density, and elastic energy of nanostructures, for explaining the bactericidal mechanism. These studies highlighted three possible bactericidal mechanisms: (i) direct nanostructure penetration into the bacterial cell envelope, (ii) stretching and rupture of the envelope in between multiple nanostructures, (iii) envelope deformation due to interaction between the bacterial cell and the nanostructure. In any case, bacteria-nanopattern interaction is certainly the first trigger. Some researchers have tried to analyze the interaction theoretically. In the early stage, the cell envelope was approximated as a thin elastic layer. The actual layer thickness and composition were neglected, leading to representation inaccuracies in the actual bacterial cell envelope structure. In a very recent study, Velic et al. analyzed bacteria-nanopattern interaction using 3D finite element modeling (3D-FEM), when the bacterial cell was assumed to be multi-layered. They concluded that nondevelopment deformation of the envelope around the pillar tips induced significant in-plane strains, which would trigger the damage to DNA, proteins, or formation of oxidative products. They also pointed out that the membrane rupture could feasibly occur as a result of such significant strains. Several researchers characterized the interaction interface between the nanostructures and bacteria by using the high-resolution microscopy such as helium ion microscopy or transmission electron microscopy (TEM). Bandara et al. found that bacteria adhered to the nanostructure surface using their extracellular polymeric substances (EPS) and the finger-like projections and that initial envelope damage occurs without direct co-tact between the nanostructure and the cell envelope. Jenkins et al. reported that TiO₂ nanostructure induced deformation and penetration of bacterial envelope of Escherichia coli (E. coli) and Staphylococcus aureus (S. aureus), but did not lead the rupture of cell envelopes of some bacteria. These nanostructures inhibit bacterial cell division and trigger reactive oxygen species (ROS) production, thereby increasing oxidative stress proteins. In summary, these studies indicate that bacterial death due to the effect of nanostructures is based on a physical stress-related mechanism.
Based on these findings, we sought to understand the bactericidal mechanism by modifying the structural characteristics of nanostructures and bacterium characteristics. For instance, we prepared Si nanopillar arrays with specific wetting properties and evaluated their bactericidal effect. Our results showed that *E. coli* preferred to adhere onto the hydrophobic surfaces with the nanostructure bactericidal effect increasing with the water contact angle (WCA), indicating that the hydrophobic nanomaterial surfaces are more effective in killing *E. coli*. Moreover, these results were concerned with motility of the cell: *E. coli* uses hydrophobic flagella for movement, which facilitate cell adhesion onto hydrophobic surfaces. Nevertheless, the complexity of the interaction between the nanostructure and bacterial cell has not allowed a mechanism to be clearly identified.

Here, we focused on bacterial autolysis as a possible bactericidal mechanism of nanostructures. Previous studies have shown that bacterial envelopes lyse upon nanostructure interaction, which led researchers, including us, to conclude that the bactericidal effect was due to the physical penetration. However, previous findings actually may not imply direct physical penetration of bacterial cell envelope by the nanostructures. Indeed, Jenkins et al. reported that some nanostructures did not penetrate the bacterium envelope. Thus, we reasoned that the bacterium envelope is lysed by bacteria itself (autolysis), which is considered as a secondary trigger, because of the physical stress due to nanostructures presence. The cell envelope of *E. coli* is composed of three layers: the cytoplasmic membrane (inner membrane), the peptidoglycan (PG) or murein layer (periplasm), and the outer membrane (OM). The combination of PG layer and outer membrane is called the cell wall. The PG layer resides between the cytoplasmic membrane and the outer membrane. PG is composed of alternating linear glycan strands, N-acetyl-\(\beta\)-D-glucosamine (GlcNAc) and N-acetyl-\(\beta\)-D-muramic acid (MurNAc) residues which are interconnected by the cross-linking of their peptide subunits. At least 35 PG hydrases act as autolysis enzymes. Here, we focused on lytic transglycosylases, which are expressed by bacteria to break the strong PG layer during cell division. Lytic transglycosylases are also known as *N*-acytymuramidases, which not only cleave the \(\beta\)-1,4 glycosidic bond between the MurNAc and GlcNAc unit but also concomitantly catalyzes an intramolecular glycosyl transfer reaction whereby a 1,6-anhydro bond is formed between C\(_6\) and C\(_1\) of *N*-acytymuramic acid. We specifically focused on three lytic transglycosylase types, MltA (membrane-bound lytic transglycosylase A), MltB (membrane-bound lytic transglycosylase B), and Slt70 (soluble lytic transglycosylases), which are considered to be major components of the *E. coli* autolytic system, and comparatively evaluated the nanostructure bactericidal performance on strains of *E. coli* lacking each enzyme with respect to wild-type *E. coli*. MltA and MltB are membrane proteins located on the outer membrane, and their substrates are soluble component, including muropeptide, peptide, glycan chain and PG. Slt70 is soluble protein located mainly in the periplasm, with 20–30% of the total Slt70 content located in the cytoplasmic membrane. The activity of Slt70 is strictly controlled, and normally this potentially suicidal enzyme does not degrade the cell wall. Slt70 acts only in PG. Our results also indicated that bactericidal performance differed depending on the type of enzyme lacking in bacteria. We found that the effect on Aslt70 was lowest, indicating that the location and expression level of lytic enzymes are very important for bacterial death induced due to physical interaction with nanostructures.

## 2 Experimental

### 2.1 Materials and chemicals

Propidium iodide (PI), hydrogen peroxide, sulfuric acid, nitric acid, hydrochloric acid, sodium hydrogen carbonate, sodium hydrogen phosphate, sodium dihydrogen phosphate, magnesium chloride, acetone and ammonia water were purchased from Fujifilm-Wako Chemicals (Tokyo, Japan). SYTO 9 was obtained from Thermo Fisher Scientific (Waltham, MA, USA). Hydrofluoric acid was obtained from Daikin Industries, Ltd (Osaka, Japan). 1,1,1,3,3,3-Hexamethyldisilazane (HMDS) was purchased from Shin-etsu Chemical Co., Ltd (Tokyo, Japan), Polystyrene (PS) beads (diameter: 200 nm) were purchased from Funakoshi Co., Ltd (Tokyo, Japan). A p-type Si wafer (crystal orientation: 100, diameter: 101.6 mm) was purchased from SUMCO Co (Tokyo, Japan).

### 2.2 Preparation of Si nano-pillar array

We fabricated a Si nanopillar array substrate and used it as an artificial nanostructure, which was constructed to mimic the cicada wing surface. We previously reported the manufacturing of Si nanopillar arrays by colloidal lithography and metal-assisted chemical etching (MacEtch), which allows controlling of nanopillar array dimensions. The gap between the nanopillars was controlled by modifying the diameter of PS beads. Here, the nanopillar pitch was set to 200 nm. Therefore, we chose PS beads with the diameter of 200 nm. The nanopillar diameter was controlled by changing the condition of the oxygen plasma etching of PS beads. The diameter was tuned to 120 nm. The nanopillar depth was controlled by changing the wet etching time on MacEtch. A height of approximately 520 nm was obtained (Fig. 1(a)). The fabricated nanopillars were arranged regularly (Fig. 1(b)). The Si nanopillar array substrate size was 20 mm \(\times\) 20 mm. Following MacEtch operation, we etched the catalytic layer of Au thin film using nitrohydrochloric acid solution, and PS beads by dipping into the piranha solution (\(\text{H}_2\text{O}_2 : \text{H}_2\text{SO}_4 = 1 : 4\)). Finally, the nanopillar array wettability was tuned to obtain a hydrophobic structure to allow adherence of *E. coli* cells. Here, the nanopillar array substrate was dipped in HMDS media (HMDS : acetone = 19 : 1) for 15 min, following the thermal processing at 150 °C for 1 min. The water contact angle (WCA) of the Si nanopillar array increased drastically from 11° to 145° after thermal processing (Fig. 1(c) and (d)), confirming similar hydrophobicity of the obtained material to that of the cicada wing surface.
2.3 Preparation of E. coli strains

We used four E. coli strains, three of which were genetically engineered for specific traits. E. coli strain RP437 (courtesy of Dr Y. Sowa, Hosei Univ.) was used as the WT strains. This strain could undergo cell division using autolysis enzymes and swim in the culture media using flagellar rotation. JW2784-KC (ΔmltA), JW2671-KC (ΔmltB), and JW4355-KC (Δslt70), which were obtained from National Institute of Genetics, Microbial Physiology Laboratory, NBRP E. coli lacked lytic transglycosylases.

E. coli cells were grown in tryptone broth (TB) (1% bacto-tryptone, 0.5% NaCl) at 30 °C with shaking at 170 rpm for 3 and 12 hours. In the first three hours of cultivation, E. coli cells were in logarithmic growth phase. This condition is written as the “logarithmic phase”, i.e. active cell division was observed. In the latter condition, cells were in the stationary phase. This condition is written as “stationary phase”, with a constant live E. coli cell number. The cell division rate decreased further and was eventually equal to the rate of cell death due to decrease in nutrient levels. Cultured cells were suspended in motility buffer (10 mM potassium phosphate buffer: PBS, pH 7.0) twice. The cell suspension was diluted with motility buffer to an OD600 = 0.1.

The cells were stained with SYTO 9 and propidium iodide (PI) for the cell envelope damage test. One milliliter of the diluted cell suspension was mixed with 3.3 mM SYTO 9-DMSO solution and 10 mM PI-DMSO solution. After mixing, the cell suspension was allowed to stand for 15 min.

2.4 Observation of attached cells and analysis of active cell ratio

After the cell suspension (10 μl) was dropped onto the Si nanopillar substrates, a coverslip (18 x 18 mm, thickness: 0.15 mm) was placed over it and fixed using double-sided tape (0.1 mm thick). The dropped suspension was pushed out by the coverslip to ensure that the cell suspension covered the entire area of the nanostructured surfaces. After holding for 1 min to allow cell adherence onto the nanostructure surfaces, the sample with coverslip was placed onto the fluorescence microscope stage (Eclipse Ti-E, Nikon, Tokyo, Japan). The microscope was equipped with 20× objective lens (CFI S Plan Fluor ELWD 20X, N.A.0.45, Nikon, Tokyo, Japan) and 2.5× C-mount relay lens (VM2.5X, Nikon).

The bactericidal activity of a nanostructure is expected to originate from its physical properties. The cell envelope is stretched by the nanostructured surface, which causes cell breakage. The cell envelope damage after nanostructure surface adhesion was assessed by fluorescence microscopy using commercially available DNA-staining reagents such as SYTO 9 and PI, which provide information about cell envelope damage. Therefore, E. coli cells stained with SYTO 9/PI were illuminated.
with epifluorescence from a mercury lamp. We used the EGFP/ 
FITC filter set (excitation filter: 480/30 nm, dichroic mirror: 
505 nm, emission filter: 535/40 nm; 39002 AT, Chroma, MA) to 
observe SYTO 9 fluorescence and the Texas Red/mCherry filter 
set (excitation filter: 560/40 nm, dichroic mirror: 600 nm, 
emission filter: 635/60; 39010 AT, Chroma, MA) to observe PI 
fluorescence. The fluorescence images were captured every 
5 min for 120 min using a CCD camera (DMK23G618; The 
Imaging Source, Bremen, Germany). Excitation light was irra-
diated for 1 s for each capturing process to reduce photo-
bleaching. After the bactericidal activity test, we observed the 
morphology of cells adhering on the nanopillar surface using 
a scanning electron microscopy (SEM, JSM-7500F, JEOL Ltd).

The time course of the active cell ratio, which was calculated 
by multiplying the ratio of the number of SYTO 9-stained cells 
(green-stained cells) to the number of attached cells (green- 
and red-stained cells) with 100, was analyzed using ImageJ.36,37 
Each data shows the average with error bars (N = 3) and was 
obtained from independent experiments.

3 Results and discussion
3.1 Active cell ratio dependent with growth phase
Gene expression activities of some proteins vary depending on the 
growth phase. The resulting dependence of active cell ratio on the 
growth phase is shown in Fig. 2(a) and (b). As the control 
experiment, the active cell ratio on the flat Si substrate is also 
shown in Fig. 2(a), when the cells were grown in the logarithmic 
phase. The active cell ratio on the flat Si substrate did not decrease 
and remained higher than 96% even after 120 min, indicating 
clearly that no envelope damage was present on the flat surface. In 
contrast, the active cell ratio of WT on the nanopillar array 
decreased gradually with time and was lower than 8% around 
90 min, eventually reaching 4.4% after 120 min (Fig. 2(a)), when 
the cells were in the logarithmic phase. In contrast, when the cells 
were in the stationary phase, the active cell ratio remained at 93%, 
even on the nanopillar array. In addition, SEM images of WT cell 
grown in the logarithmic phase and the stationary phase after the 
bacterial activity test are shown in Fig. 2(c) and (d), respectively. 
Fig. 2(c) clearly shows that nanopillars penetrated into the cell and 
the pillars were deformed around the cell adhesion area. In 
contrast, Fig. 2(d) shows that the cell adhered on the nanopillar 
surface and there was no change in its shape. These results may 
be attributed to bacterial sensitivity to stress, which is often 
higher in the logarithmic growth phase than in the stationary 
phase.38 In addition, metabolic activities of actively dividing 
bacteria, and gene expression levels for lytic transglycosylases in 
dividing cells are considered high in the logarithmic growth phase 
as well. Based on these results, subsequent experiments 
(described in Section 3.2 and 3.3) were carried out with bacterial 
cells in the logarithmic growth phase.

![Fig. 2](image-url) 
Time profile of active cell ratios with respect to incubation time on the nanopillar array and the flat Si substrate. (a) In the logarithmic phase 
(3 h). Open circles and closed circles show the active cell ratios on the flat substrate and the nanopillar array, respectively. (b) Dependent with the 
growth phase on the nanopillar array. Closed circles and purple squares show the active cell ratios with the logarithmic phase (3 h, as well as (a)) 
and stationary phase (12 h), respectively. Data show the average of 3 independent experiments with error bars. (c) SEM image (40 000×, tilt: 20°) 
of WT cell (logarithmic phase) after the bacterial activity test. (d) SEM image (40 000×, tilt: 20°) of WT cell (stationary phase) after the bacterial 
activity test.
3.2 Active cell ratio of *E. coli* strains lacking autolysis enzymes

As mentioned in the introduction section, TiO₂ nanopillars induced deformation of the bacterial envelope. The nanostructures inhibit bacterial cell division, and also trigger ROS production and increased oxidative stress proteins production. Hence, bacterial cell death due to nanostructure is, in fact, caused by reactions to physical stress. We assume that the physical stress induced by nanostructure that leads to cell wall lysis is similar to that occurring during cell division. Thus, we evaluated the active cell ratio according to the location or absence of autolysis-related enzymes using cell envelope damage reagents, PI and SYTO 9. MltA and MltB are located on the outer membrane, whereas Slt70 is mainly located in the periplasm. All of these enzymes can lyse PG. Instances of fluorescent microscopy images and time-course analysis of the active cell ratio are shown in Fig. 3 and 4(a), respectively. Images on Fig. 3 were extracted from the time-lapse imaging as shown in ESI (see Movie S1 to S5†). The data were obtained using Si nanopillar arrays.

As shown in Fig. 4(a), the active cell ratio of WT *E. coli* decreased gradually and was lower than 8% around 90 min, eventually reaching 4.4% after 120 min. The active cell ratio of ΔmltA strain also decreased gradually, reaching 15% at approximately 80 min. The ΔmltA strain decrease rate was larger than that of WT strain. However, the time-dependent active cell ratios of WT and ΔmltA strains may be regarded similar until 60 minutes due to high data variance. Conversely, this ratio may be regarded to show a clear difference between WT and ΔmltA strains after 60 min due to data variance being smaller. The active cell ratio of ΔmltB strain decreased slowly, reaching 40% at approximately 90 min. In contrast, the time-dependent active cell ratio of Δslt70 strain remained at approximately 84% even at 120 min. This is the highest active cell ratio among the used *E. coli* strains. The time profile of the active cell ratio of Δslt70 strain was also different from those of the other strains. SEM image of Δslt70 cell grown in the logarithmic phase after the bacterial activity test is shown in Fig. 4(b), which shows that the cell adhered on the nanopillar surface and there was no change in its shape as well as WT cell grown in the stationary phase (Fig. 2(d)). These results indicate that the active cell ratio after adhesion onto the nanostructure varied depending on the location or absence of autolysis-related enzymes, even though the same bacterial species, *E. coli*, was used in the experiments. In particular, based on the active cell ratio data obtained from Δslt70 strain, Slt70 expression after adhesion may be considered to be the main factor responsible for cell lysis. Unlike MltA and MltB, Slt70 is located mainly in the periplasm. MltA and MltB might not play major catalytic roles in autolysis, because they locate on the outer membrane. Distance between these enzymes and PG are too long to degrade PG. The main autolytic enzyme may be Slt70, still this is not yet clarified. Although the activity of Slt70 is known to be strictly controlled and Slt70 does not work normally, stress of contact with the nanostructure might stimulate the activity of the enzyme. To this end, our results indicate that the enzymatic disintegration of the strong PG is responsible for cell death.

**Fig. 3** Fluorescent microscopy images of *E. coli* strains to evaluate the active cell ratio over time. Green and red cells show non-damaged cells and damaged cells, respectively.
Bandara et al. reported that bacteria attach onto the nanostructure surface via the EPS layer, which enables strong adhesion between the bacteria and nanostructure. Simultaneously, bacteria experience stress due to unfavorable nanostructured surface. This causes bacteria to attempt to avoid the nanostructure surface, which generates a large amount of shear stress on the bacterium envelope. The authors then assumed that this shear stress would cause separation of inner membrane and outer membrane. However, the tight interaction between the outer and inner membranes renders it difficult to cause damage with mechanical force alone. The authors also pointed out that initial cell envelope damage occurred without direct contact. Velic et al. simulated the deformation of the multilayered bacterial cell, which was well matched to the actual structure, on the bacteria-nanopattern interaction. They concluded that nondevelopment deformation of the envelope around the pillar tips induced significant in-plane strains. Considering these findings together with our results here, Slt70 may be considered to be activated when the cell undergoes significant in-plane strains due to bacteria-nanopattern interaction, which subsequently leads to cell wall lysis. Additionally, the starting point of cell wall lysis would not occur near contact point with nanostructure, but at any point of existence of Slt70.

Xie reported that the graphene-based bactericidal material caused autolysis by its strong oxidation. The physical stimulation triggers ROS production and increases oxidative stress. In our previous study, we showed that envelope lysis occurred within 20 min after cell adhesion on the nanopillar array, which is roughly equivalent to the time required for cell division. Based on the findings, it can be assumed that physical stimulation with the adhesion on the nanostructure may be considered a cause of cell oxidative stress, which activates the cell wall lysis enzyme. While our results indicated that the PG layer was lysed via enzymatic reaction of lytic transglycosylases as a second trigger of membrane damage, we did not determine whether lysis extends to the OM that has enough stiffness and strength to maintain the cell morphology. However, since the OM is stiffer than the PG layer, and E. coli can switch into a PG layer deficient state, “called L-form”, that grow even though they lack the PG layer, the process of the cell lysis is expected to include a mechanism of the OM lysis following the PG layer lysis. For example, it is conceivable that some enzymes in the intracellular liquid reach and lyse the OM after the PG layer is lysed. Nevertheless, further research is needed to confirm this hypothesis. As an example, it is necessary to study whether this hypothesis holds for other bacteria.

3.3 Active cell ratio dependent with cultured media

Leduc et al. reported that autolytic system of E. coli was controllable by only changing incubation conditions. In fact, 10 mM of Mg²⁺ efficiently inhibited the autolytic process. To clarify the involvement of autolysis in bacterial death due to nanostructures, the active cell ratio of WT strain on the Si nanopillar array was evaluated upon MgCl₂ addition to the

![Fig. 4](image-url)  
(a) Results of time-course analysis of active cell ratio of E. coli strains. Black, red, blue, and green circles show WT, ΔmltA, ΔmltB, and Δslt70 strains, respectively. Here, the growth phase was logarithmic phase for each strain. Data show the average of 3 independent experiments with error bars. (b) SEM image (40 000×, tlt: 20°) of Δslt70 cell after the bacterial activity test.

![Fig. 5](image-url)  
(b) Logarithmic phase (3h) of RP437, ΔmltB, ΔmltA, and Δslt70 strains. Here, the growth phase was logarithmic phase for each test. Data show the average of 3 independent experiments with error bars.
motility buffer (10m M PBS, pH = 7.0) and prior to the cell staining with SYTO 9 and PI. Here, concentration of MgCl₂ was set to 10 mM. Fig. 5 shows the time-dependent active cell ratio on PBS with 10 mM Mg²⁺, which indicate no degradation. On the other hands, the active cell ratio with PBS decreased gradually reaching zero at approximately 90 min (Fig. 5 closed circles). These results indicate that cell envelope damage did not occur when the autolysis was inhibited.

From these results, we further conclude that the envelope damage was caused by the physical stimulation of the contact with nanostructures following the generation of oxidative stress and ROS, which trigger the envelope lysis enzyme activation, especially Slt70. In the near future, we plan to conduct a time-series analysis to clarify the mechanisms proposed here.

4 Conclusion
Nanostructures exert bactericidal effect owing to their physical interactions with the bacterial cell envelope. Many researchers have sought to clarify the underlying mechanism based on structural properties of nanostructure; however, only few research groups have focused on bacterial characteristics. In this study, we focused on bacterial autolysis during cell division to explain the mechanism underlying the bactericidal effect of nanostructures. Time profiles of active cell ratios of four E. coli strains (WT, ΔmltA, ΔmltB, Δslt70) showed that Δslt70 strain showed almost no envelope damage. The incubation time of WT was strongly related to the envelope damage. In fact, the most damaged cells were counted in the log-growth phase, which means that cell envelope damage was more likely to occur when the cell division was activated. In addition, cell envelope damage was evaluated with inhibited autolysis in WT strain, addition of Mg²⁺. The results showed almost no cell damage under this condition. These results also indicate that the bactericidal mechanism due to nanostructures is based on the bacterial autolysis system.
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