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Abstract: Open Arms is a novel open-source platform of realistic human-like robotic hands and arms hardware with 28 Degree-of-Freedom (DoF), designed to extend the capabilities and accessibility of humanoid robotic grasping and manipulation. The Open Arms framework includes an open SDK and development environment, simulation tools, and application development tools to build and operate Open Arms. This paper describes these hands’ controls, sensing, mechanisms, aesthetic design, and manufacturing and their real-world applications with a teleoperated nursing robot. From 2015 to 2022, the authors have designed and established the manufacturing of Open Arms as a low-cost, high functionality robotic arms hardware and software framework to serve both humanoid robot applications and the urgent demand for low-cost prosthetics, as part of the Hanson Robotics Sophia Robot platform. Using the techniques of consumer product manufacturing, we set out to define modular, low-cost techniques for approximating the dexterity and sensitivity of human hands. To demonstrate the dexterity and control of our hands, we present a Generative Grasping Residual CNN (GGR-CNN) model that can generate robust antipodal grasps from input images of various objects in real-time speeds (~22ms). We achieved state-of-the-art accuracy of 92.4% using our model architecture on a standard Cornell Grasping Dataset, which contains a diverse set of household objects.
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1. INTRODUCTION

Today, multi-DOF robot hands can already accomplish various tasks that only humans can perform otherwise. However, the development of low-cost human-like robot hands and the precise manipulation control of everyday objects with such hands remains a challenge.

Most existing robotic hands are costly, difficult to maintain because of tendon-driven actuators, or do not provide precise control. The TWENDY-ONE Hand [1] has stable manipulation skills, but its usage is limited in industrial applications due to the high development and maintenance cost of highly sophisticated actuators and sensors. Similarly, the multi-fingered Shadow Dexterous Hand can accomplish complex tasks [2], but costs about $100,000, and the tendon-driven actuators make the maintenance difficult. A more cost-effective hand is the Wonik’s Allegro Hand [3], which is relatively low-cost ($15,000) but does not provide precise position or force control. Open Bionics developed the Hero arm [4] as a lower-cost 3D printed alternative to contemporary prosthetics but these prosthetics lack intelligent controls. We note opportunities to improve on these existing projects by adding additional naturalism to the design, with improved actuation, sensing, intelligent controls, and scalable consumer-grade manufacturing to reduce costs while achieving high quality.

In this paper, we describe how our novel robotic arms can be designed such that the fabrication of the robotic hand is fast, the cost of the modification and maintenance is cheap, and the control of the robotic hand is accurate. We present the design and construction of novel robotic arms as a new platform, integrating new hardware design and the controls of the hands and arms using a cognitive AI framework involving GGR-CNN for accurate grasping.

The Open Arms include novel robot arms built with a human-like mechanical configuration and aesthetic, with 28 DoF, touch sensors, and series elastic actuators. The arms and hands have many improvements such as retraction and elevation of the shoulders, a reduction in its weight, as well as more grip strength that can even lift a 600g bottle, pressure sensors in the fingertips and position sensors in the finger joints, giving you the option to receive feedback when manipulating objects [5], [6].

The main contributions of this paper can be summarized as follows:

- The Open Arms is a robotics framework that pushes forward realistic design with improved actuation, sensing, controls, and scalable manufacturing methods to reduce the costs of 28 DoF human-like robotic hands and arms.
- The platform includes an open SDK and development environment to build, customize, and operate Open Arms.
- We propose a Generative Grasping Residual CNN (GGR-CNN) model for the hands that predicts, plans, and performs antipodal grasps for the objects in the camera’s field of view.
- We evaluate our grasping model on the publicly available Cornell grasping dataset and achieve state-of-the-art accuracy of 92.4%.

The resulting framework is an integral part of the Sophia Utility Platform (SUP), which is being used with ongoing research in the authors’ work with team AHAM, an ANA Avatar Xprize effort towards human-AI hybrid telepresence. The uses of the work extend across domains and include arts, social human-robot interaction.
and targeting more general co-bot applications. These results are available to test on the broadly released Sophia Utility Platform (SUP), including Open Arms, for users to try and extend.

2. BACKGROUND

2.1 Open Arms, Part of Sophia Utility Platform: An Integrative Platform for Embodied Cognition

The Open Arms were developed as part of our latest designed framework for human-like embodied cognition, called Sophia Utility Platform (SUP). While some cognitive robotics and AI frameworks exist, such as iCub [7], SOAR [8], ACT-R [9], and Open Cog [10], none provide the full, integrated capabilities needed for the pursuit of human-like embodied cognition, including low-cost mass-manufactured standard hardware for hands and arms, expressive face, open interfaces, and a diversity of features and extensions. The SUP provides many features, including an expressive face, Open Arms, a mobile base, and a feature-rich AI SDK on a new mass-manufacturable hardware and software framework for cognitive robotics. With SUP, we strive to architect a humanlike agent with embodiment and cognitive AI tools for an agent to learn its environment using cutting-edge multimodal learning methods in vision, speech, grasping and manipulation, locomotion, and social interactions with human users. We combine various neural frameworks with a rules-based controller governing an ensemble verbal and non-verbal dialogue model that is original to us. Using basic emotional parameters to drive the agent’s goal pursuit, making the agent more useful physical actions like the Open Arms and hands control while also achieving socially intelligible and appealing human-robot interactions.

3. OPEN ARMS ROBOTIC HARDWARE DESIGN

Open Arms have 28 DoF, and the hardware is designed to simulate the action, appearance, and capabilities of the human hands and arms. As seen in Fig. 1, each arm includes 2 DoF for the shoulder joint (pitch and roll), 1 DoF for the shoulder or elbow yaw between the shoulder and the arm, 1 DoF for the elbow (pitch), 1 DoF for the forearm (yaw), and 2 DoF for the wrist (pitch, roll). Each hand includes 2 DoF for the thumb, 1 DoF for the finger spread, and 4 DoF for each of the other fingers controlled by a single actuator.

The hands and arms have sensing, including force, position, temperature feedback, compliant series elastic actuators in the fingers, and touch sensing in the fingertips. The arms were designed to be modular so that the hands and forearms could also be used in low-cost prosthetics and could be easily changed and upgraded. The first iteration of the designs was completed in 2014, intended both for research and for mass-production as part of the Sophia Utility Platform line of social robots for general use, including human-AI interactions and collaborative robotics (co-botics). Early versions were released under Creative Commons open license in 2016 and 2017. From 2020 to 2022, we completed improved Beta designs and initiated the manufacturing of the Open Arms in volume units. These latest versions are now released under the General Public License and the designs are available for any developer to use freely. These design files can be viewed here: https://grabcad.com/library/sup-open-arms-1.

3.1 Mechanical Design

Mechanically, we developed our robotic arms to suit the character and collaborative robotic needs. We used the dimensions from a medium-sized woman’s arms as constraints and quality components integrated within the robots. We try to have feedback in all the DOF axes where possible. The principal structure of the arms is made of CNC Aluminum 6061, and complicated manufactured parts are made of Nylon SLS PA 2200, black colour for aesthetic. Feetech servos are used for controlling and for feedback. Due to the size limitation, each hand uses our versions of Feetech servos with Pololu Maestro Controller 24ch. For feedback, there are pressure sensor pads and potentiometers in each finger and wrist. The goal of our arms is for gesticulation when she speaks and for object grasping and manipulation. Fig. 2 shows the servos on our hands.

The shoulders on the torso have new features: elevation-depression (22° range) and retraction-protraction (23° range) using 2 Actuonix+L12-30 linear actuators on each side motors are connected with universal joints. These characteristics in the shoulders aggregate us with more realistic movements and better gestures.

The robotic arms have 7 DOF including:
- Shoulder pitch (180° range).
- Shoulder roll (180° range), which are driven by a pulley and timing belt with a 2:1 ratio using Feetech SM60CL motors each.
- Shoulder yaw (120° range) is driven by gear with a 2.917:1 ratio with Feetech SM40BL motor.
- Elbow uses the same belt pulley with a 2:1 ratio (range 127°) and Feetech SM60CL motor.
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• Wrist yaw (180° range) uses bevel gears with a 1.8:1 ratio with Feetech SCS40 TTL motor.
• Finally, wrist roll (40° range) and pitch (45° range) are powered by two Feetech SM40BL motors with universal joints simultaneously.

The hand has 6 DOF, all with small Feetech STS3032 motors to drive the 5 fingers and the thumb roll with metal wires. The hand closes when the motors pull the wires and opens when they release it along with the help of torsion springs that are in the joints of each finger.

The way to connect the arm and send the information to the computer is through the Feetech FE-URT1 converter, which receives communication from the SM40BL and SM60CL motors connected in series via RS485 protocol and the rest of the STS3032 and SCS40TTL motors connected in series via TTL protocol.

3.2 Arm Axes

The arms use Feetech servos, and the selection of those servos is determined by the weight, torque and space limitations. The torque of each Axes was calculated in Solidworks with the center of mass and the weight.

The features of Feetech servos are: Smart actuator with fully integrated DC Motor + Reduction Gearhead + Encoder + Controller + Driver. Functions include precise control, PID control, 360 degrees of position control, and high-speed communication.

3.3 Hand Axes

Due to space limitations, there are 3 Feetech servos in hand and 3 more in the forearm, which control the fingers. For the feedback, each fingertip has an internal pressure sensor pad measuring 500gr; the sensor is activated through a Nylon-rubber fingertip cover.

There are 16 10K ohms potentiometers for measuring positions: index, middle, ring, pinky, thumb fingers, thumb roll, wrist pitch and wrist roll. There are torsion springs in fingers joints in one direction for safety use.

3.4 Electrical

The power of the Arm is 13.8V, stepped down from 24V for SM40BL and SM60CL motors and power of 6V for STS3032 and SCS40TTL motors, and the communication is through the Feetech FE-URT1 converter, which receives communication from the SM40BL and SM60CL motors connected in series via RS485 protocol and the rest of the STS3032 and SCS40TTL motors connected in series via TTL protocol. The sensors like pressure sensors and potentiometers are connected through two 24 channel Pololu Maestro-microcontrollers in each forearm.

4. OPEN ARMS, GRASPING: GENERATIVE GRASPING RESIDUAL CNN (GGR-CNN)

4.1 Deep Learning Methods Using CNNs for Grasping

Deep learning techniques have enabled big advancements in robotic grasping for unknown items. These approaches typically use variations of Convolutional Neural Network (CNN) architectures designed for object recognition [11, 12], and in most cases sample and rank grasp candidates individually using a CNN [13, 14]. Once the best grasp candidate is determined, a robot arm executes the grasp open-loop which requires very precise control of the robot and a completely static environment. This results in long computation times in the order of a second to tens of seconds.

To overcome these challenges, we leverage the Generative Grasping Convolutional Neural Network (GG-CNN) [15] to directly generate an antipodal grasp pose and quality measure for every pixel in an input depth image. This model does not rely on sampling of grasp candidates, but rather directly generates grasp poses on a pixel-wise basis. However, the original GG-CNN method achieves an average grasping pose accuracy of only 83.83%. To increase the accuracy of this model, we integrate residual networks as many state-of-the-art results have been obtained by using residual networks for deeper architectures [16, 17]. The best grasp pose is predicted as a grasp rectangle calculated by choosing the best grasp from multiple grasp probabilities. Multiple grasp rectangles can be predicted for multiple objects from the output of GGR-CNN in one shot which leads to faster computation. Through this approach and improved data augmentation methods, we are able to increase the accuracy from 73.0% using the GG-CNN to 92.4% on the Cornell grasping dataset using our GGR-CNN model. The full architecture can be seen in Fig. 3.

4.2 Grasp Representation

Similar to other CNN based grasping methods, the GG-CNN defines its grasps perpendicular to a 2D axis with the following equation:

\[ g = (p, \phi, w, q) \] (1)

Here \( p = (x, y, z) \) indicates the pose of the gripper as the Cartesian coordinates \( (x, y) \) of the gripper’s centre
relative to an image, \( \phi \) indicates the rotation of the gripper around the z-axis, \( w \) is the width of the gripper and \( q \) is the grasp quality score. The final grasp is selected based on the \( q \) parameter since it represents the success probability of the grasp and indicates the best grasp.

We detect a grasp from an image \( I = R^{n \times h \times w} \) with height \( h \) and width \( w \). The final grasping pose has the output:

\[
\tilde{g} = (s, \tilde{\phi}, \tilde{\omega}, q)
\]

(2)

In equation (2), \( s = u, v \) corresponds to the center of grasp pose \( g \) in image coordinates grasping pose, \( \tilde{\phi} \) is the rotation angle in camera’s frame of reference which is represented as a value in the range \([-\frac{\pi}{2}, \frac{\pi}{2}]\), \( \tilde{\omega} \) is the required width in image coordinates and \( q \) is the same scalar which represents the grasp quality score. \( q \) is indicated as a value between 0 and 1 where a value closer to 1 indicates a greater chance of grasp success.

To execute on a grasp pose \( \tilde{g} \) which is obtained in the image space on a robot, the grasping pose can be converted into the grasping pose \( g \) defined in the world coordinate system:

\[
g = t_{RC}(t_{CI}(\tilde{g}))
\]

(3)

Where, \( t_{CI} \) is a transformation that converts image space into camera’s 3D space using the intrinsic parameters of the camera, and \( t_{RC} \) converts from the image coordinate system into the robot space in the world using the camera pose calibration value.

We can scale this to define multiple grasps in an image using the following:

\[
G = (\Phi, W, Q) \in R^{3 \times H \times W}
\]

(4)

\( \Phi, W, Q \) represent the three images of grasp angle, grasp width and grasp quality score calculated at every pixel of an image, respectively.

### 5. NEURAL NETWORK ARCHITECTURE: GENERATIVE GRASPING RESIDUAL CNN

#### 5.1 Grasp Detection Pipeline

The depth image is first cropped to a square and scaled to suit the input of the GG-CNN. The depth image is inpainted to obtain a depth representation. The 400 \( \times \) 400 processed input image is fed into the GGR-CNN. The model generates three images as grasp angle, grasp width, and grasp quality score as the output. From these three output images, the grasp rectangles are then inferred.

#### 5.2 Architecture

The input image is fed to the GGR-CNN, where it is passed through 4 convolutional layers, followed by 6 residual layers and then passed through convolution transpose layers to generate four images. These four output images include the grasp quality score, required angle (cos 2\( \Phi \) and sin 2\( \Phi \)), and the required width of the end effector. The GGR-CNN’s first layer is 400 \( \times \) 400 layer with 16 filters. The second layer is a 200 \( \times \) 200 layer with 32 filters, followed by a third 100 \( \times \) 100 layer with 64 filters and a fourth layer that is 50 \( \times \) 50 layer with 128 filters. The output of the convolutional layer is then fed into 6 residual layers. Using residual layers enables us to better learn the identity functions by using skip connections. After passing the image through these convolutional and residual layers the size of the image is reduced to 50 \( \times \) 50. To still retain spatial features of the image, we up-sample the image by using the convolution transpose operation. This allows us to obtain the same size of the image at the output as the input size.

### 6. EVALUATION

#### 6.1 Dataset

One of the most common publicly available antipodal grasping dataset used to benchmark results is the Cornell Grasping Dataset [18]. The Cornell Grasping Dataset includes 885 RGB-D images of various real objects, with 5110 human-labelled positive and 2909 negative grasps.
The ground truth data has several grasp rectangles representing grasping possibilities for each object. In general, this is a fairly small dataset to use for training on the GGR-CNN model. To increase the size of the dataset and the accuracy of our model, we augment the original Cornell Grasping Dataset using random crops, rotations and zooms to create over 9000 depth images and the associated grasp map. Through augmentation, we can integrate over 63k grasp examples.

6.2 Dataset Metric for Grasping Detection

We detect a grasp using the rectangle representation. Based on this, a grasp is successfully detected when the difference between the grasp orientation of the predicted grasp rectangle and the ground truth rectangle is less than 30°. Alongside this, the IoU score is between the ground truth grasp rectangle and the predicted grasp rectangle is more than 25%. Since the model outputs an image-based grasp representation, the value corresponding to each pixel in the output image is mapped to its equivalent rectangle representation.

6.3 Cornell Grasping Results

To evaluate the performance of our model on the Cornell Dataset, we have a cross-validation setup. We do an image-wise (IW) split, where the training set and the validation set do not share the same image and an object-wise (OW) data split, where the training set and the validation set do not share any images from the same object. The final results of our model can be seen in Table 1.

### Table 1. Results compared to other grasping models.

| Authors  | Model          | Accuracy (%) - IW | Accuracy (%) - OW | Speed (ms) |
|----------|----------------|-------------------|-------------------|------------|
| Lenz     | SAE, struct. reg. | 73.9              | 75.6              | 1350       |
| Redmon   | AlexNet, Multi-Grasp | 88.0              | 87.1              | 76         |
| Kumra    | ResNet-50x2     | 89.2              | 88.9              | 103        |
| Morrison | GG-CNN          | 73.0              | 69.0              | 19         |
| Zhou     | FCGN, ResNet-101 | 97.7              | 96.6              | 117        |
| Asif     | GraspNet        | 90.2              | 90.6              | 24         |
| Our model | GGR-CNN          | 92.4              | 91.1              | 22         |

7. CONCLUSION

Open Arms is a modular, open-source robotic arm and hand toolkit with mechanical capabilities comparable to the human hand and arm. The Open Arms platform has proven valuable and robust as an experimental platform designed to be mass-manufactured at a low cost. Our system includes touch sensors, force and position feedback in all joints, and fully integrated hardware with various cognitive AI controls, including our novel GGR-CNN model for accurate grasping control.

We hope that ongoing experiments on our social robot platform and robust simulation tools may produce new opportunities for experiments in embodied cognition and help progress towards more generalized intelligence in machines.

8. CONTRIBUTIONS

This work was initiated and primarily developed by the Hanson Robotics team to extend the capabilities of Sophia, a social humanoid robot developed by Hanson Robotics for AI and robotics research, applications development, and the arts. Gerardo Morales and David Hanson created the design and construction of the hands and arms as part of the Sophia robot platform. Alishba Imran focused on developing a generative grasping CNN method for improving the manipulation and grasping of the hands. In one experiment involving applications of the Sophia Open Arms project, Hanson Robotics collaborated on the control of the arms with the team at the Indian Institute of Science (IISc). In addition, Hanson Robotics team developed the 20th unit of Sophia Utility Platform with Open Arms and contributed the robot to a team including IISc, TCS, and TATA for a teleoperated nursing robot.
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