Examining quasar absorption-line analysis methods: the tension between simulations and observational assumptions key to modelling clouds
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ABSTRACT

A key assumption in quasar absorption line studies of the circumgalactic medium (CGM) is that each absorption component maps to a spatially isolated “cloud” structure that has single valued properties (e.g. density, temperature, metallicity). We aim to assess and quantify the degree of accuracy underlying this assumption. We used adaptive mesh refinement hydrodynamic cosmological simulations of two $z=1$ dwarf galaxies and generated synthetic quasar absorption-line spectra of their CGM. For the Si$\text{ii}$ $\lambda 1260$ transition, and the C$\text{iv}$ $\lambda 1548, 1550$ and O$\text{vi}$ $\lambda 1031, 1037$ fine-structure doublets, we objectively determined which gas cells along a line-of-sight (LOS) contribute to detected absorption. We implemented a fast, efficient, and objective method to define individual absorption components in each absorption profile. For each absorption component, we quantified the spatial distribution of the absorbing gas. We studied a total of 1,302 absorption systems containing a total of 7,755 absorption components. 48% of Si$\text{ii}$, 68% of C$\text{iv}$, and 72% of O$\text{vi}$ absorption components arise from two or more spatially isolated “cloud” structures along the LOS. Spatially isolated “cloud” structures were most likely to have cloud-cloud LOS separations of $0.03\, R_{\text{vir}}$, $0.11\, R_{\text{vir}}$, and $0.13\, R_{\text{vir}}$, for Si$\text{ii}$, C$\text{iv}$, and O$\text{vi}$, respectively. There can be very little overlap between multi-phase gas structures giving rise to absorption components. If our results reflect the underlying reality of how absorption lines record CGM gas, they place tension on current observational analysis methods as they suggest that component-by-component absorption line formation is more complex than is assumed and applied for chemical-ionisation modelling.
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1 INTRODUCTION

Quasar absorption lines provide the vast majority of our real-world information for inferring how galaxies evolve through the accretion of intergalactic gas, expulsion of stellar driven winds, and feedback and recycling of gas that regulates the formation of their stars. An observational gateway to understanding this “baryon cycle” is the circumgalactic medium (CGM), the extended gaseous halo surrounding galaxies. The absorption lines from the CGM often reflect dynamically moving, clumpy gas structures, which manifest as complex multi-component absorption profiles. Key observational quantities include the kinematics, spatial distributions, metallicities, densities, and temperatures of the inflowing, outflowing, and recycling gas (e.g., Stocke et al. 2013; Werk et al. 2014; Lehner et al. 2014, 2018, 2019; Wotta et al. 2016, 2019; Prochaska et al. 2017; Pointon et al. 2019). These quantities are indirectly obtained from the absorption line data through chemical-ionisation models of the gas. The modelling inputs include incomplete information (number of absorption components, column densities, etc.) measured from various absorbing transitions of various ions. Furthermore, as with all modelling, simplifying assumptions are required. For quasar absorption line studies, one of the key assumptions has been that each absorption component maps to a spatially isolated “cloud” structure that has single valued properties, such as density, temperature, and metallicity.

From a theoretical standpoint, modern hydrodynamic cosmological simulations hold great potential for informing us how to interpret CGM gas observed with quasar absorption lines. Analysis of simulated CGM gas absorption properties, coupled with direct comparison of the simulated gas kinematics, spatial distribution, and physical conditions, is a powerful methodology for studying the baryon cycle. Such studies provide an open road for applying observational quasar absorption line analysis methods to simulated galaxies (e.g., Kacprzak et al. 2010; Churchill et al. 2015; Liang et al. 2018; Kacprzak et al. 2019; Peeples et al. 2019; Péroux et al. 2020; Marra et al. 2021a,b; Strawn et al. 2021). The trouble is, several insights gained from absorption lines studies of simulations also place tension on the analysis methods adopted by observers, i.e., the aforementioned assumptions that each absorption component maps...
to a spatially isolated iso-thermal cloud. Simulations show the absorbing gas structures are far more complex (Churchill et al. 2015; Liang et al. 2018; Peeples et al. 2019; Marra et al. 2021). For example, Churchill et al. (2015) found that Mg absorption and the bulk of H absorption arise in “cloud-like” structures that are confined within contiguous gas cells over small spatial scales. Though these structures have a narrow temperature distribution, they exhibit density and metallicity gradients as a function of line of sight (LOS) velocity. On the other hand, C iv and O vi absorbing gas structures are not “cloud-like”; the absorption arises from gas spatially distributed over ∼ 100 kpc with a complex velocity flow that results in multiple highly-separated locations giving rise to a single absorption component at a given value of LOS velocity.

These insights present a significant challenge to analysis methods that employ Voigt profile (VP) modelling of the absorption profiles followed by chemical ionisation modelling constrained by the VP parameters, particularly when the analysis is based on the assumption that each VP component maps to a single discrete cloud having a single valued density, temperature, and metallicity.

Some observational studies have explored chemical-ionisation modelling methods that treat the VP parameters of low- and high-ionisation absorption data (especially O vi absorption) separately, thereby attempting to capture the multi-phase characteristics of CGM gas (e.g., Muzahid et al. 2015; Zahedy et al. 2019, 2021; Haislmaier et al. 2021). However, these methods force the ionisation modelling to conform to the VP fitted parameters, which may lead to systematic inaccuracies in the modelling outcomes (gas densities, temperatures, and metallicities) because the VP modelling is not informed by the gas physics but only by the kinematics of the absorption profiles. Methods that model the LOS velocity aligned component-by-component absorption of multiple ions while simultaneously performing the ionisation modelling can introduce an added flexibility in that they can treat each absorption component of a given ion as arising from a combination of multiple gas clouds, each with a unique density, temperature, and metallicity (e.g., Churchill & Charlton 1999; Charlton et al. 2003; Ding et al. 2005; Sameer et al. 2021, 2022; Nielsen et al. 2022).

To increase our collective understanding of the underlying physical conditions of CGM gas that give rise to absorption lines in quasar spectra so that we can glean improved insights into chemical-ionisation modelling, we use mock spectra through hydrodynamic cosmological simulations of dwarf galaxies to statistically characterise the spatial and mass distributions of low- and high-ionisation CGM gas observed in individual absorption components in complex absorption profiles. To this end, we locate thousands of mock LOS through the simulated galaxies and generate synthetic absorption line spectra for each LOS. In this paper, we analyse the absorption profiles from the Si ii λ1260 transition, and the C iv λλ1548, 1550 and O vi λλ1031, 1037 fine-structure doublets. Absorption from these three ions allows us to explore and compare different phases of CGM gas.

In Section 2, we present the cosmological simulations. In Section 3, we describe the creation of the synthetic spectra from sight lines through the simulations and the analysis of the simulated Si ii, C iv, and O vi absorption profiles. In Section 4, we present our spatial distribution of absorbing gas clouds. We discuss our findings in the context of quasar absorption line studies in Section 5. We summarise our findings and provide concluding remarks in Section 6. Throughout we adopt an $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$, $\Omega_m = 0.3$, $\Omega\Lambda = 0.7$ cosmology.

### Table 1. Simulated Galaxy Properties

| Gal ID | log($M_{vir}$) $[M_\odot]$ | log($M_*$) $[M_\odot]$ | $R_{vir}$ [kpc] | SFR $[M_\odot]$ yr$^{-1}$ | log(sSFR) yr$^{-1}$ |
|--------|-----------------------------|------------------------|----------------|-----------------|------------------|
| dwALL_8 | 10.35 | 6.9 | 43.4 | $3 \times 10^{-3}$ | -9.42 |
| dwALL_1 | 10.36 | 7.3 | 43.7 | $2 \times 10^{-2}$ | -8.99 |

### 2 THE SIMULATIONS

We studied two simulated low-mass dwarf galaxies at a redshift of $z=1$ from the simulations of Trujillo-Gomez et al. (2015). The basic properties of these galaxies are listed in Table 1. The galaxies were simulated using the Hydrodynamic Adaptive Refinement Tree code known as hydroART (Krawtsov et al. 1997; Krawtsov 1999; Kavtsov 2003; Ceverino & Klypin 2009; Trujillo-Gomez et al. 2015). The code combines an Eulerian treatment of hydrodynamics while employing the zoom-in technique of Klypin et al. (2001) to model a single galaxy at high resolution while capturing the large-scale cosmological environment. Details of the physical processes implemented in the simulations and the stellar formation and feedback recipes are given in Trujillo-Gomez et al. (2015).

In brief, physical processes implemented in the code include star formation, supernovae feedback, Type II and Type Ia supernova metal enrichment, photoheating in Hii regions, radiation pressure, and metallicity-dependent cooling and heating. Gas is self-shielded, advected metals, is heated by a homogeneous ultraviolet background, and can cool to 300 K due to metal and molecular line cooling. Gas flows, shock fronts, and metal disbursement follow self-consistently from this physics. Observations of molecular clouds (e.g., Krumholz & Tan 2007) are used to guide the model of star formation. Star formation occurs in the dense, cold molecular phase ($n_H \sim 100$ cm$^{-3}$, $T \sim 100$ K), which is disrupted by the combination of radiation pressure and photoionisation by massive stars. The star formation rate is proportional to the gas density divided by the free fall time of the molecular cloud. These simulations adopted an observationally motivated low (few percent) efficiency per free fall time for converting gas into stars. Runaway young, hot stars are included according to Ceverino & Klypin (2009) by providing one third of the newly-formed star particles with a random velocity kick.

In addition to SNe Type Ia and II explosions, photoionisation heating, radiation pressure, and shocked stellar winds from massive stars are incorporated (see Ceverino & Klypin 2009; Ceverino et al. 2010, 2015; Ceverino et al. 2014, for details). The dynamical effect of photoionisation heating is also included by adding a non-thermal pressure $P/k$ (in K cm$^{-3}$), where $10^6 \leq P/k \leq 5 \times 10^5$, to the gas surrounding young stars, based on observations of Hii regions, to Lopez et al. (2014). This pressure decreases rapidly in order to reproduce the declining density within a growing Hii region. Concurrently, mechanical energy from stellar winds and SN type II thermals and is injected into the gas as thermal energy around young stars following the rates predicted by Starburst99 (Leitherer et al. 1999) for the Chabrier IMF. Radiation pressure from young massive stars due to momentum from the radiation field is also included (this momentum couples to the gas and dust through scattering and absorption). UV absorption photons scales as $1 - e^{-\tau_{UV}}$ and IR scattering scales as $\tau_{IR} \sim 1-10$ (e.g., Krumholz & Thompson 2012; Davis et al. 2014).

The dwarf galaxy simulations have high-resolution regions surrounding the galaxies that extend $\sim 1$–2 Mpc in diameter. Each gas cell stores the hydrogen density, $n_H$, temperature, $T$, and metal mass.
fraction, $x_{\text{SI}}$. We extracted smaller post-production boxes centred on the target galaxies that are roughly four virial radii ($4R_{\text{vir}}$) in diameter. The highest gas cell resolution ranges from 20–200 pc, depending on redshift. Within the virial radius of these two $z = 1$ galaxies, the median cell resolution is 440 pc with a median absolute deviation of 320 pc. The minimum stellar particle mass of 100 $M_{\odot}$ and the minimum dark matter particle mass is $9.4 \times 10^4$ $M_{\odot}$. The initial conditions and feedback recipes of the two galaxies are identical, except for the photoionisation heating, where $P/k$ is a factor of eight higher for dwALL_8 relative to dwALL_1, which has $P/k = 1 \times 10^6$ K cm$^{-3}$. These two galaxies were selected with no a priori knowledge of their properties, such as their star formation rates, and stellar or halo masses. Their properties are listed in Table 1.

3 METHODOLOGY

For this work we aim to characterise the LOS spatial distribution of absorbing gas “clouds” giving rise to each individual absorption component in the observed absorption profiles. We emphasise that we are not investigating the CGM properties as a function of the sub-grid physics employed in the simulations. We quantitatively assess the correspondence between absorption line components arising from CGM gas structures and the gas structures themselves, i.e., does each absorption component correspond to a unique gas “cloud”? If not, how are the gas structures giving rise to a single absorption component spatially distributed along the line of sight? In this section, we describe how we locate the LOS through the simulated galaxies, generate the mock absorption line spectra, and define “absorption components” and “clouds.”

Following the methods described in Marra et al. (2021a,b), we generate synthetic (or “mock”) quasar spectra of the CGM of the simulated galaxies and analyse the resulting absorption profiles. In order to study the low-, intermediate-, and high-ionisation phases that arise in a single absorption line “system”, we study the absorption arising from the Si$^+$, C$^+$, and OVI ions. The Si$^+$ has a ground-state ionisation potential of 16.3 eV, which is just higher than that of neutral hydrogen at 13.6 eV. As such, Si$^+$ absorption traces low-ionisation conditions found in gas that is dominated by neutral H$^+$. The C$^+$ ion has an ionisation potential of 64.5 eV, which is slightly above that of ionised helium at 54.4 eV, corresponding to an intermediate ionisation condition. The OVI$^+$ ionises at 138.1 eV. For collisional ionisation this ion peaks at $T \approx 300,000$ K, and for photoionisation arises when the ratio of the number density of ionising photons to the number density neutral hydrogen is of the order 1 to 10, corresponding to a high-ionisation condition.

Our experimental design and methods for generating the absorption spectra are described in Section 3.1. As our experiment is focused on the CGM gas that participates in creating (or gives rise to) the objectively detected absorption in the spectra, we identify the individual gas cells probed by a line of sight that collectively are responsible for more than 95% of the observed equivalent width. Details are described in Section 3.2.

Metal-line absorption profiles often comprise multiple “components” (for example, see Figure 3(a,b,c)). It is common practice that kinematically complex absorption profiles are decomposed into individual Voigt profile (VP) components (e.g., Petitjean & Bergeron 1990, 1994; Carswell et al. 1991; Churchill et al. 2003a, 2020; Tripp et al. 2008; Werk et al. 2013; Muzahid et al. 2015; Pointon et al. 2019; Haislmaier et al. 2021). As our aim is to examine the physical line-of-
3.1 Synthetic Spectra and Absorption Line Detection

Every gas cell in a hydroART simulation has a unique 3D spatial coordinate defined by its centre position, physical size ($L_{\text{cell}}$), 3D velocity components, temperature ($T$), hydrogen number density ($n_{\text{H}}$), and metal mass fraction ($x_{\text{metal}}$). We perform a post-processing equilibrium ionisation modelling to determine the ionisation fractions in order to calculate the number densities of all ion stages. We employed the photo+collisional ionisation code Hartrate (detailed in Churchill et al. 2014), which defaults to solar abundance mass fractions for each individual metal up to zinc (Draine 2011; Asplund et al. 2009). The Hartrate code is well suited for studying the low-density CGM ($\log(n_{\text{H}}/\text{cm}^{-3}) < -1$) as it gives the best results for optically thin, low density gas. We note that while the total Hcolumn density for some LOS are optically thick, $\log(N_{\text{HI}}/\text{cm}^{-2}) > 17.2$, the post-processing ionisation corrections are conducted on a cell-by-cell basis, and most cells are optically thin$^1$. The code does not account for the cumulative column densities of cells locally embedded in higher density neutral regions.

As done in multiple previous studies, (Churchill et al. 2012; Kacprzak et al. 2012b; Churchill et al. 2015; Kacprzak et al. 2019; Marra et al. 2021a,b) we have used Hartrate for our analysis. A quantitative comparison with the industry-standard ionisation code Cloudy (Ferland et al. 1998, 2013) shows that across astrophysically applicable densities and temperatures for optically thin gas, the ionisation fractions are in agreement within ±0.05 dex. In the post-production boxes, all the gas cells are illuminated with the ultraviolet background (UVB) spectrum of Haardt & Madau (2005) to obtain the equilibrium solution. Hartrate records the electron density, ionisation and recombination rate coefficients, ionisation fractions, and number densities for each gas cell and for all ions from hydrogen through zinc.

We use the Mockspec$^2$ pipeline (see Churchill et al. 2015; Vander Vliet 2017) to generate a user-specified number of “quasar” lines of sight (LOS) that are distributed across the “sky projection” of the simulated galaxies. Relative to the simulated galaxy, each LOS is defined by the position angle on the plane of the sky (in the range of $0^\circ \leq \phi \leq 360^\circ$), the impact parameter, and the sky-projected inclination of the galaxy. The plane of the sky is defined as the plane through the centre of mass of the galaxy that is perpendicular to the LOS.

The details of the methodology to produce synthetic spectra from quasar sightlines and details on how the profiles are synthesised are outlined in Churchill et al. (2015). For this study, we generate spectra having the pixelisation and resolution of COS spectra (Green et al. 2012) with a signal-to-noise ratio of $\text{SNR} = 30$. We selected this instrumental configuration in order to provide some degree of direct comparison between our work and published observational studies of CGM absorption. As part of the Mockspec pipeline, the absorption features are automatically and objectively detected using methods detailed in Churchill et al. (2000) as originally developed by Schneider et al. (1993). The equivalent widths, apparent optical depth column densities (e.g., Savage & Sembach 1991), and a host of additional absorption quantities are also measured automatically using the methods described in Appendix A of Churchill & Vogt (2001).

As we are examining the relationship between absorption profiles and the LOS distribution of the absorbing gas, the 3D orientations of the LOS relative to the sky-projected orientation of the galaxies is not relevant. We ran Mockspec on both galaxies at two orientations for each: face-on and edge-on. For each galaxy at each orientation, we generated 1000 LOS at randomly determined impact parameters

$^1$ An examination of the distribution of $\log N_{\text{HI}}$ of absorbing cells for the LOS incorporated into this study shows all cells have $\log(N_{\text{HI}}/\text{cm}^{-2}) < 16.4$ for CIV and OVII absorbers. For SiII absorbers, less than 10% of absorbing cells have $17.0 \leq \log(N_{\text{HI}}/\text{cm}^{-2}) < 17.8$.

$^2$ https://github.com/Jrvliet/Mockspec
The definition of absorbing gas cells.
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3.2 Defining Absorbing Gas Cells

The MockSpec pipeline also automatically determines which gas cells along a given sightline contribute to absorption features. For gas cell $i$ that is pierced by the LOS, the ionic column density of the target ion $x$ is calculated using the product of the ion’s number density ($n_{i,x}$) and the actual path length of the LOS through the cell, i.e., not the simple product $n_{i,x} L_{\text{cell}}$. If a gas cell has an ion column density of $N_{i,x} < 10^4 \, \text{cm}^{-2}$, it is assumed to not contribute to detectable absorption. MockSpec determines which of the remaining gas cells contribute to the observed absorption by identifying which gas cells account for 95% of the equivalent width of the absorption features. That is, individual cells that contribute less than 5% to the equivalent width are considered to not contribute to the detected absorption. The remaining gas cells are considered to be “absorbing cells.” For each LOS, this process is repeated for each ion resulting in a list of absorbing cells for each ion for each LOS. The absorbing gas cell properties, including LOS position, LOS velocity, gas physical conditions, and cell ID number are stored for later analysis.

In Figure 2, we show the velocity of all the CIV gas cells intercepted by an example sightline as a function of line of sight position $\Delta S$ (in kpc), where $\Delta S = 0$ kpc is the plane of the sky intersecting the centre of mass of the simulated galaxy. The absorbing cells for CIV are plotted as the red points.

3.3 Defining Absorption Components and their Gas Cells

In order to characterise the LOS spatial distribution of absorbing gas cells for each individual absorption component in detected absorption profiles we developed a method to objectively determine the number and LOS velocity locations of the absorption components comprising the profiles. Using noiseless versions of the profiles, we calculated the discrete first and second derivatives as a function of...
LOS velocity position across the profiles. This yielded both the LOS velocities corresponding to the critical points and inflection points along the profiles. The critical points provide the profile extrema and the inflection points determine where the profile concavity changes. We used the inflection points to bracket the profile minima, thereby identifying the individual absorption components. We used the local maxima between inflection points to define the velocity extent of each absorption component.

In Figure 3(a,b,c) we provide illustrative examples of absorption components for three selected Si\textsc{ii} \(\lambda 1260\), C\textsc{iv} \(\lambda 1548\), and O\textsc{vi} \(\lambda 1031\) absorption profiles, respectively. Red vertical lines mark the velocity limits of each absorption component, which are coloured differently for clarity. Using this technique, we obtained a sample size of 1.787 Si\textsc{ii}, 3.723 C\textsc{iv}, and 2.245 O\textsc{vi} unique absorption components. The probability of the number of absorption components for Si\textsc{ii}, C\textsc{iv}, and O\textsc{vi} is illustrated in Figure 4. Consistent with real-world observations, absorption profiles obtained from simulations are kinematically complex. We find that the ion transitions we study here have somewhere between four to seven components on average and that the distribution of kinematic complexity is different for each. Our selection criteria for absorption systems has deselected the so-called classical single-cloud weak system (e.g., Rigby et al. 2002), especially in the low-ionisation phase. Recall that, whereas the absorption components are determined using noiseless spectra (as presented in Figure 3(a,b,c)), the absorption profile detections and properties (equivalent widths, column densities, etc.) are measured on spectra with added Poisson noise with a signal-to-noise ratio of \(SNR \approx 30\).

We next identify the absorbing cells that give rise to each absorption component. Our criterion is that cells with a LOS velocity residing within the LOS velocity range of the absorption component are identified with the absorption component. Shown in Figure 3(d,e,f) are the LOS velocities versus LOS position for the cells along the lines of sight. The red horizontal lines provide the LOS velocity ranges of the absorption components; these lines correspond to the vertical red lines in the corresponding absorption profiles shown in Figure 3(a,b,c) based on the critical points in the absorption profiles. For illustration purposes, we coloured the absorbing cells to correspond to the colour shading of their corresponding absorption components.

Due to the complexity of LOS velocity flows along LOS position, an absorption component can map to multiple spatially separated groupings of absorbing cells. For example, for the C\textsc{iv} \(\lambda 1548\) profile illustrated in Figure 3(b,e), the absorption component centred at \(v_{\text{LOS}} \approx 8\ \text{km s}^{-1}\) (coloured turquoise) arises from two groupings, one spanning the LOS range \(-3 \leq \Delta S \leq 0\ \text{kpc}\) and a second with \(10 \leq \Delta S \leq 20\ \text{kpc}\). Similarly, for the O\textsc{vi} \(\lambda 1031\) profile illustrated in Figure 3(c,f), the absorption component with \(v_{\text{LOS}} \approx 32\ \text{km s}^{-1}\) (coloured purple) arises from two groupings with \(-28 \leq \Delta S \leq -18\ \text{kpc}\) and a second with \(-12 \leq \Delta S \leq -7\ \text{kpc}\). In the following section, we quantify these groupings by defining “absorption component clouds.”

### 3.4 Defining Absorption Component “Clouds”

When analysing absorption profiles, astronomers typically engage in modelling techniques founded on the assumption that each absorption component corresponds to a single cloud-like gas structure. We aim to investigate if this assumption is supported by studies of hydrodynamics simulations, where the absorbing gas structures can be directly examined. Here, we describe how we define an absorbing “cloud” directly associated with the absorption component to which it gives rise in a mock spectrum.

 Ideally, an absorbing cloud is defined as a series of spatially contiguous absorbing gas cells clustered along the line of sight in a range of \(\Delta S\) LOS positions. Furthermore, the Eulerian adaptive mesh implemented for the hydrodynamics, the gas cells along the LOS vary in size, \(L_{\text{cell}}\). This results in a staggered and variable alignment of cells in three dimensions. Further, the LOS orientation through the simulation cube is not aligned with the cube principle axes, as the LOS are defined relative to the galaxy orientation in the cube. For these reasons, there is no fixed cell-to-cell LOS separation \((\Delta S_n - \Delta S_{n+1})\) between cell \(n\) and the sequential cell \(n+1\) along the LOS. Therefore, we adopt a method in which we account for both the average cell size \(\langle L_{\text{cell}} \rangle\) of the absorbing cells and the staggered alignment of their positions.

We scan the absorbing cells in the velocity range of a given absorption component in the direction of increasing LOS position \(\Delta S\) and compute

\[
R_n = \frac{|\Delta S_n - \Delta S_{n+1}|}{\langle L_{\text{cell}} \rangle},
\]

where \(\Delta S_n\) corresponds to the \(n\)th absorbing cell along the LOS, \(\Delta S_{n+1}\) is the absorbing cell with the next highest \(\Delta S\) position, and \(\langle L_{\text{cell}} \rangle\) is the average cell size of the absorbing cells in the velocity range of the absorption component. We then adopt the criterion that if \(R_n \leq R_{\text{crit}}\), the two cells, \(n\) and \(n+1\), are grouped into an absorbing cloud. After exploration of \(R_{\text{crit}}\) in the range 1 to 10, we adopted \(R_{\text{crit}} = 5\). When \(R_n > R_{\text{crit}}\) then cells \(n\) and \(n+1\) are segregated into separate clouds. As we discuss below, this method exhibits flexibility in challenging cases and robustly identifies “clouds” even if they have large velocity shears across the LOS. As defined in Section 3.2, an absorbing cell is not simply defined as one that resides in the velocity range of an absorption profile, but must also contribute at least 5% to the measured rest-frame equivalent width of the profile. Further, only absorbing cells are included in the implementation of Eq. 1.

In Figure 5, we illustrate several examples for which implementation of Eq. 1 yields different numbers of spatially distinct absorbing gas clouds for selected absorption components. Each panel shows the LOS velocity \(v_{\text{LOS}}\) versus LOS position \(\Delta S\) for all gas cells intersecting the LOS. The inset plots in the upper right corner of each panel show the absorption profile for the given ion with the selected absorption component shaded. In the main panels, the velocity range of the selected absorption component is shown as horizontal lines and the absorbing gas cells giving rise to the selected absorption component are colour coded.

In Figure 5(a,b,c), we show example LOS for Si\textsc{ii}, C\textsc{iv}, and O\textsc{vi}
absorption for which the selected absorption component has a single spatially isolated cloud (the red coloured cells) giving rise to the absorption. In Figure 5(d,e,f), we show example LOS for which three spatially distinct clouds (coloured red, orange, and green) contribute to the selected absorption component. In Figure 5(g,h,i), we show example LOS for which four (panels g,i) and five (panel h) spatially distinct clouds (coloured red, orange, green, blue, and purple) contribute to the selected absorption component.

We make three observations regarding the definition of absorbing clouds. First, as seen in Figure 5(c), non-contiguous cells can be assigned to a single cloud. In this case, the three cells excluded from the cloud (the cells at $\Delta S \approx +12$ kpc) do not reside in the velocity range of the absorption component. As the velocity range of an absorption component is not a perfect definition devoid of some unquantifiable degree of ambiguity, there is some “fuzziness” that might be termed as edge effects. In this example, we see that our method accounts for this fuzziness by allowing the three cell discontinuity in the assigned cloud. Second, as seen in Figure 5(g) at $\Delta S \approx 0$ kpc, there is a rapid LOS velocity inversion in which a single cell on each side of the inversion resides in the velocity range of the absorption component. Intuitively, these two cells are part of a dynamically coherent structure spanning a LOS velocity range of $\sim 100$ km s$^{-1}$ even though they are not in contiguous cells along the LOS path. Our method has captured these coherent and dynamic structures such that the cells...
embedded in such structures are grouped into a single cloud. This brings us to our third point, which is that some clouds can be single cells, as seen in Figure 5(d) at $\Delta S \approx 7$ kpc. Though our method is not the only possible approach to defining absorbing clouds, it captures important features and exemplifies flexibility when faced with challenging and "fuzzy" scenarios.

4 RESULTS

From our 4000 lines of sight, we located 1,302 that had detectable SiII $\lambda 1260$, CIV $\lambda 1548, 1550$, and/or OVI $\lambda 1031, 1037$ absorption (217 LOS with SiII, 690 LOS with CIV, and 395 LOS with OVI). Here, we define detectable absorption as absorption objectively identified and determined to have rest-frame EW $\geq 0.05$ Å with a significance level of 5$\sigma$ or greater, i.e., $\sigma_{\text{abs}}/\text{EW} \geq 5$. Using an objective methodology based on the overall absorption profile morphology, we split each absorption profile into multiple absorption components. This yielded a total of 7,755 absorption components (1,787 SiII components, 3,723 CIV components, and 2,245 OVI components). For each absorption component, we located the absorbing gas cells along the line of sight giving rise to that absorption component, thus determining the LOS positions and number of spatially distinct gas clouds that contribute to the absorption component.

4.1 The Distribution of Clouds per Absorption Component

To characterise the distribution in the number of gas clouds giving rise to a single absorption component, we computed the probability mass functions (PMFs), i.e., the discrete distributions of the fraction of absorption components associated with a given number of spatially distinct clouds. In Figure 6, we show the PMFs for SiII (black bars), CIV (green bars), and OVI (blue bars). Examples of single cloud absorption components are shown in Figure 5(a, b, c) and 3-cloud absorption components in Figure 5(d, e, f). Similarly, an example of a 4-cloud absorption component is shown in Figure 5(h) and of a two 5-cloud absorption component in Figure 5(g,i). No absorption component has more than 7 spatially distinct clouds, and only CIV has more than 6 distinct clouds in an absorption component. We tabulate the PMFs in Table 2.

We find that most of the absorption components in SiII $\lambda 1260$ and CIV $\lambda 1548$ profiles arise from a single, spatially isolated cloud. SiII absorption components arise from a single cloud about 52% of the time; there is rapid drop to 28% for two distinct clouds, and then a drop to 13% with three distinct clouds. Less than 8% of all SiII absorption components arise from four or more clouds. For CIV, somewhat less than a third (32%) of absorption components arise from a single isolated cloud. Furthermore, the distribution of the number of clouds is flatter than for SiII, with 28%, 21%, and 12% of components arising from two, three, and four distinct clouds, respectively. On the other hand, a third (33%) of OVI $\lambda 1031$ absorption components arise from two distinct clouds, though 28% arise from a single isolated gas cloud. There is a 24% chance that an OVI absorption component arises from four clouds, and a 12% chance it arises from five clouds. Our results clearly show that individual absorption components, especially for higher ionisation levels, arise from multiple spatially separated clouds within the simulations.

4.2 The LOS Cloud-Cloud Separation Clustering Function

In order to characterise the distribution of LOS physical separation of the clouds giving rise to a given absorption component, we constructed the absorbing cloud two-point separation function (TPSF). For each component for a given ion, we determined the ion number density weighted mean LOS position of each gas cloud, $\Delta S_i(X) = \sum_i n_i(X) \Delta S_i$, where $n_i(X)$ is the number density of ion X and $\Delta S_i$ is the LOS position of cell $i$, respectively, and where the sum is over the absorbing cells comprising the cloud for ion X. For each component, we then computed the pair-wise differences, $\Delta L$, of the $\Delta S_i(X)$ for that LOS.

In Figure 7, we show the absorbing cloud TPSF for SiII (black bars), CIV (green bars), and OVI (blue bars). The distribution of two-point cloud separations are shown as a function of both LOS separation $\Delta L$ (in kpc) and the ratio $\Delta L/R_{\text{vir}}$. The TPSFs are area normalised and are thus probability distribution functions. In Table 3, we list selected statistical descriptors of the TPSFs, including the mode (peak value), and $\Delta L_{50}$ and $\Delta L_{90}$. The latter two provide the 50% and 90% enclosed areas of the PDFs.

When examining absorption components having two or more spatially distinct clouds, we obtain insight into the LOS spatial clustering. For absorption components of SiII, the peak LOS separation of clouds is $\Delta L = 1.3$ kpc (0.03R$_{\text{vir}}$). The frequency of LOS separations tends to drop off such that roughly 50% of these clouds will have separations less than $\sim 3$ kpc (0.07R$_{\text{vir}}$) and 90% will have separations less than $\sim 7$ kpc (0.16R$_{\text{vir}}$). For these simulated galaxies, the maximum LOS separation between clouds is approximately 15 kpc, or 0.4R$_{\text{vir}}$. For absorption components of CIV, we see a peak LOS separation at $\Delta L \approx 5$ kpc (0.1R$_{\text{vir}}$) with 50% clustering within $\sim 9$ kpc (0.2R$_{\text{vir}}$) and 90% within $\sim 20$ kpc (0.5R$_{\text{vir}}$). For absorption components of OVI, the most frequent LOS separation is $\Delta L = 6$ kpc.
When analysing absorption profiles, it is not uncommon to assume the absorption components from different ions that are aligned in LOS velocity arise from the same gas cloud. That is, a single phase of gas is assumed to explain the relative strength of the aligned absorption components. We aim to investigate if this assumption is supported by studies of hydrodynamics simulations, where the absorbing gas structures can be directly examined.

Our methodology for locating absorption components and their associated absorbing clouds has been performed on an ion-by-ion basis. So far, we have not attempted to couple the clouds associated with the absorption component in one ion with the clouds associated with a LOS velocity aligned absorption component in another ion. In fact, the manner in which we have independently defined absorption components in a given ion’s absorption profile does not naturally yield LOS velocity aligned absorption components in another ion’s absorption profile (as would be the case, for example, using VP fitting). Even under these considerations, there can be considerable LOS velocity overlap in the individual components defined for different ions in the same LOS (i.e. “absorption system”). We adopt the definition that two individual components for different ions have LOS velocity overlap when 90% of the union set of their absorbing gas cells reside within the velocity ranges of the two individual components.

Here, we investigate the question of how much absorbing gas is in common for the clouds associated with a LOS velocity aligned component in two different ions. Consider the clouds associated with the LOS velocity aligned components from ions A and B. Some portions of the clouds associated with A’s absorption component may spatially reside in the same LOS location as do some clouds associated with B’s absorption component. Conversely, some portions of the clouds associated with A’s absorption component may not spatially reside in the same LOS location as some of the clouds associated with B’s absorption component.

We quantify the amount of gas in common to the LOS velocity aligned absorption components of ion A and B as the fraction of gas mass residing in the absorbing cells that are in common to the two ions. That is, we computed

\[ f_{\text{CM}} = \frac{\sum_{A}^{B} m_i}{\sum_{A}^{B} n_i L}, \]

where the cell mass \( m_i \) depends on the cell hydrogen number density \( n_i \), hydrogen mass fraction\(^3\) \((x_H)\), and cell size \((L)\). The sum in

\(^3\) Employing \( x_H + x_{\text{He}} + x_M = 1 \) for each cell, we write \( x_H = (1-x_M)/(1+r) \), where \( r = x_{\text{He}}/x_H \). For a primordial gas \( r = 0.3334 \) and for solar abundances \( r = 0.3366 \) (Lodders 2019), we have a range that results in a 0.2% difference in cell masses. We adopt the average value of \( r = 0.335 \) for all cells, which is
appropriate for metal mass fractions of 0.1–0.01 solar. Our treatment renders $x_M$ to be a function of the mass fraction of metals, $x_M$, in the cell.

Figure 8. The absorption component common mass PDF, which measures the probability that two ions with a velocity-aligned absorption component will have a given percentage of absorbing gas mass in common. (a) SiII and CIV. (b) SiII and OVI. (c) CIV and OVI. The percentage of common mass is provided in bins of 5%. The lower the percent common mass, the more spatially distinct (or physically separated along the line of sight) is the absorbing gas for the two ions.

Table 4. Percentage of Components with Common Gas Mass$^a$

| (1) ions | (2) $\geq 25\%$ | (3) $\geq 50\%$ | (4) $\geq 75\%$ | (5) $\geq 90\%$ |
|----------|----------------|----------------|----------------|----------------|
| SiII and CIV | 46\% | 34\% | 24\% | 18\% |
| SiII and OVI | 3\% | 0.8\% | 0.4\% | 0.2\% |
| OVI and CIV | 24\% | 14\% | 8\% | 5\% |

(a) The entries in this table give the percentage of LOS velocity aligned absorption components from two different ions that have (col 2) $\geq 25\%$, (col 3) $\geq 50\%$, (col 4) $\geq 75\%$, and (col 5) $\geq 90\%$ of their gas mass in a common gas structure.

In Figure 8(a,b,c), we show the PDFs of the absorption component common-mass fraction for SiII and CIV, for SiII and OVI, and for OVI and CIV, respectively. In Table 4, we provide the cumulative percentages for which the absorbing clouds associated with the LOS velocity aligned components of two ions have greater than 25\%, 50\%, 75\%, and 90\% of their mass in common. We find that the LOS velocity aligned absorption components of SiII and CIV ions have the highest percentage of mass in common in that 46\% of their absorbing clouds have more than 25\% of their mass in common, 34\% of their absorbing clouds have more than 50\% of their mass in common, and 18\% of their absorbing clouds have 90\% of their mass in common. SiII and OVI have the lowest percentage of mass in common in that only 3\% of their absorbing clouds have more than 25\% of their mass in common and a scant 0.2\% of their absorbing clouds have 90\% of their mass in common. OVI and CIV also have a lower percentage of mass in common compared to SiII and CIV. Roughly 24\% of their absorbing clouds have more than 25\% of their mass in common, 14\% of their absorbing clouds have more than 50\% of their mass in common, and 5\% of their absorbing clouds have 90\% of their mass in common. Overall, our analysis shows that, even though components from different ions align in velocity space within the absorption profiles, there is very little gas mass associated with the individual ions that is in common.

5 DISCUSSION

The most common method for studying the CGM is by analysing CGM absorption lines observed in absorption spectra. Typically, the first analysis step is to measure ion column densities in individual VP components using Voigt profile fitting software (e.g., Carswell et al. 1991; Welty et al. 1991; Fontana & Ballester 1995; Mar & Bailer-Jones 1995; Churchill 1997; Carswell & Webb 2014; Howarth 2015; Bainbridge & Webb 2017; Gaikwad et al. 2017; Liang & Kravtsov 2017; Krogager 2018; Churchill et al. 2020) or by applying the apparent optical depth method (AOD, e.g., Savage & Sembach 1991) to obtain the total column density across the full absorption profile. While VP fitting naturally results in individual kinematically segregated absorption components, it is challenging to separate complex absorption profiles into kinematic components using AOD methods (however, see Churchill et al. 2003b; Prochaska 2003; Fox et al. 2005; Kacprzak et al. 2012a). The second analysis step is to apply chemical-ionisation modelling to determine the absorbing gas density, temperature, metallicity, and possibly abundance pattern, using the VP or AOD column densities as the constraints on the best-fit models (e.g., Bergeron & Stasińska 1986; Steidel 1990; Churchill et al. 2003a; Fox et al. 2005, 2015; Tripp et al. 2008; Crighton et al. 2013; Werk et al. 2014; Fumagalli et al. 2016; Glidden et al. 2016; Prochaska et al. 2017; Lehner et al. 2019; Pointon et al. 2019; Wotta 2020).
Figure 9. The physical conditions of the absorbing gas cells (defined in Section 3.2) as a function of LOS velocity for the absorption profiles also illustrated in Figure 3. (top row) The simulated noiseless Si\textsc{ii} \( \lambda 1260 \), C\textsc{iv} \( \lambda 1548 \), and O\textsc{vi} \( \lambda 1031 \) absorption profiles. Red vertical lines and colour shading indicate distinct absorption components. (second row) The absorbing cell hydrogen number density, \( n_H \), coloured according to its absorption component. (third row) The absorbing cell temperature, \( T \). (fourth row) The absorbing cell metallicity, \( Z/Z_{\odot} \). (bottom row) The absorbing cell LOS position, \( \Delta S \). For a given absorption component, the absorption cells segregate into spatially isolated clouds by their \( \Delta S \) separations. Point types designate each cloud for each component, where circles (●), triangles (▲), crosses (×), and squares (■) are plotted in order of increasing \( \Delta S \). Each absorption component shown here has one to four clouds.
et al. 2019; Haislmaier et al. 2021). Notably, while there are a range of ionisation conditions that can be modelled (e.g., Ferland et al. 1998, 2013, 2017; Sutherland & Dopita 1993; Gnat & Sternberg 2007; Groves et al. 2008), almost all analyses are founded on the assumption that each VP or AOD component maps to a single, spatially isolated cloud. However, VP component-by-component multi-phase ionisation modelling using the full absorption profile shapes and kinematic structure to constrain the model parameters is continuously being refined (e.g., Charlton et al. 2000, 2003; Ding et al. 2003a, b; Zonak et al. 2004; Ding et al. 2005; Masiero et al. 2005; Lynch & Charlton 2007; Rosenwasser et al. 2018; Sameer et al. 2021, 2022; Nielsen et al. 2022).

Our collective understanding of the metallicities and spatial distribution of the CGM as a function of galaxy property, projected distance, and redshift are based on these analyses. As such, they are a very important pillar on which our astrophysical knowledge is founded. As shown in Figure 6, the simulations indicated that more than 50% of individual absorption components arise from multiple physically separated gas “clouds” having similar LOS velocity (also see Table 2). If the results we presented in Section 4 reflect the underlying reality of how absorption lines record the CGM gas, then they place tension on current observational analysis methods as they suggest that component-by-component absorption line formation is more complex and convoluted than is assumed and applied for chemical-ionisation modelling. Further, the common mass PDF shown in Figure 8 indicates that there can be very little overlap in the gas cloud structures giving rise to absorption components from ions having different ionisation thresholds.

In particular, single-phase ionisation modelling does not accurately capture the underlying distribution of metallicities and gas physical conditions (see Haislmaier et al. 2021; Sameer et al. 2021), even if it might capture the mean values (Marra et al. 2021b; Sameer et al. 2021). We expect that more complex, multi-phase modelling approaches (e.g., Zahedy et al. 2019, 2021; Haislmaier et al. 2021; Sameer et al. 2021, 2022; Nielsen et al. 2022), will provide an improved characterisation of CGM gas. Specifically, the ionisation modelling method being developed by Sameer et al. (2021, 2022) allows for multiple clouds in different phases of gas to contribute to a single VP component. Their treatment is the most consistent with the line formation processes for individual absorption components as seen in the simulations.

Even so, the multi-cloud multi-phase method of Sameer et al. (2021, 2022) implements a minimalist Bayesian approach to the number of clouds contributing to an absorption component, whereas the simulations suggest that the number can range from one to several spatially isolated clouds. As suggested by the simulations, the line formation process is complex and involves multiple spatially separated clouds; the absorption line data simply do not provide the level of information required to fully reveal the underlying true gas structures. It is likely that no matter how high the signal-to-noise ratio in the highest-resolution spectra currently available with 10 or 30-meter class telescopes, there will still be hidden information on the complexity of the spatial distribution of the gas as illustrated in Figure 5.

The line formation physics is further complicated by the fact that each of the multiple spatially segregated clouds collectively giving rise to an individual absorption component exhibits a range of physical properties. Consider the example SiII λ1260, CIV λ1548, and OVI λ1031 absorption profiles and their absorption component spatially distinct clouds shown in Figure 3. We again present these profiles in Figure 9, where we also show the distribution of the physical properties of the absorbing gas as a function of LOS velocity. From top to bottom, these quantities are the absorbing gas cell hydrogen number density, $n_H$, temperature, $T$, metallicity, $Z/Z_\odot$, and LOS position, $\Delta s$. In all panels, the data corresponding to each absorption component are colour shaded and separated by red vertical lines. For a given absorption component, the point types designate to which spatially isolated cloud the cells belong.

The important information in Figure 9 is that LOS velocity aligned gas giving rise to an absorption component can have a range of kinematic, chemical, and gas-phase conditions. For OVI, we can see that there is a large spread of temperature values in each absorption component. Consider the absorption component centred at $v_{\text{LOS}} \approx 35$ km s$^{-1}$ of the OVI $\lambda 1031$ absorption profile. The two contributing clouds, separated by roughly $\Delta s \approx 10$ kpc, have similar metallicities, but their $n_H$ differ by an order of magnitude. Furthermore, both clouds have a bimodality in their temperatures. Similar complexities can be seen for the absorption components of all three ions, though the low-ionisation clouds giving rise to SiII absorption exhibit the least dispersion in their physical conditions. The gas probed by CIV exhibits the most complexity and variation in its physical conditions.

It is also interesting to point out the density and metallicity gradients across the full OVI $\lambda 1031$ absorption profile, where log $n_H$ ranges from $-2.5$ to $-4.75$ [cm$^{-3}$] and log $Z/Z_\odot$ ranges from $-3.25$ to $-1.6$ across the LOS velocity range $v_{\text{LOS}} \approx -35$ to $+45$ km s$^{-1}$ and LOS position $\Delta s \approx +10$ to $-30$ kpc relative to the plane of the sky. Though further investigation of the distributions of $n_H$, $T$, and $Z/Z_\odot$ in the clouds giving rise to an absorption component is beyond the scope of this work, it would be of interest in future work to deepen our understanding of the absorbing gas for improving our understanding of the formation of absorption lines in the CGM.

Finally, we discuss the common mass PDF shown in Figure 8. This function is designed to provide insights into the multi-phase nature of the individual absorption components of different ions having LOS velocity alignments. When the percent common mass, $f_{\text{CM}}$, is 95–100%, this would constitute single-phase gas, whereas the smaller the value of $f_{\text{CM}}$, the greater the degree of multi-phase ionisation conditions.

LOS velocity alignment of absorption components does not imply spatially coincident absorption clouds. The question is, to what degree do LOS velocity aligned absorption components of lower- and higher-ionisation ions arise in the same parcel of gas, i.e., are a result of the ionisation conditions in a single-phase cloud? Or, alternately, to what degree do they arise in (i) physically separated clouds, or (ii) portions of clouds separated by ionisation fronts? Both scenarios represent multi-phase ionisation conditions. The latter refers to clouds with ionisation structure such that the lower and higher-ionisation species are physically segregated but reside within a single cloud (as we have defined them in this work).

Naive expectations are that the smaller (greater) the difference in the ionisation potential of the ions, the more (less) likely they reside co-spatially. Quantifying this co-spatial overlap in terms of the gas mass, we find this expectation to hold. As seen in Figure 8, there is less than a 1% chance that the gas mass in common to LOS velocity aligned absorption components of SiII λ1260 and OVI λ1031 profiles is as high as 40%. In fact, for roughly 99% of absorption components, less than 5% of the gas mass is in common for these ions. This indicates that multi-phase ionisation conditions apply to SiII and OVI components that align in LOS velocity.

For the low-ionisation Si$^+$ and intermediate-ionisation C$^{+3}$ ions, as observed in SiII λ1260 and CIV λ1548 absorption, the common mass PDF is relatively flat in that LOS velocity aligned absorption components have a roughly equal probability of about 2% of sharing anywhere from 5–95% of their absorbing gas mass. However, the
highest probabilities are that either 0–5% of their mass is in common or 95–100% of their mass is in common. This PDF informs us that these two ions exhibit a range of single-phase and multi-phase ionisation conditions, with a slight preference (45%) of a partial multi-phase condition (shared mass of 5–95%), but with a tendency toward pure multi-phase conditions (40%) or pure single-phase conditions (15%).

A similar common mass PDF is found for the high-ionisation O$^{+5}$ and intermediate-ionisation C$^{+3}$ ions. The common mass PDF is flat with the strongest peak probability at 0–5% and a second peak at 95–100% of their mass in common. For these ions, 70% of the LOS velocity aligned absorption components have between 0–5% of the mass gas in common, the condition that would classify as multi-phase absorption. Only 4% have between 95-100% of their mass in common, the condition that would characterise as single-phase conditions.

### 5.1 Caveats

Endemic to all studies of hydrodynamic simulations are the limitations of a finite resolution and both the prioritisation and approximations inherent in the implementation of sub-grid physics. We fully appreciate that the exact manifestations of the distributions of the number of clouds per absorption component, the values of the statistical descriptors characterising the TPSF, and the shapes of the common mass PDFs may have a degree of specificity to the simulations we have adopted for this study. For example, we have used $z = 1$ low-mass dwarf galaxies with current low star-formation rates. The feedback recipes and the resolution likely have some governing control over the development of the CGM surrounding these galaxies. For example, there are no shock fronts in the CGM of these galaxies, nor are there large mass concentrations of metal-enriched collisionally ionised gas. Both of these features are expected to become more prominent in the CGM at lower redshifts and/or higher galaxy masses (e.g., Birnboim & Dekel 2003; Dekel & Birnboim 2006; Kereš et al. 2005, 2009; Oppenheimer et al. 2010, 2016; Nelson et al. 2018; Péroux et al. 2020). Too low of a resolution or too aggressive of a gas heating function, for example, can suppress the condensation of cool gas structures or smooth the spatial variations in the gas density, temperature, and chemical enrichment (e.g., Ceverino & Klypin 2009; Hummels et al. 2019; Peeples et al. 2019; van de Voort et al. 2019; Nelson et al. 2020). With regards to the conclusions we have drawn in this work, it is possible that the details of our results have resolution dependency, sub-grid physics dependency, and even galaxy property (mass, star formation rate, etc) dependency.

With due respect to the complications and remaining unknowns as to resolution and sub-grid physics effects on the realism of the simulated CGM, we are confident that the essence of our work holds. With regards to the definition of absorbing clouds, we have adopted an objective method that accounts for the variable resolution and that segregates the gas structures in the context of the gas cell sizes. To our knowledge, no other works have investigated the relationship between absorption lines and absorbing gas in the level of detail we have presented here, meaning a direct and objective examination of the correspondence between individual absorption components and individual absorbing clouds along a line of sight through the CGM.

The fact that the details may have dependency on aforementioned factors highlights the fact that there is much work remaining in order to improve our understanding and characterisation of the CGM through simulations using absorption lines. Our goal has been to forge a methodology on how to proceed, which is to say, to begin the process of dissecting and characterising the physical conditions of the absorbing gas associated with individual absorption components. As the physics of the CGM is better understood, and simulations are improved to better reflect the true nature of the CGM, we can then begin to explore questions such as: what signatures can be identified in the absorption line data that allow direct insights into the complex velocity fields and spatially discrete structures that map to a given LOS velocity? What are plausible new approaches to absorption line analysis that incorporate a more realistic view of the CGM? What are the implications for our understanding of the CGM and the baryon cycle once such signatures can be employed?

### 6 SUMMARY AND CONCLUSIONS

Our aim with this study was to advance our appreciation and insight into the efficacy of the techniques applied to quasar absorption lines for determining the physical conditions of the absorbing gas in the CGM. In particular, we confronted the assumption that an individual absorption component in a complex absorption profile maps to a single, spatially isolated, cloud-like structure by emulating the quasar absorption line technique in cosmological simulations. Synthetic “COS” absorption line spectra with SNR = 30 were generated through the CGM (see Churchill et al. 2015; Vander Vliet 2017) of two simulated dwarf galaxies in the high-resolution hydrodynamic cosmological simulations of Trujillo-Gomez et al. (2015). Objective methods (see Schneider et al. 1993; Churchill et al. 1999) were implemented to identify and quantify absorption lines in the synthetic spectra. A 5σ minimum rest-frame equivalent width detection threshold of 0.05 Å was applied to define our sample.

As described in Section 3.2, we objectively identified the absorbing gas cells pierced by the LOS that contribute to the detected absorption profiles (Churchill et al. 2015; Vander Vliet 2017). As observed absorption lines represent only the gas giving rise to the actually detected absorption in the spectra, it seems the theoretical studies of simulations should adopt this physical fact. Our study focused on the Si$\text{ii}$ $\lambda$1260 and C$\text{iv}$ $\lambda$1548, 1550, O$\text{vi}$ $\lambda\lambda$1031, 1037 absorption profiles. We developed and applied an objective methodology to define absorption components in the absorption profiles, allowing us to identify and characterised the spatial and physical properties of the absorbing cells associated with each absorption component based on their LOS velocity. Our method flexibly accounts for the varying resolution of the gas cells in the zoom-in simulations. Overall, we studied a total of 1,302 LOS containing a total of 7,755 absorption components.

Our results and conclusions can be summarised as follows:

1. For a given absorption component, we found that one to several spatially distinct cloud-like structures give rise to the absorption component. The majority (52%) of Si$\text{ii}$ absorption components arise from a single, spatially isolated cloud, whereas the majority of absorption components of both C$\text{iv}$ and O$\text{vi}$ (68% and 72%, respectively) arise from two or more spatially distinct clouds, with two being the most frequent number (28% and 33% of absorption components, respectively). These results are presented in Figure 6 and Table 2. The important finding here is that a given absorption component does not necessarily map to a single spatially isolated gas cloud; it may map to several spatially distinct gas clouds, with potentially different gas properties, along the LOS that happen to be aligned in LOS velocity.

2. For absorption components arising from multiple spatially distinct cloud-like structures, the mode of the distribution of cloud-cloud separation distances between their density weighted centres (see Eq. 2) is 1.3, 5, and 6 kpc for Si$\text{ii}$, C$\text{iv}$, and O$\text{vi}$ absorption, respectively. For Si$\text{ii}$ absorption components, 50% of the multiple
cloud-cloud LOS separations lie within 3 kpc and 90% lie within 7 kpc. For CIV and OVI absorption components, 50% lie within 9 and 12 kpc, respectively, and 90% lie within 21 and 32 kpc, respectively. The maximum LOS separations are on the order of 0.4RVir, 1RVir, and 2.3RVir, for SiII, CIV, and OVI, respectively. These results are presented in Figure 7 and Table 3. It is possible the exact shape of the cloud-cloud LOS separation distribution measured in this work is dependent on the properties of the simulated CGM and therefore on the simulated galaxies we have studied. However, we expect that the general trends are a universal feature of CGM gas that may scale with simulate galaxy properties. Characterising this anticipated scaling is a future investigation we aim to pursue.

(3) For absorption components from different ions that aligned in LOS velocity, we examined how much mass in their absorbing clouds was in common (see Eq. 3). We then computed a “common mass probability distribution function,” which measures the probability that two ions with a LOS velocity aligned absorption component will have a given percentage of absorbing mass in common. We find less than 1% of SiII and OVI LOS velocity aligned absorption components have 50% or more of their gas mass in common. For SiII and CIV, roughly one-third (34%) have 50% or more of their gas mass in common. And for OVI and CIV, roughly 15% have 50% or more of their gas mass in common. These results, presented in Figure 8 and Table 3, provide quantifiable insights into the relative number of velocity aligned components for different ions arising in a single gas phase or arise in multi-phase gas. The greater the percentage of components that have higher fractions of common mass, the more confidently they can be approximated as single-phase absorption systems for the purposes of ionisation modelling.

Future work will reveal how sensitive our results may be to resolution, sub-grid physics, and galaxy properties. Similar analysis using different simulations would advance the conversation on these important issues. In the meantime, our work indicates that there is tension between the assumptions applied to the majority of absorption line analyses, namely that a single absorption component maps to a single spatially distinct gas cloud. Furthermore, the tension increases when one considers that the spatially distinct gas clouds are assumed to be single valued in their density, temperature, metallicity, and ionisation condition. Our results clearly show that this is an incorrect view of the line formation process, as the absorbing gas exhibits a range of physical properties across one to several discrete gas structures. Additional work is required to better characterise this tension and to ultimately apply lessons from insights gained using hydrodynamic simulations to observational analyses techniques and studies of the baryon cycle governing the evolution of galaxies.
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