**Abstract:** By combining the spectral and texture features of images captured by unmanned aerial vehicles (UAVs), the accurate and timely detection of wheat Fusarium head blight (FHB) can be realized. This study presents a methodology to select the optimal window size of the gray-level co-occurrence matrix (GLCM) to extract texture features from UAV images for FHB detection. Host conditions and the disease distribution were combined to construct the model, and its overall accuracy, sensitivity, and generalization ability were evaluated. First, the sensitive spectral features and bands of the UAV-derived hyperspectral images were obtained, and then texture features were selected. Subsequently, spectral features and texture features extracted from windows of different sizes were input to classify the area of severe FHB. According to the model comparison, the optimal window size was obtained. With the collinearity between features eliminated, the best performance of the logistic model reached, with an accuracy, F1 score, and area under the receiver operating characteristic curve of 0.90, 0.79, and 0.79, respectively, when the window size of the GLCM was $5 \times 5$ pixels on May 3, and of 0.90, 0.83, and 0.82, respectively, when the size was $17 \times 17$ pixels on May 8. The results showed that the selection of an appropriate GLCM window size for texture feature extraction enabled more accurate disease detection.
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1. **Introduction**

Fusarium head blight (FHB) of wheat (*Triticum aestivum* L.), caused mainly by the fungus *Gibberella zeae* (*Schwein*) Petch. has received increasing attention in wheat production. In recent years, the whole world witnessed the wide-spread breakout of FHB in both scope and severity [1]. FHB can be a devastating disease for all classes of wheat [2], and the mycotoxins produced during pathogenesis, particularly the trichothecenes deoxynivalenol (DON) and nivalenol (NIV), may be found unsafe for human or animal consumption [3]. Moreover, the infection of wheat FHB is rather rapid and irreversible. Therefore, the timely and precise detection of FHB is extremely important for providing management advice for wheat producers and valuable time for food operators and processors. According to the effect of this highly specific disease on crop physiology, the potential of using spectral technology to accurately detect FHB has been discovered. Zhang et al. evaluated the sensitivity of single bands and simple spectral vegetation indices to FHB, from hyperspectral images of wheat spikelets by partial least-squares regression and then proposed a specific FHB classification index (FCI) with an overall accuracy of 89.8% [4]. Ma et al. applied a continuous wavelet analysis to hyperspectral images of wheat for FHB identification, selected six wavelet features to train the Fisher linear model, and obtained an overall accuracy of 88.7% [5–8]. However, when utilizing high-resolution images for disease detection,
especially images captured by unmanned aerial vehicles (UAVs) [9–11], the traditional method based on reflectance differences consider only host-condition changes and ignore the inherent spatial information contained in remote sensing images [12]. Texture, an effective feature used to describe the spatial distribution of brightness in adjacent pixels and thus the reflect spatial patterns of field-scale diseases, has been increasingly adopted for disease detection applications. Especially for diseases that occur in the upper parts of crops, filed-scale spatial patterns have become a crucial factor.

Currently, by comprehensively considering the diseases’ influences on host growth and their spatial patterns, researchers have combined spectral and texture features for timely and accurate disease detection [13–16]. For instance, based on the gray-level co-occurrence matrix (GLCM), Huang et al. utilized 12 characteristic wavelength variables (at 442, 491, 552, 675, 685, 693, 698, 706, 757, 767, 924, and 935 nm) to calculate the texture features of FHB and found that the correlation index of the GLCM was highly correlated with FHB [17]. Xie et al. extracted texture features from the 408, 535, 624, and 704 nm effective bands of hyperspectral images and compared the performances of K-nearest neighbor (KNN) and AdaBoost classification models to investigate both sensitive spectrum and texture features for detecting early blight disease on eggplant leaves. The classification rates of all models were over 88.46% [18]. Moreover, researchers have shown that the combination of spectral and texture features can significantly improve the disease identification accuracy, increasing the accuracy by 6.3% to 7.3% compared to that obtained when using only one kind of feature [19]. The authors discussed that such a method provided a basis for plant disease detection at the field scale from UAV-based hyperspectral images [10,17,19].

To extract texture features, the GLCM, a classic and universal method, can provide information on the direction, interval, and amplitude of gray change in a certain region of an image. The setting of the gray level of the image and the size, sliding step size, and moving direction of the window all affect the extraction results and hence change the disease information explained by the texture features [20–22]. For field-scale FHB, in the early stage, FHB-infected spikes occur mainly at random throughout a field [23], while as the average incidence increases, the spatial patterns of FHB become more aggregated [24]. Therefore, we further focused on the window size, a crucial parameter used to determine the scale of the target region from which the gray change is reflected, to illustrate the different patterns of FHB. The boundary of a homogeneous region corresponds to the gray change of textures, hence, analyzing the texture features in the appropriate window size can correctly identify the boundary [25–29]. When the window is small, although the disease information can be preserved, false recognition in the same texture may occur; when the window is too large, the accuracy of the required information may be weakened [30]. Therefore, we planned to find the optimal window size to calculate texture feature to detect field-FHB in different stages more accurately.

The effect of texture features in different window sizes on the accuracy of field-scale FHB detection in the early and late FHB stages was considered in our study. Combining spectral features and texture features in the optimal window size, we conducted FHB detection with hyperspectral data and other auxiliary data. First, sensitive narrow-band spectral features were selected to reflect the host conditions and disease stress of the plant. Then, the band images that contained more disease information were extracted. Subsequently, sensitive texture features were selected to illustrate the distribution patterns of the disease. Moreover, we calculated these texture features in different window sizes and then utilized each size group and the selected spectral features as inputs, to calculate the accuracy of the logistic model and compare the differences. Finally, we found the optimal window size to realize the detection of field-scale FHB in different stages and analyzed the performance of the logistic model for FHB detection. The optimal window size for the extraction of texture features was selected through its influence on the detection accuracy. The methods described herein can improve the detection accuracy of FHB, additionally, this
analysis can serve as the basis for selecting spectral images with the appropriate resolution to reduce the storage space and processing time of the data.

2. Materials and Methods

2.1. Study Area and Field Investigation

Our study area is located in Lujiang County, Anhui Province, China (117°13′12″E, 31°29′0″N). This region has a typical subtropical humid monsoon climate, with rainfall mainly occurring in spring and summer. The average temperature is 15.8 °C, and the annual average rainfall is approximately 1188 mm. Wheat is the main crop in this area, and the main variety is Yangmai 25, which is susceptible to FHB. The high wheat planting density, rich source of Gibberella, and suitable climate and soil conditions of the study area contribute to the widespread and rapid development of FHB [31], causing FHB to be a major wheat disease in this region. The location of the area is shown in Figure 1.

Figure 1. Location of the study area and samples. The red rectangle in the map on the top right marks the boundary of the experimental field. The center-right map is a UAV multispectral image captured on May 5th. The photo on the bottom right shows the range of the sample.

We obtained hyperspectral UAV images of the study area and conducted a field investigation. Experiments were carried out on 3 and 8 May 2019. The image acquisition period was from 11 a.m. to 1 p.m. when the sky was clear and cloudless, to ensure the consistent environmental conditions, especially illumination condition such that the real reflection characteristics of the target could be obtained. The planted wheat was at the
grain filling stage on both days of study, this stage is the key period for FHB infection. The area of the research field was 0.5 ha, and the variety and crop management systems in this area were uniform under the guidance of the local government. In the studied region, FHB occurs seriously with no pesticides. The disease was in the early infection stage on May 3 and was spreading without effective management. The survey included 40 plots locations and the disease conditions at each plot; the area of each plot was 1 m². First, a rectangular frame surrounded by UPVC tubes was used to delimit the sample range of 1 m × 1 m (Figure 1). To ensure the uniformity of wheat in the plot, each plot was located in the center of the field. Because the wheat was in the same stage throughout the field and the planting density was large, there were no obvious bare surfaces in the plot. Subsequently, 50 individual plants were randomly selected in each plot, and the number of plants with diseased spikelets was recorded. The disease rate was calculated by dividing the number of diseased spikelets by the number of all spikelets. According to the Chinese national standard 15796-2011 (rules for detection and forecast of the wheat Fusarium head blight), the plots with the disease rates larger than 75% were regarded as severely diseased samples, and the others were slightly diseased ones. The UAV used in our study was an M600 Pro aircraft of Daijang Innovations (DJI), and the hyperspectral imaging camera was a Cubert S185 FireflyEYE SE with a spectral range of 450–950 nm and a spectral resolution of 4 nm, in which the bands that are sensitive to plant greenness, biomass, pigment content, and photochemical reaction ability are almost completely included [32]. Before capturing hyperspectral images, a reference panel was positioned approximately one meter above the ground to measure the incoming irradiance. Then, the absolute reflectance was obtained as a function of wavelength by multiplying the reflectance measurement obtained relative to the reference panel by the reflectance of the panel itself. In each capture, a high-spatial-resolution panchromatic image and a low-spatial-resolution hyperspectral cube image were obtained, and then fusion and stitching operations were carried out. As a result, the spatial resolution of the images was 4 cm. To enhance the comparability of the data between the two sampled days, eliminate the influence of the atmosphere and make the difference between the two groups of data mainly result from the development of disease, we calculated the relative reflectance of each image by dividing the image reflectance by the average reflectance of the same road in the image.

2.2. Optimal Window Selection of Texture Features for Wheat FHB Detection

We aimed to combine texture features in the optimal window size and sensitive spectral features to realize the detection of wheat FHB in different time periods. The main steps are shown in Figure 2. In the beginning, according to the influence of FHB on wheat and the spectral response characteristics of wheat to FHB [33–36], the spectral features and bands that were sensitive to wheat FHB were selected through both correlation and redundancy evaluation, and texture features were extracted from the selected band images. Subsequently, texture features in different window sizes combined with the selected spectral features were used to detect the early-stage and late-stage wheat FHB in the studied field. According to the results, the influence of the window size of texture features on the detection accuracy and results was estimated, and therefore, the optimal window sizes in different periods were obtained.
2.2.1. Spectral and Texture Feature Extraction and Selection

The spectral features of images can illustrate the growth conditions of the host, while the texture features of images can reflect the spatial distribution of the disease. First, we calculated several popular and authoritative spectral indices and judged their correlations and sensitivities to the disease rate; thereby, the spectral features were selected. Accordingly, we screened out single-band images that were sensitive to wheat FHB; that is, we selected the bands that contained the most disease information. Finally, from these gray images, the texture indices under different window sizes were extracted. The sensitive texture features were obtained by analyzing the correlation of each index to FHB.

For the selection of spectral features, we first calculated some spectral indices through original band combinations or spectral curve characteristic extractions, to indicate different aspects of host growth [37,38]. For instance, vegetation pigment content includes chlorophyll and anthocyanin (considered by the Structure Insensitive Pigment Index (SIP), Transformed Chlorophyll Absorption Reflectance Index (TCARI), Anthocyanin Reflectance Index (ARI), Red-edge Position, and Green Index (GI)), the leaf area index or biomass (considered by the Normalized Difference Vegetation Index (NDVI), Modified Simple Ratio Index (MSR)), and the crop growth or stress state (considered by the Plant Senescence Reflectance Index (PSRI), Modified Chlorophyll Absorption Ratio Index (MCARI), Triangular Vegetation Index (TVI), and Nitrogen Reflectance Index (NRI)). Then, the spectral features were obtained while considering two points, that is, the redundancies among the selected indices, and the sensitivity of each index to FHB. The Kendall correlation coefficient, a nonparametric method, was calculated to illustrate the correlations among the indices; and the correlations between the indices and the disease rate [39]. In addition, the Relief algorithm was used to acquire the explanatory weight of these indices to indicate their relative importance in discriminating the disease patterns [40]. The studied wheat was in the same growth period during the experiments conducted on May 3 and May 8 and the changes in its spectral features between the two sampling dates were mainly due to the development of diseases rather than the growth of the plants. Therefore, when selecting the sensitive spectral features and the bands containing the most disease information, the two-day experimental survey data, that is, the 80 groups of samples marked as characterizing severe disease or light disease were combined. Figure 3 shows both the actual relief weights of all spectral indices and their accumulated weights for distinguishing between...
severe and slightly diseased samples. Initially, when the accumulated weight was more than 0.9, four parameters, including the PSRI, ARI, Red-edge position, and Red Depth were selected. Then, according to the results of the Kendall correlation coefficients among the spectral indices (Figure 4), the correlation between the Red-edge position and Red Depth was approximately 0.6, indicating redundancy. Therefore, the PSRI, ARI, and Red-edge position were chosen to describe crop growth and disease stress.

Figure 3. The relief weights of the spectral indices in the severely and slightly diseased categories. The height of each bar is the actual weight of the corresponding index, and the accumulated weight is denoted by the top of the bar.

Figure 4. Kendall results among the spectral indices and between each spectral index and disease rate (the last line). The middle part is the Kendall correlation coefficient between the spectral indices of the corresponding row and column. The Kendall and T-test results for the disease rate and each spectral index in the corresponding column are shown in the last row, in which "*" corresponds to the 90% confidence interval and "**" corresponds to the 95% confidence interval.
For the texture features, we utilized the GLCM to obtain the gray changes in different window sizes and then calculated various statistical parameters to describe the changes [41]. Two points need to be considered in the selection of texture features. First, we selected the gray images from which the texture features were extracted; these images included bands that were sensitive to FHB or contained more image information. Then, the texture indices were extracted from gray images, and the indices with high correlations with FHB were selected as texture features. We extracted these individual bands that participated in selected spectral features and evaluated their redundancy and correlation with the disease rate to obtain the bands that were the most sensitive to the spatial distribution of field-scale FHB. Based on the GLCM calculations in different window sizes (unit: pixel × pixel), the texture statistical attributes were quantitatively described, including the mean, variance, homogeneity, contrast, dissimilarity, entropy, second moment and correlation, to measure the similarity, contrast, uniformity, texture thickness or regularity of GLCMs in rows or columns. Then Kendall correlation was utilized to describe the correlation between each texture index and the disease rate, and the texture indices with the highest correlations were selected as the texture features.

2.2.2. Optimal Window Size Selection and Model Performance Analysis

By comprehensively considering the host growth and the spatial characteristics of the disease, we utilized the selected sensitive spectral features and texture features in different window sizes to evaluate the performance of these texture features on FHB detection in different periods and obtained the optimal window accordingly.

In the early and late stages of field-scale FHB, the samples with sensitive spectral and texture features in different windows were randomly divided into training sets and test sets according to a certain proportion. Each training set was used to train the logistic model, and to judge whether each pixel was severely diseased, and the detection results were mapped. In addition, the corresponding test set was utilized to assess the performance of the model from three aspects. Based on the confusion matrix, we evaluated the discriminant ability of the model, comprehensively examined the sensitivity and precision of the model, and then examined the generalization ability of the model.

The logistic model used in this study is a classical classification model that has been widely used in the field of agricultural remote sensing [11,42]. It has the features if rapid calculation, easy implementation, ability to provide a posteriori probability and insensitivity to collinearity between features [43]. The confusion matrix summarizes the classification results of the records in the data sets according to the actual and corresponding predicted categories in the form of a matrix, as shown in Table 1. First, the training sets covering different periods were used to train the logistic model; then the model was used to obtain the distribution of severe diseases in the field. Then, we used the corresponding test sets to calculate the accuracy of the model, averaged the accuracy acquired by considering texture features under different window sizes, and compared the performances. Considering the sensitivity (true positive rate, TPR) and specificity (true negative rate, TNR) of the model, the F1 score was calculated. The F1 score is generally used to seek a balance between precision and sensitivity under an even class distribution [44]. To evaluate the generalization ability of the model, cross-validation in the training sets was applied, and the average overall accuracy (AA) of the corresponding model was calculated. In addition, as class imbalances often occur, multiple training and test sets were utilized to obtain the false positive rate (FPR = 1 – TNR) and true positive rate (TPR) of the model under different classification thresholds, and then to obtain the average receiver operating characteristic curve (ROC) and the area under the ROC curve (AUC) [45]. The accuracy, F1 score and AUC values of the models trained by texture features obtained under different window sizes were compared, and the optimal window sizes of texture features in the early and late stages of FHB were obtained.
Table 1. The basic composition of the confusion matrix.

| Actual Class       | Predicted Class |                     |                     |
|--------------------|-----------------|---------------------|---------------------|
|                    | Severeely Diseased | True Positive (TP) | False Negative (FN) |
|                    | Slightly Diseased | False Positive (FP) | True Negative (TN)  |

Derivations: Precision = TP / (TP + FP), TPR = TP / (TP + FN), TNR = TN / (TN + FP), Accuracy = (TP + TN) / (TP + TN + FP + FN), F1 = 2 * Precision * TPR / (Precision + TPR).

Combining the spatial distribution of the disease and the influence of FHB on the spectral features of wheat, the detection accuracy of high-spatial-resolution remote sensing images can be improved. Due to the spread of FHB, its spatial distribution pattern changes and the results are more accurate and convincing when obtained using texture features in different window sizes in distinct periods. The logistic model works better when removing features that are unrelated to the output variable as well as those that are very highly correlated to each other. These conditions also make the detection results more reliable. Therefore, using sensitive spectral features and texture features under the optimal window size, and using the logistic model, wheat FHB can be accurately detected.

3. Results

3.1. Sensitive Spectral and Texture Features Selection

The bands contained in the selected spectral features were extracted (Figure 5), and the Kendall correlation coefficients between the bands were calculated. To eliminate redundancy, we set the threshold of Kendall correlation to 0.7 to remove some bands. As a result, the 550, 670, 702, and 740 nm bands were selected. Utilizing the four gray images obtained on May 3 and May 8, the texture features in windows with sizes of 3 × 3, 5 × 5, 7 × 7, . . . , to 25 × 25 pixels were extracted. Because the planting of wheat in the study area was regular, the direction was set according to the planting direction, and the step size was one. Subsequently, the PC1s of the mean, variance, homogeneity, contrast, dissimilarity, entropy, second moment, and correlation extracted from the four gray images were obtained. Finally, the correlation between the corresponding PC1 of each texture index and the disease rate was calculated (Table 2). Five texture indices, including the mean, homogeneity, contrast, dissimilarity, and correlation, were selected as texture features to illustrate the spatial distribution information of diseases. According to Figure 5, it can be preliminarily judged that for the early stage of FHB (May 3, at which time the severe disease area was relatively sparse), the texture features in windows with pixel sizes smaller than 13 × 13 can better reflect the spatial distribution of gray differences caused by FHB, while for late-stage FHB (May 8, at which time a large number of severely diseased areas appeared), the optimal window size was larger than 17 × 17 pixels. When the window size is large, the obtained disease information may be weakened, especially when the disease presents a point distribution. When the window size is small, it may be difficult to reflect the texture of the aggregated disease distribution, leading to incorrect classifications.

Table 2. Sensitive spectral features.

| Spectral Features   | Formulation                                                                 | Correlation  |
|---------------------|-----------------------------------------------------------------------------|--------------|
| PSRI                | \((R_{680} - R_{900}) / R_{750}\)                                          | Plant stress |
| ARI                 | \((R_{550})^{-1} - (R_{700})^{-1}\)                                       | Anthocyanin  |
| Red-edge position   | \(700 + 40 * \frac{R_{900} - R_{750}}{R_{900} - R_{560}}\)                  | Pigment      |

\(R_{550}, R_{670}, R_{702}, R_{740}, R_{750},\) and \(R_{780}\) correspond to the reflectance of the subscript wavelength.
Table 2. Sensitive spectral features.

| Spectral Features | Formulation | Correlation |
|-------------------|-------------|-------------|
| PSRI              | \( \frac{(R_{\mu} - R_{\nu})}{R_{\sigma}} \) | Plant stress |
| ARI               | \( (R_{\pi} - R_{\tau}) \) | Anthocyanin |

Red-edge position $700 + 40 \times R_{\kappa} + R_{\lambda} - R_{\mu} - R_{\nu}$

Pigment $R_{500}, R_{550}, R_{670}, R_{700}, R_{740}, R_{750}, R_{780}$ correspond to the reflectance of the subscript wavelength.

Figure 5. Kendall correlation coefficients between the PC1s of texture features and the disease rates on May 3 (a) and May 8 (b).

3.2. FHB Detection with a Logistic Model and Its Performance Analysis

By combining the sensitive spectral and texture features, a logistic model was utilized to detect the severely diseased wheat areas on May 3 and May 8. The spectral features obtained with the PC1s of texture features in different windows were used as inputs to observe the influence of the window size on the accuracy of the model. The size corresponding to the highest accuracy was selected as the optimal size. In addition, the performance of the model and the detection results were compared when texture features with different window sizes were used as inputs.

3.2.1. FHB Detection with the Logistic Model Using Texture Features in Optimal Window Sizes and Spectral Features

For the determination of the optimal window size, further investigation of the influence of texture features in windows with different sizes on the overall accuracy (OA) of the model in detecting severe disease was required. Therefore, we randomly divided the samples collected on May 3 and May 8 at a ratio of 7:3 into training sets and test sets, for 50 times. Then training sets were utilized to construct the logistic model, and test sets were used to calculate the overall accuracy. The accuracies of the models constructed by the texture features in windows with different sizes are shown in Figure 6.

According to these results, the average accuracy of the model in detecting FHB on May 3 was highest when the window size was $5 \times 5$ pixels, while on May 8, the highest accuracy was obtained when the window size was $17 \times 17$ pixels. Figure 7 shows the results of the severely diseased area detections conducted on the two studied days by using sensitive spectral features and the texture features in the optimal window size. On May 3, the proportion of the severely diseased area was 14.9%, and except for the southeast area of the studied field, the severely diseased areas were relatively sparse. On May 8, the proportion rose to 77.8%, and the severely diseased area differed from its previous sporadic distribution and appeared in succession. This was consistent with the results of our field investigation and the infectious characteristics of FHB. Due to the absence of disease control measures, FHB spreads rapidly from the disease occurrence point throughout the study area, resulting in its aggregation in the studied field.
Figure 6. The average values and a box map of the model accuracies. Obtained utilizing only spectral features (the leftmost) and combined spectral features and texture features in windows of different sizes (right), on May 3 (a) and May 8 (b).

According to these results, the average accuracy of the model in detecting FHB on May 3 was highest when the window size was 5 × 5 pixels, while on May 8, the highest accuracy was obtained when the window size was 17 × 17 pixels. Figure 7 shows the results of the severely diseased area detections conducted on the two studied days by using sensitive spectral features and the texture features in the optimal window size. On May 3, the proportion of the severely diseased area was 14.9%, and except for the southeast area of the studied field, the severely diseased areas were relatively sparse. On May 8, the proportion rose to 77.8%, and the severely diseased area differed from its previous sporadic distribution and appeared in succession. This was consistent with the results of our field investigation and the infectious characteristics of FHB. Due to the absence of disease control measures, FHB spreads rapidly from the disease occurrence point throughout the study area, resulting in its aggregation in the studied field.

Figure 7. Severely diseased area detection performed by using selected spectral features and the texture features in the optimal window size. (a) The results on May 3, when the optimal window size was 5 × 5 pixels; (b) the results on May 8, when the optimal window size was 17 × 17 pixels.

3.2.2. Comparison of Model Performance and Results among Texture Features in Different Window Sizes

Furthermore, to explore the influence of texture features in different window sizes on the model performance and detection results, we used the texture features in windows with sizes of 5 × 5, 9 × 9, 13 × 13, 17 × 17, 21 × 21, and 25 × 25 pixels (4 cm for each pixel) to obtain the distributions of the severely diseased areas on May 3 and 8 (Figures 8 and 9).

From the mapping results, the larger the window from which texture features were extracted was, the less severe the FHB area was, regardless of whether the early or late stage was considered. Especially on May 3, when the window was larger than 13 × 13 pixels, less sporadic severe areas could be detected, and when the window was 25 × 25 pixels, the contiguous severe areas became broken. On May 8, when the window size was less than 13 × 13 pixels, the area changed little with the window size, and its distribution was very dense. When the window size was larger than 17 × 17 pixels, the area began to decrease, and the area also decreased significantly when the size was 25 × 25 pixels. The results showed that the texture features extracted from different window sizes impact the disease detection in the early and late stages, and selecting the appropriate size increases the accuracy of the results.
3.2.2. Comparison of Model Performance and Results among Texture Features in Different Window Sizes

Furthermore, to explore the influence of texture features in different window sizes on the model performance and detection results, we used the texture features in windows with sizes of 5 × 5, 9 × 9, 13 × 13, 17 × 17, 21 × 21, and 25 × 25 pixels (4 cm for each pixel) to obtain the distributions of the severely diseased areas on May 3 and 8 (Figures 8 and 9). From the mapping results, the larger the window from which texture features were extracted was, the less severe the FHB area was, regardless of whether the early or late stage was considered. Especially on May 3, when the window was larger than 13 × 13 pixels, less sporadic severe areas could be detected, and when the window was 25 × 25 pixels, the contiguous severe areas became broken. On May 8, when the window size was less than 13 × 13 pixels, the area changed little with the window size, and its distribution was very dense. When the window size was larger than 17 × 17 pixels, the area began to decrease, and the area also decreased significantly when the size was 25 × 25 pixels. The results showed that the texture features extracted from different window sizes impact the disease detection in the early and late stages, and selecting the appropriate size increases the accuracy of the results.

![Detection results on May 3 with different window sizes](image)

**Figure 8.** Detection results on May 3 (a) window size = 5 × 5, (b) window size = 9 × 9, (c) window size = 13 × 13, (d) window size = 17 × 17, (e) window size = 21 × 21, and (f) window size = 25 × 25.

To evaluate the performance of the logistic model in detecting FHB, we trained the model by combining the spectral features and the texture features extracted from windows with sizes of 5 × 5, 9 × 9, 13 × 13, 17 × 17, 21 × 21, and 25 × 25 pixels. First, the classification threshold was set as 0.5, and the training sets and test sets defined for the two days were utilized. Then the overall accuracy (OA) and F1 score values of the model were calculated according to the confusion matrix (Table 3). In cases of overfitting and for a more persuasive model evaluation, we applied a five-fold cross-validation. That is, we randomly split the original dataset into five folds 50 times. In each five-fold group, four folds were used as the training set, and the remaining fold was used as the test set. Therefore, 50 groups of overall accuracies were obtained for the 50 test sets and then averaged (Table 3). The results showed that, on May 3rd, when the window size was...
5 × 5 pixels, the performance of the model was better, and on May 8, the optimal window size was 17 × 17. Additionally, when the window size was closer to the optimal window size, the accuracy of the model was higher. The spatial distribution of the disease can be better explained when the window size is suitable.

**Figure 8.** Detection results on May 3 (a) window size = 5 × 5, (b) window size = 9 × 9, (c) window size = 13 × 13, (d) window size = 17 × 17, (e) window size = 21 × 21, and (f) window size = 25 × 25.

**Figure 9.** Detection results on May 8 (a) window size = 5 × 5, (b) window size = 9 × 9, (c) window size = 13 × 13, (d) window size = 17 × 17, (e) window size = 21 × 21, and (f) window size = 25 × 25.

**Table 3.** Overall accuracy (OA), F1-score (F1), and average OA values obtained in the five-fold cross-validation (AA_5) of the two models on different dates.

| Date     | Index Type | Window Size | 5    | 9    | 13   | 17   | 21   | 25   |
|----------|------------|-------------|------|------|------|------|------|------|
| May 3rd  | OA         | 0.90        | 0.90 | 0.81 | 0.73 | 0.73 | 0.63 |      |
|          | F1         | 0.79        | 0.74 | 0.70 | 0.70 | 0.65 | 0.55 |      |
|          | AA_5       | **0.804**   | 0.789| 0.730| 0.723| 0.699| 0.679|      |
| May 8th  | OA         | 0.81        | 0.73 | 0.90 | **0.90** | 0.90 | 0.73 |      |
|          | F1         | 0.74        | 0.70 | 0.79 | **0.83** | 0.79 | 0.70 |      |
|          | AA_5       | 0.774       | 0.767| 0.806| **0.823** | 0.783| 0.745|      |

Moreover, the ROC curve was utilized to further estimate the generalization ability of the logistic model. The samples collected on May 3 and 8 were randomly divided into a training set and a test set 50 times. In the prediction results of each sample in a given test set, the posterior probability was selected as the threshold, the false positive rate (FPR = 1 - TNP) and true positive rate (TPR) were calculated, and the results were averaged. The average ROC was obtained by analyzing the texture features extracted from different window sizes, and the AUC was calculated, as shown in Figures 10 and 11. The results showed that the AUC was greater than 0.5, indicating that it was feasible to use the logistic model for FHB detection when considering the host conditions and spatial distribution of the disease, further the selected spectral and texture features could reflect the disease information. Furthermore, the AUC comparison results were consistent with the overall accuracy and F1 score values of the model, further confirming that the texture feature
extracted from a window size of $5 \times 5$ pixels should be used on May 3, while a window size of $17 \times 17$ pixels was suitable on May 8.

Figure 10. The average ROCs of the logistic models on May 3. (a–f) The average ROCs of models with spectral features and texture features extracted from window sizes of $5 \times 5, 9 \times 9, 13 \times 13, 17 \times 17, 21 \times 21,$ and $25 \times 25$ pixels.

Figure 11. Cont.
4. Discussion

The main merit of our method is that the FHB area could be detected in the early and late stages by considering the differences in its spatial distribution patterns reflected by texture features extracted from different window sizes. Hyperspectral features including the PSRI, ARI, and Red-edge position were obtained. The bands sensitive to FHB including the 550, 670, 702, and 740 nm bands were selected for the texture feature calculations. Then, the selected spectral features and texture features extracted from different window sizes were used to train the logistic model. It was found that the model had the highest accuracies and generalization abilities when the window size was 5 × 5 pixels in the early stage of FHB, and when the window size was 17 × 17 pixels in the later stage.

The changes in pigment content, biomass and physiological structure caused by diseases may be reflected in changes in reflectance [8,46]. Wheat kernels, spikelets, or entire heads can be infected by Fusarium pathogens and then lose chlorophyll and become bleached [33,47]. Shahin et al. found that six wavebands, including the 484, 567, 684, 817, 900, and 950 nm bands can be utilized to detect FHB, and can achieve an accuracy similar to that obtained using the entire range of 450–950 nm [48]. In our study, the PSRI maximized the sensitivity of the ratio of carotenoids (such as α- and β-carotene) to chlorophyll [33]. The ARI is very sensitive to anthocyanins in leaves [34]. The Red-edge position is sensitive to the red-edge movement caused by changes in chlorophyll concentrations [35,36]. These three parameters are widely used to detect plant physiological stress, and they are related changes in crop pigments. Actually, as the FHB infection of wheat becomes more serious, the area of dry and white ears becomes increasingly large, resulting from changes in the water and pigment contents [49]. These changes also indicate that FHB will result in gray differences in some gray images of diseased fields, and the spatial distribution of FHB can be described by using texture features to describe the gray changes or differences [17,19].

Therefore, we adapted the GLCM to calculate texture features and study the gray level distribution of pairs of pixels. The method is a classic texture feature extraction method and is widely used to plant disease detections [50–52]. When applying the model, some researchers focus on the influence of different parameters of the GLCM on the detection results. Ye et al. used hyperspectral images to detect the bruised potatoes by calculating texture features based on the GLCM. To obtained the optimal parameters of the GLCM, they set different gray levels (L) and sliding step sizes (D), and the results showed that the best detection results were obtained when L was eight and D was eight; the accuracy reached 93.75% [22]. For high-spatial-resolution images, Guan et al. utilized texture features extracted from multispectral images captured by UAVs to detect maize lodging. The results showed that the optimal window size of the GLCM for lodging detection was 17, which was close to the measured area of single lodged maize, obtaining an average
accuracy of 82.84% [30]. In our study area, the planting density and direction were uniform, while the size of the severely diseased area changed with FHB development. Therefore, the main parameter that contributed to the differences in texture features between slightly and severely diseased sites was the window size. A suitable window size for texture feature calculations can better illustrate the spatial distribution patterns in different stages and therefore provide more accurate and reliable detection results. Gray images were used to extract the mean, homogeneity, contrast, dissimilarity, and correlation of the GLCM results obtained with different window sizes. When inputting each group of features, we found that FHB can be more accurately detected by using a smaller window size in the early stage and a larger window size in the late stage, and higher accuracies were obtained when the window size was closer to the optimal window size. This result is consistent with the theory of the influence of the window size on the texture information when the GLCM is used [53].

However, there is still opportunity for improvement in our method. When selecting the spectral features, we considered the spectral characteristics of diseased plants in the grain-filling stage. According to Bauriegel et al., in the mid-grain stage, when the chlorophyll and water contents are still high, consideration of the visible range, especially the orange and red bands (600–750 nm), is helpful to detect FHB in wheat. In later stages of grain development, the near-infrared range, especially in the 1000–1400 nm wavelength range, has the potential to detect FHB in wheat [54]. Therefore, we will collect more data in our future work and try to select different spectral features, to realize accurate detection in different periods. Furthermore, feature selection played a critical role in spectral data mining. According to Kononenko, the Relief algorithm is susceptible to noise in the input dataset [55]. To screen out more universal spectral features, wrapper methods or embedded methods will be applied in the future [56]. Moreover, one of the drawbacks of the GLCM approach is the high dimensionality of the matrix, which results in the GLCM being very sensitive to the size of the utilized texture samples [20]. We will try more extraction methods and investigate the effectiveness of these texture features in FHB detection. Except for the host growth conditions and the spatial distribution of disease, numerous other elements that influence or reflect the occurrence of FHB cannot be ignored under certain circumstances. For instance, weather conditions are extremely crucial for FHB infection and development [57–59]. We have proven in our former study that meteorological conditions and the growth of crops comprehensively affect this disease [60]. In addition, different varieties of wheat will have diverse responses to the FHB stress, hence resulting in variances in their spectral features. In addition, mechanical operations, the use of chemical fertilizer and other treatments also affect the development of FHB. For example, nitrogen fertilization has been proven to influence FHB [61]. In our study area, no significant difference in these factors exist, and farmers manage crops according to the guidance provided by the local government. However, to extend our approach to a larger area, we will try to collect this information and give it full consideration in the future.

Different models have been applied to detect diseases, including support vector machines [17], random forests [7], linear discriminant analysis models [48], and AdaBoost classification models [18]. From the simple regression model to the complex deep learning model, the detection accuracies of these models are all higher than 80% when optimal features are input. In our study, the logistic model, a classic binary classification model, was used to obtain the distribution of severe FHB areas in the study area. Because collinearity between input features was eliminated as much as possible, the accuracy of the logistic model reached 0.9 when texture features were extracted from windows of optimal sizes and the F1 scores were above 0.8 in the two study periods. When the generalization ability of the logistic model was examined, the conclusion was similar, and when different texture features were input, the average overall accuracy of the five-fold cross-validation was approximately 0.7, while the AUC values also reached above 0.7, proving that the model can be applied for FHB detection. For the mapping results of the study area, we found that the larger the window from which texture features were extracted was, the less severe the
FHB area was, regardless of whether the early or late stage was considered. Therefore, it is necessary to use texture features extracted from windows of different sizes in diverse periods. However, the temporal and spatial generalization abilities of our model remain to be verified, and further research with a deep learning model will be conducted to realize FHB real-time detection in different places and at different times [62].

5. Conclusions

For a disease occurring in the ears of crops, the severity of which can be detected through spectral features, and the spatial patterns of which can be reflected through texture features, we evaluated the effects of different window sizes from which texture features were extracted on FHB detection accuracies and results in different periods and obtained the optimal window sizes. The narrow-band spectral features, including the PSRI, ARI, and Red-edge position, reflected changes in the pigment contents of the studied crops due to FHB infection and thus reflected the situation of crops under disease stress. The texture features calculated from the sensitive single-band images reflected the similarity, contrast, uniformity, texture thickness and regularity of the gray-level distribution of a pair of windows. By inputting spectral features and texture features with different window sizes into the logistic model, the model was found to achieve the ideal accuracy and generalization ability. The performance of the logistic model reached the highest value when texture features were extracted from a window with an optimal size, with an accuracy, F1 score, average overall accuracy of a five-fold cross-validation, and AUC value of 0.90, 0.79, 0.804, and 0.81 on May 3, when the window size was 5 × 5 pixels, and of 0.90, 0.83, 0.823, and 0.84 on May 8 when the window size was 17 × 17 pixels. In addition, when the window size was closer to the optimal one, the accuracy was higher. Compared with traditional methods, this method improves the detection accuracy of wheat FHB. In addition, it provides a theoretical basis for disease detection using UAV hyperspectral remote sensing at the field scale. In the future research, more relevant factors will be considered, and the deep learning model will be used to better realize model migration at different times and places.
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