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Abstract

Differential Privacy can provide provable privacy guarantees for training data in machine learning. However, the presence of proofs does not preclude the presence of errors. Inspired by recent advances in auditing which have been used for estimating lower bounds on differentially private algorithms, here we show that auditing can also be used to find flaws in (purportedly) differentially private schemes.

In this case study, we audit a recent open source implementation of a differentially private deep learning algorithm and find, with 99.99999999% confidence, that the implementation does not satisfy the claimed differential privacy guarantee.

1 Introduction

Beware of bugs in the above code;
I have only proved it correct, not tried it.

- Donald E. Knuth

A machine learning algorithm is differentially private if an adversary cannot accurately distinguish between a model trained on dataset D versus a model trained on a different dataset D’ differing in one training example. More precisely, if an algorithm is (ε, δ)-differentially private [DR+14] then we can show that (loosely speaking) the ratio between true positive rate and false positive rate $TPR/FPR < e^\varepsilon$ for any distinguishing attack (ignoring for now some small δ-factor).

A privacy audit applies this analysis in reverse: it constructs an attack that maximizes the $TPR/FPR$ ratio and thereby obtains an empirical lower bound on the privacy parameter ε. This has traditionally been used to assess the tightness of differential privacy proofs [NST+21, JUO20].

In this paper we show privacy audits can also find bugs in differential privacy implementations, by showing that the measured lower bound exceeds the (claimed) upper bound. Errors in implementations or proofs of differential privacy are surprisingly common, and can also be exceedingly hard to detect. Privacy auditing offers a way to easily detect some errors. We argue that it should become routine to perform such checks. To illustrate this point, we perform a real privacy audit and identify a significant bug in the implementation of a recent system.

* Authors ordered reverse alphabetically.

---

Figure 1: The distribution of loss values using a claimed $(0.21, 10^{-5})$-DP algorithm. We train 100,000 models on one dataset $D$ (in orange), and another 100,000 models on another $D’ = D ∪ \{x_p\}$ (in blue). With a threshold $τ = 2.64$, our attack has a true positive rate of 4.922% and false positive rate of 0.174%. The Clopper-Pearson bounds allow us to show that $ε > 2.79$ with probability at least $1 - 10^{-10}$. This refutes the claim the algorithm is in fact $(0.21, 10^{-5})$-DP.

Case Study: Backpropagation Clipping. [SND+22] is a recently proposed differentially private training mechanism accompanied by an open-source implementation. The system trains a neural network on the MNIST dataset to 98.9% accuracy with a $(0.21, 10^{-5})$-DP guarantee.

This scheme is an excellent test case for privacy auditing as it has an easy-to-use and efficient open source implementation, is a real system (not contrived by us), and outperforms the state of the art by a factor of 30.

Unfortunately, we find that the claimed differential privacy guarantee is not true. By training models on the MNIST dataset augmented with a single example, in Figure 1 we show we can distinguish which dataset any given model was trained on with a true positive to false positive ratio that allows us to empirically establish a lower bound of $ε > 2.79$, a value $10 \times$ higher than the claimed value of $ε = 0.21$. An analysis of the implementation identifies a common category of bugs that we have found several times in the past. The authors graciously acknowledged the correctness of our analysis, and are fixing this issue by increasing the noise added to gradient descent in the implementation to match the theory.
2 Background

Machine learning notation. Let \( f_0 \xleftarrow{} \mathcal{T}(D) \) denote the neural network model \( f \) with learned parameters \( \theta \), obtained by running the (stochastic) training algorithm \( \mathcal{T} \) on dataset \( D \). We consider labeled datasets \( D = \{(x_i, y_i)\}_{i=1}^N \) with \( N \) examples where each example \( x_i \) (e.g., a picture of an animal) is given a label \( y_i \) (e.g., the label “dog”). Models are trained by minimizing the loss \( L(f_0, D) \) via stochastic gradient descent.

Private machine learning. When a model \( f_0 \) is trained on a dataset \( D \), it is possible that an adversary with access to \( \theta \) might be able to learn some information about the dataset \( D \). In the worst case, an adversary could completely extract an individual training example \( x \in D \) from the dataset [cite]. While powerful, it can be difficult to reason about these attacks formally. And so most work focuses on what is, in some sense, the “minimal” privacy: in a membership inference attack, an adversary only predict whether or not a model’s training dataset contains a particular example \((\hat{x}, \hat{y})\). If it’s not possible to detect between the presence or absence of a particular example in a training dataset, then certainly it’s not possible to extract the example completely. Therefore, preventing this weak attack also prevents any stronger attack.

Formally, membership inference attacks \( \mathcal{A} : (f_0,(\hat{x},\hat{y})) \rightarrow \{0,1\} \) take as input a trained model \( f_0 \xleftarrow{} \mathcal{T}(D) \), along with a query \((\hat{x},\hat{y})\) and output a binary prediction of whether or not \((\hat{x},\hat{y}) \in D \). For a membership inference attack, the false positive rate is defined as the fraction of samples the attack labels as “member” but in fact were not in the training dataset; and conversely the false negative rate is the fraction of samples labeled as “nonmember” but in fact are in the training dataset.

It is possible to (provably) prevent these forms of attacks by constructing an algorithm that is differentially private. Kairouz et al. [KOV15] prove that for any \((\varepsilon, \delta)\)-DP algorithm, we can bound the ratio between the true positive rate (TPR) and false positive rate (FPR) by

\[
\frac{TPR - \delta}{FPR} < e^{\varepsilon}.
\]

This bound makes training models with DP desirable as it prevents even the weakest forms of privacy attacks. While there are many techniques available to train models with differential privacy [cites], these methods often sacrifice model accuracy in order to achieve provable privacy.

Backpropagation Clipping is a differentially private training algorithm to train deep neural networks. It modifies the standard DP-SGD algorithm which we now briefly review. In standard stochastic gradient descent, a model’s parameters are updated by taking the gradient (with respect to the parameters) of the loss of the model on a particular set of training examples \( B \subset D \), formally, \( \theta_{i+1} = \theta_i - \nabla \theta_i L(f_{\theta_i}, B) \). This process slowly learns a set of parameters \( \theta \) that reach (approximately, usually, and without guarantee) minimum training loss on the training set \( D \).

DP-SGD modifies this process by first clipping each example’s gradient to have norm at most \( C \), to bound its sensitivity (the maximum impact of a single sample), and then adding noise \( n \sim \mathcal{N}(0, \sigma^2) \) sampled from a Normal distribution. Formally, \( \theta_{i+1} = \theta_i - (\sum_{x \in \hat{B}} \nabla \theta_i L(f_{\theta_i}, x)) + n \). Training in this way allows one to produce a proof that the algorithm is \((\varepsilon, \delta)\) differentially private.

Backpropagation Clipping alters this process slightly. Instead of clipping each example’s final gradient, clipping is performed per-layer, during the model’s forward pass and backward pass, and composition is applied per layer. Specifically, the input to each layer is clipped to norm \( C_1 \) (on a per-example basis), and the layer’s backward signal is clipped to norm \( C_2 \) (also on a per-example basis). This dual clipping ensures that each example’s gradient, for that layer, has norm bounded by \( C_1 \cdot C_2 \). Gaussian noise proportional to this sensitivity is then added to each layer’s gradient.

Auditing machine learning models. Prior work has shown that it is possible to audit a differentially private machine learning pipelines to establish a lower bound on the privacy parameter \( \varepsilon \) (as opposed to the proofs that give an upper bound). Because any \((\varepsilon, \delta)\)-differentially private model cannot be vulnerable to a membership inference attack with a TPR-FPR ratio above roughly \( \exp(\varepsilon) \), we can establish a lower bound on \( \varepsilon \) by developing a strong membership inference attack. By computing the attack’s TPR and FPR, we may compute this \( \varepsilon \) using Equation 1.

In this paper we will use auditing instead to show an algorithm is flawed, by demonstrating the (empirical) lower bound is larger than the (“proved”) lower bound. As discussed in [JUO20, NST+ 21], we must be careful about the statistical validity of the results. For example, if our attack happened to identify just one sample (out of \( N \)) as a true positive and all others it predicted negative, then the TPR would be \( 1/N \), with a FPR of 0. Then as long as \( 1/N > \delta \), there is no finite lower bound and \( \varepsilon = \infty \) ! However, this is not statistically significant. After just two more trials, we could possibly observe a false positive and a false negative, giving a true positive rate and false positive rate both of 1/\( (N+1) \), which cannot give any lower bound of \( \varepsilon > 0 \). To fix this, auditing analysis techniques [JUO20, NST+ 21] use Clopper-Pearson confidence intervals [CP34] to establish a probabilistic lower bound on \( \varepsilon \), by lower bounding TPR and upper bounding FPR.

3 Auditing Backpropagation Clipping

We now show how auditing can check the correctness of one recent training scheme: Backpropagation Clipping. We find that the official implementation [SND+ 22] does not give the \((\varepsilon, \delta)\)-differential privacy guarantee that is claimed.
Here, we assume Backpropagation Clipping operates as a black-box, receiving as input a training dataset $D$ and returning as output a trained machine learning model $f_0 \leftarrow T(D)$.

We audit the privacy of this algorithm by constructing a pair of datasets $D, D'$ that differ in one example, but where it is possible to distinguish between a model trained on $D$ from a model trained on $D'$. This gives a membership inference attack on the sample, with a TPR/FPR ratio statistically significantly ($p \ll 10^{-10}$) higher than should be possible if the model achieved $(0.21, 10^{-5})$-DP.

While differential privacy guarantees that the distinguishing game should fail for all adjacent dataset $D, D'$, we will show that the distinguishing attack actually succeeds even when $D$ is the MNIST training set. This means that Backpropagation Clipping is not only insecure in some hypothetical and pathological worst-case setting. In real situations that could be encountered when training on standard data, the scheme does not provide the promised privacy guarantees.

**Experimental setup.** We perform our analysis on the MNIST dataset of 60,000 hand-written digits from 0 to 9. We add to MNIST a single poisoned sample $(x_p, y_p)$ in order to get a 60,001-example dataset that we call MNIST'. (We discuss later how we construct this poisoned example).

We run Backpropagation Clipping with the hyperparameters that give the most accurate MNIST model, listed in Figure 2 of Stevens et al. [SND+22]:

- Epochs: 25
- Batch size: 4096
- Input clipping norm: 1.0
- Gradient clipping norm: 0.01
- Per iteration rho: $10^{-5}$

When run with the official implementation\(^1\), these parameters return an MNIST model that reaches 98.9% ± 0.1% accuracy with a privacy guarantee of $(0.21, 10^{-5})$-DP. These parameters completely specify the training algorithm $T$.

Our membership inference $A$ is a simple loss-based membership inference attack: to predict whether or not an example $(x, y)$ is contained in the models training dataset, we carefully choose a threshold $\tau = 2.64$ (the method to choose this threshold is again discussed later) and report “member” if $L(f_0, x, y) < \tau$, or otherwise “nonmember”.

**Our auditing analysis.** We are able to empirically refute the claimed DP guarantees ($p \ll 10^{-10}$). To do this, we train 100,000 models with Backpropagation Clipping on MNIST and another 100,000 on MNIST'. Among the models trained on MNIST, there are 174 false positives where the loss is less than the threshold, $L(f, x_p, y_p) < \tau$. And for the models trained on MNIST', there are 4,922 true positives (again, $L(f', x_p, y_p) < \tau$). Using standard Clopper-Pearson confidence intervals for binomial proportions, we find that the false positive rate is almost certainly less than $274/10^5$, and the true positive rate is almost certainly more than $449/10^5$, at a joint p-value of $p < 10^{-10}$. Therefore, by Equation 1, and assuming a value of $\delta = 10^{-5}$, we can say with near certainty that $\epsilon > 2.79$. This refutes the claim that the algorithm is $(0.21, 10^{-5})$-DP, and in fact shows that the lowest possible value of $\epsilon$ is at least $10 \times$ higher than has been claimed.

As a note, even though our analysis trained an absurd number of models\(^2\), just 1,000 would have sufficed to reject the claimed $\epsilon = 0.21$ with 99% confidence. This is something that could reasonably be done without much effort: because these MNIST models train at a rate of two a minute on a V100 GPU, this would take roughly 8 GPU hours to complete. We perform the additional experiments only to establish an upper bound $10 \times$ higher than has been “proven”, and to obtain a figure that looks nicer.

### 3.1 Implementation Details

The above attack defined (without motivation) both a poisoned sample $(x_p, y_p)$ and a membership inference attack $A$. Below we describe the (heuristic) strategy we used to choose these.

**Choosing the poisoned sample.** Our attack requires an example $(x_p, y_p)$ that we will insert into the MNIST training set. For simplicity, as mentioned above, we choose an image from the MNIST test set, mislabel it, and insert the mislabeled image into the training set. (Prior work has found using adversarial examples is even better. We found mislabeling to be sufficient.) To choose which MNIST test image we should use as a poisoned sample, we perform a preliminary experiment where we run our attack, with 1,000 models, for each the first 25 images in the MNIST test set. This amounts to training 26,000 models total (1,000 for each sample, and 1,000 with the original training set). We then select the image from this set where our attack achieves the largest $\epsilon$ lower bound. Following the backdoor sample intuition from [JUO20], we insert a checkerboard pattern in the corner of the image to hopefully make it more distinguishable and provide a larger $\epsilon$\(^3\). Note that, had this specific sample failed to refute privacy, differential privacy still makes a guarantee about all such samples, so the failure would not have confirmed the model’s privacy. In order to ensure statistical validity of our results, we throw away all models we train for this initial experiment and train new models from scratch for all other experiments.

\(^1\)https://github.com/uvm-plaid/backpropagation-clipping

\(^2\)In total we trained over 250,000 models on 8 V100 GPUs for 50 hours.

\(^3\)Note that our strategy to construct this poisoned sample has no theoretical justification, but is reasonable and simple to implement. Prior work on auditing has proposed strategies for audit sample selection [JUO20, NST+21] - we expect these samples would have performed similarly or better than ours, and future work may be able to design even stronger principled audit samples.
Choosing the threshold $\tau$. To get a successful membership inference attack, we need to identify the best possible loss threshold $\tau$, where examples with loss less than $\tau$ are predicted as members. As is done in prior work on auditing, we perform an initial run of auditing with the sole purpose of identifying the best threshold, which we will use to distinguish future models. We train 2,000 models with the Backpropagation Clipping algorithm; half of these models are trained on MNIST and the other half on MNIST using the best poisoned sample identified above. For each trained model, we then record the model’s loss $L(f, (x_p, y_p))$ on the example $(x_p, y_p)$. This gives us a distribution of loss values when we train on the poisoned sample, and when we do not. Using these samples, we sweep over all possible thresholds $\tau$ to identify which value gives the largest TPR/FPR ratio. We find the best value occurs at $\tau = 2.64$—this is visualized in Figure 1. After identifying this threshold, we discard the 1,000 models for this experiment again to ensure statistical validity.

4 Debugging The Privacy Leak

We have demonstrated that the implementation of Backpropagation Clipping does not provide the claimed level of differential privacy. We thus set out to understand what caused this discrepancy.

We found that the issue was an implementation error, where the sensitivity of each layer’s gradient was mistakenly reduced by a factor of the batch size $|B|$. As a result, the noise added to the gradients was also too small by a factor $|B|$. This error might appear to be a simple mistake in translating the paper’s algorithm to code. Yet, very similar mistakes have previously been made in other differential privacy implementations. (We are aware of two prior examples: [Par18] which was identified and fixed by the authors prior to peer-reviewed publication, and [Tra20] which is currently ongoing.) We thus describe this bug in more detail below, along with some suggestions on how to detect and mitigate similar bugs in the future.

Calibrating sensitivity to batch size. The implementation of Backpropagation Clipping uses the standard cross-entropy loss, which averages the losses of each example in a batch:

$$L(f, B) = \frac{1}{|B|} \sum_{(x,y) \in B} L(f, x, y)$$

Thus, the gradient of the batch loss is the average of per-example gradients in the batch:

$$\nabla_\theta L(f, B) = \frac{1}{|B|} \sum_{(x,y) \in B} \nabla_\theta L(f, x, y)$$

If each per-example gradient $\nabla_\theta L(f, x, y)$ was guaranteed to have norm bounded by $C_1 \cdot C_2$, then the sensitivity of the batch gradient would be $\frac{C_1^2 C_2^2}{|B|}$. This is exactly what is defined in the authors’ implementation. What then is wrong here?

The mistake comes from the assumption that it is the per-example gradient that is being clipped, i.e., $|\nabla_\theta L(f, x, y)| \leq C_1 \cdot C_2$, when it is actually the per-example gradient divided by the batch-size: $\frac{1}{|B|} |\nabla_\theta L(f, x, y)| \leq C_1 \cdot C_2$. Thus, the sensitivity of the batch gradient should be $C_1 \cdot C_2$, a factor $|B|$ larger than defined in the code.

To see this, each example’s error that is backpropagated through the network is scaled by the partial derivative:

$$\frac{\partial L(f, B)}{\partial L(f, x, y)} = \frac{1}{|B|}.$$  

The implementation ensures that the backpropagated error signal of each example is clipped to norm $C_2$ and not to norm $\frac{C_2}{|B|}$. The batch size is thus already implicitly accounted for in the Backpropagation Clipping, and should not appear in the sensitivity calculation as well.

Recommendations. A simple sanity check on the gradient sensitivity can be computed using the triangle inequality. If the sensitivity of the batch gradient $g$ is claimed to be $s$, and the batch size is $B$, then it must hold that $||g|| \leq |B| \cdot s$. We find that this test is violated in the original implementation (where $s = \frac{C_1 \cdot C_2}{|B|}$). If we instead define $s = C_1 \cdot C_2$, this sanity check passes (but the model utility is degraded significantly due to the larger noise addition).

We further recommend that papers that propose new differentially private algorithms provide formal algorithm descriptions that match their intended implementation as closely as possible. For example, if an algorithm clips certain quantities at a per-example level, it is useful for the formal description of the algorithm to make individual examples explicit (see [ACG+16] for an example).

5 Conclusion

Unlike other areas of secure or private machine learning where results are often empirical observations that appear true without formal justification (e.g., defenses to adversarial examples), the appeal of differential privacy is that it gives provably correct results. Unfortunately, as we have seen here, while producing correct proofs is a necessary prerequisite to training private machine learning models, it is important to also get all the subtleties right.

The other lesson from this is that future papers should follow the direction of backpropagation clipping [SND+22] and release code along with algorithms. The implementation provided by the authors faithfully reproduces every aspect of the paper and without this code, our analysis would have been significantly more complicated.

We encourage future work to use strong auditing techniques even when the results are provably correct.
References

[ACG+16] Martin Abadi, Andy Chu, Ian Goodfellow, H Brendan McMahan, Ilya Mironov, Kunal Talwar, and Li Zhang. Deep learning with differential privacy. In Proceedings of the 2016 ACM SIGSAC conference on computer and communications security, pages 308–318, 2016.

[CP34] Charles J Clopper and Egon S Pearson. The use of confidence or fiducial limits illustrated in the case of the binomial. Biometrika, 26(4):404–413, 1934.

[DR+14] Cynthia Dwork, Aaron Roth, et al. The algorithmic foundations of differential privacy. Found. Trends Theor. Comput. Sci., 9(3-4):211–407, 2014.

[JUO20] Matthew Jagielski, Jonathan Ullman, and Alina Oprea. Auditing differentially private machine learning: How private is private sgd? Advances in Neural Information Processing Systems, 33:22205–22216, 2020.

[KOV15] Peter Kairouz, Sewoong Oh, and Pramod Viswanath. The composition theorem for differential privacy. In International conference on machine learning, pages 1376–1385. PMLR, 2015.

[NST+21] Milad Nasr, Shuang Songi, Abhradeep Thakurta, Nicolas Papemoti, and Nicholas Carlin. Adversary instantiation: Lower bounds for differentially private machine learning. In 2021 IEEE Symposium on Security and Privacy (SP), pages 866–882. IEEE, 2021.

[Par18] 2018. Bug fix: https://github.com/mijungi/vips_code/commit/4e32042b66c960af618722a43c32f2dda2730c.

[SND+22] Timothy Stevens, Ivoline C Ngong, David Darais, Calvin Hirsch, David Slater, and Joseph P Near. Backpropagation clipping for deep learning with differential privacy. arXiv preprint arXiv:2202.05089, 2022.

[Tra20] Florian Tramer. Tensorflow privacy issue #153: Incorrect comparison between privacy amplification by iteration and DP-SGD. https://github.com/tensorflow/privacy/issues/153, 2020.