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Abstract

Stochastic simulation algorithms (SSAs) are widely used to numerically investigate the properties of stochastic, discrete-state models. The Gillespie Direct Method is the pre-eminent SSA, and is widely used to generate sample paths of so-called agent-based or individual-based models. However, the simplicity of the Gillespie Direct Method often renders it impractical where large-scale models are to be analysed in detail. In this work, we carefully modify the Gillespie Direct Method so that it uses a customised binary decision tree to trace out sample paths of the model of interest. We show that a decision tree can be constructed to exploit the specific features of the chosen model. Specifically, the events that underpin the model are placed in carefully-chosen leaves of the decision tree in order to minimise the work required to keep the tree up-to-date. The computational efficiencies that we realise can provide the apparatus necessary for the investigation of large-scale, discrete-state models that would otherwise be intractable. Two case studies are presented to demonstrate the efficiency of the method.

1 Introduction

In the life sciences, models are extensively used to understand and interrogate data, thereby playing an important part in furthering our understanding of a range of biological mechanisms [1, 2]. A multitude of stochastic modelling approaches have enjoyed widespread successes
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as interpretable models of real-world physical phenomena [3]. In this manuscript, we focus on discrete-state models that explicitly track each event that changes the model’s state. Discrete-state models take on many forms: by way of example, these include the biochemical reaction networks described by a Chemical Master Equation [1, 2, 3], and the agent- or individual-based models designed to undertake detailed epidemiological investigations [4, 5].

The dynamics of realistic, discrete-state models are often analytically intractable: specifically, it is typically impossible to obtain closed-form equations that probabilistically report even summary statistics of the system of interest [2, 3]. To make sense of the dynamics of a chosen model, it is often necessary to use Monte Carlo simulation to generate an ensemble of sample paths: the sample paths are realisations, or example time-series, of the model. Once the sample paths have been generated, summary statistics can be estimated to characterise the dynamics [6].

The Gillespie Direct Method (‘GDM’) is an event-driven algorithm that is widely used to generate sample paths of a chosen stochastic model. The GDM generates sample paths by sequentially sampling each event that takes place over a given time interval [6, 7, 8]. Many variations of the GDM have been implemented, and a range of software packages can be employed to produce sample paths [9, 10]. To ensure that the largest, most complex and physically-relevant models can be thoroughly investigated – that is, ensuring that parameter sweeps, model validation and verification studies can be carried out in sufficient detail – the GDM must be studied, refined and improved upon.

In this manuscript, we focus on one particular computational challenge encountered when using the GDM. Specifically, if there are $M$ classes of event that characterise the interactions (often described as reactions) within the model, then the standard GDM uses $O(M)$ computational steps to select each event that takes place [6]. Each event modifies the populations of the model: therefore, the reaction or interaction rates need to be updated, and this requires a further $O(M)$ computational steps. As explained in the previous paragraph, this computational complexity can preclude the in-depth analysis of large-scale models.

The GDM can be modified so that a binary decision tree is used to simulate each event [11]. With a decision tree, an average of $O(\log M)$ steps are required to generate each reaction or interaction, but if the decision tree is not carefully chosen, a significant number of computational steps will still be required as a consequence of the reaction or interaction rates needing to be updated.

As there is a remarkable degree of flexibility in the choice of the binary decision tree that is
used, we take the opportunity to design a bespoke binary decision tree that can be quickly updated after each interaction is simulated. We show that, with a judicial decision tree choice, sample paths can be generated with a substantially lower level of computational resources.

1.1 Outline

This manuscript is arranged as follows: in Section 2 we provide background material so that a discrete-state model is carefully defined. In Section 3 we develop a bespoke decision tree-based simulation algorithm. Our new algorithm is carefully tested, and the results are presented in Section 4. A discussion of the findings is presented in Section 5.

2 Background information

This section provides the background material that underpins the rest of the manuscript. We start by introducing notation, and then proceed to outline the Gillespie Direct Method and its derivatives.

2.1 Notation and conventions

A discrete-state model comprises individuals, each of a given ‘species’. The population of each species can change due to interactions that are often referred to as ‘reactions’. We provide a description of the terms ‘species’ and ‘reactions’ as follows:

Species. We use a vector $X(t)$ to denote the ‘state vector’ that records the populations comprising the model. There is considerable flexibility in how the vector $X(t)$ might be defined:

- if a model is spatially homogeneous, then the total population of each species can be tracked through time;
- if a model is spatially inhomogeneous, then the location of different individuals must be recorded. One approach involves discretising the region of interest into $K$ ‘patches’ or ‘compartments’ [12], which we enumerate as $1, 2, \ldots, K$. In this case, the patch population of each species in each patch is recorded.
Reactions. Any interaction, or change to the state vector, is as a result of a ‘reaction’. We index reactions as $1, 2, \ldots, M$. The propensity of a reaction specifies its average rate; it is common for the propensity to be calculated according to mass action kinetics [2]. In addition, each reaction is associated with a stoichiometric vector that indicates the net change to the state vector, $X$, after the reaction has ‘fired’.

We denote the propensity function of the $j$-th reaction as $a_j(X)$, and the stoichiometric vector as $\nu_j$. Thus, if the $j$-th reaction takes place, we update $X$ by setting

$$X \leftarrow X + \nu_j.$$  

Example. For an S-I-S compartment model [3], we use ‘$S_k$’ to denote a susceptible individual in patch $k$; for an infected individual in patch $k$, we write ‘$I_k$’. For a $K$-patch model the state vector, $X$, can be expressed as

$$X = [S_1, I_1, S_2, I_2, \ldots, S_K, I_K]^T.$$  

Infection takes place within a patch: infection of a susceptible individual in patch $k$ by contact with an infected individual (also within patch $k$) can be represented by the reaction

$$S_k + I_k \rightarrow 2 \cdot I_k,$$

whilst recovery of an infected individual can be represented as

$$I_k \rightarrow S_k.$$  

The former reaction reduces the $S_k$ population by one, and increases the $I_k$ population by one. The latter reaction has the reverse effect. For the former reaction, the propensity is proportional to $S_k \cdot I_k$, whilst for the latter reaction, the propensity is proportional to $I_k$. The constants of proportionality are known as rate constants and may be estimated from experimental data [2].

If individuals are able to move from one patch to another these movements are treated as reactions and can be represented as

$$I_k \rightarrow I_j, \quad S_k \rightarrow S_j,$$

for distinct patches $k$ and $j$. For the former reaction, the $I_k$ population reduces by one, and the
$I_j$ population increases by one. A similar result applies for the latter reaction. The propensity of the former reaction is proportional to $I_k$, whilst for the latter reaction, the propensity is proportional to $S_k$. The constants of proportionality can be calculated by referring to the diffusion coefficients.

### 2.2 Gillespie Direct Method

The GDM is a serial method in the sense that it generates sample paths of a model of interest by simulating individual reactions in the order in which they take place. A key benefit of this approach is that it can be implemented in a straightforward manner, as shown in Algorithm 1.

**Algorithm 1** Gillespie Direct Method.

**Require:** initial conditions, $X(0)$, and final time, $T$.

1: set $t ← 0$
2: loop
3: for each reaction $j = 1, \ldots, M$, calculate $a_j(X)$ and set $a_0(X) ← \sum_{j=1}^{M} a_j(X)$
4: sample $\Delta ← \text{Exp}(a_0)$
5: if $t + \Delta > T$ then
6: break
7: end if
8: choose the $m$-th reaction to fire: each reaction $j$ is chosen with probability $a_j/a_0$
9: set $X ← X + \nu_m$, and set $t ← t + \Delta$
10: end loop

At each iteration of the loop of Algorithm 1, the propensity (or average rate) of each reaction is calculated, and the propensities are summed together to give the total propensity (i.e. the average rate at which any reaction fires). Then:

- in line 4, an exponential variate is used simulate the time between successive reactions;
- in line 8, a specific reaction is chosen. The inverse transform method is a popular technique for choosing a specific reaction, and this method proceeds as follows. First, sample $u$ from a uniform random variate on $(0, 1)$. Then determine the index $k$, where $k$ satisfies

$$
\sum_{j=1}^{k-1} a_j(X) \leq u \cdot a_0(X) < \sum_{j=1}^{k} a_j(X).
$$

In practice, one can follow a ‘bottom-up’ search procedure: set $k ← 1$, and then increase $k$ until $\sum_{j=1}^{k} a_j(X) > u \cdot a_0(X)$. If the reactions are randomly ordered, then this search procedure requires an average of $M/2$ steps to complete.
2.3 Optimising the Gillespie Direct Method

We now present simulation methods that are variants of the GDM. Each variant that we highlight addresses specific deficiencies of Algorithm 1. We will use these improved simulation methods as inspiration for the new framework outlined in Section 3.

Optimised and Sorting Direct Methods. Cao et al. [13] describe the Optimised Direct Method. When compared with the GDM, the method is more computationally efficient for two principal reasons. Firstly, at each iteration of the GDM, all propensity values are recalculated, even though some of these values will remain the same. Instead Cao et al. [13] draw up a dependency graph to indicate which propensity values might need to be updated at each iteration of the algorithm. Those propensities that are unaffected by the chosen reaction are not recalculated. Secondly, the Optimised Direct Method uses a carefully-chosen ‘bottom-up’ inverse transform method used to select reactions. An average of \( \sum_{j=1}^{M} j \cdot a_j(X) / a_0(X) \) steps are required to generate each value of \( k \). If the propensities are sorted so that \( a_1 \geq a_2 \geq \cdots \geq a_M \) then the average number of steps required to generate \( k \) is minimised.

McCollum et al. [14] present an algorithm known as the Sorting Direct Method. This method takes into account the fact that reaction frequencies can change over the time-span of interest. McCollum et al. [14] dynamically reorder the reactions in a specified list that is used as part of the inverse transform method to select reactions. Every time a reaction is fired, it swaps places with the reaction above it in the list. The effect is that frequently-encountered reactions appear towards the top of the list, whilst rarely-seen reactions linger at the bottom.

Logarithmic Direct Method. If the frequencies of different reactions vary by orders of magnitude, then the above-mentioned methods can significantly accelerate stochastic simulation. However, if all reactions occur with similar frequencies, then the methods provide only limited benefits. Moreover, the computational complexity of the method for choosing the reaction to fire remains \( \mathcal{O}(M) \). In a technical report, Li and Petzold [11] point out that propensity values are repeatedly summed – first, to calculate the total propensity, \( a_0(X) \), and second, as part of the inverse transform method. Li and Petzold [11] therefore propose the following strategy: instead of storing the propensities, store the cumulative sum of the first \( j \) (for \( j = 1, \ldots, M \)) propensities, \( b_1, \ldots, b_M \), where \( b_j \equiv \sum_{j=1}^{j} a_j(X) \) (with \( b_0 \equiv 0 \); equivalently, set \( b_j \equiv b_{j-1} + a_j(X) \)). Then, a reaction \( k \) is fired by performing a binary search to determine the value of \( k \) such that

\[
b_{k-1} < u \cdot b_M < b_k.
\]
The computational complexity of the search depth of this method is $O(\log(M))$; however, $O(M)$ steps are still required to generate $b_1, \ldots, b_M$.

**Recycling random numbers.** The unmodified GDM uses two random numbers during each iteration: one random number to determine the time spanned by that step, and a second random number as part of the inverse transform method to choose a reaction. Yates and Klingbeil [15] noted that sample paths can be generated by using only one random number at each step. They show that if a $(0, 1)$-uniform random variate, $u$, is sampled and the inverse transform method is used to sample a reaction $k$, then $v$, defined as

$$v = \begin{cases} 
  u \cdot a_0(X), & k = 1, \\
  u \cdot a_0(X) - \sum_{i=1}^{k-1} a_i(X), & k > 1,
\end{cases}$$

is a $(0, 1)$-uniform random variate that is independent of $k$. The random variate $v$ can be used to generate the waiting time until the next reaction, $\Delta$, as

$$\Delta \equiv \frac{\log(1/v)}{a_0(X)}.$$  

We are now in a position to set out a general approach to efficiently simulating a large-scale stochastic model in more detail.

## 3 Methods and developments

In this section, we present a new, integrative method for generating sample paths of the models specified in Section 2.1. Building on the GDM, we efficiently simulate reactions with a binary decision tree. We demonstrate that a well-chosen decision tree can lead to substantial computational savings, and we provide a heuristic method for choosing such decision trees.

### 3.1 Binary decision tree

The implementation of the GDM described in Section 2.2 employed the inverse-transform method to fire (i.e. sample) reactions. Taking into account the Logarithmic Direct Method outlined in Section 2.3, we now detail how a binary decision tree can be used to fire reactions efficiently. We start with a definition:
Binary tree. Whilst more formal definitions are possible, a binary tree, $D$, comprises a set of nodes that are joined together by edges, subject to the following:

- a node is classified as a ‘leaf’ or ‘non-leaf’;
- a ‘non-leaf’ is the ‘parent-node’ to precisely two ‘child-nodes’: a left-child, and a right-child;
- a ‘leaf’ node has no children;
- there is exactly one node which has no ‘parent-node’: this is the ‘root’ of the tree.

An edge connects two nodes if there is a parent-child relationship between them; an example of a binary tree is shown in Figure 1. We will assign a weight $\omega$ to each node $\alpha$. The descendants of a node include the child-nodes, the child-nodes of the child-nodes, and so on.

\[
\begin{align*}
\omega_5 &= \omega_3 + \omega_4 \\
\omega_4 &= \omega_1 + \omega_2 \\
\omega_3 &= \omega_1 \\
\omega_2 &= \omega_2
\end{align*}
\]

Figure 1: An example of a binary tree. On the left-hand side, the ‘leaf’ nodes are shown in an olive colour, whilst the ‘non-leaf’ nodes are shown in blue. The weights of the nodes are shown on the right-hand side.

Binary trees as a decision tool. We use a binary tree to simulate reactions as follows. We represent each reaction, $j = 1, \ldots, M$, as a leaf node in the binary tree $D$, with weight $\omega = a_j(X)$. We then generate non-leaf nodes to join the tree up. The weight of each non-leaf node is given by the sum of the weights of its child-nodes. In particular, this means the weight of a node is equal to the total propensity of all of the leaves that are its descendants. The weight of the root node is therefore equal to the sum of all the propensities (i.e. the total propensity, $a_0(X)$).

This means that a reaction can be chosen by following a recursive procedure: start from the root, and select the left-child with probability $\omega_{\text{left}}/(\omega_{\text{left}} + \omega_{\text{right}})$ (where $\omega_{\text{left}}$ and $\omega_{\text{right}}$ refer to the respective weights of the child-nodes). Otherwise, select the right node. We are thereby comparing the total propensity associated with the descendants of the left-child with that of the right-child so as to decide which branch of the tree to explore further. Now consider the
children of the node just selected (i.e., the ‘grand-children’ of the root node): select the left (grand-) child with probability $\omega_{\text{left}}' / (\omega_{\text{left}}' + \omega_{\text{right}}')$, otherwise select the right (grand-) child. Recursively repeat until a leaf is selected. The reaction associated with this leaf is fired.

We illustrate further with an example.

**Example.** Consider an S-E-I-R compartment model [5]. In this model, a susceptible individual (state ‘S’), is exposed to a disease (state ‘E’) after coming into contact with an infectious (state ‘I’) individual. After a random period of time, exposed individuals become infectious, and infectious individuals are removed (state ‘R’) from the system (either through recovery or death).

The reactions that govern this model are detailed on the left of Figure 2. On the right, a binary decision tree is shown. The reactions are represented by leaves $\alpha = 1, 2, 3$. The other nodes (created to connect the tree) are represented by $\alpha = 4, 5$. The weights of $\alpha = 1, 2$ and $3$, $\omega_1, \omega_2$ and $\omega_3$, are given by the propensities of their respective reactions: $\theta_1 \cdot S \cdot I$, $\theta_2 \cdot E$, and $\theta_3 \cdot I$, respectively. The weight of $\alpha = 4$ is $\omega_4 = \omega_1 + \omega_2$, and the weight of $\alpha = 5$ is $\omega_5 = \omega_4 + \omega_3$. $\alpha = 5$ is the root.

![Decision tree diagram](image)

Figure 2: The reactions of an S-E-I-R model are shown on the left, and a corresponding binary decision tree is shown on the right. The index of each node is shown, together with its weight in brackets. Further details are contained within the main text.

Having described how one might modify the GDM to make use of a binary decision tree, we now use Section 3.2 to provide pseudo-code of our simulation algorithm. In Section 3.3, we explain how the tree $D$ can be chosen to ensure computational efficiency.
3.2 A reformulated Gillespie Direct Method

A redesigned GDM is presented as Algorithm 2. Algorithm 2 will use a binary decision tree to fire reactions. In turn, Algorithm 2 relies on three sub-routines: Algorithm 2a is used for the initial parametrisation of the decision tree, Algorithm 2b is directly responsible for firing reactions, and Algorithm 2c ensures the tree remains up-to-date. Note that Algorithm 2a runs once: thereafter, we alternate between Algorithms 2b and 2c. We first discuss Algorithms 2b and 2c:

**Firing reactions.** In Section 3.1 we explained that, by starting at the root of the tree $D$, and repeatedly choosing either the left or right child-node, eventually a leaf is reached. The reaction associated with this leaf is fired. At each step of Algorithm 2b, the total propensity associated with all reactions descending the left- and the right-child-nodes are compared. The left-child is selected with probability $\frac{\omega_{\text{left}}}{\omega_{\text{left}} + \omega_{\text{right}}}$. A $(0, 1)$-uniform random variate, $u$, is generated. Then, $u \leq \frac{\omega_{\text{left}}}{\omega_{\text{left}} + \omega_{\text{right}}} \Rightarrow \text{go left,} \quad u > \frac{\omega_{\text{left}}}{\omega_{\text{left}} + \omega_{\text{right}}} \Rightarrow \text{go right.}$

This procedure can be repeated, using a new random number at each step, until a leaf (i.e. a reaction) is reached.

The algorithm is more efficient if the random numbers are recycled. To do this, let the random number used at step $i$ be $u_i$. Then we let $u_{i+1}$, the random number to be used at the next step, be chosen as

picked left $\Rightarrow u_{i+1} \equiv \frac{u_i \cdot \left(\omega_{\text{left}} + \omega_{\text{right}}\right)}{\omega_{\text{left}}}$, \quad picked right $\Rightarrow u_{i+1} \equiv \frac{u_i \cdot \left(\omega_{\text{left}} + \omega_{\text{right}}\right) - \omega_{\text{left}}}{\omega_{\text{right}}}$.

Clearly, $u_i$ and $u_{i+1}$ depend on each other. However, if we left $d_i \in \{\ell, r\}$ indicate the choice of picking the left- or right-child at step $i$, then the decision $d_{i+1}$ is independent of decision $d_i$:

$$
\mathbb{P}[d_{i+1}, d_i] = \int \mathbb{P}[d_{i+1}, d_i | u_{i+1}] \, d\mathbb{P}[u_{i+1}] = \int \mathbb{P}[d_{i+1} | d_i, u_{i+1}] \cdot \mathbb{P}[d_i | u_{i+1}] \, d\mathbb{P}[u_{i+1}] = \int \mathbb{P}[d_{i+1} | u_{i+1}] \cdot \mathbb{P}[d_i] \, d\mathbb{P}[u_{i+1}] = \mathbb{P}[d_{i+1}] \cdot \mathbb{P}[d_i].
$$

If, instead of working with $(0, 1)$-uniform random variates we use $v \sim (0, \omega_{\text{left}} + \omega_{\text{right}})$-uniform
random variates, then we explore $D$ as follows:

\[ v \leq \omega_{\text{left}} \implies \text{go left}, \quad v > \omega_{\text{left}} \implies \text{go right}. \]

Random numbers can be recycled, and we can take $v$ as

\[ \text{picked left} \implies v_{i+1} \equiv v_i, \quad \text{picked right} \implies v_{i+1} \equiv v_i - \omega_{\text{left}}. \]

Algorithm 2b implements this method.

**Updating the tree.** After a reaction $j$ has fired, the population numbers change, and it could be necessary for some reaction propensities to be updated. For each reaction, $j$, a list of propensities that need to be recalculated can be drawn up a priori as

\[ K_j = \{ k : \text{at least one of the reactants of reaction } k \text{ is changed by reaction } j \}. \]

After a reaction $j$ has fired, all the leaf nodes of $D$ that are included in the list $K_j$ need their weights updated. In addition, as the weight of each non-leaf node is given by the sum of the weights of its child-nodes, a number of other nodes will need their weights recalculated. We write $\Lambda_j$ as the list of all nodes that need their weights recalculated. Algorithm 2c updates the tree. Figure 3 (which is contained within the next section) provides a diagrammatical representation of this update procedure.

### 3.3 Constructing binary trees

We have thus established how a binary decision tree can be used to sample the reactions of a discrete-state stochastic model. We now consider what a highly efficient binary decision tree might look like. Once such a decision tree is decided upon, Algorithm 2 (which, in turn, calls Algorithms 2b and 2c) will be utilised to generate sample paths of the model.

In Section 3.2 we outlined the two major components of the computational cost of using a modified GDM: firstly, Algorithm 2b is used to sample each reaction by exploring the decision tree, and, secondly, Algorithm 2c updates the decision tree as required. It is possible to directly optimise the performance of Algorithm 2b by using the Huffman coding algorithm. The Huffman algorithm is widely used in the field of communication theory, and places nodes with high firing probabilities close to the root, whilst placing nodes that fire rarely far from the root [16]. The effect of the Huffman algorithm is to minimise the number of steps required to sample a
Algorithm 2 Efficient Gillespie Direct Method.

Require: initial conditions, $X(0)$, decision tree, $D$, and final time, $T$.

1: set $t \leftarrow 0$
2: for each reaction $j = 1, \ldots, M$, calculate propensity $a_j(X)$
3: populate tree $D$: use Algorithm 2a
4: loop
5: sample $\Delta \leftarrow \text{Exp}(\omega_{\text{root}})$
6: if $t + \Delta > T$ then
7: break
8: end if
9: choose the $k$-th reaction to fire: use Algorithm 2b
10: set $X \leftarrow X + \nu_k$, and set $t \leftarrow t + \Delta$
11: update tree $D$ as per Algorithm 2c.
12: end loop

Algorithm 2a Sub-method to populate decision tree with weights.

Require: Tree $D$

1: for each node $\alpha \in D$ do, ordered by decreasing distance from root
2: if $\alpha$ is a leaf then, set weight $\omega_\alpha \leftarrow a_j(X)$
3: else set weight $\omega_\alpha \leftarrow \omega_{\text{left}} + \omega_{\text{right}}$
4: end if
5: end for

Algorithm 2b Sub-method to search for a reaction to fire. This algorithm is recursive, so a procedure is used to start.

Require: Binary Tree, $D$, and $r \sim U(0, \omega_{\text{root}})$.

1: procedure SELECT REACTION
2: return DECIDE($\alpha_{\text{root}}, r$)
3: end procedure

Require: node, $\alpha$, with weight $\omega_\alpha$; left-child-node $\alpha_{\text{left}}$ with weight $\omega_{\text{left}}$; right-child-node $\alpha_{\text{right}}$

1: function DECIDE($\alpha, r$):
2: if $\alpha$ is a leaf then return $\alpha$
3: else
4: if $w_{\text{left}} > r$ then return DECIDE($\alpha_{\text{left}}, r$)
5: else return DECIDE($\alpha_{\text{right}}, u - \omega_{\text{left}}$)
6: end if
7: end if
8: end function

Algorithm 2c Sub-method that updates decision tree with new weights, as required.

Require: Tree $D$, and reaction $j$

1: for each node $\alpha \in \Lambda_j$ do, ordered by decreasing distance from root
2: if $\alpha$ is a leaf then, set $\omega_\alpha \leftarrow a_j(X)$
3: else set $\omega_\alpha \leftarrow \omega_{\text{left}} + \omega_{\text{right}}$
4: end if
5: end for
reaction, but it neglects the cost of updating the decision tree.

For a large class of event-based stochastic modelling problems, it is important to prioritise the task of minimising the cost of updating the decision tree. When a reaction is sampled, we traverse a single path from the root of the tree to a node. When the tree is updated, we traverse multiple paths from the leaves associated with reactions with new propensity values, up to the root. Following the notation of Section 3.2, if reaction \( j \) fires, then \( \|K_j\| \) propensities need to be recalculated, which means, potentially, \( \|K_j\| \) paths to follow. Whilst each model has its own structure, for a model comprising many connected, interacting individuals, \( \|K_j\| \) might typically be larger than one, so that the cost of updating the decision tree could dominate the cost of searching the tree.

We seek to design a decision tree so that steps in the tree update process specified by Algorithm 2c can be shared. For example, if the \( j \)-th reaction fires, and this results in an update to the propensities of reactions \( k \) and \( \ell \), then, if the leaves representing reactions \( k \) and \( \ell \) are siblings, the updates to the non-leaf nodes between \( k \) and \( \ell \), and the root, can be shared. This will reduce the computational cost of updating the tree. Further, if the leaves representing \( k \) and \( \ell \) are ‘cousins’, then all but one of the updates to the non-leaf nodes between \( k \) and \( \ell \), and the root, can be shared. In order to focus on such computational improvements, at this stage, we will restrict attention to balanced trees, which means that the distance from the root to different leaves differs by at most one. We illustrate the benefits of our proposed improvements with an example.

**Example.** We consider two decision trees that are shown in Figure 3. In this example, leaves with a path distance of two between them share parent-, grand-parent- and root- nodes. Leaves with a path distance of four between them share a grand-parent and the root node, whilst leaves with a path distance of six share only the root.

Suppose the \( j \)-th reaction fires, resulting in an update to the propensities of reactions 1 and 2. Thus, the weights of nodes \( \alpha = 1 \) and \( \alpha = 2 \) are recalculated.

Recursively, all nodes on the path from \( \alpha = 1 \) or \( \alpha = 2 \) to the root need to be recalculated. If \( \alpha = 1 \) and \( \alpha = 2 \) are siblings, then there are three non-leaf nodes that need their weights recalculated: the diagram on the left shows that \( \alpha = 3, \alpha = 5 \) and \( \alpha = 7 \) all need to be updated. By contrast, if \( \alpha = 1 \) and \( \alpha = 2 \) are not siblings, then more internal nodes require weight recalculation: the decision tree on the right shows that \( \alpha = 3, \alpha = 4, \alpha = 5, \alpha = 6 \) and \( \alpha = 7 \) need their weights recalculated.
Figure 3: Two decision trees of a stochastic model comprising eight reactions are shown. If the weights of nodes $\alpha = 1$ and $\alpha = 2$ need to be recalculated, additional updates are required, and the respective values of $\alpha$ are indicated on the respective decision trees. Dots indicate the nodes that do not need to be updated. The tree on the left-hand side can be updated more efficiently than the tree on the right-hand side. Further details are contained within the main text.

The method for building a decision tree comprises the following two key steps:

1. generate an *interactivity graph*, with nodes representing reactions and edge weights indicating a score that captures the frequency with which pairs of reaction propensities are simultaneously updated;

2. construct a decision tree with reference to the interactivity graph, so that Algorithm 2c can carry its task out with only limited computational resources.

**Generating an interactivity graph.** The interactivity graph $G(V,E)$ is constructed as follows. Each reaction is represented as a node. Each pair of nodes (i.e. reactions) $(i,j)$ is connected by a weighted edge; the weight of this edge indicates the frequency of simultaneous updates to the propensities of this pair of reactions.

The frequency of simultaneous updates to reaction propensities is not generally known *a priori*, and must be estimated. A very small number of survey sample paths are generated to provide this estimate. Let $\omega_k$ indicate the total number of times reaction $k$ has fired (taken over the survey sample paths). Then, the edge weight connecting nodes $i$ and $j$ is given by

$$E(i,j) = \sum_k \omega_k \cdot \mathbb{1}\{R_k \text{ updates } a_i\} \cdot \mathbb{1}\{R_k \text{ updates } a_j\},$$

where the sum is taken over all reactions of the model. Alternatively, edge weights can be
provided by an unweighted sum:

\[ E(i, j) = \sum_k \mathbb{I}\{R_k \text{ updates } a_i\} \cdot \mathbb{I}\{R_k \text{ updates } a_j\}. \]

The unweighted sum proceeds as if all reactions have roughly equal propensities, and has the benefit of not requiring the generation of survey simulations to calibrate the algorithm.

**Example.** Returning to the example of an S-E-I-R model [5] (see Section 3.1), on the left of Figure 4 three reactions are indicated. On the right of this figure, the interactivity graph is shown: each node is associated with the indicated reaction, and the edge weights are indicated.

\[
\begin{align*}
\alpha = 1 & : \quad S + I \xrightarrow{\theta_1} E + I \\
\alpha = 2 & : \quad E \xrightarrow{\theta_2} I \\
\alpha = 3 & : \quad I \xrightarrow{\theta_3} R
\end{align*}
\]

Figure 4: The reactions of an S-E-I-R model are shown on the left, and a corresponding interactivity graph is shown on the right. Further details are contained within the main text.

**Constructing a decision tree.** Having restricted ourselves to a balanced decision tree, for a total of \(M\) reactions, the number of functionally distinct decision trees is of the order of \(O(M! / 2^{M-1})\), which means that exhaustively searching for a decision tree is generally not feasible. Therefore, our method of constructing a binary decision tree is, by necessity, heuristic. The procedure starts by algorithmically bisecting the interactivity graph, placing each node in either the ‘left-’ or the ‘right-’ set, with this bisection chosen to minimise the edge cut, that is, to achieve

\[
\min \sum_{i \in \text{left}} \sum_{j \in \text{right}} E(i, j),
\]

where \(E(i, j)\) is the weight of the edge between \(i\) and \(j\), subject to the left- and right-sets having the same size (or, if necessary, differing by one node). This means that, on the whole, where reactions \(i\) and \(j\) frequently have their propensities updated together, they are both in the same set.

This partition generates the first decision of the decision tree: from the root, the left-child represents all reactions assigned to the left-set, whilst the right-child represents all reactions assigned to the right-set. The procedure is then recursively repeated inside the left-set and the
right-set, until the sets can no longer be bisected. To illustrate we consider an example.

**Example.** We consider a model comprising eight reactions. An interactivity graph is generated. Then, the eight reactions are bisected into two sets of size four. Each set of size four is bisected again. On the left of Figure 5, the red boxes indicate the two sets after the first bisection; the blue boxes indicate the second-level bisections (and the third-level bisections are trivial). The resultant binary decision tree is shown on the right of Figure 5. Note that the designation of left- and right-set is arbitrary and does not change the graph.

![Figure 5: The left side indicates how an interactivity graph is repeatedly bisected. The right side shows the resultant decision generated by the algorithm. Further details are contained within the main text.](image)

Finally, we need to specify the heuristic graph partitioning algorithm that we wish to use. The algorithm will need to, at each level, bisect the nodes whilst minimising the resultant edge cut. A wide range of algorithms would be suitable, but we will use the ubiquitous Kernighan-Lin algorithm [17]; the method is detailed in Algorithm 3.

We are now in a position to commence numerical investigations into the new simulation method.

### 4 Numerical investigations

In this section, we present two case studies that demonstrate the efficiency of the refined simulation algorithm. The first case study is concerned with the diffusion of a single species on a patch network. The second case study models the spread of a disease between communities.

The numerical performance of different simulation algorithms is compared by referring to the number of reactions fired per second of CPU time. We will compare the performance of a bespoke decision tree (BDT) chosen by the method described in Section 3 with the performance
of a random decision tree (RDT). The RDT will be binary and balanced. A discussion of the results follows in Section 5. All the sample paths were generated on an Intel Core i5 CPU rated at 2.5 GHz.

4.1 Diffusion on a contact network

In this first case study, we consider the diffusion of a single species, $X$. The species inhabits a domain comprising $K$ patches, and individual members of the species can move from one patch to another patch only if the patches are connected.

Clearly, the relative computational performance of competing simulation algorithms will depend on the ‘contact network’ that defines which patches are connected to each other. Suppose each patch of the model is associated with a node in the contact network. If it is possible to move from one patch to another in the model, there is to be an edge between the associated nodes of the contact network. We will generate the interaction network by following two widely-used frameworks: the Erdős-Rényi [18] and Barabási-Albert [19] models. Each framework is now introduced.

The Erdős-Rényi model. An Erdős-Rényi (ER) model on $K$ nodes [18] is constructed by

---

**Algorithm 3** Kernighan-Lin graph bisection algorithm [17].

**Require:** interactivity graph, $G(V, E)$

1: randomly partition $V$ into disjoint sets $A$ and $B$ such that $|A| - |B| \leq 1$

2: repeat

3: compute $D_v$ for all $v \in V$ as

$$D_v = \sum_{v' \in B} E(v, v') - \sum_{v' \in A} E(v, v')$$

4: let $g_v$, $a_v$, and $b_v$ be empty lists

5: for $n = 1, \ldots, [|V|/2]$ do

6: find $a \in A$ and $b \in B$, such that $g = D_a + D_b - 2 \cdot E(a, b)$ is maximal

7: remove $a$ and $b$ from further consideration in this pass

8: add $g$ to $g_v$, $a$ to $a_v$, and $b$ to $b_v$

9: update $D_v$ for $A \leftarrow A \setminus a$, and $B \leftarrow B \setminus b$

10: end for

11: find $k$ which maximises $g_{max}$, the sum of $g_v[1], \ldots, g_v[k]$

12: if $g_{max} > 0$ then

13: exchange $a_v[1], a_v[2], \ldots, a_v[k]$ with $b_v[1], b_v[2], \ldots, b_v[k]$

14: end if

15: until $g_{max} \leq 0$

16: return $G(V,E)$

---
connecting nodes randomly. Each out of the possible edges is included with constant probability \( p \); different edges are independently included.

**The Barabási-Albert model.** The Barabási-Albert (BA) model is a widely-used example of a scale-free interaction network that generates a random graph on \( K \) nodes, and is in widespread use as a modelling tool. For example, the BA model has been used to describe hyperlinks between web-pages of the internet [19]. The BA model uses preferential attachment, which means that, as new nodes are added to a graph, they are more likely to be connected to existing nodes with more edges radiating from them. Barabási and Albert [19] describe their model as follows:

“Starting with a small number \( (m_0) \) vertices [nodes], at every time step we add a new vertex with \( m(\leq m_0) \) edges that link the new vertex to \( m \) different vertices already present in the system. To incorporate preferential attachment, we assume that the probability \( \Pi \) that a new vertex will be connected to a vertex \( i \) depends on the connectivity \( k_i \) of that vertex, so that \( \Pi(k_i) = k_i / \sum j k_j. \)”

In order to model the movement of a species, \( X \), over \( K \) patches, we fix \( K = 50 \). To robustly compare competing simulation algorithms, we must first generate different contact networks, and then compare the performance of the competing algorithms on each of the contact networks.

We start with the ER model. First, we set \( p \in \{1/10, 3/10, 5/10, 7/10, 9/10\} \): larger values of \( p \) result in a higher proportion of patches being in contact with other patches. Then, for each value of \( p \), five different stochastic models are generated, each having its own contact network. Thus, there are 25 models in total. For each of the 25 models, we proceed to:

- construct a BDT tree according to Section 3;
- construct 100 RDTs by randomly assigning reactions to leaves of the tree.

We then compare the performance of the simulation algorithm with a carefully-chosen BDT against a reference distribution of RDTs.

In Table 1 and Figure 3, we compare the computational performance of a BDT generated as described in Section 3 against the performance of random RDTs. For each of the aforementioned choices of \( p \), and for each of the five randomly-generated ER contact networks, we generate a BDT. We then generate 100 RDTs. The decision trees are then used to simulate sample
Table 1: The computational performance of a BDT is compared with the performance of RDTs. This table shows the average number of reactions fired per CPU-second when movement on a contact-network based on an ER model is simulated. The averages are calculated for each choice of the parameter $p$ of the ER model. The BDT is significantly more efficient, especially for densely connected patch networks.

| Configuration          | $p = 1/10$ | $p = 3/10$ | $p = 5/10$ | $p = 7/10$ | $p = 9/10$ |
|------------------------|------------|------------|------------|------------|------------|
| Bespoke tree ($s^{-1}$) | 7.20 $\cdot$ 10^6 | 5.28 $\cdot$ 10^6 | 4.42 $\cdot$ 10^6 | 3.78 $\cdot$ 10^6 | 3.23 $\cdot$ 10^6 |
| Random tree ($s^{-1}$)  | 6.13 $\cdot$ 10^6 | 3.71 $\cdot$ 10^6 | 1.91 $\cdot$ 10^6 | 1.03 $\cdot$ 10^6 | 0.75 $\cdot$ 10^6 |
| Speed-up (%)           | 17         | 42         | 132        | 266        | 330        |

paths; we determine the number of reactions simulated by each algorithm per CPU-second. The summary provided by Table 1 shows that a BDT typically outperforms an RDT, with the BDT being able to simulate between 17% and 330% more reactions per CPU-second (with the speed-up factor depending on the value of $p$). Figure 7 provides more detail: for each different contact network, the CPU performance of each of the 100 RDTs is represented as a histogram, and the performance of the BDT is superimposed. In particular, Figure 7 demonstrates that the BDT consistently outperforms RDTs. The improvements introduced with a BDT are more apparent for larger values of $p$: we return to this point in the discussion (Section 5).

We now proceed to consider the BA model. As before, a range of interaction graphs is generated by sweeping through different choices of $m$: we take $m \in \{1, 2, 4, 8, 16\}$, and $m_0 = m$. For each choice of $m$, we generate five random interaction graphs as a basis for comparing the BDT with a range of RDTs. In Table 2, the computational performance of the different decision trees is compared. Table 2 shows that, based on the test data, a BDT is, on average, between 7% and 114% more efficient than an RDT. The efficiencies are more apparent when $m$ is large: indeed, this corresponds with a greater number of patches being in contact with each other.

Further details are provided in Figure 7. We point out that Figure 7 illustrates that when very few edges are present in the contact network the performance of the BDT is not dissimilar to the typical performance of an RDT. Where there are few edges in the contact network the interactivity graph is sparse and there are only limited opportunities to simultaneously update the weights of the nodes of the decision tree. As such, only limited computational savings over an RDT are possible.
| Configuration       | m = 1 | m = 2 | m = 4 | m = 8 | m = 16 |
|---------------------|-------|-------|-------|-------|--------|
| Edges present (%)   | 4     | 8     | 15    | 27    | 44     |
| Bespoke tree (s⁻¹)  | 7.96 · 10⁶ | 7.31 · 10⁶ | 6.42 · 10⁶ | 5.32 · 10⁶ | 4.51 · 10⁶ |
| Random tree (s⁻¹)   | 7.47 · 10⁶ | 6.27 · 10⁶ | 4.93 · 10⁶ | 3.70 · 10⁶ | 2.11 · 10⁶ |
| Speed-up (%)        | 7     | 17    | 30    | 44    | 114    |

Table 2: The computational performance of a BDT is compared with the performance of RDTs. This table shows the average number of reactions fired per CPU-second when movement on a contact-network based on an BA model is simulated. The averages are calculated for each choice of the parameter $m$ of the BA model, and the proportion of edges present in the contact network is also shown. The BDT is generally more efficient, especially for densely connected patch networks.

4.2 Disease spread on a contact network

In this second case study, a spatially inhomogeneous S-I-S compartment model is investigated [5]. Individuals within this model are either susceptible (state ‘S’) or infected (state ‘I’) with a disease, and the patch that contains the individual is recorded. An infection of a susceptible individual in patch $k$ can occur due to either a local or a long-range infection. A local infection is represented as the reaction

$$S_k + I_k \xrightarrow{\theta_1} 2 \cdot I_k.$$

A contact network specifies how long-range infections take place: where patches $k$ and $\ell$ are in contact, a long-range infection is represented as

$$S_k + I_\ell \xrightarrow{\theta_2} I_k + I_\ell \quad \text{(for } k \neq \ell)\).$$

The recovery of an infected individual can be represented as

$$I_k \xrightarrow{\theta_3} S_k.$$

We take $(\theta_1, \theta_2, \theta_3)$ as $(1, 10^{-2}, 10^2)$, and, inside each of the $K = 50$ patches, initially there are 10 infected and 90 susceptible individuals. Contact networks, that indicate which long-range infections are possible, are generated with the ER method with the parameter $p$ set as $p \in \{1/10, 3/10, 5/10, 7/10, 9/10\}$. Then for each value of $p$ five different stochastic models are generated, each having its own contact network.
As before, we compare the performance of a BDT generated as described in Section 3 against a reference distribution of RDTs. In Table 3, the computational performance of the different decision trees is compared. Table 3 shows that, based on the test data, a BDT is, on average, between 15% and 78% more efficient than an RDT. Further information is contained in Figure 8. As with the case study presented in Section 4.1 when \( p \) is small, very few edges are present in the model, and in these cases, Figure 8 confirms that the performance of the BDT is not dissimilar to the typical performance of an RDT.

| Configuration   | \( p = 1/10 \) | \( p = 3/10 \) | \( p = 5/10 \) | \( p = 7/10 \) | \( p = 9/10 \) |
|-----------------|---------------|---------------|---------------|---------------|---------------|
| Bespoke tree \( (s^{-1}) \) | 7.78 \times 10^6 | 5.38 \times 10^6 | 3.90 \times 10^6 | 2.61 \times 10^6 | 1.95 \times 10^6 |
| Random tree \( (s^{-1}) \)  | 6.78 \times 10^6 | 3.92 \times 10^6 | 2.41 \times 10^6 | 1.55 \times 10^6 | 1.09 \times 10^6 |
| Speed-up (%)     | 15            | 37            | 62            | 69            | 78            |

Table 3: The computational performance of a BDT is compared with the performance of RDTs. This table shows the average number of reactions fired per CPU-second where the long-range interactions of an S-I-S model are determined with an ER-modelled contact network. The averages are calculated for each choice of the parameter \( p \) of the ER model. The BDT is generally more efficient.

5 Discussion

Agent-based models of complicated real-world phenomena would serve no useful purpose if it were impossible to characterise the resultant models’ dynamics. As such, the design and development of efficient stochastic simulation algorithms play a pivotal role in underpinning the work of the modelling community. In this work, we present a technique for designing simulation algorithms that exploit the specific dynamics of the stochastic, discrete-state model of interest. We then proceeded to evaluate the computational performance with a number of case studies.

In this final section, we discuss the conclusions under three headings: firstly, we explain how a highly efficient simulation algorithm facilitates the use of more complicated and realistic discrete-state models as a modelling tool. Secondly, we explain how these conclusions will inevitably lead to the development of parallelised simulation algorithms for event-based models. Thirdly, we present our view of the direction future research is likely to take. We then conclude with an outlook.

Modelling implications. By using a carefully-chosen binary decision tree to fire reactions in
a simulation algorithm, we allow more sample paths to be generated for a given level of computational resources. An immediate benefit is the ability for a researcher to conduct parameter sweeps of a chosen model in more detail, thereby being in a stronger position to characterise the model dynamics. A more subtle benefit lies in the ability to describe more complicated models, since our BDTs make it feasible to include many, long-range interactions as part of the model, even if these interactions only occur infrequently.

Section 4 demonstrates that, for a fixed number of species and patches, this algorithm is particularly suited for use with models with a relatively high number of reactions. In particular, in Section 4.1 we studied the movement of individuals on Erdős-Rényi contact graphs. Figure 9 shows that, as the number of patch-to-patch contacts increases, the number of reactions per CPU-second of both a BDT- and an RDT-based simulation algorithm decreases. However, the performance of a bespoke algorithm is significantly less affected.

**Parallel simulation algorithms.** Whilst a parallelised implementation of a simulation algorithm will not reduce the CPU-seconds required for each sample path, by using more resources simultaneously, model statistics can be available sooner to an end-user. For simple discrete-state models, sample paths can be simultaneously generated through a trivial parallelisation: for each CPU core, a new thread, endowed with a different random number seed, is spawned and the simulation completed. Where a model comprises a very large number of interacting species, it might be necessary for the system to be partitioned, with different components of the system assigned to different CPU cores for simulation. Where a cross-partition interaction is to take place, the different CPU threads will need to be synchronised. In our view, the development of an interactivity graph represents an important advance in transforming stochastic simulation into a parallelised endeavour.

**Future work.** Additional work that builds on our bespoke simulation strategy is likely to take on three forms. Firstly, by relaxing the constraints we have imposed on the decision tree, namely, that it is both balanced and binary, further computational improvements might be possible. Secondly, inline updating of the decision tree, that is, a continuous refinement of the decision tree structure as sample paths are generated might also be possible. Thirdly, alternative approaches for generating decision trees, such as the use of a genetic algorithm, might also yield promising results.
5.1 Outlook

In this work, we demonstrated that a binary decision tree provides an effective means of sampling reactions of a discrete-state stochastic model. Careful choice of the decision tree provides significant computational improvements over a random selection of a decision tree. Whilst the benefits of the new method are most noticeable in a stochastic model comprising a relatively high number of reactions, the method is suitable for use with a general, discrete-state model.
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Figure 6: Twenty-five contact-networks are generated, and the movement of particles, as
described in Section 4.1, on these networks is simulated. The computational performance of a
BDT is compared with the performance of RDTs. The histograms represent the average num-
ber of reactions fired per CPU second for each of the 100 different RDTs, whilst the red lines
indicate the reaction rate of the BDT. The contact networks are ER graphs generated with the
indicated parameter value of $p$.

Figure 7: Twenty-five contact-networks are generated, and the movement of particles on these
networks, as described in Section 4.1, is simulated. The computational performance of a BDT
is compared with the performance of RDTs. The histograms represent the average number of
reactions fired per CPU second for each of the 100 different RDTs, whilst the red lines indicate
the reaction rate of the BDT. The contact networks are BA graphs generated with the indicated
parameter value of $m$. 
Figure 8: Twenty-five contact-networks are generated, and the spread of a disease on these networks, as described in Section 4.2, is simulated. The computational performance of a BDT is compared with the performance of RDTs. The histograms represent the average number of reactions fired per CPU second for each of the 100 different RDTs, whilst the red lines indicate the reaction rate of the BDT. The contact networks are BA graphs generated with the indicated parameter value of $p$.

Figure 9: The average number of reactions per CPU-second is shown for BDT and RDT-based simulations of movement on a contact network. As per Section 4.1, 25 different contact networks are generated (five contact networks for each choice of $p$). On the $x$-axis we show the proportion of edges present in each contact network, and the $y$-axis indicates the corresponding numerical performance. Whilst an increase in the number of edges slows down the simulation algorithm, the effect is more pronounced for the RDT than the BDT method.