Effect of length-to-diameter ratio on axial velocity and hydrodynamic entrance length in air-water two-phase flow in vertical pipes
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Abstract

The effect of pipe length-to-diameter ratio (L/D) on air-water two phase slug flow regime development is hereby investigated. Axial velocity along the leading Taylor bubble and hydrodynamic entrance length required to establish a fully developed parabolic profile were critically assessed. The eccentricity distribution of axial velocity on leading Taylor bubble stream and on its nose is observed in all the L/D geometry ratios. The radial component of the axial velocity profile in the liquid film ahead of the leading Taylor bubble is represented by a power law function; with exponent n=6.1 for L/D=833.3 and n=5.7 for L/D=1666.7. Despite a decrease in the exponent as L/D ratio increases, the full parabolic profile could not be reached. This suggests that further investigation on L/D ratio incorporating other inherent variables which are likely to affect the development of the full parabolic profile may be required.

Introduction

In oil industry, complex multiphase mixtures consisting of oil, gas, water and possibly precipitated solids and/or formation sands may flow through the tubing with different flow regimes observed. The multiphase fluid flow development is important and has generated a lot of controversy in the literature. According to Brennen, in single phase flow, it is well established that an entrance length of 30D to 50D is necessary to create fully developed flow for turbulent regime. The corresponding minimum length for multiphase flow to be fully developed is not well established and it is quite possible that some of the reported experimental observations are for temporary or developing flow patterns as argued by Brennen, Wang. A group of authors has made similar arguments.

Saffari et al. stated that in the fully developed flow region of a pipe, the velocity profile does not change downstream, and thus the wall shear stress remains constant, perfectly symmetrical and the radial component profile of the axial velocity is fully parabolic. However, this study did not analyse the flow behaviour prior to this fully-developed flow region. Morgado et al. argued that for fully developed continuous slug flow, no interaction between consecutive Taylor bubbles should occur. The bubbles rise at the same translational velocity with the length of the liquid slugs between them remaining constant.

Imada et al. observed a decay on slug frequency along the centre-line on air-water vertical upward flow in pipes. The point at which the slug frequency becomes constant along the pipe length is considered as the hydrodynamic entrance length. Therefore, a 60D entrance length was obtained. Paradoxically, an overestimation of slug frequency was obtained by comparison with a model proposed by Hernandez-Perez and an underestimation with a model proposed by Zabaras.

Another group of authors have stated that for a fully developed gas-liquid two-phase upward slug flow, the translational propagating velocity is independent of the length of the Taylor bubble. The intricacies of obtaining fully developed gas-liquid flow relies on bubbles expansion caused by the pressure changes along the tubing as it rises from the bottom, leading to increase in bubble volume thereby affecting its motion. In their investigations, based on slugging frequency decay, Kaji et al. concluded that the flow pattern as well as slug lengths may vary with the axial position. Although they did not find the exact axial distance at which the flow is fully developed, a Taylor bubble/liquid slug length of 100D was observed. Further, a gradual decrease of slug frequency was observed even at the furthest measurement point of 151.2D.

Rosa and Souza characterised the fully developed slug flow as one where the liquid and gas velocity profiles no longer change within the liquid slug, the neighbouring Taylor bubbles do not merge and the bubbles coalescence rate is null. It is generally expected that very long tubes are required to achieve fully developed continuous slug flow. This is as a result of the occurrence of bubble coalescence in the hydrodynamic entrance region where the alteration of the flow pattern along the tubing usually manifests.

Chidamoio et al. in their investigation on fluid flow development, observed a decay in exponent of the power law function as the pipe length increases; although, a full parabolic profile was not obtained at the highest investigated pipe L/D ratio of 166.6. This has necessitated
the need for further investigation on the effect of L/D ratio on slug flow regime development in vertical pipes. In this paper, we therefore investigated via numerical simulation technique, the effect of L/D ratio on transient air-water slug flow development in vertically upward cylindrical pipe geometry at higher L/D ratios of 833.3 and 1666.7; and compared with L/D of 16.6, 83.3 and 166.7 reported in\textsuperscript{21}. Furthermore, we also investigated the fluid flow behaviour around the Taylor bubble.

**Methodology**

A numerical model is formulated to establish the variations of phenomenological behaviour in the parameters associated with two phase flow development by running sensitivity analyses on variables such as length to diameter ratio. The model’s dimensions are presented in Table 1.

| L/D   | 50 m | 100 m | 0.067 m | 833.3 | 1666.7 |
|-------|------|-------|---------|-------|--------|

**Finite elements discretisation of geometries and model setup**

The finite element method is applied in the discretisation of all the geometric entities into small simple shapes, such as tetrahedral or hexahedra in 3-dimensions. In order to discretise inside of the tubing and the surface walls of all geometric samples, an unstructured mesh consisting of tetrahedron and triangle elements are used and the mesh quality indicators presented in Table 2.

| Quality/Ratio | Minimum orthogonal quality | Maximum aspect ratio | Number of elements |
|---------------|----------------------------|----------------------|-------------------|
| L/D=833.3     | 0.826                      | 2.63                 | 64289             |
| L/D=1666.7    | 0.709                      | 2.92                 | 128578            |

The mesh quality is characterised by the orthogonal quality ranges. The orthogonal quality ranges from 0 to 1, where values close to 0 correspond to low quality and values close to 1 are high quality and the maximum aspect ratio is required to be less than 5.\textsuperscript{22} As shown in Table 2, the mesh quality is within the minimum range required. Mesh qualities are improved by using high level diagnostic smoothening and modification algorithm in Integrated Computer Engineering and Manufacturing (ICEM) tool. Typical problems that may be associated with low mesh quality includes single, multiple edges, triangle boxes, overlapping elements, non-manifold and unconnected vertices.

**Assumptions, boundary and initial conditions**

The transient two-phase flow in vertical upward cylindrical pipe is assumed to be incompressible, immiscible, isothermal and with no mass transfer between the phases. Additionally, gravity and turbulence are taken into account, where the turbulence effects are evaluated by the use of the standard $k - \varepsilon$,\textsuperscript{23} and Renormalised group (RNG) models combined with the standard wall functions approach.\textsuperscript{24}

The inlet velocity for liquid phase is placed at the bottom of the tubing, while the gas inlet velocity was set at lower side of the tubing, see Figure 1. A Dirichlet boundary condition is applied ($\hat{n} \cdot \vec{v} = U_0$) in the inlet. The outlet boundary for the mixture is placed at the top of the tubing see Figure 1, where a pressure boundary condition (Neumann boundary condition) is applied at the outlet and it is set equal to zero Pascal, meaning that the outlet is open to the environment and the only pressure acting at the outlet is atmospheric pressure. The outer surfaces of the tubing are treated as wall with no slip\textsuperscript{23} and no penetration ($\hat{u} \cdot \hat{n} = 0; \hat{n} \cdot \vec{u} = 0$), where $\hat{t}$, $\hat{n}$ denote the unit tangent on the boundary and unit normal to the boundary, respectively. The initial conditions are presented in Table 3.

**Table 3 Fluid physical properties and initial conditions**

| Velocity, $U$, [m/s] | Density, $\rho$, [kg/m$^3$] | Viscosity, $\mu$, [Pa.s] | Interfacial tension, $\sigma$, [N/m] |
|---------------------|-----------------------------|--------------------------|----------------------------------|
| Water               | 0.1                         | 998.2                    | 0.00103                          | 0.073                           |
| Air                 | 0.5                         | 1.225                    | 0.0000179                        |                                 |
Numerical simulations

The volume of fluid method, developed by Hirt, uses a phase indicator function, to track the interface between two or more phases. The indicator function applies values between 0 and 1 to distinguish between different fluids, which are considered as immiscible phases.

Governing equations

The flow of two-phases in a tubing can be described by the general form of the momentum equation, constrained by the mass conservation equation.

The momentum conservation equation can be written as:

\[ \rho \frac{\partial U}{\partial t} + \nabla \cdot (\rho U U) = - \nabla P + \nabla \cdot \tau + \rho g \]

The mass conservation equation is written as:

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho U) = 0 \] (2)

The surface tension is modelled by the Continuum Surface Force formulation proposed by Brackbill et al.

For the cell lying at the interface, the mixture density, dynamic viscosity and mixture velocity are related to the volume fraction and individual properties of phase k. Additionally, as closure relationship, elliptic equations are required for the Reynolds Average Navier Stokes (RANS) equations. This formulation can be found in Chidamoio et al.

For each phase k present in the mixture, an additional transport equation for its volume fraction needs to be included in the calculation, thus:

\[ \frac{\partial}{\partial t} (\rho \alpha_k) + \nabla \cdot (\rho U \alpha_k) = S_k \]

where \( S_k \) in Equation 3 is the source term.

Solution technique

Numerical simulation based on the finite volume method was carried out to solve the momentum equation (Equation 1), continuity (Equation 2) and transport equation (Equation 3). The domain is discretised into a finite set of control volumes or cells. Each transport equation is discretised into algebraic form by expressing the variation in the dependent variable and its derivatives, using interpolation profiles, in terms of the grid point values. Material properties, velocities are stored at cell centres and face values are interpolated in terms of local and adjacent cell values.

Effect of the lift gas superficial velocity on the radial profile of the axial velocity along the Taylor bubble and around it

The axial velocity fields were plotted for radial positions at different axial distances in regions A, B and C presented in Figure 2. The corresponding radial component of the axial velocities profiles for L/D ratios of 833.3 and 1666.7 are presented in Figures 3 and 4, respectively.
The output simulation of the axial velocity profile in regions A, B and C are presented in Figure 3 for L/D ratio of 833.3 and Figure 4 for L/D ratio of 1666.7. The blue line on (c) represents the radial profile of the axial velocity at Taylor bubble nose line. In both cases, the liquid inlet superficial velocity was 0.1 m/s and for gas inlet superficial velocity we used 0.5 m/s.

In the wake region, an irregular and indefinite profile of axial velocity can be observed. This might be associated to complex vortices. This trend is observed in all L/D ratio domains as shown in Figures 3 and 4. The axial velocity profile in the Taylor gas stream does not have a well-defined shape while, at Taylor bubble nose, we see the eccentricity distributions of axial velocity and off-centered to the right side of the pipe.

Ahead the Taylor bubble, flattening of the axial velocity profile is observed in all geometry domains. We have found that the nose of the Taylor bubble began to distort, becoming alternately eccentric on one side or another, and leaning over to one side of the tube. This is attributable to the competition between the increase in the gravitational pressure gradient and the imposed initial velocities to drive the fluid (interaction between the gravitational forces and inertial forces). Similar results were obtained by Chidamoio et al.\textsuperscript{21} on L/D ratio of 166.7.

![Figure 3 Radial profiles of the axial velocity at different axial positions in (a) region below the Taylor bubble (A), (b) region inside the Taylor bubble (B) and (c) above the Taylor bubble nose for a geometry of L/D of 833.3](image)

![Figure 4 Radial profiles of the axial velocity at different axial positions in (a) region below the Taylor bubble (A), (b) region inside the Taylor bubble (B) and (c) above the Taylor bubble nose for a geometry of L/D of 1666.7](image)

Effect of pipe length on water flow field development in front of the Taylor bubble

The radial distribution of the axial velocity is normalised by the maximum velocity at the center line of the pipe diameter, $U_{\text{max}}$. The theoretical parabolic distribution and the results from\textsuperscript{21} are plotted together with the present numerical solution results. From Figure 5, we see that by increasing the pipe length, the radial profile of the axial velocity tends to approach the parabolic profile L/D ratio of 1666.7 compared to L/D of 833.3. This profile advocates that the axial velocity profile in the liquid film ahead the leading Taylor bubble is influenced by the pipe length. Comparable profiles were observed by Polonsky et al.; Santos et al. and Wang et al.\textsuperscript{15,29,30} where they found that the velocity profile is well fitted with one-seventh power-law, despite the fact that they have used fixed pipe length in their investigation. From this result, it can be deduced that the L/D ratio of 1666.7 is not sufficient to achieve the fully-developed flow of the liquid ahead of the leading Taylor bubble.
values of exponent $n$ as indicated in Equation 5.

$$U_o = \frac{U}{U_{\text{max}}} = \left(1 - \frac{r}{R}\right)^n$$  \hspace{1cm} (4)

It is postulated that the graph of $U_o$ versus $r$ will collapse on to the parabolic solution for higher values of $L/D$. This extreme limit has not been numerically tested in this manuscript.

The power law of normalised axial velocity profile in the range of the $L/D$ ratios is reasonably represented as:

$$\left\{ \begin{array}{ll}
U & \frac{1}{U_{\text{max}}} = \left(1 - \frac{r}{R}\right)^{6.1} \text{ for } L/D=833.3 \\
 & \left(1 - \frac{r}{R}\right)^{5.7} \text{ for } L/D=1666.7
\end{array} \right.$$  \hspace{1cm} (5)

The best-fit exponents presented in Equation 5 were obtained based on minimum average error analysis between the numerical solution and the theoretical power law solution. The relative error is plotted against the exponent $n$ ranging from 5.3 to 7.1 as shown in Figure 7, where we found the minimum error of 2.49% for $n=5.7$ in $L/D=833.3$ and 2.67% for $n=6.1$ in $L/D=1666.7$. The correlation coefficient calculated for each mismatch is presented in Figure 7 along with the fitted lines. The fitted lines are functions of 5th order in the range of exponent $n$ and the corresponding expressions are showed in equations (6) for $L/D=833.3$ and (7) for $L/D=1666.7$, respectively. In all cases, the correlation coefficients are close to 1 and the standard error is less than 3%. This implies that the two models produce equally good predictions for the curved relationship of the mismatch.

$$\varepsilon (\%) = -4.5475 n^5 + 139.46 n^4 - 1709.5 n^3 + 10471 n^2 - 32043 n + 39199$$  \hspace{1cm} (6)

$$\varepsilon (\%) = -1.1738 n^5 + 39.84 n^4 - 540.17 n^3 + 3656.9 n^2 - 12362 n + 16696$$  \hspace{1cm} (7)

Figure 6 Comparison between present simulations with the theoretical solution (Equation 4) of the axial velocity profile ahead the Taylor bubble nose for $L/D=833.3$ (a), and $L/D=1666.7$ (b).
Conclusion

Based on the analysis of L/D ratio investigated in [21] for lower L/D ratios, further investigation on the influence of L/D in air-water two phase slug flow regime development is performed for higher L/D ratios of 833.3 and 1666.7. The eccentricity distributions of axial velocity on leading Taylor bubble stream and on its nose is observed in all geometries assessed. The power law theoretical equation best match the numerical solutions with mismatch error of 2.49% for L/D=833.3 and 2.67% for L/D=1666.7, respectively. A decrease in exponent n as L/D increase is perceived. From this, we have obtained the exponent n=6.1 for L/D=833.3 and n=5.7 for L/D=1666.7, respectively. Despite a decrease in the exponent as L/D ratio increases, a fully parabolic profile could not be achieved suggesting that further investigation on L/D ratio incorporating other inherent variables which are likely to affect the development of the full parabolic profile may be required. The scope of this other variables will be investigated as part of future research.
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