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Abstract—In surveillance and search and rescue applications, it is important to perform multi-target tracking (MOT) in real-time on low-end devices. Today’s MOT solutions employ deep neural networks, which tend to have high computation complexity. Recognizing the effects of frame sizes on tracking performance, we propose DeepScale, a model agnostic frame size selection approach that operates on top of existing fully convolutional network-based trackers to accelerate tracking throughput. In the training stage, we incorporate detectability scores into a one-shot tracker architecture so that DeepScale can learn representation estimations for different frame sizes in a self-supervised manner. During inference, it can adapt frame sizes according to the complexity of visual contents based on user-controlled parameters. To leverage computation resources on edge servers, we propose two computation partition schemes tailored for MOT, namely, edge server only with adaptive frame-size transmission and edge server-assisted tracking. Extensive experiments and benchmark tests on MOT datasets demonstrate the effectiveness and flexibility of DeepScale. Compared to a state-of-the-art tracker, DeepScale++, a variant of DeepScale achieves 1.57X accelerated with only moderate degradation (~2.3%) in tracking accuracy on the MOT15 dataset in one configuration. We have implemented and evaluated DeepScale++ and the proposed computation partition schemes on a small-scale testbed consisting of an NVIDIA Jetson TX2 board and a GPU server. The experiments reveal non-trivial trade-offs between tracking performance and latency compared to server-only or smart camera-only solutions.

Index Terms—Multi-object tracking, edge computing, flexible resolution, detectability, smart camera, inference time

I. INTRODUCTION

Multi-Object Tracking (MOT) aims to detect and track the trajectories of moving objects in a visual scene. It is a key building block in live video analytics and can find applications in surveillance, search and rescue, and autonomous driving applications [35], [29]. Modern MOT systems [40], [41], [32] typically adopt a tracking-by-detection approach where the bounding boxes of objects of interest in each frame are first identified via object detection, and then object association is applied to link the corresponding identities over the time based on appearance and/or motion features. Increasingly, deep neural networks (DNN), specifically convolutional neural networks (CNN) become the dominant models for object detection and re-identification in MOT [25], [34], [1]. Despite their superior performance, these models tend to have high computation complexity making them inadequate for real-time applications at high input resolutions and frame rates on low-end devices such as smart cameras.

To enable real-time prediction of DNN models, there are two complementary categories of approaches. First, one can deploy edge servers with high computation power close to the cameras and offload part of or all of their computation tasks. For example, several computation partition approaches have been proposed that split the data flow graph representation of a given model into two or more parts and execute them on end devices and edge servers [14], [16]. The second line of approaches reduce the size of DNN models through techniques such as model compression [5], [13], [38] and neural architecture search [20], [24]. While both categories of solutions can be applied to MOT, they either fail to take advantage of inherent temporal and spatial redundancy in video streams or require a significant reworking of existing models. In this paper, we take a model-agnostic approach for real-time MOT and develop DeepScale, a frame resolution adaptation framework that scales input frames based on the complexity of their visual content. DeepScale is motivated by two key observations of MOT applications. First, higher resolution frames can capture fine details of remote objects in a scene and thus lead to more accurate tracking. However, not all scenes are created equal or contain relevant objects in far fields. Second, although key layers in CNN models such as convolutional layers and max-pooling layers can work with different input sizes without any modification, the inference time increases with increasing input frame sizes. From the two insights, we ask i) is it possible to find the minimal frame sizes with comparable tracking accuracy as that of fixed high-resolution inputs; ii) can we provide tuning knobs to developers and end-users to control the trade-offs between computing time and tracking accuracy by adapting the frame size automatically? and iii) how to partition a DNN-based MOT pipeline between end devices and edge servers?

The answers to the first two questions are affirmative. At run time, DeepScale takes every \( K \)th full-resolution frame as its input to estimate a suitable resolution for subsequent \( K - 1 \) frames based on user-provided control parameters. Object detection and association are then performed on the scaled frames using unmodified fully convolutional detector model architectures from existing trackers. To further reduce computation overheads, resolution estimation in DeepScale shares common feature extraction layers as object detection. Training of DeepScale is self-supervised. No extra label is needed other than those for the MOT task themselves. Instead, a detectability measure is introduced to gauge the ability of
frames of different resolutions to capture relevant objects. To answer the third question, we propose two computation partition schemes tailored for MOT, namely, edge server-only with adaptive frame-size transmission (SOAT) and edge server-assisted tracking (SAT). Both schemes take advantage of the reduced frame resolutions offered by DeepScale to decrease the amount of network data transfer and computation loads on end devices. Moreover, the model-agnostic nature of DeepScale makes it possible to run models of different complexity on end devices and edge servers to fine-tune the trade-off between tracking accuracy and latency.

To evaluate the performance of DeepScale, we conduct experiments on both public MOT datasets and a small-scale testbed consisting of an NVIDIA Jetson TX2 powered device and a Tesla P100 GPU server. DeepScale can achieve a good trade-off between computation time and tracking performance. For example, in comparison to a state-of-the-art (SOTA) method, DeepScale is able to accelerate the end-to-end inference speed up to 60% at only 2.3% reduction on multiple object tracking accuracy (MOTA) scores.

In summary, the main contributions of the work include:

- We provide a quantitative study of the impact of frame sizes on tracking time and accuracy.
- We propose a model-agnostic DeepScale framework that adapts input frame sizes based on the visual content of scenes.
- An extension of DeepScale, called DeepScale++, is further devised to take advantage of training with multi-resolution inputs to improve the inference accuracy of low-resolution frames.
- Two computation partition approaches that split MOT inference tasks between an end device and an edge server are proposed and evaluated using a real-world testbed.
- Extensive experiments on MOT datasets have been conducted and demonstrate the superior performance and flexibility of DeepScale++ in accelerating MOT tasks.

The rest of the paper is organized as follows. In Section II-B we first quantify the impact of frame sizes on tracking time and accuracy and then present the training procedure and the inference pipeline of DeepScale. In Section IV extensive experiment results on MOT datasets are presented by comparing our solution with other SOTA methods. In Section VII we review prior works in accelerating video analytics tasks followed by a conclusion in Section VIII.

II. BACKGROUND AND MOTIVATION

A. Multi-object Tracking

Visual multi-object tracking starts with detecting objects (using e.g. [9], [27]) of interest in a frame. During tracking, a tracker (e.g. [41], [32]) adds newly detected objects to an active set. In the case of pedestrian tracking, the tracker keeps a set of detected bounding boxes and an identity vector. For each person, bounding boxes with similar motion features in different frames are grouped into a track. Kalman filtering or its variants can be applied to predict the position of each track in the next frame. Next, each detected object in the next frame is matched to an active track based on appearance features and the distance between the detected location and predicted position. If a track is matched to a detected object, the detection is considered as a part of the track. For unmatched detections, new tracks are created.

B. Impacts of Frame Sizes on Tracking Performance

To gain insights on the effect of frame sizes on tracking performance, we have conducted experiments using FairMOT [40], a SOTA tracker on MOT datasets. The FairMOT object detector uses DLA-34 [39] as the backbone architecture and has three heads to predict a heatmap, re-ID features, and bounding box sizes for each frame. Object association is done by initializing tracklets based on the estimated boxes in the first frame and linking the detected boxes in subsequent frames to existing tracklets based on their cosine distances computed on re-ID features and the amount of bounding box overlaps. A Kalman filter is also used to predict the locations of the tracklets in the current frame.

Figure 1 shows a breakdown of the total tracking time among object detection, object association, and other operations such as I/O, image resizing, etc. The input frame size is 1088 × 608 pixels. As evident from the figure, object detection is the most time-consuming step, taking more than half of the total time. The time spent on object association is also significant. Table II compares the tracking performance in MOTA and identification F1 score (IDF1), and inference time. MOTA is defined as

\[
MOTA = 1 - \frac{\sum_t FP_t + FN_t + IDSW_t}{\sum_t GT_t},
\]

where \(t\) represents the frame index, \(FP_t\), \(FN_t\) and \(IDSW_t\) are false positive, false negative, and ID switched objects and
Fig. 2: Person detection rate using DLA-34 on MOT17 dataset. We normalized the numbers of detected objects to that in the full resolution detection.

TABLE I: The tracking time and accuracy of FairMOT on the MOT17 dataset at different input resolutions performed on one Tesla P100 GPU

| Resolution (px) | MOTA(%) | IDF1(%) | Time  |
|-----------------|---------|---------|-------|
| 576 x 320       | 58.7    | 66.8    | 1X    |
| 864 x 480       | 68.6    | 72.8    | 1.25X |
| 1088 x 608      | 70.4    | 74.1    | 1.62X |

GT stands for the number of ground truth bounding boxes. As expected, larger frame sizes generally result in higher tracking accuracy at the cost of longer inference time.

However, frame resolutions do not affect tracking performance uniformly across all scenes. In Figure 2, we provide two sample trials of FairMOT, one from MOT17-05 and one from MOT 17-13. To quantify detection performance, we define detection rate as the number of objects detected on frames of a fixed size normalized by the number of detected objects at the full resolution. From Figure 2 we observe that in both trials, a lower resolution negatively impacts detection rates. However, the gap between the detection rates of resolution 864 x 480 px and resolution 576 x 320 px is less pronounced in MOT 17-05 than in MOT 17-13. This can be explained by the dominance of close and bigger objects in MOT 17-05. Furthermore, in both trials, there are scenes where tracking at the lowest resolution gives good detection rates. Examples are frame 80 in MOT 17-05 and frame 500 in MOT 17-13, which contain mostly close objects. In contrast, for frame 400 in MOT 17-05, frames 80 and 400 in MOT 17-13, only resolution 864 x 480 px gives good detection rates. Furthermore, due to the mixture of near and far objects and poor light conditions, all resolutions fare poorly on frame 800 in MOT 17-05.

Therefore, we conclude that there is no one-size-fit-all frame size for real-time MOT tasks. Even for a video stream from the same camera, changes occur over time in the density and sizes of objects. Therefore, an adaptive scheme based on the analysis of the visual content in scenes is needed in order to find a good trade-off between tracking accuracy and speed.

III. TRACKING WITH ADAPTIVE RESOLUTIONS

A. Algorithmic overview

To take advantage of the shorter inference time of smaller frame sizes, DeepScale aims to select a suitable resolution on the fly without compromising tracking performance. We assume the underlying object detection network can inherently handle inputs of different sizes. This is true for many modern detectors based on FCNs. For example, CenterNet [9] outputs detection maps as grid cells. Each cell is associated with the likelihood that an object falls into the cell. In absence of any fully connected layer, FCNs can produce detection maps of different sizes for different input resolutions.
Figure 3 illustrates the DeepScale pipeline. DeepScale runs on every $K$th frame. Given a set of $R$ candidate resolutions $\{\beta_1, \beta_2, \ldots, \beta_R\}$, it takes a full-resolution frame of size $H \times W$ (e.g., $1088 \times 608$ px) and outputs one heat map of size $H' \times W'$ for each resolution in parallel. In other words, the output is a tensor of dimension $R \times H' \times W'$. Then, these heat maps are used to estimate how well frames of the corresponding resolutions preserve the detectability of the full-resolution frame. The smallest resolution that meets the detectability requirement will be selected. The subsequent $K-1$ frames are then down-sampled to the selected resolution for tracking.

B. Self-supervised learning

In DeepScale, we choose not to predict the “optimal” resolution directly for two reasons. First, a single-valued resolution does not provide sufficient supervision signals to train the model. Second, since one cannot simultaneously optimize tracking accuracy and inference time by scaling input frame sizes, users should be given the choice to determine the best trade-off for their applications. The DeepScale network learns the heatmaps for input frames of different resolutions. Doing so also has the added benefit of eliminating the need for labeled training data for resolution selection.

Formally, DeepScale learns a mapping $T : \mathbb{R}^{3 \times H \times W} \mapsto [0, 1]^{R \times H' \times W'}$. To prepare the training data for DeepScale, for each full-resolution RGB frame of size $H \times W$, ground truth heatmaps for $R$ resolutions are generated as follows. First, for each resolution $\beta_r$, we resize the training set to frames of size $H_r \times W_r$. Second, we run the base detector (e.g., FairMOT) to output the centers and corners of bounding boxes of detected objects in each frame and scale them (up) to values in a full frame. Third, similar to [17], we apply a 2D Gaussian filter over each object center by penalizing the pixels inside the detected bounding boxes based on their distances to the center of the bounding box. Specifically, let $(x_{c,r}, y_{c,r})$ be the centers of the detected objects in each frame of resolution $\beta_r$. Then, $Y_{r,x,y} = \exp\left(-\frac{(x-x_{c,r})^2+y-(y_{c,r})^2}{2\sigma_{r,c}^2}\right)$ is the pixel value at location $(x, y)$ in the heatmap for resolution $\beta_r$ augmented with a Gaussian kernel, and $\sigma_{c,r}$ is determined by the object size and the relative resolution. $Y_{r,x,y}$ acts as ground truth labels to train the detectability branch of DeepScale. Therefore, our approach is self-supervised.

Let $\hat{Y}_{r,x,y}$ be the predicted heatmap for resolution $\beta_r$. We define a detectability loss using pixel-wise logistic regression with a focal loss as [19]:

$$Loss_{detectability} = -\frac{1}{N} \sum_{r,x,y} \left\{ \begin{array}{ll}
(f(\hat{Y}_{r,x,y}) - \hat{Y}_{r,x,y}) & Y_{r,x,y} = 1; \\
g(\hat{Y}_{r,x,y}, \hat{Y}_{r,x,y}) & \text{otherwise};
\end{array} \right.$$

where

$f(\hat{Y}_{r,x,y}) = (1 - \hat{Y}_{r,x,y})^{\alpha} \log(\hat{Y}_{r,x,y})$

$g(\hat{Y}_{r,x,y}, \hat{Y}_{r,x,y}) = (1 - \hat{Y}_{r,x,y})^{\beta} (\hat{Y}_{r,x,y})^{\alpha} \log(1 - \hat{Y}_{r,x,y})$

and $\alpha = 2$, $\beta = 4$ are focal loss hyper-parameters, and $N$ is the number of objects in the frame.

Finally, we jointly train the detection and detectability branches using the following loss function:

$$Loss = Loss_{detection} + \lambda Loss_{detectability},$$

where $Loss_{detection}$ pertains to the detection sub-network of the base model as follows:

$$Loss_{detection} = \frac{1}{2} \left( \frac{1}{c_w} (L_{heatmap} + L_{box}) + \frac{1}{c_w} L_{identity} + \omega_1 + \omega_2 \right),$$

which contains the learnable task-based parameters $\omega_1$ and $\omega_2$, heatmap loss, box-size loss, and re-identification loss defined in [40]. In the experiments, we set $\lambda = 1$.

C. From heatmaps to tracking with adaptive resolutions

At the inference stage, for every $k$th frame, DeepScale predicts heatmaps $\hat{Y}_{r,x,y}$, $r = 1, 2, \ldots, R$, $x = 1, 2, \ldots, H'$, $y = 1, 2, \ldots, W'$. This part is presented as Resolution selection module in Figure 3.

The task of finding the best resolution can be formulated as:

$$\min_{r} \quad \frac{\sum_{x,y} H'W' \hat{Y}_{r,x,y} \circ \hat{Y}_{max,x,y}}{\sum_{x,y} H'W' \hat{Y}_{max,x,y}} \geq \gamma_r,$$

where $\hat{Y}_{max,x,y}$, $x = 1, 2, \ldots, H'$, $y = 1, 2, \ldots, W'$ is the predicted heatmap for the highest resolution, ‘$\circ$’ is the Hadamard product operator, and $\gamma_r \in [0, 1]$ is a user-specified threshold for resolution $\beta_r$ and $\gamma_r = \gamma_{r_i}$ if $r_i > r_j$. $\gamma_r$ reflects users’ tolerance of degradation in detectability. Clearly, smaller $\gamma_r$ favors lower resolution images. In Section V-B we will discuss how to choose appropriate threshold values in the face of different latency-accuracy requirements. The solution to Eq. (5) gives the resolution to be used for the next $K-1$ frames. Once the suitable resolution is found, DeepScale proceeds to construct trajectories of detections.

For object association, trajectories are initially created from detected objects in the first frames and extended by linking newly detected ones in subsequent frames. To link objects, we leverage appearance-based re-ID features (of 128 dimensions in our implementation) extracted from the re-ID branch. By sharing the same feature extraction network between the detection and detectability branches, less overhead is incurred. We compute an appearance affinity matrix based on the cosine similarity and assign each new detection to the existing trajectories using bipartite matching. If a new object fails to match an existing trajectory according to appearance, we further verify if its bounding box has significant overlap with existing ones, called Intersection over Union (IoU) criterion. Similar to [32] we use a Kalman filter [33] to predict the coordinates of previously detected objects in the current frame. Note that

1 Heatmap loss in $Loss_{detection}$ is only for frames of the full resolution. In contrast, $Loss_{detectability}$ sums over Gaussian filtered heatmap losses over all resolutions.
changing input resolutions between consecutive frames may lead to different re-ID features for the same object and thus a mismatch. However, the use of the IoU criterion can mitigate such a negative effect since the movements of objects between neighboring frames tend to be small.

During training using Eq. (5), DeepScale learns the quality of detection for each resolution offline. Given a user’s accuracy-latency requirement at run time, it selects a set of suitable thresholds and adapts the input size by solving Eq. (5) online. No additional training is needed for different threshold values. To ease user selection, we also provide three set configurations (in Section V-B, Table IV) that correspond to high-accuracy & low-speed, medium accuracy & medium speed, and low-accuracy & high-speed, respectively.

D. Multi-resolution training

Due to the use of FCNs, DeepScale can handle different frame sizes during inference. We can take advantage of such property during training as well by augmenting the training data with five input frame sizes via resizing. Furthermore, the network meets all five image resolutions during each training epoch. Since the network structure and parameters remain the same, switching from one resolution to another does not impose any extra overhead. We call this extension DeepScale++. DeepScale++ differs from DeepScale only in the training phase. During inference, the same process is followed by both models.

IV. COMPUTATION PARTITION FOR MOT ON SMART CAMERA-EDGE WITH DEEPSCALE

During the interference phase, DeepScale can adaptively select frame resolutions based on the user-specified quality of service requirements. When deployed on smart cameras, depending on their computation capability and access bandwidth, the DeepScale pipeline as shown in Figure 4 can be flexibly partitioned between smart cameras and edge servers (shortened as server in the following discussion). Specifically, we consider four representative architectures:

- **Smart camera-only (CO):** All computation is done on an edge device. DeepScale is employed to accelerate the processing time on the edge.

- **Edge server-only (SO):** Full-resolution frames are sent to a server, where all computation is performed. DeepScale is employed to accelerate the processing time on the server.

- **Edge server-only with adaptive frame-size transmission (SOAT):** For every Kth frame, a full-resolution (FHD) frame is sent to a server, which in turn informs the edge device of the suitable frame solution for the subsequent K – 1 frames to send. All computation is done on the server. DeepScale is employed to accelerate the processing time on the server.

- **Edge server-assisted tracking (SAT):** For every Kth frame, a full-resolution frame is sent to a server, which in turn computes the bounding boxes and reID features, and determines the suitable resolution for subsequent frames. The results are sent to the edge device. Upon reception...
of the information, the edge device determines object association. Additionally, the edge device performs object detection and association for the remaining $K - 1$ scaled frames. In this setup, DeepScale partly runs on the server and partly on the edge device.

Clearly, there exist trade-offs among computation on the smart camera and the edge server and the amount of network data transfer. A qualitative comparison is given in Table II. Quantitative experimental results from a real-world testbed can be found in Section V-C.

In addition to the aforementioned architectures and control parameters (e.g., $K$), further trade-offs can be made by running different backbone models thanks to the model agnostic nature of DeepScale. This is particularly relevant in the SO and SOAT, where all or most of the computation is done on an edge server. In such situations, a lower-capacity backbone model can be run on the edge device for feature extraction likely at the cost of degraded tracking accuracy.

| Approaches | Computation | Network Traffic |
|------------|-------------|-----------------|
|            | Server      | Edge            |
| SOAT       | High        | No              |
| SOAT       | High        | No              |
| SAT        | High        | Low             |
| SAT        | Low         | Low             |
| SAT        | Low         | Low             |
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Fig. 4: Four representative architectures for computation partition between an edge server and a smart camera. From left to right: Smart camera-only: the end device runs DeepScale (adopting a lightweight object detection model e.g. YOLO) locally; Edge server-only: the edge server receives FHD frames and performs tracking using the DLA-34 model; Edge server-only with adaptive frame-size transmission: same as SO but the edge server adjusts the image resolution sent by the smart camera; Edge server-assisted tracking: the smart camera runs DeepScale and each $K$ frame receives the optimum resolution and detection results from the edge server.

**TABLE III:** The tracking accuracy and latency of DeepScale++ under different thresholds, $K = 40$

| Size      | MOTA   | FPS    |
|-----------|--------|--------|
| 864 x 480 | 0.80   | 0.90   |
| 704 x 384 | 1.00   | 1.00   |
| 640 x 352 | 1.00   | 1.00   |
| 576 x 320 | 1.00   | 1.00   |

**TABLE IV:** Three set configurations for DeepScale and DeepScale++

| Size      | C1 | C2 | C3 |
|-----------|----|----|----|
| 864 x 480 | 0.00| 0.80| 1.00|
| 704 x 384 | 0.00| 1.00| 1.00|
| 640 x 352 | 0.00| 1.00| 1.00|
| 576 x 320 | 0.00| 1.00| 1.00|

Similar improvements are also achieved by DeepScale++ C2 and DeepScale++ C1 relative to the respective fixed-size inputs.

We further show in Figure 6 the percentage of frames of different resolutions selected by DeepScale++ under different configurations. With DeepScale++ C3, 48.85% of frames are processed at high resolution, which explains its high MOTA score. In contrast, DeepScale++ C2 processes very few (2.7%) high resolution frames and significantly more second highest (704 x 384 px) and a significant percentage (31.85%) of lowest-resolution frames (576 x 320 px). The trend continues with DeepScale++ C1, which selects the 3rd highest resolution for 59.57% of input frames and the lowest resolution for 31.85% of frames.
Impact of adaptation interval $K$: Next, we investigate the impact of $K$ on tracking performance and speed. Recall that DeepScale is applied every $K$ frames to determine the suitable resolutions for the next $K-1$ frames. When $K$ is smaller, resolution selection is done more frequently and thus leads to better tracking performance at the cost of more computation overhead. Table VI summarizes the performance of DeepScale under three configurations over four different adaptation intervals. In general, as $K$ decreases, tracking speed reduces but tracking accuracy improves. Among the three configurations, the value of $K$ has the most impact on DeepScale++C1 with MOTA scores increasing from 66.3% to 69.3% when $K$ reduces from 40 to 2. Somewhat surprisingly, with DeepScale++C3, very few changes are observed in MOTA scores for different $K$s. This may be explained by multi-resolution training in DeepScale++, which makes object detection more robust to smaller object sizes in lower-resolution frames. Indeed, we observe from experiments with DeepScale (omitted due to space limits) consistent improvements in MOTA scores for smaller $K$ among all configurations.

More experiments of DeepScale++ and baseline models on MOT benchmarks can be found in Section A.

C. Testbed Experiments

Testbed: Our testbed consists of an embedded device mimicking a smart camera and a server. Specifically, the end device is NVIDIA Jetson TX2 which adopts an integrated GPU. The edge server has a single Tesla-P100 GPU, Intel(R) Xeon(R) CPU, and 64GB RAM. The end device connects to the server through a Wi-Fi router. The network upload and download bandwidths are 21.1 Mbps and 78.0 Mbps respectively, and the average round trip latency is 1.40 ms.

Implementation: All models are implemented in PyTorch [26] a popular deep learning framework in Python. Due to the resource constraints on the end device, we train a lightweight DeepScale++ model based on the YOLO [27] architecture. Therefore, during inference, different DeepScale models run on the end device and the edge server in SOAT. All models are trained on half of the MOT17-training dataset and validated using another remaining half. To reduce the network load, we compress the frames using image encoding implementations from OpenCV [3] library before sending them through the network.

Computation partition strategies: Table VII compares the accuracy and time of running DeepScale++ under different computation partition strategies in the testbed. The time spent on the end device and service include computation time while the transmission time includes the amount of time to transfer uplink (camera-server) and download (server-camera) traffics if applicable in each frame. In the experiments, $K$ is set to 5 frames. As expected, the server time in SO and SOAT are comparable and higher than that in SAT and CO. The time spent on the end device is the opposite. When C1 (low latency-
TABLE VII: Results of four representative architectures for computation partition between edge server and smart cameras.

| Architecture | DeepScale++ configuration | FPS↑ | MOTA(%)↑ | Server time↓ (ms per frame) | Camera time↓ (ms per frame) | Transmission time↓ (ms per frame) | Network traffic load↓ (KB per frame) |
|--------------|--------------------------|------|----------|-----------------------------|-----------------------------|-----------------------------------|-----------------------------------|
| SO           | C1                       | 5.7  | 66.3     | 43.6                        | 55.6                        | 87.4                              | 46.5                              |
| SO           | C2                       | 5.6  | **68.7** | 46.8                        | 53.2                        | 75.7                              | 46.5                              |
| SO           | C3                       | 5.2  | **69.5** | 57.1                        | 52.8                        | 80.4                              | 46.5                              |
| SOAT         | C1                       | 7.0  | 66.2     | 41.9                        | 34.8                        | 67.7                              | 26.9                              |
| SOAT         | C2                       | **6.4** | **68.5** | 46.2                        | 38.6                        | 69.2                              | 31.8                              |
| SOAT         | C3                       | 5.5  | **69.7** | 56.8                        | 46.3                        | 76.9                              | 40.8                              |
| SAT          | C1                       | 5.0  | 56.8     | 17.9                        | 158.0                       | 22.1                              | 21.6                              |
| SAT          | C2                       | 4.5  | 60.6     | 19.5                        | 179.3                       | 22.0                              | 21.6                              |
| SAT          | C3                       | 3.8  | 61.9     | 17.8                        | 223.8                       | 22.2                              | 21.6                              |
| CO           | C1                       | 5.3  | 55.9     | 0.0                         | **186.0**                    | 0.0                               | 0.0                               |
| CO           | C2                       | 4.7  | 59.9     | 0.0                         | 121.6                       | 0.0                               | 0.0                               |
| CO           | C3                       | 3.7  | 61.6     | 0.0                         | 267.5                       | 0.0                               | 0.0                               |

Low accuracy) and C2 (medium latency-medium accuracy) are chosen, the transmission time is significantly reduced when comparing SOAT to SO. SAT has significantly lower transmission time than SO and SOAT since in SAT, FHD frames are sent only every $K$ frame to the server, which is consistent with the amount of network traffic in Table VII. Note that CO achieves comparable FPS as SAT. But this comes at the cost of lower MOTA scores due to the use of a lightweight object detection architecture.

**Effects of $K$:** Since the smart camera periodically sends full-resolution frames to the edge server in SOAT and SAT, the total amount of time spent for each frame depends on the value of $K$ in both strategies. Figure 7 illustrates the time spent on the edge server, the smart camera, and in data transmission between the two for SAT and SOAT. Similar to Table VII for different $K$s, more time is spent on the edge server and data transmission in SOAT than SAT. As $K$ increases, both server time and transmission time decrease significantly with SOAT. In comparison, the decrements in SAT are more pronounced since as $K$ increases, the smart camera processes fewer FHD frames. In summary, we observe non-trivial trade-offs among time spent on the smart camera, the server, and data transmission across different computation partition strategies and choices of configuration parameters (e.g., $K$ and C1 – C3). There is no one-size-fits-all solution. To select the optimal strategy and parameters, one needs to profile the compute time, I/O time, and available network bandwidth in a target deployment environment.

VI. RELATED WORK

In this section, we first describe techniques for adapting frame sizes in visual processing pipelines. Next, we discuss approaches toward real-time video analytics.

**A. Adaptive frame size in visual processing**

The need to adapt frame sizes has been recognized in the literature on action recognition, video object detection, and classification applications to speed up the inference time. AdaScale [6] uses a scale regression model to predict a resolution that results in the minimum loss of predicted bounding boxes. The authors define a metric associated with the loss of predicted bounding boxes in an image at different scales and use it to generate the optimal scale labels by running a pre-trained object detector on the training set. A scale regressor is then trained along with a bounding box predictor in a two-headed network. While AdaScale can be utilized in MOT, the metric proposed for determining the optimal scale fails to account for the effect of input frame sizes on re-identification and will thus lead to suboptimal performance in MOT. Moreover, AdaScale does not provide user-controlled parameters to trade-off inference performance with speed at run time.
To meet the accuracy-latency requirements in visual object detection on embedded systems, in ApproxNet [36], the authors introduce a data-driven modeling approach in the face of changing content and resource contention. A quadratic regression is used to pick a particular configuration at the run time among object tracking types, the number of object proposals, downsampling ratios of the tracker, and frame sizes. To select the appropriate parameters, profiling of CPU and memory usage of the configurations on a target platform is needed. As the search space grows exponentially with the number of knobs, the run time complexity increases accordingly. The use of a multi-branch detection network also increases the storage complexity of the model.

In AR-Net [22], an adaptive image-size strategy is proposed, which uses a policy network to decide what resolution to choose for action recognition at run time. The policy network contains a feature extractor and an LSTM module. To handle different input sizes, the authors propose to store different backbone networks corresponding to different resolutions. AR-Net is not directly applicable to MOT. Furthermore, it has several drawbacks: first, storing multiple networks demands extra storage, which may limit its applicability on embedded devices; second, having a separate feature extractor for the sole purpose of predicting suitable resolutions causes additional computational overhead; third, the policy network takes images of the lowest resolution as inputs. Such low-resolution images may not contain the necessary information for correct predictions (“how does one know what is not there?”)

Compared to the aforementioned works, DeepScale has several advantages for MOT tasks. First, the metric to determine the optimal resolution is tailored to MOT in that it considers both target detection and re-identification across frames. Second, in DeepScale, feature extraction is shared between resolution prediction and object detection, and thus incurs small overhead. Lastly, DeepScale allows users to choose suitable accuracy-latency trade-offs at run time without having to retrain the network or store extra models/branches.

B. Real-time multi-object tracking

Due to the high complexity of object detection and association in tracking-by-detection frameworks, existing attempts on real-time MOT fall into three categories: efficient object detection, low-latency object association, and integrated tracking models.

Efficient object detection: In [2], the authors employ a Faster-RCNN detection model that uses shared parameters for region proposal and object classification. In [37], to enable real-time MOT on unmanned aerial vehicles, the authors utilize a YOLO object detector and JPDA multiple object tracking. Although a frame rate of 60Hz can be achieved using NVIDIA Jetson TX2 on PETS datasets, more than 20% reduction in MOTA is reported in [37].

Low latency object association: Methods in this category aim to accelerate tracking speed by incorporating fast and efficient data association models. The work in [7] achieves near-real-time tracking performance through hypothesis generation and selection. In [15], a data association module based on an LSTM network has been implemented that simultaneously considers the appearances of each track to match with detected objects in the next frame.

Integrated tracking models: Recently, several works perform object detection, compute visual features for re-identification (re-ID) and/or predict associations among objects using a single network ([40], [41], [32]). These methods are appealing due to less inference time and higher accuracy compared to their counterparts that only consider temporal association. In CenterTrack [41], detected objects are associated through time using 2D displacement prediction. In JDE [32] and FairMOT [40], motion estimation is done using Kalman filters. In [30], the authors associate detected objects over time utilizing an extended RCNN with an association head to capture the Euclidean distance of embedding vectors.

In this work, different from existing attempts to accelerate visual processing or MOT, we adapt the sizes of input frames to achieve a good trade-off between inference time and tracking accuracy. DeepScale is model agnostic and can work with any fully convolution network (FCN)-based object detectors. It is to the best of our knowledge, the first work to do so for MOT.

C. Efficient Edge-Cloud Architecture

Due to the limited computation capability of end devices and long network latency to transfer a large volume of data to cloud servers, efficient edge computing architectures have been investigated for visual analytics in recent years. In [11], Gu et al. improve the object tracking performance and energy consumption on end devices using a collaborative edge-cloud architecture where the end device offloads computation to gain more accurate object positions. In [4], a difficult-case discriminator is introduced to classify images into easy and hard classes based on the extracted semantics of each image. The hard cases are uploaded to a server while easy classes are processed on the device locally. In [15], KO et al. propose a network partitioning solution between an edge and a host to enhance the edge platform’s throughput. In the work, a DNN works as an encoding pipeline and the output of an intermediate layer is sent to the host. In [10], Fang et al. proposed a novel distributed collaborative framework to run compute-intensive inference tasks on small specialized models executed resource-constrained devices. The key idea is to train multiple scale-down models, who together have comparable or even better inference performance than a monolithic large model. Although these approaches split computation loads between end devices and edge servers or among end devices, they are not designed for MOT and fail to account for multi-object detection quality in optimizing the end-to-end performance.

VII. Conclusion

In this paper, we presented DeepScale, a model-agnostic method to accelerate tracking speeds for MOT tasks useful
for both server and smart camera platforms, by dynamically adapting sizes of input frames at run time. It can work with any FCN-based object detection model and provide user’s control knobs to determine a suitable trade-off between tracking accuracy and efficiency. An extended version called DeepScale++ that trains on multi-resolution training data was also developed. We validated both solutions on multiple MOT datasets and found that they could achieve comparable tracking accuracy as state-of-the-art methods with shorter inference time. To further improve the throughput of the DeepScale pipeline, two smart camera-edge server collaborative strategies were implemented and evaluated on a small-scale testbed. Experimental results demonstrated that the proposed computation partition approaches could improve the tracking throughput and enhance the tracking accuracy. As future work, we are interested in exploring the use of more advanced detection backbones and accelerating object association on crowded scenes. Another venue of interest is to experiment with more advanced edge devices such as Jetson Xavier in multi-camera tracking.
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**APPENDIX A**

**BENCHMARK EVALUATION**

In this section, we evaluate the performance of DeepScale++ (C2, $K = 30$) on MOT15 [18], MOT16 [23], MOT17 [23] and MOT20 [8] datasets under the private object detector category. For all datasets, starting from a pre-trained model on CrowdHuman [28], we retrain DeepScale++ on the full training data. For comparison, we consider integrated solutions including FairMOT, CenterTrack, and JDE trackers. Note that the results are obtained by running these trackers on a single Tesla-P100 GPU.

As shown in Table VIII, DeepScale++ ranks first in tracking speed on all datasets. For MOT15, which contains both indoor and outdoor scenes with street views, it achieves a MOTA of 58.3 (2.3% less than the best performing tracker FairMOT on this task) at 25.87 FPS (1.57X faster than FairMOT). Compared to JDE, DeepScale++ is ∼1.30X faster with 7.2% higher in MOTA on MOT16. No method manages to achieve real-time tracking ($\geq 30$ FPS) on MOT20 due to its dense crowd scenes that take a longer time for person association. Significant speed-up is still obtained by DeepScale++ with acceptable tracking accuracy.

---

**Table VIII: Comparison with SOTA methods on MOT benchmarks**

| Dataset | Method      | MOTA↑ | FPS↑ | IDP↑ | MT↑ | ML↑ | ID Sw↓ | ML Sw↓ |
|---------|-------------|-------|------|------|-----|-----|--------|--------|
| MOT15   | FairMOT     | 60.6  | 16.44| 65.7 | 47.6%| 11.0%| 591    |
|         | DeepScale++ | 58.3  | 25.87| 62.0 | 36.3%| 18.0%| 572    |
|         | JDE         | 64.4  | 15.94| 33.8 | 33.4%| 20.0%| 1344   |
| MOT16   | FairMOT     | 74.9  | 15.43| 72.8 | 44.7%| 15.9%| 1074   |
|         | DeepScale++ | 71.6  | 20.15| 71.1 | 38.6%| 18.7%| 1331   |
| MOT17   | FairMOT     | 73.7  | 15.43| 72.3 | 43.2%| 17.3%| 3303   |
|         | DeepScale++ | 70.2  | 20.50| 70.3 | 39.2%| 20.3%| 3870   |
| MOT20   | FairMOT     | 61.8  | 12.35| 67.3 | 68.8%| 7.6% | 5243   |
|         | DeepScale++ | 59.44 | 14.39| 66.33| 52.6%| 11.2%| 4123   |