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Abstract

In previous work, the Hamilton-Jacobi equation has been associated with the metrics of general relativity and shown to be a generalized Dirac equation for quantum mechanics. This lends itself to a natural definition of wave-particle duality in quantum mechanics. This theory is now further developed to show that a free spinless quantum particle moving with velocity $v$ obeys the standard wave equation of electro-magnetism. We also discuss the implications for the zitterbewegung problem and its relationship to isotropy. Moreover, it is also shown that for the theory to be consistent, the momentum defined by the Hamilton-Jacobi function presupposes the existence of a universal parameter internal to the system. In the case of particles with mass this invariant can be defined by $d\lambda = dt/m(t)$ where $t$ has the units of time and $m = m(t)$ has the units of mass.
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1 Introduction

The expression wave-particle duality is associated with quantum mechanics and quantum field theory. Historically it dates back to Einstein’s publication in 1905 of the photo-electric effect, in which the transmission of light previously assumed to be a wave phenomena also exhibited particle properties. In contrast, De Broglie waves associated with objects which had traditionally been considered particles were also found to exhibit wave-like characteristics. However, it should be noted that by definition of wave-particle duality (see below) there are no particles in a classical sense. When we refer to an electron as a particle, in reality we are referring to the “particle properties” associated with the center-of-mass.

More formally, we treat the subject from the perspective of general relativity. We find that there is a one-to-one correspondence between the metrics of general relativity and wave equations, which will permit us to associate the particle momentum with its corresponding quantum mechanical operator. This approach will allow us to explain the zitterbewegung problem in a natural manner. Before entering into the specifics, we first give a brief overview of the relationship between differential geometry and Clifford Algebras.
2 Metrics and the Dirac equation

What is the role of spacetime metrics in the description of fundamental forces and interactions? General relativity allows us to identify mass with spacetime curvature or more precisely to identify the stress-energy-momentum tensor with the Ricci curvature tensor. In this theory, a planet moves along a straight line (geodesic) in its locally flat spacetime, which corresponds to a trajectory of a closed ellipsoid loop in the globally curved spacetime. One may also calculate approximately the same planetary trajectory via Newton’s gravitational force over a flat spacetime or via Einstein’s spacetime gravitational field equations, nevertheless they are different from both an ontological and physics perspective. The new insights gained through the concepts and equations of general relativity involve a paradigm shift. Unlike Newtonian mechanics, general relativity gives a unified method to calculate the motion of planets and the gravitational deflection of electromagnetic waves.

2.1 Dual equations

We begin with an intuitive and non-rigorous approach to our methodology by indicating two ways in which quantum mechanical wave equations can be obtained from the metrics of general relativity, without any explicit recourse to Lagrangians or Hamiltonians. We will then combine the results of the two approaches into a mathematical theorem. In this section, we will impose more rigorous constraints which will enable us to identify the spinor formulation given here with the usual Hilbert space formulation of quantum mechanics. In general, Einsteinian notation will be used for index summations throughout this chapter, although at times it will be necessary to distinguish the time component from the space ones in which case we will do so using the ∑ notation.

The General Theory of Relativity associates gravitational and electromagnetic fields with four-dimensional differential manifolds. Consequently, the language of differential geometry is at the heart of the subject. We denote a manifold and its local metric tensor as (M, g). Particles move on curves, which in turn can be defined in terms of metrics $ds^2 = g_{\mu\nu}dx^{\mu}dx^{\nu}$ where $(dx^{\mu})$ represents a tangent vector along the curve, expressed in terms of differentials defined with respect to a basis. At each point along the curve we can also assign a vector field $(\partial/\partial x^{\mu})$, whose operation on a function $\psi$ can be associated with a gradient $\partial \psi/\partial x^{\mu}$ defined over the manifold. In effect, there is a canonical 1-1 correspondence between vectors defined on the tangent space associated with the directional derivative along a curve, and those which can be identified as gradients defined over the dual space.
associated with the same curve:

\[ T^1_0(M) \leftrightarrow T^0_1(M) \quad (1) \]

\[ v^\mu \partial_\mu \leftrightarrow \tilde{v}_\mu dx^\mu \quad (2) \]

Since a manifold is a locally flat surface, we can erect an orthogonal tetrad (vierbien) at each point. In terms of general relativity and the Principle of Equivalence, this means that there exists a (local) tetrad at every point of the field, such that for each \( v \in T^1_0 \) and the corresponding \( \tilde{v} \in T^0_1 \) we can write respectively

\[ v = v^a \partial_a \quad \text{and} \quad \tilde{v} = v_a dx^a . \]

The use of tetrads is essential when we work with spinors.

We shall now exploit this 1-to-1 correspondence to identify the quantum-mechanical wave equations as the dual of the Dirac “square-root” of the metric (see also [7] and [8]). Let

\[ ds^2 = g_{\mu\nu} dy^\mu dy^\nu = \eta_{ab} dx^a dx^b \quad (3) \]

where \( a \) and \( b \) refer to local tetrad coordinates and \( \eta \) to a rigid (local) Minkowski metric. We used \((dy^\mu)\) and \((dx^a)\) symbols for the respective tangent vectors in order to emphasize that these are two different coordinate systems. Associated with this metric \( \eta \) are the scalar \( ds \) and a matrix \( \tilde{d}s \equiv \gamma_a dx^a \) such that \( \tilde{d}s^2 = ds^2 \). Here \( \gamma_a \) is a Clifford basis, which transforms as a covariant vector under coordinate transformations. Geometrically, \( \gamma_a dx^a \) is a vector and \( ds \) is its norm. There are many possible choices for the matrix representation of \( \gamma_a \), and the most frequently used ones are representations of the Pauli spin matrices. Regardless of our choice of basis, it is important to define \( \{\gamma_a \gamma_b\} = \gamma_a \gamma_b + \gamma_b \gamma_a = 2\eta_{ab} \) in accordance with the commutation rules of a Clifford basis.

Note also that the relationship between the two metric tensors is given by \( g_{\mu\nu}(x) = \eta_{ab} e^a_\mu(x)e^b_\nu(x) \) with \( e^a_\mu(x) \) forming local tetrads at \( x \). Furthermore, \( ds \) can be considered as an “eigenvalue” of the linear operator \( \tilde{d}s \) by forming the spinor eigenvector equation \( \tilde{d}s \xi = ds \xi \).

Based on the above definitions, we associate the metric

\[ ds^2 = g_{\mu\nu} dy^\mu dy^\nu = \eta_{ab} dx^a dx^b \quad (4) \]

with the spinor equation:

\[ ds \xi = \gamma_a dx^a \xi \quad (5) \]

This equation, in a natural way, associates spinors directly with the metrics of general relativity. Moreover, in agreement with the general theory
of eigenvectors, if $\xi$ is a solution so also is $\psi(z_0, z_1, z_2, z_3)|\xi$ where $\psi$ is any complex scalar valued function. Indeed, there is no reason why $\psi$ cannot be an $L^2$ function that corresponds to a quantum-mechanical wave function. It is also worth keeping in mind that every operator has its corresponding eigenfunctions and by definition, these eigenfunctions are invariant with respect to the action of the operator. Although in quantum mechanics the act of measurement interferes with the initial state of the wave function, nevertheless each eigenvector corresponds to an invariant state with respect to the action of the operator. Usually this is framed in the language of the projection postulate and in this context quantum theorists talk about a collapsed wave function. However, this is a misnomer. In reality, it is not that the wave function has collapsed but rather it has been transformed into another one, with the eigenvector still remaining invariant. For example, if we consider the rotation of the earth, the eigenvector will correspond to its axis of rotation while all other points are constantly in motion because of the rotation.

Just as each vector $\frac{\partial}{\partial x^a}$ can be mapped to a dual one-form $dx^a$, similarly, the $\tilde{G}$ matrix above can be seen as the dual of the expression $\tilde{\partial}_s \equiv \gamma^a \frac{\partial}{\partial x^a}$, where $\gamma^a$ is defined by the relationship $\{\gamma^a, \gamma_b\} = 2\delta^a_b$, or equivalently $\eta_{ab}\gamma^a = \gamma_b$.

If we let $s$ describe the length of a particle’s trajectory along a curve $(x^0(s), x^1(s), x^2(s), x^3(s)) \in (M, g)$ then $s$ can be regarded as an independent parameter with an associated 1-form $ds$, which is the dual of the tangent vector $\partial_s$. Note that in terms of the basis vectors for $T_p(M)$ and $T^*_p(M)$ we can write $\partial_s = \frac{\partial x^a}{\partial s}\partial_a$ and $ds = \frac{\partial s}{\partial x^a}dx^a$. It also follows that this dual map is given by $ds\partial_s \equiv \frac{\partial s}{\partial x^a}\frac{\partial x^i}{\partial s} = 1$. Putting these two results together allows us to consider equation 5 as the dual of the equation:

$$\frac{\partial \psi}{\partial s} = \gamma^a \frac{\partial \psi}{\partial x^a},$$

where $\frac{\partial}{\partial s}$ refers to differentiation along a curve parametrized by $s$. Geometrically, equation (6) is the dual of equation (5).

We shall refer to equation (6) as a (generalized) Dirac equation and later show how it relates to the usual form of this equation. At times, we shall also loosely refer to it as a “dual wave-equation”. This 1-to-1 map between equations (5) and (6) formally defines what we mean by wave-particle duality. They both go together and one cannot exist without the other. The metric corresponds to the particle property and the wave equation to its wave property. Given the metric, we can write down the wave and conversely, given the wave we can write down the metric. It is only a matter of convention whether we begin first with the wave and then the metric or vice-versa. It remains to better understand the origin and properties of this wave from a physical point of view. The first step in this
understanding is to show the relationship between Minkowski space, null metrics and the classical wave equation. This is formulated more precisely in the following theorem and lemmas.

**Theorem 1** Let \( ds^2 = g_{\mu\nu}dy^\mu dy^\nu = \eta_{ab}dx^a dx^b \) define a metric along a curve defined over \( T_0^1 \) then

\[
ds^2 = \eta_{ab} dx^a dx^b \iff 0 = v^2 dt^2 - dx_1^2 - dx_2^2 - dx_3^2
\]

where \( v_i = \frac{dx_i}{dt}, \ v = |v| \).

**Proof:** Note \( ds^2 = c^2 d\tau^2 \) from which it follows that

\[
c^2 d\tau^2 = c^2 dt^2 - \sum_{i=1}^{3} dx_i^2 = c^2 dt^2 \left( 1 - \frac{v^2}{c^2} \right)
\]

Therefore

\[
0 = c^2 dt^2 - c^2 d\tau^2 - \sum_{i=1}^{3} dx_i^2
\]

\[
\iff 0 = c^2 dt^2 \left( 1 - \left( \frac{d\tau}{dt} \right)^2 \right) - dx_1^2 - dx_2^2 - dx_3^2
\]

\[
\iff 0 = v^2 dt^2 - dx_1^2 - dx_2^2 - dx_3^2
\]

The novelty of the theorem is not that any freely moving particle with or without mass can be identified with motion along a null metric, although this too is important and follows directly from the velocity equation \( v^i = \frac{dx^i}{dt} \) as defined in the laboratory frame. Instead, the novelty rests on the fact that a necessary and sufficient condition for motion along a null metric to be transformed into a non-null metric in Minkowski space is that there should be an isotropic velocity \( c \) valid for all frames of reference such that \( \frac{d\tau^2}{dt^2} = 1 - \frac{v^2}{c^2} \) and \( v \neq c \). In other words, the relationship between \( dt \) and \( d\tau \) is defined by a Lorentz transformation. With this said, we now seek a spinor representation of the above theorem.

**Lemma 1** If \( ds^2 = \eta_{ab} dx_a dx_b \) then \( ds \xi = (c\gamma_0 dt + \sum_{i=1}^{3} \gamma_i dx^i) \xi \iff 0 = (v dt + \sum_{i=1}^{3} \gamma'_i dx^i) \xi \)

where

\[
\gamma' = \frac{c}{v} \left( \gamma_0 + \frac{d\tau}{dt} \right), \ \gamma'_i = \frac{c}{v} \left( \gamma_0 + \frac{d\tau}{dt} \right) \gamma_i, \quad (\gamma'_i)^2 = 1 \text{ and } \{\gamma'_i, \gamma'_j\} = 0, \ ds = c d\tau
\]

**Proof:** Since \( ds^2 = \eta_{ab} dx_a dx_b \) the spinor square root exists such that

\[
ds\xi = (c\gamma_0 dt + \sum \gamma_i dx^i) \xi \quad \text{this is the Dirac square root} \quad (11)
\]

\[
\iff 0 = [(c\gamma_0 dt - ds) + \sum \gamma_i dx^i] \xi \quad \text{subtract } ds \xi \text{ from both sides}\ (12)
\]

\[
\iff 0 = c dt \left( \gamma_0 - \frac{d\tau}{dt} \right) \xi + \sum \gamma_i dx^i \xi \quad \text{using } ds = c d\tau \quad (13)
\]
\[ 0 = \frac{c}{v} \left( \gamma_0 + \frac{d\tau}{dt} \right) \left[ cdt \left( \gamma_0 - \frac{d\tau}{dt} \right) \xi + \sum \gamma_i dx_i^\xi \right] \text{ mult. by } \gamma' \] (14)

\[ \Longleftrightarrow 0 = vdt\xi + \sum \gamma'_i dx_i^\xi \quad \text{ note } \left( \gamma_0 + \frac{d\tau}{dt} \right) \left( \gamma_0 - \frac{d\tau}{dt} \right) = \frac{v^2}{c^2} \] (15)

It is easy to check that for \( 1 \leq i \leq 3 \), \( \gamma_i^2 = -\gamma_i^2 = 1 \), \( \{ \gamma_i', \gamma_j' \} = 0 \) and \( v^2 dt^2 \xi = \sum dx_i^2 \).

It should be clear in the above lemma that \( \gamma_i \) and \( \gamma_i' \) are two different representations of the Dirac spin matrices which are dependent upon each other through the relationship \( \gamma'_i = \frac{c}{v} \left( \gamma_0 + \frac{d\tau}{dt} \right) \gamma_i \). Once we have chosen a representation \( \gamma_i \) to linearize the metric of Theorem 1 then the linearization of the null metric will depend on this choice of \( \gamma_i \) or vice versa, as shown in the above lemma. We say more about the choice of \( \gamma \) matrices in the next section.

**Corollary 1** Given the relationship of Lemma (1) there exists a wave equation given by

\[
\left( \frac{\partial \psi}{v \partial t} = -\sum_{i=1}^{3} (\gamma'_i) \frac{\partial \psi}{\partial x^i} \right) \quad \text{ where } \gamma'_i \ is \ as \ in \ Lem(1). \] (16)

**Proof:** Take the dual of 15.

**Corollary 2** We can associate the spinor equation \( vdt\xi = \sum_{i=1}^{3} \alpha_i dx_i^\xi \) with the metric \( 0 = v^2 dt^2 - dx_1^2 - dx_2^2 - dx_3^2 \) where \( \alpha_i \) is a two dimensional representation of the spinor matrices. Moreover, this can also be expressed in a four dimensional representation as \( vdt = \sum \gamma'_i dx_i^\xi \), where \( \gamma_0 \) is defined in Lem(1).

**Proof:** It follows from our initial assumptions that

\[
\Longleftrightarrow 0 = v^2 dt^2 - dx_1^2 - dx_2^2 - dx_3^2 \] (17)

\[
\Longleftrightarrow v^2 dt^2 = dx_1^2 + dx_2^2 + dx_3^2 \] (18)

Since there are only three independent random variables, we can define a square root over a two dimensional spinor space with respect to a spinor basis \( \alpha_i \) where \( \alpha_i^2 = 1 \) and \( \{ \alpha_i, \alpha_j \} = 0 \) such that

\[ vdt\xi = \sum (\alpha_i dx_i) \xi \] (19)

The \( \alpha_i \) can be imbeded in a four dimensional representation by defining

\[
\gamma'_i = \frac{c}{v} \begin{pmatrix}
0 & \alpha_i \\
\alpha_i - \alpha_i \frac{d\tau}{dt} & 0
\end{pmatrix}
\]
In which case
\[ vdt\xi = \sum (\gamma_i' dx^i)\xi \] (20)

**Remark:** We chose \( \gamma_i' \) in the above Lemma to be consistent with Lem(1). In fact, if we define
\[
\gamma_i = \begin{pmatrix} 0 & \alpha_i \\ -\alpha_i & 0 \end{pmatrix}, \quad \gamma_0 = \begin{pmatrix} I & 0 \\ 0 & -I \end{pmatrix}
\]
then we see that \( \gamma_i' = \frac{2}{v} \left( \gamma_0 + \frac{d\gamma_0}{dt} \right) \gamma_i \), as in the lemma. In practice, the boundary or initial conditions will dictate the proper choice of \( \gamma_i \), and if no specific choice is required, the important thing will be to maintain consistency throughout.

**Corollary 3** It follows from Cor(1) that if \( v \) is constant then
\[
0 = \frac{1}{v^2} \frac{\partial^2 \psi}{\partial t^2} - \sum_{i=1}^{3} \frac{\partial^2 \psi}{\partial x_i^2} \] (21)

**Proof:** It is sufficient to multiply equation (16) by \(-\sum (\gamma_i') \frac{\partial \psi}{\partial x_i} \) or equivalently note that
\[
0 = \left( \gamma_0 \frac{\partial}{\partial t} + \gamma_0 \sum \gamma_i' \frac{\partial}{\partial x_i} \right) \left( \gamma_0 \frac{\partial \psi}{\partial t} + \gamma_0 \sum \gamma_i' \frac{\partial \psi}{\partial x_i} \right) = \frac{1}{v^2} \frac{\partial^2 \psi}{\partial t^2} - \sum \frac{\partial^2 \psi}{\partial x_i^2} \] (22)

Both Cor(1) and Cor(3) express deep results. It means that the Dirac and the Klein-Gordon equations respectively can be reformulated in terms of classical wave equations defined locally over null geodesics where the velocity of the particle is \( v \). This \( v \) is mass (and presumably charge) dependent. Indeed, from the perspective of special relativity, we can write
\[
v^2 = c^2 \left( 1 - \left( \frac{m_0}{m} \right)^2 \right).
\]
In other words, all wave equations for quantum particles are distinguished only by their velocity, which in turn will be dependent upon their mass and charge. The wave equation for em-radiation is a special case that occurs when \( v = c \) or equivalently \( m_0 = 0 \). In the case of general relativity this mass-charge dependence is expressed in the Reissner-Nordstroem metric.

### 2.2 Dirac equation and Clifford algebra properties

Now consider the motion of a test particle of mass \( m \) along a timelike geodesic. Let \( p^a = m(dx^a/d\tau) \), where \( \tau \) is the proper time (i.e. \( ds = c d\tau \)). Then
\[
ds^2 = \eta_{ab} dx^a dx^b \quad \text{is equivalent to} \quad (mc)^2 = \eta_{ab} p^a p^b. \] (23)
which in spinor notation means that
\[ ds\xi = \gamma_a dx^a \xi \]
is equivalent to the Dirac Hamiltonian \( \gamma^a p_a \xi(p) = mc\xi(p) \).

(24)

If equation 6 is subjected to the constraints of equation 24, as it should be for motion along the timelike geodesic, we find that \( \psi = \psi^i (\int s^{(x)} p_\mu dx^\mu) e_i \) is a solution of equation 6 in a general coordinate system, provided the integration is taken along the curve \( s = c\tau \) and \( \xi(p) = \frac{d\psi^a(p)}{dt}e_i \).

It is also worth noting that if all of \( \psi^i \) are equal then \( \psi = \psi^i(x)\xi \) where \( \xi \) is a spinor independent of \( x \). In this particular case the Dirac equation takes on the form
\[ (\tilde{\partial}_s \psi^i)\xi = \frac{\partial \psi^i}{\partial s} \xi. \]

(25)

Finally, we need to say something about the choice of \( \gamma \) matrices. Essentially we have defined them in terms of the linearized metric \( ds\xi = \gamma_a dx^a \xi \). In doing so, this requires that \( \{\gamma_a, \gamma_b\} = 2\eta_{ab} \). Note that there are in infinite number of choices for these matrices. In Minkowski space, it is conventional to choose
\[
\gamma^0 = \begin{pmatrix} I & 0 \\ 0 & -I \end{pmatrix} \quad \text{and} \quad \gamma^i = \begin{pmatrix} 0 & \alpha^i \\ -\alpha^i & 0 \end{pmatrix}, \quad i \in \{1, 2, 3\}.
\]

(26)

where the \( \alpha^i \)'s are constant and correspond to the Pauli spin matrices. However, if we switch to curvilinear coordinates then both the \( \gamma \) and \( \alpha \) matrices may be no longer constant. For example if
\[ ds^2 = dx^2 + dy^2 \]
then
\[ \tilde{ds} = \alpha_x dx + \alpha_y dy \]
where we choose
\[
\alpha_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \text{and} \quad \alpha_y = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

(27)

On switching to polar coordinates, \( x = r \cos \theta \) and \( y = r \sin \theta \) such that
\[ \tilde{ds} = \alpha_r dr + \alpha_\theta r d\theta \]
and
\[
\alpha_r = \begin{pmatrix} \sin \theta & \cos \theta \\ \cos \theta & -\sin \theta \end{pmatrix} \quad \text{and} \quad \alpha_\theta = \begin{pmatrix} \cos \theta & -\sin \theta \\ -\sin \theta & -\cos \theta \end{pmatrix}.
\]

(28)

Clearly, \( \alpha_r \) and \( \alpha_\theta \) are now variables. In the Heisenberg representation of quantum mechanics, operators are variables that usually evolve in time. Specifically, when discussing the zitterbewegung problem, the \( \alpha \) operators are variables such that \( i\dot{\alpha} = [\alpha, H_o] \), where \( H_o = \alpha p + \beta m \). We will discuss this later on.
3 Hamilton-Jacobi functions and the Dirac equation

To more fully appreciate wave-particle duality as defined by equations (6) and (5), we investigate their Clifford algebra properties. Recall that if \( \mathbf{u} \) and \( \mathbf{v} \) are two vectors with (symmetric) dot product \( \mathbf{u} \cdot \mathbf{v} \) and (antisymmetric) cross product \( \mathbf{u} \wedge \mathbf{v} \), the Clifford product of \( \mathbf{u} \) and \( \mathbf{v} \) is defined by

\[
\mathbf{u} \mathbf{v} = \mathbf{u} \cdot \mathbf{v} + \mathbf{u} \wedge \mathbf{v}.
\]

(29)

In the case of the two operators \( \tilde{d}s \) and \( \tilde{\partial}_s \), which are matrix representations of Clifford vectors their Clifford product is

\[
2\tilde{d}s \tilde{\partial}_s \psi = \{\tilde{d}s, \tilde{\partial}_s \psi\} + [\tilde{d}s, \tilde{\partial}_s \psi]
\]

(30)

\[
= 2 \frac{\partial \psi}{\partial s} ds + [\tilde{d}s \psi, \tilde{\partial}_s \psi]
\]

(31)

In contrast, if we multiply equations (6) and (5) together we obtain

\[
\tilde{d}s \tilde{\partial}_s \psi = \frac{\partial \psi}{\partial s} ds .
\]

(32)

Equations 31 and 32 are compatible if and only if \([\tilde{d}s, \tilde{\partial}_s \psi]\) = 0. This is important for many reasons:

1. It means that both \( \tilde{d}s \) and \( \tilde{\partial}_s \psi \) share a complete set of common eigenvectors and therefore, from the perspective of quantum mechanics, both are compatible and simultaneously measurable.

2. Geometrically, it means that \( \tilde{d}s \) and \( \tilde{\partial}_s \psi \) are parallel at each point of the curve \( s = s(t, x, y, z) \).

3. \( d\psi = \frac{\partial \psi}{\partial s} ds \) is an exact differential and obeys the Hamilton-Jacobi equation. The precise meaning of this point will be discussed below.

4. Historically, Schroedinger’s work was motivated by the Hamilton-Jacobi equation of classical mechanics [11],[12].

For much of what follows, we will assume that \([\tilde{d}s, \tilde{\partial}_s \psi]\) = 0. This is not such a restrictive assumption as we shall see from Lemma 2 below. Essentially, one can always decompose \( \psi \) into a parallel and perpendicular component given by \( \psi(x) = \psi_{||} + \psi_{\perp} \). Combined with the requirement of differentiability, this condition means that \( \psi_{\perp} \) is purely linear and consequently \([\tilde{d}s, \tilde{\partial}_s \psi_{\perp}]\) = 0. In other words, in the case of a real function, the requirement that \( \psi_{\perp} \) be an exact differential corresponds to tangential motion with an intrinsic constant angular momentum along the curve.
If we return to equations (31) and (32), there is another way of viewing the relationship between both expressions in terms of Hamilton-Jacobi functions and the notion of exact differentials. In fact (32) is an exact differential in that
\[ \tilde{ds} \partial_s \psi = \frac{\partial \psi}{\partial s} ds = \frac{\partial \psi}{\partial x^a} dx^a \] (33)
and as we shall see, can be associated with a coherent set of natural motions [13]. Indeed, to remove any ambiguity, we begin with the following definitions:

**Definition 1** A function \( W = \int_{\sigma(\lambda)} \left( p \frac{dx}{d\lambda} - H \frac{dt}{d\lambda} \right) d\lambda \) is called a Hamilton-Jacobi function if the integral is path independent for all curves in \( \{ \sigma(\lambda) \in (M, g) \} \) and \( \frac{\partial W}{\partial t} = -H(x_1, x_2, x_3, t, \frac{\partial W}{\partial x_1}, \frac{\partial W}{\partial x_2}, \frac{\partial W}{\partial x_3}) \) defined with respect to a local tetrad. Equivalently, we can say that \( dW = p dx - H dt \) is an exact differential.

In relation to equations (31) and (32), we state (and prove) the following important theorem:

**Lemma 2** Let \( \psi(W(x,t)) \) be a differentiable function and \( \{ \sigma(\lambda) \} \) a family of curves on the manifold with unit tangent vectors \( \tilde{ds} \) with respect to a local tetrad then \( \tilde{ds} \partial_s \psi(W) \) is an exact differential iff \( \psi(W) \) is a Hamilton-Jacobi function such that
\[ p^\parallel_a = \frac{\partial \psi_\parallel(W)}{\partial x^a}, \text{ where } \psi(W) = \psi_\parallel(W) + \psi_\perp(W) \]
and \( \psi_\perp(W) = c_0 t + c_1 x_1 + c_2 x_2 + c_3 x_3 \), with \( c_0, c_1, c_2, c_3 \) being constants.

**Proof:** see appendix, lemma 4.

**Corollary 4** Let \( \tilde{ds} \partial_s \psi(W) \) be an exact differential then \( 2 \tilde{ds} \partial_s \psi(W) = 2 \frac{\partial \psi}{\partial x^a} dx^a = \{ \tilde{ds}, \partial_s \psi(W) \} \)

**Proof:** This follows both from equation(29) as noted in lemma(2) and from the exact differentiability of \( \tilde{ds} \partial_s \psi(W) \) which means \( [\tilde{ds}, \partial_s \psi(W)] = 0 \)

In effect, Lemma 2 establishes a relationship between Hamilton-Jacobi functions and the commutator relationship, \( [\tilde{ds}, \partial_s \psi(W)] \). We now use the same commutator relationship to establish another important property relating the dual operator \( \partial_s \) and the metric operator \( \tilde{ds} \) associated with the increments along a curve. Intuitively, we could think of \( \partial \psi(W(s)) \) as a wave associated with the vibration of a curve \( \sigma(s) \) in space-time, whose tangent is \( \tilde{ds} \), with respect to a local tetrad coordinate system. This leads to the following lemma:
Lemma 3  If $\psi(W)$ is a Hamilton-Jacobi function such that $[\tilde{\partial}_s W, \tilde{ds}] = 0$ then there exists a simultaneous eigenfunction $\xi$ such that

$$ (\tilde{\partial}_s \psi)(p) \xi(p) = \partial_s \psi(p), \quad (34) $$

where $\partial_s \psi = \frac{\partial \psi}{\partial s}$, which in the case of geodesic motion reduces to

$$ \tilde{\partial}_s \Psi = \frac{d\Psi}{ds}, \quad \text{where} \quad \Psi = \psi \xi. \quad (35) $$

Remark: $(\tilde{\partial}_s \psi)\xi = \tilde{\partial}_s \Psi$ in general, since $x$ is independent of $p$ in phase space. However, $\frac{d\Psi}{ds} \neq \psi'(p)\xi$ unless motion is along a geodesic.

Proof: First note that $[\tilde{\partial}_s W, \tilde{ds}] = 0$ implies $[\tilde{\partial}_s \psi, \tilde{ds}] = [\psi'(W)\tilde{\partial}_s W, \tilde{ds}] = 0$. Therefore, there exists simultaneous eigenvectors $\xi = \xi(p)$ such that $\tilde{ds} \xi = \tilde{ds} \xi$ and $(\tilde{\partial}_s \psi)\xi = \gamma^a p^*_a = \gamma^a p_a \psi'(p) = mc \psi'(p)\xi(p) = (\partial_s \psi)\xi(p)$. Also, $\xi(p)$ is constant along a geodesic and therefore

$$ \tilde{\partial}_s \Psi = \frac{d\Psi}{ds}, \quad \text{where} \quad \Psi = \psi \xi. $$

The result follows.

Remark: We refer to Equation (34) as a generalized Dirac equation associated with a curve, and (35) as a generalized Dirac equation associated with geodesics. Both of these are subsumed by equation(6) which we have also referred to as a generalized Dirac equation. It reduces to the usual form of the Dirac equation if we let $\psi = Ae^{\Lambda W}$, where $A$ is an arbitrary constant and $\Lambda = \frac{i}{\hbar}$.

### 3.1 Exact differentials and metrics

In this section, we investigate the relationship between the Hamilton-Jacobi function $W$ considered as an exact differential and its relationship to a family of metrics, $ds$. Specifically, since $dW$ is exact then $p_a = \frac{\partial W}{\partial x^a}$ depends explicitly only on the coordinates and not on the parameterization per se. Therefore, to be consistent we are required to choose a $\lambda$ in the definition 1 above, so that $p_a$ is invariant with respect to some agreed (universal) standard parameter, which emerges naturally from the geometrical and dynamical requirements of the system. For example, following the usual rule of dynamics, we require that in the instantaneous rest frame

$$ p_a = m(s)c \frac{dx^a}{ds} $$

where $m(s)$ is the instantaneous mass on a specific curve, parametrized with respect to its proper time $ds$. Note that $m(s)$ is not necessarily a constant
except along a geodesic. Moreover, if we were to change the parameter from $s$ to some other $s'$ then for $p_a$ to be invariant at each point with respect to its coordinate system would require that

$$p_a = m(s)c \frac{dx^a}{ds} = m(s')c \frac{dx^a}{ds'}$$

with $\frac{ds'}{m(s')} \equiv \frac{ds}{m(s)}$ (36)

This suggests that in a gravitational field we should define $d\lambda = \frac{ds}{m(s)}$ as a universal parameter with respect to some standard particle. Note in the laboratory frame, we would have $\frac{ds}{m(s)} = \frac{dt}{m(t)}$ [10]. Other references to this particular parametrization can also be found in [3] and [4].

With that said, we now address the important question of which comes first, the Hamilton-Jacobi function or the metric associated with the dynamics of the particle. In reality it does not matter provided one or the other is an exact differential, although there are two points to keep in mind:

1. Given an arbitrary metric $ds^2 = dx_a dx^a$ does not necessarily mean that we can construct a Hamilton-Jacobi function, $W$, from it. More precisely, given a metric $ds$ there does not necessarily exist an integrating factor $\rho = m(x^a)c$ such that $dW = \rho ds$ is an exact differential. For example if

$$ds = -ydx + xdy + kdz$$

and we require $dW = \rho(x, y, z)ds$ then on solving we find that $\rho = 0$. On the other hand if we let

$$ds = \frac{yz}{\rho} dx + \frac{xz}{\rho} dy + \frac{xy}{\rho} dz$$

then for all $\rho(x, y, z) \neq \rho(xyz)$, $ds$ is not exact although $dW = \rho ds$ is always exact.

2. Given an exact differential $dW$ can we associate a metric with it? The answer is yes:

**Theorem 2** Let $dW$ be an exact differential such that $dW = \frac{\partial W}{\partial x_a} dx^a$ then a family of curves with metric $ds^2 = dx_a dx^a$ exists such that $dW = \rho ds$, where $\rho$ is an integrating factor such that $\rho^2 = \frac{\partial W}{\partial x_a} \frac{\partial W}{\partial x_a}$. 

**Proof:** Note that if there exists a metric $ds$ such that $dW = \rho ds$ then one can also define $ds_1 = \Lambda ds$ and $\rho_1 = \frac{\rho}{\Lambda}$ such that $dW = \rho_1 ds_1$, indeed, one can choose $\rho_1 = 1$. This presents us with the question of choosing a standard (universal) parameter for the system. For what follows, we choose $ds$ such that $dx^a/ds$ is the unit tangent vector along the a family of regular curves (meaning $ds \neq 0$) on some interval of $s$. 

12
Since $dW$ is exact the value of $W(x_a)$ is independent of the path, and therefore the choice of $\rho$ will depend on the parametrized coordinate system (see below). In fact,

\[
dW = \rho ds = \rho \frac{dx_a}{ds} dx^a
\]

(37)

\[
= \left( \frac{dx_a}{ds} \right) ds dx^a
\]

(38)

\[
= \frac{\partial W}{\partial x^a} dx^a \quad \text{since } dW \text{ is exact}
\]

(39)

(40)

Therefore,

\[
\frac{\partial W}{\partial x^a} = \rho \frac{dx^a}{ds}
\]

But by definition of $ds^2$, we have that $\frac{dx_a}{ds} \frac{dx^a}{ds} = 1$ and consequently $\rho^2 = \frac{\partial W}{\partial x_a} \frac{\partial W}{\partial x^a}$ and invariant under Lorentz transformations.

Remark 1 In the case of a Hamilton-Jacobi function $W$, we note that the integrating factor $\rho$ has the units of momentum. Indeed, if we let $d\lambda = ds/m(x^a)$ be the universal parameter as suggested above then $\rho = m(x^a)c$ along the curve.

Remark 2 If $\rho = \frac{dW(s)}{ds}$ then by the chain rule both $dW$ and $ds$ are exact. To see this it is sufficient to note that $dW = \frac{dW}{ds}ds$ and $ds = \frac{ds}{dW}dW$.

Remark 3 In the case of thermodynamics $W$ would be entropy, $s$ the total heat energy and $\rho = 1/T$ where $T$ is temperature.

3.2 Some examples

The above is subtle. It does not claim that every metric can be associated with an exact differential but the opposite, namely that every exact differential can be associated with a metric and consequently a specific family of curves. We give three examples:

- Consider a metric given locally by $ds^2 = dx_a dx^a$ such that

\[
s = \cos(\theta_o)t - i \cos(\theta_j)x^j, \quad j \in \{1, 2, 3\}
\]

and $\cos \theta_a$ a constant. $s$ is clearly exact. Consequently, we may take $W = m_o cs$ and $\rho = m_o c$, which follows by applying the theorem directly to obtain

\[
\rho^2 = \frac{\partial W}{\partial x_a} \frac{\partial W}{\partial x^a} = (m_o c)^2 \cos(\theta^a) \cos(\theta^a) = (m_o c)^2
\]
Note $\frac{\partial s}{\partial x} = \frac{dx}{ds} = \cos(\theta^a)$ by definition of directed cosines on a local Minkowski space. It is easy to check that $\nabla(s).\vec{a} = ds$. In this case $W$ is a Hamiltonian function along a geodesic.

- As a second example consider $W = xy$ then we have

$$dW = \frac{\partial W}{\partial x}dx + \frac{\partial W}{\partial y}dy$$

$$= ydx + xdy$$

(41)

(42)

From the above theorem we obtain,

$$\rho^2 = \frac{\partial W}{\partial x} \frac{\partial W}{\partial x^a} = y^2 + x^2$$

$$\frac{\partial W}{\partial x} = y = \rho \frac{dx}{ds}$$

(43)

and

$$\frac{\partial W}{\partial y} = x = \rho \frac{dy}{ds}$$

(44)

This means that

$$\frac{dy}{dx} = \frac{x}{y} \quad \text{and} \quad y^2 - x^2 = \kappa^2$$

(45)

which defines a family of hyperbolae. Therefore, the standard metric associated with $W$ is given by

$$ds = \frac{y}{\sqrt{x^2 + y^2}}dx + \frac{x}{\sqrt{x^2 + y^2}}dy$$

Note that $ds$ is not an exact differential but $\sqrt{(x^2 + y^2)}ds$ is exact.

- As a third example, we define $W = x^2 + y$ then $dW = 2xdx + dy$. From the above theorem we obtain,

$$\frac{\partial W}{\partial x} = 2x = \rho \frac{dx}{ds}$$

(46)

and

$$\frac{\partial W}{\partial y} = 1 = \rho \frac{dy}{ds}$$

(47)

This means that

$$\frac{dy}{dx} = \frac{1}{2x} \iff y = \ln \sqrt{x} + \kappa, \quad \text{and} \quad \lambda^2 = \left(\frac{\partial W}{\partial x}\right)^2 + \left(\frac{\partial W}{\partial x}\right)^2 = 4x^2 + 1$$

(48)

which defines an exponential family of curves given by $x = A \exp(2y)$.  
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4 Different representations of the wave function and the zitterbewegung

In classical mechanics, we have essentially three orders of equations. The first describes the particle trajectory and can be represented by a parametrized curve $x^a = x^a(\tau)$, where $\tau$ is a parameter. The second level corresponds to kinematics with $p^a = m\dot{x}^a$, where $\dot{x}^a = \frac{dx^a}{d\tau}$ and the third is given by Newton’s equation of motion $\ddot{p}^a = m\dot{x}^a$. Essentially, in a deterministic system if one is known the other two can be calculated. In Hamiltonian mechanics, there is an analogous structure which is summarized in the table below by associating the curve and the action, $s = (x^a) \longleftrightarrow W$ as follows:

$$
\begin{align*}
  s(\tau) &= (x^a(\tau)) \leftrightarrow W = W(x^a), \\
  ds^2 &= \eta_{ab} dx^a dx^b \leftrightarrow dW = \frac{\partial W}{\partial x^a} dx^a, \\
  p^a &= m\dot{x}^a \leftrightarrow p^a = -\eta^{ab} \frac{\partial W}{\partial x^b}, \\
  p^0(t) &= H(t) = H(\tau) i, \\
  \dot{p}^a &= m\dddot{x}^a \leftrightarrow \dot{p}^a = \eta^{ab} \frac{\partial H(\tau)}{\partial x^b}, \\
  \dot{x}^a &= \eta^{ab} \frac{\partial H(\tau)}{\partial p_a}.
\end{align*}
$$

What is important to note from the above table is that the generalized Dirac “wave equation” (6) is essentially associated with the kinematics of a particle and not directly with its equations of motion. Indeed, when motion is along a geodesic, the essential information is captured by the kinematics. This explains one reason why on solving the Dirac (Schroedinger) equation the solutions are associated with fixed energy-momentum levels, which by definition pertain to geodesics. Furthermore, we put the expression “wave-equation” in quotes to emphasize that $\psi(W)$ is not necessarily a wave-function of quantum mechanics. For the moment, $\psi$ can be any $C_1$ function defined on the manifold. $\psi$ should only be interpreted as a quantum wave state when further restrictions are imposed on the function space, such as requiring that it be an element of a Hilbert space $L^2$ and that Planck’s equation, $E = h\nu$ relates the frequency of an oscillator and/or particle to its energy. We now present some examples to help clarify the above theory.
4.1 Wave-particle duality and the zitterbewegung

To analyze the motion of a quantum particle, we need to keep in mind that unlike the classical case the quantum particle is subjected to quantization conditions or equivalently the Heisenberg uncertainty relations, which can be derived when the wave function is not a point mass (as in the classical case) but smooth and continuous. Indeed, regular quantum mechanics presupposes the wave function to be an element of a Hilbert space that obeys continuity conditions at the boundaries which corresponds to standing wave solutions for atomic oscillators. The energy of these standing waves are related by the Planck-Einstein formula given by \( E = h\nu \), where \( h \) is Planck’s constant and \( \nu \) is a frequency of an atomic oscillator or equivalently using the de Broglie relation \( p = h/\lambda \), where \( \lambda \) corresponds to the particle wavelength and \( h \) is a constant of proportionality that in effect behaves as a scaling factor for measuring energy and momentum. \( h \) takes on different values according to the system of units that is been used. Nowadays, it is not uncommon to take \( h = 1 \) in natural units. However, it is also important to note that \( h \) can never be 0.

The second point is that in the case of a Hilbert space, or more precisely \( L^2 \) functions, the inner product \( \langle \psi|\psi \rangle \) not only has a statistical interpretation but is gauge invariant with respect to phase factors. This means that if \( |\psi\rangle = e^{iW}|\xi\rangle \) then \( \langle \psi|\psi \rangle = \langle \xi|\xi \rangle \) is invariant for all \( W \). Note that if the \( i \) were dropped then \( \langle \psi|\psi \rangle \) would not necessarily be invariant.

This brings us to a third point. In conventional quantum mechanics the momentum operator is usually defined by \( p^a\psi(W) = -i\hbar\frac{\partial \psi}{\partial x^a} \) which essentially means a rescaling of the Hamilton-Jacobi relation \( p^a = \frac{\partial W}{\partial x^a} \), with the \( i \) being associated with the phase factor noted in the previous paragraph. This effectively changes nothing from the prospective of the generalized Dirac equation in that

\[
\frac{\partial \psi}{\partial s} = \gamma^a \frac{\partial \psi}{\partial x^a} \iff i\hbar \frac{\partial \psi}{\partial s} = i\hbar \gamma^a \frac{\partial \psi}{\partial x^a} .
\]

However, to fully exploit the gauge invariance and the de Broglie relations mentioned above, when we refer to the original Dirac equation along a geodesic, convention has it that \( i\hbar \frac{\partial \psi}{\partial s} = mc\psi \) where \( \psi = \exp(-i/hmc)s\xi \). In other words, the requirement of gauge invariance and that the eigenvalues be real suggests redefining the Hamilton-Jacobi operators by multiplying them by an \( i\hbar \) term. The important thing is to be consistent throughout. Therefore, we define \( p_a = i\hbar \partial_a \) with the understanding that \( p_a = i\hbar \partial_a W \) from the Hamilton-Jacobi function. Note that this implies \( p^a = \eta^{ab}p_b \) which means that \( p^0 = p_0 \) but \( p^1 = -i\hbar \partial_1 \), \( p^2 = -i\hbar \partial_2 \) and \( p^3 = -i\hbar \partial_3 \). Indeed, if \( W = mc^2\tau \) (recall \( s = c\tau \)) then we can write

\[
H_0 = \frac{\partial W}{\partial \tau} = mc^2 \quad \text{and} \quad H^*_0 \equiv \frac{\partial e^W}{\partial \tau} = mc^2e^W
\]
However, if we replace $W$ with $(-i/\hbar)W$ and write the Hamilton-Jacobi operator as $i\hbar \frac{\partial}{\partial \tau}$ then we find that once again,

$$H_0 = i\hbar \frac{\partial}{\partial \tau}(-i/\hbar)W = \frac{\partial W}{\partial \tau} = mc^2 \text{ and } H_0^* \equiv i\hbar \frac{\partial e(-i/\hbar)W}{\partial \tau} = mc^2 e(-i/\hbar)W$$

To conclude, the generalized Dirac equation is a Hamilton-Jacobi equation both for classical (relativistic) mechanics and quantum mechanics. In the classical case the line increment from which the Hamilton-Jacobi function is derived gives rise to a dual non-quantum “wave-function,” which is a point mass. In contrast, in the case of quantum mechanics the same line increment is dual to a family of $L^2$ functions in such way that the initial boundary conditions coming from the physics are statistical, non-deterministic and incorporates quantization by seeking standing wave solutions. In other words, the mechanics of a strictly classical particle can be determined (in principle) from the initial conditions applied directly to the properties of the line increments, with the non-quantum “wave-equation” representing a point-mass and not contributing any additional information. In the case of a quantum particle, because of the Heisenberg uncertainty principle, the opposite appears to be true. It is precisely the “wave-equation” that encapsulates the kinematics of the particle, although the solution to the “wave-equation” is dependent upon the line increments associated with the classical particle. This also gives a new insight into the Principle of Complementarity, in that the general solution to the Dirac wave equation is composed of a point mass solution ($\delta$ function) plus a wave solution ($an L^2$ function). This in turn, enables us to have a more complete understanding of the zitterbewungung problem.

### 4.2 The zitterbewungung problem:

Consider a particle of rest mass $m_0$ moving with uniform velocity $u$ with respect to proper time along the x-axis in Minkowski space. This also means that the motion of the particle with respect to two different frames in uniform motion relative to each other are related by Lorentz transformations. The Hamilton-Jacobi function of the particle is given by $W = m_0ux - m_0c^2\dot{t} = -m_0c^2\tau$ such that $H = m_0c^2\ddot{t}$. In the rest frame, when $t = \tau$, we have $\dot{t} = 1$ and consequently $H_0 = m_0c^2$. Indeed as a classical (relativistic) particle with $x = 0$ when $\tau = 0$, then $x = u\tau$, where $u = \frac{dx}{d\tau}$. In terms of the coordinate system $(x,t)$ of the laboratory frame this can be written as $x = vt$, where $v = (u \frac{dx}{dt})$ is constant and obeys the wave equation

$$\frac{1}{v^2} \frac{\partial^2 \psi}{\partial t^2} - \frac{\partial^2 \psi}{\partial x^2} = 0$$

associated with a null metric $0 = v^2 dt^2 - dx^2$ (cf. Cor (5)). The general solution of this equation is given by $\psi(t,x) = Af(x - vt) + Bg(x + vt)$.  
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However, from the initial conditions, and the fact that we are describing a point “quantum” particle, we obtain a specific solution of the form $\psi(x, t) = \delta_k(x - vt)$, $k$ a constant associated with the center of mass.

This information can also be derived by noting that the Hamilton-Jacobi function for a null metric is given by $W_0 = m_0 ck$ an unknown constant where $W_0$ refers to the Hamilton-Jacobi function associated with the null metric. Therefore, for a point particle the general solution is the form $\psi(W_0) = \delta_k$, where $k$ represents the point mass of the delta function. But $x - vt = k$ for a particle moving with uniform velocity $v$ which means $\psi(W_0) = \delta_k(x - vt)$. It might be worth noting that $W$ and $W_0$ are related by the following identities

$$\frac{\partial W_0}{\partial t} = \frac{v^2}{c^2} \frac{\partial W}{\partial t} \quad \text{and} \quad \frac{\partial W_0}{\partial x} = \frac{\partial W}{\partial x}$$

or in other words, $W_0$ is derived from $W$ by rescaling the local time variable.

In physical terms, this means that the particle’s center of mass moves in a noise-free environment. The wave functional per se adds no new information. For elementary particles like electrons, such initial conditions are unknown in principle because of the uncertainty relations. Indeed, precisely because the initial position is unknown, at best we can write $\psi(x, t) = \delta_k(x - vt)$, where $k$ is some unknown constant, which also means that while motion might be deterministic in principle, in practice (and in principle) it is unknowable. We can only hope to glean more information by way of probabilistic methods which are not a cloak for ignorance but rather capture the ontological reality of the zitterbewegung problem.

It also strongly indicates that an elementary particle is not a particle in a classical sense and appears to have some structure implicitly suggested by combining equations (10) and (22) with the zitterbewegung. They suggest that a free falling particle obeys the same equation as a transversal electromagnetic wave, but with a different velocity such that $v = v(m)$ with $v(0) = c$. In terms of quantum mechanics, it is as if wave-particle duality corresponds to an entrapped electromagnetic wave with energy given by $E = mc^2 = nh \nu$, with each elementary particle being characterized by its own distinct $\nu$. As we shall now see, this latter characteristic offers one explanation of the zitterbewegung effect.

In contrast to the classical problem, the Heisenberg uncertainty relations, which are given by $\Delta x \Delta p \geq \hbar / 2$ and $\Delta E \Delta t \geq \hbar / 2$, change things radically and suggest that there is an underlying interference due to background radiation and/or the presence of electromagnetic noise interacting with the particle structure. Indeed, the whole study of decoherence related to entanglement is another indication that the background noise is a determining factor in particle motion. In that regard, the act of measurement is just another form of interference which is also subjected to the uncertainty relations. And these relations, combined with De Broglie’s formula, lead to
quantum mechanics.

To better understand this, let us restrict energy exchanges between particles to be a multiple of $n\hbar$ and write $W + \Delta W = W + n\hbar$ ([13], p.461). This leads to the simple formula:

$$ (W + \Delta W - W) = \Delta W = n\hbar $$

(49)

from which it follows that in the rest frame of a free particle, we have

$$ \frac{dW}{d\tau} = H_0 \approx \frac{\Delta W}{\Delta \tau} = n\hbar \nu_o, \quad \text{where} \quad \nu_o = 1/\Delta \tau. $$

(50)

This means that every elementary particle with rest mass $m_0$ can be characterized by a standard frequency (wavelength) given by the equation $m_0c^2 = h\nu_o$. This is a consequence of De Broglie’s formula.

In this case, because of the uncertainty principle, the particle characteristics are embedded within the wave function and not vice-versa. This can be especially seen in the zitterbewegung effect. As previously noted, the position of a particle constrained to move on the line is unknown because of the uncertainty relations. The best we can do is describe the position by means of a uniform density function $f(x, t) = 1/\xi$ for $x \in [0, \xi]$ and introduce a wave-function on a Hilbert space whose inner product gives the probability distribution. We associate the Hamilton-Jacobi equation not with the probability $f$ but with the wave-function $\psi(W)$ and also encapsulate Planck’s constant into $\psi$. In other words, although $f = \langle \psi|\psi \rangle$, we should not overlook the fact that $\psi$ (and not $f$) is the quantum wave function. Also, based on the wave-particle duality properties previously developed, this suggests writing the wave function for a free particle (constant $p^a$) in spinor notation as a self adjoint eigenfunction such that $\psi(W) = \psi(f p^a dx_a)$. Moreover, in order for our notation to be consistent with the traditional Heisenberg approach of solving the equation $i\dot{\alpha} = [\alpha, H]$ to explain the zitterbewegung problem, we note by corollary(4) that we can use inner product notation, analogous to Heisenberg’s outer product notation, to write $2\int(p_a dx^a) = \{\tilde{\partial}_s \psi(W), \tilde{\partial}_s\}$.

It follows that:

$$ \psi = \psi(\int \{\tilde{\partial}_s \psi(W), \tilde{\partial}_s\}) $$

(51)

$$ = \psi_i(2\int x^a dx_a)\epsilon_i $$

(52)

$$ = \frac{\exp(2i\hbar^{-1}H_0 s)}{\sqrt{\xi}}\psi_o $$

(53)

$$ = \frac{\exp(2i\hbar^{-1}m_0c^2\tau)}{\sqrt{\xi}}\psi_o $$

(54)

$$ = \frac{\exp(2i\hbar^{-1}m_0c\lambda)}{\sqrt{\xi}}\psi_o $$

(55)
This zitterbewegung structure can be associated with a periodic (simple harmonic) isotropic vibration of a particle with rest energy \( m_0c^2 \) and with De Broglie wavelength \( \lambda \). It should also be noted that the above formula contains no mention of electric charge.

**Remark:** In many textbooks, the zitterbewungung problem is analyzed from the perspective of the Heisenberg equation of motion \( i\dot{\alpha} = [\alpha, H_0] \), for the “velocity operator” \( \alpha \) and the free particle Hamiltonian, \( H_0 = \alpha p + \beta m \). This equation of motion has the formal solution [5]:

\[
x(t) = k + vt - ke^{-2iH_0t/\hbar}
\]

This contains the linear part that corresponds to the particle motion and expressed by \( x(t) = k + vt \) and the wave part (the zitterbewegung effect) expressed by the \( e^{-2iH_0t/\hbar} \). However, the presentation given above using a Schroedinger/Dirac approach is more intuitive and helps us better understand the wave-particle properties implicit in the Heiesenberg approach. Moreover, as already pointed out in section 3, by taking \( \psi_\perp = k + vt \), permits us in the light of Lemma 2 to also interpret this as an extra term corresponding to a free particle in motion but with a constant spin angular momentum.

### 4.3 Summary:

The previous sections can be summarized by the formulas listed below. Wave-particle duality corresponds to the relationship between the metric and its associated spinor \( \xi \) and a quantum mechanical wavefunction equation which is the dual of a metric with wave function \( \psi \) which we have applied to give a more intuitive understanding of the zitterbewegung frequency.

\[
ds^2 = g_{\mu\nu}dx^\mu dx^\nu = \eta_{ab}dx^a dx^b \iff ds\xi = \gamma_a dx^a \xi
\]

\[
\frac{\partial^2 \psi}{\partial s^2} = \eta_{ab} \frac{\partial^2 \psi}{\partial x^a \partial x^b} \iff \frac{\partial \psi}{\partial s} = \gamma_a \frac{\partial \psi}{\partial x^a}
\]

\[
\frac{\partial \psi}{\partial s} = \gamma_a \frac{\partial \psi}{\partial x^a}
\]

\[
d\psi = \frac{\partial \psi}{\partial x^a} dx^a
\]
\[ ds^2 = \eta_{ab} dx^a dx^b \iff 0 = v^2 dt^2 - dx_1^2 - dx_2^2 - dx_3^2 \]

\[ \frac{\partial^2 \psi}{\partial s^2} = \eta_{ab} \frac{\partial^2 \psi}{\partial x^a \partial x^b} \iff 0 = \frac{1}{v^2} \frac{\partial^2 \psi}{\partial t^2} - \frac{\partial^2 \psi}{\partial x_1^2} - \frac{\partial^2 \psi}{\partial x_2^2} - \frac{\partial^2 \psi}{\partial x_3^2} \]

\[ ds \xi = \gamma_a dx^a \xi \iff 0 = v \gamma_0 dx^0 + \gamma_1 dx^1 + \gamma_2 dx^2 + \gamma_3 dx^3 \]

\[ \frac{\partial \psi}{\partial s} = \gamma^a \frac{\partial \psi}{\partial x^a} \iff 0 = \frac{1}{v} \gamma_0 \frac{\partial \psi}{\partial t} + \gamma_1 \frac{\partial \psi}{\partial x_1} + \gamma_2 \frac{\partial \psi}{\partial x_2} + \gamma_3 \frac{\partial \psi}{\partial x_3} \]

### A Hamilton-Jacobi functions and exact differentials

We now give a proof of lemma 2 in section 2 which gives a necessary and sufficient condition for the existence of such Hamilton-Jacobi functions associated with a generalized Dirac equation:

**Lemma 4** Let \( \psi(W(x,t)) \) be a differentiable function and \( \{ \sigma(\lambda) \} \) a family of curves on the manifold with unit tangent vectors \( \tilde{ds} \), \( \tilde{\sigma_s} \), \( \tilde{\psi}(W) \) is an exact differential iff \( \psi(W) \) is a Hamilton-Jacobi function such that \( p^*_{||a} = \frac{dv}{ds} dx^a = \frac{\partial \psi_{||}(W)}{\partial x^a} \), where \( \psi(W) = \psi_{||}(W) + \psi_{\perp}(W) \) and \( \psi_{\perp}(W) = c_0 t + c_1 x_1 + c_2 x_2 + c_3 x_3 \), with \( c_0, c_1, c_2, c_3 \) being constants.

**Proof:** From equations (31), if \( \frac{\tilde{ds}}{ds} \tilde{\sigma_s} \tilde{\psi}(W) \) is an exact differential then \( [\frac{\tilde{ds}}{ds}, \frac{\partial \psi(W)}{\partial s}] = 0 \) and \( \frac{\tilde{ds}}{ds} \tilde{\psi}(W) \) is also an exact differential. This means that \( \psi(W) = \psi_{||}(W) + \psi_{\perp}(W) \) where \( \frac{\tilde{ds}}{ds}, \frac{\partial \psi_{||}(W)}{\partial s} = 0 \) and \( \psi_{||}(W) = c_0 t + c_1 x_1 + c_2 x_2 + c_3 x_3 \), with \( c_0, c_1, c_2, c_3 \) being constants. Also, \( [\frac{\tilde{ds}}{ds}, \frac{\partial \psi_{||}(W)}{\partial s}] = 0 \) means \( \frac{dv}{ds} dx^a \) is parallel (for any parameter \( \lambda \) including the curve length \( s \)) to \( \frac{\partial \psi_{||}(W)}{\partial x^a} \), and \( \exists m(\lambda) \) such that \( p^*_{||a} = m(\lambda)c \frac{dv}{ds} dx^a = \frac{\partial \psi_{||}(W)}{\partial x^a} \) (where \( c \), the velocity of light, is a scaling factor).

Also given \( \frac{\tilde{ds}}{ds} \tilde{\sigma_s} \tilde{\psi}_{||}(W) \) is an exact differential and denoting \( x_0 = t \), gives

\[
\frac{\tilde{ds}}{ds} \tilde{\sigma_s} \tilde{\psi}_{||}(W) = \frac{\partial \psi_{||}(W)}{\partial x_0} = \frac{\partial \psi_{||}(W)}{\partial x_1} dx^1 ds + \frac{\partial \psi_{||}(W)}{\partial x_2} dx^2 ds + \frac{\partial \psi_{||}(W)}{\partial x_3} dx^3 ds + \frac{\partial \psi_{||}(W)}{\partial t} dt ds
\]
On substituting \( m(s)c \frac{ds}{ds} = \frac{d\psi(W)}{dx} \) and noting that \( m(s)c \frac{ds}{ds} = 1 \) gives
\( m(s)c = \frac{d\psi(W)}{ds} \). It follows that
\[
\left( \frac{\partial \psi(W)}{\partial t} \right)^2 = (p_1^2 + (p_2^2)^2 + (p_3^2)^2 + \left( \frac{d\psi(W)}{ds} \right)^2 = \left( H_o \left( x^a, p_1^a, p_2^a, p_3^a \right) \right)^2 \]
(56)
Therefore \( \psi(W) \) is a Hamilton-Jacobi function, as also is \( \psi(W) = \psi(W) + \psi_\perp(W) \) with \( p_a^* = p_{\parallel a} + c_a \).

Conversely, given \( p_a^* = \frac{d\psi(W)}{ds} + c_a = \frac{\partial \psi(W)}{\partial x^a} + \frac{\partial \psi(W)}{\partial x^a} = \frac{\partial \psi(W)}{\partial x^a} \) then \( [\tilde{ds}, \tilde{\partial}_s \psi(W)] = 0 \) and since \( \psi(W) \) is a Hamilton-Jacobi function, it follows from Equation 31 and the definition of \( \psi_\perp \) that
\[
[\tilde{ds}, \tilde{\partial}_s \psi(W)] = d\psi(W) \quad \text{and} \quad \left[ \frac{\tilde{ds}}{ds}, \frac{\tilde{\partial}_s \psi(W)}{\partial s} \right]
\]
are both integrable. Therefore, \( \tilde{ds} \tilde{\partial}_s \psi(W) \) is an exact differential. The result follows.

**B Clifford algebra and directional derivatives**

Lemma 4 above is in its own way surprising. It requires that the decomposition of a Hamilton-Jacobi non-linear wave function can only be decomposed into a parallel component. In other words, if \( \psi(W) = \psi(W) + \psi_\perp(W) \) where
\[
[\frac{ds}{ds}, \frac{d\psi(W)}{ds}] = 0 \]
then \( \psi_\perp(W) = c_0 t + c_1 x_1 + c_2 x_2 + c_3 x_3 \), with \( c_0, c_1, c_2, c_3 \) being constants. One might have expected that \( \psi_\perp(W) \) would be arbitrary and not simply linear. So why is this so? First of all, by definition of \( \psi_\perp(W) \) we expect that
\[
\left\{ \frac{\tilde{ds}}{ds} = \tilde{\partial}_x \psi_\perp(W) \right\} = 0
\]
which means
\[
\frac{d\psi_\perp(W)}{ds} = \frac{\partial \psi_\perp(W)}{\partial x^i} dx^i = 0
\]
This implies that \( \psi_\perp(W) = constant \) and this is the surprise. In contrast,
\[
\left[ \frac{\tilde{ds}}{ds}, \frac{\tilde{\partial}_s \psi(W)}{\partial s} \right] = 0
\]
does not imply \( \psi_\parallel(W) = constant \). Usually in geometry, parallel and perpendicular decompositions are relative to a basis. For example, if \( \mathbf{x} = x_1 \mathbf{e}_1 + x_2 \mathbf{e}_2 \) then the component \( x_1 \mathbf{e}_1 \) is parallel to \( \mathbf{e}_1 \) and perpendicular to \( \mathbf{e}_2 \) while \( x_2 \mathbf{e}_2 \) is perpendicular to \( \mathbf{e}_1 \) and parallel to \( \mathbf{e}_2 \) and vice-versa. The choice of \( x_1 \)
and $x_2$ are arbitrary and independent. It might be instructive to take a concrete example and see what happens with respect to the Clifford product. Consider

$$d\tilde{s} \tilde{\partial}_s \psi(W) = \left( \frac{\partial \psi}{\partial x} \gamma_x + \frac{\partial \psi}{\partial y} \gamma_y \right) (dx \gamma_x + dy \gamma_y)$$

$$= \frac{\partial \psi}{\partial x} dx + \frac{\partial \psi}{\partial y} dy + \gamma_x \gamma_y \left( \frac{\partial \psi}{\partial x} dy - \frac{\partial \psi}{\partial y} dx \right)$$

(57)

(58)

On the one hand, if \( \left( \frac{\partial \psi}{\partial x}, \frac{\partial \psi}{\partial y} \right) \) is parallel to \( (\dot{x}, \dot{y}) \) then on letting \( \frac{\partial \psi}{\partial x} = g(x, y) \) and \( \frac{\partial \psi}{\partial y} = g(x, y) \frac{dy}{dx} \), we obtain

$$\left[ \frac{\tilde{ds}}{ds}, \tilde{\partial}_s \psi(\parallel W) \right] = 0$$

and

$$\left\{ \frac{\tilde{ds}}{ds}, \tilde{\partial}_s \psi(\parallel W) \right\} = \left( \frac{\partial \psi}{\partial x} + \frac{\partial \psi}{\partial y} \frac{dy}{dx} \right) \dot{x}$$

$$= \left[ 1 + \left( \frac{dy}{dx} \right)^2 \right] g(x, y) \dot{x}$$

(59)

(60)

On the other hand, if \( \left( \frac{\partial \psi}{\partial x}, \frac{\partial \psi}{\partial y} \right) \) is perpendicular to \( (\dot{x}, \dot{y}) \) and we let \( \frac{\partial \psi}{\partial x} = g(x, y) \frac{dy}{dx} \) and \( \frac{\partial \psi}{\partial y} = -g(x, y) \), we obtain

$$\left\{ \frac{\tilde{ds}}{ds}, \tilde{\partial}_s \psi(\perp W) \right\} = 0$$

and

$$\left[ \frac{\tilde{ds}}{ds}, \tilde{\partial}_s \psi(\perp W) \right] = \left( \frac{\partial \psi}{\partial x} \frac{dy}{dx} - \frac{\partial \psi}{\partial y} \right) \dot{x}$$

$$= \left[ \left( \frac{dy}{dx} \right)^2 + 1 \right] g(x, y) \dot{x}$$

(61)

(62)

This demonstrates the point that there is a one to one correspondence between the set of projections onto the \( \gamma_x \) and the \( \gamma_y \) axes and yet when we imposed the property that \( \psi \) should be an exact differential this one to one correspondence breaks down and we are forced to chose \( g(x, y) = 0 \). This follows because a total derivative, although as an inner product it is rotationally invariant, nevertheless as a directional derivative defined relative to a basis vector, its value varies according to the direction.
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