Automated segmentation of leukocyte from hematological images—a study using various CNN schemes
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Abstract
Medical images play a fundamental role in disease screening, and automated evaluation of these images is widely preferred in hospitals. Recently, Convolutional Neural Network (CNN) supported medical data assessment is widely adopted to inspect a set of medical imaging modalities. Extraction of the leukocyte section from a thin blood smear image is one of the essential procedures during the preliminary disease screening process. The conventional segmentation needs complex/hybrid procedures to extract the necessary section and the results achieved with conventional methods sometime tender poor results. Hence, this research aims to implement the CNN-assisted image segmentation scheme to extract the leukocyte section from the RGB scaled hematological images. The proposed work employs various CNN-based segmentation schemes, such as SegNet, U-Net, and VGG-UNet. We used the images from the Leukocyte Images for Segmentation and Classification (LISC) database. In this work, five classes of the leukocytes are considered, and each CNN segmentation scheme is separately implemented and evaluated with the ground-truth image. The experimental outcome of the proposed work confirms that the overall results accomplished with the VGG-UNet are better (Jaccard-Index = 91.5124%, Dice-Coefficient = 94.4080%, and Accuracy = 97.7316%) than those of the SegNet and U-Net schemes. Finally, the merit of the proposed scheme is also confirmed using other similar image datasets, such as Blood Cell Count and Detection (BCCD) database and ALL-IDB2. The attained result confirms that the proposed scheme works well on hematological images and offers better performance measure values.
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1 Introduction

As diseases in humans are gradually rising, an automated disease detection system is critically needed, especially when a mass screening process is essential [1–4]. Disease diagnosis with biomedical imaging is often required, in which the disease can be detected with the help of a chosen imaging modality [5, 6]. In the most chronic and infectious disease screening procedures, blood screening is a mandatory procedure, where a blood sample is collected from the patient. Detection of leukocyte (white blood cell) is particularly an essential practice during the screening of infectious diseases. This is normally performed using blood smear images (thin/thick) collected by digital microscopes [7]. Normally, hematological images collected using prescribed clinical protocol show vital information about the health condition of the patient. Further, assessment of the leukocyte count per micro-liter is also an approved practice to verify the health condition and to check the immunity level.

This work aims to develop an automated segmentation system to extract various classes of the leukocyte images available in the clinical-grade hematological test images. In the literature, a number of semi-automated/automated image processing actions have been proposed, which examined leukocyte from thin blood smear images. Our work aims to use the Convolutional Neural Network (CNN) supported segmented scheme to extract the leukocyte section with better segmentation accuracy. In the literature, a number of pre-trained and customary CNN segmentation schemes are available, which examine biomedical images recorded using varied imaging modalities [8–12]. The development of a customary CNN scheme for a chosen image is computationally complex, and hence, pre-trained CNN designs are extensively adopted by most researchers due to its availability, performance, and adaptability toward varied imaging modalities [13–17].

In this research, we adopted well-known CNN schemes, such as SegNet [9, 10], U-Net [11–13], and VGG-UUnet [14–17], to extract leukocyte fragments from images with enhanced accuracy. After extracting the leukocyte fragment, a relative assessment between the extracted section and the available Ground-Truth (GT) is done to confirm the performance of the CNN scheme. The test images used in this proposed research are collected from Leukocyte Images for Segmentation and Classification (LISC) dataset [18].

This dataset consists of the five classes of leukocyte images with a dimension of 720×576×3 pixels. LISC database comprised of 376 images in which 250 images are available with GT, and the remaining 126 images are without the GT. During the experimental evaluation, each image is resized into 256×256×3 pixels and then the image augmentation is implemented during the training of the CNN. After the training, the performance of the CNN segmentation scheme is tested using the 250 images, which are available with the GT. The experimental investigation is separately implemented with SegNet, U-Net, and VGG-UUnet. The extracted leukocyte fragment is then compared with the GT. We also calculate the Image Performance Measures (IPM), and based on these values, the performance of the CNN segmentation schemes is validated. The experimental
outcome confirms that the CNN scheme is a promising automated segmentation technique. After pre-tuning, the VGG-UNet scheme offered a better outcome compared to SegNet and U-Net. The performance of the proposed scheme is then confirmed and validated using similar medical images existing in the literature, such as Blood Cell Count and Detection (BCCD) database and ALL-IDB2. For every image cases, the proposed scheme helps to get better segmentation accuracy and this confirms that the proposed scheme works well for hematological images. The main contribution of this research work is: (1) Employing the pre-trained CNN segmentation technique to extract the abnormal section from the test image and (2) Performance evaluation of the proposed scheme on well-known benchmark images.

The remaining sections of this work are structured as follows: Sect. 2 describes the related work, Sect. 3 explains the adopted methodology, Sects. 4 and 5 present the results and conclusion of this research, respectively.

2 Related work

Blood screening is a commonly adopted disease prescreening procedure, and the assessment of leukocyte type and its count is also an essential practice in clinical level assessment. Due to its significance, a considerable number of leukocyte examination procedures are proposed and implemented in the literature. Table 1 presents a summary of various image processing procedures implemented to examine the hematological images.

Table 1 presents the few recently implemented leukocyte segmentation technique using traditional and DNN-based techniques. A short review of the segmentation technique employed to extract the White Blood Cell (WBC) can be found in the work of Sapna and Renuka [31]. All this work confirms that the extraction and evaluation of the WBC is a significant task during the blood level disease detection and to reduce the diagnostic burden, it is necessary to employ an automated WBC evaluation system. The recent works in the literature confirms that the CNN approaches help to achieve a superior result during the data assessment [32–35]. Hence, this research aims in implementing the CNN supported scheme to assess the considered database. An automated hematological image examination scheme should have the capability to detect/classify the leukocyte (WBC) with better accuracy. To achieve an automated detection, this research work employed the pre-trained CNN scheme available in the literature, and the performance of the considered CNN network is then confirmed with an experimental study using the benchmark LISC database.

3 Methodology

This section describes the proposed scheme, the image database used as a benchmark, the adopted CNN schemes, as well as the performance measures.
| References | Image processing technique employed to examine the hematological images | Database | Outcome (%) |
|------------|-----------------------------------------------------------------------|----------|-------------|
| Rezatofighi et al. [19] | This work introduced the LISC dataset and implements a classification scheme based on the Local Binary Pattern (LBP) and other texture features | LISC | An overall accuracy of 96 is achieved |
| Rezatofighi and Soltanian-Zadeh [20] | This work implements a machine learning scheme using textural feature based classification of the various leukocyte sections | LISC | Provided an overall accuracy of 96 with SVM classifier |
| Alam and Islam [21] | Leukocyte detection using You Only Look Once (YOLO) scheme is employed and its performance is validated with other existing Deep-Neural-Network (DNN) schemes | BCCD | Accuracy attained: YOLO: 86.89, VGG16: 72.07, ResNet50: 95.08, InceptionV3: 100, MobileNet: 93.44 |
| Vatathanavaro et al. [22] | Leukocyte classification using VGG-16 and ResNet50 is implemented | BCCD & LISC | Validation accuracy: VGG16 = 72.07, ResNet50 = 88.29 |
| Jung et al. [23] | A CNN scheme called W-Net is developed to extract and evacuate the leukocyte segment | LISC | Average classification accuracy = 96.00 |
| Prinyakupt and Pluempitiwiriyawej [24] | Morphological segmentation and classification of leukocyte is employed | Private dataset | Linear model outcome: Accuracy = 98.7, Sensitivity = 98.1, Specificity = 99.5, Precision = 89.2, Naïve Bayes model outcome: Accuracy = 97.3, Sensitivity = 96, Specificity = 98.7, Precision = 80.6 |
| References                  | Image processing technique employed to examine the hematological images                                                                 | Database | Outcome (%)                  |
|-----------------------------|----------------------------------------------------------------------------------------------------------------------------------------|----------|------------------------------|
| Almezghwi, and Serte [25]   | Leukocyte classification is implemented using DNN with tenfold cross-validation                                                        | LISC     | Validation accuracy          |
|                             |                                                                                                                                       |          | VGG16 = 95.7                 |
|                             |                                                                                                                                       |          | VGG19 = 95.9                 |
|                             |                                                                                                                                       |          | ResNet18 = 95.4              |
|                             |                                                                                                                                       |          | ResNet50 = 97.4              |
|                             |                                                                                                                                       |          | ResNet121 = 98.3             |
|                             |                                                                                                                                       |          | ResNet169 = 98.8             |
| Li and Wu [26]              | Detection of leukocyte using YOLOv3 is implemented                                                                                  | LISC     | Validation accuracy          |
|                             |                                                                                                                                       |          | YOLOv3 = 91.5                |
|                             |                                                                                                                                       |          | Improved-YOLOv3 = 96.4       |
| Kutlu et al. [27]           | DNN based leukocyte classification is implemented                                                                                  | BCCD &   | Validation accuracy          |
|                             |                                                                                                                                       | LISC     | AlexNet = 97                 |
|                             |                                                                                                                                       |          | VGG16:97                     |
|                             |                                                                                                                                       |          | GoogleNet = 96               |
|                             |                                                                                                                                       |          | ResNet50 = 97                |
| Dey et al. [28]             | Implementation of hybrid segmentation technique is achieved using Shannon’s entropy based Chan-Vese technique                           | LISC     | Performance measures         |
|                             |                                                                                                                                       |          | Accuracy = 99.52             |
|                             |                                                                                                                                       |          | Precision = 93.85            |
|                             |                                                                                                                                       |          | Sensitivity = 94.03          |
|                             |                                                                                                                                       |          | Specificity = 99.19          |
|                             |                                                                                                                                       |          | F1-Score = 98.28             |
| Raja et al. [29]            | Leukocyte segmentation is achieved using Shannon’s entropy and Level-Set technique                                                   | LISC     | Performance measures         |
|                             |                                                                                                                                       |          | Accuracy = 98.14             |
|                             |                                                                                                                                       |          | Precision = 94.62            |
|                             |                                                                                                                                       |          | Sensitivity = 90.28          |
|                             |                                                                                                                                       |          | Specificity = 97.63          |
|                             |                                                                                                                                       |          | F1-Score = 96.24             |
| References                  | Image processing technique employed to examine the hematological images                                                                 | Database | Outcome (%)                  |
|-----------------------------|----------------------------------------------------------------------------------------------------------------------------------------|----------|-----------------------------|
| Rajinikanth et al. [30]     | Hough transform-based leukocyte segmentation procedures are implemented and the outcome is evaluated against the GT. The eminence of this technique is compared and validated with other semi-automated segmentation practice available in the literature | LISC     | Performance measures        |
|                             |                                                                                                                                        |          | Accuracy = 97.96             |
|                             |                                                                                                                                        |          | Precision = 94.68            |
|                             |                                                                                                                                        |          | Sensitivity = 91.42          |
|                             |                                                                                                                                        |          | Specificity = 98.41          |
|                             |                                                                                                                                        |          | F1-Score = 97.28             |
3.1 Proposed scheme

The structure of the proposed scheme and its stages are depicted in Fig. 1. Initially, the essential test images are gathered from the LISC database. All the RGB images of the LISC database are resized to 256x256x3 pixels to reduce the computation complexity. The existing pre-trained CNN schemes, such as SegNet, U-Net, and VGG-UNet, are then used to extract the important fragment from the test images. The chosen CNN scheme is trained using the existing LISC dataset images and during this task, image augmentation, such as flip and rotate, is used to increase the learning capability of the CNN. After the training process is completed, the original LISC images along with the GT (250 images) are then used to test the performance of the CNN. After image segmentation, the binary version of the segmented image is considered as the outcome and finally, this image is compared against its related GT. The results from the CNN are also compared with results from the existing literatures.

3.2 Image database

The development of an appropriate disease detection system is essential in the medical domain. Validating the system with the clinical-grade benchmark images is also critical. In this research, we use the LISC dataset, which is one of the clinical-grade leukocyte image datasets, developed in the year 2010 by Rezatofighi et al. [19]. This dataset consists of five categories of images, namely basophil, eosinophil, lymphocyte, monocyte, and neutrophil, as well as mixed cases. All

![Fig. 1 Structure of the proposed CNN segmentation scheme](image-url)
these images are associated with the GT, and this dataset also has 126 images without the GT. Other related information, such as patient-related details, can be accessed from [18–20]. Figure 2 illustrates a sample test imagery of LISC with different classes.

Along with the LISC images, this research work also considers Blood Cell Count and Detection (BCCD) database [36] and ALL-IDB2 [37–39] to test the performance of the proposed scheme and the sample images from this database are depicted in Fig. 3. In this work, 250 images from each database is considered to validate the performance of the employed segmentation system.

Fig. 2 Sample test images available in the LISC database
During the medical image diagnosis, the commonly performed image processing procedures are segmentation and classification. During the segmentation task, the essential image section (Region-Of-Interest) is extracted using a chosen technique and is then evaluated using a chosen computer algorithm to detect the disease. The development of accurate image segmentation is always essential to get better disease detection accuracy.

In the literature, a significant amount of traditional [30, 40, 41] and modern (CNN) [9, 11, 42, 43] medical segmentation techniques have been used. Implementation of the traditional segmentation techniques is time consuming, and most of the existing traditional techniques are semi-automated methods and frequently need operator assistance. Due to this reason, modern techniques are widely preferred to examine medical images of varied modalities. Recently, pre-trained CNN schemes have been extensively adopted in the image processing domain, in which the pre-trained CNN schemes work well on a class of images with varied dimensions. Further, the trained CNN on a particular image case will produce better results compared to the traditional approaches. In this work, the CNN schemes, such as SegNet, U-Net, and VGG-UNet are considered to examine the LISC images. These CNN schemes are initially trained with the images of the LISC. During this process, the original as well as the augmented images are considered. After the training, the performance of the CNN is tested and validated using the leukocyte images available with the GT.

### 3.3.1 SegNet

SegNet is a well-known CNN scheme proposed in 2015. This scheme is widely used to implement the pixel-wise analysis of RGB/gray-scale images [9–11].

The SegNet is constructed by implementing a series of structured Convolutional Encoder-Decoder (CED) framework, and every framework transfers the learned
information to the next successive section. The structure of the traditional SegNet is depicted in Fig. 4. In the implementation, we used the following parameters: image augmentation is fixed as linear, learning rate is assigned as 0.005, decoder-encoder batch size is fixed as 4, normal weight initialization, linear dropout rate and Stochastic Gradient Descent (SGD) adaptive learning rate is considered. The last layer of this scheme is equipped with a Sigmoid activation that provides a classified binary image (which groups the pixel into two groups, such as the Leukocyte section and background). The final outcome of the SegNet is converted into a binary image in order to compare it with the binary GT.

### 3.3.2 U-Net

U-Net was proposed in 2015 as a sliding window convolutional network, dedicatedly developed to examine test images of the ISIC challenge database [12]. In recent years, due to its performance and significance, a considerable number of modified versions of U-Net schemes are available for other image databases [13–16].

The U-Net scheme used in this research is adopted from the work of El Adoui et al. [11], and the architecture is presented in Fig. 5. Here, the test image and the segmented image have the dimension of 256x256x3 pixels. The initial tuning of the U-Net is the same as those for the SegNet, and are similar for the VGG-UNet scheme. The working methodology is also similar to the conventional encoder-decoder scheme. Finally, the classifier unit helps to get the outcome with two class image pixels grouped as the binary image. Other related information on the conventional U-Net can be found in [13–17].

### 3.3.3 VGG-UNet

A substantial number of CNN segmentation schemes are available in the literature, and the VGG-UNet is one of the enhanced forms of the U-Net scheme. The working

![Fig. 4 Structure of the SegNet scheme](image-url)
parameters and the pre-tuning of the VGG-UNet are similar to the U-Net, and in this approach, the learned features of the VGG16 scheme is considered to enhance the segmentation accuracy. During the implementation, all the examination images are resized into $224 \times 224 \times 3$ pixels. The binary image produced by this scheme is resized into $256 \times 256 \times 1$ to have a fair comparison with the other CNN segmentation methods. In this work, the Convolutional part of the VGG16 will act as the encoder part and the Up-Convolutional part of the U-Net act as the decoder part. Finally, the Sigmoid activation helps to get the segmented result. Other information related to the VGG-UNet can be found in the following work [13–17].

### 3.4 Performance measures

CNN segmentation performance needs to be authenticated by calculating the image performance values. After extracting the leukocyte segment from the chosen hematological image, a relative assessment with the existing GT is then performed and the essential values of the performance measures, such as Jaccard-Index (JI), Dice-Coefficient (DC), Accuracy (AC), Precision (PR), Sensitivity (SE), Specificity (SP), and Negative-Predicted-Value (NPV), are calculated. Based on these values, the performance of the SegNet, U-Net, and VGG-UNet is validated. This comparison uses the binary images, in which the leukocyte region is considered as Positive (P) pixel (binary1) and the background section is accounted as Negative (N) pixel (binary0). This comparison helps to compute the measures depicted in Eqs. (1) to (9) [45–48].

\[
FP_{\text{rate}} = \frac{FP}{N} = \frac{FP}{(TN + FP)} \tag{1}
\]

\[
FN_{\text{rate}} = \frac{FN}{P} = \frac{FN}{(TP + FN)} \tag{2}
\]

\[
JI = F1 - \text{Score} = \frac{TP}{(TP + FP + FN)} \tag{3}
\]
where $TN$, $TP$, $FN$, and $FP$ represent true-negative, true-positive, false-negative, and false-positive, respectively.

**4 Results and discussion**

After image resizing and CNN pre-tuning with the LISC dataset, the proposed segmentation is initially implemented using the test images with the GT. Figure 6 depicts the sample test image (Basophil class). Figure 6a, b represent the resized examination image and the related GT, respectively. Figure 6c depicts the saliency map generated by CNN during the learning process, and Fig. 6d shows the extracted binary image with the SegNet scheme. The saliency map clearly shows that CNN precisely identified the section (leukocyte) to be extracted by the final Sigmoid activation function. A similar procedure is then repeated using U-Net and VGG-UNet schemes. Their results are depicted in Fig. 6e, f, respectively. From these images, it is clearly seen that, when the CNN is perfectly trained with the considered image database, it identifies and segments the leukocyte section with better accuracy.

After mining the leukocyte, a number of measurements using Eqs. (1) to (9) are computed. The comparison results between Fig. 6b, d–f are shown in Tables 2 and 3. The performance measure obtained by SegNet is shown to be better than those by U-Net and the VGG-UNet. The process is then replicated to all LISC images.

The LISC dataset also consists of some complex hematological images which are challenging to many proposed computer-assisted disease detection tools, as these images are associated with more than one leukocyte section. Figure 7 shows the images with two and three leukocyte sections in a single image frame.

Figure 6 shows the image and the GT, as well as the saliency map by the SegNet scheme. The saliency map clearly confirms the correctness of the pre-training procedure implemented on the CNN segmentation using the LISC dataset. Due to its initial training, the CNN architecture will remember the pixel groups belong to the leukocyte section and efficiently recognizes all the pixels to be extracted. From the
saliency map, it is clear that the enhanced pixels belong to the leukocyte section, which will be identified and extracted by the final pixel classification layer. Approximately, similar results are obtained by both U-Net and VGG-UNet.

Table 2 Performance values for the extracted leukocyte with GT

| CNN scheme   | Pixel level image comparison | FP rate | FN rate |
|--------------|------------------------------|---------|---------|
|              | TP   | FP   | TN   | FN   |   |       |       |
| SegNet       | 997  | 87   | 64,445 | 7    | 0.0013 | 0.0070 |   |       |       |
| U-Net        | 884  | 200  | 64,449 | 3    | 0.0031 | 0.0034 |   |       |       |
| VGG-UNet     | 970  | 114  | 64,441 | 11   | 0.0018 | 0.0112 |   |       |       |

Table 3 Essential performance values computed using leukocyte and GT comparison

| CNN scheme | Performance measures (%) |
|------------|--------------------------|
|            | JI   | DC (F1-score) | AC   | PR   | SE (TP rate) | SP (TN rate) | NPV |
| SegNet     | 91.3841 | 95.4981 | 99.8566 | 91.9742 | 99.3028 | 99.8652 | 99.9891 |
| U-Net      | 81.3247 | 89.7007 | 99.6902 | 81.5498 | 99.6618 | 99.6906 | 99.9953 |
| VGG-UNet   | 88.5845 | 93.9467 | 99.8093 | 89.4834 | 98.8787 | 99.8234 | 99.9829 |

Fig. 6 Sample results using Basophil class test image Test image, b GT, c Saliency map, d–f shows extracted Leukocyte image using SegNet, U-Net, and VGG-UNet, respectively
CNN segmentation technique is applied to the entire LISC dataset, which has the GT. The results for each leukocyte class are presented in Table 4. From this table, it is clear that SegNet, U-Net, and VGG-UNet successfully produce good image performance measures when compared with the GT, and this demonstrates that the abilities of CNN segmentation schemes.

To identify the overall performance measure, the average performance measure for each CNN scheme is separately computed. The overall measure is then compared using the Glyph-Plot [36] as shown in Fig. 8. This figure verifies that the overall performance by VGG-UNet is better compared to SegNet and U-Net. Compared to the SegNet, the traditional U-Net showed poor performance. This performance can be improved by varying the initial parameters of the pre-trained U-Net architecture.

The results obtained from this study confirm that the CNN schemes are automated schemes and work well on the leukocyte images with varied classes. Further, the overall performance measures, such as JI, DC, AC, PR, SE, SP, and NPV show promising results on each segmentation scheme.

The results of the proposed research are also evaluated against the existing semi-automated and hybrid image segmentation procedures available in the literature, and the results are presented in Figs. 9 and 10.

Figure 9 depicts the performance evaluation with Basophil image class and the results obtained by the Chan-Vese segmentation [28] technique and the CNN scheme. The Chan-Vese segmentation is used after the image thresholding process. The overall performance measure is approximately similar to the results of VGG-UNet.
Figure 10 presents a comparison result between the earlier works performed on the LISC database, such as Chan-Vese [28], Level set [29], and Hough transform [30] with proposed VGG-UNet. The earlier works discussed in the literature [28–30] are hybrid image processing methods, in which the preprocessing is performed using a heuristic algorithm-assisted thresholding procedure, and mining is employed with the chosen segmentation technique. The overall accuracy by the VGG-UNet is

| Image class  | CNN scheme  | JI (F1-Score) | DC | AC | PR | SE (TP rate) | SP (TN rate) | NPV |
|--------------|-------------|---------------|----|----|----|--------------|--------------|-----|
| Basophil     | SegNet      | 92.0752       | 95.5517 | 97.9053 | 91.6841 | 99.2074 | 99.1653 | 99.9064 |
|              | U-Net       | 91.0826       | 94.2281 | 97.5634 | 90.8058 | 99.2155 | 99.3106 | 99.9162 |
|              | VGG-UNet    | 92.0452       | 95.0736 | 98.7992 | 91.2545 | 98.9551 | 99.3875 | 99.9131 |
| Eosinophil   | SegNet      | 90.3175       | 93.0636 | 96.7395 | 91.7726 | 98.6185 | 98.3073 | 98.7716 |
|              | U-Net       | 91.0636       | 93.7743 | 96.8116 | 91.0736 | 98.3173 | 98.1843 | 98.2284 |
|              | VGG-UNet    | 90.8072       | 93.3327 | 97.1678 | 91.6194 | 98.2844 | 98.2005 | 98.6185 |
| Neutrophil   | SegNet      | 91.3318       | 94.9174 | 97.7538 | 92.1073 | 98.9743 | 98.7436 | 99.2254 |
|              | U-Net       | 90.5732       | 93.8636 | 96.9575 | 91.4974 | 98.6639 | 98.2974 | 99.3006 |
|              | VGG-UNet    | 91.2265       | 94.1864 | 97.6937 | 92.0865 | 98.6694 | 98.8143 | 99.5495 |
| Monocyte     | SegNet      | 91.4926       | 94.8025 | 97.4953 | 91.2286 | 98.7453 | 98.7714 | 99.3926 |
|              | U-Net       | 92.1107       | 94.6186 | 97.2064 | 91.0375 | 98.1535 | 98.3372 | 99.6247 |
|              | VGG-UNet    | 92.2215       | 94.8946 | 97.5927 | 91.5517 | 98.4738 | 98.8225 | 99.3279 |
| Lymphocyte   | SegNet      | 90.7946       | 93.1667 | 97.4426 | 91.1744 | 98.9427 | 98.4227 | 98.4812 |
|              | U-Net       | 91.1146       | 93.7268 | 96.8852 | 91.0648 | 98.3372 | 98.5924 | 98.4480 |
|              | VGG-UNet    | 91.2615       | 94.5528 | 97.4047 | 91.3163 | 98.4074 | 98.3155 | 98.3957 |
| Average      | SegNet      | 91.2023       | 94.3004 | 97.4673 | 91.5934 | 98.8976 | 98.6821 | 99.1554 |
|              | U-Net       | 91.1889       | 94.0423 | 97.0848 | 91.0958 | 98.5375 | 98.5444 | 99.1036 |
|              | VGG-UNet    | 91.5124       | 94.4080 | 97.7316 | 91.5657 | 98.5580 | 98.7081 | 99.1609 |

Fig. 8 Glyph-plot demonstrating the overall performance measure
quite similar to that of the existing methods, and sensitivity and specificity are better compared to the existing traditional procedures.

Figure 11 presents the sample results achieved with VGG-UNet, and this result confirms that the outcome in both BCCD and ALL-IDB2 database is good. This result is compared with the segmentation result of VGG-SegNet, and the outcome is presented in Fig. 12. From this figure, it can be noted that, the VGG-UNet based segmentation helps to get a better average values of JI, DC, and AC compared to
UNet, SegNet, and VGG-SegNet. Figure 12a presents the BCCD database outcome, and Fig. 12b shows the ALL-IDB2 image result. These results confirm that the VGG-UNet helps to get a comparatively better outcome on both the datasets.

The future scope of our research work may be concentrated toward improving the performance of the CNN schemes by adjusting the initial parameters, such as adjusting the image augmentation process, improving the learning, modifying the decoder-encoder batch, adjusting the weight initialization process, modifying the dropout rate, and modifying the activation layer.

This work employed encoder-decoder (VGG-UNet) scheme to achieve accurate segmentation of the leukocyte region in RGB-scaled image. The outcome of the encoder section will be the learned features (Deep-Features), and this feature can be considered to classify the images using a binary or multiclass classifiers. The future scope of this research includes: (1) Implementation of VGG supported automated image classification, (2) Development of VGG-SegNet, and (3) Examination of clinical-grade images.
5 Conclusion

Due to its medical importance, a significant amount of image assessment schemes is planned and implemented by the researches for the medical images with varied modalities. This research presented and automated leukocyte extraction system from hematological images using the benchmark LISC dataset. This work used the pre-trained CNN segmentation procedures, such as SegNet, U-Net, and VGG-UNet to extort the leukocyte section with better accuracy. The proposed segmentation procedure is implemented on 250 images associated with the GT and before implementing the segmentation process, every test image is resized into 256x256x3 pixels, in order to reduce the computation burden. The results are then compared to identify which CNN scheme produced the best outcome for the LISC dataset. Our experimental results show that the VGG-UNet produced better results than SegNet and U-Net. The outcome of the VGG-UNet is also authenticated against the other hybrid segmentation procedures existing in the literature. Further, the eminence of proposed scheme is tested and validated on BCCD and ALL-IDB2 and these results also verify that this technique helps to segment the leukocyte image perfectly. This research work demonstrated that CNN is useful and is significant in the clinical domain. In future, we will examine the clinical grade of hematological images. Furthermore, the proposed VGG-UNet approach can also be considered to classify the considered image database with a binary and multiclass classifier to support the automated leukocyte class recognition.
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