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Abstract

For solving strongly convex optimization problems, we propose and study the global convergence of variants of the accelerated hybrid proximal extragradient (A-HPE) and large-step A-HPE algorithms of Monteiro and Svaiter [21]. We prove linear and the superlinear $O\left(k^{-k\left(p^{2-1}\right)}\right)$ global rates for the proposed variants of the A-HPE and large-step A-HPE methods, respectively. The parameter $p \geq 2$ appears in the (high-order) large-step condition of the new large-step A-HPE algorithm. We apply our results to high-order tensor methods, obtaining a new inexact (relative-error) tensor method for (smooth) strongly convex optimization with iteration-complexity $O\left(k^{-k\left(p^{2-1}\right)}\right)$. In particular, for $p = 2$, we obtain an inexact proximal-Newton algorithm with fast global $O\left(k^{-k/3}\right)$ convergence rate.
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1 Introduction

The proximal-point method [17, 28] is one of the most popular algorithms for solving nonsmooth convex optimization problems. For the general problem of minimizing a convex function $h(\cdot)$, its exact version can be described by the iteration

$$x^{k+1} = \arg \min_x \left\{ h(x) + \frac{1}{2\lambda} \|x - x^k\|^2 \right\}, \quad k \geq 0,$$

where $\lambda = \lambda_{k+1} > 0$ and $x^k$ is the current iterate. Motivated by the fact that in many cases the computation of $x^{k+1}$ is numerically expensive, several authors have proposed inexact versions of (1). Among them, inexact proximal-point methods based on relative-error criterion for the subproblems are currently quite popular. For the more abstract setting of solving inclusions for maximal monotone operators, this approach was initially developed by Solodov and Svaiter (see, e.g., [29, 30, 31, 32],
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subsequently studied, from the viewpoint of computational complexity, by Monteiro and Svaiter (see, e.g., [19, 18, 20, 21]) and has gained a lot of attention by different authors and research groups (see, e.g., [4, 5, 10, 14, 16]) with many applications in optimization algorithms and related topics such as variational inequalities, saddle-point problems, etc.

The starting point of this contribution is [21], where the relative-error inexact hybrid proximal extragradient (HPE) method [18, 29] was accelerated for convex optimization, by using Nesterov’s acceleration [22]. The resulting accelerated HPE-type algorithms, called A-HPE and large-step A-HPE, were applied to first- and second-order optimization, with iteration-complexities $O\left(\frac{1}{k^2}\right)$ and $O\left(\frac{1}{k^{7/2}}\right)$, respectively. The A-HPE and/or the large-step A-HPE algorithms were recently studied also in [3, 5, 6, 11, 14, 16], with applications in high-order optimization, machine learning and tensor methods.

In this paper, we consider the (unconstrained) convex optimization problem

$$\min_x \{h(x) := f(x) + g(x)\} ,$$

where $f$ is convex and $g$ is strongly convex. For solving (2), we propose and study the convergence rates of variants of the A-HPE and large-step A-HPE algorithms. The new algorithms are designed especially for strongly convex problems, and the resulting global convergence rates are linear and $O\left(\frac{1}{k^{p+1}}\right)$ for the variants of the A-HPE and large-step A-HPE, respectively. (the parameter $p \geq 2$ appears in the high-order large-step condition (see [14, 16]).) We also apply our study to tensor algorithms for high-order convex optimization, a topic which has been the object of investigation of several authors (see, e.g., [6, 7, 13, 14, 16, 24, 25] and references therein). The proposed inexact (relative-error) $p$-th order tensor algorithm has global superlinear $O\left(\frac{1}{k^{p+1}}\right)$ convergence rate. We also mention that, for $p = 2$ we obtain, as a by-product of our approach to high-order optimization, a fast $O\left(\frac{1}{k^{7/3}}\right)$ proximal-Newton method for strongly convex optimization.

The main contributions of this paper can be summarized as follows:

(i) A variant of the A-HPE algorithm for strongly convex objectives (Algorithm 1) and its iteration-complexity analysis as in Theorems 2.6 and 2.9.

(ii) A large-step A-HPE-type algorithm for strongly convex problems (Algorithm 2) with a high-order large-step condition and its iteration-complexity (see Theorem 3.3).

(iii) A new inexact high-order tensor algorithm (Algorithm 3) for strongly convex problems and its global convergence analysis (see Theorem 4.4). Here and in item (ii) above we highlight the fast global convergence rate $O\left(\frac{1}{k^{p+1}}\right)$.

(iv) An inexact relative-error forward-backward algorithm for strongly convex optimization (see Algorithm 4 and Theorem 5.4).

Additionally to the contributions described in (i)–(iv) above, we refer the reader to the remarks/comments following Algorithms 1, 2, 3 and 4.

**Some previous contributions.** The A-HPE and forward-backward methods for strongly convex problems were also recently studied in [3]. Based on the A-HPE framework, $p$th-order tensor methods
with iteration-complexity $O\left(1/k^{3p+1}\right)$ were studied in [3, 6, 11, 14, 16]. When combined with restart techniques, improved rates for the uniformly- and/or strongly convex case were also obtained in [3, 11] (see also [15]). We also mention that local superlinear convergence rates for tensor methods were obtained in [7]. Tensor and/or second-order schemes were also recently studied in [8, 9, 12, 13].

**General notation.** We denote by $\mathcal{H}$ a finite-dimensional real vector space with inner product $\langle \cdot, \cdot \rangle$ and induced norm $\| \cdot \| = \sqrt{\langle \cdot, \cdot \rangle}$. The $\varepsilon$-subdifferential and the subdifferential of a convex function $g : \mathcal{H} \to (-\infty, \infty]$ at $x \in \mathcal{H}$ are defined as $\partial_\varepsilon g(x) := \{ u \in \mathcal{H} | g(y) \geq g(x) + \langle u, y - x \rangle - \varepsilon \ \forall y \in \mathcal{H} \}$ and $\partial g(x) := \partial_0 g(x)$, respectively. For additional details on standard notations and definitions of convex analysis we refer the reader to the reference [27]. Recall that $g : \mathcal{H} \to (-\infty, \infty]$ is $\mu$-strongly convex if $\mu > 0$ and, for all $x, y \in \mathcal{H}$,

$$g(\lambda x + (1 - \lambda)y) \leq \lambda g(x) + (1 - \lambda)g(y) - \frac{1}{2}\mu \lambda(1 - \lambda)\|x - y\|^2, \quad \forall \lambda \in [0, 1]. \quad (3)$$

## 2 A variant of the A-HPE algorithm for strongly convex problems

In this section, we consider the convex optimization problem (2), i.e.,

$$\min_{x \in \mathcal{H}} \{ h(x) := f(x) + g(x) \},$$

where $f, g : \mathcal{H} \to (-\infty, \infty]$ are proper, closed and convex functions, dom $h \neq \emptyset$, and $g$ is $\mu$-strongly convex, for some $\mu > 0$. We will denote by $x^*$ the unique solution of (2).

Next we present the main algorithm of this section for solving (2), whose the complexity analysis will be presented in Theorems 2.6 and 2.9.
Algorithm 1. A variant of the A-HPE algorithm for solving the (strongly convex) problem \((2)\)

0) Choose \(x^0, y^0 \in \mathcal{H}, \sigma \in [0, 1]\), let \(A_0 = 0\) and set \(k = 0\).

1) Compute \(\lambda_{k+1} > 0\) and \((y^{k+1}, v^{k+1}, \varepsilon_{k+1}) \in \mathcal{H} \times \mathcal{H} \times \mathbb{R}_+^+\) such that
\[
v^{k+1} \in \partial_{\varepsilon_{k+1}} f(y^{k+1}) + \partial g(y^{k+1}),
\]
\[
\frac{\|\lambda_{k+1} v^{k+1} + y^{k+1} - \bar{x}^k\|^2}{1 + \lambda_{k+1} \mu} + 2\lambda_{k+1} \varepsilon_{k+1} \leq \sigma^2 \|y^{k+1} - \bar{x}^k\|^2,
\]
where
\[
\bar{x}^k = \left(\frac{a_{k+1} - \mu A_k \lambda_{k+1}}{A_k + a_{k+1}}\right) x^k + \left(\frac{A_k + \mu A_k \lambda_{k+1}}{A_k + a_{k+1}}\right) y^k,
\]
\[
a_{k+1} = \frac{(1 + 2\mu A_k)\lambda_{k+1} + \sqrt{(1 + 2\mu A_k)^2 \lambda_{k+1}^2 + 4(1 + \mu A_k) A_k \lambda_{k+1}}}{2}.
\]

2) Let
\[
A_{k+1} = A_k + a_{k+1},
\]
\[
x^{k+1} = \left(\frac{1 + \mu A_k}{1 + \mu A_{k+1}}\right) x^k + \left(\frac{\mu a_{k+1}}{1 + \mu A_{k+1}}\right) y^{k+1} - \left(\frac{a_{k+1}}{1 + \mu A_{k+1}}\right) v^{k+1}.
\]

3) Set \(k = k + 1\) and go to step 1.

Next we make some remarks about Algorithm 1:

(i) By letting \(\mu = 0\) in Algorithm 1 we obtain a special instance of the A-HPE algorithm of Monteiro and Svaiter (see [21, Section 3]), whose global convergence rate is \(O\left(1/k^2\right)\) (see [21, Theorem 3.8]). On the other hand, thanks to the strong-convexity assumption on \(g\), in Theorems 2.6 and 2.9 we obtain linear convergence for Algorithm 1. We will also study a high-order large-step version of Algorithm 1 (see Algorithm 2 in Section 3), for which superlinear \(O\left(k^{-k\left(\frac{p}{p-1}\right)}\right)\) global convergence rates are proved, where \(p \geq 2\). Applications of the latter result to high-order tensor methods for convex optimization will also be discussed in Section 3.

(ii) Since the cost of computing \(\bar{x}^k, a_{k+1}, A_{k+1}\) and \(x^{k+1}\) as in (5)-(8) is negligible (from a computational viewpoint), it follows that the computational burden of Algorithm 1 is represented by the computation of \(\lambda_{k+1} > 0\) and \((y^{k+1}, v^{k+1}, \varepsilon_{k+1})\) as in (1). In this regard, note that if \(\text{prox}_{\lambda h} := (\lambda \partial h + I)^{-1} h\) is computable, for \(\lambda > 0\), then \(\lambda_{k+1} := \lambda\) and \((y^{k+1}, v^{k+1}, \varepsilon_{k+1}) := \left(\text{prox}_{\lambda h}(\bar{x}^k), \bar{x}^k - y^{k+1}, 0\right)\) clearly satisfy the conditions in (1) with \(\sigma = 0\). On the other hand, in the more general setting of \(\sigma > 0\), Algorithm 1 can be used both as a framework for the design and analysis of practical algorithms [21] and as a bilevel method, in
which the inequality in (4) is used as a stopping criterion for some inner algorithm applied to the regularized inclusion $0 \in \lambda \partial h(x) + x - \tilde{x}^k$. In this case, note that the error-criterion in (4) is relative and controlled by the parameter $\sigma \in (0,1]$.

(iii) We emphasize that the inequality in (4) is specially tailored for strongly convex problems, in the sense that it is more general than the usual inequality appearing in relative-error HPE-type methods (see, e.g., [1] [10] [18] [20] [29]), which in the context of this paper would read as

$$\|\lambda_{k+1} v^{k+1} + y^{k+1} - \tilde{x}^k\|^2 + 2\lambda_{k+1} \varepsilon_{k+1} \leq \sigma^2 \|y^{k+1} - \tilde{x}^k\|^2.$$  

(iv) We also mention that Algorithm 1 is closely related to a variant of the A-HPE for strongly convex objectives presented and studied in [5, Section 5]. In this paper, by taking an approach similar to the one which was considered in [21] [23], we obtain global convergence rates for Algorithm 1 in terms of function values, sequences and (sub-)gradients (see Theorems 2.6 and 2.9 below). In contrast to [5], in this paper we also consider a large-step version of Algorithm 1, namely Algorithm 2, for which the (global) superlinear $O\left(k^{-k \left(\frac{p-1}{p+1}\right)}\right)$ convergence rate is proved (see Theorems 3.3 and 4.4 below).

(v) We note that condition (6) yields

$$\frac{(1 + \mu A_k) A_{k+1} \lambda_{k+1}}{a_{k+1}^2} + \frac{\mu A_k \lambda_{k+1}}{a_{k+1}} = 1. \quad \text{(9)}$$

Indeed, substitution of $A_{k+1}$ by $A_k + a_{k+1}$ (see (7)) and some simple algebra give that (9) is equivalent to

$$a_{k+1}^2 - (1 + 2\mu A_k) \lambda_{k+1} a_{k+1} - (1 + \mu A_k) A_k \lambda_{k+1} = 0. \quad \text{(10)}$$

Note now that $a_{k+1}$ as in (6) is exactly the largest root of the quadratic equation in (10).

(vi) Using (7) and the fact that $A_0 = 0$ (see step 0) we obtain $A_1 = A_0 + a_1 = a_1$. On the other hand, direct substitution of $A_0 = 0$ in (6) with $k = 0$ yields $a_1 = \lambda_1$. As a consequence, we conclude that

$$A_1 = a_1 = \lambda_1. \quad \text{(11)}$$

In what follows in this section, we will analyze convergence rates of Algorithm 1. To this end, we first define $\gamma_k(\cdot)$ and $\Gamma_k(\cdot)$ as, for all $x \in \mathcal{H}$,

$$\gamma_k(x) = h(y^k) + \langle v^k, x - y^k \rangle - \varepsilon_k + \frac{\mu}{2} \|x - y^k\|^2 \quad \text{(k \geq 1)}$$

and

$$\Gamma_0(x) = 0 \text{ and, for } k \geq 1, \quad \Gamma_k(x) = \sum_{j=1}^{k} \frac{a_j}{A_k} \gamma_j(x). \quad \text{(13)}$$
Note that
\[ \nabla \gamma_k(x) = v^k + \mu(x - y^k) \quad \text{and} \quad \nabla^2 \gamma_k(x) = \mu I \]
and observe that \( A_k (k = 0, 1, \ldots) \) as in Algorithm 1 satisfies
\[ A_0 = 0 \quad \text{and, for } k \geq 1, \quad A_k = \sum_{j=1}^{k} a_j. \]
(15)

From (13)–(15) we obtain, for \( k \geq 1 \),
\[ \nabla^2 \Gamma_k(x) = \mu I, \quad x \in \mathcal{H}. \]
(16)

Note also that the following holds trivially from (13) and (15): for all \( k \geq 0 \),
\[ A_{k+1} \Gamma_{k+1} = A_k \Gamma_k + a_{k+1} \gamma_{k+1}. \]
(17)

Define also, for all \( k \geq 0 \),
\[ \beta_k = \inf_{x \in \mathcal{H}} \left\{ A_k \Gamma_k(x) + \frac{1}{2} \|x - x^0\|^2 \right\}. \]
(18)

Note that \( \beta_0 = 0 \).

The following three technical lemmas will be useful to prove the first result on the iteration-complexity of Algorithm 1, namely Proposition 2.4 below.

**Lemma 2.1.** Let \( \gamma_k(\cdot) \) and \( \Gamma_k(\cdot) \) be as in (12) and (13), respectively. The following holds:

(a) For all \( k \geq 1 \), we have \( \gamma_k(x) \leq h(x), \quad \forall x \in \mathcal{H}. \)

(b) For all \( k \geq 0 \), we have \( x^k = \arg \min_{x \in \mathcal{H}} \{ A_k \Gamma_k(x) + \frac{1}{2} \|x - x^0\|^2 \}. \)

**Proof.** (a) In view of the inclusion in (4) we have, for all \( k \geq 1 \), \( v^k = r^k + s^k \), where \( r^k \in \partial \varepsilon_k f(y^k) \) and \( s^k \in \partial g(y^k) \). Using the assumption that \( g \) is \( \mu \)-strongly convex and the definition of the \( \varepsilon \)-subdifferential of \( f \) we obtain, for all \( x \in \mathcal{H} \),
\[ f(x) \geq f(y^k) + \langle r^k, x - y^k \rangle - \varepsilon_k, \]
\[ g(x) \geq g(y^k) + \langle s^k, x - y^k \rangle + \frac{\mu}{2} \|x - y^k\|^2, \]
which in turn combined with the definition of \( h(\cdot) \) in (2), the fact that \( v^k = r^k + s^k \) and (12) yields the desired result.

(b) Let us proceed by induction on \( k \geq 0 \). The result is trivially true for \( k = 0 \) (since \( A_0 \Gamma_0 = 0 \)). Assume now that it is true for some \( k \geq 0 \), i.e., assume that \( x^k = \arg \min_{x \in \mathcal{H}} \{ A_k \Gamma_k(x) + \frac{1}{2} \|x - x^0\|^2 \}. \) Using the latter identity, (16)–(18) and Taylor’s theorem we find
\[ A_{k+1} \Gamma_{k+1}(x) + \frac{1}{2} \|x - x^0\|^2 = A_k \Gamma_k(x) + \frac{1}{2} \|x - x^0\|^2 + a_{k+1} \gamma_{k+1}(x) \]
\[ = \beta_k + \left( \frac{1 + \mu A_k}{2} \right) \|x - x^k\|^2 + a_{k+1} \gamma_{k+1}(x). \]
From the definition of $\gamma_{k+1}(\cdot)$ (see (12)) and some simple calculus one can check that $x^{k+1}$ as in (8) is exactly the (unique) minimizer of $x \mapsto \left(\frac{1 + \mu A_k}{2}\right)\|x - x^k\|^2 + a_{k+1}\gamma_{k+1}(x)$. Hence, from this fact and (19) we obtain that $x^{k+1} = \arg\min_{x \in \mathcal{H}} \{A_{k+1}\Gamma_{k+1}(x) + \frac{1}{2}\|x - x^0\|^2\}$, completing the induction argument.

□

**Lemma 2.2.** Consider the sequences evolved by Algorithm 1. The following holds for all $x \in \mathcal{H}$:

(a) For all $k \geq 0$,

$$A_k\Gamma_k(x) + \frac{1}{2}\|x - x^0\|^2 = \beta_k + \left(\frac{1 + \mu A_k}{2}\right)\|x - x^k\|^2.$$  

(b) For all $k \geq 0$,

$$A_{k+1}\Gamma_{k+1}(x) + \frac{1}{2}\|x - x^0\|^2 = \beta_k + \left(\frac{1 + \mu A_k}{2}\right)\|x - x^k\|^2 + a_{k+1}\gamma_{k+1}(x).$$  

(c) For all $k \geq 0$,

$$A_k h(y^k) + A_{k+1}\Gamma_{k+1}(x) + \frac{1}{2}\|x - x^0\|^2 \geq \beta_k + \left(\frac{1 + \mu A_k}{2}\right)\|x - x^k\|^2 + a_{k+1}\gamma_{k+1}(x) + A_k\gamma_{k+1}(y^k).$$

**Proof.** (a) First note that the result is trivial for $k = 0$, since $\beta_0 = A_0 = 0$ and $\Gamma_0 = 0$. Now note that in view of (10) we obtain, for $k \geq 1$,

$$\nabla^2\left(A_k\Gamma_k(\cdot) + \frac{1}{2}\|\cdot - x^0\|^2\right)(x) = 1 + \mu A_k.$$  

Using the latter identity, Lemma 2.1(b), (13) and Taylor’s theorem we find

$$A_k\Gamma_k(x) + \frac{1}{2}\|x - x^0\|^2 = A_k\Gamma_k(x^k) + \frac{1}{2}\|x^k - x^0\|^2 + \frac{1}{2}\langle 1 + \mu A_k(x - x^k), x - x^k \rangle$$

$$= \beta_k + \left(\frac{1 + \mu A_k}{2}\right)\|x - x^k\|^2.$$  

(b) From (17) and item (a), we obtain, for all $k \geq 0$,

$$A_{k+1}\Gamma_{k+1}(x) + \frac{1}{2}\|x - x^0\|^2 = A_k\Gamma_k(x) + \frac{1}{2}\|x - x^0\|^2 + a_{k+1}\gamma_{k+1}(x)$$

$$= \beta_k + \left(\frac{1 + \mu A_k}{2}\right)\|x - x^k\|^2 + a_{k+1}\gamma_{k+1}(x).$$  

(c) From (b) and Lemma 2.1(a) with $k = k + 1$ and $x = y^k$,

$$A_k h(y^k) + A_{k+1}\Gamma_{k+1}(x) + \frac{1}{2}\|x - x^0\|^2 = \beta_k + \left(\frac{1 + \mu A_k}{2}\right)\|x - x^k\|^2 + a_{k+1}\gamma_{k+1}(x) + A_k h(y^k)$$

$$\geq \beta_k + \left(\frac{1 + \mu A_k}{2}\right)\|x - x^k\|^2 + a_{k+1}\gamma_{k+1}(x) + A_k\gamma_{k+1}(y^k).$$

□
Lemma 2.3. Consider the sequences evolved by Algorithm 1. The following holds:

(a) For all \( k \geq 0 \) and \( x \in \mathcal{H} \),
\[
a_{k+1} \gamma_{k+1}(x) + A_k \gamma_{k+1}(y^k) = A_{k+1} \gamma_{k+1}(\tilde{x}) + \left( \frac{\mu a_{k+1} A_k}{2A_{k+1}} \right) \|x - y^k\|^2,
\]
where
\[
\tilde{x} := \frac{a_{k+1}}{A_{k+1}} x + \frac{A_k}{A_{k+1}} y^k. \tag{20}
\]

(b) For all \( k \geq 0 \) and \( x \in \mathcal{H} \),
\[
A_k h(y^k) + A_{k+1} \Gamma_{k+1}(x) + \frac{1}{2} \|x - x^0\|^2 \geq \beta_k + A_{k+1} \left[ \gamma_{k+1}(\tilde{x}) + \Delta_k \right],
\]
where, for all \( k \geq 0 \), \( \tilde{x} \) is as in (20) and
\[
\Delta_k := \left( \frac{(1 + \mu A_k) A_{k+1}}{2a_{k+1}^2} \right) \|\tilde{x} - z^k\|^2 + \left( \frac{\mu A_k}{2a_{k+1}} \right) \|\tilde{x} - y^k\|^2, \tag{21}
\]
\[
z^k := \frac{a_{k+1}}{A_{k+1}} x^k + \frac{A_k}{A_{k+1}} y^k. \tag{22}
\]

(c) For all \( k \geq 0 \),
\[
\Delta_k = \frac{1}{2\lambda_{k+1}} \left[ \|\tilde{x} - \tilde{x}^k\|^2 + \left( \frac{\mu(1 + \mu A_k) \lambda_{k+1}^2 A_k}{\lambda_{k+1} A_{k+1}^2} \right) \|x^k - y^k\|^2 \right], \tag{23}
\]
where \( \tilde{x} \) is as in (20).

(d) For all \( k \geq 0 \) and \( x \in \mathcal{H} \),
\[
A_k h(y^k) + A_{k+1} \Gamma_{k+1}(x) + \frac{1}{2} \|x - x^0\|^2 \geq \beta_k + A_{k+1} h(y^{k+1}) + \left( \frac{1 - \sigma^2}{2} \right) \left( \frac{A_{k+1}}{\lambda_{k+1}} \|y^{k+1} - \tilde{x}^k\|^2 \right) + \left( \frac{\mu(1 + \mu A_k) \lambda_{k+1} A_k}{2a_{k+1}} \right) \|x^k - y^k\|^2.
\]

Proof. (a) First recall that (see (12))
\[
\gamma_{k+1}(x) = h(y^{k+1}) + \langle y^{k+1}, x - y^{k+1} \rangle - \varepsilon_{k+1} + \frac{\mu}{2} \|x - y^{k+1}\|^2, \quad \forall x \in \mathcal{H}. \tag{24}
\]
Let \( p = \frac{a_{k+1}}{A_{k+1}}, q = \frac{A_k}{A_{k+1}} \) and note that \( p, q \geq 0, p + q = 1 \) and \( \tilde{x} = px + qy^k \). Since \( \ell_{k+1}(\cdot) \) is affine, we find
\[
\ell_{k+1}(\tilde{x}) = \ell_{k+1}(px + qy^k) = p\ell_{k+1}(x) + q\ell_{k+1}(y^k)
= \frac{1}{A_{k+1}} \left[ a_{k+1} \ell_{k+1}(x) + A_k \ell_{k+1}(y^k) \right]. \tag{25}
\]
On the other hand, using the well-known identity \( \|pz + qw\|^2 = p\|z\|^2 + q\|w\|^2 - pq\|z - w\|^2 \), for all \( z, w \in \mathcal{H} \), we also find
\[
\|\tilde{x} - y^{k+1}\|^2 = \|p(x - y^{k+1}) + q(y^k - y^{k+1})\|^2 \\
= p\|x - y^{k+1}\|^2 + q\|y^k - y^{k+1}\|^2 - pq\|x - y^k\|^2 \\
= \frac{1}{A_{k+1}} \left[ a_{k+1}\|x - y^{k+1}\|^2 + A_k\|y^k - y^{k+1}\|^2 - \left( \frac{a_{k+1}A_k}{A_{k+1}} \right) \|x - y^k\|^2 \right].
\]
(26)

Combining (24)–(26), we then obtain
\[
\gamma_{k+1}(\tilde{x}) = \ell_{k+1}(\tilde{x}) + \frac{\mu}{2} \left\| \tilde{x} - y^{k+1} \right\|^2 \\
= \frac{1}{A_{k+1}} \left[ a_{k+1}(\ell_{k+1}(x) + \frac{\mu}{2}\|x - y^{k+1}\|^2) + A_k(\ell_{k+1}(y^k) + \frac{\mu}{2}\|y^k - y^{k+1}\|^2) - \left( \frac{\mu a_{k+1}A_k}{2A_{k+1}} \right) \|x - y^k\|^2 \right] \\
= \frac{1}{A_{k+1}} \left[ a_{k+1}\gamma_{k+1}(x) + A_k\gamma_{k+1}(y^k) - \left( \frac{\mu a_{k+1}A_k}{2A_{k+1}} \right) \|x - y^k\|^2 \right],
\]
which is clearly equivalent to the desired identity.

(b) First note that in view of (20) and (22) we have \( \tilde{x} - z^k = \frac{a_{k+1}}{A_{k+1}}(x - x^k) \) and, analogously, we also have tilde \( x - y^k = \frac{a_{k+1}}{A_{k+1}}(x - y^k) \). Hence,
\[
\|x - x^k\|^2 = \frac{A_{k+1}^2}{a_{k+1}^2}\|\tilde{x} - z^k\|^2 \quad \text{and} \quad \|x - y^k\|^2 = \frac{A_{k+1}^2}{a_{k+1}^2}\|\tilde{x} - y^k\|^2.
\]
(27)

Using Lemma 2.2(c) and item (a) we find
\[
A_k h(y^k) + A_{k+1} \Gamma_{k+1}(x) + \frac{1}{2}\|x - x^0\|^2 \geq \beta_k + \left( \frac{1 + \mu A_k}{2} \right) \|x - x^k\|^2 + a_{k+1}\gamma_{k+1}(x) + A_k\gamma_{k+1}(y^k) \\
= \beta_k + A_{k+1}\gamma_{k+1}(\tilde{x}) + \left( \frac{1 + \mu A_k}{2} \right) \|x - x^k\|^2 + \left( \frac{\mu a_{k+1}A_k}{2A_{k+1}} \right) \|x - y^k\|^2,
\]
which in turn combined with (27) and (21) finishes the proof of item (b).

(c) First let \( p = \frac{(1+\mu A_k)a_{k+1} \lambda_{k+1}}{a_{k+1}^2}, \ q = \frac{\mu A_k a_{k+1} \lambda_{k+1}}{a_{k+1}^2} \) and note that \( p, q \geq 0 \) and, in view of (9), \( p + q = 1 \). From (21) and the above definitions of \( p \) and \( q \), we obtain
\[
\Delta_k = \left( \frac{1 + \mu A_k}{2a_{k+1}^2} \right) \|\tilde{x} - z^k\|^2 + \left( \frac{\mu A_k}{2a_{k+1}^2} \right) \|\tilde{x} - y^k\|^2 \\
= \frac{1}{2\lambda_{k+1}} \left[ p\|\tilde{x} - z^k\|^2 + q\|\tilde{x} - y^k\|^2 \right] \\
= \frac{1}{2\lambda_{k+1}} \left[ \|\tilde{x} - (pz^k + qy^k)\|^2 + pq\|y^k - z^k\|^2 \right],
\]
(28)
where we also used the well-known identity \( p\|z\|^2 + q\|w\|^2 = \|pz + qw\|^2 + pq\|z - w\|^2 \), for \( z, w \in \mathcal{H} \).
Using (22), the definitions of \( p, q \), the fact that \( p + q = 1 \), (5) and (7), and some simple computations, we find

\[
pz^k + qy^k = (1 - q) \left( \frac{a_{k+1}}{A_{k+1}} x^k + \frac{A_k}{A_{k+1}} y^k \right) + qy^k
\]

\[
= (1 - q) \frac{a_{k+1}}{A_{k+1}} x^k + \left( \frac{A_k}{A_{k+1}} + q \left( 1 - \frac{A_k}{A_{k+1}} \right) \right) y^k
\]

\[
= (1 - q) \frac{a_{k+1}}{A_{k+1}} x^k + \left( \frac{A_k}{A_{k+1}} + \frac{q a_{k+1}}{A_{k+1}} \right) y^k
\]

\[
= \left( 1 - \frac{\mu A_k \lambda_{k+1}}{a_{k+1}} \right) \frac{a_{k+1}-\mu A_k \lambda_{k+1}}{A_{k+1}} x^k + \left( \frac{A_k}{A_{k+1}} + \frac{\mu A_k \lambda_{k+1}}{a_{k+1}} \right) y^k
\]

\[
= \left( \frac{a_{k+1}-\mu A_k \lambda_{k+1}}{A_{k+1}} \right) x^k + \left( \frac{A_k}{A_{k+1}} + \frac{\mu A_k \lambda_{k+1}}{a_{k+1}} \right) y^k
\]

\[
= \bar{x}^k. \tag{29}
\]

On the other hand, using again (22) and the definitions of \( p, q \), we also obtain

\[
pq ||y^k - z^k||^2 = \left( \frac{1 + \mu A_k) A_{k+1} \lambda_{k+1}}{a_{k+1}} \right) \left( \frac{\mu A_k \lambda_{k+1}}{a_{k+1}} \right) \frac{a_{k+1}^2}{A_{k+1}} \|x^k - y^k\|^2
\]

\[
= \left( \frac{\mu(1 + \mu A_k) \lambda_{k+1}^2 A_k}{a_{k+1}^2 A_{k+1}} \right) \|x^k - y^k\|^2. \tag{30}
\]

The desired result now follows directly from (28), (29) and (30).

(d) From items (b) and (c),

\[
A_k h(y^k) + A_{k+1} \Gamma_{k+1}(x) + \frac{1}{2} ||x - x^0||^2 \geq \beta_k + A_{k+1} \left[ \gamma_{k+1}(\bar{x}) + \frac{1}{2 \lambda_{k+1}} ||\bar{x} - \bar{x}^k||^2 \right]
\]

\[
+ \left( \frac{\mu(1 + \mu A_k) \lambda_{k+1} A_k}{2 a_{k+1}} \right) \|x^k - y^k\|^2. \tag{31}
\]

From (12),

\[
\gamma_{k+1}(\bar{x}) + \frac{1}{2 \lambda_{k+1}} ||\bar{x} - \bar{x}^k||^2 = h(y^{k+1})
\]

\[
+ \langle y^{k+1}, \bar{x} - y^{k+1} \rangle + \frac{\mu}{2} \|\bar{x} - y^{k+1}\|^2 - \varepsilon_{k+1} + \frac{1}{2 \lambda_{k+1}} ||\bar{x} - \bar{x}^k||^2. \tag{32}
\]

On the other hand, from Lemma A.2(c) applied to \( q_{k+1}(\cdot) \) and (31),

\[
q_{k+1}(\bar{x}) \geq \left( \frac{1 - \sigma^2}{2 \lambda_{k+1}} \right) \|y^{k+1} - \bar{x}^k\|^2,
\]

which in turn combined with (32) gives

\[
\gamma_{k+1}(\bar{x}) + \frac{1}{2 \lambda_{k+1}} ||\bar{x} - \bar{x}^k||^2 \geq h(y^{k+1}) + \left( \frac{1 - \sigma^2}{2 \lambda_{k+1}} \right) \|y^{k+1} - \bar{x}^k\|^2.
\]

The desired result now follows by the substitution of the latter inequality in (31).

\[ \square \]
Next is our first result on the iteration-complexity of Algorithm \ref{alg:1}. Item (b) follows trivially from item (a), which will be derived from Lemmas \ref{lem:2.1} \ref{lem:2.2} and \ref{lem:2.3}. The main results on the iteration-complexity of Algorithm \ref{alg:1} will then be presented in Theorem \ref{thm:2.6} below.

\textbf{Proposition 2.4.} Consider the sequences evolved by Algorithm \ref{alg:1} let \( x^* \) denote the (unique) solution of \((2)\) and let

\[
d_0 := \|x^* - x^0\|. \tag{33}
\]

The following holds:

(a) For all \( k \geq 1 \) and \( x \in \mathcal{H} \),

\[
A_k \left( h(y^k) - h(x) \right) + \left( \frac{1 - \sigma^2}{2} \right) \sum_{j=1}^{k} \frac{A_j}{\lambda_j} \|y^j - \bar{x}^{j-1}\|^2
+ \sum_{j=1}^{k} \left( \frac{\mu(1 + \mu A_{j-1}) \lambda_j A_{j-1}}{2a_j} \right) \|x^{j-1} - y^{j-1}\|^2 + \left( \frac{1 + \mu A_k}{2} \right) \|x - x^k\|^2 \leq \frac{1}{2} \|x - x^0\|^2.
\]

(b) If \( \sigma < 1 \), for all \( k \geq 1 \),

\[
\sum_{j=1}^{k} \frac{A_j}{\lambda_j} \|y^j - \bar{x}^{j-1}\|^2 \leq \frac{d_0^2}{1 - \sigma^2}, \quad \forall k \geq 1. \tag{34}
\]

\textbf{Proof.} (a) From Lemma \ref{lem:2.3}(d) and the definition of \( \beta_{k+1} \) – see \((18)\) – we obtain, for all \( k \geq 0 \),

\[
A_k h(y^k) + \beta_{k+1} \geq \beta_k + A_{k+1} h(y^{k+1}) + \left( \frac{1 - \sigma^2}{2} \right) \left( \frac{A_{k+1}}{\lambda_{k+1}} \|y^{k+1} - \bar{x}^k\|^2 \right)
+ \left( \frac{\mu(1 + \mu A_k) \lambda_{k+1} A_k}{2a_{k+1}} \right) \|x^k - y^k\|^2,
\]

and so, for all \( k \geq 0 \),

\[
\sum_{j=0}^{k} \left( \beta_{j+1} - \beta_j \right) \geq \sum_{j=0}^{k} \left[ A_{j+1} h(y^{j+1}) - A_j h(y^j) \right] + \left( \frac{1 - \sigma^2}{2} \right) \sum_{j=0}^{k} \frac{A_{j+1}}{\lambda_{j+1}} \|y^{j+1} - \bar{x}^j\|^2
+ \sum_{j=0}^{k} \left( \frac{\mu(1 + \mu A_j) \lambda_{j+1} A_j}{2a_{j+1}} \right) \|x^j - y^j\|^2,
\]

which, since \( \beta_0 = A_0 = 0 \), yields, for all \( k \geq 0 \),

\[
\beta_{k+1} \geq A_{k+1} h(y^{k+1}) + \left( \frac{1 - \sigma^2}{2} \right) \sum_{j=1}^{k+1} \frac{A_j}{\lambda_j} \|y^j - \bar{x}^{j-1}\|^2 + \sum_{j=1}^{k+1} \left( \frac{\mu(1 + \mu A_{j-1}) \lambda_j A_{j-1}}{2a_j} \right) \|x^{j-1} - y^{j-1}\|^2.
\]

\[11\]
By adding \( \left( \frac{1 + \mu A_{k+1}}{2} \right) \| x - x^{k+1} \|^2 \) in both sides of the latter inequality, we obtain, for all \( k \geq 0 \),

\[
\beta_{k+1} + \left( \frac{1 + \mu A_{k+1}}{2} \right) \| x - x^{k+1} \|^2 \geq A_{k+1} h(y^{k+1}) + \left( \frac{1 - \sigma^2}{2} \right) \sum_{j=1}^{k+1} A_j \| y^j - \bar{x}^{j-1} \|^2 \\
+ \sum_{j=1}^{k+1} \left( \frac{\mu(1 + \mu A_{j-1}) \lambda_j A_{j-1}}{2 a_j} \right) \| x^{j-1} - y^{j-1} \|^2 \\
+ \left( \frac{1 + \mu A_{k+1}}{2} \right) \| x - x^{k+1} \|^2.
\]

Using Lemma 2.2(a) we then find, for all \( k \geq 0 \),

\[
A_{k+1} \Gamma_{k+1}(x) + \frac{1}{2} \| x - x^0 \|^2 \geq A_{k+1} h(y^{k+1}) + \left( \frac{1 - \sigma^2}{2} \right) \sum_{j=1}^{k+1} A_j \| y^j - \bar{x}^{j-1} \|^2 \\
+ \sum_{j=1}^{k+1} \left( \frac{\mu(1 + \mu A_{j-1}) \lambda_j A_{j-1}}{2 a_j} \right) \| x^{j-1} - y^{j-1} \|^2 \\
+ \left( \frac{1 + \mu A_{k+1}}{2} \right) \| x - x^{k+1} \|^2.
\]

Note now that from (13) and Lemma 2.1(a) we obtain, for all \( k \geq 0 \),

\[
A_{k+1} \Gamma_{k+1}(x) = \sum_{j=1}^{k+1} a_j \gamma_j(x) \leq A_{k+1} h(x),
\]

which combined with (35) yields, for all \( k \geq 1 \),

\[
\frac{1}{2} \| x - x^0 \|^2 \geq A_k \left[ h(y^k) - h(x) \right] + \left( \frac{1 - \sigma^2}{2} \right) \sum_{j=1}^{k} A_j \| y^j - \bar{x}^{j-1} \|^2 \\
+ \sum_{j=1}^{k} \left( \frac{\mu(1 + \mu A_{j-1}) \lambda_j A_{j-1}}{2 a_j} \right) \| x^{j-1} - y^{j-1} \|^2 + \left( \frac{1 + \mu A_k}{2} \right) \| x - x^k \|^2.
\]

(b) This follows trivially from item (a) and (33).

\( \Box \)

**Lemma 2.5.** For all \( k \geq 0 \),

\[
\left( 1 - \sigma \sqrt{1 + \lambda_{k+1}} \mu \right) \| y^{k+1} - \bar{x}^k \| \leq \| \lambda_{k+1} v^{k+1} \| \leq \left( 1 + \sigma \sqrt{1 + \lambda_{k+1}} \mu \right) \| y^{k+1} - \bar{x}^k \|.
\]

**Proof.** The proof follows from the inequality in (1), the fact that \( \varepsilon_{k+1} \geq 0 \) and a simple argument based on the triangle inequality.

\( \Box \)
Since, under mild regularity assumptions on \( f \) and \( g \), problem \( (2) \) is equivalent to the inclusion
\[
0 \in \partial f(x) + \partial g(x),
\]
(37) it is natural to attempt to evaluate the residuals produced by Algorithm 1 in the light of \( (37) \), and this is exactly what Theorem 2.6(b) is about. Note that if we set \( v^{k+1} = 0 \) and \( \varepsilon_{k+1} = 0 \) in \( (38) \), then it follows that \( x := y^{k+1} \) satisfies the inclusion \( (37) \).

As we mentioned before, Theorem 2.6 below is our main result on the iteration-complexity of Algorithm 1.

**Theorem 2.6 (Convergence rates for Algorithm 1).** Consider the sequences evolved by Algorithm 1, let \( x^* \) be the (unique) solution of \( (2) \) and let \( d_0 \) be as in \( (33) \). Then, the following holds:

(a) For all \( k \geq 1 \),
\[
\begin{align*}
 h(y^k) - h(x^*) & \leq \frac{d_0^2}{2A_k}, \\
 \|x^* - y^k\|^2 & \leq \frac{d_0^2}{\mu A_k}, \\
 \|x^* - x^k\|^2 & \leq \frac{d_0^2}{1 + \mu A_k}.
\end{align*}
\]

(b) For all \( k \geq 1 \),
\[
\begin{align*}
 v^{k+1} & \in \partial \varepsilon_{k+1} f(y^{k+1}) + \partial g(y^{k+1}), \\
 \|v^{k+1}\|^2 & \leq \left(\frac{1 + \sigma \sqrt{1 + \mu \lambda_{k+1}}}{6^{-1/2} \lambda_{k+1}}\right)^2 \frac{d_0^2}{\mu A_k}, \\
 \varepsilon_{k+1} & \leq \left(\frac{3\sigma^2}{\lambda_{k+1}}\right) \frac{d_0^2}{\mu A_k}.
\end{align*}
\]

**Proof.** (a) Note that the bounds on \( h(y^k) - h(x^*) \) and \( \|x^* - x^k\|^2 \) follow directly from Proposition 2.4(a) with \( x = x^* \) and \( (33) \). Now, since \( h(\cdot) \) is \( \mu \)-strongly convex and \( 0 \in \partial h(x^*) \), one can use the inequality (see, e.g., [28, Proposition 6(c)]) \( h(x) \geq h(x^*) + \frac{\mu}{2}\|x - x^*\|^2 \), for all \( x \in \mathcal{H} \), with \( x = y^k \) and the bound on \( h(y^k) - h(x^*) \) to conclude that \( \|y^k - x^*\|^2 \leq \frac{2}{\mu} (h(y^k) - h(x^*)) \leq \frac{d_0^2}{\mu A_k} \).

(b) First, note that the inclusion in \( (38) \) follows from the inclusion in \( (4) \). Since we will use the second inequality in \( (36) \) to prove the inequality for \( \|v^{k+1}\|^2 \), it follows that we first have to bound the term \( \|y^{k+1} - \bar{x}^k\|^2 \). To this end, note that from the second inequality in item (a) with \( k = k + 1 \) and the fact that \( A_{k+1} \geq A_k \),
\[
\begin{align*}
\|y^{k+1} - \bar{x}^k\|^2 & \leq 2 \left(\|x^* - y^{k+1}\|^2 + \|ar{x}^k - x^*\|^2\right) \\
& \leq 2 \left(\frac{d_0^2}{\mu A_k} + \|ar{x}^k - x^*\|^2\right).
\end{align*}
\]
(39) We now have to bound the second term in \( (39) \). Since, from \( (5) \), \( \bar{x}^k \) is a convex combination of \( x^k \)
and \( y^k \), it follows that
\[
\| \tilde{x}^k - x^* \|^2 \leq \| x^* - x^k \|^2 + \| x^* - y^k \|^2
\]
\[
\leq \frac{d_0^2}{1 + \mu A_k} + \frac{d_0^2}{\mu A_k}
\leq \frac{2d_0^2}{\mu A_k},
\] (40)

where in the second inequality we used the second and third inequalities in item (a). Now using (39) and (40), we find
\[
\| y^{k+1} - \tilde{x}^k \|^2 \leq 6 \frac{d_0^2}{\mu A_k}.
\] (41)

To finish the proof of (b), note that using (41), we obtain the desired bounds on \( \| v^{k+1} \|^2 \) and \( \varepsilon_{k+1} \) as a consequence of the second inequality in (36) and the fact that \( 2\lambda_{k+1}\varepsilon_{k+1} \leq \sigma_2^2 \| y^{k+1} - \tilde{x}^k \|^2 \) (see (4)), respectively.

Next result is motivated by the fact that the rate of convergence of Algorithm 1 presented in Theorem 2.6 is given in terms of the sequence \( \{A_k\} \). We also mention that the proof of Lemma 2.7 follows the same outline of an argument given in p. 13 of [5].

**Lemma 2.7.** The following holds:

(a) For all \( k \geq 1 \),
\[
A_{k+1} \geq \lambda_1 \prod_{j=2}^{k+1} \left( \frac{1}{1 - \sqrt{\frac{\mu \lambda_j}{1 + \mu \lambda_j}}} \right).
\] (42)

(b) For all \( k \geq 1 \),
\[
A_{k+1} \geq \lambda_1 \prod_{j=2}^{k+1} (1 + 2\mu \lambda_j).
\] (43)

**Proof.** (a) From (4),
\[
a_{k+1} = \frac{(1 + 2\mu A_k)\lambda_{k+1} + \sqrt{(1 + 2\mu A_k)^2\lambda_{k+1}^2 + 4(1 + \mu A_k)A_k\lambda_{k+1}}}{2}
\geq \frac{(2\mu A_k)\lambda_{k+1} + \sqrt{(2\mu A_k)^2\lambda_{k+1}^2 + 4(\mu A_k)A_k\lambda_{k+1}}}{2}
\geq \frac{(2\mu A_k)\lambda_{k+1} + 2A_k\sqrt{\mu^2\lambda_{k+1}^2 + \mu A_k\lambda_{k+1}}}{2}
= \frac{2}{2} = A_k \left[ \mu\lambda_{k+1} + \sqrt{\mu \lambda_{k+1}(1 + \mu \lambda_{k+1})} \right].
\]
Hence, from (7),

\[ A_{k+1} = A_k + a_{k+1} \]

\[ \geq A_k + A_k \left[ \mu \lambda_{k+1} + \sqrt{\mu \lambda_k (1 + \mu \lambda_{k+1})} \right] \]

\[ = A_k \left[ 1 + \mu \lambda_{k+1} + \sqrt{\mu \lambda_k (1 + \mu \lambda_{k+1})} \right] \]

\[ = A_k \left( \frac{1}{1 - \sqrt{\frac{\mu \lambda_{k+1}}{1 + \mu \lambda_{k+1}}}} \right), \]

\[ (44) \]

where in the last equality we used the identity \( \frac{1}{1 - \sqrt{\frac{x}{1+x}}} = 1 + x + \sqrt{x(1+x)} \) with \( x = \mu \lambda_{k+1} \).

Note now that (42) follows directly from (45) and the fact that \( A_1 = \lambda_1 \) – see (11).

(b) Using (44), the fact that \( \sqrt{\mu \lambda_{k+1} (1 + \mu \lambda_{k+1})} \geq \mu \lambda_{k+1} \) and a similar reasoning to the proof of item (a), we obtain that (43) holds for all \( k \geq 1 \).

Next is a corollary of Lemma 2.7(a) for the special case that the sequence \( \{\lambda_k\} \) is bounded away from zero. Lemma 2.7(b) will be useful later in Section 3.

**Corollary 2.8.** Assume that \( \lambda_k \geq \lambda > 0 \), for all \( k \geq 1 \), and define \( \alpha \in (0, 1) \) as

\[ \alpha := \sqrt{\frac{\mu \lambda}{1 + \mu \lambda}}. \]  

(46)

Then, for all \( k \geq 1 \),

\[ A_k \geq \lambda \left( \frac{1}{1 - \alpha} \right)^{k-1}. \]  

(47)

**Proof.** Using the fact that the scalar function \( (0, \infty) \ni t \mapsto \frac{t}{1 + t} \in (0, 1) \) is increasing, the assumption \( \lambda_k \geq \lambda > 0 \), for all \( k \geq 1 \), and (46), we find

\[ \frac{1}{1 - \sqrt{\frac{\mu \lambda_j}{1 + \mu \lambda_j}}} \geq \frac{1}{1 - \alpha}, \quad \forall j \geq 1. \]

Hence, from Lemma 2.7(a) and the assumption \( \lambda_k \geq \lambda \) with \( k = 1 \) we obtain \( A_{k+1} \geq \lambda \left( \frac{1}{1 - \alpha} \right)^k \), for all \( k \geq 1 \), which is clearly equivalent to \( A_k \geq \lambda \left( \frac{1}{1 - \alpha} \right)^{k-1} \) for all \( k \geq 2 \). To finish the proof of (47), note that the latter inequality holds trivially for \( k = 1 \) (because \( A_1 = \lambda_1 \) and \( \lambda_1 \geq \lambda \)).

Next we present convergence rate results for Algorithm 1 under the assumption that \( \{\lambda_k\} \) is bounded away from zero.
Theorem 2.9 (Convergence rates for Algorithm 1 with \(\{\lambda_k\}\) bounded below). Consider the sequences evolved by Algorithm 1 and assume that \(\lambda_k \geq \lambda > 0\) for all \(k \geq 1\). Let \(x^*\) be the (unique) solution of (2), let \(d_0\) be as in (33) and let \(\alpha \in (0, 1)\) be as in (46). The following holds:

(a) For all \(k \geq 1\),
\[
\begin{align*}
    h(y^k) - h(x^*) &\leq \frac{d_0^2}{2\lambda} (1 - \alpha)^{k-1}, \\
    \max \left\{ \|x^* - y^k\|, \|x^* - x^k\| \right\} &\leq \frac{d_0}{\sqrt{\mu \lambda}} (1 - \alpha)^{(k-1)/2}.
\end{align*}
\]

(b) For all \(k \geq 1\),
\[
\begin{align*}
    v^{k+1} &\in \partial_{\varepsilon_{k+1}} f(y^{k+1}) + \partial g(y^{k+1}), \\
    \|v^{k+1}\| &\leq \left( \frac{1 + \sigma \sqrt{1 + \mu \lambda}}{6 - 1/2 \mu^{1/2} \lambda^{3/2}} \right) d_0 (1 - \alpha)^{(k-1)/2}, \\
    \varepsilon_{k+1} &\leq \left( \frac{3\sigma^2 d_0^2}{\mu \lambda^2} \right) (1 - \alpha)^{k-1}.
\end{align*}
\]

Proof. (a) This follows from Theorem 2.6(a) and Corollary 2.8.

(b) The result follows from Theorem 2.6(b), Corollary 2.8, the assumption \(\lambda_k \geq \lambda\) and the fact that, for \(t > 0\), the scalar function \(t \mapsto \frac{1 + \sigma \sqrt{1 + \mu \lambda}}{6 - 1/2 \mu^{1/2} \lambda^{3/2}}\) is nonincreasing.

\(\square\)

3 A (high-order) large-step A-HPE algorithm for strongly convex problems

In this section, we also consider problem (2), i.e., \(\min_{x \in \mathcal{H}} \{ h(x) := f(x) + g(x) \} \), where the same assumptions as in Section 2 are assumed to hold on \(h\), \(f\) and \(g\).

For solving (2), we propose and study the iteration-complexity of a variant (Algorithm 2) of the large-step A-HPE algorithm of Monteiro and Svaiter [21], with a high-order large-step condition specially tailored for strongly convex objectives. Applications of this general framework to high-order tensor methods will be given in Section 4. The main results on convergence rates for Algorithm 2 are presented in Theorem 3.3 below.
Algorithm 2. A variant of the large-step A-HPE algorithm for (the strongly convex) problem (2)

0) Choose $x^0, y^0 \in H, \sigma \in [0, 1), p \geq 2$ and $\theta > 0$; let $A_0 = 0$ and set $k = 0.$

1) Compute $\lambda_{k+1} > 0$ and $(y^{k+1}, v^{k+1}, \varepsilon_{k+1}) \in H \times H \times \mathbb{R}^+$ such that

\[
\frac{\|\lambda_{k+1}v^{k+1} + y^{k+1} - \tilde{x}^k\|^2}{1 + \lambda_{k+1} \mu} + 2\lambda_{k+1} \varepsilon_{k+1} \leq \sigma^2 \|y^{k+1} - \tilde{x}^k\|^2,
\]

(48)

\[
\lambda_{k+1}\|y^{k+1} - \tilde{x}^k\|^{p-1} \geq \theta,
\]

where

\[
\tilde{x}^k = \left( \frac{a_k + 1 - \mu A_k \lambda_{k+1}}{A_k + a_{k+1}} \right) x^k + \left( \frac{A_k + \mu A_k \lambda_{k+1}}{A_k + a_{k+1}} \right) y^k,
\]

(49)

\[
a_{k+1} = \frac{(1 + 2 \mu A_k) \lambda_{k+1} + \sqrt{(1 + 2 \mu A_k)^2 \lambda_{k+1}^2 + 4(1 + \mu A_k) A_k \lambda_{k+1}}}{2}.
\]

(50)

2) Let

\[
A_{k+1} = A_k + a_{k+1},
\]

(51)

\[
x^{k+1} = \left( \frac{1 + \mu A_k}{1 + \mu A_{k+1}} \right) x^k + \left( \frac{\mu a_{k+1}}{1 + \mu A_{k+1}} \right) y^{k+1} - \left( \frac{a_{k+1}}{1 + \mu A_{k+1}} \right) v^{k+1}.
\]

(52)

3) Set $k = k + 1$ and go to step 1.

We now make a few remarks concerning Algorithm 2.

(i) By deleting the third inequality in (48) (the high-order large-step condition), we see that Algorithm 2 is a special instance of Algorithm 1. As a consequence, all results proved in Section 2 for Algorithm 1 also hold for Algorithm 2.

(ii) We mention that Algorithm 2 is a generalization of Algorithm 1 in [16] to strongly convex objectives. The authors of the latter work proved the global rates $O \left( \frac{k^{-\frac{3p}{2} + 1}}{2} \right), O \left( k^{-3p} \right)$ and $O \left( k^{-3p+3} \right)$ for (in the notation of this paper) function values $h(y^{k+1}) - h(x^*)$ and residuals $\inf_{1 \leq i \leq k+1} \|v^i\|^2$ and $\inf_{1 \leq i \leq k+1} \varepsilon_i$, respectively. (see [16] Theorem 4.3.)

In what follows we will use remark (i) following Algorithm 2 to apply the results proved for Algorithm 1 in Section 2 to Algorithm 2.

The next two lemmas will be used to prove Theorem 3.3 below.
Lemma 3.1. Consider the sequences evolved by Algorithm 2 and let $d_0 := \|x^0 - x^\star\|$, where $x^\star$ is the (unique) solution of (2). Then, for all $k \geq 1$,

$$\sum_{j=1}^{k} \frac{A_j}{\lambda_j^{p+1}} \leq \frac{d_0^2}{\theta^2 \frac{2}{p+1} (1 - \sigma^2)}. \quad (53)$$

In particular, for all $k \geq 1$,

$$\lambda_k \geq C d_0 \frac{(p-1)}{\theta \lambda_j^{p+1}} \left(1 - \sigma^2 \right)^{\frac{p-1}{p+1}} \quad (54)$$

Proof. Using (34) and third inequality in (48), we obtain

$$\left( \sum_{j=1}^{k} \frac{A_j}{\lambda_j^{p+1}} \right) \theta^{\frac{p-2}{p+1}} \leq \sum_{j=1}^{k} \frac{A_j}{\lambda_j^{p+1}} (\lambda_j \|y^j - \bar{x}^j\|^{p-1})^{\frac{2}{p-1}} = \sum_{j=1}^{k} \frac{A_j}{\lambda_j^{p+1}} \|y^j - \bar{x}^j\|^2 \leq \frac{d_0^2}{1 - \sigma^2},$$

which yields (53). To finish the proof of the lemma, note that (54) follows directly from (53) and the fact that $A_k \geq \lambda_1$ for all $k \geq 1$ (see (7) and (11)).

Lemma 3.2. For all $k \geq 0$,

$$A_{k+1} \geq \lambda_1 \left( 1 + \frac{2 \mu C}{d_0^{p+1}} k \left( \frac{p-1}{p+1} \right) \right)^{k} \quad (55)$$

where $C > 0$ is as in (54).

Proof. First note that from (11) we have $A_1 = \lambda_1$, showing that (55) trivially holds for $k = 0$. Assume now that $k > 0$. From Lemma 3.1 we know, in particular, that

$$\sum_{j=2}^{k+1} \frac{A_j}{\lambda_j^{p+1}} \leq \frac{d_0^2}{\theta^2 \frac{2}{p+1} (1 - \sigma^2)}.$$

Since $A_j = A_{j-1} + a_j \geq A_{j-1} \geq \cdots \geq A_1$, for all $j \geq 2$, and $A_1 = \lambda_1$, we then obtain

$$\sum_{j=2}^{k+1} \frac{1}{\lambda_j^{p+1}} \leq \frac{d_0^2}{\lambda_1 \theta \frac{2}{p+1} (1 - \sigma^2)} =: c.$$
Now using Lemma A.1 with $c > 0$ as above, $q = \frac{p+1}{p+1}$ and $\lambda_j \leftarrow 2\mu\lambda_j$, we find

$$
\prod_{j=2}^{k+1} (1 + 2\mu\lambda_j) \geq \left( 1 + \frac{(2\mu)^{\frac{p+1}{p+1}}}{c} \right)^k
$$

$$
= \left( 1 + \frac{2\mu}{c^{\frac{1}{p+1}}} \right)^k
$$

$$
= \left( 1 + \frac{2\mu\lambda_1}{\mu^{\frac{1}{p+1}}} (1 - \sigma^2) \frac{\mu^{\frac{1}{p+1}}}{d_0} \right)^k,
$$

which, in turn, combined with (43) and the definition of $C$ in (51) finishes the proof of the lemma. \qed

Next is the main result on global convergence rates for Algorithm 2. As we mentioned before, it provides a global superlinear $O\left(k^{-\frac{p-1}{p+1}}\right)$ convergence, where $p - 1 \geq 1$ is the power in the high-order large-step condition (third inequality in (18)).

**Theorem 3.3 (Convergence rates for Algorithm 2).** Consider the sequences evolved by Algorithm 2 let $x^*$ denote the (unique) solution of (2) and let $C > 0$ be as in (51). Then the following holds:

(a) For all $k \geq 0$,

$$
h(y^{k+1}) - h(x^*) \leq \frac{d_0^2}{2\lambda_1 \left( 1 + \frac{2\mu C}{d_0^{\frac{1}{p+1}}} k^{\frac{p+1}{p+1}} \right) k} = O\left( \frac{1}{k^{\frac{p-1}{p+1}}} \right),
$$

$$
\max\left\{ \|x^* - x^{k+1}\|^2, \|x^* - y^{k+1}\|^2 \right\} \leq \frac{d_0^2}{\mu\lambda_1 \left( 1 + \frac{2\mu C}{d_0^{\frac{1}{p+1}}} k^{\frac{p+1}{p+1}} \right) k} = O\left( \frac{1}{k^{\frac{p-1}{p+1}}} \right).
$$

(b) For all $k \geq 1$,

$$
\begin{align*}
\|v^{k+1}\|^2 \leq & \left( 1 + \sigma^2 \sqrt{1 + \mu C d_0^{\frac{2(p-1)}{p+1}}} \right)^2 \frac{6d_0^{2(p-1)/p+1}}{\mu C^2 \lambda_1 \left( 1 + \frac{2\mu C}{d_0^{\frac{1}{p+1}}} (k - 1) \left( \frac{p+1}{p+1} \right) \right)^{k-1}} = O\left( \frac{1}{(k-1)^{k-1}(\frac{p-1}{p+1})} \right), \\
\epsilon_{k+1} \leq & \frac{3\sigma^2 d_0^{\frac{4p}{p+1}}}{\mu C \lambda_1 \left( 1 + \frac{2\mu C}{d_0^{\frac{1}{p+1}}} (k - 1) \left( \frac{p+1}{p+1} \right) \right)^{k-1}} = O\left( \frac{1}{(k-1)^{k-1}(\frac{p-1}{p+1})} \right).
\end{align*}
$$
Proof. Both items follow from Theorem 2.6 and Lemmas 3.1 and 3.2. To prove the inequalities in item (b), one also has to use the fact that the scalar function \( t \mapsto \frac{1+\sigma\sqrt{1+\mu t}}{t} \) is nonincreasing as well as the lower bound on \( \lambda_k \) given in (54). \( \square \)

4 Applications to accelerated high-order tensor methods for strongly convex objectives

In this section, we consider the problem

\[
\min_{x \in \mathcal{H}} \left\{ h(x) := f(x) + g(x) \right\},
\]

where \( f, g : \mathcal{H} \to (-\infty, \infty] \) are proper, closed and convex functions, \( \text{dom} \, h \neq \emptyset \), and \( g \) is \( \mu \)-strongly convex on \( \mathcal{H} \) and \( p \geq 2 \) times continuously differentiable on \( \Omega \supseteq \text{Dom} (\partial f) \) with \( D^p g(\cdot) \) being \( L_p \)-Lipschitz continuous on \( \Omega \): \( 0 < L_p < +\infty \) and

\[
\| D^p g(x) - D^p g(y) \| \leq L_p \| x - y \|, \quad \forall x, y \in \Omega.
\]

Define

\[
g_{x,p}(y) := g(x) + \sum_{k=1}^{p} \frac{1}{k!} D^k g(x)[y-x]^k + \frac{M}{(p+1)!} \| y - x \|^{p+1}, \quad (x, y) \in \Omega \times \mathcal{H},
\]

where \( M > 0 \) is such that \( M \geq pL_p \).

As observed by Nesterov in [26], the function \( g_{x,p}(\cdot) \) is convex whenever \( M \geq pL_p \) and, moreover,

\[
\| \nabla g(y) - \nabla g_{x,p}(y) \| \leq \frac{L_p + M}{p!} \| y - x \|^p, \quad \forall (x, y) \in \Omega \times \mathcal{H}.
\]

At each iteration of the (exact) Proximal-Tensor method for solving (56) one has to find \( y \in \mathcal{H} \) solving an inclusion of the form

\[
0 \in \lambda \left( \partial f(y) + \nabla g_{x,p}(y) \right) + y - x,
\]

where \( z = P_{\Omega}(x) \) and \( \lambda > 0 \). Note also that (60) is equivalent to solving the convex problem

\[
\min_{y \in \mathcal{H}} \left\{ f(y) + g_{x,p}(y) + \frac{1}{2\lambda} \| y - x \|^2 \right\}.
\]

Next definition introduces a notion of relative-error inexact solution for (60) (or, equivalently, (61)). It will be used in step 2 (see (66)) of Algorithm 3 and can be motivated as follows. Note that the inclusion (60) can be splitted as an inclusion-equation system:

\[
\begin{align*}
u & \in \partial f(y), \\
\lambda \left( u + \nabla g_{x,p}(y) \right) + y - x &= 0.
\end{align*}
\]

Definition 4.1 below relaxes the latter conditions by allowing errors in both the inclusion \( (u \) will belong to \( \partial_c f(y) \) instead of belonging to \( \partial f(y) \)) and the equation.
Definition 4.1. The triple \((y, u, \varepsilon) \in \mathcal{H} \times \mathcal{H} \times \mathbb{R}^+\) is a \(\hat{\sigma}\)-approximate Tensor solution of \((60)\) at \((x, \lambda) \in \mathcal{H} \times \mathbb{R}^+\) if \(\hat{\sigma} \geq 0\) and
\[
\frac{\lambda (u + \nabla g_{z,p}(y)) + y - x}{1 + \lambda \mu} + 2\lambda \varepsilon \leq \hat{\sigma}^2 \|y - x\|^2, \tag{62}
\]
where \(z = P_\Omega(x)\).

Note that if \(\hat{\sigma} = 0\) in \((62)\), then it follows that \(\varepsilon = 0, u \in \partial f(y)\) and 
\[
\lambda (u + \nabla g_{z,p}(y)) + y - x = 0,
\]
which implies that \(y\) is the solution of \((60)\). We also mention that if we set \(\mu = 0\) in Definition 4.1
then we recover \([14, \text{Definition 2.1}]\) (see also \([16, \text{Definition 1}]\)).

Next proposition shows that \(\hat{\sigma}\)-approximate solutions of \((60)\) provide relative-error approximate solutions in the sense of \((48)\).

Proposition 4.2. Let \((u, y, \varepsilon)\) be a \(\hat{\sigma}\)-approximate Tensor solution of \((60)\) at \((x, \lambda) \in \mathcal{H} \times \mathbb{R}^+\) (in the sense of Definition 4.1) and define
\[
v = u + \nabla g(y), \quad \sigma = \frac{\lambda (L_p + M) \|y - x\|^{p-1}}{p! \sqrt{1 + \lambda \mu}} + \hat{\sigma}. \tag{63}
\]
Then,
\[
v \in \partial f(y) + \nabla g(y), \quad \frac{\|\lambda v + y - x\|}{1 + \lambda \mu} + 2\lambda \varepsilon \leq \sigma^2 \|y - x\|^2. \tag{64}
\]

Proof. Note that the inclusion in \((64)\) follows from the definition of \(v\) in \((63)\) and the inclusion in \((62)\). To prove the inequality in \((64)\), note that from the definition of \(v\) in \((63)\), the triangle inequality and property \((59)\), we find
\[
\|\lambda v + y - x\|^2 = \|\lambda (u + \nabla g_{z,p}(y)) + y - x + \lambda (\nabla g(y) - \nabla g_{z,p}(y))\|^2 \leq \left(\|\lambda (u + \nabla g_{z,p}(y)) + y - x\| + \lambda \|\nabla g(y) - \nabla g_{z,p}(y)\|\right)^2 \leq \left(\|\lambda (u + \nabla g_{z,p}(y)) + y - x\| + \frac{\lambda (L_p + M)}{p! \sqrt{1 + \lambda \mu}} \|y - z\|^p\right)^2 \leq \left(\|\lambda (u + \nabla g_{z,p}(y)) + y - x\| + \frac{\lambda (L_p + M)}{p! \sqrt{1 + \lambda \mu}} \|y - x\|^p\right)^2,
\]
where in the last inequality we also used the fact that \(\|y - z\| \leq \|y - x\|\). (because \(y \in \text{Dom}(\partial f) \subset \text{Dom}(\partial f) \subset \Omega\) and \(z = P_\Omega(x)\).)
Hence,
\[
\frac{\|\lambda v + y - x\|^2}{1 + \lambda \mu} + 2\lambda \varepsilon \leq \left(\frac{\|\lambda (u + \nabla g_{z,p}(y)) + y - x\|}{\sqrt{1 + \lambda \mu}} + \frac{\lambda (L_p + M)}{p! \sqrt{1 + \lambda \mu}} \|y - x\|^p\right)^2 + 2\lambda \varepsilon.
\]
Using now the elementary inequality $(a + b)^2 + c \leq (b + \sqrt{a^2 + c})^2$ with $a = \frac{\|u + \nabla g_{z,p}(y) + y - x\|}{\sqrt{1 + \lambda \mu}}$, $b = \lambda(L_p + M)\|y - x\|^p / (p! \sqrt{1 + \lambda \mu})$ and $c = 2\lambda \varepsilon$, we find

$$\frac{\|\lambda v + y - x\|^2}{1 + \lambda \mu} + 2\lambda \varepsilon \leq \left( \frac{\lambda(L_p + M)}{p! \sqrt{1 + \lambda \mu}} \|y - x\|^p + \sqrt{\frac{\|\lambda (u + \nabla g_{z,p}(y) + y - x\|^2}{1 + \lambda \mu} + 2\lambda \varepsilon} \right)^2$$

$$\leq \left( \frac{\lambda(L_p + M)}{p! \sqrt{1 + \lambda \mu}} \|y - x\|^p + \hat{\sigma} \|y - x\|^p \right)^2$$

$$= \left( \frac{\lambda(L_p + M)}{p! \sqrt{1 + \lambda \mu}} \|y - x\|^{p-1} + \hat{\sigma} \right)^2 \|y - x\|^2$$

$$= \sigma^2 \|y - x\|^2,$$

where in the second inequality we used the inequality in (62) and in the second identity we used the second equality (63). \hfill \Box

Next we present our $p$-th order inexact (relative-error) accelerated tensor algorithm for solving (56).
Algorithm 3. An accelerated inexact high-order tensor method for solving (56)

0) Choose $x^0, y^0 \in \mathcal{H}$ and $p \geq 2, \hat{\sigma} \geq 0, 0 < \sigma_\ell < \sigma_u < 1$ such that

$$\sigma := \sigma_u + \hat{\sigma} < 1, \quad \sigma_\ell (1 + \hat{\sigma})^{p-1} < \sigma_u (1 - \hat{\sigma})^{p-1};$$

let $A_0 = 0$ and set $k = 0$.

1) Compute $\lambda_{k+1} > 0$ and a $\hat{\sigma}$-approximate Tensor solution $(u_{k+1}, y_{k+1}, \varepsilon_{k+1})$ (in the sense of Definition 4.1) of (60) at $(\tilde{x}^k, \lambda_{k+1})$ satisfying

$$\frac{p! \sigma_\ell}{L_p + M} \leq \lambda_{k+1} \|y_{k+1} - \tilde{x}^k\|^{p-1} \leq \frac{p! \sigma_u \sqrt{1 + \lambda_{k+1} \mu}}{L_p + M},$$

where

$$\tilde{x}^k = \left(\frac{a_k + 1}{A_k + a_{k+1}} - \mu A_k \lambda_{k+1}\right) x^k + \left(\frac{A_k + 1}{A_k + a_{k+1}}\right) y^k,$$

$$a_{k+1} = \frac{(1 + 2 \mu A_k) \lambda_{k+1} + \sqrt{1 + 2 \mu A_k}^2 \lambda_{k+1}^2 + 4(1 + \mu A_k) A_k \lambda_{k+1}}{2}.$$

2) Let

$$A_{k+1} = A_k + a_{k+1},$$

$$v_{k+1} = u_{k+1} - \nabla g_{z^k, p}(y_{k+1}) + \nabla g(y_{k+1}), \quad z^k = P_\Omega(\tilde{x}^k),$$

$$x_{k+1} = \left(\frac{1 + \mu A_k}{1 + \mu A_{k+1}}\right) x^k + \left(\frac{\mu a_{k+1}}{1 + \mu A_{k+1}}\right) y_{k+1} - \left(\frac{a_{k+1}}{1 + \mu A_{k+1}}\right) v_{k+1}.$$

3) Set $k = k + 1$ and go to step 1.

We now make two remarks concerning Algorithm 3:

(i) Algorithm 3 is a generalization of [16, Algorithm 3] for strongly convex problems. The latter algorithm, which can be applied to (56) with $f \equiv 0$, has the global convergence rates $O\left(k^{-\frac{3p-1}{2}}\right)$ and $O\left(k^{-\frac{3p}{2}}\right)$ for (in the notation of this paper) $g(y^k) - g(x^*)$ and $\inf_{1 \leq i \leq k} \|\nabla g(y^i)\|^2$, respectively (see [16, Theorem 4.13]).

In contrast to this, here we obtained, see Theorem 4.4, the fast global $O\left(k^{-\frac{k-1}{2}}\right)$ convergence rate.

(ii) We also mention that a $\hat{\sigma}$-approximate Tensor solution satisfying (66) can be computed using
bisection schemes (see [2, 14, 21]). More precisely, by defining the curve
\[
\tau(\lambda) = \frac{a_{k+1}(\lambda) - \mu A_k \lambda}{A_k + a_{k+1}(\lambda)}, \quad \lambda > 0,
\]
where
\[
a_{k+1}(\lambda) := \frac{(1 + 2\mu A_k)\lambda + \sqrt{(1 + 2\mu A_k)^2 \lambda^2 + 4(1 + \mu A_k)A_k \lambda^2}}{2},
\]
we find that \(\tilde{x}^k\) as in (67) can be written as
\[
\tilde{x}^k = y^k + \tau_{k+1}(x^k - y^k),
\]
where \(\tau_{k+1} := \tau(\lambda_{k+1})\). Moreover, it is not difficult to check that \(\tau(\cdot)\) is (smooth) increasing and that \(\dot{\tau}(\lambda)\) satisfies
\[
\dot{\tau}(\lambda) \leq \frac{1}{\lambda} \quad \forall \lambda > 0.
\]
As a consequence of the above inequality, one can reproduce Lemma 7.13 as in [21, p. 1121] and pose the “Line search problem” as in [21, p. 1117] (with \(\lambda \|y_\lambda - x(\lambda)\|\) replaced by \(\lambda \|y_\lambda - x(\lambda)\|^{p-1}\)). The general search procedures studied in references [2, Section 4] and [14] would also be helpful. The complexity of the bracketing/bisection procedure depends on a logarithm of the inverse of the precision (see, e.g., [21, Theorem 7.16]).

Proposition 4.3. Algorithm 3 is a special instance of Algorithm 2 for solving (56), where
\[
\theta := \frac{p!\sigma_\ell}{L_p + M}.
\]

Proof. It follows from the definitions of Algorithms 2 and 3 that we only have to prove that (48) holds. Note that the inclusion and the first inequality in (48) follow from step 1 of Algorithm 3—the fact that \((u^{k+1}, y^{k+1}, \varepsilon_{k+1})\) is a \(\hat{\sigma}\)-approximate Tensor solution of (60)–, the second inequality in (66), the definition of \(\sigma\) in (65) and Proposition 4.2. To finish the proof of the proposition, note that the last inequality in (48) (the large-step condition) is a direct consequence of the first inequality in (66) and (72).

Next theorem states the fast global \(O\left(k^{-k\left(\frac{p-1}{p+1}\right)}\right)\) convergence rate for Algorithm 3.

Theorem 4.4 (Convergence rates for Algorithm 3). Consider the sequences generated by Algorithm 3, let \(\theta > 0\) be as in (72) and let \(C > 0\) be as in (54), where \(d_0 := \|x^0 - x^*\|\) and \(x^*\) is the (unique) solution of (56).

Then all the conclusions of Theorem 3.3 hold.

Proof. The proof follows from Proposition 4.3 and Theorem 3.3.

Remarks. We now make some remarks concerning Algorithm 3.
(i) Note that if $p = 2$ in (57), then it follows that Algorithm 3 reduces to an (accelerated) inexact proximal-Newton-type algorithm with $O\left(k^{-k/3}\right)$ global convergence rate (see Theorems 4.4 and 3.3).

(ii) In [12], an accelerated regularized Newton method was proposed for solving (56) with $p = 2$ and $g$ being $\sigma_q$-uniformly convex. In the notation of this paper, Algorithm 1 of [12] (see Theorem 3.3) has global linear

$$O\left(\frac{L_2d_0^3}{\left(1 + \left(\frac{1}{4L_2}\right)^{1/3}\right)^{2(k-1)}}\right)$$

convergence rate for function values.

(iii) In [11], problem (56) was considered with $f \equiv 0$ and $g$ assumed to be $\sigma_q$-uniformly convex. The complexity of an optimal tensor method with restart ([11, Algorithm 3]) to compute $x$ satisfying $g(x) - g(x^*) \leq \varepsilon$ is

$$O\left(\left(\frac{L_p}{\sigma_{p+1}}\right)^{\frac{2}{3p+1}} \log_2 \left(\frac{\Delta_0}{\varepsilon}\right)\right), \quad q = p + 1;$$

$$O\left(\left(\frac{L_p (\Delta_0)^{\frac{p+1-q}{q}}}{\sigma_{p+1}^q}\right)^{\frac{2}{3p+1}} \log_2 \left(\frac{\Delta_0}{\varepsilon}\right)\right), \quad q < p + 1,$$

where $\Delta_0 \geq g(x^0) - g(x^*)$. We mention that the upper-bound $\Delta_0$ on $g(x^0) - g(x^*)$ is assumed to be known in the implementation of [11, Algorithm 3].

(iv) In [9], a near-optimal algorithm for solving (56) with $f \equiv 0$ and $\mu = 0$ (i.e., with $g$ convex but not strongly convex) was proposed and studied. The iteration-complexity of Algorithm 2 in [9] to find $x$ satisfying $\|\nabla g(x)\| \leq \varepsilon$ (see [9, Theorem 2]) is

$$O\left(\left(\frac{L_p^{p+2}}{\varepsilon^{2(p+1)}}\right)^{\frac{2}{3p+1}} \Delta_0^{\frac{3p}{3p+1}} + \log_2 \left(\frac{\Delta_0}{\varepsilon}\right)\right),$$

where $\Delta_0 \geq g(x^0) - g(x^*)$. Analogously to [11], the upper-bound $\Delta_0$ is assumed to be known while running [9, Algorithm 2].

(v) In [13], tensor methods for solving (56) with $f \equiv 0$ and $g$ being $p$-times continuously differentiable with $\nu$-Hölder continuous $p$th derivatives were proposed. The iteration-complexity is $O\left(\varepsilon^{-1/(p+\nu-1)}\right)$ and $O\left(\varepsilon^{-(p+\nu)/((p+\nu-1)(p+\nu+1))}\right)$ for the non accelerated and accelerated methods, respectively, to find $x$ such that $\|\nabla g(x)\| \leq \varepsilon$.

(vi) In [8], a regularized Newton method with linear convergence rate in function values for minimizing uniformly convex functions with $\nu$-Hölder continuous Hessian was proposed and studied. The main result ([8, Theorem 4.1]) gives that the rate is linear:

$$F(x_{k+1}) - F^* \leq \left(1 - \min\left\{\left(\frac{(2 + \nu)((1 + \nu)(2 + \nu))^{1/(1+\nu)}(\gamma_f(\nu))^{\frac{1}{1+\nu}}}{(1 + \nu)6^{3/2} \cdot 2^{1/2} \cdot (8 + \nu)(1-\nu)/(2+2\nu) \cdot \frac{1}{2}}\right)\right\}\right) (F(x_k) - F^*),$$
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where $F$ is the objective function and $F^*$ denotes the optimal value.

5 Applications to first-order methods for strongly convex problems

Consider the convex optimization problem

$$\min_{x \in H} \{ h(x) := f(x) + g(x) \},$$

(73)

where $f, g : H \to (-\infty, \infty]$ are proper, closed and convex functions, $\text{dom } h \neq \emptyset$, and, additionally, $g$ is $\mu$-strongly convex on $H$ and differentiable on $\Omega \supseteq \text{dom } f$ with $\nabla g$ being $L$-Lipschitz continuous on $\Omega$.

An iteration of the proximal-gradient (forward-backward) method for solving (73) can be written as follows:

$$y = (\lambda \partial f + I)^{-1} (x - \lambda \nabla g(z)),
\quad (74)$$

where $z = P_\Omega(x)$ and $\lambda > 0$. Using the definition of $(\lambda \partial f + I)^{-1}$, it is easy to see that (74) is equivalent to solving the inclusion

$$0 \in \lambda \left( \partial f(y) + \nabla g(z) \right) + y - x.
\quad (75)$$

Next we define a notion of approximate solution for (75) within a relative-error criterion.

**Definition 5.1.** The triple $(y, u, \varepsilon) \in H \times H \times \mathbb{R}_+$ is a $\hat{\sigma}$-approximate Proximal-Gradient (PG) solution of (75) at $(x, \lambda) \in H \times \mathbb{R}_+$ if $\hat{\sigma} \geq 0$ and

$$u \in \partial \varepsilon f(y), \quad \frac{\| \lambda (u + \nabla g(z)) + y - x \|^2}{1 + \lambda \mu} + 2\lambda \varepsilon \leq \hat{\sigma}^2 \| y - x \|^2,
\quad (76)$$

where $z = P_\Omega(x)$. We also write

$$(y, u, \varepsilon) \approx (\lambda \partial f + I)^{-1} (x - \lambda \nabla g(z))$$

to mean that $(y, u, \varepsilon)$ is a $\hat{\sigma}$-approximate PG solution of (75) at $(x, \lambda)$.

Note that if $\hat{\sigma} = 0$ in (76), then it follows that $\varepsilon = 0$, $u \in \partial f(y)$ and $\lambda [u + \nabla g(z)] + y - x = 0$, which implies that $y$ is the (exact) solution of (75). In particular, in this case, $y$ satisfies (74).

**Proposition 5.2.** Let $(u, y, \varepsilon)$ be a $\hat{\sigma}$-approximate PG solution of (75) at $(x, \lambda) \in H \times \mathbb{R}_+$ as in Definition 5.1 and define

$$v = u + \nabla g(y), \quad \sigma = \frac{\lambda L}{\sqrt{1 + \lambda \mu}} + \hat{\sigma}.
\quad (77)$$

Then,

$$v \in \partial \varepsilon f(y) + \nabla g(y), \quad \frac{\| \lambda v + y - x \|^2}{1 + \lambda \mu} + 2\lambda \varepsilon \leq \sigma^2 \| y - x \|^2.
\quad (78)$$
Proof. The proof follows the same outline of Proposition 4.2’s proof.

For solving (73), we propose the following inexact (relative-error) accelerated first-order algorithm.

**Algorithm 4. An accelerated inexact proximal-gradient algorithm for solving (73)**

0) Choose $x^0, y^0 \in \mathcal{H}$ and $\hat{\sigma} \geq 0$, $0 < \sigma_u \leq 1$ such that

$$\lambda = \frac{\sigma_u}{\sqrt{\left(\frac{\sigma_u \mu}{2}\right)^2 + L^2 - \frac{\sigma_u \mu}{2}}} > \frac{\sigma_u}{L},$$

(79)

let $A_0 = 0$ and set $k = 0$.

1) Compute $z^k = P_\Omega(\bar{x}^k)$ and

$$(y^{k+1}, u^{k+1}, \varepsilon_{k+1}) \approx (\lambda \partial f + I)^{-1}\left(\bar{x}^k - \lambda \nabla g(z^k)\right),$$

(80)

i.e., compute a $\hat{\sigma}$-approximate PG solution $(u^{k+1}, y^{k+1}, \varepsilon_{k+1})$ at $(\bar{x}^k, \lambda)$ (in the sense of Definition 5.1), where

$$\bar{x}^k = \left(\frac{a_{k+1} - \mu A_k \lambda}{A_k + a_{k+1}}\right) x^k + \left(\frac{A_k + \mu A_k \lambda}{A_k + a_{k+1}}\right) y^k,$$

(81)

$$a_{k+1} = \frac{(1 + 2 \mu A_k) \lambda + \sqrt{(1 + 2 \mu A_k)^2 \lambda^2 + 4(1 + \mu A_k) A_k \lambda}}{2}.\quad (82)$$

2) Let

$$A_{k+1} = A_k + a_{k+1},$$

(83)

$$v^{k+1} = u^{k+1} + \nabla g(y^{k+1}),$$

(84)

$$x^{k+1} = \left(\frac{1 + \mu A_k}{1 + \mu A_{k+1}}\right) x^k + \left(\frac{\mu a_{k+1}}{1 + \mu A_{k+1}}\right) y^{k+1} - \left(\frac{a_{k+1}}{1 + \mu A_{k+1}}\right) v^{k+1}.$$  

(85)

3) Set $k = k + 1$ and go to step 1.

We now make the following remark concerning Algorithm 4

(i) From the definition of $\lambda > 0$ in (79) we obtain

$$\frac{\lambda^2 L^2}{1 + \lambda \mu} = \sigma_u^2.$$

(86)

Indeed, it is easy to check that $\lambda > 0$ is the largest root of $L^2 \lambda^2 - (\sigma_u^2 \mu) \lambda - \sigma^2_u = 0$, which is
clearly equivalent to (86). Now using (86), we find
\[ \sigma = \sigma_u + \hat{\sigma} = \frac{\lambda L}{\sqrt{1 + \lambda \mu}} + \hat{\sigma}. \]  

(87)

Next proposition shows that Algorithm 4 is a special instance of Algorithm 1 for solving (73).

**Proposition 5.3.** Consider the sequences evolved by Algorithm 4 and let \( \lambda_{k+1} \equiv \lambda \). Then, \( \lambda_{k+1} > 0 \) and the triple \((y^{k+1}, v^{k+1}, \varepsilon^{k+1})\) satisfy condition (4) in Algorithm 1 with \( \sigma = \hat{\sigma} + \sigma_u \). As a consequence, Algorithm 4 is a special instance of Algorithm 1 for solving (73).

**Proof.** The proof follows from (80), (87), Proposition 5.2 and the definitions of Algorithms 1 and 4. \( \square \)

Next we summarize the results on linear convergence rates for Algorithm 4.

**Theorem 5.4 (Convergence rates for Algorithm 4).** Consider the sequences evolved by Algorithm 4 and let \( \sigma = \hat{\sigma} + \sigma_u \). Let also \( x^\ast \) be the unique solution of (73), let \( d_0 \) be as in (33) and denote \( \gamma = \sqrt{(1 + \sigma_u)^{-1} \sigma_u} \). The following holds:

(a) For all \( k \geq 1 \),

\[
 h(y^k) - h(x^\ast) \leq \frac{L d_0^2}{2 \sigma_u} \left( 1 - \gamma \sqrt{\frac{\mu}{L}} \right)^{k-1},
\]

\[
 \max \left\{ \| x^\ast - y^k \|, \| x^\ast - x^k \| \right\} \leq \sqrt{\frac{L}{\sigma_u \mu}} d_0 \left( 1 - \gamma \sqrt{\frac{\mu}{L}} \right)^{(k-1)/2}.
\]

(b) For all \( k \geq 1 \),

\[
 v^{k+1} \in \partial \varepsilon_{k+1} f(y^{k+1}) + \partial g(y^{k+1}),
\]

\[
 \| v^{k+1} \| \leq \frac{6 d_0 L^{3/2}}{\mu^{1/2} \sigma_u^{3/2}} \left( 1 + \sigma \sqrt{1 + \frac{\sigma_u}{L}} \right) \left( 1 - \gamma \sqrt{\frac{\mu}{L}} \right)^{(k-1)/2},
\]

\[
 \varepsilon_{k+1} \leq \frac{3 \sigma^2 d_0^2 L^2}{\sigma_u^2 \mu} \left( 1 - \gamma \sqrt{\frac{\mu}{L}} \right)^{k-1}.
\]

**Proof.** (a) First note that simple computations using (46) with \( \underline{\lambda} = \lambda \), the inequality in (79), the definition of \( \gamma > 0 \) and the fact that \( L \geq \mu \) show that

\[
 \alpha > \sqrt{(1 + \sigma_u)^{-1} \sigma_u} \sqrt{\frac{\mu}{L}} = \gamma \sqrt{\frac{\mu}{L}}, \quad \lambda > \frac{\sigma_u}{L},
\]

(88)

which combined with Proposition 5.3 and Theorem 2.9(a) gives the proof of (a).

(b) The result follows from (88), Proposition 5.3 and Theorem 2.9(b). \( \square \)
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A Some auxiliary results

Lemma A.1. For all $k \geq 1$, the optimal value of the minimization problem, over $\lambda_1, \ldots, \lambda_k > 0$,

$$\min \prod_{j=1}^{k} (1 + \lambda_j)$$

s.t. $\sum_{j=1}^{k} \frac{1}{\lambda_j^q} \leq c,$

where $c > 0$ and $q \geq 1$, is given by

$$\left(1 + \left(\frac{k}{c}\right)^{1/q}\right)^k.$$  \hspace{1cm} (89)

Proof. First consider the convex problem

$$\min \sum_{j=1}^{k} \log(1 + e^{t_j})$$

s.t. $\sum_{j=1}^{k} e^{q t_j} \leq c.$

Since the objective and constraint functions in (90) are convex and invariant under permutations on $(t_1, \ldots, t_k)$, it follows that one of its solutions takes the form $(t, \ldots, t)$. It is also clear that at any solution the inequality in (90) must hold as an equality. Hence, $k \frac{1}{e^{qt}} = c$, i.e., $e^t = \left(\frac{k}{c}\right)^{1/q}$. As a consequence, for all $(t_1, \ldots, t_k)$ such that $\sum_{j=1}^{k} \frac{1}{e^{qt_j}} \leq c$,

$$\sum_{j=1}^{k} \log(1 + e^{t_j}) \geq k \log(1 + e^t) = k \log \left(1 + \left(\frac{k}{c}\right)^{1/q}\right) = \log \left(\left(1 + \left(\frac{k}{c}\right)^{1/q}\right)^k\right).$$

Now let $\lambda_1, \ldots, \lambda_k > 0$ be such that $\sum_{j=1}^{k} \frac{1}{\lambda_j^q} \leq c$ and define $t_j := \log(\lambda_j)$, for $j \in \{1, \ldots, k\}$. \hspace{1cm} (91)
Then, since in this case \( \sum_{j=1}^{k} \frac{1}{e^{\lambda_j}} \leq c \), using (91) and some basic properties of logarithms we find
\[
\prod_{j=1}^{k} (1 + \lambda_j) = \prod_{j=1}^{k} (1 + e^{\lambda_j}) = e^{\log(\prod_{j=1}^{k} (1+e^{\lambda_j}))}
= e^{\sum_{j=1}^{k} \log(1+e^{\lambda_j})}
\geq e^{\log \left( \prod_{j=1}^{k} \left( 1 + \frac{k}{c} \right)^{1/\lambda_j} \right)}
= \left( 1 + \frac{k}{c} \right)^{k},
\]
which concludes the proof of the lemma.

\[\square\]

**Lemma A.2.** The following holds for \( q(\cdot) \) defined by
\[
q(x) = \langle v, x - y \rangle + \frac{\mu}{2} \|x - y\|^2 - \varepsilon + \frac{1}{2\lambda} \|x - z\|^2 \quad (x \in \mathcal{H})
\] (92)
where \( v, y, z \in \mathcal{H} \) and \( \mu, \varepsilon, \lambda > 0 \).

(a) The (unique) global minimizer of \( q(\cdot) \) is given by
\[
x^* = \frac{1}{1 + \lambda \mu} z + \frac{\lambda \mu}{1 + \lambda \mu} y - \frac{\lambda}{1 + \lambda \mu} v.
\]
(b) We have,
\[
\min_x q(x) = \frac{1}{2\lambda} \left[ \|y - z\|^2 - \left( \frac{\|\lambda v + y - z\|^2}{1 + \lambda \mu} + 2\lambda \varepsilon \right) \right].
\]
(c) We have,
\[
q(x) = \frac{1}{2\lambda} \left[ \|y - z\|^2 - \left( \frac{\|\lambda v + y - z\|^2}{1 + \lambda \mu} + 2\lambda \varepsilon \right) \right] + \frac{1 + \lambda \mu}{2\lambda} \|x - x^*\|^2, \quad \forall x \in \mathcal{H}.
\]

**Proof.** (a) This follows directly from (92) and some simple calculus.
(b) Note first that
\[
\min_x q(x) = q(x^*) = \langle v, x^* - y \rangle + \frac{\mu}{2} \|x^* - y\|^2 - \varepsilon + \frac{1}{2\lambda} \|x^* - z\|^2.
\] (93)
Using the well-known identity \( a\|z\|^2 + b\|w\|^2 = \frac{1}{a+b} \left[ \|az + bw\|^2 + ab \|z - w\|^2 \right] \) with \( a = \mu, b = 1/\lambda, z = x^* - y \) and \( w = x^* - z \), and (a) we find
\[
\mu \|x^* - y\|^2 + \frac{1}{\lambda} \|x^* - z\|^2 = \frac{\lambda}{1 + \lambda \mu} \left[ \left\| \frac{1 + \lambda \mu}{\lambda} x^* - \frac{\mu}{\lambda} y - \frac{1}{\lambda} z \right\|^2 + \frac{\mu}{\lambda} \|z - y\|^2 \right]
= \frac{\lambda}{1 + \lambda \mu} \left[ \|v\|^2 + \frac{\mu}{\lambda} \|z - y\|^2 \right].
\] (94)
On the other hand, we also have \( x^* - y = \frac{1}{1 + \lambda\mu}(z - y) - \lambda \frac{1}{1 + \lambda\mu} v \), which in turn gives
\[
\langle v, x^* - y \rangle = \frac{1}{1 + \lambda\mu} \left[ \langle v, z - y \rangle - \lambda \|v\|^2 \right].
\tag{95}
\]

Direct use of (93), (94) and (95) yields
\[
\min_x q(x) + \varepsilon = \frac{1}{1 + \lambda\mu} \left[ \langle v, z - y \rangle - \lambda \|v\|^2 \right] + \frac{\lambda}{2(1 + \lambda\mu)} \left[ \|v\|^2 + \frac{\mu}{\lambda} \|z - y\|^2 \right]
\]
\[
= \frac{1}{2\lambda(1 + \lambda\mu)} \left[ 2\langle \lambda v, z - y \rangle - \|\lambda v\|^2 + \lambda\mu \|z - y\|^2 \right]
\]
\[
= \frac{1}{2\lambda(1 + \lambda\mu)} \left[ (1 + \lambda\mu)\|y - z\|^2 - \|\lambda v + y - z\|^2 \right]
\]
\[
= \frac{1}{2\lambda} \left[ \|y - z\|^2 - \frac{\|\lambda v + y - z\|^2}{1 + \lambda\mu} \right],
\]
which then yields
\[
\min_x q(x) = \frac{1}{2\lambda} \left[ \|y - z\|^2 - \frac{\|\lambda v + y - z\|^2}{1 + \lambda\mu} \right] - \varepsilon
\]
\[
= \frac{1}{2\lambda} \left[ \|y - z\|^2 - \left( \frac{\|\lambda v + y - z\|^2}{1 + \lambda\mu} + 2\lambda\varepsilon \right) \right].
\]

(c) This follows from (b) and Taylor’s theorem applied to \(q(\cdot)\). □
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