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Abstract

Background: Theoretical analysis of signaling pathways can provide a substantial amount of insight into their function. One particular area of research considers signaling pathways capable of assuming two or more stable states given the same amount of signaling ligand. This phenomenon of bistability can give rise to switch-like behavior, a mechanism that governs cellular decision making. Investigation of whether or not a signaling pathway can confer bistability and switch-like behavior, without knowledge of specific kinetic rate constant values, is a mathematically challenging problem. Recently a technique based on optimization has been introduced, which is capable of finding example parameter values that confer switch-like behavior for a given pathway. Although this approach has made it possible to analyze moderately sized pathways, it is limited to reaction networks that presume a uniterminal structure. It is this limited structure we address by developing a general technique that applies to any mass action reaction network with conservation laws.

Results: In this paper we developed a generalized method for detecting switch-like bistable behavior in any mass action reaction network with conservation laws. The method involves (1) construction of a constrained optimization problem using the determinant of the Jacobian of the underlying rate equations, (2) minimization of the objective function to search for conditions resulting in a zero eigenvalue, (3) computation of a confidence level that describes if the global minimum has been found and (4) evaluation of optimization values, using either numerical continuation or directly simulating the ODE system, to verify that a bistability region exists. The generalized method has been tested on three motifs known to be capable of bistability.

Conclusions: We have developed a variation of an optimization-based method for the discovery of bistability, which is not limited to uniterminal chemical reaction networks. Successful completion of the method provides an S-shaped bifurcation diagram, which indicates that the network acts as a bistable switch for the given optimization parameters.
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Background

Cellular decisions via signaling pathways are essential for complex biological systems to function. The key attribute of signaling pathways which are capable of mediating a decision-making process is switch-like behavior. Such behavior assumes that the system has (typically) two stable equilibria and there is a way to switch between them. In bistable switches, two different thresholds for switching back and forth ensure the robustness of the decision. This characteristic dose–response behaviour is called hysteretic. Distortion of these signaling pathways with switch-like behavior manifests in no switching at all, switching at incorrect input signals, irreversible switching, etc. These malfunctions result in incorrect cell decisions and may be one of the underlying causes of developmental disorders, cancer, diabetes, and presumably a number of other pathologies [1–3].

Given that cellular decisions can consist of an immense number of biochemical interactions, smaller network motifs are often considered and can help elucidate the portions of the signaling pathway that are key to the decision-making process [4].

Although discovering essential network motifs can provide a wealth of information, obtaining these configurations is not only difficult, but costly if approached purely from an experimental point of view. For this reason, it is imperative for this process to be coupled with mathematical modeling, which can act as a guide for designing experiments. Analysis of these models is useful as they can determine the existence of bistability in the signaling pathway, an attribute directly tied to the pathway’s ability to exhibit switch-like behavior. Existence of bistability in chemical reaction networks has been an active area of research since the 1970s. In particular, a wealth of mathematical theory has been oriented towards network motifs that utilize mass action kinetics for the participating reactions. This is due to the fact that mass action law does not employ assumptions on time-and concentration-scale separation as do other kinetics, such as Michaelis-Menten [5–8].

One well-established theoretical framework to preclude multistationarity (and therefore bistability) in a network motif following mass action kinetics was developed by Feinberg, Horn, and Jackson [9, 10]. This theory, aptly named Chemical Reaction Network Theory (CRNT) uses the underlying structure of the reactions in the network to identify key properties. CRNT has produced results such as the Deficiency Zero and One Theorems which preclude bistability for certain network structures, irregardless of the kinetic constant values [9]. Although these theorems are very powerful, it is often the case that more complex networks found in cell signaling do not meet the deficiency requirement of these theorems [11]. To consider networks with higher deficiency, the Deficiency One Algorithm and Advanced Deficiency Algorithm were developed [11, 12]. These algorithms use the structure of the network to construct a system of equalities and inequalities. If these systems are solvable by either linear or nonlinear programming, they can state the existence of multiple positive steady states. However, these methods do not provide any conclusions about switchability between the alternative steady states. For more details on the topic of switchability between steady states we would like to refer the reader to [13]. In addition to the Deficiency One Algorithm and Advanced Deficiency Algorithm, injectivity theory and network concordance tests have also been developed, which attempt to address those networks that are not covered by the aforementioned theory [14, 15].
Besides CRNT and linear/nonlinear programming, there are a number of alternative approaches for gaining insights into an ODE system's behavior. For example, algebraic methods utilizing the Gröbner basis approach [13, 16], cylindrical algebraic decomposition [17] and sign pattern analysis of the Jacobian [18] have been developed in concert with CRNT. The goal of these methods is to obtain analytical solutions to the system of ODEs at the steady state and then further analyze the solutions to detect bistability. A number of methods have also been reviewed and compared in [19]. Additionally, promising approaches have been developed that attempt to determine the parameter regions where multistability may occur using symbolic [20] or numerical [21] methods.

Recently, the optimization-based approach of [22] has gained attention as it provides an efficient procedure to search for bistability with respect to the total amount of a certain chemical moiety (e.g. ligand) that is reflected by a conservation law. For brevity we will refer to this method as the uniterminal approach (where the term uniterminal is defined in the Basic notation section) as the approach is limited to uniterminal networks. This particular approach attempts to find bistability by constructing an efficient optimization problem to find a saddle-node and then uses numerical continuation to confirm if the saddle-node is a saddle-node bifurcation (in general for signaling pathways under study bistability occurs via saddle-node bifurcations). This approach is of considerable interest because it allows (1) evaluation of fairly large pathways and (2) directly imposing bounds on values of the parameters of the network, such as the species' concentrations and kinetic constants. The uniterminal approach is constructed based on the assumption that (1) every reaction is endowed with mass action kinetics, (2) the network admits a strictly positive steady state (where the concentrations of all the species are positive) and (3) the network is uniterminal.

Although this optimization approach in combination with hybrid optimization solvers [23] works quite efficiently, it is limited to networks that are uniterminal. This constraint is a direct result of assumptions made in the formulation of the optimization problem. More specifically, by assuming that the network is uniterminal, the approach is able to form a basis for the deficiency subspace, see section "Deficiency and equilibrium manifold" in [22]. A consequence of this result is the ability to form a square system of equations that define the equilibrium manifold of the ODE system that is compatible with the reaction polyhedron [24]. Furthermore, since this system is square, the approach can construct sufficient conditions for a saddle-node in the presence of mass conservation by minimizing the system's determinant (a scalar value available for only square systems), see section "Sufficient conditions for a saddle-node in presence of mass conservation" in [22]. To address this limiting condition and extend the reach of this optimization approach, we constructed a general technique that can investigate the bistability of reaction networks regardless of their terminality.

The general approach (as depicted in Fig. 1) uses the network structure, represented in SBML format [25], to construct an optimization problem that searches for a saddle-node. This optimization problem differs from the uniterminal approach as it searches for a saddle-node using direct ODE stability analysis, rather than relying on constractive assumptions. In essence, the optimization problem consists in minimizing an objective function represented by the squared determinant of the Jacobian, so that a minimal value of zero guarantees the presence of a zero eigenvalue. Once a set of parameters conferring a saddle-node is
found by this minimization, then production of a bifurcation diagram is attempted in one of two ways. One way is based on a well-established numerical continuation technique. Alternatively, the ODE system can be directly simulated from different initial conditions to compute the dose–response curve. In this case the dose–response curve serves as a surrogate of a bifurcation diagram except it does not contain an unstable branch. This option, although more computationally intensive, allows one to determine if the system is bistable in cases where numerical continuation is not possible due to an ill-conditioned Jacobian.

**Basic notation**

Assuming mass action kinetics, a given chemical reaction network can be represented as a system of autonomous ODEs composed of $N$ species and $R$ reactions

$$\dot{c} = f(c, k).$$  \hspace{1cm} (1)

Here $\dot{c}$ denotes the temporal derivative of the species concentrations $c \in \mathbb{R}^N$, $c \geq 0$, with each species having concentration $c_i$ for $i = 1, \ldots, N$. The vector $k \in \mathbb{R}^R$, $k > 0$, represents the kinetic rate constants of the reactions (determined by mass action kinetics), where the individual kinetic rate constants are denoted as $k_i$ for $i = 1, \ldots, R$. We also denote the individual reactions as $r_i$ for $i = 1, \ldots, R$. In addition to the system of ODEs, we also require that the network have one or more conservation laws, which we denote as follows:

$$C = g(c),$$

where $C \in \mathbb{R}^\lambda$, $\lambda$ denoting the number of conservation laws, and each conservation law is given as $C_i$ for $i = 1, \ldots, \lambda$.

The following section is heavily based on the CRNT terminology, such as complexes and linkage classes. Briefly, a complex (in CRNT terminology) is a list of reactants or products for a given reaction. They are denoted as $C_i$ for $i = 1, \ldots, M$. Complexes and corresponding reactions constitute the vertices and edges of the chemical reaction network or graph (also known as a C-graph). Disconnected subgraphs of this network are called linkage classes. For more formal definitions and descriptions we would strongly encourage the reader to review the original lectures on CRNT [26] and the prior publication [22].

For a given network we let $\ell$ be the number of linkage classes and denote them as $L_i$ for $i = 1, \ldots, \ell$. By inspecting a linkage class further, one can then determine if a given network is uniterminal using Definitions 1, 2, and 3. The simplest depictions for a network being uniterminal and biterminal (Definition 4) are depicted in Fig. 2. Note that in the uniterminal case a linkage class containing a single complex is itself uniterminal as a single complex is strongly linked to itself [9]. Although this is assumed by CRNT, this is of little or no interest in application (as it essentially means no reaction occurs) and is simply stated for theoretical completeness.
An SBML file describing the signaling pathway of interest
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Fig. 1 (See legend on previous page.)
Definition 1 (Strongly linked nodes) Two nodes \( C_i, C_j \) are said to be strongly linked if there is a directed path from \( C_i \) to \( C_j \) and also a directed path from \( C_j \) to \( C_i \).

Definition 2 (Terminal strong linkage class) A terminal strong linkage class is a maximal set of nodes within a linkage class such that there is no edge pointing to any other set of nodes that are strongly linked.

Definition 3 (Uniterminal network) A network graph is uniterminal if every linkage class in the graph contains only one terminal strong linkage class.

Definition 4 (Biterminal network) A network graph is biterminal if it contains at least one linkage class that has two terminal strong linkage classes.

Bistability in reaction networks

Provided system (1), it’s possible that the chemical reactions will resolve to different equilibrium states depending on the starting conditions. Intuitively, such non-linear phenomenon can occur when the equilibrium concentration of one species is a polynomial function with degree greater than one with respect to an individual species. In biological systems, this behavior may present itself in a situation where a particular value of a signal species produces more than one solution with respect to a response species. In particular, bistability resulting from two stable branches connected by an unstable branch mimics switch-like action. Identification of such behavior is the focus of this manuscript.

Determining the stability of an ODE system is achieved by considering the eigenvalues of the Jacobian at a steady state point. The Jacobian of the ODE system is a matrix...
representation of the first-order partial derivatives of the ODE system with respect to state variables. By constructing the Jacobian one can approximate any ODE system with a system of linear ODEs at a given point. The stability at the steady state is defined by the sign of the real part of the Jacobian’s eigenvalues. If any of the eigenvalues have a positive real component, the deviation from the steady state will increase in time, which implies an unstable steady state. In the case where all of the eigenvalues have a negative real component, the deviation decreases with time, indicating a stable steady state. In some cases, such as a bistable system, a single zero eigenvalue indicates that a steady state is momentarily transitioning from stable to unstable or vice versa. This transition happens as a consequence of varying a parameter of the ODE system.

In a mathematical sense, this transition from a stable state to an unstable state can be exhibited by a saddle-node bifurcation. Sufficient conditions for a saddle-node bifurcation are given by Theorem 1, where the point must also be a saddle-node according to Definition 5. For our purposes, $F$ in Definition 5 corresponds to the linearly independent system of ODEs with a variable signal, $u$ is the independent species’ concentrations, and $\epsilon_0$ is the signal of interest. Throughout the text we refer to linearly independent ODEs as independent ODEs.

It should be noted that over the years the naming of a saddle-node bifurcation point has become somewhat convoluted, in other literature it is also referred to as a turning point, fold bifurcation point, or limit point bifurcation [27]. In a bistable system, two saddle-node bifurcation points delimit the range of the signal (or bifurcation parameter) for which two stable branches of steady states exist. It is this bistability phenomenon that we are particularly interested in identifying. An example scenario for bistability is depicted in Fig. 3, where the parameter being varied for the bifurcation analysis is the signal of the reaction network, the solid blue line denotes a stable branch, and the dashed blue line represents an unstable branch.
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**Fig. 3** Bifurcation diagram illustrating bistability. The solid blue and dashed blue lines indicate stable and unstable branches, respectively. The figure also highlights key characteristics of bistability such as a stable and unstable point and a saddle-node bifurcation.
Definition 5  ([28] Saddle-node) When considering an \( n \)--dimensional system of ODEs, \( F \), we say that \( u_0 \in \mathbb{R}^n \) is a saddle-node for \( F : \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R}^n \) at \( \epsilon_0 \) if \( F(u_0, \epsilon_0) = 0 \), the linear transformation \( DF(u_0, \epsilon_0) : \mathbb{R}^n \rightarrow \mathbb{R}^n \) has zero as an eigenvalue with algebraic multiplicity of one, and all other eigenvalues have nonzero real parts, where \( DF(u_0, \epsilon_0) \) denotes the Jacobian of \( F \) with respect to \( u \) evaluated at \( u = u_0 \) and \( \epsilon = \epsilon_0 \).

Theorem 1  ([28] Saddle-node Bifurcation Theorem) Suppose that \( F : \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R}^n \) is a smooth function, \( u = u_0 \) is a saddle-node for \( F \) at \( \epsilon = \epsilon_0 \), and the kernel of the linear transformation \( D_{\epsilon}F(u_0, \epsilon_0) : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is spanned by the nonzero vector \( k \in \mathbb{R}^n \). If \( D_{\epsilon}F(u_0, \epsilon_0) \in \mathbb{R}^n \) and \( D_{uu}F(u_0, \epsilon_0)(k, k) \in \mathbb{R}^n \) are both nonzero and both not in the range of \( D_{\epsilon}F(u_0, \epsilon_0) \), then there is a saddle-node bifurcation at \( u = u_0 \). Here we define \( D_{uu}F(u_0, \epsilon_0)(k, k) \) as the second Fréchet derivative of \( F \) evaluated at \( (u_0, \epsilon_0) \) in the directions given by \( k \) and \( k \). Additionally, \( D_{\epsilon}F(u_0, \epsilon_0) \) denotes the directional derivative of \( F \) with respect to the last vector of the canonical basis.

Results

Bistability in a biterminal futile signaling cycle

Using the general technique established in the Methods section, we will continue by considering a non-uniterminal example. For this example we will be considering a key reaction network found predominantly in eukaryotic signaling systems, namely a futile signaling cycle, that exhibits bistability when featuring a two-state kinase, as presented in [29]. This reaction network is represented in Fig. 4.

From Fig. 4b, one can see that the linkage class \( L_1 \) has two terminal strong linkage classes (due to reactions \( r_3 \) and \( r_6 \)). Thus, we have a biterminal linkage class and we cannot apply the theory presented in [22]. Letting

\[
c_1 = [S], c_2 = [E1], c_3 = [E1S], c_4 = [S^*], c_5 = [E2], c_6 = [E2S],
\]

and performing the steps outlined in the Methods section, we obtain the following independent ODEs

\[
\begin{align*}
\dot{c}_3 &= k_1(S_{tot} - c_5 - c_3 - c_6)(S_{tot} - c_4 - c_3 - c_6) - k_2c_3 - k_3c_3 - k_{10}c_3 + k_{11}c_6 \\
\dot{c}_4 &= -k_7c_4 + k_3c_3 + k_6c_6 \\
\dot{c}_5 &= -k_4c_5(S_{tot} - c_4 - c_3 - c_6) + k_5c_6 + k_6c_6 + k_8(E_{tot} - c_5 - c_3 - c_6) - k_9c_5 \\
\dot{c}_6 &= k_4c_5(S_{tot} - c_4 - c_3 - c_6) - k_5c_6 - k_6c_6 + k_{10}c_3 - k_{11}c_6,
\end{align*}
\]

with conservation laws.
and fix particular kinetic rate constants to expressions (as described in the Methods section) in order to ensure a steady state in the ODE system

\[
\begin{align*}
    E_{\text{tot}} &= c_2 + c_5 + c_3 + c_6 \\
    S_{\text{tot}} &= c_1 + c_3 + c_4 + c_6,
\end{align*}
\]

After performing the optimization routine, we obtain the following values from our decision vector

\[
\begin{align*}
    k_1 &= 0.738028, k_2 = 3.316128, k_3 = 0.001800, k_4 = 0.050541, k_5 = 0.029997, \\
    k_6 &= 0.53685, k_8 = 2.310671, k_9 = 0.001081, k_{10} = 0.008850, k_{11} = 3.437878, \\
    k_7 &= 0.065141, c_3 = 957.287983, c_4 = 605.457182, c_5 = 136.645046, \\
    c_6 &= 70.255623, E_{\text{tot}} = 1265.114144, \text{ and } S_{\text{tot}} = 1672.513735.
\end{align*}
\]

Using the values for the species’ concentrations and kinetic rate constants found, we can now begin to construct the dose–response curve. This is done by using several different concentrations of species \(S^*\) for the initial value and simulating the ODE system until it has reached a steady state. For this particular example, we obtain the dose–response diagram presented in Fig. 5.
Next we consider the hypothetical mechanism for prion-like conformation conversion between two states of a protein described in Fig. 6. Kinase can be in two conformations E1 and E2. Conversion between E1/E2 proceeds through a prion-like mechanism, that is catalyzed by the enzyme E in the corresponding conformation. Only one conformation of kinase, E2, is active and phosphorylates substrate S in two-steps.

From inspection, one can see that $\mathcal{L}_1$ is a linkage class with two terminal strong linkage classes (due to reactions $r_5$ and $r_6$). Thus, we have a biterminal linkage class and we cannot apply the theory presented in [22]. Letting
\[ c_1 = [E1], c_2 = [E2], c_3 = [E1E2], c_4 = [E2E1], c_5 = [S], \]
\[ c_6 = [S^*], c_7 = [SE2], c_8 = [S^{**}], c_9 = [S^*E2], \]

and performing the steps outlined in the Methods section, we obtain the following independent ODEs

\[
\dot{c}_2 = k_1 c_3 - c_2(k_2 + k_3)(E_{tot} - c_2 - c_9 - c_7 - 2c_3 - 2c_4) + (k_4 + 2k_6)c_4
\]
\[ + (k_9 + k_8)c_7 - k_7 c_2(S_{tot} - c_6 - c_8 - c_9 - c_7) + (k_{12} + k_{11})c_9 - k_{10} c_6 c_2 \]
\[
\dot{c}_3 = k_2 c_2(E_{tot} - c_2 - c_9 - c_7 - 2c_3 - 2c_4) - k_1 c_3 - k_5 c_3 \\
\dot{c}_4 = k_3 c_2(E_{tot} - c_2 - c_9 - c_7 - 2c_3 - 2c_4) - k_4 c_4 - k_6 c_4 \\
\dot{c}_6 = k_6 c_7 - k_{14} c_6 + k_{11} c_9 - k_{10} c_6 c_2 + k_{13} c_8 \\
\dot{c}_7 = -k_9 c_7 - k_8 c_7 + k_7 c_2(S_{tot} - c_6 - c_8 - c_9 - c_7) \\
\dot{c}_8 = k_{12} c_9 - k_{13} c_8 \\
\dot{c}_9 = -k_{12} c_9 - k_{11} c_9 + k_{10} c_6 c_2, \]

with conservation laws

\[ S_{tot} = c_5 + c_6 + c_7 + c_8 + c_9 \]
\[ E_{tot} = c_1 + c_2 + 2c_3 + 2c_4 + c_7 + c_9. \]

An alternative way to ensure the steady state in the optimization problem is to directly enforce the time derivatives of the concentrations to be zero. That is, instead of constraining some of the kinetic constants with symbolic expressions, we enforce \( \dot{c}_i = 0 \) for \( i = 1, \ldots, s \) explicitly, where \( c_i \) denotes a concentration of an independent species in the objective function. Specifically, the objective function will have the additional term \( \sum_{i=1}^{s} [c_i(k, c)]^2 \), which ensures a steady state. For details please refer to “Perform n optimizations” box in Fig. 1 and equation (4) in Section 4.6. This approach can be helpful in cases where the Jacobian is ill-conditioned. Here, for demonstration purposes we choose not to fix the kinetic rate constants and instead use the aforementioned robust, but more computationally intensive approach. Performing the optimization routine, we obtain the following values from our decision vector

\[
k_1 = 27.963833, k_2 = 2.417993, k_3 = 2.121228, k_4 = 48.342142, k_5 = 0.910340, \]
\[ k_6 = 1.802118, k_7 = 17.019827, k_8 = 92.473965, k_9 = 0.021611, k_{10} = 0.782488, \]
\[ k_{11} = 3.692336, k_{12} = 0.205743, k_{13} = 0.063297, k_{14} = 0.235401, c_1 = 14.749224, \]
\[ c_2 = 18.117522, c_3 = 22.377604, c_4 = 11.304051, c_5 = 27.001718, \]
\[ c_6 = 8.264281, c_7 = 90.016969, c_8 = 97.695329, c_9 = 30.056006, \]
\[ S_{tot} = 253.034303, \text{ and } E_{tot} = 220.303031. \]

Using the values for the species’ concentrations and kinetic rate constants found, we can now directly compute the bifurcation diagram with continuation methods or alternatively obtain the dose–response curve by direct simulation. This is done by using several different concentrations of species \( S^{**} \) for the initial value and simulating the ODE system until it has reached a steady state. For this particular example, we obtain the dose–response diagram presented in Fig. 7.
Conclusions

We have developed a new general technique to detect bistability in any mass conserving reaction network. The general technique established builds on an existing approach that only allows for bistability detection in reaction networks that are uniterminal. This is achieved by first constructing an objective function using CRNT that is not dependent on the number of terminal strong linkage classes in each linkage class. Then, we formulate an optimization approach that searches for a saddle-node. Once a saddle-node is detected, the method performs either numerical continuation or direct simulation to identify if the particular set of parameters that produced the saddle-node also produce a saddle-node bifurcation. Lastly, if a saddle-node bifurcation is found, numerical continuation or direct simulation will elucidate whether or not there is another saddle-node bifurcation. The need to find two saddle-node bifurcation points is necessary as they confer back and forth switch-like behavior. Various examples provided verify the general technique and its ability to identify bistability.

This technique in its entirety is available in an updated version of CRNT4SBML (https://crnt4sbml.readthedocs.io/), a Python package that analyzes SBML files (the systems biology community standard for representing reaction networks) and then utilizes mathematical theories to help detect the existence of bistability in cell signaling pathways [32]. The models in SBML format and the corresponding Python code for the analysis presented in the Results and Methods sections are available at https://github.com/PNNL-Comp-Mass-Spec/CRNT4SBML/tree/master/2021_BMC_Bioinformatics_paper_code.

Although the general technique is a useful method for the detection of bistability, there are certain difficulties it may encounter. The technique can become computationally intensive for large reaction networks with very high dimensional search spaces to be explored. To overcome this, we included an option that allows the user to perform the optimization routine using parallel computing techniques (enabled by the use of MPI). This is possible since the optimization routine starts from different independent initial starting points. Additionally, even if a large portion of the objective function’s domain is explored, we cannot preclude bistability if a zero is not
found. We address this uncertainty by computing the probability that the minimum objective function value achieved is equal to the true global minimum. In the future, we would like to couple the general technique with other methods that utilize the Gröbner basis for the ODE system. This coupling could produce further insight into the conditions of bistability for particular parameters produced by the optimization.

Methods
The introduced approach is more general than those methods developed in [22] as it does not require the network to be uniterminal. Without loss of generality and for the sake of simplicity, we will be using the well-known Edelstein network, which is uniterminal. Note, the steps of the approach would be exactly the same regardless of terminality (uniterminal, biterminal, etc.) of the network. Originally, the Edelstein network was introduced in [33] and we choose to use the reduced form presented in Lecture 3 of [26]. The Edelstein network is shown in Fig. 8.

In the following subsections we develop our framework using aspects of CRNT. Here we have $k = (k_1, k_2, k_3, k_4, k_5, k_6)^T$ and $c = (c_1, c_2, c_3)^T$ with $c_1 = [A], c_2 = [B], c_3 = [C]$.

Step 1: Constructing the full ODE system
The first step of the approach is to construct the ODEs describing species’ concentration dynamics for the given reaction network. Assuming mass action kinetics, we obtain the following representation for our autonomous ODEs:

$$\dot{c} = YA\psi(c) \iff \begin{align*}
\dot{c}_1 &= k_1c_1 - k_2c_1^2 - k_3c_1c_2 + k_4c_3 \\
\dot{c}_2 &= (k_4 + k_5)c_3 - k_3c_1c_2 + k_6c_2 \\
\dot{c}_3 &= k_3c_1c_2 - (k_4 + k_5)c_3 + k_6c_2
\end{align*} \tag{2}$$

The molecularity matrix $Y$ is a $N \times M$ matrix where $Y_{ij}$ corresponds to the molecularity of species $i$ in complex $j$. For our example the complexes are $C_1 = A, C_2 = 2A, C_3 = A + B, C_4 = C$, and $C_5 = B$, which provide the molecularity matrix:

**Fig. 8** Edelstein chemical reaction network [33]. a SBGN [30] representation of the reaction network constructed using CellDesigner [31] and b its C-graph representation.
$A$ is the $M \times M$ kinetic constant matrix, where the diagonal elements of $A$ contain the negative of the sum of the kinetic rate constants corresponding to the reactions going out from $C_i$. While the off-diagonal elements, say $A_{ij}$, contain the kinetic rate constants of the reactions going from $C_j$ to $C_i$. Here $i$ and $j$ correspond to the $i$th row and $j$th column of $A$, respectively.

$$A = \begin{pmatrix} A & 2A & A+B & C & B \\ A & 1 & 2 & 1 & 0 & 0 \\ A & 0 & 0 & 1 & 0 & 1 \\ A & 0 & 0 & 0 & 1 & 0 \\ \end{pmatrix}$$

The vector $\psi(c) = (\psi_1, \ldots, \psi_M)^T$ defines the mass action monomials (a product of species' concentrations) associated with each complex

$$\psi_j(c) = \prod_{i=1}^N c_i^{Y_{ij}}, \quad j = 1, \ldots, M.$$ 

For our example we obtain:

$$\psi(c) = (c_1, c_1^2, c_1c_2, c_3, c_2)^T.$$ 

**Step 2: Computing the mass conservation laws**

The next step is to compute the mass conservation laws that govern the network. To do this, we first construct the species stoichiometric matrix $S$ with dimension $N \times R$. Its entries can be constructed from the $Y$ matrix by noticing that every reaction from $C_i$ to $C_j$ has an associated vector $Y_j - Y_i$ where $Y_j$ and $Y_i$ are the $j$th and $i$th columns of $Y$, respectively. In our example, this produces the stoichiometric matrix $S$:

$$S = \begin{pmatrix} \lambda & \gamma_1 & \gamma_2 & \gamma_3 & \gamma_4 & \gamma_5 \\ \lambda & 1 & -1 & -1 & 1 & 0 & 0 \\ \lambda & 0 & 0 & -1 & 1 & -1 \\ \lambda & 0 & 0 & 1 & -1 & -1 \\ \end{pmatrix}$$

We also denote the rank, that is the maximal number of linearly independent columns, of $S$ as $s$, for notational convenience. For our example, $s = 2$.

Note, that the number of mass conservation relations is $\lambda = N - s$. Matrix $B$ (of dimension $N \times \lambda$) that defines such relations is defined as the nullspace of $S^T$, such that $S^T B = 0$. It should be also noted that the matrix spanning the nullspace of $S^T$ is not uniquely determined, and we choose $B$ such that all of its entries are nonnegative. This choice of $B$ is always possible provided that each conservation law represents the
conservation of a chemical or moiety. This is because an individual species’ concentration cannot be negative. Thus, there must be a way for a basis vector, representing a conservation law, to be expressed only with nonnegative values.

For most reaction networks, constructing a $B$ matrix with nonnegative entries can be done by using linear programming. The construction of the linear programming problem requires a firm understanding of polyhedra. Thus, we strongly recommend that the reader consider Sections 2.2 (in particular Subsection 2.2.3) and 2.4 of [34], which describe polyhedral sets and cones, and how the nullspace of the stoichiometric matrix can be described as a polyhedral cone, respectively. Additionally, it should be noted that the mathematical definitions and theorems in the suggested sections of [34] were obtained from [35], see for example Sections 1, 2, and 19 of [35].

We now briefly describe the linear programming problem construction. The optimization problem is formed by first considering the intersection of $\text{Null}(S^T)$ and the non-negative vectors of $\mathbb{R}^N$, which is an infinite cone. In order to obtain a finite set of this intersection, one can consider an intersection of the infinite cone with the set of vectors that have the sum of their coordinates equal to one. The solution to this intersection is a finite convex polytope. This conclusion can be seen by considering Definition 2.29 and 2.33 of [34]. It should be noted that [34] presents Enumeration Problems in general (Section 2.3) as a way to search for the vertices of this convex polytope. We instead search for these vertices beginning from random directions via the optimization problem (3), which is realized by the Simplex optimization method [36].

Minimize $w^T x$

subject to:

$$- \tilde{B}x \leq 0,$$

$$\left( \sum_{i=1}^{N} \tilde{B}_{i,1}, \ldots, \sum_{i=1}^{N} \tilde{B}_{i,\lambda} \right)^T x = 1,$$

$$-\infty \leq x \leq \infty \quad x \in \mathbb{R}^\lambda,$$

$$w^T \in \mathbb{R}^\lambda.$$

In optimization problem (3), $w^T$ is the vector of random search directions and $\tilde{B}$ is the initial $B$ matrix with at least one negative entry. For our purposes, $\tilde{B}$ is initially set to the basis vectors that compose the span of $\text{Null}(S^T)$. The endpoints (i.e. the minimized $x$ from (3)) of these vertices are then used to form a basis vector (consisting of only nonnegative elements) of the nullspace. Thus, by taking the dot product, $\tilde{B} \cdot x$, we can obtain a vector with nonnegative entries, with values between zero and one. To obtain integer entries, one can then divide the vector by the smallest nonzero entry of the vector. By repeating this process multiple times and obtaining $\lambda$ unique basis elements, one can then form a $B$ matrix with nonnegative entries, as outlined in Algorithm 1. It should be noted that $\lambda$ is representative of the number of conserved chemical moieties. Thus, by definition we are certain that $\lambda > 0$ if the system contains conservation laws. A noteworthy remark of Algorithm 1 is that it does not guarantee that one will find all $\lambda$ basis vectors, given a fixed number of iterations. Thus, if the number of the found basis vectors is less than the pre-computed $\lambda = N - s$, the number of iterations should be increased. For further details of Algorithm 1, we refer the reader to the Supplementary, Additional File 1. In addition to this approach, there exists alternative ways to obtain a $B$ matrix with nonnegative entries, see [37–39].
Using \( ST \) and the procedure outlined in Algorithm 1, we obtain the \( B \) matrix below:

\[
\begin{bmatrix}
A & B & C
\end{bmatrix} = c_1 \begin{bmatrix}
0 & 1 & 1
\end{bmatrix},
\]

where \( C_1 \) again stands for the first conservation law. To obtain an explicit statement for the conservation laws, we simply take \( B^T c \), giving the following conservation law:

\[
C_1 = c_2 + c_3.
\]

**Step 3: Determining the independent ODE system**

For any given reaction network, the number of independent ODEs describing the system’s dynamics is equal to the rank(\( S \)) \( s \leq R \) [9]. Since we will ultimately consider the Jacobian of the ODE system with respect to the concentrations \( c \), it is necessary to remove those ODEs that can be represented as linear combinations of other ODEs in the system. We will let the independent system of ODEs be represented as follows:

\[
\dot{c} = \hat{f}(c, k),
\]

where \( c \in \mathbb{R}^s \) represents those species’ concentrations that form an independent ODE system. To obtain the independent system, we will first see if \( s = N \), if this is true, this implies that there are no conservation laws. This scenario is out of the scope of this
manuscript. If $s < N$ then we have conservation laws and we must continue by finding the independent system. It is at this point where knowledge of the response in the bifurcation analysis is used to determine which ODEs should remain in the independent ODE system.

For our particular example, we take $C_1$ (the sum of $c_2$ and $c_3$) as the input signal, and $c_1$ as the output or readout of the system's response. Since $c_1$ (the concentration of species A) is taken as our system's response, it is necessary for $\dot{c}_1$ to be included in $\dot{c}$. Using this fact and conservation law $C_1$, we can see that $c_2$ has a dependence on $c_3$ of the form $c_2 = C_1 - c_3$. For this simple example, this information is sufficient enough to eliminate $\dot{c}_2$ from $\dot{c}$. Indeed if we consider the full ODE system (2), we see that $\dot{c}_2 = -\dot{c}_3$. Thus, for our particular example we have $\dot{c}$ given by:

\[
\begin{align*}
\dot{c}_1 &= k_1 c_1 - k_2 c_1^2 - k_3 c_1 c_2 + k_4 c_3 \\
\dot{c}_3 &= k_3 c_1 c_2 - (k_4 + k_5) c_3 + k_6 c_2.
\end{align*}
\]

For larger systems the above methodology may not be straightforward. Thus, we suggest a procedure that exhaustively looks though combinations of species (excluding the response species), one from each conservation law, removes corresponding ODEs and checks if the rank of the remaining ODE system remains the same. The pseudocode for this procedure is provided in Algorithm 2.

```
Let $y$ be the desired response species.
Let $PDS$ be a list of length $\lambda$ initialized with empty lists as its elements.
for $i = 1$ to $\lambda$ do
    Set the $i$th element of $PDS$ to the list of all species (not including $y$) in $C_i$.
end
Create $DS$, an exhaustive list containing unique unordered combinations, by choosing one of the species from each of the $PDS$ lists. Remove combinations that have repeating species.
for each element in $DS$ do
    Let $P$ be the matrix formed by choosing the rows of $YA$ corresponding to those species not in the element of $DS$.
    if $\text{rank}(P) = s$ then
        Set $\dot{\chi}$ to those species not in the element of $DS$.
        Construct $\dot{\chi}$ by using those species in $\chi$.
        break
    end
end
```

**Algorithm 2**: Pseudocode for finding a linearly independent ODE system using exhaustive search. Where $PDS$ denotes the lists of possible dependent species for each conservation law and $DS$ contains all lists that represent our dependent species.

Referring to Definition 5, we see that $u$ and $\epsilon_0$ correspond to $\chi$ and the input signal in our example, respectively, with $u = (c_1, c_3)^T$ and $\epsilon_0 = C_1$. From this definition we see that some modifications to $\dot{\chi}$ must be made, in particular, we need to include the conservation law $C_1$. To eliminate all the dependent species ($DS$) we express them in terms of
c and the corresponding conservation law. In our example, this is done by replacing \( c_2 \) with \( C_1 - c_3 \). For our example, we then have \( c \) given as follows:

\[
\begin{align*}
\dot{c}_1 &= k_1 c_1 - k_2 c_1^2 - k_3 c_1 (C_1 - c_3) + k_4 c_3 \\
\dot{c}_3 &= k_3 c_1 (C_1 - c_3) - (k_4 + k_5) c_3 + k_6 (C_1 - c_3).
\end{align*}
\]

The system above is then equivalent to \( F((c_1, c_3)^T, C_1) \).

**Step 4: Preserving the steady state**

Now that we have our ODE system in terms of our input signal (or bifurcation parameter), we can now continue by constructing the expressions that are necessary to check the requirements of Definition 5. To do this, the first item we consider is the statement that \( F(u_0, \epsilon_0) = 0 \), this denotes that the ODE system is at a steady state. Thus, we must ensure that \( \dot{c} = 0 \). One straightforward way of doing this is to add the term \( \sum_{i=1}^s [\dot{c}_i(k, c)]^2 \) to the objective function (equation (4) in Section 4.6), which represents the sum of the squared derivatives. Although this formulation is robust, the trade-off includes increased computational time.

To avoid this issue, we suggest an alternative, based on symbolic constraints, formulation of the optimization problem. In this section, we propose splitting the kinetic constants into two sets, one set that is free (\( k \in \mathbb{R}^{R-s} \)) and another set that will be fixed using symbolic expressions (\( \tilde{k} \in \mathbb{R}^s \)). We analytically solve for specific kinetic constants, \( \tilde{k} \), to enforce a steady state. By solving for these expressions analytically, the domain of feasible points is reduced, providing a simpler optimization problem. This can be performed systematically because we are using mass action kinetics to form our ODEs. Furthermore, we are always guaranteed a unique analytical expression for a steady state (in terms of a particular choice of kinetic constants). To see this, consider the stoichiometric matrix \( S \), which has columns corresponding to the reactions. Based on the law of mass action, the rate of the reaction is expressed as the product of the concentrations of the reactants, with each concentration raised to a power equal to the stoichiometric coefficient, multiplied by a corresponding kinetic constant. Thus, there is a one-to-one correspondence between the notation of reactions and kinetic constants. As stated in step 3 (Subsection 4.3), \( \text{rank}(S) = s \leq R \), for any given reaction network. By definition, \( s \) corresponds to the number of linearly independent columns of \( S \) and since the columns of \( S \) correspond to the kinetic constants, we are provided with a set of kinetic constants that form a linearly independent system of equations.

In practice, it is quite simple to determine the expressions for \( \tilde{k} \), that should be chosen to create a linear system. One particular way to choose these kinetic rate constants is to put \( S \) into row reduced echelon form (RREF) and choose those columns that contain pivots. In our example:

\[
\begin{pmatrix}
A & \begin{pmatrix}
\gamma_1 & \gamma_2 & \gamma_3 & \gamma_4 & \gamma_5 & \gamma_6
\end{pmatrix} \\
S = b & \begin{pmatrix}
1 & -1 & -1 & 1 & 0 & 0 \\
0 & 0 & -1 & 1 & 1 & -1 \\
0 & 0 & 1 & -1 & -1 & 1
\end{pmatrix}
\end{pmatrix}
\xrightarrow{\text{RREF}}
\begin{pmatrix}
A & \begin{pmatrix}
\gamma_1 & \gamma_2 & \gamma_3 & \gamma_4 & \gamma_5 & \gamma_6
\end{pmatrix} \\
R & \begin{pmatrix}
1 & -1 & 0 & 0 & -1 & 1 \\
0 & 0 & 1 & -1 & -1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\end{pmatrix}
\]

the pivots are in the columns 1 and 3, resulting in \( \tilde{k} = (k_1, k_3)^T \).
Given we are looking for a steady state, we must consider the following linear system:

\[ \dot{\mathbf{u}} = \mathbf{b}, \]

Here \( \mathbf{U} \in \mathbb{R}^{s \times s} \) corresponds to the coefficient matrix produced from \( \dot{\mathbf{c}} \) for a particular choice of \( \tilde{\mathbf{k}} \). Vector \( \mathbf{b} \in \mathbb{R}^s \) are those terms of \( \dot{\mathbf{c}} \) that do not contain kinetic constants from \( \mathbf{k} \). For our example we have the following system for our steady state:

\[
\begin{pmatrix}
 c_1 & -c_1(C_1 - c_3) \\
 0 & c_1(C_1 - c_3)
\end{pmatrix}
\begin{pmatrix}
 k_1 \\
 k_3
\end{pmatrix}
= \begin{pmatrix}
 k_2c_1^2 - k_4c_3 \\
 (k_4 + k_5)c_3 - k_6(C_1 - c_3)
\end{pmatrix}.
\]

Solving for \( k_1 \) and \( k_3 \) provides necessary conditions for a steady state

\[
k_1 = \frac{k_2c_1^2 - k_5c_3 - k_6(C_1 - c_3)}{c_1},
\]

\[
k_3 = \frac{(k_4 + k_5)c_3 - k_6(C_1 - c_3)}{c_1(C_1 - c_3)}.
\]

Note that for some systems, this may force a kinetic rate constant equal to zero. However, other choices of \( \tilde{\mathbf{k}} \) can yield nonzero values. To account for these cases, if zero values are found, we exhaustively search through all distinct combinations of independent columns to choose \( \tilde{\mathbf{k}} \) combinations and search for ones that yield no zero entries. If no combination provides nonzero values this means that no steady state exists when \( k > 0 \) and \( c > 0 \). In such a scenario we suggest checking the Deficiency Zero and One theorems [26]. To obtain a network that can assume a steady state with \( k > 0 \) and \( c > 0 \), one can consider removing the reactions that have kinetic constants equal to zero in the aforementioned computation.

**Step 5: Ensuring a zero eigenvalue**

From step 4, we have necessary conditions for a steady state. Thus, the next item we must satisfy is that \( DF(u_0,e_0) \) must have a zero eigenvalue with a multiplicity of one and all other eigenvalues have nonzero real parts, as stated in Definition 5. Effectively, \( DF(u_0,e_0) \) is the Jacobian of the right hand side of our independent ODE system with respect to \( \mathbf{c} \), we denote this as \( J_{\mathbf{c}} \). Given that we would like to formulate this as an optimization problem, it is easy to see that satisfying the criteria that an eigenvalue of zero must have a multiplicity of one and all other eigenvalues be nonzero, will create an expensive optimization problem because we would have to calculate the eigenvalues each time the objective function is evaluated. For this reason, we will simply search for a zero eigenvalue and then check afterwards if the eigenvalue criteria are satisfied.

To find a zero eigenvalue, consider the eigenvalue problem with eigenvalue \( z \in \mathbb{C} \) and corresponding eigenvector \( \mathbf{v} \in \mathbb{C}^s \setminus \{0\} \):

\[ J_{\mathbf{c}} \mathbf{v} = z \mathbf{v}. \]

The characteristic polynomial can then be formed by taking the determinant and setting it equal to zero:

\[ det(J_{\mathbf{c}} - zI) = 0. \]
However, since $z = 0$, we have the following problem that reassures us that at least one eigenvalue is equal to zero:

$$\det(J_c) = 0.$$ 

It is this criteria that we will use to formulate our optimization problem.

**Step 6: Searching for a Saddle-node using optimization**

Using the definitions from the previous steps we can create the optimization problem in two alternative ways. In both formulations, the optimization problems search for species’ concentrations $c$ and kinetic rate constants $k$ that provide a system in a steady state ($\dot{c} = 0$) and at least one zero eigenvalue of the associated Jacobian $J_c$. One formulation enforces a steady state by explicitly requiring that the derivatives of the concentrations be zero through an additional term in the objective function:

$$\begin{align*}
\text{Minimize} & \quad [\det(J_c)(k, c)]^2 + \sum_{i=1}^{n} [\dot{c}_i(k, c)]^2 \\
\text{subject to:} & \quad c_L \leq c \leq c_U, \quad c \in \mathbb{R}^N, \\
& \quad k_L \leq k \leq k_U, \quad k \in \mathbb{R}^R.
\end{align*}$$

(4)

Here, $c_L$ and $c_U$ are the lower and upper bounds for the species’ concentrations, respectively and similarly, $k_L$ and $k_U$ are the lower and upper bounds for the kinetic rate constants, respectively. This results in a more complex objective function, which is due to the addition of more nonlinear terms in the objective function and a higher dimensional decision vector. This approach is more robust as it samples from a broader space of solutions, but computationally intensive. Another approach implicitly enforces a steady state by solving for kinetic constants (as in Step 4):

$$\begin{align*}
\text{Minimize} & \quad [\det(J_c)(x)]^2 \\
\text{subject to:} & \quad c_L \leq c \leq c_U, \quad c \in \mathbb{R}^N, \\
& \quad k_L \leq k \leq k_U, \quad k \in \mathbb{R}^R.
\end{align*}$$

(5)

In this version of the optimization problem, the decision vector is $x = ([k] - [\tilde{k}], [c])^T$, where $[k] - [\tilde{k}]$ corresponds to the set of kinetic rate constants in $k$ that are not in $\tilde{k}$ and $[c]$ is the set of species’ concentrations. The kinetic rate constants $\tilde{k}$ are then found by using the solutions found from solving the linear system in step 4, which reassure a steady state occurs, and the conservation constants $C_1, \ldots, C_i$ are found using the conservation laws in step 2.

Since the approach is aimed towards analysis of biological pathways, we can apply bounds to the optimization problem based on the BioNumbers database [40]. To bound the species’ concentrations, one can choose the typical range of protein concentrations in a cell, $5 \times 10^{-13}$ to $5 \times 10^{-7}$ M. The complex formation kinetic constants can be bounded between $10^4$ and $10^8 \text{ M}^{-1}\text{s}^{-1}$. A common range for complex dissociation constants is from $10^{-5}$ to $10^{-3} \text{s}^{-1}$. Finally, the enzyme catalysis kinetic constants range from $10^{-3}$ to $1 \text{s}^{-1}$. These ranges are the defaults in the CRNT4SBML Python package. However, they can be overwritten by the user to more narrow ranges if some more accurate
prior knowledge exists. For further details we refer the reader to the corresponding CRNT4SBML documentation page.

Due to their nature, like the optimization problem in [22], (5) and (4) are non-convex and multi-modal. For this reason, a global optimization procedure should be used to search for the optimal solution of (5) and (4). For the results obtained throughout the manuscript, we utilize the global optimization algorithm Dual Annealing, starting from different random initial starting points that are bounded by the species’ concentrations and kinetic constant values. Dual Annealing is an optimization algorithm that combines Simulated Annealing [41] and additionally applies a local search on accepted locations [42]. In particular, we utilize the Nelder-Mead simplex algorithm for all local searches. Given that we are looking specifically for a zero eigenvalue, the objective function of the optimization should obtain a minimum of zero. All points that have a zero value (within machine precision) are considered for further evaluation. The next evaluation step is to check for i) a saddle-node using Definition 5 and discard points that produce more than one eigenvalue that is zero (which might indicate a codim 2 bifurcation such as the Bogdanov-Takens bifurcation [43]), and ii) a saddle-node bifurcation point using Theorem 1. This allows one to remove unnecessary runs of numerical continuation. Although explicitly checking the criteria for a saddle-node bifurcation can reduce the runtime of the approach, it should be noted that it is sufficient to conduct numerical continuation.

Bayesian stopping rule

If the optimization satisfies the condition for a saddle-node, one can state that a saddle-node exists. However, the inverse is not true: if we can’t find conditions that result in a zero eigenvalue, this doesn’t guarantee that a saddle-node does not exist. This is a consequence of using stochastic optimization instead of deterministic methods (based for example on interval analysis), which will provide this guarantee [44]. The issue with methods such as these is that they become computationally intractable for mass action reaction systems with more than two or three parameters, whereas stochastic optimization provides in general a good overall efficiency [45]. One of the key uncertainties in stochastic optimization is how exhaustively the procedure searched the space of all the possible solutions. To address this uncertainty we compute the probability that the achieved minimum value is the true global minimum. This way we have a quantitative estimate of the thoroughness of the optimization procedure. The probability calculation is based on the unified Bayesian stopping rule in [46] and Theorem 4.1 of [47], where the rule was first established.

For \( n \) starting optimization points, let \( f_k \) be the achieved local minimum for the \( k \)-th decision vector, \( f^* \) the true global minimum and \( \tilde{f} = \min\{f_1, \ldots, f_n\} \). Our objective is to estimate the probability that \( \tilde{f} \) is \( f^* \). Let \( \alpha_k \) and \( \alpha^* \) denote the probabilities that a single run of the optimization routine has converged to \( f_k \) and \( f^* \), respectively. Assuming that \( \alpha^* \geq \alpha_k \) for all local minimum values \( f_k \) we may then estimate the lower bound of the probability that \( \tilde{f} = f^* \) is as follows:

\[
Pr[\tilde{f} = f^*] \geq q(n, r) = 1 - \frac{(n + a + b - 1)!(2n + b - r - 1)!}{(2n + a + b - 1)!(n + b - r - 1)!},
\]
Here $a$ and $b$ are the parameters of the Beta distribution $\beta(a, b)$, where we use $a = 1$ and $b = 5$ as suggested in [46]. The term $q(n, r)$ is the confidence level, where $r$ is the number of $f_k$ for $k = 1, \ldots, n$ that are in the neighborhood of $\tilde{f}$.

We say that $f_k$ is in the neighborhood of $\tilde{f}$ if the relative difference of $f_k$ and $\tilde{f}$ is less than a predefined tolerance $\epsilon$, which is by default set to 10% in the CRNT4SBML tool:

$$\frac{|\tilde{f} - f_k|}{\tilde{f}} \leq \epsilon.$$ 

Given the formulation of the optimization, the lowest possible minimal value is zero. Thus, if $\tilde{f}$ reaches a numerical zero value then we set $q(n, r) = 1.0$, skipping the computation of $q(n, r)$. Conventionally $q(n, r) \geq 0.95$ is considered an acceptable confidence level to make the conclusion that $\tilde{f}$ is the global minimum of the objective function. If no zero value is found after achieving a high confidence level ($q(n, r) \geq 0.95$), then we suggest stopping the optimization routine as it is unlikely that there is a solution. Note that the accuracy of this Bayesian stopping rule has not been thoroughly evaluated for our optimization problem and method.

**Step 7: Numerical continuation and direct simulation**

Once the optimization problem is solved, we have an independent ODE system with a steady state and at least one zero eigenvalue of the Jacobian. To ensure that this is a saddle-node bifurcation we need to check if this is the only zero eigenvalue and that Theorem 1 is satisfied. In practice, we check directly for the presence of the bifurcation diagram with switch-like behavior. The existence of such a bifurcation diagram rules out undesired findings such as a Jacobian with additional zero eigenvalues or eigenvalues with zero real parts. To generate the bifurcation diagram, we utilize either the technique of numerical continuation or directly simulate the ODEs. When performing numerical continuation, we use the values provided by the optimization

![Fig. 9 Bifurcation diagram of the Edelstein network example. The bifurcation diagram was created using the software AUTO 2000, which utilizes numerical continuation. Red markers represent the found saddle-node bifurcation points, the stable branches are solid blue lines, and the unstable branch is a dashed blue line](image)
routine and then leverage the established tool AUTO 2000 [48]. It is made accessible through the libroadrunner python library and its extension rrplugins [49]. To demonstrate numerical continuation, we use the following values provided by the optimization routine, which provide Fig. 9:

\[
\begin{align*}
    k_1 &= 0.05024595, \quad k_2 = 0.01029913, \quad k_3 = 0.03592955, \quad k_4 = 0.01027423, \\
    k_5 &= 0.01272131, \quad k_6 = 0.01006076, \quad c_1 = 1.48685156, \quad c_2 = 2.07275022, \\
    c_3 &= 5.72214036, \quad \text{and} \quad C_1 = 7.79489058.
\end{align*}
\]

It should be noted that it is possible that the optimization routine finds a certain combination of kinetic rate constant values that force the Jacobian of the system to be ill-conditioned or even singular, even if species’ concentrations are varied. The situation when the Jacobian is always singular precludes the numerical continuation approach. To overcome this type of situation we offer the option of direct simulation, which varies the user defined signal and initial conditions values for the ODE system and then integrates...
the ODEs until a steady state occurs. The steady state is obtained when the species' concentrations do not change between the ODE integration steps, within a predefined tolerance (here $1e^{-06}$). Given the direct simulation method is numerically integrating the system of ODEs, this method will often take longer than the numerical continuation routine. Although this is the case, direct simulation is more robust and may be able to provide a bifurcation diagram when numerical continuation cannot.

Considering high and low concentrations of species $A$ (response) for the initial value, we obtain the ODE simulations in Fig. 10 by direct simulation, where $B_{tot} = C_1$.

If we then consider the left and right plot at time 65,000 as the equilibrium, we can plot the values of $B_{tot}$ vs the concentration of species $A$. The dose–response diagram obtained by direct simulation depicted in Fig. 11 mirrors the bifurcation diagram obtained by numerical continuation in Fig. 9, thus cross-validating both approaches.
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