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Abstract: The amount of data generated by modern communication devices is enormous, reaching petabytes. The rate of data generation is also increasing at an unprecedented rate. Though modern technology supports storage in massive amounts, the industry is reluctant in retaining the data, which includes the following characteristics: redundancy in data, unformatted records with outdated information, data that misleads the prediction and data with no impact on the class prediction. Out of all of this data, social media plays a significant role in data generation. As compared to other data generators, the ratio at which the social media generates the data is comparatively higher. Industry and governments are both worried about the circulation of mischievous or malcontents, as they are extremely susceptible and are used by criminals. So it is high time to develop a model to classify the social media contents as fair and unfair. The developed model should have higher accuracy in predicting the class of contents. In this article, tensor flow based deep neural networks are deployed with a fixed Epoch count of 15, in order to attain 25% more accuracy over the other existing models. Activation methods like “Relu” and “Sigmoid”, which are specific for Tensor flow platforms support to attain the improved prediction accuracy.
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1. INTRODUCTION – PROBLEM STATEMENT
This article proposes a method for analyzing the tweet contents in order to identify the malcontents. For this purpose, a corpus [1] from “kaggle repository” is used. The completion of overall process involves various stages and data modifiers, which accounts to the development of a neural network model. A statistical study states that, the connections among the stages and modifiers (i.e. layers) are sometimes tightly coupled and majority of the time it will be loosely coupled. This article aims to create a model to minimize the loss in prediction accuracy through various permutation along with a combination of underlying neural network layers.

The main problems that exist in the current techniques are: inability to perform well in different domains, inadequate accuracy and performance in sentiment analysis based on insufficient labeled data, incapability to deal with complex sentences that require more sentiment words and simple analysis. Opinion mining and sentiment analysis technology necessitates the completion of several tasks, each of which poses substantial challenges. In general, this field is still in its nascent stage. Majority of tools still struggle to determine what truly constitutes a negative, neutral, or positive expression. Also, there is no proper evidence to predict the applicability about the mechanics behind it but at the moment it is not advanced enough to successfully deal with sarcasm or context of the sentences.

1.1 LIFE CYCLE OF DATA ANALYTICS

1.2 DATASET

The overall construction of this article follows the standards and stages cited in the data analytics life cycle [2]. A dataset from the “Kaggle repository [3]” is used. The dataset has a total of 30186 tuples and out of which, 26752 tuples (89% of total data) are used as the training set and 3434 tuples (11% of the data) are used as the test set. The dataset is validated for the possible classes of “Positive”, “negative” and “neutral”. The dataset has the following columns: “textID”, “text”, “selected_text” and “sentiment”. From these, the “selected_text” column is not considered for the prediction as it is just a replica of the “text” column and is given less weightage. The figure 1(a) and 1(b) shows the view of the original dataset under consideration and the dataset with the selected column respectively.
1.3 THE ENVIRONMENT FOR THE MODEL

The proposed framework incorporates the Tensorflow [4], which is a machine learning based end-to-end synchronous and open source platform. Tensorflow has an ever increasing updated set of libraries and community feeds, which are available in the form of resources. The Tensorflow 2.1 version is used here and the entire experiment is studied by using an AMD GPU (Graphical Processing Unit) machine with PNY GeForce 1660 / 6GB graphics card. The flow of tweet sentiment prediction is outlined in the Figure 2.
2. DATA PREPROCESSING

As the input dataset contains elements (like redundant spaces (white spaces), expressive punctuation marks and emojis, unwanted URL reference links) which need to be eliminated, a primary data preprocessing has been done.

2.1 TENSORFLOW PACKAGES FOR THE SETUP

The following packages and modules are imported to preprocess the data: tensorflow, Tensorflow.keras, sklearn.preprocessing and sklearn.model_selection. Along with these packages, the modules like layers, losses and regularizers are also imported. For data oriented manipulation, the numpy and pandas are also imported. The code for the same is shown below:

```python
import Tensorflow as TF
from tensorflow.keras import layers
from tensorflow.keras import losses
from tensorflow.keras import regularizers
import pandas as PD
```
import numpy as np
from sklearn.preprocessing import labelEncoder
from sklearn.model_selection import train_test_split

2.2 DATA PREPROCESSING FUNCTIONS

Three function definitions are defined for the purpose of removing emojis, URL and whitespace. The remove_emoji function uses a python library called "re" [5] and compiles an emoji pattern [6], which is then applied over the testing and training set. The function for the same is shown below:

Def remove_EMOJI(text):
    Emoji_pat = re.compile("[
    "u\U0001F600 -\U0001F64F"
    "u\U0001F300 - \U0001F5FF"
    "u\U0001F680 - \U0001F6FF"
    "u\U0001F1E0 - \U0001F1FF"
    ""] + flags = re.UNICODE)  
    return Emoji_pat.sub(text)

In the above code snippet, the range of unicodes from “u\U0001F600 -\U0001F64F” is used as a pattern to match and remove the emotions from the dataset. The range “u\U0001F300 - \U0001F5FF” is used as pattern to match and remove the symbols and pictographs. The range “u\U0001F680 - \U0001F6FF” is used as the pattern to match and remove the transport and other symbols. The range “u\U0001F1E0 - \U0001F1FF” is used as a pattern to match and remove the IOS specific flags [7], which are crept in as a part gadget time stamps. The function for removing tweet specific URL is shown below.

def remove_URL(Text):
    URL_Pat = re.compile('http[s]?://[a-zA-Z] | [0-9] | $._@.&+ | [?:%](0-9AF)+')  
    return URL_Pat.sub(text)
In the above function, an URL pattern ‘http[s]?://[a-zA-Z] | [0-9] | [$_@.&+] | [?:%(0-9AF)]+’ is used to check any tweet texts that start either with the pattern ‘http’ or ‘https’, followed by one or more occurrences of the character series ‘a’ to ‘z’ and ‘A’ to ‘Z’, numeral in the range 0-9 and any combination of special characters in the set {$_@.&+}. The pattern is then compiled and applied over the dataset for performing the initial trimming. The function for whitespace removal is defined as follows:

```python
def remove_whitespace(text):
    del_dict = {sp_chr: ' ' for sp_chr in str.punctuation}
    del_dict[' '] = ' '
    tab1 = str.maketrans(del_dict)
    text1 = text.translate(tab1)
    textARR = text1.split()
    text2 = ''.join([w for w in textARR if (not isdigit() and len() > 1)])
    return text2.lower()
```

The above function creates a dictionary, which conforms to the pattern { sp_chr: ‘ ‘ for sp_chr in str.punctuation}. A list called tab1 is created to transform the input text based on the pattern sp_chr. The converted text is then split in to list with the limitation of length being more than one. The final text is returned in lower case as a part of the data preprocess.

After the preprocessing, it is noted from the dataset that the training set includes 8375 – “Postive”, 7673 – “negative” and 10704 – “neutral” tags from the total 26752 tuples. In the same way, the test set consists of 1075 – “positive”, 983 – “negative” and 1376 – “neutral” tuples. The figure 3 shows the output for the same.
2.3 FITTING THE PREPROCESSED DATASET FOR THE CATEGORICAL CLASSIFICATION PREDICTION

The dataset so far processed consists of the tuples [8] in the form {sentiment_TAG: tuple record number}. This format is converted by using the package “LabelEncoder” to fit the transform on the text values, where the text values are “positive”, “negative” and “neutral”. The conversion yields the matching of “neutral” to 1, “positive” to 2 and “negative” to 0. This map of sentiment tag relationship needs to considered as “neutral” to [0, 1, 0], “positive” to [0, 0, 1] and “negative” to [1, 0, 0]. To perform the above the following code is used:

```python
train_labels1 = le.fit_transform(Train_data)
train_labels2 = np.asarray(TF.Keras.utils.to_categorical(train_labels1))
```

The figure 4 shows the outcome after performing the above steps.
The first step in the neural network model is to convert the input text into vectors [9], such that the same is fed for the subsequent processing. This task is accomplished by the embedding layer, which is considered as first layer in the model. The embedding layer of the tensor flow model can perform the automated text pre-processing by choosing the best fitting methods. This is the casual method that leads to transfer learning. The layer utilized here is “/tf2_preview/gnews_swivel_20dm_with_oov” [10]. This layer is trainable by default. The code for embedding the layer is shown below:

```python
Embed = “https://tfhub.dev/google/tf2_preview/gnews_swivel_20dm_with_oov”
Embed_layer = tf_hub.kerasLayer(embedding, input_shape=[], dtype=tf.string, trainable=True)
Embed_layer(Train_DS[:1])
```

The outcome of the Embedding layer is shown below in figure 5, where the input text is converted into a 20 dimensional vector, as we have chosen the layer to be 20dm one.
3.1 KERAS NEURAL NETWORK MODEL

Keras is a machine learning enhanced Application Programming Interface [API]. Keras APIs [11] are closely knitted in accordance with the Tensorflow 2.0 framework. This study has used the sequential model, which is considered as a collection of layers in plain stack. The model needs to be instantiated through the Keras framework. In this proposed model, the first layer is the “Embed_layer” [12]. The next layer is the dense hidden layer with fully interconnected neurons. This hidden layer is getting associated with the “ReLU” activation method, where “ReLU” [13] refers to Rectified Linear Unit. The next layer is also a fully interconnected dense layer with “Sigmoid” [14] as the activation method.

The model planned so far, is parsed to the Keras method called “compile”, which actually creates the model. For training a neural network model, the loss function is needed. As the dataset under study is categorical (like, “Positive”, “negative”, “Neutral”), a function called “CategoricalCrossEntropy” [15] is used as the loss function. Every time the dataset is through with the loss function, a back-propagation is done to train the model until consistent and constant loss accuracy is witnessed. The back propagation and the subsequent entropy calculation use the optimizer called “adam” [16], which is an adoptive learning rate optimization algorithm. The codes for the above stages are shown below:

```
NN_Model1 = TF.Keras.Sequential()

NN_Model.add(Embed_layer)

NN_Model.add(TF.Keras.layers.Dense(10, activation = "relu"))
```

Figure 5. Input text to vector conversion
NN_Model.add(TF.Keras.layers.dense(3, activation = “sigmoid”))

NN_Model.compile(loss = TF.Keras.losses.categoricalEntropy(Logits = True), optimizer = “adam”)

NN_Model.summary()

The outcome of the proposed neural network model summary is shown in figure X8. From the figure 6, it can be observed that, the Keras layer has weighted parameters of 389380 with 20 dimensional vectors. And it is ensured that, there are no non-trainable parameters. Thus, the tight connection of neural networks is also ensured.

![Figure 6. Tensorflow Neural Network Model Summary](image)

The visual representation of the layers formed is depicted in the figure 7. From the representation it is observed that, the Keras input layer has no dimensionality association. This is depicted by ‘*’ in the outcome. Then, in the subsequent fabricated layers, the dimensionality is shown as 20, 10, and 3 for the Keras layer, dense RELU layer and dense sigmoid layer respectively. The visual representation is obtained by using the following code:

```python
TF.Keras.Utils.Plot_model(NN_Model1, “Fig_X9.jpg”, show_shapes=True)
```
4. OPERATIONAL STAGE

4.1 TRAINING THE MODEL

For model training, a parameter called “Epochs” [17] is used and it is defined by giving the value, which is considered as the cycle / loop count value. In this study, after many trials, the value of 15 is assigned to the parameter called “Epochs”. Deviation in the count produces reduced prediction accuracy. The model.fit() function is used to start the fitting and subsequent processes. The code is shown below:

```python
Outcome_Model_stage1 = model.fit(Train_DS.Shuffle(2000), batch(128), Epochs = 15, Verbose = 1)
```

The code has given the provision for shuffling with the value 2000. The batch size of shuffled units is 128. The iteration wise outcome is required for reference, accordingly the verbose property is set to 1. The outcome of the fitting is iterated 15 times and the history data is also collected. The figure 8 shows the details of the 15 iterations.

![Figure 7. Visual layer wise representation of the neural network model](image-url)
Figure 8. The Epoch cycles from 1 to 15

From the figure it is notable that during Epoch = 1, the categorical accuracy is observed as 0.4546 and the validation accuracy as 0.5673. The accuracy of the later one is much higher than the former one. Also at the end of 15th Epoch, the categorical accuracy has been higher than the validation accuracy. The loss function starts with the value of 1.0498 and at the end of 15th Epoch the loss is decreased by 0.7536. But it is also noted that, in the validation lose, the values are not following any pattern (Neither ascending nor descending). Pictorially, this data is plotted between the epoch count and the loss accuracy over the training data. The figure 9 shows the plot.

Figure 9. Loss for text classification between Epoch Vs. Loss accuracy (Over training data)
From the figure it is noted that, the loss for the validation data does not decrease when compared with the training data. There is a huge gap in the linearity between two components. These types of models are called as the over-fitting models. Similarly, the plot for categorical accuracy between the categorical loss and epoch is plotted and shown in figure 10.

![Categorical Accuracy for Text Classification](image)

**Figure 10. Loss accuracy for categorical loss between Epoch and loss accuracy**

Figure 12 also confirms that, the model definitely over fits the data by degrading the prediction efficiency.

### 4.2 ACCURACY OPTIMIZATION TECHNIQUE

The techniques deployed for optimizing the accuracy are drop-out [18] and Kernel regularizes [19]. Drop-out is a deep neural network version, which randomly sets few of the misleading records to zero. Thus it encourages each node to carry out the independency into manifold levels. This model makes the “1-rate” optimality to its maximum available in the dataset.

On the other hand, the Kernel regularizers assign the penalty on the layers by ensuring the smooth functioning of layer activities. These penalty parameters are also optimized at the later stage by using the same kernel regularizers for housekeeping activity. As we have L1 and L2
level of kernel regularizers along with their pros and cons, this model utilizes both of them. The L1 regularizer and the L2 regularizer are applied here. Basically L1 combined with L2 is termed as LASO->RIDGE->Elastic Net progression [20]. The code for the above modification is shown below:

```python
NN_Model1 = TF.Keras.Sequential()
Model.add(NN_Model1)
NN_model1.add(TF.Keras.layers.Dropout(0.5))
NN_model1.add(TF.Keras.layers.Dense(10, activation="relu", Kernel_regularizer=regularizer.L1))
NN_model1.add(TF.Keras.layers.Dropout(0.5))
NN_model1.add(TF.Keras.layers.Dense(10, activation="relu", Kernel_regularizer=regularizer.L2))
```

This improvement is depicted in figure 11. Once again; the correlation accuracy outcome has been depicted in figure 12. This figure shows the improvement in accuracy.

![Figure 11. The correlation Plot after the Inclusion of Regularizers](image-url)
CONCLUSION

In this study, a neural network model is deployed over the tensor flow framework. The model is developed in layers with the activation methods namely ReLU and Sigmoid. The categorical loss accuracy is measured and it is found that, the model is over-fitting and eventually it will result in degrading the prediction accuracy. Then, the model is converted into a deep neural network using the drop-out optimizers and Kernel regularizers. The model is once again trained for 15 Epochs and the values are fetched accordingly. The resultant value shows an optimized improvement in the prediction accuracy based on the available dataset.

The proposed study has captured the accuracy outcomes of training loss and test loss based on the kaggle dataset. Initially, it is identified that, the loss accuracy is over-fitting the prediction. The inclusion of “drop-out” and “Kernel regularizer” layers to the existing neural network has improvised the underlying model to a deep neural network. The Epoch count of 15, which is fixed based on trial-and-error. This has enhanced the prediction accuracy to the extent of

![Figure 12. Accuracy Improvement after the Inclusion of Regularizers](image_url)
additional 25% when compared to the existing neural network layers. The future research scope would be to test the model with dynamic contents.
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