ON THE DISCREPANCY BETWEEN TWO ZAGREB INDICES

ASHWIN SAH AND MEHTAAB SAWHNEY

ABSTRACT. We examine the quantity

\[ S(G) = \sum_{uv \in E(G)} \min(\deg u, \deg v) \]

over sets of graphs with a fixed number of edges. The main result shows the maximum possible value of \( S(G) \) is achieved by three different classes of constructions, depending on the distance between the number of edges and the nearest triangular number. Furthermore we determine the maximum possible value when the set of graphs is restricted to be bipartite, a forest, or to be planar given sufficiently many edges. The quantity \( S(G) \) corresponds to the difference between two well studied indices, the irregularity of a graph and the sum of the squares of the degrees in a graph. These are known as the first and third Zagreb indices in the area of mathematical chemistry.

1. INTRODUCTION

1.1. The specialty of a graph. The following question appeared on the Team Selection Test for the 2018 United States International Math Olympiad team.

Problem 1. At a university dinner, there are 2017 mathematicians who each order two distinct entrées, with no two mathematicians ordering the same pair of entrées. The cost of each entrée is equal to the number of mathematicians who ordered it, and the university pays for each mathematician’s less expensive entrée (ties broken arbitrarily). Over all possible sets of orders, what is the maximum total amount the university could have paid?

This problem, posed by Evan Chen, proved extremely challenging for contestants, with only one full solution given on the contest. We can rephrase the question in more graph theoretic terms.

Definition 2. Define the specialty of a graph \( G \) to be

\[ S(G) = \sum_{uv \in E(G)} \min(\deg u, \deg v) \]

where \( E(G) \) is the edge set of a graph \( G \).

The question posed to the contestants therefore is equivalent to evaluating

\[ F(2017) = \max_{G \text{ has } 2017 \text{ edges}} S(G). \]
The given solutions relied heavily on the fact that 2017 = \( \binom{64}{2} + 1 \), and therefore the maximizing graph is near a complete graph. The purpose of this note is to determine

\[
F(N) = \max_{G \text{ has } N \text{ edges}} S(G)
\]

in general, as well as determine the maximum when \( G \) is further restricted to be bipartite, a forest, or planar given sufficiently many edges in the final case.

1.2. Relation to Zagreb indices. The specialty of a graph is intimately related to two quantities of a graph, the irregularity of a graph and the sum of the squares of the degrees. First, Albertson [4] defines the irregularity of \( G \), which we denote as \( M_3(G) \), to be

\[
M_3(G) = \sum_{uv \in E(G)} |\deg u - \deg v|.
\]

Fath-Tabar [11] also defines this as the third Zagreb index, hence the choice of notation. Tavakoli and Gutman [20] as well as Abdo, Cohen, and Dimitrov [1] independently determined the maximum of \( M_3(G) \) over all graphs with \( n \) vertices.

On the other hand if the minimum of the degrees is replaced with a sum of the degrees in the definition of specialty, the corresponding quantity

\[
M_1(G) = \sum_{uv \in E(G)} (\deg u + \deg v) = \sum_{v \in V(G)} (\deg v)^2
\]

roughly counts the number of directed paths of length 2 in \( G \). The problem of maximizing this quantity over all graphs with a particular number of edges and vertices was a problem introduced in 1971 by Katz [15]. The first exact results in this problem were given by Ahlswede and Katona who in essence demonstrated that the maximum value is achieved on at least one of two possible graphs called the quasi-complete and quasi-star graphs [3]. However, as Erdős remarked in his review of the paper, “the solution is more difficult than one would expect” [9]. Ábrego, Fernández-Merchant, Neubauer, and Watkins furthered this result by determining the exact maximum in all cases [2]. However, given the complexity of the exact value of the upper bound, there was considerable interest in giving suitable upper bounds and a vast literature of such bounds developed. See [5], [6], [7], [8], [18], [18], [22], [21] for many results of this type. Many of these results stem from the area of mathematical chemistry and the above quantity is referred to as the first Zagreb index, \( M_1(G) \). In this context, using the notation in [11], we resolve the problem of maximizing

\[
S(G) = \frac{1}{2} \sum_{uv \in E(G)} (\deg u + \deg v - |\deg u - \deg v|)
= \frac{M_1(G) - M_3(G)}{2},
\]

that is, the discrepancy between two of these already-studied graph invariants, over graphs with a fixed number of edges. Note that both \( M_1(G) \) and \( M_3(G) \) can both trivially have order of the square of the number of edges, and in this paper we in fact show that \( S(G) \) has a strictly lower order. Furthermore, the maximum of \( S(G) \) being of lower order extends to when \( G \) is restricted to be a bipartite graph, a forest, or a planar graph. (The maximum value of \( M_1(G) \) over a fixed number of edges is achieved by a star [3]. For \( M_3(G) \) the maximum
value over the set of all trees is achieved by a star \([16]\) and one can easily check this extends
to all planar graphs.)

1.3. Combinatorial interpretation. We end with an alternate combinatorial interpretation of \(S(G)\) arising through the related \(S'(G)\) where

\[
S'(G) = \frac{1}{3} \sum_{uv \in E(G)} (\min(\deg u, \deg v) - 1) = \frac{1}{3} S(G) - \#E(G).
\]

Note that \(S'(G)\) provides a trivial upper bound for the number of triangles in a graph \(G\) and a solution to the initial problem therefore provides an upper bound for the number of

triangles in a graph with a specified number of edges.

Erdős gave a remarkably short proof that for graphs with \(N = \binom{n}{2} + m\) edges (with \(1 \leq m \leq n\)), the maximum number of triangles is achieved on a complete graph with \(n\) vertices and an additional vertex connected to \(m\) vertices in the clique \([10]\). The remarkable

fact therefore is that the maximum of \(S(G)\) is not always achieved on the same graphs as

those that maximize the number of triangles, despite the optimal constructions agreeing for

infinitely many integers (with a density of \(\frac{2}{5}\)).

2. Maximum Specialty over all Graphs

We will show the following result, which determines \(F(N)\) in general.

Theorem 3. Represent \(N = \binom{n}{2} + m, 1 \leq m \leq n\) uniquely. Then the maximum value of \(S(G)\) on a graph on \(N\) edges is attained on a graph \(G\) (which is not necessarily unique):

i. If \(1 \leq m \leq \frac{2n-3}{5}\), then \(G\) is a clique of size \(n\) and an additional vertex \(v\) which

connects to \(m\) vertices in the clique. Then \(F(N) = (n-1)\binom{n}{2} + \frac{m(3m-1)}{2}\) in this case.

ii. If \(\frac{2n-3}{5} \leq m \leq \frac{n-1}{2}\), then \(G\) consists of three parts.

• A clique of size \(2m\) missing \(m\) disjoint edges
• A clique of size \(n-2m\) with every vertex in this clique connected to every vertex

in the previous “almost-clique”
• A single vertex connected to every vertex in the “almost-clique” of size \(2m\) but

no vertices in the clique of size \(n-2m\)

In this case \(F(N) = (n-1)\binom{n}{2} + m(4m - n + 1)\).

iii. If \(\frac{n-1}{2} < m \leq n\), then \(G\) is a \(K_{n+1}\) missing \(n - m\) disjoint edges in the clique. In this

case \(F(N) = n\binom{n}{2} + m(2m - n)\).

There are two key aspects to the claimed maximal graph \(G\). First, in each case \(G\) has \(n+1\) vertices. This is no coincidence, and is a key structural result in the course of proving

Theorem 3. Secondly, these maximal graphs contain a “universal” vertex connected to all

other vertices in both the first and third cases, but not in the second case. The analysis

in the following sections is therefore often separated based on whether or not the graph

contains such a “universal” vertex. As it turns out, in the case where the graph has no

universal vertex and has \(n+1\) vertices, we will show the construction in (ii) is optimal for

all \(1 \leq m \leq \frac{n-1}{2}\).

Before proceeding with the bulk of the proof we need a series of definitions.

Definition 4. In a graph \(G\), define a vertex \(v\) to be universal if \(v\) connects to all other

vertices in the graph \(G\). Furthermore, let the set of graphs \(G\) with a universal vertex be \(UG\).
Definition 5. For an edge $uv \in E(G)$, define its weight to be $\min(\deg u, \deg v)$.

Definition 6. Let
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edges, deleting one of them, and adding any missing edge of $G'$ in its place. This is always possible since $N = \binom{n}{2} + m = \binom{n+1}{2} \leq \binom{n}{2}$.

Note that $G''$ has $n' - 1$ vertices and $S(G'') \geq S(G)$. The second observation follows as every vertex in $G''$ has degree at least as large as in $G$, while the $\ell$ edges deleted from $G$ have been replaced with $\ell$ new edges with increased or the same weights. Iterating this procedure, we eventually terminate since the vertex count decreases every time. Furthermore, we terminate at a graph that either has a universal vertex or has $n + 1$ vertices, with at least as large specialty as before, which implies the result.

$$\square$$

Surprisingly, one can leverage this observation to reduce the search of graphs which maximize $F(N)$ to only those on $n + 1$ vertices.

**Lemma 10.** The maximum $F(N)$ is attained on a graph with $n + 1$ vertices.

**Proof.** We induct on $N$. The cases when $N = 1$ or $N = 2$ are trivial so let $N \geq 3$ for the remainder of the proof. Suppose that the result holds for all smaller $N$ and set $N = \binom{n}{2} + m, 1 \leq m \leq n$. Note that $n \geq 2$ as $N \geq 3$. Now suppose for the sake of contradiction that the maximum is not attained on a graph with $n + 1$ vertices. Therefore by Lemma 9, we know that there exists a graph $G$ with a universal vertex satisfying $S(G) = F(N)$ but no such graph with $n + 1$ vertices. Therefore $G$ has $n' \geq n + 2$ vertices and $G$ has a universal vertex $v$. Label the neighbors of $v$ as $v_1, \ldots, v_{n-1}$. Furthermore, let vertex $v_i$ have degree $d_i$.

Consider deleting $v$ from $G$. The remaining graph, $G'$, has $N - n' + 1$ edges and the remaining vertices have degree $1$ less in $G'$ than in $G$. Therefore, each of the remaining $N - n' + 1$ edge weights decrease by $1$ when going from $S(G)$ to $S(G')$. Furthermore, the $n' - 1$ edges $vv_i$ have weight $d_i$ in $G$. Therefore the total loss from removing these edges is

$$\sum_{i=1}^{n'-1} d_i = 2N - n' + 1.$$

Thus

$$S(G) = (2N - n' + 1) + (N - n' + 1) + S(G')$$

$$\leq 3N - 2n' + 2 + F(N - n' + 1)$$

$$< 3N - 2n + F(N - n),$$

where we have used $n' \geq n + 2$ in the final inequality.

However, consider $G''$ with $N - n = \binom{n-1}{2} + (m - 1)$ edges that has $S(G'') = F(N - n)$. If $2 \leq m \leq n$ then $1 \leq m - 1 \leq n - 1$ so by the inductive hypothesis $G''$ can be taken to have $n$ vertices. If $m = 1$, then $N - n = \binom{n-2}{2} + (n - 1) = \binom{n}{2}$ and by the inductive hypothesis $F(N)$ is maximized on a graph with $n - 1$ vertices. In this case, add an empty vertex to obtain $G''$. Let the vertices of $G''$ be $v_1, \ldots, v_n$ and let $v_i$ have degree $d_i$. Now add a universal vertex $v$ to $G''$ to form graph $G^\circ$ with $(N - n) + n = N$ edges. The weights of all edges in $G''$ increase by $1$ and inserted edges $vv_i$ have weight $d_i + 1$. Therefore

$$S(G^\circ) = S(G'') + (N - n) + n + 2(N - n)$$

$$= S(G'') + 3N - 2n$$

$$= F(N - n) + 3N - 2n,$$
and we have constructed a graph on \( N \) edges with \( S(G') > S(G) = F(N) \), a contradiction! Thus the inductive step is complete and the result follows. \( \square \)

With this structural result one can already deduce that the specialty of graphs with a triangular number of edges is maximized with a complete graph.

**Corollary 11.** If \( m = n \), then \( F(N) = n\binom{n+1}{2} \).

**Proof.** Note that \( N = \binom{n}{2} + n = \binom{n+1}{2} \) in this case and that the maximal value \( F(N) \) is attained on a graph with \( n + 1 \) vertices by Lemma \([10]\). Therefore the complete graph \( K_{n+1} \) is the only possibility and the result follows. \( \square \)

Furthermore, we can now derive an inductive relationship between \( F(N) \) and \( C(N) \).

**Lemma 12.** \( F(N) = \max\{F(N - n) + 3N - 2n, C(N)\} \)

**Proof.** By Lemma \([10]\) we know \( F(N) \) is realized on a graph \( G \) with \( n + 1 \) vertices. If \( G \) has no universal vertex then \( F(N) = C(N) \). Otherwise \( G \) has \( n + 1 \) vertices and a universal vertex. We show that any such graph has specialty at most \( F(N - n) + 3N - 2n \), and furthermore that there is a construction to achieve this bound. We now prove that \( F(N) \leq F(N - n) + 3N - 2n \) if the graph \( G \) has a universal vertex \( v \). Let \( v \) have neighbors \( v_1, \ldots, v_n \) as \( G \) and let vertex \( v_i \) have degree \( d_i \). The edges \( vv_i \) have weight \( d_i \), for a total of \( 2N - n \). If we construct \( G' \) by removing \( v \) from \( G \), every remaining edge has decreased in weight by 1. Therefore we have

\[
S(G') = S(G) - (N - n) - (2N - n) = F(N) - 3N + 2n.
\]

But by the definition of \( F \), we have \( S(G') \leq F(N - n) \), since \( G' \) has \( N - n \) edges. Therefore it follows in this case that

\[
F(N) \leq F(N - n) + 3N - 2n.
\]

This bound can be achieved by taking a graph on \( n \) vertices and \( N - n \) edges with specialty \( F(N - n) \) and adding a vertex that connects to every other vertex. An isolated vertex need be first added in the case \( m = 1 \). The analysis mimics the previous paragraph, and this is in essence the same as the construction in Lemma \([10]\).

Therefore, since either the optimum \( G \) with \( n + 1 \) vertices has a universal vertex or not, \( F(N) = \max\{F(N - n) + 3N - 2n, C(N)\} \) is forced to hold and the result follows. \( \square \)

**Corollary 13.** If \( m > \frac{n+1}{2} \) then \( F(N) = F(N - n) + 3N - 2n \).

**Proof.** Note that by Lemma \([7]\) the quantity \( C(N) \) is not well-defined in this range. The argument of Lemma \([12]\) goes through without change except \( G \) is forced to have a universal vertex in this case. \( \square \)

The final structural result we use relies on the key idea of the proof of the Havel-Hakimi algorithm \([12]\) \([13]\), which controls possible degree sequences of a simple graph. (A degree sequence of a graph is the list of degrees of its vertices in some order.)

**Lemma 14.** Consider a graph \( G \) with a weakly decreasing degree sequence \((d_1, \ldots, d_k)\) satisfying \( d_1 = k - 2 \) and \( k \geq 2 \). Then there exists a graph \( G' \) such that \( G' \) has the same degree sequence as \( G \), \( S(G') \geq S(G) \), and one vertex of degree \( d_1 \) in \( G' \) is connected to all vertices except a vertex of minimal degree.
Proof. Label the vertices of $G$ as $v_1, \ldots, v_k$ with the degree of $v_i$ being $d_i$. Now the neighborhood of $v_1$ is missing a unique vertex $v_j$. If $j = k$ then taking $G = G'$ gives the result. Otherwise $j \neq k$ and note that $v_j$ has a neighborhood at least as large as $v_k$. Since $v_1$ is connected to $v_k$ but not $v_j$, there exists $v_\ell$ such that $(v_\ell, v_j)$ is an edge but $(v_\ell, v_k)$ is not. Then define $G'$ by adding in $(v_\ell, v_k)$ and $(v_1, v_j)$ and removing $(v_1, v_k)$ and $(v_\ell, v_j)$. Note that $S(G') - S(G) = d_j + d_k - d_k - \min(d_\ell, d_j) \geq 0$, and every vertex in $G'$ has the same degree in $G$. The result follows.

We now give the main technical lemma in this section of the paper. In particular we recursively bound the specialty of all graphs without a universal vertex.

**Lemma 15.** Suppose that $N = \binom{n}{2} + m$ with $m < \frac{n-1}{2}$. Then it follows that $C(N) \leq \frac{(n-1)(3n-4)}{2} - m + C(N - (n - 1)).$

**Proof.** Note that $N - (n - 1) = \binom{n-1}{2} + m$ and therefore since $n - 2m > 1$ it follows that $(n - 1) - 2m \geq 1$. Thus the right hand side of the claimed inequality is well defined. Now consider $G$ with $n + 1$ vertices, no universal vertex, and such that $S(G) = C(N)$. Furthermore note that there is a vertex of degree $n - 1$ as the average degree is $\geq \frac{n(n-1)}{n+1} > n - 2$ and there is no universal vertex in $G$.

Now let $G$ have vertices $v_1, \ldots, v_{n+1}$ with $\deg v_i = d_i$, and where $d_i$ is a nondecreasing sequence. By Lemma [14] we can further assume that in $G$, $v_1$ connects to $v_2$ through $v_n$ but not $v_{n+1}$. Furthermore, note that $d_{n+1}$ is not $n - 1$ as otherwise $\sum_{i=1}^{n+1} d_i = (n + 1)(n - 1) = 2 \binom{n}{2} + m$ which implies $m = \frac{n-1}{2}$, a contradiction.

Suppose that $v_{n+1}$ is connected to $\ell$ vertices of degree $d_{n+1}$. Then we claim that $S(G) = (2N - (n - 1) - d_{n+1}) + (N - (n - 1) - d_{n+1}) + \ell + S(G')$, where $G'$ is induced subgraph of $G$ on $v_2, \ldots, v_{n+1}$. This follows as

$$S(G) = \sum_{(v_i, v_j) \in E(G)} \min(d_i, d_j)$$

$$= \sum_{(v_i, v_j) \in E(G)} \min(d_i, d_j) + d_{n+1}$$

$$= \sum_{(v_i, v_j) \in E(G)} \min(d_i, d_j) + \sum_{i \neq 1, n+1} d_i + d_{n+1}^2$$

$$= \sum_{(v_i, v_j) \in E(G)} (\min(d_i, d_j) - 1) + (d_{n+1}^2 - \ell)$$

$$+ (3N - 2d_{n+1} - 2(n - 1)) + \ell$$

$$= S(G') + 3N - 2d_{n+1} - 2(n - 1) + \ell.$$

The last step follows due to a few facts about the removal of $v_1$. Every edge $(v_i, v_j)$ in $E(G')$ for $i, j \neq 1, n + 1$ is has weight 1 less than it does in $G$. The edges attached to $v_1$ are all removed. The edges attached to $v_{n+1}$ are between a degree $d_j$ and $d_{n+1}$ vertex, which has weight $d_{n+1}$ in $G$. In $G'$, the degrees are $d_j - 1, d_{n+1}$. If $d_j > d_{n+1}$ the weight is still $d_{n+1}$ in
vertices of degree \( d \)

As \( d_{n+1} < n - 1 \) and the remaining vertices have decreased degree by 1, it follows that \( G' \) does not have a universal vertex and we find \( S(G') \leq C(N - (n - 1)) \). Therefore it follows that \( S(G) \leq C(N - (n - 1)) + 3N - 2d_{n+1} - 2(n - 1) + \ell \).

The key claim is now that \( \ell - 2d_{n+1} \leq -4m \). This yields

\[
C(N) \leq (3N - 4m - 2(n - 1)) + C(N - (n - 1))
\]

\[
= \frac{(n-1)(3n-4)}{2} - m + C(N - (n - 1)),
\]

as desired.

Now suppose that \( \ell > 2d_{n+1} - 4m \). Since the sum of all degrees in \( G \) is \( n^2 - n + 2m \) and then \( n^2 - n + 2m = \sum_{i=1}^{n+1} d_i \leq (n)(n-1)+d_{n+1} \), we conclude \( d_{n+1} \geq 2m \). Further note from earlier that \( d_{n+1} \leq n - 2 \). Therefore it follows that there are at least \( \ell + 1 \geq 2d_{n+1} - 4m + 2 \) vertices of degree \( d_{n+1} \) and thus

\[
n^2 - n + 2m = \sum_{i=1}^{n+1} d_i \leq d_{n+1}(2d_{n+1} - 4m + 2)
\]

\[
+ (n - 1)(n + 1 - (2d_{n+1} - 4m + 2)).
\]

But note that the rightmost expression is a convex function in \( d_{n+1} \). Thus, its maximum possible value over \( d_{n+1} \in [2m, n-2] \) is attained at an endpoint. But its values at \( d_{n+1} = 2m \) and \( d_{n+1} = n - 2 \) both equal \( n^2 - n + 2m + (2m - n + 1) \). Since \( m < \frac{n-1}{2} \), this is strictly less than \( n^2 - n + 2m \), a contradiction. \( \square \)

Using this lemma we can now calculate \( C(N) \) explicitly.

**Lemma 16.** For \( 1 \leq m \leq \frac{n-1}{2} \),

\[
C(N) = (n-1)\left(\frac{n}{2}\right) + m(4m - n + 1).
\]

**Proof.** The construction given in part (ii) of Theorem 3 is valid in the given range and has no universal vertex for any \( 1 \leq m \leq \frac{n-1}{2} \) while achieving the claimed bound.

Now the key point is that when \( m = \frac{n-1}{2} \) there is a single isomorphism class of graphs that we are maximizing over for \( C(N) \), a \( K_{n+1} \) missing a perfect matching. In this case every edge has weight \( n - 1 \) and the result follows.

Otherwise, since \( N = \binom{n}{2} + m \), applying Lemma 15 \( n - 2m - 1 \) times inductively yields

\[
C(N) \leq \sum_{i=2m+2}^{n} \left( \frac{(i-1)(3i-4)}{2} - m \right) + C \left( \binom{2m+1}{2} + m \right)
\]

\[
= (n-1)\left(\frac{n}{2}\right) + m(4m - n + 1)
\]

since \( \binom{2m+1}{2} + m \) is precisely in the \( m = \frac{n-1}{2} \) case already discussed. The result follows. \( \square \)

**Lemma 17.** We claim that

- If \( 1 \leq m \leq \frac{2n-3}{5} \) then \( F(N) \leq (n-1)\left(\frac{n}{2}\right) + \frac{m(3m-1)}{2} \).
- If \( \frac{2n-3}{5} \leq m \leq \frac{n-1}{2} \) then \( F(N) \leq (n-1)\left(\frac{n}{2}\right) + m(4m - n + 1) \).
\[ \bullet \text{If } \frac{n-1}{2} < m \leq n \text{ then } F(N) \leq n \left( \binom{n}{2} \right) + m(2m - n). \]

With Lemma 17 and the constructions given in Theorem 3, the main result follows.

**Proof.** We prove this by induction on \( N \). The result is trivial for \( N = 1 \) and \( N = 2 \). Furthermore, \( N = 4 \) and \( N = 5 \) follow from a direct verification and \( N = 3, 6 \) follow from Lemma 11. Now suppose we have proved the claim for all \( N < \binom{n}{2} + m \) and now consider \( N = \binom{n}{2} + m \). Note that since \( N \geq 7 \) it follows that \( n \geq 4 \) in the remaining analysis. Furthermore, note that \( N - n = \binom{n-1}{2} + m - 1 \), which is used throughout in the below analysis. We now consider cases based on the relative size of \( m \) and \( n \).

Case 1: If \( m = 1 \) then by Lemma 12 and Lemma 16, if follows that

\[
F(N) = \max \left( F \left( \binom{n-1}{2} \right) + 3N - 2n, (n-1) \left( \binom{n}{2} \right) + (5-n) \right)
= \max \left( (n-2) \left( \binom{n-1}{2} \right) + 3 \left( \binom{n}{2} \right) + 3 - 2n, (n-1) \left( \binom{n}{2} \right) + (5-n) \right)
= (n-1) \left( \binom{n}{2} \right) + 1
\]

where we used Lemma 11 in the second step and \( n \geq 4 \) in the final step.

Case 2: If \( 2 \leq m \leq \frac{2n-3}{5} \) then by Lemma 12 and Lemma 16, we find

\[
F(N) = \max \left( F \left( \binom{n-1}{2} \right) + m - 1 \right) + 3N - 2m, (n-1) \left( \binom{n}{2} \right) + m(4m - n + 1) \right).
\]

Since \( 1 \leq m - 1 \leq \frac{2(n-1)-3}{5} \) it follows that

\[
F(N - n) + 3N - 2n = (n-2) \left( \binom{n-1}{2} \right) + \frac{(m-1)(3m-5)}{2} + 3N - 2n
= (n-1) \left( \binom{n}{2} \right) + \frac{m(3m-1)}{2}
\]

and note that if \( m \leq \frac{2n-3}{5} \) then \( \frac{(3m-1)}{2} \geq m(4m - n + 1) \). Therefore

\[
F(N) = \max \left( (n-1) \left( \binom{n}{2} \right) + \frac{m(3m-1)}{2}, (n-1) \left( \binom{n}{2} \right) + m(4m - n + 1) \right)
= (n-1) \left( \binom{n}{2} \right) + \frac{m(3m-1)}{2},
\]

as desired.

Case 3: If \( \frac{2n-3}{5} < m \leq \frac{2n}{5} \) then note that \( 1 \leq m - 1 \leq \frac{2(n-1)-3}{5} \). Then

\[
F(N - n) + 3N - 2n = (n-2) \left( \binom{n-1}{2} \right) + \frac{(m-1)(3m-5)}{2} + 3N - 2n
= (n-1) \left( \binom{n}{2} \right) + \frac{m(3m-1)}{2}.
\]

Since \( m(4m - n + 1) \geq \frac{m(3m-1)}{2} \) in this range Lemma 12 implies

\[
F(N) = \max \left( (n-1) \left( \binom{n}{2} \right) + \frac{m(3m-1)}{2}, (n-1) \left( \binom{n}{2} \right) + m(4m - n + 1) \right)
\]
\[(n - 1) \binom{n}{2} + m(4m - n + 1),\]
as desired.

Case 4: If \(\frac{2n}{5} < m \leq \frac{n-1}{2}\) then note that \(\frac{2(n-1)-3}{5} \leq m - 1 \leq \frac{(n-1)-1}{2}\). Therefore we compute

\[F(N - n) + 3N - 2n = (n - 2)\binom{n-1}{2} + (m - 1)(4m - n - 2) + 3N - 2n\]
\[= (n - 1)\binom{n}{2} + m(4m - n - 3) + n.\]

Since \(m(4m - n + 1) \geq m(4m - n - 3) + n\) in this range it follows by Lemma 12 that

\[F(N) = \max \left( (n - 1)\binom{n}{2} + m(4m - n - 3) + n, (n - 1)\binom{n}{2} + m(4m - n + 1) \right)\]
\[= (n - 1)\binom{n}{2} + m(4m - n + 1),\]
as desired.

Case 5: If \(\frac{n-1}{2} < m < \frac{n+1}{2}\) then it follows that \(m = \frac{n}{2}\). Then note that \(\frac{2(n-1)-3}{5} \leq m - 1 = \frac{(n-1)-1}{2}\) and \(m - 1 \geq 1\). Therefore using Corollary 13 we obtain

\[F(N) = F(N - n) + 3N - 2n\]
\[= (n - 1)\binom{n}{2} + m(4m - n - 3) + n\]
\[= (n)\binom{n}{2} + m(2m - n),\]

where \(m = \frac{n}{2}\) is used in the final step.

Case 6: If \(\frac{n+1}{2} \leq m \leq n\) then note that \(\frac{(n-1)}{2} \leq m - 1 \leq n - 1\). Thus

\[F(N) = F(N - n) + 3N - 2n\]
\[= (n - 1)\binom{n-1}{2} + (m - 1)(2m - n - 1) + 3\binom{n}{2} + 3m - 2n\]
\[= n\binom{n}{2} + m(2m - n),\]
as claimed.

Hence the result follows in all cases by induction. \(\square\)
3. Maximum Specialty over Bipartite Graphs

In this section we compute

\[ F_B(N) = \max_{\text{G has N edges}} (S(G)). \]

In particular we prove the following theorem.

**Theorem 18.** Suppose that \( N = n^2 + m \) for \( 1 \leq m \leq 2n + 1 \), this decomposition is unique for \( N \geq 1 \). Then we have two cases based on size of \( m \).

- If \( 1 \leq m \leq n \) then \( F_B(N) = n^3 + m^2 \). This is achieved by taking a \( K_{n,n} \) and an additional vertex that connects to \( m \) vertices on one side of the original bipartition.
- If \( n + 1 \leq m \leq 2n + 1 \) then \( F_B(N) = n^3 + n^2 + m(m - n) \). This is achieved by taking a \( K_{n+1,n+1} \) and removing \( 2n + 1 - m \) disjoint edges.

![Figure 2. Maximal Graphs in Theorem 18](image)

Note that \( F_B(N) \) is trivially increasing; the proof is nearly identical to that of Lemma 8. This will be used throughout. The key to this section lies in an analog of Lemma 9, but in this case the proof gives a stronger conclusion. In a bipartite graph, a maximal vertex of one side of the bipartition is a vertex which connects to all the vertices in the other side.

**Lemma 19.** For every integer \( N \) there exists a graph \( G \) with a bipartition \( W \) and \( X \) such that each partition has a maximal vertex and \( S(G) = F_B(N) \).

**Proof.** Suppose that \( G \) has \( N \) edges with \( S(G) = F_B(N) \) but has at least one partition that does not have a vertex connected to all other vertices in the other partition. Let the bipartition of \( G \) be \( W \) and \( X \), and suppose that \( W = \{w_1, \ldots, w_k\} \) and \( X = \{x_1, \ldots, x_\ell\} \). If \( X \) does not have a universal vertex, then consider the vertex in \( W \) of minimal degree, and without loss of generality let this be \( w_k \). For each vertex \( x_i \) adjacent to \( w_k \) there exists an alternate vertex \( w_{f(i)} \) in \( W \) to which \( x_i \) does not connect, by assumption. Replace the edges \( w_k x_i \) with \( w_{f(i)} x_i \), and remove \( w_k \). Every remaining vertex has at least the same degree as it did before, and the replaced edges have at least the same weight. If \( G' \) is the altered graph, then \( S(G') \geq S(G) = F_B(N) \) and \( G' \) still has \( N \) edges, hence \( S(G') = F_B(N) \). We can
iterate this process, which decreases the vertex count each time. Thus it terminates, and it must terminate when both sides of the bipartition have a maximal vertex, as desired. 

With Lemma \[19\] it is now possible to derive two relations regarding \(F_B(N)\).

Lemma 20. If \(N = n^2 + m\) with \(n + 1 \leq m \leq 2n + 1\) then

\[
F_B(N) \leq F_B(N - 2n - 1) + 3(N - n) - 2.
\]

Otherwise \(N = n^2 + m\) with \(1 \leq m \leq n\) and

\[
F_B(N) \leq \max \left( F_B(N - 2n - 1) + 3(N - n) - 2, F(N - 2n) + 2N + n(n - 3) \right).
\]

Proof. Consider a graph \(G\) with bipartition \(W = \{w_1, \ldots, w_k\}\) and \(X = \{x_1, \ldots, x_\ell\}\) satisfying \(k \geq \ell\). Furthermore define \(w_i\) to have degree \(y_i\) and \(x_j\) to have degree \(z_j\). Applying Lemma \[19\] we may assume that \(y_k = \ell\) and \(z_\ell = k\). Then consider \(G'\) when one removes \(w_k\) and \(x_\ell\). We find

\[
F_B(N) = (S(G') + N + 1 - k - \ell) + \sum_{j=2}^{\ell} \min(y_j, \ell) + \sum_{j=2}^{k} \min(z_j, k) + \ell.
\]

If \(\ell \geq n + 1\) then \(k + \ell \geq 2n + 2\) so \(G'\) having \(N + 1 - k - \ell\) edges implies

\[
F_B(N) \leq S(G') + N + 1 - k - \ell - 2(N - \ell) + \ell
\]

\[
\leq F(N - 2n - 1) + 3(N - n) - 2.
\]

Otherwise suppose that \(n + 1 \leq m \leq 2n + 1\) and \(\ell \leq n\). Then we find \(k + \ell \geq 2\sqrt{k\ell} \geq 2\sqrt{N} > 2n + 1\) so \(k + \ell \geq 2n + 2\) and

\[
F_B(N) \leq (S(G') + N + 1 - k - \ell) + \ell(\ell - 1) + (N - \ell) + \ell
\]

\[
\leq F_B(N - 2n - 1) + 2N - 2n - 1 + n(n - 1)
\]

\[
\leq F_B(N - 2n - 1) + 3N - 3n - 2.
\]

Finally, suppose that \(1 \leq m \leq n\) and \(\ell \leq n\). Then \(k + \ell \geq 2\sqrt{k\ell} \geq 2\sqrt{N} > 2n\) so \(k + \ell \geq 2n + 1\) and we find

\[
F_B(N) \leq (S(G') + N + 1 - k - \ell) + \ell(\ell - 1) + (N - \ell) + \ell
\]

\[
\leq F_B(N - 2n) + 2N + n(n - 3),
\]

as desired. \(\square\)

We are now in a position to prove Theorem \[18\]

Lemma 21. Let \(N = n^2 + m\) with \(1 \leq m \leq 2n + 1\). Then we have two cases.

- If \(1 \leq m \leq n\) then \(F_B(N) \leq n^3 + m^2\).
- If \(n + 1 \leq m \leq 2n + 1\) then \(F_B(N) \leq n^3 + n^2 + m(m - n)\).

This gives Theorem \[18\] once one observes equality can be attained.

Proof. The proof proceeds by a direct induction on \(N\). Note that the result is trivial for \(N = 1, N = 2\) and can easily be verified for \(N = 3\) and \(N = 4\). Therefore we will assume that we are considering \(N \geq 5\) and therefore \(n \geq 2\) in the below analysis.
Case 1: If \( m = 1 \) then Lemma 20 gives that
\[
F_B(N) \leq \max(F_B((n-1)^2 - 1) + 3N - 3n - 2, F_B((n-1)^2) + 2N + n(n-3)) \\
\leq \max(n^3 - 3n + 5, n^3 + 1) = n^3 + 1,
\]
as desired.

Case 2: If \( m = 2 \) then Lemma 20 gives
\[
F_B(N) \leq \max(F_B((n-1)^2) + 3N - 3n - 2, F_B((n-1)^2 + 1) + 2N + n(n-3)) \\
\leq \max(n^3 + 3, n^3 + 4) = n^3 + 4,
\]
as desired.

Case 3: If \( 3 \leq m \leq n \) then Lemma 20 gives
\[
F_B(N) \leq \max(F_B((n-1)^2 + m - 2) + 3(N - n) - 2, F_B((n-1)^2 + (m - 1)) + 2N + n(n-3)) \\
\leq \max(n^3 + m^2 - m + 1, n^3 + m^2) = n^3 + m^2,
\]
as desired.

Case 4: If \( m = n + 1 \) then Lemma 20 gives
\[
F_B(N) \leq F_B((n-1)^2) + (m - 2) + 3(N - n) - 2 \\
\leq n^3 + m^2 - m + 1 = n^3 + n^2 + m(m - n),
\]
where \( m = n + 1 \) is used in the final deduction.

Case 5: If \( n + 1 < m \leq 2n + 1 \) then \( m - 2 \geq (n - 1) + 1 \) and Lemma 20 gives
\[
F_B(N) \leq F_B((n-1)^2 + m - 2) + 3(N - n) - 2 \\
\leq n^3 + n^2 + m^2 - mn,
\]
as desired.

Thus the inductive step follows in all cases and the proof is complete. \( \square \)

4. Maximum Specialty over Forests and Planar Graphs

Unlike the previous sections, where the methods have been largely combinatorial, the key method for these two results is clever summation by parts. The algebraic casting of the problem was the key observation for the solution given by the contestant on the original Team Selection Test problem and the specific use of summation by parts also appears in Brendan McKay’s answer to [14] where specialty of planar graphs with a specific number of vertices rather than edges is maximized.

**Theorem 22.** The maximum specialty over all forests with \( N \) edges is 1 if \( N = 1 \) and \( 2N - 2 \) if \( N \geq 2 \).

**Proof.** The case \( N = 1 \) is clear, so let \( N \geq 2 \). A specialty of \( 2N - 2 \) is achieved with a path with \( N \) edges.

Notice that given a forest, we can take two leaves in separate connected components and merge them. The resulting graph is still a forest, and the specialty has not decreased. Therefore, it suffices to study a graph \( G \) that is a tree with \( N \) edges and \( N + 1 \) vertices.
Let \( d_1 \geq \cdots \geq d_{N+1} \) be the degrees of vertices \( v_1, \ldots, v_{N+1} \) of the graph \( G \). Let \( a_i \) for \( 1 \leq i \leq N+1 \) be the number of edges between \( v_i \) and all \( v_j \) with \( j < i \). Using summation by parts we obtain

\[
S(G) = \sum_{i=1}^{N+1} a_i d_i = \sum_{i=1}^{N+1} (d_i - d_{i+1}) \left( \sum_{j=1}^{i} a_j \right),
\]

where \( d_{N+2} \) is defined to be 0. Now each difference \( d_i - d_{i+1} \geq 0 \), and \( \sum_{j=1}^{i} a_j \) is the number of edges in the induced subgraph of \( G \) obtained by restricting to vertices \( v_1, \ldots, v_i \) only. Notice the corresponding subgraph has \( i \) vertices and contains no cycles, so has at most \( i - 1 \) edges. Therefore \( \sum_{j=1}^{i} a_j \leq i - 1 \) for \( 1 \leq i \leq N + 1 \). Then

\[
S(G) \leq \sum_{i=1}^{N+1} (i-1)(d_i - d_{i+1}) = \sum_{i=2}^{N+1} d_i = 2N - d_1.
\]

Since \( N \geq 2 \), and \( G \) is a tree with \( N \) edges, we know \( d_1 + \cdots + d_{N+1} = 2N \), which implies the last equality. Furthermore, this gives \( d_1 \geq \frac{2N}{N+1} > 1 \) so \( d_1 \geq 2 \). Therefore \( S(G) \leq 2N - 2 \), and the result follows. \( \square \)

For the planar case, first notice that the graphs that \( S(G) \) on \( N \) edges, without any restrictions, are planar for \( N \leq 9 \). Therefore it suffices to study \( N \geq 10 \). We now provide a inductive construction which provides the maximal speciality for \( N \geq 33 \).

Define \( G_N \) as follows. First construct three vertices \( v_1, v_2, v_3 \) connected in a triangle and take \( k = \left\lfloor \frac{N}{3} \right\rfloor + 2 \). In each successive stage, add \( v_i \) where \( v_i \) connects to \( v_{i-1}, v_{i-2}, v_{i-3} \). Continue until we have \( k \) vertices and \( 3k - 6 \) edges total. This is clearly planar, since each new vertex can be added on the outside of the planar embedding of the graph we are constructing. Now, if \( N \equiv 1 \pmod{3} \) add an additional vertex \( v_{k+1} \) that connects only to \( v_k \). If \( N \equiv 2 \pmod{3} \) add an additional vertex \( v_{k+1} \) that connects to \( v_k, v_{k-1} \). When \( k \geq 6 \) the graph on \( \{v_1, \ldots, v_k\} \) has \( k - 6 \) vertices of degree 6, and two vertices of each degree 3, 4, 5. Indeed, \( \deg v_1 = \deg v_k = 3, \deg v_2 = \deg v_{k-1} = 4, \deg v_3 = \deg v_{k-2} = 5 \), and the rest have degree 6. It is easy to check that for \( k \geq 9 \) the weights 3, 4, 5 are each assigned to 6 edges and the remaining edges have weight 6. Thus the specialty of the graph on \( \{v_1, \ldots, v_k\} \) with \( N = 3k - 6 \) edges is \( 6(N - 18) + 72 = 6N - 36 \). Furthermore, adding \( v_{k+1} \) in the case when \( N \equiv 1 \pmod{3} \) adds a total of 4 to the specialty, and adding \( v_{k+1} \) in the \( N \equiv 2 \pmod{3} \) case adds a total of 10 to the specialty. Therefore the total specialty is \( 6(N - 1) - 36 + 4 = 6N - 38 \) and \( 6(N - 2) - 36 + 10 = 6N - 38 \) in these cases. Hence our construction, which is valid when \( k \geq 9 \) or \( N \geq 21 \), yields

\[
S(G_N) = \begin{cases} 
3N - 36, & \text{if } N \equiv 0 \pmod{3} \\
6N - 38, & \text{otherwise.}
\end{cases}
\]

As we will see, this construction turns out to be optimal for the regime \( N \geq 33 \).

**Theorem 23.** The maximum specialty over all planar graphs with \( N \geq 33 \) edges is \( 6N - 36 \) if \( N \equiv 0 \pmod{3} \) and \( 6N - 38 \) otherwise.

**Proof.** The constructions are given above. Now recall the classical fact that any planar graph with \( n \geq 3 \) vertices has at most \( 3n - 6 \) edges. We can exploit this inequality in the same vein as in the proof of Theorem 22. Since \( N \geq 33 \) in this proof, the graphs we will consider always have at least 9 vertices.
Let \( v_1, \ldots, v_k \) be the vertices of \( G \) with \( N \) edges, and suppose that \( d_1, \ldots, d_k \) are the respective degrees of the \( v_i \) with \( d_1 \geq \cdots \geq d_k \geq 1 \). Furthermore let \( a_i \) for \( 1 \leq i \leq k \) be the number of edges between \( v_i \) and \( v_j \) with \( j < i \). Note that \( \sum_{j=1}^{i} a_j \) is the number of edges in the induced subgraph of \( G \) obtained by restricting to vertices \( v_1, \ldots, v_i \) only. Therefore \( \sum_{j=1}^{i} a_j \leq 3i - 6 \) for \( i \geq 3 \) and \( a_1 = 0, a_1 + a_2 \leq 1 \). Furthermore, \( \sum_{j=1}^{i} a_j \leq N \) for all \( i \). Finally, for convenience let \( d_{k+1} = 0 \). Then, as before,

\[
S(G) = \sum_{i=1}^{k} a_i d_i = \sum_{i=1}^{k} (d_i - d_{i+1}) \left( \sum_{j=1}^{i} a_j \right).
\]

We break into cases based on \( N \pmod{3} \).

Case 1: \( N \equiv 0 \pmod{3} \), in which case we find

\[
S(G) \leq (d_2 - d_3) + \sum_{i=3}^{k} (3i - 6)(d_i - d_{i+1})
\]

\[
\leq d_2 + 2d_3 + 3 \sum_{i=4}^{k} d_i
\]

\[
\leq 6N - 3d_1 - 2d_2 - d_3,
\]

using \( \sum_{i=1}^{k} d_i = 2N \).

Case 2: \( N \equiv 1 \pmod{3} \), in which case we find

\[
S(G) \leq (d_2 - d_3) + \sum_{i=3}^{k-1} (3i - 6)(d_i - d_{i+1}) + (3k - 8)(d_k - d_{k+1})
\]

\[
\leq d_2 + 2d_3 + 3 \sum_{i=4}^{k-1} d_i + d_k
\]

\[
\leq 6N - 3d_1 - 2d_2 - d_3 - 2d_k
\]

\[
\leq 6N - 3d_1 - 2d_2 - d_3 - 2,
\]
where we used the fact that $\sum_{i=1}^{k} a_i = N$ and $\sum_{i=1}^{k} a_i \leq 3k - 6$ to deduce $\sum_{i=1}^{k} a_i \leq 3k - 8$, based on the modular condition on $N$.

Case 3: $N \equiv 2 \pmod{3}$, in which case we find

$$S(G) \leq (d_2 - d_3) + \sum_{i=3}^{k-1} (3i - 6)(d_i - d_{i+1}) + (3k - 7)(d_k - d_{k+1})$$

$$\leq d_2 + 2d_3 + 3 \sum_{i=4}^{k-1} d_i + 2d_k$$

$$\leq 6N - 3d_1 - 2d_2 - d_3 - d_k$$

$$\leq 6N - 3d_1 - 2d_2 - d_3 - 1,$$

where we used the fact that $\sum_{i=1}^{k} a_i = N$ and $\sum_{i=1}^{k} a_i \leq 3k - 6$ to deduce $\sum_{i=1}^{k} a_i \leq 3k - 7$, based on the modular condition on $N$. However, we can improve this bound by carefully considering the possible equality cases: we must have $d_k = a_k = 1$, hence $N = \sum_{i=1}^{k} a_i = \sum_{i=1}^{k-1} a_i + 1 \leq 3(k - 1) - 6 + 1 = 3k - 8$. Hence for any hypothetical equality cases $G$, we can sharpen to

$$S(G) \leq (d_2 - d_3) + \sum_{i=3}^{k-1} (3i - 6)(d_i - d_{i+1}) + (3k - 8)(d_k - d_{k+1})$$

$$\leq d_2 + 2d_3 + 3 \sum_{i=3}^{k-2} d_i + d_k$$

$$\leq 6N - 3d_1 - 2d_2 - d_3 - 2d_k$$

$$\leq 6N - 3d_1 - 2d_2 - d_3 - 2$$

and therefore there in fact are no equality cases, so that

$$S(G) \leq 6N - 3d_1 - 2d_2 - d_3 - 2$$

for all $G$ with $N$ edges and $N \equiv 2 \pmod{3}$.

To finish note that if $G$ satisfies $3d_1 + 2d_2 + d_3 \geq 36$, then we are done regardless of which case we are in. Therefore it suffices to consider $3d_1 + 2d_2 + d_3 \leq 35$. Thus since $d_3 \geq 1$ we have $5d_2 \leq 3d_1 + 2d_2 \leq 34$ and hence $d_2 \leq 6$. Similarly since $6d_3 \leq 3d_1 + 2d_2 + d_3 \leq 35$ it follows that $d_3 \leq 5$, and thus $d_i \leq d_3 \leq 5$ for $i \geq 3$. Now at most one edge has weight $d_2 = 6$, which is a potential edge between $v_1, v_2$. The remaining edges all have at least one vertex of degree at most 5, so

$$S(G) \leq 6 + 5(N - 1) \leq 6N - 38$$

and the result follows for $N \geq 39$. For $33 \leq N \leq 38$ a more careful analysis involving $d_k$ is necessary. Clearly $d_k \leq 5$ since $G$ is planar, and we may assume we are working in the case where $3d_1 + 2d_2 + d_3 < 36$. In particular, it is still true that at most one edge has weight 6 and the rest have weight $\leq 5$. We can also assume the graph $G$ under consideration is a connected graph, since combining two vertices on the convex hulls of the embeddings of disconnected components $G_1, G_2$ yields a graph that is connected and has at least the same specialty as before.
Case 1: Suppose that $2 \leq d_k \leq 3$. If $d_k = 2$ then note that

$$S(G) \leq 6 + 2(2) + 5(N - 3) = 5N - 5 \leq 6N - 38,$$

which follows as $N \geq 33$. Otherwise $d_k = 3$ and

$$S(G) \leq 6 + 3(3) + 5(N - 4) = 5N - 5 \leq 6N - 38,$$

which follows as $N \geq 33$.

Case 2: Suppose that $d_k = 4$. Then note that

$$S(G) \leq 6 + 4(4) + 5(N - 5) \leq 6N - 36,$$

which holds for $N \geq 33$. Thus the result is settled for $N \equiv 0 \pmod{3}$. If $N \equiv 1 \pmod{3}$, then we derived earlier the inequality

$$S(G) \leq 6N - 3d_1 - 2d_2 - d_3 - 2d_k.$$

If $3d_1 + 2d_2 + d_3 + 2d_k \geq 38$ then it is settled. Otherwise, $3d_1 + 2d_2 + d_3 + 2d_k < 38$. Note that $30 = 38 - 2d_k > 3d_1 + 2d_2 + d_3 \geq 6d_3$ so $d_3 < 5$. Also, $5d_2 \leq 3d_1 + 2d_2 < 30$ so $d_2 \leq 5$. Thus that all edges except perhaps between $v_1, v_2$ have weight $\leq 4$ and

$$S(G) \leq 4(N - 1) + 5 < 6N - 38$$

for $N \geq 20$. Finally, if $N \equiv 2 \pmod{3}$ then, similarly, we only need to handle the case when $3d_1 + 2d_2 + d_3 + d_k < 38$. Then $6d_3 < 34$ or $d_3 \leq 5$ and $30 \geq 38 - d_3 - d_k > 3d_1 + 2d_2 \geq 5d_2$ so $d_2 < 6$. Therefore it follows that

$$S(G) \leq 5(N - 4) + 16 \leq 6N - 38,$$

which holds for $N = 35$ and $N = 38$, the cases under consideration.

Case 3: Suppose that $d_k = 5$. If $N \equiv 1 \pmod{3}$ then

$$S(G) \leq 6N - 3d_1 - 2d_2 - d_3 - 2d_k$$

$$\leq 6N - 40 < 6N - 38,$$

as desired. If $N \equiv 2 \pmod{3}$ then

$$S(G) \leq 6N - 3d_1 - 2d_2 - d_3 - d_k,$$

so we only need consider the case $3d_1 + 2d_2 + d_3 + d_k < 38$. That implies $3d_1 < 38 - 2d_2 - d_3 - d_k \leq 18$, hence $d_1 = 5$. Therefore the degree sequence is $(5, \ldots, 5)$, implying $N \equiv 0 \pmod{5}$ and thus $N = 35$. Thus there are 14 5’s in the degree sequence. However, by Theorem 1 in [19], no such planar graph exists. Finally, suppose $N \equiv 0 \pmod{3}$. We need only consider cases when $3d_1 + 2d_2 + d_3 < 36$. Thus $d_3 < 6$. Since $d_3 \geq d_k = 5$, we conclude $d_3 = 5$. Now if $d_1 = d_2 = 5$ then $N = \equiv 0 \pmod{5}$ but we are only considering $N = 33$ and $N = 36$ in this case. If $d_1 = 6$ and $d_2 = 5$ the degree sequence is $(6, 5, \ldots, 5)$, hence $N = 33$ and there are 12 5’s. However, no such planar graph exists by Theorem 2 in [19]. Finally, if $d_1 = d_2 = 6$ then note that the degree sequence is $(6, 6, 5, \ldots, 5)$, hence $N = 36$ is forced and there are 12 5’s. In this case $S(G) \leq 5(N - 1) + 6$, which is precisely 1 more than the claimed bound of $6N - 36$. For equality to occur, however, there must exist an edge between the two vertices of degree 6. Removing this, we are left with a planar graph on 14 vertices, each with degree 5. However, this does not exist by Theorem 1 in [19]. Therefore this case is complete.

Case 4: Finally, suppose that $d_k = 1$. If $N \equiv 0 \pmod{3}$ then $S(G) \leq 6 + 1 + 5(N - 2)$, which is at most the claimed bound of $6N - 36$ when $N \geq 33$, as desired. If $N \equiv 2
(mod 3) then by the same reasoning above $S(G) \leq 6 + 5(N - 2) + 1$ and this is at most the claimed bound of $6N - 38$ for $N \geq 35$, as desired. Finally if $N \equiv 1 \pmod{3}$ then note that $S(G) \leq 1 + 6 + 5(N - 2)$ as above and this is less than $6N - 38$ for $N = 37$ and exactly one more than the claimed bound for $N = 34$. Consider $N = 34$. In order to violate the claimed bound, equality must hold. In this case, we see $d_{k-1} \notin \{2, 3, 4\}$. In particular, in any of these cases there is an edge from $v_{k-1}$ not connected to $v_k$ and the above bound estimates that this edge has weight 5 while it does not. If $d_{k-1} = 1$ then $v_{k-1}$ and $v_k$ are forced to connect in the equality case. However, this creates a disconnected component in $G$, which we assumed was not the case. Thus $d_{k-1} \geq 5$. Remembering $3d_1 + 2d_2 + d_3 < 36$, we have $d_3 \leq 5$ and thus $d_3 = \cdots = d_{k-1} = 5$. Furthermore, for this equality to hold we need the edge of weight 6 between $v_1, v_2$. Thus $d_2 = 6$ and therefore since $3d_1 + 2d_2 + d_3 < 36$ we find $3d_1 < 19$, implying $d_1 = 6$. Finally, $G$ has degree sequence $(6, 6, 5, \ldots, 5, 1)$ with 11 5’s. For equality to occur we have an edge between the two vertices of degree 6 and removing this vertex gives $(5, \ldots, 5, 1)$ where there are 13 5’s. Removing the vertex of degree 1 leaves a planar graph $(5, \ldots, 5, 4)$ with 12 5’s. By Theorem 2 in [19], such a planar graph does not exist and we are finished. 

To see that the threshold above is sharp, notice that the icosahedral graph $I$ is planar, 5-regular, has $N = 30$ edges, and satisfies $S(I) = 5 \cdot 30 > 6 \cdot 30 - 36$. Select arbitrary edge $uv$ of $I$ and add a new vertex attached only to $u, v$ to create planar graph $I'$ with $N = 32$ edges. Delete edge $uv$ from $I'$ to create planar graph $I''$ with $N = 31$ edges. Then $S(I') = 6 \cdot 1 + 5 \cdot 29 + 2 \cdot 2 > 6 \cdot 32 - 38$ and $S(I'') = 5 \cdot 29 + 2 \cdot 2 > 6 \cdot 31 - 38$. Therefore, the result above does not hold for $N = 30, 31, 32$. With little difficulty one can adapt the proof above to show that $I$ is optimal for $N = 30$. Indeed, we have 

$$S(G) \leq 6 \cdot 30 - 3d_1 - 2d_2 - d_1 \leq 150$$

unless $3d_1 + 2d_2 + d_3 < 30$, in which case $d_2 \leq 5$ follows. Hence all edges have weight $\leq 5$, implying $S(G) \leq 5 \cdot 30 = 150$. We suspect that similar arguments will yield that either $I''$ and $I'$ or graphs with very similar degree sequences will be optimal for $N = 31, 32$, respectively.

We end by noting that, similar to a comment by Brendan McKay in [14], if a graph $G$ satisfies the property that every subgraph has average degree at most $\Delta$, then its specialty satisfies $S(G) \leq \Delta N$. The proof uses summation by parts in an identical manner to the above proofs. In particular, any graph family closed under minors, other than the set of all graphs, by [17], has linear specialty.

5. Open Questions

Given the results of Theorem 23, we immediately ask the following question.

**Question 24.** What is the maximum specialty of a planar graph when restricted to $N$ edges with $N$ between 10 and 32 but not equal to 30 edges?

The results of this paper however otherwise settle the maximum specialty of a graph when restricted to a specific number of edges in the case of all graphs, bipartite graphs, forests, and planar graphs, and therefore it is natural to ask for finer control of specialty. In particular it is natural to ask which graphs maximize specialty with a fixed number of vertices and edges. However note that the optimizing graphs in Theorems 3, 18, 22, 23 always have the minimum possible number of vertices and therefore one can simply add on isolated vertices.
until the required vertex count. Therefore it is necessary for one to further restrict to the case where \( G \) is connected. Let \( \mathcal{CG}(N, n) \) be the set of connected graphs with \( N \) edges and \( n \) vertices.

**Question 25.** What is the behaviour of \( F(N, n) = \max_{G \in \mathcal{CG}(N, n)} (S(G)) \)?

In particular, how does the behaviour change when \( N \) grows linearly in \( n \) versus when \( N \) grows quadratically in \( n \)? How does this behavior change when \( G \) is further restricted to be bipartite?
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