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Abstract—Network slicing envisions the 5th generation (5G) mobile network resource allocation to be based on different requirements for different services, such as Ultra-Reliable Low Latency Communication (URLLC) and Enhanced Mobile Broadband (eMBB). Open Radio Access Network (O-RAN), proposes an open and disaggregated concept of RAN by modularizing the functionalities into independent components. Network slicing for O-RAN can significantly improve performance. Therefore, an advanced resource allocation solution for network slicing in O-RAN is proposed in this study by applying Reinforcement Learning (RL). This research demonstrates an RL compatible simplified edge network simulator with three components, user equipment (UE), Edge O-Cloud, and Regional O-Cloud. This simulator is later used to discover how to improve throughput for targeted network slice(s) by dynamically allocating unused bandwidth from other slices. Increasing the throughput for certain network slicing can also benefit the end users with a higher average data rate, peak rate, or shorter transmission time. The results show that the RL model can provide eMBB traffic with a high peak rate and shorter transmission time for URLLC compared to balanced and eMBB focus baselines.

Index Terms—network slicing, O-RAN, CU-DU, functional split, bandwidth optimization, RL, Q-learning.

I. INTRODUCTION

The new era of entering the 5th generation (5G) mobile networking started with 3GPP Release 15. Later on 5G New Radio (5G NR) technology was defined in more detail in Release 16 with more advanced capabilities [1]. This new definition of Radio Access Network (RAN) has introduced possibilities of redefining the resource allocation for traffic on the edge network.

In 5G NR, network slicing helps fulfilling different Key Performance Indicators (KPI) required by various service types. There are three new characteristic services in 5G, enhanced Mobile Broadband (eMBB), Ultra-Reliable and Low Latency (URLLC), and massive Machine Type Communications (mMTC). They represent different needs from the user equipment (UE). eMBB is looking for a high peak rate, while URLLC demands lower delays and mMTC requests massive connections for 5G devices in the range in [2], [3]. Throughput and latency are the two common KPIs to monitor or differentiate between different services.

On a parallel but different track, the O-RAN Alliance [4] defined programmable O-RAN components by dividing functions into smaller modularized elements with advanced virtualization technology and openness [5]. This way, any parties interested in contributing to the RAN industry could interoperate their products and enter the market of intelligent mobile network [6].

Functional split between O-RAN components becomes a critical topic [7]. It provides a foundation for O-RAN to design the virtualized disaggregate implementation. For example, the functionality of Baseband Unit (BBU) could be split into a distributed unit (DU) and a centralized unit (CU), where O-RAN takes an extra step of virtualization and turns the components into vDU and vCU. The connection between the DU and CU is called midhaul, or F1-u interface [8]. O-RAN can therefore manage the network slicing within different stages of the functional splits between other modularized components. To handle RAN behaviour between modules and more, RAN Intelligent Controller (RIC) is introduced in O-RAN architecture [9].

O-RAN empowers resource allocation for network slicing via functional split between different elements in Fig. 1. The traffic with different requirements can have more options to travel along the network. This new functional split concept has shifted the focus of resource allocation solutions from scheduling in frequency and time domain of radio unit (RU) into hardware and software resources toward the BBU side. Thanks to a tremendous amount of work already done on traffic classification, components in O-RAN are able to use known Quality of Service (QoS) labels to allocate the bandwidth. In this research, we focus on allocating the resource specifically on bandwidth sharing on the F1-u interface in disaggregated...
ORAN architecture.

Machine Learning (ML) has demonstrated its powerful ability on optimizing the complex 5G wireless network with massive data collected [10]. Therefore, to further improve the bandwidth optimization achieved by the functional split, this paper proposes a Reinforcement Learning (RL)-based algorithm, to optimize the target network slice, eMBB, without impacting other slices. The results show it can also improve the QoS of user equipments (UEs) by dynamically changing the bandwidth between network slices on an O-RAN single CU multi DU architecture.

The rest of this paper is organized as follows. In Section II, we review the related works. In Section III, the system model is described in detail, including the integration of functional split and network slicing between O-RAN components. Section IV provides the methodology for fitting the RL model between O-RAN components. Section V shows the result and analysis of our work. Section VI provides the conclusion.

II. RELATED WORK

Several ML algorithms are proposed to optimize the physical resource blocks (RBs) between different network slices and use case classes such as eMBB and URLLC. Bektas et al. [11] implemented the SAMUS framework to predict incoming traffic. The result provides an insight into different network slicing operations and discussion about the trade-off between the data rate of eMBB or latency of URLLC. Another ML approach solved the localization uncertainty with beam management for the resource allocation on gNB [12]. Mollahasani et al. [13] implemented a soft actor-critic algorithm that the functional split on the three-layer radio unit (RU)-DU-CU performs better than the two-layer RU-BBU design. Sun et al. [16] introduced a learning-based model to allocate shared bandwidth between different network slices in a single BBU of C-RAN architecture on the fronthaul interface.

On top of the mentioned related works, we propose a data-driven solution to make the bandwidth allocation dynamically on the midhaul interfaces between multiple DUs and a single CU shown in Fig. 2. Then, we provide an extensive performance evaluation for this approach, proving that our technique yields a better QoS to the moving UEs.

III. SYSTEM MODEL

Edge and Regional O-Clouds are defined by O-RAN classification group to address different UE requirements in a network [17]. We consider a wireless network following this approach which has \( J \) Edge O-Clouds that each one consists of one DU\(^1\) and one RU\(^2\). These Edge O-Clouds connect to a single Regional O-Cloud in the center of these Edge O-Clouds (Fig. 2). The Regional O-Cloud includes a Non-Real Time RAN Intelligent Controller (Non-RT RIC) [18], one CU, and an umbrella RU-DU to improve the coverage of the area. This topology design can easily add the UE mobility into the formula where a UE could move within the range of the Edge O-Clouds. Fig. 1 illustrates our proposed sliced-based bandwidth optimization between the Edge and Regional O-Cloud. The function split between DU and CU is chosen as the split option 2 defined by 3GPP [7].

The group of Edge O-Clouds (\( \mathcal{J} \)) forms a honeycomb hex in Fig. 2. Each Edge O-Cloud (\( j \in \mathcal{J} \)) connects to the Regional O-Cloud with one midhaul interface. A midhaul interface is divided into \( K \) network slices and bandwidth ratio of each slice (\( k \in K \)) is represented by \( b_{j,k}^t \) at time \( t \) (Fig. 1). This study defines three (\( K = 3 \)) slice types: eMBB, URLLC, and voice. Also, this model may implement mMTC as a fourth slice, but mMTC service type is out of scope in this paper.

\(^1\)Due to having a single dedicated DU in each Edge O-Cloud, we use these two terms interchangeably in this paper.

\(^2\)RU has a radius of 300 meters in 5G, a shorter range compared to older mobile generations but this can vary based on operator settings.
Each UE \((i \in I)\) belongs to only one of these slice types. Lastly, each UE has a movement type \((v \in V)\), which can be stationary, pedestrian, and vehicle. Table I represents the remaining notations used in this paper.

Unlike the other studies on resource allocation using functional split and network slicing \([11, 15, 16]\), we focus on the throughput optimization problem by applying the RL within a single agent multi nodes model on O-RAN split option 2 between CU and DU on F1-u midhaul interface.

IV. PROPOSED SOLUTION

To implement this single sharable agent, the model-free Q-learning is selected as the learning strategy. Q-learning follows the Markov decision process (MDP) by finding an optimal policy from the system described by state \((S)\), action \((A)\), and reward \((R)\). The following are the definition of the three main factors in our system.

A. Action

The controller is taking a small step for each Edge O-Cloud \(j\) by adding or removing some percentage of the total bandwidth \((a_{j,k}^t)\) from the network slice \(k\) within a given range \((A)\) of total bandwidth at time \(t\) represented in Eq. (1). The sum of changes needs to be zero in Eq. (2) because all network slices share the same midhaul interface in the same Edge O-Cloud shown in Fig. 1. Therefore, the action space in the Q table can be reduced to \(K\)-1 slices. Applying this idea to our model, the Q table records actions of eMBB and URLLC slices.

\[
A(t) = \{\{a_{j,k}^t \in A|j \in J, k \in K\}
\]
\[
\sum_{k=0}^{K} a_{j,k}^t = 0, \ \forall j \in J, \forall t \in T
\]  

B. State

In our proposed scheme, in the Q table, the state can be represented by two components in the Edge O-Cloud \(j\) in Eq. (3).

- Percentage of total bandwidth allocation \(b_{j,k}\) for each network slice \(k\) on the shared midhaul interface.
- User counts per slice \(u_{j,k}\).

The state \(S_j(t)\) at timestamp \(t\) is described by the bandwidth changed from earlier action \(A(t-1)\). In other words, the timestamp of \(t-1\) here represents the state at the moment before the action \(A(t)\) is applied to the bandwidth.

\[
S_j(t) = \{\{s_{j,k}^{t-1}|k \in K\}, \{u_{j,k}^{t-1}|k \in K\}\}
\]  

C. Reward

Increasing the eMBB throughput is one of the main goals of this study. Therefore, the controller calculates the reward based heavily on the Edge O-Cloud throughput of the eMBB rate and the average eMBB QoS on UE. The negative part of the reward on Eq. (4) is to guarantee a minimum bandwidth \((L)\) for the network slices. Therefore, the network slice will always have some free bandwidth for the subsequent UE request. The positive part of the reward on Eq. (5) is the sum of the following three components, the increase of free bandwidth \((\mathcal{F})\), current used bandwidth \((B)\), and UE data rate \((D)\). Therefore, the reward combines the negative and positive portion in Eq. (6). The scale factor(s) and weight factor \((w)\) are both implemented to maintain the component calculated on the same scale and rank each component’s importance.

\[
N_j(t) = \sum_{k \in K} \begin{cases} 1 & \text{if } b_{j,k}^t < L \\ 0 & \text{otherwise} \end{cases}
\]
\[
P_j(t) = \sum_{k \in K} (s_{1,k}^t \Delta b_{j,k}^t + s_{2,k}^t B_{j,k}^t + s_{3,k}^t D_{j,k}^t)
\]
\[
R_j(t) = w_p P_j(t) - w_n N_j(t)
\]  

Algorithm 1 Q-learning Based Solution

1: Initialization:
2: Each DU \(j\) starts with bandwidth \(b_{j,k}\) for each \(k\) slice
3: Each UE \(i\) is randomly assigned with moving speed \(v_i\) m/s and network slice \(k\)
4: Each UE \(i\) connects to nearby DU \(j\) and requesting \(y_i\) GB data
5: For Each environment step at time \(t\) do
6: UE \((i)\) moves \(v_i\) m/s, receives \(d_i\) G/s
7: Controller observes state \(s_t\)
8: \(x \leftarrow\) uniform random number between 0 and 1
9: if \(x \geq \epsilon\) then
10: Select \(A_j^t = [a_{k1,j}^t, a_{k2,j}^t, \ldots] = \arg \max_a Q(s_t, a_t)\) for each DU \(j\)
11: else
12: Select random action \(A_j^t\) for each DU \(j\)
13: end if
14: Execute \(A_j^t\) for each DU \(j\)
15: Observe the next state \(s_{t+1}\) and reward \(r_{t+1}\)
16: Update Value Action: \(Q(s, a) \leftarrow (1 - \alpha)Q(s, a) + \alpha [r_{t+1} + \gamma \max_a Q(s_{t+1}, A)]\)
17: end for

D. Sharable Q Table Approaches

All DUs share the same Q table by referencing the table from its states and actions. In the Q table, the state space composed by the bandwidth in percentage \(b_{j,k}\) of each network slice \(k\) and the connected user counts \(u_{j,k}\) on Edge O-Cloud \(j\). This state representation allows the Q table to be shared and updated by all \(J\) DUs independently in each step. This sharing strategy is based on similar environment settings in the neighboring DUs. The important variable is the incoming UE requests which will impact the required bandwidth of different network slices accordingly. Hence, the bandwidth distribution of slices and user counts are selected as the state of the Q table. These parameters change over time in each...
DU during the simulation by UEs’ movement and QoS types. Thus, each DU creates a specific scenario or state that could apply to neighbor DUs later. Additionally, the RL controller can rapidly fill the Q table by randomly selecting actions for each DU.

As described in Algorithm 1, the Q learning model is trained for $N$ episodes, and each episode contains $T$ seconds. On initialization, each network slice $k$ of each DU $j$ starts with $\beta_{j,k}$ percent of bandwidth. Each UE $i$ is assigned to a fixed data amount $y_i$, a network slice $k$, and a movement type defined in Table II. After the simulation begins, several events happen simultaneously on each second $(t)$.

- Each UE $i$ moves $v_i$ meter based on its movement type, which is independent of the QoS traffic type. The UE $i$ also receives $d_i$ GB data after connecting to a nearby Edge O-Cloud $j$. The sum of connected UEs’ data rate $\sum d_i$ will be the used as the throughput $B$ of the DU $j$.
- On the Regional O-Cloud, the Non-RT RIC will check the incoming request of traffic for each DU $j$ as a state $s_j(t)$. Based on an epsilon-greedy approach ($\epsilon$), the RIC will randomly pick an action $a_{j,k} \in A_j$ or look up from the Q table to find the best action for the Edge O-Cloud to take. The action $a_{j,k}$ causes the increasing or decreasing the bandwidth $b_{j,k}$ of a network slice $k$. After the action is taken, the Edge O-Cloud will update the Q table accordingly with reward $R_j(t)$.

**TABLE II: Environment Parameters**

| Variables            | Unit       |
|----------------------|------------|
| eMBB Initial Rate    | 1 GB/s     |
| URLLC Initial Rate   | 100 MB/s   |
| Voice Initial Rate   | 100 MB/s   |
| eMBB Max Rate        | N/A        |
| URLLC Max Rate       | 5 GB/s     |
| Voice Max Rate       | 1 GB/s     |
| Movement Speed       |            |
| Stationary Speed     | 0 km/hr    |
| Pedestrian Speed     | 0 km/hr to 10 km/hr |
| Vehicular Speed      | 10 km/hr to 120 km/hr |
| Testset              |            |
| eMBB UEs             | (1000, 2000, 3000, 4000, 5000) |
| URLLC UEs            | 500, 1000  |
| Voice UEs            | 1000, 500  |
| Bandwidth (%)        |            |
| Balanced             | 40, 30, 30 |
| eMBB Focus           | 90, 5, 5   |

**V. PERFORMANCE EVALUATION**

**A. Simulation Platform**

The simulation environment is implemented with a Python framework, SimPy [19]. The framework is designed for handling ”process-based discrete-event,” which is ideal for our heavy need of scheduling and queuing in the edge network to handle various UE events and data transmission. The RL environment is implemented in OpenAI gym environment [20]. The gym environment is able to stack and interact with the SimPy network environment and can be easily applied with other RL algorithms in the future. The implemented network slices are eMBB, URLLC and Voice.

The environment has the following parameters defined in Table II. Each network slice has its initial data rate to assign to newly connected UEs. Meanwhile, these UEs may demand more data rate if connected Edge O-Cloud has free bandwidth in the dedicated slice. Each UE movement type has a given range of movement speed per second according to [2]. By taking action every second with the same time unit used by UE movement, the reward can be calculated for evaluation on every second. To evaluate the performance of our model in different traffic demands, two sets of UE parameters are proposed. In the first case, URLLC has 500 UEs, and voice has 1000 UEs, which is called the ”Mid traffic profile.” In the second case, ”High traffic profile,” URLLC has 1000 UEs, and voice has 500 UEs. The naming of profiles is based on the traffic demand differently between these two slice types. By the definition of those services, URLLC is known to request higher data than Voice data; thus, increasing the number of URLLC UEs will lead to more traffic demand to the network. In both cases, the number of eMBB UEs increases from 100 UEs to 500 UEs. With concept of stress test, increasing 100 eMBB UEs each time can show the model’s response to the significant increase in traffic demand.

In addition, two sets of baselines (Table II) are proposed to evaluate the proposed solution. The first one is the ”Balanced” profile, which has a slightly higher bandwidth distribution to eMBB of 40% while URLLC and Voice have 30% of bandwidth allocated. The other one is the ”eMBB Focus” profile. This profile gives 90% bandwidth to the eMBB slice.

The proposed Q-learning model is trained on different eMBB UEs defined in Table II. Fig. 3 shows the learning curves of these scenarios. Each use case can converge to the optimum solution after around 400 iterations.

**B. Results and Analysis**

Fig. 4 illustrates the comparison between two baselines and our Q-learning model on 120 second simulation on O-Clouds. For each eMBB user scenario, three bars represent...
the bandwidth allocating result of Balanced, eMBB focus, and Q-learning from left to right. In Fig. 4, both mid or high traffic profiles show the same trend. The figure illustrates that the balanced baseline can provide sufficient bandwidth to all network slices up to 300 eMBB UEs. This balanced-fixed bandwidth approach is inadequate for a higher number of eMBB users starting from 400 eMBB UEs. On the other hand, the eMBB focus profile, base90, cannot provide enough bandwidth for URLLC slice since the beginning of 100 eMBB UEs, but it has the highest eMBB throughput on 500 eMBB UEs. In other words, at least one network slice may not be able to demand more bandwidth from the Edge O-Cloud on one of the baselines. Conversely, the Q-learning model can dynamically assign unused portions from less busy slices to high traffic demand slice(s). Fig. 4 shows eMBB always has the highest bandwidth assigned while URLLC and the voice have adequate bandwidth allocated. In addition, the total bandwidth utilization is higher on Q-learning compared to both balanced and eMBB focus baselines by at least 5%. The Q-learning model provides a better bandwidth distribution with fairness and total bandwidth utilization to handle all network slices on the throughput comparison.

Meanwhile, the simulation also reflects the QoS of UEs. Data rate and time to finish static data requests are two good QoS indicators. We illustrate the result of UE experiences in Fig. 5 and Fig. 6.

Fig. 5 shows the eMBB user data rate distribution during the simulation. The result of the balanced baseline in blue illustrates a degradation of the eMBB peak rate when the eMBB user count increases in the network. The eMBB focus baseline in orange shows its ability to provide the best QoS for eMBB users without impacting the peak rate while eMBB users increase in the network. Q-learning model in green can uphold the peak eMBB rate regardlessly in Fig. 5(a). This shows that minor loss of bandwidth is not impacting the QoS much in the scope of the peak rate. However, Q-learning is not able to provide a good peak rate when reaching the 500 eMBB users in the high traffic scenario compared to the eMBB focus baseline in Fig. 5(b). We propose that the degradation of the peak rate is acceptable here compared to the saturated bandwidth of URLLC on the Edge O-Cloud side.

In the result of transmission time in Fig. 6, the balanced baseline has a similar transmission duration compared to the result of Q-learning. On the other hand, the eMBB focus baseline takes a significantly longer time to finish for URLLC data which is against the definition of URLLC. On average duration, Q-learning can finish the transmission faster than baseline in both balanced and eMBB focus baselines. This indicates that the minor throughput loss on eMBB in Q-learning model compared to the eMBB focus baseline on the Edge O-Cloud side is not negatively impacting the QoS of UE, especially not on the transmission time. This means the Q-learning solution gives a better bandwidth fairness solution than the eMBB focus scenario when Edge O-Cloud has high traffic demand from all slices. Compared to the balanced scenario, the Q-learning model can provide a better eMBB QoS solution by increasing the throughput of eMBB as much as possible without impacting throughput and QoS on other slices.

VI. Conclusion

This study proposes an RL solution to optimize resource allocation by integrating O-RAN functional split and network slicing. The contribution of our work focuses on bandwidth optimization on a 5G O-RAN single CU multi DU architecture. With a sharable Q table in Q-learning, our model gives a data-driven solution for bandwidth optimization on disaggregated 5G O-RAN with fairness to the throughput of network slices and improves the QoS of UEs. In our future work, we plan to use other RL techniques and extend the design in this paper to improve QoS for high-speed vehicles.
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