Three-dimensional interactive cursor based on voxel patterns for autostereoscopic displays
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ABSTRACT
A three-dimensional (3D) cursor for autostereoscopic 3D displays was proposed. The cursor is based on voxel patterns. In the experiments, the cursor position is interactively controlled in 3D by a computer mouse with a scroll wheel. A computer program operates in the image plane of the 3D display directly without complicated geometric calculations. The results were verified in a 3D display with a parallax barrier and can be applied to other types of autostereoscopic displays.
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1. Introduction

Three-dimensional (3D) displays play an important role in modern imaging. Among them, the autostereoscopic displays [1,2] provide a natural perception of the depth with no eye gear. In this paper, we are intentionally limited by this particular type of 3D display. The virtual reality and holographic displays are not discussed; however, specific holographic patterns are discovered [3]. Binocular stereoscopic displays (e.g. polarization or time-sequential) are not considered.

An autostereoscopic 3D display (ASD) provides a ‘3D image without the viewer needing to wear any special viewing gear’, a quote from [2]; similar definitions can be found in [4–6] and elsewhere. In multiview glass-free displays, a binocular image is perceived freely. The position of an observer is not fixed, and there is freedom to move within a certain region. With a glass-free natural viewing, an observer may sit or walk in front of the display. No head/eye tracking is needed.

We consider a specific issue of interactive multiview imaging: how to make a dynamically controlled real-time 3D cursor. We propose the cursor based on patterns in the image plane of ASD, recalling that distinct arrangements consisting of multiple repeated fragments can be recognized in the image plane of various types of ASD [7–9]. As a practical example of such an arrangement, we show a magnified part of the testing image in Figure 1 (note the repeated slanted structures in this image).

These arrangements can be treated as overlaps of certain elementary patterns. The patterns can be systematized so that each pattern would correspond to a fundamental zero-dimensional object, the point in the 3D space (voxel). Thus, we may refer to these patterns as voxel patterns (VP). Strictly, VP is an approximate but accurate enough planar representation of the mathematical 3D voxel. Such a pattern looks like a specific formation (‘constellation’) of the elementary units in the image plane. (See Figure 2 with the patterns ‘extracted’ from the arrangements.)

When browsing 3D photographs or watching a 3D movie, only limited actions are required (e.g. start, stop, pause, next, previous, etc.). Sometimes, static markers (e.g. subtitles) are added. Known methods can implement such common operations because the mentioned actions are not related specifically to 3D.

However, in creating, developing, improving, and modifying 3D images in the 3D space, real-time 3D interaction becomes necessary. The papers [10,11] present reviews on 3D interaction. To implement an interactive control in 3D, a 3D display is needed. In addition, a 3D pointing device (in the operator’s hands) becomes necessary together with a 3D marker, which shows the current position in space. The book [12] covers many related issues, such as an interactively controlled 3D marker. In this context, a marker is a geometrical object (e.g. a line, a circle, an arrow, an alphabetic character, etc.).
For example, in [13], they used a small cube as a marker. A 3D marker should be controlled dynamically, similar to a conventional mouse cursor interactively controlled by a computer mouse in 2D. In this research, we added a controllable cursor to the existing 3D content.

In computer graphics, rendering is a process of creating an image based on the 3D model of the objects and their properties, such as texture. Typically, it is a view of a scene, which is photographed or calculated for a certain point in 3D, based on geometry, texture, lights, etc. In multiview imaging, this process has to be repeated for each view and then the rendered view images are displayed in a proper manner. For instance, some methods use multiple views (e.g. nine views in [13] and four views in [14]); however, to show the marker, they used to render views of the marker at each of its next locations. The rendering of multiple views is a critical, time-consuming and resource-consuming issue of 3D imaging, where special graphics processors are often used [15,16].

To avoid these difficulties and to avoid using special processors, we propose to display the cursor without calculation of rays, visibility, overlap, etc., such as no rendering. We take the prepared patterns and transfer them from the computer memory into the image plane instead of any calculations of that sort. In this approach, there is no need to render multiple views of an object, that is, we avoid complete rendering.

Then, various devices were used to take control in 3D, such as a hand-held light source in the interaction volume [13], a space-ball positioning device [17], a gesture [18], a ‘5D’ pointer [19], etc.

To avoid dealing with unique pointing devices, we extended the paradigm of 2D control, recalling that a regular mouse with a scroll wheel is already a 3D pointing device. The scrolling angle of the wheel can be treated as an additional coordinate. In our approach, it is the distance from the cursor to the screen of a display device (i.e. the ‘depth’ of a 3D image). Therefore, a specially designed 3D pointing device becomes unnecessary, and then the scroll down means ‘forward’ or ‘farther’ from an observer, while the scroll up means ‘backward’ or ‘closer’ to the observer.

In the current paper, we describe a binary 3D cursor with two levels of brightness as an easy example of a 3D object. The cursor was added to the existing 3D images. What is important for the 3D interaction is a fast way to draw the pointer in 3D and a convenient way to control it. Therefore, the rendering of multiple views is substituted by the selection of the known patterns. In addition, we did not need to create any 3D images in order to demonstrate the cursor. It was enough to use the existing ones.

The flowchart of the first (preliminary) part of the algorithm (calculation of the cursor patterns) is shown in Figure 3. This part of the algorithm can be implemented either in run-time or in advance (before the program starts). In either case, we generate the object (cursor) patterns as follows. For each depth plane, VP is copied several times, according to the number of the reference points in the cursor. Each copy is aligned to its reference point of the shape and added (by logical OR function for
Figure 3. Calculation of cursor patterns (a preliminary step of the algorithm).

Figure 4. Depth planes of ASD (horizontal cross-section of both HPO and FP cases; vertical cross-section of FP case). Some voxels are represented by small squares. The neighborhood of 3 voxels is grayed.

2. Voxel patterns

The image in the ASD image plane contains everything about the 3D images displayed in this device. This plane holds information about the positions of all 3D objects, their colors, textures, etc. The properly arranged structure of pixels in the image plane, together with the barrier/lenticular plate, provides the visual 3D picture for an observer. The ASD image plane is typically a flat 2D surface, which is logically split into image cells (one cell per lenticular/barrier element). In this context, the voxels and the depth planes are considered as the most important. A typical layout of ASD is shown in Figure 4.

The voxels lie in the discrete ‘depth’ planes represented by dashed lines in Figure 4. Quadrilaterals are areas around voxels (i.e. neighborhoods). All points from each quadrilateral are represented by one pattern. The voxels lie in the centers of the quadrilateral areas. In even and odd planes, the voxels are displaced laterally by one-half of their period.

The horizontal line at the bottom of Figure 4 shows the observer base at the optimal viewing distance (OVD). The clearest 3D image of the highest quality is perceived from the base. The depth planes lie at the intersections of the rays from the eyes to the light sources (openings in the barrier plate). In this example, the planes are numbered from −5 to 5. The pinholes/slits of the barrier plate are...
the optical equivalents of the microlenses of the lenticular plate. Some planes have special meaning: the image plane, the barrier plate, and the plane next to the x-axis. In our model of the voxel patterns, these planes are merged together.

These basic ideas (discrete depth planes and image cell) make the structure of the voxel patterns clear.

Examples of the patterns were shown in Figure 2. VP can be thought of as a ‘constellation’ of multiple identical fractions (partitions) of the cell. The number of the partitions in the pattern is equal to the modulus of the number of the depth plane. The effective area of VP (the area of the pattern directly involved in imaging [i.e. the sum of areas of all partitions]) is equal to the area of the single image cell. Such pattern in the image plane corresponds to the most fundamental zero-dimensional object, the point in 3D space (strictly speaking, to a neighborhood).

In our model of VP, we use the practically convenient enumeration of the depth planes borrowed from [20]. This enumeration shows the number of partitions; therefore, the planes with 1 partition (image, barrier, and next plane) are merged.

VP defines how a neighborhood of a 3D voxel in the 3D space around the screen (in front and behind it) is mapped onto the 2D image plane of ASD. The details of mapping are explained in [21]. In digital imaging, the pixels are commonly used, and that is why the voxel patterns are sometimes called ‘pixel patterns’.

Any 3D object, such as the 3D cursor described in this paper, can be constructed from voxels. The VPs in the 2D image plane represent the voxels. Then, a 3D object can be assembled from the voxels (technically, from the patterns in the image plane), such as a building made from bricks.

As a result, once we have VPs (read: bricks) with their designed locations in space (read: a sketch or a drawing), we can construct a 3D object (read: building). In this way, multiple rendering is unnecessary. The resulting pattern of the object is drawn over an existing 3D image in the image plane. This makes the cursor a part of a new 3D image that includes the previously existing 3D image plus the ‘added’ cursor.

The most important properties of VPs are as follows [22,23].

The distance from the screen (typically referred to as ‘depth’ of a 3D image) defines the shape of VP. All VPs in the same depth plane have an identical shape. There exists exactly one VP for each depth plane. VP can be displaced laterally by discrete units (image cells) only. Fractional displacement (by a partial or non-integer number of cells) is not allowed.

In the horizontal parallax only (HPO) displays, the width of the cell is \( W \) pixels, the height is 1 pixel. However, for convenience, they sometimes set the height of the HPO cell equal to the height of the screen or the width of the cell. In the full-parallax (FP) displays, the dimensions of the cell (width and height) are \( W \) and \( H \) pixels.

In the HPO case, the pattern for the \( k \)-th discrete depth plane is comprised of the \( |k| \) identical pieces [24] (partitions of the cell) of the size:

\[
W_k = \frac{W}{|k|}
\]  

(1)

The interval between partitions is

\[
W_k = \begin{cases} 
W, & k < 1 \\
W(1 - 2k), & k > 1 
\end{cases}
\]  

(2)

In the FP case, there are \( |k| \) identical partitions, and the size of each is \( W/|k| \) by \( H/|l| \). The interval is the same as in the 1D case. Often, the FP cells are squared (i.e. \( W = H \)); therefore, we may simply say that the \( k \)-th pattern occupies the \( k^2 \) cells. In that case, the area of each partition is \( W^2/k^2 \).

The reference point, which is the point for the alignment of the pattern with the cell and other patterns, is also important. In this paper, we prefer the left upper (LU) corner, but the reference point can be chosen anywhere (in the middle, at the edge, etc.). The reference points in all involved objects should not be changed during processing.

Examples of VPs for the 1st and \( \pm 5 \)th depth planes in HPO and FP displays are shown in Figures 2 and 5, where the cells are shown as ‘empty’ squares, and the partitions as dark rectangles or squares. The reference points of the pattern shown as small circles are not actually parts of the pattern and are not drawn at all.

The difference between the VPs for the positive and negative depth planes is in the location of the partitions within the cells. In the negative depth planes (in front of the screen), the leftmost and rightmost partitions of the VP lie near the outmost edges of the leftmost and rightmost cells, as shown in Figure 5(a), whereas in the positive depth planes (behind the screen), they lie near the innermost edges, as shown in Figure 5(c). The partitions are uniformly distributed across the \( k \) cells in the HPO case and across the \( k^2 \) cells in FP.

Based on these properties, VPs can be built for any depth plane. Let’s explore how the VPs would visually appear for an observer.

ASDs are arranged so that the rays from the corresponding elements of all cells (including the reference
points) go to the same part of the viewing zone [25], as shown in Figure 6. The row of squares in the upper part of the illustration shows pixels of the screen. The row of rectangles at the bottom is comprised of the parts of the viewing zone. The parallax barrier is represented by a bold dashed line. The rays go from the pixels to the corresponding parts of the zone through the openings of the barrier. These rays show the correspondence between the parts and pixels. In this example \( W = 6 \), the rays from the reference points of all cells go to the rightmost part of the zone from the other pixels to the other parts. Therefore, the number of logical parts of the zone is equal to the number of pixels in the cell.

Among the rays, we may keep the rays from the partitions only. This is illustrated for the first plane (pattern is a complete cell), an intermediate plane (pattern of 2 partitions), and the \( n \)-th plane with the maximum number of partitions \( (n = W) \). In Figure 7, the smallest partition is 1 pixel.

The visual voxels lie in the intersections and intersection regions. Among the intersections, the intersection with \( k = 1 \) is closest to the screen, and the intersection with the maximum \( k = W \) is the most distant from the screen.

The intersections of rays are pointed by arrows in Figure 7. All rays in Figure 7(a,c) intersect at a single point. Therefore, an observer with eyes anywhere within the zone (i.e. with any interocular distance) will unambiguously see the voxels at these intersection points. We imply that one part of the viewing zone is smaller than the interocular distances, as in various ASDs. However, in the intermediate voxel \( (k = -2) \) shown in Figure 7(b), there are several intersections within an encircled region. It means that the observers with different interocular distances may see this voxel at slightly different positions.

Nonetheless, with an increased number of partitions, the distance from the screen to the voxels increases from zero in Figure 7(a) to the maximum in Figure 7(c), and the distance is measured from the barrier.

In this extreme case of the maximal depth plane, the visible distance \( h \) from the screen to the visible voxel can be approximately estimated as,

\[
h = \frac{1}{1 + \frac{d}{a_n}}
\]

where \( d \) is the optimal distance to the observer (OVD), \( b \) is the width of the whole viewing zone, and \( a_n = nW_c \) is the width of the maximal pattern occupying the \( n \) cells.

3. Cursor patterns

Once we get the elementary VPs, we can arrange them into a more complicated template (e.g. a pattern of a cursor). This procedure does not require rendering. The absence of rendering means that we did not perform the ray tracing of multiple views of an object. Instead, the prepared patterns were assembled with aligned reference points according to the required shape of an object. The binary cursor templates (with two levels of brightness) were assembled from VPs by the logical OR function.
The position of a dynamic cursor is controlled interactively, and technically, a new 3D image is generated and displayed with the same background 3D image for each cursor position. Only a small part of that image is redrawn. This is essential for a quick interaction.

### 3.1. Orthogonal layout of cells

In the 1D case, a vertical lenticular/barrier plate forms the cells of the width $W$. For convenience, we assume the height of the cell is equal to its width (i.e. the cell is a square $W \times W$). In the 2D case, the identical perpendicularly crossed vertical and horizontal barrier/lenticular plates form the square image cells $W \times W$.
Figure 9. Patterns for cross-shaped cursor: ±5th depth planes; HPO case: (a) −5th plane and (b) +5th plane. Reference points and silhouette are shown in Figure 8.

Figure 8 shows the cursor pattern for the 1st depth plane (in the image plane of ASD) of both HPO and FP cases. Formally, this shape can be obtained by using VPs from Figures 2(b) or 5(b) with the aligned reference points. For the other depth planes, this shape should be transferred to other distances by using the reference points and patterns. The reference points of the patterns should coincide with the reference points of all five cells defining the shape in Figure 8. The cursors for the HPO and FP cases generated this way are shown in Figures 9 and 10. For graphical clearance of these illustrations, the neighboring patterns are painted in different false colors; however, they actually have the same color. The reference point of each VP coincides with one of the reference points of the shape, which are also shown in Figures 2 and 5.

From these illustrations, individual VPs can be recognized and imagined how they form the template (i.e. cursor pattern).

3.2. Non-orthogonal layout (HPO)

Practically, the barrier/lenticular plate of an HPO display is twisted, not vertical, in order to reduce the moiré effect. Then, VPs should be accordingly modified. For instance, there are groups of identical rows, as shown in Figure 11. Each of the next group is shifted by 1 pixel horizontally. With the rational slant angle of arctan (1/q), the group contains q rows, the slant angle is 14.0° and, therefore, q = 4 (i.e. 4 rows in the group).

Based on these slanted VPs of 4 rows, we can build the cursor pattern for the same shape as in Figure 8, but with a different (slanted) layout, as shown in Figure 12.

Due to the simple shape of the cursor, the 4th row of cells is empty. Note the differences in Figure 9. Although

Figure 10. Patterns for cross-shaped cursor: ±5th depth planes; FP case: (a) −5th plane and (b) +5th plane. Reference points and silhouette are shown in Figure 8.

the reference points in Figure 12 are shifted, they are still within the contour of the shape.

4. Experiment

In the experiments, we used the laptop computer Lenovo Yoga 730 (13") with a 4K UHD display (3840 × 2160 pixels, pixel pitch 0.077 mm) with the parallax barrier plate installed at a slant angle of 18.4° = arctan (1/3). The width of the cell in this ASD is 10 pixels; thus, the maximal depth obtained using VP is at ±10th planes. The optimal viewing distance is 100 cm and the width of the viewing zone is 42 cm.

We assume that the smallest element of the visual 3D picture in an ASD is the image cell (one barrier/lenticular element). With a small enough pitch of cells (0.77 mm in this experiment), the visual image observed from the optimal distance appears smooth and continuous, without jumps, discreteness, etc.

In particular, for experiments with an interactive mouse-controlled 3D cursor in the display device, we
prepared skew-arrow-shaped cursor patterns up to ±10th depth planes based on the principles explained in Sections 2 and 3, as shown in Figure 13. This cursor was used with a previously generated 3D image of the alphabetic characters. Note the repeated near-vertical arrangements similar to Figure 1. However, Figures 1 and 11 were obtained in completely different ways. The arrangements are the result of the overlapped voxel patterns.

In the experiments, the binary black-and-white 3D image and the black-and-white cursor were used. None of them have intermediate levels of brightness. Therefore, not all integer depths in the interval \([-10, 10]\) were practically available, and only those \(k\) values, which are the divisors of \(W\), i.e. when \(w_k\) in Equation (1), is the integer number without the fractional part.

The size of the cursor patterns in Figure 13(a,c) is \(127 \times 54\) pixels; in Figure 13(b), it is \(87 \times 54\). To demonstrate the 3D cursor in action, we developed a computer program that displays 3D images with a controlled 3D

---

Figure 11. VPs for slanted barrier (HPO case) for ±5th and 1st depth planes: (a) –5th plane, (b) 1st plane, and (c) +5th plane. Note that the rows of pixels are only shown in the 1st cell of each row; however, they do exist in other cells. Reference points and silhouette are shown in Figure 8.

Figure 12. Cursor patterns for slanted HPO: (a) –5th depth plane and (b) +5th depth plane. Reference points and silhouette are shown in Figure 8.

Figure 13. Arrow-shaped HPO cursor patterns based on VPs: (a) –5th depth plane, (b) 1st plane, and (c) +5th depth plane. (For graphical simplicity, cell boundaries are not shown.)
cursor, a sort of 3D image browser (with the standard Windows cursor switched off completely).

The software program monitors the mouse movement and modifies the position and shape of the cursor accordingly. In response to the movement of the mouse, no complicated calculations are made. We combine the prepared patterns and display them by using the regular Windows API, namely, the GDI functions BitBlt() and AlphaBlend(). Rendering is not involved in this procedure; therefore, the delay time is essentially small.

A dynamic cursor requires restoring the previous content in its current place and re-drawing the cursor (probably modified) in another location. When the position of the mouse or its scroll wheel is changed beyond a predefined limit, the program erases the previous cursor, i.e. restores the background (the original 3D image) and draws the same cursor at another location or uses another VP (if the distance to the screen was noticeably changed, as determined by the wheel rotation). After that, the cursor immediately appears for the observer’s eyes at the desired location in 3D.

The flowchart of the second (run-time) part of the algorithm is shown in Figure 14 (the first part was shown in Figure 3). In the beginning, we open a file and draw the background 3D image. (Technically, the term ‘draw’ here means to copy something into the image plane of the ASD.) An operator can see a 3D image from the very beginning. In order to ease the visual tension, another 3D image can be shown as requested by the operator. However, this does not affect the behavior of the cursor. Then, we wait for something to happen with the mouse; it could be a move or scroll. In principle, the mouse click can also be taken into account (e.g. to show some additional information), but this does not affect the principal topic of this paper, the cursor.

First, we have to determine the run-time, if the move or scroll is large enough to make any change. We need the position change to over one cell or the depth change to over one plane, although the mouse can produce smaller increments. Otherwise, we will continue to wait. Then, if the depth has changed, another cursor pattern is taken from the array prepared at the first stage. For the changed position, the new reference point on the screen

---

**Figure 14.** Displaying cursor patterns at proper position and depth according to the mouse move.
is calculated. The background image is then restored at the previous position of the cursor, and the new cursor is drawn at a new position with the reference points aligned. Now, the operator can see the result of the move or scroll in 3D with his own eyes.

After the basic procedure, everything will depend on the 3D content, with options far beyond the scope of the current paper. In the simplest case, the operator can visually align the cursor to different parts of the 3D image by three coordinates and thus visually estimate the depth of this or that part.

The time required for the above actions (from the mouse move until the displayed cursor) should be less than the mean reaction time of humans because the operator would not feel a delay. Practically, the time required to redraw the cursor in the developed C++ program running a 3.4 GHz computer with 16 GB RAM is less than 35 msec (even with the largest cursor pattern at the maximal plane), as measured in the Visual Studio IDE. Such an elapsed time does not appear to be a noticeable delay for the real-time interaction because it is several times shorter than the average reaction time of humans (200–250 msec, as reported in [26]).

The experimental photographs of the cursor displayed at several depth planes are shown in Figure 15.

In Figure 15(a), the cursor is near the digit ‘4’, then it moves to the screen plane in Figure 15(b), and finally to the letter ‘B’ in Figure 15(c). The experimentally measured ‘depth’ of the character ‘4’ is about 0.5 cm. (The depth of character ‘B’ was not measured in the experiment because it lies behind the screen.) Note that these are characteristics of either the display or image, not the cursor.

Figure 15 is comprised of three rows (a) – (c), each containing two photographs taken by cameras with a relative displacement of 6.5 cm. Therefore, each row of this illustration can be watched as a stereo pair with the naked eyes directly from the journal page. However, certain practical skills are required. For example, in the so-called free viewing (parallel viewing method), the viewer looks ‘through’ the stereo pair with the parallel axes of the eyes. (Try to relax your eyes and look straight ahead, with each eye having parallel lines of sight.) When successful, you will see three images instead of two printed ones, with the central image being 3D. Thanks to Helmholtz, this direct viewing method has been known for almost two centuries, as mentioned in [27]. More explanations on free viewing can be found in [28,29] and elsewhere.

5. Discussion

We combine VP’s in computer memory, and then the cursor pattern is physically drawn in the image plane of the ASD over a background image. Therefore, the 3D cursor partially overwrites the previously displayed content, even if, according to the mouse scroll, the cursor should be behind a 3D object. In this case, the 3D cursor seems to ‘penetrate’ into an object and may look like an unexpected hole in the frontal surface of the 3D object. A similar visual effect is noted in [30]. Of course, nothing comparable can happen in the real world. By chance, such
an artifact will not destroy the stereoscopic perception but may be annoying for the observer.

There are many known types of autostereoscopic displays (e.g., multiview, integral imaging, plenoptic, and light-field) [1,5,31–33]. Particularly, it is believed that the multiview displays have a few discrete parallaxes, and the integral imaging supports the continuous parallax, and the plenoptic images allow refocusing. Nonetheless, the structure of the image in the image plane of these displays is similar [24], and in this paper, we are focused on the patterns in the image plane.

VPs were verified in the multiview displays [22,23] and can also be applied to the integral/plenoptic/light-field displays with the lenticular or barrier plates. As shown in [24], the same method of processing produces virtually the same result for all mentioned types of images, despite the fact that the images were taken from different independent sources.

In principle, our results can be probably applied to the near-eye displays [34] or other binocular displays with two views only (left and right). However, this suggestion needs an additional experimental investigation. Moreover, instead of regular barrier slits (as shown in this article), a random or irregular pinhole array can be used [35]. In that case, the operator might have a better security because there is only one viewing zone in the random case instead of multiple zones of the regular case. However, the voxel patterns were not observed with the random pinholes.

Furthermore, the openings of the barrier are not infinitesimal points, but pinholes of finite size. The pixels of the screen have a fixed non-zero size as well. These facts mean that instead of the mathematical rays intersecting at a point, wide rays should be considered, which will intersect within a region. However, regions instead of points are not unnatural for the voxels. This reminds us that VP is an approximate representation of the exact rays, where the voxels represent the points approximately (see [22,23], and Section 1). Thus, there would be certain (but still small) deviations within this region for various observers. Imagine that a couple of rays in Figure 7(c) have non-zero width. Then, the intersection of two widened rays would be a rhomboidal area rather than a point. Rough analogs of that could be the Gaussian beams in optics and the umbra/penumbra in astronomy.

In our experiments, VPs were prepared prior to the start of the program. The cursor shape is not modified within the same depth plane; only a lateral displacement by an integer number of cells may be required. The shape needs a modification only for another depth plane. On the other hand, VP’s clear geometric structure allows for the dynamic construction of cursors of any shape and depth in real-time.

In the case of 10 views and the abovementioned parameters of the experimental display device, the maximum distance calculated by Equation (3) (to the 10th plane) is 1.6 cm, while the depth observed in the experiments is 1.7 cm. The neighboring (9th) depth plane is approximately 1.5 mm closer to the screen, and it is probably difficult to distinguish these planes visually from 1 m.

However, this should not be difficult for the cursor driving routine. Remember that with a 4K monitor, the computer mouse potentially can move by one pixel at a time. However, can we clearly distinguish the neighboring pixels at a distance of 1 m? Note also that the simplified formula Equation (3) is biased by 1 depth plane, but such a small mismatch (less than 2 mm in the previous example) does not have a practical meaning for vision. Nevertheless, the depth is the characteristic of the display device, not the characteristic of the cursor.

The shape and size of the image cells of the image must correspond to that of the cursor. VPs designed for one device may not fit another. Thus, in a device with another layout of the image cells, both the image and the cursors should be remade. We specifically show the VPs for two layouts, orthogonal and slanted. In Figures 9 and 12, where the shape is the same, the positions of the pixels and reference points are different. However, only a few parameters are enough to bring everything in order (number of pixels in the image cell; its shape [i.e. width and height]; and the slant angle of the barrier/lenticular plate). This indicates that the proposed 3D cursor is hardware dependent, but not overly so.

A practical requirement of the current implementation is the integer image cells comprised of an integer number of pixels. Other conditions could include the integer number of cells across the MV image, with at least one complete cell in the LU corner. Both are not fundamental restrictions.

The current findings, along with [36], confirm that the processing of integral/multi-view images is better based on the image cells.

The model of VPs implies that physical/virtual cameras with parallel axes lie in a planar rectangular matrix with identical spacing and the plane of the matrix is perpendicular to the z-axis. Such cameras produce so-called orthographic rectified views. There are no VPs in non-rectified images.

Controlling the depth by using the scroll wheel seems to be convenient for users. Once the mouse was touched, an operator does not need further explanation regarding movement in a visual 3D space using the scroll wheel.

The generation or modification of the 3D images themselves is beyond the scope of the current paper. We did not analyse the color, depth, or geometry of the 3D
images in this paper. Depth analysis is another research topic (refer to [37]). In this research, we prepared the basic features; however, the practical interaction with the 3D content falls outside the scope of the paper because it requires some knowledge of the particular content (e.g., locations of objects, their color, texture, etc.). In other words, access to the content database becomes necessary for the interaction. As a 2D example, one deal is to find that the current position of the mouse pointer is, for example, (598, 215) or (319, 613), and a completely different deal is to recognize that the first location points to the word ‘it’ and the second to ‘the’, which was mistakenly typed as ‘hte’, thus requiring a correction. In this paper, we are intentionally limited by the first step (displaying the cursor in 3D according to the mouse movement/rotation) and do not consider any 3D database at all.

The white cursor described in this paper is clearly visible on the dark background used in the current experiments. Generally speaking, the cursor can be added to any grey-scale or color 3D image. In that case, a colored or textured background can reduce the visibility of the cursor. Compared to the 2D case, the cursor is better separated from the background because depth plays an important role even with slightly different colors. To make the white cursor definitely visible on an arbitrary background, the white cursor should be surrounded by black voxels.

6. Conclusion

We proposed a 3D cursor and verified the results experimentally in a barrier 3D display. The cursor was displayed with previously made multiview 3D images. It was controlled in real-time by a regular computer mouse. An advantage of the proposed approach is that it does not require complicated geometric calculations in 3D; the program works without the rendering of multiple views. This makes our approach different from others.

We do not need a complicated 3D pointing device. A regular computer mouse with a scroll wheel can effectively control the position in 3D. The proposed method could be the first step towards a simple and natural 3D interaction.

Based on this paper, the reader can learn how to draw a 3D cursor simply by assembling the pre-defined VPs in the image plane of the ASD. Visually perceived distances to the voxels were estimated.

The dynamic 3D cursor based on the voxel patterns was verified in ASD display with the parallax barrier plate. Potential applications include designing, editing, arranging, and transforming the 3D images interactively in the multiview, integral, and plenoptic images.
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