Abstract—The control of a robot for manipulation tasks generally relies on object detection and pose estimation. An attractive alternative is to learn control policies directly from raw input data. However, this approach is time-consuming and expensive since learning the policy requires many trials with robot actions in the physical environment. To reduce the training cost, the policy can be learned in simulation with a large set of synthetic images. The limit of this approach is the domain gap between the simulation and the robot workspace. In this paper, we propose to learn a policy for robot reaching movements from a single image captured directly in the robot workspace from a camera placed on the end-effector (a hand-eye camera). The idea behind the proposed policy learner is that view changes seen from the hand-eye camera produced by actions in the robot workspace are analogous to locating a region-of-interest in a single image by performing sequential object localisation. This similar view change enables training of object reaching policies using reinforcement-learning-based sequential object localisation. To facilitate the adaptation of the policy to view changes in the robot workspace, we further present a dynamic filter that learns to bias an input state to remove irrelevant information for an action decision. The proposed policy learner can be used as a powerful representation for robotic tasks, and we validate it on static and moving object reaching tasks.

I. INTRODUCTION

Data-driven robot learning trains an agent to acquire skills for tasks, such as locomotion [1], grasping [2], and manipulation [1], [3]. However, learning the control policies requires a large amount of training data and expert knowledge. Reinforcement Learning (RL) aims at learning policies by interacting with the environment [2], [4], [5]. The agent acquires generalised policies while exploring the environment and maximising a reward signal. RL with real-world training requires expensive and potentially unsafe active data collection by robots to gather a large number of experiences from scratch.

To address the limitation of active data acquisition in traditional learning-based approaches, simulation may be employed to learn control policies that are then transferred to the real world. The domain gap between the simulation and real world is addressed by domain adaptation [6], [7], domain randomisation [8], meta-learning [9], [10] or learning from depth images [11], [12], [13]. When the policy trained in simulation is adapted to the real-world robot workspace with sim-to-real techniques, precise camera calibration is needed to ensure the coherency between the geometric information from the simulation and real-world [13], [14].
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In this paper, we propose a one-shot hand-eye robot policy learner (OHPL) for the object reaching task. OHPL does not require calibration information nor sim-to-real adaptation. Given the first-person view provided by a camera placed on the end-effector, we observe that the hand-eye robot view changes for the reaching task are similar to locating the object into a region-of-interest (RoI) from the first-person-view image. In OHPL, we first capture a single image from the robot workspace and then use RL-based sequential object localisation as a proxy task to learn the control policy for the object reaching task. OHPL learns the policy to generate sequential actions to change the position and size of the RoI (from the image) until it localises the object. To cope with the view changes in the robot workspace, OHPL includes a dynamic filter that generates image-conditioned parameters naturally learned to bias an input state to remove irrelevant information for an action decision. The learned policy can then be deployed for both the static and moving object reaching task in the robot workspace.

II. RELATED WORK

In this section, we review learning-based robot control, the domain gap problem, and proxy tasks to learn representations without explicit supervision.

Control policies can be learned with RL or in a supervised fashion (e.g., imitation learning, IL). With IL, agents acquire skills from demonstrations, which include kinesthetic demonstrations [15], teleoperation [16], and demonstrations from a human [17], [18], [19]. Expert demonstrations can be used directly to train the agent behaviour [10], [20] or be used to estimate a reward function for RL [21]. Although IL can achieve good performance using expert demonstrations to guide policy learning [22], it requires a large amount of training data and policies can be biased to the specific demonstration.

RL supports learning skill policies through trial and error, interactively within an environment by maximising cumulative reward received by the agent. RL can be directly applied in the real world to learn end-to-end policies for motor control [2], [4], [5], but a large number of trials are needed to generalise a policy and manual resetting may be needed between episodes, increasing the cost for data collection [4], [5], [23]. Policies are thus often trained first in simulated environments, then transfer to a real-world task [6], [7], [8]. If there is no significant domain shift between the simulation and test environments, the learned policy can be directly used.
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in the test environment [24]. However, transferring skills is challenging due to both visual and dynamics differences between the two domains [6], [7], [8].

To reduce the domain gap, a manipulation model can be learned with synthetic objects rendered with real object textures [25]. Another approach is to learn a policy from a modality with a relatively small domain gap, e.g. depth images [11], [12], [13]. Visual domain adaptation has also been used for robot manipulation, transferring knowledge from simulation to the real world. The methods include transfer learning [6] and learning policy with generated real-like images [7] or simplified images using generative adversarial networks [26].

Domain randomisation varies the appearance (e.g. textures, lighting and camera position) of sensory inputs during training, thus helping the agent learn relevant features that are invariant across the domain gap [8]. This technique can be applied to various neural network-based robot manipulation approaches with learning feed-forward networks [8], [27], imitation learning [28], [29], and reinforcement learning [26], [30], [31]. While domain randomisation provides good performance in addressing the domain gap, the trained model still has to address an unseen environment during testing. Domain randomisation in reinforcement learning setting may also lead to stability issues [30]. Since these real-to-simulation approaches do not learn the policy directly from the robot workspace, precise calibration is also a core issue to address robot manipulation [14], [13].

When expert supervision is unavailable or insufficient, a proxy task is an alternative to pre-train representations to be used, after finetuning, for specific tasks. For instance, visual representations can be learned from images, without annotations, by solving a proxy task, such as reconstructing input under corruptions such as noise, holes, colour, by performing denoising [32], inpainting [33], and colourisation [34], respectively. The representations can also be learned by classifying input with pseudo-label such as patch orders [35], segmenting object motions [36], and clustering images [37]. An example proxy task for the RL agent is predicting a future state from the current state and action, which helps the agent to encode the representations that are effective for achieving the goal [38], [39].

III. LEARNING OBJECT LOCALISATION AS A PROXY TASK

A. Problem definition

We cast the reaching task in the robot workspace as a sequential object localisation task in a first-person-view image [40], [41]. The view is changed by a set of discrete robot actions (Fig. 1 top). These view changes are similar to sequential object localisation with discrete image-processing actions (Fig. 1 bottom). We hypothesise that the model trained with such a task can, if appropriately formulated, naturally acquire skills for the agent to perform the reaching task in the robot workspace.

We formulate the sequential object localisation task by locating the RoI as a Markov Decision Process (MDP). We take an initial observation from the robot, a single image $I$, to form an environment for RL. In the MDP, the RL agent learns to change the position and size of the bounding box over some discrete time steps until the RoI image captures the object in $I$. At each time step $t$, the agent receives a state, $s_t$, the RoI image resized to the network input size, and selects an action, $a_t$, among $N$ possible actions, according to the policy that maps $s_t$ to $a_t$. After executing the action, a state transition function generates the next state, $s_{t+1}$ and the agent receives a reward $r_t$.

B. State and action

The overview of our approach is shown in Fig. 2. At time step $t$, a square bounding box is represented by a three-dimensional vector $b_t = [x_t, y_t, w_t]$ where $[x_t, y_t]$ and $w_t$ denote the top-left pixel and the window size of the bounding box, respectively. The RoI image, based on the bounding box, is cropped to $I'$. At each time step, the agent observes the state $s_t = [I', b_t, I]$ and the next state is $s_{t+1}$. The action is a sequence of discrete actions $A = \{\text{move left}, \text{move forward}, \text{shift left}, \text{zoom in}\}$ and the agent receives a reward $r_t$. After receiving the reward, the agent is reset to the initial state $s_0$.
box, is extracted from the RL environment, $I \in \mathbb{R}^{360 \times 360 \times 3}$, and then resized to the network input size, which becomes the input state $s_t \in \mathbb{R}^{84 \times 84 \times 3}$ to the agent. The agent consists of convolutional neural networks that reduce dimension of the high-dimensional input state [38], [42]. We set the initial state, $s_t$, to an RoI image that includes the object but with random position and size of the bounding box. This random spawning strategy enables the agent to learn the generalised localisation policy in the single image environment $I$.

We consider seven discrete robot actions ($N = 7$): move left, move right, move up, move down, move forward, move backward, and stop. These actions and corresponding hand-eye view changes can be imitated in the proxy task that changes the position and size of the RoI in $I$ with the following discrete actions: shift left, shift right, shift up, shift down, zoom in, zoom out, and no-operation (no-op). For instance, moving forward and left of the robot corresponds to zoom in and shift left actions by changing the window size, $w_t$, of the RoI and its position.

After the action $a_t$ is decided from $s_t$, the next state $s_{t+1}$ is obtained by the state transition function $f(b_t, a_t)$ that arranges the position and size of the current bounding box, $b_t$. By arranging the position $(x_t, y_t)$ with the displacement $(\Delta x_t, \Delta y_t)$, and $w_t$ with the RoI size change $\Delta w_t$, we obtain the next bounding box, $b_{t+1}$ as follows:

$$b_{t+1} = [x_t + \Delta x_t, y_t + \Delta y_t, w_t + \Delta w_t].$$ (1)

The amount of displacement depends on the size of the RoI, which corresponds to the view changes in the robot workspace. For example, the displacement between the current and next state is small when the object is close, while the displacement is large when the object is far. Therefore, we adapt the amount of displacement based on the RoI size as follows:

$$\Delta x_t = \sigma_t w_t, \Delta y_t = \sigma_t w_t,$$ (2)

where $\sigma_t$ controls the ratio between the amount of displacement and the bounding box size. Considering the PID control error that is likely to occur in real robot control we randomly generate $\sigma_t \in [0.05, 0.15]$ in every step. The agent thus can learn policies with more generalised cases to reach the goal position. The next state $s_{t+1}$ can be finally obtained by extracting the region based on the computed $b_{t+1}$ and resizing. For exception handling, we set $s_{t+1} = s_t$ when the location of $b_{t+1}$ is outside of $I$ or $w_t$ is smaller or larger than 20 and 360, respectively.

C. Reward function

We devise a reward function that encourages an RL agent to localise the object by producing dense rewards. The reward function integrates intrinsic motivations to encourage the agent to naturally move towards the goal to achieve higher Jaccard index, alleviating the problem of sparse extrinsic rewards. For each time step $t$, the reward, $r_t$, is defined as follows:

$$r_t = \begin{cases} 1 & J(b_t, b_t) > 0.8 \\ \alpha (J(b_t, b_t) - 1) & 0.8 \geq J(b_t, b_t) > 0 \\ -1 & J(b_t, b_t) = 0 \end{cases}$$ (3)

where $J(b_t, b_t)$ measures the overlap ratio between the groundtruth bounding box, $b_t$, and the bounding box at $t$, $b_t$. We consider that the agent has reached the goal when the overlap ratio between $b_t$ and $b_t$ is higher than 0.8, where the agent receives a positive reward of +1. Instead of giving a reward of −1 to all the states which fail to achieve the goal, we introduce a small negative reward that encourages the agent to move in order to localise the object with higher Jaccard index score. When $b_t$ partially overlaps with $b_t$, the small negative reward can be obtained by $\alpha (J(b_t, b_t) - 1)$, with $\alpha = 0.5$. The higher the Jaccard index, the smaller the negative reward. Lastly, a negative reward of −1 is given when $b_t$ does not overlap with $b_t$. This reward setting encourages the RoI to not move away from the object during training. The episode is terminated when the agent reaches the goal or has reached the maximum number of steps $T = T_{max}$.

D. Learning policies with Deep Q-Network

We address the learning of the proxy task using the DQN framework [42]. We employ a state encoding network to
approximate the underlying action-value function:

$$Q(s_t, a_t) = r_t + \gamma \max_{a_{t+1}} Q(s_{t+1}, a_{t+1}) ,$$

where $\gamma$ is a discount factor that indicates the value of future rewards in the current state. The Q-value $Q(s_{t+1}, a_{t+1})$ presents how good it is to select $a_{t+1}$ at $s_{t+1}$ to receive a high reward. $Q(s_{t+1}, a_{t+1}) = 0$ when $s_{t+1}$ is the terminal state.

Deep reinforcement learning methods commonly require a large discount factor as the agent may explore thousands of steps before reaching the terminal target. The goal in our environment is around 7-15 steps far away, and we set a low discount factor, $\gamma = 0.85$ to ensure that the agent follows the intrinsic motivations while optimising for long term success.

Note that discrepancies exist between inputs generated from the 2D single image, $I$, and the 3D robot workspace, due to sensor noise, blur, illumination, and object shape changes. We propose to use a dynamic filter [43] as soft-attention to provide effective information as an input for localisation. The network takes $s_t$ as an input and generates the feature map which has the same size as $s_t$. We then fuse the output feature map and $s_t$ by multiplying them in an element-wise manner, where the output becomes an input for the Q-Network. Noting that the feature map generated from the dynamic filter is conditioned on the input, the dynamic filter naturally learns to bias the input during the training without any loss function. This process can be considered as estimating the soft-attention based on the input image.

Fig. 3 shows an example of sequential object localisation. Initially, a bounding box is set with a large RoI, and then the agent arranges the RoI position and size to locate the object.

IV. Validation

A. Models under analysis

We evaluate the OHPL agent on the reaching task when deployed in the robot simulation workspace, PyBullet [45], but first we analyse the proposed proxy task, RL-based sequential object localisation in the single image environment using two models, namely OHPL-base (vanilla DQN model [42]), and OHPL-full (DQN model with dynamic filter). A single image for each object illuminated from the left is used as the RL environment (see Fig 5). We use 8 synthetic objects, i.e. baseball, cup-H, cup-J, rubiks cube, apple, mug, can, cracker box, that are adopted from the Yale-Carnegie Mellon University-Berkeley (YCB) benchmark [44], including objects with different shapes, textures, and colours. As each image is employed as a separate RL environment, we generate 8 models each on OHPL-base and OHPL-full, respectively. In each episode, we randomly set a position and size for the initial RoI, while including the object in the RoI. We set $T_{\text{max}} = 50$ for a single episode, where the localisation can be achieved in 7-15 steps. We set the position of the ground-truth bounding box as shown in the rightmost images in Fig 5. We compare OHPL-base and OHPL-full on the test environment with nine object locations, middle (M), mid-left (ML), mid-right (MR), top (T), top-left (TL), top-right (TR), bottom (B), bottom-left (BL), and bottom-right (BR), and three different illuminations by setting the light source location to left, right, and above. We perform 10 trials for each object location and illumination.

We further test the models by corrupting the test images with Gaussian noise, Gaussian blur, and varying illumination condition, which emulates camera sensor noise, blur, illumination changes in the robot workspace. The Gaussian blur is applied with two kernel sizes, 7 and 15, and the Gaussian noise with two variances, 10 and 20. Noting that the light in the training environment is located to the left-hand side, we also change the light directions to right and above.

We then validate the OHPL agent, trained from the proxy task, in the robot simulation workspace for the object reaching task. We use a 6 DoF UR5 robotic arm [46] with the Robotiq 2F-85 gripper [47]. The arm is controlled by...
specifying a pose goal in the Cartesian space. Actions issued to the arm have a fixed displacement value of 0.02m. The object is placed on a platform in front of the gripper at about 30 steps away. 360 x 360 x 3 images are captured at each step. We consider the task completed when the gripper reaches a predefined area in front of the object.

We compare the OHPL agent, without robot training, and a model with robot training. For the latter, we train an agent from scratch (Scratch) following the DQN framework [42]. The Scratch agent first explores randomly for 1000 steps and then follows the ε-greedy strategy. We pre-defined the explorable region to prevent the agent from exploring states irrelevant to the task and to prevent the robot from colliding with the environment e.g., a grey box to place the target object. We set the maximum steps in an episode as \( T_{\text{max}} = 50 \) and give a positive extrinsic reward when successful reaching is performed. In addition to the extrinsic reward, at each step, an intrinsic reward is given based on the distance between the gripper and the object to encourage the robot to reach the object and converge faster.

Finally, we validate the OHPL agent by deploying the trained agents to moving object reaching task where the environment is unseen to both the OHPL agent and the agent with robot training (Scratch). We initialise the object floating without the grey box in the environment. During each step, we randomise the velocity of the object in the x, y and z directions. The same success criteria from the static object reaching task is used. Experiments are performed on all 8 objects in 3 lighting conditions and 9 starting positions. 3 trials are performed for each combination so a total of 648 experiments are performed for each model.

### B. Network setting

In this section, we introduce the network configuration for OHPL agent. For sequential object localisation, an input state is cropped from the RL environment \( I \) based on the RoI. The hand-eye view is used as the input state for object reaching task in the robot workspace. For both tasks, the input state is then resized to \( 84 \times 84 \times 3 \). We adopt the context aggregation network [48] architecture with the rectified linear unit (ReLU) as non-linear activation for the dynamic filter using 4 convolution layers with 3 intermediate feature maps. We set the filter kernels size to \( 3 \times 3 \). The last convolution layer applies a \( 1 \times 1 \) convolution followed by a sigmoid to predict the final output, which is then combined with the RoI.

| Model   | Initial position |
|---------|------------------|
| Method  | Robot. Arch.     |
|         | M | ML | MR | T | TL | TR | B | BL | BR |
| Scratch | ✓ | base | 100.0 | 100.0 | 87.5 | 100.0 | 91.7 | 100.0 | 100.0 | 100.0 | 95.8 |
|         | ✓ | full | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 87.5 | 100.0 | 87.5 | 87.5 |
| OHPL    | ✓ | base | 95.8 | 95.8 | 75.0 | 91.7 | 95.8 | 70.8 | 20.8 | 8.3 | 4.2 |
|         | ✓ | full | 95.8 | 79.2 | 79.2 | 79.2 | 87.5 | 83.3 | 37.5 | 54.2 | 4.2 |

Fig. 5. (Top) Test objects from YCB Benchmark [44] and (bottom) their first-person view as an RL environment, \( I \), for training the OHPL agent.

The dilation factors of the convolution layers are 1, 2, 4, and 1, respectively. As Q-Network we use the vanilla DQN [42] with minor modification to the final fully connected layer with a single output for each valid action. The experience replay has a 5k memory volume. Note that the dynamic filter makes 0.01% parameter increase to the total number of parameters of the network. The network is optimised by RMSprop [49], where the learning rate is set to 0.001 and decays exponentially. We adopt the ε-greedy strategy during training and exponentially anneal ε from 0.95 to 0.05 [42].

### C. Discussion

Fig. 6 shows the results for sequential object localisation with varying the image conditions. OHPL-full generally outperforms OHPL-base in localising the object, and the model
shows consistent performance in noisy and blurry images. But the performance drops when Gaussian blurring is applied with a 15 × 15 kernel. Also, the performance decreases when the light source is located to right, demonstrating that the performance can be affected when significant light change happens.

Table I shows the evaluation of the static object reaching task in the robot workspace. Note that Scratch is the upper bound of OHPL as the agent of Scratch models are trained directly in the robot workspace with robot actions. Scratch models are hence overfitted to the environment as the models have experiences with the real view changes and rewards in the robot workspace. However, to learn the control policies for the object-reaching task, each Scratch model requires more than 500 episodes of training in the robot workspace as shown in Fig. 5. The OHPL agents, without directly learning from a robot workspace and without robot actions, show good results when the initial position is top, T, TL and TR, or middle, M, ML and MR, while showing low success rates in bottom cases, B, BL, and BR. As shown in Fig. 7, the hand-eye view from the bottom position is extremely different from the middle view which is used as the RL environment I (see Fig. 5). OHPL-full, with the additional dynamic filter, records better success rates than OHPL-base on average, by achieving better performance in bottom cases.

For a fair comparison, we further evaluate the agents when they are deployed to the moving object reaching task. Note that this task can be considered as an unseen scenario to both OHPL and Scratch models. Table II shows the success ratio of the models. Compared to the success ratio of the static object reaching task, Scratch models show significant performance decrease when they are deployed to the moving object reaching task. While OHPL agents trained their control policies within a single view captured from the static object reaching environment, they generally show good performance and are competitive to the Scratch agents.

V. CONCLUSION

We presented a new approach to learn robot control policies with a proxy task: RL-based object localisation with a single image captured from the robot workspace. The key idea is that view changes of the RoI in a 2D image are similar to the changes of the hand-eye camera view in the robot workspace. We showed that the policy learned from OHPL can be deployed to the robot workspace directly as the control policy for the reaching task, without finetuning. We also presented a dynamic filter that works as soft attention of an input image. With only 0.01% parameter increase, the network has better generalisation when the agent is deployed to perform static and moving object reaching task.

Future work includes validating the proposed framework with a physical robot, applying to other robotic tasks, and learning policies from different viewpoints.
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Fig. 7. Examples of hand-eye view from different initial positions, (from left to right) bottom-left (BL), bottom-right (BR), top-left (TL), and top-right (TR). The view from BL and BR is extremely different from the RL environment I (Fig. 5), which results in low success of OHP agents.
