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Abstract

Stability and safety are two important aspects in safety-critical control of dynamical systems. It has been a well established fact in control theory that stability properties can be characterized by Lyapunov functions. Reachability properties can also be naturally captured by Lyapunov functions for finite-time stability. Motivated by safety-critical control applications, such as in autonomous systems and robotics, there has been a recent surge of interests in characterizing safety properties using barrier functions. Lyapunov and barrier functions conditions, however, are sometimes viewed as competing objectives. In this paper, we provide a unified theoretical treatment of Lyapunov and barrier functions in terms of converse theorems for stability properties with safety guarantees and reach-avoid-stay type specifications. We show that if a system (modeled as a dynamical system with measurable perturbations) possesses a stability with safety property, then there exists a smooth Lyapunov function to certify such a property. This Lyapunov function is shown to be defined on the entire set of initial conditions from which solutions satisfy this property. A similar but slightly weaker statement is made for reach-avoid-stay specifications. We show by a simple example that the latter statement cannot be strengthened without additional assumptions. We further extend the results for systems with control inputs and prove existence of converse Lyapunov-barrier functions for reach-and-avoid specifications. One clear limitation of the results of this paper is that the converse Lyapunov-barrier theorems are not constructive, as with classical converse Lyapunov theorems. We believe, however, that the unified necessary and sufficient conditions with a single Lyapunov-barrier function are of theoretical interest and can hopefully shed some light on computational approaches.

Key words: Lyapunov functions; Barrier functions; Reachability; Stability; Safety; Reach-avoid-stay specifications; Stability with safety guarantees; Converse theorems.

1 Introduction

Lyapunov stability theory [20] has been a cornerstone of automatic control. It is well known that stability properties for various models of nonlinear systems can be characterized by Lyapunov functions in the form of converse Lyapunov theorems [21,36,16,18,10,34] (see also [34, Section 1.1] for a nice historical account). The corresponding Lyapunov conditions characterize the regularity of dynamical flows and provide crucial criteria for stability analysis. Assuming local Lipschitz continuity of the system dynamics, one can show that such Lyapunov functions possess additional nice properties such as smoothness that can be used to infer robust stability properties [18]. The same idea also constitutes the underlining philosophy of applying Lyapunov methods to control design [13].

In recent years, safety properties for dynamical systems received considerable attention, primarily motivated by safety-critical control applications, such as in autonomous cyber-physical systems and robotics [1,9,14,24,2,40]. In these applications, barrier functions [26] are used to certify that solutions of a given system can stay within a prescribed safe set, along with their control variants, called control barrier functions.
to formulate necessary (and sufficient) Lyapunov conditions for asymptotic stability under state constraints. We show that, if we restrict the domain of the Lyapunov function to the set of initial conditions from which solutions can simultaneously satisfy the conditions of asymptotic stability and safety, then a smooth Lyapunov function can be found, building upon earlier results on converse Lyapunov functions [16,34]. In particular, the results from [34] play a key role in us to formulate a Lyapunov function that is defined on the entire set of initial conditions from which the stability with safety specification is satisfied. We further extend the converse theorems to reach-avoid-stay type specifications, for which solutions of a system are required to reach a target set within a finite time and remain there after, while avoiding an unsafe set. Since reachability (similar to asymptotic attraction) does not impose any stability conditions (see Vinograd’s example [22, p. 120]), we in general cannot expect to find a Lyapunov function that is defined in a neighborhood of the target set. We use a robustness argument [19] to obtain a slightly weaker statement in the sense that if a reach-avoid-stay specification is satisfied robustly, then there exists a robust Lyapunov-barrier function that is robust under perturbations arbitrarily close to that of the original system.

The main contributions of the paper are summarized as follows.

- We formulate the problems of stability with safety and reach-avoid-stay specifications and establish connections between them.
- We prove a smooth converse Lyapunov-barrier function theorem that is defined on the entire set of initial conditions from which the stability with safety property is satisfied.
- We extend the converse Lyapunov-barrier function theorem to reach-avoid-stay type specifications using a robustness argument. We show by example that such statements are the strongest one can obtain.
- We extend the converse Lyapunov-barrier functions to converse control Lyapunov-barrier functions w.r.t. reach-avoid-stay specifications, provided that there exists a Lipschitz continuous feedback law.

One clear limitation of the results of this paper is that the converse Lyapunov-barrier theorems are not constructive, as with classical converse Lyapunov theorems. Nonetheless, the unified necessary and sufficient conditions with a single Lyapunov-barrier function are of theoretical interest and can hopefully shed some light on developing computational approaches (see, e.g., [29,4,11]) for stability with safety or reach-avoid-stay specifications.

The rest of this paper is organized as follows. In Section 2, we present the problem formulation. In Section 3, we prove a smooth converse Lyapunov-barrier function theorem for stability with safety guarantees. In Section
We introduce some notation for reachable sets of $S$. Let $\Phi_\delta(x_0)$ denote the set reached by solutions of $S_\delta$ at time $t$ starting from $x_0$, i.e.,

$$\Phi_\delta(x_0) = \{ \phi(t) : \phi \in \Phi_\delta(x_0) \}.$$ 

For $T \geq 0$, we define

$$\mathcal{R}_\delta^T(x_0) = \bigcup_{t \geq T} \mathcal{R}_\delta^t(x_0), \quad \mathcal{R}_\delta^{0 \leq t \leq T} = \bigcup_{0 \leq t \leq T} \mathcal{R}_\delta^t(x_0),$$

and write

$$\mathcal{R}_\delta(x_0) = \mathcal{R}_\delta^{t \geq 0}(x_0).$$

For a set $W \subseteq \mathbb{R}^n$,

$$\mathcal{R}_\delta^t(W) = \bigcup_{x_0 \in W} \mathcal{R}_\delta^t(x_0),$$

$$\mathcal{R}_\delta^{t \geq T}(W) = \bigcup_{x_0 \in W} \mathcal{R}_\delta^{t \geq T}(x_0),$$

$$\mathcal{R}_\delta^{0 \leq t \leq T}(W) = \bigcup_{x_0 \in W} \mathcal{R}_\delta^{0 \leq t \leq T}(x_0),$$

$$\mathcal{R}_\delta(W) = \bigcup_{x_0 \in W} \mathcal{R}_\delta(x_0).$$

**Definition 1 (Forward invariance)** A set $\Omega \subseteq \mathbb{R}^n$ is said to be forward invariant for $S_\delta$ (or $\delta$-robustly forward invariant for $S$), if solutions from $\Omega$ are forward complete (i.e., defined for all positive time) $\mathcal{R}_\delta(\Omega) \subseteq \Omega$.

**2 Preliminaries**

Consider a continuous-time dynamical system

$$\dot{x} = f(x),$$

where $x \in \mathbb{R}^n$ and $f : \mathbb{R}^n \to \mathbb{R}^n$ is assumed to be locally Lipschitz. For each $x_0 \in \mathbb{R}^n$, we denote the unique solution starting from $x_0$ and defined on the maximal interval of existence by $\phi(t;x_0)$. For simplicity of notation, we may also write the solution as $\phi(t)$ if $x_0$ is not emphasized or as $\phi$ if the argument $t$ is not emphasized.

Given a scalar $\delta \geq 0$, a $\delta$-perturbation of the dynamical system (1) is described by the differential inclusion

$$\dot{x} \in F_\delta(x),$$

where $F_\delta(x) = f(x) + \delta B$. An equivalent description of the $\delta$-perturbation of system (1) can be given by

$$\dot{x} = f(x) + d,$$

where $d : \mathbb{R} \to \delta B$ is any measurable signal. We denote system (1) by $S$ and its $\delta$-perturbation by $S_\delta$. Note that $S_0$ reduces to $S$ when $\delta = 0$. A solution of $S_\delta$ starting from $x_0$ can be denoted by $\phi(t;x_0,d)$, where $d$ is a given disturbance signal. We may also write the solution simply as $\phi(t)$ or $\phi$.

We introduce some notation for reachable sets of $S_\delta$. Denote the set of all solutions for $S_\delta$ starting from $x_0$ by $\Phi_\delta(x_0)$. Let $\mathcal{R}_\delta^t(x_0)$ denote the set reached by solutions of $S_\delta$ at time $t$ starting from $x_0$, i.e.,

$$\mathcal{R}_\delta^t(x_0) = \{ \phi(t) : \phi \in \Phi_\delta(x_0) \}.$$ 

For $T \geq 0$, we define

$$\mathcal{R}_\delta^{t \geq T}(x_0) = \bigcup_{t \geq T} \mathcal{R}_\delta^t(x_0), \quad \mathcal{R}_\delta^{0 \leq t \leq T} = \bigcup_{0 \leq t \leq T} \mathcal{R}_\delta^t(x_0),$$

and write

$$\mathcal{R}_\delta(x_0) = \mathcal{R}_\delta^{t \geq 0}(x_0).$$

For a set $W \subseteq \mathbb{R}^n$,

$$\mathcal{R}_\delta^t(W) = \bigcup_{x_0 \in W} \mathcal{R}_\delta^t(x_0),$$

$$\mathcal{R}_\delta^{t \geq T}(W) = \bigcup_{x_0 \in W} \mathcal{R}_\delta^{t \geq T}(x_0),$$

$$\mathcal{R}_\delta^{0 \leq t \leq T}(W) = \bigcup_{x_0 \in W} \mathcal{R}_\delta^{0 \leq t \leq T}(x_0),$$

$$\mathcal{R}_\delta(W) = \bigcup_{x_0 \in W} \mathcal{R}_\delta(x_0).$$

**Definition 2 (Reach-avoid-stay specification)** We say that $S_\delta$ satisfies a reach-avoid-stay specification $(W, U, \Omega)$, where $W, U, \Omega \subseteq \mathbb{R}^n$, if the following conditions hold:

1. (reach and stay w.r.t. $\Omega$) Solutions of $S_\delta$ starting from $W$ are defined for all positive time (i.e., forward complete) and there exists some $T \geq 0$ such that $\mathcal{R}_\delta^{t \geq T}(W) \subseteq \Omega$.

2. (safe w.r.t. $U$) $\mathcal{R}_\delta(W) \cap U = \emptyset$.

If these conditions hold, we also say that $S$ $\delta$-robustly satisfies the reach-avoid-stay specification $(W, U, \Omega)$.

A closely related property for solutions of $S_\delta$ is stability with safety guarantees. We first define stability for solutions of $S_\delta$ w.r.t. a closed set.
We say that $A$ is said to be uniformly asymptotically stable (UAS) for $\mathcal{S}_A$ if the following two conditions are met:

1. (uniform stability) For every $\epsilon > 0$, there exists a $\delta_\epsilon > 0$ such that $\|\phi(0)\|_A < \delta_\epsilon$ implies that $\phi(t)$ is defined for $t \geq 0$ and $\|\phi(t)\|_A < \epsilon$ for any solution $\phi$ of $\mathcal{S}_A$ for all $t \geq 0$; and

2. (uniform attractivity) There exists some $\rho > 0$ such that, for every $\epsilon > 0$, there exists some $T > 0$ such that $\phi(t)$ is defined for $t \geq 0$ and $\|\phi(t)\|_A < \epsilon$ for any solution $\phi$ of $\mathcal{S}_A$ whenever $\|\phi(0)\|_A < \rho$ and $t \geq T$.

If these conditions hold, we also say that $A$ is $\delta$-robustly UAS (or $\delta$-RUAS) for $\mathcal{S}$.

### Definition 4 (Domain of attraction)

If a closed set $A \subseteq \mathbb{R}^n$ is $\delta$-RUAS for $\mathcal{S}$, we further define the domain of attraction of $A$ for $\mathcal{S}_A$, denoted by $\mathcal{G}_\delta(A)$, as the set of all initial states $x \in \mathbb{R}^n$ such that any solution $\phi \in \Phi_\delta(x)$ is defined for all positive time and converges to the set $A$, i.e.,

$$\mathcal{G}_\delta(A) = \{x \in \mathbb{R}^n : \forall \phi \in \Phi_\delta(x), \lim_{t \to \infty} \|\phi(t)\|_A = 0\}.$$

### Definition 5 (Stability with safety guarantee)

We say that $\mathcal{S}_A$ satisfies a stability with safety guarantee specification $(W,U,A)$, where $W,U,A \subseteq \mathbb{R}^n$ and $A$ is closed, if the following conditions hold:

1. (asymptotic stability w.r.t. $A$) The set $A$ is UAS for $\mathcal{S}_A$ and the domain of attraction of $A$ contains $W$; i.e., $W \subseteq \mathcal{G}_\delta(A)$.

2. (safe w.r.t. $U$) $\mathcal{R}_\delta(W) \cap U = \emptyset$.

If these conditions hold, we also say that $\mathcal{S}$ $\delta$-robustly satisfies the stability with safety guarantee specification $(W,U,A)$.

### 3 Converse Lyapunov-Barrier Function for Stability with Safety Guarantees

In this section, we derive a converse Lyapunov-barrier function theorem for $\mathcal{S}_A$ satisfying a stability with safety guarantee specification $(W,U,A)$.

### Definition 6 [34] Let $A \subseteq \mathbb{R}^n$ be a compact set contained in an open set $D \subseteq \mathbb{R}^n$. A continuous function $\omega : D \to \mathbb{R}_{\geq 0}$ is said to be a proper indicator for $A$ on $D$ if the following two conditions hold: (1) $\omega(x) = 0$ if and only if $x \in A$; (2) $\lim_{m \to \infty, m \not\in D} \omega(x_m) = \infty$ for any sequence $\{x_m\}$ in $D$ such that either $x_m \to p \in \partial D$ or $|x_m| \to \infty$ as $m \to \infty$.

Intuitively, a proper indicator for a compact set $A \subseteq D$, where $D \subseteq \mathbb{R}^n$ is open, is a continuous function whose value equals zero if and only if on $A$ and approaches infinity at the boundary of $D$ or at infinity. It generalizes the idea of a radially unbounded function.

### Remark 7 Let $A \subseteq \mathbb{R}^n$ be a compact set contained in an open set $D \subseteq \mathbb{R}^n$. There is always a proper indicator for $A$ on $D$ defined by [34, Remark 2]

$$\omega(x) = \max \left\{ \left( \frac{1}{2} - \frac{\text{dist}(A, \mathbb{R}^n \setminus D)}{\|x\|_{\mathbb{R}^n \setminus D}} \right) \right\},$$

where $\text{dist}(A, \mathbb{R}^n \setminus D) = \inf_{x \in A} \|x\|_{\mathbb{R}^n \setminus D}$. Indeed, $\omega$ is clearly continuous. If $x \in A$, we have $\omega(x) = \|x\|_A = 0$. If $x \in D \setminus A$, we have $\omega(x) \geq \|x\|_A > 0$. For any $\{x_m\}$ in $D$ such that either $x_m \to p \in \partial D$ or $|x_m| \to \infty$ as $n \to \infty$, we either have $\|x_m\|_A \to \infty$ or $\frac{1}{\|x_m\|_{\mathbb{R}^n \setminus D}} \to \infty$.

### Theorem 8 Suppose that $A$ is compact, $U$ is closed, and $A \cap U = \emptyset$. Then the following two statements are equivalent:

1. $\mathcal{S}_A$ satisfies the stability with safety guarantee specification $(W,U,A)$.

2. There exists an open set $D$ such that $(A \cup W) \subseteq D$ and $D \cap U = \emptyset$, a smooth function $V : D \to \mathbb{R}_{\geq 0}$ and class $K_\infty$ functions $\alpha_1$ and $\alpha_2$ such that, for all $x \in D$ and $d \in \delta B$,

$$\alpha_1(\omega(x)) \leq V(x) \leq \alpha_2(\omega(x)), \quad (4)$$

and

$$\nabla V(x) \cdot (f(x) + d) \leq -V(x), \quad (5)$$

where $\omega$ be any proper indicator for $A$ on $D$.

Moreover, the set $D$ can be taken as the following set

$$W_\delta = \{x \in \mathbb{R}^n : \forall \phi \in \Phi_\delta(x), \lim_{t \to \infty} \|\phi(t)\|_A = 0 \text{ and } \phi(t) \not\in U, \forall t \geq 0\}. \quad (6)$$

Clearly, the set $W_\delta$ defined above includes all initial states from which solutions of $\mathcal{S}_A$ will approach $A$ and avoid the unsafe set $U$. The following lemma establishes some basic properties of the set $W_\delta$. The proof can be found in Appendix A.

### Lemma 9 Suppose that $A$ is compact, $U$ is closed, and $A \cap U = \emptyset$. If $\mathcal{S}_A$ satisfies a stability with safety guarantee specification $(W,U,A)$, then the set $W_\delta$ is open, forward invariant, and satisfies $W \subseteq W_\delta \subseteq \mathcal{G}_\delta(A)$.

The proof of Theorem 8 relies on the following result, which states that, on any forward invariant open subset $D$ of $\mathcal{G}_\delta(A)$, we can find a “global” Lyapunov function relative to $D$. 

---
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Proposition 10 Let $A \subseteq \mathbb{R}^n$ be a compact set that is UAS for $S_\delta$. Let $D \subseteq \mathbb{R}^n$ be an open set such that $A \subseteq D \subseteq \mathcal{G}_3(A)$ and $D$ is forward invariant for $S_\delta$, where $\mathcal{G}_3(A)$ is the domain of attraction of $A$ for $S_\delta$. Let $\omega$ be any proper indicator for $A$ on $D$. Then there exists a smooth function $V : D \to \mathbb{R}_{\geq 0}$ and class $\mathcal{K}_\infty$ functions $\alpha_1$ and $\alpha_2$ such that conditions (4) and (5) hold for all $x \in D$ and $d \in \delta B$.

This proposition can be proved by combining the proof for Proposition 3 and the statements of Theorem 2 and Theorem 1 in [34]. The main difference being that the results in [34] are stated for more general differential inclusions and Proposition 3 in [34] is proved on the whole domain of attraction of $A$, whereas the above results are for specific $\delta$-perturbations of a Lipschitz ordinary differential equation and for any open forward invariant set containing the set $A$. Due to this subtlety, Proposition 3 of [34] is not directly applicable for our purpose. For completeness, we provide a more direct proof of this result in Appendix B.

Proof of Theorem 8

We first prove (2) $\implies$ (1). The fact that $V$ is a smooth Lyapunov function, i.e., satisfying conditions (4) and (5), on an open neighborhood $D$ containing $A$ shows that $A$ is UAS for $S_\delta$. We show that the set $D$ is forward invariant. Let $x_0 \in D$. Then for any $\phi \in \Phi_\delta(x_0)$, we have

$$\frac{dV(\phi(t))}{dt} = \nabla V(\phi(t)) \cdot (f(\phi(t)) + d(t)) \leq 0$$

holds for almost all $t \geq 0$. It follows that $V(\phi(t)) \leq V(x_0) < \infty$. Hence $\phi(t)$ is bounded, defined, and satisfies $\phi(t) \in D$ for all $t \geq 0$. By forward invariance of $D$ and $W \subseteq D$, we have $\partial \mathcal{G}_3(W) \subseteq D$ and $\partial \mathcal{G}_3(W) \cap U = \emptyset$. It remains to show that $W \subseteq \mathcal{G}_3(A)$. For any $x_0 \in W$ and any $\phi \in \Phi_\delta(x_0)$, we have $\phi(t) \in D$ for all $t \geq 0$. Hence

$$\frac{dV(\phi(t))}{dt} = \nabla V(\phi(t)) \cdot (f(\phi(t)) + d(t)) \leq -V(\phi(t)) < 0$$

as long as $\phi(t) \not\in A$. A standard Lyapunov argument shows that $\|\phi(t)\|_A \to 0$ as $t \to \infty$. Hence $x_0 \in \mathcal{G}_3(A)$ and $W \subseteq \mathcal{G}_3(A)$. We have verified that $S_\delta$ satisfies a stability with safety guarantee specification $(W,U,A)$.

We then prove (1) $\implies$ (2). By Lemma 9, we can let $D = W_\delta$. Then $(A \cup W) \subseteq D \subseteq \mathcal{G}_3(A)$. Furthermore, $D$ is open and forward invariant. The conclusion follows from that of Proposition 10.

Remark 11 Compared with related results on sufficient Lyapunov conditions for stability with safety guarantees (e.g., [30,6,8]), to the best knowledge of the authors, Theorem 8 provides the first converse Lyapunov-barrier theorem and we show that the converse Lyapunov function is defined on whole set of initial conditions from which asymptotic stability with safety guarantees is satisfied. In other words, we provide a Lyapunov characterization of the problem of asymptotic stability with safety guarantees. We also note that several converse barrier functions have been reported in the literature [37,27,19]. In particular, the recent work [19] makes a connection between converse Lyapunov function and barrier function via a robustness argument, which, to some extent, inspired our work in this paper to unify converse Lyapunov and barrier functions. The results of this paper significantly differ from that in [19], because converse results are established for both stability with safety guarantees and reach-avoid-stay specifications, whereas the results in [19] only concern safety. We achieved this non-trivial extension by adapting converse Lyapunov theorems (e.g., [34]), as in Proposition 10, to work with safety requirements, enabled by characterizing all initial states from which solutions will satisfy stability with safety guarantees, as in Lemma 9.

While Theorem 8 gives a single smooth Lyapunov function satisfying the strong set of conditions (4) and (5), we propose the following set of sufficient conditions for two reasons. First, they appear to be weaker (although in fact theoretically equivalent in view of Theorem 8) for reasons commonly seen in the literature. Second, they agree with the notions of Lyapunov and barrier functions commonly seen in the literature.

Proposition 12 Suppose that $A$ is compact, $U$ is closed, and $A \cap U = \emptyset$. If there exists an open set $D$ such that $(A \cup W) \subseteq D$ and smooth functions $V : D \to \mathbb{R}_{\geq 0}$ and $B : D \to \mathbb{R}$ such that

1. $V$ is positive definite on $D$ w.r.t. $A$, i.e., $V(x) = 0$ if and only if $x \in A$;
2. $\nabla V(x) \cdot (f(x) + d) < 0$ for all $x \in D \setminus A$ and $d \in \delta B$;
3. $W \subseteq C = \{x \in D : B(x) \geq 0\}$ and $B(x) < 0$ for all $x \in U$;
4. $\nabla B(x) \cdot (f(x) + d) \geq 0$ for all $x \in D$ and $d \in \delta B$,

then $S_\delta$ satisfies the stability with safety guarantee specification $(W,U,A)$. Furthermore, if $W$ is compact, then conditions (1)–(4) are also necessary for $S_\delta$ to satisfy the stability with safety guarantee specification $(W,U,A)$.

Proof We first prove the sufficiency part. Conditions (1)–(2) state that $V$ is a local Lyapunov function for $S_\delta$ w.r.t. $A$. Hence $A$ is UAS for $S_\delta$. Conditions (3)–(4) state that $B$ is a barrier function for $S_\delta$ w.r.t. $(W,U)$.

We can easily show that the set $C = \{x \in D : B(x) \geq 0\}$ is forward invariant. Indeed, if $C$ is not forward invariant, then there exists some $x_0 \in C$, a solution $\phi \in \Phi_\delta(x_0)$, and some $\tau > 0$ such that $B(\phi(\tau)) < 0$. Define

$$\tau = \sup\{t \geq 0 : \phi(t) \in C\}.$$
Then $\mathcal{I}$ is well defined and finite. By continuity of $B(\phi(t))$, we have $B(\phi(\mathcal{I})) = 0$. Since $\phi(\mathcal{I}) \in D$ and $D$ is open, for $\varepsilon > 0$ sufficiently small, we have $\phi(t) \in D$ for almost all $t \in [\mathcal{I}, \mathcal{I} + \varepsilon]$. This implies that, for almost all $t \in [\mathcal{I}, \mathcal{I} + \varepsilon]$,

$$\frac{dB(\phi(t))}{dt} = \nabla B(\phi(t)) \cdot (f(\phi(t)) + d(t)) \geq 0.$$

Hence we have $B(\phi(t)) \geq B(\phi(\mathcal{I})) = 0$ for almost all $t \in [\mathcal{I}, \mathcal{I} + \varepsilon]$. This contradicts the definition of $\mathcal{I}$. Hence $C$ must be forward invariant. Since $W \subseteq C$ and $C \cap U = \emptyset$, we have $\mathcal{R}_C(W) \subseteq C$ and $\mathcal{R}_C(W) \cap U = \emptyset$.

It remains to show that $W \subseteq \mathcal{G}_d(A)$. For any $x_0 \in W$ and any $\phi \in \Phi_S(x_0)$, we have $\phi(t) \in C \subseteq D$ for almost all $t \geq 0$. Hence

$$\frac{dV(\phi(t))}{dt} = \nabla V(\phi(t)) \cdot (f(\phi(t)) + d(t)) < 0$$

as long as $\phi(t) \notin A$. A standard Lyapunov argument shows that $\|\phi(t)\|_A \to 0$ as $t \to \infty$.

We then prove the necessity part. Since $A$ is compact, there exists a compact neighborhood $K$ of $A$ such that $A \subseteq K \subseteq D$. Let $C = \sup_{x \in K \cup W} V(x)$. Then $c > 0$. Define $B(x) = c - V(x)$ for $x \in D$. We can easily verify that $V(x)$ and $B(x)$ satisfy conditions (1)–(4).

Remark 13 We compare the Lyapunov-barrier conditions with that in [30], which provided a novel control framework for stabilization with guaranteed safety for nonlinear systems. Nonetheless, we restrict the formulation to autonomous systems (cf. Proposition 1 in [30]). This is without loss of generality, because the control framework in [30] is fundamentally built upon the conditions for autonomous systems, as clearly indicated in [30] (see, e.g., the remark before and proof of [30, Theorem 3]). We also change the notion slightly to be consistent with the notation used in this paper. In [30], a set of sufficient conditions for a smooth function $V : \mathbb{R}^n \to \mathbb{R}$ to be called a Lyapunov-barrier function for the system (1) with respect to the origin and an unsafe set $U$ were formulated as follows:

(i) $V$ is lower-bounded and radially unbounded;
(ii) $V(x) > 0$ for all $x \in U$;
(iii) $\nabla V(x) \cdot f(x) < 0$ for all $x \in \mathbb{R}^n \setminus (U \cup \{0\})$; and
(iv) $\mathbb{R}^n \setminus (U \cup C) \cap \partial U = \emptyset$, where the set $C$ is given by $C = \{x \in \mathbb{R}^n : V(x) \leq 0\}$.

In [6], it is shown that the above conditions imply the set $U$ is necessarily unbounded. Here we show another property that indicates the restrictive nature of condition (iv); that is,

$$x \in \partial U \implies V(x) = 0. \quad (7)$$

In fact, suppose that this is not the case, then $V(x) > 0$. There exists a sequence $x_n \to x \in \partial D$ such that $V(x_n) > 0$ (and hence $x_n \cap C = \emptyset$) and $x_n \cap U = \emptyset$ (this is possibly because $x \in \partial U$). Hence $x_n \subseteq \mathbb{R}^n \setminus (U \cup C)$. It follows that $x \in \mathbb{R}^n \setminus (U \cup C)$. By condition (iv) above, $x \notin \bar{U}$, which contradicts $x \in \partial U$. In view of (7), condition (iv) above is somewhat restrictive, because it implies that the boundary of the unsafe set $U$ lies entirely on a level curve of $V$.

Remark 14 Figure 1 provides an illustration of the sets defined for proving Theorem 8.

Fig. 1. An illustration of the sets involved in Theorem 8, Lemma 9, and Proposition 10. While the domain of attraction $\mathcal{G}_d(A)$ can potentially intersect with the unsafe set $U$, the winning set $\mathcal{W}_d$ defined in (6) characterizes the set of initial conditions from which the stability with safety constraints is satisfied. Clearly, the system $S_8$ satisfies a stability with safety specification $(W,U,A)$ if and only if $W \subseteq \mathcal{W}_d$. Theorem 8 (together with Lemma 9 and Proposition 10) states that a smooth Lyapunov function can be found on the set $D = \mathcal{W}_d$ to verify the specification $(W,U,A)$.

4 Converse Lyapunov-Barrier Function for Reach-Avoid-Stay Specifications

The converse results proved in the previous section can be extended to reach-avoid-stay specifications under some mild modifications.

Suppose that $S_8$ satisfies a reach-avoid-stay specification $(W,U,O)$. Then the set

$$A = \{x \in \Omega : \forall \phi \in \Phi_S(x), \phi(t) \in \Omega, \forall t \geq 0\}. \quad (8)$$

is a nonempty compact invariant set for $S_8$.

Lemma 15 Suppose that $\Omega$ is compact and $W$ is nonempty. If $S_8$ satisfies a reach-avoid-stay specification $(W,U,O)$, then the set

$$A = \{x \in \Omega : \forall \phi \in \Phi_S(x), \phi(t) \in \Omega, \forall t \geq 0\}.$$
easy to verify that the set $\mathcal{R}^{12}_{\delta}(W)$ is forward invariant for $S_{\delta}$. Clearly, $\mathcal{R}^{\geq T}_{\delta}(W) \subseteq A$ and $A$ is nonempty.

We next show that $A$ is compact. Since $A \subseteq \Omega$ and $\Omega$ is compact, we only need to show that $A$ is closed. Note that $A$ is forward invariant by definition. Let $\{x_{m}\}$ be a sequence in $A$ that converges to $x$. Since $\Omega$ is compact, we have $x \in \Omega$. Suppose that $x \notin A$. Then there exists some $\phi \in \Phi_{\delta}(x)$ and some $\tau > 0$ such that $\phi(\tau) \notin \Omega$. By continuous dependence of solutions of $S_{\delta}$ on initial conditions, there exists a sequence of solutions $\phi_{m} \in \Phi_{\delta}(x_{m})$ that converges to $\phi$ uniformly on $[0, \tau]$. We have $\phi_{m}(\tau) \to \phi(\tau) \notin \Omega$ as $m \to \infty$. Since $\mathbb{R}^{n} \setminus \Omega$ is open, this implies that for $m$ sufficiently large, $\phi_{m}(\tau) \notin \Omega$. This contradicts the definition of $A$ (recall that $x_{m} \in A$ and $\phi_{m} \in \Phi_{\delta}(x_{m})$). Hence $x \in A$ and $A$ is compact.

The following proposition states that any compact robustly invariant set of $S_{\delta}$ is UAS for $S_{\delta}$, where $\delta^\prime$ can be taken to be arbitrarily close to $\delta$. This fact was essentially proved in [19] in a slightly different context. The conclusion does not hold for $\delta^\prime = \delta$ (see Example 20).

**Proposition 16** Any nonempty compact invariant set $A$ for $S_{\delta}$ is UAS for $S_{\delta^\prime}$ whenever $\delta^\prime \in [0, \delta)$.

The proof relies on the following technical lemma from [19].

**Lemma 17** [19] Fix any $\delta^\prime \in (0, \delta)$ and $\tau > 0$. Let $K \subseteq \mathbb{R}^{n}$ be a compact set. Then there exists some $r = r(K, \delta, \delta^\prime) > 0$ such that the following holds: if there is a solution $\phi$ of $S_{\delta^\prime}$ such that $\phi(s) \in K$ for all $s \in [0, T]$, where $T \geq \tau$, then for any $y_{0} \in \phi(0) + rB$ and any $y_{1} \in \phi(T) + rB$, we have $y_{1} \in \mathcal{R}^{T}_{\delta^\prime}(y_{0})$, i.e., $y_{1}$ is reachable at $T$ from $y_{0}$ by a solution of $S_{\delta^\prime}$.

We present the proof of Proposition 16 as follows.

**Proof** We verify conditions (1) uniform stability and (2) uniform attractivity as required by Definition 3.

1. For any $\varepsilon > 0$, let $\tau > 0$ be the minimal time that is required for solutions of $S_{\delta}$ to travel from interior of $A + \varepsilon B$ to $\mathbb{R} \setminus (A + \varepsilon B)$. The existence of such a $\tau$ follows from that $f$ is locally Lipschitz and an argument using Gronwall’s inequality. Pick $\delta_{c} < \min(r, \delta_{0})$, where $r$ is from Lemma 17, applied to the set $A + \varepsilon B$ and scalars $\tau, \delta^\prime$, and $\delta$. Let $\phi$ be any solution of $S_{\delta^\prime}$ such that $\|\phi(0)\|_{A} < \delta_{c}$. We show that $\|\phi(t)\|_{A} < \varepsilon$ for all $t \geq 0$. Suppose that this is not the case. Then $\|\phi(t_{1})\|_{A} \geq \varepsilon$ for some $t_{1} \geq \tau > 0$. Since $\delta_{c} < r$ and $A$ is compact, we can always pick $y_{0} \in A$ such that $y_{0} \in \phi(0) + rB$. By Lemma 17, there exists a solution of $S_{\delta}$ from $y_{0} \in A$ to $y_{1} = \phi(t_{1}) \notin A$. This contradicts that $A$ is forward invariant for $S_{\delta}$.

2. Fix any $\varepsilon > 0$. Following part (1), choose $\delta_{c}$ such that $\|\phi(0)\|_{A} < \delta_{c}$ implies $\|\phi(t)\|_{A} < \varepsilon$ for any solution $\phi(t)$ of $S_{\delta^\prime}$. Let $r$ be chosen according to Lemma 17 with the set $A + \varepsilon B$ and scalars $\tau = 1, \delta^\prime$, and $\delta$. Choose $\rho \in (0, r)$. Let $\phi$ be any solution of $S_{\delta^\prime}$. We show that $\|\phi(0)\|_{A} \leq \rho$ implies $\|\phi(t)\|_{A} < \varepsilon$ for all $t \geq 1$. Suppose that this is not the case. Then there exists some $t_{1} \geq 1$ such that $\|\phi(t_{1})\|_{A} \notin A$. Since $\rho < r$, we can pick $y_{0}$ such that $y_{0} \in \phi(0) + \rho B$ and $y_{0} \notin A$. By Lemma 17, there exists a solution of $S_{\delta}$ from $y_{0} \in A$ to $y_{1} = \phi(t_{1}) \notin A$. This contradicts that $A$ is forward invariant for $S_{\delta^\prime}$. Hence $\|\phi(t)\|_{A} < \varepsilon$ for all $t \geq 1$. This clearly implies (2).

Proposition 16 establishes a link between robust invariance and asymptotic stability. By combining Lemma 15, Proposition 16, and Theorem 8, we can obtain the following converse theorem for a reach-avoid-stay specification.

**Theorem 18** Suppose that $\Omega$ is compact, $U$ is closed, and $\Omega \cap U = \emptyset$, and $S_{\delta}$ satisfies the reach-avoid-stay specification $(W, U, \Omega)$. Then there exists a compact set $A \subseteq \Omega$ such that, for any $\delta^\prime \in (0, \delta)$ and any proper indicator $\omega$ for $A$ on $D$, there exists an open set $D$ such that $(A \cup W) \subseteq D$ and $D \cap U = \emptyset$, a smooth function $V : D \to \mathbb{R}_{\geq 0}$ and class $K_{\infty}$ functions $\alpha_{1}$ and $\alpha_{2}$ such that conditions (4) and (5) hold for all $x \in D$ and $d \in \delta^\prime B$.

**Proof** By Lemma 15, there exists a compact set $A \subseteq \Omega$ that is $\delta^\prime$-UAS for any $\delta^\prime \in (0, \delta)$ by Proposition 16. Furthermore, as shown in the proof of Lemma 15, $\mathcal{R}^{\geq T}_{\delta^\prime}(W) \subseteq A$. This implies that, for any $\delta^\prime \in (0, \delta)$, the domain of attraction of $A$ for $S_{\delta^\prime}$ includes $W$. Hence $S_{\delta^\prime}$ satisfy the stability with safety guarantee specification $(W, U, A)$. The conclusion follows from that of Theorem 8.

**Remark 19** Figure 2 provides an illustration of the sets defined for proving Theorem 18.

It would be tempting to draw a stronger conclusion than the one in Theorem 18 by allowing $\delta^\prime = \delta$. The following example shows that the conclusion of Theorem 18 cannot be strengthened in this regard: Under the current assumptions of Theorem 18, there may not exist a converse Lyapunov-barrier function satisfying conditions (4) and (5) for $S_{\delta}$, even if $S_{\delta}$ satisfies a reach-avoid-stay specification $(W, U, \Omega)$.

**Example 20** Consider $S$ defined by $\dot{x} = -x + x^{2}$. Let $W = [-1, -0.9]$, $U = [0.6, \infty)$, $\Omega = [-0.25, 0.5]$, and $\delta = 0.25$. It is easy to verify that $S_{\delta}$ satisfies the reach-avoid-stay specification $(W, U, \Omega)$. However, solutions of $S_{\delta}$ starting from $x_{0} = 0.5 + \varepsilon$, where $\varepsilon > 0$, with $d(t) = \delta$ will tend to infinity. Furthermore, for any $x_{0} \in \Omega$, there
Similarly, Proposition 12 can be adapted to give the following version of converse theorem for reach-avoid-stay specifications.

**Proposition 21** Suppose that \( \Omega \) and \( W \) are compact, \( U \) is closed, and \( \Omega \cap U = \emptyset \), and \( \mathcal{S}_s \) satisfies the reach-avoid-stay specification \((W,U,\Omega)\). Then for any \( \delta' \in \left[0, \delta\right) \), there exists a compact \( A \subseteq \Omega \), an open set \( D \) such that \((A \cup W) \subseteq D\), and smooth functions \( V : D \rightarrow \mathbb{R}_{\geq 0} \) and \( B : D \rightarrow \mathbb{R} \) such that

1. \( V \) is positive definite on \( D \) w.r.t. \( A \), i.e., \( V(x) = 0 \) if and only if \( x \in A \);
2. \( \nabla V \cdot (f(x) + d) < 0 \) for all \( x \in D \setminus A \) and \( d \in \delta' B \);
3. \( W \subseteq C = \left\{ x \in D : B(x) \geq 0 \right\} \) and \( B(x) < 0 \) for all \( x \in U \);
4. \( \nabla B \cdot (f(x) + d) \geq 0 \) for all \( x \in D \) and \( d \in \delta' B \).

**Proof** Similar to that of Proposition 12.

The above converse results (Theorem 18 and Proposition 21) reveal that the verification and design for reach-avoid-stay specifications can indeed be centered around the problem of stability/stabilization with safety guarantees. This is **without loss of generality** at least from a robustness point of view. In this regard, Lemma 15 and Proposition 16 connect robust reach-avoid-stay specification with stability with safety guarantees. We can also prove a result in the reverse direction. These statements are summarized in the following proposition.

**Proposition 22** (1) If \( \mathcal{S}_s \) satisfies a stability with safety guarantee specification \((W,U,A)\) and \( W \) is compact, then for every \( \varepsilon > 0 \), \( \mathcal{S}_s \) satisfies the reach-avoid-stay specification \((W,U,A + \varepsilon B)\).

(2) If \( \mathcal{S}_s \) satisfies a reach-avoid-stay specification \((W,U,\Omega)\), then there exists a compact set \( A \subseteq \Omega \) such that, for any \( \delta' \in \left[0, \delta\right) \), \( \mathcal{S}_s \) satisfies the stability with safety guarantee specification \((W,U,A)\).

**Proof** (1) The conclusion follows from the uniform attractivity property for solutions for \( \mathcal{S}_s \) under the stability assumption (Proposition 29 in Appendix A). (2) It follows from Lemma 15, Proposition 16, and the definitions of the specifications.

5 Converse Control Lyapunov-Barrier Functions for Reach-Avoid-Stay Specifications

In this section, we take advantage of the results from Section 4 and make a straightforward derivation on a converse control Lyapunov-barrier function theorem for \( \mathcal{S}_s \) satisfying a reach-avoid-stay specification \((W,U,\Omega)\) under controls. We first recast the notion from Section 2 for control systems.

Given a nonempty compact convex set of control inputs \( U \subseteq \mathbb{R}^p \), consider a nonlinear system of the form

\[
\dot{x} = f(x) + g(x)u + d, \tag{9}
\]

where the mapping \( g : \mathbb{R}^n \rightarrow \mathbb{R}^{n \times p} \) is smooth; \( u : \mathbb{R}_{\geq 0} \rightarrow U \) is a locally bounded measurable control signal, whilst the other notation remains the same.

**Definition 23 (Control strategy)** A control strategy \( \kappa : \mathbb{R}^n \rightarrow U \).

We further denote \( \mathcal{S}_s^u \) by the control system driven by (9) that is comprised by \( u = \kappa(x) \).

**Definition 24 (Reach-avoid-stay controllable)** A system \( \mathcal{S}_s \) is called reach-avoid-stay controllable w.r.t. \((W,U,\Omega)\), where \( W,U,\Omega \subseteq \mathbb{R}^n \), if there exists a Lipschitz continuous control strategy \( \kappa \) such that the system \( \mathcal{S}_s^u \) satisfies the reach-avoid-stay specification \((W,U,\Omega)\).

Now we are ready to show that reach-avoid-stay controllability implies the existence of a control Lyapunov-barrier function w.r.t. the reach-avoid-stay specification.

**Theorem 25** Suppose that \( \Omega \) is compact, \( U \) is closed, and \( \Omega \cap U = \emptyset \), and \( \mathcal{S}_s \) is reach-avoid-stay controllable.
w.r.t. \((W,U,\Omega)\). Then there exists a compact set \(A \subseteq \Omega\) such that, for any \(\delta' \in [0, \delta)\) and any proper indicator \(\omega\) for \(A\) on \(D\), there exists an open set \(D\) such that \((A \cup W) \subseteq D\) and \(D \cap U = \emptyset\), a smooth function \(V : D \to \mathbb{R}_{\geq 0}\) and class \(K_\infty\) functions \(\alpha_1\) and \(\alpha_2\) such that, for all \(x \in D\) and \(d \in \delta' \mathcal{B}\), equation (4) is satisfied and

\[
\inf_{u \in U} \sup_{x \in D} \sup_{d \in \delta' \mathcal{B}} [L_f V(x, d) + L_g V(x)u + V(x)] \leq 0. \quad (11)
\]

**Proof** By assumption, there exists a Lipschitz continuous \(\kappa\) that renders the solutions satisfy reach-avoid-stay specification \((W,U,\Omega)\). Then by Theorem 18, for any proper indicator \(\omega\) for \(A\) on \(D\), there exists a function \(V : D \to \mathbb{R}_{\geq 0}\) satisfying (4) and

\[
\sup_{d \in \delta' \mathcal{B}} [L_f V(x, d) + L_g V(x)\kappa(x) + V(x)] \leq 0
\]

for all \(x \in D\). Taking the supremum over all \(x \in D\), we have

\[
\sup_{x \in D} \sup_{d \in \delta' \mathcal{B}} [L_f V(x, d) + L_g V(x)\kappa(x) + V(x)] \leq 0.
\]

Since we have the control \(\kappa(x) \in \mathcal{U}\), it follows that

\[
\inf_{u \in U} \sup_{x \in D} \sup_{d \in \delta' \mathcal{B}} [L_f V(x, d) + L_g V(x)u + V(x)] \leq 0.
\]

With a similar approach, Proposition 21 can be applied to give the following version of converse control Lyapunov-barrier functions theorem for reach-avoid-stay specifications.

**Proposition 26** Suppose that \(\Omega\) and \(W\) are compact, \(U\) is closed, and \(\Omega \cap U = \emptyset\), and \(S_b\) is reach-avoid-stay controllable w.r.t. \((W,U,\Omega)\). Then for any \(\delta' \in [0, \delta)\), there exists a compact \(A \subseteq \Omega\), an open set \(D\) such that \((A \cup W) \subseteq D\), and smooth functions \(V : D \to \mathbb{R}_{\geq 0}\) and \(B : D \to \mathbb{R}\) such that

1. \(V\) is positive definite on \(D\) w.r.t. \(A\), i.e., \(V(x) = 0\) if and only if \(x \in A\);
2. \(\inf_{u \in U} \sup_{x \in D} [L_f V(x, d) + L_g V(x)u] \leq 0\);
3. \(W \subseteq C = \{x \in D : B(x) \geq 0\}\) and \(B(x) < 0\) for all \(x \in U\);
4. \(\sup_{u \in U} [L_f B(x, d) + L_g B(x)u] \geq 0\) for all \(x \in D\) and \(d \in \delta' \mathcal{B}\).

6 Conclusions

In this paper, we proved two converse Lyapunov-barrier function theorems for nonlinear systems satisfying either asymptotic stability with a safety constraints or a reach-avoid-stay type specification. In the former case, we show that a smooth Lyapunov-barrier function can be defined on the entire set of initial conditions from which asymptotic stability with a safety constraint can be satisfied. For the latter, we establish a converse theorem via a robustness argument. It is shown by example that the statement cannot be strengthened without additional assumptions. We further extend the results to establish converse control Lyapunov-barrier functions for systems with control inputs.

The focus of the current paper is on converse Lyapunov-barrier functions, applying which we make a quick extension to converse control Lyapunov-barrier function. There are two limitations in our work. We only considered an additive measurable disturbance in the right-hand side of the dynamical systems for the purpose of establishing converse Lyapunov-barrier results. In addition, similar to other converse Lyapunov theorems, the existence results are not constructive.

An interesting future direction is to explore computational techniques for constructing Lyapunov-barrier function that is defined on the whole set of initial conditions (or as large a subset as possible of this set) from which a stability with safety guarantee or reach-avoid-stay specification is achievable, for instance, learning techniques [29,4,41] or interval analysis [28,11]. In this regard, the results of this paper (especially Theorems 8 and 18) can hopefully shed some light into the development of such computational techniques with completeness (or approximate completeness) guarantees.
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A Proof of Lemma 9

We first state two lemmas on the properties of the solutions of $S_δ$.

The first one is well known from the basic theory of ODEs (see, e.g., [32, Theorem 55, Appendix C]).

**Lemma 27 (Continuous dependence)** Suppose that for some $x_0 \in \mathbb{R}^n$ there exists some $T > 0$ such that solutions for $S_δ$ starting from $x_0$ are defined on $[0,T]$. Then there exists some $δ > 0$ such that solutions starting from $x_0 + δB$ are also defined on $[0,T]$ and there exists a constant $C$ (depending on $T$ and $x_0$) such that

$$|φ(t; x, d) − φ(t; x_0, d)| \leq C|x − x_0|$$

for all $x \in x_0 + δB$ and $d: [0,T] \rightarrow δB$.

The next result is on topological properties of solutions of differential inclusions satisfying some basic conditions. It can be found, e.g., in [12, Theorem 3, Section 7]. Note that the differential inclusion we consider $S_δ : x' = F(x) + δB$ straightforwardly satisfies the basic conditions there (i.e., $F_δ$ is upper semicontinuous and takes nonempty, compact, and convex values).

**Lemma 28 (Compactness of reachable sets)** Let $K \subseteq \mathbb{R}^n$ be a compact set. Suppose that there exists some $δ > 0$ such that solutions of $S_δ$ starting from $K$ are always defined on $[0,τ]$. Then, for any $T \in [0,τ)$, $R_δ^{\tau \leq t \leq T}(K)$ is a compact set. Furthermore, solutions of $S_δ$ on $[0,T]$ form a compact set under the uniform convergence topology.

The following result shows that under the uniform stability assumption (i.e., condition (1) in Definition 3), attraction of solutions starting from any compact set within the domain of attraction is always uniform. The proof of the following result is modeled after the proof for Proposition 3 in [34, cf. Claim 4].

**Proposition 29 (Uniformity of attraction)** Suppose that a closed set $A \subseteq \mathbb{R}^n$ is uniformly stable for $S_δ$, i.e., condition (1) of Definition 3 holds. Let $K$ be a compact set. Then the following two statements are equivalent:

1. For any $x_0 \in K$ and any $φ \in Φ_δ(x_0)$, $φ$ is defined for all $t \geq 0$ and

$$\lim_{t \to \infty} \|φ(t)\|_A = 0.$$  

2. For every $ε > 0$, there exists $T = T(ε) > 0$ such that

$$\|φ(t)\|_A < ε$$

holds for any $x_0 \in K$, $φ \in Φ_δ(x_0)$, and $t \geq T$.

**Proof** Clearly, (2) implies (1). We prove that (1) also implies (2) under the uniform stability assumption. Suppose that (2) does not hold. Then there exists some $ε_0 > 0$ such that for all $n > 0$ there exists $x_n \in K$, $φ_n \in Φ_δ(x_n)$, and $t_n \geq n$ such that

$$\|φ_n(t_n)\|_A ≥ ε_0.$$  

(A.1)

Let $δ_0 = δ_{ε_0}$ be given by condition (1) of Definition 3. For every $n > 0$, we must have

$$\|φ_n(t)\|_A ≥ δ_0, \ \forall t \in [0,n].$$  

(A.2)

**Claim 30** There exist subsequences $\{x_n\}$ and $φ_n \in Φ_δ(x_n)$ such that $x_n$ converges to $x$ and $φ_n$ converges to a solution $φ \in Φ_δ(x)$. The latter convergence is uniform on every compact interval of $\mathbb{R}_≥0$.

**Proof of Claim 30** From (1), we know that solutions starting from $K$ are always forward complete. Since $K$ is compact, we can assume without loss of generality that $\{x_n\}$ converges to $x \in K$ (otherwise we can pick a subsequence). By Lemma 28, there exists a subsequence of $\{φ_n\}$, denoted by $\{φ_{n_m}\}$, that converges uniformly on $[0,1]$ to a solution $φ_1 \in Φ_δ(x)$. By the same argument, $\{φ_{n_m}\}$ has a subsequence, denoted by $\{φ_{2m}\}$, that converges uniformly on $[0,2]$ to a solution $φ_2 \in Φ_δ(x)$. Repeat this argument and pick the diagonal $\{φ_{mm}\}$. Then $\{φ_{mm}\}$ has the claimed property. □

Let $φ \in Φ_δ(x)$ be given by the claim. By statement (1), there exists $T > 0$ such that

$$\|φ(t)\|_A < \frac{δ_0}{2}, \ \forall t \geq T.$$  

(A.3)

However, since $\{φ_{mm}\}$ converges to $φ$ uniformly on $[0,T]$, there exists some $n \geq T$ such that

$$|φ_n(t) − φ(t)| < \frac{δ_0}{2}, \ \forall t \in [0,T].$$  

(A.4)

The equations (A.3) and (A.4) give $\|φ_n(T)\|_A < δ_0$, which contradicts (A.1). □

**Proof of Lemma 9** We can easily verify that $W_δ$ is forward invariant and $W_δ \subseteq G_δ(A)$ by its definition. We show that $W_δ$ is open.

Let $x_0 \in W_δ$. Let $ρ > 0$ be given by condition (2) from Definition 3 for UAS of $A$. Choose $ε_0 < ρ$ such that ($A +
It follows that

\[ (2) \text{ in Definition 3, } \lim_{t \to T} \| \phi(t) \|_A < \frac{\delta_0}{2} \]

for any solution \( \phi \in \Phi_\delta(x_0) \) and all \( t \geq T \). By Lemma 28 in the Appendix, the set \( K = R^0_{\delta} \) is compact. Let \( \varepsilon_1 < \frac{\delta_0}{2} \) be chosen such that \((K + \varepsilon_1B) \cap U = \emptyset\). By Definition 29 from the Appendix, the set \( K \) is compact. Let \( \varepsilon_1 < \frac{\delta_0}{2} \) be such that \((K + \varepsilon_1B) \cap U = \emptyset\).

By continuous dependence of solutions of \( S_\delta \) with respect to initial conditions, there exists some \( r > 0 \) such that, for all \( x \in x_0 + rB \) and any \( \psi \in \Phi_\delta(x) \), there exists a solution \( \phi \in \Phi_\delta(x_0) \) such that

\[ |\phi(t) - \psi(t)| < \varepsilon_1, \quad \forall t \in [0, T]. \]

It follows that

\[ R^\delta_{\delta}(x_0 + \delta B) \subseteq K + \varepsilon_1B. \tag{A.5} \]

Furthermore, at \( t = T \), we have \( \| \psi(T) \|_A \leq \| \phi(T) \|_A + \varepsilon_1 < \frac{\delta_0}{2} + \frac{\delta_0}{2} = \delta_0 \). It follows from condition (1) in Definition 3 that

\[ \psi(t) \in A + \varepsilon_0B \subseteq A + \rhoB. \tag{A.6} \]

for all \( \psi \in \Phi_\delta(x), x \in x_0 + rB, \) and \( t \geq T \). By condition (2) in Definition 3, \( \lim_{t \to \infty} \| \psi(t) \|_A = 0 \). In view of (A.5) and (A.6), \( \psi(t) \notin U \) for all \( t \geq 0 \). We have shown that \( x \in \mathcal{W}_\delta \) for all \( x \in B_r(x_0) \). Hence \( \mathcal{W}_\delta \) is open.

\section{Proof of Proposition 10}

The existence of a Lyapunov function can be proved based on the KL-stability (i.e. given in Definition 31), following the techniques developed in [34] on converse Lyapunov functions for KL-stability. The KL-stability considered here is in fact a special case of that in [34], because we do not need to consider stability with respect to two different measures as in [34]. We provide a definition of KL-stability below, adapted for a proper indicator of a compact set.

\begin{definition}
Let \( A \subseteq \mathbb{R}^n \) be a compact set contained in an open set \( D \subseteq \mathbb{R}^n \). Let \( \omega \) be any proper indicator for \( A \) on \( D \). The system \( S_\delta \) is said to be KL-stable on \( D \) w.r.t. \( \omega \) if any solution \( \phi \in S_\delta(x) \) with \( x \in D \) is defined and remain in \( D \) for all \( t \geq 0 \) and there exists a KL-function \( \beta \) such that

\[ \omega(\phi(t); x)) \leq \beta(\omega(x), t), \quad \forall t \geq 0, \tag{B.1} \]

for all \( x \in D \) and \( \phi \in \Phi_\delta(x) \).
\end{definition}

The key step in proving Proposition 10 is the following lemma.

\begin{lemma}
Assume that the assumptions of Proposition 10 hold. Then the system \( S_\delta \) is KL-stable on \( D \) w.r.t. \( \omega \).
\end{lemma}

\begin{proof}[Proof of Lemma 32]
Let \( C_r := \{x \in D : \omega(x) \leq r \} \). Then by the assumptions, since \( \omega \) is a proper indicator \( \omega \) for \( A \) on \( D \), \( C_r \) is compact subset of \( D \) for each \( r \geq 0 \). Fix \( r > 0 \) such that \( A + rB \subseteq D \). We can find a \( K_\infty \) class function satisfying \( \alpha(s) \geq \sup_{x \in D} \| x \|_A \leq \min(\rho, s) \omega(x) \). Therefore, for all \( \| x \|_A \leq \rho \), we have \( \omega(x) \leq \alpha(\| x \|_A) \).
\end{proof}

\begin{claim}
There exists a \( K_\infty \) function \( \gamma \) such that, for each \( x \in D \), \( \omega(\phi(t); x)) \leq \gamma(\omega(x)) \) for all \( t \geq 0 \) and \( \phi \in \Phi_\delta(x) \).
\end{claim}

\begin{proof}[Proof of Claim 33]
Indeed, for each \( x \in D \), we can find an \( r > 0 \) such that \( x \in C_r \). By Proposition 29, for any \( r > 0 \) chosen above, we can find a \( T \) such that \( \omega(\phi(t); x)) \leq \rho \) for all \( x \in C_r \) and \( \phi \in \Phi_\delta(x) \). By forward invariance of \( D \), it follows that \( R^\delta_{\delta}(C_r) \subseteq R^\delta_{\delta}(C_r) \cap (A + \rhoB) \subseteq D \). Since \( C_r \), is compact, by Lemma 28, for any finite \( T \), \( R^\delta_{\delta}(C_r) \) is also compact. The boundedness of \( R^\delta_{\delta}(C_r) \) implies that \( R^\delta_{\delta}(C_r) \) is a compact subset of \( D \). Let \( M(r) = \max_{x \in R^\delta_{\delta}(C_r)} \omega(x) \). Then \( \omega(\phi(t); x)) \leq M(\omega(x)) \) for all \( x \in D \), \( \phi \in \Phi_\delta(x) \), and \( t \geq 0 \). Clearly, \( M(r) \) is nondecreasing (due to the inclusion relation of reachable sets from \( C_r \) with different \( r \) ) and \( \lim_{r \to 0} M(r) = 0 \) (due to the uniform stability property). The \( \gamma \in K_\infty \) in the claim can be chosen such that \( M(r) \leq \gamma(r) \) for all \( r \geq 0 \).
\end{proof}

\begin{claim}
For each \( r > 0 \), there exists a strictly decreasing function \( \psi_r : \mathbb{R}_{>0} \to \mathbb{R}_{>0} \) with \( \lim_{t \to \infty} \psi_r^{-1}(t) = 0 \) such that \( \omega(\phi(t); x)) \leq \psi_r^{-1}(t) \) for all \( t > 0 \) whenever \( \omega(x) \leq r \) and \( \phi \in \Phi_\delta(x) \).
\end{claim}

\begin{proof}[Proof of Claim 34]
For each \( 0 < \varepsilon \leq \gamma(r) \), by Proposition 29, we can find a \( T_r(\varepsilon) \) satisfying (B.3) for all \( x \in C_r \), \( \phi \in \Phi_\delta(x) \), and \( t \geq T_r(\varepsilon) \), we have

\[ \| \phi(t; x) \|_A \leq \min(\alpha^{-1}(\varepsilon), \rho) \leq \rho. \tag{B.2} \]

Equation (B.2) also implies

\[ \omega(\phi(t; x)) \leq \alpha(\alpha^{-1}(\varepsilon)) = \varepsilon, \tag{B.3} \]

for all \( x \in C_r \), \( \phi \in \Phi_\delta(x) \), and \( t \geq T_r(\varepsilon) \). For \( \varepsilon > \gamma(r) \), we set \( T_r(\varepsilon) = 0 \) and (B.3) still holds because \( \omega(\phi(t; x)) \leq \gamma(r) \leq \varepsilon \) for all \( t > 0 \) by Claim 33. Note that for each fixed \( r \), the function \( T_r(\varepsilon) \) can be chosen to be nonincreasing in \( \varepsilon \) and by definition \( \lim_{t \to 0} T_r(\varepsilon) = 0 \); for each fixed \( \varepsilon > 0 \), \( T_r(\varepsilon) \) can be chosen to be nondecreasing in \( r \). Based on \( T_r(\varepsilon) \), we can find \( \psi_r : \mathbb{R}_{>0} \to \mathbb{R}_{>0} \) such that \( \psi_r(\varepsilon) \geq T_r(\varepsilon) \) for all \( \varepsilon > 0 \). The function \( \psi_r \) can be constructed as strictly decreasing to zero (hence
its inverse is defined on \(\mathbb{R}_{>0}\) and also strictly decreasing) and satisfying \(\lim_{t \to \infty} \psi_r^{-1}(t) = 0\). For each \(t > 0\), let \(\varepsilon = \psi_r^{-1}(t)\). We have \(t = \psi_r(\varepsilon) \geq T_\varepsilon(\varepsilon)\). Hence \(x \in C_r\) implies that \(\omega(\phi(t; x)) \leq \varepsilon = \psi_r^{-1}(t)\). □

Now we force \(\psi_r^{-1}(0) = \infty\) defined in Claim 34 and let \(\beta(s, t) := \min\{\gamma(s), \inf_{t \in (s, \infty)} \psi_r^{-1}(t)\}\) with \(\gamma\) defined in Claim 33. Then \(\beta \in KL^1\) and (B.1) holds.

Once Lemma 32 is proved, the proof of Proposition 10 follows from a standard converse Lyapunov argument (see [34, proof of Theorem 1]). We provide an outline of the proof as follows.

**Lemma 35 (Sontag [31])** For each \(\beta \in KL\) and each \(\lambda > 0\), there exist functions \(\alpha_1, \alpha_2 \in K_\infty\) such that \(\alpha_1\) is locally Lipschitz and

\[
\alpha_1(\beta(s, t)) \leq \alpha_2(s)e^{-\lambda t}, \quad \forall (s, t) \in \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0}. \tag{B.4}
\]

**Proof of Proposition 10** Based on the Lemma 32 and by Sontag’s lemma (Lemma 35) on \(KL\)-estimates, we can find \(\alpha_1\) and \(\alpha_2\) such that

\[
\alpha_1(\omega(\phi(t; x))) \leq \alpha_1(\beta(\omega(x), t)) \leq \alpha_2(\omega(x))e^{-2t} \tag{B.5}
\]

for any \(x \in D, \phi \in \Phi_\delta(x)\), and \(t \geq 0\). Now define

\[
V(x) := \sup_{t \geq 0, x \in D, \phi \in \Phi_\delta(x)} \alpha_1(\omega(\phi(t; x)))e^t. \tag{B.6}
\]

Then \(V(x) \geq \sup_{\phi \in \Phi_\delta(x)} \alpha_1(\omega(\phi(t; x))) = \alpha_1(\omega(x))\) for all \(x \in D\), and it is straightforward from (B.5) that \(V(x) \leq \sup_{t \geq 0} \alpha_2(\omega(x)) e^{-t} \leq \alpha_2(\omega(x))\). Therefore condition (4) in Theorem 8 is satisfied.

To show the satisfaction of condition (5) in Theorem 8, we can show that

\[
V(\phi(t; x)) \leq V(x)e^{-t}, \quad \forall \phi \in \Phi_\delta(x), \forall t \geq 0, \tag{B.7}
\]

with a similar reasoning as the Claim 1 in [34]. The local Lipschitz continuity of \(V\) follows from the Claim 3 in [34]. Then we have

\[
\nabla V(x) \cdot (f(x) + d) \leq \lim_{t \to 0^+} \inf \frac{V(\phi(t; x, d)) - V(x)}{t} \leq \lim_{t \to 0^+} \inf \frac{V(x) e^{-t} - 1}{t} = -V(x). \tag{B.8}
\]

1 This construction of \(KL\) function does not impose continuity. Nonetheless, as pointed out in [34, Remark 3], any (potentially noncontinuous) \(KL\) function can be upper bounded by a continuous \(KL\) function.

The smoothness of \(V\) can also be extended from the locally Lipschitz region \(D \setminus A\) to the whole set \(D\) (by following the proof of Theorem 1 (step 3) in [34]). □