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Abstract—In this paper, we consider the problem of distributed estimation in a sensor network, where multiple sensors are deployed to estimate the state of a linear time-invariant (LTI) Gaussian system. By losslessly decomposing the Kalman filter, a framework of event-based distributed estimation is developed, where each sensor node runs a local filter using solely its own measurement, alongside with an event-based synchronization algorithm to fuse the neighboring information. One novelty of the proposed framework is that it decouples the local filter from synchronization process. By doing so, we prove that a general class of triggering strategies can be applied in our framework, which yields stable distributed estimators under the minimal requirements of network connectivity and collective system observability. Moreover, the developed results can be generalized to achieve a distributed implementation of any Luenberger observer. By solving a semi-definite programming (SDP), we further present a low-rank estimator design to obtain the optimal gain of Luenberger observer such that the distributed estimation is realized under the constraint of message size. Therefore, as compared with existing works, the proposed algorithm enjoys lower data size for each transmission. Numerical examples are finally provided to demonstrate the proposed methods.

Index Terms—Distributed estimation, Event-triggered control, Stochastic linear systems synchronization, Low-rank estimator design.

I. INTRODUCTION

State estimation in a sensor network, as one of the most important focuses in the past couple of decades, has attracted significant research attention due to its wide applications in environment monitoring, target tracking, robotics navigation, etc. (see [1]–[6] for examples). However, the classical centralized estimators are no longer suitable in many networks where the data size increases rapidly and collecting all information in a data center becomes difficult. As such, distributed estimation algorithms are required where every sensor produces local estimates using its own measurements and information exchange with only immediate neighbors.

Within this field, a fundamental problem is to estimate the state of a linear time-invariant (LTI) Gaussian system by using multiple sensors. Obviously, the optimal solution of it is provided by the centralized Kalman filter ([17]). In order to achieve a distributed implementation of Kalman filter, a number of consensus-based distributed estimators have been proposed in the literature including [8]–[19], [19]. For example, by performing average consensus on local estimates, a Kalman-Consensus Filter (KCF) is proposed in [10]. This work has also inspired a group of distributed estimators where local estimates are fused by consensus algorithms ([11], [12], [19]). In contrast, Battistelli et al. [13] suggest performing consensus algorithms on both measurements and inverse-covariance matrices. The developed estimator can guarantee the stability of estimation error even when the system has nonlinear dynamics. Other popular approaches include [20] and [18], where the distributed estimators are established by performing consensus on information matrices and probability densities, respectively.

In the aforementioned works, the distributed estimators require at least one consensus step during each sampling period. However, the autonomous agents are often equipped with embedded microprocessors, onboard communication and actuation modules that are powered by batteries and thus have limited energy resources. In this respect, it is not surprising that event-triggered data transmission policies have recently been popular for their capabilities of improving the resource utilization efficiency ([21]–[26]). Along this line, some event-triggered transmission strategies have been proposed for realizing distributed estimation. Particularly, the information flow of the existing works is illustrated in Fig. 1. Notice that \( \Delta_i(k_s) \) in the figure represents the message transmitted by sensor \( i \). Consensus algorithms are performed on \( \Delta_i(k_s) \) towards achieving stable distributed estimators. In the literature, the transmission instants of \( \Delta_i(k_s) \) can be determined by state-based triggering strategies [27]–[30], measurement-based triggering strategies [31], [32], or innovation-based triggering strategies [33], [34]. It is noticed from the figure that the local filters are usually coupled with consensus/synchronization processes in existing works. As such, the performance of both processes are inevitably affected by the triggering mechanism, bringing more challenges to analyze and guarantee the performance of distributed estimators. Therefore, existing works usually have additional requirements on network topology or system matrix to ensure the stability of local estimates. For example, Battistelli et al. [28] propose a consensus-based distributed Kalman filter, where the triggering instants are determined by both the state estimates and error covariance. Under the assumption that the system matrix is invertible and the communication topology is strongly connected, they prove the mean-square boundedness of the estimation error. Based on a stochastic triggering condition, a minimum mean square error estimator is given in [29]. Again, if there exist a invertible system matrix and strongly connected communication graph, the distributed estimator is stable with a bounded mean-
square estimation error. Other examples include [33] and [34], where the authors respectively develop the event-triggered transmission strategies based on the distance between the current and latest transmitted innovations. Even so, results in this area have been scattered in the literature, which is worth further research efforts.

Inspired by the considerations above, this paper also studies the problem of event-based distributed estimation. We particularly focus on approaching the performance of the steady-state Kalman filter, which is commonly used in practice and has the identical asymptotic estimation performance as the one with time-varying estimation gain [35]. In contrast to the existing solutions, a novel estimation framework will be presented alongside with event-based communication strategies, which decouples the local filters from the consensus process by performing a decomposition of the Kalman filter. The main contributions of this paper are described as follows:

1) By decomposing the Kalman filter, we prove that the optimal Kalman estimate can be perfectly recovered as a weighted sum of a bank of local filters. Accordingly, this paper presents a novel framework for the event-based distributed implementation of the Kalman filter. Here, each sensor performs local filtering solely with its own measurement based on a decomposition of Kalman filter, and global fusion is realized through information exchange by running an event-based synchronization algorithm. With this framework, we decouple the local filter from the consensus process and reformulate the problem of distributed state estimation into that of synchronization among stochastic linear systems. As a result of decoupling, the performance of local filters will not be affected even when no sensors are triggered to transmit at certain times.

2) Instead of working with any specific triggering function, we show that a general class of triggering strategies can be applied to solve the problem of distributed estimation under conditions on Laplacian and system matrix. The estimation performance is further analyzed, where the presence of noises and event-triggered mechanisms prevent the approaches of Lyapunov stability for deterministic systems from being directly applied. To solve this problem, we extend the classical results on the stability of supermartingale and propose a c-martingale convergence lemma. Based on it, the proposed estimator is proved to be stable at each sensor side under the minimal requirements of network connectivity and collective system observability. This extends, in a non-trivial way, the results in our previous work [36] for the full transmission case.

3) By running the proposed algorithm, at each triggering instant, the size of message exchanged between paired agents is equal to \( \text{rank}(K) \leq \min\{m, n\} \), where \( n \) and \( m \) are respectively dimensions of the system state and sensor measurement, and \( K \in \mathbb{R}^{n \times m} \) is the steady-state Kalman gain. In contrast, due to the coupling of local filters and the consensus process, existing event-based distributed estimators usually require the message exchange with a larger size in order to account for the performance loss on both processes caused by the intermittent communication. For instance, in the works [27]–[34], the estimation algorithms require exchange of the information on local covariance matrix which is of size \( n^2 \) at each transmission. Therefore, as compared with these works, our estimator enjoys lower message complexity.

4) Notice that in practice, a communication channel in the sensor network is usually limited by a finite bandwidth. Therefore, we further investigate the design of distributed estimators under the constraint of message complexity. To this end, it is shown that the framework proposed in this paper can be generalized to achieve a distributed implementation of any Luenerger observer, which may not necessarily be the Kalman filter. Suppose that the message complexity that the network is willing to tolerate is \( \tilde{r} \), where \( 0 < \tilde{r} \leq \min\{m, n\} \). This paper, by solving a semi-definite programming, presents how to design the optimal estimation gain of Luenerger observer such that the distributed estimator can be implemented with message complexity no more than \( \tilde{r} \).

The remainder of this paper is organized as follows. Section II introduces the system settings and presents the problem of distributed estimation. A decomposition of the Kalman filter is introduced in Section III, based on which Section IV presents the framework of distributed estimation with an event-triggered communication strategy. The performance of the proposed estimation algorithm is also analyzed in Section V. We then discuss how to design the estimation gain under the constraint of message complexity in Section VI and validate the algorithm performance through numerical examples in Section VII. Finally, we conclude this work in Section VIII.

A preliminary version of this paper has been submitted for conference presentation [37]. As compared to it, the current version presents a different decomposition method of the Kalman filter and further proposes the low rank estimator design to reduce the message complexity. Also, we present all the proofs as well as more extensive discussions and numerical examples here.

**Notations:** For a group of vectors \( v_i \in \mathbb{R}^m \), the vector \( [v_1^T, \ldots, v_N^T]^T \) is also written as \( \text{col}(v_1, \ldots, v_N) \). We denote by \( \rho(A) \) the spectral radius of any matrix \( A \). Moreover, given a positive semidefinite matrix \( U \), let \( U^{1/2} \) be the positive semidefinite matrix that satisfies \( U^{1/2}U^{1/2} = U \).

1 In this paper, message complexity is defined as the size of message transmitted at each triggering instant. Notice that in practice, it usually costs a fixed number of bits (8 or 16 bits) to transfer a real value. Therefore, data rate increases linearly with the message complexity.
II. PROBLEM FORMULATION

A. System setup for distributed estimator

In this paper, we consider the LTI Gaussian system as given below:

\[ x(k+1) = Ax(k) + w(k), \]

where \( x(k) \in \mathbb{R}^n \) is the system state to be estimated, \( w(k) \sim \mathcal{N}(0, Q) \) is an independent and identically distributed (i.i.d.) Gaussian noise with zero mean and covariance matrix \( Q \geq 0 \). Moreover, the initial state \( x(0) \) also follows the Gaussian distribution which has zero mean.

A sensor network monitors the system above, where the measurement from each sensor \( i \in \{1, 2, ..., m\} \) is given by

\[ y_i(k) = C_i x(k) + v_i(k), \]

where \( y_i(k) \in \mathbb{R} \) is the measurement of sensor \( i \) and \( C_i \in \mathbb{R}^{1 \times n} \).

By collecting the measurements from all sensors, we have

\[ y(k) = C x(k) + v(k), \]

where

\[ y(k) \triangleq \begin{bmatrix} y_1(k) \\ \vdots \\ y_m(k) \end{bmatrix}, C \triangleq \begin{bmatrix} C_1 \\ \vdots \\ C_m \end{bmatrix}, v(k) \triangleq \begin{bmatrix} v_1(k) \\ \vdots \\ v_m(k) \end{bmatrix}, \]

and \( v(k) \) is a zero-mean i.i.d. Gaussian noise with covariance \( R \geq 0 \) and is independent of \( w(k) \) and \( x(0) \).

The system (1) need not be stable, but throughout this paper, we make the following assumption on system observability:

**Assumption 1** (Collective observability). The system is collectively observable, i.e., the pair \((A, C)\) is observable, while \((A, C_i)\) is not necessarily observable for each sensor \( i \in \{1, \cdots, m\} \).

Notice that Assumption 1 requires that the measurements from all sensors jointly guarantee the system observability, while for a single sensor, it may not be able to observe the whole state space.

In this paper, we aim to design a distributed algorithm to estimate the system state by the sensor network, which operates over the communication topology modeled by a connected undirected graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \). Here, \( \mathcal{V} = \{1, 2, ..., m\} \) and \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \) are the set of sensors and edges, respectively. Moreover, the interaction among sensors is described by the weighted adjacency matrix \( A = [a_{ij}] \), where \( a_{ij} \geq 0 \) and \( a_{ii} = 0 \), \( \forall i,j \in \mathcal{V} \). Notice that \((i,j) \in \mathcal{E} \) if and only if \( a_{ij} > 0 \). The degree matrix of \( \mathcal{G} \) is defined as \( D_{\mathcal{G}} \triangleq \text{diag}(d_1, \ldots, d_m) \), where \( d_i = \sum_{j=1}^m a_{ij} \). The Laplacian matrix of \( \mathcal{G} \) is calculated as \( \mathcal{L}_{\mathcal{G}} \triangleq D_{\mathcal{G}} - A \). Since \( \mathcal{G} \) is connected, let us arrange the eigenvalues of \( \mathcal{L}_{\mathcal{G}} \) as

\[ 0 = \mu_1 < \mu_2 \leq \cdots \leq \mu_m. \]

\[ \text{If sensor } i \text{ outputs a vector measurement, we can treat each of the components as a scalar measurement.} \]

B. Fundamental limit: Kalman filter

It is well known that if the measurements from all sensors can be collected by a single fusion center, then the centralized Kalman filter provides the optimal estimate in the sense that the trace of estimation error covariance is minimized. Therefore, the Kalman estimate acts as the fundamental limitation for all estimation schemes and will be briefly reviewed in this part.

Let \( P(k) \) be the error covariance of Kalman estimate at time \( k \). Under Assumption 1, the error covariance will converge to the steady state exponentially fast (7):

\[ P = \lim_{k \to \infty} P(k). \]

Since a sensor network typically operates for a long period of time, we consider the steady-state Kalman filter, which has the fixed gain

\[ K = P C^T (C P C^T + R)^{-1}. \]

By using \( K \), the optimal Kalman estimate is calculated recursively as

\[ \hat{x}(k+1) = (A - K C A) \hat{x}(k) + K y(k+1). \]

C. Framework of the proposed distributed estimator

Clearly, Kalman filter is a centralized solution since the optimal estimate (7) fuses the measurements of all sensors. To be suitable in distributed settings, this paper aims to propose a distributed implementation of the Kalman filter such that each sensor can obtain a stable local estimate by communicating with only immediate neighbors.

Specifically, our distributed estimation algorithm is developed based on a lossless decomposition of the centralized Kalman filter (see Fig. 2), and we show that the performance of Kalman filter is equivalent a bank of local filters fused by a weighted sum. In our approach, the distributed estimator is designed as illustrated in Fig. 3. It has two phases, where the first phase implements the local filters solely based on the own measurement of each sensor and the second phase fuses the neighboring states by replacing the weighted sum in Fig. 2 with a synchronization procedure. In the rest of this paper, we shall detail the framework by respectively introducing the phases of decomposing the Kalman filter and synchronizing the local states.
Phase I

Fig. 3: The information flow of the proposed distributed estimation algorithm, where nodes \( i \) and \( j \) are immediate neighbors.

III. A LOSSLESS DECOMPOSITION OF KALMAN FILTER

This section is devoted to a decomposition of Kalman filter. In particular, the optimal estimate (7) is proved to be a linear combination of a bank of local filters. This result is essential for us to design a framework of distributed estimation later in this paper. Moreover, this section extends in a non-trivial way, the results in [36] by performing model reduction, which results in the decomposition of Kalman filter with lower order. Consequently, the developed distributed estimator enjoys lower message complexity, as will be discussed in Section IV.

To begin with, without loss of any generality, suppose that the system matrix \( A \) takes a decomposed form as

\[
A = \begin{bmatrix} A^u & A^s \end{bmatrix},
\]

where \( A^u \in \mathbb{R}^{n \times n} \) and \( A^s \in \mathbb{R}^{n \times n} \); any eigenvalue of \( A^u \) lies on or outside the unit circle while all the eigenvalues of \( A^s \) are strictly inside. We then introduce the following lemmas:

**Lemma 1** ([38]). For any \( \Lambda \in \mathbb{R}^n \), if \( A \) is non-derogatory and in the Jordan form, then \((\Lambda, I_n)\) is controllable.

**Lemma 2** ([36]). Suppose that \((X, p)\) is controllable, where \( X \in \mathbb{R}^{n \times n} \) and \( p \in \mathbb{R}^n \). For any \( q \in \mathbb{R}^n \), if \( X + pq^T \) and \( X \) do not share any eigenvalues, then \( (X^T + qp^T, q) \) is controllable.

**Lemma 3** ([36]). Suppose that \((X, p)\) is controllable, where \( X \in \mathbb{R}^{n \times n} \) and \( p \in \mathbb{R}^n \). Denote the characteristic polynomial of \( X \) by \( \varphi(s) = \det(sI - X) \). Let \( Y \in \mathbb{R}^{m \times m} \) and \( q \in \mathbb{R}^m \) such that \( \varphi(Y)q = 0 \). Then there exists \( T \in \mathbb{R}^{n \times n} \) which solves the following equations:

\[
TX = YT, \quad Tp = q.
\]

For simplicity, we represent the Kalman gain as \( K = [K_1, \cdots, K_m] \), namely, \( K_i \in \mathbb{R}^n \) is the \( i \)-th column of \( K \). Accordingly, let us rewrite the Kalman estimate (7) as

\[
\hat{x}(k + 1) = (A - KCA)\hat{x}(k) + \sum_{i=1}^{m} K_i y_i(k + 1).
\]

Since \((A, C)\) is observable, it is not difficult to conclude that the matrix \( A - KCA \) is strictly stable. Then based on it, one can always construct a Jordan matrix \( \Lambda \in \mathbb{R}^{n \times n} \) satisfying that

1) \( \Lambda \) is strictly stable and non-derogatory.

2) The characteristic polynomials of \( \Lambda \) and \( A - KCA \) are same.

By virtue of Lemma 1, one knows that \((\Lambda, I_n)\) is controllable. Then, as guaranteed by Lemma 3, for each \( i = 1, \cdots, m \), a matrix \( F_i \in \mathbb{R}^{n \times n} \) exists which solves the following equations:

\[
F_i \Lambda = (A - KCA)F_i, \quad F_i I_n = K_i.
\]

**Remark 1.** The solution of (11), i.e., \( F_i \), can be obtained by following the construction proof of Lemma 3, which is provided in [36].

Based on the property that \((\Lambda, I_n)\) is controllable, we would also design \( \beta \in \mathbb{R}^n \) and compute

\[
S = \Lambda + I_n \beta^T
\]

such that the pair \((S^T, \beta)\) is controllable. To achieve this, we should use Lemma 2 and design \( \beta \) and \( S \) to satisfy the following statements:

1) Let \( \phi(s) \) and \( \psi(s) \) be the characteristic polynomials of \( S \) and \( A^n \), respectively. Then it should hold that \( \psi(s) | \phi(s) \).

Namely, there exists a polynomial \( \sigma(s) \) such that

\[
\phi(s) = \psi(s)\sigma(s).
\]

2) Any root of \( \sigma(s) \) is strictly within the unit circle but not an eigenvalue of \( \Lambda \).

Therefore, the unstable and stable eigenvalues of \( S \) are the roots of \( \psi(s) \) and \( \sigma(s) \), respectively. Moreover, the unstable ones should be coincide with the eigenvalues of \( A^n \), while the stable ones can be freely designed (but should not be the eigenvalues of \( \Lambda \)). Since \( \Lambda \) is strictly stable, we conclude that \( S \) does not share any eigenvalues with \( \Lambda \). As a result of Lemma 2, \((S^T, \beta)\) is controllable.

**Remark 2.** One can find \( \beta \) and \( S \) by following the procedure below:

\[i)\] Pre-determine the eigenvalues of \( S \) such that the unstable eigenvalues are identical to the ones of \( A^n \), while the stable ones are not the same with those of \( \Lambda \).

\[ii)\] Through pole placement, find \( \beta \) such that the eigenvalues of \( \Lambda + I_n \beta^T \) are placed at the desired locations. Notice that \( \beta \) always exists since \((\Lambda, I_n)\) is controllable.

\[iii)\] Calculate \( S \) by (12).

Now we are ready to design the local filters, which are performed by each sensor \( i \) solely based on its own measurement \( y_i(k) \). Notice that the system matrix \( A \) may have unstable modes, implying \( y_i(k) \) is not necessarily stable, namely, the

\[4\]In this paper, we say a signal is stable if the covariance of it is bounded at all time.
covariance of it can be unbounded. Therefore, instead of \( y_i(k) \), we would like to design the local filter by using a stable signal \( z_i(k) \) given as below:

\[
\begin{align*}
\dot{z}_i(k) &= y_i(k + 1) - \beta^T \dot{\xi}_i(k), \\
\dot{\xi}_i(k + 1) &= S \xi_i(k) + I_n z_i(k),
\end{align*}
\]

where \( \dot{\xi}_i(k) \) is the output of the local filter with \( \dot{\xi}_i(0) = 0 \), and \( \beta \) and \( S \) are obtained by Remark (2). The following lemma shows that the optimal Kalman filter is indeed a linear combination of the local filters \( \dot{\xi}_i(k), i = 1, \cdots, m \), and thus can be losslessly recovered by them. Moreover, for any sensor \( i \), the signal \( z_i(k) \) is stable. For the sake of legibility, the proof is provided in Appendix A.

**Lemma 4.** Suppose that each sensor implements the local filter (14). Then the following statements hold at any \( k \):

1. For any sensor \( i \), the covariance of \( z_i(k) \) is bounded.

2. The optimal Kalman estimate \( \hat{x}(k) \) can be losslessly recovered from the local estimates \( \hat{\xi}_i(k), i = 1, 2, \cdots, m \), by

\[
\hat{x}(k) = \sum_{i=1}^{m} F_i \hat{\xi}_i(k),
\]

where \( F_i \) is the solution of (11).

The information flows of the Kalman filter (7) and the decomposition here is based on the approach of [40]. There, the local filters are to be used in a centralized manner, allowing a simpler structure with \( \beta = 0_n \). The local filters of the form (14) was proposed in [36] for distributed estimation. Lemma 4 is included in the results there, but not explicitly. Here we present the proof for the sake of completeness.

**Remark 3.** We further remark that Lemma 4, by following a similar procedure, can be extended to any stable Luenberger estimators which may not necessarily be the Kalman filter. Also, the results can be generalized to consider other noise models. For example, we can decompose the \( H_\infty \) estimator in the presence of bounded noise.

**Remark 4.** We also note that it is essential to design the local filter (14) with stable input \( z_i(k) \), since the boundedness of its covariance is key to guarantee the synchronization among local states. This will further help to establish the stability of local estimators as we will see later in Theorem 1.

We next present (15) in a matrix form. To this end, let us denote by \( r \) the rank of Kalman gain \( K \in \mathbb{R}^{n \times m} \), namely,

\[
r \triangleq \text{rank}(K) \leq \min\{m, n\}.
\]

As a result, there exists a matrix \( V \in \mathbb{R}^{rxm} \) which is of rank \( r \) such that \( K \) can be decomposed as

\[
K = \begin{bmatrix} K_1 & \cdots & K_m \end{bmatrix} = \begin{bmatrix} \tilde{K}_1 & \cdots & \tilde{K}_r \end{bmatrix} V = \tilde{K} V,
\]

where \( \tilde{K}_i, i = 1, \cdots, r \), are linearly independent. Then by (15), let us rewrite the Kalman estimate as below:

\[
\hat{x}(k + 1) = \sum_{i=1}^{m} F_i \hat{\xi}_i(k + 1)
\]

\[
= \sum_{i=1}^{m} F_i (A + \beta^T \dot{\xi}_i(k)) + \sum_{i=1}^{m} F_i I_n z_i(k)
\]

\[
= (A - KCA) \sum_{i=1}^{m} F_i \dot{\xi}_i(k) + \sum_{i=1}^{m} K_i \beta^T \xi_i(k) + \sum_{i=1}^{m} K_i z_i(k),
\]

where the second and third equalities hold respectively by (14) and (11). We next consider the second term of RHS, i.e., \( \sum_{i=1}^{m} K_i \beta^T \dot{\xi}_i(k) \). As a result of (17), it follows that

\[
\sum_{i=1}^{m} K_i \beta^T \dot{\xi}_i(k) = \sum_{i=1}^{r} \tilde{K}_i \beta^T \sum_{j=1}^{m} v_{ij} \dot{\xi}_j(k),
\]

where \( v_{ij} \) is the \((i, j)\)th entry of \( V \). Moreover, it follows from (14) that

\[
\sum_{j=1}^{m} v_{ij} \dot{\xi}_j(k + 1) = S \sum_{j=1}^{m} v_{ij} \dot{\xi}_j(k) + \sum_{j=1}^{m} v_{ij} I_n z_i(k).
\]

To simplify notations, let us denote

\[
\vartheta(k) \triangleq \begin{bmatrix} \sum_{i=1}^{m} F_i \dot{\xi}_i(k) \\
\sum_{j=1}^{m} v_{ij} \dot{\xi}_j(k) \\
\vdots \\
\sum_{j=1}^{m} v_{ij} \dot{\xi}_j(k) \end{bmatrix} \in \mathbb{R}^{n(r+1)}.
\]

It thus follows from (18)–(20) that

\[
\vartheta(k + 1) = H \vartheta(k) + L z(k),
\]

where

\[
H \triangleq \begin{bmatrix} A - KCA & \tilde{K}_1 \beta^T & \cdots & \tilde{K}_r \beta^T \\ S & \ddots & \ddots \end{bmatrix} \in \mathbb{R}^{n(r+1) \times n(r+1)},
\]

\[
L \triangleq \begin{bmatrix} K \\ V \otimes I_n \end{bmatrix} \in \mathbb{R}^{n(r+1) \times m},
\]

\[
z(k) \triangleq \begin{bmatrix} z_1(k) & \cdots & z_m(k) \end{bmatrix}^T \in \mathbb{R}^m.
\]

For convenience, we denote by \( L_i \) the \( i \)-th column of \( L \), namely,

\[
L = [L_1 \cdots L_m].
\]

In view of (18), the optimal Kalman estimate \( \hat{x}(k) \) is indeed the vector consisting of the first \( n \) entries of \( \vartheta(k) \). Therefore, the optimal estimate can be losslessly recovered by (14) and (22), where a center is however required to fuse \( \dot{\xi}_i(k) \) and \( z_i(k) \) from all sensors. In the rest of this paper, we will show how to use (14) and (22) to design a distributed implementation of the Kalman filter.

**Remark 5.** Our decomposition approach here is an extension of [36] where the Kalman gain \( K \) is used directly. However, there, to achieve a distributed implementation of it, the mes-
through the following synchronization algorithm:

The performance of Kalman filter, the local state will be updated and (24), and

event-based communication strategies will be adopted.

distributed fashion by running a synchronization algorithm.

its neighborhood, we aim to implement Kalman filter in a

\[ \tilde{x}_i(k) = \frac{a_i(k)}{r} \tilde{f}_i(k) + B \tilde{f}_i(k), \]

Moreover, \( \tilde{f}_i(k) \) is the latest information broadcast by sensor \( i \), and is calculated by

\[ \tilde{f}_i(k) = T \tilde{\eta}_i(k), \]

where

\[ \tilde{\eta}_i(k) = H \tilde{f}_i(k), \quad k \in [1, k_s, k_s+1), \]

\[ T = [0_{r \times n}, I_r \otimes \Gamma] \in \mathbb{R}^{r \times n(r+1)}, \]

and \( \Gamma \in \mathbb{R}^{1 \times n} \) is the parameter to be designed.

To determine the triggering instants \( k_s^i \), each sensor \( i \) considers a triggering function \( f_i(k) \) in the following form:

\[ f_i(k) = ||e_i(k)||^2 - h_i(k), \]

and \( h_i(k) \) is a threshold function as will be discussed later in Section IV-B. The sensor updates its local state \( \eta_i(k) \) based on (26) until the triggering function (31) exceeds 0. Particularly, once \( f_i(k) \geq 0 \), agent \( i \) will be triggered. It then broadcasts \( \Delta_i(k) \) to neighbors, resetting \( e_i(k) \) to zero. Obviously, the sequence of triggering instants is determined recursively as

\[ k_s^i+1 \triangleq \min \{ k > k_s^i | f_i(k) \geq 0 \}, \quad k_s^0 = 0. \]

Remark 6. Notice that, instead of directly transmitting the local state \( \eta_i(k) \in \mathbb{R}^{n(r+1)} \), each sensor node broadcasts a “coded” vector \( \tilde{\Delta}_i(k) \in \mathbb{R}^r \). Therefore, the data size for each transmission is \( r = \text{rank}(K) \leq \min\{m, n\} \). As compared with existing works, e.g., [9], [12]–[15], which usually require information exchange on the local covariance matrix of size \( n^2 \), the proposed algorithm enjoys lower message complexity.

By collecting Phases I and II together, the update of any sensor \( i \) is summarized in Algorithm 1. Fig. 3 presents the information flow of Algorithm 1, which requires no fusion center and is achieved in a distributed manner. As compared with Fig. 1, the novelty of the proposed algorithm lies in the decoupling of the local filter from the fusion process. Therefore, the communication occurs only in Phase II, and the performance of local filters will not be affected even when no sensors are triggered to transmit at certain times.

**Algorithm 1** An event-based distributed estimation algorithm for sensor \( i \) at time \( k > 0 \)

1: (Phase I) Solely using its own measurement, sensor \( i \) computes \( z_i(k) \) and updates the state of the local filter by (14).

2: (Phase II) By fusing the information most recently received from its neighborhood, sensor \( i \) updates \( \eta_i(k+1) \) according to the synchronization algorithm (26)–(30).

3: Sensor \( i \) obtains the local estimate as

\[ \tilde{x}_i(k+1) = m \eta_0,i(k+1). \]

4: Sensor \( i \) checks the triggering function (31). Once \( f_i(k) \geq 0 \), it broadcasts \( \Delta_i(k+1) \) to neighbors.
B. A general class of triggering functions

An important feature of the triggering function (31) is that it ensures \(|e_i(k)|^2\) to be smaller than the threshold \(h_i(k)\). This happens because once sensor \(i\) finds \(f_i(k) \geq 0\), the event is triggered, which resets \(e_i(k) = 0\). Instead of proposing any specific triggering function, we show that a general class of triggering strategies can be applied in our framework for yielding stable distributed estimates. Specifically, we require that the threshold function \(h_i(k)\) is designed such that \(|e_i(k)|^2\) is upper bounded by some \(h < \infty\), namely,

\[
|e_i(k)|^2 \leq h, \forall k \geq 0. \tag{35}
\]

We now present several triggering functions that are commonly used in the literature and also detail what \(h_i(k)\) is in each case. It is straightforward to show that (35) is guaranteed.

1) Static time-dependent triggering function ([21]):

\[
h_i(k) = c_0 + c_1 \alpha^k, \tag{36}
\]

where \(c_0 > 0, c_1 \geq 0,\) and \(\alpha \in (0, 1)\).

2) Static state-dependent triggering function ([25], [26]):

\[
\hat{q}_i(k) = \min \left\{ \frac{1}{2} \sum_{j=1}^{m} a_{ij} \left[ \hat{\Delta}_j(k_i^j) - \hat{\Delta}_i(k_i^j) \right]^2, \ell \right\},
\]

\[
h_i(k) = \alpha_i(k) \hat{q}_i(k), \tag{37}
\]

where \(\ell > 0\) and \(\alpha_i(k)\) takes nonnegative values and exponentially decreases to zero.

3) Dynamic triggering function ([25], [26]):

\[
\chi_i(k + 1) = \beta_i \chi_i(k) + \alpha_i(k) \hat{q}_i(k) - ||e_i(k)||^2, \tag{38}
\]

\[
h_i(k) = \frac{1}{\theta_i} \chi_i(k) + \alpha_i(k) \hat{q}_i(k),
\]

where \(\chi_i(0) > 0, \beta_i \in (0, 1)\) and \(\theta_i > 1/\beta_i\). Moreover, \(\hat{q}_i(k)\) and \(\alpha_i(k)\) are defined in (37).

One merit of our framework is that by decoupling the local filters from the fusion process, we can reformulate the problem of distributed estimation to that of stochastic linear systems synchronization. In the next section, we will prove that any event-based algorithm guaranteeing (35) can facilitate the synchronization of stochastic linear systems, and thus contribute to establish stable distributed estimators. However, as one might imagine, different triggering functions result in different triggering frequencies and estimation accuracy.

V. ESTIMATION PERFORMANCE ANALYSIS

This section will theoretically analyze the performance of Algorithm 1. We remark that in our previous work [36], we have provided a unified framework for studying the performance of distributed estimators in the scenarios where communication among agents is independent of the system states and sensor measurements. However, in Algorithm 1, the communication inevitably relies on these states as it is triggered by certain events depending on them. This prevents the methodologies in [36] from being directly applied. Therefore, in this paper, we would first resort to c-martingale convergence lemma (as proposed in Appendix B) establishing the mean-squared synchronization of local states of all sensors, namely \(\eta_i(k)\)’s. This result will next be leveraged to prove the stability of the distributed estimators.

A. Synchronization of local states

In order to show the synchronization among local states, let us introduce the following lemma:

**Lemma 5.** Suppose that the Mahler measure\(^5\) of matrix \(S\) meets the following condition:

\[
\prod_{j} |\lambda_j^a(S)| < \frac{1 + \mu_2/\mu_m}{1 - \mu_2/\mu_m}. \tag{39}
\]

where \(\lambda_j^a(S)\) represent the unstable eigenvalues of \(S\), and \(\mu_2\) and \(\mu_m\) are defined in (4). Let

\[
\Gamma = \frac{2}{\mu_2 + \mu_m} I_n^T \mathcal{P} S I_n^T \mathcal{P} I_n \in \mathbb{R}^{1 \times n}, \tag{40}
\]

where \(\mathcal{P} > 0\) solves the following modified algebraic Riccati inequality:

\[
\mathcal{P} - S^T \mathcal{P} S + (1 - \zeta^2) S^T \mathcal{P} I_n I_n^T \mathcal{P} S I_n > 0, \tag{41}
\]

and \(\zeta\) satisfies

\[
\prod_{j} |\lambda_j^a(S)| < \zeta^{-1} \leq \frac{1 + \mu_2/\mu_m}{1 - \mu_2/\mu_m}. \tag{42}
\]

Then for any \(j \in \{2, ..., n\}\), it holds that

\[
\rho(H - \mu_j BT) < 1. \tag{43}
\]

**Proof.** Consider any \(j \in \{2, ..., n\}\). It follows that

\[
H - \mu_j BT = \begin{bmatrix}
A - KCA & K_1 \beta^T & \cdots & K_r \beta^T \\
S - \mu_j I_n \Gamma & \ddots & \\
& \ddots & \\
& & S - \mu_j I_n \Gamma
\end{bmatrix}.
\]

Recall that \((\Lambda, I_n)\) is controllable. In view of (23), it is not difficult to verify that \((S, I_n)\) is also controllable. Hence, by the choice of \(\zeta\), there exists \(\mathcal{P} > 0\) that solves (41). Together with (40), it holds that

\[
(S - \mu_j I_n \Gamma)^T \mathcal{P} (S - \mu_j I_n \Gamma) - \mathcal{P}
= S^T \mathcal{P} S - (1 - \zeta_j^2) S^T \mathcal{P} I_n I_n^T \mathcal{P} S I_n^T \mathcal{P} I_n - \mathcal{P}
\leq S^T \mathcal{P} S - (1 - \zeta_j^2) S^T \mathcal{P} I_n I_n^T \mathcal{P} S I_n^T \mathcal{P} I_n < 0,
\]

where \(\zeta_j = 1 - 2\mu_j/(\mu_2 + \mu_m)\), and the first inequality holds by (42). Therefore, the Lyapunov inequality holds with \(\mathcal{P}\), and one concludes that \(\rho(S - \mu_j I_n \Gamma) < 1\). Notice that \(A - KCA\) is stable. Our proof is thus completed.

\(^5\)The Mahler measure of a matrix is defined as the absolute product of its unstable eigenvalues.
The estimation performance of the proposed framework is expressed with respect to the average of local states of all sensors given by

$$\bar{\eta}(k) \triangleq \frac{1}{m} \sum_{i=1}^{m} \eta_i(k). \quad (46)$$

The synchronization among local states is formally stated as follows:

**Theorem 1.** Suppose that the condition (39) holds, and $\Gamma$ is designed based on (40) and (41). By applying the synchronization algorithm (26) with an event-based communication strategy that guarantees (35), synchronization among local states is reached in the mean square sense. That is, the following statements hold at any time $k$:

1) Consistency condition:

$$\bar{\eta}(k+1) = H\bar{\eta}(k) + \bar{L}_z(k), \quad (47)$$

where $\bar{L}_z(k) \triangleq \frac{1}{m} \sum_{i=1}^{m} L_i z_i(k)$.

2) Consensus condition: There exists $\Xi > 0$ such that

$$\text{cov}[\eta_i(k) - \bar{\eta}(k)] \leq \Xi, \forall k. \quad (48)$$

**Proof.** The proof is provided in Appendix B. □

The consistency condition (47) claims that the dynamics of the average state $\bar{\eta}(k)$ is governed by $z(k)$ only. Therefore, the interaction among sensors only affects the evolution of local states but not $\bar{\eta}(k)$. On the other hand, (48) states that, despite the signal $z(k)$, each local state can track $\bar{\eta}(k)$ with bounded error covariance. These conditions would help to establish the stability of local estimators.

**B. Stability analysis of local estimators**

In Theorem 1, we have proven that the synchronization algorithm (26) guarantees that the local states achieve both the consistency and consensus conditions. We shall, in this subsection, show how these conditions will help to achieve a stable local estimate at each sensor side.

First, the next theorem shows that the average of local estimates from all sensors is indeed the optimal Kalman estimate (7), as guaranteed by the consistency condition (47):

**Theorem 2.** Suppose that the condition (39) holds, and $\Gamma$ is designed based on (40) and (41). By performing Algorithm 1, it holds at any $k \geq 0$ that

$$\frac{1}{m} \sum_{i=1}^{m} \bar{x}_i(k) = \hat{x}(k). \quad (49)$$

Namely, the average of local estimates from all sensors coincides with the Kalman estimate.

**Proof.** As a result of consistency condition (47), it follows for any $j = 1, \cdots, r$ that

$$\sum_{i=1}^{m} \eta_{j,i}(k + 1) = S \sum_{i=1}^{m} \eta_{j,i}(k) + \sum_{i=1}^{m} v_{ji} \mathbf{1}_n z_i(k). \quad (50)$$

Comparing it with (14), we can obtain the following statement for any time $k$ and any $j \in \mathcal{V}$:

$$\sum_{i=1}^{m} v_{ji} \hat{x}_i(k) = \sum_{i=1}^{m} \eta_{j,i}(k). \quad (51)$$

Therefore, the following relation holds at any $k \geq 0$:

$$\sum_{i=1}^{m} \eta_{0,i}(k + 1) = (A - KCA) \sum_{i=1}^{m} \eta_{0,i}(k)$$

$$+ \sum_{i=1}^{m} \sum_{j=1}^{r} \hat{K}_j \beta^T \eta_{j,i}(k) + \sum_{i=1}^{m} K_i z_i(k)$$

$$= (A - KCA) \sum_{i=1}^{m} \eta_{0,i}(k) + \sum_{i=1}^{m} \hat{K}_j \beta^T \sum_{i=1}^{m} \eta_{j,i}(k)$$

$$+ \sum_{i=1}^{m} K_i z_i(k). \quad (52)$$

Comparing it with (18) and (19), one concludes that

$$\hat{x}(k) = \sum_{i=1}^{m} \eta_{0,i}(k) = \frac{1}{m} \sum_{i=1}^{m} \bar{x}_i(k). \quad (53)$$

This completes the proof. □

On the other hand, we shall also analyze the stability of estimation error, i.e., the boundedness of its covariance. This is particularly established by the consensus condition (48), as stated in the following theorem:

**Theorem 3.** Suppose that the condition (39) holds, and $\Gamma$ is designed based on (40) and (41). By performing Algorithm 1, it holds at any $k \geq 0$ that

$$\text{cov}(\bar{x}_i(k) - x(k)) < \infty, \forall i. \quad (54)$$

Namely, the error covariance of each local estimate is bounded.

**Proof.** Let us consider the local estimator of any sensor $i$. By virtue of (48), we conclude that $\text{cov}(\eta_{0,i}(k) - \bar{\eta}_0(k))$ is bounded at any time $k$, where $\bar{\eta}_0(k) = \frac{1}{m} \sum_{i=1}^{m} \eta_{0,i}(k)$. Then in order to prove the boundedness of $\text{cov}(\bar{x}_i(k) - x(k))$, let us denote

$$\bar{e}_i(k) \triangleq \bar{x}_i(k) - \hat{x}(k), \quad (55)$$

which is the distance between local estimate $\bar{x}_i(k)$ and the optimal Kalman filter. Combining it with (53) yields

$$\bar{e}_i(k) = m(\eta_{0,i}(k) - \bar{\eta}_0(k)). \quad (56)$$

Therefore, the estimation error of sensor $i$ is calculated as

$$\bar{e}_i(k) = \bar{x}_i(k) - x(k)$$

$$= (\bar{x}_i(k) - \hat{x}(k)) + (\hat{x}(k) - x(k)) \quad (57)$$

$$\bar{e}_i(k) + \hat{e}(k),$$

$$\bar{e}_i(k) + \hat{e}(k).$$
where $\hat{e}(k)$ is the estimation error of Kalman filter. According to orthogonality principle [46], $\hat{e}_i(k)$ is orthogonal to $\hat{e}(k)$. Therefore, it follows that

$$\text{cov}(\hat{e}_i(k)) = \text{cov}(\hat{e}_i(k)) + \text{cov}(\hat{e}(k)) = m^2 \text{cov}(\eta_{0,i}(k) - \bar{\eta}_0(k)) + P,$$

where $P$, defined in (5), is the steady-state error covariance of Kalman filter. Since $\text{cov}(\eta_{0,i}(k) - \bar{\eta}_0(k))$ is bounded, we therefore complete the proof.

In view of Theorems 2 and 3, we conclude that each sensor yields a stable local estimate. This further indicates that, the problem of distributed state estimation can be resolved by using the algorithms designed for realizing the synchronization among stochastic linear systems. Moreover, by virtue of (58), the performance gap between the proposed estimator and the Kalman filter is purely introduced by the consensus error $\text{cov}(\eta_{0,i}(k) - \bar{\eta}_0(k))$. Recalling the proof of Theorem 1, we conclude that this error is introduced by the stochastic signals $\{z_i(t)\}_{i \leq k}$ and the event-triggering function. Hence, one can tune the estimation accuracy by choosing different triggering mechanisms, where the trade-off with triggering frequency should also be taken into consideration.

**Remark 7.** In Theorem 3, we have proven the stability of estimation error. However, due to the communication triggered by noisy states, it is difficult to calculate the exact bound of estimation error. This aspect is similar to the studies in the existing event-based distributed estimation algorithms [27]–[34].

**C. Application to synchronization of stochastic linear systems**

By performing the decomposition of Kalman filter, we have shown that the algorithms designed for stochastic linear systems synchronization can be used in our framework to resolve the problem of distributed estimation. Here, we highlight that the results in this paper can be readily applied for achieving the synchronization of a class of stochastic linear systems with event-triggered communication schemes.

To be concrete, let us consider a group of $m$ agents. The dynamics of each agent $i$ is given by a stochastic linear system as below:

$$\nu_i(k+1) = \bar{A}\nu_i(k) + \bar{B}u_i(k) + \bar{L}_i\omega_i(k),$$

where $\nu_i(k)$ and $u_i(k)$ are respectively the state and control input of the $i$-th agent, and $\omega_i(k)$ is the system noise with zero mean and bounded covariance. Then under a mild assumption that $(\bar{A},\bar{B})$ is controllable, one can design the event-based controller as

$$u_i(k) = \bar{\Gamma} \sum_{j=1}^{m} a_{ij}(\hat{\nu}_j(k) - \bar{\nu}_i(k)),$$

where $\bar{\Gamma}$ is determined by

$$\bar{\Gamma} = \frac{2}{\mu_2 + \mu_m} \frac{\bar{B}^TP\bar{A}}{\bar{B}^TP\bar{B}}.$$

By doing so, the synchronization among agents is reached in the mean square sense with bounded error covariance. Namely, the consistency and consensus conditions (47)–(48) are reached.

In these years, synchronization of stochastic linear systems with event-triggered schemes has received particular research attention. For example, Ma et al. [47] have focused on systems where the dynamics of each agent is subject to mutually uncorrelated zero-mean Gaussian white noises. Using linear matrix inequalities, they provide an event-based controller which facilitates the synchronization among agents in the mean square sense. Considering state-dependent noises, the authors of [48] have leveraged the theory of input-to-state stability in probability and have derived sufficient conditions under which synchronization in probability is reached by using an event-triggered control protocol.

Different from the existing works, (59) deals with a more general class of noises. Hence, it includes the independent Gaussian white noise model in [47] and the state-dependent noise model in [48]. Specifically, the noises are only assumed to be bounded in covariance while they might be correlated with the states of agents along time and among agents. Because of its generality, our approach can be useful for various applications in both theoretical and engineering fields.

**VI. Low Message Complexity Estimator Design**

Noting that in practice, a communication channel in the sensor network is usually limited by a finite bandwidth, we finally investigate the design of distributed estimators under the constraint of message complexity. Specifically, suppose that the message complexity that the network is willing to tolerate is $\bar{r} > 0$. In this section, we show how to design the distributed estimator such that each sensor only sends messages of size no greater than $\bar{r}$ when triggered.

To begin with, notice that any centralized Luenberger observer for estimating system (1) is given by

$$\hat{x}(k+1) = (A - K_eCA)\hat{x}(k) + K_ey(k+1),$$

where $K_e$ is the estimation gain of the Luenberger observer. Following similar arguments as in Sections III and IV, it is not difficult to verify that Algorithm 1 can be generalized, by replacing $K$ with $K_e$, to achieve a distributed implementation of (62). On the other hand, as stated in Remark 6, the message complexity of implementing this distributed estimator is $\text{rank}(K_e)$. Hence, one way to reduce the message complexity is using a Luenberger observer with a low-rank estimation gain matrix, namely, $\text{rank}(K_e) \leq \bar{r}$. Then by implementing it with Algorithm 1, at each triggering instant, sensors only transmit a vector of dimension no more than $\bar{r}$, which meets the network requirement.

In what follows, we show how to design the optimal estimation gain $K_e$ in the sense that the Luenberger observer yields the minimum performance loss, under the constraint that $\text{rank}(K_e) \leq \bar{r}$. To this end, let us factorize the estimation gain as

$$K_e = \bar{K}W,$$

where $\bar{K} \in \mathbb{R}^{n \times \bar{r}}$ and $W \in \mathbb{R}^{\bar{r} \times m}$. We first consider how to design the optimal $\bar{K}$ when $W$ is given. After that, a semi-definite programming (SDP) is presented to compute the
optimal W under the constraint that \( \text{rank}(W) = \tilde{r} \). By virtue of (63), we conclude \( \text{rank}(K_\tilde{r}) \leq \tilde{r} \).

A. Optimal \( K \) when \( W \) is given

First, suppose that \( W \) is given. We consider the following measurements given by a “virtual” sensor network:

\[
\tilde{y}(k) = \tilde{C}x(k) + \tilde{v}(k),
\]

(64)

where

\[
\tilde{y}(k) = Wy(k), \quad \tilde{C} = WC, \quad \tilde{v}(k) = Wv(k).
\]

(65)

Suppose that this “virtual” sensor network is monitoring the system (1) and a Luenberger observer is performed with estimation gain \( \tilde{K} \), where \( \tilde{K} \) is defined in (63). Let us respectively denote by \( \tilde{x}(k) \) and \( \tilde{P} \) the corresponding estimate and error covariance. That is,

\[
\tilde{x}(k + 1) = (A - \tilde{K}\tilde{C}A)\tilde{x}(k) + \tilde{K}\tilde{y}(k) + 1,
\]

(66)

and

\[
\tilde{P}(k) = \text{cov}(\tilde{x}(k) - x(k)), \quad \tilde{P} = \lim_{k \to \infty} \tilde{P}(k).
\]

(67)

The following result is immediate:

**Lemma 6.** Let \( P_\tilde{r} \) be the estimation error covariance of the Luenberger observer (62). Then it follows that

\[
P_\tilde{r} = \tilde{P}.
\]

(68)

As a result of Lemma 6, we would focus on finding the optimal \( \tilde{K} \) which minimizes \( \text{tr}(\tilde{P}) \). Clearly, for any given \( W \), the optimal solution is provided by the Kalman filter, and the steady-state error covariance can be calculated as

\[
\tilde{P} = [(A\tilde{P}A^T + Q)^{-1} + \tilde{C}^T(\tilde{R})^{-1}\tilde{C}]^{-1},
\]

(69)

where

\[
\tilde{R} = WWR^T.
\]

(70)

Moreover, the optimal gain is given by

\[
\tilde{K} = (A\tilde{P}A^T + Q)\tilde{C}^T[(A\tilde{P}A^T + Q)\tilde{C}^T + \tilde{R}]^{-1}.
\]

(71)

B. Towards finding an optimal \( W \)

As seen from (69), the error covariance \( \tilde{P} \) is a function of \( W \). Therefore, we next aim to find the optimal \( W \) in the sense that \( \text{tr}(\tilde{P}) \) is minimized under the constraint that \( \text{rank}(W) = \tilde{r} \). Notice that \( W \) only appears in the term \( \tilde{C}^T(\tilde{R})^{-1}\tilde{C} \) of (69).

We thus rewrite it as

\[
\tilde{C}^T(\tilde{R})^{-1}\tilde{C} = \tilde{C}^TWR^T(WWR^T)^{-1}WR^T = \tilde{C}^T[(WR^T)^{-1}W((WR^T)^{-1}WR)^{1/2}]\tilde{C}.
\]

(72)

Let us denote

\[
X \triangleq R^{1/2}W^T(WWR^T)^{-1}WR^{1/2}, \quad \tilde{C} \triangleq R^{-1/2}C.
\]

(73)

It is easy to verify that \( X \) is a symmetric projection matrix, namely \( X^2 = X \) and \( X = X^T \). Moreover, \( \text{rank}(X) = \text{rank}(W) = \tilde{r} \). On the other hand, given any symmetric projection matrix \( X \) which is of rank \( \tilde{r} \), one can always find \( W \) that satisfies (73) by

\[
W = \left( R^{-1/2} \begin{bmatrix} v_1 & \cdots & v_m \end{bmatrix} \right)^T,
\]

(74)

where \( \{v_1, \cdots, v_m\} \) is the orthonormal basis of the column space of \( X \). Therefore, instead of minimizing \( \text{tr}(\tilde{P}) \) over \( W \), we can minimize it over \( X \). Since the constraint on rank is not convex, we follow the approach in [49] and compute \( X \) based on a convex relaxation by solving the following SDP:

\[
\begin{aligned}
& \text{minimize}_{X, \tilde{P}, \Theta} \quad \text{tr}(\tilde{P}) \\
& \text{subject to} \quad \begin{bmatrix} \tilde{P} & I \\ I & \Theta \end{bmatrix} \succeq 0, \\
& \begin{bmatrix} Q^{-1} - \Theta + \tilde{C}^TX\tilde{C} & Q^{-1}A \\ A^TQ^{-1} & \Theta + A^TQ^{-1}A \end{bmatrix} \succeq 0, \\
& X^T = X, \quad 0 \leq X \leq I_m, \quad \text{tr}(X) = \tilde{r}.
\end{aligned}
\]

(75)

**Remark 8.** Notice that if \( \tilde{r} > 0 \) and \( (A, C) \) is observable, (75) is always solvable, since one can verify that \( X = \frac{1}{m}I_m \) is a feasible solution of it.

For the problem (75), we can obtain the optimal solution \( X_* \) and \( \tilde{P}_* \). However, since the constraint on the rank of \( X \) has been relaxed, the matrix \( X_* \) is not necessarily a projection with rank \( \tilde{r} \). In this case, one can obtain an approximation based on \( X_* \). Specifically, we apply an eigendecomposition to \( X_* \) as

\[
X_* = U_* \text{diag}(\lambda_1, \ldots, \lambda_p) U_*^T,
\]

where \( U_* \) is orthonormal and \( \lambda_1 \geq \cdots \geq \lambda_p \) are the eigenvalues of \( X_* \). We thus can obtain a projection matrix \( X_0 \) as

\[
X_0 = U_* \text{diag}(1, \ldots, 1, 0, \ldots, 0)U_*^T.
\]

(76)

It is easy to verify \( \text{tr}(X_0) = \tilde{r} \) and thus the (sub)optimal \( W \) is obtained by (74). Then combining (63), (69), and (71), we finally obtain a (sub)optimal estimation gain \( K_\tilde{r} \), the rank of which is no more than \( \tilde{r} \). As discussed previously, by performing Algorithm 1, one can, in a distributed manner, implement the Luenberger observer with gain \( K_\tilde{r} \), where the message complexity is at most \( \tilde{r} \).

**Remark 9.** As observed from (23), the dimensions of \( H \) and \( L \) increase linearly with \( \tilde{r} \). Therefore, using a low-rank estimator also helps to reduce the computation burden of sensors when performing the distributed estimation algorithm and making updates via (26). This is especially beneficial if sensors are powered by energy-limited batteries.

VII. NUMERICAL EXAMPLES

In this section, we would verify the established results through some numerical examples.
A. Example 1

The first example aims to estimate the state of a 2-dimensional LTI system with parameters

\[ A = \begin{bmatrix} 0.9 & 0 \\ 0 & 1.1 \end{bmatrix}, \quad Q = 0.5I_2, \]  

(76)

To the end, \( m = 4 \) sensors are deployed in the network. The measurements of them are given by

\[ C = \begin{bmatrix} 1 & 0 & 1 & 1 \\ 0 & 1 & 1 & -1 \end{bmatrix}^T, \quad R = 2I_4. \]  

(77)

Suppose that the sensors are connected as a ring with \( a_{ij} = 1 \) at each edge \((i, j)\). Then, it can be checked that \( \mu_2 = 2 \) and \( \mu_4 = 4 \). Moreover, we set the initial state \( x(0) \sim \mathcal{N}(0, I) \), and choose \( \zeta = 0.5 \) which meets the sufficient condition in Lemma 5.

In this example, (36) is selected as the triggering function, where the parameters are set as \( c_0 = c_1 = 5, \alpha = 0.8 \). By performing Algorithm 1, it is observed from Fig. 4 that the mean square estimation error from each sensor is stable during the operation. Moreover, Fig. 5 and Fig. 6 show the box and whisker diagram obtained by the 1000-run Monte Carlo trials, where the bottom and top of the box represent the first and third quartiles, the (red) band inside the box represents the median of the data, and the ends of the whiskers represent the minimum and maximum of the data. As illustrated, by choosing \( c_0 = c_1 = 5, \alpha = 0.8 \), the average communication rate over the whole network is 72.5\%. On the other hand, compared to the distributed estimator in full transmission case [36], the estimation error incurred by the event-triggering mechanism is respectively 22.4\%, 8.8\%, 15.3\%, 9.6\% for the four agents. Therefore, the proposed distributed estimator reduces the data transmission while preserving the estimation performance. Moreover, by increasing \( c_0 \) and \( c_1 \) to 8, the communication among agents becomes less frequent, while leading to larger estimation error.

![Fig. 4: Average mean square estimation error of system states in 1000-run Monte Carlo trials.](image)

![Fig. 5: Triggering times of each agent in 20 iterations by performing Algorithm 1, where the parameters of (36) are (a) \( c_0 = c_1 = 5, \alpha = 0.8 \); (b) \( c_0 = c_1 = 8, \alpha = 0.8 \).](image)

![Fig. 6: Relative estimation error of each agent in comparison with the full transmission case by performing Algorithm 1, where the parameters of (36) are (a) \( c_0 = c_1 = 5, \alpha = 0.8 \); (b) \( c_0 = c_1 = 8, \alpha = 0.8 \).](image)

B. Example 2

The second example considers a system of larger scale. Concretely, we study the heat transfer process in a square region as presented in [36]. As shown in Fig. 7, \( m = 15 \) sensors are deployed for monitoring temperature within the region represented by a \( 5 \times 5 \) grid. The temperature of each grid is taken as a state and thus \( n = 25 \). The detailed procedure for modeling the system is omitted here. However, interested readers can refer to [36]. The covariance of system and measurement noises is chosen as \( Q = I_n \) and \( R = I_m \).

1) Performance of low-rank estimators: With the given system, we first illustrate the low-rank estimator as designed in Section VI. Fig. 8 shows the estimation error of the designed estimators with rank \( \hat{r} = 1, 5, 7, 15 \), respectively. Note that \( m = 15 \) is the original Kalman filter case. One can see that

![Fig. 7: The location and topology of \( m \) sensors in the grid.](image)
even if $\tilde{r} = 7$, meaning that we only use less than half of the degree of freedom to design the estimator, the performance loss is small as around 5%.

![Graph showing estimation error over time](image)

**Fig. 8:** Average mean square estimation error of low-rank estimators in 1000 Monte Carlo trials.

**TABLE I** further compares the estimation performance of the low-rank estimator versus that of the Kalman filter with no rank constraint. Given $\tilde{r}$ varying from 0 to 15, we define the relative performance as

$$J_\tilde{r} \triangleq \frac{\text{tr}(P_\tilde{r})}{\text{tr}(P)},$$

(78)

where $P$ and $P_\tilde{r}$ are respectively the steady-state error covariances of the Kalman filter and the proposed estimator with rank $\tilde{r}$.

2) **Performance of different algorithms:** The estimation performance of different algorithms is presented in Fig. 9. By using an event-based communication strategy, Algorithm 1 inevitably incurs more estimation error than the centralized Kalman filter and the distributed estimator with full transmission, which always have the information of all sensors and all neighboring sensors, respectively. Moreover, we further implement the designed low-rank estimator, where $\tilde{r} = 1$, in a distributed manner by replacing $K$ with $K_\tilde{r}$ in Algorithm 1. As shown in Fig. 9(d), it also yields a stable local estimate.

![Graph showing squared estimation error](image)

**Fig. 9:** The squared estimation error of sensor 1 by performing (a) centralized Kalman filter, (b) distributed implementation of centralized Kalman filter with full transmission ([36]), (c) distributed implementation of centralized Kalman filter with event-based transmission (Algorithm 1), (d) distributed implementation of the designed rank-1 estimator with event-based transmission.

**APPENDIX A**

**PROOF OF LEMMA 4**

1) To begin with, it follows from (1) and (8) that

$$x^s(k + 1) = A^s x^s(k) + J w(k),$$

(79)

where $J = \begin{bmatrix} 0 & 1_n \end{bmatrix} \in \mathbb{R}^{n_s \times n}$ and $x^s(k) = \text{col}(x^u(k), x^s(k))$. Moreover, let us partition $C_i$ according to (8) as

$$C_i = \begin{bmatrix} C_i^u & C_i^r \end{bmatrix},$$

(80)

with $C_i^u \in \mathbb{R}^{1\times n^u}$ and $C_i^r \in \mathbb{R}^{1\times n^r}$.

It is not difficult to verify from (12) and (14) that $\hat{\xi}_i(k)$ can be rewritten as

$$\hat{\xi}_i(k + 1) = \Lambda \hat{\xi}_i(k) + 1_n y_i(k + 1).$$

(81)

Since $(S^T, \beta)$ is controllable, by Lemma 3, for any $i \in \mathcal{V}$, we can find $G^u_i \in \mathbb{R}^{n \times n^u}$ such that

$$(G^u_i)^T S^T = (A^u)^T (G^u_i)^T, \quad (G^u_i)^T \beta = (C_i^u A^u)^T,$$

which implies that

$$G^u_i A^u - 1_n C_i^u A^u = S G^u_i - 1_n \beta^T G^u_i = (\Lambda + 1^T \beta^T) G^u_i - 1_n \beta^T G^u_i = \Lambda G^u_i,$$

$$\beta^T G^u_i = C_i^u A^u.$$  

(82)
Therefore, we conclude that
\[ [G_i^u \ 0] A - 1_n C_i A = [G_i^u A^u \ 0] - 1_n [C_i^u A^u \ C_i^u A^s] \]
\[ = \Lambda [G_i^u \ 0] - 1_n [0 \ C_i^u A^s], \]
\[ \beta^T [G_i^u \ 0] = [C_i^u A^u \ 0] = C_i A - [0 \ C_i^u A^s]. \ ](83)

For simplicity, let us denote
\[ G_i \equiv [G_i^u \ 0] \in \mathbb{R}^{n \times n}. \ ](84)
Moreover, define
\[ \epsilon_i(k) \equiv G_i x(k) - \hat{\xi}_i(k). \ ](85)
By (81), we thus calculate the dynamics of \( \epsilon_i(k) \) as
\[ \epsilon_i(k+1) = G_i x(k+1) - \hat{\xi}_i(k+1) \]
\[ = (G_i - 1_n C_i) x(k) - \Lambda \hat{\xi}_i(k) + (G_i - 1_n C_i) w(k) - 1_n v_i(k+1) \]
\[ = (\Lambda G - 1_n [0 \ C_i^u A^s]) x(k) - \Lambda \hat{\xi}_i(k) + (G_i - 1_n C_i) w(k) - 1_n v_i(k+1) \]
\[ = \Lambda \epsilon_i(k) - 1_n C_i^u A^s x(k) + (G_i - 1_n C_i) w(k) - 1_n v_i(k+1), \ ](86)
where the third equality holds by (83). It is noted that \( \Lambda \) is a stable matrix and \( C_i^u A^s x(k) \) is also stable. Hence, one concludes that \( \text{cov}(\epsilon_i(k)) \) is bounded.

On the other hand, let us consider the dynamics of \( z_i(k) \):
\[ z_i(k) = y_i(k+1) - \beta^T (G_i x(k) - \epsilon_i(k)) \]
\[ = C_i (Ax(k) + w(k)) + v_i(k+1) + \beta^T \epsilon_i(k) \]
\[ = C_i A - [0 \ C_i^u A^s] x(k) \]
\[ = \beta^T \epsilon_i(k) + C_i^u A^s x(k) + C_i w(k) + v_i(k+1). \ ](87)
As previously proved, \( \text{cov}(\epsilon_i(k)) \) is bounded. It thus follows that \( \text{cov}(z_i(k)) \) is also bounded.

2) To prove (15), let us multiple both sides of (81) by \( F_i \), which gives that
\[ F_i \hat{\xi}_i(k+1) = F_i \lambda \hat{\xi}_i(k) + F_i 1_n y_i(k+1). \ ](88)
Since \( F_i \) solves (11), one obtains that
\[ F_i \hat{\xi}_i(k+1) = (A - KCA) F_i \hat{\xi}_i(k) + K_i y_i(k+1). \ ](89)
Summing up (89) for all \( i = 1, \ldots, m \), yields that
\[ \sum_{i=1}^m F_i \hat{\xi}_i(k+1) = (A - KCA) \sum_{i=1}^m F_i \hat{\xi}_i(k) + \sum_{i=1}^m K_i y_i(k+1). \ ](90)
By comparing it with (10), we complete the proof.

APPENDIX

PROOF OF THEOREM 1

Before proving Theorem 1, we first introduce some useful preliminaries. Notice that the presence of stochastic signals \( z_i(k) \) prevents us from directly applying the approaches of Lyapunov stability for deterministic systems to the analysis. We would therefore resort to a stochastic analogue of it.

To this end, let \( \{F(t)\}_{t \geq 0} \) be a filtration in a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) and \( \{V(k)\} \) is a sequence of non-negative functions. Let us define
\[ \Delta V(k) \equiv V(k+1) - V(k), \]
\[ \mathbb{E}[\Delta V(k)|F(k)] \equiv \mathbb{E}[V(k+1)|F(k)] - V(k). \ ](91)
Notice that the function \( V \) is defined as a supermartingale if \( \mathbb{E}[\Delta V(k)|F(k)] \leq 0, \forall k \). Moreover, if there exists \( \rho > 0 \), such that it holds at any time that \( \mathbb{E}[\Delta V(k)|F(k)] \leq -\rho V(k) \), then \( \mathbb{E}[V(k+1)] \) converges with an exponential rate almost surely. In order to analyze the systems which have non-zero noises at the origin, we shall extend the classical results on stability of supermartingales. Specifically, we will consider functions that are almost supermartingales, in the sense that
\[ \mathbb{E}[\Delta V(k)|F(k)] \leq -\rho V(k) + c(k), \ ](92)
for some \( F(k) \)-measurable random variable \( c(k) \). Such functions are termed as \( c \)-martingale in the literature [50]–[52]. Based on their definitions, we propose \( c \)-martingale convergence lemma:

**Lemma 7** (\( c \)-martingale convergence lemma). Suppose there exists \( \rho > 0 \) such that (92) holds and \( \mathbb{E}[c(k)] \leq c < \infty \). Then it follows for any \( k \geq 0 \) that \( \mathbb{E}[V(k)] \) is bounded.

**Proof.** It follows from (92) that
\[ 0 \leq \mathbb{E}[V(k+1)|F(k)] \leq (1 - \rho) V(k) + c(k). \ ](93)
By taking expectation on both sides of (93), it yields that
\[ 0 \leq \mathbb{E}[V(k+1)] \leq (1 - \rho) \mathbb{E}[V(k)] + c \]
\[ \leq (1 - \rho)^{k+1} \mathbb{E}[V(0)] + c \sum_{t=0}^{k+1} (1 - \rho)^{t}. \ ](94)
The proof is thus completed. \( \square \)

Towards the proof of Theorem 1, we shall respectively establish the consistency and consensus conditions.

**Consistency:** By (32), we rewrite the dynamics of local state as
\[ \eta_i(k+1) = H \eta_i(k) + L_i z_i(k) + BT \sum_{j=1}^m a_{ij}(\eta_j(k) - \eta_i(k)) \]
\[ + BT \sum_{j=1}^m a_{ij}(\epsilon_j(k) - \epsilon_i(k)). \ ](95)
The consistency condition is verified by summing (95) over \( i = 1, \ldots, m \).

**Consensus:** For simplicity, let us define the aggregated vectors and matrices as below:

\[
\eta(k) \triangleq \begin{bmatrix} \eta_1(k) \\ \vdots \\ \eta_m(k) \end{bmatrix}, \quad L_k \triangleq \begin{bmatrix} L_1 \\ \vdots \\ L_m \end{bmatrix}.
\]

Collecting (95) from each sensor yields:

\[
\begin{aligned}
\eta(k+1) &= (I_m \otimes H)\eta(k) - [I_m \otimes (BT)][L_G \otimes I_{n(r+1)}]\eta(k) \\
&\quad - [I_m \otimes (BT)](L_G \otimes I_{n(r+1)})\epsilon(k) + L_\eta z(k)
\end{aligned}
\]

(96)

where \( z(k) \) is defined in (23). Let us rewrite the average state of all sensors as

\[
\hat{\eta}(k) = \frac{1}{m} \sum_{i=1}^{m} \eta_i(k) = \frac{1}{m} (I_m^T \otimes I_{n(r+1)})\eta(k).
\]

(97)

As \( I_m^T L_G \to 0 \), it follows that

\[
\begin{aligned}
\tilde{\eta}(k+1) &= \frac{1}{m} (I_m^T \otimes I_{n(r+1)}) \left( [I_m \otimes H] - [I_m \otimes L_G \otimes (BT)]\eta(k) \\
&\quad - [L_G \otimes (BT)]\epsilon(k) + L_\eta z(k) \right)
\end{aligned}
\]

(98)

Furthermore, we define for each sensor \( i \) that

\[
\delta_i(k) \triangleq \eta_i(k) - \hat{\eta}(k).
\]

By stacking \( \delta_i(k) \), together, let us denote

\[
\delta(k) \triangleq \text{col}(\delta_1(k), \ldots, \delta_m(k)).
\]

(99)

We therefore have

\[
\delta(k+1) = [I_m \otimes H - L_G \otimes (BT)]\delta(k) \\
+ ([I_m - \frac{1}{m} I_m^T] \otimes I_{n(r+1)})L_\eta z(k) - [L_G \otimes (BT)]\epsilon(k).
\]

(100)

By [53], there always exists a unitary matrix

\[
\Phi \triangleq \left[ \frac{1}{\sqrt{m}} I_m, \phi_2, \cdots, \phi_m \right],
\]

with which the Laplacian matrix can be diagonalized as

\[
\Phi^T L_G \Phi = \text{diag}(0, \mu_2, \cdots, \mu_m),
\]

One hence concludes

\[
\begin{aligned}
(\Phi \otimes I_{n(r+1)})^T [L_G \otimes (BT)](\Phi \otimes I_{n(r+1)}) \\
&= \text{diag}(0, \mu_2 BT, \ldots, \mu_m BT),
\end{aligned}
\]

\[
(\Phi \otimes I_{n(r+1)})^T [I_m \otimes H - L_G \otimes (BT)](\Phi \otimes I_{n(r+1)}) \\
&= \text{diag}(H, -\mu_2 BT, \ldots, -\mu_m BT),
\]

which holds by the property of Kronecker product. Denote

\[
\tilde{\delta}(k) \triangleq (\Phi \otimes I_{n(r+1)})^T \delta(k), \quad \tilde{\epsilon}(k) \triangleq (\Phi \otimes I_{n(r+1)})^T \epsilon(k).
\]

(101)

Let us further partition \( \tilde{\delta}(k) \) into two parts, i.e., \( \tilde{\delta}(k) = [\tilde{\delta}_1^T(k), \tilde{\delta}_2^T(k)]^T \), where \( \tilde{\delta}_1(k) \in \mathbb{R}^{n(r+1)} \) consists of the first \( n(r+1) \) entries of \( \delta(k) \). One thus obtains from (99) that

\[
\begin{aligned}
\tilde{\delta}_1(k+1) &= \frac{1}{\sqrt{m}} \sum_{i=1}^{m} \delta_i(k+1) = 0, \\
\tilde{\delta}_2(k+1) &= A_\delta \tilde{\delta}_2(k) + L_z \tilde{\epsilon}_2(k),
\end{aligned}
\]

(102)

where \( A_\delta \triangleq \text{diag}(H - \mu_2 BT, \cdots, H - \mu_m BT) \), \( B_\epsilon \triangleq \text{diag}(0, -\mu_2 BT, \cdots, -\mu_m BT) \), and \( L_z \) is formed by the last \( mn(r+1) \) rows of \([\Phi^T / -\frac{1}{\sqrt{m}} \Phi^T I_m^T I_m^T] \otimes I_{n(r+1)} \).

Clearly, \( \tilde{\delta}_1(k+1) \) is stable. We thus focus on the stability of \( \tilde{\delta}_2(k+1) \). To proceed, let us consider the following Lyapunov candidate:

\[
V(k) = \tilde{\delta}_2^T(k)P \tilde{\delta}_2(k).
\]

(103)

It thus follows that

\[
\begin{aligned}
V(k) &= \text{tr} (\tilde{\delta}_2^T(k)P \tilde{\delta}_2(k)) = \text{tr} (P \tilde{\delta}_2(k) \tilde{\delta}_2^T(k)) \\
&\leq \text{tr} (P) \text{tr} (\tilde{\delta}_2^T(k)) = \text{tr} (P) ||\tilde{\delta}_2(k)||^2,
\end{aligned}
\]

(104)

where the inequality holds since \( \text{tr}(AB) \leq \text{tr}(A) \text{tr}(B) \) holds for any \( A, B \geq 0 \). ([54]). The difference of \( V(k) \) along (102) is given by

\[
\begin{aligned}
\mathbb{E} [\Delta V(k) | F(k) ] &\triangleq \mathbb{E} [V(k+1) - V(k) | F(k) ] \\
&= \tilde{\delta}_2^T(k) (A_\delta^T P A_\delta - P) \tilde{\delta}_2(k) + 2 \tilde{\delta}_2^T(k) A_\delta^T P L_z \mathbb{E} [z(k) | F(k)] \\
&\quad + 2 \tilde{\delta}_2^T(k) A_\delta^T P B_\epsilon \tilde{\epsilon}(k) \\
&\quad + L_z^T P L_z \mathbb{E} [z^T(k) z(k) | F(k)] + \tilde{\epsilon}(k) B_\epsilon^T P B_\epsilon \tilde{\epsilon}(k).
\end{aligned}
\]

(105)

In view of Lemma 5, \( A_\delta \) is stable. Hence, there exist \( Q > 0 \) and \( \sigma_1, \sigma_2 > 0 \) such that

\[
(1 + \sigma_1 + \sigma_2) A_\delta^T P A_\delta - P + Q = 0.
\]

(106)

Now using Young’s inequality, one concludes that

\[
\begin{aligned}
\mathbb{E} [\Delta V(k) | F(k) ] &\leq \tilde{\delta}_2^T(k) \left( (1 + \sigma_1 + \sigma_2) A_\delta^T P A_\delta - P \right) \tilde{\delta}_2(k) \\
&\quad + (1 + \sigma_2^{-1} + \sigma_3) L_z^T P L_z \mathbb{E} [z^T(k) z(k) | F(k)] \\
&\quad + (1 + \sigma_1^{-1} + \sigma_3^{-1}) \tilde{\epsilon}(k) B_\epsilon^T P B_\epsilon \tilde{\epsilon}(k) \\
&\leq -\lambda_{\min}(Q) ||\tilde{\delta}_2(k)||^2 + c(k)
\end{aligned}
\]

(107)

where the last inequality holds by (104). As proved in Lemma 4, \( \text{cov} (z_i(k)) \) is bounded at any time. Moreover, \( ||\epsilon(k)||^2 \) is also bounded by (35). It thus follows that \( \mathbb{E} [\epsilon(k)] < \infty \). In view of Lemma 7, we conclude that \( \mathbb{E} [V(k)] \) is bounded. As a result of (104), \( \text{cov} (\tilde{\delta}_2(k)) \) is also bounded. Combining it with (101), it follows that \( \text{cov} [\eta_i(k) - \hat{\eta}(k)] \) is bounded for any \( i \), which completes the proof.
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