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The article provides an open-source Music Listening- Genre (MUSIN-G) EEG dataset which contains 20 participants’ continuous Electroencephalography responses to 12 songs of different genres (from Indian folk music to Goth Rock to western electronic), along with their familiarity and enjoyment ratings. The participants include 16 males and 4 females, with an average age of 25.3 (+/-3.38). The EEG data was collected at the Indian Institute of Technology Gandhinagar, India, using 128 channels Hydrocel Geodesic Sensor Net (HCGSN) and the Netstation 5.4 data acquiring software. We provide the raw and partially preprocessed data of each participant while they listened to 12 different songs with closed eyes. The dataset also contains the behavioural familiarity and enjoyment ratings (scale of 1 to 5) of the participants for each of the songs. In this article, we further discuss the preprocessing steps which can be used on the dataset and prepare the data for analysis, as in the paper [1].
Specifications Table

| Subject                                      | Neuroscience: Cognitive               |
|----------------------------------------------|---------------------------------------|
| Specific subject area                        | Music Cognition, Music Information Retrieval, Cognitive Neuroscience, Musicology, Non-Invasive Brain Imaging |
| Type of data                                 | Table: 1, Order of Song presentation for each participant |
|                                               | Table: 2, Experimental Design and EEG markers information |
|                                               | Table: 3, Song details and behavioural ratings |
| How the data were acquired                   | EEG data was acquired on a 128 channel high-density Hydrocel Geodesic Sensor Net (HCGSN) by Magstim EGI, the data acquiring software was Netstation 5.4, the experiment was presented to the subjects using the Eprime software with an extension to Netstation, the songs were played using speakers, and the behavioural ratings were taken through the keyboard's number pad (1 to 5). |
| Data format                                  | Raw (.set file) and partially preprocessed (.set) EEG Data in BIDS format, with behavioural ratings of familiarity and enjoyment (text file). |
| Description of data collection               | The EEG responses were collected on 12 different songs, while the participants sat on a comfortable chair in a dimly lit room. The experiment included a two-minute silence, followed by song listening and rating of familiarity and enjoyment. We used the Harman Kardon Soundsticks with Bluetooth 20 W Portable Bluetooth Laptop/Desktop Speaker (Transparent, 2.1 Channel) for presentation of the audio. The participants kept their eyes closed and were indicated to open them to rate each song. The sampling rate was kept at 250 Hz for some participants. Certain participants had the initial sampling rate of 1000 Hz which was downsampled to 250 Hz prior to data analysis. |
| Data source location                         | · Institution: Indian Institute of Technology Gandhinagar (IITGN) |
|                                               | · City/Region: Gandhinagar, Gujarat |
|                                               | · Country: India |
|                                               | · Latitude and longitude for collected data: 23.2114° N, 72.6842° E |
| Data accessibility                           | Data is hosted on a public repository |
|                                               | Repository name: OpenNeuro |
|                                               | Data identification number: OpenNeuro Dataset ds003774 |
|                                               | Direct URL to data: https://doi.org/10.18112/openneuro.ds003774.v1.0.2 |
| Related research article                     | [1] P. Pandey, N. Ahmad, K. P. Miyapuram and D. Lomas, “Predicting Dominant Beat Frequency from Brain Responses While Listening to Music,” 2021 IEEE International Conference on Bioinformatics and Biomedicine (BIBM), 2021, pp. 3058-3064, doi: 10.1109/BIBM52615.2021.9669750. |

Value of the Data

- This dataset [2] involves EEG responses to naturalistic music listening or listening to everyday songs. The uniqueness of this open-source Music Listening - Genre (MUSIN-G) EEG dataset lies in its stimuli which include 12 songs of genres varying from Indian folk music to Goth Rock to western electronic.
- The enjoyment of musical stimuli is shaped by familiarity and preferences for melody, beat, pitch, harmony, etc. Hence, we considered two subjective factors: familiarity with the song and enjoyment while listening to it, as they have been highly associated with changes in the neural responses [3,4].
- As our dataset contains naturalistic music and is rich in different music features, it can further also be used by studies on Music Information Retrieval (MIR), involving extraction of specific features from brain responses to music. Studies can further analyse different features from the dataset to understand specific neural entrainment of naturalistic music. Studies on
machine learning and neural networks could also utilize this dataset [5]. This dataset would be of interest to researchers from different fields, especially from musicology, neuroscience and computer science.
• This dataset will further provide the base for music studies and the development of other similar experiments utilizing physiological and brain imaging data on naturalistic music.

1. Data Description

The Raw data, (named sourcedata) [2] contains the EEG data from each of the 20 participants for the entire experiment including a 2-minute baseline followed by EEG responses to all the 12 songs presented in randomised order as shown in Table 1. Each song was presented once to every participant. The entire timeline, procedure, and event markers (in EEG data) of the experiment can be found in Table 2.

The partially preprocessed data [2] contains EEG recordings and behavioural responses on each of the 12 songs for each of the 20 participants. The behavioural data [2] contains responses, taken while the participants pressed one key from 1 to 5 for each of the presented songs on the keyboard, to indicate familiarity and enjoyment to each song once. The keypress of 1 indicates the highest enjoyment or familiarity, and 5 indicates the least familiarity or enjoyment.

Both the raw and segmented data were converted into BIDS format using eeg2bids extension for EEGLAB [6]. The dataset contains all the stimuli information in the ‘stimuli’ folder, with the description of songs (also provided in Table 3), and the average behavioural data with the enjoyment and familiarity ratings of the participants (Figure 1). The segmented raw EEG data with all the other information of each of the participants is given separately for all the songs. For example, the folder ‘sub-001’, contains the segmented raw EEG data for each of the session/song (‘ses-01’ to ‘ses-12’) of Participant 1. The EEG data from the 128 channels for each of the song/session is provided in the ‘.set’ file. This file format is native for EEGLAB software [6] running in Matlab.

| Table 1 |
| --- |
| Order of song presentation for different participants. |

| sub-001 | 11 | 1 | 10 | 4 | 5 | 6 | 12 | 8 | 9 | 3 | 2 | 7 |
| sub-002 | 8 | 4 | 2 | 6 | 3 | 11 | 10 | 1 | 5 | 7 | 12 | 9 |
| sub-003 | 8 | 7 | 3 | 12 | 4 | 1 | 11 | 6 | 2 | 10 | 9 | 5 |
| sub-004 | 5 | 7 | 11 | 1 | 12 | 6 | 2 | 9 | 3 | 8 | 10 | 4 |
| sub-005 | 6 | 3 | 2 | 10 | 1 | 8 | 7 | 9 | 4 | 11 | 12 | 5 |
| sub-006 | 7 | 8 | 4 | 9 | 5 | 1 | 2 | 12 | 11 | 10 | 3 | 6 |
| sub-007 | 1 | 7 | 6 | 8 | 12 | 9 | 11 | 5 | 2 | 3 | 10 | 4 |
| sub-008 | 7 | 8 | 12 | 2 | 11 | 10 | 6 | 1 | 3 | 5 | 9 | 4 |
| sub-009 | 9 | 3 | 8 | 7 | 10 | 5 | 12 | 1 | 6 | 2 | 4 | 11 |
| sub-010 | 1 | 7 | 12 | 8 | 5 | 9 | 2 | 6 | 10 | 3 | 11 | 4 |
| sub-011 | 7 | 8 | 3 | 12 | 5 | 9 | 11 | 10 | 4 | 1 | 2 | 6 |
| sub-012 | 7 | 9 | 3 | 8 | 4 | 11 | 1 | 12 | 2 | 5 | 10 | 6 |
| sub-013 | 1 | 9 | 11 | 7 | 2 | 10 | 6 | 12 | 4 | 8 | 5 | 3 |
| sub-014 | 1 | 12 | 6 | 7 | 10 | 11 | 5 | 4 | 3 | 9 | 2 | 8 |
| sub-015 | 10 | 12 | 2 | 7 | 11 | 5 | 8 | 3 | 9 | 4 | 1 | 6 |
| sub-016 | 3 | 1 | 8 | 7 | 9 | 5 | 10 | 4 | 12 | 11 | 2 | 6 |
| sub-017 | 2 | 8 | 1 | 5 | 12 | 7 | 9 | 3 | 6 | 11 | 10 | 4 |
| sub-018 | 7 | 4 | 6 | 9 | 2 | 11 | 10 | 1 | 5 | 8 | 3 | 12 |
| sub-019 | 10 | 3 | 2 | 11 | 1 | 7 | 8 | 9 | 4 | 12 | 6 | 5 |
| sub-020 | 12 | 9 | 4 | 1 | 8 | 10 | 6 | 7 | 11 | 3 | 5 | 2 |
Fig. 1. Behavioural ratings of Enjoyment and Familiarity for each of the songs. The dots represent individual participants responses, which are jittered horizontally and vertically for visualization purposes.
Table 2
Experimental Set up Illustration a) the baseline acquisition and b) the entire experiment. Both the baseline and the experiment were collected one after the other in a single session.

| Duration | Object                  | Marker |
|----------|-------------------------|--------|
| 1000 ms  | Countdown 3             | fix3p  |
| 1000 ms  | Countdown 2             | fix2p  |
| 1000 ms  | Countdown 1             | fix1p  |
| 500 ms   | Close Eyes Beep         | clyp   |
| 12000 ms | Baseline (silence)      | stim   |
| 500 ms   | Open Eyes Beep          | oppy   |

Table 3
Representing Song Details (adopted from [1], which can be referred for complete details).

| Song No. | Genre                      | Average Familiarity Response | Average Enjoyment Response |
|----------|----------------------------|------------------------------|----------------------------|
| 1        | Deep House                 | 3.9                          | 2.7                        |
| 2        | Indie                      | 3.2                          | 2.7                        |
| 3        | Electronics                | 3.9                          | 3                          |
| 4        | New Age                    | 3.9                          | 2.9                        |
| 5        | Electronic Dance           | 3.9                          | 3                          |
| 6        | Ambient                    | 4.1                          | 3                          |
| 7        | Hindustani Classical       | 2.8                          | 2.3                        |
| 8        | Indian Semi-Classical      | 2.8                          | 2.6                        |
| 9        | Indian Folk                | 3.8                          | 3                          |
| 10       | Soft Jazz                  | 4.1                          | 2.5                        |
| 11       | Goth Rock                  | 3.4                          | 2.2                        |
| 12       | Progressive Instrumental Rock | 3.5                        | 2.7                        |

2. Experimental design, materials and methods

2.1. Stimuli

The stimuli consist of naturalistic music, with 12 songs from different genres, selected from across the world. Song information has been provided in Table 3. The songs were very different from each other as they were from varying genres (from Indian folk music to Goth Rock to western electronic), which made the participants experience unrelated songs. Most of the songs did not contain any lyrics, except Song 2 (English), Song 8 (Hindi), and Song 9 (Gujarati). The raw wave files of the songs are provided for research purposes in the code section of the dataset [2].

2.2. Participants

The data was collected on 20 undergraduate and postgraduate Indian students of the Indian Institute of Technology Gandhinagar (IITGN), India. Participants included 16 males and 4 females,
with an average age of 25.3 (+/-3.38). Participants had little to no musical training and hence were considered non-musicians. All participants gave their consent to participate in the experiment prior to the start of the experiment. The study was approved by the institutional ethics committee at the Indian Institute of Technology Gandhinagar, India.

2.3. Procedure

The participants sat comfortably in a dark room and were made to wear the 128-channel high-density Electroencephalography (EEG) cap (manufactured by Electrical Geodesics Inc). The participants sat in front of a computer screen with 56cms from the speakers. The speakers used were Harman Kardon Soundsticks with Bluetooth 20 W Portable Bluetooth Laptop/Desktop Speaker (Transparent, 2.1 Channel).

The experiment included two parts - the baseline condition included a two-minute silence, followed by a music listening session. In the baseline condition, the participants first heard a single beep, indicating to close their eyes and after a silence of 2 minutes, they were indicated to open their eyes with a double beep. The silence was provided in order to obtain a baseline response, and also to make the participants relaxed before the start of the experiment.

For the music listening session or the main experiment, the participants were again instructed to close their eyes with a single beep. After a gap of 10 seconds, the song was presented to them through a pair of speakers connected to the computer. The order of the song presentation was randomised across participants. After listening to each song, and silence for 10 more seconds, a double beep was presented suggesting they open their eyes followed by answering two questions for each song. The first question asked the participants to rate their familiarity with the song on a scale of 1 to 5. Instructions for rating were: “Press 1’ for extremely familiar, Press ‘2’ for familiar, Press ‘3’ for neutral, Press ‘4’ for unfamiliar, Press ‘5’ for extremely unfamiliar”. The second question asked them to rate their enjoyment of the song on a scale of 1 to 5, where 1 indicated extremely enjoyable and 5 indicated extremely unenjoyable song. The instructions for rating were: “Press ‘1’ for extremely enjoyable, Press ‘2’ for enjoyable, Press ‘3’ for neutral, Press ‘4’ for unenjoyable, Press ‘5’ for extremely unenjoyable.”

Participants listened to each song only once and provided their behavioural rating. Table 3 provides the average behavioural ratings from the participants for both familiarity and enjoyment for each song (Figure 1). EEG responses were collected throughout the experiment using Netstation recording software. The behavioural ratings for each participant and song are provided in the Stimuli directory of the dataset [2].

Stimulus presentation and behavioural ratings of the participants were controlled through E-prime presentation software. The markers for various events as shown in Table 2 were recorded along with the EEG data using E-prime extensions for Netstation.

2.4. Example usage of EEG data

The dataset [2] provides raw EEG data and segmented EEG data for each song. Data can be preprocessed using the following functions and plugins of EEGLAB toolbox [6] in MATLAB. Pandey et al [1] used the following preprocessing. A high pass linear FIR filter of 0.2 Hz was applied to the data, followed by the CleanLine [7] method for removing 50 Hz of line noise. Filtered data were down-sampled to 250 Hz and subsequently segmented into 12 songs. Bad channels were removed by using spectrum criteria with a standard deviation of 3 for the outlier threshold after extracting trials. Multiple Artifact Rejection Algorithm (MARA) [8], a machine learning-based method to detect and remove artifacts, was used to compute independent components and remove noisy ones. The spherical function of EEGLAB was used to interpolate the removed channels. Lastly, the average reference was applied to the dataset. Code for preprocessing is available from https://github.com/BrainLab-IITGN/Music-Project/tree/master/code. After the preprocessing, the data can be analysed further to correlate with temporal and spectral
features of the songs (refer [1] for analysis of Tempo as an example). Sonawane et al. [5] used the time-domain and frequency domain data obtained using spectopo function of EEGLAB [6] for song identification with machine learning algorithms applied with deep learning architectures. Pandey et al. [9] extended this work by demonstrating that music identification is possible with EEG data corresponding to initial snippets during the song listening task. Future work can look at neural entrainment of EEG signals with different music features and participant ratings [10].
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