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ABSTRACT
The IMILAST project (‘Intercomparison of Mid-Latitude Storm Diagnostics’) was set up to compare low-level cyclone climatologies derived from a number of objective identification algorithms. This paper is a contribution to that effort where we determine the sensitivity of three key aspects of Northern Hemisphere cyclone behaviour [namely the number of cyclones, their intensity (defined here in terms of the central pressure) and their deepening rates] to specific features in the automatic cyclone identification. The sensitivity is assessed with respect to three such features which may be thought to influence the ultimate climatology produced (namely performance in areas of complicated orography, time of the detection of a cyclone, and the representation of rapidly propagating cyclones). We make use of 13 tracking methods in this analysis. We find that the filtering of cyclones in regions where the topography exceeds 1500 m can significantly change the total number of cyclones detected by a scheme, but has little impact on the cyclone intensity distribution. More dramatically, late identification of cyclones (simulated by the truncation of the first 12 hours of cyclone life cycle) leads to a large reduction in cyclone numbers over the both continents and oceans (up to 80 and 40%, respectively). Finally, the potential splitting of the trajectories at times of the fastest propagation has a negligible climatological effect on geographical distribution of cyclone numbers. Overall, it has been found that the averaged deepening rates and averaged cyclone central pressure are rather insensitive to the specifics of the tracking procedure, being more sensitive to the data set used (as shown in previous studies) and the geographical location of a cyclone.
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1. Introduction
Quantification of cyclone activity in reanalyses, operational analyses and climate model simulations is typically based upon a range of characteristics including cyclone track counts, cyclone centre frequencies, event generation frequency, lifetime, intensity, speed and size. These diagnostics are also valuable when comparing cyclone activity across different data sets (e.g. Hodges et al., 2011; Tilinina et al., 2013) and across different tracking algorithms using a given reference data set (e.g. Neu et al., 2013). However, it is not clear which of these characteristics provide most insight for comparing the results from different schemes and various products. For instance, comparisons of cyclone activity in different reanalyses with a single scheme (Trigo, 2006; Hodges et al., 2011; Tilinina et al., 2013) report a spread in cyclone numbers between the reanalyses, while the differences in the parameters of cyclone life cycle are relatively small. Similarly, comparisons of different numerical algorithms using a reference data set (e.g. Raible et al., 2008; Neu et al., 2013) show a large spread in cyclone counts across the algorithms, while the relative spread in the parameters of cyclone life cycle is much smaller. Consistent with this, Neu et al. (2013), who compared 15 different algorithms applied to the same data set, found that the total number of cyclones varied in different schemes by a factor of 6 (from a low of 2000 to over 12 000 systems per year) with a much smaller range for stronger events. By contrast, they found the relative spread in the parameters of cyclone life cycle (such as life time, intensity and speed of cyclone propagation) was considerably smaller with the largest disparities across methods.
found for the short-lived, shallow, and slowly moving cyclones, that is, for the transients whose detection is less accurate and more sensitive to the cyclone diagnostic approach applied. Comparison of interannual variability in present and future climate conditions from reanalyses and climate model simulations showed that linear trends, being consistent in sign over the main regions of cyclone activity, may exhibit quite different magnitudes in the outputs from various methods (Neu et al., 2013; Ulbrich et al., 2013).

Neu et al. (2013) concluded that it is difficult to associate scheme-to-scheme differences in cyclone characteristics with a particular feature of the tracking methods. In particular, the results from the vorticity-based schemes and from those using sea level pressure (SLP) do not significantly differ from each other. It has been suggested that the use of vorticity may allow for earlier (compared to SLP) detection of cyclones. However, the vorticity, being proportional to the Laplacian of the SLP field, is much ‘noisier’ than the SLP and requires smoothing prior to cyclone identification (Sinclair, 1994; Hoskins and Hodges, 2002; Hodges et al., 2011). Hence, there are both potential advantages and disadvantages in the choice of field which is used to identify cyclones. It should be pointed out that early detection of cyclones (while bearing in mind the drawbacks associated with false detection) is of central importance in practical matters such as storm development. In a broader sense, missing the genesis phase of cyclones has the potential to distort the climatology of these features. We also mention that likely the largest uncertainties of most schemes occur at the step of building tracks from individual cyclone centres.

Neu et al. (2013) pointed out that the robustness of estimates of cyclone propagation speed (which might become biased in the event of erroneous splitting of continuous tracks or merging different ones) was a concern, since some schemes could not effectively recognise the rapid movement of cyclones. Besides this, there are other disparities between the algorithms associated, for example, with different approaches to treating the cyclones over elevated areas, different requirements in minimum cyclone travel distance, and the various approaches to combining cyclone centres into a track. In other words, despite considerable progress in our understanding of the skills of cyclone tracking methods in Neu et al. (2013), the task of identifying characteristics of tracking algorithms which have a well detectable effect on the characteristics of cyclones (e.g. the use of vorticity and SLP for tracking) has not been fully completed. It was found that no single parameter of the scheme led to a certain difference in cyclone statistics. Given these points, it is important to establish the sensitivity of schemes to these various ‘tuning’ choices. This issue is particularly relevant if we, for example, wish to diagnose how cyclone behaviour has changed over recent decades or may change in the future (as suggested in the CMIP5 models). There is an urgent need to identify which aspects of trends identified with a given algorithm may be associated with the specifics of that algorithm. Conversely, it is of great value to identify which aspects of the response are not so sensitive and, hence, may be regarded as robust across a wide range of schemes.

Here we analyse the sensitivity of cyclone statistics and cyclone life characteristics to different parameters of cyclone tracking algorithms. First, we examine the sensitivity of cyclone climatologies to the filtering cyclone tracks over elevated areas. Filtering of cyclones over elevated topography has traditionally been done because of the potential problem of extrapolating pressure down to sea level. However, the SLP field in such regions may still hold considerable information about synoptic systems in the region. An example of this are storms which penetrate far inland and reach the high elevations over the Antarctic Plateau. A number of case studies have been conducted on these events (e.g. Pook and Cowled, 1999), and their intensity is confirmed by satellite imagery and automatic weather station data. We then analyse the effect of late detection of cyclones on the results and will finally assess schemes’ sensitivity to the impact of potential splitting of tracks at the moment of maximum cyclone migration.

These analyses will allow us to identify the cyclone characteristics that are most sensitive to the use of different schemes and, thus, most representative and effective for the comparative assessments.

2. Data and methods
We use cyclone trajectories in the Northern Hemisphere (NH) (coordinates and central pressure) from the IMILAST database, built using different cyclone tracking algorithms as described in Neu et al. (2013). These tracks were derived from ERA-Interim reanalysis output (Dee et al., 2011) for the period from 1 January 1979 to 31 March 2009, that is, including the ERA-Interim backward extension over the 1979–1988 period compared to the Phase 1 IMILAST data base (Neu et al., 2013). We use the same scheme numbering as in Neu et al. (2013). Of the 15 algorithms used in Neu et al. (2013), only 12 methods were used here, as some groups did not provide the extension of their dataset (or in a timely manner). Since the publication of the Neu et al. paper, another method (M07) has been added to the database and used in our analysis, making 13 schemes in all. Of these 13 algorithms, five were based on the use of SLP field only and six used vorticity in combination with other fields [e.g. SLP and wind; see details in Neu et al. (2013; Table 1)] and for convenience here Table A1 presents the main references for the description of these schemes]. Two methods (M07 and M14) used characteristics of the atmosphere at the 850 hPa level only. The time resolution of all but one of the outputs was 6 hours. In M06, tracking was performed at 12 hourly
time steps (at 00 and 12 UTC). The common threshold applied in IMILAST for cyclone life time was 24 hours, which implies at least five 6-hourly synoptic time steps for all schemes and three time steps for M06. Five schemes performed elimination of tracks over regions where the orography exceeded 1000 m (M10, M15, M18) and 1500 m (M02, M20) as a part of the scheme. Except for Section 3, we filtered out cyclones over areas with orography higher than 1500 m by removing track segments over elevated areas. This is similar to Neu et al. (2013); however, instead of 1000 m threshold applied in Neu et al. (2013), we used 1500 m (as in Tilinina et al., 2013).

For mapping cyclone characteristics, we used a circular grid with circular cells of a 2° latitude radius (equivalent to approximately 155 000 km²). Parameters of the cyclone life cycle considered here included minimum SLP during the cyclone lifetime (often referred as cyclone intensity), mean and maximum deepening rates, cyclone propagation speed and cyclone lifetime. Following Serreze (1995) and Rudeva and Gulev (2007), all deepening rates were normalised by \( \frac{\sin \varphi_{ref}/\sin \varphi} {\frac{200}{\text{ref}}/\sin \varphi} \), where \( \varphi_{ref} \) is a reference latitude, taken in this study as 60°. This normalisation accounts for a latitudinal dependence of planetary vorticity [see Rudeva and Gulev (2007), Allen et al. (2010) and Tilinina et al. (2013) for further discussion].

3. The effect of elimination of cyclones over elevated orography

In this section, we examine how elimination of cyclones over elevated areas, where cyclone detection can be somewhat ambiguous, affects the climatology of cyclone activity. As commented above, five algorithms used either a 1000-m or 1500-m threshold to cut out all the systems that were identified over regions where the orography exceeds these heights. In these cases elimination over elevated areas has been done as an integral part of the tracking procedure and, hence, the information about those is not available in the corresponding outputs. For the other eight methods elimination of cyclones over mountainous terrain can be done \( a \ posteriori \) (as in Neu et al., 2013). We removed all the systems found in the areas where the topography exceeded a 1500 m threshold, while the track segments where the topography was lower 1500 m were retained. If the remaining segments lasted less than 24 hours, they were also removed from the outputs. Our analysis is based on SLP-related metrics of cyclone activity (central pressure and deepening rate), often used as measures of cyclone intensity (Blender et al., 1997; Serreze et al., 1997; Sickmöller et al., 2000; Geng and Sugi, 2001; Gulev et al., 2001; Bauer and Del Genio, 2006; Trigo, 2006; Löptien et al., 2008). Methods M14, M15 and M21 do not provide explicit information on the central pressure and will not be considered for this diagnostic, leaving five schemes (namely M06, M09, M12, M16 and M22) involved with this part of the analysis.

Figure 1 (left column) shows the frequency distribution for minimum cyclone central SLP of all identified cyclones (i.e. for all seasons over our period) over the NH continents in the five schemes after eliminating systems over elevated orography. Histograms are normalised by the total number of tracks. The upper histogram in each panel shows the anomalies of these from the unfiltered data. According to Neu et al. (2013, Fig. 3a and b) the distribution of intensities does not exhibit particularly large variations across the methods. However, variations for the shallow and moderately deep cyclones (1000–1010 hPa) were found to be significant. Figure 1 shows that elimination of the systems over 1500 m produces very little change to the probability distribution of minimum central pressure. Filtering cyclones over elevated orography tends to slightly increase the fraction of shallow cyclones at the expense of moderately deep cyclones. These differences are somewhat more pronounced for the schemes reporting high overall number of tracks (M09 and M22), reaching up to 2%, but even for those schemes the differences are not statistically significant.

Maximum cyclone deepening rate over continents (Fig. 1, right column) is more sensitive to the elimination of cyclone tracks over elevated areas compared to the cyclone intensity. Elimination of systems over regions where the topography exceeds 1500 m leads to an increase of the fraction of cyclones characterised by moderate to high maximum deepening rates (4–8 hPa/6 h) and a decrease in the fraction of slowly deepening cyclones (here defined as less than 4 hPa/6 h) and this is most pronounced for M09 and M22. This behaviour is seen through the whole year, being most pronounced during winter (figure not shown), when the greatest changes lead to the increase by 6% in the occurrence of slowly deepening systems (from 11 to 17% for <1 hPa/6 h and from 14 to 20% for 1–2 hPa/6 h) observed for M22.

Hence, even though cyclones over highly elevated terrain are, in general, shallower, elimination of these systems produces a minor effect on the averaged characteristics of the cyclone life cycle, especially on the probability distribution of minimum cyclone central pressure. Such a small impact can be explained by propagation of many cyclones generated over the elevated terrain out of those areas. In these cases, cyclones usually reach their minimum central pressure in a lower topography region. On the other hand, the deepening rate often peaks early in a cyclone track and, thus, removal of the first few cyclone points results in a greater effect on the distribution of maximum deepening rates compared to other characteristics of cyclone life cycle.

Despite the small effect associated with the elimination of tracks over elevated terrain on the climatology of cyclone
Fig. 1. Normalised annual histograms of (left column) the minimum central pressure (hPa) and (right column) the maximum cyclone deepening rate (hPa/6 h) for continental systems over regions where the topographic elevation is less than 1500 m (grey bars) and their deviations from the distribution for all continental cyclones when no elimination is applied (shown in colour). Note the scale difference between the climatological (right) and anomaly (left) axes.
characteristics, one should bear in mind that the effect of mountains is not confined to the immediate location. Large topographic barriers, such as the Rocky Mountains and the Tibetan Plateau (TP), exert significant impact on atmospheric dynamics on the large scale. Lee and Mak (1996) examined the role of the NH orography in the maintenance of storm track areas in winter. They suggested that zonal flow interacting with the orography could reinforce the localised baroclinicity in the western parts of the Pacific and the Atlantic Oceans. Lee et al. (2013) showed that, along with intensification of the upper-level jet and enhancing baroclinicity in the North Pacific Ocean, the TP significantly weakens storm track activity over the TP and East Asia during the cold season. Secondly, the TP amplifies the stationary waves (Siberian high and Aleutian low), which are closely linked to the midlatitude synoptic activity.

Fig. 2. DJF maps of characteristics of cyclones in M09 (left) and M12 (right) that had at least one point over the mountains in Central Asia: (a) cyclogenesis, (b) cyclolysis, (c) location of minimum SLP, (d) location of maximum deepening rate, (e) averaged deepening rate for all DJF cyclones (hPa/6 h). Counts in a–d show the number of systems per season in a circle of radius 2 deg. lat. The red line shows the 1500-m topography isoline.
Broccoli and Manabe (1992) also noted that large-amplitude stationary waves develop owing to the presence of the TP and these waves influence the midlatitude climate. Moreover, Lee et al. (2013), in line with earlier findings of Park et al. (2010), found that the TP suppresses the Pacific storm track during mid-winter. However, here we do not consider this large scale dynamical impact of the elevated terrain on cyclone activity, but rather concentrate on the local effect of frequently applied to the results of cyclone tracking filtering of high terrain areas, as adjusted to the SLP in these areas may be thought of as unreliable.

To explore this in more detail for cyclone characteristics over mountains during winter (December to February, DJF), we selected a region in Central Asia (30–55°N, 70–110°E) stretching from the TP in the south to the Altai Mountains in the north (Fig. 2). The winter season has been chosen as it is the time of enhanced synoptic activity. Table 1 shows the number of cyclone tracks (K) that had at least one point in the region where the topographic height exceeded 1500 m. The climatological (1979–2009) total number of tracks in that region for the cold season varies significantly from about 1000 in M12 to over 6500 tracks in M09 (or from 35 to over 200 tracks per year, respectively). Forty to sixty-five percent of tracks (depending on the method considered) are identified over mountains only, being entirely captured within the elevated area (K0). Filtering of tracks over high terrain results in decreasing life time below 24-hour threshold for additional 30–40% of cyclones (K0). Note that, despite the wide spread of the K values across the algorithms, the number of tracks that remain after filtering (Kf) is much more robust (with only M06 being an outlier), and yields about 320 tracks for M12 and M22 and about 440 for M09 and M16. Kf for M06 shows roughly half as many systems as the other methods, which may be due to its lower temporal resolution. (Notice that Kf is not a residual of K, K0 and K0 as some of the remaining tracks may be split into two or more tracks (i.e. \( K \leq K_f + K_h + K_0 \)).

Figure 2 shows climatological maps of cyclone characteristics for the two methods with the highest (M09) and the lowest (M12) number of tracks in the selected area. As implied by Table 1, for the TP region about half of the cyclones are generated, reach their maximum intensity and die within the elevated area. Minimum central pressures are observed in the eastern part of the region, while the maximum deepening rates are often reached in the western part (particularly noticeable for M12), consistent with the cyclone tendency to reach maximum deepening rates at the earlier stages of the development. Maps of the averaged deepening rates for all cyclones (including those identified in the regions where the topography is less than 1500 m) (Fig. 2e) help to detect whether the uncertainties in conversion of surface pressure to SLP produce artefacts in cyclone deepening rates. Moderate deepening rates in the high terrain and at leeward side of mountains for both methods (Fig. 2e) support the finding of Lee et al. (2013) that TP may actually weaken storm track activity over East Asia during the cold season. This is also consistent with our earlier finding that elimination of high terrain cyclones has a very little impact on the climatological distribution of deepening.

In summary, we have demonstrated that elimination of cyclone tracks over elevated areas produces no significant impact on the occurrence histograms of the cyclone central pressure. Maximum deepening rate is slightly more sensitive to the cutoff, especially for the methods which identify a large number of cyclones. Analysis of cyclone characteristics over elevated areas such as the TP and Greenland (results for the latter are not shown here) suggests that, even though orographic filtering may remove a large number of tracks, its effect on the cyclone climatology is quite localised. However, as we already mentioned above, elevated areas are important for maintaining large scale atmospheric dynamics as it has been shown in the previous studies.

### 4. Impact of the late cyclone detection

We discussed earlier how some detection schemes may have advantages for earlier detection of cyclones. Note that Neu et al. (2013) were not able to identify any scheme-specific aspect (e.g. use of SLP versus low-level vorticity) that was linked to early (or late) detection. To cast light on this issue, we performed a sensitivity study of cyclone life cycle parameters to the moment of identification of a cyclone. For this purpose, we simulated a late identification of cyclones in every scheme by removing the first two points from each track (for M06 only the first point was removed due to the lower time resolution of tracks). This procedure implies the shift of cyclone generation locations and affects the counts of short-lived cyclones, as many of them will fail to meet minimum lifetime criteria and will be removed from the analysis.

The most noticeable effect is observed for the schemes M06, M10 and M18 in which up to 16 tracks per year per
unit area (defined earlier as the area of a circle with a radius of 2 degrees of latitude) were lost over oceans (Fig. 3). For M06, the largest effect is observed in the North Atlantic, North Pacific and over the Mediterranean Sea, while for M10 and M18 these changes are more confined to the North Atlantic and North Pacific storm track areas, with only a minor effect over the Mediterranean Sea. These marked differences over the Mediterranean Sea between the schemes are perhaps not surprising because that sea poses considerable challenges for cyclone identification (Flocas et al., 2010; Kouroutzoglou et al., 2012). Its location between the subtropics and midlatitudes means it is subject to a range of cyclogenesis processes. In addition, it is a closed basin with complex topography and strong seasonality. M09 also lost a large number of tracks through this procedure, but this is mainly due to the displacement of cyclone generation areas in the highly elevated regions. It is worth noting that M06 and M18 reported the highest overall number of tracks in the NH (Neu et al., 2013) and that the schemes that lost the highest number of tracks in this experiment (M06, M09, M10, and M18) were all vorticity-based. For the other schemes, the reduction in the number of cyclones in response to the truncation of the starting track segments is less pronounced and tends to be confined to mountains as in

**Fig. 3.** Annual anomalies in the number of tracks that were reduced by 12 hours from the climatological number of tracks. The counts show the number of tracks per year in a circle of radius 2 deg. lat.
M09 (with an exception for M10). The smallest change, which rarely exceeds four tracks per year per unit area, has been found for schemes M12, M14 and M21.

The major relative decrease in the number of cyclones due to removal of the first 12 hours of the life cycle (i.e. absolute difference normalised by the climatological number of tracks) is found over the southern flank of the major storm track areas with the differences over the core of storm tracks over the oceans being minor (Fig. 4). The strongest relative decrease in the number of tracks over mountain regions (up to 90%) can be explained by the displacement of the storm generation locations from the ‘true’ ones. On average, the reduction in the number of tracks is about 10–20% and is double this in the main storm track areas. Again M06 stands out in these plots with 30–40% reduction observed over large areas, that is likely due to the lower temporal resolution of the tracks in this method. Relative changes in the number of cyclones show that the reduction in the number of short-lived systems due to elimination of tracks, that lasted less than five time steps, is not confined to the main storm track areas, as one may have concluded from Fig. 3, but is quite evenly distributed over the hemisphere. This implies that earlier identification of cyclones by the vorticity-based methods does not significantly change the pattern of cyclone activity and that comparison of cyclone climatologies for methods based on different variables (vorticity vs. SLP) would not show significant differences.

Bearing in mind that the beginning of a cyclone’s life cycle is frequently characterised by rapid intensification (Rudeva and Gulev, 2011), it is informative to assess the extent to which other cyclone properties are influenced by the elimination of the first 12 hours of the cyclone life cycle. We found that 40–50% of all cyclones, depending on a method, reach their maximum deepening rates within the first 12 hours of their life cycle and, hence, the occurrence histograms of cyclone characteristics may also undergo changes when the starting points of cyclone tracks are removed. Although the impact on the lifetime distribution is obvious (not shown), it is interesting that the averaged life time does not change much after the cutoff and, depending on a method, may either decrease (by a maximum of 5% for M02 and M18) or increase (by a maximum of 7% for M21) (Table 2). As short-lived cyclones are typically less intense, the removal of the first segment of a track would reduce the percentage of weak systems (not shown); however, it is less straightforward how the deepening rates will behave in this sensitivity analysis. Figure 5 shows the impact of the truncation of the first 12-hour segments of the tracks in the distribution of maximum deepening rate. The upper histogram in each panel shows the anomalies of the distribution for the truncated tracks from the climatological distribution. Histograms are normalised by the total number of tracks, that is, display relative frequencies. The largest impact is seen for schemes M02, M06, M12 and M18. Interestingly, for M06 (the scheme, for which the highest number of tracks was removed), the fraction of slowly intensifying systems (\(< 1 \text{ hPa/6 h}\)) decreases, but increases in all other schemes. This reduction for M06 may be explained by removing short-lived cyclones of a small intensity, which rarely achieve rapid deepening rates. On the other hand, an increase in the relative number of slowly intensifying cyclones in the other schemes (M02, M12 and M18) can be explained by the cutoff of the starting track segments

![Fig. 4.](image-url) (Left panel) Annual relative anomalies in the number of cyclones averaged across the schemes and (middle and right panel) two most contrasting examples after the first 12 hours of each track were removed. The counts show the number of tracks per year in a circle of radius 2 deg. lat. The red contour lines in the left panel show the standard deviation.
associated with the fastest deepening, so that some tracks that had been originally attributed to a moderate or fast deepening category would become slowly deepening systems after the cutoff of the starting segments. The latter effect is also observed for M09, M20 and M22 with the largest increase in the occurrence of cyclones deepening at the maximum rate of 1–3 hPa/6 h. Overall, occurrence anomalies for maximum deepening rates, implied by the cutoff of the initial track segments, tend to be higher for the schemes with the higher overall number of tracks. However, the sign of deviations and, therefore, the possible cause of differences in the shape of probability distributions cannot be directly associated with the parameter used for cyclone identification (vorticity, SLP or Z850).

Following on the discussion on maximum deepening rates, we calculated the number of rapidly intensifying cyclones (RICs) in each method, that is, cyclones that reached a deepening rate of at least 6 hPa per 6 hours at least once during their lifetime. We note here that this approach differs from the more often used one, in which RICs are defined as systems deepening faster than 1 Bergeron (24 hPa per 24 hours) as implied by Sanders and Gyakum (1980) and Lackmann et al. (1996). [More extensive discussion on these definitions can be found in Lim and Simmonds (2002), Allen et al. (2010) and Tilinina et al. (2013). Also note that the threshold of 6 hPa/6 h did not have to be

Table 2. Average duration of tracks before (LT) and after (LT12) the removal of the first 12 hours of each track (days) and difference between them (absolute, DLT, and normalised by LT, RLT)

|     | LT  | LT12 | DLT | RLT (%) |
|-----|-----|------|-----|---------|
| M02 | 3.63| 3.45 | -0.19| -5      |
| M06 | 2.16| 2.25 | 0.09 | 4       |
| M07 | 2.37| 2.42 | 0.05 | 2       |
| M09 | 2.66| 2.83 | 0.16 | 6       |
| M10 | 2.52| 2.57 | 0.05 | 2       |
| M12 | 4.07| 3.98 | -0.09| -2      |
| M14 | 3.66| 3.73 | 0.07 | 2       |
| M15 | 2.82| 2.86 | 0.04 | 2       |
| M16 | 2.93| 3.06 | 0.14 | 5       |
| M18 | 3.54| 3.35 | -0.19| -5      |
| M20 | 2.71| 2.85 | 0.14 | 5       |
| M21 | 2.48| 2.65 | 0.18 | 7       |
| M22 | 2.65| 2.79 | 0.14 | 5       |

Fig. 5. Normalised annual climatological histograms of the maximum cyclone deepening rate (hPa/6 h) (Hclim_trun; grey bars) along with the magnitudes of deviations of histograms implied by the truncation of the first 12 hours of cyclone tracks (Hclim_trun) from the original ones (Hclim; colour bars). $H_{clim}^{trun} = H_{clim}^{trun} - H_{clim}^{trun}$. 
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corrected to the 60° latitude as in Sanders and Gyakum (1980) because all cyclone deepening rates were normalised as described in Section 2.] The proportion of deepening cyclones that are RICs varies from 11 to 25% across the schemes with about one third reaching the rate of 6 hPa/6 h during the first 12 hours only. Thus, they will not be classified as RICs in the case of our synthetic late cyclone identification. Nearly half of RICs demonstrate a rapid intensification at a later stage (i.e. at least 12 hours after their identification) and, thus, will fall into the RIC category (Table 3). Interestingly, even though the percentage of RICs in the total number of cyclones varies across the methods by a factor of about two, the ratio between the RICs showing earlier and later intensification during their life time is quite robust in the various methods.

5. Effect of splitting of tracks

Besides the uncertainty of identification of the cyclone generation moment, which may vary from method to method, another source of uncertainty is associated with the ‘splitting’ of tracks. The term splitting usually implies splitting of multi-centre cyclones that occurs frequently for the intense systems (Hanley and Caballero, 2012). Unfortunately, this process is poorly accounted for in the modern cyclone tracking algorithms; it is represented in only three out of 15 schemes evaluated by Neu et al. (2013) (M13, M14, M21). All other algorithms treat cyclones as a single-centered object, which makes tracking easier, although partly at the expense of realistic representation of cyclone structure and development.

However, in some cases splitting of a cyclone track by a numerical scheme may also occur in a single-centre system as a result of fast cyclone propagation. Figure 6 shows that mean speed of cyclone propagation ranges from 20 to 40 km/h for 50% of cyclones, while some storms may reach a maximum speed in excess of 100 km/h. There was a concern expressed in Neu et al. (2013) that some algorithms might not be capable of tracking systems during the stage of their fastest propagation that results in either splitting trajectories or termination of track at the point of the fastest propagation.

Analysis of cyclone propagation velocities (Fig. 7a) shows, however, that in some cases cyclones may reach unrealistically high speeds of 250 km/h and more (in M12 and M16, the number of such tracks per year is about 31 and 67, respectively). As suggested by Fig. 7b in some cases such high speeds have been observed over the elevated areas and, thus, might be filtered applying orographic threshold. However, our test showed that filtering of elevated areas reduces the number extremely fast moving cyclones (≥ 250 km/h) by less than 10%. At the same time, very fast propagation of cyclones (≥ 170 km/h) has been identified even over the oceanic storm tracks and in the Mediterranean. Such high speeds might be potentially diagnosed due to the erroneous merging of two independent cyclone trajectories into one track. However, it is difficult to set a specific threshold on the maximum cyclone speed, as it will largely depend on the background field in which the cyclone propagation takes place. Nevertheless, to address the problem of a potentially spurious fast propagation, we will explore here the extent to which splitting of tracks at the time of the fastest cyclone migration affects statistics of cyclone characteristics. We considered only cyclones exhibiting at least once the peak velocity higher than 100 km/h. For these cyclones, we simulated splitting of tracks at the moments of peak velocity by cutting them into two shorter tracks. As one would expect, due to imposition of a minimum lifetime threshold, this procedure would result in removal of some short tracks that have been formed after the simulation of splitting (as in the case with simulation of the late identification of cyclones). We note here that we only applied a single split of the trajectories at the moment of their fastest propagation, but did not set up an overall threshold on the cyclone speed; that is, in the remaining segments of the tracks, speed may still be over 100 km/h. From 56 to 96% of tracks (depending on the scheme) never reach speed higher than 100 km/h (Table 4) and, hence, remain unchanged after the application of the splitting simulator (R). For some cyclones, both track segments remain in the dataset after splitting simulation. The percentage of such tracks ranges from 0.8% for M06 to 17.5% for M12. In many cases (up to 22% for M02 and M12), simulation of splitting resulted in

Table 3. Number of RICs per scheme per 30-year period

| Scheme | RIC | M02 | M06 | M09 | M10 | M12 | M16 | M18 | M20 | M22 |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
|        |     | 18,781 (24.7) | 10,127 (10.7) | 14,370 (14.1) | 8495 (16.7) | 14,563 (21.5) | 11,959 (18.5) | 10,573 (14.9) | 19,142 (20.5) | 10,295 (17.0) |
|        | RIC1 | 6405 (8.4) | 2716 (2.9) | 5667 (5.6) | 2716 (5.4) | 4869 (7.2) | 3865 (6.0) | 3333 (4.7) | 6611 (7.1) | 3872 (6.4) |
|        | RIC2 | 3949 (5.2) | 1779 (1.9) | 2640 (2.61) | 2740 (5.4) | 3053 (4.5) | 2276 (3.5) | 1405 (2.0) | 3632 (3.9) | 2395 (3.9) |
|        | RIC3 | 8427 (11.1) | 5632 (6.0) | 6063 (6.0) | 3039 (6.0) | 6641 (9.8) | 5818 (9.0) | 5835 (8.2) | 8899 (9.5) | 4028 (6.6) |

RIC1 – cyclones that were rapidly intensifying only within the first 12 hours; RIC2 – cyclones that were rapidly intensifying within the first 12 hours and at least once later; RIC3 – RIC, that did not show rapid intensification within the first 12 hours of their development. Absolute numbers are shown in regular font and italic is used to show the relative values normalised by total number of tracks.
Fig. 6. Distribution of (a) average and (b) maximum propagation speed of a cyclone centre.

Fig. 7. (a) Tail of annual distribution of maximum propagation speed of a cyclone centre for tracks prior to orographic filtering and (b) spatial distribution of the number of tracking schemes that demonstrate a cyclone speed of 170 km/h and more. The counts show the number of tracking schemes in a circle of radius 2 deg. lat.
removal of one of the two segments of a cyclone, while from 0.7 to 7.2% of tracks disappeared completely as both new tracks were too short to pass the life time threshold.

Figure 8 shows a reduction in the number of tracks after applying the simulation of splitting for the fast moving cyclones. The most sensitive to this procedure are schemes M02, M09, M12 and M22. Of these, M02 loses tracks both at the border of mountainous regions and over oceanic storm tracks, while others are most sensitive to the track splitting in the areas of complicated topography (more than four lost tracks per unit area). M06 and M07 lose tracks mainly over the oceanic storm track (up to three tracks per unit area). Considerable reduction of the number of tracks over the areas of complicated orography is mostly associated with the truncation of the starting points of the trajectories, when cyclone propagation speed is high; on the other hand, decrease in the number of systems over oceanic storm tracks is caused by a reduction of the number of relatively short-lived cyclones. However, if splitting of a track occurs at the mature stage of the cyclone development, there is little impact on the climatology of the number of cyclones, although it may affect some other characteristics of cyclone activity, such as track-averaged speed, areas of generation, etc. Remarkably, the histogram of maximum speed (Fig. 6b) shows a large spread across the methods. Thus, methods M06 and M10 indicate the highest number of tracks that only reach 40–60 km/h, while methods M07 and M18 have a relatively large number of tracks with speeds of 100 km/h. For the M22 algorithm, more than 17% of cyclones reach a speed of more than 120 km/h. Occurrence histograms of maximum deepening (not shown) demonstrate that splitting of tracks leads to an increase in the relative number of slowly deepening cyclones (<3–4 hPa/6 h) and to a decrease of the fraction of cyclones with higher deepening rates. This might happen due to the truncation of the first part of the tracks when cyclones demonstrate their maximum deepening rate.

6. Discussion: robustness of cyclone characteristics

As commented in the Introduction, for obtaining an overall diagnosis of cyclone systems with state-of-the-art numerical algorithms, it is important that we are able to identify which parameters of cyclone activity are more and which are less sensitive to the choice of tracking algorithms (and, thus, which are robust outputs of tracking methods). Up till now, our analysis has been focused on quantifying the effects of potential shortcomings of the tracking algorithms on various characteristics of cyclone activity, such as cyclone numbers, intensity and deepening rates. We now assess the robustness of cyclone life cycle characteristics with respect to

| Scheme | N | R | N-2 | N-1 | N-0 |
|--------|----|----|-----|-----|-----|
| M02    | 84 | 55 | 1304 | 1250 | 622 |
| M06    | 139 | 905 | 13748 | 12804 | 622 |
| M07    | 55 | 35 | 1382 | 1250 | 622 |
| M10    | 55 | 35 | 1382 | 1250 | 622 |
| M12    | 55 | 35 | 1382 | 1250 | 622 |
| M14    | 55 | 35 | 1382 | 1250 | 622 |
| M16    | 55 | 35 | 1382 | 1250 | 622 |
| M18    | 55 | 35 | 1382 | 1250 | 622 |
| M20    | 55 | 35 | 1382 | 1250 | 622 |
| M21    | 55 | 35 | 1382 | 1250 | 622 |
| M22    | 55 | 35 | 1382 | 1250 | 622 |

Tracks that were split into two tracks (N-2); were split, but only one part of the track remained in the dataset (N-1); or tracks that disappeared completely after splitting (N-0). Absolute numbers are shown in regular font, and italic is used to show the relative values normalised by N.
the potential drawbacks. Figure 9a shows maps of the maximum cyclone deepening rates in DJF averaged across the nine methods. The averaged maximum deepening rates reach the highest values over the oceans (up to 7 hPa/6 h); however, all over the NH the values demonstrate a large spread across the algorithms. Even over oceanic storm track areas, where the standard deviation (STD) of maximum deepening rates reaches its minimum, maximum deepening rates vary considerably from 4 to 7 hPa/6 h for M06 to more than 10 hPa/6 h for M02. Recall that M02 and M06 schemes diagnose the highest overall number of cyclones in DJF (Fig. 11a), while M06 shows the minimum number of intense cyclones (that reach 970 hPa) and M02 reports a much higher number of intense and moderate systems than any other method.

In contrast to the maximum deepening rate, analysis of mean deepening rates reveals much more similarity between the methods (Fig. 9b). On average in DJF, mean deepening rates reach 6 hPa/6 h over Atlantic and Pacific (implying higher occurrence of RICs over the oceanic storm tracks),
Fig. 9. DJF maps of (a) maximum deepening rate (hPa/6 h), (b) average deepening rate (hPa/6 h) and (c) average central pressure of cyclones (hPa). The left panels show average between the methods and middle and right panels show the two most contrasting schemes. The red contour lines show the STD.
being much weaker (only up to 3 hPa/6 h) over the continents. M06 shows slightly lower values of deepening compared to the other methods and also exhibits lower STD compared to the averaged maximum deepening rates, shown in Fig. 9a (except for the highly elevated areas, where the results should be treated with caution; see also Section 3 for a discussion). Thus, the average deepening rate is less sensitive to the algorithm setting and reflects more the characteristic of the dataset used (Tilinina et al., 2013). Quite naturally, much smaller mean deepening rates (up to 1.5 hPa/6 h over the continents and 2 hPa/6 h over the oceans) and less agreement between algorithms were found during the warm season (not shown). Another parameter which is relatively insensitive to specific features of the tracking algorithms is the geographical distribution of averaged central pressure of cyclones (Fig. 9c). In all the algorithms, the averaged central pressure over the oceanic storm track areas in DJF reaches 970 hPa and a minimum of 990 hPa over the continents, except for M06 for which the central pressure is typically 5–10 hPa higher. One can see that the minima of the local cyclone central pressure over the midlatitude oceanic storm track areas are well co-located in different algorithms, despite of quite large disparities in the number of cyclones (see Neu et al., 2013; Fig. 1).

In our analysis, it is also useful to highlight the difference between the results of two algorithms which are based on the same core code but use different parameter settings, namely, M02 and M10. Method M02 shows a higher number of cyclones, in particular in the Mediterranean region, compared to M10 (Neu et al., 2013; Fig. 1). Given generally close agreement between the climatologies for deep systems, we hypothesise that the difference comes from the contribution from weaker and consequently smaller (Simmonds, 2000; Rudeva and Gulev, 2007) cyclones, which are harder to detect. This might explain the higher local cyclone centre pressure in M02 in the Atlantic and Mediterranean (Fig. 10); however, it is difficult to explain why in the Pacific M02 shows lower cyclone local central pressure compared to M10. In summer (not shown), the averaged local cyclone central pressure rarely drops below 995 hPa and is less consistent across the methods over both oceans and continents, showing larger geographical discrepancies. Thus, in different cyclone tracking methods, the mean local central pressure may vary within 5–10 hPa depending on the particular parameter settings.

Our analysis has shown that cyclone tracking methods that produce a large number of cyclones are the most sensitive to different thresholds and parameter settings. Figure 11a and b shows the number of cyclones identified by different methods depending on cyclone intensity. The cumulative histograms in the figure are built using 10-hPa wide bins, and the dots, representing the cumulative number of tracks, are placed in the centre of the bins. In DJF all the methods except for M02 agree well in the range of central pressure below 980 hPa. In JJA, this range increases to about 990 hPa. Table 5 shows the percentages of the 200 most

![Fig. 10. DJF map of average central pressure of cyclones (hPa) for M02 and M10.](image-url)
Fig. 11. (a) DJF and (b) JJA cumulative distribution for the number of tracks per season as a function of cyclone intensity (minimal central pressure). The plots are built using 10-hPa wide bins, and the dots are placed in the centre of the bins. (c) DJF and (d) JJA number of 200 most intense cyclone tracks averaged across the algorithms per each season (in colour). The counts show the number of tracks per year in a circle of 2 deg. lat. Red contour lines show STD.
intense cyclones in the total cyclone count along with their central pressure for different methods. These 200 most intense cyclones constitute per season 19–44% and 17–39% of all cyclones in DJF and JJA, respectively. We note a slight mismatch between the estimates given in Table 5 and those that might be derived from Fig. 11a and b. This is due to the use of 10 hPa bins in Fig. 11a and b, while in Table 5 the percentages and corresponding SLP minima were estimated explicitly. Generally, for the 200 most intense cyclones per season, all schemes agree relatively well in both winter and summer. The average intensity of the 200th most intense cyclone per season ranges between 985 hPa and 992 hPa in DJF (with an exception for M02 for which this value drops to 980 hPa) and between 994 and 998 hPa in JJA. In Fig. 11c and d, we show winter and summer climatologies of cyclone numbers averaged over the nine schemes from the IMILAST ensemble based on these 200 most intense systems along with STD estimates. In winter, the maximum is located over the oceanic storm track area, and variability across the methods of the number of tracks of most intense cyclones is typically less than 30% of the mean. In summer, a significant number of extreme cyclones propagate to the north-east of North America, in the north of Siberia and in the Arctic with a remarkably low variability across the methods (STD being less than 20–25% of the mean). Note that even though 1500 m threshold has been applied in the selection procedure, there is still some remaining noise in the areas close to the mountains in Asia in the summer plot (it may be associated with the pressure adjustment over elevated areas that are below 1500 m). Therefore, in the NH there are about 800–1000 cyclones per year which can be reliably identified by any method and deserve high confidence, but other cyclones, that are identified on top of that, are rather sensitive to the specific techniques applied.

### Table 5

The percentage of the total number of cyclones per season (DJF and JJA) which fall into the ‘200 most intense cyclones’ category ([P]200) and the average SLP (hPa) in the centre of the 200th most intense cyclone in a season at the moment of its maximum intensity ([SLP]200).

|        | DJF | JJA |
|--------|-----|-----|
|        | [P]200 | SLP200 | [P]200 | SLP200 |
| M02    | 27   | 980  | 30   | 996   |
| M06    | 19   | 985  | 17   | 997   |
| M09    | 25   | 989  | 14   | 994   |
| M10    | 37   | 986  | 39   | 998   |
| M12    | 44   | 992  | 23   | 995   |
| M16    | 36   | 989  | 25   | 994   |
| M18    | 24   | 986  | 32   | 998   |
| M20    | 24   | 989  | 17   | 994   |
| M22    | 39   | 990  | 26   | 994   |

### 7. Summary and outlook

We have analysed the sensitivity of different characteristics of cyclone activity in the NH for the assessment of skills of tracking algorithms using IMILAST ensemble of cyclone trajectories obtained using 13 different detection and tracking methods with the intention of shedding more light onto, and to add more dimensions to, the comparative assessment by Neu et al. (2013). We conducted several sensitivity tests targeting most problematic aspects of cyclone tracking. A particular focus was on the impact of elimination of tracks over elevated orography, late cyclone detection, and splitting of cyclone tracks at the moments of the fastest propagation onto different characteristics of cyclone activity (cyclone counts, probability distributions of the parameters of cyclone life cycle). In accord with the comments of Neu et al. (2013), we remark that we have also found it difficult to associate specific features of the cyclone tracking schemes with a particular behaviour of algorithms in the sensitivity experiments. Instead, we aimed to show what parameters of cyclone activity are the most sensitive to the differences in the approaches used to identify and track cyclones.

To the extent that it is possible to derive compelling inferences from 13-member ensemble, using the concept of a posteriori assessment of potential drawbacks in tracking algorithms, the following major conclusions can be drawn:

1. Filtering of cyclones over elevated terrain (in excess of 1500 m) has no significant impact on the cyclone intensity distribution; however, it may seriously affect the other characteristics of cyclone activity and parameters of cyclone life cycle such as number of cyclones and deepening rates;
2. Late identification of cyclones (simulated by the truncation of the first 12 hours of cyclone life cycle) leads to a large reduction in the number of cyclones. This effect is more pronounced over the continents, particularly in the lee of the mountains, where cyclone reduction may reach 50–80%. Over the oceanic storm track areas about 20–40% of tracks might be lost due to late cyclone detection;
3. Potential splitting of the trajectories at the moment of fast propagation has a negligible climatological effect on geographical distribution of cyclone numbers. It should be noted that very fast propagation is frequently observed in the areas with complicated orography and might often be masked out by the procedure of filtering elevated areas;
4. Averaged local deepening rates are rather insensitive to the specifics of the tracking procedures and likely depend more on the data used rather than the method. Another robust characteristic, which is insensitive to the potential drawbacks of numerical
In the future, there is a number of directions for a potential extension of our study. First, our results imply the need for the extensive numerical experimentation with different tracking algorithms in order to provide more comprehensive knowledge about potential shortcomings of algorithms which are presently poorly or not at all documented. For now, in the first stage of IMILAST (Neu et al., 2013), most algorithms were assessed, holding the core of codes frozen. We believe that our sensitivity analysis will be a first step in encouraging tracking code developers to target refinements of particular aspects of their numerical algorithms. In particular, while some tracking schemes may have limits on the maximum propagation speed, two methods (M12 and M16) have shown cyclone speeds well beyond physically realistic values and, possibly, their codes need some revision in relation to this question. Secondly, our approach can be potentially applied to compare sensitivity of selected tracking methods using various reanalysis data to better understand the differences in cyclone activity in different reanalyses (Hodges et al., 2011; Tilinina et al., 2013). It has been shown that cyclone characteristics derived from modern era reanalyses generally agree well with each other; however, the total counts of cyclone tracks are significantly different between datasets and the higher number of deep cyclones was found in MERRA. At the same time both here and in Neu et al. (2013), we demonstrated that cyclone counts vary significantly depending on the identification method applied. Thus, it will be of interest to compare a spread in cyclone climatologies by using a few datasets and tracking methods to find out which disparities in cyclone activity are the most robust and which characteristics hold through various methods and data.
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9. Appendix

In Table A1, we present the main references for the design and description of the 13 cyclone identification and tracking methods used in this study.

Table A1. Code numbers for the tracking methods used in this study, the main references for method descriptions and figures in which each method was used

| Code | Main references for method description | Figures |
|------|----------------------------------------|---------|
| M02  | Murray and Simmonds (1991), Pinto et al. (2005) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| M06  | Hewson et al. (1997), Hewson and Titley (2010) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| M07  | Flaounas et al. (2014) | ✓ ✓ ✓ |
| M09  | Serreze (1995), Wang et al. (2006) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| M10  | Murray and Simmonds (1991), Simmonds et al. (2003) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| M12  | Zolina and Gulev (2002), Rudeva and Gulev (2007) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| M14  | Kew et al. (2010) | ✓ ✓ ✓ ✓ |
| M15  | Blender et al. (1997), Raible et al. (2008) | ✓ ✓ ✓ ✓ |
| M16  | Lionello et al. (2002) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| M18  | Sinclair (1994, 1997) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| M20  | Wernli and Schwierz (2006) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| M21  | Inatsu (2009) | ✓ ✓ ✓ ✓ |
| M22  | Bardin and Polonsky (2005), Akperov et al. (2007) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
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