Detecting phase transitions in- and out-of-equilibrium via single-particle covariance matrices
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In this letter we address the problem of detecting phase transitions without prior knowledge of a suitable order parameter. To this end, we propose a notion of metric based on the distance between single-particle covariance matrices. Unlike the well-known fidelity susceptibility, this quantity is accessible to commonly employed numerical techniques and can potentially serve as a versatile instrument to identify phase transitions beyond Landau's paradigm.

In particular, we demonstrate that one choice of metric, which we dubbed single-particle affinity and that coincides with the fidelity for quadratic models can identify non-equilibrium phase transitions. This is shown for a boundary-driven fermion chain under Markovian dissipation, that escapes Landau’s framework. We also apply this method to a fermion ladder and find a rather rich phase diagram, contrary to what would be expected from preceding related work on spin ladders.

I. INTRODUCTION

Quantum systems out of equilibrium can exhibit a wide variety of phenomena ranging from the usual symmetry-based phase transitions [1–9] to the more exotic behavior, such as mixed-order phase transitions [10–12] or time crystallinity [13, 14], with no equilibrium counterpart. While conditions for reaching and maintaining equilibrium are well established, a full understanding of matter out of equilibrium is still lacking. This includes the general description of quantum phase transitions far from equilibrium where a linear-response based approach is no longer valid. Even the detection of phase transitions away from equilibrium, where thermodynamic minimization principles no longer apply, can be challenging, in particular when candidate order parameters are a priori unknown.

This difficulty is already present in the so-called Markovian approach to open systems, where the time scales of the environment are taken to be much faster than those of the system. This Markovian limit has recently received considerable attention [15] both for its physical relevance and because it represents a substantial simplification with respect to the generic open many-body quantum systems. Additionally, in one spatial dimension, non-equilibrium steady-states (NESS) of Markovian systems can be effectively parameterized by Matrix Product Operators (MPO) [16, 17]. This approach lead to a number of important developments in the transport properties of quantum systems and in particular spin chains. For a boundary driven Heisenberg XXZ chain, e.g., it helped establish the NESS phase diagram [18–26], with further support coming from a series of exact results [27–31].

However, for more generic cases, where analytical results are not readily available, it can be rather difficult to determine phase boundaries if a suitable order parameter is unknown. There are some "all purpose" quantities, like the Fidelity susceptibility [32–36], which are in principle able to detect phase transitions in the absence of preliminary knowledge. But these quantities are forbiddingly difficult to compute in practice using current numerical methods as they require information about the full density matrix. This makes these quantities inaccessible to Monte Carlo methods and cancels the advantage of exponential compression exploited by variational methods such as DMRG.

In this letter, we propose to use a class of single-particle observables to detect phase transitions. These quantities are derived from a notion of proximity between covariance matrices, similarly to the Fidelity which is related to a distance between density matrices. Being dependent solely on single-particle quantities they are efficiently accessible by typically employed numerical methods. In what follows, we focus on a quantity we dubbed single-particle affinity (SPA).

We demonstrate the usefulness of the SPA through the study of a model with a well-established NESS phase diagram.

As a further test, we apply the SPA as an "all purpose" detector of phase transitions using it to investigate a boundary-driven fermionic ladder whose NESS phase
diagram has not been reported so far. As it turns out, this phase diagram is rather rich, contrarily to naive expectations. Guided by the SPA result, we also confirm these findings through a careful analysis of the finite size scaling of the current.

Single-particle affinity. — In order to assess the far-from-equilibrium behavior of electronic matter, we note that for a fermionic system all single-particle observables can be obtained from the covariance matrix $\Sigma = (C C^\dagger)$, where $C = (c_1, c_2, \ldots, c_i, c_i^\dagger, \ldots)^T$ is a Nambu-vector. Here, $\Sigma$ is Hermitian, $\Sigma^\dagger = \Sigma$ and respects charge conjugation symmetry, i.e., $\Sigma = \tau_x (1 - \Sigma^T) \tau_x$, with $\tau_x$ being the $x$ Pauli matrix acting in Nambu space.

It is well known that in equilibrium, the order parameter of, e.g., charge-, spin-density waves or superconducting phases is constructed from single-particle operators, which can even signal topological phase transitions for which a local order parameter cannot be defined. Even far-from-equilibrium, where a symmetry-breaking order parameter is often not available, the covariance matrix may still encode important information about phase changes in the non-equilibrium steady-state.

We explore the ability of the covariance matrix to identify phase transitions by studying a suitable measure of distance between covariance matrices $D_A^2(\Sigma_1, \Sigma_2) = 2 - 2\sqrt{A(\Sigma_1, \Sigma_2)}$ where $A$ is a quantity we will refer to as SPA

$$A(\Sigma_1, \Sigma_2) = \frac{\det\left[1 + \sqrt{(\Sigma_{1}^{-1} - 1)(\Sigma_{2}^{-1} - 1)}\right]}{\sqrt{\det[\Sigma_{1}^{-1}] \det[\Sigma_{2}^{-1}]}}. \quad (1)$$

$D_A$ obeys all the properties of a metric, thus providing a sensible notion of affinity between two states (see [37]-S1). For two quadratic density matrices $A$ coincides with the fidelity $F$, i.e., $F(\rho_1, \rho_2) = A(\Sigma_1, \Sigma_2)$, where $F(\rho_1, \rho_2) = \left(\text{Tr} \sqrt{\sqrt{\rho_1} \rho_2 \sqrt{\rho_1}}\right)^2$ and $\Sigma_1 = \text{Tr} \left[CC^\dagger \rho_1\right]$ (see [37]-S1). Therefore, in the quadratic case $D_A(\Sigma_1, \Sigma_2)$ reduces to the Bures distance $D_B^2(\rho_1, \rho_2) = 2 - 2\sqrt{F(\rho_1, \rho_2)}$ [38-41].

As the quantities entering $\Sigma$ are, at least in principle, straightforwardly accessible in most numerical and approximation methods, detecting phase-transitions based on this quantity is of great practical purpose. This is in contrast to the fidelity whose numerical calculation, for an interacting system, is in general not feasible. Thus, $D_A$ could serve as an efficient instrument to screen for phase changes in general models of NESS.

By construction, $A$ reproduces previous results for non-interacting fermionic systems based on $F$ [33]. We will demonstrate the usefulness of $A$ for steady-state phase transitions of interacting systems. This is accomplished by studying a generalized linear response susceptibility associated with $A$ and defined through

$$A[\Sigma(\lambda), \Sigma(\lambda + d\lambda)] = 1 - \sum_{i,j} \chi_{A,i,j}(\lambda) \frac{d\lambda_i d\lambda_j}{2} + O(d\lambda^3), \quad (2)$$

where $\lambda$ parametrizes the non-equilibrium steady-state.

We consider two boundary-driven models with Markovian reservoirs that allow injection or removal of electrons (see Figs.1-(a) and 3-(b)). The Markovian evolution is described by a Lindblad equation [42, 43]

$$\partial_t \rho = L(\rho), \quad (3)$$

where $\rho$ is the density matrix of the system. The Lindblad operator $L$ is given by

$$L(\rho) = -i[H, \rho] + \sum_\alpha \left[ W_\alpha^\dagger W_\alpha - \frac{1}{2} \left\{ W_\alpha^\dagger W_\alpha, \rho \right\} \right]. \quad (4)$$

Here $[]$ and $\{}$ denote commutator and anti-commutator respectively, while $W_\alpha$ are the so-called jump operators which encode the system-reservoir couplings. In Eq. (4), the first term is responsible for the unitary part of the time evolution and the second describes driving and dissipation.

The first system we consider is the $t - V$ model for spinless electrons on a chain, where we demonstrate that $A$ reproduces the previously known phase diagram. The Hamiltonian of this $t - V$ model is given by

$$H = \sum_{(i,j)} \left[ -tc_i^\dagger c_j + \frac{V}{2} \left( n_i - \frac{1}{2} \right) \left( n_j - \frac{1}{2} \right) \right], \quad (5)$$

where $c_i^\dagger, c_i$ are the creation and annihilation operators on site $i$, $n_i = c_i^\dagger c_i$, $t$ is the hopping amplitude, set to unity in the following, $V$ is a nearest-neighbour density-density interaction and $L$ the length of the system. Here, $i = 1, \ldots, L$, and the nearest neighbour sum-

$$\sum_{(i,j), i} \xi_{A,i}$$

is restricted to $j = i \pm 1$, where open boundary conditions are assumed. The jump operators in this case are

$$W_{i-} = \sqrt{\Gamma_i \frac{1 - \eta_l}{2}} c_i, \quad W_{i+} = \sqrt{\Gamma_i \frac{1 + \eta_l}{2}} c_i^\dagger, \quad (6)$$

where $l = 1, L$ labels the end points of the chain, $\Gamma_i$ is the injection/removal rate for the $i^{th}$ reservoir and the bias $\eta_l$ specifies the associated imbalance between particle injection and removal. Thus, the summation in Eq.(4) is performed over $\alpha = (L, \pm)$. In what follows we set $\Gamma_1 = 1$ and reduce the bias to a single parameter $\eta = -\eta_L = \eta$. This system is equivalent to the boundary-driven XXZ chain studied in Refs. [18-26, 29, 30].

The steady-state phase diagram of the boundary-driven $t - V$ chain, sketched in Fig.1-(a), is reproduced in Fig.1-(b). Fig.1-(c) shows the real space occupations, $n_r = c_i^\dagger c_r$. In the diffusive regime, away from
the boundaries, the density profile is linear in \( r \), i.e., 
\( n_r = -1/2 \propto \eta/(1-2r/L) \).
This is in contrast to the ballistic case where the density profile is position independent away from the leads [18–20]. The diffusion constant is then defined as 
\( J = -D(V, \eta) \frac{\partial n_r}{\partial r} \), and becomes independent of \( \eta \) for small \( \eta \).

Fig.1-(d) (inset) depicts the dependence of the current 
\( J(L) = -it \left( c^+_r c_{r+1} - \text{h.c.} \right) \) on \( L \) in each of the phases: the ballistic phase, for \( V < V_c = 2 \), where \( J(L) \) is \( L \)-independent; the diffusive regime where \( J(L) \propto L^{-1} \); and the insulating phase (not shown) for \( \eta = 1 \) and \( V > V_c \) where \( J(L) \) vanishes exponentially with \( L \) [20].

This leads us to the identification of suitable order parameters for the various regimes. In the ballistic phase, we make use of the \( L \)-independence of the current and take the conductance \( G = J/\eta \), where \( \eta \) takes the place of the applied bias, as shown in Fig.1-(d) (main panel).
In the diffusive regime we define an effective non-linear resistivity constant as \( \rho = \eta/R \), where \( R = \rho L \) is the induced resistance. \( \rho = \eta/(JL) \), the resistivity, then serves as an order parameter.

Fig.1-(e) shows that \( \rho \) vanishes as \( L \to \infty \) for \( V < V_c \).

The second case we consider is that of an interacting two-leg ladder whose NESS behavior has not been addressed before. The system is described by Eq. (5), with 
\( t = (r, \tau) \), where \( r = 1, \ldots, L \) labels the rungs and \( \tau = 1, 2 \)
the legs. The jump operators, located at the ends of the ladder, are given by Eq. (6) with 
\( \delta V = \delta V_{r_{\tau}} \eta \), respectively, and (b) shows the affinity susceptibility as a function of the bias \( \eta \) for \( V = 4 \), with (c) also comparing it with the fidelity susceptibility. Results for (a) and (c) were obtained with exact diagonalization using the perturbations \( \delta V = 0.01 \) and \( \delta \eta = 0.01 \) respectively, and (b) and (d) with MPS techniques using quantum typicality arguments [49].

We analyse the steady-state properties of the models defined above using techniques for open systems based on Matrix Product States (MPS) which has been shown to yield reliable results for this class of boundary-driven problems [16, 17]. Starting in the infinite temperature state, we time evolve the system according to Eq.(4) using the t-DMRG algorithm [50] until it reaches the steady state. Details of the implementation and convergence of the algorithm are provided in the supplemental material [37]–S3, S4.

Results. — Fig.2-(a), (b) show the SPA susceptibility, \( \chi_{\delta V} \), in Eq.2 for the well established ballistic-diffusive
transition of the chain model. Fig.2-(a) also depicts a comparison with the fidelity susceptibility, \( \chi_{VV}^V \), for small systems sizes, obtained by exact diagonalization. Clearly \( \chi_{VV}^V \) signals the presence of a transition, at \( V_c \), of the infinite system already at reduced system sizes and \( \chi_{VV}^V \) tracks the behavior of \( \chi_{VV}^V \) near the transition.

For larger system sizes, the finite-size scaling analysis shown in Fig.2-(b) confirms that \( \chi_{VV}^V \) can be used to effectively detect the steady-state phase transition.

Fig.2-(c) shows a similar comparison between \( \chi_{VV}^{\eta} \) and \( \chi_{VV}^{\eta} \) showing that both quantities increase towards the \( \eta = 1 \) critical line where the system is insulating, see Fig.1. Fig.2-(d) reaffirms this behavior for larger systems sizes. A similar increase of the \( \chi_{VV}^{\eta} \) while approaching the \( \eta = 1 \) line is also seen for \( V < V_c \), which indicates that the nature of the \( \eta = 1 \) ballistic state is also critical with respect to the \( \eta < 1 \) phase (see [37]-S2).

We now turn to a discussion of the boundary driven fermionic ladder, Fig.3-(b).

Motivated by the results of Refs [44-46] one may expect that the phase diagram of this model would feature only diffusive behavior.

This expectation, however, is in sharp contrast to the behavior of the \( \chi_{VV}^V \) vs. \( V \), shown in Fig.3-(a) for different \( L \). As \( L \) increases, this quantity develops a two-peak structure hinting at the existence of two phase transitions, located at \( V_{c1} \) and \( V_{c2} \), and a much richer phase diagram.

In what follows we investigate the properties of the different regimes which does demonstrate the predictive power of \( \Sigma \). In Fig.3-(d), we show \( J \) as a function of \( L \). Surprisingly, in addition to the ballistic and diffusive phases for small and large \( V \) respectively, we find a super-diffusive regime at intermediate \( V \) for which \( J \propto L^{-\nu} \), with \( 0 < \nu < 1 \).

Fig.3-(e) shows the density profiles for the three phases in one of the rows of the ladder. The profiles in the ballistic and diffusive regimes have a behaviour which is similar to the corresponding phases of the chain. For the super-diffusive phase, the density profile also seems to depend linearly in \( r \) near the middle of the system.

Similarly to what happens for the chain, the \( \eta = 1 \) here is critical for all values of \( V \), see Fig.3-(c) for the diffusive regime and [37]-S2 for an additional value of \( V \).

Fig.4-(a) depicts the phase diagram calculated from the maxima of \( -\partial V \Sigma \), see Fig.4-(d). We note that, although our results point to the existence of three distinct phases, we observe a small drift of the critical value of \( V_{c1} \) and \( V_{c2} \) with system size. At the present stage, we thus cannot completely rule out that in the infinite system limit the \( V_{c1} \rightarrow 0 \), i.e. ballistic transport only arises at \( V = 0 \), or even a more dramatic scenario where both \( V_{c1}, V_{c2} \rightarrow 0 \) and only the diffusive phase is stable for finite \( V \). Although unlikely, disproving these scenarios will require further studies.

**Conclusion.** — Identifying phases and phase transitions in systems beyond the Landau framework is a challenging task. This situation generically occurs in open quantum systems. We have provided an analysis based on the covariance matrix, which accounts for all single particle correlations, in two specific open quantum systems. Based on this analysis, we have proposed that the affinity susceptibility, and other measures of distance between the single particle correlations matrix, can be used to detect phase transitions where the order parameter is a priory unknown.

In contrast to the well known fidelity susceptibility, these quantities have the advantage of being easily available at a comparatively low computational cost for commonly employed numerical methods, such as Monte-Carlo and MPS techniques. They therefore provide a viable alternative to the fidelity susceptibility for interacting many-body systems where the computation of the fidelity is not feasible.

A remarkable feature of the affinity susceptibility is that in all the cases we studied it signals phase transi-
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FIG. 4. (a) Phase diagram of the fermion ladder model, showing the presence of ballistic (Ball), diffusive (Diff) and super-diffusive (S. Diff) regimes. For each value of \( \eta \), boundary lines are based on the largest converged system size. The symbols give the location of the peaks in (d) for different system sizes showcasing the drift of \( V_{c1} \) and \( V_{c2} \). (b), (c) and (d) showcase \( G \), \( \varrho \) and \( -\frac{\partial G}{\partial \varrho} \), respectively, as a function of \( V \) for different system sizes, for \( \eta = 0.1 \). In (d) the derivative was obtained numerically using finite differences and the result smoothed with a low-pass filter to remove high-frequency noise.

In conclusion, we have shown that the affinity susceptibility can be used in practice to identify phase transitions in two illustrative examples. For a boundary driven electronic chain we recovered the known phase diagram even for relatively small sizes. For a boundary driven electronic ladder, we used the affinity susceptibility to uncover a non-trivial phase diagram that would naively not be expected based on previous results for spin ladders. This subsequently lead us to confirm the existence of two phase transitions using other signatures, such as the finite size scaling of the current and the spacial density profile.
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**Summary:** Below we provide additional technical details and further numerical results supplementing the conclusions from the main text.

**S1. PROPERTIES OF SINGLE-PARTICLE AFFINITY**

In this section we present some details regarding how the single-particle affinity is numerically evaluated and show some of its properties. In particular, we demonstrate that the affinity coincides with the mixed-state fidelity for the case of quadratic systems. This allows us to show it satisfies the required properties of a distance between covariance matrices. Finally, we also show that the results in the main text are not tied to the affinity, and should hold for other notions of distance between covariance matrices.

**S1.1. Details about the numerical evaluation**

The affinity susceptibility is defined in terms of the expansion of the affinity, shown in eq.(2). Defining

$$A(\delta) = A[\Sigma(V), \Sigma(V + \delta)]$$

we can write \([35, 36]\)

$$\chi_{VV}(\delta) = -\lim_{\delta \to 0} \frac{A(\delta) + A(-\delta) - 2A(0)}{\delta^2}.$$  \((S1)\)

We evaluate this quantity numerically by fixing the value of the perturbation \(\delta\) to be small and consider states at points \(V, V + \delta\) and \(V - \delta\). Note that, since \(\Sigma\) is obtained up to finite numerical precision, the value of \(\delta\) has to be taken sufficiently large to ensure that the difference between the two covariance matrices is much larger than that precision.

**S1.2. Relation with fidelity for free fermions**

For quadratic systems the density operator is given by a Gaussian

$$\rho = \frac{1}{Z} e^{-\frac{1}{2}C^\dagger \Omega C} ,$$  \((S2)\)

where \(C = \left( c_1, \cdots, c_L, c_1^\dagger, \cdots, c_L^\dagger \right)^T \) and \(\Omega\) is a Hermitian matrix with the particle-hole symmetric structure

$$\Omega = \left( \begin{array}{cc} \hbar & \Delta \\ \Delta^T & -\hbar \end{array} \right) . \quad (S3)$$

Each of its blocks is a \(L \times L\) matrix, with \(\hbar = h^\dagger\) and \(\Delta^T = -\Delta\). For thermal states \(\Omega\) can be seen as the Hamiltonian divided by temperature. \(Z\) is the partition function, which for quadratic models can be written in a simple form

$$Z = \text{Tr} \left[ e^{-\frac{1}{2}C^\dagger \Omega C} \right] = \sqrt{\det\left[ 1 + e^{-\Omega} \right]} \quad (S4)$$

The covariance matrix also acquires a simple form:

$$\Sigma = \frac{1}{Z} \text{Tr} \left[ e^{-\frac{1}{2}C^\dagger \Omega C} C C^\dagger \right] = \left[ 1 + e^{-\Omega} \right]^{-1} \quad (S5)$$

From the definition of the fidelity

$$F(\rho_1, \rho_2) = \left( \text{Tr} \sqrt{\rho_1 \rho_2 \sqrt{\rho_1}} \right)^2 , \quad (S6)$$

and using the identity

$$e^{-\frac{1}{2}C^\dagger \Omega C} C e^{-\frac{1}{2}C^\dagger \Omega C} = e^{-\frac{1}{2}C^\dagger \Omega C} \Omega e^{-\frac{1}{2}C^\dagger \Omega C} \quad (S7)$$

where \(\Omega\) is defined as \(e^{-\Omega} = e^{-\Omega_1} e^{-\Omega_2}\), we can write

$$F(\rho_1, \rho_2) = \left( \text{Tr} \sqrt{\rho_1 \rho_2 \sqrt{\rho_1}} \right)^2$$

\[
= \frac{1}{Z_1 Z_2} \left( \text{Tr} e^{-\frac{1}{2}C^\dagger \Omega_1 C} e^{-\frac{1}{2}C^\dagger \Omega_2 C} \right)^2 \\
= \frac{1}{Z_1 Z_2} \left( \text{Tr} e^{-\frac{1}{2}C^\dagger \Omega_1 C} \Omega e^{-\frac{1}{2}C^\dagger \Omega_2 C} \right)^2 \\
= \frac{1}{Z_1 Z_2} \left( \text{det} \left[ 1 + e^{-\frac{1}{2}\Omega_1} \right] \det \left[ 1 + e^{-\frac{1}{2}\Omega_2} \right] \right) \\
= \frac{1}{Z_1 Z_2} \sqrt{\det \left[ \Sigma_1^{-1} - 1 \right] \det \left[ \Sigma_2^{-1} - 1 \right]} \quad (S8)
\]
where $\Sigma_i$ is the covariance matrix corresponding to $\rho_i$.

Note that in Eq. (S8) we assume that we can invert the covariance matrices. Nevertheless, the expression still has a well defined value in the limit where $\Sigma_i$ is not invertible.

In this work we extend the applicability of eq. (S8) beyond free systems. This quantity, and others that only depend on the covariance matrix, could in principle be replicated by a system with a quadratic Hamiltonian.

**S1.3. Notion of distance for the single-particle affinity**

A metric is a function $d : X \times X \to [0, \infty [$ that provides a distance between two members of some set $X$. It has to obey the following properties for all $x, y, z \in X$ [51]:

- $d(x, y) = 0 \Leftrightarrow x = y$ identity of indiscernibles
- $d(x, y) = d(y, x)$ symmetry
- $d(x, y) \leq d(x, z) + d(z, y)$ triangle inequality.

The fidelity does not actually constitute a metric because it only considers the overlap of the density operators, but it can be related to other distances.

The Bhattacharyya distance between density operators, but it can be related to other metrics. Its generalisation to Hermitian matrices yields an expression which induces a distance between real covariant matrices.

This quantity, and others that only depend on the covariance matrix, could in principle be replicated by a system with a quadratic Hamiltonian.

**S1.4. Other notions of distance**

In the main text we focused on the single-particle affinity and its susceptibility to detect out-of-equilibrium phase transitions. To emphasize that the quantity that contains the relevant information is the covariance matrix, we perform here a similar analysis using different notions of distance and verify that the results agree qualitatively with those in the main text.

Consider the Bhattacharyya distance [52] between classical probability distributions $d_{\text{Bhattacharyya}}(p, q) = -\log \int p(x) q(x) dx$. When evaluated on Gaussian distributions with zero mean, the Bhattacharyya distance writes

$$d_{\text{Bhattacharyya}}(p, q) = \frac{1}{2} \log \left( \frac{\det C_p + C_q}{\sqrt{\det C_p \det C_q}} \right), \quad (S9)$$

in terms of the covariance matrices $C_p$ and $C_q$. This expression induces a distance between real covariant matrices. Its generalisation to Hermitian matrices yields

$$d_{\text{Bhattacharyya}}(\Sigma_1, \Sigma_2) = \frac{1}{2} \log \left( \frac{\det \Sigma_1 + \Sigma_2}{\sqrt{\det \Sigma_1 \det \Sigma_2}} \right). \quad (S10)$$

**FIG. S1.** Shown are alternative notions of distance as a function of $V$ for different system sizes for the fermion chain model. a), b) and c) correspond respectively to the Bhattacharyya, Wasserstein and Trace distances.

**FIG. S2.** Alternative notions of distance as a function of $V$ for different system sizes for the fermion ladder model. a), b) and c) correspond respectively to the Bhattacharyya, Wasserstein and Trace distances.

In the same way, from the Wasserstein distance [53] we obtain

$$d_{\text{Wasserstein}}(\Sigma_1, \Sigma_2) = \text{tr} \left[ \Sigma_1 + \Sigma_2 - 2 \sqrt{\Sigma_1 \Sigma_2} \right]. \quad (S11)$$

Finally, we also consider the Trace distance [54]

$$d_{\text{trace}}(\Sigma_1, \Sigma_2) = \frac{1}{2} \text{tr} |\Sigma_1 - \Sigma_2|, \quad (S12)$$

where $|A| = \sqrt{A^\dagger A}$.

Fig. S1 shows the different distances as a function of $V$ for the chain model while Fig. S2 depicts the ladder case. Both exhibit compatible behavior with the results in Fig. 2 and 3 respectively.

Note that here the distances are computed using only two points, taken at $V$ and $V + \delta V$, which had the effect of slightly left-shifting the results with respect to what was shown in the main text.

**S2. BALLISTIC REGIME AT MAXIMAL DRIVING**

The $\eta = 1$ states correspond to a configuration of the reservoirs where electrons are only being injected on the left and removed from the right of the system. As mentioned in the main text, even inside the ballistic regime the states at $\eta = 1$ were somewhat special. Even though they still correspond to ballistic behavior, rather than insulating, the SPA peaks as $\eta$ approaches 1. This can
Figure S3. Affinity susceptibility as a function of \(\eta\) for different system sizes at \(V = 0\) for the chain (a) and the ladder (b). The results were obtained with ED, which for the non-interacting case is numerical efficient, with a perturbation of \(\delta\eta = 0.01\).

be seen in Fig. S3-(a) and (b) for the chain and ladder respectively.

S3. OPEN SYSTEMS WITH MPS

Initially developed as a variational approximations for pure states, MPS have been generalized to describe density matrices as Matrix Product Operators (MPO). This allowed for the study of open quantum system and finite temperatures [16, 17]. In this section, we briefly describe the MPS techniques we used to obtain the nonequilibrium steady-states (NESS) for a boundary driven open system described via a Lindblad operator.

A generic density matrix \(\rho\) can be written as a MPO as

\[
\rho = \sum_{\sigma, \sigma'} M^{\sigma_1, \sigma'_1} \cdots M^{\sigma_i, \sigma'_i} \cdots M^{\sigma_L, \sigma'_L} |\sigma\rangle \langle \sigma'|,
\]

where \(|\sigma\rangle = |\sigma_1 \sigma_2 \cdots \sigma_L\rangle\), \(\sum_{\sigma}\) is a sum over all states and \(L\) is the system size. \(M^{\sigma, \sigma'}\) are the matrices used in the MPO description, with dimension up to \(D\), the so-called bond dimension. Note that for the first and last sites, the \(M\) matrices correspond to a row and a column vector respectively, so that the matrix product yields a scalar. Here, the set of \(\sigma_i\) forms a base of the local Hilbert space, with for the models we considered has dimensions 2 for the chain and 4 for the ladder.

A disadvantage of this decomposition is that the parametrization in eq. (S13) does not enforce semipositivity of \(\rho\). Since we only analyze the steady-state we have ignored the possible occurrence of unphysical transient regimes at intermediate times. Assuming that the variational wave function can approximate the physical steady-state arbitrarily well, problems with the positivity of the wavefunction can be ignored once the algorithm is well converged.

Although there are algorithms that solve the problem of positivity of the density matrix [55], they entail a substantial increase in algorithmic complexity and forbid reaching the system sizes attained in the main text.

To obtain the steady-state we initialize the system in an infinite temperature MPO \(\rho_0 \propto I\). This state is then evolved in time until convergence is achieved. To apply the necessary time-evolution operator it is useful to map the state from the space of density matrices to ket space, the so-called Choi-Jamiołkowski isomorphism [56], specified by \(\rho \rightarrow |\rho\rangle\rangle\) and \(A \rho B \rightarrow A \otimes B^T |\rho\rangle\rangle\). Applied to Eq. (S13) this map boils down to joining the indices \(\sigma_i\) and \(\sigma'_i\) into a single one \(s_i = (\sigma_i, \sigma'_i)\), thus yielding a MPS, but with larger local dimension

\[
|\rho\rangle\rangle = \sum_s M^{s_1} \cdots M^{s_i} \cdots M^{s_L} |s\rangle.
\]

The Lindblad equation, shown earlier in eq. (3), can be rewritten as

\[
\partial_t |\rho\rangle\rangle = \hat{\mathcal{L}} |\rho\rangle\rangle
\]

where \(\hat{\mathcal{L}}\) is the Lindblad operator, now in the new notation. This looks like a Schrödinger equation with a non-hermitian Hamiltonian. For a time independent problem, i.e., the case considered here, it can be integrated, yielding

\[
|\rho(t)\rangle\rangle = e^{\hat{\mathcal{L}}t} |\rho_0\rangle\rangle.
\]

In this form the existing time-evolution algorithms for MPS and unitary dynamics [50, 57] can naturally be applied here without significant modifications [16, 17].

For this work we used the t-DMRG algorithm for time-evolution with a Trotter decomposition of 4th order as described in Ref. [58] and with an associated error per iteration of \(O(\Delta t^4)\), where \(\Delta t\) is the time step.

We used the ITensor library [59] as a basis of our implementation. In the initial stages of the evolution a larger time step was chosen, typically in the range \(\Delta t \in [0.1, 0.5]\), in order to speed up convergence. In the final stages, when necessary, we switch to a smaller time step to better approximate the steady-state, generally no smaller than \(\Delta t = 0.01\).

To guarantee the correctness of the results some care had to be taken regarding the convergence of the obtained steady-states. Not only in time, but convergence in space and with bond dimension also had to be ensured. To achieve this, we followed a similar recipe to the one described in Appendix A of Ref. [60]. For a set of parameters \(L, V, \eta\), and \(D\):

- We monitored \(J\) in the middle bond during time-evolution until it saturated. The condition for convergence was \(\sigma_i/J_i < 0.01\), where \(J_i\) and \(\sigma_i\) are respectively the mean value and the standard deviation of the last 50 values of \(J\) obtained during time-evolution. This ensured that fluctuations only affected digits at least 2 decimal places after the most significant one;
• The obtained steady-states are supposed to have a constant current across the length of the system, which was determined by checking if $\sigma_x/J_x < 0.01$, where $J_x$ and $\sigma_x$ are the mean value and standard deviation for the current at the different bonds. If this condition was not met, the state was evolved further in time until it was met;

• To determine if the MPO description approximates sufficiently well a given steady-state, we also analyzed the convergence with bond dimension. The criterion for convergence of the current with bond dimension, $J_D$, was $\sigma_D/J_D < 0.01$.

S4. DETAILS ON THE JORDAN-WIGNER TRANSFORMATION

The MPS formalism is more naturally implemented in terms of spin degrees of freedom. Its application to fermionic systems requires adaptations. This is accomplished with the Jordan-Wigner (JW) transformation \[61, 62\]. For short-range one-dimensional models, the Hamiltonian remains local after the transformation and thus amenable to MPS techniques.

The JW transformation is defined as

$$c_i = S_i \sigma_i^-$$

$$c_i^\dagger = S_i \sigma_i^+$$

(S17)

where $c_i$ ($c_i^\dagger$) are fermionic annihilation (creation) operators, $\sigma^\pm = (\sigma^x \pm i \sigma^y)/2$ are the spin-$\frac{1}{2}$ ladder operators, $\sigma^{x,y,z}$ are the Pauli matrices, and $S_i = \left[ \prod_{j=1}^{i-1} (-\sigma_j^z) \right]$ is the string operator.

S4.1. Chain Model

The JW transformation requires an ordering of the sites. For a closed, one-dimensional system the natural sequential ordering yields a local Hamiltonian.

For the chain this yields

$$H = -\frac{l}{2} \sum_{i=1}^{L-1} [\sigma_i^x \sigma_{i+1}^x + \sigma_i^y \sigma_{i+1}^y] + \frac{V}{4} \sum_{i=1}^{L-1} \sigma_i^z \sigma_{i+1}^z.$$  

(S18)

and

$$W_{1,\pm} = \sqrt{\frac{1 - \eta_L}{\Gamma_L}} \sigma_1^\pm$$

$$W_{L,\pm} = \mp \sqrt{\frac{1 - \eta_R}{\Gamma_R}} \sigma_L^\pm$$

(S19)

where we used in the expression for $W_{L,\pm}$ that $S_{L-1}\sigma_L^\pm = \mp(-1)^N \sigma_L^\pm$ where $N$ counts the number of occupied fermion states (or spins up).

S4.2. Ladder Model

For the fermion ladder model, regardless of the choice of ordering, the string operator always leads to the appearance of additional interaction terms in the spin model.

For the results in the main text, we chose the zig-zag ordering in Fig.S4, which maintained the locality of the Hamiltonian. As suggested by the picture, nearest neighbor sites can have string operators in the intra-chain hopping terms, depending on whether the corresponding bond is even or odd.

For clarity, instead of giving the transformed spin Hamiltonian and jump operators we list below the transformation rules from fermionic operators to spins.

Labeling the rungs by $\tau = 1, 2$ for the upper and lower chains respectively, the intra-chain hopping terms of the Hamiltonian in Eq. (5) transform according to

$$c_i^\dagger \rightarrow \sigma_i^+ \sigma_i^+$

$$c_{i+1,\tau}^\dagger \rightarrow \sigma_{i+1,\tau}^+ \sigma_{i+1,\tau}^+$$

$$c_i^\dagger \rightarrow \sigma_i^- \sigma_i^-$$

$$c_{i+1,\tau}^\dagger \rightarrow \sigma_{i+1,\tau}^- \sigma_{i+1,\tau}^- \sigma_{i+1,\tau}^+$$

(S20)

For an even bond we have that $\tau = 1$ and $\bar{\tau} = 2$, and for an odd bond $\tau = 2$ and $\bar{\tau} = 1$. For the inter-chain hopping and interaction terms the corresponding operators

We now have to consider the effect of the $(-1)^N$ operator on the Lindblad equation, see Eq.(4). The only non-trivial term is the one where the jump operator acts from both the left and the right. To deal with this it is helpful to consider that the density matrix has two sectors that are not mixed by the Lindblad equation, the $\{\text{even}\} (\text{even}), \{\text{odd}\} (\text{odd})\}$ and $\{\text{even}\} (\text{odd}), \{\text{odd}\} (\text{even})\}$. The operator $(-1)^N$ commutes with the former and anti-commutes with the latter, so we can replace it with 1 and $-1$ respectively. Expectation values of operators composed of an even number of creation and annihilation operators only have contributions from the first sector of the density matrix, therefore, we consider only this sector.
transform as
\[
\begin{align*}
  c_{i,\tau}^\dagger c_{i,\bar{\tau}} & \rightarrow \sigma_{i,\tau}^z \sigma_{i,\bar{\tau}}^z \\
  c_{i,\tau} c_{i,\bar{\tau}} - 1/2 & \rightarrow \sigma_{i,\tau}^z/2.
\end{align*}
\]  
(S21)

Using the same reasoning as for the chain model, we can obtain the transformation rules for the jump operators. For the left side of the ladder we get
\[
\begin{align*}
  c_{1,1} & \rightarrow \sigma_{1,1}^-
  c_{1,1}^\dagger & \rightarrow \sigma_{1,1}^+
  c_{1,2} & \rightarrow \sigma_{1,2}^+ \sigma_{1,2}^-
  c_{1,2}^\dagger & \rightarrow \sigma_{1,1}^z \sigma_{1,2}^z.
\end{align*}
\]  
(S22)

On the right side we obtain
\[
\begin{align*}
  c_{L,\tau} & \rightarrow \sigma_{L,\tau}^-
  c_{L,\tau}^\dagger & \rightarrow \sigma_{L,\tau}^+
  c_{L,\bar{\tau}} & \rightarrow \sigma_{L,\bar{\tau}}^+ \sigma_{L,\bar{\tau}}^-
  c_{L,\bar{\tau}}^\dagger & \rightarrow \sigma_{L,\tau}^z \sigma_{L,\bar{\tau}}^z,
\end{align*}
\]  
(S23)

where for \(L\) even we have \(\tau = 1\) and \(\bar{\tau} = 2\), and for \(L\) odd \(\tau = 2\) and \(\bar{\tau} = 1\).

S4.3. Observables

In this subsection, it is shown how to relate the spin and fermionic observables used to characterize the different NESS regimes.

1. Occupation

The local occupation transform according to
\[
\langle n_i \rangle = \frac{\langle \sigma_i^z \rangle + 1}{2},
\]  
(S24)

which is valid for both the chain and ladder models.

2. Current

The current operator in the chain model is written in terms of the spin degrees of freedom as
\[
J_{i}^{\text{chain}} = -\frac{t}{2} \langle \sigma_i^x \sigma_{i+1}^x \rangle.
\]  
(S25)

For the ladder one finds
\[
J_{i}^{\text{ladder}} = -\frac{t}{2} \langle \sigma_i^x \sigma_{i+1,\tau}^y \sigma_{i+1,\bar{\tau}}^x - \sigma_i^y \sigma_{i+1,\bar{\tau}}^x \sigma_{i+1,\tau}^y \rangle - \frac{t}{2} \langle \sigma_i^x \sigma_{i+1,\bar{\tau}}^z \sigma_{i+1,\tau}^x \sigma_{i+1,\bar{\tau}}^z \rangle,
\]  
(S26)

where \(\tau = 1\) and \(\bar{\tau} = 2\) for an even bond, and \(\tau = 2\) and \(\bar{\tau} = 1\) for an odd one.

3. Covariance Matrix

Consider the block decomposition of the covariance matrix
\[
\Sigma = \begin{pmatrix}
  \langle cc \rangle & \langle cc \rangle \\
  \langle c^\dagger c \rangle & \langle c^\dagger c \rangle
\end{pmatrix}.
\]  
(S27)

The first block is given by
\[
\langle c_i c_j \rangle = \langle \sigma_i^+ S_{i,j} \rangle,
\]  
(S28)

where we assumed, without loss of generality, that \(i < j\) and \(S_{i,j} = \prod_{k=i}^{j-1} (-\sigma_k^z)\). The other cases can be obtained by taking advantage of the symmetries of the covariance matrix. The string operator for the chain will be a straight line between the sites \(i\) and \(j\), whereas for the ladder it will be a zig-zag line, see Fig.S4.