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Abstract. This paper proves the NP-completeness of the reachability problem for the class of flat counter machines with difference bounds and, more generally, octagonal relations, labeling the transitions on the loops. The proof is based on the fact that the sequence of powers \( \{R^i\}_{i=1}^{\infty} \) of such relations can be encoded as a periodic sequence of matrices, and that both the prefix and the period of this sequence are \( 2^{O(||R||_2)} \) in the size of the binary encoding \( ||R||_2 \) of a relation \( R \). This result allows to characterize the complexity of the reachability problem for one of the most studied class of counter machines [8, 11], and has a potential impact on other problems in program verification.

1 Introduction

Counter machines are powerful abstractions of programs, commonly used in software verification. Due to their expressive power, counter machines can simulate Turing machines [19], hence, in theory, any program can be viewed as a counter machine. In practice, effective reductions to counter systems have been designed for programs with dynamic heap data structures [4], arrays [6], dynamic thread creation and shared memory [2], etc. Since counter machines with only two variables are Turing-complete [19], all their decision problems (reachability, termination) are undecidable. This early negative result motivated researchers to find classes of systems with decidable problems, such as: (branching) vector addition systems [15, 17], reversal-bounded counter machines [16], Datalog programs with gap-order constraints [21], and flat counter machines [3, 11, 8]. Despite the fact that reachability of a set of configurations is decidable for these classes, few of them are actually supported by tools, and used for real-life verification purposes. The main reason is that the complexities of the reachability problems for these systems are, in general, prohibitive. Thus, most software verifiers rely on incomplete algorithms, which, due to loss of precision, raise large numbers of false alarms.

We study the complexity of the reachability problems for a class of flat counter machines (i.e., the control structure forbids nested loops), in which the transitions occurring inside loops are all labeled with difference bounds constraints, i.e. conjunctions of linear inequalities of the form \( x - y \leq c \) where \( x, y \in \mathbb{R} \) and \( c \in \mathbb{Z} \) is a constant. Furthermore, we extend the result to the case of octagonal relations, which are conjunctions of the form \( \pm x \pm y \leq c \).

The decidability of the reachability problem for these classes relies on the fact that the transitive closures \( R^+ \) of relations \( R \), defined by difference bounds and octagonal constraints, are expressible in Presburger arithmetic [11]. In [8], we presented a concise proof of this fact, based on the observation that any sequence of powers \( \{R^i\}_{i=1}^{\infty} \), can
be encoded as a periodic sequence of matrices, which can be defined by a quantifier-free Presburger formula whose size depends on the prefix and the period of the matrix sequence. In this paper we show primarily that both the prefix and period and this sequence are of the order of $2^{O(|R|_2)}$, where $|R|_2$ is the size of the binary encoding of the relation. More precisely, the quantifier-free Presburger formula defining a transitive closure (and, implicitly, the reachability problem for the counter machine) has $2^{O(|R|_2)}$ many disjuncts of polynomial size. A non-deterministic Turing machine that solves the closure (and, implicitly, the reachability problem for the counter machine) has $2^{O(|R|_2)}$ many disjuncts of polynomial size. A non-deterministic Turing machine that solves the reachability problem can guess, for each loop relation $R$, the needed disjunct of $R^+$, and validate its guess in PTIME$(|R|_2)$.

The main outcome of this result is the definition of a non-trivial class of counter machines, for which the safety problems can be decided relatively easy e.g., by using powerful Satisfiability Modulo Theories (SMT) solvers.

**Related Work** The complexity of safety, and, more generally, temporal logic properties of integer counter machines has received relatively little attention. For instance, the exact complexity of reachability for vector addition systems (VAS) is an open problem (the only known upper bound is non-primitive recursive), while the coverage and boundedness problems are EXPSPACE-complete for VAS [20], and 2EXPTIME-complete for branching VAS [15]. On what concerns counter machines with gap-order constraints (a restriction of difference bounds constraints $x - y ≤ c$ to the case $c ≥ 0$), reachability is PSPACE-complete [10], even in the absence of the flatness restriction on the control structure. Our result is incomparable to [10], as we show NP-completeness for flat counter machines with more general difference bounds relations on loops. The results which are probably closest to ours are the ones in [14, 13], where flat counter machines with deterministic transitions of the form $\sum_{i=1}^{n} a_i \cdot x_i + b ≤ 0 \land \bigwedge_{i,j=1}^{n} x'_i = x_i + c_i$ are considered. In [14] it is shown that model-checking LTL is NP-complete for these systems, matching thus our complexity for reachability with difference bounds constraints, while model-checking first-order logic and linear $\mu$-calculus is PSPACE-complete [13], matching the complexity of CTL* model checking for gap-order constraints [10]. These results are again incomparable with ours, since (i) the linear guards are more general, while (ii) the vector addition updates are more restrictive (e.g. the direct transfer of values $x'_i = x_j$ for $i \neq j$ is not allowed).

## 2 Preliminary Definitions

We denote by $\mathbb{Z}$, $\mathbb{N}$ and $\mathbb{N}_+$ the sets of integers, positive (including zero) and strictly positive integers, respectively. We denote by $\mathbb{Z}_*$ and $\mathbb{Z}_{-\infty}$ the sets $\mathbb{Z} \cup \{\infty\}$ and $\mathbb{Z} \cup \{-\infty\}$ respectively. We write $[n]$ for the interval $\{0, \ldots, n-1\}$, $\text{abs}(n)$ for the absolute value of the integer $n \in \mathbb{Z}$, and $\text{lcm}(n_1, \ldots, n_k)$ for the least common multiple of $n_1, \ldots, n_k \in \mathbb{N}$. Let $x$ denote a nonempty set of variables, and $x' = \{x' \mid x \in x\}$. A valuation of $x$ is a function $v : x \rightarrow \mathbb{Z}$. The set of all such valuations is denoted by $\mathbb{Z}^x$, and we denote by $\mathbb{Z}^N$ the $N$-times cartesian product $\mathbb{Z} \times \cdots \times \mathbb{Z}$, for some $N > 0$. A linear term $t$ over a set of variables $x = \{x_1, \ldots, x_N\}$ is a linear combination $a_0 + \sum_{i=1}^{N} a_i x_i$, where $a_0, a_1, \ldots, a_N \in \mathbb{Z}$. An atomic proposition is a predicate of the form $t \leq 0$ where $t$ is a linear term, $c \in \mathbb{N}_+$ is a constant, and $\equiv_c$ denotes equality modulo $c$. Quantifier-free

---

3 The generalization of gap-order to difference bound constraints suffices to show undecidability of non-flat counter machines, hence the restriction to flat control structures is crucial.
Presburger Arithmetic (QFPA) is the set of boolean combinations of atomic propositions of the above form. For a QFPA formula \( \phi \), let \( \text{Atom}(\phi) \) denote the set of atomic propositions in \( \phi \), and \( \phi[t/x] \) denote the formula obtained by substituting the variable \( x \) with the term \( t \) in \( \phi \).

If \( v \in \mathbb{Z}^x \) is a valuation, we denote by \( v \models \phi \) the fact that the formula obtained from \( \phi \) by replacing each occurrence of \( x \in x \) with \( v(x) \) is valid. A formula \( \phi \) is said to be consistent if and only if there exists \( v \) such that \( v \models \phi \). For two formulae \( \phi_1(x) \) and \( \phi_2(x) \), we write \( \phi_1 \leftrightarrow \phi_2 \) if, for all \( v \in \mathbb{Z}^x \), \( v \models \phi_1 \) if and only if \( v \models \phi_2 \).

A formula \( \phi(x, x') \) is evaluated with respect to two valuations \( v_1, v_2 \in \mathbb{Z}^x \), by replacing each occurrence of \( x \in x \) with \( v_1(x) \) and each occurrence of \( x' \in x' \) with \( v_2(x) \) in \( \phi \). The satisfaction relation is denoted by \( (v_1, v_2) \models \phi(x, x') \). A formula \( \phi_R(x, x') \) is said to define a relation \( R \subseteq \mathbb{Z}^x \times \mathbb{Z}^x \) whenever for all \( v_1, v_2 \in \mathbb{Z}^x \), \( (v_1, v_2) \in R \) if and only if \( (v_1, v_2) \models \phi_R \). The composition of two relations \( R_1, R_2 \subseteq \mathbb{Z}^x \times \mathbb{Z}^x \) defined by formulae \( \phi_1(x, x') \) and \( \phi_2(x, x') \), respectively, is the relation \( R_1 \circ R_2 \), defined by the formula \( \exists y. \phi_1(x, y) \land \phi_2(y, x') \). The identity relation \( Id \) is defined by the formula \( \bigwedge_{x \in x} x' = x \).

**Definition 1.** A class of relations is a set \( \mathcal{R} \) of QFPA formulae \( \phi_R(x, x') \) defining relations \( R \subseteq \mathbb{Z}^x \times \mathbb{Z}^x \), such that, for any two \( \mathcal{R} \)-definable relations \( R_1, R_2 \subseteq \mathbb{Z}^x \times \mathbb{Z}^x \), there exists a formula \( \phi(x, x') \in \mathcal{R} \) defining \( R_1 \circ R_2 \).

Notice that any set \( \mathcal{R} \) of formulae \( \phi(x, x') \) that has quantifier elimination is a class of relations. If the class of a relation is not specified a-priori, we consider it to be the set of all QFPA formulae. For any relation \( R \subseteq \mathbb{Z}^x \), we define \( R^0 = Id \) and \( R^{i+1} = R^i \circ R \), for all \( i \geq 0 \). \( R^i \) is called the \( i \)-th power of \( R \) in the sequel. With these notations, \( R^+ = \bigcup_{i=1}^{\infty} R^i \) denotes the transitive closure of \( R \), and \( R^* = R^+ \cup Id \) denotes the reflexive and transitive closure of \( R \).

For a constant \( c \in \mathbb{Z} \), we denote by \( \|c\|_2 = \lceil \log_2(|\text{abs}(c)|) \rceil \), if \( \text{abs}(c) > 2 \) and \( \|c\|_2 = 2 \), otherwise, the size of its binary encoding\(^4\). Notice that \( \|c\|_2 \geq 2 \), for every integer \( c \in \mathbb{Z} \). The binary size of an atomic proposition is defined as \( \|a_0 + \sum_{i=1}^{N} a_i x_i \leq 0\|_2 = \sum_{i=0}^{N} \|a_i\|_2 \) and \( \|a_0 + \sum_{i=1}^{N} a_i x_i = 0\|_2 = \sum_{i=0}^{N} \|a_i\|_2 + \|c\|_2 \). The binary size of a QFPA formula \( \phi \) is defined as \( \|\phi\|_2 = \sum_{p \in \text{Atom}(\phi)} \|p\|_2 \) and gives (a faithful underapproximation of) the number of bits needed to represent \( \phi \). It is known that the satisfiability problem for QFPA is NP-complete in the binary size of the formula [23]. The binary size of an \( \mathcal{R} \)-definable\(^5\) relation \( R \) is \( \|R\|_2^\mathcal{R} = \min \{ \|\phi_R\|_2 \mid \phi_R \in \mathcal{R}, \phi_R \text{ defines } R \} \). When the class of a relation is obvious from the context, it will be omitted. If \( \phi \) is a QFPA formula, let \( \text{val}(\phi) \) denote the sum of the absolute values of its coefficients, formally \( \text{val}(a_0 + \sum_{i=1}^{N} a_i x_i \leq 0) = \sum_{j=0}^{N} \text{abs}(a_j) \), \( \text{val}(a_0 + \sum_{i=1}^{N} a_i x_i = 0) = \sum_{j=0}^{N} \text{abs}(a_j) + c \) and \( \text{val}(\phi) = \sum_{p \in \text{Atom}(\phi)} \text{val}(p) \). Since every formula \( \phi \) has at least one non-null coefficient, we have \( \text{val}(\phi) > 0 \). The following relates the sum of absolute values to the binary size of a formula:

**Proposition 1.** For every QFPA formula \( \phi \), we have \( \|\phi\|_2 \geq \log_2(\text{val}(\phi)) \).\(^6\)

\(^4\) Abstracting from particular machine representations, we assume that at least 2 bits are needed to encode each integer.

\(^5\) We consider classical encodings of formulae as strings, and do not deal with issues related to data compression.

\(^6\) The class \( \mathcal{R} \) is relevant here, because the same relation can be defined by a smaller formula not in \( \mathcal{R} \).
Proof: Let \( c_0, \ldots, c_n \in \mathbb{Z} \) be the coefficients of \( \varphi \). We show the following inequality:

\[
\| \varphi \|_2 = \sum_{i=0}^{n} \| c_i \|_2 \geq \log_2 (\sum_{i=0}^{n} \| c_i \|_2) = \log_2 (\nabla(\varphi))
\]  

(1)

by induction on \( n \geq 0 \). The case \( n = 0 \) is trivial. For \( n > 0 \), we have, by the induction hypothesis:

\[
\sum_{i=0}^{n} \| c_i \|_2 \geq \log_2 (\sum_{i=0}^{n-1} \| c_i \|_2) + \| c_n \|_2 \geq \log_2 (\sum_{i=0}^{n-1} \| c_i \|_2) + \log_2 (\| c_n \|_2) \text{ if } \| c_n \|_2 > 2 \\
\geq \log_2 (\sum_{i=0}^{n} \| c_i \|_2) \quad \text{if } \sum_{i=0}^{n} \| c_i \|_2 \geq 2
\]

If \( 0 \leq \| c_n \|_2 \leq 2 \) we have \( \| c_n \|_2 = 2 \) and hence:

\[
4 \cdot (\sum_{i=0}^{n-1} \| c_i \|_2) \geq \sum_{i=0}^{n-1} \| c_i \|_2 + 2 \geq \sum_{i=0}^{n} \| c_i \|_2 = \log_2 (\sum_{i=0}^{n} \| c_i \|_2)
\]

Otherwise, if \( 0 \leq \sum_{i=0}^{n-1} \| c_i \|_2 \leq 1 \), we have \( 0 \leq \| c_i \|_2 \leq 1 \), hence \( \| c_i \|_2 = 2 \) for all \( i = 0, \ldots, n-1 \). It suffices to show that:

\[
\sum_{i=0}^{n} \| c_i \|_2 = 2n + \| c_n \|_2 \geq \log_2 (\| c_n \|_2 + 1) \geq \log_2 (\sum_{i=0}^{n} \| c_i \|_2)
\]

For \( \| c_i \|_2 = 0, 1, 2 \) we have \( \| c_n \|_2 \geq \log_2 (\| c_n \|_2 + 1) \). For \( \| c_n \|_2 > 2 \), we have \( 2 + \log_2 (\| c_n \|_2) > \log_2 (\| c_n \|_2 + 1) \).

\[
\Box
\]

3 The Reachability Problem for Flat Counter Machines

In this section we define counter machines, which are essentially a generalization of integer programs, by allowing non-determinism, and the possibility of describing the program steps by Presburger formulae. Since the class of counter machines with only two counters with increment, decrement and zero test is already Turing-complete [19], we consider a decidable class of flat counter machines [3, 9, 8], by forbidding nested loops in the control structure of the machine. By further restricting the relations on the loops to several classes of conjunctive formulae (e.g. difference bounds, octagons, finite monoid affine relations) we obtain that reachability is decidable [3, 9, 8]. In this paper we strengthen the decidability results by showing that the reachability problem is in fact NP-complete for flat counter machines with loops labeled by difference bounds and octagonal relations. Formally, a counter machine is a tuple \( M = (x, \mathcal{L}, \ell_{\text{init}}, \ell_{\text{fin}}, \rightarrow, \Lambda) \), where \( x \) is a set of first-order variables ranging over \( \mathbb{Z} \), \( \mathcal{L} \) is a set of control locations, \( \ell_{\text{init}}, \ell_{\text{fin}} \in \mathcal{L} \) are initial and final control locations, \( \rightarrow \) is a set of transition rules of the form \( \ell \xrightarrow{R} \ell' \), where \( \ell, \ell' \in \mathcal{L} \) are control locations, and \( R \subseteq \mathbb{Z}^x \times \mathbb{Z}^x \) is a relation, and \( \Lambda(\ell \xrightarrow{R} \ell') \) gives the class of \( R \). A loop is a path in the control graph \((\mathcal{L}, \rightarrow)\) of \( M \), where the source and the destination locations are the same, and every transition rule appears only once. A counter machine is said to be flat if and only if every control location is the source/destination of at most one loop. The binary size of a counter machine \( M \) is

\[
\| M \|_2 = \sum_{\ell \in \mathcal{L}} \| R \|_2 (\Lambda(\ell \xrightarrow{R} \ell'))
\]
A configuration of $M$ is a pair $(\ell, v)$, where $\ell \in \mathcal{L}$ is a control location, and $v \in \mathbb{Z}^n$ is a valuation of the counters. A run of $M$ to $\ell$ is a sequence of configurations $(\ell_0, v_0), \ldots, (\ell_k, v_k)$, of length $k \geq 0$, where $\ell_0 = \ell_{\text{init}}, \ell_k = \ell$, and for each $i = 0, \ldots, k - 1$, there exists a transition rule $\ell_i \xrightarrow{R} \ell_{i+1}$ such that $(v_i, v_{i+1}) \in R_i$. If $\ell$ is not specified, we assume $\ell = \ell_{\text{fin}}$, and say that the sequence is a run of $M$.

The reachability problem asks, given a counter machine $M$, whether there exists a run in $M$? This problem is, in general, undecidable [19], and it is decidable for flat counter machines whose loops are labeled only with certain, restricted, classes of QFPA relations, such as difference bounds (Def. 7) or octagons (Def. 10). The crux of the decidability proofs in these cases is that the transitive closure of any relation of the above type can be defined in QFPA, and is, moreover, effectively computable (see [8] for an algorithm). The goal of this paper is to provide tight bounds on the complexity of the reachability problem in these decidable cases. The parameter of the decision problem is the binary size of the input counter machine $M$, i.e. $|M|$. The following theorem proves decidability of the reachability problem for flat counter machines, under the assumption that the composition $L$ of the relations on every loop in a counter machine has a QFPA-definable transitive closure.

**Theorem 1** ([9, 8, 3]). The reachability problem is decidable for any class of counter machines $\mathcal{M} = \{M \text{ flat counter machine} \mid$ for each loop $q_1 \Rightarrow \cdots \Rightarrow q_1$ in $M$, the transitive closure $(R_1 \circ \ldots \circ R_n)^+$ is QFPA-definable$\}$

**Proof:** Let $M = (x, \mathcal{L}, \ell_1, \ell_n, \Rightarrow, L)$ be a flat counter machine, where $\mathcal{L} = \{\ell_1, \ldots, \ell_n\}$. First, we reduce the control graph $(\mathcal{L}, \Rightarrow)$ of $M$ to a dag (and several self-loops), by replacing each non-trivial loop of $M$:

$$\ell_{i_0} \Rightarrow R_0 \Rightarrow \ell_{i_1} \Rightarrow R_1 \Rightarrow \ell_{i_2} \Rightarrow \ldots \Rightarrow \ell_{i_{k-2}} \Rightarrow R_{k-2} \Rightarrow \ell_{i_{k-1}} \Rightarrow R_{k-1} \Rightarrow \ell_{i_0}$$

where $k > 1$, with the following:

$$\ell_{\ell_0(x^x)} \Rightarrow \ell_{\ell_1(x^x)} \Rightarrow \ell_{\ell_2(x^x)} \Rightarrow \ldots \Rightarrow \ell_{\ell_{k-1}(x^x)} \Rightarrow \ell_{\ell_{k-1}(x^x)} \Rightarrow \ell_{\ell_0} \Rightarrow \ell_{\ell_1} \Rightarrow \ldots \Rightarrow \ell_{\ell_{k-1}} \Rightarrow \ell_{\ell_{k-1}}$$

(2)

where $L_j = R_j \circ \cdots \circ R_{k-1} \circ R_0 \circ \cdots \circ R_j$, and $\ell_{\ell_1}, \ldots, \ell_{\ell_{k-1}}$ are fresh control locations not in $\mathcal{L}$, and for each rule $\ell_j \Rightarrow \ell_m$ of $M$, where $m \neq i_{(j+1) \mod k}$, we add a rule $\ell_j \Rightarrow \ell_m$, for each $j = 0, \ldots, k - 1$. This operation doubles at most the number of control locations in $\mathcal{L}$. Without loss of generality, we can consider henceforth that each control location $\ell_j$ belongs to at most one self loop labeled by a formula $L_j(x, x')$, whose transitive closure $L_j^+$ is QFPA-definable.

The second phase of the reduction uses a simple breadth-first dag traversal algorithm to label each control location in $\ell_j \in \mathcal{L}$ with a QFPA formula $\sigma_j(x, x')$ that captures the summary (effect) of the set of executions of $M$ from the initial state $\ell_1$ to $\ell_j$. We assume w.l.o.g. that (i) for every location $\ell_j \in \mathcal{L}$ there exists a path in $M$ from $\ell_1$ to $\ell_j$, and (ii) there are no rules of the form $\ell_i \Rightarrow \ell_j$ i.e., no self-loop involving $\ell_j$ in $M$. We define:

$$\sigma_1 \equiv \text{Id}_x$$

$$\sigma_j \equiv (\bigvee_{\ell_{i \Rightarrow \ell_j}} \sigma_i \circ R_{ij}) \circ L^+_j, \text{ for } j = 2, \ldots, n$$

(3)
Since for every location in \( L \) there exists a control path from \( \ell_1 \) to it, the breadth-first traversal guarantees that each predecessor \( \ell_i \) of a location \( \ell_j \) is labeled with the summary \( \sigma_i \) before \( \ell_j \) is visited by the algorithm, ensuring that (3) is a proper definition. Moreover, the fact that the structure is essentially a dag guarantees that it is sufficient to visit each node only once in order to label each location with a summary.

**Claim.** Let \( M = \langle x, L, \ell_1, \ell_n, A \Rightarrow \rangle \) be a flat counter machine, and \( \sigma_1, \ldots, \sigma_n \) be the labeling of the control locations \( \ell_1, \ldots, \ell_n \in L \), respectively, as defined by (3). Then, for all \( v, v' \in \mathbb{Z}^x \) and \( \ell_i \in L \):

\[
(v, v') \models \sigma_i \text{ if and only if } M \text{ has a run } (\ell_1, v), \ldots, (\ell_i, v')
\]

**Proof:** \( \Rightarrow \) By induction on the maximum number \( m > 0 \) of control locations on each path between \( \ell_1 \) and \( \ell_i \) in \( \langle L, \Rightarrow \rangle \). If \( m = 1 \) then \( i = 1 \) is the only possibility, and consequently, we have \( \sigma_1 \equiv Id_k \), by (3). But then \( v = v' \), and \( (\ell_1, v) \) is a run of \( M \). If \( m > 1 \), then \( \sigma_i \) is defined according to (3), and there exists \( \ell_j \in L \), \( j \neq i \), such that \( \ell_j \Rightarrow R^j \ell_i \) is a transition rule in \( M \), and \( (v, v') \models \sigma_j \circ R^j \circ L^*_j \). Since \( \langle L, \Rightarrow \rangle \) is a dag, the maximum number of control locations on each path from \( \ell_1 \) to \( \ell_j \) is less than \( m \), and, by the induction hypothesis, for each \( v \in \mathbb{Z}^x \), there exists a run \((\ell_1, v), \ldots, (\ell_j, v)\) in \( M \) if and only if \((v, v) \models \sigma_j \). As \((v, v') \models \sigma_j \circ R^j \circ L^*_j \), there exist valuations \( v'' \), \( v''' \in \mathbb{Z}^x \), such that \((v, v'') \models \sigma_j \), \((v'', v''') \models \sigma_j \circ R^j \circ L^*_j \). Then \( M \) has a run \((\ell_1, v), \ldots, (\ell_j, v''), (\ell_j, v'''), \ldots, (\ell_i, v') \).

\( \Leftarrow \) By induction on the number \( m > 0 \) of control locations that occur on the run. If \( m = 1 \), the only possibility is that the run consists of one configuration \((\ell_1, v)\), and \( \sigma_1 \equiv Id_k \), by (3). But then \((v, v) \models \sigma_1 \), for every valuation \( v \in \mathbb{Z}^x \). If \( m > 1 \), the run is of the form \((\ell_1, v), \ldots, (\ell_j, v_{k-1}), (\ell_j, v_k), \ldots, (\ell_i, v')\), where \((\ell_i, v_k)\) is the first occurrence of \( \ell_i \) on the run, and in between \((\ell_i, v_k), \ldots, (\ell_i, v')\), all control locations are \( \ell_i \). By the induction hypothesis, \((v, v_{k-1}) \models \sigma_j \). Since \( \ell_j \Rightarrow R^j \ell_i \) is a transition rule of \( M \), we have \((v_{k-1}, v_k) \models R^j \sigma_j \), and, moreover, \((v_k, v') \models L^*_j \). Hence \((v, v') \models \sigma_i \), by (3).

It is now manifest that \( M \) has a run if and only if the summary \( \sigma_n \) corresponding to its final control location \( \ell_n \) is satisfiable. If all transitive closures \( L^*_j \) occurring in (3) are QFPA-definable, the reachability problem for a flat counter machine \( M \) is decidable.

\[\square\]

### 4 Periodic Relations

We introduce a notion of periodicity on classes of relations that can be naturally represented as matrices. In general, an infinite sequence of integers is said to be periodic if the elements of the sequence beyond a certain threshold (prefix), and which are situated at equal distance (period) one from another, differ by the same quantity (rate). This notion of periodicity is lifted to matrices of integers, entry-wise. Assuming that each power \( R^k \) of a relation \( R \) is represented by a matrix \( M_k \), \( R \) is said to be periodic if the infinite sequence \( \{M_k\}_{k=0}^\infty \) of matrix representations of powers of \( R \) is periodic. Periodicity guarantees that the sequence has an infinite subsequence which can be captured by a QFPA formula, which thus defines infinitely many powers of the relation. Then, the
remaining powers can be computed by composing this formula with only finitely many (i.e., the size of the period) powers of the relation.

Example 1. For instance, consider the relation $R : x' = y + 1 \land y' = x$. This relation is periodic, and we have $R^{2k+1} : x' = y + k + 1 \land y' = x + k$ and $R^{2k+2} : x' = x + k \land y' = y + k$, for all $k \geq 0$.

For two matrices $A, B \in \mathbb{Z}_m^{m \times m}$, we define the sum $(A + B)_{ij} = A_{ij} + B_{ij}$.

Definition 2. An infinite sequence of matrices $\{A_k\}_{k=1}^\infty \in \mathbb{Z}_m^{m \times m}$ is said to be periodic if and only if there exist integers $b, c > 0$ and matrices $A_0, \ldots, A_{c-1} \in \mathbb{Z}_m^{m \times m}$ such that $A_{b+k+c+i} = A_i + A_{b+k} + A_{b+k+c+i}$, for all $k \geq 0$ and $i \in [c]$.

The smallest integers $b, c$ are called the prefix and the period of the sequence. The matrices $A_i$, corresponding to the prefix-period pair $(b, c)$, are called the rates of the sequence. A relation $R$ is said to be $\ast$-consistent if and only if $R^n \neq \emptyset$, for all $n > 0$.

Definition 3. A class of relations $\mathcal{R}$ is said to be periodic if there exist two functions $\sigma : \mathcal{R} \to \bigcup_{m>0} \mathbb{Z}_m^{m \times m}$ and $\rho : \bigcup_{m>0} \mathbb{Z}_m^{m \times m} \to \mathcal{R}$, such that $\rho(\sigma(\phi)) \equiv \phi$, for each formula $\phi \in \mathcal{R}$, and for any $\ast$-consistent relation $R$ defined by a formula from $\mathcal{R}$, the sequence of matrices $\{\sigma(R^i)\}_{i=1}^\infty$ is periodic.

If $R$ is a $\ast$-consistent relation, the prefix, period $b, c > 0$ and rates $A_0, \ldots, A_{c-1} \in \mathbb{Z}_m^{m \times m}$ of the $\{\sigma(R^i)\}_{i=1}^\infty$ sequence are called the prefix, period and rates of $R$, respectively. Otherwise, if $R$ is not $\ast$-consistent, we convene that its prefix is the smallest $b \geq 0$ such that $R^b = \emptyset$, and its period is one.

Definition 4. Let $R \subseteq \mathbb{Z}^n \times \mathbb{Z}^m$ be a relation. The closed form of $R$ is the formula $\hat{R}(k, \mathbf{x}, \mathbf{x}')$, where $k \notin \mathbf{x}$, such that the formula $\hat{R}(n/k)$ defines $R^n$, for all $n > 0$.

If $\mathcal{R}$ is a class of relations, let $\mathcal{R}[k]$ denote the set of closed forms of relations defined by formulae in $\mathcal{R}^7$. Let $\mathbb{Z}[k]^{m \times m}$ be the set of matrices $M[k]$ of univariate linear terms, i.e. $M_{ij} \equiv a_{ij} \cdot k + b_{ij}$, where $a_{ij}, b_{ij} \in \mathbb{Z}$, for all $1 \leq i, j \leq m$ or $M_{ij} = \infty$. In addition to the $\sigma$ and $\rho$ functions from Def. 3, we consider a function $\pi : \bigcup_{m>0} \mathbb{Z}[k]^{m \times m} \to \mathcal{R}[k]$, mapping matrices into formulae $\phi(k, \mathbf{x}, \mathbf{x}')$ such that $\pi(M[n/k]) \equiv \rho(M[n/k])$, for all $n > 0$. The following lemma characterizes the closed form of a periodic relation, by defining an infinite periodic subsequence of powers of the form $\{R^{kc+b+i}\}_{k \geq 0}$, for some $b, c > 0$ and $i \in [c]$.

Lemma 1. Let $R$ be a $\ast$-consistent periodic relation, $b, c > 0$ be integers, and $A_i$ be matrices such that $\sigma(R^{b+i}) = A_i + \sigma(R^{b+i})$, for all $i \in [c]$. Then the following are equivalent, for all $i \in [c]$:

1. $\forall k \geq 0. \hat{R}(k \cdot c + b + i, \mathbf{x}, \mathbf{x}') \iff \pi(k \cdot A_i + \sigma(R^{b+i}))$
2. $\forall k \geq 0. \exists \pi(k \cdot A_i + \sigma(R^{b+i}))(\mathbf{x}, \mathbf{x}') \iff \pi((k+1) \cdot A_i + \sigma(R^{b+i}))(\mathbf{x}, \mathbf{x}')$

7 The closed form of a QFPA-definable relation can always be defined in first-order arithmetic, using Gödel’s encoding of integer sequences, and is not, in general, equivalent to a QFPA formula.
Proof: “(1) ⇒ (2)” Let \( n \geq 0 \) be an arbitrary integer. We compute:

\[
\exists y . \pi(n \cdot \Lambda_i + \sigma(R^{b+i}))(x, y) \land \hat{R}(c, y, x') \iff \hat{R}(nc + b + i, x, y) \land \sigma(p(R^c))(y, x') \\
\iff \hat{R}((n+1)c + b + i, x, x') \\
\iff \pi((n+1) \cdot \Lambda_i + \sigma(R^{b+i}))(x, x')
\]

“(2) ⇒ (1)” We prove, by induction on \( n \geq 0 \), that:

\[
\hat{R}(nc + b + i, x, x') \iff \pi(n \cdot \Lambda_i + \sigma(R^{b+i}))(x, x')
\]

The base case \( n = 0 \) follows from Def. 3. For the induction step, we compute:

\[
\hat{R}((n+1)c + b + i, x, x') \iff \exists y . \hat{R}(nc + b + i, x, y) \land \sigma(p(R^c))(y, x') \\
\iff \exists y . \pi(n \cdot \Lambda_i + \sigma(R^{b+i}))(x, y) \land \sigma(p(R^c))(y, x') \text{ by the induction hypothesis} \\
\iff \pi((n+1) \cdot \Lambda_i + \sigma(R^{b+i}))(x, x') \text{ by point (2).}
\]

Notice that \( b \) and \( c \) in Lemma 1 are not necessarily the prefix and period of \( R \): \( b \) can be an arbitrary integer larger than the prefix, and \( c \) may be a multiple of the period.

5 Flat Counter Machines with Periodic Loops

For simplicity’s sake, consider first the counter machines with the structure below:

\[
\begin{align*}
\ell_{\text{init}} & \overset{\ell(x)}{\longrightarrow} \ell(x) \\
\ell(x) & \overset{F(x)}{\longrightarrow} \ell_{\text{fin}}
\end{align*}
\]

where \( R \subseteq \mathbb{Z}^x \times \mathbb{Z}^x \) is a periodic relation (Def. 3), and \( I, F \subseteq \mathbb{Z}^x \) are QFPA-definable sets of valuations. In the following, we give sufficient conditions (Def. 6) under which the reachability problem for the counter machines (4) is NP-complete.

**Definition 5.** A class of relations \( \mathcal{R} \) is said to be poly-logarithmic if and only if there exist integer constants \( p, q, r > 0 \), depending on \( \mathcal{R} \), such that, for all \( P, Q, R \in \mathcal{R} \):

1. \( \|R^q\|_2 = O(\|R\|_2^p \cdot (\log n)^q) \), for all \( n > 0 \)
2. the composition \( P \circ Q \) can be computed in time \( O((\|P\|_2 + \|Q\|_2)^r) \)

If \( \mathcal{R} \) is a poly-logarithmic class of relations, it is not difficult to see that there exists a constant \( d > 0 \), depending of \( \mathcal{R} \), such that, for any \( \mathcal{R} \)-definable relation \( R \), the \( n \)-th power \( R^n \) can be computed by the fast exponentiation algorithm (Alg. 1) in time \( O((\|R\|_2 \cdot \log_2 n)^d) \).

**Definition 6.** A class of periodic relations \( \mathcal{R} \) is said to be exponential if and only if (A) \( \mathcal{R} \) is poly-logarithmic, (B) the mappings \( \sigma, \rho \) and \( \pi \) (Def. 3) are computable in PTIME, and (C) for each \( \mathcal{R} \)-definable relation \( R \subseteq \mathbb{Z}^x \times \mathbb{Z}^x \):

1. there exist integer constants \( p, q > 0 \), depending on \( \mathcal{R} \), such that the prefix and period of \( R \) are \( b = 2^O(\|R\|_2^p) \) and \( c = 2^O(\|R\|_2^q) \), respectively
2. for all \( i \in [c] \) and \( \Lambda_i \) such that \( \sigma(R^{b+c+i}) = \Lambda_i + \sigma(R^{b+i}) \), the second point of Lemma 1 can be checked in \( NPTIME(\|R\|_2) \).
The idea of the reduction is to show the existence of a non-deterministic Turing machine that computes, in polynomial time, a QFPA formula, which encodes the reachability question. Since the size of this formula is also polynomial (NP ⊆ PSPACE), and the satisfiability of a QFPA formula is an NP-complete problem, it turns out that the reachability problem for the counter machines (4) is in NP. Since I and F can be any QFPA-definable sets, the reachability problem for such counter machines is also NP-hard, by reduction from the satisfiability problem for QFPA.

To start with, observe that the reachability problem for (4) can be stated as the satisfiability of the following formula: \( I(x) \land k \geq 0 \land R(k, x, x') \land F(x') \). Since, in general, the closed form \( R(k, x, x') \) is not QFPA-definable, we focus on the case where \( R \) is a periodic relation (Def. 3). We distinguish two cases. First, if \( R \) is not \( * \)-consistent i.e., \( R^* = \emptyset \) if and only if \( i \) is greater or equal than the prefix \( b \) of \( R \), the reachability problem for (4) is equivalent to the satisfiability of the formula \( I(x) \land \left[ \bigvee_{i=0}^{b-1} R(\sigma(R^i)) \right] \land F(x') \). Second, if \( R \) is \( * \)-consistent, the reachability problem for (4) is equivalent to the satisfiability of the following formula:

\[
I(x) \land \left[ \bigvee_{i=0}^{b-1} R(\sigma(R^i)) \right] \land \left[ \bigvee_{j=0}^{c-1} (k \geq 0 \land \pi(k \cdot \Lambda_j + \sigma(R^{j+1})) \land F(x')) \right]
\]  

(5)

where \( b, c > 0 \) are integers, and \( \Lambda_0, \ldots, \Lambda_{c-1} \) are matrices meeting the conditions of the second point of Lemma 1. The first disjunct above takes care of the case when the number of iterations of the loop is smaller than the prefix \( b \), and the second one deals with the other case, when \( kc + b + j \) iterations of the loop are needed, for some \( k \geq 0 \) and \( j \in [c] \).

To prove that the reachability problem for the counter machines (4), whose loops are labeled by relations from a periodic exponential class \( \mathcal{R} \), is in NP, we define a non-deterministic Turing machine \( T \), that decides the reachability problem in time polynomial in \( \|R\|_2 + \|I\|_2 + \|F\|_2 \). The first guess of \( T \) is whether \( R \) is \( * \)-consistent or not. If the guess was that \( R \) is not \( * \)-consistent, \( T \) guesses further a constant \( B = 2^{O(\|R\|_2)} \), where \( p > 0 \) depends on the class \( \mathcal{R} \). Then it checks that \( B \) is the prefix of \( R \), by computing \( R^p \) and \( B \), and checking that \( R^p \neq \emptyset \) and \( R^p = \emptyset \). This check can be carried out in time \( O(\|R\|_2 \cdot \log_2 B^d) \), for some \( d > 0 \), using Alg. 1. Since \( B = 2^{O(\|R\|_2)} \), the prefix check is polynomial in \( \|R\|_2 \). The reachability problem can be encoded in QFPA.

**Algorithm 1** Fast Exponentiation Algorithm

1: \textbf{function} FASTPOWER\((R, n)\)  
2: \hspace{1em} \( Q \leftarrow R \)  
3: \hspace{1em} \( P \leftarrow Id_N \)  
4: \hspace{1em} \textbf{for} \( i = 1, \ldots, \lfloor \log_2 n \rfloor \) \textbf{do}  
5: \hspace{2em} \textbf{if} the \( i \)-th bit of \( n \) is \( 1 \) then \hspace{1em} [2\(^i\) occurs in the binary decomposition of \( n \)]  
6: \hspace{2em} \hspace{1em} \( P \leftarrow P \odot Q \)  
7: \hspace{2em} \( Q \leftarrow Q \odot Q \) \hspace{1em} \textbf{[at this point} \( Q = R^2 \)]  
8: \hspace{1em} \textbf{return} \( P \)
by further guessing \(i \in [B]\), and computing the formula \(I(x) \wedge p(\sigma(R') \circ (x, x') \wedge F(x')\). Since \(\mathcal{R}\) is a periodic exponential class, \(\|R'_2\|_2 = O(\|R'_2\|_2 \cdot (\log_2 i)^s) = O(\|R'_2\|_2^{s+})\), for some \(r, s > 0\) depending on \(\mathcal{R}\). Moreover, the binary size of this formula is polynomial in \(\|I\|_2 + \|R\|_2 + \|F\|_2\), and the reachability problem, can be answered by \(T\) in NPTIME(\(\|R\|_2 + \|I\|_2 + \|F\|_2\)), in this case.

If, on the other hand, the first guess of \(T\) was that \(R\) is \(\ast\)-consistent, then \(T\) will further guess constants \(B = 2^O(\|R'_2\|_2)\) and \(C = 2^O(\|R'_2\|_2)\), for \(p, q > 0\) depending on \(\mathcal{R}\), \(0 \leq i \leq B\) and \(0 \leq j < C\). Next, it computes the powers \(R'_i, R'_i^f\) and \(R'_i^B\) in time polynomial in \(\|R\|_2\), using Alg. 1, and lets \(\Lambda_j = p(\sigma(R'_i))\). \(T\) establishes further whether the choices of \(B, C, j\) and \(\Lambda_j\) are adequate for defining the closed form of the infinite sequence of powers \(\{R''_{C+k+B+j}\}_{k>0}\), using Lemma 1 (first point). To this end, it must check the condition of the second point of Lemma 1, which by Def. 6 (point C.2) can be done in NPTIME(\(\|R\|_2\)). Next, \(T\) outputs a QFPA formula, by choosing the \(i\)-th and \(j\)-th disjuncts from (5), and substituting the computed formulae \(p(\sigma(R'_i))\), \(p(\sigma(R'_i^f))\) and the matrix \(\Lambda_j\), which yields a QFPA formula of size polynomial in \(\|I\|_2 + \|R\|_2 + \|F\|_2\). The satisfiability problem for this formula, and thus the reachability for counter machines (4), can be solved in NPTIME(\(\|I\|_2 + \|R\|_2 + \|F\|_2\)) by \(T\).

It is not difficult to see that the reachability problem for (4) is NP-hard, by reduction from the satisfiability problem for QFPA [23]: let \(I(x)\) be any QFPA formula over \(x\), \(R = Id_\lambda\) and \(F = true\). Then \(q_f\) is reachable from \(q_i\) if and only if \(I(x)\) is satisfiable. The following theorem generalizes the proof from (4) to general flat counter machines.

**Theorem 2.** If \(\mathcal{R}\) is a periodic exponential class of relations, the reachability problem for the class \(\mathcal{M}_\mathcal{R} = \{M\ \text{flat counter machine} \mid \text{for all rules } q \Rightarrow q' \text{ on a loop of } M, \text{R is } \mathcal{R}\text{-definable}\}\) is NP-complete.

**Proof:** NP-hardness is by reduction from the satisfiability problem for QFPA. To show that the problem is in NP, let \(M \in \mathcal{M}_\mathcal{R}\) be a flat counter machine. The reduction builds from \(M\) a QFPA formula \(\Phi_M\) of size \(\|\Phi_M\|_2 = O(\|M\|_2^4)\), for some constant \(k > 0\) depending on \(\mathcal{R}\), such that \(M\) has a run from the initial to the final state if and only if \(\Phi_M\) is satisfiable – the latter condition can be checked by an NP algorithm which guesses a solution of polynomial size in \(\Phi_M\) and verifies the correctness of the guess. The construction of \(\Phi_M\) is done along the same lines as the proof of decidability for flat counter machines whose loops have QFPA-definable transitive closures. First, we reduce each loop of \(M\) to a path with single self loops, following the idea of (2). Since the class \(\mathcal{R}_{DB}\) is poly-logarithmic (Lemma 6), each relation labeling a self-loop can be computed in time \(O(\|M\|_2\) for some \(r > 0\) depending on \(\mathcal{R}\), as the compositions of all relations on that loop. Consequently, the size of each relation \(R_\lambda\), labeling a self-loop \(\lambda\) in \(M\), is \(\|R_\lambda\|_2 = O(\|M\|_2^4)\). A non-deterministic Turing machine will guess first, for each self loop \(\lambda\), whether \(R_\lambda\) is \(\ast\)-consistent or not:

1. In the case \(R_\lambda\) is not \(\ast\)-consistent, the Turing machine guesses \(b_\lambda = 2^{O(\|M\|_2^4)}\), for some \(p > 0\) depending on \(\mathcal{R}\), and then validates in PTIME(\(\|R_\lambda\|_2\)) the guess that \(R_\lambda\) was not \(\ast\)-consistent, i.e. it checks that \(R_\lambda^{b_\lambda} \neq \emptyset\) and \(R_\lambda^{b_\lambda+1} = \emptyset\).
2. Otherwise, if \(R_\lambda\) is \(\ast\)-consistent, the Turing machine guesses constants \(b_\lambda = 2^{O(\|M\|_2^4)}\), \(c_\lambda = 2^{O(\|M\|_2^4)}\), \(0 \leq b_\lambda - b_\lambda\) and \(0 \leq j_\lambda < c_\lambda\), for some \(p, q > 0\) depending on \(\mathcal{R}\). It then validates the guess, by checking the second condition of Lemma 1, which can also be done in NPTIME(\(\|R_\lambda\|_2\)).
In each case, the Turing machine outputs, for each self-loop \( \lambda \) a QFPA formula \( \Psi_\lambda \) of size polynomial in \( \|R_i\|_2 \). The last step of the reduction is labeling each control state of \( M \) by the summary formulae (3), where the \( \Psi_\lambda \) formulae are used instead of the transitive closures:

\[
\sigma_j \equiv \bigvee_{r_{ij}} \sigma_i \circ R_{ij} \circ \Psi_{\lambda_j}
\]

where \( \lambda_j : \ell_j \rightarrow \ell_j \) is the self-loop around control location \( \ell_j \). The labeling is achieved by visiting each control label of \( M \) exactly once, hence its size is polynomial in \( \|M\|_2 \).

By an argument similar to the one used in the proof of Thm. 1 (Claim 3), the reachability problem is reduced to the satisfiability of the summary formula \( \sigma_{fin} \), corresponding to the final location of \( M \). The latter is of size polynomial in \( \|M\|_2 \). Hence the reachability problem for the class \( \mathcal{M}_R \) is in NP. \hfill \( \square \)

6 The Periodicity of Tropical Matrix Powers

6.1 Weighted Graphs

Weighted graphs are central to the upcoming developments. The main intuition is that the sequence of matrices representing the powers of a difference bounds relation captures minimal weight paths of lengths 1, 2, 3..., in a weighted graph. Formally a weighted digraph is a tuple \( G = (V,E,w) \), where \( V \) is a set of vertices, \( E \subseteq V \times V \) is a set of edges, and \( w : E \rightarrow \mathbb{Z} \) is a weight function. When \( G \) is clear from the context, we denote by \( u \rightarrow v \) the fact that \( (u,v) \in E \) and \( w(u,v) = n \). Let \( \mu(G) = \max\{\text{abs}(n) \mid u \rightarrow v \in G\} \) be the maximum absolute value of all weights in \( G \). A matrix \( A \in \mathbb{Z}^{m \times m} \) is the incidence matrix of a weighted digraph \( G = (V,E,w) \) with vertices \( V = \{1, \ldots, m\} \) if and only if \( A_{ij} = n \), for each edge \( i \rightarrow j \), and \( A_{ij} = \infty \) if there is no edge from \( i \) to \( j \). A path in \( G \) is a sequence \( \pi : v_0 \overset{n_1}{\rightarrow} v_1 \overset{n_2}{\rightarrow} v_2 \cdots v_{p-1} \overset{n_p}{\rightarrow} v_p \), where \( v_{i-1} \overset{n_i}{\rightarrow} v_i \) is an edge in \( E \), for each \( 1 \leq i \leq p \). A path is elementary if for all \( 1 \leq i < j \leq p \), we have \( v_i = v_j \) only if \( i = 1 \) and \( j = p \), where \( v_0 \) and \( v_p \) are source and destination vertices are the same. For two paths \( \pi \) and \( \pi' \), such that the final vertex of \( \pi \) coincides with the initial vertex of \( \pi' \), let \( \pi \cdot \pi' \) denote their concatenation. For a path \( \pi \), we denote its length by \( |\pi| \), and its weight (the sum of the weights of all edges on \( \pi \)) by \( w(\pi) \). Two paths \( \pi \) and \( \pi' \) are said to be equivalent if and only if (i) they start and end in the same vertices, (ii) \( w(\pi) = w(\pi') \) and (iii) \( |\pi| = |\pi'| \). Notice that two equivalent paths may visit different vertices. A path \( \pi \) is minimal if and only if, for any path \( \pi' \) between the same vertices, such that \( |\pi| = |\pi'| \), we have \( w(\pi) \leq w(\pi') \).

The average weight of \( \pi \) is defined as \( \overline{w}(\pi) = \frac{w(\pi)}{|\pi|} \). A cycle is said to be critical if it has minimal average weight among all cycles of \( G \). For any subset of vertices \( W \subseteq V \), we denote by \( G[W] = (W,E \cap (W \times W), w \cap (W \times Z)) \) the subgraph of \( G \) induced by \( W \). A subgraph \( G[W] \) is strongly connected if there exists a path between any two distinct vertices \( u,v \in W \). \( G[W] \) is a strongly connected component (SCC) if it is a maximal strongly connected subgraph of \( G \). Each graph can be partitioned in a set of disjoint strongly connected components. The cyclicity of a strongly connected component \( G[W] \) of \( G \) is the greatest common divisor of the lengths of all its elementary critical cycles, or 1, if \( G[W] \) contains no cycles.
For two matrices $A, B \in \mathbb{Z}_{m \times m}$, we define the tropical product as $(A \boxtimes B)_{ij} = \min_{k=1}^{n} (a_{ik} + b_{kj})$. We define $A^0 = A$, and $A^{k+1} = A^k \boxtimes A$, for all $A \in \mathbb{Z}_{m \times m}$ and $k > 0$. Let $A \in \mathbb{Z}_{m \times m}$ be a square matrix, and $G$ be any weighted graph, such that $A$ is the incidence matrix of $G$. The sequence $\{A^k\}_{k=1}^\infty$ of tropical powers of $A$ gives the minimal weights of the paths of lengths $k = 1, 2, \ldots$ between any two vertices in $G$. The following theorem shows that any sequence of tropical matrix powers is periodic, and provides an accurate characterization of its period.

**Theorem 3 ([22]).** Let $A \in \mathbb{Z}_{m \times m}$ be a matrix, $G = (V, E, w)$ be a weighted graph whose incidence matrix is $A$, and $W_1, \ldots, W_n$ be the partition of $G$ in strongly connected components. The sequence $\{A^k\}_{k=1}^\infty$ is periodic, and its period is $\text{lcm}(c_1, \ldots, c_n)$, where $c_1, \ldots, c_n$ are the cyclicities of $W_1, \ldots, W_n$, respectively.

The above theorem does not give an estimate on the prefix of the sequence. Computing an upper bound on the prefix of a sequence of tropical matrix powers is the goal of Section 6.2.

### 6.2 Bounding the Prefix of a Sequence of Tropical Matrix Powers

Let $G = (V, E, w)$ be a weighted digraph. If $\sigma_1, \ldots, \sigma_{k+1}$ are paths, and $\lambda_1, \ldots, \lambda_k$ are pairwise distinct elementary cycles in $G$, the expression $\theta = \sigma_1 \lambda_1^\ast \sigma_2 \lambda_2^\ast \ldots \sigma_k \lambda_k^\ast \sigma_{k+1}$ is called a path scheme. If $\sum_{i=1}^{k+1} |\sigma_i| \leq \text{card}(V)^4$, we say that $\theta$ is biquadratic. A path scheme encodes the infinite set of paths $[\theta] = \{\sigma_1 \lambda_1^n, \sigma_2 \lambda_2^n, \ldots, \sigma_k \lambda_k^n, \sigma_{k+1} | n_1, \ldots, n_k \in \mathbb{N}\}$. First, we show that all minimal paths are captured by path schemes with numbers of loops which are at most quadratic in the size of the graph.

**Lemma 2.** Let $G = (V, E, w)$ be a weighted digraph and $\rho$ be a minimal path in $G$. Then there exists an equivalent path $\rho'$ and a path scheme $\theta = \sigma_1 \lambda_1^\ast \ldots \sigma_k \lambda_k^\ast \sigma_{k+1}$ in $G$, such that $\sigma_1, \ldots, \sigma_{k+1}$ are elementary acyclic paths, $k \leq \text{card}(V)^2$, and $\rho' \in [\theta]$.

**Proof:** For each vertex $v \in V$, we partition the set of elementary cycles that start and end in $v$, according to their length. The representative of each equivalence class is chosen to be a cycle of minimal weight in the class. Since the length of each elementary cycle is at most $\text{card}(V)$, there are at most $\text{card}(V)^2$ such equivalence classes.

Let $\rho$ be any minimal path in $G$. First, notice that $\rho$ can be factorized as:

$$\rho = \sigma_1 \lambda_1 \ldots \sigma_k \lambda_k \sigma_{k+1}$$

where $\sigma_1, \ldots, \sigma_{k+1}$ are elementary acyclic paths, and $\lambda_1, \ldots, \lambda_k$ are elementary cycles. This factorization can be achieved by a traversal of $\rho$ while collecting the vertices along the way in a set. The first vertex which is already in the set marks the first elementary cycle. Then we empty the set and continue until the entire path is traversed.

Next, we repeat the following two steps until nothing changes:

1. For all $i = 1, \ldots, k-1$ move all cycles $\lambda_j$, $j > i$, starting and ending with the same vertex as $\lambda_i$, next to $\lambda_i$, in the ascending order of their lengths. The result is a path $\rho'$ of the same length and weight as $\rho$.
2. Factorize any remaining non-elementary acyclic path $\sigma_i \sigma_{i+1} \ldots \sigma_{i+j}$ as in the previous.
The loop above is shown to terminate, since the sum of the lengths of the remaining acyclic paths decreases with every iteration. The result is a path of the same length and weight as \( \rho \), which starts and ends in the same vertices as \( \rho \), in which all elementary cycles of the same length are grouped together. Since \( \rho \) was supposed to be a minimal path, so is \( \rho' \), and moreover, all elementary cycles can be replaced by their equivalence class representatives, without changing neither the length, nor the weight of the path. The result is a path which belongs to a scheme with at most \( \text{card}(V)^2 \) cycles.

Second, for every minimal path in the graph, there exists an equivalent path which is captured by a biquadratic path scheme with one loop.

**Lemma 3.** Let \( G = (V,E,w) \) be a weighted digraph and \( \rho \) be a minimal path. Then there exists an equivalent path \( \rho' \) and a biquadratic path scheme \( \sigma.\lambda^*.\sigma' \), such that \( \rho' \in [\sigma.\lambda^*.\sigma'] \).

**Proof:** By Lemma 2, for any path \( \rho \) in \( G \) there exists a path scheme \( \theta = \sigma_1.\lambda_1^*.\sigma_2.\ldots.\sigma_k.\lambda_k^*.\sigma_{k+1} \), such that \( \sigma_1,\ldots,\sigma_{k+1} \) are acyclic and \( k \leq \text{card}(V)^2 \), and a path \( \rho' \), starting and ending in the same vertices as \( \rho \), of the same weight and length as \( \rho \), such that \( \rho' = \sigma_1.\lambda_1^{n_1}.\sigma_2.\ldots.\sigma_k.\lambda_k^{n_k}.\sigma_{k+1} \) for some \( n_1,\ldots,n_k \geq 0 \). Suppose that \( \lambda_i \) is a cycle with minimal average weight among all cycles in the scheme, i.e. \( \frac{w(\lambda_i)}{|\lambda_i|} \leq \frac{w(\lambda_j)}{|\lambda_j|} \), for all \( 1 \leq j \leq k \).

For each \( n_i \), there exist \( p_j \geq 0 \) and \( 0 \leq q_i < |\lambda_i| \), such that \( n_i = p_j.\lambda_i + q_i \). Let \( \rho'' \) be the path:

\[
\sigma_1.\lambda_1^{p_1}.\sigma_2.\ldots.\sigma_{i-1}.\lambda_i^{n_i+\sum_{j=1}^{i-1} p_j.|\lambda_j|+\sum_{j=i+1}^{k} p_j.|\lambda_j|}.\sigma_{i+1}.\ldots.\sigma_k.\lambda_k^{p_k}.\sigma_{k+1}
\]

It is easy to check that \( |\rho''| = |\rho'| \) and \( w(\rho'') = w(\rho') \), since \( \rho' \) is minimal.

Clearly \( \rho'' \) is captured by the path scheme \( \rho_1.\lambda_1^*.\rho_2 \), where \( \rho_1 = \sigma_1.\lambda_1^{p_1}.\sigma_2.\ldots.\sigma_{i-1} \) and \( \rho_2 = \sigma_i.\ldots.\sigma_k.\lambda_k^{p_k}.\sigma_{k+1} \). Since \( \sigma_1,\ldots,\sigma_k,\sigma_{k+1} \) are acyclic elementary paths, by Lemma 2, \( |\rho_1| < \text{card}(V) \). Also, since \( \lambda_1,\ldots,\lambda_k \) are elementary cycles, we have \( |\lambda_i| \leq \text{card}(V) \). Since \( q_i < |\lambda_i| \leq \text{card}(V), \) and \( k \leq \text{card}(V)^2 \), by Lemma 2, we have that

\[
|\rho_1.\rho_2| = (k+1) \cdot (\text{card}(V)-1) + k \cdot (\text{card}(V)) \cdot (\text{card}(V)-1)
\leq (\text{card}(V)^2+1) \cdot (\text{card}(V)-1) + \text{card}(V)^2 \cdot (\text{card}(V)) \cdot (\text{card}(V)-1)
= \text{card}(V)^4 - \text{card}(V)^2 + \text{card}(V) - 1
\leq \text{card}(V)^4
\]

Hence \( \rho_1.\lambda^*.\rho_2 \) is a biquadratic path scheme.

For any \( \ell \geq 0 \) and vertices \( u,v \in V \), let \( biqs(\ell,u,v) \) denote the set of all biquadratic path schemes \( \sigma.\lambda^*.\sigma' \), for which there exists a path \( \rho \in [\sigma.\lambda^*.\sigma'] \) of length \( |\rho| = \ell \) between \( u \) and \( v \). Also, let \( \text{min}_biqs(\ell,u,v) \) be the subset of \( biqs(\ell,u,v) \) consisting of minimal average weight path schemes i.e., \( \text{min}_biqs(\ell,u,v) = \{ \sigma.\lambda^*.\sigma' \in biqs(\ell,u,v) | \forall \tau.\eta^*.\eta' \in biqs(\ell,u,v) . \frac{w(\lambda)}{|\lambda|} \leq \frac{w(\eta)}{|\eta|} \} \).

**Proposition 2.** Given a weighted graph \( G = (V,E,w) \), for any integer \( \ell \geq \text{card}(V)^4 \) and vertices \( u,v \in V \), we have \( biqs(\ell,u,v) = biqs(\ell+k \cdot \text{lcm}(1,\ldots,\text{card}(V)),u,v) \), for all \( k \geq 0 \). Moreover, we have \( \text{min}_biqs(\ell,u,v) = \text{min}_biqs(\ell+k \cdot \text{lcm}(1,\ldots,\text{card}(V)),u,v) \), for all \( k \geq 0 \).

**Proof:** Let \( C = \text{lcm}(1,\ldots,\text{card}(V)) \) in rest of the proof. We prove that, for an arbitrary path scheme \( \theta \):

\[
\theta \in biqs(\ell+k \cdot C,u,v) \implies \theta \in biqs(\ell,u,v)
\]
for all \( k \geq 0 \) (the other direction is trivial). Let \( \theta = \sigma \lambda^* \sigma' \in \text{biqs}(\ell + k \cdot C, u, v) \) be a path scheme. Clearly,
\[
\ell + k \cdot C = |\sigma \sigma'| + p \cdot |\lambda|
\]
for some \( p \geq 0 \). Since \( \theta \) is biquadratic, then \(|\sigma \sigma'| \leq \text{card}(V)^4\). Since \( \ell \geq \text{card}(V)^4\), we obtain that:
\[
\ell \geq |\sigma \sigma'|
\]
As a consequence, \( p \cdot |\lambda| \geq k \cdot C \). Thus, \( p \geq \frac{k \cdot C}{|\lambda|} \) and hence \( p' = p - \frac{k \cdot C}{|\lambda|} \geq 0 \). Hence we can define a path \( \rho = \sigma \lambda^{p'} \sigma' \). We compute:
\[
|\rho| = |\sigma \sigma'| + p' \cdot |\lambda| = |\sigma \sigma'| + p \cdot |\lambda| - kC = \ell
\]
Thus, we have \( \theta \in \text{biqs}(\ell, u, v) \). For the second point, let \( L = \text{lcm}(1, \ldots, \text{card}(V)) \). We compute:
\[
\begin{align*}
\text{min}_{\text{biqs}}(\ell, u, v) &= \{ \sigma \lambda^* \sigma' \in \text{biqs}(\ell, u, v) \mid \forall \tau \eta^* \tau' \in \text{biqs}(\ell, u, v) \cdot \overline{w}(\lambda) \leq \overline{w}(\eta) \} \\
&= \{ \sigma \lambda^* \sigma' \in \text{biqs}(\ell + k \cdot C, u, v) \mid \forall \tau \eta^* \tau' \in \text{biqs}(\ell + k \cdot C, u, v) \cdot \overline{w}(\lambda) \leq \overline{w}(\eta) \} \\
&= \text{min}_{\text{biqs}}(\ell + k \cdot C, u, v)
\end{align*}
\]

The following lemma shows that, for a sufficiently long minimal path, there exists an equivalent path which follows a biquadratic path scheme which moreover, has minimal average weight among all possible path schemes for that length.

**Lemma 4.** Let \( G = (V, E, w) \) be a weighted digraph, and \( u, v \in V \) be two vertices. Then for every minimal path \( \rho \) from \( u \) to \( v \), such that \(|\rho| > \max(\text{card}(V), 4 \cdot \mu(G) \cdot \text{card}(V)^6)\), there exists an equivalent path \( \rho' \), and a minimal average weight biquadratic path scheme \( \sigma \lambda^{t} \sigma' \in \text{biqs}(\ell, u, v) \), such that \( \rho' \in \llbracket \sigma \lambda^{t} \sigma' \rrbracket \).

**Proof:** First we consider the case \( \mu(G) = 0 \). In this case \( \max(\text{card}(V), 4 \cdot \mu(G) \cdot \text{card}(V)^6) = \text{card}(V) > 0 \), and any path \( \rho \) of length \(|\rho| > \text{card}(V) \) has a cyclic subpath. Since \( \mu(G) = 0 \), all paths in \( G \) have zero weight, hence \( \rho \) is minimal. By Lemma 3, there exists an equivalent path \( \rho' \) which is captured by a biquadratic path scheme \( \sigma \lambda^* \sigma' \) of zero weight.

Back to the case \( \mu(G) > 0 \), we have \( \max(\text{card}(V), 4 \cdot \mu(G) \cdot \text{card}(V)^6) = 4 \cdot \mu(G) \cdot \text{card}(V)^6 \). By Lemma 3, for every minimal path \( \rho \) of length \( L \), there exists an equivalent path \( \rho' \) which is captured by at least one biquadratic path scheme from \( \text{biqs}(L, u, v) \). We will show that if \( L \geq 4 \cdot \mu(G) \cdot \text{card}(V)^6 \), the cycle in this path scheme must have minimal average weight among all cycles of all path schemes in \( \text{biqs}(L, u, v) \).

Let \( \sigma_i \lambda^* \sigma'_i, \sigma_j \lambda^* \sigma'_j \in \text{biqs}(L, u, v) \) be two path schemes such that \( \rho_i = \sigma_i \lambda^{b_i} \sigma'_i \) and \( \rho_j = \sigma_j \lambda^{b_j} \sigma'_j \) are two paths of length \( L \), between the same vertices, for some
First, we compute:

\[
b_i = \frac{L - |\sigma_i, \sigma'_i|}{\lambda_i}, \\
b_j = \frac{L - |\sigma_j, \sigma'_j|}{\lambda_j}, \\
w(p_i) = w(\sigma_i, \sigma'_i) + \frac{L - |\sigma_i, \sigma'_i|}{\lambda_i} \cdot w(\lambda_i), \\
w(p_j) = w(\sigma_j, \sigma'_j) + \frac{L - |\sigma_j, \sigma'_j|}{\lambda_j} \cdot w(\lambda_j).
\]

Assume w.l.o.g that \(\overline{w}(\lambda_i) < \overline{w}(\lambda_j)\). We compute:

\[
w(p_j) \leq w(p_j) \text{ IFF } w(\sigma, \sigma') + \frac{L - |\sigma, \sigma'|}{\lambda} \leq w(\sigma_j, \sigma'_j) + \frac{L - |\sigma_j, \sigma'_j|}{\lambda_j} \cdot w(\lambda_j) \\
\text{ IFF } \frac{|\lambda| - w(\sigma, \sigma') + |\lambda| \cdot |\sigma, \sigma'| \cdot w(\lambda)}{w(\lambda_j) - w(\lambda)} \leq L
\]

(7)

Since \(w(\lambda_j) \cdot |\lambda| - w(\lambda_i) \cdot |\lambda| > 0\) and since \(w(\lambda_i), w(\lambda_j), |\lambda_i|, |\lambda_j| \in \mathbb{Z}\), we have that \(w(\lambda_j) \cdot |\lambda| - w(\lambda_i) \cdot |\lambda| \geq 1\). By Lemma 3, we have \(|\sigma, \sigma'|, |\sigma_j, \sigma'_j| \leq \text{card}(V)^4\), and moreover, for any path \(\pi\), \(w(\pi) \leq |\pi| \cdot \mu(G)\). Since \(1 \leq |\lambda_i|, |\lambda_j| \leq \text{card}(V)\), we compute:

\[
|\lambda_i| \cdot |\lambda_j| \cdot \frac{|w(\sigma, \sigma')| - |w(\sigma_j, \sigma'_j)| + |\lambda| \cdot |\sigma, \sigma'| \cdot w(\lambda)}{w(\lambda_j) - w(\lambda)} \leq |\lambda_i| \cdot |\lambda_j| \cdot (w(\sigma, \sigma') - w(\sigma_j, \sigma'_j)) + |\lambda_i| \cdot |\sigma, \sigma'| \cdot w(\lambda) \\
\leq 4 \cdot \mu(G) \cdot \text{card}(V)^6
\]

Combining this with Equation (7), we infer that if \(\overline{w}(\lambda_i) < \overline{w}(\lambda_j)\) and \(4 \cdot \mu(G) \cdot \text{card}(V)^6 \leq L\), then \(w(p_j) \leq w(p_j)\). Therefore, a minimal path of length greater than \(4 \cdot \mu(G) \cdot \text{card}(V)^6\) must follow a biquadratic path scheme, whose cycle has minimal average weight, among all possible path schemes, which could be followed by that path.

Let \(\text{min-weight}(\ell, u, v) \in \mathbb{Z}_{\text{min}}\) denote the minimal weight among all paths of length \(\ell\) between \(u\) and \(v\), or \(\infty\) if no such path exists. The following lemma is crucial in proving the main result of this section:

**Lemma 5.** Let \(G = (V, E, w)\) be a weighted graph and \(u, v \in V\) be two vertices. Then the sequence \(\{\text{min-weight}(\ell, u, v)\}_{\ell=1}^{\infty}\) is periodic, with prefix at most \(\max(\text{card}(V)^4, 4 \cdot \mu(G) \cdot \text{card}(V)^6)\).

**Proof:** It is sufficient to show that, there exists an integer \(c > 0\) such that, for any \(\ell > \max(\text{card}(V)^4, 4 \cdot \mu(G) \cdot \text{card}(V)^6)\), there exists \(\lambda \in \mathbb{Z}_{\text{min}}\) such that \(\text{min-weight}(\ell + (k + 1)c, u, v) = \Lambda + \text{min-weight}(\ell + kc, u, v)\), for all \(k \geq 0\). Let \(c = \text{lcm}(1, \ldots, \text{card}(V))\). By Prop. 2 is that \(\text{min-biqs}(\ell, u, v) = \text{min-biqs}(\ell + kc, u, v)\), for all \(k \geq 0\).

We distinguish two cases. First, \(\text{min-weight}(\ell + kc, u, v) = \infty\), i.e. \(\text{min-biqs}(\ell + kc, u, v) = \infty\), and therefore we obtain \(\text{min-weight}(\ell + (k + 1)c, u, v) = \infty\). Second, suppose that \(\text{min-weight}(\ell + kc, u, v) < \infty\). Then there exists a minimal path \(p\) between \(u\) and \(v\) such that \(|p| = \ell + kc > \max(\text{card}(V)^4, 4 \cdot \mu(G) \cdot \text{card}(V)^6)\). By Lemma 4, there exists an equivalent path \(p'\) and a biquadratic path scheme \(\sigma \cdot \lambda^b \cdot \pi \cdot \sigma'\). We will show that \(p''\) is minimal. For, if this is the case, then \(|p''| = |p| + c\) and \(w(p'') = w(p) + c \cdot \overline{w}(\lambda)\) i.e., \(\text{min-weight}(\ell + kc, u, v) = \infty\) and \(\overline{w}(\lambda_i) < \overline{w}(\lambda_j)\). Therefore, a minimal path of length greater than \(4 \cdot \mu(G) \cdot \text{card}(V)^6\) must follow a biquadratic path scheme, whose cycle has minimal average weight, among all possible path schemes, which could be followed by that path.
\( \text{min}_\text{weight}(\ell + (k + 1)c, u, v) + c \cdot \overline{w}(\lambda) \). Since \( \overline{w}(\lambda) \) is the common average weight of all path schemes in \( \text{min}_\text{biqs}(\ell + kc, u, v) = \text{min}_\text{biqs}(\ell + k'c, u, v) \), for any \( k, k' \geq 0 \), the choice of \( \Lambda = c \cdot \overline{w}(\lambda) \) does not depend on the particular value of \( k \).

To show that \( \mathbf{p}' \) is indeed minimal, suppose it is not, and let \( \mathbf{p}'' \) be a minimal path of length \( |\mathbf{p}''| = \ell + (k + 1)c \) that satisfies \( \max (\text{card}(V))^4 \cdot 4 \cdot \mu(G) \cdot \text{card}(V)^{\theta} \). By Theorem 4, there exists an equivalent path \( \mathbf{p}' \) and a biquadratic path scheme \( \tau \mathbf{p}' \mathbf{p}' \in \text{min}_\text{biqs}(\ell + kc, u, v) \) (by Prop. 2) such that \( \mathbf{p}' = \tau \mathbf{p}' \mathbf{p}' \), for some \( d \geq 0 \).

We define the path \( \mathbf{p} = \tau \mathbf{p}' \mathbf{p}' \mathbf{p}' \), of length \( \ell + kc \). We have the following relations:

\[
\begin{align*}
\mathbf{p} &= \sigma' \sigma' \sigma' \mathbf{p}'' = \sigma' \lambda^{b + \pi} \mathbf{p}'' \quad w(\mathbf{p}) \leq w(\mathbf{p}) \quad w(\mathbf{p}) > w(\mathbf{p}) \\
\mathbf{p} &= \tau \eta^{d - \pi} \cdot \pi' \quad |\mathbf{p}| = |\mathbf{p}| \quad |\mathbf{p}| = |\mathbf{p}|
\end{align*}
\]

Since \( \overline{w}(\lambda) = \overline{w}(\eta) \), we infer that

\[
w(\mathbf{p}) = w(\mathbf{p}) + c = w(\mathbf{p}) + c = w(\mathbf{p}) + c = w(\mathbf{p}) - w(\mathbf{p}) \quad (8)
\]

Also, \( w(\mathbf{p}) \leq w(\mathbf{p}) \) and \( w(\mathbf{p}) < w(\mathbf{p}) \) implies that \( w(\mathbf{p}) < w(\mathbf{p}) \) which contradicts Equation (8).

The following theorem summarizes the main result of this section, completing the evaluation of the period of a sequence of tropical powers (Theorem 3) with an upper bound on its prefix:

**Theorem 4.** Given a matrix \( A \in \mathbb{Z}^{m \times m} \), the sequence \( \{A_k\}_{k=1}^\infty \) is periodic with prefix at most \( \max(m^4, 4 \cdot M \cdot m^6) \), where \( M = \max\{\text{abs}(A_{ij}) \mid 1 \leq i, j \leq m, A_{ij} < \infty\} \).

**Proof:** Let \( G \) be the weighted graph whose incidence matrix is \( A \). Clearly, \( M = \mu(G) \), and \( (A_k)_{ij} = \text{min}_\text{weight}(\ell, i, j) \), for each \( \ell > 0 \) and \( 1 \leq i, j \leq m \). Since the prefix of the sequence \( \{A_k\}_{k=1}^\infty \) is the maximum of the prefixes of \( \{A_k\}_{k=1}^\infty \), and each of the latter prefixes is at most \( \max(m^4, 4 \cdot M \cdot m^6) \) (by Lemma 5), the conclusion follows. \( \square \)

## 7 Difference Bounds Relations

In the rest of this section, let \( x = \{x_1, x_2, \ldots, x_N\} \) be a set of variables ranging over \( \mathbb{Z} \).

**Definition 7.** A formula \( \phi(x) \) is a difference bounds constraint if it is a finite conjunction of atomic propositions of the form \( x_i - x_j \leq \alpha_{ij} \), \( 1 \leq i, j \leq N, i \neq j \), where \( \alpha_{ij} \in \mathbb{Z} \).

A relation \( R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N \) is a difference bounds relation if it can be defined by a difference bounds constraint \( \phi_R(x, x') \). The class of difference bounds relations is denoted by \( \mathcal{R}_{\text{DB}} \).

Difference bounds constraints are represented either as matrices or as graphs. If \( \phi(x) \) is a difference bounds constraint, then a difference bounds matrix (DBM) representing \( \phi \) is an \( N \times N \) matrix \( M_\phi \) such that \( (M_\phi)_{ij} = \alpha_{ij} \) if \( x_i - x_j \leq \alpha_{ij} \in \text{Atom}(\phi) \), \( (M_\phi)_{ii} = 0 \), and \( (M_\phi)_{ij} = \infty \), otherwise (Fig. 1b). The constraint graph \( G_\phi = (x, \rightarrow) \) is a weighted graph, where each vertex corresponds to a variable, and there is an edge \( x_i \rightarrow x_j \) in \( G_\phi \) if and only if there exists a constraint \( x_i - x_j \leq \alpha_{ij} \) in \( \phi \) (Fig. 1a). If \( R \) is a difference bounds relation defined by the difference bounds constraint \( \phi_R(x, x') \), the folded graph of \( R \) is
the graph $G_R' = (x, \xrightarrow{\sigma} x')$, which has an edge $x_i \xrightarrow{\sigma} x_j$ whenever either $x_i \xrightarrow{a} x_j$, $x_i \xrightarrow{a} x'_j$, $x'_i \xrightarrow{a} x_j$, or $x'_i \xrightarrow{a} x'_j$ in $G_R$ (Fig. 1c). For any two variables $x_i, x_j \in x$, we write $x_i \sim_R x_j$ whenever $x_i$ and $x_j$ belong to the same SCC of $G_R'$. Clearly, $M_\phi$ is the incidence matrix of $G_\phi$. If $M \in \mathbb{Z}^{N \times N}$ is a DBM, we define:\n
\begin{align*}
\Phi_M^{uu} &\equiv \bigwedge_{M_{ij} < x} x_i - x_j \leq M_{ij} & \Phi_M^{up} &\equiv \bigwedge_{M_{ij} < x} x'_i - x_j \leq M_{ij} \\
\Phi_M^{pu} &\equiv \bigwedge_{M_{ij} < x} x_i - x'_j \leq M_{ij} & \Phi_M^{pp} &\equiv \bigwedge_{M_{ij} < x} x'_i - x'_j \leq M_{ij}
\end{align*}

A DBM $M$ is said to be consistent if and only if $\Phi_M^{uu}$ is consistent. For a consistent difference bounds constraint $\phi$, let $\phi^*$ denote its closure i.e., the unique difference bounds constraint containing explicitly all the implied constraints of $\phi$. It is well known that difference bounds constraints have quantifier elimination\(^8\), and are thus closed under relational composition.

**Proposition 3.** Let $\phi$ and $\phi_1, \phi_2$ be difference bounds constraints, $\phi_1$ and $\phi_2$ are consistent, $G_\phi$ be the constraint graph of $\phi$ and $G_\phi^{(b)}$, $G_\phi^{(c)}$ be the constraint graphs of the closures of $\phi_1$, $\phi_2$, respectively. Then, the following hold:

- $\phi$ is consistent if and only if $G_\phi$ does not contain an elementary negative weight cycle
- $\phi_1 \iff \phi_2$ if and only if $G_{\phi_1} = G_{\phi_2}$.

**Proof:** See e.g. [12], §25.5. \(\square\)
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Fig. 1: Let $R(x_1, x_2, x'_1, x'_2) : x_1 - x'_1 \leq 1 \land x_1 - x'_2 \leq -1 \land x_2 - x'_1 \leq -2 \land x_2 - x'_2 \leq 2$ be a difference bounds relation. (a) shows the graph representation $G_R$, (b) the closed DBM representation of $R$, and (c) the folded graph of $G_R$, where $x_1 \sim_R x_2$. (d) shows several odd forward z-paths: $\pi_1$ (essential and repeating), $\pi_2$ (repeating), $\pi_3$ (essential) and $\pi_4 = \pi_3 \pi_1$ (neither essential nor repeating).

**Lemma 6.** The class $\mathcal{R}_DB$ is poly-logarithmic.

**Proof:** Let $R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N$ be a difference bounds relation, $x = \{x_1, \ldots, x_N\}$ be the set of variables in its arithmetic representation, and let $G_R$ be its corresponding constraint

\(^8\) The superscripts $u$ and $p$ stand for unprimed and primed, respectively.

\(^9\) The quantifier elimination procedure relies on the classical Floyd-Warshall closure algorithm.
graph. We assume w.l.o.g. that each variable in \( x \) occurs in at least one atomic proposition of the form \( x - y \leq c \), in each arithmetic formula defining \( R \) (otherwise we need not consider that variable in \( x \)). Hence we have:

\[
N \leq 2 \cdot \|R\|_2
\]  

(9)

We denote by \( G_R^m \) the \( m \)-times unfolding of \( G_R \), formally the graph with vertices \( x^{(0)}, \ldots, x^{(k)} \), where \( x^{(i)} = \{x^{(i)} \mid x \in x\} \), and the subgraph composed of the edges between \( x^{(i)} \) and \( x^{(i+1)} \) is an isomorphic copy of \( G_R \), for all \( i = 0, \ldots, m - 1 \). Then the \( m \)-th power of \( R \) is the difference bounds relation:

\[
R^m \iff \bigwedge_{1 \leq i,j \leq N} x_i - x_j \leq \min\{x_i^{(0)} \rightarrow x_j^{(0)}\} \land x_i' - x_j' \leq \min\{x_i^{(m)} \rightarrow x_j^{(m)}\}
\]

where \( \min\{x_i^{(p)} \rightarrow x_j^{(q)}\} \) denotes the minimal weight among all paths between the extremal vertices \( x_i^{(p)} \) and \( x_j^{(q)} \) in \( G_R^m \), for \( p, q \in \{0, m\} \). Since any such minimal path does not visit any vertex twice, we have \( \min\{x_i^{(p)} \rightarrow x_j^{(q)}\} \leq N \cdot (m + 1) \cdot \nabla(R) \), for all \( i, j \in \{1, \ldots, N\} \) and \( p, q \in \{0, m\} \). We compute:

\[
\|R^m\|_2 \leq 4N^2 \cdot \log_2(N \cdot (m + 1) \cdot \nabla(R))
\]

\[
\leq 16\|R\|_2 \cdot \left(\log_2\|R\|_2 + \log_2(m + 1) + \log_2 \nabla(R)\right) \text{ by (9)}
\]

\[
= O(\|R\|_2^2 \cdot \log_2 m) \text{ by Prop. 1.}
\]

The second point of Def. 5 follows by observing that the composition of two difference bounds relations \( P, Q \in \mathbb{Z}^N \times \mathbb{Z}^N \) is computed by the Floyd-Warshall algorithm in \( (3N)^3 \) steps. Since the maximal values occurring during this computation are less than \( 3N \cdot (\nabla(P) + \nabla(Q)) \), and the operations at each step can be performed in \( \log_2 N + \log_2(\nabla(P) + \nabla(Q)) \leq \log_2 N + \log_2 \nabla(P) + \log_2 \nabla(Q) \), the entire computation takes \( O((\|P\|_2 + \|Q\|_2)^4) \) time. \( \Box \)

### 7.1 Zigzag Automata

Zigzag automata have been used in the proof of Presburger definability of transitive closures [9], and of periodicity [8], for difference bounds and octagonal relations. They are needed here for showing that difference bounds relations are exponential (Def. 6). Let \( R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N \) be a difference bounds relation, \( G_R \) be the constraint graph of \( R \), and \( \Sigma_R = G_R^\infty \) be the set of subgraphs of \( G_R \). A word of length \( n \geq 0 \) over \( \Sigma_R \) is a mapping \( \gamma : [n] \rightarrow \Sigma_R \). The notion of finite words over \( \Sigma_R \) extends naturally to infinite words \( \gamma : \mathbb{N} \rightarrow \Sigma_R \), and to bi-infinite words \( \gamma : \mathbb{Z} \rightarrow \Sigma_R \). The concatenation of two finite words \( \gamma : [n] \rightarrow \Sigma_R \) and \( \gamma' : [m] \rightarrow \Sigma_R \) is a word \( \gamma \cdot \gamma' : [n + m] \rightarrow \Sigma_R \), defined as \( \gamma(i) \cdot \gamma'(i) = \gamma(i) \cdot \gamma'(i - n) \), for all \( 0 \leq i < n \). The set of finite words is denoted \( \Sigma_R^* \). For a finite word \( \gamma : [n] \rightarrow \Sigma_R \), we denote by \( \gamma^i \) its infinite iteration, and by \( \alpha^i \gamma \) its bi-infinite iteration, i.e. \( \gamma^i[i] = \gamma[i \mod n] \), for all \( i \in \mathbb{N} \), and \( \alpha^i \gamma[i] = \gamma[i \mod n] \).
for all \( i \in \mathbb{Z} \). Alternatively, a word \( \gamma \) is represented as a graph\(^{10} \) with vertices \( \bigcup_{i=0}^{n} x^{(i)} \), where \( x^{(i)} = \{ x^{(i)} \mid x \in x \} \) and edges:

- \( x^{(i)}_k \xrightarrow{\alpha} x^{(i+1)}_l \) if and only if \( x^{(i)}_k \xrightarrow{\alpha} x^{(i)}_l \) in \( \gamma(i) \)
- \( x^{(i+1)}_k \xrightarrow{\alpha} x^{(i)}_l \) if and only if \( x^{(i+1)}_k \xrightarrow{\alpha} x^{(i)}_l \) in \( \gamma(i) \)

for all \( 1 \leq k, \ell \leq N \) and for all \( 0 \leq i < n \).

**Definition 8.** A finite word \( \gamma : [n] \to \Sigma_R \) is said to be valid if and only if, for all \( 1 \leq k \leq N \):

- each vertex \( x^{(i)}_k \) in \( \gamma \) has in-degree and out-degree at most one, for all \( i \in [n] \)
- each vertex \( x^{(i)}_k \) in \( \gamma \) has equal in-degree and has out-degree, for all \( i \in [n-1] \setminus \{0\} \)

This notion of validity extends from finite to infinite and bi-infinite words.

Given a difference bounds relation \( R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N \), the set of valid finite words in \( \Sigma_R \) is recognizable by a finite weighted automaton, called a zigzag automaton in the following. Let \( T_R = (Q, \Delta, \omega) \) be a weighted graph\(^{11} \), called the transition table of the zigzag automata over \( \Sigma_R \), where \( Q = \{ \ell, r, \ell r, r \ell, \perp \}^N \) is a set of states, \( \Delta : Q \times \Sigma_R \to Q \) is a transition mapping, and \( \omega : \Sigma_R \to \mathbb{Z}_m \) is a weight function. Intuitively, a state \( \mathbf{q} = (\mathbf{q}_1, \ldots, \mathbf{q}_N) \in Q \) describes a vertical cut in a word, as follows: \( \mathbf{q}_{i0} = \ell \) (\( \mathbf{q}_{i0} = r \)) if there is a path in the word which traverses the cut at position \( i \) from right to left (left to right), \( \mathbf{q}_{i0} = \ell r \) (\( \mathbf{q}_{i0} = r \ell \)) if there is a path from the left (right), which bounces to the left (right) at position \( i \), and \( \mathbf{q}_{i0} = \perp \) if the word does not intersect with the cut at position \( i \), for each \( i = 1, \ldots, N \) (see Fig. 2 (c) for an intuitive example). The transition function \( \Delta \) ensures that the (local) validity condition is met. More precisely, each path \( \rho : \mathbf{q}_0 \xrightarrow{\ell} \mathbf{q}_1 \xrightarrow{\ell r} \cdots \xrightarrow{\ell r} \mathbf{q}_k \) in \( T_R \), between two arbitrary states \( \mathbf{q}_0, \mathbf{q}_k \in Q \), recognizes a valid word denoted as \( G_\rho = \gamma_1 \cdots \gamma_k \). The weight \( \omega(G) \) of a graph \( G \in \Sigma_R \) is the sum of the weights of its edges, and the weight of a path is \( \omega(\rho) = \sum_{i=1}^{k} \omega(G_i) \). Finally, a zigzag automaton is a tuple \( A = (T_R, I, F) \), where \( I, F \subseteq Q \) are sets of initial and final states, respectively. We denote the language of \( A \) as \( L(A) = \{ G_\rho \mid \mathbf{q}_i \xrightarrow{\rho} \mathbf{q}_f, \mathbf{q}_i \in I, \mathbf{q}_f \in F \} \). A detailed definition of zigzag automata can be found in [9]. For the purposes of the upcoming developments, we rely on the example in Fig. 2 to give the necessary intuition.

**Remark 1.** The transition table \( T_R = (Q, \Delta, \omega) \) of a difference bounds relation \( R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N \) has at most \( 5^N \) vertices, since \( Q = \{ \ell, r, \ell r, r \ell, \perp \}^N \) is a possible representation of the set of states [9].

\(^{10}\) We assume w.l.o.g. that \( G_R \) is a bipartite graph, obtained by replacing all constraints of the form \( x - y \leq \alpha \) by \( x - t - y \leq \alpha \) and all constraints of the form \( x' - y' \leq \alpha \) by \( x' - t - y \leq \alpha \), for some fresh variables \( t, t' \notin \text{FV}(R) \).

\(^{11}\) For reasons of presentation, we differ slightly from the definition of a weighted graph given in the previous section – here the weight of an edge is associated with the symbol labeling that edge.
7.2 Paths Recognizable by Zigzag Automata

This section studies the paths that occur within the words recognizable by zigzag automata. Consider the bi-infinite unfolding \( a_G^R \) of \( G_R \). A finite path \( \rho : x_{i}^{(j_1)} \xrightarrow{\alpha_1} x_{i}^{(j_2)} \xrightarrow{\alpha_2} \ldots x_{i}^{(j_{k-1})} \xrightarrow{\alpha_{k-1}} x_{i}^{(j_k)} \) in \( a_G^R \), for \( j_1, \ldots, j_k \in \mathbb{Z} \) is said to be a z-path (see Fig. 1d or Fig. 2 (c) for examples of z-paths) whenever, for all \( 1 \leq p < q \leq k \), \( \alpha_p = \iota_q \) and \( \alpha_p = \jmath_q \) only if \( p = 1 \) and \( q = k \). We say that a variable \( x_i \) occurs on \( \rho \) at position \( j_i \), for all \( 1 \leq s \leq k \).

An odd forward (backward) z-path is said to be odd if \( j_1 \neq j_k \) and even otherwise. For instance, in Fig. 2 (c), the z-path \( x_1^{(1)} \rightarrow x_2^{(2)} \rightarrow x_3^{(3)} \rightarrow x_4^{(2)} \rightarrow x_5^{(1)} \xrightarrow{-1} x_1^{(2)} \) is an odd z-path, while \( x_1^{(1)} \rightarrow x_2^{(2)} \rightarrow x_3^{(3)} \rightarrow x_4^{(2)} \rightarrow x_5^{(1)} \) is an even z-path.

We denote by \( |\rho| = \text{abs}(j_k - j_1) \) its relative length, by \( w(\rho) = \sum_{i=1}^{k-1} \alpha_i \) its weight, and by \( \overline{w}(\rho) = \frac{w(\rho)}{|\rho|} \) its relative weight. We write \( \text{vars}(\rho) \) for the set \( \{x_{i_1}, \ldots, x_{i_q}\} \) of variables occurring within \( \rho \), called the support set of \( \rho \).

An even z-path is said to be forward if \( j_1 = j_k = \min(j_1, \ldots, j_k) \) and backward if \( j_1 = j_k = \max(j_1, \ldots, j_k) \). An even z-path is said to be fitting if it is either forward or backward. An odd z-path is said to be forward if \( j_1 < j_k \) and backward if \( j_1 > j_k \).

An odd forward (backward) z-path is said to be fitting if \( j_1 = \min(j_1, \ldots, j_k) \) and \( j_k = \max(j_1, \ldots, j_k) \) (\( j_1 = \max(j_1, \ldots, j_k) \) and \( j_k = \min(j_1, \ldots, j_k) \)). For instance, in Fig. 2 (c), the odd forward z-path \( x_1^{(1)} \rightarrow x_2^{(2)} \rightarrow x_3^{(3)} \rightarrow x_4^{(2)} \rightarrow x_5^{(1)} \xrightarrow{-1} x_1^{(2)} \) is not fitting, while the odd forward z-path \( x_1^{(0)} \rightarrow \ldots \rightarrow x_7^{(17)} \) is fitting.

We say that a fitting z-path \( \rho \) is encoded by a word \( G \), if and only if \( G \) consists of nothing but \( \rho \) and several z-cycles not intersecting with \( \rho \). Observe that every fitting even (odd) z-path is encoded by a valid word \( G_1 \cdot \ldots \cdot G_k \in \Sigma_R^* \), such that the z-path traverses each \( G_i \) an even (odd) number of times. Let \( \text{Enc}(G) \) be the set consisting of the single acyclic z-path encoded by \( G \), or the empty set, if \( G \) does not contain exactly one acyclic path. Let \( \text{Enc}(\mathcal{L}) = \bigcup_{G \in \mathcal{L}} \text{Enc}(G) \) for any set of words \( \mathcal{L} \subseteq \Sigma_R^* \). For instance, in Fig. 2 (c), the valid word \( \gamma_0 \gamma_1 \gamma_2 \gamma_3 \gamma_4 \gamma_5 \gamma_6 \gamma_7 \gamma_8 \gamma_9 \gamma_10 \gamma_11 \gamma_12 \gamma_13 \gamma_14 \) encodes the z-path \( x_1^{(0)} \rightarrow \ldots \rightarrow x_7^{(17)} \).

**Theorem 5 ([9]).** Let \( R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N \) be a \( * \)-consistent difference bounds relation, \( x = \{x_1, \ldots, x_N\} \) be the set of variables used in its definition, and \( G_R \) be its corresponding constraint graph. Then, for every \( x_i, x_j \in x \) there exist zigzag automata\(^{12}\) \( A_i^j = (T_R, I_i^j, F_i^j) \), \( \bullet \in \{e f, e b, o f, o b\} \), where \( T_R = (Q, \Delta, \omega) \), such that \( \text{Enc}(\mathcal{L}(A_i^j)) \) are the sets of fitting even/odd, forward/backward z-paths, starting with \( x_i^{(k)} \) and ending with \( x_j^{(l)} \), respectively, for some \( k, l \in \mathbb{Z} \). Moreover, for each fitting z-path \( \rho \), \( \omega(\rho) = \min\{\omega(\gamma) \mid \gamma \in \mathcal{L}(A_i^j) \cup \mathcal{L}(A_i^j) \cup \mathcal{L}(A_i^j) \cup \mathcal{L}(A_i^j), \rho \in \text{Enc}(\gamma)\} \).

\(^{12}\) Superscripts \( e f, e b, o f \) and \( o b \) stand for even forward, even backward, odd forward and odd backward, respectively.
7.3 The Complexity of Acceleration for Difference Bounds Relations

In this section, we prove that difference bounds constraints induce a periodic exponential class of relations (Def. 6). First, we recall that difference bounds relations are periodic (Def. 3) [8]. If \( R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N \) is a difference bounds relation, let \( \sigma(R) \equiv M_R \) and, for each \( M \in \mathbb{Z}^N \times \mathbb{Z}^N \), let \( M_M^\bullet, M_M^\bullet, M_M^\bullet \in \mathbb{Z}^N \times \mathbb{N} \) denote its top-left, bottom-left, top-right and bottom-right corners, respectively. Intuitively, \( M_M^\bullet \) captures constraints of the forms \( x_i = x_j \leq c, x_i - x_j \leq c, x_i - x_j \leq c \) and \( x_i' - x_j' \leq c \), respectively (see Fig. 1b). We define \( \rho(M) \equiv \Phi_M^\bullet \wedge \Phi_M^\bullet \wedge \Phi_M^\bullet \wedge \Phi_M^\bullet \). Analogously, if \( M \in \mathbb{Z}[k]^{2N \times 2N} \) is a matrix of univariate linear terms in \( k \), \( \pi(M)(k, x, x') \) is defined in the same way as above.

With these definitions, it was shown in [8], that the class of difference bounds relations is periodic (Def. 3). The reason is that the sequence of difference bounds matrices \( \{M_R^\bullet \}_{\ell=1}^\infty \) corresponding to the powers of a relation \( R \) is a pointwise projection of the sequence of tropical powers \( \{M_R^\bullet \}_{\ell=1}^\infty \) of the incidence matrix \( M_R \), of the transition table \( T_R \). By Thm. 3, any sequence of tropical powers of a matrix is periodic, which entails the periodicity of the difference bounds relation \( R \). Recall that the number of vertices in \( T_R \) is \( 5^N = 2^{O(N)} \). Consequently, the prefix of a difference bounds relation can be bounded using Thm. 4:

**Lemma 7.** The prefix of a difference bounds relation \( R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N \) is \( \nabla(R) \cdot 2^{O(N)} \).

**Proof:** We consider first the case where \( R \) is a \( \ast \)-consistent relation. In this case, the prefix of \( R \) is bounded by the prefix of the sequence \( \{M_R^\bullet \}_{\ell=1}^\infty \), where \( M_R \) is the incidence matrix of the transition table \( T_R \) of the zigzag automata for \( R \). The size of this table is \( m \leq 5^N \). Let \( M_R \in \mathbb{Z}^{m \times m} \) be the incidence matrix of \( T_R \). Let \( M = \max\{\text{abs}((M_R)_{ij}) \mid 1 \leq i, j \leq m\} \) be the constant from Thm. 4. Then the prefix of \( R \) is bounded by \( \max(m^4, 4 \cdot M \cdot m^3) \leq \nabla(R) \cdot 5^N = \nabla(R) \cdot 2^{O(N)} \), by Thm. 4.

Assume now that \( R \) is not \( \ast \)-consistent, i.e. there exist \( b > 0 \) such that \( R^b \) is consistent and, for any \( \ell > b, R^\ell \) is not consistent. By Prop. 3, for each \( \ell > b, G_R^\ell \), contains a z-cycle of negative weight. By Thm. 5, this z-cycle is encoded by a minimal run \( \rho \) in a zigzag automaton \( A_{\rho}^\ell \), where \( |\rho| = \ell \). By Lemma 3, there exists a biquadratic path scheme \( \sigma, \lambda, \sigma' \) (i.e. \( \sigma, \lambda, \sigma' \leq 5^N \)) in \( T_R \) such that \( \rho = \sigma, \lambda, \sigma', \) for some \( k \). It must be the case that \( w(\lambda) < 0 \), or else \( \sigma, \lambda, \sigma' \) could not encode a negative weight z-cycle, for infinitely many \( k \) \( \geq 0 \). Moreover, \( |\lambda| \leq 5^N \), since \( \lambda \) is an elementary cycle. Since \( w(\rho) = w(\sigma, \sigma') + k \cdot w(\lambda) < 0 \), we have:

\[
    k > \frac{w(\sigma, \sigma')}{-w(\lambda)} \geq w(\sigma, \sigma')
\]

since \( -w(\lambda) > 0 \) and \( w(\lambda) \in \mathbb{Z} \), we have \( -w(\lambda) \geq 1 \). Hence for each \( k > \nabla(R) \cdot 5^N \), we have \( w(\sigma, \lambda, \sigma') < 0 \). Since \( \ell = |\sigma, \sigma'| + k \cdot |\lambda| \), we obtain that for each \( \ell > 5^N + \nabla(R) \cdot 5^N \cdot 5^N \), \( w(\rho) < 0 \), i.e. \( R^{b} \) is inconsistent. Consequently, it must be the case that \( b \leq \nabla(R) \cdot 5^N = \nabla(R) \cdot 2^{O(N)} \).

A preliminary estimation of the upper bound of the period of a difference bounds relation \( R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N \) can be already done using Thm. 3. Since the size of the transition table \( T_R \) of the zigzag automata for \( R \) is bounded by \( 5^N \), by definition, the cyclicity of any SCC of \( T_R \) is at most \( 5^N \), hence, by Thm. 3, the period is bounded by \( lcm(1, \ldots, 5^N) \).

Applying the following lemma, one shows immediately that the period is \( 2^{2^{O(N)}} \).
Lemma 8. For each \( n \geq 1 \), \( \text{lcm}(1, \ldots, n) = 2^{O(n)} \).

Proof: We know that \( \text{lcm}(1, \ldots, n) = \prod_{p \leq n} p^{[\log_p(n)]} \) where the product is taken only over primes \( p \). Obviously, for every prime \( p \) we have that \( p^{[\log_p(n)]} \leq p^{\log_p(n)} = n \). Hence, \( \text{lcm}(1, \ldots, n) \leq \prod_{p \leq n} n = n^{\pi(n)} \), where \( \pi(n) \) denotes the prime-counting function (which gives the number of primes less than or equal to \( n \), for every natural number \( n \)). Using the prime number theorem which states that \( \lim_{n \to \infty} \frac{\pi(n)}{n/\ln(n)} = 1 \) we can effectively bound \( \pi(n) \). That is, for any \( \varepsilon > 0 \), there exists \( n_\varepsilon \) such that \( \frac{\pi(n)}{n/\ln(n)} \leq (1 + \varepsilon) \) for all \( n \geq n_\varepsilon \). Consequently, \( n^{\pi(n)} \leq n^{(1+\varepsilon)n/\ln(n)} = 2^{(1+\varepsilon)n} = 2^{\log_2(2)(1+\varepsilon)n} = 2^{O(n)} \) for all \( n \geq n_\varepsilon \), which completes the proof.

We next improve the bound on periods to simply exponential (Thm. 6).

Theorem 6. The period of a difference bounds relation \( R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N \) is \( 2^{O(N)} \).

This leads to one of the main results of the paper:

Theorem 7. The class \( \mathcal{R}_{DB} \) is exponential, and the reachability problem for the class \( \mathcal{M}_{DB} = \{ M \text{ flat counter machine \mid for all rules } q \Rightarrow q' \text{ on a loop of } M, R \text{ is } \mathcal{R}_{DB}\text{-definable} \} \) is NP-complete.

Proof: To show that \( \mathcal{R}_{DB} \) is exponential, we consider the four points of Def. 6. Point (A) of Def. 6 is by Lemma 6. Point (B) is trivial, by the definitions of the \( \sigma \), \( \rho \) and \( \pi \) mappings for difference bounds relations. For point (C.1) we use the fact that \( N \leq 2 \cdot \| R \|_2 \) (9) and \( \log_2(\mathbb{V}(R)) \leq \| R \|_2 \) (Prop. 1) to infer that \( b = 2^{O(\| R \|_2)} \) (by Lemma 7) and \( c = 2^{O(\| R \|_2)} \) (by Thm. 6). For the last point (C.2), observe that the condition (2) of Lemma 1 states the equivalence of two difference bounds constraints \( \phi_i(k) \) (for the left hand side of the equivalence) and \( \phi_i(k) \) (for the right hand side of the equivalence), for each value of \( k > 0 \). Since, by the previous point (C.1), \( b = 2^{O(\| R \|_2)} \) and \( c = 2^{O(\| R \|_2)} \), it follows that the binary size of the equivalence is polynomial in \( \| R \|_2 \). By Prop. 3 (point 2), it must be that, for each value \( n > 0 \) we have \( G_{\phi_i[n/k]} = G_{\phi_i[n/k]} \). Since both \( \phi_i(k) \) and \( \phi_i(k) \) can be represented by constraint graphs with weights of the form \( a \cdot k + b \), for \( a, b \in \mathbb{Z} \). The closures \( \phi_i^+(k) \) and \( \phi_i^-(k) \) can be computed in polynomial time by a variant of the Floyd-Warshall algorithm that constructs linear min-terms built form \( \min \) and \( + \) operators, \( k \) and integer constants. These terms can be represented by dags of polynomial size (by sharing common subterms). In the light of Prop. 3 (point 2), the second point of Lemma 1 is equivalent to the validity of the conjunction of at most \( N^2 \) equalities between univariate linear min-terms in \( k \), of polynomial size. This conjunction can be written as a QFPA formula of size polynomial in \( \| R \|_2 \), and solved in \( \text{NPTIME}(\| R \|_2) \).

The NP-completeness of the reachability problem for the \( \mathcal{M}_{DB} \) class follows from Thm. 2.

The Period of Difference Bounds Relations (proof idea) Before proceeding with the technical developments, we summarize the proof idea of Thm 6. Let \( T_R = (Q, \Delta, \omega) \) be the transition table for the difference bounds relation \( R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N \), and let \( M_R \) be its incidence matrix. The main idea of the proof is that each non-trivial SCC of \( T_R \), which is on a path between an initial and a final state, contains a critical elementary cycle \( \lambda \),
which consists of nothing but odd z-paths of the form \( \pi_1^{n_1}, \ldots, \pi_k^{n_k} \), where \( \| \pi_i \| \leq N \), for all \( i = 1, \ldots, k \) (Lemma 17). Indeed, suppose that this is true. Then the length of the critical elementary cycle \( \lambda \) is \( |\lambda| = lcm(\| \pi_1 \|, \ldots, \| \pi_k \|) \), which divides \( lcm(1, \ldots, N) \). The cyclicity of the SCC containing \( \lambda \) is, by definition, the greatest common divisor of the lengths of all critical elementary cycles of the SCC, and consequently, a divisor of \( lcm(1, \ldots, N) \) as well. Since this holds for any non-trivial SCC in \( T_R \), by Thm. 3, the period of the sequence \( \{ M_R^{2^k} \}_{k=1}^{m} \) of tropical powers of \( M_R \) is also a divisor of \( lcm(1, \ldots, N) \), which is of the order of \( 2^{O(N)} \) (by Lemma 8).

It remains to prove the existence, in each non-trivial SCC of \( T_R \), of an elementary critical cycle labeled by a set of essential powers. Let \( q \in Q \) be a vertex of \( T_R \), on a path from an initial to a final state of the zigzag automaton, and \( q \xrightarrow{\gamma} q \) be a critical cycle (in its corresponding SCC) of \( T_R \). The proof is organized in three steps:

- First, we build a word \( Z \in \Sigma_R \), consisting of several repeating z-paths, such that \( \overline{\pi}(Z) = \overline{\pi}(\gamma) \), and for any \( n > 0 \), there exists \( m > n \), such that \( Z^n \) is a subword of \( G^{\pi}_Z \).

- Second, we prove the existence of a word \( \Lambda \in \Sigma_R \) consisting of nothing but essential powers, such that (i) \( \overline{\pi}(\Lambda) \leq \overline{\pi}(Z) \) and that (ii) there exist valid words \( V, W \in \Sigma_R \) such that \( Z^n \cdot V \cdot \Lambda^m \cdot W \cdot \Lambda^p \) is a valid word, for any \( n, m, p \geq 0 \). In other words, any iteration of \( Z \) can be concatenated with any iteration of \( \Lambda \), and viceversa, via the words \( V \) and \( W \), respectively.

- Finally, we prove the existence of another state \( q' \in Q \) and of three paths \( q \to q' \), \( q' \to q \), and \( q' \xrightarrow{\Lambda} q' \) in \( T_R \). Since there is a path from \( q \) to \( q' \) and back, the \( w \) cycle is in the same SCC as \( \gamma \), and moreover, it is a critical cycle of the SCC, because \( \overline{\pi}(\lambda) = \overline{\pi}(\Lambda) \leq \overline{\pi}(Z) = \overline{\pi}(\gamma) \), and \( \gamma \) was initially assumed to be critical.

This proves the statement of Thm. 6.

**Repeating z-Paths** This and the next section introduce several technical lemmas which are needed in the proof. If \( \pi \) is the z-path \( x_{i_1}^{(j_1)} \to \ldots \to x_{i_n}^{(j_n)} \), we denote by \( \overrightarrow{\pi}^k : x_{i_1}^{(j_1+k)} \to \ldots \to x_{i_n}^{(j_n+k)} \) the z-path obtained by shifting \( \pi \) by \( k \), where \( k \in \mathbb{Z} \). A z-path \( \pi \) is said to be isomorphic with another z-path \( \rho \) if and only if \( \rho = \overrightarrow{\pi}^k \), for some \( k \in \mathbb{Z} \). In the following, we will sometimes silently denote by z-paths their equivalence classes w.r.t. the isomorphism relation. The concatenation of a z-path \( \pi \) with a z-path \( \rho \) is the path \( \pi \cdot \overleftarrow{\rho}^{j_n} \). The concatenation operation is however undefined if the above is not a valid z-path — this may happen when the \( \pi \) and \( \overleftarrow{\rho}^{j_n} \) intersect in some vertex which occurs in the middle of one of the two paths. A z-path \( \pi \) is said to be repeating if and only if the \( i \)-times concatenation of \( \pi \) with itself, denoted \( \pi^i \), is defined, for any \( i > 0 \). If \( \pi \) is repeating, then it clearly starts and ends with the same variable \( (i_1 = i_n) \), and is necessarily odd (\( j_1 \neq j_n \)). A repeating z-path \( \pi \) is said to be essential if all variables \( x_{j_1}, \ldots, x_{j_n} \) occurring on the path are distinct, with the exception of \( x_{j_1} \) and \( x_{j_n} \), which might be equal. The concatenation of an essential repeating z-path with itself several times is called an essential power. The left spacing of a z-path represents the number of steps from the leftmost position on the path to the starting position of the path. The right spacing is defined symmetrically. Formally, given a z-path \( \pi : x_{i_1}^{(j_1)} \to \ldots \to x_{i_n}^{(j_n)} \), we denote by
\[ \pi = j_1 - \min \{ j_1, \ldots, j_n \} \text{ and } \pi = \max \{ j_1, \ldots, j_n \} - j_n \text{ the left and right spacing of } \pi, \] respectively. By \( \varepsilon \) we denote the empty z-path.

**Lemma 9.** Let \( R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N \) be a \( \ast \)-consistent difference bounds relation, and \( x = \{ x_1, \ldots, x_N \} \) be the set of variables from its arithmetic encoding. For any two variables \( x_i \sim_R x_j \) from \( x \), if \( \rho_i : x_i^{(0)} \rightarrow \ldots \rightarrow x_i^{(n)} \) and \( \rho_j : x_j^{(m)} \rightarrow \ldots \rightarrow x_j^{(0)} \), for some \( m, n > 0 \), we have \( \overline{W}(\rho_i) + \overline{W}(\rho_j) = 0 \).

**Proof:** Suppose that \( \overline{W}(\rho_i) + \overline{W}(\rho_j) < 0 \). Let us define:

\[ p = \text{lcm}(||\rho_i||, ||\rho_j||), \quad d_i = \frac{p}{||\rho_i||}, \quad d_j = \frac{p}{||\rho_j||}, \quad \gamma_i = (\rho_i)^{d_i}, \quad \gamma_j = (\rho_j)^{d_j}. \]

Notice that, since \( \rho_i \) and \( \rho_j \) are not assumed to be repeating, the powers \( \gamma_i \) and \( \gamma_j \) are not necessarily valid z-paths – we shall however abuse notation in the following, and use the usual symbols for the weight and relative length of \( \gamma_i \) and \( \gamma_j \). We have \( \overline{W}(\rho_i) = \overline{W}(\gamma_i) \) and \( \overline{W}(\rho_j) = \overline{W}(\gamma_j) \). Thus, \( \overline{W}(\gamma_i) + \overline{W}(\gamma_j) < 0 \). Furthermore, since \( ||\gamma_i|| = ||\gamma_j|| = p \), then \( p \cdot \overline{W}(\gamma_i) + p \cdot \overline{W}(\gamma_j) = w(\gamma_i) + w(\gamma_j) < 0 \). Since \( x_i \sim_R x_j \), there exist essential paths

\[ \theta_{ij} = x_i^{(0)} \rightarrow \ldots \rightarrow x_i^{(q)} \text{ and } \theta_{ji} = x_j^{(0)} \rightarrow \ldots \rightarrow x_j^{(r)} \]

where \( 0 \leq \text{abs}(q), \text{abs}(r) < N \). Let \( n \geq 0 \) be an arbitrary constant. We build (Fig. 3)

\[ \xi = \gamma_i^{p}, \theta_{ij}, \gamma_j^{2n}, \theta_{ji} \]

![Fig. 3](image-url)

Clearly, \( \xi \) is of the form \( x_i^{(0)} \sim x_i^{(-np+q+r)} \). By choosing \( n > \left\lceil \frac{\pi}{p} \right\rceil \), we make sure that \( -np + r + s < 0 \). We repeat the path \( p \)-times and obtain \( \xi^p : x_i^{(0)} \sim x_i^{(p(-np+q+r))} \). Since \( |\gamma_i| = p \) and \( p \) divides \( p(-np+q+r) \), we build \( \xi = \gamma_i^{(np-r-s)} \) which is of the form \( \xi : x_i^{(p(-np+q+r))} \sim x_i^{(0)} \). Clearly, \( \xi^p \) forms a cycle with weight

\[ np \cdot w(\gamma_i) + p \cdot w(\theta_{ij}) + 2np \cdot w(\gamma_j) + p \cdot w(\theta_{ji}) + (np - q - r) \cdot w(\gamma) \]
which simplifies to

\[ 2np \cdot (w(\gamma_i) + w(\gamma_j)) - (q + r) \cdot w(\gamma_i) + p \cdot (w(\theta_{ij}) + w(\theta_{ji})). \]

Since we assumed that \( w(\gamma_i) + w(\gamma_j) < 0 \), by choosing a sufficiently large \( n \), we obtain a negative cycle in \( G_R^p \). Thus, \( R \) is not \( \ast \)-consistent, contradiction. \( \square \)

A \( z \)-path \( \pi \) is said to be a subpath of \( \rho \) if and only if there exists factorizations \( \pi = \pi_1, \ldots, \pi_k \) and \( \rho = \rho_1, \ldots, \rho_t \), with \( k < t \) and an injective mapping \( h : \{ 1, \ldots, k \} \to \{ 1, \ldots, t \} \) such that (i) for all \( 1 \leq i < j \leq k \), \( h(i) < h(j) \), and (ii) for all \( 1 \leq i \leq k \), \( \pi_i \) is isomorphic with \( \rho_{h(i)} \). Notice that the subpath relation is a well-founded preorder.

The following lemma proves, for each repeating \( z \)-path, the existence of an essential repeating subpath of smaller or equal average weight, such that arbitrarily many powers of the original \( z \)-path can be substituted by powers of its subpath.

**Proposition 4.** Any essential \( z \)-path \( \pi : x_{i_1}^{(j_1)} \to \ldots \to x_{i_n}^{(j_n)} \) such that \( i_1 = i_n \) is repeating.

**Proof:** Let us prove that \( \pi, \pi \) is a valid \( z \)-path. The proof for the general case \( \pi^k \) is by induction on \( k > 1 \). Assume, by contradiction, that \( \pi, \pi \) visits a vertex \( x_{j_1}^{(i_1)} \) twice. Then, the first occurrence of the vertex must be in the first occurrence of \( \pi \), and the second one must be in the second occurrence of \( \pi \), since \( \pi \) is essential. But then \( \pi \) traverses the same variable twice, contradiction. \( \square \)

**Lemma 10.** Let \( R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N \) be a \( \ast \)-consistent difference bounds relation and \( G_R^p \) be its constraint graph. Then any forward (backward) repeating \( z \)-path \( \pi \) in \( \omega G_R^p \) has an essential repeating forward (backward) subpath \( \rho \) such that \( \overline{w}(\rho) \leq \overline{w}(\pi) \).

**Proof:** We give the proof for the case where \( \pi \) is forward, the backward case being symmetric. It is sufficient to prove the existence of a forward subpath \( \rho \) of \( \pi \), starting and ending with the same variable, and such that \( \overline{w}(\rho) \leq \overline{w}(\pi) \). The existence of \( \lambda_1 \) and \( \lambda_2 \) follows as a consequence of the fact that \( \rho \) is a subpath of \( \pi \). If \( \rho \) is not essential, then one can iterate the construction, taking \( \rho \) for \( \pi \), until an essential subpath is found. By Prop. 4, this subpath is also repeating, and, since the subpath relation is well-founded, such a subpath is bound to exist. The existence of the paths \( \lambda_1, \lambda_2 \) and the fact that \( \lambda_1, \rho^\ell, \lambda_2 \) and \( \pi^\ell \) start and end with the same vertices is by induction on the number of steps of this derivation.

Let \( \pi \) be the repeating \( z \)-path \( x_{i_1}^{(j_1)} \to \ldots \to x_{i_1}^{(j_1)} \), where \( i_1 = i_n \). Since \( \pi \) is forward, we have \( j_1 < j_n \). Let \( P(\pi) = \{ s \mid \exists t > s \land x_s = x_t \} \) be the set of positions of \( \pi \) labeled with variables that occur more than once. Since \( \pi \) is not essential, we have that \( P(\pi) \neq \emptyset \). Let \( k = \min(P) \), and \( \ell \) be the last occurrence of \( x_{i_m}^{(j_1)} \) in \( \pi \), i.e., \( i_m = i_\ell \). Let \( \tau_1 : x_{i_1}^{(j_1)} \to \ldots \to x_{i_1}^{(j_1)} \), \( \tau_2 : x_{i_k}^{(j_1)} \to \ldots \to x_{i_k}^{(j_1)} \), \( \tau_1 : x_{i_1}^{(j_1)} \to \ldots \to x_{i_1}^{(j_1)} \), \( \tau_2 : x_{i_k}^{(j_1)} \to \ldots \to x_{i_k}^{(j_1)} \). Observe that \( \| \pi \| = j_n - j_1, \| \pi_1 \| = j_n - j_\ell + j_k - j_1 \) and \( \| \tau_2 \| = j_\ell - j_k \). Because of the choice of \( i_k \) and \( i_\ell \), it follows that \( \pi_1 \) is a valid essential \( z \)-path. Moreover, by Prop. 4, \( \pi_1 \) is also repeating. We distinguish two cases:

1. both \( \pi_1 \) and \( \pi_2 \) are forward i.e., \( j_n - j_\ell + j_k > j_1 \) and \( j_\ell > j_k \). In this case either \( \overline{w}(\pi_1) \leq \overline{w}(\pi) \) or \( \overline{w}(\pi_2) \leq \overline{w}(\pi) \) must be the case. To see that this is indeed the case,
suppose that $\overline{w}(\pi_1) > \overline{w}(\pi)$ and $\overline{w}(\pi_2) > \overline{w}(\pi)$. We compute:

$$
\frac{w(\pi_1)}{\text{length}(\pi_1) - j - k - j_1} > \frac{w(\pi_1) + w(\pi_2)}{\text{length}(\pi_1) + \text{length}(\pi_2)} > \frac{w(\pi_2)}{\text{length}(\pi_2) - j} > \frac{w(\pi_1) + w(\pi_2)}{\text{length}(\pi_1) + \text{length}(\pi_2)} > \frac{w(\pi_2)}{\text{length}(\pi_2) - j} > \frac{w(\pi_1) + w(\pi_2)}{\text{length}(\pi_1) + \text{length}(\pi_2)} > \frac{w(\pi_1)}{\text{length}(\pi_1) - j - k - j_1}
$$

contradiction.

2. $\pi_1$ and $\pi_2$ have opposite directions. We consider the case where $\pi_1$ is forward, the other case being symmetric. Since $R$ is $\ast$-consistent, by Lemma 9, we have $\overline{w}(\pi_1) + \overline{w}(\pi_2) \geq 0$:

$$
\frac{w(\pi_1)}{j_1 - j - k - j_1} + \frac{w(\pi_2)}{j_1 - j} \geq 0
$$

Consequently, either $\overline{w}(\pi_1) \leq \overline{w}(\pi)$ or $\overline{w}(\pi_2) \leq \overline{w}(\pi)$ must be the case. If $\overline{w}(\pi_1) \leq \overline{w}(\pi)$, we let $\rho = \pi_1$ and we are done. Otherwise, if $\overline{w}(\pi_2) \leq \overline{w}(\pi)$ let $\rho = \pi_2$. The choice of $\lambda_1$ and $\lambda_2$ depends on the choice of $\rho$. If $\rho = \pi_1$, then $\lambda_1 = \lambda_2 = \varepsilon$, else if $\rho = \pi_2$ then $\lambda_1 = \tau_1$ and $\lambda_2 = \tau_2$, and finally, if $\rho = \pi^*_2$, where $\pi_2 = \sigma_1, \pi'_2, \sigma_2$, then $\lambda_1 = \tau_1, \sigma_1$ and $\lambda_2 = \sigma_2, \tau_2$.

The next lemma gives a connectivity property of repeating z-paths. Intuitively, any two repeating z-paths traversing only variables that belong to the same SCC of the folded graph can be concatenated via a third path, which traverses variables from the same SCC.

**Lemma 11.** Let $R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N$ be a difference bounds relation, $x = \{x_1, \ldots, x_N\}$ be the variables used in its first-order arithmetic encoding, and let $S \in x_{\sim R}$ be a set of variables belonging to the same SCC of the folded graph of $R$. For any two repeating forward (backward) z-paths $\pi_1$ and $\pi_2$ such that $\text{vars}(\pi_1) \cup \text{vars}(\pi_2) \subseteq S$, there exists a z-path $\rho$ such that $\text{vars}(\rho) \subseteq S$ and, for any $n, m > 0$, $\pi_1^n \rho \pi_2^m$ is a valid z-path.

**Proof:** Suppose that $\pi_1 : x_{i_1}^{(j_1)} \to \ldots \to x_{i_1}^{(j_n)}$ and $\pi_2 : x_{i_2}^{(k_1)} \to \ldots \to x_{i_2}^{(k_m)}$ are the given paths. Since $x_{i_1} \sim_R \pi x_{i_2}$, there exists a path $v$ from $x_{i_1}$ to $x_{i_2}$ in the folded graph $G^f_R$ of $R$. Let $v$ be the shortest path between $x_{i_1}$ to $x_{i_2}$ in $G^f_R$. Since $v$ visits each variable from $S$ at most once, it induces an essential z-path $\xi : x_{i_1}^{(j_1)} \to \ldots \to x_{i_2}^{(k_p)}$, for some $k_1, \ldots, k_p \in \mathbb{Z}$. We define:

$$
L = \max \left( 1, \left\lfloor \frac{\xi}{|\pi_1|} \right\rfloor + \left\lfloor \frac{\xi}{|\pi_2|} \right\rfloor \right) \quad R = \max \left( 1, \left\lfloor \frac{\xi}{|\pi_2|} \right\rfloor + \left\lfloor \frac{\xi}{|\pi_1|} \right\rfloor \right)
$$

and let $\mu$ be the path obtained by concatenating the z-paths $\pi_1^L$, $\xi$, and $\pi_2^R$. Notice that $\mu$ is not necessarily a z-path, because this concatenation does not necessarily result in a valid z-path. Therefore we define $\rho$ to be the z-path obtained by eliminating all cycles from $\mu$. Since $\pi_1$ and $\pi_2$ are repeating z-paths, the concatenation $\pi_1 \rho \pi_2$ is defined. The same holds for $\pi_1^n \rho \pi_2^m$, for $n, m > 0$, by Prop. 4. Clearly $\rho$ traverses only variables from $S$. 

$\Box$
Multipaths and Reducts A multipath is a (possibly empty) set of z-paths from $\text{o}_G^\omega$, which all start and end on the same positions (see Fig. 4). Formally, a multipath $\mu = \{\pi_1, \ldots, \pi_n\}$ is a set of z-paths such that there exist integers $k < \ell$ such that, for all $i = 1, \ldots, n$, either (i) $\pi_i$ is a forward (backward) odd z-path from $k$ to $\ell$ (from $\ell$ to $k$), (ii) $\pi_i$ is an even z-path from $k$ to $\ell$ (from $\ell$ to $k$), or (iii) $\pi_i$ is a z-cycle whose set of positions of variable occurrences is included in the interval $[k, \ell]$, and (iv) no two z-paths in $\mu$ intersect each other. The relative length of a multipath $\mu$, is defined as $|\mu| = \ell - k$ if $\mu \neq 0$, or $|\mu| = 0$ if $\mu = \emptyset$.

![Fig. 4: Examples of multipaths.](image)

$R$ is $x_1 = x_3' \wedge x_2 = x_1'$ and $G_R$ is shown in (a), $\mu_1$ is iterable but not repeating, $\mu_2$ is not iterable. Both $\mu_3$ and $\mu_4$ are fitting, iterable, repeating, and they consist of two balanced sc-multipaths each. If $R'$ is $x_1 = x_3' \wedge x_2 = x_1' \wedge x_1 \leq x_4'$ instead (the dotted edge $x_1 \xrightarrow{0} x'_3$), then $\mu_3$ is a balanced sc-multipath and $\mu_4$ is an unbalanced sc-multipath, since $\tau_1 \triangleright_{G_R} \tau_2$ for the two forward repeating z-paths $\tau_1, \tau_2 \in \mu_4$.

For a multipath $\mu$, we denote by $\mu^{zc}$ the set of acyclic z-paths in $\mu$. The weight of $\mu$ is defined as $w(\mu) = \sum_{\pi \in \mu} w(\pi)$, and its average weight is $\overline{w}(\mu) = \frac{w(\mu)}{|\mu|}$ if $|\mu| \neq 0$, or $\overline{w}(\mu) = 0$ if $|\mu| = 0$. The support set of a multipath is denoted as $\text{vars}(\mu) = \bigcup_{\pi \in \mu} \text{vars}(\pi)$. The set of variables occurring on the start (end) position $k$ ($\ell$) of a multipath $\mu$ is called the left (right) frontier of $\mu$. The paths in $\mu$ starting and ending on $k$ ($\ell$) are called left (right) corners. The left and right spacing of $\mu$ are defined as $|\mu| = \max(|\pi_1|, \ldots, |\pi_n|)$ and $\overline{|\mu|} = \max(|\pi_1|, \ldots, |\pi_n|)$, respectively. The concatenation of two multipaths $\mu_1$ and $\mu_2$ is defined if and only if (i) there exists a bijective function $\beta : \mu_1^{zc} \rightarrow \mu_2^{zc}$, such that, for all acyclic z-paths $\pi \in \mu_1^{zc}$, $\pi$, $\beta(\pi)$ is a valid z-path, and (ii) the set $\mu_1 \cap \mu_2 = \{\pi, \beta(\pi) \mid \pi \in \mu_1^{zc}\}$ is a valid multipath. A multipath $\mu$ is iterable if it can be concatenated with itself any number of times, i.e. $\mu^i$ is a valid multipath, for all $i > 0$ (Fig. 4 (b)). A repeating multipath is an iterable multipath in which all acyclic z-paths are repeating (Fig. 4 (d,e)) – an empty multipath is repeating, by convention. A repeating multipath is said to be essential if every acyclic z-path is an essential power. A multipath $\mu$ is said to be fitting if every acyclic z-path in $\mu$ is fitting (Fig. 4 (b-e)).

**Definition 9.** Let $R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N$ be a difference bounds relation, $x$ be the set of variables in its defining formulae, and $G_R$ be its constraint graph. Let $\pi_1$ and $\pi_2$ be repeating z-paths in $\text{o}_G^\omega$. We say that $\pi_1$ may join $\pi_2$, denoted $\pi_1 \triangleright_{G_R} \pi_2$, if and only if (i) there exists an equivalence class $S \in x_{\sim R}$ such that $\text{vars}(\pi_1) \cup \text{vars}(\pi_2) \subseteq S$ and (ii) there exists a path in $\text{o}_G^\omega$ from some vertex in $\text{o}_{\pi_1}^{\omega}$ to some vertex in $\text{o}_{\pi_2}^{\omega}$.

---

13 An equivalent condition is that set of right frontier variables of $\mu_1$ is the same as the set of left frontier variables of $\mu_2$. Then $\beta$ maps acyclic z-paths of $\mu_1$ ending in $x_i$ to acyclic z-paths of $\mu_2$ starting with $x_i$, for all $1 \leq i \leq N$. 

---
Proposition 5. If $R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N$ is a difference bounds relation, $\triangleright^R$ is an equivalence relation.

Proof: Let $x$ be the set of variables in the formulae defining $R$, and $\mathcal{G}_R$ be the constraint graph of $R$. $\triangleright^R$ is clearly reflexive, and transitivity is shown using the fact that the $z$-paths are repeating, hence the connecting paths occur periodically. To prove symmetry, let $\pi_1 \triangleright R \pi_2$, where $\pi_1$ and $\pi_2$ are two repeating $z$-paths. We give the proof for the case where $\pi_1$ and $\pi_2$ are both forward, the other cases being symmetric. Let $x_1^{(k)}$ and $x_2^{(l)}$ be two positions in $\mathcal{G}_{R^{(0)}}$ and $\mathcal{G}_{R^{(0)}}$, respectively, such that there is a path $\xi$ in $\mathcal{G}_{R_{\leq 0}^{(0)}}$ between them. Since $\pi_1$ and $\pi_2$ are repeating $z$-paths, there exists sub-paths $\rho_1$ and $\rho_2$ of $\pi_1$ and $\pi_2$, respectively, such that $\rho_1 (\rho_2)$ starts with $x_1^{(k)} (x_2^{(l)})$ and ends with a future occurrence of $x_1 (x_2)$. Since $x_i \sim_R x_j$, by the definition of $\triangleright^R$, there exists a path $\eta$ in $\mathcal{G}_{R_{\leq 0}^{(0)}}$ between $x_1^{(k)}$ and some occurrence of $x_1$. We have built two paths, $\rho_1$ and $\rho_2^{(0)} = \xi.\rho_2^{(0)} \eta$, between $x_1^{(k)}$ and two occurrences of $x_1$, call them $x_1^{(m)}$ and $x_1^{(n)}$, respectively. We can assume w.l.o.g. that $m > k$ and $p > k$, for a sufficiently large $n \geq 0$. Let $M = \text{lcm}(m-k, p-k)$, $m_1 = M/\pi_m$ and $m_2 = M/\pi_p$. Then $x_i^{(k+m_1 (m-k))}$ is a vertex on $\mathcal{G}_{R_{\leq 0}^{(0)}}$ and $\rho_2^{(0)} (\eta.\xi.\rho_2^{(0)})^{m_2-1} \eta$ is a path from $x_1^{(k)}$ to $x_1^{(k+m_1 (m-k))}$.

For a repeating multipath $\mu$, we denote by $\mu^{ac^\triangleright^R}$ the partition of the set of acyclic paths $\mu^{ac}$ in equivalence classes of the $\triangleright^R$ relation. An sc-multipath (for strongly connected multipath) is a repeating multipath whose repeating $z$-paths belong to the same equivalence class of the $\triangleright^R$ relation (Fig 4 (d) and (e) for $\mathcal{R} \equiv x_1 = x_2 \wedge x_2 = x_1 \wedge x_1 \leq x_2$). A repeating multipath $\nu$ is said to be a reduct of a repeating multipath $\mu$ if and only if $\nu \subseteq \mu$ and, for each equivalence class $\mathcal{C} \in \mu^{ac^\triangleright^R}$, if the difference between the number of repeating forward (backward) $z$-paths and the number of repeating backward (forward) $z$-paths in $\mathcal{C}$ equals $k \geq 0$, then $\nu \cap \mathcal{C}$ contains exactly $k$ repeating forward (backward) $z$-paths and no repeating backward (forward) $z$-path.

Lemma 12. Let $R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N$ be a *-consistent difference bounds relation and $\mathcal{G}_R$ be its constraint graph. Let $\mu$ be a sc-multipath in $\mathcal{G}^{\triangleright^R}_{\leq 0}$ and $\nu$ be a reduct of $\mu$. Then $\overline{\nu} (\nu) \leq \overline{\nu} (\mu)$.

Proof: Let $\pi_1, \pi_2 \in \mu$ be two repeating odd forward and backward $z$-paths, respectively, such that $\pi_1 \triangleright^R \pi_2$. By Lemma 9, we have that $\overline{\nu} (\pi_1), \overline{\nu} (\pi_2) \geq 0$, and since $\overline{\nu} (\mu) = \overline{\nu} (\pi_1) + \overline{\nu} (\pi_2) + \overline{\nu} (\nu \setminus \{\pi_1, \pi_2\})$, we obtain $\overline{\nu} (\mu) \geq \overline{\nu} (\nu \setminus \{\pi_1, \pi_2\})$. The statement of the lemma is proved by repeatedly eliminating two opposite $z$-paths $\pi_1, \pi_2 \in C$, for each $C \in \mu^{ac^\triangleright^R}$, until no more $z$-paths can be eliminated. The result is a reduct $\nu$ of $\mu$, of smaller average weight. Moreover, each reduct of $\mu$ can be obtained from $\mu$ in this way.

Consider for instance the sc-multipath $\mu = \{x_1^{(1)} \rightarrow x_2^{(2)} \rightarrow x_3^{(3)} \rightarrow x_4^{(4)} \rightarrow x_3^{(1)} \rightarrow x_1^{(1)}, x_5^{(2)} \rightarrow x_6^{(1)}, x_7^{(1)} \rightarrow x_7^{(2)}\}$ from Fig. 2 (c). Then $\nu_1 = \{x_1^{(1)} \rightarrow x_2^{(2)} \rightarrow x_3^{(3)} \rightarrow x_4^{(4)} \rightarrow x_5^{(2)} \rightarrow x_6^{(1)} \rightarrow x_1^{(1)}\}$ and $\nu_2 = \{x_7^{(1)} \rightarrow x_7^{(2)}\}$ are the reducts of $\mu$, and $1 = \overline{\nu} (\mu) = \overline{\nu} (\nu_2) > \overline{\nu} (\nu_1) = -1$. Furthermore, any repeating multipath can be concatenated left and right with some of its reducts. For an example see Fig. 2 (c) — here $\mu$ can be connected with both $\nu_1$ and $\nu_2$, and back.
Lemma 13. Let \( R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N \) be a \( * \)-consistent difference bounds relation, \( G_R \) be its constraint graph and \( \mu \) be a sc-multipath in \( \alpha G_R^0 \). Then there exists two reducts \( \nu \) and \( \rho \) of \( \mu \), and multipaths \( \xi \) and \( \eta \), such that \( \mu^\ell \xi \nu^m \) and \( \rho^\ell \eta \mu^n \) are valid multipaths, for all \( n, m \geq 0 \).

Proof: We give the proof for the first point, the second being symmetrical. We assume w.l.o.g. that \( \mu^{\ell c} \) contains at least two repeating z-paths of opposite directions – otherwise the only reduct of \( \mu \) is \( \mu \) itself and the conclusion follows trivially. We first prove that there exists two z-paths \( \pi_1, \pi_2 \in \mathcal{C} \), of opposite directions, and a multipath \( \omega \), such that the composition \( \mu^\ell \omega \{ \mu \setminus \{ \pi_1, \pi_2 \} \}^m \) is defined, for all \( n, m \geq 0 \). Symmetrically, one can also prove the existence of \( \pi_1, \pi_2 \) such that \( (\mu \setminus \{ \pi_1, \pi_2 \})^n \omega \mu^m \) is defined, for all \( n, m \geq 0 \) – this later point is left to the reader.

Let \( \mu^{\ell c} = \{ \pi_1, \ldots, \pi_i, \pi_{i+1}, \ldots, \pi_{i+h} \} \) be an ordering such that \( \pi_1, \ldots, \pi_i \) are forward, and \( \pi_{i+1}, \ldots, \pi_{i+h} \) are backward repeating z-paths, for some \( i, h > 0 \). We assume w.l.o.g. that \( \pi_i \) is a z-path from \( x_j^{(0)} \) to \( x_j^{(k)} \) if \( 1 \leq j \leq i \), and from \( x_j^{(k)} \) to \( x_j^{(0)} \), if \( i < j \leq i+h \), where \( k = ||\mu|| \) is the relative length of \( \mu \). Since \( \pi_1 \triangleright \pi_{i+h} \), there exist infinitely many paths in \( \alpha G_R^0 \), from some vertex of \( \alpha \pi_1 \) to some vertex of \( \alpha \pi_{i+h} \), and we can choose one such path \( \xi \), which contains only vertices \( x_j^{(m)} \), for \( m > k \). Let \( \pi_{i+1}, \ldots, \pi_s \) be the paths from \( \mu^{\ell c} \) which are intersected by \( \xi \). Without loss of generality, we assume that \( \xi \) intersects \( \pi_{i+1}, \ldots, \pi_s \) exactly in this order. Clearly, there exists \( P \in \{ 1, \ldots, s \} \) and \( Q = P+1 \) such that \( \pi_{P} \) is forward and \( \pi_{Q} \) is backward. Let \( x_j^{(m_P)} \) (\( x_j^{(m_Q)} \)) be a vertex where \( \xi \) and \( \pi_P \) (\( \pi_Q \)) intersect. Let \( \eta \) be the segment of \( \xi \) between \( x_j^{(m_P)} \) and \( x_j^{(m_Q)} \). Further, let \( \rho_P \) and \( \rho_Q \) the segments of \( \alpha \pi_P \) and \( \alpha \pi_Q \) between \( x_j^{(k)} \) and \( x_j^{(m_P)} \), and between \( x_j^{(k)} \) and \( x_j^{(m_Q)} \), respectively. Let \( L = \max \{ 1, \| \rho_P \| + \| \rho_Q \| \} \) and \( \omega = (\mu^\ell \{ \pi_P, \pi_Q \}) \cup \{ \rho_P, \eta, \rho_Q \} \). It is easy to verify that indeed \( \mu^\ell \omega \{ \mu \setminus \{ \pi_P, \pi_Q \} \}^m \) is a valid multipath, for all \( n, m > 0 \).
 balanced sc-multipaths A sc-multipath μ is said to be balanced if and only if the difference between the number of forward repeating and backward repeating z-paths in μ is either 1, 0, or −1. Let us observe that each reduct of a balanced sc-multipath contains at most one repeating z-path.

Lemma 14. Let \( R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N \) be a \( s \)-consistent difference bounds relation, \( G_R \) be its constraint graph and \( \mu \) be a balanced sc-multipath in \( \mu^R \). Then there exists an essential sc-multipath, \( \tau = \{ \tau_0 \} \), such that \( \tau_0 \) is an essential repeating z-path, \( \overline{w}(\tau) \leq \overline{w}(\mu) \), and two sc-multipaths \( \xi \) and \( \zeta \) such that \( \mu^p, \xi, \tau^p, \zeta, \mu^p \) is a valid sc-multipath for all \( m, n, p \geq 0 \).

Proof: Applying Lemma 13 we obtain two reducts \( \nu \) and \( \pi \) and two multipaths \( \alpha \) and \( \gamma \) such that \( \mu^m, \alpha, \nu^m \) and \( \pi^m, \gamma, \mu^p \) are valid multipaths, for all \( m, n \geq 0 \). Since \( \mu \) is a balanced s-multipath, \( \nu^m \) and \( \pi^m \) are either both empty, or they consist of a single repeating z-path each.

In the case when both \( \nu^m \) and \( \pi^m \) are empty, they can be clearly concatenated by an empty, hence essential, multipath. Otherwise, \( \nu^m \) and \( \pi^m \) consist both of a repeating z-path, and by Lemma 11, there exists a z-path \( \beta \) such that \( \nu^m, \alpha, \nu^m, \beta, \pi^m, \gamma, \mu^p \) is a valid z-path, for all \( p, q \geq 0 \). Hence \( \mu^m, \alpha, \nu^p, \beta, \pi^m, \gamma, \mu^p \) is a valid multipath, for all \( m, n, p, q \geq 0 \). Let \( \nu^m = \{ \nu_0 \} \). By Lemma 10, there exists an essential repeating subpath \( \tau_0 \) of \( \nu_0 \) such that \( \overline{w}(\tau_0) \leq \overline{w}(\nu_0) \). By Lemma 11, there exist z-paths \( \rho_0, \eta_0 \) such that \( \nu_0^m, \rho_0, \tau_0^m, \eta_0, \rho_0^m \) are valid z-paths for all \( m, n \geq 0 \). Defining multipaths \( \tau = \{ \tau_0 \}, \rho = \{ \rho_0 \}, \eta = \{ \eta_0 \} \) and \( \tau \), \( \rho \), \( \eta \) in this order, hence \( s = 4, i_1 = 1, i_2 = 2, i_3 = 5, i_4 = 4 \).

We choose \( P = 2, Q = 3 \) since \( \pi_{i_0}^P \) is forward and \( \pi_{i_0}^Q \) backward. Since \( \nu_0 \eta_0 \rho_0 < 2k \) in the figure, \( L = 2 \) and \( \omega = \mu^2 \setminus \{ \pi_2^2, \pi_5^2 \} \cup \{ \rho_0 \eta_0 \rho_0 \} \).

Fig. 5: Connecting sc-multipath with its reduct. Note that \( i = 3, h = 2, \) and \( \xi \) connects \( \pi_3^0 \), \( \zeta \) intersects \( \pi_1^3, \pi_2^3, \pi_{i_03}^{i_0} \) in this order, hence \( s = 4, i_1 = 1, i_2 = 2, i_3 = 5, i_4 = 4 \).

Applying this reduction for all \( C \in \mu^R \), until no z-paths can be eliminated, one obtains a reduct \( \nu \) of \( \mu \) and a path \( \xi \) such that \( \mu^p, \xi, \nu^m \) is a valid multipath, for all \( n, m \geq 0 \).

□
\{\eta_0\}, it is easy to see that $\mu^m{\alpha,\nu^m,\rho,\tau^m,\eta,\nu^m}{\beta,\pi^m,\gamma,\mu^m}$ is a valid multipath for all $m,n,p,q,r,s \geq 0$. Finally, we can define $\xi = \alpha,\rho$ and $\xi = \eta,\beta,\gamma$ to see that $\nu^m,\xi,\tau^m,\xi,\nu^m$ is a valid multipath for all $m,p,s \geq 0$ and that the sc-multipath $\tau = \{\tau_0\}$ consists of a single essential repeating z-path.

The motivation for defining and studying balanced sc-multipaths can be found when examining the words generated by the iterations of a cycle $q \xrightarrow{\gamma} q$ in a zigzag automaton. Without losing generality, we assume that the state $q$ is both reachable (from an initial state) and co-reachable (a final state is reachable from $q$). With this assumption, the following lemma proves that sufficiently many iterations of the $\gamma$ cycle will exhibit a subword which is an arbitrarily large power of a word composed only of balanced sc-multipaths.

**Proposition 6.** Let $\mu$ be an iterable multipath. If $\mu$ has at least one left corner, then it must also have at least a right corner, and vice versa.

**Proof:** We prove the first implication, the second one being symmetrical. Let us suppose, by contradiction, that $\mu$ has at least one left corner, but no right corner. If $\mu$ is an iterable multipath, then its left and right frontiers are the same. We define the following sets:

- $S_\ell$ ($S_r$) is the set of variables from the left (right) frontier of $\mu$ which are sources of $z$-paths in $\mu$ ending on the right (left) frontier
- $D_\ell$ ($D_r$) is the set of variables from the left (right) frontier of $\mu$ which are destinations of $z$-paths in $\mu$ starting on the right (left) frontier
- $C_\ell$ ($C_r$) is the set of variables from the left frontier of $\mu$ which are either source of destination of left (right) corners

Clearly, $S_\ell$, $D_\ell$ and $C_\ell$ are pairwise disjoint, and the same holds for $S_r$, $D_r$ and $C_r$. Since $\mu$ has at least one left corner, but no right corners, all $z$-paths originating on the right frontier must end on the left frontier, and all $z$-paths that end on the right frontier must have originated on the left frontier i.e., $\text{card}(S_\ell) = \text{card}(D_r)$ and $\text{card}(D_\ell) = \text{card}(S_r)$. But $\text{card}(C_\ell) > 0$ and $\text{card}(C_r) = 0$, which contradicts with the fact that the left and right frontiers of $\mu$ are the same.

**Lemma 15.** Let $R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N$ be a difference bounds relation, $x = \{x_1, \ldots, x_N\}$ be the variables occurring in its defining formulae, $T_R = (Q, \Delta, \omega)$ be its transition table, and $A = (T_R, I, F)$ be one of the zigzag automata from Thm. 5. If $q \in Q$ is a reachable and co-reachable state of $A$, and $q \xrightarrow{\gamma} q$ is a cycle in $T_R$, then there exist multipaths $V, W$ and $Z$, such that:

1. $\overline{w}(Z) = \overline{w}(\gamma)$
2. $Z = \mu_1 \cup \ldots \cup \mu_k$, where $\mu_i$ are balanced sc-multipaths, and, for all $1 \leq i < j \leq k$, there exist distinct equivalence classes $S_i, S_j \in x_i \sim_x$, such that $\text{vars}(\mu_i) \subseteq S_i$ and $\text{vars}(\mu_j) \subseteq S_j$
3. for all $n \geq 0$ there exists $m > 0$ such that $\gamma^n = VZW$

**Proof:** The first part of the proof is concerned with the elimination of corners from $\gamma$. To this end, we define the following sequences of multipaths. Let $v_0 = \gamma$, and for each
\[ i \geq 0, \text{ we have:} \]
\[
\pi_i = \begin{cases} 
\gamma_i^{(0)} \rightarrow \cdots \rightarrow \gamma_i^{(0)} & \text{for some } 1 \leq p_i, q_i \leq N, \text{ if } v_i \text{ has a right corner} \\
\varepsilon & \text{otherwise} 
\end{cases} 
\]
\[
\rho_i = v_i \setminus \{\pi_i\} 
\]
\[
v_{i+1} = \rho_i \cdot \pi_i 
\]

Since \(\text{card}(v_i) < \text{card}(v_{i+1})\), for all \(i \geq 0\), such that \(v_i \neq v_{i+1}\), the sequence eventually reaches its limit for the least index \(\ell \geq 0\), such that \(v_\ell = v_{\ell+1}\). Let \(Z = v_\ell\) denote the limit of this sequence.

\[
\begin{align*}
x^{(0)}_0 & \quad \quad \quad x^{(1)}_0 & \quad \quad \quad x^{(1)}_1 \quad \cdots \quad x^{(1)}_2 \quad x^{(1)}_3 \quad x^{(1)}_4 \quad x^{(1)}_5 \quad x^{(1)}_6 \quad x^{(1)}_7 \quad \cdots \quad x^{(1)}_0 \\
(a) v_0 & \quad \quad \quad x^{(0)}_0 & \quad \quad \quad x^{(2)}_0 & \quad \quad \quad x^{(2)}_1 \quad \cdots \quad x^{(2)}_2 \quad x^{(2)}_3 \quad x^{(2)}_4 \quad x^{(2)}_5 \quad x^{(2)}_6 \quad x^{(2)}_7 \quad \cdots \quad x^{(2)}_0 \\
(b) v_1 & \quad \quad \quad x^{(0)}_0 & \quad \quad \quad x^{(2)}_0 & \quad \quad \quad x^{(2)}_1 \quad \cdots \quad x^{(2)}_2 \quad x^{(2)}_3 \quad x^{(2)}_4 \quad x^{(2)}_5 \quad x^{(2)}_6 \quad x^{(2)}_7 \quad \cdots \quad x^{(2)}_0 \\
(c) v_2 & \quad \quad \quad x^{(0)}_0 & \quad \quad \quad x^{(2)}_0 & \quad \quad \quad x^{(2)}_1 \quad \cdots \quad x^{(2)}_2 \quad x^{(2)}_3 \quad x^{(2)}_4 \quad x^{(2)}_5 \quad x^{(2)}_6 \quad x^{(2)}_7 \quad \cdots \quad x^{(2)}_0 \\

\end{align*}
\]

Fig. 6: Elimination of corners from an sc-multipath \(v_0\).

First, let us observe that the limit does not depend on the choices of the right corners \(\pi_i\) at each step of the sequence. Second, one can show that \(Z\) is an iterable multipath, by induction on \(\ell \geq 0\). Moreover, we have:

\[
v_i, \pi_i, v_{i+1}, \rho_i = v_i^{n+2}, \text{ for all } 0 \leq i < \ell \text{ and } n > 0 \quad (10)
\]

Using (10) it is not hard to prove, by induction on \(\ell \geq 0\) that:

\[
v_0^{n+2\ell} = v_0, \pi_0, \cdots, v_{\ell-1}, \pi_{\ell-1}, v_{\ell+1}, \cdots, \rho_0, \text{ for all } n \geq 0
\]

Let \(V = v_0, \pi_0, \cdots, v_{\ell-1}, \pi_{\ell-1}\) and \(W = \rho_{\ell-1}, \cdots, \rho_0\). We have \(G^{n+2\ell}_V = VZW^nW\), for all \(n \geq 0\).

Third, we prove that \(Z\) has no corners. Clearly, it can have no right corners, since any right corner was eliminated before the \(\{v_i\}_{i \geq 0}\) reached its fixpoint. But, since \(Z\) is an iterable multipath, it cannot have left corners either, by Prop. 6. Finally, we have that \(\|Z\| = \|\gamma\|\) and \(\overline{\gamma}(Z) = \overline{\gamma}(\gamma)\), also by induction on \(\ell \geq 0\).

Since \(Z\) is an iterable multipath without corners, each forward (backward) \(z\)-path in \(Z\) is of the form \(x^{(0)}_{p_1} \rightarrow \cdots \rightarrow x^{(m)}_{q_l}\) \((x^{(m)}_{p_1} \rightarrow \cdots \rightarrow x^{(0)}_{q_l})\). Since \(Z\) is iterable, the left and right frontier of \(Z\) must contain the same set of variables \(x_\gamma\). Then \(Z\) induces a permutation \(\Pi\) on the set of indices in \(x_\gamma\): \(\Pi(p) = q\) if and only if either \(x^{(0)}_p \rightarrow \cdots \rightarrow x^{(0)}_q\).
$x_q^{(m)} \in Z$, or $x_p^{(m)} \rightarrow \ldots \rightarrow x_q^{(0)} \in Z$. Therefore, there exists a constant $s > 0$ such that $\Pi^s$ is the identity function, and consequently, $Z^s$ is a repeating multipath. Moreover, we clearly have $\overline{\Pi}(Z^s) = \overline{\Pi}(\gamma)$.

It remains to be shown that $Z^s$ is composed only of balanced sc-multipaths, whose variables pertain to different equivalence classes of the $\sim_R$ relation. Since $q \rightarrow q$ is a cycle in $A$, and $q$ is on a path from an initial to a final state of $A$, by Thm. 5, there exist initial and final states, $q_i \in I$ and $q_f \in F$, respectively, and paths $q_i \stackrel{\sigma}{\rightarrow} q$ and $q \stackrel{t}{\rightarrow} q_f$, in $A$, such that the word $\sigma; \gamma^n; t$ encodes an odd (even) forward (backward) z-path $\pi$, for some $m \geq 0$, such that $G_T^m = V.Z^n.W$ (by the previous argument, such $m$ always exists).

Let us consider the case when $\pi$ is odd forward – the other cases, being symmetric, are left to the reader. Let $\pi_1, \pi_2, \ldots, \pi_b$ be the subpaths of $\pi$ corresponding to the traversals of $Z^s$ by $\pi$, in this order. Then $h$ is odd, and moreover, for all $1 \leq i \leq h$, $\pi_i$ is forward (backward) repeating z-path if $i$ is odd (even). Thus, each equivalence class $C \in Z^n_{/\sim_R}$ is forward sc-multipath. Since all $\pi_i$ are repeating z-paths, for each $1 \leq i \leq h$, there exists $S_i \in x_i_{/\sim_R}$ such that $\text{vars}(\pi_i) \subseteq S_i$. Similarly, there exists $T_i \in Z^n_{/\sim_R}$ such that $\pi_i \in T_i$.

For all $1 \leq i < j \leq h$, $\pi_i$ can be connected with $\pi_j$ with some subpath of $\pi$. Therefore, if $S_i = S_j$, it follows from Prop. 5 that $\pi_i \sim_R \pi_j \sim_R \pi_j$ for all $i < j < j$. It thus follows that $T_i \neq T_j$ implies $S_i \neq S_j$, for all $1 \leq i < j \leq h$.

For instance, for the $\gamma_1$ zigzag cycle in Fig. 2 (b), the balanced sc-multipath is $Z = \{x_1(2) \rightarrow x_2(3) \rightarrow x_3(4) \rightarrow x_4(3) \rightarrow x_5(2) \rightarrow x_1(3), x_6(3) \rightarrow x_7(2) \rightarrow x_8(3)\}$ (highlighted in Fig. 2 (c)), and the connecting multipaths are $V = \{x_2(2) \rightarrow x_3(3) \rightarrow x_4(2)\}$ and $W = \{x_1(2) \rightarrow x_2(3), x_4(3) \rightarrow x_5(2) \rightarrow x_1(3), x_6(3) \rightarrow x_7(2) \rightarrow x_8(3)\}$, $\overline{\Pi}(\gamma) = \overline{\Pi}(Z) = 1$ and $\gamma_1^t = V.Z^n.W$, for all $n \geq 2$.

**Strongly Connected Zigzag Cycles** The next lemma maps $Z$ back into another critical elementary loop $q' \rightarrow q'$ of the zigzag automaton, belonging to the same SCC as $\gamma$, such that $\lambda$ is composed of essential powers, and $\overline{\Pi}(\lambda) = \overline{\Pi}(Z) = \overline{\Pi}(\gamma)$. This is the final step needed to conclude the proof of Thm. 6.

**Lemma 16.** Let $R \subseteq \mathbb{N} \times \mathbb{N}$ be a difference bounds relation, $x = \{x_1, \ldots, x_N\}$ be the variables occurring in its first defining formulae, $T_R = (Q, \Delta, \omega)$ be its transition table, and $A = (T_R, I, F)$ be one of the zigzag automata from Thm. 5. Let $\sigma$ and $\tau$ be two multipaths such that $\sigma; \tau \in \text{Enc}(\mathcal{L}(A))$, and $\mu$ be a multipath such that $\sigma; \mu; \tau$ is a valid fitting multipath. Then $\sigma; \mu; \tau \in \text{Enc}(\mathcal{L}(A))$.

**Proof:** We give the proof only in the case where $A$ encodes all odd forward z-paths between two variables $x_i, x_j \in x$ i.e., $A$ is the zigzag automaton $A_{ij}^{cf}$ from Thm. 5. The other cases are symmetric. For simplicity, we assume that $\sigma; \tau$ consists only of a fitting z-path $\pi : x_1^{(0)} \rightarrow \ldots \rightarrow x_k^{(0)}$, where $k = |\sigma; \tau|$. The case where $\sigma; \tau$ contains also several cycles is dealt with as an easy generalization.

If $||\sigma|| = h < k$, let $v_0, \ldots, v_{2n-1}$ be the vertices of $\pi$ of the form $x_i^{(h)}$, such that the predecessor and the successor of $x_i^{(h)}$ on $\pi$ do not lie both in $\sigma$, nor in $\tau$. Then, the
separation of $\pi$ between $\sigma$ and $\tau$ induces a factorization $\pi = \pi_1 \cdots \pi_{2n}$, where each $\pi_\ell$ is a subpath of $\pi$ between two vertices $v_\ell, v_{\ell+1}$, for all $\ell = 0, \ldots, 2n-1$, and $x_{\ell}^{(0)} = v_0, x_{\ell}^{(k)} = v_{2n}$. We define the graph $G = \langle \{v_0, \ldots, v_{2n}\}, E \rangle$ in the following way:

- $(v_{2n}, v_0) \in E$
- $(v_\ell, v_{\ell+1}) \in E$, for all $\ell = 0, \ldots, 2n-1$
- $(v_\ell, v_m) \in E$ if there exists a z-path from $v_\ell$ to $v_m$ in $\sigma, \mu, \tau$

It is easy to prove that each vertex in $G$ has exactly one incoming and one outgoing edge if and only if $\sigma, \mu, \tau$ is a valid multipath. Then the graph $G' = \langle \{v_0, \ldots, v_{2n}\}, E \setminus \{(v_{2n}, v_0)\}\rangle$ defines a z-path from $x_{\ell}^{(0)}$ to $x_{\ell}^{(k)}$, which traverses each vertex $v_1, \ldots, v_{2n-1}$ at most once, and possibly several cycles involving the remaining vertices, not on this z-path. Then $\sigma, \mu, \tau$ encodes a z-path from $x_{\ell}^{(0)}$ to $x_{\ell}^{(k)}$, which moreover is fitting, by the hypothesis. Hence $\sigma, \mu, \tau \in Enc(L(A))$. □

Let $\pi : x_{i_1}^{(j_1)} \rightarrow \ldots \rightarrow x_{i_n}^{(j_n)}$ be a repeating z-path $(i_1 = i_2)$ and $1 \leq k \leq n$ is an integer, the z-path $\pi^k : (x_{i_1}^{(j_1)} \rightarrow \ldots \rightarrow x_{i_n}^{(j_n)}), (x_{i_k}^{(j_k)} \rightarrow \ldots \rightarrow x_{i_k}^{(j_k)})$ is called the rotation of $\pi$ by $k$. The left and right remainders of a rotation $\pi^k$ are the unique z-paths $\pi_1$ and $\pi_r$, respectively, such that $\pi^2 = \pi_1, \pi_r$. Given a z-path $\pi$ of the above form and an integer $0 \leq s < \|\pi\|$, let $\minpos\pi(s) = \min\{k \mid j_k = s + j_1\}$.

**Proposition 7.** Any rotation $\rho$ of a repeating z-path $\pi$ is repeating, $\|\rho\| = \|\pi\|$ and $\vec{w}(\rho) = \vec{w}(\pi)$. Moreover, if $\pi$ is elementary, so is $\rho$.

**Proof:** Let $\pi = \pi_1, \pi_2$, where $\pi_1 : x_{i_1}^{(j_1)} \rightarrow \ldots \rightarrow x_{i_n}^{(j_n)}$ and $\pi_2 : x_{i_k}^{(j_k)} \rightarrow \ldots \rightarrow x_{i_k}^{(j_k)}$, and $\rho = \pi^k = \pi_2, \pi_1$, for some $1 \leq k \leq n$. Then $\rho^m = \pi_2, (\pi_1, \pi_2)^{m-1}, \pi_1$, which is clearly a valid z-path, for all $m > 0$. Since $\|\pi\| = \|\pi_1\| + \|\pi_2\| = \|\rho\|$, we obtain that $\vec{w}(\rho) = \vec{w}(\pi)$. The last point can be easily proved by contradiction. □

**Proposition 8.** Let $\pi$ be an essential repeating z-path. Then there exists a word $G$ such that (i) $\pi\text{\textsuperscript{0\pi}} = \pi G \pi^0$, (ii) $\|\pi\| = |G|$ and (iii) $\vec{w}(\pi) = \vec{w}(G)$.

**Proof:** Let $k \in \mathbb{Z}$ be an integer, and $x_{i_1}^{(k)}$, $\ldots$, $x_{i_n}^{(k)}$ be the variables that occur at position $k$ in $\pi\text{\textsuperscript{0\pi}}$. Then there exists integers $m_1, \ldots, m_n \in \{1, \ldots, |\pi|\}$ and $\ell_1, \ldots, \ell_n \in \mathbb{Z}$, such that each $x_{i_j}^{(k)}$ occurs as the $m_j$-th variable on the $\ell_j$-th copy of $\pi$ in $\pi\text{\textsuperscript{0\pi}}$. Notice that each $x_{i_j}$ has exactly one incoming and one outgoing edge. Since $\pi$ is an elementary repeating z-path, $\pi\text{\textsuperscript{0\pi}}$ is also an elementary repeating z-path, and $\|\pi\text{\textsuperscript{0\pi}}\| = \|\pi\|$ for each $j = 1, \ldots, n$ (by Prop. 7). Moreover, $\pi\text{\textsuperscript{0\pi}}$ starts and ends with $x_{i_j}$, and there is no other occurrence of $x_{i_j}$ on it, apart from the initial and final vertex. Hence the “cut” through $\pi\text{\textsuperscript{0\pi}}$ at $k$ is identical to the one at position $k + \|\pi\|$: the same variables occur on both positions, and they are traversed by $\pi\text{\textsuperscript{0\pi}}$ in the same ways (left-to-right, right-to-left, left-to-left or right-to-right). Let $G$ be the graph consisting of all edges of $\pi\text{\textsuperscript{0\pi}}$ situated between $k$ and $k + \|\pi\|$. Clearly $\pi\text{\textsuperscript{0\pi}} = \pi G \pi^0$ and $|G| = \|\pi\|$. Since every edge in $\pi$ must occur in $G$ as well, we have $w(G) = w(\pi)$, hence $\vec{w}G = \vec{w}(\pi)$ as well. □
Lemma 17. Let $R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N$ be a difference bounds relation, $x = \{x_1, \ldots, x_N\}$ be the variables occurring in its defining formulae, $T_R = (Q, \Delta, \omega)$ be its transition table, and $A = (T_R, I, F)$ be one of the zigzag automata from Thm. 5. If $q \in Q$ is a reachable and co-reachable state of $A$, and $q \xrightarrow{w} q$ is a cycle, then there exists a state $q' \in Q$, a cycle $q' \xrightarrow{\nu} q'$, and paths $q \xrightarrow{\nu} q'$ and $q' \xrightarrow{} q$ in $T_R$, such that (i) $\nu |\nu| \leq \nu(\gamma)$, and (ii) $|\nu| \mid \text{lcm}(1, \ldots, N)$.

Proof: If $q$ is a reachable and co-reachable state of $A$, there exist initial and final states $q_i \in I$ and $q_f \in F$, respectively, and paths $q_i \xrightarrow{1} q$, $q \xrightarrow{\phi} q_f$ and $q \xrightarrow{\tau} q$ in $T_R$. By Lemma 15, there exists a multi-path $Z$, composed of balanced sc-multipaths $\mu_1, \ldots, \mu_k$, such that:

- $|Z| = \nu(\gamma)$
- for all $1 \leq i < j \leq k$, there exist $S_i, S_j \in x_{\sim_R}$, such that $S_i \neq S_j$, $\text{vars}(\mu_i) \subseteq S_i$ and $\text{vars}(\mu_j) \subseteq S_j$
- $\exists \forall W : \forall n \geq 0 \exists m > 0 : \forall n \geq 0 \exists m > 0 : V \cdot Z^n \cdot W$

Since $\|Z\| = \|\mu_1\| = \ldots = \|\mu_k\|$, we have $\nu(Z) = \sum_{i=1}^{k} \nu(\mu_i)$. By Lemma 14, for all $1 \leq i \leq k$, there exist:

- essential sc-multipaths $\tau_i = \{v_i\}$, where $v_i$ are essential repeating z-paths, and $\nu(\tau_i) \leq \nu(\mu_i)$
- sc-multipaths $\xi_i$ and $\eta_i$ such that:

$$\forall n, m, t \geq 0 : \mu_i^n \xi_i, \eta_i \eta_i^m$$ is a valid sc-multipath

Clearly, for all $i = 1, \ldots, k$ we have $\text{vars}(\tau_i) \subseteq S_i$, hence $\text{vars}(\tau_i) \cap \text{vars}(\tau_j) = \emptyset$, for all $1 \leq i < j \leq k$. Let $P = \text{lcm}(\|\tau_1\|, \ldots, \|\tau_k\|)$ and $q_i = \frac{P}{\nu(\tau_i)}$, for all $i = 1, \ldots, k$. We have:

$$Z = \left[ \begin{array}{c} \mu_1 \\ \vdots \\ \mu_k \end{array} \right]$$ and

$$L_{(j_1, \ldots, j_k)} \overset{\text{def}}{=} \left[ \begin{array}{c} \bigwedge_{j_1} V_{i_1}^{j_1} \\ \vdots \\ \bigwedge_{j_k} V_{i_k}^{j_k} \end{array} \right]$$ for any tuple $(j_1, \ldots, j_k) \in [P]^k$

It suffices to prove the existence of integers $j_1, \ldots, j_k \in [P]$, and of multipaths $Z_1$ and $Z_2$ such that:

$$\forall m, n, s \geq 0 : Z^n \cdot Z_1 \cdot L_{(j_1, \ldots, j_k)} \cdot Z_2 \cdot Z^m$$ is a valid multi-path

(11)

Assume first that (11) is true. Since $v_i$ are essential repeating z-paths, so are $v_i^{j_i}$, and thus $L_{(j_1, \ldots, j_k)}$ is a (repeating) essential multi-path. It is not hard to show that, for all $s > 0$:

$$[L_{(j_1, \ldots, j_k)}] = [L_{(j_1, \ldots, j_k)}] \text{ which implies } [Z_1, L_{(j_1, \ldots, j_k)}] \cdot Z_2 = [Z_1, L_{(j_1, \ldots, j_k)}] \cdot Z_2$$
Since for all $V.Z^n.W$ is fitting, for all $n \geq 0$, it turns out that, for all $s \geq 0$:

$$\forall n \geq \left\lfloor \frac{Z_1 L_{(j_1, \ldots, j_k)}^s}{\|Z\|} \right\rfloor \quad \forall m \geq \left\lfloor \frac{L_{(j_1, \ldots, j_k)}^t Z_2}{\|Z\|} \right\rfloor \cdot t.V.Z^n.Z_1.L_{(j_1, \ldots, j_k)}^t.Z_2.Z^m.W.\phi$$ is a fitting multipath

Since $t.V.Z^n.Z^m.W.\phi \in \mathcal{L}(A)$ for all $n, m \geq 0$, by Lemma 16, we have that $t.V.Z^n.Z_1.L_{(j_1, \ldots, j_k)}^t.Z_2.Z^m.W.\phi \in \mathcal{L}(A)$ as well. Moreover, by the definition of the states $q \in Q$ of the zigzag automaton (as tuples $q \in \{\ell, r, \ell r, r \ell, \perp\}^N$ describing a vertical cut of a word at some position) it is not hard to see that:

$$q = V.Z^n.Z_1.L_{(j_1, \ldots, j_k)}^t.Z_2.Z^m.W.\phi \rightarrow q$$

is a cycle in $T_k$ for each $s \geq 0$.

Let us consider the bi-infinite iteration $^{\omega}L_{(j_1, \ldots, j_k)}^{\omega}$. Since $\tau_i = \{\nu_i\}$ and $\nu_i$ are essential repeating z-paths, $\nu_i \defeq \nu_i^{\omega}$ are essential repeating z-paths as well (by Prop 7). Moreover, we have:

$$\|\nu_1\| = \ldots = \|\nu_k\|$$

and, by Prop. 8, there exist words $G_1, \ldots, G_k$ such that:

$$\begin{align*}
\nu_1 & = G_1 \\
\nu_2 & = G_2 \\
& \vdots \\
\nu_k & = G_k
\end{align*}$$

Hence the word:

$$\lambda = \begin{bmatrix} G_1 \\ \vdots \\ G_k \end{bmatrix}$$

is well defined, since $|G_1| = \ldots = |G_k|$. Moreover, $\lambda^i$ is a valid word, for all $i > 0$, hence there exists a cycle $\lambda$, within (12). Clearly $|\lambda| = |G_1| = \|\nu_1\| \cdot q_i = P \cdot \lcm(1, \ldots, N)$, since each $\nu_i$ is an essential z-path, and hence $|\nu_i| \leq N$. Also, since $\overline{\nu}(G_i) = \overline{\nu}(\nu_i)$, we obtain that $\overline{\nu}(\lambda) = \overline{\nu}(L_{(j_1, \ldots, j_k)})$, and consequently:

$$\overline{\nu}(\lambda) = \overline{\nu}(L_{(j_1, \ldots, j_k)}) \overset{\text{Prop. 7}}{=} \sum_{i=1}^{k} \overline{\nu}(\tau_i) \overset{\text{Lemma 12}}{\leq} \sum_{i=1}^{k} \overline{\nu}(\mu_i) = \overline{\nu}(Z) = \overline{\nu}(\gamma)$$

Turning back to the existence of an integer tuple $(j_1, \ldots, j_k) \in [P]^k$ and of multipaths $Z_1$ and $Z_2$ (11), we prove the case $k = 2$, the generalization to the case $k \geq 2$ being among the same lines. We distinguish two cases:

1. $\|\xi_1\| + \|\eta_1\| = \|\xi_2\| + \|\eta_2\|$: It is easy to check that $\|\xi_1 \cdot \xi_1^{q_1, k} \cdot \eta_1\| = \|\xi_2 \cdot \xi_2^{q_2, k} \cdot \eta_2\|$ for all $k > 0$. Since $\varsigma(\tau_1) \cap \varsigma(\tau_2) = \emptyset$, the following is a valid multipath for all $k > 0$:

$$\begin{bmatrix} \xi_1 \cdot \xi_1^{q_1, k} \cdot \eta_1 \\ \xi_2 \cdot \xi_2^{q_2, k} \cdot \eta_2 \end{bmatrix}$$

We further consider three subcases: $\|\xi_1\| > \|\xi_2\|$, $\|\xi_1\| < \|\xi_2\|$ and $\|\xi_1\| = \|\xi_2\|$. We cover here the subcase $\|\xi_1\| > \|\xi_2\|$ (the subcase $\|\xi_1\| < \|\xi_2\|$ is symmetric and the
subcase \( \|\xi_1\| = \|\xi_2\| \) is trivial). Let \( r > 0, 0 \leq s < P \) be the unique integers such that \( \|\xi_1\| - \|\xi_2\| = r \cdot P - s \) and define \( j_1 = \min \{ q_i \} \). Let \( \pi_\ell \) and \( \pi_r \) be the left and right remainders of the rotation \( \vartheta_1 = \nu_1^{(r)} \), respectively, i.e. \( \pi_\ell, \vartheta_1, \pi_r = \nu_1^2 \).

We next define the multipath:

\[
\left[ \xi_1, \pi_\ell, \xi_2, \nu_2^{q_2}, \pi_r \nu_1^{q_1}(r-1) \cdot \eta_1 \right] = Z_1, \mathcal{L}_k^{(j_1,j_2)} \cdot Z_2
\]

By observing that \( \|\pi_\ell\| = s, \|\pi_r\| = P - s \), and \( \|\xi_1\| = \|\xi_2\| = \|\eta_1\| = \|\eta_2\| \), we verify that \( \|\xi_1, \pi_\ell\| = \|\xi_2, \nu_2^{q_2} \rangle \) and \( \|\pi_r, \nu_1^{q_1}(r-1) \cdot \eta_1\| = \|\eta_2\| \):

\[
\begin{align*}
\|\xi_1\| + \|\pi_\ell\| &= \|\xi_2\| + \|\nu_2^{q_2}\| + q_1 \cdot r \\
\|\xi_1\| + \|\nu_1^{q_1}(r-1) \cdot \eta_1\| &= \|\eta_2\|
\end{align*}
\]

Thus, the above multipath \( Z_1, \mathcal{L}_k^{(j_1,j_2)} \cdot Z_2 \) is valid for all \( k \geq 0 \).

2. \( \|\xi_1\| + \|\eta_1\| \neq \|\xi_2\| + \|\eta_2\| \): We reduce the problem to the first case. We define

\[
\begin{align*}
N &= \text{lcm}(\|\xi_1\| + q_1 \cdot \|\tau_1\| + \|\eta_1\|, \|\xi_2\| + q_2 \cdot \|\tau_2\| + \|\eta_2\|) \\
n_1 &= \frac{\|\xi_1\| + \|\eta_1\|}{N} - 1 \\
n_2 &= \frac{\|\xi_2\| + \|\eta_2\|}{N} - 1
\end{align*}
\]

Clearly, now \( \|\xi_1, \tau_1^{q_1} \cdot \eta_1, (\xi_1, \tau_1^{q_1} \cdot \eta_1)^{n_1}\| = \|\xi_2, \tau_2^{q_2} \cdot \eta_2, (\xi_2, \tau_2^{q_2} \cdot \eta_2)^{n_2}\| \) and by choosing \( \xi_1' = \xi_1, \tau_1^{q_1} \cdot \eta_1, \xi_2' = \xi_2, \tau_2^{q_2} \cdot \eta_2 \) the problem reduces to the first case.

Consider, for example, the reachable and co-reachable cycle \( \nu_2^{(r)} \rightarrow \nu_1^3 \) in Fig. 2 (b).

Then we have that \( \mathcal{W}(\gamma_5) = \mathcal{W}(\gamma_1) = 1 \), \( -1 = \mathcal{W}(\gamma_6) < \mathcal{W}(\gamma_1) = 1 \), and the cycles \( \nu_6^{(r)} \rightarrow \nu_6 \) and \( \nu_{10}^{(r)} \rightarrow \nu_{10} \) are in the same SCC as \( \nu_2^{(r)} \rightarrow \nu_2 \). Notice that both the unfoldings of \( \gamma_5 \) and \( \gamma_6 \) encode powers of the essential repeating z-paths \( x_7^{(2)} \rightarrow x_7^{(3)} \) and \( x_1^{(2)} \rightarrow x_2^{(3)} \rightarrow x_3^{(4)} \rightarrow x_4^{(3)} \rightarrow x_4^{(2)} \rightarrow x_1^{(3)} \) respectively. Moreover, \( \|\gamma_5\| = \|\gamma_6\| = \|\gamma_1\| = 1 \) and \( \nu_{10}^{(r)} \rightarrow \nu_{10} \) is a critical cycle in its SCC.

**Proof of Thm. 6:** Let \( x = \{x_1, \ldots, x_N\} \) be the variables occurring in the arithmetic representation of a difference bounds relation \( R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N \), \( T_R = (\mathcal{Q}, \Delta, \omega) \) be its transition table, and \( A_{\otimes} = (T_R, I^*, F^*) \), for \( \bullet \in \{ef, eb, af, ob\} \) and \( 1 \leq i, j \leq N \) be the zigzag automata from Thm. 5. If \( M_R \) denotes the incidence matrix of \( T_R \), the sequence \( \{M_R^{(2)}\}_{i=1}^m \) of DBM encodings of \( R^0, R^1, R^2, \ldots \) is the projection of the sequence \( \{M_R^{(2)}\}_{i=1}^m \) of
tropical powers onto the entries corresponding to all pairs of vertices:

\[(q_i, q_j) \in \bigcup_{1 \leq i, j \leq N} I_{ij}^f \times F_{ij}^{ef} \cup \bigcup_{1 \leq i, j \leq N} I_{ij}^b \times F_{ij}^{eb} \cup \bigcup_{1 \leq i, j \leq N} I_{ij}^f \times F_{ij}^{bf} \cup \bigcup_{1 \leq i, j \leq N} I_{ij}^b \times F_{ij}^{eb} \]

These entries denote the weights of the minimal paths in \(T_R\) between these vertices. By Thm. 3, the period of the \(\{M_R\}_{i=1}^\infty\) sequence is the least common multiple of the cyclicities of all SCCs of \(T_R\), which contain at least one state which is both reachable from \(I_{ij}^f\) and co-reachable from \(F_{ij}^e\), for some \(\bullet \in \{ef, eb, of, ob\}\). By Lemma 17, each SCC in each \(A_{ij}^\bullet, \bullet \in \{ef, eb, of, ob\}\) contains an elementary cycle \(\lambda\) of length \(|\lambda| \mid \text{lcm}(1, \ldots, N)\). Hence the period of the sequence divides \(\text{lcm}(1, \ldots, N)\). By Lemma 8, the period is bounded by \(\text{lcm}(1, \ldots, N) = 2^{O(N)}\). \(\square\)

8 Octagonal Relations

The class of integer octagonal constraints is defined as follows:

**Definition 10.** A formula \(\phi(x)\) is an octagonal constraint if it is a finite conjunction of terms of the form \(x_i - x_j \leq a_{ij}, x_i + x_j \leq b_{ij}\) or \(x_i - x_j \leq c_{ij}\) where \(a_{ij}, b_{ij}, c_{ij} \in \mathbb{Z}\), for all \(1 \leq i, j \leq N\). A relation \(R \subseteq \mathbb{N}^N \times \mathbb{N}^N\) is an octagonal relation if it can be defined by an octagonal constraint \(\phi_R(x, x')\).

We represent octagons as difference bounds constraints over the dual set of variables \(y = \{y_1, y_2, \ldots, y_{2N}\}\), with the convention that \(y_{2i-1}\) stands for \(x_i\) and \(y_{2i}\) for \(-x_i\), respectively. For example, the octagonal constraint \(x_1 + x_2 = 3\) is represented as \(y_1 - y_2 \leq 3\land y_2 - y_3 \leq -3\). In order to handle the \(y\) variables in the following, we define \(\overline{i} = i - 1\), if \(i\) is even, and \(\overline{i} = i + 1\) if \(i\) is odd. Obviously, we have \(\overline{i} = i\), for all \(i \in \mathbb{N}\). We denote by \(\overline{\phi}(y)\) the difference bounds constraint over \(y\) that represents \(\phi(x)\):

**Definition 11.** Given an octagonal constraint \(\phi(x)\), \(x = \{x_1, \ldots, x_N\}\), its difference bounds representation \(\overline{\phi}(y)\), over \(y = \{y_1, \ldots, y_{2N}\}\), is a conjunction of the following difference bounds constraints, where \(1 \leq i, j \leq N, c \in \mathbb{Z}\):

\[
\begin{align*}
(x_i - x_j & \leq c) \iff (y_{2i-1} - y_{2j-1} \leq c), (y_{2j} - y_{2i} \leq c) \in \text{Atom}(\phi) \\
(-x_i + x_j & \leq c) \iff (y_{2j-1} - y_{2i-1} \leq c), (y_{2i} - y_{2j} \leq c) \in \text{Atom}(\phi) \\
(-x_i - x_j & \leq c) \iff (y_{2j} - y_{2j-1} \leq c), (y_{2j} - y_{2j-1} \leq c) \in \text{Atom}(\phi) \\
(x_i + x_j & \leq c) \iff (y_{2i-1} - y_{2j-1} \leq c), (y_{2j-1} - y_{2i-1} \leq c) \in \text{Atom}(\phi)
\end{align*}
\]

The following equivalence relates \(\phi\) and \(\overline{\phi}\):

\[
\phi(x) \iff (\exists y_2, y_4, \ldots, y_{2N} \cdot \overline{\phi} \land \bigwedge_{i=1}^{2N} y_{2i-1} = -y_{2i})[x_i/y_{2i-1}]_{i=1}^{2N}
\] (13)

An octagonal constraint \(\phi\) is equivalently represented by the DBM \(M_{\overline{\phi}} \in \mathbb{Z}^{2N \times 2N}\), corresponding to \(\overline{\phi}\). We say that a DBM \(M = \mathbb{Z}^{2N \times 2N}\) is coherent\(^{14}\) iff \(M_{ij} = M_{ji}\) for all

\(^{14}\) DBM coherence is needed because \(x_i - x_j \leq c\) can be represented as both \(y_{2i-1} - y_{2j-1} \leq c\) and \(y_{2j} - y_{2i} \leq c\).
A coherent DBM $M$ is said to be octagonal-consistent if and only if $\Psi^\text{oct}_M$ is consistent.

**Definition 12.** An octagonal-consistent coherent DBM $M \in \mathbb{Z}^{2N \times 2N}_\text{ao}$ is said to be tightly closed **iff** it is closed and, for all $1 \leq i, j \leq 2N$, $M_{ij}$ is even, and $M_{ij} \leq \lfloor \frac{M^*_{ij}}{2} \rfloor + \lfloor \frac{M^*_{ij}}{2} \rfloor$.

Intuitively, the conditions of Def. 12 ensure that all knowledge induced by the triangle inequality and the $y_{2i-1} = -y_{2i}$ constraints (13) has been propagated in the DBM. Given an octagonal-consistent coherent DBM $M \in \mathbb{Z}^{2N \times 2N}_\text{ao}$, we denote the (unique) logically equivalent tightly closed DBM by $M'$.

The following theorem from [1] provides an effective way of testing octagonal-consistency and computing the tight closure of a coherent DBM.

**Theorem 8.** [1] Let $M \in \mathbb{Z}^{2N \times 2N}_\text{ao}$ be a coherent DBM. Then $M$ is octagonal-consistent if and only if $M$ is consistent and $\lfloor \frac{M^*_{ij}}{2} \rfloor + \lfloor \frac{M^*_{ij}}{2} \rfloor \geq 0$, for all $1 \leq i, j \leq 2N$. Moreover, if $M$ is octagonal-consistent, then the closure of $M$ is the DBM $M' \in \mathbb{Z}^{2N \times 2N}_\text{ao}$ defined as:

$$M'_{ij} = \min \left\{ M^*_{ij}, \lfloor \frac{M^*_{ij}}{2} \rfloor + \lfloor \frac{M^*_{ij}}{2} \rfloor \right\}$$

for all $1 \leq i, j \leq 2N$ where $M^* \in \mathbb{Z}^{2N \times 2N}_\text{ao}$ is the closure of $M$.

The tight closure of DBMs is needed for checking equivalence between octagonal constraints.

**Proposition 9 ([18]).** Let $\phi_1$ and $\phi_2$ be octagonal-consistent octagonal constraints. Then, $\phi_1 \equiv \phi_2$ **iff** and only if $M^*_1 = M^*_2$.

Octagonal constraints are closed under existential quantification, thus octagonal relations are closed under composition [5]. Tight closure of octagonal-consistent DBMs is needed for quantifier elimination.

**Proposition 10 ([15]).** Let $\phi(x), \ x = \{x_1, \ldots, x_N\}$, be an octagonal-consistent octagonal constraint. Further, let $1 \leq k \leq 2N$ and $M'$ be the restriction of $M^*_0$ to $y \setminus \{y_{2k-1}, y_{2k}\}$. Then, $M'$ is tightly closed, and $\Psi^\text{oct}_M \iff \exists x_i \phi(x)$.

The set of octagonal constraints forms therefore a class, denoted further $\mathcal{R}_\text{OCT}$.

**Lemma 18.** The class $\mathcal{R}_\text{OCT}$ is poly-logarithmic.

**Proof:** Let $R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N$ be a difference bounds relation, $x = \{x_1, \ldots, x_N\}$ be the set of variables in its defining formula, and $\overline{R}(y, y')$, for $y = \{y_1, \ldots, y_N\}$ be its difference bounds representation. Let $G_{R^m}$ be the $m$-times unfolding of the constraint graph $G_R$, and $M_{R^m}$ its incidence matrix. Clearly, $M_{R^m}$ is the DBM representation of the conjunction:

$$\overline{R}(y^{(0)}, y^{(1)}) \land \ldots \land \overline{R}(y^{(m-1)}, y^{(m)})$$
Let \( \bar{M}_n^{R_m} \) be the tight closure of \( M_n^{R_m} \). By Thm. 8, we have \( (\bar{M}_n^{R_m})_{ij} \leq (M_n^{R_m})_{ij} \) for all \( 1 \leq i, j \leq 2N \). Moreover, by Prop. 10, \( \bar{M}^m(R, y, y') \) is obtained from \( \Psi^{\mu\nu} \) by eliminating the atomic propositions involving \( y^{(1)}, \ldots, y^{(m-1)} \), and renaming \( y^{(0)} \) and \( y^{(m)} \) by \( y \) and \( y' \), respectively. Since any minimal path in \( G^m \), and hence, any entry in \( M_n^{R_m} \), is bounded by \( 2N \cdot (m+1) \cdot \nabla(R) \), we have:

\[
\|R^m\|_2 \leq (4N)^2 \cdot \log_2(2N \cdot (m+1) \cdot \nabla(R)) \\
\leq 64 \|R\|_2^2 \cdot (\log_2(2) + \log_2(m + 1) + \log_2(\nabla(R))) \\
= O(\|R\|_2^2 \cdot \log_2 m)
\]

This proves the first point of Def. 5. The second point of Def. 5 follows from Thm. 8 – the tight closure of a DBM can be computed by the Floyd-Warshall algorithm followed by a polynomial-time tightening step.

\[\square\]

### 8.1 The Complexity of Acceleration for Octagonal Relations

The proof idea for the periodicity of \( R_{OCT} \) is the following. Since any power \( R' \) of an octagonal relation \( R \) is obtained by quantifier elimination, and since quantifier elimination for octagons uses the tight closure of the DBM representation, then the sequence \( \{R'_i\}_{i \geq 0} \) is defined by the sequence \( \{M'_i\}_{i \geq 0} \) of tightly closed DBMs. In [8] we prove that this sequence of matrices is periodic, using the result from Thm. 9, below. If \( R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N \) is an octagonal relation, let \( \sigma(R) = M_{R}^* \) be the characteristic DBM of its difference bounds representation, and for a coherent DBM \( M \subseteq \mathbb{Z}^{4N \times 4N} \), we define \( \rho(M) = \Psi^\mu \wedge \Psi^\nu \wedge \Psi^{\mu\nu} \). Analogously, \( \pi(M) \) is defined in the same way as \( \rho \), for each matrix \( M \subseteq \mathbb{Z}[\mathbb{K}^{4N \times 4N}] \) of univariate linear terms. With these definitions, periodicity of \( R_{OCT} \) has been shown in [8], using the periodicity of \( R_{DB} \) and the following theorem [5], establishing the following relation between \( M_{R}^* \) (the tightly closed octagonal DBM corresponding to the \( m \)-th iteration of \( R \)) and \( M_{R}^{m+1} \) (the closed DBM corresponding to the \( m \)-th iteration of the difference bounds relation \( R \)), for all \( m > 0 \):

**Theorem 9.** [5] Let \( R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N \), be a \( \ast \)-consistent octagonal relation. Then, for all \( m > 0 \) and \( 1 \leq i, j \leq 4N \): \( (M_{R}^{m+1})_{ij} = \min \left\{ (M_{R}^*)_{ij}, \left\lfloor \frac{(M_{R}^*)_{ij}}{2} \right\rfloor + \left\lceil \frac{(M_{R}^*)_{ij}}{2} \right\rceil \right\} \).

In the rest of this section, we show that the periodic class \( R_{OCT} \) is also exponential, which proves NP-completeness of the reachability problem for flat counter machines with octagonal constraints labeling their loops.

**Lemma 19.** Let \( \{s_m\}_{m=1}^\infty \) and \( \{t_m\}_{m=1}^\infty \) be two periodic sequences. Then the sequences \( \{\min(s_m, t_m)\}_{m=1}^\infty \), \( \{s_m + t_m\}_{m=1}^\infty \) and \( \{\frac{s_m}{2}\}_{m=1}^\infty \) are periodic as well. Let \( b_i(c_i) \) be the prefix (period) of \( \{s_m\}_{m=1}^\infty \), let \( b_i(c_i) \) be the prefix (period) of \( \{t_m\}_{m=1}^\infty \), and let \( b = \max(b_i, b_i), c = \text{lcm}(c_i, c_i), \) and \( b_m = b + \max_{i=0}^{c-1} K_i c, \) where (1) \( K_i = \left\lceil \frac{b_{i+1}^c - b_{i+1}}{\lambda_i^c - \lambda_i} \right\rceil \) if \( \lambda_i^c < \lambda_i^{(c)} \) and \( b_{i+1}^c < b_{i+1}, \) (2) \( K_i = \left\lfloor \frac{b_{i+1}^c - b_{i+1}}{\lambda_i^c - \lambda_i} \right\rfloor \) if \( \lambda_i^c < \lambda_i^{(c)} \) and \( s_{b+1}^c < b_{i+1}, \) (3) \( K_i = 0, \) otherwise, for each \( i = 0, \ldots, c - 1 \) and where \( \lambda_0, \ldots, \lambda_{c-1} \) are
rates of \( \{s_m\}_{m=1}^\infty \) with respect to the common prefix \( b \) and period \( c \). Then, the prefix and the period of the above sequences are:

| \[ s_m + t_m \]_{m=1}^\infty | \begin{array}{c|c}
 prefix & period \\
 b & c \\
 b & 2c \\
 \min(s_m, t_m)_{m=1}^\infty & c \\
 \end{array} |

**Proof:** We can show that the sum sequence \( \{s_m + t_m\}_{m=1}^\infty \) is periodic as well, with prefix \( b \), period \( c \) and rates \( \lambda_0 (s) + \lambda_0 (t), \ldots, \lambda_{c-1} (s) + \lambda_{c-1} (t) \). In fact, for every \( k \geq 0 \) and \( i = 0, \ldots, c - 1 \) we have successively:

\[
(s + t)_{b+(k+1)c+i} = s_{b+(k+1)c+i} + t_{b+(k+1)c+i} \\
= \lambda_i (s) + s_{b+kc+i} + \lambda_i (t) \\
= \lambda_i (s) + \lambda_i (t) + s_{b+kc+i} + t_{b+kc+i} \\
= (\lambda_i (s) + \lambda_i (t)) + (s + t)_{b+kc+i}
\]

\[
(s + t)_{b+(k+1)c+i} = s_{b+(k+1)c+i} + t_{b+(k+1)c+i} \\
= \lambda_i (s) + s_{b+kc+i} \\
= \min(\lambda_i (s), \lambda_i (t)) + \min(s_{b+kc+i}, t_{b+kc+i})
\]

For the min sequence \( \{\min(s_m, t_m)\}_{m=1}^\infty \), it can be shown that, for each \( i = 0, \ldots, c - 1 \) precisely one of the following assertions hold:

1. \((\lambda_i (s) < \lambda_i (t) \text{ or } \lambda_i (s) = \lambda_i (t) \text{ and } s_{b+i} < t_{b+i}) \text{ and } \forall k \geq 0. s_{b+K_i c+kc+i} \leq t_{b+K_i c+kc+i} \\
2. (\lambda_i (s) < \lambda_i (t) \text{ or } \lambda_i (s) = \lambda_i (t) \text{ and } t_{b+i} < s_{b+i}) \text{ and } \forall k \geq 0. t_{b+K_i c+kc+i} \leq s_{b+K_i c+kc+i} \\

Intuitively, starting from the position \( b + K_i c \), on every period \( c \), the minimum amongst the two sequences is always defined by the same sequence i.e., the one having the minimal rate on index \( i \), or if the rates are equal, the one having the smaller starting value.

We can show now that the min sequence \( \{\min(s_m, t_m)\}_{m=1}^\infty \) is periodic starting at \( b_m = b + \max_{i=0}^{c-1} K_i c \), with period \( c \) and rates \( \min(\lambda_i (s), \lambda_i (t)) \), \( \min(\lambda_i (s), \lambda_i (t)) \). That is, we have successively, for every \( k \geq 0 \) and \( i = 0, \ldots, c - 1 \), and whenever \( i \) satisfies the condition (1) above (the case when \( i \) satisfies the condition (2) being similar):

\[
\min(s_{b+(k+1)c+i}, t_{b+(k+1)c+i}) = s_{b+(k+1)c+i} \\
= \lambda_i (s) + s_{b+kc+i} \\
= \min(\lambda_i (s), \lambda_i (t)) + \min(s_{b+kc+i}, t_{b+kc+i})
\]

For the sequence \( \left\{ \frac{s_m}{2} \right\}_{m=1}^\infty \), assume that the sequence \( \{s_m\}_{m=1}^\infty \) is periodic with prefix \( b \), period \( c \) and rates \( \lambda_0, \ldots, \lambda_{c-1} \). It can be easily shown that the sequence \( \left\{ \frac{s_m}{2} \right\} \) is periodic as well with prefix \( b \), period \( 2c \), and rates \( \lambda_0, \ldots, \lambda_{c-1} \).

We have successively for any \( k \geq 0 \), and for any \( i = 0, \ldots, c - 1 \):

\[
\left\lfloor \frac{s_{b+(k+1)2c+i}}{2} \right\rfloor = \left\lfloor \frac{2\lambda_i + s_{b+k2c+i}}{2} \right\rfloor = \lambda_i + \left\lfloor \frac{s_{b+k2c+i}}{2} \right\rfloor
\]
Similarly, for any $k \geq 0$ and for any $i = 0, \ldots, c - 1$, we have:

$$\frac{S(bk+1)2c+c+i}{2} = \frac{2\lambda_i + sb + k2c+c+i}{2} = \lambda_i + \frac{sb + k2c+c+i}{2}$$

The following lemma establishes the bounds on the prefix and period of octagonal relations, needed by Thm. 10, which gives one of the main results of this paper.

**Lemma 20.** Let $R \subseteq \mathbb{Z}^N \times \mathbb{Z}^N$ be an octagonal relation. The prefix and period of $R$ are $\nabla(R)^3 \cdot \mathcal{O}(N)$ and $\mathcal{O}(N)$, respectively.

**Proof:** Let $x = \{x_1, \ldots, x_N\}$, $R(x, x')$ be the octagonal constraint defining the relation $R$, $y = \{y_1, \ldots, y_{2N}\}$ and $R(y, y')$ be the difference bounds encoding of $R$. Since $\nabla(R) = \nabla(R)$, by Lemma 7, the prefix of the periodic sequence $\{M_{m}^{R}\}_{m=1}^{\infty}$ has prefix $\nabla(R)^3 \cdot \mathcal{O}(N)$ and, by Lemma 6, its period is $2\mathcal{O}(N)$. We will show that the periodic sequence $\{M_{m}^{R}\}_{m=1}^{\infty}$ defining the sequence of powers $\{R_{m}\}_{m=1}^{\infty}$ has prefix $\nabla(R)^3 \cdot \mathcal{O}(N)$ and period $2\mathcal{O}(N)$, respectively. Let us fix $1 \leq i, j \leq 4N$. By Thm. 9 we have, for all $m > 0$:

$$\left( M_{m}^{R} \right)_{ij} = \min \left\{ \left( M_{m}^{R} \right)_{ij}, \left\lfloor \frac{(M_{m}^{R})_{ij}}{2} \right\rfloor + \left\lfloor \frac{(M_{m}^{R})_{ij}}{2} \right\rfloor \right\}$$

The period of $\{\left( M_{m}^{R} \right)_{ij}\}_{m=1}^{\infty}$ can be shown to be $2\mathcal{O}(N)$ by an application of Lemma 19, which establishes the upper bound for the period of $R$. To compute the upper bound on the prefix of $\{\left( M_{m}^{R} \right)_{ij}\}_{m=1}^{\infty}$, we consider first the case when $R$ is $*$-consistent. Let us define, for all $m > 0$:

$$s_m = \left( M_{m}^{R} \right)_{ij}, \quad t_m = \left\lfloor \frac{(M_{m}^{R})_{ij}}{2} \right\rfloor + \left\lfloor \frac{(M_{m}^{R})_{ij}}{2} \right\rfloor$$

By Lemma 19, the periodic sequence $\{t_m\}_{m=1}^{\infty}$ has prefix $b$ and period $c' = 2c$. The sequence $\{s_m\}_{m=1}^{\infty}$ has prefix $b$ and period $c$, but we can w.l.o.g. assume that its period is $c' = 2c$. Clearly $b = \nabla(R) \cdot 2\mathcal{O}(N)$ and $c' = 2\mathcal{O}(N)$, by Lemma 7 and 6, respectively. By Lemma 19, the sequence $\{\min(s_m, t_m)\}_{m=1}^{\infty}$ has period $c$ and prefix defined as $b' = b + \max_{i=1}^{c'} K_i c'$ where:

$$K_i = \begin{cases} \left\lfloor \frac{s_{b+i} - s_{b+i}}{\lambda_i^{(s)} - \lambda_i^{(f)}} \right\rfloor & \text{if } \lambda_i^{(s)} < \lambda_i^{(f)} \text{ and } t_{b+i} < s_{b+i} \\ \left\lfloor \frac{s_{b+i} - s_{b+i}}{\lambda_i^{(s)} - \lambda_i^{(f)}} \right\rfloor & \text{if } \lambda_i^{(s)} < \lambda_i^{(f)} \text{ and } s_{b+i} < t_{b+i} \\ 0 & \text{otherwise} \end{cases}$$

Observe that:

$$s_b \geq -b \cdot \nabla(R) \quad t_b \leq \max \{ (M_{m}^{R})_{ij}, (M_{m}^{R})_{jj} \} \leq b \cdot \nabla(R)$$

Thus, if $\lambda_i^{(s)} > \lambda_i^{(f)}$ and $t_{b+i} > s_{b+i}$, then:

$$K_i = \left\lfloor \frac{s_{b+i} - s_{b+i}}{\lambda_i^{(s)} - \lambda_i^{(f)}} \right\rfloor \leq t_{b+i} - s_{b+i} \leq 2 \cdot b \cdot \nabla(R)$$
Similarly, we infer that $K_l \leq 2 \cdot b \cdot \sqrt{|R|}$ if $\lambda_i^{(k)} < \lambda_i^{(k)}$ and $t_{b+i} < s_{b+i}$. Hence, $b' = b + 2 \cdot b \cdot \sqrt{|R|} \cdot c'$ is the prefix of $\{\min(s_m, t_m)\}_{m=1}^{\infty}$ and thus of $R$. Thus $b' = \sqrt{|R|}^2 \cdot 2^{O(N)}$.

Second, consider the case when $R$ is not $*$-consistent, i.e. there exists $\ell > 0$ such that $R^\ell \neq \emptyset$ and for all $k > \ell$, $R^k = \emptyset$. According to Thm. 8, this can happen if and only if either:

1. there exists $m > \ell$ such that the DBM $M^m_{R\sigma}$ is inconsistent. In this case, $M^m_{R\sigma}$ is inconsistent for all $k \geq m$, and by Lemma 7, we have $\ell < m = \sqrt{|R|} \cdot 2^{O(N)}$.

2. for all $m > \ell$ the DBM $M^m_{R\sigma}$ is consistent, hence by Thm. 8, for all $m > \ell$ there exist $i_m \in \{1, \ldots, 2N\}$, such that $i_m^m \overset{\text{def}}{=} \left\lceil \frac{1}{2} M^m_{R\sigma} \right\rceil + \left\lfloor \frac{1}{2} M^m_{R\sigma} \right\rfloor < 0$, or else $R^m$ would be consistent, which contradicts with the initial hypothesis. But then there exists $i \in \{1, \ldots, 2N\}$ such that, for infinitely many $m > \ell$, we have $i_m^m < 0$. By Lemma 19, the sequence $\{i_m^m\}_{m=1}^{\infty}$ is periodic, with prefix\footnote{The computation of $B$ is as follows (using the notation of Lemma 19):}

\begin{align*}
    i_m^0 &= t_i^{B+J} + m_0 \cdot \lambda_j < 0 \\
    m_0 &= \max_{k \in [C]} \max(s_{b+i}, t_{b+i}) \cdot C = \sqrt{|R|} \cdot 2^{O(N)} + \sqrt{|R|} \cdot 2^{O(N)} \cdot 2^{O(N)} = \sqrt{|R|} \cdot 2^{O(N)}
\end{align*}

The last equality follows from the fact that $B = \sqrt{|R|}^2 \cdot 2^{O(N)}$ and $J < C = 2^{O(N)}$. Clearly $\ell \leq m_0$, which gives the upper bound on $\ell$.

\textbf{Theorem 10.} The class $R_{DB}$ is exponential, and the reachability problem for the class $M_{OCT} = \{M \text{ flat counter machine} \mid \text{for all rules } q \Rightarrow q' \text{ on a loop of } M, R \text{ is } R_{OCT}\text{-definable} \}$ is NP-complete.

\textbf{Proof:} To show that $R_{OCT}$ is exponential, we prove the four points of Def. 6. Point (A) is by Lemma 18. Point (B) is by the definition of the $\sigma$, $\rho$ and $\pi$ mappings for $R_{OCT}$, for the class $R_{OCT}$. For point (C.1) we use Lemma 20, and the fact that $N \leq 2 \cdot \|R\|_2$ (9) and $\log_2(\sqrt{|R|}) \leq \|R\|_2$ (Prop. 1). For the last point (C.2) we use Prop. 9 to decide the second condition of Lemma 1, as a $N^2$ conjunction of equalities between univariate terms, of size polynomial in $\|R\|_2$, built using $k$, integer constants, min, + and $\lfloor x \rfloor$. The validity of this conjunction (for all $k > 0$) can be decided in NTIME($\|R\|_2$), since it is equivalent to a QFPA formula of size polynomial in the size of the equivalence. Finally, NP-completeness of the reachability problem for the $M_{OCT}$ class follows directly from Thm. 2.\hfill $\square$
9 Conclusions and Future Work

We prove that the verification of reachability properties for flat counter machines with difference bounds and octagonal relations on loops is NP-complete. Future work includes the extension of this result to finite monoid affine relations [8], and the investigation of temporal logic properties of flat counter machines with transitions defined using these classes of relations.
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Fig. 2: (a) A difference bounds relation $R \equiv x_1 - x'_1 \leq 0 \land x_2 - x'_2 \leq 0 \land x'_3 - x_4 \leq 0 \land x'_4 - x_5 \leq 0 \land x'_5 - x_6 \leq 0 \land x'_6 - x_7 \leq 0 \land x_7 - x'_7 \leq 1 \land x'_7 - x_8 \leq 0 \land x_8 - x'_8 \leq -1$ and its constraint graph $G_R$. (b) A fragment of the zigzag automaton $A^{of}_{17}$ recognizing odd forward $z$-paths from $x_1$ to $x_7$. Initial states are marked with an incoming arrow, and final states with an outgoing arrow. (c) A run of the zigzag automaton $A^{of}_{17}$ (b) over the valid word $\gamma_0 \gamma'_1 \gamma_2 \gamma_3 \gamma_4 \gamma_5 \gamma_6 \gamma_7 \gamma'_8 \gamma_9 \gamma_{10} \gamma_{11} \gamma_{12} \gamma_{13} \gamma_{14} \gamma_{15} \gamma_{16} \gamma_{17}$, encoding a fitting odd forward $z$-path from $x_1^{(0)}$ to $x_7^{(17)}$. 