Using Routinely Reported Tuberculosis Genotyping and Surveillance Data to Predict Tuberculosis Outbreaks
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Abstract

We combined routinely reported tuberculosis (TB) patient characteristics with genotyping data and measures of geospatial concentration to predict which small clusters (i.e., consisting of only 3 TB patients) in the United States were most likely to become outbreaks of at least 6 TB cases. Of 146 clusters analyzed, 16 (11.0%) grew into outbreaks. Clusters most likely to become outbreaks were those in which at least 1 of the first 3 patients reported homelessness or excess alcohol or illicit drug use or was incarcerated at the time of TB diagnosis and in which the cluster grew rapidly (i.e., the third case was diagnosed within 5.3 months of the first case). Of 17 clusters with these characteristics and therefore considered high risk, 9 (53%) became outbreaks. This retrospective cohort analysis of clusters in the United States suggests that routinely reported data may identify small clusters that are likely to become outbreaks and which are therefore candidates for intensified contact investigations.
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Introduction

Centers for Disease Control and Prevention (CDC) guidelines recommend that close contacts of persons with infectious tuberculosis (TB) be investigated to identify persons who might have active TB disease, as well as those who might have TB infection that has not yet progressed to active disease [1]. Treatment of persons with latent TB infection can prevent the development of active TB; unsuccessful or incomplete contact investigations may result in additional cases of TB and further TB transmission [2],[3],[4]. A review of 27 TB outbreaks investigated by CDC found that the most common intervention to control an outbreak was an intensified contact investigation to identify previously missed contacts of patients and prioritize them for evaluation and treatment, based on risk for progression to disease [5]. State and local health departments’ investigation reports also recommend contact investigations as a response to TB outbreaks [6],[7],[8].

An intensified contact investigation conducted while the number of patients is small might be more effective and cost less than after a large outbreak has developed. Although TB outbreaks are not common (all 27 outbreaks investigated by CDC occurred over a 7-year period), they can be labor-intensive and expensive. A recent outbreak in a homeless shelter reportedly cost an additional $200,000 above routine health care services [9]. If public health officials had substantially more resources than are currently available, they could conduct intensive contact investigations of all geographically concentrated TB cases. At a time of reduced resources, however, we propose an approach that uses routinely collected data to formulate an algorithm that would predict which clusters of cases are most likely to become outbreaks. To be most cost effective, early interventions should distinguish between groups of cases at high risk for becoming outbreaks from groups at low risk.

Routine genotyping of Mycobacterium tuberculosis from patients in the United States identifies genotype clusters and provides insights into the location, timing, and circumstances of TB transmission [10],[11]. Previous studies have identified factors that predict growth of TB genotype clusters. New clusters detected in New York City grew more rapidly if both the first 2 patients had sputum smears positive for acid-fast bacilli and cavitary lesions on chest radiographs [12]. In the Netherlands, rapid initial growth (defined as <3 months between the diagnosis of the first and the second cases) was associated with the highest odds for cluster growth; other significant predictors were age <35 years, urban residence, and both patients having been born in sub-Saharan Africa [13]. We analyzed TB genotyping, geospatial, and patient data routinely reported to CDC to determine factors that best predicted which small (i.e., only 3 patients) incident clusters were most likely to become outbreaks.
Methods

We included TB cases that had valid genotyping data and were reported by the 50 states and Washington, D.C., to the CDC National Tuberculosis Surveillance System during 2004–2010 [14], the latest genotyping data available at the time of this analysis. Genotyping data were obtained from the CDC National Tuberculosis Genotyping Service by methods described elsewhere [10]. *M. tuberculosis* culture isolates were analyzed to determine spoligotype and 12-locus mycobacterial interspersed repetitive units-variable number tandem repeats (MIRU-VNTR) pattern. Two patients were considered to have matching genotypes if their isolates had indistinguishable spoligotype and MIRU-VNTR patterns. A genotype cluster was defined as 2 or more TB patients with matching genotypes in the same geographic area.

The statistical program SaTScan, version 9.1.0, was used to identify spatially concentrated clusters of TB cases with a specific genotype during 2006-2010; we used residential zip code as the geographic unit of measurement [15]. We applied the discrete Poisson probability model, using all culture-positive TB cases as the background population. SaTScan uses the spatial scan statistic, based on the log-likelihood ratio (LLR), to determine spatial concentration of cases in a cluster. SaTScan identified significant clusters within the smallest p-value first. Additional cases not yet assigned to a cluster were evaluated to identify additional clusters. Parameters were set so that individual cases were allowed membership into only 1 cluster. Clusters with both significant (p<0.05) and nonsignificant concentrations were included in the cohort. We set a cluster’s radius to be no more than 50 kilometers, as previous analyses demonstrated that setting a maximum of 100 kilometers produces the same clusters, while a 20-kilometer radius may split clusters [11]. To focus on incident rather than endemic clusters (i.e., those present over a long period of time) [16], we restricted our analysis to new clusters, defined as those in which the initial case occurred during 2006–2008 and was preceded by a 24-month period of no reported cases. Routine genotyping was not initiated in all areas at the same time, and in 2006, national genotyping coverage, defined as the proportion of culture-positive cases with a reported genotype in the National Tuberculosis Genotyping Service, was 70%. When an area first begins genotyping, all clusters in the area will appear to be new. To avoid inclusion of endemic clusters as newly emerging strains from areas with incomplete genotyping coverage, we excluded clusters if the county with the most cases had <75% annual genotype coverage. If a cluster had the majority of its cases in a county that did not meet this criterion, the entire cluster, not just the cases, was excluded.

To ensure that clusters had an equal chance (i.e., an equal time period) to become outbreaks, we established a standardized observation period of 24 months after the third case. The 24-month follow-up period was derived from an analysis of the time between the third and sixth cases (or the last case, if the cluster did not reach 6 cases by 2010). The longest time interval observed was 23.9 months (data not shown). This approach identified 148 new clusters of at least 3 cases that could be observed for 24 months.

Although no standard definition of a TB outbreak exists, for the purposes of this analysis, we defined an outbreak as a cluster that grew from 3 to at least 6 cases during the observation period, in which at least two of the cases could be linked epidemiologically (i.e., had spent time in the same place when at least one of them was contagious), and in which the cluster was confirmed to be an outbreak by local public health officials (usually state as well as county TB control officers). Time intervals between dates of diagnoses were calculated based on the earliest of 3 possible dates (i.e., the date a patient specimen was collected for drug susceptibility testing, the date TB treatment was initiated, or the date the patient was counted as a verified TB case). We used the rate of initial cluster growth as a predictive variable; we considered the times between diagnosis of the first and second case, between the first and the third case, and between the second and the third case. We used SaTScan to determine which clusters were significantly concentrated (p<0.05) at the time of the third case. (SaTScan could not define significance for 3 clusters.)

Other predictive variables were based on patient characteristics reported to the National Tuberculosis Surveillance System, described elsewhere [14],[17]. The unit of analysis was the cluster. A cluster was considered “exposed” by a characteristic if any 1 of the first 3 patients had that characteristic. For brevity in this report, we refer to patients who reported homelessness or excess alcohol use or illicit drug use in the 12 months before diagnosis, or who reported being incarcerated at the time of TB diagnosis as being “homeless, incarcerated, or drug or alcohol users.” Clusters with at least 1 of the first 3 patients who reported any of these conditions are described as “marginalized” in this context. Socioeconomic measures for crowding, education, and unemployment were derived from the 2000 U.S. Census; median values were calculated for all zip codes. A cluster was considered “exposed” if the zip code with the most cases had a value above the median. For clusters from multiple zip codes with equal numbers of cases, one zip code was randomly selected. The influence of genotype lineages was assessed based on spoligotyping of TB in the United States; lineages include *M. bovis* as well as the subgroups of Indo-Oceanic, Euro-American, East Asian, and East-African Indian [18],[19]. (*M. africanum* was not identified in the cohort.) Univariate analysis was performed to describe a cluster’s risk for becoming an outbreak. We used SAS 9.2 (SAS, Cary, NC, USA) to calculate relative risks and 95% confidence intervals (CI).

SAS JMP 9.0.1 was used for the decision-tree analysis, based on recursive partitioning, to determine which combination of variables best predicted clusters that became outbreaks. JMP compares possible binary partitions based on the LogWorth statistic, which is calculated as -log10 (adjusted p-value), where the adjusted p-value takes into account the number of different ways partitions can occur for each variable [20]. JMP determines the partition that best predicts the outcome of interest for both continuous and categorical variables. When the decision-tree analysis identified a partition that resulted in a node with fewer than 20 clusters, we stopped the partitioning.

Approval by an institutional review board was not required because data were collected and analyzed for this project as part of routine TB surveillance, and the project was therefore not considered research involving human subjects.

Results

Determining which clusters grew to become outbreaks

148 clusters met our inclusion criteria (identified by SaTScan with an initial case from 2006 through 2008, in which the county with most cases had >75% annual genotype coverage and a 24-month observation period followed the 3rd case). Of these, 24 (16.2%) grew to at least 6 cases within 24 months. Local public health officials reported that 16 (66.7%) of the 24 clusters were known to be outbreaks, 6 were not, and 2 could not be classified with certainty. Both clusters with uncertain outcomes were considered possible outbreaks by local officials, but neither was investigated intensively at the time the initial cases were reported, and no epidemiologic links could be verified at the time of our inquiry; these two clusters were excluded from our univariate and
decision-tree analysis. Our final analytic cohort included 146 new clusters that were from 26 states distributed across the United States, began during 2006–2008, contained at least 3 TB cases, could be observed for 24 months after the third case, and could be classified as either an outbreak or not an outbreak by the end of our 24-month observation period (Figure 1, Figure 2).

The two largest outbreaks predominantly involved homeless persons and had grown to 19 and 20 cases, respectively, by the end of our observation period. All patients from one outbreak were black non-Hispanic and born in the United States; for the other, 11 patients were Hispanic and most were born in Mexico. In another 3 outbreaks, at least half the patients were homeless. Two outbreaks were centered in correctional institutions. Of the remaining outbreaks, the predominant characteristics were excess alcohol use (3 outbreaks), substance abuse (5), and a combination of excess alcohol and substance use (2). The final outbreak involved 7 persons born in the U.S.-affiliated Pacific Islands or with parents born there; none reported homelessness, excess alcohol use or illicit drug use, or were incarcerated at the time of TB diagnosis. Of the 16 outbreaks, 14 were known to be outbreaks by local officials before our inquiry, but 2 clusters were designated as outbreaks only after investigations conducted as a consequence of our inquiry. All 16 confirmed outbreaks had a statistically significant SaTScan result at the end of the 24-month observation period, meaning cases in these clusters were measurably more geospatially concentrated than were cases of the same genotype in the rest of the country.

Relative risks of outbreak predictors

Although homelessness, excess alcohol use, illicit drug use, and incarceration as individual predictors were each significantly associated with clusters that became outbreaks, clusters in which at least 1 of the first 3 patients reported any one of these social risk factors (i.e., a “marginalized” cluster) had the highest relative risk for becoming an outbreak (RR = 17.7, 95% CI 2.4, 130.4; Table 1). We also looked at different combinations of these characteristics, e.g., homelessness, excess alcohol use, or illicit drug use without consideration of incarceration status. By far the most discriminatory factor was if any of the 4 conditions was reported, followed by whether a patient reported homelessness, excess alcohol use, or illicit drug use, and then by whether a patient reported either homelessness or excess alcohol use, or both (Table 1).

Clusters in which at least 1 of the first 3 patients was born outside the United States were significantly less likely to become outbreaks (RR = 0.1, 95% CI 0.05, 0.4). The only other significant demographic risk factor was the presence of an American Indian or Alaska Native among the first 3 patients. Each of our 3 measurements of initial cluster growth rate was a significant predictor, but the optimal measure was if the third case occurred within 5.3 months of the first patient (RR = 3.2, 95% CI 1.3, 8.0). Finally, a spatially concentrated cluster (significant SaTScan result at third patient) was also significantly associated with the cluster becoming an outbreak (RR = 3.5, 95% CI 1.0, 11.6). Neither socioeconomic measures based on Census data of residential zip codes nor genotype lineage was associated with clusters that became outbreaks (Table 1).

Decision-tree analysis to predict outbreaks

The most discriminatory variable identified by JMP was also the variable with the highest relative risk—specifically, if the cluster was marginalized (Figure 3). Sixty-seven (45.9%) of the 146 clusters with known outcomes were marginalized; 15 (22.4%) of these became outbreaks. Of the other 79 clusters (i.e., clusters with no social risk factors among the first 3 patients), only 1 (1.3%) became an outbreak.

Of the 67 marginalized clusters, the most discriminatory variable for the next partition was rapid initial growth. Available measures of initial growth included time between diagnoses of the first and second, first and third, and second and third cases. JMP determined the optimal measure was if the third case occurred within 5.3 months of the first and third case. Of 17 clusters characterized as marginalized and

![Figure 1. Distribution of 148 cohort clusters, by number of cases and outcome.](image)
with rapid initial growth, 9 (52.9%) became outbreaks. Of the 50 clusters that were marginalized but had slow initial growth (i.e., 5.3 months or more to third patient), 6 (12.0%) became outbreaks. Our outbreak prediction algorithm, which classified clusters based on social risk factors among the first 3 patients and rapid initial growth as being at high risk of becoming outbreaks, had a sensitivity of 56.3% and a specificity of 93.8%.

Sensitivity analysis of decision-tree results

We analyzed alternative criteria for social risk factor characteristics among the first 3 patients. In rank order, the most discriminatory combination was if any of the first 3 patients had any social risk factor characteristic (LogWorth = 4.9), followed closely by whether the first or second patient had any social risk factor characteristic (LogWorth = 4.5), and then by whether the first patient had any social risk factor characteristic (LogWorth = 4.4). Less discriminatory combinations were those in which 2 of the 3 patients (LogWorth = 3.2) or both the first and second patients (LogWorth = 1.2) or all 3 patients (LogWorth = 0.5) had any social risk factor characteristic. Regardless of whether the 2 uncertain clusters were reclassified as either outbreaks or not outbreaks, JMP determined the same predictive variables (data not shown).

Discussion

Our retrospective cohort analysis of TB genotype clusters showed that TB patient data and genotyping results routinely reported to CDC could be used to identify certain small clusters that were likely to become outbreaks. The two most important factors that predicted outbreaks were the presence of at least 1 patient who reported homelessness, excess alcohol use, illicit drug use, or incarceration, and rapid initial cluster growth (i.e., <5.3 months between diagnosis of the first and third case). These data suggest that if recent transmission of TB occurs among patients with the above-described social risk factors, the risk of a TB outbreak increases.

Univariate analysis produced a table of risk ratios for each predictor variable considered. Traditionally, multivariate logistic regression analysis would be used to demonstrate the adjusted contribution of significant variables toward an outcome. Instead, we used JMP for decision-tree analysis, which searched for the most important combinations of predictor variables through dichotomous splits of the data at each decision node [21]. Rather than a list of significant predictor variables, JMP determined which combinations of cluster characteristics best described those at highest risk of becoming outbreaks and reported the frequency of outbreaks for the combination of variables. We can interpret this as the percentage of high-risk outbreaks that might have been prevented. This information can be readily applied by public health officials to determine which clusters warrant intensive contact investigations, while they are still small [22].

Kik et al. also found that initial cluster growth predicted which small clusters grew to become large clusters [9]. They investigated time between the first and the second case and found the most predictive interval was <3 months. We found time to the third case to be the most predictive measure, although we also found that <4.4 months from the first to the second case was associated with clusters that became outbreaks (Table 1). We applied the same methodology described here to clusters of only 2 cases. The same predictors, notably marginalized clusters and rapid initial growth, were identified, but only 19.7% (20 of 66 clusters) with these predictive risk factors became outbreaks (data not shown). While the number of outbreaks identified at the second case would be greater, considerably more clusters would have to be investigated, and the cost per outbreak prevented would be higher.
Table 1. Patient and cluster characteristics of tuberculosis (TB) genotype clusters and associated risk of the cluster becoming an outbreak within 24 months after diagnosis of the 3rd patient.

| Cluster characteristic* (n = 146) | Cluster outcomes, n (%) | Relative risk in predicting confirmed outbreaks |
|-----------------------------------|--------------------------|-----------------------------------------------|
| Patient risk factors              |                          |                                               |
| Homeless or excess alcohol use or illicit drug use or incarceration at diagnosis | 15 (93.8) | 52 (40.0) | 17.7 (2.4, 130.4) |
| Homeless or excess alcohol use or illicit drug use | 14 (87.5) | 50 (38.5) | 9.0 (2.1, 38.0) |
| Illicit drug use                  | 12 (75)                 | 35 (26.9) | 6.3 (2.2, 18.6) |
| Excess alcohol use                | 11 (68.8)               | 33 (25.4) | 5.1 (1.9, 13.8) |
| Homeless or excess alcohol use    | 11 (68.8)               | 39 (30.0) | 4.2 (1.6, 11.5) |
| Homeless and excess alcohol use   | 6 (37.5)                | 14 (10.8) | 3.8 (1.5, 9.3) |
| Incarceration                     | 5 (31.3)                | 12 (9.2)  | 3.4 (1.4, 8.7)  |
| Homeless                         | 6 (37.5)                | 20 (15.4) | 2.8 (1.1, 6.9)  |
| HIV infection                     | 4 (25.0)                | 21 (16.2) | 1.6 (0.6, 4.6)  |
| Unemployed                        | 12 (75.0)               | 104 (80.0)| 0.8 (0.3, 2.2)  |
| Health care worker                | 0 (0)                   | 10 (7.7)  | n/a              |
| Disease factors                   |                          |                                               |
| Sputum AFB smear + and cavitary lesions | 13 (81.3) | 73 (56.2) | 3.0 (0.9, 10.2) |
| Cavitary lesions                  | 13 (81.3)               | 75 (57.7) | 2.9 (0.9, 9.6)  |
| Sputum AFB smear positive         | 15 (95.8)               | 117 (90)  | 1.6 (0.2, 11.2) |
| Multidrug-resistant TB            | 1 (6.3)                 | 5 (3.9)   | 1.6 (0.2, 9.9)  |
| History of previous TB            | 1 (6.3)                 | 12 (9.2)  | 0.7 (0.1, 4.8)  |
| INH drug resistance               | 1 (6.3)                 | 18 (13.9) | 0.5 (0.06, 3.2) |
| Patient demographics              |                          |                                               |
| American Indian or Alaska Native race | 2 (12.5) | 2 (1.5)   | 5.1 (1.7, 15.2) |
| Black, non-Hispanic               | 9 (56.3)                | 54 (41.5) | 1.7 (0.7, 4.3)  |
| Age<15 years                      | 3 (18.8)                | 16 (12.3) | 1.5 (0.5, 4.9)  |
| White, non-Hispanic               | 3 (18.8)                | 25 (19.2) | 1.0 (0.3, 3.2)  |
| Hispanic                          | 6 (37.5)                | 67 (51.5) | 0.6 (0.2, 1.6)  |
| Asian, non-Hispanic               | 1 (6.3)                 | 38 (29.2) | 0.2 (0.03, 1.3) |
| Foreign-Born                      | 5 (31.3)                | 107 (82.3)| 0.1 (0.05, 0.4) |
| Less than 2 years in US           | 1 (33.3)                | 38 (44.7) | 0.6 (0.1, 6.7)  |
| SES3 – crowded household          | 7 (43.8)                | 66 (50.8) | 0.8 (0.3, 2.0)  |
| SES3 – less than high school education | 8 (50.0) | 58 (44.6) | 1.2 (0.5, 3.1)  |
| SES3 – unemployment               | 6 (37.5)                | 62 (47.9) | 0.7 (0.3, 1.8)  |
| SES3 – some college education     | 9 (56.3)                | 71 (54.6) | 1.1 (0.4, 2.7)  |
| Genotype lineage M.bovis           | 0 (0)                   | 5 (3.9)   | n/a              |
| Genotype lineage subgroup Indo-Oceanic | 0 (0) | 15 (11.5) | n/a              |
| Genotype lineage subgroup Euro-American | 12 (75.0) | 86 (66.2) | 0.7 (0.2, 2.0)  |
| Genotype lineage subgroup East Asian | 4 (25.0) | 15 (11.5) | 0.4 (0.2, 1.2)  |
| Genotype lineage subgroup East-African Indian | 0 (0) | 9 (6.9) | n/a              |
| Male                              | 16 (100.0)              | 116 (89.2)| n/a              |
| Native Hawaiian or other Pacific Islander race | 0 (0) | 1 (0.7) | n/a              |
| Cluster characteristics           |                          |                                               |
| Initial cluster growth rate       |                          |                                               |
| 1st and 3rd patient <5.3 months   | 9 (56.3)                | 33 (25.4) | 3.2 (1.3, 8.0)  |
| 1st and 2nd patient <4.4 months   | 12 (75.0)               | 59 (45.4) | 3.2 (1.1, 9.4)  |
| 2nd and 3rd patient <0.9 months   | 7 (43.8)                | 26 (20.0) | 2.7 (1.1, 6.6)  |
Driver et al. [8] found that acid-fast bacilli smear-positive disease in the presence of cavitary lesions on chest radiographs was associated with cluster growth. In our analysis, this combination of factors had an elevated relative risk (3.0), but was not statistically significant (Table 1). Smear-positivity, cavitation on chest radiograph, and HIV status, which have been commonly associated with TB transmission and TB disease progression [23],[24],[25],[26], surprisingly were not found to be predictive in our decision-tree analysis. We hypothesize this finding may be due to greater and earlier attention given to these cases, which may have prevented further transmission. Clusters in which a foreign-born individual was among the first 3 cases were less likely to become an outbreak, an interesting finding considering the larger burden of TB among foreign-born persons within the United States [27]. Still, this supports other studies documenting less TB transmission among foreign-born than US-born persons [28],[29].

Limitations

Several limitations to our analysis should be considered. We conducted a retrospective cohort analysis, and predictions based on historical data may not translate into accurate prospective predictions. Furthermore, our cohort met specific inclusion criteria that excluded many clusters. Our conclusions assumed that genotyping results and patient characteristics are known when cases are diagnosed. In practice, there are delays from when a patient is suspected of having TB to when data are available for analysis [30]. Improved timeliness of reporting this information will improve the impact of outbreak prediction algorithms. Even if an algorithm can accurately predict which clusters will become outbreaks, the value of such a prediction is predicated on the assumption that an early intervention can prevent future TB cases. The effectiveness and the cost effectiveness of early interventions remain to be determined.

National TB surveillance data in the United States capture incarceration only at the time of diagnosis but not past incarceration. Documented analysis of social risk factor data quality in California demonstrates >90% concordance with medical records [31], but self-reporting of social risk factors may be under disclosed due to social stigma [5]. Furthermore, there is no national surveillance for TB outbreaks in the United States. In fact, there is no standard definition for what constitutes a TB...

**Table 1. Cont.**

| Cluster characteristic* (n = 146) | Cluster outcomes, n (%) | Relative risk in predicting confirmed outbreaks |
|----------------------------------|-------------------------|-----------------------------------------------|
| Patient risk factors             |                         |                                               |
| Significant log likelihood ratio at 3rd case | 13 (81.3) | 67 (52.3) | 3.5 (1.0, 11.6) |

*One or more of 1st three patients had characteristic.

1Patient had acid fast bacilli smear-positive sputum specimens and abnormal chest radiograph results with evidence of cavities.

2Patient had isoniazid (INH) and rifampicin (RIF) drug resistance reported in initial susceptibility drug test.

3Median values for socioeconomic measures were derived from the 2000 U.S. Census for all zip codes. A cluster was considered “exposed” if the zip code with the most cases had a value above the median.

**Figure 3. Algorithm based on decision-tree analysis for predicting TB outbreaks.** Algorithm based on data available at time the TB cluster contained 3 cases. Decision-tree analysis categorizes clusters in high-, medium-, or low-risk groups. Clusters in the high-risk group are considered of greatest priority for early interventions, such as intensive contact investigations. Although clusters in medium- and low-risk groups may not be considered highest priority when they have 3 cases, they can be re-evaluated should additional cases occur.

doi:10.1371/journal.pone.0048754.g003
outbreak. Our definition of an outbreak as necessarily consisting of 6 patients was arbitrary, and local officials may consider clusters of 5 patients (or even smaller) to be outbreaks. While we can accurately report the classification of the clusters SaTScan detected, we had no way of knowing how many outbreaks SaTScan did not detect.

We were unable to assess the contact investigations that might have occurred around the initial patients of a cluster or whether an intensified contact investigation might have been conducted in the early stages of a cluster, when clustered cases might have been identified by local public health officials. Early, intensive contact investigations may have occurred for some of our high-risk clusters, and in some instances outbreaks might have been prevented. Such interventions might explain, for example, some of the 8 clusters in the “High-Risk Clusters” box in Figure 3 that did not become outbreaks. If so, the proportion of high-risk clusters that would, without any intervention, become outbreaks would be higher, increasing the sensitivity of our outbreak prediction algorithm.

The sensitivity of our prediction model (56.3%; 9 of 16 outbreaks predicted) could underestimate the true value of our algorithm. Although our algorithm incorrectly classified 7 of 16 outbreaks as not being at high risk for becoming an outbreak when the cluster had 3 patients, public health officials would have the chance to reconsider that risk when the cluster grew to 4 patients. The general approach we have described here could be used in the future to determine risk factors for clusters of 2, 4, or 5 patients becoming outbreaks. Finally, our analysis was limited by the genotyping methodology on which it was based (i.e., spoligotype and 12-locus MIRU-VNTR). Since 2009, CDC has analyzed all isolates by spoligotype and an expanded panel of 24 MIRU-VNTR loci [10]. Because 24-locus MIRU-VNTR, as well as whole genome sequencing, is more discriminatory than 12-locus MIRU-VNTR [32,33], we expect that future outbreak prediction algorithms will have better accuracy. By having sufficient time to calculate background rates, we also expect that additional data will allow us to address outbreaks that occur within “endemic” strains.

TB outbreaks are costly, and the bigger they grow, the more resource-intensive they become. Our outbreak prediction algorithm could be used to identify small clusters that are candidates for intensive contact investigations to prevent outbreaks. Because our algorithm is based on data routinely reported to CDC, alerts can be generated automatically to ensure high-risk clusters are brought to the attention of public health officials as candidates for intensive contact investigations. As more data are collected, we may refine this algorithm and produce risk factors at different sizes of small clusters, including clusters of 2 cases. Still, this is the first quantitative measure of early risk factors associated with TB outbreaks in the United States. Using this information to prioritize clusters for resource expenditure may improve outbreak interventions.

Acknowledgments

We acknowledge the state and local health department personnel who collect and report the data used for these analyses. We especially thank those who reviewed our clusters to determine which were outbreaks. We acknowledge the work of the members of the National TB Genotyping Service at the California Department of Health Services, the Michigan Department of Community Health, and CDC. We thank Juliana Grant, Krista Powell, and Maryam Haddad for their critical review of the manuscript.

Author Contributions

Conceived and designed the experiments: SA TN. Performed the experiments: SA. Analyzed the data: SA JSK NS. Interpreted the data: SA JSK NS. Wrote the paper: SA TN JSK NS. Contributed reagents/materials/analysis tools: SA JSK NS. Acknowledge the state and local health department personnel who collect and report the data used for these analyses. We especially thank those who reviewed our clusters to determine which were outbreaks. We acknowledge the work of the members of the National TB Genotyping Service at the California Department of Health Services, the Michigan Department of Community Health, and CDC. We thank Juliana Grant, Krista Powell, and Maryam Haddad for their critical review of the manuscript.

References

1. Centers for Disease Control and Prevention (2005) Guidelines for the investigation of contacts of persons with infectious tuberculosis: recommendations from the National Tuberculosis Controllers Association and CDC. MMWR 54(RR-13):1–37.
2. Centers for Disease Control and Prevention (2000) Targeted tuberculin testing and treatment of latent tuberculosis infection. MMWR 49(No. RR-6).
3. Centers for Disease Control and Prevention (2011) Recommendations for use of an isoniazid-rifapentine regimen with direct observation to treat latent tuberculosis infection. MMWR 60:1650–1653.
4. Anger HA, Proops D, Harris TG, Li J, Kreiswirth BN, et al. (2012) Active case finding and prevention of tuberculosis among a cohort of contacts exposed to infectious tuberculosis cases in New York City. Clin Infect Dis. 54: 1207–95.
5. Mitruka K, Oehmke JE, Ijaz K, Haddad M (2011) Tuberculosis outbreak investigations in the United States, 2002–2008. Emerg Infect Dis. 17: 423–31.
6. Funk EA (2003) Tuberculosis contact investigations in rural Alaska: a unique challenge. Int J Tuberc Lung Dis. 7: S349–S352.
7. Lowder SA, Miramontes R, Navara B, Sabahula N, Bruskeberh M, et al. (2011) Outbreak of tuberculosis among Guatemalan immigrants in rural Minnesota, 2008. Public Health Reports. 126: 726–732.
8. Bur S, Golbah JE, Armstrong JA, Myers K, Johnson BH, et al. (2003) Evaluation of an extensive tuberculous contact investigation in an urban community and jail. Int J Tuberc Lung Dis. 7: S417–S423.
9. Centers for Disease Control and Prevention (2012) Tuberculosis outbreak associated with a homeless shelter — Kane County, Illinois, 2007–2011. MMWR 61(11):186–189.
10. Ghosh S, Moonan P, Cowan L, Grant J, Kammerer S, Navin T (2012) Tuberculosis genotyping information management system: enhancing tuberculosis surveillance in the United States. Infect Genet Evol. 12(4):782-82011, dx.doi:10.1016/j.igme.2011.10.013.
11. Moonan PK, Ghosh S, Oehmke JE, Kammerer JS, Cowan LS, et al. (2012) Using genotyping and geospatial scanning to estimate recent Mycobacterium tuberculosis transmission. USA. Emerg Infect Dis 18: 458–65.
12. Driver CR, Macarag M, McElroy PD, Clark C, Munsiff SS, et al. (2006) Which patients’ characteristics predict the rate of growth of Mycobacterium tuberculosis clusters in an urban community? Am J Epidemiol 164: 21–31.
13. Kik SV, Verver S, van Soolingen D, de Haan PE, Cobeleus FG, et al. (2008) Tuberculosis outbreaks predicted by characteristics of first patients in a DNA fingerprint cluster. Am J Respir Crit Care Med. 178:96–104.
14. Centers for Disease Control and Prevention. Reported tuberculosis in the United States, 2010. Atlanta, GA: U.S. Department of Health and Human Services. CDC, October 2011.
15. Kullendorff M (1997) A spatial scan statistic. Communications in statistics: theory and methods. 26:1481–1496.
16. Kullendorff M (2001) Prospective time periodic geographical disease surveillance using a scan statistic. J R Statist Soc A. 164: (1): 61–72.
17. CDC Tuberculosis Surveillance Data Training, Report of Verified Case of Tuberculosis (RVCT). Self-study modules, Participant manual. Available: http://www.cdc.gov/tb/programs/rvct/participant_manual.pdf. Accessed 2012 March 5.
18. Gagneux S, DeRiemer K, Van T, Kato-Maeda M, de Jong BC, et al. (2006) Variable host-pathogen compatibility in Mycobacterium tuberculosis. PNAS 103: 2869–2873.
19. Shaheen A, Cowan LS, Ozagcag C, Rastogi N, Vandenberg SL, et al. (2012) TB-Lineage: An online tool for classification and analysis of strains of Mycobacterium tuberculosis complex. Infection, Genetics and Evolution 12: 797–803.
20. Siddiqui A, Lister J, Sathasivam K, McCollough E, et al. (2002) Transfer letters in tuberculosis contact investigation. Am J Respir Crit Care Med 162: 1122–1127.
21. Reichler MR, Reves R, Bur S, Thompson V, Mangura BT, et al. (2002) Evaluation of investigations conducted to detect and prevent transmission of tuberculosis. JAMA 288: 2017–2021.
22. Marks SM, Taylor Z, Qualls NL, Shrestha-Kuwahara RJ, Wilce MA, et al. (2000) Outcomes of contact investigations of infectious tuberculosis patients. Am J Respir Crit Care Med 162: 2033–2038.
Corbett EL, Watt CJ, Walker N, Maher D, Williams BG, et al. (2003) The growing burden of tuberculosis: Global trends and interactions with the HIV epidemic. Arch Intern Med 163: 1009–1021.

Aaron L, Saadoun D, Calatroni I, Launay O, Memain N, et al. (2004) Tuberculosis in HIV-infected patients: a comprehensive review. Clin Microbiol Infect 10: 383–398.

Centers for Disease Control and Prevention (2012) Trends in tuberculosis – United States, 2011. MMWR 61(11):181–185.

Golub JE, Bar S, Cronin WA, Gange S, Baruch N, et al. (2006) Delayed tuberculosis diagnosis and tuberculosis transmission. Int J Tuberc Lung Dis 10: 24–30.

Cronin WA, Golub JE, Lathan MJ, Mukasa LN, Hooper N, et al. (2002) Molecular epidemiology of tuberculosis in a low- to moderate-incidence state: Are contact investigations enough? Emerg Infect Dis. 8: 1271–1279.

CDC. “The TB Genotyping Information Management System — an assessment of timeliness 6 months after launch.” TB Notes Newsletter. Ed. Division of TB Elimination. Available: http://www.cdc.gov/tb/publications/ newsletters/notes/TBN_2_11/seoub.htm. Accessed 2012 March 5.

Sprimont JE, Lawton ES, Porco TC, Flood JM, Westonhouse JL (2006) Assessing the validity of tuberculosis surveillance data in California. BMC Public Health 6: 217–230.

Allix-Béguec C, Faure-Quintin M, Supply P (2006) Three-year population-based evaluation of standardized mycobacterial interspersed repetitive-unit-variable-number tandem-repeat typing of Mycobacterium tuberculosis. J Clin Microbiol. 46(4):1398–1406.

Gardy JL, Johnston JC, Ho Sui SJ, Cook VJ, Shah L, et al. (2011) Whole-genome sequencing and social-network analysis of a tuberculosis outbreak. N Engl J Med 364: 730–739.