NOT PFAFFIAN

JAMES FREITAG

Abstract. This short note describes the connection between strong minimality of the differential equation satisfied by an complex analytic function and the real and imaginary parts of the function being Pfaffian. This connection combined with a theorem of Freitag and Scanlon (2017) provides the answer to a question of Binya mini and Novikov (2017). We also answer a question of Bianconi (2016). We give what seem to be the first examples of functions which are definable in o-minimal expansions of the reals and are differentially algebraic, but not Pfaffian.

1. Why Pfaffian?

Pfaffian functions were introduced in [17] where Khovanskii showed that the class has strong finiteness properties. For instance, Khovanskii exhibits an effective bound on the number of zeros in a system of equations involving Pfaffian functions. Later, the strong finiteness properties of this class of functions played an important role in model completeness results for o-minimal expansions of the real field [37, 25]. Any algebraic function is Pfaffian on a suitable domain, but there are two well-known ways to see that a transcendental function is not Pfaffian:

- The function is differentially transcendental
- The function violates the strong finiteness properties of the class

This manuscript introduces a third way of showing a function is not Pfaffian. Our work is based on a very simple idea - Pfaffian functions are built using solutions to certain order one differential equations, while solutions to higher order strongly minimal differential equations can not satisfy order one differential equations. For the notion of $C$-Pfaffian, this summary gives nearly a complete indication of the proof that a solution to a higher order strongly minimal equation is not $C$-Pfaffian. There are only slightly more complications to describe when considering if the real and imaginary parts of the function are Pfaffian. These complications can already be seen in the work of Macintyre [21], who shows that
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1Sometimes this property is also called being hypertranscendental or transcendentally transcendental [35]. The Gamma-function is differentially transcendental by a classical theorem of H"older [16] and its restriction to $(0, \infty)$ is definable in an o-minimal expansion of the reals [12].

2A popular example is provided by $\sin(x)$ with domain the real line. The violation of the finiteness principles of Khovanskii in this case also yields a violation of o-minimality. In fact, in any example known to the author, examples shown to be violating the finiteness principles of Khovanskii’s theorem are strong enough violations to also yield a violation of o-minimality. Because of this, it is not surprising that there is no currently known function which is differentially algebraic, definable in an o-minimal expansion of the real field, and not Pfaffian.
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meromorphic functions whose derivatives are algebraic have real and imaginary parts which are Pfaffian. Our main result shows that no analog of Macintyre's theorem exists for higher order differential equations.

Throughout, we will use Klein's \(j\)-function as a motivating example, often stating and explaining our results for the \(j\)-function before giving the more general result. Besides being a non-misleading example, the \(j\)-function was the original motivation for this manuscript. Restricted to its standard fundamental domain in the upper half plane, the real and imaginary parts of the \(j\)-function are definable in the o-minimal expansion of the real field given by the exponential and restricted analytic functions, \(\mathbb{R}_{an,exp}\). As such, the point counting methods of Pila and Wilkie have been applied to certain definable sets associated with the \(j\)-function. Applying these methods has been a major part of the proof of various open conjectures in diophantine geometry and transcendence theory [31]. There are several potential sources of ineffectivity in this general approach to the special points problems, but one important source comes from the Pila-Wilkie theorem itself. In general, it is known that the asymptotic bounds of the Pila-Wilkie theorem can not in general be improved (see e.g. page 2 of [32] and the discussion in the introduction of [20]). In the general o-minimal case, it isn't even entirely clear what sort of effectivity one has in mind without some additional measure of complexity of the sets or functions involved.

There are, however, improvements to the Pila-Wilkie theorem in important special cases. For instance, [32] Conjecture 1.11] conjectures that for sets definable in \(\mathbb{R}_{exp}\), the bound from the Pila-Wilkie theorem can be improved from \(O(h^c)\) to \(O((\log h)^c)\) where the constant \(c\) depends on the definable set. Numerous recent works have concentrated, in special cases, on these improved bounds or making the constants of the Pila-Wilkie theorem effective [4, 5, 6, 9, 22, 23, 30, 29]; each of these works uses the certain powerful finiteness results for Pfaffian functions (sometimes more or less restrictive cases) to obtain effectiveness where the constants depend on the complexity of the Pfaffian chain for the functions defining the set. At the same time, attempts have been made to show that effective results from the Pfaffian setting apply to motivational examples coming from number theory [21].

In the last section of [5], Binyamini and Novikov isolate two classes of particular interest in diophantine applications, which may be amenable to their approach: elliptic functions and modular functions. The former is known to be amenable to Pfaffian techniques [21, 24] and is connected to special points conjectures around the Manin-Mumford conjecture, where the effectiveness results have concrete number theoretic consequences. The latter is connected to various number theoretic problems, e.g. the André-Oort conjecture. Of it, Binyamini and Novikov write,

The modular category currently appears to be more challenging: we have no reason to believe that the \(j\)-function is Pfaffian (or definable from Pfaffian functions).

In recent work, Binyamini gives an effective Pila-Wilkie result for Noetherian functions [3] in the o-minimal context, a setting which does include the \(j\)-function. The results in the Noetherian setting require a relatively compact domain and yield fewer uniformities than the Pfaffian setting. See [23] for some discussion of this point. See also [4] for discussion of

\(^3\)i.e. On what quantities associated with the definable set are the constants allowed to depend?
the difficulties when leaving the Pfaffian setting; this manuscript shows that for the desired applications to certain diophantine problems, the work was truly necessary as theorems from the Pfaffian setting can not apply.

In the recent work of Armitage [1], significant effort is required to obtain effective bounds for the zeros of polynomials involving the j-function on its natural (noncompact) domain. As Armitage mentions, it was previously unknown whether the real and imaginary parts of the j-function are Pfaffian. Our results in this manuscript confirm the suspicions of Binyamini and Novikov; the real and imaginary parts of the j-function can not be put into a Pfaffian chain. The main theorem of [15] is the essential input to showing this result:

**Theorem 1.1.** As a definable set in a differentially closed field, the differential equation satisfied by the j-function:

\[
\left(\frac{y''}{y'}\right)' - \frac{1}{2} \left(\frac{y''}{y'}^2 \right) + \left(\frac{y'}{y}^2\right) \cdot \frac{y^2 - 1968y + 2654208}{y^2(y - 1728)^2} = 0
\]

is strongly minimal.

**Remark 1.2.** The equivalent form of the previous theorem that we will use is stated purely in terms of transcendence: a the zero set of a differential equation, \(X\), with coefficients in a differential field \(K\) is strongly minimal if and only if (1) the equation is irreducible over \(K^\text{alg}\) (as a polynomial in several variables) and (2) given any solution \(f\) of \(X\) and any differential field extension \(F\) of \(K\),

\[
\text{trdeg}_F(F⟨f⟩) = \text{trdeg}_K(K⟨f⟩) \text{ or } 0.
\]

Here \(K⟨f⟩\) denotes the differential field extension of \(K\) generated by \(f\).

Our main results show that functions which satisfy higher order strongly minimal differential equations can not have real and imaginary parts which algebraic over the elements of any Pfaffian chain. These results are especially pertinent because many of the number theoretic functions to which the Pila-Wilkie theorem has been applied have been shown to be strongly minimal in recent years. For these as well as various other strong minimality results on nonlinear higher order differential equations, see [7, 8, 10, 11, 15, 19, 28, 34]. Besides results for specific equations, as [11, 19] indicate, strong minimality is a pervasive condition for nonlinear differential equations of order at least two - it holds generically both in the space of constant coefficient equations as well as the space of nonconstant equations.

The general form of our results is given in Theorem 3.5. Following this result we formulate the general problem of determining when a complex analytic function has Pfaffian real and imaginary part using notions from geometric stability theory interpreted in the theory of differentially closed fields.

2. Pfaffian

**Definition 2.1.** Let \(f_1, \ldots, f_l\) be real analytic functions on some domain \(U \subseteq \mathbb{R}^n\). We will call \((f_1, \ldots, f_l)\) a Pfaffian chain if there are polynomials \(p_{ij}(u_1, \ldots, u_n, v_1, \ldots, v_i)\) with

---

4In proofs, the robustness of this condition is often extremely useful, but we note that there has been significant recent work in showing that this condition follows from the considering only a very particular class of such extensions \(F/K\) [14].
coefficients in \( \mathbb{R} \) such that
\[
\frac{\partial f_i}{\partial x_j} = p_{ij}(\bar{x}, f_1(\bar{x}), \ldots, f_i(\bar{x}))
\]
for \( 1 \leq i \leq l \) and \( 1 \leq j \leq n \). We call a function Pfaffian if it can be written as a \( \mathbb{R} \)-polynomial with real coefficients in the functions of some Pfaffian chain.

We are interested mainly in the connection of the previous notion to certain differential algebraic properties, but the following complex version of the previous notion is more easily connected with our differential algebraic notions:

**Definition 2.2.** Let \( f_1, \ldots, f_l \) be complex analytic functions on some domain \( U \subseteq \mathbb{C}^n \). We will call \( (f_1, \ldots, f_l) \) a \( \mathbb{C} \)-Pfaffian chain if there are polynomials \( p_{ij}(u_1, \ldots, u_n, v_1, \ldots, v_i) \) with coefficients in \( \mathbb{C} \) such that
\[
\frac{\partial f_i}{\partial x_j} = p_{ij}(\bar{x}, f_1(\bar{x}), \ldots, f_i(\bar{x}))
\]
for \( 1 \leq i \leq l \) and \( 1 \leq j \leq n \). We call a function \( \mathbb{C} \)-Pfaffian if it can be written as a polynomial with \( \mathbb{C} \)-polynomial in the functions of some \( \mathbb{C} \)-Pfaffian chain.

Our results are insensitive to replacing functions which appear in Pfaffian chains to polynomial (or even algebraic) functions of elements in a Pfaffian chain.

3. **Not Pfaffian**

### 3.1. The \( j \)-function isn’t \( \mathbb{C} \)-Pfaffian.

We begin by giving a quick and elementary argument for why the the \( j \)-function cannot satisfy a differential equation of the form
\[
j'(z) = f(z, j(z))
\]
where \( f \) is a rational function with coefficients in \( \mathbb{C} \). Following this, we will show that the \( j \)-function is not \( \mathbb{C} \)-Pfaffian, which generalizes this fact.

By \( SL_2(\mathbb{Z}) \)-invariance, \( j(z) = j(z+1) \). It follows also that \( j'(z) = j'(z+1) \). Suppose for a moment that there is a rational function with coefficients in \( \mathbb{C} \) so that \( j'(z) = f(z, j(z)) \).

Now note that \( f(z, j(z)) = f(z+1, j(z+1)) = f(z+1, j(z)) \). But now since the \( j \)-function is not algebraic, this equality holds for a generic point \((x, y)\) in affine 2-space, and thus everywhere, so the rational function has the property that \( f(x, y) = f(x+1, y) \). This implies that \( f \) is only a function of \( y \). So, now we have that
\[
j'(z) = f(j(z)).
\]
But we have that \( f(j(z)) \) is \( SL_2(\mathbb{Z}) \)-invariant, while \( j'(z) \) is a quasi-modular form of weight 2. That is, \( j'(z) \) has the property that if
\[
\alpha = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z})
\]
then \( j'(\alpha z) = (cz + d)^2 j'(z) \). Thus, it is impossible that \( j'(z) = f(j(z)) \).

Next we argue more generally that the \( j \)-function cannot be \( \mathbb{C} \)-Pfaffian using Theorem \[1\]. Let \( U \subseteq \mathbb{H} \) be the standard fundamental domain for the \( j \)-function:
\[
U = \left\{ z \in \mathbb{H} : |z| \geq 1, -\frac{1}{2} < Re(z) \leq \frac{1}{2}, \text{ and if } Re(z) < 0, \text{ then } |z| > 1 \right\}
\]
Theorem 3.1. The $j$-function is not algebraic over any $\mathbb{C}$-Pfaffian chain $(f_1, \ldots, f_l)$ on an open $V \subseteq U$.

Proof. Let $(f_1, \ldots, f_l)$ be a Pfaffian chain on $V \subseteq V$ of minimal length such that $j(z)$ is algebraic over $\mathbb{C}(z, f_1, \ldots, f_l)$. If $j$ is algebraic over $(f_1, \ldots, f_{l-1})$, we may shorten the chain contradicting the minimality of $l$. So, we can assume that $j(z)$ is transcendental and interalgebraic with $f_l$ over $\mathbb{C}(z, f_1, \ldots, f_{l-1})$. By the Pfaffian condition, the field $F = \mathbb{C}(z, f_1, \ldots, f_{k-1})$ is a $\frac{d}{dz}$-differential field. Again, by the Pfaffian condition, $F(f_l)$ is a $\frac{d}{dz}$-differential field and is a transcendence degree one extension of $F$. Since $f_l$ is interalgebraic with $j$, $\text{tr.deg}_F(F(j)) = 1$. This is impossible by Theorem 1.1. □

One can see that there isn’t anything special about the $j$-function in the above argument except that it satisfies a higher order strongly minimal differential equation. So, by the same argument as the previous proof:

Theorem 3.2. Let $U \subseteq \mathbb{C}$ be a connected domain and let $f$ be analytic on $U$. If $f(z)$ is not algebraic and satisfies a strongly minimal differential equation of order two or more, then $f(z)$ is not $\mathbb{C}$-Pfaffian.

3.2. The real and imaginary parts can’t be Pfaffian either.

Theorem 3.3. The real and imaginary parts of the $j$-function are not algebraic over any Pfaffian chain $(f_1, \ldots, f_l)$ on an open $V \subseteq U$.

Proof. Let $z = (x, y)$ denote the real and imaginary coordinates of the complex number $z$, and let $U$ be the domain as above. Suppose there is a Pfaffian chain of shortest length over which both $\text{Re}(j(x + iy))$ and $\text{Im}(j(x + iy))$ are algebraic. By the same reduction as in the previous subsection, we assume without loss of generality that the final element of the chain $(f_1, \ldots, f_l)$ is transcendental and interalgebraic with one of $\text{Re}(j(x + iy))$ or $\text{Im}(j(x + iy))$ over the earlier elements. Assume $f_l$ is interalgebraic with $\text{Re}(j(x + iy))$ (a similar argument will apply to the case of $\text{Im}(j(x + iy))$). To ease notation, we will simply assume that $f_l = \text{Re}(j(x + iy))$ and that $\text{Im}(j(x + iy))$ appears earlier in the chain. Again, our argument is not at all sensitive to interalgebraicity.

Now view the $j$-function as a map $j : U \rightarrow \mathbb{R}^2$. We have that $\text{Re}(j(x + iy))$ is interdefinable (even in the empty language) with $j(z)$ over $\mathbb{R}(x, y, f_1, \ldots, f_{l-1})$. Note that the reason for this is very simple - we have that $\text{Im}(j(x + iy))$ appears in the chain and $j(z) = (\text{Re}(j(x + iy)), \text{Im}(j(x + iy)))$. By the Pfaffian condition, the field $F = \mathbb{R}(x, y, f_1, \ldots, f_{l-1})$ is a $\frac{d}{dx}$ and a $\frac{d}{dy}$-field. By the Pfaffian condition, with respect to the derivation $\frac{d}{dx}$,

$$F(\text{Re}(j(x + iy))) = F(\text{Re}(j(x + iy)))$$

and as previously, we can assume without loss of generality that this extension is not algebraic. That is:

$$\text{tr.deg}_F(F(\text{Re}(j(x + iy)))) = 1.$$

By the interdefinability of $\text{Re}(j(x + iy))$ and $j(z)$, we have that the transcendence degree of the $\frac{d}{dx}$-field $F(j(z))$ over $F$ is one. By the $\mathbb{C}$-analyticity of $j(z)$, we have that $j(z)$ satisfies the same differential equation with respect to $\frac{d}{dz}$ as with respect to $\frac{d}{dx}$. Though

\footnote{Note that there is nothing special about the $\frac{d}{dz}$ derivation here - one could equally well use $\frac{d}{dy}$.}
we are regarding \( j(z) \) as a function \( \mathbb{R}^2 \to \mathbb{R}^2 \), the differential equation is algebraic, and can be expressed by polynomial functions of the real and imaginary parts and their derivatives with respect to \( x \) (the derivatives with respect to \( y \) are definable from this by the Cauchy-Riemann equations). So, in the \( \frac{d}{dz} \)-field generated by \( \text{Re}(j(x + iy)) \) or equivalently \( j(z) \), we have the functions \( \frac{d}{dz} \) and \( \frac{d^2}{dz^2} \) as functions \( \mathbb{R}^2 \to \mathbb{R}^2 \). The differential equation, being algebraic, is expressible by polynomial equalities in the real and imaginary parts of these functions.

We now obtain a contradiction to Theorem 1.1 since the transcendence degree of the differential field generated by any solution to the differential equation satisfied by the \( j \)-function must be 0 or 3.

3.3. The general strongly minimal case. The analysis of the \( j \)-function in the previous two subsections used only two properties:

- The function is complex analytic on some open connected \( U \subseteq \mathbb{C} \).
- The function satisfies an algebraic differential equation\(^6\) which is strongly minimal and of order \( > 1 \).

The argument of the previous subsection then gives:

**Theorem 3.4.** Let \( f(z) \) be an analytic function on some open connected \( U \subseteq \mathbb{C} \). Let \( f(z) \) be a non-algebraic solution to an order \( h > 1 \) algebraic differential equation with coefficients in \( \mathbb{C}(z) \) which is strongly minimal. Then one can not build a Pfaffian chain \( (f_1, \ldots, f_l) \) with both \( \text{Re}(f(z)) \) and \( \text{Im}(f(z)) \) algebraic over \( \mathbb{C}(z, f_1, \ldots, f_l) \).

In the theory of differentially closed fields, the definable closure of \( a \) over a differential field \( F \) is given by \( \text{dcl}(a/F) = F'\langle a \rangle \), the differential field generated by \( a \) over \( F \). The algebraic closure, \( \text{acl}(a/F) = F'\langle a \rangle_{\text{alg}} \) consists of the algebraic closure (in the sense of fields) of the differential field generated by \( a \) over \( F \). The next result generalizes the previous theorem in several ways:

**Theorem 3.5.** Let \( f(z) \) be a complex analytic function on some open connected subset \( U \subseteq \mathbb{C} \) and \( g(z), h(z) \in \text{acl}(f(z)/\mathbb{C}(z)) \) such that \( g(z) \) satisfies a strongly minimal differential equation over \( \mathbb{C}(z)\langle h(z) \rangle \) with respect to \( \frac{d}{dz} \) of order larger than one. Then one can not build a Pfaffian chain with both \( \text{Re}(f(z)) \) and \( \text{Im}(f(z)) \) algebraic over the elements in the chain.

**Proof.** The previous result is insensitive to replacing \( f(z) \) with some function which is algebraic over \( \mathbb{C}(z, f(z)) \), because if \( f(z) \) is algebraic over \( \mathbb{C}(z, f_1, \ldots, f_l) \), then so is any element of \( \text{acl}(f(z)/\mathbb{C}(z)) \). Similarly, if \( h(z) \in \text{acl}(f(z)/\mathbb{C}(z)) \), then if \( h(z) \) is not Pfaffian, then \( f(z) \) can not be Pfaffian. Since \( h(z) \) is Pfaffian, we can assume that \( h(z) \) appears earlier in the chain. Then the previous arguments apply with \( \mathbb{C}(z) \) replaced by \( \mathbb{C}(z)\langle h(z) \rangle \).

**Remark 3.6.** The previous theorem resolves negatively Question 1 of [2]. For instance, the real and imaginary parts of the \( j \)-function are Noetherian, but on any open domain in \( \mathbb{C} \), these functions cannot appear in a Pfaffian chain, by the previous result.

\(^6\)One can actually assume that the function satisfies an equation and finitely many inequations so that the resulting definable set is strongly minimal. For instance, the system \( x \cdot x' - x' = 0, x' \neq 0 \) is one such system, see [26] or [34] for a proof.
3.4. Minimal analysis. Even the condition of strong minimality can be slightly weakened - for instance we could instead demand that \( g(z) \) is a generic solution of a differential equation \( X \) over \( \mathbb{C}(z)(h(z)) \) which has Lascar rank one and order larger than one. It is also sufficient to merely demand that \( g(z) \) is almost internal to a Lascar rank\(^7\) one type of order greater than one.

Theorem 3.5 might appear as an extremely special case not likely to be close to contributing to a general characterization of when a function which satisfies an algebraic differential equation has real and imaginary parts which are Pfaffian (similarly \( \mathbb{C} \)-Pfaffian). But in this subsection, we will explain why the result is perhaps closer than one might expect.

We begin by giving some definitions from geometric stability theory \([33]\), and note that as before we are working in the theory of differentially closed fields of characteristic zero. Throughout the subsection, \( p = \text{tp}(a/A) \) will be assumed to be a stationary type. We say that a type is semiminimal if it is almost internal\(^6\) to a type of Lascar rank 1. Recall that a stationary type \( p = \text{tp}(a/A) \) is almost internal to a minimal type \( q \) over \( B \supset A \) such that \( a \vdash A B \) and there is a sequence \((d_1, \ldots, d_n)\) of \( B \)-independent realizations of \( q \) such that \( \text{acl}(Ba) = \text{acl}(Bd_1 \ldots d_n) \). The following is a well-known notion from geometric stability theory \([27]\).

**Definition 3.7.** An semiminimal analysis of \( p = \text{tp}(a/A) \) is a sequence \((a_0, \ldots, a_n)\) such that

- \( a \) is interdefinable with \( a_n \) over \( A \),
- for each \( i \), \( a_i \in \text{dcl}(A, a_{i+1}) \),
- for each \( i \), \( \text{tp}(a_{i+1}/Ca_i) \) is semiminimal.

Every finite rank type has a semiminimal analysis, and it easily follows from Theorem 3.5 that if in some analysis of \( p = \text{tp}(a/\mathbb{C}(z)) \), \((a_0, \ldots, a_n)\), we have a type \( \text{tp}(a_{i+1}/\mathbb{C}(z)(a_i)) \) which is internal to a strongly minimal type which has order greater than one, then the real and imaginary parts of \( a \) are not Pfaffian. Due to the inductive nature of the definition of Pfaffian functions, the following problem can be seen to reduce to the special case of semiminimal types almost internal to types satisfying order one differential equations over differential fields generated by Pfaffian functions.

**Problem 3.8.** Formulate in differential algebraic terms, necessary and sufficient conditions for the real and imaginary parts of a complex analytic function \( f(z) \) to be Pfaffian in terms of the semiminimal analysis of \( f(z) \).

One can see that the problem must involve in some essential way the differential algebraic equations satisfied by the real and imaginary parts on the given domain, or directly on the domain of complex analytic function. After all, a nontrivial solution to \( f' = f \) (a \( \mathbb{C} \)-multiple of \( e^z \)) can not have Pfaffian real and imaginary part on all of \( \mathbb{C} \) (see e.g. \([24]\)). Restricting the domain to those imaginary values in \((-\pi, \pi)\), the complex exponential has real and imaginary parts which are polynomial over the real exponential and restricted trigonometric functions, all of which are Pfaffian. The higher order strongly minimal case analyzed above

---

\(^7\)Lascar rank is notion also coming from model theory which has a concrete interpretation in differential fields in terms of transcendence (see e.g. \([26]\)). Lascar rank is bounded by Morley rank (in general), but the two can differ \([18]\).
is of a much different nature. For instance, it is robust under domain changes - one can see that the \( j \)-function can not have its real and imaginary parts in a Pfaffian chain even when restricting to any open subset of the upper half plane.

**Definition 3.9.** The type \( tp(a/A) \) admits no proper fibrations if whenever \( c \in dcl(Aa) \setminus acl(A) \), we must have \( a \in acl(Ac) \). Minimal types admit no proper fibrations, but there are other (semiminimal) examples, e.g. \([27]\) example 2.2.

**Proposition 3.10.** \([27]\) Proposition 2.3] Suppose that the stationary type \( p = tp(a/A) \) admits no proper fibrations. Then \( p \) is semiminimal and one of two options occurs:

1. \( a \) is almost internal to a non locally modular minimal type.
2. \( a \) is interalgebraic over \( A \) with a finite tuple of independent realizations of a locally modular minimal type over \( A \).

By refining via fibrations, any finite rank type has a semiminimal analysis \( a_0, \ldots, a_n \) in the above sense which is also reduced in the sense that for each \( i \), \( tp(a_{i+1}/Aa_i) \) admits no proper fibrations. Then Problem \([3,8]\) reduces to the following question with two distinct subcases:

**Question 3.11.** Let \( f(z) \) be a realization of a type \( p \) which is \( \mathbb{C} \)-analytic on some domain \( U \subset \mathbb{C} \). Suppose that \( p \) satisfies one of the following:

1. Let \( p \) be the generic type of some order one differential equation which is internal to the constants.
2. Suppose that \( p \) does not admit proper fibrations and is interalgebraic with a number of realizations of a locally modular type of order one. The order one type is known to be trivial and \( \aleph_0 \)-categorical \([13]\).

When is \( f(z) \) Pfaffian on \( U \) ? When is \( f(z) \) Pfaffian on some open \( V \subset U \)?
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