Abstract

The rate of a chemical reaction can often be determined by the properties of a rank-1 saddle and the associated transition state separating reactants and products. We have found evidence that such rates can be controlled and even enhanced by external driving in at least one such system. Specifically, we analyze a reactive model in two degrees of freedom that has been used earlier to describe driven chemical reactions. Therein, changes in the external driving can lead to a local maximum of the decay rate constant or even to bifurcations of periodic trajectories on the normally hyperbolic invariant manifold (NHIM) corresponding to the transition state. Inspired by these bifurcations, we show that in this case, the dynamics on the NHIM can be connected to the geometry of reactive trajectories and to reaction probabilities of Maxwell–Boltzmann distributed reactant ensembles.
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1. Introduction

Reactant and product states in a chemical reaction are usually separated by a barrier that needs to be surmounted during the reaction. Dynamics near the barrier have been successfully described by the framework of transition state theory (TST) [1–8]. Beyond the reactants and products, TST focuses on the determination of the transition state (TS), an unstable state confined indefinitely at the transition barrier that is neither reactant nor product. Alternatively, one could focus on the correlation between the respective fluxes through the dividing surfaces associated with the reactants and products as they enter the flux correlation formalism for the rate formula [9]. The determination of the transition paths between such surfaces has recently been used as the basis of accurate rate formulas in a non-driven system [10]. Here, instead, we focus on the use of the TS as the barrier separating reactants from products. In arbitrary dimensions, the TS is embedded in the normally hyperbolic invariant manifold (NHIM) of the associated barrier region separating reactants from products [11,12]. As the name suggests, reactants need to pass close to this TS in order to react. Therefore, it should not be surprising that a dividing surface (DS) separating reactants from products can be attached to the NHIM [5,6,13–15]. Recent advances in the use of TSs to obtain chemical reaction rates include the resolution of classical model systems [5,8,16–20] of varying complexity as well as quantum mechanical problems [21]. Most of these problems feature transitions over a rank-1 saddle along a confined reaction pathway in a time-independent system invariably using perturbative expansions.

As not all systems admit to such solutions, we have also pursued alternate approaches, including Lagrangian descriptors [28,30], binary contraction [31], and machine learning [32]. In this paper, we address the emergent dynamics of a time-dependent chemical model system under periodic external driving of the transition barrier. We find in Secs. 3.1 and 3.2 that our model admits to a decay rate that is highly sensitive to the strength and frequency of the driving, and hence the decay rate can be controlled. In the process, the structure of the NHIM changes qualitatively via bifurcations. Section 3.3 further analyzes one such bifurcation and how it influences reactive trajectories passing close to the NHIM. The results allow us to predict reaction probabilities in Sec. 3.4. These sections clarify how the dynamics on the NHIM translates to reactive properties of ensembles starting far from it.

2. Materials and methods

We represent driven chemical reactions using a model explored in previous work [30,35]. As in typical chemical reactions, the barrier region is represented as a rank-1 saddle separating reaction and product basins such as shown in the contour plots of Fig. 1. The driving arises by way of coupling between a time-dependent external field and the dipole associated with the reaction coordinate [36,37]. Besides being physically relevant to chemical reactions, the restriction to unbounded reactant and product basins is a simplification that avoids the global recrossings that would arise if one or both basins were closed. Nevertheless, we emphasize that the presence of closed reactant and product basins would not challenge the methods presented here because the important dynamics is happening in the saddle region. For more information on how to deal with global recrossings see Ref. [38].
Aforementioned periodic trajectories in phase space. Filled markers symbolize trajectories of period $T$ with period $T$. We focus on the dependence of Eq. (1) with $\gamma(t)$ on the parameters $E_{\text{NHIM}}$, we use the Floquet method first introduced in Ref. [39] and later extended in Refs. [11,34,40]. The method relies on the conjecture verified under certain assumptions such as those shown here—that the decay rate of reactants into products near a TS is related to the Floquet coefficients of the TS. It exploits the fact that trajectories near a periodic orbit on the NHIM can be described using a linearization of the equations of motion. Let $\Delta \gamma(t)$ represent the deviation of a trajectory from the orbit with period $T_{po}$. Its time evolution can then be described by

$$\Delta \gamma(t) = J(t) \Delta \gamma(t)$$

(2)

where $J(t)$ is the system’s Jacobian evaluated on the periodic orbit. By leveraging its linearity, Eq. (2) can also be expressed as

$$\Delta \gamma(t) = \sigma(t) \Delta \gamma(0)$$

(3)

where the fundamental matrix $\sigma(t)$ is defined by

$$\sigma(t) = J(t) \sigma(0) + \sigma(0)$$

and $I$ being the identity matrix. The rate constant $k_f$ then follows from the largest and smallest eigenvalue $m_{\text{max}}(t)$ of $\sigma(t)$ as

$$k_f T_{po} = \ln |m_{\text{max}}(T_{po})| - \ln |m_{\text{min}}(T_{po})|.$$  

(5)

This method can be generalized to non-periodic trajectories by evaluating the right-hand side of Eq. (5) for sufficiently long times and then applying a linear regression [11].

3. Results and discussion

We start by investigating two examples in which the external driving can be seen to affect the dynamics of the activated complex. In the following, we use $\langle X \rangle_Y$ to denote the average of quantity $X(Y)$ over $Y$.

3.1. Dynamics on the NHIM

The left column of Fig. 2 shows the time-averaged total energy $\langle E_\gamma \rangle$ of trajectories $x^2$ on the NHIM for two values of $\omega_s$. At $\omega_s = 0.81 \pi$, $\langle E_\gamma \rangle$ reveals a region in phase space with low-energy trajectories. This region is accompanied by a local maximum in the decay rate $k_f$, as can be seen in the right column of Fig. 2. The overlaid Poincaré surface of section (PSOS) highlights an elliptic fixed point belonging to the associated periodic orbit. This orbit fulfills all requirements for a TS trajectory as defined in Refs. [11,34,44]. It can be seen as the dominant trajectory in the sense that decay rates from this trajectory are also characteristic of neighboring trajectories.

For decreasing $\omega_s$, two new fixed points and, hence, periodic trajectories emerge, as can be seen in Fig. 2 at $\omega_s = 0.77 \pi$. These trajectories are shown in Fig. 1 for the elliptic (solid blue lines) and hyperbolic (dashed red line) fixed points. This so-called saddle-node bifurcation [35,41,44] qualitatively changes the dynamics on the NHIM. While the new elliptic fixed point is still characterized by a local minimum in $\langle E_{\gamma} \rangle$, it now also
features a local minimum in $\bar{k}_F$ instead of a maximum. In addition, its energy $\langle E_y \rangle_y$ is much lower compared to the original elliptic fixed point at velocity $v_y \approx -3$.

The second example for the influence of external driving on the dynamics on the NHIM is illustrated in Fig. 3. At a fixed $\omega_x = \pi$, only a single periodic trajectory was found in the examined parameter regime. Particles near this periodic trajectory exhibit a change in their stability that depends on the system’s driving amplitude $\hat{x}$. We illustrate the change in the stability using the time it takes the particle to reach a distance of $|\Delta x| = 0.05$ from the periodic trajectory. When only a small driving is applied, the particle stays in the saddle region for a relatively long time. This in turn indicates a low decay rate $\bar{k}_F$. When increasing the amplitude, stability initially decreases for medium driving only to increase again for large driving. As a result, there must be a local maximum in the systems decay rate $\bar{k}_F$ allowing for rate enhancement through optimization of $\hat{x}$.

### 3.2. Decay rate enhancement

These two examples demonstrate that the dynamics of trajectories on or near the NHIM can be drastically altered through modification of the driving parameters. This is summarized in Fig. 4 through the calculation of the decay rates $\bar{k}_F$ as a function of the driving frequency and amplitude. As these are only one-dimensional sections through the two-dimensional space of possible driving parameters, they serve here as examples only. Specifically, they are not meant to represent an exhaustive or exclusive set. As such, any extremal values in one of these sections may not necessarily be extremal in the full parameter space. Nevertheless, the existence of such extrema in sections of parameter space is enough to demonstrate that these systems are sensitive to the driving.

The bifurcation observed in Fig. 2 is visible in Fig. 4(a). At larger driving frequencies, there exists a single elliptic fixed point. When lowering $\omega_x$, its rate constant $\bar{k}_F$ steadily increases. Around $\omega_x = \omega_{0} = 0.80 \pi$, two new fixed points with lower values of $\bar{k}_F$ emerge in a saddle-node bifurcation. Furthermore, a comparison with the trajectories from Fig. 2 suggests that high rates are accomplished by large motion in the orthogonal mode $(y, v_y)$.

We demonstrated through Fig. 4 that there exists a minimum in stability for medium driving. This manifests itself in Fig. 4(b) by means of a maximum in $\bar{k}_F$. When varying $\omega_x$, this extremum persists qualitatively the same, differing mainly in position and height. The latter can be connected to the slope in Fig. 4(a). Note that all curves, independent of $\omega_x$, must meet at $\bar{k}_F(\hat{x} = 0) = 2.762$ since a vanishing amplitude is equivalent to the static case.

### 3.3. Reaction geometry

The results reported in the previous sections relate only to the dynamics on the NHIM. Making predictions about real chemical reactions, however, requires us to connect to the dynamics off the NHIM. More specifically, we need to address when and how the NHIM can influence reactive trajectories, i.e., those connecting the reactant to the product basins.
Figure 4: (a) Rate constant $k_F$ as a function of driving frequency $\omega_x$ for two elliptic and one hyperbolic fixed point, each corresponding to a periodic trajectory. At $\omega_x = 0.80 \pi$, two fixed points vanish in a saddle-node bifurcation. The three markers correspond to the trajectories shown in Fig. 1. (b) Rate constant $k_F$ as a function of driving amplitude $\hat{x}$ for three different driving frequencies $\omega_x$. Only a single fixed point (i.e., periodic trajectory) was found per set of parameters considered here. Orange circles indicate the parameter sets used in Fig. 3 while black diamonds mark each curve’s maximum. The vertical gray line acts as a guide to the eye.

The NHIM represents—the minimum energy a trajectory needs for any given set of orthogonal modes $(y, v_y)$ to cross the DS. It is therefore natural to assume that a significant portion of reactants in a thermally distributed ensemble would pass close to the NHIM while reacting. Additionally, for reasons of continuity, we can expect these trajectories to behave similarly to those on the NHIM for some finite time. This provides a possible connection between the dynamics on and off the NHIM.

In a driven system, reactants may gain or lose energy while climbing the potential barrier. A trajectory’s energy $E_y$ very close to the NHIM can thus differ from its initial energy $E_y^0 = \lim_{t \to -\infty} E_y$ in the reactant basin. The structure of the NHIM can be connected to the reactant basins through propagation back in time. For each fixed orthogonal mode $(y, v_y)$ and time $t_0$, we first obtain the position $(x, v_x)$ of the NHIM. A shift of this point by $\Delta v_x = +10^{-5}$ yields a point on a reactive trajectory which closely passes the NHIM. We then propagate the trajectory backward in time until we are sufficiently far away from the moving barrier. The trajectory’s energy $E_y$ at this early time—which we refer to as the local threshold energy—will then be approximately conserved. Through sampling $(y, v_y)$, we then obtain the distribution of local threshold energies and the corresponding initial points in phase space of the reactive trajectories. Figure 5 reports the results of this calculation for crossing time $t_0 = 0$ at four driving frequencies $\omega_x$ around the bifurcation shown in Fig. 4. For comparison, the structure of the NHIM as revealed by a PSOS has been overlaid in each case.

The PSOS reveals two elliptic fixed points on the NHIM at the driving frequencies below the bifurcation [cf. Figs. 5(a) and 5(b)]. Although the lower one cannot be seen in the structure of the local threshold energy, there is a correlation between $E_y^b$ and the upper fixed point. This is consistent with the fact that the lower fixed point is associated with higher decay rates as shown in Fig. 4. Trajectories consequently spend less time near the NHIM, and we expect less correlation with the dynamics on the NHIM. Conversely, there is a very good match between the global threshold energy

$$E_y^b(t_0) = \min_{y, v_y} E_y^b(y, v_y, t_0)$$

and the position of the upper fixed point, i.e., the trajectory on the NHIM with the least average energy (cf. Fig. 2).

Closer to the bifurcation, we find the structure of $E_y^b$ starting to change [cf. Figs. 5(b) and 5(c)]. Low-energy regions seem to flow out in a counter-clockwise spiral-like structure. The
minimum $E^b_{th}$, however, stays near the upper fixed point. It only starts to move once this fixed point disappears in the bifurcation. Following a counter-clockwise trajectory itself, it moves down towards the remaining fixed point, slowly converging for increasing driving frequency $\omega$, [cf. Fig.5(d)].

If we assume initial energies of a reactant ensemble to be thermally distributed, then we can expect most of these reactants to react via paths related to low-$E^b_{th}$ regions at the crossing time $t_0$. The bifurcation, therefore, should change the geometry of the reaction dynamics at least qualitatively. This change, as indicated by the movement of the global spacial minimum of the threshold energy $E^b_{th}(t_0)$, appears to be smooth across the bifurcation. As a consequence, we can anticipate that the reaction rates to be presented in the next section will not exhibit a discontinuity around the bifurcation.

3.4. Reaction probability

We now address the degree to which reaction rates—not just decay rates—can be obtained from the structure of the NHIM. Following Farkas and Kramers [45–48], the reaction rate is determined by the ratio of the reactive flux across a DS divided by the reactant population at steady-state conditions. This presumes a boundary condition in which the reactants are continuously populated at the well according to an equilibrium condition. Here we assume that the reactants are initially thermally distributed, and set the initial distribution in velocities to be that of Boltzmann at temperature, $T$, and located in the reactant basin far from the NHIM. The system is then propagated semi-microcanonically—viz., including external driving but neglecting friction and noise. This corresponds to a system which is very weakly coupled to an external bath. The rates that one would obtain in this way are therefore good approximations in cases in which the rate is fast compared to the dissipation.

For numerical expedience, here we obtain the reaction fraction rather than the rates using the flux over population approach. The reactant fraction is the fraction of particles that react—before their first return to the reactant basin—to products given the initial distribution. The reference ensemble simulation is constructed as follows. For every set of parameters, we initialize an ensemble of $10^7$ reactants at position $(x, y) = (−8, −1)$, that is, far from the saddle on the minimum energy path. Velocities $v_x$ and $v_y$ are chosen according to a Maxwell–Boltzmann distribution of temperature $k_B T = 0.4 \ll E_b$. Negative velocities result in trajectories that cannot react because the reactant basin is unbounded. We thus include only positive velocities $v_x \geq 0$ by taking the absolute value. The initial time is chosen based on a uniform random distribution. Each reactant is then propagated forward in time until it leaves the reaction region. Trajectories passing $x < −8$ are classified as nonreactive and those passing $x > +4$ as reactive. Besides the fraction of reactive trajectories $\chi^r$, we additionally record the minimal initial energy $E^b_{th}$ of the reactive subensemble, referred to as the ensemble threshold energy. The results for various values of the driving parameters $\omega$ and $\hat{x}$ are shown as circle and diamond markers in Fig. 6.

Alternatively, we can consider the dynamics on the NHIM directly using the spacial minimum $E^b_{th}$ as the effective minimum barrier height; see Sec. 3.3. We employ modern global minimization routines to make the determination of $E^b_{th}$ as efficient as possible. Specifically, we use simplicial homology global optimization [49] with Sobol’ sampling [50] and the Nelder–Mead simplex method [51] for local optimization as implemented in the Python library SciPy [52]. The resulting $E^b_{th}$ is still dependent on the crossing time $t_0$. To account for this fact, we consider both the average $\langle E^b_{th}(t_0) \rangle$ and the minimum $\min_{t_0} E^b_{th}(t_0)$ in $t_0$ going forward. Both quantities are shown in the left axes of Fig. 6 for multiple driving parameter ranges. Unsurprisingly, the minimum ensemble energy $E^b_{th}$ is close to but always larger than $\min_{t_0} E^b_{th}$.
The most straightforward way to obtain a reaction probability from a barrier height is by evaluating the ensemble’s complementary cumulative distribution function—also known as the survival function. In energy space, Maxwell–Boltzmann ensembles follow a \( \chi^2 \) distribution with argument \( 2E/\langle k_B T \rangle \). Here, we report the survival probability \( SF^{\infty}_b \) according to the energy distribution over the two-dimensional configuration space, \( x \) and \( y \). Curiously, the agreement in the reactive probability (not shown here) was better in the cases reported in Fig. 4(b) when we evaluated the survival probability using only the distribution over the reactive degree of freedom, \( x \). For reactive trajectories, this circumstance suggests that the nonlinear coupling between \( x \) and \( y \) is not strong enough to lead to a significant energy exchange between the reaction coordinate and the orthogonal mode. The dynamics on the NHIM, however, is definitely affected by the nonlinear coupling as shown by the bifurcation in Fig. 4. Finally, we calibrate the resulting curve by linearly scaling it to match the first value of the ensemble calculation. The result is shown in the right axes of Fig. 5. There is a clear correlation between \( \chi^2 \) and the survival function of \( \min_x E_{th}^x \) with very good agreement for \( \hat{\chi} \lesssim 0.8 \). The average \( \langle E_{th}^x \rangle_{\hat{\chi}} \), on the other hand, yields worse results in most cases. It can only slightly beat \( \min_x E_{th}^x \) for very high driving amplitudes \( \hat{\chi} \). That is, it appears that the deviations in the reactive percentage between the use of the global reactive flux and the NHIM-based approaches arises because the globality presumed in the latter begins to break down as the particles are driven harder and farther away from the reactive region.

4. Concluding remarks

In this paper, we have demonstrated that decay rates and the reaction geometry can be manipulated by external driving. Based on this, we have found a connection between properties of the NHIM and properties of reacting trajectories. This, in turn, has allowed us to predict reaction probabilities without having to propagate large ensembles for each set of parameters, providing further insights into the dynamics of chemical reactions. In the future, these results could be used to control and optimize the reaction rate of chemical reactions. To achieve this goal, however, it is required to extend the methods discussed here to models explicitly describing particular chemical reactions. Promising candidates include the isomerization reactions of LiCN [53][56], KCN [57][58], and ketene [59][63]. Additionally, the results have to be extended to include noise and friction (i.e. Langevin dynamics) in order to be applicable to real chemical reactions.
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