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Abstract: This study deals with a single server in the D-policy M/G/1 queueing system in which the server is turned off at the end of each complete period and is activated again only when the cumulative completion times of the customers in the system exceeds a given level D. While the server is working, he is subject to breakdowns according to a Poisson process. When the server breaks down, he requires repair at a repair facility, where the repair time obeys a general distribution. We have demonstrated that the probability that the server is busy in the steady-state is equal to the traffic intensity. The total expected cost function per customer per unit time is constructed to determine the optimal operating D-policy at a minimum cost. We use the steady-state analytic results and apply an efficient Matlab computer program to calculate the optimal value of D. Based on three different service distributions: exponential, 3-stage Erlang and deterministic, we provide extensive numerical computation for illustration purpose. Sensitivity analysis is also investigated.
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INTRODUCTION

In this study, we deal with the optimal operation of a single non-reliable server in an M/G/1 queueing system operating under the D-policy, i.e., the server is turned off at the end of each complete period (busy period plus breakdown period) and is turned on when the sum of the completion times of all waiting customers exceeds the fixed value D. A non-reliable server means that the server is typically subject to unpredictable breakdowns. It is assumed that the breakdown times of the server follow the negative exponential distribution and the repair times of the server obey a general distribution.

One example of an application fitting our model is the following central mail handling system. Mail is collected from mailboxes with fixed pick-up times and then is sent to the central mail handling office. The workers at the central mail handling office sorts the parcels into categories including registered mail, ordinary mail in a long flat envelope and ordinary mail in a standard envelope. Sorted mail forms a waiting line according to a random process. When the workload of sorted mail exceeds D, the automated distribution machine is turned on and starts dispensing the parcels into slots according to the destination post office. In addition, the machine may be broken down when it is working. When the automated distribution machine fails, it is emergently repaired. As soon as the repair is completed, the automated distribution machine immediately servers the waiting sorted mail until the processed workload becomes zero. Another application of this model is in the study of PCB Surface Mount process. Consider a PCB Surface Mount system. Assume that PCB arrives according to a random process. Because of the cost involved in setup machine, it is desirable that the reflow machine begins operating whenever the workload of PCB reaches a critical value D. The reflow process may be interrupted when machine encounters unpredicted breakdowns. When reflow interruptions occur (breakdowns), it is emergently recovered with a random time.

It is assumed that customers arrive following a Poisson process with parameter $\lambda$ and the service times of the customers are independent and identically distributed (i.i.d.) random variables having a distribution function $F_S(t)$, a probability density function $f_S(t)$ and a finite kth moment $\mu_k = E[S^k]$ ($k = 1$, ...)
Let \( S_f(s) \) denote the Laplace-Stieltjes transform (abbreviated LST) of a function \( f(t) \). It is assumed that the server can break down at any time with a Poisson breakdown intensity \( \alpha \). Whenever the server breaks down, he is immediately repaired in a repair facility, where the repair times are independent and identically distributed random variables having a distribution function \( F_R(t) \), a probability density function \( f_R(t) \) and a finite kth moment 
\[ k = E[R^k] \] (k = 1, 2, 3). Let \( R_f(s) \) denote the LST of a function \( R_f(t) \). Service is allowed to be interrupted if the server breaks down. The server immediately starts repair and once the server is repaired he immediately returns to serve customers until the system becomes empty.

The controllable M/G/1 queueing system has been extensively investigated in the open literature. Balachandran[1] first introduced the concept of a D-policy which turns the server off when the system is empty and turned the server on when the cumulative service times of the customers in the system exceed a given threshold of size \( D \). The D-policy M/G/1 queueing system with a reliable server was analyzed by Balachandran and Tijms[2], Gakis et al.[3] and many others. Balachandran and Tijms developed the optimal D-policy when the cost function is based on the expected number of customers in the system. Gakis et al. demonstrated that the probability that the server is busy in the steady-state is equal to the traffic intensity. Li and Niu[4] developed the waiting distribution (in queue) of customers in the more general GI/G/1 queue with D-policy. For an M/G/1 queueing system operating under the D-policy, Sivazlian[5] derived an explicit approximate expression for the optimal value of \( D \).

The first objective of this paper is to derive the steady-state analytic results, such as the expected length of the complete, busy, breakdown and idle periods, the expected length of the busy cycle and the probability that the server is busy. We show that the probability that the server is busy is equal to traffic intensity \( \rho \). The second objective of the paper is to formulate the system’s total expected cost in order to determine the optimal operating D-policy at the minimum cost. The steady-state analytic results and an efficient Matlab computer program are used to calculate the optimal value of \( D \). The final objective of the paper is to present extensive numerical computation for three different service distributions such as exponential, 3-stage Erlang and deterministic, to illustrate sensitivity investigation.

**THE ORDINARY M/G/1 QUEUEING SYSTEM WITH SERVER BREAKDOWNS**

**First three moments of the completion time distribution:** Let \( H \) be a random variable representing the completion time of a customer, which includes both the service time of a customer and the repair time of a server, in the ordinary M/G/1 queueing system with server breakdowns. Let \( \bar{H}_f(s) \) denote the LST of completion time \( H \). Thus \( \bar{H}_f(s) \) is given by:

\[
\bar{H}_f(s) = \bar{S}_f(s) + \alpha \bar{R}_f(s) \tag{1}
\]

where \( \bar{S}_f(s) \) and \( \bar{R}_f(s) \) denote the LST of service time and repair time, respectively and \( \alpha \) denotes the breakdown rate. The derivation of (1) is given in Wang and Ke[7]. It follows from (1) that the first three moments of the completion time distribution are given by:

\[
\theta_1 = E[H] = -\frac{d}{ds}\left[\bar{H}_f(s)\right]_{s=0} = \mu_1(1 + \alpha \beta_1) \tag{2}
\]

\[
\theta_2 = E[H^2] = -\frac{d^2}{ds^2}\left[\bar{H}_f(s)\right]_{s=0} = \mu_1(1 + \alpha \beta_1)^2 + \mu_1 \alpha \beta_2 \tag{3}
\]

\[
\theta_3 = E[H^3] = -\frac{d^3}{ds^3}\left[\bar{H}_f(s)\right]_{s=0} = \mu_1(1 + \alpha \beta_1)^3 + 3 \mu_1 \alpha \beta_1 (1 + \alpha \beta_1) \tag{4}
\]

and

\[
\rho = \lambda \beta_1 = \rho(1 + \alpha \beta_1) \tag{5}
\]

where \( \rho = \lambda \mu_1 \). The traffic intensity \( \rho \) is assumed to be less than unity.

**Expected length of the complete period, the busy period and the breakdown period:** The busy period is initiated when the customer arrives in the system and the server begins for service. During the busy period, the server may break down and starts his repair immediately. This is called the breakdown period. The server is turned off when the system becomes empty. This is called the idle period. Since the complete period starts when the idle period terminates, the complete period is represented by the sum of the busy period and the breakdown period.
From the results of Wang and Ke\cite{7}, the LST of the distribution of the complete period for the ordinary M/G/1 queueing system with server breakdowns is given by:

\[ \tilde{T}_{H_0}(s) = \tilde{T}_{H_0}[s + \lambda - \lambda \tilde{T}_{H_0}(s)] \]  \hspace{1cm} (6)

Using (1-3) and (6), the first two moments of the complete period are given by:

\[ E[H_0] = \frac{\mu_l(1 + \alpha \beta)}{1 - \rho(1 + \alpha \beta)} \frac{\theta_l}{1 - \rho_H} \]  \hspace{1cm} (7)

\[ E[H_0^2] = \frac{\mu_l(1 + \alpha \beta)^2 + \mu_l \alpha \beta (1 + \alpha \beta)}{(1 - \rho(1 + \alpha \beta))^3} \frac{\theta_l}{(1 - \rho_H)^3} \]  \hspace{1cm} (8)

We denote by \( E[B_0] \) and \( E[D_0] \) the expected length of the busy period and the breakdown period, respectively. We shall use the following known formulas, which can be found in Wang and Ke\cite{7}:

\[ E[B_0] = \frac{\mu_l}{1 - \rho_H} \]  \hspace{1cm} (9)

\[ E[D_0] = \frac{\mu_l \alpha \beta}{1 - \rho_H} \]  \hspace{1cm} (10)

**THE D POLICY M/G/1 QUEUEING SYSTEM WITH SERVER BREAKDOWNS**

**Expected length of the complete period, the busy period and the breakdown period:** The server is turned off (idle) at the end of each complete period and is activated again only when the cumulative workload (the cumulative completion times of the customers in the system) firstly exceeds the fixed value \( D \). Let \( R_D \) be the forward recurrent time of the ordinary renewal process \( X_t \) at epoch \( t = D \). Thus the total workload when a complete period is initiated is \( D + R_D \). Applying the expression (58) of Gakis et al.\cite{3} (p. 57), we get:

- \( 0 \leq x \leq D \)
  \[ f_{H_0}(x) = 0, \]

- \( D \leq x < \infty \)
  \[ f_{H_0}(x) = e^{-\lambda x} f_{H_0}(x - D) + \int_D^x f_{H_0}(y - D) \sum_{n=1}^{\infty} E_{H_0}^{(n)}(x - y) \frac{(\lambda y)^n e^{-\lambda y}}{n!} dy. \]

Note that the expression for \( f_{H_0}(x) \) is obtained only by replacing busy period by completion period \( H_0 \) in the formula of the D policy M/G/1 queueing system with server breakdowns.

Taking the LST of \( f_{H_0}(x) \), we have:

\[ \tilde{T}_{H_0}(s) = \int_D^\infty e^{-s x} f_{H_0}(x - D) dx + \int_D^\infty e^{-s x} \sum_{n=1}^{\infty} E_{H_0}^{(n)}(x - y) \frac{(\lambda y)^n e^{-\lambda y}}{n!} dy. \]  \hspace{1cm} (11)

Changing the order of integration of (11) and changing the variables of integration, it finally yields

\[ \tilde{T}_{H_0}(s) = e^{-(1 + \lambda) \tilde{R}_D(s)} \tilde{f}_{H_0} \left[ \lambda + s - \lambda \tilde{T}_{H_0}(s) \right]. \]  \hspace{1cm} (12)

Let \( E[H_D] \) be the expected length of the complete period for the D policy M/G/1 queueing system with server breakdowns. Using (12), we get:

\[ E[H_D] = \frac{d}{ds} \tilde{T}_{H_0}(s) \bigg|_{s=0} = (1 + \lambda E[H_0])(D + E[R_D]), \]  \hspace{1cm} (13)

where \( E[H_0] \) is given in (7). We note from (7) that:

\[ 1 + \lambda E[H_0] = 1 + \lambda \frac{\mu_l(1 + \alpha \beta)}{1 - \rho_H} \frac{\theta_l}{1 - \rho_H} = \frac{1}{\rho_H} + \frac{1}{\rho_H} \times \frac{\theta_l}{\rho_H} = \frac{E[H_0]}{\theta_l} \]  \hspace{1cm} (14)

Following the result of Balachandran and Tijms\cite{2}, we have

\[ D + E[R_D] = 0[1 + M_H(D)] \]  \hspace{1cm} (15)

Here, \( M_H(D) \) is the renewal function

\[ M_H(D) = \sum_{n=1}^{\infty} E_{H_0}^{(n)}(D), \]  \hspace{1cm} (16)

where, \( E_{H_0}^{(n)}(D) \) is the \( n \)-fold convolution of \( F \) with itself.

Substituting (14) and (15) into (13), we obtain:

\[ E[H_D] = E[H_0][1 + M_H(D)] \]  \hspace{1cm} (17)

We denote by \( E[B_D] \) and \( E[D_D] \) the expected length of the busy period and the breakdown period, respectively. We obtain:  
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Recall that \( E[H_0] = E[B_0] + E[D_0] \). It implies from (9), (10), (17) that:

\[
E[B_0] = E[B_0][1 + M_0(D)] = \frac{\mu \gamma}{1 - \rho_0} \\
E[D_0] = E[D_0][1 + M_0(D)] = \frac{\mu \alpha \beta_0}{1 - \rho_0}
\]  

**Expected length of the busy cycle:** The busy cycle for the D policy M/G/1 queueing system with server breakdowns, denoted by \( C_D \), is the length of time from the beginning of the last idle period to the beginning of the next idle period. Since the busy cycle is the sum of the idle period and the complete period, we obtain:

\[
E[C_D] = E[I_D] + E[H_D] = E[I_D] + E[H_D] \tag{20}
\]

We must now find \( E[I_D] \). Following the terminating of an idle period, the server returns to the system to initiate a complete period, if the cumulative amount of workload firstly exceeds \( D \). The idle period is denoted by the sum of \( K \) idle periods in the ordinary M/G/1 queueing system with server breakdowns where \( K \) satisfies the following condition:

\[
K = \min \{ n | H_1 + H_2 + \ldots + H_n \geq D \}
\]

where \( H_n, n = 1, 2, \ldots \) denotes the completion times. Let \( f_{n_0}(x|K=n) \) be defined as the conditional probability density function of the idle period given \( K = n \). Thus, we obtain:

\[
f_{n_0}(x|K=n) = f^{(n_0)}(x), n = 1, 2, \ldots \tag{21}
\]

We note that:

\[
P\{K=n\} = P\{X(D) = n-1\} = F^{(n-1)}_H(D) - F^{(n)}_H(D) \]

It implies from (21) that:

\[
f_{n_0}(x) = \sum_{n=1}^{\infty} f_{n_0}(x|K=n)P\{K=n\} = \sum_{n=1}^{\infty} f^{(n_0)}(x)[F^{(n-1)}_H(D) - F^{(n)}_H(D)]. \tag{22}
\]

Taking the LST on both side of (22) yields:

\[
\tilde{f}_{n_0}(s) = \sum_{n=1}^{\infty} \tilde{f}_{n_0}(s) [F^{(n-1)}_H(D) - F^{(n)}_H(D)] \tag{23}
\]

The expected length of the idle period, \( E[I_D] \), for the D policy M/G/1 queueing system with server breakdowns is obtained by using (23):

\[
E[I_D] = E[I_0] = \frac{\sum_{n=1}^{\infty} n[F^{(n-1)}_H(D) - F^{(n)}_H(D)]}{E[I_0]} = \frac{E[I_0]}{E[I_0]} \tag{24}
\]

where \( E[I_0] = 1/\lambda, M_0(D) = \sum_{i=0}^{\infty} f_i^{(n_0)}(D) \) and \( F_i^{(n_0)}(D) \) is defined to be 1.

Substituting (17) and (24) into (20) yields

\[
E[C_D] = (E[I_0] + E[H_0][1 + M_0(D)])
\]

From (1), (4) and (7), we get:

\[
E[C_D] = \frac{1 + M_0(D)}{\lambda(1 - \rho_0)} \tag{25}
\]

**Probability that the server is busy:** In steady state, the probability that the server is busy in the D policy M/G/1 queueing system with server breakdowns, denoted by \( P_{b_{D}} \), is the proportion of time the server is busy, that is,

\[
P_{b_{D}} = \frac{E[B_0]}{E[C_D]} \tag{26}
\]

Substituting \( E[B_0] \) in (18) and \( E[C_D] \) in (25) into (26) yields:

\[
P_{b_{D}} = \frac{\lambda \mu_1}{\lambda(1 - \rho_0)} \tag{27}
\]

On the D-policy M/G/1 queueing system with server breakdowns, we prove that the probability that the server is busy in the steady-state is equal to the traffic intensity.

**OPTIMAL DESIGN OF THE D POLICY**

**Expected number of customers in the system:**

Applying the known formula for the expected number of customers in the D policy M/G/1 queueing system with a reliable server, we obtain the following expected number of customers in the D policy M/G/1 queueing system with server breakdowns

\[
L_{D} = D + \frac{\lambda \theta_{b_{D}}}{2(1 - \rho_0)} \int_{0}^{\infty} M_0(y)dy - \frac{D + \int_{0}^{\infty} M_0(y)dy}{1 + M_0(D)} \tag{28}
\]
We note that expression (28) is obtained only by replacing service times by completion times in the formula of the D policy M/G/1 queueing system with reliable server (Tijms\[6\]).

**Determining the optimal policy:** We develop the average total expected cost per unit time for the D policy M/G/1 queueing system with server breakdowns in which D is a decision variable. Our objective is to determine the optimum value of the control parameter D, say D*, at minimum cost.

Determining the optimal policy:

We develop the average total expected cost per unit time for the D policy M/G/1 queueing system with server breakdowns in which D is a decision variable. Our objective is to determine the optimum value of the control parameter D, say D*, at minimum cost.

The operating cost and the breakdown cost for the server are neglected because \( \frac{E[B]}{C} \) and \( \frac{R}{E[D]} \) are not functions of the decision variable D. Let:

- \( R = R_1 + R_2 \)
- \( h = \) holding cost per unit time for each customer present in the system.

Then, applying the results of Balachandran and Tijms\[2\] (or Tijms\[6\]), the minimum average total expected cost per unit time for the D policy M/G/1 queueing system with server breakdowns is given by:

\[
F(D) = R + hL_D + \frac{\lambda(1 - \rho_M)}{1 + M_M(D)} + hD + \int_0^\infty M_M(y)dy
\]

(29)

It is easy to show that \( F(D) \) is minimal for the unique solution \( D^* \) satisfying

\[
\int_0^{D^*} \left[1 + M_M(y)\right]dy = D^* + \int_0^\infty M_M(y)dy
\]

(30)

Substituting \( D^* \) into (29), we obtain the minimum average expected cost per unit time for the D policy M/G/1 queueing system with server breakdowns as:

\[
F(D) = HD^* + \frac{H\lambda D}{2(1 - \rho_M)}
\]

(31)

**Approximate solution for the optimal D level:** We now develop the asymptotic expansions as follows. Suppose that D is sufficiently large compared with \( \theta_i \). Following the results of Tijms\[6\], we get:

\[
E(R) = \frac{\theta_i}{2\theta_i} \quad \text{and} \quad E(R^2) = \frac{\theta_i}{3\theta_i}
\]

(32)

which is independent of D. We assume that \( \theta_i < \infty \). It yields from (16) and (32) that:

\[
M_M(D) = D + \frac{E[R]_M - 1}{\theta_i}
\]

(33)

It follows from (32) and (33) that:

\[
\int_0^\infty M_M(y)dy = \int_0^D \left[\frac{1}{q_i} + \frac{\theta_i^2}{2q_i^2} - 1\right]dy
\]

\[
+ \frac{D^2}{2\theta_i} + D \left[\frac{\theta_i^2}{2\theta_i^2} + \frac{\theta_i^2}{4\theta_i^2} - \frac{\theta_i}{\theta_i} - \frac{\theta_i^2}{3\theta_i^2}\right]
\]

(34)

Substituting the asymptotic expansion (34) into (29), we obtain that for the D policy M/G/1 queueing system with server breakdowns, the average total expected cost per unit time is approximated by:

\[
F(D) \approx \left(\frac{D}{\theta_i} + \frac{\theta_i}{2\theta_i^2}\right)\left[\frac{R\lambda(1 - \rho_M) - h}{2} + \frac{D^2}{\theta_i^2} + \frac{D\theta_i^2}{\theta_i^2} + \frac{\theta_i^2}{2\theta_i^2} - \frac{\theta_i}{\theta_i} - \frac{\theta_i^2}{3\theta_i^2}\right]
\]

(35)

Setting \( dF(D)/dD = 0 \) yields

\[
D^* = \frac{\theta_i}{2\theta_i^2} + \frac{\theta_i}{2\theta_i^2} - \frac{2R\lambda(1 - \rho_M)\theta_i^3}{h\theta_i^2} + \frac{\theta_i\theta_i}{3\theta_i^2} - \frac{1}{4}
\]

(36)

Since

\[
\frac{d^2F(D)}{dD^2} > 0,
\]

thus \( D^* \) is the unique minimizer of \( F(D) \).

**Special cases:** We consider three special cases for three different service time and repair time distributions such as exponential (M), k-stage Erlang (E_k) and deterministic (D). The explicit expressions for the \( \theta_i \) (\( i = 1, 2, 3 \)) for three different service time and repair time distributions such as exponential, k-stage Erlang and deterministic are listed as follows.

**Case 1:** The service time and repair time have exponential distribution. Let \( \mu_i \) and \( \beta_i(i = 1, 2, 3) \) be the
first three moments of the service time and repair time distributions. In this case, we have \( \mu_1 = 1/\mu \), \( \mu_2 = 2/\mu \), \( \mu_3 = 6/\mu \), and \( \beta_1 = 1/\beta \), \( \beta_2 = 2/\beta \), \( \beta_3 = 6/\beta \).

It implies from (1-3) that:

\[
\theta_1 = \frac{1}{\mu} \left( 1 + \frac{\alpha}{\beta} \right),
\]

\[
\theta_2 = \frac{2}{\mu^2} \left( 1 + \frac{\alpha}{\beta} \right)^2 + \frac{2\alpha}{\mu^2 \beta^2},
\]

\[
\theta_3 = \frac{6}{\mu^3} \left( 1 + \frac{\alpha}{\beta} \right)^3 + \frac{12\alpha}{\mu^3 \beta^3} \left( 1 + \frac{\alpha}{\beta} \right) - \frac{6\alpha}{\mu \beta^3}.
\]

Substituting \( \theta_i \) (i = 1, 2, 3) into formula (36) and using (4), we obtain the approximate optimal value \( D^* \) for the exponential service and repair times.

**Case 2:** The service time has k-stage Erlang distribution and the repair time has m-stage Erlang distribution. In this case, we have \( \mu_1 = 1/\mu \), \( \mu_2 = (k+1)/k \mu_1 \), \( \mu_3 = (k+1)(k+2)/k^2 \mu_1 \) and \( \beta_1 = 1/\beta \), \( \beta_2 = (m+1)/m \beta_1 \), \( \beta_3 = (m+1)(m+2)/m^2 \beta_1 \).

It follows from (1)-(3) that:

\[
\theta_1 = \frac{1}{\mu} \left( 1 + \frac{\alpha}{\beta} \right),
\]

\[
\theta_2 = \frac{k+1}{k \mu^2} \left( 1 + \frac{\alpha}{\beta} \right)^2 + \frac{(m+1)\alpha}{m \mu \beta^2},
\]

\[
\theta_3 = \frac{(k+1)(k+2)}{k \mu^3} \left( 1 + \frac{\alpha}{\beta} \right) + \frac{3(k+1)(m+1)\alpha}{k m \mu \beta^3} \left( 1 + \frac{\alpha}{\beta} \right) - \frac{(m+1)(m+2)\alpha}{m^2 \mu \beta^3}.
\]

Substituting \( \theta_i \) (i = 1, 2, 3) into formula (36) and using (4) again, we get the approximate optimal value \( D^* \) for the k-stage Erlang service time and m-stage Erlang repair time.

**Case 3:** The service time and repair time have constant distribution. In this case, we have \( \mu_1 = 1/\mu \), \( \mu_2 = 1/\mu \), \( \mu_3 = 1/\mu \), and \( \beta_1 = 1/\beta \), \( \beta_2 = 1/\beta \), \( \beta_3 = 1/\beta \).

It yields from (1-3) that:

\[
\theta_1 = \frac{1}{\mu} \left( 1 + \frac{\alpha}{\beta} \right),
\]

\[
\theta_2 = \frac{1}{\mu^2} \left( 1 + \frac{\alpha}{\beta} \right)^2 + \frac{\alpha}{\mu^2 \beta},
\]

\[
\theta_3 = \frac{1}{\mu^3} \left( 1 + \frac{\alpha}{\beta} \right)^3 + \frac{3\alpha}{\mu^3 \beta^2} \left( 1 + \frac{\alpha}{\beta} \right) - \frac{\alpha}{\mu \beta^2}.
\]

Substituting \( \theta_3 \) (i = 1, 2, 3) into formula (36) and using (4) again, we have the approximate optimal value \( D^* \) for the constant service and repair times.

**NUMERICAL ILLUSTRATIONS AND SENSITIVITY ANALYSIS**

We set the holding cost \( h \) to be $5 and $20. We should mention that the D policy is applied to manage the queuing system due to expensive cost \( R \) which denotes the sum of the cost for turning the server on and the cost for turning the server off. The cost \( R \) is relative to the holding cost \( h \). We set the ratio \( R/h \) to be 160, 320 and 640, in order to cover three levels of cost relationship (cases 1-3). Numerical results are provided by considering the cost parameters shown in Table 1.

It is to be noted that \( 0 < \rho = \lambda/\mu < 1 \) is sufficient for steady-state condition. In our numerical investigations, the traffic intensity \( \rho \) (0.1, 0.9) is considered. In Table 2, row 2 list the parameter settings for various values of \( \lambda \). We fix \( \alpha = 0.1 \) and \( \beta = 1.0 \), choose \( \mu = 1.0 \) and vary \( \rho \) from 0.1 to 0.9 (low to high). Solving \( \rho = \lambda/\mu \) for \( \lambda \), we obtain \( \lambda = 0.1(0.05)0.9 \). Row 3 list the parameter settings for various values of \( \mu \). We fix \( \alpha = 0.45 \) and \( \beta = 1.0 \), choose \( \lambda = 0.45 \) and vary \( \rho \) from 0.1 to 0.9. Again, solving \( \rho = \lambda/\mu \) for \( \mu \), we obtain \( \mu = 0.5(0.25)4.5 \). Row 4 list the parameter settings for various values of \( \alpha \). We choose \( \lambda = 0.45 \), \( \mu = 1.0 \) and \( \beta = 1.0 \) and consider \( \alpha = 0.1(0.05)0.9 \). Row 5 list the parameter settings for various values of \( \beta \). We select \( \lambda = 0.45 \), \( \mu = 1.0 \) and \( \alpha = 1.0 \) and consider \( \beta = 1.0(0.5)9.0 \).

| Case | h | R | R/h |
|------|---|---|-----|
| 1    | 5 | 1600 | 320 |
| 2    | 5 | 3200 | 640 |
| 3    | 20 | 3200 | 160 |

| \( \lambda \) | \( \mu \) | \( \alpha \) | \( \beta \) |
|-------------|--------|--------|--------|
| 0.45        | 1.0    | 0.1    | 1.0    |
| 0.45        | 1.0    | 0.1    | 1.0    |
| 0.45        | 1.0    | 0.1    | 1.0    | 1.0(0.5)9.0 |

Table 1: The costs for each case

Table 2: Parameters settings for various system parameters
Table 3: The optimal value D* and its minimum expected cost F(D*) for \( \mu = 1.0, \alpha = 0.1 \) and \( \beta = 1.0 \) (the D policy M/M/1 queueing system with server breakdowns) \[
\begin{array}{cccccccccccccccccccc}
\lambda & 0.1 & 0.15 & 0.2 & 0.25 & 0.3 & 0.35 & 0.4 & 0.45 & 0.5 & 0.55 & 0.6 & 0.65 & 0.7 & 0.75 & 0.8 & 0.85 & 0.9 \\
\hline
\text{Case 1} & D^* & 6.80 & 8.26 & 9.35 & 10.16 & 10.76 & 11.17 & 11.42 & 11.51 & 11.44 & 11.23 & 10.84 & 10.28 & 9.51 & 8.48 & 7.10 & 5.14 & 1.56 \\
& F(D) & 374.4 & 42.50 & 48.41 & 53.05 & 56.71 & 59.57 & 61.76 & 63.37 & 64.49 & 65.25 & 65.78 & 66.35 & 67.50 & 70.50 & 79.19 & 111.37 & 597.29 \\
& D^* & 10.06 & 12.13 & 13.67 & 14.82 & 15.67 & 16.25 & 16.60 & 16.73 & 16.64 & 16.33 & 15.79 & 15.00 & 13.91 & 12.45 & 10.49 & 7.70 & 2.54 \\
& F(D) & 51.02 & 61.85 & 70.03 & 76.37 & 81.27 & 84.99 & 87.69 & 89.49 & 90.49 & 90.79 & 90.52 & 89.92 & 89.46 & 90.31 & 96.10 & 124.14 & 602.18 \\
& D^* & 4.51 & 5.54 & 6.30 & 6.87 & 7.29 & 7.58 & 7.76 & 7.82 & 7.78 & 7.62 & 7.35 & 6.96 & 6.42 & 5.70 & 4.73 & 3.36 & 0.90 \\
& F(D) & 93.23 & 115.51 & 132.74 & 146.49 & 157.59 & 166.58 & 173.86 & 179.76 & 184.65 & 188.95 & 193.33 & 198.94 & 208.09 & 226.19 & 226.19 & 409.72 & 2376.1 \\
\end{array}
\]

The purpose of this section is to present specific numerical illustrations and sensitivity analysis for three different service time distributions such as exponential (M), 3-stage Erlang (E_3) and deterministically, respectively. This section consists of the following three subsections:

- Numerical illustrations and sensitivity analysis for the D policy M/M/1 queueing system with server breakdowns;
- Numerical illustrations and sensitivity analysis for the D policy M/E_3/1 queueing system with server breakdowns;
- Numerical illustrations and sensitivity analysis for the D policy M/D/1 queueing system with server breakdowns.

The M/M/1 queueing system: First, we perform some numerical illustrations and sensitivity analysis for the D policy M/M/1 queueing system with server breakdowns. The optimal value D* is shown on changes in specific values of \( \lambda, \mu, \alpha \) and \( \beta \). Using the parameters settings listed in Table 1 and 2, we obtain the numerical results for the optimal value D* and the corresponding minimum expected cost F(D) shown in Table 3.

The optimal value D* and its minimum expected cost F(D*) are presented in Table 3 for parameter \( \mu = 1.0, \alpha = 0.1, \beta = 1.0 \) and \( \lambda = 0.1(0.05)0.9 \), as the case shown in Table 2 (row 2). We observe from Table 3 that (i) for \( \rho_{\text{min}} < 1/2 \), D* increases as \( \lambda \) increases for any case and for \( \rho_{\text{min}} < 1/2 \), D* decreases as \( \lambda \) increases for any case, (ii) F(D*) increases as \( \lambda \) increases (see cases 1, 3), (iii) for fixed values of \( h \), D* decreases as \( \lambda \) increases for any case, (iv) for fixed values of \( R \), D* decreases but F(D*) increases as \( \lambda \) increases (cases 2, 3).

The optimal value \( \lambda \) and its minimum expected cost F(D*) are displayed in Table 4 for parameter \( \lambda = 0.45, \alpha = 0.1, \beta = 1.0 \) and \( \mu = 0.5(0.25)4.5 \), as the case shown in Table 2 (see row 3). One sees from Table 4 that (i) for \( \mu < 1.0, \lambda \) increases as \( \mu \) increases for any case and for \( \mu > 1.0, \lambda \) decreases as \( \mu \) increases for any case, (ii) F(D*) decreases as \( \mu \) increases, (iii) for fixed values of \( h \), D* increases and F(D*) both increase as \( R \) increases (cases 1, 2) and (iv) for fixed values of \( R, D* \) decreases but F(D*) increases as \( h \) increases (cases 2, 3).

The optimal value D* and its minimum expected cost F(D*) are presented in Table 5, for parameter \( \lambda = 0.45, \mu = 1.0, \beta = 1.0 \) and \( \alpha = 0.1(0.05)0.9 \), as the case
shown in Table 2 (row 4). From Table 5 we find that (i) D* decreases as \( \alpha \) increases for any case, (ii) F(D*) increases as \( \alpha \) increases for any case, (iii) for fixed values of h, D* and F(D*) both increase as R increases (cases 1, 2) and (iv) for fixed values of R, D* decreases but F(D*) increases as h increases (cases 2, 3).

The M/E/1 queueing system: We perform the numerical illustrations and sensitivity analysis on the optimum value D* based on changes in specific values of \( \lambda, \mu, \alpha, \) and \( \beta \) for the D policy M/E/1 queueing system with server breakdowns. Using the parameters settings listed in Table 1 and 2, we obtain the numerical results for the optimum value D* and the corresponding minimum expected cost F(D) shown in Table 7-10. The interpretations of the results in Table 7-10 are the same as those in Table 3-6.

The M/D/1 queueing system: We now present the numerical illustrations and sensitivity analysis for the M/D/1 queueing system. The optimum value D* is shown on changes in specific values of \( \lambda, \mu, \alpha, \) and \( \beta \). Using the parameters settings listed in Table 1 and 2,
we obtain the numerical results for the optimal value $D^*$ and the corresponding minimum expected cost $F(D)$ shown in Table 11-14. The interpretations of the results in Table 11-14 are the same as those in Table 3-6.

### CONCLUSION

In this study we have developed analytic steady-state results for the $M/G/1$ queueing system with server breakdowns operating under the $D$-policy. More especially, we approximated the first two moments of $R_D$ as well as the renewal quantities $M_0(D)$ and $\int_0^\infty M_t(y)dy$. It is important to mention that the probability that the server is busy is $\rho$. We derive the optimum value of the control parameter $D$ so as to minimize the total expected cost function per customer per unit time. Numerical illustrations and sensitivity analysis are provided for three different service time distributions, exponential, 3-stage Erlang and deterministic.
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