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Preface

This volume contains the preliminary proceedings of the Fourth International Workshop on Reduction Strategies in Rewriting and Programming (WRS’04). The final proceedings of the workshop will appear as a volume of the Electronic Notes in Theoretical Computer Science series. The workshop was held on June 2nd, 2004, in Aachen, Germany, as part of the Federated Conference on Rewriting, Deduction, and Programming (RDP’04).

Reduction strategies in rewriting and programming continue to attract attention. As new strategies are discovered and investigated, new results on rewriting and on computation under particular strategies become available. A number of programming languages, e.g., Elan, Maude, *OBJ* and Stratego, and systems, e.g., Clean, Curry, and Haskell, permit the explicit definition or modification of the computational reduction strategy. Research in this field ranges from primarily theoretical questions about reduction strategies to very practical application and implementation issues. There is a need for a deeper understanding of reduction strategies in rewriting and programming, both in theory and practice, since they bridge the gap between unrestricted general rewriting with particular strategies. Moreover, reduction strategies bridge investigations of operational principles, e.g., graph and term rewriting, narrowing and lambda-calculus, and semantics, e.g., normalization, computation of values, infinitary normalization and head-normalization, with implementations of programming languages.
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Autowrite: A Tool for Term Rewrite Systems and Tree Automata

Irène Durand
LaBRI, Université Bordeaux 1, France
idurand@labri.fr

Abstract Autowrite is an experimental software tool written in Common Lisp for handling term rewrite systems and bottom-up tree automata. A graphical interface has been written using McCLIM, (the free implementation of the CLIM specification) in order to free the user of any Lisp knowledge. Software and documentation can be found at

http://dept-info.labri.u-bordeaux.fr/~idurand/autowrite

Autowrite was initially designed to check call-by-need properties of term rewrite systems. For this purpose, it implements the tree automata constructions used in [10,3,5,13] and many useful operations on terms, term rewrite systems and tree automata. In the first version of Autowrite [4], only the call-by-need properties and a few other simple properties were available from the graphical interface. This new version of Autowrite includes many new functionalities. There are new functionalities related to TRSs, but the most interesting new feature is the possibility to directly handle (load, save, combine with boolean operations) bottom-up tree automata. In addition, we have added on-line timing information. Since the first version the run-times have been considerably improved due to better choices of data structures. The first version of Autowrite was used to check call-by-need for most of the examples presented in [6]. Most of the time no alternative proofs exists. The new features allowed testing many properties of examples presented in [7] for which no easy proof can be written.

1 Introduction

Huet and Lévy [9] showed that for the class of orthogonal term rewrite systems (TRSs) every term not in normal form contains a needed redex (i.e., a redex contracted in every normalizing rewrite sequence) and that repeated contraction of needed redexes results in a normal form if it exists. However, neededness is in general undecidable. In order to obtain a decidable approximation to neededness, Huet and Lévy introduced the subclass of strongly sequential TRSs.

In a strongly sequential TRS, at least one of the needed redexes in every reducible term can be effectively computed. Moreover, Huet and Lévy showed that strong sequentiality is a decidable property of orthogonal TRSs. Strong sequentiality is based on the idea of approximating the TRS by replacing each right-hand side of every rule by a fresh variable (this known as the strong approximation). That always makes a really rough approximation of the system.

Several authors [1,3,10,12,13,14,15] proposed decidable extensions of the class of strongly sequential TRSs. Since Comon’s [1] and Jacquemard’s [10] work, all the corresponding decidability proofs have been expressed using tree automata techniques: typically a property is satisfied if and only if some associated automaton recognizes the empty language. A uniform framework for the study of call-by-need (sequentiality) is described in [3] where classes of term rewrite systems are parameterized by approximation mappings. Nowadays the best known approximation (easily definable) for which call-by-need is decidable is the growing approximation studied in [13]. No real system is strong (equal to its strong approximation). In return, many real TRSs are already growing (equal to their growing approximation). For these systems call-by-need is decidable which makes the growing approximation very valuable.
2 Preliminaries

We assume that the reader is familiar with the basics of term rewriting [11] and tree automata [2]. Familiarity with the theory of call-by-need [1,3,5,6,9,10,13,14] is helpful.

A term rewrite system (TRS for short) $\mathcal{R}$ over a finite signature $\mathcal{F}$ (set of symbols with fixed arity) consists of rewrite rules $l \rightarrow r$ between terms in $T(\mathcal{F}, \mathcal{V})$ that satisfy $l \notin \mathcal{V}$ and $\mathcal{V}(r) \subseteq \mathcal{V}(l)$. Here $\mathcal{V}$ is a denumerable set of variables. If the second condition is not imposed we find it useful to speak of extended TRSs (eTRSs). Such systems arise naturally when we approximate TRSs, as explained in Section 2.2.

2.1 Call-by-need

Let $\mathcal{R}_*$ be the eTRS $\mathcal{R} \cup \{ \bullet \rightarrow \bullet \}$ over the extended signature $\mathcal{F}_* = \mathcal{F} \cup \{ \bullet \}$. We say that redex $\Delta$ in $C[\Delta] \in T(\mathcal{F})$ is $\mathcal{R}$-needed if there is no term $t \in \text{NF}(\mathcal{R})$ such that $C[\bullet] \rightarrow^*_{\mathcal{R}} t$. Finally, we say that $\mathcal{R}$ is in $\text{CBN}$ (Call-By-Need) if every reducible term in $T(\mathcal{F})$ contains a $\mathcal{R}$-needed redex.

Theorem 1. Let $\mathcal{R}$ be an orthogonal TRS.

1. Every reducible term contains a needed redex.
2. Repeated contraction of needed redexes results in a normal form, whenever the term under consideration has a normal form.

So, for orthogonal TRSs, the strategy that always selects a needed redex for contraction is normalizing and optimal. Unfortunately, needed redexes are not computable in general. Hence, in order to obtain a computable optimal strategy, we need to find (1) decidable approximations of needness and (2) (decidable) classes of rewrite systems which ensure that every reducible term has a needed redex identified by (1).

2.2 Approximation mappings

Let $\mathcal{R}$ and $\mathcal{S}$ be eTRSs over the same signature. We say that $\mathcal{S}$ approximates $\mathcal{R}$ if $\rightarrow^*_\mathcal{R} \subseteq \rightarrow^*_\mathcal{S}$ and $\text{NF}(\mathcal{R}) = \text{NF}(\mathcal{S})$. An approximation mapping is a mapping $\alpha$ from TRSs to eTRSs with the property that $\alpha(\mathcal{R})$ approximates $\mathcal{R}$, for every TRS $\mathcal{R}$. Given a TRS $\mathcal{R}$, we say that $\mathcal{R}$ is in $\text{CBN}_\alpha$ ($\alpha$-sequential) if $\alpha(\mathcal{R})$ is in $\text{CBN}$.

Next we define the approximation mappings $s$, $nv$, and $gr$. Let $\mathcal{R}$ be a TRS. The strong approximation $s(\mathcal{R})$ is obtained from $\mathcal{R}$ by replacing the right-hand side of every rewrite rule by a variable that does not occur in the corresponding left-hand side. The non-variable approximation $nv(\mathcal{R})$ is obtained from $\mathcal{R}$ by replacing the variables in the right-hand sides of the rewrite rules by pairwise distinct variables that do not occur in the corresponding left-hand sides. The growing approximation $gr(\mathcal{R})$ is obtained from $\mathcal{R}$ by renaming the variables in the right-hand sides that occur at a depth greater than 1 in the corresponding left-hand side. Given a TRS $\mathcal{R}$ and $\alpha \in \{ s, nv, gr \}$, it is decidable whether $\alpha(\mathcal{R})$ is in $\text{CBN}$. However the decision procedures are very complex (exponential for $s$, doubly exponential for $nv$ and $gr$ [5]) so it is impossible to show by hand that a particular system is in $\text{CBN}$, even for very small systems. However showing that a system is not in $\text{CBN}$ can be done more easily by exhibiting a term with no needed redex. This latter property of a term can be proved in polynomial time with regards to the size of the term plus the size of the TRS.
The following example is taken from [12].

**Example 1.**

\[
R_1 = \begin{cases} 
    f(g(a, x), a) & \rightarrow x \\
    f(g(x, a), c) & \rightarrow x \\
    f(d, x) & \rightarrow x \\
    g(e, e) & \rightarrow e
\end{cases}
\]

For \(R_1\), we obtain the following approximated TRSs:

\[
s(R_1) = \begin{cases} 
    f(g(a, x), a) & \rightarrow y \\
    f(g(x, a), c) & \rightarrow y \\
    f(d, x) & \rightarrow y \\
    g(e, e) & \rightarrow y
\end{cases}
\]

\[
\nuv(R_1) = \begin{cases} 
    f(g(a, x), a) & \rightarrow y \\
    f(g(x, a), c) & \rightarrow y \\
    f(d, x) & \rightarrow y \\
    g(e, e) & \rightarrow y
\end{cases}
\]

\[
gr(R_1) = \begin{cases} 
    f(g(a, x), a) & \rightarrow y \\
    f(g(x, a), c) & \rightarrow y \\
    f(d, x) & \rightarrow y \\
    g(e, e) & \rightarrow y
\end{cases}
\]

The next example (\(R_2\)) comes from [14].

**Example 2.**

\[
R_2 = \begin{cases} 
    f(g(a, x), a) & \rightarrow c \\
    f(g(x, a), b) & \rightarrow c \\
    f(k(a), x) & \rightarrow c \\
    g(b, b) & \rightarrow h(b) \\
    h(x) & \rightarrow k(x)
\end{cases}
\]

\[
\nuv(R_2) = \begin{cases} 
    f(g(a, x), a) & \rightarrow c \\
    f(g(x, a), b) & \rightarrow c \\
    f(k(a), x) & \rightarrow c \\
    g(b, b) & \rightarrow h(b) \\
    h(x) & \rightarrow k(y)
\end{cases}
\]

\[
gr(R_2) = R_2
\]

The last example (\(R_3\)) is an extension of Berry’s example.

**Example 3.**

\[
R_3 = \begin{cases} 
    f(x, a, b) & \rightarrow h(x) \\
    f(b, x, a) & \rightarrow h(x) \\
    f(a, b, x) & \rightarrow h(x) \\
    h(k(x)) & \rightarrow g(x, x) \\
    g(a, a) & \rightarrow g(a, a) \\
    g(a, b) & \rightarrow a \\
    g(b, a) & \rightarrow b
\end{cases}
\]

\[
gr(R_3) = \begin{cases} 
    f(x, a, b) & \rightarrow h(x) \\
    f(b, x, a) & \rightarrow h(x) \\
    f(a, b, x) & \rightarrow h(x) \\
    h(k(x)) & \rightarrow g(y, y) \\
    g(a, a) & \rightarrow g(a, a) \\
    g(a, b) & \rightarrow a \\
    g(b, a) & \rightarrow b
\end{cases}
\]

Autowrite computes \(\alpha(R)\) for any approximation \(\alpha\) in \(\{s, \nuv, \gr\}\).

**Theorem 2.** The approximation mappings \(s\), \(\nuv\), and \(\gr\) are regularity preserving.  

Nagaya and Toyama [13] proved the above result for the growing approximation; the tree automaton that recognizes \((\rightarrow^*_\gr)[L]\) is defined as the limit of a finite saturation process. This saturation process is similar to the ones defined in Comon [1] and Jacquemard [10], but by working exclusively with deterministic tree automata, non-right-linear rewrite rules can be handled.
3 Real problems solved by Autowrite

3.1 Convince someone that \( R \in \mathcal{CBN} \) for a given \( R \)

It is quite easy to convince someone that a TRS is not in \( \mathcal{CBN} \) by exhibiting a term with no \( R \)-needed redex. However convincing someone that a TRS is in \( \mathcal{CBN} \) is not an easy matter; any attempt generally ends up in a long and tedious proof which in addition will work only for the particular TRS considered. Often, in papers about Call-By-Need (or Sequentiality) the authors always prove that some \( R \notin \mathcal{CBN} \) but never that some \( R \in \mathcal{CBN} \). Usually, they just conjecture or say they think that the TRS is in \( \mathcal{CBN} \).

For TRSs of reasonable size, we can use Autowrite to convince the reader that a TRS is in \( \mathcal{CBN} \). Also, when looking for a TRS in \( \mathcal{CBN} \) and having particular properties, we were often surprised to learn from Autowrite that the TRS was not in \( \mathcal{CBN} \) contrary to our intuition. With the term with no \( R \)-needed redex exposed by Autowrite we would be right away convinced of our mistake.

Take for instance the example of Oyamaguchi who in [14] conjectured that the TRS \( R_2 \) is nv-sequential. With Autowrite one can easily check that \( R_2 \in \mathcal{CBN} \) which we think implies that it is nv-sequential.

3.2 Properties related to signature extension

Let \( R \) be a left-linear growing eTRS. In [6,7] we have studied the question whether the property that \( R \in \mathcal{CBN} \) is preserved after adding new function symbols. For that problem, we need to specify the underlying signature in our notation. We write \( (R, \mathcal{G}) \) instead of just \( R \) to indicate which signature is used. We write \( \text{NF}(R, \mathcal{F}) \) for the set of ground normal forms of an eTRS \( R \) over a signature \( \mathcal{F} \). We denote by \( \text{WN}(R, \mathcal{F}) \) the set of all ground terms in \( T(\mathcal{F}) \) that rewrite in \( R \) to a normal form in \( \text{NF}(R, \mathcal{F}) \). Let \( \mathcal{F} \subseteq \mathcal{G} \). We denote by \( \text{WN}(R, \mathcal{G}, \mathcal{F}) \) the set of terms in \( T(\mathcal{F}) \) that have a normal form with respect to \( (R, \mathcal{G}) \). We write \( \text{WN}_*(R, \mathcal{G}, \mathcal{F}) \) for \( \text{WN}(R_*, \mathcal{G}_*, \mathcal{F}_*) \). An easy (but unpublished) result states that for \( (R, \mathcal{F}) \in \mathcal{CBN} \), if \( (R, \{\mathcal{F} \cup \{\@\}\}) \in \mathcal{CBN} \) (for some fresh constant \( \@ \)) then \( (R, \mathcal{G}) \in \mathcal{CBN} \) for any \( \mathcal{G} \) such that \( \mathcal{F} \subseteq \mathcal{G} \).

This why Autowrite provides the possibility of testing whether \( (R, \mathcal{G}) \in \mathcal{CBN} \) with \( \mathcal{G} = \mathcal{F} \cup \{\@\} \).

A normal form is external if it is not an instance of a proper non variable subterm of a left-handside of a rewrite rule in \( R \). The set of all ground external normal forms of a TRS \( R \) is denoted by \( \text{ENF}(R) \).

\( \text{ENF}(R) \neq \emptyset \) is a sufficient condition for \( R \in \mathcal{CBN} \) being preserved \( \mathcal{CBN} \) under signature extension.

When \( \text{ENF}(R) = \emptyset \), orthogonality is needed in all the sufficient conditions that we have obtained.

A rewrite rule \( l \rightarrow r \) is collapsing if \( r \in \mathcal{V} \) and so is an eTRS containing a collapsing rule.

For orthogonal nv eTRSs, the condition that \( R \) is collapsing and \( \text{WN}(R, \mathcal{G}, \mathcal{F}) = \text{WN}(R, \mathcal{F}) \) is sufficient. Autowrite helped us find examples showing that both restrictions where essential.

The following example shows the necessity of the collapsing condition:
Example 4. Let $\mathcal{R}_4$ be the following orthogonal TRS:

\[
\begin{align*}
&f(x, a, b(x_1, x_2)) \rightarrow c(i) & &f(c(x), c(x_1), x_2) \rightarrow i \\
&f(x, a, c(x_1)) \rightarrow i & &g(x) \rightarrow b(x, i) \\
&f(a, a, a) \rightarrow i & &h(a) \rightarrow i \\
&f(a, b(x_1, x_2)) \rightarrow a & &h(b(a, x)) \rightarrow a \\
&f(a, c(x), x_1) \rightarrow i & &h(b(b(x_1, x_2)), b(i, i)) \\
&f(b(x_1), x_2, a) \rightarrow a & &h(b(c(x), x_1)) \rightarrow i \\
&f(b(x_1), b_2(x_3, b_2(x_3), (c(x_1)) \rightarrow i & &j(a, a) \rightarrow i \\
&f(b(x_1), c(x_2), b_2(x_3), (c(x_4)) \rightarrow i & &j(a, c(x)) \rightarrow i \\
&f(b(x_1), c(x_2), c(x_3)) \rightarrow i & &j(b(x, x_1), x_2) \rightarrow i \\
&f(c(x), a, a) \rightarrow i & &j(c(x), x_1) \rightarrow a \\
&f(c(x), b(x_1, x_2)) \rightarrow i & &i \rightarrow i \\
&f(c(x), b(x_1, x_2), c(x_3)) \rightarrow i & &i \rightarrow i \\
&f(c(x), b(x_1, x_2), b(x_3, x_4)) \rightarrow i \\
\end{align*}
\]

over the signature $\mathcal{F}$ consisting of all symbols appearing in the rewrite rules and let $\mathcal{G} = \mathcal{F} \cup \{\@\}$.

Autowrite is able to check that

- $\text{ENF}(\mathcal{R}_4) = \emptyset$,
- $(\mathcal{R}_4, \mathcal{F}) \in \mathcal{CBN}_{\text{nv}}$,
- $(\mathcal{R}_4, \mathcal{G}) \notin \mathcal{CBN}_{\text{nv}}$ as shown by the term with no $\text{nv}(\mathcal{R}_4, \mathcal{G})$-needed redex $j(f(\Delta, \Delta, @))$ with $\Delta = h(g(@))$,
- $\text{WN}(\text{nv}(\mathcal{R}_4), \mathcal{G}, \mathcal{F}) = \text{WN}(\text{nv}(\mathcal{R}_4), \mathcal{F})$.

One can verify easily that $j(f(\Delta, \Delta, @))$ has no $\text{nv}(\mathcal{R}_4, \mathcal{G})$-needed redex:

\[
\begin{align*}
\Delta & = h(g(@)) \rightarrow_{\text{nv}} h(b(a, i)) \rightarrow_{\text{nv}} a \\
\Delta & = h(g(@)) \rightarrow_{\text{nv}} h(b(a, a, i)) \rightarrow_{\text{nv}} b(i, i) \\
\end{align*}
\]

\[
\begin{align*}
&j(f(\bullet, \Delta, @)) \rightarrow_{\text{nv}} j(f(\bullet, a, b(i, i)), @) \rightarrow_{\text{nv}} j(c(i, @)) \rightarrow_{\text{nv}} a \in \text{NF}(\mathcal{R}, \mathcal{G}) \\
&j(f(\Delta, \bullet, @)) \rightarrow_{\text{nv}} j(f(b(i, i), @, \bullet)) \rightarrow_{\text{nv}} j(a, @) \in \text{NF}(\mathcal{R}, \mathcal{G}) \\
&j(f(\Delta, \Delta, \bullet)) \rightarrow_{\text{nv}} j(f(a, b(i, i), @)) \rightarrow_{\text{nv}} j(a, @) \in \text{NF}(\mathcal{R}, \mathcal{G}) \\
\end{align*}
\]

The next example in this section shows the necessity of the restriction to $\alpha \in \{s, \text{nv}\}$.

Example 5. Let $\mathcal{R}_5$ be the following orthogonal eTRS:

\[
\begin{align*}
&f(x, a, b(x_1, x_2)) \rightarrow g(x_2) & &g(a) \rightarrow i \\
&f(b(x_1), x_1, a, x_2) \rightarrow g(x_2) & &g(b(x)) \rightarrow i \\
&f(a, b(x), x_1, x_2) \rightarrow g(x_2) & &h(a) \rightarrow i \\
&f(a, a, a, x) \rightarrow i & &h(b(x)) \rightarrow j(i, x) \\
&f(b(x), b(x_1), b(x_2), x_3) \rightarrow i & &j(x, a) \rightarrow a \\
&i \rightarrow i & &j(x, b(x_1)) \rightarrow b(a) \\
\end{align*}
\]

over the signature $\mathcal{F}$ consisting of all symbols appearing in the rewrite rules. Note that the growing approximation only modifies the rule $j(x, b(x_1)) \rightarrow j(i, x)$ into $j(x, b(x_1)) \rightarrow j(i, y)$. Let $\mathcal{G} = \mathcal{F} \cup \{\@\}$.

Autowrite is able to check that
• $\text{ENF}(\mathcal{R}_5) = \emptyset$,
• $(\mathcal{R}_5, \mathcal{F}) \in \mathcal{CBN}_g$,
• $(\mathcal{R}_5, \mathcal{G}) \notin \mathcal{CBN}_g$ as shown by the term with no $\text{gr}(\mathcal{R}_5)$-needed redex $f(\Delta, \Delta, \Delta, @)$, with $\Delta = h(i(\@))$,
• $\text{WN}(\text{gr}(\mathcal{R}_5), \mathcal{F}) = \text{WN}(\text{gr}(\mathcal{R}_5), \mathcal{G}, \mathcal{F})$.

Note that $\mathcal{R}$ is not collapsing. This is not essential, since adding the single collapsing rule $k(x) \rightarrow x$ to $\mathcal{R}$ does not affect any of the above properties.

For an $\text{nv eTRS}$ $\mathcal{R}$, we have the nice property that $\text{WN}(\mathcal{R}, \mathcal{G}, \mathcal{F}) = \text{WN}(\mathcal{R}, \mathcal{F}) \Rightarrow \text{WN}_*(\mathcal{R}, \mathcal{G}, \mathcal{F}) = \text{WN}_*(\mathcal{R}, \mathcal{F})$. Autowrite helped us show that the restriction to $\text{nv}$ is essential for this implication.

**Example 6.** Let $\mathcal{R}_6$ be the following orthogonal TRS:

\[
\begin{align*}
  f(x, a) &\rightarrow a & h(x, a, a) &\rightarrow i \\
  f(a, b(x)) &\rightarrow i & h(x, a, b(x_1)) &\rightarrow i \\
  f(b(x), b(x_1)) &\rightarrow i & h(x, b(x_1), a) &\rightarrow i \\
  g(a, a) &\rightarrow i & h(x, b(x_1), b(x_2)) &\rightarrow b(g(x_1, f(x, x_2))) \\
  g(b(x), a) &\rightarrow i & i &\rightarrow b(i) \\
  g(x, b(x_1)) &\rightarrow a
\end{align*}
\]

over the signature $\mathcal{F}$ consisting of all symbols appearing in the rewrite rules and let $\mathcal{G} = \mathcal{F} \cup \{\@\}$.

Autowrite is able to check

• $\text{ENF}(\mathcal{R}_6) = \emptyset$,
• $\text{WN}(\text{gr}(\mathcal{R}_6), \mathcal{G}, \mathcal{F}) = \text{WN}(\text{gr}(\mathcal{R}_6), \mathcal{F})$,
• $\text{WN}_*(\text{gr}(\mathcal{R}_6), \mathcal{G}, \mathcal{F}) \neq \text{WN}_*(\text{gr}(\mathcal{R}_6), \mathcal{F})$ as shown by the term $t = h(\bullet, i, i)$.

4 The inside of Autowrite

The most important object in Autowrite is the tree automaton. Since the first version of Autowrite [4], much care has been devoted to improve the representation of automata. Consequently, the performances have improved significantly.

Each state of an automaton is represented by a unique Common Lisp object. Comparing two states is then very cheap: we just need to compare the references of the states. An automaton is represented by its signature (a list of symbols), a list of references to its states and its rules. A TRS is represented by its signature and its rules. The set of rules (of an automaton or a TRSs) is represented by a hash-table which given a key associated with a left-hand side of a rule gives the corresponding right-hand side (or a list of corresponding right-hand sides if the automaton is not deterministic). Given a left-hand side $f(q_1, \ldots, q_n)$, the corresponding key consists of a list containing the root symbol $f$ followed by the references of the states $q_1, \ldots, q_n$.

During the construction of an automaton (for instance during the construction of the $\mathcal{C}_{\mathcal{R}, \mathcal{A}}$) the rules of an automaton may be represented as a simple list of rules. But as soon as the construction is completed, the list of rules is converted into a hash-table as described above.
In general we use as much as possible "sharing" versus "copying" data structures and use hashtables instead of lists. When possible we use memoizing techniques to avoid recomputing several times identical calls. The later may explain differences of timing when the same operations are performed in different order.

5 The outside of Autowrite

5.1 Automata operations performed by Autowrite

Checking properties of an automaton Here are the different decision problems about an automaton that can be solved with Autowrite.

- Given an automaton $A$: decide whether $L(A)$ is empty.
- Given two automata $A$ and $B$: decide whether $L(A) \subseteq L(B)$.
- Given two automata $A$ and $B$: decide whether $L(A) = L(B)$.
- Given two automata $A$ and $B$: decide whether $L(A) \cap L(B)$ is empty.
  For this latter operation the intersection automaton is not computed, rather we incrementally compute its accessible states and stop as soon as a final state is found.

When a property is not satisfied Autowrite exhibits a ground term exposing the failure.

Building new automata Here are the different automata transformations or constructions handled by Autowrite.

- Given an automaton $A$: compute $Det(A)$, the determinized version of $A$.
- Given an automaton $A$: compute $A^c$ recognizing $L(A)^c$ the complement of $L(A)$ in the whole set of ground terms.
- Given an automaton $A$: compute $Red(A)$, the reduced version of $A$ i.e. such that every state is accessible.
- Given two automata $A$ and $B$: compute $A \cap B$.
- Given two automata $A$ and $B$: compute $A \cup B$.
- Given a set of linear terms $L$: compute an automaton $A_L$ such that $L(A_L) = \{ \sigma(t) \mid t \in L \text{ and } \sigma \text{ is a ground substitution } \}$.

5.2 Building automata related to a left-linear eTRSs

Let $R$ be a left-linear eTRS. Autowrite can build the following automata:

- Build an automaton $A_{\text{NF}(R)}$ such that $L(A_{\text{NF}(R)}) = \text{NF}(R)$.
- Build an automaton $A_{\text{ENF}(R)}$ such that $L(A_{\text{ENF}(R)}) = \text{ENF}(R)$.

The two following automata can be constructed only if $R$ also growing:

- Given a tree automaton $A$: build a deterministic (Toyama and Nagaya’s algorithm) or non-deterministic (Jaquemard’s algorithm) automaton $C_{R,A}$ (as described in [13]) such that $L(C_{R,A}) = (\rightarrow)[L(A)]$.
- Build an automaton $D_R$ such that $L(D_R) = \emptyset$ is equivalent to $R \in \mathcal{CBN}$ [5].
For $C_{R,A}$, both Jacquemard’s algorithm for linear-growing systems and Toyama and Nagaya’s for left-linear-growing systems have been implemented. For $D_R$, we have implemented the algorithm presented in [5]. In fact these three algorithms have been adapted in order to directly compute automata with only accessible states. This complicates the code but reduces considerably the size of the construction.

The main idea is to compute the automaton incrementally. We start building the rules having a constant left-hand side. This gives the first set of accessible states. Then we compute the rules whose left-hand sides contain the current accessible states which may give new accessible states. We stop when no new accessible state is created.

5.3 General properties of eTRS

These are easy properties but may be useful for checking big TRSs.

- Check whether a TRS is left-linear
- Check whether a TRS is overlapping
- Check whether a TRS is orthogonal
- Check whether a TRS is collapsing

5.4 Properties of left-linear eTRSs

Let $R$ be a left-linear eTRS. The first set of properties concern only the left-hand sides of $R$.

- Decide whether the set of normal forms is empty.
- Decide whether the set of external normal forms is empty.
  We will see in section 3.2 that non-emptiness of $\text{ENF}(R)$ is a sufficient condition for preserving the property that $R \in CBN$ when the signature is extended.

Much more interesting problems can be solved when we consider left-linear growing eTRSs:

- Given a tree automaton $A$ and a term $t$, decide whether $t \in (\rightarrow^*_R)(\text{L}(A))$.
  This is done by computing $C_{R,A}$ (see section 5.2) and check whether $t$ is recognized by $C_{R,A}$.
  Note that this solves the accessibility problem (given two terms $t, s$, does $t \rightarrow^*_R s$) as a single term $s$ forms a regular language recognizable by a tree automaton.
- Decide whether $R \in CBN$.
  The method consists of building the automaton $D_R$ (see section 5.2) and then check whether $\text{L}(D_R) = \emptyset$. If so Autowrite concludes that $R \in CBN$, otherwise it exhibits a ground term of $\text{L}(D_R)$ which is a term with no $R$-needed redex. Note that to build $D_R$, Autowrite must previously compute $C_{R,A_{\text{nf}}(R)}$.
- Decide whether $R$ is arbitrary i.e. whether there exists a ground term $t \in T(F)$ such that $t \rightarrow^*_R \bullet$ (this means that there exists a term that may reduce to any other term).
  That latter property is relevant for the problem of signature extension (see section 3.2).

Concerning checking that $R \in CBN$, one cannot hope to use Autowrite for big TRSs because the size of the constructed automaton $D_R$ is in $O(2^{|R|})$ as shown in [5].
6 Experimental results

In the following table we present a few results with various approximations of the above TRSs. We present the number of states (st) and rules (rl) of the automata $C_{\alpha(\mathcal{R})}$ and $D_{\alpha(\mathcal{R})}$ built to decide whether $\mathcal{R} \in CBN_\alpha$. If the TRS is not in $CBN_\alpha$, we give the witness term with no $\alpha(\mathcal{R})$-needed redex found by Autowrite. The last three columns concern the computation of the non-deterministic automaton $C_{\alpha(\mathcal{R})}$ with Jacquemard’s algorithm which is applicable only in the linear case. Due practical reasons, the following times were obtained on different machines.

| $\mathcal{R}$ | $\alpha$ | $C_{\alpha(\mathcal{R})}$ Toyama | $D_{\alpha(\mathcal{R})}$ | $(\mathcal{R}, \mathcal{F}) \in CBN_\alpha$ | $C_{\alpha(\mathcal{R})}$ Jacquemard |
|--------------|----------|-------------------------------|-------------------------|--------------------------------|--------------------------------|
|              |          | st   | rl  | Time  | st   | rl  | Time  | st   | rl  | Time  |
| $\mathcal{R}_1$, $\mathcal{F}$ | s        | 17   | 584 | 4.24s | 32   | 727 | 0.47s | 12   | 342 | 14.79s |
|              | nv       | 21   | 888 | 1m9s | 45   | 4055 | 4.17s | Yes  | 12   | 332 | 14.30s |
|              | gr       | 29   | 1688 | 5m12 | 174 | 60557 | 8m56s | Yes  | 12   | 200 | 8.63s |
| $\mathcal{R}_2$, $\mathcal{F}$ | s        | 16   | 548 | 18s  | 32   | 687 | 0.4s  | 11   | 380 | 9.12s |
|              | nv       | 11   | 268 | 5s   | 17   | 615 | 0.26s | Yes  | 11   | 179 | 1.84s |
|              | gr       | 6    | 267 | 8.15s | 17   | 5238 | 5.21s | Yes  | NA  | NA  | NA   |
| $\mathcal{R}_4$, $\mathcal{F}$ | s        | 14   | 3181 | 58m11s | 12 | 24 | 0.12s | 11   | 329 | 2m3s |
|              | nv       | 18   | 6537 | 58m2s | 85 | 628832 | 40m6s | Yes  | 11   | 249 | 5.7s  |
| $\mathcal{R}_4$, $\mathcal{G}$ | s        | 26 | 19010 | 8s53m | 115 | 353013 | 26m40s | 13   | 434 | 15.07s |
|              | s        | 5    | 668 | 23.65s | 8   | 28 | 0.08s | 4    | 286 | 13.53s |
|              | nv       | 5    | 688 | 48.53s | 19 | 130741 | 3m5s | Yes  | 4    | 94 | 1.25s |
| $\mathcal{R}_6$, $\mathcal{G}$ | s        | 6    | 1354 | 4m5s | 25 | 160463 | 3m44s | 5    | 260 | 7.99s |
|              | s        | 5    | 183 | 2s  | 8   | 650 | 0.4s  | Yes  | 4    | 125 | 1.99s |

Here we report the time taken by tests $\WN(\mathcal{R}, \mathcal{G}, \mathcal{F}) = \WN(\mathcal{R}, \mathcal{F})$ and $\WN^*(\mathcal{R}, \mathcal{G}, \mathcal{F}) = \WN^*(\mathcal{R}, \mathcal{F})$ assuming that the corresponding $C_{\alpha(\mathcal{R})}$ automata have already been constructed. The time corresponds then merely to checking both inclusions.

| $\mathcal{R}$ | $\alpha$ | $\WN(\mathcal{R}, \mathcal{G}, \mathcal{F}) = \WN(\mathcal{R}, \mathcal{F})$ | Time | $\WN^*(\mathcal{R}, \mathcal{G}, \mathcal{F}) = \WN^*(\mathcal{R}, \mathcal{F})$ | Time |
|--------------|----------|-------------------------------------------------|------|-------------------------------------------------|------|
| $\mathcal{R}_5$ | gr       | Yes                                             | 0.88s | Yes                                             | 0.67s |
| $\mathcal{R}_6$ | nv       | Yes                                             | 36.33s | Yes                                             | 36.84s |
|              | gr       | Yes                                             | 8.28s | $\h(\bullet, i, i)$                             | 8.48s |

7 Comparison with other systems

We are aware of two other distributed tools implementing tree automata: Timbuk [8] and RX [16]. Timbuk requires the installation of ocaml and RX requires the installation of ghc while Autowrite comes self-contained. We were able able to use Timbuk (easier to install than RX). Timbuk was initially designed for computing over-approximations of the set of descendants ($\rightarrow^*_{\mathcal{R}}$)$L$ for a regular language $L$ and a TRS $\mathcal{R}$ and then, use it to prove unreachability. Autowrite can be used to check reachability (whether some term $t \in (\rightarrow^*_{\mathcal{R}})L$) but only for left-linear growing systems. Timbuk can handle some non-growing or non-linear cases. However, concerning efficiency of tree automata operations, Autowrite seems much faster: we have tried the determinization of the automaton $C_{\alpha(\mathcal{R})}$ computed by Jacquemard’s algorithm which runs in 2 seconds with Autowrite and took about 3 hours with Timbuk. The latest version of Autowrite is able to load Timbuk specifications defining TRSs, sets of terms and automata.
8 Practical information and perspectives

The Autowrite project has a web page:

http://dept-info.labri.u-bordeaux.fr/~idurand/autowrite

From that page one can download the graphical version of Autowrite. The file is rather big because it contains a big part of Common Lisp and McCLIM. But the advantage is that Autowrite is self-contained and requires no other software. The Autowrite sources contain about 6000 lines of Common Lisp (including the graphical interface). On the Web page one can find installation directives, an on-line User’s Guide and useful links. The example of an Autowrite session should be useful for a new user. The code can still be improved for better performances. We plan to add the possibility of minimizing a tree automaton and to work on any interesting suggestion that users might make.
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Abstract We propose a design for the integration of decision procedures in reflective rewriting-based equational theorem provers. Rewriting-based equational theorem provers use term rewriting as their basic proof engine; they are particularly well suited for proving properties of equational specifications. A reflective rewriting-based theorem prover is itself an executable equational specification, which has reflective access to the rewriting engine responsible of its execution to efficiently accomplish rewriting-based equational proofs. This reflective access means that the built-in rewriting engine can be called with different rewriting commands. This opens up the possibility of interpolating calls to appropriate decision procedures in the midst of a rewriting-based proof step—typically to solve a condition in the application of a conditional equation. To illustrate our proposal and show its feasibility, we explain how our reflective design ideas can be used to integrate a decision procedure for Presburger arithmetic in the ITP tool, a reflective rewriting-based equational theorem prover, written entirely in Maude, for proving properties of Maude equational specification.

1 Introduction

Many authors have stressed the importance of integrating decision procedures, that is, algorithms that for particular theories can automatically decide whether a given formula is valid or not, in the proof engines of (semi-)automated theorem provers. As Boyer and Moore wrote [3]: “It is generally agreed that when practical theorem provers are finally available they will contain both heuristic components and many decision procedures.” Decision procedures are indeed at the core of many industrial-strength verification systems such as ACL2 [16], PVS [22], STeP [18], or Z/Eves [23]. The crucial role of decision procedures motivates the development of ICS [10], an efficient decision procedure for a fragment of first-order logic, that can be used as a standalone application and may also be included as a library in any application that requires embedded deduction.

Rewriting-based theorem provers [12,19,11,15] use term rewriting [1] as their basic proof engine, and they are particularly useful for proving properties of equational specifications. As is well known, when a finite equational specification is Church-Rosser and terminating, term rewriting can be used as an efficient procedure for deciding equalities between terms: two terms are provably equal if and only if their canonical forms, which are computed by using the equations as simplification rules, are syntactically identical. There are, however, many practical equational specifications that contain function symbols that are not equationally defined. Consider, for example, those specifications that use first-order arithmetic: typically, they do not contain the equational definitions of the arithmetic function symbols and relations. This omission poses no problem when evaluating functional expressions not containing indeterminate values, since practical executable specification languages [7,12,9] provide internal links to built-in implementations of the arithmetic functions and relations. The problem arises, however, when proving properties. In general, these proofs require solv-

---
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1 The inequality function symbol \( \neq \) that is provided as a built-in function in [7,12], gives rise to similar complications, as discussed in detail in [13, Sec.2.1.1].
ing arithmetic formulas containing indeterminate values. In those situations, the built-in implementations of the arithmetic functions and relations are useless, and the lack of equations explicitly defining them prevents us from applying term rewriting.\(^2\) In some cases, however, we can overcome the difficulty in a general, non-ad hoc form by calling appropriate decision procedures. This is the case, for example, when the formula to be solved falls within the class of Presburger linear arithmetic formulas.

In summary, decision procedures are also important for practical rewriting-based theorem provers, and they must be integrated with their basic rewriting engines in such a way that calls to the appropriate decision procedure can be interpolated in the midst of rewriting-based proof steps. The design and implementation of the RRL [15] reflects indeed the relevance of decision procedures in rewriting-based theorem provers, and the experiments reported in [14] show that “the use of the procedure for Presburger arithmetic has made the proofs compact and relatively easier to automate and understand in contrast to proofs generated without using Presburger arithmetic.” In this paper we propose a novel reflective design for the integration of decision procedures in rewriting-based equational theorem provers. Although our proposal can be formulated in a general form using the axiomatic definitions of reflective logics and reflective programming languages [5], we rather illustrate it here by explaining the integration of a decision procedure for Presburger arithmetic in the ITP tool.

The ITP tool [4] is an experimental rewriting-based theorem prover for proving properties of equational specifications; it accepts equational specifications presented as functional modules of the Maude system [7]. The equational logic on which Maude functional modules are based is an extension of order-sorted equational logic called membership equational logic [21]. Thus functional modules support multiple sorts, subsort relations, operator overloading, and assertions of membership in a sort. In addition, operators can be declared with any combination of the following equational attributes: associativity, commutativity, idempotency, and identity.\(^3\) In the presence of equational attributes, equational simplification using the other equations in the module does not take place at the purely syntactic level, but is understood modulo those equational attributes. The current Maude implementation can execute syntactic rewriting with typical speeds from half a million to several million rewrites per second. Similarly, associative and associative-commutative equational rewriting with term patterns used in practice can be performed at the typical rate of several hundred thousand rewrites per second.

A key feature of the ITP is its reflective design. The tool is written entirely in Maude and is in fact an executable specification of the formal inference system that it implements. Maude supports reflective computations through a predefined module called \texttt{META-LEVEL}, which includes different built-in functions providing direct access to the Maude rewriting engine itself. The ITP tool extends the module \texttt{META-LEVEL} with equationally defined functions defining the effect of the different proof commands, and uses the built-in functions

\(^2\) Notice also that, as pointed out in [13], “in fact, there is no set of equations that can allow the automatic verification of all properties of integer expressions which contain indeterminate values […]; in other words, first order arithmetic is ‘undecidable’ [20].”

\(^3\) The one restriction is that the idempotency attribute cannot be used together with the associativity attribute, since the combination of these two attributes is not currently supported by the Maude implementation.
provided by META-LEVEL to efficiently accomplish rewriting-based equational proofs. This direct access to the Maude rewriting engine can justify in itself the reflective design of the ITP. But the reflective capabilities of Maude provide also the possibility of defining rewriting commands different from the Maude’s default rewriting command, and of applying them to specific terms in the midst of a rewriting computation. There is in fact great freedom for defining different rewriting commands inside Maude, with ease and competitive performance, since they will typically use the built-in functions in the module META-LEVEL as the basic components of their definitions [5,6]. In particular, it is possible to define a rewriting command that calls the appropriate decision procedures, in the midst of a rewriting-based proof step, to solve, for example, a condition in a conditional equation. This capability is the base for the integration of decision procedures in the ITP basic rewriting proof engine.

Organisation The paper is organised as follows. In Section 2 we introduce the ITP tool, its default rewriting command (which is directly based on Maude’s default rewriting command) and its limitations. In Section 3 we describe the implementation of a different, more granular rewriting command. In Section 4 we explain how a decision procedure for Presburger arithmetic, written in Maude, can be integrated with the rewriting command introduced in Section 3. This extended rewriting command makes appropriate calls to the decision procedure when the condition of a conditional equation falls within the class of Presburger linear arithmetic formulas. Finally, in Section 5, we conclude with a description of the current state of the ITP tool, and of our plans for further extending the tool with other decision procedures.

2 The ITP tool and its default rewriting command

The ITP tool [4] is an experimental interactive theorem prover, written in Maude, for proving properties of Maude [6,7] functional modules, which are equational theories in membership equational logic [21]. The fact that membership equational logic is a reflective logic [8], and that Maude efficiently supports reflective membership equational logic computations is systematically exploited in the tool. Maude supports reflective computations through its predefined META-LEVEL module. In this module, Maude functional modules can be metarepresented as terms of a certain sort, which can then be efficiently manipulated and transformed by appropriate built-in functions. In particular, the module META-LEVEL includes a built-in function metaReduce that can be used to reduce a term in a functional module to canonical form, and a built-in function metaXmatch that can be used to try to match two terms in a functional module. The function metaReduce takes the metarepresentations of a module M and a term t, and it returns the metarepresentation of the fully reduced form of t, using the equations in M, together with the metarepresentation of its corresponding sort. The reduction strategy used by metaReduce coincides with that of the reduce command in Maude. The function metaXmatch takes the metarepresentations of a module M and two terms, t1 and t2 (and four more arguments that we can safely ignore here), and tries to match t1 with any subterm of t2 in the module M. If successful, it returns the representations of a substitution σ and a context C such that C[σ(t1)] ≡ t2, where we use ≡ to denote equality modulo the equational attributes declared in the module for

4 A typical metalevel computation only pays the cost (linear in the size of the term) of changing the representation from the metalevel to the object level and back only at the beginning and at the end of the computation [7].
the operators involved; otherwise, the result is noMatch A full description of the module META-LEVEL can be found in [7, Chapter 10].

The ITP tool extends the module META-LEVEL with sorts for representing both the ITP goals and the ITP database of modules about which those goals have to be proved. In addition, it contains equationally defined functions specifying the effects of the different proof commands, like commands for carrying out inductive proofs, proofs based on case analysis, or proofs by rewriting. The basic ITP proof command is the \texttt{rwr} command that rewrites both sides of an equality to canonical form, using the equations contained in the module associated to the goal as simplification rules. As expected, the function that implements the \texttt{rwr} command directly calls the built-in function \texttt{metaReduce} to efficiently accomplish its task. And this, of course, may be sufficient when the equations in the module associated to the goal are Church-Rosser and terminating, and all the functions declared in that module are equally defined. There are, however, many practical equational specifications that do not satisfy such conditions. Consider, for example, the following specification in Maude of a sorting algorithm for lists of integers; the specification of the \texttt{length} function is included here for the sake of the example below.

\begin{verbatim}
fmod INS-SORT is
  protecting INT .
  sorts List .
  op nil : -> List [ctor] .
  op _:_ : Int List -> List [ctor] .
  op ins : Int List -> List .
  op sort : List -> List .
  op sorted : List -> Bool .
  op length : List -> Int .
  vars N M : Int . var L : List .
  --- ins
  eq ins(N, nil) = N : nil .
  ceq ins(N, M : L) = N : M : L
    if N <= M = true .
  ceq ins(N, M : L) = M : ins(N, L)
    if N > M = true .
  --- sort
  eq sort(nil) = nil .
  eq sort(N : L) = ins(N, sort(L)) .
  --- length
  eq length(nil) = 0 .
  eq length(N : L) = 1 + length(L) .
endfm
\end{verbatim}

The module \texttt{INS-SORT} imports, through its \texttt{protecting} declaration, the predefined module \texttt{INT} that defines the integers with the expected arithmetic functions and relations; as usual, the latter are defined as Boolean functions. The module \texttt{INT} does not contain, however, the equational specification of the arithmetic functions but rather it provides internal links to built-in implementations of those functions. The module \texttt{INS-SORT} also imports, by default, the predefined module \texttt{BOOL} that defines the Boolean values. In this situation,
the following property can easily be proved using Skolemization and term rewriting:

$$\forall \{N\} \{ \text{sort}(N: \text{nil}) = N: \text{nil} \}$$ (1)

since, for $N*$ a new (Skolem) constant of sort Int, the canonical form of $\text{sort}(N*: \text{nil})$ is syntactically identical to $N*: \text{nil}$. Consider, however, the following property about INS-SORT:

$$\forall \{N, M\} \{ \text{length}(\text{ins}(N, M: \text{nil})) = 2 \}$$ (2)

Again, by Skolemization, it will be sufficient to prove that

$$\text{length}(\text{ins}(N*, M*: \text{nil})) = 2$$ (3)

for $N*$ and $M*$ new (Skolem) constants of sort Int. Given the conditional specification of $\text{ins}$, term rewriting will be useless at this point since no equations can be applied, and it is necessary to split the goal, using a Boolean-case analysis principle, into two subgoals that become associated to two different extensions of INS-SORT: one in which we add to INS-SORT the equation $N* \leq M* = \text{true}$, and another in which the equation that we add is $N* \leq M* = \text{false}$. In the first case, the proof is easily completed by applying term rewriting. However, in the second case, term rewriting will still remain useless since, in order to apply the second equation that specifies $\text{ins}$, we must prove first that $N* > M* = \text{true}$. But this cannot be proved simply by term rewriting, even when the module associated to this subgoal contains the equation $N* \leq M* = \text{false}$, since INS-SORT does not contain any equation specifying $>$. Of course, for this particular case, the problem has two easy solutions: either we add to INS-SORT the equation $N > M = \text{true}$ if $N \leq M = \text{false}$, or we replace the second equation specifying $\text{ins}$ by the conditional equation $\text{ins}(N, M : L) = M : \text{ins}(N, L)$ if $N \leq M = \text{false}$. But both solutions are manifestly ad-hoc. A more general solution consists in integrating the appropriate decision procedure in the function implementing the $\text{rwr}$ command. And this can be easily accomplished in a reflective rewriting-based theorem prover, as we show in the next two sections.

3 A different, non-default rewriting command for the ITP

In Section 2 we explained the implementation of the ITP default rewriting command $\text{rwr}$: how it uses the built-in function $\text{metaReduce}$, provided in the module METALevel, to efficiently accomplish its task; and how its applicability is limited by the fact that $\text{metaReduce}$ reduces terms in a module to canonical form using exclusively Maude’s $\text{reduce}$ command. In this section we show how the built-in function $\text{metaXmatch}$, also provided in the module METALevel, allows us to implement, with ease and efficiency, a different, more granular rewriting command, $\text{nrwr}$, which does not call Maude’s $\text{reduce}$ command and includes, in particular, the implementation of the process of solving conditions when a conditional

5 Solutions of this sort can be found, however, in the literature. In the otherwise excellent textbook [13], the authors propose an extension of the OBJ’s built-in representation of the integers with an equality predicate and with some equations that are useful for manipulating inequalities. In particular, these equations are useful as lemmas in the correctness proofs given in the book. But the authors warn the reader that they are not strong enough to allow all properties of integers to be proved by reduction. In general, they say, if a property of the integers is needed for a correctness proof, then an appropriate equation will need to be added as a lemma for the proof.
equation is applied to a term. In Section 4 we then explain how the implementation of \texttt{nrwr} can be easily extended to a command \texttt{xrwr} in order to integrate decision procedures in the rewriting process, to solve, in particular, linear arithmetic conditions in the application of a conditional equation. A detailed explanation of how to define in Maude, using its reflective capabilities, different rewriting commands can be found in [7, Chapter 10].

Like all ITP commands, the \texttt{nrwr} rewriting command is implemented in the ITP tool by equationally defining a function in an extension of the module \texttt{META-LEVEL}. We call \texttt{red} the function that implements the \texttt{nrwr} command. Like \texttt{metaReduce}, \texttt{red} takes the metarepresentations of a module and a term as arguments, and returns the metarepresentation of the reduced term; also as \texttt{metaReduce}, equations are applied in \texttt{red} only from left to right.

We use the symbol \(\triangleq\) for definitional equality.

\[
\text{red}(M, t) \triangleq \text{redAux}(M, t, \text{getEqs}(M))
\]

The function \texttt{getEqs} extracts from the metarepresentation of module \(M\) its set of equations; we omit here its definition. The behaviour of the auxiliary function \texttt{redAux} is simple. For each equation in the module it tries to match its left-hand side with any subterm of the term being reduced: if there is no match, it discards the equation; otherwise it reduces the term accordingly (after solving the condition if it is a conditional equation) and restarts the process again from the beginning. Its implementation is immediate using the built-in function \texttt{metaXmatch}.

\[
\text{redAux}(M, t, \emptyset) \triangleq t
\]

\[
\text{redAux}(M, t, \{l = r\} \cup Eq) \triangleq \begin{cases} 
\text{red}(M, C[\sigma(r)]) & \text{if } t \equiv C[\sigma(l)] \\
\text{redAux}(M, t, Eq) & \text{otherwise}
\end{cases}
\]

\[
\text{redAux}(M, t, \{l = r \text{ if Cond}\} \cup Eq) \triangleq \begin{cases} 
\text{red}(M, C[\sigma(r)]) & \text{if } t \equiv C[\sigma(l)] \text{ and } \text{solveCond}(M, \sigma(\text{Cond})) \\
\text{solveCond}(M, Eq) & \text{if } \text{red}(M, l) \equiv \text{red}(M, r) \\
\text{redAux}(M, t, Eq) & \text{otherwise}
\end{cases}
\]

The function \texttt{solveCond} tries to solve the equations in the condition by just reducing both sides as much as possible using \texttt{red}.

\[
\text{solveCond}(M, \emptyset) \triangleq \text{true}
\]

\[
\text{solveCond}(M, \{l = r\} \cup Eq) \triangleq \begin{cases} 
\text{solveCond}(M, Eq) & \text{if } \text{red}(M, l) \equiv \text{red}(M, r) \\
\text{false} & \text{otherwise}
\end{cases}
\]

Note that, as for the case of \texttt{metaReduce}, the function \texttt{red} assumes that the equations in the module are Church-Rosser and terminating, and therefore that they can be applied in arbitrary order and to arbitrary redexes. Of course, lack of confluence would result in incompleteness (but not unsoundness) of the \texttt{nrwr} command; and, if the equations were not terminating then \texttt{nrwr} would not terminate in some cases either.

4 A rewriting command with integrated decision procedures for the ITP

We explain in this section the implementation in the ITP tool of the \texttt{xrwr} command that extends \texttt{nrwr} by integrating a decision procedure for Presburger arithmetic in the process of reducing a term. The technique used in the implementation of \texttt{xrwr} also applies to
the implementation of similar commands that integrate other decision procedures. The general technique is based on the fact that any decision procedure is a computable function, and, therefore, by the metatheorem of Bergstra and Tucker [2], it can be equationally specified by a finite set of Church-Rosser and terminating equations. To implement in the ITP tool a rewriting command that integrates a certain decision procedure in the rewriting process, all we have to do is to modify the function \texttt{nrwr} in such a way that the function implementing the given decision procedure is called at the appropriate times on the appropriate expressions. The function \texttt{redPlus} below is an example of this; but before introducing this function we briefly present the decision procedure that is thus integrated in the rewriting process.

In [24], Shostak describes a decision procedure for quantifier-free Presburger arithmetic. Presburger expressions are those that can be built up from integers, integer variables, and addition. (Arbitrary multiplication is not allowed, but it is convenient to use multiplication by constants as an abbreviation for repeated addition.) Linear inequalities are constructed by combining Presburger expressions with the usual arithmetic relations ($\leq$, $<$, $\geq$, $>$, $=$) and the propositional logic connectives. The procedure to check validity of a formula $\varphi$ consists in expanding its negation into disjunctive normal form and expressing each disjunction as a conjunction of linear inequalities of the form $A \leq B$. Then, $\varphi$ is valid if and only if its negation is not satisfiable, which is checked by looking for a solution in integers for each of the disjunctions with the help of an integer programming algorithm. This is an NP-complete problem and there is a certain tradeoff between using complete algorithms (in the sense of always terminating with a correct solution) or efficient but incomplete ones. Our design decision has been to use an efficient and terminating algorithm introduced in [24] that, however, yields no result in some uncommon situations.

The \texttt{xrwr} command is implemented in the ITP tool by an equationally defined function \texttt{redPlus} that, following the general technique described above, simply modifies the function \texttt{red} by introducing a new layer that corresponds to the decision procedure. It first checks whether the term is amenable to being dealt with (if it is a linear inequality in our case) and depending on the answer it calls a different auxiliary function.

$$\texttt{redPlus}(M, t) \triangleq \begin{cases} \texttt{redPlusAux1}(M, t) & \text{if } \texttt{isLinIneq?}(t) \\ \texttt{redPlusAux2}(M, t, \text{getEqs}(M)) & \text{otherwise} \end{cases}$$

The function \texttt{isLinIneq?} decides if a term corresponds to the representation of a linear inequality. To understand the definition of \texttt{redPlusAux1} below think of the term $t$ as being, for example, the Boolean expression $\mathbb{N} \ast \leq \mathbb{M} \ast$. We start by checking if the expression represented by $t$ holds in $M$. For that, we use a function \texttt{getLinIneqs} that refines \texttt{getEqs} with the help of \texttt{isLinIneq?} and extracts from the metarepresentation of a module only those equations that involve linear inequalities. Then, if we let $\varphi$ stand for the formula $\texttt{getLinIneqs}(M) \rightarrow t = \text{true}$, we make use of the function \texttt{isSatisfiable?}, that implements the decision procedure for quantifier-free Presburger arithmetic, to check the satisfiability of the negation of $\varphi$. If this negation is not satisfiable then $\varphi$ is valid and $t$ is provably equal to $\text{true}$ in $M$, and thus can be reduced to $\text{true}$. If not, we try to see if it is provably equal to $\text{false}$ by checking the satisfiability of the negation of the formula $\texttt{getLinIneqs}(M) \rightarrow t = \text{false}$. Of

---

6 In fact, the current implementation of the \texttt{xrwr} command in the ITP tool integrates, using the technique described here, a decision procedure introduced in [25] for an extension of quantifier-free Presburger arithmetic that permits arbitrary uninterpreted function symbols; this theory includes many of the formulas that one tends to encounter in program verification.
course, because of the incompleteness of the decision procedure used to check satisfiability, it could actually be the case that $t$ is provably equal to $true$ or $false$, but we cannot decide it. In this uncommon situation, we call the $redPlusAux2$ function.

$$redPlusAux1(M, t) \triangleq \begin{cases} 
true & \text{if not(isSatisfiable?} \neg (\neg (\text{getLinIneqs}(M) \rightarrow t = true))) \\
false & \text{if not(isSatisfiable?} \neg (\neg (\text{getLinIneqs}(M) \rightarrow t = false))) \\
redPlusAux2(M, t, \text{getEqs}(M)) & \text{otherwise}
\end{cases}$$

The function $redPlusAux2$ is called on terms that are not linear inequalities, or that are linear inequalities but the (incomplete) decision procedure has not succeeded in deciding them. Its definition is completely analogous to $redAux$, except for the fact that we use now $redPlus$ and $solveCondPlus$ instead of $red$ and $solveCond$.

$$redPlusAux2(M, t, \emptyset) \triangleq t$$

$$redPlusAux2(M, t, \{ l = r \} \cup \text{Eq}) \triangleq \begin{cases} 
redPlus(M, C[\sigma(r)]) & \text{if } t \equiv C[\sigma(l)] \\
redPlusAux2(M, t, \text{Eq}) & \text{otherwise}
\end{cases}$$

$$redPlusAux2(M, t, \{ l = r \text{ if Cond}\} \cup \text{Eq}) \triangleq \begin{cases} 
redPlus(M, C[\sigma(r)]) & \text{if } t \equiv C[\sigma(l)] \text{ and } solveCondPlus(M, \sigma(\text{Cond})) \\
redPlusAux2(M, t, \text{Eq}) & \text{otherwise}
\end{cases}$$

Finally, $solveCondPlus$ deviates from $solveCond$ in that, for equations whose terms are Presburger expressions, it also calls the decision procedure to check their validity. The function $isPresExp?$ recognises those terms that represent Presburger expressions; we also omit here its definition.

$$solveCondPlus(M, \emptyset) \triangleq true$$

$$solveCondPlus(M, \{ l = r \} \cup \text{Eq}) \triangleq \begin{cases} 
solveCondPlus(M, \text{Eq}) & \text{if } (isPresExp?(l) \text{ and } isPresExp?(r) \text{ and } isSatisfiable?(l = r)) \text{ or } \\
false & \text{otherwise}
\end{cases}$$

We end this section with a high-level description of how the rewriting command implemented by the function $redPlus$ solves the difficulty we faced in proving (3) in Section 2. Let us denote by INS-SORT+ the module INS-SORT extended with the equation $\text{eq } N^* <= M^* = false$. Recall that the problem was that the additional information provided by this equation could not be used to reduce the term $\text{ins}(N^*, M^*:\text{nil})$. Now, when we apply $redPlus$ to the metarepresentations of INS-SORT+ and $\text{ins}(N^*, M^*:\text{nil})$, since $\text{ins}(N^*, M^*:\text{nil})$ is not a linear inequality, the function $redPlusAux2$ is called. Eventually, the equation $\text{ins}(N, M: L) = M: \text{ins}(N, L)$ if $N > M = true$ will be tried, and the function $solveCondPlus$ will then be invoked to discharge the condition $N^* > M^* = true$. At this point, since $true$ is not a Presburger expression, $redPlus$ is invoked to reduce both $N^* > M^*$ and $true$. Here is when the decision procedure comes into action: $redPlus$ detects that $N^* > M^*$ is a linear inequality and calls $redPlusAux1$. This function extracts the linear inequalities in INS-SORT+ and uses the decision procedure to check if they imply $N^* > M^* = true$. Since this is actually the case, $redPlusAux1$ reduces $N^* > M^*$ to $true$. At this point, the condition $N^* > M^* = true$ is discharged and $\text{ins}(N^*, M^*:\text{nil})$ is reduced to $M^*: \text{ins}(N^*:\text{nil})$. The function $redPlus$ will then eventually reduce $\text{length}(M^*: \text{ins}(N^*:\text{nil}))$ to 2, as required, using the equations in INS-SORT+ as simplification rules.
5 Conclusions and future work

In this work we have shown how the reflective design of a rewriting-based theorem prover like the ITP can be easily extended with decision procedures. The smoothness with which we have been able to integrate in the ITP tool an extension of the decision procedure described in Section 4 (which can be applied to the more general case of quantifier-free Presburger arithmetic with uninterpreted function symbols [25]) is encouraging. In this latest version of the ITP we have proved, as basic examples, the correctness of three different sorting functions, specifying respectively the insertion, merge, and quicksort algorithms. The correctness proofs for the merge and quicksort algorithms proceed by induction on the length of the list and make heavy use of the integrated decision procedure.

As a follow-up of this work we plan to add other decision procedures to our tool. As we have already pointed out, their integration will follow exactly the same steps as those described here and thus should pose no special difficulty. An important task ahead is to combine these decision procedures to be able to tackle expressions that involve diverse semantic constructs that belong, not just to one, but to several of them. In this regard, the recent generalisation of the Nelson-Oppen combination method to order-sorted theories [26] and the recent studies clarifying the relation between Nelson-Oppen’s and Shostak’s procedures [17] seem particularly relevant. Finally, we also plan to compare in more detail our reflective design for the integration of decision procedures in the ITP with the non-reflective one used in RRL. This comparison should be possible and interesting since both tools pursue similar goals and share a similar logical foundation.
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Some Undecidable Approximations of TRSs
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Abstract In this paper we study the decidability of reachability, normalisation, and neededness in \( n \)-shallow and \( n \)-growing TRSs. In an \( n \)-growing TRS, a variable that occurs on both the left-hand and right-hand side of a rewrite must be at depth \( n \) on the left-hand side and at a depth greater than \( n \) on the right-hand side. In an \( n \)-shallow TRS, a variable that occurs on both the left-hand and right-hand side of a rewrite rule must be at depth \( n \) on both sides.

The concepts \( n \)-growing and \( n \)-shallow are generalisations of the concepts growing and shallow, as introduced respectively by Jacquemard and Comon. For both shallow and growing TRSs reachability, normalisation, and neededness are decidable. However, as we show, these results do not generalise to \( n \)-growing and \( n \)-shallow TRSs. Consequently, a needed reduction strategy cannot be effectively employed in \( n \)-growing or \( n \)-shallow TRS.

1 Introduction

As is well-known, given an arbitrary term rewriting system (TRS), the following questions are undecidable.

- Reachability: is a term reachable from another term [4]?
- Normalisation: does a term have a normal form [1]?
- Neededness: does a term have a needed redex [4]?

However, for some classes of TRSs these properties are decidable. These classes are often used as approximations. That is, let \( \mathcal{R} \) and \( \mathcal{S} \) be TRSs over the same signature, then \( \mathcal{S} \) is an approximation of \( \mathcal{R} \) if \( \rightarrow^*_{\mathcal{R}} \subseteq \rightarrow^*_{\mathcal{S}} \) and \( \text{NF}_{\mathcal{R}} = \text{NF}_{\mathcal{S}} \). Here, \( \rightarrow^*_{\mathcal{R}} \) and \( \rightarrow^*_{\mathcal{S}} \) denote the rewrite relations of \( \mathcal{R} \) and \( \mathcal{S} \), and \( \text{NF}_{\mathcal{R}} \) and \( \text{NF}_{\mathcal{S}} \) denote the sets of normal forms of \( \mathcal{R} \) and \( \mathcal{S} \).

Two remarks are in order with respect to classes for which reachability, normalisation, and neededness are decidable. First, in most of these classes the shapes of the rewrite rules are restricted. See, for example, [4,2,5,9]. Second, given the decidability of neededness a needed reduction strategy can effectively be employed. See, for example, [4,3,2,5].

In this paper we explore the boundaries of the decidability of reachability, normalisation, and neededness. We do this by introducing \( n \)-growing and \( n \)-shallow TRSs. These TRSs are generalisations of the growing and shallow TRSs as introduced respectively by Jacquemard [5] and Comon [2]. Although reachability, normalisation, and neededness are decidable for growing and shallow TRSs we show that these properties are undecidable for our generalisations.

The \( n \)-growing and \( n \)-shallow TRSs are also closely related to four other classes of TRSs for which reachability, normalisation, and neededness are undecidable [5,6,7]. We show that \( n \)-growing and \( n \)-shallow TRSs are different from those classes of TRSs except in one instance.

We proceed as follows. In Sect. 2 we give some preliminary definitions. Then, in Sect. 3 we define two variants of Post’s Correspondence Problem (PCP). We use these variants in Sect. 4 and Sect. 5 to show that reachability, normalisation, and neededness are undecidable for \( n \)-growing and \( n \)-shallow TRSs. In Sect. 6 we compare the \( n \)-growing and \( n \)-shallow TRSs.
to the other four classes of TRSs for which reachability, normalisation, and neededness are undecidable. In the final section, Sect. 7, we give some directions for further research.

2 Preliminaries

Throughout this paper we assume $\Gamma$ is an arbitrary alphabet. By $\Gamma^*$ and $\Gamma^+$ we denote the set of finite strings and the set of finite non-empty strings over $\Gamma$. Moreover, by $\epsilon$ we denote the empty string, and if $s \in \Gamma^*$, then $|s|$ denotes the length of $s$.

If $s, t \in \Gamma^*$, then $s \cdot t$ denotes the concatenation of $s$ and $t$. The empty string $\epsilon$ is the neutral element for concatenation. If $a \in \Gamma$ and $n \in \mathbb{N}$, then $a^0 = \epsilon$ and $a^{n+1} = a \cdot a^n$.

By $\mathcal{T}_{er}(\Sigma, X)$ we denote the set of terms over the signature $\Sigma$ and the set of variables $X$. The set $\Sigma_n$ denotes the subset of $\Sigma$ whose elements have arity $n$. If $t \in \mathcal{T}_{er}(\Sigma, X)$, then $\text{Var}(t)$ denotes the set that contains the variables that occur in $t$. We call $t$ linear if each variable occurs at most once in $t$.

We confuse signatures consisting only of unary function symbols and alphabets. Hence, given a unary function symbol $f$ and an $n \in \mathbb{N}$ we have $f^0(x) = x$ and $f^{n+1}(x) = f(f^n(x))$.

We denote the set of positions of a term $t \in \mathcal{T}_{er}(\Sigma, X)$ by $\text{Pos}(t) \subseteq \mathbb{N}^+$. The depth of a subterm at $p \in \text{Pos}(t)$ is $|p|$. When $t$ is linear, each $x \in \text{Var}(t)$ has a unique depth. In that case, $d_i(x)$ denotes the depth of $x$ in $t$.

By $\mathcal{R} = (\Sigma, R)$ we denote a term rewriting system (TRS) with the signature $\Sigma$ and the set of rewrite rules $R$. The elements of $R$ are denoted $l \rightarrow r$. As usual in the study of approximations we only require $l \not\in X$. We do not require not $\text{Var}(r) \subseteq \text{Var}(l)$. The transitive reflexive closure of $\rightarrow$ is denoted by $\rightarrow^*$. The rule $l \rightarrow r$ is called linear if $l$ and $r$ are linear.

Let $\mathcal{R} = (\Sigma, R)$ be a TRS and $s, t \in \mathcal{T}_{er}(\Sigma, X)$. The term $t$ is reachable from $s$ if $s \rightarrow^* t$. Moreover, $s$ normalises if $s \rightarrow^* t$ and if $t$ is a normal form. A redex in $s$ is needed if a descendant of the redex is contracted in every reduction from $s$ to a normal form. A needed reduction strategy contracts in every term an arbitrary needed redex.

3 Variants of Post’s Correspondence Problem

In this section we introduce two variants of Post’s Correspondence Problem (PCP). In the definition of the variants we use the following notation.

**Definition 1.** Let $s \in \Gamma^+$. Given an $n \in \mathbb{N}$, define $s[n]$ by

- $s[n] = a^n$ if $s = a$ with $a \in \Gamma$, and
- $s[n] = a^n \cdot t[n]$ if $s = a \cdot t$ with $a \in \Gamma$ and $t \in \Gamma^+$.

Note that this is not exponentiation. That is defined as $s^0 = \epsilon$ and $s^{n+1} = s \cdot s^n$. Assuming $\Gamma = \{a, b\}$, we have $(ab)^2 = aabb$ and $(ab)^2 = abab$.

We now define three kinds of pairs. We use them in the definition of PCP and the two PCP variants.

**Definition 2.** Let $u, v \in \Gamma^+$ and $n$ a natural number. Then, $(u, v)$ is called a PCP pair, $(u[n], v[n])$ is called an $n$-PCP pair, and $(u[n] \cdot e[kn], v[n] \cdot e[ln])$ is called a padded $n$-PCP pair if $k = \max\{|u|, |v|\} - |u|$, $l = \max\{|u|, |v|\} - |v|$, and $e \not\in \Gamma$. 
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The intuition behind a padded n-PCP pair is that it is an n-PCP pair in which the shortest string is padded with \( e \) symbols. This gives both strings in the pair the same length. We have for any padded n-PCP pair \((u^n \cdot e^{kn}, v^n \cdot e^{ln})\) that

\[ n(|u| + k) = |u^n| \cdot e^{kn} = |v^n| \cdot e^{ln} = n(|v| + l) \]

and that

\[ ((u^n \cdot e^{kn})[e := e], (v^n \cdot e^{ln})[e := e]) = (u^n, v^n) \]

We now define PCP and the two PCP variants.

**Question 1 (PCP).** Let \( P \) be a finite set of PCP pairs. Does there exist an \( m \geq 1 \) such that \( u_1 \cdot \ldots \cdot u_m = v_1 \cdot \ldots \cdot v_m \) with \((u_i, v_i) \in P\) for all \( 1 \leq i \leq m\)?

**Question 2 (n-PCP).** Let \( P \) be a finite set of n-PCP pairs. Does there exist an \( m \geq 1 \) such that \( u_1 \cdot \ldots \cdot u_m = v_1 \cdot \ldots \cdot v_m \) with \((u_i, v_i) \in P\) for all \( 1 \leq i \leq m\)?

**Question 3 (Padded n-PCP).** Let \( e \notin \Gamma \) and let \( P \) be a finite set of padded n-PCP pairs. Does there exist an \( m \geq 1 \) such that \((u_1 \cdot \ldots \cdot u_m)[e := e] = (v_1 \cdot \ldots \cdot v_m)[e := e]\) with \((u_i, v_i) \in P\) for all \( 1 \leq i \leq m\)?

The three questions can be transformed into each other, as there exists for each kind of pair a related pair of each of the other kinds. For example, assuming again \( \Gamma = \{a, b\} \), we have for the PCP pair \((a, ab)\) that \((a^n, (ab)^n)\) is a related n-PCP pair and that \([(ae)^n, (ab)^n]\) is related padded n-PCP pair. This leads to the following theorem.

**Theorem 1.** PCP, n-PCP, and padded n-PCP are reducible to each other for \( n \geq 1 \).

**Proof.** Using the previously described relations between the pairs, this follows directly from the definitions of PCP, n-PCP, and padded n-PCP. \( \square \)

By the previous theorem and the undecidability of PCP [8], we have the following.

**Corollary 1.** The n-PCP and padded n-PCP questions are undecidable for \( n \geq 1 \).

For padded n-PCP note that if \((u_1 \cdot \ldots \cdot u_m)[e := e] = (v_1 \cdot \ldots \cdot v_m)[e := e]\), then the number of \( e \) occurrences must be equal in \( u_1 \cdot \ldots \cdot u_m \) and \( v_1 \cdot \ldots \cdot v_m \). If not, the lengths of \((u_1 \cdot \ldots \cdot u_m)[e := e]\) and \((v_1 \cdot \ldots \cdot v_m)[e := e]\) are different which contradicts equality.

Using the previous fact and assuming a string rewrite system (SRS) with for all \( a \in \Gamma \) and \( e \notin \Gamma \) the rewrite rules \( a \cdot e \rightarrow e \cdot a \) and \( e \cdot a \rightarrow a \cdot e \), we can rephrase padded n-PCP.

**Question 4 (Padded n-PCP).** Let \( \Delta = \Gamma \cup \{e\} \) and let \( P \) be a finite set of padded n-PCP pairs. Does there exist an \( m \geq 1 \) and an \( s \in \Delta^+ \) such that \( u_1 \cdot \ldots \cdot u_m \rightarrow^* s \) and \( v_1 \cdot \ldots \cdot v_m \rightarrow^* s \) with \((u_i, v_i) \in P\) for all \( 1 \leq i \leq m\)?

### 4 Undecidable n-Growing Term Rewriting Systems

In this section we describe our first class of TRSs for which reachability, normalisation, and neededness are undecidable. The class is defined as follows.

**Definition 3.** Let \( l \rightarrow r \) be a rewrite rule. The rule is \( n \)-growing if it is linear and if for all \( x \in \text{Var}(l) \cap \text{Var}(r) \) it holds that \( d_l(x) = n \) and \( d_r(x) > n \). A TRS is \( n \)-growing if all its rewrite rules are \( n \)-growing.
Observe that in \(n\)-growing TRSs we restrict the shapes of the rewrite rules. Moreover, observe that \(n\)-growing rewrite rules and TRSs are closely related to the following rewrite rules and TRSs, as defined by Jacquemard [5].

**Definition 4.** Let \(l \rightarrow r\) be a rewrite rule. The rule is *growing* if it is linear and if for all \(x \in \text{Var}(l) \cap \text{Var}(r)\) it holds that \(d_l(x) = 1\). A TRS is *growing* if all its rewrite rules are growing.

Obviously, for \(n = 1\) the \(n\)-growing TRSs form a sub-class of the growing TRSs. For \(n > 1\) the \(n\)-growing TRSs do not form a sub-class. We have, for example, the \(n\)-growing rewrite rule

\[
f^n(x) \rightarrow f^{n+1}(x)
\]

For \(n > 1\) this rewrite rule is not growing, as \(d_{f^n(x)}(x) = n > 1\).

The growing TRSs do not form a sub-class of the \(n\)-growing TRSs for any \(n\). We have, for example, the growing rewrite rule

\[
f(x) \rightarrow x
\]

This rewrite rule is not \(n\)-growing, as \(d_x(x) = 0\).

Using tree automata techniques, Jacquemard [2] proves that reachability and normalisation are decidable for growing TRSs. Durand and Middeldorp [3] prove that neededness is decidable for growing TRSs. As each 1-growing TRS is growing, we also have decidability of reachability, normalisation, and neededness for 1-growing TRSs. However, as we show next, these results do not generalise to \(n\)-growing TRSs with \(n > 1\).

**Theorem 2.** Let \(n \geq 1\). Reachability is undecidable for \(n + 1\)-growing TRSs.

**Proof.** We reduce \(n\)-PCP to reachability in an \(n + 1\)-growing TRS. Suppose we have a finite set \(P\) of \(n\)-PCP pairs. Define the signature \(\Sigma = \Gamma \uplus \{c, d, f, g, h\}\), where \(\uplus\) denotes the disjoint union. The arities are as follows

- \(c\) and \(d\) are constants,
- \(g, h\) and the elements of \(\Gamma\) have arity 1, and
- \(f\) has arity 2.

Also define for all \((u, v) \in P\) and \(a \in \Gamma\) the following rewrite rules

\[
c \rightarrow f(g^n(u(d)), g^n(v(d)))
\]

(1)

\[
f(g^n(x), g^n(y)) \rightarrow f(g^n(u(x)), g^n(v(y)))
\]

(2)

\[
f(g^n(x), g^n(y)) \rightarrow h^{n+1}(f(x, y))
\]

(3)

\[
f(a^n(x), a^n(y)) \rightarrow h^{n+1}(f(x, y))
\]

(4)

\[
f(d, d) \rightarrow d
\]

(5)

\[
h^{n+1}(d) \rightarrow d
\]

(6)

As is easy to see, we have a finite number of \(n\)-growing rewrite rules. Hence, the rewrite rules form an \(n\)-growing TRS. By \(n \geq 1\), we have for the TRS that \(d\) is reachable from \(c\) if and only if \(n\)-PCP has a solution for \(P\).
To see that \( d \) is reachable from \( c \) if \( n \)-PCP has a solution for \( P \), suppose that \( u_1 \dots u_m = v_1 \dots v_m \) is a solution. We can now construct the reduction sequence

\[
\begin{align*}
c \rightarrow_{(1)} & f(g^n(u_m(d)), g^n(v_m(d))) \\
\rightarrow_{(2)}^* & f(g^n(u_1 \dots u_m(d)), g^n(v_1 \dots v_m(d))) \\
\rightarrow_{(3)} & h^{n+1}(f(u_1 \dots u_m(d), v_1 \dots v_m(d)))
\end{align*}
\]

As \( u_1 \dots u_m = v_1 \dots v_m \), we can, for some \( k \), extend the reduction sequence to

\[
\begin{align*}
c \rightarrow^* & h^{n+1}(f(u_1 \dots u_m(d), v_1 \dots v_m(d))) \\
\rightarrow^*_{(4)} & h^{k(n+1)}(f(d, d)) \\
\rightarrow_{(5)} & f(d, d) \\
\rightarrow_{(6)} & d
\end{align*}
\]

Hence, \( d \) is reachable from \( c \).

To see that \( n \)-PCP has a solution for \( P \) if \( d \) is reachable from \( c \), note that the only way to reduce \( c \) to \( d \) is to first perform an \((1)\)-step and a number of \((2)\)-steps, then to perform a \((3)\)-step and a number of \((4)\)-steps, and to finally perform a \((5)\)-step and a number of \((6)\)-steps. Also note that the reduction sequence only ends in \( d \) if the \((1)\)-step and the \((2)\)-steps give us a term \( f(g^n(u_1 \dots u_m(d)), g^n(v_1 \dots v_m(d))) \) with \( u_1 \dots u_m = v_1 \dots v_m \). That is, as \( n \)-PCP has a solution for \( P \).

Thus, \( n \)-PCP is reducible to a reachability problem in an \( n+1 \)-growing TRS. As \( n \)-PCP is undecidable for \( n \geq 1 \), so is reachability for \( n+1 \)-growing TRSs with \( n \geq 1 \). \( \square \)

Observe that if we assume \( n = 0 \) in the previous proof, the rewrite rule

\[
f(a^n(x), a^n(y)) \rightarrow h^{n+1}(f(x, y))
\]

collapses to

\[
f(x, y) \rightarrow h^{n+1}(f(x, y)).
\]

As a consequence, \( d \) is no longer reachable form \( c \). Something like this was to be expected, as reachability is decidable for 1-growing TRSs.

We now extend the above result to normalisation and neededness.

**Theorem 3.** Let \( n \geq 1 \). Normalisation is undecidable for \( n+1 \)-growing TRSs.

**Proof.** We reduce \( n \)-PCP to normalisation in an \( n+1 \)-growing TRS employing the proof showing that \( n \)-PCP is reducible to reachability.

Note that adding the \( n+1 \)-growing rewrite rule

\[
h^{n+1}(x) \rightarrow h^{n+1}(h^{n+1}(x)) \tag{7}
\]

to the TRS from the proof of Theorem 2 does not change the fact that \( d \) is reachable from \( c \) if and only if \( n \)-PCP has a solution for \( P \). However, by adding the rule, if \( d \) is reachable from \( c \), the term \( d \) becomes the only normal form of \( c \), else \( c \) does not have a normal form. By this fact and the fact that \( d \) is reachable from \( c \) if and only if \( n \)-PCP has a solution for \( P \), we have that \( c \) has a normal form if and only if \( n \)-PCP has a solution for \( P \).

Thus, \( n \)-PCP is reducible to normalisation in an \( n+1 \)-growing TRS. As \( n \)-PCP is undecidable for \( n \geq 1 \), so is normalisation for \( n+1 \)-growing TRSs with \( n \geq 1 \). \( \square \)
Theorem 4. Let \( n \geq 1 \). Neededness is undecidable for \( n+1 \)-growing TRSs.

Proof. We reduce \( n \)-PCP to neededness in an \( n+1 \)-growing TRS employing the proof showing that \( n \)-PCP is reducible to normalisation.

By the proof of Theorem 3 only \( d \) can be a normal form of \( c \). Hence, the only redex in \( c \) is needed if and only if \( d \) actually is a normal form of \( c \). By this fact and the fact that \( c \) normalises if and only if \( n \)-PCP has a solution for \( P \), we have that \( c \) has a needed redex if and only if \( n \)-PCP has a solution for \( P \).

Thus, \( n \)-PCP is reducible to neededness in an \( n+1 \)-growing TRS. As \( n \)-PCP is undecidable for \( n \geq 1 \), so is neededness for \( n+1 \)-growing TRSs with \( n \geq 1 \).

As a consequence of the previous theorem we have that a needed reduction strategy cannot be effectively employed in an \( n+1 \)-growing TRS with \( n \geq 1 \).

5 Undecidable \( n \)-Shallow Term Rewriting Systems

In this section we describe our second class of TRSs for which reachability, normalisation, and neededness are undecidable. The class is defined as follows.

Definition 5. Let \( l \rightarrow r \) be a rewrite rule. The rule is \( n \)-shallow if it is linear and if for all \( x \in \text{Var}(l) \cap \text{Var}(r) \) it holds that \( d_l(x) = d_r(x) = n \). A TRS is \( n \)-shallow if all its rewrite rules are \( n \)-shallow.

Observe that, like \( n \)-growing TRSs, \( n \)-shallow TRSs have restrictions on the shapes of their rewrite rules. The \( n \)-shallow TRSs form neither a sub-class nor a super-class of the \( n \)-growing TRSs. Consider, for example, the \( n \)-shallow rewrite rule

\[
\frac{n}{x} \rightarrow \frac{n}{x}.
\]

This rewrite rule is not \( n \)-growing, as \( d_{\frac{n}{x}}(x) = d_{\frac{n}{x}}(x) = n > 1 \). We also have the \( n \)-growing rewrite rule

\[
\frac{n}{x} \rightarrow \frac{n+1}{x}.
\]

This rewrite rule is not \( n \)-shallow, as \( d_{\frac{n}{x}}(x) < d_{\frac{n+1}{x}}(x) \).

The \( n \)-shallow rewrite rules and TRSs are closely related to the following rewrite rules and TRSs, as defined by Comon [2].

Definition 6. Let \( l \rightarrow r \) be a rewrite rule. The rule is shallow if it is linear and if for all \( x \in \text{Var}(l) \cap \text{Var}(r) \) it holds that \( d_l(x) = 1 \) and \( d_r(x) \leq 1 \). A TRS is shallow if all its rewrite rules are shallow.

Obviously, for \( n = 1 \) the \( n \)-shallow TRSs form a sub-class of the shallow TRSs. For \( n > 1 \) the \( n \)-shallow TRSs do not form a sub-class. For example, consider again the \( n \)-shallow rewrite rule

\[
\frac{n}{x} \rightarrow \frac{n}{x}.
\]

For \( n > 1 \) this rewrite rule is not shallow, as \( d_{\frac{n}{x}}(x) = d_{\frac{n}{x}}(x) = n > 1 \).
The shallow TRSs do not form a sub-class of the $n$-shallow TRSs for any $n$. This follows by the same example that shows that the growing TRSs do not form a sub-class of the $n$-growing TRSs for any $n$.

Using tree automata techniques, Comon [2] proves that reachability and normalisation are decidable for shallow TRSs. Durand and Middeldorp [3] prove that neededness is decidable for shallow TRSs. As each 1-shallow TRS is growing, we also have decidability of reachability, normalisation, and neededness for 1-shallow TRSs. However, as we show next, these results do not generalise to $n$-shallow TRSs with $n > 1$.

In the proofs below, we denote $[a, b]$ with $a, b \in \Delta = \Gamma \cup \{e\}$ and $e \not\in \Gamma$ a unary function symbol. We also use the following definition.

**Definition 7.** Let $u, v \in \Delta^+$ with $|u| = |v|$. For $a, b \in \Delta$ and $u', v' \in \Delta^+$, define $[u, v](x)$ by

- $[u, v](x) = [a, b](x)$ if $u = a$ and $v = b$, and
- $[u, v](x) = [a, b]([u', v'](x))$ if $u = a \cdot u'$ and $v = b \cdot v'$.

**Theorem 5.** Let $n \geq 1$. Reachability is undecidable for $n + 1$-shallow TRSs.

**Proof.** We reduce padded $n + 1$-PCP to reachability in an $n + 1$-shallow TRS. Suppose we have a finite set $P$ of padded $n + 1$-PCP pairs and an $e \not\in \Gamma$. Let $\Delta = \Gamma \cup \{e\}$. Define the signature $\Sigma = \{[a, b] \mid a, b \in \Delta\} \cup \{e, d\}$, with each $[a, b]$ a unary function symbol and $c, d$ constants. Also define for all $(u, v) \in P$ and $a \in \Delta$ the following rewrite rules

1. $c \rightarrow [u, v](c)$
2. $[a, a](c) \rightarrow d$
3. $[a, a](d) \rightarrow d$

Moreover, define for all $u, u', v, v' \in \Delta^+$ with $u[e := e] = u'[e := e]$, $v[e := e] = v'[e := e]$, and $|u| = |u'| = |v| = |v'| = n + 1$ the following rewrite rule

4. $[u, v](x) \rightarrow [u', v'](x)$

This last rewrite rule can be considered as a transitive application to the strings $u$ and $v$ of the rewrite rules given just before Question 4.

As is easy to see, we have a finite number of $n$-shallow rewrite rules. Hence, the rewrite rules form an $n + 1$-shallow TRS. By $n \geq 1$, we have for the TRS that $d$ is reachable from $c$ if and only if padded $n + 1$-PCP has a solution for $P$.

To see that $d$ is reachable from $c$ if padded $n$-PCP has a solution for $P$, suppose that for some $s \in \Delta^+$ we have $u_1 \cdots u_m \rightarrow^* s$ and $v_1 \cdots v_m \rightarrow^* s$. That is, padded $n$-PCP has a solution for $P$. We can construct the following reduction sequence

\[
\begin{align*}
  c & \rightarrow_{(1)} [u_1, v_1](c) \\
  & \rightarrow^*_{(1)} [u_1 \cdots u_m, v_1 \cdots v_m](c)
\end{align*}
\]

As $u_1 \cdots u_m \rightarrow^* s$ and $v_1 \cdots v_m \rightarrow^* s$, we can, for some $k$, extend the reduction sequence to

\[
\begin{align*}
  c & \rightarrow^* [u_1 \cdots u_m, v_1 \cdots v_m][c] \\
  & \rightarrow^* [s, s][c] \\
  & \rightarrow^*_{(2)} \cdots \\
  & \rightarrow^*_{(3)} d
\end{align*}
\]
Hence, $d$ is reachable from $c$.

To see that $n$-PCP has a solution for $P$ if $d$ is reachable from $c$, note that the only way to reduce $c$ to $d$ is to first perform a number of (1)-steps, then to perform a (2)-step, and to finally perform a number of (3)-steps and to interleave all these steps with (4)-steps. Also note that the reduction sequence only ends in $d$ if the (1)-steps together with a number of (4)-steps give us a term $[s, s](c)$ for some $u_1 \cdots u_m \rightarrow^* s$ and $v_1 \cdots v_m \rightarrow^* s$. That is, as padded $n$-PCP has a solution for $P$.

Thus, padded $n+1$-PCP is reducible to a reachability problem in an $n+1$-shallow TRS. As padded $n+1$-PCP is undecidable for $n \geq 1$, so is reachability for $n+1$-shallow TRSs with $n \geq 1$. □

Observe that if we assume $n = 0$ in the previous proof, the last rewrite rule collapses to $[a, b](x) \rightarrow [a, b](x)$ with $a, b \in \Delta$. As a consequence, $d$ is no longer reachable from $c$. Something like this was to be expected, as reachability is decidable for 1-shallow TRSs.

Note that by the TRS specified in the previous proof an even stronger property holds.

**Theorem 6.** Let $n \geq 1$. Reachability is undecidable for $n+1$-shallow TRSs in which every rewrite rule has at most one variable which occurs both at the left-hand and right-hand side of the rewrite rule.

We now extend the above result to normalisation and neededness.

**Theorem 7.** Let $n \geq 1$. Normalisation is undecidable for $n+1$-shallow TRSs.

*Proof.* We reduce padded $n+1$-PCP to normalisation in an $n+1$-shallow TRS employing the proof showing that $n$-PCP is reducible to reachability.

Note that adding for all $u, v \in \Delta^+$ with $|u| = |v| \leq n + 1$ the $n+1$-shallow rewrite rule $[u, v](d) \rightarrow [u, v](d)$ (5) to the TRS from the proof of Theorem 5 does not change the fact that $d$ is reachable from $c$ if and only if padded $n$-PCP has a solution for $P$. However, by adding the rule, if $d$ is reachable for $c$, the term $d$ becomes the only normal form of $c$, else $c$ does not have a normal form. By this fact and the fact that $d$ is reachable from $c$ if and only if padded $n+1$-PCP has a solution for $P$, we have that $c$ has a normal form if and only if padded $n+1$-PCP has a solution for $P$.

Thus, padded $n+1$-PCP is reducible to normalisation in an $n+1$-shallow TRS. As padded $n+1$-PCP is undecidable for $n \geq 1$, so is normalisation for $n+1$-shallow TRSs with $n \geq 1$. □

**Theorem 8.** Let $n \geq 1$. Neededness is undecidable for $n+1$-shallow TRSs.

*Proof.* We reduce padded $n+1$-PCP to neededness in an $n+1$-shallow TRS. We employ the proof showing that padded $n+1$-PCP is reducible to normalisation.

By the proof of Theorem 7 only $d$ can be a normal form of $c$. Hence, the only redex in $c$ is needed if and only if $d$ actually is a normal form of $c$. By this fact and the fact that $c$ normalises if and only if padded $n+1$-PCP has a solution for $P$, we have that $c$ has a needed redex if and only if padded $n+1$-PCP has a solution for $P$. 
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Thus, padded \( n + 1 \)-PCP is reducible to neededness in an \( n + 1 \)-shallow TRS. As padded \( n + 1 \)-PCP is undecidable for \( n \geq 1 \), so is neededness for \( n + 1 \)-shallow TRSs with \( n \geq 1 \).

As a consequence of the previous theorem we have that the needed reduction strategy cannot be effectively employed in an \( n + 1 \)-shallow TRS with \( n \geq 1 \).

6 Related Work

In this section, we compare \( n \)-growing and \( n \)-shallow TRSs to four other classes of TRSs for which reachability, normalisation, and neededness are undecidable [5,6,7]. We use the following five rewrite rules in the comparison.

\[
\begin{align*}
  f(x, x) & \rightarrow g(x) \quad (1) \\
  f(f(x)) & \rightarrow x \quad (2) \\
  f(g(x)) & \rightarrow c \quad (3) \\
  f^n(x) & \rightarrow f^{n+1}(x) \quad (4) \\
  f^n(x) & \rightarrow f^n(x) \quad (5)
\end{align*}
\]

Note that (1) and (2) are neither \( n \)-growing nor \( n \)-shallow, that (3) is \( n \)-growing and \( n \)-shallow, and that (4) and (5) are respectively \( n \)-growing and \( n \)-shallow.

The first class of TRSs, defined by Jacquemard [5], requires for all \( l \rightarrow r \) and \( x \in \text{Var}(l) \cap \text{Var}(r) \) that \( d_l(x) \leq 1 \). This definition is equal to the definition of growing, except that rewrite rules no longer need to be linear. Hence, 1-growing and 1-shallow TRSs form sub-classes. For \( n > 1 \) the \( n \)-growing and \( n \)-shallow TRSs do not form sub-classes by (4) and (5). Moreover, for all \( n \) the \( n \)-growing and \( n \)-shallow TRSs do not form super-classes by (1), which is not \( n \)-growing or \( n \)-shallow as the left-hand side is not linear.

The second class of TRSs, again defined by Jacquemard [5], requires for all \( l \rightarrow r \) and \( x \in \text{Var}(l) \cap \text{Var}(r) \) that either \( d_l(x) \leq 1 \) or \( d_r(x) \leq 1 \) and that \( l \rightarrow r \) is linear. Again, this definition is equal to the definition of growing, except that in this case \( d_r(x) \leq 1 \) is allowed. Consequently, 1-growing and 1-shallow TRSs again form sub-classes. For \( n > 1 \) the \( n \)-growing and \( n \)-shallow TRSs do not form sub-classes by (4) and (5). Moreover, for all \( n \) the \( n \)-growing and \( n \)-shallow TRSs do not form super-classes by (2), which is not \( n \)-growing or \( n \)-shallow as \( d_r(x) = 0 \).

The third class of TRSs, also defined by Jacquemard [6], requires for all \( l \rightarrow r \) that \( l \) and \( r \) are of the shape \( f(t_1, \ldots, t_k) \) with \( f \in \Sigma \cup X \) and with \( t_i \) either a variable or a ground term for all \( 1 \leq i \leq k \). For all \( n \) the \( n \)-growing and \( n \)-shallow TRSs do not form sub-classes by (4). Moreover, for all \( n \) the \( n \)-growing and \( n \)-shallow TRSs do not form super-classes by (1), which is not \( n \)-growing or \( n \)-shallow as the left-hand side is not linear.

The fourth class, defined by Jacquemard, Meyer, and Weidenbach [7], requires the rewrite rules to be of the following shapes.

\[
\begin{align*}
  f(g(x)) & \rightarrow h(k(x)) \\
  f(x) & \rightarrow t \\
  t & \rightarrow f(x)
\end{align*}
\]
with \( f, g, h, k \in \Sigma_1 \) and \( t \) a ground term. For all \( n \) the classes of \( n \)-growing and \( n \)-shallow TRSs do not form sub-classes by (3). Moreover, for all \( n \neq 2 \) the \( n \)-growing and \( n \)-shallow TRSs do not form super-classes by \( f(g(x)) \rightarrow h(k(x)) \). For \( n = 2 \) the \( n \)-growing do not form super-classes again by \( f(g(x)) \rightarrow h(k(x)) \), but the \( n \)-shallow TRSs do obviously form a super-class. Hence, Jacquemard, Meyer, and Weidenbach already proved that reachability, normalisation, and neededness are undecidable for 2-shallow TRSs.

7 Further Directions

At least two questions remain. First of all, are reachability, normalisation, and neededness undecidable for TRSs in which for each rewrite rule \( l \rightarrow r \) we have for all \( x \in \text{Var}(l) \cap \text{Var}(r) \) that \( d_l(x) = n \) and \( d_r(x) < n \)? Second, are reachability, normalisation, and neededness also undecidable for \( n \)-shallow and \( n \)-growing in case we require the TRSs to be orthogonal? It is highly likely that this is the case. However, our proofs are no longer applicable, as they make heavy use TRSs which are not orthogonal.
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Abstract We propose generic invariant-driven strategies that control the execution of systems by guaranteeing that the given invariants are satisfied. Our strategies are generic in the sense that they are parameterized by the system whose execution they control, by the logic in which the invariants are expressed, and by the invariants themselves. We illustrate the use of the strategies in the case of invariants expressed in propositional logic. However, the good properties of Maude as a logical and semantic framework, in which many different logics and formalisms can be expressed and executed allow us to use other logics as parameter of our strategies.

1 Introduction

To deal with nonterminating and nonconfluent systems, we need good ways of controlling the rewriting inference process. In this line, different languages offer different mechanisms, including approaches based on metaprogramming, like Maude [2], or on strategy languages, like ELAN [1]. However, although the separation of logic and control greatly simplifies such a task, these mechanisms are sometimes hard to use, specially for beginners, and usually compromise fundamental properties like extensibility, reusability, and maintainability.

Formalisms like Z and UML suggest an interesting alternative, since they allow to define invariants or constraints as part of the system specifications. Although executing or simulating Z specifications may be hard, we can still find tools like Possum [8] or Jaza [11], which can do a reasonable simulation of such specifications. We find something somehow similar in UML, where, by specifying OCL constraints on our specifications, they can be made executable [12].

The execution or simulation of specifications with constraining invariants is typically based on integrating somehow the invariants into the system code. However, such an integration is clearly unsatisfactory: the invariants get lost amidst the code, and become difficult to locate, trace, and maintain. Moreover, the programs and the invariants to be satisfied on them are usually expressed in different formalisms, and live at different levels of abstraction: invariants are defined on programs. Therefore, it is interesting to have some way of expressing them separately, thus avoiding the mixing of invariants and code.

Maude does not provide direct support for expressing execution invariants. However, it does provide reflective capabilities and support to control the execution process, being also an excellent tool in which to create executable environments for various logics and models of computation [3]. Thus, it turns out to be a very good candidate for giving support to different types of invariants, which may be expressed in different formalisms.

In this paper we propose generic invariant-driven strategies to control the execution of systems by guaranteeing that the given invariants are always satisfied. Our strategies are generic in the sense that they are parameterized by the system whose execution they control, by the logic in which the invariants are expressed, and by the invariants themselves. The good properties of Maude as a logical and semantic framework [7], in which many different

* Partially supported by projects TIC 2001-2705-C03-02 and 2002-04309-C02-02.
logics and formalisms can be expressed and executed allows us to say that other logics and formalisms may be used as parameters of our strategies. We will use in this paper the case of propositional logic, although we have also experimented with future time linear temporal logic.

The paper is structured as follows. Section 2 serves as a brief introduction to rewriting logic and Maude. Section 3 introduces the definition of strategies in Maude, and serves as a basis for the introduction of invariant-guided strategies in Section 4. Section 5 describes as an example the case of invariants expressed using propositional calculus. Finally, Section 6 draws some conclusions.

2 Rewriting Logic and Maude

Maude [2] is a high-level language and a high-performance interpreter and compiler in the OBJ [4] algebraic specification family that supports membership equational logic [10] and rewriting logic [9] specification and programming of systems.

Membership equational logic is a Horn logic whose atomic sentences are equalities \( t = t' \) and membership assertions of the form \( t : S \), stating that a term \( t \) has sort \( S \). Such a logic extends order-sorted equational logic, and supports sorts, subsort relations, subsort polymorphic overloading of operators, and the definition of partial functions with equationally defined domains.

Rewriting logic is a logic of change that can naturally deal with state and with highly nondeterministic concurrent computations. In rewriting logic, the state space of a distributed system is specified as an algebraic data type in terms of an equational specification \((\Sigma, E)\), where \( \Sigma \) is a signature of sorts (types) and operations, and \( E \) is a set of (conditional) equational axioms. The dynamics of a system in rewriting logic is then specified by rewrite rules of the form \( t \rightarrow t' \), where \( t \) and \( t' \) are \( \Sigma \)-terms. These rules describe the local, concurrent transitions possible in the system, i.e. when a part of the system state fits the pattern \( t \) then it can change to a new local state fitting pattern \( t' \). Rules may be conditional, in which case the guards act as blocking pre-conditions, in the sense that a conditional rule can only be fired if the condition is satisfied.

In Maude, object-oriented systems are specified by object-oriented modules in which classes and subclasses are declared. A class is declared with the syntax

\[
\text{class } C \mid a_1:S_1, ..., a_n:S_n,
\]

where \( C \) is the name of the class, \( a_i \) are attribute identifiers, and \( S_i \) are the sorts of the corresponding attributes. Objects of a class \( C \) are then record-like structures of the form

\[
< O : C \mid a_1:v_1, ..., a_n:v_n >,
\]

where \( O \) is the name of the object, and \( v_i \) are the current values of its attributes. Objects can interact in a number of different ways, including message passing. Messages are declared in Maude in \textit{msg} clauses, in which the syntax and arguments of the messages are defined.

In an object-oriented system, a state, which is called a configuration, has the structure of a multiset made up of objects and messages that evolves by rewriting using rules that describe the effects of the communication events of objects and messages. The general form of such rewrite rules is
where \( r \) is the rule label, \( M_1\ldots M_m \) and \( M'_1\ldots M'_m \) are messages, \( O_1\ldots O_n \) and \( Q_1\ldots Q_p \) are object identifiers, \( C_1\ldots C_n, C'_1\ldots C'_{i_k} \) and \( C''_1\ldots C''_{i_k} \) are classes, \( i_1\ldots i_k \) is a subset of \( 1\ldots n \), and \( Cond \) is a Boolean condition (the rule’s guard). The result of applying such a rule is that: (a) messages \( M_1\ldots M_m \) disappear, i.e., they are consumed; (b) the state, and possibly the classes of objects \( O_1\ldots O_{i_k} \) may change; (c) all the other objects \( O_j \) vanish; (d) new objects \( Q_1\ldots Q_p \) are created; and (e) new messages \( M'_1\ldots M'_m \) are created, i.e., they are sent. Rule labels and guards are optional.

For instance, the Maude module `DINING-PHILOSOPHERS` below specifies the well known problem of the hungry philosophers. The problem assumes five philosophers sitting around a table, on which five plates and five chopsticks are laid out. A philosopher can do two things, either think, or eat. When he thinks, a philosopher does not need the chopsticks; on the other hand, when thinking, he ends up being hungry. To eat, he needs the two chopsticks which are disposed on each side of his plate. Once he has finished eating, the philosopher releases the chopsticks and starts thinking, and then will be hungry again, etc.

Philosophers are modeled using a class with two attributes. The attribute `state` represents the state of the philosopher—which can be `thinking`, `hungry`, or `eating`—and the attribute `sticks` represents the number of chopsticks he holds. Moreover, a message `chopstick(N)` has been defined, indicating that the chopstick \( N \) is free. Philosophers and chopsticks are named with numbers from one to five, in such a way that the chopsticks besides the philosopher \( i \) are \( i \) and \( i + 1 \), or \( i \) and 1 if \( i \) is 5. Note the subsort declaration \( Nat < Oid \) making a natural number a valid object identifier.

The system behavior is defined by four rules, each one representing a local transition of the system. For example, the rule labeled as `grab` may be fired when a philosopher object \( I \) is hungry and it receives a message indicating that the chopstick \( J \) is free, being the chopstick \( J \) one of the chopsticks \( I \) can grab. As a result, the message is consumed, and the number of chopsticks grabbed by the philosopher is increased. The syntax for rules and conditional rules is, respectively, \( rl[l] : t => t' \) and \( rl[l] : t => t' \) if \( c \), with \( l \) a rule label, \( t \) and \( t' \) terms, and \( c \) a rule condition.
In Maude, those attributes of an object that are not relevant for an axiom do not need to be mentioned. Attributes not appearing in the right-hand side of a rule will maintain their previous values unmodified.

3 Execution strategies in Maude

System modules and object-oriented modules in Maude do not need to be Church-Rosser and terminating, therefore the system state may evolve in different directions depending on the order in which we apply the rules describing such a system. Maude provides two built-in strategies: The rewrite command follows a top-down lazy rule-fair strategy, and the frewrite command follows a position-fair bottom-up strategy. Although enough in many cases, the rewriting inference process could not terminate or go in many undesired directions. Thanks to the reflective capabilities that Maude provides, we can define our own strategies, which in fact are defined using statements in a normal module.

Maude provides key metalevel functionality for metaprogramming and for writing execution strategies. In general, strategies are defined in extensions of the predefined module META-LEVEL by using predefined functions in it, like metaReduce, metaApply, metaXapply, etc. as building blocks. META-LEVEL also provides sorts Term and Module, so that the representations of a term $T$ and of a module $M$ are, respectively, a term $\overline{T}$ of sort Term and a term $\overline{M}$ of sort Module. Constants (resp. variables) are metarepresented as quoted identifiers that contain the name of the constant (resp. variable) and its type separated by a dot (resp. colon), e.g., 'true.Bool (resp. 'B:Boolean). Then, a term is constructed in the usual way, by applying an operator symbol to a comma-separated list of terms. For example, the term $S \models \text{True}$ of sort Bool in the module PL-SATISFACTION below is metarepresented as the term $\overline{\_\models\_}('S:State, 'True:Formula)$ of sort Term.

Of particular interest for our current purposes are the partial functions metaReduce and metaXapply.¹

```plaintext
op metaReduce : Module Term ~> Term .
op metaXapply : Module Term Qid ~> Term .
```

¹ We have simplified the form of these functions for presentation purposes, since we do not need here their complete functionality. See [2] for the actual descriptions.
**metaReduce** takes a module $\overline{M}$ and a term $\overline{T}$, and returns the metarepresentation of the normal form of $T$ in $M$, that is, the result of reducing $T$ as much as possible using the equations in $M$. **metaXapply** takes as arguments a module $\overline{M}$, a term $\overline{T}$, and a rule label $L$, and returns the metarepresentation of the term resulting from applying the rule with label $L$ in $M$ on the term $T$.

To illustrate the general approach, and as a first step towards our final goal, let us suppose that we are interested in a strategy that rewrites a given term by applying on it all the rules in a given module, in any order. The strategy should just try to apply the rules one by one on the current term until it gets rewritten. Once a rule can be applied on it, the term resulting from such an application becomes the current term, and we start again. If none of the rules can be applied on a term, then it is returned as the result of the rewriting process. Such a strategy can be specified as follows:

```plaintext
op rew : Module Term -> Term .
op rewAux : Module Term ContStruct -> Term .
eq rew(M, T) = rewAux(M, T, cont(M)) .
eq rewAux(M, T, C) = T if final(C) .
ceq rewAux(M, T, C)
    = if T' :: Term
        then rewAux(M, T', reset(C))
        else rewAux(M, T, C')
    fi
    if C' := next(C) \& T' := metaXapply(M, T, getLabel(C')) .
```

The operation **rew** takes two arguments: the (metarepresentation of) the module describing the system whose execution we wish to control, and the term representing the initial state of the system. **rewAux** takes three arguments: the module describing the system, the term being rewritten, and a continuation structure with the labels of the rules in the module, which allows us to iterate on the labels in some order. The strategy gives as result a term which cannot be further rewritten.

In the equations defining **rew** we assume a function **cont** that takes a module and returns a continuation structure for it, a structure which contains the module’s rule labels and keeps control on the last label requested. We also assume the following functions on the sort **ContStruct** of continuation structures: **final**, which returns a Boolean value indicating whether there are more labels in the structure; **reset**, which initializes the structure, that is, it returns the structure with the next label set to be the first one; **next**, which returns the structure with the next label set to be the next one; and **getLabel**, which returns the next label in the sequence. Note that we do not assume a concrete structure; depending on the particular structure used, and on the definition of these operations, the order in which the labels are considered may be different, which provides extra adaptability for our strategy.

Note the use of the **metaXapply** function. A rewriting step $T \xrightarrow{L} T'$ is accomplished only if the rule labeled $L$ is applicable on the term $T$, being $T'$ the term returned by $\text{metaXapply}(M, T, L)$. The membership assertion “$T' :: \text{Term}$” is used to check whether the result of the application of the rule is of sort **Term** or not. Note that in case the rule cannot be applied, **metaXapply** returns an error term in a supersort of **Term**.
4 Using invariants to guide the system execution

Basically, an invariant is a property that a specification or program always requires to be true. Instead of using an external monitor to verify a given system specification against an invariant, we propose using invariants as part of our specifications, making it internal. We suggest exploiting the possibility of defining execution strategies to drive the system execution in such a way that we can guarantee that every obtained state complies with the invariant, thus avoiding the execution of actions conducting the system to states not satisfying the invariant. If we want to define a strategy which guarantees the invariant, we may use a variant of the strategy in Section 3: We just need to check that the invariant is satisfied by the initial state and by every candidate to new state in a rewriting step.

To implement this new strategy we assume a satisfaction Boolean predicate \( _|=_{_} \) such that, given a state of the system \( S \) and an invariant \( I \), then \( S |= I \) evaluates to true or false depending on whether the state \( S \) satisfies the invariant \( I \) or not. The new strategy requires two additional parameters: (the metarepresentation of) the invariant predicate, and (the metarepresentation of) the module defining the satisfaction relation in the logic used for expressing such an invariant. The new strategy can be written as follows:

```plaintext
op rewInv : Module Module Term Term ~> Term .
op rewInvAux : Module Module Term Term ContStruct -> Term .

cqe rewInv(M, M', T, I)
= rewInvAux(M, M', T, I, cont(M))
  if metaReduce(M', '_|=_[T, I]) = 'true.Bool .
cqe rewInvAux(M, M', T, I, C) = T if final(C) .
cqe rewInvAux(M, M', T, I, C)
= if T' :: Term
    and-then metaReduce(M', '_|=_[T', I]) == 'true.Bool
       then rewInvAux(M, M', T', I, reset(C))
       else rewInvAux(M, M', T, I, next(C))
    fi
  if L := getLabel(next(C)) \& T' := metaXapply(M, T, L) .
```

Now the auxiliary function is invoked if the initial state satisfies the invariant. Notice that the operator rewInv is declared using \( \rightarrow \), meaning that if not reduced, it will return an error term of sort \([\text{Term}]\), which represents the kind of the sort \( \text{Term} \) and all sorts related to it. A kind is semantically interpreted as the set containing all the well-formed expressions in the sorts determining it, and also error expressions. Moreover, the strategy takes a rewriting step only if the term can be rewritten using a particular rule and it yields to a next state which satisfies the invariant. An invariant \( I \) is checked by evaluating the expression \( T' |= I \), for a given candidate transition \( T \xrightarrow{L} T' \). Note however that the rewriting process takes place at the metalevel, and we use metaReduce for evaluating the satisfaction of the property.

Notice also that the rules describing the system can be written independently from the invariants applied to them, and the module specifying the system is independent of the logic in which the invariants are expressed, thus providing the right kind of independence and modularity between the system actions and the system invariants. In fact, the strategy is parameterized by the system to be executed \( (M) \), the invariant to be preserved \( (I) \) and the module defining the satisfaction relation \( (M') \). This allows using different logics to express the invariant without affecting the strategy or the system to execute.
5 Defining logics for driving the system execution: Propositional calculus

The logic in which the invariants are expressed is independent of the system to be executed. This would allow us to use one logic or another to express our invariants depending on our needs. We illustrate our approach with propositional logic.

If we want to use a specific logic to express the invariant predicates we need to define the syntax of such a logic and a satisfaction relation for it. Given a set of atomic propositions, which corresponds to the sort Proposition, we define the formulae of the propositional calculus in the following module PROPOSITIONAL-CALCULUS.

\[
\text{(fmod PROPOSITIONAL-CALCULUS is }
\begin{array}{ll}
sort \text{Proposition Formula}.
& \text{subsort Proposition < Formula.}
\end{array}
\]

\[
\text{ops True False : -> Formula.}
\]

\[
\text{op _and_ : Formula Formula -> Formula [assoc comm prec 55].}
\]

\[
\text{op _or_ : Formula Formula -> Formula [assoc comm prec 59].}
\]

\[
\text{op _xor_ : Formula Formula -> Formula [assoc comm prec 57].}
\]

\[
\text{op not_ : Formula -> Formula [prec 53].}
\]

\[
\text{op _implies_ : Formula Formula -> Formula [prec 61].}
\]

\[
\text{op _iff_ : Formula Formula -> Formula [assoc prec 63].}
\]

\[
\text{vars A B C : Formula.}
\]

\[
\begin{array}{ll}
\text{eq True and A = A.}
& \text{eq False and A = False.}
\end{array}
\]

\[
\begin{array}{ll}
\text{eq A and A = A.}
& \text{eq False xor A = A.}
\end{array}
\]

\[
\begin{array}{ll}
\text{eq A xor A = False.}
& \text{eq A and (B xor C) = A and B xor A and C.}
\end{array}
\]

\[
\begin{array}{ll}
\text{eq not A = A xor True.}
& \text{eq A or B = A and B xor A xor B.}
\end{array}
\]

\[
\begin{array}{ll}
\text{eq A implies B = not(A xor A and B).}
& \text{eq A iff B = A xor B xor True.}
\end{array}
\]

\[
\text{endfm)}
\]

The module PROPOSITIONAL-CALCULUS introduces the sort Formula of well-formed propositional formulae, with two designated formulae, namely True and False, with the obvious meaning. The sort Proposition, corresponding to the set of atomic propositions, is declared as subsort of Formula. Proposition is by the moment left unspecified; we shall see below how such atomic propositions are defined for a given system module. Then, the usual operators are declared. These declarations follow quite closely the definition of Boolean values in Maude and OBJ3 [4], which are based on the decision procedure proposed by Hsiang [6]. This procedure reduces valid propositional formulae to the constant True, and all the others to some canonical form which consists of an exclusive or of conjunctions.

The following module PL-SATISFACTION defines a satisfaction relation for propositional formulae.

\[
\text{(fmod PL-SATISFACTION is}
\]

\[
\text{protecting PROPOSITIONAL-CALCULUS}
\]

\[
\text{sorts State Formula.}
\]

\[
\text{op _|=_: State Formula -> Bool.}
\]

\[
\text{endfm)}
\]
As said above, the satisfaction relation \( \models \) is a Boolean predicate such that, given a state (the sort State will be defined for each particular problem) and a formula, evaluates to true or false depending on whether the given state satisfies such a formula or not. Notice that \( \models \) takes a propositional formula as second argument and returns a Boolean value, being Bool a predefined sort in Maude.

If we want to use propositional calculus to define invariant predicates for a given problem, we need to define the atomic propositions of interest for such a problem. For example, we could define an invariant predicate for guiding the execution of our philosophers example in such a way that we avoid deadlock situations.

The system would go into deadlock if we reach a state where each philosopher has one chopstick. We define what a State is—in this example, a Configuration—and the proposition \( \text{fork}(P, N) \), which holds if the philosopher \( P \) has \( N \) chopsticks, in the following module:

\[
(\text{oamd \text{DINING-PHILOSOPHERS-PL-PREDS is}}
\text{protecting \text{DINING-PHILOSOPHERS} .}
\text{including \text{PL-SATISFACTION} .}
\text{subsort Configuration < State .}
\text{op forks : Oid Nat -> Proposition .}
\text{vars I N M : Nat .}
\text{var C : Configuration .}
\text{eq < I : Philosopher | sticks : N > C |= forks(I, M)
\quad = N == M .}
\text{endom})
\]

Once we have defined the atomic proposition \( \text{forks} \), it may be used to define the intended invariant for guiding the execution. Thus, the invariant to avoid deadlock states may be expressed as follows:

\[
\text{not(forks(1, 1) and forks(2, 1) and forks(3, 1) and forks(4, 1) and forks(5, 1))}
\]

Let us denote \( \mathcal{I} \) and \( \mathcal{M} \) the metarepresentations of a term \( t \) and a module \( M \). We can rewrite an initial state for the \text{DINING-PHILOSOPHERS} system, given by a constant initial-state, with the strategy \text{rewInv} with the previous invariant as follows.

\[
\text{red rewInv(\text{DINING-PHILOSOPHERS},
\text{DINING-PHILOSOPHERS-PL-PREDS},
\text{initial-state},
\text{not(forks(1, 1) and forks(2, 1) and forks(3, 1) and forks(4, 1) and forks(5, 1))}) .}
\]

With this command, we execute the system by allowing the nondeterministic application of the rules in the module, but with the guarantee that the invariant is satisfied by all the states in the trace.
6 Concluding Remarks

We have proposed generic invariant-driven strategies, which control the execution of systems by guaranteeing that the given invariants are satisfied. Our strategies are generic in the sense that they are parameterized by the system whose execution they control, by the logic in which the invariants are expressed, and by the invariants themselves. This parameterization, together with the level of modularization of the approach, allows improving quality factors such as extensibility, understandability, usability, or maintainability. We have illustrated its use with invariants expressed in propositional calculus. However, the good properties of Maude as a logical and semantic framework [7], in which many different logics and formalisms can be expressed and executed, allow us to use other logics as parameters of our strategies.

The strategy rewInv given in Section 4, although valid for logics like propositional logic, has to be slightly modified in the case of logics like temporal logics. We have already experimented with future time linear temporal logic (LTL for short). In this case, the satisfaction of LTL formulae cannot be decided considering particular states, but we need to look at complete traces. For example, consider the invariant restriction $\square P$ ($P$ always holds). This invariant requires any future state to maintain the property $P$, and obviously this cannot be guaranteed just considering the actual state. Our approach to deal with temporal logic is based on the one proposed by Havelund and Rosu in [5] for monitoring Java programs, based on the progressive transformation of the invariant restrictions when the system state evolves, possibly obtaining a new invariant when the system state changes.
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Abstract Much of the time in normalization is spent in traversing the term with the goal of finding a match with a rule. In this paper, we present the DS-list and DS-forest - new data structures for speeding up normalization. The DS-forest can also be used to allow the efficient and smooth integration of many popular strategies for rewriting. We present results showing that the DS-list and a preliminary implementation of DS-forest outperform the best strategy of Laboratory for Rapid Rewriting (LRR) presented in 1999. We also present results for two other strategies that we recently implemented in LRR.

1 Introduction

Fast rewriting is needed for equational programming, rewrite based formal verification methods, and symbolic computing systems. In any implementation of rewriting techniques efficiency is a critical issue [5]. Much of the time in normalizing a term is spent in traversing the term to find the next match. In this paper, we present the DS-list and DS-forest, new data structures for speeding up normalization and efficiently, naturally implementing many different strategies for rewriting. We first present the DS-list structure and then a more sophisticated DS-forest structure. Results on eight benchmarks show that these structures outperform the best strategy of LRR [9] presented in 1999. We also present results for two other strategies that we recently implemented in LRR. DS-forest is the overall winner.

2 The Data Structures

Previously [8], we presented an optimization designed to reduce the needless traversal of the expression called “dont-reduce signatures”, which has been implemented in LRR 1.2. The new data structures proposed are expected to yield even greater benefits. We present the DS-list and DS-forest as separate structures here for convenience, although the structures can be built on top of the expression tree or graph itself analogous to a threaded list/tree structure. The advantage of building them on the expression is that there is no need to maintain correspondence between the nodes in the DS-list/DS-forest and the expression.

The DS-list and DS-forest cut down on the needless traversal of the expression graph by keeping track of the subexpressions that have a defined symbol at the root. The DS-forest also allows for efficient implementation of the leftmost/rightmost innermost/outermost strategies. A defined symbol is a symbol that appears as the top symbol of some left-hand side in the rewrite system. The rest of the symbols are called constructors. Note that “built-in” symbols such as arithmetic and relational operators, etc., are not included in the list of defined symbols. This happens naturally since no rules can be given for built-in’s.

**DS-list.** The DS-list is a circular doubly-linked list that contains pointers to subterms of the current term being reduced that have defined symbols at the top. As the given term is parsed, the DS-list is initialized to contain pointers to subterms with defined symbols at the root occurring in the given term.

* Research supported in part by NSF grant CCF 0306475
A pointer to the current node in the list is always maintained. During reduction, this pointer is advanced from the current node to the next, attempting to match the subexpression pointed to by the node. Upon finding a match, the list is updated to contain nodes pointing to any new resulting subexpressions with defined symbols at the top. After this the reduction procedure continues traveling around the DS-list, checking for matches. Reduction is complete when the DS-list size is 0 or when a complete traversal around the list is made without any matches.

**DS-forest.** The DS-forest is a collection of DS-trees with the roots of the trees linked in a doubly linked list. Each DS-tree is a rooted tree in which each node has 2 data fields, viz., expr and dist, and 5 pointer fields for pointers to its: parent, leftmost child, rightmost child, left sibling and right sibling. The expr field stores a pointer to a subexpression with a defined symbol at its root. Initially, the parent of node \( n \) in the DS-tree is the closest ancestor of \( n \) labeled by a defined symbol in the given expression. After some successful matches the parent of node \( n \) in the DS-tree is the closest ancestor of \( n \) labeled by a defined symbol in the resulting expression. If the parent pointer is not null, then the node also contains, in the dist data field, the distance to the parent in the current expression to be normalized. The children of each node are linked into a doubly linked list for easy insertions and deletions. The DS-forest is initialized when the expression to be normalized is parsed.

**Updating the DS-forest.** For updates to the data structure on successful matches a template of a DS-forest is constructed for each rhs, which tracks the defined symbols and their distance in the rhs. The root nodes of the template are linked into a doubly linked list. This template has special nodes called “holes” corresponding to the variables in the rhs. In the template the dist field is initialized for each defined symbol relative to the closest ancestor (if any) in the rhs. If there is no such ancestor it is set to 0. On a successful match the forest must be updated to remove the nodes corresponding to defined symbols in the template (non-variable) part of the left-hand side and a copy of the rhs template must be inserted into the DS-forest with appropriate field values. This means that the dist field of root nodes and the holes in the template must be updated. The parent pointer of the roots node in the template being inserted is set to the parent pointer of the node in the DS-forest corresponding to the subexpression that matched the lhs. Special care must be taken to handle the correspondence between the DS-forest and the expression to be normalised.

Variables in the rules give rise to two issues. First, if a variable has more occurrences in the rhs than in the lhs, then duplication of the substitution part of DS-forest must be done in order to maintain the tree structure. Hence, a DS collection based on DAG’s as the basic unit may be more efficient in this case. If DAG’s are chosen, then the parent and dist fields are not unique - details of how to resolve these issues are left for a full version of this paper. For rewrite engines that share common subexpressions completely (such as Smaran), no duplication is necessary. The second issue is that the top-most defined symbols in the substitution part of each variable in the lhs are needed to update the DS-tree correctly (when the variable matches a subexpression whose top part is labeled with constructors). This may require a potentially time-consuming traversal of the substitution part of a variable and could reduce the advantage of the DS-tree structure somewhat. However, the dont-reduce optimization we had introduced earlier in [8] can cut down this traversal time partially because it allows us to ignore the maximal subexpressions that contain only constructors in the substitution.

**Matching with the DS-forest.** The search for a match begins at a node, \( n \), in the DS-forest and continues in the expression to be normalised using the expr field of the node
to the expression. If the match fails, one of the children (or a parent) of node \( n \) at which the match failed is selected for initiating another match attempt. The child (or parent) is selected based on the reduction strategy being implemented. If the match succeeds, then the update procedure is called and following that the next node for a match attempt is selected based on the reduction strategy.

3 Implementing Strategies with the DS-forest

Implementing the leftmost/rightmost outermost/innermost strategies is straightforward with the DS-forest, if pointers are kept to the leaf nodes in the forest as well (for innermost strategies). The leftsibling field is used for leftmost and the rightsibling field is used for rightmost strategies.

For outermost strategies, matching attempts are initiated starting from roots and proceed to leaves in the DS-forest until the first match is found, say at node \( n \). After a match, if the rules are all left-linear, then match attempts proceed to the closest ancestor of \( n \) such that the sum of the dist fields of the node from \( n \) to that ancestor does not exceed the maximum height of any lhs, say \( m \). If there is no such ancestor, then match attempts proceed downwards, otherwise a match attempt is initiated at the ancestor of \( n \). The idea is to take advantage of the fact that a left-linear rule that did not match earlier at a node higher than \( m \) levels up in the expression tree will still not match after a successful match at a node that is deeper than its height. In programming applications, the rules are usually left-linear so this backtracking method is expected to outperform routinely backtracking to root nodes. For innermost strategies, normalization proceeds from leaves towards roots. On unsuccessful match attempts, the procedure continues upwards. On a successful match the procedure initiates subsequent matches at the lowest defined symbols in the rhs instance (this idea can be improved somewhat but we omit the optimizations here for lack of space).

4 Experimental Results

We have implemented the DS-list and a preliminary version of DS-forest (dist fields are ignored) structure in LRR 1.2. A linux version of LRR 1.2 and some examples can be downloaded from http://www.cs.uh.edu/~rmverma/linux_lrr. LRR consists of a term graph interpreter TGR, and a term graph rewriter that tables or stores the history of its reductions, called Smaran, based on the congruence closure normalization algorithm. This algorithm treats rules as equations, hence it keeps equivalence classes of terms. Terms are represented implicitly via signatures and there is at most one special signature in each class called the unreduced signature of the class (for details, please see [7,1]).

Version 1.2 of LRR provides: (i) the original reduction strategies for Smaran and TGR described in [9], which we call the Smaran strategy and TGR strategy respectively, (ii) an efficient version of leftmost-outermost for left-linear rules for TGR and leftmost-outer for Smaran, (iii) a combination of aspects of Smaran strategy and the leftmost-outer strategy, for Smaran, (iv) DS-list and DS-forest strategies (currently available for Smaran).

Briefly, as explained in [9], the Smaran strategy on a successful match immediately tries to reduce the right-hand side instance or its subexpressions. If it failed to reduce any subexpression of the rhs instance, the program would backtrack all the way to the root of the current expression to be reduced.
In the combination strategy implemented for Smaran, the action on a successful match is to repeatedly try and reduce the rhs instance but not its subexpressions. On failure to reduce the rhs instance, the program backtracks to the subexpression which is exactly \( m \) levels above the rhs instance. Here \( m = \min(\max\{\text{height}(l) \mid l \to r \in R\}, \text{level of rhs instance}) \) and \( R \) denotes the rewrite system. This means that we backtrack either to the root of the current expression or to a subexpression whose distance from the rhs instance is no more than the maximum height of any lhs, whichever is closer. Because Smaran has full sharing of common subexpressions, failure to match inside the backtracked subexpression means that we must backtrack to the root eventually in all “smarter” outer strategies.

The leftmost-outermost in LRR 1.2 is a pure strategy, i.e., it does not try to reduce the rhs instance after a successful match and immediately backtracks to the node \( m \) levels up, where \( m \) is as given above (backtracking must go eventually to the root). This strategy correctly implements leftmost-outermost for left-linear rules in TGR (but it is not necessarily outermost for Smaran). For nonleftlinear rules the correct strategy must backtrack all the way to the root and this will be provided as an option in the future.

**Performance Results.** For lack of space, we present only summary of results to illustrate the level of efficiency achieved by the LRR 1.2. LRR is implemented in C and runs on Solaris/Linux. Timings are on a 600 MHz Pentium 3 Redhat 7.3 Linux kernel 2.4.18 system with 256MB of RAM using the gcc compiler (v. 2.96) with optimization level 3. Tables 1–2 summarize results for eight benchmarks (one difference is that in Fibonacci benchmark the term \( \text{fib}(20) \) is used for TGR instead of \( \text{fib}(60) \) for Smaran) that are also at the URL given above. The reductions columns show that tabling is indeed useful for some benchmarks including CTL model checking, quicksort, etc. The timings in seconds exclude initialization time of .55–.60 seconds and parsing times ranging from 0.57 to 1.38 seconds approx. for Smaran and initialization time of 0 and parsing time ranging from 0.06 to 0.74 seconds for TGR. Tables 1–2 show the different strategies available in LRR 1.2. Note that since two strategies are currently only available in the Smaran component, Table 1 does not show timings for TGR. The reductions columns show successful tabled reductions for Smaran and successful untabled reductions for TGR. The number of matching attempts is not shown.

| Strategy     | Tot. Time Smaran (s) | Total Reductions (Smaran) |
|--------------|----------------------|---------------------------|
| DS-list      | 34.89                | 2,359,411                 |
| DS-tree      | 26.85                | 2,362,638                 |
| Combination  | 30.76                | 2,362,872                 |

**Table 1. Summary Results for 8 Benchmarks**

| Strategy       | Tot. time TGR (s) | Tot. Red’s (TGR) | Tot. time Smaran (s) | Tot. Red’s (Smaran) |
|----------------|-------------------|------------------|----------------------|---------------------|
| Original       | 114.07            | 2,467,832        | 162.7                | 2,362,174           |
| leftmostouter  | 49.87             | 2,467,832        | 29.9                 | 2,362,872           |

**Table 2. Summary Results for 8 Benchmarks**

**Comparison with other systems.** We are aware of the difficulties of comparing software systems using experimental results, which can be sensitive to the choice of benchmarks, architectures, different focus, etc. A major problem is that most systems do not even support tabling and our focus has been more on optimizing the tabled version. Nevertheless, with the ELAN interpreter (version 3.6e) and the Maude 2.0 system [4] we ran three out of eight benchmarks (Dfa, Qsort and Rev). The total normalization time was ELAN – 839.58
seconds (Rev – created a list of 15000 elements and reversed it instead of 30000 in Tables 1–2), and for Maude – 180.4 (Qsort – only 2500 elements instead of 5000 in Tables 1–2).

5 Discussion and Future Work

We presented DS-list and DS-forest - new data structures for speeding up normalization and efficiently, naturally implementing many reduction strategies. The DS-list beats the best earlier strategy [9] and is competitive with the new strategies. A preliminary implementation of DS-forest in the tabling component of LRR outperforms all other strategies. Hence, we plan to do a full implementation of the DS-forest data structure.
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Strategies in Programming Languages Today

The role of strategies in the realistic modeling, analysis, optimization, and application of existing programming languages.

Round table: Salvador Lucas moderator

Participants: Francisco Durán, Claude Kirchner, Ralf Lämmel.

Our abstract models, definitions, and analysis techniques are basically developed for full rewriting with TRSs and they do not easily apply to real programs using

- strategy languages (or a fixed strategy),
- conditional TRSs,
- type/sort information,
- higher-order functions,
- polymorphism,
- data structures,
- built-in symbols,
- ACI symbols,
- shared information (graphs instead of terms),
- modules,
- ...

In this setting, we should ask whether we have the appropriate

- notion of strategy?
- definition and methods for analyzing termination of programs?
- definition and methods for analyzing determinism, unicity of NFs, ... ?
- approach for analyzing complexity and measuring efficiency?
- strategy languages?
Maude’s Internal Strategies
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Abstract Maude is a reflective language supporting both rewriting logic and membership equational logic. Reflection is systematically exploited in Maude, endowing the language with powerful metaprogramming capabilities, including declarative strategies to guide the deduction process.

1 Introduction

Maude [3,4] is a high-level language and high-performance system supporting both equational and rewriting logic computation for a wide range of applications. Rewriting logic [13] is a logic of change that can naturally deal with state and with highly nondeterministic concurrent computations. In rewriting logic, the state space of a distributed system is specified as an algebraic data type in terms of an equational specification $(\Sigma, E)$, where $\Sigma$ is a signature of sorts (types) and operations, and $E$ is a set of (conditional) equational axioms. In Maude, the underlying equational logic is membership equational logic [14], a Horn logic whose atomic sentences are equalities $t = t'$ and membership assertions of the form $t : s$, stating that a term $t$ has sort $s$.

Maude’s functional and system modules are, respectively, membership equational theories and rewrite theories. The equations in functional modules, considered as rules in the left to right direction, are assumed to be Church-Rosser and terminating. Therefore, canonical forms are reached by canonical simplification regardless of the order of application. Although the (equational) reductions in Maude are basically innermost (or eager), Maude is able to exhibit an outermost (or lazy) behavior on particular operator arguments by using strategy annotations [10].

A rewrite theory is a pair $(T, R)$, with $T$ a membership equational theory, and $R$ a collection of (labelled and possibly conditional) rewrite rules involving terms in the signature of $T$. Rewriting in $(T, R)$ happens modulo the equational axioms in $T$.\(^1\) The rules in $R$ need not be Church-Rosser and need not be terminating, opening up in this way a whole world of new applications. This generality needs some control when the specifications become executable, because the user needs to make sure that the rewriting process does not go in undesired directions.

In those cases in which we just want to test for executability, or consider the evolution of the system with no specific interest in a concrete execution path, Maude provides two built-in strategies: The rewrite command follows a top-down lazy rule-fair strategy, and the frewrite command follows a position-fair bottom-up strategy. Maude also provides a search command, for those cases in which we are interested in exploring all possible execution paths from the starting term for states satisfying some property. The search command does a breadth-first exploration of the tree of possible rewrites.

In general however we may be interested in other forms of execution, and the choice of appropriate strategies is crucial for executing rewrite theories. In the Maude system, this need for providing strategies for controlling the rewriting process has been satisfied by developing strategies at the metalevel. Strategies are defined in extensions of the predefined module META-LEVEL by using predefined functions in it, like metaReduce, metaApply, metaXapply, etc. as building blocks. It is in this way possible to define at the metalevel a whole variety of internal strategy languages [2,5], that is, the strategy language is defined inside the same rewriting logic framework, instead of being defined as an add-on extralogical feature.

2 Reflection and the META-LEVEL module

Informally, a reflective logic is a logic in which important aspects of its metatheory can be represented at the object level in a consistent way, so that the object-level representation correctly simulates the relevant metatheoretic aspects. In particular, rewriting logic is reflective [2], and Maude’s language design and implementation make systematic use of the fact that rewriting logic is reflective. The predefined functional module META-LEVEL efficiently implements key functionality of the universal theory $U$.

\(^1\) Maude supports rewriting modulo all combinations of associativity, commutativity, and identity.
META-LEVEL has sorts Term and Module, so that the representations of a term \( t \) and of a module \( \mathcal{R} \) are, respectively, a term \( t \) of sort Term and a term \( \mathcal{R} \) of sort Module. The module META-LEVEL also provides key metalevel functions for rewriting and evaluating terms at the metalevel, namely, metaApply, metaXapply, metaRewrite, metaReduce, etc. For example, the function metaReduce takes as arguments the representation of a module \( \mathcal{R} \) and the representation of a term \( t \) in that module, and returns the representation of the fully reduced form of the term \( t \) using the equations in \( \mathcal{R} \), together with its corresponding sort or kind:

\[
\begin{align*}
\text{op metaReduce} & : \text{Module Term} \rightarrow \text{ResultPair} \quad \text{[special ...]} \ . \\
\text{op \{\_,\_,\_,\_\}} & : \text{Term Type} \rightarrow \text{ResultPair} \quad \text{[ctor]} 
\end{align*}
\]

The operation metaXapply applies a rule on a term in any possible position. The first four arguments are the metarepresentation of a module \( \mathcal{R} \), the metarepresentation of a term \( t \) in \( \mathcal{R} \), a label \( l \) of some rules in \( \mathcal{R} \), and a set of assignments (possibly empty) defining a partial substitution \( \sigma \) for the variables in those rules. The last natural number enumerates the solutions, since there can be different such rewrites with different substitutions and at different positions. The other two numeric arguments indicate the minimum and maximum depth in the term where the application of the rule can take place.

\[
\begin{align*}
\text{op metaXapply} & : \text{Module Term Qid Substitution Nat Bound Nat} \\
& \rightarrow \text{Result4Tuple?} \quad \text{[special ...]} \\
\text{op \{\_,\_,\_,\_,\_\}} & : \text{Term Type Substitution Context} \\
& \rightarrow \text{Result4Tuple} \quad \text{[ctor]} 
\end{align*}
\]

metaXapply returns a tuple of sort Result4Tuple consisting of a term, with the corresponding sort or kind, a substitution, and the context inside the given term where the rewriting has taken place.

3 Internal Strategies

There is great freedom for defining many different types of strategies, or even many different strategy languages inside Maude. This can be done in a completely user-definable way, so that users are not limited by a fixed and closed particular strategy language.

Rewriting logic has very good properties as a logical and semantic framework, in which many other logics and many semantic formalisms can be naturally represented [11,15]. In Maude, the meta-theory of rewriting logic is accessible to the user in a clear and principled way, giving to Maude very good properties as a logical and semantic framework, in which many different logics and formalisms can be expressed and executed. In fact, some of the most interesting applications of Maude are metalanguage applications, in which Maude is used to create executable environments for different logics, theorem provers, languages, and models of computation.

Reflection allows a complete control of the rewriting of a given term using the rewrite rules in a theory. This expressive power has been used in different applications. For example, in Real Time Maude [17] modules there is a distinction between eager and lazy rules, and only rewriting paths that satisfy the requirement that lazy rules are only applied when no eager rule can be applied make sense for this kind of modules; a object-fair strategy was used in Mobile Maude [6] a long time before such an strategy was available in Maude (such an internal strategy was in fact a prototype specification of the \texttt{rewrite} object-fair strategy currently available in Maude); Durán, Escobar and Lucas have proposed in [7] an extension of Full Maude which includes commands that compute (constructor) normal forms of initial expressions even when the use of strategy annotations together with the built-in computation strategy of Maude is not able to obtain them; the same authors have proposed in [8] another extension furnishing Maude with the ability of dealing with on-demand strategy annotations; Braga [1] extended Full Maude to support rewrites in the conditions of rules some time before it was available in Maude to be able to represent Action Semantics [16]; Pita and Martí-Oliet proposed in [18] the use of a meta-object to control the execution of a set of rules, which had to be applied following a specific order; etc.

Although very powerful, there are many applications in which simpler strategies are enough, for which it would be desirable to provide ways of avoiding the conceptual complexity of going to the metalevel. In this line, Martí-Oliet, Meseguer, and Verdejo have proposed in [12] an object-level basic strategy language for Maude very close to the ELAN strategies, and Durán, Roldán and Vallecillo have proposed generic invariant-driven strategies that control the execution of systems by guaranteeing that the given invariants are satisfied [9]. Both proposals has been implemented in Maude (the first one as an extension of Full Maude), which shows the expressiveness of the reflective capabilities of Maude for defining strategies.

The Maude system, its documentation, a collection of examples and case studies, and a list of related papers are available (free of charge) at \url{http://maude.cs.uiuc.edu}. 52
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Abstract Programmable rewriting strategies provide a valuable tool for implementing traversal functionality in grammar-driven (or schema-driven) tools. The working Haskell programmer has access to programmable rewriting strategies via two similar options: (i) the Strafunski bundle for generic functional programming and language processing, and (ii) the “Scrap Your Boilerplate” approach to generic functional programming. Basic rewrite steps are encoded as simple functions on datatypes. Rewriting strategies are polymorphic functions composed from appropriate basic strategy combinators.

We will briefly review programmable rewriting strategies in Haskell. We will address the following questions:

- What are the merits of Haskellish strategies?
- What is the relation between strategic programming and generic programming?
- What are the challenges for future work on functional strategies?
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1 Strategic programming

Our use of the term 'strategy' originates from the work on programmable rewriting strategies for term rewriting à la Stratego \cite{30,40,38}. Strategic programmers can separate basic rewrite steps from the overall scheme of traversal and evaluation. These schemes are programmable by themselves! There are one-layer traversal primitives that facilitate the definition of whatever recursion pattern for traversal. There are further, perhaps less surprising, basic combinators for controlling the evaluation in terms of the order of steps, the choices to be made, the fixpoints to be computed, and others. An extended exposition of what we call 'strategic programming' can be found in \cite{24}.

Related forms of programmable strategies permeate computer science. For instance, evaluation strategies without any traversal control are useful on their own in rewriting \cite{7,4}. In theorem proving, one uses a sort of strategies as proof tactics and tacticals \cite{33}. In parallel functional programming, one uses a sort of strategies to synthesise parallel programs \cite{36}.

2 Functional strategies in Strafunski

The Strafunski project \cite{1,27,19,25,26,28} incarnated programmable rewriting strategies for functional programming, namely for Haskell. Strategies are essentially polymorphic functions on datatypes (or 'term types'). The basic rewrite steps are readily written down as monomorphic functions on datatypes. For instance, the following rewrite step encodes some sort of constant elimination for arithmetic expressions:

\begin{verbatim}
const_elim :: Expr -> Maybe Expr
const_elim ((Const 0) 'Plus' x) = Just x
const_elim _ = Nothing
\end{verbatim}

* This white paper served as an invited position paper for the 4th International Workshop on Reduction Strategies in Rewriting and Programming (WRS 2004), June 2, 2004, Aachen, Germany. The paper was presented at the WRS 2004 round table “Strategies in programming languages today”.

In concrete syntax, and without Haskellish noise, this reads as \(0 + x \rightarrow x\). In the example, we wrap the result of the rewrite step in the \texttt{Maybe} monad, which allows us to observe success vs. failure of a rewrite step. We can use arbitrarily stacked monads (rather than just \texttt{Maybe}) in rewrite steps and strategies. This allows us to deal with state, environment, nondeterminism, backtracking, and so on.

In \textit{Strafunski}, there are two (monadic) types of strategies:

- \texttt{TP} — type-preserving strategies: domain and co-domain coincide.
- \texttt{TU} — type-unifying strategies: all datatypes are mapped to one result type.

\textit{Strafunski}'s strategy library supports a small set of predefined strategy combinators:

- \texttt{idTP} — the identity function.
- \texttt{failTP} — the always failing strategy.
- \texttt{adhocTP} — update strategy in one type.
- \texttt{seqTP} — sequential composition.
- \texttt{choiceTP} — left-biased choice.
- \texttt{allTP} — apply a strategy to all immediate subterms.
- \texttt{oneTP} — apply a strategy to one immediate subterm.
- Similar operators are offered for \texttt{TU}.

Rewrite steps can be turned into functional strategies using the \texttt{adhocTP} combinator. The strategy \((\texttt{idTP} \text{‘adhocTP’ const}_\text{elim})\) will succeed for all types other than \texttt{Expr}. The strategy \((\texttt{failTP} \text{‘adhocTP’ const}_\text{elim})\) will fail for all types other than \texttt{Expr}.

We can now define all kinds of reusable evaluation and traversal schemes, e.g.:

```haskell
-- Exhaustive application of a strategy
repeatTP :: MonadPlus m => TP m -> TP m
repeatTP s = (s `seqTP` (repeatTP s)) `choiceTP` idTP

-- Full type-preserving traversal in top-down order.
full_tdTP :: Monad m => TP m -> TP m
fullTdTP s = s `seqTP` (allTP (full_tdTP s))

-- Type-preserving traversal stopping at successful branches.
stop_tdTP :: MonadPlus m => TP m -> TP m
stop_tdTP s = s `choiceTP` (allTP (stop_tdTP s))

-- One-hit type-preserving traversal in bottom-up order.
once_buTP :: MonadPlus m => TP m -> TP m
once_buTP s = (oneTP (once_buTP s)) `choiceTP` s
```

**The essence of “The essence of strategic programming” [24]**

As an illustrative use case, the strategy

\[
\text{once_buTP} \ (\text{idTP} \text{‘adhocTP’ const}_\text{elim})
\]

attempts a single constant elimination when given a term. Applying this strategy exhaustively (cf. the evaluation strategy \texttt{repeatTP}), amounts to (naive) innermost normalisation. This use case demonstrates the overall tenor of strategic programming:

Separate problem-specific rewrite steps \(i.e., \text{const}_\text{elim}\) from the overall, possibly reusable scheme for traversal and evaluation \(i.e., \text{once_buTP}\). Both parts are put together by mere parameter passing, or by function composition. The schemes for traversal and evaluation are fully programmable by the virtue of one-layer traversal primitives \(i.e., \text{allTP} \text{and} \text{oneTP}\).
3 What are the merits of Haskellish strategies?

Applied setup

Haskellish strategies were born in an applied programming context. That is, we have designed them in an attempt to make functional programming fit for the implementation of program analyses and transformations — as relevant in the context of language implementation, software reverse engineering, re-engineering, and others. For instance, Strafunski’s functional strategies readily deal with huge systems of algebraic datatypes as opposed to making assumptions such as use of single datatypes [15] or functorial encodings [35]. Also, functional strategies are versatile in terms of the recursion schemes that can be accommodated — when compared to programming with merely generalised folds [31]. Furthermore, functional strategies are conveniently customisable, whereas customisation is considered as a subordinated issue in other setups, which offer fully generic functions such as generic maps [14,13]. Customisation is crucial for strategic programming because traversal strategies involve type-specific cases on a regular basis.

Functional strategies have been used in various ways, e.g.:

- State-of-the-art Haskell refactoring tools [29].
- Language extension for Fortran [9].
- Java refactoring [27] (a subset of Java to be precise).
- Simple software metrics for Java [28].
- Reverse engineering for Cobol [28] (call-graph extraction).
- A framework for language-parametric refactoring [20].

Language economy

Functional strategies are easily supported in Haskell. There are different implementational models [27,19,26]. No proper language extension is needed. Class instances of a simple structure are sufficient to support the basic strategy combinators. The derivation of these instances is automated. Most strategic idioms are readily provided by Haskell. That is, rewrite steps are just functions defined by pattern matching. Functional strategies are nothing but Haskell functions. Monads [41] fit nicely with the effects that one encounters during strategic programming. The Maybe monad models the potential of failure. The list monad (and friends) is used to deal with nondeterminism and backtracking, alike for the state and the environment monad. Haskell has a strong record in implementing combinator libraries for programming domains, e.g., for parsing, pretty printing, XML processing, graphical user interfaces, and data structures. Strafunski’s strategies come just as another combinator library. Strategic programming in Haskell means that debugging, compilation, type checking, type inference, etc. come for free.

Strongly typed, first-class strategies

Strategy combinators are higher-order functions, which carry interesting types. So Haskell, again, is the right choice. Firstly, the type of a strategy combinator clarifies if it is type-preserving (‘TP’) or type-unifying (‘TU’). Secondly, the chosen Monad instance in the type points out effects including potential of failure. Thirdly, the type indicates possible arguments that need to be passed in addition to the term, on which traversal is performed. While the influential system Stratego is largely untyped (but it could be typed [21]), Haskellish strategies are typed in all beauty of polymorphism and higher-order functions. This is taken to a limit in “The Sketch of a Polymorphic Symphony” [19], where we define ‘the mother of traversal’, which is a highly parametric traversal scheme.

We adopt an example from [20] to illustrates the virtue of typed, higher-order strategies. The following function signature types a strategy extract for a language-parametric program transformation. That is, the strategy models the extraction refactoring for whatever abstraction form — be it a method declaration, a function declaration, or others:

```
extract :: Abstraction abstr name tpe apply
    => TU [(name,tpe)] Identity -- Recognise declarations
  -> TU [name] Identity        -- Recognise using references
  -> (apply -> Maybe apply)    -- Recognise focused fragment
  -> ([abstr] -> [abstr])      -- Mark host for new abstraction
```
The above Haskell type clearly identifies 4 type parameters for syntactical categories `prog` (programs), `abstr` (abstraction form), `name` (name of parameters and abstractions), and `tpe` (type of parameters) with a relationship Abstraction on them for the sake of making the function `extract` parametric with regard to the relevant abstraction form.

Using an untyped `extract` is beyond a Haskell programmer’s imagination. How would one possibly understand and correctly use an untyped function with 8 value arguments; 6 of the 8 of a higher-order type; 2 out of the 6 of a strategically polymorphic type?

4 Isn’t strategic programming just generic programming?

In Strafunski, strategy types are opaque. Strafunski’s strategy library really provides an abstract datatype for strategies. This allows for different models of strategies. Some models have been described in the literature [27, 19, 26]. Some strategic improvements could be accommodated by new models without changing Strafunski’s API. The opaque status also encourages a point-free style (or combinator style) of strategic programming. We can clearly see that Strafunski’s strategy types are opaque because there are even basic combinators for strategy application, which resemble function application:

```haskell
applyTP :: (Monad m, Term t) => TP m -> t -> m t
applyTP s t = ... -- opaque implementation omitted
```

However, strategy types are not inherently opaque, and in the “Scrap Your Boilerplate” approach to generic programming [22, 23] they indeed aren’t. In this approach, generic traversal schemes and all that are just straight polymorphic functions, possibly of a rank-2 type (as supported by the GHC implementation of Haskell, but also elsewhere). The “Scrap Your Boilerplate” approach is based on two Haskell classes `Typeable` and `Data` (the former being a superclass of the latter) for a handful of generic function combinators. (The GHC implementation of Haskell derives these classes automatically.) Strafunski’s strategy library can be reconstructed in this framework [26] by basically using just two of its combinators: `cast` for type-safe cast and `gfoldl` for one-layer traversal.

Strategies types become very non-opaque, concise and versatile now:

```haskell
type GenericM m = forall a. Data a => a -> m a -- corresponds to TP m
type GenericT = forall a. Data a => a -> a -- non-monadic variation on TP m
type GenericQ r = forall a. Data a => a -> r -- the type-unifying scheme for ‘queries’
```

In Strafunski, we did not favour variations like `GenericT` because this would have implied a proliferation of combinators for the various opaque types. To illustrate the use of these `forall` types, we reconstruct the traversal scheme `stop_tdTP`:

```haskell
stop_tdTP :: GenericM Maybe -> GenericT
stop_tdTP s x = case s x of
    Nothing -> gmapT (stop_tdTP s) x
    Just x’ -> x’
```

We have used here `gmapT :: GenericT -> GenericT`, which is the non-monadic variation on `allTP` [22]. The type of `stop_tdTP` says that this combinator takes a polymorphic function and returns one. We use the type aliases for readability; we could as well inline the `forall` types. As an exercise in versatility, we have reconstructed a more specifically typed scheme `stop_tdTP`. The original scheme involved the opaque type `TP m`, where `m` could be instantiated later to any instance of `MonadPlus`. The reconstructed scheme fixes the monad for the argument type to `Maybe`, which allows us to guarantee success of the composed strategy (cf. the non-monadic result type `GenericT`).
Once we get used to forming generic function types, we will not limit ourselves to strategy types. That is, while strategies are unary polymorphic functions on datatypes, there are other polymorphic type schemes of interest. Generic functions do not need to be unary, neither do they need to be polymorphic in the argument position. For instance:

```haskell
type GenericEq  = forall a b.
               (Data a, Data b) => a -> b -> Bool   -- generic equality

type GenericB  = forall a. Data a => a   -- build a term; no traversal!


type GenericR m = forall a. Data a => m a -- read a term using a monad
```

So while the Strafunski approach emphasised unary term traversal, the “Scrap Your Boilerplate” approach to generic functional programming allows us to abstract over more than just unary term traversal. We can abstract over multi-parameter traversal, over term generation, serialisation, and de-serialisation, zipping, and others [23]. Especially the correspondence between term traversal and term building is a duality that was uncovered some time ago by squiggolists: given a regular datatype (such as lists), or perhaps even any datatype, one can fold a datum of the type (“traverse it”), and unfold it (“build it”) [31,3]. Other generic programming approaches also serve this generality. For instance, generic programming extensions like PolyP [14] or Generic Haskell [12,6] provide special forms of polytypic or generic function declarations that use structural induction on the type structure as prime notion. In this context, the “Scrap Your Boilerplate” approach is characterised as follows:

- The approach blends well with normal Haskell programming.
- The approach is lightweight. It is based on two simple Haskell type classes.
- The approach does not require any compile-time code specialisation.
- Generic functions operate directly on Haskell datatypes without a representation layer.
- Generic functions are true first-class citizens, e.g., traversal schemes are higher-order.
- Generic functions are easily customised by (nominal) type case.

5 Where to go from here?

Strategic programming is a young research field. Several challenges are readily waiting. The following list is biased towards functional strategies, and relates to the current Strafunski and “Scrap Your Boilerplate” implementations, but most challenges are relevant for programmable rewriting strategies in general.

Analysis opportunities

The functional strategist might want to take advantage of analyses that improve static guarantees or runtime performance of his or her strategies. Some prime examples follow:

**Termination** Strategic traversal schemes are like recursion schemes: they are meant as disciplined replacement for free-wheeling recursive programming. Nevertheless, the versatility of strategies makes it still quite easy to encode diverging strategies. For instance, \((\text{repeatTP idTP})\) will diverge. The implied usage pattern for fixpoint iteration with \(\text{repeatTP}\) is that the argument strategy should eventually fail.

**Stupidity** Just as there are ‘stupid casts’ in object-oriented programming (i.e., type casts that cannot possibly succeed), so there are ‘stupid strategies’ in strategic programming. For instance, the strategy \((\text{full_tdtTP (failTP 'adhocTP' f)})\) is stupid because a full traversal is meant to have a chance of succeeding for whatever type, but the given composition will undoubtedly fail for all types except for the domain of \(f\).

**Shortcutting** On the basis of the type-specific cases of a strategy it would be often feasible to shortcut traversal leading to a more efficient traversal. For instance, the strategy \((\text{full_tdtTP (idTP 'adhocTP' f)})\) does not need to be pushed into a term any further if it is clear that subterms of \(f\)’s domain are out of reach — on the basis of static type information. For such hopeless branches, the strategy can be shortcut to \(\text{idTP}\).

**Composability** Chains of strategies need to cooperate in the sense that a given strategy in the chain should be enabled, or at least not disabled by earlier elements in the chain. (One could call this an advanced form of stupidity perhaps, so it is not stupid!) Enabling and disabling can be understood in terms of pre- and post-conditions for strategies, in which case work on program transformation might be of use [18,34].
Expressiveness opportunities

The functional strategist might even ask for extra expressiveness, which, in an extreme case, requires Haskell extensions. Alternatively, the extra-strategic expressiveness can also be accommodated by the virtue of a more open Haskell system, or by preprocessing, or perhaps by appropriate combinator libraries. Some prime examples follow:

**Sexy types** There is a potential need for designated types to declare, check, and infer success behaviour, determinism, and some forms of pre- and post-conditions. Also, the effects involved in strategies (such as failure, state, environment) were more conveniently used with an effect type system perhaps [10] — as opposed to explicit monad transformers. A Haskell 20XX with a very open type system would be of use here.

**Object syntax** The prime application domain of strategic programming is program analysis and transformation. Encoding rewrite steps in terms of abstract syntax is relatively inconvenient for real-world programming languages. Haskell could support concrete syntax, just as rewriting technology like ASF+SDF [17,5] does already for a long time. Stratego was also equipped with concrete object syntax [39].

**Graphs** Many program analyses and transformations favour graph-based intermediate representations. Haskell’s laziness allows for cyclic data structures. Node identities have to be ‘managed’ carefully. Constructing and transforming many-sorted graphs is difficult in Haskell. We are in need of a typeful approach that retains the convenience of pattern matching and building, and that provides us with the illusion of destructive update.

**Attribute grammars** Strategies and attribute grammars are complementary in that the former are more operational, whereas the latter are more declarative. Also, the former emphasise traversal, whereas the latter emphasise attribute dependencies. Research on a possible marriage of strategies and attribute grammars promises interesting insights. Alike strategies, attribute grammars are conveniently embedded into Haskell [8].

**Constraint programming** Another unexplored combination of worlds is the integration of programmable strategies and constraint programming, or residuation and narrowing — as available in a hybrid language like Curry [11]. Constraints could provide a versatile means to make strategies less operational, more declarative. Constraints could also provide means to narrow down the search space for strategies.

**XML & XPath** Next to language processing on the basis of syntaxes, strategies are thought to be useful for XML document processing. Functional combinator libraries for XML processing do exist [42], but they lack the typing strength of functional strategies. It should be possible to use strategies as a means to provide the illusion of an XPath-like language for controlling fully typed XML transformations.

Strategy mining & refactoring to strategies

The modularity and conciseness of legacy Haskell programs could benefit from the strategic style of programming. This calls for ‘strategy mining’. There exists related work on recovering recursion schemes like folds in legacy code [37]. When developing and enhancing existing Haskell programs, strategic style has to be installed or improved by means of refactoring. In fact, this is a form of ‘refactoring to patterns’ [16] because the strategic style of programming can be viewed as a collection of design patterns for traversal functionality [25]. In both cases, entangled traversal code is turned into strategically organised traversal code.

6 Concluding remark

We have briefly reviewed Haskell-based support for programmable rewriting strategies. We have also briefly discussed the link between rewriting strategies and generic programming. Finally, we have listed challenges for future work on Haskellish rewriting strategies.

Please, stay tuned at [1,2].
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