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Using Monte Carlo simulation we analyze phase transitions of two antiferromagnetic (AFM) triangular Blume-Capel (BC) models with AFM interactions between third nearest neighbors. One model has hard core exclusions between the nearest neighbor (1NN) particles (3NN1 model) and the other between 1NN and next-nearest-neighbor particles (3NN12 model). Finite-size scaling analysis reveals that in these models, as in the 1NN AFM BC model, the transition from paramagnetic to long-range order (LRO) AFM phase is either of the first-order or goes through intermediate phase which might be attributed to Berezinskii-Kosterlitz-Thouless (BKT) type. We demonstrate that properties of the low-temperature phase transition to the AFM phase of 1NN, 3NN1 and 3NN12 models are very similar in all interval of a normalized single-ion anisotropy parameter, $\delta$, except for those values of $\delta$, where the first order phase transitions occur. Due to different entropy of the 3NN12 and 3NN1 models, their higher temperature behavior is rather different from that of the 1NN model. Three phase transitions are observed for 3NN12 model: (i) from paramagnetic phase to the phase with domains of the LRO AFM phase at $T_c$; (ii) from this structure to diluted frustrated BKT-type phase at $T_2$ (high-temperature limit of the critical line of the BKT-type phase transitions) and (iii) from this frustrated phase to the AFM LRO phase at $T_1$ (low-temperature limit of this line). For the 3NN12 model $T_c > T_2 > T_1$ at $0 < \delta < 1.15$ (range I), $T_c = T_2 > T_1$ at $1.15 < \delta < 1.3$ (range II) and $T_c = T_2 = T_1$ at $1.3 < \delta < 1.5$ (range III). For 3NN1 model $T_c = T_2 > T_1$ at $0 < \delta < 1.2$ (range II) and $T_c = T_2 = T_1$ at $1.2 < \delta < 1.5$ (range III). In range III there is only one first order phase transition. In range II the transition at $T_c = T_2$ is of the first order, too. In range I the transition at $T_c$ is either weak first-order or second-order phase transition.

PACS numbers: 64.60.an; 64.60.De; 64.60.Ht

I. INTRODUCTION

The self-assembly of large triangular molecules attracts nowadays a great deal of attention (see e.g. reviews\textsuperscript{3–8}). The trimesic acid (TMA)\textsuperscript{9,10} and some other molecules\textsuperscript{11–15} create patterns of different complexity on solid-liquid interface or high-quality graphite and metal surfaces in ultra vacuum conditions. The assemblies of such molecules might be different, but the, so-called, honeycomb phase is the dominating low temperature pattern.

For description of the ordering of such (or similar) molecules the statistical models of phase transitions might be used. The honeycomb phase might be understood then as the low-temperature long-range order (LRO) phase on a tripartite lattice in which the sites of each sublattice are occupied by occupation variables +1, −1 and 0, respectively. For example, the ordering of triangular TMA molecules might be described by the antiferromagnetic (AFM) nearest neighbor (1NN) 3-state model\textsuperscript{16}, which was originally created to describe the ordering of lattice fluids and is sometimes called Bell-Lavis model\textsuperscript{17–19}. This model is similar to a better known triangular AFM lattice models: Blume-Capel (BC) model\textsuperscript{20,21} with some neglected interactions, Blume-Emery-Griffiths model\textsuperscript{22} with anisotropic term\textsuperscript{22,23} and diluted triangular AFM Ising (TAFI) model\textsuperscript{24}. The ordering of large molecules requires accounting for a finite size of the ordering objects, therefore some modifications related to hard core exclusions have to be introduced. To describe the ordering of TMA molecules into a series of flower phases, a model\textsuperscript{25} with such exclusion at 1NN was proposed. In this model the initial lattice is rescaled, and the molecular interactions, which mimic the H-bonds, act between the molecules being on third nearest neighbor (3NN) sites, while the exclusion mimic the hard core infinite repulsive interaction occurring due to finite size of the molecules.

At least two important questions arise when triangular AFM and other lattice models are used (see e.g.\textsuperscript{12,13,26–29}) to describe the molecular ordering: to what extent the standard models might be rescaled and what effect the exclusion brings in comparison with classical (i.e. usually 1NN) statistical models. Intuitively, it is clear that the rescaling to the nNN models (with $n > 1$) changes the entropy of the system repressing the ordered phases and decreasing the phase transition temperature if more sites for molecular diffusion occur. On the other hand, the exclusion, which necessarily comes due to large size of the molecules, decreases the number of sites for diffusion and, while promoting the ordered phases, increases the transition temperature.

Here we try to answer these questions using a triangular AFM BC model with exclusions as an example. This model is tightly related to TAFI model which was extensively studied\textsuperscript{24} due to its frustrated phase and large entropy at $T = 0$. The TAFI model with magnetic field (chemical potential) gives rise to ordered 3-
sublattice structure, denoted as $\sqrt{3} \times \sqrt{3}$, in which magnetizations (densities) of two sublattices are mutually equal but different from that of the third. When diluted by the vacancies, which are not fixed, but evolve together with the spins (the, so-called, annealed vacancies), the TAFI model also allows for the 3-sublattice LRO structure. Simple substitution of occupation variables transforms a diluted TAFI model in a field to Ising spin-1 or BC model. The TAFI model also can be mapped into 6-state AFM clock model. As shown by Cardy, the 6-state clock model can exhibit either a first-order transition, two Berezinskii-Kosterlitz-Thouless (BKT) type transitions or successive Ising, three-state Potts, or Ashkin-Teller-like transitions. With decrease of temperature the 6-state AFM clock model on triangular lattice gives a succession of two very close phase transitions which are attributed to Ising (chiral) and BKT-type respectively.

The earliest study of triangular AFM BC model performed by renormalization group methods demonstrated that the AFM LRO phase, which has the sites of its three sublattices occupied by variables 1, -1 and 0 respectively, can be obtained on a phase diagram of this model. This phase occurs when the ratio of a single ion anisotropy parameter normalized to antiferromagnetic coupling, $\delta = \Delta/|J|$, is within limits 0 and 3/2. When $\delta > 3/2$ the gas (disordered) phase prevails. It was shown in Ref. that the phase transitions to the LRO phase are of the second order for all $\delta > 0$, except at the very limit of the LRO phase, $\delta \rightarrow 3/2$, where the first order phase transition was found. Overstepping other limit of the LRO phase, i.e. at $\delta < 0$, the frustrated phase typical to the TAFI model occurs. It should be noted that treating the model spin variables as particle variables and using the lattice-gas rather than the magnetic formalism, the single ion anisotropy parameter $\delta$ might be understood as a chemical potential. Then decrease of $\delta$ is associated with increase of particle concentration at expense of vacancies and transition from the 3-state AFM BC model to the 2-state TAFI model (no vacancies) at $\delta = 0$.

Recently, a consistent study of phase transitions of this model was performed using Monte Carlo (MC) calculations. It was clearly shown that the phase transition from the paramagnetic to the AFM LRO phase is mediated by the BKT-type phase in all interval of $\delta > 0$ values, where the LRO AFM phase exists, except for $\delta \geq 1.47$, where the first order phase transition between paramagnetic and LRO AFM phases is found.

In this paper we study the AFM BC model with exclusions. The problem is solved assuming the AFM interaction of spins residing on 3NN sites. Two models with hard core exclusions are considered: the 3NN model with exclusions at the 1NN sites (3NN1) and the 3NN model with 1NN and 2NN exclusions (3NN12) (see Fig. 1). It should be noted that 3NN AFM BC model without exclusions is not studied here, because it gives entirely different type of LRO AFM phase as its ground state structure.

The obtained results for 3NN1 and 3NN12 models are compared with the results of the 1NN model. We study how the exclusion affects the type of phase transition, critical line of the BKT points and phase diagram. We demonstrate that in both 3NN models with exclusion the BKT-type phase transitions obtained in 1NN model survive. Nevertheless, the phase transitions in the 3NN1 and 3NN12 models are similar to those of the 1NN model only at lower temperature, where the transition from the BKT-type phase to the LRO AFM phase is found, and at those values of a single-ion anisotropy parameter which are not close to the gas phase limit. At higher temperature and close to this limit the properties are rather different. The exclusions decrease the high-temperature point of the BKT-type phase transition and might stimulate the occurrence of a phase transition from paramagnetic phase to the phase with domains of the LRO AFM phase. It is demonstrated in the last section of the paper that the higher temperature part of the phase diagrams of both 3NN models is very different from that of the 1NN model.

II. MODEL AND DETAILS OF SIMULATION

The model Hamiltonian has the form

$$\mathcal{H} = -J \sum_{i,j} s_i s_j + \Delta \sum_i s_i^2, \quad (1)$$

where $s_i = \pm 1, 0$ is the spin variable on the triangular lattice site $i$, $J$ is the antiferromagnetic ($J < 0$) interaction parameter acting between the particles at 3NN sites, and $\Delta$ is a single-ion anisotropy parameter. Here we regard the introduced variables as describing the magnetic particles in the diluted lattice-gas model rather than the spin projections. Therefore in (1) we write $\Delta$ with plus sign and treat this parameter as a chemical potential, i.e. the total concentration of $\pm 1$ particles increases (decreases) with decrease (increase) of $\Delta$. Consequently, in
the 3NN12 model the interactions between particles separated by 1NN and 2NN distances are forbidden by taking finite repulsion of particles at these sites. In the 3NN1 model the interactions between particles in the 1NN sites are forbidden in the same way. Further, the temperature and single-ion anisotropy parameter are both normalized to $|J|$: $k_B T/|J|$ and $\delta = \Delta / |J|$. Since cluster algorithms for frustrated systems are known to be ineffective, we performed the simulation of phase transition properties using local update (single-flip) Metropolis algorithm and Glauber dynamics. In the beginning the sites of a triangular lattice were randomly populated by particles in states +1, 1 and 0, and the initial energy $E_i$ of a randomly chosen molecule was calculated. Then the initial state of that molecule was changed (with equal probability) to one of two remaining states, and the final energy $E_f$ was calculated. The new state was accepted, if the energy decreased after the change of state, or accepted with the probability $\sim \exp[-(E_f - E_i)/k_B T]$, if increased. Thus, the calculations were performed with fixed chemical potential, while the concentration of particles in non-zero state, $c = \sum_i s_i^2 / L^2$, was allowed to vary.

For thermal averaging MC calculations and finite size scaling (FSS) of both 3NN models with exclusions we used the triangular lattices of sizes $L \times L$ with $L$ from 96 up to 216. For calculations of the 1NN model, which we performed to compare the results, the lattice sizes $L = 48, 72, 96, 120$ were used (for 1NN model $J$ in (1) is acting between the particles on the 1NN sites). We used periodic boundary conditions and $(0.2-1) \times 10^6$ MC steps (MCS) for thermalization. Further, we collected averages of $10^7$ MCS for the 3NN models and $10^6-10^7$ MCS for the 1NN model. Our simulations were performed starting from higher temperature and using random initial particle configuration. Then the temperature was gradually decreased in small steps with simulations at new temperature starting from the final configuration of the previous temperature.

Since phase transition parameters in this system were often characterized by abruptness of their thermodynamic parameters and first order phase transitions, in particular, we performed also energy histogram calculations using reweighting techniques. For these calculations we used slightly larger lattice sizes ($L = 120 - 270$) than for the thermal averaging. In some cases we used a very large lattice size, $L = 360$ and 399. Our simulations of thermodynamic parameters (energy derivatives) often proceeded as follows: the phase transition point was located by thermal averaging and then its slight correction was performed by reweighting calculations.

We also performed the analysis of the autocorrelation time of energy at $T_c$ at $\delta = 0.7$ for both 3NN models. The integrated autocorrelation time for the 3NN12 model ranged from $\tau \sim 10^3$ MCS for $L = 120$ to $\tau \sim 10^5$ MCS for $L = 399$. For the 3NN1 model this time is around one-two orders of magnitude higher.

For studies of phase transitions we used the AFM order parameter. It should be noted, that low temperature AFM phase of the 1NN model is stabilized when each sublattice of the tripartite lattice is occupied by +1, −1 and 0 variables, respectively. The distance between so-called occupied sites is one lattice constant of a triangular lattice, $a$. The stoichiometric particle concentration (coverage of sites occupied by the ±1 particles) in the 1NN model is $c_s = 2/3$. Low temperature AFM phase of both 3NN models has 12 sublattices, only two of which are occupied by the +1 and −1 particles, respectively, and all other sublattices are empty. Therefore the distance between +1 and −1 particles is $2a$ and $c_s = 1/6$ in the AFM phase of both 3NN models. As an order parameter, we use the staggered magnetization, a slightly reworked version of the one suggested for the 1NN model. It is the average difference of maximally and minimally occupied sublattices. For 3NN model we had to account for occupancy of 12 sublattices, and therefore the staggered magnetization has the form

$$m_s = \langle M_s \rangle / L^2 =$$

$$6 \left( \max \left( \sum_{i \in \text{sub1}} s_1, \sum_{i \in \text{sub2}} s_2, \ldots, \sum_{i \in \text{sub12}} s_{12} \right) - \min \left( \sum_{i \in \text{sub1}} s_1, \sum_{i \in \text{sub2}} s_2, \ldots, \sum_{i \in \text{sub12}} s_{12} \right) \right) / L^2.$$

Here $i_{1}...i_{12}$ denote sites belonging to each sublattice, and the factor 6 is needed to compensate for the stoichiometric concentration of the AFM phase in the 3NN models. We calculate also temperature dependences of the specific heat $C_v = \langle (H^2) - \langle H \rangle^2 \rangle / L^2 k_B T^2$, susceptibility $\chi = \langle (M_s^2) - \langle M_s \rangle^2 \rangle / L^2 k_B T$, logarithmic derivatives of $\langle M_s \rangle$ and $\langle M_s^2 \rangle$

$$D_{1s} = \frac{\partial \ln \langle M_s \rangle}{\partial \beta} = \frac{\langle M_s H \rangle}{M_s^2} - \langle H \rangle$$

$$D_{2s} = \frac{\partial \ln \langle M_s^2 \rangle}{\partial \beta} = \frac{\langle M_s^2 H \rangle}{M_s^4} - \langle H \rangle$$

and Binder order parameter and energy cumulants, $U_B^m = 1 - \langle M_s^4 \rangle / 3 \langle M_s^2 \rangle^2$ and $U_B^E = 1 - \langle H^4 \rangle / 3 \langle H^2 \rangle^2$, respectively. The functions $D_{1s}$ and $D_{2s}$ were introduced in Ref. They were shown to be useful for a finite-size scaling of the 1NN AFM BC model. At the second order phase transition point $T_c$ the maximum of specific heat and susceptibility scale as $C_v \sim L^{\alpha/\nu}$ and $\chi \sim L^{1/\nu}$, respectively, while minimum of $D_{1s}$ and $D_{2s}$ - as $\sim L^{1/\nu}$. Here $\alpha$, $\beta$ and $\nu$ are critical exponents of specific heat, susceptibility and correlation length, respectively. At the first order phase transition at $T_c$ the extrema of all these functions scale as $\sim L^d$.

In a following section we present the values of critical exponent ratios $\alpha/\nu$ and $1/\nu$ at the phase transition point from the paramagnetic phase, $T_c$. The ratio $\alpha/\nu$ is obtained either by combined thermal averaging and...
and spin-correlation function decays as \( \langle D_\xi \rangle \) obtain as the average of scaling of parameters \( D_\xi \). In range III there is just one first order phase transition. This range is found for both 3NN12 and 3NN1 models.

In a case of BKT-type phase transitions correlation length diverges as \( \xi = \xi_0 \exp\left[ a/(T_{\text{BKT}} - T)^{1/2} \right] \) and spin-correlation function decays as \( \langle s_i s_j \rangle \sim r_{ij}^{-\eta} \), where \( \eta \) is the critical exponent of the correlation function. The order parameter at the BKT-type of phase transition point scales as \( \chi = (M_2^2)/L^2 k_B T \sim L^{2-\eta/2} \). To obtain accurate values of the BKT-type phase transitions of the AFM BC 1NN model at \( T_1 \) and \( T_2 \), the FSS of parameters \( m_s \) and \( \chi' \) was performed. The following relations were used

\[
m_s L^b = f_1 \left\{ L^{-1} \exp \left[ a \left( \frac{T_1 - T}{T_1} \right)^{-1/2} \right] \right\}, \quad T < T_1 \quad (4)
\]

\[
\chi' L^c = f_2 \left\{ L^{-1} \exp \left[ a \left( \frac{T - T_2}{T_2} \right)^{-1/2} \right] \right\}, \quad T > T_2
\]

where \( b = \eta/2 \) and \( c = 2 - \eta \) and \( T_1 \) and \( T_2 \) are lower-temperature AFM LRO phase – frustrated (BKT-type) phase and higher-temperature frustrated phase – paramagnetic phase transition temperatures, respectively.

III. RESULTS OF SIMULATION

Both 3NN12 and 3NN1 models, as well as the 1NN model, have the low-temperature AFM phase at values of the single-ion anisotropy parameter \( \delta \) in between 0 and \( 3/2 \). The behaviour and properties of phase transitions are different for different values of \( \delta \). For the 3NN12 model we found three important ranges of \( \delta \) values. The range I corresponds to the situation when there are three consecutive phase transitions: two of them are of the BKT-type (\( T_1 \) and \( T_2 \)), and they frame the critical line of the BKT-type phase transitions, and the third is a high-temperature phase transition at \( T_c \). In range II there remains the critical line of the BKT-type phase transition points, and \( T_1 \) as its low-temperature point, but \( T_2 = T_c \). This range is found for both 3NN12 and 3NN1 models. In range III there is just one first order phase transition at \( T_1 = T_2 = T_c \). This range is found for both 3NN12 and 3NN1 models (as well as for the 1NN model at \( \delta > 1.47 \); in between 0 and 1.47 the 1NN model demonstrates just two BKT-type phase transitions at \( T_1 \) and \( T_2 \)).

A. 3NN12 model at \( \delta = 0.7 \) (range I)

The attraction of different particles at the 3NN sites and exclusion rules imposed on 1NN and 2NN neighbors makes the 3NN12 model similar (just scaled-out) version of the 1NN model. This is indeed the case at low temperature. The situation at higher temperature is rather different.

Temperature dependence of staggered magnetization (Fig. 2a) demonstrates that 3NN12 model has three phase transitions at \( \delta = 0.7 \). In addition to two transitions at \( T_1 \) and \( T_2 \) (which correspond to peaks of susceptibility in Fig. 2b), the high temperature phase transition at \( T_c \) is nicely visible as a twist of \( m_s(T) \) dependence at very low values of \( m_s < 0.05 \). In temperature dependence of susceptibility, the \( T_c \) might be noticed as a small higher-temperature shoulder of the peak at \( T_2 \). However, the transition at \( T_c \) corresponds to the main high-temperature peak in the \( C_r(T) \) dependence (Fig. 2c, d), and here the transition at \( T_2 \) is its hardly dis-
cernible lower-temperature satellite (Fig. 2c). The transition at $T_1$ is very weakly $L$-dependent (Fig. 2e).

All three transitions are best manifested (see Fig. 3a) in temperature dependences of parameters $D_{1s}$ and $D_{2s}$ (3) which combine the contributions of energy and order parameter. The Binder cumulants of energy and magnetization are shown in Figs. 3b and c. In both of them the transition at $T_1$ is manifested as a smooth continuous step and the transition at $T_c$ as a deep minimum. The transition at $T_2$ is not seen in $U_B^E$, but clearly seen in $U_B^m$ in between the transitions at $T_1$ and $T_c$.

Visually, the $m_s(T)$ dependence between the transition points at $T_1$ and $T_2$ suggests similarity of this dependence to the 1NN model. Analysis of log-log plots of magnetization vs $L$ (Fig. 4a) corroborates the finding of the 1NN model that the transitions at $T_1$ and $T_2$ belong to the BKT-type phase transitions. This is seen from the temperature dependence of the critical exponent of the correlation function, $\eta$ (Fig. 4c), which for the BKT-type transitions should correspond to the doubled slope of lines in Fig. 4a. In temperature range between 0.35 and 0.55 the parameter $\eta$ clearly demonstrates a plateau. The interval of $\eta$ values in the plateau roughly coincides with classical predictions for the critical line of the BKT-type phase transitions. We performed the FSS analysis using formula (4) to obtain more accurate values of transition temperatures $T_1$ and $T_2$ and $\eta$. The results are shown in Fig. 5a and b. The best fit was obtained for the values $k_B T_1 / |J| = 0.35 \pm 0.01$, $\eta(T_1) = 0.12 \pm 0.02$ and $k_B T_2 / |J| = 0.55 \pm 0.01$, $\eta(T_2) = 0.29 \pm 0.02$. As for the 1NN model, the obtained value of $T_1$ is a bit higher than that at the peak of $C_v$ and very similar to that at the peak of $\chi$, while $T_2$ lies lower than that obtained at the peak of $\chi$. It should be also noted, that we expected some error in determination of the $T_2$ point, since in the 3NN12 model, differently from the 1NN model, the transition at $T_2$ is not from the paramagnetic phase, but from the structure existing between $T_2$ and $T_c$ (see below). Still, as might be seen from Fig. 5b the scaling is quite satisfactory.

The $\eta$ interval of the BKT points is rather close to the one obtained in similar models: the 1NN model (0.12-0.29), the planar rotator model with sixfold symmetry breaking fields (1/9-1/4), 6-state AFM clock model ((0.13-0.25) and (0.1-0.27) and TAFI model with 2NN ferromagnetic interactions (0.15-0.27).

The calculation of the Binder magnetic fourth-order cumulant $U_B^m$ also demonstrated that transitions at $T_1$ and $T_2$ belong to universality class of the BKT-type phase transitions. The $U_B^m(R)$ vs $U_B^m(L')$ plots revealed that basically $U_B^m(R) \to U_B^m(L')$ with increase of $L' < L$, and consequently $\nu \to \infty$ in the formulae, $\beta U_B^m(R')/\partial U_B^m(L) = (L'/L)^{1/\nu}$, as for the BKT-type phase transition point.

It should be also noted that the $\eta(T)$ dependence (Fig. 4c) also “feels” the phase transition at $T_c$ demonstrating a sharp peak at the same value of temperature where the extrema of $D_{1s}$, $D_{2s}$ and $C_v$ are obtained. This is not unexpected: the point at $T_c$ is critical. The high value of $\eta$ at $T_c$ makes it impossible to assign this transition to universality class of the BKT-type of transitions, raising a challenging problem of its attribution. If the phase transition would be of the second order, the order parameter at $T_c$ should scale as $L^{-\beta/\nu}$. However, the value of $\beta/\nu$ is much too large and inconsistent with the second-order phase transition, the indication that the first-order phase transition might take place at $T_c$.

We noticed that this transition occurs at approximately same concentration of particles as the stoichiometric concentration of the low-temperature LRO AFM phase (see Fig. 6). Visual inspection of instant particle...
configuration reveals marked increase (in comparison to the paramagnetic phase) of hexagons with side length $2a$ and alternation of +1 and -1 variables on the vertices and 0 in the center, i.e. hexagons typical to the low-$T$ phase of the 3NN12 model. These domains of low-temperature phase exist in a very small interval of temperature between $T_c$ and $T_2$. Decrease of temperature from $T_c$ leads to an increase of concentration which results in population of centers of mentioned hexagons and formation of a frustrated structure at $T_2$, the structure which further continues up to the phase transition point at $T_1$. This increase of concentration is rather abrupt in comparison to a smooth and continuous increase of $c$ characteristic to the 1NN model (compare curves in Fig. 6). Thus, at $T_c$ we obtain a strongly diluted phase with domains of the low-temperature AFM LRO phase. It is known that dilution in frustrated systems leads to phase transitions with non-classical critical exponents, broad two-maxima histograms with high saddle point, ambiguous behaviour of interface energy and, in general, makes the FSS analysis very complicated.\cite{15}

The energy histograms at the $T_c$ point and $\delta = 0.7$ are shown in Fig. 7. They are two-peaked and remain such up to the largest lattice size studied here, $L = 399$. We calculated interface tension, $2\sigma = \ln(P_{\text{max}}(L)/P_{\text{min}}(L))/L$, and latent heat, $\Delta E = |E_+ - E_-|$, using these energy histograms. Here $P_{\text{max}}(L)$ and $P_{\text{min}}(L)$ are probability density of energy at maximum and saddle point, respectively, and $E_+(L)$ and $E_-(L)$ are the energies at right and left peaks of energy distribution at $T_c$. The $2\sigma$ even up to $L = 399$ depends on $L$ - thus, we are not sure if we have reached the lattice sizes suitable for the finite size scaling, but $L = 399$ was the limit of our computer resources. The saddle point slightly decreases with $L$ which would indicate in favor of the first order phase transition, though the behavior is rather different from that of the typical first order phase transition (which will be seen in region III). If to neglect the two smallest lattice sizes, the interface tension and latent heat, decrease with increase of $L$ as shown in insets to Fig. 7. The $\Delta E$, most likely, tends to a finite value.

The results of specific heat scaling close to $T_c$ are given in Fig. 8a. At $\delta = 0.7$ the values of critical exponent ratios $\alpha/\nu = 1.04 \pm 0.05$ and $1/\nu = 1.64 \pm 0.05$ are obtained. The calculation of $\alpha/\nu$ from magnitude of $C_v$ peak at $T_c$ for lattice sizes $L = 180 - 399$ yields the same result, $\alpha/\nu = 1.04$ (see Fig. 8c). Calculation of $1/\nu$ from minima of $D_1$ and $D_2$, at $T_c$ for lattice sizes $L = 144 - 216$ gave us much smaller critical exponent of the correlation length, $1/\nu = 1.0 \pm 0.05$.

We also performed histograms and critical exponents calculation at another point of region I, $\delta = 0.3$. The saddle point of these histograms is even higher than in the case $\delta = 0.7$, correspondingly the interface tension is a bit smaller. The latent heat is similar to that of $\delta = 0.7$. The scaling performed at $\delta = 0.3$ gives the following critical exponents $\alpha/\nu = 0.83 \pm 0.05$ (the same value as from the fitting of $C_v(T_c)$, see Fig. 8c) and $1/\nu = 1.5 \pm 0.05$. The critical exponents obtained here from scaling of $D_{1s}$ and $D_{2s}$ at $T_c$ give $1/\nu = 1.0 \pm 0.05$, the same as for $\delta = 0.7$.

Thus, in range I at $T_c$ we do not obtain standard values $1/\nu = \alpha/\nu = d = 2$ as for the first order phase transitions. In general, the behavior of thermodynamic parameters at $T_c$ are much smoother in range I than in ranges II and III. We assume that in the range I this transition is either a weak first order phase transition, as often encountered in models with site or bond dilution, or a second order phase transition with the latent heat approaching to zero for such values of $L$ which exceed considerably our computer resources (the value $1/\nu = 1$ obtained from scaling of parameters $D_1$ and $D_2$...
for $\delta = 0.3$ and 0.7 is the same as for the Ising universality class). Thus, non-standard critical exponents obtained at $T_c$ in this range might be considered as a very crude approximation only. We do not exclude the possibility that the results would probably change for considerable increase of $L$.

It should be noted though, that at $\delta = 0.7$ the obtained set of critical exponents is rather close to the one obtained by Landau\textsuperscript{44} for tricritical region of the TAFI model with ferromagnetic 2NN interactions ($\alpha/\nu = 1.02$ and $1/\nu = 1.59$). In comparison, the theoretical predictions for the tricritical point of the 3-state Potts model\textsuperscript{59} are $\alpha/\nu = 10/7 = 1.43$ and $1/\nu = 12/7 = 1.71$.

### B. 3NN12 model at other values of $\delta$ (ranges II and III)

The study of the 3NN12 model at other values of $\delta$ allowed to determine the exact location of three ranges with different behavior of phase transitions. We found that the ranges I ($T_c > T_2 > T_1$), II ($T_c = T_2 > T_1$) and III ($T_2 = T_3 > T_1$) correspond to following ranges of $\delta$ values: $0 \rightarrow 1.15, 1.15 - 1.3$ and $1.3 - 1.5$, respectively. The transitions at $T_c$ in range III is clearly of the first order. It is demonstrated by energy histograms for $\delta = 1.3$ and 1.45 presented in Fig. 9. The saddle point in this region is much lower than in region I and decreases with increase of $L$. For $\delta \approx 1.3 - 1.5$ this tendency only increases: at $\delta = 1.45$ the peaks are separated by a huge gap (no saddle at all).

The same, just not so strong tendency to the first order phase transitions is seen in range II. We have chosen the points $\delta = 1.15$ and $\delta = 1.25$ for more thorough examination. The histograms at these points are presented in Fig. 7. The interface tension and latent heat are much higher than in range I. In principle, with respect to the order of transition at $T_c$, this range is intermediate between the ambivalent-order phase transition in range I and the first-order phase transition in range III. If the transitions in range I turned out to be of the second order, the range II would be the tricritical region.

Different properties of phase transition at $T_c$ in ranges II and III, on one hand, and I, on the other, might be seen analyzing the energy histograms (Fig. 9a) at fixed $L$ and various values of $\delta$, especially $\delta$-dependences of interface tension $2\sigma$ and latent heat $\Delta E$ at $T_c$ (Fig. 9b and c). It is seen that both these parameters clearly increase for higher values of $\delta$. Here we can notice the separation of the system into three mentioned ranges of behaviour: the range I featuring two-peak histograms with high saddle point, the range III demonstrating typical first-order phase transition and the intermediate range II. In Fig. 9b the intersection of two lines corresponding to types of behavior in ranges I and III is around 1.1-1.2 for $L = 180$. It should be noted here that even the behavior in $0 < \delta < 0.9$ region is not so homogenous as might be assumed from main Fig. 9b. The detailed inset in this Fig. demonstrates that interface tension slightly increases when the limit of the TAFI model, $\delta = 0$, is approached and therefore has some minimum around $\delta \approx 0.5$, the minimum which survives also for other values of $L$.

Rather similar result, demonstrating the division into several ranges of behavior, is obtained analyzing the magnitude of minimum related to $T_c$ of both Binder cumulants, $U_{10}^B(T_c)$ and $U_{12}^B(T_c)$. They have two very different regions of behavior: up to approximately $\delta = 0.9$ the minimum of $U_{10}^B$ is around 0.3-0.1, but drastically decreases for higher values of $\delta$. The minimum of $U_{12}^B$ is rather close to the 2/3 limit up to $\delta = 0.7$, but again start to rather abruptly decrease at higher values of $\delta$.
(C_v and D_{1NN}, D_{2NN}) or abruptness similar to jump (m_s and average energy), see e.g. the behavior of normalized


temperature phase transition point from the paramagnetic phase at T_c, but decreases the high-


inseparable from the high-temperature end of this line, T_2 = T_c, in interval of \delta values, 0 < \delta \lesssim 1.2 (region II). The first-order phase transition region III, where all transition points coincide, T_2 = T_1 = T_c, is at 1.2 \lesssim \delta < 1.5. Thus, at 0 < \delta \lesssim 1.2 the behavior of the 3NN1 model at T_c is expected to be similar to that of the 3NN12 model in region II (1.15 < \delta < 1.3). Thus, the question arises if the point at T_2 = T_c is the higher-temperature end of the BKT-type phase transitions, as in the 1NN model, or has the properties of the first-order phase transition as in the region II of the 3NN12 model.

The m_s(T) dependence at \delta = 0.7 is given in Fig. 10a. There are no qualitative changes in comparison to the 1NN and 3NN12 models at T_1, where we can expect the low-temperature BKT-type phase transition. At T_2 = T_c the m_s(T) curve is weakly-dependent on L, which would make it a likely candidate for the BKT-type transition. On the other hand, the dependence at this point is very abrupt as in the case of the first-order phase transition. The peak of susceptibility (inset in Fig. 10a) at T_2 = T_c is much higher than that of the 3NN12 model at the T_2 < T_c, but comparable with the one obtained in the 3NN12 model when T_2 = T_c > T_1 at 1.15 < \delta < 1.3. Specific heat C_v demonstrates (Fig. 10b) a sharp peak at T_c = T_2 which depends on L (Fig. 10c) and clearly increases with increase of \delta (Fig. 10e). The C_v also shows very small in comparison to the main peak and almost L-independent peak at T_1 (Fig. 10d).

Log-log plots of m_s vs T dependence (Fig. 11a) and, consequently, \eta vs T dependence in Fig. 11b clearly demonstrate the region of the BKT-type phase transitions and T_1 as its low-temperature end (\eta \sim 0.12 at T_1). However, the high-temperature end of the BKT-type transitions line shows a high peak at T_2 = T_c instead of rounding which is characteristic to T_c encountered in the 1NN and 3NN12 models. Moreover, the FSS analysis of the phase transition point close to T_1 might be performed (see Fig. 12a) using the first formula (4), and the best fit gives T_1 = 0.34 \pm 0.01 and \eta(T_1) = 0.12 \pm 0.02. However, the FSS analysis using second formula (4) close to T_c = T_2 is rather unsuccessful. The critical behavior at the T_c = T_2 peak of \eta(T) dependence is also inconsistent with any reasonable \beta/\nu values related to the second-order phase transitions. All these facts indicate that for
As mentioned, the integrated autocorrelation time for the 3NN1 model at a temperature point is determined by analysis of the autocorrelation time of energy. The integrated autocorrelation time $\tau$ for a model $L$ is estimated to be $\sim \tau \approx 10^4 \sim 10^5$ for a temperature range $L = 120$ and close to the limit of our calculations, $\tau \approx 10^6 \sim 10^7$, for $L = 399$. Such difference between the autocorrelation times for both models indicates much stronger first-order nature of the transition at $T_2 = T_c$ of the 3NN1 model.

Nevertheless, the extrema of $C_v$ and $D_{1s}$, $D_{2s}$ parameters in region II at $T_2 = T_c$ do not scale with $L^2$ as for the usual first-order phase transition. This is clearly seen extending the lattice sizes up to $L = 399$. The $C_v$ scales with critical exponents $\alpha/\nu = 0.97 \pm 0.05$ and $1/\nu = 1.55 \pm 0.05$ (Fig. 12b). The FSS of $D_{1s}$ and $D_{2s}$ parameters gives very similar result for $1/\nu$. The same is true when $1/\nu$ is obtained from scaling of $T_c(L) = T_c(\infty) + aL^{-1/\nu}$, when $T_c(\infty)$ is the one used for scaling in Fig. 12b.

The first-order type of transition at $\delta > 1.2$ (region III) is much more explicit than at $\delta = 0.7$. The critical exponents tend to 2 demonstrating typical first-order behaviour at $\delta > 1.2$. The extrema of $C_v$, $D_{1s}$ and $D_{2s}$ clearly scale as $\sim L^2$ when even smaller lattices are included into our analysis.

IV. DISCUSSION

It is interesting to compare the phase transitions in 3NN12 and 3NN1 models with those obtained in the 1NN model. This model has a critical line of the BKT-type phase transitions (frustrated structure) in between temperature points $T_1$ and $T_2$. At $T < T_1$ the AFM LRO phase is formed and at $T > T_2$ the phase is paramagnetic.36

Both 3NN models also demonstrate the critical line of two BKT-type phase transitions. As in the 1NN model, the temperature range between these two points decreases with increase of a single-ion anisotropy parameter $\delta$, and these two BKT-type transitions flow into one first-order phase transition into the AFM LRO phase at some $\delta_c$ (see phase diagram of all three models in Fig. 14 a, b and d). The $\delta_c = 1.4736$, 1.3 and 1.2 for the 1NN, 3NN12 and 3NN1 models, respectively. The range at $\delta > \delta_c$ is called the range III throughout this paper.

As might be seen in Fig. 14, from $\delta = 0$ and up to $\delta_c$, the phase transition temperature to the LRO AFM phase at $T_1$ (low temperature end of the BKT-type phase transitions line) does not depend on the model.

Correspondingly, the transition properties of the 1NN and 3NN12 models at lower temperature are very similar in almost all interval of $\delta$ values. At higher temperature and $\delta < \delta_c$ these two models have notable differences: where the 1NN model demonstrates higher temperature paramagnetic-to-BKT-type phase transition at $T_2$ and lower temperature transition at $T_1$, the 3NN12 model shows three transitions: (i) phase transition at $T_c$ from paramagnetic phase to the structure, which has the stoichiometry and separate domains of the LRO AFM phase, (ii) higher-temperature transition to the BKT-type phase at $T_2$ and (iii) lower temperature transition at $T_1$. The difference in magnitude of $T_2$ occurs, because the 3NN12 model has higher entropy, i.e. larger number of free sites for hopping and higher probability of inhomogeneous distribution of particles into domains. Therefore the frus-
The entropy of the 3NN1 model (number of free sites for hopping) is even higher than that of the 1NN or 3NN12 model. Therefore the temperature of the phase transition from the paramagnetic phase for the 3NN1 model is the lowest of the three models. Moreover, due to relative entropy increase, this phase transition occurs at such a temperature which lies in temperature limits of the line of the BKT-type critical points of the 1NN model. Therefore, contrary to the 1NN model, which has the line of critical BKT-type points between $T_1$ and $T_2$, and the 3NN12 model, which (at least in part of $\delta$ interval) demonstrates three phase transitions ($T_1$, $T_2$ and $T_c$), the 3NN1 model shows reduced temperature interval of the BKT-type points line. The end point of this line at $T_2$ coincides with $T_c$ for all values of $\delta$ and, as shown by our analysis, most likely, does not belong to the BKT-type phase transitions. Our analysis cannot distinguish, whether the two transitions merge into one point or they are separate transitions at extremely close temperatures with $T_2 \lesssim T_c$, a well-known situation for transitions to frustrated systems\cite{44,47}. Note, that $T_c$ and $T_2$ for the 3NN12 model coincide only at narrow interval of $1.15 < \delta < 1.3$ (compare abrupt behaviour of $m_s(T)$ at this region of the 3NN12 model with that of the 3NN1 model in all interval of $\delta$ values, see Fig. 13).

Analyzing the obtained energy histograms at $T_c$ point, we found that the histograms are two-peaked in all interval of $\delta$ values in both 3NN12 and 3NN1 models. However, the position of the saddle point in these histograms clearly depends on $\delta$. The $\delta$-dependences of interface tension, latent heat and Binder cumulants demonstrate that there are three ranges of behavior of phase transitions. In range III the transition at $T_1 = T_2 = T_c$ is clearly
of the first order. This is evidenced by two-peaked histograms with a saddle point which is either very deep or decreasing with increase of $L$. The magnitudes of critical exponents $\alpha/\nu$ and $1/\nu$ are around 2. The histograms in intermediate range II ($T_1 < T_2 < T_c$) have higher saddle point than those in region III, but it also decreases with increase of $L$. This allows to attribute the transition in this range to the first order, too. However, in this range the finite size scaling at the $T_c$ point gives critical exponents different from (though rather close to) 2.

We could not present a definite answer about the type of the phase transition at $T_c$ in region I of the 3NN12 model ($T_1 < T_2 < T_c$). The histograms are two-peaked here, but the saddle point is rather high. Extrapolation of the values of interface tension and latent heat at lattice sizes used in this paper shows that they approach finite limits at $L \to \infty$. Rather controversial is the $L$-dependence of the order parameter which indicates that interpretation of the phase transition at $T_c$ in terms of critical exponents might be inconsistent. This would allow to attribute this transition to a “weak” first-order phase transitions observed in some diluted and frustrated systems. Nevertheless, we cannot completely rule out the possibility of a second-order phase transition manifesting itself as vanishing of the latent heat at much larger lattices than used here.

It should be noted that the 3NN12 model is a unique model in which the splitting of the higher temperature phase transition into two transitions, at $T_c$ and $T_2$, occurs. In addition to this model, two other models with full exclusions up to interaction distance were also studied: the 5NN model with exclusions up to 4NN (5NN1234) and 6NN model with exclusions up to 5NN (6NN12345). All models except 3NN12 demonstrate one higher temperature phase transition at $T_2 = T_c$. The transition temperature at $T_2$ and the parameter $\delta_2$ in all models with full exclusions for entropic reasons gradually decreases with increase of interaction distance of the model (see Fig. 14c). For $\delta < \delta_2$ the transition at $T_2$ is the higher-temperature BKT-type phase transition for the 1NN (no $T_c$) and 3NN12 ($T_2 < T_c$) models, and of the first order for the 5NN1234 ($T_2 = T_c$) and 6NN12345 ($T_2 = T_c$) models.

Similar phase diagram as of the 3NN12 model might be observed in other frustrated systems. The phase transitions from paramagnetic to fully frustrated (FF) phase in square $\phi^4$ FFXY model proceed either through (i) Ising and BKT phase transitions sequence with very close transition temperatures (at small values of parameter $D$ similar to our $\delta$), (ii) tricritical region (intermediate values of $D$) featuring histograms with high saddle point or (iii) first order phase transitions (high values of $D$).

Here we studied strongly diluted lattices with small concentration of particles (spins). Such studies require huge computer resources and therefore might leave some questions not completely answered. However, the main tendencies are quite clear: exclusions do not affect the low temperature phase transition; they make the high temperature phase transition more abrupt; rescaling of lattice stimulate the entropic effects and decreases the high temperature phase transition temperature; in a case of the 3NN12 model the formation of domains of low-temperature structure might reveal itself as a phase transition at high temperature.
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