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Abstract. A fundamental question related to innovation diffusion is how the structure of the social network influences the process. Empirical evidence regarding real-world networks of influence is very limited. On the other hand, agent-based modeling literature reports different, and at times seemingly contradictory, results. In this paper we study innovation diffusion processes for a range of Watts–Strogatz networks in an attempt to shed more light on this problem. Using the so-called Sznajd model as the backbone of opinion dynamics, we find that the published results are in fact consistent and allow us to predict the role of network topology in various situations. In particular, the diffusion of innovation is easier on more regular graphs, i.e. with a higher clustering coefficient. Moreover, in the case of uncertainty—which is particularly high for innovations connected to public health programs or ecological campaigns—a more clustered network will help the diffusion. On the other hand, when social influence is less important (i.e. in the case of perfect information), a shorter path will help the innovation to spread in the society and—as a result—the diffusion will be easiest on a random graph.
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1. Introduction

Diffusion of innovation, defined as a process in which an innovation is communicated through certain channels over time among the members of a social system [1], is not only a fascinating but also an extremely important topic of research in many disciplines, including economy, sociology, anthropology and medicine. It is important to realize that an innovation is not necessarily a new technology or product. It can also be any new, or at least perceived as new, idea or practice like, for instance, a pro-ecological or healthy behavior. It had already been observed by Rogers in the 1960s that although the diffusion of innovation may concern a very broad spectrum of phenomena there are some universal features [1]. Most notably they include the S-shaped adoption curve, the existence of a critical mass of adopters and the multi-stage character of the innovation diffusion process:

(i) the knowledge stage (gain knowledge of an innovation),

(ii) the persuasion stage (form an attitude/opinion towards it),

(iii) the decision stage (decide to adopt or reject it),

(iv) the implementation stage (implement it) and

(v) the confirmation stage (confirm the decision).

It is probably because of this multi-stage nature of the process and the (usually) high level of uncertainty associated with the introduction of many innovations that social norms and social influence play a fundamental role in the diffusion of innovation. It has been
shown empirically that in some cases, for example in the case of environmental behaviors, social norms and influences have a greater impact than other non-normative motivations like protection of the environment, benefiting society or even saving money [2]–[4] (see also the discussion and references in [5]). Interestingly, at the same time consumers (agents) are not aware of the power of social influence—because others are doing it it was judged to be the least important factor during the self-reported motivation stage [2].

The critical relevance of social influence in the diffusion of innovations has been recognized for some time now. However, traditional aggregate (analytical) models like the Bass model are not behaviorally based [6] and therefore cannot reproduce the complexity of real-world diffusion patterns. No wonder that agent-based modeling, which from the point of view of statistical physics is nothing other than a microscopic approach, had already been employed by several researchers in the 1980s (for a historical overview see [7]). With the development of numerical techniques and computational power over the years this trend has has gained momentum and is increasingly being used in this field [8]–[10].

A fundamental question regarding diffusion of innovation is how the structure of the social network influences the process. However, as noted in [11], research on the role of network structure is still in its infancy, mainly because of a lack of empirical data. First of all, although a considerable amount of work has been done to measure the properties of large-scale networks, only a few researchers have attempted to study word-of-mouth influence empirically. As a result, evidence regarding real-world influence networks is limited [12]. Secondly, it is very unclear if and how the structure of the social network influences the diffusion of innovation. In the published studies one can find different and at times seemingly contradictory results. We should stress here that these results relate to the behavior of agent-based models of the diffusion of innovation on different networks, not to empirical studies. As noted by Delre et al [13], it is very difficult to conduct controlled experiments on processes of innovation diffusion, but fortunately simulation models provide a tool for systematically conducting experiments. Although it is hard to disagree with the first part of Delre’s statement, one should be very careful in treating computer simulations as a substitute for real experiments. Long-term experience from statistical physics shows that results may strongly depend on the model details. Therefore it is no wonder that the problem of the role of topology in the diffusion of innovation is still unclear.

For instance, Kocsis and Kun [14] have shown that the degree of polydispersity and long range connections of agents can facilitate, but can also hinder, the spreading of new innovations, depending on the number of advantages provided by the innovation. Lin and Li [15] have shown within an agent-based model that the diffusion of knowledge is easier on a small-world network than on a regular network but harder than in the case of a random graph. On the other hand Watts and Dodds [12], and more recently Bohlmann et al [16], have shown that network effects depend on how we model the social impact. In turn, Pegoretti et al [17] have shown that with perfect information the innovation diffuses faster when the network is completely random, but with imperfect information the fastest pace is reached in small-world networks.

In this paper we address not only the question posed by Bohlmann et al [16] (Do the effects of adoption threshold on diffusion cascades differ by network structure?) but we also try to answer a broader question, namely Which of the properties of the network
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affect the diffusion of innovation, and how? Of course, we realize that we can address this question only within a particular agent-based model. However, taking into account the results obtained by other researchers for other models, we can speculate on the universality of our results and predict under what circumstances we can expect a different scenario.

The remainder of the paper is structured as follows. In section 2 we describe the agent-based model we use in our simulation study. In section 3 we discuss the results we obtain for different model structures. Finally, in section 4 we wrap up the results and conclude.

2. Model

We consider a set of $N$ agents, each of which may be in one of two states: $S_i = -1$ (not adopted) or $S_i = 1$ (adopted), for $i = 1, \ldots, N$. Following [10] and [18], we call these agents spinsons (spin+person) to reflect their dichotomous nature originating in spin models of statistical physics and human features and interpretation. We should mention that the idea of using binary variables in modeling innovation diffusion is not new [19]–[23]. In fact Watts and Dodds [12] argue that binary decisions can be applied to a surprisingly wide range of real-world situations and are particularly useful for modeling processes in which ‘adopted’ and ‘not adopted’ are natural states. On the other hand, binary variables are certainly a simplification that does not take into account the complexity of human decision making. Therefore, non-binary characteristics have also been considered in the literature on the diffusion of innovation, for instance continuous variables to describe social values [24] and discrete awareness states [25].

There are different types of social influence a spinson may be exposed to (see [10] for an overview). However, three of them (and their interplay) are of particular interest for studying the diffusion of innovation:

- **Independence**, understood as unwillingness to yield to group pressure, is a particular type of non-conformity [26]. Independence introduces indeterminacy in the system through the autonomous behavior of individuals. An independent spinson is immune to the influence of its neighbors and the global field (advertising, mass media). This kind of behavior can also arise if two options (for example an old product and a new, innovative one) offer both advantages and disadvantages and these advantages and disadvantages are not clearly comparable [27]. In our simulations, at each time step an agent takes a purely random opinion with probability $p$, independently of the neighboring spinsons and product features (i.e. the global field).

- **Conformity** is the effect of a unanimous opinion of a group of neighbors on a spinson that does not behave independently (at a given time step). The nature of these interactions is motivated by the psychological observations of the social impact dating back to Asch [28]: if a group of a spinson’s neighbors unanimously shares an opinion, the spinson will also accept it. This type of social influence was originally introduced to agent-based models by Sznajd-Weron and Sznajd [29] and is often referred to as the ‘Sznajd model’ [30]. The original Sznajd model was defined on a one-dimensional (1D) lattice and the group of influence was composed of two neighboring spinsons. Stauffer et al [31] generalized the model to a square lattice.
and used a 2 × 2 panel as the group of influence. This became a common approach in two-dimensional (2D) models of opinion dynamics and is well supported by social experiments [32]. For instance, Asch [28] found that the subjects conformed to a group of four as readily as they did to a larger group, but not so to a smaller group.

- **Advertising or mass media**, represented by the global external field as in [33, 34], with the strength of the field \( h \in [0, 1] \) depending on the intensity of advertising and the product features (in a non-specified way). Within our model, with probability \( h \) the external field changes the state of a spinson to adopted, if the spinson (i) did not behave independently and (ii) did not yield to group pressure (the group was not unanimous).

Because the focus of this paper is innovation diffusion, at the initial stage of simulations all spinsons are down (i.e. \( -1, \downarrow \), they are customers of the old product). If we denote by \( c_t \) the ratio (or concentration) at time \( t \) of adopted spinsons \( N^\uparrow(t) \) to the overall number of spinsons in the system \( N \), then we can write the initial state as \( c_0 = 0 \).

We use a random sequential updating scheme. The time \( t \) is measured in Monte Carlo steps (MCS), which consist of \( N \) elementary time steps \( dt = 1/N \). As in [10], each of the elementary time steps is composed of five simulation substeps:

Substep #1: Randomly choose one spinson \( S_i \), which may change its orientation in this time step.

Substep #2: Check if spinson \( S_i \) will act independently (with probability \( p \)) or not (with probability \( 1-p \)). This is implemented by randomly drawing a uniformly distributed number \( r \sim U[0,1] \) and checking if \( r < p \) (then the spinson acts independently → goto #3) or not (→ goto #4).

Substep #3: With probability \( f \), called flexibility after [18], the chosen spinson changes into the opposite state. To check this, randomly draw a uniformly distributed number \( r \sim U[0,1] \). If \( r < f \) then \( S_i(t + dt) = -S_i(t) \) else \( S_i(t + dt) = S_i(t) \). Increase time \( t \to t + dt \) and goto #1. Note that in this simulation study, without loss of generality, we set \( f = 0.1 \). See [10] for a discussion of the scaling of model parameters.

Substep #4: Randomly choose a group of \( l \) neighboring spinsons that will influence \( S_i \). If the group unanimously shares an opinion (i.e. all spinsons have the same value) than \( S_i \) will yield to group pressure and take the opinion of the group. Now increase time \( t \to t + dt \) and goto #1. If the group is not unanimous than goto #5.

Substep #5: With probability \( h \) spinson \( S_i \) is responsive to advertising. This is implemented by randomly drawing a uniformly distributed number \( r \sim U[0,1] \) and checking if \( r < h \). In such a case (and only in such a case) set \( S_i(t + dt) = 1 \). Finally, increase time \( t \to t + dt \) and goto #1.

Note that in our model a spinson convinced by its neighbors will not respond to advertising. In [34] this approach has been called **conformity first** (CF), as opposed to **conformity and advertising parallel** (CAP), where conformity influences individuals in parallel to advertising. There are two important reasons why we use the CF approach here:
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• First, it has been shown in a number of social experiments that social influence and norms have a greater impact than other non-normative motivations like advertising, protection of the environment, benefiting society or even saving money [2]–[4].

• Second, comparative studies have shown a significant advantage of CF over CAP in case of the Sznajd model [34]. In particular, no phase transition has been found in the CAP model and empirical data from a telecommunications market were better described by the CF model.

Up to this point we have not specified the topology of the spinson network. Real-world social networks usually have two properties [35]: (i) links among agents are highly clustered, i.e. on average a spinson’s neighbors are likely to be connected to each other, and (ii) the average path length is short, i.e. the average number of intermediaries needed to connect any two spinsons remains relatively low. This unique combination of high clustering and short lengths is an immanent feature of small-world networks, which appear frequently in diverse types of human, biological and ecological systems [36]. Hence, in this paper we analyze the innovation diffusion process on such a network, generated with the Watts–Strogatz algorithm [37]. This procedure was designed as the simplest possible algorithm that accounts for clustering while retaining a short average path length. Recall that to generate a Watts–Strogatz network with \( N \) nodes and average degree \( K \), we start with a 1D lattice with periodic boundary conditions in which each node is connected to its \( K \) neighbors and then with probability \( \beta \) replace each edge by a randomly chosen edge.

In Przybyla et al [10] a 2D lattice was used to represent the social system. Conformity was implemented by randomly selecting a spinson, then one of eight neighboring \( 2 \times 2 \) panels and checking if all four spinsons in the panel share the same opinion. Using a small-world network requires redefining the group of influence. Here we use the following scheme (see figure 1):

(i) For a given spinson \( S_i \) pick randomly one of its neighbors, i.e. spinsons it is connected to, say \( S_j \).

(ii) Build a list of neighbors of \( S_j \) and remove \( S_i \) from this list.

(iii) If the number neighbors of \( S_j \) is not less than three, randomly draw three spinsons from the list. They, together with \( S_j \), form the influence group. Do nothing if the number of neighbors of \( S_j \) is less than three, i.e. the influence group is too small to convince \( S_i \).

3. Results

3.1. Class of small-world networks

As pointed out by Watts and Strogatz [37], the structural properties of a network may be intuitively captured by two quantities, namely average path length

\[
L = \frac{1}{N(N-1)} \sum_{i,j} d(v_i, v_j)
\]
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Figure 1. An influence group of four spinsons on a complex graph (right). For a given spinson ($S_i$, red) we randomly pick one of its neighbors ($S_j$, blue) and then three spinsons from its neighbors (green). As reference, the $2 \times 2$ panel typically used on a 2D lattices is shown (left).

Figure 2. Small-world networks of size $N = 500$ and mean degree $K = 8$ for two values of rewiring: $\beta = 0.01$ (left) and $\beta = 0.05$ (right).

and average cliquishness

$$C = \frac{1}{N} \sum_i C_i,$$  

(2)

where $N$ is the number of nodes in the network, $d(v_i, v_j)$ denotes the shortest path between nodes $v_i$ and $v_j$, and $C_i$ is the local clustering coefficient of node $v_i$, i.e. the proportion of links between the nodes in its neighborhood and the number of links that could possibly exist between them.

Tuning the rewiring probability $\beta$ in the Watts–Strogatz algorithm allows us to vary the topology of the network from completely regular ($\beta = 0$, both $C$ and $L$ high), through intermediate states ($0 < \beta < 1$), to completely random ($\beta = 1$, both $C$ and $L$ low). Among the intermediate states, there is a small interval of rewiring probabilities $0.01 < \beta < 0.1$ characterized by $L(\beta) \simeq L(1)$ and $C(\beta) \gg C(1)$, i.e. a short path length and high clustering, respectively [38, figure 2]. This interval constitutes the small-world region in the space of networks generated by the Watts–Strogatz method. In figure 2 we plot two sample small-world networks generated by the algorithm for two different values of $\beta$. Note that for $\beta = 0.01$ the topology of the network resembles a regular grid.
already in this case there exist several ‘shortcuts’ in the system that significantly decrease the average path length.

It should be emphasized that there exists a more quantitative measure of ‘small-worldness’ introduced by Humphries and Gurney [39]. However, throughout this paper we will use the intuitive distinction between different network topologies based on the values of $C$ and $L$.

### 3.2. Time evolution of the system

Let us first analyze the time evolution of the average (over 100 independent runs) concentration of adopted spinsons. Trajectories for different external fields or advertising levels ($h = 0.09, 0.10, 0.11, 0.12$) and one independence level ($p = 0.05$) are plotted in the top panel of figure 3 for a small-world network with $N = 500$, $K = 8$ and $\beta = 0.1$. If we look at individual trajectories for a given set of parameters (see the bottom panel)
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Figure 4. The ratio of adopted spinsons after time $\tau = 3000$ MCS as a function of independence $p$ and the external field $h$ for the Watts–Strogatz networks of size $N = 500$, mean degree $K = 8$ and different rewiring probabilities: $\beta = 0$ (regular grid; top left), $\beta = 0.05$ (small-world; top right), $\beta = 0.2$ (bottom left) and $\beta = 1.0$ (random graph; bottom right).

It turns out that the ‘take-off’ time may vary significantly from run to run. Such a high volatility usually indicates that the system is near the threshold value of $h$, below which the innovation fails and above which it spreads or diffuses in the market [10]. In what follows we will analyze this issue more deeply.

In the bottom panel of figure 3, we see that after a ‘take-off’ phase there is a period of rapid adoptions, followed by a saturation. Thus, our model produces the familiar S-curve, in agreement with the empirical studies on the diffusion of innovation [1, 7]. Observe in the top panel that the average length of the ‘take-off’ interval depends strongly on the level of advertising. Higher values of $h$ (with other parameters fixed) lead to shorter ‘take-off’ times. In other words, an innovation penetrates the market more quickly if it is exposed to more intensive advertising, a conclusion which was to be expected.

3.3. Phase diagrams

In figure 4, phase diagrams of the system in the parameter space $(h, p)$ are shown for Watts–Strogatz networks with $N = 500$, $K = 8$ and four different rewiring probabilities: $\beta = 0, 0.05, 0.2$ and 1.0. The first value of $\beta$ corresponds to a regular grid (no rewiring), the second to a small-world network with high clustering and short path lengths, the
third is an intermediate state between small-world and random networks, and the fourth corresponds to a random graph with low clustering and a short path length.

In order to generate the diagrams, for each parameter set we measured the average number of adopted spinsons after time $\tau = 3000$ MCS. This particular value of $\tau$ turned out to be a reasonable choice, because higher values did not have a qualitative impact on the results. In other words, if the innovation failed in the first 3000 MCS, it was highly unlikely that it would spread in the market after that time.

We see that in all cases the innovation fails for small values of $h$ and $p$, since the number of adopted agents is nearly zero at the end of the simulation. However, the system undergoes a phase transition: there exist threshold values of both $h$ and $p$ above which almost the whole population is in the adopted state. Note that the area of the adopted phase (dark areas in figure 4) decreases with higher values of $\beta$. This result might look counter intuitive, because a higher $\beta$ means a shorter path length, which is typically associated with rapid diffusion. However, the larger $\beta$ is the smaller the cliquishness in the system. It seems that the interplay between the degree of cliquishness and the path length is crucial for a success or failure of an innovation.

3.4. Does network topology really matter?

So far our findings indicate that the actual topology of the Watts–Strogatz network can have a significant influence on the diffusion of innovation. To elaborate on this issue let us consider cross-sections obtained by cutting through the phase diagrams in figure 4 for fixed values of $p$. The resulting plots are presented in figure 5. We see that the threshold values of $h^*$ below which the innovation fails increase with $\beta$. Thus, destroying high clustering by rewiring connections between spinsons is more important for the diffusion of innovation than simultaneous shortening of the path length (both taking place with increasing $\beta$).

It is interesting to note that the dependence of the threshold values $h^*$ on $\beta$ is relatively strong in the small-world class of Watts–Strogatz networks (middle panels in figure 5, i.e. for $\beta = 0.05$ and 0.1) and saturates for networks with more randomness (bottom panels in figure 5). This result is presented in more detail in figure 6. Note that in this plot networks that are twice as large ($N = 1000$) are used to obtain smoother curves (for a discussion of finite size effects see section 3.6). Apart from the shift in threshold values, the results in figures 5 and 6 are qualitatively very similar. In all cases increasing the independence $p$ leads to a shift of the threshold towards smaller values of $h$. This is in agreement with our expectations, because higher independence means more early adopters which are necessary for the innovation to take off. Thus it seems that one may abstract away from the underlying network topology if looking only for qualitative behavior, but the topology matters if one is interested in a quantitative description of the system.

3.5. Network density

Besides analyzing the impact of $\beta$, it is also interesting to gain insight into the role of the second parameter in the Watts–Strogatz algorithm, the average degree $K$. Since $K$ determines the number of links in the network, it is closely related to the density of the network, i.e. the fraction of links present over all possible links. The final concentration of adopted agents as a function of the external field is shown in figure 7 for different values of

\[ \text{doi:10.1088/1742-5468/2014/03/P03007} \]
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Figure 5. Dependence between the ratio of adopted spinsons and the external field \( h \) on networks of size \( N = 500 \) and mean degree \( K = 8 \). Each subplot corresponds to a different value of the rewiring probability \( \beta \). Note that increasing the randomness of the network (i.e. increasing \( \beta \)) increases the threshold value of the external field \( h^* \), which means that the diffusion of innovation is more difficult in more random societies.

\( K \). Again, \( \beta \) divides the Watts–Strogatz networks into three classes: regular (top panels), small-world (middle panels) and random (bottom panels). For the sake of completeness in figure 7 we also plot the results for a complete graph. Note that the latter corresponds to a small-world network with \( K = N - 1 \) and rewiring probability \( \beta = 0 \).

Surprisingly, at least at first sight, the threshold values for external field \( h \) increase with \( K \) for small values of \( \beta \). Moreover, the influence of \( K \) decreases with increasing randomness of the network, and for a completely random graph (\( \beta = 1 \)) the results are essentially independent of \( K \). This result implies that the diffusion of innovation is more difficult in dense societies with a high degree of randomness. The explanation may go along the following line: in a sparse network (low \( K \)) a relatively small number of adopters may destroy the unanimity of most possible influence groups and the system is more susceptible to the external field.

3.6. Finite size effects

In figure 8 we illustrate the dependence of threshold \( h^* \) on the size of the system. For all values of \( \beta \) the threshold increases with \( N \), i.e. the diffusion of innovation is hindered by the

doi:10.1088/1742-5468/2014/03/P03007
number of agents. To explain this result, at least qualitatively, let us consider a simplified version of our model with the size of the influence group equal to 1 (see section 2 for model details) and the complete graph as the underlying network topology. Let us assume that at time $\tau$ the first adopted spinson appeared in the system (due to independence), and that in the following Monte Carlo event we have chosen a non-adopted spinson. In order to find its influence group we just have to pick one of the other spinsons at random (all spinsons are connected). Thus, the probabilities of finding an adopted influence group and a not-adopted one are $\frac{1}{N-1}$ and $\frac{N-2}{N-1}$, respectively. We see that the larger the system size the smaller the probability of finding an adopted group and changing the opinion of the spinson under consideration. This is why the diffusion of innovation is more difficult in larger systems.

To get more quantitative results we apply the finite size scaling technique, choosing the scaling variable $x = \epsilon N^{1/\nu}$ [44]. As usual, $\nu$ is the critical exponent describing the correlation length and $\epsilon$ is the distance from the critical value, i.e. in our case $\epsilon = h - h^*$. Within finite size scaling we are able to identify the ‘real’ critical value (i.e. for an infinite system) of the external field. As expected, the value of the critical point, $h^*$, depends on the network structure. This is illustrated in figure 9 for two network types—a complete graph (upper panels) and a small-world network (lower panels). In the left panels we plot the ensemble average (over $10^3$ samples) of the ratio of adopters after 3000 MCS versus external field $h$ for several system sizes $N$. In the right panels we plot the rescaled results after applying the finite size scaling technique. Clearly the data nicely collapse to a single curve, allowing for identification of $h^*$ and $\nu$ in both cases.

Interestingly, the critical exponent, $\nu$, is not universal and depends on the network topology. This is far less obvious, yet possible in non-equilibrium systems [45]. Finding the exact relation $\nu = \nu(K, \beta)$ is potentially possible, but is not an easy task because of the non-trivial dependence between the critical exponent and the network properties in our model. This is left for future work. In contrast, universal—indepedent of the

![Figure 6](image-url)
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Figure 7. Dependence between the ratio of adopters and external field $h$ for three Watts–Strogatz networks and a complete graph of size $N = 500$. Each subplot corresponds to different values of rewiring probability $\beta$ and independence $p$. In this figure we clearly see how the diffusion of innovation is influenced by the density of the network which corresponds to the mean degree $K$: an innovation is more likely to spread in a sparse network (low $K$) and the influence of $K$ decreases with increasing randomness ($\beta$).

network structure—scaling has been found by Chae et al [46] in paradigm shift models (a class of innovation diffusion models): $\nu = -1$ for deterministic and $\nu = 1$ for stochastic propagation.

Moreover, finding the exact relation $\nu = \nu(K, \beta)$ is, in a sense, out of the scope of this paper. Our aim was rather to answer the general question, i.e. which network properties affect the diffusion of innovation, and how, than to precisely investigate the type of phase transition. Determining rigorously the transition point and the critical exponents is certainly desirable from the physical point of view. However, one should keep in mind that social systems are neither infinite nor in equilibrium. Therefore standard methods of statistical physics, although very powerful, should be used with caution and the results treated qualitatively rather than quantitatively.

4. Conclusions

In this paper we have studied the role of network topology within the innovation diffusion model introduced recently in [10] and applied it to the real-life problem of the adoption
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Figure 8. Dependence between the ratio of adopted and external field $h$ on Watts–Strogatz networks for two values of independence $p$ and two system sizes $N$. Note that increasing network randomness (i.e. $\beta$) increases the threshold value of the external field. Note also that threshold value $h^*$ increases with the size of the system (compare the upper and lower panels).

Figure 9. Ensemble average (over $10^3$ samples) of the ratio of adopted after 3000 MCS versus external field $h$ for probability of independence $p = 0.05$ and several system sizes $N$. Rescaled results using the finite size scaling technique, i.e. $h \rightarrow (h - h^*)N^{1/\nu}$, are presented in the right panels. The critical value $h^*$ of the external field as well as the critical exponent $\nu$ depend on the network structure.
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of dynamic electricity tariffs in [5]. In both cited papers the model was studied on a square lattice, despite empirical evidence showing that the topology of a real-world social network cannot be properly described by a regular graph. However, the role of network topology in innovation diffusion models is still unclear, most likely due to the crucial role of social influence in such problems [1]–[4]. This may sound surprising given the fact that the influence of network topology on the diffusion of knowledge is a well known phenomenon [15]. Indeed papers that study the diffusion of knowledge show that a short path increases the diffusion power of the system in the sense that the knowledge will move more quickly to different parts of the graph [38]. Therefore the spread of knowledge is much harder in a regular graph than in a small-world network or a random graph. On the other hand, the role of network topology in the diffusion of innovation is highly unclear, and completely different results have been obtained within different models, as discussed in section 1 and in [12, 14, 16, 17]. Therefore the focal point of this study was the role of network topology in innovation diffusion. A natural second step was seeing how our results compare with the results obtained by other authors and whether our analysis can shed more light on the problem.

To investigate the role of network topology we decided to use the Watts–Strogatz model [37], for several reasons. Firstly, because this model—depending on the selected parameters—allows one to study various topologies:

- a regular graph (for $\beta = 0$ and any value of $K$),
- a complete graph (for $\beta = 0$ and $K = N - 1$),
- a random graph (for $\beta = 1$ and any value of $K$),
- a small-world network (for $0.01 < \beta < 0.1$ and any value of $K$),
- and other topologies that are more random than small-world networks but not completely random.

Secondly, because by changing $K$ we were able to investigate the role of the network density, which is an important characteristic from a social point of view. Thirdly, the small-world topology—which can be obtained within Watts–Strogatz model—adequately describes most features of real-world societies [37].

As we have discussed in section 1, the first step in the diffusion of innovation is gaining knowledge about the innovation. From this point of view rewiring a regular network should help the innovation to diffuse. However, in our model we assume that such information is widely available through the actions of the mass media, advertising, etc. Therefore we focus on the second stage, the so-called persuasion stage [1], for which social influence is the most important. Because social influence is most powerful in the presence of unanimity and decays dramatically with physical distance [40]–[42] it is not obvious if rewiring the network is desired at this stage of real-life innovation diffusion processes.

Within our model we have found that there is a critical value of the external field, $h^*$, above which the innovation diffuses and below which it fails. This critical value depends on the level of independence $p$—the higher the independence the smaller the critical field needed for the innovation to diffuse. An analogous result has been obtained for a square lattice [10]. The really new results that have been obtained here are:
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- The critical value of the external field, $h^*(p)$, increases with $\beta$, which means that the innovation diffusion is more likely in more regular graphs.

- Generally, the critical value of the external field increases with $K$, which means that it is harder for the innovation to spread in more dense networks. However, the influence of $K$ decreases with $\beta$ and for $\beta = 1$ there is practically no dependence on $K$.

- Results obtained for the complete graph are identical to those obtained for the random graph (for any value of $K$), which can be understood using the mean field approach [10].

We have mentioned in section 1 that one can find different and at times seemingly contradictory results in agent-based studies of the diffusion of innovation. However, looking at these results again, and having conducted our study, we may conclude that they are in fact consistent and allow us to predict the role of network topology in various situations. For example, Bohlmann et al [16] have investigated the role of topology in the threshold model, which postulates that, for an agent to adopt, the proportion of its local network that has already adopted must reach a minimum level (threshold); they found that more clustered networks appear more likely to diffuse under high adoption thresholds. On random graphs the diffusion failed completely for higher thresholds. This agrees with our results that the diffusion of innovation is easier on more regular graphs (i.e. with a higher clustering coefficient). Of course, we have not been investigating the threshold model but our model is somewhat similar. We need an unanimous group to influence a neighboring spinson, which corresponds to the maximum value of the threshold (i.e. equal to 1). On the other hand, in our case we do not consider all neighbors of a given spinson but always a panel of four, and this makes the models different.

Another consistent result has been obtained by Pegoretti et al [17]. They have shown that with perfect information, the innovation diffuses faster when the network is completely random, but with imperfect information the fastest pace is reached in small-world networks. We should realize that the situation when an innovation is entering the market is one of high uncertainty, which is related to imperfect information. In such situations people do not behave rationally and social influence is extremely important [43]. In our model social influence is more important than other factors and unanimity of a group is needed to convince an individual. From this point of view our model describes a system with a high uncertainty, i.e. with imperfect information. Therefore our results are consistent with those obtained in [17]. Similarly, Bohlmann et al [16] found that a clustered network plays a more significant role when a high threshold for conformity is needed, which also can be treated as a case of high uncertainty. Therefore, we can conclude that in the case of uncertainty, which is particularly high for innovations connected to public health programs or ecological campaigns [1], a more clustered network will help the diffusion. On a random graph the diffusion will be more difficult than in a small-world network or a regular lattice. On the other hand, when social influence is less important (i.e. in the case of perfect information), a shorter path will help the innovation to spread in society and, as a result, the diffusion will be easiest on a random graph.

doi:10.1088/1742-5468/2014/03/P03007
Finally, concerning the role of network density, we have found that it is very hard to adopt an innovation in a dense society. This, however, can be easily understood because in dense societies social pressure is very high and it is very difficult to adopt a new idea. This result could explain many puzzles in the field of innovation diffusion, like the failure of the water-boiling campaign conducted in Los Molinas and many other health campaigns in small villages, where almost everyone knows everyone [1].
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