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Abstract

We describe some pseudorandom properties of binary linear codes achieving capacity on the binary erasure channel under bit-MAP decoding (as shown in [9] this includes doubly transitive codes and, in particular, Reed-Muller codes). We show that for all integer $q \geq 2$ the $\ell_q$ norm of the characteristic function of such ‘pseudorandom’ code decreases as fast as that of any code of the same rate (and equally fast as that of a random code) under the action of the noise operator. In information-theoretic terms this means that the $q^{th}$ Rényi entropy of this code increases as fast as possible over the binary symmetric channel. In particular (taking $q = \infty$) this shows that such codes have the smallest asymptotic undetected error probability (equal to that of a random code) over the BSC, for a certain range of parameters.

We also study the number of times a certain local pattern, a ‘rhombic’ 4-tuple of codewords, appears in a linear code, and show that for a certain range of parameters this number for pseudorandom codes is similar to that for a random code.

1 Introduction

We study properties of binary linear codes achieving capacity on the binary erasure channel (BEC) under bit-MAP decoding.

To define such codes, we recall some notions and introduce notation. Recall that the rate of a binary linear code is defined as $R(C) = \frac{1}{n} \log_2(|C|) = \frac{\dim(C)}{n}$. Given a linear code $C$, let $r_C(\cdot)$ be the rank function of the binary matroid on $\{1, \ldots, n\}$ defined by a generating matrix of $C$. (That is, $r_C(T)$ is the rank of the column submatrix of a generating matrix of $C$ which contains columns indexed by $T$.) Let $T \sim \lambda$ denote a random subset $T$ of $[n]$ in which each element is chosen independently with probability $0 \leq \lambda \leq 1$.

**Definition 1.1:** A code $C \subseteq \{0, 1\}^n$ of rate $R$ (more precisely a family of codes indexed by $n$) achieves capacity under bit-MAP decoding for the BEC if

$$\mathbb{E}_{T \sim R} \left(|T| - r_C(T)\right) \leq o(n).$$

In other words, let $v_1, \ldots, v_n \subseteq \{0, 1\}^{Rn}$ be the columns of a generating matrix of $C$. Then almost all subsets of $\{v_1, \ldots, v_n\}$ of cardinality $Rn$ have almost full rank. ☐
This definition coincides with information-theoretic definitions of this property (as stated, somewhat implicitly, e.g., in \[9\]). In the context of this paper we will often refer to such codes as ‘pseudorandom’. This can be justified by the well-known (and easy to see) fact that random linear codes satisfy Definition 1.1 with high probability. It should be noted that, as shown in \[9\], doubly transitive codes and, in particular, Reed-Muller codes are pseudorandom in the sense of Definition 1.1. For future use we note that \(C\) is pseudorandom iff its dual \(C^\perp\) is pseudorandom (this is an easy consequence of the following fact: for any \(S \subseteq [n]\) holds \(r_{C^\perp}(S) = |S| + r_{C}(S^c) - Rn\).

We study pseudorandom codes with the assistance of an inequality \[16\] which quantifies the decrease in the \(\ell_q\) norm of a function on the boolean cube under noise. Before stating the claim of this inequality, we introduce the appropriate notion of a noise operator. Given a noise parameter \(0 \leq \epsilon \leq 1/2\), the noise operator \(T_\epsilon\) acts on functions on the boolean cube as follows: for \(f : \{0, 1\}^n \to \mathbb{R}\), \(T_\epsilon f\) at a point \(x\) is the expected value of \(f\) at \(y\), where \(y\) is a random binary vector whose \(i\)th coordinate is \(x_i\) with probability \(1 - \epsilon\) and \(1 - x_i\) with probability \(\epsilon\), independently for different coordinates. Namely, \((T_\epsilon f)(x) = \sum_{y \in \{0, 1\}^n} \epsilon^{|y - x|} (1 - \epsilon)^{|y - x|} f(y)\), where \(|\cdot|\) denotes the Hamming distance. We will write \(f_\epsilon\) for \(T_\epsilon f\), for brevity. We need one more item of notation. Given a subset \(T \subseteq [n]\), let \(E(f|T)\) be the conditional expectation of \(f\) with respect to \(T\), that is a function on \(\{0, 1\}^n\) defined by \(E(f|T)(x) = E_{y:y'|x:T} f(y)\).

**Theorem 1.2:** For any integer \(q \geq 2\), and for any nonnegative function \(f\) on \(\{0, 1\}^n\) holds

\[
\log \|f_\epsilon\|_q \leq \mathbb{E}_{T \sim \lambda} \log \|E(f|T)|_q,
\]

with \(\lambda = \lambda(q, \epsilon) = 1 + \frac{1}{q - 1} \cdot \log_2 (\epsilon^q + (1 - \epsilon)^q)\).

We also have

\[
\log \|f_\epsilon\|_\infty \leq \mathbb{E}_{T \sim \lambda} \log \|E(f|T)|_\infty,
\]

with \(\lambda = \lambda(\infty, \epsilon) = 1 + \log_2 (1 - \epsilon)\).

\[15\] \[16\] \[6\] studied pseudorandom codes using the case \(q = 2\) of this inequality. In this paper we describe some simple consequences of this inequality for larger values of \(q\), focusing in particular on \(q = 4\) and \(q = \infty\).

*Fast decrease of \(\ell_q\) norms under noise*

We start with the observation that the \(\ell_q\) norms of the characteristic function of a pseudorandom code decrease as fast as possible under noise. Here and below we use \(\approx, \gtrsim, \lesssim\) notation to describe equalities and inequalities which hold up to lower order terms.

**Proposition 1.3:**

- Let \(C\) be a pseudorandom code of rate \(0 < R < 1\), and let \(f = \frac{2^n}{q} \cdot 1_C\). Then for any integer \(q \geq 2\) and for any \(0 \leq \epsilon \leq \frac{1}{2}\) such that \(\lambda = \lambda(q, \epsilon) = 1 + \frac{1}{q - 1} \cdot \log_2 (\epsilon^q + (1 - \epsilon)^q) \geq R\) holds

\[
\frac{1}{n} \log_2 \|f_\epsilon\|_q \gtrsim \frac{q - 1}{q} \cdot (\lambda - R).
\]
Let \( f \) be a nonnegative function on \( \{0, 1\}^n \) with \( \frac{1}{n} \log_2 \|f\|_q = \frac{q-1}{q} \cdot (1 - R) \). Then for any \( q \geq 1 \) and for any \( 0 \leq \epsilon \leq \frac{1}{2} \) holds
\[
\frac{1}{n} \log_2 \|f_{\epsilon}\|_q \geq \frac{q-1}{q} \cdot (\lambda - R).
\]
Both claims also hold for \( q = \infty \) (replacing \( \frac{q-1}{q} \) by \( 1 \)) with \( \lambda = \lambda(\infty, \epsilon) = 1 + \log_2 (1 - \epsilon) \).

Let us make two comments about this result.

– Recall the notion of Renyi entropy from information theory: For a probability distribution \( P \) on \( \Omega \), the \( q \)-th Renyi entropy of \( P \) is given by \( H_q(P) = -\frac{1}{q-1} \log_2 (\sum_{\omega \in \Omega} P(\omega)) \). To connect notions, if \( f \) is a nonnegative (non-zero) function on \( \{0, 1\}^n \) with expectation 1, then \( P = \frac{f}{\|f\|_q} \) is a probability distribution, and \( \log_2 \|f\|_q = \frac{q-1}{q} \cdot (n - H_q(X)) \). Furthermore, \( \log_2 \|f_{\epsilon}\|_q = \frac{q-1}{q} \cdot (n - H_q(X \oplus Z)) \), where \( X \) is a random variable on \( \{0, 1\}^n \) distributed according to \( P \) and \( Z \) is an independent noise vector corresponding to a binary symmetric channel (BSC) with crossover probability \( \epsilon \). Hence, Proposition 1.3 implies the following two claims

- Let \( C \) be a pseudorandom code of rate \( 0 < R < 1 \), and let \( X \) be uniform on \( C \) (note that \( H_q(X) = Rn \)). Then for any integer \( q \geq 2 \) and for any \( 0 \leq \epsilon \leq \frac{1}{2} \) such that \( \lambda = \lambda(q, \epsilon) \geq R \) holds
  \[
  H_q(X \oplus Z) \gtrsim (1 - (\lambda - R)) n.
  \]
- Let \( Y \) be a random variable on \( \{0, 1\}^n \) with \( H_q(Y) = Rn \). Then for any \( 0 \leq \epsilon \leq \frac{1}{2} \) holds
  \[
  H_q(Y \oplus Z) \leq (1 - (\lambda - R)) n.
  \]

This means that, up to lower order terms, the Renyi entropy of the random variable which is uniform on \( C \) increases as fast as possible over the BSC.

– Proposition 1.3 shows that for any integer \( q \geq 2 \) and for all values of \( \epsilon \) for which \( \lambda(q, \epsilon) \) is greater than the rate of the code, the inequality in Theorem 1.2 is essentially tight for (characteristic functions of) pseudorandom linear codes, and hence for a typical linear code, since a random linear code is pseudorandom with high probability. Furthermore, as shown in [16], this inequality is tight for subcubes, which constitute a very special family of linear codes. This suggests, rather intriguingly, that it might be essentially tight for all linear codes. We point out that this is not the case. Let \( n \) be even, and let \( C = C^\perp = \{x = (x_1, x_2), x_1 = x_2\} \). Then we have the following claim, which we state somewhat informally at this point (see Section 4 for the full statement).

**Lemma 1.4:** Let \( f = |C| \cdot 1_C \). Then for all \( 0 < \epsilon < \frac{1}{2} \)
\[
\frac{1}{n} \mathbb{E}_{T \sim \lambda} \log_2 \|\mathbb{E}(f|T)\|_2 > \frac{1}{n} \log_2 \|f_{\epsilon}\|_2,
\]
where the strict inequality means that the LHS is larger than the RHS by an absolute constant, independent of \( n \).
With that, let us remark that the difference between the two sides of this inequality is upper bounded by a very small constant.

The probability of undetected error over a binary symmetric channel

Given a binary code \( C \subseteq \{0, 1\}^n \), the undetected error probability of \( C \) is the average probability (over the codewords) that a codeword transmitted over BSC is distorted in such a way that the received word, though different from the transmitted one, also belongs to the code \([8]\). Let \( C \) be a linear code, and let \((a_0, ..., a_n)\) be its weight distribution. That is \( a_k = |\{x \in C, |x| = k\}|\), for \( k = 0, ..., n \). Then the undetected error probability of \( C \) can be expressed in terms of the weight distribution of \( C \) and crossover probability \( \epsilon \):

\[
P_{ue}(C, \epsilon) = \frac{1}{|C|} \cdot \sum_{i=1}^{n} a_i(C) \epsilon^i (1 - \epsilon)^{n-i}.
\]

The best asymptotic undetected error exponent for codes of rate \( 0 \leq R \leq 1 \) and crossover probability \( \epsilon \) is defined as

\[
\pi_{ue}(R, \epsilon) = \liminf_{n \to \infty} \left( -\frac{1}{n} \min_C \log_2 (P_{ue}(C, \epsilon)) \right),
\]

where the minimum is taken over all codes \( C \subseteq \{0, 1\}^n \) of cardinality \( |2^{Rn}| \). It is conjectured (see e.g., \([10]\)) that the best error exponent is attained for random codes. This conjecture is known to hold \([12]\) for a subset of the parameters \( R \) and \( \epsilon \). This subset contains, in particular, the pairs \((R, \epsilon)\) for which \( 1 + \log_2 (1 - \epsilon) \leq R \), in which case it is known that \( \pi_{ue}(R, \epsilon) = 1 - R \) \([8\text{, Theorem 3.5.15}]\).

The following claim is a simple corollary of Proposition \([13]\)

**Corollary 1.5:** Let \( 0 < \epsilon < \frac{1}{2} \) and \( 0 < R < 1 \) such that \( 1 + \log_2 (1 - \epsilon) \leq R \). Let \( C \) be a pseudorandom linear code of rate \( R \). Then

\[
-\frac{1}{n} \log_2 (P_{ue}(C, \epsilon)) \geq 1 - R.
\]

Some comments.

- This result shows that pseudorandom codes of rate \( R \) (and in particular Reed-Muller codes) have the best asymptotic undetected error exponent over BSC with crossover probability \( \epsilon \), if \( 1 + \log_2 (1 - \epsilon) \leq R \).

- The claim of this corollary is an easy consequence of the case \( q = \infty \) in Proposition \([13]\). In fact, as observed e.g., in Lemma 1.4 in \([15]\), if \( f \) is the characteristic function of a linear code \( C \), then \( \|f_c\|_\infty = f_c(0) = \sum_{i=0}^{n} a_i \epsilon^i (1 - \epsilon)^{n-i} = (1 - \epsilon)^n + P_{ue}(C, \epsilon) \). The assumption that \( 1 + \log_2 (1 - \epsilon) \leq R \) ensures that \( (1 - \epsilon)^n \) does not dominate the undetected error probability if \( C \) is pseudorandom, and hence that \( \|f_c\|_\infty \approx P_{ue}(C, \epsilon) \).

Rhombic 4-tuples in random and pseudorandom codes
The statistics of possible inner distances in $k$-tuples of elements of a code, for some $k \geq 2$, is a central object of study in the best known approaches to bound the cardinality of error-correcting codes. In particular, the linear programming approach of Delsarte ([3, 13]) looks at the distance distribution of the code, that is the statistics of pairwise distances between codewords. The positive semidefinite approach of [19] (see also [11]) studies the geometry of a code in more detail, collecting the statistics of the possible $(k)$-tuples of pairwise inner distances in all $k$-tuples of elements of a code, for some $k \geq 2$. In particular, statistics of inner distances of quadruples of codewords are studied in [3]. In a somewhat different direction, the extended linear programming approach suggested in [2] studies inner distances in low-dimensional linear subspaces of a linear code.

In this note we consider rhombic 4-tuples of codewords, that is 4-tuples $(x, y, z, w)$ with $|y - x| = |z - y| = |w - z| = |x - w|$. The relevance of counting such 4-tuples in a code was discussed in [17]. For a linear code, counting 4-tuples with $|y - x| = |z - y| = |w - z| = |x - w| = i$ is essentially equivalent to counting 4-tuples $(u_1, \ldots, u_4)$ of codewords of weight $i$ which sum to 0 (take $u_1 = x + y$, $u_2 = y + z$ and so on). We distinguish between 'trivial' 4-tuples $(u_1, \ldots, u_4)$ with $u_1 + \ldots + u_4 = 0$ in which every vector appears an even number of times and 'non-trivial' 4-tuples in which $u_1 + \ldots + u_4 = 0$ is the only linear dependence. We will focus on counting non-trivial 4-tuples summing to 0 in pseudorandom and random linear codes. Before describing our results, we introduce some notions and notation, following [11, 18]. In particular we use the random code model described in [11].

Let $h(t) = t \log_2 \left( \frac{1}{t} \right) + (1 - t) \log_2 \left( \frac{1}{1 - t} \right)$ be the binary entropy function. Given $0 < \gamma \leq \frac{1}{2}$ and $0 < \lambda < h(\gamma)$, assume that an integer $n$ is such that $i = \gamma n$ and $\lambda n$ are integers. Let $L_i$ be the set of all vectors of weight $i$ in $\{0, 1\}^n$. Let $M$ be a random binary matrix with $\lambda n$ rows and $n$ columns. Let $C$ be a (random) linear code with parity check matrix $M$. As observed in [11], with high probability the rate of $C$ is $R = 1 - \lambda$ and the number of vectors in $C \cap L_i$ is approximately $2^{(h(\gamma) - \lambda)n}$ (in particular, it is exponentially large). Let $X = \{(u_1, \ldots, u_4) \in (C \cap L)^4 : u_1 + \ldots + u_4 = 0\}$. As observed in [11, 18] (see e.g., the discussion following Theorem 1.2 in [18]),

$$\frac{1}{n} \log_2 \mathbb{E}X \approx \max \left\{ \psi(4, \gamma) + 2h(\gamma) - 3\lambda, 2h(\gamma) - 2\lambda \right\},$$

where the first term under the maximum on the RHS corresponds to the non-trivial 4-tuples and the second term to the trivial ones. The function $\psi(4, \gamma)$ is a special case of $\psi(q, \gamma)$, which is a certain bivariate function defined and studied independently in [11] and [7]. It is defined by the approximate identity $|\{(u_1, \ldots, u_4) \in L_i^4 : u_1 + \ldots + u_4 = 0\}| \approx 2^{\psi(4, \gamma) + 2h(\gamma)n}$. Observe that the expected number of non-trivial tuples is larger than that of the trivial ones iff $\psi(4, \gamma) > \lambda$.

We proceed to describe our results. Let $N_i(C)$ denote the number of non-trivial 4-tuples summing to 0 in $C \cap L_i$.

**Proposition 1.6:**

\footnote{The number of trivial 4-tuples summing to 0 is, up to lower order terms, $|C \cap L_i|^2$.}
Let $0 < R < 1$. Let $C \subseteq \{0, 1\}^n$ be a random linear code chosen according to the random code model described above with parameter $\lambda = 1 - R$. Let $0 < \gamma \leq \frac{1}{2}$ such that $h(\gamma) > \lambda$. Let $i = \gamma n$ (assuming $i$ is an integer). The following two cases hold with probability tending to 1 with $n$

1. $\psi(4, \gamma) < \lambda$. Then

$$
\frac{1}{n} \log_2 (N_i) < 2h(\gamma) - 2(1 - R),
$$

where the strict inequality means that the RHS is larger than the LHS by an absolute constant.

2. $\psi(4, \gamma) > \lambda$.

$$
\frac{1}{n} \log_2 (N_i) \approx \psi(4, \gamma) + 2h(\gamma) - 3(1 - R).
$$

Some comments.

- As will be observed below, $\psi(4, \gamma) < h(\gamma)$ for $\gamma > 0$, and hence the condition $\psi(4, \gamma) > \lambda$ is stronger than $h(\gamma) > \lambda$. Note also that the condition $h(\gamma) > \lambda$ is both necessary and sufficient for $|C \cap L_i|$ to be exponentially large (with high probability).

- The ratio of the total number of 4-tuples in $C \cap L_i$ summing to 0 to the number of trivial 4-tuples with this property is $\|f\|_4^4 / \|f\|_2^4$, where $f$ is the Fourier transform of the characteristic function of $C \cap L_i$. In particular, by [7], since the Fourier transform of $f$ is supported in $L_i$, this ratio is upperbounded (up to lower order terms) by $2^{\psi(4, \gamma) - \lambda}$. Hence for $\gamma$ such that $\psi(4, \gamma) > \lambda$ the second claim of the proposition implies that $\|f\|_4^4 / \|f\|_2^4 \leq 2^{(h(\gamma) - \lambda)} n$, obtaining a tighter estimate than that in [7] in this case. If $\psi(4, \gamma) < \lambda$, the first claim of the proposition shows this ratio to be bounded by a constant, in accordance to the conjecture of [5] presented in [17]. In the boundary case $\psi(4, \gamma) = \lambda$, it is easy to see from the proof of the proposition that the ratio $\|f\|_4^4 / \|f\|_2^4$ is at most subexponential in $n$.

**Proposition 1.7:**

Let $0 < R < 1$. Let $C \subseteq \{0, 1\}^n$ be a pseudorandom linear code of rate $R$. Let $0 < \gamma \leq \frac{1}{2}$ and let $i = \gamma n$. There are two possible cases

1. $\gamma \geq 8^R + 1 - 3\sqrt{8^{2R-1} + 8^{R-1}}$. In this case, we have

$$
\frac{1}{n} \log_2 N_i(C) \lesssim \psi(4, \gamma) + 2h(\gamma) - 3(1 - R).
$$

2. $\gamma < 8^R + 1 - 3\sqrt{8^{2R-1} + 8^{R-1}}$. In this case, we have

$$
\frac{1}{n} \log_2 N_i(C) \lesssim -2\gamma \log_2 \left( \sqrt{8 + 8^{1-R}} - 3 \right).
$$
We pass to the second claim of the proposition. Let follows from the definition of pseudorandom codes. Hence Propositions 1.6 and 1.7 imply that if $C$ is a pseudorandom code and $i$ is sufficiently close to $n/2$, then the number of non-trivial 4-tuples summing to 0 in $C \cap L_i$ is bounded by the corresponding number in a random code of the same rate. It seems instructive to compare this with the claim of Proposition 3.20 in [6], where a similar phenomenon is observed for the cardinality of the $i$th level of a pseudorandom code $C$, in comparison with that of a random code. Note that another way to describe $|C \cap L_i|$ is by counting the number of 2-tuples summing to 0 in $C \cap L_i$.

This paper is organized as follows. We prove Proposition 1.3 and Corollary 1.5 in Section 2. Propositions 1.6 and 1.7 are proved in Section 3. The remaining proofs appear in Section 4.

## 2 Proofs of Proposition 1.3 and Corollary 1.5

### Proof of Proposition 1.3

We start with the first claim of the proposition. Let $C$ be a pseudorandom code of rate $0 < R < 1$, and let $f = \frac{2^n}{C} \cdot 1_C$. Let $q \geq 2$ be integer. Let $0 \leq \epsilon \leq \frac{1}{2}$ such that $\lambda = \lambda(q, \epsilon) = 1 + \frac{1}{q} \cdot \log_2 (\epsilon^q + (1 - \epsilon)^q) \geq R$. Then

$$\frac{1}{n} \log \|f^q\| \leq \frac{1}{n} \mathbb{E}_{\lambda} \log \|\mathbb{E}(f|T)|q\| = \frac{q - 1}{q} \cdot \frac{1}{n} \mathbb{E}_{\lambda} (|T| - r_{C}(T)) \leq \frac{q - 1}{q} \cdot \frac{1}{n} (|T| - r_{C}(T)) + (\lambda - R)n = \frac{q - 1}{q} \cdot (\lambda - R) + o(1).$$

Here the first step is by Theorem 1.2. The second step is by the fact observed in [15] that if $C$ is a linear code then $\log_2 \|\mathbb{E}(f|T)|q\| = \frac{q - 1}{q} \cdot (|T| - r_{C}(T))$. The third step is a simple consequence of the Margulis-Russo formula (see e.g., the discussion in Remark 1.10 in [15]) which implies that the function $m(\lambda) = \mathbb{E}_{T \sim \lambda} (|T| - r_{C}(T))$ is increasing and that $m' \leq n$. The fourth step follows from the definition of pseudorandom codes.

We pass to the second claim of the proposition. Let $f$ be a nonnegative function on $\{0, 1\}^n$ with $\frac{1}{n} \log_2 \|f\| = \frac{q - 1}{q} \cdot (1 - R)$. Let $\delta_x$ be the characteristic function of the point $x \in \{0, 1\}^n$. Observe that for any $x \in \{0, 1\}^n$, $\mathbb{E}( (\delta_x)_{\epsilon} )^q = \mathbb{E} ( (\delta_0)_{\epsilon} )^q$. Since $(\delta_0)_{\epsilon} (x) = e^{2|x|} (1 - \epsilon)^{n - |x|}$, $\mathbb{E}( (\delta_0)_{\epsilon} )^q$ is easily computable, and it equals $2^{-n} \cdot (\epsilon^q + (1 - \epsilon)^q)^n$. Taking this into account, we have

$$\|f^q\| = \mathbb{E} f^q = \mathbb{E} \left( \sum_{x \in \{0, 1\}^n} f(x) (\delta_x)_{\epsilon} \right)^q \geq \sum_{x \in \{0, 1\}^n} f^q(x) \mathbb{E} ( (\delta_x)_{\epsilon} )^q = 2^{-n} \cdot (\epsilon^q + (1 - \epsilon)^q)^n \cdot \sum_{x \in \{0, 1\}^n} f^q(x) = (\epsilon^q + (1 - \epsilon)^q)^n \cdot \|f\|^q.$$
Hence
\[
\frac{1}{n} \log_2 \| f \|_q \geq \frac{1}{q} \log_2 ( (\epsilon^q + (1 - \epsilon)^q) ) + \frac{1}{n} \log_2 \| f \|_q = \\
\frac{1}{q} \log_2 ( (\epsilon^q + (1 - \epsilon)^q) ) + \frac{q - 1}{q} \cdot (1 - R) = \frac{q - 1}{q} \cdot (\lambda - R).
\]

It remains to deal with the case \( q = \infty \). It is easy to see that this case requires no special treatment in the proof of the first claim of the proposition. The second claim can be proved for this case following the same outline as above. The only modification needed is replacing the inequality \( \| f \|_q^q \geq \sum_{x \in \{0,1\}^n} f^q(x) \| (\delta_x)_e \|_q^q \) with the inequality \( \| f \|_\infty \geq \| f \|_\infty \cdot \| (\delta_x)_e \|_\infty \), where \( x \in \{0,1\}^n \) is the point for which \( f(x) = \| f \|_\infty \).

**Proof of Corollary 1.5**

Let \( 0 < R < 1 \). Let \( C \) be a pseudorandom linear code of rate \( R \). Let \( f = \frac{2^n}{|C|} \cdot 1_C \). Let \( \epsilon_0 \) be such that \( 1 + \log_2 (1 - \epsilon_0) = R \). Then for any \( \epsilon \geq \epsilon_0 \) (equivalently, \( 1 + \log_2 (1 - \epsilon) \leq R \)) holds
\[
\frac{1}{n} \log_2 P_{ue}(C, \epsilon) \leq (R - 1) + \frac{1}{n} \log_2 \| f \|_\infty \leq (R - 1) + \frac{1}{n} \log_2 \| f \|_\infty \leq \\
(R - 1) + \frac{1}{n} \mathbb{E}_{T \sim R} (|T| - r_C(T)) \leq R - 1 + o(1).
\]

For the first step see the discussion following the statement of Corollary 1.5 in the introduction. The second step follows from the well-known fact that \( \| f \|_\infty \) decreases in \( \epsilon \) (this is a consequence of the semigroup property of noise operators). The third step follows from Theorem 1.2, the definition of \( \epsilon_0 \) and the fact that \( \log_2 \mathbb{E}(f|T|)\|_\infty = |T| - r_C(T) \). The last step follows from the definition of pseudorandom codes.

**3 Proofs of Propositions 1.6 and 1.7**

**Proof of Proposition 1.6**

Proof:

We will show that for any \( 0 < \gamma \leq \frac{1}{2} \) we have
\[
\left| \frac{1}{n} \log_2 (\mathbb{E} N_i) - \left( \psi(4, \gamma) + 2h(\gamma) - 3\lambda \right) \right| \leq o_n(1)
\]
and for \( \gamma \) such that \( \psi(4, \gamma) > \lambda \) we have \( \sigma^2(N_i) \ll \mathbb{E}^2(N_i) \). More specifically we will show that in this case
\[
\frac{1}{n} \log_2 (\sigma^2(N_i)) < 2 \cdot \left( \psi(4, \gamma) + 2h(\gamma) - 3\lambda \right),
\]
where the strict inequality means that the RHS is larger than the LHS by an absolute constant.

Note that this will imply both claims of the proposition. The first claim will follow by a first moment argument, since \( N_i \) is a nonnegative random variable whose expectation for \( \gamma \) such that \( \psi(4, \gamma) < \lambda \) is exponentially smaller than \( 2^{2(\psi(4, \gamma) - \lambda)n} \). The second claim will follow by a second moment argument.

In the following analysis we use the methods of [11, 18], relying, in particular, on the properties of the function \( \psi \) studied in [11, 7]. We start with estimating the expectation of \( N_i \), and hence their rank is at most \( 2^{\psi(4, \gamma) + 2h(\gamma)n} \). Among these, the number of trivial 4-tuples is about \( 2^{2h(\gamma)n} \), and hence (since \( \psi(4, \gamma) > 0 \) for \( \gamma > 0 \)) it is negligible w.r.t. to the number of non-trivial ones. For a subset \( S \) of \( \{0, 1\}^n \), let \( \text{rank}(S) \) denote the dimension of the subspace spanned by the vectors in \( S \). As observed in [11], the probability that \( S \) is contained in a random code \( C \) is \( 2^{-\text{rank}(S)\lambda n} \). The rank of a non-trivial 4-tuple is 3, and therefore the probability that it is contained in a random code is \( 2^{-3\lambda n} \). The claim about \( E N_i \) follows.

We pass to upper bounding the variance of \( N_i \), when \( \psi(4, \gamma) > \lambda \). Note that in this case \( \psi(4, \gamma) + 2h(\gamma) > 3\lambda \), and hence \( E N_i \) is exponentially large. Let \( U \) be the set of all non-trivial 4-tuples in \( L_i \). Then

\[
E N_i^2 - E^2 N_i = \sum_{S,T \in U} \left( \Pr\{S \cup T \subseteq C\} - \Pr\{S \in C\} \cdot \Pr\{T \in C\} \right) \leq \sum_{S,T \in U: \text{rank}(S \cup T) < 6} \Pr\{S \cup T \subseteq C\} = \sum_{S,T \in U: \text{rank}(S \cup T) < 6} 2^{-\text{rank}(S \cup T)\lambda n}.
\]

We proceed with some case analysis. The cardinality of \( S \cup T \) is between 4 and 8. If \( |S \cup T| = 4 \) then \( S = T \) and the rank of \( S \cup T \) is 3. Hence the contribution of this case to the summation on the RHS is \( |U| \cdot 2^{-3\lambda n} = EN_i \ll E^2 N_i \). The case \( |S \cup T| = 5 \) is impossible, since if two non-trivial 4-tuples summing to 0 intersect in three places, they are identical. Consider the remaining cases. Note first that if \( S \neq T \), then the vectors in \( S \cup T \) satisfy at least two independent linear dependencies, and hence their rank is at most \( |S \cup T| - 2 \). Write \( k \) for \( |S \cup T| \) and \( r \) for \( \text{rank}(S \cup T) \). The above discussion means that we need to consider cases in which \( 6 \leq k \leq 8 \) and \( 3 \leq r \leq k - 2 \). Let \( N(k, r) \) be the number of \( k \)-tuples \( V \subseteq L_i \) of rank \( r \). We will show in each of these cases that

\[
\frac{1}{n} \log_2(\text{E}(N(k, r))) - r\lambda < 2\psi(4, \gamma) + 4H(\gamma) - 6\lambda,
\]

where the strict inequality means that the RHS is larger than the LHS by an absolute constant. This will imply the required upper bound on \( \sigma^2(N_i) \).

The cases we need to consider are \( k = 6, r \in \{3, 4\}; k = 7, r \in \{3, 4, 5\}; k = 8, r \in \{4, 5\} \). (Note that the case \( k = 8 \) and \( r = 3 \) is impossible, since all participating vectors are non-zero.)

We proceed as in the proof of Proposition 3.3 in [18], adhering to the notions and notation introduced in that paper. For \( 1 \leq v \leq \min\{r, k-r\} \), let \( M(r, v) = \max_{(a_1, \ldots, a_v)} \prod_{i=1}^{v} E y_i | K(y_i) | a_i \), where the maximum is taken over all possible integer \( v \)-tuples \( a_1, \ldots, a_v \) which satisfy \( a_d \geq 2 \) for all \( 1 \leq d \leq v \) and \( \sum_{d=1}^{v} a_d = r + v \). Here \( K = K_i \) is the \( i \)th Krawchouk polynomial. The
only fact we need to know about Krawchouk polynomials is that $\|K\|_a \approx \psi(a, \gamma) + \frac{a}{2}h(\gamma)$ (7). Since $k$ in our case is constant and $1 \leq v \leq r \leq k$, it follows from the argument in [18] that $N(k, r) \approx \max_{1 \leq v \leq \min\{r, k-r\}} M(r, v)$.

Next, we claim that $\frac{1}{n} \log_2(N(k, r)) \approx \psi(r-v+2, \gamma) + \frac{r+v}{2}h(\gamma)$. As in [18], this follows easily from the following facts [11, 7]: $\|K\|_a \approx \psi(a, \gamma) + \frac{a}{2}h(\gamma)$; $\psi(2, \gamma) = 0$, $\frac{\psi(a, \gamma)}{a} \text{ increases in } a$.

Hence

$$\frac{1}{n} \log_2(N(k, r)) \approx \max_{1 \leq v \leq \min\{r, k-r\}} \left\{ \psi(r-v+2, \gamma) + \frac{r+v}{2}h(\gamma) \right\} = \psi(r-v^*+2, \gamma) + \frac{r+v^*}{2}h(\gamma),$$

where $v^* = \min\{r, k-r\}$. The second equality follows from the fact that $\frac{\partial \psi(a, \gamma)}{\partial a} < \frac{h(\gamma)}{2}$ (11).

The only case in which $r > k-r$ is the case $k = 7$, $r = 3$. In this case $\frac{1}{n} \log_2(N(k, r)) \approx \psi(2, \gamma) + 3h(\gamma) = 3h(\gamma)$, and we need to verify (after simplification) that

$$3\lambda < 2\psi(4, \gamma) + h(\gamma).$$

This follows from the assumption $\lambda < \psi(4, \gamma)$. In fact, note that since $\psi(2, \gamma) = 0$ and $\frac{\partial \psi(a, \gamma)}{\partial a} < \frac{h(\gamma)}{2}$, we have $h(\gamma) > \psi(4, \gamma)$ and hence in our case $h(\gamma) > \lambda$ as well.

In the remaining 6 cases $r \geq k-r$, and hence $v^* = k-r$ and

$$\frac{1}{n} \log_2(N(k, r)) \approx \psi(2r - k + 2, \gamma) + \frac{k}{2}h(\gamma).$$

We now go over these cases and in each case state what is needed to be verified (after simplification):

1. $k = 6$, $r = 3$: $3\lambda < 2\psi(4, \gamma) + h(\gamma)$.
2. $k = 6$, $r = 4$: $2\lambda < \psi(4, \gamma) + h(\gamma)$.
3. $k = 7$, $r = 4$: $\psi(3, \lambda) + 2\lambda < 2\psi(4, \gamma) + \frac{1}{2}h(\gamma)$.
4. $k = 7$, $r = 5$: $\psi(5, \gamma) + \lambda < 2\psi(4, \gamma) + \frac{1}{2}h(\gamma)$.
5. $k = 8$, $r = 4$: $2\lambda < 2\psi(4, \gamma)$.
6. $k = 8$, $r = 5$: $\lambda < \psi(4, \gamma)$.

It is easy to see that all these inequalities follow from assumption $\lambda < \psi(4, \gamma)$ (and hence $\lambda < h(\gamma)$) and the following properties of $\psi$: $\psi(2, \gamma) = 0$ and $\frac{\partial \psi(a, \gamma)}{\partial a} < \frac{h(\gamma)}{2}$.
Proof of Proposition 1.7

We are going to prove a somewhat stronger claim, in that we are going to bound the total number of 4-tuples summing to 0 in $C \cap L_i$, rather than the number of non-trivial 4-tuples with this property. Let $\tilde{N}_i$ be the number of all such 4-tuples. From now on we bound $\tilde{N}_i(C)$ and hence, a fortiori, $N_i(C)$ for a pseudorandom code $C$.

For a linear code $C$, let $f = |C| \cdot 1_{C^\perp}$. We claim that for any $0 \leq \epsilon \leq \frac{1}{2}$ holds $(1 - 2\epsilon)^4 \cdot \tilde{N}_i(C) \leq \|f\|_4^4$. To see this, we need some facts from Fourier analysis on the boolean cube $[4]$. Recall that $f = \sum_{x \in C} w_x$, where $\{w_x\}$ are the Walsh-Fourier characters, and furthermore that $f_\epsilon = \sum_{x \in C} (1 - 2\epsilon)^{|x|} w_x$. By the properties of Walsh-Fourier characters it follows that

$$\|f_\epsilon\|_4^4 = \sum_{x,y,z,w \in C^\perp : x + y + z + w = 0} (1 - 2\epsilon)^{|x| + |y| + |z| + |w|} \geq \sum_{x,y,z,w \in C^\perp : x + y + z + w = 0, |x| = |y| = |z| = |w| = i} (1 - 2\epsilon)^{4i} = (1 - 2\epsilon)^{4i} \cdot \tilde{N}_i(C).$$

Now let $C$ be a pseudorandom linear code of rate $1 - R$. In this case $C^\perp$ is a pseudorandom code of rate $1 - R$ (see the discussion following Definition 1.1). Hence, $E_{T \sim 1 - R} \left( |T| - r_{C^\perp}(T) \right) \leq o(n)$, and moreover, for any $\lambda \geq 1 - R$ we have $E_{T \sim \lambda} \left( |T| - r_{C^\perp}(T) \right) \leq (\lambda - (1 - R)) \cdot n + o(n)$ (see the proof of Proposition 1.3).

We apply Theorem 1.2 with $q = 4$ to the function $f = |C| \cdot 1_{C^\perp}$. By the above discussion, for any $\epsilon$ such that $\lambda(4, \epsilon) \geq R$ holds

$$\tilde{N}_i(C) \leq \frac{\|f_\epsilon\|_4^4}{(1 - 2\epsilon)^{4i}} \leq 2^{o(n)} \cdot \frac{2^{(\lambda(4, \epsilon) - (1 - R)) \cdot n}}{(1 - 2\epsilon)^{4i}}.$$

Passing to exponents and recalling that $i = \gamma n$ gives

$$\frac{1}{n} \log_2 \left( \tilde{N}_i(C) \right) \leq \min_{\epsilon : \lambda(4, \epsilon) \geq 1 - R} \left\{ 3(\lambda_4 - (1 - R)) - 4\gamma \log_2 (1 - 2\epsilon) \right\}.$$

Next, we investigate the function $g(\epsilon) = 3\lambda(4, \epsilon) - 4\gamma \log_2 (1 - 2\epsilon)$. We need the following auxiliary lemma.

Lemma 3.1:

*For any any $0 < \gamma < \frac{1}{2}$ holds

$$\min_{0 \leq \epsilon \leq \frac{1}{2}} g(\epsilon) = \psi(4, \gamma) + 2h(\gamma).$$

Furthermore, the function $g$ is unimodal on $[0, 1/2]$, decreasing to its point of global minimum $\epsilon_0$ and increasing afterwards, where $\epsilon = \epsilon_0$ is determined by $\gamma = \left( \frac{1}{2} - \epsilon \right) \cdot \frac{(1-\epsilon)^3 - \epsilon^4}{(1-\epsilon)^3 + \epsilon^4}$. 


This lemma is proved in Section 4. We assume its validity and proceed with the proof of the proposition. Note that $\lambda(4, \epsilon)$ decreases from 1 to 0 as $\epsilon$ goes from 0 to 1/2. Let $\epsilon_1$ be determined by $\lambda(4, \epsilon_1) = 1 - R$. There are two possible cases: if $\epsilon_1 \geq \epsilon_0$ then

$$\frac{1}{n} \log_2 \left( \mathcal{N}(C) \right) \leq \min_{\epsilon: \lambda(4, \epsilon) \geq 1 - R} \{ g(\epsilon) \} - 3(1 - R) = \min_{0 \leq \epsilon \leq \frac{1}{2}} \{ g(\epsilon) \} - 3(1 - R) = \psi(4, \gamma) + 2h(\gamma) - 3(1 - R).$$

Otherwise, we get

$$\frac{1}{n} \log_2 \left( \mathcal{N}(C) \right) \leq \min_{\epsilon: \lambda(4, \epsilon) \geq 1 - R} \{ g(\epsilon) \} - 3(1 - R) = g(\epsilon_1) - 3(1 - R) = -4\gamma \log_2(1 - 2\epsilon_1).$$

To complete the proof of the proposition, we verify that $(1 - 2\epsilon_1)^2 = \sqrt{8 + 8^{1 - R} - 3}$ and that $\epsilon_1 \geq \epsilon_0$ iff $\gamma \geq 8^R + 1 - 3\sqrt{8^{2R - 1} + 8R - 1}$. Let $y_0 = (1 - 2\epsilon_0)^2$ and $y_1 = (1 - 2\epsilon_1)^2$. For any $\epsilon$ and $y = (1 - 2\epsilon)^2$ holds $8(e^4 + (1 - \epsilon)^4) = y^2 + 6y + 1$. Hence $y_1$ is determined by $y_1^2 + 6y_1 + 1 = 8^{1 - R}$, or equivalently $y_1 = \sqrt{8 + 8^{1 - R} - 3}$.

The condition $\epsilon_1 \geq \epsilon_0$ is equivalent to $y_1 \leq y_0$. For any $\epsilon$ and $y = (1 - 2\epsilon)^2$ holds $\left(\frac{1 - \epsilon}{\epsilon}\right)^2 = \frac{y^2 + 3y}{y^2 + 6y + 1}$. Hence $y_0$ is determined by $\gamma = \frac{y^2 + 3y}{y^2 + 6y + 1}$, or equivalently

$$y_0 = \frac{6\gamma - 3 + \sqrt{(3 - 6\gamma)^2 + 4\gamma(1 - \gamma)}}{2(1 - \gamma)}.$$

Given this, it is not hard to verify that the condition $y_1 \leq y_0$ is in fact equivalent to $\gamma \geq 8^R + 1 - 3\sqrt{8^{2R - 1} + 8R - 1}$ (we omit the details).

4 Remaining proofs

Proof of Lemma 4.1

We start with a more detailed statement of the lemma.

**Lemma 4.1:** Let $n$ be even, and let $C = C^\perp = \{x = (x_1, x_2), x_1 = x_2\}$. Let $f = |C| \cdot 1_C$. Then for $0 \leq \epsilon \leq \frac{1}{2}$ we have

$$\frac{1}{n} \log_2 \| f \|_2^2 = \frac{1}{2} \cdot \log_2 \left( 1 + (1 - 2\epsilon)^4 \right),$$

and

$$\frac{1}{n} \mathbb{E}_{T \sim \lambda} \log \| \mathbb{E}(f|T) \|_2^2 = \frac{1}{2} \cdot \left( 1 + \log_2 \left( \epsilon^2 + (1 - \epsilon)^2 \right) \right)^2.$$

Furthermore, $\log_2 \left( 1 + (1 - 2\epsilon)^4 \right) < \left( 1 + \log_2 \left( \epsilon^2 + (1 - \epsilon)^2 \right) \right)^2$ for all $0 < \epsilon < \frac{1}{2}$. 
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Proof:
As noted in the proof of Proposition 1.7, we have (recalling $C = C^\perp$) that $f_\epsilon = \sum_{x \in C} (1 - 2\epsilon)^{|x|} w_x$. Hence, by Parseval’s identity,

$$\|f_\epsilon\|^2 = \sum_{x \in C} (1 - 2\epsilon)^{|x|} = \sum_{i=0}^{\lfloor n/2 \rfloor} \binom{n/2}{i} (1 - 2\epsilon)^{2i} = \left(1 + (1 - 2\epsilon)^4\right)^{n/2},$$

proving the first claim of the lemma.

Next, $T \subseteq [n]$ decomposes naturally into $(T_1, T_2)$ and $r_C(T) = |T_1 \cup T_2|$. Hence, for $\lambda = \lambda(2, \epsilon) = 1 + \log_2 (\epsilon^2 + (1 - \epsilon)^2)$, we have

$$\mathbb{E}_{T \sim \Lambda} \log \|\mathbb{E}(f|T)\|^2 = \lambda n - \mathbb{E}_{T \sim \Lambda} r_C(T) = \lambda n - \mathbb{E}_{T \sim \Lambda} |T_1 \cup T_2| = \lambda n - \mathbb{E}_{T \sim \Lambda} \left(|T_1| + |T_2| - |T_1 \cap T_2|\right) = \mathbb{E}_{T \sim \Lambda} |T_1 \cap T_2| - \mathbb{E}_{T \sim \Lambda} |T_1|, \mathbb{E}_{T \sim \Lambda} |T_2| = \frac{n}{2} \cdot \lambda^2,$$

proving the second claim of the lemma. In the last step, note that $R$ is a random subset of $[n/2]$.

Let $y = (1 - 2\epsilon)^2$. Then the third claim of the lemma amounts to proving $\log_2 (1 + y) > \log_2 (1 + y^2)$ for $0 < y < 1$. Let $f(y) = \log_2 (1 + y)$. Then we need to show that $f^2(y) > f(y^2)$. Define $g(z) = \ln f(e^z) = \ln (\log_2 (1 + e^z))$, for $-\infty < z \leq 0$. Then we need to show that $2g(z) > g(2z)$ for $z < 0$. Since $g(0) = 0$ this would follow if we show that $g'' < 0$. In fact, it is easy to see that, up to a positive factor, $g''(z)$ is proportional to $\ln (1 + e^z) - 1 < 0$, completing the proof of the third claim and the proof of the lemma.

Proof of Lemma 3.1
We prove a more general result.

Lemma 4.2:
For any $q \geq 2$ and any $0 < \gamma < \frac{1}{2}$ holds

$$\min_{0 \leq \epsilon \leq \frac{1}{2}} \left\{ (q - 1)\lambda(q, \epsilon) - q\gamma \log_2 (1 - 2\epsilon) \right\} = \psi(q, x) + \frac{q}{2} h(\gamma).$$

Furthermore, the function $g(\epsilon) = (q - 1)\lambda(q, \epsilon) - q\gamma \log_2 (1 - 2\epsilon)$ is unimodal on $[0, 1/2]$, decreasing to its point of global minimum $\epsilon_0$ and increasing afterwards, where $\epsilon = \epsilon_0$ is determined by $\gamma = (\frac{1}{2} - \epsilon) \cdot \frac{(1-\epsilon)^{2q-1} - \epsilon^{q-1}}{1-\epsilon^{2q-1}}$. 

13
Proof: Recalling that $\lambda(q, \epsilon) = 1 + \frac{1}{q-1} \log_2 (\epsilon^q + (1-\epsilon)^q)$, we have $g(\epsilon) = (q-1) + \log_2 (\epsilon^q + (1-\epsilon)^q) - q \gamma \log_2 (1-2\epsilon)$. After some simplification, we get

$$g' \sim \gamma - \left( \frac{1}{2} - \epsilon \right) \cdot \frac{(1-\epsilon)^{q-1} - \epsilon^{q-1}}{(1-\epsilon)^q + \epsilon^q}.$$ 

As shown in Lemma 2.5 in [7], the function $a(p, \epsilon) = (\frac{1}{2} - \epsilon) \cdot \frac{(1-\epsilon)^{p-1} - \epsilon^{p-1}}{(1-\epsilon)^p + \epsilon^p}$ is decreasing from $\frac{1}{2}$ to 0 as $\epsilon$ goes from 0 to $\frac{1}{2}$. It follows that $g$ is unimodal, and that its unique minimum is attained at $\epsilon_0$. By Proposition 2.6 in [7], the value of this minimum is $g(\epsilon_0) = \psi(q, x) + \frac{q}{2} h(\gamma)$.
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