Subdimensional criticality: condensation of lineons and planons in the X-cube model
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We study quantum phase transitions out of the fracton ordered phase of the $\mathbb{Z}_N$ X-cube model. These phase transitions occur when various types of sub-dimensional excitations and their composites are condensed. The condensed phases are either trivial paramagnets, or are built from stacks of $d = 2$ or $d = 3$ deconfined gauge theories, where $d$ is the spatial dimension. The nature of the phase transitions depends on the excitations being condensed. Upon condensing dipolar bound states of fractons or lineons, for $N > 4$ we find stable critical points described by decoupled stacks of $d = 2$ conformal field theories. Upon condensing lineon excitations, when $N > 4$ we find a gapless phase intermediate between the X-cube and condensed phases, described as an array of $d = 1$ conformal field theories. In all these cases, effective subsystem symmetries arise from the mobility constraints on the excitations of the X-cube phase and play an important role in the analysis of the phase transitions.

I. INTRODUCTION AND SUMMARY

Fracton phases\textsuperscript{1–7} are an exciting class of states of matter in three dimensions which defy many expectations for the types of behavior one expects to see in zero-temperature quantum systems. They have subextensively large ground state degeneracy, excitations whose motions are restricted to lie along low-dimensional submanifolds of space, and provide examples of gapped phases not described within the context of conventional topological quantum field theory.\textsuperscript{1}

Fracton phases can be separated into two types, depending on the nature of their excitations.\textsuperscript{1} Type-I fracton phases possess mobile excitations, which are typically lineons or planons that can move along one- or two-dimensional submanifolds of space, respectively. One paradigmatic example of a type-I fracton phase is the X-Cube (XC) model.\textsuperscript{4} Type-II phases by contrast do not have any non-trivial mobile excitations, with Haah’s code\textsuperscript{2} being the classic example.

An important question in fracton physics is where fracton phases may arise in the phase diagrams of various systems. One way of approaching this problem is to examine what sorts of continuous quantum phase transitions can occur between a phase with fracton order and a more conventional phase of matter. This question has already been partially addressed in the literature. Previous works have identified first-order quantum phase transitions out of fracton ordered phases via a range of techniques,\textsuperscript{9–10} and studied the breakdown of fracton order in series expansions.\textsuperscript{11} Ref. 12 exploited a duality to 3d $\mathbb{Z}_N$ gauge theory to propose a continuous transition between the $\mathbb{Z}_N$ XC phase and a trivial gapped phase; we comment on this proposal in Sec. VI. (Here and throughout the paper, we refer to spatial dimension rather than spacetime dimension, unless explicitly stated otherwise.) A recent work introduced the notion of hybrid fracton orders, which combine the fully mobile excitations of 3d topological orders with the restricted-mobility excitations of fracton phases, and found continuous phase transitions between such hybrid phases and fracton-ordered phases.\textsuperscript{13} However, fracton order is present on both sides of these phase transitions. Other recent works have studied continuous quantum phase transitions in two-dimensional systems with subsystem symmetry but without fracton order.\textsuperscript{14–16}

In this work, our focus will be on continuous phase transitions out of fracton orders, where the continuous nature and stability of the phase transitions may be demonstrated rigorously. We will study both critical points, which can be accessed by tuning a single parameter, as well as stable gapless phases proximate to fracton orders. Given that the excitations in a fracton phase have restricted mobility, it is natural to imagine that any putative critical point would necessarily involve a rather unconventional field theory description, perhaps of a similar flavor to the novel types of field theories that have appeared when analyzing fracton phases themselves.\textsuperscript{17–25}

The easiest place to start when thinking about continuous phase transitions out of fracton phases is to examine phase transitions in type-I fracton phases where certain types of excitations with restricted mobility are condensed. In these types of phase transitions, it is however not clear whether or not one should expect a critical point characterized by scale invariance, and to what extent the standard theory of critical phenomena should be applicable.

In this paper we will make some first steps towards addressing these questions. We will focus on what appear to be the simplest examples of continuous phase transitions...
out of fracton orders, viz. various types of condensation transitions in the \(Z_N\) X-Cube (XC) model\cite{4,12}. The nature of the condensed phase varies depending on which type of excitation is condensed. In some of the phase transitions, the condensed phase is trivial, while in others it possesses topological or fracton order (distinct from that of the \(Z_N\) X-cube phase).

Taking inspiration from the many approaches which construct fracton phases by coupling various well-understood lower-dimensional phases together,\cite{12,18,26–31} our approach to studying phase transitions in these models will be to look for critical points, or intermediate gapless phases, which can be understood within the context of 1d or 2d critical phenomena. These critical points and gapless phases arise when condensing planon or lineon excitations of the \(Z_N\) XC model, and can be described as stacks / arrays of familiar 2d / 1d conformal field theories (see figure 1 for a schematic).

An interesting feature of the critical points and gapless phases we study is the emergence of effective subsystem symmetries. By definition, subsystem symmetries are those which act on degrees of freedom lying only in a subspace, which may be a line, a plane, or even a fractal. Subsystem symmetries are interesting in their own right and also play a variety of important roles in the theory of fracton phases. The effective subsystem symmetries in the theories we study arise from the gauge structure of the \(Z_N\) X-cube phase, and are robust to arbitrary perturbations, even though such symmetries are not assumed to be present microscopically.

A summary of this paper is as follows. We start in section II by reviewing some facts about the \(Z_N\) XC model which will be relevant for the following sections. In section III we study what happens when dipoles of fractons, which are planons, are condensed. In order to identify the resulting condensed phases we employ a dual representa-
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**FIG. 1:** A schematic of the phase transitions we consider. Tuning a parameter \(g\) drives a quantum phase transition between the \(Z_N\) X-Cube model and a condensate of non-trivial lineon or planon excitations. The resulting condensed phase is either trivial or is some form of deconfined gauge theory. A critical point or intermediate gapless phase can be described as a stack of 2d or 1d CFTs.

| sector | condensate | condensed phase |
|--------|------------|-----------------|
| lineon | \(e^a\)    | \(Z_{N,2}\) stack |
|        | \(e^{y/z}\) | trivial         |
|        | \(d^z\)    | two \(Z_{N,2}\) stacks |
|        | \(d^{y,z}\) | \(Z_{N,3} + Z_{N,2}\) stack |
|        | \(d^{z,y}\) | \(Z_{N,3}\) |
| fracton| \(d^m\)    | anisotropic model |
|        | \(d^{m,z}\) | \(Z_{N,2}\) stack |
|        | \(d^{m,y}\) | \(Z_{N,3}\) |

**TABLE I:** The phases obtained when condensing various types of excitations in the \(Z_N\) XC model. \(e^a\) denotes a lineon mobile in the \(a\)-direction, while \(d^a\) and \(d^m\) are dipolar bound states of lineons and fractons, respectively, with dipole moment in the \(a\)-direction; see Sec. II for more details. \(Z_{N,d}\) denotes a deconfined \(Z_N\) gauge theory in \(d\) dimensional spaces, a “stack” refers to a decoupled set of theories, and “trivial” refers to a paramagnet lacking any topological order. We have identified continuous phase transitions involving lineon condensation provided that \(N > 4\), and continuous transitions involving dipole condensation provided that \(N > 3\). “Anisotropic model” refers to the model of lineons and planeons discussed in Ref. 32.

tion of the XC model in terms of a generalized gauge theory, which is detailed in section III.A. Condensing fracton dipoles allows single fractons, which in the XC model are immobile, to move freely in directions parallel to the moment of the condensed dipoles. When dipoles with a single direction of dipole moment are condensed the resulting phase is an anisotropic model studied in Ref. 32, when two orthogonal directions of dipoles are condensed one finds a stack of deconfined 2d \(Z_N\) gauge theories, and when all dipoles are condensed the resulting phase is a deconfined \(Z_N\) gauge theory, with single fractons serving as the gauge charges. In section III C we examine the nature of the condensation transition. When \(N < 4\) the condensation transitions are likely to be generically first order, while when \(N \geq 4\) continuous phase transitions exist, and are described by stacks of critical 2d XY models.

Section IV is analogous to the previous section, except we instead consider the condensation of lineon dipoles. When lineon dipoles condense the mobility restrictions on single lineons are relaxed, and single lineons become capable of moving freely in two or three dimensions. When a single orientation of lineon dipole condenses the resulting phase is two interpenetrating stacks of 2d \(Z_N\) gauge theories, when two orientations of dipoles condense one obtains a 3d \(Z_N\) gauge theory and a stack of 2d \(Z_N\) gauge theories, and when all dipoles condense the result is a 3d \(Z_N^2\) gauge theory. These results are summarized in table I, and are obtained by utilizing a generalized gauge theory which makes the nature of the condensed phases
very explicit, and which is explained in detail in section IV A. The condensation phase transitions in this case are exactly the same as those that occur when condensing fracton dipoles.

In section V we discuss the slightly simpler problem of condensing lineons. When only one type of lineon condenses the resulting phase is a stack of 2d \( \mathbb{Z}_N \) gauge theories, while if more condense one obtains a trivial paramagnet. In section VA we introduce yet another generalized gauge theory, which is used to obtain a field theory description of lineon condensation. In sections VB and VC we show that for \( N \leq 4 \) the condensation transition is likely to always be first order, while for \( N > 4 \) it is possible for an intermediate gapless phase to exist in between the X-Cube and condensed phases. This gapless phase is described by an array of strongly coupled Luttinger liquids, and is related to the 3d sliding phases discussed in Ref. 33. The stability of this gapless phase is somewhat delicate, and we argue that (1) by adding inter-chain derivative couplings the phase can be made stable down to very low temperatures and (2) a truly stable phase with more complicated inter-chain couplings should exist in principle.

Finally, section VI contains a conclusion and a brief discussion of some remaining open questions.

II. PRELIMINARIES

Before starting in earnest, we will quickly summarize a few important properties of the \( \mathbb{Z}_N \) X-cube (XC) model,\(^4\)\(^1\)\(^2\) as well as some of the notation that we will be making frequent use of. \( Z, X \) will denote \( \mathbb{Z}_N \) clock and shift operators, which obey the relations

\[
ZX = e^{2\pi i/N} XZ, \quad Z^\dagger X = e^{-2\pi i/N} X Z^\dagger, \tag{1}
\]

where \( N \) will be inferred from context. When discussing microscopic Hamiltonians, we will be making use of various dual representations. These dual representations will be in terms of discrete \( \mathbb{Z}_N \) matter spins and discrete \( \mathbb{Z}_N \) gauge fields. The clock and shift operators for the matter fields will always be written in serif font (\( z, x \)), while those for the gauge fields will always be in mathcal (\( Z, X \)).

The Hilbert space of the \( \mathbb{Z}_N \) XC model is built from \( \mathbb{Z}_N \) spins placed on the links of a 3d cubic lattice. We will write the Hamiltonian for the commuting projector limit of the XC model as

\[
H_{XC} = -g \sum_i (A^\dagger_i + A^\dagger_i + A_i^z) - K \sum_c B_c + h.c. \tag{2}
\]

where the sums over \( i \) and \( c \) run over the sites and minimal cubes of the lattice, respectively. The operators \( A_i^a \) are defined as products of \( Z \) operators over the twelve links of the cube \( c \). Half of the \( X \) and \( Z \) operators appearing in the \( A_i^a \) and \( B_c \) terms are Hermitian conjugated in the manner shown in figure 2, which ensures that all of the terms in (2) commute, and that

\[
A_i^x A_i^y A_i^z = 1 \tag{3}
\]

at every site \( i \).

Sometimes it is convenient to refer to links of the lattice in an oriented manner. We imagine that each link comes with a given orientation in the +\( x \), +\( y \) or +\( z \) direction. Then, denoting by \((ij)\) a pair of nearest-neighbor sites, and letting \( \hat{a} \) be the unit vector pointing from \( i \) to \( j \), we define \( X_{(ij)} = X \) if \( \hat{a} \) is parallel to the link’s given orientation, and \( X_{(ij)} = X^\dagger \) if \( \hat{a} \) is anti-parallel to the given orientation. Note that \( X_{(ij)} = \bar{X}_{(ji)} \). The same notation and conventions are used to define \( Z_{(ij)} \). For simplicity, we will use \( l \) to denote links when keeping track of the orientation is not necessary.

The excitations of the Hamiltonian (2) are divided into two sectors. The first sector consists of lineon excitations and their composites. Single lineons correspond to violations of two of the \( A_i^a \) terms, and come in three species, which we will denote as \( \epsilon^x, \epsilon^y, \epsilon^z \). An \( \epsilon^a \) excitation at a given site \( i \) corresponds to a violation of the two terms \( A_i^a \) and \( A_i^z \), and similarly for \( \epsilon^x, \epsilon^z \). Our convention is that acting on a ground state with \( X_{(ij)} \), where e.g. \((ij)\) is directed along the positive or negative \( x \)-direction, creates an \( \epsilon^x \) lineon at site \( i \) and a \( (\epsilon^y)^\dagger \) antilineon at site \( j \). Each isolated \( \epsilon^a \) lineon may only move along the \( \hat{a} \) direction; any attempts to move it along the directions normal to \( \hat{a} \) necessarily result in the creation of additional excitations. String operators for the lineons are formed from products of \( X_{(ij)} \) operators in their direction of motion. Due to the relation (3), the lineons obey the fusion rule

\[
\epsilon_l^a \epsilon_h^b \epsilon_i^c = 1 \tag{4}
\]

Because of this fusion rule, a lineon \( \epsilon^a \) moving along the \( \hat{a} \) direction may split into an \( (\epsilon^y)^\dagger \) antilineon and an \( (\epsilon^z)^\dagger \) antilineon, and likewise for the other two species.

The mobility of individual and multiple lineons can be understood by viewing \( \epsilon^a \) as carrying a unit \( \mathbb{Z}_N \) charge in each of the two lattice planes that intersect at the \( \hat{a} \) axis along which \( \epsilon^a \) is free to move. (This was discussed in Ref. 34 for the \( \mathbb{Z}_2 \) X-cube model; the generalization
to $\mathbb{Z}_N$ is straightforward.) The $\mathbb{Z}_N$ charge in each plane is conserved in the sense that it cannot be changed by any local operator. This gives rise to effective planar $\mathbb{Z}_N$ subsystem symmetries that will be important in understanding critical points where lineons and their composites condense.

Another interesting feature of the XC model is the behavior of dipolar\(^2\) bound states of lineons. Consider a bound state of a pair of $\hat{e}^a$ and $(\hat{e}^b)^\dagger$ lineons separated by a given distance in the $\hat{a}$ direction, where $a \neq b$. Because the two lineons cannot move in the $\hat{a}$ direction, they cannot move together and annihilate to vacuum, and indeed it can be shown that an isolated dipole of this sort is stable, in the sense that it cannot be destroyed by any local process.\(^3\) One consequence of the fusion rule (4) is that such dipolar bound states may move freely within the plane perpendicular to $\hat{a}$, as they may change the direction of their motion within the plane by having their constituent charges exchange an $\hat{e}^a$ lineon. However motion parallel to $\hat{a}$ is not possible, and consequently such dipolar bound states are planon excitations.

We will denote a “minimal-strength” lineon dipole by $\mathcal{D}_a^e$, where $\hat{a}$ is the normal vector to the plane of motion. Each $\mathcal{D}_a^e$ is built of an $\hat{e}^b$ and an $(\hat{e}^b)^\dagger$ separated by one lattice spacing in the $\hat{a}$ direction, where $b \neq a$. There are no local processes which turn a $\mathcal{D}_a^e$ dipole into a $\mathcal{D}_b^{\neq a}$ dipole. The string operators which move lineon dipoles in their planes of motion are “wireframe operators”, and are given by products of $X_{(ij)}$, operators along the edges of rectangular prism-like shapes. The best way to understand the geometry of these string operators is with a picture – see figure 3 for an example. In terms of planar $\mathbb{Z}_N$ charges as described above, $\mathcal{D}_a^e$ carries $\mathbb{Z}_N$ charges $+1$ and $-1$ in the two planes normal to $\hat{a}$ in which the constituent lineon excitations reside.

FIG. 3: An example of a string operator which moves a $\mathcal{D}_a^e$ lineon dipole (the lattice is not shown for ease of visualization). The pattern of Hermitian conjugates can be determined by comparing to the pattern appearing in the definition of the $B_e$ operator.

The second sector of excitations consists of fractons and their composites. Isolated fractons arise as violations of a single $B_e$ term in $H_{XC}$, and are created with $Z_{ij}$ operators. Acting with $Z_{ij}$ on a ground state creates a configuration of four fractons at the cubes that contain $\langle ij \rangle$ as an edge, with the $\mathbb{Z}_N$ charges of the fractons arranged in a “quadrupolar” pattern. More generally, acting with a product of $Z_{ij}$ operators over all links $\langle ij \rangle$ dual to a rectangular membrane $M$ of dual-lattice plaquettes creates one fracton at each of the four corners of the membrane $M$, as shown in figure 4. A membrane operator supported on $M$ obeys $\mathbb{Z}_N$ commutation relations with lineon string operators that intersect $M$; this fact enables certain types of statistical braiding-like processes to be defined between fractons and lineons.\(^3\,\,^4\)

A single isolated fracton cannot move without creating additional excitations. In more detail, and more generally, the mobility of any collection of fractons can be understood by thinking of each fracton as carrying a conserved $\mathbb{Z}_N$ charge in the three planes normal to $\hat{x}$, $\hat{y}$ and $\hat{z}$ that intersect at its position.\(^3\,\,^4\) As for lineons, local operators carry vanishing planar $\mathbb{Z}_N$ charges. It is important to note that the planar charges carried by lineons and fractons are distinct; these are two independent sectors of excitations.

Similarly to the lineon sector, dipolar\(^4\) bound states of fractons can freely move in the plane normal to their dipole moment. More specifically, by a fracton dipole we mean a pair of fracton and anti-fracton excitations separated along the $x$-, $y$- or $z$-axis. The separation between

---

2 Since lineons are $\mathbb{Z}_N$ objects, the “dipole moment” of two lineons is rather ill-defined. In what follows we will however abuse terminology and refer to a bound state of two lineons on neighboring vertices as a lineon “dipole”.

3 By contrast, if lineon and antilineon are separated in the $\hat{6}$ direction, they can annihilate, and such an excitation is trivial.

4 As with lineons, we will continue to abuse terminology by referring to these bound states as “dipoles”.

---

FIG. 4: A membrane operator supported on the green membrane $M$, which is formed as a product of $Z_{ij}$ operators on the links marked by the purple circles. Acting on a ground state, this operator creates four fractons living on the shaded cubes. Blue cubes have charge $+1$, and red cubes have charge $-1$ (mod $N$).
the two constituent excitations cannot change by a local process, and moreover the dipole cannot move along the direction of its moment. We will denote a “minimal-strength” fracton dipole capable of moving in a plane normal to \( \hat{a} \) as \( \mathcal{v}_m^a \). The constituent fracton and anti-fracton excitations in \( \mathcal{v}_m^a \) are separated by a single lattice spacing along the \( \hat{a} \) direction. There is no local process which can convert a \( \mathcal{v}_m^a \) dipole to a \( \mathcal{v}_m^{ba} \) dipole. Fracton dipoles are moved using products of \( \mathcal{Z} \) phases with lineons which move in their plane of motion, while anti-fracton excitations and their composites as “magnetic” excitations.

Consider first condensing all three types of fracton dipoles. Since fracton dipoles have nontrivial statistical phases with lineons which move in their plane of motion, all of the lineons will be confined in the condensed phase. Nevertheless, the resulting phase is not trivial. Indeed, single isolated fractons remain as well-defined deconfined excitations, as there remains no local process which can create an isolated fracton. Furthermore by absorbing dipoles from the condensate, isolated fractons may now move freely in all three dimensions, via processes like the one shown in figure 6. It is therefore natural to identify the resulting phase with deconfined 3d \( \mathcal{Z}_N \) gauge theory.

We can also contemplate condensing only a certain subset of the \( \mathcal{v}_m^a \) dipoles. First, consider condensing just \( \mathcal{v}_m^x \). The condensate allows isolated fractons to move in the \( \hat{z} \) direction, so that they become lineons. The condensate confines \( \epsilon^x \) and \( \epsilon^z \) lineons, while \( \epsilon^z \) lineons remain deconfined. As before, the \( \epsilon^z \) lineons can pair into \( \mathcal{v}_m^{xy} \) dipoles, which are planons.

Next, consider condensing both \( \mathcal{v}_m^x \) and \( \mathcal{v}_m^y \). This condensate leaves \( \mathcal{v}_m^z \) dipoles deconfined, but confines the rest of the lineon sector. In the fracton sector, isolated fractons can move in both the \( \hat{x} \) and \( \hat{y} \) directions, but remain immobile in the \( \hat{z} \) direction. The deconfined excitations are thus single fractons and \( \mathcal{v}_m^z \) dipoles, both of which are capable of moving only within planes normal to \( \hat{z} \). Since both of these excitations are bosons, the excitation content of the phase obtained this way is the same as a stack of 2d deconfined \( \mathcal{Z}_N \) gauge theories, with the fractons corresponding to the \( e \) excitations and the \( \mathcal{v}_m^z \) dipoles corresponding to the \( m \) excitations. We will see later that this is indeed the correct identification of the condensed phase.

Now we will show how these expectations can be demonstrated explicitly. For simplicity of notation, in what follows we will specialize to the \( N = 2 \) case. The case of general \( N \) is similar, and is presented in appendix A. We will first focus on the case where all species of fracton dipoles condense.

5 In fact, in this case standard 3d \( \mathcal{Z}_N \) gauge theory is the only possibility—the set of 3d topological orders with bosonic gauge charges which have fusion rules given by a group \( G \) are fully enumerated by 3d Dijkgraaf-Witten \( G \)-gauge theories (aka twisted \( G \)-gauge theories),\(^{35}\) which in the case of \( G = \mathcal{Z}_N \) are classified by \( H^4(\mathcal{Z}_N; U(1)) = H^3(\mathcal{Z}_N; \mathcal{Z}) = \mathcal{Z}_1 \), meaning that \( \mathcal{Z}_N \) gauge theory is the only possibility.
Since in the condensed phase fractons become deconfined mobile particles, it is helpful to reformulate the XC model as a generalized gauge theory, where fractons are the gauge charges. To do this it is convenient to perform a duality mapping on the XC model, with the dual representation being formulated in terms of spins living on the dual lattice. In what follows, we will use sans serif symbols to denote elements of the dual lattice, with \( i, l, p, \) and \( c \) standing for dual vertices, links, plaquettes, and cubes, respectively. Our duality mapping involves matter qubits \( x_i, z_i \) living on the vertices of the dual lattice, and gauge qubits \( X_p, Z_p \) living on the plaquettes of the dual lattice. Sometimes it will be convenient to use \( l \) to refer to a unit vector along the given link, and \( p \) to refer to a unit vector normal to the given plaquette, so that for instance \( l \parallel \hat{z} \) denotes a link parallel to \( \hat{z} \), while \( p \parallel \hat{a} \) denotes a plaquette with normal in the \( \hat{a} \) direction.

The duality works in much the same way as that between the \( Z_2 \) toric code and \( Z_2 \) gauge theory coupled to Ising matter,\(^{36}\) with the operators mapping as

\[
X_l \rightarrow X_p, \quad Z_l \rightarrow Z_p \prod_{i \in p} z_i, \quad (5)
\]

where \( p \) is the dual lattice plaquette dual to \( l \), and the product is over the four corners of \( p \). In the dual formulation, there is a Gauss’ law constraint at each vertex \( i \)

\[
x_i = \prod_{p \ni i} X_p, \quad (6)
\]

where the product is over the twelve dual plaquettes meeting \( i \) at a corner. The Hamiltonian in this representation is

\[
H'_{XC} = -K \sum_i x_i - g \sum_{c, \alpha} A^\alpha_c. \quad (7)
\]

Here \( A^\alpha_c \) is a product of \( Z_p \) over four of the six plaquettes in the cube \( c \), excluding the two plaquettes normal to the \( \hat{a} \) direction.

We will now modify this model to include a separate field for fracton dipoles. As such dipoles naturally live on the links of the dual lattice, we introduce a qubit on each link with Pauli operators \( X_l, Z_l \) (not to be confused with the Pauli operators in the original formulation of the XC model, which live on the direct lattice), where \( X_l \) is the dipole number operator and \( Z_l \) creates a fracton dipole at the link \( l \).

Since single fractons carry gauge charge, a dipole at \( l \) should carry gauge charge on the vertices at the two ends of \( l \). We therefore modify the Gauss law constraint to be

\[
x_i \prod_{l \ni i} X_l = \prod_{p \ni i} X_p, \quad (8)
\]

where the products are over all the links and plaquettes neighboring the vertex \( i \). With this Gauss law two fractons at adjacent vertices can be converted into a dipole via the gauge-invariant operator \( x_l Z_l Z_l^{(ij)} Z_i \), and two dipoles with parallel dipole moments can be created on opposite edges \( l, l' \) of a plaquette \( p \) via the gauge-invariant operator \( Z_l Z_p Z_l \).

To analyze what happens when we condense the dipoles, it will be notionally helpful to fix a standard set of links \( l_1, \ldots, l_4 \) for each plaquette of a given orientation. Our conventions for each plaquette are shown in 7, and are such that for any plaquette \( l_1 \) is always parallel to \( l_2 \), and \( l_3 \) is always parallel to \( l_4 \).

We now consider the following Hamiltonian:

\[
H_{con} = -K \sum_i x_i - g \sum_{i, \alpha} A^\alpha_i - h \sum_i X_l - \lambda \sum_p (Z_l Z_p Z_l Z_i + Z_l Z_p Z_i). \quad (9)
\]

The last term proportional to \( \lambda \) is a kinetic energy term for the dipoles, and allows dipoles on links parallel to \( \hat{a} \) to move in planes normal to \( \hat{a} \).

When \( h/\lambda \gg 1 \), we are in the regime where both the dipoles and fractons are gapped, and the gauge field \( Z \) is deconfined. In this limit we are clearly in the same phase as \( H_{XC} \). In the following we will instead be interested in the limit \( h/\lambda \ll 1 \), as in this limit the dipoles are condensed. In this limit the second term in (9) can be dropped without changing the low-energy physics. This is because \( A^\alpha_i \) can be obtained by taking products of the dipole kinetic terms, so that if these terms are set to 1 then so are the \( A^\alpha_i \) terms.

We will now show that in the phase where dipoles are condensed, the Hamiltonian (9) can be transformed into the standard Hamiltonian of \( Z_2 \) gauge theory, plus an unimportant decoupled paramagnet arising from the plaquette gauge fields. For simplicity and to work at a solvable point within the dipole-condensed phase, we set \( h = g = 0 \). Note that if we ignore the plaquette variables \( X_p \), the Gauss law (8) becomes the ordinary \( Z_2 \) gauge
theory Gauss law constraint. Our strategy will therefore be to arrive at the $\mathbb{Z}_2$ gauge theory by performing a unitary transformation designed to eliminate the $X_p$ variables appearing in (8).

To begin, for each plaquette, define the CNOT-like operators

$$ U_p \equiv \left( \frac{1 + Z_{i_1} Z_{l_2}}{2} \right) + \left( \frac{1 - Z_{i_1} Z_{l_2}}{2} \right) X_p. $$

Note that $U_p = U_p^\dagger$ is unitary, and is not gauge invariant — thus we can use it to transform both the Hamiltonian and the gauge constraint.

The unitary $U_p$ conjugates the various Pauli operators as

$$ U_p Z_p U_p = Z_p Z_{i_1} Z_{l_2}, $$
$$ U_p X_{i_1,2} U_p = X_{i_1,2} X_p, $$
$$ U_p X_{i_3,4} U_p = X_{i_3,4}, $$

with other conjugations trivial.

Noting that $[U_p, U_p^\dagger] = 0$, we now perform a unitary conjugation by the operator

$$ \mathcal{U} \equiv \prod_p U_p. $$

While the support of $U_p$ operators on adjacent plaquettes does overlap, $\mathcal{U}$ can be written as a depth-two quantum circuit by dividing the plaquettes into two subsets. The transformed Hamiltonian then takes the form

$$ H'_{\text{con}} = \mathcal{U} H_{\text{con}} \mathcal{U}^\dagger = -K \sum_i x_i - \lambda \sum_p Z_p - \lambda \sum_p Z_p \prod_{l \in p} Z_l. $$

Here the first term proportional to $\lambda$ comes from conjugating terms which hop dipoles between $l_1$ and $l_2$ links, while the second comes from terms which hop dipoles between $l_3$ and $l_4$ links. The product in the final term is over the four links in the perimeter of $p$.

To compute the transformation of the gauge constraint, note that for a given vertex $i$, for each of the twelve plaquettes meeting $i$, one of the links $l_1, l_2$ has $i$ as an endpoint. When the $X_l$ operator on this link is conjugated by $U$, it produces by (11) an $X_p$ operator, which cancels one of the $X_p$’s appearing in the Gauss law. The transformed gauge constraint is therefore

$$ x_i = \prod_{l \ni i} X_l, $$

which is obtained by conjugating both sides of (8) by $\mathcal{U}$. This is exactly the gauge constraint of $\mathbb{Z}_2$ gauge theory.

It only remains to deform $H'_{\text{con}}$ to the standard solvable Hamiltonian for the deconfined phase of $\mathbb{Z}_2$ gauge theory. This can obviously be done without closing the gap simply by freezing out the now gauge-invariant $Z_p$ degrees of freedom in (13), which are gapped and have no dynamics. More precisely, we may introduce a parameter $s \in [0,1]$ and write

$$ H'_{\text{con}}(s) \equiv -K \sum_i x_i - \lambda \sum_p Z_p - \lambda \sum_p (Z_p + s) \prod_{l \in p} Z_l. $$

Clearly at $s = 0$ we have $H'_{\text{con}}(0) = H'_{\text{con}}$, the ground state does not change as a function of $s$, and the gap remains open. At $s = 1$ we have

$$ H'_{\text{con}}(1) = -K \sum_i x_i - \lambda \sum_p Z_p - \lambda \sum_p \prod_{l \in p} Z_l. $$

This is nothing but the usual $\mathbb{Z}_2$ gauge theory in its deconfined phase, stacked with a trivial paramagnet.

Note that the gauge field variables in the condensed phase are precisely the dipole creation operators. This can be argued intuitively: in the condensed phase, single fractons can only move with the help of string operators built from dipoles, and in the gauge theory description these strings become the Wilson lines which render isolated fractons gauge invariant.

### B. Condensing a subset of fracton dipoles

Identifying the nature of the phases obtained when condensing only a subset of the fracton dipoles can be done similarly. We give the details here in the case $N = 2$.

#### 1. Condensing a single orientation of dipoles

Suppose first that we condense dipoles with only a single orientation of dipole moment, which given our conventions is most conveniently chosen to be $\hat{z}$. This can be done simply by using the Hamiltonian (9), but only including $X_l, Z_l$ dipole fields, and the corresponding hopping terms, for links parallel to $\hat{z}$. We thus consider the Hamiltonian

$$ H_{\text{con;} \hat{z}} = -K \sum_i x_i - g \sum_{c} (A_{\hat{z}}^c + A_{\hat{z}}^c) - \lambda \sum_{p \parallel \hat{z}} Z_p Z_{l_1}, $$

where we have left out $A_{\hat{z}}^c$ in the second term on the grounds that it can be written as a product of dipole kinetic energy terms, and where the last term involves a sum over plaquettes with normal vectors perpendicular to $\hat{z}$. Note that the pairs $l_1, l_2$ are parallel to $\hat{z}$ for both orientations of plaquettes with $p \perp \hat{z}$; see figure 7. The Gauss’ law constraint is an appropriate anisotropic version of (8), viz.

$$ x_i \prod_{l \ni i} X_l = \prod_{p \ni i} X_p, $$

or
where the product over \( l \) on the left-hand side is over the two \( z \)-axis links \( l \) that touch the vertex \( i \).

We now perform a unitary transformation with the operator \( U_z = \prod_{l \parallel \hat{z}} U_{l} \), which is the same as the operator \( U \) defined above, except for the omission of plaquettes with unit normal along \( \hat{z} \). After this conjugation, we have

\[
H'_{\text{con;}z} = U_z H_{\text{con;}z} U_z
= -K \sum_i x_i - g \sum_c \left( A^z_c + A^y_c \right) \prod_{l \parallel \hat{z} \in c} Z_l - \lambda \sum_{p \parallel \hat{z}} Z_p. \tag{19}
\]

Importantly, the second term is modified by the transformation, which adds a product of \( Z_l \) over the four \( z \)-axis links \( l \) contained in the cube \( c \). This can clearly be deformed to

\[
H''_{\text{con;}z} = -K \sum_i x_i - g \sum_c \left\{ \prod_{p \parallel \hat{z} \in c} Z_p \left( \prod_{l \parallel \hat{z} \in c} Z_l \right) - \lambda \sum_{p \parallel \hat{z}} Z_p \right\}, \tag{20}
\]

where the first product in the second term is over the two plaquettes on the boundary of the cube \( c \) with normal vectors along \( \hat{z} \). Under conjugation by \( U_z \), the Gauss’ law transforms to

\[
x_i \prod_{l \parallel \hat{z} \ni i} X_l = \prod_{p \parallel \hat{z} \ni i} \lambda X_p. \tag{21}
\]

Here the product on the right-hand side is over the four plaquettes with normals along \( \hat{z} \) that meet \( i \) at a corner.

The Hamiltonian (20) together with the above Gauss constraint is nothing but the “anisotropic model with lineons and planons” discussed in Sec. 5.7 of Ref. 32 (mapped to a generalized gauge theory in the usual way), with the two types of lineon excitations identified in Ref. 32 corresponding here to single fractons and \( e^z \) lineons.

2. Condensing two orientations of dipoles

Consider now condensing dipoles with dipole moments oriented along \( \hat{z} \) and \( \hat{x} \). By exchanging dipoles with the condensate, the fractons in the condensed phase will be able to move along both the \( \hat{z} \) and \( \hat{x} \) directions, and hence the natural expectation is to identify the condensed phase with a decoupled stack of \( Z_2 \) gauge theories.

This is indeed what happens. We include \( X_{l_1}, Z_l \) for \( l \) parallel to \( \hat{z} \) and \( \hat{x} \), but not \( \hat{y} \). The Gauss’ law is thus

\[
x_i \prod_{l \parallel \hat{z} \ni i} X_{l_1} \prod_{p \parallel \hat{z} \ni i} X_p, \tag{22}
\]

where the product on the left-hand side is over the \( x \) and \( z \) links touching \( i \). For the Hamiltonian we take (9) and include only kinetic terms for dipoles oriented along the \( \hat{z}, \hat{x} \) directions. We have, referring to figure 7,

\[
H_{\text{con;}zz} = -K \sum_i x_i - \lambda \sum_{p \parallel \hat{z}} Z_{l_1} Z_{p} Z_{l_2} - \lambda \sum_{p \parallel \hat{y}} Z_p (Z_{l_1} Z_{l_2} + Z_{l_1} Z_{l_2}). \tag{23}
\]

We have again set \( h = g = 0 \), noting that the \( A^z_p \) terms can be obtained as products of the dipole kinetic energy terms that are present. Conjugating with \( U \) as in the analysis of the case where all dipoles condense, we obtain

\[
u H_{\text{con;}zz} U = -K \sum_i x_i - \lambda \sum_{p \parallel \hat{z}} Z_{p} - \lambda \sum_{p \parallel \hat{y}} Z_{p} \prod_{l \parallel \hat{z}} Z_l, \tag{24}
\]

while the Gauss law becomes

\[
x_i = \prod_{l \parallel \hat{z} \ni i} X_{l_1} \prod_{p \parallel \hat{z} \ni i} X_p. \tag{25}
\]

After eliminating the now-trivial \( Z_p \) degrees of freedom, this indeed describes a set of decoupled deconfined \( Z_2 \) gauge theories, stacked along the \( \hat{y} \) direction.

C. Phase transitions

We now turn to studying the critical points that occur between the \( Z_N \) \( X \)-cube phase and the condensed phases described above. We will first focus on what happens when we only condense fracton dipoles with a single orientation of dipole moment, which we take to be along \( \hat{z} \).

To analyze the critical points we can ignore the fracton matter spins \( x, z \), as single fractons remain gapped across the transition. In addition, excitations of the generalized gauge field are gapped across the transition, so we may also ignore fluctuations of the generalized gauge field \( Z_p \). Indeed, we may set \( Z_p = 1 \) and focus on an effective Hamiltonian for the dipole matter alone, provided that we remember to only consider correlation functions of gauge-invariant operators. Since for now we are only interested in condensing \( \psi_m \) dipoles, we only need to retain the corresponding kinetic terms. Thus we can consider the Hamiltonian

\[
H_{\text{stack}} = -h \sum_{l \parallel \hat{z}} X_{l_1} - \lambda \sum_{l_1, l_2 \parallel \hat{z}} Z_{l_1} Z_{l_2} + h.c., \tag{26}
\]

where the \( l_1, l_2 \) links are parallel to \( \hat{z} \) (see figure 7), and where we are again working with \( Z_N \) spins. Since only the spins on the links parallel to \( \hat{z} \) enter into the above Hamiltonian, we see that \( H_{\text{stack}} \) is simply a decoupled stack of 2d \( Z_N \) clock models, with one clock model at each \( z \)-coordinate of the lattice.

In this effective matter theory, the \( Z_N \) planar conservation laws governing mobility of lineons (see Sec. 11) lead to a subsystem symmetry. In particular, the number of dipoles in each \( xy \) plane is separately conserved modulo \( N \).\(^6\) From a formal perspective, this symmetry arises

\(^6\) Strictly speaking, this conservation only holds for local terms; non-local processes that add a dipole to every plane are allowed, because each dipole carries two opposite-sign \( Z_N \) charges in neighboring \( xy \)-planes. A more general statement is the difference in number of dipoles between any two planes is conserved.
from the fact that any local term in the matter theory can be consistently coupled to the generalized gauge field if and only if it is symmetry-invariant.

The critical point of the Hamiltonian (26) is then the same as a decoupled stack of critical 2d $\mathbb{Z}_N$ clock model layers, with the added restriction – coming from gauge invariance – of the effective subsystem symmetry. The allowed operators are precisely those that are invariant under independent $\mathbb{Z}_N$ transformations on each layer.

1. $N = 2$

What happens at the critical point depends on the value of $N$. First, consider the case of $N = 2$. Here the decoupled critical point is built from Ising* CFTs on each layer, where as usual the * denotes the restriction to the $\mathbb{Z}_2$-neutral part of the spectrum. The most relevant way to couple different layers together is through their energy operators, via a perturbation to the fixed-point action of the form

$$\delta S = \sum_{\alpha \neq \beta} g_{\alpha,\beta} \int d^2 x d\tau \varepsilon_{\alpha} \varepsilon_{\beta}, \quad (27)$$

where $\varepsilon_{\alpha}$ is the energy operator on layer $\alpha$. Since the scaling dimension of the energy operator in the 2d Ising model is $\Delta_\varepsilon \approx 1.41 < 3/2$, these couplings are slightly relevant at the decoupled fixed point. In appendix B we argue that there is in fact no stable fixed point to this RG flow, with the result being an instability towards a first-order transition.

2. $N = 3$

When $N = 3$, we have a 3-state Potts model on each layer. The transition in the 3-state Potts model in three space-time dimensions is well-known to be first order, and hence we do not obtain any stable fixed points in this case.

3. $N = 4$

The case of $N = 4$ can be understood by noting that the $\mathbb{Z}_4$ clock model can be mapped to a pair of two decoupled Ising models, written in terms of two $\mathbb{Z}_2$ spins $\mathbb{Z}_1, \mathbb{Z}_2$ (see e.g. 38). The (gauged) $\mathbb{Z}_4$ symmetry acts in this representation as

$$\mathbb{Z}_4 : Z_1 \rightarrow Z_2, \quad Z_2 \rightarrow Z_1 X_1, \quad (30)$$

and as such at the critical point it exchanges the two energy operators $\varepsilon_1$ and $\varepsilon_2$. The operator $\varepsilon_1 + \varepsilon_2$ is therefore gauge-invariant, and since the Ising models are decoupled $\varepsilon_1 + \varepsilon_2$ has the same dimension as the energy operator in a single Ising model. Therefore according to the discussion of the $N = 2$ case above, the decoupled fixed point is again unstable.

4. $N > 4$

When $N > 4$, we describe the critical point on each layer with the action

$$S = \int d\tau d^2 x \left( |\partial \psi|^2 + t |\psi|^2 + \frac{\beta}{4} |\psi|^4 + \frac{g A^{4-N}}{N!} (\psi^4 + (\psi^*)^4) \right), \quad (31)$$

with $\psi$ a complex scalar field. It is known from Monte Carlo simulations that the $\mathbb{Z}_N$ anisotropy term is irrelevant as long as $N > 4$, so that the phase transitions on each layer are in the universality class of the 2+1D XY* model. The most relevant gauge-invariant coupling between the layers is the energy-energy coupling. The energy operator in this case is known to have scaling dimension

$$\Delta_\varepsilon \approx 1.51 > 3/2, \quad (32)$$

and so the decoupled fixed point consisting of a decoupled stack of 2+1D XY* models is (barely) stable.

5. No particle-hole symmetry

For $N > 2$, the discussion above strictly speaking pertains only to models which possess a $\mathbb{Z}_2$ particle-hole symmetry $C$, which acts on the spins of the $\mathbb{Z}_N$ clock models (as well as on the original spins of the XC model) by conjugation with the $N \times N$ matrix $C$, where

$$C = \begin{bmatrix} 1 & 1 & \cdots \vphantom{Z} \\ \vphantom{Z} \vphantom{Z} \vphantom{Z} \vphantom{Z} \cdots & \vphantom{Z} \\ 1 & \vphantom{Z} \vphantom{Z} \vphantom{Z} \vphantom{Z} \end{bmatrix}, \quad C \varepsilon C = \varepsilon^*, \quad C X C = X**. \quad (33)$$

In terms of the coarse-grained field $\psi$ employed above in (31), this sends $C : \psi \rightarrow \psi^*$.

The real matrix $X + X^\dagger$ also has a simple representation in terms of $X_1 \equiv \sigma^x \otimes 1$ and $X_2 = 1 \otimes \sigma^x$, with

$$X + X^\dagger = X_1 + X_2. \quad (29)$$

It is then easy to check that in terms of the $Z_2$ variables, the $Z_4$ clock model Hamiltonian splits as $H_1 + H_2$, where $H_1$ ($H_2$) is an Ising chain Hamiltonian for the $Z_1$ ($Z_2$) variables.

---

7 To see this, we write the $\mathbb{Z}_4$ clock matrix $Z$ in terms of two $\mathbb{Z}_2$ Pauli matrices $Z_1 \equiv \sigma^x \otimes 1, Z_2 \equiv 1 \otimes \sigma^x$ as

$$Z = \frac{1}{\sqrt{2}} (e^{i\pi/4} Z_1 + e^{-i\pi/4} Z_2). \quad (28)$$
This symmetry can be broken for $N > 2$ by letting the parameters $h, \lambda$ in (26) be complex. We are then prompted to consider an action on each layer of the form

$$S = \int d\tau d^2x \left( \bar{\psi} \partial_{\tau} \psi + \frac{1}{2m} |\nabla \psi|^2 + t|\psi|^2 + \frac{u}{4}|\psi|^4 + g\Lambda^{4-N} \left( \psi^N + (\bar{\psi})^N + \cdots \right) \right),$$

where the $C$-breaking first term, which leads to non-relativistic $z = 2$ scaling, is included instead of $|\partial_{\tau} \psi|^2$ on the grounds of it being more relevant. Since $2+1$D is the upper critical dimension for the above model, the RG flow can be accurately computed through a perturbative analysis of the above action (34).

The non-relativistic nature of the theory means that the 1-loop computation of the $\beta$ functions is exact, giving

$$\beta_u = -u^2/2, \quad \beta_g = (4-N)g - ug/2.$$  

The anisotropy is therefore relevant at $N = 3$, marginally irrelevant at $N = 4$, and irrelevant for $N > 4$. When $N = 3$ Ginzburg-Landau theory predicts a first-order transition due to the shape of the potential for $\psi$, and so this case can be ignored. For $N \geq 4$ however, we obtain a nontrivial critical theory describable by the non-relativistic XY* model.

We therefore need to understand the stability of a decoupled stack of non-relativistic XY* models. The most relevant gauge-invariant couplings are again those which couple the energy operators on different layers; in the present notation they read

$$\delta S = \sum_{\alpha, \beta} g_{\alpha, \beta} \int d\tau d^2x |\psi_{\alpha}|^2 |\psi_{\beta}|^2.$$  

The beta function for $g_{\alpha, \beta}$ is similarly exactly computable from the 1-loop term, which gives

$$\beta_{g_{\alpha, \beta}} = -\frac{1}{2} (g_{\alpha, \beta})^2.$$  

Due to the non-relativistic nature of the theory, none of the $g_{\alpha, \beta}$s mix with each other. As a result, the decoupled fixed point is stable, provided that all of the $g_{\alpha, \beta}$s are positive.

Before moving on, we add a brief aside about a subtlety in the above discussion of stability. In the argument above, we have restricted our attention only to the $g_{\alpha, \beta}$ couplings, which are marginal. In principle however, the irrelevant operators we have neglected may drive some of the $g_{\alpha, \beta}$ negative during the initial stages of the RG flow. If this occurs generically, the stability of the proposed fixed point would be called into question.

This worry is not a serious issue in the present context, however. First, note that due to the non-relativistic scaling, the only relevant operators which can renormalize $g_{\alpha, \beta}$ are those containing $\psi_{\alpha}^* \psi_{\alpha} \psi_{\beta}^* \psi_{\beta}$ and no other field operators, the least relevant of which is $(\psi_{\alpha}^* \nabla_i \psi_{\alpha})(\psi_{\beta}^* \nabla^i \psi_{\beta})$, which has an RG eigenvalue of $-2$. Unless the bare value of this term is significantly larger than that of $g_{\alpha, \beta}$, $g_{\alpha, \beta}$ will never be driven negative during the flow. Therefore if we make the (reasonable) assumption that the bare values of these irrelevant operators are not significantly larger than the bare values of the appropriate $g_{\alpha, \beta}$, the above fixed point is indeed stable.

6. Condensing multiple species of dipoles

So far we have only been concerned with condensing a single species of dipole, but the same analysis can be applied when simultaneously condensing multiple species. The starting point for the critical theory is simply multiple decoupled stacks of critical $\mathbb{Z}_N$ clock models, with one stack oriented along the dipole moment vector of each of the condensing dipoles. The effective matter theory again has a subsystem symmetry, where (for local terms) the number of $z$-dipoles is conserved modulo $N$ in each $xy$-plane, and similarly for $x$- and $y$-dipoles. Dipoles with different orientations of dipole moment are separately conserved, because they carry $\mathbb{Z}_N$ planar charges in distinct planes. The discussion of stability of the decoupled critical point is not modified, because the couplings between perpendicular planes are always less relevant than the couplings between parallel planes.

---

8 For example, in momentum-shell regularization with a cutoff $\Lambda$, the only diagrams depending on $\ln(\Lambda)$ are those built from concatenations of one-loop bubbles, meaning that the full beta functions are determined by the one-loop terms.

9 This story is very similar to the analysis of stacks of Fermi liquid ↔ orthogonal metal phase transitions studied in Ref. 41.

10 Note that getting a stable fixed point does not require fine-tuning: we just need to that $g_{\alpha, \beta} > 0$ for all $\alpha, \beta$; we do not require that each of the $g_{\alpha, \beta}$ be tuned to any one particular value.

11 It is instructive to compare the story here with the Kohn-Luttinger instability that occurs in Fermi liquids. In that scenario, irrelevant operators lead to instabilities by renormalizing certain marginal couplings. This occurs however only due to the fact that the bare values of certain marginal terms are naturally exponentially smaller than the bare values of the irrelevant operators which renormalize them. In the present setting, by contrast, the bare values of the irrelevant terms and of the marginal terms they renormalize both scale similarly with the distance between the $\alpha$ and $\beta$ layers.
A. Condensed phases and dual gauge theories

Before discussing concrete Hamiltonians, let us assess our expectations for the condensed phases. First consider condensing a single species of dipole, say $\mathcal{D}_x^e$. In the electric sector, $\mathcal{E}^x$ and $\mathcal{E}^y$ lineons now become capable of moving along the $\hat{z}$ direction, as they can do so by absorbing dipoles from the condensate. An example of a string operator implementing this type of process is shown in figure 8, where an $\mathcal{E}^x$ lineon moves in the $\hat{z}$ direction by absorbing $\mathcal{D}_z^e$ dipoles from the condensate. The $\mathcal{E}^x$ and $\mathcal{E}^y$ lineons still remain distinct excitations however, as there continues to be no local process which converts an isolated $\mathcal{E}^x$ into an isolated $\mathcal{E}^y$. The electric sector thus consists of two types of $\mathbb{Z}_N$ charges, each of which are free to move in planes normal to the $\hat{x}$ and $\hat{y}$ directions.

In the magnetic sector, the condensate gives a tension to the membrane operators creating fractons at their corners in a rather subtle way. For such membrane operators lying in a $xz$-plane, the string operators of the condensed $\mathcal{D}_z^e$ dipoles only fail to commute with the membrane near its edges running along the $x$-direction; an example of such a processes is shown in the left panel of Fig. 9.

This means that the $x$-edges of the membrane acquire a line tension. Similarly, the $y$-edges of membranes lying in a $yz$-plane also get a line tension from the condensate. On the other hand, membranes lying in $xy$-planes get a surface tension, because the string operators of condensed dipoles lying in the same $xy$-plane anticommute with the membrane operator, if the dipole turns a corner anywhere within the area of the membrane; an example is shown in the right panel of Fig. 9. These results imply that isolated fractons, as well as $\mathcal{D}_m^e$ dipoles are confined. However the $\mathcal{D}_m^x/y$ dipoles remain deconfined.

The deconfined excitations of the theory are thus the same as that of two stacks of deconfined 2d $\mathbb{Z}_N$ gauge theories, with one stack oriented along $\hat{y}$ and another along $\hat{x}$. We will see later that the condensed theory is indeed given by two interpenetrating stacks of 2d $\mathbb{Z}_N$ gauge theories.

Now consider condensing a second species of dipole, say $\mathcal{D}_y^e$. Since $\mathcal{D}_y^e$ is a bound state of the gauge charges in two adjacent layers in the gauge theory stack oriented along $\hat{y}$, condensing $\mathcal{D}_y^e$ will turn this stack into a single 3d gauge theory, while leaving the stack oriented along $\hat{x}$ unchanged. We therefore obtain a 3d $\mathbb{Z}_N$ gauge theory (with gauge charge $\mathcal{E}^e$) and a stack of 2d $\mathbb{Z}_N$ gauge theories oriented along the $\hat{x}$ direction (with gauge charges given by $\mathcal{E}^y$ on each layer).

Finally, consider the phase obtained when all the $\mathcal{D}_e^e$’s are condensed. Each $\mathcal{E}^e$ is now free to move in all three directions, and since there is still no local process turning an $\mathcal{E}^e$ into an $\mathcal{E}^y$, a natural assumption is that the condensed phase is a deconfined 3d $\mathbb{Z}_N^3$ gauge theory.

The above logic gives plausible identifications for the condensed phases in each case, but is not completely rigorous. For example, while the electric sector in the phase where all $\mathcal{D}_e^e$ condense is the same as that of $\mathbb{Z}_N^3$ gauge theory, it is not obvious how the magnetic degrees of freedom in the XC model end up organizing themselves into
a $\mathbb{Z}_N^2$’s worth of loop excitations.

To conclusively demonstrate that these expectations are borne out, we will employ a generalized gauge theory construction similar to that used when discussing the condensation of fracton dipoles.

We will first focus on the case where all orientations of dipoles condense. We will furthermore specialize to the $\mathbb{Z}_2$ case for simplicity of notation; the generalization to $\mathbb{Z}_N$ is done using the same methods as employed in Appendix A. According to the discussion above, we expect that the resulting phase will be a deconfined $\mathbb{Z}_2$ gauge theory. To show this, it is helpful to realize the X-ray construction similar to that used when discussing the condensation of fracton dipoles. We will furthermore specialize to $\mathbb{Z}_2$-terms of $H_{XC}$, An illustration of the three different types of $A^{ab}$ operators is given in figure 10. $H'_{XC}$ preserves the constraint (38), since each term contains an even number of $X^i_l$ operators on each link. Moreover, all the terms in $H'_{XC}$ commute with one another.

To see why $H'_{XC}$ is equivalent to $H_{XC}$, we work in the ground state subspace of the $h$-term, where we have the additional local constraint $X^a_l X^b_l = 1$ on each link. (Again, $a \neq b$ and $\hat{a}, \hat{b} \perp l$.) We thus have a single effective qubit on each link, with Pauli operators

$$X^i_l^\mathrm{eff} = X^c_l X^d_l$$

and

$$Z^i_l^\mathrm{eff} = Z^a_l = Z^a_l Z^b_l,$$

where $c \parallel l$. The remaining $g$- and $K$-terms of $H'_{XC}$ are easily expressed in terms of $X^i_l^\mathrm{eff}$ and $Z^i_l^\mathrm{eff}$, and reduce to $H_{XC}$.

As in the case of fracton dipole condensation, in order to condense lineon dipoles while keeping single lineons gapped, it is convenient first to map $H'_{XC}$ to a generalized gauge theory. The gauge theory is constructed by placing three qubits on each vertex and on each link of the lattice. We first discuss the site variables, whose Pauli operators are denoted $X^a_i, Z^a_i$ on each vertex $i$, and $a = x, y, z$. We will see that $Z^a_i$ creates an $e^a$ lineon at the vertex $i$. In accordance with the lineon fusion rules, we impose the constraint

$$Z^x_l Z^y_l Z^z_l = 1$$

at each site.

On each link, the Hilbert space is the same as in the construction of the ungauged model $H_{XC}$, except that we denote the Pauli operators for the three qubits by $\tilde{X}^i_l, \tilde{Z}^i_l$. We impose the same constraint on each link, namely $\tilde{Z}^x_l \tilde{Z}^y_l \tilde{Z}^z_l = 1$. We define operators $\tilde{A}^{ab}_l$ in terms of the $\tilde{X}^i_l$ by the same formula as (40).

To reduce down to the original number of degrees of freedom, we then impose, for each $a \neq b$, the Gauss law constraints

$$x^a_i x^b_i = \tilde{A}^{ab}_i.$$
Note that this is compatible with the constraint (43). Moreover, only two of the three equations in (44) are independent, because taking the product of all three equations gives the triviality 1 = 1.

The mapping is established by the following dictionary between the operators in $H'_{XC}$ and those in the generalized gauge theory:

$$X_i^a X_i^b \Rightarrow \tilde{X}_i^a \tilde{X}_i^b \quad (\text{any pair } a \neq b)$$  \hspace{1cm} (45)

$$Z^a_{(ij)} \Rightarrow \tilde{Z}^a_{(ij)} \tilde{Z}^a_{(ij)} \quad (\tilde{a} \parallel (ij)) \hspace{1cm} (46)

$$Z^b_{(ij)} \Rightarrow \tilde{Z}^b_{(ij)} \tilde{Z}^b_{(ij)} \quad (\tilde{b}, \tilde{c} \perp (ij), b \neq c). \hspace{1cm} (47)$$

Under this mapping, the modified X-cube Hamiltonian $H'_{XC}$ becomes

$$\tilde{H}_{XC} = -g \sum_{i \neq j} \chi_i^a \chi_j^b - K \sum_{c} \prod_{l \in c} \tilde{Z}_l^a - h \sum_{l} \tilde{X}_l^a \tilde{X}_l^b.$$

The operator dictionary tells us that, on a link $(ij)$ \parallel \tilde{a}, the non-gauge-invariant operator $\tilde{Z}^b_{(ij)}$ creates an excitation in the same superselection sector as the $\delta^a_\tilde{a}$ lineon dipole $\tilde{z}_i^a \tilde{z}_j^a$, where $\tilde{b}, \tilde{c} \perp (ij)$ and $b \neq c$. This is so because the gauge-invariant local operator $\tilde{z}_i^a \tilde{Z}^b_{(ij)} \tilde{z}_j^a$ necessarily creates a trivial, locally createable excitation. We also observe that acting with $\tilde{Z}^b_{(ij)}$ violates the $h$-term in $\tilde{H}_{XC}$, and no other terms, so that $h$ can be understood as setting the energy gap for lineon dipoles. Since $g$ controls the gap for single lineons, we can control the single-lineon and lineon-dipole gaps independently in this formulation, as desired. We note that, by the same reasoning as above, acting with $\tilde{Z}^a_{(ij)}$ creates an excitation in the same sector as a pair of $e^a$ lineons separated in the $\tilde{a}$-direction; however, as discussed in Sec. II, such a pair is a trivial excitation.

Now we introduce operators that, when added to the Hamiltonian, will play the role of kinetic energy for the lineon dipoles. Recall that a lineon dipole is a planon, moving in the plane perpendicular to its dipole moment. On each plaquette $p$ lying in the $ab$-plane, we define two operators, $B_p^{ab}$ and $B_p^{ba}$, $B_p^{ab}$ hops a $\delta^a_\tilde{b}$ dipole along $\tilde{b}$, where the dipole consists of a pair of $e^b$ excitations. Similarly, $B_p^{ba}$ hops a $\delta^b_\tilde{a}$ (consisting of a pair of $e^a$'s) along $\tilde{a}$. More concretely, we define

$$B_p^{xz} = \tilde{Z}_i^x \tilde{Z}_i^z \tilde{Z}_i^y \tilde{Z}_i^z \quad (51)$$

$$B_p^{yz} = \tilde{Z}_i^y \tilde{Z}_i^z \tilde{Z}_i^y \tilde{Z}_i^z \quad (52)$$

$$B_p^{zy} = \tilde{Z}_i^y \tilde{Z}_i^z \tilde{Z}_i^y \tilde{Z}_i^z \quad (53)$$

$$B_p^{yx} = \tilde{Z}_i^x \tilde{Z}_i^y \tilde{Z}_i^z \tilde{Z}_i^y \quad (54)$$

These operators are displayed graphically in Fig. 11. The indexing of links in each plaquette is exactly as illustrated for dual lattice plaquettes in Fig. 7. These operators are easily checked to be gauge-invariant. In each term, the two factors of $\tilde{Z}_i^a$ written on the outside of the product create/destroy lineon dipoles, while the two factors of $\tilde{Z}_i^b$ written on the inside are needed to make the term gauge-invariant. We see that for $\tilde{a} \parallel l$, $\tilde{Z}_l^a$ plays the role of a gauge field, while for $\tilde{a} \perp l$, $\tilde{Z}_l^a$ is a matter field creating a lineon dipole. By taking products for instance of $B_p^{xz}$ and $B_p^{yz}$ operators, we can obtain string operators for a $\delta^b_\tilde{a}$ dipole moving along an arbitrary path in the $xy$-plane. Whenever the dipole turns a corner, the string operator contains a factor of $Z_l^b$ with $l \parallel \tilde{z}$, corresponding to the two constituent particles converting from $e^z$'s to $e^y$'s (or vice versa) by exchanging an $e^z$.

The following solvable Hamiltonian condenses all species of lineon dipoles, while keeping single lineons gapped:

$$H_{con} = -g \sum_{i} \sum_{a \neq b} \chi_i^a \chi_i^b - \lambda \sum_{a \neq b \neq c \parallel \tilde{a} \times \tilde{b}} (B_p^{ab} + B_p^{ba}). \hspace{1cm} (55)$$

Here, in the last term, the sum is over plaquettes $p$ lying in the $ab$-plane. In addition to adding the kinetic energy term to $\tilde{H}_{XC}$, we have set $h = 0$ to allow the lineon dipoles to condense and obtain a solvable Hamiltonian. Moreover, we have also set $K = 0$, as the $K$-term can be obtained as a product of the $B_p^{ab}$ kinetic energy operators. It turns out that $H_{con}$ is the $Z_2^3$ gauge theory we expected to find. To see this, we first recall that given the constraint $\tilde{Z}_l^a \tilde{Z}_l^b \tilde{Z}_l^c = 1$, we effectively have two qubits

![FIG. 11: An illustration of the operators $B_p^{ab}$. The indices on each link $l$ denote the corresponding $\tilde{Z}_l^a$ operators.](image-url)
on each link. We define $Z_l^{1,2}, X_l^{1,2}$ Pauli operators for these two qubits, where the upper index will label the two $\mathbb{Z}_2$ gauge theories. Specifically we choose

\begin{align}
Z_l^1 &= \tilde{Z}_l^x, & Z_l^2 &= \tilde{Z}_l^y \quad (l \parallel \hat{x}) \quad (56) \\
Z_l^1 &= \tilde{Z}_l^y, & Z_l^2 &= \tilde{Z}_l^x \quad (l \parallel \hat{y}) \quad (57) \\
Z_l^1 &= \tilde{Z}_l^z, & Z_l^2 &= \tilde{Z}_l^z \quad (l \parallel \hat{z}). \quad (58)
\end{align}

From this choice it follows that $X_l^1 = \tilde{X}_l^z \tilde{X}_l^z$ and $X_l^2 = \tilde{X}_l^y \tilde{X}_l^y$ for $l \parallel \hat{x}$, with similar choices for the two other orientations of $l$. For the lineon matter fields, we define

\begin{align}
x_l^1 &= x_l^1 x_l^2 \quad x_l^2 = x_l^1 x_l^2 \quad (59) \\
z_l^1 &= z_l^1 \quad z_l^2 = z_l^2. \quad (60)
\end{align}

With these choices the Gauss law equations for $ab = xy$ and $ab = xz$ become

\begin{align}
\tilde{A}_{l}^{xy} &= A_l^1 = x_l^1, \quad (61) \\
\tilde{A}_{l}^{xz} &= A_l^2 = x_l^2, \quad (62)
\end{align}

where $A_l^{1,2} = \prod_{p \parallel l} X_l^{1,2}$ is a product over the six links touching $i$. Similarly defining $B_{l}^{x} = \prod_{l \in i} Z_l^{1,2}$, the Hamiltonian becomes

\begin{align}
H_{\text{con}} &= -g \sum_i (x_i^1 + x_i^2) - \lambda \sum_{p \parallel \hat{x}} (B_{p}^1 + B_{p}^2) \\
&\quad - \lambda \sum_{p \parallel \hat{y}} (B_{p}^2 + B_{p}^1) - \lambda \sum_{p \parallel \hat{z}} (B_{p}^1 + B_{p}^2) \quad (63)
\end{align}

This is not quite the standard Hamiltonian for two decoupled $\mathbb{Z}_2$ gauge theories, due to the presence of the $B_l^1 B_l^2$ terms. However, acting on the ground state we clearly have $B_p^1 = B_p^2 = 1$, so the ground state is the same as that of the standard Hamiltonian. Moreover, it is trivial to deform this Hamiltonian to the standard one by the obvious linear interpolation, so $H_{\text{con}}$ is indeed in the same phase as the standard deconfined $\mathbb{Z}_2$ gauge theory.

B. Condensing a subset of lineon dipoles

We can similarly consider what happens when only a subset of the lineon dipoles condense. First consider condensing only a single orientation of dipole, say with dipole moment along $\hat{z}$. To treat this case, we modify (55) as follows:

\begin{align}
H_{\text{con};z} &= -g \sum_i \sum_{a \neq b} x_i^a x_i^b - \lambda \sum_{p \parallel \hat{x}} B_{p}^{xz} - \lambda \sum_{p \parallel \hat{y}} B_{p}^{yz} \\
&\quad - h \sum_{l \parallel \hat{x}} \tilde{X}_l^z \tilde{X}_l^z - h \sum_{l \parallel \hat{y}} \tilde{X}_l^z \tilde{X}_l^z. \quad (64)
\end{align}

Here we include the kinetic energy terms only for $\tilde{d}_l^z$ dipoles, and retain the $h$-terms on $x$- and $y$-links, which keep $\tilde{d}_l^x, \tilde{d}_l^y$ dipoles gapped. The $K$-term is not included as it can be obtained as a product of kinetic energy terms. A similar analysis to that above shows that, in the ground state subspace of the $h$-term, $H_{\text{con};z}$ is precisely two independent stacks of 2d $\mathbb{Z}_2$ gauge theories, stacked along the $\hat{x}$ and $\hat{y}$ directions.

Now consider condensing dipoles with moments along both $\hat{z}$ and $\hat{x}$. In this case we consider

\begin{align}
H_{\text{con};z} &= -g \sum_i \sum_{a \neq b} x_i^a x_i^b - \lambda \sum_{p \parallel \hat{x}} (B_{p}^{xz} + B_{p}^{yz}) \\
&\quad - \lambda \sum_{p \parallel \hat{y}} B_{p}^{yz} - \lambda \sum_{p \parallel \hat{x}} B_{p}^{xz} - h \sum_{l \parallel \hat{x}} \tilde{X}_l^z \tilde{X}_l^z.
\end{align}

This includes kinetic energy terms for $\tilde{d}_l^x, \tilde{d}_l^y$ dipoles, while keeping $\tilde{d}_l^z$ dipoles gapped. Again, a similar analysis shows that this model is in the same phase as a 3d $\mathbb{Z}_2$ gauge theory plus a stack along $\hat{y}$ of 2d $\mathbb{Z}_2$ gauge theories, as expected.

The generalization of these constructions to the $\mathbb{Z}_N$ case is straightforward, and can be done in much the same manner as described in appendix A for the case of fracton dipoles. All the prescriptions for adding Hermitian conjugates to operators are the same as in that case, and as such we will omit the details.

C. Phase transitions

Because we are again condensing excitations that can move in 2d planes, with the number of excitations in each plane separately conserved modulo $N$ (for local processes), the critical points to analyze are the same as those that appeared in section III C. The stability analysis of the critical points is identical to the previous fracton dipole case, and so we will not repeat ourselves.

V. LINEON CONDENSATION

In this section we will discuss what happens when we condense one or more species of the lineons $\epsilon^{x,y,z}$. We will see that when we condense a single species of lineon the resulting phase is a stack of deconfined 2d $\mathbb{Z}_N$ gauge theories, while if more species are condensed the resulting phase is trivial. If $N > 4$, we find that the system enters an intermediate gapless phase upon condensation of lineons, described as an array of strongly-coupled Luttinger liquids. The transition from the XC phase into the gapless phase is expected to be of Berezinskii-Kosterlitz-Thouless (BKT) type.

A. Condensed phases and dual Hamiltonians

Before getting into details let us discuss our expectations for the condensed phases. Consider first condensing a single type of lineon, for example $\epsilon^z$. In the electric
To identify the phase that results upon condensing $\epsilon^x$ lineons, we take only $\lambda^z \neq 0$ with $\lambda^x = \lambda^y = 0$. Moreover, we drop the $A^x_l$ and $A^y_l$ terms in $H_{XC}$, which tend to gap out $\epsilon^x$ lineons and do not commute with the $\lambda^z$ kinetic energy term. We thus arrive at

$$H_{\text{con:z}} = -g \sum_i A_i^z - K \sum_c B_c - \lambda^z \sum_l X_l$$

$$- K' \sum_p B_p + h.c.$$  \hspace{1cm} (67)

Here we have also added a term with coefficient $K'$, where $B_p$ is a product of $X_l$ and $X_l^\dagger$ over the four links in the $xy$-plane plaquette $p$, as shown in Fig. 13. This term corresponds precisely to a process where a pair of $\epsilon^z$ lineons are created, one is moved around a small $xy$-plane loop, and then the pair is annihilated. As discussed above, such a process detects the edges of fracton membrane operators parallel to $\hat{z}$, and so the $K'$ term gives these edges a line tension. Moreover, if the $K'$-term is not added, then an undesirable unstable ground state degeneracy remains.

To analyze $H_{\text{con:z}}$, we first observe that all the terms included commute with one another. We can then set $X_l = 1$ for $l \parallel \hat{z}$, upon which $B_c = B_p B_p^\dagger$, where $p$ (resp. $p'$) is the bottom (resp. top) face of $c$. We see that the $K$-term is redundant and can be dropped in favor of the $K'$-term, giving a stack of $\mathbb{Z}_N$ toric codes as expected.

Now suppose we condense both $\epsilon^z$ and $\epsilon^y$ lineons. This is achieved by the following Hamiltonian:

$$H_{\text{con:yx}} = -K \sum_c B_c - \lambda^x \sum_l X_l - \lambda^y \sum_l X_l. $$  \hspace{1cm} (68)

Here we have completely dropped the $g$-term to allow both species of lineons to condense. Setting $X_1 = 1$ for $l \parallel \hat{x}, \hat{z}$ reduces $B_c$ to a product of $X_l$ over the four links along $\hat{y}$. The resulting model is thus a stack of 2d Ising plaquette models (see e.g. Ref. 4) along the $\hat{y}$-direction. There is a ground state degeneracy associated with breaking of subsystem symmetries, but since we are not imposing these symmetries microscopically, the degeneracy is not robust. Indeed, we can resolve the degeneracy by adding the term $-\lambda^y \sum_l \langle \delta (X_l + h.c.) \rangle$, which results in a trivial gapped phase with a unique ground state. Not coincidentally, this term is the kinetic energy for $\epsilon^y$ lineons, which are automatically condensed, given the fusion rule $\epsilon^x \epsilon^y \epsilon^z = 1$.

To discuss the lineon condensation phase transitions, it is convenient to work in a dual description in terms of $\mathbb{Z}_N$
spins more directly associated to the lineon excitations, following a logic similar to that used when discussing condensation of fracton and lineon dipoles. We will begin by fractionalizing \( X_{(ij)} \) in terms of dual spins that create \( e^a \) lineons.\(^\text{12}\) We do this by writing, for each link \( (ij) \parallel \mathbf{a} \),
\[
X_{(ij)} = z_i^a Z_{(ij)}(z_i^a)\dagger, \quad Z_{(ij)} = X_{(ij)},
\]
(69)
where \( z_i^a \) is to be thought of as creating an \( e^a \) lineon on site \( i \), and where the \( Z_{(ij)}, X_{(ij)} \) are dual gauge field variables. The dual representation of \( X_{(ij)} \) is shown in figure 12. As in section IV, in accordance with the lineon fusion rules, at each site we impose the constraint
\[
z_i^a z_j^b z_i^c = 1.
\]
(70)

The dual representation and the constraint (70) are invariant under the \( \mathbb{Z}_N \) gauge transformations
\[
z_i^a \mapsto \zeta_i^a(\zeta_i^c)^a z_i^c,
\]
(71)
\[
Z_{(ij)} \parallel \mathbf{a} \mapsto (\zeta_i^a)^c Z_{(ij)}(\zeta_i^c)^a,
\]
where the \( \zeta_i^a \) are valued in the \( N \)th roots of unity and \( a, b, c \) are all distinct. The Gauss laws originating from this gauge redundancy are, for each \( a \neq b \),
\[
x_i^a(x_i^b) = X_{(i,i+b)} X_{(i,i+b)}^\dagger X_{(i,i+b)} X_{(i,i+b)}^\dagger,
\]
(72)
where the terms on the RHS are precisely the duals of the \( A_i^a \) operators appearing in \( H_{XCI} \) (c.f. figure 2).

There are two types of gauge-invariant operators that create lineons which will be important in what follows. The first is the dual representation of the \( X_{(ij)} \) operators, which hop \( e^a \) lineons along the \( \mathbf{a} \) direction. The next-simplest term is a “ring-exchange” operator
\[
R_i^a = z_i^a Z_{(i,i+b)}(z_i^a)^b Z_{(i,i+b)}^\dagger Z_{(i,i+b)}^\dagger z_i^b \zeta_i^b \zeta_i^b \zeta_i^b \zeta_i^b
\]
(73)
\[
\times Z_{(i,i+b)}^\dagger Z_{(i,i+b)}^\dagger z_i^b \zeta_i^b \zeta_i^b \zeta_i^b \zeta_i^b,
\]
where as usual \( a, b, c \) are all distinct. This operator creates four \( e^a \) lineons at the corners of a plaquette normal to \( \mathbf{a} \) and with a corner at the site \( i \), and will be seen to play an important role in our analysis of the condensation transition.

The Hamiltonian can now be written as
\[
H_{con} = -g \sum_{a \neq b} (x_i^a)^b x_i^b - K \sum_c B_c - \sum_a \lambda^a \sum_{(ij) \parallel \mathbf{a}} z_i^a Z_{(ij)}(z_i^a)\dagger + h.c.,
\]
(74)
where \( B_c \) is \( B_c \) but with \( Z_{(ij)} \) operators instead of \( X_{(ij)} \) operators. Magnetic excitations are gapped, so as in the previous examples we can ignore fluctuations of the \( Z_{(ij)} \) generalized gauge field, which indeed are not present in (74).

If we set \( Z_{(ij)} = 1 \), we obtain an effective matter theory for the lineons, which is valid when considering correlation functions of local, gauge-invariant operators. This effective matter theory enjoys planar \( \mathbb{Z}_N \) subsystem symmetries, arising from the planar \( \mathbb{Z}_N \) conservation laws for lineons in the X-Cube phase discussed in Sec. II. Concretely, the Hamiltonian and any perturbations are required to be invariant under the transformation
\[
z_i^a \mapsto \zeta_i^b z_i^c \zeta_i^a,
\]
(75)
where \( a, b, c \) are all distinct, and where \( \zeta_i^b \) and \( \zeta_i^c \) are constant within planes normal to \( \mathbf{b} \) and \( \mathbf{c} \), respectively.

\section*{B. Phase transitions for \( N \leq 4 \)}

We now examine the nature of the phase transitions that occur when the lineons condense. We will first consider only the simplest case when a single species of lineon condenses, which as in the previous section we will take to be \( e^z \). We will therefore take \( \lambda^a = (0, 0, \lambda) \), and consider the condensation transition that occurs as a function of \( g/\lambda \).

In this limit, \( x^x, x^y \) both commute with the Hamiltonian (74), and to study the phase transition we may work in the \( x^x = x^y = 1 \) subspace. In this subspace the Hamiltonian (74) clearly reduces to an array of 1d \( \mathbb{Z}_N \) clock model wires oriented along the \( z \) direction, all of which are coupled to the (non-fluctuating) \( \mathbb{Z}_N \) gauge field \( Z_{(ij)} \). In this limit, the critical point is simply described by a decoupled array of 1d critical clock models, with the critical fluctuations occurring on each wire independently.

Of course the limit where the \( \mathbb{Z}_N \) chains are completely decoupled is very fine-tuned, and we are interested in the fate of the decoupled fixed point under generic perturbations respecting the effective subsystem symmetry. This can be determined by performing an RG analysis – if all of the perturbations which couple different chains are irrelevant, the decoupled fixed point will correctly describe the phase transition in a finite region of parameter space. If some of the perturbations are relevant, they may drive the system into a nontrivial coupled fixed point, or may lead to the transition being driven first order. Using our knowledge of the critical properties of the 1d \( \mathbb{Z}_N \) clock model, the RG analysis can be performed straightforwardly. Two classes of terms need to be considered, those which are a) invariant under separate \( \mathbb{Z}_N \) transformations on each wire or are b) built from the ring exchange terms of (73).

\subsection*{1. \( N = 2 \)}

First, consider the case where \( N = 2 \). The decoupled critical point is then described by an array of critical Ising

\footnote{See Ref. 43 for a similar type of duality.}
CFTs. Energy-energy interactions are an important class of couplings between pairs of chains. Labeling the chains by $w$ and assuming translation symmetry, these couplings give us a perturbation to the decoupled fixed point which can be written as

$$\delta S_{\varepsilon} = \sum_{w \neq w'} C_{w-w'} \int dz \, dt \, \varepsilon_{w} \varepsilon_{w'},$$

(76)

where $\varepsilon_{w}$ is the energy operator on the chain $w$ (note that since there is no $z^2$ operator in the 1d Ising CFT, we only sum over $w' \neq w$). Since the critical fluctuations are only in the $z$-$\tau$ spacetime plane, the relevance of $\delta S$ is obtained by comparing the scaling dimension of $\varepsilon_{w} \varepsilon_{w'}$ to 2. Since the dimension of the energy operator in the 1d Ising model is 1, the couplings $C_{w,w'}$ are all marginal at tree level.

However, it is unnecessary to actually compute the beta functions for the $C_{w,w'}$ couplings. This is because there is another gauge-invariant coupling which is relevant, which as we will see destabilizes all of the decoupled critical points when $N \leq 4$. This is the ring-exchange term (73), which at the critical point is written as (dropping the $Z$ gauge fields as they do not affect calculations of scaling dimensions at the critical point)

$$\delta S_{r} = r \sum_{i,a} \int dz \, dt \, R_{i}^{a}$$

$$\rightarrow r \sum_{w_{1},...4} \int dz \, dt \, \sigma_{w_{1}} \sigma_{w_{2}} \sigma_{w_{3}} \sigma_{w_{4}},$$

(77)

where $\sigma_{w}$ is the spin operator on wire $w$ and the notation $w_{1},...4 \in \square$ means a sum over configurations of four wires $w_{1},...4$ whose $x, y$ coordinates form the corners of a square with unit normal along $\hat{z}$. Since the scaling dimension of $\sigma$ is $\Delta_{\sigma} = 1/8$, the scaling dimension of the above term is

$$\Delta_{r} = 4 \Delta_{\sigma} = \frac{1}{2} < 2,$$

(78)

which is very relevant. Higher-order contributions to the beta function for $r$ do not lead to fixed points accessible at small couplings. We therefore conclude that the transition is likely generically first-order, in agreement with suggestions from numerics.\(^9\) The same conclusion holds when multiple species of lineons condense simultaneously.

2. $N = 3$

3. $N = 4$

Next up is $N = 4$. While in this case there is a one-parameter critical line of fixed points (the Ashkin-Teller line), the scaling dimension of the spin operator on each chain is always $\Delta_{\sigma} = 1/8$.\(^{45}\) As such the ring-exchange term is again relevant, and destabilizes the decoupled critical point.

C. Phase transitions for $N > 4$

For $N > 4$, the 1d chains are more conveniently dealt with using a continuum XY description.\(^{16}\) We do this by writing the $z^2$ and $x^2$ variables as exponentials of slowly-varying fields $\Phi_{w}(z)$ and $\Theta_{w}(z)$, so that in the IR near the phase transition we have the approximate identifications

$$z_{w}(z) \sim \exp (i \Phi_{w}(z)),$$

$$x_{w}(z) \sim \exp \left( \frac{1}{N} \partial_{i} \Theta_{w}(z) \right) = \exp \left( \frac{2\pi}{N} \pi \Phi_{w}(z) \right),$$

(79)

where $\pi \Phi_{w} = \frac{1}{2} \partial_{z} \Theta_{w}$ is the momentum conjugate to $\Phi_{w}$, and where a suitable continuum limit is taken in the $\hat{z}$ direction, assuming a continuous transition. The $Z_N$ nature of the problem can be accounted for by including a $Z_N$ anisotropy term $\cos(N \Phi_{w})$ in the action.

The most general action for the putative fixed point can then be written as $S = S_{0} + S_{I}$, where $S_{I}$ contains interactions and where the first term represents a non-interacting quadratic fixed point:

$$S_{0} = \frac{1}{4\pi} \sum_{w,w'} \int dz \, dt \left( 2 \delta_{w,w'} \partial_{\tau} \Phi_{w} \partial_{z} \Theta_{w'} + g_{w-w} \partial_{z} \Theta_{w} \partial_{z} \Theta_{w'} + \eta_{w-w} \partial_{z} \Phi_{w} \partial_{z} \Phi_{w'} \right),$$

(80)

where we have assumed translation invariance for the interchain derivative couplings $g_{w-w'}, \eta_{w-w'}$.

$S_{I}$ contains the $Z_{N}$ anisotropy and further cosines in $\Phi_{w}, \Theta_{w}$ allowed by gauge invariance, with the most important ones for the present problem being

$$S_{I} = a^{-2} \int dz \, dt \left[ u \sum_{w} \cos(N \Phi_{w})$$

$$+ r \sum_{w_{1},...,w_{4} \in \square} \cos(\Phi_{w_{1}} - \Phi_{w_{2}} + \Phi_{w_{3}} - \Phi_{w_{4}})$$

$$+ s \sum_{w} \cos(\Theta_{w}) + \cdots \right],$$

(81)

where $a$ is the lattice spacing. Despite the fact that we naively need $u \rightarrow \infty$ to enforce the $Z_{N}$ nature of the problem, $u$ can in fact be treated perturbatively.\(^{13}\)

\(^{13}\) This can be shown by requiring that the known physics of the XY model be recovered in the $N \rightarrow \infty$ limit; see Refs. 47,48.
1. Decoupled limit

Let us first compute the scaling dimensions of the terms in $S_I$ in the case where there are no interchain derivative couplings, i.e. let us first consider setting

$$g_{w-w'} = g\delta_{w,w'}, \quad \eta_{w-w'} = \eta\delta_{w,w'}.$$  

(82)

The scaling dimensions of the most relevant gauge-invariant cosines are then found to be

$$\Delta_v = \frac{N^2}{2R^2},$$  

$$\Delta_\tau = \frac{2}{R^2},$$  

$$\Delta_\eta = \frac{2}{R^2},$$  

(83)

where we have defined

$$R^2 \equiv \sqrt{\eta/g}.$$  

(84)

The relevance of a given term in $S_I$ is determined by comparing the appropriate scaling dimension to two. When the field term is small, so that the lineons are not condensed, $R^2$ is also small. Here the $\cos(\Theta_w)$ operators are relevant, pinning the values of the $\Theta_w$ fields. This regime occurs for $R^2 < 4$. In the limit of large field where the lineons are condensed, $R^2$ is large, and here the $\cos(N\Phi_w)$ term is relevant. This happens for $R^2 > N^2/4$.

In the absence of the ring exchange term this would give an intermediate massless regime for $4 < R^2 < N^2/4$ with no relevant perturbations. However, we see that the ring exchange term is relevant for all $R^2 > 1$, meaning that there is in fact no choice of $R^2$ for which all three terms in (83) are irrelevant.

It remains to understand the nature of the intermediate $R^2$ regime when the ring exchange term is the dominant relevant perturbation. What happens in this case is explained in appendix C. In brief, we find that the ring-exchange term leads to a putative fixed point corresponding to an anisotropic version of the exciton Bose liquid, but that the three-dimensional nature of the problem produces an instability with respect to lineon dipole condensation. We then conclude that when the ring exchange term dominates, the transition is expected be first order.

2. General derivative couplings

That the decoupled fixed point is destabilized by the ring-exchange terms does not necessarily mean that there do not exist stable fixed points described by the quadratic action (80) — it only means that any such fixed point must owe its existence to interchain derivative couplings which frustrate ring-exchange processes. In this section we show numerically that a relatively simple choice for the derivative couplings can be made which renders the Gaussian fixed point stable with respect to low-body finite-range cosines. Whether or not the chosen couplings ensure stability with respect to all possible deformations is a more complicated question, which we leave to future work. However, we also argue that there exist other, more complicated, choices of interchain couplings that result in a truly stable fixed point.

We begin by Fourier transforming in the $x,y$ directions normal to the chains, writing $S_0$ as

$$S_0 = \frac{1}{4\pi} \int \frac{d^2q}{(2\pi)^2} \int dz \, d\tau \left[ 2\partial_\tau \Phi_q^* \partial_\tau \Theta_q - \frac{1}{R_q^2} \partial_\tau \Theta_q^* \partial_\tau \Theta_q + R_q^2 \partial_\tau \Phi_q^* \partial_\tau \Phi_q \right],$$  

(85)

where the $q_\tau$ and $q_y$ momentum integrations run over $[0,2\pi]$ (with the interchain spacing set to unity), and where we have defined

$$v_q \equiv \sqrt{\eta_q/g_q}, \quad R_q^2 \equiv \sqrt{\eta_q/g_q}. $$  

(86)

For stability we require that the couplings be chosen so that $0 < R_q^2 < \infty$ for all $q$: in what follows we will assume that this is the case.

The scaling dimensions of perturbations to this fixed point can be computed as various integrals of $R_q^2$-dependent functions. Therefore to demonstrate the existence of a stable fixed point, all that remains is to find an appropriate choice of $R_q^2$ which renders all the allowed perturbations irrelevant. The problem of finding such a function $R_q^2$ is very closely related to the problem of constructing examples of “sliding Luttinger liquids”, which are anisotropic metallic phases built from strongly coupled arrays of Luttinger liquids.

At the fixed point (85), general cosines of the $\Phi$ and $\Theta$ variables have scaling dimensions

$$\Delta_{\cos(\sum_w \alpha_w \Phi_w)} = \frac{1}{2} \int \frac{d^2q}{(2\pi)^2} |\alpha_q|^2 R_q^2, $$  

$$\Delta_{\cos(\sum_w \beta_w \Theta_w)} = \frac{1}{2} \int \frac{d^2q}{(2\pi)^2} |\beta_q|^2 R_q^2, $$  

(87)

where $\alpha_w, \beta_w$ are integer-valued functions of the wire index $w$, which are non-zero only for finitely many $w$.

The simplest gauge-invariant cosines are $\cos(N\Phi_w)$, $\cos(\Theta_w)$, $\cos(\Theta_w - \Theta_{w+a})$, and $\cos(R^0_w)$, where now the more general ring-exchange operator $R_{ab}$ is defined as (again omitting the unimportant $Z$ gauge field)

$$R_{ab} = \Phi_w - \Phi_{w+a} + \Phi_{w+a+b} - \Phi_{w+b},$$  

(88)

where $a \perp b$ form the edges of a rectangle (see figure 14). Using the above formula, we see that these have the
The dimensions of the first two operators in (89) are easy to compute, and are

\[
\Delta_{\cos(N\Phi)} = \frac{N^2}{2R_q^2},
\]

\[
\Delta_{\cos(\Theta_{\omega})} = \frac{R_q^2}{2},
\]

\[
\Delta_{\cos(\Theta_{\omega-\omega+a})} = \frac{1}{2} \int \frac{d^2q}{(2\pi)^2} \frac{R_q^2}{2} (1 - \cos(a \cdot q)),
\]

\[
\Delta_{\cos(R^{ab})} = \frac{1}{2} \int \frac{d^2q}{(2\pi)^2} \frac{|1 - e^{-i\eta q} - e^{-i\eta b a + e^{i(a+b)}q^2}|^2}{2R_q^2}.
\]

By taking \( N \) large enough we see that we can always make the first term (the \( Z_N \) anisotropy) irrelevant; hence we can ignore it for the time being. For the remaining terms, we see that in order to make the above scaling dimensions large we should take \( R_q^2 \) to be a) everywhere nonzero, b) small at the wavevectors where the numerator in the integrand of the expression for \( \Delta_{\cos(R^{ab})} \) is small, and c) large enough at other wavevectors so that the cosines of \( \Theta \) are kept irrelevant.

We will not concern ourselves with a completely general analysis of which functional forms of \( R_q^2 \) do the job, and will be content with simply demonstrating that one particular choice of \( R_q^2 \) works.

One such choice, which was employed in Ref. 33 in the context of a slightly different problem, is

\[
R_q^2 = \eta_0 \left( 1 + \eta_1 [\cos(q_x) + \cos(q_y)] + \eta_2 \cos(q_x) \cos(q_y) \right)^2,
\]

with \( \eta_0 > 0 \). For stability \( R_q^2 \) must be nonzero for all \( q \), which ends up restricting \( \eta_1, \eta_2 \) to be such that

\[
-\frac{1}{2} < \eta_1 < \frac{1}{2}, \quad 2|\eta_1| - 1 < \eta_2 < 1.
\]

The dimensions of the first two operators in (89) are easy to determine for their stability, as there may be more complicated higher-body / longer-range operators which are relevant. Note that as a matter of principle it is always possible to construct a stable fixed point with sufficiently complicated interchain interactions, as was shown in Ref. 51. In that work, authors showed that a single quantum wire of interacting bosons has a stable gapless “perfect metal” phase, where all cosine operators are irrelevant, when the number of
channels is $8k$, with $k \geq 3$. The action is quadratic and crucially involves interchannel derivative couplings, as in $S_0$ of (80). It was also pointed out that arrays of such perfect metals give rise to stable gapless phases in 2d and 3d. In the present case, we can employ these results by bundling the wires of our model into groups of 24 (which breaks full translation invariance), and choosing inter-channel couplings within each bundle to put it in a perfect metal phase. The resulting system of decoupled bundles is then a stable gapless phase.

Even with the present choice of relatively simple interchain couplings, any relevant cosines must necessarily involve rather high-body interactions\textsuperscript{14} and / or involve very long-range interchain couplings. Therefore as in the case of the “almost perfect metals” of Ref. 52, any relevant deformations are likely to have very small bare values, meaning that the examples constructed above will only show instabilities at very low temperatures.

With the aforementioned caveats about stability in mind, we thus arrive at a scenario where the XC model is separated from the condensed phase by a massless critical phase extending over a finite region of parameter space. The transition from the XC phase to the intermediate massless region is likely to be of BKT type, since the cosine $\cos(\theta)$. The nature of the transition from the massless region to the condensed phase is not completely clear, and may depend on the type of operator which becomes relevant at the transition.

Finally, we note that although in this section we have only considered the transitions that occur as a single species of lineon is condensed, the generalization to the case where multiple species condense simultaneously is straightforward, due to the fact that couplings between perpendicular wires are always less relevant than those between parallel wires. In particular, when multiple lineons condense we continue to find no stable fixed points for $N \leq 4$.

VI. DISCUSSION

In this paper we have discussed various types of condensation transitions in the $\mathbb{Z}_N$ XC model, with the phases on both sides of the transitions described in terms of various types of gauge theories. We have identified continuous condensation phase transitions, and intermediate gapless phases, provided that $N > 4$, although our analysis does not rule out the existence of continuous transitions for smaller $N$. Clearly there is a lot more work along these lines that may be done.

One obvious extension of the present work is to consider similar decoupled critical points in other fracton models, and to understand them using our existing knowledge of 1d and 2d critical phenomena. This strategy is likely to yield many other interesting examples.

One interesting question to ask is then whether or not there exists a continuous phase transition between a fracton phase and a phase without fracton order, where the critical modes at the transition fluctuate in the full four-dimensional spacetime. In fact, one such critical point was proposed in Ref. 12. This work discussed the transition between the XC model and decoupled stacks of two-dimensional $\mathbb{Z}_N$ gauge theories. Based on a duality between a model of coupled $\mathbb{Z}_N$ gauge theory layers and a 3d $\mathbb{Z}_N$ gauge theory, it was proposed that this transition is first order for $N \leq 4$, but that there may be a continuous transition out of the XC phase for $N > 4$. This transition is dual to that between the deconfined phase of 3d $\mathbb{Z}_N$ gauge theory and a massless Coulomb phase, which was claimed to be continuous in early Monte Carlo studies.\textsuperscript{53} However, we believe that this transition is in fact likely weakly first order. Indeed, starting from the Coulomb phase, one may obtain the $\mathbb{Z}_N$ gauge theory by condensing electric particles with charge $N$. If we assume a second order transition, the critical point can presumably be described by a charge-$N$ Higgs field coupled to a $U(1)$ gauge field. The Higgs transition with $n \lesssim 365$ flavors in 3d is however generically made first order by fluctuations,\textsuperscript{54} and hence the transition from the XC model to the intermediate massless phase is also likely to be weakly first order.

One possible route to a continuous transition with 3d character could potentially lie in Higgs transitions into the XC phase, of the type studied in Refs.\textsuperscript{55,56} The non-standard dispersion of the matter fields in these examples may help to stabilize against a fluctuation-induced first-order transition, although the ultimate character of the phase transition may also end up being quasi 2d. Another possible route lies in finding a theory where the decoupled fixed point is unstable, but can be shown to flow to a stable fixed point with nontrivial couplings between different planes / chains. We leave a more detailed treatment of these possibilities to future work.
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FIG. 16: A reference for the pattern of Hermitian conjugations appearing in the Gauss law (A1). Links shaded in orange denote $X_l^\dagger$ operators, and those shaded in teal denote $X_l$ operators. Each orange plaquette denotes a $X_p^\dagger$ operator, and the unshaded plaquettes denote $X_p$ operators.

Appendix A: $\mathbb{Z}_N$ fracton dipole condensation

In this appendix we discuss how the generalized gauge theory employed in the discussion of fracton dipole condensation in section III A is generalized to the $\mathbb{Z}_N$ case. The generalization is rather straightforward, with the difficulties lying only in keeping track of the correct ways to take Hermitian conjugates in various expressions.

As in section III A we dualize the XC model by writing it in terms of $\mathbb{Z}_N$ matter qubits $x, z$ on the vertices $i$ of the dual lattice, and $\mathbb{Z}_N$ gauge qubits $X, Z$ on the plaquettes $p$ of the dual lattice.

We then add additional $\mathbb{Z}_N$ qubits $X, Z$ on the links of the dual lattice which represent the dipole degrees of freedom. The gauss law reads, in analogy to (8),

$$x_i = \prod_{l,p \in \partial_i^{\text{out}}} X^\dagger_l X_p \prod_{l',p' \in \partial_i^{\text{in}}} X^\dagger_{l'} X_p.' \quad \text{(A1)}$$

Here $\partial_i^{\text{out}}$ consists of the collection of outward-oriented plaquettes and links neighboring $i$, while $\partial_i^{\text{in}}$ consists of the inward-oriented plaquettes and links. Here outward-oriented (inward-oriented) plaquettes are those whose centers have coordinates with respect to $i$ which are all of the same sign (of different signs), and are indicated as shaded (not shaded) in figure 16. Outward-oriented links are those oriented parallel to the coordinate axes (orange in figure 16), and inward-oriented links are those oriented anti-parallel (cyan in figure 16).

With this notation and the above Gauss law, the gauge-invariant kinetic terms which hop dipoles across a given plaquette are then $\mathbb{Z}_p Z_l Z_{l'}^\dagger$ and $\mathbb{Z}_p Z_{l'} Z_l^\dagger$, together with their Hermitian conjugates. The correct $\mathbb{Z}_N$ generalization of the Hamiltonian (9) is then

$$H_{\text{con}} = -g \sum_i x_i - h \sum_l X_l - \lambda \sum_p \mathbb{Z}_p (Z_l Z_{l'}^\dagger + Z_{l'} Z_l^\dagger) + h.c, \quad \text{(A2)}$$

where as before we have ignored the dual representation of the $A^a_i$ terms, which will not be important for discussing the condensed phase.

To demonstrate that $H_{\text{con}}$ above is equivalent to the Hamiltonian for deconfined $\mathbb{Z}_N$ gauge theory in the $h/\lambda \to 0$ limit, we again need to perform a unitary transformation which decouples the plaquette degrees of freedom. This is done by directly generalizing the analysis of the $\mathbb{Z}_2$ case.

To begin, define the operators

$$\Pi_{pk} = \frac{1}{N} \sum_{m \in \mathbb{Z}_N} (Z_{l'} Z_l^\dagger)^m e^{ikm}, \quad \text{(A3)}$$

which form a complete set of Hermitian projectors. Now define the unitaries

$$U_p = \sum_k \Pi_{pk} X_p^k, \quad \text{(A4)}$$

FIG. 17: The kinetic terms employed when condensing dipoles (plus their Hermitian conjugates, not shown). The standard labeling of $l_1, ..., 4$ for each orientation of plaquette is indicated in the left column.
ical 2d Ising models are always unstable with respect to interlayer interactions that preserve the $\mathbb{Z}_2^L$ subsystem symmetry

$$Z_2^L : \psi_i \mapsto f_i \psi_i, \quad f_i \in \{1, -1\},$$

where $\psi_i$ is the Ising field on layer $i$.

We will address this question within the context of the $\varepsilon$ expansion. Our starting point is then the critical action

$$S = \int d^3x \left( \frac{1}{2} \sum_{i=1}^L (\partial \psi_i)^2 + \frac{\Lambda}{8} \sum_{i,j=1}^L \psi_i^2 \psi_j^2 g_{i,j} \right),$$

where the couplings $g_{i,j}$ are symmetric and dimensionless, $\Lambda$ is a UV cutoff, and where the absence of mass terms denotes tuning to the critical point.

Enumerating all the symmetric RG fixed points for even moderately small $L$ is essentially impossible, since the symmetry group $\mathbb{Z}_2^L$ possesses many quartic invariants. However, since we are only interested in symmetric fixed points which are stable (viz. those which have no relevant quartic terms), the situation becomes much more tractable. This is because we may take advantage of powerful results about the properties of 1-loop beta functions, which follow from interpreting the RG flow as a gradient flow on the space of quartic couplings.

In the following we will make use of two facts. The first is that for any subgroup $H \subset O(L)$ (we will be concerned with $H = \mathbb{Z}_2^L$), there is at most one stable $H$-symmetric fixed point.\textsuperscript{57,58} The second is that the action of $O(L)$ on the $g_{i,j}$ couplings maps fixed points to fixed points, since for the purposes of calculating the beta functions $O(L)$ transformations are simply redundant relabelings of the fields.

These two facts mean that if the $g_{i,j}$ couplings describe a stable symmetric fixed point, the $g_{i,j}$ must be invariant under the action of any $O(L)$ transformation which preserves the $\mathbb{Z}_2^L$ symmetry (otherwise the fixed point would not be unique). In particular, consider the action of $\sigma \in S_L \subset O(L)$ on a given $\mathbb{Z}_2^L$-invariant coupling $g_{i,j}$. The action of $\sigma$ takes $g_{i,j} \mapsto g_{\sigma(i),\sigma(j)}$, and therefore a necessary condition for $g_{i,j}$ to give a $\mathbb{Z}_2^L$-stable fixed point is for $g_{\sigma(i),\sigma(j)} = g_{i,j}$ for all $\sigma \in S_L$. This means that any symmetric stable fixed point will have couplings of the form

$$g_{i,j}^* = (g_0 - h) \delta_{i,j} + h$$

for some constants $g_0, h$. If $h \neq 0$ this set of couplings gives very non-local interactions, as it contains all-to-all quartic interlayer couplings. On physical grounds we may then be justified in restricting our attention to $h = 0$. However, even in the general case with nonzero $h$, we will see that no choice of $g_0, h$ gives a stable fixed point.

Indeed, it is not hard to explicitly compute the one-loop $\beta$ functions at fixed points of the form (B3) and show that as long as $L > 4$, none of them are stable (at
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**FIG. 18:** The plaquette terms appearing in the $\mathbb{Z}_N$ gauge theory (Hermitian conjugates not shown).
Indeed, two 2d Ising CFTs coupled by their energy operators flow in the IR to the 2d XY fixed point, which can be derived either from the $\varepsilon$ expansion or from conformal perturbation theory, using the known values of the OPE coefficients at the Ising fixed point.

There are three fixed points to these equations. One is the decoupled fixed point where $h = 0$, which is unstable. The other two are the $O(N)$ symmetric fixed point $S$ and the cubic fixed point $C$. The couplings at each are given by

$$ (g_0^*, h^*) = \begin{cases} 
C : \left( \frac{2}{9} (1 - 1/L), \frac{2}{3L} \right) \\
S : \left( \frac{2}{8 + L}, \frac{2}{8 + L} \right) 
\end{cases} \quad (B5) $$

It is then straightforward to check that both fixed points are unstable (provided that $L > 4$).

The above discussion has focused on the RG flows obtained in a perturbative expansion about the free fixed point. One might imagine a possible way out by first introducing a strong deformation that drives the system to a decoupled stack of the cubic fixed point (80) in the limit where the chains are decoupled.

In this appendix we discuss what happens to the critical point. One might imagine a possible way out by first introducing a strong deformation that drives the system to a decoupled stack of the cubic fixed point (80) in the limit where the chains are decoupled.

and the ring-exchange term is the dominant relevant perturbation (as discussed in section V C, for $N > 4$ there is always a region where the ring-exchange term is the only relevant perturbation to the decoupled fixed point).

When the ring-exchange term is relevant, we are prompted to expand the cosine as $1 - \frac{1}{2} a^2 (\partial_x \partial_y \Phi)^2$, where now the field $\Phi$ fluctuates in all four spacetime directions. Doing this and integrating out the $\Theta$ fields then gives the continuum action

$$ S = \lambda \int d^3x \, dt \, (a \varepsilon^2 [(\partial_x \Phi)^2 + (\partial_y \Phi)^2] + \alpha (\partial_z \partial_y \Phi)^2), \quad (C1) $$

where $\Phi$ and $\alpha$ are dimensionless and $\lambda$ is some non-universal parameter. This is a variant of the Bose plaquette model appearing in the analysis of exciton Bose liquids,[14,20,21,49] which differs from the original model by the presence of an extra spatial dimension and the $(\partial_z \Phi)^2$ term. In the original model, the degeneracy of the dispersion along the $k_z = 0$ and $k_y = 0$ axes in momentum space leads to strong IR divergences which prevents ordering, leading to a stable massless phase. As we will see, things are rather different in the present case.

The symmetry-invariant operators we may consider correlation functions of are polynomials in $\partial_x \Phi$, $\partial_y \Phi$, and $\partial_z \partial_y \Phi$, as well as exponentials of $N \Phi$. On one hand, exponentials of single $N \Phi$ operators have correlation functions which essentially vanish. Indeed, looking at correlation functions along the $\tau$ direction and setting $\alpha = 1$ for simplicity, we calculate

$$ \langle \Phi(\tau) \Phi(0) \rangle = \frac{2\pi a}{R^2} \int_{k_x, k_y} \frac{e^{i\tau w}}{k_x^2 + k_y^2 + (a k_x k_y)^2} = \frac{a^2}{2\pi R^2} \int_{k_x, k_y} \int_0^\infty du \frac{e^{-u}}{u \sqrt{u^2 - (a k_x k_y)^2}} = \frac{a^2}{2\pi R^2} \int dk_x dk_y K_0(a k_x k_y \tau) \sim \frac{\alpha}{4\pi R^2 \tau} \ln(L/a). \quad (C2) $$

where $L$ is an IR cutoff, with $L/a \to \infty$ in the thermodynamic limit. As such the correlator

$$ \langle e^{i N \Phi(\tau)} e^{-i N \Phi(0)} \rangle \sim \left( \frac{a}{L} \right)^{\zeta(1-a/\tau)} \to 0, \quad (C3) $$

where $\zeta = N^2 / 4\pi R^2$, is ultra short-ranged. However, correlation functions of exponentials which create $N$ lineon dipoles on neighboring wires (which preserve the subsystem symmetry due to the factor of $N$) do not vanish in this way. In the continuum theory these operators map to exponentials of $N \partial_x \Phi$ or $N \partial_y \Phi$, and
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15 Indeed, two 2d Ising CFTs coupled by their energy operators flow in the IR to the 2d XY fixed point, which can be derived either from the $\varepsilon$ expansion or from conformal perturbation theory, using the known OPE coefficients at the Ising fixed point.

16 The vertex operators $e^{i \Theta w}$ create vortices in $\Phi$ in the $z$-$\tau$ plane, which are very energetically costly in the presence of gradient terms in the $x$ and $y$ directions. As such it is best to first integrate them out and then work entirely in terms of the $\Phi$ fields.
the derivatives are able to eliminate the IR divergence encountered in the momentum integration of \((C2)\). For example, by a similar calculation as above we find
\[
\langle e^{-iN(\Phi(\tau,x+a) - \Phi(\tau,x))} e^{-iN(\Phi(0,x+a) - \Phi(0,x))} \rangle
\sim \langle e^{-iN \alpha \Phi(\tau)} e^{-iN \alpha \Phi(0)} \rangle
\sim \exp \left( \frac{\lambda N^2}{2 \pi^2 \tau R^2} \int_{1/L}^{1/a} dk_x k_x \right)
\sim \exp \left( \frac{\lambda N^2}{4 \pi^2 \tau R^2} \right),
\]
which goes to a non-zero value in the limit \(\tau/a \to \infty\) (the same behavior occurs for correlation functions along different spacetime directions). The dispersion along the \(k_z\) direction is therefore enough to soften the IR divergences coming from unusual dispersion in \(k_x\) and \(k_y\), enabling the model to order in the IR.

Indeed, upon adding the subsystem-symmetry-allowed terms \(\cos(\lambda \alpha |x,y| \Phi)\) to the action, the above correlation function means that lineon dipoles condense. Fluctuations about the condensate give rise to \((\partial_x \Phi)^2, (\partial_y \Phi)^2\) terms in the action, which eliminates the IR divergences that prevent \(\Phi\) from fully condensing. Therefore the relevance of the ring-exchange term does not induce a flow to an intermediate massless phase, so that the transition into the condensed phase is expected to be first-order.

While all of the above discussion has been within the context of condensing a single species of lineon, the case when multiple species condense can be treated in the same way, as the most relevant interwire couplings continue to be those dealt with above.
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