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Abstract—Beside magnetic equivalent circuit and finite element methods, sub-domain analysis (SDA) is an alternative method, which can be used to evaluate electrical machines behavior. It has a reasonable accuracy, and its parametric nature is allowed to apply to optimization or sensitivity analysis. Commonly, this method is based on variables separation technique of Maxwell equations and Fourier series. Eigenvalues and eigen-functions are so important for obtaining accurate results. In this paper, Maxwell equations are solved for two adjacent regions, i.e., copper (Cu) and permanent magnet (PM). It was paid less attention before, and it introduces supplementary eigenvalue and eigen-function for asymmetry conditions in Cu or PM magnetic field regions.

1. INTRODUCTION

There are different methods for electrical machines analysis, and applications of these methods depend on the required accuracy and results [1–3]. Magnetic equivalent circuit is normally employed for quick analysis with acceptable but low accuracy. The method offers the equivalent components of machine elements, and magnetic field is then estimated based on the mean value of the magnetic flux in every cross-section. Electrical equivalent circuits and state equations are applicable to precise analysis. In this case, circuit elements are determined based on estimations which are more precise based on measurement or calculations; meanwhile, transient operation can also be analyzed. Numerical analyses, such as finite element method (FEM), are utilized for more accurate and detailed solution, but these techniques are time consuming and involve long computation time to establish a model. In addition, it needs an appropriate processor for two-dimensional (2D) or three-dimensional (3D) analysis of steady-state and transient modes. Meantime, there are boarder lines methods such as layer analysis technique, which are mostly used in linear electrical machines.

Generally, sub-domain analysis (SDA) not only has enough accuracy but also does not involve application of powerful processors, and its computation time is shorter than numerical methods. In the SDA, the geometry of electrical machine is divided into defined domains taking into account its application and existing symmetries [4]. Maxwell equations, here Laplacian and Poisson equations, are written for every region, and finally based on the imposed boundary conditions on the regions, such as continuity of magnetic potential and magnetic field intensity tangential component, the required system of equations for magnetic field is formed and then solved [5, 6]. Generally, variables separation technique (VST) has a very significant role; however, in some electromagnetic problems it is necessary to establish the equations for solving Laplacian and Poisson equations [7]. Some have reported the application of SDA for different electrical machines such as surface-inset PM [6–8], surface-mounted PM [9], interior PM [10, 11], PMSM with shielding cylinder [12] spoke type PM [2], doubly-salient machine [13], switched reluctance machine [14, 15], Vernier machine [5, 16], flux switching machine [17], superconductor [18], and electric machine with toroidal winding [19]. Normally, the results have been
compared with FEM results and in some cases tests results. In addition, some have considered the iron parts in SDA [2, 3]. Generally, based on the above-mentioned works, this method considers the chosen eigen-function and assumes that the horizontal and vertical components of magnetic field in PMs and slots are merely odd and even functions, respectively. In addition, they assume that these components in conductors are even and odd functions (dual of PM magnetic fields). In fact, deviation of the magnetic field due to the presence of redundant components in PM and slot and/or Cu is neglected; therefore, it may accrue major errors in magnetic fields of PMs/slots or Cu. Besides, it assumes that PM or Cu conductor is generally adjacent the ideal iron or air gap, and then field equations are established based on this configuration, while in some electric machine configurations, the PMs may be placed near the Cu, and thus, it is important to extract field equations for this situation. Therefore, in this paper the above-mentioned assumptions are addressed, and the field equations in PM and Cu are extracted more precisely. In addition, the system of equations for two regions of the PM and adjacent Cu is determined and verified.

2. PM REGION

Based on Figure 1 and assuming a constant magnetic momentum, the governing equation of the PM part is as follows [20]:

\[
\vec{M} = M\hat{j}
\]

\[
\frac{\partial^2 A_{pm}}{\partial x^2} + \frac{\partial^2 A_{pm}}{\partial y^2} = 0
\]  

(2)

In addition, there are the following governing equations on the PM boundaries:

\[
\hat{n} \times \left( \vec{H}_{tm} - \vec{H}_{ti} \right) = J\hat{k}
\]

(3)

\[
J = M
\]  

(4)

\[
H_{ti} = 0
\]  

(5)

\[
H_{tm}\Big|_{x=\frac{w}{2}} = -\frac{1}{\mu_0} \frac{\partial A_{pm}}{\partial x} = -M
\]

(6)

\[
H_{tm}\Big|_{x=-\frac{w}{2}} = -\frac{1}{\mu_0} \frac{\partial A_{pm}}{\partial x} = -M
\]

(7)

The above equations are Laplacian equation with non-homogenous boundary conditions. To use the VST, it is necessary to convert it to homogenous equation with homogenous boundary conditions. At this end, based on the superposition principle, the following function is defined to convert the main equations as homogenous one:

\[
A_{pm}(x, y) = U(x, y) + V(x, y)
\]

(8)

Figure 1. PM region.
\[
\frac{1}{\mu_0} \frac{\partial V}{\partial x} = M
\]  \hfill (9)

Therefore,

\[
V(x, y) = V(x) = \mu_0 M x + k_1 \quad \hfill (10)
\]

Considering the problem form and boundary conditions, the equivalent homogenous response can be written as follows:

\[
U(x, y) = \sum a_n \cosh[k_n (y - h)] \left[ a_n \sin(k_n x) + b_n \cos(k_n x) \right] \quad \hfill (11)
\]

Substituting Eqs. (10) and (11) into Eq. (2), only the Laplacian of \( U \) will remain, which after derivation will also vanish. Boundary conditions are also satisfied by replacing Eq. (8) in Eqs. (6) and (7).

By applying the boundary condition \( x = \pm 0.5w \), we have:

\[
k_n \left[ a_n \cos \left( k_n \frac{w}{2} \right) + b_n \sin \left( k_n \frac{w}{2} \right) \right] = 0
\]

\[
k_n \left[ a_n \cos \left( k_n \frac{w}{2} \right) - b_n \sin \left( k_n \frac{w}{2} \right) \right] = 0 \quad \hfill (12)
\]

Therefore,

\[
a_n \cos \left( k_n \frac{w}{2} \right) = 0
\]

\[
b_n \sin \left( k_n \frac{w}{2} \right) = 0 \quad \hfill (13)
\]

Since \( k_n \) in Eq. (12) cannot be determined as such that both equations become correct without having non-zero coefficients, it is necessary, at least in one of the equations, the equivalent coefficient tends to zero. Considering that the vertical component of the magnetic flux density of the PM in Figure 1 is even function with respect to the PM axis, and its horizontal component is odd, it can be expected that the first equation has non-zero coefficient, in other words:

\[
a_n \neq 0
\]

\[
b_n = 0 \quad \hfill (14)
\]

Therefore, based on Eqs. (13) and (14), the eigenvalues and eigen-functions are obtained as follows:

\[
k_n = \frac{(2n - 1)\pi}{w}, \quad n = 1, 2, 3, ...
\]

\[
f_n(x) = \sin \left( \frac{(2n - 1)\pi}{w} x \right) \quad \hfill (15)
\]

Finally,

\[
A_{pm}(x, y) = \mu_0 M x + k_1 + \sum a_n \cosh \left[ \frac{(2n - 1)\pi}{w} (y - h) \right] \sin \left( \frac{(2n - 1)\pi}{w} x \right) \quad \hfill (17)
\]

As shown in Figure 1, if the geometry of the machine is symmetrical with respect to the PM axis in the PMs established region, Eq. (17) coincides with this geometry, and it is predicted that Eq. (17) well models the magnetic behavior of the PM region (Figure 2(a)). When we push the geometry to asymmetrical position such as Figure 2(b), the magnetic flux lines alter as such that they are placed in paths with minimum reluctance, and therefore, there may be no any symmetry in magnetic fields in regions such as PM. For example, Figure 3 shows the vertical component of magnetic flux density on a hypothesis line. As seen, when the geometry is asymmetrical, the magnetic flux density is not even function, and therefore, it is not possible to model this component with merely one eigen-function (cosine function derived from Eq. (17)). This situation goes worse when we insert a current component into the model. Because the magnetic fields usually turn the Cu conductors, the magnetic flux lines due to the Cu fields may enter the PMs and vice versa, and finally, it leads to more asymmetry in PM or Cu magnetic fields. In Figure 2(c), Cu has been replaced with air slot, and as seen the magnetic flux lines have been changed significantly based on the magnetic flux contours caused by Cu current.
Figure 2. Flux lines in 3 models: (a) symmetrical, (b) asymmetrical and (c) symmetrical with copper.

It is clear that in the above-mentioned modeling, there are no even (for vertical component) and odd (for horizontal component) symmetries of the magnetic field in the PM any more. Therefore, the extracted eigen-functions from the VST, presented in Eq. (16), cannot predict precise behavior of the magnetic field under asymmetrical conditions well, and modification of Eigen function and magnetic potential vector is necessary. Therefore, it is again referred to the system of Equation (12), and by neglecting the magnetic field preassumption symmetry or asymmetry in the PM region, two eigenvalues are determined instead of one eigenvalue, as such that both the equations with non-zero coefficients are held. In this case, we have:

\[ a_n \neq 0 \]
\[ b_n \neq 0 \] (18)
Figure 3. Magnetic flux density of vertical component in PM region (−−−: symmetrical case, x: asymmetrical case).

\[ k_{1m} = \frac{(2m-1)\pi}{w}, \quad m = 1, 2, 3, ... \]  
\[ f_{1m}(x) = \sin\left(\frac{(2m-1)\pi}{w}x\right) \]  
\[ k_{2n} = \frac{(2n)\pi}{w}, \quad n = 1, 2, 3, ... \]  
\[ f_{2m}(x) = \cos\left(\frac{(2m)\pi}{w}x\right) \]  
\[ A_{pm}(x, y) = \mu_0 M x + k_1 + \sum_m a_m \cosh\left[\frac{(2m-1)\pi}{w}(y-h)\right] \sin\left(\frac{(2m-1)\pi}{w}x\right) \]  
\[ + \sum_n b_n \cosh\left[\frac{(2n)\pi}{w}(y-h)\right] \cos\left(\frac{(2n)\pi}{w}x\right) \]  

The elements of Eq. (23) are as such that the magnetic flux density is not necessarily symmetrical and can be modeled under asymmetrical conditions model in the PM, according to the geometry of the machine. Thus, it is necessary to use both eigenvalues for extracting magnetic potential equations.

3. COPPER REGION

Assume that the Cu region is defined as shown in Figure 4. The governing equations in this region are as follows [21]:

\[ \overrightarrow{J} = J_0 \hat{k} \]  
\[ \frac{\partial^2 A_{cu}}{\partial^2 x} + \frac{\partial^2 A_{cu}}{\partial^2 y} = -\mu_0 J_0 \]  

Contrary to the governing equations of the PM, the Cu region equation has homogenous boundary conditions, but the equation itself is non-homogenous (Poisson equation).

Considering the geometrical symmetry, it is expected that the horizontal component of the magnetic flux density around the vertical axis has even symmetry, and magnetic flux density vertical component has odd symmetry, which are in fact dual states of the fields relative to the PM region. Therefore,
if field equations are extracted based on the even symmetry in the horizontal component, eigenvalue, eigen-function and magnetic potential are extracted as follows:

\[ k_n = \frac{(2n)\pi}{c}, \quad n = 1, 2, 3, ... \]  
\[ f_n(x) = \cos\left(\frac{(2n)\pi}{c}x\right) \]  
\[ A_{cu}(x, y) = -\frac{1}{2}\mu_0J_0y^2 + \mu_0J_0hy + k_2 + \sum_n a_n \cosh\left[\frac{(2n)\pi}{c}(y - h)\right] \cos\left(\frac{(2n)\pi}{c}x\right) \]  

In Eq. (28), the first three terms are the responses of the non-homogenous equation, and the last term is the response of the homogenous equation. Similar to PM case, it is expected that the magnetic field of the Cu region under asymmetrical conditions around this region is asymmetrical, and therefore, the above equation cannot model the behavior of the actual magnetic field. The eigenvalues and related functions can be fully extracted based on this, and the first eigenvalue and eigen-function, the second (complement) eigenvalue and eigen-function, and the complete form of the equations are determined as follows:

\[ k_{1n} = \frac{(2n)\pi}{c}, \quad n = 1, 2, 3, ... \]  
\[ f_{1n}(x) = \cos\left(\frac{(2n)\pi}{c}x\right) \]  
\[ k_{2m} = \frac{(2m - 1)\pi}{c}, \quad m = 1, 2, 3, ... \]  
\[ f_{2m}(x) = \sin\left(\frac{(2m - 1)\pi}{c}x\right) \]  
\[ A_{cu}(x, y) = -\frac{1}{2}\mu_0J_0y^2 + \mu_0J_0hy + k_2 + \sum_m a_m \cosh\left[\frac{(2m - 1)\pi}{c}(y - h)\right] \sin\left(\frac{(2m - 1)\pi}{c}x\right) \]  
\[ + \sum_n b_n \cosh\left[\frac{(2n)\pi}{c}(y - h)\right] \cos\left(\frac{(2n)\pi}{c}x\right) \]  

4. FIELD EQUATIONS FOR TWO ADJACENT PM AND CU REGIONS WITH SYMMETRY

Vernier machine operates based on magnetic flux modulation, in which the PM and Cu regions are placed side-by-side. In such a case, it is necessary to develop the field equations based on the particular conditions caused by the adjacent PM and copper, which leads to different distributions of the magnetic field in these regions. Therefore, attempt is made to develop the governing equations based on sub-
Figure 5. Regions adjacent to PM and symmetrical Cu (around ideal iron).

domain analysis. Figure 5 presents the proposed geometry in which the current in the Cu region is perpendicular to the plane, and the PM momentum is in the vertical axis direction.

Based on the description in Section 3, the field equation in the copper region is as follows:

\[
A_{cu}(x, y) = -\frac{1}{2}\mu_0 J_0 y^2 + \mu_0 J_0 hy + k_1 + \sum_m a_{1m} \cosh[m'(y - h)] \sin(m'x) \\
+ \sum_n b_{1n} \cosh[n'(y - h)] \cos(n'x)
\] (34)

For simplification, the following equivalent expression is used:

\[
m' = \frac{(2m - 1)\pi}{c}, \quad m = 1, 2, 3, ...
\] (35)

\[
n' = \frac{(2n)\pi}{c}, \quad n = 1, 2, 3, ...
\] (36)

In addition, equations for the PM region are as follows:

\[
A_{pm}(x, y) = \mu_0 Jx + k_2 + \sum_p a_{2p} \cosh[p'y] \sin(p'x) + \sum_q b_{2q} \cosh[q'y] \cos(q'x)
\] (37)

where:

\[
p' = \frac{(2p - 1)\pi}{w}, \quad p = 1, 2, 3, ...
\] (38)

\[
q' = \frac{(2q)\pi}{w}, \quad q = 1, 2, 3, ...
\]

To estimate the magnetic field, it is necessary to determine all homogenous equations coefficients of two regions and constant coefficients. Since there are merely two regions in the above-mentioned geometry and the magnetic potential is a relative quantity, for simplification, one of the coefficients such as \(k_1\) is assumed to be zero without any disruption in the results. As seen, the above-mentioned equations over three adjacent regions (ideal core) which care about the boundary conditions, and only remaining boundary of the equations is the boundary between two PM and Cu regions. In this region, continuity of the magnetic potential and tangential component of the magnetic field intensity are held. Therefore:

\[
\begin{cases}
y = h_2 \\
x \in \left[-\frac{w}{2}, +\frac{w}{2}\right]
\end{cases} \Rightarrow A_{pm}(x, h_2) = A_{cu}(x, h_2)
\] (39)

\[
\begin{cases}
y = h_2 \\
x \in \left[-\frac{c}{2}, +\frac{c}{2}\right]
\end{cases} \Rightarrow H_{xcu}(x, h_2) = \begin{cases} H_{xpm}(x, h_2) \Leftrightarrow x \in \left[-\frac{w}{2}, +\frac{w}{2}\right] \\
0 \Leftrightarrow \text{Otherwise}
\end{cases}
\] (40)
Particularly, the magnetic field intensity equations of 2 regions in the common boundary based on Eqs. (34) and (37) are as follows:

\[
H_{x_{cu}}(x, h_2) = -\frac{1}{\mu_0} \left\{ -\mu_0 J_0 h_2 + \mu_0 J_0 h \right. \\
+ \sum_m m' a_{1m} \sinh[m' (-h_1)] \sin(m' x) \\
+ \sum_n n' b_{1n} \sinh[n' (-h_1)] \cos(n' x) \left. \right\} 
\]  
(41)

\[
H_{x_{pm}}(x, h_2) = -\frac{1}{\mu_{pm}} \left\{ \sum_p p' a_{2p} \cosh[p' h_2] \sin(p' x) \\
+ \sum_q q' b_{2q} \cosh[q' h_2] \cos(q' x) \right\} 
\]  
(42)

A close look at the magnetic field intensity shows that the Cu region in the boundary has a constant tangential component while this component in the PM region is equal to zero. In other words, considering the magnetic field distribution in the Cu region and turning of the flux lines around this region, it is expected that a part of the tangential field also penetrates inside the PM, while in the obtained equation for the tangential magnetic field intensity in the PM, such a component is absent. Therefore, to care about the boundary conditions, it is necessary to apply some modifications to the magnetic field potential of the PM region. At this end, the following terms are added to the PM magnetic potential:

\[
F_{2\text{mod}}(y) = f_1 y^2 + f_2 y 
\]  
(43)

where \( F_{2\text{mod}}(y) \) is the modification function. Meanwhile, at \( y = 0 \), the tangential component of the magnetic field intensity is zero, therefore:

\[
f_2 = 0
\]  
(44)

On the other hand, by adding Eq. (42) to Eq. (36), Eq. (1) will be violated. To avoid this, function \(-f_1 x^2\) is added to the modified expression. Finally, we have:

\[
F'_{2\text{mod}}(y) = f_1 y^2 - f_1 x^2
\]  
(45)

So, the magnetic potential equation of the PM region is as follows:

\[
A_{pm}(x, y) = f_1 y^2 - f_1 x^2 + \mu_0 J x + k_2 + \sum_p a_{2p} \cosh(p' y) \sin(p' x) + \sum_q b_{2q} \cosh(q' y) \cos(q' x)
\]  
(46)

Considering the variations range of \([-w/2, +w/2]\) for the PM region and nature of the expressions \(\mu_0 J x\) and \(-f_1 x^2\), the Fourier series of the two expressions is as follows:

\[
E(p) = \mu_0 J x = \frac{4 \mu_0 J}{w} \frac{(-1)^{(p+1)}}{p'}
\]  
(47)

\[
F(q) = -x^2 = 4 \frac{(-1)^{(q+1)}}{q'}
\]  
(48)

Finally, the magnetic potential equation is modified as follows:

\[
A_{pm}(x, y) = f_1 y^2 + \sum_p [E(p) + a_{2p} \cosh(p' y)] \sin(p' x) + \sum_q [f_1 F(q) + b_{2q} \cosh(q' y)] \cos(q' x)
\]  
(49)

Now, by applying the boundary conditions of Eq. (39), we have:

\[
f_1 h_2^2 = \frac{1}{w} \int_{-w}^w \left\{ \sum_m a_{1m} \cosh[m' (-h_1)] \sin(m' x) \\
+ \sum_n b_{1n} \cosh[n' (-h_1)] \cos(n' x) \right\} dx
\]  
(50)
\[ E(p) + a_{2p} \cosh(p'h_2) = \frac{2}{w} \int_{-\frac{w}{2}}^{\frac{w}{2}} \left\{ \frac{1}{2} \mu_0 J_0 h_2^2 + \frac{1}{2} \mu_0 J_0 h h_2 + k_1 \right. \\
+ a_{1m} \cosh[m' (-h_1)] \sin(m' x) \\
+ \left. b_{1n} \cosh[n' (-h)] \cos(n' x) \right\} \sin(p' x) dx \] (51)

\[ f_1 F(q) + b_{2q} \cosh(q'h_2) = \frac{2}{w} \int_{-\frac{w}{2}}^{\frac{w}{2}} \left\{ \frac{1}{2} \mu_0 J_0 h_2^2 + \frac{1}{2} \mu_0 J_0 h h_2 \\
+ k_1 + a_{1m} \cosh[m' (-h_1)] \sin(m' x) \\
+ b_{1n} \cosh[n' (-h)] \cos(n' x) \right\} \cos(q' x) dx \] (52)

In addition, by applying the boundary conditions of Eq. (40), we have:

\[ -\mu_0 J_0 h_2 + \mu_0 J_0 h = \frac{1}{c} \int_{-\frac{w}{2}}^{\frac{w}{2}} \left\{ 2f_1 h_2 + \sum_p [p'a_{2p} \sinh(p'h_2)] \sin(p' x) \right. \\
+ \left. \sum_q [q' b_{2q} \sinh(q'h_2)] \cos(q' x) \right\} dx \] (53)

\[ m'a_{1m} \sinh[m'(-h_1)] = \frac{2}{c} \int_{-\frac{w}{2}}^{\frac{w}{2}} \left\{ 2f_1 h_2 + \sum_p [p'a_{2p} \sinh(p'h_2)] \sin(p' x) \right. \\
+ \left. \sum_q [q' b_{2q} \sinh(q'h_2)] \cos(q' x) \right\} \sin(m' x) dx \] (54)

\[ n'b_{1n} \sinh[n'(-h_1)] = \frac{2}{c} \int_{-\frac{w}{2}}^{\frac{w}{2}} \left\{ 2f_1 h_2 + \sum_p [p'a_{2p} \sinh(p'h_2)] \sin(p' x) \right. \\
+ \left. \sum_q [q' b_{2q} \sinh(q'h_2)] \cos(q' x) \right\} \cos(n' x) dx \] (55)

By mathematical manipulation and forming system of equations from the above equations, the unknown coefficients are determined, and then the magnetic field amplitude of each point of the Cu region or PM region is obtained. To confirm the magnetic field potential equations and the coefficients

![Figure 6. Magnetic field distribution in adjacent regions of PM and symmetrical Cu (around ideal iron).](image-url)
obtained from solving the above-mentioned system of equations, a geometry according to Figure 6 and specifications of Table 1 is modeled by FEM and compared with the obtained results.

In the first step, to show the accuracy of choosing the eigen-functions and modification terms, amplitude of the tangential components of the field intensity and the vertical magnetic flux density in the boundary of two regions of Figure 7 have been shown. As seen, it cares well the continuity of the

Table 1. Geometrical and materials specifications of model.

|                         |                  |                         |                  |
|-------------------------|------------------|-------------------------|------------------|
| Cu region height (mm)   | 5                | PM region height (mm)   | 5                |
| Cu region width (mm)    | 10               | PM region width (mm)    | 5                |
| Cu current density (A/m²)| 100000          | PM residual magnetic flux density | 1.38 |

Figure 7. (a) Tangential and (b) vertical components of PM and Cu magnetic flux density on common boundary (ooo PM and —— copper).

Figure 8. (a) Horizontal and (b) vertical components of PM magnetic flux density on hypothetical line in middle part of PM (ooo SD and —— FE).
Figure 9. (a) Horizontal and (b) vertical magnetic field on hypothetical line in middle part of Cu (ooo SD and —— FE).

vertical and tangential components of the magnetic field.

In addition, Figures 8 and 9 compare the vertical and horizontal components of the magnetic field on the central line of PM and Cu regions which have been determined by the equations obtained and compared with the results of FEM.

They show that there is a good agreement between the results obtained by the small regions equations and that of the FEM. On the other hand, in the model of Figure 6, the central line of the PM region coincides with the Cu region; therefore, based on the existing symmetry, it can be expected that the horizontal and vertical components of the magnetic field in these regions have odd and even symmetries, respectively. In addition to the FE analysis lines in Figure 6, this symmetry is observable in Figures 8 and 9. Mathematically, due to the symmetry, the coefficients of complementary eigen-functions coefficients, mentioned in Sections 2 and 3, are zero.

Figure 10. Magnetic field distribution in adjacent regions of asymmetrical PM and copper (around ideal iron).
5. MAGNETIC FIELD EQUATIONS OF TWO ADJACENT PM AND COPPER IN ASYMMETRICAL CASE

To study the impact of the complementary eigen-functions in Sections 2 and 3, the asymmetrical model of Figure 10 is chosen. The magnetic field distribution obtained by FE analysis, particularly in the Cu region, is the result of asymmetry of field. Section 4 presents the procedure for the mathematical analysis. The difference is that considering displacement of the Cu region in the horizontal axis, the magnetic potential of the Cu region is as follows:

\[
A_{cu}(x, y) = -\frac{1}{2}\mu_0 J_0 y^2 + \mu_0 J_0 hy + k_1 + \sum_{m} a_m \cosh[m'(y - h)] \sin[m'(x - x_0)]
+ \sum_{n} b_n \cosh[n'(y - h)] \cos[n'(x - x_0)]
\] (56)

Figure 11. (a) Horizontal and (b) vertical magnetic flux density on hypothetical line in middle part of Cu in asymmetrical case (ooo SD and —— FE).

Figure 12. (a) Horizontal and (b) vertical magnetic flux density on hypothetical line in middle part of Cu in asymmetrical case (ooo Eigenvalue. —— Eigenfunction).
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where \( x_0 \) is equivalent of Cu displacement on the horizontal axis direction. By applying the boundary conditions on the boundary of two regions, the unknown coefficients of the regions field equations are determined. Figure 11 presents the horizontal and vertical components of the magnetic field in the Cu region.

Meanwhile, the FE analysis is also included in Figure 11. As predicted, symmetries of horizontal and vertical components of the magnetic field have been totally eliminated due to the asymmetry of the model and concentration of the field horizontal component toward the right side and vertical component toward the left side. It is noted that if the complementary eigenvalues and eigen-functions are not used, it is not possible to extract asymmetrical diagrams similar to Figure 11, and consequently, the estimated error of the field rises. For more examination, Figure 12 shows the results of asymmetry model in Figure 10 with merely one eigenvalue and eigen-function. As seen, a major error is accrued in the determination of magnetic fields, such that it cannot be possible to use the obtained magnetic flux density for analyzing magnetic field behavior.

6. CONCLUSION

Choosing eigenvalues and eigen-functions of the Fourier series in the variables separation method is essential for solving the Maxwell equations (Laplacian and Poisson). Generally, a symmetrical magnetic field in the PM or Cu regions merely uses an eigenvalue and eigen-function for these regions. If the geometry is completely or approximately symmetrical, there is not a significant error, but if the asymmetrical geometry exists, estimation of more precise values in the field of the PM or Cu regions is essential. It is necessary to choose complementary eigenvalues and eigen-functions. This paper presents the complementary eigenvalues and eigen-functions in the PM and Cu regions and their effects on the accuracy of SDA for determination of the flux density in PM or Cu domains. Based on the obtained results, considering merely one eigenvalue and eigen-function may generate major errors in flux density up to 50%, or non-valid data depend on asymmetry level. The magnetic field equations in two symmetrical and asymmetrical cases were solved, and the impact of using the complementary eigenvalues and Eigen functions for these regions was addressed. Finally, the results were compared with that of the FE.
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