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Abstract—Massive MIMO regime reaps the benefits of spatial diversity and multiplexing gains, subject to precise channel state information (CSI) acquisition. In the current communication architecture, the downlink CSI is estimated by the user equipment (UE) via dedicated pilots and then fed back to the gNodeB (gNB). The feedback information is compressed to reduce overhead. This compression increases the inaccuracy of acquired CSI; thus, degrading precoding quality. Though various autoencoder-based CSI feedback mechanisms have been proposed in recent studies, their computational complexity is enormous. Motivated by these issues, this paper proposes a machine learning-based CSI feedback prediction network, CsiFB-PNet, which exploits twin channel predictors. The feedback at the UE is evaluated with respect to the predicted channel. Further, to enhance the performance, the UE trains the model and reports it to the gNB. CsiFB-PNet can work for both time-division and frequency-division duplex systems, reducing feedback overhead and effectively recovering the compressed CSI. We demonstrate the performance of CsiFB-PNet in a multi-carrier system using the empirical data recorded at the Nokia campus. Furthermore, we use a clustered delay line channel model of the 3GPP 5G new radio standard protocol to make a fair comparison with the benchmark scheme. Numerical results and the complexity analysis verify that the CsiFB-PNet outperforms existing autoencoder-based technique. In particular, CsiFB-PNet precisely recovers the compressed CSI at a reduced overhead cost.
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achieves the objective. In the following, we address the literature before highlighting the contributions of our work.

A. Related Work

1) Non-ML-Based Schemes: The challenge of CSI feedback in mMIMO systems has been tackled by a few researchers [15], [16], [17], [18]. The authors of [15] and [16] use spatial and temporal correlation of CSI to reduce feedback overhead, inspiring the establishment of protocols for CSI feedback [15], [16]. Multi-dimensional compressed sensing (CS) theory, which is based on spatial and frequency correlation of the channel, as well as Tucker decomposition [19], is used in [17] to reduce feedback overhead. In addition, an antenna grouping-based feedback reduction method is proposed in [18], where multiple correlated antenna elements are mapped to a single value by exploiting presdesigned patterns. Similarly, many algorithms have been proposed in CS [20], [21], which cannot fully recover compressed CSI due to the use of simple sparsity prior while the channel matrix is used is not perfectly but is approximately sparse. None of these algorithms recover accurate CSI, and massive data processing is required, making them infeasible.

The alternative of codebook-based CSI acquisition has been explored in [22], [23], [24], [25], [26]. This technique is at the base of various commercial systems, such as long-term evolution (LTE)/LTE-advanced and fifth-generation new-radio (5G-NR) that reduces over-the-air (OTA) feedback. Broadly, the channel representation or precoding matrix is chosen from a shared and known set of matrices, known as codebook. By considering line-of-sight (LoS) and non-LoS (NLoS) components between the gNB and the UE, codebooks are designed by [22] and [23], respectively. Using CS theory, a codebook is designed to compress CSI in [24]. Similarly, in [25], an angle-of-departure (AoD)-based codebook design is proposed, compressing CSI more accurately; nevertheless, overhead increases linearly with the AoDs. However, the effectiveness of the codebook depends on the configured environment.

2) ML-Based Schemes: ML has widely been considered in various aspects of wireless communications [6], [7], [10], [27], [28], [29]. Similarly, deep learning (DL), a class of ML having multiple hidden layers, has been utilized for the design of CSI feedback mechanism [9], [30], [31], [32], [33], [34], [35], [36], [37], [38], [39], [40], [41], [42], [43], [44]. The literature borrows the idea of an autoencoder framework used in image compression for CSI feedback. For example, in [9], the CSI matrix is considered an image, and then a DL-based encoder and decoder, named CsiNet, is designed to reduce feedback overhead. The encoder is used at the UE side to convert the CSI matrix into a codeword decoded at the gNB using a decoder. A more practical approach, i.e., compression of noisy (estimation noise) CSI, is studied in [38], where noisy features are first removed, and then compression is performed. Similarly, [44] exploits the structural features of CSI images to enhance the performance of an autoencoder-based CSI compression. More specifically, a self-information model is designed, which dynamically measures the amount of information contained in a patch of a CSI image. This model is then applied to propose a model-and-data-driven network named IdasNet for CSI feedback. In a nutshell, the literature treats the CSI matrix as an image, and then the concept of encoders and decoders is used, where the computation cost of network entities is ignored. Further, to train the deep networks, a massive amount of synthetic data-set is considered [43].

Different from the existing DL-based strategies, i.e., designing encoders and decoders [9], [33], [34], [35], [36], [43], [44], [45], and accordingly transforming CSI matrix into an image, we introduce the concept of using channel prediction for CSI feedback, named CsiFB-PNet, which performs CSI compression and recovery. Particularly, we exploit twin channel predictors at the gNB and UE for CSI feedback. We call these predictors twins because they use the same weights (trained) and test data-set for channel prediction. In summary, the proposed approach trains the ML model at UE and reports the trained model to the gNB for identical channel prediction. The feedback from UE is evaluated with respect to the predicted channel. The purpose of a channel predictor is to forecast CSI realizations. For channel prediction, two statistical algorithms, i.e., autoregressive (AR) and parametric models, have been addressed in [47] and [48], respectively. Both models are based on the statistical modeling of a wireless channel. Broadly, a parametric model estimates Doppler shift, the number of scattering resources, angles of arrival and departure, and amplitude. The assumption is that a wireless channel is a superposition of a finite number of complex sinusoids. Finally, CSI is predicted based on estimated parameters. However, estimated parameters can expire quickly in a highly dynamic environment; therefore, iterative re-estimation of parameters is required, increasing computation cost [48]. In contrast, the AR model approximates the wireless channel as an AR process [49], where the future CSI is extrapolated using a weighted linear combination of current and past CSI. The downside of AR is its vulnerability to impairments, e.g., additive noise, making the AR model infeasible. Therefore, seeing the promising benefits of ML in various domains, we utilize ML for CSI prediction [51], [52], [53], [54].

B. Our Contributions

This paper provides a pragmatic solution for CSI compression and its recovery by exploiting ML-based channel prediction. The major contributions of this paper are:

- By considering a realistic scenario, we propose the idea of using twin channel predictors, called as CsiFB-PNet, for CSI feedback. The proposed idea is completely different from the traditional concept, i.e., using encoders and decoders, for CSI feedback. More specifically, the proposed approach is hybrid, i.e., it is a combination of
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2 A relevant approach has been studied in [46], where training of channel predictors is done on both sides using compressed CSI. Initial results are presented using 2 × 1 MIMO configuration with MATLAB generated data-set. The downsides of such methodology are the synchronization of two models, reporting of training data to gNB, and exploiting compressed CSI for identical outcomes on both sides.

3 CsiFB-PNet can also work without ML assuming the underlying channel model is evolving using an AR process [50].
conventional CSI feedback and ML-based twin predictors. CsiFB-PNet can help to eliminate the feedback if the prediction is aligned with the estimation; thus, avoiding feedback overhead. Alternatively, it reaps the benefits of reducing feedback overhead and CSI compression errors.

- CsiFB-PNet can train the ML model on two sides and one side, where in the later selected entity for training reports the trained model to the other. The training of CsiFB-PNet is based on true CSI rather than using compressed CSI. Further, CsiFB-PNet can help to support the possible standardization in third generation partnership project (3GPP). Therefore, we also cover the possible standardization aspects of CsiFB-PNet.

- To corroborate the validity of CsiFB-PNet, we use experimental data, which is a huge value-adding over the existing work. The experimental data-set is based on a measurement campaign performed at Nokia Bell-Labs, Stuttgart, Germany, and provides a real-life setting for evaluating and providing interesting insights on our work.

To the best of our knowledge, this is the first work that considers the use of measurement data in the domain of CSI feedback, both for conventional CSI feedback and validation of CsiFB-PNet.

C. Paper Organization and Notations

The rest of the paper is organized as follows. The system model is presented in Section II. Conventional CSI feedback mechanism is summarized in Section III. In Section IV, CsiFB-PNet is explained. Numerical results and measurement campaign are presented in Section V. Finally, in Section VI, conclusions and future outlooks are drawn.

Throughout this paper, the matrices and vectors are represented by boldface upper and lower-case, respectively. Also, scalars are denoted by normal lower-case. The estimated, quantized estimated, predicted, and true channel matrix are denoted by $\hat{H}$, $\hat{H}^Q$, $\hat{H}$, and $H$, respectively, and their vectorized forms are respectively denoted by $\hat{h}$, $\hat{h}^Q$, $\hat{h}$, and $h$. In addition, $Q_{\cdot}(\cdot)$ and $Q_{\cdot}^Q(\cdot)$ represent the quantization functions for the conventional and CsiFB-PNet, respectively. The superscripts $[\cdot]^T$ and $(\cdot)^*$ denote the transpose and conjugate transpose of a matrix/vector, respectively. Furthermore, $E\{\cdot\}$ denotes expectation operator, $\|\cdot\|_F^2$ is squared Frobenius norm and $\|\cdot\|_2^2$ is the squared Euclidean norm.

II. SYSTEM MODEL

Consider the downlink of a mMIMO system, as depicted in Fig. 1, where a gNB is serving a UE within a cell. The gNB and UE are equipped with $N_t$ and $N_r$ transmit and receive antennas, respectively. Without loss of generality, the received signal at the UE can be represented as

$$y(t) = \hat{H}(t)p(t) + n(t),$$

where $y(t) = [y_1(t), y_2(t), \ldots, y_{N_t}(t)]^T$ having dimension $N_r \times 1$, and $t$ is the time index. And,

$$\hat{H}(t) = \begin{bmatrix} h_{11}(t) & \cdots & h_{1N_t}(t) \\ h_{21}(t) & \cdots & h_{2N_t}(t) \\ \vdots & \ddots & \vdots \\ h_{N_r1}(t) & \cdots & h_{N_rN_t}(t) \end{bmatrix}$$

is the channel matrix, which has dimension $N_r \times N_t$. In the above matrix, $h_{n_rn_t} \in \mathbb{C}^{1 \times 1}$ is the channel gain between the $n_r^{th}$ transmit and $n_t^{th}$ receive antennas, where $1 \leq n_r \leq N_t$ and $1 \leq n_t \leq N_r$. Further, $p(t) = [p_1(t), p_2(t), \ldots, p_{N_t}(t)]^T$ is an $N_t \times 1$ symbol vector transmitted by the $N_t$ antennas, and $n(t) = [n_1(t), n_2(t), \ldots, n_{N_r}(t)]^T$ is the additive noise vector, which has dimension $N_r \times 1$.

In the following, we summarize CSI feedback process followed in the conventional approach. Then, we will explain CsiFB-PNet, which is the combination of conventional approach and ML-based channel predictors.

III. CONVENTIONAL APPROACH

Conventionally, CSI at the gNB is acquired by transmitting CSI reference symbols (CSI-RS). Consequently, the UE estimates the channel, denoted by $\tilde{H}_{UE}$, and then feedback a compressed estimated channel, expressed as

$$\tilde{H}_{UE}^Q(t) = Q_{\cdot}(\tilde{H}_{UE}(t)),$$

where $Q_{\cdot}(\cdot)$ is the quantization function using $B_Q$ quantization bits to compress the channel. Here, it is important to highlight that we aim at reducing $B_Q$ as higher value

Fig. 1. Single-cell mMIMO communication environment, where two network entities are depicted, i.e., a gNB and a UE. To acquire the channel at gNB, gNB is sending CSI-RS; consequently, compressed estimated channel is fed back via dedicated feedback link.
will result in higher overhead. $\hat{H}_c^Q$ is degraded by two major factors: estimation and compression or say quantization. Throughout the paper, we use these two terms interchangeably. In this work, we assume channel estimation is perfect, and we focus on CSI feedback scheme. Motivated by the errors caused by compression, we explain CsiFB-PNet below.

IV. CsiFB-PNet

CsiFB-PNet considers using twin channel predictors at both ends of the communication system, i.e., gNB and UE. Specifically, UE trains the ML-based channel predictor by exploiting the estimated channel, $\hat{H}_{UE}$, and reports the trained model to gNB. Consequently, a twin-channel predictor model is deployed at both ends. The UE will evaluate the feedback with respect to prediction. As a toy example, if there is no difference between the predicted and the estimated channel at the UE, then feedback is not required. The rationale behind exploiting the uncompressed CSI is to have a more precise model for the channel prediction. Besides, we assume perfect channel estimation, i.e., $H_{UE} = H$. Later in Section V, we will show that CsiFB-PNet outperforms compared to when exploiting the estimated channel, i.e., $H_{UE} = \hat{H}_{UE}$.

1. mMIMO Channel Prediction Using ML

With the rapid advancements in ML algorithms, their applications have been considered in almost every field. For example, long short-term memory (LSTM)-based artificial neural network (ANN) is used for time-series predictions [55]. LSTM network is different from standard NNs since their training and prediction are based on current and past information; hence called as recurrent neural network (RNN). Such capability leads to process not only single data point but a sequence of data. Motivated by the fact that channel realizations show a large correlation in the time domain, we utilize LSTM network for mMIMO channel prediction.

LSTM has both long-term and short-term memory, influencing the output of NN. LSTM is composed of a cell, and three gates: input, output, and forget. The cell memorizes the information over arbitrary time intervals whereas gates regulate the flow of information into and out of the cell. By exploiting the previous short-term memory state and current external input, forget gate discards unnecessary information. Similarly, input gates store useful information in the current state. At the end, output gate decides which information to pass to the next cell.

In the context of mMIMO channel prediction, the objective of LSTM-based channel predictor is to forecast multi-step ahead values of CSI, denoted by $H(t + D)$, which are as close as possible to true values, i.e., $H(t + D)$, where $D$ is prediction horizon. Without loss of generality, the input $H_{UE}(t)$ of channel predictor is estimated channel at UE, $\hat{H}_{UE}(t) \in \mathbb{C}^{N_t \times N_t}$, along with its $\tau$-step delayed versions, denoted by $[\hat{H}_{UE}(t+\tau), \hat{H}_{UE}(t+2\tau), \ldots, \hat{H}_{UE}(t+\tau)]$. The total external input is given as

$$\hat{H}_{UE} = [\hat{H}_{UE}(t), \hat{H}_{UE}(t-1), \hat{H}_{UE}(t-2), \ldots, \hat{H}_{UE}(t-\tau)].$$

Due to the fact that ML models do not process matrices as input, let us rewrite inputs of channel predictor, i.e., (4), into vector form as $X = [x_1, x_2, \ldots, \ldots, x_t, \ldots]$, where $X \in \mathbb{R}$ as we utilize real-valued LSTM network. As alluded to earlier, LSTM network has recurrent connections in the hidden layer’s neurons. At each time step, LSTM cell generates output $y$ with respect to corresponding input $x$ and the hidden states sent from the previous time step. In Fig. 2, an LSTM network composed of one input layer, two hidden layers, and an output layer is shown. Specifically, a data vector $x$ goes through the input feedforward layer to get $d^{(1)}$, representing the activation for memory cells in the first hidden layer. With reference to Fig. 2, at time step $t - 1$, the memory cell at the $t^{th}$ hidden layer, where $l = 1, \ldots, L$, generates two internal states $s_{l-1}$ and $c_{l-1}$ called as long-term and short-term states, respectively. $c_{l-1}$ retains historical information after throwing out unnecessary information through forget gate, and aggregates new information selected by input gates. The integrated information is passed as long-term state to next LSTM cell for time step $t + 1$. Through this way, prediction at each time step is influenced by the past information and current external input. The input $d^{(l)}$ along with $s_{l-1}$ are fed into fully connected (FC) layers to generate activation vector for each gate as

$$f^{(l)} = \sigma_s \left(W_f^{(l)} d^{(l)} + W_i^{(l)} s_{l-1} + b_f^{(l)} \right),$$

$$i^{(l)} = \sigma_s \left(W_i^{(l)} d^{(l)} + W_i^{(l)} s_{l-1} + b_i^{(l)} \right),$$

$$o^{(l)} = \sigma_s \left(W_o^{(l)} d^{(l)} + W_o^{(l)} s_{l-1} + b_o^{(l)} \right),$$

where $\sigma_s = \frac{1}{1 + e^{-x}}$ is sigmoid activation function, $W, V$ and $b$ are the weights and bias for the FC layers. The subscripts $j, i, o$ are showing the representation for forget, input, and output gates, respectively. The output for the memory cell is obtained as

$$s^{(l)} = d^{(l+1)} = o^{(l)} \otimes \sigma_h \left(c^{(l)} \right),$$

where $\sigma_h = \frac{e^{2x} - 1}{e^{2x} + 1}$ is the hyperbolic tangent function.

$$c^{(l)} = f^{(l)} \otimes c^{(l-1)} + i^{(l)} \otimes g^{(l)},$$

where

$$g^{(l)} = \sigma_h \left(W_g^{(l)} d^{(l)} + V_g^{(l)} s^{(l)} + b_g^{(l)} \right).$$

Similarly, operating through each hidden layer, final output $y_t$ can be predicted. By applying the post-processing steps,

---

7CsiFB-PNet can work in TDD assuming channel reciprocity.

8In our analysis, we have also used compressed channel, i.e., $H^Q$, to train the channel predictor, as followed in [46].
i.e., combining real and imaginary parts, and converting the predicted vector to matrix representation, $y_t$ can be written into a predicted mMIMO channel matrix as

$$
\tilde{H}_{\text{UE}}(t) = \begin{bmatrix}
\tilde{h}_{11}(t) & \cdots & \tilde{h}_{1N_{r}}(t) \\
\tilde{h}_{21}(t) & \cdots & \tilde{h}_{2N_{r}}(t) \\
\vdots & \ddots & \vdots \\
\tilde{h}_{N_{t}1}(t) & \cdots & \tilde{h}_{N_{t}N_{r}}(t)
\end{bmatrix},
$$

(9)

where $\tilde{h}_{n_{t}n_{r}}(t) \in \mathbb{C}^{1 \times 1}$ denotes the predicted channel for the $n_{t}^{th}$ transmit and $n_{r}^{th}$ receive antennas at time $t$.

The prediction of the LSTM network is based on the weights $W, V$, and bias $b$, and the applied activation functions to the linear equation (combination of input and weight values). In summary, $W, V,$ and $b$ are optimized for the connection between the output of a neuron in the predecessor layer and the input of a neuron in the successor layer. The output of a neuron is calculated by applying the activation function (introduces non-linearity) to the linear equation.

To train the LSTM network, first, the LSTM architecture is selected, i.e., the number of input, output, and hidden layers, and the weights are initialized. Then, the hyperparameters, e.g., the learning rate and optimization algorithm, are chosen. Finally, the channel values, $[\tilde{H}_{\text{UE}}(t-1), \tilde{H}_{\text{UE}}(t-2), \ldots, \tilde{H}_{\text{UE}}(t-\tau)]$, given in (4), are fed at input of LSTM network, along with corresponding output label, $\hat{H}_{\text{UE}}(t)$. Consequently, the LSTM network processes a batch of samples depending on the batch size, $\beta_{\text{size}}$, and compares the predicted value, $\hat{H}_{\text{UE}}(t)$, with the true label, $\tilde{H}_{\text{UE}}(t)$. The weights are updated through backpropagation, which is repeated until the cost function is minimized. We use mean-squared-error (MSE) as a cost function, calculated as

$$
\text{MSE} = \min_{W, V, b} \frac{1}{T} \sum_{t=1}^{T} \left\| \tilde{H}_{\text{UE}}(t) - \hat{H}_{\text{UE}}(t) \right\|^2.
$$

(10)

Once the LSTM network is trained, it can predict mMIMO channel, represented in (9). In the following, we explain CsiFB-PNet by exploiting trained channel predictor at the UE.

**B. CSI Feedback**

CsiFB-PNet consists of the following phases: assessment, initialization, prediction, estimation, compression, feedback and recovery of compressed CSI. Below, we describe these phases in more detail.

1) **Assessment Phase:** To utilize CsiFB-PNet, the two network entities exchange a few messages: 1) gNB and UE perform a handshake to assess available capabilities, for instance, support of ML algorithm 2) both agree to use channel prediction 3) UE agrees to aggregate past CSI realizations to train the channel predictor 4) the length of the data-set (to be acquired in the initialization phase) is decided for the training of channel predictor at UE. The assessment phase is pictorially represented in Fig. 3. Once such messages are exchanged, then the gNB and UE perform the initialization phase, which is summarized below.

2) **Initialization Phase:** The UE aggregates the CSI realizations by exploiting CSI-RS sent by the gNB. Consequently, a set of past CSI realizations is established at the UE. Let us denote the set of past CSI realizations as $S = \{\tilde{H}(t), \tilde{H}(t-1), \ldots, \tilde{H}(t-\tau)\}$.
The feedback and recovery of the compressed channel is categorized into two scenarios. In the following, we explain each scenario.

- In the first scenario, we consider the case when the UE has to feedback. In short, when $\hat{H}_{\text{UE}}(t) \neq \tilde{H}_{\text{UE}}(t)$. Therefore, the UE feedback the compressed update, i.e., $\tilde{H}_{p}(t)$. Correspondingly, the acquired channel (or the recovered channel) at the gNB can be calculated as

$$\tilde{H}_{gNB}(t) = \tilde{H}_{gNB}(t) - Q_p(\tilde{H}_{\text{UE}}(t) - \hat{H}_{\text{UE}}(t)),$$

which is simply the difference between the predicted channel at the gNB and feedback from the UE. As the channel prediction is employed at both ends; hence, error may add at both ends if the prediction is bad. To overcome this problem, we propose hybrid framework, i.e., the conventional approach and the proposed approach are used jointly. Therefore, in CsiFB-PNet, before reporting $\tilde{H}_{p}(t)$, the UE computes the error, $\Lambda$, and cosine similarity, $\rho$, between what will be acquired at gNB, i.e., $\tilde{H}_{gNB}(t)$, and the estimated channel at UE, $\hat{H}_{\text{UE}}(t)$. Importantly, in the conventional approach, $\tilde{H}_{gNB}(t) = \tilde{H}_{c}(t)$. In the case when error in the proposed approach, $\Lambda_p$, is less than the error in the conventional approach, $\Lambda_c$, as well as cosine similarity in the proposed approach, $\rho_p$, is higher than the cosine similarity in the conventional approach, $\rho_c$, then the UE will feedback $\tilde{H}_{p}(t)$. Otherwise, UE reports $\tilde{H}_{c}(t)$ with a flag indicating the use of conventional approach. Besides, it is made sure that the gNB and UE operate on the same data to make identical predictions. For instance, in the beginning, both rely on (3). Then (16) in the case of feedback, otherwise both use $\tilde{H}$.

The pseudo-code of CsiFB-PNet is given in Algorithm 1. Briefly, in the first step of Algorithm 1, the training data is accumulated at the UE by exploiting CSI-RS sent by the gNB, and channel predictor is trained. At step-2, trained model is reported to gNB, and channel is predicted on both sides. Later, the channel is acquired at the gNB, which is summarized in step-3 and step-4. CsiFB-PNet needs to be supported by the standard as the invention requires the establishment of a protocol between the gNB and UE, which is currently not part of the 3GPP specification. To this end, different prediction algorithms can be tabulated and standardized. Furthermore, the possible standardization aspects include algorithm(s), memory, message exchanges, etc.
Algorithm 1: CsiFB-PNet

Input: $\hat{H}$
Output: $\hat{H}_{gNB}(t)$

// Step-1: Aggregate training data at UE, create a set $S$, and reverse its order w.r.t. time, i.e., most fresh entry will go at the end.
1 for $s = 1$ to $S - 1$ do
2 \quad Train the channel predictor using the process explained in Section IV-A.
3 // Step-2: Report the trained model to gNB. Also, predict the channel at time $t$ at gNB and UE by exploiting past channel realizations $\hat{H}^Q$.
4 // Step-3: Estimate the channel, $\hat{H}_{UE}(t)$, at UE at time $t$.
5 // Step-4: Calculate $\Lambda_p, \Lambda_c, \rho_p$, and $\rho_c$ and acquire $\hat{H}_{gNB}(t)$.
6 if $\Lambda_p < \Lambda_c$ & $\rho_p > \rho_c$ then
7 \quad Obtain $\hat{H}_{gNB}(t)$ using Equation (16).
8 else
9 \quad $\hat{H}_{gNB}(t) = \hat{H}_{c}^Q(t)$

C. Remarks on CsiFB-PNet

There are threefold advantages of using CsiFB-PNet over the conventional approach. First, the errors caused by compression can be smaller in $\hat{H}_{gNB}(t)$ than in $\hat{H}_{c}^Q(t)$ due to having low amplitude entries in $\hat{H}_{gNB}(t)$, thanks to prediction. Therefore, a more accurate version of the true channel can be acquired at the gNB. The second benefit can be attained in terms of quantization bits, $B_Q$, required to send feedback from the UE. The better the prediction at the UE, the fewer bits would be needed to send the feedback. Thus, CsiFB-PNet can significantly reduce feedback overhead. Lastly, if the prediction at the UE is perfect, then feedback is not necessary; hence, feedback-related overhead is completely eliminated. This benefit can be attained in the environment where the UEs are static (e.g., in a stadium, or moving at a predictable speed). This is because when the UEs are stationary, the variations in the channel tend to be very small; hence, prediction can be more accurate.

If the quantization functions, $Q_p(\cdot)$ and $Q_c(\cdot)$, are using an infinite amount of bits to send the feedback, i.e., $B_Q = \infty$, then there is no advantage of using CsiFB-PNet. In short, quantization followed in the conventional approach and in CsiFB-PNet will be same, i.e., $Q_c(x) = Q_p(x) = x$, where $x$ is the input data for quantization. In other words, we can say that there is no compression while sending feedback. Hence, the real benefits can be acquired when the channel is highly compressed, which is true in practical wireless environment, i.e., type-I and type-II CSI feedback used in 3GPP are highly compressed [12].

V. NUMERICAL RESULTS

In this section, we verify the effectiveness of CsiFB-PNet. To this end, first communication environment is presented. Then we address distribution of the data-set for CsiFB-PNet. We demonstrate that CsiFB-PNet outperforms the existing feedback methods. The performance is validated using various evaluation parameters including normalized MSE (NMSE), $\Omega_{nMSE}$, precoding gain, $\Gamma$, and cosine similarity, $\rho$.

A. Communication Environment and Data-Set

We consider a mMIMO communication environment, where a UE is moving on different tracks, as indicated in Fig. 4. The network entities and one of the tracks followed during the measurement campaign are given in Fig. 5. The measurement campaign was performed at Nokia Bell-Labs campus. The UE had been moved on the tracks with a speed of 3 to 5 kmph. The gNB is equipped with 64 transmit antennas, and the UE has 1 receive antenna. The transmission is done using time-frequency orthogonal pilots and using OFDM waveforms (10 MHz long-term evolution (LTE) numerology, i.e., 600 subcarriers with 15 kHz spacing). The rest of the simulation parameters are summarized in Table I, and further details of the measurement campaign are available in [51].

For the training of channel predictor at the UE, we extracted the data-set of track-1 comprised of 58 seconds. The 80% data-set of track-1 is used for training, 10% for the validation
and remaining for the test. Similarly, 10% data-set of track-2 and track-6 is taken randomly for the test purpose. In the pre-processing steps before training the channel predictor, we extracted the relevant information related to a single subcarrier, and we learned that the channel is highly correlated when compared with different sub-carriers. Therefore, we trained and evaluated the model using a single subcarrier. Unless stated otherwise, the performance of CsiFB-PNet is evaluated on track-2. Numerically, we had a total data-set of track-1, comprised of consecutive 116k data blocks, i.e., \( H(t) | 1 \leq t \leq 116k \), where each row of \( H \) indicates the channel samples captured periodically and columns represent the sample-value of each transmit antenna.

**B. Performance Evaluation Metrics for CsiFB-PNet**

In this subsection, we compare CsiFB-PNet with the benchmark schemes by using various evaluation parameters, which are given below.

1) **NMSE**: To observe the effectiveness of CsiFB-PNet, we use NMSE, denoted by \( \Omega_{\text{nmse}} \), which is the difference between the true channel and the acquired channel at the gNB. Mathematically,

\[
\Omega_{\text{nmse}} = \mathbb{E} \left\{ \frac{\|H - \hat{H}_{\text{gNB}}\|_{\text{FRO}}^2}{\|H\|_{\text{FRO}}^2} \right\},
\]

where \( \hat{H}_{\text{gNB}} \) denotes the acquired channel at the gNB. Importantly, in the case of CsiFB-PNet, acquired channel at the gNB is the one given in Equation (16), whereas in the case of conventional approach, acquired channel at the gNB is compressed estimated channel, i.e., Equation (3). In some results, NMSE is expressed in decibels (dB), calculated as \( 10\log_{10}(\Omega_{\text{nmse}}) \).

2) **Precoding Gain**: As the feedback CSI is used for precoding, to observe precoding gain, we use a simple matched filter precoder. Let us denote the acquired or reconstructed complex channel vector at the gNB as \( \hat{h}_{\text{gNB}} \) and true complex channel vector as \( h \). By using this information, equivalent channel can be represented as

\[
h_{\text{eq}} = \left( \frac{\hat{h}_{\text{gNB}}}{\|\hat{h}_{\text{gNB}}\|_2} \right) \times \left( \frac{h}{\|h\|_2} \right).
\]

By using (18), precoding gain is calculated as

\[
\Gamma = \mathbb{E}\left\{ (h_{\text{eq}})^* \times h_{\text{eq}} \right\}.
\]

3) **Cosine Similarity**: To measure the quality of precoding vector, we consider the cosine similarity of the two vectors, which is calculated as

\[
\rho = \cos \theta = \mathbb{E}\left\{ \frac{(\hat{h}_{\text{gNB}})^* \cdot h}{\|\hat{h}_{\text{gNB}}\|_2 \|h\|_2} \right\}.
\]

**C. Comparison of CsiFB-PNet With Conventional Approach**

Fig. 6 shows the gain of CsiFB-PNet over the conventional approach, where \( \Omega_{\text{nmse}} \) is plotted against the different number
of overhead bits (or say compression levels) used to feedback CSI. The multi-fold advantages of CsiFB-PNet can be seen. The first advantage is when the compression is high, i.e., $B_Q = 2$. It can be seen that CsiFB-PNet provides a gain of approximately 1.00. However, a smaller gain is observed when the feedback overhead is increased. In short, using a massive number of feedback bits brings no advantage, which verifies the remark that $Q_c(\bar{x}) = Q_p(\bar{x}) = \bar{x}$. The feedback followed in 3GPP is highly compressed; therefore, CsiFB-PNet is beneficial. Conversely, when $B_Q = 5$, i.e., low compression, the gain is nearly zero. Nevertheless, CsiFB-PNet brings the advantage of eliminating feedback, which is because the same CSI is already available at the gNB with the aid of a channel predictor.

Besides, it can be seen in Fig. 6 that $\Omega_{\text{nmse}} \approx 0.02$ when $B_Q = 2$. Thus, it is up to the standards to define if the error of this threshold must be feedback or not. For example, if it is decided that $\gamma = 0.02$ is the maximum threshold to not feedback CSI, then it will be considered a perfect prediction in our case. Thus, the UE does not need to provide feedback, as it is already available at the gNB, thanks to the CSI prediction. It is important to highlight that the results plotted in our studies are averaged over both the scenarios, described in Section IV-B6, i.e., perfect and imperfect prediction. In a nutshell, we have concluded from Fig. 6 that the CsiFB-PNet reduces feedback overhead and minimizes compression errors under high compression, and it eliminates feedback when compression is low. Besides, the visual illustration of the reconstructed samples for each antenna is shown in Fig. 7. The observation shows that the reconstruction done by CsiFB-PNet resembles to the true channel.

To verify the robustness of CsiFB-PNet, Fig. 8 reveals the performance using NMSE and precoding gain on track-6. The trend of $\Omega_{\text{nmse}}$, plotted in blue color on the left y-axis, shows that CsiFB-PNet outperforms MLaBE. This is because CsiFB-PNet training on the uncompressed CSI, which is done at the UE. Thus, a more accurate CSI prediction model is obtained at the UE, improving performance. Numerically, we observed a performance gain of approximately 3.25 dB using CsiFB-PNet when the feedback CSI is highly compressed, i.e., $B_Q = 2$.

D. Comparison of One-Sided vs. Two-Sided ML Model

Fig. 9 reveals the performance of CsiFB-PNet against using the compressed CSI on both ends to train the channel predictor, i.e., two-sided ML model, referred as MLaBE [46]. The results show that CsiFB-PNet outperforms MLaBE. This is because of CsiFB-PNet training on the uncompressed CSI, which is done at the UE. Thus, a more accurate CSI prediction model is obtained at the UE, improving performance. Numerically, we observed a performance gain of approximately 3.25 dB using CsiFB-PNet when the feedback CSI is highly compressed, i.e., $B_Q = 2$.

E. Comparison of CsiFB-PNet With Autoencoder

To compare CsiFB-PNet with state-of-the-art, i.e., autoencoder-based CSI feedback, called as CsiNet in [9], Fig. 10 shows the comparison in terms of NMSE and cosine
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Fig. 9. A comparison between CsiFB-PNet and MLaBE.

Fig. 10. Comparison of CsiFB-PNet with CsiNet by using 3GPP channel model [9], [56].

We used a pre-trained CsiNet [56] to have a fair comparison. Accordingly, we have trained CsiFB-PNet on the same data-set utilized in [56]. The data-set is generated using MATLAB 5G toolbox function `nrCDLChannel`, composed of 15k samples. To get further details of the data-set and pre-trained CsiNet, please refer to [56]. We compare the performance of CsiNet and CsiFB-PNet by using different overhead bits used to compress the CSI. In Fig. 10, we plot NMSE and cosine similarity between the recovered and the true channel. NMSE is plotted on the left y-axis in blue color, and cosine similarity is plotted on the right y-axis in red color. It is evident from the results that CsiFB-PNet recovers the CSI using only 2 overhead bits, and CsiNet requires 6 bits. The rationale is that CsiFB-PNet compresses the update function (see Equation (14)); hence, less quantization noise. A negligible NMSE shows that feedback from the UE can be completely eliminated as the prediction is aligned with the estimated channel at UE. On the other hand, CsiNet compresses the generated codewords; therefore, the decoder network cannot recover the CSI. During the simulations, it was observed that CsiNet performs similarly to CsiFB-PNet without compressing the codewords. Numerically, cosine similarity of CsiNet and CsiFB-PNet is observed same, i.e., 0.99, and NMSE is −44 dB and −32 dB, respectively. The results corroborate that CsiFB-PNet outperforms CsiNet.

In Table II, a comprehensive comparison is given by using the data-set from the measurement campaign (see Section V-A). The best results are presented in bold font. CsiNet is retrained using the data-set of track-1, where training parameters follow their default setting in [56] and transmitted codewords are not compressed. It can be observed that CsiFB-PNet outperforms benchmark schemes. For instance, CsiFB-PNet obtains the lowest NMSE values and beats benchmark schemes at all compression levels. Compared to [46], CsiFB-PNet also provides significant gains due to utilizing uncompressed CSI at the UE for training of channel predictor. When the compression is reduced, benchmark schemes give similar results to CsiFB-PNet, showing that they require more overhead. Further, CsiNet performs better than the conventional method when a low amount of overhead is used, and conventional performs better in high overhead bits. The reason for the worst performance of CsiNet in high overhead bits is that it is not well trained on the measurement campaign, and perhaps more effort is required to train CsiNet; nevertheless, even well-trained CsiNet has lower performance in comparison to CsiFB-PNet (see Fig. 10). In a nutshell, we have learned from the presented results that CsiFB-PNet gives the best performance with a low overhead cost.

Finally, we report some results in terms of the size of data-set used to train the ML models. Specifically, the performance is observed by using Root-MSE (RMSE) as an evaluation parameter, which is calculated between $\hat{H}$ and $\tilde{H}$. The observations showed that CsiFB-PNet can learn future CSI realizations by using minimum amount of data. For example, the observed RMSE of the channel predictor was approximately 0.02 by using only $D_{\text{length}} = 2500$. In comparison to CsiNet, CsiFB-PNet resulted in reducing $\Omega_{\text{rmse}}$ by 88% in the case of

$^{9}$In CsiNet, generated codewords by the encoder are compressed. Whereas in CsiFB-PNet, an update function, i.e., the difference between prediction and estimation, is compressed.

$^{10}$Here the results are written with respect to $B_Q = 2$ for CsiFB-PNet.
$D_{\text{length}} = 2500$. Further, it is also observed in the simulations that by using $D_{\text{length}} = 15000$, CsiFB-PNet gives $\Omega_{\text{mrmse}} = 2 \times 10^{-5}$ whereas CsiNet has approximately $12 \times 10^{-4}$, where the transmitted codewords by the CsiNet are not compressed.

F. Computational Complexity of CsiFB-PNet vs. Autoencoder

To measure the complexity of CsiFB-PNet, we calculate the number of complex multiplications required for the training and prediction of channel predictor. In the case of simple RNN, i.e., without LSTM memory cells, to get a single-step prediction of mMIMO channel, the hidden layer has to perform $I \times J$ complex multiplications, where $I$ and $J$ are the total number of neurons of the input and the hidden layer, respectively. We used two hidden layers; thereby, both hidden layers have to perform $J \times J$ complex multiplications. The complex multiplications at the output layer are $J \times K$, where $K$ are the total output neurons. Hence, the total complex multiplications are

$$P_{\text{rnn}} = J \times (I + J + K).$$  \hfill (21)

The total number of input neurons, $I$, depends on the number of mMIMO sub-channels, recurrent components, and delayed channel realizations. Hence, $I$ is calculated as

$$I = N_F \times N_t + \tau \times (N_F \times N_t) + N_F \times N_t \quad \text{Recurrent}$$

$$= (\tau + 2) \times N_F \times N_t. \quad \hfill (22)$$

Conversely, the output layer’s neurons are equivalent to mMIMO sub-channels; therefore, $K = N_F \times N_t$. By substituting Equation (22) and $K = N_F \times N_t$ into Equation (21), $P_{\text{rnn}}$ can be written in the simplified form as

$$P_{\text{rnn}} = J \times \left[ (\tau + 2) \times N_F \times N_t + J + N_F \times N_t \right]$$

$$= J \times \left[ N_F \times N_t \left( \tau + 3 + \frac{J}{N_F \times N_t} \right) \right]. \quad \hfill (23)$$

With reference to Equations (5)-(7), the number of parameters for a shallow LSTM are calculated as

$$P_{\text{lstm}} = 4(I \times J + J + J) + J \times K + K. \quad \hfill (24)$$

Similarly, for a deep LSTM, parameters can be calculated as

$$P_{\text{dlstm}} = 4 \left( I \times J^{(1)} + J^{(1)} \times J^{(1)} + J^{(1)} \right)$$

$$+ \sum_{l=2}^{L} 4 \left( J^{(l-1)} \times J^{(l)} + J^{(l)} \times J^{(l)} + J^{(l)} \right)$$

$$+ J^{(L)} \times K + K. \quad \hfill (25)$$

The number of hidden layers and their neurons depend on the optimization problem. Generally, the same number of $J$ is used in all hidden layers. Let us denote the size of a mMIMO configuration by $M = N_F \times N_t$ and the scale of the channel predictor by $C = 2\tau J$. Then the one-step prediction complexity of the RNN channel predictor is $O(MC)$. The training complexity depends on the number of training examples (samples), denoted by $N_e$, and the number of training epochs, represented by $N_e$. Therefore, the training complexity is $O(MCN_eN_e)$. Likewise, the complexity of the LSTM-based channel predictor is $O(P_{\text{lstm}})$.

Further, the number of floating-point operations for single-step prediction of LSTM network is 8.4 M, which are very few compared to state-of-the-art, i.e., CsiNet (58.52 M) [30]. Furthermore, CsiNet comprises 32 layers, and CsiFB-PNet comprises 4 layers. This comparison shows that a bigger NN architecture is required to design CsiNet and, correspondingly, resources to train it. Besides, training the LSTM network on track-1 of the measurement campaign took only 52 minutes. The code is executed on TensorFlow 2.3.0, Windows 10 platform running on a core i5 laptop with eight logical processors, clocked at 1.70 GHz with 8 GB of installed memory (RAM).

VI. CONCLUSION AND FUTURE OUTLOOKS

Motivated by the inaccurate CSI acquisition at the gNB due to compression, this paper addressed an ML-based mMIMO CSI feedback mechanism named CsiFB-PNet. The presented results corroborated the validity of CsiFB-PNet compared to state-of-the-art solutions. Specifically, the evaluated results on empirical data and the 3GPP channel model showed that CsiFB-PNet can reduce OTA overhead and enhance CSI feedback accuracy. We have learned from the results, evaluated using empirical data, that in a high-compression scenario, CsiFB-PNet brings huge gains while requiring minimum OTA overhead bits. Besides, we have concluded that the underlying channel model of the empirical data is evolving as an AR process of order 1, justifying the use of $\tau = 2$ (given in Table I) to make the one-step-ahead prediction. Furthermore, the feedback from the UE is not necessary for a 3GPP channel model as the prediction at the UE is approximately the same as the estimated channel. Numerically, we observed a gain of approximately 3.25 dB in CsiFB-PNet compared to training the ML model using compressed CSI. Thus, exploiting ML training only at the UE brings tremendous benefits.

Future works include evaluating the performance of CsiFB-PNet exploiting 3GPP CSI reporting schemes, i.e., type-I and type-II CSI feedback. Also, CsiFB-PNet can be extended towards multi-step channel prediction to reduce the overhead further. Thus, evaluating an AI/ML model against the training complexity of multi-step channel prediction can be one of the possible future directions.
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