On the Degeneracy of Spin Ice Graphs, and Its Estimate via the Bethe Permanent
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The concept of spin ice can be extended to a general graph. We study the degeneracy of spin ice graph on arbitrary interaction structures via graph theory. Via the mapping of spin ices to the Ising model, we clarify whether the inverse mapping is possible via a modified Krausz construction. From the gauge freedom of frustrated Ising systems, we derive exact, general results about frustration and degeneracy. We demonstrate for the first time that every spin ice graph, with the exception of the 1D Ising model, is degenerate. We then study how degeneracy scales in size, using the mapping between Eulerian trails and spin ice manifolds, and a permanental identity for the number of Eulerian orientations. We show that the Bethe permanent technique provides both an estimate and a lower bound to the frustration of spin ices on arbitrary graphs of even degree. While such technique can be used also to obtain an upper bound, we find that in all the examples we studied but one, another upper bound based on Schrijver inequality is tighter.

PACS numbers:

I. INTRODUCTION

Ever since the discovery of degeneracy of ground states in constrained, disordered systems obeying the so-called ice rule 12, 13 and their subsequent experimental implementation in magnetic systems called Spin Ices 14, there has been an active interest in ice-like frustrated materials. Recently, the idea has been extended both theoretically and experimentally to artificial realizations called artificial spin ices (ASI) 15 which have allowed for design of frustration to generate exotic behaviors in their collective physics. ASIs are arrays of interacting, shape-anisotropic nano-islands, each of which can be modeled as a binary Ising spin. They can be characterized directly in real time and real space via a variety of techniques 16–18.

A spin ice can be described abstractly as a set of binary spins arranged on the edge of a lattice, such that its low energy configuration obeys the ice rule. This rule dictates that for each vertex the absolute difference between spins pointing toward the vertex and spins pointing out of the vertex is zero if the vertex has even coordination, or one if the vertex has odd coordination.

Recently, there has been an intense investigation both in the physical underpinnings and control of artificial spin ices and their emergent interactions 19–25, with a broad interest in applications, ranging from topological order 27, 28, memory in materials 29, 30, disordered systems and slow relaxation 31, novel resistive switching 32, 33, and embedding logic circuits in the magnetic substrate 34–37. These new materials are highly controllable 25–27 and can be used to realize novel models via engineering geometric frustration 25, 43, 45.

The collective behavior of these artificial structures typically depends on the geometry, which is open to design 26 via lithographic printing. As novel lithographic techniques are discovered, the control of the dimensionality of these materials requires new theoretical tools to understand the frustration of non-planar artificial spin ices 46, 47. Moreover, it is now possible to embed general spin ice graphs into quantum annealers 48. For these reasons, this paper is focused on a more theoretical and extensible approach for calculating lower and upper bounds to the degeneracy of the ground state of generic spin ices. However, given the fact that we later use the Ising model mapping, it is worth mentioning that the origin of the interaction in an artificial spin ice between the spins is dipolar, and are not exchange interactions as in natural spin ice.

Previous work 49 set up the concept of spin ice on a general graph. Spin ice concepts are often translatable into the language of graph theory, and vice versa. For instance in the mathematical literature a balanced graph (with even degree nodes) is a directed graph whose in-degrees is equal to the out-degrees 50. In spin ice language, this corresponds to a configuration of the ice manifold 49. Thus, the problem of finding the Pauling entropy 11 of a spin ice graph is therefore equivalent to the problem of counting the number of balanced digraphs. Moreover, it is one of the many celebrated results by Euler that only graphs which can be balanced via an orientation support an Eulerian trail 51. In this sense, many results from graph theory can be borrowed to study frustration in spin ice.

In this paper we use and generalize some of the known results from graph theory. We demonstrate for the first time that a general spin ice graph is always degenerate, with the exception of the trivial case: the one-dimensional Ising model. Then, because the scaling of degeneracy with size is fundamental to the notion of Pauling entropy in spin ices, we compute lower and upper bound the ground state degeneracy of several spin ices.

In the first part of the paper, we use the Line Graph dual representation 52, and derive properties for the effective Ising model on arbitrary graphs. In particular, we use the Krausz coarse-graining procedure to show that from the effective Ising model there is a well-known technique to obtain the original spin ice interaction graph.

In the second part of the paper, we focus on estima-
tion techniques. For even-degree graphs there exists a permanental identity which in principle, but not in practice, allows for the evaluation of the degeneracy of the spin ice. However, using the Bethe Permanent and the Schrijver bound, it is possible to obtain lower and upper bounds to geometric frustration for the cases in which the degree of the graph is even. We apply these bounds to the square lattice, the triangular tiling, the cubic lattice, and tournaments.

II. GRAPH THEORY FOR SPIN ICE

General graph theoretic approaches are common tools in Statistical Physics [30–33]. Previously, one of us has discussed the notion of spin ice on a general undirected graph \( G \), where a spin configuration may be thought of as a directed graph, considered its Coulomb phase properties, and shown that charge correlations are computable from graph spectral analysis [49]. We use the same approach here, but unlike the previous approximated study, we derive exact results for the degeneracy of the ice manifold. Later in the paper we will also introduce a way to obtain estimates (which are lower bounds), while here we prefer to keep a general discussion.

Consider a set of spins \( s_j \) lying on the bonds of a graph. We define a spin ice Hamiltonian as

\[
H = J \sum_v (\sum_{j \to v} \pm s_j)^2, \tag{1}
\]

where \( v \) are the vertices of the graph \( G \) and each \( s_j \) has an orientation specified by \( \pm \). Given a vertex \( v \), the charge of such vertex is defined as \( Q_v = \sum_{j \to v} \pm s_j \), and thus the Hamiltonian is such that the minimum of the energy corresponds to minimal absolute value of charge, defined as the difference between vertices pointing in or out, as in ref [49].

To see the connection between frustrated spins in the system consider \( e = |E(G)| \) the total number of edges (ordered pairs of adjacent vertices) of the graph [52], while \( n = |V(G)| \) is the total number of nodes. Let us first introduce a few graph theoretical constructs in order to fix the notation. For a generic and undirected graph \( G \) consider the (undirected) incidence matrix \( B \) of size \( n \times \frac{e}{2} \) with entries \( B_{i\beta} \), where \( i \) is an integer between 1 and \( n \) on the set of vertices and \( \beta \) is an integer between 1 and \( e \) on the set of edges, such that:

\[
B_{i\beta} = \begin{cases} 1 & \text{if the edge } \beta \text{ contains the vertex } i, \\ 0 & \text{otherwise.} \end{cases} \tag{2}
\]

Let us now consider instead the directed incidence matrix \( B^D_{i\beta} \), of size \( n \times p \) constructed as follows. First, assign an orientation to each edge of the graph. This can be thought as a possible spin configuration [49]. Given such an orientation \( \mathcal{O} \), we assign the matrix elements of \( B^D_{i\beta} \) as

\[
B_{i\beta} = \begin{cases} 0 & \text{if the edge } \beta \text{ is not incident to the vertex } v \\ 1 & \text{if the edge, given the orientation } \mathcal{O}, \text{ enters } v \\ -1 & \text{if the edge, given the orientation } \mathcal{O}, \text{ leaves } v \end{cases}. \tag{3}
\]

(we use latin indices for vertices and greek for edges or spins).

Crucially, we can rewrite the Hamiltonian for a generic spin ice as

\[
H = J \sum_v (\sum_{\beta} B_{v\beta} s_\beta)^2 = J \sum_v \sum_{\beta,\beta'} p B_{v\beta} B_{v\beta'} s_\beta s_{\beta'}, \tag{4}
\]

Swapping the vertex and spin summation, we write

\[
H = J \sum_{\beta,\beta'} Q_{\beta,\beta'} s_\beta s_{\beta'}, \tag{5}
\]

where \( Q_{\beta,\beta'} = \sum_v B_{v\beta} B_{v\beta'} \equiv (B^T B)_{\beta,\beta'} \) is symmetric. Do note the following. Given the directed incidence matrix, we have

\[
Q_{\beta,\beta'} = \begin{cases} 2 & : \text{if } \beta = \beta' \\ 0 & : \text{if the spins } \beta \text{ and } \beta' \\ & \text{have no vertex in common} \\ -1 & : \text{if both spins } \beta, \beta' \\ & \text{leave or enter a common vertex } v \\ 1 & : \text{if one spin } \beta \text{ leaves a common vertex } v \\ & \text{and } \beta' \text{ enters it, and viceversa.} \end{cases} \tag{6}
\]

Given the matrix \( Q \), we can write \( Q = 2I - A \) and define \( A \), which is a directed incidence matrix with support on the line graph \( \mathcal{L}(G) \). In order to gain some intuition about the matrix \( A \), let us discuss the non-directed case first.

A. Undirected Line Graphs

We start by defining line graphs, which are graph constructed from an undirected graph \( G \) and such that the edges of the graph \( G \) become the vertices of the graph \( \mathcal{L}(G) \). The edges (or edge) of the line graph are constructed based on the connectivity of the original graph, as follows [50, 59].

Let \( G = (V, E) \) denote a graph with vertex set \( V = \{v_1, v_2, ..., v_n\} \) and edge set \( E = \{e_1, e_2, ..., e_p\} \).

\[1\] It is interesting to note that here there is a mismatch between the original literature in graph theory, starting with the original work of Harary [55] (1965). The original Line Graph of a digraph did not have any negative values, e.g. if the two edges do not have zero sum, then we assign a value zero.
Each vertex $\tilde{v} \in \tilde{V}(\mathcal{L}(\mathcal{G}))$ corresponds to an edge $e \in E(\mathcal{G})$. Two vertices $\tilde{v}_1$ and $\tilde{v}_2$ in $\tilde{V}(\mathcal{L}(\mathcal{G}))$ are adjacent if and only if the edges in $\mathcal{G}$ (corresponding to $\tilde{e}_1$ and $\tilde{e}_2$) share a vertex. The correspondence between $\mathcal{G}$ and $\mathcal{L}(\mathcal{G})$ is injective but not surjective. From a given graph $\mathcal{G}$ we can construct only one $\mathcal{L}(\mathcal{G})$, and an example is provided in Fig. 1. Yet, in general it is not true that any graph can construct only one graph, and each graph containing them is thus not a line graph descendnet of any other graph. We will discuss this later in detail [59].

Given a graph $\mathcal{G}$, we can construct its line graph using the following procedure (consider Fig. 1 for reference):

1. Enumerate the vertices of $\mathcal{G}$. In Fig. 1, these are the black vertices.
2. Enumerate the edges of $\mathcal{G}$ with a fixed prescription. In Fig. 1, these are the gray nodes, which are the vertices of the line graph $\mathcal{L}(\mathcal{G})$.
3. If two edges share a vertex, draw a line between them. In Fig. 1, these are the solid lines between grey vertices. These becomes the edges of line graph $\mathcal{L}(\mathcal{G})$.
4. Remove $\mathcal{G}$ (nodes and edges) and their enumeration. What is left is the line graph of $\mathcal{G}$, $\mathcal{L}(\mathcal{G})$. The line graph $\mathcal{L}(\mathcal{G})$ is thus the set of vertices and edges corresponding to grey vertices and solid lines in Fig. 1.

Consider now the Kirchhoff matrix, obtained from the (undirected) incidence matrix $B$ of the graph $\mathcal{L}(\mathcal{G})$.

The Kirchhoff matrix $K$ is the $p \times p$ matrix built from $B$, such that:

$$K = B^t B,$$  \hspace{1cm} (7)

$B^t$ being the transpose of $B$. A well-known theorem now gives the relationship between the incidence matrix and the adjacency matrix of the line graph $\mathcal{L}(\mathcal{G})$:

Let $\mathcal{G}$ be a graph with $p$ edges and $n$ vertices and let $\mathcal{L}(\mathcal{G})$ be its line graph. Then we have

$$K = A - 2 I,$$  \hspace{1cm} (8)

where $I$ is the $p \times p$ identity matrix, and $A$ is the adjacency matrix of $\mathcal{L}(\mathcal{G})$.

### B. Directed Line Graphs

We see immediately that the definition of $Q$ and $K$ are very similar, with an important difference. The matrix $Q$ can be written as

$$Q = 2I - A,$$  \hspace{1cm} (9)

where $A$ is called the weighted adjacency matrix, has the same support as the undirected line graph $\mathcal{L}(\mathcal{G})$, but can take both positive and negative values on edges of the line graph, depending on the orientation $O$ (see Fig. 1 and Fig. 2). In fact, $A$ takes a positive value $+1$ if the two edges have zero sum on the vertex according to the orientation, e.g. if one leaves and one enters, while $+1$ if they both enter and leave.

A fundamental result follows: in general, we can write any spin ice model (written in charge formulation), as

$$H = -J \sum_{\beta \beta'} A_{\beta \beta'} s_{\beta} s_{\beta'}$$  \hspace{1cm} (10)

where $A$ is the weighted adjacency matrix according to the rule above. Thus, in the case of directed graphs we can have both ferromagnetic ($JA_{\beta \beta'} > 0$) and antiferromagnetic values ($JA_{\beta \beta'} < 0$), and is thus a weighted adjacency matrix. If the element of $A$ is positive, the interaction on the line graph is ferromagnetic (e.g. the two spins are aligned in the ground state), while if it is negative the interaction is antiferromagnetic (anti-aligned in the ground state).

Note that spin ices are generally frustrated, but frustration cannot be reabsorbed by a spin redefinition, as it is invariant under the Ising model gauge freedom [60] which in our graph-theoretical language corresponds to $s_{\beta} \rightarrow \xi_{\beta} s_{\beta}, \quad B_{\gamma \beta} \rightarrow B_{\gamma \beta} \xi_{\beta}$ for $\xi_{\beta} = \pm 1$. As such, the couplings that one obtains in the procedure depend on the gauge transformation. What does not change is the frustration, which cannot be removed. As an example, consider Fig. 3. Given a certain spin orientation, a 4-vertex node generates an interaction vertex in the equivalent Ising model, which is topologically equivalent to a tetrahedron. There are 3 fundamental cycle, given by $ABD, BDC$ and $ABC$, which are all frustrated because they all contain an odd number of antiferromagnetic interactions.

Consider now the Hexagonal spin ice of Fig. 2. We see that with the orientation we have used, the only frustrated cycles are those associated to the vertices of the Hexagonal model. This implies naturally that the degeneracy of the ground state in the model must scale with the size of the vertices.
spin ice is composed by a sequence of vertices of degree $d = \{d_1, \cdots, d_n\}$, and if for any $i$ we have $d_i > 3$, the line graph dual will not be planar because complete graphs on four vertices are necessarily not planar.

**Remark 3** The only purely ferromagnetic spin ice graph is the one dimensional Ising model. It is also the only spin ice whose ground state is non-degenerate. Consider the following one-dimensional spin ice:

$$H = J \sum_{i=1}^{n} (s_i - s_{i+1})^2. \quad (11)$$

The ground state has a $Z_2$ symmetry: these are all right or all left spins, which is equivalent to a 1-dimensional ferromagnetic Ising model. This implies that at least one spin ice is non-degenerate. Interestingly, it is the only one.

In order to see this, consider a vertex with $d$ edges (or $d$ incoming/outgoing spins). The total number of interaction terms in the effective Ising model are $d(d-1)/2$. Assume an orientation in which $d_1$ spins point in and $d_2$ out, with $d = d_1 + d_2$. Then, the number of ferromagnetic and antiferromagnetic interactions are, following the directed line graph construction,

$$\frac{d_1(d_1-1)}{2}, \quad \text{antiferromagnetic}$$

$$\frac{d_2(d_2-1)}{2}, \quad \text{ferromagnetic}$$

The only case in which we have no antiferromagnetic interaction is $d_1 = d_2 = 1$, which is a vertex of degree 2. The only (connected) graphs that can be formed with vertices of degree two are circle graphs. Thus, one dimensional spin ices are the only purely ferromagnetic models, thus unfrustrated. This implies that all spin ices in dimensions higher than one are necessarily frustrated.

This does not mean that all models are necessarily extensively degenerate, that is possess a nonzero Pauling entropy \([1,2]\). This is a more complicated notion which depends on the product of signs of interaction on a loop. We discuss this next.

**Remark 4:** All spin ices with $d > 2$ have frustration at the vertex level.

Since frustration is gauge invariant, we can pick any orientation of the vertex configuration and calculate frustration along a certain loop (a closed sequence of edges, or a loop) in that particular configuration. Let us choose $d_2 = 0$, thus all spins going into the vertex. Now, all the fundamental cycles at the vertex interactions are of length 3, as the effective interaction is a complete graph $K_d$. There are $n = \frac{d(d-1)(d-2)}{2}$ fundamental circuits of length 3. Since all interactions are anti-ferromagnetic, we have that the product of the signs in every cycle is $-1$, and thus frustrated.

**Remark 5:** For planar spin ices, frustration is only at the vertex level.

This is a byproduct of the following fact. Consider a cycle in a spin ice (in the original lattice). We can always
choose an orientation of the lattice such that, for a given cycle, the arrows are chosen head to tail. Thus, when we construct the directed line graphs, the interactions bordering two spins are going to be ferromagnetic. Thus, if we go around a cycle in the line graph dual, we only have ferromagnetic interactions, and thus the cycle is not frustrated. In order to see that this is true always, note that for a planar graph we can always choose orientations of the spin such that such configuration is consistent. Thus, frustration is due only to vertices (cliques) in the directed line graph dual.

Note that this implies that so-called vertex-frustration [26], that is the inability to arrange collectively all vertices in a lowest energy configuration, cannot exist in a graph spin ice whose Hamiltonian depends only on the vertex charge. Indeed, all the vertex-frustrated systems [26], many of which have been realized [61, 62] and depend upon a lifting of degeneracy within vertices of the same charge. They are therefore not pure spin ice graphs.

D. Spin ice reconstruction via Krausz clique partitions

One of the most interesting byproducts of the direct construction is that there is an inverse procedure, known as Krausz partitioning. We know that if the original spin ice interaction is planar, then vertices are mapped to fully frustrated cliques (condition 1). Also, any cycle subgraph which is not a clique must not be frustrated (condition 2). If these conditions are satisfied, and if none of the Beineke graphs are present, then we can reconstruct the original spin ice interaction via the Krausz decomposition, which goes as follows (condition 3).

Given a graph $Q$, if condition 1 and 2 are satisfied, consider the unweighted graph $|Q|$, and

1. Enumerate all complete subgraph of the graph $|Q|$, and defined as partitions $K$;

2. If all partitions $K$ have only one vertex in common, contract the cliques into a vertex, and connect the partitions by an edge

3. The resulting graph is the spin ice interaction matrix: assign spins to the edges of the resulting graph and add a term $J(\sum_i s_i)^2$ to the corresponding interaction.

4. Because of gauge invariance, the directionality of the original spin is irrelevant.

It is important to note that a graph is a line graph of a root graph $G$ if and only if there is a Krausz partitioning of the graph $Q$. An example of such procedure is in Fig. 4. Each complete subgraph is identified and the coarse graining procedure is performed.

III. LOWER AND UPPER BOUNDS TO SPIN ICE DEGENERACY

Extending Pauling’s estimate [2] can become extremely challenging on arbitrary graphs. In order to estimate the degeneracy of the ice manifold beyond the case of planar graphs or non-bipartite graphs, we will use a general graph-theoretic approach and upper bound the entropy associated to the ice manifold. First, let us note that the maximum degeneracy that a spin ice can have is given by $2^{N_{\text{spin}}}$. If the spin ice is degree regular and has $N_v$ vertices, then the maximum entropy of the ice manifold is naturally given by $\epsilon_{\text{max}} = N_v \frac{d}{2} \ln 2$. Below we provide a procedure to systematically calculate upper bounds based on the theory of Eulerian tours on graphs. Given a certain spin ice graph $G$, we are interested in calculating the number of configurations in the ice manifold, $\epsilon(G)$, and its entropy $S(G) = \ln \epsilon(G)$ [2].

We focus on the case in which all vertices have even degree, independently from the planarity of the spin ice. Consider a graph $G$. It is very well known that Euler got interested in the problem of walks on graphs with the following property: starting from a certain vertex $v$, perform a walk on the graph $G$ such that you never use the same edge twice. A Euler cycle starts at a vertex $v$ and ends in the vertex $v$. Euler proved the following
Theorem (Euler) Let $G$ be a connected graph. Then, $G$ has an Euler cycle if and only if every vertex $v$ has even degree $d_v$.

One direction of this theorem is rather obvious, as if a Euler cycle exists, necessary $d_v$ must be even. The theorem is powerful because it ensures that if all $d_v$ are even, the converse also applies. While an enumeration of the number of eulerian tours for undirected graphs is an open problem, a formula for the number of eulerian orientations exists. Let $G$ be a graph with degrees $d_v$. Then, the total number of eulerian orientations $\epsilon(G)$ is given by [64]:

$$\epsilon(G) = \frac{\text{perm}(A)}{\prod_{v \in V} \left(\frac{d_v}{2}\right)!},$$

(13)

where the matrix $A$ is the incidence matrix of a hypergraph, whose construction we discuss below. The identity above provides a pathway towards the estimate of the degeneracy of a spin ice graph. The definition of the matrix $A$ is the following (we refer to Fig. 5).

Let us consider the undirected incidence matrix $B$ of the undirected graph $G$, which represents the spin ice graph and which was introduced in eqn. (2) for a graph $G = (V, E)$ which contains $|V|$ vertices and $|E|$ edges. By construction, the incidence matrix $B$ contains $|V|$ rows, one for each vertex of the spin ice, and $|E|$ columns, one for each edge of the spin ice, e.g. the number of spins. For each vertex $v \in V$ (which is a vertex in the spin ice), $A$ contains a $\frac{d_v}{2}$ number of identical rows of $B$. This implies that $A$ is square and of size equal to the number of edges of $G$. The graphical construction of the matrix $A$, which can be associated to an hypergraph, is shown in Fig. 5. The matrix $A$ is thus the incidence matrix of a certain hypergraph $G'$, where the number of edges is repeated depending on the degree of the nodes $v$. For instance, for the graph $G$ of Fig. 5 and the enumeration of the vertices and edges, the incidence matrix $B$ and the matrix $A$ are given by

$$B = \begin{pmatrix} 1 & 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 \\ 0 & 1 & 1 & 1 & 0 & 1 \end{pmatrix} \rightarrow A = \begin{pmatrix} 1 & 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 \\ 0 & 1 & 1 & 1 & 0 & 1 \\ 0 & 1 & 1 & 1 & 0 & 1 \end{pmatrix},$$

(14)

where we see that the last row of $B$, associated to the vertex 5 has been doubled, adding a new node to the graph and making $A$ a square matrix of size $6 \times 6$, where $|E| = 6$. Thus, the evaluation of the permanent depends on the number of edges of the graph rather than the number of nodes. The addition of the two nodes however implies that the edges are connected to three nodes. If we force the interpretation of the matrix $A$ as an incidence matrix, then it is the incidence matrix of an hypergraph $G'$, as an effective edge of the system can be connected to more than two nodes. For instance, the edges 2, 3, 4, 6 are effectively connected to 3 nodes (the edges in hypergraphs can connect to multiple nodes, while only to two in simple graphs).

The formula of eqn. (13) is exact for graphs of even degree but hard to use in practice. This is due to the fact that the permanent is rather hard to calculate numerically for arbitrary graphs, being the problem #P-complete [63]. However, one can upper bound the permanent of $(0, 1)$ matrices using the Bregman-Minc result [64], which is given by the following inequality:

$$\text{perm}(A) \leq \prod_{i=1}^{m} (r_i!)^{\frac{1}{r_i}},$$

(15)

where $r_i$ is the row sum of the $i$-th row of $A$. This implies that, if $d_v$ is the degree of the graph, one has Schrijver’s inequality [63]:

$$\epsilon(G) \leq \prod_{v \in V} \sqrt{\frac{d_v}{2}},$$

(16)

We note that the upper bound above is base on the fact that the graph has an eulerian orientation, and thus $d_v$ must be even. For degree regular graphs, we have

$$\ln \epsilon(G) \leq \frac{N}{2} \ln \left(\frac{d_v}{2}\right),$$

(17)

which is a bound of fairly general nature for the number of eulerian paths, and depends on graph ”local” properties, such as the vertex degree.

A. Approximating the number of Eulerian configurations from the permanent

For completeness, we discuss first a technique which proved unfruitful for us, but which deserves to be mentioned. One way to calculate such quantity exploits the Godsil-Gutman theorem [63] [66]. Let $A$ be a non-negative matrix. Then, if we define $B_{ij} = rij \sqrt{a_{ij}}$, where $rij$’s are uncorrelated random variables distributed according to $P(r_{ij})$, with mean 0 and variance 1, we have

$$\text{perm}(A) = \langle \det(B^tB) \rangle_{P(r)}.$$

(18)

Since we are interested in the logarithm, we have

$$\ln \text{perm}(A) = \langle \ln(\det(B^2)) \rangle_{P(r)} = \ln \langle \det(B^2) \rangle_{P(r)}.$$

(19)

If $rij = \{1, -1\}$ the estimator above is called Godsil-Gutman, but if $rij \in \mathcal{N}(0, 1)$ is called Barvinok estimator. We have tested both the Gutman-Godsil and Barvinok estimators for the case of the triangular, square and cubic lattice degeneracies, but we have found that the variance of the estimates does not fall fast enough with the number of Monte Carlo samples.

The second approximation method for the permanent of a non-negative matrix is based on Belief Propagation,
which is the one we present here \[67\]. Consider the square matrix \(A\) obtained via the Schrijver augmentation. The permanent of the matrix \(A\) is defined via the sum over all possible permutations, as

\[
\text{perm}(A) = \sum_{\pi \in S_n} f(\pi; A),
\]

where \(f(\pi; W) = \prod_{i=1}^{n} A_{\pi(i)}\). Another way of thinking of these permutations is in terms of perfect matching between two sets \(A\) and \(B\), and in particular “double dimerizations”, as follows.

Given a certain permutation \(\pi\), a matching between the set \(A\) (the first index) and the set \(B\) (the second index), can be represented as \((i, \sigma(i))\). Similarly, a particular valid configuration of the permanent is a set of non-overlapping dimers \(A_{1,\sigma(1)} \cdots A_{n,\sigma(n)}\). So one constructs a bipartite graph in which one places a dimer between \((i, j)\) if \(A_{ij} > 0\). The permanent is a sum over all possible dimerizations.

Based on this idea, Huang and Jебара mapped the permanent to a set of double-dimerizations which correspond to a valid choice of the permanent as follows \[67\]. A dimer between the set \(A\) and \(B\) is an assignment between the variables \(X = \{x_1, \cdots, x_n\}\) and the variables \(Y = \{y_1, \cdots, y_n\}\). We now introduce the potentials \(\phi(x_i) = \sqrt{A_{x_i}}\), and \(\phi(y_j) = \sqrt{A_{y_j}}\) and introduce the function

\[
f(X, Y) = \prod_{i,j} \psi(x_i, y_j) \prod_k \phi(x_k) \phi(y_k)
\]

which is a function of the assignment. If the function \(\psi(x_i, y_j)\) enforces that, given two sets of assignments (two possible dimer configurations) between \(A\) and \(B\), the two assignments are identical, then ones obtains

\[
\prod_k \phi(x_k) \phi(y_k) = A_{1,\sigma(1)} \cdots A_{n,\sigma(n)},
\]

and

\[
Z = \sum_{\sigma, \pi \in S_n} f(X, Y).
\]

where \(\sigma = (i, x_i)\) and \(\pi = (y_j, j)\). In terms of the dimer representation, a valid configuration is such that two dimers either overlap completely or do not overlap at all. Then, a logic function which ensures such condition is the negation of the XOR function \(I(\neg(j = x_i \oplus i = y_j))\), where the function \(I(\cdot)\) is zero if the condition is false and one otherwise.

Note that eqn. \[22\] can be interpreted as the partition function for a particular factor graph with pairwise interactions, and can be analyzed in terms of belief propagation \[7\]. The partition function can be interpreted as products of probability distributions which can be decomposed via Bayes’ theorem. The key idea behind the BP algorithm is to factor the marginal probability with respect to a certain variable in a product of contributions coming from “neighboring” variables; these factorized probabilities are called the messages. One can imagine these factorizations as “messages” being sent from neighboring variables \(N(i)\), informing the full distribution. Borrowing the language used in statistical physics, the variables are called vertices, as the method is applicable exactly to Ising models on trees. The messages sent by a vertex \(i\) to \(j \in N(i)\) depends on the messages it received previously from other vertices. Let us assume that the variables \(x_i\) take values in a certain collection \(F\). Then:

\[
m_{i \rightarrow j}(x_j) \leftarrow \sum_{x_i \in F} n_{i \rightarrow j}(x_i) \phi_i(x_i) \psi_{ij}(x_i, x_j),
\]

where

\[
n_{i \rightarrow j}(x_i) = \prod_{k \in N(i) \setminus \{j\}} m_{k \rightarrow i}(x_i).
\]

Messages are positive and satisfy

\[
\sum_{x_j \in F} m_{i \rightarrow j}(x_j) = 1,
\]

and thus can be interpreted as probability distribution. Belief propagation outputs beliefs, which are approximations of the one-site and two-site marginal distributions of \(p(F)\). The beliefs \(b_i\) are reconstructed according to

\[
b_i(\tau_i) \propto \phi_i(x_i) \prod_{j \in N(i)} m_{i \rightarrow j}(x_i)
\]

It has been realized that the fixed points of the BP algorithm coincide with local minima of the Bethe free energy \[?\]. The Bethe free energy \(F_{\text{Bethe}}\) is given by

\[
F_{\text{Bethe}} = -\sum_{i,j} b_i(x_i, y_j) \ln \left( \psi(x_i, y_j) \phi(x_i) \phi(y_j) \right) + \sum_{i,j} b_i(x_i, y_j) \ln b_i(x_i, y_j) - (n-1) \sum_i b_i(x_i) \ln b_i(x_i) - (n-1) \sum_j b(y_j) \ln b(y_j)
\]

where \(\sigma = (i, x_i)\) and \(\pi = (y_j, j)\). In terms of the dimer representation, a valid configuration is such that two dimers either overlap completely or do not overlap at all. Then, a logic function which ensures such condition is the negation of the XOR function \(I(\neg(j = x_i \oplus i = y_j))\), where the function \(I(\cdot)\) is zero if the condition is false and one otherwise.

Note that eqn. \[22\] can be interpreted as the partition function for a particular factor graph with pairwise interactions, and can be analyzed in terms of belief propagation \[7\]. The partition function can be interpreted as products of probability distributions which can be decomposed via Bayes’ theorem. The key idea behind the BP algorithm is to factor the marginal probability with respect to a certain variable in a product of contributions coming from “neighboring” variables; these factorized probabilities are called the messages. One can imagine these factorizations as “messages” being sent from neighboring variables \(N(i)\), informing the full distribution. Borrowing the language used in statistical physics, the variables are called vertices, as the method is applicable exactly to Ising models on trees. The messages sent by a vertex \(i\) to \(j \in N(i)\) depends on the messages it received previously from other vertices. Let us assume that the variables \(x_i\) take values in a certain collection \(F\). Then:

\[
m_{i \rightarrow j}(x_j) \leftarrow \sum_{x_i \in F} n_{i \rightarrow j}(x_i) \phi_i(x_i) \psi_{ij}(x_i, x_j),
\]

where

\[
n_{i \rightarrow j}(x_i) = \prod_{k \in N(i) \setminus \{j\}} m_{k \rightarrow i}(x_i).
\]

Messages are positive and satisfy

\[
\sum_{x_j \in F} m_{i \rightarrow j}(x_j) = 1,
\]

and thus can be interpreted as probability distribution. Belief propagation outputs beliefs, which are approximations of the one-site and two-site marginal distributions of \(p(F)\). The beliefs \(b_i\) are reconstructed according to

\[
b_i(\tau_i) \propto \phi_i(x_i) \prod_{j \in N(i)} m_{i \rightarrow j}(x_i)
\]

It has been realized that the fixed points of the BP algorithm coincide with local minima of the Bethe free energy \[?\]. The Bethe free energy \(F_{\text{Bethe}}\) is given by

\[
F_{\text{Bethe}} = -\sum_{i,j} b_i(x_i, y_j) \ln \left( \psi(x_i, y_j) \phi(x_i) \phi(y_j) \right) + \sum_{i,j} b_i(x_i, y_j) \ln b_i(x_i, y_j) - (n-1) \sum_i b_i(x_i) \ln b_i(x_i) - (n-1) \sum_j b(y_j) \ln b(y_j)
\]
Thus, the partition function can be written as a minimization of the Bethe free energy
\[ Z = e^{-\min_b F_{\text{Bethe}}(b)}. \] (29)
The minima of the belief can thus be obtained via the message passing algorithm and the beliefs must satisfy
\[ b(x_i) = \sum_{y_j} b(x_i, y_j) \text{ and } b(y_j) = \sum_{x_i} b(x_i, y_j), \]
and, following the equations described earlier, we have
\[ b(x_i) \propto \phi(x_i) \prod_{y_j \neq i} m_{y_j}(x_i) \prod_{l \neq i} m_{x_l}(y_j). \] (30)

The messages can be obtained iteratively, starting from a random initial state
\[ m_{x_i}^{t+1}(y_j) = \sum_{y_j} \left( \phi(x_i) \psi(x_i, y_j) \prod_{k \neq j} m_{y_k}(x_i) \right). \] (31)

On trees, these equations always converge towards the exact solution. Otherwise, the solution is only approximate. This said, an interesting byproduct is that it is possible to prove that the Bethe permanent can be used both for a lower and an upper bound [68, 69] to the permanent, given the following:

**Theorem** (Vontobel-Gurvits)

\[ \text{Bperm}(A) \leq \text{perm}(A) \leq \sqrt{\pi} \text{Bperm}(A). \] (33)
where \( n \) is the size of \( A \) and \( \text{Bperm}(A) \) is its Bethe permanent.

The theorem above implies that we can obtain, via the Bethe permanent \( \text{Bperm}(A) \), a level of confidence on the value of the permanent and in particular a certificate for the lower bound scaling. Note that in practice, we have found that Schrijver’s upper bound is typically lower than the one obtained via the Bethe Permanent.

Given a certain lattice described by the graph \( G \) we call \( B\epsilon(G) \) the lower bound obtained via the permanent. We thus have
\[ B\epsilon(G) \leq \epsilon(G) \leq \prod_v \left( \frac{d_v}{2} \right)^{d_v/2} \]. (34)

where \( d_v \)'s are the vertex degrees.

Using the bounds above, we can then constrain the frustration of the graph via the numerical evaluation of the Bethe permanent. We study the square lattice, the triangular tiling, and the cubic lattice, all with toroidal boundary conditions. The reason is that with these boundary conditions every node has a degree which is even. Thus, boundary effects for small lattices like ours are negligible in this setting. Other boundary conditions are possible, but so far as every vertex degree is even.

The numerical results are shown in Fig. 6 for the planar cases of the square lattice and the triangular tiling, which are two perfect Archimedean lattices [70]. For the case of the square ice we have Lieb’s exact result [2] \( \epsilon_{\text{Exact}} = \frac{1}{8} \sqrt{2^6} \). For the case of the triangular tiling there is no exact solution. Pauling’s argument [2] does not apply, as it relies on the bipartiteness of the lattice. For the case of the triangular tiling, we find that \( \frac{\ln L}{L^2} \geq 2.33[\ldots] \), using the fact that the Bethe permanent is a lower bound.

For the cubic lattice (with toroidal boundary conditions), Pauling’s calculation suggests that the entropy of the spin ice scales with the number of vertices \( L^3 \). In fact, given a certain node, we have \( 2^6 = 64 \) possible configurations, but only 20 of them satisfy the ice rule. It follows that, from Pauling’s argument, the spin ice ground state degeneracy should be
\[ \epsilon_{\text{Pauling}} = 2^3 L^3 \left( \frac{20}{64} \right) L^3 = (5/2) L^3. \] (35)
or \( \ln \epsilon_{\text{Pauling}} = L^3 \ln \frac{5}{2} \approx 0.916(3) \cdot L^3 \). Using the Bethe permanent (see Fig. 7), we observe that Pauling’s estimate is not too far from the Bethe permanent lower bound, which gives \( B\epsilon \approx 2.41 L^3 \), but provides a certificate for a lower bound.

As a last application, we consider regular tournaments, which is the total number of Eulerian configurations for a complete graph with \( L \) nodes, as in Fig. 8, or equivalently the degeneracy of the spin ice configurations on a complete graph. This number was calculated by McKay [71] and is given by
\[ \epsilon = \left( \frac{2L+1}{\pi L^2} \right)^{1/2} \frac{\sqrt{L}}{\sqrt{e}} \left[ 1 + O\left( \frac{1}{\sqrt{L}} \right) \right]. \] (36)
It can be easily seen that also in this case the Bethe permanent provides a good estimate for the number of tournaments.

A summary of the results is provided in the Table 1.

**IV. CONCLUSIONS**

We have discussed some theoretical results for spin ice on arbitrary graphs. In the first part of the paper we have provided a graph theoretical mapping between spin ices and Ising models based on the directed incidence matrix of the Line graph. Specifically, we have shown something that was already known: while all spin ices can be mapped to Ising models, not all Ising models can be mapped to spin ices; but here we show a general a procedure to extract the original spin ice. We have also shown that all spin ices are degenerate (except the trivial case: the 1D Ising model). We have proved this result using the known gauge transformation for the Ising...
model. Another fact which we managed to prove in the first part of this paper, and that we found surprising, is that for planar spin ices, degeneracy is only at the vertex level. This implies that the effective Ising model, cycles between different vertices of the original spin ice are unfrustrated, as it can be seen via a gauge transformation to align these vertices. The same is not true for the interactions at the vertices, implying that the frustration scales with the number of vertices of the original spin ice.

In the second part of the paper we have focused on tech-
techniques to bound the degeneracy of the ice manifold. The
method is based on the number of Eulerian tours, as for
every balanced graph (ice manifold state) there exists at
least one Eulerian trail. The advantage of using the Eu-
erian trails is that there are spectral techniques to count
the number of Eulerian trails of a directed graph. We
applied these techniques for even-degree and connected
graphs, showing that these bounds can be extended to the
case of odd-degree reducible graphs. To conclude, we
have used an exact formulation for the degeneracy of spin
ices configurations using a permanent identity. Given the
fact that the permanent is $\#P$-complete quantity to com-
pute, we have employed numerical methods based on the
Bethe free energy. Such method provides numerical lower
bounds to the permanent, and we have thus obtained
lower bounds to the spin ice degeneracy for various spin
ice regular lattices. The advantage of such procedure is
that these certified lower bound estimates can be ob-
tained relatively quickly and without using loop Monte
Carlo techniques \cite{20} , despite the latter giving a more
precise estimate. As such, given two spin ice graphs, we
can compare the lower bounds on these and provide a
rough yet quick estimate of which will have a larger de-
generate ground state.

It is worth mentioning that there are also other imple-
mentations using fractional belief propagation \cite{76}. Such
method depends on an extra parameter that (which is
however matrix dependent), and is such that a particu-
lar value of this parameter coincides with the exact result
of the permanent. The key issue is that such parameter is
not known a priori, but it is a promising venue for trying
to estimate more precise values of the spin ice degeneracy.
Such method will be considered in future papers.
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\begin{table}
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Graph & Exact & Pauling & Bethe & Maximum \\
\hline
Square & $1.53[-]$ & $\frac{3}{2}$ & $1.41$ & $4$ \\
Triangular & - & $2.33$ & $1.41$ & $8$ \\
Cubic & - & $\frac{5}{2}$ & $2.41$ & $8$ \\
\hline
\end{tabular}
\caption{Normalized ground state entropy $s = \frac{\ln s}{N_v}$. The
Bethe permanent typically provides a certified lower bound
given the matrix, and the scaling is extracted numerically.
For the complete graph, tournaments do not scale simply ex-
ponentially with the number of vertices (see eqn. \cite{36}). The
maximum is obtained via the relationship for regular graphs,
$s = \ln 2^2$, with $N_v$ the total number of vertices.}
\end{table}
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