Impacts of Spectral Nudging Parameters on Dynamical Downscaling in Summer over Mainland China

Xiaoping Mai1,2, Xiaobin Qiu3,4*, Yi Yang2* and Yuanyuan Ma5

1Key Laboratory of Research on Marine Hazards Forecasting, National Marine Environmental Forecasting Center, Beijing, China, 2Research Center for the Development of the Earth System Model of Lanzhou University, College of Atmospheric Sciences, Lanzhou University, Lanzhou, China, 3Tianjin Key Laboratory for Oceanic Meteorology, Tianjin, China, 4Tianjin Institute of Meteorological Science, Tianjin, China, 5Key Laboratory of Land Surface Process and Climate Change in Cold and Arid Regions, Northwest Institute of Eco-Environment and Resources, Chinese Academy of Science, Lanzhou, China

Spectral nudging is an important method of improving the effectiveness of dynamical downscaling in the Weather Research and Forecasting model (WRF). However, spectral nudging is sensitive to nudging parameters, and most related research has typically adopted the default nudging schemes. Summer is the rainy season in China. Both typhoons and heavy rains occur in summer. It is therefore significant to discuss the optimal nudging parameter settings to achieve better summer climate simulations over mainland China. In this study, we analyzed the impacts of various nudged variables and their cutoff wavelengths on the downscaling ability by simulating the summer climate over mainland China in 2009 and 2010. The results showed that nudging the horizontal wind or potential temperature had a significant effect on the simulation of nearly all conventional meteorological fields and that nudging the geopotential height affected mainly precipitation. The suitable cutoff wavelengths were 500 or 1,000 km for wind, 1,000–2,000 km for potential temperature, and 1,000 km for geopotential height. Nudging all variables had obvious advantages over nudging the wind, potential temperature, or geopotential height individually in nearly all subregions. The appropriate cutoff wavelength was 500–1,500 km when all variables were nudged. Overall, nudging all three variables with 1,000 km cutoff wavelength is recommended for dynamical downscaling in summer over mainland China.
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INTRODUCTION

Climate change has been a research hotspot in recent years. Global climate models (GCMs) and reanalysis data constitute the primary tools for climate research, but the output of GCMs and the reanalysis data are both too coarse to be directly applied to regional climate descriptions at a fine scale (IPCC, 2013). Dynamical downscaling, which consists of driving regional climate models (RCMs) with large-scale fields provided by GCMs or reanalysis data, has been developed to obtain...
regional-scale or local atmospheric information. Due to their high horizontal resolution and complex physical parameterization schemes, RCMs can simulate many small- and mesoscale weather processes caused by local topography, land use and land cover conditions, pollutant emissions, etc. (Giorgi and Shields, 1999; Leung et al., 2003; Wang et al., 2004; Feser et al., 2011; Rockel, 2015). Initially developed for short-term weather forecasting, the Weather Research and Forecasting model (WRF) is widely used as a RCM for conducting regional-scale climate research.

China has some of the highest seasonal, interannual, and interdecadal climate variability worldwide (Fu and Zheng, 1998). In summer, China is simultaneously controlled by the easterly and westerly wind belts. The South Asian High is situated over the Tibetan Plateau, and the strongest easterly jet in the world occurs on the south side of the plateau. The southwestern and eastern subregions of China are dominated by the Indian southwest monsoon and the East Asian monsoon, respectively. In addition, the Western Pacific Subtropical High strengthens in eastern subregions of China. RCMs have also been applied in China for regional climate simulations and future climate change studies (Lee et al., 2004; Ding et al., 2006; Gao et al., 2012; Wang and Entao, 2013; Hu et al., 2015; Hui et al., 2015; Kong and Bi, 2016; Tang et al., 2016a; Tang et al., 2016b). However, considering the complex influences in this region, it is relatively difficult to carry out accurate numerical simulation experiments. Some research has focused on the selection of the horizontal resolution (Gao et al., 2006), vertical layers (Zhao and Luo, 1999), parameterization schemes (Liu and Ding, 2001; Pan et al., 2002), adaptation adjustment (spin-up) time (Zhong et al., 2007), underlying surface data (Liu et al., 2018), nesting domains (Qian and Liu, 2001; Bao et al., 2006), and other models factors to improve climate simulations. However, the long-term integrations of RCMs will gradually deviate from the large-scale climate fields due to the accumulation of simulated errors, which is known as “climate drift”. This phenomenon also greatly affects the simulation performance. Spectral nudging, which is an efficient assimilation method in WRF, can ensure consistency between the simulated large-scale fields and the global driving fields to restrain “climate drift” (Miguez-Macho et al., 2004; Radu et al., 2008; Salameh et al., 2010; IPCC, 2013).

Recently, it has become popular to use nudging in regional climate simulation (Miguez-Macho et al., 2004; Song and Tang, 2011; Otte et al., 2012; Ma et al., 2016). Song and Tang (2011) evaluated the performance of spectral nudging in simulating summer precipitation over East Asia with different nested domains. The results showed that spectral nudging could improve the precipitation simulation and significantly reduce its sensitivity to the different nested domains. Miguez-Macho et al. (2004) found that spectral nudging could successfully eliminate the spatial distortion of precipitation caused by changes in the simulation domain. Otte et al. (2012) also indicated that extreme events were better simulated with spectral nudging than without spectral nudging.

Spectral nudging has many adjustable parameters, such as the nudged variables, nudging time, nudged level, and cutoff wavelength, which play important roles in the simulations. Omrani et al. (2015) used the “Big-Brother experiment” to determine the influence of nudging different variables. The experiment showed that nudging the horizontal wind greatly improved the simulated surface air temperature, wind, and precipitation. Nudging the potential temperature also contributed to the simulation of meteorological fields, but nudging the geopotential height had no obvious effect. Pohl and Crédat (2014) indicated that there were significant differences in the performance of experiments with different nudged variables in the tropics. The above studies about nudged variables were either based on ideal experiments or located in the tropics. Further research is needed to evaluate the impacts of nudged variables on dynamical downscaling over mainland China.

Bullock et al. (2013) reported that spectral nudging was insensitive to the nudging time but sensitive to the cutoff wavelength setting. Pielke (2001) noted that the optimal cutoff wavelength was related to the driving field resolution (dx) and should be more than 4 × dx. Many studies have set their cutoff wavelength based on this conclusion (Castro et al., 2005; Rockel et al., 2008; Song and Tang, 2011; Bowden et al., 2012; Otte et al., 2012; Bullock et al., 2013). There have also been many studies in which the cutoff wavelength was determined by the subjective experience of researchers (Miguez-Macho et al., 2004; Miguez-Macho et al., 2005; Alexandru et al., 2009; Barstad et al., 2009; Separovic et al., 2012; Cha and Wang, 2013). Therefore, it is necessary to carry out sensitivity experiments to determine suitable cutoff wavelength settings for Chinese climate simulations.

For the nudged layers, previous studies (Lo et al., 2008; Pohl and Crédat, 2014; Mai et al., 2017) demonstrated that nudging above the planetary boundary layer (PBL) should be recommended. Both Lo et al. (2008) and Pohl and Crédat (2014) compared the simulation performance obtained by nudging all atmospheric levels with that obtained by nudging only levels above the PBL. The results showed that nudging above the PBL led to better results for some simulated meteorological fields. Mai et al. (2017) explored different nudged level settings for grid nudging over mainland China and indicated that the regional climate simulation with nudging above the PBL showed better performance than other experiments with nudging above 850, 700, or 500 hPa. These studies demonstrated the advantages of nudging above the PBL. In fact, this is less true in the PBL, which is more turbulent by nature and can be better resolved by WRF (Pohl and Crédat, 2014). Nudging above the PBL not only prevents the middle and upper levels from deviating too far from the driving fields but also maintains WRF’s ability to generate important meso- and small-scale features near the surface.

On the basis of this background information, our study focuses on the influence of nudged variables and cutoff wavelengths on spectral nudging over mainland China. Disasters are prone to occur in summer (Tang et al., 2009; Song and Tang, 2011; Hu et al., 2015; Wei et al., 2015; Mai et al., 2017), and there are many uncertainties in this research. Thus, the summer was selected as the simulated season. In this study, using the WRF model and National Centers for
Environmental Prediction (NCEP) Final Operational Global Analysis (FNL) data, we conducted 37 sensitivity experiments with different nudging parameters to investigate the performance of spectral nudging in summer over mainland China.

This paper is organized as follows: descriptions of spectral nudging, the experimental setup, and the evaluation method are given in Data and Methods. Results evaluates the effects of different nudged variables and cutoff wavelengths on surface and upper-air meteorological field simulations, thus providing referential nudging schemes for regional climate simulations over mainland China. Finally, Conclusion and Discussion summarizes the results and highlights some research questions that require further investigation.

DATA AND METHODS

Spectral Nudging
Spectral nudging was proposed by Waldron et al. (1996) and improved by Storch et al. (2000). This technique was first used in the Pennsylvania State University/National Center for the Atmospheric Research mesoscale model (known as MM5) and became one of the assimilation methods within WRF version 3.1. In spectral nudging, the input data are transformed for spectrum analysis by a fast-Fourier transform and then used to drive WRF on selected larger spatial scales only. Therefore, the technique not only ensures consistency between the simulated large-scale circulations and the analysis fields but also allows small-scale details in the model to evolve without nudging. In WRF, spectral nudging is represented by the following general equation described by Choi and Lee (2016):

\[
\frac{\partial \alpha}{\partial t} = X(\alpha) + G_x w(\eta) \sum_{|m| \leq N_x} \sum_{|n| \leq M} K_{mn} (\alpha_{x,m,n} - \alpha_{o,m,n}) e^{ik_x x} e^{ik_y y}.
\]

(1)

Here, \( \alpha \) represents the prognostic variable being nudged, \( X \) represents the physical forcing terms, including the Coriolis force and advection, \( G_x \) is the timescale controlling the nudging strength (\( G_x = 1/t_x \), where \( t_x \) is the nudging timescale, unit: s), \( w(\eta) = (1 - \eta^2) \) is the vertical weight function, where \( \eta \) is a vertical coordinate ranging from 1 to 0, \( \alpha_o \) represents the observed variable, \( \alpha_{x,m,n} \) and \( \alpha_{o,m,n} \) are the spectral coefficients of \( x \) and \( y \), respectively, \( K_{mn} \) is the nudging coefficient determined by the scale and may be 0 or 1, and \( k_m \) and \( k_n \) denote wave vector components in the zonal (\( x \)) and meridional (\( y \)) directions, respectively. Furthermore, \( m \) and \( n \) refer to the wavenumbers in \( x \) and \( y \). \( M \) and \( N \) refer to the nudged wavenumbers, which can be calculated by

\[
M = \frac{D_x}{\lambda_x}, \quad N = \frac{D_y}{\lambda_y},
\]

(2)

where \( D_x \) and \( D_y \) denote the size of the simulated domain and \( \lambda_x \) and \( \lambda_y \) are the cutoff wavelengths in the \( x \) and \( y \) directions, respectively.

In WRF, \( \alpha \) can be the horizontal wind (uv), potential temperature (\( \theta \)), or geopotential height (ph). The nudging strength is controlled by the nudging time. The nudged level and cutoff wavelength determine the height and spatial-scale using nudging. All of these parameters can be adjusted according to user needs.

Compared with assimilating observational data, spectral nudging is better at reducing "climate drift", since it can act directly on large-scale fields. Moreover, spectral nudging keeps simulations close to the driving fields by applying extra forcing terms to the model equations. The method provides a four-dimensional analysis that is somewhat dynamically balanced and continuous, allowing for complex local topographical or convective variations. This may be useful for stable and efficient model operation in long analysis-driven simulations (e.g., months to years). The more advanced assimilation methods, such as 3DVAR/4DVAR/EnKF, may also provide similar or better analysis. However, the high computing resource requirements of 4DVAR and EnKF make them currently unfeasible. 3DVAR is economical, but it lacks constraints during simulation.

Experimental Setup
WRF contains two dynamical solvers, referred to as the advanced research WRF (ARW) and the nonhydrostatic mesoscale model (NMM). WRF ARW version 3.6.1 was used as the RCM for conducting dynamical downsampling simulations during summer over mainland China. The model domain was centered at 30°N, 105°E, covering most of East Asia (Figure 1A). The land use from MODIS IGBP 21-category data (Figure 1B) and the terrain height (Figure 1A) vary dramatically from west to east over mainland China and cause different climate conditions in various subregions of China. The study periods included the summers of 2009 and 2010. In these two years, the major circulation patterns were generally stable over China (Ai et al., 2010; Jia et al., 2011). The model was integrated from May 22 to September 1 in 2009 and 2010. The initial 10 days were considered a spin-up period, and the results from 1 June to 1 September were utilized to investigate the simulation performance. The simulation results from 2009 were used for analysis and those from 2010 were used to verify the universality of the referential nudging schemes obtained from 2009.

All experiments used a 30 km grid spacing with 260 x 220 horizontal grid points and 28 vertical layers. The map projection was the Lambert projection. The spectral nudging technique was applied in some experiments. NCEP FNL data provided the initial and boundary fields for WRF and the forced field for spectral nudging. NCEP Marine Modeling and Analysis Branch RTG_SST data provided the sea surface temperature (SST) for WRF. The boundary conditions and SST were updated every 6 h. The main physical options used in the study included the WRF double physical 6-class microphysical parameterization (Lim and Hong, 2010), the Community Atmosphere Model (CAM) longwave and shortwave scheme (Collins et al., 2004), the revised MM5 surface layer scheme (Jimenez et al., 2012), the unified Noah land surface parameterization (Chen and Dudhia, 2001), Yonsei University (YSU) boundary layer scheme (Hong et al., 2006), the Kain-Fritsch convective scheme (Kain, 2004), and the Community Land Model version 4.5 lake scheme (Oleson et al., 2010; Gu et al., 2015).
Previous study (Bullock et al., 2013) indicated that spectral nudging was insensitive to nudging time. Therefore, the nudging strength was uniformly set as $3 \times 10^{-4}$ (nudging time of 1 h). Nudging above the PBL is a generally accepted scheme (Lo et al., 2008; Pohl and Crétat, 2014; Mai et al., 2017). Only the nudged variables and the cutoff wavelength setting are discussed in this study. This study first analyzes the performance of nudging single variables to select the appropriate nudged variables. In addition, considering that only one cutoff wavelength can be set for all nudged variables, the cutoff wavelength setting is further discussed after the appropriate nudged variables have been selected. In this study, three groups of 37 experiments, including non-nudging experiments (also known as traditional downscaling experiments or CTL) and nudging experiments with different nudged variables ($uv$, $\theta$, and $ph$) and cutoff wavelengths (500, 1,000, 1,500, 2000, and 2,500 km), were conducted in summer 2009 and 2010, as shown in Table 1. In WRF, the cutoff wavelength was adjusted by setting different nudged

![Simulated domain, terrain height (m), and subregion map (A, Northeast China; B, North China; C, East China; D, South China; E, East of Northwest China; F, West of Northwest China; G, Southwest China; H, Tibet); (B) distribution of land use (1–21 refer to MODIS IGBP 21-category land use, including lake).](image)

### Table 1

| Group | Name | Nudged variable | Nudged wavenumber ($X/Y$) | Cutoff wavelength (km) |
|-------|------|-----------------|---------------------------|------------------------|
| 1     | CTL  | —               | —                         | —                      |
|       | $uv500$ | $uv$            | 15/13                     | 500                    |
|       | $\theta 500$ | $\theta$       | 15/13                     | 500                    |
|       | $ph500$ | $ph$            | 15/13                     | 500                    |
| 2     | $uv1000$ | $uv$            | 8/7                       | 1,000                  |
|       | $\theta 1000$ | $\theta$      | 8/7                       | 1,000                  |
|       | $ph1000$ | $ph$            | 8/7                       | 1,000                  |
|       | $uv1500$ | $uv$            | 5/4                       | 1,500                  |
|       | $\theta 1500$ | $\theta$    | 5/4                       | 1,500                  |
|       | $ph1500$ | $ph$            | 5/4                       | 1,500                  |
|       | $uv2000$ | $uv$            | 4/3                       | 2,000                  |
|       | $\theta 2000$ | $\theta$   | 4/3                       | 2,000                  |
|       | $ph2000$ | $ph$            | 4/3                       | 2,000                  |
|       | $uv2500$ | $uv$            | 3/2                       | 2,500                  |
|       | $\theta 2500$ | $\theta$   | 3/2                       | 2,500                  |
| 3     | $ph2500$ | $ph$            | 3/2                       | 2,500                  |
|       | $uv500^C$ | $uv$, $\theta$, $ph$ | 15/13                    | 500                    |
|       | $uv1000^C$ | $uv$, $\theta$, $ph$ | 8/7                      | 1,000                  |
|       | $uv1500^C$ | $uv$, $\theta$, $ph$ | 5/4                      | 1,500                  |
|       | $uv2000^C$ | $uv$, $\theta$, $ph$ | 4/3                      | 2,000                  |
|       | $uv2500^C$ | $uv$, $\theta$, $ph$ | 3/2                      | 2,500                  |
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wavenumbers calculated from Eq. 2. Groups 1 and 2 were applied to summer 2009 and 2010, and Group 3 was applied only to summer 2009.

Evaluation Data and Methods

The daily mean observation data from 838 ground stations were used to evaluate the simulated surface meteorological fields, which include precipitation, 2 m temperature, relative humidity, and 10 m wind speed. The simulated upper-air meteorological fields, including geopotential height, temperature, relative humidity, and wind speed, were evaluated by the standard pressure layer (1,000, 925, 850, 700, 500, 400, 300, 250, 200, 150, and 100 hPa) data from 129 sounding stations. All observation data came from the China Meteorological Data Service Center website (http://data.cma.cn/en) and underwent strict quality control. The locations of the observation stations are shown in the report by Mai et al. (2017).

Referring to the regional divisions of Zhao et al. (2011) and Mai et al. (2017), mainland China was divided into eight subregions, as shown in Figure 1A, and the simulation results were evaluated for each subregion to explore the suitable parameter settings. A–H in Figure 1A denote Northeast China, North China, East China, South China, Eastern Northwest China, Western Northwest China, Southwest China, and Tibet, respectively.

Model evaluation was performed by interpolating the simulation results onto the observation station locations and quantifying the model’s ability to simulate the meteorological fields with the root mean square error (RMSE), mean error (ME), and correlation coefficient (CC). To evaluate the multivariate comprehensive simulation performance, the RATE based on the RMSE is defined as follows:

\[
RATE = \frac{1}{nv} \sum_{i=1}^{nv} \frac{CRMSE_{i} - NRMSE_{i}}{CRMSE_{i}},
\]

where \(nv\) denotes the number of nudged variables, \(CRMSE\) denotes the RMSE of CTL, and \(NRMSE\) denotes the RMSE of the nudging experiments. A positive RATE means that the nudging scheme performed better than CTL, and a larger value indicates a greater improvement. A negative value indicates that CTL performed better than the nudging scheme. Furthermore, to ensure the reliability of the simulation results, the significance t-tests were performed on the CC values.

RESULTS

In this section, first, the impacts of nudging different variables on the simulation of surface and upper-air meteorological fields in summer 2009 are analyzed. Then, we discuss the advantages and disadvantages of different cutoff wavelengths when single variables are nudged. In addition, the simulation performances of nudging single variables are compared with those of nudging multiple variables. Finally, simulations with the same nudging scheme are conducted for summer 2010 to verify the universality of the optimal nudging strategy.

Sensitivity Analysis to Nudged Variables

To investigate the role of each nudged variable, the simulated meteorological fields with and without nudging are compared in Group 1. Figure 2 displays the difference fields of surface meteorological fields (seasonal accumulated precipitation, seasonal mean 2 m temperature, relative humidity, and 10 m wind speed) in summer 2009 over mainland China. Nudging \(uv\), \(θ\), or \(ph\) had a large effect on the simulation of precipitation, while the effect of nudging \(uv\) or \(θ\) was more significant than that of nudging \(ph\) in Tibet (H) (Figures 2A,E,I). Nudging \(θ\) reduced precipitation in most subregions, and the distribution of precipitation changes was more irregular when the other two variables were nudged. For the simulated 2 m temperature (Figures 2B,F,J), nudging \(θ\) had the most obvious impact and reduced the simulated value over nearly all of China. Nudging \(uv\) had the second largest impact, and the simulated temperature became warmer in most subregions. Nudging \(ph\) had a weak effect. As displayed in Figures 2C,G,K, nudging \(uv\) greatly impacted the simulation of the 10 m wind speed, reducing the simulated value in all subregions. The effect of nudging \(θ\) was also obvious, and the simulated wind speed in the eastern region (A–D) decreased significantly. For the 2 m relative humidity (Figures 2D,H,L), the most important nudged variables were \(uv\) and \(θ\). Nudging the two variables increased the simulated relative humidity in Tibet (H), inhibited the humidity in Western Northwest China (F), and had the opposite effect in other subregions.

Figure 3 shows the difference fields of the simulated meteorological fields at 500 hPa (seasonal mean 500 hPa geopotential height, temperature, wind speed, and relative humidity) between nudging experiments and CTL. For the geopotential height (Figures 3A,E,I), the impact of nudging \(uv\) was the greatest, increasing the simulated geopotential height over the whole region. Nudging \(θ\) had a weak effect, and nudging \(ph\) had almost no influence on the simulated geopotential height. For the 500 hPa temperature (Figures 3B,F,J), nudging \(θ\) significantly reduced the simulated value in most subregions. Nudging \(uv\) increased the simulated temperature in the northern region (A–B, E–F) and reduced its value in the southern region (C–D, G–H). The effect of nudging \(ph\) was also not obvious. For the 500 hPa wind speed simulation (Figures 3C,G,K), the effect of nudging \(uv\) was the strongest, reducing the simulated value over the whole domain, followed by nudging \(θ\) and \(ph\). When \(uv\) or \(θ\) was nudged, the simulation of the 500 hPa relative humidity was significantly affected (Figures 3D,H,I). Particularly, in Tibet (H), the relative humidity increased more than 12%. Moreover, in the eastern region (A–D), nudging \(θ\) made the 500 hPa air drier by approximately 10% than nudging \(uv\), and nudging \(ph\) still had a weaker effect.

In general, individually nudging \(uv\), \(θ\), and \(ph\) affects the simulation of surface and upper-air meteorological fields, but the most-affected meteorological fields and the levels of influence are different. Nudging \(uv\) or \(θ\) has a greater impact on simulated
FIGURE 2 | Difference fields of simulated surface meteorological fields with and without nudging in summer 2009: (A–D) seasonal accumulated precipitation, seasonal mean 2 m temperature, relative humidity, and 10 m wind speed, respectively, with nudging v; (E–H) same as (A–D) but nudging θ; (I–L) same as (A–D) but nudging ph.

FIGURE 3 | Same as FIGURE 2, except for 500 hPa meteorological fields including the seasonal mean geopotential height (A,E,I), temperature (B,F,J), wind speed (C,G,K), and relative humidity (D,H,L).
meteorological fields. Specifically, nudging uv has significant impact on all variables; nudging \( \theta \) also has significant impact on each variable excepting potential height; but nudging ph only impacts precipitation. The effects of nudging uv on wind field and nudging \( \theta \) on temperature field are more consistent in spatial distribution.

**Sensitivity Analysis to Cutoff Wavelength for Nudging Single Variables**

To further consider the advantages and disadvantages of different cutoff wavelength settings in meteorological field simulations, we established sensitivity experiments with cutoff wavelengths of 500, 1,000, 1,500, 2,000, and 2,500 km for each nudged variable in Groups 1 and 2 and combined the observation data to evaluate the simulation performance of each experiment by subregion.

**Surface Meteorological Field Simulation Analysis**

Table 2 shows the RATE of simulated precipitation, 2 m temperature, relative humidity, and 10 m wind speed. These values can be used to analyze the comprehensive effect of the surface meteorological field simulation. Considering the simulation over the whole country, nudging uv or \( \theta \) improved the simulated value more noticeably, but the effect of nudging ph was relatively small. Of the different subregions, the simulation in the eastern region (A–D) improved the most obviously. There were certain improvements in the central and northwest regions (E–G) with the nudging scheme. The performance of the nudging schemes in Tibet (H) was substantially negative. When uv was nudged, the 500 or 1,000 km cutoff wavelength greatly improved the simulated surface meteorological fields. Specifically, the 500 km cutoff wavelength exhibited the best simulation performance in all subregions except South China (D) and Eastern Northwest China (E). The performance of the 1,000 km cutoff wavelength was slightly better in South China (D) and Eastern Northwest China (E). As the cutoff wavelength increased, the improvement gradually weakened and even worsened in all subregions, particularly in Tibet (H). For nudging \( \theta \), when the cutoff wavelength was taken as 1,000–2,000 km, the simulations performed well in most subregions. Increasing or decreasing the cutoff wavelength decreased the RATE relative to the optimal value. For every cutoff wavelength, the RATE in Tibet (H) was negative and the variation of the RATE with the cutoff wavelength showed the opposite pattern as those in the other subregions. The highest RATE values occurred when the cutoff wavelength was 2,500 km, and the lowest RATE values occurred when the wavelength was 2,000 km in Tibet (H). When ph was nudged, the improvements (both below 12%) in the simulated meteorological fields were smaller than those achieved by nudging uv or \( \theta \). The 1,000 km cutoff wavelength resulted in great improvement in most subregions. The optimal cutoff wavelength was significantly different among the different subregions. In addition, a monotonic relationship did not exist between the RATE and the cutoff wavelength for ph.

**Figure 4** illustrates the ME of simulated surface meteorological fields from Groups 1 and 2. For precipitation (Figures 4A–C), the simulations from both spectral nudging and CTL were too wet in most areas. Compared with CTL, most nudging experiments reduced the precipitation deviation. Among them, nudging \( \theta \), especially when the shorter cutoff wavelength was set, greatly inhibited the deviation. The precipitation deviation was the smallest in Western Northwest China (F). In fact, this is also the region with the least annual precipitation over mainland China. For the 2 m temperature (Figures 4D–F), the simulation of CTL was warmer in Northeast China (A), North China (B), East China (C), and Northwest China (E–F) and colder in the other subregions. In particular, the simulated cold deviation reached 4 K in Tibet (H). Nudging uv or ph made little improvement in the deviation of the simulated temperature, whereas nudging \( \theta \) effectively reduced the deviation in most subregions. In all experiments, the simulated surface wind had positive ME, and the ME was reduced to some extent after the nudging schemes were implemented (Figures 4G–I). In detail, nudging uv obviously minimized the ME the most, followed by nudging \( \theta \) and nudging ph. Unlike in the 2 m temperature simulation, the simulated relative humidity of the CTL exhibited a positive bias in South China (D), Southwest China (G), and Tibet (H) and a negative bias in the other subregions (Figures 4J–L). Spectral nudging had a certain ability to reduce the simulated deviation in some subregions.

The CC between the simulated 2 m relative humidity and the observed values indicated that the correlation was low without spectral nudging and could not pass a significance t-test at the 0.1% level in most subregions (Figure 5). With uv or \( \theta \) nudged, the correlation increased greatly and could pass the significance test at a high confidence level in nearly all subregions. For the CC, the suitable cutoff wavelength for nudging uv or \( \theta \) in the different subregions was the same as that in Table 2 (500 or 1,000 km for uv and 1,000–2,000 km for \( \theta \)). When ph was nudged, the improvement in the CC was not significant. The CCs for the other surface meteorological field simulations showed similar results (not shown). The correlation of simulated meteorological

| Scheme | A | B | C | D | E | F | G | H |
|--------|---|---|---|---|---|---|---|---|
| uv500  | 36.4 | 33.0 | 34.1 | 31.4 | 15.1 | 12.5 | 21.0 | 2.9 |
| uv1000 | 35.7 | 31.4 | 33.2 | 31.6 | 15.4 | 11.1 | 20.2 | −5.9 |
| uv1500 | 32.1 | 28.7 | 31.0 | 30.4 | 11.9 | 11.0 | 18.2 | −6.7 |
| uv2000 | 28.1 | 25.1 | 25.5 | 26.2 | 7.9  | 7.6  | 15.7 | −11.6|
| uv2500 | 23.9 | 15.1 | 23.5 | 25.6 | 5.6  | 8.7  | 13.3 | −14.1|
| \( \theta \)500 | 37.8 | 28.7 | 30.9 | 11.7 | 17.8 | 10.2 | 14.6 | −10.0|
| \( \theta \)1000 | 38.1 | 31.6 | 34.8 | 20.1 | 22.4 | 12.7 | 17.9 | −11.5|
| \( \theta \)1500 | 36.7 | 33.7 | 34.6 | 23.6 | 21.7 | 11.1 | 19.7 | −16.1|
| \( \theta \)2000 | 34.7 | 32.6 | 35.0 | 23.5 | 17.4 | 12.6 | 17.9 | −17.4|
| \( \theta \)2500 | 27.6 | 23.3 | 22.4 | 9.9  | 10.0 | 12.0 | 10.9 | −6.4 |
| ph500  | 9.9  | 8.9  | 10.6 | 8.5  | −0.4 | 4.8  | 5.8  | −4.9 |
| ph1000 | 6.7  | 10.1 | 6.7  | 3.3  | 8.1  | 9.3  | −3.2 |
| ph1500 | 9.8  | 9.2  | 10.0 | 4.9  | −1.5 | 4.1  | 4.9  | 1.8  |
| ph2000 | 0.0  | 7.4  | 11.9 | 8.8  | −0.2 | 5.3  | 7.6  | −0.5 |
| ph2500 | 5.9  | 1.0  | 11.6 | 6.1  | −7.6 | 2.7  | 7.9  | −0.5 |

TABLE 2: Mean improvement rate (RATE) (%) of simulated surface meteorological fields under different cutoff wavelengths with nudging single variables in summer 2009 (bold type indicates the optimal RATE in a given subregion, and italic values indicate the schemes with RATE values greater than 90% of the optimal RATE).
fields to observational data was significantly improved with spectral nudging, especially with uv or θ nudged, and passed the t-test with a 99.9% confidence level in most subregions.

Although spectral nudging only worked above the PBL, it could impact surface simulations. In the eastern region (A–D), nudging had a more obvious improvement effect. The terrain is relatively flat in this area. But, the improvement from nudging decreased significantly in western region (E–G) where the topography is complex. It was hard to see positive improvement in Tibet (H) especially. Because the spectral nudging technique only relaxes the large scales, its effects for surface fields are limited by the complex topography.

**Upper-Air Meteorological Field Simulation Analysis**

Different schemes were also compared in the simulations of upper-air meteorological fields. Table 3 indicates the RATE of the simulated geopotential height, temperature, relative humidity, and wind speed at all standard pressure layers. Consistent with the simulations of the surface meteorological fields, nudging uv or θ resulted in better performance. The simulated meteorological fields improved slightly when ph was nudged, and the RATE was
less than 5% in most subregions. For the simulated subregions, the improvement from spectral nudging in the eastern region (A–D) was significantly greater than that in the western region (E–H). For the varying cutoff wavelengths, 500 or 1,000 km still performed well in the simulation of meteorological fields when uv was nudged, and the optimal wavelength was 500 km over mainland China. With increasing cutoff wavelength, the effects of the nudging technique as well as the improvement in the simulated meteorological fields weakened. When θ was nudged, there were very small differences in the RATE for 500–2,000 km cutoff wavelengths. The 1,000 km cutoff wavelength resulted in the best performance for Northeast China (A), Northwest China (F), and Tibet (H), and 500 km was slightly better for the other subregions. When ph was nudged, the suitable cutoff wavelength was 1,000 km in all subregions. Unlike in the simulation of surface meteorological fields, the application of nudging had obvious advantages for the simulations at standard layers in Tibet (H).

Based on the RATE of the simulated meteorological fields at different standard layers (Figure 6), the results generally conform to the conclusions in Table 3. The simulated upper-air meteorological fields were obviously improved by nudging θ or uv and improved less by nudging ph. Except at the surface and top of the model, the simulations of the meteorological fields improved significantly. In particular, the performance at the model surface was obviously worse than that at other levels, which may be related to the lack of direct constraints on nudged variables within the PBL. When uv or θ was nudged, all cutoff wavelengths improved the simulation, and 500 or 1,000 km provided the best performance. As the cutoff wavelength increased, the improvement weakened. When ph was nudged, the 1,000 km cutoff wavelength had an obvious advantage. When other cutoff wavelengths were set, the RATE of simulated meteorological fields was approximately 0% and even became negative for some subregions or levels. For every nudged variable, spectral nudging performed poorly when the cutoff wavelength was 2,500 km.

### TABLE 3

Same as Table 2, except for simulated meteorological fields at standard pressure layers.

| Scheme | A | B | C | D | E | F | G | H |
|--------|---|---|---|---|---|---|---|---|
| uv500  | 41.9 | 44.4 | 39.4 | 34.6 | 37.3 | 26.3 | 28.4 | 26 |
| uv1000 | 40.1 | 42.8 | 37.6 | 33.3 | 35.8 | 24.8 | 27.5 | 25.3 |
| uv1500 | 36.3 | 39.4 | 34.8 | 30.8 | 32.8 | 22.9 | 24.2 | 23.6 |
| uv2000 | 32.5 | 36.2 | 31.4 | 27.0 | 27.8 | 17.9 | 19.8 | 20.1 |
| uv2500 | 25.8 | 29.4 | 27.1 | 21.7 | 24.7 | 15.9 | 20.0 | 20.8 |
| θ500   | 47.9 | 45.3 | 41.3 | 32.2 | 36.7 | 31.0 | 31.0 | 31.4 |
| θ1000  | 46.8 | 46.3 | 42.5 | 34.1 | 39.7 | 30.9 | 34.4 | 30.7 |
| θ1500  | 42.7 | 45.3 | 41.7 | 34.0 | 36.2 | 28.8 | 35.0 | 28.1 |
| θ2000  | 39.5 | 44.6 | 40.5 | 33.1 | 36.6 | 26.6 | 34.3 | 29.3 |
| θ2500  | 32.3 | 34.7 | 33.7 | 26.1 | 29.0 | 22.2 | 29.6 | 25.0 |
| ph500  | 2.2 | 1.7 | 3.1 | 1.2 | -1.1 | 3.2 | 0.1 | -0.3 |
| ph1000 | 4.0 | 8.4 | 5.9 | 3.3 | 7.7 | 6.1 | 3.5 | 3.3 |
| ph1500 | 1.7 | 2.8 | 1.1 | -0.2 | -0.6 | 0.8 | 0.8 | -0.9 |
| ph2000 | -2.3 | 2.1 | 2.7 | 2.8 | -1.7 | 1.5 | 2.9 | 0.4 |
| ph2500 | -2.3 | -1.4 | 2.3 | -2.2 | -1.7 | -2.1 | 1.0 | 0.0 |
The ME of the simulated meteorological fields at standard layers in the different experiments was also analyzed (not shown). The geopotential height in the CTL was higher at high levels and lower at low levels. With the nudging schemes adopted, the negative deviation at low levels was effectively limited. For temperature and wind speed, nudging also obviously reduced the simulated deviation at each standard layer. The nudging scheme had little effect on the deviation of relative humidity.

Comparing the CCs between the simulated and observed meteorological fields at each standard layer (not shown), the meteorological fields simulated by CTL had relatively high correlations with the observations in most subregions, and they were further improved after nudging was adopted, particularly when $uv$ or $\theta$ was nudged. Except for the simulation of some meteorological fields at 1,000 and 925 hPa, the other nudging experiment results passed the 0.1% significance $t$-test.

With less affection from topography, the improvements of upper-air fields were more obviously for all subregions. Overall, considering the meteorological fields near the surface and at standard pressure layers together, nudging $\theta$ improved the simulation the most, followed by nudging $uv$, and nudging $ph$ improved the simulation the least. The simulation of meteorological fields in the eastern region (A–D) improved more than that in the western region (E–H). The use of nudging in Tibet (H) required special attention and was likely to have a negative effect. Very good simulation performance was achieved when the cutoff wavelengths were 500 or 1,000 km for nudging $uv$, 500–2,000 km for nudging $\theta$, and 1,000 km for

**FIGURE 6** | Variation in the RATE (%) of simulated meteorological fields at standard vertical levels (hPa) under different cutoff wavelengths: (A) Northeast China; (B) North China; (C) East China; (D) South China; (E) East of Northwest China; (F) West of Northwest China; (G) Southwest China; (H) Tibet.
nudging ph. The cutoff wavelength of 2,500 km consistently provided the worst results for each nudged variable.

The simulation of surface and upper-air meteorological fields is closely related. For example, in South China (D), the summer climate is dominated by the monsoon circulation, and the precipitation was severely overestimated in the CTL simulation. We analyzed the ME of the geopotential height, wind field, and relative humidity at 700 hPa for CTL and nudging-θ experiments (not shown). A cyclonic bias with strong northerly winds that produced more precipitation and lowered the surface temperature was evident over South China (D) in CTL. In the nudging experiments, especially with 500 or 1,000 km cutoff wavelengths, the biases from geopotential height and wind fields were reduced, which resulted in a more realistic monsoon circulation. Better circulation improved the model’s simulation of monsoon rainfall. Moreover, all the experiments showed negative MEs for humidity, and even in the nudging experiments, the dry bias increased. Lower humidity could further restrain the summer convection, reducing simulated precipitation.

**Sensitivity Analysis to Cutoff Wavelength for Nudging Multiple Variables**

According to the results provided in the first two sections, nudging uv, θ, or ph could improve the simulation of meteorological fields in most subregions; thus, all three variables should be considered when choosing nudged variables. The previous sections also discussed the suitable cutoff wavelength for each nudged variable. However, WRF can use only one cutoff wavelength for all nudged variables. Therefore, sensitivity experiments with different cutoff wavelengths and nudging all variables are discussed in Results. The simulated results are evaluated to obtain the optimal cutoff wavelength setting for nudging all variables.

**Surface Meteorological Field Simulation Analysis**

The RATE of surface meteorological field simulations under different cutoff wavelengths was analyzed, and the results are shown in Table 4. The nudging performance in the eastern region (A–D) was still better than that in the western region (E–H). Compared with that obtained by nudging single variables (Table 2), the simulation of surface meteorological fields improved more significantly when all variables were nudged, except in Tibet (H). Among the different cutoff wavelength settings, the simulation of surface meteorological fields improved greatly when the cutoff wavelength was 500–1,500 km in most subregions. As the cutoff wavelength increased, the improvement was reduced. Specifically, 500 km was the optimal cutoff wavelength for Northeast China (A), Northwest China (E–F), and Southwest China (G), while 1,000 km cutoff wavelength was slightly better for East China (C) and South China (D). In North China (B), the simulated results were improved equally by the 500 and 1,000 km cutoff wavelengths. Moreover, nudging was still not recommended in Tibet (H).

**Upper-Air Meteorological Field Simulation Analysis**

The RATE of the simulated meteorological fields at all standard pressure layers with different cutoff wavelengths were analyzed when all variables were assimilated (not shown). With the use of nudging, the simulation of meteorological fields at standard layers was obviously improved, and most RATE values were above 40%. Compared with nudging single variables (Table 3), nudging all variables was more effective at improving the simulation. It created dynamically consistent analysis and forecast. The errors caused by nudging single variables were restrained. The simulated meteorological fields in the eastern region (A–D) improved more significantly when adopting nudging. For the cutoff wavelength setting, 500–1,500 km wavelengths provided good simulation results. In particular, the meteorological fields at standard layers were simulated best for a cutoff wavelength of 1,000 km in South China (D) and Southwest China (G) and 500 km in other subregions.

According to the vertical profile of the RATE (Figure 9), the results were basically consistent with the conclusions obtained from the RATE values at all standard pressure layers. 500 and 1,000 km cutoff wavelengths had obvious advantages, and 2,500 km cutoff wavelength was the worst choice. Compared with the results from nudging single variables (Figure 5), there

---

**Table 4**

| Scheme | A           | B           | C           | D           | E           | F           | G           | H           |
|--------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| C600   | 45.8        | 41.5        | 41.8        | 25.5        | 30.2        | 18.0        | 24.2        | -3.5        |
| C1000  | 45.5        | 41.5        | 43.5        | 31.5        | 29.5        | 17.8        | 24.0        | -7.3        |
| C1500  | 42.7        | 40.2        | 41.8        | 29.7        | 27.5        | 15.5        | 23.2        | -21.0       |
| C2000  | 39.8        | 34.8        | 37.0        | 28.2        | 24.5        | 14.2        | 20.0        | -17.5       |
| C2500  | 37.0        | 33.8        | 34.5        | 28.0        | 22.8        | 17.8        | 17.0        | -18.2       |
was a great improvement in each subregion when all variables were nudged. By analyzing the CCs between the simulations and observations at standard layers (not shown), we could also conclude that nudging all variables performed better than CTL and nudging single variables, especially at midlevels.

In general, considering the meteorological fields near the surface and at standard pressure layers together, when all variables were nudged, the simulated meteorological fields in the eastern region (A–D) were improved more significantly than those in the western region (E–H), and the simulation at mid-levels was improved more significantly than that at low and upper levels. Compared with nudging single variables, nudging all variables provided better performance. For the cutoff wavelength settings,
500–1,500 km wavelengths greatly improved the simulated surface and upper-air meteorological fields over mainland China, and the results at 1,000 km wavelength were particularly good. 1,000 km is the typical spatial scale for the synoptic system. The performance was poorest when the cutoff wavelength was 2,500 km. The cutoff wavelengths suitable for each subregion can be found in Table 4. Notably, for the simulation of surface meteorological fields in Tibet (H), neither nudging all variables nor nudging single variables is recommended.

**FIGURE 9** | Variation in RATE (%) of simulated meteorological fields at standard vertical level (hPa) under different cutoff wavelengths when all variables are nudged: (A) Northeast China; (B) North China; (C) East China; (D) South China; (E) East of Northwest China; (F) West of Northwest China; (G) Southwest China; (H) Tibet.
Verification of the Optimum Nudging Scheme

To ensure the reliability of the previously obtained appropriate nudging parameter strategies, the same nudging experiments were also performed and analyzed for summer 2010. The RATE results for nudging single variables are shown in Tables 5, 6.

For the surface meteorological fields (Table 5), similar to the simulated results in summer 2009 (Table 2), nudging \( \theta \) improved the simulation the most and nudging ph improved the simulation the least. The simulated meteorological fields in the eastern region (A–D) improved more than those in the central and northwestern regions (E–G). Regardless of the cutoff wavelength, the improvement was negative in Tibet (H). Among the three nudged variables, the nudging strategies were applicable when uv or \( \theta \) was nudged, but the applicability decreased when ph was nudged. Moreover, the RATE from nudging ph in 2010 was worse than the results from 2009. As a whole, in summer 2010, the optimal cutoff wavelength was 500 or 1,000 km for nudging uv and 1,000 or 1,500 km for nudging \( \theta \). A single optimal cutoff wavelength could not be determined for nudging ph due to the different RATES in various subregions.

Comparing the RATEs of the upper-air meteorological field simulations for 2010 and 2009 (Table 6 vs. Table 3), the cutoff wavelengths that resulted in an obvious improvement were substantially consistent for every nudged variable in each subregion. Over mainland China, the suitable cutoff wavelength for nudging uv was still 500 or 1,000 km, that for nudging \( \theta \) was 500–1,500 km, and that for nudging ph was 1,000 km in summer 2010. These results mean that, at standard pressure layers, the optimal nudging parameter settings remained stable in different years.

Overall, the appropriate nudging settings in 2010 and 2009 were similar. Specifically, the nudging scheme was more applicable to simulating meteorological fields at standard layers than to simulating surface meteorological fields, and the applicability of nudging uv or \( \theta \) was stronger than that of nudging ph. The suitable cutoff wavelengths were still 500 or 1,000 km for nudging uv, 1,000 or 1,500 km for nudging \( \theta \), and 1,000 km for nudging ph over mainland China in summer 2010.

CONCLUSION AND DISCUSSION

In this study, 37 experiments were conducted to analyze the spectral nudging parameter settings for summer climate simulations over mainland China. First, the impacts of different nudged variables on the downscaling simulation of surface and 500 hPa meteorological fields in summer 2009 were compared. Then, combined with the observations, the simulated results for meteorological fields near the surface and at standard pressure layers with different cutoff wavelengths and nudged variables were evaluated. Thus, we provided suitable cutoff wavelengths for every subregion and nudged variable. Considering that only one cutoff wavelength could be set for nudging multiple variables, sensitivity experiments with different cutoff wavelengths and nudged variables were carried out again after selecting the appropriate nudged variables.

Nudging the horizontal wind (uv), potential temperature (\( \theta \)), or geopotential height (ph) all influenced the simulation of surface and upper-air meteorological fields. Among the three nudged variables, the impacts of nudging uv and \( \theta \) were significant. Specifically, uv had a greater impact on the simulation of the 10 m wind speed, 500 hPa geopotential height, and wind speed, whereas \( \theta \) had a greater influence on the simulated 2 m temperature. Except for its strong impact on the simulated precipitation, nudging ph had a smaller influence on the other fields.

Furthermore, considering the improvements to the simulation of meteorological fields, the performance obtained by nudging \( \theta \) was the best, followed by those obtained by nudging uv and nudging ph. The simulated meteorological fields in the eastern region (A–D) were improved more than those in the western region (E–H). For nudging uv, the best cutoff wavelength was 500–1,000 km. For nudging \( \theta \) and ph, they were 1,000–2,000 and 1,000 km, respectively. Notably, spectral nudging is not recommended for the simulation of surface meteorological fields.

### Table 6 | Same as Table 3, except for summer 2010.

| Scheme | A    | B    | C    | D    | E    | F    | G    | H    |
|--------|------|------|------|------|------|------|------|------|
| uv500  | 30.2a | 31.1a| 27.8a| 27.4 | 18.6 | 4.9a | 19.8a| -7.3a|
| uv1000 | 29.3 | 29.7 | 27.6 | 26.1 | 18.3 | 4.5  | 17.7 | -10.4|
| uv1500 | 26.2 | 25.5 | 24.9 | 27.9 | 16.3 | 5.0  | 13.9 | -12.9|
| uv2000 | 22.8 | 22.6 | 19.9 | 23.2 | 13.7 | 3.7  | 10.4 | -16.1|
| uv2500 | 16.9 | 7.4  | 12.9 | 17.5 | 6.5  | 1.1  | 6.3  | -27.8|
| \( \theta \)500 | 31.0 | 30.5 | 25.0 | 13.1 | 24.0 | 10.3 | 14.8 | -17.8|
| \( \theta \)1000 | 32.9a| 33.2a| 31.3a| 19.5 | 25.0a| 11.7 | 17.8 | -15.3|
| \( \theta \)1500 | 25.4 | 31.4a| 29.6a| 23.0a| 21.6 | 9.2  | 18.8a| -22.7|
| \( \theta \)2000 | 22.9 | 29.3 | 30.3a| 22.3 | 15.9 | 9.1a | 16.7 | -27.2|
| \( \theta \)2500 | 22.4 | 28.6 | 22.8 | 15.2 | 18.8 | 10.9 | 12.4 | -17.4|
| ph500  | 1.8a | 0.2  | -1.9 | 6.5  | 1.3  | -2.8 | 1.8  | -4.0 |
| ph1000 | -0.1 | 0.6a | 0.1  | 3.1  | 1.9a | -1.0a| 1.8a | -3.9 |
| ph1500 | -2.0 | -2.9 | -2.6 | 2.8  | 2.9  | -2.8 | 2.2  | -12.9a|
| ph2000 | -4.3 | -4.6 | -1.6a| 4.1a | -1.9 | -0.7 | 0.6  | -3.5 |
| ph2500 | -4.5 | 4.6  | -10  | 5.0  | -7.5 | -0.3 | 0.6  | -3.5 |

*indicates the optimal scheme in 2009.
fields in Tibet (H). The simulation of upper-air meteorological fields was improved more obviously and consistently than the simulation of surface fields, which are affected by the complex underlying conditions and are therefore more difficult to simulate.

Nudging $uv$, $\theta$, or $ph$ improved the simulation of meteorological fields in most subregions; thus, all three variables should be considered when selecting nudged variables. Compared with nudging single variables, nudging all variables had obvious advantages, and greater improvements in simulated meteorological fields at different model levels were observed in nearly all subregions. The suitable cutoff wavelengths for nudging all variables were 500–1,500 km. 1,000 km wavelength is recommended because of its excellent performance in each subregion except Tibet (H). As shown in the experiment with nudging single variables, no nudging scheme could improve the simulated surface meteorological fields in Tibet (H), and the worst cutoff wavelength was 2,500 km.

Verification was performed in summer 2010, and the conclusions obtained in 2009 showed good applicability. For nudging single variables, the optimal cutoff wavelength was more consistent when $uv$ or $\theta$ was nudged. At aboveground layers, the nudging scheme had better general applicability.

It is understandable that nudging $uv$ or $\theta$ significantly influenced the simulation of surface and upper-air meteorological fields. Theoretically, nudging certain variable can affect other variables due to intervariable relationships imposed by the dynamics. For example, wind and temperature are coupled through the thermal wind balance. The thermal wind balance follows the hydrostatic balance and geostrophic balance, which is valid at scales larger than 1,000 km (Omran et al., 2015). Therefore, nudging $uv$ or $\theta$ directly affects the simulation of geopotential height and thus the synoptic-scale circulation. Furthermore, wind determines the transportation of all conserved quantities, especially moisture and heat. Although spectral nudging is switched off in the PBL, nudging $uv$ or $\theta$ has the ability to improve model’s simulation of surface variables, which is influenced by local forcing as well as large-scale background fields. The reason for this performance is that the better representation of the large-scale horizontal wind or potential temperature impacts atmospheric circulation and large-scale background fields. Moreover, fine-scale process or local forcing can be preserved and developed under better large-scale circulation.

Omran et al. (2015) reported that nudging $ph$ had no discernible effect on the simulation of meteorological fields. Our study also concluded that nudging $ph$ had a weak impact on other meteorological fields except for precipitation, which may be due to the negligible effect of nudging $ph$ on the simulation of the geopotential height field. In fact, the geopotential height is strongly constrained by the potential temperature and surface pressure in the WRF (Omran et al., 2015). As shown in Figure 3, nudging $ph$ slightly influenced the 500 hPa geopotential height. Therefore, other meteorological fields could not be significantly adjusted. The strong effect on precipitation indicated its sensitivity to very small changes in circulation fields.

In comparisons with CTL, of the variables tested, nudging $uv$ had the greatest influence on most analyzed simulations of meteorological fields. Comparing the simulated meteorological fields with the observed data showed that the simulations improved the most when $\theta$ was nudged. This result indicated that there were still some differences between FNL and the observed data and verified the conclusion from Wei et al. (2015). Specifically, the credibility of various reanalysis variables is different in China, and the reanalysis had a better ability to reproduce the summer average temperature. Compared with those in Eastern China (A–D), the improvements in Western China (E–H) were less. Especially for Tibet (H), spectral nudging had nearly a negative impact on the surface fields. This situation may be due to the low credibility of FNL in subregions with complicated terrain and sparse observation stations (Li et al., 2004; Zhao and Fu, 2006; Zhao and Fu, 2009).

Without nudging, warm temperature biases existed at nearly all vertical layers and subregions, which were associated with the strong geopotential height biases that increased in the upper levels. Considering the reasons for the consistent positive anomaly, it may have due to an atmospheric blocking situation artificially created by the model without nudging. Nudging greatly reduced the temperature bias at all levels, and the ME of 2 m temperature was even reduced to less than 1 K in Northeast China (A), North China (B), East China (C), and Northwest China (E–F) (Figure 7). Although the ME of the geopotential height was reduced, a residual bias persisted even when all possible variables were nudged. The reason is that the geopotential height is strongly constrained by the potential temperature and surface pressure in the WRF. Although the potential temperature was improved when nudging was used, the simulated performance of surface pressure was always poor whether using nudging or not (not shown). Removing this residual bias may require the nudging of surface pressure, which is unachievable with the WRF model.

Spectral nudging acts directly on large-scale fields and thus adjusts atmospheric circulations. If the large-scale circulations are determined, the performance of the spectral nudging scheme should be stable. The summer climate in China is controlled by several established circulation systems. Therefore, the conclusions obtained in summer 2009 and 2010 should also be applicable to other summers.

In our work, for the specific simulated domain and physical options, the numerical experiments with varying spectral nudging parameters were carried out in summer 2009 and 2010. Different simulated seasons, model configurations (region, resolution, physical options, and so on), and even validation data may affect the performance of nudging schemes. The suitable nudging parameter settings recommended by this study may not always yield the best simulation results. Therefore, further research is needed to verify the effects of spectral nudging parameter settings with other model configurations and simulated seasons. In previous work (Mai et al., 2017), research on more effective setting for grid nudging parameters was performed. Our next step involves establishing how to select...
grid nudging or spectral nudging as the assimilation method for dynamical downscaling simulations over mainland China.
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