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1 Introduction

Many quantum algorithms have been proposed. For example, Shor’s factoring algorithm [1] and Grover’s search algorithm [2]. Among them, the quantum algorithm for linear system $Ax = b$ proposed by Harrow, Hassidim and Lloyd [3], in particular, has wide applications. The authors’ quantum algorithm, which is called the HHL algorithm, can output quantum state

$$|x⟩ = \sum_{i=0}^{N-1} x^{[i]} |i⟩/\|\sum_{i=0}^{N-1} x^{[i]} |i⟩\|$$

corresponding to solution $x = (x^{[0]}, x^{[1]}, \ldots, x^{[N-1]})^T$ with $O(\log N)$, where $N$ is the size of the solution. Because linear systems often arise in scientific computing and the HHL algorithm is very efficient for size $N$, this algorithm is used as a subroutine in many quantum algorithms, for example, [4-8].
The HHL algorithm \cite{3} is based on eigenvalue estimation. The procedure is as follows: First, we determine eigenvalues \( \lambda_j \) of matrix \( A \) for the eigenvectors using a Hamiltonian simulation algorithm and the phase estimation algorithm. Second, we perform a rotation based on the value of \( \lambda_j \) to an ancilla qubit. Performing this rotation, the ancilla qubit becomes \( C\lambda_j^{-1}|0\rangle + \sqrt{1 - |C\lambda_j^{-1}|^2}|1\rangle \), where \( C \) is a normalizing constant. Third, we apply the inverse of the phase estimation algorithm. Finally, we measure the ancilla qubit. If the result is 0, the eigenvectors are multiplied by the inverse of their corresponding eigenvalues \( \lambda_j \). Thus, we obtain state \(|x\rangle\). If the result is 1, then the algorithm fails. Therefore, we use the amplitude amplification \cite{9} to boost the success probability before the measurement. Moreover, by replacing the rotation operator in the second step with a rotation operator to use the amplitude amplification \cite{9} to boost the success probability before the measurement. The HHL algorithm can be generalized to a quantum algorithm that computes quantum state \( f(A)|b\rangle \) arises in scientific computing. For example, differential equations and exponential integrators \cite{10}. In some applications, there is the case in which matrix-vector product \( f(A)|b\rangle \) is computed for vector \( b = (b_0, b_1, \ldots, b_{N-1})^T \). Matrix function \( f(A) \) is defined as

\[
|f\rangle := \frac{f(A)|b\rangle}{\|f(A)|b\rangle\|}, \tag{1}
\]

where \( f(A) \in \mathbb{C}^{N \times N} \) denotes a matrix function and \(|b\rangle = \sum_{i=0}^{N-1} b_i |i\rangle \) is the quantum state corresponding to vector \( b = (b_0, b_1, \ldots, b_{N-1})^T \). Matrix function \( f(A) \) is defined as

\[
f(A) := a_0 I_N + a_1 A + a_2 A^2 + \cdots = \sum_{j=0}^{\infty} a_j A^j, \tag{2}
\]

for function \( f(z) = a_0 + a_1 z^1 + a_2 z^2 + \cdots \) \((a_j, z \in \mathbb{C})\), where \( I_N \) denotes the \( N \times N \) identity matrix.

The computation of matrix function \( f(A) \) arises in scientific computing. For example, differential equations and exponential integrators \cite{10}. In some applications, there is the case in which matrix-vector product \( f(A)|b\rangle \) is computed for vector \( b \) \cite{10}. Therefore, in terms of applications, it is also important to compute state \(|f\rangle\).

However, the quantum algorithm \cite{3} based on eigenvalue estimation needs poly(1/\( \epsilon \)) runtime, where \( \epsilon \) is the desired accuracy of the output state, because the method uses the phase estimation algorithm. Additionally, matrix \( A \) must be Hermitian because the quantum algorithm uses a Hamiltonian simulation algorithm.

In this study, we propose a simple quantum algorithm to compute state \(|f\rangle\) with poly(log(1/\( \epsilon \))) runtime even if matrix \( A \) is not Hermitian. The idea is as follows: Using Cauchy’s integral formula and the trapezoidal rule, the matrix function can be represented as a weighted sum of solutions of linear systems (see e.g., \cite{10, 11}). Considering this fact, we can replace the problem of obtaining state \(|f\rangle\) with the problem of obtaining the quantum state corresponding to the solution of a block diagonal linear system. The HHL algorithm can output the state corresponding to the solution, even if the coefficient matrix is not Hermitian. Furthermore, there is an improved version \cite{12} of the HHL algorithm that outputs the state corresponding to the solution with poly(log(1/\( \epsilon \))) runtime. Thus, we can obtain state \(|f\rangle\) with poly(log(1/\( \epsilon \))) runtime even if matrix \( A \) is not Hermitian. In this paper, we describe the proposed quantum algorithm to compute state \(|f\rangle\) and analyze the runtime, error and success probability of the proposed quantum algorithm.
Quantum algorithms to obtain state $|f\rangle$ with poly($\log(1/\epsilon)$) runtime have already been shown in $[13, 14, 15]$. The difference between the proposed quantum algorithm and those quantum algorithms is whether the matrix decomposition of matrix function $f(A)$ is used. Additionally, we can apply the proposed quantum algorithm to the case in which matrix $A$ is not Hermitian. The method based on eigenvalue decomposition in $[13, 14]$ uses the property that matrix $A$ is Hermitian. The method based on singular value decomposition in $[15]$ is applicable when matrix function $f(A)$ is defined as $f(A) = U f(\Sigma)V^\dagger$ for singular value decomposition $A = U \Sigma V^\dagger$ of matrix $A$. By contrast, our method does not set such a condition.

1.1 Problem statement

We define the problem of obtaining state $|f\rangle$ formally. For simplicity, we assume that $N = 2^n$, where $n$ is a positive integer. For matrix $A \in \mathbb{C}^{N \times N}$ and vector $b \in \mathbb{C}^N$, as in $[3]$, we make the following assumptions.

We assume that matrix $A \in \mathbb{C}^{N \times N}$ satisfies $\|A\| \leq 1$ and has at most $d$ nonzero elements in any row or column, where $\|A\|$ represents the spectral norm of matrix $A$. Matrix $A$ is called a $d$-sparse matrix when the maximum number of nonzero elements in any row or column is $d$.

For $d$-sparse matrix $A$, we assume there is oracle $P_A$, which consists of oracle $O_A$ and oracle $O_\nu$, where $O_A$ is the unitary operator that returns elements for given positions and $O_\nu$ is the unitary operator that returns the positions of the nonzero elements. Specifically, oracle $O_A$ is the unitary operator such that

$$O_A[i, j, z] = |i, j, z \oplus A_{ij}\rangle,$$

for $i, j \in \{0, 1, \ldots, N - 1\}$, where $A_{ij}$ denotes the binary representation of the $(i, j)$ element of matrix $A$ and $\oplus$ denotes the bitwise XOR operation. Oracle $O_\nu$ is the unitary operator such that

$$O_\nu[j, \ell] = |j, \nu(j, \ell)\rangle,$$

for $j \in \{0, 1, \ldots, N - 1\}$ and $\ell \in \{0, 1, \ldots, d - 1\}$, where $\nu(j, \ell)$ is a function that returns the row index of the $\ell$-th nonzero element in the $j$-th column. For more details on these oracles, see, for example, $[10]$. For given vector $b = (b[0], b[1], \ldots, b[N-1])^T \in \mathbb{C}^N$, we assume there is oracle $P_b$ that generates state $|b\rangle = \sum_{i=0}^{N-1} b[i]|i\rangle/\|\sum_{i=0}^{N-1} b[i]|i\rangle\|$ corresponding to vector $b$ with $O(\log N)$ runtime; that is, we assume that there is unitary operator $P_b$ such that

$$P_b[0^n] = |b\rangle.$$

Using the oracles $P_A$ and $P_b$, we define the problem for matrix functions as follows:

Definition 1 (Quantum Matrix Function Problem) Let $A \in \mathbb{C}^{N \times N}$ be an $N \times N$ $d$-sparse matrix that satisfies $\|A\| \leq 1$ and let $b \in \mathbb{C}^N$ be an $N$-dimensional complex vector. Suppose that there is oracle $P_A$, which consists of oracles $O_A$ and $O_\nu$ in Eqs. $[3]$ and $[4]$, respectively, and oracle $P_b$ in Eq. $[5]$. For matrix function $f(A)$ in Eq. $[2]$ and vector $b$, we define quantum state $|f\rangle$ as $|f\rangle = f(A)|b\rangle/\|f(A)|b\rangle\|$. Then, for some positive constant $\epsilon$, the problem is to output quantum state $|f\rangle$ such that

$$\|f\rangle - |\tilde{f}\rangle\| \leq \epsilon,$$

with a probability of at least $1/2$, where $0 \leq \epsilon \leq 1/2$. 

1.2 Main result

In this study, for the problem defined by Definition 1, we obtain the following result.

**Theorem 2 (Main Result)** Suppose that $R > 1$, and $f(z)$ is an analytic function on disk $|z| \leq R$. Let $B$ be the maximum value of $|f(z)|$ on disk $|z| \leq R$ and let $\beta$ be a real number such that $1 < \beta < R$. Then the problem defined by Definition 1 can be solved using

$$O\left(\frac{d\kappa'^2}{F(1-r)} \log^2\left(\frac{d\kappa' 1}{F \epsilon}\right)\right) \text{ queries to } \mathcal{P}_A \text{ and } O\left(\frac{\kappa'}{F(1-r)} \log\left(\frac{d\kappa' 1}{F \epsilon}\right)\right) \text{ uses of } \mathcal{P}_b,$$

with gate complexity

$$O\left(\frac{d\kappa'^2}{F(1-r)} \log^2\left(\frac{d\kappa' 1}{F \epsilon}\right) \left[\log(N) + \log(\gamma) + \log^2\left(\frac{d\kappa' 1}{F \epsilon}\right)\right]\right)$$

$$+ \frac{1}{F(1-r)^2} \log\left(\frac{1}{F(1-r) \epsilon}\right) + \frac{1}{F(1-r)} \log(\gamma) \log\left(\frac{1}{1-r}\right).$$

where $r := \beta/R$, $\kappa' = 1/(1 - \beta^{-1})$, $\gamma = \max\{\kappa', 1/(1 - r)\}$, and $F = \|f(A)\|/(B\kappa')$.

The proof of this theorem is in Section 6.4. Before the proof, we present some propositions, lemmas, and corollaries. The roadmap to obtain Theorem 2 is shown in Fig. 1.

This paper is organized as follows: In Section 2, we present the result of [12], which shows the improved version of the HHL algorithm, and the approximation of the matrix function. In Section 3, we propose a quantum algorithm to compute quantum state $|f_M\rangle$, which approximates state $|f\rangle$. The proposed quantum algorithm uses two subroutines. The first subroutine is the HHL algorithm to solve the block diagonal linear system. We consider applying the HHL algorithm to the block diagonal linear system in Section 4. The second subroutine is a unitary operator for multiplying weights. In Section 5, we consider this unitary operator. In Section 6, we analyze the runtime, error and success probability of the proposed quantum algorithm. Then, we prove the main theorem using the analysis. Finally, we conclude this paper in Section 7.

Throughout this paper, we suppose that complex function $f(z)$ satisfies the assumptions in Theorem 2. Furthermore, let $B, \beta$ and $r$ be defined as in Theorem 2. Additionally, for square matrix $X$ and vector $v$, $\|X\|$ and $\|v\|$ represents the spectral norm of matrix $X$ and the $\ell^2$-norm of vector $v$, respectively. Moreover, $v^{[i]}$ represents the $i$-th element of vector $v$.

2 Preliminaries

In this section, we present the background briefly. In Section 2.1, we describe the problem for linear systems and the result of the improved version [12] of the HHL algorithm. In Section 2.2, we describe the representation of matrix function $f(A)$ using Cauchy’s integral formula and the approximation using the trapezoidal rule.

2.1 Improved version of the HHL algorithm

We describe the problem, which is called the quantum linear systems problem (QLSP), for linear system $Ax = b$. For the details of this problem and the results, see [3, 12, 17].
Definition 3 (Quantum Linear Systems Problem) Let $A \in \mathbb{C}^{N \times N}$ be an $N \times N$ $d$-sparse Hermitian matrix that satisfies $\|A\| \leq 1$ and let $b \in \mathbb{C}^N$ be an $N$-dimensional complex vector. Suppose that there is oracle $\mathcal{P}_A$, which consists of oracles $O_A$ and $O_\nu$ in Eqs. (3) and (4), respectively, and oracle $\mathcal{P}_b$ in Eq. (5). For linear system $Ax = b$, we define quantum state $|x\rangle$ as $|x\rangle := \sum_{i=0}^{N-1} x[i]|i\rangle/\|\sum_{i=0}^{N-1} x[i]|i\rangle\|$, where $x[i]$ is the $i$-th element of solution $x$. Then, for some positive constant $\epsilon$, the problem is to output state $|\tilde{x}\rangle$ such that
\[
\| |x\rangle - |\tilde{x}\rangle \| \leq \epsilon,
\] with a probability of at least $1/2$, where $0 \leq \epsilon \leq 1/2$.

Note that we can remove the condition that matrix $A$ is Hermitian without loss of generality. To see this, consider the following linear system,
\[
\begin{bmatrix}
0 & A \\
A^\dagger & 0
\end{bmatrix}
\begin{bmatrix}
x \\
0
\end{bmatrix}
=
\begin{bmatrix}
b \\
0
\end{bmatrix},
\] instead of linear system $Ax = b$. Then the solution of linear system (10) is essentially solution $x$ of linear system $Ax = b$. Furthermore, a state corresponding to $(0, x^T)^T$ is also essentially quantum state $|x\rangle$.

For this problem, the following is known.

**Proposition 4** [12, Theorem 4] The QLSP defined in Definition 3 can be solved using
\[
O \left( d\kappa_A^2 \log^2 \left( \frac{d\kappa_A}{\epsilon} \right) \right) \text{ queries to oracle } \mathcal{P}_A \text{ and } O \left( \kappa_A \log \left( \frac{d\kappa_A}{\epsilon} \right) \right) \text{ uses of } \mathcal{P}_b,
\] with gate complexity
\[
O \left( d\kappa_A^2 \log^2 \left( \frac{d\kappa_A}{\epsilon} \right) \right) \left( \log N + \log^2 \left( \frac{d\kappa_A}{\epsilon} \right) \right),
\] where $\kappa_A := \|A\|\|A^{-1}\|$ is the condition number of matrix $A$.

The proposed algorithm uses the improved version [12] of the HHL algorithm as a subroutine. This proposition is used in the proof of Proposition 6 for the subroutine.
2.2 Approximation by Cauchy’s integral theorem and the trapezoidal rule

Let \( \Gamma \) be a closed contour in the complex plane that encloses all eigenvalues of matrix \( A \) and let \( f \) be an analytic function on and inside \( \Gamma \). Then, using Cauchy’s integral formula, matrix function \( f(A) \) can be described as

\[
f(A) = \frac{1}{2\pi i} \int_{\Gamma} f(z)(zI_N - A)^{-1}dz,
\]

(13)

where \( I_N \) denotes the \( N \times N \) identity matrix. As contour \( \Gamma \), we can consider circle \( z = \beta e^{i\theta} \) (\( 0 \leq \theta \leq 2\pi \)) with center 0 and radius \( \beta \). Therefore, matrix function \( f(A) \) can be represented as

\[
f(A) = \frac{1}{2\pi i} \int_{0}^{2\pi} f(\beta e^{i\theta})((\beta e^{i\theta}I_N - A)^{-1})\beta e^{i\theta}d\theta = \int_{0}^{2\pi} h(\theta)d\theta,
\]

(14)

where \( h(\theta) = f(\beta e^{i\theta})((\beta e^{i\theta}I_N - A)^{-1})\beta e^{i\theta}/2\pi \). Next, we construct approximation \( f_M(A) \) of matrix function \( f(A) \). Let

\[
\theta_k := \frac{2\pi}{M} k.
\]

(15)

We consider \( M \) points \( \{\beta e^{i\theta_k} \mid k = 0, 1, \ldots, M-1\} \) at regular intervals on the circle and apply the trapezoidal rule to integral (14). Then, as we can see in the following, we have approximation \( f_M(A) \).

\[
f(A) = \sum_{k=0}^{M-1} \int_{\theta_k}^{\theta_{k+1}} h(\theta)d\theta \simeq \sum_{k=0}^{M-1} (\theta_{k+1} - \theta_k) \frac{h(\theta_k) + h(\theta_{k+1})}{2}
\]

\[
= \frac{1}{M} \sum_{k=0}^{M-1} f(\beta e^{i\theta_k})\beta e^{i\theta_k}(\beta e^{i\theta_k}I_N - A)^{-1}
\]

(16)

\[
= f_M(A).
\]

Hereafter, \( M = 2^m \), where \( m \) is a positive integer. We describe the error in approximation \( f_M(A) \). Specifically, the following proposition holds. The following proposition is used in the proof of Lemma 19 with respect to the error of the proposed quantum algorithm.

**Proposition 5** [11, Theorem 18.1] For matrix function \( f(A) \) in Eq. (2) and approximation \( f_M(A) \) in Eq. (16), we have a bound

\[
\|f(A) - f_M(A)\| \leq \frac{B}{1 - \frac{\|A\|}{R}} \left( \frac{1}{1 - \left(\frac{\|A\|}{\beta}\right)^M} \right)^M + \frac{1}{1 - \left(\frac{\|A\|}{R}\right)^M} \left(\frac{\beta}{R}\right)^M,
\]

(17)

where \( B, \beta, \) and \( R \) are the positive real numbers defined as in Theorem 2.
Proof. In [11], the proof is not given. Therefore, we provide the proof. Because \( \|A\| \leq 1 < \beta \), \( \beta e^{i\theta_k} (\beta e^{i\theta_k} I_N - A)^{-1} = \sum_{\ell=0}^{\infty} (A/(\beta e^{i\theta_k}))^\ell \) holds. Thus,

\[
\begin{align*}
  f_M(A) &= \frac{1}{M} \sum_{k=0}^{M-1} f(\beta e^{i\theta_k}) \sum_{\ell=0}^{\infty} \left( \frac{A}{\beta e^{i\theta_k}} \right)^\ell \\
  &= \frac{1}{M} \sum_{k=0}^{M-1} \sum_{j=0}^{\infty} a_j (\beta e^{i\theta_k})^j \sum_{\ell=0}^{\infty} \left( \frac{A}{\beta e^{i\theta_k}} \right)^\ell \\
  &= \sum_{j=0}^{\infty} \sum_{\ell=0}^{\infty} a_j \beta^{j-\ell} A^\ell \left( \frac{1}{M} \sum_{k=0}^{M-1} e^{2\pi i(j-\ell)k} \right) \\
  &= \sum_{j=0}^{\infty} \sum_{\ell=0}^{\infty} a_j \beta^{j-\ell} A^\ell S_M(j-\ell), \quad (18)
\end{align*}
\]

where \( S_M(y) = \frac{1}{M} \sum_{k=0}^{M-1} e^{2\pi i y k} \). Let \( \mathbb{Z}_{\geq 0} = \{0, 1, 2, \ldots\} \) be the set of all non-negative integers. Clearly, \( \mathbb{Z}_{\geq 0}^2 = \{(j, \ell) \in \mathbb{Z}_{\geq 0}^2 \mid j < \ell \} \cup \{(j, \ell) \in \mathbb{Z}_{\geq 0}^2 \mid j = \ell \} \cup \{(j, \ell) \in \mathbb{Z}_{\geq 0}^2 \mid j > \ell \} \) holds. Considering this, approximation \( f_M(A) \) can be described as follows:

\[
\begin{align*}
  f_M(A) &= \sum_{j=0}^{\infty} \sum_{\ell=0}^{\infty} a_j \beta^{j-\ell} A^\ell S_M(j-\ell) + \sum_{j=0}^{\infty} a_j A^j + \sum_{\ell=0}^{\infty} \sum_{j=\ell+1}^{\infty} a_j \beta^{j-\ell} A^\ell S_M(j-\ell) \\
  &= \sum_{j=0}^{\infty} \sum_{\ell=0}^{\infty} a_j \beta^{-y} A^{j+y} S_M(-y) + f(A) + \sum_{\ell=0}^{\infty} \sum_{y=1}^{\infty} a_{\ell+y} \beta^y A^\ell S_M(y). \quad (19)
\end{align*}
\]

As \( S_M(y) \) is equal to 1 for the case in which \( y \) is multiples of \( M \), and 0 otherwise, we have

\[
\begin{align*}
  f_M(A) &= \sum_{j=0}^{\infty} \sum_{y=1}^{\infty} a_j \beta^{-y M} A^{j+y M} + f(A) + \sum_{\ell=0}^{\infty} \sum_{y=1}^{\infty} a_{\ell+y M} \beta^y M A^\ell. \quad (20)
\end{align*}
\]

Therefore, the error is bounded as

\[
\begin{align*}
  \|f(A) - f_M(A)\| &= \left\| \sum_{j=0}^{\infty} \sum_{y=1}^{\infty} a_j \beta^{-y M} A^{j+y M} + \sum_{\ell=0}^{\infty} \sum_{y=1}^{\infty} a_{\ell+y M} \beta^y M A^\ell \right\| \\
  &\leq \sum_{j=0}^{\infty} \sum_{y=1}^{\infty} |a_j| \beta^{-y M} \|A\|^{j+y M} + \sum_{\ell=0}^{\infty} \sum_{y=1}^{\infty} |a_{\ell+y M}| \beta^y M \|A\|^{\ell}. \quad (21)
\end{align*}
\]

From Cauchy’s estimate \( |a_j| \leq B/R^j \) and \( \|A\| < \beta < R \), we have

\[
\begin{align*}
  \|f(A) - f_M(A)\| &\leq \sum_{j=0}^{\infty} \sum_{y=1}^{\infty} B \left( \frac{\|A\|}{R} \right)^j \left( \frac{\|A\|}{\beta} \right)^y M + \sum_{\ell=0}^{\infty} \sum_{y=1}^{\infty} B \left( \frac{\|A\|}{R} \right)^{\ell} \left( \frac{\beta}{R} \right)^y M \\
  &= \frac{B}{1 - \frac{\|A\|}{R}} \left( \frac{1}{1 - \frac{\|A\|}{\beta}} \right)^M + \frac{1}{1 - \left( \frac{\beta}{R} \right)^M}, \quad (22)
\end{align*}
\]
3 Quantum algorithm

In this section, we describe the quantum algorithm to compute state $|f\rangle$. In Section 3.1 we explain that the goal of the quantum algorithm is to compute a weighted sum of the solutions of linear systems. In Section 3.2 we provide the description of the quantum algorithm.

3.1 Goal of the algorithm

Our original goal is to output state $|f\rangle = f(A)|b\rangle/\|f(A)|b\rangle\|$. To obtain state $|f\rangle$, we use approximation $f_M(A)$, which approximates matrix function $f(A)$ with exponential accuracy; that is, we consider constructing a quantum algorithm that outputs state

$$|f_M\rangle := \frac{f_M(A)|b\rangle}{\|f_M(A)|b\rangle\|}, \quad (23)$$

instead of state $|f\rangle$. Matrix-vector product $f_M(A)b$ can be described as the sum of solutions $x_k := (e^{i\theta_k}I_N - A/\beta)^{-1}b$ with weight $g_k := f(\beta e^{i\theta_k})e^{i\theta_k}$, that is,

$$f_M(A)b = \frac{1}{M} \sum_{k=0}^{M-1} f(\beta e^{i\theta_k})e^{i\theta_k}(\beta e^{i\theta_k}I_N - A)^{-1}b$$

$$= \frac{1}{M} \sum_{k=0}^{M-1} f(\beta e^{i\theta_k})e^{i\theta_k}(\beta e^{i\theta_k}I_N - A/\beta)^{-1}b$$

$$= \frac{1}{M} \sum_{k=0}^{M-1} g_k x_k. \quad (24)$$

Thus, to obtain state $|f_M\rangle$, we consider a quantum algorithm that computes weighted sum of the solutions of the linear systems.

3.2 Algorithm description

We explain the procedure of the quantum algorithm that computes state $|f_M\rangle$. To describe the algorithm, we do not consider the error in states. We discuss the analysis of the error in Section 6.2.

Algorithm 1.

**Step 1.** Apply the improved version [12] of the HHL algorithm to obtain quantum state $|x'\rangle$ corresponding to solution $x' \in \mathbb{C}^{NM}$ of block diagonal linear system

$$A'x' = b',$$  \quad (25)

where $A' \in \mathbb{C}^{NM \times NM}$ is a block diagonal matrix defined as

$$A' := \begin{bmatrix} e^{i\theta_0}I_N - A/\beta \\ e^{i\theta_1}I_N - A/\beta \\ \vdots \\ e^{i\theta_{M-1}}I_N - A/\beta \end{bmatrix}, \quad (26)$$
and

\[
x' := \begin{bmatrix}
x_0 \\
x_1 \\
\vdots \\
x_{M-1}
\end{bmatrix}, \quad b' := \begin{bmatrix}
b_0 \\
b_1 \\
\vdots \\
1
\end{bmatrix} = \begin{bmatrix}
1 \\
1 \\
\vdots \\
1
\end{bmatrix} \otimes b.
\]  

(27)

Applying the HHL algorithm or its improved algorithm to the block diagonal linear system

we have state

\[
|x'| = \frac{\sum_i x_i^{[i]} |i\rangle}{\|\sum_i x_i^{[i]} |i\rangle\|} = \sum_k^{M-1} \frac{|x_k^{[i]}\rangle}{\|x_k^{[i]}\|} \left( \sum_{i=0}^{N-1} \frac{x_k^{[i]} |i\rangle}{\|x_k^{[i]}\|} \right) = \sum_k^{M-1} p_k |k\rangle |x_k\rangle,
\]

where \(x_i^{[i]}\) and \(x_k^{[i]}\) is the \(i\)-th element of \(x'\) and \(x_k\), respectively, \(p_k = \|x_k\|/\|x'\|\), and \(|x_k\rangle = \sum_i x_k^{[i]} |i\rangle/\|\sum_i x_k^{[i]} |i\rangle\|\).

**Step 2.** Add an ancilla qubit and perform unitary operator \(U_f\) such that

\[
U_f |k\rangle |0\rangle = |k\rangle \left( Cg_k |0\rangle + \sqrt{1 - |Cg_k|^2} |1\rangle \right),
\]

for \(k \in \{0, 1, \ldots, M - 1\}\) to multiply weight \(g_k = f(\beta e^{i \theta_k}) e^{i \theta_k}\), where \(C\) is a constant such that \(|Cg_k| \leq 1\). (Actually, we use the unitary \(U_{f_L}\) that is replaced \(g_k\) with \(\hat{g}_k = \hat{f}_L(\beta e^{i \theta_k}) e^{i \theta_k}\), where \(\hat{f}_L(z)\) is the truncated series of \(f(z)\) at order \(L\).) Performing unitary operator \(U_f\) to state \(|x'| \otimes |0\rangle\) yields quantum state

\[
U_f \left( \sum_{k=0}^{M-1} p_k |k\rangle |x_k\rangle |0\rangle \right) = C \sum_{k=0}^{M-1} p_k g_k |k\rangle |x_k\rangle |0\rangle + |\Phi_0^+\rangle,
\]

(30)

where \(|\Phi_0^+\rangle\) satisfies \((I_M \otimes I_N \otimes |0\rangle \langle 0|) |\Phi_0^+\rangle = 0\).

**Step 3.** Apply the Hadamard gates \(H^\otimes m \otimes I_N \otimes I_2\) to obtain the weighted sum. We have

\[
(H^\otimes m \otimes I_N \otimes I_2) \left( C \sum_{k=0}^{M-1} p_k g_k |k\rangle |x_k\rangle |0\rangle + |\Phi_0^+\rangle \right)
\]

\[
= C \sqrt{M} \sum_{k=0}^{M-1} p_k g_k |0^m\rangle |x_k\rangle |0\rangle + |\Phi_0^+\rangle
\]

\[
= |0^m\rangle \otimes C \sqrt{M} \sum_{k=0}^{M-1} \frac{|x_k\rangle}{\|x_k\|} g_k \sum_{i=0}^{M-1} \frac{x_k^{[i]} |i\rangle}{\|x_k^{[i]}\|} \otimes |0\rangle + |\Phi_0^+\rangle
\]

\[
= |0^m\rangle \otimes C \sqrt{M} \sum_{k=0}^{M-1} \frac{1}{\|x_k\|} \sum_{i=0}^{M-1} \left( \frac{1}{M} \sum_{k=0}^{M-1} g_k x_k^{[i]} \right) |i\rangle \otimes |0\rangle + |\Phi_0^+\rangle
\]

\[
= |0^m\rangle \otimes C \sqrt{M} \|f_M(A)b\| \|f_M\| \otimes |0\rangle + |\Phi_0^+\rangle,
\]

(31)
where $|\Phi_{\delta}^+\rangle$ satisfies $(|0\rangle^m\langle 0|^{m} \otimes I_{N} \otimes |0\rangle\langle 0|)|\Phi_{\delta}^+\rangle = 0$.

**Step 4.** Measure the first register and the ancilla qubit in the computational basis. If we obtain an outcome $00 \cdots 0$ of the first register and $0$ of the ancilla qubit, then we have state $|f_M\rangle = f_M(A)|b\rangle/\|f_M(A)|b\rangle\|$.

As we can see from Eq. (10), we can obtain state $|x'\rangle$ even if $A$ is not Hermitian. This is the reason that our algorithm can output state $|f\rangle$ even if $A$ is not Hermitian.

As we can see from Steps 1 and 2, Algorithm 1, which is the proposed quantum algorithm, uses the HHL algorithm and unitary operator $U_f$ as subroutines.

To apply the HHL algorithm or its improved algorithm, the norm of the coefficient matrix must be no more than 1 from the problem setting (Definition 3). Additionally, we need an oracle to generate the state corresponding to the right-hand side vector of the linear system. In Section 4, we consider this problem for the block diagonal linear system (24).

Subroutine $U_f$ is defined by the infinite series $f(z) = \sum_{j=0}^{\infty} a_j z^j$. To manage the infinite series, we consider truncated series $\tilde{f}_L(z) := \sum_{j=0}^{L-1} a_j z^j$; that is, instead of unitary operator $U_f$, we consider unitary operator $U_{\tilde{f}_L}$ that is replaced weight $g_k = f(\beta e^{i\theta_k})e^{i\theta_k}$ in the unitary operator $U_f$ with $\tilde{g}_k = \tilde{f}_L(\beta e^{i\theta_k})e^{i\theta_k}$. In Section 5, we show the procedure and runtime of the unitary operator $U_{\tilde{f}_L}$.

To describe the algorithm, we did not consider the error. However, the actual output state of the HHL algorithm includes the error. Additionally, we need to consider the approximation error of state $|f_M\rangle$ and unitary operator $U_{\tilde{f}_L}$. In Section 6, we provide an error analysis of the algorithm, that is, we provide an upper bound of $\|\|f\| - |\tilde{f}\|\|$, where $|\tilde{f}\rangle$ is the quantum state that is actually outputted. Moreover, we show a runtime and lower bound of the success probability, and provide the proof of the main theorem (Theorem 2).

## 4 Linear system $A'x' = b'$ in Step 1 of the quantum algorithm

In this section, we discuss applying the HHL algorithm to linear system $A'x' = b'$ in Step 1 of Algorithm 1 in detail, and derive the following proposition.

**Proposition 6** For quantum state $|x'\rangle = \sum_i x'[i]|i\rangle/\|\sum_i x'[i]|i\rangle\|$ corresponding to solution $x'$ of linear system $A'x' = b'$ in Eq. (25) and some positive constant $\epsilon'$ such that $0 \leq \epsilon' \leq 1/2$, state $|\tilde{x}'\rangle$ such that $\|\|x'\| - |\tilde{x}'\|\| \leq \epsilon'$ can be obtained using

$$O\left(\frac{d\kappa'^2 \log^2 \left(\frac{d\kappa'}{\epsilon'}\right)}{\epsilon'}\right)\text{ queries to oracle } \mathcal{P}_A \text{ and } O\left(\kappa' \log \left(\frac{d\kappa'}{\epsilon'}\right)\right)\text{ uses of } \mathcal{P}_b,$$

with gate complexity

$$O\left(\frac{d\kappa'^2 \log^2 \left(\frac{d\kappa'}{\epsilon'}\right)}{\epsilon'}\right) \left[\log(NM) + \log \left(\frac{d\kappa'}{\epsilon'}\right)\right],$$

where $d$ is the sparsity of matrix $A$ and $\kappa' := 1/(1 - \beta^{-1})$.

This proposition is used in the proof of Corollary 13, which shows the complexity of Algorithm 1.
The remainder of this section is as follows: In Section 4.1 we derive the upper bounds of $\|A'\|$, $\|A'^{-1}\|$ and condition number $\kappa_{A'} := \|A'\|\|A'^{-1}\|$ of matrix $A'$. In Section 4.2 we explain that oracle $P_{A'}$ for matrix $A'$ can be constructed using $O(1)$ queries to $P_A$. Additionally, we explain the gate complexity. Section 4.3 is devoted to the proof of Proposition 6.

## 4.1 Upper bounds of $\|A'\|$, $\|A'^{-1}\|$ and the condition number of $A'$

First, we present the upper bound of $\|A'\|$. Note that $\|X\|$ represents the spectral norm of square matrix $X$. Thus, $\|X\|$ is equal to the largest singular value of square matrix $X$.

**Lemma 7** Let $\|A\| \leq 1 < \beta$. Then, for matrix $A'$ in Eq. (26), $\|A'\| \leq 1 + \beta^{-1} < 2$ holds.

**Proof.** Matrix $A'$ can be represented as $A' = \text{diag}(e^{i\theta_0}, e^{i\theta_1}, \ldots, e^{i\theta_{M-1}}) \otimes I_N - I_M \otimes A/\beta$. For square matrices $X$ and $Y$, $\|X \otimes Y\| = \|X\|\|Y\|$ holds. Thus,

\[
\|A'\| = \|\text{diag}(e^{i\theta_0}, e^{i\theta_1}, \ldots, e^{i\theta_{M-1}}) \otimes I_N - I_M \otimes A/\beta\| \\
\leq \|\text{diag}(e^{i\theta_0}, e^{i\theta_1}, \ldots, e^{i\theta_{M-1}}) \otimes I_N\| + \|I_M \otimes A/\beta\| \\
\leq 1 + \beta^{-1} \\
< 2,
\]

where the second inequality uses $\|A\| \leq 1$. \hfill \Box

Next, we show the upper bound of $\|A'^{-1}\|$.

**Lemma 8** Let $\|A\| \leq 1 < \beta$. Then, for matrix $A'$ in Eq. (26), $\|A'^{-1}\| \leq (1 - \beta^{-1})^{-1}$ holds.

**Proof.** Because $A'$ is a block diagonal matrix, $A'^{-1}$ is also a block diagonal matrix that the diagonal blocks are $(e^{i\theta_k} I_N - A/\beta)^{-1}$ $(k \in \{0, 1, \ldots, M - 1\})$. Thus, we have $\|A'^{-1}\| = \max\{\|(e^{i\theta_k} I_N - A/\beta)^{-1}\| \mid k \in \{0, 1, \ldots, M - 1\}\}$. As is well known,

\[
\|(e^{i\theta_k} I_N - A/\beta)^{-1}\| \leq (1 - \|A\|/\beta)^{-1}
\]

holds. Hence,

\[
\|A'^{-1}\| = \max\{\|(e^{i\theta_k} I_N - A/\beta)^{-1}\| \mid k \in \{0, 1, \ldots, M - 1\}\} \\
\leq (1 - \|A\|/\beta)^{-1} \\
\leq (1 - \beta^{-1})^{-1},
\]

where the second inequality uses $\|A\| \leq 1$. \hfill \Box

This lemma is also used in the proof of Propositions 19 and 21 to show the error and success probability of Algorithm 1.

Finally, we describe the upper bound of condition number $\kappa' = \|A'\|\|A'^{-1}\|$ of matrix $A'$. This bound is obtained immediately from Lemmas 7 and 8.

**Corollary 9** Let $\|A\| \leq 1 < \beta$. Condition number $\kappa_{A'} := \|A'\|\|A'^{-1}\|$ of block diagonal matrix $A'$ in Eq. (26) is bounded as $\kappa_{A'} < 2\kappa'$, where $\kappa' = (1 - \beta^{-1})^{-1}$.

## 4.2 Oracle that accesses matrix $A'$

To apply the HHL algorithm to block diagonal linear system $A'x' = b'$, oracle $P_{A'}$ is required to access the elements of coefficient matrix $A'$. Oracle $P_{A'}$ consists of oracle $O_{A'}$ that returns the position of the nonzero element of $A'$ and oracle $O_{A'}$ that returns the element of $A'$ for
In Step 1, the gate complexity of comparator
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A given position. In this section, we consider the construction of $P_{A'}$ under the assumption that we can use oracle $P_A$. Furthermore, we show that oracle $P_{A'}$ can be performed using $O(1)$ queries to oracle $P_A$. Additionally, we consider the gate complexity of $O_{\nu'}$ and $O_{A'}$. Here, for simplicity, we assume that the all diagonal elements of $A$ are nonzero.

Let us consider oracle $O_{\nu'}$ that returns the position of the nonzero element of $A'$. Because $A'$ is the block diagonal matrix defined by Eq. (26), the row index of the $\ell$-th nonzero element in the $(kN+j)$-th column is $kN + \nu(j, \ell)$ for $k \in \{0, 1, \ldots, M-1\}$ and $j \in \{0, 1, \ldots, N-1\}$. Thus, $O_{\nu'}$ can be constructed using oracle $O_{\nu}$ and CNOT gates: $|k, j\rangle|0^m, \ell\rangle \mapsto O_{\nu'}|k, j\rangle|0^m, \ell\rangle \mapsto |k, j\rangle|k, \nu(j, \ell)\rangle = O_{\nu'}|k, j\rangle|0^m, \ell\rangle$. Therefore, the query complexity of $O_{\nu'}$ is $O(1)$ and the gate complexity is $O(m) = O(\log(M))$.

Next, we consider constructing the unitary operator that returns the element of $A'$ for a given position. Again, focusing on that $A'$ is the block diagonal matrix, we can see that the elements in the non-diagonal blocks are always zero. Thus, it is sufficient to consider the construction of unitary operator $O_{A'}$ such that $O_{A'}|k, i\rangle|k', j\rangle|0\rangle = |k, i\rangle|k', j\rangle|0\rangle$ for $k \neq k'$ and

$$O_{A'}|k, i\rangle|k, j\rangle|0\rangle = |k, i\rangle|k, j\rangle|\delta_{i,k}e^{i\theta_k} - A_{i,j}/\beta\rangle,$$

where the value written inside $|\delta_{i,j}e^{i\theta_k} - A_{i,j}/\beta\rangle$ means the binary representation of $\delta_{i,j}e^{i\theta_k} - A_{i,j}/\beta$ and $\delta_{i,j}$ denotes the Kronecker delta, that is, $\delta_{i,i} = 1$ and $\delta_{i,j} \neq 0$ for $i \neq j$. As we can see from Eq. (37), oracle $O_{A'}$ is constructed using $O(1)$ uses of oracle $O_A$, the adder, multiplier, comparator $|k, k'\rangle|0\rangle \mapsto |k, k'\rangle|\delta_{k,k'}\rangle$, $|i, j\rangle|0\rangle \mapsto |i, j\rangle|\delta_{i,j}\rangle$, and quantum arithmetic circuit to obtain quantum state $|e^{i\theta_k}\rangle$, where the value written inside $|e^{i\theta_k}\rangle$ means the binary representation of $e^{i\theta_k}$. Specifically, $O_{A'}$ can be performed by the following procedure. Here, we use quantum registers $|0\rangle_{r1}, |0\rangle_{r2}, |0\rangle_{r3}, |0\rangle_{r4}, |0\rangle_{r5}$ and flag qubits $|0\rangle_{f1}, |0\rangle_{f2}$.

1. First, perform comparator $|k, k'\rangle|0\rangle_{f1} \mapsto |k, k'\rangle|\delta_{k,k'}\rangle_{f1}$ to check whether the values of $k$ and $k'$ are the same. Next, conditioned on the ‘f1’ qubit being 1, perform comparator $|i, j\rangle|0\rangle_{f2} \mapsto |i, j\rangle|\delta_{i,j}\rangle_{f2}$ to check whether the values of $i$ and $j$ are the same.

2. Conditioned on the ‘f1’ qubit being 1, perform $|i, j\rangle|0\rangle_{r1}|0\rangle_{r2} \mapsto |i, j\rangle|A_{i,j}\rangle|0\rangle_{r1}|0\rangle_{r2} \mapsto |i, j\rangle|A_{i,j}\rangle|1\rangle - A_{i,j}/\beta|0\rangle_{r2}$ using oracle $O_A$ and the multiplier to obtain $-A_{i,j}/\beta$.

3. Conditioned on the ‘f1’ and ‘f2’ qubit being 1, perform $|k\rangle|0\rangle_{r3}|0\rangle_{r4} \mapsto |k\rangle|\theta_k = \frac{2\pi}{M}k\rangle|0\rangle_{r4} \mapsto |k\rangle|\theta_k\rangle|3\rangle e^{i\theta_k}\rangle_{r4}$ using the multiplier and the quantum arithmetic circuit to compute $e^{i\theta_k}$.

4. Conditioned on the ‘f1’ qubit being 1, add the values of ‘r2’ and ‘r4’ register and write the result into the ‘r5’ register. When the value of ‘f1’ qubit is 1, the value stored in the ‘r2’ register is $-A_{i,j}/\beta$. Therefore, then, $-A_{i,j}/\beta|0\rangle_{r5} \mapsto -A_{i,j}/\beta|0\rangle_{r5}$ performed using the adder, where $v$ represents the value stored in the ‘r4’ register, that is, $v = e^{i\theta_k}$ when the value of the ‘f2’ qubit is 1 and $v = 0$ when the value of the ‘f2’ qubit is 0.

5. We uncompute the ‘r1’, ‘r2’, ‘r3’, ‘r4’ registers and the ‘f1’, ‘f2’ qubits. Then, the value stored in the ‘r5’ register represents 0 for $k \neq k'$ and $\delta_{i,j}e^{i\theta_k} - A_{i,j}/\beta$ for $k = k'$.

We consider the gate complexity when $O_{A'}$ returns the element of $A'$ with $s$ bits of accuracy. In Step 1, the gate complexity of comparator $|k, k'\rangle|0\rangle \mapsto |k, k'\rangle|\delta_{k,k'}\rangle$ and $|i, j\rangle|0\rangle \mapsto |i, j\rangle|\delta_{i,j}\rangle$.
are $O(\log(M))$ and $O(\log(N))$, respectively. In Step 2, if oracle $O_A$ outputs the element with $s$ bits of accuracy and constant $1/\beta$ has $s$ bits, then we can obtain the value of $-A_{i,j}/\beta$ with $s$ bits of accuracy using $O(s^2)$ gates. In Step 3, by multiplying $2k/M$ by $\pi$ with $s$ bits of accuracy, we can obtain $\theta_k$ with $s$ bits of accuracy using $O(s^2)$ gates. Therefore, the binary representation of $e^{i\theta_k}$, which is the output of the quantum arithmetic circuit, is calculated with $s$ bits of accuracy. Using techniques based on Taylor series and long multiplication, this calculation can be performed with $O(s^2)$. In Step 4, we use $O(s)$ gates to obtain $|e^{i\theta_k} - A_{i,j}/\beta|$ with $s$ bits of accuracy. Thus, the overall gate complexity of $O_A'$ to output the element of $A'$ with $s$ bits of accuracy is $O(\log(MN) + s^2)$. We summarize this in the following lemma.

**Lemma 10** Oracle $\mathcal{P}_{A'}$ can be performed using $O(1)$ queries to oracle $\mathcal{P}_A$. Moreover, the gate complexity of $O_{A'}$ is $O(\log(M))$ and the gate complexity of $O_{A'}$ to output the element of $A'$ with $s$ bits of accuracy is $O(\log(NM) + s^2).

### 4.3 Applying the HHL algorithm to $A'x' = b'$

We provide the proof of Proposition 6. To apply the HHL algorithm to linear systems, the construction of oracle $\mathcal{P}_{A'}$ for matrix $A'$ has been discussed (Lemma 10). In the following, we consider the problem for the norm of block diagonal matrix $A'$ and oracle $\mathcal{P}_{b'}$ for right-hand side vector $b'$.

**Proof of Proposition 6** First, to bound the norm of the coefficient, we consider scaling. We rewrite linear system $A'x' = b'$ as linear system $(A'/c)(cx') = b'$ using particular constant $c$ (e.g., $c = 2$). Clearly, the state corresponding to the solution of the rewritten linear system is state $|x'\rangle$. Thus, we consider applying the HHL algorithm to the rewritten linear system, $(A'/c)(cx') = b'$, instead of the original linear system, $A'x' = b'$. Considering the multiplier, the queries to oracle $\mathcal{P}_{A'/c}$ are equal to the queries to oracle $\mathcal{P}_{A'}$. Because $||A'|| \leq 1 + \beta^{-1}$ from Lemma 4, $||(A'/c)|| \leq 1$ holds if constant $c$ is chosen such that $c \geq 1 + \beta^{-1}$ (e.g., $c = 2$).

Next, we consider oracle $\mathcal{P}_{b'}$ that generates state $|b'\rangle = \sum_i b'[i]|i\rangle/||\sum_i b'[i]|i\rangle||$, that is, we consider oracle $\mathcal{P}_{b'}$ such that $\mathcal{P}_{b'}(0^m) = |b'\rangle$, where $b'[i]$ is the $i$-th element of $b'$. From the definition (Eq. (21)) of vector $b'$, oracle $\mathcal{P}_{b'}$ can be described as

$$\mathcal{P}_{b'} = H^\otimes m \otimes \mathcal{P}_b.$$  

Thus, the number of queries to $\mathcal{P}_{b'}$ is equal to the number of queries to oracle $\mathcal{P}_b$. Furthermore, the gate complexity is $O(\log(NM))$. From the above and Lemma 10, the conditions for applying the HHL algorithm to $(A'/c)(cx') = b'$ are satisfied.

We consider the query complexity. From Lemma 10 and the above, oracle $\mathcal{P}_{A'/c}$ and $\mathcal{P}_{b'}$ can be performed using $O(1)$ queries to oracle $\mathcal{P}_A$ and $\mathcal{P}_b$. Furthermore, the upper bound of condition number $\kappa_{A'}$ of matrix $A'$ is obtained from Corollary 1. This implies the query complexity 32.

We explain the gate complexity. In the improved version of the HHL algorithm 12, the oracle for the matrix is used to perform a walk operator (for the details of the definition of walk operator, see 12 33). From the proof of 18 Lemma 10, the gate complexity of the walk operator for $A'/c$ is the sum of $O(\log(NM))$, the gate complexity of $O_{A'/c}, O_{b'}$, and the gate complexity of computing square root and trigonometric functions based on the
output of $O_{A'/c}$. The gate complexity oracle $O_{A'/c}$ are equal to the gate complexity of oracle $O_{A'}$. Moreover, when oracle $O_{A'}$ outputs the element with $s$ bits of accuracy, oracle $O_{A'/c}$ also outputs the elements with $s$ bits of accuracy. Thus, the gate complexity of computing square root and trigonometric functions is $O(s^2)$ using techniques based on Taylor series and long multiplication \[18\]. Therefore, from Lemma 10, the gate complexity oracle for $A'/c$ is $O(\log(NM) + s^2)$ when $O_{A'}$ outputs the element of $A'$ with $s$ bits of accuracy. Hence, as shown in the proof of \[12\, Theorem 4\], a step of the quantum walk for $A$ can be performed within error $\epsilon''$ with gate complexity $O(\log(NM) + \log^2 (de_{A'}/\epsilon''))$. Thus, the proposition holds from the proof of Proposition 4(\[12\, Theorem 4\]) on the improved version of the HHL algorithm. □

5 Unitary operator for multiplying the weight in Step 2 of the quantum algorithm

In this section, we describe the construction of unitary operator $U_{f_L}$ that replaces weight $g_k$ of unitary operator $U_f$ with $\tilde{g}_k$, and derive the following proposition, where $\tilde{g}_k = \tilde{f}_L (\beta e^{i\theta_k}) e^{i\theta_k}$ and $\tilde{f}_L(z)$ is the truncated series of function $f(z)$ at order $L$.

**Proposition 11** For positive integers $m$ and $\ell$, let $M = 2^m$ and $L = 2^\ell$, respectively. Let $V$ be a unitary operator such that $V|k\rangle = (e^{i\theta_k})|k\rangle$ for quantum registers $|k\rangle$, $|j\rangle$ ($k \in \{0,1,\ldots,M-1\}$, $j \in \{0,1,\ldots,L-1\}$), where $\theta_k = 2\pi k/M$. For truncated series $\tilde{f}_L(z) = \sum_{j=0}^{L-1} a_j z^j$ of complex function $f(z)$, let $\tilde{g}_k = \tilde{f}_L (\beta e^{i\theta_k}) e^{i\theta_k}$ and let $\alpha = \sum_{j=0}^{L-1} |a_j|^2$. Let $W$ and $W'$ be unitary operators such that $W|0\rangle = \frac{1}{\sqrt{\alpha}} \sum_{j=0}^{L-1} \sqrt{a_j} |j\rangle$ and $W'|0\rangle = \frac{1}{\sqrt{\alpha}} \sum_{j=0}^{L-1} a_j^\ast |j\rangle$, respectively, where $z^\ast$ denotes the complex conjugate of $z \in \mathbb{C}$. We define $U_{f_L} := (1_M \otimes W) V (I_M \otimes W') V (I_M \otimes W)$. Then,

$$U_{f_L} |k\rangle |0\rangle = |k\rangle \otimes \left( \tilde{C} \tilde{g}_k |0\rangle + \sqrt{1 - |\tilde{C} \tilde{g}_k|^2} |\Psi_0^\perp\rangle \right),$$

where $\tilde{C} = 1/\alpha$ and $|\Psi_0^\perp\rangle$ satisfies $|0\rangle \langle 0 | \Psi_0^\perp\rangle = 0$. Additionally, the gate complexity of $U_{f_L}$ is $O(L + \log(M) \log(L))$.

This proposition is based on the technique for the linear combination of unitaries (see e.g., \[19\]). This proposition is used to show Corollary \[13\] which describes the complexity of Algorithm 1. Before starting the proof of the proposition, we present the following lemma.

**Lemma 12** For positive integers $m$ and $\ell$, let $M = 2^m$ and $L = 2^\ell$, respectively. Let $V$ be a unitary operator such that $V|k\rangle = (e^{i\theta_k})|k\rangle$ for quantum registers $|k\rangle$, $|j\rangle$ ($k \in \{0,1,\ldots,M-1\}$, $j \in \{0,1,\ldots,L-1\}$), where $\theta_k = 2\pi k/M$. Then, the gate complexity of unitary operator $V$ is $O(\log(M) \log(L))$.

**Proof.** We represent $|k\rangle$ and $|j\rangle$ as $|k\rangle = |k_{m-1} \rangle |k_{m-2} \rangle \cdots |k_0 \rangle$ and $|j\rangle = |j_{\ell-1} \rangle |j_{\ell-2} \rangle \cdots |j_0 \rangle$, respectively, where $k, j, s \in \{0,1,\ldots,m-1\}$ and $t \in \{0,1,\ldots,\ell-1\}$. Then, $k$ and $j$ can be represented as $k = \sum_{s=0}^{m-1} k_s 2^s$ and $j = \sum_{t=0}^{\ell-1} j_t 2^t$, respectively. We have $(e^{i\theta_k})^j = \exp(i2\pi k_j/M)$ because $\theta_k = 2\pi k/M$. Thus,

$$\exp \left( i \frac{2\pi}{M} k_j \right) = \exp \left( \sum_{s=0}^{m-1} \sum_{t=0}^{\ell-1} i \frac{2\pi}{M} k_s j_t 2^{s+t} \right) = \prod_{s=0}^{m-1} \prod_{t=0}^{\ell-1} \exp \left( i \frac{2\pi}{M} k_s j_t 2^{s+t} \right).$$

(40)
Therefore, map \(|k⟩|j⟩ \mapsto (e^{iθ_k}j)|k⟩|j⟩\) can be performed using \(O(mℓ) = O(\log(M) \log(L))\) controlled gates. Additionally, for any \(|j⟩\), map \(|k⟩|j⟩ \mapsto e^{iθ_k}|k⟩|j⟩\) can be performed with \(O(\log M)\) gates. Thus, the lemma follows.

Now, we provide the proof of Proposition 11.

**Proof of Proposition 11.** As shown in [19], we show the proposition by straightforward computation.

\[
U_{f_L} |0^ℓ⟩ = (I_M \otimes W'^\dagger) V (I_M \otimes W) |0^ℓ⟩ = (I_M \otimes W'^\dagger) \frac{1}{\sqrt{α}} \sum_{j=0}^{L-1} \sqrt{a_j β^j} V |k⟩|j⟩
\]

\[
= (I_M \otimes W'^\dagger) \frac{1}{\sqrt{α}} \sum_{j=0}^{L-1} \sqrt{a_j β^j (e^{iθ_k})^j} |k⟩|j⟩
\]

\[
= |k⟩ \otimes \left( W'^\dagger \frac{e^{iθ_k}}{\sqrt{α}} \sum_{j=0}^{L-1} \sqrt{a_j β^j (e^{iθ_k})^j} |j⟩ \right).
\]

(41)

Unitary operator \(W'^\dagger\) can be described as follows:

\[
W'^\dagger = |0^ℓ⟩⟨0^ℓ| W'^\dagger + (I_L - |0^ℓ⟩⟨0^ℓ|) W'^\dagger = |0^ℓ⟩ \frac{1}{\sqrt{α}} \sum_{j=0}^{L-1} (\sqrt{α_j β^j})^* |j⟩ + (I_L - |0^ℓ⟩⟨0^ℓ|) W'^\dagger.
\]

(42)

Note that \(β > 0\) and \((\sqrt{α_j})^* = \sqrt{α_j}\). Thus, we have

\[
U_{f_L} |0^ℓ⟩ = |k⟩ \otimes \left( \frac{e^{iθ_k}}{α} \sum_{j=0}^{L-1} a_j (β^j |0^ℓ⟩⟨0^ℓ| W'^\dagger \frac{e^{iθ_k}}{\sqrt{α}} \sum_{j=0}^{L-1} \sqrt{a_j β^j (e^{iθ_k})^j} |j⟩ \right)
\]

\[
= |k⟩ \otimes \left( \tilde{C} g_k |0^ℓ⟩ + \sqrt{1 - |\tilde{C} g_k|^2} |\Psi^+⟩ \right),
\]

(43)

where \(\tilde{C} = 1/α\) and \(|\Psi^+⟩\) satisfies \(|0^ℓ⟩⟨0^ℓ| |\Psi^+⟩ = 0\).

We consider the complexity of unitary operator \(U_{f_L}\). Unitary operators \(W, W'\) can be performed using \(O(L)\) gates [20]. The gate complexity of unitary operator \(V\) is \(O(\log(M) \log(L))\) from Lemma 12. Thus, the proposition follows.

\]

6 Analysis of the quantum algorithm and proof of the main result

In this section, we analyze the complexity, error and success probability of the proposed quantum algorithm (Algorithm 1). In Section 6.1, we describe the complexity. In Section 6.2, we analyze the error and derive the setting of parameters to bound the error using positive constant \(c\). In Section 6.3, we describe the success probability. Finally, we provide the proof of our main theorem (Theorem 2).
Corollary 13 (Runtime of Algorithm 1) Consider the quantum algorithm described in Section 3. We assume that the improved version of the HHL algorithm in Step 1 outputs quantum state $|\tilde{x}'\rangle$ such that $\|x' - |\tilde{x}'\rangle\| \leq \epsilon'$, where $\epsilon'$ is the positive constant. We assume that we used $U_{\tilde{f}L}$ instead of $UF$ in Step 2. Then, to implement Algorithm 1, we need

$$O\left(d\kappa'^2 \log^2 \left(\frac{dc'}{\epsilon'}\right)\right)$$ queries to oracle $P_A$ and $O\left(\kappa' \log \left(\frac{dc'}{\epsilon'}\right)\right)$ uses of $P_b$. \hfill (44)

Furthermore, the gate complexity of Algorithm 1 is

$$O\left(d\kappa'^2 \log^2 \left(\frac{dc'}{\epsilon'}\right) \left[\log(NM) + \log^2 \left(\frac{dc'}{\epsilon'}\right)\right] + L + \log(M) \log(L)\right), \hfill (45)$$

where $d$ is the sparsity of $A$ and $\kappa' = \frac{1}{1 - \beta^{-1}}$.

Proof. The query complexity and gate complexity of Step 1 are Eqs. (32) and (33), respectively, in Proposition 6. The gate complexity of Step 2 is $O(L + \log(M) \log(L))$ from Proposition 11. In Step 3, we only apply $m = \log M$ Hadamard gates to the quantum register. Thus, the proposition follows. \hfill $\blacksquare$

6.2 Error

We analyze the error of Algorithm 1. Specifically, we derive the upper bound of the distance between states $|f\rangle$ and $|\tilde{f}\rangle$, where $|\tilde{f}\rangle$ is the actual output state of Algorithm 1 and approximates $|f_M\rangle$. To derive the upper bound, we use the following lemma.

Lemma 14 For any vectors $v \in \mathbb{C}^N$ and $w \in \mathbb{C}^N$, the following inequality holds.

$$\left\| \frac{v}{\|v\|} - \frac{w}{\|w\|} \right\| \leq 2 \left\| \frac{v - w}{\|v\|} \right\|. \hfill (46)$$

Proof. This proof is based on the proof of Proposition 9 in [12]. Using the triangle inequality,

$$\left\| \frac{v}{\|v\|} - \frac{w}{\|w\|} \right\| = \left\| \frac{v}{\|v\|} - \frac{w}{\|w\|} + \frac{w}{\|v\|} - \frac{w}{\|w\|} \right\|$$

$$\leq \left\| \frac{v}{\|v\|} - \frac{w}{\|v\|} \right\| + \left\| \frac{w}{\|v\|} - \frac{w}{\|w\|} \right\|$$

$$\leq \left\| \frac{v - w}{\|v\|} \right\| + \frac{1}{\|v\|} \left\| \frac{w}{\|v\|} - \frac{w}{\|w\|} \right\|$$

$$= \left\| \frac{v - w}{\|v\|} \right\| + \frac{1}{\|v\|} \left\| \frac{w}{\|v\|} - \frac{w}{\|w\|} \right\|$$

$$\leq \left\| \frac{v - w}{\|v\|} \right\| + \left\| \frac{w}{\|v\|} - \frac{w}{\|w\|} \right\|$$

$$= \left\| \frac{v - w}{\|v\|} \right\| + \left\| \frac{w}{\|v\|} - \frac{w}{\|w\|} \right\|$$

Again, using the triangle inequality, we have $\|v\| = \|v - w + w\| \leq \|v - w\| + \|w\|$. Thus, $\|v\| - \|w\| \leq \|v - w\|$ holds. Therefore, the lemma follows. \hfill $\blacksquare$

From this lemma, the error between quantum states is bounded by the distance between corresponding vectors. Therefore, we define vectors that describe states $|f\rangle$, $|f_M\rangle$ and $|\tilde{f}\rangle$, and derive the upper bound of the distances between those vectors.

Before we define the vectors, we define vector $\tilde{x}'$ that describes state $|\tilde{x}'\rangle$ and vectors $\tilde{x}_k$ ($k = 0, 1, \ldots, M - 1$).
Lemma 17

For state $|\tilde{x}'\rangle$ such that $||x'\rangle - |\tilde{x}'\rangle|| \leq \epsilon'$, we define $NM$-dimensional vectors $\tilde{x}'$ such that $|\tilde{x}'\rangle = \sum_i \tilde{x}'^{[i]}|i\rangle/\|\sum_i \tilde{x}'^{[i]}|i\rangle\|$, where $\tilde{x}'^{[i]}$ is the $i$-th element of $\tilde{x}'$. Additionally, we define vectors $\tilde{x}_k \in \mathbb{C}^N (k = 0, 1, \ldots, M - 1)$ such that $\tilde{x}' = (\tilde{x}'_0^T, \tilde{x}'_1^T, \ldots, \tilde{x}'_{M-1}^T)^T$.

Using vectors $\tilde{x}'$ and $\tilde{x}_k$ defined above, we define the vectors that describe states $|f\rangle, |f_M\rangle$ and $|\tilde{f}\rangle$.

Definition 16

We define

$$f := \frac{M}{||x'||} f(A)b,$$

and

$$f_M := \frac{M}{||x'||} f_M(A)b = \frac{1}{\|x'\|} \sum_{k=0}^{M-1} g_k \tilde{x}_k, \quad \tilde{f}_M := \frac{1}{\|x'\|} \sum_{k=0}^{M-1} \tilde{g}_k \tilde{x}_k.$$  

Indeed, using vectors $f, f_M$ and $\tilde{f}_M$ defined as above, states $|f\rangle, |f_M\rangle$ and $|\tilde{f}\rangle$ can be described as

$$|f\rangle = \sum_i f^{[i]}|i\rangle, \quad |f_M\rangle = \sum_i f_M^{[i]}|i\rangle, \quad \text{and} \quad |\tilde{f}\rangle = \sum_i \tilde{f}_M^{[i]}|i\rangle,$$

respectively, where $f^{[i]}, f_M^{[i]}, \text{and} \tilde{f}_M^{[i]}$ is the $i$-th element of vector $f, f_M$ and $\tilde{f}_M$, respectively.

Next, we derive the upper bound of distances $||f - f_M||$ and $||f_M - \tilde{f}_M||$ in the following lemmas.

Lemma 17

For vectors $f$ and $f_M$, the following equation holds.

$$||f - f_M|| \leq \frac{M}{||x'||} ||f(A) - f_M(A)|| \|b\|.$$  

Proof. Given the definitions of vectors $f$ and $f_M$, we have Eq. [51]. \qed

Lemma 18

For vectors $f_M$ and $\tilde{f}_M$, the following equation holds.

$$||f_M - \tilde{f}_M|| \leq \sqrt{MB} \left(\epsilon' + \frac{rL}{1-r}\right).$$  

Proof. Using the triangle inequality, we obtain

$$||f_M - \tilde{f}_M|| \leq ||f_M - \frac{1}{\|x'\|} \sum_{k=0}^{M-1} g_k \tilde{x}_k|| + \frac{1}{\|x'\|} \sum_{k=0}^{M-1} g_k \tilde{x}_k - \tilde{f}||$$

$$= \left(\sum_{k=0}^{M-1} g_k \left(\frac{x_k}{\|x'\|} - \tilde{x}_k\right)\right) + \frac{1}{\|x'\|} \sum_{k=0}^{M-1} (g_k - \tilde{g}_k) \tilde{x}_k$$

$$\leq \sum_{k=0}^{M-1} |g_k| \left(\left|\frac{x_k}{\|x'\|} - \tilde{x}_k\right|\right) + \frac{1}{\|x'\|} \sum_{k=0}^{M-1} |g_k - \tilde{g}_k| \|\tilde{x}_k\|.$$  
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Applying the Cauchy–Schwarz inequality, we have

\[
\left\| f_M - \tilde{f}_M \right\| \leq \left( \sum_{k=0}^{M-1} |g_k|^2 \right)^{\frac{1}{2}} \left( \sum_{k=0}^{M-1} \left\| \left( \frac{x_k}{\|x_k\|} - \frac{\tilde{x}_k}{\|\tilde{x}_k\|} \right) \right\|^2 \right)^{\frac{1}{2}}
\]

\[
+ \frac{1}{\|\tilde{x}\|} \left( \sum_{k=0}^{M-1} |g_k - \tilde{g}_k|^2 \right)^{\frac{1}{2}} \left( \sum_{k=0}^{M-1} \|\tilde{x}_k\|^2 \right)^{\frac{1}{2}}.
\]

(54)

Recall that the maximum value of \(|f(z)|\) on disk \(|z| \leq R\) is \(B\) and \(\beta < R\). Thus, we have \(|g_k| = |f(\beta e^{i\theta_k})e^{i\theta_k}| \leq B\) and

\[
|g_k - \tilde{g}_k| = |f(\beta e^{i\theta_k}) - \tilde{f}_L(\beta e^{i\theta_k})| \leq \sum_{j=L}^{\infty} |a_j| \beta^j \leq \frac{BrL}{1 - r},
\]

(55)

from Cauchy’s estimate \(|a_j| \leq B/R^j\), where \(r = \beta/R\). Furthermore,

\[
\sum_{k=0}^{M-1} \left\| \left( \frac{x_k}{\|x_k\|} - \frac{\tilde{x}_k}{\|\tilde{x}_k\|} \right) \right\|^2 = \left\| x' - \frac{\tilde{x}'}{\|\tilde{x}'\|} \right\|^2 = \left\| x' - \tilde{x}' \right\|^2 \leq \epsilon^2
\]

(56)

and

\[
\sum_{k=0}^{M-1} \|\tilde{x}_k\|^2 = \|\tilde{x}'\|^2
\]

(57)

hold. Thus, we have Eq. (52).

From the above lemmas, we see the upper bounds of \(\|f - f_M\|\) and \(\|f_M - \tilde{f}_M\|\). Combining the above lemmas, Lemmas 8, 14, and Proposition 5, we have the following proposition on the error of Algorithm 1.

**Proposition 19 (Error of Algorithm 1)** Consider the quantum algorithm described in Section 3. We assume that the improved version of the HHL algorithm in Step 1 outputs quantum state \(|\tilde{x}'\rangle\) such that \(\|\|x'\| - |\tilde{x}'\|\| \leq \epsilon'\), where \(\epsilon'\) is the positive constant. We assume that we used \(U_{j_L}\) instead of \(U_f\) in Step 2. Then, for the error of state \(|\tilde{f}\rangle\), which is the actual output state of Algorithm 1, the following holds.

\[
\left\| |f\rangle - |\tilde{f}\rangle \right\| \leq \frac{2}{F} \left( \frac{(\beta^{-1})^M}{1 - (\beta^{-1})^M} + \frac{r^M}{1 - r^M} + \epsilon' + \frac{rL}{1 - r} \right),
\]

(58)

where \(F = \|f(A)|b\|/((1 - \beta^{-1})/B).

**Proof.** First, we derive the upper bound of \(\|f - \tilde{f}_M\|\). Using the triangle inequality,

\[
\left\| f - \tilde{f}_M \right\| \leq \left\| f - f_M \right\| + \left\| f_M - \tilde{f}_M \right\|
\]

\[
\leq \frac{M\|b\|}{\|x'\|} \|f(A) - f_M(A)\| + \sqrt{MB} \left( \epsilon' + \frac{rL}{1 - r} \right),
\]

(59)
where the second inequality used Eq. (51) in Lemma 17 and Eq. (52) in Lemma 18. From Lemma 14 and the definition of vector \( f \), we obtain

\[
\| f - \tilde{f} \| = \left\| \frac{f}{\| f \|} - \frac{\tilde{f}}{\| \tilde{f} \|} \right\|
\]

\[
\leq 2 \left\| \frac{f - \tilde{f}}{\| \tilde{f} \|} \right\|
\]

\[
\leq 2 \frac{\| x' \|}{M \| f(A) b \|} \left( \frac{M}{\| x' \|} \| f(A) - f_M(A) \|} \right) \| b \| + \sqrt{M} \left( \epsilon' + \frac{rL}{1 - r} \right)
\]

\[
\leq 2 \left( \frac{f(A) - f_M(A) \|} \| b \| + \frac{B}{1 - \beta - 1} \left( \epsilon' + \frac{rL}{1 - r} \right) \right),
\]

(60)

where the last inequality used \( \| x' \| \leq \| A^{-1} \| \sqrt{M} \| b \| \) and \( \| A^{-1} \| \leq (1 - \beta)^{-1} \) in Lemma 8. From Eq. (17) in Proposition 5 and \( \| A \| \leq 1 < \beta < R \), we have

\[
\| f(A) - f_M(A) \| \leq \frac{B}{1 - \beta - 1} \left( \frac{(\beta^{-1})^M}{1 - (\beta^{-1})^M} + \frac{\beta^M}{1 - r^M} \right).
\]

(61)

Thus, by applying this to Eq. (60), we have Eq. (58).

From this proposition, we see an appropriate setting of parameters \( \epsilon', M \) and \( L \) to bound the error \( \| f - \tilde{f} \| \) by positive constant \( \epsilon \). We describe this in the following corollary.

**Corollary 20** Consider the quantum algorithm described in Section 3. We assume that the improved version of the HHL algorithm in Step 1 outputs quantum state \( |x'\rangle \) such that \( \| x' \| \leq \epsilon' \), where \( \epsilon' \) is a positive constant. We assume that we used \( U_f \) instead of \( U_y \) in Step 2. Then, to upper bound \( \| f - \tilde{f} \| \) by positive constant \( \epsilon \) such that \( 0 \leq \epsilon \leq 1/2 \), it is sufficient to set parameters \( \epsilon', M, L \) satisfying

\[
\epsilon' \leq \frac{1}{8} F \epsilon, \quad M \geq \max \left\{ \frac{1}{1 - \beta - r}, \frac{1}{1 - r} \right\} \log \left( \frac{8}{F \epsilon} + 1 \right), \quad L \geq \frac{1}{1 - r} \log \left( \frac{8}{(1 - r)F \epsilon} \right).
\]

(62)

where \( F = \| f(A) b \| (1 - \beta^{-1})/B \).

**Proof.** If the following inequalities hold, then the right side of Eq. (58) in Proposition 13 is bounded by positive constant \( \epsilon \).

\[
\frac{2}{F} \frac{(\beta^{-1})^M}{1 - (\beta^{-1})^M} \leq \frac{1}{4} \epsilon, \quad \frac{2}{F} \frac{\beta^M}{1 - r^M} \leq \frac{1}{4} \epsilon, \quad \frac{2}{F} \epsilon' \leq \frac{1}{4} \epsilon, \quad \frac{2}{F} \frac{rL}{1 - r} \leq \frac{1}{4} \epsilon.
\]

(63)

Thus, to upper bound \( \| f - \tilde{f} \| \) by positive constant \( \epsilon \), it is sufficient to set \( \epsilon', M, L \) satisfying

\[
\epsilon' \leq \frac{1}{8} F \epsilon, \quad M \geq \max \left\{ \frac{1}{\log \beta}, \frac{1}{\log(1/r)} \right\} \log \left( \frac{8}{F \epsilon} + 1 \right), \quad L \geq \frac{1}{\log(1/r)} \log \left( \frac{8}{(1 - r)F \epsilon} \right).
\]

(64)

Because \( \beta > 1 \) and \( 0 < r < 1 \), inequalities \( 1/\log \beta < 1/(1 - \beta^{-1}) \) and \( 1/\log(1/r) < 1/(1 - r) \) hold, respectively. Therefore, the corollary follows. \( \square \)
6.3 Success probability

In this section, we show a lower bound of the success probability in Step 4 of Algorithm 1 when there is an error. Ideal success probability $p$ can be described as

$$
p = \frac{C^2 M \| f_M(A) b \|^2}{\| x' \|^2}
= \frac{C^2}{M} \| f_M \|^2.
$$

(65)

Thus, the actual success probability can be described as

$$
\tilde{p} = \frac{\tilde{C}^2}{M} \| \tilde{f}_M \|^2,
= \frac{1}{\alpha^2 M} \| \tilde{f}_M \|^2,
$$

(66)

where $\alpha = |a_0| + |a_1| \beta + \cdots + |a_{L-1}| \beta^{L-1}$. We show the lower bound of $\tilde{p}$ in the following proposition.

**Proposition 21 (Success probability of Algorithm 1)** Consider the quantum algorithm described in Section 3. We assume that the improved version of the HHL algorithm in Step 1 outputs quantum state $|\tilde{x}'\rangle$ such that $\| |x'\rangle - |\tilde{x}'\rangle\| \leq \epsilon'$, where $\epsilon'$ is a positive constant. We assume that we used $U_{f_L}$ instead of $U_f$ in Step 2. If we set parameters $\epsilon', M$ and $L$ satisfying Eq. (62), then

$$
\tilde{p} \geq \left( \frac{3}{4} F(1 - r) \right)^2
$$

(67)

holds, where $F = \| f(A)|b\| (1 - \beta^{-1})/B$.

**Proof.** First, we consider the lower bound of $\| \tilde{f}_M \|^2$. Eq. (60) in the proof of Proposition 19 is upper bounded by positive constant $\epsilon$ such that $0 \leq \epsilon \leq 1/2$ when we set $\epsilon'$, $M$ and $L$ satisfying Eq. (62) in Corollary 20. This implies that $2\| f - f_M \|/\| f \| \leq \epsilon$. Using the triangle inequality and $0 \leq \epsilon \leq 1/2$, we have

$$
\| f \| \leq \| f - \tilde{f}_M \| + \| \tilde{f}_M \| \leq \frac{\epsilon}{2} \| f \| + \| \tilde{f}_M \| \leq \frac{1}{4} \| f \| + \| \tilde{f}_M \|.
$$

(68)

Therefore, we have $\| \tilde{f}_M \| \geq (3/4) \| f \|$. From $f = (M/\| x' \|) f(A)b$, we have

$$
\| \tilde{f}_M \| \geq \frac{3}{4} \| f \| = \frac{3}{4} \cdot \frac{M}{\| x' \|} \| f(A)b \|
\geq \frac{3}{4} \cdot \sqrt{M} \| f(A)b \|
\geq \frac{3}{4} \sqrt{M} (1 - \beta^{-1}) \| f(A)b \|,
$$

(69)

where the second inequality used $\| x' \| \leq \| A^{-1} \| \sqrt{M} \| b \|$ and the third inequality used $\| A^{-1} \| \leq (1 - \beta^{-1})^{-1}$ in Lemma 8. Next, we consider the upper bound of $\alpha$. From Cauchy’s
estimate $|a_j| \leq B/R^j$, we have

$$\alpha = |a_0| + |a_1| \beta + \cdots + |a_{L-1}| \beta^{L-1} \leq B \sum_{j=0}^{L-1} r^j \leq \frac{B}{1 - r}, \quad (70)$$

where $r = \beta/R$. Thus, the lower bound of $\tilde{p}$ is

$$\tilde{p} = \frac{1}{\alpha^2 M} \left\| \tilde{f}_M \right\|^2 \geq \left( \frac{3}{4} (1 - \beta^{-1}) \left\| f(A)|b\rangle \right\| \left( \frac{1 - r}{B} \right) \right)^2 = \left( \frac{3}{4} F(1 - r) \right)^2. \quad (71)$$

6.4 Proof of the main result

Finally, we prove our main theorem (Theorem 2) by combining Corollary 13, Corollary 20 and Proposition 21.

**Proof of Theorem 2.** We consider the quantum algorithm described in Section 3. We assume that the improved version of the HHL algorithm in Step 1 outputs quantum state $|\tilde{x}'\rangle$ such that $\left\| |x\rangle - |\tilde{x}'\rangle \right\| \leq \epsilon'$, where $\epsilon'$ is a positive constant. We assume that we used $U_{\tilde{f}_L}$ instead of $U_f$ in Step 2. Then, the query and gate complexity from Step 1 to 3 are Eqs. (44) and (45), respectively, in Corollary 13. Before we measure the qubits in Step 4, we use amplitude amplification [9]. Then, by repeating Steps 1 to 3 $O\left( \frac{1}{\sqrt{\tilde{p}}} \right)$ times, the success probability increases to a constant, which is close to 1. Therefore, we can obtain $|\tilde{f}\rangle$ using $O\left( \frac{d\kappa'^2 \log^2 \left( \frac{d\kappa'}{\epsilon'} \right)}{\sqrt{\tilde{p}}} \right)$ queries to $P_A$ and $O\left( \frac{1}{\sqrt{\tilde{p}}} \kappa' \log \left( \frac{d\kappa'}{\epsilon'} \right) \right)$ uses of $P_b$, \quad (72)

with gate complexity

$$O\left( \frac{1}{\sqrt{\tilde{p}}} \left\{ d\kappa'^2 \log^2 \left( \frac{d\kappa'}{\epsilon'} \right) \left[ \log(NM) + \log^2 \left( \frac{d\kappa'}{\epsilon'} \right) \right] + L + \log(M) \log(L) \right\} \right), \quad (73)$$

where $d$ is the sparsity of matrix $A$ and $\kappa' = 1/(1 - \beta^{-1})$. From Corollary 20 if we set parameters $\epsilon', M$ and $L$ satisfying

$$\epsilon' \leq \frac{1}{8} F\epsilon, \quad M \geq \max \left\{ \frac{1}{1 - \beta^{-1}}, \frac{1}{1 - r} \right\} \log \left( \frac{8}{F\epsilon} + 1 \right), \quad L \geq \frac{1}{1 - r} \log \left( \frac{8}{(1 - r)F\epsilon} \right), \quad (74)$$

then $\left\| f\rangle - |\tilde{f}\rangle \right\| \leq \epsilon$ holds, where $F = \left\| f(A)|b\rangle \right\| / (B\kappa')$ and $r = \beta/R$. Furthermore, from Proposition 21 $\sqrt{1/\tilde{p}}$ is

$$\sqrt{\frac{1}{\tilde{p}}} \leq \frac{4}{3} F(1 - r). \quad (75)$$

Thus, we can see the complexity of Algorithm 1 when we use the amplitude amplification; that is, state $|\tilde{f}\rangle$ such that $\left\| f\rangle - |\tilde{f}\rangle \right\| \leq \epsilon$ can be obtained

$$O\left( \frac{d\kappa'^2}{F(1 - r)} \log^2 \left( \frac{d\kappa'}{F \epsilon} \right) \right) \text{ queries to } P_A \text{ and } O\left( \frac{\kappa'}{F(1 - r)} \log \left( \frac{d\kappa'}{F \epsilon} \right) \right) \text{ uses of } P_b. \quad (76)$$
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with gate complexity

\[
O\left( \frac{d\kappa'2}{F(1-r)} \log^2 \left( \frac{d\kappa'1}{F \epsilon} \right) \left[ \log(N) + \log(\gamma) + \log^2 \left( \frac{d\kappa'1}{F \epsilon} \right) \right] + \frac{1}{F(1-r)^2} \log \left( \frac{1}{F(1-r) \epsilon} \right) + \frac{1}{F(1-r)} \log(\gamma) \log \left( \frac{1}{1-\frac{1}{F(1-r)}} \right) \right),
\]

where \( \gamma = \max\{\kappa', 1/(1-r)\} \).

7 Conclusion

In this paper, for matrix \( A \), vector \( b \) and complex function \( f \), we proposed a quantum algorithm to compute quantum state \( |f\rangle = f(A)|b\rangle/\|f(A)|b\rangle\| \), where \( |b\rangle = \sum_i b[i]|i\rangle/\|\sum_i b[i]|i\rangle\| \) is the quantum state corresponding to \( b = (b[0], b[1], \ldots, b[N-1])^T \). The proposed method used Cauchy's integral formula and the trapezoidal rule to replace the problem of computing matrix functions with the problem of solving linear systems. Using the improved version of the HHL algorithm, our algorithm output state \( |f\rangle \) with poly(log(1/\epsilon)) runtime.

Our method shows that we can obtain \( |f\rangle \) even if \( A \) is not Hermitian. This is because the HHL algorithm is applicable to linear systems even when the coefficient is not Hermitian.

To use our method, complex function \( f(z) \) must be analytical on the disk with center 0 and radius \( \beta \), where \( \beta > \|A\| \). For example, our method cannot be applied to the case of \( f(z) = z^{-1.5} \). Therefore, extending our method to be applied to such a case remains future work.

Additionally, there are various approaches to obtaining quantum state \( |f\rangle \) using Cauchy’s integral formula and the trapezoidal rule. Furthermore, the approach of computing the weighted sum of the solutions seems to be applicable to computing other targets. Solving linear system \( (e^{ibk}I - A/\beta)x_k = b \) is related to Krylov subspace methods. Therefore, investigating the relation between those methods and our quantum algorithm is also future work.
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