Macrospin approximation and quantum effects in models for magnetization reversal
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The thermal activation of magnetization reversal in magnetic nanoparticles is controlled by the anisotropy-energy barrier. Using perturbation theory, exact diagonalization and stability analysis of the ferromagnetic spin-$s$ Heisenberg model with coupling or single-site anisotropy, we study the effects of quantum fluctuations on the height of the energy barrier. Opposed to the classical case, there is no critical anisotropy strength discriminating between reversal via coherent rotation and via nucleation/domain-wall propagation. Quantum fluctuations are seen to lower the barrier depending on the anisotropy strength, dimensionality and system size and shape. In the weak-anisotropy limit, a macrospin model is shown to emerge as the effective low-energy theory where the microscopic spins are tightly aligned due to the ferromagnetic exchange. The calculation provides explicit expressions for the anisotropy parameter of the effective macrospin. We find a reduction of the anisotropy-energy barrier as compared to the classical high spin-$s$ limit.
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I. INTRODUCTION

Nanosystems of interacting magnetic moments have attracted much interest due to ongoing technological advances in the field of magnetic data-storage devices. With decreasing system size, ferromagnetic particles on solid surfaces or ferromagnetic molecular magnets like Fe$_8$ and Mn$_{12}$, for example, are found in a single-domain state. The question of the stability of the ferromagnetic state against different kinds of thermal and quantum fluctuations is a crucial technological issue which at the same time provides serious challenges to a theoretical modeling and understanding.

The magnetic properties of a ferromagnetic nanoparticle can be described by a Heisenberg model

$$H_J = -\frac{1}{2} \sum_{ij} J_{ij} \mathbf{s}_i \cdot \mathbf{s}_j$$

with positive exchange coupling $J_{ij} > 0$ between microscopic spins $\mathbf{s}_i$ and $\mathbf{s}_j$. The spins give rise to magnetic moments which are assumed to be localized at the sites $i = 1, ..., L$. The latter may constitute a $d$-dimensional lattice of finite size with $L$ sites in total and constant exchange $J = J_{ij}$ between nearest neighbors $i$ and $j$ only. In a ground state of the model all spins are perfectly aligned, and the particle is ferromagnetic. However, this state is unstable against thermal fluctuations. Strictly speaking, for a system of finite size, the ferromagnetic state is destroyed at any finite temperature by fluctuations originating from a coupling of the system to an external heat bath.

On the other hand, anisotropic contributions to the Hamiltonian, such as a single-site anisotropy of the form

$$H_D = -D \sum_i s_{iz}^2 ,$$

which for $D > 0$ distinguishes the $z$-axis as the easy axis, stabilize the ferromagnetic state. Inclusion of $H_D$ leads to a model with only two degenerate ground states in which all spins are pointing into the $+z$ or $-z$ direction, respectively. The anisotropic ferromagnetic Heisenberg model $H = H_J + H_D$ in fact represents the simplest model to study magnetization reversal, i.e. the thermally activated transition between two ground states across an energy barrier induced by the anisotropy. The rate of magnetization switching and thus the magnetic stability obviously crucially depends on the height of the anisotropy-energy barrier $\Delta E$.

For weak anisotropy $D \ll J$, it is self-evident to consider the spins as tightly coupled by the exchange interaction and forming a huge macrospin,

$$\mathbf{S} = \sum_i \mathbf{s}_i ,$$

the dynamics of which can be approximated by an effective model

$$H_{\text{macro}} = -D_{\text{macro}} S_z^2 + \text{const.} .$$

with an anisotropy barrier

$$\Delta E = D_{\text{macro}} S_z^2 .$$

In this macrospin model, magnetization reversal takes place at zero temperature by suppression of the barrier due to an external magnetic field as described by the Stoner-Wohlfarth model. At finite temperature $T$, reversal may be caused by thermal activation. For low $T$,
the switching frequency is exponentially small and a ferromagnetic state is stable over macroscopically relevant times while for high $T$, in the so-called superparamagnetic state, the magnetization vanishes on the time scale of the measurement. Classical theory\textsuperscript{2,7} for superparamagnetic dynamics based on the Landau-Lifshitz equation\textsuperscript{2} and including a stochastic Langevin field to simulate a thermal bath leads to an Arrhenius law for the thermal activation rate $\Gamma \propto \exp(-\beta \Delta E)$. This Neel-Brown law again emphasizes the role of the energy barrier $\Delta E$ for the magnetic stability of the particle.

For stronger anisotropy, the macrospin approximation is no longer applicable as magnetization reversal preferably takes place by nucleation and domain-wall propagation (see Fig. 1). Here, classical many-spin models\textsuperscript{14–16} are frequently used to study the reversal mechanism and in particular the transition from coherent rotation to nucleation and domain-wall propagation with increasing strength of the anisotropy. In particular, classical Monte-Carlo simulations are employed\textsuperscript{16} where Monte-Carlo update steps are related to physical time propagation. As a function of the model parameters, reversal mechanisms different from coherent rotation, can be identified and “phase boundaries” can be found in this way. The strong influence of the shape of the nanoparticles on the switching rate, as observed experimentally\textsuperscript{8,9} can be explained by theoretical analysis of domain-wall propagation\textsuperscript{8,11–13}.

The macrospin has a high spin quantum number $S$ and may be treated to a good approximation classically. There are, however, different types of quantum effects to be considered: For example, quantum tunneling as a re-tation and nucleation can be addressed in a less ambitious way by studying the static properties of an anisotropic quantum Heisenberg model $H = H_J + H_{\text{ani}}$. As the single-site anisotropy $H_{\text{ani}}$, which is frequently studied in the classical context, cannot be used for the lowest spin $s = 1/2$ in a quantum model since trivially $s^2 = \text{const}$, we also consider a coupling anisotropy of the form

$$H_{\text{ani}} = \frac{1}{2} \sum_{ij} \Delta_{ij} s_i s_j , \quad (6)$$

i.e. $H_{\text{ani}} = H_D$ or $H_{\text{ani}} = H_\Delta$. This model will be investigated by different complementary techniques including perturbation theory in $H_{\text{ani}}$, exact diagonalization and the Lanczos approach for systems with small size $L$ and classical stability analysis in the high-spin limit.

There are different goals of the present paper: As the status of the macrospin approximation is less clear in the quantum case, we aim at a strict derivation of the macrospin model in the weak-anisotropy limit. In this way it should be possible to relate the effective anisotropy strength of the macrospin to the parameters of the underlying many-spin model. The dependence on the spin quantum number $s$ should exhibit quantum effects for small $s$ and recover the classical result for $s \to \infty$. Furthermore, beyond the weak-anisotropy limit, the breakdown of the macrospin approximation and the competition between the different reversal mechanisms, depending on system size, coordination, dimensionality and on $s$, will be investigated. Our goal is to understand whether or not it makes a qualitative difference for the transition from coherent rotation to nucleation with increasing anisotropy strength if starting from a classical or from a quantum spin model. Finally, the high-spin limit is addressed as a reference and for comparison with the quantum-mechanical calculations.

The paper is organized as follows: In the next section\textsuperscript{III} we briefly introduce the model, the basic concepts and notations by referring to exact-diagonalization results. Sec.\textsuperscript{IV} present the results of first-order perturbation theory for weak anisotropy and the derivation of the macrospin model. Its limitations are discussed in Sec.\textsuperscript{V} on the basis of calculations employing the Lanczos technique. The dependence of the anisotropy-energy barrier on the spin-quantum number $s$ and classical stability analysis in the high-spin limit is addressed in Sec.\textsuperscript{VI}. Finally, Sec.\textsuperscript{VII} concludes the paper.

II. EXACT-DIAGNOSTICAL RESULTS FOR THE ANISOTROPY BARRIER

Due to the SU(2) spin-rotation symmetry of the Heisenberg model, Eq. (1), the total (or macro) spin, Eq. (2), is a conserved quantity: $[S, H] = 0$. We consider the eigenstates of $H_J$:

$$H_J|n, S, M \rangle = E_n(S)|n, S, M \rangle . \quad (7)$$

The states are classified according to their total spin quantum number $S = S_{\text{min}}, \ldots, S_{\text{max}} - 1, S_{\text{max}}$ and their total magnetic quantum number $M = -S, \ldots, S - 1, S$. Here, $S_{\text{max}} = Ls$ and $S_{\text{min}} = 0$ for $s$ even or $L$ even,
while $S_{\text{min}} = 1/2$ otherwise. Throughout the paper, we assume an even number of sites $L$ for the sake of simplicity. Further, $n$ labels the eigenstates in the invariant subspace with fixed $S$ and $M$. For a given $S$, the SU(2) invariance implies the eigenenergies $E = E_0(S)$ to be $2S + 1$-fold degenerate and independent of $M$.

For the present case of ferromagnetic exchange coupling $J_{ij} > 0$, the total spin quantum number is maximal, $S = S_{\text{max}} = Ls$, for a ground state. It is easy to see that the fully polarized state with all spins pointing into $\pm \hat{z}$ direction, $|F\rangle \equiv |m_1 = s\rangle \otimes \cdots \otimes |m_L = s\rangle$, is a ground state. Assuming all exchange interactions to be equal between nearest neighbors, $J_{ij} = J > 0$, the ground-state energy is given by $E_0(S_{\text{max}}) = -(J/2)Ls^2\tau$ where $\tau = \sum_{i=1}^L z_i/L$ is the average of the coordination numbers $z_i$.

The $2S_{\text{max}}+1 = 2Ls+1$-fold degeneracy of the ground-state energy will partly be lifted by the anisotropy $H_{\text{ani}}$, Eq. (2) or Eq. (3). $H_{\text{ani}}$ breaks the SU(2) symmetry, $[\mathbf{S}^2, H_{\text{ani}}] \neq 0$, but preserves the rotational symmetry with respect to the easy axis ($\hat{z}$ axis): $[S_\hat{z}, H_{\text{ani}}] = 0$. The anisotropic eigenstates $|m, M\rangle$ are therefore characterized by $M$ and by an additional quantum number $m$ labeling the states in the subspace with fixed $M$. The corresponding eigenenergies $E_m(M)$ will depend on $M$ with

$$E_m(M) = E_m(-M) ,$$

resulting in a symmetric anisotropy barrier with a height $\Delta E$ given by the respective ground-state energies of the full Hamiltonian in the invariant subspaces with $M = 0$ and $M = S_{\text{max}}$:

$$\Delta E = E_0(M = 0) - E_0(M = S_{\text{max}}) > 0 .$$

For systems with a moderately large Hilbert space, i.e. for small $s$ and small number of lattice sites $L$, the energy eigenvalue problem can be solved numerically. In case of the anisotropic problem $H_{\text{ani}}$ conservation of $S_{\hat{z}}$ can be exploited only. The dimension of the invariant subspace $\mathcal{H}(M)$ is given by:

$$\dim \mathcal{H}(M) = \sum_{k=0}^{[(S_{\text{max}}-M)/(2s+1)]} (-1)^k \binom{L}{k} \times \left( L - 1 - S_{\text{max}} - M - (2s+1)k \right) / (L - 1)$$

where the binomial coefficients $\binom{a}{b} = 0$ for $b > a$, and where $[x]$ denotes the greatest integer with $[x] \leq x$. For $s = 1/2$ full diagonalization is easily possible for systems with $L = 14$ spins.

A simple example for a spin-$s = 1/2$ Heisenberg chain with and without coupling anisotropy $\Delta$ on $L = 10$ sites with open boundaries is given by Figs. (2), (3) and (4). The perturbed ($\Delta > 0$) ground-state energy in the one-dimensional $M = S_{\text{max}}$ subspace is easily calculated as $E_0(M = S_{\text{max}}) = -(J/2 + \Delta/2)Ls^2\tau$. The $M = \pm (S_{\text{max}}-1)$ subspaces are reached by a single spin flip, i.e. excitation of a magnon. As there must be as many magnons as lattice sites, the dimension of the subspaces is given by $L$ each. Their discrete energy spectrum can be seen in Figs. (2) and (4) for $\Delta = 0$ and $\Delta = J$, respectively.

The low-energy sector of the isotropic spectrum for arbitrary $M$ is shown in Fig. (3). Ground states have the maximal total spin $S = S_{\text{max}}$. The ground-state energy is $2S_{\text{max}} + 1$-fold degenerate. Excited states with $M = \pm (S_{\text{max}}-1)$, corresponding to magnon excitation, have total spin $S = S_{\text{max}} - 1$.

Fig. (3) demonstrates the effect of an anisotropy term in the Hamiltonian. As the energy eigenstates are su-

\begin{figure}[h]
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\includegraphics[width=0.5\textwidth]{fig2.png}
\caption{Energy eigenvalues of the isotropic $s = 1/2$ Heisenberg model Eq. (1) on a linear chain of $L = 10$ sites and open boundaries as obtained numerically by exact diagonalization. Eigenvalues are classified according to the total magnetic quantum number $M = -S_{\text{max}}, \ldots, S_{\text{max}}$ with $S_{\text{max}} = 5$. The nearest-neighbor exchange coupling $J = 1$ sets the energy scale.}
\end{figure}
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\centering
\includegraphics[width=0.5\textwidth]{fig3.png}
\caption{The same as Fig. (2) but on an enlarged energy scale close to the ground-state energy. The total spin quantum numbers of the different spin multiplets are indicated.}
\end{figure}
perpositions of states with different $S$ (but the same $M$) in this case, their energy becomes $M$ dependent. Consequently, an anisotropy barrier develops which, for a very strong anisotropy $\Delta = J$, is large as compared to the finite-size gap between the ground states and the first excited states. Still, there is a residual degeneracy of the two ground states $|F\rangle$ and $|-F\rangle$ in the subspaces $M = \pm S_{\text{max}}$ which implies that thermal fluctuations destroy ferromagnetic order. However, switching between $|F\rangle$ and $|-F\rangle$ now requires that thermal fluctuations must overcome the barrier. The anisotropy thus leads to a superparamagnetic stabilization of the magnetic state on a certain time scale as described by the Néel-Brown model.\cite{Brown1953,Neel1950}

III. PERTURBATIVE DERIVATION OF THE MACROSPIN MODEL

In the weak-anisotropy limit, the different microscopic spins are tightly bound together by the ferromagnetic exchange coupling and form a huge macrospin which rotates from $+z$ to $-z$ direction, i.e. the microspins rotate coherently. To make this intuitive argument rigorous and quantitative, we derive the macrospin model as an effective low-energy model by means of first-order perturbation theory in $H_\text{anis}$ in the following. This will result in a linear dependence of $\Delta E$ on the anisotropy strength. Non-trivial dependencies, however, may be expected with respect to $L$, $s$ and the matrix $J_{ij}$ of exchange-coupling constants.

First-order perturbation theory requires to compute the matrix element $\langle S_{\text{max}}, M' | s_{iz} s_{jz} | S_{\text{max}}, M \rangle$ where the states $|S, M\rangle$ form an orthonormal common eigenbasis of $S^2$ and $S_z$. Note that this includes the case of coupling $(i \neq j)$ and single-site $(i = j)$ single-site anisotropy. To find the action of $s_{iz} s_{jz}$ onto the state $|S_{\text{max}}, M\rangle$ we write

$$|S_{\text{max}}, M\rangle = \frac{\sqrt{(S_{\text{max}} + M)!(S_{\text{max}} - M)!}}{\sqrt{(S_{\text{max}} + \Delta)^!(S_{\text{max}} - \Delta)^!}} S_{\text{max}}^{M - |M|} |F\rangle$$

in terms of the fully polarized state with all spins pointing in $+z$ direction, $|F\rangle = |S_{\text{max}}, M = S_{\text{max}}\rangle = |m_1 = s\rangle \cdots |m_L = s\rangle$. Here $S_{-} = S_z - iS_y$. Eq. (11) is obtained by straightforward spin algebra. Using the commutator

$$[s_{iz} s_{jz}, s_{-}^{k}] = -k S_{-}^{k-1} (s_{iz} s_{jz} + s_{jz} s_{iz}) + k \delta_{ij} S_{-}^{k-1} s_{-}^{i} + \frac{k(k-1)}{2} S_{-}^{k} (s_{iz} s_{jz} + s_{jz} s_{iz})$$

where $s_{i\pm} = s_{iz} \pm is_{iy}$, we are left with matrix elements of the form $\langle S_{\text{max}}, M' | O | F \rangle$ where $O$ contains macrospin operators $s_{-}$ on the right-hand side acting on $|F\rangle$ as well as macrospin operators $S_{-}$ on the left-hand side which are considered to act on $|S_{\text{max}}, M\rangle$. The effect of the former operators is trivial. The effect of the latter ones is obtained with the help of the relation

$$S_{-}^{k} |S_{\text{max}}, M\rangle = \frac{\sqrt{(S_{\text{max}} + M + k)!(S_{\text{max}} - M)!}}{\sqrt{(S_{\text{max}} + M)!(S_{\text{max}} - M - k)!}} \times |S_{\text{max}}, M + k\rangle .$$

Using

$$\langle S_{\text{max}}, M | s_{i-} | F \rangle = \frac{2s}{\sqrt{2S_{\text{max}}}}$$

for $M = S_{\text{max}} - 1$ and

$$\langle S_{\text{max}}, M | s_{i-} s_{j-} | F \rangle = \frac{8s^2}{\sqrt{4S_{\text{max}}(2S_{\text{max}} - 1)}} (i \neq j)$$

$$= \frac{4s(2s - 1)}{\sqrt{4S_{\text{max}}(2S_{\text{max}} - 1)}} (i = j)$$

for $M = S_{\text{max}} - 2$, a straightforward calculation leads to

$$\langle S_{\text{max}}, M | s_{iz} s_{jz} | S_{\text{max}}, M' \rangle = \delta_{MM'} \left[ s^2 + (2s - \delta_{ij}) M^2 - L^2 s^2 \right] / 2L^2 s - L$$

This is a remarkably simple result which may be used to compute the anisotropy energy barrier $E_0(M)$ in different situations. To give an example, we consider the model $H = H_J + H_\text{anis}$ where a constant exchange interaction $J_{ij} = J$ between nearest neighbors is assumed (and likewise for $\Delta_{ij}$ in case of a coupling anisotropy). This implies that geometrical properties enter via the lattice topology only. For the case of the single-site anisotropy, $s \neq 1/2$, we get:

$$E_0(M) = -\frac{1}{2} JLs^2z - D \left( \frac{2s - 1}{2Ls - 1} M^2 + \frac{s^2 L(L - 1)}{2Ls - 1} \right) + O(D^2) ,$$

where $D = J/2Ls$. The case of a coupling anisotropy will be discussed in a future publication.\cite{future_publication}
while for the coupling anisotropy with non-zero and constant $\Delta_{ij} = \Delta$ between nearest neighbors only, we find:

$$E_0(M) = -\frac{1}{2} J L s^2 \bar{\tau} - \Delta \bar{\tau} \left( \frac{s}{2 L s - 1} M^2 - \frac{1}{2} \frac{L s^2}{22 L s - 1} \right) + O(\Delta^2),$$

where $\bar{\tau} = \sum_i z_i / L$ is the average coordination number. This corresponds to a macrospin model Eq. (4) with

$$D_{\text{macro}} = \frac{2 s - 1}{2 L s - 1} D$$

for the single-site anisotropy, and

$$D_{\text{macro}} = \frac{\tau s}{2 L s - 1} \Delta$$

in case of the coupling anisotropy. The anisotropy energy barrier is given by $\Delta E = D_{\text{macro}} S_{\text{max}}^2$. Eqs. (19) and (20) provide an explicit and quantitative relation between the anisotropy parameter of the effective low-energy macrospin model and the microscopic model parameters.

Quite generally we note that this relation is non-trivial. In the limit $L \to \infty$ we find $D_{\text{macro}} \propto 1/L$ formally. However, for fixed $D$ or $\Delta$, the macrospin approximation becomes less accurate with increasing system size $L$. Eventually the finite-size gap, which controls the validity of the perturbative treatment, is of the same order of magnitude as the anisotropy strength, i.e. the expansion parameter. The classical limit is reached for $s \to \infty$. Here, $D_{\text{macro}} = D/L$ or $D_{\text{macro}} = (\tau s) / \Delta / L$, respectively. The validity of the macrospin approximation for the classical model is discussed below.

**IV. LIMITATIONS OF THE MACROSPIN MODEL**

It is easily seen that the limits of weak and of strong anisotropy correspond to two qualitatively different ways of how to overcome the barrier. Consider the model system discussed above but with a large coupling anisotropy $\Delta \gg J$. In the extreme case $J = 0$, we recover the Ising model, $H = H_\Delta$, which exhibits a highly degenerate energy spectrum. It is displayed in Fig. 5. Still there are two degenerate ground states in the field $z = \pm S_{\text{max}}$ sectors which are separated by an energy barrier. However, the barrier is entirely flat and thus qualitatively different from the quadratic trend given by the macrospin model. The tendency towards a flat barrier is already seen in Fig. 4A for $\Delta = J$. The energy eigenstates are constructed trivially in the Ising limit. In the ground state with $M = S_{\text{max}}$ the spins are aligned ferromagnetically, i.e. $|S_{\text{max}}, S_{\text{max}}\rangle = |\uparrow, \uparrow, \ldots, \uparrow\rangle$. Its energy is $E_0(M = S_{\text{max}}) = -(\Delta / 2) L s^2 \bar{\tau} = -2.25$ for the example shown in the figure. The ground state with $M = S_{\text{max}} - 1$ is found by flipping a single spin, i.e. $|S_{\text{max}}, S_{\text{max}} - 1\rangle = |\downarrow, \uparrow, \ldots, \uparrow\rangle$. The corresponding excitation energy is $\Delta E = 2\Delta s^2 = 0.5$, resulting in $E_0(M = S_{\text{max}} - 1) = -1.75$. Shifting the “domain wall” to the right, i.e. $|S_{\text{max}}, M\rangle = |\downarrow, \downarrow, \uparrow, \ldots, \uparrow\rangle$, is possible without further energy cost. Hence, nucleation and domain-wall propagation is the apparent mechanism for magnetization reversal in the Ising limit.

The breakdown of the macrospin approximation happens for still weak anisotropies but is gradual rather than abrupt. This is demonstrated by the exact-diagonalization results for the anisotropy-energy barrier $E_0(M)$ shown in Fig. 6A. For strong anisotropy $\Delta = J$ (corresponding to Fig. 3), the macrospin approximation Eq. (18) completely fails and strongly overestimates the barrier height $\Delta E$. With decreasing $\Delta$, the macrospin approximation becomes more and more reliable. Still, at $\Delta = J / 10$ deviations from the exact-diagonalization results are visible on the scale of Fig. 6. If interpreted within the classical theory, this is still significant as the energy barrier affects the thermal activation rate exponentially strong.

The fact that the breakdown of the macrospin model with increasing strength of the anisotropy is gradual rather than abrupt also implies a gradual change between the corresponding reversal mechanisms. Within a quantum model, there are no well-defined phase boundaries separating coherent rotation from nucleation and domain-wall propagation. This becomes obvious again in Fig. 7 where the anisotropy energy barrier $\Delta E$ is shown as a function of $\Delta$. The macrospin and the exact-diagonalization results start to deviate from each other at arbitrarily weak $\Delta$, i.e. already at second order in the anisotropy strength.

Nevertheless, a typical anisotropy strength can be identified that marks the smooth crossover from coherent rotation to nucleation or the qualitative breakdown of the macrospin approximation. Fig. 7A shows that this crucially depends on the system size $L$. For $L = 10$ spins (red lines), the macrospin model is valid up to much stronger $\Delta$ as compared to the case with $L = 24$ spins.
FIG. 6: Anisotropy barrier $E_0(M)$ as obtained from the macrospin model (Eq. (18), lines) compared to the exact-diagonalization result (points) for three different anisotropy strengths as indicated. Results for an open chain of $L = 10$ spins with $s = 1/2$ and nearest-neighbor exchange and coupling anisotropy.

(blue lines). Generally, with increasing $L$, substantial deviations from the linear trend of $\Delta E(\Delta)$ are found for weaker and weaker $\Delta$. In the strong-anisotropy limit, $\Delta E(\Delta)$ approaches a linear trend again which is given by the Ising limit (black line). Note that for the one-dimensional model considered here, the domain-wall energy and thus $\Delta$ in the strong-anisotropy limit is independent of the system size while in the macrospin or weak-anisotropy limit $\Delta E$ is roughly proportional to $L$ (see Eq. (18)).

Calculations for $L = 24$ spins with $s = 1/2$ can no longer be carried out by full diagonalization. The present results have been obtained by employing the Lanczos algorithm. This approximates the ground-state energy $E_0(M)$ of $H$ in the invariant subspace $H(M)$ by the ground-state energy of $H$ in a Krylov space

$$K_n(M) = \text{span}\{i, M, H|i, M\}, \ldots, H^{n-1}|i, M\} \subset H(M)$$

of dimension $n \ll \text{dim } H(M)$ that is spanned by the states $|i, M\rangle, H|i, M\rangle, \ldots, H^{n-1}|i, M\rangle$ where $|i, M\rangle \in H(M)$ is an arbitrary initial state. Typically, $n \approx 100$ Krylov-space dimensions are fully sufficient to obtain an excellent approximation which, on the scale of the figures, cannot be distinguished from the exact result.

The extent of applicability of the macrospin model strongly depends on the system’s geometry. It turns out to become more and more reliable with increasing average coordination number $\overline{z}$. This is demonstrated with Fig. 8 where again macrospin and exact-diagonalization (Lanczos) results for the $\Delta$ dependence of the energy barrier are compared. Here, the system size is kept fixed to $L = 24$ while the system geometry varies from a one-dimensional chain to a compact two-dimensional array, i.e. the average coordination number $\overline{z}$ increases. The corresponding increasingly better agreement of the macrospin approximation with the exact-diagonalization results is easily un-
For weak anisotropy, on the other hand, the macrospin Ising limit takes place quickly. It is established again in the \( \Delta \to \Delta_c \) limit. For \( \Delta \ll \Delta_c \), magnetization reversal takes place by a coherent rotation of completely correlated spins in the classical case. For any finite \( s \), on the other hand, quantum fluctuations break up this perfect correlation. The magnetic moments \( \langle \hat{s}_i \rangle \) are still aligned along the \( z \) axis during the reversal – we have \( \langle \hat{s}_i \rangle \propto e_z \) since \( S_z \) is a conserved quantity – but the effect of fluctuations can be seen in the spin-spin correlation functions: In the \( \Delta = 0 \) sector, for example, we find \( \langle \hat{s}_i \hat{s}_j \rangle = 0 \) classically \( (s \to \infty) \) and \( \langle \hat{s}_i \hat{s}_j \rangle = s^2 (1 - 1/((1 - 1/2)L)) \) in the quantum case for sufficiently small \( \Delta \) (see Eq. (13)), i.e. a small quantity of the order \( O(L^{-1}) \) which is independent of \( i \) and \( j \). With increasing \( \Delta \) at finite \( s \), however, \( \langle \hat{s}_i \hat{s}_j \rangle \) gradually becomes more and more site dependent. As a function of \( s \) and fixing \( i \) to one of the chain edges, \( \langle \hat{s}_i \hat{s}_j \rangle \) is monotonically decreasing in the \( M = 0 \) sector. Spins at the chain edges are oriented antiferromagnetically: \( \langle \hat{s}_i \hat{s}_j \rangle < 0 \) for \( i = 1 \) and \( j = L \). Hence, for any finite \( \Delta \) in the quantum case there are already indications for domain-wall formation while in the classical limit there is a clear-cut distinction, given by a critical coupling \( \Delta_c \), between the two reversal mechanisms.

To understand the origin of the "phase transition" in the classical limit and to find a means to compute \( \Delta_c \) for arbitrary system size and geometry, we first performed numerical minimizations of the total energy \( E(\{s_{i_1}, \ldots, s_L\}) \) of the classical model \( H = H_J + H_\text{ani} \) for both, \( H_\text{ani} = H_\Delta \) and \( H_\text{ani} = H_D \). Arbitrary spin configurations \( \{s_1, \ldots, s_L\} \) with \( |s_i| = 1 \) and satisfying the constraint \( \sum_{i=1}^L s_{iz} = M \) are considered. For \( M = 0 \) this higher order in \( \Delta \) are decreasing with increasing \( s \) and finally vanish exactly in the classical limit \( s \to \infty \). For all \( \Delta < \Delta_c \), magnetization reversal takes place by a coherent rotation of completely correlated spins in the classical case. For any finite \( s \), on the other hand, quantum fluctuations break up this perfect correlation. The magnetic moments \( \langle \hat{s}_i \rangle \) are still aligned along the \( z \) axis during the reversal – we have \( \langle \hat{s}_i \rangle \propto e_z \) since \( S_z \) is a conserved quantity – but the effect of fluctuations can be seen in the spin-spin correlation functions: In the \( \Delta = 0 \) sector, for example, we find \( \langle \hat{s}_i \hat{s}_j \rangle = 0 \) classically \( (s \to \infty) \) and \( \langle \hat{s}_i \hat{s}_j \rangle = s^2 (1 - 1/((1 - 1/2)L)) \) in the quantum case for sufficiently small \( \Delta \) (see Eq. (13)), i.e. a small quantity of the order \( O(L^{-1}) \) which is independent of \( i \) and \( j \). With increasing \( \Delta \) at finite \( s \), however, \( \langle \hat{s}_i \hat{s}_j \rangle \) gradually becomes more and more site dependent. As a function of \( s \) and fixing \( i \) to one of the chain edges, \( \langle \hat{s}_i \hat{s}_j \rangle \) is monotonically decreasing in the \( M = 0 \) sector. Spins at the chain edges are oriented antiferromagnetically: \( \langle \hat{s}_i \hat{s}_j \rangle < 0 \) for \( i = 1 \) and \( j = L \). Hence, for any finite \( \Delta \) in the quantum case there are already indications for domain-wall formation while in the classical limit there is a clear-cut distinction, given by a critical coupling \( \Delta_c \), between the two reversal mechanisms.
provides the classical barrier height and the corresponding optimal spin configuration. Calculations have at first been done for different small system sizes \( L \), typically \( L = 4 \), to reproduce the critical point anticipated from the results of Fig. 9. We found the optimal spin configuration with minimal total energy for a given \( M \) to be coplanar in all cases, i.e. there is a coordinate frame with \( s_{ij} = 0 \) for all spins. As dictated by the symmetry of the model, configurations that transform into each other by rotations around the \( z \) axis are degenerate. For a chain geometry, there is also degeneracy between configurations obtained by mirror transformations, \( s_i \rightarrow s_{L+1-i} \), and nucleation can thus start from both edges with equal probability. Furthermore, for \( M = 0 \) we have \( s_{i,z} = -s_{L-i+1,z} \) in the optimal configuration. The results can be summarized by the sketch of the optimal spin configurations at a given \( M \) in Fig. 10. Results for coupling and for single-site anisotropy are found to be qualitatively the same. As is seen from Fig. 10, the different mechanisms for magnetization reversal in the two limits of weak and strong anisotropy are reproduced from the calculations for small \( L \).

More important, however, the physical origin of the critical point can be identified easily: At \( \Delta = \Delta_c \) (or at \( D = D_c \), respectively), and approaching the critical point from the weak-anisotropy side, the optimal spin configuration exhibits an instability towards a non-collinear ordering. As sketched in Fig. 10, the instability develops simultaneously for any \( M \).

This observation can be exploited to calculate the critical anisotropy strength for arbitrary system size and system geometry in the following way: Using \( s_{ij} = 0 \), we parameterize the spin variables as \( s_i = (\sqrt{1-m_i^2}, 0, m_i) \) with \(-1 \leq m_i \leq 1\). This yields the energy functional in the form

\[
E(\{m_1, ..., m_L\}) = \frac{1}{2} \sum_{ij} D_{ij} m_i m_j - \frac{1}{2} \sum_{ij} J_{ij} \left( \sqrt{1-m_i^2} \sqrt{1-m_j^2} + m_i m_j \right),
\]

(25)

which comprises both, the coupling and the single-site anisotropy case. To find the critical point, it is sufficient to concentrate on \( M = 0 \) and to compute the magnetic response of the system in the \( M = 0 \) state with spin configuration \( m_1 = \cdots = m_L = 0 \). Close to the critical point, we can assume \( m_i \ll 1 \). Expanding the total energy in powers of \( m_i \) then yields

\[
E(\{m_1, ..., m_L\}) = \text{const.} + \frac{1}{2} \sum_{ij} \chi_{ij}^{-1} m_i m_j + \mathcal{O}(m_i^4)
\]

with the inverse susceptibility matrix

\[
\chi_{ij}^{-1} = -J_{ij} + J_i \delta_{ij} - D_{ij},
\]

(27)

and where we have defined \( J_i = \sum_j J_{ij} \). We assume the model parameters as real and symmetric, \( J_{ij} = J_{ji} \) and \( D_{ij} = D_{ji} \).

Note that approaching the isotropic limit with anisotropy strength \( D \rightarrow 0 \), the susceptibility matrix exhibits an eigenvalue approaching zero. This corresponds to an instability of the state towards ferromagnetic ordering with all \( m_i > 0 \) and indicates the incipient degeneracy of states with different \( M \).

For finite \( D \), this eigenvalue is negative and thus implies an indefinite susceptibility. This indicates that, by construction, \( \chi \) refers to the thermodynamically unstable excited state with \( M = 0 \) and \( m_i = 0 \). The local instability of this state towards a non-collinear alignment of the magnetic moments at the critical anisotropy strength \( D_c \) shows up as a zero of another eigenvalue of \( \chi \). For a short chain of \( L = 4 \) spins with coupling anisotropy this happens exactly at \( \Delta_c = J_i \), in agreement with the Lanczos results displayed in Fig. 9. The eigenvector corresponding to the zero eigenvalue describes the critical spin profile which agrees with the \( M = 0 \) spin configuration for \( D > D_c \) sketched in Fig. 10.

Results for the critical anisotropy strength as a function of the system size are shown in Fig. 11 for both, coupling and single-site anisotropy and for systems of different dimensions \( d \). In all cases we considered systems with open boundaries. Generally, the anisotropy strength up to which the macrospin approximation is found to be valid, decreases rapidly with system size but depends only weakly on the type of the anisotropy term. There is also a weak dependence on the form of the particle as is obvious from the comparison of cubic arrays and spheres in \( d = 3 \) dimensions.

For small nanosystems, the dimension and shape dependence of \( D_c \) is somewhat irregular. For a larger number of classical spins, on the other hand, the critical anisotropy strength for which the macrospin model can be applied, is the stronger the higher the dimension of the nanostructure. In fact, in the limit \( L \rightarrow \infty \), the different results are found to follow a simple power law,

\[
D_c(L) \propto L^{-2/d} = l^{-2},
\]

(28)

where \( d \) is the dimensionality, \( L \) the number of spins and \( l = L^{1/d} \) the linear extension of the system.
This can easily be explained by comparing the energy barrier for coherent rotation $\Delta E_{\text{cor.rot.}}$ with the barrier for nucleation and domain-wall propagation $\Delta E_{\text{nuc.}}$. While the volume of the system $\propto L^d$ is relevant for $\Delta E_{\text{cor.rot.}} \propto D_{\text{cor}} L^d$, the $d-1$ dimensional domain wall of width $\sigma(D) \propto \sqrt{J/D_{\text{cor}}}$ essentially determines $\Delta E \propto D \sigma(D) \propto D_{\text{cor}} L^{d-1}$. The critical anisotropy is then obtained from $D_{\text{c}} L^d \propto D_{\text{c}} \sqrt{J/D_{\text{c}}} L^{d-1}$, resulting in the scaling law \cite{28}.

VI. CONCLUSIONS

Anisotropy terms coupled to the ferromagnetic Heisenberg model of many-spin nanosystems give rise to an energy barrier $\Delta E$ that crucially determines the thermal activation of magnetization reversal and thus the magnetic stability of nanosystems. Employing perturbation theory, exact diagonalization and Lanczos as well as classical total-energy minimization and stability analysis, different quantum effects have been revealed that substantially affect the barrier height.

Quantum effects are absent in the limit of strong anisotropy $D$. For $D/J \rightarrow \infty$ the Ising model is approached, i.e. a classical model where there are no quantum fluctuations. The magnetization-reversal mechanism in the Ising limit is given by nucleation at the edge or surface of the system followed by the propagation of a domain wall with minimal (unit) width. With decreasing anisotropy strength, the domain-wall width increases. Finally, a critical value $D = D_{\text{c}}$ is reached where the reversal mechanism changes to a coherent rotation of the spins that are tightly aligned by the exchange coupling $J$ and form a huge macrospin. This critical anisotropy strength is well defined in the classical limit $s \rightarrow \infty$ (with model parameters rescaled by the factor $s(s+1)$) and can be computed for arbitrary dimension, system size and shape by an analysis of the local stability of the susceptibility matrix in the globally (thermodynamically) unstable excited state at the top of the barrier. For $D < D_{\text{c}}$, i.e. for coherent rotation, the classical anisotropy-barrier height is simply given by $\Delta E_{\text{class}} = E(m_1 = \cdots m_L = 0) - E(m_1 = \cdots = m_L = 1)$, i.e.:

$$\Delta E_{\text{class}} = L D .$$

This is the same as the barrier of a classical macrospin of length $S = L s$, composed of microscopic spins of unit length $|s| = 1$, as described by a macrospin model $H = D_{\text{macro}} S_z^2$ with a barrier $\Delta E = D_{\text{macro}} L^2$ if $D_{\text{macro}} = D/L$. Classically, and in the regime where coherent rotations take place, the macrospin approximation is exact.

The first quantum effect manifests itself in the absence of the a well-defined critical anisotropy strength. As can be seen in the spin-spin correlation function $\langle s_i z s_j \rangle$, there is rather a smooth crossover from nucleation and domain-wall propagation to coherent rotation with decreasing $D$. This crossover becomes less and less sharp with decreasing $s$, i.e. as the importance of quantum fluctuations increases.

Second, for any finite anisotropy strength, the macrospin approximation is no longer correct in the quantum case. Only within perturbation theory to first order in $D$, the macrospin model emerges as the effective low-energy theory of the anisotropic quantum Heisenberg model. Comparing the true anisotropy-energy barrier $\Delta E$ of the many-spin system with the one of the corresponding effective macrospin model, we find

$$\Delta E < \Delta E_{\text{macro}} .$$

In the quantum case, there is virtually never a reversal by pure coherent rotation but always some “admixture” of nucleation and domain-wall propagation. The latter leads to the decrease of $\Delta E$ as compared to $\Delta E_{\text{macro}}$. This quantum effect becomes more and more pronounced with increasing anisotropy strength, with increasing system size, with decreasing dimensionality and with decreasing average coordination number.

Third, the quantum derivation of the macrospin model by means of first-order perturbation theory provides an explicit expression for the anisotropy parameter [see Eqs. (19) and (20)]. This leads to an energy barrier that is lower than the classical one:

$$\Delta E_{\text{macro}} < \Delta E_{\text{class}} .$$

Consider a single-site anisotropy case as an example: After the rescaling $D \rightarrow D/s(s+1)$ we have $\Delta E_{\text{macro}} = [(2s - 1)/(2L s - 1)][L^2 s^2 / s(s+1)] D$. Therewith, the classical result (29) is recovered in the high-spin limit: $\lim_{s \rightarrow \infty} \Delta E_{\text{macro}} = \Delta E_{\text{class}}$. In the low-spin case, e.g. for...
s = 1, which is the extreme case for single-site anisotropy, however, we have $\Delta E_{\text{macro}} = (L/4)D$. This is smaller by a factor of 4 than the classical barrier $\Delta E_{\text{class}}$. Even in the limit of large systems $L \rightarrow \infty$, there is substantial difference,

$$\Delta E_{\text{macro}} = \frac{1}{2} \frac{2s - 1}{s + 1} LD < LD = \Delta E_{\text{class}},$$

(32)

compared to the classical limit which is approached rather slowly, i.e. $\Delta E_{\text{macro}} / \Delta E_{\text{class}} = 1 - 3s/s + O(s^{-2})$.

We conclude that, in addition to quantum many-spin effects, there is a quantum correction of the macro-spin model itself which, for low spin quantum numbers, can be as important as the former one.
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