Squeezed-light enhanced atom interferometry below the standard quantum limit
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We investigate the prospect of enhancing the phase sensitivity of atom interferometers in the Mach-Zehnder configuration with squeezed light. Ultimately, this enhancement is achieved by transferring the quantum state of squeezed light to one or more of the atomic input beams, thereby allowing operation below the standard quantum limit. We analyze in detail three specific schemes that utilize (1) single-mode squeezed optical vacuum (i.e. low frequency squeezing), (2) two-mode squeezed optical vacuum (i.e. high frequency squeezing) transferred to both atomic inputs, and (3) two-mode squeezed optical vacuum transferred to a single atomic input. Crucially, our analysis considers incomplete quantum state transfer (QST) between the optical and atomic modes, and the effects of depleting the initially-prepared atomic source. Unsurprisingly, incomplete QST degrades the sensitivity in all three schemes. We show that by measuring the transmitted photons and using information recycling [Phys. Rev. Lett. 110, 053002 (2013)], the degrading effects of incomplete QST on the sensitivity can be substantially reduced. In particular, information recycling allows scheme (2) to operate at the Heisenberg limit irrespective of the QST efficiency, even when depletion is significant. Although we concentrate on Bose-condensed atomic systems, our scheme is equally applicable to ultracold thermal vapors.
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I. INTRODUCTION

Atom interferometry is a leading precision measurement technology, having demonstrated state-of-the-art measurements of accelerations and rotations \textsuperscript{11}, gravity gradients \textsuperscript{7,8}, magnetic fields \textsuperscript{9}, the fine structure constant (\(\alpha\)) \textsuperscript{10,11}, and Newton’s gravitational constant (\(G\)) \textsuperscript{12-15}. Further increases to the sensitivity of atom interferometers would allow for some exciting science, such as improved tests of the weak equivalence principle \textsuperscript{16-18}, searches for quantum gravitational effects \textsuperscript{19}, and the measurement of gravitational waves \textsuperscript{20,21}. Current state-of-the-art atom interferometers utilize uncorrelated sources, which can operate no better than the standard quantum limit (SQL) - i.e. the sensitivity scales as \(1/\sqrt{N}\) where \(N\) is the number of detected atoms. Unfortunately, current atomic sources have low fluxes (in comparison with photon sources), and there exist considerable technical barriers to increasing this flux \textsuperscript{22}. Hence, developing atom interferometers that operate below the SQL, which have a better ‘per atom sensitivity’ than current devices, is of great interest.

Sub-SQL atom interferometers necessarily exploit entanglement, and a number of proposals exist for generating the required entanglement between the atomic degrees of freedom. These are based on phenomena as diverse as molecular dissociation \textsuperscript{23}, spin-exchange collisions \textsuperscript{24,26}, atomic four-wave mixing \textsuperscript{27,30}, and atomic Kerr squeezing \textsuperscript{31-34}. However, all these schemes require large inter-atomic interactions, small atom number, and give little control over the motional atomic state. These are the opposite conditions required for precision atom interferometry. Alternatively, squeezed atomic states can be generated by mapping the quantum state of squeezed light to an atomic field \textsuperscript{35-43}. Given that squeezed light is known to give sub-SQL sensitivities in optical interferometers \textsuperscript{44}, transferring the entanglement to atomic degrees of freedom should similarly allow sub-SQL atom interferometry. Importantly, since the squeezing is generated independently of the atomic source, in principle this technique gives high flux (relative to state-of-the-art atomic sources), weakly-interacting squeezed atomic states in targeted motional states - ideal for atom interferometry.

In this paper, we present three squeezed-light-enhanced atom interferometry schemes, and show that these are all capable of sub-SQL phase sensitivities. We explicitly consider Bose-condensed atomic sources, as the narrow velocity distribution and large coherence length of a Bose-Einstein condensate (BEC) offers considerable advantages over thermal sources, including more precise manipulation of the motional state and increased visibility \textsuperscript{45,46}. However, many of the results in this paper are equally applicable to ultracold thermal sources. Our analysis considers the effects of incomplete quantum state transfer (QST) between the optical and atomic modes, and the effect of depleting the initial condensate mode. We also incorporate the technique of information recycling \textsuperscript{47} into our schemes, and demonstrate that this can be used to combat the negative effects of incomplete QST. Given the maturity of squeezed light generation technology, and the high efficiency of photon detection,
it would be relatively straightforward to incorporate our schemes into existing state-of-the-art atom interferometers. Consequently, squeezed-light enhancement and information recycling offer a promising path to improved sensitivity in atom-interferometer-based technologies.

The structure of our paper is as follows. In Sec. II we derive a simplified quantum model of atom-light coupling, based on two-photon Raman transitions, and show how this atom-light coupling can be used to achieve QST between the optical and atomic modes (Sec. II A), and coherent atomic beamsplitting (Sec. II B). Sec. II C briefly reviews atom interferometry in the Mach-Zehnder configuration. Our first interferometry scheme, where enhancement is achieved with a single-mode squeezed optical vacuum (i.e. low frequency squeezing), is presented in Sec. IV The sensitivity of this scheme is derived for complete QST and an undepleted initial atomic source (Sec. IV A), and compared to truncated Wigner simulations that include depletion. The effects of incomplete QST on this scheme, and how such effects can be reduced with information recycling, are considered in Sec. IV B. The effects of losses are briefly explored in Sec. IV C. In Sec. V we present our second scheme, which utilizes a two-mode squeezed optical vacuum (i.e. high frequency squeezing) transferred to both atomic inputs. Once again, we quantitatively examine the phase sensitivity when QST is both complete (Sec. V A) and incomplete (Sec. V B), and numerically consider the effects of depletion (Sec. V C). Section VI presents and analyses our final atom interferometry scheme, where only a single atomic input is enhanced with a two-mode squeezed optical vacuum. These three schemes are then compared and summarized in Sec. VII.

II. THEORETICAL MODEL FOR ATOM-LIGHT COUPLING

Our system has been previously described in [40–42]. We begin with a BEC consisting of atoms with two hyperfine states |1⟩ and |2⟩, separated in energy by an amount \( \hbar \omega_2 \). These two levels are coupled with a Raman transition via two optical fields, \( \hat{E}_1 \) (probe beam, wavevector \( \mathbf{k}_1 \)) and \( \hat{E}_2 \) (control beam, wavevector \( \mathbf{k}_2 \)), which are both detuned from an excited state |3⟩ (see Fig. 1). We assume that the control field \( \hat{E}_2 \) is much more intense than the probe field \( \hat{E}_1 \), allowing us to ignore depletion and quantum fluctuations and approximate the control field as a classical plane wave - i.e. \( \hat{E}_2(\mathbf{r},t) \approx \hat{E}_2 \exp[i(\mathbf{k}_2 \cdot \mathbf{r} - \omega_2 t)] \). Furthermore, by design \( \Delta_p = \omega_3 - \omega_p \) and \( \Delta_c = \omega_3 - \omega_2 - \omega_c \) are large compared with the Rabi frequencies of the |1⟩ → |3⟩ and |2⟩ → |3⟩ transitions. Therefore, the excited state can be adiabatically eliminated \([43, 51]\), giving an effective coupling between atomic states |1⟩ and |2⟩. Finally, we assume a dilute atomic sample, since it is generally optimal for atom interferometry to operate in a regime where the inter-atomic interactions are negligible \([43, 51]\).

**FIG. 1.** Energy level scheme for a three-level Raman transition comprising two non-degenerate hyperfine ground states, |1⟩ and |2⟩. The BEC is initially formed in the state |1⟩, and population is transferred to |2⟩ via the absorption of a photon from \( E_1 \) (the probe beam) and the emission of a photon into \( E_2 \) (the control beam). The probe and control beams are detuned from the excited state |3⟩ by an amount \( \Delta_p = \omega_3 - \omega_p \) and \( \Delta_c = \omega_3 - \omega_2 - \omega_c \), respectively.

[53]. Under these approximations and the rotating-wave approximation \([54]\), the Hamiltonian for the system becomes

\[
\hat{H} = \sum_{j=1,2} \int d\mathbf{r} \hat{\psi}^\dagger_j(\mathbf{r}) H_j(\mathbf{r}) \hat{\psi}_j(\mathbf{r}) + \hbar g \int d\mathbf{r} \left( \hat{\psi}_1(\mathbf{r}) \hat{\psi}^\dagger_2(\mathbf{r}) \hat{E}_1(\mathbf{r}) \hat{E}_2^*(\mathbf{r}) e^{-i(\mathbf{k}_2 \cdot \mathbf{r} - \omega_2 t)} + h.c. \right) + \hat{H}_{\text{light}},
\]

(1)

where \( \hat{H}_{\text{light}} \) is the Hamiltonian for the free photon field. Here, \( H_1(\mathbf{r}) = H(\mathbf{r}) \) and \( H_2(\mathbf{r}) = H(\mathbf{r}) + \hbar \omega_2 \), where \( H(\mathbf{r}) \) is the single-atom Hamiltonian common to both hyperfine states. \( \hat{\psi}_{1}(\mathbf{r}) \) and \( \hat{\psi}_{2}(\mathbf{r}) \) are the usual bosonic field operators for atoms in hyperfine states |1⟩ and |2⟩, respectively, satisfying the commutation relation \( [\hat{\psi}_i(\mathbf{r}), \hat{\psi}_j^\dagger(\mathbf{r'})] = \delta_{ij} \delta(\mathbf{r} - \mathbf{r'}) \). Similarly, \( \hat{E}_1(\mathbf{r}) \) is the annihilation operator for the probe field satisfying \( [\hat{E}_1(\mathbf{r}), \hat{E}_1^\dagger(\mathbf{r'})] = \delta(\mathbf{r} - \mathbf{r'}) \). We assume that the probe field \( \hat{E}_1(\mathbf{r}) \) has a small spread of frequencies around \( \omega_p = c|\mathbf{k}_1| \), in which case the effective coupling strength is given by

\[
g = d_{12} \sqrt{\frac{\omega_p}{2\hbar \epsilon_0 \Delta_p}},
\]

(2)

where \( d_{12} \) is the dipole moment of the |1⟩ → |3⟩ transition, \( \Omega \) is the Rabi frequency for the |2⟩ → |3⟩ transition, effected by the classical control field, and \( \epsilon_0 \) is the permittivity of free space.

As is typical in atom interferometry, we assume that all atoms are initially in a single motional mode \( u_0(\mathbf{r}) \) of state |1⟩. Furthermore, we will assume that our probe field is vacuum, except for occupation in a pulse characterized by a wave packet propagating in the z-direction:

\[
u_p(\mathbf{r}, t) e^{i\mathbf{k}_1 \cdot \mathbf{r}} = u_{\text{trans}}(x, y) u_{\text{prop}}(z - ct) e^{i\mathbf{k}_1 \cdot \mathbf{r}},
\]

(3)
The simplified Hamiltonian is therefore

\[ \hat{H} = \left( \hbar \omega_2 + \frac{\hbar^2}{2m} |k_1 - k_2|^2 \right) \hat{a}_2^\dagger \hat{a}_2 + \hbar \omega_p \hat{b} \hat{b}^\dagger + h g f(t) \left( \hat{a}_1^\dagger \hat{b} \hat{b}^\dagger e^{i \omega_\perp t} + h.c. \right), \]  

(5)

where

\[ f(t) = \int d\mathbf{r} |u_0(\mathbf{r})|^2 u_p(\mathbf{r}, t). \]  

(6)

Note that we have neglected the single-atom energy contribution due to \( H_1(\mathbf{r}) \), which is approximately a constant energy offset on the timescale of the population transfer. The time dependence in Eq. (5) is due to the propagation of the probe wave packet \( u_p(\mathbf{r}, t) \). Interestingly, an identical Hamiltonian is obtained if the probe beam is continuous-wave and the classical control field is shaped by the temporal function \( f(t) \). This would couple the mode of the probe field defined by the mode function \( u_p(\mathbf{r}, t) \) to the condensate.

Finally, after moving to the interaction picture \( \hat{\mathcal{H}} \to \hat{\mathcal{U}}^\dagger \hat{\mathcal{H}} \hat{\mathcal{U}} \) with

\[ \hat{\mathcal{U}} = e^{-i \left( \omega_2 t + \frac{\hbar^2}{2m} |k_1 - k_2|^2 \right) \hat{a}_2^\dagger \hat{a}_2 + \hbar \omega_p \hat{b} \hat{b}^\dagger \hat{b} \hat{b}^\dagger \right) + h.c.}, \]

(7)

we obtain the following Heisenberg equations of motion:

\[ \dot{i} \hat{a}_1 = g f(t) \hat{a}_2 \hat{b} \hat{b}^\dagger e^{i \omega_\perp t}, \]  

(8a)

\[ \dot{i} \hat{a}_2 = g f(t) \hat{a}_1 \hat{b} \hat{b}^\dagger e^{-i \omega_\perp t}, \]  

(8b)

\[ \dot{i} \hat{b} = g f(t) \hat{a}_2 \hat{b} \hat{b}^\dagger e^{i \omega_\perp t}, \]  

(8c)

where \( \delta = \omega_p - \omega_c - \omega_2 - \hbar |k_1 - k_2|^2/(2m) \) is the two-photon detuning, which is an experimental parameter freely adjustable by tuning the frequency offset between \( E_1 \) and \( E_2 \). We only consider the optimal case \( \delta = 0 \), when the system is on-resonance such that the energy transferred by the two-photon transition perfectly matches the change in electronic and kinetic energies of the atom. Equations (8) form the basis for the rest of this paper, as they allow us to discuss the process of QST (of the light state to the atomic state) and our conventional coherent atomic beam splitters. Each of these processes is discussed in more detail below.

### A. Quantum state transfer (QST)

The goal of this process is to take a pulse of light, described by annihilation operator \( \hat{b} \), and coherently map its quantum state onto the atomic mode \( \hat{a}_2 \). Thus, if \( \hat{b} \) was initially in some interesting quantum state, such as a squeezed state, or was entangled with another mode, after QST \( \hat{a}_2 \) will also be in this state and/or be entangled with this other mode. To achieve perfect QST, the number of photons in mode \( \hat{b} \) must be much less than the initial number of condensate atoms in mode \( \hat{a}_1 \). Then, for a sufficiently short atom-light coupling time, a small number of atoms can be transferred to mode \( \hat{a}_2 \), which now have the initial quantum state of the light in mode \( \hat{b} \), while leaving the number of atoms in mode \( \hat{a}_1 \) essentially unchanged. We can therefore make the undepleted reservoir approximation \( \hat{a}_1 \to \sqrt{N_{a_1}} \), where \( N_{a_1} \) is the mean number of atoms in mode \( \hat{a}_1 \). Under this approximation, the dynamics of QST are described wholly by Eqs (8b) and (8c), which can be solved exactly:

\[ \hat{a}_2(t) = \hat{a}_2(t_0) \cos(\theta_{\text{QST}}/2) - i \hat{b}(t_0) \sin(\theta_{\text{QST}}/2), \]  

(9a)

\[ \hat{b}(t) = \hat{b}(t_0) \cos(\theta_{\text{QST}}/2) - i \hat{a}_2(t_0) \sin(\theta_{\text{QST}}/2), \]  

(9b)

where \( \theta_{\text{QST}}(t) = 2q \sqrt{N_{a_1}} \int_0^t dt' f(t') \). As was shown in Jing et al. [28], when \( \theta_{\text{QST}} = \pi \) we have complete QST, such that the quantum state of \( \hat{b}(t_0) \) is perfectly mapped to the quantum state of \( \hat{a}_2(t_1) \), up to a phase factor. However, achieving the required coupling strength for complete QST is likely to be challenging in practice. Thus incomplete QST, with \( 0 < \theta_{\text{QST}} < \pi \), is the likely experimental regime, and consequently is considered in detail throughout this paper. Of course, incomplete QST also occurs when the undepleted reservoir approximation breaks down, which occurs when the initial number of photons in \( \hat{b} \) becomes comparable to the number of atoms in \( \hat{a}_1 \). In this regime the solution (9) is invalid, and we require a numeric solution to Eqs (8). Moreover, as \( \theta_{\text{QST}} \) is no longer well-defined, the QST process must be described by an alternative metric. The natural choice is the QST efficiency:

\[ \mathcal{F}(t) \equiv \frac{\langle \hat{a}_2(t) \hat{a}_2(t) \rangle}{\langle \hat{b}(t_0) \hat{b}(t_0) \rangle}, \]  

(10)

which is a measure of the percentage of atoms outcoupled compared with the total number of input photons. Although this is a somewhat cruder metric than the fidelity, it is operationally more convenient, and certainly more than adequate for our purposes. When \( \hat{a}_1 \) is treated as an undepleted reservoir, and Eqs (8) apply, then \( \mathcal{F} = \sin^2(\theta_{\text{QST}}/2) \).

It is instructive to conceptualize the process of QST as an atom-light beamsplitter. That is, a type of beamsplitter that distributes an initial quantum state of light \( \hat{b}(t_0) \) amongst an atomic mode \( \hat{a}_2(t_1) \) and an outgoing mode of light \( \hat{b}(t_1) \), in much the same way as a conventional beamsplitter distributes a quantum state of light.
amongst two outgoing modes of light. This helpful analogy is illustrated diagrammatically in Fig. 2. As a concrete example, note that when $\theta_{\text{QST}} = \pi/2$, we have a 50/50 atom-light beamsplitter, corresponding to a QST efficiency of 50%. We invoke the atom-light beamsplitter analogy throughout this paper, as it allows quite complicated atom-interferometric schemes to be conceptualized as simple linear-optical setups.

### B. Coherent atomic beamsplitters

The coherent beamsplitting and reflection of two atomic modes via two-photon Raman transitions is a mature experimental technique that has been used with much success in atom interferometry [55]. In these experiments, both light pulses have a mean photon number much larger than the number of atoms in modes $\hat{a}_1$ and $\hat{a}_2$, and are therefore well-approximated as undeplatable coherent states. In this regime, the atom-light coupling is a conventional Raman transition, in the sense that the coupling coherently transfers population between the two atomic modes without significantly affecting the state of the optical modes. This can be explicitly seen by making the replacement $\hat{b} \rightarrow \sqrt{N_b}$, for mean photon number $N_b$, and subsequently solving Eqs (8a) and (8b), yielding

$$\hat{a}_1(t) = \hat{a}_1(t_0) \cos(\theta_{\text{BS}}/2) - i\hat{a}_2(t_0) \sin(\theta_{\text{BS}}/2), \quad (11a)$$

$$\hat{a}_2(t) = \hat{a}_2(t_0) \cos(\theta_{\text{BS}}/2) - i\hat{a}_1(t_0) \sin(\theta_{\text{BS}}/2), \quad (11b)$$

with $\theta_{\text{BS}}(t) \equiv 2g\sqrt{N_b} \int_0^t dt' f(t')$. When $\theta_{\text{BS}} = \pi/2$ and $\theta_{\text{BS}} = \pi$, we have a 50/50 atomic beamsplitter and mirror, respectively.

It is worth noting that Eqs (11) apply to other coherent beamsplittting techniques, such as Bragg pulses [56, 57] and Bloch oscillations [58]. Indeed, given that inertial sensors based on Bose-condensed sources and large momentum transfer beamsplitters offer a promising alternative route to improved sensitivity [46, 59, 60], incorporating such interferometers within the squeezed-light enhanced schemes outlined below is a most attractive prospect.

### III. REVIEW: THE MACH-ZEHNDER ATOM INTERFEROMETER

A standard atom interferometer in the Mach-Zehnder (MZ) configuration operates by first splitting a single-mode population of atoms (in mode $\hat{a}_3$, say) with a 50/50 beamsplitter, and then letting a phase difference between the two modes accumulate due to the physical process of interest (e.g. linear acceleration). The two modes are redirected together via an atomic mirror, and subsequently mixed with a second 50/50 beamsplitter. This converts the phase shift $\phi$ into a population difference between the two modes, $\hat{N}_{a_1} - \hat{N}_{a_2}$, where $\hat{N}_{a_1} = \hat{a}_1^\dagger \hat{a}_1$. The population difference at the output can be measured, allowing for an accurate estimate of the phase shift and hence the relevant physical quantity of interest. This output signal can be expressed in terms of the two input modes (i.e. the atomic modes prior to the first beamsplitter) by repeated application of Eqs (11):

$$\hat{S}_a = \hat{N}_{a_1}(t_f) - \hat{N}_{a_2}(t_f)$$

$$= \cos \phi \left( \hat{N}_{a_2}(t_f) - \hat{N}_{a_1}(t_f) \right)$$

$$+ \sin \phi \left( \hat{a}_1^\dagger(t_f) \hat{a}_2(t_f) + \hat{a}_2^\dagger(t_f) \hat{a}_1(t_f) \right), \quad (12)$$

where $t_1$ and $t_f$ are the times immediately before the first beamsplitter and immediately after the second beamsplitter, respectively. The phase sensitivity of the interferometer can be determined from this output signal.
where \( V(Q) \equiv \langle Q^2 \rangle - \langle Q \rangle^2 \) is the variance. If one input is either a traditionally prepared Bose-condensed source (modelled as a coherent state or Fock state) or a laser-cooled thermal source, and the other input is vacuum, then the standard MZ interferometer can achieve a sensitivity no better than the SQL \( \Delta \phi = 1/\sqrt{N_t} \), where \( N_t \) is the total number of atoms measured at the output. Sub-SQL sensitivities require a more exotic initial state \[62\]. As shown below, QST is a neat and practical method of generating just such a state.

\[ \Delta \phi = \sqrt{\frac{V(S_0)}{(d(S_0)/d\phi)^2}}, \quad (13) \]

where \( V(Q) \equiv \langle Q^2 \rangle - \langle Q \rangle^2 \) is the variance. If one input is either a traditionally prepared Bose-condensed source (modelled as a coherent state or Fock state) or a laser-cooled thermal source, and the other input is vacuum, then the standard MZ interferometer can achieve a sensitivity no better than the SQL \( \Delta \phi = 1/\sqrt{N_t} \), where \( N_t \) is the total number of atoms measured at the output. Sub-SQL sensitivities require a more exotic initial state \[62\]. As shown below, QST is a neat and practical method of generating just such a state.

IV. ENHANCED ATOM INTERFEROMETRY WITH SINGLE-MODE SQUEEZED LIGHT

We first consider using a single-mode squeezed optical vacuum to enhance the sensitivity of atom interferometry. Although generating the single-mode squeezed vacuum state considered here is feasible, it is likely to be a technically challenging procedure. Ultimately, the difficulty stems from the frequencies of the light field where squeezing can be observed. Conceptually, it is impossible to squeeze only a single frequency of light; naturally squeezing occurs across a range of frequencies. More precisely, an optically squeezed state has quantum correlations between sidebands symmetrically distributed around a central carrier frequency, \( \omega_p = c|k_2| \) [see Fig. 11(a)]. Below some critical frequency \( \omega_{crit} \), technical considerations usually ensure that these correlations are masked by uncorrelated classical noise [the red frequencies in Fig. 11(a)]. Hence, in order for the optical mode taking part in the QST process to display quantum correlations, we require \( \Delta \omega \gg 2\omega_{crit} \), where \( \Delta \omega \) is the characteristic width of \( F(\omega) \), the Fourier transform of \( f(t) \). Although this is technically challenging, there has recently been demonstrations of significant squeezing at frequencies below 100 Hz \[63\]. We consider the application of higher-frequency squeezed light sources, which is easier to generate, in later sections of this paper.

To begin, suppose that the squeezed light is generated via an optical parametric oscillator (OPO) \[64\]. Without loss of generality, we assume that \( k_1 \) points in the z-direction, i.e. \( E(r,t) \approx u_{trans}(x,y)E(z,t) \). Then, in the momentum basis, the photon fields that form the inputs and outputs of the OPO, at times \( t_i \) and \( t_0 \) respectively, are related by:

\[ \hat{\phi}(q,t_0) = \hat{\phi}(q,t_i) \cosh r - i e^{i \theta_{sq}} \hat{\phi}^\dagger(-q,t_i) \sinh r, \quad (14) \]

where \( q = k - k_1 \), and \( r \) and \( \theta_{sq} \) are the squeezing parameter and angle, respectively. Strictly, \( \hat{\phi}(q,t) \) and \( \hat{\phi}^\dagger(q,t) \) are defined in terms of the position-space photon field

\[ \hat{E}(z,t); \]

\[ \hat{\phi}(q,t) = \frac{1}{\sqrt{2\pi}} \int dz e^{-i(q+k_1)z} \hat{E}(z,t) \quad (15a) \]

\[ \hat{\phi}^\dagger(q,t) = \frac{1}{\sqrt{2\pi}} \int dz e^{i(q+k_1)z} \hat{E}^\dagger(z,t). \quad (15b) \]

Only the portion of the quantum state under the pulse envelope \( u_p(r,t) \) interacts with the atoms at a given time \( t \). Furthermore, the physics of the atom-light interaction is determined by the temporal area of the probe pulse. Consequently, the relevant mode of the photon field is

\[ \hat{b}(t) = \int dr u_p^*(r,t) e^{-i k_1 \cdot r} \hat{E}(r,t) \]

\[ = \int dq e^{i q \cdot \theta_{sq}} U_{prop}(q) \hat{\phi}(q,t) \]

\[ \approx \int dq U_{prop}(q) \hat{\phi}(q,t). \quad (16) \]

where

\[ U_{prop}(q) = \frac{1}{\sqrt{2\pi}} \int dz e^{-iq^2} u_{prop}(z). \quad (17) \]

The second line of Eq. (16) follows from Eq. (15a) and \( \int dx dy |u_{trans}(x,y)|^2 = 1 \), and the dominant contribution to the integral occurs close to the carrier frequency \( k_1 \) (i.e. \( q = 0 \)), thereby justifying the approximate expression in the third line \[65\]. It then follows from Eq. (14) that

\[ \hat{b}(t_0) = \left[ \int dq U_{prop}^\dagger(q) \hat{\phi}(q,t_i) \right] \cosh r \]

\[ - ie^{i \theta_{sq}} \left[ \int dq U_{prop}^\dagger(q) \hat{\phi}^\dagger(-q,t_i) \right] \sinh r. \quad (18) \]

The first term in square brackets is clearly \( \hat{b}(t_i) \). The second term in square brackets equals \( [\hat{b}(t_i)]^\dagger = \hat{b}^\dagger(t_i) \) provided \( U_{prop}(k) \) is real and symmetric, which in practice is easy to satisfy. Consequently, the photon mode output from the OPO is simply

\[ \hat{b}(t_0) = \hat{b}(t_i) \cosh r - ie^{i \theta_{sq}} \hat{b}^\dagger(t_i) \sinh r, \quad (19) \]

which for initial vacuum input is a single-mode squeezed state.

Our scheme is summarized in Fig. 4. An initial squeezed vacuum state \( \hat{b}(t_0) \) is used to transfer a small number of atoms from mode \( \hat{a}_1 \) to \( \hat{a}_2 \) via the QST process \[9\], thereby transferring some or all of the quantum state from \( \hat{b}(t_0) \) to \( \hat{a}_2(t_1) \). The modes \( \hat{a}_1(t_1) \) and \( \hat{a}_2(t_1) \) then form the two input modes for a MZ atom interferometer (i.e. are coherently split, reflected and recombined), yielding the two outputs \( \hat{a}_1(t_f) \) and \( \hat{a}_2(t_f) \), used to construct the difference signal \( \hat{S}_a \) [see Eq. 12]. Expectations are calculated with respect to the initial state \( |\Psi(0)\rangle \), defined such that

\[ \hat{\phi}(q,t_i)|\Psi(0)\rangle = \hat{a}_2(t_i)|\Psi(0)\rangle = 0 \quad (20a) \]

\[ \hat{a}_1(t_1)|\Psi(0)\rangle = \sqrt{N_{a_1}(t_1)}|\Psi(0)\rangle, \quad (20b) \]
where conservation of total atom number $N_t$ implies that $N_{a_1}(t_1) = N_t - \langle \hat{N}_{a_2}(t_1) \rangle$. Of course, in writing Eq. (20b) we have assumed that the condensate is initially in a coherent state, and remains in a coherent state during the QST process. As shown below, this assumption is only valid when the number of outcoupled atoms $\langle \hat{N}_{a_2}(t_1) \rangle$ is much less than $N_t$.

A. Complete quantum state transfer

We first consider the optimal regime of complete QST $\theta_{\text{QST}} = \pi$ (i.e. $\mathcal{F} = 1$). In this case Eq. (9a) implies that $\hat{a}_2(t_1) = -i \hat{b}(t_0)$. The expectation of the difference signal (12) simplifies to

$$\langle \hat{S}_a \rangle = (N_t - 2 \sinh^2 r) \cos \phi. \quad (21)$$

In order to achieve minimum phase sensitivity, the variance in the signal must attain a minimum when the slope of the output signal is a maximum [see Eq. (13)]. This occurs at phase $\phi = \pi/2$ and squeezing angle $\theta_{\text{eq}} = \pi/2$. Figure 6 shows the signal and phase sensitivity as a function of $\phi$ for $\theta_{\text{eq}} = \pi/2$. For $r = 3.8$, we achieve an enhancement in sensitivity of approximately 30 times better than the SQL. For comparison, we have shown the case where the two inputs to the MZ interferometer are a coherent state and a vacuum state, respectively.

For these optimal values, the variance is simply

$$V(S_a) = N_t e^{-2r} + 2e^{-r} \sinh^3 r. \quad (22)$$

The minimum phase sensitivity, as a function of $r$ and $N_t$, is therefore

$$\Delta \phi_{\text{opt}} = \frac{\sqrt{N_t e^{-2r} + 2e^{-r} \sinh^3 r}}{N_t - 2 \sinh^2 r} \approx \frac{e^{-r}}{\sqrt{N_t}}. \quad (23)$$

where the approximate expression in the second line is only true in the limit $\langle \hat{N}_{a_2}(t_0) \rangle = \sinh^2 r \ll N_t$, where $\hat{N}_{a_2} = \hat{b}^\dagger \hat{b}$.

Figure 6 shows the minimum interferometer sensitivity [Eq. (23)] as a function of the squeezing parameter $r$, which determines the average number of input photons via $\langle \hat{N}_b(t_0) \rangle = \sinh^2 r$, for a range of initial BEC atom numbers. When $N_t \gg 1$, our analytic model predicts that an optimal squeezing parameter of $r_{\text{opt}} \approx \ln(4N_t)/4$ yields a minimum sensitivity of $\Delta \phi_{\text{opt}} \approx 1/N_t^{3/4}$. This is significantly less than the SQL, and furthermore is the best sensitivity possible in this undepleted regime provided $\sinh^2 r \ll N_t$ [66 67]. For $N_t = 10^6$, this gives an enhancement in sensitivity of approximately 32 compared with the SQL, which is equivalent to increasing the total number of atoms by a factor of $10^3$ at the SQL. For this value of $N_t$, the number of atoms outcoupled at $r = r_{\text{opt}}$ is $\sinh^2 r_{\text{opt}} \approx 500$, suggesting that the undepleted reservoir model is still reasonably valid in this
The maximum QST efficiency is \( F_{\text{max}} = \alpha_1(t_f) \alpha_2(t_f) \) as a function of squeezing parameter \( r \). Theoretically, complete QST \((F = 1)\) is achievable provided less than \( 10\% \) of the total condensate number is out-depleted from the condensate mode \( \hat{a}_1 \). Note, however, that there exist regimes where mode \( \hat{a}_1 \) must be treated quantum mechanically even though \( F_{\text{max}} = 1 \).

To include the effects of depletion from the condensate, we need to treat mode \( \hat{a}_1 \) quantum mechanically, and simulate the full quantum dynamics of the QST process, which are governed by Eqs. (24). This can be done via the truncated Wigner (TW) phase space method [68-71]. Following standard methods [64-72], the Heisenberg equations of motion are converted into a partial differential equation (PDE) for the Wigner quasi-probability distribution. Once third and higher-order derivatives are truncated (an uncontrolled approximation, but one that is typically valid provided the occupation per mode is not too small for appreciable time periods [73, 74]), this PDE takes the form of a Fokker-Planck equation, which can be efficiently simulated by a set of stochastic differential equations (SDEs) for complex numbers \( \alpha_j(t) \). In our case, the set of SDEs corresponding to Eqs. (24) (with \( \delta = 0 \)) is

\[
\begin{align*}
    i\dot{\alpha}_1 &= g f(t) \alpha_2 \beta^*, \\
    i\dot{\alpha}_2 &= g f(t) \alpha_1 \beta, \\
    i\dot{\beta} &= g f(t) \alpha_2 \alpha_1^*,
\end{align*}
\]

where we have made the correspondences \( \hat{a}_1(t) \rightarrow \alpha_1(t) \) and \( \hat{b}(t) \rightarrow \beta(t) \). The initial conditions for these SDEs are randomly sampled from the Wigner distribution corresponding to the initial quantum state \( \parallel \hat{N}_i \parallel \). Specifically, just before the QST process, \( \hat{a}_1 \) is in a coherent state of mean number \( N_t \), \( \hat{a}_2 \) is in a vacuum state, and \( \hat{b} \) is in a single-mode squeezed vacuum state. The initial conditions corresponding to these initial states are

\[
\begin{align*}
    \alpha_1(t_0) &= \sqrt{N_t} + \eta_{a_1}, \\
    \alpha_2(t_0) &= \eta_{a_2}, \\
    \beta(t_0) &= \eta_{\beta} \cos r - i e^{i\theta_{\eta_\beta}} \eta_{\beta} \sinh r.
\end{align*}
\]

The \( \eta_i \) are complex, independent Gaussian noises satisfying \( \overline{\eta_i} = 0 \) and \( \overline{\eta_i^* \eta_j} = \delta_{ij} \). The expectation value of some arbitrary operator function \( h \) is then computed by averaging over solutions to Eqs. (24) with initial conditions \( \eta_i \).

\[
\{h(\hat{a}_1, \hat{a}_2, \hat{b}, \hat{a}_1, \hat{b})\}_{\text{sym}} = \hbar \left( \alpha_1^*, \alpha_2^*, \beta^*, \alpha_1, \alpha_2, \beta \right),
\]

where “\( \text{sym} \)” denotes symmetric ordering [64], and the overline denotes the average of simulated trajectories.

Since beamsplitting and mirror operations are implemented by strong coherent optical fields, we can approximate them as linear, and the complex amplitudes \( \alpha_1(t_f) \) and \( \alpha_2(t_f) \) can be directly evolved from \( \alpha_1(t_1) \) and \( \alpha_2(t_1) \) by repeated application of Eqs. (24). The mean \( \langle \hat{S}_r \rangle \) and variance \( V(\hat{S}_r) \) can then be computed using the relations

\[
\begin{align*}
    \langle \hat{N}_i \rangle &= |\alpha_i|^2 - 1/2, \\
    \langle \hat{N}_i^2 \rangle &= |\alpha_i^*|^2 - |\alpha_i|^2, \\
    \langle \hat{N}_1 \hat{N}_2 \rangle &= (|\alpha_1|^2 - 1/2)(|\alpha_2|^2 - 1/2).
\end{align*}
\]

The effects of depletion on the minimum interferometer sensitivity, as numerically modelled by TW simulations, is shown in Fig. 6. Since the efficiency of the QST process does not uniquely depend upon the dynamics of the QST process (i.e. \( F \) is not uniquely defined by the choice of \( f(t) \)), simulations were performed with a uniform \( f(t) \). For small \( r \) we find good agreement between the undepleted reservoir approximation and the full quantum dynamics. However, as \( r \) increases, the full quantum simulations actually predict a better sensitivity than the undepleted reservoir model, reaching a minimum at an \( r = r_{\text{TW}} > r_{\text{opt}} \). We can understand this feature by looking at the quadratures of the modes, for example \( \hat{X}_{\alpha_1}^\theta = \exp(i\theta) \hat{a}_1 + \exp(-i\theta) \hat{a}_1^\dagger \). As shown in Fig. 7, the discrepancy is due to changes in \( \hat{a}_1 \) under...
depletion, evidenced by $V(X_{\alpha_1(t)}^0)$ and $V(X_{\alpha_2(t)}^0)$ deviating from the analytic solution. Although the state of $\hat{a}_1$ is coherent under the undepleted reservoir approximation, quantum depletion creates a state with decreased variance in $\hat{J}_x = |\hat{a}_1(t_1)\hat{a}_2^\dagger(t_1) + \hat{a}_2(t_1)\hat{a}_1^\dagger(t_1)|/2$ (and increased variance in $X_{\alpha_1(t)}^0$ and $X_{\alpha_2(t)}^0$). This gives a reduction in the sensitivity at $\phi = \pi/2$, since the noise in the signal is directly proportional to $\hat{J}_x$ by virtue of Eq. (12).

For further increases in $r$, the effects of depletion become significant, and complete QST (i.e. $F = 1$) is no longer possible. The maximum possible QST efficiency, as a function of $r$, is shown in Fig. 9. Unsurprisingly, this is contrary to the undepleted reservoir model, where $F = 1$ always for $\theta_{\text{QST}} = \pi$.

### B. Incomplete quantum state transfer and information recycling

In practice, it may be difficult to achieve the required coupling strength $g$ for complete QST. When $\theta_{\text{QST}} < \pi$, and optimal values $\phi = \pi/2$ and $\theta_{\text{opt}} = \pi/2$ are chosen, the undepleted reservoir model predicts a signal slope and variance of

$$\frac{d(\hat{S}_a)}{d\phi} = -(N_t + 2 \sin^2(\theta_{\text{QST}}/2) \sinh^2 r),$$

and

$$V(S_a) = N_t e^{-r} (\cosh r + \cos \theta_{\text{QST}} \sinh r) + 2 e^{-r} \sin^4(\theta_{\text{QST}}/2) \sinh^3 r,$$

respectively. The blue curve in Fig. 8 shows $\Delta\phi_{\text{min}}$ vs. $F$ at optimum squeezing parameter ($r = r_{\text{opt}}$ when the undepleted reservoir approximation holds) for an initial condensate of $N = 10^6$ atoms. Although sub-SQL sensitivities are still possible for incomplete QST, the enhancement sharply reduces from the optimal $1/N_t^{3/4}$ scaling as $F$ decreases from unity. For instance, at $F = 0.5$, corresponding to $\theta_{\text{QST}} = \pi/2$ in the undepleted reservoir regime, the enhancement to the sensitivity beyond the SQL has dropped by a factor of 20 to $\sim \sqrt{2}$.

Fortunately, this degradation in the sensitivity due to incomplete QST can be ameliorated with the technique of information recycling [47]. Specifically, after the atom-light beamsplitter, a quadrature of the transmitted field $\hat{b}(t_1)$ can be measured via homodyne detection by mixing the field $\hat{b}(t_1)$ with a bright local oscillator $\hat{b}_{\text{LO}}(t_1)$, which is assumed to be a large amplitude coherent state (see Fig. 9). In order to pick out the mode corresponding to $\hat{b}$, the local oscillator would need to be temporally shaped such that it is mode-matched to $\omega_f(r, t)$. The noise on this homodyne signal is correlated with the noise on the atomic signal $\hat{S}_a$, and hence can be combined with the atomic signal to reduce the overall noise of the phase measurement. That is, from the apparatus depicted in Fig. 7 we construct the signal

$$\hat{S} = \hat{S}_a - \mathcal{G}\hat{S}_b,$$

where

$$\hat{S}_b = \hat{N}_b(t_f),$$

$$\hat{b}(t_f) = \frac{1}{\sqrt{2}}(\hat{b}(t_1) - i\hat{b}_{\text{LO}}(t_1)),$$

and $\mathcal{G}$ is an adjustable gain parameter.

In order to see more clearly how information recycling improves the phase sensitivity, it is instructive to first consider the optical analogy of the incomplete QST process - a beamsplitter. We know from the quantum optics...
literature that a single-mode squeezed state $b_{sq}$ incident on a 50/50 beamsplitter leads to entanglement between the two output fields. Specifically, the two beamsplitter outputs are $\hat{a} = (\hat{a} - i\hat{b}_{sq})/\sqrt{2}$ and $\hat{b} = (\hat{b}_{sq} - i\hat{d})/\sqrt{2}$, where $\hat{d}$ is a vacuum input. The entanglement leads to a variance $V(\langle \hat{X}_a^0 - \hat{X}_b^{\pi/2} \rangle/\sqrt{2}) = \exp(-2r)$, which is less than for two uncorrelated coherent inputs, where we have defined the generalized quadrature of each output as $\hat{X}_{a(b)}^0 = \hat{a}(\hat{b}) \exp(i\theta) + \hat{a}^\dagger(\hat{b}^\dagger) \exp(-i\theta)$. More generally, for an asymmetric beamsplitter with beamsplitting ratio (i.e. reflection coefficient) $\sin^2(\theta_{QST}/2)$, the quantity

$$V \left( \sin(\theta_{QST}/2) \hat{X}_a^0 - \cos(\theta_{QST}/2) \hat{X}_b^{\pi/2} \right) = e^{-2r}$$ (31)

is less than for two uncorrelated states. Essentially the same argument can be used to show that the information recycled signal $\hat{S}_r$ has a smaller variance, and therefore gives a smaller phase sensitivity, than the signal $\hat{S}_{sq}$. Since $\hat{b}_{LO}(t_1)$ is a bright coherent state of complex amplitude $\sqrt{N_{LO}} \exp(i\theta_{LO})$, $N_{LO} \gg \langle \hat{N}_{b}(t_1) \rangle$ and therefore

$$\hat{S}_b \approx \sqrt{N_{LO}} \hat{X}_{b(t_1)}^{\theta_{LO}}.$$ (32)

Similarly, $N_{a_1}(t_1) \gg \langle \hat{N}_{a_2}(t_1) \rangle$, and so at the most sensitive point of the atom interferometer, $\phi = \pi/2$,

$$\hat{S}_a \approx \sqrt{N_{a_1}(t_1)} \hat{X}_{a_2(t_1)}^0.$$ (33)

Thus, choosing $\theta_{LO} = \pi/2$ (i.e. we measure the phase quadrature of the transmitted photons), and

$$\mathcal{G} = \sqrt{\frac{N_{a_1}(t_1)}{N_{LO}}} \left( 1 - \frac{1}{F} \right) = \sqrt{\frac{N_{a_1}(t_1)}{N_{LO}}} \cot(\frac{\theta_{QST}}{2})$$, (34)

yields the combined (information recycled) signal

$$\hat{S} \approx \sqrt{N_{a_1}(t_1)} \sin(\frac{\theta_{QST}}{2}) \hat{X}_{a_2(t_1)}^0 - \cos(\frac{\theta_{QST}}{2}) \hat{X}_{b(t_1)}^{\pi/2},$$ (35)

which can have smaller variance than $\hat{S}_a$.

Figure 8 plots the minimum phase sensitivity $\Delta \phi_{min}$ as a function of QST efficiency $F$ corresponding to both the purely atomic signal $\hat{S}_a$ (solid, blue curve) and the information recycled signal $\hat{S} = \hat{S}_a - \mathcal{G} \hat{S}_b$ (dashed, red curve). Although both instances suffer a degradation of sensitivity with poorer QST, this degradation is significantly arrested for the information recycled signal. As a specific comparison, when $F = 0.5$, the analytic model predicts that information recycling gives $\Delta \phi_{min} \approx 0.035/\sqrt{N_r}$, compared with $\Delta \phi_{min} \approx 0.71/\sqrt{N_r}$ in the absence of information recycling. Even at 10% QST efficiency, information recycling gives a sensitivity more than a factor of ten better than the SQL, whereas there is a negligible enhancement in the absence of information recycling. For very low levels of QST ($< 0.05\%$ for $r = r_{opt}$), the
information recycling scheme gives sensitivities above the SQL. This is because $V(S)$ is very sensitive to slight imperfections in the estimates of the quadratures when QST is very low. Such imperfections arise due to the finite size of the condensate initially populating mode $\hat{a}_1$. For although the approximation (33) is exact in the limit of an infinitely large condensate, we are typically only working with $10^4 - 10^6$ atoms. Hence the deviation of $S_\varphi$ from a perfect quadrature measurement is considerable, which is the cause of the discrepancy at low values of $F$.

Figure 8 also compares the sensitivities predicted by the analytic undepleted reservoir solutions to TW simulations [see Eqs (24)]. Without information recycling, the agreement is excellent except near $F = 1$. In contrast, TW simulations predict better sensitivities from the information recycled signal $\hat{S}$ (by a factor between four and five), occurring at a squeezing parameter $r_{\text{TW}}$ larger than the analytic optimum $r_{\text{opt}}$. As discussed in Sec. IV, this improvement is due to $\hat{a}_1$ deviating from a coherent state, leading to a reduced variance in $J_\varphi$ at the output.

C. Effect of losses on phase sensitivity

Quantifying the effects of losses on the sensitivity is an important experimental consideration. The simplest method of accounting for losses is by introducing virtual beamsplitters with a transmission coefficient of $\eta$ that input vacuum noise $\hat{\vartheta}$ at various points within the interferometry scheme. Specifically, this maps some mode $\hat{c}$ to $\sqrt{\eta}\hat{c} + \sqrt{1-\eta}\hat{\vartheta}$.

Using this approach, we considered four types of losses:

1. Losses in the generation and transmission of the squeezed optical state before the QST process - i.e. $\hat{c} = b(t_0)$. 
2. Losses in the mode $\hat{a}_2$ after the QST process, due to imperfections in the QST process such as spontaneous emission - i.e. $\hat{c} = \hat{a}_2(t_1)$. 
3. Losses in the transmitted optical state, including detection inefficiency - i.e. $\hat{c} = b(t_1)$. 
4. Symmetric losses within the atom interferometer, which also accounts for inefficient atom detection - i.e. $\hat{c} = [\hat{a}_1(t_1) - i\hat{a}_2(t_1)]/\sqrt{2}$ and $\hat{c} = [\hat{a}_2(t_1) - i\hat{a}_1(t_1)]/\sqrt{2}$. 

Figure 10 illustrates the various effects of these losses on the sensitivity for an inefficiency of $\eta = 0.95$. Unsurprisingly, losses degrade the phase sensitivity, both with and without the inclusion of information recycling. Nevertheless, it is interesting that any type of loss is never worse than losses affecting the initial squeezed optical state. Furthermore, information recycling still delivers sensitivities below the SQL, and for values of $F > 5-10\%$ these are much better than what is possible without information recycling.

Since losses affect other squeezed-light enhanced atom interferometry schemes in a qualitatively similar fashion, we will not discuss losses further. We simply note that losses degrade the effects of squeezing, as they do in any optical squeezing experiment, and that if losses are not too great then information recycling can somewhat ameliorate the effects of this degradation.

V. ENHANCED ATOM INTERFEROMETRY WITH TWO-MODE SQUEEZED LIGHT

We now consider the case of high frequency squeezed light, which is experimentally less challenging to generate than low frequency squeezed light. We model this as a state of light that is dominated by uncorrelated classical noise at sideband frequencies below some frequency $\omega_{\text{crit}}$, while containing quantum correlations above this frequency. Specifically, the mode with frequency $\omega_1 + \omega$ is correlated with the mode with frequency $\omega_2$ only when $\omega > \omega_{\text{crit}}$. Implementing the scheme from Sec. IV would result in atoms being outcoupled without quantum correlations [see Fig. 11(a)]. We can, however, exploit this source of high-frequency squeezing in order to generate an atomic state that displays two-mode squeezing. By adjusting the frequency of the classical control field from $\omega_1$ to $\omega_1 + \omega_2$, where $\omega_2 > \omega_{\text{crit}}$, the mode that is on two-photon resonance $\delta = 0$ becomes far from the probe carrier frequency $\omega_p$, and outside the noisy low frequency region. Consequently, QST occurs within a spectral region of width $\Delta \omega$ centered around $\omega_p + \omega_2$. However, this does not yield an enhancement to the sensitivity of our
atom interferometer, as a mode in this region displays no special quantum correlations in isolation; it only displays squeezing when considered in conjunction with the modes centered around \( \omega_p - \omega_s \). We therefore include a second classical control beam of frequency \( \omega_c - \omega_s \), which is on two-photon resonance and thereby causes QST at those frequencies between \( \omega_p - (\omega_s - \Delta \omega/2) \) and \( \omega_p - (\omega_s + \Delta \omega/2) \) [see Fig. 11(b)]. By making these two control fields counter-propagating (i.e. wavevectors \( k_2 \) and \(-k_2\)), the atom-light interaction results in two correlated modes of outcoupled atoms with different momenta, which can be easily distinguished.

More precisely, modifying Hamiltonian [1] such that there are two counter-propagating classical control fields at frequencies \( \omega_c \pm \omega_s \) and wavevectors \( \pm k_2 \), respectively, both shaped by the pulse envelope \( u_c(r,t) = u_{\text{trans}}(x,y)u_{\text{prop}}(z - ct) \), gives

\[
\hat{H} = \sum_{j=1,2} \int \frac{d^3 r}{2} \hat{\psi}_j^\dagger(r) H_j(r) \hat{\psi}_j(r) + \hat{H}_{\text{light}}
\]

\[ + \hbar g \int \frac{d^3 r}{2i} \left[ \hat{\psi}_1(\mathbf{r}) \hat{\psi}_2^\dagger(\mathbf{r}) \hat{E}_1(\mathbf{r}) u_c^*(\mathbf{r},t) \left( e^{-i(k_2 \cdot (\mathbf{r} - (\omega_c + \omega_s)t))} + e^{-i(-k_2 \cdot (\mathbf{r} - (\omega_c - \omega_s)t))} \right) + \text{h.c.} \right]. \tag{37} \]

As in Sec. II[A] we assume that the entire atomic population is initially in hyperfine state \(|1\rangle\) and in spatial mode \(u_0(\mathbf{r})\). Conservation of energy and momentum implies that the modes resonant with the atom-light coupling are:

\[
\hat{a}_1 = \int \frac{d^3 r}{2} u_0^*(\mathbf{r}) \hat{\psi}_1(\mathbf{r}), \tag{38a}
\]

\[
\hat{a}_\pm = \int \frac{d^3 r}{2} u_0^*(\mathbf{r}) e^{i(k_2 \pm k_2 \cdot \mathbf{r})} \hat{\psi}_2(\mathbf{r}), \tag{38b}
\]

\[
\hat{b}_\pm(t) = \int \frac{d^3 r}{2} u_c^*(\mathbf{r},t) e^{-i(k_2 \cdot \mathbf{r})} \hat{E}_1(\mathbf{r}), \tag{38c}
\]

where \( k_\pm = (\omega_p \pm \omega_s) \mathbf{z}/c \). Note that the mode expansion in Eq. (38b) is approximate, and only valid in the regime where the two mode functions \( u_0(\mathbf{r}) \exp[i(k_\pm \pm k_2) \cdot \mathbf{r}] \) are approximately orthonormal. This is true provided the wavelength of the control fields is much smaller than the spatial extent of the condensate, or equivalently that the momentum kick imparted to the atoms is larger than the momentum width of the atomic cloud. Such a condition is easily satisfied in typical atom interferometers with Bose-condensed sources. Substituting Eqs (38) into Eq. (37) gives \( \hat{H} \approx \hat{H}_0 + \hat{H}_{\text{int}} \), where

\[
\hat{H}_0 = \left( \hbar \omega_2 + \frac{\hbar^2}{2m} \left[ \mathbf{k}_1 - \mathbf{k}_2 \right]^2 \right) \left( \hat{a}_1^\dagger \hat{a}_+ + \hat{a}_-^\dagger \hat{a}_- \right)
\]

\[ + \hbar (\omega_p - \omega_s) \hat{b}_+^\dagger \hat{b}_+ + \hbar (\omega_p - \omega_s) \hat{b}_-^\dagger \hat{b}_-, \tag{39} \]

\[
\hat{H}_{\text{int}} = \hbar g f(t) \left( \hat{a}_1^\dagger e^{i(\omega_c + \omega_s)t} + \hat{a}_-^\dagger e^{i(\omega_c - \omega_s)t} \right) (\hat{b}_+ + \hat{b}_-)
\]

\[ + \text{h.c.}, \tag{40} \]

where we have chosen the orientation of our control and probe fields such that \( | \mathbf{k}_+ - \mathbf{k}_2 |^2 = | \mathbf{k}_- + \mathbf{k}_2 |^2 = | \mathbf{k}_1 + \mathbf{k}_2 |^2 \), where \( \mathbf{k}_1 = (\omega_p/c) \mathbf{z} \). Making the transformation \( \hat{H} \rightarrow \hat{U}^\dagger \hat{H} \hat{U}^\prime = \exp(-i \hat{H}_0 / \hbar) \) yields

\[
\hat{H} = \hbar g f(t) \left[ \hat{a}_1^\dagger \hat{a}_1 \left( \hat{b}_+ e^{-i(\omega_c + \omega_s)t} + \hat{b}_- e^{i(\omega_c - \omega_s)t} \right)
\]

\[ + \hat{a}_-^\dagger \hat{a}_- \left( \hat{b}_+ e^{-i(\omega_c + \omega_s)t} + \hat{b}_- e^{i(\omega_c - \omega_s)t} \right) + \text{h.c.} \right], \tag{41} \]

where \( \delta = \omega_p - \omega_c - \omega_s - \hbar | \mathbf{k}_1 - \mathbf{k}_2 |^2 / (2m) \). If we assume \( \omega_s \gg \Delta \omega \), and adjust \( \omega_c \) such that \( \delta = 0 \), the contribution from the fast rotating terms can be neglected, and we obtain

\[
\hat{H} \approx \hbar g f(t) \left[ \hat{a}_1^\dagger \hat{a}_+ \left( \hat{b}_+ e^{-i(\omega_c + \omega_s)t} + \hat{b}_- e^{i(\omega_c - \omega_s)t} \right) + \text{h.c.} \right]. \tag{42} \]

The Heisenberg equations of motion for this Hamiltonian are [c.f. Eqs (3)]:

\[
\dot{\hat{a}}_1 = g f(t) \left( \hat{a}_+ \hat{b}_+ + \hat{a}_- \hat{b}_- \right), \tag{43a}
\]

\[
\dot{\hat{a}}_\pm = g f(t) \hat{a}_\pm \hat{b}_\pm, \tag{43b}
\]

\[
\dot{\hat{b}}_\pm = g f(t) \hat{a}_\pm. \tag{43c}
\]

In the regime of low depletion from the condensate, we make the undepleted reservoir approximation \( \hat{a}_1 \rightarrow \sqrt{N_a} \) as in Sec. II[A] and obtain

\[
\dot{\hat{a}}_\pm(t_1) = \hat{a}_\pm(t_0) \cos(\frac{\Theta_{\text{QST}}}{2}) - \hat{b}_\pm(t_0) \sin(\frac{\Theta_{\text{QST}}}{2}) \tag{44a}
\]

\[
\dot{\hat{b}}_\pm(t_1) = \hat{b}_\pm(t_0) \cos(\frac{\Theta_{\text{QST}}}{2}) - \hat{a}_\pm(t_0) \sin(\frac{\Theta_{\text{QST}}}{2}) \tag{44b}
\]

Note that the ‘+’ and ‘-’ modes decouple, and so the QST process depicted in Fig. 12 can be conceptualized as two independent atom-light beam splitters with the same ‘reflectivity’.

It is not difficult to define input states \( \hat{b}_\pm(t_0) \) that are correlated, and more specifically correspond to a two-mode squeezed vacuum state. The argument follows that laid out in Sec. IV First, we assume \( \hat{E}_1(\mathbf{r},t) \approx u_{\text{trans}}(x,y) \hat{E}_1(z,t) \), and rewrite Eq. (38c) in terms of the momentum modes of \( \hat{E}_1(z,t) \) [c.f. Eq. (16)]:

\[
\hat{b}_\pm(t) = \int dq U^*_\text{prop}(q + q_s) \hat{\phi}(q,t) \tag{45}
\]

where \( q_s = | \mathbf{k}_+ - \mathbf{k}_1 | = \omega_s / c \). Therefore, since Eq. (14) is the optical state output from the OPO:

\[
\hat{b}_\pm(t_0) = \left[ \int dq U^*_\text{prop}(q + q_s) \hat{\phi}(q,t_0) \right] \cosh r
\]

\[ - i e^{i \theta_{\text{QST}}} \left[ \int dq U^*_\text{prop}(q + q_s) \hat{\phi}(-q,t_0) \right] \sinh r. \tag{46} \]

The term in the first set of square brackets is \( \hat{b}_\pm(t_i) \). Since \( U_{\text{prop}}(q) \) is assumed real and symmetric,

\[
\int dq U^*_\text{prop}(q + q_s) \hat{\phi}(-q,t_i) = \int dq U_{\text{prop}}(q + q_s) \hat{\phi}(q,t) = \hat{b}_\pm(t_i). \tag{47} \]
Hence, we arrive at
\[ \hat{b}_\pm(t_0) = \hat{b}_\pm(t_i) \cosh r - i e^{i \theta_{\text{QST}}} \hat{b}_\pm^\dagger(t_i) \sinh r. \] (48)

Since the initial quantum state is chosen such that
\[ \hat{\phi}(q, t_i) |\Psi(0)\rangle = \hat{a}_\pm(t_0) |\Psi(0)\rangle = 0, \] (49a)
\[ \hat{a}_1(t_0) |\Psi(0)\rangle = \sqrt{N_{a_1}(t_0)} |\Psi(0)\rangle, \] (49b)

the modes \( \hat{b}_\pm(t_0) \) comprise a two-mode squeezed vacuum state.

Our scheme that utilizes this two-mode squeezed optical vacuum is shown in Fig. 13. The modes \( \hat{b}_+(t_0) \) and \( \hat{b}_-(t_0) \) form the inputs for the QST process, transferring all or part of their quantum state to the modes \( \hat{a}_+(t_1) \) and \( \hat{a}_-(t_1) \) respectively [see Eqs (44)]. These two atomic modes form the input for the atom interferometer, where after the usual Mach Zehnder interferometry sequence (beam split, reflect, beam split), the atom number difference at the outputs is measured:
\[ \Delta \hat{N}_a(t_f) = \hat{N}_{a+}(t_f) - \hat{N}_{a-}(t_f) \]
\[ = \cos \phi \left( \hat{N}_{a-}(t_1) - \hat{N}_{a+}(t_1) \right) + \sin \phi \left( \hat{a}_+(t_1) \hat{a}_-(t_1) + \hat{a}_-(t_1) \hat{a}_+(t_1) \right). \] (50)

However, \( \Delta \hat{N}_a \) is a poor choice for our signal, since the average number difference of a two-mode squeezed vacuum state is zero, and hence \( \langle \Delta \hat{N}_a \rangle = 0 \) even for the case of incomplete QST. Consequently, we choose a signal based on the fluctuations of the output number difference:
\[ \hat{S}_a = \left( \hat{N}_{a+}(t_f) - \hat{N}_{a-}(t_f) \right)^2. \] (51)

**A. Complete quantum state transfer**

When QST is perfect (i.e. \( \theta_{\text{QST}} = \pi \)) and \( \hat{a}_+(t_1) = -i \hat{b}_+(t_0) \), the average and variance of the signal \( \hat{S}_a \) are
Two-mode Squeezer

\[ \langle \hat{S}_a \rangle = \sinh^2(2r) \sin^2 \phi , \]

\[ V(\hat{S}_a) = \frac{1}{2} \sinh^2(2r) \left[ 1 + \cosh(4r)(3 - 4 \cos(2\phi)) \right] \]

\[ + \sinh^4(2r) \cos(4\phi), \] respectively. Note that these expressions are independent of the squeezing angle \( \theta_{sq} \). Equations (52) yield a phase sensitivity of

\[ \Delta \phi = \frac{\sqrt{1 + \cosh(4r)} \tan^2 \phi}{\sinh(2r)} , \]

A minimum sensitivity of \( \Delta \phi_{min} = 1/\sinh(2r) \) occurs at \( \phi = \pi \). However, since the total number of atoms detected at the interferometer output is \( N_t = \langle \hat{N}_{a_+}(t_f) + \hat{N}_{a_-}(t_f) \rangle = 2\sinh^2 r \), we can rewrite

\[ \Delta \phi_{min} = \frac{1}{\sqrt{N_t(N_t + 2)}}, \] which is approximately the Heisenberg limit \( 1/N_t \) in the limit of large \( N_t \).

One complicating issue is that this minimum sensitivity occurs at \( \phi = \pi \), which is also the point where both the slope of the signal and the variance vanish. Although this poses no difficulty in principle, in practice this makes the accurate determination of \( \Delta \phi \) via experimental or computational means non-trivial. Furthermore, the sensitivity diverges at \( \phi = \pi \) for any \( \theta_{QST} < \pi \), and so the optimum phase becomes \( \theta_{QST} \) dependent, and must be determined numerically. Fortunately, we can instead consider the operationally more convenient signal

\[ \hat{S}_a' = \frac{\partial \hat{S}_a}{\partial \phi} = \frac{\partial}{\partial \phi} \left( \hat{N}_{a_+}(t_f) - \hat{N}_{a_-}(t_f) \right)^2 . \]

This signal also attains a minimum sensitivity of \( \Delta \phi_{min} = 1/\sqrt{N_t(N_t + 2)} \) at \( \phi = \pi \) (and also \( \phi = \pi/2 \)), but has the advantage of (a) maintaining a strictly non-zero variance and slope at the optimal phase, and (b) having an optimal phase that does not vary with QST efficiency. Indeed, \( \hat{S}_a' \) and \( \hat{S}_a \) contain identical information about \( \phi \), and so give identical sensitivities in more general cases (e.g. incomplete QST). For these reasons, we use \( \hat{S}_a' \) throughout the remainder of Sec. V.

Naively, this interferometer scheme compares favourably to the single-mode squeezed light enhanced scheme considered in Sec. IV. For instance, in order to achieve a sensitivity of \( \Delta \phi \sim 10^{-5} \), which is the sensitivity obtained by an ideal atom interferometer of \( 10^6 \) atoms enhanced by single-mode squeezed light with \( r = r_{TW} \approx 4.8 \) (see Fig. 3), we need to outcouple \( N_t \approx 10^5 \) atoms, which requires a squeezing parameter of \( r \sim 6.1 \). However, the story is not quite as simple once the effects of incomplete QST and depletion are considered.
B. Incomplete quantum state transfer and information recycling

For incomplete QST, the minimum phase sensitivity (i.e. at \( \phi = \pi \)) is

\[
\Delta \phi_{\text{min}} = \sqrt{\frac{1 + N_i (1 - \mathcal{F}) \left( 3 + \frac{2 (1 - \mathcal{F})}{N_i + 2 \mathcal{F}} \right)}{N_i (N_i + 2 \mathcal{F})}},
\]

(56)

where \( \mathcal{F} = \sin^2(\theta_{\text{QST}}/2) \) and \( N_i = 2 \mathcal{F} \sin^2 r \). Note that this can be computed from either \( \hat{S}_a \) or \( \hat{S}'_a \). As shown in Fig. [14] even small decreases from complete QST result in a rapid degradation of sensitivity. Indeed, provided \( N_i \gg 1 \) and \( (1 - \mathcal{F}) \gg 1/3N_i \), both of which are easily satisfied in practice, \( \Delta \phi_{\text{min}} \approx \sqrt{3(1 - \mathcal{F})/N_i} \). Although sensitivities below the SQL are obtainable for \( \mathcal{F} > 2/3 \), Heisenberg scaling is lost for extremely small perturbations from complete QST.

As for the interferometer enhanced by single-mode squeezed light, we can arrest the loss of sensitivity at incomplete QST via information recycling. Specifically, we directly measure the number of photons output after the QST process [i.e. \( \hat{N}_{a_\pm} = \hat{b}_\pm^\dagger (t_1) \hat{b}_\mp (t_1) \)] via photodetection, and subtract these counts from the number of atoms outcoupled during the QST process (i.e. \( \hat{N}_{a_\pm} \)). Explicitly, we construct the signal

\[
\hat{S}' = \frac{\partial}{\partial \phi} \left( \Delta \hat{N}_{a_\pm} (t_f) - \Delta \hat{N}_{b_\pm} (t_1) \right)^2,
\]

(57)

where \( \Delta \hat{N}_{a_\pm} = \hat{N}_{a_\pm} - \hat{N}_{b_\pm} \). Thus, at the optimum phase \( \phi = \pi \), the minimum sensitivity with information recycling takes the remarkably simple form:

\[
\Delta \phi_{\text{min}} = \frac{\left( \sinh r \sin(\theta_{\text{QST}}/2) \right)^{-1}}{\sqrt{2 \left[ 1 + \cosh(2r) \sin^2(\theta_{\text{QST}}/2) \right]}} = \frac{1}{\sqrt{N_i \left( N_i + 1 + \sqrt{\mathcal{F}} \right)}},
\]

(58)

which for large \( N_i \) is approximately the Heisenberg limit, but most importantly is almost independent of \( \mathcal{F} \) and approximately equal to the sensitivity when \( \mathcal{F} = 1 \) [see Eq. [54]]. Interestingly, this is exactly the same sensitivity as would have been obtained had we chosen the information recycled signal:

\[
\hat{S} = \left( \Delta \hat{N}_{a_\pm} (t_f) - \Delta \hat{N}_{b_\pm} (t_1) \right)^2.
\]

(59)

Unlike the atom interferometry scheme enhanced with single-mode squeezed light, information recycling almost completely removes any degradation due to incomplete QST. However, this does not imply that the QST efficiency does not matter, since \( N_i \propto \mathcal{F} \). Nevertheless, Eq. (58) represents the minimum sensitivity attainable for a fixed \( N_i \), and certainly gives better sensitivities than for the purely atomic signal \( \hat{S}'_a \). Perhaps surprisingly, this remains true even under the effects of depletion, as shown in the next subsection.

C. Effects of depletion

The analytics presented in this section thus far have assumed the undepleted reservoir approximation \( \hat{a}_1 \to \sqrt{N_{a_1}} \). However, this approximation breaks down for even moderate values of \( r \). Thus, following Sec. [IV] we treated mode \( \hat{a}_1 \) as a quantum dynamical degree of freedom by performing numerical TW simulations of the QST process. Under TW, the operators are mapped to complex stochastic amplitudes via the correspondences \( \hat{a}_1 \to \alpha_\pm \) and \( \hat{b}_i \to \beta_i \). These stochastic variables evolve according to the SDEs [c.f. Eqs. [45]]:

\[
\begin{align*}
    i \dot{\alpha}_\pm &= g f(t) \left( \alpha_+ \beta^*_- + \alpha_- \beta^*_+ \right), \\
    i \dot{\alpha}_\pm &= g f(t) \alpha_1 \beta_\pm, \\
    i \dot{\beta}_\pm &= g f(t) \alpha_1^* \alpha_\pm,
\end{align*}
\]

(60a, 60b, 60c)

with initial conditions

\[
\begin{align*}
    \alpha_1(0) &= \sqrt{N_{a_1}(t_0)} + \eta_{\alpha_1}, \\
    \alpha_\pm(0) &= \eta_{\alpha_\pm}, \\
    \beta_\pm(0) &= \eta_{\beta_\pm} \cos r - i e^{i \theta^*} \eta_{\beta_\pm}^* \sin r.
\end{align*}
\]

(61a, 61b, 61c)

The \( \eta_i \) are complex, independent Gaussian noises with zero mean and variance 1/2. Without loss of generality, we assumed a uniform \( f(t) \) for the TW simulations presented below.

Since the atomic beamsplitting operators are linear, Eqs. [11] can be used to express the complex amplitudes \( \alpha_\pm(t_f) \) in terms of \( \alpha_\pm(t_1) \). With relations similar to Eqs. [27], we can therefore write the average of the purely
atomic signal $\hat{S}_a'$ and information recycled signal $\hat{S}'$ in terms of the TW amplitudes at time $t_1$:

$$\langle \hat{S}_a'^2 \rangle = 2\Delta N_\alpha \partial_\phi (\Delta N_\alpha),$$  \hspace{1cm} (62a)

$$\langle \hat{S}'^2 \rangle = 2(\Delta N_\alpha - \Delta N_\beta) \partial_\phi (\Delta N_\alpha),$$  \hspace{1cm} (62b)

where $\partial_\phi \equiv \partial / \partial \phi$ and

$$\Delta N_\alpha = J_z \cos \phi + J_x \sin \phi,$$  \hspace{1cm} (63a)

$$\Delta N_\beta = |\beta_+(t_1)|^2 - |\beta_-(t_1)|^2,$$  \hspace{1cm} (63b)

for $J_z = |\alpha_+(t_1)|^2 - |\alpha_-(t_1)|^2$ and $J_x = \alpha_+(t_1)\alpha_+^*(t_1) + \alpha_-(t_1)\alpha_-^*(t_1)$. Our choice of notation stems from the expectations $\langle \Delta \hat{N}_\alpha(t_f) \rangle = \Delta \hat{N}_\alpha$ and $\langle \Delta \hat{N}_\beta(t_f) \rangle = \Delta \hat{N}_\beta$. The corresponding expressions for $\langle \hat{S}_a''^2 \rangle$ and $\langle \hat{S}''^2 \rangle$ at optimal phase $\phi = \pi/2$, which allow the computation of the variances, are:

$$\langle \hat{S}_a''^2 \rangle = 2 \left[ 1 + 2|J_+|^2 - 3J_z^2 + J_x^2(2J_z^2 - 5) \right],$$ \hspace{1cm} (64a)

$$\langle \hat{S}''^2 \rangle = \langle \hat{S}_a''^2 \rangle + 4J_z^2(\Delta N_\beta - 1/2) + 8J_zJ_x\Delta N_\beta,$$ \hspace{1cm} (64b)

where $J_+ = 2\alpha_+(t_1)\alpha_-^*(t_1)$.

Figure 15 shows that the effects of depletion cause a serious degradation to the sensitivity, even when QST is complete. The cause of this degradation is shown in the bottom panel of Fig. 15, which plots the variance in $\Delta \hat{N}_\alpha(t_1)$ (i.e. the number difference of the two input ports of the atom interferometer). A large, non-zero variance implies that there exist low (but not negligible) probability trajectories where the quantum state of a photon in $\hat{b}_+$ is successfully mapped to an atom in mode $\hat{a}_+$, but $\hat{b}_-$ is not mapped to $\hat{a}_-$ (and similarly for an exchange of '+' and '-' trajectories). The inclusion of unequal atom numbers in the two paths of the atom interferometer inevitably degrades the phase sensitivity. Fortunately, the effect is entirely reversed with information recycling, as measurement of the transmitted photons provides information about the full quantum correlations within the system.

One important question we have not answered here is: does information recycling give an approximately Heisenberg-limited sensitivity when all the atoms from the condensate are outcoupled [i.e. $N_t = N_{a_1}(t_0)$]? Indeed, it is unclear whether there exists an $r$ that outcouples all the atoms from the BEC. Intuitively, we expect that $\mathcal{F}$ decreases very quickly after a certain value of $N_t$ (similar to that shown in Fig. 6). We also know that $N_t$ cannot always increase with $r$, since we can never outcouple more than $N_t = N_{a_1}(t_0)$ atoms. Unfortunately, we do not have confidence in the uncontrolled approximation underlying the TW simulations of Eqs (43) in the regime of $\mathcal{F} \ll 1$.

![Figure 15](image_url)

**Figure 15.** (Top) TW calculations of the minimum phase sensitivity, normalized to the Heisenberg limit, with (blue diamonds) and without (red circles) information recycling, assuming an initial BEC of $N_{a_1}(t_0) = 10^6$ atoms. The error bars on the red circles indicate twice the standard error; the standard error is much smaller than the point width for the blue diamonds. The solid blue line is the analytic solution (53), which is approximately the Heisenberg limit, and the black dashed line indicates the SQL. The TW simulations reveal that the undepleted reservoir approximation ceases to hold for relatively small values of $N_t$; however, the negative effect of depletion is completely removed when information recycling is used. (Bottom) TW calculations of the variance in $\Delta \hat{N}_\alpha(t_1)$ as a function of the total number of atoms detected at the outputs, compared with the analytic solution (solid, purple line). The standard error is on the order of the point thickness. As $N_t$ increases, a full quantum treatment of mode $\hat{a}_1$ shows that there are increasingly large fluctuations in $\Delta \hat{N}_\alpha(t_1)$, which suppress correlations between $\hat{a}_+(t_1)$ and $\hat{a}_-(t_1)$. Note that a QST efficiency of $\mathcal{F} \approx 1$ was obtained for all values of $N_t$.

**VI. A SINGLE INPUT ENHANCEMENT WITH TWO-MODE SQUEEZED LIGHT AND INFORMATION RECYCLING**

Although the previously presented two-mode squeezed light enhanced atom interferometry scheme has many advantages (e.g. it utilizes high frequency squeezing and can attain Heisenberg scaling), one disadvantage is that the number of atoms detected at the output is propor-
tional to the number of atoms outcoupled during the QST process. Consequently, a high atom number interferometer requires both a large squeezing parameter and good QST efficiency. In contrast, the number of detected atoms in the scheme enhanced by single-mode squeezed light is independent of $r$ and $F$; it only depends on the atom number of the initial condensate.

In this section we present an alternative scheme based on high frequency squeezing [i.e. a two-mode squeezed state; see Eq. (68)] that also utilizes all the atoms in the condensate, independent of the squeezing parameter and QST efficiency. This scheme is summarized in Fig. 16. Instead of using two control beams, this scheme uses just one, detuned from two-photon resonance by an amount $\omega_s \approx \omega_{\text{crit}}$. This ensures that the QST process only occurs for a region of probe frequencies centered about $\omega_p + \omega_s$. This corresponds to the optical mode $\hat{b}_+(t_0)$ interacting with the condensed mode $\hat{a}_1$, leading to outcoupled atoms in mode $\hat{a}_2$. Since there is only one control beam, the portion of the spectrum correlated with this region (i.e. the region centered around $\omega_p - \omega_s$) does not couple to the atoms, and is therefore transmitted. This transmitted light is described by the mode $\hat{b}_-$. By monitoring this transmitted light with homodyne detection, the quantum correlations of the two-mode squeezed state can still be used to enhance the sensitivity via information recycling. Furthermore, any incomplete QST can similarly be ameliorated by monitoring any transmitted light in the region centered around $\omega_p + \omega_s$. The outcoupled atomic mode and the remaining condensate are then used as the two inputs to an atom interferometer.

The relevant (information recycled) signal is then a linear combination of the atomic number difference at the output of the atom interferometer and the photon number differences of the transmitted light centered around $\omega_p + \omega_s$ and $\omega_p - \omega_s$. We call this scheme a single input enhancement with two-mode squeezed light, since only one mode of the two-mode squeezed optical vacuum directly interacts with the atoms. This is in contrast to the scheme considered in Sec. IV B which we could describe as a double input enhancement with two-mode squeezed light, since both modes of the two-mode squeezed optical vacuum couple to the BEC.

We compute the phase sensitivity of this interferometry scheme from the information recycled signal

$$\hat{S} = \sqrt{F} \hat{S}_a - \mathcal{G}_+ \sqrt{1 - F} \hat{S}_{b_+} + \mathcal{G}_- \hat{S}_{b_-},$$

where $\hat{S}_a$ is given by Eq. (12).

$$\hat{S}_{b_\pm} = \hat{b}_{LO \pm}(t_f)\hat{b}_{LO \pm}(t_f) - \hat{b}_\pm(t_f)\hat{b}_\pm(t_f),$$

and

$$\mathcal{G}_\pm = \frac{\langle \hat{a}_1(t_1)\hat{a}_1(t_1) \rangle}{\langle \hat{b}_{LO \pm}(t_1)\hat{b}_{LO \pm}(t_1) \rangle}.$$

Note that the photon modes at time $t_f$ are related to those at $t_1$ by the simple beamsplitting relations:

$$\hat{b}_\pm(t_f) = \frac{1}{\sqrt{2}} \left( \hat{b}_\pm(t_1) - i\hat{b}_{LO \pm}(t_1) \right),$$

$$\hat{b}_{LO \pm}(t_f) = \frac{1}{\sqrt{2}} \left( \hat{b}_{LO \pm}(t_1) - i\hat{b}_\pm(t_1) \right),$$

and of course the trivial relation $\hat{b}_-(t_1) = \hat{b}_-(t_0)$ holds. Our justification for this choice of signal follows an argument similar to that used to justify the choice of $\hat{S}$ in Sec. IV B. In brief, in the regime where depletion from the condensate is minimal during the QST process, the undepleted reservoir approximation $\hat{a}_1 \rightarrow \sqrt{\hat{N}_{a1}}$ gives the familiar atom-light beamsplitter relations:

$$\hat{a}_2(t_1) = \hat{a}_2(t_0) \cos\left(\frac{\theta_{\text{QST}}}{2}\right) - i\hat{b}_+(t_0) \sin\left(\frac{\theta_{\text{QST}}}{2}\right),$$

$$\hat{b}_+(t_1) = \hat{b}_+(t_0) \cos\left(\frac{\theta_{\text{QST}}}{2}\right) - i\hat{a}_2(t_0) \sin\left(\frac{\theta_{\text{QST}}}{2}\right),$$

and $F = \sin^2(\theta_{\text{QST}}/2)$. Since $\hat{S}_a \approx \sqrt{\hat{N}_{a1}(t_1)}\hat{X}_{a2(t_1)}^0$ and $\hat{S}_{b_\pm} \approx \sqrt{\hat{N}_{LO \pm} \hat{X}_{b_\pm(t_0)}^{\theta_{\text{QST}}}}$, then for $\theta_{\text{LO \pm}} = \pi/2$:

$$\hat{S} \approx \sqrt{\hat{N}_{a1}(t_1)} \left( \hat{X}^\pi_{b_-(t_0)} - \hat{X}^\pi_{b_+(t_0)} \right),$$

which for optimal squeezing angle $\theta_{sq} = \pi/2$ has a variance $V(S) = 2\sqrt{\hat{N}_{a1}(t_1)} \exp(-2r)$, which can be smaller than $V(S_a)$.

The dependence of the minimum sensitivity on the QST efficiency is shown in Fig. 17. There are clear similarities to the plots shown in Fig. 8 corresponding to the scheme enhanced by single-mode squeezed optical vacuum. Nevertheless, we highlight some important differences. Firstly, the pure atomic signal $S_a$ always gives
single input enhancement with two-mode squeezed optical vacuum. We have shown that all three schemes give sensitivities below the SQL - even when the effects of depletion from the initial condensate and incomplete QST are included. Furthermore, we have demonstrated that information recycling provides a further enhancement to the sensitivity when QST between the atoms and light is incomplete.

Table 4 provides a quantitative comparison of the sensitivities for the three schemes for complete QST, and for incomplete QST ($F = 0.2$) with and without information recycling. This is a concise demonstration of the different sensitivities obtainable (including the effects of depletion), the degrading effects of incomplete QST, and how information recycling ameliorates this degradation. The choice of $F = 0.2$ is not unrealistic given current technology. For example, the 780 nm D2 transition of $^{87}$Rb can be addressed with a Rabi frequency of $\Omega \sim 20$ MHz and detunings $\Delta_p \approx \Delta_c \sim 70$ GHz. Since the electric dipole moment of this transition is $d_{12} \sim 2 \times 10^{-29}$ C/m, $\text{Eq. (2)}$ implies that an effective coupling of $g \sim 65 \times 10^{-3} \text{ m}^{3/2}/\text{s}$ is obtainable. If we assume a condensate of Gaussian spatial profile $u_0(r)$, with transverse width $R_\perp \sim 15 \mu\text{m}$, and further assume the pulse envelope $u_p(r,t)$ is also Gaussian with the same transverse width $R_\perp$ and pulse duration $T \sim 1$ ms, then

$$\theta_{\text{QST}} = \frac{4}{3} (2\pi)^{1/6} g \sqrt{\frac{N\gamma}{\gamma_c}} \sim \frac{3\pi}{10}. \quad (71)$$

where $A = \pi R_\perp^2$ and we have used $N = 10^6$. This gives a QST efficiency of $\mathcal{F} \sim 20\%$.

Furthermore, losses due to spontaneous emission during the QST process are small in this regime. An estimate for the (time-dependent) rate at which atoms in the excited state $|3\rangle$ are lost due to spontaneous emission is $\Gamma(t) = \Omega_{\text{eff}}(t)/\Delta_p$, where $\gamma = 2\pi \times 6.07$ MHz is the natural linewidth for $^{87}$Rb and $\Omega_{\text{eff}}$ is the effective Rabi frequency between modes $\hat{a}_1$ and $\hat{a}_2$ during the QST process. Assuming a beamsplitter-like coupling (such as described by Eqs (11)], then $N_{\text{tot}}(t_1) = N_{\text{tot}}(t_0) \cos^2(\int dt' \Omega_{\text{eff}}(t')) = N_{\text{tot}} - \langle N_b(t_0) \rangle \sin^2(\theta_{\text{QST}}/2)$, where the final equality follows from conservation of atom number. Therefore, the total loss is

$$l = \int dt' \Gamma(t') = \frac{\gamma}{\Delta_p} \cos^{-1}\left(1 - \frac{\langle N_b(t_0) \rangle}{N_{\text{tot}}} \sin^2(\theta_{\text{QST}}/2)\right). \quad (72)$$

For a squeezing parameter of $r = 3.5$ (i.e. $\hat{N}_b(t_0) \sim 270$) and the parameters specified above, $l \sim 6.5 \times 10^{-7}$. However, $l$ is an estimate of the fraction of the total atoms lost; what is more important is the number of atoms lost compared to the total number of atoms in $\hat{a}_2$, which is $lN_{\text{tot}}/N_{\text{tot}} \sim 1\%$.

As mentioned throughout the paper, there are some important differences between the three schemes. The single-mode squeezed optical vacuum enhancement has the advantages of conceptual simplicity and full utilization of all the atoms in the condensate. However, the
interferometry schemes, in three distinct scenarios. These values were obtained via TW simulations, with the exception of the value in the middle of the table (i.e. $\Delta \phi_{\text{min}}$ for a double input enhancement with a two-mode squeezed state for $S_3$ and $F = 0.2$). In this case, the analytic value [see Eq. (56)] places a lower bound on the minimum sensitivity since, as shown in Fig. 13a, the effects of depletion degrade the sensitivity. All three schemes assumed an initial condensate of $N_{a_1}(t_0) = 10^6$ atoms; a large but achievable number of atoms. All these atoms can be detected at the outputs for the two schemes utilizing a single port enhancement (i.e. the first and third rows of the table). In contrast, $N_L$ depends on the value of $r$ for the double input enhancement (i.e. the middle row of the table). The choice $N_L \sim 8 \times 10^4$ was the largest value of $N_L$ we could simulate on a reasonable timeframe, while still being in the regime $F \approx 1$ where we had confidence in our TW simulations. For comparison, an atom interferometer operating at the SQL with $N_{a_1}(t_0) = 10^6$ atoms has a sensitivity of $\Delta \phi = 10^{-3}$.

| Interferometer scheme | $\Delta \phi_{\text{min}}$ |
|-----------------------|--------------------------|
|                       | $S_3$ and $S_3$ and $\tilde{S}$ and $\tilde{S}$ | $F = 100\%$ |
| Double input          | $1 \times 10^{-5}$ $9 \times 10^{-4}$ $1.9 \times 10^{-5}$ | $F = 20\%$ |
| single-mode squeezed   | $6 \times 10^{-4}$ $> 5 \times 10^{-3}$ $1.25 \times 10^{-5}$ | $F = 20\%$ |
| state, $r = 4.8$, and  | $3.2 \times 10^{-2}$ $1.4 \times 10^{-2}$ $1.6 \times 10^{-4}$ |
| $N_L = 10^6$ (Sec. V) | | |

Note that $\tilde{S}$ gives $\Delta \phi = 3.8 \times 10^{-5}$ for $F = 100\%$.

TABLE I. Numerical values of the minimum phase sensitivities for the three different squeezed-light enhanced atom interferometry schemes, in three distinct scenarios. These values were obtained via TW simulations, with the exception of the value in the middle of the table (i.e. $\Delta \phi_{\text{min}}$ for a double input enhancement with a two-mode squeezed state for $S_3$ and $F = 0.2$). In this case, the analytic value [see Eq. (56)] places a lower bound on the minimum sensitivity since, as shown in Fig. 13a, the effects of depletion degrade the sensitivity. All three schemes assumed an initial condensate of $N_{a_1}(t_0) = 10^6$ atoms; a large but achievable number of atoms. All these atoms can be detected at the outputs for the two schemes utilizing a single port enhancement (i.e. the first and third rows of the table). In contrast, $N_L$ depends on the value of $r$ for the double input enhancement (i.e. the middle row of the table). The choice $N_L \sim 8 \times 10^4$ was the largest value of $N_L$ we could simulate on a reasonable timeframe, while still being in the regime $F \approx 1$ where we had confidence in our TW simulations. For comparison, an atom interferometer operating at the SQL with $N_{a_1}(t_0) = 10^6$ atoms has a sensitivity of $\Delta \phi = 10^{-3}$.
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