ArtFacePoints: High-resolution Facial Landmark Detection in Paintings and Prints
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Abstract. Facial landmark detection plays an important role for the similarity analysis in artworks to compare portraits of the same or similar artists. With facial landmarks, portraits of different genres, such as paintings and prints, can be automatically aligned using control-point-based image registration. We propose a deep-learning-based method for facial landmark detection in high-resolution images of paintings and prints. It divides the task into a global network for coarse landmark prediction and multiple region networks for precise landmark refinement in regions of the eyes, nose, and mouth that are automatically determined based on the predicted global landmark coordinates. We created a synthetically augmented facial landmark art dataset including artistic style transfer and geometric landmark shifts. Our method demonstrates an accurate detection of the inner facial landmarks for our high-resolution dataset of artworks while being comparable for a public low-resolution artwork dataset in comparison to competing methods.
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1 Introduction

Facial landmark detection is a key element to analyze face characteristics. In art investigations, portraits of the same artist but also portraits of artists with a similar style are analyzed by comparing facial structures, e.g., by creating hand-drawn tracings of the facial inner lines or the face outline and manually compare the tracings. In this procedure, the art technologists can be supported by automatically detecting facial landmarks in the portrait images and using them to align the images for comparison. Facial landmark detection is a widely explored field for natural images, but is not directly applicable to artworks, since artworks show larger variation in the texture of the images and in the geometry of the landmarks than natural images. In art technology, art examinations are usually based on high-resolution or even macrophotographic images of the artwork. Therefore, there is a demand for a method that can accurately detect facial landmarks in high-resolution images of artworks.

In this paper, we propose ArtFacePoints¹, a deep-learning-based facial landmark detector for high-resolution images of paintings and prints. It consists of one

¹ Our source code is available at https://github.com/asindel/ArtFacePoints
Fig. 1: Our ArtFacePoints accurately detects facial landmarks in high-resolution paintings and prints.

2 Related Work

Facial landmark detection is an active research area for natural images [26], hence we will only summarize a selection of regression-based approaches. For instance, one example for a machine-learning-based regression facial landmark method is dlib [11] which employs an ensemble of regression trees. Using convolutional neural networks (CNN) we can broadly differ between methods that directly regress the coordinates using a fully connected layer [24,28,7], or direct heatmap-based approaches [23,2,13,25] that draw the coordinates as Gaussian peaks and formulate the task as the regression between the predicted and target heatmaps, and indirect heatmap-based approaches [8,18,3,12] that use the differentiable
spatial softargmax [16] to extract the coordinates from the heatmaps instead of using the argmax and then compute a loss between the predicted and target coordinates.

The high-resolution network (HR-Net) [22,23] was developed for different vision tasks such as for human pose estimation and facial landmark detection. It uses multi-resolution blocks which connect high-to-low resolution convolutions to maintain high-resolution representations. The coordinates of the landmarks are extracted from the heatmap based on the highest response peaks. Recently, the HR-Net was also used for human pose estimation in Greek vase paintings [15], for which style transfer using adaptive instance normalization [9] was applied to a labeled dataset of natural images to train the model.

Chandran et al. [3] proposed a region based facial landmark detector for high-resolution images up to 4K. They detect the coarse landmark positions in a downsized image using the heatmap-based Hourglass network and softargmax [16]. By using attention-driven cropping based on the global landmark locations, they extract regions around the eyes, nose, and mouth in the high-resolution image. They predict more accurate landmarks in the regions using for each region specifically trained Hourglass networks. In our approach, we are strongly oriented towards their idea of high-resolution landmarks with a global and regional detection network, however, we make some architectural and conceptual changes, such as using a ResNet-based encoder-decoder or the use of a global feature map as additional input for the regional networks.

For facial landmark detection in artworks, Yaniv et al. [27] proposed Face of Art, which predicts the landmarks in three steps. First, the global landmark location is estimated from a response map, then the landmarks are corrected using a pretrained point distribution model and finally they are tuned using weighted regularized mean shift. They created a synthetic dataset using the style transfer method of Gatys et al. [5] for low-resolution images and geometric landmark augmentations. The latter we adopt for our work. The facial landmark detection method for mangas [21] uses the deep alignment network [13] which uses multiple steps to refine the heatmaps of the previous steps.

3 Artistic Facial Landmarks Dataset Creation

For the training and testing of our method, we collected high-resolution portrait images of different artistic styles from various museums and institutes such as from the Cranach Digital Archive (CDA), Germanisches Nationnalmuseum Nürnberg (GNM), The Metropolitan Museum of Art (MET), National Gallery of Art (NGA), and Rijksmuseum, and additionally also selected images from the WikiArt dataset [17] for training. In order to automatically detect and crop the face region in the images of paintings and prints, we trained and applied the object detector YOLOv4 [1]. The cropped images are either used as surrogates to generate synthetic artworks or are manually labeled.
3.1 Synthetic image generation using style transfer and geometric augmentations

There exist multiple public datasets for facial landmark detection with ground truth labels such as 300-W [19], however not yet for high-resolution paintings and prints. Thus, we apply style transfer and image-to-image translation techniques to the 300-W dataset to transform the images scaled to 1024 × 1024 × 3 pixels into synthetic paintings and prints.

As style transfer method, we use adaptive instance normalization (AdaIN) [9] which aligns the channel-wise mean and variance of the content image with the style image. AdaIN was trained using MS-COCO [14] for the content and WikiArt images [17] for the style images. For our application, we set the alpha parameter, which controls the trade-off between content and style, to 1 to achieve full stylization and apply both content and style image in 1024 × 1024 resolution. Some qualitative results of our high-resolution synthetically stylized portrait images are shown in Figs. 2a and 2b. The synthetic paintings and prints reuse the textures and the color distribution from the style images resulting in a motley set of images.

Further, we use the unpaired image-to-image translation technique CycleGAN [29] to learn a mapping between faces in photographs and artworks by exploiting cycle consistency. We train one CycleGAN for each domain pair, i.e., one for photo-to-print and one for photo-to-painting in lower resolution 512 × 512 × 3 and apply them in high-resolution (see Figs. 2c and 2d). Interestingly, the synthetic paintings using CycleGAN clearly show crack structures (craquelure) in the paint typical for old paintings. The synthetic prints express the shading and continuous regions of the photos with tiny lines to mimic the real prints.
Artistic faces not only differ to photos in their textual style but also in their geometric arrangement of the facial landmarks. Faces can be longitudinally or horizontally stretched or unbalanced with, e.g., larger eyes. To account for some degree of artistic variations, we adopt the geometric augmentation strategy of Yaniv et al. [27] to randomly shift or resize single groups of landmarks such as the eyes or mouth, or stretch or squeeze the face. Based on the movements of the landmarks a thin-plate-spline displacement field is computed which is used to warp the synthetic artwork [27]. Some visual examples in Fig. 3 show synthetic images with ground truth annotations in their original pose and after geometric warping of the images.

3.2 Semi-automatic facial landmarks annotation

Additionally to the synthetic dataset, we also include a small number of real artworks for training and validation. For those and also for our test dataset, we annotated the facial landmarks in a semi-automatic manner. We applied the random forest based facial landmark detector dlib [11] to the images and manually corrected the landmarks or in case of a dlib failure, we annotated the landmarks from scratch. For performing the annotations, we have written a small graphical user interface tool in Python that allows annotating from scratch and annotation refinement by enabling the user to move the single landmarks via mouse drag of the items.

4 ArtFacePoints

In this section, our method for high-resolution facial landmark detection in artworks is described, which consists of two main steps, the global and the regional facial landmark detection, as illustrated in Fig. 4.

4.1 Global facial landmark detection

For the global network, we use the encoder-decoder network with stacked ResNet [6] blocks in the bottleneck, which was originally employed for style
Fig. 4: Our facial landmarks detector ArtFacePoints for high-resolution images of paintings and prints splits the task into a global coarse prediction step and a regional refinement step. The high-resolution image is downsized and fed to the global ResNet encoder-decoder network, which predicts the low-resolution landmarks using softmax on a 68 channels heatmap. Based on the low-resolution landmarks, regions of eyes, nose, and mouth are extracted from the high-resolution image and the upscaled global feature map. For each region, the image patch and feature maps patches are concatenated and are fed to its specific region network to predict the high-resolution landmarks. The global as well as the regional landmarks are compared to the ground truth landmarks using the mean squared error (MSE) loss.

transfer [10]. We exchanged the transpose convolutional layers in the decoder with a $3 \times 3$ convolutional layer and bicubic upsampling to obtain smoother heatmaps. The input to the network is the low-resolution RGB image and the prediction are $N_G = 68$ heatmaps with the same width and height as the input image. Each heatmap should mark the location of its respective facial landmark as a peak with the highest value. Then, we use the spatial softargmax [16] operator to extract the landmarks from the heatmaps in a differentiable manner.

4.2 Regional facial landmarks refinement

The global landmark predictions in the low-resolution image are upsampled by a factor of 4 to match the high-resolution image. Similar to [3], we automatically extract regions in the high-resolution image around the landmark predictions of the nose, the mouth, and each eye including the eye brow. The region size is padded with a random value between 0.25 to 0.5 of the original region size that is directly estimated from the global landmarks. For inference, the padding is a fixed value of 0.25 of the region size. Analogously, we also extract the same regions from the upsampled feature maps of the global network, which is the direct output of the global network before applying spatial softmax. All regions are
Table 1: Style Art Faces Dataset: Number of images including facial landmarks (68 per image) for the real and the synthetic artworks.

| Dataset | Real Paintings | Real Prints | AdaIN Paintings | AdaIN Prints | CycleGAN Paintings | CycleGAN Prints | Total |
|---------|----------------|-------------|-----------------|--------------|--------------------|----------------|-------|
| Train   | 160            | 160         | 511             | 511          | 511                | 511            | 2361  |
| Val     | 30             | 30          | 220             | 220          | 220                | 220            | 940   |
| Test    | 40             | 40          |                 |              |                    |                | 80    |

scaled to a fixed patch size. The three region networks for eye, nose, and mouth also use the ResNet-based encoder-decoder architecture like the global network, but instead of only feeding the RGB patch, we concatenate the RGB patch (3 channels) with the corresponding regions of the feature maps (N_r channels) as input, where N_r depends on the specific region network (eye: 11, nose: 9, mouth: 20). With the channel fusion, the region network gets the global location of the landmark as prior information, which supports the refinement task. There is no weight sharing between the region networks, such that each network can learn its specific features for the facial sub regions. The high-resolution landmarks are also extracted using spatial softargmax [16].

We use the mean squared error (MSE) loss of predicted landmarks and ground truth landmarks for both the global and regional landmark detection task:

$$L_{MSE} = \frac{1}{N_G} \sum_i^{N_G} (\hat{x}_i - x_i)^2 + \lambda \sum_r^{4} \frac{1}{N_r} \sum_j^{N_r} (\hat{y}_j - y_j)^2,$$

where λ is a weighting factor, $\hat{x}$, x are the predicted and ground truth global coordinates and $\hat{y}$, y are the predicted and ground truth coordinates of one region.

For inference, we need to transfer the high-resolution landmarks from the individual regions back to the global coordinate system. Therefore, we track both, the bounding box coordinates of the extracted regions and the original region sizes. Then, we scale the local coordinates by the region size and add the offset of the bounding box. For the jaw line, we only have the global estimate. Hence, the complete facial landmark prediction is the combination of the global jaw line and the refined regions.

5 Experiments and Results

5.1 Datasets

Our high-resolution facial landmarks dataset of artworks is comprised of real and synthetic paintings and prints as described in Section 3. The number of images for training, validation, and test split are summarized in Table 1. All images are of size 1024 × 1024 × 3 and contain each 68 facial landmarks according to the
Table 2: Quantitative results for our paintings and prints test dataset (1024×1024 using the mean error of the 68 landmarks and 51 high-resolution landmarks (without jaw line). * For dlib only 38 out of 40 paintings and 34 out of 40 prints were detected.

| Metrics            | Paintings |                      | Prints |                      |
|--------------------|-----------|-----------------------|--------|-----------------------|
|                    | Mean Error (ME) | 68 landmarks | 51 landmarks | 68 landmarks | 51 landmarks |
| dlib               | 20.03±7.77   | 17.53±7.25       | 43.18±20.99 | 34.94±20.02 |
| dlib (Art)         | 33.39±24.49  | 26.84±24.11       | 109.09±99.81 | 104.12±108.01 |
| HR-Net             | 22.29±7.24   | 19.22±4.36        | 35.90±16.87 | 26.28±16.23 |
| HR-Net (Art)       | 20.01±6.99   | 17.05±3.50        | 27.81±9.00  | 19.67±4.44  |
| Face of Art        | 17.93±7.76   | 14.33±4.81        | 27.29±8.44  | 18.89±5.94  |
| ArtFacePoints (global) | 18.87±9.23  | 13.42±4.80        | 26.37±8.82  | 16.74±5.22  |
| ArtFacePoints (w/o FM) | 17.97±8.51  | 12.62±4.62        | 25.60±8.50  | 15.83±4.79  |
| ArtFacePoints      | 18.88±8.52   | 12.45±4.44        | 25.65±8.83  | 15.78±6.20  |

300-W annotation concept. For the 2924 synthetic artworks, we directly reused the 300-W annotations and for the 460 real artworks, we semi-automatically annotated the landmarks.

Further, we use the public Artistic Faces Dataset [27] for comparison. It consists of a total of 160 images of size 256×256×3, which are composed of 10 images per artist representing different artistic styles.

5.2 Implementation and experimental details

We pretrain the global network for 60 epochs using the Adam optimizer, a learning rate of $\eta = 1 \cdot 10^{-4}$ with linear decay of $\eta$ to 0 starting at epoch 30, a batch size of 16 and early stopping. Then, we initialize the region networks with the weights of the global network and train both jointly for 30 epochs using $\eta = 1 \cdot 10^{-4}$ with linear decay of $\eta$ to 0 starting at epoch 10, a batch size of 4 and early stopping. The input image size to crop the regions is 1024×1024 and the patch size for the global and region networks is 256×256. For the loss computation, both global and local landmarks are normalized to $[-0.5, 0.5]$ based on their image or region size and $\lambda = 0.25$ is set to weight each region term equally in the loss.

As comparison methods, we use dlib [11], HR-Net [23], and Face of Art [27]. We retrained dlib and fine-tuned HR-Net using our synthetically augmented art facial landmark dataset including the geometric transformations of the landmarks. To measure the performance, we compute the mean Euclidean error (ME) of the predicted and manually labeled facial landmarks. In contrast to related works [27,23], we do not normalize the error based on the inter-ocular distance, inter-pupil distance, or the diagonal of the bounding box. Especially to assess the accuracy in high-resolution images, we prefer to compare the directly measured pixel distance between the landmarks as the denominator using the eye distance or bounding box distance can become very large and thus the error would become very small.
Fig. 5: Quantitative comparison of the facial landmark prediction for individual parts of the face of our high-resolution paintings and prints. * For dlib only 38 out of 40 paintings and 34 out of 40 prints were detected. ** HR-Net is the fine-tuned model on our art dataset.

Table 3: Quantitative comparison for the public Artistic Faces dataset (256 × 256).
* For dlib only 134 out of 160 artworks were detected.

| Method                      | ME 68 | ME 51 | ME jaw | ME eye | ME brows | ME nose | ME eyes | ME mouth |
|-----------------------------|-------|-------|--------|--------|----------|--------|--------|----------|
| dlib*                       | 5.75±3.64 | 5.42±3.43 | 6.74±5.37 | 7.01±6.64 | 4.87±4.16 | 5.54±5.90 | 4.82±4.23 |
| HR-Net (Art)                | 5.28±2.39 | 4.60±2.45 | 7.31±3.74 | 5.76±4.08 | 4.61±3.58 | 4.19±2.87 | 4.27±2.11 |
| Face of Art                 | 4.87±2.48 | 3.88±2.36 | 7.93±4.44 | 5.57±6.02 | 3.90±4.82 | 3.23±2.54 | 3.41±3.06 |
| ArtFacePoints (w/o FM)      | 5.77±3.12 | 4.27±2.66 | 10.27±6.37 | 5.83±5.24 | 4.51±3.29 | 3.19±2.48 | 4.02±3.17 |
| ArtFacePoints               | 5.58±3.19 | 3.91±2.77 | 10.60±6.08 | 5.55±6.32 | 3.77±2.57 | 3.24±2.88 | 3.55±2.97 |

5.3 Results

The quantitative results for our high-resolution art dataset are summarized in Table 2. Considering all 68 landmarks, all methods are relatively close for the paintings test set, except for the retrained version of dlib on art images that did not work well. By comparing only the inner facial landmarks (51) for which we apply the region refinement, the errors of all methods are considerably reduced, in particular for our ArtFacePoints. The facial landmark detection in prints is more challenging, resulting in overall higher errors. Our ArtFacePoints achieves the lowest error for both the total 68 and also the inner 51 landmarks. For both paintings and prints, fine-tuning of HR-Net shows improvements compared to the pretrained model, hence in the next experiments, we only include dlib (pretrained) and HR-Net (fine-tuned).

In our ablation study, we compare the global network only (trained for 60 epochs) and two versions of regional refinement: firstly, ArtFacePoints (w/o FM), for which we only use the RGB images as input to the region networks, i.e., without the feature maps and secondly, our proposed ArtFacePoints which uses the concatenation of the RGB channels and the feature maps. We can observe for both paintings and prints that the regional refinement of both variants brings some benefit for the inner facial landmarks. Using the additional input of the
feature maps is slightly superior, but ArtFacePoints (w/o FM) works a bit better for including the landmarks of the jaw line.

In Fig. 5, we separately analyze the performance of the individual facial parts. Both variants of ArtFacePoints achieve the lowest errors for eyes, nose, mouth, and brows. The competing method Face of Art is relatively close to ours for the mouth, and it also works good for eyes and nose. HR-Net (fine-tuned) is the third best for the brows, for the eyes and mouth, HR-Net and dlib are comparable for the paintings, but HR-Net is better for the prints and also dlib did not detect landmark estimates for all faces. In general, the largest errors are obtained for the jaw line, which does not show as distinctive features as e.g., the eyes and
thus there is more ambiguity in the labeling process where to exactly position the landmarks on the face boundary and sometimes the face boundary is really hard to detect in case of occlusions by beard or hair. This uncertainty is hence also propagated into the models’ predictions. The jaw line prediction of dlib is best for the paintings. As we used dlib as initial estimate for the manual labeling and then corrected the landmarks, there might be some bias for dlib regarding the jaw line. For the prints, dlib did not work so well, hence we also had a larger correction effort, which is also visible at the jaw line results. Our method has its limitations for the prediction of jaw lines, which where not specifically refined as only regions of the inner facial landmarks are extracted, but for instance for the registration of portraits only the landmarks of eyes, nose, and mouth are important, for which our method performs best.

Some visual examples for the landmark prediction results are shown in Fig. 6 for the paintings and in Fig. 7 for the prints. For each artwork, we additionally select a zoom in region for a precise comparison of the difference of the competing
methods to our ArtFacePoints. For the paintings, in the first zoom region in Fig. 6, the landmarks of the eye are most accurately predicted by ArtFacePoints, for dlib, HR-Net and Face of Art the eye is a bit too small. The second and third zoom regions in Fig. 6 depict the mouth region, for which ArtFacePoints most precisely detects the upper and lower lip. For the prints in Fig. 7, dlib does not achieve an acceptable result for the first two images. In the zoomed regions of the eyes of all three examples, Face of Art and HR-Net miss the eye boundary in some corners and thus are less accurate than our ArtFacePoints.

Further, we tested the facial landmark detection for the low-resolution public Artistic Faces dataset (see Table 3). As our method requires input resolution of \(1024 \times 1024\), we upscale the \(256 \times 256\) images to feed them to ArtFacePoints. The mean error is calculated at the low-resolution scale. Regarding the 68 and 51 facial landmarks Face of Art is slightly superior to our method, which is due to our lower performance of the jaw line prediction. However, for the individual regions of the core facial landmarks, ArtFacePoints is on par to Face of Art. HR-Net and dlib numerically also perform quite well for the low-resolution images, except that for dlib only 134 of 160 images could be considered to compute the ME due to dlib’s false negative face detections. Thus, we could show that our ArtFacePoints can also be applied to the low-resolutions, but its advantage lies in the accurate prediction of the inner facial features for high-resolution applications.

6 Applications

In this section, we present some examples for the application of our ArtFacePoints to support the visual comparison of similar artworks.

6.1 Image registration using facial landmarks

To be able to visually compare two portraits based on their facial characteristics the images need to be registered. Therefore, the facial landmarks in both images serve as control point pairs for the registration. Since we want to explicitly align the eyes, nose, and mouth in the images, we only take these 41 landmarks as control points. Our aim is to find a global transformation matrix that transforms the source image in such as way that the error between the transformed source control points and target control points is minimal. To robustly compute the transform, we use random sample consensus (RANSAC) [4] that estimates multiple transforms based on random subsets of the 41 control points and then selects the transform with the largest support based on all 41 control points. The aspect ratio of the source image should be kept before and after the registration, thus we estimate a partial affine transform that includes rotation, translation, and scaling but no shearing. This is important for the similarity comparison of the faces to assess e. g., if artists reused some facial structures in two different artworks of a similar motif.
6.2 Facial image and contour comparison

For the visual illustration of facial landmarks based registration in Fig. 8, we picked three artworks by Cranach the Elder that depict Martin Luther as “Junker Jörg” (image 1 and 2) or Augustinian monk (image 3). We detected the facial landmarks using ArtFacePoints and then applied RANSAC to predict the transformations between the reference image which is the painting and the two other images, the prints. For both registration pairs, in (d) and (e) the lines connecting the control points in the reference and source image are colored in green and red. The green lines indicate the inliers, which are those points that were selected by RANSAC to compute the transformation and the red lines indicate the outliers that were excluded for the computation. Both examples show a high number of inliers. The first two images of the bottom row of Fig. 8 visualize the registration results as blended image overlays using alpha blending between the target and transformed source image, which indicate high similarity between the facial structures.

Another possibility is to focus only on the facial contours for the comparison. For this task, we generate contour drawings for the three examples using the conditional generative adversarial network Art2Contour [20] and apply the same transformations that we have predicted using the facial landmarks to warp the contour images correspondingly (see (h)-(j) in Fig. 8). Then, we compute an intersection contour overlay in (k). It depicts the contours in white if at least two contours are intersected, and otherwise, i.e., without any intersection, they are drawn in an image-specific color. That allows the comparison of multiple contours in one image, with a direct assignment of contour parts to the images. The intersection overlay depicted in Fig. 8 (k) for the given example images shows that these cross-modal pairs of painting and prints have a very similar shape of the main facial contour with some artistic differences in the contour line of the nose (painting) and in the right part of the jaw line (print with monk).
7 Conclusions

We presented a deep learning method for facial landmark detection in high-resolution artistic images. We employ a heatmap-based global network for coarse coordinates extraction and multiple heatmap-based region networks that operate on high image resolution only for specific regions. To train our method, we created a large synthetically augmented high-resolution dataset by using artistic style transfer and geometric transformations. In the experiments, we showed on our test dataset of paintings and prints, that our method, in comparison to competing methods, more accurately detects the facial landmarks of eyes, nose, and mouth, which are important for facial image registration. Then, we visually demonstrated for some example images the application of facial landmarks for cross-genre registration of paintings and prints and the possibility for facial image and contour comparison. Our method works precisely for the high-resolution landmarks of paintings and prints with moderate artistic shape and texture variations, but its performance of the detection of the jaw line is limited as we do not apply any refinement for this landmark group. Thus, future work will investigate model-based approaches to tune the detection of the facial outline.
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