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Abstract—A common setting of reinforcement learning (RL) is a Markov decision process (MDP) in which the environment is a stochastic discrete-time dynamical system. Whereas MDPs are suitable in such applications as video games or puzzles, physical systems are time continuous. A general variant of RL is of digital format, where updates of the value (or cost) and policy are performed at discrete moments in time. The agent–environment loop then amounts to a sampled system, whereby sample-and-hold is a specific case. In this article, we propose and benchmark two RL methods suitable for sampled systems. Specifically, we hybridize model predictive control with critics learning the optimal Q- and value (or cost-to-go) function. Optimality is analyzed and performance comparison is done in an experimental case study with a mobile robot.

Index Terms—Mobile robot, model predictive control (MPC), optimal control, q-learning, reinforcement learning (RL).

I. INTRODUCTION

Reinforcement learning (RL) showed remarkable performance in puzzles and video games [1], [2], [3], while also having demonstrated certain success in industrial tasks [4], [5]. Still, plain RL settings face performance guarantee requirements in industry, traditionally being addressed via classical control, such as model predictive control (MPC) [6], [7], [8], [9]. There is some promising research on hybridization of MPC with RL and, generally, learning-based methods [10]. Offline learning hybrids of RL and MPC have been proposed in an attempt to augment the learning-based estimation peculiar to RL with explicit computations of MPC (see, e.g., [11], [12], [13]). Certain challenging control engineering tasks have been handled using novel online RL-MPC approaches [14], [15]. An online RL-MPC hybrid is known to produce safe policies for general affine systems with a quadratic stage cost [16]. Another online RL-MPC approach has been studied for nonlinear systems with discounted stage cost [17]. It can be seen that, although RL and MPC start off with fundamentally different optimal control problems (finite horizon versus infinite horizon [18]), there are plenty of options to blend them for the sake of gaining the advantages of both. In this work, we study the so-called stacked RL first proposed in [19] in the Q-learning format for discrete-time systems. Stacked RL is an approach that combines model-based computation of trajectories peculiar to MPC with learnable critics peculiar to RL.

Unlike conventional methods of RL such as Q-learning and policy iteration, stacked RL is an online-learning method, and thus, it is intended to work “out of the box” without any pretraining, much like in the case of MPC. We generalize this approach to sample-and-hold systems and suggest a further variant of it called stacked RL-QV, where the optimal cost-to-go (or value, depending on the problem statement) function approximation is used as a terminal cost. This work concentrates on studying the performance of the suggested agents in experiments with a mobile robot, while the question of incorporating safety and stability constraints was addressed in [20], [21], and [22].

The rest of this article is organized as follows. A theoretical background is addressed in Section II. The description of the new stacked RL-QV algorithm and its theoretical analysis are given in Section III. Section IV is concerned with a particular practical realization of the algorithm. Experimental results and comparison with the stacked Q-learning as per [19], in the sample-and-hold variant, are given Section V.

Notation: For any $z$, denote $\{z_{i|k}\}_{i=1}^N \equiv \{z_{i|1}, \ldots, z_{i|N}\} \equiv \{z_{k-1}, \ldots, z_{k+N-1}\}, N \in \mathbb{N}$, if a starting index $k \in \mathbb{N}$ is emphasized; otherwise, it is just $\{z_i\}^N \equiv \{z_1, \ldots, z_N\}$. If $N$ in the above is omitted, the sequence is considered infinite. The notation $[N]$ will mean the set $\{1, 2, \ldots, N\}$.

II. THEORETICAL FOUNDATION

We consider an environment as a general nonlinear dynamical system

$$\dot{x} = f(x, u), \quad \text{(sys)}$$

where $x \in \mathbb{R}^n$ is the state, $u \in \mathbb{R}^m$ is the control action, and $f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n$ is the system dynamics function. The goal is to solve the following infinite-horizon optimal control problem:

$$\min_{\rho \in \mathcal{U}} J^\rho(x_0) := \int_0^\infty e^{-\gamma t} \left( r(x(t), \rho(x(t))) \right) dt, \, \gamma \in [0, +\infty) \quad (1)$$

where $x_0$ is the initial state, $r$ is the running cost, and $\rho : \mathbb{R}^n \rightarrow \mathbb{R}^m$ is a control policy that belongs to some class of admissible policies $\mathcal{U}$ (we assume that all policies in $\mathcal{U}$ imply the convergence of the above integral and there exists a minimizer). Note that, unlike [17], our setup allows for undiscounted stage costs. This problem is given in the cost minimization format, as it is common in control, while RL usually treats $r$ as a reward and aims at its maximization. The integral cost is also called cost-to-go (analogously, reward-to-go). The optimum of the cost-to-go satisfies the Bellman optimality principle:

$$\forall t \in [0, \infty) : \quad J^*(x) := \min_{\rho \in \mathcal{U}} \left\{ \int_0^\infty e^{-\gamma \tau} r(x^\rho(\tau), \rho(x^\rho(\tau))) d\tau + J^*(x^\rho(t)) \right\} \quad (2)$$

where $x^\rho(t)$ is the trajectory under the policy $\rho$. The respective minimizer $\rho^*$, that corresponds to $J^*$, is (a globally) optimal policy. Let $\eta$ be an arbitrary policy on $[0, \ell]$ (head policy). Then, the Bellman optimality...
principle can be rewritten in terms of a Q-function with an η head:

\[ Q(x|η) := \int_0^t e^{-\gamma t}r(x^\eta(\tau), η(\tau))d\tau + J^*(x^\eta(t)) \]

\[ J^*(x) = \min_\eta Q(x|\eta). \]  

(3)

Notice that there is, in general, no limiting case of a Q-function in the time-continuous case, i.e., where the head policy boils down to a single action.

### III. GROUNDWORK OF THE APPROACH

In this section, we discuss stacked RL in a sampled setting. Let \( δ \) be a sampling step size so that the policy is updated every \( δ \) units of time. Fix an index \( k \in \mathbb{N} \) and let us count sampled policies \( \rho_{ijk} \) on \( δ \)-intervals via an index \( i \in \mathbb{N} \) starting at \( k \). Then, the Q-function at the \( i \)-1st step reads

\[ Q^δ(x((k + i - 1)\delta))|\rho_{ijk} = \int_{(k+i)\delta}^{(k+i+1)\delta} e^{-\gamma t}r(x^{\rho_{ijk}}(t), \rho_{ijk}) dt + J^*(x((k + i)\delta)) \]  

(4)

where \( x((k + i - 1)\delta) \) is the starting state inside the sampling interval and \( Q^δ \) is the Q-function there. Let us use the shorthand notation, for a \( j \in \mathbb{N} \), \( x_j := x(j\delta) \). Notice that a sampled state trajectory satisfies, for \( t \in [(k + i - 1)\delta, (k+i)\delta] \),

\[ x^{\rho_{ijk}}(t) := x_{i|k} + \int_{(k+i)\delta}^{(k+i+1)\delta} f(x^{\rho_{ijk}}(\tau), \rho_{ijk}) d\tau. \]  

(5)

In the stacked RL setting, we consider a finite horizon of the described \( δ \)-intervals, starting from every step \( k \). Let the horizon be some \( N \in \mathbb{N} \). Then, let \( i \) run over \([N-1] \). Let us consider a stack of Q-functions as follows:

\[ \bar{Q}(x_k|\rho_{ijk})_{i=1}^{N-1} := \sum_{i=1}^{N-1} Q^δ(x_{i|k}, \rho_{ijk}) \]  

(6)

The optimization problem of the **stacked RL-QV** is suggested in the following form, while adding a \( J^* \)-terminal cost (cf., stacked Q-learning [19]):

\[ \min_{\{\rho_{ijk}\}_{i=1}^{N-1}} \left\{ \sum_{i=1}^{N-1} Q^δ(x_{i|k}, \rho_{ijk}) + J^*(x_{k+N-1}) \right\}. \]  

(7)

Thus, the minimization is over a finite stack of sampled policies \( \{\rho_{ijk}\}_{i=1}^{N-1} \). The next theorem shows that the optimal policy resulting from the Stacked RL-QV yields the globally optimally policy, i.e., the minimizer of \( J^* \).

**Remark 1:** “Collapse of Q-learning” is a phenomenon that occurs when Q-learning is applied to discretized continuous-time systems. If \( δ \) is small, then \( Q^δ(x, u) \approx J^*(x) \), which makes the updates ill-behaved [23]. Using a stack of Q-functions to perform such an update remedies this issue. Observe that if for some fixed parameter \( a_0 \) one were to choose \( N \) in such a way that \( N > \frac{1}{a} \), then this would prevent the collapse of the stack \( Q^δ \) to the \( N \)-fold optimal cost-to-go function \( J^*(\cdot) \). Approaches to remedy the collapse of Q-learning are known. For instance, in [23] and [24] the Q-function is replaced with the advantage function that carries the same information but does not collapse as \( δ \) tends to 0. Deep advantage updating implies that the optimal value function (in our context, cost-to-go) be too learned alongside with the advantage function \( A \). Although the main purpose of stacking in the current work is not to avoid Q-learning collapse in a continuous time setting per se, the idea of stacking could be extended to the case of learning the advantage function. This is however beyond the scope of this work. Furthermore, we explicitly stress the sampled character of the agent, i.e., \( δ \) is always assumed strictly positive.

**Theorem 1:** Let \( \{x_{k+1}|i=0\}^{N-1} \) be an optimal trajectory starting at \( x_k \) and for any other trajectory \( \{\bar{x}_{k+1}|i=0\}^{N-1} \), such that \( \bar{x}_k = x_k \), it holds that \( \sum_{i=1}^{N-1} J^*(x_{k+i}) \leq \sum_{i=1}^{N-1} J^*(\bar{x}_{k+i}) \). Then,

\[ \min \left\{ \sum_{i=1}^{N-1} Q^δ(x_{i|k}|\rho_{ijk}) + J^*(x_{k+N-1}) \right\} \]

\[ = \sum_{i=1}^{N-1} \min_{\rho_{ijk}} Q^δ(x_{i|k}|\rho_{ijk}) + J^*(x_{k+N-1}) \]  

(8)

**Corollary 1:** Minimizing \( \bar{Q} \) yields an optimal policy under the aforementioned assumption.

**Remark 2:** Note that

\[ \bar{Q}(x_k|\rho_{ijk})_{i=1}^{N-1} \]

\[ = \sum_{i=1}^{N-1} \frac{e^{-\gamma i\delta}r(x(t), \rho(x(t))) dt + \sum_{i=1}^{N-1} J^*(x_{k+i})}{MPC \text{ cost function}} \]  

(9)

One can observe that \( \bar{Q} \) is essentially MPC cost complemented with additional information from beyond the prediction horizon. We have the learning aspects of RL combined with the act of looking several steps ahead, peculiar to MPC. This is the main motivation of stacked RL.

**Assumption 1:** Let \( f(x, u) \) from (sys) be locally Lipschitz continuous in \( x \) uniformly in \( u \), let \( U \) be compact and let \(|r(\cdot, \cdot)|, \|f(\cdot, \cdot)\| \) be upper semicontinuous.

The following theorem illustrates how for a sufficiently high sampling frequency the difference between the two metrics in (8) is negligible.

**Theorem 2:** Assumption 1 implies

\[ \min_{\{\rho_{ijk}\}_{i=1}^{N-1}} \left\{ \sum_{i=1}^{N-1} Q^δ(x_{i|k}|\rho_{ijk}) + J^*(x_{k+N-1}) \right\} \]

\[ - \left\{ \sum_{i=1}^{N-1} \min_{\rho_{ijk}} Q^δ(x_{i|k}|\rho_{ijk}) + J^*(x_{k+N-1}) \right\} \delta \to 0. \]  

(10)

In the next section, we discuss a particular realization of the stacked RL-QV algorithm using a double-critic for a sample-and-hold system, which is the simplest form of sampled system, in which the sampled policies simplify just to constant actions.

### IV. REALIZATION IN SAMPLE-AND-HOLD SETTING

The sample-and-hold setting can be described as follows:

\[ Dx = f(x, u^δ), \ x(0) = x_0 \]

\[ x_{i|k} := x((k + i - 1)\delta), \ k \in \mathbb{N} \]

\[ u^δ(t) \equiv u_{i|k} = \rho(x_{i|k}), \ t \in [kδ, (k + i)δ) \]

(\text{sys} - δ)

where \( D \) is a suitable derivative operator, \( u^δ \) is a control signal sampled at \( δ \)-steps, \( \rho : \mathbb{R}^n \to \mathbb{R}^m \) is a policy to be applied sample-wise, and \( \delta > 0 \) is the sampling time as before. For any \( k \in \mathbb{N} \), the state \( x_{k|k}(t) \)
at $t \geq k\delta$ under $u_k$ satisfies
\begin{equation}
\dot{x}^{uk}(t) \doteq x_k + \int_{k\delta}^{t} f(x(\tau), u_k) \, d\tau. \tag{11}
\end{equation}
When predicting these sampled states in practice, one has to use an approximation, in general, e.g., a numerical integration scheme. The Euler scheme is the simplest one:
\begin{equation}
\hat{x}_{i+1|k} = \hat{x}_{i|k} + \delta f(\hat{x}_{i|k}, u_{i|k}) \tag{12}
\end{equation}
where $\hat{x}_{i|k}$ denotes the approximate state. Whereas tabular methods of RL can effectively compute the Q- and/or value function, they are not suitable for online application, which is usually tackled using temporal-difference (TD). An actor-critic structure with neural networks is then employed to approximate the optimal Q- and/or value (or cost-to-go) function using the TD. In this work, we consider a double-critic structure, which approximates both, as follows:
\begin{align*}
\hat{Q}(x, u; w) &\doteq \langle w, \varphi_Q(x, u) \rangle, \\
\hat{V}(x; v) &\doteq \langle v, \varphi_V(x) \rangle
\end{align*}
\begin{align}
\varphi_Q(x, u) &\doteq \frac{n + m - 1}{k + 0} + \frac{1}{i-j+k} \left( (x^T, u^T)^T (x^T, u^T) \right)_{ij} \\
\varphi_V(x) &\doteq \frac{n + 1}{k + 0} + \left( xx^T \right)_{ij} \tag{13}
\end{align}
where $w$ and $v$ are the weights of the $\hat{Q}$- and $\hat{V}$-critic, respectively, $\varphi_Q$ and $\varphi_V$ are the corresponding activation functions, and $+$ is the operator of concatenating vectors. We consider here shallow networks only for the ease of notation—deep topologies can be used analogously.

The critic objective can be formulated via an array of TDs formed from an experience replay as follows:
\begin{align*}
\min_{w_k, v_k} &\ J^c(w_k, v_k) \\
\text{where}
J^c(w_k, v_k) &\doteq \frac{1}{2} \sum_{j=1}^{M-1} e_j^2(w_k) + \frac{1}{2} \sum_{j=1}^{M-1} (e_j^2(v_k))
\end{align*}
and $w_k$ and $v_k$ are the vectors of the critic neural network weights to be optimized over, $w_{k-1}$ and $v_{k-1}$ are the vectors of the weights from the previous time step, and $M$ is the size of the experience replay.

The actor objective can be expressed in the following form, according to the stacked RL-QV principle:
\begin{align*}
\min_{\{u_{i|k}\}_{i=1}^{N-1}} &\ J^u(x_k|\{u_{i|k}\}_{i=1}^{N-1}; w_{k-1}) \\
\text{s.t.} \ &\hat{x}_{i+1|k} = \hat{x}_{i|k} + \delta f(\hat{x}_{i|k}, u_{i|k}). \tag{15}
\end{align*}

The overall actor-critic realization of the stacked RL-QV in a sample-and-hold setting is summarized in Algorithm 1.

\textbf{Remark 3:} Note that despite the fact that the critics are updated via ordinary experience replay, the online planning phase (see line 4 in Algorithm 1) involves explicitly computing future states, using the known model of the system. Ordinary MPC would evaluate a policy $\{\rho_{i|k}\}_{i=1}^{N-1}$ by first computing the corresponding trajectory $\{x_{k+i+1|k}\}_{i=1}^{N-1}$ and then using the value of $\sum_{i=1}^{N-1} r(x_{k+i+1}, \rho_{i|k})$ to tell how good the policy is. Likewise, RL-QV measures the goodness of a policy $\{\rho_{i|k}\}_{i=1}^{N-1}$ by first computing the corresponding trajectory $\{x_{k+i+1|k}\}_{i=1}^{N-1}$ and then evaluating the obtained trajectory via critics (instead of computing the partial cost, like MPC would). This essentially makes RL-QV a version of MPC with stage costs substituted for critics.

\textbf{Remark 4:} To lift the assumption $\sum_{i=1}^{N-1} J^c(x_{k+i+1}) \leq \sum_{i=1}^{N-1} J^c(\hat{x}_{k+i+1})$ of Theorem 1, the Q-function stack may be complemented.
as follows:

\[ Q^*(x_k\{\rho_i(k)\}_{i=1}^{N-1}) = \sum_{i=1}^{N-1} Q^d(x_{i(k)}, \rho_i(k)) + J^*(x_{k+N-1}) + \sum_{i=1}^{N-1} (N - i) r(x_{k+i-1}, \rho_i(k)). \]  

(16)

In this case, one could, e.g., take a model \( \hat{Q}(x_{i(k)}, u_{i(k)}; \omega) + (N - i) r(x_{i(k)}, \rho_i(k)) \).

**Theorem 3:** Let

\[ \{\bar{\rho}_{i(k)}\}_{i=1}^{N-1} = \arg\min_{\{\rho_i(k)\}_{i=1}^{N-1}} Q^*(x_k\{\rho_i(k)\}_{i=1}^{N-1}) \]

(17)

then \( \{\bar{\rho}_{i(k)}\}_{i=1}^{N-1} \) are optimal control inputs.

V. EXPERIMENTAL STUDY

The stacked RL-QV was tested in the mobile robot parking problem and compared to the stacked Q-learning based on [19], [25], and [26] (further called stacked RL-Q for consistency) and an MPC agent.

The experiment consisted of a total of 150 runs. The robot started from different positions on a grid over an experimental polygon with a side of 4 m, turned away from the center—the target (see Fig. 1). The goal was to park the robot at the target while achieving a desired orientation.

The model of the three-wheel robot was assumed in the following form:

\[
\begin{align*}
\dot{x} &= v \cos \alpha \\
\dot{y} &= v \sin \alpha \\
\dot{\alpha} &= \omega
\end{align*}
\]

(18)

where \( x \) is the \( x \)-coordinate in [m], \( y \) is the \( y \)-coordinate in [m], \( \alpha \) is the orientation angle in [rad], \( v \) is the linear velocity in [m/s], and \( \omega \) is the angular velocity in [rad/s]. The action is \( u = [v \omega] \).

The stage cost was taken in the following quadratic form:

\[ r = \chi^\top R \chi \]  

(19)

where \( \chi \) is equal either \( \chi_Q \) or \( \chi_J \)—the \( Q \)- and cost-to-go function regressor, respectively—\( \chi_Q := [(x, y, \alpha) \mid u], \chi_J := (x, y, \alpha), \) and \( R \) is a diagonal positive-definite matrix.

All the experiments were performed on a Robotis TurtleBot3 using a Robot Operating System and a Python framework for RL called rcoginita (see Fig. 2 and the Github link github.com/pavel-osinenko/rcoginita for more details). Experiments were carried out in the following setups.

1) Long-sighted horizon: \( N = 12, \delta = 0.1 \) s. Here, the effective prediction horizon equals 1.2 s (see Fig. 3).
2) Short-sighted horizon: \( N = 6, \delta = 0.1 \) s. The effective prediction horizon equals 0.6 s (see Fig. 4).

For each start on the grid, the accumulated stage costs \( J_{RL-Q}, J_{RL-QV}, \) and \( J_{MPC} \) were computed. The accumulated cost relationships

\[ J_{RL-QV/MPC} = \frac{J_{RL-Q}}{J_{MPC}} \cdot 100\% \]  

(20)

where then computed as performance marks.

The results of the cost difference percentage (20) are shown in Figs. 3(a) and 4(a), while of (21) in Figs. 3(b) and 4(b).

It was observed that both the RL agents generally outperformed MPC in terms of the accumulated stage cost for both horizon setups (see Figs. 3 and 4). At the same time, the QV variant showed better results than the Q one. Notice that both have the same computational complexity for equal horizon. This indicated certain merits of the QV variant in the conducted experiment.

The results indicate that the advantage of the proposed stacked approaches over MPC strongly depends on the area of the state space, from which that agent begins its learning. It is also notable that both RL-Q and RL-QV seem to outperform MPC consistently for longer prediction horizons. Thus, in a practical scenario, when MPC is done with the largest horizon that can be computed in a reasonable amount of time, RL-Q and RL-QV seem to be superior to MPC.

**Remark 5:** It is worth pointing out that, despite the fact that the considered setting does not account for noise and other kinds of stochasticity, the proposed approach managed to perform well even in the
Contour plot of accumulated cost relationships (interpolated between ticks for better view). Here, \( J \) yields \( \sum J \) and \{ \( J \) \} be an optimal trajectory starting at \( x \) and \( \bar{J} \) and \( J = 0 \) for short-sighted horizon. See (20). \( J \) RL-QV/MPC for short-sighted horizon. See (21).

The presence of the natural noises that occurred in the testing environment. Thus, it indicates that the approach can be utilized in a practical scenario without necessarily introducing explicit robustifying measures.

**APPENDIX**

**Theorem 1:** Let \( \{ x_{k+1}^* \}_{k=0}^{N-1} \) be an optimal trajectory starting at \( x_k \) and for any other trajectory \( \{ \bar{x}_{k+1}^* \}_{k=0}^{N-1} \), such that \( x_k = \bar{x}_k \), it holds that \( \sum_{i=1}^{N-1} J^*(x^*_{k+i}) \leq \sum_{i=1}^{N-1} J^*(\bar{x}^*_{k+i}) \). Then,

\[
\min_{\{\rho_{ij}\}_{i=1}^{N-1}} \left( \sum_{i=1}^{N-1} Q^i(x_{ij}|\rho_{ij}) + J^*(x_{k+N-1}) \right) = \sum_{i=1}^{N-1} \min_{\rho_{ij}} Q^i(x_{ij}|\rho_{ij}) + J^*(x_{k+N-1}).
\]

(22)

**Proof:** Let the optimal sampled policy sequence for the Q-function stack be denoted as

\[
\{\rho_{ij}\}_{i=1}^{N-1} := \arg \min_{\{\rho_{ij}\}_{i=1}^{N-1}} \left( \sum_{i=1}^{N-1} Q^i(x_{ij}|\rho_{ij}) + J^*(x_{k+N-1}) \right).
\]

(23)

The optimal sampled policy sequence of the element-wise Q-function optimization reads

\[
\{\rho_{ij}\}_{i=1}^{N-1} := \left\{ \arg \min_{\rho_{ij}} Q^i(x_{ij}|\rho_{ij}) \right\}_{i=1}^{N-1}.
\]

(24)

Denote the corresponding sequences of sampled state trajectories as \( \{\bar{x}_{k+i}\}_{k=1}^N \) and \( \{x_{k+i}\}_{k=1}^N \), respectively. Note that \( \{x_{k+i}\}_{k=1}^N \) is in fact an optimal trajectory.

Now, observe that

\[
\sum_{i=1}^{N-1} Q^i(x_{ij}|\rho_{ij}) + J^*(x_{k+N-1}) = \sum_{i=1}^{N-1} J^*(x_{k+i}) + \int_{\bar{x}_k}^{x_{k+N-1}} e^{-\gamma t} (x^*(t), \rho^*(t)) \, dt + J^*(x_{k+N-1}).
\]

(25)

At the same time

\[
\min_{\{\rho_{ij}\}_{i=1}^{N-1}} \left( \sum_{i=1}^{N-1} Q^i(x_{ij}|\rho_{ij}) + J^*(x_{k+N-1}) \right) = \sum_{i=1}^{N-1} Q^i(\bar{x}_{ij}|\bar{\rho}_{ij}) + J^*(\bar{x}_{k+N-1}) = \sum_{i=1}^{N-1} J^*(\bar{x}_{k+i}) + \int_{\bar{x}_k}^{x_{k+N-1}} e^{-\gamma t} (\bar{x}(t), \bar{\rho}(t)) \, dt + J^*(\bar{x}_{k+N-1}).
\]

(26)

By optimality, we have

\[
\int_{\bar{x}_k}^{x_{k+N-1}} e^{-\gamma t} (x^*(t), \rho^*(t)) \, dt + J^*(x_{k+N-1}) \leq \int_{\bar{x}_k}^{x_{k+N-1}} e^{-\gamma t} (\bar{x}(t), \bar{\rho}(t)) \, dt + J^*(\bar{x}_{k+N-1}).
\]

(27)

By the theorem’s assumption, we have

\[
\sum_{i=1}^{N-1} J^*(x_{k+i}) \leq \sum_{i=1}^{N-1} J^*(\bar{x}_{k+i}).
\]

(28)

Now, consider identities (25) and (26), and observe that adding the above inequalities (27) and (28) yields

\[
\sum_{i=1}^{N-1} \min_{\rho_{ij}} Q^i(x_{ij}|\rho_{ij}) + J^*(x_{k+N-1}) = \sum_{i=1}^{N-1} J^*(x_{k+i}) + \int_{\bar{x}_k}^{x_{k+N-1}} e^{-\gamma t} (x^*(t), \rho^*(t)) \, dt + J^*(x_{k+N-1})
\]
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\[ \int_{k}^{(k+N-1)\delta} e^{-\gamma t} r(x(t), \rho(t)) \, dt + J^*(\bar{x}_{k+N-1}) \leq \sum_{i=1}^{N-1} \min_{\{\rho_{i,k}\}_{i=1}^{N-1}} \left( \sum_{i=1}^{N-1} \frac{Q^k(x_{i,k}|\rho_{i,k}) + J^*(x_{k+N-1})}{\|\cdot\|} \right). \]

On the other hand, the minimum of the sum is no greater than the sum of successive minima, i.e.,

\[ \min_{\{\rho_{i,k}\}_{i=1}^{N-1}} \left( \sum_{i=1}^{N-1} \frac{Q^k(x_{i,k}|\rho_{i,k}) + J^*(x_{k+N-1})}{\|\cdot\|} \right) \leq \sum_{i=1}^{N-1} \min_{\rho_{i,k}} Q^k(x_{i,k}|\rho_{i,k}) + J^*(x_{k+N-1}). \]

Thus, by double inclusion, (29) together with (30) imply the required identity

\[ \min_{\{\rho_{i,k}\}_{i=1}^{N-1}} \left( \sum_{i=1}^{N-1} \frac{Q^k(x_{i,k}|\rho_{i,k}) + J^*(x_{k+N-1})}{\|\cdot\|} \right) \leq \sum_{i=1}^{N-1} \min_{\rho_{i,k}} Q^k(x_{i,k}|\rho_{i,k}) + J^*(x_{k+N-1}). \]

**Remark 6:** The sampled policies \( \{\rho_{i,k}\}_{i=1}^{N-1} \) and \( \{\bar{\rho}_{i,k}\}_{i=1}^{N-1} \) yield the same total cost.

**Remark 7:** Observe that the assumption \( \sum_{i=1}^{N-1} J^*(x_{k+i}) \leq \sum_{i=1}^{N-1} J^*(\bar{x}_{k+i}) \) can be replaced with a stronger one of the following kind:

\[ J^*(x_{k+i}) \leq J^*(\bar{x}_{k+i}), \quad i = 0, \ldots, N - 1. \]

Although the assumption is stronger, it is evidently easier to verify.

Systems that satisfy the latter assumption are not uncommon; consider, for instance, a Markov chain composed of the following two subchains:

\[ \begin{align*}
    x_{\text{initial}} & \xrightarrow{2} x_{\text{left}} \xrightarrow{2} x_{\text{final}} \xrightarrow{0} x_{\text{final}} \\
    x_{\text{initial}} & \xrightarrow{10} x_{\text{right}} \xrightarrow{10} x_{\text{final}}.
\end{align*} \]

**Definition 1:** \( H^k(x_0, u) \) is a function that maps \( x_0 \in X \) and \( u \in U \) to the corresponding solution \( x(\cdot) : [0, \delta] \to X \) of

\[ \begin{align*}
    \dot{x} &= f(x(t), u(t)) \\
    x(0) &= x_0 \\
    u(t) &= u.
\end{align*} \]

**Lemma 1:** Let Assumption 1 hold. Let \( A \subset X \) and \( U \) be compact sets. Then, \( H^k(A, U) := \{ H^k(x_0, u) | x_0 \in A, u \in U \} \) is compact with respect to the uniform norm \( \| \cdot \|_u \) in \( C([0, \delta]) \), and \( \text{Im} \, H^k(A, U) := \bigcup \{ \text{Im} \, x(\cdot) | x(\cdot) \in H^k(A, U) \} \) is bounded.

**Proof:** A direct product of compact topological spaces is a compact topological space, thus \( A \times U \) is compact.

It is known that \( H^k(\cdot, \cdot) \) is continuous with respect to the uniform norm \( \| \cdot \|_u \) in \( C([0, \delta]) \) (see [27, Th. 2.6]).

Continuous functions map compact sets to compact sets; thus, \( H^k(A, U) = H^k(A \times U) \) is compact.

Since \( \exists c > 0 \forall f \in H^k(A, U) : \| f \|_u < c \), then obviously \( \exists c > 0 \forall f \in H^k(A, U) \forall u \in \text{Im} \, f : \| u \|_2 < c \), which in turn implies that \( \text{Im} \, H^k(A, U) \) is indeed bounded.

**Definition 2:**

\[ H^k_{n+1}(A, U) := H^k \left( \text{Im} \, H^k \left( \ldots \text{Im} \, H^k(A, U), \ldots \right), U \right). \]

**Lemma 2:** Let Assumption 1 hold. If \( A \) and \( U \) are compact, then

\[ \forall n \in \mathbb{N} \text{ Im} \, H^k_{n+1}(A, U) \text{ is bounded}. \]

**Proof:** It is already known that \( \text{Im} \, H^k_{n+1}(A, U) \) is bounded. Now, let us assume that \( A_n := \text{Im} \, H^k_{n+1}(A, U) \) is bounded. Let \( A_n \) be the closure of \( A_n \). By Lemma 1 \( \text{Im} \, H^k_{n+1}(A_n, U) \) is bounded. At the same time

\[ A_{n+1} = \text{Im} \, H^k(A_n, U) \subseteq \text{Im} \, H^k_{n+1}(A_n, U). \]

Thus, we have a proof by induction.

**Lemma 3:** Let Assumption 1 hold. Let \( \delta \leq \bar{\delta} \). Then, \( \text{Im} \, H^k_{n+1}(A, U) \subset \text{Im} \, H^k_{n+1} \)

**Proof:** Let \( A^k_n := \text{Im} \, H^k_{n+1}(A, U) \) and \( A^k_{n+1} := \text{Im} \, H^k_{n+1}(A, U) \). Let’s assume that \( A^k_n \subset A^k_{n+1} \) and let \( \exists f \in H^k(A^k_n, U) : \forall f \in f \), then \( \exists u \in A^k_n \forall u \in U \exists t \leq \delta : H^k(x, u)(t) = v \), which in turn obviously implies that \( H^k(x, u)(t) = v \). Thus, we have

\[ v \in \text{Im} \, H^k(A^k_n, U) \Rightarrow v \in \text{Im} \, H^k(A^k_{n+1}, U). \]

**Proof:** Let us assume that a sampled policy with sampling time \( \delta \) is in place and \( \delta \leq \bar{\delta} \). Evidently, \( x(t) \in \text{Im} \, H^k_{\bar{\delta}}((x_0), U) \); thus, \( t \in [0, \bar{n} \delta] \) implies \( x(t) \in \text{Im} \, H^k_{\bar{\delta}}((x_0), U) \). Thus, \( x(\bar{n} \delta) \) can be chosen as the closure of \( \text{Im} \, H^k_{\bar{\delta}}((x_0), U) \).

**Remark 8:** Lemmas 1–4 are necessary to establish that the trajectories of the system are uniformly bounded. Once the uniform bound \( X_n(\delta) \) is obtained, one can utilize the extreme value theorem to construct bounds for the drift and the running objective, i.e., the bounds in (40). These enable us to derive (41) and (42) in the proof of Theorem 2.

**Theorem 2:** Assumption 1 implies

\[ \min_{\{\rho_{i,k}\}_{i=1}^{N-1}} \left( \sum_{i=1}^{N-1} \frac{Q^k(x_{i,k}|\rho_{i,k}) + J^*(x_{k+N-1})}{\|\cdot\|} \right) \bar{n} \to 0. \]

**Proof:** Let the sampling time \( \delta \) be no greater than \( \bar{\delta} \), let

\[ \bar{f} := \max_{x \in X_{\bar{n} \delta}(\delta), u \in U} \| f(x, u) \| \]

\[ \bar{r} := \max_{x \in X_{\bar{n} \delta}(\delta), u \in U} | r(x, u) | \]
and let $\omega_V(\cdot)$ denote a (nondecreasing) modulus of uniform continuity of $J^*$ over $X_{N-1}$ ($\delta$) (by Heine–Cantor theorem, a continuous function is always uniformly continuous on a compact domain).

Now, observe that regardless of the choice of the sampled control input, we have

$$|J^*(x_{k+1}) - J^*(x_k)| \leq \omega_V \left( \int_{\delta}^{(k+1)\delta} \|f(x(t), u(t))\| dt \right)$$

$$\leq \omega_V \left( \int_{\delta}^{(k+1)\delta} \|f(x(t), u(t))\| dt \right) \leq \omega_V (\delta \bar{f}).$$

Using (25) and (26), we obtain

$$\min_{\{\rho_{j|i}\}_{i=1}^{N-1}} \left( \sum_{i=1}^{N-1} Q^\delta(x_{i|j|i}|\rho_{j|i}) + J^*(x_{k+N-1}) \right)$$

$$= \left( - \sum_{i=1}^{N-1} \min_{\{\rho_{j|i}\}_{i=1}^{N-1}} Q^\delta(x_{i|j|i}|\rho_{j|i}) + J^*(x_{k+N-1}) \right)$$

$$= \int_{\delta}^{(k+N-1)\delta} e^{-\gamma \tau} r(\bar{x}(t), \bar{\rho}(t)) dt$$

$$- \int_{\delta}^{(k+1)\delta} e^{-\gamma \tau} r(x^*(t), \rho^*(t)) dt$$

$$= \sum_{i=1}^{N-1} J^*(\bar{x}_{k+i}) - \sum_{i=1}^{N-1} J^*(x_{k+i})$$

$$= \sum_{i=1}^{N-1} |J^*(\bar{x}_{k+i}) - J^*(x_{k+i})| \geq -2\omega_V(N\delta \bar{f}).$$

Noting that (41) implies

$$- J^*(\bar{x}_{k+i}) - J^*(x_{k+i}) - J^*(x_{k+i}) | \geq -2\omega_V(N\delta \bar{f}).$$

Thus, we have

$$\min_{\{\rho_{j|i}\}_{i=1}^{N-1}} \left( \sum_{i=1}^{N-1} Q^\delta(x_{i|j|i}|\rho_{j|i}) + J^*(x_{k+N-1}) \right)$$

$$\geq N-1 \min_{\{\rho_{j|i}\}_{i=1}^{N-1}} \left( \sum_{i=1}^{N-1} Q^\delta(x_{i|j|i}|\rho_{j|i}) + J^*(x_{k+N-1}) \right)$$

$$\geq -2\omega_V(N\delta \bar{f}).$$

Using the squeeze theorem together with (30), we obtain the statement of Theorem 2 from the above.

**Theorem 3:** Let

$$\{\bar{\rho}_{j|i}^{N-1}\}_{i=1}^{N-1} \arg \min_{\{\rho_{j|i}\}_{i=1}^{N-1}} Q^\delta(x_k|\rho_{j|i})_{i=1}^{N-1}$$

then $\{\bar{\rho}_{j|i}^{N-1}\}_{i=1}^{N-1}$ are optimal.

**Proof:** Note that the right-hand side of (16) can be rearranged in the following way:

$$Q^\delta(x_k|\rho_{j|i})^{N-1}_{i=1}$$

(45)

(41)

Let $\{\bar{\rho}_{j|i}^{N-1}\}_{i=1}^{N-1}$ be optimal control inputs. By Bellman’s principle of optimality, we have

$$\min_{\{\rho_{j|i}\}_{i=1}^{N-1}} Q^\delta(x_k|\rho_{j|i})^{N-1}_{i=1}$$

$$= N-1 \min_{\{\rho_{j|i}\}_{i=1}^{N-1}} \left( \sum_{i=1}^{N-1} Q^\delta(x_{i|j|i}|\rho_{j|i}) + J^*(x_{k+N-1}) \right)$$

Now, note that

$$Q^\delta(x_k|\rho_{j|i})^{N-1}_{i=1}$$

(46)

But at the same time, since $\{\bar{\rho}_{j|i}^{N-1}\}_{i=1}^{N-1}$ is the minimizer, we have

$$Q^\delta(x_k|\rho_{j|i})^{N-1}_{i=1}$$

(47)

Thus, by double inclusion

$$Q^\delta(x_k|\rho_{j|i})^{N-1}_{i=1}$$

(48)

The latter implies

$$\sum_{i=1}^{N-1} \min_{\{\rho_{j|i}\}_{i=1}^{N-1}} Q^\delta(x_{i|j|i}|\rho_{j|i}) + \min_{\{\rho_{j|i}\}_{i=1}^{N-1}} Q^\delta(x_k|\rho_{j|i})^{N-1}_{i=1}$$

(49)

(50)

Together with (47), this yields

$$\psi(x_k|\rho_{j|i})^{N-1}_{i=1}$$

(51)

(52)

where the last of these identities simplifies to

$$\sum_{j=1}^{N-1} r(x_{k+j-1}, \bar{\rho}_{j|i}) + J^*(x_{k+N-1})$$

(53)
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