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Imaginary time evolution is a powerful tool applied in quantum physics, while existing classical algorithms for simulating imaginary time evolution suffer high computational complexity as the quantum systems become larger and more complex. In this work, we propose a probabilistic algorithm for implementing imaginary time evolution based on non-unitary quantum circuit. We demonstrate the feasibility of this method by solving the ground state energy of several quantum many-body systems, including H\textsubscript{2}, LiH molecules and the quantum Ising chain. Moreover, we perform experiments on superconducting and trapped ion cloud platforms respectively to find the ground state energy of H\textsubscript{2} and its most stable molecular structure. We also analyze the successful probability of the algorithm, which is a polynomial of the output error and introduce an approach to increase the success probability by rearranging the terms of Hamiltonian.

\section{I. INTRODUCTION}

Imaginary time evolution (ITE), as a mathematical tool, has impacted many problems in quantum physics, such as solving the ground state of a Hamiltonian \cite{1-3}, studying finite temperature properties \cite{4-6} and the quantum simulation of non-Hermitian systems \cite{7-8}. The concept of ITE can be understood by defining the imaginary time \(\beta = -it\) and substituting it into the Schrödinger's equation, \(i\partial_t |\Phi\rangle = \mathcal{H} |\Phi\rangle\), where \(\mathcal{H}\) is a Hermitian Hamiltonian, which gives us the imaginary-time Schrödinger's equation:

\[ -\partial_\beta |\Phi_\beta\rangle = \mathcal{H} |\Phi_\beta\rangle. \tag{1} \]

Given the initial state \(|\Phi_0\rangle\), the solution of Eq. (1) is \(|\Phi_\beta\rangle = Ae^{-\beta\mathcal{H}} |\Phi_0\rangle\), where the corresponding evolution operator \(e^{-\beta\mathcal{H}}\) is non-unitary, and \(A\) is the normalization constant. In classical simulations, one can directly calculate \(e^{-\beta\mathcal{H}}\) and apply it to the initial state vector \(|\Phi_0\rangle\), or employ some classical techniques such as quantum Monte Carlo \cite{9} and tensor networks \cite{10}. However, the dimension of the Hilbert space grows exponentially with the size of the quantum system, making the tasks intractable for classical computers \cite{11}.

Quantum computer is one of the promising tools for efficiently simulating quantum systems \cite{11-13}. For the real time simulation, the evolution operator \(e^{-it\mathcal{H}}\) can be realized directly or be simply decomposed into a sequence of unitary quantum gates; but it is not the case for imaginary time simulation, where the evolution operator \(e^{-\beta\mathcal{H}}\) is non-unitary. Therefore alternative methods are required. Recently, some hybrid quantum-classical algorithms for simulating ITE have been proposed. For example, variational quantum simulation methods \cite{20-22} utilize variational ansatz and simulate the evolution of quantum states with classical optimization of parameters; quantum imaginary time evolution (QITE) \cite{23,24} finds a unitary operator to approach the ideal ITE in each evolution step. The main drawbacks of these methods include systematic error due to fixed parametrization, complexity of classical optimization \cite{25,26}, limitation of correlation length \cite{3,24}, etc.

In 2004, Terashima and Ueda \cite{27} proposed a method to implement non-unitary quantum circuit by quantum measurement. By applying unitary operations in the extended Hilbert space, one can obtain the desired final state in a certain subspace of the auxiliary qubits. Non-unitary quantum circuit has been widely used in simulating non-Hermitian dynamics \cite{8,28}, linear combination of unitary operators (LCU) \cite{29}, full quantum eigensolver (FQE) \cite{30} and other algorithms. Based on non-unitary circuit, Ref. \cite{31} proposes a form of non-unitary gate which applies to two-qubit ITE process; Refs. \cite{3,8} show the form of the unitary operator acting on the total Hilbert space to implement ITE, and give the examples of circuits for two-qubit cases.

In this work, we propose a probabilistic imaginary time evolution (PITE) algorithm which utilizes non-unitary quantum circuit with one auxiliary qubit. In contrast to previous works, we explicitly illustrates the construction of the required quantum circuits using single- and double-qubit gates, which applies to any number of qubits and more generic Hamiltonians. We numerically apply the PITE algorithm to calculate the ground-state energy of several physical systems, and perform experiments on superconducting and trapped ion cloud platforms. We also give a detailed analysis about the computational complexity of this method.

This paper is organized as follows. In section \textsuperscript{II} we give a description of the PITE method. Section \textsuperscript{III} gives a detailed analysis about the computational complexity of this method.
some experimental and numerical simulation results, and the analysis about the error and the successful probability. In Section IV we discuss the generalization of the PITE algorithm to the cases where Hamiltonian is not composed of Pauli terms, and introduce a method to increase the success probability.

II. METHOD

An n-qubit Hamiltonian, \( \mathcal{H} = \sum_{k=1}^{m} c_k h_k \), is composed of \( m \) Pauli product terms, in which \( c_k \) is a real coefficient and \( h_k = \otimes_{j=1}^{n} \sigma_{b_{kj}} \), where \( \sigma_{b_{kj}} \) is a Pauli matrix or the identity acting on the \( j \)-th qubit, with \( \alpha_j \in \{0, x, y, z\} \) (here we use the notation \( \sigma_0 = I \)). We assume that the Hamiltonian does not contain the identity term \( I^\otimes n \) because it merely shift the spectrum of Hamiltonian.

Our goal is to implement the non-unitary operator \( e^{-\beta \mathcal{H}} \) in quantum circuits. We first apply the Trotter decomposition \cite{22,33,34}

\[
e^{-\beta \mathcal{H}} = (e^{-c_1 h_1 \Delta t} \cdots e^{-c_m h_m \Delta t})^{\beta / \Delta t} + \mathcal{O}(\Delta t).
\]

(2)

For a single Trotter step, we wish to obtain \( |\Phi'\rangle = e^{-c_k h_k \Delta t} |\Phi\rangle \). Define \( \tilde{T}_k = e^{-c_k h_k \Delta t} \). Due to the fact that \( c_k h_k \) only has two different eigenvalues \( \pm |c_k| \), each with the degeneracy of \( 2^{n-1} \), there exists a unitary \( U_k \) satisfying

\[
U_k c_k h_k U_k^\dagger = -|c_k| \sigma_z^l_k, \quad l_k \in \{1, \ldots, n\}
\]

(3)

which is a single qubit operation. Thus we have

\[
\tilde{T}_k = U_k^\dagger \exp\left(-|c_k| \sigma_z^l_k \Delta t\right) U_k.
\]

(4)

In Fig. 1, we show how to implement \( \tilde{T}_k \) in a quantum circuit. The construction of \( U_k \) requires \( \mathcal{O}(n) \) CNOT gates and single qubit gates at most (see Appendix B for details). After the action of \( U_k \), we write the work qubit state as \( U_k |\Phi\rangle = a_0 |\psi_0\rangle + a_1 |\psi_1\rangle \), where \( |\psi_0\rangle \) and \( |\psi_1\rangle \) are the projection of \( U_k |\Phi\rangle \) on the subspace where the \( l_k \)-th qubit is \( |0\rangle \) and \( |1\rangle \), respectively. In Appendix B we will show that \( a_0, a_1 \) are also the amplitude of the projection of \( |\Phi\rangle \) on the ground-state subspace and excited-state subspace of \( c_k h_k \), respectively.

To realize \( e^{-|c_k| \sigma_z \Delta t} \) on the \( l_k \)-th work qubit, we add an ancillary qubit \( |0\rangle \), and apply the controlled-\( R_y \) operation \( |0\rangle \otimes I + |1\rangle (1 \otimes R_y(\theta_k)) \) on the \( l_k \)-th work qubit and the ancilla qubit, where

\[
R_y(\theta) = e^{-i\theta \sigma_y / 2} = \begin{pmatrix} \cos \theta / 2 & -\sin \theta / 2 \\ \sin \theta / 2 & \cos \theta / 2 \end{pmatrix},
\]

(5)

\[
\theta_k = 2 \cos^{-1} (e^{-2|c_k| \Delta t}),
\]

which gives the state

\[
a_0 |\psi_0\rangle |0\rangle_{\text{anc}} + a_1 e^{-2|c_k| \Delta t} |\psi_1\rangle |0\rangle_{\text{anc}}
+ a_1 \sqrt{1 - e^{-4|c_k| \Delta t}} |\psi_1\rangle |1\rangle_{\text{anc}}.
\]

(6)

Then we measure the ancilla qubit, and if the result is 0, we obtain

\[
\frac{1}{|a_0|^2 + |a_1|^2 e^{-4|c_k| \Delta t}} \left(a_0 |\psi_0\rangle + a_1 e^{-2|c_k| \Delta t} |\psi_1\rangle\right)
\]

which is equivalent to the result of \( e^{-|c_k| \sigma_z \Delta t} \) acting on the \( l_k \)-th work qubit up to normalization.

The probability of obtaining 0 in the measurement of ancilla is \( |a_0|^2 + |a_1|^2 e^{-4|c_k| \Delta t} \). If we success, then the last step is to apply \( U_k^\dagger \) on the work qubits. The output state will be exactly \( \tilde{T}_k |\Phi\rangle \) up to normalization.

In summary, the non-unitary operator \( \tilde{T}_k \) acting on a quantum state \( |\Phi\rangle \) can be written as

\[
\tilde{T}_k |\Phi\rangle = U_k^\dagger \left[ (|0\rangle_{\text{anc}} \mathcal{R}_k \cdot (U_k |\Phi\rangle \otimes |0\rangle_{\text{anc}}) \right]
\]

(8)

up to a constant coefficient, where \( U_k \) transforms \( h_k \) into a Pauli matrix acting on the \( l_k \)-th work qubit, and \( \mathcal{R}_k \) represents the controlled-\( R_y \) gate acting on the \( l_k \)-th work qubit and the ancilla qubit, with the rotation angle \( \theta_k = 2 \cos^{-1} (e^{-2|c_k| \Delta t}) \).

III. RESULTS

A. Calculation of \( H_2 \), LiH and quantum Ising model

To illustrate the performance of the PITE algorithm, we apply the algorithm in the calculation of the ground-state energy of three physical systems: \( H_2 \) molecules, LiH molecules, and a quantum Ising spin chain with both transverse and longitudinal fields. The calculations of \( H_2 \) are carried out on the Quafu’s 10-qubit superconducting quantum processor and IonQ’s 10-qubit trapped ion QPU, and the calculations of LiH and the Ising model are carried out on a numerical simulator to study the influence of noises and the success probability of the algorithm.
To calculate the ground state of $H_2$ and LiH on a quantum computer, we first need to encode the molecular Hamiltonian onto qubits. Here we choose the STO-3G basis \(^3\) and use the Jordan-Wigner transformation (JWT) (see details in Appendix C). We eventually obtain Hamiltonians composed of Pauli matrices $H(R) = \sum_k c_k (R) \sigma_{z_1} \cdots \sigma_{z_n}$, which can be acted on $n$ qubits, and the coefficients $c_k$ vary with the interatomic distance $R$. In this way the Hamiltonian for $H_2$ and LiH can be encoded onto 4 and 6 qubits, respectively. Further mapping is applied on $H_2$ to compactly encode the $H_2$ Hamiltonian onto 2 qubits (see details in Ref. \(55\)), which gives the $H_2$ Hamiltonian in the form of

$$H_{H_2} = c_0(R) + c_1(R) \sigma_z^1 + c_1(R) \sigma_z^2 + c_2(R) \sigma_z^1 \sigma_z^2 + c_3(R) \sigma_z^1 \sigma_z^2,$$

(9)

where the coefficients at different $R$ are available in Appendix C. The Hamiltonian for LiH at its lowest-energy interatomic distance (bond distance) is given explicitly also in Appendix C.

In our experiments, we use 2 qubits as the work qubits to represent the $H_2$ molecule, and 1 qubit as the ancilla qubit. The Hatree-Fock state of $H_2$ is $|\Phi_{HF}\rangle = |00\rangle$ in the qubit representation, which is chosen as the initial state of the work qubits. Following the PITE method, we first do the calculation at a fixed interatomic distance $R = 0.75 \text{Å}$, and the experiments are carried out on Quafu’s superconducting QPU P-10 and IonQ’s trapped ion QPU (see information about Quafu in Appendix A). After each Trotter step, the quantum state of work qubits is tomographed, with 2000 shots on Quafu and 1000 shots on IonQ, and then we use the state to calculate the energy value, and set it as the initial state for the next step. The quantum circuits and related details are shown in Appendix D. The results of the energy expectation value as a function of the imaginary time $\beta$ are shown in Fig. 2(a), compared with the theoretical PITE results. As $\beta$ increases, the energy rapidly converges to the exact solution in 5 evolution steps, within an error of $\sim 10^{-4}$ a.u, which is in the chemical precision.

To obtain the most stable molecular structure, we vary the interatomic distance and plot the potential-energy surface for $H_2$ molecule, as shown in Fig. 2(b). The series of experiments is only carried out on Quafu’s P-10, and the results ($\beta = 0.5$ and $\beta = 1$) are compared with the Hatree-Fock state energies ($\beta = 0$) and the exact ground-state energies obtained by diagonalization. The lowest energy in the potential-energy surface corresponds to the bound distance of $H_2$ molecule, which is around 0.75 Å.

In our numerical simulations, we calculate the ground-state energy of LiH and quantum Ising chain to study the success probability and the influence of noises. For LiH, we use 6 work qubits and 1 ancilla qubit. The Hatree-Fock state is $|\Phi_{HF}\rangle = |110000\rangle$ in the qubit representation. Here $|\Phi_{HF}\rangle$ is very close to the exact ground state, so it takes few steps for the state to converge. Therefore, to show more about the convergence process, we use a superposition of $|\Phi_{HF}\rangle$ and an excited state, $|\Phi_0\rangle = \sqrt{0.99} |\Phi_{HF}\rangle + 0.1 |000001\rangle$, as the initial state. Fig. 3(a) and Fig. 3(b) show the convergence of the energy $E(\beta)$ and the fidelity $F$ as a function of $\beta$, respectively, where $F$ is the fidelity between $|\Phi_{HF}\rangle$ and the exact ground state $|\psi_G\rangle$. The influence of quantum noises are studied by applying quantum channels on all qubits before each measurement of the ancilla qubit. The noise is described by

$$\mathcal{E}(\rho) = \sum_{\nu=1}^{3} \hat{E}_\nu \rho \hat{E}_\nu^\dagger$$

(10)

with Kraus operators

$$\hat{E}_1 = \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{1 - \epsilon_r - \epsilon_d} \end{pmatrix},$$

$$\hat{E}_2 = \begin{pmatrix} 0 & \sqrt{\epsilon_d} \\ 0 & 0 \end{pmatrix},$$

$$\hat{E}_3 = \begin{pmatrix} 0 & 0 \\ 0 & \sqrt{\epsilon_r} \end{pmatrix}$$

(11)

where $\epsilon_r$ and $\epsilon_d$ are relaxation parameter and dephasing parameter, respectively (see details in Appendix C). The simulation results are also shown in Fig. 3(a) and Fig.
which indicates the energy still converges to the exact solution within an error of $\sim 10^{-3}$ a.u. under the noisy condition.

We vary the interatomic distance and plot the potential-energy surface for LiH molecule, as shown in Fig. 3(c). The simulation results at different $\beta$ are compared together, as well as the exact solution obtained by diagonalization. The lowest energy in the potential-energy surface corresponds to the bound distance of LiH molecule, which is around 1.5\AA.

Finally, we compute the ground-state energy of a $n$-site cyclic quantum Ising chain with Hamiltonian

$$\mathcal{H} = -J \sum_{j=1}^{n} (\sigma_z^j \sigma_z^{j+1} + g \sigma_x^j + h \sigma_z^j), \quad \sigma_z^{n+1} = \sigma_z^{1} \quad (12)$$

where $g$ and $h$ are the magnitudes of the transverse and longitudinal fields, respectively. In the simulation, the state of the work qubits is initialized as $|\Phi_0\rangle = \left( \cos \frac{\phi_0}{2} |0\rangle + \sin \frac{\phi_0}{2} |1\rangle \right) \otimes^n$, where $\phi_0$ is chosen to minimize the initial energy $E(\beta = 0) = \langle \Phi_0 | \mathcal{H} | \Phi_0 \rangle$. In Fig. 3(c) and FIG. 3(d), we show the energy and fidelity obtained by PITE algorithm, as well as the influence of noises. The results show that the energy converges to the exact value within an error of $\sim 10^{-3}$ in the noiseless case and $\sim 10^{-2}$ in the noisy case.

### B. Analysis of computational complexity

Here, we analyze the computational complexity of the PITE algorithm in three aspects: gate complexity, the number of evolution steps, and measurement complexity due to the probabilistic measurements. For gate complexity, the operator $e^{-c_k h_k \Delta t}$ can be decomposed into $O(n)$ basic gates. Therefore, we need $O(nmL)$ basic gates for an $m$-term Hamiltonian in total, where $L = \beta/\Delta t$ is the number of evolution steps.

Next we need to determine $L$. Equivalently, we need to know $\beta$ if $\Delta t$ is given. It is essential to do this before the algorithm, because we do not want to measure the expectation values during the algorithm procedure, which will destroy the state of the work qubits and stop the algorithm. To determine $\beta$, we show after the evolution of imaginary time $\beta$, the fidelity between $|\Phi_\beta\rangle$ and exact ground state $|\psi_G\rangle$ is limited to

$$\mathcal{F}(\Phi_\beta, \psi_G) \geq \frac{s_0}{s_0 + (1-s_0) e^{-2\beta \Omega_1}} \quad (13)$$

where $s_0$ is the initial fidelity at $\beta = 0$, $\Omega_1$ is the gap between the first excited state and the ground state (see Appendix [E] for proof). When the fidelity of the output state is greater than $1 - \epsilon$, the imaginary time length

$$\beta = \mathcal{O} \left( \frac{1}{\Omega_1} \log \frac{1}{\epsilon} \right) \quad (14)$$

is linearly dependent on the inverse of the energy gap of Hamiltonian, and logarithmically dependent on the inverse of output error. Here we haven’t considered the error caused by Trotter decomposition (Eq. [2]), which could reduce the fidelity in Eq. [13] by $O(\Delta t)$. This term could not be decreased by increasing $\beta$, but we can use the higher order decomposition $O(\Delta t^2)$ to reduce the error term to $O(\Delta t^2)$.

We also wish to know the success probability of measurement. For the quantum circuit which implements $e^{-c_k h_k \Delta t}$, the probability of obtaining $|0\rangle$ from the ancilla is

$$P_k = |a_0|^2 + |a_1|^2 e^{-4|c_k|\Delta t} \quad (16)$$

where $|a_0|^2 + |a_1|^2 = 1$. Take the lower bound of Eq. [16] as $P_k \geq e^{-4|c_k|\Delta t}$. Then the total success probability after $\Delta t$ is limited to

$$P(\Delta t) = \prod_{k=1}^{m} P_k \geq \exp \left( -4\Delta t \sum_k |c_k| \right). \quad (17)$$

Thus we can give a rigorous lower bound (RLB) of the final success probability after imaginary time $\beta$ as

$$P_{\text{final}} \geq P_{\text{RLB}} = \exp \left( -4\beta \sum_k |c_k| \right) \quad (18)$$

which is exponential to $\beta$ and the sum of $|c_k|$’s. Note that the RLB is reached when and only when $a_0 = 0$ in Eq. [16] for all Pauli terms during the whole evolution process, which is the worst case and almost never occurs. In most cases, much greater success probability than the RLB can be reached (we’ll show the results later). A more practical lower bound (approximate lower bound, ALB) for estimating success probability is given by

$$P_{\text{final}} \geq P_{\text{ALB}} \sim \exp \left[ -2\beta \left( E_G + \sum_k |c_k| \right) - \frac{(1-s_0)\Omega_{\text{max}}}{s_0\Omega_1} \left( 1 - e^{-2/\beta \Omega_1} \right) \right]. \quad (19)$$

where $\Omega_{\text{max}}$ is the energy gap between the highest excited state and the ground state (see Appendix [E]). Fig. 4(a) and Fig. 4(c) shows the success probability as a function of $\beta$ in the simulations of LiH and the Ising model, which indicates an exponential decay of success probability as $\beta$ increases. We can clearly see that ALB is a much better approximation to the simulation results than RLB in both cases. The results also indicate that the success probability is hardly affected by the noises.
Usually we merely care about the relation between measurement complexity and the output error. According to Eq. 18 and 19, the RLB and ALB of the final success probability when the output fidelity is greater than 1 - ε is

\[
P_{\text{RLB}} = O\left(\left(\frac{\epsilon}{1 - \epsilon}\right)^{\kappa_0}\right)
\]
\[
P_{\text{ALB}} = O\left(\left(\frac{\epsilon}{1 - \epsilon}\right)^{\kappa_1}\right)
\]

where \(\kappa_0 = 2 \sum_k |c_k|/\Omega_1\) and \(\kappa_1 = (E_G + \sum_k |c_k|)/\Omega_1\) depend on the spectrum of the Hamiltonian, but independent on the scale of the Hamiltonian. In Fig. 3b and Fig. 3d, we show the success probability as a function of \(\epsilon\) in our simulations. The success probability could be lower than the ALB when qubits are affected by the noises.

**IV. GENERALIZATION OF PITE ALGORITHM**

In this part we will generalize the PITE algorithm, for it’s not necessary for the Hamiltonian to be a sum of Pauli terms. In general, the Hamiltonian is written as \(H = \sum_k H[k]\), and the ITE operator is decomposed as

\[
e^{-\beta H} = \left(e^{-H[1]\Delta t} \ldots e^{-H[m]\Delta t}\right)^{\beta/\Delta t} + O(\Delta t).
\]

Assume that the eigenvalues of each term \(H[k]\) are easily known through classical calculation, and the corresponding eigenstates can be easily prepared on quantum computers. This assumption is true for most cases (such as \(H[k]\)’s are local terms). Denote \(\lambda[k]_i\) as the eigenvalues of \(H[k]\), and \(|\lambda[k]_i\rangle\) as the corresponding eigenstates.

The procedure of implementing the operator \(e^{-H[k]\Delta t}\) on a quantum computer is described as following:

1. Define \(\omega[k]_i = \lambda[k]_i - \lambda[k]_0\), where \(\lambda[k]_0\) is the lowest eigenvalue of \(H[k]\);
2. Apply a unitary \(U[k]\) to the work qubits, which transforms \(|\lambda[k]_i\rangle\) into computational basis \(|x[k]_i\rangle\);
3. Add an ancilla qubit which is initialized as |0\rangle;
4. Apply the gate \(\sum_i |x[k]_i\rangle \langle x[k]_i| \otimes R_y(\theta[k]_i)\), where \(\theta[k]_i = 2\cos^{-1}(e^{-\omega[k]_i\Delta t})\);
5. Measure the ancilla qubit; If obtaining 0, continue the procedure; Else, start from beginning;
6. Apply \(U[k]^\dagger\) to the work qubits. End.

Note: it should be easy to implement \(U[k]\) and \(U[k]^\dagger\), because we have assumed \(|\lambda[k]_i\rangle\) can be easily prepared on quantum computers.

Obviously, when \(H[k]\)’s are Pauli terms, this procedure degenerates into the original version of PITE algorithm. So it is a generalized PITE algorithm. Moreover, the generalized PITE can help us increase the success probability. We can prove the ALB of the final success probability of the generalized PITE is approximated by

\[
P_{\text{final}} \geq P_{\text{ALB}}
\]
\[
\sim \exp\left[-2\beta \left(E_0 - \sum_k \lambda[k]_0\right) - \frac{(1 - s_0)\Omega_{\text{max}}}{s_0\Omega_1} \left(1 - e^{-2\beta\Omega_1}\right)\right].
\]

Especially, when \(H[k] = c_k h_k\) are Pauli terms, \(\lambda[k]_0 = -|c_k|\), which turns Eq. 22 into Eq. 19. We can see that when \(H\) is given, the only changeable part in Eq. 22 is
\[ \sum_k \lambda[k] \rho_0. \] We can divide \( \mathcal{H} \) into \( H[k] \)'s in different ways, which enables us to increase \( \sum_k \lambda[k] \rho_0 \) and enlargement the success probability.

We apply the generalized PITE on the simulations of LiH (at \( R = 2.0 \text{Å} \)) and quantum Ising model. Instead of taking \( c_k h_k \) as \( H[k] \), we rearrange these terms and divide the Hamiltonian in another way (see Appendix F for details). The results are shown in Fig. 5, where the success probabilities obtained by generalized PITE are compared with that given by Eq. 22. The results indicate the generalized PITE has little effects on reducing the error, but performs much better on the success probability, which makes the PITE algorithm much more practical.

We also run the simulation using the original PITE with second-order decomposition (Eq. 15). As shown in Fig. 5, the results indicate little improvement in the output error and the success probability from the previous results.

\section{V. CONCLUSIONS}

In this paper, we proposed a probabilistic algorithm for implementing imaginary time evolution, PITE, based on non-unitary quantum circuit, and show the explicit construction of the circuit which applied to any number of qubits. This algorithm can be applied in solving the ground state of a Hamiltonian. For an \( n \)-qubit Hamiltonian composed of \( m \) Pauli terms, the algorithm returns the ground state within an error of \( \mathcal{O}(\Delta t) = \mathcal{O}(\beta/L) \) using \( \mathcal{O}(nmL) \) gates, with the success probability described in Eq. 19. We demonstrated the feasibility and performance of this method with the example of \( \text{H}_2 \), LiH molecules, and the quantum Ising chain model, in experiments and numerical simulations. We also generalized this approach to the cases where the Hamiltonian is not composed of Pauli terms, and illustrated its improvement of success probability in simulations. Given the ability of efficiently implementing imaginary time evolution in quantum computers, one may explore the techniques for preparing thermal states or studying finite temperature properties of quantum systems. Furthermore, its application in non-Hermitian physics is also an expected prospect. By decomposing a non-Hermitian Hamiltonian into real and imaginary part, we can apply the ITE algorithm into the evolution of the imaginary part, which enables us to simulate the dynamical process of a generic non-Hermitian Hamiltonian.
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Appendix A: About Quafu

Quafu is an open cloud platform for quantum computation [37]. It provides four specifications of superconducting quantum processor currently, three of them support general quantum logical gates, which are 10-qubits and 18-qubits processors with one-dimensional chain structure named P-10 and P-18, an 50+ qubits processor with 2-dimensional honeycomb structure named P-50.

PyQuafu is an open-source SDK for Python based on Quafu cloud platform. Users can easily install through pip or source install with GitHub [38]. In this article, we use quantum processor of P-10 which is shown in Fig. 6. The processor consists of 10 transmon qubits (Q1–Q10) arrayed in a row, with each qubit capacitively coupled to its nearest-neighbors. Each transmon qubit can be modulated in frequency from about 4 to 5.7 GHz and excited to the excited state individually. All qubits can be probed though a common transmission line connected to their own readout resonators. The qubit parameters and coherence performance can be found in Table I. The idle frequencies of each qubit \( \omega_j \) are designed to reduce residual coupling strength from other qubits.

Appendix B: Unitary Transformation of Pauli Product Terms

To realize \( \tilde{T}_k = e^{-c_k h_k \Delta t} \) in quantum circuits, we apply a unitary transformation

\[
U_k c_k h_k U_k^\dagger = -|c_k| \sigma_z^l, \quad l \in \{1, \ldots, n\}
\]  

which gives us

\[
\tilde{T}_k = U_k^\dagger \exp(-|c_k| \sigma_z^l \Delta t) U_k.
\]

We will first prove that the unitary gate \( U_k \) which satisfies Eq. [B1] where \( h_k = |a_1^l \cdots a_n^l| \), can be constructed with \( O(n) \) CNOT and single qubit gates. In fact, there are many methods to construct such \( U_k \). Here we will show one method which is to decompose \( U_k \) into three unitaries: \( U_k = V_3 V_2 V_1 \).

First, we notice that

\[
H \sigma_x H = \sigma_z, \quad HS^l \sigma_y SH = \sigma_z
\]

where \( H \) is the Hadamard gate and \( S \) is the \( \pi/4 \) phase gate (i.e. \( S = e^{-i \pi \sigma_z / 4} \)). Thus, we construct \( V_1 \) by applying \( H \) and \( HS^l \) respectively on those qubits whose corresponding Pauli matrix is \( \sigma_x \) and \( \sigma_y \). Then we have

\[
V_1 c_k (\sigma_1^l \cdots \sigma_n^l) V_1^\dagger = c_k \gamma_1 \cdots \gamma_n
\]

where \( \gamma_j = 0 \) if \( \alpha_j = 0 \), and \( \gamma_j = z \) otherwise.

Next, it is noticed that

\[
C_{i,j} (\sigma_x^l \cdots \sigma_z^l) = I^i \sigma_x^l
\]

where \( C_{i,j} \) represents the CNOT gate with the \( i \)-th qubit being the control qubit and the \( j \)-th qubit being the target. To construct \( V_2 \), we first choose an arbitrary \( l \) with \( \gamma_i = z \), then apply \( C_{i,j} \) for all \( j \) with \( \gamma_j = z, j \neq l \). Thus we have

\[
V_2 V_1 c_k (\sigma_1^l \cdots \sigma_n^l) V_1^\dagger V_2^\dagger = I^\otimes l + c_k \sigma_z^l \otimes I^\otimes n-l
\]

For the last step, we have

\[
\sigma_x^l \sigma_z^l \sigma_z^l = -\sigma_z^l
\]

therefore if \( c_k > 0 \), \( V_3 = \sigma_z^l \); otherwise \( V_3 = I \).

By now we have successfully constructed the unitary gate \( U_k \) which satisfies Eq. [B1] by \( U_k = V_3 V_2 V_1 \), and the maximum number of CNOT and single qubit gates used in this procedure is \( 2n + (n-1) + 1 = 3n \), where \( n \) is the number of qubit.

After the action of \( U_k \), the state of work qubits is \( U_k |\Phi\rangle \). We write it as \( U_k |\Phi\rangle = a_0 |\psi_0\rangle + a_1 |\psi_1\rangle \), where

FIG. 6. The topological structure of quantum processor P-10. Each qubit capacitively coupled to its nearest-neighbors.
where \( a_j \) and \( \tilde{a}_j \) are the creation and annihilation operators of particle in the \( i \)-th and \( j \)-th orbital, respectively, and the \( \ldots \) represents the high-order interactions.

To map the fermionic Hamiltonian to the qubit Hamiltonian, we use the Jordan-Wigner transformation (JWT), which could transform the creation and annihilation operators into Pauli matrices. Under the JWT, the state of the \( j \)-th qubit \(|0\rangle \) or \(|1\rangle \) respectively corresponds to the \( j \)-th orbital being unoccupied or occupied.

For \( \text{H}_2 \) molecules, we use the method described in Supplementary Material of Ref. [35] to get the qubit Hamiltonian with 2 qubits, which is written as

\[
\mathcal{H}_\text{H}_2 = c_0 + c_1 \sigma_z^1 + c_1 \sigma_z^2 + c_2 \sigma_z^1 \sigma_z^2 + c_3 \sigma_z^1 \sigma_x^2, \tag{C3}
\]

The exact coefficients used in our work are shown in Table I.

For LiH molecules, we assume perfect filling of the innermost two 1s spin orbitals of Li, and define the Hamiltonian on the basis of the 2s, 2p\( _x \) orbitals that are associated with Li and the 1s orbitals that are associated with H, for a total of 6 spin orbitals. After the JWT, we obtain a 6-qubit Hamiltonian. We explicitly list the LiH Hamiltonian at the bound distance in Table III.

**Appendix D: Experiments to Simulate \( \text{H}_2 \) on the Superconducting and Trapped Ion QPU**

The two-qubit \( \text{H}_2 \) Hamiltonian (Eq. (C3)) contains 4 non-identity terms, each corresponding to a non-unitary evolution operator when we apply the PITE,

\[
\tilde{T}_1 = \exp \left( -c_1 \sigma_z^1 \Delta t \right), \quad \tilde{T}_2 = \exp \left( -c_1 \sigma_z^2 \Delta t \right), \quad \tilde{T}_3 = \exp \left( -c_2 \sigma_z^1 \sigma_z^2 \Delta t \right), \quad \tilde{T}_4 = \exp \left( -c_3 \sigma_z^1 \sigma_x^2 \Delta t \right). \tag{D1}
\]

In the experiments, we need to apply \( \tilde{T}_1, \tilde{T}_2, \tilde{T}_3, \tilde{T}_4 \) on the work qubits in turn, as a cycle. And in the end of each
cycle, we need to measure the energy expectation value to show its convergence. We use the 4 quantum circuits shown in Fig. 7(a)-(d) to implement $\bar{T}_k$ ($k = 1, 2, 3, 4$), respectively. These circuits are composed of following parts:

1. $U$ and $U^\dagger$ (blue blocks) correspond to $U_k$ and $U_k^\dagger$ in Fig. 7
2. Controlled-$R_y$ (orange blocks) corresponds to the controlled-$R_y$ gate in Fig. 1
3. Basis transformation (green blocks): If we directly measure the work qubits on ZZ basis after $U^\dagger$, the theoretical probability of obtaining 11 is on the order of $10^{-3} \sim 10^{-2}$, which is easily affected by the measurement error. To reduce this influence, we measure the work qubits on XX basis by applying the basis transformation before the measurement.
4. Preparation and Tomography (white blocks): As the end of a Trotter step, the quantum state of work qubits after basis transformation is tomographed. Then we calculate the proper state numerically by reversing the basis transformation, and prepare the state in the next quantum circuit as the input state. As the state only evolves in the real-coefficient subspace spanned by $|00\rangle$ and $|11\rangle$, the preparation only requires a $R_y$ gate and a CNOT gate. The angular parameter $\phi$ of $R_y$ can be obtained from the tomography result. In the experiments, each quantum state is tomographed for three times (with 2000 shots on superconducting QPU and 1000 shots on trapped ion QPU for each time). We calculate $\phi$ for each time, and take their average value as the input parameter of the next Trotter step. For the first Trotter step, the input state is simply $|\Phi_{HF}\rangle = |00\rangle$, i.e. the input parameter $\phi = 0$. Besides, after the tomography of the $\bar{T}_4$ circuit, we also use the proper state to calculate the energy value $\langle E \rangle = \langle \Phi | H_{H_2} | \Phi \rangle$.

**Appendix E: Derivation of Output Fidelity and the Lower Bound of success Probability**

A quantum state $|\Phi_0\rangle$ is the linear combination of all eigenstates of the Hamiltonian:

$$|\Phi_0\rangle = \sum_{i=0}^{\infty} \mu_i |E_i\rangle \quad (E1)$$

Suppose the eigenvalues $E_i$ are ordered as $E_0 \leq E_1 \leq E_2 \leq \ldots$. After the evolution under the imaginary time $\beta$, the fidelity between $|\Phi_\beta\rangle = A e^{-\beta H} |\Phi_0\rangle$ ($A$ is the normalization factor) and the exact ground state $|\psi_G\rangle = |E_0\rangle$ is

$$\mathcal{F}(|\Phi_\beta\rangle, |\psi_G\rangle) = \frac{\langle \Phi_0 | e^{-\beta H} | E_0 \rangle \langle E_0 | e^{-\beta H} | \Phi_0 \rangle}{\langle \Phi_0 | e^{-2\beta H} | \Phi_0 \rangle} = \frac{\mu_k^2 e^{-2\beta E_0}}{s_0 + \sum_{i=1}^{\infty} s_i e^{-2\beta E_i}} \quad (E2)$$

where $s_i = |\mu_i|^2$ and $\Omega_1 = E_i - E_0$. To take a lower bound of $\mathcal{F}$, we notice that $\Omega_1 \geq \Omega_i$ for all $i \geq 1$. Therefore, with $\sum_{i=0}^{\infty} s_i = 1$, we have

$$\mathcal{F} \geq \frac{s_0}{s_0 + \sum_{i=1}^{\infty} s_i e^{-2\beta \Omega_i}} = \frac{s_0}{s_0 + (1 - s_0) e^{-2\beta \Omega_1}} \quad (E3)$$

where $s_0 = |\langle E_0 | \Phi_0 \rangle|^2$ is the initial fidelity. This is the proof for Eq. 13. We can find the relation between the imaginary time length $\beta$ and the output fidelity error $\epsilon = 1 - \mathcal{F}$:

$$\beta \Omega_1 \leq \frac{1}{2} \ln \left( \frac{1 - s_0}{s_0} \frac{1 - \epsilon}{\epsilon} \right) \quad (E4)$$

Here we write the product of $\beta$ and $\Omega_1$ because we can choose the scale of the Hamiltonian to change the value of $\Omega_1$, and $\beta$ is also dependent on the scale of the Hamiltonian. So it is the product $\beta \Omega_1$ that really matters.

Now we look into the lower bound of the success probability of the PITE algorithm. The simulation results show that far higher success probability can be reached than be suggested by the RLB (Eq. 18). We now give a more practical estimation of success probability. We will
do the derivation for the generalized PITE algorithm, and degenerate the conclusion for the original PITE.

In the generalized PITE algorithm, the Hamiltonian is \( \mathcal{H} = \sum_k H[k] \), and \( \lambda[k], |\lambda[k]| \) are the eigenvalues and eigenvectors of \( H[k] \). The probability of successfully implementing \( e^{-\mathcal{H}[k] \Delta t} \) is

\[
P[k](\Delta t) = |a_0|^2 + \sum_{i=1}^{|a_i|^2} e^{-2\omega[k]_i \Delta t}
\]

(E5)

where \( a_i = \langle \lambda[k], \Phi \rangle (i \geq 0), \omega[k]_i = \lambda[k]_i - \lambda[k]_0 \) (\( \lambda[k]_0 \) is the lowest eigenvalue of \( H[k] \)). Take the approximation of Eq. (E5) as

\[
P[k](\Delta t) \approx |a_0|^2 + \sum_{i=1}^{|a_i|^2} (1 - 2\omega[k]_i \Delta t)
\]

(E6)

\[
= 1 - 2\Delta t \sum_i |a_i|^2 \omega[k]_i
\]

where \( \Omega \) of Eq. (E7) is the lowest eigenvalue of \( \mathcal{H} \).

Then the total success probability after \( \Delta t \) is approximated by

\[
P(\Delta t) \approx \exp \left[ -2\Delta t \left( \langle \Phi | H[k] | \Phi \rangle - \sum_k \lambda[k]_0 \right) \right]
\]

(E7)

Here we are approximating that \( |\Phi\rangle \) is constant during one evolution step. Thus the final success probability after imaginary time \( \beta \) is

\[
P_{\text{final}} \approx \exp \left[ -2\int_0^\beta dt \left( \langle \Phi | H[k] | \Phi \rangle - \sum_k \lambda[k]_0 \right) \right]
\]

(E8)

To do the integral in this equation, we need

\[
\langle \Phi_t | H[k] | \Phi_0 \rangle = \frac{\langle \Phi_0 | e^{-H[k]t} \Phi_0 \rangle}{\langle \Phi_0 | e^{-H[k]t} | \Phi_0 \rangle} = \frac{\sum_{i=0}^\beta |\mu_i|^2 E_i e^{-2E_it}}{\sum_{i=0}^\beta |\mu_i|^2 e^{-2E_it}}
\]

(E9)

\[
= E_0 + \frac{\sum_{i=1}^\beta s_i \Omega e^{-2\Omega_it}}{E_0 + \sum_{i=1}^\beta s_i e^{-2\Omega_it}}
\]

where \( \Omega_{\text{max}} \) is the maximum of all \( \Omega_i \), namely the gap between the highest excited state and the ground state of the Hamiltonian. Therefore,

\[
\int_0^\beta dt \langle \Phi | H[k] | \Phi \rangle \leq \beta E_0 + \frac{(1 - s_0) \Omega_{\text{max}}}{s_0} \int_0^\beta dt e^{-2\Omega_it}
\]

(E10)

Thus the lower bound (ALB) of the final success probability is

\[
P_{\text{final}} \geq P_{\text{ALB}} \approx \exp \left[ -2\beta \left( E_0 - \sum_k \lambda[k]_0 \right) - \frac{(1 - s_0) \Omega_{\text{max}}}{s_0 \Omega_1} \left( 1 - e^{-2\beta \Omega_1} \right) \right]
\]

(E11)

Especially, when \( H[k] = c_k h_k \) are Pauli terms, \( \lambda[k]_0 = -|c_k| \), which turns Eq. (E12) into Eq. (E19). We can see that when \( \mathcal{H} \) is given, the only changeable part in Eq. (E11) is \( \sum_k \lambda[k]_0 \). By increasing this part we can enlarge the success probability.

Furthermore, substituting Eq. (E4) into Eq. (E11) we obtain the relation between the success probability and the output error:

\[
P_{\text{ALB}} \geq \left( \frac{s_0}{1 - s_0} \right)^k \exp \left[ \frac{\Omega_{\text{max}}}{s_0 \Omega_1} \left( 1 - s_0 \left( \frac{1}{1 - \epsilon} \right)^k \right) \right]
\]

(E12)

where \( \kappa = (E_0 - \sum_k \lambda[k]_0) / \Omega_1 \) is independent on the scale of Hamiltonian.

Appendix F: Simulation using Generalized PITE

For the quantum Ising cyclic chain, we rewrite its Hamiltonian as \( \mathcal{H} = \sum_{k=1}^n H[k] \) with

\[
H[k] = -\left( \sigma^x \sigma^x + g \sigma^y + h \sigma^z \right)
\]

(F1)

in the case where \( J = 1 \). Thus every \( H[k] \) is a local operator acting on the \( k \)-th and \((k+1)\)-th qubit. We can write the matrix form of \( H[k] \) in the two-qubit computational basis:

\[
H[k] = -\begin{pmatrix}
1 + h & 0 & g & 0 \\
0 & -1 + h & 0 & g \\
g & 0 & -1 - h & 0 \\
0 & g & 0 & 1 - h
\end{pmatrix}
\]

(F2)

Its eigenvalues are \( \lambda_{0,3} = \mp \sqrt{g^2 + (h+1)^2} \), \( \lambda_{1,2} = \mp \sqrt{g^2 + (h-1)^2} \), and the corresponding eigenstates \( |\lambda_{0,1,2,3}\rangle \) are also known. Following the procedure given in \( \Box \), we can use the quantum circuit shown in Fig. to implement \( e^{-H[k] \Delta t} \), and the angles of the rotation gates are

\[
\phi_1 = \cos^{-1} \left( \frac{1 - h}{\sqrt{g^2 + (h+1)^2}} \right), \ \phi_2 = \cos^{-1} \left( \frac{-1 - h}{\sqrt{g^2 + (h-1)^2}} \right), \ \theta_i = 2 \cos^{-1} (e^{-\Delta t(\lambda_i - \lambda_0)}), \ i = 1, 2, 3.
\]

(F3)
For the LiH molecule, the Hamiltonian has 62 Pauli terms (including the identity term). After neglecting the identity, we rearrange the other 61 terms and group them into 22 sets, with each set corresponding a $H[k]$ used in the generalized PITE algorithm. When doing this, we follow guidance of increasing $\sum_k \lambda[k]_0$ (see details in Appendix I) and the principle that the eigen-systems of every $H[k]$ should be easily known through classical computation. The grouping of the Pauli terms in LiH Hamiltonian at its bound distance is shown in Table III, and the same grouping strategy is employed at other interatomic distances.

### Appendix G: Simulating Noises using Quantum Channel

The quantum noise is described by quantum channel:

$$\mathcal{E}(\rho) = \sum_\nu \hat{E}_\nu \rho \hat{E}_\nu^\dagger$$

where $\rho$ is the density matrix of the system and $\hat{E}_\nu$ are Kraus operators, satisfying

$$\sum_\nu \hat{E}_\nu^\dagger \hat{E}_\nu = I.$$  \hspace{1cm} (G2)

For a single qubit in a quantum circuit, the main sources of quantum noise are qubit relaxation and dephasing, which correspond to the three Kraus operators shown in Eq. 11. For $n$-qubit cases, the number of Kraus operator is $3^n$, and each Kraus operator can be described by $\hat{E}_{\nu'} \in \{\hat{E}_1, \hat{E}_2, \hat{E}_3\} \otimes n$.
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FIG. 8. Quantum circuit that implements $e^{-H[k]\Delta t}$ for solving the quantum Ising model.

TABLE II. The coefficients in $H_2$ Hamiltonian at different interatomic distance $R$.

| $R$(Å) | $c_0$       | $c_1$       | $c_2$       | $c_3$       |
|--------|-------------|-------------|-------------|-------------|
| 0.35   | 7.01273E-01 | -7.47416E-01| 1.31036E-02 | 1.62573E-01 |
| 0.45   | 2.67547E-01 | -6.33890E-01| 1.27192E-02 | 1.66621E-01 |
| 0.55   | -1.83734E-02| -5.36489E-01| 1.23003E-02 | 1.71244E-01 |
| 0.65   | -2.13932E-01| -4.55433E-01| 1.18019E-02 | 1.76318E-01 |
| 0.75   | -3.49833E-01| -3.88748E-01| 1.11772E-02 | 1.81771E-01 |
| 0.85   | -4.45424E-01| -3.33747E-01| 1.04061E-02 | 1.87562E-01 |
| 1.05   | -5.62600E-01| -2.48783E-01| 8.50998E-03 | 1.99984E-01 |
| 1.25   | -6.23223E-01| -1.86173E-01| 6.45563E-03 | 2.13102E-01 |
| 1.45   | -6.52661E-01| -1.38977E-01| 4.59760E-03 | 2.26294E-01 |
TABLE III. The LiH Hamiltonian at bound distance, as well as the grouping of the Pauli terms used in generalized PITE.

| $k$ | $c_k$ | $h_k$ | $H[k']$ | $k$ | $c_k$ | $h_k$ | $H[k']$ |
|-----|-------|-------|---------|-----|-------|-------|---------|
| 1   | -7.35094E+00 | 1     |         | 33  | -1.49854E-03 | $\sigma_x^i \sigma_y^i \sigma_z^i \sigma_i^i$ | $H[13]$ |
| 2   | -1.58950E-01 | $\sigma_z^i$ |         | 34  | -1.49854E-02 | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ | $H[14]$ |
| 3   | -1.58950E-01 | $\sigma_z^i$ | $H[1]$  | 35  | 1.13678E-02 | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ | $H[15]$ |
| 4   | 7.82811E-02  | $\sigma_z^i \sigma_x^i$ |         | 36  | 1.13678E-02 | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ | $H[16]$ |
| 5   | -1.45795E-01 | $\sigma_z^i$ | $H[2]$  | 37  | -1.17508E-03 | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ | $H[17]$ |
| 6   | -1.45795E-01 | $\sigma_z^i$ |         | 38  | -1.17508E-03 | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ | $H[18]$ |
| 7   | 8.51132E-02  | $\sigma_z^i \sigma_x^i$ |         | 39  | 3.56300E-03  | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ | $H[19]$ |
| 8   | 2.96723E-02  | $\sigma_z^i$ | $H[3]$  | 40  | 3.56300E-03  | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ | $H[20]$ |
| 9   | 2.96723E-02  | $\sigma_z^i \sigma_x^i$ |         | 41  | 3.56300E-03  | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ | $H[21]$ |
| 10  | 1.24302E-01  | $\sigma_z^i \sigma_x^i$ |         | 42  | 3.56300E-03  | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ | $H[22]$ |
| 11  | 5.36162E-02  | $\sigma_z^i \sigma_x^i$ |         | 43  | -1.03458E-02 | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 12  | 6.03396E-02  | $\sigma_z^i \sigma_x^i$ | $H[4]$  | 44  | -1.03458E-02 | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 13  | 6.28713E-02  | $\sigma_z^i \sigma_x^i$ |         | 45  | 1.03458E-02  | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 14  | 5.64568E-02  | $\sigma_z^i \sigma_x^i$ | $H[5]$  | 46  | 1.03458E-02  | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 15  | 6.03396E-02  | $\sigma_z^i \sigma_x^i$ |         | 47  | -2.84063E-03 | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 16  | 6.87743E-02  | $\sigma_z^i \sigma_x^i$ | $H[6]$  | 48  | -2.84063E-03 | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 17  | 5.36162E-02  | $\sigma_z^i \sigma_x^i$ |         | 49  | 2.84063E-03  | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 18  | 6.87743E-02  | $\sigma_z^i \sigma_x^i$ |         | 50  | 2.84063E-03  | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 19  | 7.06853E-02  | $\sigma_z^i \sigma_x^i$ |         | 51  | -5.90301E-03 | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 20  | 5.64568E-02  | $\sigma_z^i \sigma_x^i$ | $H[7]$  | 52  | -5.90301E-03 | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 21  | 6.28713E-02  | $\sigma_z^i \sigma_x^i$ |         | 53  | 5.90301E-03  | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 22  | 7.06853E-02  | $\sigma_z^i \sigma_x^i$ | $H[8]$  | 54  | 5.90301E-03  | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 23  | -1.49854E-03 | $\sigma_z^i \sigma_x^i$ |         | 55  | -4.73898E-03 | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 24  | -1.49854E-03 | $\sigma_z^i \sigma_x^i$ | $H[9]$  | 56  | -4.73898E-03 | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 25  | 1.13678E-02  | $\sigma_z^i \sigma_x^i$ |         | 57  | -4.73898E-03 | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 26  | 1.13678E-02  | $\sigma_z^i \sigma_x^i$ | $H[10]$ | 58  | -4.73898E-03 | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 27  | 1.04793E-02  | $\sigma_z^i \sigma_x^i \sigma^3$ |         | 59  | -4.73898E-03 | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 28  | 1.04793E-02  | $\sigma_z^i \sigma_x^i \sigma^3$ |         | 60  | -4.73898E-03 | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 29  | 1.04793E-02  | $\sigma_z^i \sigma_x^i \sigma^3$ | $H[11]$ | 61  | 4.73898E-03  | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 30  | 1.04793E-02  | $\sigma_z^i \sigma_x^i \sigma^3$ |         | 62  | 4.73898E-03  | $\sigma_y^i \sigma_z^i \sigma_x^i \sigma_i^i$ |         |
| 31  | -1.17598E-03 | $\sigma_z^i \sigma_x^i \sigma^3$ |         |     |         |         | $H[12]$ |
| 32  | -1.17598E-03 | $\sigma_z^i \sigma_x^i \sigma^3$ |         |     |         |         |         |