Images of point charges in conducting ellipses and prolate spheroids
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This is an investigation into the exact forms of images of point charges in 2D conducting ellipses and 3D prolate spheroids. For an ellipse with exterior point source, we compare two previous expressions for the analytic continuation inside the ellipse down to the focal line, the location of the image charge. For an interior source, we discover a sequence of image charges lying outside. For a point source close the surface of a spheroid, series solutions for the potential diverge in a region that encompasses the singularities of the continuation of the reflected potential inside the spheroid. We uncover an image system for a point charge on the axis of a prolate spheroid that extends from the focal segment somewhat further up the axis. For an off axis charge we find a new approximate image charge. For a point charge at the center of the spheroid, the image singularity is found to lie on an infinitely wide, flat sheet with a hole around the spheroid. For a point charge located anywhere inside the spheroid, we find two new approximate image charge solutions, a point charge in real space which applies when source lies near the surface, or a point charge in complex space which projects as a ring in the real space which applies when the source lies near the rotation axis. When the point charge lies exactly on a focal point, a multipole of order 1/2 is an ideal image approximation.

I. Introduction

The image solution for the electrostatic point charge near a conducting sphere is well known and consists of an image point charge located at the Kelvin inversion point. It is natural to ask how this might extend to similar analytic geometries such as the spheroid. In other words, our goal is to analytically continue Green’s function inside the spheroid as far as we can – representing the function analytically everywhere except on the smallest possible singularity, and this singularity we call the “image” of the point charge. This is equivalent to a Dirichlet problem where an analytic function must be found that has the $1/r$ singularity in the vicinity of the point charge and is zero on the boundary of the spheroid. The first exact formulation of the image of a point charge on the axis of a spheroid was in 1995 - partial success was found by Sten and Lindell [1] where the image consisted of a line charge lying on the focal segment. A later investigation of the image solution for the elliptic cylinder [2], revealed that the image lies on a focal strip, but if the source is close enough, a disjoint point image must be added to the image system. In fact the potential computed by this image system gives the full analytic continuation of the potential. In this sense the image is what we will call “reduced”, meaning the singularities occupy the smallest or a vanishingly small spatial domain. But for the spheroid, the authors of [1] later realized that their expression for the image diverges when the point charge is too close to the surface [3], and attempted to amend the image solution by subtracting an image point charge, but unlike the case of the elliptic cylinder, this proposed image system does not work - the series for the image charge density on the focal segment still diverges. The authors later studied the same problem for the dielectric spheroid [4] and used an approximate correction by extending the image from (and including) the focal segment up to the location of the point image, to imitate the line image for the dielectric sphere. For the non-rotational ellipsoid, the first proposed image solution consisted of a point charge plus a surface charge on an interior ellipsoid [5]. This image formulation was then presented for the particular case of the prolate spheroid in [6]. But the spheroidal surface charge image cloaks a reduced image lying inside. For the non-rotational ellipsoid with Neumann boundary condition, the first attempt at finding an image solution is in [7], where they assumed a point image plus a curved line of image charge extending along a spheroidal coordinate line, but they still needed to correct for this by adding a surface charge on an ellipsoidal surface that encloses the point and line image. This image formulation is specialized for the
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prolate spheroid in [8]. A recent paper [9] suggested that the best image solution may be to use Sommerfeld images which are placed in a second copy of $\mathbb{R}^3$, attached at the surface.

There has also been a separate vein of research into the analytic continuation of solutions of more general Dirichlet boundary problems with particular attention to ellipsoids, see for example [10].

Here we attempt to find the reduced form of the image of a point charge near or inside a conducting spheroid. First in section [II] we cover the 2D analogue of an elliptic cylinder, and find exact image solutions for point sources located outside and inside the ellipse. These images are used as hints for the image locations in prolate spheroids. Section [III] covers the progress made by [3] for the point charge on the rotation axis. We then devise a series expansion by geometric transformations that uncovers the true form of the image. In section [IV] we speculate about the form of the image system for a point charge located off the rotation axis, and find a simple approximate image point charge which is a generalization of the axial case, and a correction is made to a claim regarding convergence of the double series from an earlier version of the manuscript [21].

In section [IV] we investigate the similar problem of a point charge at the center of a prolate spheroid, constructing a series solution that suggests the reduced image lies on an infinitely wide, flat sheet with a hole around the spheroid. In section [IV] the source charge is placed anywhere inside the spheroid, and two approximate image solutions are found, depending on the location of the source. When the source is located exactly on a focal point, we find that the image is approximately represented by a multipole of order 1/2.

II. Elliptic cylinder - 2D

Electrostatics problems in 2D are more suited to solving via image charges, so we study the ellipse as a precursor to the spheroid.

Physically this problem represents a conducting elliptic cylinder in the presence of an infinite parallel line source. We will refer to the problem as if it were completely 2 dimensional, consisting of a conducting ellipse in the presence of a point charge.

The elliptic coordinate system is built around a focal line of length $2f$ lying on $-f \leq x \leq f$, $y = 0$, where $x, y$ are Cartesian coordinates. The elliptic coordinates $\xi, \eta$ are defined as

$$
\cosh \xi = \sqrt{(x + f)^2 + y^2 + (x - f)^2 + y^2}, \\
\cos \eta = \frac{\sqrt{(x + f)^2 + y^2 - (x - f)^2 + y^2}}{2f}, \\
x = f \cosh \xi \cos \eta, \\
y = f \sinh \xi \sin \eta,
$$

with $\xi \in [0, \infty)$ describing confocal ellipses around the focus and $\eta \in [0, 2\pi)$ describing semi-hyperbolas. $\xi = 0$ corresponds to the focal strip and $\xi$ increases with the distance from the origin $\rho = \sqrt{x^2 + y^2}$. The conducting ellipse is defined by $\xi = \xi_0$. The 2D Laplacian is separable in this coordinate system and the corresponding solutions are the elliptic cylindrical harmonics. The interior harmonics are

$$
cosh(n\xi) \cos(n\eta), \quad \sinh(n\xi) \sin(n\eta)
$$

which are regular at the focus but increase exponentially as $\rho \to \infty$, so are used to expand interior potentials. And the exterior elliptic cylindrical harmonics are

$$
e^{-n\xi} \cos(n\eta), \quad e^{-n\xi} \sin(n\eta)
$$

which are singular on the focus but decay as $\rho \to \infty$.

A. external line charge

A complete reduced image solution was derived by Sten [2] for a source outside a conducting or dielectric ellipse. This section briefly covers the derivations and describes the image for the conducting case.

The problem is to solve for the potential outside the ellipse $V$, which behaves as the point source in its vicinity, is zero on the ellipse (Dirichlet boundary condition), and decays to 0 as $\rho \to \infty$. To do this we write $V = V_e + V_r$ where $V_e$ is the known excitation - the potential of the point charge with no ellipse,
and $V_r$ is the potential reflected by the ellipse which is to be solved. The source lies at $(x, y) = (x_d, y_d)$, or $(\xi, \eta) = (\xi_d, \eta_d)$, and its potential may be expanded in elliptical harmonics for $\xi < \xi_d$ as

$$V_e = \log \frac{f}{\sqrt{(x - x_d)^2 + (y - y_d)^2}} = -\xi_0 + \log 2 + \sum_{n=1}^{\infty} \frac{2}{n} e^{-n\xi_d} \left[ \cosh(n\xi) \cos(n\eta_d) \cos(n\eta) + \sinh(n\xi) \sin(n\eta_d) \sin(n\eta) \right]. \quad (4)$$

To solve for $V_r$, it is expanded as a series of exterior harmonics $e^{-n\xi} [A_n \cos(n\eta) + B_n \sin(n\eta)]$, where $A_n, B_n$ are chosen to satisfy the boundary condition $V_r + V_e = 0$ at $\xi = \xi_0$, giving

$$V_r = \xi - \xi_0 + \xi_d - \log 2 - \sum_{n=1}^{\infty} \frac{2}{n} e^{(\xi_0 - \xi_d - \xi)} \left[ \cosh(n\xi_0) \cos(n\eta_d) \cos(n\eta) + \sinh(n\xi_0) \sin(n\eta_d) \sin(n\eta) \right]. \quad (5)$$

The terms before the sum only affect the charge of the ellipse and the zero of the potential, and have been chosen so that $V_r$ coincides with a later expression. While the physical potential is equal to zero inside the ellipse, the series for $V_r$ converges all the way down to the focal line if the source is far enough such that $\xi_d > 2\xi_0$, hence Eq. (5) may be identified with the potential of a charge distribution on the focal strip. The exact charge distribution may be found using the following representations of elliptical harmonics:

$$\xi - \log(2) = \frac{1}{\pi} \int_{-f}^{f} \frac{-1}{\sqrt{f^2 - x'^2}} \log \frac{f}{\sqrt{(x - x')^2 + y'^2}} x' \quad \text{Eq. (6)}$$

$$e^{-n\xi} \cos(n\eta) = \frac{n}{\pi} \int_{-f}^{f} \frac{T_n(x'/f)}{\sqrt{f^2 - x'^2}} \log \frac{f}{\sqrt{(x - x')^2 + y'^2}} x' \quad n \geq 1 \quad \text{Eq. (7)}$$

$$e^{-n\xi} \sin(n\eta) = \frac{-1}{\pi} \int_{-f}^{f} \frac{U_{n-1}(x'/f)}{\sqrt{f^2 - x'^2}} \frac{\partial}{\partial y} \log \frac{f}{\sqrt{(x - x')^2 + y'^2}} x'. \quad n \geq 1 \quad \text{Eq. (8)}$$

Eq. (6) is an integral over a charge distribution on the focus, concentrated towards the ends, Eq. (7) is a charge distribution of a Chebyshev polynomial of the first kind $T_n$, and (8) is a distribution of dipoles pointing in the $y$ direction weighted by a Chebyshev polynomial of the second kind $U_{n-1}$. Inserting these into Eq. (5) allows us to express $V_r$ as the potential of image charges and dipoles on the focal strip:

$$V_r = \xi_d - \xi_0 - \int_{-f}^{f} \left[ q(x') \log \frac{f}{\sqrt{(x - x')^2 + y'^2}} + p(x') \frac{\partial}{\partial y} \log \frac{f}{\sqrt{(x - x')^2 + y'^2}} \right] x' \quad \text{Eq. (9)}$$
where the charge distribution $q$ and dipole layer distribution $p$ are

\[ q(x) = \frac{f}{\pi \sqrt{r^2 - x^2}} \left( 1 + 2 \sum_{n=0}^{\infty} e^{n(\xi - \xi_d)} \cosh(n\xi_0) \cos(n\eta_d) T_n(x/f) \right) \]  
\[ p(x) = -\frac{\sqrt{r^2 - x^2}}{\pi f} \sum_{n=1}^{\infty} \frac{2}{n} e^{n(\xi - \xi_d)} \sinh(n\xi_0) \sin(n\eta_d) U_{n-1}(x/f). \]  

But if the source is too close such that $\xi_d < 2\xi_0$, these series diverge. To amend this, a point image source may be extracted with the correct charge and position, to make the remaining series converge all the way down to the focal strip. This image lies at $\xi = \xi_h = 2\xi_0 - \xi_d$, $\eta = \eta_d (x = x_h, y = y_h)$ with opposite magnitude to the source, and has potential $V_h$ with the following expansion:

\[ V_h = \xi + \log 2 - \log \frac{f}{\sqrt{(x-x_h)^2 + (y-y_h)^2}} \]
\[ = -\sum_{n=1}^{\infty} \left[ \cosh(n\xi_h) \cos(n\eta_d) \cos(n\eta) + \sinh(n\xi_h) \cos(n\eta_d) \cos(n\eta) \right] \frac{2}{n} e^{-n\xi}. \]  

Note that $V_h$ has zero monopole moment due to the $\xi$ term. By adding $V_h$ in the form (12) to $V_r$ and subtracting the form (13), we get a series for $V_r$ that converges down to the focal strip:

\[ V_r(\xi_d > 2\xi_0) = \xi_d - \xi_0 - \log \frac{f}{\sqrt{(x-x_h)^2 + (y-y_h)^2}} \]
\[ -\sum_{n=1}^{\infty} \frac{2}{n} \left[ e^{n(\xi - \xi_d)} \cosh(n\xi_0) - \cosh(n\xi_h) \right] \cos(n\eta_d) \cos(n\eta) \]
\[ + \left[ e^{n(\xi - \xi_d)} \sinh(n\xi_0) - \sinh(n\xi_h) \right] \sin(n\eta_d) \sin(n\eta) \]  

which corresponds to the image system if $\xi_d \leq 2\xi_0$:

\[ q_h(x, y) = -\delta(x - x_h) \delta(y - y_h) \]  
\[ q(x) = \frac{2f}{\pi \sqrt{r^2 - x^2}} \sum_{n=1}^{\infty} \left[ e^{n(\xi - \xi_d)} \cosh(n\xi_0) - \cosh(n\xi_h) \right] \cos(n\eta_d) T_n(x/f) \]  
\[ p(x) = -\frac{\sqrt{r^2 - x^2}}{\pi f} \sum_{n=1}^{\infty} \frac{1}{n} \left[ e^{n(\xi - \xi_d)} \sinh(n\xi_0) - \sinh(n\xi_h) \right] \sin(n\eta_d) U_{n-1}(x/f) \]  

These images are depicted schematically in Figure 1 and the potential is plotted in Figure 2. The potential of these images is the analytic continuation of $V_r$ to all space.

In two-dimensions analytic continuation of solutions to Dirichlet problems is much more tractable for many geometries, using a wide range of conformal mappings, or the Schwarz function [11]. In the next section we look at an elegant approach using reflection [12] which provides a closed form expression for the image.

### B. Alternate method

The same problem of a point source outside a conducting ellipse is solved in Ref. [12] via the Kelvin and Sommerfeld image methods, and these methods give simple expressions for the analytic continuation of the potential. The two methods essentially obtain the same expression, so we just reproduce the Kelvin method here.

The approach uses a function $G$, similar to Green’s function of an isolated point source, but where $\mathbb{R}^2$ is replaced by a double surface attached at the focal line [13]:

\[ G(\xi, \eta, \xi_d, \eta_d) = -\frac{1}{2} \vert \xi - \xi_d \vert - \frac{1}{2} \log \left( 1 - e^{-2\vert \xi - \xi_d \vert} + 2e^{-\vert \xi - \xi_d \vert} \cos(\eta - \eta_d) \right). \]
FIG. 2. Analytic continuation of the potential $V_{\text{out}} = V_e + V_r$ of a point source outside an ellipse (green) with $f = 1$, $\zeta_0 = 0.6$, $\xi_d = 0.79$, $\eta_d = 0.96$, computed via either series or the Kelvin image approach.

$G$ may also be viewed as the potential of a point charge plus a charge distribution on the focal strip. To construct a solution $V$ to Laplace’s equation that is zero on the boundary of the ellipse $\xi_0$, one simply takes the difference of two offset copies of $G$ as

$$V = G(\xi, \eta, \xi_d, \eta_d) - G(\xi, \eta, \xi_h, \eta_d).$$  

(19)

where again $\xi_h = 2\xi_0 - \xi_d$ is the $\xi$ parameter of the image point source (note $\xi_h < 0$ is allowed and corresponds to the point source lying in the second copy of $\mathbb{R}^2$). Note that the first term in (19) is not just the source and the second term is not the complete image, because both contribute towards image charges on the focal segment. To be explicit, the reflected potential is $V_r = V - V_e$, which gives the closed form of the series solution (5).

A closed form of the image charge and dipole distributions can be found by evaluating the electric field at the focal strip. The image charge distribution causes a discontinuity in the electric field crossing the focal strip:

$$\frac{\partial V}{\partial y} \bigg|_{y \to 0^+} - \frac{\partial V}{\partial y} \bigg|_{y \to 0^-} = 2\pi q(x)$$  

(20)

And the image dipole layer causes a discontinuity in the potential across the focal strip:

$$V(x, y \to 0^+) - V(x, y \to 0^-) = 2\pi p(x)$$  

(21)

Using these with the potential Eq. (19) gives alternative but equivalent expressions to those in Eqs. (11,10) if $\xi_d \geq 2\xi_0$, or (17,16) if $\xi_d < 2\xi_0$.

$$q(x) = \frac{f}{4\pi \sqrt{f^2 - x^2}} \left[ \frac{\sinh \xi_d}{\cosh \xi_d \cos(\eta_d + \arccos(x/f))} - \frac{\sinh \xi_h}{\cosh \xi_h \cos(\eta_d + \arccos(x/f))} \right]$$  

$$+ \frac{\sinh \xi_d}{\cosh \xi_d \sin(\eta_d + \arcsin(x/f))} - \frac{\sinh \xi_h}{\cosh \xi_h \sin(\eta_d + \arcsin(x/f))} \right].$$  

(22)

$$p(x) = \frac{1}{4\pi} \left[ \log \frac{\cosh \xi_d + \sin(\eta_d - \arcsin(x/f))}{\cosh \xi_d - \sin(\eta_d + \arcsin(x/f))} - \log \frac{\cosh \xi_h + \sin(\eta_d - \arcsin(x/f))}{\cosh \xi_h - \sin(\eta_d + \arcsin(x/f))} \right].$$  

(23)

These expressions do not depend on whether the image point source is present (i.e. if $\xi_d < 2\xi_0$), despite the absolute value signs $|\xi - \xi_h|$ appearing in (19). Figure 3 shows that $q(x)$ varies smoothly as $\xi_d$ crosses $2\xi_0$, while $p(x)$ has an unbounded peak for $\xi_d = 2\xi_0$.

Ref. [12] suggests that this type of image solution could generalize to spheroids, although surely the generalization would be much more complicated, and we can’t reproduce the result.
FIG. 3. Charge density $q$ (left) and dipole density $p$ (right) for a 2D point charge outside an ellipse with $\xi_0 = 0.6$, $\eta_d = 0.96$ (same as in Fig. 2), and a range of $\xi_d$ including $\xi_d = 2\xi_0$.

**C. Source at center**

The problem of a point source inside a conducting ellipse appears to have attracted no attention. So here we solve the problem and determine the image outside the ellipse, starting with the simple case of a point source placed at the origin. The potential of the line charge should be expanded as

$$V_e = \log \frac{f}{\rho}$$

$$= -\xi + \log 2 + \sum_{n=1}^{\infty} \frac{2}{n} e^{-n\xi} \cos \frac{n\pi}{2} \cos n\eta,$$

and the reflected potential is expanded on a series of $\cosh n\xi \cos(n\eta)$ which are smooth inside the ellipse:

$$V_r = \xi_0 - \log 2 - \sum_{n=1}^{\infty} \frac{2}{n} e^{-n\xi_0} \cosh(n\xi) \cos \frac{n\pi}{2} \cos n\eta.$$

Just like for the external point source, we want to extract the most significant contributions (leading order with respect to $n$) from the series. In fact the following series expansion gives all orders in $n$:

$$\frac{e^{-n\xi_0}}{\cosh(n\xi_0)} = -2e^{-2n\xi_0} + 2e^{-4n\xi_0} - 2e^{-6n\xi_0} + ...$$

$$= 2 \sum_{k=1}^{\infty} (-1)^k e^{-2kn\xi_0} \quad \xi_0 > 0.$$

The sum over $n$ of the $k^{th}$ term gives two identical point sources at $x = 0$, $y_k = \pm \sinh(2k\xi_0)$ (plus a constant term), so $V_r$ can be represented as a series of point charges of alternating sign whose spacing increases with distance from the ellipse:

$$V_r = \xi_0 - \log 2 + \sum_{k=1}^{\infty} (-1)^k \left( 4k\xi_0 - 2 \log 2 + \log \frac{f}{\sqrt{x^2 + (y-y_k)^2}} + \log \frac{f}{\sqrt{x^2 + (y+y_k)^2}} \right).$$

The analytic continuation of the potential $V_e + V_r$ is plotted in Fig. 4 using Eq. (27), revealing the image charges. The image problem of a point charge at the center of a spheroid is much more complex as seen in section IV A.
FIG. 4. Analytic continuation of the potential of a point source at the center of an ellipse (green) with \( f = 1, \xi_0 = 0.4 \).

**D. Internal source off center**

This problem is also solvable with a relatively simple image system. The excitation is

\[
V_e = \log \frac{f}{\sqrt{(x - x_d)^2 + (y - y_d)^2}}
= -\xi + \log 2 + \sum_{n=1}^{\infty} \frac{2}{n} e^{-n\xi} \left[ \cosh(n\xi_d) \cos(n\eta_d) \cos(n\eta) + \sinh(n\xi_d) \sin(n\eta_d) \sin(n\eta) \right]
\tag{28}
\]

and \( V_r \) is found to be

\[
V_r = \xi_0 - \log 2 - \sum_{n=1}^{\infty} \frac{2}{n} e^{-n\xi_0} \left[ \cosh(n\xi_d) \cosh(n\xi) \cos(n\eta_d) \cos(n\eta) + \sinh(n\xi_d) \sinh(n\xi) \sin(n\eta_d) \sin(n\eta) \right]
\tag{29}
\]

Here we can expand the series coefficients as

\[
e^{-n\xi_0} \cosh(n\xi_d) = -(e^{n\xi_d} + e^{-n\xi_d}) \sum_{k=1}^{\infty} (-1)^k e^{-2k\xi_0}
\]

\[
e^{-n\xi_0} \sinh(n\xi_d) = (e^{n\xi_d} - e^{-n\xi_d}) \sum_{k=1}^{\infty} e^{-2k\xi_0}
\tag{30}
\]

A reasonable guess for the image system would be a series of point charges similar to those found in the previous section. Towards associating the series with expansions of point sources we organize the series for \( V_r \) in to two parts, with \( e^{n\xi_0} \) or \( e^{-n\xi_0} \):

\[
V_r = \xi_0 - \log 2 + \sum_{k=1}^{\infty} \left\{ \sum_{n=1}^{\infty} \frac{2}{n} e^{-n(2k\xi_0 + \xi_d)} \left[ (-1)^k \cosh(n\xi) \cos(n\eta_d) \cos(n\eta) - \sinh(n\xi) \sin(n\eta_d) \sin(n\eta) \right] + \sum_{n=1}^{\infty} \frac{2}{n} e^{-n(2k\xi_0 - \xi_d)} \left[ (-1)^k \cosh(n\xi) \cos(n\eta_d) \cos(n\eta) + \sinh(n\xi) \sin(n\eta_d) \sin(n\eta) \right] \right\}
\tag{31}
\]

By adding constants, these can be identified with expansions of point sources at \((\xi, \eta) = (2k\xi_0 \pm \xi_d, \pm \eta_d)\), leading to the image formulation

\[
V_r = \sum_{k=1}^{\infty} (-1)^k \left[ 4k\xi_0 - 2 \log 2 + \log \frac{f}{\sqrt{(x - x_{k+})^2 + (y - y_{k+})^2}} + \log \frac{f}{\sqrt{(x - x_{k-})^2 + (y - y_{k-})^2}} \right]
\tag{32}
\]

where the coordinates of the image point charges are

\[
x_{k\pm} = f \cosh(2k\xi_0 \pm \xi_d) \cos \eta_d, \quad y_{k\pm} = f \pm (-1)^k \sinh(2k\xi_0 \pm \xi_d) \sin \eta_d
\tag{33}
\]
FIG. 5. Analytic continuation of the potential inside an ellipse with $f = 1$, $\xi_0 = 0.4$, and point source at $\xi_d = 0.3$, $\eta_d = \pi/6$.

FIG. 6. Analytic continuation of the potential inside an ellipse with $f = 1$, $\xi_0 = 0.3$, and point source at $\xi_d = 0$, $\eta_d = 0.05$.

The analytic continuation of the total potential is plotted in Figure 5 using Eq. (32). The point charges lie on the hyperbola $\cos \eta = \cos \eta_d$ with alternating sign and alternating spacing that increases exponentially going further out. Numerically the total potential is also zero on infinitely many larger confocal ellipses. As $\xi_d \to 0$, $\eta_d \to \pi/2$ the image reduces to that for the source at the center, studied in the previous section. As the ellipse becomes more circular, all except one image charge move out towards infinity, recovering the image solution for the circle. For a charge off center but on the focal strip, the images group in twos either side of the $x$-axis as shown in figure 6. For a charge off the focal strip, on the $x$-axis near the tip, the images combine and line up on the $x$-axis as shown in figure 7.

This concludes the 2D section of the paper, for which we could find the full analytic continuation in every case. These image systems should provide hints for the image locations in the 3D problem in the next sections.

FIG. 7. Analytic continuation of the potential inside an ellipse with $f = 1$, $\xi_0 = 0.3$, and point source at $\xi_d = 0.2$, $\eta_d = 0$. 
III. Point charge on axis of conducting prolate spheroid

Consider a conducting prolate spheroid of half-focal length \( f \), half-height \( c \) and half-width \( a = \sqrt{c^2 - f^2} \), where in Cartesian coordinates \( x, y, z \) the rotation axis is aligned with \( z \). The spheroid is excited by a point charge located a distance \( d \) up the \( z \)-axis, as depicted in Figure [8]. We will use spheroidal coordinates \( \xi, \eta \), with \( \rho = \sqrt{x^2 + y^2} \), defined as: \[ f \]

Spheroidal coordinates \( \xi, \eta \) are analogous to elliptic coordinates, but here we do not use the trigonometric representations:

\[
\xi = \frac{\sqrt{\rho^2 + (z + f)^2} + \sqrt{\rho^2 + (z - f)^2}}{2f}, \quad z = f \xi \eta, \\
\eta = \frac{\sqrt{\rho^2 + (z + f)^2} - \sqrt{\rho^2 + (z - f)^2}}{2f}, \quad \rho = f \sqrt{\xi^2 - 1} \sqrt{1 - \eta^2}.
\]

Surfaces of constant \( \xi \) are concentric prolate spheroids, with \( \xi = 1 \) being the focal line, and surfaces of constant \( \eta \) are hyperboloids which describe an analogue of the latitudinal angle on a given spheroid. The boundary of the spheroid is \( \xi = \xi_0 = c/f \). The exciting potential \( V_e \) can be expressed as a series of spheroidal harmonics:

\[
V_e = \frac{f}{\sqrt{\rho^2 + (z - d)^2}} = \sum_{n=0}^{\infty} \frac{(2n + 1)Q_n(\xi_d)P_n(\xi)P_n(\eta)}{(2n + 1)Q_n(\xi_d)Q_n(\xi)} \quad \xi < \xi_d
\]

Where \( P_n \) and \( Q_n \) are the Legendre functions of the first and second kinds, and \( \xi_d = d/f \) is the \( \xi \) coordinate of the source charge. We split the total potential outside the spheroid as \( V = V_e + V_r \), where \( V_r \) is the reflected potential by the presence of the spheroid, and the boundary condition is then \( V = 0 \) at \( \xi = \xi_0 \). Using the standard separation of variables approach, \( V_r \) is found to be

\[
V_r = - \sum_{n=0}^{\infty} \frac{(2n + 1)P_n(\xi_0)Q_n(\xi_d)Q_n(\xi)}{Q_n(\xi_0)} P_n(\eta).
\]

We will now investigate the analytic continuation of the series (35) inside the spheroid.

A. Summary of progress in Ref. [3] - leading order approximation and series acceleration

The Legendre functions behave for large \( n \) with \( m \) fixed, \( x > 1 \) as

\[
P_n^m(x) \to \frac{1}{\sqrt{2\pi}} \frac{(x + \sqrt{x^2 - 1})^{n+1/2}}{(x^2 - 1)^{1/4}} n^{m-1/2} \left[ 1 - \frac{2m - 1}{8n} \left( \frac{(2m + 1)x}{\sqrt{x^2 - 1}} \right)^2 + O(n^{-2}) \right] \quad |x| > 1
\]

\[
Q_n^m(x) \to \frac{\sqrt{\pi}}{2} \frac{(x + \sqrt{x^2 - 1})^{-n-1/2}}{(x^2 - 1)^{1/4}} n^{m-1/2} \left[ 1 + \frac{2m - 1}{8n} \left( \frac{(2m + 1)x}{\sqrt{x^2 - 1}} \right)^2 + O(n^{-2}) \right] \quad |x| > 1
\]

which are modified expressions from [15]. For now we are just interested in the leading order and \( m = 0 \), where the terms in the series (35) behave for large \( n \) as

\[
\frac{P_n(\xi_0)}{Q_n(\xi_0)} Q_n(\xi_d) = \frac{1}{\sqrt{2\pi n(\xi_d^2 - 1)^{1/4}}} \left( \frac{\xi_0 + \sqrt{\xi_0^2 - 1}}{\xi_d + \sqrt{\xi_d^2 - 1}} \right)^n [1 + O(n^{-1})].
\]

If the point source is further than a critical distance, \( d > d_c \) where

\[
d_c = \frac{2c^2}{f} - f = f(2\xi_0^2 - 1),
\]

1 the terminology “reflected potential” is not intended to suggest the existence of a reflection law as for example with Kelvin’s method for the sphere.
FIG. 8. Schematic of a point charge near a prolate spheroid, showing the extended image singularity in the case of a close source charge, and the boundary of the domain of convergence of the series (35), $\xi = \xi_h$. Red represents positive charge and blue negative.

then the series (35) converges in all space except the focal segment. The corresponding image line charge distribution $\lambda$ can be found by applying the Havelock formula [16] (p. 130) which expresses each spheroidal harmonic in terms of a charge distribution of a Legendre polynomial on the focal segment:

$$Q_n(\xi)P_n(\eta) = \frac{1}{2} \int_{-f}^{f} \frac{P_n(z')}{\sqrt{\rho^2 + (z - z')^2}} dz'.$$

(40)

Combining this with Eq. (35) reveals the line charge density of the image:

$$\lambda(z) = -\frac{1}{2} \sum_{n=0}^{\infty} (2n + 1) \frac{P_n(\xi_0)}{Q_n(\xi_0')} Q_n(\xi_d) P_n(z/f), \quad |z| < f$$

(41)

so that the reflected potential may be expressed in its image representation as

$$V_r = \int_{-f}^{f} \frac{\lambda(z')}{\sqrt{\rho^2 + (z - z')^2}} dz'$$

(42)

which converges if $d > d_c$. But for $d < d_c$, the series (35) diverges inside the spheroid $\xi < \xi_h$ where

$$\xi_h = (2\xi_0^2 - 1)\xi_d - 2\xi_0\sqrt{\xi_0^2 - 1}\sqrt{\xi_d^2 - 1}.$$  

(43)

To work around this, the authors noted that the leading order of the series terms in (38) is similar to that for the spheroidal harmonic expansion of a point charge on the $z$-axis at $z = h = f\xi_h$:

$$V^{(0)} = \frac{q_h f}{\sqrt{\rho^2 + (z - h)^2}}$$

(44)

$$= q_h \sum_{n=0}^{\infty} (2n + 1) P_n(\xi_h) Q_n(\xi) P_n(\eta),$$

(45)

where $q_h = -\sqrt{\frac{h^2 - f^2}{d^2 - f^2}}$. 


This is the blue dot in Figure 8. Then (45) was extracted from the series (35) so that the remaining series converged faster:

\[ V = V' = V_c + V^{(0)} - \sum_{n=0}^{\infty}(2n+1) \left( \frac{P_n(\xi_0)}{Q_n(\xi_0)}Q_n(\xi_0) + q_h P_n(\xi_h) \right) Q_n(\xi)P_n(\eta). \]  

However, the authors incorrectly assumed that the remaining image lies on the focal segment, and attempted to write down the image charge density on this strip for \( d < d_c \) as:

\[ \lambda(z) \neq -\frac{1}{2} \sum_{n=0}^{\infty}(2n+1) \left( \frac{P_n(\xi_0)}{Q_n(\xi_0)}Q_n(\xi_0) + q_h P_n(\xi_h) \right) P_n(z/f), \quad |z| < f \]  

but the terms increase exponentially as \( n \to \infty \) and the series diverges. Ref. 3 states that this series is asymptotic, initially converging then diverging, but no charge distribution confined to this segment could solve the boundary problem. In order for the potential created by this charge distribution on the focal segment to equal \( V_r \) in any open region, it must be equal to \( V_r \) everywhere due to the identity theorem 17. This is not possible because \( V_r \) also tends to infinity near \( \rho = 0, f < z < h \) (see Section III C) and this behavior cannot be reproduced by any charge distribution confined to \( -f \leq z \leq f \).

If \( d > d_c \) then the image point charge lies off the focal segment, and is in a sense absorbed into the image line charge distribution \( \lambda(z) \). As noted in Ref. 3, extracting the image charge \( V^{(0)} \) only improves the rate of convergence if \( d > d_c \).

B. Comparison to approach in Ref. 6

In Ref. 6 the authors separated out a different image point charge, where its location and strength were chosen so as to cancel out just the \( n = 0 \) and \( n = 1 \) terms of the series (35) exactly. They used for the height and charge:

\[ h_x = c \frac{Q_0(\xi_0)Q_1(\xi_0)}{Q_1(\xi_0)Q_0(\xi_0)}, \quad q_x = c \frac{Q_0(\xi_0)}{Q_0(\xi_0)}. \]  

As shown in Fig. 3 the height of the image \( h_x \) in Ref. 6 decreases all the way to the center of the spheroid as the source moves away from the surface (as \( d \) increases), unlike \( h \) from Ref. 3 which avoids the focal segment. And the charge \( q_x \) decreases smoothly as \( d \) increases, and does not recognize the critical distance \( d = d_c \) as does \( q_h \). The image approximation (48) applies well in cases where the spheroidal series converges very quickly so that the first two terms are dominant, which tends to be the case for more distant sources and rounder spheroids, but from the point of view of analytical continuation, this point charge does not match the singularity of the potential.

C. Analytic continuation of the potential for close source charges

For point sources within the critical distance \( d < d_c \), the potential diverges within the spheroid \( \xi < \xi_h \), which extends along the \( z \)-axis to \( z = \pm h \). We will make the intuitive guess that \( V \) is singular on the \( z \)-axis from \( z = -f \) to \( h \), shown in Figure 8; there seems no reason why the image would have to extend to \( z < -f \), when the image should concentrate towards the top surface as the source comes very close, mimicking the image solution for the plane. And it is a fair assumption that the image lies on the axis, as is the case for \( d > d_c \).

So we’ll define a ‘stretched’ prolate coordinate system whose focal segment lies on the \( z \)-axis from \( z = -f \) to \( h \), exactly on the proposed singularity:

\[ \xi = \sqrt{\rho^2 + (z + f)^2} + \sqrt{\rho^2 + (z - h)^2} \]  

\[ f + h \]  

\[ \eta = \sqrt{\rho^2 + (z + f)^2} - \sqrt{\rho^2 + (z - h)^2} \]  

\[ f + h, \]
FIG. 9. Comparison of the height $h$ of the image point charge in [3] to that from [6]. The height is plotted as a function of the source charge height $d$, for two spheroids of very different aspect ratio. The top of the focal segment lies at $f = 1$, and $d_c$ is the critical height for the source charge - the blue line is only used for $d < d_c$.

with the goal of expressing $V_r$ as a series of the corresponding spheroidal harmonics $Q_n(\xi)P_n(\eta)$. If $V_r$ is only singular on $\rho = 0$, $-f \leq z \leq h$, such a series should converge everywhere except on this singularity. In order to find the series coefficients, we can use the transformations between spheroidal and spherical harmonics, first transforming the series into a sum of shifted spherical harmonics, with the following transformation [18, 19]:

$$Q_n(\xi)P_n(\eta) = \sum_{p=0}^{\infty} \frac{p!^2}{(2p - n)!(p + n + 1)!} \left( \frac{2f}{r'} \right)^{p+1} P_p(\cos \theta')$$

where $r' = \sqrt{\rho^2 + (z + f)^2}$, $\cos \theta' = (z + f)/r'$. Then the spherical harmonics can be expanded onto a basis of the stretched spheroidal harmonics [18, 20]:

$$P_p(\cos \theta') = \sum_{k=p}^{\infty} \frac{2(-)^{k-p}(2k+1)(k+p)!}{p!(k-p)!} Q_k(\xi)P_k(\eta).$$

Rearranging the summation order, the series [46] may be re-expressed as

$$V \equiv V'' = V_c + V^{(0)} - \sum_{k=0}^{\infty} (2k+1) \sum_{n=0}^{k} \beta_{kn} (2n+1) \left[ \frac{Q_n(\xi_d)P_n(\xi_d)}{Q_n(\xi_0)} + q_h P_n(\xi_h) \right] Q_k(\xi)P_k(\eta),$$

where

$$\beta_{kn} = \sum_{p=n}^{k} \frac{(-)^{p+k}(k+p)!}{(k-p)!(p-n)!(p+n+1)!} x_h^{p+1}$$

and $x_h = \frac{2f}{h + f}$. 
FIG. 10. Analytic continuation of $V$ for a point charge near a conducting spheroid, for three aspect ratios and source distances. Left-panels: $V$ computed via series (46). Left-center panels: series (53) showing the analytic continuation of $V$. Center-right panels: Relative error between the two series, showing they are equal where they both converge (black regions). Far right panels: the potential $V_l$ evaluated very near to the $z$-axis, to get an approximate view of the image line charge density. The series for $V_l$ is truncated at two values of $k$ to show the convergence of the series, and also for two values of $\rho$ to demonstrate that the potential shape doesn’t change much, and is therefore evaluated close enough to the axis to consider this a rough estimate of the line charge density. In all cases $K$ was chosen as high as possible before the catastrophic cancellations became significant.
These series suffer numerically from catastrophic cancellation, where the individual terms are large but with alternating sign, and their magnitudes are just so that their combined sum is many orders of magnitude smaller than the terms themselves. This cancellation is so dramatic that 15 digits is not enough precision to compute the sum with any accuracy for \( k, n \gtrsim 20 \). Fortunately \( \beta_{k,n} \) can instead be computed via the following stable recurrence:

\[
\beta_{k+1,n} = \frac{k+1}{(n+k+2)(k-n+1)} \left( 2x_h \left( \frac{n(n+1)}{k(k+1)} - 1 \right) \beta_{k,n} + \frac{(n-k+1)(k+n)}{k} \beta_{k-1,n} \right)
\]

with initial values

\[
\beta_{n,n} = \frac{1}{2n+1} x_h^{n+1}, \quad \beta_{n+1,n} = x_h^{n+2} - x_h^{n+1}.
\]

But another source of numerical instability in (53) lies in the sum over \( n \), which again suffers from catastrophic cancellation, and this time there seems no way to find an analytic stable method of computation due to the complexity of the terms. The numerical errors become significant for higher \( k \), depending on the geometry of the problem.

The line charge distribution is obtained by applying the Havelock formula to (53):

\[
\lambda(z) = -\sum_{k=0}^{\infty} \frac{2k+1}{2} \sum_{n=0}^{k} \beta_{k,n} (2n+1) \left[ \frac{Q_n(\xi_0)P_n(\xi_0)}{Q_n(\xi_0)} + q_h P_n(\xi_0) \right] P_k \left( \frac{2z + f - h}{h + f} \right), \quad -f \leq z < h
\]

which appears numerically to converge as \( 1/k \) - not fast enough to obtain much detail before numerical problems appear. Even multiple precision has been tried but offers only mild improvement due to it being impractically slow.

Figure 10 shows the analytic continuation of the potential for three different configurations of spheroids and point charges. The nine leftmost panels confirm numerically that \( V'' \) is the analytic continuation of \( V' \) and therefore of \( V \). \( V'' \) is smooth all the way down to the line segment \(-f \leq z \leq h\). The far right panels are an attempt to get an idea of what the corresponding image line charge distribution looks like by plotting the potential very close to the axis, using the idea that the potential approaching any line of charge becomes proportional to the line charge density. On these far right panels, the point charges \( V_c \) and \( V^{(0)} \) are subtracted from the total potential \( V'' \) since they tend to overpower the line source. These plots show that there are no other point sources in the image system unless they are very weak. For all three plotted configurations, the main features of the image line charge distribution are: a positive charge distribution on the segment \( f \leq z < h \), which spikes at \( z = +f \), then decreases past zero at some \( z \lesssim f \) to negative values, and steadily decreases in magnitude as \( z \to -f \). The wave-like oscillations in the right plots are due to the slow convergence of the series. From the right panels we can expect that a simple approximate image charge solution could be found consisting of the negative point charge at \( z = h \), plus some positive point charge or dipole at \( z = f \) plus a negative uniform line charge \(-Q_0(\xi)\), with the exact weighting of each to be optimized numerically. Manual tests for a few source positions and aspect ratios and these image components seem to work very well at satisfying the boundary conditions, but it is beyond the scope of this research to investigate this in detail numerically.

D. Attempt at a first order correction

Towards the goal of making the series (53) converge faster so that it may be plotted accurately using double precision, we will look for a first order correction to subtract from the series (0). Ideally this is done by analytically determining the next order in the limit of the series coefficients in (53), but this seems intangible. Instead we will follow the approach used to determine \( V^{(0)} \), considering the next order correction to the terms in the original series (53). In that case, subtracting off \( V^{(0)} \) also made the “stretched” series (53) converge much faster, since the limit of the series coefficients for \( V^{(0)} \) expressed in terms of stretched spheroidal harmonics

\footnote{The term “first order correction” of the series is used loosely here – it is the correction to the series formed by the series of the first order correction in \( n \) to the series terms}
FIG. 11. Line charge density of the first order correction $V^{(1)}$, on the line segment $-f \leq z \leq h$.

also happen to match the limit of the coefficients for $V$ expressed in terms of stretched spheroidal harmonics. However, this does not happen in the following attempt to extract the next order of $V$.

From the expansions of the Legendre functions given in (37), we see that the first order correction goes as $1/n$ relative to the leading order, so a simple guess for the first order correction to $V$ would be:

$$V^{(1)} = p_h \sum_{n=0}^{\infty} P_n(\xi_h)Q_n(\xi)P_n(\eta)$$  

(57)

for some constant $p_h$, which can be determined by matching the limit of the series coefficients of $V^{(1)}$ to those in $V_r - V^{(0)}$, to be

$$p_h = \frac{q_h}{4} \left( \frac{2\xi_0}{\sqrt{\xi_0^2 - 1}} - \frac{\xi_d}{\sqrt{\xi^2 - 1}} - \frac{\xi_h}{\sqrt{\xi^2 - 1}} \right).$$  

(58)

Then the series coefficients for $V_r - V^{(0)} - V^{(1)}$ converge as $1/n$ relative to the coefficients for $V_r - V^{(0)}$. The series [57] still diverges inside the spheroid $\xi < \xi_h$ just as does the series for $V_r$. We can express (57) as a series of stretched spheroidal harmonics (presented without proof):

$$V^{(1)} = p_h x_h \sum_{n=0}^{\infty} P_n(2x_h - 1)Q_n(\xi)P_n(\eta)$$  

(59)

which converges everywhere except the segment $-f \leq z \leq h$. Its line charge distribution can be computed with no numerical problems and is plotted in Figure 11 showing a spike at $z = f$, which somewhat resembles the spikes in the rightmost panels in Figure 10.

The problem is that, unlike the case for $V^{(0)}$, the limits of the coefficients of the series’ of stretched spheroidal harmonics for $V$ in (53) and in (59) do not match. But there may still exist some first order correction that matches both the first order of the coefficients in (55) and in (59).

**E. Point charge off-axis**

For a source off-axis, determining the image is much more complicated. We may let the source charge lie at $x_d \geq 0, z_d \geq 0, y_d = 0$, with spheroidal coordinates $\xi_d, \eta_d$. The solution is $V = V_e + V_r$ where

$$V_e = \frac{f}{\sqrt{(x - x_d)^2 + y^2 + (z - z_d)^2}},$$

$$V_r = -\sum_{n=0}^{\infty} \sum_{m=-n}^{n} \frac{(2n+1)(-)^m (n-m)!^2}{(n+m)!^2} \frac{P^n_m(\xi_0)Q^n_m(\xi_d)P^n_m(\eta_d)Q^n_m(\xi)}{Q^n_m(\xi_0)} P^n_m(\eta) e^{im\phi}.$$

(60)

In [21], it was assumed that the domain of convergence could be obtained by analyzing the sum over $n$ for fixed $m$, which lead to a domain of convergence of $\xi > \xi_h$ (Eq. (43)), and it was also concluded that for a distant source such that $\xi_d \geq \xi_c = 2\xi_0^2 - 1$, the series converges everywhere except the focal segment. However, the true rate of convergence of the sum over $n$ depends on the asymptotics of each sum over $m$ as
\( n \to \infty \), which cannot be analyzed easily. The domain of convergence does not appear to be \( \xi > \xi_h \) from numerical tests, and we will see later this section that it is not the case analytically for long thin spheroids. While we cannot explicitly determine the domain of convergence of the series (60), it can still be advantageous to extract an image point charge, similar to [14] for the on-axis source, as done in [21]. This image charge is only useful if the source is near the axis or if the spheroid is near spherical. If we ignore the fact that the series contains terms with unbounded values of \( m \), using the asymptotic formulae for the Legendre functions for large \( n \) with \( m \) fixed (67), we can get an approximation for the individual terms as \( n \to \infty \):

\[
V_r \approx V^{(0)} = q_h \sum_{n=0}^{\infty} \sum_{m=-n}^{n} (2n+1)(-)^m \frac{(n-m)!^2}{(n+m)!^2} P_n^m(\xi) P_n^m(\eta) Q_n^m(\xi) Q_n^m(\eta) e^{im\phi} \tag{61}
\]

\[
= \frac{qh f}{\sqrt{(x-x_h)^2 + y^2 + (z-z_h)^2}} \tag{62}
\]

where again \( \xi_h = (2\xi_0^2-1)\xi_d - 2\xi_0 \sqrt{\xi_0^2 - 1}\xi_d^2 - 1 \), \( q_h = -((\xi_0^2-1)/(\xi_0^2-1))^{1/4} \), and \( x_h = f \sqrt{\xi_h^2 - 1} \sqrt{1 - \eta_d^2} \), \( z_h = f \xi_h \eta_d \). This proposed image point charge lies on the same coordinate \( \eta = \eta_d \) as the source charge. As done in [3] for the axial case, the approximation (62) can be subtracted from the series (60) to give

\[
V_r = \frac{qh f}{\sqrt{(x-x_h)^2 + y^2 + (z-z_h)^2}} - \sum_{n=0}^{\infty} \sum_{m=-n}^{n} (2n+1)(-)^m \frac{(n-m)!^2}{(n+m)!^2} \left( \frac{P_n^m(\xi)}{Q_n^m(\xi)} \xi_n^m(\xi_d) + q_h P_n^m(\xi) \right) \frac{P_n^m(\eta) Q_n^m(\xi) P_n^m(\eta)}{e^{im\phi}} \tag{63}
\]

However, this only gives a faster converging series over \( n \) for each \( m \) individually and does not necessarily make the double series itself converge faster, unless the source is near the axis or the spheroid is near spherical.

For a thin spheroid with \( a << c \), we will consider for simplicity a relatively close point source on the \( x \) axis at \( a < x_d << c \). Here we have \( \xi, \xi_d \to 1, \eta_d = 0 \), and we look at \( \eta = 0 \) to further simplify the problem. In this limit the Legendre functions behave as [14]

\[
P_n^m(\xi) \to \frac{(n + m)!}{(n-m)!m!} \left( \frac{\xi - 1}{2} \right)^{m/2} \xi \to 1 \tag{64}
\]

\[
Q_n^m(\xi) \to \frac{2^{m-1}}{m} \left( \frac{\xi - 1}{2} \right)^{-m/2} \xi \to 1 \tag{65}
\]

and

\[
P_n^m(0) = (-)^{m/2} \frac{(n + m - 1)!!}{(n-m)!!} \tag{66}
\]

This leads to a limiting form of the coefficients in the series of

\[
V_r \to -\sum_{n=0}^{\infty} \sum_{m=0}^{n} (2 - \delta_{m0}) \frac{2n+1}{2m} (-)^m \left( \frac{(\xi_0 - 1)^2}{\xi - 1}(\xi_d - 1) \right)^{m/2} P_n^m(0) P_{n-m}(0) \tag{67}
\]

We cannot state that the series converge without further analysis of the double summation, but a simple observation is that the series over \( m \) diverges at least if \( (\xi_0 - 1)^2/|\xi - 1(\xi_d - 1)| > 1 \), or if

\[
\xi < \xi_i = \sqrt{\frac{(\xi_d^2 - 1)^2}{\xi_d^2 - 1} + 1} \tag{68}
\]

(which is an equivalent condition as \( \xi_0, \xi_d \to 1 \), and appears slightly more accurate for larger \( \xi_0, \xi_d \)). This is satisfiable for all \( \xi_0, \xi_d \), i.e. the series will always diverge for some region near the focus. Note that this only analysis only applies to thin spheroids where the source is off axis and close to the surface. This disproves the convergence condition \( \xi > \xi_h \); for example if \( \xi_d = 2\xi_0^2 - 1 \) then \( \xi_h = 1 \) but the solution does not converge for all \( \xi > 1 \). The condition for divergence \( \xi < \xi_i \) is reasonable for thin spheroids, and is consistent with the condition for divergence of the solution for a point charge near an infinite cylinder. That is, if we express
the $\xi$ coordinates in terms of their $x$ values on the $z = 0$ plane, we can conclude that the solution diverges if $x > a^2/x_d$, where $x_d$ is the $x$ coordinate of the source. This is also the condition for divergence of the solution for point charge at $x = x_d$ outside a cylinder of radius $a$ [23].

The solution (60) is plotted in Figure 12 for three different aspect ratios. For the low aspect ratios we partially see something like an image point charge at $x \approx x_h, z \approx z_h$. For higher aspect ratios, we see that the solution does converge down to $x = a^2/x_d$ as we reasoned is possible for thin spheroids, and certainly one can conclude that the condition for convergence is not $\xi > \xi_h$. For low aspect ratios, $\xi_i \rightarrow \xi_h$, which both appear to lie on the extent of the domain of convergence, while for higher aspect ratios, $\xi_h$ is way off and $\xi_i$ is reasonably close. It also appears that convergence could depend on $\eta$ and $\phi$, which is possible analytically.
if \( \eta \) and \( \phi \) were to change the behavior of the sum over \( m \) as \( n \to \infty \).

Only up to \( n, m = 85 \) could be used in Figure 12 because the factor \((n + m)!\) overflows for any higher \( n, m \). This problem could be avoided by using normalized Legendre functions \([22]\), which would allow more terms to be included in the series, giving a clearer picture of the boundary between convergence and divergence.

IV. Point charge inside spheroid

We now move on to sources placed inside a conducting spheroidal boundary, where the image systems lie outside the spheroid.

A. Point charge at the center

The simplest case is that of a point charge located exactly at the center. The excitation potential is

\[
V_e = \frac{f}{r} = \sum_{n=0}^{\infty} (2n + 1) P_n(0) Q_n(\xi) P_n(\eta). \tag{69}
\]

Note that for \( n \) odd, \( P_n(0) = 0 \). The total potential inside is \( V = V_e + V_r \), where

\[
V_r = -\sum_{n=0}^{\infty} (2n + 1) \frac{Q_n(\xi_0)}{P_n(\xi_0)} P_n(0) P_n(\xi) P_n(\eta), \tag{70}
\]

which converges inside a spheroidal volume with surface \( \xi_h = 2\xi_0^2 - 1 \). Now we want to determine the form of the image, which must lie outside this spheroid \( \xi = \xi_h \). For the similar problem of a charge located inside a cylinder \([23]\), the image lies on the \( z = 0 \) plane with a circular hole. So at least for thin long spheroids we should expect a similar disk image, where the hole touches the spheroid of divergence. So we will assume that the image lies on

\[
\rho \geq \rho_h = f \sqrt{\xi^2_h - 1}, \quad z = 0, \tag{71}
\]

which is depicted in Figure 13. But before deriving the exact analytic continuation of \( V_r \), let’s consider some simple approximations.

B. Leading order approximation

Here we look for an approximation analogous to that of the point charge approximation for the source outside, by analyzing the limit of the series coefficients as \( n \to \infty \). In addition to the limits for the Legendre functions in \([37]\), we need the limit for \( P_n(0) \):

\[
P_n(0) \to \sqrt{\frac{2}{n \pi}} (-)^{n/2} \left[ 1 - \frac{1}{4n} + O(n^{-2}) \right]. \tag{72}
\]

Then as \( n \to \infty \) the coefficients in the series \([70]\) go to leading order as:

\[
\frac{Q_n(\xi_0)}{P_n(\xi_0)} P_n(0) \to \frac{\sqrt{2\pi/n} (-)^{n/2}}{(\xi_0 + \sqrt{\xi_0^2 - 1})^{2n+1}}. \tag{73}
\]

We want to find a simple function that matches this limit, that when substituted in \([70]\), has a simple closed form for the corresponding series. For the infinite conducting cylinder, the leading order approximation is two point charges offset on the imaginary \( z \)-axis at \( z = \pm 2i \) \([29]\), which appears in real space as an excavated
disk. So for the spheroid, we find that two point charges offset by $z = \pm i \rho_h$ is a good approximation. The spheroidal series expansion for this is easily found from the inverse distance expansion [24]:

$$V^{(0)} = \frac{i f \sqrt{\xi_h}}{\sqrt{\rho^2 + (z - i \rho_h)^2}} - \frac{i f \sqrt{\xi_h}}{\sqrt{\rho^2 + (z + i \rho_h)^2}}$$

$$= -2i \sqrt{\xi_h} \sum_{n=0}^{\infty} (2n + 1) Q_n(i \rho_h/f) P_n(\xi) P_n(\eta),$$

(74)

where we have introduced prefactors so the series coefficients match those in [73] in the limit $n \to \infty$. $V^{(0)}$ is a good approximation to $V_r$ for fatter spheroids, accurate to within 1% (a constant correction term should be applied to $V^{(0)}$, replacing the $n = 0$ term in [74] with the term in [70]). The approximation works better for rounder spheroids; for $c = 2f$, the approximation is visually indistinguishable from the exact analytic continuation plotted in Figure 14. In fact [74] reduces to the image approximation for the cylinder if we take $c \to \infty$ with $a$ fixed.

C. First order correction

A first order correction can be found in a similar manner, by considering the next order in the coefficients for the Legendre functions, which allows us to deduce the limit of the coefficients in $V_r - V^{(0)}$:

$$(2n + 1) \left[ \frac{Q_n(\xi_0)}{P_n(\xi_0)} P_n(0) - 2t \sqrt{\xi_h} Q_n(i \rho_h/f) \right] \to \sqrt{\frac{\pi}{2n}} (-)^{n/2} \frac{\xi_0^3}{\xi_h^{3/2}} \frac{(\xi_0 + \sqrt{\xi_0^2 - 1})}{\sqrt{\xi_0^2 - 1}}^{-2n-1}. $$

(75)

Now consider the limit of

$$(2n + 1) \int Q_n(u) \eta = Q_{n+1}(u) - Q_{n-1}(u) \to \sqrt{\frac{2\pi}{n}} \frac{(u^2 - 1)^{1/4}}{(u + \sqrt{u^2 - 1})^{n+1/2}}. $$

(76)

which can be matched to the limit of [75] with $u = i \rho_h/f$ and the right prefactor. This leads to the first order correction $V^{(1)}$, writing $V_r \approx V^{(0)} + V^{(1)}$:

$$V^{(1)} = -\frac{\xi_0^3}{2 \xi_h^{3/2} \sqrt{\xi_0^2 - 1}} \sum_{n=0}^{\infty} (2n + 1) \int_i^{i \rho_h/f} Q_n(u) \eta P_n(\xi) P_n(\eta). $$

(77)

(For $n = 0$, $\int_i^{i \rho_h/f} Q_0(x) \eta = 1 - \rho_h/f \tan^{-1}(f/\rho_h) - \log(1 + f^2/\rho_h^2)/2)$. The series for $V^{(1)}$ has a simple closed form expression:

$$V^{(1)} = \frac{\xi_0^3}{2 \xi_h^{3/2} \sqrt{\xi_0^2 - 1}} \Re \{ \log \frac{2 \rho_h}{\rho_h - iz + \sqrt{\rho_h^2 - 2iz \rho_h - z^2}} \}, $$

(78)

which is also singular on the inverted disk $\rho > \rho_h$, $z = 0$. (78) can be verified by expanding [77] onto spherical harmonics and comparing with the first order correction for the cylinder in [23]. $V^{(1)}$ has a positive surface charge density that decreases with $\rho$.

D. Analytic continuation - image disk

For the 2D problem for a source centered in an ellipse, we discovered that the image system was a series of point charges on the $y$-axis - the thin axis of the ellipse. An intuitive generalization of this to the prolate spheroid would be a series of rings on the $xy$-plane over the thin axes of the spheroid. (For an oblate spheroid we might expect the images to lie on the $z$-axis but that is outside our scope).

To find a mathematical expression for the analytic continuation of $V_r$, we could follow the approach for the infinite cylinder [23] and search for an expression as a sum or integral of cylindrical harmonics $J_0(k \rho) e^{-k |z|},$
FIG. 13. Schematic of the problem of a point charge centered in a prolate spheroid, roughly showing the proposed
disk image with singular rings that extends out to infinity. Red represents positive charge and blue negative.

since this expression should converge everywhere except this image disk. However, there isn’t a clear ansatz
for this is – for the cylinder the solution is a discrete sum over \( k = k_n \), the \( n \)th zeros of \( J_0 \), but there seems no
reason why \( V_r \) couldn’t be a sum over different values of \( k \), or even an integral over \( 0 \leq k < \infty \). So instead we
will use a different basis that also shares this plane singularity - radially inverted irregular oblate spheroidal
harmonics (RIIOSHs). They are singular on the \( z = 0 \) plane and also come with a hole in the middle, which
can be fitted to match the assumed image domain (71) exactly. The RIIOSHs are
\[ r^{-1} Q_n(i\hat{\chi}) P_n(\hat{\zeta}), \]
where \( \hat{\chi}, \hat{\zeta} \) are radially inverted oblate spheroidal coordinates:

\[ \hat{\chi} = \frac{1}{\sqrt{2}} \sqrt{\frac{\rho}{\rho_h}} \left( r^2 - \rho_h^2 + \sqrt{(r^2 - \rho_h^2)^2 + (2\rho_h u\hat{r})^2} \right), \quad \hat{\zeta} = \frac{u\hat{r}}{\rho_h \chi}, \quad \hat{r} = \frac{\rho^2}{r}. \]  

(79)

\( \rho_h \) is the focal disk radius which has been set so that the RIIOSHs are then singular on the domain (71). To
expand \( V_r \) in terms of RIIOSHs, we first expand the prolate spheroidal harmonics in (70) in terms of regular
spherical harmonics [25], and then expand the spherical harmonics in terms of RIIOSHs. The required
expansion can be obtained by applying radial inversion to a well known transformation formula between the
irregular spherical harmonics and the irregular (external) oblate spheroidal harmonics [26]. Inserting these
expansions into (70) and rearranging the summation order gives

\[ V_r = \sum_{k=0}^{\infty} \left\{ \sum_{p=0}^{k} \left[ \sum_{n=p:2}^{\infty} \frac{(2n+1) Q_n(\xi_0) P_n(0)}{P_n(\xi_0)} \left( \frac{(-\frac{n}{2}^2 (n+p-1)!!}{p!(n-p)!!} \right) \right] \right\} \times \frac{(k+p-1)!!}{p!(k-p)!!} \left( \frac{\rho_h}{f} \right)^p \left( 2k+1 \right) i^{k+1} \frac{\rho_h}{r} Q_k(i\hat{\chi}) P_k(\hat{\zeta}). \]  

(80)

The series over \( n \) appears to converge quickly and be numerically stable (checked for \( p \leq 100 \)). But the sum
over \( p \) suffers from catastrophic cancellation like in (53) - the terms are only accurate for \( k \lesssim 44 \). Still, (80)
offers a significant analytic continuation of the original series (70).

We can also improve the rate of convergence of (80) by adding and subtracting the two forms for \( V^{(0)} \) in
(74):

\[ V_r = \frac{ic\sqrt{\xi_h}}{\sqrt{\rho^2 + (z-i\rho_h)^2}} - \frac{ic\sqrt{\xi_h}}{\sqrt{\rho^2 + (z+i\rho_h)^2}} \]

\[ - \sum_{k=0:2}^{\infty} \left\{ \sum_{p=0:2}^{k} \left[ \sum_{n=p:2}^{\infty} \frac{(2n+1) Q_n(\xi_0) P_n(0)}{P_n(\xi_0)} \right. \left. \left( \frac{(-\frac{n}{2}^2 (n+p-1)!!}{p!(n-p)!!} \right) \right] \right\} \times \frac{(-\frac{n}{2}^2 (n+p-1)!!}{p!(n-p)!!} \left( \frac{\rho_h}{f} \right)^p \left( 2k+1 \right) i^{k+1} \frac{\rho_h}{r} Q_k(i\hat{\chi}) P_k(\hat{\zeta}). \]  

(81)
The analytic continuation of $V$ using Eq. (81) for spheroids of different aspect ratios. The series (81) is computed up to $k = K$ for two similar values of $K$ (top: $K = 34, 38$, middle $K = 40, 44$, bottom: $K = 36, 40$) and these are compared to check that the series has converged sufficiently and has not encountered numerical cancellations. Regions where the two series have converged to less than 10% of each other have been grayed-out to avoid showing incorrect data. There is no guarantee that the remaining plot is accurate to within 10% error, since the two series may just happen to coincide, likely in the areas between the gray lobes.

The faster convergence means (81) can accurately compute $V_r$ in a larger domain relative to (80) before numerical cancellations become a problem. Eq. (81) is plotted in Figure 14 for spheroids of different aspect ratios. Numerical errors are high where $\hat{\chi}$ is small, near the image disk, but we can still make loose deductions of image charge density from the plots. $V_r$ changes sign as it moves out in the $\rho$ direction, indicating that the image disk charges also change sign in this way. A similar pattern is seen for the infinite cylinder, but there the image changes sign at regularly spaced intervals, while the pattern here appears to stretch as $\rho$ increases. In the cylinder the surface charge density also became infinite at these evenly spaced intervals to make singular rings, so we might expect these to occur for the spheroid (and there is at least one singular ring at $\xi_h$). From the 2D problem of a source centered in an ellipse, we could guess that the image rings would lie at $\text{acosh} \xi = 2k \text{acosh} \xi_0$ (and $\eta = 0$) – at least the first image ring at $\text{acosh} \xi_h = 2 \text{acosh} \xi_0$ agrees with this hypothesis.

Unfortunately like in Section III D, subtracting $V^{(1)}$ does not make the RIOSH series converge faster, although $V^{(0)} + V^{(1)}$ does match the analytic continuation well for the inner part of the image disk. In order to prove that the image lies completely on the $z = 0$ plane, we would have to show that the coefficients in either series (80) or (81) grow at less than an exponential rate as $k \to \infty$ so that the $Q_k(i\hat{\chi})$ will make the series converge. This does appear to be true numerically for the values of $k$ we can compute without catastrophic cancellation.

E. Point charge off axis inside spheroid
We can extend some of the concepts of the previous sections to offset charges. For the ellipse, the images were point sources on a hyperbola, so we might expect that the images for the spheroid would lie on the hyperboloid $\eta = \eta_d$. But in this section we only manage to find an approximate image ring. Let the source charge lie at $x = x_d > 0$, $y = 0$, $z = z_d > 0$, or equivalently at $\eta = \eta_d > 0$, $\xi = \xi_d$, $\phi = 0$. The excitation potential is

$$V_e = \frac{f}{\sqrt{(x - x_d)^2 + y^2 + (z - z_d)^2}},$$

and the reflected potential is

$$V_r = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} (-)^m \frac{(n-m)!^2}{(n+m)!^2} \frac{Q_n^m(\xi_0) P_n^m(\xi_d) P_n^m(\eta_d) P_n^m(\xi)}{P_n^m(\xi_0) P_n^m(\eta) \cos m\phi}.$$  (83)

Like for the off-axis external source in Section III E, the exact rate of convergence depends on the values of the whole sum over $m$ as $n \to \infty$, but this is not straightforward to determine analytically. Instead we will use a crude analysis by considering the limit as $n \to \infty$ for single terms with fixed $m$. In this case the series over $n$ diverges outside the external spheroid $\xi_h = (2\xi_0^2 - 1)\xi_d - 2\xi_0 \sqrt{\xi_0^2 - 1} \sqrt{\xi_d^2 - 1}$, or $\text{acosh}\xi_h = 2\text{acosh}\xi_0 - \text{acosh}\xi_d$. In contrast to the case of an external off axis source, $\xi_h$ appears to closely fit the boundary of divergence of the series (83), from numerical tests across a wide range of aspect ratios and source positions.

Next we investigate two ways to approximate the terms in this sum as $n \to \infty$ for $m$ fixed, which work better for different locations of the source.

1. **Point charge near surface**

When the source charge is near the surface, we use an approximation of a point charge somewhat opposite the source charge. In the series (83), we replace the coefficients with

$$- \frac{Q_n^m(\xi_0)}{P_n^m(\xi_0)} P_n^m(\xi_d) \to q_h Q_n^m(\xi_h) [1 + \mathcal{O}(1/n)],$$

(84)
where \( q_h = -((\xi_h^2 - 1)/(\xi_d^2 - 1))^{1/4} \) is the strength of the image charge. Substituting this approximation into (83) gives an approximate image potential \( \dot{V}_r^0 \):

\[
\dot{V}_r^0 = q_h \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \frac{(n-m)!^2}{(n+m)!^2} (-)^m Q_n^m(\xi_h) P_n^m(\eta_d) P_n^m(\xi) \cos m\phi
\]

\[
= \frac{q_h f}{\sqrt{(x-x_h)^2 + y^2 + (z-z_h)^2}}
\]

(85)

where \( x_h = f\sqrt{\xi_h^2 - 1}\sqrt{1-\eta_d^2}, \ z_h = f\xi_h\eta_d \). We can then express the exact potential \( V_r \) as a faster converging series by adding and subtracting the different forms of \( V_r^0 \):

\[
V_r = \frac{f q_h}{\sqrt{(x-x_h)^2 + y^2 + (z-z_h)^2}}
- \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \frac{(n-m)!^2}{(n+m)!^2} (-)^m (2n+1) \left( \frac{Q_n^m(\xi)}{P_n^m(\xi_0)} P_n^m(\xi_d) + q_h Q_n^m(\xi_h) \right) P_n^m(\eta_d) P_n^m(\xi) P_n^m(\eta) \cos m\phi.
\]

(86)

But (85) fails when the source charge is near the focus of the spheroid, since the problem becomes more rotationally symmetric, and a single image point charge placed off axis will break the symmetry.

2. Point charge near focus

In this case we look to an approximation that is a generalization of the ring image (74) for the source at the center. The coefficients in (83) can instead be approximated as

\[
- \frac{Q_n^m(\xi)}{P_n^m(\xi_0)} P_n^m(\eta_d) \to q_r Q_n^m(\xi_r) [1 + O(1/n)],
\]

(87)

where we use new coordinates with subscript \( r \) for “ring”, with \( \xi_r = (2\xi_0^2 - 1)\eta_d - 2\xi_0 \sqrt{\xi_0^2 - 1}\sqrt{\eta_d^2 - 1} \) and \( q_r = -\text{abs}\{((\xi_0^2 - 1)/(\eta_d^2 - 1))^{1/4}\} \), which are similar to the definitions of \( \xi_h \) and \( q_h \), but with \( \xi_d \leftrightarrow \eta_d \).

Substituting the approximation (87) into (83) gives an approximate image potential \( \dot{V}_r^0 \):

\[
\dot{V}_r^0 = 2q_r \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \frac{(n-m)!^2}{(n+m)!^2} (2n+1) \text{Re}\{i^{m-1}Q_n^m(\xi_r)\} P_n^m(\xi_d) P_n^m(\xi) P_n^m(\eta) \cos m\phi
\]

\[
= \text{sign}\left(\frac{z - \text{Re}\{z_r\}}{\text{Im}\{z_r\}} - \frac{x + \text{Re}\{x_r\}}{\text{Im}\{z_r\}}\right) \text{Re}\left\{\frac{-2i q_r}{\sqrt{(x-x_r)^2 + y^2 + (z-z_r)^2}}\right\}
\]

(88)

where \( x_r = -f\sqrt{\xi_r^2 - 1}\sqrt{\eta_d^2 - 1}, \ z_r = f\xi_r\eta_d \). Notice \( \xi_d \) behaves as the \( \eta \) coordinate of the image charge, and \( \xi_d > 1 \) outside the usual range of \( \eta \), while \( \xi_r \) is complex. This results in \( x_r \) and \( z_r \) both being complex. The projection of the image onto real space is a ring similar to (74) but offset in the \( x \) and \( z \) directions, and tilted, such that the ring lies on the hyperbolic surface \( \eta = \eta_d \), and at closest approach to the spheroid surface, the ring passes through the real image point charge (85). The sign function makes the potential continuous through the hole in the ring. When the source is located at the center, (88) coincides with (74).

We can then express the exact potential \( V_r \) as a faster converging series by adding and subtracting the different forms of \( V_r^0 \):

\[
V_r = \text{sign}\left(\frac{z - \text{Re}\{z_r\}}{\text{Im}\{z_r\}} - \frac{x + \text{Re}\{x_r\}}{\text{Im}\{z_r\}}\right) \text{Re}\left\{\frac{-2i q_r}{\sqrt{(x-x_r)^2 + y^2 + (z-z_r)^2}}\right\}
- \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \frac{(n-m)!^2}{(n+m)!^2} (2n+1) \left( (-)^m Q_n^m(\xi) P_n^m(\eta_d) + 2q_r \text{Re}\{i^{m-1}Q_n^m(\xi_r)\} \right) P_n^m(\xi_d) P_n^m(\xi) P_n^m(\eta) \cos m\phi.
\]

(89)
The approximations \[84\] and \[87\] apply only for \(n \gg |m|\), although \(m\) ranges from \(-\infty\) to \(\infty\). One way to quantify the rate of convergence of the double series numerically is to sum over \(m\) first and then treat it as a single series over \(n\). In this respect, \[86\] and \[89\] improve the rate of convergence of the series a similar amount to that of the series \[16\] for the point charge outside the spheroid, i.e., the terms converge faster by a factor of \(n\). The approximations are shown in Figure 15 for a point charge near the surface and near the axis, and roughly satisfy the boundary condition \(V = 0\) on the spheroid surface (their accuracy can be improved by a correction of the constant \(n = 0\) term). In terms of determining the analytic continuation of \(V_r\), both \(V^0_r\) and \(\hat{V}^0_r\) exhibit a singular point at \(\xi = \xi_d, \eta = \eta_d, \phi = 0\), and this singularity is also partially visible in plots of the exact potential \(V_r\) (partially due to the boundary of the domain of convergence \(\xi = \xi_h\)). \(V^0_r\) is also singular on the exterior disk that lies co-planar with the ring, but the exact analytic continuation of \(V_r\) is not necessarily singular there.

We can even combine the point image and ring image approximations to increase their accuracy. By adding the two and weighting them according to how close the source is to the surface, the coefficients can be much more closely matched, and we can create a universal approximation for any source position (except the focal points – see section IV G). A simple weighting may be

\[
\hat{V}^0_r = \sqrt{\frac{\xi^2_d - 1}{\xi^2_0 - 1}} V^0_r + \left(1 - \sqrt{\frac{\xi^2_d - 1}{\xi^2_0 - 1}}\right) \hat{V}^0_r. \tag{90}
\]

The weighting factor \(\sqrt{\xi^2_d - 1}/\sqrt{\xi^2_0 - 1}\) is chosen so that near the surface \(\xi_d \to \xi_0\) leaving \(\hat{V}^0_r \to V^0_r\), while near the focus \(\xi_d \to 1\) leaving \(V^0_r \to \hat{V}^0_r\). This approximation is more accurate than \(V^0_r\) or \(\hat{V}^0_r\) separately, but there may be a more optimal weighting.

**F. Point charge on axis near the tip**

If the source charge is located on the \(z\)-axis with \(z > f\), we have \(\eta_d = 1\). Here the ring approximation \(\hat{V}^0_r\) fails and the point charge approximation \(V^0_r\) reduces to a point charge on the axis. The series solution with improved rate of convergence \[63\] reduces to

\[
V_r = \frac{f q_h}{\sqrt{\rho^2 + (z - h)^2}} - \sum_{n=0}^{\infty} (2n + 1)\left(\frac{Q_n(\xi_0)}{P_n(\xi_0)} P_n(\xi_d) + q_h Q_n(\xi_h)\right) P_n(\xi) P_n(\eta). \tag{91}
\]

where \(h = f \xi_h\). We can attempt to analytically continue this by assuming that \(V_r\) is singular on the \(z\)-axis for \(z \geq h\). We follow a similar analysis to that done for the point charge on the axis outside the spheroid or in the center, that is, expand the potential on a basis of harmonic functions that share the same singularity as the reflected potential. In this case we use “radially inverted irregular offset prolate spheroidal harmonics”, or RIIOPSHs, which are also singular on the \(z\)-axis from \(z = h\) to infinity. Skipping the details, we can expand the series \[86\] in terms of regular spherical harmonics centered at the origin using the relationships between spheroidal and spherical harmonics (equation (2.21) of \[18\]), then define a radially inverted radius \(\hat{r} = h^2/r\) and treat this as the new radius, and expand these spherical harmonics onto offset irregular spheroidal harmonics (Eq. 2.28 of \[18\]). The result is

\[
V_r = \frac{\hat{r} q_h}{\sqrt{\rho^2 + (z - h)^2}} \sum_{k=0}^{\infty} (2k + 1) \sum_{p=0}^{k} \frac{(k + p)!}{p!(k - p)!} \sum_{n=p}^{\infty} \frac{(-)^{(n+p)/2+k} (n + p - 1)!}{n!(n - p)!} \left(\frac{h}{\hat{r}}\right)^{n+1} \times (2n + 1) \left(\frac{Q_n(\xi_0)}{P_n(\xi_0)} P_n(\xi_d) + q_h Q_n(\xi_h)\right) \frac{f}{r} Q_k(\hat{\xi}) P_k(\hat{\eta}) \tag{92}
\]

where \(\hat{\xi} = \xi(r \to \hat{r}), \hat{\eta} = \eta(r \to \hat{r})\). This series provides at least a significant analytic continuation of the potential \(V_r\), as shown in Figure 16. The boundary of the domain of convergence of the RIIOPSH series is a coordinate of constant \(\hat{\xi}\), which is a dimpled sphere where the dimple cuts into the sphere on the \(z\)-axis for \(z > h\). Like the series \[53\], the series \[42\] suffers from numerical problems which are apparent near the singularity, prohibiting us from seeing the image charge distribution in detail. But the RIIOPSH series still
FIG. 16. Analytic continuation of the potential of a point charge inside a conducting spheroid, on the axis above the focus, for different aspect ratios and source positions. The potential was evaluated using the RIIOPSH series (92) with \( n \) up to \( n = 100 \) (enough for the sum over \( n \) to converge). The grayed out area is where the potential has not converged sufficiently - the series was computed up to \( k \leq K \) terms for two similar values of \( K \); if these two series do not agree to within 10% at some point, that point is grayed out. For the left and right plots the \( K \) values are \( K = 9, 12 \), and for the center plot \( K = 13, 16 \).

provides a significant analytic continuation of the potential, and shows us where the singularities aren't - the continuation (92) can also be evaluated for large negative \( z \) values and large \( x \) values, and plots including these regions suggest that the singularity is concentrated to the \( z \)-axis for \( z > h \). From the analogous problem for the ellipse (see Fig. 7), we could also guess that the image contains singular points on the \( z \)-axis at \( z = f \cosh(2k \cosh \xi_0 \pm \xi_d) \) for \( k = 1, 2, 3, \ldots \).

G. Point charge on focal point

For a source charge on the top focal point, i.e. \( \xi_d = 1, \eta_d = 1, z_d = f \), both approximations (85) and (88) fail due to the factor \( (\xi_d^2 - 1)^{-1/4} \) in \( q_h \) and \( (\eta_d^2 - 1)^{-1/4} \) in \( q_r \). Here the spheroidal harmonic solution is

\[
V_f^I = -\sum_{n=0}^{\infty} \left( 2n + 1 \right) \frac{Q_n(\xi_0)}{P_n(\xi_0)} P_n(\xi) P_n(\xi).
\]

The coefficients for \( n \to \infty \) go as

\[
\frac{Q_n(\xi_0)}{P_n(\xi_0)} \to \pi \left( \xi_0 + \sqrt{\xi_0^2 - 1} \right)^{2n-1} \left[ 1 + O(1/n) \right],
\]

but unlike in the previous sections we cannot easily match this behavior simply with one or two Legendre functions in the numerator because for \( n \to \infty \), both \( P_n \) and \( Q_n \) have a factor of \( n^{-1/2} \) which is not present in (94). Instead we find that a good approximation involves the fractional order Legendre function \( Q_n^{1/2} \) which does not have this \( n^{-1/2} \) dependence. The approximate potential is that of a fractional multipole of degree 1/2, or a \( \sqrt{2} \)-pole", which in a sense is half way between a monopole and a dipole. The theory of fractional multipoles and how to create them using fractional derivatives is investigated in [27]. They define in their equation (30) the multipole of degree \( \alpha \) by applying the fractional derivative \( -\infty D_z^{\alpha} \) to a monopole at the origin (where \( -\infty \) is a lower value like that used in integration, \( z \) is the variable to be differentiated,
and \( \alpha \) is the order of differentiation. For \( \alpha = 1/2 \), with our normalization, this is

\[
V_{\sqrt{2}} = -\infty D_{1/2}^z \frac{\ell^{1/2}}{\sqrt{\rho^2 + z^2}} \frac{\partial}{\partial z} \int_0^\infty \frac{v^{-1/2}}{\sqrt{\rho^2 + (z - v)^2}} Y
\]

(95)

\[
= \frac{\ell^{1/2}}{\Gamma(1/2)} \frac{\partial}{\partial z} \int_0^\infty \frac{v^{-1/2}}{\sqrt{\rho^2 + (z - v)^2}} Y
\]

(96)

\[
= \frac{\ell^{1/2}}{\Gamma(3/2)} r^{3/2} P_{1/2}(-\cos \theta).
\]

(97)

where \( \ell \) is an arbitrary length. \( V_{\sqrt{2}} \) is a solution to Laplace’s equation except on the positive z-axis due to the Legendre function \( P_{1/2} \) being singular at \( \cos \theta = 1 \). The line charge density of this multipole is \(-z^{-3/2}\) for \( z > 0 \), plus a positive point charge at the origin. What we want for an approximate image is \( V_{\sqrt{2}} \) but translated up the z-axis, so that the singularity extends upwards from the height where the series diverges, that is \( \rho = 0, z = h \), where \( h = \xi_h f \) and \( \xi_h = 2\xi_0^2 - 1 \). We shall call this approximation \( V_{\sqrt{2}}^h \). It turns out that the coefficients of the spheroidal harmonic expansion of this image have exactly the behavior of the coefficients in \( [43] \). In order to derive these coefficients we begin with the known expansion of the monopole:

\[
V_{1}^{h} = \frac{f}{\sqrt{\rho^2 + (z - h)^2}} = \sum_{n=0}^{\infty} (2n + 1) Q_n(\xi_h) P_n(\xi) P_n(\eta),
\]

(98)

and note that the symmetry about \( z \leftrightarrow h \) means that we can derive the \( \sqrt{2} \)-pole by differentiating the monopole with respect to \( h \) instead of \( z \). Applying this to the expansion \( [98] \) and modifying the prefactors so that the series coefficients match those in \( [43] \) leads to

\[
V_{\sqrt{2}}^{h} = -\sqrt{2\pi f(\xi_h^2 - 1) - \infty D_{1/2}^h V_{1}^{h}}
\]

(99)

\[
= -\sqrt{2\pi f(\xi_h^2 - 1) \sum_{n=0}^{\infty} (2n + 1) - \infty D_{1/2}^h [Q_n(\xi_h)] P_n(\xi) P_n(\eta)}.
\]

The fractional derivative of \( Q_n(\xi_h) \) can be evaluated using formula 7.1.33 from [25], which gives the result in terms of a Legendre function of order \( m = 1/2 \):

\[
V_{\sqrt{2}}^{h} = -\sqrt{2\pi (\xi_h^2 - 1)^{1/4} \sum_{n=0}^{\infty} (2n + 1) Q_{n/2}^{1/2}(\xi_h) P_n(\xi) P_n(\eta)},
\]

(100)

Conveniently, the Legendre function \( Q_{n/2}^{1/2} \) has a simple formula:

\[
Q_{n/2}^{1/2}(\xi_h) = \frac{\sqrt{\pi/2}}{(\xi_h^2 - 1)^{1/4}} (\xi_h + \sqrt{\xi_h^2 - 1})^{-n-1/2}.
\]

(101)

The closed form expression of \( V_{\sqrt{2}}^{h} \) is

\[
V_{\sqrt{2}}^{h} = -\frac{\pi}{\sqrt{2}} \frac{\sqrt{\xi_h^2 - 1} f^{3/2}}{(\rho^2 + (z - h)^2)^{3/2}} P_{1/2}(-\cos \theta_h),
\]

(102)

where \( \cos \theta_h = (z - h)/\sqrt{\rho^2 + (z - h)^2} \), and the Legendre function \( P_{1/2} \) can be evaluated via its hypergeometric series. The approximate solution \( V_c + V_{\sqrt{2}}^{h} \) is plotted in Fig. 17 showing a negative image point charge at \( z = h \) and a positive line charge distribution for \( z > h \), decaying as \( z \) increases. How similar is the singularity of the exact solution? We can guess that the potential is singular on the z axis for \( z \geq h \), and obtain its analytic continuation following a similar analysis to that done for the point charge on the axis for \( z > f \), but starting with the series \( [39] \) (also to minimize numerical cancellations we add \( [102] \) and subtract
FIG. 17. Left: Height map of the approximation \( V_e + V_h \sqrt{2} \) for a point charge located on the top focal point of the conducting spheroid of half-height \( c = 1.2 \), half-focal length \( f = 1 \). Right: color plot of the analytic continuation of the exact potential for the same problem, evaluated using the RIIOPSH series \( 103 \) up to \( n = 100 \) (enough for the sum over \( n \) to converge) and \( k = 20 \). The grayed out area is where the potential has not converged sufficiently - the series was compared to itself computed with only \( k = 17 \) terms; an area is grayed out if these two series do not agree to within 10%.

Like series \( 92 \), this suffers from numerical problems for \( k \gg 20 \), and is plotted in Figure 17 (right) with as much accuracy as possible. It appears that the approximation \( V_h \sqrt{2} \) closely matches the singularity of \( V_r \) near \( z \approx h \). The main visible difference between the images of a point charge on the focal point \( z_d = f \) or above the focus \( f < z_d < c \), is that for \( z_d = f \) the image line charge density is positive for \( z > h \), but for \( z_d > f \) the image line charge is negative for \( z > h \), then becomes positive higher up the axis. From the analogous problem for the ellipse, we could also guess that image contains singular points on the \( z \)-axis at \( z = 2 \cosh(2 k \alpha \cosh \xi_0) \) for \( k = 1, 2, 3, \ldots \). It is interesting to note that the innermost point of the image at \( z = h \) is the same as the critical distance \( d_c \) (Eq. 39) for the source charge located outside the spheroid on the axis. For a source at \( z_d = d_c \), the approximate point image \( 44 \) lies exactly on the focal point.

V. Conclusion

We have investigated obtaining reduced images of point sources inside or outside ellipses and prolate spheroids, manipulating the series solutions to reveal the singularities of the reflected potential, and deriving approximate images that mimic these singularities. For the ellipse, simple reduced images could be found for every position of the source. For an exterior source the problem was solved via series \( 2 \) and reflection \( 12 \), and both could provide analytic continuation of the potential to reveal the image on the focal
line, plus a point image if the source was close. For an internal source, we derived a solution as a series of image charges lying on a hyperbola.

For a point charge on the axis of a prolate spheroid, within the critical distance to the surface, numerical analysis of a series of stretched spheroidal harmonics suggests that the reduced image lies on the segment extending from the lower focus up to the image point: \(-f < z < h\), and that the top point of the singularity is well matched by the point charge approximation of [3]. For a point charge off the axis, we have generalized this point charge approximation with the requirement that the coefficients of its series expression have the same asymptotic form as those for the reflected potential.

For a point charge inside the spheroid, we find various image approximations. For a point charge at the center of a prolate spheroid, we also analytically continued the potential using a series of radially inverted oblate spheroidal harmonics, which suggests that the exact image lies on the external disk \(z = 0, \rho \geq h\). A similar analysis for the source charge on the axis above the focus was carried out using radially inverted offset prolate spheroidal harmonics which suggests the exact image lies on the \(z\)-axis for \(z > h\). For the source charge near the surface, an image point charge opposite the surface is approximately valid. For the source charge near the focal segment, a point charge in complex space or equivalently an image ring/exterior disk is appropriate. For the source exactly on one of the focal points, the image approximation is found to be a \(\sqrt{2}\)-pole consisting of a line charge extending up the \(z\)-axis.
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