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Abstract—Despite their effective use in various fields, many aspects of neural networks are poorly understood. One important way to investigate the characteristics of neural networks is to explore the loss landscape. However, most models produce a high-dimensional non-convex landscape which is difficult to visualize. We discuss and extend existing visualization methods based on 1D- and 2D slicing with a novel method that approximates the actual loss landscape geometry by using charts with interpretable axes. Based on the assumption that observations on small neural networks can generalize to more complex systems and provide us with helpful insights, we focus on small models in the range of a few dozen weights, which enables computationally cheap experiments and the use of an interactive dashboard. We observe symmetries around the zero vector, the influence of different layers on the global landscape, the different weight sensitivities around a minimizer, and how gradient descent navigates high-loss obstacles. The user study resulted in an average SUS (System Usability Scale) score with suggestions for improvement and opened up a number of possible application scenarios, such as autoencoders and ensemble networks.
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1 INTRODUCTION

Training a deep neural network (DNN) [15] is, in theory, a highly complex problem due to the large number of weight parameters and intrinsic non-convexity of the loss surface, but in practice, DNN can often be trained effectively with simple algorithms like stochastic gradient descent (SGD). By investigating the loss landscape (e.g. [7,8,12,13,20,22,23,25,29]) and its relation to network architecture, training parameters, and generalizability, researchers try to get a better understanding of the behaviour of DNNs.

Different visualization methods (e.g. [13,23]) have been used for empirical experiments, but they only show a fraction of the true complexity, and even though 2D slices [23] of a high-dimensional loss surface look familiar and intuitive, they only show a thin slice of the full parameter space.

We propose a novel loss landscape visualization method based on axis-parallel slicing [28] that approximates a geometrically accurate representation of the loss landscape for small network models by systematically sampling the area around interesting weight vectors, in particular the minimizers found by training algorithms.

In this work, we create a proof of concept to demonstrate that axis-aligned slices are an effective approach to understanding local and global behavior of loss landscapes, consciously leaving the scale-up problem to millions of weights for future research. We take inspiration from the success of the interactive visualization tool Tensorflow Playground [27] which allows users to interact directly with small models and uses visualizations to provide an intuitive understanding of DNNs.
By focusing our approach on small networks, we created interactive visualizations with human-in-the-loop workflows and a relatively complete view of the loss landscape for all parameter dimensions. With the integration of different loss visualization methods in a single dashboard, we hope to provide a deeper and more intuitive understanding of the loss landscape of DNNs.

Our contributions include: 1) Surveying and discussing common loss landscape visualization methods and their context within machine learning (ML) research, 2) developing and extending the slicing approach [28] for neural loss surfaces and putting the different visualization methods in context with each other, 3) designing and implementing a dashboard prototype that enables the user to run experiments on small networks and investigate the loss landscape with different methods and from different perspectives, 4) producing three use cases where we apply the prototype to investigate the loss landscape (i) from a global perspective, (ii) around a minimizer, and (iii) along a gradient descent trajectory, and drawing conclusions from the visualizations, 5) testing and discussing the prototype with ML practitioners to validate the usability, gain feedback of the different visualizations, and receive input for possible future applications, and 6) reflecting on the results of our work by discussing the advantages of axis-parallel slicing for our use cases, addressing issues for larger models, and potential directions for future research.

The paper is structured as follows: Sect. 2 gives a brief description of the loss function. Sect. 3 discusses insights from prior publications, state-of-the-art methods, and challenges of visualizing optimization surfaces in the context of neural loss landscapes. The axis-parallel slicing approach is discussed in Sect. 4. In Sect. 5, we describe important aspects of the loss landscape that are of interest to researchers and the reasons behind it. Goals and tasks are defined in Sect. 6 and the visualization design is discussed in Sect. 7. Three use cases are explored in detail in Sect. 8. In the user evaluation in Sect. 9, we ask ML practitioners to explore the landscape with our prototype and comment on their user experience, which is also quantified by the standardized System Usability Scale (SUS) questionnaire. Finally, we discuss our findings and lessons learned in Sect. 10 and summarize our results and contributions in Sect. 11.

2 Background

We define the loss as the error of the DNN output with respect to a training data set. The averaged loss value at point \( \theta \) (network weights vector) for \( N \) input data points can be defined as \( L(\theta) = \frac{1}{N} \sum_{i=1}^{N} l(x_i, y_i; \theta) \) with input data \( x \), and respective ground truth labels \( y \). For regression tasks the loss function \( l(x_i, y_i; \theta) \) is commonly defined as the mean square error (MSE) or mean absolute error (MAE). Loss landscape plots can be created by systematically sampling \( L(\theta) \) at different weight vectors \( \theta \), e.g. along a 1D trajectory or a 2D plane. The input data generally remains the same during the sampling process, although some training algorithms (SGD and mini-batch gradient descent) use a subset of the full training data for each iteration.

3 Related Work

One method of visualizing the loss landscape and its minima was described by Goodfellow et al. [16]. Linear interpolation experiments plot the loss value starting from the initial parameters \( \theta_0 \) along the linearly interpolated SGD trajectory with the final training parameters \( \theta_t \). The goal is to see whether the cross-section is well-behaved. They argue that plotting a simple loss curve during training does not show whether the loss landscape is bumpy or if there is stochastic noise due to the gradient estimation in SGD. They also argue that it does not show if a loss remains constant for a long time due to being stuck in a flat region, oscillating around a local minimum, or tracing around an obstacle. Therefore they propose plotting the loss \( L(\theta) \) on a linear path with \( \theta = (1-\alpha)\theta_0 + \alpha\theta_t \) where \( \theta_0 \) represents the starting parameters and \( \theta_t \) represents the final parameters of the linear path plot. In experiments with the MNIST dataset and a fully connected feed forward network (maxout, sigmoid and ReLU) they show that, if \( \theta_0 \) is the initial weights and and \( \theta_t \) is the trained parameters, then the loss function is approximately convex along the linear path. This means that a line search would be highly effective in training such networks if we knew the correct direction. However, it has been shown that it is possible to construct networks that violate this property [23].

Fig. 2 shows how two minima can be compared along the 1D trajectory (by setting \( \theta_0 \) and \( \theta_t \) to the respective values), which was used to compare the qualitative characteristics of minima found by different optimization algorithms [23]. Li et al. [23] also show that weight decay and batch size influence the flatness and steepness characteristics of minimizers. They propose the method of filter-wise normalization to make minimima comparable.

Another method [23] is based on creating a 2D plane spanned by two random vectors centered around the minimum, see Fig. 3. The loss value \( L(\theta) \) is computed for \( \theta = \theta_0 + \alpha\delta + \beta\xi \). \( \alpha \) and \( \beta \) are scalars that describe the size of the plane with random direction vectors \( \delta \) and \( \xi \). \( \xi \) is the initial weight vector \( \theta_0 \). This is represented by Fig. 3(d).

Analyzing the surface with filter normalization leads to the observation that wider models and those with skip connections show less chaotic behavior, flatter minima, and wide regions of apparent convexity. Chaotic landscapes result in worse training and test errors, while more convex landscapes generalize significantly better. Li et al. [23] show that 2D plots with random directions actually represent convexity by computing the eigenvalue ratio \( |\lambda_{\text{min}}|/|\lambda_{\text{max}}| \) of the Hessian across a random 2D plane and observing that negative eigenvalues remain extremely small in convex-looking surfaces, which justifies the random direction visualization approach.

It is also possible to choose the plane in such a way that it shows two minima. One hypothesis about loss landscapes states that solutions of over-parametrized networks lie on a connected (sub)manifold [8]. This was visualized by Draxler et al. [11], which use heuristic approximations to find the minimum energy path. These patterns are not visible on the linear interpolation approach, which often shows barriers of high loss between two minima.

Adaptions of the methods discussed in this chapter have also been used to plot a non-linear interpolation of the loss surface between three and four weight vectors (e.g. initial weights or minimizer) [20].

LossPlot [2] is a recent loss landscape visualization tool that enables the user to do experiments and provides a comparison of up to six loss landscape visualizations that are produced for different network settings. However, it is currently limited to the 2D slice method [23].

While there is a tremendous amount of work in the ML community focused on loss landscapes, all of the previous work is focused on a
the slices cover the whole parameter space within the given range.

5 OBSERVATION TARGETS

Networks are usually initialized with weights sampled from a distribution before they are trained. The training algorithm follows a trajectory through the high-dimensional space until it converges to an acceptable loss value. This section describes important points along the training trajectory that could be investigated in detail.

5.1 Initial weights

Initialization choice significantly influences the training success in DNNs. The Goldilocks’ Zone describes an initialization space with preferable characteristics and a high level of convexity where good optimization results can be expected, while initial parameter vectors outside the Goldilocks zone increase training difficulty. Using the linear interpolation approach, Vlaar et al. [29] find that different layers have varying sensitivity to the choice of initialization parameters.

5.2 Saddle points

Im and Tao [20] hypothesize that optimization algorithms arrive at different minima due to making characteristic choices at saddle points. Saddle points are also one of the possible reasons why second-order algorithms without modifications struggle compared to first-order algorithms [15]. In fact, it appears that the ratio of saddle points to local minima increases exponentially with the dimensionality [4].

5.3 Minimizers

Algorithms [18,19] were designed to find flat minima (i.e. the loss value is insensitive to small parameter changes) based on the assumption that they provide a better generalization than steep minima. One possible explanation is provided by the minimum description length theory [26], which motivates the idea that flat minimizers generalize better because they can be specified with lower precision [21]. Additionally, SGD training algorithms using small batch sizes consistently converge to flatter minima compared to using larger batch sizes, for both training and validation data, due to inherent gradient noise [21]. However, Dinh et al. [10] show that it is possible to build equivalent models with arbitrarily sharper minima that generalize well. Another interesting point of research is the behavior of optimization algorithms that converge to said minima.
6 Goals and tasks

Based on the related work literature on loss landscapes we defined visualization goals and tasks that extend existing approaches with new points of view and allow users to casually set up experiments and explore the loss landscape. The idea is that small models can be computed faster and analyzed more thoroughly than large networks, which supports a trial-and-error approach for the development of research methods, experiments, and hypothesis validation.

6.1 Goals

G1-Geometric The user should be provided with visualizations that facilitate a deeper and global understanding of the loss landscape. Previous techniques [16,21,23] are based on observing the loss on single 1D or 2D slices of the parameter space. Our goal is to provide a global perspective in terms of (a) sampling across the whole parameter range for each visualization and (b) providing different perspectives from each parameter by explicitly encoding the parameter values.

G2-Methological consistency The user should be able to view and study the same area with standard slicing techniques, in particular linear path experiments and plane slicing. The reasons are that users might be more familiar with these visualizations and find it easier to draw the connection to the other visualizations, and that methods could complement each other, i.e., one method could show what other visualization methods conceal.

G3-Educational The user should be able to design small networks and generate data for simple experiments. In particular, the network architecture, activation function, and loss function, as well as the training and test data, should be changeable. The network and the training data should be visualized in an intuitive way that helps the user understand the associated loss landscape.

G4-Information The user should be provided with complementary information, e.g., a list of different focus points with respective norm value, loss value, and other relevant information. The target user group (ML researchers and practitioners) should be familiar with the provided information.

6.2 Tasks

T1-Finding interesting points The first task is to find interesting points that can be investigated. The most interesting point will be a minimizer, but it could also be a maximizer, a saddle point, random weights, or the zero vector (which is usually a bad choice for initializing
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6.3 Terminology

Focus points are explained in Sect. 4 Additionally, we define the target point (TP) as the single weight vector that we are interested in investigating (i.e. the weight vector of the observation target). Of course, we could set a single focus point at the target point, but it would only show what happens if single parameters are changed. By adding multiple focus points and slicing the surrounding areas the cross-terms are implicitly included.

Note that literature sometimes refers to 2D surface plots as projections [2,20,21]. However, we believe this to be a misnomer. On the one hand, it is not a mathematical projection. Further, these visualizations do not "project" data points on a plane but rather represent the loss values that lie exactly on a specific plane in the high-dimensional parameter space, similar to an MRI density image which shows the densities on a single plane in the human brain. Hence, we consider them 2D slices.

7 FuNNscope

FuNNscope (fully connected neural network microscope) is a web-based dashboard that was iteratively developed with the help of data scientists and visualization experts. The dashboard components have two purposes: the first is to create an experimental setup where a loss landscape can be explored, the second is to visualize the loss landscape itself in different ways.

7.1 Experimental setup

Loss landscape geometry depends on hyperparameters such as network architecture, activation function, and loss function, but also on the training data. The user is given the option to set up an experiment and create target points and focus points with the help of different menus and visualizations. The menus and visualizations in this section are designed to meet the criteria of G3-Educational. This approach was directly inspired by Tensorflow Playground [27].

Network model The network model (Fig. 1(a)) represents enumerated neurons and weights connections. Positive weights are represented in red, negative weights in blue, and the line width encodes the magnitude. Neurons and layers can be added or removed by clicking on the respective buttons.

Training and prediction data The user can enter a 2D function to generate training data. The input parameters x, y ∈ ℝ are sampled in the range [0,5] and are used to create the ground truth from the user-specified function f(x,y), see Fig. 1(b). Test data is uniformly sampled in the same range. The target function and the network predictions are visualized in Fig. 1(b) and (c) on a 32x32 grid. This menu addresses the requirements of G4-Information.

Training (Runs) The user can select the number of epochs for a training run, including a timeout and a loss threshold as stopping conditions. If the training algorithm runs through all epochs, ten target points are created. Each target point represents network parameters, starting from the initial weights up to the, hopefully converged, final state. The training-generated target points are shown on the loss-epoch line chart (Fig. 1(g)).

Target points Fig. 1(h) shows how target points are represented in a list. Target points are weight vectors that have been obtained by random sampling (e.g. initial weights) or by training the network. They can also be stored and loaded from the disk. Hovering over a target point visually shows the weights in the network model. Clicking a target point sets the network to this state and shows the network output (Fig. 1(c)). After the network state is defined by a target point, the user can begin the loss landscape analysis on this point in parameter space.

7.2 Loss landscape analysis

FuNNscope offers, in total, four different perspectives on the loss landscape: Slice charts are designed to represent the loss landscapes and the geometric structures for each parameter dimension, random vector plots show the loss value on a 2D slice, linear interpolation plots show the loss value that occurs when interpolating between two parameters, and the EV direction plots show the loss values in the direction of the Hessian eigenvectors (EV).
Slice charts and sampling plot  The slice charts (Fig. 1(f) and Fig. 8) show a cross-section of the loss landscape along each axis dimension of the DNN, which is required by visualization goal G1-Geometric. A target point needs to be chosen, either in the training or target point view, as the center of the sampling space. Then the user can choose the number of focus points to create, the sampling algorithm, and the maximum sampling range relative to the target point in the center. The original Sliceplorer [28] uses Sobol sampling because it works on-the-fly and does not have to be recomputed when more focus points are added. However, we decided to let the user pick which algorithm to use due to the fact that different loss landscapes might have different requirements.

Fig. 7 shows different sampling configurations. The sampling plot assists the choice of parameter settings and encodes the first two weight values for each focus point. It is, for example, possible to reduce the range and add additional focus points closer to the minimum, which is shown in Fig. 7(c). The user can also see differences between some sampling algorithms as shown in Fig. 7(a) and (b). The selected sampling range is also visualized as a dark region on the horizontal axis on all slice charts.

Random 2D slice plot  The 3D plot is generated by calculating the loss value on a 2D plane spanned by random vectors. The random vectors are defined in such a way that they intersect the target point at the origin. For details see Sect. 3.

Linear interpolation plot  Linear interpolation plots show the loss value between two target points. The loss curves for training data (grey) and test data (red) overlap when the network generalizes well. For details see Sect. 3.

EV direction plots  Li et al. [23] use heatmaps of the eigenvalue ratios to show that the 2D surface plots with random directions reveal convexity. FuNNscope also allows the user to compute the eigenvalues of the selected target point to study its convexity using Hessian-eigenthings [14], and to compare the results to the other views. The slices are created by adding multiples of the approximated EVs of the Hessian matrix to the selected target point. In other words, they represent 1D slices along EV directions (instead of axis directions). The horizontal axis represents the direction of the EV. In our experiments, the EV plot associated with the largest eigenvalue reveals a strong curvature, which agrees with mathematical intuition.

7.3 Design choices

One significant advantage of the axis-parallel slice charts is that it shows an ensemble of 1D loss slices across the high-dimensional loss surface instead of a single 1D (interpolation methods) or 2D slice (as for the 2D slice plots). This deeper and more complete view that is shown in the slice charts requires a higher degree of visual flexibility compared to other visualizations in the dashboard. However, one gains a more global and robust understanding of the underlying high-dimensional loss function. During the prototyping process, we received formative feedback by ML practitioners and noticed visualization aspects that needed to be addressed.

The first visualization problem is that the amount of slices on the slice charts differs between experiments. The reason is that the number of focus points required for a representative visualization depends on the complexity of the loss surface and the sampling range. Additionally, the slice density at different parts of the visualization can differ. Both aspects make it difficult to address overlaps equally for all experiments. One idea to resolve the overlapping issue was to blur out the single slices and melt them into a single visualization. However, too much information is lost, and both axes become harder to interpret. Another approach is to use a zoom function to separate the crowded slices. Zoom works well for inspecting parts of the visualizations (local exploration) but ignores the overview (global exploration). Finally, we decided, in addition to adding a zoom function, to let the user choose the opacity, which is shown in Fig. 8(a) and (b). This allows the user to adapt the slice charts to different slice densities.

Another issue is that some slices exhibit high loss, and some stay close to zero. In order to address this problem, the user can change the axis scales. All slice charts share the settings. We avoided using different axis scales for different parameters because this would distort the perception of the loss surface for different dimensions, but it is possible to manually zoom into each slice chart.

Finally, the quality of the slice data can also differ. Fewer data points per slice lead to visible corners in areas of strong curvature. The user can increase the slice resolution in exchange for computation time in the sampling menu, but it might be preferable to use a fast method for a first analysis. The issue of low-resolution slices cannot be resolved directly because a complex loss surface function requires a sufficiently high slice resolution, but the option to switch from linear splines to natural splines allows the user to see a significantly smoother representation, especially in cases where few data points are available. Fig. 8(c) shows how the corners that are visible around 0 on (a) and (b) become smooth. However, this approach only makes a guess of the loss value between points and should be taken with a grain of salt.

7.4 Novelty

The integrated view puts standard techniques such as random 2D slice plots and linear interpolation plots into a new context. In particular, the slice charts dismantle the deeply interwoven loss landscape information that is contained in the random 2D slice plots and split them into dimensional components. Additionally, the EV plots provide additional information about the loss landscape geometry.

7.5 Implementation

The dashboard is implemented as a JavaScript application with D3 [3] and vis-graph3d [5] for the visualizations. The backend is based on pytorch and hessian-eigenthings [14] to compute the Hessian eigenvalues and eigenvectors. Linear interpolation experiments and 2D landscape were implemented as described in Sect. 3 (without normalization filters).
8 Use cases

Fig. 9. Sigmoid network for the use cases.

For the following three use cases, we study the loss landscape of the Sigmoid network in Fig. 9. It has two inputs and one output and is trained for a regression task. The two hidden layers consist of 4 and 3 neurons, resulting in 31 weights, 8 of which are bias weights. The training data consists of 256 random samples of \( f(x, y) = \sin(x) + \sin(y) \) where the target variable is the function output at point \( x, y \in [0, 5] \). MSE is used as the loss.

8.1 Preparation

Each experiment starts with setting up and training the network (T1-Finding interesting points). The first step is to create a random target point in the sampling menu (Fig. 1 (i)) within the selected parameter range as an initial state. The new target point is then visible in the target point menu (Fig. 1 (h)), together with the loss value and L2 norm (weight vectors with very small or large magnitude could be difficult to train), and can now be selected. The user starts training from the selected target point by clicking on the "Start training" button. After training, the newly created target points are shown in the loss-epoch diagram, see Fig. 10. It is also possible to create multiple runs, in which each case one will be assigned a new color in the line chart and the target point table.

Fig. 10. Target points are created during each training run. In this case, we see two training runs that created ten target points each. The last target point in the first (red) run is selected (orange) and can be used for loss landscape experiments. The vertical axis represents the number of epochs in thousands (depending on training settings).

8.2 Global landscape

We start with the question whether we could visualize the general landscape within a given parameter range, similarly to Fig. 5 and Fig. 6. We plot the loss around the zero vector (every weight parameter is 0). The surface plots in Fig. 11 are created by selecting the zero vector target point and clicking on "Plot (random directions)" (Fig. 1 (d)) and show 2D slices of the loss surface around the 0-vector. We can see that there are directions where the loss value increases more strongly than in others, but the area at the origin appears to be within a flat region. We also notice that sampling a larger space around the origin creates a more turbulent landscape (more small minima along the axes) than sampling a smaller range. The marginal loss value changes in the areas depicted in (a), (b), and (c). (d), (e), and (f) confirm that the region around the loss is relatively flat.

Next, we use the Sobol algorithm to create 500 focus points in the range from -5 to 5 and slice each parameter from -25 to +25 with a resolution of 81 samples/slice. We show three representative slice charts in Fig. 12 (since the remaining 28 appear redundant in this particular case). We make the following observations: (1) All slice charts within a network layer appear to be qualitatively similar, but not between layers. This can be explained by the fact that all weights at the zero vector have the same value, which generally leads to similar behavior between parameters. (2) The slice charts appear approximately symmetric, with some of the slices ascending and others descending. We assume that this is caused by other parameters becoming negative or positive, which affects the influence of this weight. (3) At some distance from 0, the parameters in the first two layers show no change regardless of whether they are made smaller or larger. This can be explained by the Sigmoid activation function, which limits the output of each neuron between 0 and 1. (4) Few slices reach a loss below 1.0, and none of the slices reaches a loss close to 0. This indicates that the area has such a small density of low loss regions, compared to high loss regions (loss larger than 1), that random sampling and slicing do not find any weight vector which produces a low loss.

Fig. 11. Six 2D slice plots show that the area around the 0-vector (at the origin) is flat, regardless of the scale or axis vectors of the plane. The random vector approach generates a new plot each time, which is why multiple samples are given. (a), (b), and (c) cover a large area (side length of 40), (d), (e), and (f) cover a small area (side length of 2) around the origin. Note that all visualizations indicate a flat region at the center, and the loss value changes minimally for (d), (e), (f).

Fig. 12. Slice charts for the first weight parameter in each layer (from neuron 0 to neuron 2, 2 to 6, and 6 to 9 as shown in Fig. 9). Grey slices are created from focus points. The orange slices are created from the target point (the zero vector). An increased slice density towards lower loss values can be observed, but only a few sampled slices reach a loss value below 1.0.

While Fig. 11 perturbs parameters randomly, and each weight is taken into account to a different degree, Fig. 12 reveals all components that are implicitly contained in Fig. 11 without emphasizing some weights over others. In particular, Fig. 12 shows that the weights in the last layer, which uses a linear activation function, add a parabolic component to the loss landscape, while the first two layers appear to add comparably flat regions.

8.3 Minima

The familiar shapes of minima that are common in 1D and 2D functions can also be reproduced in high-dimensional spaces. Fig. 13 shows how different slicing methods change the representation of minimizers. We observe that the funnel shape becomes more significant during training. However, the slice charts in Fig. 14 show a more detailed view of
Fig. 13. The funnel-like shape becomes more significant as the network converges to a minimizer. In the first row, we see the minimizers for different loss values on random 2D planes. In the bottom row, we see the minimizers that become visible with our 1D EV slicing approach. The slices follow the direction of the most significant EV.

Fig. 14. A minimizer with a loss of 0.04 is visualized by 31 slice charts, one for each network parameter. The slice charts correspond to the weights in the model above. Unlike the slicing around the zero vector (Fig. 12), the slices around the minimum reveal different surface shapes for different weight dimensions even within the same layers.

Fig. 15. Network predictions can be plotted for each target point. Note that height and color both encode the output value (heatmap).

Fig. 16. The Adam algorithm avoided a high-loss barrier during training from loss value 1.42 to 0.04. The loss values are not in the visualization, but they are visible in the menu where the selection of the two target points was made (Fig. 1 (h)). The local minimum is behind the starting parameter (=0) and has no particular meaning in this case.

Fig. 17. The Adam algorithm simultaneously visualization for the first 50 training epochs where the loss is reduced from 4.89 to 1.63. We observe that the loss is significantly reduced even though the weights only change a little. A large change, compared to the other parameters, can be seen in the output layer bias (Fig. 17 (b) and (c)). Overall, we observe a low curvature of the surface but also a steep descent which gradually slows down towards lower loss values, where the gaps between the slices become smaller. The low curvature could partly be the loss landscape and reveal function characteristics that have been concealed by Fig. 13. We can see that, for example, weights 0-4, 0-5, 1-2, and 1-3 are more sensitive to small changes than weights 3-8 and 4-6, for this particular minimizer, which is not visible in the visualization from Fig. 13. We also observe that, for example, weights 3-7 and 4-7 are less sensitive to changes than other weights, but if we zoom in, we can see that they still contribute a small part to the prediction. Another observation is that the loss landscape in the first two layers is full of apparently flat areas, which could be an obstacle for gradient-based algorithms, especially second-order algorithms.

8.4 Batch gradient descent

In this use case, we apply the slicing technique to visualize the training trajectory of batch gradient descent by slicing the target points along the training trajectory. The first target point, which is used as the initial weight vector, is sampled from a uniform distribution in the range [-5,5]. We use gradient descent with a learning rate (lr) of 0.01 and train on the full data. Fig. 17 shows a slice chart visualization for the first 50 training epochs where the loss is reduced from 4.89 to 1.63. We observe a wide high-loss minimizer on the interpolation axis, as well as a relatively sharp minimizer at 1.0.
Fig. 17. Early training stages: Each target point and the respective slices correspond to one of the first 50 training epochs of gradient descent training with a learning rate of 0.01. During these 50 epochs, the loss value decreases from 4.89 to 1.63 along a relatively smooth and simple loss surface. Unlike the previous slice charts, these visualizations only show target points (which are always highlighted in orange) and their axis-parallel slices instead of focus points (which produce grey slices).

Fig. 18. The slice chart of weight 3-6 for target points between 0.57 and 0.06 shows that gradient descent with lr=0.01 avoids areas of high loss while following a downward trajectory. The natural splines fill missing data points to make the visualization more intuitive.

Fig. 19. Late training stages: Gradient descent training (learning rate 0.01) with the loss value decreasing from 0.57 to 0.06. The slices are more diverse than at the beginning of the training (Fig. 17). All target points appear to be at the minimum of their respective axis-parallel slices. A zoomed-in version of slice chart 3-6 is shown in Fig. 18 caused by the last bias parameter approaching its own minimum and lowering the loss for all other slices.

In Fig. 19 we observe a later stage in training where the loss is reduced from 0.57 to 0.06. The slices are now 1,000 epochs apart because the convergence slows down towards the end. We make the following observations:

The landscape geometry becomes more complex The slices have stronger curvatures and are more complex towards the end of the training (in Fig. 19) than they were at the beginning of the training (in Fig. 17). This appears to be related to the observation from Sect. 8.3 which shows a stronger curvature as the algorithm approaches a minimizer.

Gradient descent appears to navigate obstacles In Fig. 19 we see that the optimization algorithm moves along valleys (since all target points remain at the lowest part of the axis slices throughout the training). This aligns with expectations of the gradient descent algorithm and validates the visualization approach. However, the observation of the descent from all directions in the high-dimensional space on their actual axes is a novelty. Fig. 18 shows in detail how a weight parameter adapts to changes by following the descent direction along a curved valley, avoiding high-loss regions. As the training progresses, the remaining descent direction lies off-axis. Otherwise, they would be visible in the slice charts. Instead, we see that the algorithm is always
We succeeded in developing a prototype that allows the users to follow the loss landscape from different perspectives and in great depth that, as far as we know, has not been reached by any previous tools or literature. However, there are a number of limitations that have to be overcome in order to apply this to real-world DNNs.

### 11 Conclusion

Loss landscape experiments help researchers understand DNNs, but visualization of high-dimensional surfaces is a challenge and often requires reducing dimensionality and creating axes without obvious meaning. Linear interpolation experiments, for example, show barriers that are not actually encountered during training, and random 2D slice plots show convexity but not geometry of the loss surface. Inspired by Sliceplorer [28] and Tensorflow Playground [27], we developed a prototype that allows the user to set up experiments and analyze the loss landscape from different perspectives. We demonstrated how slice charts show the loss surface in greater detail than 2D slices around a minimizer and the zero vector, we showed how to apply the slicing approach to EV directions, and we showed how batch gradient descent traverses the landscape in the early stages of training and follows descent directions through valleys in late stages of training. The user evaluation indicates that further research is needed to improve the usability and interpretability, but that our approach could be useful for analyzing autoencoders and ensemble networks.

#### 11.1 Future work

The greatest trade-off for the slicing approach is the number and complexity of the visualizations. However, one has to keep in mind that there are no good alternatives for high-dimensional scalar functions. For large networks, slice charts could only be computed for selected parts of the network. Further, to make slice charts more readable, it would be sufficient to plot a single slice chart per layer, which would make this approach applicable for larger network architectures with dozens of layers. Sophisticated analysis tools for the slice charts would be required to capture patterns and untangle the slices.
