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Abstract

Numerical modeling and simulation have become indispensable tools for advancing a comprehensive understanding of the underlying mechanisms and cost-effective process optimization and control of flow batteries. In this study, we propose an enhanced version of the physics-constrained deep neural network (PCDNN) approach [1] to provide high-accuracy voltage predictions in the vanadium redox flow batteries (VRFBs). The purpose of the PCDNN approach is to enforce the physics-based zero-dimensional (0D) VRFB model in a neural network to assure model generalization for various battery operation conditions. Limited by the simplifications of the 0D model, the PCDNN cannot capture sharp voltage changes in the extreme SOC regions. To improve the accuracy of voltage prediction at extreme ranges, we introduce a second (enhanced) DNN to mitigate the prediction errors carried from the 0D model itself and call the resulting approach enhanced PCDNN (ePCDNN). By comparing the model prediction with experimental data, we demonstrate that the ePCDNN approach can accurately capture the voltage response throughout the charge–discharge cycle, including the tail region of the voltage discharge curve. Compared to the standard PCDNN, the prediction accuracy of the ePCDNN is significantly improved.
improved. The loss function for training the ePCDNN is designed to be flexible by adjusting the weights of the physics-constrained DNN and the enhanced DNN. This allows the ePCDNN framework to be transferable to battery systems with variable physical model fidelity.
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1. Introduction

To achieve carbon neutrality, utilization of renewable energy sources has increased to mitigate the CO$_2$ emissions from fossil fuels [2]. To store the harvested energy and provide uninterrupted power grid supply, the large-scale battery storage system can serve as a critical component that supports renewable energy development. Among existing technologies, the redox flow battery (RFB) is one of the most promising candidates due to its high energy capacity and rapid response to grid supply demand [3, 4, 5]. In RFBs, the positive and negative electrolytes are stored in external tanks separate from the electrodes. During operation, pumps are used to circulate the electrolytes to the battery cell electrodes for reactions to occur. These features make RFBs relatively safe, and the adjustable storage tank size can easily accommodate variable demand for battery capacity. By separating the anolyte and catholyte, the problem of self-discharge during prolonged storage periods can also be mitigated [6].

The existing RFBs contain a large selection of redox couples, including Cr$^{2+}$/Cr$^{3+}$ vs. Fe$^{2+}$/Fe$^{3+}$ [7], V$^{2+}$/V$^{3+}$ vs. Br$^-$/ClBr$_2$ [8], Fe$^{2+}$/Fe$^{3+}$ vs. Ti$^{2+}$/Ti$^{4+}$ [9], etc. The all-vanadium redox flow battery (VRFB) utilizes a single vanadium element for both the negative and positive cells. The V$^{2+}$/V$^{3+}$ redox couple forms the anolyte, and the V$^{4+}$(VO$^{2+}$)/V$^{5+}$(VO$_2^+$) redox couple forms the catholyte. With full vanadium species, the cross-transport of active species can be well controlled during operation [10]. In past decades, extensive experimental and modeling investigations have been carried out to acquire a more comprehensive understanding of VFRBs. The cell/electrode design, cycle life, and power ef-
ficiencies have been continuously optimized \cite{12, 13, 14}, and capital cost has been driven down \cite{15}. In the current work, we select a VRFB system to demonstrate the development of an enhanced physics-constrained deep neural network (ePCDNN) for accurately predicting battery performance, including the extremes of the state of charge (SOC) vs. Voltage curve.

To enforce physics on a DNN, a VRFB model should be selected to constrain the ePCDNN. The existing VRFB models can be divided into zero-dimensional (0D), one-dimensional (1D), two-dimensional (2D), and three-dimensional (3D) categories based on the number of spatial dimensions considered for the electrochemical species concentration. The analytical models mostly fall into the 0D, 1D, and 2D categories \cite{16}. For numerical models using finite elements of finite difference methods, the complex VRFB cell design can be explored by considering electrochemical and species variation in the 3D space.

The 0D model simplifies the VRFB battery by representing the spatially related characteristics through a spatially averaged parameter. Recent studies have continuously improved the 0D model and yield satisfactory voltage predictions \cite{17, 18, 19, 20}. This provides a fast and cost-effective way to predict VRFB performance, making it suitable for real-time monitoring and control-related applications. One of the challenges for the 0D model is that the physical- and chemical-related model parameters must be very carefully measured or calibrated with experimental data to achieve satisfactory prediction accuracy. Given the fast pace of new electrode \cite{21, 22} and electrolyte \cite{23} development, battery performance prediction using the 0D model becomes more challenging because these parameters are unknown for new VRFB cells.

In a recent study, He et al. \cite{1} proposed a novel approach for estimating the parameters of the 0D model that represents them as functions of the operating conditions using a DNN. The estimated parameters are used in the 0D model to predict the voltage, and discrepancies between predictions and measurements are used to formulate a loss function for training the DNN. We refer to this approach as a physics-constrained deep neural network (PCDNN). In the PCDNN, four typical unknown parameters associated with the 0D model, including $\sigma_c$, $S$, $3$
$k_n$, and $k_p$, are estimated for each different operation condition. It has been demonstrated that the PCDNN approach can achieve more accurate parameter estimation than the least squares estimation scheme (LSE) and also provides better predictive generalization than approaches using the baseline parameters from literature \cite{1}. However, limited by the simplifications and assumptions in a 0D model, voltage prediction at extreme ranges (i.e., the VRFB state associated with very small or large SOCs) still cannot be well captured. Although the tail region discrepancy contributes a small portion to the overall RMSE of voltage prediction, the accurate prediction of the voltage curve at extremes is important for VRFB characterization and design optimization. For example, the cut-off time of the discharge can be accurately determined only through accurate voltage prediction at the end of the discharge when the SOC is small. This, in turn, can protect the VRFB from side effects (mixing, gas releasing, etc.). In other systems, such as Ni-MH batteries, proper selection of cut-off times can affect the battery life cycle \cite{24}.

In the current work, we develop an ePCDNN model for a VRFB by leveraging both experimental observations and a physics-based computational model. Compared to PCDNN, the ePCDNN exhibits significantly improved cell voltage prediction accuracy at the extreme regions of the charge–discharge cycle. This can improve precise determination of battery cut-off times for charge or discharge to prevent severe side effects during battery operation. Fig. 1 summarizes the comparison of the proposed ePCDNN, PCDNN, and 0D models. This experiment is the 12th case shown in Table 3, and the baseline result is provided by using the 0D model with the calibrated parameters \cite{1, 25} given in Table 2. The black dots stand for the experimental voltage data of the measured VRFB. During the charging period, the cut-off voltage is generally set to 1.5–1.6 V with a voltage span of 0.2–0.3V in the SOC range of [0, 0.7]. For the discharging period, the cut-off voltage is generally set to 0.6–0.8 V for a continuous discharging process with moderate current density. The dominant voltage drop takes place near the end of the discharge period, with a small SOC. The sharp tail creates extra difficulties for voltage prediction. As can be seen in the figure, the PCDNN
(the blue dashed line) has relatively good voltage prediction accuracy at large SOC compared to the baseline 0D model (the pink dash line) using parameter values from the literature. At the end of discharge, where the SOC value is small (the "tail region"), the PCDNN and baseline models are discrepant from the experimental measurements. With the ePCDNN, the sharp voltage drop in the tail region can be accurately captured with an enhanced DNN to compensate for the limitations of the PCDNN model.

The paper is organized as follows. A brief presentation of the implemented 0D VRFB model and experimental data can be found in Section 2 and Section 3 respectively. The mathematical description of the ePCDNN is provided in Section 4. Section 5 contains numerical results. We provide conclusions and a discussion of future work in Section 6.

Figure 1: The comparison of SOC–voltage predictions for an exemplary experiment (Case 12 in Table 3) using the proposed approach (ePCDNN) and PCDNN. The VRFB 0D model (the purple dashed line) using the baseline parameters in Table 2 is also provided.

2. Numerical VRFB model

A zero-dimensional (0D) numerical model has been developed in [18, 20, 27] to describe the governing physics and electrochemical reactions in the VRFB by including the components of the electrolytes, electrodes, and membrane. The 0D model lumps the variables in each VRFB component by assuming that the
related quantities, such as concentration and voltage potentials, are uniform under the isothermal operation conditions. By eliminating spatial dependency, the 0D model can provide fast and real-time predictions, which make it suitable for integration into neural networks. This section reviews the critical equations in the 0D model to enforce physics in the neural networks, and more details can be found in previous work[1]. In this work, the active species studied in the electrolyte include $S = \{V(\text{II}), V(\text{III}), V(\text{IV}), V(\text{V}), H^+, H_2O\}$, and $c_i (i \in S)$ denotes the concentration of the species $i$. With a uniform flow rate $\omega$, the time-dependent analytical solution of species concentrations can be derived and summarized in Table 1.

Table 1: Analytical solutions of the concentrations of species in the VRFB cell [1].

| Species $i$                      | Equation of the concentration $c_i$ |
|----------------------------------|-------------------------------------|
| $V(\text{II})$ or $V(\text{V})$ | $c_i = c_i^0 - \frac{I}{V_e F \epsilon} \left( \frac{e^{\delta - e^{-\epsilon t}}} {1 + e^{\delta}} - 1 - \frac{e^\delta} {\tau} t \right)$ |
| $V(\text{III})$ or $V(\text{IV})$ | $c_i = c_i^0 + \frac{I}{V_e F \epsilon} \left( \frac{e^{\delta - e^{-\epsilon t}}} {1 + e^{\delta}} - 1 - \frac{e^\delta} {\tau} t \right)$ |
| $H_2O$ in negative electrode     | $c_i = c_i^0 - \frac{n_d}{V_e F \epsilon} \left( \frac{e^{\delta - e^{-\epsilon t}}} {1 + e^{\delta}} - 1 - \frac{e^\delta} {\tau} t \right)$ |
| $H_2O$ in positive electrode     | $c_i = c_i^0 + \frac{I}{V_e F \epsilon} (1 + n_d) \left( \frac{e^{\delta + e^{-\epsilon t}}} {1 + e^{\delta}} - 1 - \frac{e^\delta} {\tau} t \right)$ |
| $H^+$ in positive electrode      | $c_i = c_i^0 - \frac{I}{V_e F \epsilon} \left( \frac{e^{\delta + e^{-\epsilon t}}} {1 + e^{\delta}} - 1 - \frac{e^\delta} {\tau} t \right)$ |

In the equations listed in Table 1, $c_i^0$ is the initial concentration of the respective species, $I$ is the applied current, $F$ is the Faraday coefficient, $n_d$ is the drag coefficient, and $\epsilon$ and $V_e$ are the porosity and volume of the electrode, respectively. The breadth, width, and length of the electrode are denoted as $b_e$, $w_e$, and $h_e$, respectively. The electrolyte flow velocity (in m/s) is defined as $u = \omega / A_{in} \epsilon$, and the average electrolyte flow velocity $\tilde{u}$ in the porous medium is calculated as $\epsilon u$, where $A_{in} = b_e w_e$ is the inlet area of the electrode. For the other symbols, $\delta = V_e / V_r$ is the ratio of the volumes of the electrode and reservoir, $\tau = h_e / u$, and $\tilde{\epsilon} = (\epsilon \delta + 1) / \tau$.

The SOC for the 0D model is given as:

$$\text{SOC}(t) = \text{SOC}^0 - \frac{I}{c_v V_e F \epsilon \tilde{\epsilon}} \left( \frac{\epsilon \delta + e^{-\epsilon t}} {1 + \epsilon \delta} - 1 - \frac{\epsilon \delta} {\tau} t \right)$$ (1)
where $c_V$ is the total vanadium concentration of a half-cell, and $SOC^0$ is the initial SOC value. Consequently, the concentration solutions in Table 1 can be expressed as functions of SOC, i.e., $c_i(t) = c_i(SOC(t))$.

The reaction kinetics associated with the 0D VRFB model follows the expressions given in the literature [18, 26, 20, 1]. In the following exposition, we adopt the subscripts "n" and "p" for the quantities associated with the negative and positive electrodes for brevity. With given species concentration $c_i$ and a given applied current $I$, the cell voltage $E_{\text{cell}}$ consists of three components:

$$E_{\text{cell}} = E^{\text{OCV}} + \eta^{\text{act}} + \eta^{\text{ohm}}$$  \hspace{1cm} (2)

Here, voltage loss due to the concentration polarization is ignored. In Eq. (2), $E^{\text{OCV}}$ is the reversible open circuit voltage (OCV) that can be approximated by the Nernst equation [28, 20],

$$E^{\text{OCV}} = E^0_p - E^0_n + \frac{RT}{F} \ln \left( \frac{c_V^{\text{II}}c_H^+c_{\text{H}_2}^2}{c_V^{\text{III}}c_H^+c_{\text{H}_2}O_p} \right)$$  \hspace{1cm} (3)

where $E^0_n$ and $E^0_p$ are the negative and positive equilibrium potentials, respectively. The $\eta^{\text{act}}$ is the activation overpotential described by the Bulter–Volmer equation [29],

$$\eta^{\text{act}} = \eta_p - \eta_n$$  \hspace{1cm} (4)

$$\eta_n = -\frac{2RT}{F} \arcsinh \left( \frac{j}{2Fk_n \sqrt{c_V^{\text{II}}c_V^{\text{III}}}} \right)$$

$$\eta_p = \frac{2RT}{F} \arcsinh \left( \frac{j}{2Fk_p \sqrt{c_V^{\text{IV}}c_V^{\text{V}}}} \right)$$

and $\eta^{\text{ohm}}$ represents the sum of ohmic losses in the current collector (e), membrane (m), and electrolyte (e),

$$\eta^{\text{ohm}} = \left( \frac{2w_c}{\sigma_c} + \frac{w_m}{\sigma_m} + \frac{2w_e}{\sigma_{\text{eff}}} \right) \, j_{\text{app}}$$  \hspace{1cm} (5)
where the effective conductivity of the porous electrode is expressed as 
\[ \sigma_{eff} = (1 - \epsilon)^{3/2} \sigma_s \]
following the Bruggeman correction. In the above equations, \( j \) and \( j_{app} \) are the local and nominal current densities, respectively. Other unstated parameter symbols are referred to in Tables 2 and 3.

3. Experimental datasets

3.1. Experiment conditions

Table 2: The baseline model parameters for the simulation of the VRFB cell.

| Symbol | Description | Unit | Values |
|--------|-------------|------|--------|
| \( E_{ref}^0 \) | Standard equilibrium potential (Positive) | V | 1.004 |
| \( E_{ref}^0 \) | Standard equilibrium potential (Negative) | V | -0.26 |
| \( n_d \) | Drag coefficient | - | 2.5 |
| \( k_p \) | Standard rate constant at 303 K (Positive) | m s\(^{-1}\) | \( 1.0 \times 10^{-7} \) |
| \( k_n \) | Standard rate constant at 303 K (Negative) | m s\(^{-1}\) | \( 5.0 \times 10^{-8} \) |
| \( S \) | Specific surface area | m\(^{-1}\) | \( 3.48 \times 10^3 \) |
| \( \epsilon \) | Porosity | - | 0.67 |
| \( \sigma_s \) | Electrode conductivity | S m\(^{-1}\) | 500 |
| \( \sigma_{col} \) | Current collector conductivity | S m\(^{-1}\) | \( 9.1 \times 10^4 \) |
| \( T_{ref} \) | Reference temperature | K | 293 |
| \( A_e \) | Electrode area | m\(^2\) | 0.002 |
| \( h_e \) | Electrode length | m | 0.05 |
| \( b_e \) | Electrode thickness | m | 0.04 |
| \( w_e \) | Electrode width | m | 0.004 |
| \( w_{col} \) | Current collector width | m | 0.015 |
| \( w_m \) | Membrane width | m | Refer to Table 3 |
| \( V_e \) | Reservoir volume | m\(^3\) | Refer to Table 3 |

Table 3: Operating conditions of 12 experiments for a single-cell structure (the experimental data are the same as [1]). The membrane width is \( w_m = 1.27 \times 10^{-2} \) cm for Nafion 115 and \( w_m = 5.08 \times 10^{-3} \) cm for Nafion 212. All experiments are performed at room temperature (\( T = 298 \)K).

| Case | \( \text{cmol m}^{-1} \) | \( \text{cmol m}^{-2} \) | \( \text{cmol m}^{-3} \) | \( \text{cmol m}^{-3} \) | \( \text{cmol m}^{-3} \) | \( \text{cmol m}^{-3} \) | \( \text{cmol m}^{-3} \) | \( \text{cmol m}^{-3} \) | \( I \) | \( V_e \) | Membrane |
|------|--------------------|--------------------|--------------------|--------------------|--------------------|--------------------|--------------------|--------------------|------|---------|----------|
| 1    | \( 1.5 \times 10^4 \) | \( 3.85 \times 10^3 \) | \( 4.03 \times 10^3 \) | \( 4.46 \times 10^3 \) | \( 4.01 \times 10^3 \) | \( 20 \) | 0.5 | \( 2 \times 10^{-5} \) | Nafion 115 |
| 2    | \( 1.5 \times 10^4 \) | \( 3.85 \times 10^3 \) | \( 3.03 \times 10^3 \) | \( 4.66 \times 10^3 \) | \( 4.61 \times 10^4 \) | \( 20 \) | 0.75 | \( 8 \times 10^{-5} \) | Nafion 115 |
| 3    | \( 2 \times 10^4 \) | \( 5 \times 10^3 \) | \( 3 \times 10^3 \) | \( 4.75 \times 10^3 \) | \( 4.95 \times 10^4 \) | \( 20 \) | 0.5 | \( 5 \times 10^{-5} \) | Nafion 115 |
| 4    | \( 2 \times 10^4 \) | \( 5 \times 10^3 \) | \( 3 \times 10^3 \) | \( 4.75 \times 10^3 \) | \( 4.95 \times 10^4 \) | \( 20 \) | 0.69 | \( 4.5 \times 10^{-5} \) | Nafion 115 |
| 5    | \( 2 \times 10^4 \) | \( 5 \times 10^3 \) | \( 3 \times 10^3 \) | \( 4.75 \times 10^3 \) | \( 4.95 \times 10^4 \) | \( 20 \) | 0.75 | \( 4.5 \times 10^{-5} \) | Nafion 115 |
| 6    | \( 2 \times 10^4 \) | \( 5 \times 10^3 \) | \( 3 \times 10^3 \) | \( 4.75 \times 10^3 \) | \( 4.95 \times 10^4 \) | \( 20 \) | 1.5 | \( 4.5 \times 10^{-5} \) | Nafion 115 |
| 7    | \( 2 \times 10^4 \) | \( 5 \times 10^3 \) | \( 3 \times 10^3 \) | \( 4.75 \times 10^3 \) | \( 4.95 \times 10^4 \) | \( 20 \) | 0.5 | \( 5 \times 10^{-5} \) | Nafion 212 |
| 8    | \( 2 \times 10^4 \) | \( 5 \times 10^3 \) | \( 3 \times 10^3 \) | \( 4.75 \times 10^3 \) | \( 4.95 \times 10^4 \) | \( 20 \) | 0.4 | \( 3 \times 10^{-5} \) | Nafion 212 |
| 9    | \( 2 \times 10^4 \) | \( 5 \times 10^3 \) | \( 3 \times 10^3 \) | \( 4.75 \times 10^3 \) | \( 4.95 \times 10^4 \) | \( 20 \) | 0.4 | \( 2.5 \times 10^{-5} \) | Nafion 212 |
| 10   | \( 2 \times 10^4 \) | \( 5 \times 10^3 \) | \( 3 \times 10^3 \) | \( 4.75 \times 10^3 \) | \( 4.95 \times 10^4 \) | \( 20 \) | 0.5 | \( 4 \times 10^{-5} \) | Nafion 212 |
| 11   | \( 2 \times 10^4 \) | \( 5 \times 10^3 \) | \( 3 \times 10^3 \) | \( 4.75 \times 10^3 \) | \( 4.95 \times 10^4 \) | \( 20 \) | 1.0 | \( 2 \times 10^{-5} \) | Nafion 212 |
| 12   | \( 1.5 \times 10^4 \) | \( 3.85 \times 10^3 \) | \( 4.03 \times 10^3 \) | \( 4.46 \times 10^3 \) | \( 4.61 \times 10^4 \) | \( 20 \) | 0.4 | \( 3 \times 10^{-5} \) | Nafion 212 |
The high-fidelity experimental VRFB data are collected at Pacific Northwest National Laboratory for training the proposed ePCDNN [1, 31]. As shown in Table 3, 12 experiments were performed on a single flow-through cell with varied operating conditions (total species concentrations, flow rate, and applied current) and cell components (electrolyte tank volume and membrane type). The electrode area \( A_e = 20 \text{ cm}^2 \), electrode thicknesses \( w_e = 0.4 \), and current collector thickness \( w_c = 1.5 \text{ cm} \) are kept the same for each experiment. The Nafion 115 membrane is used for experiments 1–6 with a thickness of \( w_m = 1.27 \times 10^{-2} \text{ cm} \). The Nafion 212 membrane is used for experiments 7–12 with a thickness of \( w_m = 5.08 \times 10^{-3} \text{ cm} \). The model parameters that are used for the 0D model as the baseline results are given in Table 2. Herein, the parameters \( S, k_n, k_p \), and \( \sigma_e \) will be estimated using the experimental data.

For each experiment, the charge–discharge data are recorded with multiple cycles, and a good coulombic efficiency is observed starting from the third charge–discharge cycle. Therefore, the voltage responses measured from the third cycle are selected as the experimental data for testing the ePCDNN model. An overview of the 12 experiment SOV-V curves is given in Fig. 2. The SOC value is converted from the corresponding time step using the SOC-t relation given by Eq. (1).
3.2. Parameter selection for ePCDNN

Consistent with PCDNN, operating conditions including average electrolyte flow velocity $\bar{u}$, applied current $I$, and initial vanadium concentration $c_{V}^{0}$ are selected in the DNN models here as the input vector $\mathbf{x} = \{\bar{u}, I, c_{V}^{0}\}$ to represent different experimental operation conditions. Note that the evolution of concentration and voltage during the charge–discharge cycles also depends on the selection of the initial conditions.

For the 0D model in Section 2, the specific area for reaction $S$, the reaction rate constants $k_n$ and $k_p$, and the electrode conductivity $\sigma_e$ are chosen as the identifiable model parameters. These selected parameters are encoded in a parameter vector $\mathbf{\mu} = (S, k_n, k_p, \sigma_e)$ of $m = 4$ dimensions, and their baseline values are provided in Table 2. In the following sections, we assume that the selected parameters are unknown functions of the operating conditions, i.e., $\mathbf{\mu} = \mathbf{\mu}(\mathbf{x})$. One objective of this study is learning these parameter functions from a given set of experimental data and providing accurate voltage prediction for various operating conditions.

4. Methods

4.1. Enhanced physics-constrained deep neural networks

In this section, the ePCDNN approach is developed based on the PCDNN framework [1]. In addition to retaining efficient parameter identification, the new approach improves the predictive capacity of cell voltage by introducing an additional enhanced DNN component. The ePCDNN model is depicted in Fig. 3 by coupling the standard PCDNN model (enclosed by the blue dashed box) with the enhanced DNN (in the red dashed box).

In the PCDNN component, each model parameter $\mu_i$ is approximated by a DNN (the fully connected feed-forward DNN is adopted here),

$$\hat{\mu}_i(\mathbf{x}; \theta_i) = NN_i(\mathbf{x}; \theta_i), \quad \text{for } i = 1, \ldots, m$$ (6)
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where $\mathcal{N}_i$ denotes a DNN model with the trainable weight coefficients $\theta_i$, and where $x$ is the input vector composed of experimental operating conditions of interest. The collection of $\{\theta_i\}_{i=1}^m$ is denoted as $\theta$. Then, the cell voltage prediction is given as

$$E_{OCV}^M(c,x,\hat{\mu}(\theta)) = E_{OCV}^M(c,x,\hat{\mu}(\theta)) + \eta_{act}^M(c,x,\hat{\mu}(\theta)) + \eta_{ohm}^M(c,x,\hat{\mu}(\theta))$$ (7)

The enhanced DNN is expressed as

$$y_H(t,x;\theta_H) = \mathcal{N}_H(t,x;\theta_H)$$ (8)

where $\theta_H$ is the network parameters.

Considering the SOC–time relation derived in Eq. (1), we can estimate the SOC($t$) value for any given time $t$. We choose to directly use SOC instead of $t$.
as the direct network input of the enhanced DNN \( \mathcal{N}_H \) because the SOC value is normalized within \([0, 1]\) and is suitable for network training. However, we still denote it as \( \mathcal{N}_H(SOC(t, x; \theta_H)) := \mathcal{N}_H(t, x; \theta_H) \) for brevity.

In the ePCDNN approach, we define the following loss function:

\[
L(\theta, \theta_H) = \lambda L_M(\theta) + (1 - \lambda)L_H(\theta_H, \theta)
\]  

(9)

where \( L_M(\theta) \) measures the mean square error between the PCDNN prediction and the given measurements \( E^* \):

\[
L_M(\theta) = \frac{1}{N_x} \sum_{q=1}^{N^x} \frac{1}{N_t^q} \sum_{l=1}^{N_t^q} [E_{\mathcal{M}}^{cell}(t_l, x_q; \theta) - E^*(t_l, x_q)]^2
\]  

(10)

and \( L_H(\theta_H, \theta) \) denotes the error of the enhanced voltage prediction \( E_H^{cell} = E_M^{cell} + y_H \) against the measurements \( E^* \):

\[
L_H(\theta_H, \theta) = \frac{1}{N_x} \sum_{q=1}^{N^x} \frac{1}{N_t^q} \sum_{l=1}^{N_t^q} [E_H^{cell}(t_l, x_q; \theta, \theta_H) - E^*(t_l, x_q)]^2,
\]  

(11)

where \( N^x \) is the number of experimental datasets, \( N_t^q \) is the number of measurements collected from each experiment, and \( t_l \) \((l = 1, ..., N_t^q)\) denotes the corresponding times for measurements. The experimental measurements are as shown in Fig. 2. The DNN parameters \( \theta \) and \( \theta_H \) are trained by minimizing the above loss function \( L(\theta, \theta_H) \). The L-BFGS-B [32] and Adam [33] methods are selected as the gradient descent optimization algorithms. At the beginning of each training process, the DNN weights are randomly initialized using the Xavier scheme [34].

The \( \lambda \) in Eq. (9) defines the weight of contributions from the loss function of \( L_M \) and \( L_H \). Minimizing the loss term \( L_M \) optimizes the model parameter functions \( \mu(x; \theta) \) while the minimization of the loss term \( L_H \) optimizes the voltage prediction \( E_H^{cell} \) with respect to the given measurements. Also, if the \( L_H \) term is neglected during training procedures and assuming \( y_H = 0 \), the standard
PCDNN solution is recovered.

We note that the trained PCDNN component in the ePCDNN and PCDNN methods is different because different loss functions are considered. Our numerical results show that the minimization of \( \mathcal{L}_H(\theta_H, \theta) \) in ePCDNN can also improve the prediction of \( E_{cell}^H \). In this work, we demonstrate that the optimal performance is achieved for \( \lambda \) values in the range of \([0.25, 0.5]\). The \( \lambda = 0.5 \) is selected for the following test by default. Further details of the loss function design will be discussed in Section 5.2.

5. Results and discussion

5.1. Parameter estimation and voltage prediction

![Graph showing the comparison of RMSEs for ePCDNN and PCDNN models](image)

Figure 4: The comparison of the RMSEs in the predicted cell voltage for the ePCDNN and PCDNN models using different sizes of training data. The bars correspond to one standard deviation of the RMSEs and quantify uncertainty due to random initialization of DNNs.

We use the 12 experimental cases shown in Fig. 2 to demonstrate the enhanced performance of the proposed ePCDNN approach over PCDNN and the 0D model, especially for the regions where the voltage changes fast.

The experimental data split percentage for training and testing are set to \(40\% : 60\%\), \(60\% : 40\%\), and \(80\% : 20\%\) for both the ePCDNN and PCDNN models. Model prediction accuracy is measured on the testing data with the root-mean-square error (RMSE) and is shown in Fig. 4. The statistics of the RMSE
are computed from five independent trainings where the DNNs are randomly initialized. Fig. 4 shows that the proposed ePCDNN model reduces the test errors by about 30% compared to the PCDNN approach regardless of the size of the training dataset used.

The parity plots that compare the predicted voltage and the ground-truth experimental data are given in Fig. 5. For the voltage $E^* > 1.2$ V, the data points are close to the center line $y = x$, indicating that the 0D model, PCDNN, and ePCDNN provide reasonable predictions in those regions. For the voltage $E^* < 1.2$ V, the 0D model starts to deviate from the center line, and most of the predictions overestimate the voltages. The PCDNN performs better with more data points close to the $y = x$ compared to the 0D model at $E^* < 1.2$ V.

Among the three models, the ePCDNN achieves the best accuracy at both the high- and low-voltage regions. This indicates that the enhanced DNN part did a good job correcting the missing physics from the 0D numerical model at the low-voltage region.

To visualize the improvement of ePCDNN, the charge–discharge curves from six experiments were selected for comparison with PCDNN and the baseline 0D model, as shown in Fig. 6. The results show that the ePCDNN achieves the best agreement with experimental data. The discharge curve tails are captured by the ePCDNN, while the 0D model and PCDNN can overestimate the voltages.
5.2. Loss function design

We explore the effect of key ePCDNN hyperparameters on voltage prediction performance. All other parameters are held constant in the hyperparameter study. The structure of the enhanced DNN used in the ePCDNN is investigated by varying the sizes of $n_l$ and $m_l$, as shown in Table 4. The parameter $n_l$ stands for the number of hidden layers, and $m_l$ is the neurons in each layer. We show the RMSE, the $L^\infty$ error, and the computational time for each enhanced DNN structure configuration. Overall, a lower RMSE is obtained with a neural network of larger size. However, the computational time increases as the number of neurons is increased because the training becomes slower.

When the enhanced DNN has four hidden layers, the RMSE drops to below $2 \times 10^{-2}$. Further increasing the network size only marginally improves the RMSE. In terms of the $L^\infty$ error, the $2 \times 20$ or $4 \times 40$ configuration results in the best accuracy. Considering the performance and efficiency of the networks,
the 4 × 40 size is selected as the optimal setup for the enhanced DNN.

Table 4: The effect of the size of the enhanced DNN size on voltage prediction

| Size  | RMSE   | $L^\infty$ Error | Time |
|-------|--------|------------------|------|
| 1 × 20| 2.88 × 10^{-2} | 6.32 × 10^{-1} | 75   |
| 2 × 20| 2.14 × 10^{-2} | 3.84 × 10^{-1} | 157  |
| 2 × 30| 2.16 × 10^{-2} | 5.55 × 10^{-1} | 189  |
| 3 × 30| 2.23 × 10^{-2} | 5.55 × 10^{-1} | 144  |
| 3 × 40| 2.27 × 10^{-2} | 4.05 × 10^{-1} | 180  |
| 4 × 40| 1.95 × 10^{-2} | 3.98 × 10^{-1} | 221  |
| 4 × 60| 1.98 × 10^{-2} | 4.00 × 10^{-1} | 329  |
| 5 × 40| 1.93 × 10^{-2} | 5.55 × 10^{-1} | 305  |
| 6 × 40| 1.95 × 10^{-2} | 4.18 × 10^{-1} | 367  |

The construction of the loss function is important to reduce the voltage estimation error. The loss function combines $L_M$ and $L_H$ with a weight coefficient denoted by $\lambda$. To determine the optimal $\lambda$ value, a parameter study was carried out by varying $\lambda$ and the train/testing data ratio.

When $\lambda$ approaches 1, the loss function $L(\theta, \theta_H)$ approaches that for the PCDNN, with no additional corrections to account for the tail voltage discrepancy. As shown in Table 5, the RMSE and $L^\infty$ error are both the largest. With $\lambda$ close to 0, training the neural network updates the weights and biases of the physics-constrained DNN. However, there is no separate enforcing of the physics-constrained DNN predictions to conform to the measurements. Therefore, the output $y_H$ of the second DNN is no longer necessarily a correction to $E_{cell}^M$. This makes it more difficult for the neural network to predict unseen conditions when there is a large dataset split (when $N_{train} : N_{test}$ is closer to 0.5:0.5). The $L^\infty$ error increases, which indicates that the ePCDNN can have reduced accuracy in predicting the end of the discharge curve, where the slope is the largest. Therefore, it is reasonable to select $\lambda$ in the $[0.25, 0.5]$ range, which balances the enforced physics and the enhanced DNN.

5.3. The effect of data sampling

Training a neural network can be challenging with an imbalanced dataset, especially when the target values are continuous [35]. In the original experiment measurement, the voltage responses are sampled uniformly in time. This
Table 5: The effect of loss function design on voltage prediction

| $\lambda$ | $N_{\text{train}}:N_{\text{test}} = 0.8:0.2$ | $N_{\text{train}}:N_{\text{test}} = 0.6:0.4$ | $N_{\text{train}}:N_{\text{test}} = 0.5:0.5$ |
|-----------|---------------------------------|---------------------------------|---------------------------------|
|           | RMSE $L^\infty$ Error | RMSE $L^\infty$ Error | RMSE $L^\infty$ Error |
| 0         | $1.86 \times 10^{-2}$ | $3.09 \times 10^{-1}$ | $1.92 \times 10^{-2}$ | $3.98 \times 10^{-1}$ | $1.97 \times 10^{-2}$ | $4.28 \times 10^{-1}$ |
| 0.25      | $1.87 \times 10^{-2}$ | $3.08 \times 10^{-1}$ | $1.92 \times 10^{-2}$ | $3.98 \times 10^{-1}$ | $1.97 \times 10^{-2}$ | $4.28 \times 10^{-1}$ |
| 0.5       | $2.02 \times 10^{-2}$ | $3.91 \times 10^{-1}$ | $2.04 \times 10^{-2}$ | $3.98 \times 10^{-1}$ | $2.03 \times 10^{-2}$ | $4.20 \times 10^{-1}$ |
| 0.75      | $2.07 \times 10^{-2}$ | $3.95 \times 10^{-1}$ | $2.10 \times 10^{-2}$ | $3.90 \times 10^{-1}$ | $2.17 \times 10^{-2}$ | $4.03 \times 10^{-1}$ |
| 1.0       | $3.46 \times 10^{-2}$ | $6.36 \times 10^{-1}$ | $3.46 \times 10^{-2}$ | $6.36 \times 10^{-1}$ | $2.46 \times 10^{-2}$ | $6.35 \times 10^{-1}$ |

translates to a nearly uniform SOC distribution for each experimental case, as shown in Fig. 7(a). We denote this as the uniform SOC sampling method in the following discussion. With this sampling method, the distribution of voltage data points is skewed, with more data points in the high-voltage region ($V > 1.2$), as shown in Fig. 7(b). The entire charge curve and the majority of the discharge curve fall in the high-voltage value regions. Those curve segments are relatively flat with small slopes. In contrast, only 17% of the total voltage measurement points are in the low-voltage range ($V < 1.2$). These data consist of the discharge curve tails, which have steep slopes.

To investigate the influence of the imbalanced dataset on ePCDNN performance, we instead sample the cell charge/discharge curve uniformly in the voltage. The sampled curve is shown as red dots in Fig. 7(a). From Fig. 7(b), we see that the uniform voltage sampling method provides a more balanced voltage data distribution. At the low-voltage region (0.8–1.2V) where the slope is large, the data point density is more uniform, while it decreases more rapidly in the high-voltage region (1.2–1.6V) where the voltage curve slope is small.

To compare the performance of the two sampling methods, the accuracy in predicting the SOC cutoff is evaluated for each experiment in our dataset. Recall that the cutoff SOC is defined as the location where the discharge voltage drops below 0.8 V, which is used to protect the battery from excessive discharge. At the end of discharge, the amounts of V(II) and V(V) are nearly completely consumed and the experimentally measured cutoff SOC will be close to zero. The relative error in cutoff SOC prediction is larger compared to the RMSE criteria, which compare the overall error throughout the entire voltage curve.
As seen in Fig. 7(c), when using the uniform SOC sampling method, the relative error for the cutoff SOC can reach up to 71%, while the relative error averaged across all the experiments is 38%. On the other hand, using the uniform voltage sampling method, the cutoff SOC prediction accuracy improves significantly with an average relative error of 16%. The maximum relative error is measured at 36% in the fourth experiment. This suggests that by considering the features of the studied VRFB voltage curves, a more appropriate sampling strategy can reduce the influence of the imbalanced dataset and improve the ePCDNN prediction performance for the curve tail region.

5.4. Prediction for unseen experiments

In this section, we carry out a test on the predictive ability of ePCDNN for unseen experiments, i.e., its generalization ability. A regression-based DNN (no physics) and the ePCDNN were trained using only 11 experimental datasets, and
the remaining experimental dataset was used for testing. Fig. 8 shows results when experiments 3 and 12 are respectively used as the unseen experiment. The experiment 12 is the most challenging case with input parameter outside the range of the training data. When experiment 3 is unseen, both regression-based DNN and ePCDNN give an accurate voltage prediction with an RMSE of 0.024 V and 0.022 V, respectively. Also, the tail in the discharge curve at a small SOC is well captured. However, when experiment 12 is unseen, the data-driven DNN captures neither the tail nor the flat region of the voltage curve and the RMSE is 0.082 V. On the other hand, the enhanced PCDNN more reasonably predicts the SOC-V curve with an RMSE value of 0.048 V. Also, the sharp drop in the tail of the discharge curve is accurately predicted.

From the operating conditions in Table 3, we see that experiment 3 uses the Nafion 115 membrane with $c^0_v = 2 \times 10^3 \text{mol/m}^{-3}$ and $I = 0.5 \text{A}$. Those particular concentration and current values are also found in some of the experimental datasets used for training. As a result, the prediction task is close to an interpolation task, and the regression-based DNN performs well. This explains the similar accuracy between the regression-based DNN and the ePCDNN. However, experiment 12 uses the thinner Nafion 212 membrane whose $c^0_v$ and proton concentration values have not been seen before in the experiments used for training. This forces the regression-based DNN to extrapolate, which is known to be a challenge. On the other hand, the physics-constrained ePCDNN is more capable of predicting the unseen experiment because of its superior generalization ability.

6. Conclusions

We have developed a framework, called ePCDNN, for modeling the VRFB system by combining a physics-constrained DNN to learn the parameters of the 0D RFB model and an enhanced DNN whose output is used to correct the prediction of the 0D model. Due to its simplicity, the 0D model can provide a prediction with low model computational cost. This makes it suitable for
Figure 8: The comparison of the ePCDNN and regression-based DNN model accuracy and generalization for unseen experiments of (a) case ID 3 and (b) case ID 12.

implementation in the ePCDNN framework. Combined with the enhanced DNN, the ePCDNN provides both good accuracy and generalization for VRFB voltage prediction.

Our numerical results show that the proposed ePCDNN framework indeed leads to improved predictions compared to the PCDNN method [1]. The ePCDNN can capture the sharp drop in the tail of the discharge curve, which is not feasible using only the 0D numerical model. We have allowed the loss function form to be more flexible by assigning possibly different weights on its two terms, one for the physics-constrained DNN and one for the enhanced DNN. For applications with high-fidelity physics models, the weight can be increased to emphasize the physics-constrained DNN contribution. On the other hand, if the physics model is simple, the weight of the loss function term for the enhanced DNN can be increased to address the missing physics in the model and to improve the performance. In addition to the studied VRFB system, the developed ePCDNN framework can be applied to different battery systems by replacing the enforced physics model. This makes the ePCDNN framework suitable for aiding the acceleration of battery system design and optimization.
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