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Abstract

Psychologically motivated, lexicon-based text analysis methods such as LIWC (Pennebaker et al., 2015) have been criticized by computational linguists for their lack of adaptability, but they have not often been systematically compared with either human evaluations or machine learning approaches. The goal of the current study was to assess the effectiveness and predictive ability of LIWC on a relationship goal classification task. In this paper, we compared the outcomes of (1) LIWC, (2) machine learning, and (3) a human baseline. A newly collected corpus of online dating profile texts (a genre not explored before in the ACL anthology) was used, accompanied by the profile writers’ self-selected relationship goal (long-term versus date). These three approaches were tested by comparing their performance on identifying both the intended relationship goal and content-related text labels. Results show that LIWC and machine learning models both correlate with humans in terms of content-related label assignment. Furthermore, LIWC’s content-related labels corresponded more strongly to humans than those of the machine learning model. Moreover, all approaches were similarly accurate in predicting the relationship goal.

1 Introduction

When investigating large textual datasets, it is oftentimes necessary to use (automated) tools in order to make sense of the texts. Such tools can help expose properties of texts or of the texts’ author (Riffe et al., 2014). A distinction in these tools can be made between predefined lexicon-based approaches and more content-specific machine learning approaches. One commonly used lexicon-based approach is the Linguistic Inquiry and Word Count program (LIWC; Pennebaker et al., 2015). This approach assigns words to one or more (psychologically validated) labels associated with the word. These labels might reveal more about a writer’s thought processes, emotional states, and intentions (Tausczik and Pennebaker, 2010).

Text analysis tools such as LIWC have become more popular with the surge of social media: researchers want to assess, for instance, the sentiment of social media users on various matters, and lexicon-based text analysis tools can provide help with that. At the same time, these tools have also garnered criticism, for example, because they do not differentiate between domains and cannot deal with non-literal language use (e.g., irony), or out-of-vocabulary terms frequently seen within noisy text (e.g., typos or (internet) slang) (Panger, 2016; Franklin, 2015; Schwartz et al., 2013). This is something that machine learning methods might be better suited for as they can be trained on specific content, thus are able to analyze more complex language. Yet, not much is known about the effectiveness of lexicon-based compared to machine learning methods or a ground truth: comparative research is scarce, with few exceptions like Hartmann et al. (2019). Thus, outcomes of lexicon-based approaches are often taken at face value, without knowing how they compare to human attributions. While some researchers dispute the effectiveness of lexicon-based approaches (Kross et al., 2019; Johnson and Goldwasser, 2018), there are others who found that such approaches are helpful on their own (Do and Choi, 2015), or that classification performance increases with the addition of features from such approaches (Sawhney et al., 2018; Pamungkas and Patti, 2018). Additionally, most work on writer’s intentions focuses on basic emotions only (Yang et al., 2018; Chen et al., 2018; Yu et al., 2018). Thus, LIWC’s wide range of psychology-related label detection is presently not matched by others.
The social media domain, which the online dating domain (hereafter: dating profiles) is part of, might be challenging for LIWC, since these texts often contain non-standard language and noise. LIWC may nevertheless be a viable tool for analyzing dating profiles. Previous research has found that intended relationship goals are related to psychological traits (Feeney and Noller, 1990; Peter and Valkenburg, 2007), and that dating profiles can contain information about a writer’s psychological and mental states (Ellison et al., 2006). This underlying psychological layer is something that may be exploited by LIWC, since previous research found that the tool can expose such psychological and mental states from linguistic behavior (Tausczik and Pennebaker, 2010; Van der Zanden et al., 2019).

The goal of the current study was to assess the effectiveness and predictive ability of LIWC on a relationship goal classification task. For this, LIWC was compared to human judgment and machine learning approaches in three steps. First, the quality of LIWC’s content-related labels was assessed by comparing the values given to content-related labels to those of humans and a regression model. Second, the meaningfulness of LIWC’s dictionary was investigated by using the label values as features for a classification model that predicts relationship type, contrasting these results with the predictions of humans and a classification model using word features. Third, a qualitative evaluation based on topic models, Gini Importance scores, and log-likelihood ratios was conducted to find limitations of LIWC’s lexicon.

2 Method

2.1 Corpus

| Corpus | Texts | Tokens | Types | Texts | Tokens | Types |
|--------|-------|--------|-------|-------|--------|-------|
| Full   | 10,696| 863,227| 32,020| 1654  | 127,644| 11,274|
| Train+val| 1,464 | 117,947| 9,973 | 1,464 | 115,227| 10,540|
| Test   | 150   | 11,886 | 2,383 | 150   | 11,738 | 2,592 |

Table 1: Descriptives of the dating profile corpus

A total sample of 12,310 dating profiles together with the indicated desired relationship goal was collected from a popular Dutch dating site (see Table 1). These profiles were anonymized after collection, and were between 50 and 100 words, written in Dutch ($M = 80.36$ words, $SD = 14.56$). Ethical clearance was obtained from the university for the collection of the dating profiles and the use for further text analysis. The (anonymized) corpus itself and the results from the human evaluation are available upon request.

2.2 LIWC

LIWC 2015 (Pennebaker et al., 2015) was used for the experiments, with the Dutch lexicon by Van Wissen and Boot (2017). This Dutch version of LIWC is of similar size as the English version and the scores have been found to correlate well with those of its English counterpart when tested on parallel corpora (Van Wissen and Boot, 2017). LIWC works by iterating over all words and multi-word phrases in a text and checking whether the word or phrase is in the predefined lexicon of one or more labels. There are 70 labels in total. LIWC outputs percentage scores. For example, if 8% of words are an I-reference, the I-reference score would be 8.

2.3 Human Evaluation

In this study, 152 university students participated (68% female, mean age = 21.8 years). For their voluntary participation they received course credit. Altogether, these participants rated a random sample of 300 profile texts (test set in Table 1). Each participant judged six texts in total: 3 texts where the indicated goal was a long-term relationship, and 3 texts where this goal was a date. Approximately three judgments for each of the 300 profile texts were obtained.

Participants rated the degree to which the profile writer discussed six topics which were deemed important for dating profiles based on previous research (status, physical appearance, positive emotion, I-references, you-references, we-references; see Appendix A) (Davis and Fingerman, 2016; Groom and Pennebaker, 2005; Van der Zanden et al., 2019). These ratings were done on six items, all 7-point Likert scales (“To what degree is the writer of the text talking about: status related qualities (e.g., job, achievements), physical qualities (e.g., height, build), positive emotions, oneself (use of ‘I’), the reader (use of ‘you’), a group the writer belongs to (use of ‘we’), ranging from “low degree” to “high degree”). The judgments were used as a baseline for the label assignment task. Furthermore, participants indicated whether they thought the profile text writer sought for a long-term relationship or a date (Krippendorff’s $\alpha$)
Table 2: Pearson’s r compared to humans. Vertically aligned bold values differ significantly.
* p < .05, ** p < .001.

| Method   | Status     | Physical | Positive | I | You | We |
|----------|------------|----------|----------|---|-----|----|
| LIWC     | .42**      | .20**    | .30**    | .45** | .44** | .36** |
| Regression | .51**  | .13*     | .13*     | .31** | .37** | .29** |

A total of 3,228 texts (1,614 texts for each relationship group; see Table 1) was used for training and testing. This sample was randomly stratified on gender, age and education level based on the distribution of the group of date seekers. For the classification models, the text was trained using 2,635 texts and validated on 293 texts. Finally, to enable fair comparison between methods, the model was tested on the 300 texts rated by humans. While this test dataset is relatively small, only minor differences were found between accuracy scores when trained on the full dataset using ten-fold cross-validation (approximately 1-2%). Thus, the test set was sufficiently large to obtain relatively stable results. Furthermore, a test was done using Dutch word2vec word-embeddings pre-trained on the COW corpus (ˇReh˚uˇrek and Sojka, 2010; Tulkens et al., 2016) for the classification model with word features, but this did not lead to an increase of accuracy scores. For all classification models, an LSTM network with eight layers was used (see Appendix B for details).

2.6 Qualitative analysis
A qualitative analysis of the output on the relationship goal identification task was performed to analyze possible shortcomings of LIWC’s lexicon. Indicative words for identification according to Gini Importance scores obtained with XGBoost were compared to LIWC’s lexicon (Breiman et al., 1984). Furthermore, LIWC’s lexicon was compared to indicative words according to log-likelihood ratio scores (Dunning, 1993). Labels from LIWC were also compared with topics obtained by topic modeling (see Appendix B).

3 Results
3.1 Label Assignment Task
For the label assignment task, the performance of LIWC and the regression model were measured using (two-tailed) Pearson’s r. Results show that
Table 4: Translated topic models with assigned topic names.

| Topic name       | Words                                                                 |
|------------------|----------------------------------------------------------------------|
| Person characteristics | I, humor, good, man, honest, sportive, like, social, sometimes, sweet, spontaneous, woman, positive, little bit, open, stubborn, especially, reliable, human, happy |
| Self-disclosure  | I, you, none, much, say, come, good, something, myself, human, find, become, we, think, sit, always, see, sometime, other |
| Being together   | I, you, want, woman, someone, together, man, sweet, find, know, with, you, good, each other, relationship, spontaneous, go, where, come |
| Family and       | I, LOCATION, PERSON, reside, year, name, visit, ORGANISATION, work, child, you, come, MISCELLANEOUS, go, occupation time, since, like, old |
| Named entities,  | pro, MISCELLANEOUS, LOCATION, PERSON, you, the, ORGANIZATION, to, a, none, and, it, what, I, one, life, English, and Misc. rather, music, EVENT, my |
| Nature and hobbies | I, like, find, nice, go, friend, eat, movie, cozy, time, watch, couch, delightful, walk, evening, day, good, make, enjoy, music |

both LIWC and the regression model correlate significantly with human behavior for all six investigated labels. This suggests that LIWC and a regression model can obtain label scores similar to humans. However, it should be noted that the correlation coefficients are relatively low (ranging from .13 to .51), which indicates a weak to moderate relationship between the regression models and human judgments.

Fishers $r$ to $z$ transformation was employed to investigate whether the strength of the correlation with humans differed significantly between LIWC scores and word-based regression scores. Overall, LIWC performed better on this task: the correlation for LIWC on positive emotions ($p = .03$) as well as I-references ($p = .05$) was significantly stronger than the correlation scores for the regression model on these labels (see Table 2). This indicates that LIWC scores are more similar to the label scores of human annotators (at least for positive emotions and I-references) than the scores of the regression model.

### 3.2 Relationship Goal Identification Task

For the intended relationship goal identification task, chi-square tests were performed on the predictions for all different methods, to compare them to chance and to each other. All methods turned out to perform better than chance (humans: $\chi^2(1) = 17.58, p < .001$; word-based classifier: $\chi^2(1) = 17.28, p < .001$; classifier with LIWC features: $\chi^2(1) = 5.33, p = .02$; meta-classifier: $\chi^2(1) = 17.28, p < .001$). These results suggest that humans, LIWC, and a word-based regression model are similarly accurate in identifying a writer’s relationship goal. This was further corroborated by a 4 (text analysis method) x 2 (correct vs. incorrect judgments) not significant chi-square test ($\chi^2(3) = 4.22, p = .24$), meaning that there was no method that performed significantly better than any other method (see Table 3).

Accuracy for the meta-classifiers did not increase for the relationship goal identification task. The accuracy score of the meta-classifier was the same as the word-based classifier, which suggests that LIWC features and word features pick up on the same aspects of the text. Since the classification model with word features performed slightly better, the meta-classifier likely learns to focus on the probability scores of that model.

### 3.3 Qualitative Analysis

With all 70 labels, LIWC manages to capture only 15% of the types in the dating profile texts, which suggests that a substantial amount of information is not captured by the approach. Information that is missing are words such as ‘date’, ‘profile’, ‘click’, and ‘friendship’ (all $\chi^2(1) >= 5.39,$ and $p <= .02$): important relationship-related words, and good discriminators according to the word-based classification model, humans, and log-likelihood ratio. This illustrates that LIWC was not necessarily built with dating profiles in mind.

Distinctive words like ‘spontaneous’ ($\chi^2(1) = 0.13, p = .72$) but distinctive according to humans and Gini Importances), ‘caring’, ‘quiet’, ‘honest’, and ‘sweet’ (all $\chi^2(1) >= 7.18,$ and $p <= .007$) show that LIWC is missing a person characteristics category. Topic modeling also found a personality traits topic, further emphasizing the importance of this label. Similarly, words like ‘sea’ and ‘nature’ (both $\chi^2(1) >= 5.99,$ and $p <= .01$), and a nature-related topic model shows that a nature-focused label is important to distinguish relationship goals, which LIWC is currently lacking (see Table 4 and Table 5).

However, while there are some systematic patterns to be found regarding what LIWC is not capturing, do note that LIWC’s scores on the two
tasks were similar to machine learning and to humans. This suggests that the relatively small percentage of word types that LIWC is processing is meaningful. The top 100 most important features according to log likelihood ratios, humans, and Gini Importances corroborates this suggestion. 62% of the top 100 most important words according to log likelihood ratios are found in LIWC, 81% of the top 100 most important words according to humans, and 90% of the top 100 most important words according to Gini Importances.

| Method   | Important features                                                                 |
|----------|-----------------------------------------------------------------------------------|
| Human    | seek, date, nice, know, people, undertake, spontaneous, sweet, terrace, pretty, enjoy, child wish, family person |
| Classifier | date, spontaneous, let, live, nature, sociable, send, build, exercise, nice, independent, again, friendship, sea, girl, terrace |
| LLR      | quiet, sweet, nothing, nature, fetch, again, profile, click, feel free, weekend, sea, people, visit, caring          |

Table 5: Translated words not in LIWC's lexicon ordered by importance for relationship goal identification. Blue is indicative of long-term, red is indicative of date

4 Discussion

In this study, a lexicon-based text analysis method (LIWC) was compared to machine learning approaches (regression, classification model), with human judgment scores as a baseline. Lexicon-based methods are criticized because they may not capture complex elements of language and do not discriminate between domains. Still, research often takes the outcomes of these approaches at face value without assessing whether they accurately reflect reality. This study aimed to address these issues using three tasks: (1) assigning content-related labels to texts, (2) predicting intended relationship goals, and (3) comparing the output of the different approaches with a qualitative study. While (1) was used to investigate if LIWC’s labels reflect reality, (2) and (3) aimed to elucidate if LIWC’s labels are sufficient to highlight differences in intended relationship goals. The three tasks were conducted on a newly collected corpus of online dating profiles.

The results of this study show that LIWC is a viable text analysis method for these tasks. Despite the fact that it uses a fixed word list and therefore might miss context and out-of-vocabulary words, it performed similarly to machine learning methods and humans. The label assignment task showed that the labels of LIWC and the regression model both correlated with the labels assigned by humans. Furthermore, for some labels, LIWC’s scores corresponded more to human judgments than those of the regression model. This suggests that LIWC’s lexicon was chosen meaningfully and that despite its limitations, it seems to be good at exposing textual themes. This is corroborated by the fact that most of the important words according to Gini Importances, log likelihood ratio, and humans were in LIWC’s lexicon.

However, it should be noted that the sample size for this task was small (300 texts), and that results could be different if there was more training data. Relationship goal prediction turned out to be a difficult task (low accuracy scores overall, and low inter-rater agreement). Thus, future research should look into extending the human evaluation dataset with more texts and judgments per text. Nevertheless, humans and all classification models scored similarly on accuracy and performed above chance, suggesting that LIWC does cover categorical differences between long-term relationship and date seekers, although LIWC seems to pick up on the same signal as the word-based classification model. Results from the qualitative analysis show that the categories in LIWC might not be sufficient to cover the full range of categorical linguistic differences between the two groups. These shortcomings might be addressed by novel approaches that aim to combine dictionaries with neural text analysis methods, such as Empath (Fast et al., 2016). Or by extending neural Emotion Classification and Emotion Cause Detection systems like (Yang et al., 2018; Chen et al., 2018; Yu et al., 2018) to cover more psychology-relevant categories. Using novel pre-trained word-embeddings such as BERT (Devlin et al., 2019) could also boost the results for the current approach, as this has improved results for many tasks.

The focus of this study on the intended relationship goals of online daters was a challenge that had not been investigated in previous computational linguistics research. We must note that this is just one example of a task for which LIWC could be used. Studies have shown that LIWC may be less suited for some tasks, such as sentiment analysis (Hartmann et al., 2019). However, the current results indicate that it can be a viable method for tasks that tend to look at other, deeper, psychological constructs.
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