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Abstract

Keratoconus is the corneal disease with the highest reported incidence of 1:2000. The treatment’s level of success highly depends on how early it was started. Subsequently, a fast and highly capable diagnostic tool is crucial. While there are many computer-based systems that are capable of the analysis of medical image data, they only provide parameters. These have advanced quite far, though full diagnosis does not exist. Machine learning has provided the capabilities for the parameters, and numerous similar scientific fields have developed full image diagnosis based on neural networks. The Homburg Keratoconus Center has been gathering almost 2000 patient datasets, over 1000 of them over the course of their disease. Backed by this databank, this work aims to develop a convolutional neural network to tackle diagnosis of keratoconus as the major corneal disease.

I. Introduction

Keratoconus is the most prevalent corneal disease with a reported incidence of 1:2000 [1], although it is acted on the assumption that the dark figures are considerably higher [2, 3]. It is a non-inflammatory ectasia that describes a conoid, asymmetrical deformation of the corneal center in combination with an eccentric thinning of the cornea (Fig 1). Keratoconus usually manifests bilaterally, although often one eye is more affected than the other. Symptoms in the early stage include diplopia (double vision) or Fleischer’s rings (iron dispositions). During further development, scars and obfuscation, tears in the Descemet membrane (epithelial basement), breaks in Bowman’s layer, and Vogt’s lines join the clinical picture. In an advanced stage a corneal edema can indicate an acute keratoconus [1, 4].

There are several ways to describe the three stages of keratoconus. The first classification was proposed by Amsler and was based on clinical features [5, 6]. Since then, multiple grading systems were developed. These parameters include the keratometry value (K value) describing the curvature of the cornea, the I-S value measuring the difference in keratometric power between the inferior and the superior hemispheres, the keratometric astigmatism index (AST) quantifying the degree of corneal astigmatism, corneal eccentricity, central corneal thickness, and many more. These often get combined into advanced parameters like KISA or KPI, which in turn are combined by diagnostic programs in order to mitigate the still present flaws of the former [7–10].
Therapeutic treatment of keratoconus includes the prescription of glasses or contact lenses in the early stages, implantation of corneal rings or segments of them, or corneal crosslinking at an advanced stage. In the final stage, only corneal grafting remains as a feasible treatment [1, 11].

A. Diagnosis of keratoconus
For diagnosis, varying methods are applied. However, most advanced tools analyze backscattered light from the entire cornea to create 3D volume data. A common method for this is optical coherence tomography (OCT) [12].
Modern computer assisted diagnostic programs calculate parameters such as the curvature of the cornea or its thickness from the data, or a combined score of them, with some employing machine learning algorithms like the one by Maeda/Klyce [9]. However, they exclusively focus on the evaluation of parameters and, while analyzing most cases correctly, do not fully represent the clinical picture. This conclusion is supported by the fact that none of these parameters has been accepted as the undisputed gold standard [13, 14]. In order to solve these problems, an artificial neural network will be employed.

B. Neural networks
Artificial neural networks are a type of machine learning models that are highly capable at solving a multitude of problems. Originally inspired by the biological neural networks that constitute animal brains, they consist of multiple layers of parameters (“artificial neurons”) [15]. The larger the number of layers is, the more advanced the extracted features from the input can be. In the example of image recognition, lower layers may identify edges, while higher layers may be able to distinguish a tear in a membrane from a scar. In general, each layer transforms the input data into a slightly more abstract and condensed version [16]. Common applications for artificial neural networks include computer vision (e.g. in autonomous driving), speech recognition, language translation, marketing, social networks, playing board and video games [17–21]. Only recently have advances been made into medicine [22].

C. Convolutional neural networks
The origin of convolutional neural networks is found in the “neocognitron” introduced by Kunihiko Fukushima in 1982 [15]. They employ convolutional layers to extract features from data without the need to define which features to look out for. Therefore, their need for pre-processed data is low and they can solve tasks where not all key features have been discovered yet. Another advantage of convolutional neural networks is their unparalleled computation time for image processing that stems from the small number of connections per neuron in the convolutional and pooling layers. These special characteristics make convolutional networks the perfect fit for the analysis of 3D OCT images.

D. Data preparation
One major point that can easily be overlooked during development is an appropriate selection of the training data. If a bias is present in the latter, the neural network will inherit it as well. This can lead to serious consequences [23, 24].

Once the data is selected, there are multiple ways to split up the data. This work will use k-fold cross-validation. Here, the data is split into k parts and k-1 parts are used for training while one part is left out for subsequential validation. After iterating over every permutation of training and validation sets, the network’s performance is examined on the test data to avoid a possible bias present in the training and validation data. The advantage of this technique is the reduction of overfitting. However, it requires additional computation time proportional to the number of repetitions (k) [25].

E. Model training
During training the performance of a model is defined by a loss function that describes the error for one training example in order to minimize the error of the model during training. There are multiple possible loss functions to employ, depending on the posed problem. They
commonly are margin-based, such as square loss, logistic loss or cross-entropy. The cost function then averages those over the entire training set [26].

After training has finished, the starting parameters of the network, also called hyperparameters, must be validated. These include the learning rate, the number of hidden layers, the number of neurons per layer and the convolution filter shape [27]. The learning rate refers to the step size towards the minimum of the loss function for each iteration of the network during training. The optimization algorithm most commonly used for this is gradient descent, where the step direction is the opposite of the gradient of the loss function. The step size can be constant; however, modern algorithms opt to change it between epochs. It decays over the learning process to avoid oscillation around a minimum and allow it to settle on it. Also, it gains momentum to speed up the learning process when the gradient of the loss function points in the same direction for a long time and also to make sure to overcome small local minima [28, 29]. The result is then backpropagated to the weights, which are modified along the gradient according to the chain rule. This requires the loss function to be differentiable [30–32].

When preparing the testing procedure, it is crucial to prevent overfitting. Overfitting describes adapting a model too close to the training data, to the point that it fails to properly assess input other than the one it was trained on. This means that natural variation is falsely considered a feature by the model, e.g. noise [33]. Besides a sufficiently large number of training data, common methods to reduce overfitting in neural networks are cross-validation, regularization, early stopping, dropout and model comparison [26, 34].

Even the best models would be worthless if artifacts mess with its prediction capabilities. Therefore, the network must be robust against small outliers without a significant reduction of its core function. Possible artifacts in an OCT graph include noise or possibly the signs of a different disease not incorporated in the trained model.

A model’s performance after training is determined with regards to four statistical evaluation metrics: accuracy (proportion of all correctly classified data), precision (proportion of predicted positives that actually is positive), recall/sensitivity (proportion of actual positives that is correctly classified as such) and specificity (proportion of actual negatives that is correctly classified as such) [35].

F. State of the art of neural networks in diagnosis

As briefly mentioned in the introduction, neural networks have been employed in clinical ophthalmology for over 20 years now. However, clinical instruments have not exceeded the analysis of parameters. Only in 2020 successful research examining topographic images as a whole on keratoconus has been reported. Kuo et al. used three different types of convolutional neural networks to analyze color-coded topography maps recorded on a TMS-4 (Tomey Corporation). The data contained healthy eyes and ones with KC, plus a small portion of subclinical KC. They were augmented using rotation and shifting and were prelabeled based on central keratometry, I-S value, KISA%, and asymmetric bowtie presentation and produced high accuracies of 93% - 96% [36]. Zéboulon et al. used raw OCT topographic data recorded on an Orbscan to detect healthy eyes, ones with KC, and such with a history of refractive surgery. While they used 3000 data samples, examined multiple data types, and achieved over 99% accuracy, each data sample only contained 2500 pixels (equal to 50x50), which is rather low [37]. Elsawy et al. were able to distinguish dry eye, Fuchs’ endothelial dystrophy, and KC from healthy eyes using OCT images. They achieved over 99% accuracy with a pre-trained neural network [38].

However, none of these reports used full 3D tomographic OCT images, and while some have been able to detect subclinical KC, so far none have examined disease progression. The Homburg Keratoconus Center has been gathering data of over 1900 patients, many of them
over the course of their disease, which provides an invaluable set of data for models aiming at detecting keratoconus in its early stage [39]. While the first stages of this work will focus on mere distinction of KC from healthy eyes, advanced versions are aimed to detect subclinical KC as well as distinguish it from other corneal diseases.

II. Materials and methods

A. Convolutional neural network

Neural networks have three different types of layers: input, output, and the layers between those, called the hidden layers. The neurons of subsequent layers are interconnected to varying degrees, transmitting their parameters via these connections to the next layer. The receiving neurons then offset these signals with their own parameters to transmit further on to the next layer [40, 41]. The functions used for these calculations are called activation functions. Radial basis function networks use the name giving functions for function approximation, with common ones being Gaussian functions, multiquadratic functions, or polyharmonic splines [42]. Max functions are used in the pooling layer of convolutional neural networks and pass the maximum of their input values. They are used to highlight features in data that has mostly low input values. Alternatively, average or minimum functions can be employed if the data calls for it. In the output layer, it is common to employ a softmax function for multiclass problems, which normalizes the outputs to a probability distribution [26], or a max function for dual-class problems.

In the convolutional layer, a filter is applied to the input map, usually with a size of 3x3. It feeds its data to a convolutional function which multiplies each weight in the filter with the respective pixel of the image. The results are summed up and transmitted to the neuron of the next layer of the network that lies in the center of the filter. Its activation function is a rectified linear activation function, which returns the positive part of its argument. Neurons with this are therefore called rectified linear units (ReLU) [43]. Their advantages are their efficient computation, scale invariance and a good gradient propagation [44]. Convolutional layers reduce the number of connections of each neuron compared to fully connected layers, drastically lowering computation time and improving feature extraction, as well as generalization from its training data. Their main application is image recognition, as they are highly capable in terms of feature detection, which is crucial in image recognition. The low number of connections per neuron can also deal with the exponential growth per pixel [26, 45, 46].

Convolutional neural networks also use pooling layers, where the values of multiple neurons are condensed into one, usually in a 2x2 pattern. This is done to reduce computation time without compromising the quality of the results. The two common pooling types are max pooling and average pooling, transmitting the maximum and the average of each cluster of neurons to the next layer, respectively [47]. An example of a small convolutional neural network with two convolutional layers and two pooling layers can be seen below in Fig 2.

![Schematic of a convolutional neural network.](https://doi.org/10.1371/journal.pone.0264219.g002)
This study will employ three different network architectures. The first will consist of four blocks of a convolutional layer with 50 neurons and a size of the receptive field of 3x3, a max pooling layer, and a subsequent dropout layer (dropout of 20%) each. Those will be followed by two dense, fully connected layers of which the first one will employ ReLU as the activation function with 50 neurons. The activation function of the second dense layer depends on the problem posed: For the initial dual-class problem of distinguishing between keratoconus and no keratoconus, a max function will suffice. For more classes, a softmax function is needed to normalize the outputs to a probability distribution. The neuron count of the output layer will be equal to the number of classes present. The second architecture will consist of twelve blocks of convolutional and max pooling layers instead of four, with an equivalent neuron count. Both architectures will be compared to VGG16, which is a popular architecture for image classification [48]. For the analysis of 3D scans, a 3D convolutional function with a filter shape of 3x3x3 will be employed instead of the 2D function used for 2D data. While this will significantly increase computational time, it should not pose a problem since preliminary tests on 2D scans using an unrefined network point towards a computational time of 5–10 minutes per set of hyperparameters on a NVIDIA RTX 2060 Super graphics cards.

The optimizer function used is adam (adaptive moment estimation) as this has been widely accepted as common standard in image classification [49]. The split between training and validation data will be 80/20. The number of training epochs will initially be 10, however, this will be subject to change in order to prevent over- or underfitting. Overfitting can be identified if the validation loss is significantly higher than loss during training. Underfitting can be identified if validation loss still shows significant improvements by the end of the training epochs. Automated early stopping is an option that will be explored in this regard. Cross-validation will be performed 5 times. The great amount of data available will also add to the evaluation of the different models.

Investigations will take place on how the variation of the hyperparameters influences a network’s performance. For this, one or two layers of convolutional or dense, fully connected layers will be added after the initial tests have been performed. In addition to this, the neuron count per layer will also be varied to 10, 100 and 1000. The loss function will be mean squared error. Besides hyperparameters, performance of varying loss functions will be compared.

B. Data gathering and processing

The data for the neural network will be gathered through two means: First, a pilot study with OCT data and automatic classification will be conducted. These datasets are already available in the Homburg Keratoconus Center anonymously gathered from over 1900 patients in the eye clinic of the Homburg University Hospital. The local ethics committee of the medical council of the Saarland (recognition number 157/21) has freed us from ethics approval for all the data. The data has been classified with parameters from the SS-1000 CASIA OCT Imaging System that recorded the data based on the ectasia screening index (ESI). An ESI of 30 is used as the breakpoint between eyes with keratoconus and ones without [50]. From these, preselection will take place so that an equal number of both will be available. Should this study prove to be promising, the same data but labelled as “healthy”, “keratoconus”, or “other diseases” by an ophthalmologist (fellow) who led the special consultations for ectatic corneal diseases for many years will be fed to the network and its performance on it will be studied, too. For later stages of this work, further diseases will be included in the data and their respective labels, too. The data from the Homburg Keratoconus Center consists of 3D OCT images of the entire anterior and posterior cornea, as well as the parameters calculated from this provided by the CASIA software. It is stored as csv files and dat files, respectively. The resolution of the CASIA
is specified as 30µm transversely and 10µm axially [51]. The cornea maps each contain 32 × 400 data points, measured radially. For processing, the cornea maps will be normalized to a range of 0 to 1. From the pachymetric, topographic, and curvature maps the outer 30% of the data points will be cut off, leaving the relevant central area intact (97% of keratoconus cases are located in the central and paracentral region according to [52]). The exact cutoff percentage will be varied and results will be compared. The maps will not be centralized, turned, or tilted to ensure a robust feature detection. For first versions of the network, the data for training will be preselected by hand to exclude data with image errors like light reflections, for example. However, the ultimate goal is to apply it to all data, no matter its quality.

Initial implementations will focus on the examination of the thickness map. If the arbitrarily chosen accuracy threshold of 80% is reached, this will be repeated while including eye data with other diseases to ensure that the network is not forced to classify data as either "healthy" or "keratoconus". Subsequently, this procedure will be repeated on curvature and elevation maps, and their performances will be compared. If these three methods all show promising results, a program that combines the evaluations of all of them is planned. This could help dealing with inconclusive data by resolving those with the other maps.

Data augmentation will most likely not be needed, given the amount of available OCT scans. Should the need arise, however, the data will be augmented via shifting and rotation.

The neural network is being programmed in Python using the TensorFlow framework with the Keras library [53, 54]. These were developed specifically to be easy and fast to use, while providing full control and no loss of power versus programming everything by hand. For these reasons, it has been established as one of the top setups in the scientific community alongside Matlab.

As mentioned above, first test runs of an unrefined version analyzing 2D data point towards a computational time per set of hyperparameters of 5–10 minutes on a NVIDIA RTX 2060 Super graphics cards.

### III. Results

First, the convolutional neural network will be executed using the thickness maps that were classified automatically. The hyperparameters will be optimized, as well as activation and loss functions. Additionally, the cutoff percentage during pre-processing will be varied, and a run using unaltered data will be conducted. If the program performs promisingly (accuracy greater than 80%), this process will be repeated for curvature and elevation maps. Then the data will be augmented to include other diseases. A run with data augmented with subclinical keratoconus will be performed as well. Ultimately, a dataset containing healthy eyes, ones with fully manifested keratoconus, such with subclinical keratoconus, and eyes with other diseases will be fed to the neural network.

As an additional feature, heat maps of the areas that were most relevant in the assessment to the neural network will be reconstructed. The algorithm used to create these maps will be Grad-CAM [55].

### IV. Discussion

The performances on the varying types of data will be evaluated. Improvements will be made based on the results by adapting the hyperparameters, the activation functions, and the loss function. Analysis of the heat maps will be conducted by a medical expert. Any significant deviation of the impactful features from the assessment of the expert will be thoroughly inquired. They could signal a flaw in the program or indicate new features that experts have not yet put attention on. The impact of the data on the performance will be investigated, too,
and adjustments to the pre-processing will be made, should they prove necessary. Of course, these will be restricted to equal treatment of all data to not include any bias. The neural network will finally be compared to the state of the art elaborated in the introduction.

V. Conclusion

Convolutional neural networks are one of the most promising tools in diagnosis across all of medicine. A 3D analysis program for keratoconus would be a big help for doctors in corneal diagnostics. This work will aim to provide such a program. In the future, it can be augmented with an early detection system based on data of subclinical keratoconus, as well as the diagnosis of other corneal diseases.
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