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Abstract. We generalize the notion of complete binary relation on complete lattice to residuated lattice valued ordered sets and show its properties. Then we focus on complete fuzzy tolerances on fuzzy complete lattices and prove they are in one-to-one correspondence with extensive isotone Galois connections. Finally, we prove that fuzzy complete lattice, factorized by a complete fuzzy tolerance, is again a fuzzy complete lattice.

1 Introduction

In classical algebra, a complete relation on a complete lattice is a relation which preserves arbitrary infima and suprema. For instance, a binary relation \(\sim\) on a complete lattice \(U\) is complete, if for each system \(\{\langle u_i, v_i \rangle \}_{i \in I}\) of pairs of elements from \(U\), \(u_i \sim v_i\) for each \(i \in I\) implies \(\bigwedge_{i \in I} u_i \sim \bigwedge_{i \in I} v_i\) and \(\bigvee_{i \in I} u_i \sim \bigvee_{i \in I} v_i\).

One of the goals of this paper is to define a notion of complete relation for fuzzy sets. That is, we need to state an appropriate condition for completeness of a fuzzy relation on a set, possessing an appropriate structure of a complete lattice in fuzzy sense. However, the above definition cannot be used as is.

As it turns out, there is an equivalent condition to that of completeness of a relation on a complete lattice, that involves extending relations between sets to relations between power sets (i.e. sets of all subsets). This situation is known from the theory of so called power algebras \([6]\), which offers a natural way to extend a binary relation \(R\) on a set \(X\) to a binary relation \(R^+\) on the power set \(2^X\).

This extension allows us formulate the following equivalent condition for completeness of binary relations: a binary relation \(\sim\) on a complete lattice \(U\) is complete, if and only if for any two subsets \(V_1, V_2\) in \(U\), \(V_1 \sim V_2\) implies \(\bigwedge V_1 \sim \bigwedge V_2\) and \(\bigvee V_1 \sim \bigvee V_2\).

In \([9]\), Georgescu extended the theory of power algebras to a fuzzy setting. He shows a way of extending any fuzzy \(n\)-ary relation \(R\) on a set \(X\) to a fuzzy \(n\)-ary relation on
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the set of all fuzzy sets in $X$. In this paper, we use these results to define a notion of a complete binary fuzzy relation on a complete fuzzy lattice.

As a general framework, we use $\mathbf{L}$-valued fuzzy sets, where $\mathbf{L}$ is a complete residuated lattice, thus covering $[0,1]$-valued fuzzy sets with arbitrary left-continuous t-norm on $[0,1]$ as a special case. Under this framework, we use a notion of $\mathbf{L}$-ordered set, which is, basically, a set with an $\mathbf{L}$-relation satisfying requirements of reflexivity, antisymmetry and transitivity. A complete fuzzy lattice, or, more precisely, a completely lattice $\mathbf{L}$-ordered set, is then an $\mathbf{L}$-ordered set whose each $\mathbf{L}$-subset has a (properly defined) infimum and supremum.

$L$-valued fuzzy sets, completely lattice $\mathbf{L}$-ordered sets and other basic notions from the fuzzy set theory (e.g. isotope $\mathbf{L}$-Galois connections and $\mathbf{L}$-closure and $\mathbf{L}$-interior operators) are introduced in Sec. 2. In this section, we also prove some basic new results we need in subsequent parts of the paper, namely some properties on isotope $\mathbf{L}$-Galois connections.

Sec. 3 is devoted to some basic parts of the Georgescu's theory of fuzzy power structures and its applications to $\mathbf{L}$-ordered sets. We start with recalling the notion of power binary $\mathbf{L}$-relations and their basic properties and then we prove some results on power relations of $\mathbf{L}$-orders. Section 4 contains our definition of complete binary $\mathbf{L}$-relation on completely lattice $\mathbf{L}$-ordered set. We also prove some basic properties of complete $\mathbf{L}$-relations.

In the main part of the paper, Section 5 we focus on complete fuzzy tolerances. A (crisp) tolerance on a set is a reflexive and symmetric binary relation. A block of a tolerance is a set whose elements are pairwise related. A maximal block is a block which is maximal w.r.t. set inclusion. The set of all maximal blocks of a tolerance is called the factor set. One of basic results on tolerances on complete lattices is that complete lattices can be factorized by complete tolerances. That is, there can be introduced in a natural way an ordering on the set of all maximal blocks of a complete tolerance, such that the factor set, together with this ordering, is again a complete lattice.

We show that the same holds for complete $\mathbf{L}$-tolerances on completely lattice $\mathbf{L}$-ordered sets. More precisely, we use the usual definition of fuzzy tolerance and corresponding factor set and introduce an $\mathbf{L}$-order on the factor set of completely lattice $\mathbf{L}$-ordered set by a complete $\mathbf{L}$-tolerance, such that the new $\mathbf{L}$-order is again a complete lattice $\mathbf{L}$-order.

To prove this main result, we investigate deeply properties of complete $\mathbf{L}$-tolerances. We use similar techniques to those used in classical ordered sets. However, we also introduce a result that is new even in the classical case: we show that complete fuzzy tolerances are in one-to-one correspondence with so-called extensive isotope fuzzy Galois connections.

Note that factorization of complete lattices, either in ordinary or fuzzy setting, has been studied in the past as it is useful for reducing dimensionality of concept lattices. This paper can be viewed as a contribution to this area.
2 Preliminaries

2.1 Residuated lattices and fuzzy sets

A complete residuated lattice \([L, \land, \lor, 0, 1]\) is a structure \(L = \langle L, \land, \lor, \otimes, \rightarrow, 0, 1 \rangle\) such that

(i) \(\langle L, \land, \lor, 0, 1 \rangle\) is a complete lattice, i.e. a partially ordered set in which arbitrary infima and suprema exist, \(0 = \land L, 1 = \lor L\);
(ii) \(\langle L, \otimes, 1 \rangle\) is a commutative monoid, i.e. \(\otimes\) is a binary operation which is commutative, associative, and \(a \otimes 1 = a\) for each \(a \in L\);
(iii) \(\otimes\) and \(\rightarrow\) satisfy adjointness, i.e. \(a \otimes b \leq c\) iff \(a \leq b \rightarrow c\).

The partial order of \(L\) is denoted by \(\leq\). Throughout the paper, \(L\) denotes an arbitrary complete residuated lattice.

Elements of \(L\) are called truth degrees. \(\otimes\) and \(\rightarrow\) are (truth functions of) “fuzzy conjunction” and “fuzzy implication”.

Common examples of complete residuated lattices include those defined on \([0, 1]\), (i.e. \(L = [0, 1]\)), \(\land\) being minimum, \(\lor\) maximum, \(\otimes\) being a left-continuous t-norm with the corresponding \(\rightarrow\).

The three most important pairs of adjoint operations on the unit interval are

\[\begin{align*}
\text{Łukasiewicz:} & \quad a \otimes b = \max(a + b - 1, 0) \\
& \quad a \rightarrow b = \min(1 - a + b, 1)
\end{align*}\]

\[\begin{align*}
\text{Gödel:} & \quad a \otimes b = \min(a, b) \\
& \quad a \rightarrow b = \begin{cases} 1 & a \leq b \\ b & \text{otherwise} \end{cases}
\end{align*}\]

\[\begin{align*}
\text{Goguen (product):} & \quad a \otimes b = a \cdot b \\
& \quad a \rightarrow b = \begin{cases} 1 & a \leq b \\ b & \text{otherwise} \end{cases}
\end{align*}\]

An \(L\)-set (or fuzzy set) \(A\) in a universe set \(X\) is a mapping assigning to each \(x \in X\) some truth degree \(A(x) \in L\). The set of all \(L\)-sets in a universe \(X\) is denoted \(L^X\).

The operations with \(L\)-sets are defined elementwise. For instance, the intersection of \(L\)-sets \(A, B \in L^X\) is an \(L\)-set \(A \cap B\) in \(X\) such that \((A \cap B)(x) = A(x) \wedge B(x)\) for each \(x \in X\), etc. An \(L\)-set \(A \in L^X\) is also denoted \(\{A(x) | x \in X\}\). If for all \(y \in X\) distinct from \(x_1, x_2, \ldots, x_n\) we have \(A(y) = 0\), we also write \(\{A(x_1)/x_1, A(x_2)/x_1, \ldots, A(x_n)/x_n\}\).

Binary \(L\)-relations (binary fuzzy relations) between \(X\) and \(Y\) can be thought of as \(L\)-sets in the universe \(X \times Y\). That is, a binary \(L\)-relation \(I \in L^{X \times Y}\) between a set \(X\) and a set \(Y\) is a mapping assigning to each \(x \in X\) and each \(y \in Y\) a truth degree \(I(x, y) \in L\) (a degree to which \(x\) and \(y\) are related by \(I\)). The inverse relation \(I^{-1}\) to the \(L\)-relation \(I\) is an \(L\)-set in \(Y \times X\) and is defined by \(I^{-1}(y, x) = I(x, y)\).

The composition \(R \circ T\) of binary \(L\)-relations \(R \in L^{X \times Y}\) and \(T \in L^{Y \times Z}\) is a binary \(L\)-relation between \(X\) and \(Z\) defined by

\[(R \circ T)(x, z) = \bigvee_{y \in Y} R(x, y) \otimes T(y, z). \quad (1)\]
\(L\)-sets in a set \(X\) can be naturally identified with binary \(L\)-relations between \(\{1\}\) and \(X\), resp. \(X\) and \(\{1\}\). Thus, we can also consider composition of an \(L\)-set and a binary \(L\)-relation and even composition of two \(L\) set: for \(A,A_1,A_2 \in L^X, B \in L^Y\) and \(R \in L^{X \times Y}\) we have

\[
(A \circ R)(y) = \bigvee_{x \in X} A(x) \otimes R(x,y), \quad (R \circ B)(x) = \bigvee_{y \in Y} R(x,y) \otimes B(y),
\]

and

\[
A_1 \circ A_2 = \bigvee_{x \in X} A_1(x) \otimes A_2(x).
\]

An \(L\)-set \(A \in L^X\) is called crisp if \(A(x) \in \{0,1\}\) for each \(x \in X\). Crisp \(L\)-sets can be identified with ordinary sets. For a crisp \(L\)-set \(A\), we also write \(x \in A\) for \(A(x) = 1\) and \(x \notin A\) for \(A(x) = 0\). An \(L\)-set \(A \in L^X\) is called empty (denoted by \(\emptyset\)) if \(A(x) = 0\) for each \(x \in X\). For \(a \in L\) and \(A \in L^X\), \(a \otimes A \in L^X\) and \(a \rightarrow A \in L^X\) are defined by

\[
(a \otimes A)(x) = a \otimes A(x) \text{ and } (a \rightarrow A)(x) = a \rightarrow A(x).
\]

For an \(L\)-set \(A \in L^X\) and \(a \in L\), the \(a\)-cut of \(A\) is a crisp subset \(\{A \leq x\} \subseteq X\) such that \(x \in \{A \leq x\}\) iff \(a \leq A(x)\). This definition applies also to binary \(L\)-relations, whose \(a\)-cuts are classical (crisp) binary relations.

For a universe \(X\) we define an \(L\)-relation of \textit{graded subsethood} \(L^X \times L^X \rightarrow L\) by:

\[
S(A,B) = \bigwedge_{x \in X} A(x) \rightarrow B(x).
\]

Graded subsethood generalizes the classical subsethood relation \(\subseteq\); indeed, in the crisp case (i.e. \(L = \{0,1\}\)) \((4)\) becomes \(S(A,B) = 1\) iff for each \(x \in X\) : \(x \in A\) implies \(y \in B\). Note that \(S\) is a binary \(L\)-relation on \(L^X\). Described verbally, \(S(A,B)\) represents a degree to which \(A\) is a subset of \(B\). In particular, we write \(A \subseteq B\) if \(S(A,B) = 1\). As a consequence, we have \(A \subseteq B\) iff \(A(x) \leq B(x)\) for each \(x \in X\).

Further we set

\[
A \approx^X B = S(A,B) \land S(B,A).
\]

The value \(A \approx^X B\) is interpreted as the degree to which the sets \(A\) and \(B\) are similar. A binary \(L\)-relation \(R\) on a set \(X\) is called reflexive if \(R(x,x) = 1\) for any \(x \in X\), symmetric if \(R(x,y) = R(y,x)\) for any \(x,y \in X\), and transitive if \(R(x,y) \otimes R(y,z) \leq R(x,z)\) for any \(x,y,z \in X\). \(R\) is called an \textit{L-tolerance}, if it is reflexive and symmetric. \textit{L-equivalence} if it is reflexive, symmetric and transitive. If \(R\) is an \(L\)-equivalence such that for any \(x,y \in X\) from \(R(x,y) = 1\) it follows \(x = y\), then \(R\) is called an \textit{L-equality} on \(X\). \(L\)-equalities are often denoted by \(\approx\). The similarity \(\approx^X\) of \(L\)-sets \((5)\) is an \(L\)-equality on \(L^X\).

Let \(\sim\) be an \(L\)-equivalence on \(X\). We say that an \(L\)-set \(A\) in \(X\) is \textit{compatible with} \(\sim\) (or \textit{extensional w.r.t.} \(\sim\)), if for any \(x,x' \in X\) it holds

\[
A(x) \otimes (x \sim x') \leq A(x').
\]
A binary $L$-relation $R$ on $X$ is compatible with $\sim$, if for each $x,x',y,y' \in X$,
\[
R(x,y) \otimes (x \sim x') \otimes (y \sim y') \leq R(x',y').
\] (7)

Zadeh’s extension principle [17] allows extending any mapping $f : X \to Y$ to a mapping $f^+ : L^X \to L^Y$ by setting for each $A \in L^X$
\[
f^+(A)(y) = \bigvee_{x \in X, f(x) = y} A(x).
\] (8)

In the following we use well-known properties of residuated lattices and fuzzy structures which can be found e.g. in [2][11].

### 2.2 L-ordered sets

In this section, we recall basic definitions and results of the theory of $L$-ordered sets. Basic references are [12] and the references therein.

An $L$-order on a set $U$ with an $L$-equality $\approx$ is a binary $L$-relation $\preceq$ on $U$ which is compatible with $\approx$, reflexive, transitive and satisfies $(u \preceq v) \land (v \preceq u) \leq u \approx v$ for any $u,v \in U$ (antisymmetry). The tuple $U = (\langle U, \approx \rangle, \preceq)$ is called an $L$-ordered set. An immediate consequence of the definition is that for any $u,v \in U$ it holds
\[
u \approx v = (u \preceq v) \land (v \preceq u).
\] (9)

If $U = (\langle U, \approx \rangle, \preceq)$ is an $L$-ordered set, then the tuple $\langle U, 1_{\preceq} \rangle$, where $1_{\preceq}$ is the 1-cut of $\preceq$, is a (partially) ordered set. We sometimes write $\preceq$ instead of $1_{\preceq}$ and use the symbols $\land$, $\lor$ for denoting infima resp. suprema in $\langle U, 1_{\preceq} \rangle$.

For two $L$-ordered sets $U = (\langle U, \approx_U \rangle, \preceq_U)$ and $V = (\langle V, \approx_V \rangle, \preceq_V)$, a mapping $f : U \to V$ is isotone, if $(u_1 \preceq_U u_2) \leq (f(u_1) \preceq_V f(u_2))$ for any $u_1, u_2 \in V$. The mapping $f$ is called an isomorphism of $U$ and $V$, if it is a bijection and $(u_1 \preceq_U u_2) = (f(u_1) \preceq_V f(u_2))$ for any $u_1, u_2 \in V$. $U$ and $V$ are then called isomorphic.

In classical theory of ordered sets, a subset $V$ of an ordered set is called a lower set, if for each element $u$ such that there is $v \in V$ satisfying $v \preceq u$, it holds $u \in V$. Equivalently, for a lower set $V$ it holds: if $u \preceq v$, then $v \in V$ implies $u \in V$.

Analogously, for an $L$-ordered set $U$, an $L$-set $V \in L^U$ is called a lower set (resp. an upper set), if for each $u,v \in U$ it holds
\[
u \preceq v \leq V(v) \rightarrow V(u) \quad \text{(resp. } u \preceq v \leq V(u) \rightarrow V(v)).
\] (10)

The lower (resp. upper) set of an $L$-set $V \in L^U$ is the $L$-set $\downarrow V$ (resp. $\uparrow V$), defined by
\[
\downarrow V(u) = (\preceq \circ V)(u) = \bigvee_{v \in U} (u \preceq v) \otimes V(v),
\] (11)
\[
\uparrow V(u) = (V \circ \preceq)(u) = \bigvee_{v \in U} (v \preceq u) \otimes V(v).
\] (12)

In a similar manner we define lower and upper cone of $V \in L^U$. For any $v \in U$ we set
\[
\mathcal{L} V(v) = \bigwedge_{u \in U} V(u) \rightarrow (v \preceq u), \quad \mathcal{R} V(v) = \bigwedge_{u \in U} V(u) \rightarrow (u \preceq v).
\] (13)
Similarly, if we say that the infimum (resp. supremum) does not exist.

For any $\sup (U)$ it is a lower (upper) bound of $V$.

In the case $\sup (U) = 1$ (resp. $\inf (U) = 1$) we say simply $v$ is a lower (upper) bound of $V$. $\sup (U)$ (resp. $\inf (U)$) is called the $L$-set of lower bounds (resp. upper bounds) of $V$, or the lower cone (resp. the upper cone) of $V$.

If $u, v \in U$, then the $L$-set $[v, u] = \{v\} \cap \mathcal{L}\{u\}$ is called an $L$-interval (or simply an interval) in $U$.

We set $[v, u] = [v, u]$. Thus, $[v, u]$ denotes the classical interval with respect to the 1-cut of $\leq$: $[v, u] = \{u' | v \leq u' \leq u\}$.

An $L$-set $V \in L^U$ is convex if $V = \downarrow V \cap \uparrow V$. The “$\subseteq$” inclusion always holds as the lower set as well as upper set of $V$ always contain $V$ as a subset. For each $V \in L^U$, each of the following $L$-sets is convex: $\downarrow V, \uparrow V, \mathcal{L} V, \mathcal{U} V$. Every $L$-interval $[v, u]$ in $U$ is also convex. Every convex $L$-set in $U$ is compatible with $\approx$.

In the following two lemmas we formulate basic properties of lower and upper sets and cones that will be needed in the sequel. All the properties can be proved by direct computation.

**Lemma 1.** For each $V \in L^U$ we have

\[
\downarrow V = \downarrow \downarrow V, \quad \uparrow V = \uparrow \uparrow V, \quad (14)
\]

\[
\mathcal{L} V = \downarrow \mathcal{L} V = \mathcal{L} \uparrow V, \quad \mathcal{U} V = \uparrow \mathcal{U} V = \mathcal{U} \downarrow V. \quad (15)
\]

**Lemma 2.** For each $V, V_1, V_2 \in L^U$, $u, v \in U$ we have

\[
S(V_1, V_2) \leq S(\mathcal{L} V_1, \mathcal{L} V_2), \quad S(V_1, V_2) \leq S(\mathcal{U} V_2, \mathcal{U} V_1), \quad (16)
\]

\[
\mathcal{L} \mathcal{V} \mathcal{L} V = \mathcal{L} V, \quad \mathcal{U} \mathcal{L} \mathcal{V} = \mathcal{U} V \quad (17)
\]

\[
V \subseteq \mathcal{U} \mathcal{L} \mathcal{V} \quad V \subseteq \mathcal{L} \mathcal{U} \mathcal{V} \quad (18)
\]

\[
\mathcal{L}(V_1 \cup V_2) = \mathcal{L} V_1 \cap \mathcal{L} V_2, \quad \mathcal{U}(V_1 \cup V_2) = \mathcal{U} V_1 \cap \mathcal{U} V_2 \quad (19)
\]

\[
\mathcal{L}\{v\}(u) = u \leq v, \quad \mathcal{U}\{v\}(u) = v \leq u, \quad (20)
\]

\[
\mathcal{L}\{v\} = \mathcal{L}\{v\}, \quad \mathcal{U}\{v\} = \mathcal{U}\{v\} \quad (21)
\]

\[
u \leq v = S(\mathcal{L}\{u\}, \mathcal{L}\{v\}), \quad u \leq v = S(\mathcal{U}\{v\}, \mathcal{U}\{u\}), \quad (22)
\]

### 2.3 Completely lattice $L$-ordered sets

For any $L$-set $V \in L^U$ there exists at most one element $u \in U$ such that $\mathcal{L} V(u) \wedge \mathcal{U} (\mathcal{L} V)(u) = 1$ (resp. $\mathcal{U} V \wedge \mathcal{L} (\mathcal{U} V)(u) = 1$). If there is such an element, we call it the infimum of $V$ (resp. the supremum of $V$) and denote $\inf V$ (resp. $\sup V$); otherwise we say that the infimum (resp. supremum) does not exist.

If $\inf V$ exists and $V(\inf V) = 1$, then it is called a minimum of $V$ and denoted $\min V$. Similarly, if $\sup V$ exists and $V(\sup V) = 1$, then we call it a maximum of $V$ and denote $\max V$.

Infimum (supremum) of $V$ is obviously a lower (upper) bound of $V$ and, in the same time, an upper (lower) bound of $\mathcal{L} V$ (a lower (upper) bound of $\mathcal{U} V$).
Lemma 3. If $\inf V$ exists, then $\mathcal{L}V = \mathcal{L}\{\inf V\}$. If $\sup V$ exists, then $\mathcal{U}V = \mathcal{U}\{\sup V\}$.

Proof. By definition, $\mathcal{L}V \supseteq \{\inf V\}$. Applying both inequalities from (16) we obtain $\mathcal{L} \mathcal{U} \mathcal{L}V \supseteq \mathcal{L}\{\inf V\}$. By (17), $\mathcal{L} \mathcal{U} \mathcal{L}V = \mathcal{L}V$ and by (21), $\mathcal{L}\{\inf V\} = \mathcal{L}\{\inf V\}$. Thus, $\mathcal{L}V \supseteq \mathcal{L}\{\inf V\}$.

By definition of lower cone again, $\{\inf V\} \subseteq \mathcal{L}\mathcal{L}V$. The first inequality of (16) gives $\mathcal{L} \mathcal{U} \mathcal{L}V \subseteq \mathcal{L}\{\inf V\}$ and by (17), $\mathcal{L}V \subseteq \mathcal{L}\{\inf V\}$.

The proof for upper cones is similar.

Lemma 4. If $\inf V$ exists, then $V \subseteq \mathcal{U}\{\inf V\}$. If $\sup V$ exists, then $V \subseteq \mathcal{L}\{\sup V\}$.

Proof. By (13), Lemma 3 (21), $V \subseteq \mathcal{U}\mathcal{L}V = \mathcal{U}\mathcal{L}\{\inf V\} = \mathcal{U}\{\inf V\}$. The second part is dual.

An $\mathcal{L}$-ordered set $U$ is called completely lattice $\mathcal{L}$-ordered, if for each $V \in U$, both $\inf V$ and $\sup V$ exist.

An important example of a completely lattice $\mathcal{L}$-ordered set is the following. For a set $X$, the tuple $(\langle \mathcal{L}^X, \preceq^X \rangle, S)$ is a completely lattice $\mathcal{L}$-ordered set with infima and suprema given by

$$(\inf V)(u) = \bigwedge_{W \in \mathcal{L}^X} V(W) \rightarrow W(u), \quad (\sup V)(u) = \bigvee_{W \in \mathcal{L}^X} V(W) \otimes W(u).$$

(23)

This fact follows easily e.g. from the main theorem of fuzzy concept lattices (fuzzy order version) (21).

Note that from definition and (17) it follows

$$\inf V = \max \mathcal{L}V, \quad \sup V = \max \mathcal{U}V.$$  

(24)

Thus, to show $U$ is a completely lattice $\mathcal{L}$-ordered set it suffices to prove existence of suprema resp. infima of all $\mathcal{L}$-sets in $U$.

Consequently, the following holds for infima and suprema of $\mathcal{L}$-intervals:

$$v = \min[U, u], \quad u = \max[U, u].$$

(25)

Lemma 5. The following holds for any $\mathcal{L}$-sets $V_1, V_2$ in a completely lattice $\mathcal{L}$-ordered set $U$.

$$S(\mathcal{L}V_1, \mathcal{L}V_2) = \inf V_1 \preceq \inf V_2, \quad S(\mathcal{U}V_1, \mathcal{U}V_2) = \sup V_2 \preceq \sup V_1,$$

(26)

$$S(V_1, V_2) \preceq \inf V_2 \preceq \inf V_1, \quad S(V_1, V_2) \preceq \sup V_1 \preceq \sup V_2.$$ 

(27)

Proof. By Lemma 3 and (12), $S(\mathcal{L}V_1, \mathcal{L}V_2) = S(\mathcal{L}\{\inf V_1\}, \mathcal{L}\{\inf V_2\}) = \inf V_1 \preceq \inf V_2$, proving the first part of (26). The second part is dual. (27) follows from (26) by (16).

Lemma 6. The following holds for each $u, v \in U$:

$$\inf\{v \preceq u, v\} = v, \quad \sup\{v \preceq u, v\} = v.$$

Proof. By direct computation.
2.4 Isotone mappings of L-ordered sets

We prove some basic properties of isotone mappings of L-ordered sets we will need later. The following lemma says that isotone mappings transform lower (upper) bounds of an L-set to lower (upper) bounds of its image.

**Lemma 7.** Let \( f : U \to U' \) be an isotone mapping of L-ordered sets, \( V \in L^U \). Then
\[
\mathcal{L} f(V) \subseteq \mathcal{L} f(V), \quad f(\mathcal{U} V) \subseteq \mathcal{U} f(V).
\]

**Proof.** By definition of lower cone and isotony of \( f \),
\[
\mathcal{L} f(V) \leq V(u) \to (v \leq u) \leq V(u) \to (f(v) \leq f(u)),
\]
for each \( u, v \in U \). Now let \( u' \in U' \) and take infimum for all \( u \) such that \( f(u) = u' \) (in the case there is no such \( u \), the infimum, as the infimum of empty set in \( L \), is equal to \( 1 \in L \)):
\[
\mathcal{L} V(v) \leq \bigwedge_{f(u) = u'} V(u) \to (f(v) \leq f(u)) = \left( \bigvee_{f(u) = u'} V(u) \right) \to (f(v) \leq f(u)) = f(V)(u') \to (f(v) \leq u').
\]
Now denote \( v' = f(v) \). The above inequality tells that the following holds for each \( v \in U \) such that \( f(v) = v' \) and \( u' \in U' \):
\[
\mathcal{L} V(v) \leq f(V)(u') \to (v' \leq u').
\]
Thus,
\[
f(\mathcal{L} V)(v') = \bigvee_{f(v) = v'} \mathcal{L} V(v) \leq \bigwedge_{u' \in U'} f(V)(u') \to (v' \leq u') = \mathcal{L} f(V)(v').
\]

This proves the first inclusion, the second one is similar.

Let \( v \in U \). As it has been said, \( \mathcal{L} V(v) \) is the degree to which \( v \) is a lower bound of \( V \). We have \( \mathcal{L} V(v) \leq f(\mathcal{L} V)(f(v)) \) and by the above lemma, \( f(\mathcal{L} V)(f(v)) \leq \mathcal{L} f(V)(f(v)) \). This way the lemma tells that the degree to which \( f(v) \) is a lower bound of \( f(V) \) is greater than or equal to the degree to which \( v \) is a lower bound of \( V \) and similarly for upper bounds. In the particular case \( \mathcal{L} V(v) = 1 \) (or \( \mathcal{U} V(v) = 1 \)) we obtain the following result:

**Corollary 1.** In the setting of the previous lemma, if \( \mathcal{L} V(v) = 1 \), then \( \mathcal{L} f(V)(f(v)) = 1 \) and if \( \mathcal{U} V(v) = 1 \), then \( \mathcal{U} f(V)(f(v)) = 1 \). In words, if \( v \) is a lower (upper) bound of \( V \), then \( f(v) \) is a lower (upper) bound of \( f(V) \).

**Lemma 8.** Let \( f, g : U \to U \) be two mappings such that for each \( u \in U \), \( f(u) \leq u \) and \( g(u) \geq u \). Then for each \( V \in L^U \),
\[
\mathcal{L} f(V) \subseteq \mathcal{L} V, \quad \mathcal{U} f(V) \supseteq \mathcal{U} V, \quad \mathcal{L} g(V) \supseteq \mathcal{L} V, \quad \mathcal{U} g(V) \subseteq \mathcal{U} V.
\]
Proof. We will prove the first inclusion only, the others being analogous. Let \( v \in U \). From transitivity of \( \preceq \) we have \( (v \preceq f(u')) \leq (v \preceq u) \) for each \( u' \in U \). Now,

\[
\mathcal{L} f(V)(v) = \bigwedge_{u \in U} f(V)(u) \rightarrow (v \preceq u) = \bigwedge_{u \in U} \left( \bigvee_{f(u') = u} V(u') \right) \rightarrow (v \preceq u)
\]

\[
= \bigwedge_{u \in U} \bigwedge_{u' \in U} V(u') \rightarrow (v \preceq u) = \bigwedge_{u' \in U} V(u') \rightarrow (v \preceq f(u'))
\]

\[
\leq \bigwedge_{u' \in U} V(u') \rightarrow (v \preceq u') = \mathcal{L} V(v),
\]

proving the inclusion.

In the last two lemmas we suppose \( U \) and \( U' \) are completely lattice \( L \)-ordered sets.

**Lemma 9.** Let \( f, g \) be the same as in the previous lemma, \( V \in L^U \). Then

\[
\inf f(V) \leq \inf V, \quad \sup f(V) \leq \sup V, \quad \inf g(V) \geq \inf V, \quad \sup g(V) \geq \sup V.
\]  

(30) (31)

**Proof.** Follows from Lemma 8 and (26).

**Lemma 10.** Let \( f: U \rightarrow U' \) be an isotone mapping, \( V \in L^U \). Then

\[
f(\inf V) \leq \inf f(V), \quad f(\sup V) \geq \sup f(V).
\]

(32)

**Proof.** Follows directly from Corollary 1 (e.g., \( \inf V \) is a lower bound of \( V \), whence \( f(\inf V) \) is a lower bound of \( f(V) \) and hence is less than or equal to \( \inf f(V) \)).

### 2.5 Isotone L-Galois connections

An **isotone L-Galois connection** between \( L \)-ordered sets \( U \) and \( V \) \([10,11]\) is a pair \( \langle f, g \rangle \), where \( f: U \rightarrow V, \ g: V \rightarrow U \) are mappings such that for each \( u \in U, \ v \in V \) it holds

\[
f(u) \preceq v = u \preceq g(v).
\]

(33)

An isotone Galois connection between \( U \) and \( U' \) is called simply an isotone Galois connection on \( U \).

By isotone \( L \)-Galois connection **between sets \( X \) and \( Y \)** we understand an isotone \( L \)-Galois connection between completely lattice \( L \)-ordered sets \( L^X \) and \( L^Y \) \([23]\). Note that in \([10] \) and \([13]\), only isotone \( L \)-Galois connection between sets are considered. Thus, our approach is more general, but all results from \([10,13]\) can be transferred more or less mechanically to our setting. This is also the case in Section 2.6.

**Theorem 1 (basic properties of isotone L-Galois connections).** Let \( \langle f, g \rangle \) be an isotone L-Galois connection between \( L \)-ordered sets \( U \) and \( V \). Then

(a) \( u \preceq g(f(u)) \) for each \( u \in U, \ f(g(v)) \preceq v \) for each \( v \in V \).

(b) \( f \) and \( g \) are isotone.
(c) $f(g(f(u))) = f(u)$, $g(f(g(v))) = g(v)$.  
(d) Let $U$ and $V$ be completely lattice $L$-ordered sets. For $U' \in L^U$ and $V' \in L^V$ we have

\[
\begin{align*}
    f(\inf U') & \leq \inf f(U'), & f(\sup U') & = \sup f(U'), \\
    g(\inf V') & = \inf g(V'), & g(\sup V') & \geq \sup g(V').
\end{align*}
\]

**Proof.** (a) By (33), from $f(u) \leq f(u)$ it follows $u \leq g(f(u))$ and from $g(v) \leq g(v)$ it follows $f(g(v)) \leq v$.

(b) By (a), $u_2 \leq g(f(u_2))$. Thus, by transitivity, $(u_1 \leq u_2) = (u_1 \leq u_2) \otimes 1 = (u_1 \leq u_2) \otimes (u_2 \leq g(f(u_2))) \leq (u_1 \leq g(f(u_2))) = (f(u_1) \leq f(u_2))$. Similarly for $g$.

(c) By (a), $f(g(f(u))) \leq f(u)$. The opposite inequality is proved by (b) and (a): $1 = u \leq g(f(u)) \leq f(u) \leq f(g(f(u)))$. Similarly the second equality.

(d) The inequalities $f(\inf U') \leq \inf f(U')$, $f(\sup U') \geq \sup f(U')$, $g(\inf V') \leq \inf g(V')$, $g(\sup V') \geq \sup g(V')$ follow from (b) and Lemma 10. By (a), the fourth inequality of Lemma 9 and the inequality $g(\sup V') \geq \sup g(V')$ we have already proved,

\[
sup U' \leq sup g(f(U')) \leq g(\sup f(U')).
\]

Now by definition, $f(\sup U') \leq sup f(U')$. The remaining inequality, namely $g(\inf V') \geq inf g(V')$, is proved similarly.

Let $(f, g)$ be an isotone $L$-Galois connection between $U$ and $V$. A pair $(u, v)$, where $u \in U$ and $v \in V$, is called a fixpoint of $(f, g)$ if $f(u) = v$ and $g(v) = u$.

Suppose $(u_1, v_1)$, $(u_2, v_2)$ are two fixpoints of $(f, g)$. We have by (33),

\[ u_1 \leq u_2 = u_1 \leq g(v_2) = f(u_1) \leq v_2 = v_1 \leq v_2 \]

and by (9),

\[ u_1 \approx u_2 = v_1 \approx v_2. \]

We denote the set of all fixpoints of $(f, g)$ by $\text{Fix}_{\langle f, g \rangle}$. For $L$-relations $\approx_{\text{Fix}_{\langle f, g \rangle}}$ and $\preceq_{\text{Fix}_{\langle f, g \rangle}}$ defined on $\text{Fix}_{\langle f, g \rangle}$ by

\[
\begin{align*}
    & (u_1, v_1) \approx_{\text{Fix}_{\langle f, g \rangle}} (u_2, v_2) \iff u_1 \approx u_2 \quad (v_1 \approx v_2), \quad (34) \\
    & (u_1, v_1) \preceq_{\text{Fix}_{\langle f, g \rangle}} (u_2, v_2) \iff u_1 \preceq u_2 \quad (v_1 \preceq v_2), \quad (35)
\end{align*}
\]

we obtain an $L$-ordered set $\text{Fix}_{\langle f, g \rangle} = (\langle \text{Fix}_{\langle f, g \rangle}, \approx_{\text{Fix}_{\langle f, g \rangle}}, \preceq_{\text{Fix}_{\langle f, g \rangle}} \rangle)$. In the rest of the paper, we will usually write $\approx$ instead of $\approx_{\text{Fix}_{\langle f, g \rangle}}$ and $\preceq$ instead of $\preceq_{\text{Fix}_{\langle f, g \rangle}}$.

We denote the set of all isotone Galois connections between $L$-ordered sets $U$ and $V$ by $\text{IGal}(U, V)$ and consider the following binary $L$-relations $\approx_{\text{IGal}(U, V)}$, $\preceq_{\text{IGal}(U, V)}$ on $\text{IGal}(U, V)$:

\[
\begin{align*}
    & (f_1, g_1) \approx_{\text{IGal}(U, V)} (f_2, g_2) = \bigwedge_{u \in U} (f_2(u) \approx f_1(u)) \land \bigwedge_{v \in V} (g_2(v) \approx g_1(v)), \quad (36) \\
    & (f_1, g_1) \preceq_{\text{IGal}(U, V)} (f_2, g_2) = \bigwedge_{u \in U} (f_2(u) \preceq f_1(u)) \land \bigwedge_{v \in V} (g_2(v) \preceq g_1(v)). \quad (37)
\end{align*}
\]
Lemma 11. $\langle IGal(U, V), \approx_{IGal(U, V)} \rangle \preceq_{IGal(U, V)}$ is an $L$-ordered set.

Proof. Straightforward.

For an $L$-ordered set $U$, an isotone $L$-Galois connection $\langle f, g \rangle$ on $U$ is called extensive if

$$f(u) \leq u \quad \mathrm{and} \quad g(u) \geq u$$

for each $u \in U$. The set of all extensive isotone $L$-Galois connections on $U$ is denoted $E_{IGal}(U)$.

Notice that if one of the conditions (38) holds true, then the second one follows by (33).

2.6 $L$-closure and $L$-interior operators

Here we recall very briefly basic definitions and results on $L$-closure and $L$-interior operators. More details can be found in [3,1,10].

For an $L$-ordered set $U$, a mapping $C: U \rightarrow U$ is called an $L$-closure operator, if the following holds for each $u, u_1, u_2 \in U$:

1. $C(u) \geq u$, \hspace{1cm} (39)
2. $C(C(u)) = C(u)$, \hspace{1cm} (40)
3. $u_1 \preceq u_2 \preceq C(u_1) \preceq C(u_2)$. \hspace{1cm} (41)

A mapping $I: U \rightarrow U$ is called an $L$-interior operator, if for each $u, u_1, u_2 \in U$,

1. $I(u) \leq u$, \hspace{1cm} (42)
2. $I(I(u)) = I(u)$, \hspace{1cm} (43)
3. $u_1 \preceq u_2 \preceq I(u_1) \preceq I(u_2)$. \hspace{1cm} (44)

By $L$-closure (resp. $L$-interior) operator on a set $X$ we mean an $L$-closure (resp. $L$-interior) operator on the completely lattice $L$-ordered set $L^X$ (23).

An element $u \in U$ is a fixpoint of $C$ (resp. fixpoint of $I$), if $C(u) = u$ (resp. $I(u) = u$). The set of all fixpoints of $C$ (resp. $I$) will be denoted $Fix_C$ (resp. $Fix_I$). The sets $Fix_C$ and $Fix_I$ inherit a structure of an $L$-ordered set from $U$. Considering $Fix_C$ and $Fix_I$ with this structure we have the following result:

Theorem 2. Let $U$ be a completely lattice $L$-ordered set. Then $Fix_C$ is closed w.r.t. arbitrary infima (i.e. for any $L$-set $V \subseteq U$, $V \subseteq Fix_C$, we have $\inf V \in Fix_C$) and $Fix_I$ is closed w.r.t. arbitrary suprema (i.e. for any $L$-set $V \subseteq U$, $V \subseteq Fix_I$, we have $\sup V \in Fix_I$). Consequently, $Fix_C$ and $Fix_I$ are completely lattice $L$-ordered sets.

A subset $V \subseteq U$ which is closed w.r.t. arbitrary infima (resp. suprema) is called an $L$-closure (resp. $L$-interior) system in $U$. The above theorem says that $Fix_C$ (resp. $Fix_I$) is an $L$-closure (resp. $L$-interior) system in $U$. In the case $U = L^X$ for some set $X$ we also talk about $L$-closure (resp. $L$-interior) system in $X$. 


Let \( (f,g) \) be an isotone \( L \)-Galois connection on \( U \). From Theorem 1 it easily follows that the composition \( C \), given by \( C(u) = g(f(u)) \) is an \( L \)-closure operator on \( U \) and the composition \( I, I(v) = f(g(v)) \) is an \( L \)-interior operator on \( V \).

We have the following result for the \( L \)-ordered sets of fixpoints of these operators and of the \( L \)-Galois connection \( (f,g) \) itself:

**Theorem 3.** Let \( U \) be a completely lattice \( L \)-ordered set. Then the \( L \)-ordered sets \( \text{Fix} (f,g), \text{Fix}_C, \text{Fix}_I \) are isomorphic. Consequently, \( \text{Fix} (f,g) \) is a completely lattice \( L \)-ordered set. The isomorphism \( \text{Fix} (f,g) \rightarrow \text{Fix}_C \) is given by \( \langle u,v \rangle \rightarrow u \) and the isomorphism \( \text{Fix} (f,g) \rightarrow \text{Fix}_I \) is given by \( \langle u,v \rangle \rightarrow v \).

### 3 Power structures of \( L \)-ordered sets

Power structure [6] is an algebraic structure constructed by “lifting” operations and relations on a (ordinary) set to its power set, i.e. the set of all its (ordinary) subsets. The theory goes back to Frobenius and recently [9] has been generalized to a fuzzy setting.

In this section, we recall basic definitions and results from [9] to the extent we need in this paper. We also show some results from [2,5] on fuzzy power structures. Then we prove some properties of power structures of fuzzy ordered sets we will need for the main result of this paper.

Note that in [9], fuzzy power structures are studied under the framework of continuous t-norms; generalizing results we use in this paper to complete residuated lattices is straightforward.

Let \( R \) be a binary \( L \)-relation on a set \( X \). We set for any \( L \)-sets \( A,B \in L^X \)

\[
R^+ (A,B) = S(A,R \circ B) = \bigwedge_{x \in X} A(x) \rightarrow \bigvee_{y \in X} R(x,y) \otimes B(y),
\]

\[
R^- (A,B) = (R^{-1}) \rightarrow (B,A) = S(B,R^{-1} \circ A) = S(B,A \circ R)
\]

\[
= \bigwedge_{y \in X} B(y) \rightarrow \bigvee_{x \in X} R(x,y) \otimes A(x),
\]

Since \( S(A,R \circ B) \) is the degree to which \( A \) is a subset of \( R \circ B \), \( R^+(A,B) \) can be viewed as the degree to which each element of \( A \) is related to an element of \( B \). We set

\[
R^+(A,B) = R^-(A,B) \wedge R^-(A,B),
\]

obtaining a binary \( L \)-relation, called power \( L \)-relation, \( R^+ \) on the set \( L^X \). In the following, we prove some basic properties of the power \( L \)-relation \( R^+ \) for \( R \) being a binary \( L \)-relation on a set \( X \) and later on an \( L \)-ordered set \( \langle U,\leq \rangle \).

The following result is straightforward and has been proved in [2, Theorem 4.41].

**Lemma 12.** For any binary \( L \)-relation \( R \in L^X \) it holds

1. if \( R \) is reflexive, then so is \( R^+ \),
2. if \( R \) is symmetric, then so is \( R^- \),
3. If $R$ is transitive, then so is $R^+$. 

The following has been proved in [5, Theorem 2].

**Theorem 4.** For any two $L$-relations $R, Q \subseteq L^X$ it holds

$$R^+ \circ Q^+ \subseteq (R \circ Q)^+.$$  \hspace{1cm} (48)

In the next two theorems we show some basic properties of power relations of $L$-equivalences. We start with a lemma. Note that the $L$-relation $\approx^X$ on $L$-sets in $X$ (5) does not depend on $\sim$.

**Lemma 13.** Let $\sim$ be an $L$-equivalence on a set $X$, $A, B \subseteq L^X$ be compatible with $\sim$. Then $A \sim^+ B = A \approx^X B$.

**Proof.** By compatibility, $\bigvee_{x' \in X} (x \sim x') \otimes A(x') \leq A(x)$. As $(x \sim x) \otimes A(x) = A(x)$ the opposite inequality also holds and we have $\sim \circ A = A$. Similarly, $\sim \circ B = B$. Thus,

$$A \sim^+ B = (A \sim^B) \land (A \sim^B) = S(A, \sim \circ B) \land S(B, \sim \circ A) = S(A, B) \land S(B, A) = A \approx^X B.$$  

**Theorem 5.** Let $\sim$ be an $L$-equality on a set $X$, $M \subseteq L^X$ a subset, containing only $L$-sets, compatible with $\sim$. Then the restriction of $\sim^+$ to $M$ is an $L$-equality on $M$ and is equal to the restriction of the $L$-relation $\approx^X$ (5).

**Proof.** Follows from Lemma 13 as $A \approx^X B = 1$ iff $A = B$.

**Theorem 6.** Let $R$ be compatible with an $L$-equivalence $\sim$ on $X$. Then $R^+ \circ R$ is compatible with the power $L$-equivalence $\sim^+$.

**Proof.** By Lemma 12 $\sim^+$ is indeed an $L$-equivalence. Compatibility of $R$ with $\sim$ means $\sim \circ R \circ \sim \subseteq R$. By Theorem 4 $\sim^+ \circ R^+ \circ \sim^+ \subseteq (\sim \circ R \circ \sim)^+ \subseteq R^+$. 

The following is our main result on power relations of $L$-orders.

**Theorem 7.** Let $U = \langle U, \approx, \leq \rangle$ be an $L$-ordered set, $M \subseteq L_U$ a subset, containing only convex $L$-sets in $U$. Then $\langle M, \approx^+, \leq^+ \rangle$ is an $L$-ordered set.

**Proof.** Since convex $L$-sets are compatible with $\approx$, then $\approx^+$ is an $L$-equality by Theorem 5. By Theorem 6 $\leq^+$ is compatible with $\approx^+$ and by Lemma 12 $\leq^+$ is reflexive and transitive.

Let $V_1, V_2 \in L_U$ be convex. We have

$$(V_1 \leq^+ V_2) \land (V_2 \leq^+ V_2) = (V_1 \leq^+ V_2) \land (V_1 \leq^+ V_2) \land (V_2 \leq^+ V_1) \land (V_2 \leq^+ V_1)$$

$$= (V_1 \leq^+ V_2) \land (V_2 \leq^+ V_1) \land (V_1 \leq^+ V_2) \land (V_2 \leq^+ V_1)$$

$$= S(V_1, \downarrow V_2) \land S(V_1, \uparrow V_2) \land S(V_2, \downarrow V_1) \land S(V_2, \uparrow V_1)$$

$$= S(V_1, \downarrow V_2 \cup \downarrow V_1) S(V_2, \downarrow V_1 \cap \downarrow V_1) = S(V_1, V_2) \land S(V_2, V_1) = V_1 \approx^X V_2$$

$$= V_1 \approx^+ V_2$$

(the last equality follows by Lemma 13), proving antisymmetry.
The following two lemmas show a way of efficient computing values of power relations \( \approx^+ \) and \( \preceq^+ \) on intervals.

**Lemma 14.** Let \( U = \langle \langle U, \preceq \rangle, \leq \rangle \) be an \( L \)-ordered set, \( V_1, V_2 \in L^U \) two \( L \)-sets having minimum and maximum, \( \min V_1 = u_1 \), \( \max V_1 = v_1 \), \( \min V_2 = u_2 \), \( \max V_2 = v_2 \). Then \( V_1 \preceq^+ V_2 = (u_1 \leq u_2) \land (v_1 \leq v_2) \).

**Proof.** We will first prove that for each \( w \in U \),

\[
(\preceq^+ V_2)(w) = w \leq v_2. \quad (49)
\]

Since \( v_2 \) is the maximum of \( V_2 \), then by (13), Lemma 4 and (21), \( V_2 \subseteq \mathcal{L} \mathcal{W} \subseteq \{v_2\} = \mathcal{L} \{v_2\} \) whence \( V_2(w') \leq \mathcal{L} \{v_2\}(w') = w' \leq v_2 \) (20). Thus, for each \( w \in U \),

\[
(w \preceq w') \land V_2(w') \leq (w \preceq w') \land (w' \preceq v_2) \leq (w \preceq v_2)
\]

by transitivity. Taking supremum through all \( w' \) on the left-hand side and taking into account that \( (w \preceq v_2) \land V_2(v_2) = w \preceq v_2 \) we obtain (49).

Thus,

\[
(V_1 \preceq^+ V_2) = \bigwedge_{w \in U} V_1(w) \rightarrow (w \preceq v_2) = \mathcal{W} V_1(v_2) = \mathcal{W} \{v_1\}(v_2) = v_1 \preceq v_2
\]

by (20).

One can prove similarly \( (V_1 \preceq^+ V_2) = u_1 \preceq u_2 \) and obtain the desired equality.

**Lemma 15.** Let \( U = \langle \langle U, \preceq \rangle, \leq \rangle \) be an \( L \)-ordered set, \( V_1 = \llbracket [u_1, v_1] \rrbracket \), \( V_2 = \llbracket [u_2, v_2] \rrbracket \) intervals in \( U \). Then \( V_1 \approx^+ V_2 = (u_1 \approx u_2) \land (v_1 \approx v_2) \).

**Proof.** According to Theorem 7 \( \langle (M, \approx^+), \preceq^+ \rangle \), where \( M = \{V_1, V_2\} \), is an \( L \)-ordered set. Thus by (9) and Lemma 14

\[
V_1 \approx^+ V_2 = (V_1 \preceq^+ V_2) \land (V_2 \preceq^+ V_1)
\]

\[
= (u_1 \leq u_2) \land (v_1 \leq v_2) \land (u_2 \leq u_1) \land (v_2 \leq v_1)
\]

\[
= (u_1 \approx u_2) \land (v_1 \approx v_2).
\]

### 4 Complete L-relations

In classical theory of complete lattices (see for example [8]), a binary relation \( R \) on a complete lattice \( U \) is called complete, if for each system \( \{\langle u_j, v_j \rangle\}_{j \in J} \) of pairs of elements of \( U \) from \( u_j R v_j \) for each \( j \in J \) it follows \( \bigwedge_{j \in J} u_j \) \( R \left( \bigwedge_{j \in J} v_j \right) \) and \( \bigvee_{j \in J} u_j \) \( R \left( \bigvee_{j \in J} v_j \right) \).

It can be easily checked that the following condition is equivalent to the above condition of completeness of \( R \): if \( V_1, V_2 \subseteq U \) are such that for each \( v_1 \in V_1 \) there is \( v_2 \in V_2 \) such that \( v_1 R v_2 \) and for each \( v_2 \in V_2 \) there is \( v_1 \in V_1 \) such that \( v_1 R v_2 \), then \( (\bigwedge V_1) R (\bigwedge V_2) \) and \( (\bigvee V_1) R (\bigvee V_2) \).
This leads us to the following definition. A binary \( L \)-relation on a completely lattice \( L \)-ordered set \( U = \langle (\mathcal{U}, \approx), \preceq \rangle \) is called \emph{complete}, if it is compatible with \( \approx \) and for any two \( L \)-sets \( V_1, V_2 \in L^U \) it holds
\[
R^+(V_1, V_2) \leq R(\inf V_1, \inf V_2),
\]
\[
R^+(V_1, V_2) \leq R(\sup V_1, \sup V_2).
\]

Following are basic properties of complete relations on a completely lattice \( L \)-ordered set \( U = \langle (\mathcal{U}, \approx), \preceq \rangle \).

\[ \text{Lemma 16. If } R \text{ is complete, then so is } R^{-1}. \]

\[ \text{Proof. We have} \]
\[
(R^{-1})^+(V_1, V_2) = (R^{-1})^+(V_1, V_2) \land (R^{-1})^+(V_1, V_2) = R^+(V_2, V_1) \leq (R(\inf V_2, \inf V_1)
\]
\[
= R^{-1}(\inf V_1, \inf V_2),
\]
and similarly for suprema.

\[ \text{Theorem 8. The system of all complete binary } L \text{-relations on } U \text{ is an } L \text{-closure system in the set } U \times U, \text{ hence a completely lattice } L \text{-ordered set.} \]

\[ \text{Proof. We will show 1. that if } R_j, j \in J, \text{ are complete then so is } \bigcap_{j \in J} R_j \text{ and 2. that for each } a \in L \text{ and } R \text{ complete the shift } a \rightarrow R \text{ is also complete. Since the system of all binary } L \text{-relations that are compatible with } \approx \text{ is an } L \text{-closure system, there is no need to prove compatibility of the relations.} \]

1. We have
\[
\left( \bigcap_{j} R_{j} \right) \circ V(v) = \bigvee_{w \in U} \left( \bigwedge_{j} R_{j}(v, w) \right) \otimes V(w) \leq \bigwedge_{j} \bigvee_{w \in U} R_{j}(v, w) \otimes V(w)
\]
\[
= \bigwedge_{j} (R_{j} \circ V)(v).
\]
Thus, \((\bigcap_{j} R_{j}) \circ V \subseteq \bigcap_{j}(R_{j} \circ V)\). Now,
\[
\left( \bigcap_{j} R_{j} \right) \circ (V_1, V_2) = S \left( V_1, \left( \bigcap_{j} R_{j} \right) \circ V_2 \right) \leq S \left( V_1, \bigcap_{j} (R_{j} \circ V_2) \right) = \bigwedge_{j} S(V_1, R_{j} \circ V_2)
\]
\[
= \bigwedge_{j} (R_{j}) \circ (V_1, V_2)\]
and, finally,

\[
\left(\bigcap_{j} R_j \right)^+(V_1, V_2) = \left(\bigcap_{j} R_j \right) \to (V_1, V_2) \wedge \left(\bigcap_{j} R_j \right)^-(V_1, V_2)
\]

\[
\leq \bigwedge_{j} (R_j)^+(V_1, V_2) \wedge (R_j)^-(V_1, V_2) = \bigwedge_{j} (R_j)^+(V_1, V_2)
\]

\[
\leq \bigwedge_{j} R_j(\inf V_1, \inf V_2) = \left(\bigcap_{j} R_j \right) (\inf V_1, \inf V_2).
\]

Similarly for suprema.

2. We have

\[
((a \to R) \circ V)(v) = \bigvee_{w \in U} (a \to R(v, w)) \otimes V(w) \leq a \to \bigvee_{w \in U} R(v, w) \otimes V(w)
\]

\[
= a \to (R \circ V)(v).
\]

Thus, \((a \to R) \circ V \subseteq a \to (R \circ V)\). Now,

\[
(a \to R)^+(V_1, V_2) = S(V_1, (a \to R) \circ V_2) \leq S(V_1, a \to (R \circ V_2)) = a \to S(V_1, R \circ V_2)
\]

and, finally,

\[
(a \to R)^+(V_1, V_2) = (a \to R)^+(V_1, V_2) \wedge (a \to R)^-(V_1, V_2)
\]

\[
\leq (a \to R^+(V_1, V_2)) \wedge (a \to (R^+(V_1, V_2)) = a \to (R^+(V_1, V_2) \wedge R^+(V_1, V_2))
\]

\[
\leq a \to R(\inf V_1, \inf V_2) = (a \to R)(\inf V_1, \inf V_2).
\]

Similarly for suprema.

**Lemma 17.** The following holds for each \(V_1, V_2 \in U\):

\[
V_1 \leq^\to V_2 \leq \sup V_1 \leq \sup V_2, \quad V_1 \leq^\leftarrow V_2 \leq \inf V_1 \leq \inf V_2.
\]

**Proof.** We have by (16), (15), (26),

\[
V_1 \leq^\to V_2 = S(V_1, \leq \circ V_2) = S(V_1, \downarrow V_2) \leq S(\uparrow V_2, \uparrow V_1) = S(\uparrow V_2, \uparrow V_1)
\]

\[
= \sup V_1 \leq \sup V_2.
\]

Hence the first inequality. The second one is obtained similarly.

**Theorem 9.** The \(L\)-relations \(\leq\) and \(\approx\) on \(U\) are complete.

**Proof.** By Lemma [17] for each \(V_1, V_2 \in U\), \(V_1 \leq^\to V_2 \leq (V_1 \leq^\to V_2) \leq \sup V_1 \leq \sup V_2\) and \(V_1 \leq^\leftarrow V_2 \leq \inf V_1 \leq \inf V_2\), proving completeness of \(\leq\).

Since \(\approx = \leq \cap \geq\), completeness of \(\approx\) follows from Lemma [16] and Theorem [8].
5 Complete tolerances

5.1 Basic properties

Recall that a L-tolerance on a set X is a reflexive and symmetric binary relation on X. For an L-tolerance \( \sim \) on a set X, an L-set \( B \in L^X \) is called a block of \( \sim \) if for each \( x_1, x_2 \in X \) it holds that \( B(x_1) \cap B(x_2) \subseteq (x_1 \sim x_2) \). A block \( B \) is called maximal if for each block \( B' \) from \( B \subseteq B' \) it follows \( B = B' \). The set of all maximal blocks of \( \sim \) always exists by Zorn’s lemma, is called the factor set of \( X \) by \( \sim \) and denoted by \( X/\sim \).

Further we set for each \( x \in X \), \( [x]_\sim = x \sim y \), obtaining an L-set \( [x]_\sim \) called the class of \( \sim \) determined by \( x \).

Let \( \sim \) be a complete tolerance on a completely lattice L-ordered set \( U = \langle \langle U, \leq \rangle, \leq \rangle \). From reflexivity of \( \sim \) we have \( V \subseteq \sim \circ V \) for each \( V \in L^U \) and from symmetry \( \sim^{-1} = \sim \).

For each \( u \in U \) we set
\[
\begin{align*}
    u_- = \inf [u]_\sim, & \quad u^\sim = \sup [u]_\sim. \quad (52)
\end{align*}
\]

We denote the system of all complete L-tolerances on a completely lattice L-ordered set \( U \) by \( \text{CTol } U \) and consider it together with the L-equality \( \sim^{U \times U} \) and L-order \( S \).

**Theorem 10.** \( \text{CTol } U \) is an L-closure system in the set \( U \times U \), hence a completely lattice L-ordered set.

**Proof.** Evidently, if \( \sim \) is an L-tolerance then so is \( a \to \sim \) for each \( a \in L \) and if \( \sim_j, j \in J \), are L-tolerances then \( \bigcap_{j \in J} \) is also an L-tolerance. Thus, the theorem follows from Theorem 8.

5.2 From complete tolerances to isotone Galois connections

**Lemma 18.** For each \( u \in U \), \( u \sim u_- = u \sim u^\sim = 1 \).

**Proof.** Set \( V_1 = \{ u \} \), \( V_2 = [u]_\sim \). Since \( V_1 \subseteq V_2 \), we have \( V_1 \sim V_2 = 1 \). Further, \( (\sim \circ V_1)(v) = v \sim u = [u]_\sim(v) \). Thus, \( V_1 \sim V_2 = S([u]_\sim, [u]_\sim) = 1 \). Now,
\[
V_1 \sim V_2 = (V_1 \sim V_2) \land (V_1 \sim V_2) = 1
\]
and by completeness of \( \sim \), \( 1 = \inf V_1 \sim \inf V_2 = u \sim u_- \) and \( 1 = \sup V_1 \sim \sup V_2 = u \sim u^\sim \).

**Lemma 19.** It holds for any \( u \in U \)
\[
\begin{align*}
    u_- \sim \geq u, & \quad u^\sim \sim \leq u. \quad (53)
\end{align*}
\]

**Proof.** By Lemma 18, \( [u]_\sim(u_-) = 1 \). This means that also \( [u_-]_\sim(u) = 1 \). Since \( u_- = \sup [u_-]_\sim \), we have the first inequality.

The second inequality is analogous.
Lemma 20. For each \( u, v \in U \) it holds

\[
(u \preceq v) \leq (u^\sim \preceq v^\sim), \quad (u \preceq v) \leq (u^\sim \preceq v^\sim). \tag{54}
\]

Proof. Let \( a = u \preceq v, V_1 = \{a/u, v\}, V_2 = \{a/u^\sim, v^\sim\} \). By Lemma 18, \( u \sim v \sim v^\sim = 1 \). Thus, \( V_1 \subseteq \sim \circ V_2, V_2 \subseteq \sim \circ V_1 \) and we have \( V_1 \sim V_2 = 1 \). By completeness of \( \sim \), \( \sup V_1 \sim \sup V_2 = 1 \).

By Lemma 6, \( \sup V_1 = v \). Thus, \( v \sim \sup V_2 = 1 \), which means \( \sup V_2 \leq v^\sim \). On the other hand, since \( V_2(v^\sim) = 1 \), we have \( \sup V_2 \geq v^\sim \), whence \( \sup V_2 = v^\sim \). By Lemma 4, \( V_2 \subseteq \mathcal{L}\{v^\sim\} \). Thus, \( a = V_2(a^\sim) \subseteq \mathcal{L}\{v^\sim\}(a^\sim) = u^\sim \preceq v^\sim \) and the second inequality in (54) is proved.

The first inequality is proved similarly.

Theorem 11. The pair \( \langle \sim, \sim \rangle \) is an extensive isotone Galois connection on \( U \).

Proof. We will show \( \langle \sim, \sim \rangle \) is an isotone Galois connection. Let \( u, v \in U \). We have by Lemma 20 Lemma 19 and transitivity of \( \preceq \),

\[
(u_\sim \preceq v) \leq (u_\sim \preceq v^\sim) \leq (u \preceq v^\sim).
\]

The converse inequality is proven analogously.

Extensivity of \( \langle \sim, \sim \rangle \) follows trivially from reflexivity of \( \preceq \).

5.3 Structure of maximal blocks

Lemma 21. If \( \langle u, v \rangle \) is a fixpoint of \( \langle \sim, \sim \rangle \), then \( [v, u] \) is a block of \( \sim \).

Proof. 1. We will prove that for each \( w \),

\[
[v, u](w) \leq u \sim w \tag{55}
\]

(i.e. “if \( w \) belongs to \( [v, u] \), then it is similar to \( u \)).

Set \( a = w \preceq u, b = v \preceq w, V_1 = \{a, u/w\}, V_2 = \{b/v, w\} \). By Lemma 6, \( \sup V_1 = u \) and \( \sup V_2 = w \).

Now,

\[
\sim \circ V_1(v) = ((v \sim u) \odot V_1(u)) \lor ((v \sim w) \odot V_1(w)) = (1 \odot 1) \lor ((v \sim w) \odot a) = 1,
\]

\[
\sim \circ V_1(w) = ((w \sim u) \odot V_1(u)) \lor ((w \sim w) \odot V_1(w)) = ((w \sim u) \odot 1) \lor (1 \odot a) \geq a,
\]

\[
\sim \circ V_2(u) = ((u \sim v) \odot V_2(v)) \lor ((u \sim w) \odot V_2(w)) = (1 \odot b) \lor ((u \sim w) \odot 1) \geq b,
\]

\[
\sim \circ V_2(w) = ((w \sim v) \odot V_2(v)) \lor ((w \sim w) \odot V_2(w)) = ((w \sim v) \odot b) \lor (1 \odot 1) = 1.
\]

Thus,

\[
S(V_1, \sim \circ V_2) = (V_1(u) \to (\sim \circ V_2)(u)) \land (V_1(w) \to (\sim \circ V_2)(w)) \geq b,
\]

\[
S(V_2, \sim \circ V_1) = (V_2(v) \to (\sim \circ V_1)(v)) \land (V_2(w) \to (\sim \circ V_1)(w)) \geq a
\]
Thus, by definition of class,

\[ \text{by Lemma 4, we have } \]

Theorem 12.

Maximal blocks of \( \sim \) are exactly intervals \([v, u]\), where \( \langle u, v \rangle \) are fixpoints of \( \langle \sim, \sim \rangle \).

**Proof.** Follows from the above lemmas.
5.4 Structure of classes

Theorem 13. For each \( u \in U \), the class \([u]_\sim\) is equal to the interval \([u_\sim, u^-]\).

Proof. By Lemma 3, \([u]_\sim \subseteq \mathcal{V}(\inf u_\sim) = \mathcal{V}(u_\sim)\) and similarly \([u]_\sim \subseteq \mathcal{L}(u^-)\).

Thus, \([u]_\sim \subseteq [u_\sim, u^-]\).

Let \( u' \in U, a = [u_\sim, u^-](u') = (u_\sim \leq u') \wedge (u' \leq u^-) \). We will show the \( L \)-set \( V = \{a/u', u\} \) is a block.

For the lower cone of \( V \) we have

\[
\mathcal{L}(V)(w) = (w \preceq u) \wedge (a \rightarrow (w \preceq u')).
\] (56)

Let \( v = \inf V \). According to Lemma 3, \( V \subseteq \mathcal{Y}(v) \). By Lemma 19, \( v_\sim \preceq v \), whence \( V \subseteq \mathcal{Y}(v_\sim) \).

Now consider membership degrees of \( u \) and \( u' \) in the lower cone \( \mathcal{L}(v^-) \). Since \( a \leq u_\sim \preceq u' \), then (56) \( \mathcal{L}(u_\sim) = 1 \wedge (a \rightarrow (u_\sim \preceq u')) = 1 \). Thus, \( 1 = u_\sim \preceq v = u \preceq v^- = \mathcal{L}(v^-)(u) \), obtaining \( \mathcal{L}(v^-)(u) = 1 \).

For \( \mathcal{L}(v^-)(u') \) we first notice by (56), \( \mathcal{L}(u'_\sim) = u_\sim \preceq u = u' \preceq u^- \preceq a \). By Lemma 3 and (20), \( \mathcal{L}(u'_\sim) = \mathcal{L}(v)(u'_\sim) = u_\sim \preceq v \), and \( \mathcal{L}(v^-)(u') = u' \preceq v^- = u'_\sim \preceq v \geq a \). Thus, \( V \subseteq \mathcal{L}(v^-) \).

Together, \( V \subseteq \mathcal{Y}(v_\sim) \cap \mathcal{L}(v^-) = [v_\sim, v^-] \). By Theorem 12, \([v_\sim, v^-] \) is a block. Thus, \( V \) is also a block and by definition of block we obtain \( [u_\sim, u^-](u') = V(u') = V(u') \otimes V(u) \preceq u' \sim u = [u]_\sim(u') \). Thus, \([u_\sim, u^-] \subseteq [u]_\sim\) and the theorem is proved.

The following is an important consequence of Theorem 13 that we will use later to prove our main result.

Lemma 24. For each \( u, v \in U \) we have

\[
u_\sim v = (u_\sim \preceq v) \wedge (v \preceq u^-).
\] (57)

Proof. The right-hand side is equal to \([u_\sim, u^-](v)\), which is by Theorem 13 equal to \([u]_\sim(v) = u \sim v\).

We use the above results in the proof of the following lemma. By Theorem 11 for each complete \( L \)-tolerance \( \sim \) on \( U \) the pair \( (\sim, \sim^-) \) is an isotonot \( L \)-Galois connection. Thus, we can \( L \)-order such \( L \)-Galois connections by the \( L \)-relation \( \preceq_{\text{Gal}(U, U)} \) (37).

Lemma 25. For any two complete \( L \)-tolerances \( \sim_1, \sim_2 \) on \( U \) we have

\[
S(\sim_1, \sim_2) = (\sim_1, \sim^-_1) \preceq_{\text{Gal}(U, U)} (\sim_2, \sim^-_2).
\]

Proof. By definitions of \( S \) and \( \preceq_{\text{Gal}(U, U)} \) we have to prove the following equality:

\[
\bigwedge_{u,v \in U} (u \sim_1 v) \rightarrow (u \sim_2 v) = \bigwedge_{u \in U} (u \sim_2 u_\sim_1) \wedge \bigwedge_{u \in U} (u_\sim^-_1 u \preceq u^-_2).
\] (58)

We will proceed by proving both inequalities \( \leq \) and \( \geq \).
and Theorem 8 it is sufficient to prove that

\[ u \sim_2 u^{-1} = [u^{-1}]_{\sim_2}(u) = \mathcal{L} \{ (u^{-1})^{\sim_2} \} \cup \mathcal{R} \{ (u^{-1})^{\sim_2} \} \]

\[ \leq \mathcal{R} \{ (u^{-1})^{\sim_2} \} \cup \mathcal{L} \{ (u^{-1})^{\sim_2} \} = (u^{-1})^{\sim_2} \leq u = u^{-1} \leq u^{-2}. \]

Thus, \( \wedge_{u,v \in U} (u \sim_1 v) \wedge (u \sim_2 v) \leq \wedge_{u \in U} u^{-1} \leq u^{-2}. \) The inequality \( \wedge_{u,v \in U} (u \sim_1 v) \wedge (u \sim_2 v) \leq \wedge_{u \in U} u^{-2} \leq u^{-1} \) is proved similarly.

From extensive isotone Galois connections to complete tolerances

Let \( (f, g) \) be an extensive isotone \( L \)-Galois connection on a completely lattice \( L \)-ordered set \( U = \langle U, \leq \rangle \). We set for each \( u, v \in U \),

\[ u \sim_{(f, g)} v = (f(u) \leq v) \wedge (v \leq g(u)). \] (59)

The following theorem summarizes main properties of the \( L \)-relation \( \sim_{(f, g)} \).

**Theorem 14.** \( \sim_{(f, g)} \) is a complete tolerance such that for each \( u \in U \),

\[ u^{-1}_{(f, g)} = f(u), \quad u^{-2}_{(f, g)} = g(u). \] (60)

**Proof.** The \( L \)-relation \( \sim_{(f, g)} \) is evidently reflexive and symmetric, hence an \( L \)-tolerance.

Set \( R(u, v) = u \leq g(v) \). We have \( u \sim_{(f, g)} v = R(u, v) \wedge R^{-1}(u, v) \). Thus, by Lemma 16 and Theorem 8, it is sufficient to prove that \( R \) is complete.

Let \( V \in L^U \). Using obvious inequality \( V(w) \leq g(V)(g(w)) \) we have

\[ (R \circ V)(v) = \bigvee_{w \in U} R(v, w) \wedge V(w) = \bigvee_{w \in U} (v \leq g(w)) \wedge V(w) \leq \bigvee_{w \in U} (v \leq g(w)) \wedge (g(V)(g(w)) \leq V(w) \leq (\leq \circ g(V))(v) \]

yielding the \( \geq \) part of (58).

5.5 From extensive isotone Galois connections to complete tolerances

Let \( (f, g) \) be an extensive isotone \( L \)-Galois connection on a completely lattice \( L \)-ordered set \( U = \langle U, \leq \rangle \). We set for each \( u, v \in U \),

\[ u \sim_{(f, g)} v = (f(u) \leq v) \wedge (v \leq g(u)). \] (59)

The following theorem summarizes main properties of the \( L \)-relation \( \sim_{(f, g)} \).

**Theorem 14.** \( \sim_{(f, g)} \) is a complete tolerance such that for each \( u \in U \),

\[ u^{-1}_{(f, g)} = f(u), \quad u^{-2}_{(f, g)} = g(u). \] (60)

**Proof.** The \( L \)-relation \( \sim_{(f, g)} \) is evidently reflexive and symmetric, hence an \( L \)-tolerance.

Set \( R(u, v) = u \leq g(v) \). We have \( u \sim_{(f, g)} v = R(u, v) \wedge R^{-1}(u, v) \). Thus, by Lemma 16 and Theorem 8, it is sufficient to prove that \( R \) is complete.

Let \( V \in L^U \). Using obvious inequality \( V(w) \leq g(V)(g(w)) \) we have

\[ (R \circ V)(v) = \bigvee_{w \in U} R(v, w) \wedge V(w) = \bigvee_{w \in U} (v \leq g(w)) \wedge V(w) \leq \bigvee_{w \in U} (v \leq g(w)) \wedge (g(V)(g(w)) \leq V(w) \leq (\leq \circ g(V))(v) \]

yielding the \( \geq \) part of (58).
and

\[(R^{-1} \circ V)(v) = \bigvee_{w \in U} R(w, v) \otimes V(w) = \bigvee_{w \in U} (v \geq f(w)) \otimes V(w)\]

\[\leq \bigvee_{w' \in U} (v \geq f(w)) \otimes f(V)(f(w)) \leq \bigvee_{w' \in U} (v \geq f(w)) \otimes f(V)(w')\]

\[= (\geq \circ f(V))(v),\]

whence \(R^\rightarrow(V_1, V_2) = S(V_1, R \circ V_2) \leq S(V_1, \geq \circ g(V_2)) = V_1 \leq f_\rightarrow g(V_2)\) and \(R^\leftarrow(V_1, V_2) = S(V_2, R^{-1} \circ V_1) \leq S(V_2, \geq \circ f(V_1)) = f(V_1) \leq f_\leftarrow V_2.\)

Now by Lemma[17] and Theorem[1](d),

\[R^+(V_1, V_2) \leq R^\rightarrow(V_1, V_2) \leq V_1 \leq g(V_2) \leq \sup V_1 \leq \sup g(V_2) \leq \sup V_1 \leq g(\sup V_2) = R(\sup V_1, \sup V_2),\]

\[R^+(V_1, V_2) \leq R^\rightarrow(V_1, V_2) \leq f(V_1) \leq \sup f(V_1) \leq \inf f(V_1) \leq \inf V_2 \leq \inf f(V_1) \leq \inf V_2 = R(\inf V_1, \inf V_2),\]

proving completeness of \(R\) and hence of \(\sim_{(f,g)}.\)

To prove \([60]\), we notice that for each \(u \in U\) the class \([u]_{\sim_{(f,g)}}\) is equal to the interval \([f(u), g(u)]\):

\[\langle u \rangle_{\sim_{(f,g)}}(v) = u \sim_{(f,g)} v = (f(u) \leq v) \land (v \leq g(u)) = \forall \{f(u)\} \land \exists\{g(u)\} = [f(u), g(u)](v).\]

Now, \(u_{\sim_{(f,g)}} = \inf[f(u), g(u)] = f(u)\) and \(u^{\sim_{(f,g)}} = \sup[f(u), g(u)] = g(u).\)

5.6 Factorization theorem, representation theorem

By Theorem[12] the factor set \(U/\sim\) consists of intervals. Thus, by Theorem[7], the tuple \(U/\sim = \langle(U/\sim, \sim^+, \leq^+)\rangle\) is an \(L\)-ordered set. By Theorem[1] the pair \(\langle \sim, \sim \rangle\) is an extensive isotone Galois connection. The following theorem connects \(U/\sim\) to the completely lattice \(L\)-ordered set \(\text{Fix}_{\sim_{\sim}}\).

Theorem 15 (factorization theorem). The \(L\)-ordered set \(U/\sim\) is isomorphic to the completely lattice \(L\)-ordered set \(\text{Fix}_{\sim_{\sim}}\) and, as such, is itself a completely lattice \(L\)-ordered set. The isomorphism is given by \([u,v] \rightarrow \langle u, v \rangle\).

Proof. Follows directly from Lemma[15][14] and definition of \(L\)-order on \(\text{Fix}_{\sim_{\sim}}\).

The second main result is that complete tolerances on completely lattice \(L\)-ordered sets can be represented by extensive isotone Galois connections.

Theorem 16 (representation theorem). The mapping

\[\sim \rightarrow \langle \sim_{\sim} \rangle\]

is an isomorphism between \(\text{CTol} U\) and \(\text{ElGal}(U)\). Its inverse is

\[\langle f, g \rangle \rightarrow \sim_{(f,g)}\]

\(\text{CTol} U\) and \(\text{ElGal}(U)\) are both completely lattice \(L\)-ordered sets.

Proof. Follows from Theorem[11] Lemma[24] Theorem[14] Lemma[25] and Theorem[10].
6 Conclusion

We introduced a notion of complete binary fuzzy relation on complete fuzzy lattice (completely lattice fuzzy ordered set). The notion leads in ordinary (crisp) case to the classical notion of complete relation on complete lattice, but re-formulated in terms of the theory of power structures. We proved some basic properties of power structures of fuzzy ordered sets.

In the main part of the paper, we defined complete fuzzy binary relations and complete fuzzy tolerances and investigated their properties. Our main results are covered in Theorem 15 and 16. We show that a fuzzy complete lattice can be factorized by means of a complete fuzzy tolerance and that there is a naturally-defined structure of fuzzy complete lattice on the factor set. This result corresponds to the known result from the ordinary case [7,16].

In addition, we found an isomorphism between the fuzzy ordered sets of all complete fuzzy tolerances and extensive isotope fuzzy Galois connections on a fuzzy complete lattice. This result is useful for testing fuzzy tolerances for completeness and is new even in the ordinary (crisp) setting.

Our future research will focus on applying results from this paper to Formal Concept Analysis of data with fuzzy attributes [2]. In ordinary setting, there is a correspondence between complete tolerances on a concept lattice and so called block relations of the associated formal context [16,8]. Theorem 15 and 16 will help establish a link between complete fuzzy tolerances on a fuzzy concept lattice and (properly defined) block relations on the formal context. This will allow generalize results from [16,8] to fuzzy concept lattices.

One of the consequences of our results is that the condition of compatibility from the definition of complete relation on a completely lattice \( L \)-ordered set (Sec. 4) is redundant for \( L \)-tolerances. This leads to an open problem, namely, whether the condition of compatibility follows from the other conditions of the definition.
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