NOISE SENSITIVITY AND NOISE STABILITY FOR MARKOV CHAINS:
EXISTENCE RESULTS
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Abstract. During the past 15 years, several extensions of the concepts noise sensitivity and noise stability, first coined in [2], has been studied. The purpose in this paper is to give definitions of this concepts in the setting of continuous time Markov chains, which then unifies many of the previously considered generalizations. In addition, a considerable amount of time is spent on proving the existence of sequences of noise stable and nondegenerate functions with respect to various classes of Markov chains, a problem which interestingly will appear to have close connections to the so called localization of eigenvectors, a problem which in the setting of random graphs has recently been given a lot of attention.
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1. Introduction

In [2], Benjamini, Kalai and Schramm coined the term noise sensitivity, looking at how likely the occurrence of events where to differ at the starting point and the ending point of sequences of continuous time random walks on Hamming cubes. Since this paper was published, several extensions of this model, as well as similar definitions in slightly different settings, have been studied, including changing the random walk into an exclusion processes on the Hamming cube [3] or into Brownian motion on \( \mathbb{R}^n \) [13] [14], as well as trying to understand how the definitions can be applied in the context of functions defined on the leaves of binary trees [15]. Several of the results for the Hamming cube case, which are proven using the theory developed from this research, have also been extended to other settings, such as to the symmetric group or to slices of Hamming cubes [7] [8] [9] [11].

Our main goal of this paper will be to propose a definition of noise sensitivity for general Markov chains and to show that this definition preserves many of the properties from the original setting. Interestingly, we will see that some of the questions that arise will have connections to the so called localization of eigenvectors studied recently in eg. [1], [4], [6] and [10].
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Throughout this paper, we will be concerned with sequences \((X^{(n)})_{n \geq 1}\) of reversible and irreducible continuous time Markov chains \(X^{(n)}\). For each \(n \geq 1\), let \(S^{(n)}\) be the state space, \(Q_n = (q_{ij}^{(n)})_{i,j \in S^{(n)}}\) be the generator and \(\pi_n\) be the stationary distribution of \(X^{(n)}\). We write \(X_t^{(n)}\) to denote the position of \(X^{(n)}\) at time \(t \in \mathbb{R}_+\), and will always assume that \(X_0^{(n)}\) has been chosen according to \(\pi_n\).

Next, for all \(n \geq 1\) and \(t \geq 0\), let \(H_t^{(n)}\) denote the continuous time Markov semigroup for the Markov chain given by

\[
H_t^{(n)} = \exp(tQ_n).
\]

In other words, \(H_t^{(n)}\) operates on a function \(f\) with domain \(S^{(n)}\) by

\[
H_t^{(n)} f(w) = E[f(X_t^{(n)}) \mid X_0^{(n)} = w].
\]

For functions \(f\) and \(g\) with domain \(S^{(n)}\), we will use the inner product

\[
(f, g) = (f, g)_{\pi_n} = E[f(g(w)].
\]

As \(X^{(n)}\) is assumed to be reversible and irreducible, we can find a set, \(\{\psi_j^{(n)}\}_j\) of eigenvectors to \(-Q_n\), with corresponding eigenvalues

\[
(1)
\]

such that \(\{\psi_j^{(n)}\}_j\) is an orthonormal basis with respect to \((\cdot, \cdot)\) for the space of real valued functions on \(S^{(n)}\). The eigenvectors \(\{\psi_j^{(n)}\}_j\) will also be eigenvectors to \(H_t^{(n)}\) with corresponding eigenvalues \(\{e^{-\lambda_j^{(n)}t}\}_j\). Since the set \(\{\psi_j^{(n)}\}_j\) is an orthonormal basis, for any \(f : S^{(n)} \to \mathbb{R}\) we can write

\[
f(w) = \sum_{i=0}^{S^{(n)} - 1} (f, \psi_i^{(n)}) \psi_i^{(n)}(w).
\]

To simplify notations, we will write \(\hat{f}(j)\) instead of \(\langle f, \psi_j^{(n)} \rangle\). Note that with this notation, for any function \(f : S^{(n)} \to \mathbb{R}\),

\[
E[f] = E[f \cdot 1] = (f, 1) = (f, \psi_0^{(n)}) = \hat{f}(0)
\]

and

\[
\text{Var}(f_n) = E[f \cdot f] - E[f]^2 = (f, f) - \hat{f}(0)^2
\]

\[
= \left< \sum_{i=0}^{S^{(n)} - 1} \hat{f}(i) \psi_i^{(n)}, \sum_{j=0}^{S^{(n)} - 1} \hat{f}(j) \psi_j^{(n)} \right> - \hat{f}(0)^2
\]

\[
= \sum_{i=0}^{S^{(n)} - 1} \sum_{j=0}^{S^{(n)} - 1} \hat{f}(i) \hat{f}(j) \langle \psi_i^{(n)}, \psi_j^{(n)} \rangle - \hat{f}(0)^2
\]

\[
= \sum_{i=0}^{S^{(n)} - 1} \hat{f}(i)^2 - \hat{f}(0)^2 = \sum_{i=1}^{S^{(n)} - 1} \hat{f}(i)^2
\]

The smallest nonzero eigenvalue, \(\lambda_1^{(n)}\), is called the spectral gap of the Markov chain \(X^{(n)}\), and its inverse, \(t_{rel}^{(n)} := 1/\lambda_1^{(n)}\) is called the relaxation time. Another characterization of the spectral gap which will be useful for us is

\[
(2)
\]

\[
\lambda_1^{(n)} = \min_{f : E[f] = 0, f \neq 0} \frac{\langle -Q^{(n)} f, f \rangle}{(f, f)}.
\]
where the minimum is attained by the corresponding eigenvector $\varphi_1^{(n)}$. The right hand side of (2) is called the Rayleigh quotient of $-Q^{(n)}$.

We will now define the concepts with which we will be concerned in the rest of these notes.

**Definition 1.1.** Let $(X^{(n)})_{n \geq 1}$ be a sequence of reversible and irreducible continuous time Markov chains, with state spaces $(S^{(n)})_{n \geq 1}$ and stationary distributions $(\pi_n)_{n \geq 1}$, and let $t_{rel}^{(n)}$ be the relaxation time of the $n$th Markov chain. A sequence $(f_n)_{n \geq 1}$ of Boolean functions, $f_n : S^{(n)} \to \{0,1\}$, is said to be noise sensitive with respect to $(X^{(n)})_{n \geq 1}$, if for all $\alpha > 0$

\[
\lim_{n \to \infty} \text{Cov} \left( f_n(\tilde{X}^{(n)}_0), f_n(X^{(n)}_{\alpha t_{rel}^{(n)}}) \right) = 0.
\]

Note that as $E \left[ f_n(\tilde{X}^{(n)}_0) \right] = E \left[ f_n(X^{(n)}_{\alpha t_{rel}^{(n)}}) \right]$, we have that

\[
\text{Cov}(f_n(\tilde{X}^{(n)}_0), f_n(X^{(n)}_{\alpha t_{rel}^{(n)}})) = E \left[ f_n(\tilde{X}^{(n)}_0)f_n(X^{(n)}_{\alpha t_{rel}^{(n)}}) \right] - E \left[ f_n(\tilde{X}^{(n)}_0) \right]E \left[ f_n(X^{(n)}_{\alpha t_{rel}^{(n)}}) \right].
\]

In addition to the definition for noise sensitivity given above, we will use the following definition of noise stability, which captures the opposite behaviour.

**Definition 1.2.** Let $(X^{(n)})_{n \geq 1}$ be a sequence of reversible and irreducible continuous time Markov chains, with state spaces $(S^{(n)})_{n \geq 1}$ and stationary distributions $(\pi_n)_{n \geq 1}$, and let $t_{rel}^{(n)}$ be the relaxation time of the $n$th Markov chain. A sequence $(f_n)_{n \geq 1}$ of Boolean functions, $f_n : S^{(n)} \to \{0,1\}$, is said to be noise stable with respect to $(X^{(n)})_{n \geq 1}$ if

\[
\lim_{n \to \infty} \sup_{\alpha \to 0} \text{Var} \left( f_n(\tilde{X}^{(n)}_0) \right) = 0.
\]

As we will see later, if $(X^{(n)})_{n \geq 1}$ is a sequence of reversible and irreducible continuous time Markov chains and $(f_n)_{n \geq 1}$ is a sequence of Boolean functions with domain $S^{(n)}$ such that

\[
\lim_{n \to \infty} \text{Var}(f_n) = 0,
\]

then $(f_n)_{n \geq 1}$ will be both noise stable and noise sensitive with respect to $(X^{(n)})_{n \geq 1}$. For this reason, we are only interested in sequences of Boolean functions with

\[
\lim_{n \to \infty} \text{Var}(f_n) > 0.
\]

If this is satisfied for a sequence $(f_n)_{n \geq 1}$ of Boolean functions, we say that $(f_n)_{n \geq 1}$ is nondegenerate.

**Remark 1.3.** In [2], the concept of noise sensitivity was defined as follows. Given $X^{(n)}_0 = (X^{(n)}_0(1), \ldots, X^{(n)}_0(n)) \in \{0,1\}^n$, let $\tilde{X}^{(n)}_\alpha = (\tilde{X}^{(n)}_\alpha(1), \ldots, \tilde{X}^{(n)}_\alpha(n)) \in \{0,1\}^n$ be a random perturbation of $X^{(n)}_0$, i.e. for every $j \in \{1,\ldots,n\}$ independently, set $\tilde{X}^{(n)}_\alpha(j) = X^{(n)}_\alpha(j)$ with probability $1 - \alpha$, and $\tilde{X}^{(n)}_\alpha(j) = 1 - X^{(n)}_\alpha(j)$ else. A sequence $(f_n)_{n \geq 1}$, $f_n : \{0,1\}^n \to 0$, was said to be asymptotically noise sensitive if for all $\alpha > 0$,

\[
\lim_{n \to \infty} \text{Cov}(f_n(X^{(n)}_0), f_n(\tilde{X}^{(n)}_\alpha)) = 0.
\]

Now consider the continuous time Markov chain $X^{(n)}$ on $\{0,1\}^n$ which for each coordinate $i$, at times that are exponentially distributed with parameter 1, rerandomizes the value at $i$ by setting the value to 1 with probability 1/2 and 0 with probability 1/2. This Markov chain has relaxation time 1, and for any specific coordinate $i$, the probability that the value at $i$ is not the same at time 0 as at time $\alpha t_{rel}^{(n)} = \alpha$ is $(1 - e^{-\alpha})/2$. This implies that the law of $X^{(n)}_{\alpha t_{rel}^{(n)}}$ is the same as the law of $\tilde{X}^{(n)}_{(1-e^{-\alpha})/2}$. why Definition [1, 1] in this special case is equivalent with the definition of asymptotic noise sensitivity given in [2].
Comparing Definition 1.1 with the definition of complete graph noise sensitivity given in [3], the two definitions coincide if we consider the continuous time Markov chain corresponding to a random walk on the union of the graphs $G_n$ with vertices $\{w \in \{0, 1\}^n : \|w\| = k\}$ and an edge between two vertices $u$ and $w$ iff $\|u\| = \|w\|$ and $\|u - v\| = 2$, and choose $\tau_n$ to be the uniform measure on $\{0, 1\}^n$. However, note that as these graphs are not connected, the corresponding Markov chains are not irreducible. We will therefore not consider this model directly in this paper, even though some of our results applies to this model as well.

Using the eigenvalues of the generator, we will now give another characterization of noise sensitivity, which generalizes the first part of Theorem 1.9 in [2].

**Proposition 1.4.** A sequence of Boolean functions $(f_n)_{n \geq 1}$, $f_n : S(n) \to \{0, 1\}$, is noise sensitive with respect to $(X^{(n)})_{n \geq 1}$ if and only if for all $k > 0$,

$$
(5) \quad \lim_{n \to \infty} \sum_{i : \lambda_i^{(n)} \leq \lambda^{(n)} / k} \hat{f}_n(i)^2 = 0.
$$

**Proof.** Fix $\alpha > 0$. Then

$$
\mathbb{E} \left[ f_n(X_0^{(n)}) f_n(X_{\alpha t_{\text{rel}}}^{(n)}) \right] = \mathbb{E} \left[ f_n(X_0^{(n)}) H_{\alpha t_{\text{rel}}}^{(n)} f_n(X_0^{(n)}) \right]
$$

$$
= \mathbb{E} \left[ \sum_{i=0}^{\lfloor S(n) \rfloor - 1} \hat{f}_n(i) \psi_i^{(n)}(X_0^{(n)}) \sum_{j=0}^{\lfloor S(n) \rfloor - 1} \hat{f}_n(j) \psi_j^{(n)}(X_0^{(n)}) \right]
$$

$$
= \mathbb{E} \left[ \sum_{i,j} e^{-\alpha t_{\text{rel}}^{(n)}} \lambda_i^{(n)} \hat{f}_n(i) \hat{f}_n(j) \mathbb{E} \left[ \psi_i^{(n)}(X_0^{(n)}) \psi_j^{(n)}(X_0^{(n)}) \right] \right]
$$

$$
= \sum_{i=0}^{\lfloor S(n) \rfloor - 1} e^{-\alpha \lambda_i^{(n)}} \hat{f}_n(i)^2.
$$

Here the last equality follows from the fact that $\{\psi_i^{(n)}\}_{i=0}^{\lfloor S(n) \rfloor - 1}$ is an orthonormal set, together with the definition of the relaxation time. As $\mathbb{E} [f_n(w)]^2 = \hat{f}_n(0)^2$, it follows that

$$
\text{Cov}(f_n(X_0^{(n)}), f_n(X_{\alpha t_{\text{rel}}}^{(n)})) = \mathbb{E} \left[ f_n(X_0^{(n)}) f_n(X_{\alpha t_{\text{rel}}}^{(n)}) \right] - \mathbb{E} \left[ f_n(X_0^{(n)}) \right]^2
$$

$$
= \sum_{j=1}^{\lfloor S(n) \rfloor - 1} e^{-\alpha \lambda_j^{(n)}} \hat{f}_n(i)^2.
$$

(6)

For any $\alpha > 0$, it is easy to see that the left hand side of (6) tends to zero as $n \to \infty$ if and only if (5) holds. From this the desired conclusion follows. \qed

**Remark 1.5.** By the last lines of the proof above it follows that if a sequence of functions satisfies (3) for one $\alpha > 0$, then it does so for all $\alpha > 0$, i.e. the proof of Proposition 1.4 in fact shows that a sequence of Boolean functions $(f_n)_{n \geq 1}$ is noise sensitive with respect to $(X^{(n)})_{n \geq 1}$ if and only if

$$
\lim_{n \to \infty} \text{Cov}(f_n(X_0^{(n)}), f_n(X_{\alpha t_{\text{rel}}}^{(n)})) = 0.
$$
We can easily obtain a similar characterization of noise stability, which generalizes the second part of Theorem 1.9 in [2].

**Proposition 1.6.** Let \((X^{(n)})_{n \geq 1}\) be a sequence of reversible and irreducible continuous time Markov chains. A sequence of Boolean functions \((f_n)_{n \geq 1}\), \(f_n : S^{(n)} \to \{0, 1\}\), is noise stable with respect to \((X_n)_{n \geq 1}\) if and only if for all \(\delta > 0\) there is \(k \in \mathbb{N}\) such that

\[
\sup_n \sum_{i : \lambda_i^{(n)} \geq k} \hat{f}_n(i)^2 < \delta.
\]

Using this, as well as the proof of the previous proposition, we obtain

\[
P\left(f_n(X_{0})^{(n)} \neq f_n(X_{0}^{(n)})\right) = \mathbb{E} \left[f_n(X_{0}^{(n)}) - f_n(X_{0}^{(n)}) (1 - f_n(X_{0}^{(n)}))\right] + \mathbb{E} \left[f_n(X_{0}^{(n)}) (1 - f_n(X_{0}^{(n)}))\right]
= 2 \left(\mathbb{E} \left[f_n(X_{0}^{(n)})\right] - \mathbb{E} \left[f_n(X_{0}^{(n)}) f_n(X_{0}^{(n)})\right]\right).
\]

Using this, as well as the the proof of the previous proposition, we obtain

\[
P\left(f_n(X_{0})^{(n)} \neq f_n(X_{0}^{(n)})\right) = 2 \left(\mathbb{E} \left[f_n(X_{0}^{(n)})\right] - \sum_{i=0}^{\left|S^{(n)}\right|-1} e^{-\alpha \lambda_i^{(n)} / \lambda_i^{(n)}} \hat{f}_n(i)^2\right)
= 2 \left(\mathbb{E} \left[f_n(X_{0}^{(n)})\right] - \sum_{i=0}^{\left|S^{(n)}\right|-1} e^{-\alpha \lambda_i^{(n)} / \lambda_i^{(n)}} \hat{f}_n(i)^2\right)
= 2 \left(\sum_{i=0}^{\left|S^{(n)}\right|-1} \hat{f}(i)^2 - \sum_{i=0}^{\left|S^{(n)}\right|-1} e^{-\alpha \lambda_i^{(n)} / \lambda_i^{(n)}} \hat{f}_n(i)^2\right)
= 2 \sum_{i=0}^{\left|S^{(n)}\right|-1} \left(1 - e^{-\alpha \lambda_i^{(n)} / \lambda_i^{(n)}}\right) \hat{f}_n(i)^2.
\]

For the \(if\) direction of the proof, suppose that there for any any \(\delta > 0\) is \(k_\delta \geq 1\) such that

\[
\sup_n \sum_{i : \lambda_i^{(n)} \geq k_\delta \lambda_i^{(n)}} \hat{f}_n(i)^2 < \delta.
\]
Then for all $\delta > 0$,
\[
\lim_{\alpha \to 0} \sup_{n} P \left( f_{n}(X_{\alpha T_{n}}^{(n)}) \neq f_{n}(X^{(n)}) \right) = 2 \lim_{\alpha \to 0} \sup_{n} \sum_{i=0}^{\lfloor S(n) \rfloor - 1} \left( 1 - e^{-\alpha \lambda_{i}/\lambda_{1}} \right) \hat{f}_{n}(i)^{2} \\
\leq 2\delta + 2 \lim_{\alpha \to 0} \sup_{n} \sum_{i : \lambda_{i}(n) < k \lambda_{1}(n)} \left( 1 - e^{-\alpha k \lambda_{i}/\lambda_{1}} \right) \hat{f}_{n}(i)^{2} \\
= 2\delta + 2 \lim_{\alpha \to 0} \sup_{n} \sum_{i : \lambda_{i}(n) < k \lambda_{1}(n)} \left( 1 - e^{-\alpha k \lambda_{i}} \right) \hat{f}_{n}(i)^{2} \\
\leq 2\delta + 2 \lim_{\alpha \to 0} \left( 1 - e^{-\alpha k} \right) \\
= 2\delta.
\]

As $\delta$ can be chosen to be arbitrarily small, this implies that $(f_{n})_{n \geq 1}$ is noise stable with respect to $(X_{n})_{n \geq 1}$.

For the only if direction, suppose that there is $\delta > 0$ such that for all $k \geq 1$,
\[
\sup_{n} \sum_{i : \lambda_{i}(n) \geq k \lambda_{1}(n)} \hat{f}_{n}(i)^{2} \geq \delta
\]
for all $k > 0$. Then in particular, this is true for $k = \alpha^{-1}$. This implies that
\[
\lim_{\alpha \to 0} \sup_{n} P \left( f_{n}(X_{0}^{(n)}) \neq f_{n}(X_{\alpha T_{n}}^{(n)}) \right) = 2 \lim_{\alpha \to 0} \sup_{n} \sum_{i=0}^{\lfloor S(n) \rfloor - 1} \left( 1 - e^{-\alpha \lambda_{i}/\lambda_{1}} \right) \hat{f}_{n}(i)^{2} \\
\geq 2 \lim_{\alpha \to 0} \sup_{n} \sum_{i : \lambda_{i}(n) \geq k \lambda_{1}(n)} \left( 1 - e^{-\alpha \lambda_{i}/\lambda_{1}} \right) \hat{f}_{n}(i)^{2} \\
\geq 2 \lim_{\alpha \to 0} \sup_{n} \sum_{i : \lambda_{i}(n) \geq k \lambda_{1}(n)} (1 - e^{-\alpha}) \hat{f}_{n}(i)^{2} \\
= 2 \lim_{\alpha \to 0} (1 - e^{-1}) \delta.
\]

In particular, $(f_{n})_{n \geq 1}$ cannot be noise stable. \hfill \Box

Remark 1.8. The proof of Proposition 1.4 shows that Definition 1.1 is sharp in the following sense. Let $(T_{n})_{n \geq 1}$ be any sequence such that $\lim_{n \to \infty} T_{n}/t^{(n)}_{\text{rel}} = \infty$. Then for any sequence $(f_{n})_{n \geq 1}$ of Boolean functions with domain $S^{(n)}$, and any $\alpha > 0$,
\[
(8) \quad \lim_{n \to \infty} \text{Cov}(f_{n}(X_{0}^{(n)}), f_{n}(X_{\alpha T_{n}}^{(n)})) = 0
\]
as we, by the same method as the one used in this proof, can show that
\[
\text{Cov}(f_{n}(X_{0}^{(n)}), f_{n}(X_{\alpha T_{n}}^{(n)})) = \sum_{i=1}^{\lfloor S(n) \rfloor} e^{-\alpha \lambda_{i}(n) T_{n}} \hat{f}_{n}(i)^{2} \leq e^{-\alpha \lambda_{1}(n) T_{n}} \sum_{i=1}^{\lfloor S(n) \rfloor} \hat{f}_{n}(i)^{2} \\
\leq e^{-\alpha \lambda_{1}(n) T_{n}} \langle f, f \rangle = e^{-\alpha \lambda_{1}(n) T_{n}} \mathbb{E}[f^{2}] \leq e^{-\alpha \lambda_{1}(n) T_{n}}
\]
and this tends to zero as $n \to \infty$. The sequence of relaxation times is thus the largest sequence of times we can look at and still possibly obtain a nontrivial definition of noise sensitivity. By a similar argument, we find that for any $\alpha > 0$ and sequence $(T_{n})_{n \geq 1}$ such that $\lim_{n \to \infty} T_{n}/t^{(n)}_{\text{rel}} = \infty$,
then for all sequences \((f_n)_{n \geq 1}\) of Boolean functions,

\[
P(f_n(X_0^{(n)}) \neq f_n(X_{\alpha T_n}^{(n)})) = 2 \sum_{i=0}^{|S^{(n)}_{\alpha T_n}| - 1} \left( 1 - e^{-\alpha \lambda_i^{(n)} T_n} \right) \hat{f}_n(i)^2 \\
\geq 2 \left( 1 - e^{-\alpha \lambda_i^{(n)} T_n} \right) \sum_{i \in S^{(n)}_{\alpha T_n}} \hat{f}_n(i)^2 \\
\geq 2 \text{Var}(f_n)
\]

for all large enough \(n\). This implies that if we replaced \(i^{(n)}_{rel}\) by any sequence \((T_n)_{n \geq 1}\) with \(\lim_{n \to \infty} T_n / i^{(n)}_{rel} = \infty\) in the definition of noise stability, then no nondegenerate sequence of Boolean functions would be noise stable with respect to \((X^{(n)})_{n \geq 1}\).

**Remark 1.9.** From the fact that \(\text{Var}(f_n) = \sum_{i=1}^{|S^{(n)}_{\alpha T_n}| - 1} \hat{f}_n(i)^2\), using Proposition 1.4 and Proposition 1.6 we see that degenerate sequence \((f_n)_{n \geq 1}\) of Boolean functions with domains \((S^{(n)})_{n \geq 1}\) will be both noise stable and noise sensitive with respect to any sequence of reversible and irreducible Markov chains with state spaces \((S^{(n)})_{n \geq 1}\).

In the remainder of these notes, we will often be concerned with sequences of Markov chains \((X^{(n)})_{n \geq 1}\) corresponding to random walks on sequences of connected graphs \((G_n)_{n \geq 1}\). By a random walk on a graph \(G_n\) we mean a continuous time Markov chain with state space \(V(G_n)\) and generator \(Q_n = (q^{(n)}_{vw})_{v,w \in V(G_n)}\) with

\[
q^{(n)}_{vw} = \begin{cases} 
1/\deg(v) & \text{when } v \text{ and } w \text{ are neighbours} \\
-1 & \text{if } v = w \\
0 & \text{else}
\end{cases}
\]

where \(\deg(v)\) is the degree of the vertex \(v\).

Whenever we talk about a sequence of graphs \((G_n)_{n \geq 1}\), we will assume that \(|V(G_n)| \to \infty\) as \(n \to \infty\) and that \(G_n\) is connected for every \(n\). For a graph \(G\), we will use \(\text{vol}(G)\) to denote twice the number of (undirected) edges in the graph. For example, for the complete graph on \(n\) vertices, \(K_n\), we have that \(\text{vol}(K_n) = n(n-1)\).

### 2. The existence of noise sensitive functions

As our definitions of noise sensitivity and noise stability coincide with the definitions given in [2], we already know that both noise stable and noise sensitive nondegenerate sequences of Boolean functions exist with respect to \((X^{(n)})_{n \geq 1}\) when \(X^{(n)}\) is a random walk on a \(n\)-dimensional Hamming cube. A natural question is if such sequences will exist in general, or if the Hamming cube is a very special case. Recall that by Remark 1.7 there are sequences of Markov chains for which no such sequences exists. In this section we will focus on the question about the existence of sequences of noise sensitive functions, and try to give criteria on the Markov chain to guarantee just that.

We begin this section by considering an example of a family of expander graphs, and give a more concrete explanation of why no noise sensitive sequences of functions can exist on these graphs.

**Example 2.1.** Fix \(k \geq 1\) and for each \(n \geq k\), let \(X^{(n)}\) be the continuous time Markov chain with state space \(\left( \binom{n}{k} \right) := \left\{ (w_1, \ldots, w_n) \in \{0,1\}^n : w_1 + \cdots + w_n = k \right\}\) which evolves as follows.

At times which are exponentially distributed with parameter 1, two indices \(i, j \in [n]\) are chosen independently at random, and the digits at these positions in the current string are switched. Equivalently, \(X^{(n)}\) is an exclusion process on the binary strings of length \(n\) and Hamming weight
For any fixed $k$, as $n \to \infty$ this Markov chain has relaxation time of order 1 (see e.g. [5]). As a consequence of this, as $\alpha \to 0$, at time $\alpha \cdot 1$ the probability is very high that none of the balls have moved at all, and thus all sequences of functions are noise stable with respect to this sequence of Markov chains.

Remark 2.2. The simplest of the models in the previous example is given by choosing $k = 1$, in which case we obtain a random walk on the complete graph on $n$ vertices.

The moral of the previous example is that if for some sequence of random walks on a sequence of graphs, the relaxation time is such that $t_{rel}^{(n)}$ is bounded from above when $n$ tends to infinity, then all functions will be noise stable, the reason being that with high probability, the random walker on the $n$th graph never moves at all between time 0 and time $\alpha t_{rel}^{(n)}$. Proposition 1.6 shows that another condition which guarantees that all functions are noise stable is that $\lambda_{\mathcal{S}^{(n-1)}}^{(n)} = O(1)$. However, as for random walks on graphs, $\lambda_{\mathcal{S}^{(n-1)}} \leq 2$, these conditions are equivalent.

In the rest this section, our goal will be to prove the following result, which shows that when with high probability, the position of the random walker at the relaxation time is not the same as the position of the random walker at time zero, there will be at least one nondegenerate sequence of functions which is noise sensitive.

Proposition 2.3. Let $(X_{\mathcal{S}}^{(n)})_{n \geq 1}$ be a sequence of reversible and irreducible continuous time Markov chains. Then if

$$\lim_{n \to \infty} \left\{ P(X_0^{(n)} = X_{rel}^{(n)}) - \sum_i \pi_n(i)^2 \right\} = 0$$

there is at least one nondegenerate sequence of functions $(f_n)_{n \geq 1}$ which is noise sensitive with respect to $(X_{\mathcal{S}}^{(n)})_{n \geq 1}$.

Remark 2.4. Note that (9) is equivalent to that

$$\lim_{n \to \infty} \left\{ \sum_{w \in \mathcal{S}^{(n)}} \pi_n(w) \cdot \left( P(X_{rel}^{(n)} = w \mid X_0^{(n)} = w) - P(X_{rel}^{(n)} = w) \right) \right\} = 0$$

i.e. (9) is a measure of how different the probability of being at $X_0^{(n)}$ at time $t_{rel}^{(n)}$ is from being in $X_0^{(n)}$ when in the stationary distribution. Also, (9) can be rewritten as

$$\lim_{n \to \infty} \left\{ \sum_{w \in \mathcal{S}^{(n)}} \text{Cov}(1_w(X_0^{(n)}), 1_w(X_{rel}^{(n)})) \right\} = 0$$

i.e. as the sum of the noise sensitivity of the indicator functions of all $w \in \mathcal{S}^{(n)}$.

Even though in general, it might be hard to check whether (9) holds, Proposition 2.3 might be useful in some special cases. It is e.g. relatively simple to show that (9) holds for graphs whose minimum degree tends to infinity, such as sequences of hypercubes. On the other hand, the following example, due to Johan Jonasson, shows that there are sequences of graphs on which (9) do not hold, even though the corresponding sequence of relaxation times is unbounded.

Example 2.5. Let $G_n$ be the graph obtained by joining $2n$ stars with $n^2$ outer vertices by adjoining all possible edges between their centers (see figure 1). This relaxation time of the random walk on this graph can be at most of the same order as the expected time until one of the edges between the centers is used, which is of order $n$. As the bottleneck ratio can be at most $1/n$, it follows that the relaxation time $t_{rel}^{(n)}$ in fact equals $n$. 

Now pick $\varepsilon > 0$ to be very small. Then with probability close to 0.5, given that the random walk started in one of the vertices of the inner complete graph, $x$, at time $\varepsilon t$, the random walk is at the same position as where it started. By a similar argument, it follows that given that the random walk started in one of the outer vertices, $y$, at time $\varepsilon t$, the probability is close to $1/2$ that the random walk is in $y$. Using this, as well as standard results for random walk on discrete graphs, it follows that (9) do not hold. However, as the mixing time of each individual star is of order one, it is relatively easy to see that any sequence of functions with $\lim_{n \to \infty} \text{Var}(E[f_n(X^{(n)}_0 \mid X^{(n)}_0) \text{ in star number } i]) = 0$ will be noise sensitive.

Figure 1. The figure above shows the graph $G_n$, which is obtained by joining $n$ stars with $n$ leaves by adding all possible edges between their centers.

We now give a proof of Proposition 2.3.

Proof of Proposition 2.3. Fix some $n \geq 1$. Let $(m_n)_{n \geq 1}$ be a sequence of integers s.t. $\lim_{n \to \infty} m_n/|S^{(n)}| \in (0, 1)$. Define $f_n$ by choosing exactly $m_n$ of the states in $S^{(n)}$ independently at random, and set $f_n$ to be one on those vertices and 0 everywhere else. Then

$$\lim_{n \to \infty} \text{Var}(f_n(w)) = \lim_{n \to \infty} m_n(|S^{(n)}| - m_n)/|S^{(n)}|^2 \in (0, 1)$$

so that any sequence $(f_n)_{n \geq 1}$ made by picking a sequence of functions in this way is nondegenerate.

Define the random variable $Y_n$ in terms of $f_n$ be

$$Y_n = \text{Cov} \left( f_n(X^{(n)}_0), f_n(X^{(n)}_{rel}) \right) = E \left[ f_n(X^{(n)}_0) f_n(X^{(n)}_{rel}) \right] - E \left[ f_n(X^{(n)}_0) \right]^2.$$

and let $v^{(n)}, w^{(n)} \in S^{(n)}$, $v^{(n)} \neq w^{(n)}$ be fixed. Then

$$\mathbb{E}[Y_n] = E \left[ f_n(X^{(n)}_0) f_n(X^{(n)}_{rel}) \mid f_n \right] - E \left[ f_n(X^{(n)}_0) \mid f_n \right]^2$$

$$= E_{f_n} \left[ f_n(X^{(n)}_0) f_n(X^{(n)}_{rel}) \mid f_n \right] - E \left[ f_n(X^{(n)}_0) \mid f_n \right]^2. \quad (12)$$
Rewriting the first of these two terms, we obtain

\[
\mathbb{E}\left[ f_n(X_0^{(n)}) f_n(X_{t_{rel}^{(n)}}^{(n)}) \mid f_n \right] = \mathbb{E}\left[ f_n(X_0^{(n)}) f_n(X_{t_{rel}^{(n)}}^{(n)}) \mid X_0^{(n)}, X_{t_{rel}^{(n)}}^{(n)} \right]
\]

\[
= \mathbb{E}\left[ f_n(X_0^{(n)}) f_n(X_{t_{rel}^{(n)}}^{(n)}) \mid X_0^{(n)} = X_{t_{rel}^{(n)}}^{(n)} \right] \cdot P(X_0^{(n)} = X_{t_{rel}^{(n)}}^{(n)})
\]

\[
+ \mathbb{E}\left[ f_n(X_0^{(n)}) f_n(X_{t_{rel}^{(n)}}^{(n)}) \mid X_0^{(n)}, X_{t_{rel}^{(n)}}^{(n)} \mid X_0^{(n)} \neq X_{t_{rel}^{(n)}}^{(n)} \right] \cdot P(X_0^{(n)} \neq X_{t_{rel}^{(n)}}^{(n)}).
\]

Here

\[
\mathbb{E}\left[ f_n(X_0^{(n)}) f_n(X_{t_{rel}^{(n)}}^{(n)}) \mid X_0^{(n)}, X_{t_{rel}^{(n)}}^{(n)} \mid X_0^{(n)} = X_{t_{rel}^{(n)}}^{(n)} \right] = \mathbb{E}\left[ f_n(X_0^{(n)})^2 \mid X_0^{(n)} = X_{t_{rel}^{(n)}}^{(n)} \right]
\]

\[
= \mathbb{E}\left[ f_n(X_0^{(n)}) \mid X_0^{(n)} = X_{t_{rel}^{(n)}}^{(n)} \right] \cdot \mathbb{E}\left[ f_n(X_0^{(n)}) \mid X_0^{(n)} = X_{t_{rel}^{(n)}}^{(n)} \right]
\]

\[
= \mathbb{E}\left[ f_n(X_0^{(n)}) \mid X_0^{(n)} \right] = m_n/|S^{(n)}|
\]

and similarly

\[
\mathbb{E}\left[ f_n(X_0^{(n)}) f_n(X_{t_{rel}^{(n)}}^{(n)}) \mid X_0^{(n)}, X_{t_{rel}^{(n)}}^{(n)} \mid X_0^{(n)} \neq X_{t_{rel}^{(n)}}^{(n)} \right] = \left( \frac{m_n}{2} \right)/\left( \frac{|S^{(n)}|}{2} \right) = \frac{m_n(m_n - 1)}{|S^{(n)}||S^{(n)}| - 1}.
\]

For the last term in (12)

\[
\mathbb{E}[f_n(X_0^{(n)}) \mid f_n] = \mathbb{E}\left[ P(f_n(X_0^{(n)}) = 1 \mid f_n) \right]^2
\]

\[
= \left( \frac{|S^{(n)}|}{m_n} \right)^{-1} \left( \frac{|S^{(n)}| - 1}{m_n - 1} \right) \sum_{i \in S^{(n)}} \pi_n(i)^2 + \left( \frac{|S^{(n)}| - 2}{m_n - 2} \right) \sum_{i,j \in S^{(n)} : i \neq j} \pi_n(i) \pi_n(j)
\]

\[
= \frac{m_n}{|S^{(n)}|} \sum_{i \in S^{(n)}} \pi_n(i)^2 + \frac{m_n(m_n - 1)}{|S^{(n)}||S^{(n)}| - 1} \sum_{i,j \in S^{(n)} : i \neq j} \pi_n(i) \pi_n(j)
\]

\[
= \frac{m_n(|S^{(n)}| - m_n)}{|S^{(n)}||S^{(n)}| - 1} \sum_{i} \pi_n(i)^2 + \frac{m_n(m_n - 1)}{|S^{(n)}||S^{(n)}| - 1} \left( \sum_{i} \pi_n(i) \right)^2
\]

\[
= \frac{m_n(|S^{(n)}| - m_n)}{|S^{(n)}||S^{(n)}| - 1} \sum_{i} \pi_n(i)^2 + \frac{m_n(m_n - 1)}{|S^{(n)}||S^{(n)}| - 1}.
\]
Summing up, we obtain
\[ E[Y_n] = \frac{m_n}{|S(n)|} \cdot P(X_0^{(n)} = X_{t_{rel}}^{(n)}) + \frac{m_n(m_n - 1)}{|S(n)|(|S(n)| - 1)} \cdot P(X_0^{(n)} \neq X_{t_{rel}}^{(n)}) \]
\[- \left( \frac{m_n(|S(n)| - m_n)}{|S(n)|(|S(n)| - 1)} \sum_i \pi(i)^2 + \frac{m_n(m_n - 1)}{|S(n)|(|S(n)| - 1)} \right) \]
\[= \frac{m_n(|S(n)| - m_n)}{|S(n)|(|S(n)| - 1)} \cdot P(X_0^{(n)} = X_{t_{rel}}^{(n)}) - \sum_i \pi(i)^2 \]
\[= \frac{|S(n)|}{|S(n)| - 1} \cdot \var(f_n) \cdot \left\{ P(X_0^{(n)} = X_{t_{rel}}^{(n)}) - \sum_i \pi(i)^2 \right\}. \]

Now for each \( n \), fix a function \( f_n^* \) defined as above for which
\[ \text{Cov} \left( f_n^*(X_0^{(n)}), f_n^*(X_{t_{rel}}^{(n)}) \right) \leq E[Y_n]. \]

Then by assumption, \( (f_n^*)_{n \geq 1} \) is noise sensitive with respect to \( (X^{(n)})_{n \geq 1} \).

\( \square \)

3. The existence of noise stable functions

In analogue with Proposition 2.3 which gives a criteria for when there exist nondegenerate sequences of Boolean functions which are noise sensitive with respect to some Markov chain \( (X^{(n)})_{n \geq 1} \), the goal of this section is to obtain criteria for when nondegenerate noise stable sequences of Boolean functions exist. In Proposition 3.1, we show that the existence of noise stable functions is tightly connected with the so called delocalization of eigenvectors which has recently been studied for random graphs and random matrices in eg. [1], [4], [6] and [10]. Proposition 3.2 then provides a condition which guarantees the existence of nondegenerate noise stable sequence of Boolean functions whenever \( (X^{(n)})_{n \geq 1} \) is a sequence of transitive, reversible and irreducible Markov chains. In particular, combining the two propositions, we obtain that eigenvectors of transition matrices of transitive Markov chains do not localize.

We now state our main results of this section.

**Proposition 3.1.** Let \( (X^{(n)})_{n \geq 1} \) be a sequence of reversible and irreducible continuous time Markov chains. Then the following two conditions are equivalent.

(A) there exists a nondegenerate sequence of Boolean functions which is noise stable with respect to \( (X^{(n)})_{n \geq 1} \)

(B) there is \( \varepsilon > 0, k > 0 \) and a sequence \( (\psi^{(n)})_{n \geq 1} \), where \( \psi^{(n)}(\cdot) \in \psi_k^{(n)} := \text{Span} \{ \psi_i^{(n)} \}_{i=1}^{\lambda_1^{(n)}}, \lambda_i^{(n)} \leq \lambda_1^{(n)} \leq \lambda_k^{(n)} \}

and \( (\psi^{(n)}, \psi^{(n)}) = 1 \), such that
\[ P_w(\psi^{(n)}(w)^2 < \varepsilon) < 1 - \varepsilon \]

for all large enough \( n \).

Although the previous proposition might seem quite technical, we get the following result as a consequence.

**Proposition 3.2.** For all sequences of transitive, reversible and irreducible continuous time Markov chains \( (X^{(n)})_{n \geq 1} \) there is at least one nondegenerate sequence of Boolean functions which is noise stable with respect to \( (X^{(n)})_{n \geq 1} \).
By a transitive Markov chain we mean a Markov chain with state space $S$ and generator $Q = (q_{ij})_{i,j \in S}$ such that there for any pair of states $i, j \in S$ is a bijective function $\varphi: S \to S$ such that $\varphi(i) = j$ and $q_{\varphi(i)\varphi(j)} = q_{ij}$. Let $\text{Aut}(X_n)$ denote the set of all such functions $\varphi$ given some Markov chain $X_n$. Note that a random walk on a vertex transitive graph is a transitive Markov chain.

We give a proof of Proposition 3.2 after proving Proposition 3.1.

Remark 3.3. From Proposition 1.6 it is clear that the existence of noise stable nondegenerate sequences of Boolean functions is equivalent to that there must exists some integer $k$ and a sequence of vectors $(\psi^{(n)})_{n \geq 1}$ with $\psi^{(n)} \in \Psi_k$, such that the distance between $\psi^{(n)}$ and $f_n - \mathbb{E}[f_n]$, for a nondegenerate sequence $(f_n)_{n \geq 1}$ of Boolean functions, is asymptotically zero. If this holds then clearly (B) must happen, so one direction of the proposition above is obvious, although we formalize this argument in Lemma 3.9. The idea of the proof in the other direction is that if a noise stable sequence of functions exists, then there should be such a sequence which arises from truncating a sequence of functions $(\psi^{(n)})_{n \geq 1}$, where $\psi^{(n)} \in \Psi_k$ for some $k \geq 1$. If this is not possible, we cannot have (B). This idea is very similar to the so called best threshold cut algorithm which sweeps through all possible truncations of an eigenvector corresponding to the first eigenvalue in order to find a good cut in a graph, used in computer science for e.g. clustering ([12]).

Remark 3.4. If for a sequence $(X^{(n)})_{n \geq 1}$ of Markov chains, $\lambda^{(n)}_{|S^{(n)}|}/\lambda^{(n)}_1 = O(1)$, then for all large enough $k$, $\text{Span}(\psi^{(n)}_0, \psi^{(n)}_k) \equiv \mathbb{R}^{|S^{(n)}|}$, which implies that (B) holds in this case. In particular, Proposition 3.1 is consistent with Remark 1.7 stating that all sequences of Boolean functions on expander families are noise stable.

Before moving on to the proof of Proposition 3.1, it should also be noted that there is in fact sequences of graphs such that no nondegenerate sequence of Boolean functions is noise stable with respect to the corresponding random walk. The next example provides such an example.

Example 3.5. Let $G_n$ be the graph obtained by attaching a complete graph on $n^2$ vertices to a complete graph on $n$ vertices by adding a single edge $(v, w)$ between a vertex $c$ in the larger graph and a vertex $w$ in the smaller graph. Consider the random walk $X^{(n)}$ on $G_n$. Let $Q^{(n)} = (Q^{(n)}_{ij})_{i,j \in V(G_n)}$ be the corresponding generator and $\pi_n$ be the corresponding stationary distribution.

![Diagram](image-url)
Write \( K_n \) and \( K_{n^2} \) for the two subgraphs. Then
\[
\begin{align*}
\text{vol}(G_n) &= n^2(n^2 - 1) + n(n-1) + 2 \\
\pi_n(K_n) &= (n \cdot (n-1) + 1)/\text{vol}(G_n) \\
\pi_n(K_{n^2}) &= (n^2 \cdot (n^2 - 1) + 1)/\text{vol}(G_n) \\
\pi_n(v) &= n^2/\text{vol}(G_n) \\
\pi_n(w) &= n/\text{vol}(G_n) \\
q^{(n)}_{uw} &= 1/n^2 \\
q^{(n)}_{ww} &= 1/n
\end{align*}
\]
Define a function \( f_n(u) \) for \( u \in V(G_n) \) by setting
\[
f_n(u) = \begin{cases} 
1 & \text{when } u \in K_{n^2} \\
-\pi_n(K_{n^2})/\pi_n(K_n) & \text{when } u \in K_n
\end{cases}
\]
Then \( \mathbb{E}[f_n(u)] = 0 \), and clearly \( f_n \not\equiv 0 \). Using (2), we obtain
\[
\lambda_1^{(n)} = \min_{f : \mathbb{E}[f] = 0, f \neq 0} \frac{1}{2} \cdot \sum_{u_1, u_2 \in V(G_n)} |f(u_1) - f(u_2)|^2 \pi_n(u_1) q^{(n)}_{u_1 u_2} / \langle f, f \rangle
\]
\[
\leq \frac{1}{2} \cdot \sum_{u_1, u_2 \in V(G_n)} |f_n(u_1) - f_n(u_2)|^2 \pi_n(u_1) q^{(n)}_{u_1 u_2} / \langle f_n, f_n \rangle
\]
\[
= \frac{1}{2} \cdot \left(1 + \frac{\pi_n(K_{n^2})}{\pi_n(K_n)}\right)^2 \cdot \left(\pi_n(v) q^{(n)}_{vw} + \pi_n(w) q^{(n)}_{ww}\right) / \pi_n(K_{n^2}) \cdot 1^2 + \pi_n(K_n) \cdot \left(\frac{\pi_n(K_{n^2})}{\pi_n(K_n)}\right)^2
\]
Using that random walks are reversible, and simplifying, we obtain
\[
\lambda_1^{(n)} \leq \frac{1}{2} \cdot \left(1 + \frac{\pi_n(K_{n^2})}{\pi_n(K_n)}\right)^2 \cdot \left(\pi_n(v) q^{(n)}_{vw} + \pi_n(w) q^{(n)}_{ww}\right)
\]
\[
= \frac{1 + \pi_n(K_{n^2})}{\pi_n(K_n)} \cdot 1^2 + \pi_n(K_n) \cdot \left(\frac{\pi_n(K_{n^2})}{\pi_n(K_n)}\right)^2
\]
\[
= \frac{\pi_n(K_n) + \pi_n(K_{n^2})}{\pi_n(K_n) \cdot \pi_n(K_{n^2})} \cdot \pi_n(v) q^{(n)}_{vw}
\]
\[
= \frac{1}{\pi_n(K_{n^2})} \cdot \frac{1}{\pi_n(K_n) \cdot \pi_n(K_{n^2})} \leq \frac{1}{n^2}.
\]
As \( \pi_n(K_n) \to 0 \), no nondegenerate sequence of Boolean functions with domains \((V(G_n))_{n \geq 1}\) can be noise stable with respect to \((X^{(n)})_{n \geq 1}\) due to its values on \((K_n)_{n \geq 1}\). As the mixing time of \( K_{n^2} \) is of order \( n \), while the calculations above show that the relaxation time of \( G_n \) is of order \( n^2 \), this implies that all nondegenerate sequences of Boolean functions are noise sensitive with respect to \((X^{(n)})_{n \geq 1}\).

Not much is known about neither the eigenvectors of transition matrices of Markov chains in general, nor of the eigenvectors of transition matrices of random walks on graphs in particular. However, in recent years, conditions similar to (B) have been studied for random graphs. To simplify the notation, consider first the following definition, used in [6] and [10].
Definition 3.6. Let $T$ be a subset of $\{1, 2, \ldots, n\}$ of size $L$ and let $\delta > 0$ be a fixed number. A vector $\psi \in \mathbb{R}^n$ exhibits $(T, \delta)$-localization if
\[ \|\psi(1)I_{\{T\}}\|_2^2 \geq (1 - \delta)\|\psi\|_2^2. \]
A vector $\psi$ is said to be $(L, \delta)$-localized is there is some set $T \subset \{1, 2, \ldots, n\}$ with $\|1_T\|_2^2 \leq L$ such that $\psi$ is $(T, \delta)$-localized.

Note that the definition above is dependent of the chosen basis. If we let $\| \cdot \|_2^2 = \langle \cdot, \cdot \rangle$ and note that the opposite of $(B)$ is given by
\[ (\neg B) \text{ for each } k > 0 \text{ and } \varepsilon > 0 \text{ there is arbitrarily large } n \text{ such that} \]
\[ P(\psi^{(n)}(\varepsilon)^2 < \varepsilon) \geq 1 - \varepsilon \]
for all $\psi^{(n)} \in \psi_k^{(n)}$ with $\langle \psi^{(n)}, \psi^{(n)} \rangle = 1$.

It is now easy to show that $(\neg B)$ is equivalent to
\[ (\neg B) \text{ for each } k > 0 \text{ and } \varepsilon > 0 \text{ there is arbitrarily large } n \text{ such that all } \psi^{(n)} \in \psi_k^{(n)} \text{ is } (\varepsilon n, \varepsilon)-localized. \]

For the usual $L_2$-norm on $\mathbb{R}^n$, which agrees with $\langle \cdot, \cdot \rangle$ only for Markov chains with uniform stationary distribution $\pi$, the following is known.

Corollary 3.2 in [4]. For every $p > 0$ there is $\delta = \delta(p) > 0$ and $\varepsilon(p) \in (0, 0.5)$ such that for almost all $G \sim G(n, p)$, no eigenvector of the adjacency matrix except $\psi_0$ is $(\varepsilon n, \delta)$-localized.

Theorem 3 in [6]. Fix $\delta > 0$. Let $d_n = (\log n)^{\gamma}$ for some $\gamma > 0$ and let $T_n$ be a deterministic sequence of sets of size
\[ L_n = o(2/(\exp(d_n^{-\alpha}) - \exp(-d_n^{-\alpha}))) \]
where $\alpha \in (0, \min(1, 1/\gamma)]$. Then if $A_n$ is the adjacency matrix of a random regular graph with valency $d_n$, then
\[ P(\text{no eigenvector of } A_n \text{ is } (T_n, \delta)\text{-localized}) \geq 1 - o(1/d_n). \]

Theorem 7.1 in [10]. Let $H$ be an $n \times n$ Hermitean random matrix from a Wigner ensemble satisfying two technical conditions (see [10]). Suppose that $L \in [n]$ and $\eta > 0$ are chosen such that $\eta$ and $\nu := L/n$ is sufficiently small. Then there is a constant $c > 0$ which do not depend on $n$ such that
\[ P(\text{no eigenvector of } H \text{ is } (L, \eta)\text{-localized}) \geq 1 - e^{-cn}. \]

Note that none of the results above is exactly what we need. The first and third results are both of the type we need. However, in the first case, the result is for eigenvectors of the adjacency matrix instead of for the generator and in addition, the norm is wrong. In the third case, the result is not for transition matrices of Markov chains at all, but is of the correct type. In the second case, the eigenvectors are eigenvectors for the generator as well as the random graphs are regular, and for the same reason the norm is correct as well. However, there are two other problems with this result. Firstly, we need a result for all sequences of sets and not for a beforehand chosen sequence. More problematic for us however, is that the measure of the sets $T_n$ will tend to zero.

Given what is currently known however, there seems to be nothing preventing that $(B)$ would hold for a large family of Markov chains, and further results in this direction would be interesting in the light of Proposition 3.1.

We will now give a proof of Proposition 3.1 through a sequence of lemmas. The first of these lemmas is particularly interesting since it provides means by which one can validate that a sequence of truncated real-valued functions is noise stable.
Lemma 3.7. Let \((X^{(n)})_{n \geq 1}\) be a sequence of reversible and irreducible continuous time Markov chains, and let \(g(\varepsilon)\) be a real valued function such that \(\varepsilon / g(\varepsilon)^2 \to 0\) as \(\varepsilon \to 0\). Suppose that there is \(k > 0\), \(\delta > 0\), a sequence \((\psi^{(n)})_{n \geq 1}\) where \(\psi^{(n)} \in \Psi_k^{(n)}\) and \(\langle \psi^{(n)}, \psi^{(n)} \rangle = 1\), and a sequence \((c_n)_{n \geq 1}\) such that for all \(n \geq 1\),

(i) \(P(\psi^{(n)}(w) \geq c_n) > \delta\)

(ii) \(P(\psi^{(n)}(w) < c_n) > \delta\)

(iii) \(\lim_{\varepsilon \to 0} \sup_n P(\psi^{(n)}(w) \in [c_n - g(\varepsilon), c_n + g(\varepsilon)]) = 0\)

Then the sequence \((1_{\psi^{(n)} \geq c_n})_{n \geq 1}\) is nondegenerate and noise stable with respect to \((X^{(n)})_{n \geq 1}\).

Proof. Note first that for all functions \(f\) with range \([0, 1]\),

\[
P(f(X_0) \neq f(X_t)) = \mathbb{E} \left[ (f(X_0) - f(X_t))^2 \right] = 2 \sum_{i=1}^{\left| S^{(n)} \right|-1} (1 - e^{-\lambda_i t}) \tilde{f}(i)^2
\]

where the last equality, by the proof of Proposition 1.4 in fact holds for all real valued functions with the same domain as \(f\).

Set \(J_n(\varepsilon) = [c_n - g(\varepsilon), c_n + g(\varepsilon)]\) and \(f_n = 1_{\psi^{(n)} \geq c_n}\). Then \((f_n)_{n \geq 1}\) is nondegenerate by (i) and (ii).

To show that \((f_n)_{n \geq 1}\) will be noise stable with respect to \((X^{(n)})_{n \geq 1}\), note that

\[
P(f_n(X^{(n)}_0) \neq f_n(X^{(n)}_{ct_{rel}})) = \mathbb{E} \left[ (f_n(X^{(n)}_0) - f_n(X^{(n)}_{ct_{rel}}))^2 \right] \leq P(\psi^{(n)}(X^{(n)}_0) \in J_n(\varepsilon)) + \mathbb{E} \left[ (\psi^{(n)}(X^{(n)}_0) - \psi^{(n)}(X^{(n)}_{ct_{rel}}))^2 \right] \]

\[
\leq P(\psi^{(n)}(X^{(n)}_0) \in J_n(\varepsilon)) + \frac{1}{g(\varepsilon)^2} \mathbb{E} \left[ (\psi^{(n)}(X^{(n)}_0) - \psi^{(n)}(X^{(n)}_{ct_{rel}}))^2 \right]
\]

\[
\leq P(\psi^{(n)}(X^{(n)}_0) \in J_n(\varepsilon)) + \frac{2 \sum_i (1 - e^{-c_k t_{rel}}) \hat{\psi}^{(n)}(i)^2}{g(\varepsilon)^2} \mathbb{E} \left[ (\psi^{(n)}(X^{(n)}_0) - \psi^{(n)}(X^{(n)}_{ct_{rel}}))^2 \right]
\]

\[
\leq P(\psi^{(n)}(X^{(n)}_0) \in J_n(\varepsilon)) + \frac{2(1 - e^{-c_k}) \sum_i \hat{\psi}^{(n)}(i)^2}{g(\varepsilon)^2} \mathbb{E} \left[ (\psi^{(n)}(X^{(n)}_0) - \psi^{(n)}(X^{(n)}_{ct_{rel}}))^2 \right]
\]

\[
= P(\psi^{(n)}(X^{(n)}_0) \in J_n(\varepsilon)) + \frac{2e_k}{g(\varepsilon)^2} \mathbb{E} \left[ (\psi^{(n)}(X^{(n)}_0) - \psi^{(n)}(X^{(n)}_{ct_{rel}}))^2 \right]
\]

Using (iii), we obtain

\[
\lim_{\varepsilon \to 0} \sup_n P(f_n(X^{(n)}_0) \neq f_n(X^{(n)}_{ct_{rel}})) = \lim_{\varepsilon \to 0} \sup_n \left\{ P(\psi^{(n)}(w) \in J_n(\varepsilon)) + \frac{2e_k}{g(\varepsilon)^2} P(\psi^{(n)}(X^{(n)}_0) \in J_n(\varepsilon)) \right\} = 0
\]

i.e. \((f_n)_{n \geq 1}\) is noise stable with respect to \((X^{(n)})_{n \geq 1}\).

\[
\square
\]

Lemma 3.8. Let \((X^{(n)})_{n \geq 1}\) be a sequence of reversible and irreducible continuous time Markov chains. Then either
(C) there is $k \geq 1$, a sequence $(c_n)_{n \geq 1}$ and a sequence $(\psi^{(n)})_{n \geq 1}$, where $\psi^{(n)} \in \Psi^{(n)}$ such that $(1_{\psi^{(n)}}(w) > c_n)_{n \geq 1}$ is nondegenerate and noise stable with respect to $(X^{(n)})_{n \geq 1}$, or

(\neg B) for each $k > 0$ and $\varepsilon > 0$ there is arbitrarily large $n$ such that

\[ P(\psi^{(n)}(w)^2 < \varepsilon) \geq 1 - \varepsilon \]

for all $\psi^{(n)} \in \Psi^{(n)}$ with $\langle \psi^{(n)}, \psi^{(n)} \rangle = 1$.

Note in particular that this entails that $(B) \Rightarrow (C) \Rightarrow (A)$.

Proof. For each $\delta > 0$, $n \geq 1$, $k > 0$ and $\psi^{(n)} \in \Psi^{(n)}$, define

\[ c_\delta(\psi^{(n)}) = \sup\{c \in \mathbb{R} : P(\psi^{(n)}(w) \leq c) < \delta\} \]

and

\[ c_{1-\delta}(\psi^{(n)}) = \inf\{c \in \mathbb{R} : P(\psi^{(n)}(w) \geq c) < \delta\}. \]

and set $I_\delta(\psi^{(n)}) = [c_\delta(\psi^{(n)}), c_{1-\delta}(\psi^{(n)})]$. Note in particular that this implies that

\[ P(\psi^{(n)}(w) \in I_\delta(\psi^{(n)})) \geq 1 - 2\delta. \]

Suppose that (C) does not hold. Then the assumptions of Lemma 3.7 cannot be satisfied, and in particular, for all $k > 0$ and $\delta > 0$, there is $\alpha = \alpha(k, \delta) > 0$ such that

\[ \limsup_{\epsilon' \to 0} \sup_{n} \inf_{\epsilon \in I_\delta(\psi^{(n)})} P(\psi^{(n)}(w) \in [c - \sqrt{\epsilon'}, c + \sqrt{\epsilon'}]) \geq \alpha \]

for all $(\psi^{(n)})_{n \geq 1}$ with $\psi^{(n)} \in \Psi^{(n)}$ and $\langle \psi^{(n)}, \psi^{(n)} \rangle = 1$.

By Lemma 3.7 this implies that for any $\epsilon' > 0$ there is $n(\epsilon', \delta) > 0$ such that

\[ \inf_{\epsilon \in I_\delta(\psi^{(n(\epsilon', \delta))})} P(\psi^{(n(\epsilon', \delta))}(w) \in [c - \sqrt{\epsilon'}, c + \sqrt{\epsilon'}]) \geq \alpha/2 \]

for all $\psi^{(n(\epsilon', \delta))} \in \Psi^{(n(\epsilon', \delta))}$. This in turn implies that for any $\psi^{(n(\epsilon', \delta))} \in \Psi^{(n(\epsilon', \delta))}$ and for all $c \in I_\delta(\psi^{(n(\epsilon', \delta))})$

\[ P(\psi^{(n(\epsilon', \delta))}(w) \in [c - \sqrt{\epsilon'}, c + \sqrt{\epsilon'}]) \geq \alpha/2. \]

As the length of $I_\delta(\psi^{(n(\epsilon', \delta))})$ is $c_{1-\delta}(\psi^{(n(\epsilon', \delta))}) - c_\delta(\psi^{(n(\epsilon', \delta))})$ and any interval of length $2\sqrt{\epsilon'}$ with midpoint contained in $I_\delta(\psi^{(n(\epsilon', \delta))})$ has measure at least $\alpha/2$ by (15) we obtain

\[ 1 \geq P(\psi^{(n(\epsilon', \delta))}(w) \in I_\delta(\psi^{(n(\epsilon', \delta))})) \geq \frac{c_{1-\delta}(\psi^{(n(\epsilon', \delta))}) - c_\delta(\psi^{(n(\epsilon', \delta))})}{2\sqrt{\epsilon'}} \geq \frac{\alpha}{2} = \frac{|I_\delta(\psi^{(n(\epsilon', \delta))})|}{\sqrt{\epsilon'}} \geq \frac{\alpha}{4} \]

or equivalently, that

\[ |I_\delta(\psi^{(n(\epsilon', \delta))})| \leq \frac{4}{\alpha} \cdot \sqrt{\epsilon'}. \]

Now recall that we need to show that (\neg B) holds, i.e. that there for any $k > 0$ and $\varepsilon > 0$ is arbitrarily large $n$ such that $P(\psi^{(n)}(w)^2 < \varepsilon) \geq 1 - \varepsilon$ for all $\psi^{(n)} \in \Psi^{(n)}$ with $\langle \psi^{(n)}, \psi^{(n)} \rangle = 1$.

To this end, fix $k > 0$ and $\varepsilon > 0$ and pick a sequence $(\delta_j)_{j \geq 1}$ such that $2\delta_j/(1 - 2\delta_j)^2 < \varepsilon/2$ for all $j \geq 1$, and $\lim_{j \to \infty} \delta_j = 0$. Then by (15),

\[ P(\psi^{(n)}(w) \in I_{\delta_j}(\psi^{(n)})) \geq 1 - 2\delta_j > 1 - \varepsilon/2 > 1 - \varepsilon \]

for all $n \geq 1$ and all sequences $(\psi^{(n)})_{n \geq 1}$ with $\psi^{(n)} \in \Psi^{(n)}$.

Pick $\epsilon'(j)$ such that $\frac{4}{\alpha(k, \delta_j)} \cdot \sqrt{\epsilon'(j)} \leq \varepsilon/2$. By the derivations above, we can find $n(\epsilon'(\delta_j), \delta_j)$ such that

\[ |I_{\delta_j}(\psi^{(n(\epsilon'(\delta_j), \delta_j))})| \leq \frac{4}{\alpha(k, \delta_j)} \cdot \sqrt{\epsilon'(\delta_j)} = \varepsilon/2 \]
for all \( \psi(n'(\delta_j), \delta_j)) \in \Psi_k^{(n'(\delta_j), \delta_j))}.

By applying Lemma A.2 to the sets

\[ A_j = \{ w \in S^{(n'(\delta_j), \delta_j))} : \psi((n'(\delta_j), \delta_j)) (w) \in I_{\delta_j} (\psi((n'(\delta_j), \delta_j))) \} \]

we get

\[ \mathbb{E}[\psi(n'(\delta_j), \delta_j)) (w) | \psi(n'(\delta_j), \delta_j)) (w) \in I_n(\psi(\delta_j), \delta_j)]^2 \leq \frac{2\delta_j}{(1 - 2\delta_j)^2} \leq \varepsilon/2. \]

Combining this with (19), we obtain

\[ I_{\delta_j} (\psi((n'(\delta_j), \delta_j))) \subseteq [-\varepsilon/2, -\varepsilon/2] = [-\varepsilon, \varepsilon]. \]

Summing up, we have that

\[ P(\psi(n'(\delta_j), \delta_j)) (w)^2 < \varepsilon) \geq P(|\psi(n'(\delta_j), \delta_j)) (w) | \psi(n(\delta_j)) (w) \in I_\delta (\psi(n)) \cdot P(\psi(\delta_j), \delta_j)) (w) \in I_\delta (\psi(n))) \]

\[ \geq 1 - (1 - 2\delta) \]

\[ \geq 1 - \varepsilon \]

for all sequences (\( \psi(n'(\delta_j), \delta_j)) \geq 1 \) with \( \psi(n'(\delta_j), \delta_j)) \in \Psi_k^{(n'(\delta_j), \delta_j))}.

The only thing which remains to do to finish the proof is to show that \( n(\Delta_j, \delta_j) \) can be chosen arbitrarily large. To do this, it is enough to show that

\[ \lim_{j \to \infty} n(\Delta_j, \delta_j) = \infty. \]

To see this, note that if \( \delta < \min_{w \in S(n)} \pi_n (w) \), then \( \psi(n) \in I_\delta \) for all \( w \in S(n) \), which implies that \( |I_\delta| > 0 \) as \( \langle \psi(n), \psi(n) \rangle = 1 \) and \( \mathbb{E}[\psi(n)] = 0. \) This contradicts that \( |I_\delta| < \frac{1}{\alpha} \cdot \sqrt{\varepsilon} < \frac{\varepsilon}{2} \). As \( \lim_{j \to \infty} \delta_j = 0 \) by assumption, this shows that

\[ n(\Delta_j, \delta_j) \geq \inf \{ n \geq 1 : \delta \geq \min_{w \in S(n)} \pi_n (w) \}. \]

This completes the proof.

\[ \square \]

**Lemma 3.9.** Let \( (X(n))_{n \geq 1} \) be a sequence of reversible and irreducible continuous time Markov chains. Then if \( (f_n)_{n \geq 1} \) is a sequence of nondegenerate Boolean functions, both \( (A) \) and \( (\neg B) \) cannot hold. In particular \( (A) \Rightarrow (B) \).

**Proof.** Suppose that \( (f_n)_{n \geq 1} \) is a nondegenerate sequence of Boolean functions which is noise stable with respect to \( (X(n))_{n \geq 1} \). As \( (f_n)_{n \geq 1} \) is nondegenerate and Boolean, there is \( \delta > 0 \) such that

\[ \delta < \text{Var}(f_n) = \mathbb{E}[f_n^2] - \mathbb{E}[f_n]^2 = \mathbb{E}[f_n] - \mathbb{E}[f_n]^2 = \mathbb{E}[f_n] \cdot (1 - \mathbb{E}[f_n]) \]

for all \( n \geq 1 \). Rewriting this, we obtain

\[ \left| \mathbb{E}[f_n] - \frac{1}{2} \right| < \sqrt{\frac{1}{4} - \delta} \]

which in particular implies that

\[ \min \{ |\mathbb{E}[f_n] - 0|, |\mathbb{E}[f_n] - 1| \} > \frac{1}{2} - \sqrt{\frac{1}{4} - \delta} \]

for all \( n \geq 1 \).
As \((f_n)_{n \geq 1}\) is noise stable with respect to \((X^{(n)})_{n \geq 1}\), by Proposition \([1.6]\) for all \(\alpha > 0\) there is \(k > 0\) such that
\[
\sum_{i: \lambda_i > k\lambda_1} \hat{f}_n(i)^2 < \alpha
\]
for all \(n \geq 1\). Fix such a \(k\). For a function \(f: S^{(n)} \to \mathbb{R}\), let \(P_k f := \sum_{i \geq 1: \lambda_i < k\lambda_1} \hat{f}(i) \psi^{(n)}_i\) and let \(P_{k,0} f := \sum_{i \geq 0: \lambda_i < k\lambda_1} \hat{f}(i) \psi^{(n)}_i\). If \((\sim B)\) holds, then for all \(\varepsilon > 0\) there is arbitrarily large \(n \geq 1\) such that for all \(\psi^{(n)} \in \Psi^{(n)}_k\) with \(\langle \psi^{(n)}, \psi^{(n)} \rangle = 1\),
\[
P(\psi^{(n)}(w)^2 < \varepsilon) \geq 1 - \varepsilon.
\]
In particular
\[
P(P_{k} f_n(w)^2 < \varepsilon) \geq P(P_{k} f_n(w)^2 < \varepsilon(P_{k} f_n, P_{k} f_n)) \geq 1 - \varepsilon.
\]
Using \((20)\) we now obtain
\[
\sum_{i: \lambda_i > k\lambda_1} \hat{f}_n(i)^2 = \langle f_n - P_{k,0} f_n, f_n - P_{k,0} f_n \rangle
\]
\[
= \mathbb{E}[(f_n - P_{k,0} f_n)^2]
\]
\[
\geq P(P_{k} f_n(w)^2 < \varepsilon) \cdot \mathbb{E}[(f_n - P_{k,0} f_n)^2 \mid P_{k} f_n(w)^2 < \varepsilon]
\]
\[
\geq (1 - \varepsilon)^{1/2} \sqrt{1 - \varepsilon}.
\]
If \(\alpha \) and \(\varepsilon\) are both chosen small enough, this contradicts \((21)\). This finishes the proof.

**Proof of Proposition \([3.4]\)** Note first that it is trivial that \((C) \Rightarrow (A)\). By Lemma \([3.9]\) \((A)\) implies \((B)\). By Lemma \([3.8]\) \((\neg C) \Rightarrow \neg (B)\), in turn implying that \((B) \Rightarrow (C)\). Combining these results, we obtain \((A) \Rightarrow (B) \Rightarrow C \Rightarrow A\), implying that \((A) \Leftrightarrow (B)\) which is the desired conclusion.

We now proceed to the proof of Proposition \([3.2]\).

**Proof of Proposition \([3.2]\)** We will prove something stronger than what is required to be able to conclude the proposition, namely that there is \(\varepsilon > 0\) and a sequence \((\psi^{(n)})_{n \geq 1}\), where \(\psi^{(n)} \in \Psi^{(n)}_1\) and \(\langle \psi^{(n)}, \psi^{(n)} \rangle = 1\) for each \(n\), such that
\[
P_w(\psi^{(n)}(w)^2 < \varepsilon) < 1 - \varepsilon
\]
for all large enough \(n\).

Assume for contradiction that this is not true, i.e. assume that for any \(\varepsilon > 0\) there is a subsequence \((n^{(\varepsilon)}_k)_{k \geq 1}\), such that
\[
P_w(\psi^{(n^{(\varepsilon)}_k)}(w)^2 < \varepsilon) \geq 1 - \varepsilon
\]
for all sequences \((\psi^{(n^{(\varepsilon)}_k)})_{k \geq 1}\) with \(\psi^{(n^{(\varepsilon)}_k)} \in \Psi^{(n^{(\varepsilon)}_k)}_1\). We can without loss of generality assume that
\[
\{n^{(\varepsilon)}_k\}_{k \geq 1} \subseteq \{n^{(\varepsilon')}_k\}_{k \geq 1}
\]
whenever \(\varepsilon < \varepsilon'\). To make the notation less cumbersome, we will write \(n_k\) instead of \(n^{(\varepsilon)}_k\) whenever the dependency on \(\varepsilon\) is clear.

Set \(m^{(n_k)} := \dim \Psi^{(n_k)}_1\) and let \(\chi^{(n_k)}_1, \ldots, \chi^{(n_k)}_{m^{(n_k)}}\) be an orthonormal basis for \(\Psi^{(n_k)}_1\). Define
\[
\phi^{(n_k)}_1[\theta] = \chi^{(n_k)}_1 \sin \theta + \chi^{(n_k)}_2 \cos \theta.
\]
and inductively for $j = 2, 3, \ldots, m^{(n_k)}$,
\[
\phi_j^{(n_k)}[\theta_1, \theta_2, \ldots, \theta_j] = \phi_{j-1}^{(n_k)}[\theta_1, \ldots, \theta_j] \sin \theta_j + \chi_{j+1}^{(n_k)} \cos \theta_j.
\]

Then all vectors $\psi \in \Psi_1^{(n_k)}$ of length one can be written as
\[
\psi[\theta_1, \ldots, \theta_{m^{(n_k)}-1}] := \phi_{m^{(n_k)}}^{(n_k)}[\theta_1, \ldots, \theta_{m^{(n_k)}-1}]
\]
for some tuple $(\theta_1, \ldots, \theta_{m^{(n_k)}-1}) \in [0, \pi] \times [0, \pi/2]^{m^{(n_k)}-2}$. Note that $\psi$ is the parametric description of a $m^{(n_k)}$-dimensional sphere in $\mathbb{R}^{|S^{(n_k)}|}$. Let $\mu^{(n_k)}$ be its surface measure.

Define
\[
\Theta_w^{(n_k)}(\varepsilon) = \left\{ (\theta_1, \ldots, \theta_{m^{(n_k)}-1}) \in [0, \pi] \times [0, \pi/2]^{m^{(n_k)}-2} : \phi_{m^{(n_k)}}^{(n_k)}[\theta_1, \ldots, \theta_{m^{(n_k)}-1}](w)^2 < \varepsilon \right\}
\]

(22) is then equivalent to that
\[
P\left( \{ w : (\theta_1, \ldots, \theta_{m^{(n_k)}-1}) \in \Theta_w^{(n_k)}(\varepsilon) \} \right) \geq 1 - \varepsilon
\]
for each tuple $(\theta_1, \ldots, \theta_{m^{(n_k)}-1})$. By (22), each $\psi \in \Psi_1^{(n_k)} \cap S^{(n_k)}$ corresponds to a tuple $(\theta_1, \ldots, \theta_{m^{(n_k)}-1})$ which lies in $\Theta_w^{(n_k)}(\varepsilon)$ for at least $(1 - \varepsilon)|S^{(n_k)}|$ different $w \in S^{(n_k)}$. In terms of probabilities, this means that
\[
P\left( \{ w : (\theta_1, \ldots, \theta_{m^{(n_k)}-1}) \in \Theta_w^{(n_k)}(\varepsilon) \} \right) \geq 1 - \varepsilon
\]
for each tuple $(\theta_1, \ldots, \theta_{m^{(n_k)}-1})$. As this holds for all such tuples, we obtain that
\[
P \times \mu^{(n_k)}\left( \{ w : (\theta_1, \ldots, \theta_{m^{(n_k)}-1}) \in \Theta_w^{(n_k)}(\varepsilon) \} \right) \geq 1 - \varepsilon
\]
As $P$ a finite probability measure with is uniform on $S^{(n_m)}$, there must be at least one $w \in S^{(n_k)}$ such that $\mu^{(n_k)}(\Theta_w^{(n_k)}(\varepsilon)) \geq 1 - \varepsilon$. Fix such an element $w \in S^{(n_k)}$.

As $\mu^{(n_k)}$ is a surface measure, it is invariant of the choice of basis. In particular, we can assume that the basis is chosen in such a way that
\[
\chi_1^{(n_k)}(w) = \cdots = \chi_{m^{(n_k)}-2}(w) = 0.
\]
Then $\mu(\Theta_w^{(n_k)}(\varepsilon))$ can be rewritten as
\[
\mu^{(n_k)}(\Theta_w^{(n_k)}(\varepsilon)) = \mu^{(n_k)} \left( \left\{ (\theta_1, \ldots, \theta_{m^{(n_k)}-1}) : \phi_{m^{(n_k)}}^{(n_k)}[\theta_1, \ldots, \theta_{m^{(n_k)}-1}](w)^2 < \varepsilon \right\} \right)
\]
\[
= \mu^{(n_k)} \left( \left\{ (\theta_1, \ldots, \theta_{m^{(n_k)}-1}) : \chi_{m^{(n_k)}}^{(n_k)}(w)^2 \cos^2(\theta_{m^{(n_k)}-1}) < \varepsilon \right\} \right)
\]
\[
= \mu^{(n_k)} \left( \left\{ (\theta_1, \ldots, \theta_{m^{(n_k)}-1}) : \cos^2(\theta_{m^{(n_k)}-1}) < \varepsilon \chi_{m^{(n_k)}}^{(n_k)}(w)^2 \right\} \right)
\]
\[
= \mu^{(n_k)} \left( \left\{ (\theta_1, \ldots, \theta_{m^{(n_k)}-1}) : \cos^2(\theta_{m^{(n_k)}-1}) < \varepsilon M^{(n_k)}_w \right\} \right)
\]
where $M^{(n_k)}_w = \sup_{\theta_1, \ldots, \theta_{m^{(n_k)}-1}} \phi_{m^{(n_k)}}^{(n_k)}[\theta_1, \ldots, \theta_{m^{(n_k)}-1}]^2$.

Since the surface element of a $m^{(n_k)}$-dimensional sphere is given by
\[
\sin(\theta_2) \sin^2(\theta_3) \cdots \sin^{m^{(n_k)}-2}(\theta_{m^{(n_k)}-1}) d\theta_1 d\theta_2 \cdots d\theta_{m^{(n_k)}-1}
\]
we have that
\[
\mu(\Theta_w^{(n_k)}(\varepsilon)) = \frac{\int_{\pi/2}^{\pi/2} \sqrt{\varepsilon M^{(n_k)}_w} \sin^{m^{(n_k)}-2}(\theta_{m^{(n_k)}-1}) d\theta_{m^{(n_k)}-1}}{\int_0^{\pi/2} \sin^{m^{(n_k)}-2}(\theta_{m^{(n_k)}-1}) d\theta_{m^{(n_k)}-1}}.
\]
To be able to give bounds on this integral, note first that
\[
\arccos \sqrt{\frac{\varepsilon}{M^{(n_k)}_w}} = \frac{\pi}{2} - \sqrt{\frac{\varepsilon}{M^{(n_k)}_w} + O \left( \left( \sqrt{\frac{\varepsilon}{M^{(n_k)}_w}} \right)^3 \right)}.
\]
This implies that
\[
\mu^{(n_k)} (\Theta^{(n_k)}_w (\varepsilon)) = \frac{\int_0^{\sqrt{\varepsilon/M^{(n_k)}_w} + O(\varepsilon/M^{(n_k)}_w)^{3/2}} \cos^{(n_k)} - 2 (\theta) \, d\theta}{\int_0^{\pi/2} \cos^{(n_k)} - 2 (\theta) \, d\theta}.
\]
For any \( a \in (0, 1) \),
\[
\cos^{(n_k)} - 2 \theta = \arccos a^{1/(m^{(n_k)}) - 2}
\]
\[
= \sqrt{2(1 - a^{1/(m^{(n_k)}) - 2}) + O((1 - a^{1/(m - 2)})^{3/2})}
\]
\[
= \sqrt{-2 \log a \over m^{(n_k)} - 2} + O \left( \log a \over m^{(n_k)} - 2 \right) + O((1 - a^{1/(m - 2)})^{3/2})
\]
\[
= \sqrt{-2 \log a \over m^{(n_k)} - 2} + O \left( \log a \over m^{(n_k)} - 2 \right).
\]
Using Lemma \( \Lambda.3 \) we obtain
\[
\frac{\int_0^{\frac{\pi}{2}} \sqrt{-2 \log a \over m^{(n_k)} - 2} + O(\log a \over m^{(n_k)} - 2) \cos^{(n_k)} - 2 (\theta) \, d\theta}{\int_0^{\pi/2} \cos^{(n_k)} - 2 (\theta) \, d\theta} \leq \frac{1}{1 + a}.
\]
Since \( (X^{(n)})_{n \geq 1} \) is transitive, Lemma \( \Lambda.4 \) implies that \( M^{(n_k)}_w = \dim \Psi^{(n_k)} = m^{(n_k)} \). In particular, this implies that if we choose \( a = \exp(-4\varepsilon) \), then
\[
\mu^{(n_k)} (\Theta^{(n_k)}_w (\varepsilon)) = \frac{\int_0^{\sqrt{\varepsilon/M^{(n_k)}_w} + O(\varepsilon/M^{(n_k)}_w)^{3/2}} \cos^{(n_k)} - 2 (\theta) \, d\theta}{\int_0^{\pi/2} \cos^{(n_k)} - 2 (\theta) \, d\theta}
\]
\[
= \frac{\int_0^{\sqrt{\varepsilon/m^{(n_k)}_w} + O(\varepsilon/m^{(n_k)}_w)^{3/2}} \cos^{(n_k)} - 2 (\theta) \, d\theta}{\int_0^{\pi/2} \cos^{(n_k)} - 2 (\theta) \, d\theta}
\]
\[
\leq \frac{\frac{\pi}{2} \sqrt{-2 \log a \over m^{(n_k)} - 2} + O(\log a \over m^{(n_k)} - 2) \cos^{(n_k)} - 2 (\theta) \, d\theta}{\int_0^{\pi/2} \cos^{(n_k)} - 2 (\theta) \, d\theta}
\]
\[
\leq \frac{1}{1 + \exp(-4\varepsilon)}
\]
whenever \( \varepsilon \) is small enough. In particular, if \( \varepsilon \) is small enough, then we cannot have that
\[
\mu (\Theta^{(n_k)}_w (\varepsilon)) \geq 1 - \varepsilon
\]
for any \( k \geq 1 \). This completes the proof.

\[ \square \]

4. Noise stability and the bottleneck ratio

Although Proposition 3.2 tells us that for a relatively large family of sequences of Markov chains \( (X_n)_{n \geq 1} \), there is at least one nondegenerate sequence of Boolean functions which is noise stable with respect to \( (X_n)_{n \geq 1} \), it does not tell us how to find such a sequence. Lemma 3.7 provides us with means to do so, but it contains many parameters and does not connect to other
well known definitions for graphs. We will end this paper by giving a result for reversible and irreducible continuous time Markov chains whose bottleneck ratio and spectral gap is of the same order, which says that in this case, any sequence of sets whose bottleneck ratios approximate the spectral gap well, will be noise stable. When in addition to being reversible and irreducible, the Markov chain is transitive, we show that there is a nondegenerate sequence of sets which minimize the bottleneck ratio. The most interesting thing with this result is that it provides a partial explanation of how noise stable functions can arise.

Recall that for a random walk on a connected graph $G$ with stationary distribution $\pi$, the bottleneck ratio $\Phi_\pi$ is defined by

$$\Phi_\pi = \Phi_\pi(G) := \inf_{A \subset V(G): \pi(A) \leq 1/2} \Phi(A)$$

where $\Phi(A) = |E(A, A^c)|/\text{vol}(A)$. For a general continuous time Markov chain $X$ with generator $Q = (q_{ij})$ and stationary distribution $\pi$, we let $\Phi(A) := (\sum_{i \in A, j \in A^c} \pi(i) q_{ij})/\pi(A)$ and define the bottleneck ratio as

$$\Phi_\pi = \Phi_\pi(X) := \inf_{A \subset S^{(n)}: \pi(A) \leq 1/2} \Phi(A).$$

Note that when the rate $r = q_{ii}$ of a random walk equals one,

$$\sum_{i \in A, j \in A^c} \pi(i) q_{ij}/\pi(A) = \frac{\sum_{i \in A, j \in A^c} \deg(i)/\deg(i) - \frac{1}{\deg(i)}}{\sum_{i \in A} \deg(i)^{\frac{1}{\deg(i)}}} \leq \frac{\sum_{i \in A, j \in A^c} 1}{\sum_{i \in A} \deg(i)^{\frac{1}{\deg(i)}}} = \frac{|E(A, A^c)|}{\text{vol}(A)}$$

i.e. in this case the two definitions coincide.

The main reason to expect that noise stable sequences of Boolean functions should exist when $\Phi_\pi(n) \approx \lambda_1^{(n)}$ is that heuristically, for a set $A \subseteq S(n)$, $\Phi_\pi(A)$ estimates how large a proportion of the total mass of $A$ that will move to $A^c$ during one unit of time. If $\Phi_\pi(n) \approx \lambda_1^{(n)}$, then only about a proportion $\varepsilon$ of the total mass in $A$ will move to $A^c$ at least once between time zero and time $e^{\lambda_1^{(n)}$.

If $A_n$ minimizes the bottleneck ratio of $X^{(n)}$, we thus expect that the sequence $(1_{w \in A_n})_{n \geq 1}$ is noise stable, and it only remains to show that we can find such a sequence which is in addition nondegenerate, which is why we want each Markov chain in the sequence $(X^{(n)})_{n \geq 1}$ to be transitive. In Examples 4.4 and 4.5 we show that even for random walks on connected graphs, we cannot drop the transitivity assumption. However, it is not clear whether this assumption could be replaced with something weaker.

In general, it is known that for any Markov chain, the bottleneck ratio and the spectral gap satisfies $\Phi_\pi^2 \leq 2\lambda_1 \leq 4\Phi_\pi$, where the lower bound is attained for a unit rate random walk on $\mathbb{Z}_n$ and the upper bound is attained for a unit rate random walk on the Hamming cube. We thus know that there are sequences of graphs with $\Phi_\pi(n) \approx \lambda_1^{(n)}$, implying that the result is not void.

We are now ready to state our result.

**Proposition 4.1.** Let $(X^{(n)})_{n \geq 1}$ be a sequence of transitive, reversible and irreducible continuous time Markov chains, with spectral gaps $(\lambda_1^{(n)})_{n \geq 1}$ and bottleneck ratios $(\Phi_\pi^{(n)})_{n \geq 1}$. If $\lambda_1^{(n)} \leq \Phi_\pi^{(n)}$, there exist at least one nondegenerate noise stable sequence of Boolean functions on $S^{(n)}$.

Proposition 4.1 will be proven using two lemmas, which we now state and prove. In these lemmas, as well as in the rest of the notes, we will for any Boolean function $f: V(G) \rightarrow \{0, 1\}$ let $A_f$ denote the set $\{w \in V(G): f(w) = 1\}$. The first of these lemmas will be proven for general continuous time Markov chains, but due to issues concerning nondegeneracy which will be discussed later, the second lemma will only be proved for transitive Markov chains.

**Lemma 4.2.** Let $(X^{(n)})_{n \geq 1}$ be a sequence of reversible and irreducible continuous time Markov chains with spectral gaps $(\lambda_1^{(n)})_{n \geq 1}$. Further, let $(f_n)_{n \geq 1}$, $f_n: S^{(n)} \rightarrow \{0, 1\}$, be a sequence of
Boolean functions with $\pi(A_{f_n}) \in (0, 1/2]$. Then
\[
\lim_{\alpha \to 0} \lim_{n \to \infty} P(f_n(X_0^{(n)}) \neq f_n(X_{t_{rel}^{(n)}})) \leq \lim_{\alpha \to 0} \lim_{n \to \infty} \alpha t_{rel}^{(n)} \cdot \pi(A_{f_n}) \cdot \Phi(A_{f_n}).
\]
In particular, if $\Phi(A_{f_n}) > \lambda_1^{(n)}$, then $(f_n)_{n \geq 1}$ is noise stable with respect to $(X^{(n)})_{n \geq 1}$.

Proof. Fix $n \geq 1$ and let $\alpha > 0$ be arbitrarily chosen. By the definition of the generator $Q_n$, for any $h_n > 0$,
\[
P(X_{h_n}^{(n)} = j \mid X_0^{(n)} = i) = h_n q_{ij}^{(n)} + o(h_n).
\]
We will, to simplify notations, assume that $\alpha t_{rel}^{(n)}/h_n$ is an integer. Then
\[
P(f_n(X_0^{(n)}) = 1, f_n(X_{\alpha t_{rel}^{(n)}}^{(n)}) = 0) \leq \sum_{k=1}^{\alpha t_{rel}^{(n)}/h_n} P(f_n(X_{(k-1)h_n}^{(n)}) = 1, f_n(X_{kh_n}^{(n)}) = 0)
\]
where the last equality follows by stationarity. By definition, the right hand side of (26) equals
\[
\alpha^{t_{rel}^{(n)}} \cdot \sum_{i \in A_{f_n}, j \in A_{f_n}'} \pi_n(i) \cdot \frac{1}{h_n} P(X_{h_n}^{(n)} = j \mid X_0^{(n)} = i).
\]
Using (25), (27) can be bounded from above by
\[
\alpha^{t_{rel}^{(n)}} \cdot \sum_{i \in A_{f_n}, j \in A_{f_n}'} \pi_n(i) \cdot \left( q_{ij}^{(n)} + o(h_n) \right) = \alpha^{t_{rel}^{(n)}} \cdot \sum_{i \in A_{f_n}, j \in A_{f_n}'} \pi_n(i) q_{ij}^{(n)} + \alpha^{t_{rel}^{(n)}} \cdot \pi(A_{f_n}) \cdot \frac{o(h_n)}{h_n}
\]
In particular, we have shown that
\[
P(f_n(X_0^{(n)}) = 1, f_n(X_{\alpha t_{rel}^{(n)}}^{(n)}) = 0) \leq \alpha^{t_{rel}^{(n)}} \cdot \pi(A_{f_n}) \cdot \Phi(A_{f_n}) + \alpha^{t_{rel}^{(n)}} \cdot \pi(A_{f_n}) \cdot \frac{o(h_n)}{h_n}.
\]
As $X^{(n)}$ is reversible for each $n$,
\[
P(f_n(X_0^{(n)}) \neq f_n(X_{\alpha t_{rel}^{(n)}})) = P(f_n(X_0^{(n)}) = 1, f_n(X_{\alpha t_{rel}^{(n)}}^{(n)}) = 0) + P(f_n(X_0^{(n)}) = 0, f_n(X_{\alpha t_{rel}^{(n)}}^{(n)}) = 1)
\]
\[
= 2P(f_n(X_0^{(n)}) = 1, f_n(X_{\alpha t_{rel}^{(n)}}^{(n)}) = 0).
\]
Using the upper bound from (28), we thus obtain
\[
P(f_n(X_0^{(n)}) \neq f_n(X_{\alpha t_{rel}^{(n)}})) \leq \alpha^{t_{rel}^{(n)}} \cdot \pi(A_{f_n}) \cdot \Phi(A_{f_n}) + \alpha^{t_{rel}^{(n)}} \cdot \pi(A_{f_n}) \cdot \frac{o(h_n)}{h_n}
\]
As the second term can be made arbitrarily small by choosing $h_n$ small, the desired conclusion follows.

\[
\text{Remark 4.3. This directly shows that if } G_n \text{ is the } n \text{-dimensional Hamming cube, the sequence } (f_n)_{n \geq 1}, \text{ where } f_n(w) = w(1), \text{ is noise stable.}
\]

To finish the proof of Proposition 4.1 it remains to show that given that $X^{(n)}$ is transitive and $\Phi^{(n)} = \lambda_1^{(n)}$, there is at least one nondegenerate sequence $(f_n)_{n \geq 1}$ of Boolean functions with $\Phi(A_{f_n}) \leq \Phi^{(n)}$. It is not obvious that such a sequence exists in a more general setting, and the following two examples show that even in the special case of random walks on graphs, some
assumption on the graphs $G_n$, which is stronger than $G_n$ being regular, is needed to guarantee the existence of a nondegenerate sequence of Boolean functions which minimizes the bottleneck ratio. In particular, these examples show that Proposition 4.1 is not true for general Markov chains.

Example 4.4. Let, as in Example 3.5, $G_n$ be the graph obtained by joining a complete graph on $n$ vertices to a complete graph on $n^2$ vertices by adding a single edge.

$$K_{n^2} \quad K_n$$

We will once more consider the random walks on these graphs. Using the same notation as in Example 3.5, we have

$$|E(K_n, K_{n^2})| = 1$$

and

$$\text{vol}(K_n) = n(n-1).$$

This implies that the continuous time random walk on $G_n$ with rate 1 has bottleneck ratio

$$\Phi_* = \Phi(G_n) = \frac{|E(K_n, K_{n^2})|}{\text{vol}(K_n) + 1} = \frac{1}{n(n-1)+1} \approx \frac{1}{n^2}.$$

However,

$$\pi_n(K_n) = \frac{\text{vol}(K_n) + 1}{\text{vol}(G_n)} = \frac{n(n-1)+1}{n(n-1)+n^2(n^2-1)+2} \approx \frac{1}{n^2}$$

i.e. this example shows that there are sequences of graphs for which the bottleneck ratio is attained by a proportion of the graphs whose measure tends to zero.

Our next example shows that to assume that graphs in the sequence are regular is not enough to avoid that the bottleneck ratio is attained by an arbitrarily small part of the graph.

Example 4.5. For each $n \geq 1$, let $G_n^{(1)}$ be the complete graph on $n+1$ vertices and $G_n^{(2)}$ be the Hamming cube $\mathbb{Z}_2^n$. Then all vertices in both $G_n^{(1)}$ and $G_n^{(2)}$ have degree $n$, $\text{vol}(G_n^{(1)}) = (n+1) \cdot n \approx n^2$, $\text{vol}(G_n^{(2)}) = 2^n \cdot n$, $\Phi_*(G_n^{(1)}) \approx 1$ and $\Phi_*(G_n^{(2)}) \approx 1/n$. Now let $G_n$ be the graph obtained by choosing one edge in $G_n^{(1)}$ and one edge in $G_n^{(2)}$, removing them both and adding new edges between the ends of the chosen edges in the respective graphs such that the degree of each vertex is preserved and $G_n$ is connected. Then

$$\Phi_*^{(n)} = \frac{2}{(\text{vol}(G_n^{(1)}) + 1)}.$$ 

Due to the order of $\Phi_*(G_n^{(1)})$ and $\Phi_*(G_n^{(2)})$ and the fact that $\text{vol}(G_n^{(1)})/\text{vol}(G_n) \to 0$, this sequence of graphs provides examples of regular graphs where the bottleneck ratio is attained by an arbitrarily small proportion of the graph.
To sum up, the examples above show that even if we can find a sequence of sets $A_n$, satisfying $\Phi(A_n) \approx \lambda_1^{(n)}$, it is not obvious that we can find such a sequence which is in addition nondegenerate, even given quite strong conditions on the Markov chains, such as it being a random walk on a regular graph. For transitive Markov chains however, the following lemma guarantees the existence of such a sequence.

**Lemma 4.6.** Let $X$ be a transitive, reversible and irreducible continuous time Markov chain with finite state space $S$ and stationary distribution $\pi$. Then there is a set $A \subset S$ with $\pi(A) \in \left(\frac{1}{4}, \frac{1}{2}\right]$ such that $\Phi_n = \Phi(A)$.

**Proof.** Suppose that the lemma is false. Then for at least one set $A \subset S$,

(i) $\pi(A) \leq \frac{1}{4}$,
(ii) $\Phi(A) = \Phi_n$ and
(iii) $\Phi(A') > \Phi(A)$ for all $A' \subset S$ with $\pi(A) < \pi(A') \leq \frac{1}{2}$.

Let $\varphi \in \text{Aut}(X)$ be such that $\varphi(A) \neq A$. As $\pi(A) < 1$ and $X^{(n)}$ is transitive, at least one such function exists. As and $\pi(A) \leq \frac{1}{4}$ by (i), we must have that $\pi(A \cup \varphi(A)) \leq 2 \pi(A) \leq \frac{1}{2}$. By the definition of $\Phi$,

$$
\Phi(A \cup \varphi(A)) = \frac{\sum_{i \in A \cup \varphi(A)} \pi(i)q_{ij} + \sum_{j \notin A \cup \varphi(A)} \pi(j)q_{ij} - \sum_{j \notin A \cup \varphi(A)} \pi(j)q_{ij} - \sum_{i \in A \cup \varphi(A)} \pi(i)q_{ij}}{\pi(A) + \pi(\varphi(A)) - \pi(A \cap \varphi(A)) - \pi(A \cap \varphi(A))}.
$$

$$
= \frac{2 \sum_{j \notin A} \pi(i)q_{ij} - \sum_{j \in A \cap \varphi(A)} \pi(i)q_{ij} - \sum_{j \in A \cap \varphi(A)} \pi(i)q_{ij}}{\pi(A) - \pi(A \cap \varphi(A))}
$$

$$
\leq \frac{2 \sum_{j \notin A} \pi(i)q_{ij} - \sum_{j \in A \cap \varphi(A)} \pi(i)q_{ij} - \sum_{j \notin A \cap \varphi(A)} \pi(i)q_{ij}}{\pi(A) - \pi(A \cap \varphi(A))}
$$

$$
= \frac{2 \pi(A) - \pi(A \cap \varphi(A))}{2 \pi(A) - \pi(A \cap \varphi(A))}.
$$
As \( \pi(A) < \pi(A \cup \varphi(A)) \leq \frac{1}{2} \), by (iii) we have that
\[
\Phi(A) < \Phi(A \cup \varphi(A)).
\]
Combining this with the previous equation we obtain
\[
\Phi(A) < \frac{2\pi(A)\Phi(A) - \pi(A \cap \varphi(A))\Phi(A \cap \varphi(A))}{2\pi(A) - \pi(A \cap \varphi(A))}.
\]
Rearranging, we get
\[
\Phi(A \cap \varphi(A)) < \Phi(A).
\]
This contradicts (ii), why the conclusion of the lemma follows.

\( \square \)

**Proof of Proposition 4.1.** By Lemma 4.6, there exists a nondegenerate sequence of Boolean functions \((f_n)_{n \geq 1}\) such that \(\Phi(A_{f_n}) \approx \lambda_1^{(n)}\). By Lemma 4.2 this sequence is noise stable.

After now having finished the proof of the main result of this section; Proposition 4.1 it is natural to ask what will happen if the assumptions of this does not hold. We have already showed what will happen if we lose the transitivity assumption, so what remains to do is to consider what happens if we drop the assumption that \(\Phi^{(n)} \approx \lambda_1^{(n)}\). In the following example we will give an example of a sequence of random walks on graphs which shows that in this setting, a sequence of sets \((A_n)_{n \geq 1}\) with \(\Phi_{\ast}(A_n) \approx \Phi_{\ast}^{(n)}\) can be noise stable. Unfortunately, I have yet to found a Markov chain with a sequence of sets \((A_n)_{n \geq 1}\) which satisfies that \(\Phi_{\ast}(A_n) \approx \Phi_{\ast}^{(n)} \neq \lambda_1^{(n)}\) such that \((1_{A_n})_{n \geq 1}\) is nondegenerate but not noise stable, neither with nor without the additional transitivity assumption.

**Example 4.7.** Let \(G_n\) be the graph with vertices labeled by the integers \(0, 1, \ldots, 2n-1\) and with an edge between two vertices if their label differ by 1 modulo \(2n\). The random walk \(X^{(n)}\) on this graph has spectral gap \(\lambda_1^{(n)} = 1/n^2\) and bottleneck ratio \(\Phi_\ast^{(n)} = 1/n\) achieved by e.g. the set of vertices \(A_n\) labeled by \(\{0, 1, \ldots, n-1\}\). It is easy to show that the sequence \((1_{A_n})_{n \geq 1}\) is noise stable with respect to \((X^{(n)})_{n \geq 1}\), even though \(\Phi_\ast^{(n)} \neq \lambda_1^{(n)}\).

Except in special cases, the definition of the bottleneck ratio does not give us much direct information about noise stability, as, assuming that \(A \subseteq S\) and writing \(f = 1_A\)
\[
\Phi(A) = \frac{\sum_{i,j \in A} \pi(i)q_{ij}}{\pi(A)} = \frac{1}{2} \cdot \frac{\sum_{i,j \in S} \pi(i)q_{ij} \cdot (f(i) - f(j))^2}{\mathbb{E}[f]^2}
\]
\[
= \frac{\sum_{i \in S} \pi(i)f(i) \cdot \sum_{j \in S} q_{ij} \cdot (f(i) - f(j))}{\mathbb{E}[f]^2} = \frac{(f, -Qf)}{(f, f)}
\]
\[
= \frac{\sum_i \lambda_i \hat{f}(i)^2}{\sum_i \hat{f}(i)^2} = \frac{\sum_i \lambda_i \cdot \hat{f}(i)^2}{\sum_j \hat{f}(j)^2} = \mathbb{E}_f[\lambda]
\]
where
\[
P_f(\lambda = \lambda_i) = \frac{\hat{f}(i)^2}{\sum_j \hat{f}(j)^2}.
\]
If \(A_{f_n}^{(n)}\) minimizes the bottleneck ratio of \(X^{(n)}\), and we want to show that the sequence \((f_n)_{n \geq 1}\), where \(f_n(w) = 1_{w \in A_{f_n}^{(n)}(w)}\), is not noise stable, we need to show that for all \(\delta > 0\) there is \(k = k_\delta\) such that \(\sup_n P_{f_n}(\lambda > k\lambda_1^{(n)}) < \delta\). This is neither implied nor not implied by the fact that \(\mathbb{E}_{f_n}[\lambda] = \omega(\lambda_1)\). Moreover, we cannot even conclude that \(f\) is not noise sensitive, as this would require that \(\lim_{n \to \infty} P_{f_n}(\lambda < k\lambda_1^{(n)}) = 0\) for at least one value of \(k\). The only conclusion one
can draw given that $\phi^{(n)} \not\equiv \lambda^{(n)}_1$ is that there can be no sequence $(f_n)_{n \geq 1}$ of Boolean functions in $(\text{Span}_{\psi^{(n)}_i : i < k \lambda^{(n)}_1})_{n \geq 1}$ for any $k$, as we would then have

$$\phi^{(n)} = \mathbb{E} f_n [\lambda] \leq k \lambda_1$$

which contradicts that $\phi^{(n)} \not\equiv \lambda^{(n)}_1$.
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Appendix A. Technical lemmas

Lemma A.1. For each $n \in \mathbb{N}$, let $F_n$ be a collection of increasing functions and suppose that

\begin{equation}
\inf_{(f_n)_{n \geq 1} : f_n \in F_n} \lim_{x \to 0} \sup_n f_n(x) \geq \varepsilon. 
\end{equation}

Then there is arbitrarily small $x$ and $n(x) \in \mathbb{N}$ such that $f_{n(x)}(x) \geq \varepsilon/2$ for all $f_{n(x)} \in F_{n(x)}$.

Proof. Suppose that the conclusion of the lemma is false. Then for each $x_0 > 0$ and each $n \geq 1$ there is at least one function $f_{n,x_0} \in F_n$ such that $f_{n,x_0}(x_0) < \varepsilon/2$. As each such function is increasing, we must in fact have that $f_{n,x_0}(x) < \varepsilon/2$ for all $x < x_0$. This implies that

\[
\inf_{(f_n)_{n \geq 1} : f_n \in F_n} \lim_{x \to 0} \sup_n f_n(x) \leq \lim_{x \to 0} \sup_n f_{n,x_0}(x) \leq \lim_{x \to 0} \sup_n f_{n,x_0}(x_0) \leq \sup_n f_{n,x_0}(x_0) < \varepsilon/2.
\]

As this contradicts (29), the desired conclusion follows. \qed

Lemma A.2. Let $A \subseteq S$ be a set with $0 < P(A) < 1$. Then for any function $\psi : S \to \mathbb{R}$ with $\mathbb{E}[\psi^2(w)] = 1$ and $\mathbb{E}[\psi(w)] = 0$,

\[
\mathbb{E}[\psi^{(n)}(w) | w \in A]^2 \leq \frac{P(w \not\in A)}{P(w \in A)^2}.
\]

Proof. Note first that

\[
0 = \mathbb{E}[\psi(w)] = \mathbb{E}[\psi(w) | w \in A] \cdot P(w \in A) + \mathbb{E}[\psi(w) | w \not\in A] \cdot P(w \not\in A).
\]

Rewriting this, we obtain

\[
\mathbb{E}[\psi^{(n)}(w) | w \not\in A] = \frac{P(w \in A)}{P(w \not\in A)} \mathbb{E}[\psi(w) | w \in A].
\]

This in turn implies that

\[
1 = \mathbb{E}[\psi(w)^2] \geq P(w \not\in A) \cdot \mathbb{E}[\psi(w)^2 | w \not\in A] \geq P(w \not\in A) \cdot \mathbb{E}[\psi(w) | w \not\in A]^2
\]

\[
= P(w \not\in A) \cdot \left( \frac{P(w \in A)}{P(w \not\in A)} \cdot \mathbb{E}[\psi(w) | w \in A] \right)^2 = \frac{P(w \in A)^2}{P(w \not\in A)} \cdot \mathbb{E}[\psi^{(n)}(w) | w \in A]^2.
\]

Rearranging, we obtain the desired equation. \qed

Lemma A.3. For any positive decreasing function $f : \mathbb{R}_+ \to \mathbb{R}_+$ and any constants $A \geq a > 0$,

\[
\frac{\int_A^{\infty} f(\theta) d\theta}{\int_0^A f(\theta) d\theta} \leq \frac{f(0)}{f(0) + f(a)}.
\]
To see this, note first that for \( \dim \) maximized by \((\psi,\psi) = 1\) it follows that for any \( w \in S \),

\[
\sup_{\psi \in \Psi : (\psi,\psi) = 1} \psi(w)^2 = \dim \Psi.
\]

**Proof.** Let \( \chi_1, \ldots, \chi_{\dim \Psi} \) be an orthonormal basis for \( \Psi \). Then any \( \psi \in \Psi \) of length one can be written as

\[
\psi[\theta_1, \ldots, \theta_{\dim \Psi - 1}] = \left( \ldots \left( \chi_1 \sin \theta_1 + \chi_2 \cos \theta_1 \right) \sin \theta_2 + \chi_3 \cos \theta_2 \right) \sin \theta_3 + \ldots
\]

where \((\theta_1, \ldots, \theta_{\dim \Psi})\) are the polar coordinates of \( \psi \).

We now claim that, from this representation of \( \psi \in \Psi \), it follows that for any \( w \in S \), \( \psi(w)^2 \) is maximized by

\[
M_w := \chi_1(w)^2 + \ldots + \chi_{\dim \Psi}(w)^2.
\]

To see this, note first that for \( \dim \Psi = 2 \), we have that

\[
\psi_1[\theta_1] := \psi[\theta_1] = \chi_1 \sin \theta_1 + \chi_2 \cos \theta_2 = \sqrt{\chi_1^2 + \chi_2^2} \cos (\theta_1 - \arctan \chi_2 / \chi_1).
\]

This is clearly maximized by \( \sqrt{\chi_1^2 + \chi_2^2} \) when \( \theta_1 = \arctan \chi_2 / \chi_1 \). This provides the first step for an argument by induction. To see that this holds in general, define recursively

\[
\psi_m[\theta_1, \ldots, \theta_{m-1}] = \psi_{m-1}[\theta_1, \ldots, \theta_{m-1}] \sin \theta_m + \chi_{m+1} \cos \theta_m
\]

and assume that the claim holds for \( m \in [1, 2, \ldots, m' - 1] \). Then

\[
\psi_m[\theta_1, \ldots, \theta_{m'}] = \sqrt{\psi_{m'-1}^2[\theta_1, \ldots, \theta_{m'-1}] + \chi_m^2 \cos (\theta_{m'} - \arctan \chi_m / \psi_{m'-1}[\theta_1, \ldots, \theta_{m'-1}])}
\]

is maximized by \( \sqrt{\psi_{m'-1}^2[\theta_1, \ldots, \theta_{m'-1}] + \chi_m^2} \) when \( \theta_{m'} = \arctan \chi_m / \psi_{m'-1}[\theta_1, \ldots, \theta_{m'-1}] \) for any choice of \( \theta_1, \ldots, \theta_{m'-1} \). This finishes the proof of the claim.

Now note that for any \( \psi \in \Psi \) with corresponding eigenvalue \( \lambda \), and any \( \varphi \in \text{Aut}(X) \),

\[
Q \circ \psi(\varphi(i)) = \sum_{j \in S} q_{ij} \psi(\varphi(j)) = \sum_{j \in S} q_{\varphi(i)j} \psi(\varphi(j)) = \sum_{j \in S} q_{\varphi(i)j} \psi(j) = \lambda \psi(\varphi(i))
\]
i.e. $\psi \cdot \varphi \Psi$. From this it follows that the maximum $M$ must be the same for each $w \in S^{(n)}$. This implies that

$$|S| \cdot M = \sum_{w \in S} \chi_1(w)^2 + \ldots + \chi_{\dim \Psi}(w)^2$$

$$= \sum_{w \in S} \sum_{i=1}^{\dim \Psi} \chi_i(w)^2 = \sum_{i=1}^{\dim \Psi} \sum_{w \in S} \chi_i(w)^2$$

$$= |S| \sum_{i=1}^{\dim \Psi} \pi(w) \chi_i(w)^2 = |S| \sum_{i=1}^{\dim \Psi} \langle \chi_i, \chi_i \rangle$$

$$= |S| \sum_{i=1}^{\dim \Psi} 1 = |S| \cdot \dim \Psi.$$  

□

**Lemma A.5.** For any fixed $u$, the functions $\{\psi_{i,u} : \psi_i \in \Psi\}$, where $\psi_{i,u}(w) = \psi_i(w_u)$, are an orthonormal basis for the eigenspace spanned by $\{\psi_i : \psi_i \in \Psi\}$

**Proof.** As

$$\langle \psi_{i,u}, \psi_{j,u} \rangle = \langle \psi_i, \psi_j \rangle$$

it is immediately clear that $\{\psi_{i,u} : \psi_i \in \Psi\}$ is an orthonormal set, so it remains to show that $\psi_{j,u} \in \text{Span}\{\psi_i : \psi_i \in \Psi\}$ for any $j$ with $\psi_j \in \Psi$. To obtain this result, it is enough to show that $\psi_{j,u}$ is an eigenvector of $-Q$ with eigenvalue $\lambda_j$. This follows as

$$L \psi_{j,u} = \sum_{k=0}^{|X_n|-1} \langle -Q \psi_{j,u}, \psi_{k,u} \rangle \psi_{k,u} = \sum_{k=0}^{|X_n|-1} \langle -Q \psi_j, \psi_k \rangle \psi_{k,u}$$

$$= \sum_{k=0}^{|X_n|-1} \lambda_j \langle \psi_j, \psi_k \rangle \psi_{k,u} = \sum_{k=0}^{|X_n|-1} \lambda_j \langle \psi_j, \psi_k \rangle \psi_{k,u} = \lambda_j \psi_{j,u}.$$  

□