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Abstract—Deep neural networks (DNNs) require very large amounts of computation both for training and for inference when deployed in the field. A common approach to implementing DNNs is to recast the most computationally expensive operations as general matrix multiplication (GEMM). However, as we demonstrate in this paper, there are a great many different ways to express DNN convolution operations using GEMM. Although different approaches all perform the same number of operations, the size of temporary data structures differs significantly. Convolution of an input matrix with dimensions $C \times H \times W$, requires $O(KCHW)$ additional space using the classical im2col approach. More recently memory-efficient approaches requiring just $O(KCHW)$ auxiliary space have been proposed.

We present two novel GEMM-based algorithms that require just $O(MHW)$ and $O(KW)$ additional space respectively, where $M$ is the number of channels in the result of the convolution. These algorithms dramatically reduce the space overhead of DNN convolution, making it much more suitable for memory-limited embedded systems. Experimental evaluation shows that our low-memory algorithms are just as fast as the best patch-building approaches despite requiring just a fraction of the amount of additional memory. Our low-memory algorithms have excellent data locality which gives them a further edge over patch-building algorithms when multiple cores are used. As a result, our low memory algorithms often outperform the best patch-building algorithms using multiple threads.

I. Motivation

Deep neural networks are among the most successful techniques for processing image, video, sound and other data arising from real-world sensors. DNNs require very large amounts of computation which challenge the resource of all but the most powerful machines. However, DNNs are also most useful when deployed in embedded devices that interact directly with the surrounding world. Thus there is a tension between the resources needed by deep neural networks, and the kind of embedded devices that can make best use of deep learning technology by applying it to live data from embedded sensors.

DNNs consist of an acyclic directed graph of “layers” that receive raw input data, and commonly output a classification of the data. Data flows along edges between layers. Each layer processes its input data, and produces output data on its outgoing edges. Several different types of layers are used to implement DNNs, such as activation layers, pooling layers, convolution layers, and fully-connected layers. In the best-known DNNs a great majority of the execution time is spent in the convolution layers.

There are many ways that each layer can be implemented. For example, early DNN libraries simply implemented each layer with a loop nest. However, Yangqing Jia discovered that the convolution layers could be implemented more efficiently by restructuring the data and calling a standard matrix multiplication routine. Most machines already have a fast implementation of the Basic Linear Algebra Subprograms (BLAS), which includes a general matrix multiplication (GEMM) routine. BLAS libraries are carefully hand-coded, and may include code generation and auto-tuning systems to maximize performance. Implementing convolution using GEMM allows the developer to exploit these highly-tuned routines.

DNN layers can be implemented in other ways. For example, many layers are implemented as carefully coded loop nests that provide a direct implementation of the layer [1]. Another common approach is to convert the data to another format, such as the Fourier domain, where convolution can be computed efficiently [2]. Several authors have also proposed domain-specific code generators, that can generate many variants of the code for a problem and use auto-tuning to select a fast version [3].

We study a variety of different approaches to implementing DNN convolution using the BLAS GEMM routine. By rewriting the convolution as different variants of GEMM calls with different data layouts, we can trade off execution time, memory requirements and parallelism within a framework that is suitable for automation. Our main contributions are as follows:

- We provide the first systematic study of the design space of DNN convolution implementation using GEMM.
- We note that the most popular existing patch-building DNN convolution algorithms require $O(CHWK^2)$ additional temporary space. Even the most memory-efficient GEMM-based DNN convolution algorithm needed $O(CHWK)$ additional space.
- We propose two novel GEMM-based algorithms for DNN convolution based on accumulating the results of smaller convolutions. The two algorithms require only $O(MHW)$ and $O(KW)$ additional space respectively.
- We evaluate a very large range of GEMM-based convolution algorithms and variants on Intel Core i7 and ARM Cortex A57 processors. We find that our low-memory DNN convolution algorithms can be just as fast as the best
patch-building algorithms despite needing only a fraction of the space.

- In addition we find that when multiple cores are used to perform the convolution, the low memory requirements of our algorithms improves locality to the point that they are often faster than equivalent patch-building algorithms.

II. DNN CONVOLUTION

DNNs consist of a directed graph of standard layers which operate on data on incoming edges and place results on outgoing edges. In many DNNs, the majority of execution time is occupied by convolution layers. A convolutional layer takes operates on two source tensors and produces another tensor as output. In C code, these tensors might be represented as:

```c
float input[C][H][W];
float kernels[M][C][K][K];
float output[M][H][W];
```

A convolution layer consists of four components: 1) a 3D tensor \( I \in \mathbb{R}^{H \times W \times C} \) which acts as as the input to the convolution layer 2) a set of “kernels” or “filters” represented by a 4D tensor \( K \in \mathbb{R}^{M \times C \times K \times K} \) 3) a bias term per filter 4) and a 3D output tensor. Multiple Channel Multiple Kernel (MCMK) is typically constructed as the concatenation of the output of \( M \) Multiple Channel Single Kernel (MCSK) as described by Vasudevan et al. \cite{4} is often represented as nested summations as,

```c
for h in 1 to H do
  for w in 1 to W do
    for o in 1 to M do
      for x in 1 to K do
        for y in 1 to K do
          for i in 1 to C do
            sum += input[i][h+y][w+x] * kernels[o][x][y][i];
        output[o][w][h] = sum;
```

Fig. 1: Simplified code for 2D multi-channel convolution with a single multi-channel input and multiple multi-channel convolution kernels. Note that special treatment of edge boundaries is not shown in this code.

III. CONVOLUTION WITH \( O(K^2CHW) \) PATCH MATRIX

An attractive approach to implementing DNN convolution is to recast it as matrix multiplication and use highly optimized routines such as general matrix multiplication (GEMM) to find the solution. The \textit{im2col} approach \cite{5}–\cite{8} has been well studied for transforming the Multiple Channel Multiple Kernel (MCMK) problem into a General Matrix Multiplication (GEMM) problem. Consider an input \( I \in \mathbb{R}^{H \times W \times C} \) and \( M \) kernels \( K \in \mathbb{R}^{M \times K \times K \times C} \). From the input \( I \) we construct a new input-patch-matrix \( \hat{I} \), by copying patches out of the input and unrolling them into columns of this intermediate matrix. These patches are formed in the shape of the kernel

```c
float input[H][W][C];
float patches[H][W][K][K][C];
for ( h = 0; h < H; h++ )
  for ( w = 0; w < W; w++ )
    for ( kh = -K/2; kh < K/2; kh++ )
      for ( kw = -K/2; kw < K/2; kw++ )
        for ( c = 0; c < C; c++ )
          patches[h][w][kh][kw][c] = input[h+kh][w+kw][c];
```

Fig. 2: Building the \( K \times K \times C \)-major patch matrix

(i.e. \( K \times K \times C \)) at every location in the input where the kernel is to be applied.

Once the input-patch-matrix \( \hat{I} \) is formed, we construct the kernel-patch-matrix \( \hat{K} \) by unrolling each of the \( M \) kernels of the shape \( K \times K \times C \) into a row of \( \hat{K} \). Note that this step can be avoided if the kernels are stored in this format to begin with (innermost dimension is the channel which forces the values along a channel to be contiguous). Then we simply perform a GEMM of \( \hat{K} \) and \( \hat{I} \) to get the output \( \hat{O} \in \mathbb{R}^{H \times W \times M} \) as shown in the figure.

A. Matrix layouts

The inputs and outputs of convolution are multidimensional tensors, so there are a great many possible orderings of the dimensions. Many DNN implementations use a single canonical tensor layout. For example, Caffe \cite{9} lays out the dimensions of input data tensors in the order \( C \times H \times W \) (or more briefly \( CHW \)), and builds patch matrices with dimensions \( CKKHW \). When invoking the GEMM operation the patch matrix is interpreted as a 2D matrix of dimensions \( CKKH \times HW \).

Building the patch matrix is a simple operation. But any dimension ordering might be used for the input or patch matrix, so there are many variants. One possible method for implementing \textit{im2col} is by creation of patches that each occupy a column of the patch matrix. It is easy to imagine another variant where each patch instead occupies a row of the resulting matrix. Vasudevan et al. \cite{4} refer to this variant as \textit{im2row (im2row)}.

An additional complication when describing these variants is that there are two competing layouts of rows and columns in memory. Fortran uses a \textit{column-major} format, where matrix elements that are adjacent in memory are interpreted as being in the same row of the matrix. C/C++ use \textit{row-major} format, where elements from the same row are adjacent in memory. GEMM is originally a Fortran routine, and therefore assumes a column-oriented layout, but many DNN implementations are in C/C++, which may result in confusion about array formats in memory. For this reason we often refer to patch matrices as being \textit{patch-major} or \textit{KKC-major} meaning that elements of the same patch are adjacent in memory. Another possible layout is \textit{HW-major} or \textit{patch-minor}, where elements of the non-patch dimension of the patch matrix are adjacent in memory.
Figure 2 shows a loop nest for constructing a patch matrix from the input. The patch matrix has dimensions \( HW KK C \), which allows us to consider as a five dimensional \( H \times W \times K \times K \times C \) matrix, or a two-dimensional \( HW \times KK C \) matrix. The C/C++ code in Figure 2 assumes a row-major layout, which implies a patch-major or KK C-major format.

A key step of building the patch matrix is gathering elements of the input matrix. As shown in Figure 2 the major dimension of input is the \( C \) dimension. The loop nest in Figure 2 copies items from the input to the patch matrix. The innermost loop copies adjacent elements of \( C \)-major input matrix to adjacent elements of the patch matrix. The result is that the code in Figure 2 has extremely good spatial locality, and is therefore very fast in practice.

**B. Patch-minor layouts**

Other layouts can result in very different data locality. For example, consider the case where the patch matrix is \( HW \)-major rather than patch-major. Figure 3b shows an example of such a matrix where, for simplicity we have assumed \( C = 1 \). If we were to construct the shaded patch column of Figure 3b by gathering the corresponding shaded patch elements of Figure 3a in sequence, the spatial locality would be extremely poor.

However, an alternative strategy results in much better spatial locality. Note that the row of the patch matrix contains a row of the input. Therefore, if the input format is compatible, even a non-patch-major patch matrix can be constructed with excellent spatial locality. Furthermore, even if the input does not suit for directly copying rows to the patch matrix, it is nonetheless possible to achieve almost as good spatial locality. Note the successive rows of Figure 3b contain repeated sequences of data. Once the first row containing that data has been gathered, it is therefore possible to simply copy data from one row of the patch matrix to the next.

This strategy of copying sequences of data from one row of a patch matrix to the next is particularly important for strided DNN convolution. A patch matrix for a convolution with stride \( S \) has only \( HW/S \) patches as shown in Figure 3c. Thus, the sequences of values across the rows of a column-oriented patch matrix do not match the original matrix layout. However, once the first row containing a particular set of data has been collected, the data can be copied to later rows containing the same sequence of values. To our knowledge we are the first to exploit spatial locality between rows in this way, when computing column-oriented patch matrices in row-major matrix layouts.

**C. Patch-building Algorithms**

*\( im2col - scan \):* The \( im2col - scan \) method uses a patch building procedure that is very similar to the method outlined in 2 where each \( KK C \) column of the patch matrix is built sequentially. While this method is simple to understand and can produce strided and unstrided patch matrix it has very poor spatial locality while accessing the input as each column of the patch matrix will use values from a number of the input’s rows and columns.

*\( im2col - copy - self \):* The \( im2col - copy - self \) method is an improvement on the \( im2col - scan \) method. From 3b we can see that many of the rows share large contiguous sections of the same values. With this we only need to use \( im2col - scan \) to build a minority of the rows and then use memory copying functions to construct the other rows of the patch matrix much faster.

*\( im2col - copy - long \):* Looking at 3b we can see that the rows of the patch matrix are built from contiguous sections of the input (given a row-major input). With this we can build the patch matrix more quickly by copying entire sections of the input into the patch matrix. Note however that this property does not hold with \( X \) so this method cannot be used for strided patch matrix.

*\( im2col - copy - short \):* \( im2col - copy - short \) is very similar to \( im2col - copy - long \). The difference comes in the fact that while not shown in 3b some of the values in the large contiguous sections copied from the input to the patch matrix will be replaced by zeroes. In \( im2col - copy - long \) we copy the longest possible section and then go back replacing values with zeroes where needed. In \( im2col - copy - short \) we copy the values up to each zero, insert the zero, then copy the next section. Also note \( im2row - copy - short \) does not exist but, \( im2row - copy - short \) can create strided patch matrix unlike \( im2col - copy - short \).

**D. Evaluation**

Figure 4 exhibits the trade-offs between the different data layouts and the patch building algorithms discussed in section III-C. The suffixes \( -ab-ki \) denote the type of GEMM used. For instance, the first part of suffix denotes the layout of the two matrices. \( ab \) is the default GEMM, while \( atb \).
**Figure 4: Performance of GEMM-based convolution with $O(K^2CHW)$ patch matrix**

$2\text{col}$ and $2\text{row}$ correspond to the respective GEMM call. The second part of the suffix denotes the order of the multiplication. $ik$ performs input times kernel while $ki$ performs kernel times input. These suffix notations are used throughout the rest of the paper and hold the same meaning.

The results for AlexNet, GoogLeNet, and VGG-16 are shown on the same graph as box and whiskers. This type of graph gives a lot of information about what are the operating characteristics of the methods in each network. The minimum and maximum performance delivered by the methods are shown by the whiskers, while the box shows the 5 and 95 percentiles while the dash in the middle of the box shows the $50^{th}$ percentile. The average performance of the method is indicated by the small + inside the box.

It is fairly evident from the scales of the box and whiskers from the graph that most of the im2 methods deliver performance in a small band. This implies that the performance delivered by a method is similar for all the layers in AlexNet thereby making the variance in performance low. On the other hand, the variance increases in GoogLeNet and is the highest in VGG-16. Another observation is that all the im2col – scan variants produce significantly lower performance compared to the rest of the im2 methods. This is in keeping with our intuition as the im2col – scan patch building algorithm has the worst locality amongst all the patch building methods.

**IV. CONVOLUTION WITH $O(K^2CHW)$ RESULT MATRIX**

A major problem with the convolution methods from Section II is that the patch matrix requires $K^2$ more memory than the original image, which is a dramatic increase in the size of the input. This additional space may reduce data locality, increase memory traffic, and may exceed the available memory in embedded systems.

Figure I shows a simplified loop nest for $K \times K$ convolution with $M$ kernels each with $C$ channels. A common operation in Convolutional Neural Networks (CNNs) such a GoogLeNet [10] is convolution with a set of $1 \times 1$ convolutions. If we consider the code in figure I for the case where $K = 1$, then the $x$ and $y$ loops collapse into a single iteration.

The resulting code is equivalent to 2D matrix multiplication of a $M \times C$ kernel times a $[C] \times [H \times W]$ input which results in a $[M] \times [H \times W]$ output. This output however is actually $M$ planes of $H \times W$ pixels which corresponds to an output of size $[H] \times [W]$ and $M$ channels. Let us call this correspondence of a $[M] \times [H \times W]$ matrix to an output matrix of size $[H] \times [W]$ and $M$ channels its multi-channel representation, which we will use throughout the rest of this section. In other words, $1 \times 1$ MCMK can be implemented by simply calling GEMM without data replication.

I. Kernel to Row ($kn2row$) and Kernel to Column ($kn2col$)

Given that we can compute $1 \times 1$ MCMK without data replication, how can we implement $K \times K$ MCMK, for $K > 1$? We argue that a $K \times K$ convolution can be expressed as the sum of $K^2$ separate $1 \times 1$ convolutions. However the sum is not trivial to compute. Each $1 \times 1$ convolution yields a result matrix with dimensions $[M] \times [H \times W]$. We cannot simply add each of the resulting matrices pointwise, as each resultant matrix corresponds to a different kernel value in the $K \times K$ kernel. The addition of these matrices can then be resolved by offsetting every pixel in every channel of the multi-channel representation of these matrices, vertically and/or horizontally...
(row and column offsets) by one or more positions before the addition.

For example, when computing a $3 \times 3$ convolution the result from computing the $1 \times 1$ MCMK for the central point of the $3 \times 3$ kernel is perfectly aligned with the final sum matrix. On the other hand, the matrix that results from computing the $1 \times 1$ MCMK for the upper left value of the $3 \times 3$ kernel must be offset up by one place and left by one place (in its multi-channel representation) before being added to the final sum that computes the $3 \times 3$ MCMK. Note that when intermediate results of $1 \times 1$ convolutions are offset, some values of the offsetted matrix fall outside the boundaries of the final result matrix. These out-of-bounds values are simply discarded when computing the sum of $1 \times 1$ convolutions.

It is possible to compute each of the $K^2$ separate $1 \times 1$ convolutions using a single matrix multiplication. We reorder the kernel matrix, so that the channel data is laid out contiguously, i.e. $M$ is the outer dimension and $C$ the inner. This data re-arrangement can be made statically ahead of time and used for all MCMK invocations thereafter. Using a single call to GEMM, we multiply a $[K^2 \times M] \times [C]$ kernel matrix by a $[C] \times [H \times W]$ input matrix, resulting in a $[K^2 \times M] \times [H \times W]$ matrix. We perform a post pass of shift-add by summing each of the $M^2$ submatrices of size $M \times [H \times W]$ using appropriate offsetting in the multi-channel representation. The result of this sum is a $[M] \times [H \times W]$ matrix, which is the output of our MCMK algorithm. We refer to this as the kn2row algorithm.

If we swap the dimensions of the kernel matrix so that $C$ is not the innermost dimension and swap the input layout to make $C$ the innermost dimension, we get the kn2col algorithm. The GEMM call in this method would be to multiply an $[H \times W] \times [C]$ input matrix by a $[C] \times [K^2 \times M]$ kernel matrix, resulting in a $[H \times W] \times [K^2 \times M]$ matrix.

Similar to figure 4, figure 6 compares the performance of the two kn2 methods from Vasudevan et al. 4. The kn2row method enjoys better locality and this is reflected in the performance delivered. The kn2row also produces a slightly tighter spread of performance across layers in all the networks, most notably in AlexNet. Another interesting observation is that the performance of both kn2col and kn2row tend to increase with the $C$ and $M$ and decreases with the size of the kernel.

**V. GEMM-BASED CONVOLUTION WITH O(KCHW) PATCH MATRIX**

GEMM-based convolution can make very good use of the underlying hardware, but the method described in Section III requires a patch matrix with a factor of $K^2$ increase in the size of the input, and Section IV requires a $K^2$ increase in the output of the GEMM. In this section we describe an existing approach that requires just a factor of $K$ increase in the size of the input of the GEMM. This reduction in memory size is particularly welcome on memory-limited embedded systems, but it can also improve locality and reduce memory traffic on other systems. Reducing memory traffic can be particularly important for multicore systems where all cores share a single interface to off-chip main memory.

**A. Reimagining matrix dimensions**

Memory-Efficient Convolution (MEC) is an extension of the classical im2col which does not require a full $O(K^2)$ patch matrix. The core idea of the algorithm relies on the layout of matrices in memory.

In C/C++ elements of a 1D array are contiguous in memory. A 2D array consists of a sequence of 1D arrays that are laid out contiguously in memory. Therefore, a 2D array with dimensions $H \times W$ has exactly the same layout in memory as a 1D array of size $HW$. Thus, we can switch between the two different interpretations of the data in memory by simply changing the type of the pointer to the array, without having to change the data in memory. It is this basic insight that allows the 2D GEMM algorithm to operate on multidimensional tensors in all the algorithms presented in this paper.

Figure 7 shows a 2D $11 \times 4$ matrix laid out contiguously in memory. It is possible to reinterpret a sub-region of this matrix as, say, a $3 \times 12$ matrix without changing the layout in memory. By selecting different sub-regions, one can select different $3 \times 12$ sub-matrices of the original. Using this mechanism, we can perform 1D convolution by selecting a sequence of $K$
row-major linear layout of $11 \times 4$ matrix

(a) Row-major linear layout of $11 \times 4$ matrix

(b) The same data in memory reimagined in three different ways as $3 \times 12$ matrices

Fig. 7: A row-major $11 \times 4$ matrix and three different ways to reimagine sub-ranges of the matrix as $3 \times 12$ matrices. Note that the jagged parts at each end correspond to partial $3 \times 12$ matrices. To perform convolution with these partial matrices, zero-padding must be added to each end of the original matrix.

Fig. 8: Performance of GEMM-based convolution with $O(K)$ data growth

rows of the matrix and treating them as a single row. The MEC algorithm uses this approach to avoid having to create a patch matrix that is $O(K^2)$ times the size of the original matrix. Instead MEC performs 1D convolutions by performing multiple GEMM operations on overlapping regions of the matrix. The MEC approach allows horizontal 1D convolutions to be performed without having to create a patch matrix, but the same trick cannot be used for vertical 1D convolutions, or indeed 2D convolutions.

To overcome this problem, the MEC algorithm creates a patch matrix that is $O(K)$ times the size of the original input to allow the vertical part of convolutions, and uses performs overlapping GEMMs for the horizontal part. The result is an algorithm that requires no more arithmetic operations than the classical im2col algorithm, but requires only a factor of $O(K)$ times the input size in additional memory, rather than the $O(K^2)$ required by im2col.

VI. GEMM-BASED CONVOLUTION WITH SUB-K DATA GROWTH

The kn2row algorithm eliminates the need for data replication in the input (im2col requires a $K^2$ expansion of the input). However this results in a $K^2$ expansion in the result of the matrix multiplication. This problem might be thought of like a tube of toothpaste; if we squeeze the $K^2$ data expansion from the input image, it re-appears in the output of the matrix multiplication.

A. Accumulating kn2row and kn2col

In order to avoid this “tube of toothpaste” problem, we introduce two new methods which are accumulating variants of kn2row and kn2col called Accumulating Kernel to Row (kn2row – as) and Accumulating Kernel to Column (kn2col – as) respectively. Instead of treating the kernel as one big kernel matrix of size $[K^2 \times M] \times [C]$, the kn2as accumulating method treats it as $K^2$ smaller $[M \times C]$ sized kernel matrices ($K_{A} \cdots K_{I}$) as shown in the Figure 9.

We then multiply the kernel $K_{E}$ which corresponds to the center value of every channel of every kernel with the image matrix (shown in blue in the figure) of size $[C] \times [H \times W]$ which results in an output matrix ($O_{E}$) of size $[M \times [H \times W]$ which is stored in output directly without any shifting (as discussed in the section IV-A).

Kernel matrix $K_{A}$ is then multiplied with the input matrix and the result is stored in buffer. Since the kernels in the figure are $3 \times 3$, the row offset for the outputs produced by $K_{A}$ is +1 and the corresponding column offset is also +1 as $E$ is one row down and column to the right of $A$. The values in buffer are shifted by the calculated offsets in its multi-channel representation. This process is repeated for the rest of the kernels ($\{K_{B} \cdots K_{I}\}$ – $\{K_{E}\}$). For a kernel of size $K \times$
appropriate offset values are by calculating how far each value \((K_A \cdots K_{K2})\) is away from the center of the kernel. Our \(kn2col - as\) method works in the same way as \(kn2row - as\), but with the input and kernel matrices transposed.

Figure [9] and its explanation in this section hold true for \(kn2col - as\) along with applicable transformations to the kernels, inputs and outputs (as we have explained for converting \(kn2row\) to \(kn2col\)).

**B. Accumulating with GEMM**

![Fig. 10: MCMK convolution using the accumulation that is built into the GEMM library call](image)

The signature of GEMM in most BLAS libraries is \(C = \alpha \times (A * B) + \beta \times C\). One can transform a GEMM call into an output accumulating GEMM, i.e. multiply the two input matrices \(A\) and \(B\) and add it to the resultant matrix \(C\), by setting the value of the scalar parameter \(\beta\) to zero. The \(k2r-aa\) method, leverages this output accumulating feature of GEMM as shown in Figure [10].

It works in the same way as \(kn2row - as\) by treating the big kernel matrix of size \([K^2 \times M] \times [C]\) as \(K^2 \times [M \times C]\) smaller kernels \((K_A \cdots K_{K2})\). To store the output, we reserve a contiguous piece of memory that is of size \([M + 2\delta] \times [H \times W]\) where \(\delta\) is the number of extra rows in the output matrix given by \(\delta = \left\lfloor \frac{K}{2H} \right\rfloor\) for square kernel matrices.

Note that in the example in Figure [10] padding is added to the top and bottom of the result matrix which can be written to by the GEMM calls. The values computed in these padding array elements are never actually used. In the example, we have assumed that we always allocate full rows of size \(HW\) for padding. If, however, we only allocate just enough array elements that are needed for padding rather than allocating full rows, then the additional space needed for padding is \(O(KW)\).

A GEMM of \(K_E\) (corresponding to the center value of every channel of every kernel) and the input matrix produces an output matrix \(O_E\) as in Figure [10]. Since this output corresponds to the center of the kernel, it does not have to be shifted in the final output. If one were to add a similar output matrix \(O_D\) to the intermediate output then \(O_D\) has to be shifted to the right by one element as \(D\) is one element to the left of the center of the kernel. By the same logic, \(O_F\) has to be shifted left by one element as \(F\) is one element to the right of the center.

Thus, an element \(X\) in the kernel that is \(x_1\) rows above the center and \(y_1\) to the left of the center must be offset by \(x_1 \times W + y_1\). So we choose the starting location of the output associated with the first kernel \((K_A)\) such that the output corresponding to the center of the kernel will start at the start of the \(\delta h\) row of the intermediate output. This starting address is given by \(O_A = O_1 + \left\lfloor \frac{K}{2} \right\rfloor (H \times W + W + 1)\). Based on \(O_A\) and \(O_E\), we can calculate the rest of the starting addresses and supply them to successive accumulating GEMM calls.

After \(K^2\) GEMM calls have been made, the output starting at \(O_E\) denoted by \(O\) in Figure [10] contains the final output with correct accumulation of kernel and weight pairs.

Note that the final output \(O\) is a matrix of size \([M] \times [H \times W]\) starting at location \(O_E\). Therefore the edge pixels of the output are approximate values. At the boundaries of an image a convolution typically assumes that pixels outside of the image have a value of zero, but our Hole Punching Accumulating Kernel to Row \((kn2row - aa)\) method instead takes the value from the opposite edge of the image.

One way to fix this is by applying a post-pass where a loop based implementation of MCMK is applied to every erroneous error pixel. However, this has a significant impact on performance. In order to overcome the issue of producing correct results while being performant, we analyzed the pairs of products whose sum gave rise to the edge pixels in question.

Even though the right pairs of image pixels and kernel values are multiplied together, incorrect pairs are summed up together in the boundary pixels. As mentioned earlier, where image pixels are to be treated as zero (boundary handling) our \(kn2row - aa\) reads the pixel values from the subsequent row in the opposite edge of the image due to the contiguous memory layout.

In order to avoid summing incorrect pairs of image pixels and kernel values, we propose an intermediate step between every GEMM call, that multiplies the \(K \times C\) kernel matrix (that corresponds to all the kernel values for a given position in a \(K \times K\) kernel) with the \(C \times [H \times W]\) image matrix. In this intermediate step we “punch holes” in the image matrix by setting certain positions of the image matrix to zero as shown in algorithm [11].

The figure shows the regions that are zeroed out in a single channel of the input matrix for ease of understanding, but these regions are applicable for all channels in the input.

As discussed earlier, the intuition behind zeroing certain regions of the image before every accumulating GEMM call is to avoid unnecessary pairs of products being summed up together. For instance let’s consider the first part of figure [11] which corresponds to the GEMM of the input with the smaller kernel matrix \((K_A)\) corresponding to the \(A^{th}\) element. If convolution is performed with this element placed on a pixel of the input that is in the marked region, the center of the kernel falls outside the boundaries of the output thereby making this product of input and kernel unnecessary for the end result.
Similarly, for the $B^{th}$ element, the last row of the input must be zeroed out. Note however, for the central element, no pixels need to be punched out because placing the $E^{th}$ element on any pixel of the input will always result in the output of that convolution inside the boundary of the output. Between every GEMM call, we restore the pixels that were saved before the previous GEMM and save the pixels where “holes” are to be punched for the current GEMM call.

Figure 12 compares the performance of the accumulating versions of $kn2row$ and $kn2col$ described in section VI-A and the accumulating GEMM version with hole punching described in this section. The accumulating $kn2row$ ($kn2row-as$) and $kn2col$ ($kn2col-as$) perform much better compared to their baseline non-accumulating versions described in section IV. However, the two variants of the accumulating GEMM based hole-punching method harness the output data locality offered by having GEMM accumulate into offsetted output locations and seem to outperform the other accumulating methods.

**VII. RESULTS**

A. Testing Environment

We evaluated the execution time of every previously mentioned convolution algorithm across a number of input dimensions. The input dimensions chosen were selected from three popular CNN architectures: AlexNet, VGG-16, and GoogLeNet. We chose these input dimensions as we believe they represent realistic inputs that the algorithms will be expected to handle when used for practical applications. We ran our experiments on two general-purpose processors, an Intel i7 and an ARM® Cortex® A57 (on a NVIDIA JTX1 board). We evaluated the speeds of all the algorithms executed on processors using both a single thread running on a single core, and using all the CPU cores allowing up to 8 threads on the i7 and 4 threads on the A57. The execution times measured the time needed to allocate and construct any intermediate data structures (e.g. the patch matrices for i2c and the extra output space for k2r), GEMM invocations and writing results to the output buffer. We did not measure the time needed to convert the input or output feature map to a specified format (i.e. we treated algorithms that produced outputs in $C$ format and $HxWxC$ format as equally valid).

On the i7 processor our algorithms were compiled using gcc 7.1.1 while on the A57 gcc 5.4.0 was used as it ships with the NVIDIA JTX1 board. We statically linked with the OpenBLAS library to implement GEMM. We used OpenBLAS version 0.2.2. We used OpenBLAS’ internal threading model to multithread the GEMM calls.

B. Memory Usage

While evaluating our algorithms on the JTX1 board we found that for a number of our chosen input dimensions the board ran out of memory intermittently while executing our $O(K^2)$ algorithms. This occurred during the execution of the upper layers of VGG16 where we have a input feature map which is large in all dimensions. This demonstrates an area where the $O(K)$ and $O(<K)$ algorithms are particular necessary. The execution times for the problematic input dimensions have been omitted from the ARM result tables as the times for many of the $O(K^2)$ algorithms could not be produced.
### Table I: Extra memory required

| Method                                      | Label          | Extra memory                                      |
|---------------------------------------------|----------------|--------------------------------------------------|
| im2row                                      | im2row         | $(K^2 - 1) \times ((HW) \times C)$               |
| im2col                                      | im2col         | $(K^2 - 1) \times ((HW) \times C)$               |
| Kernel to Row                               | kn2row         | $(K^2 - 1) \times (M \times (HW))$               |
| Kernel to Column                            | kn2col         | $(K^2 - 1) \times (M \times (HW))$               |
| Accumulating Kernel to Row                  | kn2row-as      | $(H \times W) \times M$                         |
| Accumulating Kernel to Column               | kn2col-as      | $M \times (H \times W)$                         |
| Hole Punching Accumulating Kernel to Row    | kn2row-aa-ab   | $K \times W$                                    |

### C. Resulting Trends

The general theme throughout the results we have observed points towards the fact that there is no one method to outperform them all. From this gamut of implementations of the convolution layer, there is seemingly no one method that is the pick of the lot. Instead, given a layer’s operating characteristics (i.e, number of channels $C$, kernels $M$, size of the kernel $K$ and input height $H$ and width $W$) most methods form clusters in their performance characteristics.

This is further illustrated by figures 13 and 14. Both these figures show the performance of a method compared against the extra memory required by each algorithm (in accordance with table I). Figure 13 is an instance of figure 14 as it shows the performance characteristics of selected methods for the second convolution layer of AlexNet while the latter represents all the methods and all the layers of AlexNet.

It is very evident from figure 13 that the non-accumulating $kn2$ methods require the most extra memory for the second convolution layer of AlexNet while providing low performance. However their accumulating counterparts require nearly $\frac{1}{20}$ the extra memory required while providing better runtimes. The $im2$ methods represented here are the best performing out of the gamut of methods presented in section IV.

The hole-punching methods ($kn2row - aa$) are competent compared to the $im2$ methods while requiring the least amount of extra memory.

Figure 15 shows the the correlation coefficient between each of the operating condition variables (i.e, number of channels $C$, kernels $M$, size of the kernel $k$ and input height times width $H \times W$). It is interesting to note that all the GEMM based methods have a positive correlation with the number of channels and number of kernels while they have a negative correlation with the number of pixels in the image and the size of the kernel.

The non-accumulating $kn2$ methods have a worse negative correlation with the number of kernels, i.e. as the number of kernels tend to increase the performance tends to decrease which is explained by the fact that the size of the result matrix grows (along one direction; either rows or columns increase) as $k$ increases thereby resulting in a GEMM between oddly shaped matrices. The accumulating versions of the $kn2$ methods have an even worse effect as the number of distinct GEMM calls increases quadratically with $k$.

The $O(K)$ data growth methods have a positive correlation with the number of pixels in the input and a negative correlation with the number of channels and kernels. We have also added the direct loop based methods as described in figure 1.
Fig. 15: Correlation matrix of all methods vs convolution parameters

The suffixes for these methods indicate the loop ordering from the figure.

These graphs clearly show that there is a wide range of performance characteristics displayed by the methods discussed in this paper. The ramifications of this are two-fold: (1) user’s choice is paramount as the choice of implementations depend on the deployment environment, i.e. for a mobile based deployment scenario, the hole-punching methods are seemingly the correct choice as they require the least overhead in memory requirement and are competent with the other methods in terms of performance and (2) the optimal choice of implementations and layouts to minimize the total execution time of a network posits a complicated optimization problem.

D. Other Experiments

We also implemented versions of our algorithms that used OpenMP to parallelize the data transformations needed to construct the intermediate data structures in im2col, im2row and Memory-Efficient Convolution (MEC). However we found that the speed improvements from this were negligible. We used OpenMP 4.0.1-1 and allowed eight threads on the i7 processor and 4 threads on the A57.

We also measured the number of stall cycles that occurred due to L1 and L3 cache while running our tabled experiments on the i7 processor. We found that the optimal version of k2r (labeled kn2row-aa in the tables) had on average the least number of stall cycles, although for the upper layers of VGG16 MEC fared best. This falls in line with the execution times recorded on the i7 processor.

VIII. RELATED WORK

The im2col method of performing MCMK is an extension of well-known methods of performing 2D convolution using a Toeplitz matrix. Chellapilla et al. [5] are the first researchers to implement MCMK using using im2col. They report significant speedups compared to the simpler approach of summing multiple channels of 2D convolutions.

Yanqing et al. rediscovered im2col for the Caffe deep learning system [9], which uses GPUs and other accelerators to speed up Deep Neural Networks (DNNs). The im2col approach remains the most widely-used way to implement MCMK, and is used in deep learning frameworks such as Caffe, Theano and Torch.

Gu et al. [14] apply im2col to a batch input images to create a column matrix for multiple input images. They find that batching can improve throughput by better matching the input matrix sizes to the optimal sizes for their GEMM library.

Tsai et al. [15] present a set of configurable OpenCL kernels for MCMK. By coding the MCMK loop nests directly they eliminate the need for im2col data replication, and thus allow the use of larger batch sizes while maintaining constraints on local memory. The found that the performance of a naive loop nest for MCMK is not good, but they achieve satisfactory performance with a program generator and autotuner.

Chetlur et al. [16] propose a GEMM-based approach to convolution based on im2col. However, rather than creating...
the entire column matrix in one piece, they instead lazily create sub-tiles of the column matrix in on-chip memory. To optimize performance, they match the size of their sub-matrix tiles to the tile sizes used by the underlying GEMM implementation. They find that this lazy $im2col$ achieves speedups over Caffe’s standard $im2col$ of between around 0% and 30%.

IX. CONCLUSION

Multi-channel multi-kernel convolution is the most computationally expensive operation in DNNs. Maximal exploitation of processor resources for MCMK requires a deep understanding of the micro-architecture. Careful design of data blocking strategies to exploit caches, on-chip memories and register locality are needed, along with careful consideration of data movement and its interaction with SIMD/SIMT parallelism. Each new processor has different performance characteristics, requiring careful tuning of the code each time it is brought to a new target.

There are significant advantages in implementing MCMK convolution using existing carefully tuned General Matrix Multiplication (GEMM) libraries. However, the most widely-used approach, $im2col$ has a large memory footprint because it expands the input image to a much larger patch matrix. This space expansion is quadratic in the order, $K$, of the 2D convolution being performed. This is problematic for memory-constrained systems such as embedded object detection and recognition systems. Additionally, the data redundancy resulting from $im2col$ reduces data locality and increases memory traffic.

We propose two new approaches for implementing MCMK convolution using existing parallel GEMM libraries that require much less memory. These algorithms dramatically reduce the space overhead of DNN convolution, making it much more suitable for memory-limited embedded systems. These algorithms replace the single GEMM call of the $K^2$ patch-building approaches with an accumulation of the result of $K^2$ different $1 \times 1$ convolutions. The result is a dramatic reduction in memory requirements and improved data locality. Experimental evaluation shows that our low-memory algorithms are just as fast as the best patch-building approaches despite requiring just a fraction of the amount of additional memory. Our low-memory algorithms have excellent data locality which gives them a further edge over patch-building algorithms when multiple cores are used. As a result, our low memory algorithms often outperform the best patch-building algorithms using multiple threads.
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(a) multi-threaded

| width   | 27 | 13 | 13 | 57 | 28 | 14 | 13 | 13 | 57 | 28 | 14 | 13 | 13 | 57 | 28 | 14 |
|---------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| channels| 96 | 256 | 384 | 384 | 64 | 64 | 64 | 64 | 16 | 96 | 160 | 832 | 128 | 256 | 256 | 512 |
| k       | 1  | 3  | 5  | 3  | 1  | 3  | 5  | 3  | 1  | 3  | 5  | 3  | 1  | 3  | 5  | 3  | 1  |
| kernels | 256 | 384 | 384 | 384 | 64 | 64 | 64 | 64 | 16 | 96 | 160 | 832 | 128 | 256 | 256 | 512 |

| test     | im2col-copy-long-ab-kii | im2col-copy-long-atb-ik | im2col-copy-long-atb-ki | im2col-copy-long-atbt-ik |
|----------|-------------------------|--------------------------|--------------------------|---------------------------|
| raw      | 27.9 | 29.1 | 28.9 | 28.8 | 29.1 | 28.9 | 28.8 | 29.1 | 28.9 | 28.8 | 29.1 | 28.9 | 28.8 | 29.1 | 28.9 | 28.8 |
| height   | 110.0 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 |
| err      | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 |
| iou      | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 |

(b) single-threaded

| test     | im2col-copy-long-ab-kbi | im2col-copy-long-atb-ik | im2col-copy-long-atb-ki | im2col-copy-long-atbt-ik |
|----------|-------------------------|--------------------------|--------------------------|---------------------------|
| raw      | 27.9 | 29.1 | 28.9 | 28.8 | 29.1 | 28.9 | 28.8 | 29.1 | 28.9 | 28.8 | 29.1 | 28.9 | 28.8 | 29.1 | 28.9 | 28.8 |
| height   | 110.0 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 | 99.9 |
| err      | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 |
| iou      | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 |