Joint UAV Placement and IRS Phase Shift Optimization in Downlink Networks
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ABSTRACT This study investigates the integration of an intelligent reflecting surface (IRS) into an unmanned aerial vehicle (UAV) platform to utilize the advantages of these leading technologies for sixth-generation communications, e.g., improved spectral and energy efficiency, extended network coverage, and flexible deployment. In particular, we investigate a downlink IRS–UAV system, wherein single-antenna ground users (UEs) are served by a multi-antenna base station (BS). To assist the communication between UEs and the BS, an IRS mounted on a UAV is deployed, in which the direct links are obstructed owing to the complex urban channel characteristics. The beamforming at the BS, phase shift at the IRS, and the 3D placement of the UAV are jointly optimized to maximize the sum rate. Because the optimization variables, particularly the beamforming and IRS phase shift, are highly coupled with each other, the optimization problem is naturally non-convex. To effectively solve the formulated problem, we propose an iterative algorithm that employs block coordinate descent and inner approximation methods. Numerical results demonstrate the effectiveness of our proposed approach for a UAV-mounted IRS system on the sum rate performance over the state-of-the-art technology using the terrestrial counterpart.
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I. INTRODUCTION

Among the disruptive technologies proposed for sixth-generation communications, the intelligent reflecting surface (IRS), also known as a reconfigurable intelligent surface or software-controlled metasurface, has recently emerged as a prominent candidate owing to its ability to completely control the wireless medium between transceivers [1]. In particular, an IRS is a surface composed of a significant number of passive elements, each of which functions as a smart scatterer, i.e., it reflects the impinging signals and adjusts the phase shifts appropriately via a programmable controller [2]. Therefore, the signals reflected by each IRS element can be combined with those from other paths to increase the signal strength intended for receivers and mitigate the inter-interference, thereby affording significantly improved spectral efficiency [3]. In contrast to the conventional active relay, e.g., amplify-and-forward and decode-and-forward, the IRS is constructed using passive elements, i.e., without requiring RF chains [3]. Furthermore, the physical principle of IRS is based on reflecting impinging signals that do not require power consumption, which makes IRS consume low energy [4]. With the recent advancement in lumped elements such as micro-electro-mechanical-systems, varactors and PIN diodes, and tunable materials, the IRS made out of metasurfaces can be implemented with low cost, compact size and light weight [5]. All the above-mentioned features render the IRS not only a promising solution for green networks but also a favorable associate for other technologies.

Meanwhile, unmanned aerial vehicles (UAVs) have been widely adopted in the last decade for multiple applications, such as surveillance, tracking, remote sensing, and particularly disaster communications (e.g., search and rescue missions after earthquakes/floods), owing to their flexible deployment, autonomy, and cost efficiency [6]. Owing to the high altitude that provides the line-of-sight link, UAVs are favorable for cellular networks, where they can be employed as aerial relays or flying BSs to provide coverage extension to the existing wireless infrastructure as well as connectivity to areas with obstructed direct links or local traffic congestion [7].
However, the use of UAVs in high-speed transmission networks remains limited owing to their size, weight, and power supply [6]. With significant improvements in terms of both spectral efficiency (SE) and energy efficiency (EE), the IRS is expected to compensate the abovementioned weakness of UAVs. In particular, by reflecting the impinging signals, the IRS consumes much less power than the conventional signal processing for a BS. This will improve the energy efficiency of a UAV-based IRS system by letting the UAV transmitter in sleep mode if the quality of service (QoS) constraints are satisfied by the IRS-sole mode [8]. Owing to the easy installation and conformal geometry, IRSs can be mounted on the facade of buildings or directly on the UAVs to support terrestrial UEs with limited connectivity. The integration of IRS and UAVs, therefore, has received substantial interest from the community [9]–[21].

### A. RELATED WORK

In [9], a downlink (DL) IRS-assisted UAV system was investigated for a single antenna ground user (UE) scenario, where the phase shift at the IRS and the UAV trajectory were alternately optimized to enhance the SE. The maximized sum rate of a multiuser IRS-aided UAV system, supported by orthogonal frequency division multiple access (OFDMA), was investigated in [10], incorporating with the constraint of the UE QoS. By contrast, the authors of [11] employ non-orthogonal multiple access (NOMA) to serve multiple groups of UEs in an IRS-assisted multi-UE network. In that study, each group of UEs is served by a common IRS and a separate UAV, and the decoding order of each UE group is based on the UE channel gains. To enhance the system throughput, the UAV position, power allocation at each UAV, and phase shift at the IRS are optimized alternately. Another IRS–UAV model employing a UAV and several IRSs to serve a ground UE was investigated in [12], [13]. The maximization of the received power at the UE was used as the target objective in [12], whereas the aim of [13] was to achieve the minimum weighted sum bit error rate among the IRSs. For secure communications, the transmit beamforming, the UAV trajectory and the IRS passive beamforming have been jointly considered to maximize the secrecy rate of an IRS-assisted UAV system in [14]. For millimeter-wave-based and THz-based networks, the performance of an integrated IRS–UAV systems was analyzed in [15] and [16], respectively.

It is noteworthy that the aforementioned studies share the same feature of an unconnected IRS–UAV model, i.e., the UAV functions as an aerial BS, whereas the IRS is typically placed distant from the UAV, e.g., mounted on the facade of buildings or placed in the surrounding area of a UAV/UE. Based on this paradigm, there have been a number of recent works for the UAV-mounted IRS, where the IRS is mounted on/carryed by the UAV and functions as a smart reflector [17]–[21]. Such an IRS-attached UAV model can enjoy the full three-dimensional (3D) reflection while freely traveling in space to satisfy terrestrial communication demands. This may not substantially increase the network coverage, particularly at the cell edges and dead zones, but enables a much lower number of cellular BSs, thereby realizing a green network. Notice that a majority of those works, e.g., [17]–[20], focus on supporting the transmission between a single UE and a BS. Specifically, the authors of [17] derived analytic derivations for the outage probability, SE, and EE, as well as formulated the EE optimization for a system with a UAV carrying an IRS to support point-to-point communication between a BS and a single ground UE. In fact, different transmission modes of the UAV and/or IRS were investigated sequentially. Theoretical analyses pertaining to the symbol error rate, ergodic capacity, and outage probability were performed for a UAV-attached IRS system to support the wireless transmission between a BS and a single UE in [18]. On the other hand, the work [19] aimed to improve the achievable rate of a target UE by optimizing the trajectory of the UAV-mounted IRS with the given locations of the UE and BS. The achievable user rate is also the objective of the formulated optimization problem for an aerial IRS-aided cell-free massive MIMO system in [20], where the IRS is used to support the transmission between a single UE with limited connection (UE in shadow area) and the access points (APs). Meanwhile, the authors of [21] proposed employing an aerial IRS (an IRS mounted on an aerial platform such as a balloon or UAV) to extend the signal coverage from a ground BS to a specific area, targeting the maximization of the worst-case signal-to-noise-ratio in the considered area.

### B. MOTIVATION AND MAIN CONTRIBUTIONS

In this work, we propose a DL IRS-aided UAV network, in which an IRS is designed to be mounted on the UAV for reuse in multiple hot-spot areas without constructing a new infrastructure. Note that the size of one IRS element is typically of range $\lambda/10 - \lambda/5$, where $\lambda$ is the wavelength of the transmit wave [22]. Therefore, it is feasible for a UAV to carry a moderate-size IRS with an adequate number of elements. Owing to the conformal geometry, IRS provides a potential solution for aerial platforms, as compared to the conventional relays using active components. Such an aerial IRS-UAV model is particularly useful in several scenarios involving overloaded communication traffic, e.g., crowded areas, stations, stadiums or grand events, wherein flexibility and mobility are important factors of the system deployment.

In this work, we consider a practical scenario where a multi-antenna BS serves multiple UEs via an aerial IRS-UAV relay. While the achievable rate of a single UE in [19], [20] or the minimum SNR over all locations within a target area in [21] are the system performance objectives, we instead aim at maximizing the average system sum rate, which is naturally a crucial system metric for 6G [1]. More specifically, a joint optimization problem is presented incorporating the BS beamforming, IRS phase shift, and UAV placement while considering the rate threshold constraint. Note that the UAV placement task in this work is to determine both the optimized topographical position and the optimized altitude of the UAV, i.e., the optimized 3D position of UAV. Meanwhile,
we employ the digital beamforming, which allows to allocate different powers and phases to different antennas, to further enhance degrees of freedom (DoFs) in precoding [23]. Owing to the coupling of the optimization variables, particularly the beamforming and IRS phase shift, the sum rate problem is nonconvex, which is non-trivial to solve directly. To effectively address the formulated problem, we divide the original problem into two sub-problems, wherein the beamforming and IRS phase shift are alternately optimized with the UAV positions in each sub-problem. Accordingly, we propose an iterative algorithm using the inner approximation (IA) and block coordinate descent (BCD) methods to alternately solve these sub-problems until reaching the convergence.

The main contributions of this study are summarized as follows:

- We investigate a DL MU-MISO network, where UEs are located within a blocked region, i.e., without direct links between the BS and UEs, due to the complex urban environment. Taking advantage of both IRS and UAV technologies, we propose to deploy an IRS mounted on a UAV to assist the terrestrial communications, wherein a general system framework for multi-antenna BS serving multiple UEs with the assistance of a UAV-mounted IRS is presented.

- Aiming at maximizing the system sum rate, we formulate an optimization problem incorporating the UAV positioning with optimized altitude, BS beamforming, and IRS phase shift coefficients, which belongs to a difficult class of nonconvex optimization problem. To address it, we utilize BCD to decompose it into two sub-problems. For the first sub-problem, UAV placement and BS beamforming are jointly considered, whereas UAV placement and IRS phase shift are considered for optimization in the second sub-problem. Towards appealing applications, a low-complexity iterative algorithm based on the IA method is developed to address the nonconvex constraints and objective, which are guaranteed to converge to at least a locally optimal solution.

- Finally, extensive simulations are executed to demonstrate the effectiveness of our proposed approach with a UAV-mounted IRS on the sum rate performance compared with conventional terrestrial systems.

C. OUTLINE AND NOTATIONS

The remainder of this paper is organized as follows: Section II describes the system model and the problem formulation. In Section III, an iterative algorithm for solving the sum rate maximization problem is proposed. Sections IV and V present the numerical results, and conclusions, respectively.

Notation: Scalars, vectors, and matrices are denoted by italic letters, lowercase letters and uppercase bold letters, respectively. \( x^H \) and \( \| x \| \) are the Hermitian transpose and Euclidean norm of a complex vector \( x \), respectively; \( \text{diag}(x) \) denotes the diagonal matrix created from \( x \). For the scalar \( x \) and matrix \( X \), \( |x| \) and \( |X| \) represent the absolute value of \( x \) and the determinant of \( X \). \( \mathbb{R} \) and \( \mathbb{C} \) represent the sets of real and complex numbers, respectively. \( \mathbb{E}\{\cdot\} \) is the expectation, and \( \Re\{\cdot\} \) returns the real part to a complex number.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. SYSTEM MODEL

We consider a DL system, as shown in Fig. 1, where a BS equipped with \( N \) antennas serves \( K \) single-antenna UEs. Suppose that direct links between the BS and UE are obstructed, and an IRS mounted on the UAV, which comprises \( M \) elements, is deployed to assist the system via the reflecting link. We denote the set of UE and IRS elements by \( \mathbb{K} \triangleq \{ 1, 2, \ldots, K \} \) and \( \mathbb{M} \triangleq \{ 1, 2, \ldots, M \} \), respectively. Without loss of generality, we consider the 3D Cartesian coordinates and assume that the coordinates of the BS, \( \mathbb{U}_\mathbb{K} \), and IRS are \( \mathbb{u}_\mathbb{K} = [x_{\mathbb{K}}, y_{\mathbb{K}}, h_{\mathbb{K}}]^T \), \( \mathbb{u}_{\mathbb{K},k} = [x_{\mathbb{K},k}, y_{\mathbb{K},k}, 0]^T \) and \( \mathbb{u}_{\mathbb{K,AV}} = [x_{\mathbb{K,AV}}, y_{\mathbb{K,AV}}, h_{\mathbb{K,AV}}]^T \), respectively. Herein, \( \mathbb{u}_\mathbb{K} \) and \( \mathbb{u}_{\mathbb{K},k} \) are assumed to be the coordinates assigned during the time interval. Subsequently, the UAV placement is executed by computing the variables \( \mathbb{u}_{\mathbb{K,AV}} \) using an optimization algorithm.

To accelerate the application of a UAV-mounted IRS, we further consider the radiation pattern of the IRS which is modeled as in [24], i.e.,

\[
F(\theta, \varphi) = \begin{cases} 
\cos^3(\theta), & \theta \in [0, \pi/2], \varphi \in [0, 2\pi] \\
0, & \theta \in (\pi/2, \pi], \varphi \in [0, 2\pi],
\end{cases}
\] (1)

where \( \theta \) and \( \varphi \) are the elevation and azimuth angles from the IRS to the BS/UE direction. It is noteworthy that the radiation pattern of the IRS is constant across different azimuth angles. For simplicity, we omit the argument \( \varphi \) of function \( F(\theta, \varphi) \) in (1), hereafter, i.e., we use \( F(\theta) \) instead of \( F(\theta, \varphi) \). Therefore, the channels between the BS and IRS, as well as between IRS and UE\( k \), can be modeled as

\[
G = G \sqrt{F(\theta_0)} \beta_0, \\
g_k = g_k \sqrt{F(\theta_k)} \beta_k.
\]

Herein, \( \beta_0 \) and \( \beta_k \) denote the path loss, whereas \( G \in \mathbb{C}^{M \times N} \) and \( g_k \in \mathbb{C}^{M \times 1} \) denote the small-scale fading of links
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FIGURE 1. Illustration of the UAV-mounted IRS DL system.
BS – UAV and UAV – UEk, respectively. Note that the small-scale fading is considered to be static during each coherence interval, while the path loss changes much more slowly, which is reasonable since the distances between the users, the BS, and the UAV are much larger than the distance between the BS antennas and between the IRS elements [25]. Accordingly, \( \beta_0 \) and \( \beta_e \) are defined as
\[
\beta_k \triangleq c_0 \| d_{k'} \|^{-\alpha_k}, \quad k' \in K \cup \{0\},
\]
where \( c_0 \) is the reference path loss at a distance of 1 m. \( \alpha_0 \) and \( \alpha_K \), \( \forall k \in K \) are the path loss exponents of links BS – UAV and UAV – UEk, respectively, whereas \( d_0 = u_{\text{UAV}} - u_{\text{BS}} = [x_{\text{UAV}} - x_{\text{BS}}, y_{\text{UAV}} - y_{\text{BS}}, h_{\text{UAV}} - h_{\text{BS}}]^T \) and \( d_k = u_{\text{UAV}} - u_{\text{UEk}} = [x_{\text{UAV}} - x_{\text{UEk}}, y_{\text{UAV}} - y_{\text{UEk}}, h_{\text{UAV}}]^T \) are the distance vectors from the UAV to the BS and UEk, respectively.

Finally, the signal received at UEk can be written as
\[
y_k = \sum_{\forall k' \in K} g_{k'}^H \Phi \Gamma w_{k'} + n_k,
\]
where \( w_k \in \mathbb{C}^{N \times 1} \) is the beamforming vector for UEk, and \( n_k \sim \mathcal{CN}(0, \sigma_k^2) \) is the additive white Gaussian noise at UEk. Meanwhile, \( \Phi \triangleq \text{diag}(\phi_1, \phi_2, \ldots, \phi_M) \) is the IRS phase shift matrix, in which \( \phi_m \in \mathbb{C} \) denotes the reflecting coefficient of the \( m \)-th IRS element, i.e., \( \phi_m \triangleq \beta_{k_m} e^{j \theta_m} \) with \( \beta_{k_m} \in [0, 1] \) and \( \theta_{k_m} \in [0, 2\pi) \) being the reflecting amplitude and phase shift of the \( m \)-th IRS element, respectively. Here, \( j \) in the exponent term of \( \phi_m \) represents the imaginary unit. Let \( w = [w_1^T, w_2^T, \ldots, w_K^T]^T \), \( \theta = [\theta_0, \theta_1, \ldots, \theta_K] \) and \( \beta = [\beta_0, \beta_1, \ldots, \beta_K] \); therefore, the signal-to-interference-plus-noise-ratio (SINR) at UEk can be expressed as shown in (4) (top of the next page).

Here, constraint (7b) guarantees that the total transmitted power does not exceed the maximum power at the BS, (7c) represents the QoS requirement for each UE, and (7d) describes the reflecting coefficient constraint of each IRS element. It is clear that the optimization problem (7) is nonconvex owing to the non-concave objective function (7a) and non-convex constraint (7c). Therefore, it is generally difficult to solve this problem directly.

### III. PROPOSED IA-BASED ALGORITHM

In this section, we propose an iterative algorithm that employs BCD and IA methods. In particular, the beamforming and IRS phase shift are alternately optimized with the UAV positions by BCD, in which the non-convex objective and constraint are addressed using the IA method. Hence, the original problem can be decomposed into two subproblems, wherein the UAV position and either beamforming or IRS phase shift are jointly optimized in each sub-problem. Before deriving a more tractable form for problem (7), we first introduce the IA-based approximation functions that will be applied at each iteration \( \iota \):

- A lower bound of the convex function \( |x|^2/y, x \in \mathbb{C}, y \geq 0 \) can be obtained as \([26]\)
\[
\frac{|x|^2}{y} \geq 2 \left( \frac{x^{(i)}}{y^{(i)}} \right)^2 - \left( \frac{(x^{(i)})^2}{(y^{(i)})^2} \right)^2.
\]

- Considering the multiplication function \( f_{\text{mul}}(x, y) \triangleq xy, x \geq 0, y \geq 0 \), the upper bound of \( f_{\text{mul}}(x, y) \) is presented as
\[
f_{\text{mul}}(x, y) \leq 2 \left( \frac{x^{(i)}}{y^{(i)}} \right)^2 + \frac{x^{(i)}}{2y^{(i)}} y^2 := f_{\text{mul}}^1(x, y).
\]

- Define the quadratic function \( f_{\text{qu}}(x) \triangleq \|x\|^2, x \in \mathbb{C}, L \leq 1 \), then its lower bound is given as \([27]\), i.e.,
\[
f_{\text{qu}}(x) \geq 2 \Re \{ (x^{(i)})^H x \} - \|x^{(i)}\|^2 := f_{\text{qu}}^1(x).
\]

- The lower bound of the convex function \( f_{\text{pow}}(x; a) \triangleq x^a, x \geq 0, a \geq 1 \) is expressed as
\[
f_{\text{pow}}(x; a) \geq a(x^{(i)})^{a-1} x - (a - 1)(x^{(i)})^a := f_{\text{pow}}^1(x; a).
\]

To ease the difficulty of non-convexity in the original problem (7), the following lemma is introduced to derive a more tractable form.

**Lemma 1:** We first set \( \lambda \triangleq \{ \lambda_k \}_{k \in K} \) and \( \Lambda \triangleq \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_K) \) as the smooth variables for the SINRs and then apply the IA method to the distance-based attenuation terms of the SINR function in (4). Without loss of op-
where \( U \) and \( \Phi \) are the phase shift matrix, beamforming vectors, and \( \lambda \) is the new variable defined as

\[
\lambda_k \triangleq \gamma_k(w, \Phi, \theta, \beta) = \frac{F(\theta_k)F(\theta_0)|g_k^H\Phi Gw_k|^2\beta_k\beta_0}{\sum_{\forall \ell \in K \setminus \{k\}} F(\theta_k)F(\theta_0)|g_k^H\Phi Gw_\ell|^2\beta_k\beta_0 + \sigma^2_k}.
\]  

(4)

timality, an approximated optimization problem for solving (7) at iteration \( i \) of an iterative algorithm is formulated as

\[
\begin{align}
\max_{w, \Phi, \Lambda} \quad & F_{SR}(\Lambda) \triangleq B \ln |I_K + \Lambda| \quad \text{(12a)} \\
\text{s.t.} \quad & \gamma_k(w, \Phi, \zeta_{up}, \zeta_{low}, \mu) \geq \lambda_k, \forall k \in K, \quad \text{(12b)} \\
& \lambda_k + 1 \geq \exp(R_k/B), \forall k \in K, \quad \text{(12c)} \\
& |d_{k'}|^2 \gamma_{k'} \leq \rho_{up,k'}, \forall k' \in K \cup \{0\}, \quad \text{(12d)} \\
& f_{mul}(\rho_{up,0}, \rho_{up,k}) \leq \zeta_{up,k}, \forall k \in K, \quad \text{(12e)} \\
& \rho_{low,k'} \leq f_{qq}(\rho_{low,k}), \forall k' \in K \cup \{0\}, \quad \text{(12f)} \\
& \rho_{low,k'} \leq f_{pc}(\rho_{low,k}; \alpha/k'; 2), \forall k' \in K \cup \{0\} \quad \text{(12g)} \\
& \rho_{low,k}^2 \leq \rho_{low,0}\rho_{low,k}, \forall k \in K, \quad \text{(12h)} \\
& \zeta_{low,k} \leq f_{wi}(\rho_{low,k}), \forall k \in K, \quad \text{(12i)} \\
& \gamma_{up} \geq \frac{\sigma^2_k}{f_{up}(\mu)}, \forall k, \quad \text{(12j)} \\
& \nu^2 \leq f_{pow}(h_{UAV} - h_{BS}; 3), \quad \text{(12k)} \\
& f_{(7b), (7d)} \quad \text{(12k)} \\
\end{align}
\]

where \( \alpha_k \triangleq 3 + \alpha_k', \forall k' \in K \cup \{0\} \), and the SINR at UE\( k \) is given as

\[
\gamma_k(w, \Phi, \zeta_{up}, \zeta_{low}, \mu) \triangleq \frac{\sum_{\forall \ell \notin K} |g_k^H\Phi Gw_k|^2\zeta_{up}}{\sum_{\forall \ell \notin K} |g_k^H\Phi Gw_\ell|^2\zeta_{low,k} + \mu_k}.
\]

We set a variable \( U \triangleq \{w_{up}, \rho_{up}, \zeta_{up}, \rho_{low,0}, \rho_{low}, \zeta_{low}, \mu, \nu \} \), with the new variables defined as

\[

\begin{align}
\rho_{up} & \triangleq \{\rho_{up,k}\}, \quad \forall k' \in K \cup \{0\} \\
\zeta_{up} & \triangleq \{\zeta_{up,k}\}, \quad \forall k \in K \\
\rho_{low,0} & \triangleq \{\rho_{low,0,k}\}, \quad \forall k' \in K \cup \{0\} \\
\rho_{low} & \triangleq \{\rho_{low,k}\}, \quad \forall k' \in K \cup \{0\} \\
\zeta_{low} & \triangleq \{\zeta_{low,k}\}, \quad \forall k \in K \\
\mu & \triangleq \{\mu_k\}, \quad \forall k \in K.
\end{align}
\]

Proof: Please see Appendix.

Clearly, the objective function is expressed in a logdet form that is a concave function. In addition, the QoS constraint (7c) is rewritten in linear form (12c), with respect to the new variable \( \Lambda \). However, constraint (12b) remains nonconvex owing to the combination of optimization variables, including the phase shift matrix, beamforming vectors, UAV position and auxiliary variables (e.g., \( \zeta_{up} \) and \( \zeta_{low} \) are used to convexify the constraints of the radiation pattern and UAV location). Next, we propose a BCD-based method to address the product of the phase shift matrix and beamforming vectors, while they are jointly optimized with the other variables. The main notations are summarized in Table I.

### A. UPDATING OF W AND UAV

In this subsection, we formulate the subproblem wherein the beamforming and UAV position are jointly optimized with a fixed IRS phase shift. Based on (12), the subproblem around a feasible point \( (w^{(i)}, U^{(i)}, \Phi) \) at iteration \( i \) can be derived as

\[
\begin{align}
\max_{w, \Phi, \Lambda} \quad & F_{SR}(\Lambda) \quad \text{(13a)} \\
\text{s.t.} \quad & \gamma_k(w, \Phi, \zeta_{up}, \zeta_{low}, \mu) \geq \lambda_k, \forall k \in K, \quad \text{(13b)} \\
& \nu^2 \leq f_{pow}(h_{UAV} - h_{BS} - 3), \quad \text{(12k)} \\
\end{align}
\]

where \( \gamma_k(w, \Phi, \zeta_{up}, \zeta_{low}, \mu) \) is given by \( \gamma_k(w, \Phi, \zeta_{up}, \zeta_{low}, \mu) \) with \( \Phi \) being fixed to \( \Phi \). It is clear that (13a) is still nonconvex.

To convexify (13b), we first introduce a new variable \( \tau = \{\tau_{k,\ell}\}_{k,\ell \in K} \) as the upper bound of the interference power in the denominator of \( \gamma_k(w, \Phi, \zeta_{up}, \zeta_{low}, \Phi) \), which satisfies the following rotated cone constraint:

\[
|g_k^H\Phi Gw_k|^2 \leq \tau_{k,\ell}, \forall k, \ell \in K, k \neq \ell.
\]

(14)

Next, the numerator of \( \gamma_k(w, \Phi, \zeta_{up}, \zeta_{low}, \Phi) \) is lower-bounded as

\[
|g_k^H\Phi Gw_k|^2 \geq \omega_k^2, \forall k \in K.
\]

(15)

where \( \omega_k \triangleq \{\omega_k\}_{k \in K} \) is a new variable. By applying (5) to the left-hand side of (15), we obtain the following convex constraint:

\[
f_{w,k}(w, \Phi, \zeta_{up}, w^{(i)}, \Phi) \geq \omega_k^2, \forall k \in K.
\]

(16)
Algorithm 1 Proposed Algorithm to Solve Problem (1)

1: Initialization: Set $i := 0$, $\epsilon = 10^{-3}$ and generate the initial point $(w(0), \Phi(0), U(0))$ by solving (24).
2: while $\frac{|c_w-c_{\Phi}|}{c_w} \geq \epsilon$ do
3:     repeat
4:         Solve (19) to find $(w^*, U^*, \omega^*, \tau^*)$.
5:         Update $(w(i+1), U(i+1), \omega(i+1), \tau(i+1)) := (w^*, U^*, \omega^*, \tau^*)$.
6:     Set $i := i + 1$.
7:     until Convergence
8:     Set $c_w = F_{\text{SR}}(A)$.
9:     repeat
10:        Solve (23) to find $(\Phi^*, U^*, \omega^*, \tau^*)$.
11:       Update $(\Phi^*, U^*, \omega^*, \tau^*) := (\Phi^*, U^*, \omega^*, \tau^*)$.
12:     Set $i := i + 1$.
13:     until Convergence
14:     Set $c_{\Phi} = F_{\text{SR}}(A)$.
15: end while
16: Output: The optimal solution $(w^*, \Phi^*, u_{\text{UAV}})$.

where

$$f_{s,k}(w, \Phi, \zeta_{\text{up}}; w^{(i)}, \Phi^{(i)}) \Deltaq 2\Re((\bar{g}_k^H \Phi G w_k) \bar{\zeta}_{\text{up},k}) \nonumber$$

$$- \frac{|\bar{g}_k^H \Phi G w_k|^2}{(\bar{\zeta}_{\text{up},k})^2}.$$  (17)

Based on (8), it is shown that $\bar{\gamma}_k(w, \zeta_{\text{up}}, \zeta_{\text{low}}, \Phi)$ has a lower bound as

$$\bar{\gamma}_k(w, \zeta_{\text{up}}, \zeta_{\text{low}}, \mu, \Phi) \geq \frac{c_{\text{SR}}^2 - \omega_k}{\Psi_k(\tau, \mu)} \nonumber$$

$$\geq A_{1,k}(\omega) - A_{2,k}(\tau, \mu).$$  (18)

where

$$\Psi_k(\tau, \mu) \Deltaq \sum_{\forall \ell \in K(k)} c_0^2 \tau_{k,\ell} + \mu_k,$$

$$\Psi_k^{(i)} \Deltaq \Psi_k^{(i)}(\tau^{(i), \mu^{(i)})},$$

$$A_{1,k}(\omega) \Deltaq 2\frac{(c_0^2 \omega_k)}{\Psi_k},$$

$$A_{2,k}(\tau, \mu) \Deltaq \frac{c_0^2 \omega_k^2}{\Psi_k^2} \sum_{\forall \ell \neq \ell \in K} c_0^2 \tau_{k,\ell} + \mu_k.$$

The subproblem for joint beamforming and UAV position optimization at iteration $i + 1$ can be expressed as

$$\begin{align} & \max_{w, U, \omega, \Phi, \lambda} \bar{F}_{\text{SR}}(A) \\
& \text{s.t.} \quad A_{1,k}(\omega) - A_{2,k}(\tau, \mu) \geq \lambda_k, \forall k \in K. \quad (19a) \end{align}$$

B. UPDATING OF $\Phi$ AND $u_{\text{UAV}}$

In this subsection, we jointly optimize the IRS phase shift and UAV position while fixing the beamforming. Therefore, the sub-problem at feasible point $(\Phi^{(i)}, U^{(i)}|w)$ with fixed $w$ can be expressed as follows:

$$\begin{align} & \max_{\Phi, U, \lambda} \bar{F}_{\text{SR}}(A) \\
& \text{s.t.} \quad \gamma_k(\Phi, \zeta_{\text{up}}, \zeta_{\text{low}}|w) \geq \lambda_k, \forall k \in K, \quad (20a) \end{align}$$

Constraint (20b) can be convexified using the steps presented in (13b). First, to optimize $\Phi$ instead of $w$, constraints (14) and (16) are updated as

$$\begin{align} & \bar{g}_k^H \Phi \bar{G} w_k |w_k |^2 \leq \tau_{k,\ell}, \forall k, \ell \in K, k \neq \ell. \quad (21a) \end{align}$$

Similarly to (18), the lower bound of $\gamma_k(\Phi, \zeta_{\text{up}}, \zeta_{\text{low}}|w)$ is expressed as

$$\begin{align} & \gamma_k(\Phi, \zeta_{\text{up}}, \zeta_{\text{low}}, \mu|w) \geq \frac{\omega_k^2}{\Psi_k(\tau, \mu)} \nonumber$$

$$\geq A_{1,k}(\omega) - A_{2,k}(\tau, \mu).$$  (22)

Hence, the solution for (20) can be obtained by solving the following subproblem at iteration $i + 1$:

$$\begin{align} & \max_{\Phi, U, \omega, \tau, \lambda} \bar{F}_{\text{SR}}(A) \\
& \text{s.t.} \quad A_{1,k}(\omega) - A_{2,k}(\tau, \mu) \geq \lambda_k, \forall k \in K, \quad (23b) \end{align}$$

C. GENERATION OF AN INITIAL POINT

To execute either (19) or (23), an initial point $(w(0), \Phi(0), U(0))$ is necessary. In this study, subproblem (19) is solved with a first iteration, where $\Phi(0)$ is generated by a random phase shift with a reflecting amplitude of 1, and the initial point for beamforming and UAV position are obtained by satisfying the QoS requirement at the fixed IRS phase shift. Hence, we solve the following subproblem to obtain the initial point for (19):

$$\begin{align} & \max_{w, U, \omega, \tau, \lambda, \delta} \Delta \Deltaq \sum_{k \in K} \delta_k \\
& \text{s.t.} \quad \lambda_k + 1 - \exp(\bar{R}_k / B) \geq \delta_k, \forall k \in K, \quad (24b) \end{align}$$

$$\delta_k \leq 0, \forall k \in K, \quad (24c)$$

$$\bar{R}_k \in [2, 12], [12, 14], [16], [19]. \quad (24d)$$

where $\delta \Deltaq \delta_k$ is a new variable. An initial point for (19) is obtained when objective $\Delta$ is approximately zero. Finally, the proposed algorithm is summarized in Algorithm 1.

D. COMPLEXITY ANALYSIS

To compute the complexity of Algorithm 1, we first determine the complexity of the two subproblems based on the number of constraints and variables. The number of
cone/linear constraints of sub-problems (19) and (23) are the same, i.e., \( c = (K^2 + 9K + 5) \). The number of variables in (19) is \( v_1 = (K^2 + 9K + NK + 7) \), whereas that in (23) is \( v_2 = (K^2 + 9K + MN + 7) \). According to [28], the per-iteration complexities for solving (19) and (23) in terms of the big-O can be expressed as \( O(v_1^2 + c + v_1) \) and \( O(v_2^2 + c + v_2) \), respectively. Therefore, the per-iteration of Algorithm 1 is equivalent to \( O(v_1^2 + c + v_1) + O(v_2^2 + c + v_2) \), which is comparable to the complexity \( O(v_1^2 + c + v_1) \) of the method without phase shift optimization.

IV. NUMERICAL RESULTS

In this section, we evaluate the effectiveness of the proposed approach for the considered UAV-mounted IRS system, where the system parameters for the simulation are set as follows:

- The BS is equipped with \( N = 16 \) antennas located at \((0, 0, 30)\), i.e., \( h_{BS} = 30 \text{ m} \) with a power budget \( P_{BS}^{max} = 38 \text{ dBm} \).
- \( K = 6 \) single-antenna UEs are assumed to be uniformly distributed in a circular area with radius \( R_d = 30 \text{ m} \) and center position \((x_d, y_d) = (0, 50)\).
- The UAV altitude \( h_{UAV} \) is within a range \([30, 120]\) m.
- The number of passive elements in the IRS is \( M = 50 \).
- The QoS requirements of all UEs, without loss of generality, are set to \( R_k = 5 \text{ Mbits}, \forall k \in K \).
- The path-loss exponents for BS-UAV and UAV-UE links are set to \( \alpha_{BS-UAV} = 2 \) and \( \alpha_{UAV-UE} = 2.2 \), and the reference path-loss is set to \( c_0 = -30 \text{ dB} \) for all links [12].
- The \( K \) factors for the Rician channels BS-UAV and UAV-UE links are set to \( K_{BS-UAV} = 10 \text{ dB} \) and \( K_{UAV-UE} = 5 \text{ dB} \), respectively.

For comparison purpose, we consider the same simulation setup for the terrestrial IRS (TIRS) counterpart as that for the proposed UAV-mounted IRS model, as illustrated in Fig. 2. In particular, we assume that the IRS is placed on a building at the same altitude as the BS, and the path-loss exponents for BS-IRS and IRS-UE links are set to 2 and 2.4, respectively [13], [29]. To achieve the best performance in the case of TIRS, we examine the relative position of the IRS based on angle \( \vartheta \), which is displayed in Fig. 2. Accordingly, Fig. 3 shows the average sum rate with different values of \( \vartheta \) in the TIRS scenario. As shown, both schemes with and without phase shift optimization yield the best sum rate with \( \vartheta = 60^\circ \). Therefore, we select \( \vartheta = 60^\circ \) for the TIRS scenario.

Next, to evaluate the effectiveness of the proposed UAV-mounted IRS (UmI) approach with optimized altitude, referred to as “UmI w/ \( h_{UAV} \) optimized” scheme, we compare its performance with that of the following four schemes:

- **UmI**: In this scheme, UAV is deployed at the fixed altitude \( h_{UAV} = 70 \text{ m} \), i.e., only the horizontal placement of the UAV, the beamforming at the BS, and phase shift at the IRS are jointly optimized.
- **UmI without (w/o) phase shift (PS)**: Only horizontal placement of UmI and BS beamforming are jointly optimized in this scheme, while the IRS phase shift matrix \( \Phi \) is set to an identity matrix.
- **TIRS**: As described in Fig. 2, the terrestrial IRS is placed on a building at the same altitude as the BS, considering the phase shift optimization. Herein, the beamforming at the BS and the IRS phase shift are alternately optimized.
- **TIRS w/o PS**: This scheme is similar to the TIRS scheme, but only the beamforming at the BS is optimized. The phase shift matrix is set to an identity matrix.

Fig. 4 shows the average sum rate performance (in Mbps) with respect to the maximum power levels at the BS, \( P_{BS}^{max} \) (in dBm). First, it is observe that the sum rates of all considered schemes increase rapidly with the BS maximum power, whereas the performance gain in the average sum rate of the UmI over TIRS remains constant, i.e., approximately 9 Mbps. As expected, the phase shift optimization brings significant improvement in sum rate for both the TIRS and UmI scenarios, especially for UmI cases. For example, at \( P_{BS}^{max} = 38 \text{ dBm} \), the sum rate of UmI and TIRS cases upon applying phase shift optimization grows by about 14 Mbps and 6 Mbps, respectively (from 18.5 Mbps to 32.1 Mbps for UmI and from 10.7 Mbps to 16.8 Mbps for TIRS). Moreover,
by mounting the IRS on the UAV platform, the sum rate gap between the proposed UmI system with optimized altitude and the TIRS counterpart enlarges as $P_{\text{BS}}^{\text{max}}$ increases, from about 10 Mbps at $P_{\text{BS}}^{\text{max}} = 30 \text{ dBm}$ to about 23 Mbps at $P_{\text{BS}}^{\text{max}} = 46 \text{ dBm}$. In the end, for the UmI model, the altitude optimization can bring substantial sum rate enhancement, compared to the fixed altitude case, with approximately 6 Mbps at all considered $P_{\text{BS}}^{\text{max}}$ values, making the scheme UmI w/ $h_{\text{UAV}}$ optimized superior to all the rests.

In Fig. 5, the average sum rate of all schemes is determined as a function of the number of IRS elements, $M$. Here, similar sum rate behaviors can be observed as in Fig. 4 which confirms the benefits of the employed IRS-integrated UAV system and the effectiveness of the phase shift optimization. By providing the IRS with additional DoF by attaching it to UAV, the sum rate gap between the proposed UmI model, even with fixed UAV altitude, and the TIRS case increases twice, when the number of IRS elements increases from 20 to 80, i.e., from 5 Mbps at $M = 20$ to 10 Mbps at $M = 80$. This performance gap between the UmI and TIRS models appears more remarkable when the UAV altitude is optimized. For instance, the sum rate of UmI with optimized $h_{\text{UAV}}$ reaches approximately 38.3 Mbps with $M = 80$ IRS elements, whereas that of the UmI with fixed $h_{\text{UAV}}$ and TIRS is about 31.3 Mbps and 21.8 Mbps, respectively.

Next, we investigate the effect of the number of UEs, $K$, on the system sum rate, as shown in Fig. 6. It is interesting to see that the gain afforded by the phase shift optimization of some schemes tends to decrease as the number of UEs increases. This occurs because the DoF provided by the IRS relative to the number of UEs is reduced when $K$ grows. In addition, the sum rate curves of all five schemes exhibit a similar trend: The sum rate first increases and then decreases, as the number of UEs increases. This reflects the fact that, for a relatively small number of UEs, the DoF and maximum power at the BS are sufficient for improving the sum rate performance. However, when a significant number of UEs are involved, the DoF and $P_{\text{BS}}^{\text{max}}$ become deficient for the sum rate enhancement. On the other hand, the SR performance gap between UmI and UmI w/ $h_{\text{UAV}}$ optimized becomes larger as the number of UEs increases. This result confirms the effectiveness of 3D UAV placement optimization (with $h_{\text{UAV}}$ optimized) compared with horizontal UAV placement optimization (with fixed $h_{\text{UAV}}$) for a large number of UEs.

Another important performance metric that needs to be investigated is the convergence rate of different schemes. Here we set $P_{\text{BS}}^{\text{max}} = 34 \text{ dBm}$, $M = 50$, $N = 16$, and $K = 6$. Fig. 7 displays the sum rates obtained in all schemes as a function of the number of iterations. Explicitly, the sum rate of both the UmI and TIRS cases w/o PS quickly converges, i.e., approximately 10 iterations to achieve 99% performance. This happens because only the beamforming is computed at the BS. Meanwhile, the optimization of the IRS phase shift requires more operating time to reach the saturated level (at about 16 iterations); however, it provides a considerable improvement of the sum rate for both the UmI...
and TIRS cases (about 45% performance gain). Furthermore, it revealed that the jumping steps in the convergence behavior of both the UmI and TIRS schemes are caused by the alternating optimization procedure of the BS beamforming and the IRS phase shift. Accordingly, this reduces the convergence speed in the two above-mentioned cases upon phase shift optimization procedure. Nevertheless, such convergence rate performance is reasonably compensated by the considerable sum rate gains afforded by adjusting the phase shift.

As a matter of fact, UmI w/ \( h_{\text{UAV}} \) optimized always achieves the best performance among all the investigated schemes and keeps a large constant gain over the counterpart scheme with the fixed altitude, i.e., UmI. A rising question is how fast the optimization problem of UmI w/ \( h_{\text{UAV}} \) optimized converges compared to the other schemes. To answer the question, Fig. 8 shows the convergence behavior of the UAV placement for the UmI w/ \( h_{\text{UAV}} \) optimized. It is seen that it requires only about ten iterations to reach nearly convergence point, which validates the effectiveness of the proposed algorithm. Another interesting point is that the altitude \( h_{\text{UAV}} \) converges to about 49 m in the range \([30, 120]\) m. The convergence point is not close to the lower limit, because it depends on both the radiation pattern of IRS and pathloss of the channel.

To gain a deep insight into this behavior, we further investigate a trade-off between the radiation pattern and pathloss, which impacts on the average sum rate, as shown in Fig. 9. Note that both the average pathloss \( F_{\text{PL}}(u_{\text{UAV}}) \) and the average radiation pattern \( F_{\text{Ra}}(u_{\text{UAV}}) \) can be defined as functions of \( h_{\text{UAV}} \), i.e., \( F_{\text{PL}}(u_{\text{UAV}}) \triangleq (\sum_{k \in K} \|d_0\|^{-\alpha_0}||d_k||^{-\alpha_k})/K \) and \( F_{\text{Ra}}(u_{\text{UAV}}) \triangleq (\sum_{k \in K}(h_{\text{UAV}} - h_{\text{BS}})^3h_{\text{UAV}}^{-3}(\|d_0\| ||d_k||)) / K \). Interestingly, prior to the optimal altitude (\( h_{\text{UAV}}^{\text{opt}} = 49 \) m), the sum rate increases in proportion to the growth of \( F_{\text{PL}}(u_{\text{UAV}}) \) and \( F_{\text{Ra}}(u_{\text{UAV}}) \), but in the opposite direction of \( h_{\text{UAV}} \) variation. More specifically, the sum rate as a function of \( F_{\text{Ra}}(u_{\text{UAV}}) \) decreases from \( h_{\text{UAV}}^{\text{opt}} = 49 \) m to \( h_{\text{UAV}} = 80 \) m, while the sum rate as a function of \( F_{\text{PL}}(u_{\text{UAV}}) \) decreases from \( h_{\text{UAV}}^{\text{opt}} = 49 \) m to \( h_{\text{UAV}} = 40 \) m.

V. CONCLUSION

In this work, we investigated a UAV-mounted IRS system to assist the DL communication between the multi-antenna BS and multiple UEs, wherein the BS beamforming, IRS phase shift and UAV placement were jointly optimized, targeting the sum rate maximization. To address the nonconvexity of the original problem, we employed both the BCD and IA methods to segregate the problem into two sub-problems, and then we developed an iterative algorithm to alternately optimize the BS beamforming and IRS phase shift with UAV placement. Numerical results demonstrated that our proposed approach for UAV-aided aerial IRS DL system brings significant sum rate enhancement compared to the conventional system with the terrestrial IRS counterpart, even with the fixed altitude of the UAV. Moreover, it was shown that the sum rate gap becomes more remarkable when the UAV altitude is allowed to vary in the proposed optimization problem.
APPENDIX

To relieve the difficulty of solving problem (\ref{eq:7}), we transform (\ref{eq:7}) into a more tractable form. First, we introduce a new variable $\lambda \triangleq \{\lambda_k\}_{k \in K}$ to smooth the SINR function:

$$\gamma_k(w, \Phi, \theta, \beta) \geq \lambda_k, \forall k \in K.$$  \hfill (25)

Subsequently, the lower bound of the objective function (\ref{eq:7a}) is rewritten as

$$F_{\text{UB}}(w, \theta, \phi, \Phi, \beta) \geq B \sum_{k \in K} R(\lambda_k) = B \ln \left( \prod_{k \in K} (1 + \lambda_k) \right) = B \ln |I_K + \Lambda| = \tilde{F}_{\text{UB}}(\Lambda),$$  \hfill (26)

where $I_K$ is the $K \times K$ identity matrix and $\Lambda \triangleq \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_K)$. Clearly, (\ref{eq:26}) is performed as a concave logdet function. However, the additional constraint (\ref{eq:25}) remains highly non-convex; hence, the remainder of the proof is to derive a more solvable form for (\ref{eq:25}).

Let us extract the radiation pattern of the IRS in (\ref{eq:1}) as a function with respect to the distance from the UAV to the BS and to the UEs, i.e.,

$$F(\theta_0) = \frac{(h_{\text{UAV}} - h_{\text{BS}})^3}{|d_0|^3},$$  \hfill (26a)

$$F(\theta_k) = \frac{h_{\text{UAV}}^3}{|d_k|^3}. \hfill (26b)$$

By substituting (\ref{eq:2}) and (\ref{eq:27}) into (\ref{eq:4}), $\gamma_k(w, \Phi, \theta, \beta), k \in K$ in (\ref{eq:25}) can be rewritten as

$$\gamma_k(w, \Phi, u_{\text{UAV}}) = \frac{c_0^2|g_k^H \Phi G w_k|^2 |d_0|^{-\alpha} |d_k|^{-\alpha_k}}{\sum_{\forall j \neq k \in K} c_0^2|g_j^H \Phi G w_j|^2 |d_0|^{-\alpha} |d_k|^{-\alpha_k} + f_{\text{n,k}}(h_{\text{UAV}}^i)}.$$  \hfill (27)

where $f_{\text{n,k}}(h_{\text{UAV}}^i) = \frac{\sigma^2}{f_{\text{qu}}(v)}$.

We further address the norm functions of $\gamma_k(w, \Phi, u_{\text{UAV}})$ based on the linear upper and lower bounds of $|d_0|^\alpha |d_k|^{\alpha_k}$. The upper bound of $|d_0|^\alpha |d_k|^{\alpha_k}$, denoted by $\zeta_{\text{up,k}}$, around point $u_{\text{UAV}}^i$ at iteration $i$ of an iterative algorithm is obtained as the following constraint:

$$|d_0|^\alpha |d_k|^{\alpha_k} \leq \zeta_{\text{up,k}}, \forall k \in K.$$  \hfill (28)

To address the non-convexity of (\ref{eq:28}), we first introduce a new variable $\rho_{\text{up},k'}$ and impose the following power-cone constraint:

$$|d_k|^{\alpha_k} \leq \rho_{\text{up},k'}, \forall k' \in K \cup \{0\},$$  \hfill (29)

hence, constraint (\ref{eq:28}) becomes

$$\rho_{\text{up},0,0} \leq \zeta_{\text{up,k}}, \forall k \in K.$$  \hfill (30)

By applying (\ref{eq:29}) to the left-hand side of (\ref{eq:30}), constraint (\ref{eq:28}) is convexified as

$$f_{\text{n,k}}^{(i)}(\rho_{\text{up},0,0}, \rho_{\text{up},k}) \leq \zeta_{\text{up,k}}, \forall k \in K.$$  \hfill (31)

However, the function $|d_0|^\alpha |d_k|^{\alpha_k}$ is lower bounded by $\zeta_{\text{low,k}}$, which is expressed as

$$\zeta_{\text{low,k}} \leq |d_0|^\alpha |d_k|^{\alpha_k}, \forall k \in K.$$  \hfill (32)

By introducing the new variables $\{\rho_{\text{low},k'}\}_{k' \in K \cup \{0\}}$, constraint (\ref{eq:32}) can be equivalently expressed as

$$\begin{cases}
\rho_{\text{low},k'} \leq |d_k|^{\alpha_k'}, \forall k' \in K \cup \{0\}, \\
\zeta_{\text{low,k}} \leq \rho_{\text{low},0} \rho_{\text{low},k}, k \in K.
\end{cases}$$  \hfill (33a,b)

Using (\ref{eq:10}) and (\ref{eq:11}), constraint (\ref{eq:33a}) can be approximated as the following convex constraints:

$$\begin{cases}
\tilde{\rho}_{\text{low},k'} \leq f_{\text{qu}}^{(i)}(d_k), \forall k' \in K \cup \{0\}, \\
\rho_{\text{low},k'} \leq f_{\text{pow}}^{(i)}(\tilde{\rho}_{\text{low},k'}; \tilde{\alpha}_k/2), \forall k' \in K \cup \{0\},
\end{cases}$$  \hfill (33a,b)

whereby constraint (\ref{eq:33b}) is convexified as

$$\begin{cases}
\tilde{\rho}_{\text{low},k}^2 \leq \rho_{\text{low},0} \rho_{\text{low},k}, k \in K, \\
\zeta_{\text{low},k} \leq f_{\text{qu}}^{(i)}(\tilde{\rho}_{\text{low},k}), k \in K. 
\end{cases}$$  \hfill (33c,d)

Now, we let $\mu \triangleq \{\mu_k\}_{k \in K}$ be an upper bound of $f_N(h_{\text{UAV}}) \triangleq \left\{f_{n,k}(h_{\text{UAV}})\right\}_{k \in K}$, which is expressed as

$$\mu_k \geq f_{\text{n,k}}(h_{\text{UAV}}), k \in K.$$  \hfill (35)

Constraint (\ref{eq:35}) can be convexified as

$$\mu_k \geq \frac{\sigma^2}{f_{\text{qu}}(v)}, k \in K,$$  \hfill (36)

with the following convex constraints imposed:

$$v^2 \leq \frac{f_{\text{pow}}(h_{\text{UAV}}; 3)}{f_{\text{pow}}(r_{\text{UAV,BS}}; 3)}, k \in K,$$  \hfill (37)

where $f_{\text{pow}}(r_{\text{UAV,BS}}; 3) \triangleq f_{\text{pow}}(h_{\text{UAV}} - h_{\text{BS}}; 3)$.

Then, instead of $\gamma_k(w, \Phi, \zeta_{\text{up}}, \zeta_{\text{low}})$, we get a more tractable form of SINR at UE$_k$ as

$$\tilde{\gamma}_k(w, \Phi, \zeta_{\text{up}}, \zeta_{\text{low}}, \mu) \triangleq \frac{c_0^2|g_k^H \Phi G w_k|^2 |d_0|^{-\alpha} |d_k|^{-\alpha_k} + f_{\text{n,k}}(h_{\text{UAV}})}{\sum_{\forall k \neq K} c_0^2|g_k^H \Phi G w_k|^2 |d_0|^{-\alpha} |d_k|^{-\alpha_k} + \mu}.$$  \hfill (38)

Using (\ref{eq:26}), (\ref{eq:29}), (\ref{eq:31}), (\ref{eq:34}), (\ref{eq:36}), and (\ref{eq:37}), we obtain problem (\ref{eq:12}), which provides a maximization minorant for the original problem (\ref{eq:7}).
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