Aging phenomena are widely observed in various soft matter systems, including polymers [1], soft glasses [2,3], disordered mechanical systems [4]. Recently, many experiments found that protein condensates formed by liquid-liquid phase separation [5,6], both in vivo and in vitro, also exhibit aging behavior: their dynamics slow over time and become more solid-like [8,15]. More quantitatively, Jawerth et al. [16] studied the aging of protein condensates by investigating their rheological properties in the linear viscoelasticity regime using laser tweezers [17]. The authors found that the complex moduli of protein condensates are self-similar at all ages — they exhibit the same viscoelastic behavior of Maxwell fluids with a relaxation time increasing as the material ages. Meanwhile, the material appeared amorphous at all times. This aging behavior appears generic because it is observed in various protein condensates, including PGL-3 and FUS family proteins. Previous models on the aging rheology of disordered materials mostly discussed yield stress materials – finite stress is required to shear the material in the zero shear rate limit [18–24]. For example, the soft glassy rheology model [18,20] shows that a glassy material behaves as a Maxwell fluid at high temperature but without aging; aging occurs at low temperature, but the material also becomes solid. As far as we know, the mechanism of the aging Maxwell fluid behavior of protein condensates is far from clear despite its universality and fundamental importance to cell biology and disease [11,16].

In this manuscript, we propose a mesoscopic model of protein condensates in which the condensate is considered as a combination of many mesoscopic parts. The system’s macroscopic rheological response is the average of all the mesoscopic parts. In the following, we first introduce the model in the linear viscoelasticity regime in which a phase transition from aging phase to non-aging phase occurs when the temperature is above some critical value. We then study the aging phase and show that protein condensates behave as aging Maxwell fluids with increasing characteristic relaxation times as the materials age. We then switch to nonlinear rheology and show that for aging Maxwell fluids, the shear stress increases with time under constant shear rate – protein condensates are rheopectic fluids. Finally, we show that the stress-strain curves of aging Maxwell fluids under different shear rates are invariant if the products of shear rate and characteristic relaxation time are the same.
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**FIG. 1.** A protein condensate is conceptually subdivided into mesoscopic elements. Each element is in a metastable state with yield energy $E$, and the hopping rate to escape the metastable state is $R(E) = e^{-E/T}$ where $T$ is the temperature. Each element behaves as a mesoscopic Maxwell fluid in the linear viscoelasticity regime with the relaxation time set by its current yield energy. The whole system’s rheological response is a parallel combination of all the mesoscopic elements.

**Aging Maxwell fluid model** — A protein condensate, which can be formed by liquid-liquid phase separation, is conceptually subdivided into mesoscopic parts, called elements in the following. Their sizes are small enough so that a macroscopic droplet contains a large number...
of them. Meanwhile their sizes are large enough so that their deformations can be described by an elastic strain variable. Because condensate-forming proteins have large regions of disorder, they can have a large number of molecular configurations \cite{12}. Therefore, each element can transit between a large number of metastable states \cite{23}. We assume that each element is in one metastable state with a yield energy \( E \), which is the energy barrier the element needs to overcome to escape the metastable state. Therefore, the hopping rate for the element to hop out of the metastable state is \( R(E) = \Gamma_0 \exp(-E/T) \). Here \( \Gamma_0 \) is the attempt frequency for hops, \( T \) is the temperature, and the Boltzmann constant is set as 1. In the following, we set \( \Gamma_0^{-1} \) as the time unit. The model is summarized in Figure \( \text{III} \).

In the regime of linear viscoelasticity, the local stress of elements with yield energy \( E \) evolves as \( d\sigma(\sigma(E))/dt = k\gamma - \exp(-E/T)\sigma(E) \). Here \( \gamma \) is the shear strain, \( \dot{\gamma} \) is the shear rate, and \( k \) is the elastic modulus. The bracket represents an average over an ensemble of elements with the same yield energy. In the following, we set \( k \) as the stress unit. Note that in principle, the hopping rate should be \( \exp(-(E - l^2/2)/T) \) where \( l \) is the local strain of one element, but since we consider the linear viscoelasticity, the higher-order terms are neglected \cite{19}. Note that the speedup of hopping rate by external shear will be important as we later discuss nonlinear rheology.

The whole system can be considered as a combination of a large number of mesoscopic Maxwell fluids connected in parallel. For a local element with yield energy \( E \), the Fourier transformation of its stress in the frequency space follows \( \sigma(\omega) = \frac{i\omega\tau_c(E)}{1 + i\omega\tau_c(E)}\gamma(\omega) \) where \( \tau_c(E) = \exp(\beta E) \) and \( \beta = 1/T \). Since the macroscopic shear stress is the average over the local stresses of all elements, the whole system’s complex modulus, defined as \( \sigma(\omega) = G(\omega)\gamma(\omega) \), becomes

\[
G(\omega) = \left\langle \frac{i\omega\tau_c(E)}{1 + i\omega\tau_c(E)} \right\rangle_E. \tag{1}
\]

The average is over the yield energy distribution \( P(E, t) \), which can depend on time \( t \). We note that rigorously speaking, the above equation requires that \( P(E, t) \) changes little in the duration of the rheology measurement so that a quasi-equilibrium yield energy distribution is a good approximation. We will show later that current experiments support that this quasi-equilibrium condition is generally satisfied. Therefore, to find the complex modulus, we only need to find the yield energy distribution \( P(E, t) \), which we discuss in the following.

We assume that once a mesoscopic region hops out of its current metastable state, it will reach a new metastable state with a different yield energy. In general, the equation of motion of the yield energy distribution is

\[
\frac{\partial P(E, t)}{\partial t} = -P(E, t)e^{-\beta E} \int H(E[E'])P(E', t)e^{-\beta E'} dE'. \tag{2}
\]

Here \( H(E[E']) \) is the probability distribution of the yield energy of the new metastable state given the previous state has a yield energy \( E' \). In the soft glass rheology model \cite{18, 26}, \( H(E[E']) \) is assumed to be independent of \( E' \); the new metastable state is completely independent of the previous metastable state. The soft glassy rheology model predicts a Maxwell fluid state at high temperature and a solid state at low temperature \cite{19}, but aging behaviors only exist in the solid phase. Therefore, the soft glassy rheology model is incompatible with experimental observations of increasing viscosity and simultaneously Maxwell fluid viscoelasticity.

Assuming a complete loss of memory of the previous metastable state is a theoretical simplification, making the model analytically solvable. In more realistic models, the correlation between the new metastable state and the previous one should be considered. To incorporate this correlation, we make a simple assumption that the transition kernel \( H(E[E']) = h(E' - E) \) and is also short-ranged so that the new metastable states are close to the previous ones in the yield energy space. Therefore, we propose a simple form of Eq. (2) in the continuum limit as

\[
\frac{\partial P(E, t)}{\partial t} = -v \frac{\partial [P(E, t)e^{-\beta E}]}{\partial E} + D \frac{\partial^2 [P(E, t)e^{-\beta E}]}{\partial E^2}. \tag{3}
\]

![FIG. 2. Phase diagram of the aging Maxwell fluid model. In the aging phase in which \( v > -D/T \), the yield energy distribution is a traveling wave with a time-dependent traveling speed. Therefore, the system’s macroscopic viscosity gradually increases over time. In the non-aging phase, the system exhibits a stationary state without aging.](image)
Here \( v = \int h(x)dx \) is the drift, and \( D = \int h(x)x^2dx/2 \) is the diffusion constant in the yield energy space. Note that a positive \( v \) means a drift towards positive \( E \). Eq. \( 3 \) resembles the standard diffusion equation, but exhibits a critical difference. For example, even \( P(E,t) \) is independent of \( E \), the diffusion term has a flux towards the positive direction of \( E \) due to the \( \exp(-\beta E) \) factor.

Interestingly, we find that the above equation has an analytical solution that has a traveling wave form \( P(E,t) = f(E-v_t t) \) with a time-dependent traveling speed \( v_t = T \ln(t)/t \) (Figure 2):

\[
P(E,t) \sim \frac{e^{(\beta + \frac{\gamma}{2})E}}{t + \beta \gamma} \exp \left( -\frac{e^{\beta E}}{D \beta^2 t} \right),
\]

where we drop the normalization constant, which is straightforward to compute [see derivation details in the Supplementary Materials (SM)]. The traveling wave solutions are confirmed numerically (Figure S1).

The traveling wave solution suggests aging phenomena. We find that the average yield energy increases logarithmically with time \( \langle E \rangle = k_B T (\ln(D \beta^2 t)) + \text{const} \) (see the expression of the constant term in SM). Meanwhile, the average relaxation time \( \langle \tau_c \rangle = \int e^{\beta E} P(E,t)dE \) increases linearly with time:

\[
\langle \tau_c \rangle = \left( \frac{D}{T^2} + \frac{v}{T} \right) t \equiv At
\]

Here we define \( A \) as the aging rate of the average relaxation time. The time \( t \) here can be considered as the waiting time \( t_w \) after the formation of protein condensates. Note that according to Eq. \( 6 \), the average relaxation time \( \langle \tau_c(t = 0) \rangle = 0 \), which is a good approximation if \( \langle \tau_c(t = 0) \rangle \) is negligible compared with the average relaxation time for large \( t \). When this approximation is not valid, we find that the yield energy distribution can be well approximated by Eq. \( 4 \) with a constant shift in time (SM).

We find a phase transition from the aging phase to a non-aging phase when \( v < -D/T \) (Figure 2). In the non-aging phase, the yield energy distribution becomes a stationary solution, \( P_\text{eq}(E) = -e^{(\beta + v/D)E}/(\beta + v/D) \).

Interestingly, we find that the nature of the phase transition appears to be hybrid: the traveling speed changes from zero to a time-dependent value that is independent of the drift; meanwhile, the aging rate of the relaxation time changes continuously, e.g., \( A \sim (v - v_c) \) where \( v_c = -D/T \). Our model predicts two ways to slow down or even halt aging. One is by increasing the temperature, consistent with experimental observations [10]. The other way is to reduce the drift so that the average yield energy of the new metastable state becomes smaller than the current state.

**Self-similarity of complex modulus** —Imagine we prepare the material at time zero and implement the periodic shear experiment after a waiting time \( t_w \). Assuming the yield energy distribution changes little during the experiments (quasi-equilibrium assumption), the complex shear modulus, \( G(\omega) = G'(\omega) + iG''(\omega) \), can be calculated using Eq. \( 1 \) and Eq. \( 4 \) [Figure 3(a)]. We rescale the curves by the characteristic frequency \( \omega_c \) at which \( G'(\omega) = G''(\omega) \). The shear modulus curves can be nicely collapsed on a master curve consistent with Maxwell fluid models, with the signature scaling of Maxwell fluids: \( G'(\omega) \sim \omega^2 \) and \( G''(\omega) \sim \omega \) at low frequency [Figure 3(b)]. The self-similarity of the complex modulus is robust in the aging phase, as we confirm using multiple sets of parameters, including positive and negative drifts (Figure S2). Furthermore, the characteristic time scale of the whole system, which is defined as \( 1/\omega_c \), can be well approximated by the average relaxation time.
\[ \tau_c \] (Figure S3). For Maxwell fluid, \( \omega_c = k/\eta \) where \( k \) is the elastic modulus and \( \eta \) is the macroscopic viscosity. Since the elastic constant is constant, our model predicts that the macroscopic viscosity increases linearly with the waiting time between the formation of the protein condensate and the periodic shear experiment.

We now discuss the validity of our quasi-equilibrium assumption. Imagine one does a rheology experiment with time interval \( \delta t \) so that the change of \( \langle \tau_c \rangle \) in this interval is \( \delta \langle \tau_c \rangle = (D \beta^2 + \nu \beta) \delta t \). The condition of \( \delta \langle \tau_c \rangle \ll \langle \tau_c \rangle \) becomes \( \delta t \ll t_w \). To accurately measure the complex modulus at frequency \( \omega \), multiple periods of shear is necessary, \( \delta t \gtrsim 1/\omega \). Therefore, the minimum frequency we can accurately measure should satisfy \( \omega_{\min} \gg 1/t_w \). To measure the complex modulus over a broad range of frequency, we require that \( 1/t_w \ll 1/\langle \tau_c \rangle \) and according to Eq. (5), this means \( D/T^2 + v/T \ll 1 \). We note that experiments have indeed observed that the waiting times are much longer than the characteristic relaxation times \( (t_w \gg \langle \tau_c \rangle) \) for various protein condensates [14].

**Time-dependent viscosity under constant shear rate** — Along with the linear viscoelasticity scenario, we also consider the case of constant shear rate \( \dot{\gamma} \), which is one of the simplest probes of nonlinear rheology. For idealized Maxwell fluid with a relaxation time \( \tau_c \), the stress \( (\sigma) \)-strain \( (\gamma) \) curve is universal:

\[
\sigma = \dot{\gamma} \tau_c (1 - e^{-\frac{\gamma}{\tau_c}}),
\]

which means that for two different materials with different relaxation times, their stress-strain curves are identical if they have the same \( \dot{\gamma} \tau_c \). However, for aging Maxwell fluids, the average relaxation time depends on the waiting time \( t_w \) and the external shear also speeds up the yielding process: the hopping rate of one metastable state with yield energy \( E \) now becomes \( e^{-\beta(E - E_l^2)} \) where \( l \) is the local strain. For simplicity, we assume that the local strain is reset to 0 right after the yielding of an element [19]. The equation of motion of the distribution of yield energy and local strain is shown in SM [Eq. S(10)].

We present a scaling analysis to derive the long-time behavior of stress-strain response of aging Maxwell fluid. Given a constant shear rate, the typical duration for an element to escape a metastable state with yield energy \( E \) becomes \( \tau_c(E) \approx \sqrt{2E/\dot{\gamma}} \), namely, the duration after which the elastic energy is equal to the yield energy. Here we neglect the contribution of thermal fluctuation since the average yield energy keeps increasing over time and eventually becomes larger than the thermal energy.

We consider that one element has a \( 1/2 \) probability to reach a new metastable state with a yield energy \( E + \Delta E_1 \) and another \( 1/2 \) probability to reach a new metastable state with a yield energy \( E - \Delta E_2 \) where \( E \) is the yield energy of the current state. We approximate the average yield energy increment due to one hopping out of a metastable state as an average over the two new metastable states weighted by their lifetimes: \( \Delta(E) = (\Delta E_1 \sqrt{2(E + \Delta E_1)} - \Delta E_2 \sqrt{2(E - \Delta E_2)})/(\sqrt{2(E + \Delta E_1)} + \sqrt{2(E - \Delta E_2)}) \), which we expand to second order and obtain \( \Delta(E) = (\Delta E_1 - \Delta E_2)/2 + (\Delta E_1 + \Delta E_2)^2/(8E) \approx v + D/E \). Finally, we obtain the time derivative of the average yield energy as

\[
\frac{d\langle E \rangle}{dt} \approx \frac{\Delta(E)}{\tau_c(E)} \approx \dot{\gamma} \left( \frac{v}{\sqrt{2\langle E \rangle}} + \frac{D}{\sqrt{2\langle E \rangle}^2} \right).
\]

From the above equation and using \( \sigma \sim \tau_c(E) \dot{\gamma} \sim \sqrt{\langle E \rangle} \), we obtain three different scaling regimes of the
stress response:
\[ \sigma \sim (v\gamma t_* )^{1/3}, \quad \text{for } v > 0, \]
\[ \sigma \sim (D\gamma t_* )^{1/5}, \quad \text{for } v = 0, \]
\[ \sigma \sim \sqrt{-D/v}, \quad \text{for } v < 0. \]

Here \( t_* \) is the duration of constant shear and the total strain \( \gamma = \gamma t_* \). Our model predicts that aging Maxwell fluids are rheopectic fluids — the shear stress increases with time under constant shear rate. We numerically test our predictions by directly simulating a condensate with a large number of elements and compute the shear stress as the average strain over all elements, \( \sigma = \langle \ell \rangle \). The transition kernel \( H(E|E') = \delta(E - E' - \Delta E_1)/2 + \delta(E - E' + \Delta E_2)/2 \) where \( \Delta E_1 \) and \( \Delta E_2 \) are chosen such that \( v \) and \( D \) are equal to the values we set (see simulation details in SM). Our theoretical predictions are nicely confirmed (Figure 4).

Eq. (8) shows that the stress \( \sigma \) is only a function of the strain \( \gamma \) for large \( \gamma \), and in the meantime, Eq. (9) suggest the stress-strain curve of an aging Maxwell fluid should also depend on the product of \( \dot{\gamma} \) and its characteristic time scales. Therefore, we propose that the stress-strain curves of aging Maxwell fluids have universal functional forms: \( \sigma = F(\gamma, \dot{\gamma}(\tau_c)) \) where \( \langle \tau_c \rangle \) is the average relaxation time right before the shear, which is approximately constant during the shear experiment. Furthermore, since the average relaxation time is proportional to the waiting time \( \langle \tau_c \rangle = At_w \) in our model, we propose a universal shape of the stress-strain curve as \( \sigma = F(\gamma, \dot{\gamma}t_w) \). We confirm this functional form numerically and find that the stress-strain curves with equal \( \dot{\gamma}t_w \) indeed collapse on the same curve (Figure 4).

Discussion — In this manuscript, we propose a novel aging Maxwell fluid model in which a protein condensate is subdivided into an ensemble of mesoscopic elements. Each element has a local yield energy which changes after the element escapes the current state and reaches a new metastable state. The critical assumption of the model is to assume that the transition kernel in the yield energy space is short-ranged so that the equation of motion of the yield energy distribution becomes continuous with a drift term and a diffusion term. Surprisingly, the equation has analytical solutions which exhibit phase transitions from aging phase to non-aging phase. The order parameter is defined as the aging rate, which changes from zero to a finite value continuously as the drift increases or the temperature decreases.

In the linear viscoelasticity regime, our model predicts that the complex modulus is self-similar at all times after the formation of condensates. The material behaves as a Maxwell fluid with a characteristic relaxation time increasing linearly over time. We note that the experiments by Jawerth et al. [10] found that the characteristic relaxation time has a nonlinear scaling relation with the waiting time, which depends on the temperature and salt concentrations. We propose that our model can be generalized to reproduce this nonlinear scaling in multiple possible ways. One possible way is to replace the temperature with an effective temperature that depends on the activity — the average hopping rate of the whole system. Another possible way is to consider a yield energy-dependent drift \( [v(E)] \) and/or diffusion constant \( [D(E)] \). We expect future works in this direction.

In vivo experiments found that aging processes can be significantly slowed down inside living cells [11]. While the microscopic mechanisms of how biological activities affect the transition between metastable states are far from clear, our results suggest the effects of biological activities may be increasing the temperature to a higher effective value or biasing the drift towards smaller yield energy.

We also discuss nonlinear rheology with a constant shear rate and find that protein condensates exhibit non-Newtonian rheological behavior with a viscosity increasing over time. This type of complex fluid, called rheopctic fluid, is relatively rare compared with thixotropic fluid, whose viscosity decreases over time under shear. We remark that our theoretical predictions can be experimentally tested. If confirmed, our model suggests that protein condensates exhibit an uncommon rheological property, which may have special biological meaning and practical applications.

Finally, we note that fibrous structures are only occasionally observed on the surface of condensates in the experiments by Jawerth et al. [10], which appears to be in contrast with other experiments [11, 27, 28]. We propose that the difference could be due to the degree of supersaturation in different experiments. A deep supersaturation can generate solid-like gels with irregular shapes and promote the formation of fibrous structures over time [11], which may not be probed in the experiments by Jawerth et al. [10]. Seeking a unified phase diagram of the solid and liquid phases and their corresponding aging behaviors of protein condensates will be an exciting future direction.
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Derivation of the traveling wave solution

For the equation of motion of the yield energy distribution,
\[
\frac{\partial P(E,t)}{\partial t} = -v \frac{\partial [P(E,t)e^{-\beta E}]}{\partial E} + D \frac{\partial^2 [P(E,t)e^{-\beta E}]}{\partial E^2},
\]  
(S1)
we consider an ansatz of the solution:
\[
P(E,t) = F(E - T \ln(t)) \equiv F(z).
\]  
(S2)
Therefore, Eq. (S1) becomes
\[
D \partial^2 z F(z) - (v + 2D\beta - \frac{e^{\beta z}}{\beta}) \partial_z F + (v\beta + D\beta^2)F = 0.
\]  
(S3)
We find that the above equation has the following analytical solution:
\[
F(z) = \frac{\beta}{(D\beta^2)^{1+\frac{1}{\beta}}} \frac{e^{(\beta + \frac{v}{\beta})z}}{\Gamma(1 + \frac{v}{\beta})} \exp\left(-\frac{e^{\beta z}}{D\beta^2}\right)
\]  
(S4)
where the pre-factor is the normalization constant. Therefore, the solution to Eq. (S1) becomes
\[
P(E,t) = \frac{1}{\beta \Gamma(1 + \frac{v}{\beta})} \int_{D\beta^2 t}^{\infty} x \exp(-x)(D\beta^2 t)dx = T\left(\frac{I(\frac{v}{D\beta})}{\Gamma(1 + \frac{v}{\beta})} + \ln(D\beta^2 t)\right).
\]  
(S5)
Using Eq. (S5), we find the average yield energy as
\[
\langle E \rangle = \frac{1}{\beta \Gamma(1 + \frac{v}{\beta})} \int_{D\beta^2 t}^{\infty} x \exp(-x) \ln(x)(D\beta^2 t)dx = T\left(\frac{I(\frac{v}{D\beta})}{\Gamma(1 + \frac{v}{\beta})} + \ln(D\beta^2 t)\right).
\]  
(S6)
where \( I(\frac{v}{D\beta}) = \int_0^{\infty} y^{\frac{v}{D\beta}} \ln(y)e^{-y}dy \). Similarly, we find the average relaxation time as
\[
\langle \tau_c \rangle = D\beta^2 t \int_{D\beta^2 t}^{\infty} x^{1+\frac{1}{\beta}} \exp(-x)dx = (D\beta^2 + v\beta)t.
\]  
(S7)
Note that in deriving Eqs. (S6) [S7], we assume that \( D\beta^2 t \gg 1 \).

Alternatively, one can solve Eq. (S1) by re-defining the variable \( y = e^{\beta E} \) so that \( P(y,t) = P(E,t)/(\beta y) \). Therefore, Eq. (S1) becomes
\[
\partial_t P(y,t) = (D\beta^2 - \beta v)\partial_y P(y,t) + D\beta^2 y \partial^2_y P(y,t).
\]  
(S8)
We find that the above equation has the following solution:
\[
P(y,t) = \frac{1}{(D\beta^2 t)^{1+\frac{1}{\beta}}} \frac{y^{\frac{v}{D\beta}} e^{-\frac{y^{\frac{1}{\beta}}}{D\beta^2 t}}}{\Gamma(1 + \frac{v}{\beta})},
\]  
(S9)
which leads to the same solution as Eq. (S5).
FIG. S1. Numerical test of the traveling eave solution. In this figure, $D = 0.1$, $v = 0.1$, $T = 1$. (a) The average relaxation time as a function of time. The circles are simulation results and the dashed line is the theoretical prediction Eq. (S7). (b) The yield energy distribution at different times. The circles are simulation results and the solid lines are the theoretical predictions, Eq. (S5). In (a) and (b), $P(E,t = 0) = 1$ for $0 < E < 1$ and 0 otherwise. (c) The average relaxation time as a function of time. The dashed line is $A(t + t_0)$ where $A_0$ is the average relaxation time at $t = 0$. (d) The yield energy distribution at $t = 10^5$. The dashed line is Eq. (S5) and the solid line is Eq. (S5) with $t$ replaced by $t + t_0$. In (c) and (d), $P(E,t = 0) = 1/10$ for $0 < E < 10$ and 0 otherwise.

Numerical confirmation of the traveling wave solution

We numerically solve Eq. (S1) by discretizing the yield energy space with $\delta E = 0.05$. We update the new yield energy distribution with a time step $\delta t = 0.01$ and keep the boundary condition so that $P(E < 0, t) = 0$. We choose the initial condition such that $P(E,t = 0) = 1$ for $0 < E < 1$ and find that the numerical solutions match the theoretical predictions very well [Figure S1(a,b)].

We also take a wider initial distribution such that $P(E,t = 0) = 1/10$ for $0 < E < 10$. In this case $\langle \tau_c \rangle$ at $t = 0$ is not negligible and the average relaxation time can be expressed as $\langle \tau_c \rangle = A(t + t_0)$ where $A_0$ is the average relaxation time at $t = 0$ [Figure S1(c)]. We find that $P(E,t)$ can be well approximated by Eq. (S5) with $t$ replaced by $t + t_0$ [Figure S1(d)].

Numerical simulations of constant shear rate

In the case of nonlinear rheology, the system is described by the yield energy and local strain distribution whose equation of motion is

$$
\partial_t P(E,l,t) = -P(E,t)e^{-\beta(E-\frac{1}{2}l^2)} + \delta(l) \int H(E|E')P(E',l',t)e^{-\beta(E'-\frac{1}{2}l'^2)}dE'dl'.
$$

To test our predictions regarding the rheological response of aging Maxwell fluids under constant shear rate, we simulate a protein condensate with $N$ elements. The yield energy distribution at time 0, $P(E,t = 0)$ is uniformly
distributed between 0 and $E_m$ and all elements’ local strains are zero. The hopping rate for each element follows $R(E) = \exp\left(-\left(E - l^2/2\right)/T\right)$ and once an element with yield energy $E$ yields, it will reaches a new metastable state and the transition kernel is $H(E|E') = (\delta(E - E' - \Delta E_1) + \delta(E - E' + \Delta E_2))/2$ where $\Delta E_1$ and $\Delta E_2$ are constant. For given $v$ and $D$, we choose $\Delta E_1$ and $\Delta E_2$ such that

$$v = \Delta E_1 - \Delta E_2, \quad (S11)$$
$$D = \frac{\Delta E_1^2 + \Delta E_2^2}{4}. \quad (S12)$$

In Figure 4 of the main text, we set $E_m = 1$, $D = 0.2$, $T = 1$ and $v = -0.1, 0, 0.1$.

**FIG. S2.** The complex shear modulus for positive and negative drift. (a) The complex moduli as function of frequency at different waiting times. $G'$ is the real part (solid lines) and $G''$ is the imaginary part (dashed lines). In this panel, $D = 0.2$, $T = 2$, $v = 0.05$. (b) The same analysis as (a) but with $v = -0.05$. (c) A rescaled plot of (a) where $\omega_c$ is the characteristic frequency at which $G'(\omega_c) = G''(\omega_c)$. (d) A rescaled plot of (b) where $\omega_c$ is the characteristic frequency at which $G'(\omega_c) = G''(\omega_c)$. 


FIG. S3. We compare the characteristic relaxation time, defined as $1/\omega_c$, with the average relaxation time over all elements. We find that the characteristic relaxation time can be well approximated by the average relaxation time. In this figure, $D = 0.2$, $T = 2$, $v = 0$. 