Rapid quantitative magnetization transfer imaging: Utilizing the hybrid state and the generalized Bloch model
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Abstract

Purpose: To explore efficient encoding schemes for quantitative magnetization transfer (qMT) imaging with few constraints on model parameters.

Theory and Methods: We combine two recently proposed models in a Bloch-McConnell equation: the dynamics of the free spin pool are confined to the hybrid state, and the dynamics of the semi-solid spin pool are described by the generalized Bloch model. We numerically optimize the flip angles and durations of a train of radio frequency pulses to enhance the encoding of three qMT parameters while accounting for all eight parameters of the two-pool model. We sparsely sample each time frame along this spin dynamics with a three-dimensional radial koosh-ball trajectory, reconstruct the data with subspace modeling, and fit the qMT model with a neural network for computational efficiency.

Results: We extracted qMT parameter maps of the whole brain with an effective resolution of 1.24 mm from a 12.6-min scan. In lesions of multiple sclerosis subjects, we observe a decreased size of the semi-solid spin pool and longer relaxation times, consistent with previous reports.

Conclusion: The encoding power of the hybrid state, combined with regularized image reconstruction, and the accuracy of the generalized Bloch model provide an excellent basis for efficient quantitative magnetization transfer imaging with few constraints on model parameters.
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1 INTRODUCTION

Magnetization transfer (MT) between protons bound in water and protons bound in large molecules, such as proteins and lipids, is a major source of contrast in many clinical MRI sequences. This effect can be emphasized with saturation pulses to add diagnostic value for many pathologies throughout the body. Quantification of MT parameters may improve specificity compared to standard clinical protocols by disentangling aqueous and nonaqueous...
spins with a two-pool model, as originally proposed by Henkelman et al.\(^1\) In this model, one describes all aqueous protons by the so-called free pool with a characteristic transversal relaxation time \(T_2^f\) in the order of 50 ms or longer. Such comparably slow relaxation results from motional narrowing, hence the name free pool and the superscript \(f\). The so-called semi-solid spin pool (superscript \(s\)), in contrast, captures non-aqueous spins with restricted motion that, in general, have a nonexponential decay\(^1,8\) with a much shorter characteristic \(T_2^s \approx 10\) μs.

Despite the increased specificity, quantitative MT (qMT) is seldom used in routine clinical imaging due to its long scan time and limited resolution. For example, a recent approach performs a full-brain qMT scan with a voxel volume of 14.5 mm\(^3\) in 18 min with good image quality, or in 7 min with reduced image quality.\(^9\) While this is a substantial improvement over previous approaches that were often limited to single slices\(^10-15\) it still does not meet the clinical standard of 1 mm\(^3\) isotropic. In his recent work, Yarnykh constrained the exchange rate \(R_x, T_2^f/T_1,\) and \(T_2^s\) to fixed values, which enabled further reductions of the voxel volume to 2 mm\(^3\) (nominal resolution of 1.25 mm isotropic) and whole brain coverage in 20 min in adults\(^16,17\) and to 11 min in infants.\(^18\) While Yarnykh’s approach allows for improvements in scan efficiency, it bears the risk of biases when any of the fixed parameters change in pathology. Further, it reduces specificity as different pathologies can result in similar changes in the few free parameters.

In this paper, we aim to explore a new avenue for efficient qMT imaging without constraints. For this purpose, we tailor the MT model, pulse sequence, and image reconstruction to one another. Similar to balanced steady-state free precession\(^19\) (bSSFP) pulse sequences, we use balanced gradient moments, but we drive the free spin pool into a hybrid state.\(^20\) The hybrid state is characterized by efficient encoding and disentanglement of biophysical parameters,\(^21\) combined with tractable spin dynamics that allow for a description of the inhomogeneously broadened lineshape in each voxel by a single spin isochromat.

We encode the semi-solid spin pool’s characteristics with a combination of the selective inversion-recovery technique\(^12,13\) and the saturation of its magnetization with the on-resonant radiofrequency (RF) pulses that excite the free pool.\(^14\) We describe the resulting dynamics of the semi-solid pool’s magnetization with the generalized Bloch model, which we recently proposed for a more accurate description of the non-exponential signal decay in semi-solids.\(^22\) We numerically optimize the flip angles and durations for a train of RF pulses to improve the estimated parameters’ signal-to-noise ratio.\(^23-26\) Similar to MR-Fingerprinting,\(^27\) we highly undersample each time frame. In line with more recent MR-Fingerprinting approaches\(^28-31\) we use an iterative image reconstruction for reduced image artifacts and combine it with a neural network (NN) to fit the biophysical model with more computational efficiency.\(^32,33\) Combining these measures enables us to quantify MT parameters without constraints on \(R_x, T_2^f/T_1,\) and \(T_2^s\) and with an effective resolution of 1.24 mm and whole brain coverage in 12.6 min. We tested the approach with phantom and in vivo scans of participants with multiple sclerosis and healthy controls.

2  |  THEORY

2.1  |  Henkelman’s two-pool model

The proposed MT model builds on Henkelman’s two-pool spin model.\(^1\) As sketched in Figure 1, one pool describes all free protons, that is, protons bound in liquids where motional narrowing leads to a relaxation time of the transversal magnetization of 50 ms and longer. The second pool, the so-called semi-solid pool, describes the magnetization of protons bound in large molecules such as lipids. The motion of such molecules is restricted, resulting in a much faster and nonexponential relaxation with a characteristic time constant \(T_2^s \approx 10\) μs. Throughout this report, we assume a super-Lorentzian lineshape.\(^8\) Standard MRI approaches cannot directly detect any signal from the

[FIGURE 1 Two-pool magnetization transfer model.\(^1\) This model jointly describes all magnetization arising from protons bound in liquids by the free spin pool of size \(m_0^f\), and all magnetization arising from protons bound in macromolecules by the semi-solid spin pool of size \(m_0^s\). The latter has a much longer relaxation time that is several orders of magnitude shorter compared to the free pool. We normalize the thermal equilibrium magnetization to \(m_0^f + m_0^s = 1\) and describe the magnetization transfer between the pools by the rate \(R_x\). The equation replicates Equation (1) with color-coding.]

\[\Delta_t = \begin{pmatrix} x^f & y^f & z^f \\ x^s & y^s & z^s \\ T_2^f & T_2^s \end{pmatrix} = \begin{pmatrix} -R_2^f - \omega_x & -R_2^f & 0 \\ -\omega_y & -R_2^f - R_x m_0^s & 0 \\ 0 & 0 & -R_2^f - R_x m_0^s \end{pmatrix} \begin{pmatrix} R_x m_0^s & m_0^f R_1^f \\ 0 & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} x^f & y^f & z^f \\ x^s & y^s & z^s \end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ T_2^f & T_2^s \end{pmatrix} \]
semi-solid pool as it decays below the noise level before we can measure it. However, the longitudinal magnetization of the semi-solid pool exchanges with the free pool, providing indirect detection.

Similar to Henkelman, we use a Bloch–McConnell equation, which we denote here in matrix form:

\[
\begin{pmatrix}
  x' \\
y' \\
z' \\
x
\end{pmatrix}
= \begin{pmatrix}
  -R_2 & -\omega_x & \omega_y \\
  \omega_x & -R_2' & 0 \\
  -\omega_y & 0 & -R_1 - R_s m_0^s \\
  0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
x' \\
y' \\
z'
\end{pmatrix}
- \begin{pmatrix}
  0 & 0 & 0 \\
  0 & 0 & 0 \\
  -R_2'(R_2', \alpha, T_{RF}) & \omega_y & 0 \\
  -\omega_y & -R_1' - R_s m_0^f & m_0^f R_1'
\end{pmatrix}
\begin{pmatrix}
x' \\
y' \\
z'
\end{pmatrix}.
\]

Figure 1 replicates the equation with color-coding: the red color highlights the elements corresponding to the Bloch equation of the free pool, whose magnetization is described by the Cartesian coordinates \(x', y', z'\). The Larmor frequency is described by \(\omega_x\) and the Rabi frequency of the RF pulses by \(\omega_y\). For readability, we here use relaxation rates \(R_1', R_2', R_s\), on the flip angle \(\alpha\), and the duration \(T_{RF}\) of respective RF pulse (cf. Section 2.3). We neglect the \(y^s\) component, assuming (without loss of generality) \(\omega_x = 0\) and that \(R_2' \gg \omega_x\). Exchange processes between the pools, highlighted in turquoise, are captured by the exchange rate \(R_s\). We added the sixth dimension to allow for a compact notation of the longitudinal relaxation to a nonzero thermal equilibrium.

This two-pool model entails overall nine parameters: The four relaxation rates, \(R^f_{1,2}, R^s_{1,2}\), the size of the semi-solid spin pool \(m_0^s\), the magnetic fields \(B^{(+)0}\), which are here represented by the frequencies \(\omega_x, \omega_y\), and the real and imaginary parts of the complex-valued scaling factor \(M_0\). The size of the free spin pool is not a free parameter due to the constraint \(m_0^f + m_0^s = 1\). As described in Section 2.4, we further constrain the longitudinal relaxation rate of the semi-solid spin pool to \(R_1' = R_2'\), which reduces the number of free parameters to eight for this two-pool model.

2.2 | Hybrid state of the free pool

As detailed in Reference 20, the hybrid state combines the transient state’s sensitivity to biophysical parameters with the steady-state’s tractable off-resonance characteristics, in particular, the refocusing of intra-voxel dephasing. It is possible to obtain these two properties simultaneously because the sensitivities to biophysical parameters and magnetic field variations are dominated by the spin dynamics along orthogonal dimensions: in spherical coordinates, relaxation and exchange primarily act on the magnetization’s magnitude, while magnetic field variations act on its direction.

One can show that the magnetization’s direction follows the steady state adiabatically if the condition

\[
\max\{|\Delta \alpha|, |\Delta \phi|\} \ll \sin^2 \frac{\alpha}{2} + \sin^2 \frac{\phi}{2}.
\]

(Eq. (4) in Reference 20) is fulfilled. Here, \(\alpha\) denotes the flip angle, \(\phi = \omega_y T_R\) the phase accumulation in one repetition time \(T_R\), and \(\Delta\) their change in consecutive repetitions. Changing a flip angle slower than this limit ensures a steady state of the magnetization’s direction. Consequently, hybrid-state magnetization is only slightly sensitive to magnetic field inhomogeneities, similar to steady-state magnetization. In other words, the hybrid state preserves the spin echo nature of hSSFP sequences, which allows us to neglect intra-voxel dephasing and to describe the inhomogeneously broadened lineshape of a voxel by a single isochromat. Furthermore, it is possible to simultaneously induce a transient state of the magnetization’s magnitude, which enables efficient encoding of relaxation and MT parameters. The Supporting Section S1 describes the spin dynamics in the hybrid state and the exchange processes and how the flip angle controls them.

2.3 | Description of the semi-solid pool with the generalized Bloch model

Henkelman’s original MT model assumes a steady state of magnetization in the presence of a continuous RF wave. In clinical MRI, however, one commonly uses RF pulses, that is, waves of finite duration. Established models for MT during RF pulses\(\textsuperscript{36,39}\) build on Henkelman’s
theory and model a saturation of the $z$-magnetization that depends on the amplitude, duration, and shape of the pulse. These models describe experimental observations well for off-resonant saturation pulses of several milliseconds. However, these models fail to accurately describe the spin dynamics for short RF pulses, which becomes apparent when approaching the extreme case of a hard, that is, instantaneous pulse. Manning et al. demonstrated experimentally that the semi-solid pool is inverted by a short inversion pulse, which contrasts existing MT models that predict a saturation of the semi-solid pool.

The recently proposed generalized Bloch model overcomes this limitation of existing MT models and we use it here to describe the dynamics of the semi-solid spin pool. Like a quantum-mechanical description of spin dynamics and the original Bloch equations, but unlike established MT models, the generalized Bloch model is based on the algebra of angular momentum in the sense that it explicitly models the rotations induced by RF pulses. It is a generalization of the Bloch model to nonexponential decays or, equivalently, to non-Lorentzian spectral lineshapes.

The key to the generalized Bloch model is to denote the original Bloch equation for $x$ in integral form:

$$\dot{x}(t) = \int_{0}^{t} G(t, \tau) \omega_{y}(\tau) x(\tau) d\tau. \quad (3)$$

The original Bloch model is solved by the Green’s function

$$G(t, \tau) = \exp \left( -R_{s}^{2}(t - \tau) \right) \forall \ t \geq \tau. \quad (4)$$

This reformulation exposes the exponential free induction decay that is inherent to the Bloch model and equal to the Fourier transform of the Lorentzian lineshape. For non-Lorentzian lineshapes, such as the super-Lorentzian lineshape, which describes the semi-solid pool in brain white matter well, we make the ansatz that we can replace the Green’s function with the Fourier transform of respective lineshape. For a super-Lorentzian lineshape, the Green’s function is

$$G(t, \tau) = \int_{0}^{1} \exp \left( -R_{s}^{2}(t - \tau)^{2} \cdot \frac{(3z_{c}^{2} - 1)^{2}}{8} \right) dz. \quad (5)$$

Inserting this Green’s function in Equation (3) facilitates the description of the spin dynamics in the semi-solid pool during RF pulses.

As Equation (3) is numerically challenging to solve, we pre-compute the magnetization at the end of RF pulses with different flip angles and durations, assuming different $R_{2}^{*}$ rates. By interpolating between the pre-computed grid points, we approximate the generalized Bloch model with exponential decays, whose decay rate $R_{2}^{*}(R_{2}^{*}, \alpha, T_{RF})$ is a function of the flip angle $\alpha$ and pulse duration $T_{RF}$, which allows for incorporating this linear approximation of the generalized Bloch model into Equation (1). Refer to Reference 22 for more details.

For comparison, we also fitted Graham’s spectral model to the in vivo data. This model assumes an exponential saturation of the semi-solid pool’s longitudinal magnetization. The rate of this saturation is defined by Eq. (4) in Reference 38 and takes the integral over the entire lineshape, multiplied by the pulse’s power spectral density. Since the lineshape has, per definition, a finite or, more precisely, a unit area under the curve, this integral is well-defined and finite despite the super-Lorentzian’s divergence on resonance. We note that we do not use the more widespread single frequency approximation proposed by Graham (Eq. (8) in Reference 38) in this paper, as it is not well-defined for a super-Lorentzian lineshape in combination with on-resonant RF pulses. In order to highlight differences between the generalized Bloch and Graham’s spectral model, we also show the Bloch–McConnell equation for the latter in Appendix B.

## 2.4 Apparent $R_{1}$-relaxation rate

There is currently an active discussion in the field about the size of $R_{1}^{f}$ and $R_{1}^{s}$. While most MT literature assumes that both are in the range of 1/s and either $R_{1}^{f} := 1/s^{1.8}$ or $R_{1}^{s} := R_{1}^{f}$, more recent studies have suggested that $R_{1}^{s}$ is substantially larger. While we are actively investigating this question ourselves, we follow the more established literature in the present publication and assume an apparent $R_{1} := R_{1}^{s} = R_{1}^{f}$.

## 3 METHODS

### 3.1 Pulse sequence design and optimization

As outlined above, we build our approach on the balanced SSFP sequence. We jointly use two established mechanisms to encode magnetization transfer: first, we invert the free pool with a rectangular RF pulse, which saturates the semi-solid pool only slightly if the pulse duration is much larger than $T_{2}^{s}$. As described by Gochberg et al., this induces a bi-exponential inversion recovery curve composed of $T_{1}$-relaxation and magnetization transfer between the pools, and the bi-exponential nature is most pronounced when the magnetization of the two pools is least equal, that is, when the free pool is inverted and the semi-solid pool remains unchanged. After that, we apply on-resonant rectangular RF pulses with a $\pi$-phase
increment in consecutive RF pulses, as is typical for bSSFP sequences. After 1142 RF pulses with varying flip angles and pulse durations spaced $T_{RF} = 3.5\text{ms}$ apart, that is, after 4 s, we invert the remaining magnetization with a rectangular $\pi$-pulse, flanked by crusher gradients, and repeat the same pulse train. As described in the Section 2, relaxation, and exchange processes are predominantly controlled by the flip angle, while the saturation of the semi-solid spin pool is additionally controlled by the pulse duration. This encoding mechanism resembles Gloor’s bSSFP-based qMT approach.\textsuperscript{14}

We optimized the flip angle and the duration of each of the 1142 RF pulses for a minimal Cramér–Rao bound\textsuperscript{48,49} (CRB) of selected model parameters. The CRB of the $i$th parameter $\theta_i$ is given by

$$\text{CRB}(\theta_i) = \sigma^2(F^{-1})_{ii},$$

and provides a lower bound for the noise variance in the estimated parameter $\hat{\theta}$, for a given input noise variance $\sigma^2$, assuming the model-fitting routine is unbiased. $F$ denotes the Fisher information matrix with the elements $F_{ij} = (\partial s_i / \partial \theta_j)^T \cdot (\partial s_j / \partial \theta_i)$ that are given by the inner products of the signal’s derivatives with respect to each model parameter.

The here-used simulation and optimization framework, whose source code is publicly available (cf. Section Data Availability Statement), differs from our previous implementations.\textsuperscript{20,26} Formerly, we described the hybrid-state magnetization in spherical coordinates (cf. Equation S1). CRB-based optimizations in spherical coordinates without constraints robustly converge to smooth flip-angle trains with few violations of the hybrid-state conditions (cf. Figure S1, which we used for the experiments).\textsuperscript{20} For the optimizations depicted in Figure 2 and Figures S2–S4, the analysis in Table 1, and all fits in this paper, were, instead, performed with the standard Cartesian Bloch-McConnell formulation (Equation 1) as it allows for a more straightforward description of magnetization transfer and the spin dynamics during finite RF pulses. Its disadvantage, however, is that optimizations often converge to local minima with comparably poor (high) CRBs and strong flip angle fluctuations that destroy the hybrid state. This is overcome by an additive penalty of second-order flip angle changes $(2\alpha_i - \alpha_{i+1} - \alpha_{i-1})^2$ that is scaled by a heuristically chosen regularization parameter. This penalty improved the final CRB and provided a more robust regularization than the more commonly used total variation penalty. Additionally, we added a total variation penalty of the pulse durations that had a negligible impact on the final CRB but improved the robustness to imperfections in the RF hardware, such as amplifier nonlinearities.

Several groups have previously used the CRB for numerically optimizing quantitative MRI sequences.\textsuperscript{23–26} Our implementation follows the one described in Reference 26 closely: we normalize the CRB of each parameter with the squared parameter value to resemble the inverse squared signal-to-noise ratio of the estimated parameter and sum over the normalized CRB of the three parameters of interest ($m_0^s, R_1$, and $R_2^f$).

We initialized all presented optimizations with a sinusoidal flip angle pattern ($\alpha = 0.7|\sin \eta|$ with $\eta \in [0, 2\pi]$) and a constant $T_{RF} = 500\text{\,\mu s}$. While our optimization is nonconvex, we observed a robust convergence from different initializations to local minima with similar performance and features in the RF pattern. We refer the interested reader to Reference 26 for a detailed analysis of these convergence properties.

While this framework is general, we optimize the RF pattern only for good performance in the three parameters $m_0^s, R_1$, and $R_2^f$ that we selected based on prior reports of their utility for distinguishing demyelination from inflammation.\textsuperscript{7} We calculate the CRB for these
### TABLE 1  Comparison of the Cramér-Rao bound (CRB; Equation 6) values between pulse sequences.

| Variable | Hybrid state | SIR⁹ | sat.¹⁷ |
|----------|--------------|------|--------|
| Inversion pulse | Yes | Yes | No | No |
| Variable α | Yes | Yes | No | Yes |
| Variable T<sub>RF</sub> | Yes | No | No | Yes |
| CRB(m₀<sup>α</sup>) | 125 | 203 | 4561 | 844 | 170 | 146 |
| CRB(R₁<sup>a</sup>) | 75 | 89 | 9490 | 200 | 26 | 51 |
| CRB(R₂<sup>b</sup>) | 46 | 41 | 57620 | 83 | +∞<sup>a</sup> |
| CRB(M₀) | 49 | 57 | 9594 | 75 | 22 | 21 |
| CRB(M₁<sub>b</sub>) | 11940 | 15973 | 47433 | 12379 | 1048 | +∞<sup>a</sup> |
| CRB(T<sub>₁</sub>) | 8437 | 6251 | 11355 | +∞<sup>a</sup> |
| CRB(B₀<sub>b</sub>) | +∞<sup>b</sup> | +∞<sup>b</sup> | +∞<sup>b</sup> | +∞<sup>c</sup> |
| CRB(B₁<sub>b</sub>) | 29 | 17 | 26 | +∞<sup>b</sup> | +∞<sup>c</sup> |

Notes: The left section analyzes optimizations for a minimal CRB of m₀, R₁, and R₂<sup>b</sup> with our framework, while the rightmost two columns provide CRB values for literature qMT methods for reference, namely selective inversion recovery (SIR)<sup>⁹</sup> and saturation-based qMT.<sup>¹⁷</sup> In general, we assumed all eight model parameters as unknown. The gray background highlights the proposed approach. The displayed CRB values are normalized by the squared value of the parameter, the squared magnetization M₀, and the noise variance of the time series in a voxel σ<sup>2</sup>, as well as the scan time T, that is, they reflect the inverse squared signal-to-noise ratio per unit time and for a unit signal noise variance.

¹Parameters assumed to be heuristically fixed to literature values.

²CRB parameters that are large at B₀ = 0 and B₁<sup>b</sup> = 1, respectively, but decrease substantially when deviating from these values.
³Parameters fixed to estimates from external calibration scans, which require an additional 5:34 min of scan time.<sup>¹⁷</sup>

three parameters at m₀<sup>α</sup> = 0.1, R₁ = 0.625/s, R₂ = 15/s, R₂<sup>b</sup> = 15/s, R₂<sup>a</sup> = 30/s, T<sub>α</sub> = 10 µs, ω<sub>α</sub> = 0, and B₁<sup>b</sup> = 1. Each parameter’s CRB accounts for all model parameters, that is, we optimize the acquisition for precision in the estimates of m₀<sup>α</sup>, R₁, and R₂<sup>b</sup> during a fit of all model parameters.

Rectangular RF pulses were chosen here due to their efficient rotation of the free pool with minimal saturation of the semi-solid spin pool for a given flip angle and T<sub>RF</sub>. The latter property increases the dynamic range of different saturation levels and improves the MT parameters encoding. We note, however, that these methods work with any pulse shape, such as slice- or slab-selective sinc pulses. This flexibility also includes the linear approximation of the generalized Bloch model that can easily be translated to approximate the dynamics of the semi-solid spin pool during shaped RF pulses with varying flip angles and pulse durations.

## 3.2 CRB analysis

In order to identify the individual contributions of pulse sequence features, we performed the above-described optimizations with four different modifications: with and without inversion pulse, varying or fixed flip angles, and pulse duration, as tabulated in Table 1. We note that the inversion-recovery bSSFP<sup>⁵⁰</sup> sequence with fixed flip angle and T<sub>RF</sub> resulted in very large CRB values, and we had to constrain several parameters for a reasonable CRB estimation.

In addition, we also calculated the CRB of the selective inversion recovery (SIR)<sup>¹²,¹³</sup> technique, more specifically, of the turbo-spin-echo version of the latest implementation as described in References 9 and 15. This technique assumes that all magnetization is destroyed at the end of a turbo-spin-echo pulse train. In five different scans, the magnetization relaxes toward thermal equilibrium for T<sub>D</sub> ∈ {3270, 4489, 1652, 2922, 10} ms, after which it is inverted with a 1ms rectangular π-pulse, followed by an undisturbed recovery for T<sub>I</sub> ∈ {10, 50, 56, 277, 843} ms, respectively, and a turbo-spin-echo readout of 22 k-space lines, spaced 5.9 ms apart. We calculated the CRB assuming that each k-space line is acquired with the same bandwidth as our radial k-space trajectory. We simulated the dynamics of the coupled spin pool with our recently-proposed generalized Bloch model<sup>²²</sup> and assuming a super-Lorentzian lineshape,<sup>⁸</sup> which suggested a saturation of the semi-solid spin pool to 0.51 of its original value. Importantly, this value is substantially lower than the 0.83 estimated in References 9,12,13, and 15 based on Graham’s single frequency approximation<sup>³⁸</sup> (cf. Section 2.3) and an assumed Gaussian lineshape.
We note that this saturation depends on $T_1^*$ and $B_1^*$, and we neglected these respective gradients for the calculation of the CRB, which is both in line with References 9, 12, 13, and 15 and required to avoid divergent CRB values at $B_1^* = 1$.

We also calculated the CRB of the (to our knowledge) currently fastest version 16, 17 of an off-resonance saturation qMT approach, 1 which samples only a single saturation frequency (4 kHz) and a single saturation flip angle (560°). 17 We simulate the spin dynamics with the generalized Bloch model during the 12 ms sinc-shaped saturation pulse, followed by a 1 ms, 10° rectangular excitation pulse, and free precession through the remainder of the $T_R = 28$ ms. Before each RF pulse, we set all transversal magnetization to zero in the assumption of perfect RF spoiling. 51 and repeated this simulation until the magnetization reached a steady state. Similarly, we simulated the dynamics of the coupled spin system during variable-flip angle $T_1$ mapping measurements 52 with $\alpha \in \{4^\circ, 25^\circ\}$, $T_R = 21$ ms, assuming a 1 ms rectangular excitation pulse and perfect RF-spoiling. We calculated the CRB of $m_0^i$, $R_1$, and the scaling factor $M_0$, assuming heuristically fixed $R_x$ and $T_2^*$ values, a fixed ratio $R_1/\gamma^i$, and assuming that $B_0$ and $B_1^*$ are known from external measurements. The calculated CRB values account for a two-echo per $T_R$ readout, 17 and we assume the same readout bandwidth as for our experiments. We neglect any uncertainty or bias in $B_0$ or $B_1^*$, and we also neglect the scan time required to estimate these values (5:34 min in Reference 17).

3.3 | Pulse sequence implementation and data acquisition

We performed all experiments on a 3T Prisma scanner (Siemens) with a 64-channel receive coil. We use the flip angle pattern depicted in Figure S1, which was optimized with the legacy framework in spherical coordinates. The pattern was repeated 189 times—amounting to 12.6 min of total scan time—and throughout these cycles, we acquire 3D radial k-space spokes with a nominal resolution of 1.0 mm isotropic (defined by $|k_{\text{max}}| = \pi/\text{voxel}$). The sampled k-space covers the insphere of the typically acquired 1.0 mm k-space cube. By comparing the covered k-space volume, we estimate an effective resolution of 1.24 mm, which we report throughout this paper. 53 All sampled k-space spokes amount approximately to sampling the outmost k-space area twice at the Nyquist rate. When reconstructing 13 coefficient images (cf. Section 3.4), this equates, in a simplified calculation, to a maximum two-dimensional undersampling factor of 6.5, or 2.5 in each of the two angular k-space dimensions, that will be addressed with parallel imaging and compressed sensing.

We note, however, that the complexity of the subspace reconstruction obscures a simple and accurate metric of undersampling and we resort to judging the resulting image quality. We changed the direction of the k-space spokes with a two-dimensional golden means pattern 54, 55 that was reshuffled to improve the k-space coverage for each of the 1142 time points and to minimize eddy current artifacts. 56

3.4 | Image reconstruction

We used the Berkeley Advanced Reconstruction Toolbox 57 to reconstruct coefficient images in the low-dimensional space spanned by singular vectors of a coarse dictionary of signals (or fingerprints). 29, 30, 58 We reconstructed 13 coefficient images with the FISTA algorithm, 59 sensitivity encoding, 60, 61 and a locally low-rank constraint 62–64 to reduce residual undersampling artifacts and noise. We calculated the coil sensitivity maps with ESPRIT 65 and ran 500 FISTA iterations. More details on the reconstruction can be found in References 29 and 30.

3.5 | Model fitting

For computational efficiency and robustness, we used a NN to fit the MT model to the reconstructed coefficient images 32, 33, 66, 67. In comparison to nonlinear least square fitting, this approach provides substantial computational benefits: once the network is trained, estimating the parameter maps of a whole brain volume takes only a few seconds instead of many hours. Further, the feed-forward estimation of the biomarkers is robust since it does not require choosing an initialization and cannot get stuck in local minima during the parameter estimation. The nonconvexity is, instead, shifted to the network training, where lifting to a high dimension reduces the risk of adverse local minima.

Our network, implemented using Julia’s Flux.jl package, closely follows the design described in Figure 2 of Reference 33, retaining a similar overall architecture that up-samples the input vector to size 1024 before down-sampling again over 10 fully connected layers with skip connections. We jointly input the real and imaginary parts of the 13 coefficients to the NN after normalizing them by the first (complex-valued) coefficient. The NN outputs estimates of all five biophysical MT parameters, where each parameter is constrained with a ReLU function capped at the maximum value expected in vivo. We trained the NN for 2000 epochs using the rectified ADAM optimizer 48 with a learning rate of $10^{-3}$ and an inverse time decay rate of $5 \cdot 10^{-4}$.
The NN includes a data-driven $B_0$ and $B_1^+$ correction, achieved simply by varying $B_0$ and $B_1^+$ in the training data. This correction does not require the network to estimate $B_0$ and $B_1^+$, but to validate this concept, we trained a modified second network that does estimate $B_0$ and $B_1^+$. Further, we trained a third network where $B_0 = 0$ and $B_1^+ = 1$ are kept constant in the training data. Lastly, we trained a network with training data simulated using Graham’s spectral model (Equation B1); also with data-driven $B_0$ and $B_1^+$ correction. For more details on the NN fitting, refer to Reference 33.

3.6 | Phantom experiments

3.6.1 | Comparison to reference methods

We performed validations in two different phantoms. The first validation aims to compare our method to established methods and, for this purpose, we utilize a combination of thermally cross-linked bovine serum albumin (BSA) and MnCl$_2$ doping to create diverse conditions. We mixed the BSA powder (approximately 10%, 15%, and 20% of the total weight) with distilled water and stirred it at 30°C until the BSA was fully dissolved. We divided the solution in half and added MnCl$_2$ to one half to create a concentration of approximately 0.1 mM. We filled six cylindrical 50 mL tubes with the solutions and thermally cross-linked them in a water bath at approximately 90°C for 10 min. We embedded all tubes in a container filled with distilled water and 0.1 mM MnCl$_2$.

We scanned the phantom at room temperature with the proposed hybrid-state pulse sequence. For comparison, we also scanned the phantom with a SIR gradient recalled echo (SIR-GRE) sequence. In this sequence, the magnetization is inverted by a 1 ms rectangular pulse, and after an inversion time $T_1$, we excite the magnetization with a slice selective $\pi/2$-pulse followed by a gradient echo readout of a single line in k-space with an echo time of 3.4 ms. Thereafter, the magnetization relaxes to the thermal equilibrium during a 10 s waiting period before we repeat the inversion pulse. Overall, 20 exponentially spaced $T_1$s were measured, spanning from 4.4 ms to 5 s ($T_1 \in \{3.2, 4.4, 6.6, 9.7, 14, 22, 31, 46, 68, 100, 150, 220, 325, 480, 710, 1050, 1550, 2290, 3380, 5000\}$ ms). To account for a frequency drift during the approximately 7 h of scan time, a fifth-order polynomial was fitted pixel-wise to the phase of the 20 contrasts. We demodulated the fitted phase before projecting the complex images onto the real-valued axis. Data points with less than 5% of the maximum intensity of each pixel were ignored to avoid uncertainties of the signal’s sign that occurs at its zero-crossing. Finally, we fitted the resulting real-valued data with Equation (1), which comprises the generalized Bloch model and reduces to a bi-exponential inversion recovery of the free spin pool after the inversion pulse.

We used a CPMG spin-echo sequence to acquire reference values for $R_2^*$. Here, the magnetization was excited by a slice selective $\pi/2$-pulse, followed by a train of 32 non-selective $\pi$-refocusing pulses. The refocusing pulses were spaced 16 ms apart and flanked by crusher gradients on either side. We obtained relaxation rates by fitting the signal decay with an extended phase graph-based model.69,70

3.6.2 | Comparison to the chemical ground truth

The second validation aims to compare our method to the chemical ground truth. To this end, we built a second phantom with seven BSA concentrations (5%, 10%, ..., 35%) using the above-described recipe. To maximize the number of BSA concentrations, we did not dope this phantom with MnCl$_2$. Further, the tubes of this phantom were not embedded in a water bath and we scanned this phantom only with the proposed hybrid-state pulse sequence.

For each tube, we selected all voxels within the central 30 slices, eroded the outmost layer, and calculated the median value of $m_0^t$, $R_1$, and $R_2^f$. We performed linear regression of each parameter as a function of the BSA concentration.

3.7 | In vivo experiments

We tested our hybrid-state-based qMT approach with scans in two participants with clinically established remitting-relapsing multiple sclerosis (female, ages 36 and 25) and two controls (male, ages 36 and 34). With informed consent obtained in agreement with our institutional review board, we performed scans with the MP-RAGE, FLAIR, and the proposed hybrid-state sequences.

4 | RESULTS

4.1 | CRB analysis

We performed numerical optimizations for minimal noise variance per unit time in the estimates of the target parameters $m_0^t$, $R_1$, and $R_2^f$. First, we optimized the pulse sequence that utilizes a selective inversion-recovery combined with a bSSFP-like RF pattern with a variable flip angle and pulse duration. The resulting CRB values are depicted in the first column of Table 1 and highlighted by the gray background. This optimization has overall
the lowest CRB values in the target parameters. The second column shows the CRB values that result from an optimization with a fixed $T_{\text{RF}}$, which entails a slight degradation of the CRB for $m_0^r$ and $R_1$. When also fixing the flip angle, that is, when using the established inversion-recovery (IR) bSSFP sequence,\textsuperscript{30} the CRB values increase substantially (third column). In the unconstrained case, they increased to the point of numerical instability, which is why we here heuristically fixed $T_s^0$, $B_0$, and $B_T^\gamma$. Still, the resulting CRB values are substantially larger compared to the proposed method with a varying flip angle and $T_{\text{RF}}$. The fourth column analyzes a pulse sequence with a variable flip angle and $T_{\text{RF}}$ but without an inversion pulse. Its performance is superior to the IR-bSSFP but again substantially inferior compared to the proposed sequence with an inversion pulse (first column).

The fifth column provides the CRB of the SIR\textsuperscript{12} sequence for reference. SIR and IR-bSSFP differ in one critical aspect: the former allows for an undisturbed inversion recovery, while the latter applies a train of RF pulses during the inversion recovery. With SIR, we observe, in large, similar CRB values for $m_0^r$ and $R_1$ compared to the proposed approach (first column). However, there are two key differences between the CRB calculations. While we assume that all model parameters are fitted for the proposed approach, SIR relies on a heuristic constraint of $T_s^0$ to a fixed value. Further, the SIR data processing pipeline accounts only for the effect of $B_T^\gamma$ inhomogeneities on the free spin pool but not for their effect on the semi-solid spin pool. For sufficiently miscalibrated $B_T^\gamma$ values, such as $B_T^\gamma = 0.9$ or $B_T^\gamma = 1.1$, $B_T^\gamma$ is well-encoded by the free pool’s $B_T^\gamma$-dependency and the $B_T^\gamma$-dependence of the semi-solid spin pool has only a moderate effect on the CRB values. When approaching $B_T^\gamma = 1$, however, the partial derivative of the free pool’s spin dynamics wrt. $B_T^\gamma$ vanishes,\textsuperscript{15} while the partial derivative of the semi-solid-pool’s dynamics does not. Consequently, the CRB diverges at $B_T^\gamma = 1$ when accounting for the $B_T^\gamma$ dependence of the semi-solid spin pool’s saturation. We note that the CRB entails a linear approximation and, when considering higher order effects, the noise propagation to the estimated parameters is finite due to the finite derivative at $B_T^\gamma \neq 1$. The noise properties in this nonlinear system depend on the noise level itself; a more detailed discussion is beyond the scope of this paper.

The rightmost column of Table 1 analyzes a qMT pulse sequence that utilizes a saturation pulse to increase the MT effect.\textsuperscript{1,16,17,38} It also has similar CRB values for $m_0^r$ and $R_1$ compared to the proposed approach. However, in contrast to the proposed approach, it relies on fixing $T_s^0$, $T_1$, $R_s$, and $T_{\text{RF}}$ to heuristic values and requires external calibration scans for $B_0$ and $B_T^\gamma$. Considering the scan time required for the latter (using the timings in Reference 17) would increase the normalized CRB by roughly 30%.

### 4.2 Optimized RF pattern

Figure 2 depicts the optimized pulse sequence that incorporates an inversion pulse and a varying flip angle and $T_{\text{RF}}$ (first and highlighted column in Table 1), along with the evoked spin dynamics. At the beginning of the RF pulse train, $\alpha$ is small, which results in a bi-exponential recovery after the inversion pulse, similar to SIR (spherical magnification in Figure 2D). Once the exchange approaches an equilibrium ($z'/m_0^r \approx z'/m_0^s$, i.e., the red and blue curves approach each other), the optimized $\alpha$ increases to convert the longitudinal to detectable transversal magnetization, along with the exchange-related information encoded therein. The saturation-based encoding of the MT effect can be observed around 3.5 s, where blips in $\alpha$ at short $T_{\text{RF}}$ saturate the semi-solid spin pool’s magnetization (rectangular magnification). These saturation segments exhibit similar behavior as described in Reference 71: the optimized pulse sequence strives for a repeated maximal separation of the two pools’ magnetization. During several parts of the pattern, the flip angles approach zero in this unbounded optimization.

### 4.3 Phantom experiments

#### 4.3.1 Comparison to reference methods

Figure 3 validates our approach by comparing the estimates of $m_0^r$, $R_1$, and $R_s^T$ from the hybrid-state sequence to estimates from a SIR gradient echo\textsuperscript{12} and a multi-echo CPMG\textsuperscript{72} sequence. We find good agreement between the two measurements. The mean value in each sample deviates between the two measurements by 7.6% in $m_0^r$, 1.9% in $R_1$, and 5.4% in $R_s^T$ (averaged over the absolute value of the relative deviations). The deviations tend to be larger for the doped samples, and we found the largest deviation (12.0%) in $m_0^r$ of the 20% BSA sample with MnCl$_2$ doping. We note that this sample exhibits fast $R_1$-relaxation, which is outside of the range expected for biological tissues.

#### 4.3.2 Comparison to the chemical ground truth

In line with our theoretical understanding of the MT effect, $m_0^r$ is well-described by a linear model of the BSA concentration (Figure 4). The 95% confidence interval of the intercept with the y-axis is $[−0.029, 0.0014]$, which includes the presumed intercept with the origin.

The apparent longitudinal relaxation rate $R_1$ is also well-described by a linear model and the intercept with the y-axis of 0.28/s in the expected range of water relaxivity.
Phantom validation. We compare $m_0^\text{R}$, $R_1$, and $R_f^\text{L}$ as measured with the proposed hybrid-state quantitative magnetization transfer (qMT) approach to measurements with more established but slow reference scans. The reference values for $m_0^\text{R}$ and $R_1$ were measured with a selective inversion-recovery gradient recalled echo (SIR-GRE) sequence\textsuperscript{12} and the reference for $R_f^\text{L}$ with a CPMG sequence.\textsuperscript{72}

This finding is also in line with a model of spin relaxation induced by interactions with the BSA surface.\textsuperscript{73}

Last, the transversal relaxation rate of the free spin pool $R_f^\text{L}$ also follows a linear dependency on the BSA concentration. The y-intercept is, however, negative (95% confidence interval of $[-4.28, -0.69]s^{-1}$), which is not physical. Instead, we would expect a y-intercept similar to the one of $R_1$. We note, however, that the steep linear component of $122s^{-1}/c_{\text{BSA}}$ entails a sensitivity of the y-intercept to small systematic biases. A further explanation could be a non-linearity of $R_f^\text{L}$ at low BSA concentrations.

### 4.4 In vivo experiments

#### 4.4.1 $B_0$ and $B_1^+$ correction

Figure 5 examines the feasibility of removing $B_0$- and $B_1^+$-induced biases by varying these parameters in the training data of the NN: The $R_f^\text{L}$-map (subplot A) was estimated with a NN that was trained with $B_0 = 0$ and $B_1^+ = 1$ and exhibits a substantial over-estimation of $R_f^\text{L}$ in the brain’s center, where $B_1^+$ is large, and the orbitofrontal lobe, where $\omega_z = \gamma B_0$ has substantial deviations from the resonance condition. When treating the field variations as unknowns, however, this bias is substantially reduced (Figure 5B). The $B_0$ correction fails in the center of the bSSFP-typical banding artifact\textsuperscript{19} above the sinus frontalis, where $|\omega_z| = \pi/T_R$ (cf. magnifications Figure 5B,C).

For verification, we also estimated $B_0$ and $B_1^+$ (Figure 5C,D). In the vicinity of the stopband (rectangular magnification), the $B_0$ estimates follow the expected pattern. However, in the center of the brain, where $B_0$ is well-calibrated, we observe subtle variations at GM-CSF interfaces that are likely unphysical (spherical magnification). The estimates of $B_1^+$ match the well-known pattern of low $B_1^+$ at the cortex and high $B_1^+$ in the brain’s center, but exhibit spurious deviations in the CSF (circular magnification in Figure 5D).
A region of interest (ROI) analysis (Table 2) reveals good agreement of the $m_0^s$ estimates in white and cortical gray matter (WM, GM) between the proposed method and reference scans with the off-resonant saturation method.\cite{16,74} The $T_f^2$ estimates in WM also align well with literature values, though the difference slightly exceeds one standard deviation in cortical GM, possibly due to partial volume effects and imperfections of registration and segmentation. By contrast, the apparent $T_1$ is overestimated with our method as compared to the here-shown reference measurement that utilizes an inversion-recovery experiment, paired with a mono-exponential fit.\cite{74} Beyond these two large ROIs, we also observe known patterns: for example, $m_0^s$ is elevated in the genu of the corpus callosum (Figure 6C, Table 2) and $T_f^2$ shortened in the putamen, globus pallidus, and the thalamus, where iron deposits facilitate fast transversal relaxation (Figure 6J).

A comparison between Graham’s spectral and the generalized Bloch model in healthy brain tissue reveals overall good agreement, but we observe subtle differences in the $R_1$ maps: the fits with Graham’s model exhibit noise-like patterns (magnification in (E)), which are less pronounced when fitting the generalized Bloch model (F). While this difference is subtle, it is present for all four volunteer subjects (cf. Figures S7 and S8).

### 4.4.3 Participants with multiple sclerosis

Figure 7 shows a sagittal slice of one of the MS subject scans, which includes three lesions. In the lesions, $m_0^s$, $R_1$, and $R_f^2$ are reduced as expected. Figure 7 further confirms several findings made in Figure 6: we observe overall good image quality in the qMT maps, but we also observe a slight and, presumed, $B_1^+$-related anterior-posterior gradient in the maps. In terms of resolution, we observe a sharp delineation of lesion 3 and the NAWM in the qMT maps, similar to the clinical scans that have the same nominal resolution. By contrast, lesions 1 and 2 show more heterogeneity in $R_1$ and $R_f^2$. However, we do observe blurring in the qMT maps in comparison to the clinical scans, e.g., in the cerebellum, that might exceed the blurring of the data shown in Figure 6. The increased blurring is likely due to subject motion.

### DISCUSSION

#### 5.1 Scan efficiency

One aim of this paper is to identify an avenue toward a quantitative magnetization transfer imaging approach with few constraints on model parameters, yet, with high

---

**FIGURE 5** B₀- and $B_1^+$-correction. (A) The estimated $R_2^f = 1/T_2^f$ is biased when assuming homogeneous magnetic fields. (B) Considering $B_0$ and $B_1^+$ as unknowns by varying them in the data used for training the neural network\cite{33} allows for the removal of the bias except for the few voxels in the center of the banding artifact (cf. magnifications). (C,D) $B_0$ and $B_1^+$ estimated from the hybrid-state data. The gray background groups the parameters that were jointly estimated (along with the other five parameters).
FIGURE 6  Size of the semi-solid spin pool $m_0^s$ (normalized by $m_0^s + m_0^f = 1$), the apparent longitudinal relaxation rate $R_1 = 1/T_1$, and the transversal relaxation rate of the free pool $R_2^f = 1/T_2^f$. The depicted maps are part of a three-dimensional whole-brain dataset of a healthy volunteer. While we fitted an eight-parameter model (Equation 1), we show here only the biophysical parameters for which the sequence was optimized. The rectangular magnifications in (E, F) highlight subtle differences between the estimates from Graham’s spectral and the generalized Bloch model. The clinical contrasts in (M–P) are depicted for comparison and the spherical magnifications provide a visual resolution comparison to the clinical scans, which were measured with 1.0 mm isotropic resolution. The white lines indicate the position of the sagittal and axial slices, respectively.

TABLE 2  Region of interest (ROI) analysis in healthy controls.

| Region | Proposed hybrid-state approach | Literature values |
|--------|--------------------------------|------------------|
|        | $m_0^s$ (%) | $T_1$ (s) | $T_2^f$ (ms) | $m_0^s$ (%) | $T_1$ (s) | $T_2^f$ (ms) |
| Entire WM | 13.5 ± 2.8 | 1.52 ± 0.16 | 70.1 ± 5.5 | 13.9 ± 2.8$^{24}$ | 1.084 ± 0.045$^{24}$ | 69 ± 3$^{24}$ |
| Anterior CC | 18.1 ± 4.3 | 1.47 ± 0.16 | 66.1 ± 6.3 | 16.32 ± 0.15$^{16}$ |
| Posterior CC | 15.2 ± 4.1 | 1.52 ± 0.26 | 72.1 ± 7.6 | 16.07 ± 0.40$^{16}$ |
| Cortical GM | 6.6 ± 3.0 | 2.13 ± 0.30 | 77 ± 11 | 5.0 ± 0.5$^{24}$ | 1.820 ± 0.11$^{24}$ | 99 ± 7$^{24}$ |
| Caudate | 7.9 ± 2.6 | 1.81 ± 0.13 | 66.2 ± 4.3 | 6.89 ± 0.13$^{16}$ |
| Putamen | 9.1 ± 2.0 | 1.69 ± 0.11 | 61.1 ± 5.7 | 7.22 ± 0.01$^{16}$ |
| Pallidum | 13.4 ± 1.9 | 1.407 ± 0.067 | 54.8 ± 7.0 | |
| Thalamus | 12.1 ± 2.6 | 1.73 ± 0.18 | 64.7 ± 5.8 | 8.61 ± 0.64$^{16}$ |

Abbreviations: GM, gray matter; WM, white matter; CC, Corpus Callosum.

Notes: The ROIs were determined by segmenting MP-RAGE images with the FreeSurfer software after co-registering it to the qMT maps. The values represent the mean and SD of all voxels from 2 healthy subjects (Figures 6 and S7).

spatial resolution and short scan times. The basis for this scan efficiency is a hybrid state$^{20}$ of the free pool, which combines the encoding efficiency of the transient state$^{21,27,50,76}$ with the steady state’s robustness to magnetic field inhomogeneities, especially to inhomogeneous lineshape broadening.$^{19,35}$
[Image: A FLAIR, (B) an MP-RAGE, and (C)–(H) quantitative magnetization transfer (qMT) maps of a multiple sclerosis subject. (C)–(E) were fitted with Graham's spectral model and (F)–(H) were fitted with the generalized Bloch model. The magnifications highlight three lesions with the same hyperintense appearance on FLAIR but show distinct characteristics on the quantitative MT maps.]

The hybrid-state pulse sequence has a CRB comparable to or even slightly better than established approaches (Table 1). We note, though, that the signal-to-noise ratio in the parameter maps depends on several sequence details—chiefly the readout bandwidth—which was assumed equal for all sequences. The key benefit of the hybrid state is that it maintains desirable CRB values while performing an 8-parameter fit of the full Henkelman two-pool model. By contrast, SIR heuristically sets $T_s$ to literature values and neglects the $B_1^+$-dependence of the semi-solid pool's saturation. Yarnykh’s single-point-saturation qMT approach heuristically sets the ratio $T_1 / T_2$, $T_s$, and $R_x$ to literature values and relies on external estimates of $B_0$ and $B_1^+$. Both approaches were extensively validated, and Yarnykh carefully optimized the pulse sequence of the single-point-saturation qMT approach for a minimal bias despite several model constraints and successfully reduced the bias to 8%–8.5%, averaged over the entire brain. Nevertheless, pathological tissue changes might entail a disproportionate bias. For example, iron accumulations shorten $T_1$ more than $T_2$ as observed here for the globus pallidus in Figure 6.I,J. Consequent alteration of the ratio $T_1 / T_2$ entails the risk of a larger than average bias in the $m_0$ estimate. By contrast, an unconstrained approach to the estimation of the two-pool model’s parameters reduces the risk of unpredictable bias in the presence of pathology. Our approach captures variations of $T_1$ and $T_2$ which promises an improved disentanglement of myelin and iron.

For sampling efficiency, we implemented the hybrid-state sequence with a data acquisition scheme that is based on the concept of MR Fingerprinting: we sparsely sample different parts of k-space in each time frame and use temporal subspace modeling to reconstruct parameter maps from this data. We further utilize parallel imaging and locally low-rank flavored compressed sensing to reduce noise and undersampling artifacts.

Jointly, these advances allow us to extract three parameter maps of the whole brain with an effective resolution of 1.24 mm isotropic from 12.6 min worth of data while considering eight parameters as unknown (cf. Figures 6 and 7). Note, there is a slight decrease of this effective resolution in comparison to the nominal 1.0 mm as we sample only the inner sphere of the 1.0 mm k-space cube, similar to the common elliptical scanning approach. A more detailed analysis of the effective spatial resolution would need to consider the undersampling and the regularized image reconstruction. Since we use a nonlinear image reconstruction, the effective resolution is also a function of the imaged object. While this will be a subject of future research, we limit the resolution analysis here to a visual comparison to the clinical MPRAGE and FLAIR scans with the same nominal resolution (Figure 6).

### 5.2 Model accuracy

The second aim of this work was to improve model accuracy. As discussed in Appendix A, modeling errors can bias the parameter estimates. This bias depends on the pulse sequence and protocol settings, and we highlight three ways the current work improves model accuracy compared to prior methods.

First, our approach does not constrain any parameters of the two-pool model besides the common $R_1^s = R_1^f$ assumption. By contrast, SIR heuristically sets $T_s$ to literature values and neglects the $B_1^+$-dependence of the semi-solid pool’s saturation. Yarnykh’s single-point-saturation qMT approach heuristically sets the ratio $T_1 / T_2$, $T_s$, and $R_x$ to literature values and relies on external estimates of $B_0$ and $B_1^+$. Both approaches were extensively validated, and Yarnykh carefully optimized the pulse sequence of the single-point-saturation qMT approach for a minimal bias despite several model constraints and successfully reduced the bias to 8%–8.5%, averaged over the entire brain. Nevertheless, pathological tissue changes might entail a disproportionate bias. For example, iron accumulations shorten $T_1$ more than $T_2$ as observed here for the globus pallidus in Figure 6.I,J. Consequent alteration of the ratio $T_1 / T_2$ entails the risk of a larger than average bias in the $m_0$ estimate. By contrast, an unconstrained approach to the estimation of the two-pool model’s parameters reduces the risk of unpredictable bias in the presence of pathology. Our approach captures variations of $T_1$ and $T_2$ which promises an improved disentanglement of myelin and iron.

Second, our approach does not rely on the accuracy of external calibration scans. Such calibration scans can
themselves be biased, and this error can propagate to the qMT estimates. Many efforts were made to reduce such biases, for example, by carefully analyzing and optimizing the RF-spoiling. However, residual sources of bias remain, such as MT itself. For the popular actual flip angle and variable flip angle methods, we estimated MT biases of approximately 3% and 10% in $B_0^+$ and $T_1$, respectively (cf. Section Data Availability Statement). Our approach avoids this issue by forgoing calibration scans and fitting the full qMT model, including $B_0^+$ and $T_1$, to the data, assuring that MT does not bias their estimates.

Last, we use the generalized Bloch model. Most approaches in the literature use Graham’s single frequency approximation (Eq. (8) in Reference 38), where the saturation of the semi-solid spin pool is proportional to the lineshape at the pulse’s central frequency. This approach is problematic on resonance where the super-Lorentzian diverges. We note that this divergence is not observed in experiments due to further (dipolar) interactions that are not described by the super-Lorentzian lineshape. One can circumvent the singularity with Graham’s spectral model, in which the lineshape is multiplied by the pulse’s power spectral density and then integrated (Eq. (4) in Reference 38). In Reference 22, we showed that Graham’s spectral model approximates the saturation of the semi-solid spin pool well for long RF pulses. Pulse durations between 100 and 500 μs (as used here) are in the range where we start to observe a moderate amount of deviations from the generalized Bloch model (cf. rightmost column in Figure 3 of Reference 22). The present work is in line with these findings since we observe only subtle differences between in vivo estimates made with either model (rectangular magnifications in Figure 6). The similarity between the parameter maps, for the given pulse sequence, confirms that the theoretically well-founded generalized Bloch model is in line with prior literature, and promises more accuracy when pushing the limit to shorter or stronger RF pulses.

5.3 Estimating $B_0$ and $B_0^+$ versus accounting for their variability

In Reference 66 Nataraj et al. pointed out that neural networks estimate each parameter irrespective of the other parameters, which implies that precise estimates of $B_0$ and $B_0^+$ are not required for a precise $B_0$ and $B_0^+$ correction. Mathematically, we can describe fixing, estimating, and correcting for, for example, $B_0$ by the related requirements for the signal’s derivative wrt. $B_0$. Fixing the parameter to a nominal value without biasing the other parameters requires a vanishing derivative of the signal wrt. $B_0$ or its orthogonality to the derivatives wrt. all other model parameters. A precise estimation of $B_0$ requires a low CRB of $B_0$ or, in other words, a large component of the signal’s derivative wrt. $B_0$ that is orthogonal to the derivatives wrt. to all other model parameters. By contrast, a $B_0$-corrected estimate of, for example, $R_2^f$, requires merely a large component of the signal’s derivative wrt. $R_2^f$ that is orthogonal to the derivative wrt. $B_0$. This comparably loose requirement can be fulfilled in different ways, as is illustrated by the case of $B_0$: the hybrid-state signal is, by design, rather insensitive to $B_0$ within the bSSFP-typical pass-band ($|\omega_c| < 0.8\pi/T_R$), that is, it has a small derivative wrt. $B_0$. Under this condition, we can estimate $R_2^f$ without $B_0$ bias, but $B_0$ itself is hard to estimate, and small modeling errors—for example, partial volume effects—can cause tissue-dependent errors of the $B_0$ estimates (spherical magnification in Figure 5C). In contrast, the hybrid-state signal is sensitive to $B_0$ in the vicinity of the stop-band (rectangular magnification) and in this frequency range, the pulse sequence optimization disentangled the derivatives wrt. $R_2^f$ and $B_0$ in order to maximize the orthogonal component of the former. Here, the derivative wrt. $B_0$ is substantial so that $B_0$ is accurately and precisely estimated in this frequency range (rectangular magnification). The same concept applies to $B_0^+$. We do not necessarily expect a good estimate of $B_0^+$ as we did not optimize the pulse sequence for estimating this parameter, and even less so in CSF as we did not optimize the pulse sequence for the estimation of any parameter at such long relaxation times. For this reason, the observed variations in the $B_0^+$ estimates (spherical magnification in Figure 5D) are neither surprising nor do they indicate poor $B_0^+$ correction.

5.4 Open questions and future directions

Based on the current data, we see two remaining challenges: First, the qMT maps exhibit an anterior-posterior gradient which is likely a residual $B_0^+$ artifact. In future work, we will address this issue with RF patterns optimized for $B_0^+$ uncertainty. In addition, we plan to incorporate phase cycling to remove the banding artifact above the anterior skull base (cf. magnifications Figure 5B,C and Figure S6).

Second, our phantom validation (Figures 3 and 4) revealed a slight mismatch between the parameter estimates based on the hybrid-state data and the SIR reference scans, particularly for doped samples (Figure 3). Further, the $m_0$ estimates also vary with the MnCl$_2$ doping (Figure 3), which is likely spurious. In WM and GM tissue, we observe a mismatch between the apparent $R_1$ or $T_1$ estimates with the proposed approach and a
reference NMR measurement of tissue samples, measured with an inversion-recovery experiment and fitted with a mono-exponential function.\textsuperscript{74} These mismatches substantially decrease when dropping the assumption \( R_f^1 = R_s^1 \).\textsuperscript{45,46} While this assumption is consistent with most literature,\textsuperscript{1,8,12,13,15,16,94} more recent studies have suggested that \( R_s^1 \) is substantially faster.\textsuperscript{11,40,43,44} The lack of clarity for \( R_s^1 \) mainly stems from the notorious difficulty of separating this parameter from other qMT parameters. References \textsuperscript{11,40,43,44} performed elaborate and carefully executed ex vivo NMR experiments or in vivo studies that entailed a separate fit of \( R_f^1 \) and \( R_s^1 \) to large ROIs, averaged over multiple subjects. Our ongoing work builds on the encoding power of the here-proposed approach to remove this last constraint. We seek to investigate whether the hybrid state provides an avenue for a voxel-by-voxel fit of separate \( R_f^1 \) and \( R_s^1 \) and if this separation solves the described mismatches.

Additional research directions include more efficient k-space trajectories and joint consideration of the flip angle optimization and spatial encoding. The present framework resulted in segments with zero flip angle, which appears optimal from a CRB perspective, but might be sub-optimal in terms of k-space encoding efficiency. Future work will also include a careful analysis of the stability of neural-network-based parameter fitting and the adaption of NN approaches with built-in uncertainty quantification.\textsuperscript{95–97} Further, we will build on our analysis of the network’s bias\textsuperscript{33} and modify the cost function to explicitly target and reduce residual biases.

6 | CONCLUSION

Over the last few decades, several efficient quantitative magnetization transfer approaches have been proposed and thoroughly studied.\textsuperscript{9,12–17,77} Our work builds on these advances, and we have demonstrated that the hybrid state, paired with the generalized Bloch model, provides a promising avenue toward rapid qMT imaging without or with fewer constraints on the qMT model.
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In order to promote reproducibility, we uploaded the code repository \texttt{https://github.com/JakobAsslaender/HSFP-qMT_SupportingNotebooks}, where we provide Jupyter notebooks that reproduce

- the pulse sequence optimizations (Figures 2, S3 and S4)
- the CRB analysis in Table 1
- the bias estimation of the actual flip angle \( B_f^1 \)-mapping and the variable flip angle \( T_1 \)-mapping method (cf. Section 5.2)

The pulse sequence optimization utilizes our toolbox MRIgeneralizedBloch.jl, whose source code is published on \texttt{https://github.com/JakobAsslaender/MRIgeneralizedBloch.jl}. For the here presented optimizations, we used v0.8.0 (DOI:10.5281/zenodo.7433494). All supplied code is written in the open source language Julia, and we registered the package “MRIgeneralizedBloch.jl” with Julia’s package manager. The package documentation and tutorials can be found on \texttt{https://jakobasslaender.github.io/MRIgeneralizedBloch.jl/v0.8.0/}. The tutorials render the code in HTML format with interactive figures and provide links to Jupyter notebooks that can be launched in \texttt{binder}, enabling interactive learning in a browser without any local installations.
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**SUPPORTING INFORMATION**

Additional supporting information may be found in the online version of the article at the publisher’s website.

**Table S1.** Cramér-Rao bound (CRB) values of the legacy pulse sequence (Figure S2) that was used for the experiments. The table compares the CRB calculated with the legacy model (Equation S2), as used for the optimization, to the model that was used for analyzing the data (Equation 1). During the optimization, we minimized the CRB of $m_0$, $R_1$, and $R_2^0$ (highlighted in gray), assuming that all biophysical parameters will be fitted, but assuming that $\omega_c = 0$ and $B_1 = 1$ are known and fixed. All fits shown in this paper, in contrast, also fit $\omega_c$ and $B_1$, and the corresponding CRB values are shown in the rightmost column. The displayed CRB values are normalized by the squared value of the parameter, the squared magnetization $M_0$, and the noise variance of the time series in a voxel $\sigma^2$, as well as the scan time $T$, that is, they reflect the inverse squared signal-to-noise ratio per unit time and for a unit signal noise variance.

**Figure S1.** Spin trajectory and the corresponding control that resulted from the legacy optimization used for the experiments. (A) The dynamics of the free pool on the Bloch sphere with the steady-state ellipse in blue; (B) the flip angle $\alpha$ and (C) the pulse duration $T_{RF}$ control the spin dynamics. (D) The normalized magnetization of the two pools. The spherical and rectangular magnifications highlight segments that utilize a bi-exponential inversion-recovery $^3$ and saturation $^4$, respectively, to encode the MT effect.

**Figure S2.** Spin trajectory and the corresponding control for a pulse sequence with an inversion pulse and with a constant flip angle and $T_{RF}$. (A) The dynamics of the free pool on the Bloch sphere with the steady-state ellipse...
in blue; (B) the flip angle $\alpha$ and (C) the pulse duration $T_{RF}$ control the spin dynamics. (D) The normalized magnetization of the two pools. The spherical magnification highlights a segment that utilizes a bi-exponential inversion-recovery$^3$ to encode the MT effect.

**Figure S3.** Spin trajectory and the corresponding control for an optimized pulse sequence with an inversion pulse, a varying flip angle, and a constant $T_{RF}$. (A) The dynamics of the free pool on the Bloch sphere with the steady-state ellipse in blue; (B) the flip angle $\alpha$ and (C) the pulse duration $T_{RF}$ control the spin dynamics. (D) The normalized magnetization of the two pools. The spherical and rectangular magnifications highlight segments that utilize a bi-exponential inversion-recovery$^3$ and saturation$^4$, respectively, to encode the MT effect.

**Figure S4.** Spin trajectory and the corresponding control for an optimized pulse sequence without inversion pulse and with a varying flip angle $\alpha$ and $T_{RF}$. (A) The dynamics of the free pool on the Bloch sphere with the steady-state ellipse in blue; (B) the flip angle $\alpha$ and (C) the pulse duration $T_{RF}$ control the spin dynamics. (D) The normalized magnetization of the two pools. The rectangular magnification highlights a segment that utilizes saturation$^4$ to encode the MT effect.

**Figure S5.** Repetition of Figure 6 reconstructed with an unregularized conjugate gradient algorithm. Here, we show only the generalized Bloch model. The qMT maps contain, as expected, substantially more noise-like artifacts, but follow overall the same pattern as the maps in Figure 6, which were reconstructed with a locally low-rank regularization. The noise-like artifacts are a combination of thermal noise and undersampling artifacts. Since the latter is not Gaussian distributed, we do not expect the mean value of the qMT parameters to match those in Figure 6, where undersampling artifacts are suppressed.$^5$-$^7$

**Figure S6.** Repetition of Figure 6 with slices chosen to highlight the banding artifacts above the frontal sinuses, where the qMT parameter estimation fails. Here, we show only the generalized Bloch model.

**Figure S7.** Repetition of Figure 6 for a second healthy volunteer. Here, we show only a transversal slice of the 3D volume.

**Figure S8.** Repetition of Figure 6 for a second participant with multiple sclerosis. Here, we show only a transversal slice of the 3D volume.

---

**APPENDIX A. EFFECTS NOT CAPTURED BY THE PROPOSED MODEL**

Given the complexity of the spin dynamics in biological tissue, the proposed model is naturally an approximation that neglects numerous processes. Unmodeled physical processes can bias the estimated biophysical processes, and this bias often depends on the pulse sequence and sequence settings. Therefore, we discuss in the following those unmodeled processes that have, to our understanding, the biggest effect on the signal, and we provide a rationale on why we can neglect them for experiments with our pulse sequence.

**A.1 Diffusion**

In order to assess signal variations caused by the diffusion of water molecules in spatially varying magnetic fields, it is helpful to distinguish between different sources of field variations.

First, we consider externally applied imaging gradients. In spoiled pulse sequences, gradient pulses that are spread over many $T_R$'s act in concert toward the formation of echoes.$^6$-$^9$ From a diffusion perspective, this results in comparably large effective b-values. Here, we mitigate this problem by balancing all gradient moments in each $T_R$, similar to balanced SSFP sequences.$^{19}$ This results in small effective b-values that foremost depend on the gradient moments and, thus, on the spatial resolution. At clinically typical spatial resolutions in the order of 1 mm, we can neglect diffusion, as demonstrated by Bär et al.$^98$

Second, we consider field variations caused by the tissue microstructure, such as the vasculature.$^{98,100}$ Miller and Jezzard$^{101}$ analyzed their effect on the signal in balanced SSFP sequences. They observed a reduction of the apparent $R_2^*$ that depends on $T_R$. For the here-used $T_R = 3.5$ ms, $R_2^*$ is reduced by approximately 1%. Thus, we can neglect diffusion in the field inhomogeneities caused by the vasculature when using short repetition times.

**A.2 Dipolar order**

In contrast to the free pool, the dipolar Hamiltonian of the semi-solid pool does not average to zero.$^{75,102}$ In a many-spin system, one can approximate the effect of a dipolar Hamiltonian with Provotorov’s theory,$^{103}$ which models the dipolar order as a separate spin pool. In this model, RF-irradiation facilitates magnetization transfer between the Zeeman pool and the dipolar pool. This exchange, however, vanishes if the RF pulses are on-resonant or have a symmetric spectral response around
the resonance frequency. Precisely this difference between symmetric and asymmetric RF-irradiation is utilized by inhomogeneous MT or dipolar MT imaging. The RF pulses we use for this work are all on-resonant; thus, we neglect the dipolar order. However, we note that this, strictly speaking, cannot be neglected for off-resonant saturation MT, where the dipolar order can reduce the MT saturation. Hence, estimates of $m_0^s$ and $T_1$ with our approach might be slightly larger than the literature values estimated with off-resonant RF-saturation while neglecting the dipolar order.

**APPENDIX B. GRAHAM’S SPECTRAL MODEL**

In order to provide a comparison to the generalized Bloch model (Equation 1), we show the Bloch–McConnell equation that incorporates Graham’s spectral model:

\[
\begin{align*}
\frac{d}{dt} \begin{pmatrix} x' \\ y' \\ z' \\ 1 \end{pmatrix} &= \begin{pmatrix} -R_2^f -\omega_z & \omega_y & 0 & 0 \\
\omega_z & -R_2^f & 0 & 0 \\
0 & 0 & -R_1^f - R_s m_0^s & R_s m_0^f \\
0 & 0 & 0 & -R_{RF}(R_2^s, \alpha, T_{RF}) - R_1^f - R_s m_0^f - m_0^f R_1 \end{pmatrix} \begin{pmatrix} x' \\ y' \\ z' \\ 1 \end{pmatrix},
\end{align*}
\]

The MT-effect is here captured by $R_{RF}(R_2^s, \alpha, T_{RF})$ that is calculated with Equation (4) in Reference 38 and describes an exponential saturation of the semi-solid spin pool’s $z'$-magnetization. For this reason, Graham’s model does not require modeling the $x'$ component. More details on the definition of $R_{RF}$ and the differences to the generalized Bloch model can be found in Reference 22.