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Abstract
The boom of social media over the web has great impact on individual’s and organization’s decision making process about certain content. In today’s world of business and marketing opinion mining plays a vital role in success of launching a new product and determining which versions of product is popular within customers. To extract the purposeful content from the social web, opinion mining performs an important role. Sentiment analysis is a current topic of research in this present era. This paper depicts a small effort explaining the process, applications and some challenges of opinion mining. In addition to the three basic opinions of sentiment detection i.e. positive neutral and negative this review paper suggests more precise sentiments like exciting, irrelevant and objectionable. Overall the study interprets the initial results of the undergoing master’s thesis work of integrating the sentiment and spam detection in one system.
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1. Introduction
Nowadays there is a huge impact of social media in everyone’s life. Social media has become a platform for people to share their opinions and reviews. Blogs, forums, newspaper, micro blogs and facebook are main sources to get public review and opinion information about products. The information may consist of fact and opinion which can be extracted using Natural Language Processing (NLP) in some kind of opinionated views. To analyze the huge amount of opinionated text is a great challenge for a researcher. This domain is called as sentiment analysis also known as opinion mining. Sentiment analysis is the automated mining of opinions, emotions from sources such as text, speech, database using Natural Language Processing. No one is concerned about the detail topic when an opinion or sentiment is considered. Given a text, opinion mining systems analyzed should include: Who wrote opinion? Which part of text is opinion expressing? Is that opinion a spam?

Sentiment analysis involves classifying opinions in text into categories like “positive” or “negative” or “neutral”. It is often referred to as subjectivity analysis, opinion mining, and appraisal extraction1. Application of sentiment analysis is found in almost every field. Opinion mining is found to be useful for both business organization as well as individuals. When an individual wants to buy a product he will obvious go for the opinion and review of the product in the same way the business organization also wants to know the public opinion about their product. The objective of this paper is to explore the techniques and applications of opinion mining and to discover the challenges in this field. This paper is organized as follows: Section 2 describes the research work till date on sentiment and opinion mining. Section 3 describes the sentiment analysis process. Section 4 describes the applications of sentiment analysis in various fields and Section 5 summarizes the sentiment analysis study and 6 gives the partial result of the work done based on the survey.

*Author for correspondence
2. Sentiment Mining

Sentiment analysis tasks and levels are the gist of sentiment mining. Just to prove the above statement following points are considered in this paper.

2.1 Sentiment Analysis Task

Yongzheng et al\textsuperscript{2} have discussed that Sentiment analysis task is mainly divided into
- Sentiment identification - identify whether a piece of text expresses opinions.
- Sentiment orientation classification - determine the orientation of opinionated text

2.2 Sentiment Analysis Level

Sentiment analysis can be done at three levels document level, sentence level, entity and aspect level. Document level expresses opinion as positive, negative of a document as a whole. Sentence level identifies if sentence is opinionated\textsuperscript{2}. An aspect-based opinion polling system takes as input a set of textual reviews and some predefined aspects, and identifies the polarity of each aspect from each review to produce an opinion poll\textsuperscript{2,3}. For example it extracts the subject of the opinion and opinion orientation. In a product review an aspect based opinion polling system will extract the subject of the opinion for example “This car is fuel efficient”So it will identify “car” (subject) and determines whether the opinion is positive or negative in this case positive.

2.3 Sentiment Analysis Process

To understand the complete flow of sentiment analysis below points are explained with the diagram. Figure 1 shows the process of opinion mining

3. Data Sources

Data is collected from various social media blogs, micro blogs, review sites, and also datasets which are available online as they provide a rich level of understanding of user’s opinion.

3.1 Blogs

Blogs are used as a source of opinion in many studies related to sentiment analysis\textsuperscript{4-7}.

3.2 Newspapers

Newspaper is a traditional but effective tool for individuals to share their views and thoughts as well as for business organization for marketing of their products. The opinion mining study of Diana C. Mutz et al\textsuperscript{8}, analyzed a newspaper’s attempt to move community opinion and bring about policy change (Figure 1).

![Figure 1. Opinion Mining process.](image)

3.1.2 Sentiment Mining Techniques

Opinion analysis can be implemented by using both approaches supervised approach and unsupervised approach.

3.1.2.1 Supervised Approach

In this approach training data contains the input as well as the desired result.

3.1.2.2 Unsupervised Approach

In this approach training data does not contain the desired result.

4. Machine Learning

BO Pang et al\textsuperscript{14} was the first to use the standard machine learning algorithms Naive Bayes, maximum entropy and support vector machine for classifying the movie reviews as positive or negative. The other machine learning methods include N-gram model, K-Nearest neighborhood, ID3, C5.
4.1 Naive Bayes

Naive Bayes is mostly used for document level classification\textsuperscript{15,16}. A naive Bayes classifier is a simple probabilistic classifier based on applying Bayes' theorem with strong independence assumptions. The supervised learning method Naive Bayes uses the Bayes theorem. Where $P(A/B)$ is the conditional probability of $A$ given $B$, $A$ is the class value and $B$ is the text we want to classify. It assumes each feature is conditional independent to other features given the class. The main advantage of this method is that a small training dataset is enough to train the classifier.

4.2 Support Vector Machine

Another supervised classifier Support Vector Machine (SVM) is found to be more effective text categorization method than Naive Bayes\textsuperscript{17}. SVM is large margin classifier than just probabilistic classifiers like Naive Bayes and maximum entropy. It requires a large dataset in order to build a super quality model for classification. SVM has been used in many research studies\textsuperscript{18-20}. Like other sentiment mining applications the key for sentiment classification is effective features. Some features studied are as follows: Terms and their frequency - Features like unigrams and their n-grams with their frequency count are included. Pang et al\textsuperscript{14} studied various the unigrams and bigrams feature and concluded that unigram feature give better results than the bigram or any other complicated feature in contrast Dave et al\textsuperscript{21} claims that bigram features outperforms unigrams in his product review. Part of speech - Part of speech tags serve as crude for word sense disambiguation\textsuperscript{22}. With part of speech tags Pang et al. stated that the accuracy in results gradually increases in Naive Bayes and decreases with SVM and remains unchanged for MaxEnt. Role of negation - Negation is also necessary to take into consideration as an important feature. Not only words like ‘not’, ‘never’ expresses negation but sentence like ‘The car is less fuel efficient’ also conveys a negative opinion. Wilson et al\textsuperscript{23} applied advanced negation modeling on expression - level polarity classification. Kennedy and Inkpen\textsuperscript{24} and Polanyi et al\textsuperscript{25} also evaluated negation models. Exciting words and abbreviations - Opinions containing words like ‘OMG’, ‘BRB’, ‘WTF’ should be tokenized individually. Efthymios Kouloumpis et al\textsuperscript{26} tried normalization techniques such that the abbreviated words are replaced by their actual meaning.

4.3 Semantic Orientation - An Unsupervised Learning Method

Semantic orientation is a unsupervised learning method because it does not require any training dataset for mining data. Semantic orientation deals with the association between the phrases (e.g., “beautiful place”, “terrible event”) in the review and measures how much a word is inclined towards positive or negative. Turney\textsuperscript{26} evaluated semantic orientation by using PMI (point mutual information) algorithm and accuracy of 74% is achieved.

4.4 Pseudo Reviews Detection

Very few research studies give a broad idea about opinion spam in reviews\textsuperscript{27-8}. Pseudo reviews also called as social spam is unwanted spam content appearing on social networks and any website with user-generated content (comments, chat, etc.) (Source: Wikipedia). The very first study on opinion spam in reviews was published in 2007 and 2008 by Nitin Jindal and Bing Liu\textsuperscript{27}. They have classified spam reviews into three types untruthful opinion, reviews on brand only i.e. reviews not on the specific product but the brand which the product belongs and non-reviews - irrelevant reviews. They have applied logistic regression algorithm which yields good results for type 2 and type 3 spam reviews.\textsuperscript{14-18} are the other research done on spam detection in social media.

5. Relevance of Opinion Mining in Various Fields

Opinion Mining covers ample area of applications.

5.1 Market Intelligence

Market Intelligence can be defined as the process of acquiring and analyzing information in order to understand the market (source: mi.agri.net). Sentiment analysis discover a major role in market intelligence such that tracking customer as well as potential consumer opinions and ratings on the product, comparing and monitoring the performance etc. Most of the research work focus on sentiment and opinion mining of products e.g. movies, hotels\textsuperscript{14,23,29}.

5.2 Conception of Potential Customers

Potential customer is someone who is likely to purchase the product from the company in future.
thoughts of potential customers strictly depend on the opinions of current customers about the certain product. So understanding the ‘would be’ customers is beneficial for the success of the organization. Research Studies\textsuperscript{30,31} show predicting and managing behavior of creative and potential customers.

5.3 \textbf{Government Sector}

Use of sentiment analysis allows automatic analysis of public opinions and also predicting the results of elections\textsuperscript{32,33}. Opinion mining clearly identifies the firmness and weakness of government campaign\textsuperscript{34}.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
6 & \textbf{Objectionable} \\
\hline
Did plenty of research here and elsewhere before I ended up getting my Escape. ASS vehicle! Do yourself a favor, get a KandN air filter, learn to feather the gas from stops and enjoy 23+ MPG in the city (with the V6 no less!) I get 25-28 Hwy. Use the cruise control, it’s your fuel efficient friend! The Escape can be as much of a gas hog as you want it to be. The Audophile System is awesome and a great perk. One of the best things I hate about the Escape though is its size. It’s really jerk to maneuver in tight spaces. I went from an F-150 to this so the maneuverability and double the MPG are greatly appreciated. My only real issue is there’s no temp in the info center. Enjoy! \\
\hline
7 & \textbf{Negative} \\
\hline
I turned in my 2006 Explorer V6 XLT to get a smaller more fuel efficient SUV that was also not so truckish. The Escape V6 AWD was the SUV of choice. I got for a price one year old used with 17,000 miles. The Explorer I traded in got only an avg. of 12-13 mpg and had a real truck SUV feel to it. The Escape has a much boring feel to it and gets an avg of 19 mpg. \\
\hline
8 & \textbf{Negative} \\
\hline
I bought my \textcopyright 2008 Escape a year ago. Was happy about it until problems started. First of, there is a noise when I turn my steering which they told me that it was totally normal. Yeah right, like it was built that way. Now the radio, auto volume doesn’t work. Change it 4 times and still the same problem so I gave up. Now, a month ago, the OD light started to flash and the transmission start slipping. Went to Ford dealer, they check and change every sensor and still was the same. They didn’t know what to do, so they kept the car on their lot for a week before finally decided to open the transmission which it was broken inside. No technician to repair it. Had to order a new one. \\
\hline
9 & \textbf{Irrelevant} \\
\hline
With a new baby on the way, needed to trade our Silverado pickup for a more baby-friendly vehicle. Grew up with the Honda of the late 80’s early 90’s and swore I wouldn’t drive another Honda, but now I own one—I’m surprised at how much I like it. Opted for the 5-speed and can get up to 29 mpg on trips. The four cylinder is so quiet, I sometimes can’t hear the RPMs to know when to shift (no idiot shift light to help). The engine is also very spirted that I find myself speeding without knowing! I’m 6’5” and fit fine in back seat with front seat all the way back. Interior a little plastic-y, but I like the look better than any Ford. Though I’ve only had it for a month I like it. \\
\hline
\end{tabular}
\caption{Results obtained by BOW.}
\end{table}

6. \textbf{Summary}

Opinion detection and mining is briskly emerging area of research because of its enormous value in practical applications. Company needs such sentiment analysis systems to know the opinion of the existing as well as potential customers about their product. Sentiment analysis can be applied to various domains to classify and summarize the reviews. This paper summarizes few techniques and commonly used applications of opinion mining. Further the paper describes the detail process of opinion mining. It is found that Support Vector Machine (SVM) is found to be more accurate than any other sentiment classification technique but still having some domain limitations. To boost the performance of sentiment analysis performance different methods need to be combined so that their sole limitations will be overcome. Despite the fact that the methods and techniques for sentiment classification are consistently improving still several problems in this field still remain unsolved. Some of the challenges in this field comprises of analyzing sarcastic sentences, language domain i.e. sentiment analysis of other languages excluding English and Chinese still not explored, detection of spam and irrelevant reviews etc. More future research can be devoted for these challenges.
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7. Results of the Work Done

To the best of our knowledge, the current work includes classification of sentiments and detection of spam reviews separately. Our aim is to integrate the functionality such that the system will be able to classify the opinion as well as detect whether it is a spam.

The output conveys six opinions positive, exciting, neutral, irrelevant, negative, and objectionable for the reviews of Ford Escape. The ongoing research results are given in Figure 2, 3 and 4.

The future work consist of analyzing sentiments of five other commercial vehicles by using Bag of Words and AFFIN-111 and thus plotting the graphs obtained by calculating values of precision and recall.
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