Abstract

Direct regression-based natural scene text detection methods have already achieved promising performances. However, for the bounding box prediction, they usually utilize a fixed feature selection way to select features used to predict different components, such as the distance to the boundary or the rotation angle, which may limit selection flexibility of each component prediction and thus degrades the performance of the algorithm. To address this issue, we propose a novel method called Location-Aware Feature Selection (LAFS). It separately learns the confidence of different locations features for each component and then selects the features with the highest confidence to form a combination of the most suitable features. In other words, LAFS uses a learnable feature selection way to flexibly pinpoint feature combinations used to predict more accurate bounding boxes. After adding LAFS, our network has a large performance improvement without efficiency loss. It achieved state-of-the-art performance with single-model and single-scale testing, outperforming all existing regression-based detectors.

1. Introduction

Scene text detection based on deep learning has drawn much attention because it serves as a prerequisite for various downstream applications like self-driving car, instance translation, scene understanding and product search. Nowadays, segmentation-based text detection methods [3, 18, 22, 10, 1] have achieved outstanding performance. However, they require a complex post-process to determine the scope of each text instance precisely. In contrast, direct regression-based approaches [32, 31, 16, 13, 27] perform boundary regression by predicting the offsets from a given point, with the advantages of simple network structure, high efficiency and no need of complex post-process. Unfortunately, its hard for them to accurately locate the bounding boxes, especially for large and long text.

In this work, we argue that one of reason for the inaccurate bounding boxes regression of the direct regression-based approaches is the neglect of the Feature Adaptability. Here Feature Adaptability means the features from different locations are suitable to predict different components of bounding boxes, such as distance to the boundary or rotation angle. In the existing text detection networks, the features used to predict different components always are fixed to a single location or the locations close to predicted targets. For example, [32, 11, 31] use a single feature to predict all components. The prediction of different components of a bounding box was bounded to the same location. They neglected the fact that the features required by different components may be different and using single feature to predict different components will inherently prone to reduce the accuracy of the bounding boxes for text instances. As shown in Figure 1, the distribution of the most suitable features for each component is inconsistent and it is not advisable to predict all components with one feature obviously.

Different from them, Lyu et al [19] uses the feature close to targets. It predicts the four corners information of bounding box separately and then combines them to form the final bounding box. The position of each corner is predicted by the location of the corresponding color point.
which shows that the best features are not necessarily distributed near the predicted target. In addition, in Figure 2, we can also observe that the best features of (d) (predict the left boundary distance) and (e) (predict the right boundary distance) are obviously in different positions, which also shows that the positions of the best features of different components are inconsistent, and it is likely to be unreasonable to use a single feature for box prediction. In order to further explore the relationship between the distribution of the best features and the predicted target location, we made statistic on the distribution of the best features, and the results are shown in Figure 3. From Figure 3, we can see that the optimal features of different components are not always distributed in a solid single or multiple area. Especially for the best features of the top and bottom boundaries and angle, the distribution of their best features does not have an inevitable causal relationship with the location of the predicted target, and it is difficult to summarize a stable distribution law. Therefore, it is also not robust and reasonable to use only the features close to the target for prediction.

Figure 2. (a) is a text instance and (b)-(f) are the confidence (the accuracy of prediction) visualization maps about the distance to the four boundaries and rotation angle respectively in different locations. Red pixels mean higher confidence and blue is lower. We can observe that: (1) The best features of different components are distributed in different locations; (2) The most appropriate feature is not always located at the location close to the predicted target (especially for top and bottom).

In order to better grasp the feature adaptability and determine the position of the most appropriate feature on the feature map for predicting each component, we propose an effective text detection pipeline with learnable feature selection. Our framework, named Location-Aware feature Selection text detection Network (LASNet), is designed with a fully convolution network, which can learn the location distribution of the most suitable feature. The architecture is shown as in Figure 4. We first use the network to separately predict the confidence of each component of the bounding box. Then, we combine the components with the highest confidence from the same text instance into a more accurate bounding box via the proposed Location-Aware Feature Selection (LAFS) mechanism. Specifically, with the predicted confidence, LAFS finds the top-K features of each component and fuse them to the best bounding box by weighting their confidence scores. Confidences indicate whether corresponding features are suitable to predict the components, which is exactly the embodiment of feature adaptability.
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After adding LAFS, LASNet has a significant performance improvement without efficiency loss. Our approach has reached the state-of-the-art performance, i.e. Hmean of 87.4%, 69.6% and 83.7% on ICDAR2015, ICDAR2017-MLT and MSRA-TD500 respectively, outperforming all other regression based detectors. What’s more, under more strict evaluation criteria, our method has more enormous accuracy improvement as shown in Table 1.

The contributions of this paper are two-fold: (1) We propose an LAFS mechanism, which can address accuracy insufficient problem of the direct regression-based methods by taking advantage of feature adaptability. (2) The proposed LASNet achieves the performance of state-of-the-art on several benchmarks and has more significant accuracy improvement for more rigorous criteria.

2. Related Work

Driven by the deep neural network and large-scale datasets, scene text detection method has made great progress in the past few years. The mainstream text detection methods based on deep learning can be roughly divided
Among them, EAST [32] uses FCN [17] to predict text regression by predicting the offsets from a given point.

2.3. Direct Regression-Based Text Detection

Most of the segmentation-based text detection methods improve FCN [17] and Mask R-CNN [5] on the task of text detection. PixelLink [3] uses instance segmentation to determine whether the pixels in different directions are in a text region. Then, Textsnake [18] uses a number of disks with different sizes and directions to cover the annotation text, which can be used to detect arbitrary shape text. To distinguish adjacent text instances, PSENet [10] uses the method of progressive scale expansion, and LSAE [22] regards text detection as instance segmentation and map image pixels into embedded feature space. Different from these methods, CRAFT [1] first detects a single character (character region score) and a connection relationship (affinity score) between characters, followed by determining the final text line according to the connectivity between characters. Segmentation-based methods are faced with an essential problem, which is how to determine the scope of text instances. As a result, they often require a complex post-processing process while having degraded efficiency.

2.2. Indirect Regression-Based Text Detection

Indirect Regression-Based methods mostly draw lessons from general object detection networks, such as Faster R-CNN [20] and SSD [15]. They generate text boxes via predicting the bounding box offsets from anchors. For example, SLPR [33] adds coordinate regression of intersection point of horizontal and vertical uniform sliding line and text polygon on the traditional object detection framework Faster R-CNN. It realized text detection of arbitrary shape. As two improvement methods of SSD in text detection, TextBoxes [12] modified the shape of anchor and convolution kernel of SSD to make it more suitable for text line detection. Seglink [21] no longer detects the entire text line at one time. It first detected text segments, and then connected segments together to get the final bounding box. Besides, RRD [13] abandoned the way of sharing feature map of classification and regression task which were used in previous detection framework, but adopted the way of independent feature extraction. Despite their great success, indirect regression-based methods have to design anchor, which is not robust to changes in datasets and text scales.

2.3. Direct Regression-Based Text Detection

Direct regression-based approaches perform boundary regression by predicting the offsets from a given point. Among them, EAST [32] uses FCN [17] to predict text score map and combines bounding box predictions in text area to determine bounding boxes. TextMountain [34] predicts text center-border probability (TCBP) and text center-direction (TCD) to easily separate text instances. In TCBP, mountaintop means the center of text instance and mountain foot means the border. An anchor-free RPN was proposed in AF-RPN [31], which aims to replace the original anchor-based RPN in the Faster R-CNN framework to address the problems caused by the anchor. Direct regression-based methods are characterized by simple network structure and high detection efficiency. Nevertheless, they also have some disadvantages. Its hard for direct regression-based methods to get the exact boundaries of bounding boxes, especially for large and long text.

Because the direct regression-based methods have the advantages of simple architecture and high detection efficiency, we think they have greater potential. To address their performance defect, we focus on how to effectively find the most suitable features for different components separately. Via considering the feature adaptability, we propose an effective approach, Location-Aware Feature Selection, to improve the detection accuracy. Our network learns the confidence of different locations’ features for components prediction, selecting the most suitable features to form the superb feature combinations rather than bind them into the same location compulsively or just use the features closed to the predicted targets like most of other methods. The LASNet not only keep the efficiency advantage of direct regression-based methods, but also achieved excellent accuracy, which is competitive with segmentation-based methods.

3. Our Method

3.1. Network Architecture

3.1.1 Network Architecture

Figure 4 illustrates the architecture of the LASNet. First, we extract feature from intermediate layers of ResNet-50 [6]. Next comes an FPN [14], by which we can get feature maps of different scales. Then it is a Feature Fusion Module (FFM). It can selectively fuse different stages’ features. For the output branches, apart from 1-channel classification score map and 5-channel geometry map, we especially predict a 5-channel confidence map used in LAFS at inference stage. Classification score map is a shrunk text foreground mask for the region of text instance, confirming that which features predictions are relatively accurate. Geometry map, containing 4 distances \(d_\alpha\), \(d_\beta\), \(d_\gamma\), \(d_\delta\) from the point to the box boundaries and a rotation angle \(\theta\), is used for enclosing the word from the view of each pixel. In this work, the confidence map plays the key role in the proposed LAFS. Its channel number is the same as geometry map and it indicates the accuracy of the corresponding regression values.
in geometry map.

3.1.2 Feature Fusion Module

As we all know, the abundance of feature map information is very helpful to improve the prediction accuracy of the network. We design a module called Feature Fusing Module (FFM). FFM uses the attention mechanism. Specifically, it predicts an attention map for each stage (three stages in this work) and selectively weight features from different stages to control their impact on the final prediction.

3.2. Location-Aware Feature Selection

To select the most suitable feature, we predict an extra confidence branch, whose five channels respectively correspond to the five channels of geometry branch. The meaning of confidence is the accuracy of the corresponding geometry branch’s output. In the inference stage, we will disassemble five kinds of components of the bounding boxes which predict the same text instance and then reassemble the best 5 components into the best bounding box. The components selection is based on predicted confidence and the higher one will be reserved. The specific algorithm flow is showed in Algorithm 1. First of all, we determine which locations in the feature map predict the same text instance. Then, we rank all the components of the bounding boxes according to their confidence. Each kind of component selects the top-K confidence prediction results, $5 \times K$ prediction results in all. Then the confidence is used as weight to fuse the $K$ prediction results of each component category. Finally, we combine the five best results to form the final bounding box.

The specific details of function $merge()$ is in Equation 1:

$$merge() = \frac{\sum conf_k \times pred_k}{\sum conf_k},$$

where $k$ is in range $[1, K]$.

Confidence map is defined as the confidence coefficient of each prediction of a text instance. In Equation 2. $T$ means the text region. For a feature point $t_i$, its confidence $conf_i$ is defined as follows:

$$conf_i = \begin{cases} 
1 - \frac{gap_i - \min(Gap)}{\max(Gap) - \min(Gap)} & \text{if } t_i \in T \\
0 & \text{otherwise},
\end{cases}$$

$$gap_i = \abs{pred_i - label_i},$$

where $gap_i$ is the gap between prediction and ground truth. As in the formula, we normalize the $conf_i$, so its range is
3.3. Loss Functions

The loss function can be expressed as:

$$L_{\text{sum}} = L_{\text{cls}} + \gamma L_{\text{geo}} + \lambda L_{\text{conf}},$$  \hspace{1cm} (3)

where $L_{\text{cls}}$, $L_{\text{geo}}$ and $L_{\text{conf}}$ represent classification, regression and confidence loss respectively. $\gamma$ and $\lambda$ represent the hyper-parameter between different losses. According to the results of multiple experiments, the loss balance parameter can be set into $\gamma = 1$ and $\lambda = 10$.

3.3.1 Loss for Score Map

In the classification branch, we use Dice Loss, which is usually used in segmentation tasks. Dice Loss can reduce the bad influence brought by the number unbalance between the negative and positive samples:

$$L_{\text{cls}} = 1 - \frac{2 \sum \hat{S} \times S}{\sum \hat{S} + \sum S + \epsilon},$$  \hspace{1cm} (4)

where $\hat{S}$ is the predicted value of the network, and $S$ represents the ground truth.

3.3.2 Loss for Geometries

Geometries Loss is bipartition. $\mu$ is a hyper-parameter. In our experiments $\mu = 10$:

$$L_{\text{geo}} = L_{\text{IoU}} + \mu L_{\theta},$$  \hspace{1cm} (5)

where $L_{\text{IoU}}$ represents the loss of the distance to the four boundaries predicted by the network. We adopt IoU Loss:

$$L_{\text{IoU}} = -\log \text{IoU}(\hat{R} \times R) = -\log \frac{\hat{R} \cap R}{\hat{R} \cup R},$$  \hspace{1cm} (6)

where $\hat{R}$ and $R$ represent the area of predicted bounding box and ground truth respectively, $\hat{R} \cap R$ means the intersection of areas.

$$\hat{R} \cup R = \hat{R} + R - \hat{R} \cap R.$$  \hspace{1cm} (7)

The loss of rotation angle is:

$$L_{\theta} = 1 - \cos(\hat{\theta} - \theta).$$  \hspace{1cm} (8)

We use cosine function to measure the angle gap between a prediction result and a ground truth.

3.3.3 Loss for Confidence

We select Smooth L1 loss as the confidence loss:

$$L_{\text{conf}} = \text{SmoothL1}(\hat{C} - C),$$  \hspace{1cm} (9)

where $\hat{C}$ is prediction and $C$ is the ground truth.
4. Experiment

4.1. Datasets

The datasets we used for the experiments are briefly introduced below:

**ICDAR2015 (IC15)** comprises 1,000 training images and 500 testing images which is of different orientations. It is collected for the ICDAR 2015 Robust Reading Competition. The images are taken by Google Glasses without taking care of positioning, image quality, and viewpoint. IC15 only includes English text instances. The annotations are at the word level using quadrilateral boxes.

**ICDAR2017-MLT (IC17)** is a large-scale multi-lingual text dataset, which includes 7200 training images, 1800 validation images and 9000 test images with texts in 9 languages. The text regions in IC17 are also annotated by 4 vertices of the quadrangle.

**MSRA-TD500** includes 500 images in total, 300 for training and 200 for testing, with text instances of different orientations. It is consisting of both English and Chinese text and annotated on text line level.

4.2. Training strategy

4.2.1 Experiment Settings

Our model is trained on double TITAN RTX GPUs by Adam optimizer with the batch size which is 32. Similar to EAST [32], we use the exponential decay learning rate strategy that the learning rate is multiplied by 0.94 for every 10,000 iterations, and the initial learning rate is set to $1.0 \times 10^{-3}$ for all experiments. As the training sets of ICDAR2015 and MSRA-TD500 are too small, we directly pre-train our model on the union of MSRA-TD500, ICDAR2015, and ICDAR2017-MLT training datasets for 200,000 iterations, and then fine-tune the model with the training set of ICDAR2015, MSRA-TD500 and ICDAR2017 MLT respectively. ResNet-50 is taken as the backbone network, and the scale of training images is resized to 640.

4.2.2 Data Augmentation

In our experiments, we follow the data augmentation of EAST [32]. First, the sizes of images are randomly rescaled with ratio 0.5, 1.0, 2.0, 3.0. Second, we crop images from the transformed images and the ratio of foreground to background is 3:1. Finally, the cropped images are resized to 640×640 for training.

4.3. Ablation Study

We conduct ablation experiments to verify the performance of LAFS module on performance. In this part, we use the validation set of ICDAR2017. During the experiments, the longer side of the input picture is set to 1024.

4.3.1 Assessment criteria of text detection

In natural scene text detection, Recall, Precision and Hmean are usually used to measure the performance of the detectors. Hmean is calculated by the Recall and Precision, and the detailed process can be referred to the Wang et al. [24]. In the calculation of recall rate and accuracy, an important concept "match", namely the matched degree between ground truth and prediction, is involved. In the evaluation method of ICDAR dataset, if the Intersection of Union (IoU) between ground truth bounding box and prediction exceeds 0.5, they are supposed to be matched. Obviously, the higher the matching threshold, the more favorable for downstream work. As shown in the Figure 6 (a) and (c), when IoU is set to 0.5, part of the text area will be missed during recognition. Therefore, we also evaluated the high threshold in the following experiments.

4.3.2 Verification of LAFS

With LAFS, bounding box becomes more accurate by purposeful selection of features. In order to show the effectiveness of the proposed LAFS, we conducted confirmatory experiments on the thresholds of 0.5, 0.6, 0.7 and 0.8 in the ablation experiments. It can be concluded from Table 1 that when the criteria for prediction box become further strict, our method show greater performance advantages. When we set the IoU threshold as 0.8, with LAFS, we can get 3.1% improvement on Recall, 5.5% improvement on Precision and 4.0% improvement on Hmean. This result is a further evidence of the remarkable improvement in performance for bounding box prediction based on our method. Figure 6 provides the visualization examples of the improvement.

4.3.3 Ceiling analysis

To measure the ceiling performance of the LAFS, we replace the predicted confidence with the ground truth values and evaluate performance on the ICDAR 2017-MLT validation dataset. As shown in Table 1, we can find that using ground truth confidence improves the Hmean from 71.3% to 77.5% for IoU threshold = 0.5 and from 44.6% to 56.3% for IoU threshold = 0.8. This demonstrates that there is still improvement room for the performance of LAFS.

4.3.4 Feature Selection Area

In the INTRODUCTION part, we discussed the distribution of confidence, as shown in Figure 3. Our conclusion is that for different components of text bounding box, the most suitable features are not only distributed in the close area, but also in the area far away from the target. In order to further confirm our observation results, we have carried out
Table 1. We conducted the experiments on the validation set of IC17. Firstly, we add LAFS to the network. We can find that under more strict evaluation criteria, our method has more significant accuracy improvement. Secondly, we replace the predicted confidence with the ground-truth values, the results suggest there is still room for improvement in regressing confidence. The two values in "Gain" represent the improvement of "With LAFS" and "Confidence Ground-Truth" on "Without LAFS" respectively.

| IC17 MLT | Without LAFS | With LAFS | Confidence Ground-Truth | Gain |
|---------|--------------|-----------|--------------------------|------|
| IoU Threshold | Recall | Precision | Hmean | Recall | Precision | Hmean | Recall | Precision | Hmean |
| 0.5     | 61.5% | 84.8% | 71.3% | 63.1% | 84.0% | 72.1% | 69.7% | 87.3% | 77.5% | 0.9%/6.2% |
| 0.6     | 59.3% | 76.9% | 66.9% | 59.8% | 79.6% | 68.3% | 66.8% | 83.6% | 74.3% | 1.4%/7.4% |
| 0.7     | 52.7% | 68.4% | 59.5% | 54.5% | 72.5% | 62.2% | 62.2% | 77.8% | 69.1% | 2.7%/9.6% |
| 0.8     | 39.4% | 51.1% | 44.6% | 42.5% | 56.6% | 48.6% | 50.7% | 63.4% | 56.3% | 4.0%/11.7% |

experiments. In the process of LAFS, we added constraint to the prediction of the top and bottom boundaries: only the features of the close areas can be selected. The experimental results are shown in Table 2, and the accuracy of prediction is descended. However, when the constraint was added to the left and right boundaries prediction, the accuracy of prediction increased slightly. We believe the reason for this result is that text examples are often rectangles with large aspect ratio, and their left and right boundaries are far away, so it is not appropriate to use the feature far away from the boundary to predict. We can also see this distribution law in (d) and (e) of Figure 3. To sum up, for different instances or even different components of the same instance, the distribution of confidence is not constant. On the other hand, it also shows that it is a possible research direction for the follow-up work to continue to optimize the feature selection of LAFS according to the characteristics of prediction objects.

4.3.5 Multi-group of Components

In the previous part of the ablation experiment, we only choose the best set of components within the same instance to generate our prediction box. However, only choosing the best set of components can lead to poor robustness. The way to deal with it is that we can consider the top-$K$ group of components, and then through the confidence of the components, weighted and integrated them, getting our final prediction box. We set the group number $K$ as a hyper-parameter, and Table 3 shows the ablation experiment we conducted for the hyper-parameter $K$. If more groups are considered, the performance may improve. But if we choose too many groups, the performance will decrease instead. We think this is because of the introduction of inaccurate information. It also proves that LAFS is highly accurate in choosing the most suitable location. In the inference stage, in order to balance the speed and accuracy, $K$ is set to 1.
Figure 6. (a) and (c) are the predicted bounding boxes if we only choose a single locations’ prediction. (b) and (d) are the predicted bounding boxes after considering the feature adaptability, choosing the best location’s feature in the feature map for each component. (b) and (d) are more accurate than (a) and (c).

Table 2. The feature selection area constraint experiments’ results on ICDAR2017-MLT validation set.

| constraint | up / down boundaries | Left / right boundaries | Compared with LASF |
|------------|----------------------|------------------------|--------------------|
|            | Recall | Precision | Hmean | Recall | Precision | Hmean | Hmean |
| IoU Thresh |       |            |       |       |            |       |       |
| 0.5        | 63.1%  | 83.9%      | 72.0% | 62.9%  | 84.1%      | 72.0% | -0.1%  |
| 0.6        | 59.7%  | 79.4%      | 68.1% | 59.7%  | 79.8%      | 68.3% | -0.2%  |
| 0.7        | 54.3%  | 72.1%      | 61.9% | 54.8%  | 73.2%      | 62.7% | -0.3%  |
| 0.8        | 42.4%  | 56.4%      | 48.4% | 57.7%  | 43.2%      | 49.4% | -0.2%  |

Table 3. The selection of hyper-parameter $K$. We conducted the experiments on the validation set of ICDAR2017-MLT. The IoU threshold is 0.8.

| $K$ | Recall | Precision | Hmean |
|-----|--------|-----------|-------|
| 1   | 42.5%  | 56.6%     | 48.6% |
| 2   | 42.8%  | 56.8%     | 48.8% |
| 4   | 43.0%  | 56.9%     | 49.0% |
| 6   | 43.0%  | 56.6%     | 48.9% |

Table 4. Quantitative results of different methods evaluated on ICDAR2015. † means segmentation-based method.

| Method | Recall | Precision | Hmean |
|--------|--------|-----------|-------|
| TextSnake† [18] | 80.4 | 84.9 | 86.8 |
| PixelLink† [3] | 82.0 | 85.5 | 83.7 |
| FTSN† [2] | 80.0 | 88.6 | 84.1 |
| TextMountain† [34] | 84.2 | 88.5 | 86.3 |
| LSAE† [22] | 85.0 | 88.3 | 86.6 |
| IncepText† [27] | 80.6 | 90.5 | 85.3 |
| CRAFT† [1] | 84.3 | 89.8 | 86.9 |
| SPCNet† [25] | 85.8 | 88.7 | 87.2 |
| PSENet† [10] | 85.2 | 89.3 | 87.2 |
| LOMO† [29] | 83.5 | 91.3 | 87.2 |
| EAST [32] | 73.5 | 83.6 | 78.2 |
| R2CNN[9] | 79.7 | 85.6 | 82.5 |
| CRPN [4] | 80.7 | 88.8 | 84.5 |
| SLPR [33] | 83.6 | 85.5 | 84.5 |
| LASNet(ours) | 84.0 | 91.2 | 87.4 |

4.4. Experiments on Scene Text Benchmarks

4.4.1 ICDAR2015

We evaluated the performance of our method on predicting multi-orientation natural scene text. Because ICDAR2015 has too few training images, we use both ICDAR2015 and ICDAR2017-MLT training sets to fine tune 50k steps. In the test process, we use single-scale test (length of text long side is 2048), which can achieve state-of-the-art performance (R: 84.0%, P: 91.2%, H: 87.4%) as shown in Table 4. In ICDAR2015, text annotation is words level. The results show that our method can well solve the detection task of multi-orientation word level annotation text in natural scenes.
4.4.2 The comparison between segmentation-based methods and regression-based methods

Segmentation-based methods sometimes have better performance than regression-based methods. However, in order to separate text instances with small distances, they always have complex post process. As a result, the efficiency of them is lower than regression-based methods. We compare the efficiency between segmentation-based methods and regression-based methods. As is shown in Figure 7, regression based method has incomparable advantages on efficiency.

4.4.3 ICDAR2017-MLT

We evaluated the performance of our method to more complex scenarios on ICDAR2017-MLT. We use the training set to fine tune 50K steps, and use a single-scale test (length of long side is 2048). Compared with ICDAR2015, the text instances of ICDAR2017-MLT have more diversity, larger scale changes and multiple languages. Our method can greatly improve the performance of regression-based detectors on this dataset as shown in Table 5. We achieve the performance of 69.6% of Hmean, which is state-of-the-art in the regression-based methods. But compared with the current segmentation-based text detection method, there is still a gap. The regression-based methods predict the text bounding boxes by regressing the absolute distances, while the segmentation-based methods predict the bounding boxes by classifying the pixels. Therefore, the regression-based methods have some disadvantages for the dramatic scale changes of the text instances. However, what it is worth to note that, as shown in Figure 7, the regression-based methods has remarkable advantage on efficiency in comparison with segmentation-based methods. This indicates the promising potential of our proposed regression-based method for taking both accuracy and efficiency into account.

4.4.4 MSRA-TD500

We evaluated the adaptability of our method to long text on MSRA-TD500. Unlike ICDAR2015 and ICDAR2017-MLT, MSRA-TD500 annotations are text lines rather than words. We use MSRA-TD500 training set to fine tune 50K steps and single-scale test (length of long side is 1024) is used in the test process. As shown in Table 6, we achieve state-of-the-art performance (R: 80.7%, P: 87.0%, H: 83.7%). The result also indicates that our method has a good performance in dealing with long text for MSRA-TD500 has a large quantity of long text instances.

Table 6. Quantitative results of different methods evaluated on MSRA-TD500. † means segmentation-based method.

| Method        | Recall | Precision | Hmean |
|---------------|--------|-----------|-------|
| Lyu et al.† [19] | 76.2   | 87.6      | 81.5  |
| FTSN† [2]     | 77.1   | 87.6      | 82.0  |
| LSAE† [22]    | 81.7   | 84.2      | 82.9  |
| Zhang et al. [30] | 67.0   | 83.0      | 74.0  |
| Yao et al. [28] | 75.3   | 76.5      | 75.9  |
| EAST [32]     | 67.4   | 87.3      | 76.1  |
| SegLink [21]  | 70.0   | 86.0      | 77.0  |
| RRD [13]      | 73.0   | 87.0      | 79.0  |
| ITN [23]      | 72.3   | 90.3      | 80.3  |
| LASNet(ours)  | 80.7   | 87.0      | 83.7  |

4.5. Conclusion and Future Work

We propose a regression-based scene text detection method called location-Aware Feature Selective (LAFS). Our network separately learns the confidence of different locations features and selects the suitable features for the components of the bounding box. We evaluate our method on ICDAR2015, ICDAR2017-MLT and MSRA-TD500, proving the huge improvement brought by our method. As for future work, in our opinion, LAFS is a beginning to consider feature adaptability in detection tasks. There is still more works can be done in this regard. From the ceiling analysis experiment, we can see that its potential is huge. We can continue to study in the design and the prediction of feature confidence. At the same time, we also think that the idea of feature adaptability is not only effective in detection tasks, but also can be explored in other directions of computer vision, such as classification and segmentation tasks.
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