BOUNDS IN THE LEE METRIC AND OPTIMAL CODES

EIMEAR BYRNE AND VIOLETTA WEGER

Abstract. In this paper we investigate known Singleton-like bounds in the Lee metric and characterize optimal codes, which turn out to be very few. We then focus on Plotkin-like bounds in the Lee metric and present a new bound that extends and refines a previously known, and out-performs it in the case of non-free codes. We then compute the density of optimal codes with regard to the new bound. Finally we fill a gap in the characterization of Lee-equidistant codes.

1. Introduction

The study of codes that are optimal with respect to some bounds is an important aspect of coding theory. In particular, the study of maximum distance separable (MDS) codes, which are codes that attain the Singleton bound, is a major research area. In the classical case, where we endow a finite field with the Hamming metric, several properties of MDS codes have been proven, e.g., if $n \leq q$ there exist MDS codes by the construction of [19]. It is also well-known that MDS codes are dense as $q$ goes to infinity and that the MDS property is an invariant of duality. Open questions remain, such as the famous MDS conjecture [21]. This conjecture states that MDS codes only exist for $n \leq q+1$ or if $q = 2^m$ and $d \in \{4, q-1\}$ and $n = q+2$. This completely changes when we change the metric. In fact, in the rank metric for example we know from [12, 8] that maximum rank distance (MRD) codes exist for any parameters. Moreover, the density of such codes depends on whether they are $\mathbb{F}_{q^m}$-linear or the wider class of $\mathbb{F}_q$-linear rank-metric codes. For the former it was shown in [18] that MRD codes are dense, while in the latter case we have that MRD codes are neither dense nor sparse [3, 6, 13, 14]. The property on the duals remains true also for this metric, that is the dual of an MRD code is also an MRD code.

One of the questions we want to answer in this paper is how do maximum Lee distance (MLD) codes behave? To answer this question we first have to identify the Singleton-like bounds for the Lee metric for which two proposals are known [22, 2]. We then show that independently of which bound one considers, MLD codes are sparse. This is done through a characterization of MLD codes, which in certain cases even reduces to only one code and its isomorphic codes (e.g. the original statement of [22]). We also provide an answer to the question regarding whether dual codes preserve this property by giving examples of MLD codes whose dual is also MLD and counterexamples.

Due to these results we then move on to Plotkin-like bounds in the Lee metric. The first such bound was proposed by Wyner and Graham [24] and was later improved by Chiang and Wolf [7]. However, the Plotkin bound of Chiang and Wolf holds...
only for free codes. We thus give a generalization of their bound and in addition obtain an improvement, which is Corollary 32. We then characterize codes attaining this new bound and compute their density. For this we use the characterization of Lee-equidistant codes of [23]. However, this result has a gap: Wood showed that knowing one construction of a shortest length Lee-equidistant code is enough to know all Lee-equidistant codes and characterized these codes for the ambient spaces $\mathbb{F}_p$ and $\mathbb{Z}/2^s\mathbb{Z}$. In the general case, i.e., $\mathbb{Z}/p^s\mathbb{Z}$, Wood was able to show that the rank of a linear Lee-equidistant code can be at most 2. We hence provide the two missing constructions of shortest length Lee-equidistant codes, which finally completes the construction and characterization of all Lee-equidistant codes.

This paper is organized as follows: in Section 2 we recall the basics of ring-linear coding theory. In Section 3 we then provide some initial observations and techniques of how to obtain the studied bounds, which also aims at putting them in the same context. In Section 4 we give an overview of the existing Singleton-like and Plotkin-like bounds in the Lee metric and characterize MLD codes. In the main part of this paper, Section 5, we then present the new bound we have obtained, provide the characterization of their optimal codes and compute their density. Finally, in Section 6 we complete the characterization of linear Lee-equidistant codes, which were first examined by Wood [23].

2. Preliminaries

Throughout this paper we will consider codes to be submodules over the integer residue ring $\mathbb{Z}/p^s\mathbb{Z}$, where $p$ is a prime and $s$ is a positive integer. We write $\langle p' \rangle$ to denote either the ideal $p'\mathbb{Z}/p^s\mathbb{Z}$ or the submodule $p'(\mathbb{Z}/p^s\mathbb{Z})^n$, depending on the context. We denote by $M = \lfloor p^s/2 \rfloor$. See [15] for a survey of the topic of linear codes over finite chain rings. A more general treatment of the theory of codes over rings is provided in [17].

**Definition 1.** A $\mathbb{Z}/p^s\mathbb{Z}$-module $\mathcal{C}$ of $(\mathbb{Z}/p^s\mathbb{Z})^n$ is called a linear code of length $n$.

In the classical case over finite fields a code is a linear subspace in $\mathbb{F}_q^n$ and thus has a dimension $k$. We can take as an analogue of the dimension, the "type" of the code, defined by:

$$k = \log_{p^s}(\mid \mathcal{C} \mid).$$

It is well known that a $\mathbb{Z}/p^s\mathbb{Z}$ module is isomorphic to

$$\mathcal{C} = (\mathbb{Z}/p^s\mathbb{Z})^{k_1} \times (\mathbb{Z}/p^{s-1}\mathbb{Z})^{k_2} \times \cdots \times (\mathbb{Z}/p\mathbb{Z})^{k_s}.$$

Thus, as an additional parameter of the code we call $(k_1, \ldots, k_s)$ its subtype. It holds that

$$k = \sum_{i=1}^{s} \frac{s-i+1}{s} k_i.$$

In addition, $k_1$ is called the free rank of the code and $K = \sum_{i=1}^{s} k_i$ is called its rank. In [5] the density of free codes was computed, showing that free codes are neither dense nor sparse for $n \to \infty$ and clearly, if $p \to \infty$ free codes are dense. As in the classical case, a linear code is usually represented through its generator or parity-check matrix.
Definition 2. Let $C \subseteq (\mathbb{Z}/p^s\mathbb{Z})^n$ be a linear code. Then we call any matrix $G$ a generator matrix of $C$, if its row-span is $C$. In addition, we call any matrix $H$ a parity-check matrix of $C$, if its null-space is $C$, equivalently if $GH^\top$ is the zero-matrix. The socle of a linear code is the sum of its minimal submodules; for the codes considered in this paper, the socle of $C$ is $(p^{s-1}) \cap C$.

It is often helpful to consider these matrices in their systematic form.

**Proposition 3.** Let $C$ be a linear code in $(\mathbb{Z}/p^s\mathbb{Z})^n$ of support subtype $(k_1, \ldots, k_s)$ and rank $K$. Then $C$ is permutation equivalent to a code having the following systematic generator matrix $G \in (\mathbb{Z}/p^s\mathbb{Z})^{K \times n}$

$$
G = \begin{pmatrix}
Id_{k_1} & A_{1,2} & A_{1,3} & \cdots & A_{1,s} & A_{1,s+1} \\
0 & pId_{k_2} & pA_{2,3} & \cdots & pA_{2,s} & pA_{2,s+1} \\
0 & 0 & p^2Id_{k_3} & \cdots & p^2A_{3,s} & p^2A_{3,s+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & p^{s-1}Id_{k_s} & p^{s-1}A_{s,s+1}
\end{pmatrix},
$$

where $A_{i,s+1} \in (\mathbb{Z}/p^{s+1-i}\mathbb{Z})^{k_i \times (n-K)}$, $A_{i,j} \in (\mathbb{Z}/p^{s+1-i}\mathbb{Z})^{k_i \times k_j}$ for $j \leq s$. In addition, the code $C$ is permutation equivalent to a code having the following systematic parity-check matrix $H \in (\mathbb{Z}/p^s\mathbb{Z})^{(n-k_1) \times n}$

$$
H = \begin{pmatrix}
B_{1,1} & B_{1,2} & \cdots & B_{1,s-1} & B_{1,s} & Id_{n-K} \\
pB_{2,1} & pB_{2,2} & \cdots & pB_{2,s-1} & pId_{k_s} & 0 \\
p^2B_{3,1} & p^2B_{3,2} & \cdots & p^2Id_{k_{s-1}} & 0 & 0 \\
p^{s-1}B_{s,1} & p^{s-1}Id_{k_2} & \cdots & 0 & 0 & 0
\end{pmatrix},
$$

where $B_{1,j} \in (\mathbb{Z}/p^s\mathbb{Z})^{(n-K) \times k_j}$, $B_{i,j} \in (\mathbb{Z}/p^{s+1-i}\mathbb{Z})^{k_{s-i+2} \times k_j}$ for $i > 1$.

The dual of the linear code $C$ is denoted by $C^\perp$ and defined in the usual way, that is

$$
C^\perp = \{x \in (\mathbb{Z}/p^s\mathbb{Z})^n \mid x \cdot c = 0 \text{ for all } c \in C\},
$$

where for $x, y \in (\mathbb{Z}/p^s\mathbb{Z})^n$

$$
x \cdot y = \sum_{i=1}^{n} x_i y_i.
$$

Thus, a parity-check matrix of $C$ is a generator matrix of $C^\perp$. Furthermore, we have the following parameters for the dual code.

**Proposition 4.** Let $C \subseteq (\mathbb{Z}/p^s\mathbb{Z})^n$ be a linear code of type $k$, subtype $(k_1, k_2, \ldots, k_s)$, free rank $k_1$ and rank $K$. Then $C^\perp$ is a linear code of type $n-k$, subtype $(n-K, k_s, \ldots, k_2)$, free rank $n-K$ and rank $n-k_1$.

The ring $\mathbb{Z}/p^s\mathbb{Z}$ can be endowed with many different metrics such as the Hamming metric, the Euclidean metric or the homogeneous metric. In this paper we will focus on the Lee metric. However, this will often be in reference to the Hamming metric. Recall that for $x, y \in (\mathbb{Z}/p^s\mathbb{Z})^n$, the Hamming distance between $x$ and $y$ is defined to be

$$
d_H(x, y) = |\{i \in \{1, \ldots, n\} \mid x_i \neq y_i\}|.
Furthermore, the Hamming weight of \( x \) is \( w_H := d_H(0, x) \). The minimum Hamming distance of \( C \) is \( d_H(C) := \min\{d_H(x, y) \mid x, y \in C, x \neq y\} \).

**Definition 5.** For \( x \in \mathbb{Z}/p^s\mathbb{Z} \) we denote by \( w_L(x) \) the Lee weight of \( x \), which is defined to be:

\[
w_L(x) = \min\{|x,| p^s - x |\},
\]

where \( x \) is interpreted as an integer in \( \{0, \ldots, M\} \) in the evaluation \( w_L(x) \). For \( x \in (\mathbb{Z}/p^s\mathbb{Z})^n \), the Lee weight is defined additively, that is

\[
w_L(x) = \sum_{i=1}^{n} w_L(x_i).
\]

The Lee weight induces the Lee distance, i.e., for \( x, y \in (\mathbb{Z}/p^s\mathbb{Z})^n \) we set

\[
d_L(x, y) = w_L(x - y).
\]

Note that for \( x \in (\mathbb{Z}/p^s\mathbb{Z})^n \), we have that

\[
0 \leq w_L(x) \leq nM,
\]

and

\[
w_H(x) \leq w_L(x) \leq Mw_H(x).
\]

We endow a linear code with a final parameter: the minimum Lee distance.

**Definition 6.** Let \( C \subseteq (\mathbb{Z}/p^s\mathbb{Z})^n \) be a linear code. Then the minimum Lee distance of \( C \) is defined as

\[
d_L(C) = \min\{w_L(c) \mid c \in C, c \neq 0\}.
\]

One can easily observe that

\[
d_H(C) \leq d_L(C) \leq Md_H(C).
\]

Recall that a pair of codes are called equivalent with respect to a given metric if there is a linear isometry that preserves the distances between codewords. The Extension Theorem holds for both the Hamming and Lee metrics: that is, it is known that any isometry between a pair of codes with respect to either of these metrics extends to one on the whole ambient space \([11, 16]\). For codes with respect to the Hamming metric and isometry between codes extends to a monomial transformations. A Lee metric isometry is contained in the subgroup of monomial transformations whose non-zero matrix entries are \( \pm 1 \). We may also consider isometries between different spaces and for different metrics. One that is relevant here is the Gray map, which is an isometry from \((\mathbb{Z}/4\mathbb{Z})^n\) endowed with the Lee metric, onto \((\mathbb{Z}/2\mathbb{Z})^{2n}\) endowed with the Hamming metric.

### 3. Initial Observations

In order to simplify the proofs used in the following bounds we start by making some initial observations and hence unifying the techniques. For the Hamming metric on \( \mathbb{Z}/p^s\mathbb{Z} \) the following Singleton-like bounds are known:

**Proposition 7.** Let \( C \subseteq (\mathbb{Z}/p^s\mathbb{Z})^n \) be a code of type \( k \), then

\[
d_H(C) \leq n - k + 1.
\]

Of course the above bound holds even if the code is not linear. It is well known (see for example \([9, 10]\)) that for linear codes one can also formulate a tighter bound:
Proposition 8. Let \( C \subseteq (\mathbb{Z}/p^s\mathbb{Z})^n \) be a linear code of rank \( K \), then
\[
d_H(C) \leq n - K + 1.
\]

Proof. Let \( C' = C \cap (p^{s-1}). \) Suppose that \( C \) has subtype \((k_1, \ldots, k_s)\) and a generator matrix \( G \) in standard form. Then
\[
C' = \left\{ xG \mid x \in p^{s-1}(\mathbb{Z}/p^s\mathbb{Z})^{k_1} \times p^{s-2}(\mathbb{Z}/p^s\mathbb{Z})^{k_2} \times \cdots \times (\mathbb{Z}/p^s\mathbb{Z})^{k_s} \right\},
\]
and since \(|C'| = p^{k_1 + \cdots + k_s} = p^K\) we have that \( C' \) can be identified with an \([n, K] \) linear code over \( \mathbb{F}_p \). The result follows by applying the Singleton bound. \( \square \)

Codes that achieve the bound of Proposition 8 are said to have the property of being maximum distance with respect to the rank and are referred to as (MDR) codes, to differentiate them from the usual MDS codes. Note that any linear code that is MDS is also MDR and \( C \subseteq (\mathbb{Z}/p^s\mathbb{Z})^n \) is an MDR code if and only if its socle \( C' \) is an MDS code over \( \mathbb{F}_p \). Hence, the same results as in the classical case, i.e., over finite fields apply here. That is, for \( n \to \infty \) we have that MDR codes are sparse due to the MDS conjecture [21] and that they are dense for \( p \to \infty \).

Let \( C \subseteq (\mathbb{Z}/p^s\mathbb{Z})^n \) be a code. Note that whenever we have
\[
d_L(C) \leq a d_H(C),
\]
for some value \( a \), then we can use either the Singleton bound of Proposition 7 or the refined Singleton bound for linear codes of Proposition 8 for \( d_H(C) \) to obtain an immediate upper bound on \( d_L(C) \).

Remark 9. We remark that since \( d_H(C) \) is an integer, for any positive integer \( a \), we have \( d_H(C) \geq \left\lceil \frac{d_L(C)}{a} \right\rceil \), whenever \( d_L(C) \leq a d_H(C) \). This yields
\[
\left\lfloor \frac{d_L(C) - 1}{a} \right\rfloor \leq d_H(C) - 1
\]
for any such \( a \).

Regarding the value \( a \), one could clearly use \( a = M \), being the maximal weight an element of \( \mathbb{Z}/p^s\mathbb{Z} \) can achieve. Such arguments will be used to get Singleton-like bounds in the Lee metric. A better bound, however, can be achieved for linear codes using for \( a \) the average weight over \( \mathbb{Z}/p^s\mathbb{Z} \), thus using a Plotkin-like argument.

For \( i \in \{0, \ldots, s-1\} \), let us define
\[
\bar{w}_L(i) := \sum_{a \in \langle p^i \rangle} w_L(a)
\]
to be the total weight of the ideal \( \langle p^i \rangle \). An extension of [24, Theorem 2] yields the following result.

Lemma 10. For \( i \in \{0, \ldots, s-1\} \) we have that
\[
\bar{w}_L(i) = \begin{cases} 
p^{2s-i} - p^i & \text{if } p \text{ is odd,} \\ 2^{2s-i-2} & \text{if } p = 2. \end{cases}
\]
Let \( \mathcal{C} \) be a \( \mathbb{Z}/p^s\mathbb{Z} \)-module. We define
\[
\overline{w}_L(\mathcal{C}) := \frac{1}{|\mathcal{C}|} \sum_{a \in \mathcal{C}} w_L(a),
\]
that is, \( \overline{w}_L(\mathcal{C}) \) is the average Lee weight of the \( \mathbb{Z}/p^s\mathbb{Z} \)-module \( \mathcal{C} \).

Plotkin-like bounds for linear codes are based on the simple but useful observation that for a linear code \( \mathcal{C} \) we have
\[
d_L(\mathcal{C}) \leq |\mathcal{C}| - \frac{1}{|\mathcal{C}|} \sum_{c \in \mathcal{C}} w(c) = \overline{w}(\mathcal{C}),
\]
where \( d \) is the minimum distance of \( \mathcal{C} \) with respect to any fixed metric and \( w(c) \) is the weight of a word with respect to this metric. For the Lee metric, this yields the bound:
\[
(3.1) \quad d_L(\mathcal{C}) \leq |\mathcal{C}| - \frac{1}{|\mathcal{C}| - 1} \overline{w}_L(\mathcal{C}).
\]

Clearly, this bound is met if and only if every non-zero codeword of \( \mathcal{C} \) has the same Lee weight, i.e., if and only if \( \mathcal{C} \) is equidistant, or in this case Lee-equidistant.

4. Overview of Existing Bounds

4.1. Singleton-like Bounds. In this section we inspect known Singleton-like bounds for the Lee metric over \( \mathbb{Z}/p^s\mathbb{Z} \).

For the most well-known case, i.e., \( \mathbb{Z}/4\mathbb{Z} \), the Singleton bound is given through the Gray isometry.

**Theorem 11 (\( \mathbb{Z}/4\mathbb{Z} \)-Singleton Bound).** Let \( \mathcal{C} \subseteq (\mathbb{Z}/4\mathbb{Z})^n \) of type \( k \). Then
\[
d_L(\mathcal{C}) \leq 2(n - k) + 1.
\]

In fact, let \( \mathcal{C} \) be a code in \( (\mathbb{Z}/4\mathbb{Z})^n \) of type \( k = k_1 + \frac{1}{2}k_2 \), then by applying the Gray isometry we get a code \( \mathcal{C}' \) in \( \mathbb{F}_2^{2n} \), where it holds that
\[
2^{2k_1+k_2} = |\mathcal{C}'| \leq 2^{2n-d_H(\mathcal{C})+1}.
\]

Since the map is an isometry we have that \( d_H(\mathcal{C}) = d_L(\mathcal{C}) \), thus it holds that
\[
d_L(\mathcal{C}) \leq 2(n - k) + 1.
\]

**Example 12.** Let us consider the code \( \mathcal{C}_1 = \langle (2, 2) \rangle \) over \( \mathbb{Z}/4\mathbb{Z} \), which has \( M = 2, n = 2, k = 1/2 \) and \( d_L(\mathcal{C}) = 4 \). This code clearly attains the \( \mathbb{Z}/4\mathbb{Z} \)-Singleton bound of Theorem 11.

For rings other than \( \mathbb{Z}/4\mathbb{Z} \) there are several possibilities for Singleton-like bounds, such as the bound of Shiromoto [22]:

**Theorem 13.** For any code \( \mathcal{C} \) in \( (\mathbb{Z}/p^s\mathbb{Z})^n \) of type \( k \), we have that
\[
\left\lfloor \frac{d_L(\mathcal{C}) - 1}{M} \right\rfloor \leq n - \lfloor k \rfloor.
\]

This bound easily follows from the Singleton bound in the Hamming metric of Proposition 7, the observation that \( d_L(\mathcal{C}) \leq M d_H(\mathcal{C}) \) and Remark 9. Note that in the original statement of [22] \( k \) is used instead of \( \lfloor k \rfloor \).
Example 14. Let us consider the code $C_2 = \langle (1, 2) \rangle$ over $\mathbb{Z}/5\mathbb{Z}$, which has $M = 2, n = 2, k = 1$ and $d_L(C) = 3$. This code attains the bound of Theorem 13.

In general, using the Singleton-bound for linear codes of Proposition 8 and the fact that $d_L(C) \leq M d_H(C)$, one immediately gets an improved Singleton-like bound for the Lee metric.

Corollary 15. Let $C \subseteq (\mathbb{Z}/p^s\mathbb{Z})^n$ be a linear code of rank $K$, then

$$d_L(C) \leq M(n - K + 1).$$

Hence, using Remark 9 we get that

Corollary 16. Let $C \subseteq (\mathbb{Z}/p^s\mathbb{Z})^n$ be a linear code of rank $K$, then

$$\left\lfloor \frac{d_L(C) - 1}{M} \right\rfloor \leq n - K.$$

The example $C_2$ from before also attains this bound. In fact, if a linear code $C$ is such that $d_L(C) = M(n - k + 1)$ which is greater or equal to $M(n - K + 1)$, we must have that it attains the bound of Corollary 15 as well and that $C$ is a free MDS code.

One can also consider the bound provided by Alderson and Huntemann [2]:

Theorem 17. For any code $C$ in $(\mathbb{Z}/p^s\mathbb{Z})^n$ of type $k$ a positive integer, $1 < k < n$ we have that

$$d_L(C) \leq M(n - k).$$

Example 18. Let $C_3 = \langle (2, 0, 1), (1, 3, 4) \rangle$ over $\mathbb{Z}/5\mathbb{Z}$. Here we have $n = 3, k = 2, M = 2$ and since $(1, 1, 0) \in C_3$, we have $d_L(C) = 2$. This code attains the bound of Theorem 17 since $d_L(C) = 2 = M(n - k) = 2$.

4.2. Characterization. We now characterize codes attaining the Singleton-like bounds in the Lee metric. As usual, the notation $[N, S, D]$ is used to denote the parameters of linear code of length $N$, cardinality $q^S$, and minimum distance $D$ for some fixed metric, while the notation $(N, S', D)$ applied for an arbitrary code of length $N$ and cardinality $S'$ and minimum distance $D$.

The linear binary MDS codes have been classified for some time. They are referred to as the trivial MDS codes and have one of the following parameter sets for the Hamming metric: $[N, N, 1]$, or $[N, N - 1, 2]$ or $[N, 1, N]$. Alderson recently showed in [1] that any binary MDS code is equivalent to a trivial MDS code. Indeed, any binary MDS code has one of the following parameter sets: $(N, 2^N, 1)$, or $(N, 2^{N-1}, 2)$ or $(N, 2, N)$. Due to the nature of the bound of Theorem 11, which uses the Gray isometry to identify a $\mathbb{Z}/4\mathbb{Z}$ code of length $N$ for the Lee metric with a binary code of length $2N$ for the Hamming metric and since the only MDS codes over the binary are trivial codes, we get the following result.

Proposition 19. The only linear codes that attain the $\mathbb{Z}/4\mathbb{Z}$-Singleton bound of Theorem 11 are $C = \langle (2, \ldots, 2) \rangle$, its dual $C^\perp$ and the ambient space $(\mathbb{Z}/4\mathbb{Z})^n$ itself.

Proof. Let $C$ be an $(n, 4^k, d)$ code over $\mathbb{Z}/4\mathbb{Z}$ endowed with the Lee metric. Then $C$ corresponds to a binary Hamming metric $(2n, 2^{2k}, d)$ code $C'$ via the Gray isometry. Therefore, if $C$ attains the $\mathbb{Z}/4\mathbb{Z}$-Singleton bound then $C'$ must be a binary MDS code. In the case that the binary code $C'$ has parameters $(2n, 2, 2n)$, this implies...
that $C$ has parameters $(n, 2, 2n)$. Therefore, if $C$ is linear over $\mathbb{Z}/4\mathbb{Z}$, it must be $\langle (2, \ldots, 2) \rangle$. In the case where $C'$ has parameters $(2n, 2^{2n-1}, 2)$, this implies that $C$ has parameters $(n, d^{n-1}/2, 2)$ and thus $C$ corresponds to $\langle (2, \ldots, 2) \rangle$. Finally, if $C'$ has parameters $(2n, 2^{2n}, 1)$, we force $C$ to have parameters $(n, 4^n, 1)$, which corresponds to the ambient space $(\mathbb{Z}/4\mathbb{Z})^n$.

Even though the Singleton-like bound from Theorem 13 is sharp, there are very few linear codes that attain this bound. We exclude the trivial case $C = (\mathbb{Z}/p^s\mathbb{Z})^n$ of minimum Lee distance 1, which always attains the bound.

**Theorem 20.** The only linear codes $C \subset (\mathbb{Z}/p^s\mathbb{Z})^n$ of type $k$ and rank $K$ that attain the bound of Theorem 13 are

- for $p$ odd: codes equivalent to $C = \langle (1, 2) \rangle \subset (\mathbb{Z}/5\mathbb{Z})^2$ or over any $p^s$ with $k < [k] = K = n < k + 1$, i.e., $d_L(C) = 1$,
- for $p = 2$: $C = \langle (2^{s-1}, \ldots, 2^{s-1}) \rangle$ with $d_L(C) = 2^{s-1}n$, or such that $k \neq K = [k] \in \{ n, n - 1 \}$ giving $d_L(C) \leq 2^{s-1}$ and $d_L(C) = 2^s$ respectively.

**Proof.** Let us consider a linear code $C \subset (\mathbb{Z}/p^s\mathbb{Z})^n$ of type $k$ and rank $K$. In order for such a code to obtain the bound of Theorem 13, we have that

$$d_L(C) = M(n - [k]) + \alpha,$$

for some $\alpha \in \{1, \ldots, M\}$. Thus, all codewords have a Hamming weight that is at least $n - [k] + 1$ and since

$$n - K + 1 \geq d_H(C) \geq n - [k] + 1,$$

we get that $[k] = K$ and $C$ is an MDR code.

We denote by $c$ a minimal Hamming weight codeword, by $g_i$ the $i$-th row of a generator matrix of $C$ in systematic form and by $u$ the number entries of a tuple that have Lee weight $M$.

Let us first consider the case where $p$ is odd. Then a minimal Hamming weight codeword $c$ has at least $n - [k]$ positions that are equal to $\frac{p^s + 1}{2}$. From

$$M(n - [k]) + \alpha \leq w_L(2c) \leq n - [k] + M,$$

we get that $[k] \leq n \leq [k] + 1$.

We exclude the case $n = [k] = k$, which corresponds to the trivial code $(\mathbb{Z}/p^s\mathbb{Z})^n$. The case $n = [k] = K > k$ is however possible and gives $d_L(C) = 1$.

If $n = [k] + 1$, then from

$$M + \alpha \leq w_L(2c) \leq 1 + M,$$

it follows that $\alpha = 1$ and that $c$ has two non-zero entries, $\frac{p^s + 1}{2}$ and $\pm 1$. This implies that

$$M + 1 \leq w_L(2c) \leq 1 + 2,$$

which forces $M \leq 2$ and thus $p^s = 2$, for which all codes are free, i.e., $n = k + 1$. If $k > 1$, however, we could combine two rows of a generator matrix in systematic form to eliminate the entry having Lee weight $M$, that is

$$M(n - k) + 1 \leq w_L(g_i \pm g_j) \leq 2,$$

which is not possible. Thus, we must have $k = 1$ and $n = 2$. These codes are all Lee-equivalent to $C = \langle (1, 2) \rangle \subset (\mathbb{Z}/5\mathbb{Z})^2$. 

In the case \( p = 2 \), we first show that we must have \( k \neq K \). In fact, if \( u < n - k + 1 \), then
\[
2^{s-1}(n-k) + \alpha \leq w_L(c) \leq u2^{s-1} + (n-k-1-u)(2^{s-1} - 1),
\]
implies that \( n - k \leq n - k - 1 + \alpha \leq u - 2^{s-1} \leq u \) and
\[
2^{s-1}(n-k) + \alpha \leq w_L(2c) \leq (n-k-1-u)2^{s-1},
\]
implies that \( 2^{s-1}(u+1) - \alpha \leq 2^{s-1} \). Thus, \( u = 0 \) and \( n - k \leq 0 \), which only gives the trivial code \( (\mathbb{Z}/2^s\mathbb{Z})^n \) of minimum Lee distance 1. If \( u = n - k + 1 \) and hence \( \alpha = 2^{s-1} \), we get from
\[
2^{s-1}(n-k+1) \leq w_L(g_i) \leq 1 + u2^{s-1} + (n-k-u)(2^{s-1} - 1)
\]
that \( n - k - 1 \leq u - 2^{s-1} \leq n - k - 2^{s-1} \) that \( s = 1 \), which we exclude as then we get the Hamming metric.

Hence, it is enough to consider the case \( k \neq K \). Since \( C' = C \cap (2^{s-1}) \) is a trivial binary MDS code, we must have \( K \in \{1, n, n - 1\} \). As a final step of this proof, we will show that if \( K = 1 \) we can only have \( C = \langle (2^{s-1}, \ldots, 2^{s-1}) \rangle \). We clearly have that \( K \neq k_1 \), since else we would have a free code. We first note that \( K = k_s \), since else there would exist a codeword \( \mathring{c} \) with \( 2\mathring{c} \neq 0 \) and \( 2 \mid \mathring{c} \) and
\[
2^{s-1}(n-1) + \alpha \leq w_L(2\mathring{c}) \leq (n-u)2^{s-1}.
\]
This forces \( u = 0 \), but then
\[
2^{s-1}(n-1) + \alpha \leq w_L(\mathring{c}) \leq n2^{s-2}
\]
forces \( n = 1 \) which we may exclude. Finally, since \( K = k_s = 1 \), and \( C = \langle c \rangle \) we note that \( c \) has at least \( n - 1 \) positions that are equal to \( 2^{s-1} \) and one additional non-zero entry \( x \). If \( x \) was not \( 2^{s-1} \) we could multiply by 2 and would get a codeword of Hamming weight 1, which forces \( n = 1 \), as \( d_H(C) = n \). \( \square \)

If we would have kept the original statement of [22], that is
\[
d_L(C) \leq M(n-k) + \alpha,
\]
for some \( \alpha \in \{1, \ldots, M\} \), we would get that only linear codes with \( p^s = 5, n = 2 \) and \( k = K = 1 \), i.e., \( d_L(C) = 3 \), can attain this bound. We remark that in [2, Lemma 13], it was already observed that for \( k > 1 \in \mathbb{N} \), there is no linear code that attains the bound of Theorem 13. We have thus extended their characterization. However, also for the bound of Theorem 17 from [2], we have that only very few linear codes are optimal:

**Theorem 21.** The only linear codes \( C \subset (\mathbb{Z}/p^s\mathbb{Z})^n \) of type \( k \) and rank \( K \) that attain the bound of Theorem 17 are

- for \( p \) odd: codes with \( p^s = 5, k + 1 \leq n \leq k + 3 \) or free codes with \( p^s \in \{7, 9\}, n = k + 1 \),
- for \( p = 2 \): free codes with \( s = 2, k + 1 \leq n \leq k + 2 \), free codes with \( s = 3, n = k + 1 \) or \( k + 1 = K \in \{n,n-1\} \).

**Proof.** Let us consider a linear code \( C \subset (\mathbb{Z}/p^s\mathbb{Z})^n \) of type \( n > k > 1 \in \mathbb{N} \) and rank \( K \) which attains the bound of Theorem 17, i.e.,
\[
d_L(C) = M(n-k).
\]
Again, we have that every codeword has Hamming weight at least $n - k$ and since
\[ n - K + 1 \geq d_H(C) \geq n - k, \]
we must have that $k \in \{K - 1, K\}$.

We use the same notation as before, that is; we denote by $c$ a minimal Hamming weight codeword, by $g_i$ a row of a generator matrix in systematic form and by $u$ the number entries of a tuple which have Lee weight $M$.

Let us first consider the case $p$ odd. We first exclude the case $k = K - 1$, since then we must have an MDR code and
\[ M(n - k) \leq w_L(2c) \leq n - k, \]
which is not possible. Thus, we can consider $k = K$, i.e., we have a free code. From
\[ M(n - k) \leq w_L(g_i) \leq 1 + Mu + (n - k - u)(M - 1), \]
follows that $u \in \{n - k - 1, n - k\}$. If $u = n - k$, however, we could combine two rows $g_i$ and $g_j$ in such a way that at least one entry cancels, getting that
\[ M(n - k) \leq w_L(g_i \pm g_j) \leq 2 + n - k - 1, \]
from which follows that $M = 2$ and $n = k + 1$.

If $u = n - k + 1$, then we have to consider an additional entry $x_i$ of Lee weight $< M$. From
\[ M(n - k) \leq w_L(g_i) = 1 + (n - k - 1)M + w_L(x_i), \]
we get that $w_L(x_i) = M - 1$. We again choose $g_i \pm g_j$ in such a way that either $x_i$ intersects with the $n - k$ non-zero positions of $g_j$ and the weight in this intersection becomes 1, or if they do not intersect, we choose $g_i \pm g_j$ such that the entry of weight $M - 1$ cancels out, getting that
\[ M(n - k) \leq w_L(g_i \pm g_j) \leq 2 + n - k + 1. \]
This implies that $(M - 1)(n - k) \leq 3$, which is only possible if $M = 2$, i.e., $p^s = 5$ and $k + 1 \leq n \leq k + 3$ or $M \leq 4$ and $n = k + 1$.

We can now consider the case $p = 2$. If $k = K$, i.e., we have a free code, then
\[ 2^{s-1}(n - k) \leq w_L(g_i) \leq 1 + u2^{s-1} + (n - k - u)(2^{s-1} - 1), \]
forces that $u \in \{n - k - 1, n - k\}$. For $u = n - k$ we get that
\[ 2^{s-1}(n - k) \leq w_L(2g_i) \leq 2, \]
which forces $s = 2$ and $n = k + 1$.

If $u = n - k + 1$, we have an additional entry $x_i$ of Lee weight $< 2^{s-1}$ and
\[ 2^{s-1}(n - k) \leq w_L(g_i) \leq 1 + (n - k - 1)2^{s-1} + w_L(x_i), \]
shows that $w_L(x_i) = 2^{s-1} - 1$. But then we can consider $2g_i$, of Lee weight at most 4, which implies that $s = 2$ and $k + 1 \leq n \leq k + 2$ or $s = 3$ and $n = k + 1$.

If $k = K - 1$, we consider again $C' = C \cap \langle 2^{s-1} \rangle$ which is a trivial binary MDS code and hence $K \in \{1, n, n - 1\}$. Clearly, we can exclude the case $K = 1$ since then $k = 0$. \qed
In particular, this implies that in the case of $p$ odd, we must have $d_L(C) \in \{2, 3, 4, 6\}$ and if $p = 2$ we must have $d_L(C) \in \{2, 4, 2^{s-1}, 2^s\}$.

Since an optimal code for the bound of Theorem 13 is such that $[k] = K$ and $d_L(C) = M(n - [k]) + \alpha$ for some $\alpha \in \{1, \ldots, M\}$, Theorem 20 also includes the bound of Corollary 16.

**Corollary 22.** The only linear codes $C \subseteq (\mathbb{Z}/p^s\mathbb{Z})^n$ that attain the bound of Corollary 16 are

- for $p$ odd: $K = n$ or a code equivalent to $C = \langle (1, 2) \rangle \subset (\mathbb{Z}/5\mathbb{Z})^2$.
- for $p = 2$: $C = \langle (2^{s-1}, \ldots, 2^{s-1}) \rangle$, and $K \in \{n, n-1\}$.

We will call a code maximum Lee distance (MLD) if it is optimal code with respect to any of the considered Singleton-like bounds. One can immediately see that the density of MLD codes is 0 for $p \to \infty$. For any fixed rate $R = k/n$ or for any fixed $p > 7$ we can also see that the density of MLD codes is 0 for $n \to \infty$.

Notice, however, that also with more sophisticated bounds the number of maximum Lee distance codes for $p = 2$ will remain small, due to the fact that the socle $C \cap \langle 2^{s-1} \rangle$ is a trivial binary MDS code, which cannot be avoided.

### 4.3. Duals of MLD Codes

The characterizations just shown also answer the question as to whether the dual of MLD codes is also MLD: for the special case of $\mathbb{Z}/4\mathbb{Z}$, we have seen that non-trivial linear codes that achieve the $\mathbb{Z}/4\mathbb{Z}$-Singleton bound, i.e., $d_L(C) \leq 2(n - k) + 1$, are only the codes $C = \langle (2, \ldots, 2) \rangle$ and its dual. Thus, for this particular bound it is true that the dual of an optimal code attains the bound as well, however, for the other Singleton-like bounds, this is (in general) not true, as the choice of $n$ is very restrictive.

**Example 23.** Let $C = \langle (0, 1, 1), (2, 0, 0), (0, 0, 2) \rangle \subset (\mathbb{Z}/4\mathbb{Z})^3$. This code attains the bound of Corollary 15 since $d_L(C) = 2 = 2(n - K + 1)$. However, its dual code $C^\perp = \langle (2, 0, 0), (0, 2, 2) \rangle \subset (\mathbb{Z}/4\mathbb{Z})^3$ has $d_L(C^\perp) = 2$ and thus does not attain the bound since $d_L(C^\perp) = 2 < 4 = 2(n - K' + 1)$.

For a code that attains the bound of Theorem 13 and $p$ odd, we had two possibilities. In the first one, we note that the code $C_2 = \langle (1, 2) \rangle \subset (\mathbb{Z}/5\mathbb{Z})^2$ is self-dual, thus the dual attains the bound trivially as well. In the second possibility, we have that $k < [k] = K = n < k + 1$. In order to have $n < k' + 1 = n - k + 1$ as well, we need $k < 1$, which forces $n < 2$, which we exclude. If $p = 2$, we get again the case $C = \langle (2^{s-1}, \ldots, 2^{s-1}) \rangle$, whose dual has type $n - 1/s$ and thus $K' = n$ is satisfied.

For the bound of Theorem 17, clearly, any code with $n = k + 1$ cannot have a dual code that attains the bound as well, since the type of the dual code would then be 1, which is excluded. Thus, an optimal code with $p$ odd whose dual is also optimal is only possible for $p^s = 5$ and in three cases: $n = 4$ with $k = 2$, or $n = 5$ with $k \in \{2, 3\}$, or $n = 6$ with $k = 3$. In the case $p = 2$, we can only have $n = k + 2$, giving a dual code of type 2.

**Example 24.** The code $C = \langle (1, 0, 3, 4), (0, 1, 2, 3) \rangle \subset (\mathbb{Z}/5\mathbb{Z})^4$ attains the bound as $d_L(C) = 4 = 2(n - k)$. The dual of $C$ is given by $C^\perp = \langle (1, 0, 2, 2), (0, 1, 4, 2) \rangle$ and also attains the bound as $d_L(C^\perp) = 4 = 2(n - k)$.
4.4. Plotkin-like Bounds. In addition to the Singleton bound we are also interested in the Plotkin bound for the Lee metric and in particular in the techniques used therein. A first Lee-metric Plotkin-like bound was provided by Wyner and Graham [24]. This bound holds for any code, also non-linear codes and for any type $k$. For this note that

$$w_L(Z/p^sZ) = \begin{cases} p^2s \ (\text{if } p \text{ is odd}), \\ 2s - 2 \ (\text{if } p = 2). \end{cases}$$

The bound of Wyner and Graham now states that

**Theorem 25** ([24]). For any code $C$ in $(Z/p^sZ)^n$ of type $k$ we have that

$$d_L(C) \leq \frac{n w_L(Z/p^sZ)}{1 - 1/p^k}.$$ 

Finally, we consider the bound of Chiang and Wolf [7], which is an improvement on the Wyner-Graham bound.

**Theorem 26** ([7]). For a free linear code $C$ in $(Z/p^sZ)^n$ of type $k \geq 2$ we have that

$$d_L(C) \leq \frac{w_L(Z/p^sZ)(n - k + 1)}{1 - 1/p^k} = \begin{cases} \frac{p^s + 1}{4} (n - k + 1) \ (\text{if } p \text{ is odd}), \\ \frac{2^{2s-2}}{2^s - 1} (n - k + 1) \ (\text{if } p = 2). \end{cases}$$

The difference between Wyner-Graham’s bound and Chiang-Wolf’s bound is not only that $n$ is replaced by $n - k + 1$, but also instead of dividing by $1 - 1/p^k$ one divides by $1 - 1/p^s$, which is larger whenever $k > 1$. The new enumerator stems from the observation that it is enough to consider the Plotkin argument for a subcode $\langle c \rangle$. As observed by Chiang and Wolf, we have that equidistant codes attain this bound.

Note however, that for this bound Chiang and Wolf have to assume that the code is free. Indeed we can give an example of a non-free code, where the bound does not hold: let us consider $C = \langle (2, 2) \rangle$ over $Z/4Z$. In this case we have $k = 1/2$, $a = 4/3$ and $d_L(C) = 4$, thus we get $d_L(C) = 4 \not\leq \frac{1}{3} (2 - 1/2) = 2$.

In what follows, we will generalize the result of Chiang and Wolf to any (possibly non-free) code. The version of the Chiang-Wolf bound that works for arbitrary linear codes is as follows.

**Proposition 27.** Let $C$ be a linear code in $(Z/p^sZ)^n$ of subtype $(k_1, \ldots, k_s)$, with $k_1 \geq 1$. Then

$$d_L(C) \leq \begin{cases} \frac{p^s + 1}{4} (n - k_1 + 1) \ (\text{if } p \text{ is odd}), \\ \frac{2^{2s-2}}{2^s - 1} (n - k_1 + 1) \ (\text{if } p = 2). \end{cases}$$

The proof of Proposition 27 is identical to that of the original theorem: choose a parity-check matrix $H$ for the code $C$, which has $n - k_1$ rows. Form the $(n - 1) \times n$ matrix $H'$ by appending the rows of the $(k_1 - 1) \times n$ matrix $[Id_{k_1-1} \mid 0]$ to $H$. The code with parity-check matrix $H'$ is a subcode of $C$ and contains a word of Hamming weight at most $n - k_1 + 1$. 
5. New Bounds

If $C$ is a $\mathbb{Z}/p^s\mathbb{Z}$-submodule of $(\mathbb{Z}/p^s\mathbb{Z})^n$, then for each ideal $i \in \{0, \ldots, s\}$, we define

$$n_i(C) := |\{j \in \{1, \ldots, n\} \mid \langle \pi_j(C) \rangle = \langle p^i \rangle\}|,$$

where for each $j \in \{1, \ldots, n\}$, $\pi_j$ is the $j$-th coordinate map:

$$\pi_j : (\mathbb{Z}/p^s\mathbb{Z})^n \rightarrow \mathbb{Z}/p^s\mathbb{Z},$$

$$(x_1, \ldots, x_n) \mapsto x_j.$$

If the code $C$ is clear from the context, we may simply write $n_i$ in place of $n_i(C)$. We say that $C$ is non-degenerate if $n_s = 0$. For a module $C \subseteq (\mathbb{Z}/p^s\mathbb{Z})^n$, we call $(n_0, \ldots, n_s)$ its support subtype. The support of $c \in (\mathbb{Z}/p^s\mathbb{Z})^n$ is defined to be $\supp(c) := \{i \in \{1, \ldots, n\} \mid c_i \neq 0\}$ and the support of the module $C$ is $\supp(C) := \bigcup_{c \in C} \supp(c)$. That is, the support of $C$ is the number of non-zero coordinates of $C$. Clearly, $|\supp(C)| = n - n_s$.

We will now give an explicit value for $\overline{w_T}(C)$, generalizing observations made in [7]. It shows that for $p = 2$, the average Lee weight of a $(\mathbb{Z}/2^s\mathbb{Z})$-linear code $C$ is independent of both the subtype $(k_1, \ldots, k_s)$ of the code and on its support subtype $(n_0, n_1, \ldots, n_s)$, but depends only on the support of $C$. If $p$ is odd, however, this average Lee weight depends on its support subtype.

**Lemma 28.** Let $C$ be an $\mathbb{Z}/p^s\mathbb{Z}$-submodule of $(\mathbb{Z}/p^s\mathbb{Z})^n$ of support subtype $(n_0, \ldots, n_s)$. Then

$$\overline{w}_L(C) = \sum_{i=0}^{s-1} \overline{w}_L(i)n_i = \begin{cases} \frac{1}{4p^s} \left( p^{2s}(n - n_s) - \sum_{i=0}^{s-1} p^{2i}n_i \right) & \text{if } p \text{ is odd}, \\ 2^{s-2}(n - n_s) & \text{if } p = 2. \end{cases}$$

**Proof.** Recall from Lemma 10 that for the ideal $\langle p^i \rangle$, we have:

$$\overline{w}_L(i) = \begin{cases} \frac{p^{2s-i} - p^i}{4} & \text{if } p \text{ is odd}, \\ 2^{2s-i-2} & \text{if } p = 2. \end{cases}$$

We have

$$\overline{w}_L(C) = |C|^{-1} \sum_{c \in C} w_L(c) = |C|^{-1} \sum_{j=1}^{n} \sum_{c \in C} w_L(c_j).$$

Since $C$ is linear over $\mathbb{Z}/p^s\mathbb{Z}$, for any given $j \in \{1, \ldots, n\}$, we have a module epimorphism $\pi_j : C \rightarrow J$ for some ideal $J$ of $\mathbb{Z}/p^s\mathbb{Z}$ and hence each element $b$ of $J$ appears

$$|\{c \in C \mid \pi_j(c) = b\}| = |\ker \pi_j \cap C|$$

times as a coordinate of a codeword of $C$. Therefore,

$$\sum_{c \in C} w_L(c_j) = |C|/|J| \sum_{a \in J} w_L(a).$$

The result now follows, noting that $|\langle p^i \rangle| = p^{s-i}$.
Theorem 29. Let $C$ be a $\mathbb{Z}/p^s\mathbb{Z}$-submodule of $(\mathbb{Z}/p^s\mathbb{Z})^n$ and let $C'$ be a non-trivial subcode of $C$. Then

$$d_L(C) \leq |C'|(|C'| - 1)^{-1}w_L(C').$$

Proof. The claim follows immediately from Lemma 28 and the fact that $d_L(C) \leq d_L(C')$. \hfill $\square$

Theorem 30. Let $C$ be a $\mathbb{Z}/p^s\mathbb{Z}$-submodule of $(\mathbb{Z}/p^s\mathbb{Z})^n$. Let $\ell \in \{1, \ldots, s\}$ such that there exists $y \in C$ satisfying $w_H(y) = d_H(\langle y \rangle)$ and $y \in \langle p^{s-\ell} \rangle$. Then

$$d_L(C) \leq \begin{cases} 
\frac{p^{s-\ell}(p^\ell + 1)}{4}d_H(C) & \text{if } p \text{ is odd,} \\
\frac{2s-2+\ell}{2^{\ell} - 1}d_H(C) & \text{if } p = 2.
\end{cases}$$

Proof. Choose $y \in C$ such that $w_H(y) = d_H(C)$. Let $\ell \in \{1, \ldots, s\}$ be the least integer such that $p^\ell y = 0$. Then $\langle y \rangle = \langle p^\ell \rangle$ and $y$ has support subtype equal to $(0, \ldots, 0, n_{s-\ell}, \ldots, n_{s-1}, n - d_H(C))$ for some $n_j$ satisfying $n_{s-\ell} \geq 1$. From Theorem 29 and Lemma 28, we have

$$d_L(C) \leq \begin{cases} 
\frac{p^{s-\ell}(p^\ell + 1)}{4}d_H(C) - p^{2(s-\ell)}d_H(C) & \text{if } p \text{ is odd,} \\
\frac{2^{\ell}}{2^{\ell} - 1}2^{s-2}d_H(C) & \text{if } p = 2.
\end{cases}$$

The result now follows by substitution into the previous inequality. The case $p = 2$ is immediate, while for odd $p$ we have:

$$d_L(C) \leq \frac{p^{\ell}}{p^{\ell} - 1}d_H(C)(p^s - p^{s-2\ell}) = \frac{p^{s-\ell}(p^\ell + 1)}{4}d_H(C).$$ \hfill $\square$

For any linear code $C \subseteq (\mathbb{Z}/p^s\mathbb{Z})^n$ it holds that there exist words in $C \cap \langle p^{s-1} \rangle$ of Hamming weight equal to $d_H(C)$, so that certainly the hypothesis of Theorem 29 holds with $\ell = 1$.

Definition 31. Let $p$ be a prime and let $s$ be a positive integer. Define

$$A(p, s, i) := \begin{cases} 
\frac{p^{s-i}(p^i + 1)}{4} & \text{if } p \text{ is odd,} \\
\frac{2^{s-2+i}}{2^i - 1} & \text{if } p = 2.
\end{cases}$$

Note that in respect of this notation, the Chiang-Wolf bound of Proposition 27 is given by:

$$d_L(C) \leq |A(p, s, s)|(n - k_1 + 1),$$

for a code $C$ of subtype $(k_1, \ldots, k_s)$.

Combining Proposition 8 and Theorem 29 we get the following bound.
Corollary 32. Let $C \subseteq (\mathbb{Z}/p^s\mathbb{Z})^n$ be a linear code of rank $K$. Then
\[
\begin{align*}
d_L(C) \leq |A(p, s, 1)|(n - K + 1).
\end{align*}
\] Let $\ell \in \{1, \ldots, s\}$ such that there exists $y \in C$ satisfying $w_H(y) = d_H(\langle y \rangle)$ and $y \in \langle p^{s-\ell} \rangle$. Then
\[
\begin{align*}
d_L(C) \leq |A(p, s, \ell)|(n - K + 1).
\end{align*}
\]

Using Remark 9 we have the following restatement of Corollary 32.

Corollary 33. Let $C$ be a $\mathbb{Z}/p^s\mathbb{Z}$-submodule of $(\mathbb{Z}/p^s\mathbb{Z})^n$ of rank $K$. Then
\[
\begin{align*}
\left\lfloor \frac{d_L(C) - 1}{A(p, s, 1)} \right\rfloor \leq n - K.
\end{align*}
\]

In the following figures we compare the new bound of Corollary 32 to the Singleton-like and Plotkin-like bounds in the Lee metric. For this we fix some ambient space and vary the subtype of the code. We can clearly see that the new bound outperforms all previous bounds for increasing $k_2$.

![Figure 1. Comparison of bounds for codes over $\mathbb{Z}/3^5\mathbb{Z}$ of type $(10, k_2, 0, 0, 0)$ and length $2K, K = 10 + k_2$.](image)

Let us consider two examples, one for $p$ odd and one for $p = 2$.

Example 34. We consider the Lee-equidistant code $C = \langle (1, 2, 1, 3) \rangle \subseteq (\mathbb{Z}/5\mathbb{Z})^4$ with minimum Lee distance 6. This code attains both bounds, i.e., that of Corollary 27 and that of Corollary 33, which are in the case $s = 1$ also equal, as
\[
\begin{align*}
d_L(C) = 6 = \frac{6}{4}(4 - 1 + 1).
\end{align*}
\]

Example 35. We consider the code $C = \langle (0, 1, 1), (2, 0, 0), (0, 0, 2) \rangle \subseteq (\mathbb{Z}/4\mathbb{Z})^3$. This code attains the bound of Corollary 33 for $\ell = 1$ since
\[
\begin{align*}
d_L(C) = 2 = 2(n - K + 1).
\end{align*}
\]
Figure 2. Comparison of bounds for codes over \( \mathbb{Z}/5^2\mathbb{Z} \) of type \((15, k_2)\) and length \( 2K, K = 15 + k_2 \).

Figure 3. Comparison of bounds for codes over \( \mathbb{Z}/5^5\mathbb{Z} \) of type \((10, k_2, 0, 0, 0)\) and length \( 2K, K = 10 + k_2 \).

It does not attain the bound of Proposition 27, as

\[
d_L(\mathcal{C}) \leq A(4, 2, 2)(n - k_1 + 1) = \frac{4}{3}(3 - 1 + 1) = 4.
\]

We also note that we cannot choose \( \ell = 2 \) in Corollary 33, since the only codewords that have minimal Hamming weight are divisible by 2.
Using the new bound from Corollary 32 we can compare the new bound with the other bounds and the actual maximum Lee distance in Table 1. We will denote by SB the classical $\mathbb{Z}/4\mathbb{Z}$-Singleton bound, by S the bound of Shiromoto in Theorem 13, by R-SB the rank-Singleton bound in Theorem 16 by AH the bound of Alderson-Huntemann from Theorem 17, by WG the bound of Wyner-Graham of Theorem 25 and by CW the bound by Chiang and Wolf of Theorem 26. Maximal $d_L$ denotes the maximal minimum Lee distance obtained by any linear code with the given parameters. We can observe that for these very small parameters, the new bound predicts the actual maximal minimum Lee distance (Column 5) in most of the cases.

| $n$ | $K$ | $k$ | $k_1$ | Maximal $d_L$ | SB | S | R-SB | AH | WG | CW | Corollary 33 |
|-----|-----|-----|-----|-------------|----|---|-----|----|----|----|-------------|
| 2   | 1   | 1/2 | 0   | 4           | 4  | 4 | 4   | 4  | -  | -  | 4           |
| 2   | 1   | 1   | 2   | 3           | 3  | 3 | 4   | 4  | 2  | 2  | 2           |
| 2   | 2   | 1   | 0   | 2           | 3  | 3 | 2   | -  | 2  | -  | 2           |
| 2   | 2   | 3/2 | 1   | 2           | 2  | 2 | 2   | -  | 2  | -  | 2           |
| 3   | 1   | 1/2 | 6   | 5           | 6  | 6 | 6   | -  | 6  | -  | 6           |
| 3   | 1   | 1   | 4   | 5           | 5  | 6 | -   | 4  | 4  | 4  | 4           |
| 3   | 2   | 1   | 0   | 4           | 5  | 5 | 4   | -  | 4  | -  | 4           |
| 3   | 2   | 3/2 | 1   | 2           | 4  | 3 | 3   | -  | 3  | -  | 3           |
| 3   | 3   | 3/2 | 0   | 2           | 4  | 3 | 2   | -  | 3  | -  | 2           |
| 3   | 2   | 2   | 2   | 3           | 3  | 4 | 2   | 3  | 2  | -  | 2           |
| 3   | 3   | 2   | 1   | 2           | 3  | 3 | 2   | 2  | 3  | -  | 2           |
| 3   | 3   | 5/2 | 2   | 2           | 2  | 2 | 2   | -  | 3  | -  | 2           |
| 4   | 1   | 1/2 | 8   | 8           | 8  | 8 | 8   | -  | 8  | -  | 8           |
| 4   | 1   | 1   | 5   | 7           | 7  | 8 | -   | 5  | 5  | 5  | 5           |
| 4   | 2   | 1   | 0   | 4           | 7  | 7 | 5   | -  | 5  | -  | 5           |
| 4   | 2   | 3/2 | 1   | 4           | 6  | 5 | 5   | -  | 4  | -  | 5           |
| 4   | 3   | 3/2 | 0   | 4           | 6  | 5 | 4   | -  | 4  | -  | 4           |
| 4   | 2   | 2   | 0   | 4           | 6  | 5 | 5   | 4  | 4  | 4  | 4           |
| 4   | 3   | 2   | 1   | 4           | 5  | 5 | 4   | 4  | 4  | -  | 4           |
| 4   | 3   | 5/2 | 2   | 2           | 4  | 3 | 3   | -  | 4  | -  | 3           |
| 4   | 3   | 3   | 3   | 2           | 3  | 3 | 4   | 2  | 4  | 2  | 2           |

Table 1. Comparison of new bounds for codes over $\mathbb{Z}/4\mathbb{Z}$

5.1. Characterization. Lee-equidistant codes satisfy (3.1) with equality. One-weight codes have been studied in [23] under the hypothesis that the MacWilliams Extension Property (MEP) holds. A weight function on $(\mathbb{Z}/p^s\mathbb{Z})^n$ satisfies the MEP if any $\mathbb{Z}/p^s\mathbb{Z}$-linear isometry between a pair of codes $C$ and $C'$ extends to an isometry on $(\mathbb{Z}/p^s\mathbb{Z})^n$. More recently, in [11] it was shown that the MEP holds for codes over integer modular rings for the Lee metric, answering a conjecture in [23]. Combining these results gives the following.

**Theorem 36.**

(1) Let $C, C'$ be a pair of constant Lee-weight codes of the same subtype. Then $C$ and $C'$ are equivalent by a Lee-metric monomial transformation.
If there exists a constant Lee-weight code then there exists non-degenerate linear code \( C \) of shortest length \( n \) of the same subtype that is unique up to equivalence. Any non-degenerate linear constant-Lee-weight code of the same subtype is an \( \ell \)-fold replication of \( C \), up to equivalence.

**Corollary 37.** Let \( C \) be a submodule of \((\mathbb{Z}/p^s\mathbb{Z})^n\) of rank \( K \) and having constant weight. Let \( U \) be the collection of orbits of \((\mathbb{Z}/p^s\mathbb{Z})^K\) under the action of \( \{1, -1\} \). Then one of the following holds.

1. We have \( s = 1 \) and a representative of each member of \( U \) appears as a column of a generator matrix for \( C \) with the same multiplicity.
2. We have \( p = 2 \) and every column of \( \mathbb{Z}/p^s\mathbb{Z}^K \) appears with the same multiplicity.
3. We have \( K \leq 2 \).

With the characterization of Wood [23], we can see that any Lee-equidistant cyclic module over \( \mathbb{F}_p \), with \( p \) odd, is an \( \ell \)-fold replication of \( \langle 1, \ldots, p^s-1 \rangle \) or of an equivalent module. While any Lee-equidistant cyclic module over \( \mathbb{Z}/2^s\mathbb{Z} \) is an \( \ell \)-fold replication of \( \langle 1, \ldots, 2^s-1 \rangle \) or of an equivalent module.

We remark that in [20] Lee-equidistant codes for any rank \( K \) were constructed with \( n = p^sK - 1 \) for \( p \) odd and \( s = 1 \) or for \( p = 2 \). These codes, unfortunately, do not meet the bound of Corollary 32 since they are not MDR. The characterization [23] of Lee-equidistant codes for \( K = 1 \) and \( s = 1 \) is enough for our purpose, as we only require some \( x \in C' \subseteq \mathbb{F}_p^n \) to generate a Lee-equidistant module.

An immediate corollary of Theorem 36 and 30 is given by the following.

**Corollary 38.** Let \( p \) be an odd prime. Let \( x \in \mathbb{F}_p^n \). If \( \langle x \rangle \) is Lee-equidistant, then

\[
    w_L(x) = \frac{p+1}{4}w_H(x).
\]

Observe that setting \( p = 2 \) and \( \ell = 1 \) in Corollary 32 gives the same bound as \( p = 2 \) in Corollary 16, which we have already characterized in Theorem 22. We thus focus on the case \( p \) odd.

Using Corollary 38 and Theorem 36 we get the following characterization of optimal codes for Corollary 32:

**Proposition 39.** Let \( p \) be an odd prime. Let \( C \subset (\mathbb{Z}/p^s\mathbb{Z})^n \) have rank \( K \). If \( C \) meets the bound (5.1) of Corollary 32 then \( n \leq p+1 \) and either

\[
    K = n - p + 2 \leq 3 \quad \text{and} \quad d_L(C) = \frac{p^{s-1}(p^2-1)}{4},
\]

or

\[
    K = n + 1 - \frac{p-1}{2} \leq \frac{p+5}{2} \quad \text{and} \quad d_L(C) = \frac{p^{s-1}(p^2-1)}{8}.
\]

**Proof.** Since the code \( C \) achieves the bound (5.1) of Corollary 32 it must be the case that \( C \) has minimum Hamming distance \( n - K + 1 \). In particular, since words of minimal Hamming weight are contained in \( \langle p^{s-1} \rangle \cap C \), we have that \( C \) contains an \( [n, K, n - K + 1] \) subcode \( C' = \langle p^{s-1} \rangle \cap C \), which can be identified with an MDS code over \( \mathbb{F}_p \). Therefore, \( n \leq p+1 \) by [4].

In addition, in order to attain \( d_L(C) = A(p, s, 1)d_H(C) \), it must be the case that there exists \( x \in C' \) of minimal Hamming weight in \( C \) that generates a Lee-equidistant
code. Due to the characterization of Theorem 36, this forces the non-zero entries of \( x \) to correspond to repetitions of \( p^{s-1}(\pm 1, \ldots, \pm \frac{p^s-1}{2}) \). Thus, there are only such \( x \) if \( n \geq \frac{p^s-1}{2} \). Together with \( n \leq p + 1 \), we have that \( x \) must consist of at most two repetitions of \( p^{s-1}(\pm 1, \ldots, \pm \frac{p^s-1}{2}) \). It follows that \( x \) has Hamming weight either \( p - 1 \) or \( \frac{p^s-1}{2} \) and so we have \( K = n - (p - 1) + 1 = n - p + 2 \) or \( K = n - (p - 1)/2 + 1 = n - (p - 3)/2 \). Moreover, we must have \( w_L(C) = w_L(x) \) and either \( w_L(x) = \frac{p^{s-1}(p^2-1)}{4} = d_L(C) \), or \( w_L(x) = \frac{p^{s-1}(p^2-1)}{8} = d_L(C) \). Since \( n \leq p + 1 \), in the first case we get that \( K = n - p + 1 \leq 3 \) and in the second case we have \( K = n - (p - 1)/2 + 1 \leq (p + 5)/2 \).

We have the following statement on the density of codes that meet the bound of Corollary 32.

**Theorem 40.** The density of optimal linear codes \( C \subset (\mathbb{Z}/p^s\mathbb{Z})^n \) of rank \( K \) for the bound of Corollary 32 with \( \ell = 1 \) is 0 for \( n \) or \( p \) going to infinity.

**Proof.** Since the socle \( C_0 \) of an optimal code \( C \) for Corollary 32 must be an MDS code over \( \mathbb{F}_p \) of length \( n \), we immediately get that the density of optimal codes is zero as \( n \to \infty \). Clearly, due to Proposition 39, if we let \( p \to \infty \) but let \( n, K \) fixed, we get density 0, as the condition \( \frac{p^{s-1}}{2} \leq n - K + 1 \leq p + 1 \) would then be violated. Thus, in the following we assume that \( n, K \) satisfy the condition of Proposition 39. From [5] we recall that for \( p \to \infty \) the density of free codes is one, thus we will assume that the optimal code is free.

The probability of having an optimal code, is clearly bounded by the probability of the socle having a codeword of Hamming weight \( n - K + 1 \), which generates a Lee-equidistant code. We can consider the socle to be a code over \( \mathbb{F}_p \) and the generator matrix to be in systematic form. The number of codes over \( \mathbb{F}_p \) that contain at least one codeword which generates a Lee-equidistant code can be overestimated as the number of \( (K - 1) \times (n - K) \) matrices times the number of vectors in \( \mathbb{F}_p^n \), which generate a Lee-equidistant code. If we denote this number by \( x \), we observe that \( x \leq (n- K)!2^{n-K} \), since we assumed the systematic form we can only permute \( n - K \) positions and for each element \( a \in \mathbb{F}_p \setminus \{0\} \) we have two choices, i.e., \( a \) or \( -a \). Using that \( n - K + 1 \leq p - 1 \), we get that \( x \leq (n - K)!2^{n-K} \leq (2p)^{n-K-1} \), and from this we get the claim, as

\[
\lim_{p \to \infty} \frac{p^{(n-K)(n-1)}}{p^{n-K}K} \leq \lim_{p \to \infty} (2p)^{-1} = 0.
\]

6. Characterization of Lee-equidistant Codes

The characterization of linear Lee-equidistant codes of [23] is not yet complete. Wood showed that whenever we have the smallest length Lee-equidistant code, then all other Lee-equidistant codes are \( \ell \)-fold repetitions of this smallest code (up to equivalence). Due to this result we have that one construction of a smallest length Lee-equidistant code is enough to characterize all of them. Wood already gave the smallest length Lee-equidistant codes in the cases \( \mathbb{F}_p \) and \( \mathbb{Z}/2^s\mathbb{Z} \). We characterize the remaining cases, that is for \( p \) odd, \( s > 1 \) and \( K = \{1, 2\} \), for the complete the characterization of linear Lee-equidistant codes.
We first treat the case \( K = 1 \), which will also be helpful for the case \( K = 2 \). Our approach will be to first find conditions on the support subtype of the code in order to then provide a construction of a minimal-length code. In both cases the main tool is to use Lemma 28 on a code \( C \) of support subtype \((n_0, \ldots, n_s)\) in the form

\[
(6.1) \quad (|C| - 1)w = \frac{|C|}{4p^s} \sum_{i=0}^{s-1} n_i (p^{2s} - p^{2i}).
\]

**Theorem 41.** Let \( C \subseteq (\mathbb{Z}/p^s\mathbb{Z})^n \) be a minimal-length linear Lee-equidistant code of rank \( K = 1 \) and minimum Lee distance \( w \). Let \( i \) be the positive integer such that \( k_i = 1 \), then \( C \) has support subtype \((0, \ldots, 0, n_{i-1}, 0)\) with

\[
w = \frac{p + 1}{4} p^{s-1} n_{i-1},
\]

\[
n_{i-1}(p - 1) = p^{j-1+2} n_j,
\]

for all \( j \in \{i, \ldots, s - 1\} \).

**Proof.** We first apply Lemma 28 to the socle \( C_0 = C \cap \langle p^{s-1} \rangle \), which has size \( p \) and support subtype \((0, \ldots, 0, n_{i-1}, 0)\) and immediately get the first claim

\[
w = \frac{p + 1}{4} p^{s-1} n_{i-1}.
\]

To show the second claim we use an inductive argument on \( j \). For the base case we consider the subcode \( C_1 = C \cap \langle p^{s-2} \rangle \) of size \( p^2 \) and support subtype \((0, \ldots, 0, n_{i-1}, n_i, z_1)\). Using \( w = \frac{p + 1}{4} p^{s-1} n_{i-1} \) and applying Lemma 28 we get that

\[
n_{i-1}(p - 1) = n_i p^2.
\]

Assuming the hypothesis on \( j - 1 \), we now show that the claim also holds for \( j \), by applying Lemma 28 to the subcode \( C_{j-i+1} = C \cap \langle p^{s-j+i-2} \rangle \) of support subtype \((0, \ldots, 0, n_{i-1}, \ldots, n_j, z_{j-i+1})\) and size \( p^{j-i+2} \). We have:

\[
(p^{j-i+2} - 1) w = \frac{p^{j-i+2}}{4p^s} \sum_{\ell=1}^{j} n_{\ell} \left( p^{2s} - p^{2\ell+2s-2j-2} \right),
\]

from which follows

\[
\frac{p + 1}{4} p^{s-1} n_{i-1} \left( p^{j-i+2} - 1 \right) = \frac{p^{j-i+s+2}}{4} \left( n_{i-1} (p^{2s} - p^{2i+2s-2j-4}) + \sum_{\ell=1}^{j-1} n_{\ell} p^{\ell-i+2} \left( p^{2s-\ell+i-2} - p^{\ell+2s-2j+i-4} \right) + n_j (p^{2s} - p^{2s-2}) \right).
\]

We get the claim, as

\[
n_{i-1} (p^{j-i+2} - 1) \left( p + 1 \right) p^{2s-j+i-3} = n_{i-1} \left( p^{2s} - p^{2i+2s-2j-4} \right) + n_{i-1}(p - 1) \sum_{\ell=1}^{j-1} \left( p^{2s-\ell+i-2} - p^{\ell+2s-2j+i-4} \right) + n_j \left( p^{2s} - p^{2s-2} \right).
\]
As we have seen in Theorem 41 we have that $p^{s-i+1} \mid n_{i-1}$ and since the socle can be identified with a code over $\mathbb{F}_p$, from Corollary 37 we have that $n_{i-1} = \frac{p-1}{a}$, for some $a \in \mathbb{N}$. With this we can exactly determine the support subtype of a smallest-length linear Lee-equidistant code.

**Corollary 42.** Let $C \subseteq (\mathbb{Z}/p^s\mathbb{Z})^n$ be a minimal-length linear Lee-equidistant code of rank $K = 1$ and minimum Lee distance $w$. Let $i$ be the positive integer such that $k_i = 1$, then $C$ has support subtype $(0, \ldots, 0, n_{i-1}, \ldots, n_s, 0)$ with
\[
\begin{align*}
  w &= p^{2s-i-1} \frac{p^2 - 1}{8}, \\
  n_{i-1} &= p^{s-i+1} \frac{p-1}{2}, \\
  n_j &= p^{s-j-1} (p-1)^2 \frac{2}{2},
\end{align*}
\]
for all $j \in \{i, \ldots, s-1\}$.

With this we can finally give the construction of a smallest-length linear Lee-equidistant code of rank 1.

**Theorem 43.** Let $i \in \{1, \ldots, s\}$ and $g \in \langle p^{i-1} \rangle \subseteq (\mathbb{Z}/p^s\mathbb{Z})^n$ consist of $p$ repetitions of all elements in $\langle p^{i-1} \rangle \setminus \langle p^i \rangle$ up to $\pm 1$ and $p - 1$ repetitions of all elements in $\langle p^i \rangle \setminus \langle p^{i+1} \rangle$ up to $\pm 1$ for all $j \in \{i+1, \ldots, s-1\}$. Then $\langle g \rangle$ is a shortest-length linear Lee-equidistant code with $k_i = 1$.

**Proof.** Let us consider the construction of $g$ where the first $p^{s-i+1} \frac{p-1}{2}$ entries belong to the support subtype $n_{i-1}$, the next $p^{s-i+1} \frac{(p-1)^2}{2}$ entries belong to $n_i$ and so on. Then $g$ has the correct weight $w$, since
\[
\begin{align*}
  \sum_{j=1}^{n} w_L(g_j) &= \sum_{j=1}^{n_{i-1}} w_L(g_j) + \sum_{\ell=i}^{s-1} \sum_{j=n_{\ell-1}}^{n_{\ell}} w_L(g_j) \\
  &= \frac{1}{2} \left( p \left( \sum_{a \in \langle p^{i-1} \rangle} w_L(a) - \sum_{a \in \langle p^i \rangle} w_L(a) \right) \\
  &\quad + (p-1) \sum_{\ell=i}^{s-1} \left( \sum_{a \in \langle p^\ell \rangle} w_L(a) - \sum_{a \in \langle p^{\ell+1} \rangle} w_L(a) \right) \right) \\
  &= \frac{1}{8} \left( p^{2s-i+2} - p^{2s+1} + p - 1 \\
  &\quad + (p-1) \left( p^{2s-\ell} - p^{2s-\ell+1} + p - 1 \right) \right) \\
  &= \frac{1}{8} p^{2s-i} (p^2 - 1) = w.
\end{align*}
\]
For any $\lambda \in (\mathbb{Z}/p^s\mathbb{Z})^\times$, $\lambda g$ will be of the same form, as multiplying by $\lambda$ just results in a permutation. If $\mu = p^i \lambda$, for some $\lambda \in (\mathbb{Z}/p^s\mathbb{Z})^\times$, then we note that $\mu g = \lambda (p^i g)$ gives the desired form of Theorem 43 for $k_{i+\ell} = 1$. □
Thus, \( i \leq n \) leads to a contradiction as \( n \) and support subtype \((0, \ldots, k, 0)\) for \( i \leq j < s \).

Let us consider the subcode \( C \). By Theorem 41 we have, \( \langle C \rangle \) generates a shortest Lee-equidistant code over \( \mathbb{Z}/9\mathbb{Z} \), as we repeat 3 times all units up to \( \pm 1 \) and 2 times all non-zero non-units up to \( \pm 1 \).

**Example 45.** For the case \( s = 3 \) and \( K = k_2 = 1 \), we have that
\[
x = (3, 3, 6, 6, 9, 12, 12, 15, 18, 21, 24)
\]
generates a Lee-equidistant code over \( \mathbb{Z}/27\mathbb{Z} \), as we repeat 3 times all elements in \( \langle 3 \rangle \) up to \( \pm 1 \) and 2 times all elements in \( \langle 9 \rangle \) \( \setminus \{0\} \) up to \( \pm 1 \).

Finally we give the conditions and a construction also for the rank 2 case. First, we show that any linear Lee-equidistant code of rank 2 must have at least one generator in its socle.

**Theorem 46.** A linear Lee-equidistant code \( C \subseteq (\mathbb{Z}/p^s\mathbb{Z})^n \) of rank \( K = 2 \) with \( i \leq j < s \) such that \( k_i, k_j \neq 0 \), cannot exist.

**Proof.** We are considering \( C = \langle g_1, g_2 \rangle \) with \( g_1 \in \langle p^{i-1} \rangle \) and \( g_2 \in \langle p^{j-1} \rangle \) for \( i \leq j < s \). Then \( C \) is of size \( p^{2s-i-j+2} \) and support subtype \((0, \ldots, 0, n_{i-1}, \ldots, n_{s-1}, 0)\). The subcodes \( \langle g_1 \rangle \) and \( \langle g_2 \rangle \) both have rank 1 and have respective support subtypes
\[
(0, \ldots, 0, n^{(1)}_{i-1}, \ldots, n^{(1)}_{s-1}),
\]
\[
(0, \ldots, 0, n^{(2)}_{j-1}, \ldots, n^{(2)}_{s-1}).
\]
By Theorem 41 we have,
\[
p^{j-i+2}n^{(1)}_j = n^{(1)}_{i-1}(p-1).
\]
Let us consider the subcode \( C' = p^{s-j}C = \langle p^{s-j}g_1, p^{s-j}g_2 \rangle \) to find a relation between \( n_{i-1} \) and \( n_{j-1} \). The code \( C' \) is of size \( p^{j-i+2} \) and support subtype
\[
(0, \ldots, 0, n_{i-1}, \ldots, n_{j-1}, n^t_j).
\]
Thus,
\[
w = \frac{p + 1}{4}p^{s-1}n^{(1)}_{i-1},
\]
\[
n^t_{\ell} = n^{(1)}_{\ell} \ orall \ \ell \in \{i - 1, \ldots, j - 2\},
\]
\[
n^{(1)}_{i-1}(p-1) = p^{j-i+2}n^{(1)}_{\ell} \ orall \ \ell \in \{i, \ldots, s-1\},
\]
which, by applying Equation (6.1) leads to \( n_{i-1} = n_{j-1}p^{j-i} \).

Finally, we apply Lemma 28 to the subcode \( \hat{C} = \langle p^{s-j-1}g_1, p^{s-j-1}g_2 \rangle \) of size \( p^{j-i+4} \) and support subtype \((0, \ldots, 0, n_{i-1}, \ldots, n_{j}, n^t_s)\), to get that \( n_j = 0 \). This, however, leads to a contradiction as \( n^{(1)}_j \leq n_j \) and \( n_{i-1}(p-1) = p^{j-i+2}n^{(1)}_j \). \( \square \)

**Theorem 47.** Let \( C = \langle g_1, g_2 \rangle \subseteq (\mathbb{Z}/p^s\mathbb{Z})^n \) be a minimal-length linear Lee-equidistant code of rank \( K = 2 \) with minimum Lee distance \( w \), with \( g_1 \in \langle p^{i-1} \rangle \) and \( g_2 \in \langle p^{s-1} \rangle \). Then \( C \) has support subtype \((0, \ldots, 0, n_{i-1}, \ldots, n_{s-1}, 0)\) and \( \langle g_1 \rangle, \langle g_2 \rangle \) have support subtype
\[
(0, \ldots, 0, n_{i-1}, \ldots, n_{s-2}, n^{(1)}_{s-1}, n^{(1)}_s),
\]
\[
(0, \ldots, 0, n^{(2)}_{s-1}, n^{(2)}_s).
\]
respectively, with
\[ w = p^{s-1}p + 1 \frac{1}{4} n_{i-1}, \]
\[ n_{i-1} = n_{s-1}^{(2)}, \]
\[ n_{i-1} = n_{s-1}^{(2)} p^{s-i}, \]
\[ n_{i-1} = p^{s-i+1} n_{s}^{(1)}, \]
\[ n_{i-1} = p n_{s}^{(2)}, \]
\[ n_{i-1}(p - 1) = p^{\ell-i+2} n_{\ell}^{(1)}, \]
for all \( \ell \in \{i, \ldots, s - 1\} \).

Proof. We first observe that the claims
\[ w = p^{s-1}p + 1 \frac{1}{4} n_{i-1}, \]
\[ n_{i-1}(p - 1) = p^{\ell-i+2} n_{\ell}^{(1)}, \]
for all \( \ell \in \{i, \ldots, s - 1\} \) follow directly from the case \( K = 1 \) treated in Theorem 41. Since also \( w = p^{s-1}p n_{s-1}^{(2)} \) we also get the claim
\[ n_{i-1} = n_{s-1}^{(2)}. \]
To find \( n_{s-1} \) we use the relations
\[ n_{i-1}(p - 1) = p^{\ell-i+2} n_{\ell}, \]
for all \( \ell \in \{i, \ldots, s - 2\} \) and apply Lemma 28 to \( C \) to get that
\[ n_{i-1} = n_{s-1}^{(2)} p^{s-1}. \]
With \( n_{s-1} = n_{s-1}^{(1)} + n_{s}^{(1)} \) and \( n_{s-1}^{(1)} p^{s-i+1} = n_{i-1}(p - 1) \) we can also compute
\[ n_{i-1} = p^{s-i+1} n_{s}^{(1)}. \]
The remaining claim, i.e., \( p n_{s}^{(2)} = n_{i-1} \) finally follows from
\[ n_{s}^{(2)} = n_{i} + \cdots + n_{s-1}. \]

With these conditions on the support subtype we can give the exact support subtype of a shortest-length linear Lee-equidistant code of rank 2. The fact that the socle \( C_0 \) can be considered as a code over \( F_p \) tells us that that \( n_{i-1} = \frac{w-1}{2} a \), for some \( a \in \mathbb{N} \). Moreover, from the relation between \( n_{i-1} \) and \( n_{s-1}^{(1)} \) in Theorem 46 we know that \( p^{s-i+1} \mid n_{i-1} \). We then exploit the relations of in Theorem 46 between \( n_{i-1} \) with the remaining support subtypes to arrive at the following statement.
Corollary 48. Let $C = \langle g_1, g_2 \rangle \subseteq (\mathbb{Z}/p^s\mathbb{Z})^n$ be a minimal-length linear Lee-equidistant code of rank $K = 2$ and minimum Lee distance $w$, with $g_1 \in \langle p^{i-1} \rangle$ and $g_2 \in \langle p^{s-1} \rangle$. Then $C$ has support subtype of the form $(0, \ldots, 0, n_{i-1}, \ldots, n_{s-1}, 0)$ and $\langle g_1, g_2 \rangle$ have respective support subtypes

$$(0, \ldots, 0, n_{s-2}, n_{s-1}, n_{s-1}^{(1)}),$$

$$(0, \ldots, 0, n_{s-1}^{(2)}, n_{s-1}^{(2)}),$$

with

$$w = p^{2s-i+1} - \frac{1}{2},$$

$$n_{i-1} = p^{s-i+1} - \frac{1}{2},$$

$$n_s^{(1)} = \frac{p - 1}{2},$$

$$n_s^{(2)} = p^{s-i} - \frac{1}{2},$$

$$n_{s-1}^{(1)} = p^{s-\ell-1} - \frac{(p-1)^2}{2},$$

for all $\ell \in \{i, \ldots, s-1\}$.

We are now ready to give a construction for a shortest-length linear Lee-equidistant code of rank 2. For this we first need to introduce some notation: let us denote by $U_\ell$ the set of all elements in $\langle p^{i} \rangle \setminus \langle p^{\ell+1} \rangle$ up to $\pm 1$, which is of size $\alpha_\ell = p^{s-\ell-1} - \frac{1}{2}$ for all $\ell \in \{i, \ldots, s-1\}$. For $\ell \in \{i, \ldots, s-1\}$, let us denote by $u_\ell$ the tuple of length $(p-1)\alpha_\ell$ consisting of $p-1$ repetitions of each element in $U_\ell$. Whereas for $\ell = i$, we denote by $\tilde{u}_{i-1}$ the tuple of length $p\alpha_{i-1}$ consisting of $p$ repetitions of all elements in $U_{i-1}$. Let us denote by $0$ the tuple consisting of $\frac{p-1}{2}$ zeroes. Let us denote by $x$ the length $\frac{p-1}{2}$ tuple consisting of all elements in $U_{s-1}$ and by $y = (x, -x)$ be the tuple consisting of all non-zero elements in the socle and finally by $z = (0, y)$ the tuple consisting of all elements in the socle. Let $a$ denote the tuple consisting of $p^{s-i} - \frac{1}{2}$ repetitions of $z$, by $b$ the tuple consisting of $\frac{p^{s-i} - 1}{2}$ repetitions of $y$ and finally by $c$ the tuple consisting of $\frac{p-1}{2}$ repetitions of $x$.

The construction below, is similar to the simplex code: below the $p$ repetitions of a fixed element in $U_{i-1}$ we have all the elements from the socle and below the $p-1$ repetitions of a fixed element in $U_\ell$ for $\ell \in \{i, \ldots, s-1\}$ we have all the non-zero elements of the socle.

Theorem 49. The matrix

$$G = \begin{pmatrix} \tilde{u}_{i-1} & u_i & \cdots & u_{s-1} & 0 \\ a & b & c \end{pmatrix}$$

generates a Lee-equidistant code over $\mathbb{Z}/p^s\mathbb{Z}$ with $k_i = 1, k_s = 1$.

Proof. Let us denote the $i$th row of $G$ by $g_i$, we define

$$S_\ell := \{ j \in \{1, \ldots, n\} \mid \langle g_{ij} \rangle = \langle p^{i} \rangle \}$$

for all $\ell \in \{i, \ldots, s-1\}$. For $\ell = i$, we have

$$S_{i-1} = \{ j \in \{1, \ldots, n\} \mid \langle g_{ij} \rangle = \langle p^{i} \rangle \}.$$
for $\ell \in \{ i - 1, \ldots, s - 1 \}$ and $T := \text{supp}(g_2)$. We first want to determine the size of the intersection, i.e., $m = |S_{i-1} \cap T|$. For this we consider the socle $C_0 = C \cap \langle p^{s-1} \rangle$ of size $p^2$ and support subtype $(0, \ldots, 0, \tilde{n}, \tilde{\ell})$. Applying Lemma 28 to $C_0$ we get that

$$w = \tilde{n} \frac{p^s}{4},$$

from which follows that

$$\tilde{n} = n_{i-1} \frac{p+1}{p}.$$ 

Observe that $\tilde{n} = |S_{i-1} \cup T|$. Since $\tilde{n} = 2n_{i-1} - m$, we get that $m = n_{i-1} \frac{p-1}{p}$. If $r = |T \setminus S_{i-1}|$ we get that $r = n_{i-1} \frac{1}{p} = n_i + \cdots + n_{s-1}$, thus $n = \tilde{n}$. With the notation introduced beforehand, we have that the generator $g_1 \in \langle p^{s-1} \rangle$ needs $p$ copies of each element in $U_{i-1}$ and $p - 1$ copies of each element in $U_{\ell}$, since $n_{\ell}^{(1)} = p^{s-\ell-1} \frac{(p-1)^2}{2}$ for $\ell \in \{i, \ldots, s-1\}$.

Clearly, the generators $g_1$ and $g_2$ are of the required form from Theorem 43. We are left with showing that any linear combination of them also results in a tuple of Lee weight $w$. Any codeword is of the form $\lambda_1 g_1 + \lambda_2 g_2$ for any $\lambda_1, \lambda_2 \in \mathbb{Z}/p^s \mathbb{Z}$. We observe that if $\lambda_1$ is a unit, then the orbits of its action on the coordinates are the distinct $S_{\ell}$. In particular, $\lambda_1 g_1$ has the same form as $g_1$ with respect to $\tilde{u}_{i-1}$, respectively of $u_{\ell}$ for all $\ell \in \{i, \ldots, s-1\}$. Similarly, for $\lambda_2$ a unit, $\lambda_2 g_2$ results in a permutation of the coordinates of $g_2$ again within the described form of $g_2$. Clearly, if $p \mid \lambda_2$ then $\lambda_2 g_2 = 0$, and thus this case does not need to be considered. As in the rank 1 case, if $p^\ell \mid \lambda_1$ for some $\ell \in \{1, \ldots, s-1\}$, then $p^\ell g_1 + g_2$ will result in the same construction as in the statement of the theorem but for $i + \ell$ in place of $i$.

Thus, it is enough to consider the codeword

$$g_1 + g_2 = (\tilde{u}_{i-1} + a, (u_i, \ldots, u_{s-1}) + b, c).$$

Note that for all $\ell \in \{i, \ldots, s-2\}$ the addition of elements in the socle will only result in a permutation of $u_{\ell}$ and also for $\tilde{u}_{i-1}$. Whereas for $u_{s-1}$ the addition of elements in the socle results in $\frac{p-1}{2}$ zeroes. Thus, the new codeword $g_1 + g_2$ is a permutation of $g_1$. \hfill \Box

**Example 50.** In the case $k_1 = 1 = k_2$, we have that the code generated by

$$G = \begin{pmatrix}
  1 & 1 & 1 & 2 & 2 & 4 & 4 & 4 & 3 & 3 & 0 \\
  1 & 3 & 6 & 0 & 3 & 6 & 3 & 6 & 3 & 3 & 3
\end{pmatrix}$$

is Lee-equidistant over $\mathbb{Z}/9\mathbb{Z}$.

**Example 51.** For the case $k_2 = 2$ over $\mathbb{Z}/9\mathbb{Z}$, the following matrix generates a Lee-equidistant code

$$G = \begin{pmatrix}
  3 & 3 & 3 & 3 & 3 & 0 & 0 \\
  0 & 3 & 6 & 0 & 3 & 6 & 3 & 3
\end{pmatrix}.$$ 

**Example 52.** Let us consider the case $\mathbb{Z}/27\mathbb{Z}$ and $k_1 = 1, k_3 = 1$. Let

$$\tilde{u}_0 = (1, 1, 1, 2, 2, 2, 4, 4, 4, \ldots, 13, 13, 13),$$

i.e., the tuple consisting of 3 repetitions of all elements in

$$\{1, 2, 4, 5, 7, 8, 10, 11, 13\},$$
let \( u_1 = (3, 3, 6, 6, 12, 12) \) and \( u_2 = (9, 9) \). Let \( a \) be the tuple consisting of 9 repetitions of \((0, 9, 18)\) and \( b \) be the tuple consisting of 4 repetitions of \((9, 18)\). Then the matrix

\[
G = \begin{pmatrix}
\tilde{u}_0 & u_1 & u_2 & 0 \\
9 & a & b & 0
\end{pmatrix}
\]

generates a Lee-equidistant code.

**Example 53.** Let us consider the case \( \mathbb{Z}/27\mathbb{Z} \) and \( k_2 = 1, k_3 = 1 \). The following matrix generates a Lee-equidistant code

\[
G = \begin{pmatrix}
3 & 3 & 3 & 6 & 6 & 6 & 12 & 12 & 9 & 9 & 0 \\
9 & 18 & 9 & 18 & 0 & 9 & 18 & 9 & 18 & 9
\end{pmatrix}
\]
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