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Abstract: The massive development of virtualized infrastructures, Internet of Things (IoT), and Wireless Sensor Network (WSN) in recent years has led to an increase in quality requirements for the management and reliability of underlay communication networks. Existing converged networks must therefore guarantee specific quantitative and qualitative parameters of different network communication services to meet customer requirements. However, the quality of the services operated is very negatively affected by an unpredictable failure of a communication link or a network node. In such situations, communication is typically interrupted for a period that is difficult to predict, and which can lead to significant financial losses and other negative effects. Internet Protocol Fast Reroute (IP FRR) technology was developed for these reasons. The paper presents the proposal of the new Enhanced Bit Repair (EB-REP) IP FRR mechanism, which offers significant improvements over its predecessor, the B-REP mechanism. The EB-REP offers protection against a single failure and only for selected critical IP flows. The EB-REP provides advanced protection against multiple failures in a protected network domain and the protection can be provided for all network flows. The EB-REP calculates alternative paths in advance based on link metrics, but also allows the construction of alternative paths independently of them. The construction of alternative FRR paths uses a standardized tunneling approach via a unique field Bit-String. Thanks to these features, EB-REP is an advanced contribution to solving IP FRR-related problems, which enables the use of EB-REP in many network deployments, but especially in network solutions that require reliable data transmission.
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1. Introduction

In 2020 and 2021, communication networks have faced and will face challenges due to the spread of the COVID-19 virus [1]. COVID-19 has moved most offline meetings and services into online spaces and led to a further radical increase in the traffic generated in existing IP networks [2]. Today, IP networks, as a true example of today’s converged networks, face the challenge of meeting the diverse requirements of a wide portfolio of communication services, whether used by humans or machines. The network is therefore required to meet very specific and diverse qualitative and quantitative parameters for a diverse range of services operated, where others are for real-time communication services [3], wireless sensor services [4–9], mission-critical services, Software-Defined Networking (SDN) [10] and other important systems such as intelligent transport systems [11]. These services, to provide the expected quality and functionality, have their critical network performance requirements, including delay, availability, jitter, and packet loss [12–15]. Moreover, all these factors are thus negatively affected by unpredictable links or node failures in the network. In this situation, a network device is unable to route data correctly based on its current information, as some of its routing information is no longer valid. Therefore, the network device (a router) must start a network convergence process, in which it informs
the neighbors about the change and updates its routing knowledge based on the mutual exchange of current routing information. The length of the network convergence process is affected by the complexity of the network and the routing protocol used in the network. Until the process is complete, the routing of packets is performed based on outdated or missing entries, and many packets may be lost. Great efforts have been made to reduce the time required for a routing protocol to advertise information about network changes and recalculate the new set of shortest routes [14–23]. However, simply shortening the routing protocol timers to achieve faster network convergence is not recommended as this can lead to network destabilization by making the routing protocol too responsive [24–26]. To meet these complex requirements, it is therefore necessary for Internet Service Provider (ISP) to deploy and correctly use multiple solutions to ensure a reliable connection for the customers and the services they offer. One of the types of mechanisms that focus on situations of unexpected network failures is the IP Fast Reroute (hereinafter referred to as IP FRR or FRR) mechanisms (Figure 1). Addressing these issues, the IP Fast Reroute mechanisms have been developed to decrease the network convergence time and minimize traffic losses [27–32].

To achieve rapid traffic recovery, the first of the IP Fast Reroute mechanisms calculates an alternative path in advance, before the link or node fails. When a failure is detected, for example, detecting the loss of carrier, the FRR-enabled router immediately uses this backup path in response to the failure and forwards packets to a new neighboring router on the alternative path, rather than just starting convergence and calculating a new path, as it is common in traditional routed networks. Using current IP FRR approaches, the average routing recovery time ranges from 20 to 50 ms [33].

1.1. IP Fast Reroute Fundamentals

In this subsection, we will describe the elementary terminology related to the IP Fast Reroute technology, which will then be used throughout the paper. An example is shown in Figure 1. The source (S) router is a router that has detected a fault of a directly connected line or has detected the unavailability of a neighboring router. The S router activates a local FRR repair process and initiates FRR repair. This router is also referred to as the Point of Local Repair (PLR). FRR then distinguishes the destination (D) router, where the alternative path ends. It typically occurs in a situation where an alternative path is constructed through multiple network nodes, via a so-called multi-hop. Then, we have N1, N2, … N routers, which are also referred to as alternative next-hops. These additional routers form a given alternative path as the chain of forwarding next-hop nodes located on the path between routers S and D. Finally, we distinguish the router R, which is a router that is not actively involved in FRR repair.

![Figure 1. IP Fast Reroute (FRR) technology. S, source router; N1 (1—index of router), alternative next-hop router; D, destination router; R1, router 1 not actively involved in FRR repair.](image-url)
In the case of connection failure detection, the following simplified IP FRR process takes place on a router. It can be divided into the following phases:

Zero phase (the preparation)—setting up the protected interface. The FRR mechanism then starts the calculation of alternative paths used in the case of failure on the protected lines.

First phase—detection of line error or neighbor unavailability by specialized FRR technology. At this phase, the FRR mechanism is activated.

Second phase—temporary modification of the routing information concerned by the FRR mechanism. At this phase, a precalculated alternative path is installed and used for data delivery. The FRR mechanism is active.

Phase three—the routing protocol updates the routing information in the background. The FRR mechanism still provides temporary routing information used to route packets, at least until the network convergence is complete. The FRR mechanism is active.

Fourth phase—the routing protocol has completed the necessary update of the routing information. The FRR mechanism is deactivated, and packets are routed using the information provided by the routing protocol.

1.2. Link Versus Node Protection

The operation of FRR is based on two basic principles, which are the focus of the protection provided by the FRR: we distinguish between a protected interface or link and a protected node. A protected link is a line, where in the event of a failure, all communication that passed through the link will be redirected using FRR [34–38]. A protected node is a device on a network (such as a router) that will be protected by the FRR mechanism, including all its lines. Line protection helps to ensure that traffic from the router S (Figure 2, R1) passes through a particular line (or interface) on an alternative path to a next-hop router (or switch; Figure 2, R4), through which it will be further routed to the original next-hop router (Figure 2, R2). In other words, the device bypasses the failed link by an alternative path that includes the original next-hop router (Figure 2, green arrows).

Node protection expands the possibilities of line protection. Node protection ensures that communication from the router passing through the next-hop router will be delivered even if the next-hop router fails. In other words, the FRR mechanism calculates an alternative path that bypasses the failure of the next-hop router in such a way that the original next-hop router for the specific destination D will not be part of the alternative path (Figure 2).

Existing FRR mechanisms usually focus on scenarios where they provide FRR protection in situations when there is only one failure in a network.
In this paper, we present an FRR mechanism called the Enhanced Bit Repair (EB-REP) FRR mechanism (hereinafter EB-REP), which provides advanced reroute protection. EB-REP is an advanced version of the legacy Bit Repair (B-REP) [39] mechanism that removes its disadvantages and offers functions that enable IP FRR network protection even in situations with multiple outages, and besides, if necessary, for all flows within the protected domain. EB-REP can be compared to other well-known existing solutions, such as Loop-Free Alternates (LFA) or Remote Loop-Free Alternates (R-LFA). Moreover, as an advantage, EB-REP uses a standardized BIER (Bit Index Explicit Replication) header and efficient alternate route marking with Bit-String values, which allows us to define the entire alternative multi-hop FRR path. The EB-REP mechanism can provide full repair coverage. The EB-REP can be deployed in an IP network that uses link-state protocols, such as the Open Shortest Path First (OSPF) or Intermediate System to Intermediate System (IS-IS).

The remainder of this paper is structured as follows: Section 2 contains an analysis of existing FRR solutions and discusses their problem areas. Section 3 describes the original B-REP FRR mechanism and its properties. Section 4 proposes the new Enhanced B-REP FRR mechanism. Section 5 focuses on the evaluation of the EB-REP mechanism and compares its features with other FRR solutions. Section 6 represents a discussion of the obtained results. Section 7 presents the conclusions of our work.

2. Related Works

In recent years, the IP Fast Reroute technology has experienced massive research interest. In the IoT and IP network areas, several existing solutions dealing with rerouting problems have been proposed [40–42]. As a result of the FRR development, there are two main groups of FRR solutions—reactive and proactive. Most of the existing FRR solutions are proactive, which means they use the calculation of an alternative FRR path in advance [17,33,37,43,44].

The well-known proactive IP Fast Reroute mechanisms, according to our analysis done in recent years, are LFA [17,45,46] and its enhanced version R-LFA [17,44,47], Multiple Routing Configurations (MRC) [23,48,49], and several FRR mechanisms based on alternative trees [35,50–53]. Amongst them, the Maximally Redundant Trees (MRT) is the most used [54,55].

The LFA IP Fast Reroute mechanism was one of the first and is immensely popular. Several other enhanced versions of it have been proposed, such as the Directed LFA [56] and Topology-Independent LFA (TI-LFA) [56]. Only a few existing FRR solutions, such as LFA and R-LFA, are implemented in real router operating systems.

The reactive IP Fast Reroute mechanisms include only Multicast Repair (M-REP) [57] and Enhanced M-REP [58].

In the following two subsections, we provide a brief description of two FRR reactive mechanisms with LFA and one representative FRR reactive mechanism, M-REP.

2.1. Loop-Free Alternates and Remote-LFA FRR

The LFA FRR mechanism uses a loop-free alternate next-hop to bypass failed element in the network [59]. LFA uses specific conditions to select a loop-free next-hop router. Therefore, the LFA is only reliable in topologies with a high mesh architecture and “correct” metrics. The LFA next-hop can be selected only if the potential backup next-hop is loop-free. There are many situations where LFA is unable to select the next-hop correctly.

Because the LFA FRR mechanism has a problem with determining a valid next-hop in some topologies and under specific conditions, and therefore its deployment is not possible here, an extended version called Remote LFA has appeared. The main enhancement in the case of the Remote LFA is the use of the remote, loop-free router that is more than one hop away from the source router S. Being able to reach this remote loop-free router, the Remote-LFA FRR mechanism creates a tunnel from the source router S to the remote loop-free router (D router). When packets enter the tunnel, they are encapsulated (tunneled). When
they reach the tunnel endpoint, they are decapsulated. After the decapsulation process, packets are routed via classic IGP unicast routing.

2.2. The Multicast Repair Mechanism (M-REP)

There are not many IP FRR solutions with reactive behavior. This is because a key feature of existing proactive FRR solutions, namely the fast reroute capabilities, is the fact that alternative backup paths are calculated in advance. However, we have addressed this issue in some of our previous works, culminating in a functional proposal of our Multicast Repair (M-REP) mechanism, the first reactive FRR solution [57,58]. The M-REP FRR mechanism uses the well-known Protocol Independent Multicast—Dense Mode (PIM-DM) version of the multicast routing protocol.

The PIM-DM is characterized by its specific flooding behavior, which is performed at the beginning of the multicast transmission and subsequent periodic intervals. M-REP uses this specific behavior to flood FRR traffic around the failed element in the network. The M-REP mechanism of the source router $S$, upon failure detection, encapsulates the unicast protected traffic to the multicast traffic characterized by the specific $(S, G)$ multicast pair and floods it around the failed segment toward the router $D$ (Figure 3).

To make it work properly and to be able to build a multicast distribution tree, the M-REP proposes the modification of the PIM-DM Reverse Path Forwarding (RPF) check. Using the modification, each M-REP enabled router creates RPF interfaces of the first arrival and the M-REP backup path is created as follows: $S$–$R1$–$D$. Destination router $D$ removes the added M-REP multicast header and restores communication to the original state.

A further development is the optimized version called the Enhanced Multicast Repair (EM-REP) [58], which extends the use of multicast even for multiple failures (Figure 3) and supports the optimization of multicast flooding behavior in networks with multiple areas (OSPF, IS-IS).

2.3. Problem Areas

If we look at the issue of FRR mechanisms, research from recent years, including ours, identifies some problem areas that arise from the characteristics of recently developed FRR mechanisms. Table 1 provides a brief summarization and comparison of these FRR solutions. Due to lack of space, in the following subsection, we will mention just three of them, which we deem the most interesting and critical.
Table 1. Comparison of existing FRR solutions.

| Feature                         | B-REP | EM-REP | MRC | MRT | Not-Via Addresses | LFA | R-LFA | D-LFA | TI-LFA |
|---------------------------------|-------|--------|-----|-----|-------------------|-----|-------|-------|--------|
| 100% Repair Coverage            | Yes   | Yes    | Yes | Yes | Yes               | No  | No    | Yes   | Yes    |
| Custom Alternative Path         | Yes   | No     | Yes | No  | No                | No  | No    | No    | Yes    |
| Precomputing                    | Yes   | No     | Yes | Yes | Yes               | Yes | Yes   | Yes   | Yes    |
| Packet Modification             | Yes   | Yes    | Yes | Yes | Yes               | No  | Yes   | Yes   | Yes    |
| Link-State dependency           | Yes   | No     | Yes | Yes | Yes               | Yes | Yes   | Yes   | Yes    |

B-REP—Bit Repair. EM-REP—Enhanced Multicast Repair. MRC—Multiple Routing Configurations. MRT—Maximally Redundant Trees. LFA—Loop-Free Alternate. R-LFA—Remote Loop-Free Alternate. D-LFA—Directed Loop-Free Alternate. TI-LFA—Topology Independent Loop-Free Alternate.

2.4. Full Repair Coverage with Multiple Failures Support

Repair Coverage is the term that describes the efficiency of IP Fast Reroute mechanisms. If a particular IP Fast Reroute mechanism can repair all possible network failures, this means that the mechanism provides 100% repair coverage. The repair coverage is usually used to refer to the testing scenarios with only one failure.

If the FRR mechanism uses only metrics to calculate an alternative FRR next-hop router, it cannot provide 100% repair coverage. Provider topologies are diverse, and there may be situations where line metrics do not meet the requirements of a specific FRR mechanism to calculate a new next-hop router [60,61].

Scientific articles present various results of measurements of repair coverage of specific FRR mechanisms [60,62,63]. In the current situation, there is no precise methodology for measuring repair coverage. Therefore, different topologies and tests are used for repair coverage measurements.

Nowadays, connection reliability is more important than before. Therefore, when addressing the development of FRR mechanisms, it is appropriate, or even highly desirable, to consider solutions that support recovery scenarios for multiple network failures [32,35,64–66].

2.5. Cost-Based Calculations

The majority of existing IP Fast Reroute mechanisms, such as the LFA [59] and R-LFA [29], calculate the backup path based on the cost of link metrics. There are several publications related to routing algebra [67–69]. However, in some circumstances, these FRR solutions are unable to calculate alternative next-hop routers. Figure 4 shows an example of a topology where the LFA mechanism can select the loop-free next-hop router N1.

![Figure 4. The LFA mechanism with correct metrics.](image)

However, if the link metric between routers R2 and R3 changes from 1 to 10, the conditions used in the LFA mechanism leads to a situation where the LFA will not be able to calculate the correct loop-free next-hop. Therefore, it is demanding to design such
FRR mechanisms that are capable of selecting a backup path even in situations that have incorrect or unsuitable metrics [58].

2.6. Per-Prefix Calculation

The original B-REP mechanism was designed to protect only a few critical flows. This feature dramatically limited the use of the B-REP mechanism. Therefore, we have focused our efforts on improving the original B-REP mechanism so that we can provide the maximum possible protection for all faults affected by the fault. This behavior is called the per-prefix calculation in the IP Fast Reroute domain [70].

2.7. Research Goal (Research Aims and Objectives)

Based on the abovementioned facts resulting from the analysis performed in the last years of our focus on FRR, we consider it important to focus our research on the development of such FRR solutions that would provide an answer to these three areas. Therefore, our goal was to develop an FRR mechanism that works with link metrics but also allows the construction of alternative paths independently of them, can handle multiple network failures, and, if possible, uses standardized approaches, for example for multi-hop tunneling solutions. The result of our research is the removal of significant limitations of the B-REP mechanism. This has led to the incorporation of completely new extensions and the emergence of the EB-REP mechanism, which in our view, meets the critical identified requirements for a modern FRR mechanism.

3. The B-REP Mechanism

This paper deals with the design of new extensions overcoming the limitations of the original B-REP algorithm [39]. However, before we address them, we will describe key features of the original B-REP algorithm. The B-REP algorithm is a kind of proactive FRR mechanism that uses encapsulation (tunneling) techniques. Some existing FRR solutions use various proprietary solutions to define an alternative route. Unlike these, we have proposed that the B-REP uses a standardized header. The B-REP (and its successor EB-REP) for tunneling purposes therefore uses the standardized Bit Index Explicit Replication (BIER) header [71,72] (Figure 5).

![Figure 5. Bit Index Explicit Replication (BIER) header. BIFT-id—Bit Index Forwarding Table id. TC—Traffic Class. S—Not used in non-MPLS network. TTL—Time to Live. Ver—Version. BSL—BitString length. OAM—Optional bits. Rsv—Reserved. DSCP—Differentiated Services Code Point. Proto—Next Protocol. BFIR-id—Bit-Forwarding Ingress Router.](image)

We suggest using a BIER header, among other things, that contains a special field called the Bit-String (BS) (Figure 6). The Bit-String is an array of bits, in which each bit indicates exactly one specific router in the BIER domain [73,74].
The BS field allows the B-REP algorithm to efficiently carry an alternative path. This alternative path is the result of a precalculation of the backup route performed by the Dijkstra algorithm. The backup route is calculated in the case of failure of the protected link and the specific flow routed above it. Thanks to the use of the BS field, the B-REP can efficiently and accurately specify the entire alternative path as the BS value. The BS value consists of the B-REP router identifiers (B-REP R-ID) of each router on the path.

The idea behind the B-REP design was the need to protect important customer flows carried via an ISP network. The B-REP FRR protects against link or node errors, but the Reroute calculation of protected interface redirection is based only on the predefined destination IP address (or a few of them). The address must be exactly specified by an administrator. The original B-REP does not support calculations in a wide range of all error-affected prefixes.

In addition to the BS field, the B-REP uses two specific tables for its operation. The first table is named the B-REP Table (B-REP T), and the second table is called the B-REP Backup Table (B-REP BT).

The B-REP table is initialized and is filled by the B-REP process first. The B-REP table maintains a list of all routers in the area, their B-REP router identifiers (B-REP R-IDs), and the corresponding Bit-String values (Figure 7, Table 2). Two of the values contained in the B-REP table are necessary parameters required for the correct operation of B-REP. The B-REP algorithm requires that each B-REP router must be uniquely identified within the B-REP protection domain. This unique identity of each B-REP router in the area is maintained in the B-REP R-ID. The second parameter is the corresponding Bit-String bit position of each router, which is used to generate the BS values. The BS position is derived from the B-REP R-ID. The B-REP table is created on each B-REP capable router during the algorithm initialization phase independently. The initialization of the B-REP T must end on all routers in the same way. Therefore, for the purpose of the B-REP R-ID assignment process, we assume either manual or dynamic assignment. Manual mode presupposes administrator intervention. Dynamic mode assumes the derivation of a B-REP R-ID from another unique identifier already used by routers. If B-REP routers use some type of Link-State (LS) unicast routing protocol, this mode is the preferred option; the reason being that LS unicast routing protocols, according to their nature, use the Link State Database (LSDB). The LSDB is the same on all routers. The LSDB contains complete topology information about all routers in the network and assumes the use of an ID as a unique identifier of the vertices of the network graph representation constructed by the LS protocol.

For the sake of clarity and the OSPF protocol used, we assume the following example of B-REP R-ID assignment process. First, the B-REP mechanism reads the OSPF LSDB and loads OSPF router IDs. Then, B-REP ranks all routers in the OSPF routing domain according to their OSPF Routers IDs in ascending order (Figure 7) and starts to assign B-REP R-IDs. The router with the lowest OSPF router ID obtains the first B-REP Router ID (B-REP R-ID = 1). This R-ID will also indicate the first position of the router in the Bit-String value. The router with the highest OSPF router ID will obtain the highest B-REP R-ID. In a network consisting of fifteen routers, the highest B-REP R-ID will be 15.
Figure 7. Allocation of Bit-String position according to the B-REP Router ID.

Table 2. B-REP Table—Bit-String allocation according to B-REP R-ID.

| Router   | Router ID (OSPF) | B-REP R-ID | Bit-String Position (B-REP) |
|----------|-----------------|------------|-----------------------------|
| Router 1 | 1.1.1.1         | 1          | ... 00001 (LSB)             |
| Router 2 | 2.2.2.2         | 2          | ... 00010                   |
| Router 3 | 3.3.3.3         | 3          | ... 01000                   |
| Router 4 | 4.4.4.4         | 4          | ... 01000                   |
| Router 5 | 5.5.5.5         | 5          | ... 10000                   |

R-ID—Router ID. OSPF—Open Shortest Path First.

For a topology consisting of five routers, as is shown in Figure 7, the final assignment of the B-REP R-IDs and BS mapping may look like the data presented in Table 2.

After the initiation, the B-REP algorithm proceeds as follows: The algorithm for each of the preconfigured IP addresses and protected interfaces will construct the B-REP Backup Table (B-REP BT). The entry of B-REP table contains the identity of the protected interface; the B-REP R-ID of a destination router (D router), which decapsulates tunneled packets; and the Bit-String value, which exactly specifies the entire backup route from the router (S router) to the destination router.

B-REP BT is calculated in the following way: Each B-REP enabled router for each protected interface (metric set to infinity) and specified IP address of a protected flow specifies the destination router D. The D router is selected by using Dijkstra’s algorithm.

B-REP then calculates the backup path towards this router using Dijkstra’s algorithm and the local LSDB. Thanks to the use of the LS routing protocol in the backend, the B-REP algorithm is topology-aware. Finally, the B-REP sets the Bit-String value of the backup path. This BS value represents the list of BIER routers traversed from the source S to the destination router D (Table 3) in a hop-by-hop manner. Table 2 shows an example of how the precalculated B-REP Backup paths of the topology example are expressed using BS values.
The backup route is used in the case of protected interface failure. This means that if the router detects a link failure or a neighboring router connected through a protected link becomes unavailable, the router will start using the IP FRR mechanism and its pre-prepared backup plan. The B-REP algorithm starts encapsulating original IP packets using the BIER header. In the header’s BS field, the router writes the prepared correct BS value that represents the alternative route from a router that detects the problem (called as S router) towards the D router. By BIER encapsulation and correct BS value, the original packets are virtually tunneled around the failed element.

Let us briefly explain the elementary principles of B-REP FRR on a more illustrative example of the topology shown in Figure 8. We have already used the topology to illustrate examples of B-REP tables. Assume that the link between R1/R3 has failed and the protected flow directed towards the destination is therefore affected. Router 1 detects the link failure and becomes the router S. Router S selects a given backup path from the B-REP BP table based on the identity of the failed interface and the specific IP address of the protected flow. The S router encapsulates the packet of the original flow with a new BIER header and inserts the corresponding BS value into the BS field. The BS value of 01110 specifies a route towards the next-hop based on the BS bits (R4). R2 then sets its own bit of the BS value to 0. This prepares backup plan. The B-REP algorithm starts encapsulating original IP packets using the BIER header. In the header’s BS field, the router writes the prepared correct BS value that represents the alternative route from a router that detects the problem (called as S router) towards the D router. By BIER encapsulation and correct BS value, the original packets are virtually tunneled around the failed element.

Let us briefly explain the elementary principles of B-REP FRR on a more illustrative example of the topology shown in Figure 8. We have already used the topology to illustrate examples of B-REP tables. Assume that the link between R1/R3 has failed and the protected flow directed towards the destination is therefore affected. Router 1 detects the link failure and becomes the router S. Router S selects a given backup path from the B-REP BP table based on the identity of the failed interface and the specific IP address of the protected flow. The S router encapsulates the packet of the original flow with a new BIER header and inserts the corresponding BS value into the BS field. The BS value of 01110 specifies a route via R2, R4, and R3. Based on the BS values, R1 sends a BIER packet towards the next-hop of a new alternative route, router number 2.

![OSPF AREA 0 Diagram](image_url)

**Figure 8.** Detection of a failure and the reaction of the B-REP mechanism.

The next-hop router, i.e., router 2 (router R), receives the B-REP packet. As it is a BIER packet, it does not use traditional IP routing. Instead, it analyses the BS and selects the next-hop based on the BS bits (R4). R2 then sets its own bit of the BS value to 0. This indicates that the R2 router has successfully processed the B-REP packet. R2 then forwards the packet to R4. R4 repeats these steps and switches the packet to R3. Finally, the D router R3 receives the B-REP packet. R3 detects that the BS already has only one bit set to 1 and that this bit corresponds to itself. This fact indicates that router 3 is the destination of this
B-REP packet. R3 is router D, the last B-REP router of the alternative B-REP route, where the B-REP FRR processing also ends. Therefore, R3 completely removes the BIER header and restores the packet to its original state. R3 routes the packet to its destination using a native unicast routing process. Router S can deactivate the B-REP mechanism in several ways. After the routing protocol convergence process is completed, or after the expiration of the special timer.

The B-REP is the result of research focused on the protection of critical IP flows, i.e., flows of special significance, purpose, or priorities. Therefore, the B-REP IP FRR mechanism aims at the FRR protection of the limited number of specific IP flows and has been designed and tested to protect against a single network failure. The B-REP solves this well. However, such a property may, under certain conditions, be considered as a limitation of the mechanism, for example in situations where multiple failures occur. Another limitation of the B-REP is its granularity. The B-REP protects only a few selected important flows. These are the main drivers that have led our research to define a more flexible and modern IP FRR mechanism. The output is the Enhanced B-REP, which addresses the abovementioned B-REP limitations and offers multi-failure protection for all network flows.

### 4. The Proposal of the Enhanced B-REP Mechanism

The B-REP mechanism, which was described in more detail in the previous chapter, was considered in terms of deployment for networks with lower expected throughput. Therefore, we focused on the ability to protect only a few, yet critical, flows from the failure of the protected interface. The simulations confirmed the functionality of this concept. Therefore, we focused on finding a more general approach, with the design of B-REP properties that protect against one or more errors, but for all affected flows. The concept will, of course, still support the original functionalities. However, with the new features, it will also be suitable for more complex networks or networks with higher throughput. Lack of protection against multiple network outages is a weakness of most of the FRR mechanisms analyzed.

In this chapter, we present a significant improvement of the B-REP mechanism. For differentiation, we call the enhanced version Enhanced B-REP (EB-REP), with an impact on all tables used. EB-REP enhances the original design to support protection against multiple network outages with FRR calculations for each protected interface, and thus for all network prefixes affected by the failure.

EB-REP will work as follows: At the end of a router boot process (or after the EB-REP initial configuration), the EB-REP mechanism must wait for the unicast routing process to complete, i.e., the end of network routing convergence. Then, the EB-REP process initializes the EB-REP table (EB-REP T). This means that EB-REP must assign a unique EB-REP ID and a corresponding Bit-String position value to each router within the EB-REP protection domain. The EB-REP protection domain is a continuous area of EB-REP enabled routers. The table initialization process is identical to the B-REP one. At the end of the process, each EB-REP enabled router has populated an identical local EB-REP table (Table 4).

| LS R-ID | EB-REP ID | Router Bit-String Position |
|---------|-----------|----------------------------|
| R1      | 1.1.1.1   | 1                          | 0000 0001 |
| R2      | 2.2.2.2   | 2                          | 0000 0010 |
| R3      | 3.3.3.3   | 3                          | 0000 0100 |
| R4      | 4.4.4.4   | 4                          | 0000 1000 |
| R5      | 5.5.5.5   | 5                          | 0001 0000 |
| R6      | 6.6.6.6   | 6                          | 0010 0000 |
| R7      | 7.7.7.7   | 7                          | 0100 0000 |
| R8      | 8.8.8.8   | 8                          | 1000 0000 |
Subsequently, each router must prepare an EB-REP backup table (EB-REP BT), which is the main working database of the EB-REP algorithm. To perform this, the EB-REP process first obtains a list of protected interfaces (given by the EB-REP configuration). The EB-REP FRR protection can be enabled on some as well as all interfaces of an EB-REP enabled router. The EB-REP then retrieves from the unicast routing table all network IP addresses that the router uses to route individual packets over protected interfaces.

As a next step, the EB-REP will start calculating alternative paths for each identified network IP address (network prefix), which will be used in case of protected link failure. Like B-REP, EB-REP uses the Dijkstra algorithm to calculate an alternative path. The Dijkstra algorithm accurately determines the list of passing routers from a given local router to the egress router of the EB-REP domain (D router) closest to the given destination network IP address. EB-REP identifies routers of the path from the unique Bit-String value of the alternative path. Finally, all this information is written in the EB-REP BT (Table 5).

One EB-REP BT entry consists of the output interface used to route the packet of an affected flow, the IP address of the flow itself, and finally, the BS value of the alternative path.

| Output Interface | Prefix         | Path Bit-String Value |
|------------------|----------------|----------------------|
| E1               | 192.168.1.0/24 | ... 0110 1000 (LSB)  |
| E2               | 192.168.2.0/24 | ... 1001 0100 (LSB)  |
| E3               | 192.168.3.0/24 | ... 0000 1010 (LSB)  |
| E4               | 192.168.0.0/24 | ... 0000 1001 (LSB)  |
|                  |                | ...                   |

Here is the first difference and improvement over the legacy B-REP process. Once the EB-REP FRR is enabled on all interfaces and the EB-REP BT is calculated, the EB-REP mechanism provides FRR protection for all IP addresses affected by a network error (protected interface or neighbor).

This approach also has its disadvantages. Per-prefix protection calculates one alternative backup path for each network prefix. Therefore, each prefix will have one best-metric backup path calculated. The problem with this method is the high overhead on the CPU and memory.

The process of EB-REP tables initialization is performed for the first time as the EB-REP mechanism is initialized and then each time after each routing convergence ends or EB-REP configuration is done. After EB-REP tables’ initialization, the EB-REP process stays in the monitoring mode.

In the case of a network error, either failure of a protected interface (interface state changed to down/down on ISO OSI layer 1 (L1) or (L2) or neighbor unavailability (using BFD protocol detection), EB-REP proceeds as follows, as in the example shown in Figure 9. Suppose we have eight routers and a packet flow routed over the network between a source (with an IP address of 192.168.0.1) toward a destination (identified by an IP address of 192.168.1.1). The shortest primary path used to route packets is through R1 → R3 → R5 → R7.

The router that detects the first failure becomes the source router S. The S router starts the routing protocol convergence process and uses the EB-REP FRR protection mechanism until it obtains new updated routing information. The EB-REP mechanism uses the encapsulation of the original IP packet with an additional BIER header (EB-REP header). The EB-REP header contains the correct alternative route specification stored in the Bit-String header field. To obtain the BS value, router S searches in the EB-REP BT for the affected destination IP address and the identity of the failed protected interface. Router S reads a given Bit-String value of the backup path, encapsulates the packet, and sends it out through an active interface to the precalculated next-hop EB-REP node (router N).
Figure 9. The principle of EB-REP.

The N router is neither a source nor a destination; it is a router along the way. The N router receives a packet with the BIER header and checks whether the BS value has more than one bit set. Router N then adjusts its bit in the BS (meaning that the packet has been processed) and forwards the EB-REP packet towards the next-hop according to the BS value.

In our situation, it is the R3 router that has detected the unavailability of its E1 interface and faces the problem of how to route packets towards the destination 192.168.1.1. R3 becomes the router S. R3 searches its local EB-REP BT to find the correct BS value of the alternative path for 192.168.1.1 and encapsulates the packet using the BIER header with the path BS value of “...0110 1000” (Figure 9). Finally, R3 routes the EB-REP BIER packet to the EB-REP next-hop, here R4. R4, as the N router, processes the packet, sets R4’s bit in the BS value to zero, and routes the packet according to the BS value to another directly connected next-hop router, R6.

The second improvement of the EB-REP mechanism is the protection against multiple network failures. The router R6, like another router N, will normally repeat what R4 did: sets its associated bit in the BitString to zero and checks BS for another next-hop, which is R7, and forwards the EB-REP packet.

However, if another failure occurs on the backup path, the EB-REP will react differently. Once the router control plane detects and reports the connectivity failure, the new reroute process must start. The N router becomes a new S router (to differentiate it, let us call it S2). The EB-REP mechanism on the S2 router first reads the destination IP address inside of the packet IP header. Then, the router S2 looks inside its EB-REP Backup Table and selects its precalculated BS value according to the destination address of the original packet. This BS value is then inserted as a new BS value into the EB-REP packet header.

In principle, there are two cases where, in addition to our first, other failures can occur. The first case is when there is another outage in another part of the network and outside the currently used alternative EB-REP route. In this case, the EB-REP mechanism behaves the same as when a new error is detected (a router becomes the new S router). That is, the EB-REP finds a new precalculated Bit-String of an alternative path, creates an EB-REP packet, and inserts the BS value into the EB-REP header.

The second situation is that an existing alternative EB-REP route fails, which means that packets are already routed (switched) based on the BS value and not their destination IP address. In this case, the question is, can failure occur on the precalculated alternative path for D, where the router acts as R? The alternative path calculated by each router (including S1) is the second shortest possible path for D. That means that for other routers on this alternative path (including S2), an alternative path will be the shortest and primary for a specific D. Therefore, if there is a second outage on our main alternative path calculated...
from S1 to D, and the N router (new S2) detects a failure on the next-hop according to the Bit-String-based routing (decided by the S1), it is an outage on the primary unicast next-hop route to the destination from the S2 point of view. Therefore, S2 has already precalculated an alternative path to D. This alternative path from S2 will replace the alternative path from S1.

If we apply this behavior to our situation, router R6 detects an outage on its primary path toward D (R7), which is part of the alternative path decided by R3 (S). Therefore, R6 must reroute the EB-REP packet to an alternative next-hop. For this purpose, the R6 uses its precalculated EB-REP backup path and modifies the existing Bit-String with a value of “… 0101 0000” and forwards the packet toward the new next-hop, router R5. R6 becomes the new router S (S2). This adjustment of Bit-String values ensures the process of multi-failure protection.

Finally, the EB-REP packet is routed through R5 and to destination D, router R7. R7, as the last router on the path, receives the EB-REP packet with a Bit-String value of “0100 0000”. After processing, the router sets the last bit in the Bit-String to zero, which means that all bits are now zero. This indicates to the EB-REP router that the decapsulation process needs to be performed. Therefore, the R7 router decapsulates the IP packet by removing the added BIER (EB-REP) header. Packets are then routed forward using unicast routing.

The EB-REP State Diagrams

To better understand the activities of the EB-REP mechanism, we created state diagrams of the activities of the respective routers. These are state diagrams describing the state and transient activities of the S router (Figure 10, Table 6), and as well as the D and N routers (Figure 11, Table 7). These three types of routers are involved in the EB-REP FRR process.

![Figure 10. The EB-REP mechanism state diagram of router S. Init—Initialize](image-url)
Figure 11. The EB-REP state diagram for D and N routers.

The EB-REP process of the mentioned routers can move between the states described in the following tables.

**Table 6. States of the EB-REP mechanism for router S.**

| State:          | Event:                | New state: | Action:                                                                                      |
|-----------------|-----------------------|------------|----------------------------------------------------------------------------------------------|
| Init            | Any condition         | Init       | Initialization of the EB-REP process on the router.                                            |
|                 | Startup               |            | Initialization of the EB-REP table and designation of EB-REP R-IDs and corresponding Bit-String position values. |
|                 |                       | Router S   | If the router detects a connectivity failure on the protected output interface, it becomes router S. Router S searches the EB-REP backup table for the affected destination IP address and the identity of the failed protected interface. |
|                 |                       |            | The mechanism is initialized for the first time and then after each routing convergence. After these activities, the EB-REP stays in the monitoring mode. |
| Router N        | Detection of protected interface failure | Router D | 1. Forwarding the EB-REP packet to the new next-hop according to the new Bit-String and the B-REP Table. |
| Router D        | Process received affected packets OR convergence not finished OR control signal not received OR timer did not expire | Router exS| 1. Modify the Bit-String (indicate that packet is processed) |
|                 |                       |            | 2. Forwarding the EB-REP packet to the next-hop according to the Bit-String and the EB-REP Table. |
|                 |                       | Router S   | 1. An additional header (decapsulation process) is removed from the received packet. |
|                 |                       |            | 2. The packet is delivered to the next-hop according to the unicast routing table. |
|                 | Receiving a EB-REP packet |            | 1. Search the EB-REP for new BS value of the new backup path. |
|                 | Receiving a EB-REP packet with BIER header |            | If the router detects a connectivity failure on the protected output interface, it becomes router S. Router S searches the EB-REP backup table for the affected destination IP address and the identity of the failed protected interface. |
|                 | Receiving a EB-REP packet with BIER header AND detecting a last bit = 1 in the Bit-String |            | Router S reads a given Bit-String value of the backup path. |

- Expired timer OR control signal

Expiration of timer OR control signal
Table 6. Cont.

| State: Router S | Event: Recovery of connection on protected interface OR control signal received OR timer expired. | New state: Init | Action: The S router stops the EB-REP encapsulation of the protected flow and changes to the Init state. In the Init state, it must reinitialize the EB-REP table and EB-REP backup table. |

Table 7. States of the EB-REP mechanism for routers N and D.

| State: Init | Event: Receiving an EB-REP packet with a BIER header. | New state: Router N | Action: A router has received a packet with a BIER header. Checks the Bit-String value. If BS has more bits set, the router becomes the N router. |
| State: Router N | Event: Process received EB-REP packets. | New state: - | Action: Modify the Bit-String (indicate that packet is processed). Forward the EB-REP packet to the next-hop according to the Bit-String value. |
| State: Init | Event: Receiving an EB-REP packet with a BIER header with the last bit set | New state: Router D | Action: A router has received an EB-REP packet. Checks the Bit-String value and detects that values have only the last bit set, and at the same time, that the bit corresponds to itself. The router becomes the D router. |
| State: Router D | Event: Process received EB-REP packets. | New state: - | Action: Removes a BIER header (which means that packet is decapsulated and returned to its original state). Routes the original packet via the unicast routing table. |
| State: Router N, Router D | Event: The timer expires OR control signal received | New state: Init | Action: When EB-REP process is finished, returns to the Init state. In the Init state, it must reinitialize the EB-REP table and EB-REP backup table. |
| State: Router N | Event: Detection of EB-REP next-hop failure | New state: Router exS | Action: Looks for a new BS value in EB-REP BT. Replaces the BS value with the new one. Sends an encapsulated packet through an active interface to the precalculated next-hop EB-REP node. |
| State: Router exS | Event: Process received EB-REP packets. | New state: - | Action: Forwards the EB-REP packet to the next-hop according to the new Bit-String and the B-REP Backup Table. |
| State: Router exS | Event: Recovery of connection on protected interface OR convergence finished OR control signal received OR timer expired. | New state: Init | Action: The exS router stops the EB-REP encapsulation of the protected flow and changes to the Init state. In the Init state, it must reinitialize the EB-REP table and EB-REP backup table. |
| State: Router exS | Event: Receiving an EB-REP packet with BIER header AND detecting a last bit = 1 in the Bit-String. | New state: D | Action: A BIER header (decapsulation process) is removed from the received packet. The packet is delivered to the next-hop according to the router D unicast routing table. |
5. Evaluation of the Enhanced B-REP FRR Mechanism

In this chapter, we describe the verification process of the EB-REP FRR extension proposals described above. For this purpose, we used the discrete-event network simulator OMNeT++. OMNeT++ provides a very robust and feature-rich environment suitable for complex network simulations and experiments; however, it only supports static routing. Therefore, OMNeT++ has been extended using the INET extension framework library. INET provided us with the required dynamic routing behavior using the OSPF protocol and allowed us to program and test the EB-REP FRR functionalities.

The EB-REP FRR proposal has been tested using several different network topologies consisting of several interconnected OMNeT++ routers (up to tens). Within these topologies, we then tested the EB-REP behavior in the event of one or multiple independent network failures. Performed simulations showed the correct behavior of the Enhanced B-REP algorithm, in which it was able to deliver all packets affected by failures. In this section, as an example of the evaluation process, we describe one of the comprehensive simulation scenarios. The topology consists of a $4 \times 4$ (+1) matrix of interconnected OMNeT++ routers and four end-point devices (Figure 12). For simulation purposes, the OSPF v2 protocol is used as the dynamic IP routing protocol. Routers are interconnected by several links with the link metrics as is shown in Figure 13. Traffic is sent from the source station to the destination, which is the H3.

![Figure 12. EB-REP simulation topology.](image-url)
Within the simulated topology, we have then simulated two network failures. The first simulated problem is the link failure between routers R1–R6. The second simulated error is a node failure, where a router on the alternate path stopped working. The complete overview of the simulated scenario is in Table 8.

Table 8. Description of the comprehensive simulation scenario.

| Time | Description of Action                                      |
|------|-----------------------------------------------------------|
| <50  | The time necessary for the OSPF convergence and stabilization of network routing processes. |
| 64   | Source host begins generating the flow                    |
| 70   | R1–R6 link failure                                       |
| 80   | R10 failure                                               |
| 90   | Restoration of failed elements                            |

The exact description of the scenario is as follows: At the beginning of the simulation process, we set a waiting period of 50 simulation seconds (sims) to give the OSPF routing protocol time to complete the convergence process. Subsequently, at the time of 64 sims, the Source host (top left, Figure 14) starts generating a simple User Data protocol (UDP) data flow for host H3. Based on the selected topology and cost evaluation of connected links, the OSPF selects the path through routers R1–R6–R11–R16 as the primary delivery path (Figure 14, red arrows). Then, 70 sims after the start of the simulation, we simulate the first connection failure between routers R1–R6. R1 becomes the EB-REP S router, and it will use the precalculated alternate path through R5–R10–R15–R16 to bypass the gap (Figure 14, orange arrows). At the time of 80 sims, we simulate the second failure as an R10 router fault. The problem, in this case, occurs on the alternative route and router R5 becomes the second router S (exS), where it reroutes packets over a new alternative path, R9–R14–R15–R16 (Figure 14, yellow arrows).
Figure 14. Visual output from the OMNeT++ simulation.

Let us take a closer look at what happened during the simulation. Upon completion of the OSPF convergence process, as indicated by the timer in the simulation, the initialization of the EB-REP process begins on each router. Their EB-REP processes enter the Init state. In other words, routers from their OSPF LSDBs populate the EB-REP table and EB-REP backup tables for protected interfaces. It should be noted that the EB-REP table is calculated by sorting all area routers in ascending order according to OSPF R-ID. After this process, B-REP IDs and corresponding Bit-String positions are assigned the same way, as we can see for router R1 in Table 9. The EB-REP tables are the same at the end on all routers within the domain.

Table 9. EB-REP Table.

| OSPF R-ID | B-REP ID | Bit-String Position |
|-----------|----------|---------------------|
| R7 10.0.0.101 | 1 | 0 0000 0000 0000 0001 |
| R5 10.0.0.109 | 2 | 0 0000 0000 0000 0010 |
| R9 10.0.0.121 | 3 | 0 0000 0000 0000 0100 |
| R10 10.0.0.137 | 4 | 0 0000 0000 0000 1000 |
| R11 10.0.0.149 | 5 | 0 0000 0000 0001 0000 |
| R12 10.0.0.161 | 6 | 0 0000 0000 0010 0000 |
| R14 10.0.0.169 | 7 | 0 0000 0000 1000 0000 |
| R0 10.0.0.17 | 8 | 0 0000 0010 0000 0000 |
| R15 10.0.0.173 | 9 | 0 0000 0100 0000 0000 |
| R6 10.0.0.45 | 10 | 0 0000 0100 0000 0000 |
| R2 10.0.0.57 | 11 | 0 0000 0100 0000 0000 |
| R3 10.0.0.69 | 12 | 0 0000 0100 0000 0000 |
| R8 10.0.0.89 | 13 | 0 0001 0000 0000 0000 |
| R1 192.168.1.2 | 14 | 0 0100 0000 0000 0000 |
| R13 192.168.10.2 | 15 | 0 0100 0000 0000 0000 |
| R4 192.168.2.1 | 16 | 0 1000 0000 0000 0000 |
| R16 192.168.3.1 | 17 | 1 0000 0000 0000 0000 |
As a next step of the EB-REP initiation, each router calculates its EB-REP Backup Tables. The EB-REP now supports protection for all flows (all destination IPs) and all interfaces of a router. These features were also enabled in the simulation, and each router had all its interfaces enabled as a protected interface. In the real world, this step can take a while in a situation where the EB-REP is enabled on all interfaces and can lead to larger EB-REP tables. Therefore, in real deployment situations, we expect that it will be possible to manually edit and delete the interface list, or if necessary, to define a list of IP addresses of protected flows. A fragment of the EB-REP BT table from router R1 is shown in Table 10.

| Output Interface | Destination IP    | Bit-String Value                          |
|------------------|-------------------|-------------------------------------------|
| Eth2             | 192.168.3.0/24    | 1 0000 0001 0000 1010 (LSB)               |
| Eth4             | 192.168.10.0/24   | 0 0100 0010 0000 0100 (LSB)               |

Table 10. Router R1—EB-REP Backup Table.

At the time 80 sims, R10 fails, which is detected by its neighbor on an alternative path, the R5 router. Therefore, when R5 receives another EB-REP packet with an inaccurate Bit-String value specified by R1 (the route over R5–R10–R15–R16), R5 analyses the Bit-String and it knows that R10 is dead, and so it must respond. Therefore, R5 becomes the new S (exS). R5 examines its EB-REP BT table and finds a new alternative route for the selected destination (192.168.3.2). The result from this process is the new route via R9–R14–R15–R16 specified by a new Bit-String = 1 0000 0001 0100 0100, and with a new next-hop (R9). As the next step, R5 replaces the old Bit-String value with a new one and reroutes the packet towards the next-hop R9 with EB-REP ID = 3 (Figure 16).
Figure 16. Output from R5—rerouting process.

It is important to note that this redirection process (failure detection on the already repaired path) is a new feature of the EB-REP mechanism. R9 receives the EB-REP packet and processes it as the router R; i.e., R9 analyses the BS, selects a new next-hop, and sets its bit in the packet’s Bit-String to zero (Figure 17). This marking ensures that the packet has been processed on the router, thus preventing the formation of a loop between routers. Finally, according to the carried Bit-String (1 0000 0001 0100 0100), R9 looks for a directly connected EB-REP next-hop and forwards the packet to the R14 next-hop.

Figure 17. Output from R9—the processing of an EB-REP packet.

The packet is now routed and delivered through R14 and R15 to R16. R14 and R15 use the same EB-REP processing as R9. However, the situation at R16 is different. R16 receives the EB-REP packet with the Bit-String value of 1 0000 0000 0000 0000. The last bit in the Bit-String, which is also the bit set to position R16, indicates that R16 is the target (or destination) of the rerouting process. R16 therefore removes the EB-REP BIER header and decapsulates the packet (Figure 18).

Figure 18. Output from R16—decapsulation process.

This operation reverts the packet to its original form, and R16 routes the packet as classic unicast data via its unicast routing table. The packet is now forwarded to the destination. In Table 11, we may observe this behavior as the output from the OMNeT++ simulation console.
Table 11. Output from the OMNeT++ simulation.

| Time       | Source/Destination | Name              | Destination Address |
|------------|--------------------|-------------------|---------------------|
| 0.079848721815 | R12 → R16         | OSPF_HelloPacket  | IPv4: 10.0.0.161 > 224.0.0.5 |
| 0.079921539817 | R15 → R16         | OSPF_HelloPacket  | IPv4: 10.0.0.173 > 224.0.0.5 |
| 0.081934165641 | R1 → R6           | OSPF_HelloPacket  | IPv4: 10.0.0.5 > 224.0.0.5  |
| 0.0812237815377 | R10 → R13         | OSPF_HelloPacket  | IPv4: 10.0.0.125 > 224.0.0.5 |
| 0.082016734148 | R6 → R9           | OSPF_HelloPacket  | IPv4: 10.0.0.29 > 224.0.0.5  |
| 0.082336121152 | R14 → R10         | OSPF_HelloPacket  | IPv4: 10.0.0.134 > 224.0.0.5 |
| 0.079899871815 | R12 → R16         | OSPF_HelloPacket  | IPv4: 10.0.0.161 > 224.0.0.5 |
| 0.079931579817 | R15 → R16         | OSPF_HelloPacket  | IPv4: 10.0.0.173 > 224.0.0.5 |

6. Discussion of the Obtained Results

The EB-REP FRR mechanism is an advanced version of the older B-REP mechanism. The main advantage of the EB-REP mechanism and an improvement over its predecessor B-REP is the support of protection against multiple failures and per-prefix-based calculation of alternative FRR backup paths. By supporting multiple-network failure protection, the EB-REP mechanism is more robust and flexible in situations of unexpected network error conditions. During the performed simulations, EB-REP was able to find correctly applied precalculated alternative routes, even in the case of multiple outages, and deliver all flow packets to the destination. Simulation results show that our IP FRR mechanism is both practical and feasible and can successfully provide network protection against multiple link or node failures in terms of agility, robustness, and efficiency.

Per-prefix backup path calculations are a feature that allows the algorithm to calculate the optimal backup path for all destinations and all device output interfaces. All its features make it a unique algorithm in its class of FRR mechanisms. However, as a member of the proactive category of FRR mechanisms, it also inherits some of their disadvantages, namely the need for preliminary calculations and increased consumption of system resources in the form of CPU and RAM, as well as network capacity, caused using tunneling. The main advantages and disadvantages are summarized in Table 12.
Table 12. Pros and cons of the EB-REP.

| Advantages                                                                 | Disadvantages                     |
|---------------------------------------------------------------------------|-----------------------------------|
| Multiple failure protection                                              | Precomputation                     |
| Per-prefix calculation of backup paths                                    | Encapsulation packet overhead      |
| Suitable for networks of any size                                        | Consumption of system resources    |
| Applicable for an OSPF/IS-IS link-state routing protocol                  |                                   |
| 100% repair coverage                                                     |                                   |
| Support for explicitly defined alternative paths                         |                                   |
| Possibility to define a custom backup path                               |                                   |
| Use of standardized BIER headers (Bit-String)                            |                                   |

As with the original B-REP mechanism, the EB-REP mechanism also provides 100% repair coverage, which means the possibility to repair all link or node failures in the network for all possible destinations. We are aware that the computational costs for determining the correct paths for the individual destination addresses may be higher. EB-REP therefore allows the customization of its activity to define a list of protected interfaces or a list of critical prefixes for which the FRR service will be provided. The ability of EB-REP to define the FRR backup path manually, even if the metrics of links are inappropriate or unspecified, can be understood as an advantage to this functionality.

Like most existing IP Fast Reroute solutions, the EB-REP uses a precomputation system to calculate multi-hop backup paths in advance. For this purpose, the EB-REP uses link-state topology information collected by a link-state routing protocol. Our solution does not depend on the type of link-state protocol used, but for this paper and simulations, we used OSPF v2. A more comprehensive summary of the analyzed features of existing FRR solutions is provided in Table 13.

Table 13. Comparison of EB-REP with other FRR solutions.

| EB-REP | EM-REP | D-LFA | LFA | MRC | MRT | Not-Via Addresses | R-LFA | TI-LFA |
|--------|--------|-------|-----|-----|-----|-------------------|-------|--------|
| 100% Repair Coverage | Yes | Yes | Yes | No | Yes | Yes | Yes | No | Yes |
| Custom Alternative Path | Yes | No | Yes | No | Yes | No | No | No | No |
| Precomputing | Yes | No | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| Packet Modification | Yes | No | Yes | No | Yes | Yes | Yes | Yes | Yes |
| Link-State dependency | Yes | No | Yes | No | Yes | Yes | Yes | Yes | Yes |

6.1. Speed Comparison of EB-REP and Existing FRR Mechanisms

Comparing the speed of EB-REP to alternative FRR solutions, it is necessary to describe the FRR procedure in more detail.

6.1.1. Theoretical Comparison

The FRR process begins with fast failure detections, especially using the BFD protocol and its hello message system. The link is declared as broken if one side of the BFD session does not receive three subsequent BFD hello messages. It usually takes around 30 ms using a 10 ms BFD hello message interval. Upon detection of a failure, an FRR mechanism must change routing information for the use of a new backup path.

The switchover to the new backup path is in the order of milliseconds because the path is already precalculated by the EB-REP mechanism. From the theoretical view, we can state that the recovery rate provided by the EB-REP mechanism is comparable to other proactive FRR solutions.

6.1.2. Simulation Comparison

We also performed simulation testing for comparison of the proposed EB-REP against LFA, R-LFA, and EM-REP mechanisms. We focused on the comparison of rerouting time.
In these simulations, we used our OMNeT++ implementation of the BFD protocol [75]. For comparison purposes, we used ten various topologies and results were averaged over eight simulation runs.

The BFD echo interval was set on R1 to 0.010 sims. The BFD protocol will declare the link as down in the case when three BFD responses have not arrived. When a specific node fails at time 50 sims, the BFD protocol running on R1 will then report this at time 50.031 sims. By receiving this system message, the FRR mechanism will be activated and will perform the rerouting process.

We measured the time from the occurrence of a node failure to the time when the source router sends rerouted data to an alternative next-hop; this means that we measured the detection time plus installation of FRR path plus forwarding time. The measured results of reroute process are shown in Table 14.

|                | EB-REP   | LFA      | R-LFA    | EM-REP   |
|----------------|----------|----------|----------|----------|
| Time of Fast Reroute Process | 0.035144 | 0.035044 | 0.035148 | 0.035358 |

The results show that the rerouting process of a specific FRR mechanism depends mainly on the failure detection time (0.030 sims), and that the rerouting process time of a specific FRR mechanism is negligible. FRR alternative routes are calculated in advance, and therefore they are ready to install immediately. Installation of an FRR alternative path takes only a minimal part of the whole rerouting process.

According to obtained results from the OMNeT++ simulation, we could confirm the theoretical comparison that the EB-REP mechanism in terms of speed is comparable with these two FRR solutions.

### 6.2. Testing in Real Networks

Currently, only a few existing IP FRR solutions, such as Equal Cost Load Balancing and LFA, are integrated into real router operating systems (for example, Cisco IOS or Juniper JunOS). Therefore, the implementation of test setups to obtain some real measurements is complicated. Testing the new FRR mechanism using a suitable network simulator such as OMNeT++ or NS2 seems to be the most appropriate solution. We have decided to develop and test new FRR solutions in the OMNeT++ simulator, because of its reliability, good framework base, and large community. Currently, we have successfully implemented some of the existing FRR solutions, such as LFA and R-LFA, into the OMNeT++ simulator. Therefore, the evaluation of the EB-REP mechanism was performed in the OMNeT++ simulator and we used it to compare the EB-REP with other FRR solutions.

### 7. Conclusions

In this paper, we introduced a new enhanced version of the original B-REP FRR mechanism, called the Enhanced B-REP mechanism, which provides an advanced reroute solution for IP network infrastructure. The EB-REP mechanism eliminates two significant disadvantages of the B-REP mechanism, namely the provision of protection against only one network error (even link or node) and only for specific but critical IP flows. Proposed EB-REP functionalities currently support protection against multiple outages in a single network. This protection can now be provided for all network flows. Both functions make EB-REP an interesting contribution to solving the IP FRR problem.

We should also note that EB-REP inherits and retains several innovative properties of the B-REP mechanism. Let us mention the use of a standardized BIER header for packet tunneling and the usage of the header Bit-String field. This decision offers us the opportunity to use a standardized approach to tunneling user data and at the same time to transmit FRR information, within which the BS is a highly effective method of defining the entire multi-hop alternative route. Another benefit is routing by Bit-String, which creates
unique and exact hop-by-hop switching between the router around the failed element in the network. Another advantage of using Bit-String is the ability to perform unique and accurate hop-by-hop packet processing, such as efficient switching. The speed of EB-REP is comparable to existing FRR solutions.

The EB-REP was implemented and tested in the OMNeT++ discrete event simulator with various scenarios and topologies. These tests validated the functional correctness of all EB-REP improvements. Our further research focuses on the application of EB-REP to other specific areas of deployment, such as the IP FRR managed through SDN and FRR protection in WSN. At present, we are focusing on the possibilities of implementing Fast Reroute technology into existing WSN protocols, such as Ad Hoc On-Demand Distance Vector (AODV) and Destination-Sequence Distance-Vector Routing (DSDV). These protocols are implemented in the OMNeT++ tool and therefore are well suited to support further FRR investigation and FRR implementation intentions.
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