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Abstract This paper considers a class of constrained convex stochastic composite optimization problems whose objective function is given by the summation of a differentiable convex component, together with a nonsmooth but convex component. The nonsmooth component has an explicit max structure that may not easy to compute its proximal mapping. In order to solve these problems, we propose a mini-batch stochastic Nesterov’s smoothing (MSNS) method. Convergence and the optimal iteration complexity of the method are established. Numerical results are provided to illustrate the efficiency of the proposed MSNS method for a support vector machine (SVM) model.
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1 Introduction

In this paper, we consider the nonsmooth convex stochastic composite minimization problem
\[
\psi^* := \min_{x \in X} \{\psi(x) := f(x) + h(x)\},
\]
where \(X\) is a bounded closed convex set in the Euclidean space \(\mathbb{R}^n\), \(f : X \to \mathbb{R}\) is a convex function with Lipschitz continuous gradient, and \(h : X \to \mathbb{R}\) is a possibly nonsmooth convex function with the explicit max structure
\[
h(x) = \max_{u \in U} \{\langle Ax, u \rangle - Q(u)\},
\]
where \(U\) is a bounded closed convex set, \(A\) is a linear operator, and \(Q(u)\) is a continuous convex function. Such function \(h\) has been studied by Nesterov [1] with various important applications, and its max structure has been used to construct the smoothing approximation \(h_\mu(x)\) of \(h(x)\) so that its gradient is Lipschitz continuous.

Although \(f\) and \(h_\mu\) are Lipschitz continuously differentiable, we assume that only the noisy objective values and gradients of \(f\) and \(h_\mu\) are available via subsequent calls to a stochastic oracle (SO). Many applications especially in machine learning are in this setting. That is, when we solve the smooth problem
\[
\min_{x \in X} \{\psi_\mu(x) := f(x) + h_\mu(x)\},
\]
by an iterative algorithm, at the \(k\)-th iterate, \(k \geq 1\), for the input \(x_k \in X\), the SO would output a stochastic value \(\Psi_\mu(x_k, \xi_k)\) and a stochastic gradient \(\nabla \Psi_\mu(x_k, \xi_k)\) in the form of
\[
\Psi_\mu(x_k, \xi_k) := F(x_k, \xi_k) + H_\mu(x_k, \xi_k)
\]
and
\[
\nabla \Psi_\mu(x_k, \xi_k) := \nabla F(x_k, \xi_k) + \nabla H_\mu(x_k, \xi_k),
\]
where \(\xi_k\) is a random vector whose probability distribution is supported on \(\Xi \subseteq \mathbb{R}^d\).

Assumption 1 For any fixed \(\mu > 0\), and \(x \in X\), we have
\[
a) \ E[\Psi_\mu(x, \xi)] = \psi_\mu(x),
b) \ E[\nabla \Psi_\mu(x, \xi)] = \nabla \psi_\mu(x),
c) \ E[\|\nabla \Psi_\mu(x, \xi) - \nabla \psi_\mu(x)\|^2] \leq \sigma^2,
\]
where \(\sigma > 0\) is a constant, and the expectation \(E\) is taken with respect to the random vector \(\xi \in \Xi\).
The stochastic approximation (SA) is one important approach for solving stochastic convex programming, which can be dated back to the pioneering paper by Robbins and Monro [2]. A robust version of the SA method developed by Polyak [3], and Polyak and Juditsky [4], improves the original version of the SA method. It was demonstrated in Nemirovski et al. [5] that a proper modification of the SA approach based on the mirror-descent SA (Nemirovski and Juditsky [6]), can be competitive and can even significantly outperform the other important type approach, the sample average approximation (SAA) method [7,8], for a certain class of convex stochastic programming in [9,10]. It has been pointed out in [5] that for nonsmooth stochastic convex optimization, the iteration complexity of order

\[ O\left(\frac{1}{\epsilon^2}\right) \]

is optimal, where \( \epsilon \) is the desired absolute accuracy of the approximate solution in objective value. In 2016, S. Ghadimi et al. [11] proposed a novel randomized stochastic projected gradient (RSPG) algorithm which can solve constrained nonconvex nonsmooth stochastic composite problems. The nonsmooth component \( h \) in [11], however, is restricted to be a simple convex function such as \( h(x) = \|x\|_1 \), for which the proximal operator is easy to compute. Such restriction still exists for the other stochastic proximal type methods, e.g., [12,13,14]. There are many real applications in which the nonsmooth term is not so easy to obtain the proximal operator, such as a support vector machine (SVM) model we consider in numerical experiment in Section 4, where \( h \) is a maximum of 0 and an affine function.

Smoothing methods have been shown to be efficient for dealing with constrained nonsmooth optimization with solid convergence results, which allow the nonsmooth terms to be relatively complex [1,15,16,17,18,19]. In this paper, we propose a mini-batch stochastic Nesterov’s smoothing (MSNS) method for solving [1] with relatively complex nonsmooth convex component \( h \). Note that Nesterov’s smoothing method [1] was designed for solving deterministic constrained convex nonsmooth composite optimization problems. The MSNS method proposed in this paper is suitable for stochastic setting. The extension, however, is not a trivial task. We show the convergence, as well as the optimal iteration complexity of the MSNS method. We illustrate the efficiency of the MSNS method, by comparing with several state-of-the-art SA-type methods, on a SVM model using both synthetic data and several real data.

The remaining part of this paper is organized as follows. In Section 2, we briefly review some basic concepts and results relating to the Nesterov’s smoothing method [1] that will be used in our paper. In Section 3, we develop a mini-batch stochastic Nesterov’s smoothing method which extends the Nesterov’s smoothing method from the deterministic setting to the stochastic setting. We show the convergence, as well as the optimal iteration complexity of the proposed method. Numerical experiments on a SVM model are given in Section 4 to demonstrate the efficiency of our proposed method.
2 Preliminaries

In this section, we review some basic concepts and results relating to the
Nesterov’s smoothing method [1] that will be used later. The problem (1) can
be considered as a convex-concave saddle point problem

\[ \min_{x \in X} \max_{u \in U} \{ K(x,u) := f(x) + \langle Ax,u \rangle - Q(u) \}, \]

where \( K \) is convex in \( x \) on \( X \), and concave in \( u \) on \( U \). The adjoint form of the
problem (1) can be written as

\[ \begin{align*}
\max_{u \in U} \left\{ \phi(u) := \min_{x \in X} K(x,u) \right\}. 
\end{align*} \tag{4} \]

We call (1) the “primal problem” and (4) the “dual problem”. It is easy to see
that \( \psi(x) \geq \phi(u) \), for any \( x \in X \) and \( u \in U \).

Since the objective function of each problem is continuous and the feasible
region is compact, we know that there exists \( x^* \in X \) and \( u^* \in U \), which are
optimal solutions of (1) and (4), respectively. According to Theorem 4.2’ in
[20], we have

\[ \min_{x \in X} \max_{u \in U} K(x,u) = \max_{u \in U} \min_{x \in X} K(x,u). \]

That is, \( \psi(x^*) = \phi(u^*) \). Hence in the Nesterov’s smoothing method [1] for the
deterministic setting, if the gap \( \psi(\hat{x}) - \phi(\hat{u}) \leq \epsilon \) for a tolerance \( \epsilon > 0 \), the
output \( \hat{x} \) is called an \( \epsilon \)-approximate solution of the primal problem (1).

As in [1], by inserting a non-negative, continuous and \( \sigma_\omega \)-strongly convex
function \( \omega(u) \) in (2), we obtain a smooth approximation \( h_\mu(x) \) of \( h(x) \)

\[ h_\mu(x) := \max_{u \in U} \{ \langle Ax,u \rangle - Q(u) - \mu \omega(u) \}, \tag{5} \]

where \( \mu > 0 \) is a smoothing parameter. Let us denote by \( u_\mu(x) \) the optimal
solution of the above problem. Recall that \( \omega(u) \) is strongly convex on \( U \) if
there exists a constant \( \sigma_\omega > 0 \) such that

\[ \omega(u_1) \geq \omega(u_2) + \langle \nabla \omega(u_2), u_1 - u_2 \rangle + \frac{1}{2} \sigma_\omega \| u_1 - u_2 \|^2, \quad \forall u_1, u_2 \in U. \tag{6} \]

Denote by \( u_0 = \arg \min_{u \in U} \{ \omega(u) \} \). Without loss of generality we assume that
\( \omega(u_0) = 0 \). By (6), for any \( u \in U \) we have

\[ \omega(u) \geq \frac{1}{2} \sigma_\omega \| u - u_0 \|^2. \tag{7} \]

Let \( \Omega = \max_{u \in U} \{ \omega(u) \} \). Then, according to [1], for any \( x \in X \) we have

\[ h_\mu(x) \leq h(x) \leq h_\mu(x) + \Omega \mu. \tag{8} \]
Lemma 1 (Theorem 1 of [1]) The function $h_{\mu}(x)$ is well defined and continuously differentiable at any $x \in X$. Moreover, this function is convex and its gradient

$$\nabla h_{\mu}(x) = A^T u_{\mu}(x)$$

is Lipschitz continuous with constant

$$L_{h_{\mu}} = \frac{1}{\mu\sigma}\|A\|^2,$$  \hfill (9)

where $\|A\|$ is the operator norm of $A$.

We then find $\psi_{\mu}(x)$ is $L$-smooth on $X$, i.e., $\psi_{\mu}(x)$ is Lipschitz continuously differentiable with Lipschitz constant $0 < L = L_f + L_{h_{\mu}}$ on $X$. According to Theorem 5.12 of [21], we get $L_f \geq \|\nabla^2 f(x)\| = \lambda_{\text{max}}(\nabla^2 f(x))$ for any $x \in X$, where $\lambda_{\text{max}}(\nabla^2 f(x))$ means the maximal eigenvalue of the Hessian matrix of $f(x)$. Thus

$$\psi_{\mu}(y) \leq \psi_{\mu}(x) + \langle \nabla \psi_{\mu}(x), y - x \rangle + \frac{L}{2}\|y - x\|^2, \quad \forall x, y \in X. \hfill (10)$$

Let $d(x)$ be a prox-function of the set $X$. We assume that $d(x)$ is continuous and strongly convex on $X$ with convexity parameter $\sigma_d > 0$. Let $x_0$ be the center of the set $X$, i.e., $x_0 = \arg\min\{d(x) : x \in X\}$. Without loss of generality we assume that $d(x_0) = 0$. Thus

$$d(x) \geq \frac{1}{2}\sigma_d\|x - x_0\|^2. \hfill (11)$$

In view of the compact set $X$, we know that there exists a constant $D > 0$ such that

$$\max_{x \in X}\{d(x)\} \leq D. \hfill (12)$$

Given $g \in \mathbb{R}^n$, we define the generalized projected gradient of $\psi$ at $x \in X$ as

$$P_X(x, g, \gamma) = \frac{1}{\gamma}(x - x'), \hfill (13)$$

where $x'$ is given by

$$x' = \arg\min_{y \in X}\left\{\langle g, y \rangle + \frac{1}{2\gamma}\|y - x\|^2\right\}. \hfill (14)$$

Lemma 2 Let $P_X(x, g, \gamma)$ be defined in (13)-(14). Then, for any $x \in X$, $\mu > 0$ and $\gamma > 0$, the stochastic gradient $\nabla \psi_{\mu}(x, \xi)$ and the full gradient $\nabla \psi_{\mu}(x)$ satisfy

$$\|P_X(x, \nabla \psi_{\mu}(x, \xi)) - P_X(x, \nabla \psi_{\mu}(x, \gamma))\| \leq \|\nabla \psi_{\mu}(x, \xi) - \nabla \psi_{\mu}(x)\|. \hfill (15)$$

Proof The generalized projected gradient defined in (13)-(14) is a special case of that defined in (2.3)-(2.4) of [11], with $V(y, x) = 1/2\|y - x\|^2$, the convexity parameter $\alpha = 1$, and $h(x) = 0$ in (2.3) of [11]. Then the statement in this lemma can be obtained easily from Proposition 1 of [11], which claims that the generalized projected gradient $P_X(x, \cdot, \gamma)$ is Lipschitz continuous with Lipschitz constant $1/\alpha = 1$. 

3 Mini-batch Stochastic Nesterov’s Smoothing Method

In this section, we develop a novel mini-batch stochastic Nesterov’s smoothing (MSNS) method for solving (1). We will show the convergence as well as the optimal iteration complexity of the MSNS method.

At the $k$-th iterate of the MSNS method, we randomly choose a mini-batch of the random vector $\xi \in \Xi$, where $m_k$ is the batch size. And we denote by $\xi[k] := \{\xi^{m_0}, \ldots, \xi^{m_k}\}$ the history of mini-batch samples from the 0-th iterate up to the $k$-th iterate. For any $k \geq 0$, we denote the mini-batch stochastic objective value $\Psi_{\mu}^k$, and the mini-batch stochastic gradient $\nabla \Psi_{\mu}^k$ by

$$\Psi_{\mu}^k = \frac{1}{m_k} \sum_{j=1}^{m_k} \psi_{\mu}(x_k, \xi_{k,j}), \quad \nabla \Psi_{\mu}^k = \frac{1}{m_k} \sum_{j=1}^{m_k} \nabla \psi_{\mu}(x_k, \xi_{k,j}).$$

(16)

For ease of notations in the proof, we denote

$$\delta_{\mu}(x_k) := \nabla \Psi_{\mu}^k - \nabla \psi_{\mu}(x_k), \quad \delta_{\mu}^i(x_k) := \nabla \psi_{\mu}(x_k, \xi_{k,i}) - \nabla \psi_{\mu}(x_k), \quad i = 1, \ldots, m_k,$$

(17)

$$S_j^k(x_k) := \sum_{i=1}^{j} \delta_{\mu}^i(x_k), \quad j = 1, \ldots, m_k.$$

(18)

The following lemma addresses the relations of $\Psi_{\mu}^k$ and $\nabla \Psi_{\mu}^k$ to that of the original objective value $\psi_{\mu}(x_k)$ and $\nabla \psi_{\mu}(x_k)$, which can be shown without difficulty using the arguments similar as in [11].

**Lemma 3** Under Assumption [4] we have for any $k \geq 0$ and $\mu > 0$,

(a) $E[\Psi_{\mu}^k] = E[\psi_{\mu}(x_k)]$,  
(b) $E[\nabla \Psi_{\mu}^k] = E[\nabla \psi_{\mu}(x_k)]$,  
(c) $E[\|\nabla \Psi_{\mu}^k - \psi_{\mu}(x_k)\|^2] \leq \frac{\sigma^2}{m_k}$,

where the expectation is taken with respect to the history of mini-batch samples $\xi[k]$.

**Proof** Note that the $k$-th iterate $x_k$ is a function of the history $\xi_{[k-1]}$ of the generated random process and consequently is random, and it is independent of the mini-batch samples $\xi^{[m_k]}$ at the $k$-th iterate.

For $k = 0$, no history of mini-batch samples to call the SO exists before this iterate. Thus Lemma 3 can be obtained immediately using Assumption 1.
Now we consider the case for any \( k \geq 1 \). Using Assumption 1(a), we have
\[
E [\psi_k] = E \left\{ E \left[ \psi_k | \xi_{[k-1]} \right] \right\}
\]
\[
= E \left\{ \frac{1}{m_k} \sum_{j=1}^{m_k} \psi_{\mu}(x_{k,j}, \xi_{[k-1]}) \right\}
\]
\[
= E \left[ \psi_{\mu}(x_k) \right].
\]

Employing Assumption 1(b), we get
\[
E [\nabla \psi_k] = E \left\{ E \left[ \nabla \psi_k | \xi_{[k-1]} \right] \right\}
\]
\[
= E \left\{ \frac{1}{m_k} \sum_{j=1}^{m_k} \nabla \psi_{\mu}(x_{k,j}, \xi_{[k-1]}) \right\}
\]
\[
= E \left[ \nabla \psi_{\mu}(x_k) \right].
\]

Thus Lemma 3(a) and (b) hold. Lemma 3(c) can be deduced from the proof of (4.12) in Theorem 2 [11], by noticing the definitions of \( \delta_{\mu}(x_k) \) and \( S_{\mu}^{-1}(x_k) \) in (18) and (19), respectively.

In our scheme we update recursively three sequences of points \( \{x_k\}_{k=0}^\infty \), \( \{y_k\}_{k=0}^\infty \) and \( \{z_k\}_{k=0}^\infty \) in \( X \). To be specific, given an initial point \( x_0 \in X \), a fixed smoothing parameter \( \mu > 0 \), a sequence of mini-batch sizes \( \{m_k\}_{k=0}^\infty \), and sequences of positive real numbers \( \{\gamma_k\}_{k=0}^\infty \), \( \{\alpha_k\}_{k=0}^\infty \) and \( \{\tau_k\}_{k=0}^\infty \), then for \( k \geq 0 \) we recursively obtain
\[
y_k = \arg\min_{y \in X} \bigl\{ l_k(y) := \langle \nabla \psi_k, y - x_k \rangle + \frac{1}{2\gamma_k} \|y - x_k\|^2 \bigr\}, \quad (20)
\]
\[
z_k = \arg\min_{x \in X} \bigl\{ \pi_k(x) := \frac{E}{\sigma_d}d(x) + \sum_{i=0}^{k} \alpha_i \left[ \psi_{\mu} + \langle \nabla \psi_{\mu}, x - x_i \rangle \right] \bigr\}, \quad (21)
\]
\[
x_{k+1} = \tau_k z_k + (1 - \tau_k) y_k. \quad (22)
\]

Let us denote
\[
B_i := \frac{\sqrt{A_i} \sigma^2}{m_i L}, \quad C_i := \frac{L A_i (1 - \sqrt{A_i})}{2} \|y_i - x_i\|^2, \quad (23)
\]
and
\[
F_k(x) := E \left[ \pi_k(x) \right] + \sum_{i=0}^{k} B_i + E \left[ \sum_{i=0}^{k} C_i \right], \quad (24)
\]
where the expectation is taken with respect to the history of mini-batch samples $\xi[k]$. By selecting proper positive sequences $\{\gamma_k\}_{k=0}^\infty$, $\{\alpha_k\}_{k=0}^\infty$ and $\{\tau_k\}_{k=0}^\infty$, we then have the following proposition.

Proposition 1 Let some sequence $\{\alpha_k\}_{k=0}^\infty$ satisfy the condition:

\[
\alpha_0 \in (0, 1], \quad \alpha_k > 0, \quad \alpha_k^2 \leq \frac{\mathcal{A}_{k+1}}{A_k}, \tag{25}\]

where $A_k = \sum_{i=0}^k \alpha_i$. Let us choose $\tau_k = \frac{\alpha_{k+1}}{A_{k+1}}$, $\gamma_k = \frac{1}{L \sqrt{A_k}}$. Then for any $k \geq 0$,

\[
A_k E[\psi(x_k)] \leq \min \{I_k(x) : x \in X\}, \tag{R_k}\]

where $I_k$ is defined in (24) and the expectation is taken with respect to $\xi[k]$.

Proof For any $k \geq 0$, using Lemma 2 and the definition of $\delta_\mu(x_k)$ in (17),

\[
\langle \delta_\mu(x_k), P_X(x_k, \nabla \psi_\mu, \gamma_k) \rangle - P_X(x_k, \nabla \psi_\mu, \gamma_k) \rangle \leq \|\delta_\mu(x_k)\| \|P_X(x_k, \nabla \psi_\mu, \gamma_k) - P_X(x_k, \nabla \psi_\mu, \gamma_k)\| \leq \|\delta_\mu(x_k)\| \|\nabla \psi_\mu - \nabla \psi_\mu\| = \|\delta_\mu(x_k)\|^2,
\]

and

\[
\begin{align*}
E[\langle \delta_\mu(x_k), P_X(x_k, \nabla \psi_\mu, \gamma_k) \rangle] &= E \{E[\langle \delta_\mu(x_k), P_X(x_k, \nabla \psi_\mu, \gamma_k) \rangle \mid \xi[k-1]] \} \\
&= E \{E[\langle \delta_\mu(x_k) \mid \xi[k-1] \rangle, P_X(x_k, \nabla \psi_\mu, \gamma_k) \mid \xi[k-1]] \} \\
&= E \{E[\langle \nabla \psi_\mu - \nabla \psi_\mu \rangle \mid \xi[k-1] \rangle, P_X(x_k, \nabla \psi_\mu, \gamma_k) \mid \xi[k-1]] \} = 0.
\end{align*}
\]

Therefore, for any $k \geq 0$,

\[
\begin{align*}
A_k E[\langle \delta_\mu(x_k), x_k - y_k \rangle] &= \frac{\sqrt{A_k}}{L} E[\langle \delta_\mu(x_k), P_X(x_k, \nabla \psi_\mu, \gamma_k) \rangle] \\
&= \frac{\sqrt{A_k}}{L} E[\langle \delta_\mu(x_k), P_X(x_k, \nabla \psi_\mu, \gamma_k) - P_X(x_k, \nabla \psi_\mu, \gamma_k) \rangle] \\
&\quad + \frac{\sqrt{A_k}}{L} E[\langle \delta_\mu(x_k), P_X(x_k, \nabla \psi_\mu, \gamma_k) \rangle] \\
&\leq \frac{\sqrt{A_k}}{L} E[\|\delta_\mu(x_k)\|^2] \leq B_k, \tag{26}
\end{align*}
\]

where the last inequality comes from Lemma 3 (c) and the definition of $B_k$ in (23).
Now we prove the theorem by mathematical induction. For \( k = 0 \), in terms of Lemma 3 for the first equality below, we have for any \( x \in X \) and \( \mu > 0 \),

\[
A_0 E \left[ \psi_\mu(y_0) \right] 
\leq A_0 E \left[ \underbrace{\psi_\mu(x_0) + \langle \nabla \psi_\mu(x_0), y_0 - x_0 \rangle + \frac{L}{2} \| y_0 - x_0 \|^2}_{10} \right] 
\]

\[
A_0 E \left[ \psi_\mu^0 + \langle \nabla \psi_\mu^0, y_0 - x_0 \rangle + \frac{L}{2} \| y_0 - x_0 \|^2 \right] + A_0 E \left[ \langle \delta_\mu(x_0), x_0 - y_0 \rangle \right] 
\leq A_0 E \left[ \psi_\mu^0 + \ell^0(y_0) \right] + C_0 + B_0, 
\]

where the definition of \( \ell^0(y_0) \) can be found in (20). Using the formula to obtain \( y_0 \) in (20), we have for any \( x \in X \),

\[
\ell^0(y_0) \leq \ell^0(x) = \langle \nabla \psi_\mu^0, x - x_0 \rangle + \frac{1}{2\gamma_0} \| x - x_0 \|^2. 
\]

Noting that \( A_0 = \alpha_0 \in (0, 1], \gamma_0 = \frac{1}{L\sqrt{\alpha_0}} \), and (11), we find the second term in the right-hand side of the equation in (27) satisfies

\[
\frac{1}{2\gamma_0} \| x - x_0 \|^2 = \frac{L\sqrt{\alpha_0}}{2} \| x - x_0 \|^2 \leq \frac{L}{\sigma_d} d(x). 
\]

Therefore, by using (27), (28), and the definition of \( \pi^0(x) \) obtained by (21), we get

\[
A_0 \left[ \psi_\mu^0 + \ell^0(y_0) \right] \leq \frac{L}{\sigma_d} d(x) + \alpha_0 \left[ \psi_\mu^0 + \langle \nabla \psi_\mu^0, x - x_0 \rangle \right] = \pi^0(x). 
\]

With these observations, we have \((R_0)\) holds.

Assume \((R_k)\) holds. By the formula for obtaining \( z_k \) in (21), the optimality condition of the minimization problem in (21) at \( z_k \) gives

\[
-\frac{L}{\sigma_d} \langle \nabla d(z_k), x - z_k \rangle \leq \sum_{i=0}^{k} \alpha_i \langle \nabla \psi_\mu^i, x - z_k \rangle. 
\]

This, together with the strong convexity of the function \( d \) with the convexity parameter \( \sigma_d \), yields

\[
\frac{L}{\sigma_d} \left[ d(z_k) + \frac{\sigma_d}{2} \| x - z_k \|^2 \right] \leq \frac{L}{\sigma_d} \left[ d(x) - \langle \nabla d(z_k), x - z_k \rangle \right] \leq \frac{L}{\sigma_d} d(x) + \sum_{i=0}^{k} \alpha_i \langle \nabla \psi_\mu^i, x - z_k \rangle. 
\]

By noting the objective function \( \pi_k \) of the minimization problem to find \( z_k \) in (21), we know

\[
\pi^{k+1}(x) = \pi^k(x) + \alpha_{k+1} \left[ \psi_\mu^{k+1} + \langle \nabla \psi_\mu^{k+1}, x - x_{k+1} \rangle \right], 
\]

(31)
and

\[
\pi^k(x) = \frac{L}{\sigma_d} d(x) + \sum_{i=0}^{k} \alpha_i \left[ \psi_{\mu}^i + \langle \nabla \psi_{\mu}^i, x - x_i \rangle \right]
\]

\[
= \frac{L}{\sigma_d} d(x) + \sum_{i=0}^{k} \alpha_i \langle \nabla \psi_{\mu}^i, x - z_k \rangle + \sum_{i=0}^{k} \alpha_i \left[ \psi_{\mu}^i + \langle \nabla \psi_{\mu}^i, z_k - x_i \rangle \right]
\]

\[
\geq \frac{L}{\sigma_d} \left[ d(z_k) + \frac{\sigma_d}{2} \|x - z_k\|^2 \right] + \sum_{i=0}^{k} \alpha_i \left[ \psi_{\mu}^i + \langle \nabla \psi_{\mu}^i, z_k - x_i \rangle \right]
\]

\[
= \pi^k(z_k) + \frac{L}{2} \|x - z_k\|^2. \tag{32}
\]

Let us denote

\[
T^{k+1} := \alpha_{k+1} \left[ \psi_{\mu}^{k+1} + \langle \nabla \psi_{\mu}^{k+1}, x - x_{k+1} \rangle \right], \tag{33}
\]

\[
t^{k+1} := \alpha_{k+1} \left[ \psi_{\mu}(x_{k+1}) + \langle \nabla \psi_{\mu}(x_{k+1}), x - x_{k+1} \rangle \right]. \tag{34}
\]

It is clear that \( E \left[ T^{k+1} \right] = E \left[ t^{k+1} \right] \) by Lemma 3. Combining (31) and (32), we have

\[
\pi^{k+1}(x) \geq \pi^k(z_k) + \frac{L}{2} \|x - z_k\|^2 + T^{k+1}. \tag{35}
\]

Therefore, for any \( x \in X \),

\[
\Gamma_{k+1}(x) = E \left[ \pi^{k+1}(x) \right] + \sum_{i=0}^{k+1} B_i + E \left[ \sum_{i=0}^{k+1} C_i \right]
\]

\[
\geq E \left[ \pi^k(z_k) + \frac{L}{2} \|x - z_k\|^2 + T^{k+1} \right] + \sum_{i=0}^{k+1} B_i + E \left[ \sum_{i=0}^{k+1} C_i \right]
\]

\[
= \Gamma_k(z_k) + E \left[ T^{k+1} \right] + \frac{L}{2} E \left[ \|x - z_k\|^2 \right] + B_{k+1} + E \left[ C_{k+1} \right]. \tag{36}
\]

For the summation of the first two terms in (36), we have

\[
\Gamma_k(z_k) + E \left[ T^{k+1} \right]
\]

\[
\geq A_k E \left[ \psi_{\mu}(y_k) \right] + E \left[ t^{k+1} \right]
\]

\[
\geq A_k E \left[ \psi_{\mu}(x_{k+1}) + \langle \nabla \psi_{\mu}(x_{k+1}), y_k - x_{k+1} \rangle \right] + E \left[ t^{k+1} \right]
\]

\[
= A_k E \left[ \psi_{\mu}(x_{k+1}) \right] + E \left[ \langle \nabla \psi_{\mu}(x_{k+1}), A_k y_k - A_{k+1} x_{k+1} + \alpha_{k+1} x \rangle \right]. \tag{37}
\]

Here the first inequality comes form the assumption (R_k) holds, and the fact that \( E[T^{k+1}] = E[t^{k+1}] \), and the second inequality is obtained from the convexity of \( \psi_{\mu} \), and the first equality is obtained by using the definition of \( t^{k+1} \) in (34), and the choice of \( A_k \) such that \( A_{k+1} = A_k + \alpha_{k+1} \). Furthermore, for
the second term of $\langle \cdot, \cdot \rangle$ in (37), by noting $\tau_k = \frac{\alpha_k+1}{A_k+1}$, $1 - \tau_k = \frac{A_k}{A_k+1}$, and $x_{k+1} = \tau_k z_k + (1 - \tau_k) y_k$ in (22), we have

$$A_k y_k - A_{k+1} x_{k+1} + \alpha_{k+1} x = A_k y_k - \alpha_{k+1} z_k - A_{k+1} \frac{A_k}{A_{k+1}} y_k + \alpha_{k+1} x
= \alpha_{k+1} (x - z_k) = A_{k+1} \tau_k (x - z_k).$$  (38)

In view of $\tau_k = \frac{\alpha_k+1}{A_k+1}$ and $\alpha_k^2 \leq \sqrt{A_k+1}$, we know

$$\frac{1}{A_{k+1}} \geq \tau_k^2 \sqrt{A_{k+1}}.$$  (39)

Using (39), we find

$$\Gamma_{k+1}(x)
\geq A_{k+1} \left[ \psi_\mu(x_{k+1}) + A_{k+1} \tau_k E \left[ \langle \nabla \psi_\mu(x_{k+1}), x - z_k \rangle \right] + \frac{L}{2} E \left[ \| x - z_k \|^2 \right] + B_{k+1} + E [C_{k+1}] \right]
\geq A_{k+1} \left[ \psi_\mu(x_{k+1}) + \tau_k \langle \nabla \psi_\mu(x_{k+1}), x - z_k \rangle + \frac{L \tau_k^2 \sqrt{A_{k+1}}}{2} \| x - z_k \|^2 \right]
+ B_{k+1} + E [C_{k+1}].$$  (40)

For any $x \in X$, let $y(x, k) := \tau_k x + (1 - \tau_k) y_k$. By using $x_{k+1} = \tau_k z_k + (1 - \tau_k) y_k$ in (22), we get

$$y(x, k) - x_{k+1} = \tau_k (x - z_k),$$

and consequently

$$\ell_{k+1}(y(x, k)) = \langle \nabla \psi_{k+1}^\mu, y(x, k) - x_{k+1} \rangle +\frac{1}{2 \gamma_{k+1}} \| y(x, k) - x_{k+1} \|^2
= \tau_k \langle \nabla \psi_{k+1}^\mu, x - z_k \rangle + \frac{L \tau_k^2 \sqrt{A_{k+1}}}{2} \| x - z_k \|^2.$$  (41)

Note that $x$ and $z_k$ are deterministic if the history of mini-batch samples $\xi_{[k]}$ is given. Thus

$$E[\langle \nabla \psi_{k+1}^\mu, x - z_k \rangle] = E\{ E[\langle \nabla \psi_{k+1}^\mu, x - z_k \rangle | \xi_{[k]}] \}
= E\{ E[\langle \nabla \psi_{k+1}^\mu | \xi_{[k]}, x - z_k \rangle] \}
= E[\langle \nabla \psi_\mu(x_{k+1}), x - z_k \rangle].$$  (42)

Therefore, by combining (40), (41), and using $E[\psi_\mu(x_{k+1})] = E[\psi_{k+1}^\mu]$ according to Lemma 3(a), we find

$$\Gamma_{k+1}(x) \geq A_{k+1} E \left[ \psi_{k+1}^\mu + \ell_{k+1}(y(x, k)) \right] + B_{k+1} + E [C_{k+1}].$$  (43)
On the other hand,
\[
A_{k+1} E [\psi_{\mu}(y_{k+1})] \\
\leq A_{k+1} E \left[ \psi_{\mu}(x_{k+1}) + \langle \nabla \psi_{\mu}(x_{k+1}), y_{k+1} - x_{k+1} \rangle + \frac{L}{2} \| y_{k+1} - x_{k+1} \|^2 \right] \\
= A_{k+1} E \left[ \psi_{\mu}^{k+1} + \langle \nabla \psi_{\mu}^{k+1} - \delta_{\mu}(x_{k+1}), y_{k+1} - x_{k+1} \rangle + \frac{L}{2} \| y_{k+1} - x_{k+1} \|^2 \right] \\
= A_{k+1} E \left[ \psi_{\mu}^{k+1} + \ell^{k+1}(y_{k+1}) \right] + A_{k+1} E [\langle \delta_{\mu}(x_{k+1}), x_{k+1} - y_{k+1} \rangle] \\
\quad + E \left[ A_{k+1} \left( \frac{L}{2} - \frac{1}{2} \gamma_{k+1} \right) \| y_{k+1} - x_{k+1} \|^2 \right] \\
\leq A_{k+1} E \left[ \psi_{\mu}^{k+1} + \ell^{k+1}(y(x,k)) \right] + B_{k+1} + E [C_{k+1}], \tag{44}
\]
where the first equality is deduced by using Lemma 3(iii), and the definition of \( \delta_{\mu}(x_{k+1}) \), and the last inequality is obtained due to \( y_{k+1} = \arg \min_{y \in X} \{ \ell^{k+1}(y) \} \), \( \gamma_{k+1} = \frac{1}{L \sqrt{A_{k+1}}} \), and the definition for \( C_{k+1} \) in (23). It is easy to see from (38) and (44) that \( A_{k+1} E [\psi_{\mu}(y_{k+1})] \leq \min \{ I_{k+1}(x) : x \in X \} \). That is, \((R_{k+1})\) holds.

Therefore, by using mathematical induction, the relation \((R_k)\) holds for any \( k \geq 0 \).

Clearly, there are many ways to satisfy the conditions \((24)\). Here we choose the special \( \alpha_k \) and batch sizes \( m_k \) for \( k \geq 0 \) as follows in order to guarantee the optimal iteration complexity of the min-batch stochastic Nesterov’s smoothing method we propose later.

**Corollary 1** For \( k \geq 0 \) define \( \alpha_k \equiv \frac{1}{2} \). Then

\[
A_k = \sum_{i=0}^{k} \alpha_i = \frac{k+1}{2}, \quad \tau_k = \frac{\alpha_{k+1}}{A_{k+1}} = \frac{1}{k+2},
\]
and the conditions in \((25)\) are satisfied. If in addition, the batch sizes \( m_k \equiv m \geq 1 \) for \( k = 0, \ldots, N \), then

\[
E[\psi_{\mu}(y_N)] \leq \min_{x \in X} \left\{ \sum_{i=0}^{N} \frac{1}{N+1} E [\psi_{\mu}(x_{i}) + \langle \nabla \psi_{\mu}(x_{i}), x - x_{i} \rangle] \right\} \\
\quad + \frac{(6 - \sqrt{2}) LD}{2(N+1) \sigma_d} + \frac{\sqrt{2(N+1)} \sigma^2}{mL}.
\tag{45}
\]

**Proof** Indeed, \( \alpha_k^2 = \frac{1}{4} \leq \sqrt{\frac{2+\frac{1}{4}}{4}} = \frac{\sqrt{A_{k+1}}}{4} \) for all \( k \geq 0 \), and consequently conditions in \((24)\) are satisfied. For the special choices of \( \alpha_k \) and \( m_k \) of this corollary, we immediately get \( A_i = \frac{i+1}{2} \),

\[
\sum_{i=0}^{N} B_i = \sum_{i=0}^{N} \sqrt{A_i} \sigma^2 \leq \frac{(N+1) \sqrt{N+1} \sigma^2}{\sqrt{2mL}}.
\]
and
\[
\sum_{i=1}^{N} C_i = \sum_{i=0}^{N} LA_i \left(1 - \frac{\sqrt{A_i}}{2}\right) ||y_i - x_i||^2 \leq \frac{LA_0 \left(1 - \frac{\sqrt{A_0}}{2}\right) ||y_0 - x_0||^2}{4\sigma_d}. \]

where the first inequality holds, since \(1 - \sqrt{A_i} \leq 0\) for all \(i \geq 1\), and the second inequality holds, since (11) and (12) implies
\[
\frac{1}{2} \sigma_d ||y_0 - x_0||^2 \leq d(y_0) \leq D.
\]

According to Proposition (R_N) holds. Moreover, by using (12), we have
\[
\frac{2}{N + 1} \frac{L}{\sigma_d} d(x) \leq 4 \frac{LD}{2\sigma_d(N + 1)}. \tag{46}
\]

Because \(x_i\) relates only to \(\xi_{[i-1]}\), and \(\nabla \psi_i\) relates to \(\xi_{[i]}\), we get by Lemma (3) that
\[
E[\psi_{\xi}(y_N)] = E[\psi_{\mu}(x_N)], \quad \text{and} \quad E[(\nabla \psi_{\xi}(x) - x_i)] = E[(\nabla \psi_{\mu}(x) - x_i)], \tag{47}
\]

Therefore,
\[
E[\psi_{\mu}(y_N)] \leq \min_{x \in X} \left\{ \frac{2}{N + 1} \frac{L}{\sigma_d} d(x) + \frac{1}{2} \sum_{i=0}^{N} \frac{1}{\sigma_d} ||\psi_i - \langle \nabla \psi_i, x - x_i \rangle||^2 \right\} + \frac{\sqrt{2(N+1)} \sigma^2}{mL} + \frac{(2 - \sqrt{2}) LD}{2\sigma_d(N + 1)},
\]

and consequently we get (45) as we desired, by further noting (46), and the equalities in (47).

We are ready to give the mini-batch stochastic Nesterov’s smoothing method as follows.

**Algorithm 1** Given initial point \(x_0 \in X\), iteration limit \(N\), the batch sizes \(m_k \equiv m > 0\) for all \(k\).

For \(k = 0 : N\) do

1. Call the SO \(m_k\) times to obtain \(\psi_{\mu}(x_k, \xi_{k,i})\) and \(\nabla \psi_{\mu}(x_k, \xi_{k,i}), i = 1, \cdots, m_k\), and set
   \[
   \psi^k_{\mu} = \frac{1}{m_k} \sum_{i=1}^{m_k} \psi_{\mu}(x_k, \xi_{k,i}), \quad \nabla \psi^k_{\mu} = \frac{1}{m_k} \sum_{i=1}^{m_k} \nabla \psi_{\mu}(x_k, \xi_{k,i}).
   \]

2. Find \(y_k = \arg \min_{y \in X} \left\{ (\nabla \psi_{\mu}(x_k, x) - x_k) + \frac{L}{2\sqrt{2}} ||y - x_k||^2 \right\} \).

3. Find \(z_k = \arg \min_{x \in X} \left\{ \frac{L}{\sigma_d} d(x) + \frac{1}{2} \sum_{i=0}^{k} \frac{1}{\sigma_d} ||\psi_i - \langle \nabla \psi_i, x - x_i \rangle||^2 \right\} \).
4. Set $x_{k+1} = \frac{1}{\kappa+2}z_k + \frac{\kappa+1}{\kappa+2}y_k$.

**Output:** $y_N$.

Recall that $u_\mu(x)$ is the unique optimal solution of

$$\max_{u \in U} \{\langle Ax, u \rangle - Q(u) - \mu\omega(u)\}.$$  

We will use $u_\mu(x)$ in the convergence theorem of the mini-batch stochastic Nesterov’s smoothing method.

**Theorem 1** Let us apply Algorithm 1 to the smooth problem $\min_{x \in X} \psi_\mu(x)$ with the following value of smoothing parameter:

$$\mu = \mu(N) = \frac{\|A\|^2 \sqrt{(6 - \sqrt{2})mD}}{\sqrt{2(N + 1)}\sigma_d\sigma_\omega \sqrt{m\|A\|^2\Omega + \sqrt{2(N + 1)}\sigma_\omega \sigma^2}},$$  

where the batch size $m$ is given by

$$m = \left\lceil \frac{\sqrt{2}\sigma^2\sigma_\omega \sqrt{N + 1}}{\|A\|^2\Omega} \right\rceil.$$  

Here $\lceil \beta \rceil$ means the smallest integer that is no less than a given $\beta > 0$. Then after $N$ iterations we can generate the approximate solution $\hat{x} = y_N$ to the original problem that satisfy the following inequality:

$$0 \leq E[\psi(\hat{x}) - \phi(\hat{u})] \leq \frac{2\|A\| \sqrt{(6 - \sqrt{2})D\Omega}}{(N + 1)\sigma_d\sigma_\omega} + \frac{(6 - \sqrt{2})L_f D}{(N + 1)\sigma_d}.$$  

Consequently, the iteration complexity of finding an $\epsilon$-approximate solution to the original problem does not exceed

$$N + 1 \leq \left\lceil \frac{4(6 - \sqrt{2})D\Omega\|A\|^2}{\sigma_d\sigma_\omega \epsilon^2} + \frac{2(6 - \sqrt{2})L_f D}{\sigma_d} \frac{1}{\epsilon} \right\rceil.$$  

**Proof** Let us fix an arbitrary $\mu > 0$. In view of Corollary we find

$$E[\psi_\mu(\hat{x})] \leq \min_{x \in X} \left\{ \sum_{i=0}^N \frac{1}{N + 1} E[\psi_\mu(x_i) + \langle \nabla \psi_\mu(x_i), x - x_i \rangle] \right\}$$

$$+ \frac{(6 - \sqrt{2})L_D}{2(N + 1)\sigma_d} + \frac{\sqrt{2(N + 1)}\sigma^2}{mL}.$$  


Recall that $u_\mu(x)$ is the unique optimal solution of (4). We have for any $x \in X$,

$$h_\mu(x) = \langle Ax, u_\mu(x) \rangle - Q(u_\mu(x)) - \mu \omega(u_\mu(x)),$$

and by Lemma 1,

$$\langle \nabla h_\mu(x), x \rangle = \langle A^T u_\mu(x), x \rangle,$$

which, together with (7), imply

$$h_\mu(x) - \langle \nabla h_\mu(x), x \rangle = -Q(u_\mu(x)) - \mu \omega(u_\mu(x)) \leq -Q(u_\mu(x)). \quad (54)$$

By (51) and the convexity of $Q(u)$, we know that

$$Q(\hat{u}) = Q \left( \sum_{i=0}^{N} \frac{1}{N+1} u_\mu(x_i) \right) \leq \sum_{i=0}^{N} \frac{1}{N+1} Q(u_\mu(x_i)). \quad (55)$$

Let us denote

$$\tilde{x} = \arg \min_{x \in X} \{ f(x) + \langle A^T \hat{u}, x \rangle : x \in X \}. \quad (56)$$

We then have the first term in the right-hand side of (53) satisfies

$$\min_{x \in X} \left\{ \sum_{i=0}^{N} \frac{1}{N+1} E \left[ \psi_\mu(x_i) + \langle \nabla \psi_\mu(x_i), \tilde{x} - x_i \rangle \right] \right\} \leq \sum_{i=0}^{N} \frac{1}{N+1} E \left[ \psi_\mu(x_i) + \langle \nabla \psi_\mu(x_i), \tilde{x} - x_i \rangle \right]$$

$$\leq \sum_{i=0}^{N} \frac{1}{N+1} E \left[ f(x_i) + \langle \nabla f(x_i), \tilde{x} - x_i \rangle + \langle \nabla h_\mu(x_i), \tilde{x} \rangle + h_\mu(x_i) - \langle \nabla h_\mu(x_i), x_i \rangle \right]$$

$$\leq \sum_{i=0}^{N} \frac{1}{N+1} E \left[ f(\tilde{x}) + \langle A^T u_\mu(x_i), \tilde{x} \rangle - Q(u_\mu(x_i)) \right]$$

$$\leq E \left[ f(\tilde{x}) + \langle A^T \hat{u}, \tilde{x} \rangle - Q(\hat{u}) \right]$$

$$\leq E \left[ -Q(\hat{u}) + \min_{x \in X} \{ f(x) + \langle A^T \hat{u}, x \rangle \} \right]$$

$$= E[\phi(\hat{u})],$$

where the first inequality also employs the convexity of $f$ and Lemma 1.

Hence, the above inequality also employs the convexity of $f$ and Lemma 1.

However, the above inequality, together with (3) and (53) yields

$$E \left[ \psi(\tilde{x}) - \phi(\hat{u}) \right] - \mu \Omega \leq E \left[ \psi_\mu(\tilde{x}) - \phi(\hat{u}) \right] \leq \frac{\sqrt{2(N+1)} \sigma^2}{mL} + \frac{(6 - \sqrt{2}) LD)^2}{2(N+1) \sigma_d}. $$
By Lemma 1, the gradient of $\psi_\mu(x)$ is Lipschitz continuous with the constant

$$L = L_f + L_h = L_f + \frac{1}{\mu \sigma_\omega} \|A\|^2.$$

Then

$$0 \leq E [\psi(\hat{x}) - \phi(\hat{u})] \leq \mu \Omega + \frac{\sqrt{2(N+1)} \sigma^2}{m L} + \frac{(6 - \sqrt{2}) L D}{2(N+1) \sigma_d} \frac{1}{\mu} \left(L_f + \frac{1}{\mu \sigma_\omega} \|A\|^2\right) D$$

$$= \mu \Omega + \frac{\sqrt{2(N+1)} \sigma^2}{m \left(L_f + \frac{1}{\mu \sigma_\omega} \|A\|^2\right)} + \frac{(6 - \sqrt{2}) \left(L_f + \frac{1}{\mu \sigma_\omega} \|A\|^2\right) D}{2(N+1) \sigma_d}$$

$$\leq \mu \left(\Omega + \frac{\sqrt{2(N+1)} \sigma_\omega \sigma^2}{m \|A\|^2}\right) + \frac{1}{\mu} \frac{(6 - \sqrt{2}) \|A\|^2 D}{2(N+1) \sigma_\omega \sigma_d} + \frac{(6 - \sqrt{2}) L_f D}{2(N+1) \sigma_d}. \tag{57}$$

Note that $a + b \geq \sqrt{2ab}$ for any positive real numbers $a, b$, and the equality holds if and only if $a = b$. Thus by choosing $\mu = \mu(N)$ as in (48), we find the first two terms of (57) are equal, and the right-hand side of this inequality in $\mu$ is minimized. Letting the batch size $m$ be given by (49), we then get (50) from (57).

Letting the right hand side of (50) smaller than $\epsilon$, we then easily know that the iteration complexity of finding an $\epsilon$-approximate solution to the original problem (1) does not exceed (52).

Remark 1 By (52), we can conclude that Algorithm 1 has the optimal iteration complexity $O\left(\frac{1}{\epsilon^2}\right)$ to get an $\epsilon$-approximate solution. The special choices of $\alpha_k \equiv \frac{1}{2}$, $\gamma_k = \frac{\sqrt{2}}{2\sqrt{k+1}}$, and $m_k \equiv m$ in Algorithm 1 are important to guarantee the optimal iteration complexity of the mini-batch stochastic Nesterov’s smoothing method.

4 Application in support vector machine

Support vector machine (SVM) is a popular machine learning method for classification [22,23,24]. After solving certain optimization problems on known data samples with labels by some method, the parameters of the classifier are determined. The determined classifier is then used to predict the labels of new data samples without label information.

In order to evaluate the performance of a certain SVM model associated with a certain algorithm, users often divide the known data samples with label information into two parts: training data and testing data. Training data means a set of data samples used for learning, which is to fit the parameters of the classifier. Testing data refers to a set of data samples used only to assess the performance of the classifier. After solving optimization problems on training data by some method, users can apply decision functions to predict
the labels of testing data. Let $z_1, \ldots, z_J$ be the testing data and $\bar{y}_1, \ldots, \bar{y}_J$ be the predicted labels. If the true labels of testing data are known and denoted as $y_1, \ldots, y_J$, $S = \{i \in \{1, \ldots, J\} : \bar{y}_i = y_i\}$, we evaluate the prediction results by the following measure:

$$\text{Accuracy (Acc)} = \frac{\text{the number of correctly predicted data (}\sharp S\text{)}}{\text{the number of total testing data (}J\text{)}} \times 100\%.$$ 

In this section, we consider an application of our mini-batch stochastic Nesterov’s smoothing method on a stochastic nonsmooth convex model of SVM for binary classification as follows \cite{25}

$$\min_{x} \lambda_1 x^T \Sigma x + E \left[ \max \{0, 1 - y_\xi \langle x, z_\xi \rangle\} \right] \quad \text{s.t.} \quad \|x\|^2 \leq t. \quad (58)$$

Here, $w_\xi = (z_\xi^T, y_\xi)^T \in \mathbb{R}^{n+1}$ is the random vector, $E$ is the expectation with respect to $\xi$, $\Sigma$ is the covariance matrix of the random vector $z_\xi$, and $t > 0$ is a given parameter. Denote by $NS$ the number of the training samples. Then

$$\Sigma = \frac{1}{NS} \sum_{i=1}^{NS} z_i^\xi z_i^\xi^T = \frac{1}{NS^2} \sum_{i=1}^{NS} z_i^\xi \sum_{j=1}^{NS} z_j^\xi^T,$$

where $z_i^\xi$ denotes the $i$-th training sample. This formulation of $\Sigma$ comes from \cite{25}.

For this model, $E \left[ \max \{0, 1 - y_\xi \langle x, z_\xi \rangle\} \right]$ is the nonsmooth term which itself involves the expectation operator. It is not easy to get the proximal mapping for the max operator of an affine function and zero even if only one random vector $w_\xi$ is selected.

Let $X = \{x \in \mathbb{R}^n : \|x\|^2 \leq t\}$. We can reformulate the above model as

$$\min_{x \in X} \{\psi(x) = f(x) + h(x)\}, \quad (59)$$

where $f(x) = \lambda_1 x^T \Sigma x$, and

$$h(x) = E \left[ \max \{0, 1 - y_\xi z_\xi^T x\} \right] = E \left[ \max_{0 \leq u \leq 1} \{u(1 - y_\xi z_\xi^T x)\} \right]. \quad (60)$$

The Lipschitz constant for $f$ is $L_f = 2\lambda_1 \|\Sigma\|$, where $\|M\| = \lambda_{\max}(M)$, and $\lambda_{\max}(M)$ means the maximal eigenvalue of $M$. Let $A_\xi = -y_\xi z_\xi^T$, $A = E[A_\xi]$, $Q(u) = -u$ and $U = \{u \in \mathbb{R} : 0 \leq u \leq 1\}$. Then $h(x)$ can be written in the form of (58) as

$$h(x) = \max_{u \in U} \{\langle Ax, u \rangle - Q(u)\}.$$ 

Hence our mini-batch stochastic Nesterov’s smoothing method is suitable to solve the SVM model defined in (58). In our numerical experiment, we choose the Euclidean distance as the prox-function, that is,

$$d(x) = \frac{1}{2} \sum_{i=1}^{n} x_i^2, \quad \omega(u) = \frac{1}{2} u^2. \quad (61)$$
Thus we get $\sigma_d = 1, \sigma_\omega = 1, D = \max_{x \in X} d(x) = \frac{1}{2}$, and $\Omega = \max_{u \in U} \omega(u) = \frac{1}{2}$.

In view of (60), the smoothing function of $h(x)$ is

$$h_\mu(x) = E \left[ \max_{u \in U} \left\{ u(1 - y_\xi z_\xi^T x) - \frac{\mu}{2} u^2 \right\} \right]$$

$$= \begin{cases} 
0, & y_\xi z_\xi^T x > 1, \\
E \left[ \frac{(1 - y_\xi z_\xi^T x)^2}{2\mu} \right], & 1 - \mu \leq y_\xi z_\xi^T x \leq 1, \\
E \left[ 1 - y_\xi z_\xi^T x - \frac{\mu}{2} \right], & y_\xi z_\xi^T x < 1 - \mu.
\end{cases}$$

Given the tolerance $\epsilon > 0$, we determine the number of iteration $N$ needed to get the $\epsilon$-approximate solution of (58) according to (52) of Theorem 1, and consequently find the corresponding smoothing factor $\mu$ by (48) of Theorem 1. The Nesterov’s smoothing method in fact uses the iterates on solving the smooth problem

$$\min_{x \in X} \{ \psi_\mu(x) = f(x) + h_\mu(x) \},$$

with the fixed $\mu$, and outputs $y_N$ as the computed $\epsilon$-approximate solution of the original nonsmooth SVM model in (58).

We use the NS training samples to estimate the parameters, $\|A\|, \sigma^2$ and $L$. Specifically, we get $\|A\| = \lambda_{\text{max}}(A) = \lambda_{\text{max}}(E[A])$, where the expectation is taken with respect to $\xi$ in the training data. Then, an estimation of $L_{h_\mu}$ is obtained by (9), and the Lipschitz constant for $\psi_\mu(x)$ is $L = L_f + L_{h_\mu}$.

We follow the way of estimating the parameter $\sigma^2$ as in [11]. Using the training samples, we compute the stochastic gradients of the objective function $\lceil NS/100 \rceil$ times at 100 randomly selected points and then take the average of the variances of the stochastic gradients for each point as an estimation of $\sigma^2$.

The existing SA type methods can not solve the nonsmooth SVM model defined in (58) with guaranteed convergence, because of the relatively complex nonsmooth term that leads to the difficulty of obtaining its proximal operator. For comparison, we apply the existing SA methods to solve the smooth counterpart in (62), including the randomized stochastic projected gradient (RSPG) method, the two-phase RSPG (2-RSPG) method and its variant 2-RSPG-V method in [11], as well as the mini-batch mirror descent SA (M-MDSA) method. The M-MDSA method is a mini-batch version of the MDSA method with constant stepsize policy in [10]. Such modification improves the computational speed significantly compared with the original MDSA in [10] as pointed out in [11]. The batch sizes of the M-MDSA method are set to be the same as that for our MSNS method.

It’s worth noting that either the 2-RSPG method, or the 2-RSPG-V method includes two phases – the optimization phase and the post-optimization phase. Each method generates several candidate outputs in the optimization phase, and the final output is selected from these candidate outputs according to some rules in the post-optimization phase.
We denote by $N_{\text{total}}$ the total number of calls to the $SO$. We set $N_{\text{total}}$ to be the same for different methods. Since the RSPG, 2-RSPG and 2-RSPG-V methods are randomized SA methods, they stop randomly before up to the maximum number of the $SO$ calls. We then set $N_{\text{total}}$ for the three methods to be the maximum number of calls to the $SO$ (for the 2-RSPG and 2-RSPG-V methods, it refers to the maximum number of calls to the $SO$ in the optimization phase).

We provide the numerical experiments on both synthetic datasets and real datasets. Our experiments were performed in MATLAB R2018b on a laptop with 1 dualcore 2.4 GHz CPU and 8 GB of RAM.

4.1 Synthetic datasets

Let the training data be given by $T = \{(z_\xi, y_\xi)\}$. Here, we assume that the feature vector $z_\xi$ is drawn from standard normal distribution with approximately 10% nonzero elements. We randomly generate a vector $\bar{x} \in X$. Using this $\bar{x}$, we determine the label $y_\xi \in \{-1, 1\}$ to be

$$ y_\xi = \begin{cases} 1, & \langle \bar{x}, z_\xi \rangle \geq 0, \\ -1, & \langle \bar{x}, z_\xi \rangle < 0. \end{cases} $$

The testing data contains $K = 50000$ samples. The smoothing parameter $\mu$ and the batch size $m$ are set according to (48) and (49), respectively. The other parameters are set to be $\lambda_1 = 0.5$, $t = 10$. The dimensions of the problems are set to be $n = 500$ and 1000, respectively. In each problem, we consider the $\epsilon$-approximate solution with $\epsilon = 0.1$ and 0.05, respectively.

For each problem, we run 20 times and record the average results. Over 20 runs, the average values of the total number of iterations $N$ and the batch sizes $m$, as well as the smoothing parameters $\mu$ of the MSNS method are listed in Table 1.

| $\epsilon$ | $NS$ | $n$ | $N$   | $m$ | $\mu$ |
|------------|------|-----|-------|-----|-------|
| 0.1        | 10000| 500 | 5275  | 329 | 0.0496|
|            | 1000 | 10587| 489  | 0.0299|
| 0.05       | 10000| 500 | 21004 | 675 | 0.0251|
|            | 1000 | 41851 | 969 | 0.0171|
|            | 20000| 500 | 20906 | 648 | 0.0249|
|            | 1000 | 41679 | 915 | 0.0178|

We draw the curves of the average objective values corresponding to the training data v.s. the CPU time for the MSNS, RSPG and M-MDSA methods.
We do not include the curves of the 2-RSPG and 2-RSPG-V methods in Fig. 1 and Fig. 2 because they have several candidate outputs in optimization phase. Due to scalability, the curves of the MSNS and the RSPG methods are close at the end. We also provide small graph for each subfigure to see clear the differences of the two methods. We can see that the MSNS method provides the computed solution with the smallest objective values corresponding to the training data.

Fig. 1 Average objective values corresponding to the training data v.s. CPU time of 20 runs for different values of sample size $NS$, dimension $n$, when $\epsilon = 0.1$.

To see stability, we show in Tables 2 and 3 the mean (Mean) and the variance (Var), over 20 runs, of the objective values (Obj) corresponding to the testing data at the computed solution $\hat{x}$ by a certain method. The Obj is the empirical mean of the stochastic objective value $F(\hat{x}, \xi) + H(\hat{x}, \xi)$. The empirical mean is taken over a large testing data consisting of data samples $K = 50000$ as done in [10]. From Tables 2 and 3 the average objective values corresponding to the testing data, the average accuracy, and the average CPU time of the MSNS method are significantly better than that of the other methods in almost all cases. Moreover, the MSNS method provides the results of the objective values with small variance.
Fig. 2 Average objective values corresponding to the training data v.s. CPU time of 20 runs for different values of sample size $NS$, dimension $n$, when $\epsilon = 0.05$.

4.2 Real datasets

We do numerical experiments on four real datasets described below for our experiments.

- Wisconsin breast cancer dataset from the UCI repository (699 patterns) can be downloaded from the web\(^1\). Features are computed from a digitized image of a fine needle aspirate (FNA) of a breast mass. They describe characteristics of the cell nuclei present in the image.

- Statlog (Australian Credit Approval) dataset also comes from the UCI repository, downloaded from the web\(^2\). This file concerns credit card applications. All attribute names and values have been changed to meaningless symbols to protect confidentiality of the data. This dataset is interesting because there is a good mix of attributes – continuous, nominal with small numbers of values, and nominal with larger numbers of values.

\(^1\) https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+(Diagnostic)
\(^2\) https://archive.ics.uci.edu/ml/datasets/Statlog+%28Australian+Credit+Approval%29
Table 2: The mean and variance of the objective values, the average accuracy and CPU time when $\epsilon = 0.1$ of 20 runs.

| $n$  | NS | ALG.  | Obj Mean | Obj Var | Acc (Avg.) | CPU (Avg.) |
|------|----|-------|----------|--------|------------|------------|
| 500  | MSNS | 0.3071 | 2.90e-06 | 0.9817 | 44.2968 |
|      | RSPG | 0.3093 | 3.92e-06 | 0.9815 | 386.0023 |
| 2000 | M-MDSA | 0.3402 | 5.01e-05 | 0.9785 | 55.4375 |
|      | 2-RSPG | 0.3092 | 2.05e-06 | 0.9815 | 334.7219 |
|      | 2-RSPG-V | 0.3089 | 3.35e-06 | 0.9815 | 336.8773 |
| 10000 | MSNS | 0.3001 | 6.95e-07 | 0.9818 | 45.4281 |
|      | RSPG | 0.3031 | 7.95e-07 | 0.9813 | 386.8484 |
|      | M-MDSA | 0.3357 | 2.00e-05 | 0.9783 | 57.9516 |
|      | 2-RSPG | 0.3028 | 1.05e-03 | 0.9814 | 424.7093 |
|      | 2-RSPG-V | 0.3027 | 9.57e-07 | 0.9816 | 437.3919 |

- Credit Approval dataset also comes from the UCI repository\textsuperscript{3}. This file concerns credit card applications. All attribute names and values have been changed to meaningless symbols to protect confidentiality of the data. This dataset is interesting because there is a good mix of attributes, continuous, nominal with small numbers of values, and nominal with larger numbers of values.

- Ecoli dataset is also refer to the protein localization sites dataset, downloaded from the web\textsuperscript{4}. The dataset describes the problem of classifying Ecoli proteins using their amino acid sequences in their cell localization sites. That is, predicting how a protein will bind to a cell based on the chemical composition of the protein before it is folded. We analyzed Ecoli dataset in its 2-class versions, i.e., Ecoli(B). Ecoli(B) from the first 4 proteins and the remaining ones. The details of the described datasets are resumed in Table 4.

We choose the optimal values of $\lambda_1$ and $t$ via 3-fold cross-validation (CV) using 20 random runs, which are determined by varying them on the grid $\{10^{-2}, 10^{-1}, 2^{-2}, 2^{-1}, 1\}$ and the values with the best average accuracy are chosen for each of the MSNS, RSPG, M-MDSA, 2-RSPG, and 2-RSPG-V methods. For real datasets, we also compare with the classical SVM model\textsuperscript{27} for which the cost parameter $c$ and parameter $g$ in kernel function were deter-

\textsuperscript{3} https://archive.ics.uci.edu/ml/datasets/Credit+Approval

\textsuperscript{4} https://archive.ics.uci.edu/ml/datasets/Ecoli
Table 3 The mean and variance of the objective values, the average accuracy and CPU time when \(\epsilon = 0.05\) of 20 runs

| \(n\) | NS | ALG. | Obj Mean | Obj Var | Acc (Avg.) | CPU (Avg.) |
|------|----|------|----------|---------|------------|------------|
| 500  | 1000 | RSPG | 0.3076   | 1.85e-06 | 0.9811     | 1951.5351  |
|      |      | 2-RSPG | 0.3074   | 1.61e-06 | 0.9812     | 1848.8625  |
|      |      | 2-RSPG-V | 0.3072   | 1.88e-06 | 0.9812     | 1835.7265  |
|      |      | MSNS   | 0.2995   | 1.47e-06 | 0.9823     | 273.3210   |
|      |      | RSPG   | 0.3008   | 1.68e-06 | 0.9820     | 2693.3601  |
|      |      | M-MDSA | 0.3324   | 1.91e-05 | 0.9791     | 399.0406   |
|      |      | 2-RSPG | 0.3008   | 1.36e-06 | 0.9821     | 1915.3305  |
|      |      | 2-RSPG-V | 0.3007   | 1.63e-06 | 0.9821     | 2462.5796  |
| 20000| 1000 | RSPG   | 0.1721   | 1.48e-06 | 0.9975     | 10347.2710 |
|      |      | M-MDSA | 0.2364   | 5.96e-05 | 0.9923     | 529.8718   |
|      |      | 2-RSPG | 0.1719   | 1.95e-06 | 0.9976     | 8604.6609  |
|      |      | 2-RSPG-V | 0.1717   | 1.78e-06 | 0.9976     | 9281.1523  |
|      |      | MSNS   | 0.1595   | 4.61e-07 | 0.9979     | 534.6511   |
|      |      | RSPG   | 0.1614   | 6.66e-07 | 0.9978     | 7236.1585  |
|      |      | M-MDSA | 0.2283   | 3.21e-05 | 0.9924     | 541.6226   |
|      |      | 2-RSPG | 0.1616   | 6.88e-07 | 0.9978     | 9701.7789  |
|      |      | 2-RSPG-V | 0.1614   | 5.32e-07 | 0.9978     | 9028.8843  |

Table 4 Details of the datasets

| Dataset                  | Classes | Sample size | Dimension |
|--------------------------|---------|-------------|-----------|
| Wisconsin breast cancer  | 2       | 699         | 10        |
| Statlog                  | 2       | 690         | 14        |
| Credit Approval          | 2       | 690         | 15        |
| Ecoli(B)                 | 2       | 366         | 343       |

We find that the average CPU time is related to the parameters \(\lambda_1\) and \(t\) for each of the MSNS, RSPG, M-MDSA, 2-RSPG, and 2-RSPG-V methods. More specifically, the CPU time decreases as \(\lambda_1\) decreases, and also decreases as \(t\) decreases for each of the above method. We take the MSNS method as an example to illustrate the reason for this phenomenon. When \(\lambda_1\) is fixed, along with the decreasing of \(t\), \(D = t/2\) decreases and consequently the maximum iteration number \(N\) decreases according to (52). The batch size \(m\) also decreases with \(N\) by (49). Similarly, when \(t\) is fixed, \(L_f\) decreases with \(\lambda_1\), resulting in a decrease in the maximum number of iterations \(N\) by (52). The batch size \(m\) also decreases with \(N\) by (49). We record the average CPU time of the MSNS method, along with different \(\lambda_1\) and \(t\) for two datasets: Wisconsin breast cancer and Ecoli(B) as examples in Tables 5 and 6 respectively. The
relationship of the CPU time and the values of parameters $\lambda_1$ and $t$ can be seen clearly from the two tables.

**Table 5** CPU time of the MSNS method corresponding to different values of $\lambda_1$, $t$, on the dataset – Wisconsin breast cancer

| $t$  | $\lambda_1$ | $10^{-2}$ | $10^{-1}$ | $2^{-2}$ | $2^{-1}$ | 1     |
|------|-------------|-----------|-----------|----------|---------|-------|
| $10^{-2}$ | 0.0074     | 0.0038    | 0.0040    | 0.0043   | 0.0060  |
| $10^{-1}$ | 0.0246     | 0.0259    | 0.0310    | 0.0366   | 0.0453  |
| $2^{-2}$  | 0.0653     | 0.0661    | 0.0784    | 0.0942   | 0.1231  |
| $2^{-1}$  | 0.1258     | 0.1453    | 0.1631    | 0.2079   | 0.2725  |
| 1         | 0.2676     | 0.3013    | 0.3574    | 0.4541   | 0.6094  |

**Table 6** CPU time of the MSNS method corresponding to different values of $\lambda_1$, $t$, on the dataset – Ecoli(B)

| $t$  | $\lambda_1$ | $10^{-2}$ | $10^{-1}$ | $2^{-2}$ | $2^{-1}$ | 1        |
|------|-------------|-----------|-----------|----------|---------|----------|
| $10^{-2}$ | 0.3350     | 0.3659    | 0.3885    | 0.4317   | 0.5288  |
| $10^{-1}$ | 9.8397     | 10.2583   | 10.9856   | 12.2976  | 15.0089 |
| $2^{-2}$  | 39.5078    | 41.1832   | 44.0774   | 48.2053  | 58.5466 |
| $2^{-1}$  | 103.0333   | 114.9313  | 127.1659  | 134.4300 | 163.9550|
| 1         | 211.7660   | 285.0719  | 322.8352  | 399.9200 | 471.5500|

We record in Table 7 the average optimal values of parameters $(t, \lambda_1)$ or $(c, g)$, together with the corresponding average accuracy and the average CPU time in seconds. We can see that our MSNS method has the best average accuracy in all the datasets. The CPU time of the MSNS method is not the shortest, but it is only a little bit longer than the shortest one and hence is acceptable.

**5 Concluding remarks**

In this paper, we propose a mini-batch stochastic Nesterov’s smoothing (MSNS) method for solving a class of constrained convex nonsmooth composite optimization problems with noisy zero-order and first-order information. We show the convergence of the MSNS method, together with its optimal iteration complexity. Numerical experiments on a support vector machine (SVM) model using both synthetic datasets and real datasets, demonstrate the effectiveness and efficiency of the proposed MSNS method, compared with several state-of-the-art methods.
### Table 7 Accuracy, the values of \((t, \lambda)\) or \((c, g)\) and CPU time determined by 3-fold CV

| Dataset          | ALG   | \(t\)          | \(\lambda\) | \(c\) | \(g\) | Acc   | CPU   |
|------------------|-------|----------------|-------------|-------|-------|-------|-------|
| Wisconsin breast cancer | MSNS  | \(10^{-1}\) | \(10^{-2}\) | -     | -     | 0.9686 | 0.0097 |
|                   | RSPG  | \(10^{-1}\) | \(10^{-2}\) | -     | -     | 0.9664 | 0.0597 |
|                   | M-MDSA| \(10^{-1}\) | \(10^{-2}\) | -     | -     | 0.9617 | 0.0111 |
|                   | 2-RSPG| \(10^{-1}\) | \(10^{-2}\) | -     | -     | 0.9672 | 0.0674 |
|                   | 2-RSPG-V| \(10^{-1}\) | \(10^{-2}\) | -     | -     | 0.9678 | 0.0566 |
|                   | SVM   | -             | -            | \(10\) | \(10^{-2}\) | 0.9614 | 0.0046 |
| Statlog           | MSNS  | \(2^{-2}\) | \(10^{-2}\) | -     | -     | 0.8670 | 0.0163 |
|                   | RSPG  | \(2^{-2}\) | \(10^{-2}\) | -     | -     | 0.8631 | 0.0487 |
|                   | M-MDSA| \(2^{-1}\) | \(10^{-1}\) | -     | -     | 0.8569 | 0.1602 |
|                   | 2-RSPG| \(2^{-2}\) | \(10^{-2}\) | -     | -     | 0.8654 | 0.0765 |
|                   | 2-RSPG-V| \(2^{-2}\) | \(10^{-2}\) | -     | -     | 0.8656 | 0.0580 |
|                   | SVM   | -             | -            | \(10\) | \(10^{-4}\) | 0.8609 | 0.0254 |
| Credit Approval   | MSNS  | \(2^{-1}\) | 1            | -     | -     | 0.8595 | 0.2636 |
|                   | RSPG  | \(2^{-2}\) | 1            | -     | -     | 0.8589 | 0.4914 |
|                   | M-MDSA| 1             | \(2^{-1}\)  | -     | -     | 0.8562 | 0.4694 |
|                   | 2-RSPG| 1             | 1            | -     | -     | 0.8591 | 2.9523 |
|                   | 2-RSPG-V| 2^{-2} | 1            | -     | -     | 0.8590 | 0.5832 |
|                   | SVM   | -             | -            | \(1\) | \(10^{-2}\) | 0.8591 | 0.0155 |
| Ecoli(B)          | MSNS  | \(10^{-2}\) | \(10^{-1}\) | -     | -     | 0.8720 | 0.3659 |
|                   | RSPG  | \(10^{-2}\) | \(2^{-1}\)  | -     | -     | 0.8501 | 0.2826 |
|                   | M-MDSA| \(10^{-1}\) | \(10^{-1}\) | -     | -     | 0.8423 | 10.2845 |
|                   | 2-RSPG| 1             | \(10^{-2}\)  | -     | -     | 0.8540 | 160.8485 |
|                   | 2-RSPG-V| 1 | \(10^{-2}\) | -     | -     | 0.8542 | 169.9453 |
|                   | SVM   | -             | -            | \(10\) | \(10^{-4}\) | 0.7107 | 0.0767 |
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