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Abstract—Domain-specific variants of contrastive learning can construct positive pairs from two distinct in-domain images, while traditional methods just augment the same image twice. For example, we can form a positive pair from two satellite images showing the same location at different times. Ideally, this teaches the model to ignore changes caused by seasons, weather conditions or image acquisition artifacts. However, unlike in traditional contrastive methods, this can result in undesired positive pairs, since we form them without human supervision. For example, a positive pair might consist of one image before a disaster and one after. This could teach the model to ignore the differences between intact and damaged buildings, which might be what we want to detect in the downstream task. Similar to false negative pairs, this could impede model performance. Crucially, in this setting only parts of the images differ in relevant ways, while other parts remain similar. Surprisingly, we find that downstream semantic segmentation is either robust to such badly matched pairs or even benefits from them. The experiments are conducted on the remote sensing dataset xBD, and a synthetic segmentation dataset for which we have full control over the pairing conditions. As a result, practitioners can use these domain-specific contrastive methods without having to filter their positive pairs beforehand, or might even be encouraged to purposefully include such pairs in their pretraining dataset.

Index Terms—Robustness, self-supervised learning, dense contrastive learning, contrastive pretraining, remote sensing

I. Introduction

Contrastive learning can be used as self-supervised way to learn representations of images. For this, we define some image pairs as positive pairs. We teach the model to produce representations that are robust to the differences between those images, since they represent the same semantic content. All other pairs are defined as negative pairs, and their representations are encouraged to be sensitive to the difference between the respective images, since they differ in content.

Non-specialized contrastive methods [1], [2] construct positive pairs by sampling two differently augmented versions of the same image. Specialised methods use auxiliary domain-specific data to create positive pairs from different in-domain images. For example, in remote sensing, various methods [3], [4] like Temporal Positives [5] create positive pairs by sampling images from the same location taken at different times. This encourages representations to be robust towards irrelevant changes in seasons, weather conditions and image acquisition artifacts. Since we sample the positive pairs from locations in an unsupervised way, and the resulting data sets can be very big (e.g. 1.5TB for SSL4EO-S12 [6]), some of these pairs are likely to contain changes that are relevant to the downstream task. For example, one image might be taken before, and one after a hurricane destroyed a building. These unknowingly included pairs could have a detrimental effect by encouraging representations to be robust to these relevant changes. We investigate whether this is the case and how big this effect is.

Previous work investigates the detrimental effect of false negative pairs [7] or false positive pairs caused by random cropping [8](see section II) on downstream classification performance. The emergence of these domain-specific methods now creates the need to investigate the effect of false positive pairs in this setting. A crucial detail is that we investigate the effects on downstream segmentation, instead of classification, performance, due to the large relevance of segmentation tasks to change detection and earth observation in general.

During preliminary experiments on CIFAR10 [9] (see Fig. 1, details omitted), more false positive pairs in pretraining lead to worse downstream classification performance. When switching to a segmentation dataset in remote sensing (xBD [10]) and a domain-specific creation of positive pairs (Temporal Positives [5]), this does not hold true anymore. The key difference is that badly matched images in Temporal Positives are still partially correctly matched. After a hurricane, a house...
may be destroyed, while the lake next to it still looks the same as in the pre-hurricane image. That is why we refer to such image pairs as noisy, instead of false positive pairs.

We create a synthetic dataset (VTS), to more closely investigate how the characteristics of noisy pairs impact the downstream performance (see section IV). We compare the results to those on xBD. We find that noisy positive pairs have a beneficial effect for the instance-based and dense contrastive losses we investigated (see section III for details). We furthermore investigate the source of the improvements in performance. We show that:

1) Contrastive pretraining on a real-world dataset for downstream semantic segmentation is robust to noisy positive pairs. See subsection V-B.

2) These findings can be confirmed on a synthetic dataset, on which we control the noise conditions. Here, the contrastive approaches (image level and dense) benefit from noisy pairs, except for extreme noise settings equivalent to false positive pairs. See section V-B.

3) This benefit is partly caused by an increased exposure to image features relevant to the downstream task. The performance improvements on the instance-based loss are additionally influenced by a strong regularization effect. See section V-C.

II. Related work

a) False pairs are detrimental

The elimination of false negatives on ImageNet, when pretraining with SimCLR [1], was shown to lead to an improvement of 8.18% in top-1 accuracy [7, Fig.10]. For CIFAR-10, the accuracy is improved by 4.5% [8, Table 1]. Contrary to these works, we investigate noisy positive pairs, instead of false negative pairs.

During BYOL [11] pretraining, random cropping can lead to false positive pairs [8]. Filtering leads to an improvement of 3.5% [8, Table 2]. This indicates that noisy positives might also be detrimental. However, in these false positive pairs, the whole crops are wrongly matched. In contrast, in our noisy pairs, only parts of the images are falsely matched, while the rest of the matching is correct.

b) Positive pairs made from distinct images

In remote sensing, the geospatial position of each image can be used to create positive pairs from two images taken at the same place, but different times [3]–[5]. In medical imaging, co-registered volumetric images of the same anatomic region in different patients can be used to create positive pairs [12].

In remote sensing a natural disaster happening between the acquisition of two images might lead to noisy positive pairs. In the same way, in medical imaging, two scans of different patients might be paired, showing the same region of the body, where one patient has an undiscovered malignant change. In this way, we believe our results to be relevant to both remote sensing and medical imaging.

A conceptually similar method exists for biodiversity monitoring via camera traps [13]. Positive image pairs are created based on temporal or local proximity in multiple camera traps.
the quality of the learned representations instead of effects caused by the amount of data used in finetuning. We freeze the pretrained model and only train a segmentation head on top, to evaluate the quality of the learned representations. Again, this is to make sure that we evaluate the learned representations. In practical applications, the whole model, including the encoder, would be finetuned. Fig. 2 visualizes these basic concepts.

We use two different contrastive algorithms in our experiments. First is the widely-used MoCo v2 [14] algorithm. It is based on comparing feature vectors describing whole images. The images we pair show the same location at two different times, which is the Temporal Positives [5] setup. Secondly, we use two variants of a dense contrastive loss, described below. The dense losses compare feature vectors describing sub-regions of images, instead of whole images.

A. Instance-discrimination: Comparisons at the image level

Recent works applying self-supervised learning for pretraining computer vision models tend to follow the paradigm of instance discrimination [15]. In this paradigm, each individual image (instance) is treated as its own class. The learning task is to discriminate between images representing the same class and images representing different classes. Positive pairs therefore consist of augmented versions of the same image, while negative pairs consist of augmented versions of different images. We use the widely-used MoCo v2 [14] framework to pretrain neural networks.

The corresponding loss is called InfoNCE [16]. We adapt the notation in [2] slightly, to define it as:
\[
- \log \frac{\exp \left( \frac{f(I) \cdot f(\hat{I})}{\tau} \right)}{\sum_{i=0}^{Q} \exp \left( \frac{f(I) \cdot q_i}{\tau} \right)} \tag{1}
\]

Here, \(I\) and \(\hat{I}\) are two images belonging to a positive pair. Conventionally, \(I\) and \(\hat{I}\) are generated from a single source image by applying two different random augmentations to it. We instead pair two satellite images showing the same location at different times, which could be interpreted as a natural form of augmentation. \(f(I)\) is the feature representation of image \(I\). \(\tau\) is the softmax temperature hyperparameter. In addition to the images in a batch, MoCo v2 keeps a queue of feature representations \(\{q_i\}_{i=0}^{Q}\) of previous images. They form negative pairs with image \(I\), since they represent other images. For further details, please refer to the original papers [2], [14].

B. Dense contrastive learning: Comparisons at the patch-level

MoCo uses feature representations of full images. In this section, we contrast feature representations of sub-regions within an image. Such methods are sometimes referred to as dense contrastive methods [17], [18]. The goal is to force the network to pay attention to local features, instead of global ones. This is useful [19] when contrastive learning is used as pretraining for semantic segmentation tasks, which require more fine-grained features.

We use the supervised dense contrastive method presented in [19], which we describe below. While we are generally interested in self-supervised approaches, this dense method uses full segmentation labels. We can use the results as an upper bound for how well dense contrastive methods (including self-supervised ones) can cope with noisy positive pairs.

For each input image \(I\), let \(\hat{I}\) be the image that it forms a Temporal Positive image pair with. We extract both \(d \times d\) feature maps \(f(I), f(\hat{I})\) and down-sample both images’ ground truth segmentation labels to \(d \times d\). Using the down-sampled labels \(y^d, y^d\), we can create positive and negative pairs between each of the \(d^2\) pixel positions. Positive pairs are formed between pixel positions assigned to the same class, negative pairs are formed between pixel positions belonging to different classes.

We use two dense loss functions. The first is called within-image loss [20, Eq. 1]. Pairs are created between two augmented versions of the same image.

\[
- \frac{1}{N_I} \sum_{p=1}^{N_I} \frac{1}{N_{y^d_p}} \sum_{q=1}^{N_I} \log \left( \frac{e^{I_p \cdot f(\hat{I})}}{\sum_{k=1}^{N_I} e^{I_p \cdot f(J_k)}} \right) \tag{2}
\]

The second loss function is called cross-image loss [20, Eq. 2]. It extends the within-image loss by a component that pairs pixels in \(f(I)\) with pixels in \(f(J)\), where \(I\) and \(J\) are different images and do not form a Temporal Positive pair.

\[
- \frac{1}{N_I} \sum_{p=1}^{N_I} \sum_{q=1}^{N_J} \frac{2}{N_{y^d_p} + N_{y^d_q} - 1} \log \left( \frac{e^{I_p \cdot J_q}}{\sum_{k=1}^{N_J} e^{I_p \cdot J_k} + \sum_{k=1}^{N_I} e^{J_q \cdot I_k}} \right) \\
- \frac{1}{N_J} \sum_{p=1}^{N_J} \sum_{q=1}^{N_I} \frac{2}{N_{y^d_p} + N_{y^d_q} - 1} \log \left( \frac{e^{J_q \cdot I_p}}{\sum_{k=1}^{N_I} e^{J_q \cdot I_k} + \sum_{k=1}^{N_J} e^{I_p \cdot J_k}} \right) \tag{3}
\]

IV. Datasets

We use two different datasets to investigate the effect of noisy positive pairs, xBD and VTS, which is a synthetic dataset to investigate the influence of noise conditions in noisy positive pairs more thoroughly.

For xBD, we can include or exclude noisy positive pairs in our pretraining. We call this varying the noisy pairs rate \(r_{pairs} \in [0, 1]\). For example, \(r_{pairs}=0.7\) means that 70% of all positive pairs in pretraining are noisy pairs. For VTS, we additionally control how many pixels per image pair are wrongly matched. We call this the per-image noise \(r_{img} \in [0, 1]\). For example, \(r_{img}=0.7\) means that, on average, 70% of all pixel positions in a noisy image pair do not contain the same semantic information in both images, but differ in a way that is relevant to the downstream task.

A. xBD

The xBD dataset [10] is a remote sensing dataset, consisting of high-resolution, bi-temporal satellite images and high-quality
expert labels. The task it represents is the gradual classification of building damage after natural events like wildfires, hurricanes or floods, using a pre- and a post-event image. An example image pair can be seen in Fig. 6.

We cut each 1024×1024 pixels image into four 512×512 pixels images without overlap. We use xBD’s train and tier3 subsets. We create a 70/30-split into train/val sets, stratifying over disaster sites. This yields 20 446 clean and 5 224 noisy pairs in the training set (see below). They are under-sampled to achieve the desired proportions of noisy and noise-free pairs in pretraining. During finetuning, all images are used. Class-weighting is used to account for data imbalance. The validation set always contains the same 11 002 image pairs. The test set consists of 3 732 images, which is the official test set, cut up into 512×512 pixel images. We use augmentations from the winning solution [21] of the xView2 challenge, which is based on xBD.

1) Noisy positive pairs

For xBD, a noisy pair consists of a pre- and a post-disaster image from the same location, where the post-disaster image contains damaged buildings, but the pre-disaster image does not. These positive pairs encourage the model to output the same representation for both images. The model might learn to ignore differences between damaged and undamaged buildings. However, the downstream task requires us to distinguish between these. Therefore, we call such positive pairs noisy.

When varying the noisy pairs rate $r_{pairs}$, we under-sample clean or noisy positive pairs, until the desired ratio is reached. For example, for $r_{pairs}$=0.1, we use all the clean pairs and add noisy pairs until these make up 10% of the new dataset.

For the dense losses, we use labels to match image patches with the same label. We binarize the five-class labels into background vs building pixels. This mimics a realistic setting in which we have rough localization information and creates a noisy matching, similar to Temporal Positives with MoCo.

B. Synthetic Voronoi-cell texture segmentation dataset (VTS)

We generate a synthetic segmentation dataset, which allows for full control over the conditions of noisy positive pairings. Fig. 3 visualizes the dataset generation process. We randomly segment each to-be-generated image into 20 Voronoi cells, which we equally separate randomly between two classes. The two classes are represented by two different texture categories in the Describable Textures Dataset (DTD) [22]. Each texture category contains 120 images. We use the non-overlapping categories stratified and veined. For each image that we generate, we pick one texture image from each of the two texture categories. Since the images differ in size, we first randomly crop out an area of the same size as the image we generate. We now fill all cells belonging to the first class, by copying the pixels from the texture image of the first texture category into the cells assigned to this class. We repeat the process for the second texture category, to fill the remaining cells.

The downstream task for VTS is a three-class semantic segmentation, including a noise texture class (see subsubsec-

Fig. 3: Generation process of the VTS dataset: The 256×256 image is segmented into 20 random Voronoi cells, which are evenly randomly distributed between two classes. The cells are filled with a texture images representing the respective classes. A noisy version of the image is created by uniformly at random filling $r_{img}$ of the cells with a noise texture. Noisy positive pairs are created by pairing the noise-free image consisting of only two textures with the noisy image, consisting of three textures. The noise texture can be seen analogously to the damaged buildings in the xBD dataset.

1) Noisy positive image pairs

To create noisy pairs, we pair a noise-free image with an image in which $r_{img}$ of Voronoi cells are filled with a noise texture (texture class matted). Cells to replace are chosen uniformly at random, without regard for class balance. During training, each time we load an image, we pair it with its noisy partner with a probability given as the noisy pairs rate $r_{pairs}$, and we pair it with a differently augmented version of itself with probability $1 − r_{pairs}$.

For the dense supervised losses, we use the noise-free label for both the noise-free and the noisy images. This is similar to the xBD dataset, where we assume that both images show the same information, without any differences in label information, even though some buildings might be (unbeknownst to the practitioner) damaged.

V. Experiments

For all experiments, we first pretrain the encoder model with a contrastive loss (MoCo, within-image or cross-image). The noisy pairs used in pretraining are characterized by $r_{pairs}$ and $r_{img}$, which we vary between experiments, to detect how these parameters relate to the downstream performance. We keep the model weights with the best validation loss in pretraining. The validation set is always free of noise. We add a segmentation
head after the final convolutional layer of the frozen pretrained encoder. The segmentation head is trained on the noise-free training set and evaluated on the test set. This training procedure is also visualized in Fig. 2.

A. Implementation details

Our goal is to single out the potential negative influence of noisy positive pairs. Therefore, we purposely limit the model’s capacity, using a simple ResNet18 as our encoder architecture with an FCN [23] segmentation head. For dense losses, we extract the $d \times d$ feature map $f(I)$ right before the global average pooling operation. In our experiments, $d$ is 8 for VTS and 16 for xBD.

For xBD, we only provide the post-disaster image to the segmentation head. This forces the network to rely on its learnt features, instead of exploiting differences between pre- and post-disaster image. These choices naturally lead to worse performance. However, we are only interested in detecting relative performance changes caused by noisy pairs, not in achieving the best absolute performance. During finetuning, we use class weights equal to the inverse class frequency. All numbers reported are based on single runs. Preliminary experiments indicate that the test performance among different conditions of randomness usually spans less than 1%. Hyperparameters were largely taken from [5] for xBD and MoCo, and from [19] for dense losses. The learning rates were determined via a coarse grid search.

B. Contrastive pretraining for segmentation is robust to noisy pairs

We vary the amount of noisy positive pairs in pretraining on xBD and measure the resulting downstream segmentation performance. The results are visualized in Fig. 1. MoCo benefits slightly from the inclusion of noisy pairs (up to 2.4%), while the dense losses can benefit up to 1.4%, but also lose up to 0.2%. Overall, the downstream performance is not very sensitive to varying the amount of noisy pairs. This is especially true when comparing our results with those on CIFAR-10 (see Fig. 1) that are very sensitive to the inclusion of false positive pairs.

A simple first explanation for this robustness would be that the pretraining already does not work well, so the noise cannot have much of an influence. However, while our best test F1 score is 0.287, ImageNet-pretraining achieves only 0.254, verifying our pretraining’s suitability.

The result that noisy pairs do not degrade downstream performance on xBD is surprising. An explanation could be that the noisy matches (damaged vs. undamaged buildings) take up too little space in the image. They would therefore have little influence on the loss function, too. Since we can not appropriately change this on xBD, we create the VTS dataset (see subsection IV-B). It allows us to control how many pixels per image pair are wrongly matched ($r_{img}$, analogous to wrongly matched building pixels), in addition to how many positive pairs are impacted by noisy matches ($r_{pairs}$).

a) VTS: Noisy pairs increase performance.

We repeat the experiments on VTS, varying both $r_{pairs}$ and $r_{img}$. The results for MoCo can be seen in Fig. 4. The results

![Fig. 4: VTS: MoCo benefits from the inclusion of noisy positive pairs in contrastive pretraining. More noisy pairs lead to greater improvements, except for per-image noise $r_{img}=1.0$, in which completely different images are paired with each other.](image)

![Fig. 5: VTS: Dense losses benefit from the inclusion of noisy positive pairs in contrastive pretraining. More noisy pairs usually do not lead to greater improvements. Per-image noise of 1.0 can lead to a decline in quality, which makes intuitive sense, since it represents pairing two completely different images with each other. Points belonging to Per-image noise: 0.25 are enlarged for better visibility.](image)
for the dense losses can be seen in Fig. 5. MoCo’s performance increases with rising $r_{pairs}$. Dense losses also benefit from noise, but increasing $r_{pairs}$ above 25% does not yield additional gains in most experiments. The relation between $r_{img}$ and the downstream performance is less clear. Only the extreme case of $r_{img}=100\%$, which is equivalent to false positives, leads to no improvement or even a degradation, with large drops for dense losses if $r_{img}=r_{pairs}=100\%$. These results align with those on xBD. Noisy pairs are usually helpful, not harmful. In the next section, we explore what the cause of this might be.

C. Regularization or exposure?

The downstream task on xBD is to discern damaged from undamaged buildings. However, when we remove all noisy pairs from pretraining, the network needs to recognise damaged buildings in the downstream task without ever having seen any while pretraining the encoder. Re-introducing noisy pairs exposes the model to these crucial features and should enable it to better recognise building damage. We investigate whether the gains on xBD and VTS are merely the effect of being exposed to these relevant features or whether there is an additional effect at play. For this, we replace the noisy pairs, constructed with a pre- and a post-disaster image, with pairs consisting of two augmented versions of the same post-disaster image (see Fig. 6). This exposes the network to the relevant features without noisy learning signals. We call this the mere-exposure setting. It retains the exposure element, while removing the aspect of noise in pairing that the noisy positives have introduced. We compute the performance difference between pretraining on noisy positives and mere exposure pairs.

**xBD: More than mere exposure** The results on xBD are shown in Fig. 7. Noisy positives tend to perform better than the mere-exposure setting. We interpret this as an indication that the small performance improvements when introducing noisy positive pairs into xBD pretraining (see subsection V-B) are not only caused by exposure to the building damage features, but also an additional effect.

**VTS: MoCo benefits strongly from noise** For VTS, we define mere-exposure pairs analogously to xBD. Fig. 8 shows the performance difference between models pretrained with noisy pairs and those pretrained with mere exposure, using MoCo for pretraining on the VTS dataset. Noisy positives outperform mere-exposure with rising $r_{pairs}$, given high enough $r_{img}$. This aligns with the xBD results and shows that MoCo benefits from the noise introduced via the noisy pairs. The dense losses (see Fig. 9) also perform slightly better on average using noisy pairs as compared to mere exposure pairs. The differences between both settings are much smaller for dense losses than for MoCo, however. For the within-image loss, we compute a mean F1 score difference of $\mu=1.1\%$ and standard deviation $\sigma=2.3\%$, where positive values indicate that pretraining with noisy pairs performs better. For the cross-image loss, we compute $\mu=0.6\%, \sigma=2.2\%$. In comparison, MoCo achieves a much larger $\mu=6.8\%, \sigma=4.1\%$. 

---

Fig. 6: **Noisy positives vs. mere-exposure** Noisy positives pair a pre- with a post-disaster image. Mere-exposure pairs use the same post-disaster image twice. All images are independently augmented. Images are from the xBD dataset.

Fig. 7: **xBD: Noisy positives pretraining tends to outperform mere exposure.** This shows that the small performance gains on xBD are not just attributable to exposure. Positive values mean that pretraining with noisy positives performs better on the downstream task than pretraining with mere exposure pairs, negative values mean the opposite.

Fig. 8: **VTS: MoCo performs better with noisy positives than with mere exposure.** Noisy positives outperform the mere-exposure setting, more so the more noisy pairs are included. On average, noisy positives pretraining achieves a 6.8% higher test F1 score. This confirms that the positive effect of noise positives is not just based on an increased exposure to features that are relevant to the downstream task. Positive values mean that pretraining with noisy positives performs better on the downstream task than pretraining with mere exposure pairs, negative values mean the opposite.
D. Discussion

In this section, we discuss our experimental results related to the effect of including noisy positive pairs in contrastive pretraining, what we believe is responsible for the observed effect and how our results relate to existing research.

Noisy positives improve performance via regularization

Overall, the increased performance of models pretrained with noisy positives is not only explained by an effect of mere exposure to relevant features, but by an additional effect that must be based on the noisy matches (see subsection V-C). We believe that this effect can be interpreted as a form of regularization akin to image augmentation. Pairing intact buildings with damaged buildings could be seen as a form of strong augmentation. In extreme cases of very different appearances between the two images, we approach augmentation regimes that resemble CutMix [24], which simply pastes part of one image onto another image. In extensive experiments, variants of this have already been shown to improve performance of self-supervised pretraining [25]–[27].

Noisy vs. false positives

Fig. 1 shows that false positive pairs lead to declining performance, while noisy positive pairs do not, and can even be beneficial, e.g. in Fig. 4. We believe that the performance does not decline, because the model can still identify enough similarities between the unchanged parts of images to identify the matching images during contrastive learning. The positive effect is additionally caused by the regularization, as explained above. Furthermore, we see that when we move from partially noisy positives towards fully false positives, by setting the per-image noise $r_{img} = 100\%$, the performance does usually drop, especially when all positive pairs are impacted by this noise, i.e. $r_{pairs} = 100\%$. In this way, we can reconcile our results on noisy positive pairs with those on false positive pairs. An exception is the cross-image loss in Fig. 5, which always receives a correct learning signal from its within-image loss component and improves performance as long as not all of the positive pairs are false positives.

Self-supervised dense losses work despite of noisy labels

Current self-supervised dense contrastive methods often use pseudo-labels [28], [29] or feature space clustering [17], [18], [30] to compute dense contrastive pairs. If the robustness we saw for the supervised dense losses transfers to other dense losses, this might be an indication why these self-supervised learning methods work, even though they rely on noisy labels to create contrastive pairs.

VI. Conclusion

We investigated the effect of noisy positive pairs in contrastive pretraining for semantic segmentation. For both datasets we investigated, and three different contrastive approaches, we were not able to create conditions under which noisy positive pairs are consistently detrimental. Instead, they are beneficial for MoCo and dense losses, although the effect is small on the real-world dataset. The only situation in which noisy positive pairs proved detrimental was the edge case in which noisy positive pairs become false positive pairs.

We further found that the performance gains from pretraining with noisy positives are not solely caused by an increased exposure to features relevant to the downstream task. Instead, the improvement seems to be additionally attributable to an element of regularization, that is especially strong for MoCo.

As a consequence of these results, practitioners do not need to take counter-measures against noisy positive pairs in contrastive pretraining. They should instead be encouraged to actively include such pairs in their pretraining, for example by purposefully sampling from areas and times with known changes of interest, instead of avoiding them.
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A. Author contributions

Following the CRedit taxonomy\(^2\), the individual contributions of the authors are the following.

- **Sebastian Gerard**: Conceptualization, Methodology, Software, Formal analysis, Investigation, Writing - Original Draft, Visualization
- **Josephine Sullivan**: Methodology, Resources, Writing - Review & Editing, Supervision

B. Questions & answers

1) The performance on xBD is relatively bad, why should these results matter?

We do not aim for a high absolute performance, but want to find out how the relative performance changes between models pretrained with different amounts of noisy pairs. To this end, we purposefully restricted the model’s capabilities. The idea is to increase the influence of the noisy pairs, to find out how detrimental they can be in a worst case scenario. In high capacity models, parts of the network could memorize the noise, while other parts learn the correct signal. In finetuning, the subnetwork that learned the correct signal could then be used to achieve good performance.

2) False positive and negative pairs were shown to have a clearly negative impact for classification tasks. Why is it different for segmentation?

An important difference between most of these experiments and ours is that our positive pairs are only partially falsely matched. Pairing a cat and a dog is different from pairing a cat with an image that’s half cat, half dog. A variant of the latter is actually known as the CutMix method, shown to improve performance. When going to the extreme of completely falsely matched images, we also see a negative impact on performance, but for realistic cases the results are non-negative. For the partially wrongly matched images, the network is still able to find relevant similarities, providing a learning signal, which is not available when matching two completely different images.

3) The noisy matches in xBD and VTS consist only of image features relevant to the downstream task. What if we use 'real' noise, that is not useful downstream?

This was our first experimental setup for VTS. For MoCo, we saw that low amounts of per-image noise were slightly beneficial, while high amounts were detrimental. For the within-image loss, adding any noisy pairs led to improvements over having no noisy pairs. A per-image noise of 100% was always detrimental. Apart from that, the results had some variance, but no clear patterns. For the cross-image loss, the variance was similarly large as for the within-image loss and also had no clear patterns, not even in the extreme values.

4) Is it not unrealistic to only have noisy pairings between features that are relevant to the downstream task?

No. Generally, this is the realistic setting. The model is pretrained on images that it should later be able to segment. The pixels in both images that we interpret as noisy matches during pretraining will have to be classified during downstream segmentation. Therefore, their features are all relevant to the downstream segmentation task.

\(^2\)https://credit.niso.org/