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Abstract

The problem to compute the vertices of a polytope given by affine inequalities is called vertex enumeration. The inverse problem, which is equivalent by polarity, is called the convex hull problem. We introduce ‘approximate vertex enumeration’ as the problem to compute the vertices of a polytope which is close to the original polytope given by affine inequalities. In contrast to exact vertex enumerations, both polytopes are not required to be combinatorially equivalent.

Two algorithms for this problem are introduced. The first one is an approximate variant of Motzkin’s double description method. Only under certain strong conditions, which are not acceptable for practical reasons, were we able to prove correctness of this method for polytopes of arbitrary dimension. The second method, called shortcut algorithm, is based on constructing a plane graph and is restricted to polytopes of dimension 2 and 3. We prove correctness of the shortcut algorithm. As a consequence, we also obtain correctness of the approximate double description method, only for dimension 2 and 3 but without any restricting conditions as still required for higher dimensions. We show that for dimension 2 and 3 both algorithm remain correct if imprecise arithmetic is used and the computational error caused by imprecision is not too high. Both algorithms were implemented. The numerical examples motivate the approximate vertex enumeration problem by showing that the approximate problem is often easier to solve than the exact vertex enumeration problem.

It remains open whether or not the approximate double description method (without any restricting condition) is correct for polytopes of dimension 4 and higher.
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1 Problem formulation and introduction

Let \( P \) be an H-polytope (i.e. a bounded polyhedron represented by affine inequalities) with zero in its interior. Setting \( \mathbb{1} = (1, \ldots, 1)^T \), \( P \) can be expressed by a matrix \( A \in \mathbb{R}^{m \times d} \) as

\[
P = \{ x \in \mathbb{R}^d \mid Ax \leq \mathbb{1} \}.
\]

For some tolerance \( \varepsilon \geq 0 \) we define

\[
(1 + \varepsilon)P = \{ x \in \mathbb{R}^d \mid Ax \leq (1 + \varepsilon)\mathbb{1} \}.
\]

The goal is to construct iteratively an (\( \varepsilon \)-)approximate \textit{V-representation}, that is, a finite set \( V = \{v_1, \ldots, v_k\} \subseteq \mathbb{R}^d \) such that the convex hull \( Q = \text{conv } V \) of \( V \) satisfies

\[
P \subseteq Q \subseteq (1 + \varepsilon)P.
\]
For $\varepsilon = 0$ we obtain a V-representation of $P$. Of course, any V-representation of $P$ or $(1 + \varepsilon)P$ is also an approximate V-representation of $P$. Allowing more approximate V-representations by enlarging the tolerance $\varepsilon \geq 0$ can reduce the computational time and the complexity of the result (less vertices in $V$) as will be demonstrated by numerical examples. In the present approach, the combinatorial structure (more precisely, the face lattice) of the V-polytope $Q$ can be (and usually is) different from the combinatorial structure of the given H-polytope $P$. Thus our problem setting does not aim to get any combinatorial information (like a facet-vertex incidence list) of $P$. Instead we only obtain a V-polytope $Q$ that approximates the H-polytope $P$ by a prescribed tolerance. Potential applications of this problem setting and the presented methods can be seen in the field of approximation of convex sets, see e.g. [4], which includes solution methods for vector and set optimization problems, see e.g. [10].

Vertex enumeration algorithms are usually not “stable” with respect to imprecise computations, for instance, caused by floating point arithmetic. To get a flavor of possible computational problems in geometry caused by inexact arithmetic, even in the plane, the reader is referred to [13]. Also in Figure 1 below, we see that imprecision can lead to results which are not even approximations of the correct ones. We aim to make aware with this article that floating point implementations of the vertex enumeration or convex hull problem do not evidently compute correct results. Even more important is to keep in mind that for such methods, which are frequently used in practice, e.g. [2] [3] [4], there is not even any evidence that they compute approximations of the correct results (except for 2-dimensional problems, see Section 3).

For the latter issue there is a significant difference between polytopes of dimension up to 3 and those of higher dimension. While we are able to provide (practically relevant) correct methods for the approximate vertex enumeration problem up to dimension 3, this question remains open for higher dimensions. Since our proof technique is based on the planarity of the vertex-edge graph of a polytope, it cannot be applied to polytopes of dimension $d \geq 4$. The difference between 3- and 4-polytopes (i.e. polytopes of dimension 3 and 4) can also be observed from a theoretical point of view. For dimension larger than 3, i.e. beyond the sphere of validity of Steinitz’ theorem, arbitrarily small local changes of the data can cause global changes of the combinatorics, see e.g. the examples in [22] Section 4]. The double description method, see e.g. [16], constructs iteratively a sequence of polytopes by adding inequalities. In each iteration the facet-vertex incidence information is used. The incidence list is updated only locally in each step after adding an inequality. Thus global changes in the combinatorics can result in invalid incidence information. Moreover, the universality theorem of Richter-Gebert [17] states that the realization space (i.e. the space of all polytopes being combinatorially equivalent) of a 4-polytope can be “arbitrarily bad” [18]. This has several consequences, in particular, all algebraic numbers are needed to realize 4-polytopes [15]. In contrast to this, due to Steinitz’ theorem, see e.g. [22], 3-polytopes are realizable by integral coordinates. These fundamental differences between 3- and 4-polytopes, the mentioned lack of evidence, and the fact that there are only limited options of testing a result for plausibility show that floating point implementations of geometric algorithms for $d \geq 4$ should be treated with caution.

This article is organized as follows. In Section 3 we discuss an extension of the basic cutting scheme of the exact double description method. The main idea is that the classical cutting hyperplane is replaced by the space between two parallel hyperplanes. We show that certain ingenious extensions of the double description method fail. Only under strong and impracticable assumptions, these ideas lead to a correct algorithm. We show by examples that the assumptions cannot be omitted in the present approach. We close this section with the guess that a straightforward extension of the correctness results for exact vertex enumeration methods to approximate methods is not possible. In Section 4 we formulate the approximate double description method. Section 5 is devoted to polytopes of dimension 2 and 3. We introduce the shortcut algorithm and prove its correctness. As a consequence we obtain also correctness of the approximate double description method, without any further assumptions but for dimension 2 and 3 only. In Section 6 we show that the use of imprecise arithmetic maintains the correctness results from the previous section if the imprecision is not too high. Some numerical results are presented in Section 7. They are used to compare the two methods and to demonstrate some benefits of the approximate vertex
enumeration. We close with some conclusions and open questions.

2 Discussion of related work

Concepts like robustness and stability, see e.g. [9,11,20,21] were introduced and studied in order to “verify” (geometrical) algorithms performed with imprecise arithmetic. These concepts can be seen as generalizations of the classical notion of correctness of an algorithm. If a geometric algorithm is performed with imprecise arithmetic, correct results (in the sense of exact results for the original problem) cannot be expected. This is one reason why the notion of correctness needs to be generalized. The approach in this paper is a different one. We do not need a generalized concept of correctness. Instead we adapt the problem setting:

- First we define an approximate problem, where the goal is to solve the problem only approximately.
- Secondly, we look for correct algorithms (in the classical sense) solving this (weaker) problem. The arithmetic used here (such as exact or floating point) is seen as a convention which is part of the algorithm. Then the only goal is to show correctness of the method, that is: the algorithm is well-defined for any valid input and its output is an exact solution of the approximate problem.

Despite of this different approach, the goal to “verify” algorithms performed with imprecise arithmetic is the same. Moreover, our approach is related to robustness and stability in the following sense: For geometric algorithms in \(\varepsilon\)-arithmetic Fortune [4] generalizes the concept of correctness as follows: First, such an algorithm is required to be correct (in the classical sense) if implemented in exact arithmetic. Secondly, it is called robust if it always produces a result that is the correct one for some perturbation of its input; it is called stable if, in addition, the perturbation is small. Assume that an H-polytope \(P\) is given and consider \(V = \{v_1, \ldots, v_k\} \subseteq \mathbb{R}^d\) satisfying \(P = \text{conv} V\) as the “correct” result in Fortune’s definition. Solving the approximate vertex enumeration problem for \(P\) and some prescribed tolerance \(\varepsilon > 0\) using floating point arithmetic under the conditions discussed in Section 6 we obtain a set \(W = \{w_1, \ldots, w_\ell\}\) such that \(P \subseteq \text{conv} W \subseteq (1 + \varepsilon)P\). An H-representation \(Q\) of \(\text{conv} W\) exists and can be considered as a perturbed input in Fortune’s definition. Then \(W\) is the “correct” result for this perturbed input and thus our method is robust. The perturbation of the input is small in the sense that \(P \subseteq Q \subseteq (1 + \varepsilon)P\), which means that our method is also stable.

There is a vast amount of literature related to issues with imprecision of geometric computations, see e.g. [19] Section 4 for an overview. Most of the literature is formulated in terms of convex hull computation, a problem being equivalent to vertex enumeration by polarity. The major part of the work on convex hull algorithms suitable for floating point arithmetic is done for two dimensions, for a selection of literature see e.g. [19] Section 4.6]. Subsequently we focus on literature on problems with three and more dimensions. To the best of our knowledge the methods introduced in this article differ from those in the literature.

Sugihara [20] presents a version of the gift-wrapping algorithm for 3-polytopes, which is robust and topologically consistent but not stable (where the terms robust and stable are used in a slightly different manner). In [11] “robust” computations of intersections of polygons are studied. The case of three dimensions (which is reduced to a sequence of polygon intersections) is also discussed, but there is no proof of correctness of the algorithm. Later, in [12], correctness for geometric algorithms has been defined, a concept that takes into account (imprecise) representations of geometric objects. The authors show correctness (in the sense of their definition) for intersecting a 3-polytope with a half-space. But iteration, as required for convex hull computations, does not necessarily lead to a correct algorithm as discussed in [12] Section 4.5]. Moreover, the results in [12] require some sufficiently small approximation error which is not known a priori.

Even though floating point implementations of vertex enumeration (or convex hull) algorithms are frequently used in practice to “solve” problems in arbitrary dimensions (see e.g. [3,2,4,15,11]),
it seems there is no stability result for dimension $d \geq 3$ and no robustness result for dimension $d \geq 4$ so far.

## 3 A basic cutting scheme

The (exact) double description method is an iterative scheme where the inequalities of the H-representation are added one by one. After an inequality has been added, the V-representation of the intermediate result is updated. In this section we discuss an extension to an approximate variant of the method. To this end we describe a typical step of this method. Let $P$ be defined by the inequalities that have been added so far by the algorithm. Assume that an $\varepsilon$-approximate V-representation $V$ of $P$ already has been computed. Then we add in such a step a new inequality $h^T x \leq 1$. Denoting the corresponding half-space by $H_{\leq} := \{ x \mid h^T x \leq 1 \}$, we aim to compute an $\varepsilon$-approximate V-representation $V'$ of $P' := P \cap H_{\leq}$.

For $h \in \mathbb{R}^d \setminus \{0\}$ we set

$$H_+ := \{ x \mid h^T x > 1 + \varepsilon \}, \quad H_- := \{ x \mid h^T x < 1 \}, \quad H_0 := \{ x \mid 1 \leq h^T x \leq 1 + \varepsilon \}.$$ 

For $I \subseteq [m]$ we denote by $A_I$ the submatrix of $A$ which consists of the rows of $A$ with indices $I$. If $I = \{i\}$, we also write $A_i$ instead of $A_{\{i\}}$. For $\prec \in \{>, \geq, =, \neq, <, \leq\}$ and $u \in \mathbb{R}^d$, we write

$$J_\prec(u) = \{ i \in [m] \mid A_i u \prec 1 \}.$$ 

In Algorithm 1 we give the pseudocode for our cutting scheme.

Figure 1 shows that Algorithm 1 is not correct, not even in the plane, as the output is not an $\varepsilon$-approximate V-representation of $P'$. Therefore we try for a modification, which requires some concepts and preliminary results.

A vertex $u$ of $P$ is said to be covered by a point $v \in \mathbb{R}^d$ if

$$u \in \text{conv} (\text{vert} P \setminus \{u\} \cup \{v\}).$$ 

This means that, if we replace a vertex $u$ of $P$ in the set vert $P$ of vertices of $P$ by a point $v$, then this new set $V$-represents a superset of $P$. 

### Algorithm 1: Basic Cut

**Input:** polytope $P$, $\varepsilon > 0$, half-space $H_{\leq} := \{ x \mid h^T x \leq 1 \}$, $\varepsilon$-approximate V-representation $V$ of $P$

**Output:** $\varepsilon$-approximate V-representation $V'$ of $P' := P \cap H_{\leq}$

1 begin
2 $V_+ \leftarrow V \cap H_+$
3 $V_- \leftarrow V \cap H_-$
4 $V_0 \leftarrow V \cap H_0$
5 foreach $(v_1, v_2) \in V_- \times V_+$ do
6 if $|J_{\geq}(v_1) \cap J_{\geq}(v_2)| \geq d - 1$ then
7 choose some $v$ in the line segment $v_1 v_2$ that belongs to $H_0$
8 $V \leftarrow V \cup \{v\}$
9 end
10 end
11 $V' \leftarrow V \setminus V_+$
12 end
Proposition 2. The following statements are equivalent:

(i) \( \mathcal{V} \) is an \( \varepsilon \)-approximate \( V \)-representation of \( P \),

(ii) \( \mathcal{V} \subseteq (1 + \varepsilon)P \) and every vertex of \( P \) is covered by some element of \( \text{conv} \mathcal{V} \).

Proof. (i) \( \Rightarrow \) (ii). Assume \( \mathcal{V} \) is an \( \varepsilon \)-approximate \( V \)-representation of \( P \). Then \( \forall v \in P \) with \( v \notin \mathcal{V} \), Proposition 1 yields that the condition in line 6 of Algorithm 1 is necessary for \( u_1, u_2 \) being endpoints of an edge of \( P \).

Let \( \varepsilon \geq 0 \) be a given tolerance. A finite set \( \mathcal{V} \subseteq (1 + \varepsilon)P \) is called a strong \( \varepsilon \)-approximate \( V \)-representation of \( P \) if every vertex of \( P \) is covered by some element of \( \mathcal{V} \). The following proposition tells us that every strong \( \varepsilon \)-approximate \( V \)-representation of \( P \) is also an \( \varepsilon \)-approximate \( V \)-representation of \( P \) (replace \( \text{conv} \mathcal{V} \) by \( \mathcal{V} \) in the second condition).

Proposition 1. For \( u \in \text{vert} P \) and \( v \in \mathbb{R}^d \), the following statements are equivalent:

(i) \( v \) covers \( u \),

(ii) \( J_\varepsilon(u) \subseteq J_{\leq}\varepsilon}(v) \).

Proof. (i) \( \Rightarrow \) (ii). Assume \( v \) covers \( u \) but there is \( j \in J_\varepsilon(u) \) with \( A_j v < 1 \). We have \( u = \lambda v - (1 - \lambda) z \) for some \( z \in \text{conv}(\text{vert} P \setminus \{u\}) \) and \( 0 < \lambda \leq 1 \), where \( \lambda \neq 0 \) holds as \( u \) is a vertex of \( P \). Thus we obtain the contradiction \( 1 = A_j u = \lambda A_j v + (1 - \lambda) A_j z < 1 \).

(ii) \( \Rightarrow \) (i). Let \( u \in \text{vert} P \). For \( u = v \) the statement is obvious, thus assume \( u \neq v \). Set \( u_\gamma = u + \gamma(u - v) \). For \( \gamma > 0 \) we have \( J_\varepsilon(u) \subseteq J_{\leq}\varepsilon}(u_\gamma) \). If \( \gamma > 0 \) is sufficiently small then \( J_{\leq}\varepsilon}(u) \subseteq J_{\leq}\varepsilon}(u_\gamma) \). Thus \( m = J_\varepsilon(u) \cup J_{\leq}(u) \subseteq J_{\leq}(u_\gamma) \) and hence \( u_\gamma \in P \) for sufficiently small \( \gamma > 0 \). Let \( \mu = \sup\{\gamma \geq 0 \mid u_\gamma \in P\} \). Since \( P \) is compact and \( u \neq v \), \( \mu > 0 \) is finite and \( u_\mu \in P \). Since \( u \) is a convex combination of \( v \) and \( u_\mu \), it remains to show that \( u_\mu \in \text{conv}(\text{vert} P \setminus \{u\}) \).

Assuming the contrary we obtain \( u_\mu = \lambda u + (1 - \lambda) w \) for some \( \lambda \in (0, 1) \) and some \( w \in P \). Then \( u_\mu = w \in P \) contradicts the maximality of \( \mu \). \( \square \)

The idea is now to compute a set of points such that all vertices of \( P \) are covered. If so, edges of \( P \) can be related to the condition in line 6 of Algorithm 1. Let \( u_1, u_2 \) be vertices of \( P \) that are endpoints of an edge of \( P \). Then we have \( |J_\varepsilon(u_1) \cap J_\varepsilon(u_2)| \geq d - 1 \). If \( v_1 \) covers \( u_1 \) and \( v_2 \) covers \( u_2 \), Proposition 1 yields that the condition in line 6 of Algorithm 1 is necessary for \( u_1, u_2 \) being endpoints of \( P \).

Let \( \varepsilon \geq 0 \) be a given tolerance. A finite set \( \mathcal{V} \subseteq (1 + \varepsilon)P \) is called a strong \( \varepsilon \)-approximate \( V \)-representation of \( P \) if every vertex of \( P \) is covered by some element of \( \mathcal{V} \). The following proposition tells us that every strong \( \varepsilon \)-approximate \( V \)-representation of \( P \) is also an \( \varepsilon \)-approximate \( V \)-representation of \( P \) (replace \( \text{conv} \mathcal{V} \) by \( \mathcal{V} \) in the second condition).
Proof. (i) \implies (ii). This is obvious since every vertex of $P \subseteq Q$ covers itself.

(ii) \implies (i). We need to show that $P \subseteq \text{conv} \mathcal{V} \subseteq (1 + \epsilon)P$. The second inclusion is a direct consequence of $\mathcal{V} \subseteq (1 + \epsilon)P$. To show the first inclusion we denote by $\{u_i \mid i \in [k]\}$ the set of vertices of $P$. Let $u_i \in \text{conv} \mathcal{V}$ be a point that covers $u_i$ (this allows $v_i = v_j$ for $u_j \neq u_j$). For an index set $I \subseteq [k]$ we write $U_I = \{u_i \mid i \in I\}$ and $\mathcal{V}_I = \{v_i \mid i \in I\}$. We show by induction that, for all $\ell \in [k]$,

$$\forall I \subseteq [k] \text{ with } |I| = \ell : \quad U_I \subseteq \text{conv}(\mathcal{V}_I \cup \mathcal{V}[k \setminus I]).$$

(2)

For $\ell = k$ this leads to $U_k \subseteq \text{conv} \mathcal{V}_k$, which proves our claim.

For $\ell = 1$, (2) holds because, for all $i \in [k]$, $u_i$ is covered by $v_i$. Assume that (2) holds for some $\ell = n < k$. Let $I \subseteq [k]$ with $|I| = n + 1$. Without loss of generality let $I = [n + 1]$. We show that $u_1 \in \text{conv}(\mathcal{V}_I \cup U_{k \setminus I})$. Let $I_2 = I \setminus \{2\}$ and $I_1 = I \setminus \{1\}$. Since $|I_1| = |I_2| = n$, we have $u_1 \in \text{conv}(\mathcal{V}_{I_2} \cup U_{k \setminus I_2})$ and $u_2 \in \text{conv}(\mathcal{V}_{I_1} \cup U_{k \setminus I_1})$. Thus there are $\lambda_i \geq 0$ ($i \in [k]$) with $\sum_{i=1}^k \lambda_i = 1$ and $\mu_i \geq 0$ ($i \in [k]$) with $\sum_{i=1}^k \mu_i = 1$ such that

$$u_1 = \lambda_1 v_1 + \lambda_2 v_2 + \lambda_3 v_3 + \cdots + \lambda_{n+1} v_{n+1} + \lambda_{n+2} u_{n+2} + \cdots + \lambda_k u_k,$$

$$u_2 = \mu_1 u_1 + \mu_2 v_2 + \mu_3 v_3 + \cdots + \mu_{n+1} u_{n+1} + \mu_{n+2} u_{n+2} + \cdots + \mu_k u_k.$$ (3)

(4)

We substitute $u_2$ in (3) by the right hand side of (4) and resolve by $u_1$ (since $u_1 \neq u_2$ we have $1 - \lambda_2 \mu_1 \neq 0$). We obtain that $u_1$ is a convex combination of $\{v_1, ..., v_{n+1}, u_{n+2}, ..., u_k\}$, i.e. $u_1 \in \text{conv}(\mathcal{V}_I \cup U_{k \setminus I})$. Likewise we get $u_1 \in \text{conv}(\mathcal{V}_I \cup U_{k \setminus I})$ for all $i \in I$. Hence (2) holds for $\ell = n + 1$, which completes the proof. □

A point $v \in \mathbb{R}^d$ is said to be $\varepsilon$-incident to (an inequality indexed by) $i \in [m]$ if $v \in (1 + \varepsilon)P$ and $i \in J_\varepsilon(v)$. By Proposition 1 every inequality $i \in [m]$ that is incident with a vertex $u$ of $P$ (i.e. $i \in J_\varepsilon(u)$) is $\varepsilon$-incident with a point $v \in (1 + \varepsilon)P$ that covers $u$. The converse is not true. For instance, in $\mathbb{R}^2$ one can easily construct an example where $v \in (1 + \varepsilon)P$ covers two vertices $u_1 \neq u_2$ such that $J_\varepsilon(v) = \{1, 2, 3\}$ and $J_\varepsilon(u_1) = \{1, 2\}$, $J_\varepsilon(u_2) = \{2, 3\}$. Inequality 3 is $\varepsilon$-incident to $v$, which covers $u_1$, but not incident to $u_1$.

If the input of Algorithm 1 is required to be a strong $\varepsilon$-approximate $V$-representation, the result $\mathcal{V}$ can be an $\varepsilon$-approximate $V$-representation, but not necessarily a strong one, see Figure 2. Therefore, repeated application of the algorithm could also fail in this case. But, as we see in Figure 3, this is not the case in our example. We will show in Section 3 (based on substantially other arguments) that for dimension $d \leq 3$ repeated application of the algorithm always works.

Remark 3. Note that trivial solution methods exist for the approximate vertex enumeration problem. If the condition in line 6 of Algorithm 1 is omitted (always true), we obtain a correct algorithm. Such a variant, however, is not “practically relevant” as it computes way too many vertices.

The following two conditions can be used to prove a valid variant of Algorithm 1. As they involve the vertices of $P$, the computation of which requires to solve the exact vertex enumeration problem, they are of theoretical interest only. Under these conditions Algorithm 1 maintains the property of $\mathcal{V}$ being a strong $\varepsilon$-approximate $V$-representation of $P$. The aim of these investigations is to get an idea under which conditions this invariance property can fail.

Given a strong $\varepsilon$-approximate $V$-representation $\mathcal{V}$ of $P$ and a half-space $H_\leq := \{x \mid h^T x \leq 1\}$, $\mathcal{V}$ is said to be $h$-correct if for every vertex $u \in P$ there exists $v \in \mathcal{V}$ such that $u$ is covered by $v$ and

(A1) \quad $u \in H_+ \cup H_0 \implies v \in H_+ \cup H_0$,

(A2) \quad $u \in H_- \implies v \in H_- \cup H_0$.

For $<\{>, \geq, =, \neq, <\leq, \geq\}$ and $u \in \mathbb{R}^d$, we define $J_\varepsilon'(u) := J_\varepsilon(u) \cup \{m + 1\}$ if $h^T u < 1$ and $J_\varepsilon'(u) := J_\varepsilon(u)$ otherwise. This corresponds to adding $h^T$ as the $(m + 1)$-th row to the matrix $A \in \mathbb{R}^{m \times d}$ in the definition of $P$. Thus Proposition 1 states that a vertex $u$ of $P'$ is covered by $v \in \mathbb{R}^d$ if and only of $J_\varepsilon'(u) \subseteq J_\varepsilon'(v)$. 6
Figure 2: \( P = \text{conv}\{u_1, u_3, u_4, u_2\} \), \((1 + \varepsilon)P = \text{conv}\{\bar{u}_1, \bar{u}_3, \bar{u}_4, \bar{u}_2\}\) and a “cut” \( H_0 \) are shown on the left. \( \mathcal{V} = \{v_1, v_3, v_4, v_2\}\) is a strong \( \varepsilon \)-approximate \( V \)-representation of \( P \). Algorithm 1 computes \( \mathcal{V}' = \{v_1, v_3, v_5, v_2\}\), displayed on the right, which is an \( \varepsilon \)-approximate \( V \)-representation of \( P \), but not a strong one. Although \( P' \) coincides with \( P \) in Figure 1, the algorithm does not fail in the next iteration, see Figure 3.

Figure 3: We start a new iteration with the result of Figure 2. \( P \) is the same as \( P \) in Figure 1. Because of the redundant inequality (brown), which is missing in Figure 1, Algorithm 1 does not fail here. The redundant inequality makes the line segment between \( v_1 \) and \( v_2 \) “observable” for the algorithm. Thus, in contrast to Figure 1, the point \( v_8 \) is added to \( \mathcal{V}' \).
**Theorem 4.** If the input \( V \) is an \( h \)-correct strong \( \varepsilon \)-approximate \( V \)-representation of \( P \), then Algorithm 2 computes a strong \( \varepsilon \)-approximate \( V \)-representation \( V' \) of \( P' \).

**Proof.** Let \( u \) be a vertex of \( P' \). We need to show that the output \( V' \) contains some \( v \in (1 + \varepsilon)P' \) such that \( J_w(u) \subseteq J_{v}(v) \).

If \( u \in H_-, u \) is also a vertex of \( P \). There is \( v \in V \) such that \( v \) covers \( u \), that is, \( J_w(u) \subseteq J_{v}(v) \). Since \( V \) is assumed to be \( h \)-correct, we have \( v \in H_- \cup H_0 \). Hence \( v \) is not cut off in line 14 of the algorithm. We have \( v \in (1 + \varepsilon)P' \) and \( J_w(u) = J_w(u) \subseteq J_{v}(v) \subseteq J_{v}(v) \).

Let \( u \in H_0 \). Then \( u \) belongs to an edge of \( P \) with endpoints \( u_1 \in H_- \), \( u_2 \in H_0 \cap H_+, \) i.e. \( u_1 \) and \( u_2 \) are vertices of \( P \) and there is \( \lambda \in [0,1) \) such that \( u = \lambda u_1 + (1 - \lambda)u_2 \). The assumption of \( V \) being \( h \)-correct implies that there are cover points \( v_1 \in V \) of \( u_1 \) with \( v_1 \in H_- \cup H_0 \) and \( v_2 \in V \) of \( u_2 \) with \( v_2 \in H_0 \cup H_+ \). If \( v_1 \in H_0 \) or \( v_2 \in H_0 \), \( u \) is covered by \( v_1 \) or \( v_2 \) since \( J_w(u) \subseteq J_w(u_i), \) \( i = 1,2 \). In the remaining case we have \( v_1 \in H_- \) and \( v_2 \in H_+ \). As shown above, the condition in line 6 is satisfied, which implies that the algorithm adds a point \( v \in \text{conv}\{v_1,v_2\} \cap H_0 \) to \( V \).

We have

\[
J_w(u) \subseteq J_w(u_1) \cap J_w(u_2) \subseteq J_2(v_1) \cap J_2(v_2) \subseteq J_2(v),
\]

where the first inclusion holds as \( u \) is on an edge with endpoints \( u_1, u_2 \), the second inclusion holds as \( v_1 \) covers \( u_1 \) and \( v_2 \) covers \( u_2 \), and the third inclusion holds as \( v \in \text{conv}\{v_1,v_2\} \). Moreover, \( v \in H_0 \cap (1 + \varepsilon)P \) implies \( v \in (1 + \varepsilon)P' \). From \( v \in H_0 \) we deduce \( m + 1 \in J_2(v) \). Since \( u \in H_0 \cap H_0 \) we get \( m + 1 \in J_w(u) \). By 5, we have \( J_w(u) = J_w(u) \cup \{m + 1\} \subseteq J_2(v) \cup \{m + 1\} = J_{v}(v) \).

In Figure 2 we see that condition (A1) cannot be omitted in Theorem 4. Condition (A1) is violated since \( u_1 \) is covered by \( v_1 \) only, but \( u_1 \in H_0 \) and \( v_1 \in H_- \). We close this section with an example showing that condition (A2) cannot be omitted in Theorem 4.
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Example 5. For some $\delta > 0$ we consider the polytope $P = \{x \in \mathbb{R}^3 \mid Ax \leq 1\}$ with data

$$A = \begin{pmatrix}
\frac{\delta}{1+\delta} & \frac{\delta}{1+\delta} & \frac{1}{1+\delta} \\
\frac{\delta}{1+\delta} & 0 & \frac{1}{1+\delta} \\
0 & \frac{\delta}{1+\delta} & \frac{1}{1+\delta} \\
-1 & 1 & 0 \\
0 & -1 & 0 \\
0 & 0 & -1
\end{pmatrix},$$

which is illustrated in Figure 4. The vertices of $P$ are $u_1 = \begin{pmatrix} 0 \\ 0 \\ 1 + \delta \end{pmatrix}$, $u_2 = \begin{pmatrix} -1 \\ -1 \\ 1 \end{pmatrix}$, $u_3 = \begin{pmatrix} -1 \\ 2 \\ 1 \end{pmatrix}$, $u_4 = \begin{pmatrix} 2 \\ -1 \\ 1 \end{pmatrix}$, $u_5 = \begin{pmatrix} -1 \\ -1 \\ 1 \end{pmatrix}$, $u_6 = \begin{pmatrix} -1 \\ 2 \\ -1 \end{pmatrix}$, $u_7 = \begin{pmatrix} 1 \\ -1 \\ -1 \end{pmatrix}$.

We have

$$J_u(u_1) = \{1, 2, 3\}, \quad J_u(u_2) = \{2, 3, 5, 6\}, \quad J_u(u_3) = \{1, 2, 4, 5\}, \quad J_u(u_4) = \{1, 3, 4, 6\},$$

$$J_u(u_5) = \{5, 6, 7\}, \quad J_u(u_6) = \{4, 5, 7\}, \quad J_u(u_7) = \{4, 6, 7\},$$

compare the first Schlegel diagram in Figure 5. Let $V = \{v_2, \ldots, v_7\}$ where we set $v_2 = \begin{pmatrix} \frac{-1}{1+3\delta} \\ \frac{-1}{1+3\delta} \\ 1 \end{pmatrix}$, $v_3 = u_3$, $\ldots$, $v_7 = u_7$.

We have

$$J_v(v_2) = \{1, 5, 6\}, \quad J_v(v_3) = \{1, 2, 3, 5, 6\}.$$
and let $P'$ be the corresponding polyhedron, i.e. the intersection of $P$ and the half-space $H_{\leq} = \{ x \in \mathbb{R}^3 \mid A_8 x \leq 1 \}$. The vertices of $P'$ are $u_1, u_3, u_4, u_6, u_7$ as defined above as well as the new vertices

$$u_8 = \begin{pmatrix} -\frac{1}{2} \\ -1 \\ 1 + \frac{5}{8} \delta \end{pmatrix}, \quad u_9 = \begin{pmatrix} -1 \\ -\frac{1}{2} \\ 1 \end{pmatrix}, \quad u_{10} = \begin{pmatrix} \frac{3}{4} \\ -1 \\ 1 \end{pmatrix}, \quad u_{11} = \begin{pmatrix} -\frac{1}{2} \\ -1 \\ -1 \end{pmatrix}, \quad u_{12} = \begin{pmatrix} \frac{3}{4} \\ -1 \\ -1 \end{pmatrix}$$

with indices

$$J_\ominus(u_8) = \{2, 3, 8\}, \quad J_\ominus(u_9) = \{2, 5, 8\}, \quad J_\ominus(u_{10}) = \{3, 6, 8\}, \quad J_\ominus(u_{11}) = \{5, 7, 8\}, \quad J_\ominus(u_{12}) = \{6, 7, 8\},$$

compare the second Schlegel diagram in Figure 5. An update $\mathcal{V}'$ of the set $\mathcal{V}$ by Algorithm 1 contains the points $v_3, v_4, v_6, v_7$. The points $v_2$ and $v_5$ are cut off by the algorithm if and only if $\varepsilon < 7$, thus let us assume $3\delta = \varepsilon < 7$. A valid choice of new points added to $\mathcal{V}$ is $v_{11} = u_{11}$, $v_{12} = u_{12}$,

$$v_9 = \begin{pmatrix} -1 \\ \frac{3}{4} \\ 1 + \frac{5}{8} \delta \end{pmatrix} \in \text{conv}\{v_2, v_3\} \cap H_0 \quad \text{and} \quad v_{10} = \begin{pmatrix} \frac{3}{4} \\ -1 \\ 1 + \frac{5}{8} \delta \end{pmatrix} \in \text{conv}\{v_2, v_4\} \cap H_0.$$

For $i \in \{3, 4, 6, 7, 11, 12\}$ we have $J_{\geq}(v_i) = J_\ominus(u_i)$ as those points $v_i = u_i$ are vertices of $P'$. Moreover we have

$$J_{\geq}(v_8) = \{1, 2, 5, 8\}, \quad J_{\geq}(v_{10}) = \{1, 3, 6, 8\}.$$

We see that there is no $v \in \mathcal{V}'$ with $J_\ominus(u_1) = \{1, 2, 3\} \subseteq J_{\geq}(v)$, i.e. the vertex $u_1$ (and likewise the vertex $u_8$) of $P'$ is not covered by some point in $\mathcal{V}'$. Thus $\mathcal{V}'$ is not a strong $\varepsilon$-approximate V-representation of $P'$.

## 4 The approximate double description method

In this section we define an algorithm, called *approximate double description method*, which is based on repeated application of the basic cutting scheme of Algorithm 1. We make the following modifications:

(i) We formulate the algorithm using a graph $G = (V, E)$ the reason of which is to have a formulation which is convenient to be compared with another algorithm in the next section.

The points in $\mathbb{R}^d$ are expressed by a coordinate function $c : V \to \mathbb{R}^d$.

(ii) Instead of $J_{\geq}(v)$ we use an index set $I(v)$ which is recursively defined.

(iii) We allow a more general partitioning of the space $\mathbb{R}^d$, because this will be useful in Section 6 where imprecise arithmetic is discussed.

The approximate double description method is defined in Algorithm 2. Since the correctness result for the basic cutting scheme formulated in Theorem 4 of the previous section is of only theoretical nature, we refrain from extending these results to the more general setting. Instead we focus in the next sections on the 2- and 3-dimensional case, where correctness can be shown by graph theoretical methods without any impracticable conditions like $h$-correctness.

## 5 Algorithms for 2- and 3-polytopes

In this section we prove correctness of the approximate double description method for polytopes in dimensions 2 and 3. To this end we introduce another algorithm, called the *shortcut algorithm*, which is shown to be related to the approximate double description method in the following sense:
Algorithm 2: Approximate double description method

\begin{algorithm}
\begin{algorithmic}[1]
\State \textbf{input}: \( A \in \mathbb{R}^{m \times d} \) such that \( P := \{ x \mid Ax \leq 1 \} \) is a polytope and \( S := \{ x \mid A_{[d+1]}x \leq 1 \} \) is a simplex; tolerance \( \varepsilon \geq 0 \)
\State \textbf{output}: some graph \( G = (V, E) \) and a coordinate function \( c : V \rightarrow \mathbb{R}^d \) such that \( P \subseteq \text{conv}(V) \subseteq (1 + \varepsilon)P \)
\begin{algorithmic}
\State \textbf{begin}
\State initialize the graph \( G = G(V, E) \) by \( K_{d+1} \) with nodes \( V = \{ v_1, \ldots, v_{d+1} \} \)
\State compute vertices \( \{ v_1, \ldots, v_{d+1} \} \) of \( (1 + \frac{\varepsilon}{2})S \) and set \( c(v_i) \leftarrow u_i \) for \( i \in \{ 1, \ldots, d + 1 \} \)
\For {\( i \leftarrow d + 2 \) to \( m \)}
\State partition \( V \) into disjoint sets \( V_\pm \neq \emptyset, V_0, V_+ \) such that
\State \( V_- \subseteq \{ v \in V \mid A_i c(v) < 1 + \frac{\varepsilon}{2} \} \), \( V_0 \subseteq \{ v \in V \mid 1 \leq A_i c(v) \leq 1 + \varepsilon \} \)
\For {\( e = uv \in E \) satisfying \( u \in V_- \) and \( w \in V_+ \)}
\State add a new node \( v = v(u, w) \) to \( V_0 \) and \( V \)
\State \( I(u) \leftarrow I(u) \cup \{ i \} \)
\State \( I(w) \leftarrow I(w) \cup \{ i \} \)
\State \( I(u) \leftarrow I(u) \cup \{ i \} \)
\EndFor
\For {\( u \in V_0 \)}
\State \( I(u) \leftarrow I(u) \cup \{ i \} \)
\EndFor
\State remove \( V_v \) from \( V \)
\State \( E \leftarrow \{ uw \mid u, v \in V, |I(u) \cap I(w)| \geq d - 1 \} \)
\EndFor
\State \textbf{end}
\end{algorithmic}
\end{algorithm}
\end{algorithm}

If the shortcut algorithm solves the approximate vertex enumeration problem correctly then so does the approximate double description method. So we will prove correctness of the shortcut algorithm and obtain correctness of the approximate double description problem as a corollary. The numerical results in the next section show that the shortcut algorithm is not only of theoretical but also of practical importance.

The shortcut algorithm is based on a construction of a planar graph. This construction starts with the complete graph \( K_{d+1} \) and maintains planarity. Since \( K_{d+1} \) is not planar for \( d \geq 4 \), this method is restricted to dimension \( d \leq 3 \).

Let us recall some basic concepts from graph theory, where we follow the book by Diestel [5]. A graph is a pair \( G = (V, E) \), where \( E \) (the set of edges) is a subset of 2-element subsets of \( V \) (the set of vertices). For \( e = \{ u, v \} \in E \) we write \( e = uv \). The graph \( G' = (V', E') \) is a subgraph of \( G = (V, E) \) if \( V' \subseteq V \) and \( E' \subseteq E \). A walk in a graph \( G \) is a non-empty alternating sequence \( v_0, v_1, v_2, \ldots, v_{k-1}, v_k \) of vertices and edges in \( G \) such that \( e_i = v_i v_{i+1} \) for all \( i < k \). If \( v_0 = v_k \), the walk is called closed. A walk with all vertices being distinct is called a path. A maximal connected subgraph of \( G \) is called a component.

A plane graph is a graph \( G = (V, E) \) together with an embedding of \( G \) into the sphere \( S^2 \). This means that (i) the vertices are points in \( S^2 \), (ii) every edge is an arc between two vertices, (iii) different edges have different sets of endpoints, (iv) the interior of an edge contains no vertex and no point of another edge. A plane graph can be seen as a drawing of an (abstract) graph \( G \) on the sphere. A graph \( G = (V, E) \) is called planar if such an embedding exists. A plane graph partitions the sphere into regions, called faces which are bounded by arcs. According to [5] Lemma 4.2.2 an arc \( uv \in E \) lies on the frontier of either one or two faces. These faces are called incident with \( uv \). A bounding walk of a face \( f \) is a closed walk \( W \) in \( G \) such that

(i) an edge \( e \) is at most twice contained in \( W \),

(ii) an edge \( e \) contained exactly once in \( W \) is incident with \( f \) and with another face \( f' \),
(iii) an edge $e$ contained exactly twice in $W$ is incident with $f$ only,
(iv) $W$ is maximal with these properties.

The concept of bounding walk is illustrated in Figure 6.
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The formulation of the shortcut algorithm introduced in this section is almost identical for dimension $d = 2$ and dimension $d = 3$. The only exception is that we have to distinguish between two types of faces, called valid and invalid faces, in case of $d = 2$, while for $d = 3$ all faces are valid. In the shortcut algorithm we use tacitly the following initialization and update rules:

(I1) One of the two faces of $K_3$ is set to ‘valid’, the other one to ‘invalid’.

(I2) All the four faces of $K_4$ are set to ‘valid’.

(U1) Merging two faces $f_1, f_2$ (by deleting edges) results in a valid face if both $f_1$ and $f_2$ are valid. Otherwise it results into an invalid face.

(U2) Splitting an (in)valid face (by adding edges) results in two (in)valid faces.

Thus, in the Algorithms 3 and 5 below, there will be exactly one invalid face for $d = 2$ (invalid faces are not splitted) and all faces are valid for $d = 3$.

Algorithm 3 is an abstract variant of the shortcut algorithm. It can be seen as the graph theoretical core of the actual shortcut algorithm, which is introduced later in Algorithm 5 by specifying a rule for partitioning the set of vertices into three disjoint subsets. The term “shortcut” refers to line 10 of Algorithm 3 where “shortcuts” along bounding walks are inserted. The algorithm is illustrated in Figures 7 and 9. Algorithm 4 can be seen as the graph theoretical core of the approximate double description method. It is explained by an example in Figure 8.

We will show in Theorem 6 that Algorithm 3 constructs a subgraph of the graph computed by Algorithm 4. This connection will be used later in Corollary 7 to derive correctness of the approximate double description method from correctness of the shortcut algorithm. The latter is proven directly, see Theorems 8 and 10 below.

In what follows, we run Algorithms 3 and 4 in parallel and compare the graphs $\bar{G}$ and $\hat{G}$ after each (outer) iteration. We assume the same input for both algorithms. Moreover we use the same partitioning rule: Whenever $\hat{V} \subseteq \bar{V}$, the partitioning rule results in

\[
\bar{V}_- \subseteq \hat{V}_-, \quad \bar{V}_0 \subseteq \hat{V}_0, \quad \bar{V}_+ \subseteq \hat{V}_+.
\]

**Theorem 6.** For the same input and using the same partitioning rule, Algorithm 3 computes a plane subgraph of the graph computed by Algorithm 4.

**Proof.** In this proof we compare sets computed by Algorithms 3 and 4. All these comparisons are made either directly before the outer for loop (referred to as “after initialization”) or at the end of the outer loop with respect to the same iteration index $i$ (referred to as “after iteration $i$”).

We show by induction that after each outer iteration:

(i) $\hat{V} \subseteq \bar{V}$,
Algorithm 3: Core of the shortcut algorithm for approximate vertex enumeration

input : \( d \in \{2, 3\} \), \( m \in \mathbb{N} \)
output: some plane graph \( \hat{G} = (\hat{V}, \hat{E}) \)

begin
2 initialize the (plane) graph \( \hat{G} = \hat{G}(\hat{V}, \hat{E}) \) by \( K_{d+1} \) (taking into account (I1) and (I2))
with nodes \( \hat{V} = \{v_1, \ldots, v_{d+1}\} \)
3 for \( i \leftarrow d + 2 \) to \( m \) do
4 partition \( \hat{V} \) into disjoint sets \( \hat{V}_- \neq \emptyset, \hat{V}_0, \hat{V}_+ \)
5 for \( e = uv \in \hat{E} \) satisfying \( u \in \hat{V}_- \) and \( w \in \hat{V}_+ \) do
6 add a new node \( \hat{v} := v(u, w) \) to \( \hat{V}_0 \) and \( \hat{V} \)
7 in \( \hat{E} \) replace \( uw \) by two new edges \( uv \) and \( vw \)
8 end
9 for \( u_0v_+, w_0v+ \in E \) with \( u_0, w_0 \in \hat{V}_0, u_0 \neq w_0, u_0w_0 \notin \hat{E}, u_+, w+ \in \hat{V}_+ \) do
10 if there is a walk along a bounding walk of some valid face \( f \) from \( u_0 \) to \( w_0 \)
with all intermediate nodes belonging to \( \hat{V}_- \) or all intermediate nodes
belonging to \( \hat{V}_+ \) then
11 \( \hat{E} \leftarrow \hat{E} \cup \{u_0w_0\} \)
12 end
13 end
14 remove all edges incident with some \( \hat{v} \in \hat{V}_- \) from \( \hat{E} \)
15 remove \( \hat{V}_+ \) from \( \hat{V} \)
16 remove multiples of edges from \( \hat{E} \)
17 end
18 end

Algorithm 4: Core of the approximate double description method

input : \( d \in \{2, 3\} \), \( m \in \mathbb{N} \)
output: some graph \( \hat{G} = (\hat{V}, \hat{E}) \)

begin
2 initialize the graph \( \hat{G} = \hat{G}(\hat{V}, \hat{E}) \) by \( K_{d+1} \) with nodes \( \hat{V} = \{v_1, \ldots, v_{d+1}\} \)
3 define an incidence function by setting \( I(v_i) \leftarrow \{1, \ldots, d+1\} \setminus \{i\} \) for all \( i \in \{1, \ldots, d+1\} \)
4 for \( i \leftarrow d + 2 \) to \( m \) do
5 partition \( \hat{V} \) into disjoint sets \( \hat{V}_- \neq \emptyset, \hat{V}_0, \hat{V}_+ \)
6 for \( e = uv \in \hat{E} \) satisfying \( u \in \hat{V}_- \) and \( w \in \hat{V}_+ \) do
7 add a new node \( \hat{v} := v(u, w) \) to \( \hat{V}_0 \) and \( \hat{V} \)
8 \( I(v) \leftarrow I(u) \cap I(w) \)
9 end
10 for \( u \in \hat{V}_0 \) do
11 \( I(u) \leftarrow I(u) \cup \{i\} \)
12 end
13 remove \( \hat{V}_+ \) from \( \hat{V} \)
14 \( \hat{E} \leftarrow \{uv \mid u, v \in \hat{V}, |I(u) \cap I(v)| \geq d - 1\} \)
15 end
16 end
(ii) $\bar{E} \subseteq \hat{E}$.

(iii) for the vertices $V(f) \subseteq \bar{V}$ incident with a face $f$ of $\bar{G}$, $N_f := |\bigcap \{I(v) \mid v \in V(f)\}| \geq d - 2$.

These three statements are obviously true after initialization. Assume the statements hold after iteration $i$. Let $f$ be a face of $\bar{G}$ after iteration $i + 1$. If the vertices $V(f)$ of $f$ are vertices of a face $f_0$ of $\bar{G}$ after iteration $i$, then the claim follows as incidence sets $I(v)$ can only get bigger during iteration $i + 1$. This case covers all new faces which were created by adding edges to $\bar{G}$ in the second inner loop of Algorithm 3. In the next case we consider a face $f$ which arose from a face $f_0$ by adding new vertices in the first inner loop of Algorithm 3. Since (i) holds after iteration $i$, applying the same partitioning rule in iteration $i + 1$ yields $V_+ \subseteq \hat{V}_+$ and $V_- \subseteq \hat{V}_-$. Therefore, if a new vertex $v$ is added to $\hat{V}_0$ and $\bar{V}$ in the first inner loop, this vertex is also added to $\hat{V}_0$ and $\hat{V}$. Thus, for every new vertex $v$ we have $I(v) \supseteq I(u) \cap I(w)$, where $u, w \in V(f)$, which yields that $N_f \geq d - 2$ is maintained. In the remaining case, the face $f$ arose from deleting edges and vertices after the second inner loop. Then we have $V(f) \subseteq \hat{V}_0 \subseteq \hat{V}_0$. Thus $i + 1 \in \{I(v) \mid v \in V(f)\}$ and hence $N_f \geq 1 \geq d - 2$. We have shown that (iii) and (i) hold after iteration $i + 1$.

Let $e = u_0w_0$ be an edge added in iteration $i + 1$ to $\hat{E}$. Then $u_0, w_0$ belong to the same face $f$ of $\bar{G}$ and thus $|I(u_0) \cap I(w_0)| \geq d - 2$ by (iii). We also have $u_0, w_0 \in \hat{V}_0 \subseteq \hat{V}_0$. Thus, the index $i + 1$ is added to $I(u_0) \cap I(w_0)$ which yields $|I(u_0) \cap I(w_0)| \geq d - 1$. Therefore, the edge $u_0w_0$ is also added to $\hat{E}$.

Since multiples of edges, which can be generated in the part after the second inner loop, are removed, $\bar{G}$ is a graph. It remains to show that $\bar{G}$ is planar. This follows by induction because $K_3$ and $K_4$ are planar and new edges are only inserted within faces.

![Figure 7: Example to illustrate Algorithm 3](image)

Figure 7: Example to illustrate Algorithm 3 for $d = 2$. Rows correspond to outer iterations. The most left column shows the partitioning (chosen arbitrarily) of the set $\bar{V}$ in each outer iteration: White, gray and black vertices represent the sets $\hat{V}_+$, $\hat{V}_0$ and $\hat{V}_-$, respectively. The second and third column show the graph $\bar{G}$ after the first and second inner loop, respectively. In particular, the “shortcuts” are inserted in the third column. The last column shows the graph $\bar{G}$ at the end of an outer iteration. The outer face is invalid.

Algorithm 3 is called the shortcut algorithm. It arises from Algorithm 3 by specifying a partitioning rule. The partitioning rule is defined by the approximate vertex enumeration problem instance. A coordinate function $c : V \rightarrow \mathbb{R}^d$ is iteratively defined and used for the partitioning rule. Note that the approximate double description method in Algorithm 3 arises from Algorithm 3 by the same partitioning rule. Therefore, Algorithm 3 computes a subgraph of the graph computed by Algorithm 2 as stated by Theorem 6. Moreover, at termination of Algorithms 3 and 2 vertices $v \in \bar{V} \subseteq \hat{V}$ have the same coordinates in both algorithms. This proves the following corollary.
Figure 8: Example to illustrate Algorithm 4 for $d = 2$. We use the same symbols, the same example and the same partitioning rule as in Figure 7. Again, rows correspond to outer iterations and the left column shows the partitioning. The second column shows the graph $\hat{G}$ after the second inner loop and the last column shows the graph at the end of an outer iteration. The incidence list $I(v)$ is displayed at each vertex $v$. We see in Figure 7 that Algorithm 3 has computed a (proper) subgraph of $\hat{G}$, compare Theorem.

Figure 9: Example to illustrate Algorithm 3 for $d = 3$. Rows correspond to outer iterations. The most left column shows the partitioning (chosen arbitrarily) of the set $\bar{V}$: White, gray and black vertices represent the sets $V_+, V_0$ and $V_-$, respectively. The second and the third column show the results of the first and second inner loop, respectively. In particular, the “shortcuts” are inserted in the third column. The last column shows the graph at the end of an outer iteration. In contrast to Figure 7 all faces are valid.
Algorithm 5: Shortcut algorithm for approximate vertex enumeration

\begin{algorithm}
\begin{algorithmic}[1]
\STATE \textbf{input} : \( A \in \mathbb{R}^{m \times d} \), \( d \in \{2, 3\} \) such that \( P := \{ x \mid A x \leq 1 \} \) is a polytope and \( S := \{ x \mid A_{[d+1]} x \leq 1 \} \) is a simplex; tolerance \( \varepsilon \geq 0 \)
\STATE \textbf{output}: some plane graph \( G = (V, E) \) and a coordinate function \( c : V \to \mathbb{R}^d \) such that
\( P \subseteq \operatorname{conv} c(V) \subseteq (1 + \varepsilon)P \)
\STATE \begin{algorithmic}
\STATE \begin{algorithmic}
\STATE initialize the (plane) graph \( G = G(V, E) \) by \( K_{d+1} \) (taking into account (I1) and (I2)) with nodes \( V = \{v_1, \ldots, v_{d+1}\} \)
\STATE compute vertices \( \{u_1, \ldots, u_{d+1}\} \) of \( (1 + \frac{\varepsilon}{2})S \) and set \( c(v_i) \leftarrow u_i \) for \( i \in \{1, \ldots, d+1\} \)
\STATE for \( i \leftarrow d + 2 \) to \( m \) do
\STATE \begin{algorithmic}
\STATE partition \( V \) into disjoint sets \( V_\rightarrow \neq \emptyset, V_0, V_\rightarrow \) such that
\( V_\rightarrow \subseteq \{v \in V \mid A_i c(v) < 1 + \frac{\varepsilon}{2}\}, V_+ \subseteq \{v \in V \mid A_i c(v) > 1 + \frac{\varepsilon}{2}\}, \)
\( V_0 \subseteq \{v \in V \mid 1 \leq A_i c(v) \leq 1 + \varepsilon\} \)
\STATE for \( e = uw \in E \) satisfying \( u \in V_\rightarrow \) and \( w \in V_+ \) do
\STATE \begin{algorithmic}
\STATE add a new node \( v = v(u, w) \) to \( V_0 \) and \( V \)
\STATE in \( E \) replace \( uw \) by two new edges \( uv \) and \( vw \)
\STATE define \( c(v) \) by choosing a point which is on the line segment between \( c(u) \) and \( c(w) \) such that \( 1 \leq A_i c(v) \leq 1 + \varepsilon \)
\STATE end
\STATE end
\STATE for \( u_0u_+, w_0w_+ \in E \) with \( u_0, w_0 \in V_0, u_0 \neq w_0, u_0w_0 \notin E, u_+, w_+ \in V_+ \) do
\STATE \begin{algorithmic}
\STATE if there is a walk along a bounding walk of some valid face \( f \) from \( u_0 \) to \( w_0 \)
\STATE with all intermediate nodes belonging to \( V_\rightarrow \) or all intermediate nodes
\STATE belonging to \( V_+ \) then
\STATE \( E \leftarrow E \cup \{u_0w_0\} \)
\STATE end
\STATE end
\STATE remove all edges incident with some \( v \in V_+ \) from \( E \)
\STATE remove \( V_+ \) from \( V \)
\STATE remove multiples of edges from \( E \)
\STATE end
\STATE end
\end{algorithmic}
\end{algorithmic}
\end{algorithmic}
\end{algorithm}
\end{algorithmic}
\end{algorithm}
\end{algorithm}

Corollary 7. If Algorithm \cite{nagamochi94} is correct then Algorithm \cite{nagamochi93} is correct.

It remains to prove correctness of Algorithm \cite{nagamochi94}. Let $G = (V, E)$ be a plane graph and let $c : V \rightarrow \mathbb{R}^d$, $d \in \{2, 3\}$ be a coordinate function. By defining $c(V) := \{c(v) \mid v \in V\}$ we obtain a new vertex set in $\mathbb{R}^d$. For every $e \in E$, we define by $c(e) := \operatorname{conv}\{c(u), c(v)\}$ an associated line segment in $\mathbb{R}^d$. The set $c(E) := \{c(e) \mid e \in E\}$ of such line segments defines a new set of edges in $\mathbb{R}^d$. We obtain an embedding of $G$ into $\mathbb{R}^d$ which is denoted by $c(G) = (c(V), c(E))$. Note that, even for $d = 2$, $c(G)$ is not necessarily a plane graph (in the sense of an embedding into the plane).

Note further that distinct vertices $u, v$ in $V$ can have the same coordinates $c(u), c(v)$ and thus line segments $c(e)$ can reduce to points.

Let us first consider the case $d = 2$. Let $r \in \mathbb{R}^2 \setminus \{0\}$ be a direction. Subsequently, we assume that for all $v \in V$, $c(v) \notin \mathbb{R} \cdot r$ holds. Let $f$ be a face of $G$ and let $W(f)$ be an associated bounding walk. Let $N(f, r)$ be the number of line segments $c(e)$ for edges $e$ in $W(f)$ which have common points with the ray $R := \mathbb{R}_+ \cdot r$. For short we say that $N(f, r)$ is the number of boundary crossings of the polygon $c(W(f))$ with the ray $R$. If an edge $e$ is twice contained in $W$, it is counted twice in case of crossing.

A plane graph $G = (V, E)$ together with a coordinate function $c : V \rightarrow \mathbb{R}^2$, $(G, c)$ for short, is called regular if

(A2) For every $e \in E$ there exists an index $\kappa(e) \in \{1, \ldots, m\}$ such that the line segment $c(e)$ belongs to the half-plane

$$B_+(e) := \{x \mid A_{\kappa(e)} x \geq 1\}. $$

(B2) For a dense subset of directions $r$ in $\mathbb{R}^2 \setminus \{0\}$, the number $N(r) := \sum f \in F N(f, r)$, where $F$ denotes the set of all valid faces of $G$, is odd.

Theorem 8. Algorithm \cite{nagamochi94} is correct for $d = 2$.

Proof. First, we show by induction that $(G, c)$ is regular at termination of Algorithm \cite{nagamochi94}.

After initialization (i.e. directly before the outer loop), $G$ is the complete graph $K_3$ and $c(G)$ is a triangle with zero in its interior defined by three inequalities $A_{[3]} x \leq (1 + \varepsilon)1$. There is exactly one valid face $f$ with a bounding walk $W(f) = (v_1, v_3, v_2, c_1, e_3, v_2, v_1)$. In every vertex $c(v_i)$, $i = 1, 2, 3$, two of the three inequalities are active (i.e. hold with equality). This implies property (A2). For a dense subset of directions $r$ we have $c(v_i) \notin \mathbb{R} \cdot r$, $i = 1, 2, 3$ and thus $N(f, r) = 1$.

Since $f$ is the only valid face, property (B2) follows. Thus $(G, c)$ is regular after initialization.

Assume now that $(G, c)$ is regular after iteration $i$. An edge which is added in iteration $i + 1$ satisfies property (A2) after iteration $i + 1$: either for $\kappa(wv) = \kappa(uv)$, $\kappa(wv) = \kappa(uw)$ if $uv$ and $uw$ arose from $uw$ in the first inner loop of $\kappa(e) = i + 1$ if $e$ was added in the second inner loop. So let us consider property (B2). An edge $e = uv$ added to $E$ in iteration $i + 1$ splits a valid face into two new valid faces. If $c(e)$ crosses the ray $R$, $N(r)$ is increased by 2, otherwise it is not changed. Thus $N(r)$ remains odd. If an edge $e \in E$ with $c(e)$ crossing $R$ is deleted in iteration $i + 1$, we distinguish four cases. (i) If $e$ is incident with two valid faces, $N(r)$ is decreased by 2. (ii) If $e$ is incident with exactly one valid face, it occurs twice in a bounding walk of this face and thus $N(r)$ is decreased by 2. (iii) If $e$ is incident with exactly one invalid face, deleting it has no influence to $N(r)$ because only valid faces are involved. (iv) If $e$ is incident with a valid face $f_1$ and an invalid face $f_2$, these faces are merged into an invalid face $f$. For an edge $e = uv$ to be deleted we have $u, v \in V_0 \cup V_+$ since $u$ (or $v$) belongs to $V_+$ and by the first inner loop of the algorithm, $v$ (or $u$) cannot belong to $V_-$. Moreover, by the second inner loop of Algorithm \cite{nagamochi94} all vertices of the bounding walk $W(f_1)$ belong to $V_0 \cup V_+$. This implies that for every vertex $v$ in $W(f_1)$, $c(v)$ belongs to the half-plane $\{x \in \mathbb{R}^2 \mid A_{i+1} x \geq 1\}$. Thus $N(f_1, r)$ coincides with the number of line segments $c(e)$ for edges $e$ in $W(f_1)$ which have common points with the line $\mathbb{R} \cdot r$. The polygon in $\mathbb{R}^2$ defined by $W(f_1)$ and $c$ has an even number $k$ of crossing points with the line $\mathbb{R} \cdot r$. Since the new face $f$ is invalid, deleting $e$ reduces $N(r)$ exactly by this even number $k$. This shows that property (B2) is maintained.

Secondly, we show the inclusions $P \subseteq \operatorname{conv} c(V) \subseteq (1 + \varepsilon)P$. The second inclusion is obviously satisfied, since $V_+$ is deleted at the end of each outer iteration. So let us prove the first inclusion.
At termination of the algorithm, let \( r \in P \setminus \{0\} \) such that (\( B_3 \)) holds. Since \( N(r) \) is odd, there exists a face \( f \) such that \( N(f, r) > 0 \). Hence there exists an edge \( e \in E \) and some \( \mu > 0 \) such that \( \mu \cdot r \in c(e) \). By (\( A_3 \)) we have \( c(e) \in B_+(e) \) and thus \( c(e) \cap \text{int} \, P = \emptyset \). We obtain \( \mu \geq 1 \). We conclude: For a dense subset of directions \( r \in P \setminus \{0\} \) there exists \( \mu \geq 1 \) with \( \mu r \in \text{conv} \, c(V) \).

Now let us consider the case \( d = 3 \). Let \( r \in \mathbb{R}^3 \setminus \{0\} \) be a direction. For a vector \( a \in \mathbb{R}^3 \), linearly independent of \( r \), the set

\[
M = M(r, a) = \mathbb{R} \cdot r + \mathbb{R}_+ \cdot a
\]
defines a half-plane in \( \mathbb{R}^3 \) whose relative boundary is the line \( \mathbb{R} \cdot r \). Subsequently, we assume that for all \( v \in V \), \( c(v) \not\in M \) and for all edges \( e \in E \), \( c(e) \cap \mathbb{R} \cdot r = \emptyset \).

Let \( f \) be a face of \( G \) and let \( W(f) \) be an associated bounding walk. Let \( N(f, r, a) \) be the number of line segments \( c(e) \) for edges \( e \) in \( W(f) \) which have a common point with the half-plane \( M = M(r, a) \). For short we say that \( N(f, r, a) \) is the number of boundary crossings of the skew polygon \( c(W(f)) \) with the half-plane \( M \). If an edge \( e \) is twice contained in \( W \), it is counted twice in case of crossing. We start with a statement which is used below in the proof of the correctness result.

**Proposition 9.** The property of \( N(f, r, a) \) being odd is independent of the choice of the vector \( a \).

**Proof.** Let \( a, a' \in \mathbb{R}^3 \) be two different choices with corresponding sets \( M = M(r, a) \) and \( M' = M(r, a') \) and corresponding numbers \( N(f, r, a) \) and \( N(f, r, a') \). If \( M = M' \) the statement is obvious. Otherwise the set \( M \cup M' \) partitions the space \( \mathbb{R}^3 \) into two regions. We assumed that for no edge \( e \) of the bounding walk \( W(f) \), \( c(e) \) crosses the line \( M \cap M' = \mathbb{R} \cdot r \) and for no vertex \( v \) of the bounding walk \( W(f) \), \( c(v) \) belongs to \( M \cup M' \). Since a skew polygon defined by \( W(f) \) and \( e \) is a closed curve in \( \mathbb{R}^3 \), the number \( m + m' \) of edges crossing the set \( M \cup M' \) is even. Thus if \( m \) is odd then so is \( m' \).

A plane graph \( G = (V, E) \) together with a coordinate function \( c : V \to \mathbb{R}^3 \), \( (G, c) \) for short, is called regular if

(\( A_3 \)) For every face \( f \) of \( G \) there exists an index \( \kappa(f) \in \{1, \ldots, m\} \) such that for every edge \( e \) of a bounding walk \( W(f) \), the line segment \( c(e) \) belongs to the half-plane

\[
B_+(f) := \{ x \mid A_{\kappa(f)} x \geq 1 \}.
\]

(\( B_3 \)) For a dense subset of the set of two linearly independent vectors \( r, a \in \mathbb{R}^3 \), the number

\[
N(r, a) = \sum_{f \in F(V)} N(f, r, a),
\]

where \( F(V) \) denotes the set of all faces of \( G \) satisfying \( A_{\kappa(f)} r > 0 \), is odd.

**Theorem 10.** Algorithm [5] is correct for \( d = 3 \).

**Proof.** First, we show by induction that \((G, c)\) is regular at termination of Algorithm [5].

After initialization (i.e. directly before the outer loop), \( G \) is the complete graph \( K_4 \) and \( c(G) \) is a simplex with zero in its interior defined by four inequalities \( A_{\{3\}} x \leq (1 + \frac{1}{2}) \cdot 1 \). In every vertex \( c(v_i), i = 1, \ldots, 4 \), three of the four inequalities are active (i.e. hold with equality). This implies property (\( A_3 \)).

For a dense subset of the set of two linearly independent vectors \( r, a \in \mathbb{R}^3 \) we have \( c(v) \not\in M(r, a) \) and \( c(e) \cap \mathbb{R}_+ \cdot r = \emptyset \) for any vertex \( v \) and any edge \( e \) which occur in the algorithm. Let such vectors \( r \) and \( a \) be fixed. There is exactly one face \( f_+ \) of \( K_4 \) such that \( \mathbb{R}_+ \cdot r \) crosses the relative interior of the facet \( c(W(f_+)) \) of the simplex \( c(K_4) \). And there is exactly one face \( f_- \neq f_+ \) of \( K_4 \) such that \( \mathbb{R}_- \cdot r \) crosses the relative interior of the facet \( c(W(f_-)) \) of \( c(K_4) \). We have \( N(f_+, r, a) = N(f_-, r, a) = 1 \). Clearly, \( f_+ \) belongs to \( F(r) \) and \( f_- \) does not. For the remaining
two faces \( f \) of \( K_4 \), \( N(f, r, a) \) is even. Consequently, \( N(r, a) \) is odd and hence \( (G, c) \) is regular after initialization.

Assume now that \( (G, c) \) is regular after iteration \( i \). Let \( f \) be a face of \( G \) which is created in iteration \( i + 1 \). Adding new vertices \( v \) in the first inner loop, maintains property \( (A_i) \) since \( c(v) \) is chosen on the line between \( c(u), c(w) \) for \( u, w \) belonging to the same face. If \( f \) is created in the second inner loop of iteration \( i + 1 \) by adding an edge then another face \( f_0 \) was split into two new faces \( f \) and \( f_1 \). Property \( (A_i) \) holds for the parent face \( f_0 \) and consequently also for the new faces \( f \) and \( f_1 \). In the last case, \( f \) is created by merging two faces \( f_1 \) and \( f_2 \) into a new face \( f \) as a consequence of deleting an edge \( e = uv \) after the second inner loop. In this situation, we have \( u, v \in V_0 \cup V_+ \). Moreover, by the second inner loop, all vertices of the bounding walks \( W(f_1) \) and \( W(f_2) \) belong to \( V_0 \cup V_+ \). Hence, the vertices of the bounding walk \( W(f) \) belong to \( V_0 \cup V_+ \), which yields that for every vertex \( v \) in \( W(f) \), \( c(v) \) belongs to the half-space \( \{ x \in \mathbb{R}^2 \mid A_{i+1} x \geq 1 \} \). This means that \( (A_i) \) holds for such faces with \( \kappa(f) = i + 1 \). Consequently, \( (A_i) \) is maintained in iteration \( i + 1 \).

So let us consider property \( (B_i) \). An edge \( e = uv \) added to \( E \) in iteration \( i + 1 \) splits a face \( f \) into two new faces. If \( c(e) \) crosses the half-plane \( M \) and \( f \in F(r) \), \( N(r, a) \) is increased by 2, otherwise it is not changed. Thus \( N(r, a) \) remains odd.

If an edge \( e \in E \) with \( c(e) \) crossing \( M \) is deleted in iteration \( i + 1 \), we distinguish two cases. (i) Let \( e \) be incident with exactly one face \( f \). As already seen, we have \( \kappa(f) = i + 1 \). If \( A_{i+1} r > 0 \), \( N(r, a) \) is decreased by 2, otherwise it is not changed. (ii) Let \( e \) be incident with exactly two faces \( f_1 \) and \( f_2 \) which are merged to a new face \( f \) by deleting \( e \). Again, we have \( \kappa(f_1) = \kappa(f_2) = i + 1 \). If \( A_{i+1} r > 0 \), both \( f_1 \) and \( f_2 \) belong to \( F(r) \), otherwise both do not. Thus \( N(r, a) \) is either decreased by 2 or is left unchanged. This shows that property \( (B_i) \) is maintained.

Secondly, we show the inclusions \( P \subseteq \text{conv} \ c(V) \subseteq (1 + \varepsilon)P \). The second inclusion is obviously satisfied, since \( V_+ \) is deleted at the end of each outer iteration. Let us prove the first inclusion. At termination of the algorithm, let \( r \in P \setminus \{ 0 \} \) and \( a \in \mathbb{R}^3 \), linearly independent of \( r \) such that \( (B_i) \) holds. Since \( N(r, a) \) is odd, there exists a face \( f \) such that \( (G, c) \) is odd. By Proposition \( 2 \), \( N(f, r, a) \) is odd for a dense subset of all possible choices of \( a \). Thus, without loss of generality, \( N(f, r, -a) \) is odd. This implies that \( N(f, r, a) > 0 \) and \( N(f, r, -a) > 0 \). Hence there are edges \( e_+, e_- \) in \( W(f) \) and crossing points \( x_+ \in c(e_+) \cap M(r, a) \) and \( x_- \in c(e_-) \cap M(r, -a) \). We have \( H := M(r, -a) = -M(r, a) \) and thus \( M(r, a) \cup M(r, -a) \) is a plane. Every convex combination \( x \) of \( x_+ \) and \( x_- \) belongs to \( H \) and there is one such convex combination \( x \) which belongs to the line \( \mathbb{R} \cdot r \). By property \( (A_i) \), we have \( A_{\kappa(f)} x_+ \geq 1 \) and \( A_{\kappa(f)} x_- \geq 1 \) and thus \( A_{\kappa(f)} x \geq 1 \). Since \( A_{\kappa(f)} r > 0 \), there exists \( \mu > 0 \) such that \( x = \mu r \). By \( A_{\kappa(f)} \mu r \geq 1 \) and \( A_{\kappa(f)} r \leq 1 \), we conclude \( \mu \geq 1 \). Since \( x_+ \) and \( x_- \) are convex combinations of \( c(v) \) for vertices \( v \) of \( W(f) \), \( x \) has the same property and thus \( x = \mu r \) belongs to \( \text{conv} \ c(V) \). We conclude: For a dense subset of directions \( r \in P \setminus \{ 0 \} \) there exists \( \mu \geq 1 \) with \( \mu r \in \text{conv} \ c(V) \). Since \( P \) and \( \text{conv} \ c(V) \) are convex polytopes, we obtain the inclusion \( P \subseteq \text{conv} \ c(V) \).

\box

### 6 Using imprecise arithmetic

In this section we show that specific variants of both Algorithms \( 2 \) and \( 3 \) from the previous section (i.e. \( d \leq 3 \)) are still correct if imprecise arithmetic (such as floating point arithmetic) is used and the imprecision of computations is not too high.

The specifications (which are the same in both algorithms) are as follows:

(i) For a vertex \( v \) added to \( V \) in the outer iteration \( i \), define \( c(v) \) such that \( A_i c(v) = 1 + \frac{\varepsilon}{2} \) (which specifies the condition \( 1 \leq A_i c(v) \leq 1 + \varepsilon \) in both algorithms)

(ii) Partition \( V \) into sets \( V_- \), \( V_0 \), \( V_+ \) in the outer iteration \( i \) by setting

(a) \( V_- := \{ v \in V \mid A_i c(v) < 1 + \frac{\varepsilon}{4} \} \subseteq \{ v \in V \mid A_i c(v) < 1 + \frac{\varepsilon}{2} \} \)

(b) \( V_0 := \{ v \in V \mid 1 + \frac{\varepsilon}{4} \leq A_i c(v) \leq 1 + \frac{\varepsilon}{2} \} \subseteq \{ v \in V \mid 1 \leq A_i c(v) \leq 1 + \varepsilon \}, \)

(c) \( V_+ := \{ v \in V \mid A_i c(v) > 1 + \frac{\varepsilon}{2} \} \subseteq \{ v \in V \mid A_i c(v) > 1 + \frac{\varepsilon}{4} \} \)
Clearly, Algorithms 2 and 5 are still correct with these specifications.

The idea now is to formulate a condition which guarantees that the computation of \( c(v) \) with imprecise arithmetic still satisfies the original conditions in Algorithms 2 and 5 if the specific rules are used in the code. For instance in (i) we define \( c(v) \) such that \( A_i c(v) = 1 + \frac{\varepsilon}{4} \) holds but in Algorithms 2 and 5 it is only required that \( 1 \leq A_i c(v) \leq 1 + \varepsilon \). Likewise, in (ii) (a), we have \( A_i c(v) < 1 + \frac{\varepsilon}{4} \) but only \( A_i c(v) < 1 + \frac{\varepsilon}{2} \) is required. We have similar situations in (ii) (b) and (c).

Let us extend algorithms Algorithms 2 and 5 by a second coordinate function. Assume the first coordinate function \( c: V \rightarrow \mathbb{R}^d \) is computed using imprecise arithmetic and the second coordinate function \( \bar{c}: V \rightarrow \mathbb{R}^d \) is computed by exact arithmetic. Assume further that only \( c \) is used to partition the set \( V \). The above specifications are used in both cases.

By comparing the specifications with the requirements in the algorithms, we see that the correctness results still hold for imprecise arithmetic (using the specifications in the code) if the following condition holds for all \( v \in V \) that occur in Algorithm 5 (those which occur in Algorithm 2 but not in Algorithm 5 are not relevant for the correctness results):

\[
\max_{i \in [m]} |A_i c(v) - A_i \bar{c}(v)| \leq \frac{\varepsilon}{4}.
\] (6)

By the Cauchy-Schwartz inequality we see that

\[
\max_{i \in [m]} \| A_i^T \| \cdot \| c(v) - \bar{c}(v) \| \leq \frac{\varepsilon}{4}
\] (7)

is sufficient for (6) to hold, where \( \| . \| \) denotes the Euclidian norm.

For a special class of polytopes the condition to guaranty correctness of Algorithms 2 and 5 can even be simplified. Assume that a ball around the origin with radius \( \delta > 0 \) is contained in the given polytope \( P \). Then we have \( \| A_i^T \| \leq \frac{1}{\delta} \) for all \( i \). Thus the condition

\[
\| c(v) - \bar{c}(v) \| \leq \frac{\varepsilon \cdot \delta}{4}
\] (8)

implies (7) and hence (6). Let us summarize these results.

**Corollary 11.** Consider the approximate vertex enumeration problem for a polytope \( P \) containing a ball around the origin with radius \( \delta > 0 \). Let \( E := \max \{ \| c(v) - \bar{c}(v) \| : v \text{ occurs during a run of Algorithm 5} \} \) denote the maximum error for the coordinate function caused by using imprecise arithmetic in Algorithm 5. Then Algorithms 2 and 5 are correct if

\[
E \leq \frac{\varepsilon \cdot \delta}{4}.
\]

Of course, the error \( E \) caused by imprecise computations is difficult to quantify in practice, where computations with exact arithmetic shall be avoided. Nevertheless the result can help to evaluate the reliability of computational results. The larger the approximation error \( \varepsilon > 0 \) is chosen and the larger the radius \( \delta > 0 \) of a ball around the origin inside of \( P \), the more reliable the computational results are.

### 7 Numerical results

We present in this section numerical results for two examples of dimension 3. In particular, we use them to compare the shortcut algorithm (SCA) with the approximate double description method (ADDM).

The shortcut algorithm was implemented using a half-edge data structure, also known as doubly connected edge list, see e.g. [7], in order to store the planar graph. Most of the implementation is
straightforward. To implement the second inner loop of Algorithm 5, we iterate over the edges of the graph and store edges with one endpoint in $V_0$ and the other endpoint in $V_+$ in a queue. Then we remove an edge from the queue and walk around the incident face in order to insert new edges inside this face. If we meet a member of the queue we remove it from the queue. We repeat this procedure until the queue is empty.

Both algorithms were implemented in Python. The computations were made on a desktop computer with 2.6 GHz CPU clock speed. The examples were generated by bensolve tools [5, 6].

Example 12. Consider the linear image $P = \{ Mh \mid h \in H \}$ of a hypercube $H = [-1,1] \times \ldots \times [-1,1]$ of dimension $5^3 = 125$, where the linear mapping is given by the uniquely defined matrix $M \in \{-2,-1,0,1,2\}^{3\times125}$ with pairwise different columns. Figure 10 right shows (a good approximation of) the polytope.

Figure 10: The polytope of Example 12 computed by the shortcut algorithm for different tolerances $\varepsilon \in \{10^0, 10^{-1}, 10^{-2}, 10^{-3}\}$ (from left to right). For tolerances smaller than $10^{-3}$, the pictures are “almost identical” to the right one.

Figure 11: Left: Runtime of the shortcut algorithm (SCA) compared to the runtime of the approximate double description method (ADDM) for Example 12 in dependence of the tolerances. Right: Number of vertices computed by the shortcut algorithm (SCA) compared to the number of vertices computed by the approximate double description method (ADDM) for Example 12 in dependence of the tolerances. For $\varepsilon \in \{10^{-3}, 10^{-3.25}, 10^{-3.5}, \ldots, 10^{-14}\}$ (not displayed here) the runtime of both algorithms is nearly constant and the number of vertices is exactly constant.

In Figure 10 we see that larger tolerances $\varepsilon$ can lead to simpler approximations. Figure 11 left shows a runtime comparison of both algorithms. For Example 12 the approximate double description method is slightly faster than the shortcut algorithm. We also see in Figure 11 left that the coarser the approximation is the less computational time is required by both algorithms. An advantage of the shortcut algorithm can be seen in Figure 11 right. For larger tolerances it computes strictly less vertices than the approximate double description method (recall that the vertices computed by the shortcut algorithm are always a subset of the vertices computed by the approximate double description method).

Figure 12 visualizes the fact that faces computed by the shortcut algorithm are bounded by skew polygons, i.e. they do not necessarily belong to a plane. In general, the algorithm does
not produce (convex) polytopes, not even after a triangulation of the faces. Nevertheless the vertices computed by the shortcut algorithm provide an approximate V-representation. Moreover, the visualization of the non-convex objects makes sense for practical reasons as they give us an impression of both the approximation and the original polytope. For small tolerances the resulting objects of the shortcut algorithm are “close to” the given convex polytopes.

Let us turn to the second example, which provides a sequence of polytopes with increasing complexity. The polar of a polytope $P$ is defined as $P^\circ := \{y \in \mathbb{R}^d \mid \forall x \in P : y^T x \leq 1\}$.

**Example 13.** A sequence of polytopes $P_i$ is defined recursively. $P_0$ is a regular simplex in $\mathbb{R}^3$ with edge length 1 symmetrically placed around the origin. $P_i$ is defined as the Minkowski sum of $P_{i-1}$ and the polar of $P_{i-1}$. Figure 13 shows some of the polytopes and Figure 14 shows some approximations computed by the shortcut algorithm.

Figure 12: The polytope of Example 12 computed by the shortcut algorithm with a huge tolerance $\varepsilon = 2$ from different viewpoints in order to visualize the non-convex nature of the construction.

Figure 13: The polytopes $P_1$, $P_2$, $P_3$ and $P_6$ (from left to right) from Example 13. Approximations of $P_6$ can be seen in Figure 14.

Figure 14: Approximations of $P_6$ from Example 13 computed by the shortcut algorithm. The tolerance was chosen as $\varepsilon \in \{10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}\}$ (from left to right).

In Figure 15 left we see that for Example 13 the approximate double description method is slower than the shortcut algorithm for certain tolerances. Also, the approximate double description method computes way too many vertices for some tolerances, see Figure 15 center. While the shortcut algorithm works well for arbitrary tolerances, the approximate double description method produces satisfactory results only for sufficiently small tolerances.
Finally, in Figure 15 right we observe the runtime of both algorithms in case of increasing complexity. Since $\varepsilon > 0$ was chosen small enough, the approximate double description method performs slightly better than the shortcut algorithm.

A further advantage of the shortcut algorithm is that the results can easily be visualized by using the planar graph stored as a half-edge data structure and the coordinate function while further computational steps are necessary for a similar task for the approximate double description method.

Figure 15: Computational results for Example 13. Left: Runtime comparison for the polytope $P_4$ with various tolerances. The shortcut algorithm (SCA) performs better for some (larger) tolerances. The approximate double description method is very slow for certain tolerances. For instance, for $\varepsilon = 10^{-4}$, which is not displayed here as we have chosen $\varepsilon \in \{10^{-0.5}, 10^{-1.5}, \ldots, 10^{-14.5}\}$, it took 5013 seconds and the result had 810 vertices. The reason for this long runtime is that extremely many vertices were computed in intermediate steps. The approximate double description method worked well for sufficiently small tolerances. Center: Comparison of the number of vertices computed by both algorithms for the polytope $P_4$ with various tolerances. The approximate double description method computes way too many vertices for some (larger) tolerances. For instance, for $\varepsilon = 10^{-3}$, which is not displayed here, the result had 9456 vertices and was computed in 3.4 seconds. Right: The runtime of both algorithms for $\varepsilon = 10^{-9}$ is shown in dependence of the “size” (number of vertices + number of faces) of the polytopes $P_1, P_2, \ldots, P_6$ (from left to right).

8 Conclusions, open questions and comments

The approximate vertex enumeration problem was introduced and motivated. Two solution methods for dimension $d \in \{2, 3\}$ were introduced, were shown to be correct and tested by numerical examples, the approximate double description method and the shortcut algorithm. Both methods remain correct when imprecise arithmetic is used and the computational error is sufficiently small.

While the approximate double description method was formulated for arbitrary dimension, the shortcut algorithm makes sense only for dimension $d \in \{2, 3\}$, because planarity of the constructed graph is utilized.

The approximate double description method was shown to be correct also for dimension $d \geq 4$ if an impracticable assumption is satisfied in each iteration. The following questions remain open:

1. What is the smallest dimension $d$ (if there is any) such that the approximate double description method fails (without any additional assumption)?

2. Is there any (other) “practically relevant” (compare Remark 3) solution method for the approximate vertex enumeration problem for dimension $d \geq 4$?

3. How reliable are vertex enumeration methods using imprecise arithmetic for dimension $d \geq 4$?

Acknowledgements. The author thanks Michael Joswig for inspiring to this research and Benjamin Weißing and David Hartel for the interesting discussions on the subject.
References

[1] D. Avis, D. Bremner, and R. Seidel. How good are convex hull algorithms? *Computational Geometry*, 7(5):265–301, 1997.

[2] C. B. Barber, D. P. Dobkin, and H. Huhdanpaa. Qhull: Quickhull algorithm for computing the convex hull. [http://qhull.org](http://qhull.org).

[3] C. B. Barber, D. P. Dobkin, and H. Huhdanpaa. The quickhull algorithm for convex hulls. *ACM Trans. Math. Softw.*, 22(4):469–483, Dec. 1996.

[4] E. M. Bronstein. Approximation of convex sets by polytopes. *Journal of Mathematical Sciences*, 153(6):727–762, 2008.

[5] D. Ciripoi, A. Löhne, and B. Weißing. Bensolve tools, version 1.3. Gnu Octave/Matlab toolbox for calculus of convex polyhedra, calculus of polyhedral convex functions, global optimization, vector linear programming. [http://tools.bensolve.org](http://tools.bensolve.org) (2019).

[6] D. Ciripoi, A. Löhne, and B. Weißing. Calculus of convex polyhedra and polyhedral convex functions by utilizing a multiple objective linear programming solver. *Optimization*, 68(10):2039–2054, 2019.

[7] M. de Berg, O. Cheong, M. van Kreveld, and M. Overmars. *Computational Geometry. Algorithms and Applications*. Springer, 3rd edition, 2008.

[8] R. Diestel. *Graph Theory.*, volume 173. Springer, 3rd revised and updated edition, 2005.

[9] S. Fortune. Stable maintenance of point set triangulations in two dimensions. In *2013 IEEE 54th Annual Symposium on Foundations of Computer Science*, pages 494–499. IEEE Computer Society, nov 1989.

[10] A. H. Hamel, F. Heyde, A. Löhne, B. Rudloff, and C. Schrage. Set optimization—a rather short introduction. In A. H. Hamel, F. Heyde, A. Löhne, B. Rudloff, and C. Schrage, editors, *Set Optimization and Applications - The State of the Art*, pages 65–141. Springer, 2015.

[11] C. M. Hoffmann, J. E. Hopcroft, and M. S. Karasick. Towards implementing robust geometric computations. In *Proceedings of the Fourth Annual Symposium on Computational Geometry*, SCG ’88, pages 106–117. Association for Computing Machinery, 1988.

[12] J. E. Hopcroft and P. J. Kahn. A paradigm for robust geometric algorithms. *Algorithmica*, 7(1):339–380, 1992.

[13] L. Kettner, K. Mehlhorn, S. Pion, S. Schirra, and C. Yap. Classroom examples of robustness problems in geometric computations. In S. Albers and T. Radzik, editors, *Algorithms – ESA 2004*, pages 702–713. Springer, 2004.

[14] A. Löhne and B. Weißing. The vector linear program solver bensolve—notes on theoretical background. *European J. Oper. Res.*, 260(3):807–813, 2017.

[15] A. Löhne and B. Weißing. Bensolve - VLP solver, version 2.0.1. www.bensolve.org.

[16] T. S. Motzkin, H. Raiffa, G. L. Thompson, and R. M. Thrall. The double description method. Contrib. Theory of Games, II, Ann. Math. Stud. No. 28, 51-73 (1953), 1953.

[17] J. Richter-Gebert. *Realization Spaces of Polytopes*, volume 1643 of *Lecture Notes in Mathematics*. Springer, 1996.

[18] J. Richter-Gebert and G. M. Ziegler. Realization spaces of 4-polytopes are universal. *Bull. Amer. Math. Soc. (N.S.)*, 32(4):403–412, 1995.
[19] S. Schirra. Robustness and precision issues in geometric computation. In J.-R. Sack and J. Urrutia, editors, Handbook of Computational Geometry, pages 597 – 632. North-Holland, Amsterdam, 2000.

[20] K. Sugihara. Robust gift wrapping for the three-dimensional convex hull. Journal of Computer and System Sciences, 49(2):391–407, 1994.

[21] K. Sugihara. Topology-oriented approach to robust geometric computation. In Algorithms and Computation, pages 357–366. Springer, 1999.

[22] G. M. Ziegler. Lectures on Polytopes, volume 152 of Graduate Texts in Mathematics. Springer, 1995.