Efficient View Clustering and Selection for City-Scale 3D Reconstruction
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Abstract. Image datasets have been steadily growing in size, harming the feasibility and efficiency of large-scale 3D reconstruction methods. In this paper, a novel approach for scaling Multi-View Stereo (MVS) algorithms up to arbitrarily large collections of images is proposed. Specifically, the problem of reconstructing the 3D model of an entire city is targeted, starting from a set of videos acquired by a moving vehicle equipped with several high-resolution cameras. Initially, the presented method exploits an approximately uniform distribution of poses and geometry and builds a set of overlapping clusters. Then, an Integer Linear Programming (ILP) problem is formulated for each cluster to select an optimal subset of views that guarantees both visibility and matchability. Finally, local point clouds for each cluster are separately computed and merged. Since clustering is independent from pairwise visibility information, the proposed algorithm runs faster than existing literature and allows for a massive parallelization. Extensive testing on urban data are discussed to show the effectiveness and the scalability of this approach.
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1 Introduction

Nowadays, arbitrarily large datasets of high-resolution images have become available thanks to almost unlimited sources of data, such as videos acquired by autonomous vehicles with multi-camera rigs and Internet pictures uploaded by millions of users on Social Media. While this large amount of data can be used to effectively reconstruct a precise 3D view of the world, the increasing size and high redundancy introduce several challenges for 3D reconstruction. A traditional image-based 3D reconstruction pipeline is composed by two main steps: Structure From Motion (SFM) and Multi-View Stereo (MVS). SFM algorithms produce camera poses and sparse point clouds with raw images as input \cite{13}. Then, MVS is used to generate depth and normal maps for each image, which can be converted either to dense point clouds or meshed surfaces \cite{14}.

To deal with such efficiency issues, view selection algorithms have been proposed in order to select a representative subset of input images \cite{9,10}. Moreover, each image shares common visibility information only with a local group of
neighboring views, therefore the whole dataset can be divided in partially overlapping clusters to be processed simultaneously and independently \cite{8,5,11,16}. Several approaches have been developed to reconstruct large buildings using community photo collections \cite{1,5,16}. These works rely on unique and recurrent architectonic features that belong to the building of interest, when computing shared visibility information among images. However, urban scenarios exhibit a peculiar set of challenges and they have rarely been targeted in detail \cite{2}. The presence of large portions of textureless surfaces, such as roads, vegetation or sky, makes it difficult to extract well-distributed and well-triangulated keypoints during the SFM phase.

In this paper, a novel framework for efficient view clustering and selection for images of urban scenarios is presented. The proposed approach is specifically devoted to city-scale 3D reconstruction and designed to solve the aforementioned issues, assuming an arbitrarily large dataset of images acquired by a moving vehicle. The method overview is shown in figure 1 starting from the output of a SFM module, the view clustering algorithm builds uniform clusters in the observed world, while the view selection step computes the optimal subset of views in parallel for each cluster. Then, each cluster is reconstructed separately with any MVS method of choice and partial results are merged to get the full 3D model of the scene.

2 Related Work

Scalability issues for large-scale 3D reconstruction mainly arise in literature in the context of architectural datasets collected from unstructured Internet images. Furukawa et al. \cite{5} propose to perform global view selection on the whole set of images to remove redundancy and to build a visibility graph with the remaining cameras. These similarities are collected in a matrix that represents the adjacency matrix of the visibility graph. Then, an optimization procedure is applied to iteratively divide the graph into clusters using normalized-cuts, enforcing a size constraint, and add cameras back if a coverage constraint is violated. This process is repeated until convergence.
Several other approaches are based on this visibility graph formulation. Ladikos et al. [8] apply spectral graph theory on the similarity matrix and use mean shift to select the number of clusters, while Mauro et al. [11] employ the game theoretic model of dominant sets to find regular overlapping clusters. In a subsequent work [9], Mauro et al. propose to place selection after clustering and formulate an ILP problem with cameras as binary variables. The goal is to select the minimum number of views for each cluster, such that coverage and matchability are guaranteed. The same approach is adopted in this work. However, their formulation requires to execute the expensive Bron-Kerbosch algorithm [3] for each keypoint in the cluster. Since neighboring keypoints are likely to share the same camera subgraph, a more efficient alternative is provided in Section 4.

Furthermore, all the methods presented so far cluster images according on their relative visibility information and without considering the 3D structure of the scene. Zhang et al. [16] suggest to perform joint camera clustering and surface segmentation, which are formulated as a constrained energy minimization problem. Similarly, the clustering algorithm proposed in this work operates directly in 3D by exploiting the approximately uniform distribution of poses and geometry as produced by a moving vehicle.

It must be underlined that the naive solution of clustering images using temporal information from videos [2] is not ideal, since it does not consider multi-camera settings, where optimal viewpoints might be acquired by different sensors at very different time instants, and it fails when certain regions of the world are observed multiple times, since new clusters would be created each time, despite belonging to the same region.

Therefore, the proposed approach makes the following contribution to existing literature: (i) a novel framework that targets specifically urban scenarios and data acquired by a moving vehicle, which exhibit a unique set of challenges with respect to architectural Internet datasets; (ii) a clustering algorithm that is independent from pairwise relationships between cameras; (iii) a more efficient formulation of the ILP problem for view selection with respect to [9].

3 View Clustering

We assume images are acquired by a moving vehicle with a sensor suite of \( N_{cams} \) cameras with framerate \( f \) and processed by a SFM module to obtain intrinsic and extrinsic parameters, as well as a set of sparse keypoints, for each image. These data are the input to the view clustering algorithm, which starts by building a 2D grid on the \((x, y)\) plane with block size \((x_b, y_b)\) and overlap \(d_{overlap}\), given the input range of the sparse keypoints. This process is shown in figure 2 (left): since the majority of clusters is empty and several blocks contain noisy keypoints very distant from the vehicle trajectory, a filtering step is required. To this end, each keypoint is assigned to the corresponding block simply by projecting it onto the \((x, y)\) plane and empty clusters without associated points are removed. In this way, the sparse input point cloud is divided into partially overlapping sets of keypoints which can be processed independently and in parallel.
At this point, cameras must be associated to clusters. Intuitively, the assignment should be done based on the number and the quality of keypoints seen by each camera for each cluster. However, in urban scenarios with large textureless areas, the SFM module produces typically very few keypoints. Moreover, they are mostly concentrated in small textured patches of the world. Therefore, the 3D information of each non-empty cluster is augmented by sampling uniform points with resolution $r$ within the boundaries of the corresponding block. This allows cameras to be assigned in clusters within their field of view even if SFM did not extract any keypoint at that specific location.

Then, each set of points is projected onto each camera lying within a given distance from its centroid and all the cameras that see at least one point in the cluster are associated to it. Finally, clusters with a few number of cameras are iteratively merged with their neighbors, until a minimum target set of views is reached for each cluster. This lower bound is set to 10 views in experiments, in order to provide enough information for 3D reconstruction. The output of the view clustering algorithm is a set of of $C$ independent clusters of cameras with common visibility, shown in figure 2 (center) for a full sequence and in figure 2 (right) in a greater detail.

The key novelty of the proposed method is that it does not require the computation of complex pairwise relationships between cameras for the whole dataset, differently from previous literature [5,9]. The use of the full similarity matrix quadratically scales as $O(N^2)$ and becomes quickly impractical in urban scenarios where up to $N = 60 \times f \times N_{cams}$ images are acquired every minute. Using the presented approach, a camera can be associated to at most $K$ neighboring clusters and this redundancy is independent from the size of the scene. In the worst case scenario, each cluster has $N_c = K N^2$ cameras associated. Even
in this unlikely case, building $C$ separate and smaller visibility graphs is still significantly cheaper, requiring $O\left(\sum_{c=1}^{C} N_c^2\right)$ operations:

$$\sum_{c=1}^{C} N_c^2 = \frac{K^2 N^2}{C} < N^2 \iff K < \sqrt{C}$$

In practical situations, a camera is associated at most to a cluster and its immediate neighbors (i.e. $K \leq 8$ by design), while the number of clusters grows quickly to several hundreds or thousands as the vehicle moves. This allows the approach to scale up to arbitrarily large scenarios, since the improvement gap grows as the dataset size increases. Furthermore, each block can be processed independently, thus boosting up the performance thanks to the high degree of parallelization that can be obtained.

### 4 View Selection

At the end of the view clustering algorithm, every camera is added to all clusters where associated points are present. This is likely to produce a highly redundant set of cameras for each block, since even a single point brings to associate a camera to a cluster. A view selection algorithm is then needed in order to choose the optimal subset of views for each cluster. In this context, optimal means the smallest subset of cameras that guarantees that each point in the cluster is seen by at least $N_{vis}$ cameras and each camera have at least $N_{match}$ other cameras to be successfully matched with.

Two cameras are considered to be matchable if they see a sufficient number of common points. This differs from previous literature, where the typical similarity measure is the average Gaussian-weighted triangulation angle between the two camera centers and the common keypoints [5,9]. In urban scenarios with very sparse features, this is not a reliable metric and it would require tuning the Gaussian parameters for each cluster, due to the high variability and sparsity of urban keypoints. Note that as the sampling resolution $r \to 0$, the number of common points is essentially a measure of the intersection between the two camera frustum and the cluster itself.

Therefore, an Integer Linear Programming (ILP) problem is formulated for each cluster, with binary variables $x_i \in \{0, 1\}$ representing cameras:

$$\begin{align*}
\min & \quad \sum_{i=1}^{N_c} x_i \\
\text{s.t.} & \quad \sum_{i=1}^{N_c} x_i \geq N_{min} \\
& \quad A_i^T x \geq 0 \quad \forall i = 1, \ldots, N_c \\
& \quad B_j^T x \geq N_{vis} \quad \forall j = 1, \ldots, P_c
\end{align*}$$

(2)
The first constraint requires each camera in the cluster to have at least $N_{\text{match}}$ matchable cameras. A linear formulation can be derived from the similarity matrix $S_c$ of the considered cluster as follows. Let $\tilde{S}_c = S_c > 0$ a binary matrix with $\tilde{s}_{c,ij} = 1$ if cameras $i$ and $j$ share common keypoints, 0 otherwise. The constraint vectors $A_i$ are computed as the rows of the matrix $A = \tilde{S}_c - N_{\text{match}} \cdot I$, being $I$ the identity matrix of size $N_c \times N_c$. This formulation effectively activates the constraint only for the selected cameras, ignoring the others.

The visibility constraint vectors $B_j$ for each point in the cluster are composed by binary coefficients $b_{ij} = 1$ if the point $j$ is visible in camera $i$, 0 otherwise. This is the first improvement with respect to the ILP formulation in [9], where the coverage constraint requires that each point must be seen by at least one clique in the visibility subgraph associated to that point. This formulation implies that the Bron-Kerbosch algorithm for finding maximal cliques needs to be executed separately for each point. However, such requirement is both inefficient and redundant, since the same set of cameras is likely to see multiple points.

As a second important difference, the efficiency of the algorithm is boosted further by providing a good initial guess to the ILP solver. A minimum number of cameras $N_{\text{min}}$ must be selected for each cluster, in order to guarantee enough information for the reconstruction. We select this threshold adaptively according the cluster size and clamp it between boundary values $N_{\text{low}}$ and $N_{\text{high}}$. Then, we sort cameras by the number of visible points and force the solver to select the $N_{\text{min}}$ views with the best visibility.

5 Results

5.1 Experimental Setup

The proposed framework has been implemented in C++ and tested on a consumer Intel Core i5-5300U 2.30 GHz CPU. The code relies on the open-source library OR-Tools [12] for solving the ILP problem during view selection. The approach is independent from the specific choice of both the SFM module producing the required input and the MVS software generating the dense reconstruction. Camera poses and sparse keypoints are obtained by a custom implementation of SFM with bundle adjustment, while the state-of-the-art MVS algorithm proposed in [15] has been chosen, with the implementation provided by the authors.

To the best of our knowledge, the only two available large-scale urban datasets with a multi-camera setting are nuScenes [4] and the recently released DDAD [6]. However, they contain short sequences (20 s and 5-10 s, respectively) at a low framerate (12 Hz and 10 Hz, respectively), making it difficult to evaluate the proposed approach on those data. Therefore, the algorithm is validated on custom sequences acquired in the city of Parma, Italy, representing diverse real-world situations. The vehicle is equipped with $N_{\text{cams}} = 7$ cameras with resolution 3840 x 1920 and framerate $f = 30$ Hz.

The following set of parameters has been used for experiments: block size $(x_b, y_b) = (20, 20)$ m, with $d_{\text{overlap}} = 2$ m; sampling resolution $r = 1$ m; $N_{\text{vis}} = N_{\text{match}} = 2$, $N_{\text{low}} = 10$ and $N_{\text{high}} = 30$ for view selection.
5.2 Quantitative Evaluation

Table 1 provides a quantitative description of the input sequences and the algorithm results for each stage of the pipeline. The first thing to note is that urban data contain relatively few keypoints ($P$), when compared to architectural image sets with similar size [5]. This justifies the choices of sampling additional points for each cluster and avoiding similarity measures based on the triangulation angle. Secondly, the clustering phase produces extremely redundant data ($N$ after clustering), with each view assigned to approximately 5 different clusters ($K$ after clustering), on average. Most of the clustering time ($t_{clustering}$) is spent for the camera association procedure, since several hundreds of views must be tested for each cluster. When processing extremely large sequences with millions of images, this phase can be naturally parallelized since each cluster is independent from the others, after the sampling step. Moreover, the optimization algorithm during view selection exploits the clustering redundancy to automatically remove useless views. The number of output views ($N$ after selection) is consistently lower than the input for each sequence, even considering that some cameras covering the overlap between two clusters are assigned to both. Finally, the efficiency condition imposed in equation (1) ($K < \sqrt{C}$) is satisfied for each sequence by a large margin and this gap increases with the dataset size.

Direct quantitative comparison with state-of-the-art approaches is difficult, since they all target a substantially different scenario [16,5], where the assumption of uniformly distributed poses is violated. In terms of the running time as a function of the input number of images, figure 3 shows that the proposed method is much faster and scales linearly with the dataset size, while [16,5] both require several hours to process a few thousands of images. This demonstrates that they are not suited for urban applications, where thousands of images are acquired every minute by the vehicle. The considered ILP baseline [9] shares the same issue and numerical performances are available only for datasets smaller...
by an order of magnitude. The reported runtime for 706 images divided into 36 clusters is around 3 minutes. However, the Bron-Kerbosch algorithm scales exponentially as $O(3^n)$ with the number of cameras $n$. In our collected sequences, an instance of such algorithm with $n \approx 10^2$ would be executed for each keypoint of each cluster, making the approach impractical even for very short scenes. On the other hand, our framework can process approximately 4000 images per minute.

5.3 Qualitative Evaluation

Figure 4 provides a visualization of clustered cameras, before and after view selection, in order to show how redundancy is exploited and reduced by the optimization algorithm. Three main situations arise in urban data: (i) when all the views lie along a straight line outside the cluster boundaries (figure 4a left), the ILP solver selects a well-distributed subset of cameras (figure 4b left); (ii) when the vehicle trajectory intersects the cluster (figure 4a center), two disjoint sets of cameras are selected (figure 4b center); (iii) for complex trajectories such as roundabouts (figure 4a right), the framework generalizes well by selecting cameras from diverse viewpoints (figure 4b right).

Furthermore, figure 5 shows that the proposed method effectively cluster images based on shared visual content, which allows to produce a detailed 3D reconstruction of the world. Each point cloud has been cropped at the corresponding cluster boundaries and it is stored in this way for the subsequent global fusion step. Only qualitative evaluation of the resulting reconstruction is provided, since performances depend solely on the choice of MVS algorithm. The goal of the presented approach is to show that 3D reconstruction can be achieved in very large-scale scenarios where processing all the images in a single batch is not practically feasible. For a detailed comparison of state-of-the-art MVS algorithms for large-scale outdoor scenes, the reader can refer to [7].

Fig. 3: Running time comparison between our method and state-of-the-art solutions [16][5]. The Y axis is in log-scale for better visualization.
Fig. 4: From clustering to selection: each cluster has black dashed borders, keypoints (blue) and cameras with viewing direction (red).

Fig. 5: Clusters of images (left) and corresponding 3D point cloud (right).
Finally, a very short sequence with a few hundreds of images is considered, in order to have a relatively small instance of the problem where full reconstruction in a single batch is still possible. Figure 6 shows a comparison of the point clouds obtained by considering the whole set of images at once (left) and by merging multiple clusters computed with the proposed algorithm (right). While ground truth for numerical evaluation is not available, it can be seen that our divide-and-conquer approach maintains a good reconstruction quality, while being able to scale up to entire cities, where batch reconstruction is not an option.

Fig. 6: Point cloud comparison between batch reconstruction (left) and merged local clusters computed with the proposed algorithm (right).

6 Conclusion

In this work, a method for enabling city-scale 3D reconstruction from images acquired by a moving vehicle has been proposed. The algorithm builds a set of partially overlapping clusters over the vehicle trajectory, then it selects the optimal subset of views to compute a 3D point cloud, independently for each cluster. All the local point clouds are then fused together in order to obtain a full 3D model of the sequence. The presented framework focuses on efficiency, by clustering images independently from their pairwise similarities and providing a novel formulation for the view selection step. These contributions reduce the processing time with respect to state-of-the-art methods, not designed for the urban scenario, allowing the algorithm to scale up to arbitrarily large datasets.
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