Abstract

In this short note we show how the asymptotic strong Feller property (ASF) and local weak irreducibility can be established via generalized couplings. We also prove that a stronger form of ASF together with local weak irreducibility implies uniqueness of an invariant measure. The latter result is optimal in a certain sense and complements some of the corresponding results of Hairer, Mattingly (2008).

1. Introduction

In this short note we show how the asymptotic strong Feller property (ASF) and local weak irreducibility can be established via generalized couplings. We also prove that a stronger form of ASF together with local weak irreducibility implies uniqueness of an invariant measure. The latter result is optimal in a certain sense and complements some of the corresponding results of Hairer, Mattingly (2008).

A central question in the theory of Markov processes can be posed as follows: given a Markov semigroup determine whether it has a unique invariant measure. If the semigroup is strong Feller (this is typically the case for finite–dimensional Markov processes), then this problem is relatively easy to solve. For example, one way to get unique ergodicity for a strong Feller semigroup is just to verify a certain accessibility condition.

The problem becomes much more difficult if the Markov semigroup is only Feller and not strong Feller (this might happen for infinite–dimensional Markov processes, e.g.
stochastic delay equations or SPDEs). A breakthrough was achieved in a series of works by Hairer and Mattingly [HM06, HM08, HM11], where the notion of an asymptotically strong Feller (ASF) Markov process was introduced. It turned out that if a Markov process has the ASF property, then any two of its ergodic invariant measures have disjoint support. This, in turn, implies that ASF together with a certain irreducibility condition yields unique ergodicity. However, verification of the ASF condition in practice might be quite involving and is usually based on Malliavin calculus techniques.

This short article has two goals. First, we provide an alternative way of establishing the ASF property based on the generalized couplings technique. We hope also that it might be useful in obtaining certain gradient-type bounds for SPDEs. Second, we show that a stronger version of the ASF property together with local weak irreducibility (a weaker condition than the one used in [HM06]) is sufficient for unique ergodicity. We also provide a way how this local weak irreducibility can be established via generalized couplings.
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2. Main results

First, let us introduce some basic notation. Let $(E, d)$ be a Polish space equipped with the Borel σ-field $\mathcal{E} = \mathcal{B}(E)$. For $x \in E$, $R > 0$ let $B_R(x) := \{z \in E: d(z, x) < R\}$ be the open ball of radius $R$ around $x$. Denote by $\mathcal{P}(E)$ the set of all probability measures on $(E, \mathcal{E})$. For $\mu, \nu \in \mathcal{P}(E)$ let $\mathcal{E}(\mu, \nu)$ be the set of all couplings between $\mu$ and $\nu$, i.e. probability measures on $(E \times E, \mathcal{E} \otimes \mathcal{E})$ with marginals $\mu$ and $\nu$. For $\mu, \nu \in \mathcal{P}(E)$ and a measurable function $\rho : E \times E \to \mathbb{R}_+$ we put

$$W_\rho(\mu, \nu) := \inf_{\gamma \in \mathcal{E}(\mu, \nu)} \int_{E \times E} \rho(x, y) \gamma(dx, dy), \quad \mu, \nu \in \mathcal{P}(E). \quad (2.1)$$

Clearly, for $\rho = d$, the function $W_d$ is just the standard Wasserstein–1 (or Kantorovich) distance. If $\rho(x, y) = 1(x = y)$, then $W_\rho$ coincides with the total variation distance $d_{TV}$. The latter can also be defined as follows

$$d_{TV}(\mu, \nu) := \sup_{A \in \mathcal{E}} |\mu(A) - \nu(A)|.$$

A mapping $\rho : E \times E \to \mathbb{R}_+$ is called a pseudo-metric, if it satisfies all characteristics of a metric without possibly the property that $\rho(x, y) = 0$ implies $x = y$. For a function $f : D \to \mathbb{R}$, where $D$ is an arbitrary domain, we will denote $\|f\|_\infty := \sup_{x \in D} |f(x)|$.

For the convenience of the reader, all of our results will be stated in the continuous time framework. Yet, they also hold for the discrete time setup. Consider a Markov transition function $\{P_t(x, A), x \in E, A \in \mathcal{E}\}_{t \in \mathbb{R}_+}$. Recall the following concepts introduced in [HM06].

Definition 2.1 ([HM06 Definition 3.1]). An increasing sequence $(d_n)_{n \in \mathbb{Z}_+}$ of bounded, continuous pseudo-metrics on $E$ is called totally separating if for every $x, y \in E$, $x \neq y$ one has $\lim_{n \to \infty} d_n(x, y) = 1$. 
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We say that a Markov semigroup \((P_t)_{t \in \mathbb{R}_+}\) satisfies the Asymptotic Strong Feller Property (ASF) if it is Feller and for every \(x \in E\) there exist a sequence of positive real numbers \((t_n)_{n \in \mathbb{Z}_+}\), and a totally separating sequence \((d_n)_{n \in \mathbb{Z}_+}\) of pseudo–metrics such that
\[
\inf_{U \in \mathcal{U}_x} \limsup_{n \to \infty} \sup_{y \in U} W_{d_n} \left( P_{t_n}(x, \cdot), P_{t_n}(y, \cdot) \right) = 0,
\]
where \(\mathcal{U}_x := \{ U \subseteq E : x \in U \text{ and } U \text{ open} \}\) denotes the collection of all open neighborhoods of \(x\).

We refer to [HM06, HM08, HM11] for further discussions of this notion. In particular, it was shown in [HM06, Corollary 3.17] that ASF, together with a certain irreducibility assumption, implies uniqueness of invariant probability measure. It was also shown there ([HM06, Proposition 3.12]) that ASF follows from the following stronger property.

**Definition 2.3** (see also [HM06, Proposition 3.12]). We say that a Markov semigroup \((P_t)_{t \in \mathbb{R}_+}\) satisfies the Asymptotic Strong Feller Plus Property (ASF+) if it is Feller and there exist \(x_0 \in E\), a non-decreasing sequence \((t_n)_{n \in \mathbb{Z}_+}\), a positive sequence \((\delta_n)_{n \in \mathbb{Z}_+}\) with \(\delta_n \searrow 0\) as \(n \to \infty\) and a non-decreasing function \(F : [0, \infty) \to [0, \infty)\) such that for every \(d\)-Lipschitz continuous function \(\varphi : E \to \mathbb{R}\) with Lipschitz constant \(K > 0\), we have
\[
|P_{t_n} \varphi(x) - P_{t_n} \varphi(y)| \leq d(x, y) F(d(x, x_0) \vee d(y, x_0)) \left( \|\varphi\|_\infty + \delta_n K \right)
\]
for every \(n \in \mathbb{N}\) and \(x, y \in E\).

**Remark 2.4.** It was shown in [HM06, Remark 3.10] that ASF is an extension of the strong Feller property (i.e. any strong Feller semigroup satisfies ASF). Furthermore, [HM06, Proposition 3.12] proved that ASF follows from ASF+. However, according to Example 2.11 below, ASF+ is not an extension of the strong Feller property, and one can construct a strong Feller semigroup that does not satisfy ASF+. Nevertheless, the ASF+ property is quite useful, since it holds for many interesting Feller but not strong Feller semigroups.

As mentioned before, thanks to the results of [HM06], to show unique ergodicity it is enough to establish ASF or ASF+ (together with some irreducibility-type conditions). However verifying this criteria in practice is usually rather tedious (see, e.g., [CGHV, Proposition 4.2]) and involves Malliavin calculus techniques. Our first main result suggests a different strategy of verifying ASF+. This strategy is based on the generalized coupling method and develops some ideas of [BKS, Section 2.2].

Consider the following assumption which is related to [BKS, Assumption A].

**Assumption A1.** There exist non-decreasing functions \(F_1, F_2 : \mathbb{R}_+ \to \mathbb{R}_+\), a non-increasing function \(r : \mathbb{R}_+ \to \mathbb{R}_+\) with \(\lim_{t \to \infty} r(t) = 0\) and \(x_0 \in E\) such that for every \(x, y \in E\) and \(t \in \mathbb{R}_+\), there exist \(E\)-valued random variables \(Y_t^{x,y}\) and \(Z_t^{x,y}\) on a common probability space with the following properties

1. \(\text{Law}(Y_t^{x,y}) = P_t(y, \cdot)\) and
\[
\text{d}_{TV} \left( \text{Law}(Z_t^{x,y}), P_t(x, \cdot) \right) \leq F_1(d(x, x_0) \vee d(y, x_0)) d(x, y), \quad t \geq 0.
\]
2. \(\mathbb{E} d(Z_t^{x,y}, Y_t^{x,y}) \leq F_2(d(x, x_0) \vee d(y, x_0)) r(t) d(x, y), \quad t \geq 0.\)
Theorem 2.5. If \((P_t)_{t \in \mathbb{R}_+}\) satisfies Assumption [A1] then it also satisfies ASF+ with \(F := 2F_1 + F_2\) (and hence \((P_t)_{t \in \mathbb{R}_+}\) is asymptotically strong Feller).

It is interesting to compare [BKS] Assumption A and Assumption [A1]. Both of them are similar generalized-coupling-type assumptions which yield certain mixing properties. However, the former is global in space, whilst the latter is local in space; this difference is crucial for studying ergodic properties of certain SPDE models, see [BKS] Section 5. Therefore we believe that Assumption [A1] is more suited for establishing exponential ergodicity than [BKS] Assumption A.

As a possible application of this result let us mention that it was shown in [BKS] that the fractionally dissipative Euler model admits a generalized coupling satisfying Assumption [A1]. Thus, by Theorem 2.5, the gradient-type bound from [CGHV] Proposition 4.2 holds.

Another property, which is important for unique ergodicity is local weak irreducibility. The following definition is inspired by [HM08] Assumptions 3 and 6.

Definition 2.6. We say that a semigroup \((P_t)_{t \in \mathbb{R}_+}\) is locally weak irreducible if there exists \(x_0 \in E\) such that for any \(R > 0\) and \(\varepsilon > 0\) there exists \(T := T(R, \varepsilon) > 0\) such that for any \(t \geq T\) one has

\[
\inf_{x,y \in B_R(x_0)} \sup_{\Gamma \in \mathcal{E}(P_t \delta_x, P_t \delta_y)} \Gamma \{ (x', y') \in E \times E : d(x', y') \leq \varepsilon \} > 0. \tag{2.3}
\]

Our second main result provides a sufficient condition for local weak irreducibility in terms of generalized couplings. Consider the following assumption, which is the same as [BKS] Assumption B2.

Assumption A2. There exist a set \(B \subseteq E\), a function \(R : \mathbb{R}_+ \to \mathbb{R}_+\) with \(\lim_{t \to \infty} R(t) = 0\), and \(\varepsilon > 0\) such that for any \(x, y \in B\) and \(t \geq 0\), there exist \(E\)-valued random variables \(Y_t^{x,y}\) and \(Z_t^{x,y}\) on a common probability space with the following properties

1. \(\text{Law}(Y_t^{x,y}) = P_t(y, \cdot)\) and

\[
\text{d}_{TV}(\text{Law}(Z_t^{x,y}), P_t(x, \cdot)) \leq 1 - \varepsilon, \quad t \geq 0.
\]

2. \(E d(Y_t^{x,y}, Z_t^{x,y}) \leq R(t), \quad t \geq 0.\)

Theorem 2.7. If there exists \(x_0 \in E\) such that for all \(M > 0\) the semigroup \((P_t)_{t \in \mathbb{R}_+}\) satisfies Assumption [A2] for the set \(B := B_M(x_0)\) (with some \(\varepsilon = \varepsilon(M) > 0\)), then \((P_t)_{t \in \mathbb{R}_+}\) is locally weak irreducible.

Finally, the following theorem illustrates the use of these notions.

Theorem 2.8. If \((P_t)_{t \in \mathbb{R}_+}\) is locally weak irreducible and satisfies ASF+ with a non-decreasing function \(F : \mathbb{R}_+ \to [0, \infty)\) such that \(\|F\|_\infty < \infty\), then \((P_t)_{t \in \mathbb{R}_+}\) possesses at most one invariant probability measure.

Recall that it was shown in [HM08] Theorem 2.5 that global weak irreducibility and ASF+ with \(\|F\|_\infty < \infty\) additionally imply existence of an invariant measure and exponential ergodicity. Theorem 2.8 shows that if the semigroup satisfies local rather than global weak irreducibility, then uniqueness of invariant measure is guaranteed. This result is optimal in the following sense: the given assumptions do not guarantee existence.
of an invariant probability measure (see Example 2.10); furthermore the requirement \( \|F\|_{\infty} < \infty \) cannot be dropped (see Example 2.9).

In addition, we note that Theorem 2.8 complements [HM06, Corollary 3.17]. The latter shows unique ergodicity provided that the semigroup satisfies a stronger condition than local weak irreducibility and a weaker condition than ASF+ with finite \( \|F\|_{\infty} \).

**Example 2.9.** This example shows that local weak irreducibility together with ASF+ lacking the requirement \( \|F\|_{\infty} < \infty \) does not guarantee unique ergodicity (therefore it implies that ASF together with local weak irreducibility are insufficient for unique ergodicity).

Fix \( \xi \in (0, 2^{-1}) \) and consider the state space \( E := \mathbb{N} \cup \{n + \frac{\xi}{n} \mid n \in \mathbb{N}\} \) equipped with the standard Euclidean distance. Consider the Markov transition function \((P_t)_{t \in \mathbb{Z}_+}\) induced by

\[
P_1(x, A) = \begin{cases} 
\frac{1}{2}\delta_1(A) + \frac{1}{2}\delta_{x+1}(A), & \text{if } x \in \mathbb{N} \\
\frac{1}{2}\delta_{1+\xi}(A) + \frac{1}{2}\delta_{[x]+1+\frac{\xi}{[x]+1}}(A), & \text{if } x \in \{n + \frac{\xi}{n} \mid n \in \mathbb{N}\},
\end{cases}
\]

where \( A \in 2^E = B(E) \). In other words, from any positive integer the process goes to the next integer with probability \( \frac{1}{2} \) and to 1 with probability \( \frac{1}{2} \). Similarly, from any shifted positive integer, it moves to the next shifted integer with probability \( \frac{1}{2} \) and to \( 1 + \xi \) with probability \( \frac{1}{2} \).

Clearly, this dynamic has two invariant probability measures: one sits on the integers and the other sits on the shifted integers:

\[
\mu_1 := \sum_{i=1}^{\infty} \frac{1}{2^i} \delta_i \quad \text{and} \quad \mu_2 := \sum_{i=1}^{\infty} \frac{1}{2^i} \delta_{i+\frac{\xi}{i}}.
\]

To see that the semigroup has the local weak irreducibility property (2.3), fix arbitrary \( \varepsilon > 0, x, y \in E \). Choose \( K \in \mathbb{N} \) such that \( \xi/K < \varepsilon \) and define \( A_K := \{K, K + \xi/K\} \). Then, obviously \( A_K \times A_K \subseteq \{(x', y') \in E \times E : |x' - y'| \leq \varepsilon\} \) and we have

\[
\sup_{\gamma \in \varphi(A_{K+1} \delta_x, P_{K+1} \delta_y)} \Gamma \left( \{(x', y') \in E \times E : d(x', y') \leq \varepsilon\} \right) \geq \frac{1}{2^{2K+2}} > 0.
\]

Hence, bound (2.3) holds for arbitrary \( x, y \in E \), and thus this semigroup is locally weak irreducible.

Finally, let us show now that \((P_t)_{t \in \mathbb{Z}_+}\) satisfies ASF+. Obviously the semigroup is strong Feller, however by Remark 2.4 this only implies that \((P_t)_{t \in \mathbb{Z}_+}\) is ASF rather than ASF+; therefore we have to check the ASF+ property directly. Choose \( t_n := 1 \) and \( \delta_n := 0, n \in \mathbb{N} \) and \( x_0 := 1 \). Take any function \( \varphi : E \to \mathbb{R} \) which is Lipschitz with constant \( K \). Then, clearly,

\[
|P_1 \varphi(x) - P_1 \varphi(y)| \leq 2\|\varphi\|_{\infty}, \quad x, y \in E \tag{2.4}
\]

It is easy to see, that if \( x \neq y \), then

\[
|x - y| \geq \frac{\xi}{x \lor y} = \frac{\xi}{((x - 1) \lor (y - 1)) + 1}.
\]
Combining this with (2.4), we get
\[ |P_t \varphi(x) - P_t \varphi(y)| \leq 2\|\varphi\|_\infty \leq 2|x - y| \frac{(|x| \vee |y| + 1)}{\xi} \|\varphi\|_\infty. \]

Thus, inequality (2.2) holds with \( F(u) := \frac{2u+1}{\xi}, u \geq 0 \). Therefore, this process is locally weak irreducible and satisfies ASF+ (and is even strong Feller), yet it has two invariant probability measures.

**Example 2.10.** This example shows that the assumptions of Theorem 2.8 do not guarantee existence of an invariant probability measure.

Let \( E = \mathbb{R} \) and consider a Markov semigroup corresponding to the standard Brownian motion \( (W_t)_{t \in \mathbb{R}_+} \) on some probability space \((\Omega, \mathcal{F}, \mathbb{P})\), i.e. \( P_t(x, \cdot) = \text{Law}(x + W_t) \) for any \( x \in \mathbb{R}, t \geq 0 \). This semigroup has the local weak irreducibility property as well as ASF+ with bounded \( F \).

To establish ASF+ with bounded \( F \), set \( t_n = 1, \delta_n = 0, n \in \mathbb{N} \) and without loss of generality let \( \varphi : \mathbb{R} \to \mathbb{R} \) be bounded. Let \( p_t \) be the density of a Gaussian random variable with mean 0 and variance \( t > 0 \). Then, applying \([Ros87, \text{Bound (2.4e)}]\), we deduce that there exist positive constants \( M, \alpha \) such that for any \( x, y \in \mathbb{R} \) one has

\[ |P_t \varphi(x) - P_t \varphi(y)| \leq \|\varphi\|_\infty \int_{\mathbb{R}} |p_t(z - x) - p_t(z - y)| \, dz \]
\[ \leq M |x - y| \|\varphi\|_\infty \int_{\mathbb{R}} (e^{-\alpha(z-x)^2} + e^{-\alpha(z-y)^2}) \, dz \]
\[ = 2M \sqrt{\frac{\alpha}{\pi}} |x - y| \|\varphi\|_\infty. \]

Hence, the semigroup satisfies ASF+ with the constant \( F := 2M \sqrt{\frac{\alpha}{\pi}} \).

Now let us show local weak irreducibility. Let \( x_0 = 0, T = 1 \). Choose any \( R > 0, \varepsilon > 0, t \geq 1 \). Let \( \Gamma^{x,y} := P_t \delta_x \otimes P_t \delta_y \) be the independent coupling of \( P_t \delta_x \) and \( P_t \delta_y \) for any \( x, y \in B_R(0) \). Then,

\[ \Gamma^{x,y} \left( \{x', y' \in \mathbb{R} : |x' - y'| \leq \varepsilon \} \right) \geq P_t \left( x, \left[ -\varepsilon/2, \varepsilon/2 \right] \right) P_t \left( y, \left[ -\varepsilon/2, \varepsilon/2 \right] \right) = \int_{-\varepsilon/2}^{\varepsilon/2} p_t(x - z) \, dz \int_{-\varepsilon/2}^{\varepsilon/2} p_t(y - z) \, dz \]

for every \( x, y \in B_R(0) \). However, for every \( x \in B_R(0), z \in [-\varepsilon/2, \varepsilon/2], \) we obviously have

\[ p_t(x - z) \geq \frac{1}{\sqrt{2\pi t}} \exp \left\{ -\frac{(R + \varepsilon/2)^2}{2t} \right\} =: \lambda > 0 \]

and thus,

\[ \Gamma^{x,y} \left( \{x', y' \in \mathbb{R} : |x' - y'| \leq \varepsilon \} \right) \geq \lambda^2 \varepsilon^2 > 0 \]

for every \( x, y \in B_R(0) \), which implies local weak irreducibility. Hence, the assumptions of Theorem 2.8 are satisfied. On the other hand, as it is well-known, the semigroup \( (P_t)_{t \in \mathbb{R}_+} \) has no invariant probability measure.

Finally, let us present an example showing that the strong Feller property does not imply ASF+. 
Example 2.11. Let $E := [0, 3]$ be endowed with the Euclidean distance and let $\zeta$ be a random variable uniformly distributed on $[0, 1/3]$. Define a Markov transition function $(P_n)_{n \in \mathbb{Z}^+}$ on $([0, 3], \mathcal{B}([0, 3]))$ by

$$
P_1(x, \cdot) := \begin{cases} 
\text{Law} \left( 2 - \sqrt{2 + \zeta}, \right), & x \in [0, 1]; \\
\text{Law} \left( \frac{2}{3} + \frac{\zeta}{3}, \right), & x \in [1, 3].
\end{cases}
$$

We claim that this semigroup is strong Feller but ASF+ property does not hold for this semigroup.

We start by showing the strong Feller property. Let $\varphi : [0, 3] \to \mathbb{R}$ be a bounded measurable function. Our goal it to show that the function $P_1 \varphi$ is continuous. Therefore, let $x \in [0, 3]$ and $(x_n)_{n \in \mathbb{Z}^+} \subseteq [0, 3]$ be a sequence converging to $x$. We need to show

$$
|P_1(\varphi(x)) - P_1(\varphi(x_n))| \to 0, \quad \text{as } n \to \infty.
$$

(2.5)

Note that for any $y_1, y_2 \in [0, 1]$ with $y_1 \leq y_2$, we have

$$
d_{TV}(P_1 \delta_{y_1}, P_1 \delta_{y_2}) = \frac{3}{2} \int_\mathbb{R} |1_{[2-\sqrt{3}, 2-\sqrt{3}+\delta]}(z) - 1_{[2-\sqrt{3}, 2-\sqrt{3}+\delta]}(z)| \, dz.
$$

\[
\leq 3(\sqrt{y_2} - \sqrt{y_1}).
\]

Similarly, in the case where $y_1, y_2 \in [1, 3]$, one gets $d_{TV}(P_1 \delta_{y_1}, P_1 \delta_{y_2}) \leq y_2 - y_1$. This implies, that

$$
\lim_{n \to \infty} d_{TV}(P_1(x, \cdot), P_1(x_n, \cdot)) = 0,
$$

which, in turn, yields (2.5) and establishes the strong Feller property for this semigroup.

Now let us show that ASF+ fails for this process. Assume for the sake of a contradiction that ASF+ holds, i.e., that there exist a non-decreasing sequence $(\delta_n)_{n \in \mathbb{Z}^+} \subseteq \mathbb{Z}^+$, a sequence $(\delta_n)_{n \in \mathbb{Z}^+} \subseteq \mathbb{R}^+$ with $\delta_n \searrow 0$ as $n \to \infty$, and a non-decreasing function $F : [0, \infty) \to [0, \infty)$ such that for every Lipschitz continuous $\varphi : [0, 3] \to \mathbb{R}$ with Lipschitz constant $K > 0$ it holds

$$
|P_{t_n} \varphi(x) - P_{t_n} \varphi(y)| \leq |x - y| \, F(|x| \vee |y|) (\|\varphi\|_\infty + \delta_n K), \quad x, y \in [0, 3], n \in \mathbb{N}.
$$

(2.6)

Taking in the above inequality $n = 1$, $x = 0$ and $\varphi(z) = z$, we obtain in particular

$$
|P_{t_1} \varphi(0) - P_{t_1} \varphi(y)| \leq y \, F(1) (3 + \delta_1), \quad y \in [0, 1].
$$

By definition of the semigroup $(P_n)_{n \in \mathbb{N}}$, we have for every $n \in \mathbb{Z}^+$

$$
P_n \varphi(u) = \frac{5}{4} (1 - 3^{-n}) + 3^{-n} u, \quad u \in [1, 3].
$$

Thus we derive for every $z \in [0, 1]$

$$
P_n \varphi(z) = P_1(P_{n-1} \varphi)(z) = \mathbb{E}[P_{n-1} \varphi(2 - \sqrt{z} + \zeta)] = \frac{5}{4} (1 - 3^{-n+1}) + \frac{2 - \sqrt{z} + 1/6}{3^{n-1}},
$$

where we took into account that for $z \in [0, 1]$ we have $2 - \sqrt{z} + \zeta \in (1, 3]$ almost surely.

Therefore, we finally get

$$
|P_n \varphi(0) - P_n \varphi(y)| = 3^{-n+1} \sqrt{y}.
$$

for every $y \in [0, 1]$ and $n \in \mathbb{N}$. Combining this with (2.6), we derive that the following should hold for every $y \in [0, 1]$: $3^{-n+1} \sqrt{y} \leq y \, F(1) (3 + \delta_1)$. However this is impossible. Therefore this process does not satisfy the ASF+ condition.
3. Proofs

Proof of Theorem 2.5. We begin with the following calculation. Let $t \geq 0$, $x,y \in E$. Let $\varphi : E \to \mathbb{R}$ be a $d$-Lipschitz continuous function with constant $K > 0$. Denote $P_t^Z := \text{Law}(Z_t^{x,y})$. Then

$$|P_t \varphi(x) - P_t \varphi(y)|$$

$$\leq \left| \int_E \varphi(z) P_t(x,dz) - \int_E \varphi(z) P_t^Z(dz) \right| + \left| \int_E \varphi(z) P_t^Z(dz) - \int_E \varphi(z) P_t(y,dz) \right|$$

$$\leq 2\|\varphi\|_\infty \ d_{TV}(\text{Law}(Z_t^{x,y}),\text{Law}(X_t^{x,y})) + \int_E |\varphi(Z_t^{x,y}) - \varphi(Y_t^{x,y})| \ dP. \quad (3.1)$$

Using part 1 of Assumption A1 we bound the first term in the right-hand side of (3.1):

$$2\|\varphi\|_\infty \ d_{TV}(\text{Law}(Z_t^{x,y}),\text{Law}(X_t^{x,y})) \leq 2F_1(d(x,x_0) \lor d(y,x_0)) \|\varphi\|_\infty \ d(x,y). \quad (3.2)$$

Applying part 2 of Assumption A1, we obtain the following bound on the second term in the right-hand side of (3.1):

$$\int_E |\varphi(Z_t^{x,y}) - \varphi(Y_t^{x,y})| \ dP \leq K d(Z_t^{x,y},Y_t^{x,y}) \leq F_2(d(x,x_0) \lor d(y,x_0)) \ r(t) \ K \ d(x,y).$$

Hence, combining this with (3.2) and (3.1), we get

$$|P_t \varphi(x) - P_t \varphi(y)| \leq F_3(d(x,x_0) \lor d(y,x_0)) \ d(x,y) \ (\|\varphi\|_\infty + r(t)K), \quad (3.3)$$

where we denoted $F_3(z) := 2F_1(z) + F_2(z)$, $z \geq 0$.

Now let us show that $(P_t)_{t \in \mathbb{R}_+}$ satisfies ASF+ property. First, let us show that this semigroup is Feller. Fix $t > 0$, $x \in E$. Let $(x_n)_{n \in \mathbb{Z}_+}$ be a sequence of elements in $E$ converging to $x$. Then, using (3.3), we obtain for any bounded $d$-Lipschitz function $\varphi : E \to \mathbb{R}$ with Lipschitz constant $K > 0$

$$|P_t \varphi(x) - P_t \varphi(x_n)| \leq F_3(d(x,x_0) \lor d(x_n,x_0)) \ d(x,x_n) \ (\|\varphi\|_\infty + r(t)K).$$

Therefore $|P_t \varphi(x) - P_t \varphi(x_n)| \to 0$ as $n \to \infty$. This, together with the Portmanteau theorem (see, e.g., [Shi16, Lemma 3.7.2]), implies that $P_t(x_n, \cdot)$ converges weakly to $P_t(x, \cdot)$ as $n \to \infty$. Thus, the semigroup $(P_t)_{t \in \mathbb{R}_+}$ is Feller.

Second, let us verify bound (2.2). For $n \in \mathbb{N}$ put $t_n := n$, $\delta_n := r(n)$. We claim know that (2.2) holds for the sequences $(t_n)$, $(\delta_n)$, and the function $F := F_3$ defined above. Indeed, let $\varphi : E \to \mathbb{R}$ be a $d$-Lipschitz continuous function with constant $K > 0$ and $x,y \in E$. Then, applying (3.3), we derive for any $n \in \mathbb{N}$

$$|P_n \varphi(x) - P_n \varphi(y)| = |P_n \varphi(x) - P_n \varphi(y)|$$

$$\leq F_3(d(x,x_0) \lor d(y,x_0)) \ d(x,y) \ (\|\varphi\|_\infty + \delta_n K),$$

which is (2.2). Therefore all the conditions of Definition 2.3 are met and thus the semigroup $(P_t)$ satisfies ASF+ property.

As a helpful tool in the sequel, we would like to recall the following Gluing Lemma.
Proposition 3.1 ([VOS p. 23-24]). Let \( \mu_i, i = 1, 2, 3, \) be probability measures on a Polish space \( E. \) If \( (X_1, X_2) \) is a coupling of \( \mu_1, \mu_2 \) and \( (Y_2, Y_3) \) is a coupling of \( \mu_2, \mu_3, \) then there exists a triple of random variables \( (V_1, V_2, V_3) \) such that \( (V_1, V_2) \) has the same law as \( (X_1, X_2) \) and \( (V_2, V_3) \) has the same law as \( (Y_2, Y_3). \)

Proof of Theorem 2.7. Fix \( M > 0, \delta > 0 \) and choose \( T := T(\delta) > 0 \) such that \( \delta^{-1} R(T) < \frac{\varepsilon}{2}. \) Let \( t \geq T. \) Then, using the Markov inequality and part 2 of assumption \( A2 \) we get for any \( x, y \in B_M(x_0) \)

\[
P \left( d(Z^{x,y}_t, Y^{x,y}_t) > \delta \right) \leq \frac{\mathbb{E}d(Z^{x,y}_t, Y^{x,y}_t)}{\delta} \leq \frac{R(t)}{\delta} \leq \frac{R(T)}{\delta} < \frac{\varepsilon}{2},
\]

which is equivalent to

\[
P \left( d(Z^{x,y}_t, Y^{x,y}_t) \leq \delta \right) \geq 1 - \frac{\varepsilon}{2}. \tag{3.4}
\]

By part 1 of Assumption \( A2 \) and the definition of the total variation distance, there exist random variables \( \tilde{X}^{x,y}_t, \tilde{Z}^{x,y}_t \) such that

\[
d_{TV} \left( P_t(x, \cdot), \text{Law}(Z^{x,y}_t) \right) = P \left( \tilde{X}^{x,y}_t \neq \tilde{Z}^{x,y}_t \right) \leq 1 - \varepsilon
\]

and therefore

\[
P \left( \tilde{X}^{x,y}_t = \tilde{Z}^{x,y}_t \right) > \varepsilon. \tag{3.5}
\]

Now, according to Proposition 3.1 there exist random variables \( V^X_t, V^Z_t, V^Y_t \) on a probability space \( (\Omega, \mathcal{F}, P) \) such that \( (V^X_t, V^Z_t) \) has the same law as \( (\tilde{X}^{x,y}_t, \tilde{Z}^{x,y}_t) \) and \( (V^Z_t, V^Y_t) \) has the same law as \( (Z^{x,y}_t, Y^{x,y}_t). \) Therefore, using also the fact that for any measurable sets \( A, B \in \mathcal{F} \) one has \( P(A \cap B) \geq P(A) + P(B) - 1, \) we deduce

\[
P \left( d(V^X_t, V^Y_t) \leq \delta \right) \geq P \left( \{V^X_t = V^Z_t\} \cap \{d(V^Z_t, V^Y_t) \leq \delta\} \right)
\]

\[
\geq P(V^X_t = V^Z_t) + P(d(V^Z_t, V^Y_t) \leq \delta) - 1
\]

\[
= P(\tilde{X}^{x,y}_t = \tilde{Z}^{x,y}_t) + P(d(Z^{x,y}_t, Y^{x,y}_t) \leq \delta) - 1
\]

\[
\geq \varepsilon/2,
\]

where the last inequality follows from (3.4) and (3.5).

Since \( (V^X_t, V^Y_t) \) is a coupling of \( P_t \delta_x \) and \( P_t \delta_y, \) we finally obtain

\[
\frac{\varepsilon}{2} \leq P \left( d(V^X_t, V^Y_t) \leq \delta \right) \leq \sup_{\Gamma \in \mathcal{W}(P_t \delta_x, P_t \delta_y)} \Gamma \left( \{(x', y') \in E \times E : d(x', y') \leq \delta\} \right).
\]

Therefore bound (2.3) holds and the semigroup \( (P_t) \) is locally weak irreducible. \( \square \)

The next proposition, established in [HM11 Theorem 2.1], will help us to develop the uniqueness result based on local weak irreducibility and \( \text{ASF}^+ \) with bounded \( F. \) [HM11] stated the result in a Hilbert space structure, however, the proof can be conducted similarly by just replacing norms by the metric distance to our reference point \( x_0. \)

Proposition 3.2 ([HM11 Theorem 2.1]). Let \( (P_t)_{t \in \mathbb{R}^+} \) be a Markov semigroup satisfying \( \text{ASF}^+. \) Let \( \mu_1, \mu_2 \) be two distinct ergodic invariant probability measures for \( (P_t)_{t \in \mathbb{R}^+}. \)

Then, for any pair of points \( (w_1, w_2) \in \text{supp}(\mu_1) \times \text{supp}(\mu_2) \) one has

\[
d(w_1, w_2) \geq \frac{1}{F(d(w_1, x_0) \vee d(w_2, x_0))}.
\]
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Note that the above lemma tells us that not only are the supports of two different ergodic invariant measures under ASF+ disjoint (which is already the case under ASF – see [HM06, Theorem 3.16]) but they are even separated by a distance depending on the function $F$.

To present the proof of Theorem 2.8, we need a couple of auxiliary statements.

**Lemma 3.3.** Let $(P_t)_{t \in \mathbb{R}_+}$ be a Feller semigroup and $x \in E$. Then for every $t > 0$ and $A \subseteq E$ open such that $P_t(x,A) > 0$, there exists an open set $B := B(x,t,A) \subseteq E$ containing $x$ such that

$$\inf_{z \in B} P_t(z,A) > 0.$$ 

**Proof.** Assume for the sake of a contradiction, that there exists $(z_n)_{n \in \mathbb{N}} \subseteq E$ such that $z_n \to x$ as $n \to \infty$ and $\lim_{n \to \infty} P_t(z_n,A) = 0$. Since $(P_t)_{t \in \mathbb{R}_+}$ is Feller, $P_t(z_n, \cdot)$ converges weakly to $P_t(x, \cdot)$. According to Portmanteau’s theorem [Shi16 Theorem III.1.1.11] this implies

$$0 = \lim_{n \to \infty} P_t(z_n,A) \geq P_t(x,A) > 0,$$

which yields a contradiction. \hfill \Box

**Lemma 3.4.** Let $\mu \in \mathcal{P}(E)$ and $A \in \mathcal{E}$ such that $\mu(A) > 0$. Then, $\overline{A} \cap \text{supp}(\mu) \neq \emptyset$.

**Proof.** Since $\mu(A) > 0$ and the space $E$ is separable, we see that there exists $z_1 \in A$ such that $\mu(A \cap B_{2^{-1}}(z_1)) > 0$. Now, let us inductively choose a sequence $(z_n)_{n \in \mathbb{N}} \subseteq A$ as follows. Due to separability of the space and $\mu(A \cap B_{2^{-n}}(z_n)) > 0$, choose $z_{n+1} \in A \cap B_{2^{-n}}(z_n)$ such that $\mu(A \cap B_{2^{-n}}(z_{n+1})) > 0$. Thus, for every $m \geq n$ we have

$$z_m \in B_{2^{-n}}(z_n)$$

implying that $(z_n)_{n \in \mathbb{N}}$ is a Cauchy sequence. By the completeness of the space, there exists $z \in \overline{A}$ such that $z_n \to z$ as $n \to \infty$. Furthermore, $z \in \text{supp}(\mu)$, since for every $\varepsilon > 0$ there exists $n \in \mathbb{N}$ such that $B_{2^{-n}}(z_n) \subseteq B_\varepsilon(z)$ and by monotonicity,

$$\mu(B_\varepsilon(z)) \geq \mu(B_{2^{-n}}(z_n)) > \mu(A \cap B_{2^{-n}}(z_n)) > 0.$$

Hence, $z \in \overline{A} \cap \text{supp}(\mu)$. \hfill \Box

**Proof of Theorem 2.8.** This proof is inspired by some ideas from [HMT11 proof of Corollary 1.4]. Assume for the sake of a contradiction that there existed two distinct invariant probability measures $\mu_1, \mu_2 \in \mathcal{P}(E)$. Since every invariant probability measure can be written as the convex combination of two ergodic measures (see, e.g., [HMT11 p. 670]), without loss of generality, we may assume $\mu_1, \mu_2$ to be ergodic.

Denote $M := \|F\|_\infty < \infty$. For $i = 1, 2$, choose $u_i \in E$ such that $u_i \in \text{supp}(\mu_i)$. Set $R := d(u_1, x_0) \vee d(u_2, x_0)$, where $x_0$ is defined in (2.3). Furthermore, let $\varepsilon > 0$ be such that $M^{-1} > 6\varepsilon$ and choose $T := T(R, \varepsilon)$ as in (2.3). Then, by the local weak irreducibility, there exists a coupling $\Gamma$ of $P_T\delta_{u_1}, P_T\delta_{u_2}$ with

$$\Gamma(\Delta_\varepsilon) > 0,$$

where $\Delta_\varepsilon := \{(x,y) \in E \times E : d(x,y) \leq \varepsilon\}$. Denote by $\Delta := \{(x,x) \in E \times E : x \in E\}$ the diagonal on the product space.
Due to the fact that $E$ is separable, there exists a countable set $Q \subseteq \Delta$ which lies dense in $\Delta$. Hence,

$$\bigcup_{q \in Q} B_{2\varepsilon}^{E \times E}(q) \supseteq \Delta,$$

where $B_{\alpha}^{E \times E}((q_1, q_2)) := \{(x, y) \in E \times E: d(x, q_1) + d(y, q_2) < \alpha\}$ denotes the open ball in $E \times E$ of radius $\alpha$ around $q$ with respect to the sum of the distances in each coordinate. Therefore, there exists $\tilde{v}_\varepsilon = (v_\varepsilon, v_\varepsilon) \in Q \subseteq \Delta$ such that $\Gamma(B_{2\varepsilon}^{E \times E}(\tilde{v}_\varepsilon)) > 0$. Hence

$$P_T(u_i, B_{2\varepsilon}(v_\varepsilon)) = P_T\delta_{u_i}(B_{2\varepsilon}(v_\varepsilon)) \geq \Gamma(B_{2\varepsilon}^{E \times E}(\tilde{v}_\varepsilon)) > 0$$

for every $i = 1, 2$. Thus, according to Lemma 3.3, there exists $\delta_\varepsilon > 0$ such that

$$\inf_{z \in B_{\delta_\varepsilon}(u_i)} P_T(z, B_{2\varepsilon}(v_\varepsilon)) > 0$$

(3.6)

for every $i = 1, 2$. Additionally, since $u_i \in \text{supp}(\mu_i)$, we have

$$\mu_i(B_{\delta_\varepsilon}(u_i)) > 0$$

(3.7)

for every $i = 1, 2$. Combining (3.6) and (3.7) and using the fact that $\mu_1, \mu_2$ are invariant for $(P_t)_{t \in \mathbb{R}_+}$, we obtain

$$\mu_i(B_{2\varepsilon}(v_\varepsilon)) = \int_E P_T(z, B_{2\varepsilon}(v_\varepsilon)) \mu_i(dz) \geq \int_{B_{\delta_\varepsilon}(u_i)} P_T(z, B_{2\varepsilon}(v_\varepsilon)) \mu_i(dz) \geq \mu_i(B_{\delta_\varepsilon}(u_i)) \inf_{z \in B_{\delta_\varepsilon}(u_i)} P_T(z, B_{2\varepsilon}(v_\varepsilon)) > 0.$$

Since, by monotonicity, $\mu_i(B_{3\varepsilon}(v_\varepsilon)) > 0$, Lemma 3.4 directly implies that

$$B_{3\varepsilon}(v_\varepsilon) \cap \text{supp}(\mu_i) \neq \emptyset$$

for $i = 1, 2$. This means that there exists $(w_1, w_2) \in \text{supp}(\mu_1) \times \text{supp}(\mu_2)$ such that $w_1, w_2 \in B_{3\varepsilon}(v_\varepsilon)$. Thus, we finally get

$$\frac{1}{M} \leq d(w_1, w_2) \leq 6\varepsilon < \frac{1}{M},$$

where the first inequality follows from Lemma 3.2 yielding the desired contradiction. □
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