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Abstract
In this paper we report progress on a novel explainable artificial intelligence (XAI) initiative applying Natural Language Processing (NLP) with elements of co-design to develop a text classifier for application in psychotherapy training and practice. The task is to produce a tool that will automatically label psychotherapy transcript text with levels of interaction for patient activation in known psychological processes. The purpose is to enable therapists to review the effectiveness of their therapy session content. We use XAI to increase trust in the model’s suggestions and predictions of the client’s outcome trajectory. After pre-processing of the language features extracted from professionally annotated therapy session transcripts, we apply a supervised machine learning approach (CHAID) to classify interaction labels (negative, neutral or positive in terms of patient activation). Weighted samples are used to overcome class imbalanced data. The results show this initial model can make useful distinctions among the three labels of patient activation with 74% accuracy and provide insight into its reasoning. This ongoing project will additionally evaluate which XAI approaches are best for increasing the transparency of the tool to end users and explore whether direct involvement of stakeholders improves usability of the XAI interface and therefore trust in the solution.

1 Introduction
It takes a lot of manual effort to quality-assure psychotherapy sessions (Tseng et al., 2017), and therefore assessments of quality are rarely used routinely in psychotherapy practice. This work seeks to produce a tool that can automatically code psychotherapy transcripts, in line with a coding scheme developed by psychotherapists, known to characterise predictors of recovery (Malins et al., 2020a). The tool is also being developed to present explanations of the reasons for the coding decisions it makes. Explaining algorithms to those taking actions based on their outputs is recognised as good practice in data-driven health and care technology (DHSC, 2019). The ExTRA-POLATE 1 project is the first step in building tools to optimise scarce resources for provision of mental healthcare (Lorenzo-Luaces et al., 2017) by enabling therapists to adhere to good practice (Waller and Turner, 2016) and deliver care tailored to the patient (Delgadillo et al., 2016).

2 Overall Aims of Programme
The long-term objectives that we aim to achieve throughout our programme are threefold:

Aim 1  To build the foundation for unobtrusive, objective, transdiagnostic measures of patient activation.
Aim 2  To understand the practical trade-offs between classifier accuracy and explainability.
Aim 3  To explore the relationship amongst co-production, transparency and trust in algorithm-informed clinical decision making.

3 Methods
Core project team members were separately surveyed as to their initial hypotheses for key language markers of client-therapist interaction that is deemed helpful, focusing on generating features from different perspectives (see Table 1). These were then reviewed by the whole team and coded into a Python script to extract them from a corpus of transcripts of 120 health anxiety sessions. This created a simple model for identifying key interaction-types of interest (engagement in particular types of conversation) which are predictive of
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clinical outcomes (Malins et al., 2020a) and could be compared to detailed labels that had been applied to the data by specialist raters in nVivo using the Clinical Interaction Coding Scheme (CICS) (Malins et al., 2020b). Further information on this coding scheme is provided in Appendix A.

4 Data Analysis

Data distribution and model selection The data was skewed, and it was necessary to collapse some similar categories to ensure sufficient representation. We employed Chi-square Automatic Interaction Detection (CHAID), a type of decision tree (DT) classification model that can handle both categorical and numeric data sets. It does not require common statistical assumptions such as normality and non-collinearity (Kass, 1980). For imbalanced data, DT models allow weighting samples according to their importance. A sub-category of the outcome variable having smaller number of samples is assigned higher weight than another category with larger number of samples. Since positive and neutral category ratings were more common in the dataset than negative ratings, negatively categorised data were weighted for balance.

How Decision Trees Work DT models work by recursively partitioning the samples into a number of subsets. The starting node (at the top of the tree) is termed as “root”. Any node with outgoing nodes is termed as an internal node, while the nodes without further branches are called “leaves”. At each node, the Chi-square test for association is applied and the variable having the strongest association with the outcome variable is selected for further split into leaves. The chosen variable is the one that expresses the strongest discrimination between the different levels of outcome variable. The algorithm keeps dividing the full data set into subsets using the depth-first approach until the stopping criterion is not met (Magidson, 1994).

Validation For internal validation of the model or when no validation data set is available, the model can perform K-fold cross validation. Finally, the results from different K folds were merged to produce a single DT estimation. DT models also offer tree pruning and feature selection based on the Chi-Squared test to prevent overfitting of the model. A “minimum cases” criteria is used for deciding further split of a branch. Discrimination of the original and cross-validated models was evaluated through the generation of Receiver Operating Characteristic (ROC) curves and calculation of C-statistics.

5 Initial Findings

CHAID label classification results are summarised in the classification matrix in Table 2. The overall accuracy of the model was 74% with the highest correct sample classified in the Neutral category. There were a total of 681 negative labels out of a total of 25,823 samples (2.6%). Of these, 60.4% were correctly classified. A larger total of 16,713 samples were recorded for positive labels (64.7% of the total), with a correct classification rate of 69.5%. The performance of the classification could be further enhanced through a more detailed exploration of the language features from the session transcripts, using improved oversampling techniques such as SMOTE and deeper machine learning modelling such as random forest and convolutional neural networks. Furthermore, the interdisciplinary engagement with the data has already helped deepen understanding of both the CICS framework and the classifier model (Páez, 2019) and generated ideas for their refinement.

6 Tool Development

The project uses a fusion of techniques to apply Responsible Research & Innovation (RRI) to the tool’s development, specifically:

Incorporating a range of perspectives at multiple levels: The core project team combines the lived experience of a Service User Researcher and Involvement Volunteers (skilled in instrumentation design and plain English summaries) from the Institute of Mental Health, with specialist Clinical Psychology knowledge, Statistical Machine Learning, Psychometrics, Computer Science and Corpus Linguistics expertise. This diversity of experts in the formal and informal language of mental health provide triangulation to ensure the methods and findings make sense (Ernala et al., 2019). Additionally we engaged a Patient & Practitioner Reference Group (PPRG), comprised of 12 people, balanced across key stakeholder groups: patients and carers, clinical psychologists, therapy trainers, and mental health service managers. Dissemination will be via interactive ‘roadshow’ events with PPRG peer groups to gauge whether they feel the
Table 1: Table Examples of Candidate Language Features

| Perspective | Feature                        | Impact   | Coding                  |
|-------------|--------------------------------|----------|-------------------------|
| Patient     | absolute words, profanity      | negative | customised dictionaries  |
| Clinician   | positive sentiment             | positive | valence and polarity    |
| Linguist    | first person pronouns          | negative | ratio singular:plural   |
| NLP researcher | utterance length             | positive | word, character counts  |

Perspective: professional alignment of the core project team member suggesting the language feature. Impact: expected relationship between the feature and level of patient engagement in the interaction. Coding: method used to extract from the text using Python [details available from authors on request].

Table 2: Initial Results for Classification of Level of Clinical Engagement

| Observed | Predicted Negative | Predicted Neutral | Predicted Positive | Percent Correct |
|----------|--------------------|-------------------|--------------------|-----------------|
| Negative | 411                | 94                | 176                | 60.4%           |
| Neutral  | 99                 | 7,766             | 564                | 92.1%           |
| Positive | 1,223              | 3,871             | 11,619             | 69.5%           |
| Overall Percentage | 6.7 | 45.4 | 47.9 | 74% |

Agile Science Approach (Hekler et al., 2016) Repeated engagement with end-users is intended to build trust (Carr, 2020) and emulates industry best practice. The project leverages specialist support from a social enterprise\(^2\) on coproduction aspects (Hickey et al., 2018), and a digital health industry partner\(^3\) on user experience (UX) design.

Collaborative (Machine) Learning in the tool and the process: In combination with the agile, participatory approach, the use of Human-in-the-Loop techniques will enable refinement of definitions and expose and explore tacit and latent knowledge in assessment of psychotherapy through direct involvement of domain experts in model development. Through prototyping a person-centred active learning process, we anticipate a two-way exchange of insights which will clarify what helps and what hinder the psychotherapy process.

Using evidence-based tools to capture key considerations: TrustScapes\(^4\) were used to identify the core factors contributing to trust throughout the model pipeline (data, processing, deployment). Combined with a PROSOCIAL approach\(^5\), this elicited fundamental stakeholder requirements for the qualities of an engaging, interactive feedback interface, and actions needed to mitigate wider concerns about its acceptability. The Software Usability Scale Plus (SUS+ (Bangor et al., 2009)) will be used as a proxy metric to evaluate explainability, supplemented by detailed qualitative feedback through ‘think-aloud’ exercises (Garcia et al., 2018). Measurement of trust in XAI is a new and developing field (Hoffman et al., 2019; Jacovi et al., 2020; Mohseni et al., 2020) whereas the SUS+ is well established in Human Computer Interaction, seen as a practical compromise to capturing important aspects (Davis et al., 2020) (usability and trust are interdependent (Acemyan and Kortum, 2012)), and has been used as the basis of measures of quality of explanations (Holzinger et al., 2020).

Future directions: The first PPRG workshop also started the process of gathering feedback on what is a good explanation (Danilevsky et al., 2020) and recommendation format, from each perspective (Arya et al., 2019). Over the next 3 months, we will continue to refine the classification tool, and then use it to accelerate annotation of motivation in turns-of-speech in a separate research dataset of anonymised transcripts of mainstream counselling for depression, and update the classification algorithm to increase generalisability of the tool (Topol, 2020). Given that behaviour change involves a degree of persuasion, we will explore whether we can leverage insights from Argumentation Theory to augment the model (Clos et al., 2014) and other, related developments in the field of NLP for mental health.

\(^2\)Academy for Recovery Coaching CIC
\(^3\)https://virtualhealthlabs.com/
\(^4\)https://UnBIAS.wp.Horizon.ac.uk/fairness-toolkit/
\(^5\)https://prosocial.world
health (e.g., unobtrusive measures of psychological inflexibility (Berkout et al., 2020), empathy (Sharma et al., 2020)). Using Natural Language Generation (NLG) for XAI (Reiter, 2019) we will test whether the model can provide its rationale in plain English matched to terms each perspective understands (Tomsett et al., 2018). We will be exploring the different use cases of justification, improvement, control and discovery (Adadi and Berrada, 2018), and investigating how the predictive ability of engagement language markers relate to those of symptomatology (Losada et al., 2019).
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### Appendix A. Further information on CICS

A recently developed tool was deemed suitable for automation using NLP because of its focus on turn-by-turn language use in psychological therapy. The Consultation Interaction Coding Scheme (Malins et al., 2020b) offers reliable turn-by-turn assessment of interaction-types, incorporating both client and therapist responses. Using the CICS, in-session therapist-client turns-of-speech are first categorized into one of seven interaction types (action planning; evaluations of self or therapy; information discussion; noticing change or otherwise; problem description; problem analysis; structuring) and then rated -2 to +2 based on the degree of patient activation observable in the interaction. Positive ratings indicate high patient activation and engagement; negative ratings indicate low patient activation and disengagement. A series of studies have now indicated that CICS-rated psychological therapy interactions at initial sessions predict wellbeing across the course of therapy and a range of health outcomes across 12-month follow-up. This means that language features in the interactions at the first sessions of psychological therapy predicted health anxiety, generalised anxiety, depression, quality of life, general health, functioning, and somatic symptoms up to 12 months later. Specifically, if clients gave more positive evaluations of themselves or the therapy at initial sessions then better outcomes followed. Similarly, where clients were more actively engaged in structuring initial sessions and choosing session tasks, health improvements were greater. Conversely, larger proportions of initial sessions spent describing problems (as opposed to more active discussion of what might be done with problems) predicted poorer outcomes.