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Abstract

Assignment markets involve matching with transfers, as in labor markets and housing markets. We consider a two-sided assignment market with agent types and stochastic structure similar to models used in empirical studies, and characterize the size of the core in such markets. Each agent has a randomly drawn productivity with respect to each type of agent on the other side. The value generated from a match between a pair of agents is the sum of the two productivity terms, each of which depends only on the type but not the identity of one of the agents, and a third deterministic term driven by the pair of types. We allow the number of agents to grow, keeping the number of agent types fixed. Let $n$ be the number of agents and $K$ be the number of types on the side of the market with more types. We find, under reasonable assumptions, that the relative variation in utility per agent over core outcomes is bounded as $O^*(1/n^{1/K})$, where polylogarithmic factors have been suppressed. Further, we show that this bound is tight in worst case. We also provide a tighter bound under more restrictive assumptions. Our results provide partial justification for the typical assumption of a unique core outcome in empirical studies.
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1 Introduction

We study bilateral matching markets such as marriage markets, labor markets, and housing markets, that allow participants to form partnerships with each other for mutual benefit. The two classical models of such matching markets are the non-transferable utility (NTU) model of Gale and Shapley [7], where payments are not allowed between the agents; and the Shapley-Shubik-Becker transferable utility (TU) model [17, 3], where transfer payments are allowed between pairs of agents who form a match. For each of these models the natural solution concept is that of a stable outcome, in which there is no pair of agents who would be happier with each other than in their current outcome. In fact, for TU matching markets, it is well known that the notion of a stable outcome coincides with that of a competitive equilibrium. A stable outcome is guaranteed to exist in any two-sided market, but is typically not unique. The concept of stability is widely used as a starting point in theoretical and empirical studies in the context of matching. A nearly unique stable outcome is required in order to facilitate predictions, comparative statics and so on, but little is known about when this occurs in the TU setting. In this work, we seek to characterize the size of the set of stable matches as a function of market characteristics in TU matching markets.

The motivation for our work is twofold. First, uniqueness of the stable outcome is typically assumed in empirical investigations, though there is insufficient theoretical basis to justify such an assumption. We ask when such an assumption is justified. Second, it is of interest to know whether basic market primitives, i.e., the number of agents and the values of possible matches, are sufficient to determine the outcome of the market, or whether there is significant ambiguity arising from which equilibrium the market is in. Can a labor market support higher wages for labor without adding jobs or improving productivity, just by moving to a different equilibrium? In TU matching markets, market primitives like the value generated by a pair/match, and even transfers occurring in outcomes are difficult to observe, which has hindered empirical studies of features like core size (NTU markets are much easier to study empirically). This further increases the importance of generating theoretical predictions of core size, which can also potentially guide future empirical work.

We consider the assignment game model of Shapley and Shubik [17], consisting of “workers” and “firms” each of whom can match with at most one agent on the other side. To model the different skills of the workers and the different requirements of the firms, we assume that there are $K$ types of workers and $Q$ types of firms. Matching worker $i$ with firm $j$ generates a value $\Phi_{ij}$ (this can be divided between $i$ and $j$ in an arbitrary manner since transfers are allowed), which we model as a sum of two terms: a term $u(\cdot, \cdot)$ that depends only on the types of $i$ and $j$, and a term $\psi_{ij}$ that represents the “idiosyncratic” contributions of worker $i$ to firm $j$. In our model the $u(\cdot, \cdot)$ is assumed to be fixed, but the $\psi_{ij}$ is the sum of two random variables, the “productivity” of worker $i$ with respect to the type of firm $j$ and, symmetrically, the “productivity” of firm $j$ with respect to the type of worker $i$. These productivities are assumed to be independently drawn from a bounded distribution (satisfying certain assumptions) for each (agent,type) pair. In addition to being normatively attractive, such a generative model for the value of a match has been used in empirical studies of marriage markets, starting with Choo and Siow [5, 4, 8].

We study the size of the set of stable outcomes for a random market constructed in this way. Shapley and Shubik [17] showed that the set of stable outcomes (which is the same as the core) has a lattice structure, and thus has two extreme stable matchings: the worker optimal stable match, where each worker earns the maximum possible and each firm the minimum possible in any stable matching; and the firm optimal stable matching which is the symmetric counterpart. Also, all stable outcomes live on a maximum weight matching, which is generically unique. Given these

---

1 A small core has been found in special cases of the TU setting as in [3, 10, 11], which we discuss below. In the case of the NTU setting, real markets have almost always been found to contain a nearly unique stable outcome, e.g. [16], and a body of theory explains this, e.g. [13, 14, 11, 12, 2].

2 See footnote 1.
structural properties, our metric for the size of the core is quite natural: we consider the difference between the maximum and minimum utility of a worker (equivalently, a firm) in the core, averaged over matched workers (or firms). Our main result is that the size of the set of stable matchings, as measured by this metric, is small under some reasonable assumptions on market structure: specifically, the expected core size is $O^*(\frac{1}{\sqrt{n}})$ in a problem with $n$ agents, and at most $\ell$ types of agents on each side (with $\ell$ fixed). We show that this bound is essentially tight by constructing a sequence of markets such that the core size is $\Omega(1/\sqrt{n})$. Thus the core shrinks with market size, and this shrinking is faster when there are fewer types of agents. Additionally, we obtain a tighter upper bound in the special case with just one type of employer and more employers than workers. Our upper bound in this case improves sharply as the number of additional employers $m$ increases; we establish a bound of $O^*(\frac{1}{(n^1/\ell^1 - m^1/\ell^1)})$, where $\ell$ is the number of worker types.

Our model has the following property (here, think of $u(\cdot, \cdot)$ as being formally incorporated in the worker productivity): For every (worker type, firm type) pair, there is a “price” associated with this type-pair, such that for every matched pair of agents of these types, the utility of each agent is her productivity (with respect to the type on the other side), “corrected” additively (in opposite directions) by the price. We show that variation in these type-pair prices is uniformly bounded as $O^*(1/\sqrt{n})$ across core allocations, in expectation, implying the bound on core size. A key component of our analysis is to relate the combinatorial structure of the core to order statistics of certain independent identically distributed (i.i.d.) random variables (r.v.s). These r.v.s are one-dimensional projections of point processes in (particular subregions of) the unit hypercube, where the point processes correspond to the market realization. An analytical challenge that we face is that the relevant projections as well as the relevant order statistics are themselves a random function of the market realization. We overcome this via appropriate union bounds. Our analysis throws light on which aspects of market structure affect the core and its size.

Most of the related literature focuses on the NTU model of Gale and Shapley [7]. For that model, a number of papers establish a small core under various assumptions such as short preference lists [13, 14, 15], strongly correlated preferences [12, 2]. In a recent paper Ashlagi et al. [1] show that in a random NTU matching market with long lists and uncorrelated preferences, even a slight imbalance results in a significant advantage for the short side of the market and that there is approximately a unique stable matching. Further, the near uniqueness of the stable matching is found to be robust to varying correlations in preferences and other features, suggesting that a small core may be generic in NTU matching markets. There is an extensive literature on large assignment games that extends the many structural properties established by Shapley and Shubik for finite assignment games to a setting in which the agents form a continuum, see for example Gretzky, Ostrov and Zame [9, 10]. Those papers also show convergence of large finite markets to the continuum limit, including that the core shrinks to a point. However, unlike in our model, they model the productivity of each partnership as a deterministic function of the pair of types, with the only randomness being in the number of agents of each type. The work on assignment games that is most closely related to our work is a recent preprint of Hassidim and Romm [11]: in their model, all workers (firms) are a priori identical, and the value of matching worker $i$ to firm $j$ is a random draw from a bounded distribution, independently for every pair $(i, j)$. For such a model, they establish an approximate “law of one price,” i.e., that workers are paid approximately identical salaries in any core allocation, and that the long side gets almost none of the surplus in unbalanced markets. In contrast, we work with multiple types of workers and firms, and the value of a match depends on the types of each agent, and random variables that depend on the identity of one of the agents and the type (but not the identity) of the other agent.

The rest of the paper is organized as follows. We present our model in Section 2, our results in Section 3, and an overview of the proof of our main result in Section 4. We conclude with a discussion in Section 5. Several proofs are deferred to appendices.
2 Model Formulation

We consider a two-sided, transferable utility matching market with a finite number of agents. The sides of the market are represented by the labor (L) and the employers (E). Let \( n_L \) be the number of agents in \( L \) and \( n_E \) be the number of agents in \( E \); we let \( n := |L| + |E| \) denote the size of the market, i.e., the total number of agents in the problem. We assume that the underlying graph is complete, that is, all pairs of agents can potentially be matched. Each side of the market is partitioned into a finite number of types and we let \( K \) and \( Q \) denote the number of different types of agents in \( L \) and \( E \) respectively. We define \( T_L := \{1, \ldots, K\} \) and \( T_E := \{1, \ldots, Q\} \) to be the set of types in the labor and employer side respectively. Let \( T = T_L \times T_E \) denote the set of pairs of types.

We assume that \( \Phi(\cdot, \gamma) \) satisfies stability. The stability condition requires an outcome \((M, \gamma)\) be the set of optima of the dual to the maximum weight matching linear program, implying in particular that the matching \( M \) in a stable outcome must be a maximum weight matching.

2.1 Structure of \( \Phi(i,j) \)

We assume that \( \Phi(i,j) \) is additively separable as follows.

**Assumption (Separability).** \( \Phi(i,j) = u(\tau(i), \tau(j)) + \epsilon^r(i) + \eta^r(j) \).

It is natural to think that the value of matching \( i \) and \( j \) can be broken down into a sum of two components: a utility \( u(\tau(i), \tau(j)) \) that depends only on the agents’ types, and a term \( \psi^r(i, \tau(j)) \) which is match specific and potentially depends on both the identity of the agents as well as their types. The separability assumption states that the match-specific component is further additively separable into two terms that each depend on the identity of one of the agents and only the type of the other agent. In particular, for any fixed employer \( j \) and two distinct workers \( i, i' \in L \) we have \( \epsilon^r_{i,j} = \epsilon^r_{i',j} \) whenever \( \tau(i) = \tau(i') \), as the term \( \epsilon \) only depends on the type of the agents in \( L \). Analogously, the term \( \eta \) depends on the individual worker \( i \in L \) but only the type of the firm \( j \in E \).

We model the term \( u(\tau(i), \tau(j)) \) as a fixed constant, whereas the \( \epsilon \) and \( \eta \) terms are modelled as random variables, independent across agent type pairs. The continuum limit of such a model was introduced by Choo and Siow [5], who used the model to empirically estimate certain structural features of marriage markets. Such a model is attractive in allowing for reasonable heterogeneity and idiosyncratic variation via the random variables, while still remaining structured due to a fixed number of types. While these features have been important in facilitating estimation [5] [4], they simultaneously also make this a plausible model of real markets.

---

\[ ^3 \text{Note that in any unstable outcome, there must either be an individual agent who would prefer to not participate in the matching (because of a negative payoff) or a blocking pair of agents who can both do better by matching with each other (because the value they generate by matching with each other exceeds their current payoffs).} \]
We further assume that the terms $\tau^{(i)}, \eta_i^{(j)}$ are independent random draws from the uniform [0, 1] distribution. While the assumption of i.i.d. $U[0,1]$ r.v.s appears quite restrictive, our results and proofs extend to arbitrary non-atomic bounded distributions supported on a closed interval, with positive density everywhere in the support.

2.2 Preliminaries

We now state some preliminary observations on the structure of the core under the separability assumption. We start by showing that the payoffs can be expressed more conveniently. For each $i \in \mathcal{L}$ and each type $q \in \mathcal{T}_E$, let $\tilde{\eta}_i^q = u(\tau(i), q) + \eta_i^q$.

In our market model with probability 1 the maximum weight matching is unique, so we assume a unique maximum weight matching $M$ to simplify the exposition. We denote by $M(t)$ the set of agents who are matched to an agent of type $t$ under $M$. In addition, we use $U$ to denote the set of unmatched agents under matching $M$.

**Proposition 1.** Let $M$ be the unique maximum weight matching. Any core solution $(M, \gamma)$, corresponds to a vector $\alpha \in \mathbb{R}^{K \times Q}$ such that the payoffs can be expressed as:

- $\gamma_i = \tilde{\eta}_i^q - \alpha_{kq}$, for all $i \in \mathcal{L}$ such that $\tau(i) = k$ and $i \in M(q)$.
- $\gamma_j = \epsilon_j^k + \alpha_{kq}$, for all $j \in \mathcal{E}$ such that $\tau(j) = q$ and $j \in M(k)$.

Proposition 1 follows from stability, and formalizes the existence of a single “price” for every type-pair $(k, q)$ that is common across all matched pairs of agents with those types. Based on Proposition 1, any core solution can be expressed in terms of the maximum weight matching $M$ and the vector $\alpha$.

The following proposition states necessary and sufficient conditions for $(M, \alpha)$ to be a core outcome. (The maximum over an empty set is defined as $-\infty$.)

**Proposition 2.** Let $M$ be the unique maximum weight matching. The following conditions are necessary and sufficient for $(M, \alpha)$ to be a core solution:

(ST) For every pair of types $(k, q), (k', q') \in \mathcal{T}$:

$$\min_{i \in k' \cap M(q')} \tilde{\eta}_i^{q'} - \tilde{\eta}_i^q + \min_{j \in q' \cap M(k)} \epsilon_j^k - \epsilon_j^{k'} \geq \epsilon_{kq} - \alpha_{kq} \geq \max_{i \in k \cap M(q)} \tilde{\eta}_i^{q'} - \tilde{\eta}_i^q + \max_{j \in q \cap M(k')} \epsilon_j^k - \epsilon_j^{k'}.$$

(IM) For every pair of types $(k, q) \in \mathcal{T}$:

$$\min_{j \in q' \cap M(k)} \epsilon_j^{k'} \geq -\alpha_{kq} \geq \max_{j \in q' \cap U} \epsilon_j^k,$$

and

$$\min_{i \in k' \cap M(q)} \tilde{\eta}_i^{q'} \geq \alpha_{kq} \geq \max_{i \in k' \cap U} \tilde{\eta}_i^q.$$

The first set of conditions follow from the non-existence of a blocking pair of matched agents. The second conditions follow from the fact that utilities are non-negative (implying the left inequalities) and the non-existence of a blocking pair involving an unmatched agent. See [4, Proposition 1] for a proof.

We conclude with a definition of the size of the core, denoted by $C$. We define $C$ as the difference between the maximum and minimum utility of a worker (or firm) in the core, averaged over workers matched under $M$. This can be equivalently stated in terms of the vector $\alpha$. For each pair of types $(k, q) \in \mathcal{T}$, let $\alpha_{kq}^{\max}$ and $\alpha_{kq}^{\min}$ be the maximum and minimum possible values of $\alpha_{kq}$ among core $\alpha$ vectors.
Definition 1 (Size of the core). Let $M$ be the unique maximum weight matching. For each pair of types $(k,q) \in T$, let $N(k,q)$ denote the number of matches between agents of type $k$ and agents of type $q$. Then, the size of the core is denoted by $C$ and is defined as:

$$C = \frac{\sum_k \sum_q N(k,q) |\alpha_{kq}^{\max} - \alpha_{kq}^{\min}|}{\sum_k \sum_q N(k,q)}.$$ 

3 Results

We keep the number of agent types fixed and allow the number of agents to grow, focusing on how the size of the core scales as the market grows.

Given the stochastic nature of the our problem, the size of the core $C$ is itself a random variable. Therefore, the main focus of our work is to study how the expected value of $C$ depends on the characteristics of the market. In finite markets it is generically possible to marginally modify some payoffs in a core solution without violating stability and, therefore, the size of the core is strictly positive \cite{17}. However, as the size of the market increases (the agent types stay the same), the set of core vectors $\alpha$ should shrink as an increase in the number of stability constraints limits the possible perturbations to the payoffs, cf. Proposition \cite{2}.

We start by considering the simple case of markets with one type on each side, that is $K = Q = 1$. Given that there is only one type of agent on each side, the deterministic utility term $u = u(\tau(i), \tau(j))$ will be the same for all possible matches, regardless the identity of the agents. The value of a match between agents $i \in L$ and $j \in E$ is $\Phi(i,j) = u + \eta_i + \epsilon_j$. Suppose $u > 0$.

Remark 1. In the case of a balanced market, i.e., $n_L = n_E$, the above market has $C \geq u$ with probability 1. In particular, $E[C] = \Omega(1)$.

The idea is the following: all agents will be matched in a stable solution and by Proposition \cite{11} we can describe the size of the core in terms of a single parameter $\alpha$; by Proposition \cite{2} the core consists of all $\alpha \in [-\min_j \epsilon_j, u + \min_i \eta_i]$. In other words, the value $u$ that is part of $\Phi(i,j)$ for each $(i,j)$ can be split in an arbitrary fashion between employers and workers. On the other hand, in case of any imbalance, i.e., $n_L \neq n_E$, it turns out that $u$ must go entirely to the short side of the market, and the size of the core is $O(1/n)$ (the distance between consecutive order statistics of the $\epsilon_j$'s or the $\eta_i$'s). Thus, the core is small and rapidly shrinking in any unbalanced market in the case of $K = Q = 1$.

We now consider the general case of $K$ types of labor and $Q$ types of employers. The following condition generalizes the imbalance condition to the case of multiple types. The idea is to get rid of the cases that, for certain values of deterministic utilities $u(\cdot, \cdot)$, may resemble a balanced problem.

Assumption 1. For ever pair of subsets of types $S \subseteq T_L$ and $S' \subseteq T_E$ we must have $\sum_{t \in S} n_t \neq \sum_{t \in S'} n_t$. In words, this means that there is no subset of types such that the submarket formed by agents of those types is balanced.

We highlight that in our setting with fixed $K$ and $Q$ and growing $n$, “most” markets satisfy Assumption \cite{11}.

We make a further regularity assumption, namely that the number of agents of each type grows linearly in the size of the market.

Assumption 2. There exists $C > 0$ such that for all types $t \in T_L \cup T_E$, we have $n_t \geq Cn$.

We now present our main theorem.

---


c\footnote{Consider possible vectors $N = \{(n_t)_{t \in T_L \cup T_E} : \sum_t n_t = n\}$ describing the number of agents of each type. Then $O(1/n)$ fraction of these vectors violate Assumption \cite{11}.}
Theorem 1. Consider $K \geq 1$ types of labor, and $Q \geq 1$ types of employers. There exists $f(n) = O^* \left( \frac{1}{\max\{1, n^{1/2}\}} \right)$ such that under Assumption 1 and Assumption 2, for a market with $n$ agents we have $E[C] \leq f(n)$. Further, there exists a sequence of markets with $K$ types of labor and $Q$ types of employers such that $E[C] = \Omega \left( \frac{1}{\max\{1, n^{1/2}\}} \right)$.

In words, our main result says that under reasonable conditions, $E[C]$ is vanishing as $n \to \infty$, at a rate $O^* \left( \frac{1}{\max\{1, n^{1/2}\}} \right)$ and that this bound is tight in worst case. Thus, the core size shrinks to zero as the market grows larger, at a rate that is faster (in worst case) if there are fewer types of agents. We give a proof of our main theorem in Section 4.1 along with Appendices B and C.

The upper bound in Theorem 1 can be improved if further constraints are imposed on the number of types and the imbalance. As an illuminating example, we show that in the setting in which $K \geq 2$, $Q = 1$ and $n_\xi > n_\mathcal{L}$, the size of the core can be bounded above by a function that depends on both the size of the market and on the size of the imbalance in the market.

Theorem 2. Consider the setting in which $K \geq 2$, $Q = 1$, $n_\xi > n_\mathcal{L}$ and let $m = n_\xi - n_\mathcal{L}$. Under Assumption 2, we have $E[C] \leq O^* \left( \frac{1}{n_\mathcal{L}} \right)$.

For $m = O^*(1)$, the bound in Theorem 2 matches that in Theorem 1. However, the bound here becomes tighter as the imbalance $m$ grows. In fact, for $m = \Theta(n)$, the core size is bounded as $O^*(1/n)$. It is noteworthy that the scaling behavior here does not depend on the number of worker types. We also mention here that, using symmetry, an analogous result can be stated with $Q$ types of employers, only one type of worker, and more workers than employers.

We prove Theorem 2 in Appendix D. The idea is to use the unmatched agents and condition (IM) in Proposition 2 (for the employers) to control absolute variation in one of the $\alpha$’s. We separately control the relative variation of the $\alpha$’s in the core using condition (ST) in Proposition 2 under Assumption 2. Combining these we obtain the stated bound on $C$.

4 Overview of the proof of the main result

We now present an overview of our proof of Theorem 1. We first discuss the key steps in establishing the upper bound (the complete proof can be found in Appendix B), and then sketch the proof of the lower bound in Section 4.3 (completed in Appendix C).

Throughout this section, we assume that there is a unique maximum weight matching and we refer to it as $M$. Given $M$, recall that $N(k, q)$ is defined as the number of matches between agents of type $k$ and agents of type $q$ in $M$.

We start by constructing a graph associated with matching $M$ as follows. Let $G(M)$ be the bipartite graph whose vertex sets are the types in $\mathcal{L}$ and $\mathcal{E}$, and such that there is an edge between types $k \in T_\mathcal{L}$, $q \in T_\mathcal{E}$ if and only if there is an agent of type $k$ matched to an agent of type $q$ in $M$, i.e., $N(k, q) > 0$. The following lemma states a key fact regarding the structure of $G(M)$.

Lemma 1. Let $M$ be the unique maximum weight matching and let $G(M)$ be the associated type-adjacency graph. Suppose we mark the vertex in $G(M)$ corresponding to type $t$ if and only if at least one agent of type $t$ is unmatched under $M$. Then, under Assumption 1 with probability 1, every connected component in $G(M)$ must contain a marked vertex.

4.1 Overview of the upper bound proof

Roughly, the idea of the upper bound proof of Theorem 1 is as follows. We consider some suitably defined events (which are discussed later), which occur in typical markets. Under these events, we show that the variation in the type-pair prices is uniformly bounded as follows,

$$\max_{(k,q) \in T_\mathcal{L} \times T_\mathcal{E}, N(k,q) > 0} |\alpha^\max_{kq} - \alpha^\min_{kq}| \leq f(n),$$
for some \( f(n) = O^* \left( \frac{1}{n^{1/\max(K,Q)}} \right) \). To prove this bound, we use the graph \( G(M) \) as defined above. Given a type \( t \in \mathcal{T}_E \cup \mathcal{T}_G \), let the distance \( d(t) \) be defined as the minimum distance in \( G(M) \) from \( t \) to any marked vertex. By Lemma 1, every unmarked vertex \( t \) must be at a finite distance from a marked one. Furthermore, \( \max_{t \in \mathcal{T}_E \cup \mathcal{T}_G} d(t) \leq K + Q \) regardless the realization of the graph.

Our argument to control the variation in the \( \alpha \)'s is by induction on \( d(t) \). To establish our induction base, we show that the variation in all the relevant \( \alpha \)'s associated with marked types (these types have distance zero) is bounded. In particular, for each marked type \( t \), we show that \( \max_{t' \in N(t,t') \neq 0} (\alpha_{t,t'}^{\max} - \alpha_{t,t'}^{\min}) \leq O^* \left( \frac{1}{n^{1/\max(K,Q)}} \right) \). This is done in Lemma 3.

In the inductive step, we assume the bound holds for every \( \alpha \) associated with a type whose distance is \( d \) or less, i.e., for every \( (t,t') \in \mathcal{T}_E \times \mathcal{T}_E \) such that \( \min(d(t),d(t')) \leq d \), we have \( \alpha_{t,t'}^{\max} - \alpha_{t,t'}^{\min} \leq O^* \left( \frac{1}{n^{1/\max(K,Q)}} \right) \). Then, we use the inductive hypothesis to show that the result must also hold for all types whose distance is \( d + 1 \). By the definition of distance, for every type \( t \) such that \( d(t) = d + 1 \), there must exist a type \( t^* \) such that \( d(t^*) = d \) and \( N(t,t^*) > 0 \). Therefore, by our inductive hypothesis, we must have \( \alpha_{t,t^*}^{\max} - \alpha_{t,t^*}^{\min} \leq O^* \left( \frac{1}{n^{1/\max(K,Q)}} \right) \). Using this bound, we further bound the variation in all \( \alpha \)'s associated with type \( t \), by controlling the relative variation of the \( \alpha \)'s in the core, i.e., by showing that \( \alpha_{t,t_1} - \alpha_{t,t_2} \) for types \( t_1, t_2 \) with matches to type \( t \) can vary only within a range bounded by \( O^* \left( \frac{1}{n^{1/\max(K,Q)}} \right) \). This is formally achieved in Lemma 3.

To conclude, we briefly describe the nature of the events that we argue must hold with high probability. These events are related to the distance between order statistics of the projections of points distributed independently in (sub-regions of) a hypercube. Note that, once we focus on a single type \( t \), the random productivities associated to an agent of type \( t \) can be described by a \( D(t) \)-dimensional vector within the \([0,1]^{D(t)}\)-hypercube, where \( D(t) \) is dimension of the productivity vector of agents of type \( t \) (i.e., \( D(t) = K \) if \( t \in \mathcal{T}_E \) and \( D(t) = Q \) otherwise). Furthermore, the location of these points can be described by a point process in \([0,1]^{D(t)}\). Hence, all the conditions in Proposition 2 can be interpreted as geometric conditions in the unitary hypercube. We use this geometric interpretation and relate Proposition 2 to the regions, random sets and random variables defined below in Section 4.2.1 to prove our main theorem.

### 4.2 Hypercube definitions and key lemmas

As mentioned in Section 1, a key component of our analysis is to relate the combinatorial structure of the core to order statistics of certain independent identically distributed (i.i.d.) random variables. These random variables are one-dimensional projections of point processes (in particular subregions of) the unit hypercube, where the point processes correspond to the market realization. Next, we formally define the regions, random sets and random variables that will be useful in our analysis.

#### 4.2.1 Hypercube definitions

Consider a type \( t \in \mathcal{T}_E \). For each employer \( j : \tau(j) = t \), there is a vector of productivities \( \epsilon_j \) distributed uniformly in \([0,1]^K\), independently across employers. In this subsection we consider these productivities for a given \( t \). We suppress \( t \) in the definitions to simplify notation (so \( n \) here corresponds to \( n_t \), and so on). Analogous definitions can be made for \( t \in \mathcal{T}_G \).

Consider \( n \) i.i.d. points \( (\epsilon_j)_{j=1}^n \), distributed uniformly in \([0,1]^K\). Here \( \epsilon_j = (\epsilon^{j}_{1}, \epsilon^{j}_{2}, \ldots, \epsilon^{j}_{K}) \). Let \( K = \{1, 2, \ldots, K\} \) denote the set of dimension indices. Define the region

\[
\mathcal{R}^k = \{ x \in [0,1]^K : x^k \geq x^{k'} \quad \forall k' \neq k, k' \in K \}
\]  

(1)

For \( k_1, k_2 \in K, k_1 \neq k_2 \) and for \( \delta \in [0,1/2] \), define the region

\[
\mathcal{R}^{k_1,k_2}(\delta) = \{ x \in [0,1]^K : x^{k_1} \geq x^k \quad \forall k \notin \{k_1, k_2\}, k \in K, x^{k_1} \geq \delta \}.
\]  

(2)
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Let
\[ \mathcal{V}^k = \{ x : x = c_j^k \text{ for } j : c_j \in \mathcal{R}^k \} \],
and
\[ V^k = \max \{ \text{Difference between consecutive values in } \mathcal{V}^k \cup \{0,1\} \}. \]

Thus, \( \mathcal{V}^k \subseteq [0,1] \) is the set of values of the \( k \)-th coordinate of the points lying in \( \mathcal{R}^k \), and \( V^k \in \mathbb{R} \) is the maximum difference between consecutive values in \( \mathcal{V}^k \cup \{0,1\} \). (As an example, if \( \mathcal{V}^k = \{0.3,0.4,0.8\} \), the differences between consecutive values in \( \mathcal{V}^k \cup \{0,1\} \) are \(0.3,0.1,0.4,0.2\), resulting in \( V^k = 0.4 \).)

Note that \( \mathcal{V}^k \) is a random and finite set, and \( V^k \) is a random variable. Let
\[ \mathcal{V}^{k_1,k_2}(\delta) = \{ x : x = c_j^{k_1} - c_j^{k_2} \text{ for } j : c_j \in \mathcal{R}^{k_1,k_2} \}, \]
and
\[ V^{k_1,k_2}(\delta) = \max \{ \text{Difference between consecutive values in } \mathcal{V}^{k_1,k_2}(\delta) \cup \{-1+\delta,1\} \}. \]

Thus, \( \mathcal{V}^{k_1,k_2} \subseteq [-1+\delta,1] \) is the set of values of the difference between the \( k_1 \)-th and \( k_2 \)-th coordinate of points lying in \( \mathcal{R}^{k_1,k_2} \), and \( V^{k_1,k_2} \in \mathbb{R} \) is the maximum difference between consecutive values in \( \mathcal{V}^{k_1,k_2} \cup \{-1+\delta,1\} \).

In addition, for \( \delta \in (0,1/2] \) and \( k \in \mathcal{K} \), define
\[ \tilde{\mathcal{V}}^{k}(\delta) = \{ x \in [0,1]^K : x^{k'} \leq \delta \quad \forall k' \in \mathcal{K}, k' \neq k \}. \]

Let
\[ \tilde{\mathcal{V}}^{k}(\delta) = \{ x : x = \tilde{c}_j^k \text{ for } j : \epsilon_j \in \tilde{\mathcal{R}}^k \} \]
and
\[ \tilde{V}^k(\delta) = \max \{ \text{Difference between consecutive values in } \tilde{\mathcal{V}}^k(\delta) \cup \{0,1\} \}. \]

We now relate the above definitions to the combinatorial structure of our problem. We now include the type \( t \) explicitly in the names of the associated regions, sets and random variables, e.g., region \( \mathcal{R}^k(\delta) \) when defined for type \( t \) is referred to as \( \mathcal{R}^k(t,\delta) \).

The definition of these regions, sets and random variables might seem arbitrary at first sight. However, it is closely related to the geometric interpretation of the stability conditions. Intuitively, for a fixed type \( t \in \mathcal{T}_C \) with unmatched agents, one can bound \( \alpha_{kt} \) by using condition (IM) in Proposition \( \mathbb{P} \) \[ \min_{j \in U \cap M(k)} \epsilon_j^k \geq -\alpha_{kt} \geq \max_{j \in U \cup \mathcal{V}} \epsilon_j^k \]. To apply this bound, we just care about the projection onto the \( k \)-th coordinate of the points \( \epsilon_j \) with \( j \in M(k) \cup U \). The main analytical challenge we face is that the relevant subregions are themselves a random function of the market realization, as both \( M(k) \) and \( U \) are themselves random sets. We overcome this by appropriately defining the region \( \tilde{\mathcal{R}}^k(t,\delta) \) so that it only contains points corresponding to agents in \( M(k) \cup U \).

Once we have done that, it should be easy to see that \( \min_{j \in U \cap M(k)} \epsilon_j^k - \max_{j \in U \cup \mathcal{V}} \epsilon_j^k \) is upper bounded by the maximum distance between two consecutive points in \( \mathcal{R}^k(t,\delta) \), when projected onto their \( k \)-th coordinate (the corner cases of all points being in \( M(k) \), or in \( U \), turn out to be easy to handle). This becomes precise once we introduce the set \( \mathcal{V}^k(t) \) and the random variable \( V^k(t,\delta) \).

Analogously, the regions \( \mathcal{R}^k(t) \) (for appropriate \( k \)) and \( \mathcal{R}^{k_1,k_2}(t,\delta) \) (for appropriate \( k_1,k_2 \)) allow us to apply the conditions (IM) and (ST) respectively, to bound the variation of \( \alpha^t \)’s associated with a type \( t \). These relationships are more involved, so the explanation is delayed to the proofs.

Using the above notation, we now define the two events that will help us prove the results:
\[ B_1(t,\delta) = \left\{ \max_{k \in \mathcal{K}} \left( \max_{t \in \mathcal{R}^k(t)} \max_{(k_1,k_2) \in \mathcal{K}(t)} V^{k_1,k_2}(t,\delta) \right) \leq f_1(n_t,K) \right\}, \]
for some \( f_1(n_t,K) = O^*(1/n_t^{1/K}) \) defined in Lemma \( \mathbb{A} \), \( \delta \in [0,1/2] \) and where \( \mathcal{K}(t) = \{(k_1,k_2) : k_1,k_2 \in \mathcal{K}, k_1 \neq k_2 \} \). If \( K = 1 \), then \( \mathcal{K}(2) \) is the empty set \( \emptyset \) in which case we follow the convention that \( \max_{\emptyset} \cdot = -\infty \).

In addition,
\[ B_2(t,\delta) = \left\{ \max_{k \in \mathcal{T}_C} \tilde{V}^k(t,\delta) \leq f_2(n_t)/\delta^{K-1} \right\}, \]
where \( f_2(n_t) = O^*(n_t^{-K}) \).
for some \( f_2(n_t) = O^*(1/n_t) \) defined in Lemma \([A.2]\) and \( \delta \in (0, 1] \).

The proof of all lemmas auxiliary to the proof of Theorem 4 assume that these events (or some subset of them) occur. As shown by the next result (proved in Appendix \([A]\)), that assumption does not pose a problem as these events simultaneously occur with high probability.

**Lemma 2.** There exists \( \hat{C} = \hat{C}(K, Q) < \infty \) such that, for any \( \delta = \delta(n) \in (0, 1/2] \), the event \( \bigcap_{k \in \mathcal{T}_C \cup \mathcal{T}_E} (B_1(t, \delta) \cap B_2(t, \delta)) \) occurs with probability at least \( 1 - \hat{C}/n \).

### 4.2.2 Statements of the key lemmas

For every type \( t \in \mathcal{T}_L \cup \mathcal{T}_E \), we define \( \vartheta(t) \) as \( \vartheta(t) = \{ k \in \mathcal{T}_L : N(k, t) > 0 \} \) when \( t \in \mathcal{T}_E \) and \( \vartheta(t) = \{ q \in \mathcal{T}_E : N(t, q) > 0 \} \) when \( t \in \mathcal{T}_E \). That is, \( \vartheta(t) \) is the set of neighbours of \( t \) in the graph \( G(M) \). Recall that, given a type \( t \in \mathcal{T}_L \cup \mathcal{T}_E \) we denote by \( D(t) \) the dimension of the productivity vector of agents of type \( t \). That is, \( D(t) = K \) if \( t \in \mathcal{T}_E \) and \( D(t) = k \) if \( t \in \mathcal{T}_L \).

**Lemma 3.** Consider the unique maximum weight matching \( M \) and a type \( t \in \mathcal{T}_L \cap \mathcal{T}_E \). Let \( F_1(t) \) be the event

\[
F_1(t) = \{ \text{t is marked in } G(M) \text{ and at least one agent in } t \text{ is matched} \},
\]

that is, \( t \) has at least one unmatched and one matched agent. Let the events \( B_1(t, \delta) \) and \( B_2(t, \delta) \) be as defined by Eqs. \([10]\) and \([11]\) respectively. Under \( F_1(t) \cap B_1(t, \delta) \cap B_2(t, \delta) \), we have

\[
\max_{\ell' \in \vartheta(t)} \left( \alpha_{t, \ell'}^{\max} - \alpha_{t, \ell'}^{\min} \right) \leq \max \left( f_1(n_t, D(t)) + \delta, f_2(n_t)/\delta^{D(t)-1} \right),
\]

where \( f_1 \) and \( f_2 \) agree with those in the definitions of events \( B_1(t, \delta) \) and \( B_2(t, \delta) \) respectively.

**Lemma 4.** Consider the unique maximum weight matching \( M \) and a type \( t \in \mathcal{T}_L \cap \mathcal{T}_E \). Let \( F_2(t) \) be the event

\[
F_2(t) = \{ \text{all agents in } t \text{ are matched} \}.
\]

Let the event \( B_1(t, \delta) \) be as defined by Eq. \([10]\). Under \( F_2(t) \cap B_1(t, \delta) \), for every \( t^* \in \vartheta(t) \) we have

\[
\max_{\ell' \in \vartheta(t)} \left( \alpha_{t, \ell'}^{\max} - \alpha_{t, \ell'}^{\min} \right) \leq \left( \alpha_{t, t^*}^{\max} - \alpha_{t, t^*}^{\min} \right) + 2f_1(n_t, D(t)) + 2\delta, \]

where \( f_1 \) agrees with the one in the definition of \( B_1(t, \delta) \).

Using the simple lemmas defined above, we provide a sketch of proof that, together with the explanation in Section 4.1, should suffice to roughly convey the idea while avoiding the technical details. As a reminder, the complete proof of the upper bound in Theorem 4 can be found in Appendix \([B]\).

Let \( n^* = \min_{k \in \mathcal{T}_L \cup \mathcal{T}_E} n_k \) and let \( \delta = 1/(n^*)^{1/\max(K, Q)} \). Under Assumption \([2]\), we have that \( n^* = \Theta(n) \) and therefore \( \delta = \Theta \left( 1/n^{1/\max(K, Q)} \right) \). Furthermore, now \( f_1(n_t, D(t)) + \delta \) and \( f_2(n_t)/\delta^{D(t)-1} \), \( 2f_1(n_t, D(t)) + 2\delta \) as defined in the statements of Lemmas \([3]\) and \([4]\) are all \( O^* \left( 1/n^{1/\max(K, Q)} \right) \). Using this choice of \( \delta \) together with the inductive argument outlined in Section 4.1, we show that under the event \( \bigcap_{k \in \mathcal{T}_L \cup \mathcal{T}_E} (B_1(t, \delta) \cap B_2(t, \delta)) \) we must have

\[
\max_{\langle k, q \rangle \in \mathcal{T}_L \times \mathcal{T}_E, N(k, q) > 0} \left( \alpha_{kq}^{\max} - \alpha_{kq}^{\min} \right) \leq O^* \left( 1/n^{1/\max(K, Q)} \right).
\]

### 4.3 Proof of the lower bound

Our lower bound follows from the following proposition, proved in Appendix \([C]\).

**Proposition 3.** Consider a sequence of markets (indexed by \( \tilde{n} \)) with \( |\mathcal{T}_L| = K \) types of labor, with \( \tilde{n} \) workers of each type, and a single type “1” employers, with \( (K - 1)\tilde{n} + 1 \) employers of this type. (Assumptions \([2]\) and \([7]\) are satisfied.) Set \( u(k, 1) = 0 \) for some \( k_* \in \mathcal{L} \), and \( u(k, 1) = 3 \) for all \( k \in \mathcal{L} \setminus k_* \). For this market, we have \( E[\mathcal{C}] = \Omega^*(1/(n^{1/K})) \).
Note that the sequence of markets described can easily be "dressed up" to fill in the gaps in market size and to accommodate \( Q \leq K \) types of firms. If \( Q > K \), we simply swap the roles of workers and firms in our construction, leading to \( \mathbb{E}[\mathcal{C}] = \Omega\left(1/(n^{1/Q})\right) \) as needed. Thus, the lower bound in Theorem 1 follows from Proposition 3.

The rough intuition for our construction in Proposition 3 is as follows: For our choice of \( u \)'s it is not hard to see that all workers of types different from \( k_* \) are always matched in the core. One employer \( j_* \) is matched to a worker of type \( k_* \). Suppose vector \((\alpha_k)_{k \in \mathcal{T}_e}\) is in the core. Given that all types \( k \neq k_* \) are a priori symmetric, we would expect that the \( \alpha_k \)'s for \( k \neq k_* \) are close to each other (we formalize using Lemma D.4 that they are usually no more than \( \delta \sim 1/\sqrt{n} \) apart). Assuming this is the case, we can order employers based on \( X_j = \max_{k \neq k_*} \epsilon_j^k - \epsilon_j^{k_*} \), and \( j_* \) should usually be the employer with smallest \( X_j \), since this employer has the largest productivity with respect to \( k_* \) relative to the other types. Now, the \( X_j \)'s are i.i.d., and a short calculation establishes that the distance between the first and second order statistics of \((X_j)_{j \in \mathcal{E}}\) is \( \Theta(1/n^{1/K}) \). This "large" gap between the first two order statistics allows for \((\alpha_{k_*}, (\alpha_k + \theta)_{k \neq k_*})\) to remain within the core for a range of values of \( \theta \in \mathbb{R} \) that has expected length \( \Theta(1/n^{1/2}) \) for \( K = 2 \) and \( \Theta(1/n^{1/K}) - \Theta(\delta) = \Theta(1/n^{1/K}) \) for \( K > 2 \), leading to the stated lower bound on \( \mathcal{C} \).

We remark that the key quantity here, the gap between the first two order statistics of \((X_j)_{j \in \mathcal{E}}\), is determined by the tail behavior (both the left and right tails) of the \( \epsilon \)'s, along with the number of types \( K \). See Section 5 for further discussion.

5 Discussion

This paper quantifies the size of the core in matching markets with transfers, as a function of market characteristics. We considered a model of an assignment market with a fixed number of types of workers and firms. We modelled the value of a match between a pair of agents as a sum of a deterministic term determined by the pair of types, and a random component which is the sum of two terms, each depending on the identity of one of the agents and the type of the other. Under reasonable assumptions, we showed that the size of the core is bounded as \( O^*(1/n^{1/\ell}) \), where each side of the market contains no more than \( \ell \) types.

Our work answers some questions but raises several others. One question is what happens if the random productivity terms are drawn from unbounded distributions. For the market we construct for our lower bound, the core size is determined by the tail behavior of the random productivities, cf. Section 4\(\text{3}\), suggesting that the core could be larger in worst case if the productivities have an unbounded distribution.

On the other hand, it is of interest to understand the core in typical/average case markets, as opposed to worst case markets. Our bound of \( O^*(1/n) \) for the special case of only one type of employer and \( \Theta(n) \) more employers than workers (a corollary of Theorem 2) does not depend on the number of worker types, in contrast to our general bound, which implies that a relatively larger core can result in worst case from having more types. How does the core size depend on the number of types in typical/average case markets?

It would be interesting to extend our results to many-to-one markets, where employers can each have more than one opening. We expect that our results regarding the core (also our proofs) extend to the case where each employer has capacity bounded by a constant, and employer utility is additive across matches.

\footnote{Here \( n = (2K - 1)\tilde{n} + 1 \) for \( \tilde{n} = 1,2,\ldots \) but intermediate values of \( n \) can be handled by having slightly fewer workers of type \( k_* \), which leaves our analysis essentially unaffected.}

\footnote{Let each worker type \( q \neq 1 \) have \( \tilde{n} \) agents each and \( u(\cdot,q) = -2 \). These workers are always unmatched, leaving the core unaffected.}
References

[1] I. Ashlagi, Y. Kanoria, and J. D. Leshno. Unbalanced random matching markets. In EC, pages 27–28, 2013.

[2] E. D. Azevedo and J. D. Leshno. A supply and demand framework for two-sided matching markets. Working paper, 2012.

[3] G. S. Becker. A theory of marriage: Part i. The Journal of Political Economy, pages 813–846, 1973.

[4] P. A. Chiappori, B. Salanić, and Y. Weiss. Partner choice and the marital college premium. 2011.

[5] E. Choo and A. Siow. Who marries whom and why. Journal of Political Economy, 114(1):pp. 175–201, 2006.

[6] R. Durrett. Probability: theory and examples. Cambridge university press, 2010.

[7] D. Gale and L. S. Shapley. College Admissions and the Stability of Marriage. Amer. Math. Monthly, 69(1):9–15, 1962.

[8] A. Galichon and B. Salani. Matching with trade-offs: Revealed preferences over competing characteristics. Working paper, 2010.

[9] N. E. Gretsky, J. M. Ostroy, and W. R. Zame. The Nonatonic Assignment Model. Economic Theory, 2(1):103–27, January 1992.

[10] N. E. Gretsky, J. M. Ostroy, and W. R. Zame. Perfect Competition in the Continuous Assignment Model. Journal of Economic Theory, 88(1):60–118, September 1999.

[11] A. Hassidim and A. Romm. An approximate ”law of one price” in random assignment games. CoRR, abs/1404.6103, 2014.

[12] R. Holzman and D. Samet. Matching of like rank and the size of the core in the marriage problem. Unpublished, 2013.

[13] N. Immorlica and M. Mahdian. Marriage, honesty, and stability. In Proceedings of the Sixteenth Annual ACM-SIAM Symposium on Discrete Algorithms, pages 53–62 (electronic). ACM, New York, 2005.

[14] F. Kojima and P. A. Pathak. Incentives and stability in large two-sided matching markets. American Economic Review, 99(3):608–27, 2009.

[15] F. Kojima, P. A. Pathak, and A. E. Roth. Matching with couples: Stability and incentives in large markets. Quarterly Journal of Economics, 128(4):1585–1632, 2013.

[16] A. E. Roth and E. Peranson. The redesign of the matching market for American physicians: Some engineering aspects of economic design. American Economic Review, 89:748–780, 1999.

[17] L. Shapley and M. Shubik. The assignment game i: The core. International Journal of Game Theory, 1(1):111–130, 1971.
A  Results on point processes in the unit hypercube

Consider the $K$ dimensional unit hypercube $[0, 1]^K$, and the Poisson process of rate $n$ in this hypercube, leading to $N$ points $(\epsilon_j)_{j=1}^N$. (Note that $\mathbb{E}[N] = n$.) Here $\epsilon_i = (\epsilon_i^1, \epsilon_i^2, \ldots, \epsilon_i^K)$. Let $\mathcal{K} = \{1, 2, \ldots, K\}$ denote the set of dimension indices.

Let $\mathcal{R}^k$ be the region defined by Eq. (1), and let $V^k$ and $V^k$ be as defined by Eqs. (3) and (4) respectively. Similarly, let $\mathcal{R}^{k_1,k_2}(\delta)$ be the region defined by Eq. (2), and let $V^{k_1,k_2}(\delta)$ and $V^{k_1,k_2}(\delta)$ be as defined by Eqs. (5) and (6) respectively.

The following lemma, key to our proof of Theorem 1, says that with high probability, all the $(V^k)$'s and the $(V^{k_1,k_2})$'s are no larger than a (deterministic) function of $n$ that scales as $O^*(1/n^{1/K})$.

**Lemma A.1.** Let $\mathcal{R}^k$ be the region defined by Eq. (1), and let $V^k$ and $V^k$ be as defined by Eqs. (3) and (4) respectively. Similarly, let $\mathcal{R}^{k_1,k_2}(\delta)$ be the region defined by Eq. (2), and let $V^{k_1,k_2}(\delta)$ and $V^{k_1,k_2}(\delta)$ be as defined by Eqs. (5) and (6) respectively. Fix $K \geq 1$. Then there exists $f(n, K) = O^*(1/n^{1/K})$ such that for any $\delta = \delta(n) \in [0, 1/2]$ the following holds: Let

$$B_1 = \left\{ \max_{k \in \mathcal{K}} V^k, \max_{(k_1, k_2) \in \mathcal{K}^{(2)}} V^{k_1, k_2}(\delta) \leq f(n, K) \right\},$$

where $\mathcal{K}^{(2)} = \{(k_1, k_2) : k_1, k_2 \in \mathcal{K}, k_1 \neq k_2\}$. (If $K = 1$, then $\mathcal{K}^{(2)}$ is the empty set $\emptyset$ in which case we follow the convention that $\max_{\emptyset} [-] = -\infty$.) We have

$$\Pr(B_1) \geq 1 - 1/n.$$

**Proof.** Let $m = \lceil 1/(C \log n/n^{1/K}) \rceil$ for some $C < \infty$ that we will choose later, and let $\Delta = 1/m$. Note that

$$\Delta \geq (C \log n/n^{1/K}).$$

In our analysis of $V^k$ (resp. $V^{k_1,k_2}$), we will divide the interval $[0, 1]$ (resp. $[-1 + \delta, 1]$) into subintervals of size $\Delta$ each, and show that with large probability, each subinterval contains at least one value of $\epsilon_i \in \mathcal{R}^k$ (resp. $\epsilon_i^{k_1} - \epsilon_i^{k_2}$ for $i : \epsilon_i \in \mathcal{R}^{k_1,k_2}$). We will find that the density of points in $V^k$ (resp. $V^{k_1,k_2}$) is smallest near 0 (resp. $-1 + \delta$), but even for the interval $[0, \Delta]$ (resp. $[-1 + \delta, -1 + \delta + \Delta]$), the number of points is Poisson with parameter $\Theta(n\Delta^K) = \Theta(\log n)$, allowing us to obtain the desired result for appropriately chosen $C$.

We first present our formal argument leading to a bound on $V^k$, followed by a similar argument leading to a bound on $V^{k_1,k_2}$. Let

$$B^k \equiv \bigcap_{i=0}^{m-1} \{ [i\Delta, (i+1)\Delta] \cap V^k \neq \emptyset \},$$

where $\emptyset$ is the empty set. Clearly, $B^k \Rightarrow V^k \leq 2\Delta$. We now show that for any $k \in \mathcal{K}$, we have $\Pr(B^k) \leq 1/n^{K+2}$, for appropriately chosen $C$. Define

$$h^j(x, \theta) = \begin{cases} x^j & \text{for } x \in [\theta, 1] \\ 0 & \text{otherwise.} \end{cases}$$

It is easy to see that $V^k$ follows a Poisson process with density $nh^{K-1}(\cdot, 0)$. The number of points in interval $[i\Delta, (i+1)\Delta]$ is hence Poisson with parameter

$$n \int_{i\Delta}^{(i+1)\Delta} h^{K-1}(x) \, dx = ((i + 1)^K - i^K)n\Delta^K/K \geq n\Delta^K/K \geq C \log n/K ,$$

where

$$\text{In fact, our proof of Lemma A.1 identifies a bound of } (C \log n/n)^{1/K} \text{ where } C = 6K(K - 1), \text{ for sufficiently large } n.$$
where we used the lower bound on $\Delta$ in (14). It follows that
\[
\Pr([i\Delta, (i+1)\Delta] \cap \mathcal{V}^k = \emptyset) \leq \exp(-C \log n/K) = 1/n^{C/K} \leq 1/n^3,
\]
for $C \geq 3K$. We deduce by union bound over $i = 0, 1, \ldots, m-1$ and De Morgan’s law on (15) that
\[
\Pr(\mathcal{B}^k) \leq m/n^3 \leq n^{1/K}/n^3 \leq 1/n^2.
\]
Using union bound over $k$ we deduce that
\[
\Pr\left(\bigcup_k \mathcal{B}^k\right) \leq K/n^2
\]
(17)

We now present a similar argument to control $\mathcal{V}^{k_1,k_2}$ when $K \geq 2$. Let $m' = (1-\delta)/\Delta$. (To simplify notation we assume $m'$ is an integer. The case when it is not an integer can be easily handled as well.) Let
\[
\mathcal{B}^{k_1,k_2} \equiv \bigcap_{i=-m'}^{m-1} \{[i\Delta, (i+1)\Delta] \cap \mathcal{V}^{k_1,k_2} \neq \emptyset\},
\]
where $\emptyset$ is the empty set. Clearly, $\mathcal{B}^{k_1,k_2} \Rightarrow \mathcal{V}^{k_1,k_2} \leq 2\Delta$. We now show that for any $k_1 \neq k_2$, we have $\Pr(\mathcal{B}^{k_1,k_2}) \leq K(K-1)/n^2$, for appropriately chosen $C$. It is easy to see that the two-dimensional projection $(x, y) = (\epsilon_i^{k_1}, \epsilon_i^{k_2})$ of points in $\mathcal{R}^{k_1,k_2}$ follows a two-dimensional Poisson process with density $h^{K-2}(\cdot, \delta) \cdot \mathbb{1}(y \in [0, 1])$, cf. (16). We deduce that values in $\mathcal{V}^k$ follow a one-dimensional Poisson process with density $ng$ for $g = h^{K-2}(-, \delta) \cdot \mathbb{1}(x \in [-1, 0])$, where $*$ is the convolution operator. A short calculation yields
\[
g(x) = \begin{cases} 
\frac{(x+1)^{K-1} - \delta^{K-1}}{(K-1)} & \text{for } x \in [-1, \delta), \\
\frac{1 - \delta^{K-1}}{(K-1)} & \text{for } x \in [0, \delta) \\
\frac{1 - x^{K-1}}{(K-1)} & \text{for } x \in [\delta, 1] \\
0 & \text{otherwise.}
\end{cases}
\]

The number of points in interval $[i\Delta, (i+1)\Delta]$ is Poisson with parameter
\[
n \int_{i\Delta}^{(i+1)\Delta} g(x) \, dx.
\]
Below we bound the value of this parameter for different cases on $i$, obtaining a bound of $(K+3) \log n$ in each case, for large enough $C$.

For $-m' \leq i < 0$, the smallest parameter occurs for $i = -m'$, since $g(x)$ is monotone increasing in $[-1 + \delta, 0]$. Thus, the Poisson parameter is lower bounded by its value for $i = -m'$, which is
\[
n \left[ (\delta + \Delta)^K - \delta^K \right] / K - \delta^{K-1} \Delta / (K-1) \geq n\Delta^K / (K(K-1)) \geq C \log n / (K(K-1)) \geq 3 \log n,
\]
for $C \geq 3K(K-1)$, using (14), and $(\delta + \Delta)^K \geq \Delta^K + K \Delta \delta^{K-1} + \delta^K$.

For $0 \leq i < m - m'$, the Poisson parameter is
\[
n \left[ 1 - \delta^{K-1} \right] \Delta / (K-1) \geq n\Delta / (2(K-1)) \geq n\Delta^K / (K(K-1)) \geq 3 \log n,
\]
using $\delta \geq 1/2$ and $K \geq 2$.

For $(m-m') \leq i < m$, the Poisson parameter is
\[
n (\Delta - \Delta^K ((1+i)^K - i^K) / K) / (K-1).
\]
A short calculation allows us to again bound this below by \((K + 3)\log n\) (the bound is slack for \(K > 2\)): Note that

\[
\Delta^K((1 + i)^K - i^K) \leq \Delta^K(m^K - (m - 1)^K) = 1 - (1 - \Delta)^K \\
\leq K\Delta - K(K - 1)\Delta^2/2 + K(K - 1)(K - 2)\Delta^3/6,
\]

where we used that \((1 + i)^K - i^K\) is monotone increasing in \(i\) for \(i \geq 0\). Substituting back, we obtain that the Poisson parameter is bounded by

\[
n(1 - (K - 2)\Delta^3/3)\Delta^2/2 \geq n\Delta^2/4
\]

for \((K - 2)\Delta/3 \leq 1/2\), which occurs for sufficiently large \(n\). Finally, \(\Delta^2 \geq \Delta^K\), hence \(n\Delta^2/4 \geq 3\log n\) for \(C \geq 12\).

Choosing \(C = 6K(K - 1)\), in all cases the Poisson parameter is bounded below by \(3\log n\). It follows that

\[
\Pr([i\Delta, (i + 1)\Delta] \cap V^{k_1,k_2} = \emptyset) \leq \exp(-3\log n) = 1/n^3.
\]

We deduce by union bound over \(i\) and De Morgan’s law on (18) that

\[
\Pr(\bigcup_{(k_1,k_2)} B^{k_1,k_2}) \leq 2m/n^3 \leq n^{1/K}/n^3 \leq 1/n^2,
\]

for large enough \(n\). Using union bound over \((k_1,k_2)\) we deduce that

\[
\Pr\left(\bigcap_{(k_1,k_2)} \bar{B}^{k_1,k_2}\right) \geq K(K - 1)/n^2
\]

Combining (19) and (20) by union bound and using De Morgan’s law, we deduce that

\[
\Pr\left[\left(\bigcap_{k} V^{k}\right) \cap \left(\bigcap_{(k_1,k_2)} \bar{B}^{k_1,k_2}\right)\right] \geq 1 - K^2/n^2
\]

for large enough \(n\). This implies that for large enough \(n\), with probability at least \(1 - K^2/n^2\) we have

\[
\max_k \left(\max_{k_1,k_2} V^{k_1,k_2}\right) \leq 2\Delta \leq 3(C \log n/n)^{1/K} = O^*(1/n^{1/K}),
\]

implying the main result for large enough \(n\) (note that \(K^2/n^2 < 1/n\) for large enough \(n\)). For small values of \(n\), we can simply choose \(f(n,k)\) large enough to ensure that the bound holds with sufficient probability.

\[\square\]

**Lemma A.2.** For \(k \in K\), let \(\bar{R}^k(\delta)\), \(\bar{V}^k(\delta)\) and \(\bar{V}^k(\delta)\) be as defined by Eqs. (7), (8) and (9) respectively. Fix \(K \geq 1\). There exists \(f(n) = O^*(1/n)\) such that for any \(\delta \in (0,1]\), the following occurs: Let

\[
\mathcal{B}_2 = \left\{\max_{k \in K} \bar{V}^k(\delta) \leq f(n)/\delta^{K-1}\right\}.
\]

Then

\[
\Pr(\mathcal{B}_2) \geq 1 - 1/n.
\]
Proof. The values in the set \( \hat{V}^k \subset [0, 1] \) follow a one-dimensional Poisson process with rate \( n\delta^{K-1} \). Choose \( f(n) = 6 \log n/n \). If \( 6 \log n/(n\delta^{K-1}) \geq 1 \) there is nothing to prove, since \( \max_{k \in K} \hat{V}^k(\delta) \leq 1 \) by definition. Hence assume \( 6 \log n/(n\delta^{K-1}) < 1 \). Divide \([0, 1]\) into intervals of length \( \Delta = f(n)/(3\delta^{K-1}) = 3 \log n/(n\delta^{K-1}) \) (to simplify notation, we assume \( 1/\Delta \geq 2 \) is an integer. The argument can easily be adapted to handle \( n\delta^{K-1}/(3 \log n) \) not an integer). The probability that any particular interval of length \( \Delta \) does not contain a point is no more than \( \exp(-3 \log n) = 1/n^3 \). The number of intervals of length \( \Delta \) is \( 1/\Delta = n\delta^{K-1}/(3 \log n) \leq n \) for large enough \( n \). By union bound, with probability at least \( 1 - 1/n^2 \), each \( \Delta \)-interval contains at least one point, implying that \( \hat{V}^k(\delta) \leq 2\Delta = f(n)/\delta^{K-1} \) with probability at least \( 1 - 1/n^2 \), as required. \( \square \)

In this section so far we considered the rate \( n \) Poisson process in \([0, 1]^K\) for convenience. However, the results we proved can easily be transported to the closely related model of \( n \) points distributed i.i.d. uniformly in \([0, 1]^K\).

**Lemma A.3.** Consider \( n \) points distributed i.i.d. uniformly in \([0, 1]^K\). Lemmas A.1 and A.2 hold for this model as well.

**Proof.** We use a standard coupling argument along with monotonicity of the considered random variables with respect to additional points. Let \( \mathcal{P} \) be a rate \( n/2 \) Poisson process in \([0, 1]^K\). The \( N \) points are distributed i.i.d. uniform \([0, 1]^K\) conditioned on the value of \( N \). Let \( \mathcal{B} \) be the event \( N \leq n \). Clearly, \( \mathcal{B} \) occurs with probability at least \( 1 - 1/n^2 \). Let \( \mathcal{U} \) be the process consisting of \( n \) points distributed i.i.d. in \([0, 1]^K\). Conditioned on \( \mathcal{B} \), we can couple the process \( \mathcal{P} \) with the process \( \mathcal{U} \) such that for every point in the Poisson process, there is an identically located point in \( \mathcal{U} \).

We now show how to establish Lemma A.2 for process \( \mathcal{U} \) using such a coupling. Note that \( \max_{x \in K} \hat{V}^k(\delta) \) is monotone non-increasing as we add more points. As such, an upper bound on this quantity continues to hold if more points are added. For instance, consider \( \max_{x \in K} \hat{V}^k(\delta) \). Let \( \mathcal{B}' \) be the event that

\[
\max_{k \in K} \hat{V}^k(\delta) \leq f(n/2)/\delta^{K-1}
\]

under \( \mathcal{P} \). The proof of Lemma A.2 shows that \( \Pr(\mathcal{B}') \geq 1 - (2/n)^2 \). By union bound on \( \mathcal{B} \) and \( \overline{\mathcal{B}} \), we deduce that \( \Pr(\mathcal{B} \cap \mathcal{B}') \geq 1 - 5/n^2 \geq 1 - 1/n \), for large enough \( n \). We deduce, using a coupling as described above, that with probability at least \( 1 - 1/n \), for process \( \mathcal{U} \) we have

\[
\max_{k \in K} \hat{V}^k(\delta) \leq \bar{f}(n)/\delta^{K-1},
\]

where \( \bar{f}(n) = f(n/2) \), for large enough \( n \). (For small values of \( n \), we can simply choose \( \bar{f}(n) \) large enough to ensure that the bound holds with sufficient probability.) Thus we have shown that Lemma A.2 holds for process \( \mathcal{U} \).

Lemma A.1 can similarly be established for process \( \mathcal{U} \) using that

\[
\max \left( \max_{k \in K} V^k, \max_{(k_1, k_2) \in \mathcal{K}^2} V^{k_1, k_2}(\delta) \right)
\]

is monotone non-increasing as we add more points. \( \square \)

We now establish another result about \( n \) points \( (\epsilon_j)_{j=1}^n \) distributed i.i.d. uniformly in \([0, 1]^K\). This result is key to the proof of the tightness of Theorem 1 (Proposition 3).

For \( \delta \in [0, 1] \) let

\[
\hat{\mathcal{R}}^{k_1, k_2}(\delta) = \{ x \in [0, 1]^K : x^{k_1} \geq x^{k_2} - \delta; x^{k_1} \geq x^k \forall k \notin \{k_1, k_2\}, k \in \mathcal{K} \}
\]

(22)

Let \( n^{k_1, k_2}(\delta) \) be the number of points in \( \hat{\mathcal{R}}^{k_1, k_2}(\delta) \).
Lemma A.4. Let $\mathcal{B}_3$ be the event that for all $k_1, k_2 \in \mathcal{K}$ we have $n^{k_1,k_2} \geq 1 + n/K$. For $\delta = \delta(n) \geq 1/n^{0.49}$, we have that $\mathcal{B}_3$ occurs with high probability.

Proof. A short calculation shows that the volume of $\hat{R}^{k_1,k_2}(\delta)$ is

$$v = \frac{1}{K-1} \left( 1 - \frac{(1 - \delta)^{K}}{K} \right)$$

for $\delta \leq 2/(K(K-1))$. Now, the probability of $\epsilon_j \in \hat{R}^{k_1,k_2}(\delta)$ is exactly $v$. It follows that $n^{k_1,k_2}$ is distributed as Binomial($n,v$). Notice $E[n^{k_1,k_2}] = nv \geq n(1 + \delta)/K$. We obtain

$$\Pr(n^{k_1,k_2} < 1 + n/K) \leq \exp\{-\Omega(n\delta^2)\} = o(1)$$

using a standard Chernoff bound (e.g., see Durrett [6]). Using union bound over pairs $k_1, k_2$ we deduce that $\mathcal{B}_3$ occurs with probability $o(1)$, i.e., event $\mathcal{B}_3$ occurs with high probability.

B Proof of Theorem 1 upper bound

We now present the complete proof of Theorem 1. We start by proving the lemmas stated in Section 4.

Proof of Lemma 1. Suppose not, and let $C$ be a connected component of $G(M)$ where all vertices are unmarked. Abusing notation, let $C_L$ (resp. $C_E$) denote the types in $\mathcal{T}_L$ (resp. $\mathcal{T}_E$) that are in $C$. By the definition of the marks, we know that all agents of type $s$ in $C_L \cup C_E$ must be matched. Furthermore, by the definition of $G(M)$, an agent whose type is in $C_L$ can only be matched to an agent whose type is in $C_E$ and vice versa. Therefore, we must have that

$$\sum_{k \in C_L} n_k = \sum_{q \in C_E} n_q,$$

which contradicts Assumption 1.

Proof of Lemma 2. Let $t \in \mathcal{T}_L \cup \mathcal{T}_E$ and $t' \in \vartheta(t)$, let $\beta_{tt'}$ be defined as:

$$\beta_{tt'} = \begin{cases} -\alpha_{tt'} & \text{if } t \in \mathcal{T}_E \\ \alpha_{tt'} - u(t,t') & \text{if } t \in \mathcal{T}_E \end{cases}$$

Using the above notation, we can re-write the conditions in Proposition 2 associated to a fixed type $t \in \mathcal{T}_L \cup \mathcal{T}_E$ as follows:
For every \( k, k' \in \vartheta(t) \):
\[
\min_{j \in U \cap M(k)} \nu_j^k - \nu_j^{k'} \geq \beta_{kt} - \beta_{k't} \geq \max_{j \in U \cap M(k')} \nu_j^k - \nu_j^{k'}.
\]

For every \( k \in \vartheta(t) \):
\[
\min_{j \in U \cap M(k')} \nu_j^k \geq \beta_{kt} \geq \max_{j \in \varphi(U)} \nu_j^k.
\]

As all the \( \nu \) variables are in \([0,1]\), then the above conditions can be interpreted as geometric conditions in the \([0,1]^D(t)\)-hypercube.

The proof of Lemma 3 is partitioned into two lemmas. Given a core solution \((M, \alpha)\), let the event \( D(t, \delta) \) be defined as:
\[
D(t, \delta) = \{ \beta_t \geq \delta \ \forall z \in \vartheta(t) \}.
\]

Lemma B.1 below deals with \( D(t, \delta) \) whereas Lemma B.2 deals with the complement \( \overline{D(t, \delta)} \). Together they imply Lemma 3.

Lemma B.1. Consider a core solution \((M, \alpha)\) and a type \( t \). Let the events \( F_1(t) \), \( D(t, \delta) \) and \( B_2(t, \delta) \) be as defined by Eqs. (12), (27) and (11) respectively. Under \( F_1(t) \cap D(t, \delta) \cap B_2(t, \delta) \), we have \( \max_{\nu \in \vartheta(t)} \left( \alpha_{t,t'}^{\max} - \alpha_{t,t'}^{\min} \right) \leq f_2(n_t) / \delta^{D(t)-1} \), where \( f_2 \) is as defined in the statement of Lemma A.2.

Proof. Let \( D = D(t) \). Fix \( k \in \vartheta(t) \) and consider the orthotope \( \hat{R}^k = \hat{R}^k(t, \delta) \) as defined by Eq. (7). As \( D(t, \delta) \) occurs, \( \beta_t \geq 1/\delta \) for all \( z \in \vartheta(t) \) and therefore \( \hat{R}^k \) can only contain points corresponding to agents in \( M(k) \cup U \). By using the notation introduced above, condition (IM) in Proposition 2 implies: \( \alpha_{kt}^{\max} - \alpha_{kt}^{\min} \leq \min_{j \in U \cap M(k)} \nu_j^k - \max_{j \in \varphi(U)} \nu_j^k \). However, \( \min_{j \in U \cap M(k)} \nu_j^k - \max_{j \in \varphi(U)} \nu_j^k \leq \min_{j \in R^k \cap M(k)} \nu_j^k - \max_{j \in R^k \cap U} \nu_j^k \leq V^k(t, \delta) \), where \( V^k(t, \delta) \) is as defined by Eq. (9).

Therefore, for each \( k \in \vartheta(t) \) we must have \( \alpha_{kt}^{\max} - \alpha_{kt}^{\min} \leq V^k(t, \delta) \). Finally, under \( B_2(t, \delta) \) we have \( \max_{k \in \vartheta(t)} V^k(t, \delta) \leq f_2(n_t) / \delta^{D-1} \), which completes the result.

Lemma B.2. Consider a core solution \((M, \alpha)\) and a type \( t \). Let \( F_1(t) \) be the event defined in Eq. (12). Let the event \( B_1(t, \delta) \) be as defined by Eq. (10), and let the event \( \overline{D(t, \delta)} \) denote the complement of the event defined by Eq. (27). Under \( F_1(t) \cap \overline{D(t, \delta)} \cap B_1(t, \delta) \), we have \( \max_{\nu \in \vartheta(t)} \left( \alpha_{t,t'}^{\max} - \alpha_{t,t'}^{\min} \right) \leq f_1(n_t, D(t)) + \delta \), where \( f_1 \) is as defined in the statement of Lemma A.4.

Proof. Suppose \( t \in T_\varnothing \). Consider the unit hypercube in \( \mathbb{R}^K \). For each \( j \in \mathcal{E} \) such that \( \tau(j) = t \), let \( \epsilon_j \in [0,1]^K \) denote the vector of realizations of \( \epsilon_j^k \) for every \( k \in T_\varnothing \). By condition (ST) in Proposition 2, we can partition the \([0,1]^K\) hypercube into \(|\vartheta(t)|\) regions such that all the points \( \epsilon \) corresponding to agents matched to \( k \in \vartheta(t) \) must be contained in the corresponding region. In particular, for each \( k \in \vartheta(t) \), we define \( Z(k) \subseteq [0,1]^K \) to be the region corresponding to type \( k \), with \( Z(k) = \bigcap_{k' \neq k} \{ x \in [0,1]^K : x_k - x_{k'} \geq \alpha_{k't} - \alpha_{kt} \} \). Note that the region \( Z(k) \) can only contain points corresponding to agents matched to \( k \) or unmatched.

Let \( k^* = \arg\max_{k \in T_\varnothing} \{ \alpha_{kk} : k \in \vartheta(t) \} \), and let \( R^{k*} = R^{k^*}(t) \) be as defined by Eq. (11). By condition (ST) in Proposition 2 we have that for all \( k \in \vartheta(t) \):
\[
\min_{j \in \varphi(U \cap M(k^*))} \epsilon_j^k - \epsilon_j^{k^*} \geq \alpha_{kt} - \alpha_{k^*t} \geq \max_{j \in \varphi(U \cap M(k))} \epsilon_j^k - \epsilon_j^{k^*}.
\]

As \( \alpha_{kt} - \alpha_{k^*t} \leq 0 \) for all \( k \in \vartheta(t) \), we must have \( R^{k^*} \subseteq Z(k^*) \). Let \( V^{k^*} = V^{k^*}(t) \) be as defined in Eq. (14). We claim that \( \alpha_{t,t'}^{\max} - \alpha_{t,t'}^{\min} \leq V^{k^*} \). To see why this holds, consider two separate cases. First, suppose there is at least one point corresponding to an unmatched agent in
\( R^{k^*} \). By condition (IM) in Proposition 2, we must have \( \min_{j \in \land M(k^*)} \epsilon_j^k - \alpha_{k,t} \geq -\alpha_{k^*} \geq \max_{j \in \land U} \epsilon_j^k \). Hence, \( \alpha_{k^*,t}^\max - \alpha_{k^*,t}^\min \geq \min_{j \in \land M(k^*)} \epsilon_j^k - \max_{j \in \land U} \epsilon_j^k \leq V^k \) as desired. For the second case, suppose that all points in \( R^{k^*} \) correspond to matched agents. As \( \max_{j \in \land U} \epsilon_j^k \geq 0 \), we must have \( \alpha_{k^*,t}^\max - \alpha_{k^*,t}^\min \leq \min_{j \in \land M(k^*)} \epsilon_j^k - \max_{j \in \land U} \epsilon_j^k \leq V^k \), as the difference between 0 and the \( \min_{j \in \land R_k^*} \epsilon_j^k \) is upper bounded by \( V^{k^*} \). Therefore, we conclude \( \alpha_{k^*,t}^\max - \alpha_{k^*,t}^\min \leq V^{k^*} \).

Next, we consider the bound for any arbitrary type \( k \in \vartheta(t) \). By condition (ST) in Proposition 2, we have that for all \( k \in \vartheta(t) \):

\[
\alpha_{k^*,t}^\max + \min_{j \in \land M(k^*)} \epsilon_j^k - \epsilon_j^k \geq \alpha_{k,t} \geq \max_{j \in \land q \cap M(k)} \epsilon_j^k - \epsilon_j^k + \min_{j \in \land M(k^*)} \epsilon_j^k - \epsilon_j^k.
\]

Therefore,

\[
\alpha_{k^*,t}^\max - \alpha_{k^*,t}^\min \leq \alpha_{k^*,t}^\max - \alpha_{k^*,t}^\min + \min_{j \in \land M(k^*)} \epsilon_j^k - \epsilon_j^k - \max_{j \in \land q \cap M(k)} \epsilon_j^k - \epsilon_j^k.
\]

From our previous bound, we have that \( \alpha_{k^*,t}^\max - \alpha_{k^*,t}^\min \leq V^{k^*} \). We now want an upper bound on \( \min_{j \in \land \cap M(k^*)} \epsilon_j^k - \epsilon_j^k - \max_{j \in \land \cup M(k)} \epsilon_j^k - \epsilon_j^k \). Let \( R^{k^*,k} = R^{k^*,k}(t, \delta) \) and \( V^{k^*,k}(t) \) be as defined by Eqs. (2) and (3). We shall show that \( \min_{j \in \land \cap M(k^*)} \epsilon_j^k - \epsilon_j^k - \max_{j \in \land \cup M(k)} \epsilon_j^k - \epsilon_j^k \leq V^{k^*,k} + \delta \). Recall that, under \( D(t, \delta) \), we have \( \delta \geq \alpha_{k^*,t} \).

To that end, note that all points in \( R^{k^*,k} \) must correspond to agents matched to \( k^* \) or matched to \( k \), as the region \( R^{k^*,k} \) cannot contain unmatched without violating condition (IM). Furthermore, as \( R^{k^*} \subseteq Z(k^*) \) and \( R^{k^*} \cap R^{k^*,k} \neq \emptyset \), at least one point in \( R^{k^*,k} \) corresponds to an agent matched to \( k^* \). We now consider two separate cases, depending on whether \( R^{k^*,k} \) contains at least one point matched to \( k \). First, suppose \( R^{k^*,k} \) contains a at least one point matched to \( k \). Then, the bound trivially applies as

\[
\min_{j \in \land \cap M(k^*)} \epsilon_j^k - \epsilon_j^k + \max_{j \in \land \cup M(k^*)} \epsilon_j^k - \epsilon_j^k \leq \max_{j \in \land \cap M(k^*)} \epsilon_j^k - \epsilon_j^k + \max_{j \in \land \cup M(k^*)} \epsilon_j^k - \epsilon_j^k \leq V^{k^*,k} + \delta.
\]

Otherwise, \( R^{k^*,k} \) contains only points matched to \( k^* \). In that case,

\[
\min_{j \in \land \cap M(k^*)} \epsilon_j^k - \epsilon_j^k + \max_{j \in \land \cup M(k^*)} \epsilon_j^k - \epsilon_j^k \leq \max_{j \in \land \cap M(k^*)} \epsilon_j^k - \epsilon_j^k + \max_{j \in \land \cup M(k^*)} \epsilon_j^k - \epsilon_j^k \leq V^{k^*,k} + \delta,
\]

as desired. Overall, we have shown that:

\[
\max_{k \in \vartheta(t)} (\alpha_{k^*,t}^\max - \alpha_{k^*,t}^\min) \leq \max_{k \in \vartheta(t)} \left( V^{k^*,k} + \max_{k \in \vartheta(t)} (V^{k^*,k} + \delta) \right).
\]

Under \( B_{1}(t, \delta) \) we have \( \max_{k \in \vartheta(t)} (V^{k^*,k}) \leq f_{1}(n_t, K) \), implying

\[
\max_{k \in \vartheta(t)} \left( V^{k^*,k} + \max_{k \in \vartheta(t)} (V^{k^*,k} + \delta) \right) \leq 2f_{1}(n_t, K) + \delta,
\]

as desired.

To conclude, we briefly discuss the changes when \( t \in \mathcal{T}_L \). Consider the unit hypercube in \( \mathbb{R}^Q \). For each \( j \in \mathcal{L} \) such that \( \tau(j) = t \), let \( \eta_j \in [0, 1]^Q \) denote the vector of realizations of \( \eta_j^q \) for every \( q \in \mathcal{T}_L \). For each \( q \in \vartheta(t) \), we define \( Z(q) \subseteq [0, 1]^Q \) to be the region corresponding to type \( q \). The main difference with the case in which \( t \in \mathcal{T}_L \) is that we need to define the regions \( Z(q) \) in terms of the \( \tilde{\eta} \) instead of \( \eta \). To that end, let \( \tilde{\beta}_{k,q} = \alpha_{k,q} - u(k, q) \). By the (ST) condition in Proposition 2, we must have:

\[
\min_{i \in \land \cap M(q')} \tilde{\eta}_i^q - \tilde{\eta}_i^q \geq \alpha_{1q} - \alpha_{0q} \geq \max_{i \in \land \cup M(q')} \tilde{\eta}_i^q - \tilde{\eta}_i^q,
\]

as required.
or equivalently,
\[
\min_{i \in R^*} \eta^*_{ij} - \eta^i q' - \beta_{tq'} \geq \max_{i \in R^*} \eta^*_{ij} - \eta^i q' - \beta_{tq'}.
\]

By using \( \beta \) instead of \( \alpha \), the same geometric intuition as before applies. Then, we define
\[
Z(q) = \cap_{q' \in \vartheta(t)} \{ x_q - x_{q'} \geq \beta_{qt} - \beta_{q't} \}. \quad \text{To select } q^*, \text{ we just select the one with smallest } \beta_{qt}. \text{ The rest of the proof remains the same.}
\]

Proof of Lemma 3 Lemma 3 immediately follows from Lemmas 3.1 and 3.2.

Proof of Lemma 4 Consider a core solution \( (M, \alpha) \). Let \( D = D(t) \). Fix a type \( t^* \in \vartheta(t) \), and let \( k^* = \arg \max_{k \in \vartheta(t)} \beta_{tk} \). We start by showing that, under \( F_2(t) \cap B_1(t, \delta) \), we must have \( \alpha_{tk} - \alpha_{tq} \leq (\alpha_{tk} - \alpha_{tq}) + f_1(n_t, D(t)) + 2\delta \). If \( k^* = t^* \), the claim follows trivially. Otherwise, let \( R^{k^*, t^*} = R^{k^*, t}(\delta, \delta) \) and \( V^{k^*, t^*} = V^{k^*, t}(\delta, \delta) \) be as defined by Eqs. (2) and (4). We show that
\[
\min_{j \in R^*} \nu_{j} - \nu_{q^*} \leq \min_{j \in R^*} \nu_{j} - \nu_{q^*} - \max_{j \in R^*} \nu_{j} - \nu_{q^*} \leq V^{k^*, t^*}.
\]

To that end, note that all points in \( R^{k^*, t^*} \) must correspond to agents matched to \( k^* \) or matched to \( t^* \), as under \( F_2(t) \) all agents in \( t \) are matched. Furthermore, by the definition of \( k^* \), \( R^{k^*, t^*} \) must contain a point corresponding to an agent matched to \( k^* \). We now consider two separate cases, depending on whether \( R^{k^*, t^*} \) contains at least one point corresponding to an agent matched to \( t^* \). First, suppose \( R^{k^*, t^*} \) contains at least one point corresponding to an agent matched to \( t^* \). Then,
\[
\min_{j \in \mathcal{R}^{k^* \wedge M(k^*)}} \nu_{j} - \nu_{q^*} \leq \min_{j \in \mathcal{R}^{k^* \wedge M(k^*)}} \nu_{j} - \nu_{q^*} - \max_{j \in \mathcal{R}^{k^* \wedge M(k^*)}} \nu_{j} - \nu_{q^*} \leq V^{k^*, t^*}.
\]

Otherwise, \( R^{k^*, t^*} \) contains only points matched to \( k^* \). In that case,
\[
\min_{j \in \mathcal{R}^{k^* \wedge M(k^*)}} \nu_{j} - \nu_{q^*} \leq \min_{j \in \mathcal{R}^{k^* \wedge M(k^*)}} \nu_{j} - \nu_{q^*} - \max_{j \in \mathcal{R}^{k^* \wedge M(k^*)}} \nu_{j} - \nu_{q^*} \leq V^{k^*, t^*} + \delta,
\]
as desired. By condition (ST) in Proposition 2, we must have:
\[
\alpha_{tk} - \alpha_{tk} \leq \alpha_{tk} - \alpha_{tk} + \min_{j \in \mathcal{R}^{k^* \wedge M(k^*)}} \nu_{j} - \nu_{q^*} - \max_{j \in \mathcal{R}^{k^* \wedge M(k^*)}} \nu_{j} - \nu_{q^*} \leq \alpha_{tk} - \alpha_{tk} + V^{k^*, t^*} + \delta.
\]

Next, consider an arbitrary \( k \in \vartheta(t) \) with \( k \neq t^*, k^* \). By condition (ST) in Proposition 2, we must have:
\[
\alpha_{tk} - \alpha_{tk} \leq \alpha_{tk} - \alpha_{tk} + \min_{j \in \mathcal{R}^{k^* \wedge M(k)}(k^*)} \nu_{j} - \nu_{q^*} - \max_{j \in \mathcal{R}^{k^* \wedge M(k)}(k^*)} \nu_{j} - \nu_{q^*} \leq \alpha_{tk} - \alpha_{tk} + V^{k^*, t} + \delta.
\]

Let \( R^{k^*, k} = R^{k^*, k}(t, \delta) \) and \( V^{k^*, k} = V^{k^*, k}(t, \delta) \) be as defined by Eqs. (2) and (4). By repeating the same arguments as before, we can show that
\[
\min_{j \in \mathcal{R}^{k^* \wedge M(k)}} \nu_{j} - \nu_{q^*} \leq \min_{j \in \mathcal{R}^{k^* \wedge M(k)}} \nu_{j} - \nu_{q^*} - \max_{j \in \mathcal{R}^{k^* \wedge M(k)}} \nu_{j} - \nu_{q^*} \leq V^{k^*, k} + 2\delta.
\]

Hence,
\[
\alpha_{kt} - \alpha_{kt} \leq \alpha_{kt} - \alpha_{kt} + V^{k^*, k} + \delta \leq \alpha_{kt} - \alpha_{kt} + V^{k^*, t} + V^{k^*, k} + 2\delta.
\]

To conclude, note that
\[
\max_{k \in \vartheta(t)} (\alpha_{kt} - \alpha_{kt}) \leq (\alpha_{kt} - \alpha_{kt}) + 2 \left( \max_{k \in \vartheta(t)} V^{k, k} \right) + 2\delta \leq (\alpha_{kt} - \alpha_{kt}) + 2f_1(n_t, D) + 2\delta,
\]
where the last inequality follows from the fact that \( B_1(t, \delta) \) occurs by hypothesis.
We can now proceed to the proof of the main theorem.

Proof of Theorem 1. Let \( n^* = \min_{t \in T_L} n_t \). Under Assumption 2 we have that \( n^* = \Theta(n) \). Let \( \delta = 1/(n^*)^{1/\max(K,Q)} \). For each \( t \in T_L \cup T_E \), let the events \( B_1(t, \delta) \) and \( B_2(t, \delta) \) be as defined by Eqs. (10) and (11) respectively. We start by showing that, under \( \bigcap_{t \in T_L \cup T_E} (B_1(t, \delta) \cap B_2(t, \delta)) \), we must have \( C \leq O^* \left( \frac{1}{\max(K,Q)n} \right) \).

To that end, construct the type-adjacency graph \( G(M) \) as defined in Section 4. For each vertex \( v \), we denote by \( d(v) \) the minimum distance between \( v \) and any marked vertex (that is, \( d(v) = 0 \) if \( v \) is marked, \( d(v) = 1 \) if \( v \) is unmarked and has a marked neighbour, and so on). By Lemma 1 we know that w.p.1, each connected component of \( G(M) \) must contain at least one marked vertex, so \( d(v) \) is well-defined for all \( v \). Let \( C_d = \{ v \in C : d(v) = d \} \), that is \( C_d \) is the set of vertices that are at distance \( d \) from a marked vertex. We now show the result by induction in \( d \). In particular, we show that, under \( \bigcap_{t \in T_L \cup T_E} (B_1(t, \delta) \cap B_2(t, \delta)) \), for each \( t \in C_d \) we have that \( \max_{k \in \vartheta(t)} (\alpha_{tk}^{\max} - \alpha_{tk}^{\min}) \leq g_d(n^*, \max(K,Q)) \) for some \( g_d(n^*, \max(K,Q)) = O^* \left( \frac{1}{n \gamma/\max(K,Q)} \right) \).

We start by showing that the claim holds for the base case \( d = 0 \). For each \( t \in C_0 \), either all agents in \( t \) are unmatched or at least one agent is matched. In the former case, we can just ignore type \( t \) as it will not contribute to the size of the core. In the latter, we note that w.p.1 the event \( F_1(t) \) as defined in the statement of Lemma 3 must hold. Therefore, we can apply Lemma 3 to obtain \( \max_{t \in \vartheta(t)} (\alpha_{t,t}^{\max} - \alpha_{t,t}^{\min}) \leq \max(f_1(n_t, D(t)) + \delta, f_2(n_t)/\delta^{D(t)-1}) \), where \( f_1 \) and \( f_2 \) are as defined in the statement of the lemma. To conclude the proof of the base case, let \( g_0(n^*, \max(K,Q)) = \max \left( f_1(n^*, \max(K,Q)) + \delta, f_2(n^*)/\delta^{\max(K,Q)-1} \right) \).

By the definition of \( f_1 \), \( f_2 \), and \( \delta \), together with Assumption 2 we have \( g_0(n^*, \max(K,Q)) = O^* \left( \frac{1}{n \gamma/\max(K,Q)} \right) \). Therefore, we have shown that, for every \( t \in C_0 \), we have

\[
\max_{k \in \vartheta(t)} (\alpha_{tk}^{\max} - \alpha_{tk}^{\min}) \leq g_0(n^*, \max(K,Q)).
\]

Now suppose the result holds for all \( d' \leq d \), we want to show it holds for \( d + 1 \). Fix \( t \in C_{d+1} \). By definition of \( C_{d+1} \), we have that all agents in \( t \) must be matched and therefore w.p.1, the event \( F_2(t) \) as defined in the statement of Lemma 4 occurs. Moreover, there must exist a \( t^* \) such that the vertex corresponding to \( t^* \) is \( C_d \) and \( t^* \in \vartheta(t) \). By induction, we have that \( (\alpha_{t^*t^*}^{\max} - \alpha_{t^*t^*}^{\min}) \leq g_d(n^*, \max(K,Q)) \) for \( g_d(n^*, \max(K,Q)) = O^* \left( \frac{1}{n \gamma/\max(K,Q)} \right) \). Further, by Lemma 4 we know that under \( \bigcap_{t \in T_L \cup T_E} (B_1(t, \delta) \cap B_2(t, \delta)) \), we have \( \max_{t \in \vartheta(t)} (\alpha_{t,t}^{\max} - \alpha_{t,t}^{\min}) \leq \alpha_{t^*t^*}^{\max} - \alpha_{t^*t^*}^{\min} + 2f_1(n_t, D(t)) + 2\delta \), where \( B_1(t, \delta) \) as defined by Eq. (13) and \( f \) as is defined in the statement of Lemma 4. Therefore, by letting \( g_{d+1}(n^*, \max(K,Q)) = g_d(n^*, \max(K,Q)) + 2f_1(n^*, \max(K,Q)) + 2\delta \), we have that with probability at least \( 1 - \frac{d+1}{n} \), we have \( \max_{k \in \vartheta(t)} (\alpha_{tk}^{\max} - \alpha_{tk}^{\min}) \leq g_{d+1}(n^*, \max(K,Q)) \) with \( g_{d+1}(n^*, \max(K,Q)) = O^* \left( \frac{1}{n \gamma/\max(K,Q)} \right) \).

Next, we note that \( \max_v d(v) \) is upper bounded by \( K + Q \). Hence, for every \( t \in T_L \cup T_E \), we have \( \max_{k \in \vartheta(t)} (\alpha_{tk}^{\max} - \alpha_{tk}^{\min}) \leq g_{K+Q}(n^*, \max(K,Q)) \) for \( g_{K+Q}(n^*, \max(K,Q)) = O^* \left( \frac{1}{n \gamma/\max(K,Q)} \right) \) and therefore

\[
\max_{t \in T_L \cup T_E} \max_{k \in \vartheta(t)} (\alpha_{tk}^{\max} - \alpha_{tk}^{\min}) \leq g_{K+Q}(n^*, \max(K,Q)).
\]

To conclude, by Lemma 2 we have that with probability at least \( 1 - \frac{2(K+Q)}{n} \), the event \( \bigcap_{t \in T_L \cup T_E} (B_1(t, \delta) \cap B_2(t, \delta)) \) occurs. In all other cases, we just use the fact that the size of the core is upper-bounded by a constant \( C < \infty \). Hence,
\[ E[C] = \frac{\sum_{(k,q) \in T_L \times T_E} N(k,q) \left( \alpha_{kq}^{\text{max}} - \alpha_{kq}^{\text{min}} \right)}{\sum_{(k,q) \in T_L \times T_E} N(k,q)} \]
\[ \leq (K + Q)g_{K+Q}(n^*, \max(K,Q)) + C \frac{2(K + Q)}{n^*} \]
\[ = O^* \left( \frac{1}{\max(K,Q) \sqrt{n}} \right) \]

implying the main result for large enough \( n \) (note that \( \frac{2(K + Q)}{n^*} = \Theta^*(1/n) \)).

\[ \square \]

### C Theorem 1 lower bound: Proof of Proposition 3

**Proof of Proposition 3.**

**Claim C.1.** For this market, all labor agents of types different from \( k^* \) will be matched in the core.

**Proof.** We know that there is some employer \( j \) who is either unmatched or matched to a labor agent \( i' \) of type \( k^* \). Consider any matching where a labor agent \( i \) of type \( k \neq k^* \) is unmatched. Now \( \Phi(i',j) = \epsilon_{i'} + \eta_{j}^{k^*} \leq 1 + 1 = 2 \), whereas \( \Phi(i,j) \geq u(k,1) = 3 \), hence the weight of such a matching can be increased by instead matching \( j \) to \( i \). It follows that in any maximum weight matching, all labor agents with type different from \( k^* \) are matched. Finally, recall that every core outcome lives on a maximum weight matching, cf. Proposition 2.

Among agents \( i \in k^* \), exactly one agent will be matched, specifically agent \( i^* = \arg \max_{i \in k^*} \eta_i \).

Let \( j^* \) be the agent matched to \( i^* \) (break ties arbitrarily). Recall that core solutions always live on a maximum weight matching, and in case of multiple maximum weight matchings, the set of vectors \( \alpha \) such that \((M, \alpha)\) is a core solution is the same for any maximum weight matching \( M \). This allows us to suppress the matching, and talk about a vector \( \alpha \) being in the core, cf. Proposition 2.

The (IM) condition in Proposition 2 for the pair of types \((k^*, 1)\) are

\[ \eta_{i^*} \geq \alpha_{k^*} \geq \max_{i \in k^* \setminus i^*} \eta_i, \tag{28} \]

and the slack condition \( \alpha_{k^*} \geq -\epsilon_{j^*}^{k^*} \). The (IM) conditions for types \((k, 1)\) for \( k \neq k^* \) are

\[ 3 + \min_{i \in k} \eta_i \geq \alpha_k \geq -\min_{j \in M(k)} \epsilon_j^k. \tag{29} \]

The stability conditions are

\[ \min_{j \in M(k)} \epsilon_j^k - \epsilon_j^{k'} \geq \alpha_{k'} - \alpha_k \geq \max_{j \in M(k')} \epsilon_j^k - \epsilon_j^{k'}, \tag{30} \]

for all \( k \neq k' \). It is easy to see that Eq. (30) with \( k' = k^* \) implies \( \alpha_k \leq 2 \) for all \( k \neq k^* \). Hence, the upper bound in Eq. (29) is slack. Consider the left stability inequality with \( k' = k^* \). As Eq. (28) implies \( \alpha_{k^*} \geq 0 \), we must have

\[ \alpha_k \geq -\min_{j \in M(k)} \epsilon_j^k - \epsilon_j^{k^*} \geq -\min_{j \in M(k)} \epsilon_j^k \]

implying that the lower bound in (29) is also slack. Thus a vector \( \alpha \) is in the core if and only if conditions (28) and (30) are satisfied.

For simplicity, we start with the special case \( K = 2 \), with the two types of labor being \( k \) and \( k^* \). To obtain intuition, notice that from Eq. (28) we have \( \alpha_{k^*} \xrightarrow{n \to \infty} 1 \) in probability, and when we
use this together with Eq. (30) we obtain $\alpha_k \overset{\hat{n} \to \infty}{\to} 2$ in probability. (We do not use these limits in our formal analysis below.) Hence, we focus on Eq. (28) together with

$$\min_{j \neq j^*} \epsilon^k_j - \epsilon^{k^*}_j \geq \alpha_k - \alpha_k \geq \epsilon^k_j - \epsilon^{k^*}_j.$$  \hfill (31)

where $j^* = \arg \min_j \epsilon^k_j - \epsilon^{k^*}_j$. Now, $X_j = \epsilon^k_j - \epsilon^{k^*}_j$ are distributed i.i.d. with density $U[0, 1] * U[-1, 0]$ which is

$$f(x) = \begin{cases} 1 - |x| & \text{for } |x| \leq 1 \\ 0 & \text{otherwise.} \end{cases}$$  \hfill (32)

(Note that if we draw $\hat{n} + 1$ samples from this distribution, it is not hard to see that $E[(\min_{j \neq j^*} X_j) - X_{j^*}] = \Theta(1/\sqrt{\hat{n}}).$) We lower bound the expected core size as follows: Let $X_j = \epsilon^k_j - \epsilon^{k^*}_j$. Let $\mathcal{B}$ be the event that exactly one of the $X_j$'s is in $[-1, -1 + 1/\sqrt{\hat{n}}]$, and no $X_j$ is in $[-1 + 1/\sqrt{\hat{n}}, -1 + 2/\sqrt{\hat{n}}]$. Under $f$ the probability of being in $[-1, -1 + 1/\sqrt{\hat{n}}]$ is $1/(2\hat{n})$ and the probability of being in $[-1 + 1/\sqrt{\hat{n}}, -1 + 2/\sqrt{\hat{n}}]$ is $3/(2\hat{n})$. It follows that

$$\Pr(\mathcal{B}) = \left(\frac{\hat{n} + 1}{1, 0, \hat{n}}\right) \frac{1}{2\hat{n}} (1 - 2/\hat{n}) \overset{\hat{n} \to \infty}{\to} \Omega(1).$$  \hfill (33)

**Claim C.2.** Consider the case $K = 2$. Under event $\mathcal{B}$, for any core vector $(\alpha_{k^*}, \alpha_k)$, for any value $\alpha_k' \in [\alpha_k, 1 - 2/\sqrt{\hat{n}}, \alpha_k + 1 - 1/\sqrt{\hat{n}}]$, we have that vector $(\alpha_{k^*}, \alpha_k')$ is in the core. In particular, $\mathcal{C} = \Omega(1/\sqrt{\hat{n}})$.

*Proof.* Eq. (31) is satisfied since event $\mathcal{B}$ holds. Since, $\alpha_k'$ can take any value in an interval of length $1/\sqrt{\hat{n}}$, it follows that $\mathcal{C} = \Omega(1/\sqrt{\hat{n}})$ under $\mathcal{B}$. \hfill $\square$

Combining Claim C.2 with Eq. (33), we obtain that $E[C] = \Omega(1/\sqrt{\hat{n}})$ as desired.

We now construct a similar argument for $K > 2$, with $\mathcal{K} = \mathcal{T}_\mathcal{C} \setminus \{k_\ast\}$ being the other labor types, all of whose agents are matched. It again turns out that $\alpha_{k_\ast} \overset{\hat{n} \to \infty}{\to} 1$ in probability, and when we use this together with Eq. (30) we obtain $\alpha_k \overset{\hat{n} \to \infty}{\to} 2$ $\forall k \in \mathcal{K}$ in probability (but we do not prove or use these limits).

Considering only the dimensions in $\mathcal{K}$ (recall $|\mathcal{K}| = K - 1$ here) of each $\epsilon_j$, let $\mathcal{B}_3$ be the event as defined in Lemma A.4 with $\delta = 1/n^{0.51}$.

**Claim C.3.** Let $\bar{k} = \arg \min_{k \in \mathcal{K}} \alpha_k$ and let $\bar{k} = \arg \max_{k \in \mathcal{K}} \alpha_k$. Under event $\mathcal{B}_3$, we claim that

$$\alpha_{\bar{k}} - \alpha_{\bar{k}} \leq \delta.$$  \hfill (34)

*Proof.* From Proposition 2 we know that the set of core $\alpha$'s is a linear polytope, hence it is immediate to see that the set of $\theta$'s is an interval. Let $\bar{k} = \arg \min_{k \in \mathcal{K}} \alpha_k$ and let $\bar{k} = \arg \max_{k \in \mathcal{K}} \alpha_k$. Under event $\mathcal{B}_3$, we claim that $\alpha_{\bar{k}} - \alpha_{\bar{k}} \leq \delta$. We can argue this by contradiction: Suppose $\alpha_{\bar{k}} - \alpha_{\bar{k}} > \delta$. One can see that all $j$'s such that $\epsilon_j^\mathcal{K} \in \hat{R}^\mathcal{K}\hat{L}(\delta)$, cf. (22), will be matched to type $\bar{k}$, with the possible exception of $j_{\ast}$. Thus, under $\mathcal{B}_3$, the number of employers matched to type $\bar{k}$ is bounded below by

$$n_{\bar{k}} \overset{\hat{n} \to \infty}{\to} 1 \geq (\hat{K} - 1)/\hat{n} > n,$$

which is a contradiction, implying (34). \hfill $\square$

The above claim bounds the maximum difference between $\alpha$'s corresponding to any pair of types in $\mathcal{K}$. Intuitively, note that all types in $\mathcal{K}$ have the same $u$ and therefore the same distribution for the $\theta$ variables of the agents in such type. Moreover, all types in $\mathcal{K}$ have the same number of agents. Hence, one would expect the $\alpha$'s to be equal. While true in the limit, for each finite $n$ we need to account for the stochastic fluctuations in given realization. Therefore, we can show that no pair of $\alpha$'s in $\mathcal{K}$ can differ by more than $\delta$. The next claim follows immediately from Claim C.3.
Claim C.4. Let $k \in \mathcal{K}$ be an arbitrary type. Under event $\mathcal{B}_3$, we claim that
\[
\max_{k' \in \mathcal{K}} \left( \epsilon_j^{k'} - \epsilon_j^k \right) \leq \delta \quad \forall j \in M(k)
\]
(35)

Proof. By Claim C.3 we have that under $\mathcal{B}_3$, $|\alpha_k - \alpha_{k'}| \leq \delta$ for all $k' \in cK$. By the stability condition in Eq. (30), we have
\[
\delta \geq \alpha_k - \alpha_{k'} \geq \epsilon_j^{k'} - \epsilon_j^k \quad \forall j \in M(k), \quad \forall k' \in \mathcal{K}.
\]
Therefore, for every $j \in M(k)$ we must have $\delta \geq \max_{k' \in \mathcal{K}} \epsilon_j^{k'} - \epsilon_j^k$ as desired. □

Next, we focus on the stability conditions involving type $k_*$. For each $k \in \mathcal{K}$, the stability condition is:
\[
\epsilon_j^{k_*} - \epsilon_j^k \geq \alpha_k - \alpha_{k_*} \geq \max_{j \in M(k)} \epsilon_j^{k_*} - \epsilon_j^k.
\]
(36)

where $j_*$ is the employer matched to $i_*$. For each $j \in \mathcal{E}$, let $X_j$ be defined as $X_j = (\max_{k \in \mathcal{K}} \epsilon_j^k) - \epsilon_j^{k_*}$. The $X_j$ are distributed i.i.d. with cumulative distribution $F(-1 + \theta) = \theta K/K$ for $\theta \in [0, 1]$ (we will not be concerned with the cumulative for positive values). Let $\mathcal{B}$ be the event that exactly one of the $X_j$’s is in $[-1,-1+1/\bar{n}^{1/K}]$ (this will be $X_j$), and no $X_j$ is in $[-1+1/\bar{n}^{1/K}, -1+2/\bar{n}^{1/K}]$. Under cumulative $F$, the probability of being in $[-1,-1+1/\bar{n}^{1/K}]$ is $1/(K\bar{n})$ and the probability of being in $[-1+1/\bar{n}^{1/K}, -1+2/\bar{n}^{1/K}]$ is $2K/(K\bar{n})$. It follows that
\[
\Pr(\mathcal{B}) \leq \frac{\bar{n}+1}{\bar{n}} \frac{1}{K\bar{n}}(1-2K/(K\bar{n}))^\bar{n} = \Omega(1).
\]
(37)

Clearly, under $\mathcal{B}$, we must have $j_* = \arg \min_{j \in \mathcal{E}} X_j$. Keeping this in mind, we state and prove our last claim.

Claim C.5. Suppose $\mathcal{B}_3 \cap \mathcal{B}$ occurs. Take any core vector $(\alpha_{k_*}, (\alpha_k)_{k \in \mathcal{K}})$. Then
\[
\{ \theta \in \mathbb{R} : (\alpha_{k_*}, (\alpha_k + \theta)_{k \in \mathcal{K}}) \text{ is in the core} \}
\]
(38)
is an interval of length at least $1/\bar{n}^{1/K} - 2\delta = \Omega(1/\bar{n}^{1/K})$. In particular, $C \geq \Omega(1/\bar{n}^{1/K})$.

Proof. Define
\[
\underline{\theta} = 1 - 2/\bar{n}^{1/K} + \delta - \alpha_k + \alpha_{k_*},
\]
\[
\overline{\theta} = 1 - 1/\bar{n}^{1/K} - \alpha_k + \alpha_{k_*}.
\]

We claim that, under $\mathcal{B}_3 \cap \mathcal{B}$, we have that $\alpha(\theta) = (\alpha_{k_*}, (\alpha_k + \theta)_{k \in \mathcal{K}})$ is in the core for all $\theta \in [\underline{\theta}, \overline{\theta}]$. To establish this, we need to show that conditions (28) and (30) are satisfied. Since $\alpha$ belongs to the core, we immediately infer that (28) holds, and also (30) when $k_* \notin \{k, k'\}$ by definition of $\alpha(\theta)$. That leaves us with (36). Now, for any $k \in \mathcal{K}$ and $\theta \in [\underline{\theta}, \overline{\theta}]$ we have
\[
\alpha_k(\theta) = \alpha_k + \theta \leq \alpha_k + \overline{\theta} = 1 - 1/\bar{n}^{1/K} + \alpha_k \leq \epsilon_j^{k_*} - \epsilon_j^{k_*} + \alpha_{k_*},
\]
where used the definitions of $\overline{\theta}$, and the fact that $\mathcal{B}$ occurs (so $1 - 1/\bar{n}^{1/K} \leq \epsilon_j^{k_*} - \epsilon_j^{k_*}$). This establishes the left inequality in (36). Similarly, for any $k \in \mathcal{K}$ we have
\[
\alpha_k(\theta) = \alpha_k + \theta \geq \alpha_k + \underline{\theta} = 1 - 2/\bar{n}^{1/K} + \delta + \alpha_k \geq \epsilon_j^{k_*} - \max_{k' \in \mathcal{K}} \epsilon_j^{k_*} + \delta + \alpha_{k_*} \geq \epsilon_j^{k_*} - \epsilon_j^{k_*} + \alpha_{k_*} \quad \forall j \in M(k),
\]
and hence (36) holds.
where used the definitions of $k$ and $\theta$ for the first two inequalities, and the fact that $B$ occurs (so $1 - 2/n^{1/K} \geq e_{jk} - \max_{k' \in K} e_{jk}^{K'}$, \forall j \in M(k))$. Finally, the last inequality follows from $B_3$ and Claim C.4 (which implies $-\max_{k' \in K} e_{jk}^{K'} + \delta \geq -e_{jk}^k$ for $j \in M(k)$). This establishes the right inequality in (36). Thus, we have shown that $\alpha(\theta)$ is in the core for all $\theta \in [\theta, \bar{\theta}]$. The length of this interval is $1/n^{1/K} - (\alpha_k - \alpha_k') - \delta \geq 1/n^{1/K} - 2\delta = \Omega(1/n^{1/K})$, using (34). Therefore, that $E[C] = \Omega(1/n^{1/K})$ under $B_3 \cap B$.

Using Lemma A.4 and Eq. (37) we have

$$\Pr(B_3 \cap B) = \Omega(1).$$

Combining with the claim above we obtain that $E[C] = \Omega(1/n^{1/K})$. \hfill $\Box$

## D Proof of Theorem 2

We start by restating Theorem 2 and discussing the structure of the proof.

**Theorem** (Restatement of Theorem 2). Consider the setting in which $K \geq 2$, $Q = 1$, $n_\xi > n_\zeta$ and let $m = n_\xi - n_\zeta$. In addition, suppose that $u(k, 1) \geq 0$ for all $k \in T_\zeta$. Then, under Assumption 3 we have $E[C] \leq O^* \left( \frac{1}{n \frac{m}{m-K}} \right)$.

Note that Assumption 1 is automatically satisfied under the hypotheses of the theorem.

The idea of the proof is as follows. First, we show a bound on the expectation of $\min_{k \in T_\xi} \{\alpha_k^{\max} - \alpha_k^{\min}\}$. In particular, we show that $E \left[ \min_{k \in T_\xi} \{\alpha_k^{\max} - \alpha_k^{\min}\} \right] = O^* \left( \frac{1}{n \frac{m}{m-K}} \right)$. To do so, we note that by condition (IM) in Proposition 2 we must have

$$\min_k (\alpha_k^{\max} - \alpha_k^{\min}) \leq \min_{k \in T_\xi} \left( \min_{j \in M(k)} e_{jk}^k - \max_{j \in U} e_{jk}^j \right).$$

Then, we consider two separate cases to prove the result, depending the size of the imbalance. When $m \leq \log(n)$, the result is shown in Lemma D.1 which we prove via an upper bound on $\min_{k \in T_\xi} \left( \min_{j \in M(k)} e_{jk}^k \right)$. On the contrary, when $m \geq \log(n)$, the result is shown in Lemma D.4.

The proof of Lemma D.4 relies mainly on the geometry of a core solution which (roughly) allows us to first control the largest of the $\alpha$’s (all $\alpha$’s must be negative in the core since some employers are unmatched, and we control, roughly, the least negative $\alpha$).

Next, we then show that, for every pair of types $k, q \in T_\zeta$ we must have

$$E \left[ \min_{j \in M(k)} (e_{jk}^k - e_{jq}^q) - \max_{j \in M(q)} (e_{jk}^k - e_{jq}^q) \right] = O^* \left( \frac{1}{n} \right).$$

By Condition (ST) in Proposition 2 this implies that for fixed $k, q \in T_\zeta$, the expected maximum variation in $\alpha_k - \alpha_q$ in the core is bounded by $O^* \left( \frac{1}{n} \right)$.

Finally, we use the bounds in the first two steps to argue that, for every type $k \in T_\zeta$,

$$E \left[ \alpha_k^{\max} - \alpha_k^{\min} \right] = O^* \left( \frac{1}{n \frac{m}{m-K}} \right),$$

which implies $E[C] = O^* \left( \frac{1}{n \frac{m}{m-K}} \right)$. This is done in the proof of Theorem 2.

We now show our bound on $E \left[ \min_k \{\alpha_k^{\max} - \alpha_k^{\min}\} \right]$. To that end, let $Z_k = \min_{j \in M(k)} e_{jk}^k$ and $U_k = \max_{j \in U} e_{jk}^k$. By Condition (IM) in Proposition 2 $E \left[ \min_k \{\alpha_k^{\max} - \alpha_k^{\min}\} \right] \leq E[\min_k \{Z_k - U_k\}]$. 
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and therefore we will focus on bounding $E[\min_k \{Z_k - U_k\}]$. As a reminder, we have defined $m = nE - n\xi$ and $\delta_n = \frac{\log(n)}{n \log(K/m)}$. Also, in all lemmas we are working under the assumptions of the theorem, that is, $K \geq 2$, $Q = 1$, $nE > n\xi$ and Assumption 2.

**Lemma D.1.** Suppose $m \leq 6K \log(n\xi)$. Then, there exists a constant $C_3 = C_3(K) < \infty$ such that $E\left[\min_k \{\alpha_k^{\max} - \alpha_k^{\min}\}\right] \leq 2C_3^{\frac{\log(n)}{n \log(K/m)}}$. 

**Proof.** Let $Z_k = \min_{j \in M(k)} \epsilon_j^k$, $U_k = \max_{j \in U} \epsilon_j^k$ and $\delta_n = \frac{\log(n)}{n \log(K/m)}$. By Condition (IM) in Proposition 2, $E[\min_k \{\alpha_k^{\max} - \alpha_k^{\min}\}] \leq E[\min_k \{Z_k - U_k\}]$. As $U_k$ is a non-negative random variable, we have $E[\min_k \{Z_k - U_k\}] \leq E[\min_k \{Z_k\}]$. Therefore,

$$E[\min_k \{\alpha_k^{\max} - \alpha_k^{\min}\}] \leq E\left[\min_k \{Z_k - U_k\}\right] \leq E\left[\min_k \{Z_k\}\right] \leq C_3 \delta_n + \Pr \left(\min_k Z_k \geq C_3 \delta_n\right),$$

using $Z_k \leq 1$.

To finish the proof, it suffices to show that $\Pr \left(\min_k Z_k \geq C_3 \delta_n\right) \leq C_3 \delta_n$. Hence, our next step is to bound $\Pr (\min_k Z_k \geq C_3 \delta_n)$. Now $\min_k Z_k \geq C_3 \delta_n$ implies that all $j$ such that $\epsilon_j \in [0, C_3 \delta_n]^{K}$ are unmatched. But there are only $m$ unmatched agents. It follows that

$$\Pr \left(\min_k Z_k \geq C_3 \delta_n\right) \leq \Pr \left(\text{at most } m \text{ points in the hypercube } [0, C_3 \delta_n]^{K}\right).$$

Let $X \sim \text{Bin} \left(nE, (C_3 \delta_n)^K\right)$ be defined as the number of points, out of $nE$ in total, that fall in the hypercube $[0, C_3 \delta_n]^{K}$. By assumption, $m \leq 6K \log(n) \Rightarrow (C_3 \delta_n)^K \geq (C_3 \log n/m)^K/n \geq 2^K \log n^K/n \geq 4(\log n)^2/n$ defining $C_3 \geq 12K$ and using $K \geq 2$. Further using $n \leq 2nE$ we obtain $E[X] = nE (C_3 \delta_n)^K \geq (n/2)^K(\log n)^2/n = 2(\log n)^2$. It follows that

$$\Pr \left(\min_k Z_k \geq C_3 \delta_n\right) \leq \Pr \left(X \leq 6K \log(n)\right) \leq \exp(-\Omega((\log n)^2)) \leq \frac{1}{n} \leq C_3 \delta_n$$

where the second inequality was obtained by applying the Chernoff bound. Hence, we have shown that

$$E[\min_k \{\alpha_k^{\max} - \alpha_k^{\min}\}] \leq E\left[\min_k \{Z_k\}\right] \leq C_3 \delta_n + \Pr \left(\min_k Z_k \geq C_3 \delta_n\right) \leq 2C_3 \delta_n,$$

which completes the proof.

We now establish an upper bound for the case in which $m \geq 6K \log(n\xi)$. For the following results up to Lemma D.4 we shall assume $m \geq 6K \log(n\xi)$.

Before we move on, we briefly give some geometric intuition regarding the problem. For each agent $j \in \mathcal{E}$, let $\epsilon_j = (\epsilon_{j1}, \ldots, \epsilon_{jK})$ denote the profile of values assigned by the $K$ types of agents in $\mathcal{L}$ to agent $j$. Given our stochastic assumptions, all points $\epsilon_j$ will be distributed in the $[0, 1]^K$ hypercube. Using Proposition 2, we can partition the $[0, 1]^K$-hypercube into $K + 1$ disjoint regions: $K$ of them containing the $n_k$ points corresponding to agents matched to type $k$ ($1 \leq k \leq K$), and one region containing all unmatched agents. Furthermore, the region containing the unmatched agents is an orthotope that has the origin as a vertex. This follows for the (IM) constraints in Proposition 2.

---

*An orthotope (also called a hyperrectangle or a box) is the generalization of a rectangle for higher dimensions.*
To that end, let \( \mathcal{O} \) be the set of \( K \)-orthotopes contained in \([0,1]^K\) that have the origin as a vertex. Suppose \( R \) is expanded by the same amount \( \theta \) in each coordinate direction. Define \( D(R) \) as the smallest value of \( \theta \) such that an additional point \( \epsilon_j \) is contained in the expanded orthotope. (If one of the side lengths becomes 1 before an additional point is reached, then define \( D(R) = 0 \). This will never occur for \( R \) that contains only the unmatched agents.) As usual, let \( Z_k = \min_{j \in M(k)} \epsilon_j^k \) and \( U_k = \max_{j \in U} \epsilon_j^k \). We want to show that \( \mathbb{E} [\min_k \{ Z_k - U_k \}] \leq C_5 \delta_n \), for some constant \( C_5 = C_5(K) < \infty \). To that end, note that \( \min_k \{ Z_k - U_k \} \) is equal to \( D(R) \) for some orthotope \( R \in \mathcal{O} \). In particular, \( \min_k \{ Z_k - U_k \} \) is \( D(R) \) when \( R \) is the orthotope that “tightly” contains all the \( m \) points in \( U \).

For \( R \in \mathcal{O} \), let \( V(R) \) be defined as the volume of \( R \). In addition, we define \( |R| \) to be the number of points contained in \( R \). We start by showing that, given that \( m \geq 6K \log(n) \), an orthotope in \( \mathcal{O} \) of volume less than \( \frac{m}{4n\epsilon} \) is extremely unlikely to contain \( m \) points.

**Lemma D.2.** Suppose \( m \geq 6K \log(n) \). For \( R \in \mathcal{O} \) such that \( V(R) < \frac{m}{4n\epsilon} \), we have \( \mathbb{P}( |R| = m ) \leq \frac{1}{n^{\Theta(n)}} \), where \( V(R) \) denotes the volume and \( |R| \) denotes the number of points in \( R \).

**Proof.** Let \( X \) denote number of points in an orthotope in \( \mathcal{O} \) of volume \( \frac{m}{4n\epsilon} \). Then, \( X \sim \text{Bin} \left( n\epsilon, \frac{m}{4n\epsilon} \right) \). We have \( \mu = \mathbb{E} [X] = m/4 \). Using a Chernoff bound we have,

\[
\mathbb{P}(X \geq m) = \mathbb{P}(X \geq 4\mu) \leq \left( e^{\frac{3}{4}} \right)^{m/4} \leq \exp(-m/4)
\]

Now \( m/4 \geq 6K \log(n) / 4 \geq (K+1) \log n \), using \( K \geq 2 \). Substituting back we obtain \( \mathbb{P}(X \geq m) \leq \exp(- (K+1) \log n) = 1/n^{K+1} \). But \( |X| \) stochastically dominates \( |R| \) since \( V(R) < \frac{m}{4n\epsilon} \). The result follows.

Our next step will be to bound \( \mathbb{P} \left( D(R) > C_4 \delta \mid E \right) \), for \( R \in \mathcal{O} \) and some constant \( C_4 = C_4(K) < \infty \) where \( E \) is the event defined as \( E = \{ |R| = m, V(R) \geq \frac{m}{4n\epsilon} \} \).

**Lemma D.3.** There exists some constant \( C_4 = C_4(K) < \infty \) such that, for all \( R \in \mathcal{O} \) with \( V(R) \geq \frac{m}{4n\epsilon} \), we have that \( \mathbb{P} \left( D(R) > C_4 \delta \mid |R| = m \right) \leq \frac{1}{n^{K+1}} \), where \( \delta_n = \frac{\log(n)}{n^{\frac{K+1}{m}} \frac{\log(m)}{m^{\frac{K+1}{m}}} \} \).

**Proof.** Conditioned on \( |R| = m \), the remaining \( n\epsilon - m \) points are distributed uniformly i.i.d. in the complementary region of volume \((1 - V(R))\). Let \( F_{C_4 \delta} \) denote the region swept when \( R \) is expanded by \( C_4 \delta \) along each coordinate axis. Clearly, \( D(R) > C_4 \delta \) if and only if region \( F_{C_4 \delta} \) contains no points.

Let \( X \) denote the number of points in \( F_{C_4 \delta} \), and let \( p \) denote the volume of \( F_{C_4 \delta} \). Then, \( X \sim \text{Bin}(n\epsilon, p/(1 - V(R))) \) and hence stochastically dominates \( \text{Bin}(n\epsilon, p) \). Note that such a volume \( p \) is at least the volume obtained when expanding the hypercube of side \( \ell = \sqrt[\frac{m}{4n\epsilon}] \) by \( C_4 \delta \) along each direction and therefore, \( p \geq K \ell^{(K-1)} C_4 \delta_n \). Hence,

\[
P(D(R) > C_4 \delta_n) = \mathbb{P}(X = 0) \leq (1 - p)\ell \leq \exp \{-\Omega(np)\}
\]

\[
\leq \exp \{-\Omega(n \left( \frac{m}{n} \right)^{(K-1)/K} C_4 \delta_n)\} = \exp \{-\Omega(C_4 \log n)\} \leq \frac{1}{n^{K+1}}
\]

for appropriate \( C_4 \), where we have used Assumption [2].
Lemma D.4. Suppose \( m \geq 6K \log(n) \). Then, there exists a constant \( C_5 = C_5(K) < \infty \), such that
\[
E \left[ \min_k \{ \alpha_k^{\max} - \alpha_k^{\min} \} \right] \leq C_5 \frac{\log(n)}{nK m^{\frac{1}{K}}},
\]
Proof. Let \( Z_k = \min_{j \in M(k)} c_j k \), \( U_k = \max_{j \in U} c_j k \), and \( \delta_n = \frac{\log(n)}{nK m^{\frac{1}{K}}} \). By Condition (IM) in Proposition 2, we know that \( \alpha_k^{\max} - \alpha_k^{\min} \leq Z_k - U_k \). Then,
\[
E \left[ \min_k \{ \alpha_k^{\max} - \alpha_k^{\min} \} \right] \leq E \left[ \min_k \{ Z_k - U_k \} \right].
\]
In addition, \( \min_k \{ Z_k - U_k \} \) is equal to \( D(R) \) for some orthotope \( R \in \mathcal{O} \). In particular, \( \min_k \{ Z_k - U_k \} \) is equal to \( D(R) \) when \( R \) is the orthotope that “tightly” contains all the \( m \) points in \( U \). Define \( \mathcal{R} = \{ R \in \mathcal{O} : |R| = m \} \). Then,
\[
E \left[ \min_k \{ Z_k - U_k \} \right] \leq E \left[ \max_{R \in \mathcal{R}} \{ D(R) \} \right].
\]
To bound \( E \left[ \max_{R \in \mathcal{R}} \{ D(R) \} \right] \), consider the grid that results from dividing each of the \( K \) coordinate axes in the hypercube into intervals of length \( 1/n \). Let \( \Delta \) denote that grid. Suppose we just consider orthotopes in the grid, that is, the orthotopes whose sides are multiples of \( 1/n \). Let \( \mathcal{R}_\Delta = \{ R \in \mathcal{R} : R \in \Delta \} \). Then,
\[
\max_{R \in \mathcal{R}} \{ D(R) \} \leq \max_{R \in \mathcal{R}_\Delta} \{ D(R) \} + \frac{1}{n},
\]
and,
\[
E \left[ \max_{R \in \mathcal{R}} \{ D(R) \} \right] \leq E \left[ \max_{R \in \mathcal{R}_\Delta} \{ D(R) \} \right] + \frac{1}{n}.
\]
Hence, we just need a bound for \( E \left[ \max_{R \in \mathcal{R}_\Delta} \{ D(R) \} \right] \). Let \( V_* = \frac{m}{4K} \). Note that \( D(R) \leq 1 \) for all \( R \in \mathcal{O} \) and therefore,
\[
E \left[ \max_{R \in \mathcal{R}_\Delta} \{ D(R) \} \right] \leq E \left[ \max_{R \in \mathcal{R}_\Delta'} \{ D(R) \} \right] + \Pr \left( \min_{R \in \mathcal{R}_\Delta} V(R) < V_* \right)
\]
where \( \mathcal{R}'_\Delta = \{ R \in \mathcal{R}_\Delta : V(R) \geq V_* \} \). Now, by union bound
\[
\Pr \left( \min_{R \in \mathcal{R}_\Delta} V(R) < V_* \right) \leq \sum_{R \in \Delta : V(R) < V_*} \Pr(|R| = m) \leq n^K \cdot 1/nK+1 = 1/n.
\]
Using \(|\{ R \in \Delta : V(R) < V_* \}| = |\{ R \in \Delta \}| = n^K \) and Lemma D.2.
Further,
\[
E \left[ \max_{R \in \mathcal{R}_\Delta'} \{ D(R) \} \right] \leq E \left[ \max_{R \in \Delta : V(R) \geq V_*} \{ D(R) \} \right] \leq E \left[ \max_{R \in \Delta : V(R) \geq V_*} \{ D(R) I(|R| = m) \} \right]
\]
Now,
\[
\Pr \left[ \max_{R \in \Delta : V(R) \geq V_*} \{ D(R) I(|R| = m) \} > C_4 \delta_n \right]
\]
\[
\leq \sum_{R \in \Delta : V(R) \geq V_*} \Pr(|R| = m) \Pr[D(R) > C_4 \delta_n | |R| = m]
\]
\[
\leq \sum_{R \in \Delta : V(R) \geq V_*} 1 \cdot 1/nK+1 \leq n^K/nK+1 = 1/n.
\]
using a union bound and Lemma \ref{lem:chernoff} to bound the probability of \( D(R) \geq C_4 \delta_n \). It follows that

\[
E \left[ \max_{R \in R'} \{ D(R) \} \right] \leq 1 \cdot \Pr \left[ \max_{R \in \Delta: |R| \geq 2} \{ D(R) \mid \mathbb{I}(|R| = m) \} > C_4 \delta_n \right] + C_4 \delta_n = 1/n + C_4 \delta_n
\]

Substituting the individual bounds back, we obtain

\[
E \left[ \max_{R \in \mathbb{R}} \{ D(R) \} \right] = C_4 \delta_n + 2/n \leq C_5 \delta_n.
\]

defining \( C_5 = C_4 + 2 \) and using \( 1/n \leq \delta_n \).

Overall,

\[
E \left[ \min_{k} \{ a_k^{\text{max}} - a_k^{\text{min}} \} \right] \leq E \left[ \min_{k} \{ Z_k - U_k \} \right] \leq E \left[ \max_{R \in \mathbb{R}} \{ D(R) \} \right] \leq C_5 \delta_n
\]
as claimed. \qed

We now proceed to show that, for every pair of types \( k, q \in T_c \) we have

\[
E \left[ \min_{j \in M(k)} (e_j^k - e_j^q) - \max_{j \in M(q)} (e_j^k - e_j^q) \right] \leq C_2 \frac{\log(n \varepsilon)}{n \varepsilon}
\]

for appropriate \( C_2 = C_2(K) < \infty \). This result is shown in Lemma \ref{lem:chernoff_zeta}. Along the way, we establish a couple of intermediate results.

Let \( Z_k = \min_{j \in M(k)} e_j^k \) and \( U_k = \max_{j \in U} e_j^k \). Note that \( Z_k \) is an upper bound for \(-\alpha_k\). By the definition of \( Z_k \), all the points corresponding agents in \( M(k) \) must be contained in the orthotope \([1 - Z_k, 1] \times [0, 1]^{K-1}\). The following proposition establishes that \( Z_k \) cannot be arbitrarily close to 1.

**Lemma D.5.** Given a constant \( c \in \mathbb{R} \), let the event \( E_c \) be defined as \( E_c = \{ \max_{k} \min_{j \in M(k)} e_j^k \leq 1 - c \} \). Then, there exist constants \( \theta = \theta(K) > 0 \) and \( C_6 = C_6(K) > 0 \) such that, for large enough \( n \), \( E_\theta \) occurs with probability at least \( 1 - \exp(-C_6n) \).

**Proof.** Let \( Z_k = \min_{j \in M(k)} e_j^k \). The proof follows from the previous observation that all the points corresponding agents in \( M(k) \) must be contained in the orthotope of volume \( (1 - Z_k) \). Let \( C < \infty \) be such that \( \frac{n \varepsilon}{n \lambda} \leq C \). By Assumption 2 such a \( C \) must exist. Furthermore, by Assumption 2, there must exist \( C_K \in \mathbb{R} \) such that \( n_k \geq C_K n \) for all \( k \in T_c \). Let \( n \varepsilon \) be the total number of points in the cube \([0, 1]^K\). Let \( X \) denote the number of points out of the \( n \varepsilon \) ones that fall in the rectangle defined by \([1 - \theta, 1][0, 1]^{K-1}\). Then, \( X \sim \text{Bin}(n \varepsilon, \theta) \). Suppose we set \( \theta < \frac{C \lambda}{C_K} \). Then, for large enough \( n \) and appropriate \( C_6 > 0 \) we have

\[
\Pr(Z_k > 1 - \theta) \leq \Pr(X \geq C_K n \varepsilon) \leq \Pr \left( X \geq \frac{C_K n \varepsilon}{C} \right) \leq \exp \left( -2C_6 n \right) \leq (1/K) \exp(-C_6 n)
\]

where we have used a Chernoff bound, \( 2n \varepsilon \geq n \), and \( \exp(-C_6 n) \leq (1/K) \) for large enough \( n \). The result follows from a union bound over possible \( k \). \qed
Remark D.1. Let $\theta$, $E_\theta$ and $C_b$ be as defined in the statement of Lemma \[D.3\]. Define $G_{k,q}$ as

$$G_{k,q} = \left\{ x \in [0,1]^K : \left( x_k \geq 1 - \frac{\theta}{2} \text{ or } x_q \geq 1 - \frac{\theta}{2} \right) \text{ and } x_r < \frac{\theta}{2} \text{ for all } 1 \leq r \leq K, \ r \neq k, q \right\}.$$  

Under event $E_\theta$, we must have $G_{k,q} \subseteq M(k) \cup M(q)$.

The above remark follows from Lemma \[D.5\] and the definition of $G_{k,q}$. If $j : \epsilon_j \in G_{k,q}$ were matched to a type $k' \not\in \{k, q\}$, that will contradict maximality of the matching as, by swapping the matches of $j' : j' \in M(k), \epsilon^{k}_{j'} = Z_k$ and $j$, the overall weight of the matching strictly increases. A similar argument rules out $j$ being unmatched.

Lemma D.6. Let $G_{k,q}$ be as in Remark \[D.7\] and let $\theta$ be as defined in Lemma \[D.3\]. Define $G_{k,q}'$ as follows:

$$G_{k,q}' = G_{k,q} \cap \{ x \in [0,1]^K, |x_k - x_q| \leq 1 - \theta \}.$$  

Let $V^{kq} = \{ x : x = \epsilon^k_j - \epsilon^q_j, \ \epsilon_j \in G_{k,q}' \}$, and let

$$V^{kq} = \text{max}(\text{Difference between consecutive values in } V^{kq} \cup \{-1 + \theta, 1 - \theta\}).$$  

Then, there exists a function $f(n) = O^*(1/n)$ such that $P(\overline{B^{kq}}) \leq 1/n$ where $B^{kq}$ is the event that $V^{kq} \leq f(n)$.

The proof of Lemma \[D.6\] is omitted as the required analysis is similar to (and much simpler than) that leading to Lemma \[A.1\]. Essentially, $V^{kq}$ consists of values taken by $\Theta(n)$ points distributed uniformly and independently in $[-1 + \theta, 1 - \theta]$, so, with high probability, no two consecutive values are separated by more than $f(n) = O(\log n/n)$.

In the next lemma we bound the difference between every pair of $\alpha$’s.

Lemma D.7. Consider types $k, q \in T_L$ and let $f$ be as defined in the statement of Lemma \[D.3\]. Under event $E_\theta \cap B^{kq}$, in every stable solution we must have that $(\alpha^\text{max}_q - \alpha^\text{min}_q) \leq 2f(n) + (\alpha^\text{max}_k - \alpha^\text{min}_k)$.

Proof. We claim that under $E_\theta$, we must have $\alpha_q - \alpha_k$ varies within a range no more than $V^{kq}$ within the core, where $V^{kq}$ is as defined in the statement of Lemma \[D.6\]. By Remark \[D.1\], under event $E_\theta$ we must have $G_{k,q}' \subseteq M(k) \cup M(q)$, where $G_{k,q}'$ is as defined in the statement of Lemma \[D.6\]. Suppose that $G_{k,q}'$ contains at least one vertex matched to type $k$ and one to type $q$. Then, by Condition (ST) in Proposition \[2\] we must have:

$$(\alpha_q - \alpha_k)^\text{max} - (\alpha_q - \alpha_k)^\text{min} \leq \min_{j \in M(k)} \{ \epsilon^k_j - \epsilon^q_j \} - \max_{j \in M(q)} \{ \epsilon^k_j - \epsilon^q_j \} \leq \min_{j \in M(k) \cap G_{k,q}'} \{ \epsilon^k_j - \epsilon^q_j \} - \max_{j \in M(q) \cap G_{k,q}'} \{ \epsilon^k_j - \epsilon^q_j \} \leq V^{kq}$$

Next, consider the case in which all vertices in $G_{k,q}'$ are matched to type $k$ (the analogous argument follows if they are all matched to type $q$). Under event $E_\theta$, by Condition (IM) in Proposition \[2\] we must have $0 \leq -\alpha_k \leq 1 - \theta$ and $0 \leq -\alpha_q \leq 1 - \theta$. Therefore, $\alpha_q - \alpha_k \in [-1 + \theta, 1 - \theta]$. In addition,
by Condition (ST) in Proposition 2 we must have \( \alpha_q - \alpha_k \leq \min_{j \in M(k)} \{ \epsilon^k_j - \epsilon^q_j \} \). However,

\[
(\alpha_q - \alpha_k)^{\max} - (\alpha_q - \alpha_k)^{\min} \leq \min_{j \in M(k)} \{ \epsilon^k_j - \epsilon^q_j \} - (-1 + \theta)
\]

\[
\leq \min_{j \in M(k) \cap G_{k,q}} \{ \epsilon^k_j - \epsilon^q_j \} - (-1 + \theta)
\]

\[
= \min_{j \in G_{k,q}} \{ \epsilon^k_j - \epsilon^q_j \} - (-1 + \theta)
\]

\[
\leq V^{kq}
\]

It follows that \( (\alpha_q^{\max} - \alpha_q^{\min}) \leq 2V^{kq} + (\alpha_k^{\max} - \alpha_k^{\min}) \). By definition, under \( B^{kq} \) we have \( V^{kq} \leq f(n) \), which completes the proof. 

Finally, we complete the last step of the proof by showing the main theorem.

**Proof of Theorem 2** By definition, \( C = \sum_{k=1}^{K} \frac{N(k) |\alpha_k^{\max} - \alpha_k^{\min}|}{n} \), where \( N(k) \) is defined to be the number of agents of type \( k \) that are matched. For a given instance, let \( k^* = \arg\min_k \{ \alpha_k^{\max} - \alpha_k^{\min} \} \). Let \( B = E_\theta \cap (\cap_{k,q} B^{k,q}) \). Note that using Lemmas D.1 and D.6 and a union bound, we obtain that

\[
\Pr(B) \leq \Pr(E_\theta) + \sum_{k,q \in K: k \neq q} \Pr(B^{k,q}) = O(1/n).
\]

By Lemma D.7 under \( B \), for every \( k \in T \), we have

\[
\alpha_k^{\max} - \alpha_k^{\min} \leq 2f(n) + \alpha_k^{\max} - \alpha_k^{\min}.
\]

Therefore,

\[
E[C] \leq E[\alpha_k^{\max} - \alpha_k^{\min}] + 2f(n) + \Pr(B) \cdot O(1)
\]

\[
\leq O \left( \frac{\log(n)}{n \pi m \frac{n-1}{K-1}} \right) + O^*(1/n) + O(1/n)
\]

\[
= O^* \left( \frac{1}{n \pi m \frac{n-1}{K-1}} \right)
\]

where the first inequality follows from the above together with using the upperbound of \( O(1) \) for the core size; the second inequality is obtained by using the bound on \( E[\alpha_k^{\max} - \alpha_k^{\min}] \) from Lemma D.4 for \( m \leq 6K \log(n) \) and Lemma D.4 for \( m \geq 6K \log(n) \), as well as the definition of \( f(n) \) and \( \Pr(B) = O(1/n) \) shown above. 

\[\square\]