A Deep Learning Approach for Maximum Activity Links in D2D Communications
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Abstract: Mobile cellular communications are experiencing an exponential growth in traffic load on Long Term Evolution (LTE) eNode B (eNB) components. Such load can be significantly contained by directly sharing content among nearby users through device-to-device (D2D) communications, so that repeated downloads of the same data can be avoided as much as possible. Accordingly, for the purpose of improving the efficiency of content sharing and decreasing the load on the eNB, it is important to maximize the number of simultaneous D2D transmissions. Specially, maximizing the number of D2D links can not only improve spectrum and energy efficiency but can also reduce transmission delay. However, enabling maximum D2D links in a cellular network poses two major challenges. First, the interference between the D2D and cellular communications could critically affect their performance. Second, the minimum quality of service (QoS) requirement of cellular and D2D communication must be guaranteed. Therefore, a selection of active links is critical to gain the maximum number of D2D links. This can be formulated as a classical integer linear programming problem (link scheduling) that is known to be NP-hard. This paper proposes to obtain a set of network features via deep learning for solving this challenging problem. The idea is to optimize the D2D link schedule problem with a deep neural network (DNN). This makes a significant time reduction for delay-sensitive operations, since the computational overhead is mainly spent in the training process of the model. The simulation performed on a randomly generated link schedule problem showed that our algorithm is capable of finding satisfactory D2D link scheduling solutions by reducing computation time up to 90% without significantly affecting their accuracy.
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1. Introduction

In the last decade, the diffusion of smartphones, tablets, and other smart devices has led to an astonishing demand for ubiquitous mobile network access, and the rise of online services, such as video streaming, social network applications, and mobile gaming, has significantly increased the traffic load characterizing wireless communications. Typically, the same popular data and content may be requested multiple times at the same location by different users/devices, which results in an unnecessary waste of backhaul capacity and spectrum resources. In fact, the main cause of these problems is due to video on demand contents accessed in an asynchronous way (unlike live streaming and digital TV), so that the demands concentrate on a small set of popular contents that are requested by a significant number of devices, often located in the same cellular coverage area [1]. To solve these problems, it is possible to reconsider the current network architecture and explore more advanced...
communication models and paradigms. D2D direct communication is considered one of the most promising technological issues in next generation cellular networks [2].

It consists of establishing a direct communication channel between two nearby mobile users, sharing a common short-range radio coverage space, without traversing a base station (BS) or core network equipment [3]. It results in a very flexible communication model with unique advantages. First, due to its underlying short-range direct communication technology, D2D user equipment (UE) allows for higher transfer rates together with very limited end-to-end delays. Second, any direct proximity-based transmission that does not traverse centralized channel collection points (and potential bottlenecks) in the cellular infrastructure, such as the evolved Node B (eNB) in LTE networks, may be more resource-efficient than conventional cellular communication by saving energy and channel capacity, as well as improving spectrum utilization. Third, data are transferred locally, which is helpful for offloading cellular traffic and alleviating backhaul crowding [4]. To enhance the efficiency of content sharing and reduce the load on the eNB, it is important to maximize the number of simultaneous D2D transmissions, each associated to an active communication channel or link, within a specific coverage area. In particular, maximizing the potential number of D2D links within a cellular coverage area not only improves the spectrum and energy efficiency but also reduces transmission delay. However, such a maximization process poses three major challenges. First, interference between cellular and D2D users could critically affect their performance. Second, the minimum quality of service (QoS) requirements must be simultaneously guaranteed for both cellular and D2D communications. Therefore, the selection of suitable active links in each time interval (or slot, in presence of a slotted time evolution model) is fundamental to achieve the maximum number of simultaneous D2D links. Third, a highly flexible and scalable network infrastructure needs to support a large number of heterogeneous users as well as the deployment and interworking of a multiplicity of combined technologies, such as the ones characterizing the Internet of Things (IoT) and vehicular ad-hoc communications [5–7], so that the degree of complexity characterizing such infrastructure, both in terms of variables and degrees of freedom in the associated model, makes the traditional approaches provided by optimization theory more challenging than ever [3]. The research of scheduling for network resources also causes great concern about computational efficiency [8,9].

The D2D links scheduling problem, aiming at maximizing the number of active D2D links, consists of determining which D2D pairs can communicate simultaneously (by using direct channels) while guaranteeing that the remaining communications between cellular users are not affected. Since D2D users share spectrum resources with cellular users, interference is one of the major challenges in D2D link scheduling. Interference may be not only experienced between D2D users operating within the same area but, D2D transmission may cause cross-layer interference phenomena also involving cellular users. The interference occurring in D2D communication can be modeled by using both a graph-based model and a physics-based one. The maximum D2D links problem has been proven to be NP-hard in both models [10]. Most research is based on the graph model (e.g., [11–15], but such model is too simplistic to simulate how the signal strength attenuation is affected by distance for D2D users which share the same cellular spectrum resources. On the contrary, the physics-based model adopted in this paper reflects the physical reality in a more precise and realistic way.

In real production networks, scheduling decisions must be taken online and in real-time so that the available optimization strategies aiming at solving offline the NP-hard linear programming-based problem formulations are not acceptable at all. In order to satisfy the strict delay demands of online operations, the complexity of a link scheduling algorithm must be significantly reduced, eventually applying some heuristic strategy leading to sub-optimal but yet acceptable results. However, this may affect network performance, depending on the achieved distance from the optimum solution. Therefore, developing efficient and effective heuristic-based strategies to solve the link scheduling problem becomes a really challenging task when implementing D2D communication in cellular network scenarios. In recent years, machine learning has emerged as a successful approach for coping with complex problems and has been widely applied to many fields, such as hyperspectral
image classification, ship detection, and wireless communications [16–19]. With the success of massive parallel computing environments, also empowered by the use of graphics processing unit (GPU)-based acceleration frameworks, machine learning has emerged as a successful approach for coping with complex problems in the wireless communications area. In particular, deep learning, a promising subset of machine learning, has been applied to wireless networks optimization and big data processing. The purpose of deep learning is to simulate complex functions through a predefined model consisting of neuron units. In the deep learning training process, appropriate weight values are determined through calculation and tuning between neurons, a process which has the goal of extracting knowledge/information, in form of specific features from input data. Then the trained-model is able to make accurate classification or prediction decisions based on such features [20]. Unlike traditional machine learning methods that heavily rely on relevant domain experts to extract features from data, the deep learning model automatically acquires a sample feature through multiple hidden layers consisting of neuron units to achieve classification or prediction [21].

In this paper, we leverage the physical interference model and develop a novel machine learning-based approach for achieving the maximum number of D2D links within a cellular coverage area. We use deep neural network (DNN)-derived features from D2D link information to make time-efficient and near-optimal decisions in the operation phase through a real-time optimization strategy driven by the neural network itself. The DNN model is trained by pre-computed samples to find out the complex relationship between link information and D2D link activation. In doing this, we consider a more realistic and accurate signal-to-interference-plus-noise ratio (SINR) interference model that considers both cellular users and D2D users. We also accomplish extensive simulations to assess the performance of the DNN-based method and highlight its effectiveness. The trained-DNN approach can generate approximate solutions quite near the optimum by immediately achieving a satisfactory quality of the outputs. The numerical of simulation shows the superiority of the DNN-driven solution in terms of the time-cost of the operations involved respect to iterative optimization algorithms.

Our main contribution can be summarized as follows:

(1) In this paper, we propose a cutting-edge learning-based method for solving the maximum D2D links problem. Using the training samples generated by a conventional method, we train a deep learning model to simulate the complex relationship between link information and link activity. Due to computational burden transferred to the training phase, the algorithm significantly reduces the computational overhead.

(2) We introduced a sizable D2D communication network under an SINR interference model. Furthermore, we present the value of a two-layer interference—a D2D layer and cellular layer—and then formulate a maximum active D2D links problem subject to SINR constraints.

(3) We adjust the parameters of the learning model depending on simulation results to get an optimal output. The experiments show that our algorithm can reduce more than 90% the time-spent.

(4) Through simulation results, we analyze how some factors, such as SINR and the coverage of the BS, affect the number of active D2D links. Based on such analysis, we can efficiently schedule D2D links under different wireless network environments.

2. Related Work

Link scheduling plays a crucial role in meeting strict QoS requirement in wireless networks. Maximum link scheduling is an important sub-problem of link scheduling. The authors of [10] proved for the first time that link scheduling under a SINR model is NP-hard and proposed an algorithm for the one-shot link scheduling problem. The algorithm first separates the problem instance into disjoint link classes and then schedules each link class by using a greedy method. The work in [22] firstly explored a one-slot algorithm for maximizing the number of links with a constant approximation guarantee, and then an extended algorithm with \( O(\log n) \) (n is total number of links) computational complexity was introduced for a minimized-length schedule. However, none of the above papers considered the ambient noise. A method based on partitioning was presented
in [23] to find the independent link set with the maximum weight. In [24], a distributed greedy algorithm for maximizing the number of links, subject to interference constraints was proposed. In these approaches, the improvements achieved in terms of optimization quality could result in a hugely higher computational complexity and, hence, an increment in overall runtime performance. A low-complexity scheduling scheme named DistGreedy based on a link-conflict graph has been proposed in [25]. The algorithm repeatedly removed the active links and blocked links in contention slots until the graph was left empty. The authors of [26] attempted to find a maximum-weighted subset of communications without spectral splitting at the individual time unit. In this model, $A$ denotes a set of communication tasks, and each request, $a \in A$, has a demand $d(a) \in (0, 1]$. If $d(a) \in (1/2, 1]$, it is a heavy request, otherwise it is a light request. The algorithm considered both heavy requests and light requests of $A$ for determining the link schedule. In [27], a maximum tolerance and minimum (MTMA) model based on a greedy schedule was studied for maximum link scheduling in one-slot. The experiments showed that the algorithm improved 28–64% of the current algorithm. The authors in [28] developed a distributed greedy heuristic for a $k$-hop link schedule. Because of interference from two layers, the algorithm for the D2D links schedule was much more complicated than above schemes.

With the development of the IoT, due the increased complexity of the network structure, link scheduling experiences new difficulties in meeting QoS requirements when using a traditional optimization method. In recent years, deep learning has been promisingly applied to wireless networks optimization and big data processing [21,29,30]. In [31], the authors considered solving a resource allocation problem for D2D communication using a Q-learning-based method. In [32], the authors applied deep learning to reduce the complexity of solving a wireless networks optimization problem. The authors in [33] proposed a resource allocation strategy using cooperative reinforcement learning. The target of their algorithm was to maximize the throughput of the system by selecting the proper level of power for the resource blocks of the cellular user and D2D pairs. In [34], the authors adopted deep learning to solve the objective function of maximizing the weighted sum rate over $N$ D2D users and demonstrated that link scheduling does not necessarily require the exact channel estimates. In [35], the authors adopted a method based on reinforcement learning to solve the resource scheduling for vehicle-to-vehicle (V2V) communications based on D2D. In this article, each vehicle, regarded as an agent, made decisions by itself. Since they do not require global information, decentralized scheduling methods are characterized by a low overhead. Experiments have shown that the proposed algorithm can effectively schedule limited links with minimized interference under delay constraints. Solving the maximum active D2D links problem under interference constraints by deep learning is promising.

3. System Model

We considered that D2D communications occur within a single cell of a cellular system and share the system’s downlink resources. In this scenario, a cellular device may suffer interference phenomena introduced by D2D communication activities. D2D transmitters can also interfere with the eNB. Due to the strong interference management capability of the eNB, it is necessary to schedule links in order to allow downlink connectivity for cellular device communications. In the proposed system model, D2D devices are randomly distributed under the coverage of the same eNB. As shown in Figure 1, the heterogeneous network consists of a single eNB for serving cellular devices and $M$ D2D-capable devices. Let $V = \{V_1, V_2, \cdots, V_M\}$ denote the set of D2D users in the network. To make full use of available spectrum resources, we allowed multiple D2D devices to simultaneously use the same downlink channel of cellular devices. Two D2D devices (a D2D pair) can establish no more than a direct communication. According to the SINR model, the SINR involving a single D2D sender–receiver pair $(i,j)$($i, j \in V$) in the presence of a cellular device $C$ connected to an eNB operating in the same cell is:

$$\text{SINR}_{D} = \frac{P_{i,j}}{P_{BC} + \eta} \tag{1}$$
where $P_i$ is the transmit power characterizing the D2D sender $i$, $g_{ij}$ denotes the propagation attenuation (link gain) modeled as $g_{ij} = d_{ij}^{-\alpha}$ ($d_{ij}$ denotes the distance between D2D pair and $\alpha \geq 1$ is a constant path-loss exponent), $P_B$ is the transmission power of the eNB, $g_C$ is the gain of a cellular device $C$ connected to the eNB concurrent to $i$, and $\eta$ is the ambient noise. Clearly, the signal power transmitted by the eNB to $C$ is perceived at $i$ as interference. Let $\gamma_C$ and $\gamma_D$ denote the minimum SINR threshold of the cellular device and D2D device, respectively. If the condition $\text{SINR}_D \geq \gamma_D$ is held, the D2D receiver $j$ successfully receives a message from D2D sender $i$ (the D2D pair of devices communicate successfully). We denote the set of $N$ pairs $A$ that are able to successfully perform D2D communication as $A = \{A_1, A_2, \cdots, A_N\}$. The notation used in this paper is shown in Table 1.

### Table 1. Summary of notation.

| Symbol | Meaning |
|--------|---------|
| $V$    | Sets of D2Ds |
| $A$    | Sets of D2D pairs |
| $C$    | Cellular user |
| $\eta$ | Ambient noise |
| $\alpha$ | Path-loss exponent |
| $P_i$ | Transmit power of D2D $i$ |
| $P_B$ | Transmit power of the eNB |
| $P_C$ | Transmit power of cellular user |
| $g_{ij}$ | Channel gain between two D2D ($i$ and $j$) |
| $g_C$ | Channel gain between the eNB to cellular user |
| $d_{ij}$ | Transmission distance of two D2D ($i$ and $j$) |
| $d_{iC}$ | Transmission distance between D2D $i$ to cellular user |

There are four conditions in the model: (1) Any D2D terminal device can communicate with another within the same cell; (2) a node can be a sender or receiver, but a node can send to at most one receiver or receive from at most one sender; (3) the D2D receiving user can estimate the link state information (channel state information, CSI) according to the received signal; and (4) the eNB controls channel resource allocation in a centralized way.
4. Problem Formulation

As mentioned above, multiple D2D communications are allowed within the same cell by sharing spectrum resources with cellular users. Therefore, the inter-layer interference between devices involved in cellular communication through the eNB and devices performing D2D data transfers as well as intra-layer interferences between the different D2D pairs can be experienced and must be correctly managed. When the number of D2D communication links heavily increases, the interference caused by the sharing of the same spectrum resources will affect the reliability of cellular device communications and even reduce the number of potential D2D links. In general, a device requiring spectrum resources for cellular communication has a higher priority than a device competing for establishing a D2D communication channel. Therefore, the resource scheduling problem is related to maximizing the amount of D2D links while ensuring the QoS of the cellular device, which selects a subset of $A$ with the biggest cardinality under $\text{SINR}_D \geq \gamma_D$. Based on the above analysis, we started from a conventional link scheduling scheme which guaranteed the communication reliability of the cellular users and maximized the active D2D links. Due to the NP-hard nature of the underlying problem, we used a DNN to optimize the above scheduling algorithm and reduce its running-time.

In order to properly formulate the problem, at first, we need to analyze the interference in the cellular system (i.e., within the cell of inters). Here, when the pair of devices involved in direct D2D communication reuses the downlink spectrum, the signal received by a generic cellular device $C$ consists of the expected signal from the eNB, with the addition of the interference from the D2D layer and the ambient noise. In detail, by using the physical model, the SINR of the generic cellular device $C$ is defined as follows:

$$\text{SINR}_C = \frac{P_B g_{C}}{\sum_{(i,j) \in A} x_{ij} P_i g_{C} + \eta} \quad (2)$$

where $P_B$ is the transmission power of the eNB, $P_i$ is the transmission power of the D2D device $i$, $g_{C}$ denotes the link gain from D2D sender $i$ to cellular device $C$, $g_{C}$ is the gain of the cellular device connected to the eNB, and $\eta$ is ambient noise. To ensure the performance of the cellular device, $\text{SINR}_C \geq \gamma_C$ should be satisfied. Analogously, in the D2D layer, the signal perceived at the D2D receiver $j$ side consists of the one transmitted by $i$ affected by the interference from both the cellular and D2D layers. As such, the SINR at the D2D device level is:

$$\text{SINR}_D = \frac{P_i g_{ij}}{\sum_{(k,j) \in A, k \neq i} x_{kj} P_k g_{kj} + P_B g_{Bj} + \eta} \quad (3)$$

where $g_{ij}$ is the channel gain from the D2D sender $i$ to receiver $j$ and $g_{Bj}$ is the channel gain from the eNB to D2D device $j$. When $\text{SINR}_D \geq \gamma_D$, the D2D links perform normally.

To maximize the total amount of admissible D2D pairs, we need to consider the following maximization link utility problem, subject to interference constraints associated to the performance of D2D devices and the cellular user:

$$[\text{MaxL}] \quad L^* = \max \sum_{(i,j) \in A} x_{ij} \quad (4)$$

s.t. \quad \sum_{j \in V : (i,j) \in A} x_{ij} + \sum_{j \in V : (i,j) \in A} x_{ji} \leq 1, \quad i \in V \quad (5)$$

$$\sum_{j \in V : (i,j) \in A} x_{ij} = y_i \quad (6)$$

$$P_B g_{C} \geq \gamma_C \left(\sum_{i \in V} P_i g_{C} y_i + \eta\right) \quad (7)$$
P_igix_{ij} + M_{ij}(1 - x_{ij}) \geq \gamma_D \left( \sum_{k \neq i} P_kg_{ij}y_k + P_Bg_{Bj} + \eta \right) \tag{8}
\]

\[x_{ij} \in \{0, 1\}, \ (i, j) \in A \tag{9}\]
\[y_i \in \{0, 1\}, \ i \in V \tag{10}\]

The objective (4) maximizes the number of active D2D links. The binary variables \(x_{ij}\) and \(y_i\) are respectively associated to the presence of an active D2D pair from the devices \(i\) to \(j\) and to the capability of D2D sender \(i\) to perform D2D communication. The constraints (5) and (6) state that a D2D device can send to at most one receiver or receive from at most one sender; they also state that each device terminating a link must be D2D-capable, whereas the constraints (7) and (8) formulate, respectively, the SINR requirement of the cellular device and D2D devices. The use of a binary variable to control whether a linear constraint is active is a very well-known modeling trick in integer linear programming [36]. The solution of the problem \([\text{MaxL}]\) can be obtained by using an exact algorithm or a heuristic one. The exact algorithm is typically based on the use of the branch and bound [37] and dynamic programming methods [38]. Though such methods can obtain an optimal solution, their computational complexity is large and only suitable for small scale problems. On the other hand, the heuristic algorithm is not based on finding the optimal solution of the problem, but it expects to obtain a near global optimal solution in an acceptable time. If \(x_{ij} = 1\), (8) constrains the SINR to be at least \(\gamma_D\) for \(x_{ij} = 0\). When no D2D links are active for the pair \((i, j)\), the constraint is always satisfied for a sufficiently large \(M_{ij}\). Large values for \(M_{ij}\) can easily lead to numerical problems and to weak linear relaxations ([39,40]). The choice of such big numbers for \(M_{ij}\), known as Big-M in integer programming, is used to turn on or off some inequality constraints when necessary and can potentially result in difficulties when trying to solve an integer linear programming problem like \([\text{MaxL}]\) that relies heavily on the bounds of continuous relaxation to be solved in a computationally acceptable time. That is, an improper selection of the \(M_{ij}\) values can potentially result in a very weak continuous relaxation. Moreover, the gain values in (8) may vary significantly in magnitude and, hence, may introduce other numerical difficulties in solving the problem.

5. Deep Learning-Based Link Scheduling

In real networks, users’ positions, channel conditions, and data requests vary frequently, so any effective scheduling algorithm must be able to make decisions in real time. In addition, the potential number of D2D links increases exponentially with the number of D2D devices \(M\) operating within the same cell. In scenarios characterized by large \(M\) values, selecting all the feasible D2D links in order to offload cellular communications becomes extremely time consuming. To develop a time-efficient algorithm, we designed a machine learning-based solution aimed at supporting and simplifying the resolution of the aforementioned \([\text{MaxL}]\) problem, based on properly training a DNN.

5.1. General Deep Learning

Figure 2 is the general architecture of the deep learning-based solution, in which the input layer represents the features of the D2D pairs, and the output layer reports the D2D link activation result. In the most general case, the parameters of hidden layers which consist of weights and the values of neurons are used to connect the input layer and the output layer. The parameters of each hidden layer are determined by the previous layer. In the process of training a typical learning model, we first collected labeled input data to be used as a training set. Then the training set was fed to input layers during the training phase by acquiring the results from the output layer, which may differ from the expected values. The difference between the output value and the expected value can be calculated by a loss function. Weights can be modified by a backpropagation (BP) method in order to minimize the above difference or loss function. The training process of the learning network is meant to adjust the weights through the training samples. When entering a test data set, the learning framework
A deep learning framework is applied in the lower-levels of unsupervised learning networks [43]. We adopted the deep belief network (DBN) method to solve our link scheduling problem [44]. A DBN is a neural network composed of multiple layers of restricted Boltzmann stack machines (RBMs). An RBM consists of two kinds of layers. One is the visible layer for inputting samples. The other one, named the hidden layer, is used for extracting features. In an RBM, there is no connection in the same layer, and each visible layer is connected to a hidden layer via symmetric weights. Since the weights are all symmetric, an RBM can not only infer the state of neurons using hidden layers, it can also use them to reconstruct the input values. Since an RBM is not sufficient to extract complex information from the input, a DBN was adopted in the paper. A DBN consists of a visible layer as a bottom layer and other hidden layers, and the training process is mainly divided into two steps, as shown in Figure 3. Firstly, the layer-wise training strategy is adopted for an RBM. The input vector is used to train the hidden layer, and the output of the hidden layer is regarded as the input data vector for the higher layer. Secondly, the output layer of the DBN sets up the BP network, which receives the output vector from an RBM as its input vector and trains the classifier under supervised learning. Each layer can only guarantee the optimal output feature vector by adjusting weights, but it cannot make sure that the final output of a DBN is the optimal value. The DBN can use the difference between the output value and labeled value from the backpropagation network for the fine-tuning of the whole network. The training process of a DBN network can be used as the initialization of the weight parameter of a deep BP network, which makes the DBN overcome the shortcomings of the random initialization weight parameters that makes the BP network easily fall into the low optimum values and spend a long time training.
5.3. DNN-Based Approach

5.3.1. Design of Input layer

The general model creates D2D link activation with information from the input layer. Information from the input layer should be able to indicate a variety of valuable information, including the location of D2D pairs and cellular devices. To this end, we define a \( (M + 1) \times (M + 1) \) matrix \( N \) for D2D users and cellular users, whose entries are specified as:

\[
N_{ij} = \begin{cases} 
  d_{ij} & \text{if } (i, j) \text{ are an active D2D pair} \\
  0 & \text{otherwise} 
\end{cases}
\]  

(11)

The input matrix first needs to be transformed into a \( (M + 1)^2 \) vector to be used as an input to the learning framework. Because the DBN needs to be consistent with the sigmoid function, the node can only accept values in the range \([0,1]\). We need to normalize the input vector by dividing the largest element among the input vectors. We chose a maximum communicable distance of D2D pair as \( d_{\text{max}} \) to normalize the vector in order to avoid the influence of normalization on the learning result.

In fact, \( d_{\text{max}} \) is calculated by the SINR model in network optimization problems in order to get feasible solutions due to limitation of the capabilities of the network. Summarily, the standardized D2D information vector can be fed to the learning model, which is:

\[
\tilde{d} = \frac{d}{d_{\text{max}}}
\]  

(12)

5.3.2. Design of Output layer

The learning model is designed to predict whether each D2D link is active in order to maximize the amount of D2D communication links. In a classification model, the output vector consists of categories of labeled input values. If \( N \) data need to be classified, the corresponding output should be an \( N \)-dimensional vector. Therefore, the length of the output vector should be the same as the total number of D2D pairs. In our model, the number of elements in the output vector is \( M \). The value of the output is transposed in the range transformed between 0 and 1 by softmax to represent the probability of D2D link activation. The maximum probability value is set to 1, where element 1
indicates that the D2D pair is active. The evaluation of the output vector is used to tune the learning model weights by using the BP method.

5.3.3. Training Set

Once the input and output layers are settled, the training set consisting of pairs of D2D location information and a D2D links activation state must be constructed. The training set is usually obtained from historical data or an off-line solution to sample problems. In this paper, we randomly generated D2D user location information and simulated the transmission state of the channel. A conventional optimization algorithm was exploited to solve the D2D link schedule problem and produce labeled training samples containing link information and a binary link state value. We present the training process in Algorithm 1.

Algorithm 1: Procession of Training Set Generation

1. Generate a random location set of D2D nodes and cellular node;
2. Formulate the D2D link schedule problem;
3. initialization: \( n = 0 \);
4. while not at end of this document do
5. Solve the optimization problem by conventional method;
6. Add labeled solution to the training set;
7. \( i = i + 1 \);
8. end

5.3.4. Training Process

Algorithm 2 summarizes the training process of the learning framework. First, Algorithm 1 generates the training set. Then, the DBN is unsupervised and trained by a multi-layer RBM. In the pre-training phase, real network data with initial random weights are used to train the DBN. The BP method is applied to the supervised training. After multiple rounds of training, the weights in the DBN are fixed. Finally, the BP method is performed on all layers of fine-tuning.

Algorithm 2: Training Process of a DBN

1. Input: Training Set; The number of layers: \( L \), weight of \( lth \) layer: \( w(l) \);
2. for \( l = 1 \cdots L \) do
3. initialization: \( w(l) \rightarrow 0 \);
4. extract feature \( h(l-1) \);
5. train \( w(l) \) of RBM of \( lth \) layer using \( h(l-1) \);
6. end
7. use BP method to adjust the weight;
8. fine-tuning the parameters of the whole layer
9. output: the state of D2D links

6. Performance Evaluation

In our proof-of-concept evaluation scenario the nodes are randomly placed on an area of 250 m\(^2\). The channel gain is \( g_{ij} = d_{ij}^{-3} \), where \( d_{ij} \) is the distance between D2D users \( i \) and \( j \). The detailed simulation parameters are given in Table 2:
In Table 3, we compare the effect of the number of hidden layers in our solution. To keep the comparison fairer, both of the models shared the same number of hidden units in total. The two-layer-deep model had 60 units per layer, while the model with three layers had 40 units per layer. We focused on time and accuracy as comparison metrics. In terms of time, we observed the training time and testing/validation time of the learning model with two and three hidden layers. To estimate accuracy, we relied on a binary variable denoting the link status: 1 meant that the D2D link was activated and the other link was asleep. The binary accuracy of the output link status has been used to show the performance of the model in training and testing. Table 3 shows that the three-layer structure spent more time in the training and testing than the two-layer model. Since the total number of neurons was the same, the accuracy only experiences little differences.

| Metrics                  | 2 Hidden Layers | 3 Hidden Layers |
|--------------------------|----------------|----------------|
| Training Time            | 1h 24min       | 1h 36min       |
| Testing time (on 10k)    | 0.247032s      | 0.233568s      |
| Binary accuracy on training | 0.99458       | 0.99356       |
| Binary accuracy on testing | 0.99320       | 0.99261       |
In Figure 5, we set 60 units per layers for both models. According to Figure 4, it is reasonable to keep the depth of the DNN limited to three hidden layers. Training accuracy is better for a three-layer network while keeping the testing time within acceptability bounds. The difference in terms of accuracy between the two models can be explained by the number of weights that need to be trained. Weights are several times more numerous in the three-layer than in the two-layer model. Due to the vanishing gradient, we can observe the training loss declined gradually as the number of training steps increase.

![Figure 5](image)

**Figure 5.** Loss over time on the training set for different depths of the deep neural network (DNN).

It is critical to choose a proper batch size to effectively prevent the model from underfitting and overfitting. We compared the validation loss and training time with different batch sizes and learning rates, and the results are shown in Figure 6. The values of learning rate and batch size were decided by an experimental comparison with a constant value of epoch. From Figure 6a, we can see that the validation loss became smaller as the batch size increased. This is because the learning model approximated better with the characteristics of the training set with a bigger data size. Meanwhile, validation loss was impacted limitedly under different learning rates. As it can be seen from Figure 6b, the training time decreased with an increase of the batch size. Moreover, when the learning rate increased, the training time first dropped and then rose. This is because the rate of gradient descent increased with the learning rate. However, an excessive learning rate can lead to an excessive parameter update and to an increase of training time.

![Figure 6](image)

**Figure 6.** Effect of the learning rate and batch size on the training phase. (a) Effect of the learning rate and batch size on training loss. (b) Effect of the learning rate and batch size on training time.

| Batch Size | Training Time | Training Loss |
|------------|---------------|---------------|
| 16         | 1 h 41 min    | 0.0226        |
| 32         | 2 h 01 min    | 0.02053       |
| 64         | 2 h 10 min    | 0.0194        |

Table 4. Results of the comparison between different batch size.

It is critical to choose a proper batch size to effectively prevent the model from underfitting and overfitting.
As a result, the learning rate was equal to about 0.12 with the least training time. Then, we investigated the details of how variations of batch size affect training time, as shown in Table 4. Table 4 indicates the trade-off between validation loss and training time at the batch size of 64.

### Table 4. Results of the comparison between different batch size.

| Batch Size | Training Time | Training Loss |
|------------|---------------|---------------|
| 16         | 1 h 41 min    | 0.0226        |
| 32         | 2 h 01 min    | 0.02053       |
| 64         | 2 h 10 min    | 0.0194        |

Figure 7 shows the accuracy of the results of the DNN-based approach varying with different dataset sizes. We used the optimality rate as a metric to check the probability that the result was the label value. For example, when the optimality rate was equal to 0.8, the output generated by the DNN had an 80% probability of being the label value. We tested the accuracy of the DNN algorithm by using only the training set and the entire data set. According to Figure 7, the optimality rate increased with the size of the training set. When the test set was approximately 3000 instances, the output got the best optimization result of 95% or more. At the same time, the average accuracy of the output value based on the DNN algorithm can reach more than 90% of the results of a conventional optimization algorithm. We can observe that the optimality rate did not change much as the training set increased, but it gradually decreased when the total data set has been used. This is because the noise present within data got larger as the data set size increased, and during the training process, the model can learn some relationships by such noisy data. The learned model can perform well for a training set, but it cannot achieve the same accurate outputs when using all the data. In our simulation, the training set size of 3000 was the optimal choice.

![Figure 7. Optimality rate of different training set sizes.](image)

Figure 8 compares the impact of the SINR threshold of the D2D receiving user on the number of D2D links that the system can activate at different base station transmit powers. As seen in Figure 8, the more D2D pairs that can be activated by the system, the smaller is the transmit power of the base station. Conversely, the increase in transmit power of the base station resulted in a reduction of the number of active D2D links. This is because a greater transmit power of the base station implied more interference for the D2D users, resulting in fewer admissible D2D pairs and more D2D links that could be allowed to simultaneously communicate with a smaller SINR threshold. Otherwise, the amount of active D2D pairs decreased in the cell with a larger SINR. Since more D2D devices...
can receive data from others with lower SINR thresholds, the amount of D2D activity decreased with the strength of the interference with the base station and the peer D2D users.

![Figure 8](image)

**Figure 8.** The impact of activity on device-to-device (D2D) links under different SINRs and different base station powers.

In Figure 9, we show the change in the number of D2D links with respect to the change of D2D distribution radiuses and base station transmit powers. It can be seen from Figure 9 that when the base station transmit powers are 0.5w and 1w, the D2Ds device distribution range increases and the number of D2D links decreases slowly because the number of potential devices involved in D2D communication increases with the growth of the distribution radius, thus causing severe interference. In this case, the transmission distance of D2D links increased, and the receiving signals became easily affected by other D2D devices and the eNB activity. When the transmit power of the eNB was 1.5w, the amount of D2D links declined slightly and then turned to grow slowly. The overall change was not significant because the distance between the D2D devices became larger as the distribution radius increased. During signal transmission, the amount of potential D2D links grows as the distribution radius increases. That is because D2D equipment can potentially be located farther from the eNB, and the interference from the eNB can be reduced.

![Figure 9](image)

**Figure 9.** The number of active D2D links under different radii and different base station powers.
7. Conclusions

Creating maximum simultaneous D2D link schedules for dealing with increasing traffic loads is a challenging problem in modern cellular scenarios due to the need for reducing the load on base stations and because of their high computational complexity. To date, many link scheduling optimization algorithms have been developed, but most of them are not well suited for working online and hence cannot meet the real-time requirements of modern network infrastructures. In this paper, we used a machine learning-based strategy to maximize the number of simultaneously active D2D links without interfering with cellular communications. Based on the physical interference model, we designed a link scheduling algorithm based on a DNN to predict device activity in forming D2D links in order to reduce computation times-costs. Since the application of deep learning is still an emerging research topic in network scheduling, we empirically determined the proper operating parameters via specifically crafted experiments aiming at optimizing the model performance. The parameters chosen in this way were the number of hidden layers, the size of the training set, the batch size, and the learning rate. Simulation experiments showed that the proposed approach can reach more than 90% of the optimum results quality. At the same time, we learned that the influence of base station power is greater than the threshold of an SINR on the number of D2D links. Through the experiments, we also learned that the influence of the number of D2D links changes in presence of different base stations’ coverage areas. Furthermore, we also analyzed the reasons for these factors. For future work, we are going to consider more solutions, like transfer learning and reinforcement learning for the more general case that D2D links may be scheduled in a multi-cell.
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