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In this manuscript, we investigate the estimation of the unknown reliability measure \( R = P \{ Y < X \} \), in the case where \( Y \) and \( X \) are two independent random variables with Topp–Leone distributions. As the main contribution, various advanced sampling strategies are studied. The suggested strategies are simple random, ranked set, and median ranked set samplings. Firstly, based on the maximum likelihood, we give an efficient estimator of \( R \) when the observations of the two random variables are selected from the same simple random sample. Secondly, such an estimator is addressed when the observations of the two random variables are selected from the ranked set sampling method. Then, based on median ranked set sampling, the maximum likelihood estimator of \( R \) is addressed in all the four cases. When the observations from the two random variables are selected from the same set size, two cases are considered, while the other two cases are considered at different set sizes. A simulation research is developed to evaluate the behavior of the obtained estimates based on standard and median ranked set samplings with their simple random sampling equivalents. The ratio of mean square error is used to assess the effectiveness of these estimates.

1. Introduction

First and foremost, the simplified version of the Topp–Leone (TL) distribution is a bounded support one-parameter J-shaped distribution. It possesses a bathtub-shaped hazard rate (see [1]). For these reasons, it is very effective for modeling life-time tests. Mathematically, it is defined by a one-parameter probability density function (PDF) and a one-parameter cumulative distribution function (CDF) given, respectively, by

\[
\begin{align*}
    f(x) &= 2\alpha x^{\alpha-1} (1-x)(2-x)^{\alpha-1}, \quad 0 < x < 1, \quad \alpha > 0, \\
    F(x) &= x^\alpha (2-x)^\alpha, \quad 0 < x < 1, \quad \alpha > 0.
\end{align*}
\]  

(1)

Hereafter, the TL distribution will be sometimes denoted by \( TL(\alpha) \) in order to highlight the parameter.

In recent years, the TL distribution and its model have obtained a lot of attention in the literature. For instance, the authors in [2] proposed an extension of the TL distribution. The authors in [3] examined several features of the TL distribution, including the failure rate (classical and reversed) and the mean residual life time. A bivariate generalization of the TL distribution was introduced in [4]. Two-side based version of the TL distribution was proposed in [5]. Estimation of the stress-strength (SS) model was discussed based on censored samples in [6]. The author in [7] derived some moments properties of order statistics
associated to the TL distribution. Using record values, the authors in [8] discussed Bayesian and non-Bayesian estimation methods for the unique parameter of the TL distribution. The author in [9] examined admissible minimax estimates of the TL distribution.

On the other hand, the notion of ranked set sampling (RSS) has been presented in [10] as a sampling scheme for data collection. This scheme is a useful technique when it is hard to measure a large number of elements, but it is easier visually (without inspection) to rank some of them. The RSS scheme has evolved into a complex strategy for enhancing mean estimation accuracy. The mathematical foundations for RSS design have been provided in [11,12]. The RSS scheme has been effective in applied sciences, with impressive wins in agriculture and ecology. The selection of a RSS of size \( n \) entails the drawing of \( n \) random samples, each containing \( n \) units. Judgment is used to rank the \( n \) units in each sample. The first sample is used to measure the smallest rank unit, and the second sample is used to measure the second smallest rank unit, and so on. When the unit with rank \( n \) is chosen from the \( n \)th set, the first cycle is finished. It is worth noting that the \( n \) observations are dispersed randomly. Because \( n \) in the RSS is usually low, the following approach is used to create a sample of size \( (n/2) \) by repeating its times or cycles.

Reference [13] suggested the median ranked set sampling (MRSS) scheme as another contribution to the RSS scheme. The MRSS method is easy to apply since only the middle of the sample is considered. The following is an outline of the MRSS method: We choose \( n^2 \) units randomly by using the simple random sampling (SRS) from the population, the \( n^2 \) randomly chosen units are divided into \( n \) sets, each of size \( n \), and the units within each set are ranked according to a variable of interest. If the set size \( n \) is odd, the \( ((n + 1)/2) \)th lowest ranked unit in each set, which is the set’s median, should be chosen for measurement. Furthermore, if \( n \) is even, the \( (n/2) \)th smallest lowest ranked units from the first \( n/2 \) sets should be chosen, followed by the \( ((n + 2)/2) \)th lowest ranked units from the second \( n/2 \) sets. To obtain \( n \) units, the cycle can be repeated \( s \) times.

For several years, the SS models have attracted the attention of significant statisticians due to their applicability in distinct fields like economics, engineering, medicine, and quality control. To depict the life of a component with unpredictable strength and random stress, the SS model is utilized. The chance that the system will be able to sustain the stress placed on it is the reliability of the system, denoted by \( R \). That is, \( R = P(Y < X) \), where \( X \) and \( Y \) are continuous random variables (RVs) that are independent, modeling the random strength and stress, respectively. Applications of the SS model in medicine and engineering were provided in [14]. An outstanding review of the growth of the SS model up to 2003 was conducted in [15].

The problem of estimating \( R \) has been intensively used in the statistical literature under various sampling schemes. In this work, we give a review of RSS schemes; for instance, the authors in [16,17] concerned with estimating \( R \) when \( X \) and \( Y \) are independent RVs with exponential distributions under the RSS. The authors in [18,19] handled with the same problem but RR with Burr type XII distributions under some forms of RSS schemes. Also, the authors in [20] discussed the estimation of \( R \) when \( X \) and \( Y \) are independent RVs with Weibull distributions under some versions of RSS. In this setting, Lindley distributions were supposed in [21], and exponentiated Pareto distributions were discussed in [22], both based on RSS. Using MRSS, the authors in [23] considered this estimation problem with generalized inverse exponential distributions.

Although no author has yet examined the estimation of \( R \) for the TL model via ranking schemes and their modifications in the literature, we would like to point out that reference [6] contributed to this problem using censored schemes. So, in this manuscript, we use two different ranking schemes, namely, MRSS and RSS, as well as the traditional complete scheme, i.e., SRS, to converge on the estimation of \( R \) when \( X \sim TL(\alpha) \) and \( Y \sim TL(\beta) \) are independent. When both \( X \) and \( Y \) are selected from the same sample schemes (SRS, RSS, and MRSS), we get the ML estimator of \( R \). Also, we obtain the ML of \( R \) when both \( X \) and \( Y \) are selected from various sampling schemes (MRSS with odd size or even sample size). To demonstrate the theoretical results, a simulation study is provided. The following is a summary of the manuscript. When the SRS is considered, Section 2 calculates the ML estimator of \( R \). When the RSS is considered, the ML estimator of \( R \) is used in Section 3. When observed data from both \( X \) and \( Y \) are chosen from the MRSS with an even set size (MRSSE) or MRSS with an odd set size (MRSNO) or vice versa, Section 4 deals with the ML estimator of \( R \). In Section 5, the simulation findings are discussed. In the last section, we wrap up the paper.

### 2. ML Estimation of \( R \) Based on SRS

Let \( X \sim TL(\alpha) \) and \( Y \sim TL(\beta) \) be independent. Then, with a standard integral development, the measure \( R \) of the SS model for the TL distribution is basically given by

\[
R = P[Y < X] = 2\int_0^1 x^{\alpha-1} (1 - x) (2 - x)^{\alpha-1} x^\beta (2 - x)^\beta dx = \frac{\alpha}{\alpha + \beta}
\]  

(2)

To get the ML estimator of \( R \), we need to get the ML estimators for the unknown distribution parameters first. In this regard, suppose that \( X_1, X_2, \ldots, X_n \) is a classical random sample from the distribution TL (\( \alpha \)) and \( Y_1, Y_2, \ldots, Y_m \), is a classical random sample from the distribution TL (\( \beta \)). The related observations are denoted as small \( x_1, x_2, \ldots, x_n \) and \( y_1, y_2, \ldots, y_m \), and this is consistent across all the paper. The joint likelihood function for the observed samples is as follows:
\[ \ell = \left(2\alpha\right)^n \left(2\beta\right)^m \prod_{i=1}^{n'} x_i^{-1} \left(1 - x_i\right) \left(2 - x_i\right)^{a-1} \prod_{j=1}^{m'} y_j^{-1} \left(1 - y_j\right) \left(2 - y_j\right)^{\beta-1}. \]  

(3)

The corresponding joint log likelihood (LL) function is obtained as follows:

\[
\ln \ell = 2 \left(\ln n^*\right) + 2 \left(\ln m^*\right) + n^* \ln \alpha + m^* \ln \beta + (\alpha - 1) \sum_{i=1}^{n'} \ln \left[x_i \left(2 - x_i\right)\right] \\
+ \sum_{i=1}^{n'} (1 - x_i) + (\beta - 1) \sum_{j=1}^{m'} \ln \left[y_j \left(2 - y_j\right)\right] + \sum_{j=1}^{m'} \ln (1 - y_j). 
\]

(4)

As usual, the ML estimators of \( \alpha \) and \( \beta \) are produced by the maximization of LL with respect to the parameters, which is equivalent to differentiating the function in equation (4) and equating with zero, and we obtain

\[
\hat{\alpha} = \frac{-n^*}{\sum_{i=1}^{n'} \ln \left[x_i \left(2 - x_i\right)\right]}, \\
\hat{\beta} = \frac{-m^*}{\sum_{j=1}^{m'} \ln \left[y_j \left(2 - y_j\right)\right]}.
\]

(5)

Thanks to the so-called invariance property, we deduce the ML estimator of \( R \), denoted by \( \hat{R} \); it is derived by directly substituting equation (5) in equation (2).

3. ML Estimation of R Based on RSS

Suppose that \( \{X_{i(e)}, \; i = 1, 2, \ldots, n; \; e = 1, 2, \ldots, s_x\} \) is a RSS observed from the distribution TL(\( \alpha \)), with sample size \( n^* = ns_x \), where \( n \) is the set size and \( s_x \) is the number of cycles, and that \( \{Y_{j(h)}, \; j = 1, 2, \ldots, m; \; h = 1, 2, \ldots, s_y\} \) is a RSS observed from the distribution TL(\( \beta \)), with sample size \( m^* = ms_y \), where \( m \) is the set size and \( s_y \) is the number of cycles. In this setting, the following is the likelihood function \( \ell_1 \) of the observed samples:

\[
\ell_1 = \frac{x_s}{n} \prod_{e=1}^{n} f_i \left(x_{i(e)}\right) \prod_{h=1}^{m} f_j \left(y_{j(h)}\right), \\
f_i \left(x_{i(e)}\right) = \frac{2\alpha n! x_{i(e)}^{-1} \left(1 - x_{i(e)}\right) \left(2 - x_{i(e)}\right)^{a-1} \left(1 - x_{i(e)} \left(2 - x_{i(e)}\right)^a\right)^{n-i}}{(n-i)!}, \; x_{i(e)} > 0, \\
f_j \left(y_{j(h)}\right) = \frac{2\beta m! y_{j(h)}^{-1} \left(1 - y_{j(h)}\right) \left(2 - y_{j(h)}\right)^{\beta-1} \left(1 - y_{j(h)} \left(2 - y_{j(h)}\right)^\beta\right)^{m-j}}{(m-j)!}, \; y_{j(h)} > 0.
\]

(6)

The LL function of \( \ell_1 \) is as follows:

\[
\ln \ell_1 \propto s_x n \ln \alpha + s_y m \ln \beta + \sum_{e=1}^{s_x} n \left((ai - 1) \ln \left[x_{i(e)} \left(2 - x_{i(e)}\right)\right]\right) + \sum_{e=1}^{s_x} n \left(\ln (1 - x_{i(e)})\right) \\
+ \sum_{h=1}^{s_y} m \left((bj - 1) \ln \left[y_{j(h)} \left(2 - y_{j(h)}\right)\right]\right) + \sum_{h=1}^{s_y} m \left(\ln (1 - y_{j(h)})\right).
\]

(7)
With regard to \( \alpha \) and \( \beta \), we have

\[
\frac{\partial \ln \ell_1}{\partial \alpha} = \frac{n^*}{\alpha} + \sum_{e=1}^{s_{xe}} \sum_{i=1}^{n} \ln \left[ x_{i(ge)} \left( 2 - x_{i(ge)} \right) \right] - \sum_{e=1}^{s_{xe}} \sum_{i=1}^{n} (n - i) \ln \left[ x_{i(ge)} \left( 2 - x_{i(ge)} \right) \right]^n - 1, \\
\frac{\partial \ln \ell_1}{\partial \beta} = \frac{m^*}{\beta} + \sum_{h=1}^{s_{xh}} \sum_{j=1}^{m} \ln \left[ y_{j(h)h} \left( 2 - y_{j(h)h} \right) \right] - \sum_{h=1}^{s_{xh}} \sum_{j=1}^{m} (m - j) \ln \left[ y_{j(h)h} \left( 2 - y_{j(h)h} \right) \right]^\beta - 1
\]

Because the system “Equations (8) and (9) equal to zero” is difficult to solve analytically, we use an iterative technique to evaluate the ML estimators. Then, owing to the invariance property, the ML estimator of \( R \) follows by inserting these estimators into Equation (2).

### 4. ML Estimation of \( R \) Based on MRSS

In this section, we investigate the ML estimator of \( R \) based on MRSS in four situations. In the first and second situations, we estimate \( R = P(Y_{MRSO} < X_{MRSO}) \) and \( R = P(Y_{MRSS} < X_{MRSS}) \), i.e., when both stress and strength are of the same size. When both \( X \) and \( Y \) have different set sizes, we estimate \( R \) in the third and fourth situations.

#### 4.1. Estimation with an Odd Set Size

Suppose that \( X_{i(ge)} \) where \( i = 1, \ldots, n \), \( e = 1, \ldots, s_{xe} \), and \( g = [n + 1/2] \) is the MRSS with sample size \( n^* = n_{sx} \), where \( n \) is the set size and \( s_{x} \) is the number of cycles, selected from the distribution \( TL (\alpha) \), and that \( Y_{j(h)h} \) where \( j = 1, \ldots, m \), \( h = 1, \ldots, s_{sy} \), and \( k = [m + 1/2] \) is the MRSS with sample size \( m_{sy} \), where \( m \) is the set size and \( s_{y} \) is the number of cycles, selected from the distribution \( TL (\beta) \). The associated likelihood function \( \ell_2 \) for the observed samples is given by

\[
\ell_2 = \prod_{e=1}^{s_{xe}} \prod_{i=1}^{n} f_g(x_{i(ge)}) \prod_{h=1}^{s_{xh}} \prod_{j=1}^{m} f_k(y_{j(h)h}),
\]

\[
f_g(x_{i(ge)}) = \frac{n!2ax_{i(ge)}^{ag-1}}{(g-1)!2} (1 - x_{i(ge)})(2 - x_{i(ge)})^{ag-1} \left( 1 - x_{i(ge)} \right)^a, x_{i(ge)} > 0, \]

\[
f_k(y_{j(h)h}) = \frac{2m!\beta y_{j(h)h}^{\beta k-1}}{(k-1)!2} (1 - y_{j(h)h})(2 - y_{j(h)h})^{\beta k-1} \left( 1 - y_{j(h)h} \right)^\beta, y_{j(h)h} > 0.
\]

The LL function of \( \ell_2 \) is as follows:

\[
\ln \ell_2 \propto s_{x} \ln \alpha + s_{y} \ln \beta + \sum_{e=1}^{s_{xe}} \sum_{i=1}^{n} (ag - 1) \ln \left[ x_{i(ge)} \left( 2 - x_{i(ge)} \right) \right] + \sum_{e=1}^{s_{xe}} \sum_{i=1}^{n} \ln \left( 1 - x_{i(ge)} \right), \]

\[
+ \sum_{e=1}^{s_{xe}} \sum_{i=1}^{n} (g - 1) \ln \left( 1 - x_{i(ge)} \right) + \sum_{h=1}^{s_{xh}} \sum_{j=1}^{m} \ln \left( 1 - y_{j(h)h} \right) + \sum_{h=1}^{s_{xh}} \sum_{j=1}^{m} \ln \left( 1 - y_{j(h)h} \right), \]

\[
+ \sum_{h=1}^{s_{xh}} \sum_{j=1}^{m} \ln \left( 1 - y_{j(h)h} \right) + \sum_{h=1}^{s_{xh}} \sum_{j=1}^{m} \ln \left( 1 - y_{j(h)h} \right) \right) \beta.
\]

Again, the ML estimators of \( \alpha \) and \( \beta \) are derived by maximizing \( \ln \ell_2 \). In this regard, the first partial derivatives of \( \ln \ell_2 \) with respect to the parameters are
\[
\frac{\partial \ln \ell_3}{\partial \alpha} = \frac{n^*}{\alpha} + \sum_{e=1}^{s} \sum_{i=1}^{n} g \ln \left[ x_{i(q)e}(2-x_{i(q)e}) \right] - \sum_{e=1}^{s} \sum_{i=1}^{n} \frac{(g-1) \ln x_{i(q)e}(2-x_{i(q)e})}{x_{i(q)e}(2-x_{i(q)e})^\alpha - 1}
\]
\[
\frac{\partial \ln \ell_3}{\partial \beta} = \frac{m^*}{\beta} + \sum_{h=1}^{s} \sum_{j=1}^{m} k \ln \left[ y_{j(k)h}(2-y_{j(k)h}) \right] - \sum_{h=1}^{s} \sum_{j=1}^{m} \frac{(k-1) \ln y_{j(k)h}(2-y_{j(k)h})}{y_{j(k)h}(2-y_{j(k)h})^\beta - 1}
\]

By solving the system “Equations (12) and (13) equal to zero,” we get the ML estimators of \( \alpha \) and \( \beta \). Hence, reliability estimator of \( R \) is produced immediately by substitution of parameter's estimators in equation (2).

4.2. Estimation with an Even Set Size. Suppose \( \{X_{i(q)e}, i=1, \ldots, q; e=1, \ldots, s_e\} \cup \{X_{(q+1)e}, i=q+1, \ldots, n; e=1, \ldots, s_e\} \), with even set sizes where \( q = n/2 \) be the observed MRSE selected from the distribution TL (\( \alpha \)). Also, suppose \( \{Y_{j(h)h}, j=1, \ldots, v; h=1, \ldots, s_h\} \cup \{Y_{(v+1)h}, j=v+1, \ldots, m; h=1, \ldots, s_h\} \), with even set sizes where \( v = m/2 \) be the observed MRSE selected from the distribution TL (\( \beta \)). Therefore, the likelihood function \( \ell_3 \) of the observed data is written as follows:

\[
\ell_3 = \sum_{e=1}^{s_e} \sum_{i=1}^{n} f_q(x_{i(q)e}) \sum_{e=1}^{s_e} \sum_{i=1}^{n} f_{q+1}(x_{(q+1)e}) \sum_{h=1}^{v} \sum_{j=1}^{m} f_h(y_{j(h)h}) \sum_{h=1}^{v} \sum_{j=1}^{m} f_{v+1}(y_{(v+1)h}),
\]
\[
f_q(x_{i(q)e}) = \frac{n! 2^a x_{i(q)e}^{aq - 1}}{(q-1)! q^a} \left( 1 - x_{i(q)e} \right)^{aq-1} \left( 1 - x_{i(q)e}^a \right)^{\alpha q}, x_{i(q)e} > 0,
\]
\[
f_{q+1}(x_{(q+1)e}) = \frac{n! 2^a x_{(q+1)e}^{aq(q+1)-1}}{(q-1)! q^a} \left( 1 - x_{(q+1)e} \right)^{(aq(q+1))-1} \left( 1 - x_{(q+1)e}^a \right)^{\alpha q(q+1)}, x_{(q+1)e} > 0,
\]
\[
f_h(y_{j(h)h}) = \frac{m! 2^\beta y_{j(h)h}^{\beta q - 1}}{(v-1)! v^\beta} \left( 1 - y_{j(h)h} \right)^{\beta q-1} \left( 1 - y_{j(h)h}^\beta \right)^{\beta v}, y_{j(h)h} > 0,
\]
\[
f_{v+1}(y_{(v+1)h}) = \frac{m! 2^\beta y_{(v+1)h}^{\beta q(q+1) - 1}}{(v-1)! v^\beta} \left( 1 - y_{(v+1)h} \right)^{(\beta q(q+1))-1} \left( 1 - y_{(v+1)h}^\beta \right)^{\beta v}, y_{(v+1)h} > 0.
\]

The LL function of \( \ell_3 \) for \( \alpha \) and \( \beta \) based on MRSE is

\[
\ln \ell_3 \propto \sum_{e=1}^{s_e} \sum_{i=1}^{n} \left[ (aq - 1) \ln \left( x_{i(q)e} T_1 \right) + \ln \left( 1 - x_{i(q)e} \right) \right] + \sum_{e=1}^{s_e} \sum_{i=1}^{n} \left[ \alpha (q - 1) \ln \left( 1 - x_{i(q)e}^a \right) T_2 \right]
\]
\[
+ s_e n \ln \alpha + s_e m \ln \beta + \sum_{e=1}^{s_e} \sum_{i=1}^{n} \left[ \ln \left( 1 - x_{i(q+1)e} \right) + (q - 1) \ln \left( 1 - x_{i(q+1)e}^a \right) T_2 \right]
\]
\[
+ \sum_{e=1}^{s_e} \sum_{i=1}^{n} q \ln \left( 1 - x_{i(q+1)e}^a T_1 \right) + \sum_{h=1}^{v} \sum_{j=1}^{m} \left[ (\beta q - 1) \ln \left( y_{j(h)h} N_1 \right) + \ln \left( 1 - y_{j(h)h} \right) \right]
\]
\[
+ \sum_{h=1}^{v} \sum_{j=1}^{m} \left( \beta (v - 1) - 1 \right) \ln \left( y_{j(v+1)h} N_2 \right) + \sum_{h=1}^{v} \sum_{j=1}^{m} \left[ \ln \left( 1 - y_{j(v+1)h} \right) + (v - 1) \ln \left( 1 - y_{j(v+1)h}^\beta \right) \right]
\]
\[
+ \sum_{h=1}^{v} \sum_{j=1}^{m} \left( v - 1 \right) \ln \left( 1 - y_{j(v+1)h}^\beta \right).
\]
where $T_1 = (2 - x_i(q)_e), T_2 = (2 - x_i(q+1)_e), N_1 = (2 - y_j(v)_h), \text{and } N_2 = (2 - y_j(v+1)_h)$. Hence,

\begin{equation}
\frac{\partial \ln \ell_3}{\partial \alpha} = n^* \frac{s_1}{\alpha} + \sum_{e=1}^{s_1} \sum_{i=1}^{q} \ln(x_{i(q)_e} T_1) + \sum_{e=1}^{s_1} \sum_{i=q+1}^{n} (q + 1) \ln(x_{i(q+1)_e} T_2) \tag{16}
\end{equation}

\begin{equation}
- \frac{s_1}{\alpha} \sum_{e=1}^{s_1} \sum_{i=1}^{q} \frac{x_{i(q)_e} T_1}{x_{i(q)_e} T_1^{\alpha} - 1} + \frac{s_1}{\alpha} \sum_{e=1}^{s_1} \sum_{i=q+1}^{n} \frac{(q + 1)x_{i(q+1)_e} T_2}{x_{i(q+1)_e} T_2^{\alpha} - 1},
\end{equation}

\begin{equation}
\frac{\partial \ln \ell_3}{\partial \beta} = \frac{m^*}{\beta} + \sum_{h=1}^{s_2} \sum_{j=1}^{y} \ln(y_{j(h)_h} N_1) + \sum_{h=1}^{s_2} \sum_{j=q+1}^{m} (v - 1) \ln(y_{j(v+1)_h} N_2) \tag{17}
\end{equation}

\begin{equation}
- \frac{s_2}{\beta} \sum_{h=1}^{s_2} \sum_{j=1}^{y} \frac{y_{j(h)_h} N_1^{\beta}}{y_{j(h)_h} N_1^{\beta} - 1} + \frac{s_2}{\beta} \sum_{h=1}^{s_2} \sum_{j=q+1}^{m} \frac{(v - 1)y_{j(v+1)_h} N_2^{\beta}}{y_{j(v+1)_h} N_2^{\beta} - 1}.
\end{equation}

We solve "Equations (16) and (17) equal to zero" to take out the ML estimators. Further, we insert the obtained ML estimators in Equation (2) to have an estimator of $R$.

4.3 Estimation with an Odd Strength and Even Stress Sizes.

Here, we get the ML estimator of $R$ under the following configuration: based on the MRSSO, we select observed samples of $X$ from the distribution $TL(\alpha)$; based on the MRSSE, we select observed samples of $Y$ from the distribution $TL(\beta)$.

\begin{equation}
\ell_4 = \prod_{e=1}^{s_1} \prod_{i=1}^{n} f_{g}(x_{i(q)_e}) \prod_{h=1}^{s_2} \prod_{j=1}^{y} f_{g}(y_{j(h)_h}) \prod_{h=1}^{s_2} \prod_{j=q+1}^{m} f_{g}(y_{j(v+1)_h}),
\end{equation}

where the PDFs of $X_{i(q)_e}, Y_{j(h)_h}$, and $Y_{j(v+1)_h}$ are as defined before. The LL of the observed data is

\begin{equation}
\ln \ell_4 \propto s_1 n \ln \alpha + s_1 m \ln \beta + \sum_{e=1}^{s_1} \sum_{i=1}^{n} (g - 1) \ln(x_{i(q)_e}(2 - x_{i(q)_e})) + \sum_{e=1}^{s_1} \sum_{i=1}^{n} \ln(1 - x_{i(q)_e}) \tag{19}
\end{equation}

\begin{equation}
+ \sum_{e=1}^{s_1} \sum_{i=1}^{n} (g - 1) \ln((1 - x_{i(q)_e})(2 - x_{i(q)_e})) + \sum_{h=1}^{s_2} \sum_{j=1}^{y} (\beta - 1) \ln(y_{j(h)_h} N_1) \tag{19}
\end{equation}

\begin{equation}
+ \sum_{h=1}^{s_2} \sum_{j=1}^{y} \ln(1 - y_{j(h)_h}) + \sum_{h=1}^{s_2} \sum_{j=q+1}^{m} (\beta - 1) \ln(y_{j(v+1)_h} N_2) + \sum_{h=1}^{s_2} \sum_{j=q+1}^{m} \ln(1 - y_{j(v+1)_h}) \tag{19}
\end{equation}

\begin{equation}
+ \sum_{h=1}^{s_2} \sum_{j=1}^{y} \ln(1 - y_{j(h)_h} N_1^{\beta}) + \sum_{h=1}^{s_2} \sum_{j=q+1}^{m} (\beta - 1) \ln(y_{j(v+1)_h} N_2^{\beta}).
\end{equation}

Maximizing $\ln \ell_4$ with respect to $\alpha$ and $\beta$, we obtain the ML estimators. The partial derivatives of $\ln \ell_4$ with respect to the parameters are given by
4.4. Estimation with an Even Strength and Odd Stress Sizes. 

The ML estimator of \( \beta \) is selected from the distribution \( TL(\alpha) \) based on the MRSSO. Let \( X_{(q)e}, i = 1, \ldots, q; e = 1, \ldots, s_e \), and \( X_{(q+1)e} \) represent the \( q \)-th partial derivatives of \( x_{i(q)e} T_1 + \ln(1 - x_{i(q)e}) \) with respect to \( \alpha \) and \( \beta \) are represented by

\[
\frac{\partial \ln \ell_5}{\partial \alpha} = \frac{n^*}{\alpha} + \frac{s}{\sum_{e=1}^{s} \sum_{i=1}^{n} \frac{q}{q} \ln(x_{i(q)e} T_1 + \ln(1 - x_{i(q)e})) - \frac{s}{\sum_{e=1}^{s} \sum_{i=q+1}^{n} (q+1)\ln(x_{i(q+1)e} - \ln x_{i(q+1)e} T_2 - 1)}},
\]

(20)

\[
\frac{\partial \ln \ell_5}{\partial \beta} = \frac{m^*}{\beta} + \frac{s}{\sum_{h=1}^{s} \sum_{j=1}^{m} k \ln(y_{j(h)}(2 - y_{j(h)})) - \frac{s}{\sum_{h=1}^{s} \sum_{j=q+1}^{m} (k-1)\ln(y_{j(h)} - y_{j(h)}^{\beta})) - 1}}.
\]

(21)

There appear to be no closed form solutions to Equations (20) and (21) when equal with zero. As a result, numerical techniques are used to find the solution.

5. Simulation Results

The results of a simulation are compared with the performance of estimators based on RSS and MRSS. For a wide range of sample sizes and parameter settings, the absolute
Table 1: Numerical results for the considered sampling schemes, as well as their efficiency with regard to SRS for even set size for $s_x = s_y = 5$ cycles.

| $(n^*, m^*)$ | SRS | $\bar{R}$ | AB | MSE | RSS | $\bar{R}$ | AB | MSE | MRSS | $\bar{R}$ | AB | MSE | $(R_{RSS}, R_{SRS})$ | $(R_{MRSS}, R_{SRS})$ | Efficiency |
|-------------|-----|------------|-----|------|------|------------|-----|------|-------|------------|-----|------|---------------------|---------------------|-----------|
| $(10,10)$   | 0.58590 | 0.01410 | 0.00962 | (2.2) | 0.59378 | 0.0062 | 0.00721 | 0.58687 | 0.01313 | 0.00957 | 1.334 | 1.005 | 0.753 |
| $(20,20)$   | 0.57552 | 0.02448 | 0.00419 | (4.4) | 0.59572 | 0.0043 | 0.00314 | 0.61566 | 0.01566 | 0.00257 | 1.334 | 1.630 | 1.222 |
| $(30,30)$   | 0.58033 | 0.01967 | 0.00323 | (6.6) | 0.59456 | 0.00544 | 0.00166 | 0.60022 | 0.00022 | 0.00132 | 1.946 | 2.447 | 1.258 |
| $(R = 0.6, (\alpha, \beta) = (3, 2))$ | | | | | | | | | | | | | |
| $(10,10)$   | 0.66237 | 0.05192 | 0.00828 | (2.2) | 0.71570 | 0.0014 | 0.00801 | 0.71802 | 0.00374 | 0.00327 | 1.034 | 2.532 | 2.450 |
| $(20,20)$   | 0.67325 | 0.04103 | 0.00452 | (4.4) | 0.70793 | 0.0064 | 0.00246 | 0.70897 | 0.00531 | 0.00217 | 1.837 | 2.083 | 1.134 |
| $(30,30)$   | 0.67316 | 0.04113 | 0.00348 | (6.6) | 0.71232 | 0.0020 | 0.00133 | 0.71331 | 0.00097 | 0.00096 | 2.617 | 3.625 | 1.385 |
| $(R = 0.714, (\alpha, \beta) = (5, 2))$ | | | | | | | | | | | | | |
| $(10,10)$   | 0.77568 | 0.05765 | 0.00716 | (2.2) | 0.82910 | 0.0042 | 0.00366 | 0.83314 | 0.00020 | 0.00279 | 1.956 | 2.566 | 1.312 |
| $(20,20)$   | 0.78243 | 0.05090 | 0.00437 | (4.4) | 0.83501 | 0.0017 | 0.00086 | 0.83006 | 0.00327 | 0.00114 | 5.081 | 3.833 | 0.754 |
| $(30,30)$   | 0.78296 | 0.05037 | 0.00378 | (6.6) | 0.82880 | 0.0035 | 0.00055 | 0.82888 | 0.00445 | 0.00037 | 6.873 | 10.216 | 1.486 |
| $(R = 0.833, (\alpha, \beta) = (5, 1))$ | | | | | | | | | | | | | |
| $(10,10)$   | 0.87219 | 0.03690 | 0.00317 | (2.2) | 0.89599 | 0.0131 | 0.00317 | 0.90395 | 0.00514 | 0.00087 | 2.314 | 3.644 | 1.575 |
| $(20,20)$   | 0.86806 | 0.04103 | 0.00276 | (4.4) | 0.90907 | 0.00004 | 0.00034 | 0.90762 | 0.00147 | 0.00031 | 8.118 | 8.903 | 1.097 |
| $(30,30)$   | 0.86770 | 0.04139 | 0.00230 | (6.6) | 0.90665 | 0.0024 | 0.00020 | 0.90703 | 0.0026 | 0.00014 | 11.500 | 16.429 | 1.429 |
Table 2: Numerical results for the considered sampling schemes, as well as their efficiency with regard to SRS for odd set size for $s_x = s_y = 5$ cycles.

| $(n^*, m^*)$ | $R$ | AB | MSE | $(n, m)$ | $R$ | AB | MSE | $(n, m)$ | $R$ | AB | MSE | $(R_{RSS}, R_{SRS})$ | $(R_{MRSS}, R_{SRS})$ | $(R_{MRSS}, R_{RSS})$ |
|--------------|-----|----|-----|----------|-----|----|-----|----------|-----|----|-----|------------------------|------------------------|------------------------|
| $(15, 15)$   | 0.57522 | 0.02478 | 0.00575 | $(3,3)$ | 0.59414 | 0.00586 | 0.00496 | 0.59838 | 0.00162 | 0.00482 | 1.159 | 1.193 | 1.029 |
| $(25, 25)$   | 0.57902 | 0.02098 | 0.00353 | $(5,5)$ | 0.59015 | 0.00985 | 0.00181 | 0.60097 | 0.00097 | 0.00172 | 1.950 | 2.052 | 1.052 |
| $(35, 35)$   | 0.57768 | 0.02232 | 0.00280 | $(7,7)$ | 0.59967 | 0.00033 | 0.00107 | 0.60226 | 0.00226 | 0.00100 | 2.617 | 2.800 | 1.070 |
| $(15, 15)$   | 0.66754 | 0.04674 | 0.00635 | $(3,3)$ | 0.71012 | 0.00417 | 0.00355 | 0.71037 | 0.00391 | 0.00309 | 1.789 | 2.055 | 1.149 |
| $(25, 25)$   | 0.67578 | 0.03850 | 0.00361 | $(5,5)$ | 0.71080 | 0.00349 | 0.00158 | 0.71661 | 0.00233 | 0.00180 | 2.285 | 2.006 | 0.878 |
| $(35, 35)$   | 0.67205 | 0.04224 | 0.00339 | $(7,7)$ | 0.71695 | 0.00267 | 0.00103 | 0.71468 | 0.00039 | 0.00063 | 3.291 | 5.381 | 1.635 |
| $(15, 15)$   | 0.78343 | 0.04990 | 0.00509 | $(3,3)$ | 0.82827 | 0.00507 | 0.00175 | 0.82773 | 0.00560 | 0.00147 | 2.909 | 3.463 | 1.190 |
| $(25, 25)$   | 0.78392 | 0.04941 | 0.00390 | $(5,5)$ | 0.83297 | 0.00036 | 0.00076 | 0.83259 | 0.00074 | 0.00074 | 5.132 | 5.270 | 1.027 |
| $(35, 35)$   | 0.78727 | 0.05054 | 0.00262 | $(7,7)$ | 0.83553 | 0.00219 | 0.00044 | 0.83306 | 0.00028 | 0.00034 | 8.227 | 10.647 | 1.294 |
| $(15, 15)$   | 0.86426 | 0.04484 | 0.00306 | $(3,3)$ | 0.90495 | 0.00414 | 0.00055 | 0.90883 | 0.00065 | 0.00054 | 5.664 | 5.667 | 1.089 |
| $(25, 25)$   | 0.86700 | 0.04210 | 0.00238 | $(5,5)$ | 0.91048 | 0.00139 | 0.00030 | 0.90396 | 0.00051 | 0.00028 | 7.533 | 8.500 | 1.071 |
| $(35, 35)$   | 0.86929 | 0.03980 | 0.00205 | $(7,7)$ | 0.90550 | 0.00359 | 0.00016 | 0.90809 | 0.00100 | 0.00012 | 12.813 | 17.083 | 1.333 |
Table 3: Numerical results for the considered sampling schemes, as well as their efficiency with regard to SRS under the following configuration: \(X\) and \(Y\) have odd and even set sizes, respectively, for \(s_x = s_y = 5\) cycles.

| \((n^*, m^*)\) | \(R\) | \(\alpha, \beta\) | \(n, m\) | \(R\) | \(\bar{R}\) | \(MSE\) | \(R\) | \(\bar{R}\) | \(MSE\) | \(R\) | \(\bar{R}\) | \(MSE\) | \(\frac{R_{RSS}}{R_{SRS}}\) | \(\frac{R_{MRSS}}{R_{SRS}}\) | \(\frac{R_{MRSS}}{R_{RSS}}\) |
|----------------|------|------------------|--------|------|--------|--------|------|--------|--------|------|--------|--------|----------------|----------------|----------------|
| (15, 10)       | 0.6  | (3, 2)           | (3, 2) | 0.57227 | 0.02773 | 0.00742 | 0.62347 | 0.02347 | 0.00737 | 0.55437 | 0.04563 | 0.00931 | 1.007 | 0.797 | 0.792 |
| (15, 20)       | 0.58160 | 0.01840 | 0.00478 | (3, 4) | 0.58371 | 0.01629 | 0.00410 | 0.56015 | 0.03985 | 0.00528 | 1.166 | 0.905 | 0.777 |
| (15, 10)       | 0.67062 | 0.04367 | 0.00722 | (3, 2) | 0.71808 | 0.00379 | 0.00435 | 0.67086 | 0.04342 | 0.00674 | 1.660 | 1.071 | 0.645 |
| (15, 20)       | 0.67184 | 0.04245 | 0.00512 | (3, 4) | 0.70000 | 0.01428 | 0.00347 | 0.67461 | 0.04013 | 0.00419 | 1.476 | 1.222 | 0.828 |
| (15, 10)       | 0.77789 | 0.05545 | 0.00621 | (3, 2) | 0.84215 | 0.00882 | 0.00230 | 0.79789 | 0.03545 | 0.00445 | 2.700 | 1.396 | 0.517 |
| (15, 20)       | 0.78283 | 0.05050 | 0.00477 | (3, 4) | 0.82452 | 0.00881 | 0.00111 | 0.85350 | 0.02010 | 0.00130 | 4.297 | 3.669 | 0.854 |
| (15, 10)       | 0.86924 | 0.03985 | 0.00274 | (3, 2) | 0.90086 | 0.00823 | 0.00064 | 0.89166 | 0.01743 | 0.00085 | 4.281 | 3.224 | 0.753 |
| (15, 20)       | 0.86250 | 0.04659 | 0.00398 | (3, 4) | 0.91083 | 0.00173 | 0.00068 | 0.88869 | 0.02040 | 0.00164 | 5.853 | 2.427 | 0.415 |
Table 4: Numerical results for the considered sampling schemes, as well as their efficiency with regard to SRS under the following configuration: X and Y have even and odd set sizes, respectively, for $s_x = s_y = 5$ cycles.

| $(n^*, m^*)$ | RSS | MSE | (n, m) | RSS | MSE | MRSS | MSE | Efficiency | Efficiency |
|-------------|-----|-----|--------|-----|-----|-------|-----|------------|------------|
|             | $\bar{R}$ | AB | 0.54159 | 0.05841 | 0.00838 | (2,3) | 0.64139 | 0.04139 | 0.00733 | 0.64730 | 0.04730 | 0.00650 | 1.143 | 1.289 | 1.128 |
|             |           |     | 0.57654 | 0.02346 | 0.00499 | (4,3) | 0.61961 | 0.01961 | 0.00423 | 0.63700 | 0.03700 | 0.00460 | 1.180 | 1.085 | 0.920 |
| $R = 0.714$, $(\alpha, \beta) = (5, 2)$ |           |     | 0.66847 | 0.04582 | 0.00687 | (2,3) | 0.69401 | 0.02028 | 0.00557 | 0.74170 | 0.02740 | 0.00450 | 1.233 | 1.527 | 1.238 |
|             |           |     | 0.66813 | 0.04616 | 0.00557 | (4,3) | 0.72361 | 0.00933 | 0.00255 | 0.74160 | 0.02730 | 0.00270 | 2.184 | 2.063 | 0.944 |
| $R = 0.833$, $(\alpha, \beta) = (5, 1)$ |           |     | 0.77908 | 0.05426 | 0.00642 | (2,3) | 0.82359 | 0.00975 | 0.00195 | 0.85350 | 0.02020 | 0.00200 | 3.292 | 3.210 | 0.975 |
|             |           |     | 0.78857 | 0.04746 | 0.00413 | (4,3) | 0.84004 | 0.00671 | 0.00117 | 0.80703 | 0.02630 | 0.00226 | 3.530 | 1.827 | 0.518 |
| $R = 0.9$, $(\alpha, \beta) = (4, 0.4)$ |           |     | 0.87510 | 0.03999 | 0.00291 | (2,3) | 0.89599 | 0.01310 | 0.00137 | 0.91680 | 0.00770 | 0.00070 | 2.124 | 4.157 | 1.957 |
|             |           |     | 0.86658 | 0.04252 | 0.00294 | (4,3) | 0.91311 | 0.00402 | 0.00044 | 0.92150 | 0.01240 | 0.00040 | 6.682 | 7.350 | 1.100 |
bias (AB), mean square error (MSE), and relative efficiency (RE) criteria are used to investigate the estimated reliability. The following set sizes and number of cycles are taken into account when developing the simulation: \((n, m) = (2, 2), (2, 3), (3, 2), (3, 3), (3, 4), (4, 3), (4, 4), (5, 5), (6, 6), (7, 7), (15, 20), (20, 15), (20, 20), (25, 25), (30, 30), (35, 35)\) are selected as sample sizes for SRS. The parameter values are determined as \((\alpha, \beta) = (3, 2), (5, 2), (5, 1), (4, 0.4)\), giving \(R = 0.6, 0.714, 0.833, 0.933\) respectively. From the above, we can deduce the following from Tables 1–4:

(i) For all scenarios, the reliability estimates under the RSS scheme outperform the corresponding ones under the SRS (see Tables 1–4)

(ii) The reliability estimates under the MRSS scheme outperform the corresponding ones under SRS in most situations, except when \(X\) has an odd set size and \(Y\) has even set sizes at \(R = 0.6\) (see Tables 1–4)

(iii) The reliability estimates under the MRSS scheme outperform the corresponding ones under the RSS in most situations, except at \((n, m) = (2, 2)\) where \(R = 0.6\) and at \((n, m) = (4, 4)\) where \(R = 0.833\) (see Table 1)

(iv) The reliability estimates under the MRSS scheme outperform than the corresponding ones under the RSS in most situations, except at \((n, m) = (5, 5)\), where \(R = 0.714\) (see Table 2)

(v) The reliability estimates under the RSS scheme outperform the corresponding ones under the MRSS for all cases (see Table 3)

(vi) The reliability estimates under the RSS scheme outperform the corresponding ones under the MRSS for all cases for \((n, m) = (2, 3)\) except at \(R = 0.833\) while the reliability estimates under the MRSS scheme outperform the corresponding ones under the RSS for all of the situations at \((n, m) = (4, 3)\) except \(R = 0.9\) (see Table 4)

6. Conclusions

In this manuscript, we have examined the estimation of the unknown reliability measure \(R = P [Y < X]\), assuming that \(X\) and \(Y\) are modeled by independent identically distributed RVs from the TL distribution. We obtain the ML estimator of \(R\) in the setting of the SRS or RSS. In the MRSS design, we establish the reliability estimator of \(R\) in four situations. In the first and second situations, we obtain the reliability estimator when both \(X\) and \(Y\) have the same set size. The reliability estimator is derived in the third and fourth situations when the observed samples from the stress distribution have the MRSSO and the observed samples from the strength distribution have the MRSE, and vice versa. We check the performance of different estimates through numerical studies.
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