Abstract

We study the entropic Gromov-Wasserstein and its unbalanced version between (unbalanced) Gaussian distributions with different dimensions. When the metric is the inner product, which we refer to as inner product Gromov-Wasserstein (IGW), we demonstrate that the optimal transportation plans of entropic IGW and its unbalanced variant are (unbalanced) Gaussian distributions. Via an application of von Neumann’s trace inequality, we obtain closed-form expressions for the entropic IGW between these Gaussian distributions. Finally, we consider an entropic inner product Gromov-Wasserstein barycenter of multiple Gaussian distributions. We prove that the barycenter is a Gaussian distribution when the entropic regularization parameter is small. We further derive a closed-form expression for the covariance matrix of the barycenter.

1. Introduction

The recent advance in computation of optimal transport (Cuturi, 2013; Bonneel et al., 2015; Kolouri et al., 2016; Altschuler et al., 2017; Dvurechensky et al., 2018; Lin et al., 2019; Deshpande et al., 2019; Nguyen et al., 2021a) has led to a surge of interest in using optimal transport for applications in machine learning and statistics. These applications include generative modeling (Arjovsky et al., 2017; Tolstikhin et al., 2018; Salimans et al., 2018; Genevay et al., 2018; Liutkus et al., 2019), unsupervised learning (Ho et al., 2017; 2019), domain adaptation (Courty et al., 2016; Damodaran et al., 2018; Le et al., 2021), mini-batch computation (Fatras et al., 2020; Nguyen et al., 2021b), and other applications (Solomon et al., 2016; Nguyen et al., 2021c). In these above applications, optimal transport has been used to quantify the discrepancy of the locations and mass between two probability measures which must be in the same space. When probability measures lie in different spaces, their locations are not comparable, their inner structures become the main concern. In this case, the Gromov-Wasserstein distance is adopted to measure the discrepancy between their inner structures. The main idea of Gromov-Wasserstein distance is to consider the transportation of similarity matrices of points which are in the same spaces. However, such formulation of Gromov-Wasserstein distance is computationally expensive as we need to solve a quadratic programming problem. To reduce the computational cost of Gromov-Wasserstein distance, (Peyré et al., 2016) propose to regularize the objective function of Gromov-Wasserstein based on the entropy of the transportation plan, which we refer to as entropic Gromov-Wasserstein. The entropic regularization idea had also been used earlier in optimal transport and had been shown to improve greatly the computation of optimal transport (Cuturi, 2013; Altschuler et al., 2017; Dvurechensky et al., 2018; Lin et al., 2019). The improvement in approximation of Gromov-Wasserstein distance via the entropic regularization has led to an increasing interest of using that divergence to several applications, including deep generative models (Bunne et al., 2019), computer graphics (Solomon et al., 2016; Xu et al., 2019; Chen et al., 2020), and natural language processing (Alvarez-Melis & Jaakkola, 2018; Grave et al., 2019). When measures are not probability measures and unbalanced, i.e., they may have different total masses, unbalanced version of Gromov-Wasserstein, named unbalanced Gromov-Wasserstein, via the idea of unbalanced optimal transport (Chizat et al., 2018) had been introduced in the recent work of (Séjourné et al., 2020). The entropic unbalanced Gromov-Wasserstein has been used in robust machine learning applications (Séjourné et al., 2020). Despite their practicalities, theoretical understandings of entropic (unbalanced) Gromov-Wasserstein are still nascent. The recent work of (Salmona et al., 2021) studied the closed-form expression of Gromov-Wasserstein between Gaussian distributions in different dimensions. However, to the best of our knowledge, the full theoretical analysis of entropic Gromov-Wasserstein and its unbalanced version between (unbalanced) Gaussian distributions in different dimensions has remained poorly understood.
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Our contribution. In this paper, we present a comprehensive study of the entropic Gromov-Wasserstein and its unbalanced version between (unbalanced) Gaussian distributions when inner product is considered as a cost function, which we refer to as entropic (unbalanced) inner product Gromov-Wasserstein (IGW). We also study its corresponding barycenter problem among multiple Gaussian distributions. Our work complements the works of (Gelbrich, 1990), (Janati et al., 2020) and (Salmona et al., 2021) when we give an explicit explanation of the effect of the entropic regularization on the OT and the geometric structure of an optimal transport plan between Gaussians. More particularly, our contribution is four-fold and can be summarized as follows:

1. Balanced Gaussian measures: We first provide a closed-form expression of the entropic inner product Gromov-Wasserstein between Gaussian probability measures with zero means. We demonstrate that the expression depends mainly on eigenvalues of the covariance matrices of the two measures. Furthermore, an associate optimal transportation plan is shown to be also a zero-mean Gaussian measure. Our analysis hinges upon an application of von Neuman’s trace inequality (Kristof, 1969; Horn & Johnson, 1991) for singular values of matrices.

2. Unbalanced Gaussian measures: Second, by relaxing marginal constraints via Kullback-Leibler (KL) divergence, we further study the entropic unbalanced IGW between two unbalanced Gaussian measures with zero means. The main challenge comes from the two KL terms that add another level of constraint in the objective function. To overcome that challenge, we show that the objective function can be broken down into several sub-problems that can be solved explicitly through some cubic and quadratic equations. That leads to an almost closed-form formulation of an optimal Gaussian transport plan of the entropic unbalanced IGW between the unbalanced Gaussian measures.

3. Barycenter problem: Finally, we investigate the (entropic) Gromov-Wasserstein barycenter problems with inner product cost, which we refer to as (entropic) IGW barycenter, among zero-mean balanced Gaussian measures. We prove that the barycenter of zero-mean Gaussian distributions is also a zero-mean Gaussian distribution with a diagonal covariance matrix. Reposing on that Gaussian barycenter, we can directly obtain a closed-form expression for the barycenter problem when the regularized parameter is sufficiently small, which is also the setting people widely use in practice.

4. Revisiting entropic optimal transport between Gaussian distributions. We note in passing that based on the new proof technique introduced for computing the entropic Gromov-Wasserstein between Gaussian distributions, we revisit the entropic Wasserstein between (unbalanced) Gaussian distributions in Appendix F and provide a simpler proof than that in (Janati et al., 2020) to derive the closed-form expression for that problem.

Paper organization. The paper is organized as follows. In Section 2, we provide backgrounds for the (unbalanced) inner product Gromov-Wasserstein and its corresponding entropic version. Next, we establish a closed-form expression of the entropic IGW between two balanced Gaussian distributions in Section 3 while proving that the entropic unbalanced IGW between unbalanced Gaussian measures also has a closed form in Section 4. Subsequently, we present our study of the (entropic) IGW barycenter problem among multiple Gaussian distributions in Section 5. In Section 6, we carry out empirical studies to investigate the behavior of algorithms solving the entropic Gromov-Wasserstein before concluding with a few discussions in Section 7. Additional proofs and auxiliary results are presented in the supplementary material.

Notation. We use the following notations throughout the paper. For a non-negative definite matrix $A$, if we do not specify the spectral decomposition of $A$, then generally, $\lambda_{a,i}$ or $\lambda_i(A)$ denotes the $i$-th largest eigenvalues of $A$. For random vectors $X = (X_1, \ldots, X_m)$ and $Y = (Y_1, \ldots, Y_n)$, let $K_{xy}$ be the covariance matrix between $X$ and $Y$, which means that $(K_{xy})_{i,j} = \text{Cov}(X_i, Y_j)$. For square matrices $A$ and $B$, we write $A \succeq B$ or $B \preceq A$ if $A - B$ is non-negative definite. For a positive integer $n$, we denote by $I_{n}$ the identity matrix of size $n \times n$ while $[n]$ stands for the set \{1, 2, \ldots, n\}. For any real number $a$, $[a]^{+}$ indicates $\max\{a, 0\}$. Lastly, we denote by $\mathcal{M}^{+}(\mathcal{X})$ the set of all positive measures in a space $\mathcal{X}$ and by $\mathcal{N}(\gamma, \Sigma)$ the Gaussian distribution in $\mathbb{R}^{d}$ with mean $\gamma$ and covariance matrix $\Sigma$ where $d$ will be specified in each case.

2. Preliminaries

In this section, we first provide background for the Gromov-Wasserstein distance between two probability distributions and discuss its properties when using $\ell_2$-norm as a cost function. Then, we present the formulation of an inner product Gromov-Wasserstein problem between two (unbalanced) Gaussian measures with a discussion about its geometric properties.

2.1. Gromov-Wasserstein distance

Let $\mu$ and $\nu$ be two probability measures on two Polish spaces $(\mathcal{X}, d_{\mathcal{X}})$ and $(\mathcal{Y}, d_{\mathcal{Y}})$, and let $c_{\mathcal{X}} : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ and $c_{\mathcal{Y}} : \mathcal{Y} \times \mathcal{Y} \to \mathbb{R}$ be two measurable functions. Then, with $p \geq 1$, the $p$-Gromov-Wasserstein distance between $\mu$ and
\(\nu\), denoted by \(GW_p(\mu, \nu)\), is defined as follows:
\[
\left( \inf_{\pi \in \Pi(\mu, \nu)} \mathbb{E}_\pi \left| c_X(X, X') - c_Y(Y, Y') \right|_p^{\frac{1}{p}} \right)^{\frac{1}{2}},
\]
where \((X, Y)\) and \((X', Y')\) are independent and identically distributed with probability distribution \(\pi\) that belongs to the set of joint probability distributions \(\Pi(\mu, \nu)\), in which their marginal distributions are the corresponding distributions \(\mu\) and \(\nu\).

Although the above problem always admits an optimal solution (Vayer, 2020), it is computationally expensive as we need to solve a quadratic optimization problem. For example, when the dimensions of \(X\) and \(Y\) are \(m\) and \(n\), respectively, the complexity of solving the Gromov-Wasserstein minimization problem is \(O(m^2n + n^2m)\) (Peyré et al., 2016; Vincent-Cuaz et al., 2022).

2.2. Gromov-Wasserstein distance using \(\ell_2\)-norm

Similar to the Wasserstein distance, there is no closed-form expression for the Gromov-Wasserstein distance between general distributions. Even in the important and specific cases when the input distributions are Gaussian, we still do not know if an optimal transport plan needs to be Gaussian or not (Salmona et al., 2021). However, there are some certain understandings of the Gromov-Wasserstein distance when the cost functions are Euclidean norms (Salmona et al., 2021; Vayer, 2020; Gelbrich, 1990),
\[
\left( \inf_{\pi \in \Pi(\mu, \nu)} \mathbb{E}_\pi \left\| X - X' \right\|_m^2 - \left\| Y - Y' \right\|_n^2 \right)^{\frac{1}{2}},
\]
where \(\left\| \cdot \right\|_m\) and \(\left\| \cdot \right\|_n\) are Euclidean norms on \(\mathbb{R}^m\) and \(\mathbb{R}^n\), respectively.

**Theorem 2.1. (Salmona et al., 2021)** Let \(\mu \sim \mathcal{N}(m_0, \Sigma_0)\) and \(\nu \sim \mathcal{N}(m_1, \Sigma_1)\) where \(m_0, m_1 \in \mathbb{R}^m, m_2, m_3 \in \mathbb{R}^n\) are two vector means and \(\Sigma_0, \Sigma_1 \in \mathbb{R}^{m \times m}\) and \(\Sigma_2, \Sigma_3 \in \mathbb{R}^{n \times n}\) are the corresponding non-degenerated covariance matrices. Let \(P_0, D_0\) and \(P_1, D_1\) be respective diagonalizations of \(\Sigma_0\) and \(\Sigma_1\). Let us define \(T_0 : x \in \mathbb{R}^m \rightarrow P_0^\top (x - m_0)\) and \(T_1 : y \in \mathbb{R}^n \rightarrow P_1^\top (y - m_1)\). The Gromov-Wasserstein problem in equation (2) is equivalent to
\[
\sup_{X \sim T_0 \# \mu, Y \sim T_1 \# \nu} \sum_{i,j} \text{Cov}(X_i, Y_j^2) + 2 \left\| \text{Cov}(X, Y) \right\|_F^2,
\]
where \(X = (X_1, \ldots, X_m)^\top\), \(Y = (Y_1, \ldots, Y_n)^\top\) and \(\left\| \cdot \right\|_F\) is the Frobenius norm.

This theorem shows that the \(\ell_2\)-norm Gromov-Wasserstein problem is equivalent to first shifting two input distributions to have mean zeros and then comparing covariance structures of the shifted distributions. After the shifting step, the translation invariant property is no longer needed and the problem is reduced to finding a match between the covariance structures.

### 2.3. Inner product Gromov-Wasserstein

In this section, we will provide background on the inner product Gromov-Wasserstein between two (unbalanced) Gaussian measures with a discussion about its geometric properties and the effect of an entropic regularization term on an optimal transport plan.

Although the Gromov-Wasserstein distance with \(\ell_2\)-norm cost function has been used in several practical applications, finding its closed-form expression has remained an open problem due to its dependence on co-moments of order 2 and 4 of feasible transport plans (see Theorem 2.1) (Salmona et al., 2021). In particular, they can only derive the upper and lower bounds for \(GW_2(\mu, \nu)\) and they are even not able to show that an optimal transport plan is a Gaussian distribution. By considering the inner product cost function, our work can be seen as the first step towards better understanding and new insights on the \(\ell_2\)-norm Gromov-Wasserstein distance between Gaussian distributions. Note that proof techniques (Salmona et al., 2021; Janati et al., 2020) prior to our work to study the Gromov-Wasserstein distance between Gaussian measures were quite complicated.

Now, we reintroduce the Gromov-Wasserstein using the inner product as a cost function and its unbalanced variant.

**Definition 2.2 (Inner product Gromov-Wasserstein).** (Salmona et al., 2021) Let \(X, X' \sim \mu\) be i.i.d random multivariate in \(\mathbb{R}^m\) while \(Y, Y' \sim \nu\) are i.i.d random multivariate in \(\mathbb{R}^n\). Next, we assume that both \((X, Y)\) and \((X', Y')\) are jointly distributed as \(\pi\). Then, the inner product Gromov-Wasserstein (IGW) problem is defined as
\[
IGW(\mu, \nu) := \min_{\pi \in \Pi(\mu, \nu)} \mathbb{E}_\pi \left\{ \left[ (X, X') - (Y, Y') \right]^2 \right\}.
\]

In this paper, we utilize an entropy-regularized approach by adding the relative entropy term to the above objective function. As a result, we have the following definition, named entropic IGW, which is given by
\[
IGW_\varepsilon(\mu, \nu) := \min_{\pi \in \Pi(\mu, \nu)} \mathbb{E}_\pi \left\{ \left[ (X, X') - (Y, Y') \right]^2 \right\} + \varepsilon \text{KL}(\pi\|\mu \otimes \nu),
\]
where \(\varepsilon > 0\) is a regularized parameter and \(\text{KL}(\alpha\|\beta) := \int \log \left( \frac{d\alpha}{d\beta} \right) d\alpha + \int (d\beta - d\alpha)\) for any positive measures \(\alpha\) and \(\beta\). Given that the entropic IGW between Gaussian distributions has a closed-form expression (see Theorem 3.1), it might be useful for some applications such as graph matching and word embedding alignment, which we leave for future development.

**Entropic unbalanced IGW problem:** When \(\mu\) and \(\nu\) are unbalanced Gaussian measures which are not probability distributions, the entropic IGW formulation in equation (3)
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is no longer valid. One solution to deal with this issue is by regularizing the marginal constraints via KL divergence (Chizat et al., 2018). The entropic IGW problem between unbalanced measures, which we refer to as entropic unbalanced IGW, admits the following form:

$$
\text{UIGW}_{ε,τ}(μ, ν) := \min_π \mathbb{E}_{π\in\pi} \left\{ \left( \langle X, X'\rangle - \langle Y, Y'\rangle \right)^2 \right\} + τ \text{KL}^0(\pi_x || μ) + τ \text{KL}^0(\pi_y || ν) + ε \text{KL}^0(π || μ ⊗ ν),
$$

(4)

where $τ > 0$, $π ∈ M^+(\mathbb{R}^m × \mathbb{R}^n)$ in the minimum, $π_x$ and $π_y$ are the projections of $π$ on $\mathbb{R}^m$ and $\mathbb{R}^n$, respectively, and $\text{KL}^0(α || β) := \text{KL}(α || αβ β)$). Using the quadratic-KL divergence $\text{KL}^0$ (Séjourné et al., 2021) in place of the standard KL divergence $\text{KL}$ is therefore valid. One solution to deal with this issue is no longer valid. One solution to deal with this issue is by regularizing the marginal constraints via KL divergence (Chizat et al., 2018).

The proof of Lemma 2.3 can be found in Appendix A.1.

Invariant property: Unlike the $ℓ_2$-norm Gromov-Wasserstein in equation (2), which is invariant to both translation and rotation (Salmona et al., 2021), our IGW, and UIGW are invariant only unchanged under the latter transformation, which is shown in the following lemma with a note that the KL divergence is both rotation and translation invariant.

**Lemma 2.3 (Invariant to rotation).** Let $μ$ and $ν$ be two probability measures on $\mathbb{R}^m$ and $\mathbb{R}^n$. Let $T_m: x \rightarrow O_m x$ and $T_n: y \rightarrow O_n y$ be two functions in which $O_m$ and $O_n$ are orthogonal matrices of size $m \times m$ and $n \times n$, respectively. Then, we have

$$\text{IGW}_ε(T_m \#μ, T_n \#ν) = \text{IGW}_ε(μ, ν),$$

where $\#$ denotes the push-forward operator.

The proof of Lemma 2.3 can be found in Appendix A.1.

Mean-zero assumption: As being discussed above, the IGW and UIGW are not invariant to translation, because the IGW depends on the means of distributions, which is apparently undesirable. To get around this cumbersome, we assume the means of two distributions are equal to zero, which is equivalent to the shifting step as shown in Section 2.2. Then, the translation invariant property is no longer a concern, and the problem is reduced to working with the covariance structures. By putting the mean-zero assumption, we still follow the main idea of the Gromov-Wasserstein distance, which is comparing the inner structures of two input distributions.

3. Entropic Gromov-Wasserstein between Balanced Gaussians

We present in this section a closed-form expression of the entropic inner product Gromov-Wasserstein between two Gaussian measures and a formula of a corresponding optimal transport plan in Theorem 3.1.

Let $μ = N(0, Σ_μ)$ and $ν = N(0, Σ_ν)$ be two Gaussian measures in $\mathbb{R}^m$ and $\mathbb{R}^n$, respectively. To ease the ensuing presentation, in the entropic IGW problem, we denote the covariance matrix of the joint distribution $π$ of $μ$ and $ν$ by

$$\Sigma_π = \begin{pmatrix} Σ_μ & K_{μν} \\ K_{μν}^T & Σ_ν \end{pmatrix},$$

(5)

In addition, the rotation invariant property of entropic IGW in Lemma 2.3 allows us to assume without loss of generality that $Σ_μ$ and $Σ_ν$ are diagonal matrices with positive diagonal entries sorted in descending order. In particular,

$$Σ_μ = \text{diag}(λ_μ, 1, \ldots, λ_μ, m),$$

$$Σ_ν = \text{diag}(λ_ν, 1, \ldots, λ_ν, n).$$

(6)

This step simplifies significantly the unnecessarily complicated form of the general covariance matrix, since the Gromov-Wasserstein depends on the eigenvalues of the covariance matrix. The following result gives the closed-form expression for the entropic IGW between two balanced Gaussian distributions.

**Theorem 3.1 (Entropic IGW has a closed form).** Suppose without loss of generality that $m \geq n$. Let $μ = N(0, Σ_μ)$ and $ν = N(0, Σ_ν)$ be two zero-mean Gaussian measures in $\mathbb{R}^m$ and $\mathbb{R}^n$, respectively, where $Σ_μ$ and $Σ_ν$ are diagonal matrices given in equation (6). The entropic inner product Gromov-Wasserstein between $μ$ and $ν$ then equals to

$$\text{IGW}_ε(μ, ν) = \text{tr}(Σ_μ^2) + \text{tr}(Σ_ν^2) - 2 \sum_{k=1}^n \left[ λ_μ,k λ_ν,k - \frac{ε}{4} \right] + \frac{ε}{2} \sum_{k=1}^n \left[ \log(λ_μ,k λ_ν,k) - \log \left( \frac{ε}{4} \right) \right].$$

Furthermore, an optimal transportation plan of the entropic IGW problem is a zero-mean Gaussian measure $π^* = N(0, Σ_π^*)$, where

$$Σ_π^* = \begin{pmatrix} Σ_μ & K_{μν}^* \\ K_{μν}^* & Σ_ν \end{pmatrix},$$

(7)

with $K_{μν}^* = \text{diag}\left(\left[ λ_μ,k λ_ν,k \left( 1 - \frac{ε}{4λ_μ,k λ_ν,k} \right) \right]^{1/2} \right)_{k=1}^n$ is an $m × n$ matrix.

**Remark 3.2.** It can be seen that the quantity IGW(μ, ν) depends only on the eigenvalues of the covariance matrices of $μ$ and $ν$. In addition, as $ε → 0$, IGW(μ, ν) converges to $\sum_{k=1}^n (λ_μ,k - λ_ν,k)^2 + \sum_{k=n+1}^m λ_μ,k^2$, which is the squared Euclidean distance between covariance matrices $Σ_μ$ and $Σ_ν$.

In other words, IGW(μ, ν) reflects the difference in the inner structures of the two input measures. Regarding the
optimal transport plan, when $\Sigma_\mu$ and $\Sigma_\nu$ are not diagonal, the covariance matrix $K_{\mu\nu}^*$ in equation (7) turns into

$$K_{\mu\nu}^{\text{new}} = P_\mu D_\mu^{1/2} \Lambda_{\mu\nu}^{1/2} D_\nu^{1/2} P_\nu^T = P_\mu K_{\mu\nu}^* P_\nu^T,$$

where $\Lambda_{\mu\nu}^{1/2} = \text{diag}\left\{\left(1 - \frac{\alpha_\mu - \alpha_\nu}{\lambda_{\mu\nu,k}}\right)^{1/2}\right\}_{k=1}^n$, $P_\mu, D_\mu$ and $P_\nu, D_\nu$ are the orthogonal diagonalizations of $\Sigma_\mu(= P_\mu D_\mu P_\mu^T)$ and $\Sigma_\nu(= P_\nu D_\nu P_\nu^T)$, respectively (see Appendix A.2 for the derivation).

**Proof Sketch of Theorem 3.1.** The full proof of this theorem is in Appendix A.2. First of all, we note that the objective function depends only on the covariance matrix of the joint distribution and the KL term. Given a fixed covariance matrix, the entropic term in equation (3) forces an optimal transport plan for the entropic IGW problem to be a Gaussian distribution (see Lemma 3.3 below). Subsequently, Lemma 3.4 (cf. the end of this proof) is used to attack the the determinant and the trace involving the covariance matrix $K_{\mu\nu}$ between X and Y. Then, the entropic IGW is reduced to a minimization problem of single variables in a particular interval, which has a closed-form solution. \(\square\)

**Lemma 3.3 (KL divergence minimum).** Let $Q_v$ be the Gaussian distribution in $\mathbb{R}^d$ with mean $v$ and covariance matrix $\Sigma_v$. Denote by $\Pi_u, \Sigma_u$ the family of all probability distributions in $\mathbb{R}^d$ which have mean $u$ and covariance matrix $\Sigma_u$, and are dominated by $Q_v$. Then,

$$\mathcal{N}(u, \Sigma_u) = \arg\min_{P_u \in \Pi_u} \text{KL}(P_u || Q_v).$$

The proof of this lemma is deferred to Appendix A.3

**Lemma 3.4 (Eigenvalues, determinant and trace).** Let $U_{\mu\nu}, \Lambda_{\mu\nu}^{1/2}, V_{\mu\nu}^T$ be the SVD of $\Sigma_\mu^{-1/2} K_{\mu\nu} \Sigma_\nu^{-1/2}$, where $\Lambda_{\mu\nu}^{1/2} = \text{diag}\left\{(\kappa_{\mu\nu,k})^{1/2}_{k=1} \right\}$ with $\kappa_{\mu\nu,k}$ the $k$-th largest singular value of $\Sigma_\mu^{-1/2} K_{\mu\nu} \Sigma_\nu^{-1/2}$. Here, $\Lambda_{\mu\nu}^{1/2}$ is an $m \times n$ matrix, while $U_{\mu\nu}$ and $V_{\mu\nu}$ are unitary matrices of sizes $m \times m$ and $n \times n$, respectively. Then,

(a) The values of $\kappa_{\mu\nu,1}, \ldots, \kappa_{\mu\nu,n}$ lie between 0 and 1.

(b) The determinant of matrix $\Sigma_\pi$ could be computed as $\det(\Sigma_\pi) = \det(\Sigma_\mu) \det(\Sigma_\nu) \prod_{j=1}^n (1 - \kappa_{\mu\nu,j}).$

(c) We have $\text{tr}\left(K_{\mu\nu}^T K_{\mu\nu}\right) \leq \sum_{j=1}^n \lambda_{\mu,j} \lambda_{\nu,j} \kappa_{\mu\nu,j}$. The equality occurs when $U_{\mu\nu}$ and $V_{\mu\nu}$ are identity matrices of sizes $m$ and $n$, respectively.

The proof of Lemma 3.4 can be found in Appendix A.4.

This lemma allows us to optimize the entropic IGW problem between Gaussian measures $\mu$ and $\nu$ over the singular values $(\kappa_{\mu\nu,k})_{k=1}^n$ of the matrix $K_{\mu\nu}$ rather than the transport plan $\pi$ which is quite challenging to directly deal with. Part (a) of Lemma 3.4 shows a representation of the covariance matrix $K_{\mu\nu}$ through its singular values, which is useful for calculating its determinant in part (b). Our key technique to derive the closed-form expression for the entropic IGW lies in part (c) of Lemma 3.4. In that part, we utilize the von Neumann’s trace inequality which says that the sum of singular values of the product of two matrices is maximized when their SVDs share the same orthogonal bases and their corresponding singular values match that of each other by their magnitudes. Specifically,

**Lemma 3.5 (von Neumann’s inequality).** (Kristof, 1969)

Let $A_1, \ldots, A_n$ be fixed complex matrices and $Z_1, \ldots, Z_n$ run independently over all unitary matrices, all matrices are of size $m \times m$. Let $\alpha_k, \ldots, \alpha_{km}$ be the singular values of $A_k$ for all $k \in [n]$, all in the same sense monotonically ordered. Then, the maximum of the real part of $\text{tr}[Z_1 A_1 \ldots Z_n A_n]$ is given by $\sum_{k=1}^n \alpha_1 \alpha_\ell \ldots \alpha_n \ell$.

In comparison with previous works such as (Janati et al., 2020) and (Salmona et al., 2021), we have a direct attack to the problem by figuring out a detailed formula for the covariance matrix and utilising the von Neumann’s inequality to avoid solving a complicated system of equations of the first derivatives of the objective function.

**Remark 3.6.** In the step of applying part (c) of Lemma 3.4, the equality of the von Neumann’s inequality for $\text{tr}(K_{\mu\nu}^T K_{\mu\nu})$ can occur in many cases (see Appendix A.4). Therefore, the optimal transport plan mentioned in Theorem 3.1 is not unique. For instance, $\pi' = \mathcal{N}(0, \Sigma_{\pi'})$ where

$$\Sigma_{\pi'} = \begin{pmatrix} \Sigma_\mu & -K_{\mu\nu}^* \\ -K_{\mu\nu} & \Sigma_\nu \end{pmatrix},$$

is also an optimal transport plan.

4. **Entropic Unbalanced Gromov-Wasserstein between Unbalanced Gaussians**

In this section, we consider a more general setting when the two distributions $\mu$ and $\nu$ are unbalanced Gaussian measures in $\mathbb{R}^m$ and $\mathbb{R}^n$, respectively. Specifically,

$$\mu = m_\mu \mathcal{N}(0_m, \Sigma_\mu), \quad \nu = m_\nu \mathcal{N}(0_n, \Sigma_\nu),$$

where $m \geq n$, $m_\mu, m_\nu > 0$ are their masses and $\Sigma_\mu, \Sigma_\nu$ are given in equation (6). Here, $\mu$ and $\nu$ do not necessarily have the same mass, i.e., $m_\mu$ could be different from $m_\nu$. For any positive measure $\alpha$, we denote by $\pi'$ the normalized measure of $\alpha$. Thus, $\pi = \mathcal{N}(0_m, \Sigma_\mu)$ and $\pi' = \mathcal{N}(0_n, \Sigma_\nu)$. Under the setting of entropic unbalanced IGW, we denote
the covariance matrix of a transportation plan \( \pi \) by

\[
\Sigma_{\pi} = \left( \begin{array}{c} \Sigma_x \\ \Sigma_y \end{array} \right) \left( \begin{array}{c} K_{xy} \\ K_{yx} \end{array} \right),
\]

(9)

where \( \Sigma_x \) and \( \Sigma_y \) are covariance matrices of distributions \( \pi_x \) and \( \pi_y \), respectively.

Note that the objective function of entropic unbalanced IGW in equation (4) involves two new KL divergence terms compare to that of the entropic IGW problem. Thus, before presenting the main theorem of this section, we introduce a tight lower bound for the KL divergence between two Gaussian distributions in the following lemma.

Lemma 4.1 (Lower bound for KL divergence). Let \( \pi \) be given in equation (9), \( \lambda_x = (\lambda_{x,i})_{i=1}^{m} \) be the eigenvalues of \( \Sigma_x \), and \( \lambda_y = (\lambda_{y,j})_{j=1}^{n} \) be the eigenvalues of \( \Sigma_y \). Similarly, we define \( \lambda_{x,\mu} \) for \( \Sigma_x \) and \( \lambda_{y,\nu} \) for \( \Sigma_y \). Then, we find that

(a) \( KL(\pi_{x}||\pi) \geq \frac{1}{2} \sum_{i=1}^{m} \Psi(\lambda_{x,i}^{1/2}) \);

(b) \( KL(\pi_{y}||\pi) \geq \frac{1}{2} \sum_{j=1}^{n} \Psi(\sqrt{\lambda_{y,j}} \lambda_{y,j}^{-1/2}) \);

(c) \( KL(\pi/\pi) = KL(\pi_{x}||\pi) + KL(\pi_{y}||\pi) + \frac{1}{2} \sum_{i=1}^{m} \log(1 - \kappa_{x,y,i}) \).

where \( \Psi(x) = x - \log(x) - 1 \), and \((\lambda_{x,y})_{i=1}^{m} \) are singular values of matrix \( \Sigma_{XY}^{-1/2} K_{XY} \Sigma_{XY}^{-1/2} \).

The proof of Lemma 4.1 is in Appendix A.5. Next, we define some functions and quantities that will be used in our analysis. Given \( \tau, \epsilon > 0 \), let

\[
\begin{align*}
g_{x,y}(x; y; a, b) &:= x^2 + y^2 + \epsilon \left[ \log(xy) - \log \frac{\epsilon}{2} \right]^+ + \frac{x + y}{a + b} - \log \left( \frac{xy}{ab} \right) - 2 - 2 \left( xy - \frac{\epsilon}{2} \right); \\
h_{x,y}(x; a) &:= x^2 + (\tau + \epsilon) \left( \frac{x}{a} - \log \left( \frac{x}{a} \right) - 1 \right); \\
(\phi_k, \psi_k) &:= \arg \min_{x,y>0} g_{x,y}(x, y; \lambda_{x,\mu,\lambda_{y,\nu},k}, k \in [n]); \\
\phi_k &:= \arg \min_{x,y>0} h_{x,y}(x, \lambda_{x,\mu,\lambda_{y,\nu},k}, k = n + 1, \ldots, m; \\
\end{align*}
\]

for any \( x, y, a, b > 0 \). The detailed calculation of \((\phi_k)_{k=1}^{m}\) and \((\phi_k)_{k=1}^{n}\) can be found in Appendix B.

Now, we are ready to state our main result regarding the entropic unbalanced IGW between two unbalanced Gaussian distributions.

Theorem 4.2 (Entropic unbalanced IGW has a closed form). Let \( \mu \) and \( \nu \) be two unbalanced Gaussian distributions given in equation (8). Then, the entropic unbalanced IGW between \( \mu \) and \( \nu \) can be computed as follows:

\[
\begin{align*}
\text{UIGW}_{\epsilon,\tau}(\mu, \nu) &= m_\pi^2 \cdot \Upsilon^* + \epsilon KL(m_\pi^2 \cdot m_\nu^2) \\
&+ \tau \left( KL(m_\pi^2 \cdot m_\mu^2) + KL(m_\nu^2 \cdot m_\nu^2) \right),
\end{align*}
\]

(10)

where

\[
\begin{align*}
m_\mu^2 := (m_\mu, m_\nu) \exp \left\{ -\frac{\Upsilon^*}{2(2\tau + \epsilon)} \right\}, \\
\Upsilon^* := \sum_{k=1}^{m} g_{x,\tau}(\phi_k, \psi_k; \lambda_{x,\mu,\lambda_{y,\nu},k}) \\
&+ \sum_{k=1}^{m} h_{x,\tau}(\phi_k, \lambda_{x,\mu,\lambda_{y,\nu},k}) \\
\end{align*}
\]

Furthermore, an optimal transportation plan is an unbalanced Gaussian measure \( \pi^* = m_\pi \cdot N(0, \Sigma_\pi^*) \), where

\[
\Sigma_\pi^* = \left( \begin{array}{c} \Sigma_x^* \\ \Sigma_y^* \end{array} \right) \left( \begin{array}{c} K_{xy}^* \\ K_{yx}^* \end{array} \right),
\]

in which \( \Sigma_x^* = \text{diag}(\phi_k)_{k=1}^{m} \), \( \Sigma_y^* = \text{diag}(\phi_k)_{k=1}^{n} \), and \( K_{xy}^* = \text{diag}(\psi_k)_{k=1}^{n} \) is an \( m \times n \) matrix with

\[
\psi_k := \left\{ 1 - \frac{\epsilon}{2\phi_k^2 \phi_k} \right\}^+ \phi_k
\]

for all \( k \in [n] \).

Remark 4.3. Similar to IGW_{c}(\mu, \nu), equation (10) shows that UIGW_{c}(\mu, \nu) still depends on the eigenvalues of the covariance matrices of \( \mu \) and \( \nu \) via the quantity \( \Upsilon^* \), the detailed calculation of which is deferred to Appendix B. In addition, as \( \mu \) and \( \nu \) are assumed to be unbalanced in this case, the masses of these two measures are also included in the closed-form of UIGW_{c}(\mu, \nu).

Proof Sketch of Theorem 4.2. The full proof of this theorem can be found in Appendix A.6. Recall that feasible transport plans \( \pi \) in the problem (4) are not necessarily probability measures. Therefore, we aim to optimize over the shape \( \pi \) and the masses \( m_\pi \) of \( \pi \). To do so, we separate those two factors in the objective function (4) as follows:

\[
\begin{align*}
m_\pi^2 \Upsilon^* &+ \epsilon KL(m_\pi^2 \cdot m_\nu^2) \\
&+ \tau \left( KL(m_\pi^2 \cdot m_\mu^2) + KL(m_\pi^2 \cdot m_\nu^2) \right),
\end{align*}
\]

(11)

where

\[
\begin{align*}
\Upsilon := \mathbb{E}_{\pi \in \pi} \left\{ (X, X') - (Y, Y') \right\}^2 + 2 \epsilon KL(\pi_{x}||\pi_{x}) \\
&+ 2(\epsilon + \tau) \left( KL(\pi_{x}||\pi_{x}) + KL(\pi_{y}||\pi_{y}) \right).
\end{align*}
\]

(12)

Shape optimization. In a similar fashion to the proof of Theorem 3.1, we show that the sum of the expectation and entropic terms in equation (12) depend only the covariance matrix \( \Sigma_\pi \) of \( \pi \) as below:

\[
||\lambda_x||^2 + ||\lambda_y||^2 - 2 \sum_{k=1}^{n} (\lambda_{x,k} \lambda_{y,k} - \frac{\epsilon}{2})^+ \\
+ \sum_{k=1}^{n} \left( \log(\lambda_{x,k} \lambda_{y,k} - \log \frac{\epsilon}{2})^+ \right)
\]

where...
where \( \lambda_x, \lambda_y, \lambda_\mu \) and \( \lambda_\nu \) are defined as in Lemma 4.1. Putting this result together with parts (a) and (b) of Lemma 4.1, the problem (12) is reduced to

\[
\min_{\lambda_x, \lambda_y > 0} \left\{ \sum_{k=1}^{n} g_{x, \tau} \left( \lambda_{x, k}; \lambda_{y, k}; \lambda_{\mu, k}, \lambda_{\nu, k} \right) + \sum_{k=n+1}^{m} h_{x, \tau} \left( \lambda_{x, k}; \lambda_{\mu, k} \right) \right\}.
\]

Finally, Lemma C.4 (in Appendix C) allows us to optimize each summation term in the above problem independently but still preserving the decreasing order of eigenvalue sequences \( (\lambda_{x, k})_{k=1}^{\infty} \). Eventually, we obtain the optimal value \( Y^* \), which will be calculated in detail in Appendix B.

**Mass optimization.** Based on the equation (11), the optimal mass \( m_{\pi^*} \) is the square root of the minimizer of the function

\[
f(x) := x^T \lambda^* + \varepsilon \text{KL}(x \| m_x^2 m_y^2) + \tau \left\{ \text{KL}(x \| m_x^2) + \text{KL}(x \| m_y^2) \right\},
\]

which is obtained by solving the equation \( f'(x) = 0 \).

5. (Entropic) Gromov-Wasserstein Barycenter of Gaussian Distributions

In this section, we consider the problem of computing the (entropic) Gromov-Wasserstein barycenter of \( T \) Gaussian measures \( \mu_1, \ldots, \mu_T \) defined in spaces of various dimensions. To tackle this problem, we need to fix the desired dimension of a barycenter, e.g., \( d \), and choose beforehand the positive weighting coefficients \( \alpha_1, \ldots, \alpha_T \) such that \( \sum_{\ell=1}^{T} \alpha_\ell = 1 \) associated with the measures \( \mu_1, \ldots, \mu_T \). Here we allow the dimension of the barycenter to be flexible, since the given Gaussian measures could be defined in different dimensional spaces. Then, the barycenter of \( T \) positive measures under the inner-product Gromov-Wasserstein distance is defined as follows:

**Definition 5.1 (Inner product Gromov-Wasserstein barycenter).** Let \( \mu_\ell \) be a positive measure in \( \mathbb{R}^{m_\ell} \) for any \( \ell \in [T] \). Let \( \alpha_1, \ldots, \alpha_T \) be positive constants such that \( \sum_{\ell=1}^{T} \alpha_\ell = 1 \). The inner product Gromov-Wasserstein (IGW) barycenter of \( \{ \mu_\ell, \alpha_\ell \}_{\ell=1}^{T} \) is defined as the probability distribution of the random vector \( Y \) in \( \mathbb{R}^d \) which is a solution of the following problem

\[
\arg\min_{X_t \sim \mu_\ell; \dim(Y) = d; X_t, Y \sim \pi_{x, y}} \left\{ \sum_{\ell=1}^{T} \alpha_\ell \mathbb{E}_{\pi_{x, y} \odot \pi_{x, y}} \left[ \left( \langle X_\ell, X'_\ell \rangle - \langle Y, Y' \rangle \right)^2 \right] \right\},
\]

where in the above minimum, \( \langle X_\ell, Y \rangle \) and \( \langle X'_\ell, Y' \rangle \) are i.i.d random vectors for each \( \ell = 1, \ldots, T \).

Based on this definition, the following theorem provides a closed-form expression for the IGW barycenter of \( T \) Gaussian measures.

**Theorem 5.2 (Inner product Gromov-Wasserstein barycenter has a closed form).** Let \( \mu_\ell = \mathcal{N}(0, \Sigma_\ell) \) be Gaussian distribution in \( \mathbb{R}^{m_\ell} \) for all \( \ell \in [T] \), where \( \Sigma_\ell = \text{diag}(\lambda_{x, i})_{i=1}^{m_\ell} \) is an \( m_\ell \times m_\ell \) positive definite matrix. Let \( d \) be a positive integer and assume that \( d \leq \max_{\ell \in [T]} m_\ell \), the IGW barycenter of the formulation (13) admits a Gaussian solution: \( \mu^* = \mathcal{N}(0, \Sigma^*) \), where

\[
\Sigma_{\mu^*} = \text{diag}(\lambda_{\mu^*, j})_{j=1}^{d},
\]

in which \( \lambda_{\mu^*, j} = \sum_{\ell=1}^{T} \alpha_\ell \lambda_{x, j, \ell} 1_{j \leq m_\ell} \), for all \( j \in [d] \).

The proof of Theorem 5.2 can be found in Appendix A.7.

Subsequently, we define the formulation of the barycenter of positive measures using the entropic IGW.

**Definition 5.3 (Entropic inner product Gromov-Wasserstein barycenter).** Let \( \mu_\ell \) be a positive measure in \( \mathbb{R}^{m_\ell} \) for any \( \ell \in [T] \). Let \( \alpha_1, \ldots, \alpha_T \) be positive constants such that \( \sum_{\ell=1}^{T} \alpha_\ell = 1 \). The entropic inner-product Gromov-Wasserstein barycenter of \( \{ \mu_\ell, \alpha_\ell \}_{\ell=1}^{T} \) is defined as the probability distribution of the random vector \( Y \) in \( \mathbb{R}^d \) which is a solution of the following problem

\[
\arg\min_{X_t \sim \mu_\ell; Y \sim \pi_x; (X_t, Y) \sim \pi_{x, y}} \left\{ \sum_{\ell=1}^{T} \alpha_\ell \mathbb{E}_{\pi_{x, y} \odot \pi_{x, y}} \left[ \langle X_\ell, X'_\ell \rangle - \langle Y, Y' \rangle \right]^2 \right\} + \varepsilon \text{KL}(\pi_{x, y} \| \mu \odot \mu), \tag{14}
\]

where in the above minimum, \( \{ X'_\ell \} \) and \( \{ X_\ell \} \) are i.i.d random vectors and \( Y \) and \( Y' \) are i.i.d random vectors.

From that definition, we have the following result for the entropic IGW barycenter of \( T \) Gaussian distributions.

**Theorem 5.4 (Entropic inner product Gromov-Wasserstein barycenter has a closed form).** Let \( \mu_\ell = \mathcal{N}(0, \Sigma_\ell) \) be Gaussian distribution in \( \mathbb{R}^{m_\ell} \) for all \( \ell \in [T] \), where \( \Sigma_\ell = \text{diag}(\lambda_{x, i})_{i=1}^{m_\ell} \) is an \( m_\ell \times m_\ell \) positive definite matrix. Let \( d \) be a positive integer such that \( d \leq \max_{\ell \in [T]} m_\ell \). Define \( d_\ell = \min\{ d, m_\ell \} \). Let \( \varepsilon \) be a positive constant satisfying

\[
\varepsilon \leq 2\lambda_{x, j} \left( A_j + (A_j^2 - \varepsilon B_j)^{-1/2} \right), \tag{15}
\]

and \( A_j^2 \geq \varepsilon B_j \) for any \( \ell \in [T] \) and \( j \in [d] \), where \( A_j = \sum_{\ell=1}^{T} \alpha_\ell \lambda_{x, j, \ell} 1_{j \leq d_\ell} \) and \( B_j = \sum_{\ell=1}^{T} \alpha_\ell 1_{j \leq d_\ell} \). Then, the barycenter of the formulation (14) admits a Gaussian solution which has the form: \( \mu^* = \mathcal{N}(0, \Sigma_{\mu^*}) \), in which \( \Sigma_{\mu^*} = \text{diag}(\lambda_{\mu^*, j})_{j=1}^{d_\ell} \) with

\[
\lambda_{\mu^*, j} = \sum_{\ell=1}^{T} \alpha_\ell \lambda_{x, j, \ell} 1_{j \leq d_\ell} \left( 1 - \frac{\varepsilon}{\lambda_{x, j} \left[ A_j + (A_j^2 - \varepsilon B_j)^{-1/2} \right]} \right).
\]
The proof of Theorem 5.4 is in Appendix A.8.

Remark 5.5. In the above theorem, we need a set of conditions for \( \varepsilon \) that could be satisfied when \( \varepsilon \) is small, which is often chosen in practice. When \( \varepsilon \) is not small, then the readers could follow the guideline in Lemma C.5 in Appendix C to find the covariance matrix \( \Sigma_{\mu}^* \). The proof of Theorem 5.4 needs the below lemma to show the existence of a Gaussian minimizer.

**Lemma 5.6.** Let \( Q_X = \mathcal{N}(\gamma_x, \Sigma_x) \) be a Gaussian distribution in \( \mathbb{R}^m \) and \( P_Y \) be a probability distribution with mean \( \gamma_Y \in \mathbb{R}^n \) and covariance matrix \( \Sigma_Y \). Denote by \( \Pi(Q_X, P_Y) \) the family of all probability distributions in \( \mathbb{R}^{m+n} \) which have marginal distributions \( Q_X \) and \( P_Y \), and covariance matrix \( \Sigma_{X,Y} = \begin{pmatrix} \Sigma_x & \Sigma_{xy} \\ \Sigma_{yx} & \Sigma_y \end{pmatrix} \). Here, \( \Sigma_x \) and \( \Sigma_y \) are non-degenerate covariance matrices of size \( m \times m \) and \( n \times n \), respectively. Then,

\[
\mathcal{N}(\gamma_x, \gamma_y)^T, \Sigma_{X,Y} \in \arg \min_{P_{X,Y} \in \Pi(Q_X, P_Y)} \text{KL}(P_{X,Y} \| Q_X \otimes P_Y).
\]

The proof of Lemma 5.6 is in Appendix A.9.

6. Empirical Studies

In this section, we will use the derived closed-forms to inspect the behavior of algorithms solving entropic Gromov-Wasserstein problem, in particular those studied in (Peyré et al., 2016). We use the implementation of these algorithms in Python Optimal Transport library (Flamary & Courty, 2017). The implementation is available at https://github.com/lntk/egw_gaussians.

**Projected mirror descent for IGW\(_\varepsilon\) (Figure 1).** The algorithm in (Peyré et al., 2016) reads

\[
C^{(t)} = -D_a P^{(t)} D_b,
\]

\[
P^{(t+1)} = \min_{P \in \Pi(a,b)} \langle P, C^{(t)} \rangle - \varepsilon H(P),
\]

in which \( D_a, D_b \) correspond to inner product cost matrices on supports of \( \mu_N \) and \( \nu_N \), \( \Pi(a,b) \) is the set of discrete couplings \( \{ P \in \mathbb{R}^{N \times N} : P1_N = a, P^T 1_N = b \} \), and \( \langle P, C^{(t)} \rangle = \sum_{i,j \in [N]} P_{ij} C^{(t)}_{ij} \). Here, we set \( m = 2, n = 3 \) and sample \( N \) (between 10 and 2000) data points from \( \mathcal{N}(0, \Sigma_{\mu}) \) and \( \mathcal{N}(0, \Sigma_{\nu}) \), in which \( \Sigma_{\mu} \) and \( \Sigma_{\nu} \) are diagonal matrices whose diagonal values are uniformly sampled from the interval [0, 2]. The regularization parameter \( \varepsilon \) is chosen from \{0.5, 1, 5\}. We plot means and one standard-deviation areas over 20 independent runs for each \( N \). As expected, with more samples we can approximate \( \text{IGW}_{\varepsilon} \) more accurately. However, since this algorithm only converges to a stationary point, there might still be a gap between the converged value and the optimal value.

**Visualizing optimal transportation plans of for \( n = m = 1 \) (Figure 3).** Now we take a look at the trans-
we choose \( \mathcal{N}(0, \alpha) \) and \( \mathcal{N}(0, \beta) \) which will be \( \mu_N \) and \( \nu_N \) with \( N = 1000 \) in which \( \alpha = 2, \beta = 10 \), and set \( \varepsilon \in \{0.1, 1, 20, 40, 80, 100\} \) (values in this set are chosen based on \( \alpha, \beta \)). The algorithm is run till convergence (with tolerance \( 10^{-9} \)) and the plans are plotted in Figure 3. It is apparent that the plans returned by the projected mirror descent algorithm are Gaussians and resemble our theoretical ones (except for the case \( \varepsilon = 1 \), but noting that when \( n = m = 1 \), if \( \mathcal{N}(0, (\frac{\alpha}{\gamma}, \frac{\gamma}{\beta})) \) is an optimal plan for IGW, so is \( \mathcal{N}(0, (\frac{\alpha}{\gamma}, \frac{\gamma}{\beta})) \).

### Alternating minimization for the barycenter problem (Figure 4)

Given \( T \) discrete measures \( \{\mu_N^{(i)}\}_{i=1}^T \), a set of weights \( \{\alpha_i\}_{i=1}^T \), cost matrices \( C^{(i)} \) corresponding to measure \( \mu_N^{(i)} \) and a probability vector \( p \), (Peyré et al., 2016) proposes an alternating minimization scheme to find a \( d \)-dimensional barycenter \( \mu \) of \( \{\mu_N^{(i)}\}_{i=1}^T \) with probability mass \( p \), i.e., finding the cost matrix \( C \) on the support of this barycenter. In our case of inner product metric, \( C \) is a Gram matrix, and we can recover the supports of \( \mu \) via the Cholesky decomposition \( C = LL^\top \) where \( L \in \mathbb{R}^{N \times N} \) and choosing the first \( d \) columns of \( L \). In our setting, for \( i \in [T] \), we choose \( \mu_N^{(i)} = \sum_{j=1}^N \frac{1}{N} \delta_{X_j} \) where \( X_j \sim \mathcal{N}(0, \Sigma(i)) \), \( C_{kl}^{(i)} = \langle X_k, X_l \rangle \) for \( k, l \in [N] \) and \( p = 1/N \). Specifically, we consider \( N = 1000, T = 3, \Sigma^{(1)} = 5, \Sigma^{(2)} = \text{diag}(10, 1), \Sigma^{(3)} = \text{diag}(2, 1, 1), \alpha = (0.3, 0.6, 0.1) \) and \( d = 2 \). The regularization parameter \( \varepsilon \) is set to 0.1, which satisfies all the constraints in Theorem 5.4. After finding \( N \) support points for \( \mu \) by the discussed method, we compute the sample covariance matrix \( \Sigma \), perform orthogonal diagonalization, and apply the corresponding transformation to the support. We then compute its sample mean and sample covariance matrix, and compare the Gaussian with these statistics with our theoretical optimal plan (see Figure 4). It is worth noting that any orthogonally-transformed version of the found barycenter is also a barycenter of \( \{\mu_N^{(i)}\}_{i=1}^T \) under the Gromov-Wasserstein setting.

### 7. Conclusion

In this paper, we provide a comprehensive study of the entropic (unbalanced) inner product Gromov-Wasserstein (IGW) between (unbalanced) Gaussian distributions. We demonstrate that the optimal transportation plan is (unbalanced) Gaussian distribution. Based on that result and a novel application of von Neumann’s trace inequality, we derive the closed-form expression for the entropic (unbalanced) IGW between these distributions. Finally, we also consider the (entropic) Gromov-Wasserstein barycenter problem of multiple Gaussian measures. We prove that the barycenter problem admits a Gaussian minimizer and obtain the closed-form expression for the covariance matrix of the barycenter when the entropic regularization parameter is small.
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Supplementary Materials for “Entropic Gromov-Wasserstein between Gaussian Distributions”

In this supplement, we first provide proofs of remaining lemmas and theorems in Appendix A. Then, we present how to derive a closed-form formulation for $\Upsilon^*$ in Theorem 4.2 in Appendix B. Auxiliary results are presented in Appendix C while another proof of Lemma C.4 is in Appendix D. We highlight the issue of obtaining closed-form expression for entropic inner product Gromov-Wasserstein between non-zero means Gaussian distributions in Appendix E. Finally, we revisit the entropic optimal transport between (unbalanced) Gaussian distributions in Appendix F and provide a simpler proof than that in (Janati et al., 2020) to derive the closed-form expression for that problem.

A. Proofs of remaining results

This appendix is devoted to provide the proofs of lemmas and theorems presented in the paper.

A.1. Proof of Lemma 2.3

Firstly, note that when $\pi' \in \Pi(T_m \# \mu, T_n \# \nu)$, there exists $\pi \in \Pi(\mu, \nu)$ such that $(T_m, T_n) \# \pi = \pi'$. Therefore, we have

$$\mathbb{E}_{\pi' \otimes \pi'}[(X, X') - (Y, Y')]^2 = \mathbb{E}_{(T_m, T_n) \# \pi \otimes (T_m, T_n) \# \pi}[(T_m X, T_m X') - (T_n Y, T_n Y')]^2$$

$$= \mathbb{E}_{\pi \otimes \pi}[(X, X') - (Y, Y')]^2.$$  \hspace{1cm} (16)

Next, we will show that $\pi$ is absolutely continuous w.r.t $\mu \otimes \nu$ if and only if $\pi'$ is absolutely continuous w.r.t $(T_m \# \mu \otimes T_n \# \nu)$. Assume that $\pi$ is absolutely continuous w.r.t $\mu \otimes \nu$. Consider two arbitrary Borel set $U, V$ such that

$$(T_m \# \mu)(U) \times (T_n \# \nu)(V) = 0,$$

which is equivalent to $\mu(T_m^{-1}(U)) \times \nu(T_n^{-1}(V)) = 0$. Since $\pi$ is dominated by $\mu \otimes \nu$, we have $\pi(T_m^{-1}(U), T_n^{-1}(V)) = 0$, or equivalently, $\pi'(U, V) = [(T_m, T_n) \# \pi](U, V) = 0$.

Thus, the first part of the above statement is proved, and the second part is obtained similarly. It follows that the KL terms used below are well defined.

Notice that $d\pi'(x, y) = d\pi(T_m^{-1}(x), T_n^{-1}(y))$, $d(T_m \# \mu)(x) = d\mu(T_m^{-1}(x))$ and $d(T_n \# \nu)(y) = d\nu(T_n^{-1}(y))$. Therefore, by changing of variables $x \mapsto T_m(u)$ and $y \mapsto T_n(v)$, we get

$$\text{KL}(\pi'||(T_m \# \mu) \otimes (T_n \# \nu))$$

$$= \int \log \left( \frac{d\pi'(x, y)}{d(T_m \# \mu)(x)d(T_n \# \nu)(y)} \right) d\pi'(x, y)$$

$$= \int \log \left( \frac{d\pi'(T_m(u), T_n(v))}{d(T_m \# \mu)(T_m(u))d(T_n \# \nu)(T_n(v))} \cdot |\det(T_m'(u))\det(T_n'(v))|d\pi'(T_m(u), T_n(v)) \right)$$

$$= \int \log \left( \frac{d\pi(u, v)}{d\mu(u)d\nu(v)} \right) d\pi(u, v)$$

$$= \text{KL}(\pi||\mu \otimes \nu),$$ \hspace{1cm} (17)

with a note that $|\det(T_m'(u))| = |\det(O_m)| = 1$ and $|\det(T_n'(v))| = |\det(O_n)| = 1$ since $O_m$ and $O_n$ are orthogonal matrices. Putting the results in equations (16) and (18) together, we obtain the conclusion.

A.2. Proof of Theorem 3.1

Firstly, we will show that

$$\mathbb{E}_{\pi \otimes \pi} \left\{ (X, X') - (Y, Y') \right\}^2 = \text{tr}(\Sigma_\mu^2) + \text{tr}(\Sigma_\nu^2) - 2 \text{tr} \left( \Sigma_\mu^T K_{\mu\nu} K_{\mu\nu} \right).$$  \hspace{1cm} (19)
Indeed, we have
\[ E_{\pi \otimes \pi} \left( \left( \langle X, X' \rangle - \langle Y, Y' \rangle \right)^2 \right) = E_{\pi \otimes \pi} \langle X, X' \rangle^2 + E_{\pi \otimes \pi} \langle Y, Y' \rangle^2 - 2E_{\pi \otimes \pi} \langle X, X' \rangle \langle Y, Y' \rangle. \]

As \( \pi \) is a coupling of two zero-mean distributions \( \mu \) and \( \nu \), \( \pi \) also has mean zero. Combining this result with the independence between \( X \) and \( X' \) and \( Y \) and \( Y' \) leads to
\[ E_{\pi \otimes \pi} \langle X, X' \rangle^2 = \text{tr}(\Sigma_\mu^2) \quad \text{and} \quad E_{\pi \otimes \pi} \langle Y, Y' \rangle^2 = \text{tr}(\Sigma_\nu^2). \]

Meanwhile, we have
\[ E_{\pi \otimes \pi} [\langle X, X' \rangle \langle Y, Y' \rangle] = E_{\pi \otimes \pi} \left[ \sum_{i=1}^{m} \sum_{j=1}^{n} X_i X_j' Y_j Y_i' \right] = \sum_{i=1}^{m} \sum_{j=1}^{n} E_{\pi \otimes \pi} [X_i Y_j] \text{E}_{\pi} [X_i' Y_j'] = \text{tr} (K_{\mu \nu}^T K_{\mu \nu}). \]

Putting the above results together, we obtain the desired equality (19). It indicates that we can rewrite the formulation of \( \text{IGW}_\varepsilon(\mu, \nu) \) as follows:
\[ \text{IGW}_\varepsilon(\mu, \nu) = \text{tr}(\Sigma_\mu^2) + \text{tr}(\Sigma_\nu^2) + \min_{\pi \in \Pi(\mu, \nu)} \left\{ \varepsilon \text{KL}(\pi \| \nu) - 2 \text{tr} (K_{\mu \nu}^T K_{\mu \nu}) \right\}. \tag{20} \]

To solve the minimization problem (20), we firstly fix the matrix \( K_{\mu \nu} \), therefore, the covariance matrix of \( \pi \) is also fixed due to equation (5). By Lemma 3.3, the optimal transport plan of this problem needs to be a Gaussian distribution. Thus, according to Lemma C.3 in Appendix C and part (b) of Lemma 3.4, the entropic term in the objective function reads
\[ \varepsilon \text{KL}(\pi \| \nu) = \frac{1}{2} \varepsilon \left\{ \text{tr} \left( \Sigma_\mu \Sigma_\nu^{-1} \right) - (m + n) + \log \left( \frac{\det(\Sigma_\mu \Sigma_\nu^{-1})}{\det(\Sigma_\pi)} \right) \right\} = \frac{\varepsilon}{2} \sum_{i=1}^{n} \log(1 - \kappa_{\mu \nu, i}), \]

where \( \left( \kappa_{\mu \nu, i} \right)_{i=1}^{n} \) are singular values (in descending order) of matrix \( \Sigma_{\mu}^{-\frac{1}{2}} K_{\mu \nu} \Sigma_{\nu}^{-\frac{1}{2}} \). By applying part (c) of Lemma 3.4, the optimal value of the term \( \text{tr} (K_{\mu \nu}^T K_{\mu \nu}) \) is achieved at \( K_{\mu \nu} = \Sigma_\mu^{\frac{1}{2}} \text{diag}(\kappa_{\mu \nu, i})^{\frac{1}{2}} \left( K_{\mu \nu} \right)_{i=1}^{n} \Sigma_{\nu}^{\frac{1}{2}} \). Therefore, the optimization problem (20) reduces to
\[ \text{IGW}_\varepsilon(\mu, \nu) = \text{tr}(\Sigma_\mu^2) + \text{tr}(\Sigma_\nu^2) - \max_{\kappa_{\mu \nu, k} \in [0,1]} \left\{ \sum_{k=1}^{n} \lambda_{\mu, k} \lambda_{\nu, k} \kappa_{\mu \nu, k} + \frac{\varepsilon}{2} \sum_{k=1}^{n} \log(1 - \kappa_{\mu \nu, k}) \right\}. \]

The function \( f(x) = ax + \frac{\varepsilon}{4} \log(1 - x) \) for \( a > 0 \) determined in the interval \([0,1] \) attains its maximum at \( x = \left[ 1 - \frac{\varepsilon}{4a} \right]^+ \). Thus, \( \kappa_{\mu \nu, k} = \left[ 1 - \frac{\varepsilon}{4 \lambda_{\mu, k} \lambda_{\nu, k}} \right]^+ \) for all \( k \in [n] \), and
\[ \text{IGW}_\varepsilon(\mu, \nu) = \text{tr}(\Sigma_\mu^2) + \text{tr}(\Sigma_\nu^2) - 2 \sum_{k=1}^{n} \left( \lambda_{\mu, k} \lambda_{\nu, k} - \frac{\varepsilon}{4} \right)^+ + \frac{\varepsilon}{2} \sum_{k=1}^{n} \left[ \log(\lambda_{\mu, k} \lambda_{\nu, k}) - \log \left( \frac{\varepsilon}{4} \right) \right]^+. \]

Additionally, we have
\[ K_{\mu \nu}^* = \text{diag} \left( \left\{ \lambda_{\mu, k} \lambda_{\nu, k} \left[ 1 - \frac{\varepsilon}{4 \lambda_{\mu, k} \lambda_{\nu, k}} \right]^+ \right\}^{\frac{1}{2}} \right)_{k=1}^{n}. \]

As a consequence, the proof is completed.

**When \( \Sigma_\mu \) and \( \Sigma_\nu \) are not diagonal:** The value of \( \text{IGW}_\varepsilon(\mu, \nu) \) still remains according to Lemma 2.3 but the optimal transport plan does not. More specifically, the equality conditions mentioned in part (c) of Lemma 3.4 will be no longer valid. Instead, let \( P_\mu, D_\mu \) and \( P_\nu, D_\nu \) are the orthogonal diagonalizations of \( \Sigma_\mu \left( = P_\mu D_\mu P_\mu^\top \right) \) and \( \Sigma_\nu \left( = P_\nu D_\nu P_\nu^\top \right), \)

Let $A.3. Proof of Lemma 3.3

Similarly, we have $K_{\mu\nu} = \Sigma_{\mu}^{\frac{1}{2}} U_{\mu\nu} A_{\mu\nu}^{\frac{1}{2}} V_{\mu\nu}^{\top} \Sigma_{\nu}^{\frac{1}{2}}$. Therefore,

$$
\text{tr}(K_{\mu\nu}^* K_{\mu\nu}) = \text{tr} (\Sigma_{\mu}^{\frac{1}{2}} V_{\mu\nu} (A_{\mu\nu}^{\frac{1}{2}}) ^{\top} U_{\mu\nu}^{\top} \Sigma_{\mu} U_{\mu\nu} A_{\mu\nu}^{\frac{1}{2}} V_{\mu\nu}^{\top} \Sigma_{\nu}^{\frac{1}{2}}) \\
= \text{tr} (V_{\mu\nu} (A_{\mu\nu}^{\frac{1}{2}}) ^{\top} U_{\mu\nu}^{\top} \Sigma_{\mu} U_{\mu\nu} A_{\mu\nu}^{\frac{1}{2}} V_{\mu\nu}^{\top} \Sigma_{\nu}) \\
= \text{tr} (V_{\mu\nu} (A_{\mu\nu}^{\frac{1}{2}}) ^{\top} U_{\mu\nu}^{\top} P_{\mu} D_{\mu} P_{\mu}^{\top} U_{\mu\nu} A_{\mu\nu}^{\frac{1}{2}} V_{\mu\nu}^{\top} P_{\nu} D_{\nu} P_{\nu}^{\top}) \\
= \text{tr} (P_{\nu}^{\top} U_{\mu\nu} (A_{\mu\nu}^{\frac{1}{2}}) ^{\top} [U_{\mu\nu}^{\top} P_{\mu} D_{\mu}][P_{\mu}^{\top} U_{\mu\nu} A_{\mu\nu}^{\frac{1}{2}}][V_{\mu\nu}^{\top} P_{\nu} D_{\nu}]) \\
\leq \sum_{i=1}^{n} \lambda_{\mu,i} \lambda_{\nu,i} \kappa_{\mu\nu,i}.
$$

The equality occurs when $U_{\mu\nu} = P_{\mu}$ and $V_{\mu\nu} = P_{\nu}$. Hence, the covariance matrix $K_{\mu\nu}^*$ in this case turns into

$$
K_{\mu\nu}^{\text{new}} = \Sigma_{\mu}^{\frac{1}{2}} P_{\mu} A_{\mu\nu}^{\frac{1}{2}} P_{\nu}^{\top} \Sigma_{\nu}^{\frac{1}{2}} = P_{\mu} D_{\mu}^{\frac{1}{2}} A_{\mu\nu}^{\frac{1}{2}} D_{\nu}^{\frac{1}{2}} P_{\nu} = P_{\mu} K_{\mu\nu}^* P_{\nu}^{\top}.
$$

A.3. Proof of Lemma 3.3

Let $q_u$ and $p_v$ be the probability density functions of distributions $Q_u$ and $P_v$, respectively, whereas $q_u$ be the probability density function of the Gaussian distribution $Q_u$ in $\mathbb{R}^d$ which has mean $u$ and covariance matrix $\Sigma_u$. Then, we have

$$
\text{KL}(P_u || Q_v) = \int_{\mathbb{R}^d} p_u \log \frac{p_u}{q_v} \, dx = \int_{\mathbb{R}^d} p_u \log \frac{p_u}{q_u} \, dx + \int_{\mathbb{R}^d} p_u \log \frac{q_u}{q_v} \, dx \\
= \text{KL}(P_u || Q_u) + \int_{\mathbb{R}^d} p_u \log \frac{q_u}{q_v} \, dx \\
\geq \int_{\mathbb{R}^d} p_u \log \frac{q_u}{q_v} \, dx.
$$

The equality happens when $P_u = Q_u$. Now we prove the lower bound is constant.

Note that

$$
\int_{\mathbb{R}^d} p_u \log q_v = \mathbb{E}_{p_u} [\log(q_v)] = \mathbb{E}_{p_u} \left[ -\frac{1}{2} \log [(2\pi)^d \det(\Sigma_v)] - \frac{1}{2} (x-v)^\top \Sigma_v^{-1} (x-v) \right] \\
= -\frac{1}{2} \mathbb{E}_{p_u} [(x-v)^\top \Sigma_v^{-1} (x-v)] + \text{const} \\
= -\frac{1}{2} \mathbb{E}_{p_u} [(x-u+u-v)^\top \Sigma_v^{-1} (x-u+u-v)] + \text{const} \\
= -\frac{1}{2} \mathbb{E}_{p_u} [(x-u)^\top \Sigma_v^{-1} (x-u) + 2(x-u)^\top \Sigma_v^{-1} (u-v) + (u-v)^\top \Sigma_v^{-1} (u-v)] + \text{const} \\
= -\frac{1}{2} \mathbb{E}_{p_u} [(x-u)^\top \Sigma_v^{-1} (x-u)] + \text{const} \\
= -\frac{1}{2} \mathbb{E}_{p_u} [(x-u)^\top \Sigma_v^{\frac{1}{2}} \Sigma_v^{\frac{1}{2}} (x-u)] + \text{const} \\
= -\frac{1}{2} \mathbb{E}_{p_u} [\text{tr} (\Sigma_v^{\frac{1}{2}} (x-u)(x-u)^\top \Sigma_v^{\frac{1}{2}})] + \text{const} \\
= -\frac{1}{2} \text{tr} (\Sigma_v^{\frac{1}{2}} \Sigma_v^{\frac{1}{2}}) + \text{const}. \quad (21)
$$

Similarly, we have $\mathbb{E}_{p_u} [\log(q_u)]$ is a constant. Hence, the proof is completed.
A.4. Proof of Lemma 3.4

(a) We start with decomposing the matrix $K_{\mu\nu}$ as $K_{\mu\nu} = \Sigma_{\mu}^{\frac{1}{2}} U_{\mu\nu} \Lambda_{\mu\nu}^{\frac{1}{2}} V_{\mu\nu}^{T} \Sigma_{\nu}^{\frac{1}{2}}$. It follows from the fact $\Sigma_{\mu}$ is non-negative definite that

$$\Sigma_{\nu} \succeq K_{\mu\nu}^{T} \Sigma_{\mu}^{-1} K_{\mu\nu}$$

$$\iff \Sigma_{\nu} \succeq \Sigma_{\nu}^{\frac{1}{2}} V_{\mu\nu} (\Lambda_{\mu\nu}^{\frac{1}{2}})^{T} U_{\mu\nu}^{T} U_{\mu\nu} \Lambda_{\mu\nu}^{\frac{1}{2}} V_{\mu\nu}^{T} \Sigma_{\nu}^{\frac{1}{2}}$$

$$\iff \Sigma_{\nu} \succeq \Sigma_{\nu}^{\frac{1}{2}} V_{\mu\nu} \Lambda_{\mu\nu} V_{\mu\nu}^{T} \Sigma_{\nu}^{\frac{1}{2}}$$

$$\iff \text{Id}_{n} \succeq V_{\mu\nu} \Lambda_{\mu\nu} V_{\mu\nu}^{T},$$

where $\Lambda_{\mu\nu} = \text{diag}(\kappa_{\mu\nu,k})_{k=1}^{n}$ is an $n \times n$ matrix. Since $V_{\mu\nu}$ is an unitary matrix, all eigenvalues of matrix $\Lambda_{\mu\nu}$, which are $(\kappa_{\mu\nu,k})_{k=1}^{n}$, belong to the interval $[0, 1]$.

(b) By the definition of matrix $\Sigma_{\pi}$, we have

$$\det(\Sigma_{\pi}) = \det(\Sigma_{\mu}) \det(\Sigma_{\nu} - K_{\mu\nu}^{T} \Sigma_{\mu}^{-1} K_{\mu\nu})$$

$$= \det(\Sigma_{\mu}) \det(\text{Id}_{n} - V_{\mu\nu} \Lambda_{\mu\nu} V_{\mu\nu}^{T})$$

$$= \det(\Sigma_{\mu}) \det(\Sigma_{\nu}) \prod_{k=1}^{n} (1 - \kappa_{\mu\nu,k}).$$

The third equality results from the fact that all eigenvalues of matrix $\text{Id}_{n} - V_{\mu\nu} \Lambda_{\mu\nu} V_{\mu\nu}^{T}$ are $1 - \kappa_{\mu\nu,k}$ for $k \in [n]$.

(c) Using the decomposition of matrix $K_{\mu\nu}$ in part (a), $\text{tr} \left(K_{\mu\nu}^{T} K_{\mu\nu}\right)$ can be rewritten as

$$\text{tr} \left(\Sigma_{\nu}^{\frac{1}{2}} V_{\mu\nu} (\Lambda_{\mu\nu}^{\frac{1}{2}})^{T} U_{\mu\nu}^{T} \Sigma_{\mu} U_{\mu\nu} \Lambda_{\mu\nu}^{\frac{1}{2}} V_{\mu\nu}^{T} \Sigma_{\nu}^{\frac{1}{2}}\right) = \text{tr} \left( [V_{\mu\nu} (\Lambda_{\mu\nu}^{\frac{1}{2}})^{T}] [U_{\mu\nu}^{T} \Sigma_{\mu}] [U_{\mu\nu} \Lambda_{\mu\nu}^{\frac{1}{2}}] [V_{\mu\nu}^{T} \Sigma_{\nu}] \right).$$

Applying the generalization of the von Neumann’s inequality (Kristof, 1969; Horn & Johnson, 1991) for singular values with a note that the equality happens when $U_{\mu\nu}$ and $V_{\mu\nu}^{T}$ are identity matrices, we obtain

$$\text{tr} \left(K_{\mu\nu}^{T} K_{\mu\nu}\right) \leq \sum_{i=1}^{n} \lambda_{\mu,i} \lambda_{\nu,i} \kappa_{\mu\nu,i}.$$ 

Hence, we obtain the conclusion of this lemma. It is worth noting that the equality for the above inequality can also occur in other cases, for example, when $U_{\mu\nu} = \text{Id}_{m}, V_{\mu\nu} = - \text{Id}_{n}$ or when $U_{\mu\nu} = - \text{Id}_{m}, V_{\mu\nu} = \text{Id}_{n}$.

A.5. Proof of Lemma 4.1

By the formula for KL divergence between Gaussians in Lemma C.3 in Appendix C and applying the von Neumann’s trace inequality (Kristof, 1969; Horn & Johnson, 1991), we have

$$\text{KL}(\pi_{x}||\mu) = \frac{1}{2} \left\{ \text{tr} \left(\Sigma_{x} \Sigma_{\mu}^{-1}\right) - m + \log \left(\frac{\det(\Sigma_{\mu})}{\det(\Sigma_{x})}\right) \right\}$$

$$\geq \frac{1}{2} \sum_{i=1}^{m} \left\{ \lambda_{x,i} \lambda_{\mu,i} - \log \left(\frac{\lambda_{x,i}}{\lambda_{\mu,i}}\right) - 1 \right\}.$$ 

Similarly, we find that

$$\text{KL}(\pi_{y}||\mu) \geq \frac{1}{2} \sum_{j=1}^{n} \left\{ \lambda_{y,j} \lambda_{\nu,j} - \log \left(\frac{\lambda_{y,j}}{\lambda_{\nu,j}}\right) - 1 \right\}.$$
The equations (23) and (24) are obtained similarly. As a result, the objective function in equation (4) can be rewritten as

\[ \sum \]

The problem of interest now is Shape optimization. Now, we will divide the rest of the proof into two parts: shape optimization and mass optimization.

By applying parts (ii) and (i) of Lemma C.1 in that order, we get the equation (22) in which

For the sake of computing, we will firstly show that all quadratic KL terms in the objective function (4) can be transformed to their normal versions as follows:

For the last equality, \( KL(\pi \| \pi \otimes \nu) \) is equal to

\[ \frac{1}{2} \left\{ \text{tr} (\Sigma_{\pi} \Sigma_{\mu}^{-1}) - (m + n) - \log \left( \frac{\det(\Sigma_{\pi})}{\det(\Sigma_{\pi} \otimes \mu)} \right) \right\} \]

\[ = \frac{1}{2} \left\{ \text{tr} (\Sigma_{\pi} \Sigma_{\mu}^{-1}) + \text{tr} (\Sigma_{\nu} \Sigma_{\nu}^{-1}) - (m + n) - \log \left( \frac{\det(\Sigma_{\pi})\det(\Sigma_{\nu})}{\det(\Sigma_{\pi} \otimes \nu)} \right) - \sum_{k=1}^{n} \log(1 - \kappa_{xy,k}) \right\} \]

\[ = KL(\pi_x \| \pi) + KL(\pi_y \| \pi) - \frac{1}{2} \sum_{k=1}^{n} \log(1 - \kappa_{xy,k}). \]

The first equality results from the form of the matrix \( \Sigma_{\mu \otimes \nu} = \begin{pmatrix} \Sigma_{\mu} & 0_{m \times n} \\ 0_{n \times m} & \Sigma_{\nu} \end{pmatrix} \).

A.6. Proof of Theorem 4.2

For the sake of computing, we will firstly show that all quadratic KL terms in the objective function (4) can be transformed to their normal versions as follows:

\[ KL(\pi \| \mu) = 2m_{\pi}^2 KL(\bar{\pi}(X) \| \bar{\mu}(Y)) + KL(m_{\pi}^2 \| m_{\mu}^2), \]

\[ KL(\pi \| \nu) = 2m_{\pi}^2 KL(\bar{\pi}(X) \| \bar{\nu}(Y)) + KL(m_{\pi}^2 \| m_{\nu}^2), \]

\[ KL(\pi \| \mu \otimes \nu) = 2m_{\pi}^2 KL(\bar{\pi}(X) \otimes \bar{\nu}(Y)) + KL(m_{\pi}^2 \| m_{\mu}^2 m_{\nu}^2). \]

The equations (23) and (24) are obtained similarly. As a result, the objective function in equation (4) can be rewritten as

\[ m_{\pi}^2 E_{\bar{\pi} \otimes \bar{\nu}} \left\{ [\langle X, X' \rangle - \langle Y, Y' \rangle]^2 \right\} + \varepsilon \left\{ 2m_{\pi}^2 KL(\bar{\pi} \| \pi \otimes \nu) + KL(m_{\pi}^2 \| m_{\mu}^2 m_{\nu}^2) \right\} \\
+ \tau \left\{ 2m_{\pi}^2 KL(\bar{\pi}(X) \| \bar{\mu}) + KL(m_{\pi}^2 \| m_{\mu}^2) + 2m_{\pi}^2 KL(\bar{\pi}(X) \| \bar{\nu}) + KL(m_{\pi}^2 \| m_{\nu}^2) \right\} \\
= m_{\pi}^2 \Upsilon + \varepsilon KL(m_{\pi}^2 \| m_{\mu}^2 m_{\nu}^2) + \tau \left\{ KL(m_{\pi}^2 \| m_{\mu}^2) + KL(m_{\pi}^2 \| m_{\nu}^2) \right\}, \]

in which \( \Upsilon := E_{\bar{\pi} \otimes \bar{\nu}} \left\{ [\langle X, X' \rangle - \langle Y, Y' \rangle]^2 \right\} + 2\varepsilon KL(\bar{\pi}(X) \| \bar{\mu} \otimes \bar{\nu}) + 2\tau \left\{ KL(\bar{\pi}(X) \| \bar{\mu}) + KL(\bar{\pi}(X) \| \bar{\nu}) \right\}. \)

Now, we will divide the rest of the proof into two parts: shape optimization and mass optimization.

Shape optimization. The problem of interest now is \( \min_{\pi} \Upsilon \). We will first prove that the optimal shape \( \bar{\pi} \) is a zero-mean Gaussian measure. Denote by \( (u, v) \) and \( \Sigma_{\pi} \) the mean vector and covariance matrix of \( \pi \) where \( u \in \mathbb{R}^m \) and \( v \in \mathbb{R}^n \). Let \( Z = X - u, Z' = X' - u \) and \( T = Y - v, T' = Y' - v \). According to Lemma C.7, we have

\[ E_{\pi \otimes \nu} \left\{ [(X, X') - \langle Y, Y' \rangle]^2 \right\} \\
= E_{\pi \otimes \nu} \left\{ [(Z, Z') - \langle T, T' \rangle]^2 \right\} + 2u^T \Sigma_x u - 4u^T \Sigma_{xy} v + 2v^T \Sigma_y v + \left[ ||u||^2 - ||v||^2 \right]^2 \\
= \text{tr}(\Sigma_x^2) + \text{tr}(\Sigma_y^2) - 2 \text{tr}(K_{xy} K_{yx}) + 2u^T \Sigma_x u - 4u^T \Sigma_{xy} v + 2v^T \Sigma_y v + \left[ ||u||^2 - ||v||^2 \right]^2. \]
According to parts (a) and (c) of Lemma 3.4, we have

\[ \Upsilon^* := \min_{\Sigma_y} \left\{ \text{tr}(\Sigma_x^2) + \text{tr}(\Sigma_y^2) - 2 \text{tr}(K_{xy}^TK_{xy}) + 2\varepsilon \text{KL}(\bar{\pi} \| \bar{\nu}) + 2\tau \text{KL}(\bar{\pi}_x \| \bar{\mu}) + 2\tau \text{KL}(\bar{\pi}_y \| \bar{\nu}) \right\} \quad (27) \]

Using the same arguments as in Theorem 3.1, we obtain that the minimum value of \( \text{tr}(\Sigma_x^2) + \text{tr}(\Sigma_y^2) - 2 \text{tr}(K_{xy}^TK_{xy}) + 2\varepsilon \text{KL}(\bar{\pi} \| \bar{\nu}) \)

is equal to

\[ \| \lambda_x \|^2 + \| \lambda_y \|^2 = 2 \sum_{k=1}^n \left( \lambda_{x,k} \lambda_{y,k} - \frac{\varepsilon}{2} \right)^+ + \varepsilon \sum_{k=1}^n \left[ \log(\lambda_{x,k}\lambda_{y,k}) - \log \frac{\varepsilon}{2} \right]^+. \]

Combining this result with parts (a) and (b) of Lemma 4.1 implies that the problem (27) is equivalent to

\[ \Upsilon^* = \min_{\lambda_x, \lambda_y > 0} \left\{ \sum_{k=1}^n g_{\varepsilon, \tau,+}(\lambda_{x,k}, \lambda_{y,k}; \lambda_{\mu,k}, \lambda_{\nu,k}) + \sum_{k=n+1}^m h_{\varepsilon, \tau}(\lambda_{x,k}; \lambda_{\mu,k}) \right\}, \]

with note that \((\lambda_{x,k})_{k=1}^n\) and \((\lambda_{y,k})_{k=1}^n\) are decreasing sequences. By Lemma C.4, each summation term of the above problem can be optimized independently but still preserving the order of \((\lambda_{x,k})_{k=1}^n\) as follows:

\[ \Upsilon^* = \sum_{k=1}^n \min_{\lambda_{x,k}, \lambda_{y,k} > 0} g_{\varepsilon, \tau,+}(\lambda_{x,k}, \lambda_{y,k}; \lambda_{\mu,k}, \lambda_{\nu,k}) + \sum_{k=n+1}^m \min_{\lambda_{x,k} > 0} h_{\varepsilon, \tau}(\lambda_{x,k}, \lambda_{\mu,k}). \]

A detailed calculation of \( \Upsilon^* \) is deferred to Appendix B.

**Mass optimization.** Finally, based on equation (25), the optimal mass is obtained by taking the square root of the minimizer of the following problem:

\[ m_{\pi^*}^2 = \arg \min_{x > 0} f(x) := \Upsilon^* x + \varepsilon \text{KL}(x \| m_\mu^2 m_\nu^2) + \tau \text{KL}(x \| m_\mu^2) + \tau \text{KL}(x \| m_\nu^2). \]

By part (c) of Lemma C.6, we obtain

\[ m_{\pi^*} = (x^*)^\frac{1}{2} = (m_\mu m_\nu)^\frac{1}{2\tau + \varepsilon} \exp \left\{ \frac{-\Upsilon^*}{2(\tau + \varepsilon)} \right\}. \]

Hence, the proof is completed.

**A.7. Proof of Theorem 5.2**

Firstly, let \( K_{\ell y} \) be the covariance matrix between \( X_\ell \) and \( Y \) while \( v \) and \( \Sigma_y \) be the mean and covariance matrix of \( Y \), respectively. By Lemma C.7, the objective function in equation (13) is rewritten as

\[ \sum_{\ell=1}^T \alpha_\ell \mathbb{E}_{\pi_{\ell,y} \otimes \pi_{\ell,y}} \left\{ \left( \langle X_\ell, X'_\ell \rangle - \langle Y, Y' \rangle \right)^2 \right\} = \sum_{\ell=1}^T \alpha_\ell \mathbb{E}_{\pi_{\ell,y} \otimes \pi_{\ell,y}} \left[ \langle X_\ell, X'_\ell \rangle - \langle Y - v, Y' - v \rangle \right]^2 + 2v^T \Sigma_y v + \| v \|^4. \]

As \( \Sigma_y \) is a positive definite matrix, we have \( 2v^T \Sigma_y v + \| v \|^4 > 0 \) when \( v \neq 0_d \). Therefore, the barycenter \( \mu^* \) must have mean zero. Next, we denote by \( \lambda_{\ell,i} \) and \( \lambda_{y,i} \) the ith largest eigenvalues of \( \Sigma_\ell \) and \( \Sigma_y \), respectively. By using the same arguments for deriving equation (19), we get

\[ \sum_{\ell=1}^T \alpha_\ell \mathbb{E}_{\pi_{\ell,y} \otimes \pi_{\ell,y}} \left\{ \left[ \langle X_\ell, X'_\ell \rangle - \langle Y, Y' \rangle \right]^2 \right\} = \sum_{\ell=1}^T \alpha_\ell \left\{ \sum_{i=1}^d \lambda_{\ell,i}^2 + 2 \text{tr} \left( K_{\ell y}^TK_{\ell y} \right) + \sum_{j=1}^{m_{\ell}} \lambda_{\ell,j}^2 \right\}. \]

According to parts (a) and (c) of Lemma 3.4, we have

\[ \text{tr} \left( K_{\ell y}^TK_{\ell y} \right) \leq \sum_{j=1}^{m_{\ell}} \lambda_{y,j} \lambda_{\ell,j}, \]
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where the equality happens when \((X_j)_j = \sqrt{\lambda_{y,j}}Z_j\) and \(Y_j = \sqrt{\lambda_{y,j}}Z_j\) with \((Z_j)_j\) are i.i.d. standard normal random variables. Thus, the problem now is reduced to minimize

\[
\sum_{\ell=1}^{T} \alpha_{\ell} \left\{ \sum_{j=1}^{d} \lambda_{y,j}^2 - 2 \sum_{j=1}^{d} \lambda_{y,j} \lambda_{\ell,j} \right\} = \sum_{j=1}^{d} \left\{ \lambda_{y,j}^2 - 2 \lambda_{y,j} \sum_{\ell=1}^{T} \alpha_{\ell} \lambda_{\ell,j} 1_{j \leq m_{\ell}} \right\}.
\]

This quantity has a quadratic form, so it attains its minimum at

\[
\lambda_{y,j} = \sum_{\ell=1}^{T} \alpha_{\ell} \lambda_{\ell,j} 1_{j \leq m_{\ell}}; \quad j \in [d].
\]

Hence, we obtain the conclusion of the theorem.

\[\Box\]

A.8. Proof of Theorem 5.4

Firstly, we will show that the barycenter \(\mu^{*}\) has mean zero. Let \(K_{\ell y}\) be the covariance matrix between \(X_{\ell}\) and \(Y\) while \(v\) and \(\Sigma_{y}\) be the mean and covariance matrix of \(Y\), respectively. By Lemma C.7, the objective function in equation (14) can be rewritten as

\[
\sum_{\ell=1}^{T} \alpha_{\ell} \left\{ \sum_{i=1}^{d} \lambda_{y,i}^2 - 2 \operatorname{tr} \left( K_{\ell y}^\top K_{\ell y} \right) + \sum_{j=1}^{m_{\ell}} \lambda_{\ell,j}^2 \right\} + \varepsilon \operatorname{KL}(\pi_{\ell,y}||\mu_{\ell} \otimes \mu) = \sum_{j=1}^{m_{\ell}} \lambda_{\ell,j}^2 + \varepsilon \operatorname{KL}(\pi_{\ell,y}||\mu_{\ell} \otimes \mu).
\]

Denote by \(\Sigma_{\ell,y}\) and \(\Sigma_{\ell \otimes y}\) the covariance matrices of \(\pi_{\ell,y}\) and \(\mu_{\ell} \otimes \mu\), respectively. The entropic term in the above equation is then equal to

\[
\frac{\varepsilon}{2} \left\{ \operatorname{tr}(\Sigma_{\ell,y} \Sigma_{\ell,y}^{-1}) + \log \left( \frac{\det(\Sigma_{\ell \otimes y})}{\det(\Sigma_{\ell,y})} \right) - (m_{\ell} + d) \right\} = \frac{\varepsilon}{2} \log \left( \frac{\det(\Sigma_{\ell \otimes y})}{\det(\Sigma_{\ell,y})} \right).
\]

The problem is thus reduced to minimize

\[
\sum_{j=1}^{d} \lambda_{y,j}^2 - 2 \sum_{\ell=1}^{T} \alpha_{\ell} \operatorname{tr} \left( K_{\ell y}^\top K_{\ell y} \right) + \frac{1}{2} \sum_{\ell=1}^{T} \alpha_{\ell} \varepsilon \log \left( \frac{\det(\Sigma_{\ell \otimes y})}{\det(\Sigma_{\ell,y})} \right).
\]  

Use the same approach of Lemma 3.4, let \(U_{\ell y} \Lambda_{\ell y}^{1/2} V_{\ell y}^\top\) be the SVD of matrix \(\Sigma_{\ell}^{-1/2} K_{\ell y} \Sigma_{y}^{-1/2}\), or equivalently,

\[
K_{\ell y} = \Sigma_{\ell}^{1/2} U_{\ell y} \Lambda_{\ell y}^{1/2} V_{\ell y}^\top \Sigma_{y}^{1/2}.
\]

Denote by \(\kappa_{\ell y,j}\) the \(j\)-th largest singular value of \(\Sigma_{\ell}^{-1/2} K_{\ell y} \Sigma_{y}^{-1/2}\). Then, we find that

\[
\log \left( \frac{\det(\Sigma_{\ell \otimes y})}{\det(\Sigma_{\ell,y})} \right) = - \sum_{j=1}^{d_{\ell}} \log(1 - \kappa_{\ell y,j}).
\]
By applying the von Neumann’s trace inequality (Kristof, 1969; Horn & Johnson, 1991), we have
\[
\text{tr}(K_{\ell y}^T K_{\ell y}) = \text{tr} \left( \sum_{\ell} V_{\ell y} (\Lambda_{\ell y}^{\frac{1}{2}})^T U_{\ell y} \Sigma_{\ell} U_{\ell y} \Lambda_{\ell y} V_{\ell y} (\Lambda_{\ell y}^{\frac{1}{2}}) \right) = \text{tr} \left( [V_{\ell y} (\Lambda_{\ell y}^{\frac{1}{2}})^T] \times [U_{\ell y} \Sigma_{\ell}] \times [U_{\ell y} \Lambda_{\ell y}] \times [V_{\ell y} \Sigma_{\ell}] \right)
\]
\[
\leq \sum_{\ell=1}^{d_\ell} \lambda_{\ell,y,j} \kappa_{\ell y,j},
\]
with a note that all $\Lambda_{\ell y}$, $\Sigma_{\ell}$ and $\Sigma_{\ell}$ are diagonal matrices. The equality occurs when $V_{\ell y}$ and $U_{\ell y}$ are identity matrices.

Put the above results together, the problem in equation (28) is reduced to minimizing
\[
\sum_{j=1}^{d} \lambda_{y,j}^2 - \sum_{\ell=1}^{T} \sum_{t=1}^{d_\ell} 2 \alpha_\ell \lambda_{\ell,y,j} \kappa_{\ell y,t} - \frac{\varepsilon}{2} \sum_{\ell=1}^{T} \sum_{t=1}^{d_\ell} \alpha_\ell \sum_{j=1}^{d_\ell} \log(1 - \kappa_{\ell y,t}),
\]
or equivalently,
\[
\sum_{j=1}^{d} \left\{ \lambda_{y,j}^2 - 2 \lambda_{y,j} \sum_{\ell=1}^{T} \alpha_\ell \kappa_{\ell y,j} 1_{j \leq d_\ell} \right\} - \frac{\varepsilon}{2} \sum_{\ell=1}^{T} \sum_{t=1}^{d_\ell} \alpha_\ell \sum_{j=1}^{d_\ell} \log(1 - \kappa_{\ell y,t}).
\]

By fixing the values of $\kappa_{\ell y,t} \in [0, 1]$ for all $t \in [d_\ell]$, this quantity attains its minimum at
\[
\lambda_{y,j} = \sum_{\ell=1}^{T} \alpha_\ell \kappa_{\ell y,j} 1_{j \leq d_\ell}, \quad j \in [d].
\]

Therefore, the problem of entropic IGW barycenter is equivalent to finding the maximum of
\[
\sum_{j=1}^{d} \left[ \sum_{\ell=1}^{T} \alpha_\ell \kappa_{\ell y,j} 1_{j \leq d_\ell} \right]^2 + \frac{\varepsilon}{2} \sum_{\ell=1}^{T} \sum_{t=1}^{d_\ell} \alpha_\ell \log(1 - \kappa_{\ell y,t})
\]
\[
= \sum_{j=1}^{d} \left\{ \left[ \sum_{\ell=1}^{T} \alpha_\ell \kappa_{\ell y,j} 1_{j \leq d_\ell} \right]^2 + \frac{\varepsilon}{2} \sum_{\ell=1}^{T} \alpha_\ell \log(1 - \kappa_{\ell y,t}) 1_{j \leq d_\ell} \right\}.
\]

We need to maximize each term, which is
\[
\left[ \sum_{\ell=1}^{T} \alpha_\ell \kappa_{\ell y,j} 1_{j \leq d_\ell} \right]^2 + \sum_{\ell=1}^{T} \alpha_\ell \log(1 - \kappa_{\ell y,t}) 1_{j \leq d_\ell},
\]
under the constraints that $0 \leq \kappa_{\ell y,j} \leq 1$, for all $j \in [d_\ell]$. By Lemma C.5 in Appendix C, and when $\varepsilon$ satisfying the condition (15) for $\ell \leq \min\{d, m\}$, we have
\[
\kappa_{\ell y,j} = 1 - \frac{\varepsilon}{2 \alpha_\ell \left\{ A_j + \sqrt{A_j^2 - \varepsilon B_j} \right\}},
\]
where $A_j = \sum_{\ell=1}^{T} \alpha_\ell \lambda_{\ell,y,j} 1_{j \leq d_\ell}$ and $B_j = \sum_{\ell=1}^{T} \alpha_\ell 1_{j \leq d_\ell}$. Hence, we reach the conclusion of the theorem.

A.9. Proof of Lemma 5.6

Let $Q_{X,Y} = N([\gamma_x, \gamma_y]^T, \Sigma_{X,Y})$ and $Q_Y = N(\gamma_y, \Sigma_y)$ be Gaussian distributions in $\mathbb{R}^{m+n}$ and $\mathbb{R}^n$, respectively. Denote by $p_{X,Y}$, $q_{X,Y}$, $p_Y$ and $p_{X,Y}$ the probability density functions of distributions $Q_{X,Y}$, $Q_Y$, $Q_{X,Y}$, $P_Y$ and $P_{X,Y}$, respectively, we need to show that
\[
\text{KL}(P_{X,Y} \| Q_X \otimes P_Y) \geq \text{KL}(Q_{X,Y} \| Q_X \otimes Q_Y).
\]

Expanding the KL divergence, we need to prove
\[
\int p_{X,Y}(x,y) \left[ \log p_{X,Y}(x,y) - \log q_{X}(x) - \log p_Y(y) \right] dx dy \geq \int q_{X,Y}(x,y) \left[ \log q_{X,Y}(x,y) - \log q_{X}(x) - \log q_Y(y) \right] dx dy.
\]
Similar to the derivation for equation (21) in the proof Lemma 3.3 with a note that \( q_{X,Y}, q_X \) and \( q_Y \) are Gaussian distributions, we have

\[
\int p_{X,Y}(x, y) \log q_X(x)dx\,dy = \int q_{X,Y}(x, y) \log q_X(x)dx\,dy;
\]
\[
\int p_{X,Y}(x, y) \log q_Y(y)dx\,dy = \int q_{X,Y}(x, y) \log q_Y(y)dx\,dy;
\]
\[
\int p_{X,Y}(x, y) \log q_{X,Y}(x, y)dx\,dy = \int q_{X,Y}(x, y) \log q_{X,Y}(x, y)dx\,dy,
\]

since both sides are equal to the same function of the covariance matrices of \( P_{X,Y} \) and \( Q_{X,Y} \), which are both equal to \( \Sigma_{X,Y} \).

Hence, the inequality is equivalent to

\[
\int p_{X,Y}(x, y) \left[ \log p_{X,Y}(x, y) - \log p_Y(y) \right]dx\,dy \geq \int p_{X,Y}(x, y) \left[ \log q_{X,Y}(x, y) - \log q_Y(y) \right]dx\,dy
\]

\[
\Leftrightarrow \int p_{X,Y}(x, y) \log \frac{p_{X,Y}(x, y)}{q_{X,Y}(x, y)}dx\,dy \geq 0.
\]

By using the formula for conditional distributions, we get

\[
p_{X,Y}(x, y) = p_Y(y)p_{X|Y}(x|y);
\]
\[
q_{X,Y}(x, y) = q_Y(y)q_{X|Y}(x|y).
\]

Then the left hand side is equal to

\[
\int p_Y(y)p_{X|Y}(x|y) \log \frac{p_{X|Y}(x|y)}{q_{X|Y}(x|y)}dx\,dy = \int y p_Y(y) \left[ \int p_{X|Y}(x|y) \log \frac{p_{X|Y}(x|y)}{q_{X|Y}(x|y)} dx \right]dy
\]

\[
= \int y p_Y(y) KL(P_{X|Y}||Q_{X|Y}) dy
\]

which is not less than zero, since the KL term is non-negative. The inequality becomes equality when \( P_{X|Y} = Q_{X|Y} \).

**B. On detailed calculation of \( \Upsilon^* \)**

In this appendix, we discuss how to derive a closed-form formulation for \( \Upsilon^* \) in Theorem 4.2. It is equivalent to finding the minimizers of functions \( g_{\varepsilon, \tau, +} \) and \( h_{\varepsilon, \tau} \) in Lemma B.1 and Lemma B.4, respectively.

**Lemma B.1 (Minimizer of \( g_{\varepsilon, \tau, +} \)).** Let

\[
g_{\varepsilon, \tau, +}(x, y; a, b) := x^2 + y^2 + (\tau + \varepsilon) \left( \frac{x}{a} + \frac{y}{b} - \log \left( \frac{xy}{ab} \right) - 2 \right) - 2 \left[ xy - \frac{\varepsilon}{2} \right]^+ + \varepsilon \left[ \log(xy) - \log \left( \frac{\varepsilon}{2} \right) \right]^+.
\]

We define

\[
g_{\varepsilon, \tau, -1}(x, y; a, b) := x^2 + y^2 + (\tau + \varepsilon) \left[ \frac{x}{a} + \frac{y}{b} - \log \left( \frac{xy}{ab} \right) - 2 \right],
\]
\[
g_{\varepsilon, \tau, 1}(x, y; a, b) := x^2 + y^2 + (\tau + \varepsilon) \left[ \frac{x}{a} + \frac{y}{b} - \log \left( \frac{xy}{ab} \right) - 2 \right] - 2 (xy - \frac{\varepsilon}{2}) + \varepsilon \left[ \log(xy) - \log \left( \frac{\varepsilon}{2} \right) \right],
\]

\[
(x, \bar{y}) := \arg \min_{x, y > 0} g_{\varepsilon, \tau, -1}(x, y; a, b),
\]
\[
(\bar{x}, y) := \arg \min_{x, y > 0} g_{\varepsilon, \tau, 1}(x, y; a, b),
\]
\[
(x^*, y^*) := \arg \min_{x, y > 0} g_{\varepsilon, \tau, +}(x, y; a, b).
\]

Then if \( \bar{x} \bar{y} < \frac{\varepsilon}{2} \), then \( (x^*, y^*) = (\bar{x}, \bar{y}) \) where solutions are in Lemma B.2, and if otherwise, then \( (x^*, y^*) = (\bar{x}, \bar{y}) \), where solutions are in Lemma B.3.
**Proof of Lemma B.1.** By definition of functions $g_{ε,τ,1}$, $g_{ε,τ,-1}$ and $g_{ε,τ,+}$, we have

$$g_{ε,τ,+}(x, y; a, b) = g_{ε,τ,-1}(x, y; a, b)1_{\{xy < \frac{ε}{2}\}} + g_{ε,τ,1}(x, y; a, b)1_{\{xy \geq \frac{ε}{2}\}}.$$ 

We observe that both functions $g_{ε,τ,1}$ and $g_{ε,τ,-1}$ are convex functions. Moreover, we have

$$g_{ε,τ,-1}(x, y; a, b) - g_{ε,τ,1}(x, y; a, b) = 2\left(xy - \frac{ε}{2}\right) - ε\left[\log(xy) - \log\left(\frac{ε}{2}\right)\right] = ε\left(\frac{xy}{ε/2} - 1 - \log\left(\frac{xy}{ε/2}\right)\right) \geq 0.$$ 

It means that $g_{ε,τ,-1}(x, y; a, b) \geq g_{ε,τ,1}(x, y; a, b)$.

Next, we prove that $\frac{ε}{2}$ cannot lie between $\hat{x}\hat{y}$ and $\hat{x}\hat{y}$. Assume the contradictory, then the segment connecting $(\hat{x}, \hat{y})$ to $(\hat{x}, \hat{y})$ cuts the hyperpole $xy = \frac{ε}{2}$ at a point with coordinates denoted by $(\bar{x}, \bar{y})$. Since $g_{ε,τ,1}$ is a convex function, we have

$$\max\left\{g_{ε,τ,1}(\bar{x}, \bar{y}; a, b), g_{ε,τ,1}(\bar{x}, \bar{y}; a, b)\right\} > g_{ε,τ,1}(\bar{x}, \bar{y}; a, b).$$

Moreover, we find that

$$g_{ε,τ,1}(\bar{x}, \bar{y}; a, b) \geq g_{ε,τ,1}(\hat{x}, \hat{y}; a, b)$$

$$g_{ε,τ,1}(\bar{x}, \bar{y}; a, b) = g_{ε,τ,-1}(\bar{x}, \bar{y}; a, b) \geq g_{ε,τ,-1}(\hat{x}, \hat{y}; a, b) \geq g_{ε,τ,1}(\hat{x}, \hat{y}; a, b).$$

It contradicts inequality (29). Thus, both $\hat{x}\hat{y}$ and $\hat{x}\hat{y}$ have to be greater or smaller than $\frac{ε}{2}$ at the same time. Given that, we have two separate cases:

**Case 1:** They are both greater than $\frac{ε}{2}$, then

$$g_{ε,τ,-1}(x, y; a, b) \geq g_{ε,τ,-1}(\hat{x}, \hat{y}; a, b) \geq g_{ε,τ,1}(\hat{x}, \hat{y}; a, b) \geq g_{ε,τ,1}(\hat{x}, \hat{y}; a, b).$$

It means that $\hat{x} = x^*$ and $\hat{y} = y^*$.

**Case 2:** Both of them are smaller than $\frac{ε}{2}$. For any $(x, y)$ such that $xy \geq \frac{ε}{2}$, there exists $(\bar{x}, \bar{y})$ lies in the segment connecting $(x, y)$ to $(\hat{x}, \hat{y})$ such that $\bar{x} \bar{y} = \frac{ε}{2}$. Since the function $g_{ε,τ,1}$ is convex, we find that

$$tg_{ε,τ,1}(\bar{x}, \bar{y}; a, b) + (1 - t)g_{ε,τ,1}(x, y; a, b) \geq g_{ε,τ,1}(\bar{x}, \bar{y}; a, b),$$

where $t = \frac{\|g_{ε,τ,1}(\bar{x}, \bar{y}; a, b)\|}{\|g_{ε,τ,1}(x, y; a, b)\|}$. However, $g_{ε,τ,1}(\bar{x}, \bar{y}; a, b) \leq g_{ε,τ,1}(\bar{x}, \bar{y}; a, b)$, which implies that

$$g_{ε,τ,1}(x, y; a, b) \geq g_{ε,τ,1}(\bar{x}, \bar{y}; a, b) = g_{ε,τ,-1}(\bar{x}, \bar{y}; a, b) \geq g_{ε,τ,-1}(\hat{x}, \hat{y}; a, b).$$

It means that $\hat{x} = x^*$ and $\hat{y} = y^*$. As a consequence, we obtain the conclusion of the lemma. \hfill ∎

**Lemma B.2 (Minimizer of function $g_{ε,τ,-1}$).** With $a, b > 0$, let

$$g_{ε,τ,-1}(x, y; a, b) = x^2 + y^2 + (τ + ε)\left(\frac{x}{a} + \frac{y}{b} - \log(xy) - \log(ab)\right)$$

subjected to $x, y > 0$. Let $(\bar{x}, \bar{y}) = \arg\min_{x,y>0} g_{ε,τ,-1}(x, y; a, b)$. Then,

$$\bar{x} = -\frac{τ + ε}{4a} + \frac{1}{2} \sqrt{2(τ + ε) + \frac{(τ + ε)^2}{4a^2}}, \quad \bar{y} = -\frac{τ + ε}{4b} + \frac{1}{2} \sqrt{2(τ + ε) + \frac{(τ + ε)^2}{4b^2}}.$$ 

**Proof of Lemma B.2.** 1. Taking the derivatives of $g_{ε,τ,-1}$ with respect to $x$ and $y$, we get

$$\frac{∂g_{ε,τ,-1}}{∂x} = 2x + \frac{τ + ε}{a} - \frac{τ + ε}{x}, \quad \frac{∂g_{ε,τ,-1}}{∂y} = 2y + \frac{τ + ε}{b} - \frac{τ + ε}{y}.$$
Taking the sum of both equations leads to
\[
\frac{\partial^2 g_{\varepsilon, \tau, -1}}{\partial x^2} = 2 + \frac{\tau + \varepsilon}{x^2}, \quad \frac{\partial^2 g_{\varepsilon, \tau, -1}}{\partial x \partial y} = 0, \quad \frac{\partial^2 g_{\varepsilon, \tau, -1}}{\partial y^2} = 2 + \frac{\tau + \varepsilon}{y^2}.
\]
The Hessian matrix of function \(g_{\varepsilon, \tau, -1}\) is positive definite, so \(g_{\varepsilon, \tau, -1}\) is a convex function.

2. Solving the equations \(\frac{\partial g_{\varepsilon, \tau, -1}}{\partial x} = 0\) and \(\frac{\partial g_{\varepsilon, \tau, -1}}{\partial y} = 0\), we have
\[
\tilde{x} = -\frac{\tau + \varepsilon}{4a} + \frac{1}{2} \sqrt{2(\tau + \varepsilon) + \frac{(\tau + \varepsilon)^2}{4a^2}}, \quad \tilde{y} = -\frac{\tau + \varepsilon}{4b} + \frac{1}{2} \sqrt{2(\tau + \varepsilon) + \frac{(\tau + \varepsilon)^2}{4b^2}}.
\]
Therefore, we reach the conclusion of the lemma.

**Lemma B.3** (Minimizer of function \(g_{\varepsilon, \tau, 1}\)). For \(a, b > 0\), let
\[
g_{\varepsilon, \tau, 1}(x, y; a, b) = x^2 + y^2 + \varepsilon \left[ \log(xy) - \log \left( \frac{x+y}{2} \right) \right] - 2 \left( xy - \frac{x+y}{2} \right) + (\tau + \varepsilon) \left[ \frac{x+y}{a+b} - \log \left( \frac{xy}{ab} \right) - \frac{1}{2} \right],
\]
subjected to \(x, y > 0\). Define \((\tilde{x}, \tilde{y}) = \arg\min_{x,y>0} g_{\varepsilon, \tau, 1}(x, y; a, b)\). Then, the value of \((\tilde{x}, \tilde{y})\) is given in the following equations.
\[
\tilde{x} = -\frac{\tau + \varepsilon}{4a} + \frac{1}{2} \sqrt{(\tau + \varepsilon)^2 + 4\tau \left( \frac{1}{2} + \frac{1}{\tilde{z}} \right)}; \quad \tilde{y} = -\frac{\tau + \varepsilon}{4b} + \frac{1}{2} \sqrt{(\tau + \varepsilon)^2 + 4\tau \left( \frac{1}{2} + \frac{1}{\tilde{z}} \right)},
\]
where \(\tilde{z}\) is the unique positive root of the equation
\[
\tau z^3 + \left[ 8\tau - \left( \frac{\tau + \varepsilon}{ab} \right) \right] z^2 + \left[ 16\tau - 2(\tau + \varepsilon)^2 \left( \frac{1}{a} + \frac{1}{b} \right)^2 \right] z - 4(\tau + \varepsilon)^2 \left( \frac{1}{a} + \frac{1}{b} \right)^2 = 0.
\]

**Proof of Lemma B.3.** Taking the first derivatives of \(g_{\varepsilon, \tau, 1}\) with respect to \(x\) and \(y\), we have
\[
\frac{\partial g_{\varepsilon, \tau, 1}}{\partial x} = 2x - 2y + \frac{\tau + \varepsilon}{a} - \frac{\tau}{x}, \quad \frac{\partial g_{\varepsilon, \tau, 1}}{\partial y} = 2y - 2x + \frac{\tau + \varepsilon}{b} - \frac{\tau}{y}.
\]
It follows that
\[
\frac{\partial^2 g_{\varepsilon, \tau, 1}}{\partial x^2} = 2 + \frac{\tau}{x^2}, \quad \frac{\partial^2 g_{\varepsilon, \tau, 1}}{\partial x \partial y} = -2, \quad \frac{\partial^2 g_{\varepsilon, \tau, 1}}{\partial y^2} = 2 + \frac{\tau}{y^2}.
\]
Thus, the Hessian matrix of this function is positive definite, which implies that \(g_{\varepsilon, \tau, 1}\) is a convex function.

The equations of the stationary point give us
\[
2\tilde{x} - 2\tilde{y} + \frac{\tau + \varepsilon}{a} - \frac{\tau}{\tilde{x}} = 0; \quad 2\tilde{y} - 2\tilde{x} + \frac{\tau + \varepsilon}{b} - \frac{\tau}{\tilde{y}} = 0.
\]
Taking the sum of both equations leads to
\[
\frac{\tau + \varepsilon}{a} + \frac{\tau + \varepsilon}{b} = \frac{\tau}{\tilde{x}} + \frac{\tau}{\tilde{y}} \Leftrightarrow \tau \left( \frac{1}{\tilde{x}} + \frac{1}{\tilde{y}} - \frac{1}{a} - \frac{1}{b} \right) = \frac{\varepsilon}{a} + \frac{\varepsilon}{b},
\]
\[
\left\{ \begin{array}{l}
2(\tilde{x} - \tilde{y}) + \frac{\tau + \varepsilon}{a} = \frac{\tau}{\tilde{x}} \\
2(\tilde{y} - \tilde{x}) + \frac{\tau + \varepsilon}{b} = \frac{\tau}{\tilde{y}}.
\end{array} \right.
\]
Taking the difference between two equations in system \((30)\), we get
\[
(\tilde{x} - \tilde{y}) \left( 4 + \frac{\tau}{\tilde{x} \tilde{y}} \right) = \frac{\tau + \varepsilon}{b} - \frac{\tau + \varepsilon}{a}.
\]
Let \( z = \frac{\tau}{x y} \), we have \( \hat{x} - \hat{y} = (\tau + \varepsilon) \frac{1/b - 1/a}{4 + z} \). Take the product of two equations in system (30), we have

\[
2(\hat{x} - \hat{y}) + \frac{\tau + \varepsilon}{a} [2(\hat{y} - \hat{x}) + \frac{\tau + \varepsilon}{b}] = \frac{\tau^2}{x y}.
\]

Substitute \( \hat{x} - \hat{y} = (\tau + \varepsilon) \frac{1/b - 1/a}{4 + z} \) to the above equation, we obtain

\[
(\tau + \varepsilon)^2 \left[ 2 \left( \frac{1}{a} + \frac{1}{b} \right) + \frac{z}{a} \right] = \tau z (z + 4)^2,
\]

which is equivalent to the following cubic equation

\[
t(z) := \tau z^3 + \left[ 8\tau - \frac{(\tau + \varepsilon)^2}{ab} \right] z^2 + \left[ 16\tau - 2(\tau + \varepsilon)^2 \left( \frac{1}{a} + \frac{1}{b} \right)^2 \right] z - 4(\tau + \varepsilon)^2 \left( \frac{1}{a} + \frac{1}{b} \right)^2 = 0.
\]

Since it is a cubic equation, it has either three real roots or one real root. In the first case, we know that it has at least one positive root, since the highest coefficient of the equation is positive. Assume that it has other two positive roots. By applying Viète’s theorem, we get

\[
8\tau - \frac{(\tau + \varepsilon)^2}{ab} < 0; \quad 16\tau - (\tau + \varepsilon)^2 \left( \frac{1}{a} + \frac{1}{b} \right)^2 > 0,
\]

which implies that \((\frac{1}{a} + \frac{1}{b})^2 < \frac{2}{ab}\), it is contradiction by Cauchy-Schwarz’s inequality. Thus, the equation \( t(z) = 0 \) has unique positive root which is denoted by \( \hat{z} \).

With \( \hat{z} = \frac{\tau}{x y} \), we have \( \hat{x} \hat{y} = \frac{\tau}{\hat{z}} \). Substituting it to the system of equations (30), we have

\[
\begin{align*}
\hat{x}^2 + \frac{\tau + \varepsilon}{2a} \hat{x} &= \frac{\tau}{\hat{z}} + \frac{\tau}{2} \\
\hat{y}^2 + \frac{\tau + \varepsilon}{2b} \hat{y} &= \frac{\tau}{\hat{z}} + \frac{\tau}{2}.
\end{align*}
\]

This implies that

\[
\hat{x} = -\frac{\tau + \varepsilon}{4a} + \frac{1}{2} \sqrt{\frac{(\tau + \varepsilon)^2}{4a^2} + 4\tau \left( \frac{1}{2} + \frac{1}{\hat{z}} \right)}, \quad \hat{y} = -\frac{\tau + \varepsilon}{4b} + \frac{1}{2} \sqrt{\frac{(\tau + \varepsilon)^2}{4b^2} + 4\tau \left( \frac{1}{2} + \frac{1}{\hat{z}} \right)}.
\]

As a consequence, we obtain the conclusion of the lemma. \( \square \)

**Lemma B.4 (Minimizer of function \( h_{\varepsilon, \tau} \)).** Given a constant \( a > 0 \), the function

\[
h_{\varepsilon, \tau}(x; a) = x^2 + (\tau + \varepsilon) \left( \frac{x}{a} - \log \left( \frac{x}{a} \right) \right) - 1
\]

attains its minimum at \( x^* = -\frac{\tau + \varepsilon}{4a} + \sqrt{\frac{(\tau + \varepsilon)^2}{16a^2} + \frac{\tau + \varepsilon}{2}} \).

**Proof of Lemma B.4.** Taking the first and second derivatives of function \( h_{\varepsilon, \tau} \), we have

\[
\frac{\partial h_{\varepsilon, \tau}}{\partial x} = 2x + \frac{\tau + \varepsilon}{a} - \frac{\tau + \varepsilon}{x}, \quad \frac{\partial^2 h_{\varepsilon, \tau}}{\partial x^2} = 2 + \frac{\tau + \varepsilon}{x^2}.
\]

Note that the second derivative of \( h_{\varepsilon, \tau} \) is positive, therefore, the positive minimizer of this function is exactly the positive solution of equation \( \frac{\partial h_{\varepsilon, \tau}}{\partial x} = 0 \), which is

\[
x^* = -\frac{\tau + \varepsilon}{4a} + \sqrt{\frac{(\tau + \varepsilon)^2}{16a^2} + \frac{\tau + \varepsilon}{2}}.
\]

\( \square \)
C. Auxiliary results

In this appendix, we provide additional lemmas that are used to derive the closed-form expressions of entropic (unbalanced) IGW between (unbalanced) Gaussian distributions.

Lemma C.1 (KL divergence between Gaussian measures). Let \( \alpha = m_\alpha \mathcal{N}_k(0, \Sigma_\alpha) \) and \( \beta = m_\beta \mathcal{N}_k(0, \Sigma_\beta) \) be scaled Gaussian measures while \( \overline{\alpha} = \mathcal{N}_k(0, \Sigma_\alpha) \) and \( \overline{\beta} = \mathcal{N}_k(0, \Sigma_\beta) \) be their normalized versions. Then, the generalized KL divergence between \( \alpha \) and \( \beta \) is

\[
KL(\alpha \| \beta) = m_\alpha KL(\overline{\alpha} \| \overline{\beta}) + KL(m_\alpha \| m_\beta),
\]

where the KL divergence between \( \overline{\alpha} \) and \( \overline{\beta} \) is

\[
\frac{1}{2} \left\{ \text{tr}(\Sigma_\alpha^{-1}) - k + \log \left( \frac{\det(\Sigma_\beta)}{\det(\Sigma_\alpha)} \right) \right\}.
\]

Proof of Lemma C.1. Let \( f(x, \Sigma_\alpha) \) and \( f(x, \Sigma_\beta) \) be the distribution functions of \( \mathcal{N}_k(0, \Sigma_\alpha) \) and \( \mathcal{N}_k(0, \Sigma_\beta) \), respectively.

\[
KL(\alpha \| \beta) = \int_{\mathbb{R}^k} \log \left( \frac{m_\alpha f(x, \Sigma_\alpha)}{m_\beta f(x, \Sigma_\beta)} \right) d\alpha(x) - m_\alpha + m_\beta
\]

\[
= \int_{\mathbb{R}^k} \log \left( \frac{f(x, \Sigma_\alpha)}{f(x, \Sigma_\beta)} \right) m_\alpha d\overline{\alpha}(x) + \log \left( \frac{m_\alpha}{m_\beta} \right) m_\alpha - m_\alpha + m_\beta
\]

\[
= m_\alpha KL(\overline{\alpha} \| \overline{\beta}) + KL(m_\alpha \| m_\beta).
\]

The expression for \( KL(\overline{\alpha} \| \overline{\beta}) \) results from Lemma C.3. Hence, the proof is completed. \( \square \)

Lemma C.2 (Double integrals). For the sake of simple computations, we derive some relations between the quadratic-KL and the standard KL as follows:

(i) \( KL^\circ(\alpha \| \beta) = 2m_\alpha KL(\alpha \| \beta) + (m_\alpha - m_\beta)^2 \);

(ii) \( KL^\circ(t\alpha \| r\beta) = t^2 KL^\circ(\alpha \| \beta) + t^2 \log \left( \frac{t^2}{r^2} \right) m_\alpha^2 + (r^2 - t^2)m_\beta^2 \), \( t, r > 0 \),

for any positive measures \( \alpha \) and \( \beta \).

Proof of Lemma C.2. Let \( p_\alpha \) and \( p_\beta \) be the Radon-Nikodym derivatives of \( \alpha \) and \( \beta \) with respect to the Lebesgue measure. Then, we have

Part (i)

\[
KL^\circ(\alpha \| \beta) = \int \int \log \left( \frac{p_\alpha(x)p_\alpha(x')}{p_\beta(x)p_\beta(x')} \right) p_\alpha(x)p_\alpha(x') dx dx' - m_\alpha^2 + m_\beta^2
\]

\[
= m_\alpha \int \log \left( \frac{p_\alpha(x)}{p_\beta(x)} \right) p_\alpha(x) dx + m_\alpha \int \log \left( \frac{p_\alpha(x')}{p_\beta(x')} \right) p_\alpha(x') dx' - m_\alpha^2 + m_\beta^2
\]

\[
= 2m_\alpha \int \log \left( \frac{p_\alpha(x)}{p_\beta(x)} \right) p_\alpha(x) dx - m_\alpha^2 + m_\beta^2
\]

\[
= 2m_\alpha [KL(\alpha \| \beta) + m_\alpha - m_\beta] - m_\alpha^2 + m_\beta^2
\]

\[
= 2m_\alpha KL(\alpha \| \beta) + (m_\alpha - m_\beta)^2.
\]
As a result, when $\Sigma$ is given by

\[
\pi \text{ minimizer of Lemma C.4}
\]

**Lemma C.3** (KL divergence between Gaussians). The Kullback-Leibler divergence between Gaussian measures $\alpha = \mathcal{N}(\mu_\alpha, \Sigma_\alpha)$ and $\beta = \mathcal{N}(\mu_\beta, \Sigma_\beta)$ on $\mathbb{R}^k$ is given by

\[
\text{KL}(\alpha\|\beta) = \frac{1}{2}\left[\text{tr}(\Sigma_\beta^{-1}\Sigma_\alpha) + (\mu_\beta - \mu_\alpha)^\top \Sigma_\beta^{-1}(\mu_\beta - \mu_\alpha) - k + \log\left(\frac{\text{det}(\Sigma_\beta)}{\text{det}(\Sigma_\alpha)}\right)\right].
\]

As a result, when $\Sigma_\beta, \Sigma_\alpha$ are fixed, $\text{KL}(\alpha\|\beta)$ achieves its minimum value when $\mu_\alpha = \mu_\beta$.

**Proof of Lemma C.3.** Let $p_\alpha(x)$ and $p_\beta(x)$ be the probability density functions of $\alpha$ and $\beta$, respectively. By the formula for KL divergence, we have

\[
\text{KL}(\alpha\|\beta) = \int_{\mathbb{R}^k} \log\left(\frac{p_\alpha(x)}{p_\beta(x)}\right) p_\alpha(x) dx,
\]

in which

\[
\log(p_\alpha(x)) = \frac{1}{2}[k \log(2\pi) + \log(\text{det}(\Sigma_\alpha)) + (x - \mu_\alpha)^\top \Sigma_\alpha^{-1}(x - \mu_\alpha)],
\]

\[
\log(p_\beta(x)) = \frac{1}{2}[k \log(2\pi) + \log(\text{det}(\Sigma_\beta)) + (x - \mu_\beta)^\top \Sigma_\beta^{-1}(x - \mu_\beta)],
\]

where $\pi$ denotes a constant number $\pi_i$ only in this lemma. Plugging this result in equation (31), we get

\[
\text{KL}(\alpha\|\beta) = \frac{1}{2}\left[\log\left(\frac{\text{det}(\Sigma_\beta)}{\text{det}(\Sigma_\alpha)}\right) + \int_{\mathbb{R}^k} [(x - \beta)^\top \Sigma_\beta^{-1}(x - \beta) - (x - \alpha)^\top \Sigma_\alpha^{-1}(x - \alpha)] p_\alpha(x) dx\right]
\]

\[
= \frac{1}{2}\left[\log\left(\frac{\text{det}(\Sigma_\beta)}{\text{det}(\Sigma_\alpha)}\right) + (\mu_\beta - \mu_\alpha)^\top \Sigma_\beta^{-1}(\mu_\beta - \mu_\alpha) + \int_{\mathbb{R}^k} [(x - \mu_\alpha)^\top (\Sigma_\beta^{-1} - \Sigma_\alpha^{-1})(x - \mu_\alpha)] p_\alpha(x) dx\right].
\]

Note that

\[
\int_{\mathbb{R}^k} [(x - \mu_\alpha)^\top (\Sigma_\beta^{-1} - \Sigma_\alpha^{-1})(x - \mu_\alpha)] p_\alpha(x) dx = \int_{\mathbb{R}^k} \text{tr}((x - \mu_\alpha)(x - \mu_\alpha)^\top (\Sigma_\beta^{-1} - \Sigma_\alpha^{-1})) p_\alpha(x) dx
\]

\[
= \text{tr}\left(\int_{\mathbb{R}^k} [(x - \mu_\alpha)(x - \mu_\alpha)^\top (\Sigma_\beta^{-1} - \Sigma_\alpha^{-1})] p_\alpha(x) dx\right)
\]

\[
= \text{tr}\left(\Sigma_\alpha (\Sigma_\beta^{-1} - \Sigma_\alpha^{-1})\right)
\]

\[
= \text{tr}(\Sigma_\alpha \Sigma_\beta^{-1} - \Sigma_\alpha^{-1}) - k.
\]

Putting the above results together, we obtain the conclusion of this lemma.

**Lemma C.4** (Order solutions). Let $\{a_i\}_{i=1}^m$ and $\{b_j\}_{j=1}^n$ be positive decreasing sequences. Let $\{\bar{x}_i\}_{i=1}^m$ and $\{\bar{y}_j\}_{j=1}^n$ be the minimizer of

\[
\min_{x_i, y_j > 0} D\left(\{x_i, y_j\}; \{a_i, b_j\}\right) := \sum_{i=1}^m x_i^2 + \sum_{j=1}^n y_j^2 + (\tau + \varepsilon)\left\{\sum_{i=1}^m \left[\frac{x_i}{a_i} - \log(x_i)\right] + \sum_{j=1}^n \left[\frac{y_j}{b_j} - \log(y_j)\right]\right\}
\]

\[
- 2\sum_{k=1}^n [x_k y_k - \frac{\varepsilon}{2}]^+ + \varepsilon \left[\log(x_k y_k) - \log \frac{\varepsilon}{2}\right].
\]
Then $(\tilde{x}_i)$ and $(\tilde{y}_j)$ are also decreasing sequences.

**Proof of Lemma C.4.** We have two proofs for this lemma. While the first proof will be presented here, the second one can be found in Appendix D.

Let us consider all permutations $(\tilde{x}_i)$ and $(\tilde{y}_j)$ of $(\check{x}_i)$ and $(\check{y}_j)$, respectively. The difference between $D(\{\check{x}_i\}, \{\check{y}_j\}; \{a_i\}, \{b_j\})$ and $D(\{\tilde{x}_i\}, \{\tilde{y}_j\}, \{a_i\}, \{b_j\})$ lies in the term

$$-2 \sum_{k=1}^{n} \left[x_k y_k - \frac{\varepsilon}{2}\right]^+ + \varepsilon \left[\log(x_k y_k) - \log \frac{\varepsilon}{2}\right]^+,$$

which is actually the minimum value of

$$-2 \tr \left(K_{xy}^\top K_{xy}\right) + 2\varepsilon \KL(\pi_x \otimes \pi_y),$$

where its solution has to match order by magnitude $\{\check{x}_i\}$ to $\{\tilde{x}_i\}$ and $\{\check{y}_j\}$ to $\{\tilde{y}_j\}$ of the largest eigenvalues. The part $\sum_{j=1}^{n} \frac{a_j}{a_i} + \sum_{j=1}^{n} \frac{b_j}{b_i}$ is minimized by the rearrangement inequality (cf. Lemma D.2). Therefore, we obtain the conclusion of the lemma.

**Lemma C.5.** Let $\{a_i\}_{i=1}^s$ and $\{b_i\}_{i=1}^s$ be positive sequences. The problem of finding the maximum value of

$$\left\{\sum_{i=1}^s a_i x_i\right\}^2 + \sum_{i=1}^s b_i \log(1 - x_i),$$

where $x_i \in [0, 1]$, is equivalent to finding the set $S \subset [s]$ in the below problem:

$$\max_{S \subset [s]} \left\{A_S - \frac{B_S}{2[A_S + (A_S^2 - B_S)^{\frac{1}{2}}]^2}\right\}^2 + \sum_{i \in S} b_i \log(b_i) - B_S \log \left(A_S + (A_S^2 - B_S)^{\frac{1}{2}}\right),$$

where $A_S = \sum_{i \in S} a_i$, $B_S = \sum_{i \in S} b_i$, and $A_S^2 \geq B_S$ and

$$b_i \leq 2a_i \left\{A_S^2 + (A_S^2 - B_S)^{\frac{1}{2}}\right\}; \quad i \in S.$$

**Proof of Lemma C.5.** Taking the derivative of function $f(x) = (ax + b)^2 + c \log(1 - x)$ in $[0, 1]$, we have

$$f'(x) = 2a(ax + b) - \frac{c}{1 - x}.$$

The equation $f'(x) = 0$ has either two solutions or no solution. It means that either $f(x)$ is monotone or it has one minimum and one maximum. When $x \to 1^-$, $f(x)$ diverges to infinity. Thus, the $x_{\text{max}}$ where function $f$ attains its maximum is closer to 1 than the $x_{\text{min}}$, where $f$ attains its minimum. In the second case, $f$ is monotone, then $f$ is monotone decreasing, because $f(0) = 0$ and $f(1^-) = -\infty$. Overall,

$$x_{\text{max}} = \begin{cases} 0 & \text{the larger solution of equation: } 2a(ax + b) = \frac{c}{1 - x}. \end{cases}$$

Hence, if $\{\tilde{x}_i\}$ is a maximizer of the objective function, then either $\tilde{x}_i = 0$ or $\tilde{x}_i$ is the larger solution of the first derivative system of equations.

We consider the case that all $\check{x}_i$ are not equal to zero. By taking the derivatives of the function in equation (32) with respect to $x_i$, we obtain

$$2a_i \left\{\sum_{j=1}^s a_j \check{x}_j\right\} - \frac{b_i}{2} \frac{1}{1 - \check{x}_i} = 0,$$

$$4 \left\{a_i - a_i \check{x}_i\right\} \times \left\{\sum_{j=1}^s a_j \check{x}_j\right\} = b_i,$$

$$4 \left\{\sum_{j=1}^s a_j - \sum_{j=1}^s a_j \check{x}_j\right\} \times \left\{\sum_{j=1}^s a_j \check{x}_j\right\} = \sum_{j=1}^s b_j. \tag{33}$$
Denote $A = \sum_{j=1}^s a_j$ and $B = \sum_{j=1}^s b_j$. Then, by solving the quadratic equation $4X^2 - 4AX + B = 0$, we have 

$$\sum_{j=1}^s a_j \bar{x}_j = \frac{1}{2} \left\{ A + \sqrt{A^2 - B} \right\}.$$ 

Substituting it into equation (33), we obtain

$$4a_i(1 - \bar{x}_i) = \frac{2b_i}{A + \sqrt{A^2 - B}},$$ 

$$\bar{x}_i = 1 - \frac{b_i}{2a_i(A + \sqrt{A^2 - B})}.$$ 

Then, the minimum value of the objective function in this case equals to

$$\left\{ \sum_{i=1}^s a_i - \frac{1}{2(A + \sqrt{A^2 - B})} \sum_{i=1}^s b_i \right\}^2 + \sum_{i=1}^s b_i \log(b_i) - \log(A + \sqrt{A^2 - B}) \sum_{i=1}^s b_i.$$

We have thus proved the stated result. \(\square\)

**Lemma C.6** (Optimizers of some functions).

(a) For positive constants $a$ and $c$, the function $f(x) = ax + c \log(1 - x)$ for $x \in [0, 1)$ attains its minimum at $x^* = \left[ 1 - \frac{c}{a} \right]^+$. 
(b) For positive constants $a$ and $c$, the function $f(x) = 2ax^{\frac{1}{2}} + c \log(1 - x)$ for $x \in [0, 1)$ attains its maximizer at $x^* = \left[ \sqrt{\frac{c^2}{4a^2} + 1 - \frac{c}{2a}} \right]^2$. 
(c) For positive constants $a, b, c$ and $\Upsilon$, the function $f(x) = \Upsilon x + \tau \text{KL}(x||a) + \tau \text{KL}(x||b) + \varepsilon \text{KL}(x||c)$ attains its minimum at $x^* = \frac{a}{\sqrt{\tau b}} b^{\frac{1}{2\tau + \varepsilon}} c^{\frac{1}{2\tau + \varepsilon}} \exp \left\{ -\frac{\Upsilon}{2\tau + \varepsilon} \right\}$. 

**Proof of Lemma C.6.**

For part (a), we have $f'(x) = a - \frac{c}{1 - x}$ which is a decreasing function when $x \in [0, 1)$. It means that the function is convex. Hence its maximum attains at the equation $f'(x) = 0$ or at the boundary. In fact, we have $f'(1 - c/a) = 0$. Therefore, the maximizer attains at $\max(0, 1 - c/a)$. 

For part (b), we have $f'(x) = ax^{-\frac{1}{2}} - \frac{c}{1 - x}$, which is also a decreasing function. Hence, $f$ is concave, it means that the maximum attains at the solution of $f'(x) = 0$ or the boundary. Solving the equation $f'(x) = 0$ we obtain $x^* = \left[ \sqrt{\frac{c^2}{4a^2} + 1 - \frac{c}{2a}} \right]^2$, which belongs to $(0, 1)$. 

For part (c), by taking the derivative of $f(x)$, we have

$$f'(x) = \Upsilon + \tau \left\{ 2 \log(x) - \log(ab) \right\} + \varepsilon \left\{ \log(x) - \log(c) \right\}$$

Solving the equation $f'(x) = 0$, we obtain

$$x^* = \exp \left\{ \frac{\tau \log(a) + \tau \log(b) + \varepsilon \log(c) - \Upsilon}{2\tau + \varepsilon} \right\} = \left[ \frac{b^{\frac{1}{2\tau + \varepsilon}} c^{\frac{1}{2\tau + \varepsilon}} \exp \left\{ -\frac{\Upsilon}{2\tau + \varepsilon} \right\}}{2\tau + \varepsilon} \right].$$ \(\square\)

**Lemma C.7.** Let $(X, Y)$ and $(X', Y')$ be two i.i.d random vectors in $\mathbb{R}^n \times \mathbb{R}^n$ and follow a probability distribution $\pi$ which have a mean vector $(u, v) \in \mathbb{R}^{m \times n}$ and a covariance matrix $\begin{pmatrix} \Sigma_x & \Sigma_{xy} \\ \Sigma_y & \Sigma_y^{\dagger} \end{pmatrix}$ where $\Sigma_x$ and $\Sigma_y$ are covariance matrices of $X$ and $Y$, respectively. Denote $Z = X - u$, $Z' = X' - u$ and $T = Y - v$, $T' = Y' - v$, then

$$E_{\pi \otimes \pi} \left[ \langle X, X' \rangle - \langle Y, Y' \rangle \right]^2 = E_{\pi \otimes \pi} \left[ \langle Z, Z' \rangle - \langle T, T' \rangle \right]^2 + 2u^\top \Sigma_x u - 4u^\top \Sigma_{xy} v + 2v^\top \Sigma_y v + \|u\|^2 - \|v\|^2.$$
Proof of Lemma C.7. Firstly, we have
\[ \langle X, X' \rangle - \langle Y, Y' \rangle = \langle Z + u, Z' + u \rangle - \langle T + v, T' + v \rangle = \langle Z, Z' \rangle - \langle T, T' \rangle + \langle u, Z + Z' \rangle - \langle v, T + T' \rangle + \|u\|^2 - \|v\|^2. \]

Note that
\[
\begin{align*}
E_{\pi \otimes \pi} \langle u, Z \rangle \langle Z, Z' \rangle & = E_{\pi \otimes \pi} \left[ \sum_{i=1}^{m} Z_i Z'_i \sum_{j=1}^{m} u_j Z_j \right] = \sum_{i=1, j=1}^{m} u_j E_{\pi \otimes \pi} [Z_i Z'_i] = \sum_{i=1, j=1}^{m} u_j E_{\pi \otimes \pi} [Z_i] E_{\pi \otimes \pi} [Z'_i] = 0 \\
E_{\pi \otimes \pi} \langle Z, Z' \rangle & = E_{\pi \otimes \pi} \left[ \sum_{i=1}^{m} Z_i Z'_i \right] = 0 \\
E_{\pi \otimes \pi} \langle Z, Z' \rangle \langle v, T \rangle & = E_{\pi \otimes \pi} \left[ \sum_{i=1}^{m} Z_i Z'_i \sum_{j=1}^{n} v_j T_j \right] = \sum_{i=1}^{m} \sum_{j=1}^{n} v_j E_{\pi \otimes \pi} [Z_i Z'_i T_j] = \sum_{i=1}^{m} \sum_{j=1}^{n} E_{\pi \otimes \pi} [Z_i T_j] E_{\pi \otimes \pi} [Z'_i] = 0.
\end{align*}
\]

Similarly, we get
\[ E_{\pi \otimes \pi} \langle v, T \rangle \langle T, T' \rangle = E_{\pi \otimes \pi} \langle T, T' \rangle = E_{\pi \otimes \pi} \langle u, Z \rangle = 0. \]

As a consequence, we can deduce that
\[ E_{\pi \otimes \pi} \left[ \langle X, X' \rangle - \langle Y, Y' \rangle \right]^2 = E_{\pi \otimes \pi} \left[ \langle Z, Z' \rangle - \langle T, T' \rangle \right]^2 + E_{\pi \otimes \pi} \left[ \langle u, Z + Z' \rangle - \langle v, T + T' \rangle \right]^2 + \|u\|^2 - \|v\|^2. \]

Next, it is sufficient to show that
\[ E_{\pi \otimes \pi} \left[ \langle u, Z + Z' \rangle - \langle v, T + T' \rangle \right]^2 = 2u^\top \Sigma_x u + 2v^\top \Sigma_y v - 4u^\top \Sigma_{xy} v. \]

Indeed, we have
\[
\begin{align*}
E_{\pi \otimes \pi} \left[ \langle u, Z + Z' \rangle \right]^2 & = E_{\pi \otimes \pi} \left[ u^\top (Z + Z')(Z + Z')^\top u \right] = u^\top \text{Var}(Z + Z') u = 2u^\top \Sigma_x u \\
E_{\pi \otimes \pi} \left[ \langle v, T + T' \rangle \right]^2 & = E_{\pi \otimes \pi} \left[ v^\top (T + T')(T + T')^\top v \right] = v^\top \text{Var}(T + T') v = 2v^\top \Sigma_y v \\
E_{\pi \otimes \pi} \left[ \langle u, Z + Z' \rangle \langle v, T + T' \rangle \right] & = u^\top E_{\pi \otimes \pi} \left[ (Z + Z')(T + T')^\top \right] v = u^\top E_{\pi \otimes \pi} \left[ ZT^\top + Z'(T')^\top \right] v = 2u^\top \Sigma_{xy} v.
\end{align*}
\]

Hence, the proof is completed. \(\square\)

D. Another proof of Lemma C.4

In this appendix, we introduce another proof of Lemma C.4 using Karamata’s inequality. Firstly, we introduce an inequality which can be considered to be a generalization of Karamata’s inequality in a special case.

Lemma D.1 (A quasi-Karamata inequality). Let \(a_1 \geq a_2 \geq \ldots \geq a_n \geq 0\) and \(b_1 \geq b_2 \geq \ldots \geq b_n \geq 0\) which satisfy
\[
\begin{align*}
a_1 & \geq b_1 \\
a_1 + a_2 & \geq b_1 + b_2 \\
\vdots \\
a_1 + a_2 + \ldots + a_{n-1} & \geq b_1 + b_2 + \ldots + b_{n-1} \\
a_1 + a_2 + \ldots + a_n & \geq b_1 + b_2 + \ldots + b_n
\end{align*}
\]

Let \(f\) be a concave and non-increasing function in \([0, +\infty)\). Then, we have
\[ f(a_1) + f(a_2) + \ldots + f(a_n) \leq f(b_1) + f(b_2) + \ldots + f(b_n). \]
Proof of Lemma D.1. We prove the Lemma by using induction. The Lemma is obvious when \( n = 1 \).

Suppose that the problem is true for \( n - 1 \). For \( i \in \{1, 2, \ldots, n\} \), let
\[
c_i = a_1 + a_2 + \ldots + a_i - b_1 - b_2 - \ldots - b_i.
\]

Let \( k (1 \leq k \leq n) \) be the smallest index such that \( c_k = \min_{1 \leq i \leq n} c_i \). Let \( b'_1 = b_1 + c_k \), then, we have \( b'_1 \geq b_2 \geq \ldots \geq b_n \).

We consider two cases:

- If \( k = n \), we have
  \[
a_1 \geq b'_1
  \]
  \[
a_1 + a_2 \geq b'_1 + b_2
  \]
  \[
  \ldots
  \]
  \[
a_1 + a_2 + \ldots + a_n = b'_1 + b_2 + \ldots + b_n
  \]

Applying Karamata’s inequality, we have
\[
f(a_1) + f(a_2) + \ldots + f(a_n) \leq f(b'_1) + f(b_2) + \ldots + f(b_n) \leq f(b_1) + f(b_2) + \ldots + f(b_n)
\]

- If \( k < n \). We have
  \[
a_1 \geq b'_1
  \]
  \[
a_1 + a_2 \geq b'_1 + b_2
  \]
  \[
  \ldots
  \]
  \[
a_1 + a_2 + \ldots + a_k = b'_1 + b_2 + \ldots + b_k.
  \]

Applying Karamata’s inequality, we have
\[
f(a_1) + f(a_2) + \ldots + f(a_k) \leq f(b'_1) + f(b_2) + \ldots + f(b_n) \leq f(b_1) + f(b_2) + \ldots + f(b_k)
\]

Moreover, when \( i > k \), we have
\[
a_{k+1} + \ldots + a_i - b_{k+1} - \ldots - b_i = c_i - c_k \geq 0.
\]

Applying the inductive assumption for two arrays \( a_{k+1}, \ldots, a_n \) and \( b_{k+1}, \ldots, b_n \), we have
\[
f(a_{k+1}) + f(a_{k+2}) + \ldots + f(a_n) \leq f(b_{k+1}) + f(b_{k+2}) + \ldots + f(b_n).
\]

which implies
\[
f(a_1) + f(a_2) + \ldots + f(a_n) \leq f(b_1) + f(b_2) + \ldots + f(b_n).
\]

As a consequence, we obtain the conclusion of the Lemma. \( \square \)

Lemma D.2 (Extension of rearrangement inequality). Let \( a_1 \geq a_2 \ldots \geq a_n \geq 0 \), \( b_1 \geq b_2 \geq \ldots \geq b_n \geq 0 \) be two decreasing array. Consider \( \alpha \) and \( \beta \) are two injections from the set \( \{1, 2, \ldots, k\} \) to \( \{1, 2, \ldots, n\} \) in the set \( \{1, 2, \ldots, n\} \), where \( k \) is a positive integer such that \( k \leq n \), we have
\[
\max_{1 \leq i \leq k} a_{\alpha(i)} b_{\beta(i)} + \ldots + a_{\alpha(k)} b_{\beta(k)} = a_1 b_1 + a_2 b_2 + \ldots + a_k b_k,
\]

and the maximum value is achieved when \( \alpha, \beta \) are two permutation which satisfy
\[
a_{\alpha(i)} = a_i, \quad b_{\beta(i)} = b_i \quad \forall i : 1 \leq i \leq k.
\]
Applying the rearrangement inequality, we have
\[ a_1 b_1 + \ldots + a_k b_k \leq \sum_{1 \leq i \leq k} \alpha_i b_i, \]
which implies
\[ \sum_{1 \leq i \leq k} \alpha_i b_i \leq \sum_{1 \leq i \leq k} a_i b_i, \]
where
\[ \alpha = (\alpha_1, \ldots, \alpha_k). \]
Thus,
\[ f(\alpha) = \sum_{1 \leq i \leq k} \alpha_i b_i. \]

For a special case, we show the difficulty to solve this problem in the general case. In this appendix, by considering the problem of solving entropic Gromov-Wasserstein between balanced Gaussians in a particular part.

**Another Proof of Lemma C.4.** Let us consider a permutation \( \tilde{\alpha} : \{1, 2, \ldots, k\} \to \{1, 2, \ldots, k\} \) which is defined by
\[ \tilde{\alpha}(j) = \begin{cases} \alpha(j), & \text{if } j \notin I, \\ j_r & \text{if } j = i_r. \end{cases} \]

It is obviously that
\[ a_{\alpha(1)} b_{\beta(1)} + \ldots + a_{\alpha(k)} b_{\beta(k)} \leq a_{\tilde{\alpha}(1)} b_{\tilde{\beta}(1)} + \ldots + a_{\tilde{\alpha}(k)} b_{\tilde{\beta}(k)}. \]
Similarly, there exist a permutation \( \tilde{\beta} : \{1, 2, \ldots, k\} \to \{1, 2, \ldots, k\} \) such that
\[ a_{\alpha(1)} b_{\beta(1)} + \ldots + a_{\alpha(k)} b_{\beta(k)} \leq a_{\tilde{\alpha}(1)} b_{\tilde{\beta}(1)} + \ldots + a_{\tilde{\alpha}(k)} b_{\tilde{\beta}(k)}. \]
Applying the rearrangement inequality, we have
\[ a_{\tilde{\alpha}(1)} b_{\tilde{\beta}(1)} + \ldots + a_{\tilde{\alpha}(k)} b_{\tilde{\beta}(k)} \leq a_1 b_1 + a_2 b_2 + \ldots + a_k b_k, \]
which implies
\[ a_{\tilde{\alpha}(1)} b_{\tilde{\beta}(1)} + \ldots + a_{\tilde{\alpha}(k)} b_{\tilde{\beta}(k)} \leq a_1 b_1 + a_2 b_2 + \ldots + a_k b_k. \]
From this, we can conclude our proof.

Given the above lemmas, we have another proof of Lemma C.4.

**E. Entropic Gromov-Wasserstein between Gaussian distributions with non-zero means**

In this appendix, by considering the problem of solving entropic Gromov-Wasserstein between balanced Gaussians in a special case, we show the difficulty to solve this problem in the general case.

Let \( m \) be a positive integer. Let \( \mu = \mathcal{N}(\theta, \Sigma) \) and \( \nu = \mathcal{N}(1, 1) \) be two Gaussian measures in \( \mathbb{R}^m \) and \( \mathbb{R} \), respectively, where
\[ \Sigma = \text{diag}(a_1^2, \ldots, a_m^2), \]
\[ \theta = (b_1, \ldots, b_m)^\top. \]
To find \(\text{IGW}_\varepsilon(\mu, \nu)\), we must find the joint distribution \(\pi\) between \(\mu\) and \(\nu\) which has the covariance matrix

\[
\Sigma_\pi = \begin{pmatrix} \Sigma_\mu & K_{\mu\nu} \\ K_{\mu\nu}^\top & 1 \end{pmatrix}
\]

that minimizes the following term

\[
\mathbb{E}_{\pi \otimes \pi} \left\{ \left[ (X, X') - \langle Y, Y' \rangle \right]^2 \right\} + \varepsilon \text{KL}(\pi | \| \mu \otimes \nu).
\]

Note that, in this case, \(K_{\mu\nu}\) is an \(m \times 1\) matrix, thus, we can denote that \(K_{\mu\nu} = (x_1, \ldots, x_m)^T\). Firstly, we prove the following equality

\[
\mathbb{E}_{\pi \otimes \pi} \left\{ \left[ (X, X') - \langle Y, Y' \rangle \right]^2 \right\} = \mathbb{E}_{\pi \otimes \pi} \langle X, X' \rangle^2 + \mathbb{E}_{\pi \otimes \pi} \langle Y, Y' \rangle^2 - 2 \mathbb{E}_{\pi \otimes \pi} \langle X, X' \rangle \langle Y, Y' \rangle.
\]

Indeed, we have

\[
\mathbb{E}_{\pi \otimes \pi} \left\{ \left[ (X, X') - \langle Y, Y' \rangle \right]^2 \right\} = \sum_{i=1}^m a_i^2 + \sum_{i=1}^m b_i^2 + 2 - 2 \sum_{i=1}^m (x_i + b_i)^2.
\]

(34)

Note that the independence between \(X\) and \(X'\) and \(Y\) and \(Y'\) leads to

\[
\mathbb{E}_{\pi \otimes \pi} \langle X, X' \rangle^2 = \left[ \mathbb{E}_{\pi \otimes \pi} \langle X, X' \rangle \right]^2 + \text{Var}_\pi \langle X, X' \rangle
\]

\[
= \left[ (\theta_\mu, \theta_\mu) \right]^2 + \sum_{i=1}^m \text{Var}_\pi [X_i] \text{Var}_\pi [X_i']
\]

\[
= \left( \sum_{i=1}^m b_i^2 \right)^2 + \sum_{i=1}^m a_i^2.
\]

Similarly, we have \(\mathbb{E}_{\pi \otimes \pi} \langle Y, Y' \rangle^2 = 2\). Meanwhile,

\[
\mathbb{E}_{\pi \otimes \pi} \langle X, X' \rangle \langle Y, Y' \rangle = \mathbb{E}_{\pi \otimes \pi} \left\{ \sum_{i=1}^m [X_i, X_i'] [Y, Y'] \right\} = \sum_{i=1}^m \mathbb{E}_{\pi \otimes \pi} \langle X_i, Y \rangle \mathbb{E}_\pi \{ X'_i Y' \} = \sum_{i=1}^m (x_i + b_i)^2.
\]

Putting the above results together, we obtain the desired equality (34). By Lemma 3.3, the optimal transportation plan \(\pi^*\) is a Gaussian distribution, namely, \(\pi^* = N(\theta_\pi, \Sigma_\pi)\), where \(\theta_\pi = (b_1, \ldots, b_n, 1)^T\). Thus, according to Lemma C.3, the entropic term in the objective function reads

\[
\varepsilon \text{KL}(\pi^* | \| \mu \otimes \nu) = \frac{1}{2} \varepsilon \left\{ \text{tr} \left( \Sigma_\pi^{-1} (\Sigma_\mu \otimes \nu) \right) - (m + n) + \log \left( \frac{\text{det}(\Sigma_\mu \otimes \nu)}{\text{det}(\Sigma_\pi)} \right) \right\}
\]

\[
= \frac{\varepsilon}{2} \log \left( 1 - \sum_{i=1}^m \frac{x_i^2}{a_i^2} \right).
\]

From the above calculation, our problem turns out to find the non-negative real numbers \(x_1, \ldots, x_m\) which maximize the following function

\[
\psi(x_1, \ldots, x_m) = 2 \sum_{i=1}^m (x_i + b_i)^2 + \frac{\varepsilon}{2} \log \left( 1 - \sum_{i=1}^m \frac{x_i^2}{a_i^2} \right).
\]

Taking the derivatives of the above function with respect to \(x_i\), \(i \in [m]\), we get

\[
\frac{\partial \psi}{\partial x_i} = 4(x_i + b_i) - \frac{\varepsilon x_i / a_i^2}{1 - \sum_{i=1}^m x_i^2 / a_i^2}, \quad \forall i \in [m].
\]
To solve the system of equations \( \frac{\partial \psi}{\partial x_i} = 0 \) for all \( i \in [m] \), we denote \( t = \frac{\varepsilon}{1 - \sum_{i=1}^{m} \frac{x_i^2}{\alpha_i^2}} \). Then, \( t = \frac{4(x_i + b_i)}{\alpha_i^2 x_i} \), which implies that \( x_i = \frac{4a_i^2 b_i}{t - 4a_i^2} \). By substituting this representation of \( x_i \) to the expression \( t = \frac{\varepsilon}{1 - \sum_{i=1}^{m} \frac{x_i^2}{\alpha_i^2}} \), we obtain
\[
\varepsilon = \frac{4}{t - 4a_i^2} \left( 16a_i^2 b_i^2 \right)
\]
After some transformations, we achieve the equation of degree \( 2m \), which is difficult to solve in close-form.

F. Revisiting the entropic optimal transport between Gaussian measures

In this appendix, via the technique that we use to study the entropic Gromov Wasserstein between two Gaussians, we provide a simpler proof for deriving the close-form expressions of entropic optimal transport (OT) between (unbalanced) Gaussian measures than the proof that was presented in (Janati et al., 2020).

F.1. Entropic optimal transport between balanced Gaussian measures

Before moving to the main theorem of this section, we review some backgrounds on the entropic optimal transport problem between balanced Gaussian measures.

Entropic Optimal Transport. Let \( \alpha \) and \( \beta \) be two probability measures in \( \mathbb{R}^d \). Then, the entropic OT between them is defined as follows:
\[
\text{OT}_\varepsilon(\alpha, \beta) := \min_{\pi \in \Pi(\alpha, \beta)} \mathbb{E}_\pi \| X - Y \|^2 + \varepsilon \text{KL}(\pi \| \alpha \otimes \beta),
\]
where \( X \sim \alpha \) and \( Y \sim \beta \) are independent random vectors in \( \mathbb{R}^d \) such that \( (X, Y) \sim \pi \), and \( \varepsilon > 0 \) denotes the entropy-regularized parameter. Now, we are ready to show the closed-form expression of entropic OT between Gaussians in the following theorem.

Theorem F.1. Let \( \mu = \mathcal{N}(\mu, \Sigma_\mu) \) and \( \nu = \mathcal{N}(\nu, \Sigma_\nu) \) be two Gaussian measures in \( \mathbb{R}^d \), where \( \Sigma_\mu \) and \( \Sigma_\nu \) are positive definite matrices. Then, the entropic optimal transport between \( \mu \) and \( \nu \) is given by
\[
\text{OT}_\varepsilon(\mu, \nu) = \| u - v \|^2 + \text{tr}(\Sigma_\mu) + \text{tr}(\Sigma_\nu) - \text{tr}(D_\varepsilon) + \frac{d\varepsilon}{2} \left( 1 - \log \varepsilon \right) + \log \det \left( D_\varepsilon + \frac{\varepsilon}{2} \text{Id} \right),
\]
where \( D_\varepsilon = \left( 4 \Sigma_\mu^{\frac{1}{2}} \Sigma_\nu^{\frac{1}{2}} + \frac{\varepsilon^2}{4} \text{Id} \right)^{\frac{1}{2}} \). Moreover, the optimal transportation plan admits the form \( \pi^* = \mathcal{N}( (u^*, v^*)^T, \Sigma_{\pi^*} ) \) where
\[
\Sigma_{\pi^*} := \begin{pmatrix} \Sigma_\mu & K_{\mu\nu}^* \\ K_{\mu\nu}^* & \Sigma_\nu \end{pmatrix},
\]
with \( K_{\mu\nu}^* = \frac{1}{2} \Sigma_\mu^{\frac{1}{2}} \left( \frac{\varepsilon^2}{4} \text{Id} + 4 \Sigma_\mu^{\frac{1}{2}} \Sigma_\nu \Sigma_\mu^{\frac{1}{2}} \right)^{\frac{1}{2}} \Sigma_\mu^{-\frac{1}{2}} - \frac{\varepsilon}{4} \text{Id} \).

Remark F.2. Note that if we replace \( \varepsilon \) by \( 2\sigma^2 \) in the above result, we obtain Theorem 1 in (Janati et al., 2020).

Proof of Theorem F.1. Note that if \( \bar{\mu} \) and \( \bar{\nu} \) are respective centered transformations of \( \mu \) and \( \nu \), then
\[
\text{OT}_\varepsilon(\mu, \nu) = \text{OT}_\varepsilon(\bar{\mu}, \bar{\nu}) + \| u - v \|^2.
\]
Therefore, it is sufficient to solve the case when \( u = v = 0_d \). Under this assumption, we have
\[
\mathbb{E}_\pi \| X - Y \|^2 = \mathbb{E}_\pi \| X \|^2 + \mathbb{E}_\pi \| Y \|^2 - 2 \mathbb{E}_\pi \langle X, Y \rangle = \text{tr}(\Sigma_\mu) + \text{tr}(\Sigma_\nu) - 2 \text{tr}(K_{\mu\nu}).
\]
Thus, the entropic optimal transport between \(\mu\) and \(\nu\) can be rewritten as

\[
\text{OT}_\varepsilon(\mu, \nu) = \text{tr}(\Sigma_\mu) + \text{tr}(\Sigma_\nu) + \min_{\pi \in \Pi(\mu, \nu)} \left\{ \varepsilon \text{KL}(\pi \| \nu) - 2 \text{tr}(K_{\mu\nu}) \right\}.
\] (36)

By fixing the covariance matrix \(\Sigma_\pi = \begin{pmatrix} \Sigma_\mu & K_{\mu\nu} \\ K_{\mu\nu}^T & \Sigma_\nu \end{pmatrix}\), Lemma 3.3 indicates that the optimal solution must be a Gaussian measure with the form \(\pi = \mathcal{N}(0_{2d}, \Sigma_\pi)\). Let \(U_{\mu\nu} \Lambda_{\mu\nu}^\frac{1}{2} V_{\mu\nu}^T\) be the SVD of matrix \(\Sigma_\mu^{-\frac{1}{2}} K_{\mu\nu} \Sigma_\nu^{-\frac{1}{2}}\) with \(\Lambda_{\mu\nu}^\frac{1}{2} = \text{diag}(\kappa_{\mu\nu,i}^\frac{1}{2})_{i=1}^d\). It follows from Lemma C.1 and Lemma 3.4 part (b) that

\[
\varepsilon \text{KL}(\pi \| \mu \otimes \nu) = \frac{\varepsilon}{2} \left[ \text{tr}(\Sigma_\pi \Sigma_\mu^{-1}) - 2d + \log \left( \frac{\det(\Sigma_\mu \otimes \nu)}{\det(\Sigma_\pi)} \right) \right] = -\frac{\varepsilon}{2} \sum_{i=1}^d \log(1 - \kappa_{\mu\nu,i}).
\]

Let \(U \Lambda^\frac{1}{2} V^T\) be the SVD of \(\Sigma_\mu^{-\frac{1}{2}} \Sigma_\nu^{-\frac{1}{2}}\), where \(\Lambda^\frac{1}{2} = \text{diag}(\lambda_{\mu\nu}^\frac{1}{2})_{i=1}^d\). By using von Neumann’s inequality (Kristof, 1969; Horn & Johnson, 1991), we have

\[
\text{tr}(K_{\mu\nu}) = \text{tr}(U_{\mu\nu} \Lambda_{\mu\nu}^\frac{1}{2} \Lambda_{\mu\nu}^\frac{1}{2} U_{\mu\nu}^T) = \text{tr}(U_{\mu\nu} \Lambda_{\mu\nu}^\frac{1}{2} V_{\mu\nu}^T U_{\mu\nu} \Lambda_{\mu\nu}^\frac{1}{2}) = \text{tr}(V^T U_{\mu\nu} \Lambda_{\mu\nu}^\frac{1}{2} U_{\mu\nu}^T)\]

\[
\leq \sum_{i=1}^d \lambda_{\mu\nu,i}^\frac{1}{2} \kappa_{\mu\nu,i}^\frac{1}{2}.
\]

The equality occurs when \(U_{\mu\nu} = V\) and \(V_{\mu\nu} = U\). Collecting the above two results, the problem in equation (36) is reduced to

\[
\text{OT}_\varepsilon(\mu, \nu) = \text{tr}(\Sigma_\mu) + \text{tr}(\Sigma_\nu) - \max_{\kappa_{\mu\nu,i} \in (0,1)} \sum_{i=1}^d \left[ 2\lambda_{\mu\nu,i}^\frac{1}{2} \kappa_{\mu\nu,i}^\frac{1}{2} + \frac{\varepsilon}{2} \log(1 - \kappa_{\mu\nu}) \right].
\]

Note that the function \(f(x) = 2ax^\frac{1}{2} + \frac{\varepsilon}{2} \log(1 - x)\) attains its maximum at \(x = \left( -\varepsilon + \sqrt{\varepsilon^2 + 16a^2} \right)^2 / 16\lambda_{\mu\nu,i}^2\). Then, the optimal solution of the above problem is \(\kappa_{\mu\nu,i}^\frac{1}{2} = \left( -\varepsilon + \sqrt{\varepsilon^2 + 16\lambda_{\mu\nu,i}^2} \right)^2 / 16\lambda_{\mu\nu,i}^2\), which leads to

\[
\text{OT}_\varepsilon(\mu, \nu) = \text{tr}(\Sigma_\mu) + \text{tr}(\Sigma_\nu) - \frac{1}{2} \sum_{i=1}^d \left[ -\varepsilon + \sqrt{\varepsilon^2 + 16\lambda_{\mu\nu,i}^2} + \varepsilon \log \left( \left( -\varepsilon + \sqrt{\varepsilon^2 + 16\lambda_{\mu\nu,i}^2} \right)^2 / 16\lambda_{\mu\nu,i}^2 \right) \right]
\]

\[
= \text{tr}(\Sigma_\mu) + \text{tr}(\Sigma_\nu) - \frac{d\varepsilon}{2} (1 - \log \varepsilon) - \frac{1}{2} \sum_{i=1}^d \sqrt{\varepsilon^2 + 16\lambda_{\mu\nu,i}^2} - \frac{\varepsilon}{2} \sum_{i=1}^d \log \left( \frac{-\varepsilon + \sqrt{\varepsilon^2 + 16\lambda_{\mu\nu,i}^2}}{8\lambda_{\mu\nu,i}} \right)
\]

\[
= \text{tr}(\Sigma_\mu) + \text{tr}(\Sigma_\nu) - \frac{d\varepsilon}{2} (1 - \log \varepsilon) - \sum_{i=1}^d \sqrt{\frac{\varepsilon^2}{4} + 4\lambda_{\mu\nu,i}^2} + \frac{\varepsilon}{2} \log \left( \prod_{i=1}^d \left[ \frac{\varepsilon}{2} + \sqrt{\frac{\varepsilon^2}{4} + 4\lambda_{\mu\nu,i}^2} \right] \right)
\]

\[
= \text{tr}(\Sigma_\mu) + \text{tr}(\Sigma_\nu) - \frac{d\varepsilon}{2} (1 - \log \varepsilon) - \left( \left[ 4\lambda_{\mu\nu,i}^2 \Sigma_\mu \Sigma_\nu + \frac{\varepsilon^2}{4} \text{Id} \right] \right)^\frac{1}{2} + \frac{\varepsilon}{2} \text{Id}
\]

\[
+ \log \det \left( \left[ 4\lambda_{\mu\nu,i}^2 \Sigma_\mu \Sigma_\nu + \frac{\varepsilon^2}{4} \text{Id} \right] \right)^\frac{1}{2} + \frac{\varepsilon}{2} \text{Id}
\]

The last equality results from the fact that \((\lambda_{\mu\nu,i})_{i=1}^d\) are eigenvalues of \(\Sigma_\mu^\frac{1}{2} \Sigma_\nu^\frac{1}{2}\). Additionally,

\[
K^*_\mu\nu = \Sigma_\mu^\frac{1}{2} V \text{diag} \left( \frac{-\varepsilon + \sqrt{\varepsilon^2 + 16\lambda_{\mu\nu,i}^2}}{4\lambda_{\mu\nu,i}^2} \right)_{i=1}^d U^T \Sigma_\nu^\frac{1}{2}
\]

\[
= \frac{1}{2} \sum_{i=1}^d \Sigma_\mu^\frac{1}{2} V \text{diag} \left( \frac{\varepsilon^2}{4\lambda_{\mu\nu,i}^2} + 4 \right)_{i=1}^d U^T \Sigma_\nu^\frac{1}{2} - \frac{\varepsilon}{4} \sum_{i=1}^d \text{diag} \left( \lambda_{\mu\nu,i}^{-\frac{1}{2}} \right)_{i=1}^d U^T \Sigma_\nu^\frac{1}{2}.
\]
Recall that $\Sigma^\frac{1}{2}_\mu \Sigma^\frac{1}{2}_\nu = U A^\frac{1}{2} V^T$, or equivalently $U^T \Sigma^\frac{1}{2}_\mu = A^\frac{1}{2} V^T \Sigma^{-\frac{1}{2}}_\mu$. Then, we have

$$
K^*_{\mu\nu} = \frac{1}{2} \Sigma^\frac{1}{2}_\mu \text{diag}\left( \left( \frac{\varepsilon^2}{4} + 4 \lambda_{\mu,\nu} \right)^\frac{1}{2} \right)_{i=1}^d \text{diag}\left( \lambda_{\mu,\nu}^\frac{1}{2} \right)_{i=1}^d V^T \Sigma^{-\frac{1}{2}}_\mu - \frac{\varepsilon}{4} \Sigma^\frac{1}{2}_\mu (U A^\frac{1}{2} V^T)^{-1} \Sigma^\frac{1}{2}_\mu
$$

$$
= \frac{1}{2} \Sigma^\frac{1}{2}_\mu \text{diag}\left( \left( \frac{\varepsilon^2}{4} + 4 \lambda_{\mu,\nu} \right)^\frac{1}{2} \right)_{i=1}^d V^T \Sigma^{-\frac{1}{2}}_\mu - \frac{\varepsilon}{4} \text{Id}.
$$

As a result of SVD property, we get $V \text{diag}(\lambda_{\mu,\nu})_{i=1}^d V^T = \Sigma^\frac{1}{2}_\mu \Sigma^\frac{1}{2}_\nu$. Thus, $V \text{diag}\left( \frac{\varepsilon^2}{4} + 4 \lambda_{\mu,\nu} \right)_{i=1}^d V^T = \frac{\varepsilon^2}{4} \text{Id} + 4 \Sigma^\frac{1}{2}_\mu \Sigma^\frac{1}{2}_\nu$, which follows that

$$
V \text{diag}\left( \frac{\varepsilon^2}{4} + 4 \lambda_{\mu,\nu} \right)_{i=1}^d V^T = \left( \frac{\varepsilon^2}{4} \text{Id} + 4 \Sigma^\frac{1}{2}_\mu \Sigma^\frac{1}{2}_\nu \right)^\frac{1}{2}.
$$

Consequently, we obtain

$$
K^*_{\mu\nu} = \frac{1}{2} \Sigma^\frac{1}{2}_\mu \left( \frac{\varepsilon^2}{4} \text{Id} + 4 \Sigma^\frac{1}{2}_\mu \Sigma^\frac{1}{2}_\nu \right)^\frac{1}{2} \Sigma^{-\frac{1}{2}}_\mu - \frac{\varepsilon}{4} \text{Id} = \Sigma^\frac{1}{2}_\mu \left( \frac{\varepsilon^2}{16} \text{Id} + 4 \Sigma^\frac{1}{2}_\mu \Sigma^\frac{1}{2}_\nu \right)^\frac{1}{2} \Sigma^{-\frac{1}{2}}_\mu - \frac{\varepsilon}{4} \text{Id}.
$$

Hence, the proof is completed.

\[\square\]

F.2. Entropic optimal transport between unbalanced Gaussian measures

Prior to presenting the closed-form expression of entropic optimal transport between unbalanced Gaussian measures, let us review the formulation of entropic unbalanced optimal transport (UOT).

**Entropic Unbalanced Optimal Transport.** When either $\alpha$ or $\beta$ is not a probability measure, the formulation in equation (35) is no longer valid. One solution to deal with this issue is using entropic UOT, which is given by

$$
\text{UOT}_{\varepsilon, \tau}(\alpha, \beta) := \min_{\pi \in \mathcal{M}^+(\mathbb{R}^d \times \mathbb{R}^d)} \mathbb{E}_{\pi}[\|X - Y\|^2 + \tau \text{KL}(\pi_x || \alpha) + \tau \text{KL}(\pi_y || \beta) + \varepsilon \text{KL}(\pi || \alpha \otimes \beta)],
$$

where $X, Y$ are independent random vectors in $\mathbb{R}^d$ such that $(X, Y) \sim \pi$ while $\varepsilon, \tau > 0$ are regularized parameters, and $\pi_x, \pi_y$ are the marginal distributions of the coupling $\pi$ corresponding to $\alpha$ and $\beta$, respectively.

Consider two unbalanced Gaussian measures in $\mathbb{R}^d$:

$$
\mu = m_\mu \mathcal{N}(u, \Sigma_\mu) \quad \text{and} \quad \nu = m_\nu \mathcal{N}(v, \Sigma_\nu),
$$

where $m_\mu, m_\nu > 0$ are their masses and $\Sigma_\mu, \Sigma_\nu$ are positive definite matrices. To state our main result, we need to define some quantities which are necessary for our analysis. Firstly, let us denote

$$
\Sigma_{\mu, \eta} := \eta \Sigma^{-1}_\mu + \text{Id}; \quad \Sigma_{\nu, \eta} := \eta \Sigma^{-1}_\nu + \text{Id},
$$

where $\eta := \frac{\tau + \varepsilon}{2}$. Next, we define

$$
A := \frac{1}{\tau} \left\{ \frac{\varepsilon^2}{4} \text{Id} + \tau (2\eta) B^T B \right\}^\frac{1}{2} - \frac{\varepsilon}{2} \text{Id}, \quad \text{where} \quad B := \Sigma^{\frac{1}{4}}_{\mu, \eta} \Sigma^{\frac{1}{4}}_{\nu, \eta},
$$

$$
\Upsilon^*_{u^*, v^*} := (u - v)^T \left\{ \text{Id} - (\Sigma_\mu + \Sigma_\nu) \left[ \eta \text{Id} + \Sigma^{-1}_\mu + \Sigma^{-1}_\nu \right]^{-1} \right\} (u - v),
$$

$$
\Upsilon^{*}_{\Sigma^*} := 2\eta \left\{ 1 - \log(\eta) + \log \det(A) - \log \det(B) - \frac{1}{2} \log \det(\Sigma_\mu \Sigma_\nu) \right\} - \frac{\varepsilon}{2} \log \det \left( \text{Id} - A^2 (B^T B)^{-1} \right),
$$

$$
\Upsilon^{*} := \Upsilon^*_{u^*, v^*} + \Upsilon^{*}_{\Sigma^*} + 2\eta d.
$$
Theorem F.3. Let $\mu$ and $\nu$ be two unbalanced Gaussian measures given in equation (37), the entropic UOT between $\mu$ and $\nu$ can be computed as

$$\text{UOT}_{\varepsilon, \tau}(\mu, \nu) = m_{\pi} \cdot Y^* + \varepsilon \text{KL}(m_{\pi} \| m_\mu) + \tau [\text{KL}(m_{\pi} \| m_\mu) + \text{KL}(m_{\pi} \| m_\nu)].$$

where $m_{\pi} = (m_\mu, m_\nu)^{\pi} \exp \left\{ - \frac{Y^*}{\tau} \right\}$. Moreover, the optimal transport plan is also an unbalanced Gaussian measure which admits the form $\pi^* = m_{\pi} \cdot N((u^*, v^*)^\top, \Sigma_{xy})$, where

$$u^* = u - \sum_{\mu} \left[ \eta \text{Id} + \Sigma_{\mu} + \Sigma_{\nu} \right]^{-1} (u - v);$$

$$v^* = v + \sum_{\nu} \left[ \eta \text{Id} + \Sigma_{\nu}^{-1} + \Sigma_{\nu}^{-1} \right]^{-1} (u - v);$$

$$\Sigma_{sx} = \left( \begin{array}{cc} \Sigma_x & K_{xy}^* \\ (K_{xy})^\top & \Sigma_y \end{array} \right),$$

with

$$\Sigma_x = \eta \Sigma_{\mu, \eta} A(B^\top B)^{-\frac{1}{2}} \Sigma_{\mu, \eta}; \quad \Sigma_y = \eta \Sigma_{\nu, \eta} A(B^\top B)^{-\frac{1}{2}} \Sigma_{\nu, \eta};$$

$$K_{xy}^* = \eta \Sigma_{\mu, \eta} A(\text{Id} - A)^{-1} (B^\top B)^{-\frac{1}{2}} B^{-1} \Sigma_{\nu, \eta}.$$

Proof of Theorem F.3. We assume that $\pi$ is a positive measure such that $\pi = m_{\pi} \pi$ with $\pi$ is a probability measure with mean $(u_x, v_y)$ and covariance matrix

$$\Sigma_\pi = \left( \begin{array}{cc} \Sigma_x & K_{xy} \\ K_{xy}^\top & \Sigma_y \end{array} \right).$$

Here the two marginals of $\pi$ are denoted by $\pi_x$ and $\pi_y$ where $\pi_x$ has mean $u_x$ and covariance matrix $\Sigma_x$ while $\pi_y$ has mean $v_y$ and covariance matrix $\Sigma_y$. Let $\pi_x$ and $\pi_y$ be two marginals of $\pi$, then $\pi_x = m_{\pi} \pi_x$ and $\pi_y = m_{\pi} \pi_y$.

By Lemma 3.3, $\pi$ needs to be Gaussian. We also have

$$\mathbb{E}_\pi \| X - Y \|^2 = m_{\pi} \left\{ \| u_x - v_y \|^2 + \text{tr}(\Sigma_x) + \text{tr}(\Sigma_y) - 2 \text{tr}(K_{xy}) \right\}.$$

According to Lemma C.1,

$$\text{KL}(\pi_x \| \mu) = m_{\pi} \text{KL}(\pi_x \| \mu) + \text{KL}(m_{\pi} \| m_\mu),$$

$$\text{KL}(\pi_y \| \nu) = m_{\pi} \text{KL}(\pi_y \| \nu) + \text{KL}(m_{\pi} \| m_\nu),$$

$$\text{KL}(\pi \| \mu \otimes \nu) = m_{\pi} \text{KL}(\pi \| \mu \otimes \nu) + \text{KL}(m_{\pi} \| m_\mu m_\nu).$$

Combining the above results, the entropic optimal transport between $\mu$ and $\nu$ reads as

$$\text{UOT}_{\varepsilon, \tau}(\mu, \nu) = \min_{\pi \in \pi^+((\mathbb{R}^d \times \mathbb{R}^d)} \left\{ \| m_\pi \cdot Y + \varepsilon \text{KL}(m_{\pi} \| m_\mu) + \tau [\text{KL}(m_{\pi} \| m_\mu) + \text{KL}(m_{\pi} \| m_\nu)] \right\},$$

where $Y := \| u_x - v_y \|^2 + \text{tr}(\Sigma_x) + \text{tr}(\Sigma_y) - 2 \text{tr}(K_{xy}) + \varepsilon \text{KL}(\pi \| \mu \otimes \nu) + \tau [\text{KL}(\pi \| \mu) + \text{KL}(\pi \| \nu)]$. We divide our proof into two main steps. The first step is to minimize $Y$, and the second step is to find the optimal scale $m_{\pi^*}$.

Step 1: Minimization of $Y$. For the three KL terms, we have

$$\text{KL}(\pi_x \| \mu) = \frac{1}{2} \left\{ \text{tr}(\Sigma_x \Sigma_x^{-1}) - d - \log \det(\Sigma_x) + \log \det(\Sigma_\mu) \right\} + \frac{1}{2} (u_x - u)^\top \Sigma_\mu^{-1} (u_x - u),$$

$$\text{KL}(\pi_y \| \nu) = \frac{1}{2} \left\{ \text{tr}(\Sigma_y \Sigma_y^{-1}) - d - \log \det(\Sigma_y) + \log \det(\Sigma_\nu) \right\} + \frac{1}{2} (v_y - v)^\top \Sigma_\nu^{-1} (v_y - v),$$

$$\text{KL}(\pi \| \mu \otimes \nu) = \frac{1}{2} \left\{ \text{tr}(\Sigma_x \Sigma_x^{-1}) - d - \log \det(\Sigma_x) + \log \det(\Sigma_x) \right\} + \frac{1}{2} \left\{ \text{tr}(\Sigma_y \Sigma_y^{-1}) - d - \log \det(\Sigma_y) + \log \det(\Sigma_y) \right\}$$

$$+ \frac{1}{2} (u_x - u, v_y - v)^\top \Sigma_{\mu \otimes \nu}^{-1} (u_x - u, v_y - v) - \frac{1}{2} \sum_{i=1}^d \log(1 - k_{xy, i}).$$
where

\[\Sigma_{\mu \otimes \nu} = \begin{pmatrix}
\Sigma_{\mu} & 0_{d \times d} \\
0_{d \times d} & \Sigma_{\nu}
\end{pmatrix},\]

and \(\kappa_{xy,i}^2\) is the \(i\)-th largest singular value of \(\Sigma_x^{-\frac{1}{2}}K_{xy}\Sigma_y^{-\frac{1}{2}}\) for all \(i \in [d]\). Here we use the equation \(\text{tr}(\Sigma_{\nu}^{-1} + \Sigma_{\mu}^{-1}) = \text{tr}(\Sigma_x^{-1} + \Sigma_y^{-1})\) and results from part (b) of Lemma 3.4. Put the results together, we get

\[\Upsilon = \text{tr}(\Sigma_x) + \text{tr}(\Sigma_y) - 2\text{tr}(K_{xy}) + \eta \left\{ \frac{1}{2} \left[ \tau(\mu, \eta, \nu, \eta) - \log \left( \det(\Sigma_{\nu}) \right) \right] \right. \]

\[-\frac{e}{2} \sum_{i=1}^{d} \log(1 - \kappa_{xy,i}) + \|u - v\|_{\Sigma_{\nu}}^2 + \frac{1}{\eta} \left\{ \frac{1}{2} \left[ \tau(\mu, \eta, \nu, \eta) - \log \left( \det(\Sigma_{\nu}) \right) \right] \right. \]

\[+ \varepsilon (u - v, v - v) \] \(\Sigma_{\mu \otimes \nu}^{-1}(u - v, v - v) \}\] \(+ 2\eta d\).

**The means part:** We first work with the terms involving \(u_x\) and \(v_y\). Let \(u_x = u_x\) and \(v_y = v_y\), then

\[(\bar{u}_x, \bar{v}_y)^{\top} \Sigma_{\mu \otimes \nu}^{-1}(\bar{u}_x, \bar{v}_y) = (\bar{u}_x)^{\top} \Sigma_{\mu}^{-1} u_x + (\bar{v}_y)^{\top} \Sigma_{\nu}^{-1} v_y \]

\[\|u - v\|_2^2 = \|\bar{u}_x - \bar{v}_y + u - v\|_2^2 \]

\[= \|\bar{u}_x\|_2^2 + \|\bar{v}_y\|_2^2 - 2\bar{u}_x^T \bar{v}_y + 2\bar{u}_x^T (u - v) - 2\bar{v}_y^T (u - v) + \|u - v\|_2^2. \]

Hence, sum of all terms which include \(u_x\) and \(v_y\) is equal to

\[T_{u, v} := (\bar{u}_x, \bar{v}_y)^{\top} \left( \eta \Sigma_{\mu}^{-1} + \text{Id} \right) u_x + (\bar{v}_y)^{\top} \left( \eta \Sigma_{\nu}^{-1} + \text{Id} \right) v_y - 2\bar{u}_x^T \bar{v}_y + 2\bar{u}_x^T (u - v) - 2\bar{v}_y^T (u - v) + \|u - v\|_2^2 \]

\[= (\bar{u}_x)^{\top} \Sigma_{\mu, \eta} u_x + (\bar{v}_y)^{\top} \Sigma_{\nu, \eta} v_y - 2\bar{u}_x^T \bar{v}_y + 2\bar{u}_x^T (u - v) - 2\bar{v}_y^T (u - v) + \|u - v\|_2^2. \]

Taking the derivative with respect to \(u_x\) and \(v_y\) of \(T_{u, v}\), and set the equation to zero we obtain

\[\Sigma_{\mu, \eta} u_x - \bar{v}_y + (u - v) = 0, \]

\[\Sigma_{\nu, \eta} v_y - u_x - (u - v) = 0. \]

Adding two equations we get

\[(\eta \Sigma_{\mu}^{-1} + \text{Id}) u_x - \bar{v}_y + (\eta \Sigma_{\nu}^{-1} + \text{Id}) v_y - u_x = 0, \]

\[\Sigma_{\mu, \eta}^{-1} u_x = -\Sigma_{\nu, \eta}^{-1} \bar{v}_y. \]

Replace them into the above equation, we obtain

\[\Sigma_{\mu, \eta} u_x + \Sigma_{\nu} \Sigma_{\mu}^{-1} u_x = -(u - v) \]

\[= -\left( \Sigma_{\mu, \eta} + \Sigma_{\nu} \Sigma_{\mu}^{-1} \right)^{-1} (u - v) \]

\[= -\Sigma_{\mu}^{-1} \left( \eta \text{Id} + \Sigma_{\mu} + \Sigma_{\nu} \right)^{-1} (u - v). \]

Similarly, we obtain \(v_y = \Sigma_{\nu} \left( \eta \text{Id} + \Sigma_{\mu}^{-1} + \Sigma_{\nu}^{-1} \right)^{-1} (u - v)\). The value of \(T_{u, v}\) at the minimizer is computed as follow

\[\bar{u}_x^T \Sigma_{\mu, \eta} u_x - \bar{v}_y^T \Sigma_{\nu, \eta} v_y = -\bar{u}_x^T (u - v) \]

\[= -\bar{v}_y^T (u - v). \]

Adding them together

\[\bar{u}_x^T \Sigma_{\mu, \eta} u_x + \bar{v}_y^T \Sigma_{\nu, \eta} v_y - 2\bar{u}_x^T \bar{v}_y = -\bar{u}_x^T \bar{v}_y - \bar{v}_y^T (u - v). \]

Put it back to equation (38)

\[\Upsilon_{u, v} = (\bar{u}_x - \bar{v}_y)^{\top} (u - v) + \|u - v\|_2^2 = (u - v)^{\top} \left( \text{Id} - (\Sigma_{\mu} + \Sigma_{\nu}) \left( \eta \text{Id} + \Sigma_{\mu}^{-1} + \Sigma_{\nu}^{-1} \right)^{-1} \right) (u - v). \]
The covariance matrix part: The second part is to group all factors of $\Sigma_x$, $\Sigma_y$ and $\kappa_{xy,i}$, which is

$$
\Upsilon_\Sigma := \text{tr}(\Sigma_x) + \text{tr}(\Sigma_y) - 2 \text{tr}(K_{xy}) + \eta \left\{ \text{tr}(\Sigma_x \Sigma^{-1}_x) - \log \left( \frac{\det(\Sigma_x)}{\det(\Sigma_x)} \right) + \text{tr}(\Sigma_y \Sigma^{-1}_y) - \log \left( \frac{\det(\Sigma_y)}{\det(\Sigma_y)} \right) \right\}
\frac{- \varepsilon}{2} \log \prod_{i=1}^{d} (1 - \kappa_{xy,i}).
$$

(39)

Grouping terms which have the same factors, the above quantity is rewritten as

$$
\Upsilon_\Sigma = \text{tr}(\Sigma_x \Sigma_{\mu,\eta}) + \text{tr}(\Sigma_y \Sigma_{\nu,\eta}) - 2 \text{tr}(K_{xy}) - \eta \left[ \log \left( \frac{\det(\Sigma_x)}{\det(\Sigma_x)} \right) + \log \left( \frac{\det(\Sigma_y)}{\det(\Sigma_y)} \right) \right] \frac{- \varepsilon}{2} \sum_{i=1}^{d} \log(1 - \kappa_{xy,i}).
$$

(40)

Let $U_{xy} \Lambda_{xy} V_{xy}^T$ be SVD of $\Sigma_x^{-\frac{1}{2}} K_{xy} \Sigma_y^{-\frac{1}{2}}$ and denote

$$
\Sigma_x^{\frac{1}{2}} U_{xy} = X; \quad V_{xy}^T \Sigma_y^{\frac{1}{2}} = Y.
$$

(41)

Then we get

$$
XX^\top = \Sigma_x; \quad Y^\top Y = \Sigma_y; \quad \Lambda_{xy} = \text{diag}(\kappa_{xy,i}).
$$

Note that if we fix $\Sigma_x$, $\Sigma_y$, $\Lambda_{xy}$, then we only need to maximize the term $\text{tr}(K_{xy})$, which is equal to $\text{tr}(\Lambda_{xy} Y X)$. We could choose $U_{xy}$ and $V_{xy}$ such that $Y X = \text{diag}(\lambda_{xy,i})$ where $\lambda_{xy,i}$ is the $i$th singular value of $\Sigma_x^{\frac{1}{2}} \Sigma_y^{\frac{1}{2}}$. By von Neumann’s trace inequality (Kristof, 1969; Horn & Johnson, 1991), it is where the term $\text{tr}(K_{xy})$ attains its maximum. Hence, $X Y$ is a diagonal matrix when the objective function $\Upsilon_\Sigma$ attains its minimum.

We also note that the form $\Sigma_x^{\frac{1}{2}} U_{xy}$ and $V_{xy}^T \Sigma_y^{\frac{1}{2}}$ are the QR decompositions of $X$ and $Y$, respectively. Hence there is no condition on $X$ and $Y$, except that they are invertible. Then $\Upsilon_\Sigma$ now is equal to

$$
\Upsilon_\Sigma = \text{tr}(XX^\top \Sigma_{\mu,\eta}) + \text{tr}(Y^\top Y \Sigma_{\nu,\eta}) - 2 \text{tr}(X \Lambda_{xy} Y) - 2 \eta \left[ \log \left( \det(XX^\top) \right) \right] \frac{- \varepsilon}{2} \sum_{i=1}^{d} \log(1 - \kappa_{xy,i}) + \text{const}.
$$

Taking the derivative with respect to $X$ and $Y$ (since in a small local neighbourhood, they are still invertible), we get the following system of equations

$$
2 \Sigma_{\mu,\eta} X - 2 Y Y^\top \Lambda_{xy} = 2 \eta (X^{-1})^\top = 0
$$

(42)

$$
2 Y \Sigma_{\nu,\eta} - 2 \Lambda_{xy} X^\top = 2 \eta (Y^{-1})^\top = 0.
$$

(43)

We multiply the first equation with $X^\top$ on the left side and the second equation with $Y^\top$ on the right side,

$$
X^\top \Sigma_{\mu,\eta} X = (Y X)^\top \Lambda_{xy} + \eta \text{Id}
$$

(44)

$$
Y \Sigma_{\nu,\eta} Y^\top = \Lambda_{xy}^\top (Y X)^\top + \eta \text{Id}.
$$

(45)

The right hand side of (44) and (45) are diagonal matrices, since $\Lambda_{xy}$ and $Y X$ are diagonal matrices. It means that $X^\top \Sigma_{\mu,\eta} X$ is also a diagonal matrix. Denote

$$
(Y X)^\top \Lambda_{xy} + \eta \text{Id} = \Lambda_{xy,\eta} := \text{diag}(\lambda_{xy,\eta,i}).
$$

(46)

Then

$$
X^\top \Sigma_{\mu,\eta} X = X^\top U_{\mu,\eta} \Lambda_{\mu,\eta} U_{\mu,\eta}^T X = \Lambda_{xy,\eta}
$$

$$
\left[ \Lambda_{\mu,\eta} \Lambda_{xy,\eta}^\top X U_{\mu,\eta} \right] \Lambda_{\mu,\eta} U_{\mu,\eta}^T X \Lambda_{xy,\eta} \Lambda_{\mu,\eta}^\top = \Lambda_{\mu,\eta},
$$

where $U_{\mu,\eta} \Lambda_{\mu,\eta} U_{\mu,\eta}^T$ and $U_{\nu,\eta} \Lambda_{\nu,\eta} U_{\nu,\eta}^T$ are the spectral decomposition of $\Sigma_{\mu,\eta}$ and $\Sigma_{\nu,\eta}$, respectively. The equation has the form $AA^\top = \Lambda$, with $\Lambda$ is a diagonal matrix. Let $\Lambda^\frac{1}{2} \Lambda^\frac{1}{2} = U$, then $\Lambda^\frac{1}{2} U U^\top U^\top \Lambda^\frac{1}{2} = AA^\top = \Lambda$. It means that
$UU^\top = \text{Id}$, then $U$ is unitary matrix. Thus we obtain $A = \Lambda^{\frac{1}{2}} U \Lambda^{-\frac{1}{2}}$. Replace $A$ by $\left[ \Lambda_{\mu,\eta}^{\frac{1}{2}} x_{\eta,\mu}^{\frac{1}{2}} X_{\eta,\mu}^\top \right]$, there exists unitary matrix $U$ such that

$$
\Lambda_{\mu,\eta}^{\frac{1}{2}} x_{\eta,\mu}^{\frac{1}{2}} X_{\eta,\mu}^\top U_{\mu,\eta} = \Lambda_{\mu,\eta}^{\frac{1}{2}} U_{\mu,\eta} \\
X_{\eta,\mu}^\top U_{\mu,\eta} = U \Lambda_{\mu,\eta}^{-\frac{1}{2}} \\
X = U_{\mu,\eta} \Lambda_{\mu,\eta}^{-\frac{1}{2}} U_{\eta,\mu}^\top \Lambda_{\eta,\mu}^{\frac{1}{2}}.
$$

(47)

Similarly, there exists an unitary matrix $V$ such that

$$
Y = \Lambda_{\nu,\eta}^{\frac{1}{2}} V \Lambda_{\nu,\eta}^{-\frac{1}{2}} U_{\nu,\eta}^\top.
$$

(48)

Combine the results with a note that $U_{\mu,\eta} = U_{\mu}$ and $U_{\nu,\eta} = U_{\nu}$, we obtain

$$
Y X = \Lambda_{\nu,\eta}^{\frac{1}{2}} V \Lambda_{\nu,\eta}^{-\frac{1}{2}} U_{\nu,\eta} \Lambda_{\mu,\eta}^{-\frac{1}{2}} U_{\mu,\eta}^\top \Lambda_{\nu,\eta}^{\frac{1}{2}} V \Lambda_{\nu,\eta}^{-\frac{1}{2}} U_{\nu,\eta}^\top \Lambda_{\nu,\eta}^{\frac{1}{2}} U_{\nu,\eta}^\top \\
(Y X) A_{\nu,\eta}^{-\frac{1}{2}} U_{\nu,\eta} \Lambda_{\nu,\eta}^{-\frac{1}{2}} U_{\nu,\eta}^\top := \text{diag}(\alpha_i)_{i=1}^d.
$$

(49)

Here, $\alpha_i$ is the $i$th singular values of $U_{\nu} \Lambda_{\nu,\eta}^{-\frac{1}{2}} U_{\nu}^\top U_{\mu} \Lambda_{\mu,\eta}^{-\frac{1}{2}} U_{\mu}$, where $U$ and $V$ could be chosen such that $V \Lambda_{\nu,\eta}^{-\frac{1}{2}} U_{\nu}^\top U_{\mu} \Lambda_{\mu,\eta}^{-\frac{1}{2}} U_{\mu}$ is a diagonal matrix $\text{diag}(\alpha_i)_{i=1}^d$. By the von Neumann’s trace inequality (Kristof, 1969; Horn & Johnson, 1991),

$$
\text{tr}(K_{xy}) = \text{tr}(\Lambda_{xy} Y X) \leq \sum_{i=1}^d \alpha_i \kappa_{xy,i}^2.
$$

The equality happens when $(\kappa_{xy,i})$, $(\alpha_i)$ and $(\lambda_{xy,i})$ are decreasing sequences with $V \Lambda_{\nu,\eta}^{-\frac{1}{2}} U_{\nu}^\top U_{\mu} \Lambda_{\mu,\eta}^{-\frac{1}{2}} U_{\mu}$ is diagonal.

Substitute it into the equation (46) with $\Lambda_{xy,\eta} := \text{diag}(\lambda_{xy,i})_{i=1}^d$

$$
\lambda_{xy,i} = \eta + \alpha_i \kappa_{xy,i}^2, \lambda_{xy,i}^{-1} = \eta^{-1} - \alpha_i \kappa_{xy,i}^2.
$$

(50)

Combine it with equations (44) and (46), we get

$$
\det(X^\top \Sigma_{\mu,\eta} X) = \det(X)^2 \det(\Sigma_{\mu,\eta}) = \eta^d \prod_{i=1}^d (1 - \alpha_i \kappa_{xy,i}^2)^{-1}.
$$

Therefore,

$$
\log \det(X) = -\frac{1}{2} \sum_{i=1}^d \log \left(1 - \alpha_i \kappa_{xy,i}^2\right) + \text{const.}
$$

(51)

Similarly, we also have

$$
\log \det(Y) = -\frac{1}{2} \sum_{i=1}^d \log \left(1 - \alpha_i \kappa_{xy,i}^2\right) + \text{const.}
$$

(52)

Put them (44), (45), (51), (52) together, with $\Sigma^*$ to be the optimal solution of $X, Y$, etc, we obtain

$$
Y_{\Sigma^*} = 2 \eta \sum_{i=1}^d \log \left(1 - \alpha_i \kappa_{xy,i}^2\right) - \frac{\varepsilon}{2} \sum_{i=1}^d \log(1 - \kappa_{xy,i}) + \text{const.}
$$
Let us consider the function for $\alpha, t \in (0,1)$

$$f(t) = 2\eta \log \left(1 - \alpha t^{\frac{1}{2}}\right) - \frac{\varepsilon}{2} \log(1 - t).$$

Taking derivative with respect to $t$ we get

$$f'(t) = \frac{-2\eta\alpha}{2(1 - \alpha t^{\frac{1}{2}}) t^{\frac{1}{2}}} + \frac{\varepsilon}{2(1 - t)} = \frac{\varepsilon(1 - \alpha t^{\frac{1}{2}}) t^{\frac{1}{2}} - 2\eta\alpha(1 - t)}{2(1 - \alpha t^{\frac{1}{2}}) t^{\frac{1}{2}}(1 - t)} = \frac{(2\eta - \varepsilon)\alpha t + \varepsilon t^{\frac{1}{2}} - 2\eta\alpha}{2(1 - \alpha t^{\frac{1}{2}}) t^{\frac{1}{2}}(1 - t)}.$$

The nominator is a quadratic function of $t^{\frac{1}{2}}$, which is increasing function taking negative value with $t = 0$ and positive value when $t = 1$, since $0 < \alpha < 1$. Thus, it has only one solution

$$\sqrt{t^*} = \frac{\sqrt{\varepsilon^2 + 8\tau\eta\alpha^2} - \varepsilon}{2\tau\alpha} = \frac{\sqrt{\varepsilon^2/4 + 2\tau\eta\alpha^2} - \varepsilon/2}{\tau\alpha}.$$

It also deduces that if $\alpha$ increases, the $t^*$ also increases. Substituting the result into the equation (50), we obtain

$$\lambda_{xy,\eta,i} = \frac{\eta}{1 - \alpha_i\kappa_{xy,i}^2} = \frac{\eta}{1 - \sqrt{\varepsilon^2/4 + (2\eta)\alpha^2} - \varepsilon/2}. \quad (53)$$

Due to equation (49), we get $\alpha_i\lambda_{xy,\eta,i} = (YX)_{i,i}$. Combine with equation (46), we get

$$\lambda_{xy,\eta,i} = \frac{\lambda_{xy,\eta,i} - \eta}{\alpha_i\lambda_{xy,\eta,i}}. \quad (54)$$

**Covariance matrix:** Recall from equations (47) and (48), we have

$$X = U_{\mu,\eta} \Lambda_{\mu,\eta}^{-\frac{1}{2}} U_{\mu,\eta}^T \Lambda_{xy,\eta}^{-\frac{1}{2}} Y = \Lambda_{xy,\eta}^{-\frac{1}{2}} V \Lambda_{\nu,\eta}^{-\frac{1}{2}} U_{\mu,\eta}^T.$$

Since equation (41), $V \Lambda_{\nu,\eta}^{-\frac{1}{2}} U_{\nu,\eta}^T U_{\mu,\eta} \Lambda_{\mu,\eta}^{-\frac{1}{2}} U_{\mu,\eta}^T$ is a diagonal matrix. It means that

$$(V U_{\nu}^T) U_{\nu} \Lambda_{\nu,\eta}^{-\frac{1}{2}} U_{\nu}^T U_{\mu,\eta} \Lambda_{\mu,\eta}^{-\frac{1}{2}} U_{\mu,\eta}^T (U_{\mu,\eta} U) = (V U_{\nu}^T) (\Sigma_{\nu,\eta}^{-\frac{1}{2}} \Sigma_{\mu,\eta}^{-\frac{1}{2}}) (U_{\mu,\eta} U) = \text{diag}(\alpha_i)_{i=1}^d,$$

which means that the $\alpha_i$ are the singular values of $\Sigma_{\nu,\eta}^{-\frac{1}{2}} \Sigma_{\mu,\eta}^{-\frac{1}{2}}$. Then

$$\Sigma_{\nu,\eta}^{-\frac{1}{2}} \Sigma_{\mu,\eta}^{-\frac{1}{2}} = [U_{\nu} V^T] \text{diag}(\alpha_i) [U_{\mu} V^T] = U_{\mu\nu,\eta} \text{diag}(\alpha_i) V_{\nu,\eta}^T,$$

which is a SVD of $\Sigma_{\nu,\eta}^{-\frac{1}{2}} \Sigma_{\mu,\eta}^{-\frac{1}{2}}$, where $U_{\mu,\eta} U = V_{\mu,\eta}$ and $V_{\nu,\eta} V = U_{\mu,\eta}$. Put them into the equation (41)

$$K_{xy} = X \Lambda_{xy} Y = U_{\mu,\eta} \Lambda_{\mu,\eta}^{-\frac{1}{2}} U_{\mu,\eta}^T \Lambda_{xy,\eta} \Lambda_{xy,\eta}^{-\frac{1}{2}} U_{\mu,\eta}^T U_{\mu,\eta} = \sum_{i=1}^d \left[ \Lambda_{xy,\eta} \Lambda_{xy,\eta} \Lambda_{xy,\eta} \right] \left[ V U_{\nu}^T \right] \Sigma_{\nu,\eta}^{-\frac{1}{2}} \Sigma_{\mu,\eta}^{-\frac{1}{2}} \Lambda_{\mu,\eta}^{-\frac{1}{2}} U_{\mu,\eta}^T$$

$$= \eta \Sigma_{\mu,\eta}^{-\frac{1}{2}} A (\text{Id} - A)^{-1} (B^T B)^{-\frac{1}{2}} B^{-1} \Sigma_{\nu,\eta}^{-\frac{1}{2}}. \quad (55)$$

We could obtain it from

$$B = U_{\mu\nu,\eta} \text{diag}(\alpha_i)_{i=1}^d V_{\mu,\eta}^T \Rightarrow B^T B = V_{\mu,\eta}^T \text{diag}(\alpha_i)_{i=1}^d V_{\mu,\eta}^T$$

$$A = \frac{1}{\tau} V_{\mu,\eta} \text{diag} \left( \sqrt{\varepsilon^2/4 + (2\eta)\alpha^2} - \varepsilon/2 \right)_{i=1}^d V_{\mu,\eta}^T \tag{56}$$

$$\eta (\text{Id} - A)^{-1} = V_{\mu,\eta} \text{diag}(\lambda_{xy,\eta,i})_{i=1}^d V_{\mu,\eta}^T$$

$$\eta \left( (\text{Id} - A)^{-1} - \text{Id} \right) (B^T B)^{\frac{1}{2}} = V_{\mu,\eta} \text{diag} \left( \frac{\lambda_{xy,\eta,i} - \eta}{\alpha_i} \right)_{i=1}^d V_{\mu,\eta}^T.$$
Entropic Gromov-Wasserstein between Gaussian Distributions

Multiply both side with $B^{-1} = V_{\mu,\eta} \text{diag}(\alpha_i) U_{\mu,\eta}^T$, we obtain the formula in (55).

For the $\Sigma_x$, multiply with $X^T$ to the right side of equation (42), we have

$$
\Sigma_{\mu,\eta} X X^T - Y^T \Lambda_{xy}^T X^T - \eta (X^{-1})^T X^T = 0
$$

$$
\Sigma_{\mu,\eta} \Sigma_x = (X \Lambda_{xy} Y)^T + \eta \text{Id}
\Sigma_x = \Sigma_{\mu,\eta}^{-1} (K_{xy} + \eta \text{Id}).
$$

(56)

Another way to derive $\Sigma_x$ is to use equation (47) of $X$ and equation (53) of $\lambda_{xy,\eta}$

$$
\Sigma_x = X X^T = U_{\mu} \Lambda_{\mu}^{-\frac{1}{2}} U_{\mu}^T \Lambda_{xy,\eta} U_{\mu} \Lambda_{\mu}^{-\frac{1}{2}} U_{\mu}^T = \Sigma_{\mu,\eta}^{-\frac{1}{2}} U_{\mu} U^T \Lambda_{xy,\eta} U U^T \Sigma_{\eta,\mu}^{-\frac{1}{2}}
$$

$$
= \eta \Sigma_{\mu,\eta}^{-\frac{1}{2}} A (B^T B)^{-\frac{1}{2}} \Sigma_{\eta,\mu}^{-\frac{1}{2}}.
$$

(57)

where the last equation is obtained from the equation (54)

$$
V_{\mu,\eta} \text{diag}(\lambda_{xy,i}) d_{i=1}^d V_{\mu,\eta}^T = \eta \{ (\text{Id} - A) - \text{Id} \} \{ (\text{Id} - A) (B^T B)^{-\frac{1}{2}} = \eta \{ (\text{Id} - (\text{Id} - A)) (B^T B)^{-\frac{1}{2}}
$$

$$
= \eta A (B^T B)^{-\frac{1}{2}}.
$$

Similarly for equation (43)

$$
Y^T Y \Sigma, \eta - Y^T \Lambda_{xy}^T Y^T - \eta \text{Id} = 0
$$

$$
\Sigma_y = (K_{xy} + \eta \text{Id}) \Sigma_{\nu,\eta}^{-1}.
$$

(58)

or we could derive another way to obtain $\Sigma_y = \eta \Sigma_{\nu,\eta}^{-\frac{1}{2}} A (B^T B)^{-\frac{1}{2}} \Sigma_{\nu,\eta}^{-\frac{1}{2}}$.

Next we calculate the $\Upsilon_{\Sigma}$. Since equations (56) and (58), we have

$$
\text{tr}(\Sigma_x \Sigma, \eta) + \text{tr}(\Sigma_y \Sigma, \eta) - 2 \text{tr}(K_{xy}) = 2 \eta.
$$

We also have

$$
\prod_{i=1}^d (1 - \kappa_{xy,i}) = \det \{ \text{Id} - \text{diag}(\kappa_{xy,i}) \}_{i=1}^d
\prod_{i=1}^d V_{\mu,\eta} \text{diag}(\kappa_{xy,i}) d_{i=1}^d V_{\mu,\eta}^T = A^2 (B^T B)^{-1}.
$$

It means that $\sum_{i=1}^d \log(1 - \kappa_{xy,i}) = \log \det \{ \text{Id} - A^2 (B^T B)^{-1} \}$. Put all the results into equation (40), we obtain

$$
\Upsilon_{\Sigma} = \text{tr}(\Sigma_x \Sigma, \eta) + \text{tr}(\Sigma_y \Sigma, \eta) - 2 \text{tr}(K_{xy}) - \eta \left[ \log \left( \frac{\det(\Sigma_x)}{\det(\Sigma)} \right) + \log \left( \frac{\det(\Sigma_y)}{\det(\Sigma)} \right) \right] - \frac{\varepsilon}{2} \sum_{i=1}^d \log(1 - \kappa_{xy,i})
$$

$$
\Upsilon_{\Sigma} = 2 \eta - 2 \eta \left[ \log(\eta) + \log \det(A) - \log \det(B) - \frac{1}{2} \log \det(\Sigma_x) - \frac{1}{2} \log \det(\Sigma) \right]
$$

$$
- \frac{\varepsilon}{2} \log \det \{ \text{Id} - A^2 (B^T B)^{-1} \}
$$

$$
= 2 \eta \left[ 1 - \log(\eta) + \log \det(A) - \log \det(B) - \frac{1}{2} \log \det(\Sigma_x \Sigma, \eta) \right] - \frac{\varepsilon}{2} \log \det \{ \text{Id} - A^2 (B^T B)^{-1} \}.
$$

Step 2: Calculation of $m_\pi$  We need to find the minimizer of the following problem:

$$
\min_{m_\pi > 0} m_\pi \Upsilon^* + \tau \text{KL}(m_\pi \| m_\mu) + \tau \text{KL}(m_\pi \| m_\nu) + \varepsilon \text{KL}(m_\pi \| m_\mu m_\nu).
$$

By part (c) of Lemma C.6, we obtain

$$
m_\pi = m_\mu^{\tau \Upsilon^*} m_\nu^{\tau \Upsilon^*} (m_\mu m_\nu)^{\frac{\tau \Upsilon^*}{2}} \text{exp} \left\{ \frac{-\tau \Upsilon^*}{2 \tau + \varepsilon} \right\}.
$$

Hence, we have thus proved our claims. □