On the thermalization of the three-dimensional, incompressible, Galerkin-truncated Euler equation
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The long-time solutions of the Galerkin-truncated three-dimensional, incompressible Euler equation relax to an absolute equilibrium as a consequence of phase space and kinetic energy conservation in such a finite-dimensional system. These thermalized solutions are characterised by a Gibbs distribution of the velocity field and kinetic energy equipartition amongst its (finite) Fourier modes. We now show, through detailed numerical simulations, the triggers for the inevitable thermalization in physical space and how the problem is reducible to an effective one-dimensional problem making comparisons with the more studied Burgers equation feasible. We also discuss how our understanding of the mechanism of thermalization can be exploited to numerically obtain dissipative solutions of the Euler equations and evidence for or against finite-time blow-up in computer simulations.

Inviscid equations of hydrodynamics which are constrained to have a finite number of Fourier modes leads to thermalized flows which are distinctly different from our more accustomed viscous fluids. This is because Liouville’s theorem ensures that the projection of the inviscid equations on a finite set of Fourier modes leads to, at long times, an inevitable thermalized, absolute equilibrium Gibbs state [1–4]. Consequently, this is accompanied by an equipartition of kinetic energy across Fourier modes $k$ [5–7] quite unlike the celebrated Kolmogorov scaling $\sim k^{-5/3}$ associated with turbulence in three dimensions (3D) or the $k^{-2}$ scaling of the entropy solution in the one-dimensional (1D) Burgers problem [8]. Therefore such thermalized fluids are amenable to well-established theories of equilibrium statistical physics while being intrinsically chaotic. Recently, such nonlinear Hamiltonian systems have been used to settle questions in many-body statistical physics of ergodicity and mixing [9] as well as, admittedly in 1D, understanding vexing questions of complex-time singularities [10].

From the more specific vantage point of turbulence and fluid dynamics, the relevance of such systems is more subtle and less immediately obvious. This is particularly so for 3D turbulence where several fundamental questions remain unanswered. Hence, in the absence of the many theoretical tools available for studying the 1D Burgers equation [11], it is tempting to exploit the advantages of a 3D Galerkin-truncated incompressible Euler equation to make sense of real turbulent flows. Of course, superficially, such equilibrium solutions are in stark contrast to those obtained in (driven-dissipative) turbulence or in numerical solutions of the viscous Navier-Stokes equation. And yet the truncated equation retain the same nonlinear triadic structure as the parent inviscid partial differential equations or indeed, in three dimensions, the viscous Navier-Stokes equation which model turbulent flows. Thus in many ways the 3D Galerkin-truncated incompressible Euler equation is a compelling link between ideas of statistical physics for a Hamiltonian system with conserved dynamics [12, 13] and those which describe the behavior of out-of-equilibrium, driven-dissipative, viscous turbulent flows [14–16]. In the last couple of decades or so, since the work of L’vov et al. [17] and subsequently Frisch et al. [18], the generalisation of the idea of Galerkin truncation to fine-tune triadic interactions has lead to a narrowing of the gap between equilibrium statistical physics and turbulence. This, in particular, has been used most importantly in deepening of our understanding of central questions in 3D turbulence such as intermittency [19–25] and the issue of bottlenecks in the energy spectrum [26–28]. Most recently, the possibilities of small-scale thermalization in real flows [29] provides further impetus to studying the interplay of equilibrium statistical physics and turbulence often in dimensions which are not necessarily integer [30, 31].

There is another important reason why the Galerkin-truncated equation merits attention. One of the outstanding questions at the interface of physics and mathematics is the existence of weak or dissipative solutions [32, 33] and the possibility of finite-time blow-up for the 3D Euler equation [34–36]. While a review of this subject goes well beyond the scope of the present paper, suffice to say that probing the blow-up problem numerically is a monumental challenge [5, 37–59]. Indeed, conjectures remain speculative at best despite well-formulated criterion [60–67] which, in principle, should be easily detectable in well-resolved direct numerical simulations (DNSs) [68]. The obstacle to this however is that simulations are necessarily finite-dimensional: The commonly used spectral simulations [69, 70] solve the Galerkin-truncated and not the infinite-dimensional partial differential equations of inviscid flows. Hence, in finite times, which may well precede the time of blow-up (as is for the inviscid one-dimensional Burgers equation [71, 72]), the solutions thermalize (starting with the smallest scales) making methods for singularity-detection, such as the analyticity strip approach [73], arduous [59, 74]. Hence for finite...
resolutions, in the absence of convergence of such truncated solutions (which thermalize) to the actual (weak) solutions of the Euler equations themselves, conjectures on blow-ups from DNSs [60, 62, 67] will remain unsettled till mechanisms to circumvent Gibbs states in mathematically self-consistent ways are discovered. The discovery of such methods is of course contingent on knowing how truncated equations thermalize in the first place. It is useful to recall that such methods have been discovered for the more academic 1D Burgers problem [10, 75–78] owing to our thorough understanding of how the one-dimensional equation thermalizes.

Thus the long-time chaotic, Gibbs solutions [9] of the Galerkin-truncated Euler equations play contrasting roles in studies of fundamental problems in turbulence. On one hand, they allow us to connect ideas from statistical physics to turbulence and on the other they remain a stumbling block in numerical methods for studying questions of blow-up and dissipative solutions. This makes the understanding of how such 3D flows thermalize particularly essential. As a result in recent years, since the pioneering work of Cichowlas et al. [5], a reasonably complete picture of how energy equipartition happens in Fourier space has emerged [6, 7, 79, 80]. However, unlike the case of the 1D Burgers equation [71, 72, 75, 81], not much is known of the origins of thermalization in physical space for the 3D problem.

With this in mind, we perform detailed DNSs of the unit density Galerkin-truncated incompressible 3D Euler equation (Appendix A); the low-pass Galerkin projector $P_{k_G}$ ensures that Fourier modes of the velocity field are set to zero, via $P_{k_G}u(x) = \sum_{|k| \leq k_G} e^{i k \cdot x} \hat{u}_k$, for wavenumbers greater than a chosen threshold Galerkin-truncation wavenumber $k_G$.

While a long-time thermalized fluid, through Liouville’s theorem, with Gibbs statistics [9] is obvious, the transition from a smooth initial condition which behaves like a “viscous” fluid for finite times to one which is thermalized and essentially devoid of structure, is far from obvious. A clue may be found in plots of the isosurfaces of the vorticity fields as they evolve in time. In Fig. 1(a) we show a plot of the vorticity ($\omega = \nabla \times u$) isosurface for $\sigma \leq |\omega|^2 - |\omega|^2_2 \leq 2\sigma$, where $\sigma$ is the standard deviation of the enstrophy field, at early times ($t = 0.5$) when the largest available wavenumbers are still not fully excited. When seen in the energy spectrum (Appendix A; Fig. A1) at the same time, there is no sign of thermalization. These enstrophy isosurfaces are smooth and indistinguishable from what one would expect from an extremely high Reynolds number Navier-Stokes simulations with similar initial conditions and at similar times. At slightly later times, ($t \approx 0.85$) however isosurfaces show minute but detectable oscillatory structures Fig. 1(b) with wavelengths $\lambda = 2\pi/k_G$, reminiscent of what is seen for the corresponding problem in the one-dimensional Burgers equation [71, 72, 82]. We recall that a similar phenomenon was seen recently in simulations of the 3D, Galerkin-truncated axisymmetric incompressible Euler equation [59]. These initially localised (in both physical and Fourier space) oscillations rapidly spread through the domain, with increasing amplitudes, whilst becoming non-monochromatic. A snapshot of these fully thermalized states (Fig. 1(c)) looks noisy [78] with no resemblance to the well-formed isosurfaces which characterise fully-developed turbulence or indeed solutions of the truncated equation before the onset of thermalization (Fig. 1(a)). Consequently, the energy spectrum at such times and beyond converges to a equipartition $E(k) \sim k^2$ (Appendix A; also [5]).

While the signatures of thermalization are fairly obvious in plots such as those shown in Fig. 1, the incipient
thermalized phase is best captured in visualisations of the velocity gradient. In Fig 2 we show two-dimensional (XY plane) cuts of the strain field $S_{ij} \equiv \partial u_i/\partial x_j$ which, at times when the effects of truncation are felt, show clear, organised oscillatory structures (panel (b)) which are absent at earlier times (panel (a)). We recall that in the one-dimensional (1D) inviscid Galerkin-truncated Burgers problem, the oscillatory structures that trigger thermalization are initially localised at point(s) co-moving with the shock(s) through a resonance effect [71]. The flow we study now is fundamentally different: It is three-dimensional and incompressible. So how does thermalization kick in (Figs. 1(b) and 2(b)) the 3D Euler equations and is there an analogue of resonance points or do the oscillations appear out of the blue?

The answer to this is delicate and Fig. 2(b) is suggestive. Starting from initial conditions (such as the ones we have) which concentrates energy at large scales, the nonlinearity of the systems generates smaller and smaller scales in time and generates structures ranging from of vortex sheets to tubes. As smaller and smaller scales get excited, many of these structures can sharpen (as thin sheets or tubes) [51, 54, 83] with a characteristic length scale $\sim k_0^{-1}$. Such sharp structures, analogous to shocks in the 1D Burgers equation, act as a source of truncation waves of wavelength $\lambda_0$—indeed the Fourier transform of the projection operator is a wave with wavenumber $k_0$—which travel along the directions in which such structures are compressed. In the representative snapshot shown in Fig. 2(b) the oscillations appear with wave vectors which, for this realization of the flow, are clearly normal to the intense structures seen in the domain. Of course, whether such oscillations amplify or rapidly diminish in space and time is determined by the nature of the strain field locally as we illustrate below. For oscillations which do survive, the nonlinearity allows other modes to get quickly excited and the nonlocality of the incompressible equation allows a rapid spread of these complex oscillations across the whole domain. This eventually leads to a chaotic, thermalized fluid, bereft of structure, and equipartition of kinetic energy across Fourier modes as illustrated in Fig. 1(c).

This phenomenological picture, though compelling, is difficult to prove in numerical simulations with the generic initial conditions that we use: The complexity of the spatial structures generated does not allow an easy way to test the different ingredients which go into the argument constructed above. In order to substantiate our theory, we resort to DNSs which are controlled in a way to isolate the two different effects at play: The sharpening of velocity gradients $\nabla u \sim 1/k_0$ and the consequent onset of thermalization along specific direction(s) relative to such intense structures.

Amongst the many candidate flows—such as isolated vortex tubes and sheets—we choose to work with an initial condition consisting of two separated, opposite-signed vortex sheets (in the YZ plane), located symmetrically at $x = x_1$ and $x = -x_1$, in a periodic box $[-\pi, \pi]^3$. Furthermore, these sheets have a localised perturbing flow at their centers to disturb the sheet from equilibrium (Appendix B; Eq. (B1)). This flow field, with the large scale background flow (which creates the sheet) suppressed (for clarity), is illustrated in Fig. 3(a) along with the two-dimensional velocity vectors which illustrate the regions of compression.

By using Fig. 3(a) as initial conditions, we solve the Galerkin-truncated equation with $k_0 = N/3$. Given the specific configuration that we chose, the centers of both the sheets start to develop sharper gradients: Along the compressional directions, at an angle $\pi/6$ at $-x_1$ and $\pi/3$ at $x_1$, away from the horizontal (indicated in Fig. 3(a) by blue and red dashed lines, respectively), the perturbations lead to a squeezing of the vortex sheet. As a result, these structures sharpen and eventually the gradients become comparable to the inverse of the truncation wavenumber. Thus, truncation waves are born as explained before.

In the analogous, 1D Burgers problem these truncation waves emerge from the region of the pre-shock and are constrained to travel along the one-dimensional velocity field. Therefore, in the Burgers problem, it is straightforward to identify the location of the oscillations: They ride on top of the one-dimensional velocity field. But for three-dimensional flows such as ours, there are infinitely many possible directions along which these oscillations emerge. Indeed, if such directions are chosen randomly by the truncated dynamics, then the problem of thermalization and, crucially, finding ways to circumvent becomes exceptionally hard. Fortunately, as we show below, the solution to this is simpler and can be mapped to an effective one-dimensional problem as we show below.

Given these are three-dimensional flows, it is reason-
able to conjecture that since the oscillations source from these sharp structures, they must be constrained to be in the same direction along which the structure is compressed. Thus the problem of knowing where in the flow the first signs of thermalization appears is reduced to an effective one-dimensional problem along very specific flow lines that generate sharp structures. This conjecture is easy to check for simpler flow geometries (such as in Fig. 3(a)). By design, it has a unique direction along with the vortex sheets are compressed as clearly seen in the streamlines in Fig. 3(a). This argument leads to the inevitable conclusion that within a short time oscillations of $\omega_z$, with wave number $k_G$, should appear along the compressional directions (Fig. 3(a)).

In order to test this hypothesis, we show, in Fig. 3(b) the solution at time $t = 0.15$ of the truncated equation with the initial conditions present in panel (a). We clearly see that, consistent with our predictions, $\omega_z$ is oscillatory in the two directions of compression for the two sheets. This hypothesis is further strengthened by performing additional simulations where the sheets are compressed along arbitrary directions (Fig. B1). In all such cases, consistent with our theory, $\omega_z$ is oscillatory in the same tilted direction along which the compression happens. The corresponding problem for the 1D Burgers equation is actually a special case of this phenomenon: In one-dimensional space, the flow is compressional and hence the oscillations, trivially seen in the velocity profile, accumulate at resonance points leading to (at early times) spatially localised structures christened tygers [71].

Therefore we now demonstrate, through numerical experiments with such specialized initial conditions (see Appendix B for other examples), that the onset of thermalization in the three-dimensional truncated system is essentially one-dimensional: Monochromatic oscillations arise along the compressional directions associated with fluid structures with critical velocity gradients. While
this was implicit for the generic, large-scale initial conditions which are used to solve the Galerkin-truncated Euler equation, the use of such special flows is essential to make this phenomenon evident. In more generic flows, such extreme velocity-gradient structures proliferation the flow and emerge at different times. Hence each of these structures act as independent sources of truncation waves and hence thermalization.

This observation of the precise mechanism at the heart of thermalization in 3D flows is particularly important to devise numerical strategies to arrest thermalization for the reasons discussed before. In Appendix C we suggest an algorithm, based on first decomposing the $\omega$ into local and non-local contributions and subsequently re-constructing a vorticity field by suppressing the former in a self-consistent way which preserves the small-scale intense structures while discarding the oscillations. Our preliminary results (Fig. C1(b)), albeit based on such a static filter (Appendix C) for the model flow, show encouraging signs that such approaches may well diminish the precursor to small-scale thermalization and allow (a) dissipative solutions and (b) extending the analyticity strip method for singularity detection to longer times than currently possible.
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**APPENDIX A: DIRECT NUMERICAL SIMULATIONS AND THE EVOLUTION OF THE ENERGY EQUIPARTITION SPECTRUM**

We perform DNSs of the unit-density, three-dimensional, Galerkin-truncated, incompressible ($\nabla \cdot u = 0$) Euler equation

$$\frac{\partial u}{\partial t} = -P_{k_c}[u \cdot \nabla u - \nabla p]$$

(A1)

The low-pass Galerkin projector $P_{k_c}$ sets to zero all modes of the velocity field with wavenumbers larger than the prescribed Galerkin-truncation wavenumber $k_c$:

$$P_{k_c}u(x) = \sum_{|k| \leq k_c} e^{ik \cdot x} \hat{u}_k.$$

Our DNSs use a pseudo-spectral method with a fourth-order Runge-Kutta scheme for time integration on 2$\pi$ periodic domains with up to $N^3 = 512^3$ collocation points and $k_c = N^3$. Given the memory requirements for 3D visualisation of the 512$^3$ domains, our plots in Fig. 1 were from a 256$^3$ simulation. However, the 2D slices which were used in Fig. 2 were taken from the larger 512$^3$ data set. We have checked that our results and conclusions are consistent across simulations and choice of collocation points. We choose initial conditions (also projected on the compact Fourier domain) $E(k) \sim k^2 \exp(-k^2/s_1^2)$ to ensure that the energy is concentrated in the largest scales $k_1 \sim O(1)$. Galerkin truncation ensures that the initial kinetic energy and phase space remains conserved which, coupled with the finite-dimensionality imposed by the cut-off wavenumber $k_c$, eventually leads to a thermalized fluid with kinetic energy equipartitioned across all Fourier modes.

Given the choice of initial conditions which confines kinetic energy at large scales, the excitement of the largest wavenumbers requires some time. In Fig. A1 we show the evolution of the kinetic energy spectrum $E(k) \equiv \frac{1}{2} \sum_{k' = k-1/2}^{k+1/2} \langle u(k') \cdot u(k') \rangle$ through representative loglog plots at various instances of time including those for which the vorticity isosurfaces have been shown in Fig. 1. Consistent with the emergence of oscillations when the largest wavenumbers are excited, we find the first signs of an equipartition spectrum $E(k) \sim k^2$ at times $t \gtrsim 0.85$. Similar evolution of the spectrum have been reported in the first study of this kind by Cichowlas et al. [5].

![Figure A1. Loglog plots of the kinetic energy spectrum at different times from a DNS of the Galerkin-truncated Euler equation with generic, large-scale initial conditions.](image-url)
APPENDIX B: SIMULATIONS OF MODEL FLOWS

In the main text, we report results from simulation 3 of two separated vortex sheets with a localised perturbation. Such a flow configuration is generated through the following initial condition for $0 \leq x \leq \pi$:

$$u_x = \mathcal{P}_\perp\left[u_0 k_\beta(x - x_1) \exp\left(-\frac{1}{2} k_\beta^2 \left((x - x_1)^2 + y^2 + z^2\right)\right)\right]$$

(B1a)

$$u_y = \sqrt{2}\tanh[\gamma k_G(x - x_1)]$$

(B1b)

$$u_z = \mathcal{P}_\perp\left[u_0 k_\beta z \exp\left(-\frac{1}{2} k_\beta^2 \left((x - x_1)^2 + y^2 + z^2\right)\right)\right].$$

(B1c)

By symmetry, for $-\pi \leq x \leq 0$ the velocity field is given by $u_i(x, y, z) = (1 - 2\delta_{x_1})u_i(-x, y, z)$. To ensure the incompressibility, the projection operator $\mathcal{P}_\perp[f] = (1 - (\nabla_\perp^2)\nabla_\perp(\nabla_\perp \cdot f))$ in the $XZ$ plane ($\nabla_\perp = \{\partial_x, 0, \partial_z\}$) is applied to the $x$ and $z$ velocities. The disturbance here is localized at $x_1 = (x_1, 0, 0)$ and $-x_1$; consequently the vortex sheet is stretched for the former and compressed for the latter. The parameter $\gamma$ controls the intensity of the vortex sheet and is chosen to be $1/4$ to suppress any inherent Gibbs oscillations which arise as $\gamma \to 1$. We fine-tune the extent of localisation of the perturbation through $k_\beta$ which, for the results presented here, was set to 4. Finally, the flow amplitude $u_0 = 5$ sets the energy of perturbation field ($\sim 10^{-3}$ relative to that of the vortex sheet) as well as the time-scale.

In order to test the robustness of the claim and conclusions drawn from Fig. 3, we rotate the disturbance field in arbitrary directions to see if the oscillations in $\omega_z$ picks out these directions every time. In the main text we had shown (Fig. 3) results from an instance where the disturbance field $u_x, u_z$ is rotated by $\theta = \pi/6$ from the normal of the sheet in the $XZ$ plane for the left half of the domain with its symmetric counterpart in the right half. To further underline this point in Fig. B1 we show results from simulations where $\theta = 0$; in agreement with the conjectures in the main text, we find that $\omega_z$ is clearly oscillatory along these new directions of compression which are normal to the vortex sheet at $-x_1$.

In the model flow discussed above and in the main text, the parallel vortex sheets were subject to imposed perturbations. However, to make the system more realistic, we now generalise this by immersing the two parallel vortex sheets (setting $u_x = u_z = 0$ in Eq. (B1)) in a background Taylor-Green velocity field [6] (Fig. B2(a)) and evolve this system in time by using the Galerkin-truncated Euler equation. Unlike the imposed localised perturbations before (Figs. 3 and B1), in this case it is the evolution of a large-scale background Taylor-Green flow that causes the sheets to bend leading to sharper gradients and eventually triggering off $\lambda_c$-wavelength oscillations in the vorticity field in a manner similar to what we have already seen. In Fig. B2(a) we show a representative snapshot of this field (at time $t = 1.5$). It is immediately obvious that for the more complicated form of this flow, there are several different sources of truncation waves and directions of compression leading to a greater proliferation of thermalization hot spots when compared to Figs. 3(a) and B1(b) which were curated especially to isolate single directions of compression associated with each sheet.

The use of the background Taylor-Green flow has one additional advantage. In Fig. B2(b) we show the vorticity component $\omega_z$ along the middle of the domain ($z = 0$ line in Fig. B2(a)). We immediately see the absence of oscillations to the left of the two sheets. This is because in these regions the velocity gradient, along the direction of the cut $S_{xz}$, is negative leading to the suppression of oscillations borne out of compression.

As a final example, we simulate a vortex filament (Fig. B3(a)) in cylindrical coordinates:

$$\omega_z(r) \sim \gamma k_\rho \exp\left[-(\gamma k_\rho r)^2\right].$$

(B2)

Once again, this cylindrical vortex, whose thickness is determined by $\gamma = 0.25$, is immersed in a large-scale background flow which perturbs the filament. The precise form of this large-scale flow is irrelevant for the problem being studied. Not surprising the evolution of this initial condition with the truncated Burgers equations leads to oscillations which are radial with the filament at its core B3(b).

APPENDIX C: SUPPRESSING THERMALIZATION THROUGH A VORTICITY-FIELD DECOMPOSITION

Understanding how finite-dimensional equations of hydrodynamics thermalize is one aspect of this study; but perhaps the more important question relates to whether this understanding can be exploited to devise more efficient algorithms for numerical constructions of dissipative solutions of the Euler equations and indeed conjectures for finite-time blow-up through methods such as the analyticity strip [59, 73, 74].

Operationally this would involving suppressing the oscillations which trigger the flow to thermalize—making analyticity strip approaches to singularity detection impractical [74]—and ensure conservation of energy and thus the lack of dissipative solutions. From our DNSs it seems that a useful starting point would be a suitable filtering of the strain field (Fig. 2) to remove the oscillatory structures.

To achieve this we adapt the method developed by Hamlington et al. [84] to decompose the strain field into a local and non-local (background) contribution. This
Figure B1. Pseudo-color plots of two-dimensional $XZ$ plane cuts of $\omega_z$ for the model flow (Eq. (B1)) at (a) $t = 0$ and (b) $t = 0.15$ with their one-dimensional cuts ($z = 0$) and those of the velocity gradient $\partial_x u_x$ at the corresponding times in panels (c) and (d), respectively. The initial profiles (panels (a) and (c)) are devoid of the $\lambda_0$ wavelength oscillations which show up at later times along the directions of compression indicated by the velocity vectors (green arrows) in panel (a). These oscillations are conspicuous, as clearly seen in panel (d) in regions of positive strain: $\partial_x u_x \geq 0$.

Figure B2. (a) A pseudo-color plot of the two-dimensional $XZ$ plane cut of $\omega_z$ for a pair of vortex sheets advected by a Taylor-Green flow at time $t = 1.3$. (b) The one-dimensional cut of $\omega_z$ and the strain component $S_{xx}$ along the thick, dashed horizontal line of panel (a) shows the strong correlation between the thermalization-inducing oscillations and positive values of $S_{xx}$.

Figure B3. Pseudo-color plots of $\omega_z$ at (a) $t = 0$ and (b) $t = 0.8$; the axis of the vortex filament is aligned along the $z$ direction.

is trivially done for the vorticity field in Fourier space via

$$\hat{\omega}^{(NL)}(k) = f(kR)\hat{\omega}(k) \quad \text{(C1)}$$

$$\hat{\omega}^{(L)}(k) = \hat{\omega} - \hat{\omega}^{(NL)} \quad \text{(C2)}$$

where the hat denotes Fourier space, the subscripts $L$ and $NL$ stand for the “local” and “non-local”, respectively, $k = |k|$ and the filter

$$f(kR) = \frac{3(\sin(kR) - kR \cos(kR))}{(kR)^3} \quad \text{(C3)}$$
is the Fourier transform of the three-dimensional complementary Heaviside function in spherical co-ordinates. Such a filter, by definition, ensures that the function on which it acts—namely the vorticity field in this case—is *smoothened* by averaging out over a sphere of radius $R = \lambda_\alpha$. Evidently, the local contribution $\omega^{(1)}$ alone contains all the oscillations and hence the “reconstructed” field $\omega^* \equiv \omega^{NL}$ with $\omega^*$ suppressed should be free of oscillations. Hence such a dynamic filtering technique, namely, solving the truncated 3D Euler by recovering $\omega^*$ and using this field to evolve at every time-step, should yield a non-thermalizing, dissipative flow.

However, such an approach has the disadvantage that along with the oscillations, the small-scale, intense vortical structures are lost as well. We therefore adapt this idea of decomposing the field in a way which preserves the small-scale structures as far as possible and yet suppress the oscillatory triggers of thermalization. Thus, we propose:

\[
\omega^*(x) = \omega^{(NL)}(x) + \Gamma_{2m}(x) \omega^{(1)}(x) \quad (C4)
\]

\[
\Gamma_{2m}(x) := \text{erf} \left[ \frac{||\omega||^{2m}}{||\omega^{NL}||^{2m}} \right] . \quad (C5)
\]

The additional regularisation parameter $\Gamma_{2m}$ allows us to capture the essential, intense local vortical regions while still filtering out the oscillations in the flow. The $L_{2m}$ norm used in the definition of $\Gamma_{2m}$ further controls threshold level of that vortical regions we want to retain in the reconstructed field.

While this method needs to be refined and rigorously examined in future studies for generic flow fields, we provide results from preliminary tests conducted on the model flow defined by Eq. (B1). In Fig. C1(a) we show the reconstructed vorticity field at $t = 0.15$ for $m = 4$, corresponding to the snapshot shown in Fig. B1(b). A visual comparison of the two vorticity fields show that our reconstruction strategy indeed leads to a significant reduction in the oscillations while still preserving the intense structures, namely the vortical sheets in this case. This is quantified, in Fig. C1(b), by comparing the $z$-component of the vorticity along the $x$-axis ($z = 0$) in the middle of the domain for the truncated ($\omega_z$) and reconstructed fields ($\omega^*_z$). We clearly see that the oscillations responsible for thermalization, seen in $\omega_z$ more or less vanish on reconstruction as seen in the plot of ($\omega_z$). Furthermore our use of the regularisation parameter $\Gamma_{2m}$ does preserve fully the intense structure in the form of vortex sheets as seen by the near overlap of $\omega^*_z$ and $\omega_z$ at $-x_1$ and $x_1$.

While Fig. C1(b) seems to underline the success of this strategy—at least for such a curated flow—the illustrative flow field shown in panel (a) still retains some traces of the oscillations. There are at least two reasons why this is so. Firstly in our tests we have not filtered and reconstructed the field at every time step but, as a proof of principle now, used this as a static filter and reconstruction at $t = 0.15$. A dynamic filter, as discussed above, is essential and, perhaps, the frequency—the time-intervals between successive filtering—with which the filter should be applied needs further investigation. The latter may well be a delicate point as shown in Ref. [77] for Fourier space purging in the 1D Burgers equation.

Secondly, our preliminary explorations with different sharpness of the regularisation parameter $\Gamma_{2m}$, shows that this, not surprisingly, is critically important for more effective suppression of thermalization hotspots, especially in the vicinity of flow structures with intense gradients. This will become crucial when such strategies are investigated systematically in generic 3D flows.
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