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Abstract
The domain module within Intelligent Tutoring Systems is used to describe the course topics including the knowledge units and competencies. Ontology is a good solution for knowledge management as it can provide a standardized way and a reasoning engine for the related knowledge management tasks. In this paper, we analyze the functionality of the usual OWL-based ontology construction and set the main requirements to enhance the usability of the ontology knowledge modelling language. Based on these shortcomings, we set the main requirements against an efficient ITS domain ontology description language. This language should be based on simplified Manchester syntax and it should contain additional structural elements too.
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1. Introduction
Intelligent Tutoring Systems (ITS) have a common goal of enabling learning in a meaningful and effective manner by using a variety of computing technologies. There are many examples of ITS being used in both formal education and professional settings in which they have demonstrated their capabilities and limitations. An ITS typically aims to replicate the demonstrated benefits of one-to-one, personalized tutoring in contexts where students would otherwise have access to one-to-many instruction from a single teacher (e.g., classroom lectures), or no teacher at all (e.g., online homework) [1]. ITS are often designed with the goal of providing access to high quality education to each and every student.

The domain module within the ITS is used to describe the course topics including the knowledge units and competencies. In the literature there are many candidate knowledge representation formats. Ontology is a good solution for knowledge management as it can provide a standardized way and a reasoning engine for the related knowledge management tasks. In this paper, we analyze the functionality of the usual OWL-based ontology construction and set the main requirements to enhance the usability of the ontology knowledge modelling language.
2. Intelligent e-tutor frameworks

Intelligent Tutoring System is a computer system that aims to provide immediate and customized instruction or feedback to learners, usually without requiring intervention from a human teacher. Researchers, designers, and developers define ITS in different ways. According to Fletcher and Sottilare [2], intelligent tutoring may be viewed as “an effort to capture in computer technology the capabilities and practices of a human instructor who is expert in both the subject matter and one-to-one tutoring”. From the earliest days of computers, researchers have struggled to develop intelligent tutoring systems that are as effective as human tutors [3].

In education, AI promises to deliver what has always been the highest goal of pedagogy, wise and caring guidance for each student, adapted to the individual’s needs. AI would potentially provide customized learning resources and activities, combined with the pace and style of instruction that best suits each individual student [4]. As a result, all learners would have their own highly intelligent digital tutor [5] and the problem of personalized education could be solved once and for all. The remaining teachers would supervise and adjust this computational adaptive learning [6].

There is a close relationship between intelligent tutoring, cognitive learning theories and design; and there is ongoing research to improve the effectiveness of ITS. An ITS typically aims to replicate the demonstrated benefits of one-to-one, personalized tutoring, in contexts where students would otherwise have access to one-to-many instruction from a single teacher (e.g., classroom lectures), or no teacher at all (e.g., online homework) [7].

Intelligent Tutoring Systems (ITS) got much attention from researchers even though ITS educational technology began in the late 1960s. ITSs are tutors based on computers that serve as a supplement to human teachers. The main benefits of an ITS is that it can provide learners with personalized guidelines based on their cognitive skills. ITS is a computer-based training system that incorporate techniques for communicating / transferring knowledge and skills to students. ITS is a combination of Computer-Aided Instruction (CAI) and Artificial Intelligence (AI) technology. Hausmann et al. [8] defined ITS as a computer science and cognitive science to create computerized tutoring systems that offer immediate feedback and individualized instruction.

3. Ontology models

Current ITS systems are based on some key functional components. The systems usually contain the following modules (Fig 1):

- domain module to describe the course topics including the knowledge units and competencies,
- student module to model the behaviour of the students,
- teacher module to model the behaviour of the tutor,
- course repository to store the different study aids and course materials,
- interface module to implement intelligent, human oriented interface to the system.

This structure can be observed among others in Intelligent Tutoring System Builder (ITSB) [9] or in Cognitive Tutor Authoring Tools (CTAT) [10].

The domain module should provide an efficient knowledge management in ITS. Regarding the different knowledge management tools [11], we can summarize the main requirements in the following points:

- extensibility: the model can be extended with new knowledge units on an easy way,
- reusability: the model can be re-used in many different application areas, it should provide a tool for model integration,
- efficient operations: the base knowledge management operations (like knowledge retrieval, reasoning, validation) should be executed in an acceptable time,
- flexibility: it should incorporate knowledge units from many different areas, application domains,
- standardized: the interface and storage should use a standard model,
- supporting model validation: the constructed model should support integrity rules and it should provide tools to perform model validation.

In order to meet these requirements, the ITS systems usually use ontology representation formalism for knowledge management. Ontology can be defined as an explicit conceptualisation in IT application using a standard rich representation model and a reasoning engine for logic operations [12]. Current ontology models are based either on RDF or on the OWL standards. In OWL-DL, the following components can be used to construct an ontology model [13]:
- concepts, classes
- individuals
- object properties
- data properties
- class axioms (equivalence, subclass, disjoint)
• Description logic (first order logic + cardinality constraints, domain constraints) to define complex, derived classes
• SWRL implication rule systems to generate derived facts
• SPARQL or DL Query to retrieve base or derived facts
• The ontology database can be implemented at
  ◦ file level, using separate OWL/RDF data files
  ◦ server level using standard databases or RDF triplet stores

The server can be accessed either with standard program API or with REST interfaces. A good survey on comparison of the different implementation methods can be found among others in [14].

4. Domain ontology

There are many efforts to standardize the semantic description of documents or of application domains. The model should identify the main content units and the key relationship among the content units. One of the first general document content models is defined in the DITA standard [15]. DITA model consists of three main building blocks: topics, maps and output formats. The topic is used to present a comprehensive information unit. There are three different subtypes of topic: concept topic, task topic and reference topic describing background information. The topic element may include different components to describe the activity phases, like prerequisite, context, sections or steps. The map and classification elements can describe any kind of relationships among the topic elements including hasKind or hasPart.

The DITA model is used generally as a baseline model for other model extensions. For example, in [16], a simplified version was presented, where the categorization of the content elements is based primarily on the representation format of the content unit.

![Domain model schema](image)

Fig 2. Domain model schema[16]

Regarding the special requirements of the ITS systems, we set the following objectives at the beginning of our research to construct an ITS domain model:

• identification of the different knowledge units and association links,
• providing information about the handling of the knowledge units,
• automatic processing (question generation, question answering, hint generation, assessment evaluation) of the knowledge units,
• link to external knowledge databases,
• standardized representation format,
• extendable metadata about the knowledge units.

Considering the methodological aspects, we have selected the programmed learning approach [17] as educational method to be applied in the ITS system. According to [18], programmed learning is the process of arranging the material to be learned into a series of sequential steps, where these programmes can be used with many types of students and subject matter by themselves; in the name of self-instruction or in combination with other instructional techniques.

Based on the suggestions in the related literature on knowledge management [19] and on education methodology [20], we propose the following key elements in the domain model:

• Topic (Class)
• TopicContent (Class)
• Frame (Class); subclasses:
  ◦ Motivation (Class)
  ◦ Explanation (Class)
  ◦ Term Definition (Class)
  ◦ Process Definition (Class)
  ◦ Evaluation (Class)
  ◦ Application (Class)
  ◦ Illustration (Class)
  ◦ Exercises, demonstration (Class)
  ◦ Micro-test (Class)
  ◦ Assessment (Class)
  ◦ Question / Correct answer (Class)
• ControlFlow (Class); subclasses:
  ◦ Sequencing (Class)
  ◦ Branching (Class)
  ◦ Loop (Class)
  ◦ Frame (Class)
• Relationship (Object Property); subclasses:
  ◦ Prerequisite (Object Property)
  ◦ Containment (Object Property)
  ◦ Specialization (Object Property)
  ◦ Media source (Object Property)
• Teaching material (Class); subclasses:
  ◦ Text source (Class)
  ◦ Video source (Class)
  ◦ External URI (Class)
• Attribute (Data Property):
  ◦ Objectives and competencies (Data Property)
  ◦ Complexity level (Data Property)
Methodology (Data Property)
Condition (Data Property)
Result (Data Property)
Key words (Data Property)

The presented domain model can be converted into a T-Box [21] OWL ontology framework on a straightforward way using the following relationships.

Table 1. Domain model in T-Box format

5. Experiences with the ontology construction

We have tested the proposed syntax with several smaller examples. In Fig 2, we present an ontology fragment in Protege where the Topic object relates to the SQL INSERT statement. The prototype system was constructed with the Protege ontology editor and the model is stored in OWL/XML format. The TopicContent element contains a sequence, where the first element of the sequence is a motivation element with a text source describing the operations on relational tables. Next step is a micro-test verifying the knowledge on SQL INSERT command. If the test fails then an explanation element is executed presenting the syntax for the INSERT command.
Regarding the ontology construction, the direct ontology construction with Protege has some drawbacks which should be eliminated in the next phase of the development process. Our experiences can be summarized in the following points:

- The resulted OWL ontology file is very long, cannot be processed by manual way. The ontology file should be used only as a background data store. The Manchester Syntax which is a simplified version of the WL XML syntax [22], provides a more compact format but,
- It may contain redundancy
- It does not cover all necessary structural elements
A specific modelling language should be used to construct the knowledge model instead of the direct ontology OWL syntax. A good example for the language difficulty is the sequence construction. The domain model contains several sequence structures while the OWL has no direct element for this important unit. In the literature, we can find some approaches how to mimic the list structure in OWL-DL, but these solutions seem to be very complex for an efficient implementation.

![Sequence construction example](image)

Fig 5. Sequence construction example

The description language should support the DL and SWRL syntax for an efficient representation of the class derivation and rule description components.

![SWRL rule example](image)

Fig 6. SWRL rule example

6. Conclusion

The domain model is a key component in the ITS systems. The domain model describes the knowledge and competency elements together with the processing workflow of the training sessions. Ontology can provide a standardized way and a reasoning engine for the related knowledge management. Based on our experiences, current ontology technologies lack of simplicity and structural functionality. Based on these shortcomings, we set the main requirements against an efficient ITS domain ontology description language. This language should be based on simplified Manchester syntax and it should contain additional structural elements too.
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