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Abstract

The main goal of this paper is to study the discretization problem for the hyperbolic cross trigonometric polynomials. This important problem turns out to be very difficult. In this paper we begin a systematic study of this problem and demonstrate two different techniques – the probabilistic and the number theoretical techniques.

1 Introduction

Discretization is a very important step in making a continuous problem computationally feasible. The problem of construction of good sets of points in a multidimensional domain is a fundamental problem of mathematics and computational mathematics. We note that the problem of arranging points in a multidimensional domain is also a fundamental problem in coding theory. It is a problem on optimal spherical codes. This problem is equivalent to the problem from compressed sensing on building large incoherent dictionaries in $\mathbb{R}^d$.

A prominent example of classical discretization problem is a problem of metric entropy (covering numbers, entropy numbers). Bounds for the \( \varepsilon \)-entropy of function classes are important by themselves and also have important connections to other fundamental problems. We give one new upper bound for the entropy numbers in Section 5.
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Another prominent example of a discretization problem is the problem of numerical integration. It turns out that contrary to the numerical integration in the univariate case and in the multivariate case of the isotropic and anisotropic Sobolev and Nikol’skii smoothness classes (see [17], Ch.2), where regular grids methods are optimal (in the sense of order), in the case of numerical integration of functions with mixed smoothness the regular grids methods are very far from being optimal. Numerical integration in the mixed smoothness classes requires deep number theoretical results for constructing optimal (in the sense of order) cubature formulas.

A problem of optimal recovery is one more example of a discretization problem. This problem turns out to be very difficult for the mixed smoothness classes. It is not solved even in the case of optimal recovery in the $L_2$ norm. It is well known (see, for instance, [3]) that the hyperbolic cross polynomials play a fundamental role in approximation of functions from mixed smoothness classes. The main goal of this paper is to study the discretization problem for the hyperbolic cross trigonometric polynomials. This important problem turns out to be very difficult. In this paper we begin a systematic study of this problem and demonstrate two different techniques – the probabilistic and the number theoretical techniques.

Let $\Omega$ be a compact subset of $\mathbb{R}^d$ with the probability measure $\mu$. We say that a linear subspace $X_N$ (index $N$ here, usually, stands for the dimension of $X_N$) of the $L_q(\Omega)$, $1 \leq q < \infty$, admits the Marcinkiewicz-type discretization theorem with parameters $m$ and $q$ if there exist a set $\{\xi^\nu \in \Omega, \nu = 1, \ldots, m\}$ and two positive constants $C_j(d, q)$, $j = 1, 2$, such that for any $f \in X_N$ we have

$$C_1(d, q) \|f\|_q^q \leq \frac{1}{m} \sum_{\nu=1}^{m} |f(\xi^\nu)|^q \leq C_2(d, q) \|f\|_q^q. \quad (1.1)$$

In the case $q = \infty$ we define $L_\infty$ as the space of continuous on $\Omega$ functions and ask for

$$C_1(d) \|f\|_\infty \leq \max_{1 \leq \nu \leq m} |f(\xi^\nu)| \leq \|f\|_\infty. \quad (1.2)$$

We will also use a brief way to express the above property: the $\mathcal{M}(m, q)$ theorem holds for a subspace $X_N$ or $X_N \in \mathcal{M}(m, q)$. Relation (1.1) allows us to discretize the $L_q$ norm of any element in $X_N$ with respect to the net $\{\xi^\nu\}_{\nu=1}^m$. Here we concentrate on the periodic case of $d$-variate functions. Thus in our case $\Omega = \mathbb{T}^d$, $\mu$ is a normalized Lebesgue measure on $\mathbb{T}^d$. We study the Marcinkiewicz-type discretization theorems for subspaces of the
trigonometric polynomials. Let $Q$ be a finite subset of $\mathbb{Z}^d$. We denote
\[ T(Q) := \{ f : f = \sum_{k \in Q} c_k e^{i(k, x)} \}. \]
We briefly present well known results related to the Marcinkiewicz-type discretization theorems for the trigonometric polynomials. We begin with the case $Q = \Pi(N) := [-N_1, N_1] \times \cdots \times [-N_d, N_d]$, $N_j \in \mathbb{N}$ or $N_j = 0$, $j = 1, \ldots, d$, $N = (N_1, \ldots, N_d)$. We denote
\[ P(N) := \{ n = (n_1, \ldots, n_d), \quad n_j \text{ are nonnegative integers,} \]
\[ 0 \leq n_j \leq 2N_j, \quad j = 1, \ldots, d \}, \]
and set
\[ x^n := \left( \frac{2\pi n_1}{2N_1 + 1}, \ldots, \frac{2\pi n_d}{2N_d + 1} \right), \quad n \in P(N). \]
Then for any $t \in T(\Pi(N))$
\[ \|t\|_2^2 = \vartheta(N)^{-1} \sum_{n \in P(N)} |t(x^n)|^2 \] (1.3)
where $\vartheta(N) := \prod_{j=1}^d (2N_j + 1) = \dim T(\Pi(N))$.
In particular, relation (1.3) shows that for any $N$ we have
\[ T(\Pi(N)) \in M(\vartheta(N), 2). \] (1.4)
The following version of (1.3) for $1 < q < \infty$ is the well known Marcinkiewicz discretization theorem (for $d = 1$) (see [21], Ch.10, §7 and [17], Ch.1, Section 2)
\[ C_1(d, q) \|t\|_q^q \leq \vartheta(N)^{-1} \sum_{n \in P(N)} |t(x^n)|^q \leq C_2(d, q) \|t\|_q^q, \quad 1 < q < \infty, \]
which implies the following generalization of (1.4)
\[ T(\Pi(N)) \in M(\vartheta(N), q), \quad 1 < q < \infty. \] (1.5)
Some modifications are needed in the case $q = 1$ or $q = \infty$. Denote
\[ P'(N) := \{ n = (n_1, \ldots, n_d), \quad n_j \text{ are natural numbers,} \]
\[ 1 \leq n_j \leq 4N_j, \quad j = 1, \ldots, d \}. \]
and set
\[ x(n) := \left( \frac{\pi n_1}{2N_1}, \ldots, \frac{\pi n_d}{2N_d} \right), \quad n \in P'(N). \]

In the case \( N_j = 0 \) we assume \( x_j(n) = 0 \). Denote \( \overline{N} := \max(N, 1) \) and \( \nu(N) := \prod_{j=1}^d N_j \). Then the following Marcinkiewicz-type discretization theorem is known
\[ C_1(d, q) \|t\|_q^q \leq \nu(4N)^{-1} \sum_{n \in P'(N)} |t(x(n))|^q \leq C_2(d, q) \|t\|_q^q, \quad 1 \leq q \leq \infty, \]
which implies the following relation
\[ T(\Pi(N)) \in \mathcal{M}(\nu(4N), q), \quad 1 \leq q \leq \infty. \quad (1.6) \]

Note that \( \nu(4N) \leq C(d) \dim T(\Pi(N)) \).

In this paper we are primarily interested in the Marcinkiewicz-type discretization theorems for the hyperbolic cross trigonometric polynomials. For \( s \in \mathbb{Z}^d_+ \) define
\[ \rho(s) := \{ k \in \mathbb{Z}^d : [2^{s_j-1}] \leq |k_j| < 2^{s_j}, \quad j = 1, \ldots, d \} \]
where \([x]\) denotes the integer part of \( x \). We define the step hyperbolic cross \( Q_n \) as follows
\[ Q_n := \bigcup_{\|k\|_1 \leq n} \rho(s) \]
and the corresponding set of the hyperbolic cross polynomials as
\[ T(Q_n) := \{ f : f = \sum_{k \in Q_n} c_k e^{i(k \cdot x)} \}. \]

The problem on the right Marcinkiewicz-type discretization theorems for the hyperbolic cross trigonometric polynomials is wide open. There is no sharp results on the growth of \( m \) as a function on \( n \) for the relation \( T(Q_n) \in \mathcal{M}(m, q) \) to hold for \( 1 \leq q \leq \infty, q \neq 2 \). Clearly, \( Q_n \subset \Pi(2^n, \ldots, 2^n) \), and therefore the above discussed results give
\[ T(Q_n) \in \mathcal{M}(m, q), \quad \text{provided} \quad m \geq C(d)2^{dn}, \quad 1 \leq q \leq \infty, \]
with large enough \( C(d) \). Probably, the first nontrivial result in this direction was obtained in [15], where the set of points \( \{ \xi^\nu \}_{\nu=1}^p \) with \( p \ll 2^{2n}n^{d-1} \) such that for all \( t \in T(Q_n) \) inequality
\[ \|t\|_2^2 \leq \frac{1}{p} \sum_{\nu=1}^p |t(\xi^\nu)|^2 \]
holds was constructed. Later a very nontrivial surprising negative result was proved for \( q = \infty \) (see [6], [7], and [8]). The authors proved that the necessary condition for \( T(Q_n) \in \mathcal{M}(m, \infty) \) is \( m \gg |Q_n|^{1+c} \) with absolute constant \( c > 0 \). There are deep general results about submatrices of orthogonal matrices, which provide very good Marcinkiewicz-type discretization theorems for \( q = 2 \). For example, the Theorem from [13] gives the following result

\[
T(Q_n) \in \mathcal{M}(m, 2), \quad \text{provided} \quad m \geq C(d)|Q_n|n
\]  

with large enough \( C(d) \).

We now comment on a recent breakthrough result by J. Batson, D.A. Spielman, and N. Srivastava [1]. We formulate their result in our notations.

Let \( \Omega_M = \{x^j\}_{j=1}^M \) be a discrete set with the probability measure \( \mu(x^j) = 1/M, \ j = 1, \ldots, M \). Assume that \( \{u_i(x)\}_{i=1}^N \) is a real orthonormal on \( \Omega_M \) system. Then for any number \( d > 1 \) there exist a set of weights \( w_j \geq 0 \) such that \( |\{j : w_j \neq 0\}| \leq dN \) so that for any \( f \in X_N := \text{span}\{u_1, \ldots, u_N\} \) we have (see [20])

\[
\|f\|_2^2 \leq \sum_{j=1}^M w_j f(x^j)^2 \leq \frac{d + 1 + 2\sqrt{d}}{d + 1 - 2\sqrt{d}} \|f\|_2^2.
\]

In particular, this implies that the \( L_2 \) Marcinkiewicz-type discretization theorem holds for the above \( X_N \) with \( m \geq cN \) in a modified form – we allow general weights \( w_j \) instead of weights \( 1/m \) in formula (1.1).

In Section 4 we show how to derive the following result from the recent paper by S. Nitzan, A. Olevskii, and A. Ulanovskii [11], which in turn is based on the paper of A. Marcus, D.A. Spielman, and N. Srivastava [10].

**Theorem 1.1.** There are three positive absolute constants \( C_1, C_2, \) and \( C_3 \) with the following properties: For any \( d \in \mathbb{N} \) and any \( Q \subset \mathbb{Z}^d \) there exists a set of \( m \leq C_1|Q| \) points \( \xi^j \in \mathbb{T}^d, \ j = 1, \ldots, m \) such that for any \( f \in \mathcal{T}(Q) \) we have

\[
C_2\|f\|_2^2 \leq \frac{1}{m} \sum_{j=1}^m |f(\xi^j)|^2 \leq C_3\|f\|_2^2.
\]

Theorem 1.1 basically, solves the problem of the Marcinkiewicz-type discretization theorem for the \( \mathcal{T}(Q_n) \) in the \( L_2 \) case. The reader can find some more discussion of the \( L_2 \) case in [20]. We also refer to the paper [5] for
a discussion of a recent outstanding progress in the area of submatrices of orthogonal matrices.

The most important results of this paper are in Section 2. We prove there that for $d = 2$ (see Theorem 2.1)

$$\mathcal{T}(Q_n) \in \mathcal{M}(m, 1), \quad \text{provided} \quad m \geq C|Q_n|n^{7/2}$$

with large enough $C$, and for $d \geq 3$ (see Theorem 2.3)

$$\mathcal{T}(Q_n) \in \mathcal{M}(m, 1), \quad \text{provided} \quad m \geq C(d)|Q_n|n^{d/2+3}$$

with large enough $C(d)$. A very interesting open problem is the following. Does the relation $\mathcal{T}(Q_n) \in \mathcal{M}(m, 1)$ hold with $m \asymp |Q_n|$?

The above results of Section 2 are obtained with a help of probabilistic technique. We use a variant of the Bernstein concentration measure inequality from [2], the chaining technique from [9] (see also [18], Ch.4), and the bounds of the entropy numbers from a very recent paper [19]. We note that the idea of chaining technique goes back to the 1930s, when it was suggested by A.N. Kolmogorov. Later, these type of results have been developed in the study of the central limit theorem in probability theory (see, for instance, [4]). The reader can find further results on the chaining technique in [14].

In Section 3 we extend the technique developed in Section 2 to the case $1 < q < \infty$. In this case we are only able to prove the following relation (see Theorem 3.3)

$$\mathcal{T}(Q_n) \in \mathcal{M}(m, q), \quad \text{provided} \quad m \geq C(d, q)|Q_n|^{2-1/q_n^{a(d, q)}}$$

(1.8)

with some large enough constants $C(d, q)$ and $a(d, q)$. A very interesting open problem here is the following. Does the relation $\mathcal{T}(Q_n) \in \mathcal{M}(m, q)$ hold for $m \geq C(d, q)|Q_n|n^{a(d, q)}$ with some constants $C(d, q)$ and $c(d, q)$? As we pointed out above, in the case $q = 2$ the answer to this question is "yes". Moreover, we can take $c(d, q) = 0$ (see Theorem 1.1). This indicates that our technique from Section 2, which works reasonably well for $q = 1$, is not a good technique for $q > 1$.

As we already pointed out above the technique developed in Sections 2 and 3 is the probabilistic technique. This allows us to prove existence of good points for the Marcinkiewicz-type discretization theorems but it does not provide an algorithm of construction of these points. It would be very interesting to provide deterministic constructions of points sets, which give at
least the same bounds for \( m \) as the probabilistic technique does. In Section 4 we present a deterministic construction, which is based on number theoretical considerations. This technique works for any finite set \( Q \subset \mathbb{Z}^d \). However, it is limited to the case \( q = 2 \). Theorem 1 shows that for \( q = 2 \) the probabilistic technique provides the Marcinkiewicz-type discretization theorem for \( m \geq C|Q_n| \) with some large enough constant \( C \). In Section 4 we only prove the Marcinkiewicz-type discretization theorem for \( m \geq C(d)|Q_n|^2 \) with large enough constant \( C(d) \). However, we prove the Marcinkiewicz-type discretization theorem in the strong form with \( C_1(d, 2) = C_2(d, 2) = 1 \). Namely, for a given set \( Q \) we construct a set \( \{\xi^\nu\}^m_{\nu=1} \) with \( m \leq C(d)|Q|^2 \) such that for any \( t \in \mathcal{T}(Q) \) we have

\[
\|t\|_2^2 = \frac{1}{m} \sum_{\nu=1}^{m} |t(\xi^\nu)|^2.
\]

The probabilistic technique developed in Sections 2 and 3 requires bounds on the entropy numbers \( \varepsilon_k(\mathcal{T}(Q_n), L_\infty) \) of the unit \( L_q \) balls of \( \mathcal{T}(Q_n) \) in \( L_\infty \). This problem by itself is a deep and difficult problem. Recently, a new method based on greedy approximation approach was developed in [19]. We use results from [19] in Sections 2 and 3. Section 5 complements [19] by results on the upper bounds for the \( \varepsilon_k(\mathcal{T}(Q_n), L_\infty), d \geq 3 \).

2 The Marcinkiewicz-type theorem in \( L_1 \). Probabilistic technique

We begin with two lemmas, which are analogs of the well known concentration measure inequalities (see, for instance [18], Ch.4). Lemma 2.1 is from [2].

Lemma 2.1. Let \( \{g_j\}^m_{j=1} \) be independent random variables with \( \mathbb{E}g_j = 0, j = 1, \ldots, m \), which satisfy

\[
\|g_j\|_1 \leq 2, \quad \|g_j\|_\infty \leq M, \quad j = 1, \ldots, m.
\]

Then for any \( \eta \in (0, 1) \) we have the following bound on the probability

\[
\mathbb{P}\left\{ \left| \sum_{j=1}^{m} g_j \right| \geq m\eta \right\} < 2 \exp\left( -\frac{m\eta^2}{8M} \right).
\]
Lemma 2.2. Let \( \{g_j\}_{j=1}^m \) be independent random variables with \( \mathbb{E}g_j = 0, \ j = 1, \ldots, m \), which satisfy
\[
\|g_j\|_2 \leq 2, \quad \|g_j\|_\infty \leq M, \quad j = 1, \ldots, m.
\]
Then we have the following bound on the probability
\[
P \left\{ \left| \sum_{j=1}^m g_j \right| \geq m\eta \right\} < 2 \left\{ \begin{array}{ll}
\exp \left( -\frac{m\eta^2}{8} \right), & \eta \leq 4/M, \\
\exp \left( -\frac{m\eta}{2M} \right), & \eta > 4/M.
\end{array} \right.
\]

Proof. The proofs of both lemmas are similar. For completeness we give the detailed proof of Lemma 2.1 from [2] and give a comment on the modifications of this proof, which prove Lemma 2.2. We use the inequality \( e^x \leq 1 + x + x^2, \ x \leq 1 \). Then for \( 0 < \lambda M \leq 1 \) we have
\[
\int \exp(\lambda g_j) d\mu \leq 1 + \lambda^2 \int g_j^2 d\mu.
\]
In the proof of Lemma 2.1 we bound
\[
1 + \lambda^2 \int g_j^2 d\mu \leq 1 + \lambda^2 \|g_j\|_1 \|g_j\|_\infty \leq \exp(2\lambda^2 M).
\]
In the proof of Lemma 2.2 we bound
\[
1 + \lambda^2 \int g_j^2 d\mu \leq 1 + \lambda^2 \|g_j\|_2 \leq \exp(2\lambda^2).
\]
Therefore, in the proof of Lemma 2.1 we get
\[
\int \exp \left( \lambda \sum_{j=1}^m g_j \right) d\mu \leq \exp(2m\lambda^2 M) \tag{2.1}
\]
and in the proof of Lemma 2.2 we obtain
\[
\int \exp \left( \lambda \sum_{j=1}^m g_j \right) d\mu \leq \exp(2m\lambda^2).
\]
We now demonstrate how to complete the proof of Lemma 2.1. The completion of proof of Lemma 2.2 goes along the same lines. Inequality (2.1) implies
\[
\exp(\lambda m\eta) P \left\{ \sum_{j=1}^m g_j \geq m\eta \right\} \leq \int \exp \left( \lambda \sum_{j=1}^m g_j \right) d\mu \leq \exp(2m\lambda^2 M).
\]
Choosing \( \lambda = \eta / (4M) \) we complete the proof. \( \square \)
We now consider measurable functions $f(x), x \in \Omega$. For $1 \leq q < \infty$ define

$$L^q_z(f) := \frac{1}{m} \sum_{j=1}^{m} |f(x^j)|^q - \|f\|^q_q, \quad z := (x^1, \ldots, x^m).$$

Let $\mu$ be a probabilistic measure on $\Omega$. Denote $\mu^m := \mu \times \cdots \times \mu$ the probabilistic measure on $\Omega^m := \Omega \times \cdots \times \Omega$. We will need the following inequality, which is a corollary of Lemma 2.1.

**Proposition 2.1.** Let $f_j \in L_1(\Omega)$ be such that $\|f_j\|_1 \leq 1/2$, $j = 1, 2$; $\|f_1 - f_2\|_\infty \leq \delta$.

Then

$$\mu^m \{z : |L^1_z(f_1) - L^1_z(f_2)| \geq \eta \} < 2 \exp \left( -\frac{m\eta^2}{16\delta} \right). \quad (2.2)$$

**Proof.** Consider the function

$$g(x) := |f_1(x)| - \|f_1\|_1 - (|f_2(x)| - \|f_2\|_1).$$

Then $\int g(x)d\mu = 0$ and

$$\|g\|_1 \leq 2\|f_1\|_1 + 2\|f_2\|_1 \leq 2, \quad \|g\|_\infty \leq 2\|f_1 - f_2\|_\infty \leq 2\delta.$$

Consider $m$ independent variables $x^j \in \Omega, j = 1, \ldots, m$. For $z \in \Omega^m$ define $m$ independent random variables $g_j(z)$ as $g_j(z) := g(x^j)$. Clearly,

$$\frac{1}{m} \sum_{j=1}^{m} g_j = L^1_z(f_1) - L^1_z(f_2).$$

Applying Lemma 2.1 with $M = 2\delta$ to $\{g_j\}$ we obtain (2.2). \qed

We now prove the Marcinkiewicz-type theorem for discretization of the $L_1$ norm of the bivariate hyperbolic cross polynomials.

**Theorem 2.1.** For any $n \in \mathbb{N}$ there exists a set of $m \leq C_1|Q_n|n^{7/2}$ points $\xi^j \in T^2, j = 1, \ldots, m$ such that for any $f \in T(Q_n)$ we have

$$C_2\|f\|_1 \leq \frac{1}{m} \sum_{j=1}^{m} |f(\xi^j)| \leq C_3\|f\|_1.$$
Proof. Proposition 2.1 plays an important role in our proof. It is used in the proof of the bound on the probability of the event \( \{ \sup_{f \in W} |L_2(f)| \geq \eta \} \) for a function class \( W \). The corresponding proof is in terms of the entropy numbers of \( W \). We now introduce the corresponding definitions.

Let \( X \) be a Banach space and let \( B_X \) denote the unit ball of \( X \) with the center at 0. Denote by \( B_X(y, r) \) a ball with center \( y \) and radius \( r \): \( \{ x \in X : \| x - y \| \leq r \} \). For a compact set \( A \) and a positive number \( \varepsilon \) we define the covering number \( N_\varepsilon(A) \) as follows

\[
N_\varepsilon(A) := \min \{ n : \exists y^1, \ldots, y^n, y^j \in A : A \subseteq \bigcup_{j=1}^n B_X(y^j, \varepsilon) \}.
\]

It is convenient to consider along with the entropy \( H_\varepsilon(A, X) := \log_2 N_\varepsilon(A, X) \) the entropy numbers \( \varepsilon_k(A, X) \):

\[
\varepsilon_k(A, X) := \inf \{ \varepsilon : \exists y^1, \ldots, y^{2^k} \in A : A \subseteq \bigcup_{j=1}^{2^k} B_X(y^j, \varepsilon) \}.
\]

In our definition of \( N_\varepsilon(A) \) and \( \varepsilon_k(A, X) \) we require \( y^j \in A \). In a standard definition of \( N_\varepsilon(A) \) and \( \varepsilon_k(A, X) \) this restriction is not imposed. However, it is well known (see [18], p.208) that these characteristics may differ at most by a factor 2.

We consider the case \( X \) is \( C(\Omega) \) the space of functions continuous on a compact subset \( \Omega \) of \( \mathbb{R}^d \) with the norm

\[
\| f \|_{\infty} := \sup_{x \in \Omega} |f(x)|.
\]

We use the abbreviated notation

\[
\varepsilon_n(W) := \varepsilon_n(W, C).
\]

In our case \( d = 2 \) and

\[
W := W(n) := \{ t \in T(Q_n) : \| t \|_1 = 1/2 \}.
\]

The following result on the entropy numbers for the \( W \) is from [19]. Denote \( T(Q)_q := \{ t \in T(Q) : \| t \|_q \leq 1 \} \).

**Theorem 2.2.** We have for \( d = 2 \)

\[
\varepsilon_k(T(Q_n)_1, L_\infty) \leq 2\varepsilon_k := 2C_4 \begin{cases} n^{1/2}(|Q_n|/k) \log(4|Q_n|/k), & k \leq 2|Q_n|, \\ n^{1/2}2^{-k/(2|Q_n|)}, & k \geq 2|Q_n|. \end{cases}
\]
We note that by the following known (see [16]) Nikol’skii-type inequality for the hyperbolic cross polynomials:

$$\|f\|_\infty \leq C(d)2^n \|f\|_1, \quad f \in \mathcal{T}(Q_n)$$  \hspace{1cm} (2.4)

we get a bound $\varepsilon_k(T_n, 1, L_\infty \leq C(d)2^n$ for all $k$. For small $k$ this bound is better than the one provided by Theorem 2.2. However, this improvement of Theorem 2.2 for small $k$ does not affect our bounds. For convenience we use Theorem 2.2 in the above form.

Specify $\eta = 1/4$. Denote $\delta_j := \varepsilon_{2j}$, $j = 0, 1, \ldots$, and consider minimal $\delta_j$-nets $N_j \subset W$ of $W$ in $C(\mathbb{T}^2)$. We use the notation $N_j := |N_j|$. Let $J$ be the minimal $j$ satisfying $\delta_j \leq 1/16$. For $j = 1, \ldots, J$ we define a mapping $A_j$ that associates with a function $f \in W$ a function $A_j(f) \in N_j$ closest to $f$ in the $C$ norm. Then, clearly,

$$\|f - A_j(f)\|_C \leq \delta_j.$$

We use the mappings $A_j$, $j = 1, \ldots, J$ to associate with a function $f \in W$ a sequence (a chain) of functions $f_1, f_{j-1}, \ldots, f_1$ in the following way

$$f_j := A_j(f), \quad f_j := A_j(f_{j+1}), \quad j = 1, \ldots, J - 1.$$

Let us find an upper bound for $J$, defined above. Certainly, we can carry out the proof under assumption that $C_4 \geq 1$. Then the definition of $J$ implies that $2^J \geq 2|Q_n|$ and

$$C_4n^{1/2}2^{-2^{J-1}/(2|Q_n|)} \geq 1/16.$$ \hspace{1cm} (2.5)

We derive from (2.5)

$$2^J \leq 4|Q_n| + C \log n, \quad J \leq n + C \log n \leq 2n$$ \hspace{1cm} (2.6)

for sufficiently large $n \geq C$.

Set

$$\eta_j := \frac{1}{16n}, \quad j = 1, \ldots, J.$$

We now proceed to the estimate of $\mu^m\{z : \sup_{f \in W} |L^1_z(f) \geq 1/4\}$. First of all by the following simple inequality (2.7) the assumption $\delta_j \leq 1/16$ implies that if $|L^1_z(f)| \geq 1/4$ then $|L^1_z(f_j)| \geq 1/8$.

$$|L^1_z(f_1) - L^1_z(f_2)| \leq 2\delta \quad \text{provided} \quad \|f_1 - f_2\|_\infty \leq \delta.$$ \hspace{1cm} (2.7)
Rewriting

\[ L_z^1(f_j) = L_z^1(f_j) - L_z^1(f_{j-1}) + \cdots + L_z^1(f_{j+1}) - L_z^1(f_1) + L_z^1(f_1) \]

we conclude that if \( |L_z^1(f)| \geq 1/4 \) then at least one of the following events occurs:

\[ |L_z^1(f_j) - L_z^1(f_{j-1})| \geq \eta_j \text{ for some } j \in (1, J) \text{ or } |L_z^1(f_1)| \geq \eta_1. \]

Therefore

\[
\begin{align*}
\mu^m \{ z : \sup_{f \in W} |L_z^1(f)| \geq 1/4 \} &\leq \mu^m \{ z : \sup_{f \in \mathcal{N}_1} |L_z^1(f)| \geq \eta_1 \} \\
&+ \sum_{j \in (1, J)} \sum_{f \in \mathcal{N}_j} \mu^m \{ z : |L_z^1(f) - L_z^1(A_{j-1}(f))| \geq \eta_j \} \\
&\leq \mu^m \{ z : \sup_{f \in \mathcal{N}_1} |L_z^1(f)| \geq \eta_1 \} \\
&+ \sum_{j \in (1, J)} N_j \sup_{f \in W} \mu^m \{ z : |L_z^1(f) - L_z^1(A_{j-1}(f))| \geq \eta_j \}. \tag{2.8}
\end{align*}
\]

Applying Proposition 2.1 we obtain

\[
\sup_{f \in W} \mu^m \{ z : |L_z^1(f)| \leq 1/4 \} \leq \mu^m \{ z : |L_z^1(f)| \geq \eta_1 \} \leq 2 \exp \left( -\frac{m\eta_j^2}{16\delta_{j-1}} \right).
\]

We now make further estimates for a specific \( m = C_1|Q_n|n^{7/2} \) with large enough \( C_1 \). For \( j \) such that \( 2^j \leq 2|Q_n| \) we obtain from the definition of \( \delta_j \)

\[
\frac{m\eta_j^2}{\delta_{j-1}} \geq \frac{C_1n^{3/2}2^j}{C_5n^{3/2}} \geq \frac{C_1}{2C_5}2^j.
\]

By our choice of \( \delta_j = \epsilon_{2^j} \) we get \( N_j \leq 2^{2^j} < e^{2^j} \) and, therefore,

\[
N_j \exp \left( -\frac{m\eta_j^2}{16\delta_{j-1}} \right) \leq \exp(-2^j) \tag{2.9}
\]

for sufficiently large \( C_1 \).

In the case \( 2^j \in (2|Q_n|, 2^{j+1}) \) we have

\[
\frac{m\eta_j^2}{\delta_{j-1}} \geq \frac{C_1|Q_n|n^{3/2}}{C_6n^{1/2}2^{j-1}/(2|Q_n|)} \geq \frac{C_1}{C_6}n|Q_n| \geq 2^{j+1}
\]
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for sufficiently large $C_1$ and
\[ N_j \exp \left( -\frac{m \eta_j^2}{16 \delta_{j-1}} \right) \leq \exp(-2^j). \]  

We now estimate $\mu^m \{ z : \sup_{f \in N_1} |L_1^1(f)| \geq \eta_1 \}$. We use Lemma 2.1 with $g_j(z) = |f(x_j)| - \|f\|_1$. To estimate $\|g_j\|_\infty$ it is sufficient to use the following trivial Nikol’skii-type inequality for the hyperbolic cross polynomials:
\[ \|f\|_\infty \leq |Q_n| \|f\|_1, \quad f \in T(Q_n). \]  

(2.11)

We note that it is known (see [16]) that inequality (2.11) can be improved by replacing $|Q_n|$ by $C(d)|Q_n|^n$. Then Lemma 2.1 gives
\[ \mu^m \{ z : \sup_{f \in N_1} |L_1^1(f)| \geq \eta_1 \} \leq 2N_1 \exp \left( -\frac{m \eta_j^2}{C|Q_n|} \right) \leq 1/4 \]

($N_1 = 4$ here) for sufficiently large $C_1$. Substituting the above estimates into (2.8) we obtain
\[ \mu^m \{ z : \sup_{f \in W} |L_1^1(f)| \geq 1/4 \} < 1. \]

Therefore, there exists $z_0 = (\xi_1, \ldots, \xi_m)$ such that for any $f \in W$ we have
\[ |L_1^1(f)| \leq 1/4. \]

Taking into account that $\|f\|_1 = 1/2$ for $f \in W$ we obtain the statement of Theorem 2.1 with $C_2 = 1/2, C_3 = 3/2$.

We presented above a detailed proof of Theorem 2.1. This theorem only applies to the case $d = 2$. The reason for this limitation is the use of Theorem 2.2 which is proved in [19] only for $d = 2$. In Section 3 we prove a weaker version of Theorem 2.2 that holds for all $d$. Replacing Theorem 2.2 by Theorem 5.3 in the proof of Theorem 2.1 we obtain the following result for all $d$. We point out that for $d = 2$ Theorem 2.3 is weaker than Theorem 2.1.

**Theorem 2.3.** For any $n \in \mathbb{N}$ there exists a set of $m \leq C_1(d)|Q_n|n^{d/2+3}$ points $\xi^j \in \mathbb{T}^d, j = 1, \ldots, m$ such that for any $f \in T(Q_n)$ we have
\[ C_2 \|f\|_1 \leq \frac{1}{m} \sum_{j=1}^m |f(\xi^j)| \leq C_3 \|f\|_1. \]
3 The Marcinkiewicz-type theorem in $L_q$, $1 < q < \infty$. Probabilistic technique

In this section we demonstrate how the technique developed in Section 2 can be extended to the case $1 < q \leq 2$. Theorem 2.3 shows that in the case $q = 1$ the probabilistic technique provides existence of sets of points $\xi_j \in T^d$, $j = 1, \ldots, m$, with $m \leq C_1(d)|Q_n|n^{d/2+3}$, for which the Marcinkiewicz-type theorem holds in $T(Q_n)$. Clearly, it must be $m \geq |Q_n| = \dim T(Q_n)$. Thus the upper bound for $m$ from Theorem 2.3 differs from the trivial lower bound by an extra factor, which is a log-type factor in terms of $|Q_n|$. The results for $1 < q \leq 2$, which we present in this section are not of this form. They only guarantee that $m \leq C(d, q)|Q_n|^{q-1/q}n^a$. However, we do not know if it could be improved to $m \leq C(d, q)|Q_n|n^a$ for $q \neq 2$. We now proceed to the detailed presentation. We need the following version of Proposition 2.1.

Proposition 3.1. Let $f_j \in L_q(\Omega), 1 < q < \infty$, be such that

$$
\|f_j\|_q \leq 1/2, \quad \|f_j\|_\infty \leq M_q, \quad j = 1, 2; \quad \|f_1 - f_2\|_\infty \leq \delta.
$$

Then

$$
\mu^m \{ z : |L^q_z(f_1) - L^q_z(f_2)| \geq \eta \} < 2 \exp \left( -\frac{m\eta^2}{C(q)M_q^{q-1}\delta} \right). \quad (3.1)
$$

Proof. Consider the function

$$
g(x) := |f_1(x)|^q - \|f_1\|_q^q - (|f_2(x)|^q - \|f_2\|_q^q).
$$

Then $\int g(x) d\mu = 0$ and

$$
\|g\|_1 \leq 2\|f_1\|_q^q + 2\|f_2\|_q^q \leq 2,
$$

$$
\|g\|_\infty \leq C_1(q)M_q^{q-1}\delta.
$$

Consider $m$ independent variables $x^j \in \Omega, j = 1, \ldots, m$. For $z \in \Omega^m$ define $m$ independent random variables $g_j(z)$ as $g_j(z) := g(x^j)$. Clearly,

$$
\frac{1}{m} \sum_{j=1}^m g_j = L^q_z(f_1) - L^q_z(f_2).
$$

Applying Lemma 2.1 with $M = C_1(q)M_q^{q-1}\delta$ to $\{g_j\}$ we obtain (3.1). \qed
We use the following known result on the Nikol’skii-type inequalities, which gives an upper bound on $M_q$ (see [16]).

**Theorem 3.1.** Suppose that $1 \leq q < \infty$. Then

$$
\sup_{f \in T(Q_n)} \|f\|_{\infty} / \|f\|_q \asymp 2^{n/q} n^{(d-1)(1-1/q)}.
$$

Using the same argument as in the proof of Theorem 2.1 we need to bound from below $\frac{m\eta_2}{M_q^{q-1} \delta_{j-1}}$. For $\delta_{j-1}$ we use the following known result from [19] (see Theorem 7.3 there).

**Theorem 3.2.** Let $1 < q \leq 2$. Then

$$
\varepsilon_k(T(Q_n)_k, L_{\infty}) \ll \begin{cases} 
n^{1/2}(|Q_n|/k)^{1/q}(\log(4|Q_n|/k))^{1/q}, & k \leq 2|Q_n|, \\
n^{1/2}2^{-k/(2|Q_n|)}, & k \geq 2|Q_n|.
\end{cases}
$$

Thus, we see that, for instance, for $2^j \leq 2|Q_n|$ we have

$$
\frac{mn_2}{M_q^{q-1} \delta_{j-1}} \gg \frac{m2^{(j-1)/q}}{n^{2n(1-1/q)(d-1)(q-2+1/q)}n^{1/2}|Q_n|^{1/q}n^{1/q}}. \tag{3.2}
$$

Therefore, choosing $m = C_1(d, q)|Q_n|^{2-1/q}n^a$ with large enough $a$ we can get from (3.2)

$$
\frac{mn_2^2}{M_q^{q-1} \delta_{j-1}} \geq C(d, q)2^j.
$$

This leads us to the following Theorem 3.3 in the case $1 < q \leq 2$. We are limited to the case $1 < q \leq 2$ because Theorem 3.2 is proved in [19] for $1 < q \leq 2$. In the case $2 < q < \infty$ it is not difficult to derive an analog of Theorem 3.2 with the factor $n^{1/2}$ replaced by $n^{c(d)}$ with some $c(d)$. This gives Theorem 3.3 in the case $2 < q < \infty$.

**Theorem 3.3.** Let $1 < q < \infty$. There are numbers $C_1(d, q)$ and $a(d, q)$ such that for any $n \in \mathbb{N}$ there exists a set of $m \leq C_1(d, q)|Q_n|^{2-1/q}n^{a(d, q)}$ points $\xi_j \in \mathbb{T}^d$, $j = 1, \ldots, m$ such that for any $f \in T(Q_n)$ we have

$$
C_2\|f\|_q \leq \frac{1}{m} \sum_{j=1}^{m} |f(\xi_j)|^q \leq C_3\|f\|_q^q.
$$
4 The Marcinkiewicz-type theorem in $L_2$. Number theoretical technique

In this section we use the technique developed in [15]. This technique is based on elementary number theoretical constructions, which go back to the construction of the Korobov cubature formulas (see, for instance, [17]). On one hand this technique gives weaker results than the probabilistic technique developed in Sections 2 and 3. It is limited to $L_2$ and produces, for instance, for $T(Q_n)$ a good set of the size $\leq 2d|Q_n|^2$. On the other hand this technique gives stronger results than the probabilistic technique. It gives the equality between the $L_2$ norm and the discrete $\ell_2$ norm of a polynomial from $T(Q)$.

Lemma 4.1. Let $p$ be a prime and $L$ be a finite subset of $\mathbb{Z}^d$ such that

$$|L| < (p - 1)/d.$$ (4.1)

Then there is a natural number $a \in I_p := [1, p)$ such that for all $m \in L$, $m \neq 0$

$$m_1 + am_2 + \cdots + a^{d-1}m_d \not\equiv 0 \pmod{p}.$$ (4.2)

Proof. Let $a \in I_p$ be a natural number. We consider the congruence

$$m_1 + am_2 + \cdots + a^{d-1}m_d \equiv 0 \pmod{p}.$$ (4.3)

For the fixed vector $m = (m_1, \ldots, m_d)$ we denote by $A_p(m)$ the set of natural numbers $a \in I_p$ which are solutions of the congruence (4.3). It is well-known that for $m \neq 0$, $|m_j| < p$, $j = 1, \ldots, d$ the number $|A_p(m)|$ of the elements of the set $A_p(m)$ satisfies the inequality

$$|A_p(m)| \leq d - 1 < d.$$ (4.4)

We denote by $G$ the set of the numbers $a$ for which there is a nontrivial solution $m \in L$ of the congruence (4.3), that is

$$G = \bigcup_{m \in L, m \neq 0} A_p(m).$$

Let us estimate the number $|G|$ of elements of the set $G$. By (4.4) and (4.1) we have

$$|G| \leq \sum_{m \in L, m \neq 0} |A_p(m)| < d|L| < p - 1.$$ (4.5)

This means that there exists a number $a \in I_p$ which does not belong to the set $G$. This $a$ is the required number by the definition of the set $G$. The lemma is proved. \qed
We will need the following simple lemma.

**Lemma 4.2.** Let $p$, $L$, and $a$ be from Lemma 4.1. Consider the set $\{\xi^\nu\}_{\nu=1}^p$ of points $\xi^\nu = (\xi_1^\nu, \ldots, \xi_d^\nu)$, $\xi_j^\nu := \{\nu a^{-1}/p\} 2\pi$. Here $\{x\}$ denotes the fractional part of $x$. Then for any polynomial $t \in T(L)$

$$\frac{1}{p} \sum_{\nu=1}^p t(\xi^\nu) = (2\pi)^{-d} \int_{T^d} t(x) dx.$$  

**Proof.** It is sufficient to prove this lemma for $t(x) = e^{i(m,x)}$, $m \in L$. We have

$$\frac{1}{p} \sum_{\nu=1}^p e^{i(m,\xi^\nu)} = \frac{1}{p} \sum_{\nu=1}^p e^{i2\pi(m_1+m_2a+\ldots+m_d a^{d-1})\nu/p}.$$  

By the choice of $a$ in Lemma 4.1 we obtain that the above sum is equal to 0 if $m \in \Lambda$, $m \neq 0$ and, obviously, is equal to 1 if $m = 0$. \qed

Let $Q$ be a finite subset of $Z^d$. We associate with it the following set

$$L := L(Q) := \{m - k : m \in Q, k \in Q\}.$$  

Then $|L| \leq |Q|^2$. For a given $Q \subset Z^d$ let $p$ be a smallest prime satisfying $|L(Q)| < (p - 1)/d$ and let $a \in I_p$ be a number from Lemma 4.1. Define the set $\{\xi^\nu\}_{\nu=1}^p$ of points $\xi^\nu = (\xi_1^\nu, \ldots, \xi_d^\nu)$, $\xi_j^\nu := \{\nu a^{-1}/p\} 2\pi$. Here $\{x\}$ denotes the fractional part of $x$. Consider the following operator $T := T_Q$, which maps a vector $b = (b_1, \ldots, b_p)$ to a polynomial $T(b) \in T(Q)$, by the rule

$$T(b)(x) = \frac{1}{p} \sum_{\nu=1}^p b_\nu D_Q(x - \xi^\nu),$$  

where

$$D_Q(x) := \sum_{k \in Q} e^{i(k,x)}.$$  

**Proposition 4.1.** The operator $T$ has the following two properties.

**A.** For any $t \in T(Q)$ we have

$$T(t, x) := \frac{1}{p} \sum_{\nu=1}^p t(\xi^\nu) D_Q(x - \xi^\nu) = t(x).$$
\textbf{B.} The following inequality holds

\[ \| T(b) \|_2 \leq \left( \frac{1}{p} \sum_{\nu=1}^{p} |b_{\nu}| \right)^{1/2} = \| bp^{-1/2} \|_{\ell_2}. \]

\textit{Proof.} We first prove property A. Clearly, it is sufficient to prove it for \( t(x) = e^{i(\mathbf{m}, x)} \), \( \mathbf{m} \in Q \). We have

\[ \frac{1}{p} \sum_{\nu=1}^{p} e^{i(\mathbf{m}, \xi^\nu)} D_Q(x - \xi^\nu) = \frac{1}{p} \sum_{\nu=1}^{p} e^{i(\mathbf{m}, \xi^\nu)} \sum_{k \in Q} e^{i(k, x) - i(k, \xi^\nu)} \]

\[ = \sum_{k \in Q} e^{i(k, x)} \frac{1}{p} \sum_{\nu=1}^{p} e^{i(\mathbf{m} - k, \xi^\nu)}. \] \hspace{1cm} (4.6)

The fact \( \mathbf{m} \in Q, k \in Q \) implies that \( \mathbf{m} - k \in L \). Applying Lemma 4.2, we complete the proof of property A.

Second, we prove property B. We have

\[ \| T(b) \|_2^2 = \frac{1}{p^2} \frac{1}{(2\pi)^d} \int_{T^d} \left( \sum_{\nu=1}^{p} b_{\nu} D_Q(x - \xi^\nu) \right)^2 dx \]

\[ = \frac{1}{p^2} \frac{1}{(2\pi)^d} \int_{T^d} \sum_{1 \leq \nu, \nu' \leq p} b_{\nu} D_Q(x - \xi^\nu) D_Q(x - \xi^{\nu'}) \bar{b}_{\nu'} dx \]

\[ = \frac{1}{p^2} \sum_{1 \leq \nu, \nu' \leq p} b_{\nu} D_Q(\xi^{\nu'} - \xi^\nu) \bar{b}_{\nu'}. \] \hspace{1cm} (4.7)

In the right hand side of (4.7) we have a quadratic form of the vector \( bp^{-1/2} \) with the matrix \( D \) with elements

\[ D_{\nu', \nu} = \frac{1}{p} D_Q(\xi^{\nu'} - \xi^\nu). \]

Let \( \lambda(D) \) be the largest in absolute value eigenvalue of the matrix \( D \). Then we can continue (4.7) by

\[ \leq |\lambda(D)| \| bp^{-1/2} \|_{\ell_2}. \] \hspace{1cm} (4.8)

Let us prove that

\[ |\lambda(D)| \leq 1. \] \hspace{1cm} (4.9)
Consider the matrix $\mathcal{D}^2$. Its $(u, v)$ element is given by

$$(\mathcal{D}^2)_{u,v} = \frac{1}{p^2} \sum_{n=1}^{p} \mathcal{D}_Q(\xi^u - \xi^n)\mathcal{D}_Q(\xi^n - \xi^v).$$

(4.10)

Function $\mathcal{D}_Q(\xi^u - x)\mathcal{D}_Q(x - \xi^v)$ belongs to $\mathcal{T}(\mathcal{L})$ and, therefore, by Lemma 4.2 we get

$$(\mathcal{D}^2)_{u,v} = \frac{1}{p^2} \left( \frac{1}{2\pi} \right)^d \int_{\mathbb{T}^d} \mathcal{D}_Q(\xi^u - x)\mathcal{D}_Q(x - \xi^v)dx$$

$$= \frac{1}{p} \mathcal{D}_Q(\xi^u - \xi^v) = \mathcal{D}_{u,v}.$$ 

Thus, $\mathcal{D}^2 = \mathcal{D}$ and, therefore, (4.9) holds. Combining relations (4.7) – (4.9) we complete the proof of property B and Proposition 4.1.

**Theorem 4.1.** Let $Q$ be a finite subset of $\mathbb{Z}^d$ and let $L(Q), p, \alpha$, and the set $\{\xi^\nu\}_{\nu=1}^p$ be associated with $Q$ as above. Then for any $t \in \mathcal{T}(Q)$ we have

$$\|t\|^2 \leq \frac{1}{p} \sum_{\nu=1}^{p} |t(\xi^\nu)|^2.$$ 

**Proof.** By property A of Proposition 4.1 we get

$$t(x) = \frac{1}{p} \sum_{\nu=1}^{p} t(\xi^\nu)\mathcal{D}_Q(x - \xi^\nu).$$

(4.11)

By property B of Proposition 4.1 we obtain from here

$$\|t\|^2 \leq \frac{1}{p} \sum_{\nu=1}^{p} |t(\xi^\nu)|^2.$$ (4.12)

We now prove the inequality opposite to (4.12). We have

$$\frac{1}{p} \sum_{\nu=1}^{p} |t(\xi^\nu)|^2 = \frac{1}{p} \sum_{\nu=1}^{p} t(\xi^\nu)\bar{t}(\xi^\nu) = \frac{1}{p} \sum_{\nu=1}^{p} \bar{t}(\xi^\nu)\left( \frac{1}{2\pi} \right)^d \int_{\mathbb{T}^d} t(x)\mathcal{D}_Q(\xi^\nu - x)dx$$

$$= \frac{1}{(2\pi)^d} \int_{\mathbb{T}^d} t(x)\left( \frac{1}{p} \sum_{\nu=1}^{p} \bar{t}(\xi^\nu)\mathcal{D}_Q(\xi^\nu - x)dx \leq \|t\|_2 \left\| \frac{1}{p} \sum_{\nu=1}^{p} \bar{t}(\xi^\nu)\mathcal{D}_Q(\xi^\nu - x) \right\|_2.$$
By property B of Proposition 4.1 we continue

\[ \leq \| t \|_2 \left( \frac{1}{p} \sum_{\nu=1}^{p} |t(\xi^\nu)|^2 \right)^{1/2}. \]

This implies

\[ \left( \frac{1}{p} \sum_{\nu=1}^{p} |t(\xi^\nu)|^2 \right)^{1/2} \leq \| t \|_2. \quad (4.13) \]

\[ \Box \]

**Proof of Theorem 1.1.** We will prove a somewhat more general statement here. We begin with the following lemma from [11] (see Lemma 2 there).

**Lemma 4.3.** Let a system of vectors \( v_1, \ldots, v_M \) from \( \mathbb{C}^N \) have the following properties: for all \( w \in \mathbb{C}^N \)

\[ \sum_{j=1}^{M} |\langle w, v_j \rangle|^2 = \| w \|_2^2 \quad (4.14) \]

and

\[ \| v_j \|_2^2 = N/M, \quad j = 1, \ldots, M. \quad (4.15) \]

Then there is a subset \( J \subset \{1, 2, \ldots, M\} \) such that for all \( w \in \mathbb{C}^N \)

\[ c_0 \| w \|_2^2 \leq \frac{M}{N} \sum_{j \in J} |\langle w, v_j \rangle|^2 \leq C_0 \| w \|_2^2, \quad (4.16) \]

where \( c_0 \) and \( C_0 \) are some absolute positive constants.

**Remark 4.1.** For the cardinality of the subset \( J \) from Lemma 4.3 we have

\[ c_0 N \leq |J| \leq C_0 N. \]

**Proof.** We write the inequalities (4.16) for \( v_k, \ k = 1, \ldots, M \)

\[ c_0 \| v_k \|_2^2 \leq \frac{M}{N} \sum_{j \in J} |\langle v_k, v_j \rangle|^2 \leq C_0 \| v_k \|_2^2, \quad (4.17) \]
Summing up the inequalities (4.17) over \( k \) from 1 to \( M \) and taking into account (4.15) and (4.14) we obtain

\[ c_0 N \leq \frac{M}{N} \sum_{j \in J} \|v_j\|^2 \leq C_0 N. \] (4.18)

Using (4.15) again, we complete the proof.

We use Lemma 4.3 to prove the following result.

**Theorem 4.2.** Let \( \Omega_M = \{x^j\}_{j=1}^M \) be a discrete set with the probability measure \( \mu(x^j) = 1/M, \ j = 1, \ldots, M \). Assume that \( \{u_i(x)\}_{i=1}^N \) is an orthonormal on \( \Omega_M \) system (real or complex). Assume in addition that this system has the following property: for all \( j = 1, \ldots, M \) we have

\[ \sum_{i=1}^N |u_i(x^j)|^2 = N. \] (4.19)

Then there is an absolute constant \( C_1 \) such that there exists a subset \( J \subset \{1, 2, \ldots, M\} \) with the property: for all \( j = 1, \ldots, M \) we have

\[ C_2 \|f\|^2 \leq \frac{1}{m} \sum_{j \in J} |f(x^j)|^2 \leq C_3 \|f\|^2, \]

where \( C_2 \) and \( C_3 \) are absolute positive constants.

**Proof.** Define the column vectors

\[ v_j := M^{-1/2}(u_1(x^j), \ldots, u_N(x^j))^T, \quad j = 1, \ldots, M. \] (4.20)

Then our assumption (4.19) implies that the system \( v_1, \ldots, v_M \) satisfies (4.15). For any \( w = (w_1, \ldots, w_N)^T \in \mathbb{C}^N \) we have

\[ \sum_{j=1}^M |\langle w, v_j \rangle|^2 = \frac{1}{M} \sum_{j=1}^M \sum_{i,k=1}^N w_i \bar{w}_k u_i(x^j) \bar{u}_k(x^j) = \sum_{i=1}^N |w_i|^2 \]

by the orthonormality assumption. This implies that the system \( v_1, \ldots, v_M \) satisfies (4.14).

Applying Lemma 4.3 and Remark 4.1 we complete the proof of Theorem 4.2.
We now complete the proof of Theorem 1.1. Let \( Q \subset \mathbb{Z}^d \) be a finite subset. Then there is an \( N \) such that \( Q \subset \Pi(N) \). Define \( M := \vartheta(N) \) and \( \Omega_M := \{x^n\}_{n \in \mathbb{P}(N)} \) (see the Introduction). Consider the system \( u_k(x) := e^{i(k,x)} \), \( k \in Q \), defined on \( \Omega_M \). It is well known that this system is orthonormal on \( \Omega_M \). The property (4.19) is obvious. Applying Theorem 4.2 and taking into account (1.3) we complete the proof of Theorem 1.1.

5 The entropy numbers of \( T(Q_n)_1 \)

Proof of Theorem 2.1 is based on the known result on the behavior of the entropy numbers \( \varepsilon_k(T(Q_n)_1, L_\infty) \), which is proved in [19] and formulated in Theorem 2.2. The proof of Theorem 2.2 from [19] is rather technically involved – it is based on the Riesz product technique for the hyperbolic cross polynomials. There is no analog of bivariate Riesz product technique in the case \( d \geq 3 \). In this section we present a technique, which works for all \( d \). This technique gives a weaker result in case \( d = 2 \) than in Theorem 2.2. Instead of the extra factor \( n^{1/2} \) in Theorem 2.2 this simpler technique gives an extra factor \( n \). It is a simplified version of the technique developed in [19].

Following [19], we present here a construction of an orthonormal basis, which is based on the wavelet theory. This construction is taken from [12]. Let \( \delta \) be a fixed number, \( 0 < \delta \leq 1/3 \), and let \( \hat{\varphi}(\lambda) = \hat{\varphi}_\delta(\lambda) \), \( \lambda \in \mathbb{R} \), be a sufficiently smooth function (for simplicity, real-valued and even) equal 1 for \( |\lambda| \leq (1 - \delta)/2 \), equal to 0 for \( |\lambda| > (1 + \delta)/2 \) and such that the integral translates of its square constitute a partition of unity:

\[
\sum_{k \in \mathbb{Z}} (\hat{\varphi}(\lambda + k))^2 = 1, \quad \lambda \in \mathbb{R}. \tag{5.1}
\]

It is known that condition (5.1) is equivalent to the following property: The set of functions \( \Phi := \{\varphi(\cdot + l)\}_{l \in \mathbb{Z}} \), where

\[
\varphi(x) = \int_\mathbb{R} \hat{\varphi}(\lambda)e^{2\pi i \lambda x} d\lambda,
\]
is an orthonormal system on \( \mathbb{R} \):

\[
\int_\mathbb{R} \varphi(x + k)\varphi(x + l)dx = \delta_{k,l}, \quad k, l \in \mathbb{Z}. \tag{5.2}
\]
Following [12] define
\[ \theta(\lambda) := \left( (\hat{\phi}(\lambda/2))^2 - (\hat{\phi}(\lambda))^2 \right)^{1/2} \]
and consider, for \( n = 0, 1, \ldots \), the trigonometric polynomials
\[ \Psi_n(x) := 2^{-n/2} \sum_{k \in \mathbb{Z}} \theta(k2^{-n}) e^{2\pi ikx}. \quad (5.3) \]
Introduce also the following dyadic translates of \( \Psi_n \):
\[ \Psi_{n,j}(x) := \Psi_n(x - (j + 1/2)2^{-n}), \]
and define the sequence of polynomials \( \{T_k\}_{k=0}^\infty \)
\[ T_0(x) := 1, \quad T_k(x) := \Psi_{n,j}(x) \quad (5.4) \]
if \( k = 2^n + j, n = 0, 1, \ldots, 0 \leq j < 2^n \). Note that \( T_k \) is the trigonometric polynomial such that
\[ \hat{T}_k(\nu) = 0 \quad \text{if} \quad |\nu| \geq 2^n(1 + \delta) \quad \text{or} \quad |\nu| \leq 2^{n-1}(1 - \delta). \quad (5.5) \]

It is proved in [12] that the system \( \{T_k\}_{k=0}^\infty \) is a complete orthonormal basis in all \( L^p, 1 \leq p \leq \infty \) (here, \( L^\infty \) stands for the space of continuous functions) of 1-periodic functions. Also, it is proved in [12] that
\[ |\Psi_n(x)| \leq C(\kappa, \delta)2^{n/2}(2^n |\sin \pi x| + 1)^{-\kappa} \quad (5.6) \]
with \( \kappa \) determined by the smoothness of \( \hat{\phi}(\lambda) \). In particular, we can always make \( \kappa > 1 \) assuming that \( \hat{\phi}(\lambda) \) is smooth enough. It is more convenient for us to consider 2\( \pi \)-periodic functions. We define \( \mathcal{V} := \{v_k\}_{k=0}^\infty \) with \( v_k(x) := T_k(x/(2\pi)) \) for \( x \in [0, 2\pi) \).

In the multivariate case of \( x = (x_1, \ldots, x_d) \) we define the system \( \mathcal{V}^d \) as the tensor product of the univariate systems \( \mathcal{V} \). Namely, \( \mathcal{V}^d := \{v_k(x)\}_{k \in \mathbb{Z}^d} \), where
\[ v_k(x) := \prod_{i=1}^d v_{k_i}(x_i), \quad k = (k_1, \ldots, k_d). \]
Denote
\[ \rho^+(s) := \{k = (k_1, \ldots, k_d) \in \rho(s) : k_i \geq 0, i = 1, 2, \ldots \}. \]
Property (5.6) implies the following simple lemma.
Lemma 5.1. We have
\[
\left\| \sum_{k \in \rho^+(s)} a_k v_k \right\|_\infty \leq C(d, \kappa, \delta)2^{\|s\|_1/2} \max_k |a_k|.
\]

We use the notation
\[
f_k := \langle f, v_k \rangle = (2\pi)^{-d} \int_{\mathbb{T}^d} f(x)v_k(x)dx.
\]

Denote
\[
Q^+_n := \{k = (k_1, \ldots, k_d) \in Q_n : k_i \geq 0, i = 1, 2, \ldots\}, \quad \theta_n := \{s : \|s\|_1 = n\},
\]
\[
\mathcal{V}(Q_n) := \{f : f = \sum_{k \in Q^+_n} c_kv_k\}, \quad \mathcal{V}(Q_n)_A := \{f \in \mathcal{V}(Q_n) : \sum_{k \in Q^+_n} |f_k| \leq 1\}.
\]

The following theorem was proved in [19].

Theorem 5.1. Let \( d = 2 \). For any \( f \in \mathcal{V}(Q_n) \) we have
\[
\sum_{k \in Q^+_n} |f_k| \leq C|Q_n|^{1/2}\|f\|_1,
\]
where the constant \( C \) may depend on the choice of \( \hat{\phi} \).

We prove here an analog of Theorem 5.1 which covers all \( d \) but gives a weaker inequality than Theorem 5.1 for \( d = 2 \).

Theorem 5.2. For any \( f \in \mathcal{V}(Q_n) \) we have
\[
\sum_{k \in Q^+_n} |f_k| \leq C(d)n^{(d-1)/2}|Q_n|^{1/2}\|f\|_1,
\]
where the constant \( C(d) \) may depend on \( d \) and the choice of \( \hat{\phi} \).

Proof. Denote
\[
t_s := \sum_{k \in \rho^+(s)} (\text{sign } f_k)v_k.
\]

By Lemma 5.1
\[
\|t_s\|_\infty \ll 2\|s\|_1/2.
\]
Then we get

\[ \sum_{\|s\|_1 \leq n} \sum_{\mathbf{k} \in \rho^+(a)} |f_{\mathbf{k}}| = \langle f, \sum_{\|s\|_1 \leq n} t_{\mathbf{s}} \rangle \]

\[ \leq \sum_{\|s\|_1 \leq n} \|f_1\|_1 t_{\mathbf{s}} \leq \sum_{\|s\|_1 \leq n} \|f_1\|_1^2 \|s\|_1^{1/2} \ll n^{d-1}2^n \|f\|_1. \]

Further, we use the technique developed in [19], which is based on the following two steps strategy. At the first step we obtain bounds of the best \( m \)-term approximations with respect to a dictionary. At the second step we use general inequalities relating the entropy numbers to the best \( m \)-term approximations. Let \( D = \{g_j\}_{j=1}^N \) be a system of elements of cardinality \(|D| = N\) in a Banach space \( X \). Consider best \( m \)-term approximations of \( f \) with respect to \( D \)

\[ \sigma_m(f, D)_X := \inf_{\{c_j\}; \Lambda; |\Lambda| = m} \|f - \sum_{j \in \Lambda} c_j g_j\|. \]

For a function class \( F \) set

\[ \sigma_m(F, D)_X := \sup_{f \in F} \sigma_m(f, D)_X. \]

We now need the following lemma from [19].

**Lemma 5.2.** Let \( 2 \leq p < \infty \). Let \( \mathcal{V}_n^1 := \{v_k : k \in Q_n\} \). Then

\[ \sigma_m(\mathcal{V}(Q_n)_A, \mathcal{V}_n^1)_p \ll |Q_n|^{1/2-1/p}m^{1/p-1}. \]  \hspace{1cm} (5.7)

Lemma 5.2 and Theorem 5.1 imply.

**Lemma 5.3.** Let \( 2 \leq p < \infty \). Let \( \mathcal{V}_n^1 := \{v_k : k \in Q_n\} \). Then

\[ \sigma_m(\mathcal{V}(Q_n)_A, \mathcal{V}_n^1)_p \ll n^{(d-1)/2}(|Q_n|/m)^{1-1/p}. \]

Proceeding as in [19] we obtain from here the following weaker analog of Theorem 2.2 (see Theorem 7.4 in [19]).

**Theorem 5.3.** We have

\[ \varepsilon_k(\mathcal{T}(Q_n)_1, L_{\infty}) \ll \begin{cases} n^{d/2}(|Q_n|/k) \log(4|Q_n|/k), & k \leq 2|Q_n|, \\ n^{d/2}2^{-k/(2|Q_n|)}, & k \geq 2|Q_n|. \end{cases} \]
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