Algorithm for initializing a generalized fermionic Gaussian state on a quantum computer
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We present explicit expressions for the central piece of a variational method developed by Shi et al. (2018 Ann. Phys. 390, 245) which extends variational wave functions that are efficiently computable on classical computers beyond mean-field to generalized Gaussian states. In particular, we derive iterative analytical expressions for the evaluation of expectation values of products of fermionic creation and annihilation operators in a Grassmann variable-free representation. Using this result we find a closed expression for the energy functional and its gradient of a general fermionic quantum many-body Hamiltonian. We present a simple gradient-descent-based algorithm that can be used as an optimization subroutine in combination with imaginary time evolution, which by construction guarantees a monotonic decrease of the energy in each iteration step. Due to the simplicity of the quantum circuit implementing the variational state Ansatz, the results of the algorithms discussed here and in Shi et al.’s work could serve as an improved, beyond mean-field initial state in quantum computation.

I. INTRODUCTION

Quantum computers are believed to be able to solve certain computational problems faster than any known algorithm on a classical computer [1,2]. In particular, one considers the simulation of the low-energy physics of fermionic many-body problems a suitable target where quantum computers could enable the simulation of system sizes well beyond the capabilities of any classical machine, and thus potentially lead to an understanding of a plethora of quantum mechanical phenomena [3]. The computational advantage of a quantum computer stems from its ability to represent a state using a number of qubits that scales as the logarithm of the size of the problem, combined with its capability to execute quantum algorithms that possess a provable speedup over any known classical algorithm [4–11]. While quantum computers are well-suited for studying the time evolution of a quantum state, the problem of initializing the quantum computer in a suitable eigenstate of the Hamiltonian—for instance in its ground state—is believed to be exponentially hard in most instances even for quantum computers [12]. However, quantum algorithms have been developed that can efficiently approximate the ground state within desired precision [12–15]. These quantum algorithms still require knowledge about the ground state energy and the ability to find an initial state that has sufficient support on the true ground state. Even for algorithms which can be executed on current quantum hardware, such as the variational quantum eigensolver, heuristics suggest that preparing the quantum computer in an initial state with large support on the ground state is beneficial [16,17]. Therefore pre-error-corrected, as well as more advanced post-error-corrected quantum algorithms rely on classical methods that allow one to compute an initial state on a classical computer and then implement it fast and reliably on a quantum computer.

One of the most successful classical methods to study many-body systems is generalized Hartree-Fock theory [18,19], which allows one to compute a single Slater determinant whose energy is a local minimum within a mean-field description of the system Hamiltonian. Single Slater determinants belong to the family of fermionic Gaussian states, which are of paramount importance for fermionic systems, as they allow for an efficient computation of expectation values through Wick’s theorem [20,21] and have already been implemented on superconducting quantum hardware, where they may be employed as an initial state for quantum algorithms [22].

While fermionic Gaussian states are able to capture some correlations, they are in general insufficient to accurately describe strongly correlated quantum systems. This can be traced back to the fact that they typically only describe the ground state of non-interacting systems, i.e. quadratic Hamiltonians [23,24]. Recently, Shi et al. demonstrated that certain families of non-Gaussian fermionic and bosonic states can be computed efficiently using a variational wave function that includes non-factorizable correlations [25], effectively extending the family of efficiently computable states beyond Gaussian states to so-called generalized Gaussian states. We will refer to the method employed by Shi
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as the variational method. Since then, a number of works have used this variational method in order to classically simulate various spin-, bosonic-, and fermionic systems \[26\text{–}36\]. However, to the best of our knowledge, no work has so far applied the variational method of Shi et al. to optimize the non-Gaussian part for strongly correlated purely fermionic systems. This can in large part be attributed to the fact that the treatment of non-Gaussian variational parameters for fermionic systems is highly non-trivial both from a mathematical, and a numerical point of view.

Following \[25\], we will consider a variational state that is described by two sets of variational parameters \(\xi\) and \(\omega\),

\[
|\Psi_{NGS}(\xi,\omega)\rangle = \hat{U}_{FA}(\omega)\hat{U}_{GS}(\xi)|0\rangle,
\]

where \(\hat{U}_{GS}(\xi)\) is a unitary operator generating a fermionic Gaussian state \(|\Psi_{GS}\rangle = \hat{U}_{GS}|0\rangle\), \(\hat{U}_{FA}(\omega)\) is a unitary operator generating non-factorizable correlations, and \(|0\rangle\) denotes a fermionic vacuum state. More precisely,

\[
\hat{U}_{GS}(\xi) = e^{\frac{i}{4} \sum_{j,k=1}^{2N_f} \hat{A}_j \xi_{jk} \hat{A}_k},
\]

\[
\hat{U}_{FA}(\omega) = e^{\frac{i}{2} \sum_{j,k=1}^{N_f} \omega_{jk} \hat{n}_j \hat{n}_k},
\]

where \(\xi_{jk}\) (\(\omega_{jk}\)) are the variational parameters collected in the anti-symmetric and Hermitian (symmetric) matrix \(\xi\) (\(\omega\)). Since the diagonal part of \(\omega\) describes single particle terms already contained in the Gaussian part, we set \(\omega_{jj} = 0\) for \(j \in \{1,\ldots,N_f\}\). Here, \(\hat{n}_j \hat{n}_k :\) is the normal-ordered product of the fermionic number operators \(\hat{c}_j^\dagger \hat{c}_j\), and

\[
\hat{A}_j = \hat{c}_j^\dagger + \hat{c}_j, \quad \text{if } j \in \{1,\ldots,N_f\},
\]

\[
\hat{A}_j = i(\hat{c}_j^\dagger - \hat{c}_j), \quad \text{if } j \in \{N_f + 1,\ldots,2N_f\},
\]

are Majorana operators, where \(N_f\) denotes the number of fermionic modes. Throughout this work, \(\hat{c}_j^\dagger\) and \(\hat{c}_j\) denote fermionic creation and annihilation operators satisfying the canonical anticommutation relations \(\{\hat{c}_j,\hat{c}_k\} = 0\) and \(\{\hat{c}_j,\hat{c}_k^\dagger\} = \delta_{jk}\), where \(\delta_{jk}\) is the Kronecker-delta.

Central to the variational method is the ability to turn the energy expectation value of the system Hamiltonian \(\hat{H}\),

\[
E(\xi,\omega) = \langle \Psi_{NGS}(\xi,\omega)|\hat{H}|\Psi_{NGS}(\xi,\omega)\rangle,
\]

FIG. 1. The upper blue box depicts the working principle of the variational method studied here, where a set of parameters \(\{\xi,\omega\}\) is optimized in order to find a minimum of the energy functional \(E(\xi,\omega)\) as defined in Eq. (6). The result of the optimization algorithm can be used to initialize a quantum computer in a non-Gaussian state Ansatz, as shown in the orange box, that could in principle improve over generalized Hartree-Fock methods as it includes non-factorizable correlations \[25\]. In contrast to the variational quantum eigensolver method \[16, 17\], both the optimization algorithm and the computation of the expectation values are performed on a classical computer.
into an energy functional that can be evaluated efficiently on a classical computer. The working principle of the variational method is that, provided one is able to evaluate the functional in Eq. (6), one can use an optimization method to find the set of variational parameters \( \xi \) that approximate the ground state \( | \Psi_0 \rangle \) of \( \hat{H} \) within the family of states defined by the variational Ansatz in Eq. (1). This is summarized in the upper blue box in Fig. I. Once the optimization algorithm has converged, one can use the final set of variational parameters to either study the properties of the state (e.g., perform a real time evolution, or compute observables) on classical computers, or use the result to implement an initial state for a quantum algorithm, as shown in the lower orange box in Fig. I and detailed in Section \( V \).

The main goal of our work is threefold. First, we derive explicit expressions for applying the variational method to strongly interacting, purely fermionic systems. Due to the presence of the non-Gaussian unitary \( \hat{U}_{FA} \), it is necessary to derive a generalized Wick theorem\(^1\) for which we present a Grassmann variable-free representation, thus simplifying the result presented in \(^2\). We derive analytical expressions for both expressions required for the computation. Second, while Shi et al. choose the equations of motions of both types of variational parameters \( \xi \) and \( \omega \) following an imaginary time evolution, alternative methods for the optimization of the variables can be used. We discuss how one can use a hybrid approach which lets the Gaussian parameters \( \xi \) evolve following an imaginary time evolution, while updating the non-Gaussian parameters \( \omega \) through a different gradient-descent-based Ansatz that originates from the principle of ensuring a monotonic decrease of the energy functional in each time step. We derive closed formulas for the time evolution of \( \xi \) (more precisely, for the covariance matrix \( \Gamma_m \) that describes the fermionic Gaussian state which is characterized by \( \xi \) and \( \omega \). At last, we present a \( \mathcal{O}(\log(N_f)) \)-depth quantum circuit that shows how the classically computed approximate ground state can be implemented on a quantum computer to serve e.g. as an initial state with a potentially improved overlap in comparison to an Hartree-Fock Ansatz, where the latter can be described by a single fermionic Gaussian state \( | \Psi_{GS} \rangle \).

This paper is structured as follows. In Section II, we present an explicit formula for evaluating a particular type of expectation value for products of fermionic creation and annihilation operators with respect to a non-Gaussian state Ansatz such as Eq. (1), which is termed generalized Wick theorem. We derive analytical expressions for the energy expectation value of a quantum many-body Hamiltonian with respect to the non-Gaussian state Ansatz in Section III. In Section IV, we introduce a simple alternative to the imaginary time evolution-based Ansatz of Shi et al., which only requires the evaluation of the gradient of the energy functional with respect to the non-Gaussian variational parameters and the computation of a simple \( \xi \)-dependent tensor, where the latter can also be neglected in the simplest version of our algorithm. We provide analytical formulas for both expressions. In Section V we present a quantum circuit that allows one to realize the non-Gaussian state Ansatz on a quantum computer. We summarize the results of our work in Section VI. Detailed calculations, as well as mathematical and numerical methods valuable to the general variational method are included in the appendix.

II. GENERALIZED WICK THEOREM

This section gives explicit formulas for computing expectation values of products of fermionic operators. More precisely, we will be presenting closed expressions for \( \langle \Psi [\hat{c}_{j_1}^\dagger \cdots \hat{c}_{j_a}^\dagger \hat{c}_{k_1} \cdots \hat{c}_{k_b} ] | \Psi \rangle \), where \( j_1, k_i \in \{1, \ldots, N_f\} \), \( a, b \in \{1, \ldots, N_f\} \) and \( | \Psi \rangle \) represents a quantum state which is of the form described in Eq. (1). Due to parity conservation, we require \( a + b = 2p \), where \( p \neq N_f \) is a non-negative integer. We will first discuss the simple case where \( \omega = 0 \) and then move to the general case \( \omega \neq 0 \), in Sections II-A-II-B.

We now consider the case \( \omega = 0 \), where we have \( | \Psi \rangle = | \Psi_{GS} \rangle \) and define

\[
\mathcal{A}^{[0]}_{j_1 \ldots j_a k_1 \ldots k_b} = \langle \Psi_{GS} | \hat{c}_{j_1}^\dagger \cdots \hat{c}_{j_a}^\dagger \hat{c}_{k_1} \cdots \hat{c}_{k_b} | \Psi_{GS} \rangle. \tag{7}
\]

Note, that due to normalization, we have \( \mathcal{A}^{[0]} = \langle \Psi_{GS} | \Psi_{GS} \rangle = 1 \). It is well known that one can compute the above expectation value analytically by means of Wick’s theorem\(^3\)

\[
\mathcal{A}^{[0]}_{j_1 \ldots j_a k_1 \ldots k_b} = \sum_{\pi \in \Pi(j_1, \ldots, j_a, k_1, \ldots, k_b)} \text{sgn}(\pi) \mathcal{A}^{[0]}_{\pi(1)} \mathcal{A}^{[0]}_{\pi(2)} \cdots \mathcal{A}^{[0]}_{\pi(p)}. \tag{8}
\]

\(^1\) This should not be confused with the computation of the overlap \( \langle \Psi_{GS} (\xi) | \text{Poly}(\tilde{C}) | \Psi_{GS} (\xi') \rangle \), where Poly(\(\tilde{C}\)) is a polynomial of fermionic operators, of two possibly distinct fermionic Gaussian states, which is sometimes also called “generalized Wick theorem” \(^2\).

\(^2\) Wick’s theorem can also be stated for products of Majorana operators as defined in Eqs. \( 4 \)–\( 5 \).

\[
\langle \Psi_{GS} | \hat{A}_{i_1} \hat{A}_{i_2} \cdots \hat{A}_{i_{2p}} | \Psi_{GS} \rangle = (-1)^p \text{Pf} \left( \Gamma_m |_{i_1, i_2, \ldots, i_{2p}} \right)
\]

where Pf(\(\Gamma_m |_{i_1, i_2, \ldots, i_{2p}}\)) denotes the Pfaffian of the submatrix \( \Gamma_m |_{i_1, i_2, \ldots, i_{2p}} \) which is obtained by only considering the rows and columns \( i_1, \ldots, i_{2p} \) of the skew-symmetric matrix \( \Gamma_m \) introduced in Eq. \( 13 \)–\( 22 \).
We mapped the original string \((j_1^1, \ldots, j_{f}^1, k_1, \ldots, k_b)\) → \((i_1, \ldots, i_{a+1}, i_{2p})\) to a string of integers \(i_j \in \{1, \ldots, 2p\}\), where the first \(a\) elements \((i_1, \ldots, i_a)\) correspond to \((j_1^1, \ldots, j_{f}^1)\) and the remaining \(b\) elements \((i_{a+1}, \ldots, i_{2p})\) correspond to \((k_1, \ldots, k_b)\), in the same order as they appear in the original string. We then define the set of all partitions of the original string into pairs \(x_{iz}, x_{iz}\) taking into account the order,

\[
\Pi(j_{1}^1, \ldots, j_{f}^1, k_1, \ldots, k_b) = \left\{ (x_{i_1} x_{i_2}, x_{i_3} x_{i_4}, \ldots, x_{i_{2p-1}} x_{i_{2p}}) \right\} \quad \text{with } i_{m} \in \{1, \ldots, N_f\} \text{ for } m \in \{1, \ldots, 2p\} : x_{i_{m}} = \begin{cases} j_{i_{m}}^1, & \text{if } i_{m} \leq a \vspace{10pt} \wedge \vspace{5pt} x_{i_{m}} = \begin{cases} k_{i_{m}}, & \text{if } i_{m} > a \end{cases} \vspace{5pt} \end{cases}.
\]

(9)

The symbol \(\text{sgn}(\pi)\) is the signature of an element \(\pi\) of the set defined in Eq. \(9\), in other words, \(\text{sgn}(\pi)\) is identical to +1 (−1) if the number of nearest neighbour permutations required to recover the original string is even (odd), and \(\pi(k)\) with \(k \in \{1, \ldots, p\}\) outputs the \(k\)-th pair in \(\pi\). The terms on the right-hand side of Eq. \(8\) depend on the values of the pairs \(x_{iz}, x_{iz}\) and the fermionic Gaussian state, and are of the following form

\[
A_{p,q}^{0,+} = \frac{i}{4} (G^{00})_{p,q}^{++},
\]

(10)

\[
A_{p,q}^{0,-} = \frac{i}{4} (G^{00})_{p,q}^{-+},
\]

(11)

\[
A_{p,q}^{0,+} = \frac{i}{4} (G^{00})_{p,q}^{--},
\]

(12)

where

\[
G^{00} = \Gamma_{m} + \Upsilon,
\]

(13)

and \(\Upsilon = \sigma \otimes I_{N_f}\) with

\[
\sigma = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

(14)

Here, \(\Gamma_{m}\) denotes the real and anti-symmetric covariance matrix whose elements are given by

\[
(\Gamma_{m})_{kl} = \frac{i}{2} \langle \Psi_{GS} | [\hat{A}_{k}, \hat{A}_{l}] | \Psi_{GS} \rangle.
\]

(15)

The expressions on the right-hand side of Eqs. \(10\)-\(12\) can be computed as follows. For \(p, q \in \{1, \ldots, N_f\}\) we write

\[
\begin{pmatrix} 1_p \\ i_q \end{pmatrix} = \left( \ldots, 0_{p-1}, 1_p, 0_{p+1}, \ldots, 0_{N_f+q-1}, i_{N_f+q}, 0_{N_f+q+1}, \ldots \right)^{T}.
\]

(16)

This allows us to abbreviate particular sums of matrix elements with respect to a \((2N_f \times 2N_f)\)-matrix \(M\) through

\[
M_{p,q}^{++} = \begin{pmatrix} 1_p & \vspace{10pt} i_q \end{pmatrix} M \begin{pmatrix} 1_p \\ -1_p \end{pmatrix},
\]

(17)

\[
M_{p,q}^{--} = \begin{pmatrix} 1_p & \vspace{10pt} -i_q \end{pmatrix} M \begin{pmatrix} 1_p \\ -1_p \end{pmatrix},
\]

(18)

\[
M_{p,q}^{+\pm} = \begin{pmatrix} 1_p & \vspace{10pt} -i_q \end{pmatrix} M \begin{pmatrix} 1_p \\ -1_p \end{pmatrix},
\]

(19)

\[
M_{p,q}^{+-} = \begin{pmatrix} 1_p & \vspace{10pt} i_q \end{pmatrix} M \begin{pmatrix} 1_p \\ -1_p \end{pmatrix}.
\]

(20)

\[\text{As a simple example, consider the string } j_1^1 j_2^2 j_3^3 j_4^4. \text{ Using the definition in Eq. } 5, \text{ we have the set } \Pi(j_1^1 j_2^2 j_3^3 j_4^4) = \{\pi_1, \pi_2, \pi_3\} \text{ with elements } \pi_1 = (j_1^1 j_2^2, j_3^3 j_4^4), \pi_2 = (j_1^1 j_3^3, j_2^2 j_4^4) \text{ and } \pi_3 = (j_1^1 j_4^4, j_2^2 j_3^3), \text{ with respective signatures } \text{sgn}(\pi_1) = 1, \text{sgn}(\pi_2) = -1, \text{ and } \text{sgn}(\pi_3) = 1. \text{ In particular, one can single-out an individual pair through e.g. } \pi_1(1) = j_1^1 j_2^2, \text{ or } \pi_3(2) = j_2^2 j_3^3. \text{ Using Eq. } 8, \text{ the corresponding expectation value is then given by }
\]

\[
A_{j_1^1 j_2^2 j_3^3 j_4^4}^{00} = A_{j_1^1 j_2^2}^{00} A_{j_3^3 j_4^4}^{00} - A_{j_1^1 j_3^3}^{00} A_{j_2^2 j_4^4}^{00} + A_{j_1^1 j_4^4}^{00} A_{j_2^2 j_3^3}^{00}.
\]
Note the unusual index ordering in the definitions above, which is used exclusively for expressions containing the superscripts ++. The efficiency of the computation of Eq. (8) is owed to the fact, that the evaluation of the expectation value in the $(2N_f \times 2N_f)$-dimensional Hilbert space can be broken down to the evaluation of matrix elements of the $(2N_f \times 2N_f)$-covariance matrix $\Gamma_m$. Here, $\Gamma_m$ in Eq. (15) can be directly calculated from $\xi$ given in Eq. (2) through $\Gamma_m = -U_m^\dagger U_m^T$, where $U_m = e^{iK}$. This allows us to express the set of variational parameters describing the non-Gaussian state Ansatz of Eq. (1) either in terms of $\{\xi, \omega\}$ or $\{\Gamma_m, \omega\}$.

In this work, we are interested in the general case $\omega \neq \Theta_{N_f}$, where $|\Psi\rangle = |\Psi_{\text{NGS}}\rangle$. Since $\hat{U}_{\text{FA}}$ is an exponential of a quartic polynomial of fermionic operators, $|\Psi_{\text{NGS}}\rangle$ is no longer a fermionic Gaussian state, since the ladder are generated by exponentials of a quadratic polynomial of fermionic operators. As a consequence, we require a method that allows us to compute $\langle \Psi_{\text{NGS}}|c_1^\dagger \cdots c_{j_a}^\dagger \check{c}_{k_1} \cdots \check{c}_{k_b} |\Psi_{\text{NGS}}\rangle$ efficiently. This was accomplished by Shi et al. in [29], who provided a generating function of Grassmann variables that allows one to compute said expectation values efficiently by taking Grassmann derivatives on the generating function. We use this representation to derive a generalized Wick theorem, that agrees in the special case $\omega = \Theta_{N_f}$ with the usual Wick theorem.

### A. Implicit formula

This subsection states the main results of [25] regarding the computation of expectation values with respect to fermionic non-Gaussian states. The unitary operator $\hat{U}_{\text{FA}}$ transforms a fermionic annihilation operator as follows,

\[
\hat{U}_{\text{FA}}^\dagger \hat{c}_k \hat{U}_{\text{FA}} = e^{i \sum_j \omega_j \hat{a}_j} \hat{c}_k,
\]

attaching a phase depending on particles in modes $j$ to the particle in mode $k$, reminiscent of the Flux Attachment (FA) procedure known from composite fermion theory [35]. One can commute the single fermionic operator on the right-hand side of Eq. (21) past the exponential term through $e^{i \sum_j \omega_j \hat{a}_j} \hat{c}_p = e^{-i \omega_p \hat{c}_p} e^{i \sum_j \omega_j \hat{a}_j}$, which allows us to rewrite $\langle \Psi_{\text{NGS}}|c_1^\dagger \cdots c_{j_a}^\dagger \check{c}_{k_1} \cdots \check{c}_{k_b} |\Psi_{\text{NGS}}\rangle$ as expectation values of a particular type of fermionic operator with respect to a fermionic Gaussian state,

\[
A_{j_1 \cdots j_a k_1 \cdots k_b}^{[\alpha]} = \langle \Psi_{\text{GS}}| e^{i \sum_j \tilde{\alpha}(j) \hat{a}_j} c_1^\dagger \cdots c_{j_a}^\dagger \check{c}_{k_1} \cdots \check{c}_{k_b} |\Psi_{\text{GS}}\rangle.
\]

Here, $\tilde{\alpha} = (\tilde{\alpha}(1), \ldots, \tilde{\alpha}(N_f))$ is a vector of length $N_f$, with $\tilde{\alpha}(j) \in \mathbb{R}$, that implicitly depend on the non-Gaussian variational parameters $\check{\alpha} = \check{\alpha}(\omega)$. In particular, for $\omega = \Theta_{N_f}$, we have $\tilde{\alpha} = (0, \ldots, 0)$ and Eq. (22) reduces to Eq. (7). Shi et al. showed that Eq. (22) can be computed through

\[
A_{j_1 \cdots j_a k_1 \cdots k_b}^{[\alpha]} = A_{j_1 \cdots j_a k_1 \cdots k_b}^{[\tilde{\alpha}]} \mathcal{F}_{J_1, \ldots, J_{N_f}, J'_1, \ldots, J'_{N_f}} \exp^{X_{[\tilde{\alpha}]}}
\]

where $A_{[\alpha]}$ is a complex coefficient defined in Eq. (26), $X_{[\tilde{\alpha}]}$ is a quadratic polynomial of Grassmann variables that depends on $\tilde{\alpha}$ (indicated by the superscript $[\tilde{\alpha}]$) defined in Eq. (25), and

\[
\mathcal{F}_{J_1, \ldots, J_{N_f}, J'_1, \ldots, J'_{N_f}} f(J_1, \ldots, J_{N_f}, J'_1, \ldots, J'_{N_f}) = \lim_{J_1 \to 0} \cdots \lim_{J_{N_f} \to 0} \lim_{J'_1 \to 0} \cdots \lim_{J'_{N_f} \to 0} \frac{d}{dJ_1} \cdots \frac{d}{dJ_{N_f}} \frac{d}{dJ'_{N_f}} f(J_1, \ldots, J_{N_f}, J'_1, \ldots, J'_{N_f})
\]

defines a left-derivative operator of Grassmann variables $J_i$ and the conjugated Grassmann variables $J'_i$ acting on some differentiable function of Grassmann variables $f(J_1, \ldots, J_{N_f}, J'_1, \ldots, J'_{N_f})$. Grassmann variables are anticommuting, in that they satisfy $\{J_i, J_j\} = \{J'_i, J'_j\} = \{J_i, J'_j\} = 0$ [39]. On the right-hand side of Eq. (23), we define the quadratic polynomial of Grassmann variables

\[
X_{[\tilde{\alpha}]} = \frac{1}{2i} \mathcal{F}_{\alpha} \sum_{\alpha} e^{-i \tilde{\alpha}} \left( F_{[\alpha]} \right)^{-1} \sqrt{1 - e^{i \tilde{\alpha}}} \sum_{\alpha} e^{i \tilde{\alpha}} J_{[\alpha]} + \sum_{k=1}^{N_f} \frac{J_k^* J_k}{1 - e^{-i \tilde{\alpha}(k)}},
\]

whose matrix exponential $e^{X_{[\tilde{\alpha}]]}}$ is the generating function and $\mathcal{F} = (J_1, \ldots, J_{N_f}, J'_1, \ldots, J'_{N_f})$. We define the complex-valued expression

\[
A_{[\alpha]} = \langle \Psi_{\text{GS}}| e^{i \sum_j \tilde{\alpha}(j) \hat{a}_j} |\Psi_{\text{GS}}\rangle = s_{N_f} \left( \frac{1}{2} \right)^{N_f} \text{Pf} \left( F_{[\alpha]} \right).
\]
Here, $s_{N_f}$ is a sign factor that depends on the parity of the number of spin-orbitals $N_f$,

$$s_{N_f} = \begin{cases} (-1)^{N_f}, & \text{if } N_f \text{ is even,} \\ (-1)^{N_f+1}, & \text{if } N_f \text{ is odd,} \end{cases}$$

while

$$\Gamma_F^{[\alpha]} = \sqrt{1 - e^{i\alpha}} \Gamma_m \sqrt{1 - e^{i\alpha}} - \sigma \otimes \text{diag} \left( 1 + e^{i\alpha} \right).$$

We define

$$\sqrt{1 \mp e^{i\alpha}} = 1 \otimes \begin{pmatrix} \sqrt{1 \mp e^{i\alpha(1)}} & \cdots & \\
\cdots & \sqrt{1 \mp e^{i\alpha(N_f)}} & \\
\end{pmatrix},$$

and

$$\text{diag} \left( 1 \pm e^{i\alpha} \right) = \begin{pmatrix} 1 \pm e^{i\alpha(1)} & \cdots & \\
\cdots & 1 \pm e^{i\alpha(N_f)} & \\
\end{pmatrix}.$$  

For readability, zeros are not displayed and we use $1_k$ to denote the $(k \times k)$-identity matrix. In Eq. (25), we further define the column vector of Grassmann variables of length $2N_f$, $J = (J_1, \ldots, J_{N_f}, J_{N_f}^*, \ldots, J_1^*)^T$, as well as the $(2N_f \times 2N_f)$-matrix

$$\Sigma_F^{[\alpha]} = \begin{pmatrix} e^{i\alpha(1)} & \cdots & -1 \\
\cdots & \cdots & \cdots & \cdots \\
-1 & \cdots & e^{-i\alpha(N_f)} \\
\end{pmatrix}.$$  

B. Explicit formula

Since for Grassmann variables, left differentiation is identical to integration and $X^{[\alpha]}$ in Eq. (25) is a quadratic polynomial in the Grassmann variables, the expression $F_{J_1, \ldots, J_{N_f}, J_{N_f}^*, \ldots, J_1^*} X^{[\alpha]}$ on the right-hand side of Eq. (23) can be written as a Grassmann integral over the exponential of the quadratic polynomial of Grassmann variables $X^{[\alpha]}$ [39, 40]. This can be evaluated to give

$$\frac{A^{[\alpha]}_{j_1, \ldots, j_{N_f} k_1, \ldots, k_{N_f}}}{A^{[\alpha]}} = \sum_{\pi \in \Pi(j_1^{\dagger}, \ldots, j^{\dagger}_{N_f}, k_1, \ldots, k_{N_f})} \text{sgn}(\pi) \frac{A^{[\alpha]}_{\pi(1)}}{A^{[\alpha]}} \cdots \frac{A^{[\alpha]}_{\pi(N_f)}}{A^{[\alpha]}},$$

which is a direct consequence of Wick’s theorem, see e.g. chapter 2.3 in [41]. In fact, Eq. (32) can be seen to be identical to Eq. (23), by noting that we can write $\langle \Psi_{GS} | e^{i \sum \hat{a}(j) \hat{\eta}_j} \hat{c}_{j_1}^\dagger \cdots \hat{c}_{j_{N_f}}^\dagger \hat{c}_{k_1} \cdots \hat{c}_{k_{N_f}} | \Psi_{GS} \rangle = \text{tr} \left( \hat{O}^{[\alpha]}_{GS} \hat{\epsilon}_{j_1}^\dagger \cdots \hat{\epsilon}_{j_{N_f}}^\dagger \hat{\epsilon}_{k_1} \cdots \hat{\epsilon}_{k_{N_f}} \right)$, where $\hat{O}^{[\alpha]}_{GS} = |\Psi_{GS}\rangle \langle \Psi_{GS}| e^{i \sum \hat{a}(j) \hat{\eta}_j}$ is a Gaussian operator with trace $\text{tr} \left( \hat{O}^{[\alpha]}_{GS} \right) = A^{[\alpha]}$. It is known [42], that $\text{tr} \left( \hat{O}^{[\alpha]}_{GS} \hat{\epsilon}_{j_1}^\dagger \cdots \hat{\epsilon}_{j_{N_f}}^\dagger \hat{\epsilon}_{k_1} \cdots \hat{\epsilon}_{k_{N_f}} \right) = \text{tr} \left( \hat{O}^{[\alpha]}_{GS} \right) \times \text{“Wick’s theorem”}$, where “Wick’s theorem” is identical to the right-hand side of Eq. (32)—in other words, it is constructed from the two-point correlation function $A_{jk} = \text{tr} \left( \hat{O}^{[\alpha]}_{GS} \hat{\epsilon}_j \hat{\epsilon}_k \right) / A^{[\alpha]}$, where $\hat{\epsilon}_j \neq \hat{\epsilon}_k$ can be any of the fermionic operators $\hat{c}_{j_1}^\dagger, \ldots, \hat{c}_{j_{N_f}}^\dagger, \hat{c}_{k_1}, \ldots, \hat{c}_{k_{N_f}}$. Note, that Eq. (32) is a special case of [32], since $A^{[0]} = 1$. 

In order to be able to compute Eq. (32), one requires explicit expressions for \( A^{[\hat{\alpha}]}_{pq} \) and \( A^{[\hat{\alpha}]}_{pqrs} \), which are generalizations of Eqs. (10) and (12). While \( A^{[\hat{\alpha}]} \) and \( A^{[\hat{\alpha}]}_{pq} \) are given in [25], we derive explicit formulas for the missing two expressions in Appendix A; we also present an alternative derivation for the exemplary expression \( A^{[\hat{\alpha}]}_{pqrs} \) using the implicit formula in Eq. (23), which is shown to be identical to the expression obtained from Eq. (32). The findings are summarized below,

\[
A^{[\hat{\alpha}]}_{pq} = \frac{i}{4} \epsilon^{\hat{\alpha}(p)} \mathcal{A}^{[\hat{\alpha}]} \left( \mathcal{G}^{[\hat{\alpha}]} \right)_{p,q}^+, \quad (33)
\]

\[
A^{[\hat{\alpha}]}_{pqrs} = \frac{i}{4} \epsilon^{(\hat{\alpha}(p)+\hat{\alpha}(q))} \mathcal{A}^{[\hat{\alpha}]} \left( \mathcal{G}^{[\hat{\alpha}]} \right)_{p,q}^+, \quad (34)
\]

\[
A^{[\hat{\alpha}]}_{pqrs} = \frac{i}{4} \mathcal{A}^{[\hat{\alpha}]} \left( \mathcal{G}^{[\hat{\alpha}]} \right)_{p,q}^- . \quad (35)
\]

Here, \( \hat{\alpha}(p) \) is the \( p \)-th entry of the vector \( \hat{\alpha} \). Following [25], we define the skew-symmetric matrix

\[
\mathcal{G}^{[\hat{\alpha}]} = \frac{\Gamma_m + \Upsilon}{2N_f + \frac{1}{2} (1 - e^{i\hat{\alpha}})} \left( \Gamma_m - 2N_f \right),
\]

which reduces to Eq. (33) for \( \hat{\alpha} = (0, \ldots, 0) \). Here, \( (1 - e^{i\hat{\alpha}}) = (\sqrt{1 - e^{i\hat{\alpha}}})^2 \) and we use the short-hand notation \( \frac{1}{2} = AB^{-1} \) for two equal-sized matrices \( A \) and \( B \), provided that the latter is invertible.

In addition to the explicit formulas in Eqs. (32) and (34)-(35), we found that the inverse appearing in Eq. (36) can be evaluated without having to perform the actual, numerically costly matrix inversion using the method presented in [25]. This has the potential to significantly speed up numerical computations, as in each time step one has to compute \( \mathcal{G}^{[\hat{\alpha}]} \) for each distinct \( \hat{\alpha} \) and this method allows one to separate the effect of the non-Gaussian parameters \( \omega \) from the Gaussian parameters in \( \Gamma_m \). The following section will show how the results derived here can be used to compute the energy expectation value of a general quantum many-body Hamiltonian.

III. ENERGY EXPECTATION VALUE

In this section, we derive an analytical formula for the energy expectation value in Eq. (6) in terms of the expression of Eq. (32). We consider interacting fermionic systems whose non-relativistic dynamics are governed by the Hamiltonian

\[
\hat{H} = \sum_{p,q} f_{pq} \hat{c}_p^\dagger \hat{c}_q + \frac{1}{2} \sum_{p,q,r,s=1}^N h_{pqrs} \hat{c}_p^\dagger \hat{c}_q \hat{c}_r \hat{c}_s , \quad (37)
\]

where \( f_{pq} \) and \( h_{pqrs} \) are the one- and two-body matrix elements as defined in [44], where the latter possess the symmetries \( h_{pqrs} = -h_{qpwr} = -h_{qprs} \) and \( h_{pqrs} = h_{rsqp} \). For the last condition, we assume that values of the resulting two-body integrals are real-valued. We rewrite the energy expectation value in Eq. (6) for the Hamiltonian defined in Eq. (37) in terms of the expectation value of the rotated Hamiltonian operator

\[
\hat{H}_{FA} = \hat{U}_{FA} \hat{H} \hat{U}_{FA}^\dagger ,
\]

where \( \hat{U}_{FA} = \hat{U}_{FA}^{(1)} + \hat{U}_{FA}^{(2)} \),

\[
\hat{U}_{FA}^{(1)} = \sum_{p,q=1}^{N_f} f_{pq} e^{\xi_p} \hat{a}_p \hat{a}_q , \quad (39)
\]

\[
\hat{H}_{FA}^{(2)} = \frac{1}{2} \sum_{p,q,r,s=1}^N h_{pqrs} e^{\eta_p} \hat{a}_p \hat{a}_q \hat{a}_r \hat{a}_s , \quad (40)
\]

\[4\] In order to circumvent having to perform the matrix inversion in Eq. (36), we rewrite \( \mathcal{G}^{[\hat{\alpha}]} = -\Upsilon (A + B) \) \(-1\), with \( A = - (\Gamma_m + \Upsilon) \) \(-1\) and \( B = \frac{1}{2} (1 - e^{i\hat{\alpha}}) \). We find \( A^{-1} = \Upsilon (\Gamma_m + \Upsilon) \) \(-1\). We give a decomposition \( B = \sum_{k=1}^r B_k \) \( = \sum_{k=1}^r \beta_k \langle a_k | \rangle \langle i_k | \rangle \) into rank one matrices \( B_k \), where we defined the element \( i_k \) of a list \( [i_1, \ldots, i_r] \) containing all non-zero index entries of the diagonal terms of \( B, \beta_k = \frac{1}{2} (1 - e^{i\hat{\alpha}(i_k)}) \), and \( r_B \leq 2N_f \) is identical to the rank of \( B \). We define \( C_{r_B+1} = A + \sum_{k=1}^r B_k \) with \( \ell \leq r_B \), where \( C_{r_B+1} = A + B \) and \( C_1 = A \). The iterative procedure of [23] is given by \( C_{\ell+1} = C_\ell - g \ell C_\ell^{-1} B_\ell C_\ell^{-1} \), \( \ell = 1/(1 + \ell \langle C_\ell^{-1} B_\ell \rangle) \). This strategy can also be used for other instances within the variational method, see Appendix B.

\[5\] We want to stress that the variational method can also be applied to more general parity-conserving Hamiltonians, which could lead to larger (even) products of fermionic operators appearing in Eq. (37).
are the rotated one- and two-body Hamiltonian terms, and \( k = 1, \ldots, N_f \). We defined \( f_{pq}^\text{FA} = f_{pq} e^{-i \alpha_{pq}^\text{FA}(\xi)} \), \( h_{pqrs}^\text{FA} = h_{pqrs} e^{-i (\beta_{pqrs}^\text{FA}(\xi) + \beta_{pqrs}^\text{FA}(\omega))} \), \( \alpha_{pq}^\text{FA}(k) = \omega_{pq} - \omega_{ppr} \), and \( \beta_{pqrs}^\text{FA}(k) = \alpha_{ps}^\text{FA}(k) + \alpha_{qr}^\text{FA}(k) \). It is important to note, that the operators of the rotated Hamiltonian in Eqs. \( 39 \)-\( 40 \) differ considerably from the operators in Eq. \( 37 \), as they are no longer just quadratic and quartic polynomials of fermionic operators, but polynomials of up to order \( N_f \). However, the total number of terms appearing in \( \hat{H}_{\text{FA}} \) is identical to the number of terms in the system Hamiltonian \( \hat{H} \) in Eq. \( 37 \). Using the above results, Eq. \( 6 \) can be written as \( E(\xi, \omega) = E_1(\xi, \omega) + E_2(\xi, \omega) \), where the one- and two-body energy expectation values are given by

\[
E_1(\xi, \omega) = \sum_{p,q} f^\text{FA}_{pq} A^{[\alpha^\text{FA}_{pq}]}_{p'q},
\]

(41)

\[
E_2(\xi, \omega) = \frac{1}{2} \sum_{p,q,r,s} h^\text{FA}_{pqrs} A^{[\beta^\text{FA}_{pqrs}]}_{p'q'r's},
\]

(42)

which depend implicitly on the variational parameters \( \{\xi, \omega\} \) (or \( \{\Gamma_m, \omega\} \) in both, the Hamiltonian coefficients \( f^\text{FA}_{pq} \) and \( h^\text{FA}_{pqrs} \), as well as in the expectation values \( A^{[\alpha^\text{FA}_{pq}]}_{p'q} \) and \( A^{[\beta^\text{FA}_{pqrs}]}_{p'q'r's} \). This motivates how expectation values of Eq. \( 22 \) appear as a consequence of the unitary transformation of Eq. \( 21 \) due to the presence of the flux attachment operator \( \hat{U}_{\text{FA}} \) in the variational state Ansatz.

The closed analytical formulas derived in Eqs. \( 41 \)-\( 42 \) allow one to compute the energy expectation value of Eq. \( 6 \) for any parity conserving physical Hamiltonian through Eq. \( 62 \). By employing a constrained optimization algorithm, one can find a local minimum of the rotated many-body Hamiltonian \( \hat{H}_{\text{FA}} \) as defined in Eq. \( 38 \) within the family of fermionic Gaussian states. The role of the optimization algorithm is to provide an updating rule for the variational mean-field matrix of the rotated Hamiltonian in Eqs. \( 39 \)-\( 40 \), as well as in the expectation values \( A^{[\alpha^\text{FA}_{pq}]}_{p'q} \) and \( A^{[\beta^\text{FA}_{pqrs}]}_{p'q'r's} \). This motivates how expectation values of Eq. \( 22 \) appear as a consequence of the unitary transformation of Eq. \( 21 \) due to the presence of the flux attachment operator \( \hat{U}_{\text{FA}} \) in the variational state Ansatz.

The algorithm is based on the principle of ensuring a monotonic decrease of the energy in each optimization step.

IV. A HYBRID MINIMIZATION ALGORITHM

In this section, we will derive an alternative optimization strategy for the non-Gaussian variational parameters, that, in its simplest form, only requires the evaluation of the energy gradient with respect to \( \omega \). This section is structured as follows. In Section IV A we present the imaginary time evolution-based optimization strategy derived by Shi et al. \cite{25}. We compute how the energy expectation value of Eq. \( 6 \) evolves in time for the non-Gaussian state Ansatz of Eq. \( 1 \) in Section IV B and show how this can be used as the basis for a simplified hybrid imaginary-time-gradient-descent optimization algorithm in Section IV C.

A. Optimization algorithm based on imaginary time evolution

Let us first review the optimization strategy employed by Shi et al. \cite{25}. It is based on imaginary time evolution of the variational state,

\[
d_{\tau} |\Psi_{\text{NGS}}\rangle = - (\hat{H} - E) |\Psi_{\text{NGS}}\rangle
\]

(43)

where \( E \) is the energy expectation value of Eq. \( 6 \) and \( d_{\tau} = \frac{d}{d\tau} \) denotes the partial derivative with respect to the imaginary time \( \tau \). We define the non-Gaussian Ansatz-dependent operator \( \hat{O} = \frac{i}{2} \sum_{i \neq j} (d_{\tau} \omega)_{ij} : \hat{n}_i \hat{n}_j : \), the mean-field matrix of the rotated Hamiltonian \( \hat{H}_{\text{FA}} = 4 \frac{d}{d\tau_m} \langle \Psi_{\text{GS}} | \hat{H}_{\text{FA}} | \Psi_{\text{GS}} \rangle \), and similarly the mean-field matrix

\[\hat{U}_{\text{GS}} \hat{A}_j \hat{U}_{\text{GS}} = \sum_{k=1}^{2N_f} (U_{m})_{jk} \hat{A}_k,\]

this extended variational Ansatz \( |\Psi_{\text{NGS}}(\xi, \omega, \xi')\rangle \) essentially rotates the Hamiltonian in Eq. \( 17 \) into a new basis which depends on \( \xi' \), and its only added difficulty is the requirement of an additional updating rule for the time evolution of the second set of Gaussian variational parameters \( \xi' \), e.g. through Eq. \( 15 \). We will leave a treatment of this more complex Ansatz to future works.
of the non-Gaussian state Ansatz $O_m = 4 \frac{d}{d\tau} \langle \Psi_{\text{NGS}} | \hat{O} | \Psi_{\text{NGS}} \rangle$. Here, $\frac{d}{d\tau}$ denotes the derivative with respect to a structured matrix (in this case, the skew-symmetric matrix $\Gamma_m$). We present explicit expressions for $O_m$ and $H_{\text{FA},m}$ in Appendix B. By performing a normal-order expansion of the resulting expressions on the left- and right-hand side of Eq. (43), one finds the imaginary time equations of motion for the Gaussian variational parameters to be \[ d_\tau \Gamma_m = -H_{\text{FA},m} - \Gamma_m H_{\text{FA},m} \Gamma_m + i [\Gamma_m, O_m]. \] (44)

The time evolution of the non-Gaussian parameters $d_\tau \omega$ on the other hand can be computed through the following general principle, which follows from Eq. (43). For any variational parameter $\theta_P$ which can either represent a non-Gaussian parameter or a Gaussian parameter, the imaginary time equations of motion lead to

$$d_\tau \theta_P = \sum_{Q=1}^{N_{\text{var}}} (G^{-1})_{PQ} \langle \Psi_Q | R_\Psi \rangle,$$

(45)

where $N_{\text{var}}$ covers all independent variational parameters, and we defined $|\Psi_P\rangle = -\langle \hat{H} - E | \Psi_{\text{NGS}}\rangle$, the tangent vector $|\Psi_P\rangle = d\theta_P |_\Psi_{\text{NGS}}\rangle$, as well as the Gram matrix $G_{PQ} = \langle \Psi_P | \Psi_Q \rangle$. As shown in [25], the energy decreases monotonically in each time step $\Delta \tau$ if the variational parameters are updated through Eqs. (44) and (45). Computing Eq. (45) is efficient, but nevertheless challenging, as it involves computing $|\Psi_P\rangle$, $|\Psi_Q\rangle$, as well as generalized Wick expressions for up to eighth order expressions resulting from the respective state overlaps, and the (pseudo-)inverse of the Gram matrix. We present explicit formulas for the respective tangent vectors which are required for evaluating Eq. (45) in Appendix C. In the following section, we study how the energy changes in time for the non-Gaussian state Ansatz. This will eventually allow us to derive a simple condition that avoids the cumbersome evaluation of Eq. (45).

### B. Time evolution of the energy functional

As already mentioned at the end of Section [11], possessing an analytical expression of the energy functional allows any constrained optimization method to be used to find a local minimum in the high-dimensional energy landscape and thus the set of variational parameters which give an approximate ground state to the system Hamiltonian of Eq. (37). In the following, we will compute the evolution of the energy as a function of the variational parameters and their respective time-derivatives for the variational states of the form of Eq. (1). Assuming that the energy depends on time through $\xi$ (or alternatively $\Gamma_m$) and $\omega$, the time-evolution of the energy expectation value is given by

$$d_\tau E(\xi, \omega) = \frac{1}{4} \sum_{i,j=1}^{2N_f} (H_{\text{FA},m})_{ij} d_\tau (\Gamma_m)_{ij} + \sum_{k,l=1}^{N_f} \frac{dE}{d\omega_{kl}} d_\tau \omega_{kl}. \quad (46)$$

Using Eq. (44), Eq. (46) can be written as

$$d_\tau E(\xi, \omega) = \frac{1}{8} \text{tr} \left( (|H_{\text{FA},m}|, \Gamma_m) - iO_m \right)^2 \right) + \frac{1}{8} \text{tr} \left( O_m^2 \right) + \sum_{k,l=1}^{N_f} \frac{dE}{d\omega_{kl}} d_\tau \omega_{kl}. \quad (47)$$

Since $iO_m$, $\Gamma_m$, and $H_{\text{FA},m}$ are real-valued skew-symmetric (and therefore anti-symmetric) matrices, the first term on the right-hand side of Eq. (47) contains the trace of the square of a skew-symmetric matrix, which is a symmetric negative semi-definite matrix and thus possesses only non-positive eigenvalues. We therefore have

$$\text{tr} \left( (|H_{\text{FA},m}|, \Gamma_m) - iO_m \right)^2 \right) \leq 0. \quad (48)$$

On the other hand, a similar argument cannot be made for the last two terms in Eq. (47), which means that they may become positive and the energy will in general not be monotonically decreasing in time. However, Eq. (47) can serve as a starting point for the construction of alternative optimization approaches, which for instance replace the updating rule for the non-Gaussian parameter in Eq. (45) with a computationally less demanding Ansatz, while letting the Gaussian parameters continue to evolve under Eq. (44). We provide an example how the expression in Eq. (47) can inspire simple, possibly computational less demanding optimization algorithms while guaranteeing a monotonically decreasing energy in each time step in the following subsection.

---

7 Provided the Hamiltonian considered is of the form of Eq. (37). For Hamiltonians containing larger products of fermionic operators, the expressions will be of even higher order.
C. A gradient-descent-based optimization algorithm for the non-Gaussian variational parameters

In what follows, we will present our algorithm and defer detailed mathematical derivations to Appendices D, E. A simple choice for evolving the non-Gaussian variational parameters is through a basic gradient-descent Ansatz,

\[
(d_r \omega)_{ij} = -\frac{1}{c} \frac{dE}{d\omega_{ij}},
\]

where \( c \in \mathbb{R} \). As stated in the previous subsection, this choice can in principal cause the energy to increase during a time step. Such a non-monotonic behavior can however be averted by a more carefully designed gradient-based Ansatz, as we show in the following. We choose \( d_r \omega \) so that the following identity holds,

\[
\frac{1}{8} \mathrm{tr} \left( O_m^2 \right) + \sum_{k,l=1}^{N_f} \frac{dE}{d\omega_{kl}} (d_r \omega)_{kl} = 0.
\]  

(50)

From Eq. (48) it then automatically follows that the energy monotonically decreases in each time step, see Eq. (47). We show in Appendix D that the first term on the left-hand side in the above equation can be written as a quadratic expression,

\[
\mathrm{tr} \left( O_m^2 \right) = \sum_{k,l,m,n=1}^{N_f} (d_r \omega)_{kl} B_{klmn} (d_r \omega)_{mn},
\]

(51)

where \( B \) is a \((N_f \times N_f \times N_f \times N_f)\)-tensor, which only depends on the covariance matrix \( \Gamma_m \). Its entries are given by

\[
B_{klmn} = \frac{1}{8} \left[ (gg)^T_{ln} \delta_{nk} + (gg)^T_{ln} \delta_{mk} + (gg)^T_{km} \delta_{nl} + (gg)^T_{kn} \delta_{ml} \right]
+ \frac{1}{8} \left[ (g^0_{k,l})^2 + (g^0_{k,N_j+l})^2 + (g^0_{N_j+k,N_j+l})^2 \right] \left( \delta_{nk} \delta_{ml} + \delta_{mk} \delta_{nl} \right),
\]

(52)

where we introduced the column vector \( g = ((\Gamma^T m)_{1,1} + 1, (\Gamma^T m)_{2,2} + 1, \ldots, (\Gamma^T m)_{N_f,N_f} + 1)^T \). Since we assume that the diagonal part of \( \omega \) is zero, we set \( B_{klmn} = 0 = B_{klmm} \) for all \( k, l, m \in \{1, \ldots, N_f\} \). The specific form of Eq. (52) is a direct consequence of the restrictions \( B_{kllm} = B_{klmm} = B_{klmm} = B_{llmm} = B_{lmkl} \), which follow from the symmetry constraint \((d_r \omega)^T = d_r \omega\). By inserting Eq. (51) into Eq. (50), we get

\[
\frac{1}{8} \sum_{m,n=1}^{N_f} B_{klmn} (d_r \omega)_{mn} = -\frac{dE}{d\omega_{kl}},
\]

(53)

which can be solved for \( d_r \omega \) by reshaping the \((N_f \times N_f \times N_f \times N_f)\)-sparse tensor \( B \) into a \((N_f^2 \times N_f^2)\)-matrix and similarly reshape the \((N_f \times N_f)\)-matrices \( \omega \) and \( dE/d\omega \) into column vectors of length \( N_f^2 \). Within that representation, we can solve for \( d_r \omega \) by multiplying the reshaped expressions in the above equation from the left by the Moore–Penrose inverse \( B^+ \). By unfolding the pseudo-inverse \( B^+ \) back into the original four-dimensional tensor form, we arrive at the following equation for the time evolution of the non-Gaussian variational parameters,

\[
(d_r \omega)_{kl} = -8 \sum_{m,n=1}^{N_f} (B^+)_{klmn} \frac{dE}{d\omega_{mn}}.
\]

(54)

We term this Ansatz the Hybrid Imaginary-Time-Gradient-Descent (HITGD) method. The main difference between the “pure” imaginary-time evolution of Shi et al. that was outlined in Section IV A and the HITGD method is the replacement of the equations of motion for the non-Gaussian parameters \( \omega \) at each time step \( \Delta \tau \), meaning that Eq. (45) is replaced by Eq. (54), while the equations of motion of the Gaussian variational parameters \( \xi \) are still given by Eq. (44).

---

8 Due to the sparseness of \( B \), its matrix representation will in general not possess full rank, which requires the pseudo-inverse.
We note, that while Eq. (54) will always guarantee the energy to decrease monotonically, in practice it will often times be sufficient to use the simple Ansatz in Eq. (40). The magnitude of the coefficient can be chosen through \( c > \|B\|_{\text{max}}/8 \), where \( \|B\|_{\text{max}} \) denotes the largest value of the spectral norm of the matricized tensor \( B \).

Central to the HITGD approach is the ability to evaluate the energy gradient in Eq. (54). This can be achieved by computing the commutator of the rotated Hamiltonian with the normal-ordered product of two number operators,

\[
\frac{dE}{d\omega_{ij}} = \frac{d}{d\omega_{ij}} \langle \Psi_{GS} | \hat{U}_{FA} \hat{H} \hat{U}_{FA} | \Psi_{GS} \rangle = -\frac{i}{2} \langle \Psi_{GS} | [\hat{H}_{FA}, \hat{c}_i \hat{c}_j + \hat{c}_j \hat{c}_i] | \Psi_{GS} \rangle. \tag{55}
\]

As detailed in Appendix E, the energy gradient in Eq. (55) can be computed through

\[
\frac{dE}{d\omega_{ij}} = \sum_{p=1}^{N_f} A_i^{[\rho_{FA}]} + \sum \{(i \leftrightarrow j)\} + 2\sum_{p<q} h_{ijpq} A_j^{[\rho_{FA}]}, \tag{56}
\]

where \( \Im\{x\} = (x - x^*)/(2i) \) denotes the imaginary part of a complex number \( x \) and the symbol \( "(i \leftrightarrow j)" \) is a placeholder for an expression identical to the preceding one, with the exception that the roles of the indices \( i \) and \( j \) are interchanged. Eq. (56) was derived for a general quantum many-body of the form in Eq. (37), and only assumed the one- and two-body matrix element symmetries discussed in Section II.

It should be noted, that imaginary time evolution is in itself a gradient descent method with respect to the natural inner product, i.e. the Fubini-Study metric \([47-49]\). The terminology HITGD is used in order to distinguish the \( \text{HITGD} \) from the \text{natural} gradient descent (i.e. the imaginary time evolution), and also study the dynamics of a given quantum system through a real time evolution of the system within the variational manifold \([25,49]\). On a deeper level, Eq. (54) requires the evaluation of lower-order correlation functions compared to Eq. (45) hints to the fact that the gradient descent-based Ansatz employs a different metric for the non-Gaussian variational parameters. An interesting question is thus to study how the proposed HITGD method compares to the natural gradient descent (i.e. the imaginary time evolution), and if the performance can be linked to the different employed metrics.

V. PREPARING THE NON-GAUSSIAN STATE ON A QUANTUM COMPUTER

Once the classical variational method has produced a final set of parameters \( \{\xi, \omega\} \), one can implement the corresponding quantum state (described by Eq. (1)) on a quantum computer, serving as an initial state for quantum algorithms. For near term quantum algorithms, such as the variational quantum eigensolver \([16]\), there is only heuristic evidence indicating that a large overlap \( \phi_0 = \langle \Psi_0 | \Psi_{\text{initial}} \rangle \) with the desired ground state can lower the amount of repetitions of the quantum algorithm. However, quantum algorithms relying on error-corrected quantum computers such as quantum phase estimation \([50]\) or ground state preparation algorithms \([12]\) possess a provable \( \mathcal{O}(1/|\phi_0|^2) \), or \( \mathcal{O}(1/|\phi_0|) \)-dependence on \( \phi_0 \), respectively. It is therefore desirable to find initial states which are both, efficiently computable on classical computers and efficiently implementable on quantum computers, while possessing the potential to improve over an Hartree-Fock Ansatz, which is just a single fermionic Gaussian state \( |\Psi_{GS}\rangle \).

We presented a short sketch on how the non-Gaussian state can be realized in Fig. 1. The objective of this section is to detail how the black-box circuit elements for \( \hat{U}_{FA}(\omega) \) can be realized in terms of basic quantum logic gates.

In order to generate the fermionic Gaussian state \( |\Psi_{GS}\rangle = \hat{U}_{GS} |0\rangle \), one can rotate the system Hamiltonian of Eq. (37) into the eigenbasis of the covariance matrix through orbital rotations, where the initial state is a single Slater determinant

\[
|\Psi_{GS}\rangle = \hat{c}_{k_1}^\dagger \cdots \hat{c}_{k_N}^\dagger |0\rangle, \tag{57}
\]

where \( \hat{c}_{k_j}^\dagger \) are the rotated fermionic operators. Alternatively, one can rotate the state into the original basis of the system Hamiltonian through Givens rotations\([51,52]\). The second approach is advantageous when much of the sparsity
of the original system Hamiltonian would be lost and a Gaussian state preparation through \( \frac{N_f}{2} \) Givens rotations would be advantageous, whereas the first approach comes at the cost of a larger number of measurements, since the number of terms in the system Hamiltonian generally increases. Construction methods to implement a fermionic Gaussian state on a quantum computer are well-known \([51-55]\), have been implemented successfully on quantum hardware \([22]\), and open source software is already available to transform \( \hat{U}_{GS} \) into quantum gates \([56]\).

In order to realize the non-Gaussian unitary \( \hat{U}_{FA}(\omega) \) on a quantum computer, one has to first map the fermionic operators onto the spin operators \([57]\), for instance by means of the Jordan-Wigner transformation \([58, 59]\). This leads to

\[
\hat{U}_{FA}(\omega) = e^{\frac{i}{8} \sum \omega_{jk} \sigma_j^z \sigma_k^z} e^{\frac{i}{4} \sum \omega_{jk} \sigma_j^z} \prod_{j<k} e^{i \omega_{jk} \sigma_j^z \sigma_k^z}, \tag{58}
\]

where we defined the Pauli spin-operator

\[
\hat{\sigma}^z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \tag{59}
\]

The first factor in Eq. (58) gives rise to a global phase and is thus irrelevant when evaluating the expectation value of the energy. The other terms lead to commuting single- and two qubit gates, with the latter being identical to Ising-type interactions, native to Josephson flux qubits \([60, 61]\) or inductively coupled Josephson charge qubits \([62]\), which makes the implementation of the non-Gaussian Ansatz particularly appealing to such architectures.

In Fig. 2, we give an explicit quantum circuit that is equivalent to \( \hat{U}_{FA} \) and requires \( N_f \) single-qubit \( \hat{\sigma}^z \)-rotations and \( \frac{N_f(N_f+1)}{2} \) two-qubit Ising-type \( \hat{\sigma}_j^z \hat{\sigma}_k^z \) interactions, whose rotation angles are given by the arguments in Eq. (58).

The number of gates in this circuit are fixed, however, one can make use of the fact that all gates appearing in Eq. (58) commute with each other and follow various strategies to lower the circuit depth, which is lower bounded by \( O(\log(N_f)) \). A linear SWAP-gate overhead appears, if the qubit layout does not allow for all-to-all connectivity, which is the case for most quantum architectures today. We will leave the task of optimizing the above quantum circuit to appropriate software \([56, 63]\).

\[\text{VI. SUMMARY AND CONCLUSION}\]

In this work, we have presented an explicit formula to compute expectation values of fermionic operators for a non-Gaussian variational state Ansatz in Eq. (32), without requiring the computation of Grassmann derivatives of a generating function. We complemented two additional expressions in Eq. (34)-(35) which are required to compute the most general type of expression in Eq. (22). In an effort to simplify the updating rule for the non-Gaussian variational parameters \( \omega \), we introduced a gradient-descent-based Ansatz—inspired by the strategy of lowering the energy in each time step—in Eqs. (49) and (54), which only requires the evaluation of the energy gradient with respect to \( \omega \), as opposed to the more cumbersome state overlaps of the imaginary time-based Ansatz of Eq. (45).

While our results might benefit the simulation of strongly interacting fermionic systems on classical computers, the simplicity of the non-Gaussian Ansatz makes the variational method also a suitable efficient classical subroutine for...
providing initial states beyond Hartree-Fock states. This has the potential of lowering the run-time of various quantum algorithms that possess an inherent dependence on the initial state overlap, such as quantum phase estimation \cite{50} or sophisticated ground state preparation protocols \cite{12}. Furthermore, the implementation of the non-Gaussian state can also serve as an efficient method to test the proficiency of large quantum computers (of fifty or more qubits) in whether they are able to reliably implement simple entangling gate structures such as those of Eq. (3).

It is important to realize that our algorithm, as well as the Ansatz of Eq. (45) presented in \cite{25} still have to show that they can improve simulations of purely fermionic systems over a simpler generalized Hartree-Fock algorithm (which only contains a fermionic Gaussian state as its variational state). However, since the non-Gaussian Ansatz contains the family of fermionic Gaussian states, it is at least as expressive as generalized Hartree-Fock theory.

The success of the variational method will ultimately not only be determined by the type of employed variational state Ansatz, but also by the specifics of the studied quantum system and whether physical intuition can be used to choose good initial variational parameters. We believe that future works should use the method presented in this work and apply it to explicit models, and that a proper system-dependent initial choice of the variational parameters might prove advantageous in an effort to go beyond Hartree-Fock theory.

We note, that upon submission we became aware of a recently published work by Guaita et al. \cite{64}, which discusses the computation of expectation values of spin, bosonic and fermionic operators with respect to an Ansatz similar to Eq. (1), as well as the tangent vectors, which has a large overlap with the results presented in Section II and Appendix C. In order to apply the variational method to large system sizes, it is of major importance to find the numerically least expensive method for the computation of Eq. (22), which is why future work should numerically compare the findings of \cite{64} with our results.
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Appendix A: Calculation of expectation values

In this section, we will provide explicit expressions for the expectation values appearing in Eq. (22), computed through the implicit formula presented in Section II.A. Since we are computing expressions from the derivative of an exponential of the term in Eq. (25), we can expand the latter as \( \exp(X) = 1 + X + X^2/(2!) + \ldots \). The argument \( X = X(J_1, \ldots, J_N, J'_1, \ldots, J'_{N_f}) \) is defined in Eq. (25) and is a homogeneous second degree polynomial, which is evaluated at zero in the Grassmann variables \( J_1, \ldots, J_N \) and \( J'_1, \ldots, J'_{N_f} \) after taking the left-derivatives via the Grassmann operator defined in Eq. (24). Since we are looking at a single expression, we may ignore the superscript \( \alpha \) throughout this section. Also, we will here only consider the case of an identical number of creation and annihilation operators \( a = b \) in the fermionic operator product for simplicity, but the result also extends to the case \( a \neq b \). Since \( \mathcal{F}_{J_1 \ldots J_N} J'_1 \ldots J'_{N_f} \) evaluates the Grassmann variables at zero after application of the derivative, the only non-vanishing
term in the exponential expansion that survives is the $a$-th power of $X$. Therefore, we can write

$$A_{j_1 \ldots j_{k_1} \ldots j_{k_a}} = s_{N_f} \left( \frac{1}{2} \right)^{N_f} \text{Pf}(\Gamma_F) \frac{1}{\alpha!} F_{J_1 \ldots J_{k_1}, \ldots J_{k_a}} X^a.$$  \hspace{1cm} (A1)

We define the $(2N_f \times 2N_f)$-matrix

$$\mathcal{M} = \Sigma_F^\dagger \sqrt{(1 - e^{i\alpha}) \Gamma_{F}^{-1}} \sqrt{(1 - e^{i\alpha}) \Sigma_F},$$  \hspace{1cm} (A2)

and we rewrite Eq. (28) as

$$\Gamma_F = \sqrt{(1 - e^{i\alpha}) \left( \Gamma_m - \frac{1 + e^{i\alpha}}{1 - e^{i\alpha}} \Gamma \right)} \sqrt{(1 - e^{i\alpha})},$$  \hspace{1cm} (A3)

where we defined the $(2N_f \times 2N_f)$-diagonal matrix

$$\frac{1 + e^{i\alpha}}{1 - e^{i\alpha}} = 1_2 \otimes \begin{pmatrix} 1 - e^{i\alpha(1)} & \cdots & \cdots & \cdots \\ \frac{1 + e^{i\alpha(N_f)}}{1 - e^{i\alpha(N_f)}} \end{pmatrix}. \hspace{1cm} (A4)$$

We insert Eq. (A3) into Eq. (A2), which leads to $\mathcal{M} = \Sigma_F^\dagger \Gamma_{H}^{-1} \Sigma_F$, where we set

$$\Gamma_H = \Gamma_m - \frac{1 + e^{i\alpha}}{1 - e^{i\alpha}} \Gamma.$$

(A5)

We use the following short-hand notation for $\Sigma_F$ and its adjoint $\Sigma_F^\dagger$,

$$\Sigma_F^\dagger = \begin{pmatrix} \frac{-1}{1 - e^{i\alpha}} & -i \frac{-1}{1 - e^{i\alpha}} & \frac{-1}{1 - e^{i\alpha}} & \frac{-1}{1 - e^{i\alpha}} \\ e^{i\alpha} & e^{i\alpha} & e^{i\alpha} & e^{i\alpha} \\ -i e^{i\alpha} & -i e^{i\alpha} & -i e^{i\alpha} & -i e^{i\alpha} \\ -1 & -1 & -1 & -1 \end{pmatrix}, \Sigma_F = \begin{pmatrix} \frac{e^{i\alpha}}{1 - e^{i\alpha}} & \frac{-1}{1 - e^{i\alpha}} & \frac{-1}{1 - e^{i\alpha}} & \frac{-1}{1 - e^{i\alpha}} \\ -i e^{-i\alpha} & -i e^{-i\alpha} & -i e^{-i\alpha} & -i e^{-i\alpha} \\ e^{-i\alpha} & e^{-i\alpha} & e^{-i\alpha} & e^{-i\alpha} \\ 1 & 1 & 1 & 1 \end{pmatrix}. \hspace{1cm} (A6)$$

Setting $p, q \in \{1, 2, \ldots, N_f\}$, we first compute $\mathcal{M}_{q,p}$, which is restricted to the upper-left block of $\mathcal{M}$,

$$\mathcal{M}_{q,p} = (1_q^T, 0^T) \Sigma_F^\dagger \Gamma_{H}^{-1} \Sigma_F \begin{pmatrix} 1_p \\ 0 \end{pmatrix} = -\frac{1}{1 - e^{i\alpha(q)}} \frac{e^{i\alpha(p)}}{1 - e^{i\alpha(p)}} \left( 1_q^T, i_q^T \right) \Gamma_{H}^{-1} \left( 1_p, i_p \right). \hspace{1cm} (A7)$$

In an analogous manner, we compute the matrix element $\mathcal{M}_{p+N_f,q+N_f}$ of the lower-right block of $\mathcal{M}$, giving

$$\mathcal{M}_{p+N_f,q+N_f} = \frac{e^{i\alpha(p)}}{1 - e^{i\alpha(p)}} \frac{-1}{1 - e^{i\alpha(q)}} \left( 1_p^T, -i_p^T \right) \Gamma_{H}^{-1} \left( 1_q, i_q \right). \hspace{1cm} (A8)$$

Since $\Gamma_H$ is skew-symmetric, it follows that $\mathcal{M}_{p+N_f,q+N_f} = -\mathcal{M}_{q,p}$. We now turn to the cross terms $\mathcal{M}_{q,p+N_f}$ and $\mathcal{M}_{p+N_f,q}$. The upper-right matrix elements of the block matrix $\mathcal{M}$ are given by

$$\mathcal{M}_{q,p+N_f} = \frac{1}{1 - e^{i\alpha(q)}} \frac{1}{1 - e^{-i\alpha(q)}} \left( 1_q^T, i_q^T \right) \Gamma_{H}^{-1} \left( 1_p, i_p \right) = -\mathcal{M}_{p,q+N_f}, \hspace{1cm} (A9)$$

while the elements of the lower-left block matrix are

$$\mathcal{M}_{p+N_f,q} = \frac{1}{1 - e^{-i\alpha(p)}} \frac{1}{1 - e^{i\alpha(p)}} \left( 1_p^T, -i_p^T \right) \Gamma_{H}^{-1} \left( 1_q, -i_q \right) = -\mathcal{M}_{q+N_f,p}. \hspace{1cm} (A10)$$

We now consider the zeroth-order monomial expression, which is simply given by $\mathcal{A} = s_{N_f} 2^{-N_f} \text{Pf}(\Gamma_F)$. This result is identical to Eq. (D.10) in [25]. Turning to expectation values of a product of two fermionic operators with respect to the non-Gaussian state, we compute $A_{p,q} = A_{F_{J_1 J_q}} X$, where

$$X = -\frac{i}{2} \sum_{v,w=1}^{N_f} \left( J_{w}^{*} \mathcal{M}_{v,w} J_{w} + J_{w}^{*} \mathcal{M}_{v,w+N_f} J_{w} + J_{v} \mathcal{M}_{v+N_f,w} J_{w} + J_{v} \mathcal{M}_{v+N_f,w+N_f} J_{w}^{*} \right) \sum_{k=1}^{N_f} \frac{J_{k}^{*} J_{k}}{1 - e^{-i\alpha(k)}} \hspace{1cm} (A11)$$
is the argument of the exponential and identical to Eq. \((A25)\). We need to reorder the Grassmann variables in order to apply the left-derivative [39]. The first derivative is given by \(\delta/(\delta J^*_p)\), therefore all conjugate Grassmann variables need to be moved to the left. Once the term in Eq. \((A11)\) is reordered, we can take the derivative operator defined in Eq. \((A24)\), resulting in
\[
\mathcal{F}_{J_p, J_q^*} X = \left( \frac{\delta_p}{1-e^{-i\alpha(q)}} - i\mathcal{M}_{q,p} \right).
\] (A12)

Plugging Eq. \((A7)\) into Eq. \((A12)\) leads to
\[
\mathcal{A}_{p^q} = \mathcal{A} \left( \frac{\delta_p}{1-e^{-i\alpha(q)}} + \frac{i e^{i\alpha(p)}}{(1-e^{i\alpha(p)})} \left( 1^T_q, i^T_q \right) \Gamma^{-1}_{H} \left( \frac{1^T_p}{-1^T_p} \right) \right).
\] (A13)

The above result should coincide with Eq. (D.11) in [25], which states that
\[
\mathcal{A}_{p^q} = \mathcal{A} \left( \frac{i}{4} e^{i\alpha} \left( 1^T_q, i^T_q \right) \mathcal{G} \left( \frac{1^T_p}{-1^T_p} \right) \right),
\] (A14)

where \(\mathcal{G}\) is identical to Eq. \((A30)\). We now show that the expressions in Eq. \((A13)\) and Eq. \((A14)\) are equivalent. To achieve this, we first rewrite the denominator of on the right-hand side of Eq. \((A30)\) as
\[
\mathcal{I}_{2N_j} + \frac{1}{2} \left( 1 - e^{i\alpha} \right) \left( \Gamma_{m} - \mathcal{I}_{2N_j} \right) = \frac{1}{2} \left( 1 - e^{i\alpha} \right) \mathcal{Y}_{H},
\] (A15)

where we used that \(\mathcal{Y}^2 = -\mathcal{I}_{2N_j}\) and that the commutator of \(\mathcal{Y}\) and \((1 + e^{i\alpha})(1 - e^{i\alpha})^{-1}\) is zero. We can then write
\[
\mathcal{G} = 2(\Gamma_{m} + \mathcal{Y}) \left( (1 - e^{i\alpha}) \mathcal{Y}_{H} \right)^{-1} = 2 \left( -\mathcal{Y} \frac{1}{1 - e^{i\alpha}} + \frac{2}{1 - e^{i\alpha}} \mathcal{Y}_{H} \mathcal{Y}^{-1} \frac{1}{1 - e^{i\alpha}} \right).
\] (A16)

Note, that for any \(\alpha\), the matrix \(\mathcal{G}[\alpha]\) is skew-symmetric, since
\[
(\mathcal{G}[\alpha])^T = -\left[ \mathcal{I}_{2N_j} + \frac{1}{2} \left( \Gamma_{m} \mathcal{Y} - \mathcal{I}_{2N_j} \right) \left( 1 - e^{i\alpha} \right) \right]^{-1} \left( \Gamma_{m} + \mathcal{Y} \right) = -\left( \Gamma_{m} + \mathcal{Y} \right) \left[ \mathcal{I}_{2N_j} + \frac{1}{2} \left( 1 - e^{i\alpha} \right) \left( \Gamma_{m} - \mathcal{I}_{2N_j} \right) \right]^{-1} = -\mathcal{G}[\bar{\alpha}].
\] (A17)

We insert Eq. \((A16)\) into Eq. \((A14)\) and note that \((1^T_q, i^T_q)\) and \((1^T_q, i^T_k)\) are left- and right-eigenvectors of \(\mathcal{Y}\) and therefore also of its inverse, resulting in
\[
\mathcal{A}_{p^q} = \mathcal{A} \left( \frac{\delta_p}{1-e^{-i\alpha(q)}} + \frac{i e^{i\alpha(p)}}{(1-e^{i\alpha(p)})} \left( 1^T_q, i^T_q \right) \Gamma^{-1}_{H} \left( \frac{1^T_p}{-1^T_p} \right) \right),
\] (A18)

which is identical to Eq. \((A13)\), and therefore our result is in exact agreement with Eq. (D.11) in [25]. An alternative expression for \(\mathcal{A}_{p^q}\) in terms of the matrix elements \(\mathcal{M}\) is given by
\[
\mathcal{A}_{p^q} = \mathcal{A} \left( \frac{\delta_p}{1-e^{-i\alpha(q)}} - i\mathcal{M}_{q,p} \right).
\] (A19)

The representation in Eq. \((A19)\) in terms of \(\mathcal{M}\) will be useful for finding underlying symmetries, while the representation in terms of \(\mathcal{G}\) in Eq. \((A14)\) gives a desirable form for numerical implementation, as it avoids numerical pitfalls which can appear for values \(\alpha(j) = 0\). We now turn to the cross terms \(\mathcal{A}_{p^q}\) and \(\mathcal{A}_{pq}\), which are not considered in [25]. Using Eq. \((A11)\), we compute
\[
\lim_{J \to 0} \frac{d}{dJ_p} \frac{d}{dJ_q} X = i\mathcal{M}_{p+N_j, q},
\] (A20)

\[
\lim_{J \to 0} \frac{d}{dJ_p} \frac{d}{dJ_q} X = i\mathcal{M}_{p+N_j, q},
\] (A21)
This leads to

\[ A_{pq} = -i \mathcal{A} \mathcal{M}_{p,q} = \frac{-i \mathcal{A}}{(1 - e^{-i \alpha(p)}) (1 - e^{-i \alpha(q)})} (1^{T_q} - i^{T_q}) \Gamma^{-1}_H \left( \frac{1_p}{-1_p} \right) \]  \hspace{1cm} (A22)

\[ A_{pq} = -i \mathcal{A} \mathcal{M}_{p,q} = \frac{-i \mathcal{A}}{(1 - e^{-i \alpha(q)}) (1 - e^{-i \alpha(p)})} (1^{T_q} - i^{T_q}) \Gamma^{-1}_H \left( \frac{1_p}{-1_p} \right). \]  \hspace{1cm} (A23)

We first turn to Eq. (A22). Using Eq. (A10) and Eq. (A16), we compute

\[ (1^{T_q} - i^{T_q}) \mathcal{G} \left( \frac{1_p}{-1_p} \right) = \frac{-4 e^{-i(\bar{\alpha}(p) + \bar{\alpha}(q))}}{(1 - e^{-i \alpha(q)}) (1 - e^{-i \alpha(p)})} (1^{T_q} - i^{T_q}) \Gamma^{-1}_H \left( \frac{1_p}{-1_p} \right). \]  \hspace{1cm} (A24)

By comparing the result of Eq. (A24) with Eq. (A22), we arrive at the following expression,

\[ A_{pq} = \frac{i}{4} \mathcal{A} e^{i(\bar{\alpha}(p) + \bar{\alpha}(q))} (1^{T_q} - i^{T_q}) \mathcal{G} \left( \frac{1_p}{-1_p} \right). \]  \hspace{1cm} (A25)

Analogously, we compute

\[ (1^{T_q} - i^{T_q}) \mathcal{G} \left( \frac{1_p}{-1_p} \right) = \frac{-4}{(1 - e^{-i \alpha(q)}) (1 - e^{-i \alpha(p)})} (1^{T_q} - i^{T_q}) \Gamma^{-1}_H \left( \frac{1_p}{-1_p} \right). \]  \hspace{1cm} (A26)

which leads to

\[ A_{pq} = \frac{i}{4} \mathcal{A} \left( 1^{T_q} - i^{T_q} \right) \mathcal{G} \left( \frac{1_p}{-1_p} \right). \]  \hspace{1cm} (A27)

The expressions in Eqs. (A25) and (A27) are essential for the evaluation of the general expectation value in Eq. (22) through Eq. (32).

We can use the same strategy to compute non-Gaussian expectation values of quartic fermionic monomials, such as

\[ A_{pq} = A \mathcal{F}_{j_p j_q j_r j_s} X^2, \]  \hspace{1cm} (A28)

by first computing \( X^2 \), where \( X \) is given by Eq. (A11). Since the derivative operator will only give non-zero contributions to terms where the number \( a = 2 \) of non-conjugated Grassmann variables equals the number \( b = 2 \) of conjugated variables, we can drop all other terms. The derivatives are ordered in such a way that the conjugated Grassmann variables are ordered on first (i.e. on the left). Therefore, we reorder the remaining terms, simplifying the relevant part of the squared expression \( X^2 \) to get

\[ \sum_{k,l,v,w=1}^{N_f} J^*_{k,v} J_{l,w} M_{k,l} M_{v,w} - \frac{1}{2} \sum_{k,l,v,w=1}^{N_f} J^*_{k,v} J_{l,w} M_{k,l} M_{v,w} + N_f, v, w, \]  \hspace{1cm} (A29)

where we again stress that the above terms are the only non-vanishing terms of \( X^2 \) under the action of the derivative operator for a quartic fermionic monomial. We can use \( \frac{\delta^2}{\delta \alpha_m \delta \alpha_n} = \delta_{m,n} \mathcal{A}_{k} = \delta_{n,m} \mathcal{A}_{k} \) to derive the following relations,

\[ \delta^2(\alpha_{j_k}) \]  \hspace{1cm} \( \delta^2(\alpha_{j_k}) \delta_{m,n} \delta \alpha = \delta_{n,m} \delta \alpha_n \) to derive the following relations,

\[ \delta^2(\alpha_{j_k}) \]  \hspace{1cm} \( \delta^2(\alpha_{j_k}) \delta_{m,n} \delta \alpha = \delta_{n,m} \delta \alpha_n \) to derive the following relations,

\[ \delta^2(\alpha_{j_k}) \]  \hspace{1cm} \( \delta^2(\alpha_{j_k}) \delta_{m,n} \delta \alpha = \delta_{n,m} \delta \alpha_n \) to derive the following relations,

\[ \delta^2(\alpha_{j_k}) \]  \hspace{1cm} \( \delta^2(\alpha_{j_k}) \delta_{m,n} \delta \alpha = \delta_{n,m} \delta \alpha_n \) to derive the following relations,

\[ \delta^2(\alpha_{j_k}) \]  \hspace{1cm} \( \delta^2(\alpha_{j_k}) \delta_{m,n} \delta \alpha = \delta_{n,m} \delta \alpha_n \) to derive the following relations,
the derivative on the second sum in Eq. (A29) gives

\[ i F_{p,q} J_{r,s} \sum_{k,l,v,w=1}^{N_f} J_{k,u} J_{l,w} M_{v,w} \left( J_{k,l} J_{v,w} M_{v+w} \right) = \frac{2i}{1 - e^{-i\alpha(k)}} \left( \delta_{q,v} M_{r,p} - \delta_{q,w} M_{s,p} \right) - \frac{2i}{1 - e^{-i\alpha(p)}} \left( \delta_{p,v} M_{r,q} - \delta_{p,w} M_{s,q} \right). \]  

(A33)

Applying the derivative operator on the third and fourth terms of Eq. (A29), we end up with the following operator,

\[ F_{p,q} J_{r,s} \sum_{k,l,v,w=1}^{N_f} J_{k,u} J_{l,w} M_{v,w} \left( \sum_{k,l,v,w=1}^{N_f} J_{k,l} J_{v,w} M_{v+w} \right) = 2 \left( M_{r,p} M_{s,q} - M_{r,q} M_{s,p} - M_{s,r+N_f} M_{q+N_f} \right). \]  

(A34)

Inserting the results of Eqs. (A32)-(A34) into Eq. (A28), we get

\[ A_{p,q}^{i} = \mathcal{A} \left( \frac{\delta_{ps}}{1 - e^{-i\alpha(p)}} - i M_{s,p} \right) \left( \frac{\delta_{qr}}{1 - e^{-i\alpha(q)}} - i M_{r,q} \right) - \frac{\delta_{ps}}{1 - e^{-i\alpha(p)}} \left( \frac{\delta_{qs}}{1 - e^{-i\alpha(q)}} - i M_{s,q} \right) \right) \right) \right) \right). \]  

(A35)

Equation (A35) was written in order to highlight the factorization of the fourth-order expression into second-order expressions, identical to the splitting in the second line of Eq. (A35) with respect to the the second-order monomials as given in Eq. (A19), i.e.

\[ \frac{dA_{p,q}^{i}}{\mathcal{A}} = \left( \frac{\delta_{ps}}{\mathcal{A}} \right) \left( \frac{\delta_{qr}}{\mathcal{A}} \right) - \left( \frac{\delta_{qs}}{\mathcal{A}} \right) \left( \frac{\delta_{qr}}{\mathcal{A}} \right) + \left( \frac{\delta_{qs}}{\mathcal{A}} \right) \left( \frac{\delta_{qr}}{\mathcal{A}} \right) \right) \right) \right) \right) \right). \]  

(A36)

These computations can be extended analogously to higher-order terms.

**Appendix B: Mean-field matrices for the variational method**

In this appendix, we will give explicit formulas for the mean-field terms \( H_{FA_m} \) and \( O_m \) in Section B1 and Section B2, respectively. While the expression for \( O_m \) is general, the derived expression for \( H_{FA_m} \) depends on the form of the system Hamiltonian and is here derived for systems described by the quantum many-body Hamiltonian of Eq. (A). The derived expressions are crucial for the computation of the evolution of the variational parameters in Eq. (44).

1. **Computing the mean-field energy matrix**

Central to the computation of the mean-field matrix will be the computation of the derivative of expectation values with respect to the covariance (and thus with respect to a structured-) matrix. We compute

\[ \frac{dG^{[i]}}{d(T_m)_{ij}} = \frac{1}{2} \mathcal{L}^{[i]} |i\rangle \langle j| - |j\rangle \langle i| \left( \mathcal{L}^{[i]} \right)^T, \]  

(B1)

\[ \frac{dA^{[i]}}{d(T_m)_{ij}} = Q^{[i]} A^{[i]}, \]  

(B2)

where we defined the \((2N_f \times 2N_f)\)-matrices

\[ \mathcal{L}^{[i]} = I_{2N_f} - \frac{1}{2} G^{[i]} \left( 1 - e^{i\alpha} \right) Y, \]  

(B3)

\[ Q^{[i]} = -\frac{1}{2} \sqrt{1 - e^{i\alpha}} \left( g^{[i]} \right)^{-1} \left( 1 - e^{i\alpha} \right). \]  

(B4)

Note that the form of e.g. Eq. (B1) is a result of taking the derivative with respect to a structured (here, skew-symmetric) matrix. With Eqs. (B1) - (B2), we can compute the mean-field terms for the one- and two-body terms of
the algorithm of [43] in order to speed up the computation of \(Q\). One can recast Eqs. (B5)-(B6) into a matrix equation, which is well-suited for numerical implementation.

By using relations of the form

\[
Q = \frac{1}{2} \left( \mathcal{L}[\beta_{pqrs}]^{(i)} \right)_{pq} \left( \mathcal{L}[\beta_{pqrs}]^{(i)} \right)_{rs}^{++} \mathcal{L}(\beta_{pqrs})^{(i)}_{pq} \mathcal{L}(\beta_{pqrs})^{(i)}_{rs} \, ,
\]

one can recast Eqs. (B5)-(B6) into a matrix equation, which is well-suited for numerical implementation.

In the rest of this subsection, we discuss a strategy to speed up the numerical evaluation of Eq. (B4). We can apply the algorithm of [43] in order to speed up the computation of \(Q^{[\beta]}\) as defined in Eq. (B4),

\[
Q^{[\beta]} = -\frac{1}{2} \sqrt{1 - e^{i\beta}} \mathcal{G}^{[\beta]}_{\Gamma}^{-1} \sqrt{1 - e^{i\beta}} ,
\]

as it contains the inverse of the altered covariance matrix \(\mathcal{G}^{[\beta]}_{\Gamma}\) as defined in Eq. (28). We rewrite Eq. (B4) as

\[
Q^{[\beta]} = -\frac{1}{2} \left( \Gamma_m - \sigma \otimes \text{diag} \left( \frac{1 + e^{i\beta}}{1 - e^{i\beta}} \right) \right)^{-1} ,
\]

and identify \(A = \Gamma_m\) and \(B = -\sigma \otimes \text{diag} \left( \frac{1 + e^{i\beta}}{1 - e^{i\beta}} \right)\).

For pure fermionic Gaussian states \(A^{-1} = -\Gamma_m\). We now write \(B\) as a sum of rank 1 matrices \(B_k\). We again introduce a list \([i_1, \ldots, i_m]\) that contains all indices whose corresponding coefficient \(\tilde{\beta}_k = (1 + e^{i\tilde{\beta}_k})/(1 - e^{i\tilde{\beta}_k})\) is non-zero. By symmetry, \(r_B\) is an even number and we have \(\tilde{\beta}_k = \tilde{\beta}_{k+r_B}/2 \forall k \leq r_B/2\). A natural choice for the decomposition of \(B\) into rank 1 matrices is thus

\[
B = -\sum_{k \leq \frac{r_B}{2}} \tilde{\beta}_k |i_k\rangle \langle i_k + N_f| + \sum_{k > \frac{r_B}{2}} \tilde{\beta}_k |i_k\rangle \langle i_k - N_f| ,
\]

We can write Eq. (B8) as \(Q^{[\beta]} = -\frac{1}{2} [A + B]^{-1}\), where the inverse can be computed through the method described in [43].

Note, that the results of [43] can only be applied here when \(e^{i\tilde{\beta}_j} \neq 1 \forall j = 1, \ldots, N_f\). As soon as at least one of the elements of \(\tilde{\alpha}(j) = 2m\pi \) with \(m \in \mathbb{Z}\), one has to compute \(Q^{[\tilde{\beta}]}\) using Eq. (B4) and thus through a regular computation of the matrix inverse of the expression \(\Gamma^{[\tilde{\beta}]}_{\Gamma}\). For the particular case, that all \(\tilde{\alpha}_j = 2m\pi\) with \(m \in \mathbb{Z}\), we have \(Q^{[\tilde{\beta} = 2m\pi]} = 0_{2N_f}\).
2. Computing the non-Gaussian mean-field matrix

The explicit expression of \( O_m \) can be obtained from

\[
(O_m)_{ij} = -2i \sum_{k,l=1}^{N_f} (d_\ell \omega_{kl}) \frac{d \langle \Psi_{GS} | \hat{c}_k^\dagger \hat{c}_l^\dagger | \Psi_{GS} \rangle}{d (\Gamma_m)_{ij}}.
\]

(B11)

For the above case, Eq. (B1) simplifies to \( d \hat{G}^{[0]} / (d (\Gamma_m)_{ij}) = \frac{1}{2} \langle |i\rangle \langle j| - \langle |j\rangle \langle i| \rangle \), which results in

\[
(O_m)_{ij} = (O'_m)_{ij} + (O''_m)_{ij},
\]

(B12)

where the individual terms are given by

\[
O'_m = \frac{i}{2} \left( \begin{array}{cc} 0 & \text{diag}(d_\ell \omega_g) \\ -\text{diag}(d_\ell \omega_g) & 0 \end{array} \right),
\]

(B13)

\[
O''_m = \frac{i}{2} \left( \begin{array}{cc} d_\ell \omega & d_\ell \omega \\ d_\ell \omega & d_\ell \omega \end{array} \right) \otimes \left( \begin{array}{cc} (\hat{G}^{[0]})^{22} & (\hat{G}^{[0]})^{21} \\ (\hat{G}^{[0]})^{12} & (\hat{G}^{[0]})^{11} \end{array} \right),
\]

(B14)

and we denote the Hadamard product between two equally-sized matrices \( A \) and \( B \) as \( (A \odot B)_{ij} = A_{ij} B_{ij} \).

Appendix C: Computing the tangent vectors

The explicit form of the tangent vectors \( |\Psi_P\rangle = d_{\theta_P} |\Psi_{NGS}\rangle \) depends on whether \( \theta_P \) describes a Gaussian parameter \( \xi_{kl} \), or an non-Gaussian parameter \( \omega_{kl} \). This leads to two different types of fermionic polynomials acting on a fermionic Gaussian state vector, which we present in Sections C.1 and C.2.

1. Derivative of variational state with respect to Gaussian parameters:

We consider the derivative of the variational state Ansatz with respect to a Gaussian parameter \( \xi_{kl} \), which leads to

\[
d_{\xi_{kl}} |\Psi_{NGS}\rangle = \hat{U}_F \left( d_{\xi_{kl}} \hat{U}_{GS} \right) |0\rangle,
\]

(C1)

since the derivative \( d_{\xi_{kl}} \) commutes with the unitary \( \hat{U}_F \). We have

\[
d_{\xi_{kl}} \hat{U}_{GS} = \frac{1}{4} \hat{A}^T (d_{\xi_{kl}} U_m) U_m^T \hat{A} \hat{U}_{GS},
\]

(C2)

where \( \hat{A} = (\hat{a}_{1,1}, \ldots, \hat{a}_{1,N_f}, \hat{a}_{2,1}, \ldots, \hat{a}_{2,N_f})^T \), which follows from applying a similar strategy as in \[25\] where \( d_\ell \hat{U}_{GS} \) was computed. Thus, Eq. (C2) results in a quadratic polynomial of fermionic operators multiplied from the left to the Gaussian unitary \( \hat{U}_{GS} \). One can evaluate \( d_{\xi_{kl}} U_m = d_{\xi_{kl}} e^{i\xi} \) either using Wilcox’s formula \[66\], or through diagonalization of the matrix \( \xi \) \[67\]. We follow the latter approach here. Let \( d_{\xi_1}, \ldots, d_{\xi_{2N_f}} \) denote the eigenvalues of \( \xi \), so that \[68\]

\[
e^{i\xi} = X_\xi \begin{pmatrix} e^{id_{\xi_1}} & \cdots & e^{id_{\xi_{2N_f}}} \end{pmatrix} X_\xi^{-1},
\]

(C3)

where \( X_\xi \) is an \((2N_f \times 2N_f)\)-dimensional matrix whose \( j\)-th column vector belongs to the \( j\)-th eigenvalue \( d_{\xi_j} \). Since \( \xi \) is a structured matrix (it is anti-symmetric and Hermitian), the matrix derivative has to preserve this symmetry in order to ensure that \( d_{\xi_{kl}} U_m = -d_{\xi_{lk}} U_m \). One can compute the derivative through \[67\]

\[
d_{\xi_{kl}} U_m = X_\xi V(\xi_{kl}) X_\xi^{-1},
\]

(C4)
where \( V(\xi_{kl}) \) is a \((2N_f \times 2N_f)\)-dimensional matrix whose \((m, n)\)-th entry depends on the parameter \( \xi_{kl} \) and is given by

\[
V(\xi_{kl})_{mn} = \frac{1}{2} \left( X^{-1}_\xi (|k\rangle \langle l| - |l\rangle \langle k|) X_\xi \right)_{mn} \begin{cases} e^{i\xi_{m,n}} - e^{i\xi_{n,m}} & \text{if } m \neq n, \\ d_{m,n} - d_{n,m} & \text{if } m = n. \end{cases}
\]  
(C5)

Here, \(|k\rangle \langle l|\) is a column (row) vector of length \(2N_f\) with a 1 at its \(k\) \((l)\)-th entry and zeros everywhere else. In order to arrive at Eq. (C4), we used that \( \xi \) is skew-symmetric and thus \( d_{m,n} e^{i\xi} = -d_{n,m} e^{i\xi} \).

In the following, we bring Eq. (C2) into a form that allows for the use of the analytical formula of Eq. (32). We define the \((2N_f \times 2N_f)\)-matrices

\[
k(\xi_{kl}) = \frac{1}{4} (d_{\xi_{kl}} U_m) U_m^T, \tag{C6}
\]

\[
K(\xi_{kl}) = \begin{pmatrix} (k(\xi_{kl}))^{++} & (k(\xi_{kl}))^{+-} \\ (k(\xi_{kl}))^{-+} & (k(\xi_{kl}))^{--} \end{pmatrix}, \tag{C7}
\]

where the matrix elements of the block matrices appearing in the latter expression are defined in Eqs. (17)-(20). Using Wilcox’s formula we can show that \( k(\xi_{kl}) \) defined in Eq. (C6) is skew-symmetric, as we show in the following. By using the orthogonality property of \( U_m = e^{i\xi} \), and \( (d_{\xi_{kl}})^2 = -d_{\xi_{kl}} \), we compute

\[
k(\xi_{kl})^T = \frac{1}{4} e^{i\xi} \int d\epsilon e^{-(1-u)i\xi} (d_{\xi_{kl}}) e^{-ui\xi} = \frac{1}{4} \int d\epsilon e^{ui\xi} (d_{\xi_{kl}}) e^{(1-u)i\xi} e^{-i\xi} = -k(\xi_{kl}), \tag{C8}
\]

and therefore \( K(\xi_{kl})^T = -K(\xi_{kl}). \) Using the transformation \( \hat{A} = W_m \hat{C} \), where

\[
W_m = \begin{pmatrix} \mathbb{I}_{N_f} & \mathbb{I}_{N_f} \\ -i \mathbb{I}_{N_f} & i \mathbb{I}_{N_f} \end{pmatrix}, \tag{C9}
\]

and the definitions from Eqs. (17)-(20), we can write Eq. (C1) as

\[
d_{\xi_{kl}} |\Psi_{NGS}\rangle = -\hat{U}_{FA} \hat{C}^T K(\xi_{kl}) \hat{C} |\Psi_{GS}\rangle, \tag{C10}
\]

where \( \hat{C} = \hat{c}_1, \ldots, \hat{c}_{N_f}, \hat{c}_{1}^\dagger, \ldots, \hat{c}_{N_f}^\dagger \) \(=\) \( T \). This equation allows for a straightforward application of Eq. (32) for the evaluation of the respective Gram matrix entries.

### 2. Derivative of variational state with respect to non-Gaussian parameters:

We now consider the derivative with respect to a non-Gaussian variational parameter \( \omega_{kl} \), which leads to \( d_{\omega_{kl}} |\Psi_{NGS}\rangle = \left( d_{\omega_{kl}} \hat{U}_{FA} \right) |\Psi_{GS}\rangle \). Using the definition of Eq. (3), we get \( d_{\omega_{kl}} \hat{U}_{FA} = \frac{1}{2} : n_k \hat{n}_l : \hat{U}_{FA} = \frac{1}{2} \hat{U}_{FA} : n_k \hat{n}_l : \). This is a quartic monomial of fermionic operators multiplied from the left (or right) to the non-Gaussian unitary \( \hat{U}_{FA} \).

#### Appendix D: Derivations for the HITGD approach

We want to choose our Ansatz for the time evolution of the non-Gaussian variational parameters in such a way, that the second part of Eq. (47) vanishes, i.o.w.

\[
\frac{1}{8} \text{tr} \left( O_m^2 \right) + \sum_{k,l=1}^{N_f} \frac{dE}{d\omega_{kl}} (d_{\omega_{kl}})^{\dagger} = 0. \tag{D1}
\]

Due to Eq. (48), this is a sufficient condition in order for the energy to be monotonically decreasing. In order to satisfy Eq. (D1), we have to evaluate the exact expression of the trace of the square of the mean-field non-Gaussian matrix given in Eq. (B12) and solve for \( d_{\omega_{kl}} \). The trace of the mean-field non-Gaussian matrix is given by

\[
\text{tr} \left( O_m^2 \right) = \text{tr} \left( (O_m^I)^2 \right) + 2 \text{tr} \left( O_m^I O_m^{II} \right) + \text{tr} \left( (O_m^{II})^2 \right), \tag{D2}
\]
where $O^I_m$ and $O^{II}_m$ are given by Eqs. (B13) and (B14), respectively. Using the symmetry of $\omega$, we have

\begin{align}
O^I_m &= i \frac{1}{2} \begin{pmatrix}
0 & \text{diag} (d_r \omega g) \\
-\text{diag} (d_r \omega g) & 0
\end{pmatrix}, \\
O^{II}_m &= i \frac{1}{2} \begin{pmatrix}
d_r \omega d_r \omega & \omega d_r \omega \\
d_r \omega & d_r \omega
\end{pmatrix} \odot \begin{pmatrix}
(g^{[0]})^{22} & (g^{[0]})^{21} \\
(g^{[0]})^{12} & - (g^{[0]})^{11}
\end{pmatrix}. 
\end{align} 

(D3) (D4)

We will compute the four terms appearing on the right-hand side of Eq. (D2) individually. The trace over the first expression in Eq. (D2) is given by

\[ \text{tr} \left( \left( O^I_m \right)^2 \right) = \frac{1}{2} \sum_{k,l,m=1}^{N_f} (d_r \omega)_{kl} (gg^T)_{lm} (d_r \omega)_{mk}. \] 

(D5)

We now turn to the cross terms and compute

\[ O^I_m O^{II}_m = \frac{i^2}{4} \begin{pmatrix}
\text{diag} (d_r \omega g) (d_r \omega \odot (g^{[0]})^{12}) & -\text{diag} (d_r \omega g) (d_r \omega \odot (g^{[0]})^{11}) \\
\text{diag} (d_r \omega g) (d_r \omega \odot (g^{[0]})^{22}) & -\text{diag} (d_r \omega g) (d_r \omega \odot (g^{[0]})^{21})
\end{pmatrix}. \] 

(D6)

Since we are interested in computing the trace of Eq. (D6), we are only considering the upper-left and lower-right blocks. Each of these blocks contains the matrix product of a diagonal matrix $\text{diag} (d_r \omega g)$ with the matrix that contains the Hadamard product $d_r \omega \odot (g^{[0]})^{12}$ and $-d_r \omega \odot (g^{[0]})^{21}$, respectively. The matrix product of some $(N \times N)$-diagonal matrix $\tilde{D}$ with an equally sized matrix $M$ is given by

\[ \tilde{D} M = \begin{pmatrix}
\tilde{D}_{11} M_{11} & \tilde{D}_{11} M_{12} & \cdots & \tilde{D}_{11} M_{1N} \\
\tilde{D}_{22} M_{21} & \tilde{D}_{22} M_{22} & \cdots & \tilde{D}_{22} M_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{D}_{NN} M_{N1} & \tilde{D}_{NN} M_{N2} & \cdots & \tilde{D}_{NN} M_{NN}
\end{pmatrix}. \] 

(D7)

In our case (i.e. Eq. (D6)) the matrix $M$ corresponds to the Hadamard product $d_r \omega \odot (g^{[0]})^{12}$ in one instance and $-d_r \omega \odot (g^{[0]})^{21}$ in the other instance. Since the diagonal elements of $d_r \omega$ are all zero and due to the relation of Eq. (D7), we have $\text{tr} \left( O^I_m O^{II}_m \right) = 0$. The third term is given by

\[ \text{tr} \left( \left( O^I_m \right)^2 \right) = \frac{1}{4} \sum_{k,l=1}^{N_f} ((d_r \omega)_{k,l})^2 \left[ \left( (g^{[0]})^{11} \right)_{k,l}^2 + \left( (g^{[0]})^{12} \right)_{k,l}^2 + \left( (g^{[0]})^{21} \right)_{k,l}^2 + \left( (g^{[0]})^{22} \right)_{k,l}^2 \right]. \] 

(D8)

We define the four-dimensional tensor $B$ with entries

\[ B_{klmn} = \frac{1}{8} \left[ (gg^T)_{lm} \delta_{nk} + (gg^T)_{ln} \delta_{mk} + (gg^T)_{km} \delta_{nl} + (gg^T)_{kn} \delta_{ml} \right] \\
+ \frac{1}{8} \left[ \left( (g^{[0]})^{11} \right)_{k,l}^2 + \left( (g^{[0]})^{12} \right)_{k,l}^2 + \left( (g^{[0]})^{21} \right)_{k,l}^2 + \left( (g^{[0]})^{22} \right)_{k,l}^2 \right] \delta_{mk} \delta_{nl} + \delta_{nk} \delta_{ml}, \] 

(D9)

which allows us to write

\[ \text{tr} \left( O^2_m \right) = \sum_{k,l,m,n=1}^{N_f} (d_r \omega)_{kl} B_{klmn} (d_r \omega)_{mn}. \] 

(D10)

By definition, we have the symmetries $B_{klmn} = B_{kmnl} = B_{klmn} = B_{klnm}$ and $B_{kmnl} = B_{mknl}$. We set $B_{kkkl} = 0 = B_{klmm}$, since $(d_r \omega)_{kk} = 0$ throughout the evolution. Then, Eq. (D11) can be written as

\[ \frac{1}{8} \sum_{k,l,m,n=1}^{N_f} (d_r \omega)_{kl} B_{klmn} (d_r \omega)_{mn} + \sum_{k,l=1}^{N_f} (d_r \omega)_{kl} \frac{dE}{d\omega_{kl}} = 0. \] 

(D11)
By choosing
\[ \frac{1}{8} \sum_{m,n=1}^{N_f} B_{kln}(d_\tau \omega)_{mn} = -\frac{dE}{d\omega_{kl}}, \tag{D12} \]
for all \( j, k \in \{1, \ldots, n_f\} \), we are guaranteed that the left-hand side of Eq. (D1) is identical to zero. We reshape the \((N_f \times N_f \times N_f)\)-tensor \( B_{kln} \) into a \((N_f^2 \times N_f^2)\)-matrix \( B_{(jk),(lm)} \) with tuple entries \((jk)\) and \((lm)\). Similarly, we reshape the \((N_f \times N_f)\)-matrix \( dE/d\omega \) into a column vector \( E_{(jk)} \) of length \( N_f^2 \). In the following, we denote the tuple indices with capital roman letters, as in the reshaped representation of Eq. (45). Then, Eq. (D12) reads
\[ \frac{1}{8} \sum_{L=1}^{N_f^2} B_{L}(d_\tau \omega)_{L} = -\frac{dE}{d\omega_{jL}}. \tag{D13} \]
This equation can be solved for \( d_\tau \omega \) by multiplying both sides of the equation with the Moore-Penrose inverse \( B^+ \) of the reshaped tensor \( B \). This leads to
\[ (d_\tau \omega)_{K} = -8 \sum_{L=1}^{N_f^2} B^+_{KL} \frac{dE}{d\omega_{L}}. \tag{D14} \]
By choosing the variational parameters according to Eq. (D14), we are guaranteed a monotonically decreasing energy during the HITGD evolution.

**Appendix E: Derivations for the energy gradient**

In this appendix, we derive the terms that lead to Eq. (56). We will compute the resulting expressions seperately for the one-, and two-body Hamiltonian terms in Sections E1 and E2.

### 1. Contributions from rotated one-body Hamiltonian terms

In order to compute the commutator \( [\hat{H}_{FA}, \hat{c}_j^\dagger \hat{c}_i \hat{c}_j \hat{c}_i] \) in Eq. (55), we first turn to terms that belong to the rotated one-particle Hamiltonian,
\[ e^i \sum_k \alpha^{FA}_{ip} (k) \hat{a}_k \hat{c}_{p,i} \hat{c}_j^\dagger \hat{c}_i \hat{c}_j = e^i \sum_k \alpha^{FA}_{ip} (k) \hat{a}_k \left( \hat{c}_j^\dagger \hat{c}_i \hat{c}_j \hat{c}_i - \hat{c}_j^\dagger \hat{c}_i \hat{c}_i \hat{c}_j + \hat{c}_j^\dagger \hat{c}_j \hat{c}_i \delta_{p,j} + \hat{c}_p \hat{c}_i \hat{c}_j \hat{c}_i \delta_{p,j} \right). \tag{E1} \]
In order to get the contributions due to the one-body terms, we will have to include the appropriate coefficients and sum over the fermionic modes, resulting in
\[ \sum_{p,q=1}^{N_f} f^{FA}_{ip} \left( e^i \sum_k \alpha^{FA}_{ip} (k) \hat{a}_k \hat{c}_{p,i} \hat{c}_j^\dagger \hat{c}_j \right) = \left( \sum_{p=1}^{N_f} f^{FA}_{ip} e^i \sum_k \alpha^{FA}_{ip} (k) \hat{a}_k \hat{c}_j^\dagger \hat{c}_i \hat{c}_i \hat{c}_j + (i \leftrightarrow j) \right) + \left( \sum_{p=1}^{N_f} f^{FA}_{ip} e^i \sum_k \alpha^{FA}_{ip} (k) \hat{a}_k \hat{c}_p \hat{c}_j \hat{c}_j + (i \leftrightarrow j) \right). \tag{E2} \]
Using the following identity,
\[ \left( f^{FA}_{ip} \langle \Psi_{GS} | e^i \sum_k \alpha^{FA}_{ip} (k) \hat{a}_k \hat{c}_i^\dagger \hat{c}_i \hat{c}_j \hat{c}_j | \Psi_{GS} \rangle \right)^* = - f^{FA}_{pi} \langle \Psi_{GS} | e^i \sum_k \alpha^{FA}_{pi} (k) \hat{a}_k \hat{c}_i^\dagger \hat{c}_i \hat{c}_j \hat{c}_j | \Psi_{GS} \rangle, \tag{E3} \]
the expectation value with respect to the fermionic Gaussian state of the terms in Eq. (E2) may be written as
\[ \langle \Psi_{GS} | \left[ \hat{H}^{(1)}_{FA}, \hat{c}_i^\dagger \hat{c}_j \hat{c}_j \hat{c}_i \right] | \Psi_{GS} \rangle = \left( \sum_{p=1}^{N_f} f^{FA}_{ip} \langle \Psi_{GS} | e^i \sum_k \alpha^{FA}_{ip} (k) \hat{a}_k \hat{c}_j^\dagger \hat{c}_i \hat{c}_i \hat{c}_j | \Psi_{GS} \rangle - \text{H.c.} \right) + (i \leftrightarrow j), \tag{E4} \]
where H.c. denotes the Hermitian conjugated of the first expression inside the big brackets on the right-hand side of Eq. (E4). The notation \((i \leftrightarrow j)\) is a placeholder for a duplicate of the expression inside the large brackets, but with the role of index \(i\) replaced by \(j\) (and vice versa). The result of Eq. (E4) gives a purely imaginary number.
2. Contributions from rotated two-body Hamiltonian terms

In this subsection, we will compute

\[
\langle \Psi_{GS} \mid \hat{H}_{FA}^{(2)} \mid \dot{c}_i \dot{c}_j \dot{c}_i \dot{c}_j \rangle \mid \Psi_{GS} \rangle = \frac{1}{2} \sum_{p,q,r,s=1}^{N_f} h_{pqr}^{FA} \langle \Psi_{GS} \mid e^{i \sum_k \beta_{pqr}^{FA}(k) \hat{n}_k \dot{c}_p \dot{c}_q \dot{c}_r \dot{c}_s} \dot{c}_i \dot{c}_j \dot{c}_i \dot{c}_j \rangle \mid \Psi_{GS} \rangle. \tag{E5}
\]

Similarly to the previous subsection, one can use the identities

\[
\begin{align*}
\left( \sum_{p,q,r=1}^{N_f} h_{ipqr}^{FA} \langle \Psi_{GS} \mid e^{i \sum_k \beta_{ipqr}^{FA}(k) \hat{n}_k \dot{c}_i \dot{c}_p \dot{c}_q \dot{c}_r} \mid \Psi_{GS} \rangle \right)^* &= - \sum_{p,q,r=1}^{N_f} h_{ipqr}^{FA} \langle \Psi_{GS} \mid e^{i \sum_k \beta_{ipqr}^{FA}(k) \hat{n}_k \dot{c}_i \dot{c}_p \dot{c}_q \dot{c}_r} \mid \Psi_{GS} \rangle, \\
\left( \frac{1}{2} \sum_{p,q=1}^{N_f} h_{ijpq}^{FA} \langle \Psi_{GS} \mid e^{i \sum_k \beta_{ijpq}^{FA}(k) \hat{n}_k \dot{c}_i \dot{c}_j \dot{c}_p \dot{c}_q} \mid \Psi_{GS} \rangle \right)^* &= - \frac{1}{2} \sum_{p,q=1}^{N_f} h_{ijpq}^{FA} \langle \Psi_{GS} \mid e^{i \sum_k \beta_{ijpq}^{FA}(k) \hat{n}_k \dot{c}_i \dot{c}_j \dot{c}_p \dot{c}_q} \mid \Psi_{GS} \rangle. \tag{E6}
\end{align*}
\]

to arrive at the following expression,

\[
\langle \Psi_{GS} \mid \hat{H}_{FA}^{(2)} \dot{c}_i \dot{c}_j \dot{c}_i \dot{c}_j \mid \Psi_{GS} \rangle = \left[ \left( \sum_{p,q,r=1}^{N_f} h_{ipqr}^{FA} \langle \Psi_{GS} \mid e^{i \sum_k \beta_{ipqr}^{FA}(k) \hat{n}_k \dot{c}_i \dot{c}_p \dot{c}_q \dot{c}_r} \mid \Psi_{GS} \rangle - \text{H.c.} \right) \right. \\
\left. + \frac{1}{2} \left( \sum_{p,q=1}^{N_f} h_{ijpq}^{FA} \langle \Psi_{GS} \mid e^{i \sum_k \beta_{ijpq}^{FA}(k) \hat{n}_k \dot{c}_i \dot{c}_j \dot{c}_p \dot{c}_q} \mid \Psi_{GS} \rangle - \text{H.c.} \right) \right] + (i \leftrightarrow j). \tag{E8}
\]

Note, that the resulting number in Eq. (E8) is purely imaginary. We can simplify part of the above expression through

\[
\frac{1}{2} \sum_{p,q=1}^{N_f} h_{ijpq}^{FA} \langle \Psi_{GS} \mid e^{i \sum_k \beta_{ijpq}^{FA}(k) \hat{n}_k \dot{c}_i \dot{c}_j \dot{c}_p \dot{c}_q} \mid \Psi_{GS} \rangle + (i \leftrightarrow j) = 2 \sum_{p<q}^{N_f} h_{ijpq}^{FA} \langle \Psi_{GS} \mid e^{i \sum_k \beta_{ijpq}^{FA}(k) \hat{n}_k \dot{c}_i \dot{c}_j \dot{c}_p \dot{c}_q} \mid \Psi_{GS} \rangle. \tag{E9}
\]

The results from Subsections E1 E2 lead to Eq. (56).