Quantum point contacts (QPCs) are the smallest fundamental units of solid state based quantum circuits. These short tunable one-dimensional (1D) constrictions in a two-dimensional electron system (2DES) display an astonishingly rich spectrum of physics from the famous conductance quantization \[ 1,3 \] to many-body interaction effects such as the so-called 0.7-anomaly \[ 4,6 \]. Individual QPCs are important components in quantum circuits, e.g., as charge detectors \[ 7 \] or to split quantum-Hall edge channels \[ 8,9 \]. The complexity of QPCs has been revealed in many experiments \[ 5 \], including shot noise measurements \[ 10 \], scanning gate spectroscopy \[ 11,12 \], thermoelectric studies \[ 13 \], phototransport \[ 14 \], magnetotransport out of equilibrium \[ 15,16 \], or quantum transport through freely suspended devices \[ 17 \]. Aspects of the ballistic dynamics of coupled QPCs have been studied in experiments focusing on non-ohmic resistance \[ 18,22 \] or magnetic deflection \[ 19,20 \], spin-orbit coupling \[ 21,24 \], defect scattering \[ 25 \] or diffraction at a QPC \[ 27 \]. In ballistic quantum circuits, QPCs could serve as a coherent electron source or sink. However, such an utilization requires a comprehensive understanding of the QPCs carrier emission and collection properties. Both are characterized by the coupling between the QPC’s local 1D modes and the ballistic dynamics in the 2DES. Here we study the combined ballistic and coherent dynamics of two QPCs in series. Our results substantially improve our understanding of QPCs and are important for the design of ballistic quantum circuits.

We consider two QPCs, defined electrostatically using the usual split gate design. They are tuned to their quantized conductance regimes and interact via the exchange of ballistic electrons via an free, i.e., grounded, region of 2DES. We demonstrate that the mutual coupling can be strongly enhanced by fine tuning an electrostatic lens \[ 28,29 \] between the two QPCs. The lens functions by refocusing carriers diverging from one QPC into the second QPC. For studying this electrostatic focusing we combine it with magnetic deflection \[ 22,30 \] in a field perpendicular to the 2DES. (We avoid the common term magnetic focusing, as a homogeneous magnetic field merely deflects currents.) With this combination we determine the angular resolved emission spectrum of the QPCs, which carries the coherent modes of the 1D constrictions, and explore electrostatic focusing between QPCs.

For our model calculations we first define a 2D electrostatic potential landscape based on the actual sample layout and QPC characterization measurements. Then we determine the ballistic electron dynamics by numerically solving either the Schrödinger equation or the classical equation of motion. For our measurements we use an (Al,Ga)As/GaAs heterostructure which contains a 2DES located 107 nm beneath its surface. In Fig. 1(a) we display the surface partly covered by metal gates used...
to define the two QPCs and a lens in between. The 2DESSs Fermi energy and actual mean free path measured at cryogenic temperatures are $E_F^0 \approx 10.9$ meV and $l_m \approx 24$ µm. We performed all measurements in a helium-3 evaporation cryostat at $T \approx 250$ mK. For a basic characterization we present linear response pinch-off curves of the individual QPCs in Fig. 1(b). The conductance as a function of gate voltages $V_1, V_2$ features flat plateaus at $NGQ$ with integer $N = 1, 2, \ldots$, where $G_Q = 2e^2/h$ is the 1D conductance quantum.

The precise relation between the confinement potential of the QPCs and carrier emission profile is central for understanding the ballistic carrier dynamics and for optimizing a quantum electronic circuit. The lateral confinement defines the mode structure of the 1D channel while its potential shape in current direction [$x$-axis in Fig. 1(a)] governs the coupling of the 1D modes into the surrounding 2DES. Our pinch-off curves exhibit smooth steps between conductance plateaus suggesting reflectionless transmission between the free 2DES and the QPCs. Because this indicates smooth (parabolic) potential barriers in current direction we use such a shape in our model [31]. Importantly, for reflectionless coupling the lateral 1D eigenmode structure is preserved in the coherent QPCs’ emission profile.

Although the conductance steps of our QPCs in Fig. 1(b) are almost equidistant as a function of gate voltages, the corresponding energy spacings between the 1D subbands [cf. Fig. 1(c)] strongly decrease with $N$. These energies are incompatible with parabolic lateral confinement for $N \geq 4$ [32]. We conjecture a transition by screening from a parabolic confinement for $N \leq 1$ towards a hard wall potential for $N \geq 4$ [33].

In the following measurements we apply a dc voltage of $V = -1$ mV across one QPC (emitter) and measure the current $I$ flowing to ground through the second unbiased QPC (detector), cf. Fig. 1(a). Electrons move ballistically between the QPCs as their distance of $l \approx 4.6$ µm is smaller than $l_m$. Alternative current paths include backscattering through the emitter or diffusion to the grounded side contacts ($I_{side}$), such that $I_{side} \approx l_{side}$. The resistance between the center region and ground is $\approx 37$ Ω, small compared to the QPC resistances exceeding 1.8 kΩ for $N \leq 7$ as in our measurements. Nevertheless, the backscattering from the macroscopic, i.e., ohmic leads connecting the region between the QPCs to ground cause a small diffusive contribution to the detector current, $I_{diff} < 0.02 |I_{side}|$, such that $I = I_{ball} + I_{diff}$. Here, $I_{ball}$ is generated by carriers moving ballistically between emitter and detector.

The ballistic detector current $I_{ball}$ is limited by the divergence of the carrier modes emerging from a QPC: carriers are emitted within an aperture angle which depends on the height of the barrier in current direction and the lateral confinement along it. Given their divergence most of the carriers miss the detector and mostly contribute to $I_{side}$. The purpose of our lens is to re-focus the carriers to enhance the coupling between the QPCs.

To first characterize the divergence and lateral mode structure of the QPCs we perform magnetic deflection experiments without electrostatic focusing [26, 27]. Our QPCs are aligned in series, such that ballistic carriers emitted at a larger angle reach the detector at a higher field. In Fig. 2(a) we display example curves $I_{N,N}$ with both QPCs tuned to the center of the $N$th conductance plateau with $N = 1, \ldots, 7$. The two sets of curves correspond to opposite current directions, i.e., exchanged role of emitter vs. detector. The symmetry is predicted by the Onsager-relations [34] for a multi-terminal device, here $I(B)|_{+} = I(-B)|_{-}$, where arrows indicate the opposite current directions. [35]. Below, we will decipher the information the serial current ($I(B)$) encodes on the mode-to-mode coupling between the QPCs.

To predict $I_{ball}$ we numerically solve the Schrödinger equation for a single electron moving in a 2D Fermi gas connected to leads as indicated in Fig. 1(a). We account for the estimated dephasing length of $l_\phi \approx 0.5$ µm by energy averaging, where $l_\phi$ is dominated by temperature and bias broadening. To mimic the measured mean free path of $l_{\text{diff}} \approx 24$ µm we include a weak homogeneous absorbing potential between the QPCs. To model the lateral confinement of the QPCs we use a hard wall potential, where its gate voltage dependent width and depth (at the center of the constrictions) are determined from the subband spacings plotted in Fig. 1(c). For the determination of subband spacings and a comparison with parabolic confinement see Ref. [32]. The opening of the constrictions towards the leads follow the semicircular shape of the gates. The lens potential controlled by the gate voltage $V_L$, cf. Fig. 1(a), is added on demand. From the solution of the Schrödinger equation we extract the total transmission probability $T_{N,M}(B, V_L) = \sum_{n,m} t_{n,m}$ of a ballistic and coherent electron through the two QPCs in series with the first (second) QPC set to the $N$-th ($M$-th) conductance plateau. Thereby $t_{n,m}(B, V_L; V_1, V_2) \equiv T_{N,M}(B, V_L)$, $n = 1, 2, \ldots, N$, $m = 1, 2, \ldots, M$ are the transmission probabilities between the occupied transverse eigenmodes of the detector and emitter. We consider slowly varying QPC potentials and neglect coherent backreflections into the QPCs. In this limit $t_{n,m}$ do not depend on the gate voltages for $n \leq N$ and $m \leq M$ and can be reconstructed from the total transmissions as $t_{n,m} = T_{N,M} - T_{N-1,M} - T_{N,M-1} + T_{N-1,M-1}$. The Landauer formula relates $T_{N,M}(B, V_L)$ to the measured ballistic current, $I_{ball}^{N,M}(B, V_L) = T_{N,M}(B, V_L) / GQV$, see Supplemental material for details.

For better illustrating the mode structure we have also measured $I_{N,M=7}(B)$ for $1 \leq N \leq 7$ with fixed $M$. Aiming at a direct comparison with model predictions we subtract the $B$-field independent $I_{diff}$ from the raw data obtaining $I_{ball}^{N,M=7}(B) = I_{N,M}(B) - I_{diff}^{N,M}(B)$ (see Supplemental material). In Fig. 2(b) we plot the measured transmission differences $\Delta T_{N,M=7}(B) \equiv [I_{ball}^{N,M=7}(B) - I_{ball}^{N-1,M=7}(B)] / GQV$. The bare model predictions $\Delta T_{N,M=7} = \sum_{m=1}^{\text{N}} t_{N,m}$ are presented as red dashed lines in Fig. 2(c). Both, measured and predicted
curves display a growing magnetic field range of finite \( I_{\text{ball}} \) as \( N \) is increased. It confirms a larger aperture angle of carriers emitted from a QPC at higher modes. Our measured data roughly follow the features of the model curves, albeit they show additional fine structure and a reduced symmetry.

So far we assumed a perfectly flat potential between two perfectly positioned QPCs. In the next step we implement a more realistic model by taking into account the following imperfections of the gate layout. Some are visible in Fig. 1(a) as lateral shifts of both QPCs in respect to each other and the lens gate (the dashed horizontal line cuts through the lens center). In addition, we account for a voltage independent dip of the electrostatic potential beneath the center of the lens gate. It is caused by the piezoelectric effect of (Al,Ga)As, which is strained by the lens gate during cool-down (see Supplemental material). The blue solid lines in Fig. 2(c) are the result of such a more realistic calculation. These modifications improve the agreement between our model and experiments. They demonstrate that a detailed knowledge and fine control of the sample properties are key for a successful engineering of the dynamics of ballistic carriers. Remaining deviations between theory and experiments illustrate the limited knowledge of the exact potential landscape, e.g. related to further lithographic imperfections or large angle scattering defects in the 2DES.

Next we focus on the interference pattern of the transmission curves \( \Delta T_{N,M=7} \), which expresses the lateral coherence in our setup. The \( N \) maxima of each of the fully coherent model curves [red dashed lines in Fig. 2(c)] reflect the order of the lateral eigenmodes. The dashed gray lines in Fig. 2(c) connect the \( n \)th maxima for odd (even) \( N \). They also cut through the \( n \)th minima for even (odd) \( N \) as expected for the interference pattern. In Fig. 2(b) the same lines (slightly shifted in \( B \)) approximately connect corresponding maxima and minima of the measured data similar as for the model data including imperfections [blue lines in (c)]. This behavior is a fingerprint of the coherent mode structure of the QPCs. Note, that a classical calculation predicts a single transmission maximum without mode structure. However, the envelopes of the classical emitted electron beam and the quantum mechanical result are alike (see Supplemental material).

For practical applications it is desirable to maximize the coupling of distant nanodevices which can be achieved by refocusing the carriers emitted from one QPC to the other. To achieve electrostatic focusing, we add a gate designed to define a concave spherical lens in the center between the two QPCs, cf. Fig. 1(a) [28, 29]. In a classical model with perfect geometry its focusing properties are described by the electronic version of Snell’s law with the refractive index for electrons defined as \( n_e = \sqrt{E_{F,\phi}^2/E_{F}^2} \), where the Fermi energies below the lens gate \( E_{F,\phi}^2 \) and elsewhere \( E_{F}^2 \) are assumed to be constants. For our concave lens focusing requires \( n_e > 1 \) which we achieve by reducing \( E_{F,\phi}^2 \) via applying \( V_{L} < 0 \) to the lens gate. In Fig. 3(a) we combine electrostatic focusing and magnetic deflection and plot the measured transmission \( T(B,V_{L}) = I(B,V_{L})/GV \) for \( N = M = 7 \) (The corresponding magnetic deflection experiment shown in
Fig. 2(a) is the vertical cross section at potential near the focus point (accounting for 100 nm depletion beyond the edge of the gate) is sketched for comparison. (d) Calculated current density emitted by QPCs (various magnetic fields. For $B = B_0 = 0$ (blue) a pronounced maximum indicates focusing. Red dashed line: $T(V_L)$ without QPCs ($V_1 = V_2 = 0$). (c) Calculated $T(V_L, B)$ as described in the main text. The dashed lines in (a) and (c) are identical. (d) Calculated current density emitted by QPC$_1$ modeled as hard wall potential for $N = 7$ at $B = 0$. The edge of the lens potential near the focus point (accounting for 100 nm depletion beyond the edge of the gate) is sketched for comparison.

Fig. 3(a) is the vertical cross section at $V_L = 0$.) While we decrease $V_L < 0$ the current maxima bend inwards and eventually cumulate in a single peak at zero magnetic field and $V_L \simeq -0.64\,\text{V}$, a direct signature of electrostatic focusing. In Fig. 3(b) we present various horizontal cuts $T(V_L)$ for constant $B$. Independent of the magnetic field the lens pinches off near $V_L = -1.2\,\text{V}$ similar as the lens’ transmission curve without QPCs ($V_1 = V_2 = 0$), added as a red dashed line. Interestingly, the transmission maxima all lie within a range of $V_L$ in which the lens itself has almost zero reflection, corroborating our interpretation in terms of electrostatic focusing.

While we measure electrostatic focusing as a function of the gate voltage $V_L$, model calculations are performed in terms of the electrostatic potential induced by the lens and parameterized by $n_i$ or $E_F^L$. A direct comparison therefore requires a calibration of $n_i(V_L)$. We combined two complimentary methods, namely Landau-level reflection measurements [36] and a self-consistent approach by applying Snell’s law for a given lens geometry (see Supplemen-tary material). The calibration allows us to display our model calculations in Fig. 3(c) in the same coordinate system as the measurements in panel (a). The dashed lines in panels (a) and (c) are identical and serve as a guide for the eyes to facilitate comparison. The model calculations clearly reproduce the main features of our measurements in Fig. 3(a).

Figure 3(d) shows the calculated current density emitted by a QPC for $N = 7$ at $B = 0$ together with the actual lens geometry. It confirms that the lens captures the emitted beam for $N \leq 7$, in agreement with the focusing results plotted in Fig. 3(a). In the Supplemental material we show that the emission of a QPC depends on the shape of its confinement potential and that the assumption of a parabolic confinement is in disagreement with our experiment.

For $N = 7$ our model predicts a transmission at the focal point of $T \approx 35\%$. About half of the reduction from $100\%$ are caused by the imperfections of the layout discussed above. The other half is due to an additional lens aberration incorporated by design: we optimized the lens for $N = 1$ and thereby neglected the effects of bent electron beams (in contrast to straight beams in ray optics). The main effect is, that the lens’ focus point depends on the angle at which carriers are emitted from a QPC. The measured transmission at the focal point is $T \approx 13\%$. This further reduction indicates additional deviations of the electrostatic potential from the simulated geometry not yet accounted for in our model. [37]

In summary, using a field effect lens we have achieved electrostatic focusing of ballistic electrons at $B = 0$ between two QPCs separate by a mesoscopic region of a grounded 2DES. As a tool to directly illustrate electrostatic focusing and to characterize the coherent lateral mode structure of the beam emitted by a QPC, we have combined electrostatic focusing with magnetic deflection. The emission profile of a QPC crucially depends on the shape of its electrostatic (confinement) potential. We present a single-particle quantum-mechanical model which provides realistic predictions of the coherent and ballistic electron dynamics for a given electrostatic potential landscape. Its accuracy depends on how well the electrostatic potential is known. The accurate description of ballistic electrons will be key for designing future integrated quantum circuits. Our results present an important step towards this goal.
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I. NUMERICAL SOLUTION OF THE SCHÖDINGER EQUATION

A. Outline of the model

We model the ballistic transmission of electrons through the two QPCs in series with an open region of grounded 2DES in between by solving the Schrödinger equation for a single electron in a 2DES with leads and a potential landscape that implements the QPCs, the lens and the impurities. We treat the 2DES at cryogenic temperatures as a degenerate Fermi gas but take into account energy broadening of the emitted electrons by both, temperature and a finite bias. Supported by experimental results (not shown), we assume coherent transport between the QPCs. However, standing waves between the QPCs due to multiple coherent reflections cannot be resolved because of energy broadening caused by temperature and applied voltage. We model the QPCs using potentials that change slowly on the scale of the Fermi wavelength such that no reflections occur as long as the potential maximum stays below the chemical potential of the 2DES. Our approach is to divide the simulation region into parallel slices of width $\Delta x$ for which we solve the scattering problem exactly. Concatenation of the resulting slice-by-slice scattering matrices in the correct order yields the scattering matrix of the complete simulation region from which we then extract the transmission probabilities $T_{N,M}$ for emitter and detector QPCs on the $N$th and $M$th plateau for a direct comparison with experiments.

The problem of a single electron moving in a magnetic field $B$ and a spatial potential $\Phi(x, y)$ is described by the Hamiltonian

$$H = \frac{1}{2m^*} \left( -i\hbar \frac{\partial}{\partial y} - \frac{e}{c} \mathbf{A}(x, y) \right)^2 + \Phi(x, y)$$

where $m^*$ and $e$ are the effective mass and charge of the electron and $c$ is the speed of light. While we calculate the solutions at fixed energy $E$, we account for the energy distribution of charge carriers due to finite temperature and source drain voltage by sampling over the energy distribution of the electrons. The simulation region is sketched in Fig. 4.

Assuming ballistic transport the potential $\Phi(x, y)$ models two QPCs and a tunable lens in between. We calculate the transmission through QPC$_2$ (detector) for electrons emitted by QPC$_1$ (emitter), i.e., the principal direction of particle flow is along the x-axis. We attach leads to the two boundaries of the simulation region at $x = 0$ and $x = L$, each of which is a semi-infinite conducting 2DES without magnetic field. The real sample used in our experiments and shown in Fig. 1(a) of the main text contains four additional ohmic contacts arranged symmetrically along the sides to ground the 2DES region between the two QPCs. These macroscopic and diffusive contacts absorb electrons scattered to the sides such that they cannot escape through one of the two QPCs.
We simulate the side contacts by an absorbing potential along the boundaries of the simulation region in y-direction which allow an expansion in terms of plane waves. Along the x-axis we divide the simulation region into exactly solvable vertical slices (parallel to the y-axis) by approximating the potential

$$\Phi(x, y) \approx \sum_i \Phi(x_i, y) \delta(x - x_i)$$  \hspace{1cm} (2)$$

where we choose a normalization of the Dirac delta function such that \( \int_{-\infty}^{\infty} dx \delta(x) = \Delta x \), where \( \Delta x = x_{i+1} - x_i \). The normalization is chosen to preserve \( \int_{x=0}^{L} dx \Phi(x, y) \), where \( L \) is the length of the simulation region in x direction, compare Fig. 4. We include a magnetic field \( \vec{B}(x) = B(x) \hat{e}_z \) perpendicular to the 2DES which is approximated by

$$B(x) \approx \sum_i B(x_i) \delta(x - x_i).$$  \hspace{1cm} (3)$$

We choose the corresponding vector potential as \( \vec{A}(x) = A_q(x) \hat{e}_y \), where \( A_q = \int_0^x dx' B(x') = \sum_{x_i < x} B(x_i) \Delta x \). The magnetic field is constant within the region between the QPCs but vanishes in the leads and in the regions with finite QPC potential at \( 0 \leq x \leq x_1 \) and \( x_2 \leq x \leq L \). Neglecting the magnetic field within the QPC regions is justified as the cyclotron radius is much larger than the QPC constriction size. To avoid reflections due to discontinuities of \( B \) at \( x = x_1 \) and \( x = x_2 \), we turn on the magnetic field slowly on the scale of the Fermi wavelength. The solution converges when the slide width \( \Delta x \) is much smaller than the Fermi wavelength.

**B. Scattering problem in a nut-shell**

For solving the scattering problem, between \( x = 0 \) and \( x = L \) we expand the wavefunction along the vertical slices (in y-direction) in plane waves characterized by the transverse wavenumber \( q \). Making use of the linearity of the scattering problem we calculate the scattering matrix of each individual slice separately. For each slice we further divide the problem into a free propagation between \( x_i \) and \( x_{i+1} \), setting \( \Phi = 0 \) and \( B = 0 \), and the actual scattering events at \( x_i \) accounting for the potential and the magnetic field as defined in equations (2) and (3), respectively. The “propagative motion” is sketched in Fig. 5(a) and the “scattering events” in Fig. 5(b). Regions I and III are temporarily added supplementary semi-infinite regions described by the trivial Hamiltonian

$$H_0 = -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2}. \hspace{1cm} (4)$$

These supplementary leads are completely removed in the last step, where we concatenate the slices in the order of appearance from left to right. Before the final concatenation process we add the semi-infinite leads for \( x < 0 \) and \( x > L \) to the system. For the region with \( B = 0 \), the scattering matrix of the uniform leads is sketched in Fig. 5.

**C. Details of the calculation**

The scattering matrix \( S_{q',q} \) is the unitary matrix that relates the amplitudes of ingoing waves \( a_q, d_q \) to the scattered amplitudes of outgoing waves \( b_{q'}, d_{q'} \) left and right of the scattering region. The scattering event may change the wavenumber of the ingoing wave from \( q \) to \( q' \). The
scattering matrix is defined as

\[ \begin{pmatrix} b_{q'} \\ c_{q'} \end{pmatrix} = \int_{-\infty}^{\infty} dq S_{q',q} \begin{pmatrix} a_q \\ d_q \end{pmatrix} = \int_{-\infty}^{\infty} dq \begin{pmatrix} t_{q',q} & r_{q',q} \\ r_{q',q}^* & t_{q',q}^* \end{pmatrix} \begin{pmatrix} a_q \\ d_q \end{pmatrix} \]

where \( t_{q',q} \) and \( r_{q',q} \) are transmission and reflection matrices for waves incident from the left (right), respectively.

The scattering matrix for the propagative slices is solved in a model as sketched in Fig. 5(a). The Hamiltonian \( H \) in region II implementing the propagation of the plane wave eigenmodes from \( x_i \) to \( x_{i+1} \) is

\[ H = -\frac{\hbar^2}{2m^*} \frac{\partial^2}{\partial x^2} + \left( \hbar q - \frac{\pi}{\hbar} A_y(x_i) \right)^2. \]

where the term \( \frac{\pi}{\hbar} A_y(x_i) \) describes the piecewise constant vector potential corresponding to the magnetic field as defined in eq. 3. For this geometry, the transmission matrices read

\[ t_{q',q} = \frac{2kxq e^{-ikxq} \delta(q-q')}{2 \cos(kxq) kxq - i \sin(kxq) (kq + kq^2)} \]

and \( t_{q',q}^* = t_{q',q}^2ikxq \) and the reflection matrices are

\[ r_{q',q} = r_{q',q}^2ikxq = \frac{i \sin(kxq) (kq^2 - kq^2) \delta(q-q')}{2 \cos(kxq) kxq - i \sin(kxq) (kq + kq^2)} \]

with the wavenumber along \( x \) in regions I and III \( k = \sqrt{2m^* E/\hbar^2} \) and the wavenumber along \( x \) in region II \( k_x = \sqrt{2m^* E/\hbar^2} - (q - \frac{\pi}{\hbar} A_y(x_i))^2 \). The scattering matrix is diagonal in the wavenumber \( q \). In the propagative region with \( \Phi(x,y) = 0 \) they satisfy \( k^2 = k_x^2 + q^2 \). To implement the potential \( \Phi(x,y) \), we solve the scattering problem for a slice \( \Phi(x_i, y) \delta(x-x_i) \) in the geometry depicted in Fig. 5(b)). The transmission and reflection matrices are

\[ t = t' = 2 \left( 2i\kappa + \frac{2im^* \Delta x}{\hbar^2 k} \Phi(x_i) \right)^{-1} \]

In a scattering geometry for a left lead as in Fig. 6, the transmission amplitudes read

\[ t_{q',q} = t_{q',q}^* \]

where \( \Phi \) is the identity matrix and \( \Phi_{q_1,q_2}(x_i) = \Phi_{q_1-q_2}(x_i) \) is the Toeplitz matrix formed by the Fourier transform of the potential \( \Phi(x_i) = \int_W dy \Phi(x_i, y) e^{-iqy} \) with \( W \) the width of the simulation region along \( y \). For the leads at the left and right boundary of the simulation region, we assume that there is no magnetic field. The vector potential in the left (right) leads is equal to the vector potential at the left (right) boundary of the simulation region \( A^\text{lead}_y = A_y(0) \) \( (A^\text{lead}_y = A_y(L)) \). The Hamiltonian in the leads is

\[ H^\text{lead} = -\frac{\hbar^2}{2m^*} \frac{\partial^2}{\partial x^2} + \left( \hbar q - \frac{\pi}{\hbar} \Phi(x) \right)^2 \]

where \( \Phi \) is the identity matrix and \( \Phi_{q_1,q_2}(x_i) = \Phi_{q_1-q_2}(x_i) \) is the Toeplitz matrix formed by the Fourier transform of the potential \( \Phi(x_i) = \int_W dy \Phi(x_i, y) e^{-iqy} \) with \( W \) the width of the simulation region along \( y \). For the leads at the left and right boundary of the simulation region, we assume that there is no magnetic field. The vector potential in the left (right) leads is equal to the vector potential at the left (right) boundary of the simulation region \( A^\text{lead}_y = A_y(0) \) \( (A^\text{lead}_y = A_y(L)) \). The Hamiltonian in the leads is

\[ H^\text{lead} = -\frac{\hbar^2}{2m^*} \frac{\partial^2}{\partial x^2} + \left( \hbar q - \frac{\pi}{\hbar} \Phi(x) \right)^2 \]

D. Transmission matrix

In the main article we expressed the total transmission probability in terms of a transmission matrix \( T_{N,M} = \sum_{n,m} t_{n,m} \) for emitter and detector QPC on the \( N \)th and \( M \)th conductance plateaus. Here, \( t_{n,m} \) are the individual probabilities for an electron emitted from the \( n \)th mode to transmit through the \( m \)th subband of the detector. We present them in Fig. 5(a). This approach
is exact as long as the eigenmodes do not depend on \( N \) and \( M \) and coherent reflections between the QPCs can be neglected. The latter is fulfilled in our experiments as the dephasing length is small compared to the distance between the QPCs \( l_0 \simeq 0.5 \mu m \ll l \). However, in Ref. [32] we show that the lateral confinement potential of the QPCs is modified by Coulomb screening as the mode number increases. As a consequence the eigenmodes are also affected and the transmissions \( t_{n,m} \) depend on \( N \) or \( M \), respectively. The descriptive picture presented in the main article is a good approximation as long as the change of the confinement potential between subsequent plateaus of the QPCs is small.

While the approximation works quite well for our experiments, in our numerical calculations described in the sections above we nevertheless directly calculate the total transmission \( T_{N,M} \) for the realistic electrostatic potential which we determined from the experimental subband spacings [32].

For completeness in Fig. 7(b) we present the transmission differences \( \Delta T_{N,M=7} = \sum_{n=1}^{7} t_{n,7} \) corresponding to summing up all elements in a row of the matrix in panel (a). These transmission differences are also discussed in the main article, cf. Fig. 2 of the main article.

### E. Analytic description of QPC potentials

In a separate work in Ref. [32] we show that the confinement potential at the center of our gate defined QPCs on the \( N \leq 2 \) conductance plateau is well described by a parabola while for \( N \geq 3 \) it is best described by a hard-wall potential. Below we introduce a two dimensional continuation of both the hard-wall and parabolic potential. We assume that the magnetic field can be neglected within the QPC regions in both quantum and classical simulations. This is a good approximation as long as the magnetic length is large compared to the channel width at the QPCs, as in all our measurements presented here.

#### Hard-wall potential

The electrostatic potential realizing the QPCs based on a hard-wall model can be defined within the QPC regions \( 0 \leq x \leq x_1 \) and \( x_2 \leq x \leq L \) as

\[
\phi(x,y) = \begin{cases} 
  e(x,\omega_x)\phi_0 & |y| \leq \frac{W}{2} + \sqrt{(R_0 - \frac{W}{2})^2 - x^2} \\
  0 & \text{else}
\end{cases}
\]

where \( e(x,\omega_x) \) is an envelope function as described below and \( E_F^0 \) is the Fermi energy of the free 2DES, i.e. the

\[
\begin{align*}
  e(x,\omega_x) &= \left\{ 
  \begin{array}{ll}
    e_0 & |x| \leq \frac{W}{2} \\
    0 & \text{else}
  \end{array}
\right. \\
  \phi_0 &= \frac{1}{2}\sqrt{\frac{2m\hbar^2}{\epsilon_0}} \\
  W &= R_0 - \frac{W}{2} = \frac{(R_0 - \frac{W}{2})^2 - x^2}{2y}
\end{align*}
\]

with parameters from Table I.
kinetic energy of electrons in the free 2DES at the Fermi edge. The electrostatic potential \( \Phi_0 \) has a discontinuity along two semicircles modeling the semicircular shape of the split gates defining the QPC. The width \( W \) and the offset potential \( \Phi_0 \) at the QPC center determines the mode structure of the QPC. These parameters can be determined from source-drain bias voltage spectroscopy \[32\] and the result is summarized in Table I. The radius \( R = R_0 - W/2 \) of the semicircles decreases with increasing width of the QPC center modeling the shrinking of the gate depleted region when the gate voltage is increased. In our simulations we set \( R_0 = 400 \text{ nm} \) which yields a slightly larger distance between the centers of the semicircles than in the QPC gate geometry \( (d/2 = 275 \text{ nm}) \). The value of \( R_0 \) is chosen in order to find better agreement in the width of the transmission profile \( T(B) \) with the magnetic deflection experiments. The correction accounts for uncertainties in the precise determination of the electrostatic QPC potential.

In current direction we assume a parabolic transition of the electrostatic potential between the 1D channel and the free 2DES in order to ensure a reflectionless transmission through the QPCs. This is implemented by a smooth version of the envelope function

\[
e(x; \omega_x) = \begin{cases} 0, & |x| \leq \frac{L_{\text{QPC}}}{2} \\ 1 - \frac{m_0 \omega_x^2 x^2}{2E_F}, & \text{else} \end{cases}
\]

where the channel length \( L_{\text{QPC}} = \frac{\sqrt{2E_F}}{m_0 \omega_x} = 2R_0 - W \) such that the function \( e(x, \omega_x) \) is continuous. The potential as well as the envelope function are plotted in Fig. 8. In the quantum mechanical simulation, we use a version of \( e(x, \omega_x) \) that connects smoothly to \( \Phi(x > x_1, y) = 0 \) over a length \( L_{\text{QPC}}/12 \) on both sides of the QPC as shown in Fig. 8(b).

**Parabolic saddle point potential.** For comparison, a potential that has a parabolic saddle point at the QPC center and connects continuously to the free regions with vanishing potential can be defined as

\[
\Phi(x, y) = e(x; \omega_x) \left( \Phi_0 + \frac{m_0 \omega_y^2 y^2}{2} \right).
\]

where \( \hbar \omega_y \) is the subband spacing. To simulate a QPC at the \( N \)'th conductance plateau we set \( \Phi_0 = E_F^0 - n\hbar \omega_y \).

### F. Implementation of the lens potential in our numerical model

In Fig. 9 we illustrate the lens potential implemented in our numerical model, accounting for our lens calibration described in detail in Sec. V below. The lens represents a region of finite potential in the otherwise free 2DES. The region of finite potential mimics the shape of the lens gate, cf. Fig. 1(a) in the main paper, with the width \( W = 1780 \text{ nm} \) and lens radius \( R = 750 \text{ nm} \). The potential width is additionally increased by \( \Delta W/\Delta V_L = 75 \text{ nm}/V \), taking into account the measured depletion length caused by the electric field effect. A dip in the center of the lens is caused by a piezoelectric potential, described in Sec. V below. To avoid unrealistic sharp edges of the lens potential we model the potential transitions by smooth step functions.

### II. COMPARISON BETWEEN QUANTUM MECHANICAL AND CLASSICAL SOLUTION

In order to identify coherence effects we compare our results with a classical simulation of the magnetic deflection experiment. To compute the current for classical electrons we sample the lateral distribution function at the center (in current direction) of the emitter. We solve the phase space trajectory of each sampling point numerically and determine whether it transmits through the detector and hence contributes to the current. In the classical simulation we neglect trajectories that involve multiple reflections between the QPCs.

In Fig. 10 we show the classically and quantum mechanically computed magnetic deflection transmission profiles \( T(B) \) for a perfectly aligned geometry and without the electrostatic potential dip at the lens waist. Both computations were performed with identical parameters using the harmonic QPC potential. The quantum mechanical solution exhibits oscillations that reflect the
mode structure of the waves emitted from the QPC. These coherent oscillations are absent in the transmission profile for classical electrons.

The envelope of the transmission profile of coherent electrons coincides with the classical result for large magnetic field strengths. For small magnetic fields there are electron trajectories involving reflections between the QPCs that contribute to the current through the setup. These trajectories are included in the quantum mechanical calculation but are neglected in the classical calculation. They yield an overall enhanced transmission for small magnetic field strengths in the quantum mechanical calculation compared to our classical solution.

In our experiments coherent Fabry-Perot like oscillations caused by standing waves between the QPCs are averaged out, as expected for the dephasing length of $\ell_\phi = 500 \text{ nm}$ due to bias and temperature broadening, cf. Fig. 2 of the main article. In our quantum mechanical calculation we account for the broadening by energy averaging. Nevertheless, the quantum mechanical solution in Fig. 10 contains high frequency oscillations at small magnetic fields which are a remnant of the Fabry-Perot oscillations after averaging over the energy distribution of transmitting electrons. These remnants of the Fabry-Perot oscillations are vulnerable to geometric imperfections and weak disorder contributing additional phase shifts to interfering paths. Therefore they are most pronounced in the perfectly aligned geometry without electrostatic potential dip at the lens waist.

The lateral mode structure of the QPCs is visible in both, experimental results and quantum mechanical solution of their serial transmission, cf. Fig. 2 of the main article. In contrast to the Fabry-Perot like oscillations discussed above the lateral mode structure remains stable as long as the dephasing length is larger than the lateral distance of two adjacent maxima in the interference pattern of emitted electrons.

### III. EMISSION PROFILES FOR HARD-WALL VERSUS PARABOLIC LATERAL POTENTIALS

In this section we compare the calculated emission profiles for our two models introduced in section I E describing the electrostatic QPC potential.

#### A. QPC emission profiles

The beam profiles are calculated from the solution of the Schrödinger equation, namely the spatially resolved probability density of an electron emitted from the QPC at the Fermi energy. In Fig. 11 we compare the beam profiles for the hard-wall versus parabolic potential. The beam profiles of the hard-wall potential have a wider waist and smaller divergence compared to the parabolic potential. This tendency is additionally presented in Fig. 11(e) by plotting the full-width-half-maximum (FWHM) of the respective beams as a function of the distance to the QPC.

#### B. Magnetic deflection and electrostatic focusing properties

In Fig. 12 we compare the combined magnetic deflection with electrostatic focusing, namely the transmission probability through the two QPCs for $B \neq 0$ and $V_L \neq 0$, assuming a hard-wall (panel a) versus parabolic QPC (b) potential for $N = M = 7$. Both QPC models show electrostatic focusing. The main differences between the two models is that the parabolic QPC potential exhibits a broader transmission profile at vanishing lens potential and a reduced transmission at the focal point. Both differences are caused by the larger divergence of the parabolic QPC potential. The larger divergence of the QPC potential implies that not all electrons can be captured by the lens, cf. Fig. 11(e) and therefore a reduced transmission at the focal point.

From our experimental data we concluded that all electrons are captured by the lens, in contradiction to the beam profile of the parabolic QPC potential. Furthermore, the measured magnetic field dependence of the transmission profile at $V_L = 0$ is in better agreement with the predictions of the hard-wall model than those of the parabolic confinement model.
IV. MEASUREMENT CONDITIONS AND SAMPLE PROPERTIES

A. Experimental setup

The presented experimental data are all direct current (dc) measurements using the current amplifiers model 1211 of DL Instruments. As voltage sources for the gates and the source-drain voltage we used the model 7651 of Yokogawa. All measurements presented in the main article or the appendix were performed in a helium-3 evaporation cryostat and, if not stated otherwise, at a temperature of $T_{B} \approx 250$ mK. For the presented data we applied a source-drain voltage of $V = -1$ mV across the emitter QPC unless stated otherwise. Control measurements with $V = -0.1$ mV at $T_{B} \approx 250$ mK result in almost identical curves. Measurements with the temperature raised to 4 K or more cause a broadening of the steps between conductance plateaus of the QPC pinch-off curves and, related, a broadening of the oscillations in $I(B,V_{L})$.

We parameterize our experimental curves in terms of the mode numbers $N$ of QPC$_{1}$ and $M$ of QPC$_{2}$, which define the quantized conductance plateaus via $N,M$ that are related, a broadening of the oscillations in $I(B,V_{L})$.

We simulate the magnetic deflection transmission probabilities $T(\Phi_{L}, B)$ for finite electrostatic lens potential $\Phi_{L}$ for emitter and detector QPC set to $N = M = 7$ conducting channels with (a) hard-wall QPC potential model and (b) parabolic QPC potential model.

B. Inhomogeneous lens potential

Our lens shows aberration. The main reason is a dip of the electrostatic potential located below the center of the lens gate. The potential dip is caused by strain below the lens gate which built up during cooldown due to the different thermal expansion coefficients of the metal gate and the (Al,Ga)As wafer. For the given lens ge-
ometry and its alignment in (110)-crystal direction the built-up strain generates a constant electric field via the piezoelectric effect. It gives rise to a symmetric potential dip along the lens (in the y-direction) which reflects the lens geometry. Comparison with literature confirms that the dip can lower the local electrostatic potential by a few meV [38, 39]. Experimentally we find a dip depth of $\Delta \text{dip} \simeq 4.2 \text{meV}$, see the end of Section V. This potential modulation is a general feature of on-chip electrostatic lenses on a piezoelectric material and should be taken into account for future lens designs.

C. Misalignment of the nanostructures

In Fig. 13(a) we present an atomic force microscope (AFM) image of the sample. It reveals that both QPCs are shifted [downwards in Fig. 13(a)] with respect to the lens waist, QPC$_1$ by $\approx 80 \text{nm}$ and QPC$_2$ by $\approx 260 \text{nm}$ (green bars). For the calculations we used slightly smaller shifts for a slightly better agreement with theory. As discussed in the main paper, a lateral misalignment of the two QPCs in respect to the lens breaks the symmetry and together with the electrostatic potential dip reduces the mode-to-mode coupling and the ballistic transmission through the two QPCs in series. The effect is strongest at small values of $N$ and $M$ because the lower modes emit narrower electron beams. In Fig. 13(b) we present the measured serial transmission $T(B, V_L)$ for $N = M = 1$. The transmission is small and asymmetric with respect to $B - B_0 = 0$. An according numerical calculation in panel (c) qualitatively reproduces this behavior. For clarity, in panel (d) we also present the model prediction for a hypothetical sample with perfectly positioned QPCs and a lens without electrostatic potential dip.

D. Influence of the quantum point contact eigenmodes

The lower inset of Fig. 13 plots the detector pinch-off curve for $M \leq 2$. In the main figure we present the detector current, i.e., the current through both QPCs in series as a function of the lens gate voltage $V_L$ at $B = 0$. The emitter QPC$_1$ is tuned to its first conductance plateau ($N = 1$) while the detector is tuned to various points between $1 \leq M \leq 2$ as indicated in the inset. Traces $I(V_L)$ measured with the detector on one and the same plateau are almost identical even in small details. In contrast, we observe large variations between traces with different detector conductance. This result demonstrates that the current profile between the QPCs is directly related with the occupied eigenmodes of the QPCs. The latter stay unchanged as long as both QPCs remain on their respective plateaus. However, the mode structure and current profile rapidly change as soon as the conductance of one of the QPCs is changed.

FIG. 13. (a) AFM image of the sample surface. Light color corresponds to the metal gates. Green bars depict the lateral shifts of the QPCs from the waist of the lens (dashed horizontal line) by 80 nm and 260 nm, respectively. (b) Measured transmission $T(B, V_L)$ through both QPCs in series at $N = M = 1$ at a source drain voltage $V = -1 \text{mV}$. (c) Calculated $T(B, V_L)$ for $N = M = 1$ for the lateral misalignments measured in (a) including a electrostatic potential dip at the lens waist as discussed in section IVB. (d) Calculated $T(B, V_L)$ for $N = M = 1$ for a perfectly symmetric sample without electrostatic potential dip at the lens waist. (e) Calculated $T(B = 0, V_L)$ cuts for $N = M = 1$ as in (b) but with varying dephasing length $l_\phi$. 
E. Influence of coherent electron dynamics

The traces $I(V_L)$ in Fig. 14 display strong oscillations, which depend on the mode occupation of the QPCs, i.e., $N$ and $M$. They are stronger for smaller $N,M$, lower temperature and smaller source-drain voltage $V$. indicating an origin in terms of coherent standing waves (i) between the two QPCs or (ii) between emitter or detector QPC and the lens. Furthermore, (iii) the presence of the electrostatic potential dip at the center of the lens causes diffraction of the electron beam resulting in a modulated transmission profile $T(V_L = 0, B)$ as seen both in experiment, Figure 13 panel (b), and in the simulation Figure 13 panel (c) as bent stripes of local transmission maxima. Due to the asymmetry of the sample, this diffraction results in oscillations of the transmission along horizontal cuts of the transmission profile, e.g., for $B = 0$.

As the interference pattern strongly depends even on slight disorder and the precise realization of the electrostatic potential, a one-to-one comparison with a numerical simulation is difficult. In order to qualitatively explain the oscillations in $I(V_L)$ in Fig. 14 we compare simulated $T(V_L, B = 0)$ cuts with varying dephasing length $l_\phi = 0.5 \mu m$, $l_\phi = 5 \mu m$ and $l_\phi = \infty$ shown in 13(e). The fast oscillations for small negative lens voltages $V_L > -0.6 V$ are consistent with an interpretation in terms of standing waves between the two QPCs as they are strong for a dephasing length much larger than the distance between the QPCs $l_\phi = \infty$ while they are averaged out for a dephasing length $l_\phi \leq 5 \mu m$ of the order of the distance between the QPCs. The oscillations at large negative lens voltages $V_L < -0.6 V$ can originate both from (ii) coherent standing waves between the QPC and the lens and (iii) the lens voltage tuning the diffraction pattern through the $B = 0$ cut. The former exist only if the lens voltage $V_L$ is negative enough such that electrons approaching a sufficiently smooth electrostatic potential $\Phi(V_L)$ are reflected if their forward momentum is smaller than $\sqrt{2m^*(E_F^0 - \Phi_L)}$. As the experiment was conducted at $T = 250 \mu K$ with a source-drain voltage of $-1 mV$ corresponding to a dephasing length of 0.5 $\mu m$, oscillating current contributions due to standing waves between lens and the QPCs are averaged out. Thus, the simulation supports the conclusion that the large oscillations in the experimental data at $V_L < -0.6 V$ are caused by (iii) the tuning of the diffraction pattern through the $B = 0$ cut. This conclusion is in agreement with the measured and simulated $T(V_L, B)$ profile for emitter and detector plateaus $N = M = 1$ in Fig. 13(b) and (c), respectively. Note, that the simulated $T(V_L, B)$ profile in a symmetric geometry without electrostatic potential dip at lens waist does not exhibit these oscillations.

V. LENS CALIBRATION

The variations between the dispersion relations of light with the momentum $\propto 1/c$ and that of massive particles results in different refraction laws. The momentum of the relevant electrons is in our case proportional to its Fermi velocity $v_F$. In optics, the refractive index of a medium is defined as the ratio of the vacuum light speed $c$ to the phase velocity $c_m$ of light in the medium, $n_m = c/c_m$. In analogy, we define the relative refractive index of our electrostatic lens as $n_r = v_F^0/v_F^L$, where $v_F^0$ is the Fermi velocity of electrons in the bulk 2DES away from the lens and $v_F^L$ its counterpart below the lens gate.

The focusing properties of a lens can be calculated by requiring a smooth transition between regions of different refractive index, i.e. that the component of the momentum in the plane of the interface of changing refractive index remains constant. Snell’s law for light then reads

$$n_m = \frac{c}{c_m} = \frac{\sin \delta_1}{\sin \delta_2},$$

for photons: $n_m = \frac{c}{c_m} = \frac{\sin \delta_1}{\sin \delta_2}$. (22)

where $\delta_1$ is the angles of incidence (in vacuum) and $\delta_2$ the angle of refraction (in the lens). In contrast for electron optics we find a different refraction law \[28, 29\]

$$\frac{E_F^0}{E_F^L} = \sqrt{\frac{E_F^0}{E_F^L}} = \frac{\sin \delta_2}{\sin \delta_1},$$

for electrons: $\frac{v_F^0}{v_F^L} = \sqrt{\frac{E_F^0}{E_F^L}} = \frac{\sin \delta_2}{\sin \delta_1}$. (23)

where we introduced the kinetic energies $E_F^0$ and $E_F^L$ in the bulk 2DES away from the lens and below the lens gate. As a consequence, to achieve focusing for $n_r > 1$, an optical lens must be convex while an electrostatic lens must be concave.

Quantitative predictions of the focusing properties of our lens require a calibration of the electrostatic potential $\Phi_L = E_F^0 - E_F^L$ induced by the lens gate as a function of the voltage $V_L$ applied to it. Below, we compare two
different methods to experimentally calibrate the lens. Comparison between the two methods reveals the dip of the lens potential discussed in Sec. IV B above.

A. Landau-level lens calibration

A viable method to calibrate the height of a barrier is to measure the reflection of quantum-Hall edge-channels in a strong perpendicular magnetic field $B$. The edge channels are a consequence of the orbital quantization of the density of states of the 2DES in Landau levels (LLs) with quantum number $l = 1, 2, 3, \ldots$. Taking into account the Zeeman splitting each LL results in two spin-parallel edge channels connecting the ohmic contacts 1–6 in the quantized Hall regime at integer filling factor $\nu = 2$ beneath the lens gate and $\nu = 4$ elsewhere. (d) Illustration of the reflection of edge channels. Edge channels corresponding to the red quantized energy levels (with $\nu = 3, 4$) are reflected at the lens barrier if its height caused by applying a negative voltage $V_L > 0$ to the lens gate fulfills $\Phi_L \geq \hbar \omega_c$.

\[
E_{\pm}(l) = \hbar \omega_c \left( l - \frac{1}{2} \right) \pm \frac{1}{2} g \mu_B B, \quad (24)
\]

where $\omega_c = eB/m^* \nu$ is the cyclotron frequency, $e$ is the elementary charge, $m^* = 0.067m_0$ is the effective electron mass in GaAs with the free electron mass $m_0$, $g$ the Landee g-factor with $g \sim -0.36$ in GaAs and $\mu_B$ the Bohr magneton. We indicate the corresponding spin polarized edge channels by their filling factor $\nu = 1, 2, 3, \ldots$ defined as $\nu = 2E_F^0/\hbar \omega_c$. For instance at $\nu = 2.25$ the lowest two edge channels, corresponding to the lowest LL, are completely filled and one quarter of the states of (spin-up polarized) third level are also occupied.

In our calibration measurements we apply a constant $B$ such that the bulk 2DES (away from the gates) has an integer filling factor. By sweeping $V_L$ we then gradually increase the lens barrier, hence decrease $E_F^0$ and the filling factor beneath the lens gate $\nu_L$. Thereby, we detect the successive reflection of the individual edge channels at the barrier in terms of the corresponding resistance changes. In Fig. 15(a) we present an overview photograph of the wafer surface including bond pads and ohmic contacts in the periphery. The position of the ohmic contacts, labeled by numbers 1–6, in respect to the lens gate are also indicated in panels (b) and (c), which show an SEM image of the central part of the lens gate and a sketch of the quantum Hall measurement set-up, respectively. In panel (c) we assume the filling factor of $\nu = 4$ in the bulk but $\nu_L = 2$ below the lens gate, such that the third and the fourth edge channel (red) are reflected off the lens. As illustrated in Fig. 15(d), this reflection occurs for $\tilde{E}_F^0 < \nu_L/2 \hbar \omega_c = \hbar \omega_c$. Here $\tilde{E}_F^0$ denotes the maximum of $E_F^0(y)$ taking into account a possible dip of $\Phi_L(y)$ in the center of the lens. In our sketch $\tilde{E}_F^0$ is centered in the gap between two LLs, such that below the lens gate [precisely at the minimum of $\Phi_L(y)$] all states corresponding to filling factors $\nu = 1$ and 2 are occupied while states at higher energies, e.g. for $\nu = 3$ and 4, are empty. Based on the Landauer-Büttiker approach [10, 41] we expect to find the longitudinal resistance measured between contacts 3 and 2 across the lens

\[
R_{32} = \frac{V_3 - V_2}{I_{41}} = \frac{\hbar^2}{2e} \left( \frac{1}{\nu_L} - \frac{1}{\nu} \right), \quad (25)
\]

while applying a constant current between contacts 1 and 4. Likewise, between contacts 3 and 6 we expect to measure the transversal resistance across the lens gate

\[
R_{36} = \frac{V_3 - V_6}{I_{41}} = \frac{\hbar^2}{2e} \frac{1}{\nu_L}. \quad (26)
\]

For simplicity and without a considerable loss of accuracy we restrict the analysis of our calibration experiment to even filling factors $\nu$ and $\nu_L$ (and disregard features allocated to odd $\nu_L$). In Fig. 16(a) we present the results of four terminal resistance measurements for the setups described by Eq. (26) and in panel (a) and according to Eq. 25 in panel (b). Each curve has been measured at constant $B$ and bulk filling factors $\nu = 4, 6, 8, 10, 12$ while decreasing the filling factor beneath the lens gate by sweeping $V_L$ from 0 to the pinch-off point at $-1.2$ V.

Instead of the expected monotonous steps between resistance plateaus we often find local resistance maxima. This phenomenon is related with an additional tunnel current between reflected edge channels via localized
states below the thin barrier and has also been observed in Ref. [41] Where our measurements are close enough to the expected resistance plateaus (at the resistance values indicated by horizontal lines) we choose the center of these plateaus as calibration points \( V_L(\nu_L) \) with

\[
\overline{E}_F^L = \frac{\nu_L}{\nu} E_F^P,
\]

(27)

see Fig. 17(a) for the final calibration result. As expected, the calibration points obtained in this way turn out to be almost identical for the two alternative methods presented in Fig. 16. The dependence \( \overline{E}_F^L(V_L) \) is a fingerprint of our heterostructure. The non-linear relation reveals a corresponding lens voltage dependent capacitance between the lens gate and the 2DES beneath. We conjecture that this behavior is related with a high-resistance conducting layer, a delta doped layer located between the wafer surface and the 2DES. Because the carrier density (and mobility) in this layer, too, depends on the gate voltage it causes a \( V_L \)-dependent screening between lens gate and 2DES.

In Fig. [17]b) we show (as a solid line) the pinch-off curve \( G(V_L) \) of the lens gate measured at \( B = 0 \). Related with the concave shape of the lens gate it develops a few quantized conductance steps at integer multiples of \( G_0 \) emphasized in the inset. They indicate a potential dip at the center of the lens forming a weakly confined QPC. Such a dip can be explained in terms of the piezoelectric effect of GaAs which gives rise to a sizable inhomogeneous build-in electric field below the lens gate. The piezo-field is caused by strain in response to stress at the metal-semiconductor interface built up dur-

FIG. 16. Longitudinal resistance \( R_{32}(V_L) \) defined in Eq. (25) in panel (a) and transverse resistance \( R_{36}(V_L) \) defined in Eq. (26) in (b). Each curve has been measured at constant \( B \) and fixed bulk filling factor \( \nu \) with \( V = -400 \text{mV} \) applied at a 1M\( \Omega \) series resistor causing an approximately constant current of \( I \approx 400 \text{\textmu}A \) flowing from contact 1 into the grounded contact 4. Horizontal lines indicate plateaus expected at filling factors \( (\nu, \nu_L) \), according to Eq. (25) in (a) and Eq. (26) in (b) [not all expected plateaus are shown]. Our calibration points in the centers of the open circles are at identical values of \( V_L \) in (a) and (b). Top sketches: Four-terminal circuits of our Landau-level calibration measurements.

FIG. 17. (a) Calibration by edge channel reflection. Each point corresponds to a circle in Fig. 16 (same colors). Error bars correspond to the plateau widths in Fig. 16. (b) Solid black line: measured lens pinch-off curve at \( B = 0 \) and no additional QPCs defined \( (V_1 = V_2 = 0) \). The pinch-off voltage is \( V_{L}^0 \approx −1.2 \text{V} \). Dashed red line: calculated transmission through a (one-dimensional 250 nm wide parabolic) barrier fitted to the depletion onset of the lens pinch-off curve. It provides a rough estimate of the depletion voltage \( V_{L}^d \approx −1.02 \text{V} \) where the 2DES is depleted beneath wide gates, i.e. outside of the central dip. Inset: For \( V_L \lesssim V_{L}^d \) the measured pinch-off resembles quantized conductance steps pointing to a one-dimensional conducting channel through the central dip.
FIG. 18. (a) Calculated serial transmission $T(E^F_L, B)$ through two QPCs tuned to the 7th conductance plateau for a symmetric sample and a flat lens potential without potential dip. A dashed black line traces one of the main current maxima. (b) $T(E^F_L, B)$ including the slight lateral shifts of the QPCs and the lens (cf. section V.C) and the potential dip at the lens waist. (c) Measured transmission $T(V_L, B)$. A dashed black line traces one of the main current maxima. A point-by-point scaling of the two lines in (a) and (c) results in the calibration $E^F_L(V_L)$.

Our second calibration method is more suited to determine the lens potential away from its center. It relies on a self-consistent comparison of the measured focusing properties of the lens with our theoretical predictions. In Fig. 18 we present the transmission $T$ through both QPCs in series and tuned to their 7th conductance plateaus ($N = M = 7$). In panel (c) we re-plot the measured data $T(B, V_L)$ already presented in Fig. 3(a) of the main article. Tracking and comparing the measured versus predicted current maxima as function of $B$ and $V_L$ versus $E^F_L$, cf. dashed lines, provides the seeked relation for $E^F_L(V_L)$. This tracking procedure relies on identifying the absolute current maximum as a function of $B$. To demonstrate the feasibility of this procedure we present in Fig. 19 $I(B)$ for three different values of $V_L$, corresponding to three vertical cuts through Fig. 3(a) of the main article. The absolute current maximum moves from positive to negative values of $B$ as $V_L$ is decreased. At $V_L = -0.64$ V (red line) the current at $B - B_0 = 0$ is strongly enhanced, indicating electrostatic focusing.

Note, that the tracked current maximum for $N = M = 7$ corresponds to a trajectory between the QPCs which does not touch the very center of the lens. This way we try to avoid the influence of the dip at the center of the lens for the present calibration. Consequently, in our calculations we assume a homogeneous (flat) lens potential $\Phi_L(V_L) = E^F_L - E^F_L(V_L)$ independent of $y$ but disregard the dip in the center of the lens.

In addition to tracking the current maximum, we use the following prominent points to adjust the quantitative calibration result: (i) at the focus point measured at $V_L = -0.64$ V our calculation predicts $E^F_L = 0.49 E^F_L$; (ii) we assume that the lens gate (away from its center, where it has a dip) has a negligible effect on the local potential at $V_L = 0$: $\Phi_L(V_L = 0) = 0$; and (iii) as discussed above we estimate the pinch-off point for the lens away from the center dip to occur at $V_L \simeq -1.02$ V which leads to $\Phi_L(V_L \simeq -1.02$ V) = $E^F_L$.

In Fig. 19 we present the obtained relation as a solid line in comparison with our LL lens calibration (symbols). Assuming in our calculations a flat lens potential $\Phi_L(V_L) = E^F_L - E^F_L(V_L)$ independent of $y$, we disregard the dip in the center of the lens. As such, the self-consistent calibration approximately averages the lens potential weighted by the actual lateral current distribu-
determine from the step width between the two lowest quantized conductance plateaus the corresponding one-dimensional subband spacing: \( \Delta E_{\text{01}} \approx 0.7 \text{meV} \). For a rough estimation we assume a parabolic potential dip in \( y \)-direction, which is centered in an otherwise flat barrier:

\[
\Phi_{\text{dip}}(y) = \Phi_L(V_L) - \frac{1}{2} m^* \omega_{\text{dip}}^2 y^2 \quad \text{for } |y| < w_{\text{dip}}/2
\]

\[
\Phi_{\text{dip}}(y) = \Phi_L(V_L) \quad \text{for } |y| \geq w_{\text{dip}}/2
\]

where \( \omega_{\text{dip}} = \Delta E_{\text{01}}/\hbar \) is its curvature and \( W_{\text{dip}} = 2\hbar/\Delta E_{\text{01}} \sqrt{2\Delta_{\text{dip}}/m^*} \approx 270 \text{nm} \) its width at \( \Phi_{\text{dip}}(y) = \Phi_L(V_L) \), Fig. 20. The dip width is indicated by the central gray region of the lens gate in the inset of Fig. 20. It is small enough to corroborate our assumption that the dip has only little influence on our second calibration method.

In Fig. 21 we visualize the effect of the lateral misalignment of the QPCs with the lens as well as the potential dip in the center of the lens. The figure plots magnetic deflection data measured at \( N = 1 \) and \( M = 7 \) in comparison to our model prediction for the case of (i) perfect symmetry and no potential dip (pink dashed), (ii) perfect symmetry but the potential dip included (gray dashed), and (iii) QPCs simulated at their actual laterally shifted positions and potential dip included (black solid line). The dip splits the current peak centered at \( B - B_0 = 0 \) in two while the symmetry is preserved. The misalignment of the QPCs breaks the symmetry, in addition. The remaining deviations between model and measurement can be interpreted as our incomplete knowledge of the detailed electrostatic potential landscape.

**C. Determination of the inhomogeneous lens potential**

With our second calibration method we predominantly determined the lens properties away from its center, hence outside its potential dip, while with our first calibration method we measured precisely the minimum of the electrostatic lens potential. Hence, we interpret the difference between the two results as being the depth of the dip. In Fig. 20 it is indicated as \( \Delta_{\text{dip}} \). Our data are consistent with a constant \( \Delta_{\text{dip}}(V_L) \), i.e., independent of \( V_L \). This is expected if the electric field is generated by strain combined with the piezoelectric effect.

The pinch-off curve of the lens plotted in Fig. 17(b) provides additional information about the shape of the central potential dip. Using the LL lens calibration we
VI. CIRCUIT CHARACTERIZATION – DIFFUSIVE TRANSPORT CONTRIBUTIONS

The focus of our main article is on ballistic transport phenomena in the coherent transport regime. However, the ohmic resistances of the electrical leads inevitably cause diffusive carrier transport as well. We therefore need a clean separation between the ballistic and diffusive contributions to the current $I = I_{\text{ball}} + I_{\text{diff}}$. In this section we demonstrate how we achieve such a separation.

Both, $I_{\text{ball}}$ and $I_{\text{diff}}$ can be directly determined from our magnetic deflection measurements as displayed in Fig. 2(a) of the main article. In Fig. 22(a) we plot one a simplified circuit diagram of our setup which contains its ohmic resistances relevant in the diffusive transport regime. For simplicity we assume identical resistances, $R$, of all leads indicated in Fig. 1(a) of the main article as crossed squares. Note that independent characterization measurements of the sample with all gates grounded, i.e. no QPCs and no lens defined, yielded indeed approximately identical lead resistances of $R = 144.2 \pm 0.5 \Omega$ for the six leads of the sample. These resistances are dominated by that of the ohmic contacts. $1/G_1$ and $1/G_2$ are the tunable resistances of the two QPCs, $V_0$ is the input offset voltage of the current amplifier and $V$ the applied source-drain voltage. Using Kirchhoff’s circuit laws with the QPC conductances $G_1 = G_2 = NG_Q$ we find

$$I_{\text{diff}} = \frac{XV - (5X + 4)V_0}{6X^2 + 10X + 4} \quad X \equiv NG_QR \quad (28)$$

Since we are interested in $N \leq 7$ we find $NG_QR < 0.08 \ll 1$ and can approximate Eq. (28) in first order with

$$I_{\text{diff}} = \frac{XV}{NG_Q} \approx -V_0 + \frac{V + 5V_0}{4} NG_QR \quad (29)$$

In Fig. 22(c) we present $I_{\text{diff}}/(NG_Q)$ as a function of the mode number $N$ of the two QPCs using $V = -1 \text{mV}$. The solid line is a linear fit which confirms Eq. (29). The fit parameters are $V_0 = (-2.8 \pm 0.6) \mu \text{V}$ and $R = (150 \pm 7) \Omega$, in good agreement with our preliminary characterization measurements.

To determine the conductance of the QPCs plotted in the pinch-off curves in Fig. 1(b) of the main article we likewise take into account the lead resistance $R$ by using

$$G = \left(\frac{V}{T - 2R}\right)^{-1} \quad (30)$$

where $V$ is the voltage applied across the QPC in a two-terminal measurement and $I$ the corresponding measured current flowing through the QPC and its leads in series. The actual value of the lead resistance is thereby taken as a fit-parameter for each individual setup (depending on which leads are left floating and which QPC is being measured) to account for small variations in the resistances of the various leads.

We close this section by recalling our definition of the transmission through both QPCs in series, $T_{N,M} = I_{\text{ball}}/(G_QV)$ with $G_Q = 2e^2/h$. For $N = M$ we write $T_{N,N} = I_{\text{ball}}/(G_QV)$. Note, that we thereby subtract the diffusive current, $I_{\text{ball}} = I - I_{\text{diff}}$, such that we compare only the contribution of electrons moving ballistically between emitter and detector. The transmission defined in terms of the ballistic current can therefore directly be compared with our model calculations.
VII. FURTHER MEASUREMENTS

A. Magnetic deflection measurements

For completeness we plot in Fig. 23(a) the raw data used for the transmission differences presented in Fig. 2(c) of the main article. The detector QPC is fixed at $M = 7$ while we vary the emitter conductance between plateaus $1 \leq N \leq 7$. In Fig. 23(b) we plot the corresponding measured transmission differences $\Delta T_{N,M=7} = (I_{\text{ball},N,M=7} - I_{\text{ball},N-1,M=7}) / (G_0 V)$ (blue dots, gray dots correspond to reversed current direction, cf. main article). Additionally, we show the corresponding calculated transmission differences $\Delta T_{N,M=7} = \sum_{m=1}^{N} t_{N,m}$ with the pairwise transmission coefficients $t_{n,m}(B)$ as defined in the main article and $n = N$. We present the model curves for assuming a perfect (flat) 2DES (dashed magenta lines) and for the case of including the piezoelectric potential dip of the lens as well as the lateral misalignment of the QPCs (solid black lines) as discussed in Sections VI B and IV C.

![Figure 23](image)

FIG. 23. (a) Current through two QPCs in series with the detector fixed at $M = 7$ while the emitter is opened from $N = 1$ to $N = 7$ as a function of the perpendicular magnetic field, $I_{N,M}(B)$. Data are vertically shifted for clarity. (b) Measured transmission differences $\Delta T_{N,M=7} = (I_{\text{ball},N,M=7} - I_{\text{ball},N-1,M=7}) / (G_0 V)$ (blue dots); model curves $\Delta T_{N,M=7} = \sum_{m=1}^{N} t_{N,m}$ (dashed lines) and calculated $\Delta T_{N,M=7}$ taking into account the potential dip at the lens and the misalignment of the QPCs and lens (solid black lines).

![Figure 24](image)

FIG. 24. Measured detector current $I(B) = I_{\text{diff}} + I_{\text{ball}}(B)$ with the detector tuned to $M = 7$ while the emitter is opened from $N = 1$ to $N = 7$. (a) Diffusive current contribution $I_{\text{diff}}$ (symbols). The line is a model curve according to Eq. 31 using the lead resistance $R = 150 \Omega$, determined in Sec. VI A and the fit parameter $V_0 = -1.07 \mu V$. (b) Ballistic current $I_{\text{ball}}(B)$. The inset sketches the three-terminal measurement circuit.

In Fig. 24(b) we replot the blue data set shown Fig. 23 after subtracting the diffusive current contribution, following the procedure introduced in Sec. VII which we plot in Fig. 24(a) as a function of $N = G_{\text{emitter}}/G_0$. In this measurement $V_L = 0$, while we apply the voltage $V = -1 \text{mV}$ across the emitter QPC with the intermediate region being grounded, see inset in panel (b).
Generalizing Eq. (28) for the case of $N \neq M$ and for $G_1 = N G_Q$ being the emitter and $G_2 = M G_Q$ the detector conductance we can predict the diffusive current contribution from Kirchhoff’s law for the circuit sketched in Fig. 22(b) to be

$$I_{\text{diff}} = G_Q M \frac{V R G_Q N - V_0 (5 R G_Q N + 4)}{6 (R G_Q)^2 N M + 5 R G_Q (N + M) + 4}$$  \hspace{1cm} (31)$$

where $R = 150 \Omega$ was determined in Sec. [VI] while the offset voltage of the current amplifier $V_0$ is again fit-parameter as it can slightly drift between measurements. The solid line in panel (a) is a model curve according to Eq. (31) for $V_0 = -1.07 \mu$V. In panel (b) we present the ballistic current $I_{\text{ball}}(B)$. As expected $I_{\text{ball}}(B)$ increases with the emitter conductance, reflecting the mode structure of the system of coupled QPCs.

In Fig. 25 we plot comparable data, but for the emitter (QPC$_1$) tuned to $N = 3$ and the detector with varying conductance $1 \leq M \leq 7$. The solid line in panel (a) is a model curve according to Eq. (31) for $V_0 = -5.96 \mu$V. The apparent differences between $I_{\text{ball}}(B)$ for fixed $M = 7$ versus fixed $N = 3$ can be explained in terms of different elements of the transmission matrix contributing to the ballistic current, cf. Sec. [IIC]. This, however, is beyond the scope of the present article.

![Figure 25](image-url)

**FIG. 25.** Measured detector current $I(B) = I_{\text{diff}} + I_{\text{ball}}(B)$ with the detector (QPC$_2$) opened from $M = 1$ to $M = 7$ while the emitter (QPC$_1$) remains at $N = 3$. (a) Diffusive current contribution $I_{\text{diff}}$ (symbols). The line is a model curve according to Eq. (31) using the lead resistance $R = 150 \Omega$, determined in Sec. [VI] and the fit parameter $V_0 = -5.96 \mu$V. (b) Ballistic current $I_{\text{ball}}(B)$. The inset sketches the three-terminal measurement circuit.

B. Electrostatic focusing experiments

In Fig. 26(a) we use QPC$_1$ as emitter and vary its conductance through $N = 1 \ldots 7$ while we use QPC$_2$ tuned to $M = 7$ as detector. Here we plot the detector current $I(V_L)$ at $B = B_0$ instead of sweeping $B$ as above. In panel (b) we present the same data but normalized to the current near $V_L = 0$, i.e. $I(V_L)/I_0$ with $I_0 = (I(V_L > -0.1))$. For completeness we also plot $I_0(N)$ in the upper left inset. In the lower right inset of panel (b) we instead display the current maximum $I_{\text{max}}/I_0$ averaged over the shaded region of $V_L$ as a function of $N$. Besides strong fluctuations for $N \leq 3$, the ratio $I_{\text{max}}/I_0$ increases with $N$. This behavior demonstrates that focusing works better for larger $N$. We expect this trend, because (i) the dip in the center of the lens potential near the optical axis leads to additional scattering. For higher modes,
the current density shifts more and more to the flanks of the Hermite-Gaussian beam such that most carriers avoid the dip and hit the outer parts of the lens.

In Fig. 27 we show a focusing experiment plotting $I(B, V_L)$ as in Fig. 3(a) of the main article but for $N = 2$ and $M = 7$ instead of $N = M = 7$. The figure demonstrates that focusing works independently of the detailed mode structure of the QPCs. In particular, the focusing condition is still best fulfilled for $V_L = -0.64\, \text{V}$ as the lens properties are independent of the current density profile.

**C. Possible influence of disorder between the two QPCs**

Disorder can influence the transport properties of mesoscopic devices even if the mean-free-path exceeds the device size by far. In this regime we expect small angle scattering, e.g. originated by charged defects such as the ionized donor atoms, to have a small influence on the quantum mechanical phase of the carrier dynamics. However, even a single hard-wall, i.e., large angle scatterer can alter the ballistic properties completely by reflecting carriers and thereby generating an uncontrolled standing waves pattern. Above, we have demonstrated that our experimental results can be explained by accounting for the existing geometric imperfections, in our case a slight misalignment of the QPCs, and an imperfect lens caused by a potential dip related with the piezoelectric effect.

To experimentally explore the influence of disorder, we performed the same of our measurements twice in separate runs. However, between the two runs we warmed the sample up to room temperature, illuminated it with daylight and than cooled it back down. Because this procedure affects many defects by excitation and diffusion, the potential landscape induced by defects should vary between the two runs. We present a typical result in Fig. 28, which shows the measured transmission through both QPCs as a function of the magnetic field for $N = M = 7$. The two curves are very similar with identical features for both runs. We conclude, that the traces $T(B)$ are not strongly influenced by disorder, at most by energetically stable defects which remained unchanged despite our resetting procedure. We tested this scenario and found, that we could describe our measurements using an alternative scenario, assuming a perfect sample (without misalignments and with a flat lens potential) but which contains a single hard-wall scatterer. To completely exclude the possibility of disorder related influences we had to repeat our measurements but using a perfect sample.

**D. Effect of a global topgate**

Finally, we study the effect of a global top gate, which covers the entire structure of interest including both QPCs and the lens gate. The top gate is electrically isolated and separate from the gates defining the QPCs and the lens by means of an approximately 130 nm thick layer of cross-linked PMMA, see inset of Fig. 29. By applying a voltage $V_T$ to the topgate, we can vary the carrier density, hence, the Fermi energy $E_F$ of the 2DES. In Fig. 29 we plot two curves $I(V_L)$ measured at different values of $V_T$. They display two clear differences: (i) a more negative $V_T$ causes a decreased carrier density. This can be seen in terms of a shift of the pinch-off point, in our case by $\approx 40\, \text{mV}$. If the lens were not affected by the top-gate voltage, the focus point should shift in the same direction and by the same amount along $V_L$. In contrast, (ii) the focus point is shifted in the opposite direction than the pinch-off point. It indicates, that in the plane of the 2DES the electric field distribution beneath the lens gate is influenced not only by $V_L$ but also by $V_T$ (in particular along the edge of the lens gate). Because this field distri-
FIG. 29. Measurements with a voltage $V_T$ applied to a global topgate which covers the entire structure of interest, i.e. the QPCs and the lens. The inset sketches the setup. The main panel shows the detector (QPC) current $I(V_L)$ at $B = B_0$ for $N = M = 7$ for $V_T = +0.5\,\text{V}$ (black line) versus $V_T = -2\,\text{V}$ (red).
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