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Abstract

We prove boundary higher integrability for the (spatial) gradient of very weak solutions of quasilinear parabolic equations of the form

\[ u_t - \text{div}\ A(x,t,\nabla u) = 0 \quad \text{on } \Omega \times \mathbb{R}, \]

where the non-linear structure \( \text{div}\ A(x,t,\nabla u) \) is modelled after the \( p \)-Laplace operator. To this end, we prove that the gradients satisfy a reverse Hölder inequality near the boundary. In order to do this, we construct a suitable test function which is Lipschitz continuous and preserves the boundary values. These results are new even for linear parabolic equations on domains with smooth boundary and make no assumptions on the smoothness of \( A(x,t,\nabla u) \). These results are also applicable for systems as well as higher order parabolic equations.

Résumé

Nous montrons l’intégrabilité des limites pour le gradient (spatial) de solutions très faibles d’équations paraboliques quasi-linéaires de la forme

\[ u_t - \text{div}\ A(x,t,\nabla u) = 0 \quad \text{sur } \Omega \times \mathbb{R}, \]

où la structure non linéaire \( \text{div}\ A(x,t,\nabla u) \) est modelée d’après l’opérateur \( p \)-Laplace. Nous prouvons que les gradients satisfont l’inégalité de Hölder inverse près du bord. Pour ce faire, nous construisons...
une fonction test appropriée qui est lipschitzienne et préserve les valeurs limites. Ces résultats sont nouveaux, même pour les équations paraboliques linéaires à frontière lisse et ne font aucune hypothèse sur la régularité de $\text{div} A(x, t, \nabla u)$ et sont également applicables aux systèmes ainsi qu’aux équations paraboliques d’ordre supérieur.
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1. Introduction

In this paper, we consider the boundary regularity of quasilinear parabolic partial differential equations of the form

$$\begin{cases}
  u_t - \text{div} \ A(x, t, \nabla u) = 0 & \text{on } \Omega \times (-T, T) \\
  u = 0 & \text{on } \partial \Omega \times (-T, T),
\end{cases}$$

modelled after the well studied $p$-Laplacian operator in a bounded domain $\Omega \subset \mathbb{R}^n$, potentially with non-smooth boundary $\partial \Omega$.

Weak solutions to (1.1) are in the space $u \in L^2(-T, T; L^2(\Omega)) \cap L^p(-T, T; W^{1,p}_0(\Omega))$ which allows one to use $u$ as a test function. But from the definition of weak solution, we see that the expression (see Definition 2.9) makes sense if we only assume $u \in L^2(-T, T; L^2(\Omega)) \cap L^s(-T, T; W^{1,s}_0(\Omega))$ for some $s > p - 1$. But under this milder notion of solution called very weak solution, we lose the ability to use $u$ as a test function. This difficulty was overcome in [18] in the interior case by constructing a suitable test function after modifying $u$ on a bad set. The result was further extended to higher order systems in [5] (see also [6, Chapter 3] where a more general form of Lipschitz truncation method was developed). In this paper, we show the boundary higher integrability for the gradient of very weak solutions to (1.1) in the sense of [18]. The results presented here are new even for linear parabolic equations on smooth domains.

Regarding the assumption on the structure of the boundary of the domain, we assume that the complement of the domain $\Omega^c$ satisfies a uniform capacity density condition (see Definition 2.7). This condition is essentially optimal for our main results, as this condition is needed to ensure that Poincaré’s inequality is applicable (see [1, Chapter 11] for example). The proofs are based on the Caccioppoli and Sobolev-Poincaré type inequalities as well as on the careful analysis of the associated
strong Maximal function. As with regularity results concerning quasilinear parabolic equations, we make use of intrinsic scaling and covering techniques.

The first nonlinear parabolic higher integrability results apparently date back to a 1982 paper \[12\] in which the author studied the local higher integrability for systems of parabolic equations with quadratic growth conditions. However for more general quasilinear systems, the problem remained open until the papers \[18, 17\] in which interior higher integrability was shown for both weak and very weak solutions to equations of the form considered in (1.1). For higher order quasilinear parabolic systems, interior higher integrability for very weak solutions was proved in \[5\]. The boundary higher integrability for weak solutions under the condition that \(\Omega^c\) satisfies a uniform capacity density condition was done in \[23, 24\].

We shall make precise all the notations in the following section, but let us first state the main theorem:

**Theorem 1.1.** Let \(n \geq 2\) and \(\frac{2n}{n+2} < p < \infty\) and \(\Omega\) be a bounded domain whose complement is uniformly \(p\)-thick with constants \(r_0, b_0\), then there exists \(\beta_0 = \beta_0(n, p, \Lambda_0, \Lambda_1, b_0) \in (0, 1)\) such that the following holds: For any \(\beta \in (0, \beta_0]\) and any very weak solution \(u \in L^2(-T,T;L^2(\Omega)) \cap L^{p-\beta}(-T,T;W^{1,p-\beta}_0(\Omega))\) solving (1.1) in \(\Omega \times (-T,T)\), we have the following improved integrability along with the following qualitative estimates: for any \(Q_{2p}(p,s)\) with \(z_0 \in (\Omega \times (-T,T))\), there holds

\[
\iint_{Q_{2p}(p,s)} |\nabla u|^p \, dz \lesssim \left( \iint_{Q_{4p}(2p,2^2s)} (|\nabla u| + \theta)^{p-\beta} \, dz \right)^{1 + \frac{d}{p}} + \iint_{Q_{4p}(2p,2^2s)} (1 + \theta^p) \, dz. \tag{1.2}
\]

where \(\theta\) is from (2.4), \(C = C(n,p,b_0,\Lambda_0,\Lambda_1)\) and

\[
d := \begin{cases} 
2 - \beta & \text{if } p \geq 2 \\
(2 - p)n & \text{if } p < 2 
\end{cases} \tag{1.3}
\]

**Remark 1.2.** In Theorem 1.1, we claim \(u \in L^2(-T,T;L^2(\Omega)) \cap L^{p+\beta}(-T,T;W^{1,p+\beta}_0(\Omega))\) whereas the estimate in (1.2) only gives \(u \in L^2(-T,T;L^2(\Omega)) \cap L^p(-T,T;W^{1,p}_0(\Omega))\). The current paper only proves higher integrability till the natural exponent as in (1.2), but to reach \(p+\beta\), we can now make use of the results from [23, 24].

The plan of the paper is as follows: In Section 2, we shall collect all the assumptions and some well known, but useful lemmas. In Section 3, we shall give the construction of the test function.
using Lipschitz truncation and collect its properties. In Section 4, we will use results from Section 3 to obtain Caccioppoli inequality and Reverse Hölder inequality and finally in Section 5, we will provide the proof of Theorem 1.1.
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2. Preliminaries

In this section, we shall collect some well known theories and estimates that will be used in the latter parts of the paper.

2.1. Variational $p$-Capacity

Let $1 < p < \infty$, then the variational $p$-capacity of a compact set $K \Subset \Omega$ is defined to be

$$\text{cap}_{1,p}(K, \mathbb{R}^n) = \inf \left\{ \int_{\mathbb{R}^n} |\nabla \phi|^p \, dx : \phi \in C_c^\infty(\mathbb{R}^n), \chi_K(x) \leq \phi(x) \leq 1 \right\},$$

where $\chi_K(x) = 1$ for $x \in K$ and $\chi_K(x) = 0$ for $x \notin K$. To define the variational $p$-capacity of an open set $O \subset \mathbb{R}^n$, we take the supremum over the capacities of the compact sets belonging to $O$. The variational $p$-capacity of an arbitrary set $E \subset \mathbb{R}^n$ is defined by taking the infimum over the capacities of the open sets containing $E$. For further details, see [1, 15].

Let us now introduce the capacity density conditions which we later impose on the complement of the domain. For higher integrability results, this condition is essentially sharp (see [16, Remark 3.3] for the linear elliptic case and [2] for the quasilinear elliptic case).

**Definition 2.1** (Uniform $p$-thickness). Let $\tilde{\Omega} \subset \mathbb{R}^n$ be a bounded domain. We say that the complement $\tilde{\Omega}^c := \mathbb{R}^n \setminus \tilde{\Omega}$ is uniformly $p$-thick for some $1 < p \leq n$ with constants $\tilde{b}_0, \tilde{r}_0 > 0$, if the inequality

$$\text{cap}_p(B_r(x) \cap \tilde{\Omega}^c, B_{2r}(x)) \geq \tilde{b}_0 \text{cap}_p(B_r(x), B_{2r}(x))$$

holds for any $x \in \partial \tilde{\Omega}$ and $r \in (0, \tilde{r}_0]$.  

\[ \]
It is well-known that the class of domains with uniform $p$-thick complements is very large. They include all domains with Lipschitz boundaries or even those that satisfy a uniform exterior corkscrew condition, where the latter means that there exist constants $c_0, r_0 > 0$ such that for all $0 < t \leq r_0$ and all $x \in \mathbb{R}^n \setminus \Omega$, there is $y \in B_t(x)$ such that $B_{t/c_0}(y) \subset \mathbb{R}^n \setminus \Omega$.

If we replace the capacity with the Lebesgue measure in Definition 2.1, then we obtain a measure density condition. A set $E$ satisfying the measure density condition is uniformly $p$-thick for all $p > 1$. If $p > n$, then every non-empty set is uniformly $p$-thick. The following lemma from [23, Lemma 3.8] extends the capacity estimate in Definition 2.1 to make precise the notion of being uniformly $p$-thick:

**Lemma 2.2** ([23]). Let $\tilde{\Omega}$ be a bounded open set, and suppose that $\mathbb{R}^n \setminus \tilde{\Omega}$ is uniformly $p$-thick with constant $\tilde{b}_0, \tilde{r}_0$. Choose $y \in \tilde{\Omega}$ such that $B_{\frac{3}{4}r_0}(y) \setminus \tilde{\Omega} \neq \emptyset$, then there exists a constant $\tilde{b}_1 = \tilde{b}_1(b_0, r_0, n, p) > 0$ such that
\[
\text{cap}_{1,p}(B_{2r}(y) \setminus \tilde{\Omega}, B_{4r}(y)) \geq \tilde{b}_1 \text{cap}_{1,p}(B_{2r}(y), B_{4r}(y)).
\]

Following the definition of $p$-thickness, a simple consequence of Hölder’s and Young’s inequality gives the following result (for example, see [23, Lemma 3.13] for the proof):

**Lemma 2.3.** Let $1 < p \leq n$ be given and suppose a set $E \subset \mathbb{R}^n$ is uniformly $p$-thick with constants $\tilde{b}_0, \tilde{r}_0$. Then $E$ is uniformly $q$-thick for all $q \geq p$ with constants $\tilde{b}_1, \tilde{r}_1$.

We remark that the notion of $p$-thickness is self improving (see [19] or [3, 22] for the details):

**Theorem 2.4** ([19]). Let $1 < p \leq n$ be given and suppose a set $E \subset \mathbb{R}^n$ is uniformly $p$-thick with constants $\tilde{b}_0, \tilde{r}_0$. Then there exists an exponent $q = q(n, p, b_0)$ with $1 < q < p$ for which $E$ is uniformly $q$-thick with constants $\tilde{b}_1, \tilde{r}_1$.

We next state a generalized Sobolev-Poincaré’s inequality which was originally obtained by V. Maz’ya [21, Sec. 10.1.2] (see also [16, Sec. 3.1] and [1, Corollary 8.2.7]).

**Theorem 2.5.** Let $B$ be a ball and $\phi \in W^{1,p}(B)$ be $p$-quasicontinuous, with $p > 1$. Let $\kappa = n/(n-p)$ if $1 < p < n$ and $\kappa = 2$ if $p = n$. Then there exists a constant $c = c(n, p) > 0$ such that
\[
\left( \int_B |\phi|^p \, dx \right)^{\frac{1}{p}} \leq c \left( \frac{1}{\text{cap}_{1,p}(N(\phi), 2B)} \int_B |\nabla \phi|^p \, dx \right)^{\frac{1}{p}},
\]
where $N(\phi) = \{ x \in B : \phi(x) = 0 \}$. 
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Lemma 2.6. Let $B_{\rho}$ be a ball and let $1 < \sigma < \infty$, $1 < \vartheta \leq n$ be any two exponents. Let $g$ be any function such that the following assumption holds:

$$\text{cap}_{1,\vartheta}(N(g), 2B) \geq c_0 \text{cap}_{1,\vartheta}(\overline{B}, 2B) = c_0 \rho^{n-p},$$

where $N(g) = \{x \in B : g(x) = 0\}$.

Let $\tilde{\alpha} \in (0, 1)$ and $1 < \tilde{q}, \tilde{r} < \infty$ be given such that the exponents are all related by the relations:

$$\tilde{\alpha} \sigma < \tilde{q} \leq \vartheta^* = \frac{n \vartheta}{n - \vartheta} \quad \text{and} \quad \tilde{r} := \frac{(1 - \tilde{\alpha}) \sigma \tilde{q}}{\tilde{q} - \tilde{\alpha} \sigma} \iff \tilde{q} := \frac{\tilde{\alpha} \sigma \tilde{r}}{\tilde{r} - (1 - \tilde{\alpha}) \sigma}. \tag{2.2}$$

which is equivalent to the relation

$$-\frac{n}{\sigma} \leq \tilde{\alpha} \left(1 - \frac{n}{\vartheta} \right) - (1 - \tilde{\alpha}) \frac{n}{\tilde{r}}.$$

Then the following interpolation type estimate holds:

$$\int_B \left( \frac{|g|}{\rho} \right)^{\sigma} \, dx \leq C_{n,\sigma,\vartheta,\tilde{r},c_0} \left( \int_B |\nabla g|^{\tilde{q}} \, dx \right)^{\frac{\tilde{\alpha} \sigma}{\tilde{r}}} \left( \int_B \left( \frac{|g|}{\rho} \right)^{\tilde{r}} \, dx \right)^{\frac{(1 - \tilde{\alpha}) \sigma}{\tilde{r}}}. \tag{1.5h}$$

Proof. Let us first consider the case $\vartheta < n$. The proof follows by applying Theorem 2.5 as follows: let $\tilde{\alpha} \sigma < \tilde{q} \leq \vartheta^* = \frac{n \vartheta}{n - \vartheta}$, then making use of (2.2), we obtain

$$\int_B \left( \frac{|g|}{\rho} \right)^{\sigma} \, dx \leq \left( \int_B \left( \frac{|g|}{\rho} \right)^{\vartheta^*} \, dx \right)^{\frac{\tilde{\alpha} \sigma}{\tilde{r}}} \left( \int_B \left( \frac{|g|}{\rho} \right)^{\tilde{r}} \, dx \right)^{\frac{(1 - \tilde{\alpha}) \sigma}{\tilde{r}}} \leq \left( \int_B |\nabla g|^{\tilde{q}} \, dx \right)^{\frac{\tilde{\alpha} \sigma}{\tilde{r}}} \left( \int_B \left( \frac{|g|}{\rho} \right)^{\tilde{r}} \, dx \right)^{\frac{(1 - \tilde{\alpha}) \sigma}{\tilde{r}}}.$$

In the case $\vartheta = n$ (and also $\vartheta > n$), we observe that $W^{1,\vartheta}$ embeds into $L^t$ for all $t < \infty$ and the proof becomes simpler.

Definition 2.7. In this paper, we shall assume that the domain $\Omega$ is bounded and that its complement $\Omega^c$ is uniformly $p$-thick with constants $b_0, r_0$ in the sense of Definition of 2.1.

2.2. Assumptions on the Nonlinear structure

We shall now collect the assumptions on the nonlinear structure in (1.1). We assume that $A(x, t, \nabla u)$ is an Carathéodory function, i.e., we have $(x, t) \mapsto A(x, t, \zeta)$ is measurable for every $\zeta \in \mathbb{R}^n$ and $\zeta \mapsto A(x, t, \zeta)$ is continuous for almost every $(x, t) \in \Omega \times (-T, T)$.
We further assume that for a.e. \((x, t) \in \Omega \times (-T, T)\) and for any \(\zeta \in \mathbb{R}^n\), there exists two given positive constants \(\Lambda_0, \Lambda_1\) such that the following bounds are satisfied by the nonlinear structures:

\[
\langle A(x, t, \zeta), \zeta \rangle \geq \Lambda_0 |\zeta|^p - h_1 \quad \text{and} \quad |A(x, t, \zeta)| \leq \Lambda_1 |\zeta|^{p-1} + h_2,
\]

(2.3)

where, the functions \(h_1, h_2 : \Omega \times (-T, T) \to \mathbb{R}\) are assumed to be measurable with bounded norm

\[
\theta^p := |h_1| + |h_2|^{\frac{p}{p-1}} \quad \text{and} \quad \|\theta\|_{L^q(\Omega \times (-T, T))} < \infty \quad \text{for some } \hat{q} \geq p + \beta_0,
\]

(2.4)

where \(\beta_0\) is from Theorem 1.1 (for example, \(\beta_0 = 1\) is admissible in (2.4)). An important aspect of the estimates obtained in this paper is that we do not make any assumptions regarding the smoothness of \(A(x, t, \zeta)\) with respect to \(x, t, \zeta\).

As the basic sets for our estimates, we will use parabolic cylinders where the radii in space and time are coupled. This is due to the fact that in the case that \(p \neq 2\), the size of the cylinders implicitly depend on the solution itself and cannot be taken independently. This difficulty extends to the problems dealing with very weak solutions also.

In what follows, we will always assume

\[
\frac{2n}{n+2} < p < \infty.
\]

(2.5)

Remark 2.8. The restriction in (2.5) is necessary when dealing with parabolic problems because of the embedding \(W^{1, \frac{2n}{n+2}} \hookrightarrow L^2\) due to which, we will invariably have to deal with the \(L^2\)-norm of the solution which comes from the time-derivative. On the other hand, if we assume \(u \in L^r(\Omega \times (-T, T))\) for some \(r \geq 1\) such that \(n(p-2) + rp > 0\) (see [8, Chapter 5] for more on this), then we can obtain analogous result as to Theorem 1.1. This extension of Theorem 1.1 to the case \(1 < p \leq \frac{2n}{n+2}\) is beyond the scope of this paper and will be pursued elsewhere.

2.3. Function Spaces

Let \(1 \leq \vartheta < \infty\), then \(W^{1, \vartheta}_0(\Omega)\) denotes the standard Sobolev space which is the completion of \(C_c^\infty(\Omega)\) under the \(\| \cdot \|_{W^{1, \vartheta}}\) norm.

The parabolic space \(L^{\vartheta}(-T, T; W^{1, \vartheta}(\Omega))\) for any \(\vartheta \in (1, \infty)\) is the collection of measurable functions \(f(x, t)\) such that for almost every \(t \in (-T, T)\), the function \(x \mapsto f(x, t)\) belongs to \(W^{1, \vartheta}(\Omega)\) with the following norm being finite:

\[
\|f\|_{L^{\vartheta}(-T, T; W^{1, \vartheta}(\Omega))} := \left( \int_{-T}^{T} \|u(\cdot, t)\|^{\vartheta}_{W^{1, \vartheta}(\Omega)} \, dt \right)^{\frac{1}{\vartheta}} < \infty.
\]
Analogously, the parabolic space $L^\vartheta(-T,T;W^{1,\vartheta}_0(\Omega))$ is the collection of measurable functions $f(x,t)$ such that for almost every $t \in (-T,T)$, the function $x \mapsto f(x,t)$ belongs to $W^{1,\vartheta}_0(\Omega)$.

2.4. Notations

We shall clarify the notation that will be used throughout the paper:

(i) We shall use $\nabla$ to denote derivatives with respect to the space variable $x$.

(ii) We shall sometimes alternate between using $\frac{df}{dt}, \partial_t f$ and $f'$ to denote the time derivative of a function $f$.

(iii) We shall use $D$ to denote the derivative with respect to both the space variable $x$ and time variable $t$ in $\mathbb{R}^{n+1}$.

(iv) Let $z_0 = (x_0,t_0) \in \mathbb{R}^{n+1}$ be a point and $\rho,s > 0$ be two given parameters and let $\alpha \in (0,\infty)$.

We shall use the following symbols to denote the following regions:

\[
\begin{align*}
I_s(t_0) &:= (t_0 - s, t_0 + s) \subset \mathbb{R}, & Q_{\rho,s}(z_0) &:= B_\rho(x_0) \times I_s(t_0) \subset \mathbb{R}^{n+1}, \\
\alpha Q_{\rho,s}(z_0) &:= B_{\alpha \rho}(x_0) \times I_{\alpha^2 s}(t_0) \subset \mathbb{R}^{n+1}, & \mathcal{H}_s(t_0) &:= \mathbb{R}^n \times I_s(t_0) \subset \mathbb{R}^{n+1}, \\
\alpha \mathcal{H}_s(t_0) &:= \mathbb{R}^n \times I_{\alpha^2 s}(t_0) \subset \mathbb{R}^{n+1}, & C_\rho(x_0) &:= \Omega \cap B_\rho(x_0) \times \mathbb{R} \subset \mathbb{R}^{n+1}, \\
\Omega_{\rho,s}(z_0) &:= \Omega \cap B_\rho(x_0) \times I_s(t_0) \subset \mathbb{R}^{n+1}, & \Omega_\rho(x_0) &:= \Omega \cap B_\rho(x_0) \subset \mathbb{R}^n.
\end{align*}
\]

(v) We shall use $\int$ to denote the integral with respect to either space variable or time variable and use $\iint$ to denote the integral with respect to both space and time variables simultaneously.

Analogously, we will use $\mathcal{f}$ and $\mathcal{f}_{x,t}$ to denote the average integrals as defined below: for any set $A \times B \subset \mathbb{R}^n \times \mathbb{R}$, we define

\[
\begin{align*}
(f)_A := \mathcal{f}_A f(x) \, dx &= \frac{1}{|A|} \int_A f(x) \, dx, \\
(f)_{A \times B} := \mathcal{f}_{A \times B} f(x,t) \, dx \, dt &= \frac{1}{|A \times B|} \int_{A \times B} f(x,t) \, dx \, dt.
\end{align*}
\]

(vi) Given any positive function $\mu$, we shall denote $(f)_{\mu} := \mathcal{f}_{\mu} f \frac{\mu}{\|\mu\|_{L^1}} \, dm$ where the domain of integration is the domain of definition of $\mu$ and $dm$ denotes the associated measure.
(vii) Given any $\lambda > 0$, we can convert $\mathbb{R}^{n+1}$ into a metric space where the parabolic cylinders correspond to balls under the parabolic metric given by:

$$d_\lambda(z_1, z_2) := \max\left\{|x_2 - x_1|, \sqrt{\lambda^{p-2}}|t_2 - t_1|\right\}.$$  \hfill (2.7)

(viii) In what follows, $r_0$ and $b_0$ will denote the constants arising from the assumption that $\Omega^c$ is uniformly $p$-thick (see Definition 2.7).

2.5. Very weak solution

There is a well known difficulty in defining the notion of solution for (1.1) due to a lack of time derivative of $u$. To overcome this, one can either use Steklov average or convolution in time. In this paper, we shall use the former approach (see also [8, Page 20, Eqn (2.5)] for further details).

Let us first define Steklov average as follows: let $h \in (0, 2T)$ be any positive number, then we define

$$u_h(\cdot, t) := \begin{cases} \int_t^{t+h} u(\cdot, \tau) \, d\tau & \text{if } t \in (-T, T-h), \\ 0 & \text{else.} \end{cases} \hfill (2.8)$$

**Definition 2.9** (Very weak solution). Let $\beta \in (0, 1)$ and $h \in (0, 2T)$ be given and suppose $p - \beta > 1$. We then say $u \in L^2(-T, T; L^2(\Omega)) \cap L^{p-\beta}(-T, T; W_0^{1,p-\beta}(\Omega))$ is a very weak solution of (1.1) if for any $\phi \in W_0^{1,p-\beta}(\Omega) \cap L^\infty(\Omega)$, the following holds:

$$\int_{\Omega \times \{t\}} \frac{d|u|h}{dt} \phi + \langle [A(x, t, \nabla u)]_h, \nabla \phi \rangle \, dx = 0 \quad \text{for any } -T < t < T-h. \hfill (2.9)$$

2.6. Maximal Function

For any $f \in L^1(\mathbb{R}^{n+1})$, let us now define the strong maximal function in $\mathbb{R}^{n+1}$ as follows:

$$M(|f|)(x, t) := \sup_{\tilde{Q}(x, t)} \iint_{\tilde{Q}} |f(y, s)| \, dy \, ds$$

where the supremum is taken over all parabolic cylinders $\tilde{Q}_{a,b}$ with $a, b \in \mathbb{R}^+$ such that $(x, t) \in \tilde{Q}_{a,b}$. An application of the Hardy-Littlewood maximal theorem in $x-$ and $t-$ directions shows that the Hardy-Littlewood maximal theorem still holds for this type of maximal function (see [20, Lemma 7.9] for details):
Lemma 2.10. If \( f \in L^1(\mathbb{R}^{n+1}) \), then for any \( \alpha > 0 \), there holds
\[
\{|z \in \mathbb{R}^{n+1} : M(|f|)(z) > \alpha\}| \leq \frac{5^{n+2}}{\alpha} \|f\|_{L^1(\mathbb{R}^{n+1})}.
\]
and if \( f \in L^\vartheta(\mathbb{R}^{n+1}) \) for some \( 1 < \vartheta \leq \infty \), then there holds
\[
\|M(|f|)\|_{L^\vartheta(\mathbb{R}^{n+1})} \leq C(n,\vartheta) \|f\|_{L^\vartheta(\mathbb{R}^{n+1})}.
\]

2.7. A few well known lemmas

We shall recall the following well known lemmas that will be used throughout the paper. The first one is a standard lemma regarding integral averages (for a proof in this setting, see for example [4, Chapter 8.2] for the details).

Lemma 2.11. Let \( \gamma > 0 \) be any fixed number and suppose \([f]_h(x,t) := \int_{t-\gamma h}^{t+\gamma h^2} f(x,\tau) \, d\tau\). Then we have the following properties:

(i) \([f]_h \to f \) a.e. \((x,t) \in \mathbb{R}^{n+1}\) as \( h \to 0 \), \([f]_h\) is continuous and bounded in time for a.e. \( x \in \mathbb{R}^n \).

(ii) For any cylinder \( Q_{r,\gamma r^2} \subset \mathbb{R}^{n+1} \) with \( r > 0 \), there holds
\[
\iint_{Q_{r,\gamma r^2}} [f]_h(x,t) \, dx \, dt \leq_a \iint_{Q_{r,\gamma (r+h)^2}} f(x,t) \, dx \, dt.
\]

(iii) The function \([f]_h(x,t)\) is differentiable with respect to \( t \in \mathbb{R} \), moreover \([f]_h(\cdot,t) \in C^1(\mathbb{R})\) for a.e. \( x \in \mathbb{R}^n \).

The next Lemma we recall is a standard iteration lemma (see for example [11, Lemma 5.1]):

Lemma 2.12. Let \( 0 < \theta < 1 \), \( B \geq 0 \), \( A \geq 0 \), \( \tilde{\alpha} > 0 \) and \( 0 < r < \rho < \infty \) and let \( f \geq 0 \) be a bounded measurable function satisfying
\[
f(r_1) \leq \theta f(r_2) + A(r_2 - r_1)^{-\tilde{\alpha}} + B \quad \forall \ r < r_1 < r_2 < \rho,
\]
then there exists a constant \( C = C(\tilde{\alpha},A,B) \) such that the following holds:
\[
f(r) \leq C(A(\rho - r)^{-\tilde{\alpha}} + B), \quad \text{for every} \ r < \rho.
\]

We could not find the proof of the following version of the Parabolic Poincaré Lemma in literature, hence for the sake of completeness, we also present the proof.
Lemma 2.13. Let \( f \in L^q((-\infty, T); W^{1,q}(\Omega)) \) with \( q \in (1, \infty) \) and suppose that \( B_r \subset \Omega \) be compactly contained ball of radius \( r > 0 \). Let \( I \subset (-\infty, T) \) be a time interval and \( \rho(x, t) \in L^1(B_r \times I) \) be any positive function such that \( \|\rho\|_{L^1(B_r \times I)} \leq n \frac{\|\mu\|_{L^1(B_r \times I)}}{|B_r \times I|} \) and \( \mu(x) \in C^\infty_c(B_r) \) such that
\[
\int_{B_r} \mu(x) \, dx = 1 \text{ with } |\mu| \leq \frac{C(n)}{r^n} \text{ and } |\nabla \mu| \leq \frac{C(n)}{r^{n+1}}.
\]
Then there holds
\[
\int_{B_r \times I} \left| \frac{f - (f)_\rho}{r} \right|^\theta \, dz \leq_n \frac{\|\rho\|_{L^1(B_r \times I)}}{|B_r \times I|} \int_{B_r \times I} \left| f - (f)_{\mu \times \chi_i} \right|^\theta \, dz + \frac{\sup_{t_1, t_2 \in I} \left| (f)_{\rho}(t_2) - (f)_{\rho}(t_1) \right|}{r^\theta},
\]
where \( (f)_\rho := \int_{B_r \times I} f(z) \frac{\rho(z)}{\|\rho\|_{L^1(B_r \times I)}} \, dz \) and \( (f)_{\mu}(t_i) := \int_{B_r} f(x, t_i) \mu(x) \, dx \) for \( i = 1, 2 \).

Proof. Let us first consider the case of \( \rho(x, t) = \mu(x) \chi_i(t) \). In this case, we get
\[
\int_{B_r \times I} \left| \frac{f(z) - (f)_{\mu \times \chi_i}}{r} \right|^\theta \, dz \leq_n \frac{\|\mu\|_{L^1(B_r \times I)}}{|B_r \times I|} \int_{B_r \times I} \left| f - (f)_{\mu \times \chi_i} \right|^\theta \, dz + \frac{\sup_{t_1, t_2 \in I} \left| (f)(t_2) - (f)(t_1) \right|}{r^\theta}.
\]
Here to obtain (a) above, we made use of the standard Poincaré’s inequality.

For the general case, we observe that
\[
\int_{B_r \times I} \left| \frac{f - (f)_\rho}{r} \right|^\theta \, dz \leq \int_{B_r \times I} \left| f - (f)_{\mu \times \chi_i} \right|^\theta \, dz + \int_{B_r \times I} \left| (f)_\rho - (f)_{\mu \times \chi_i} \right|^\theta \, dz.
\]
The first term of (2.11) can be controlled as in (2.10) and to control the second term, we observe that
\[
|\rho|_{L^\infty(B_r \times I)} \int_{B_r \times I} \left| f - (f)_{\mu \times \chi_i} \right| \, dz \leq \int_{B_r \times I} \left| f - (f)_{\mu \times \chi_i} \right| \, dz.
\]
This completes the proof of the Lemma.

We will use the following result which can be found in [13, Theorem 3.1] (see also [7]):

Lemma 2.14. Let \( \lambda > 0 \) and \( Z \subset \mathbb{R}^{n+1} \) be given. For any \( z \in Z \) and \( r > 0 \), let \( Q_{r, \gamma r^2}(z) \) be the parabolic cylinder centred at \( z \) with radius \( r \). Suppose there exists a constant \( C > 0 \) independent of \( z \) and \( r \) such that the following bound holds:
\[
\frac{1}{|Q_{r, \gamma r^2}(z) \cap Z|} \int_{Q_{r, \gamma r^2}(z) \cap Z} \left| \frac{f(x, t) - (f)_{Q_{r, \gamma r^2}(z) \cap Z}}{r} \right| \, dx \, dt \leq C \quad \forall z \in Z \text{ and } r > 0.
\]
Then \( f \in C^{0,1}(Z) \).
Let us also recall a parabolic version of Gehring’s lemma (for example, see [5, Lemma 6.4]).

**Lemma 2.15.** Let \( \alpha_0 \geq 1, \kappa \geq 1, \varepsilon_0 > 0, \ p > 1 \) and \( \beta_0 > 0 \) be given. Let \( q \) be given such that \( 1 < p - \varepsilon_0 \leq q < p - 2 \beta < p - \beta \) for some \( \beta \in (0, \beta_0) \). Furthermore, for a cylinder \( Q_2 = Q_{2,2} \), let \( f \in L^{p-\beta}(Q_2) \) and \( g \in L^{\tilde{p}}(Q_2) \) for some \( \tilde{p} \geq p \) be given. Suppose for each \( \lambda \geq \alpha_0 \) and almost every \( z \in Q \) with \( f(z) > \lambda \), there exists a parabolic cylinder \( Q = Q_{\rho,s}(z) \subset Q_2 \) such that

\[
\frac{\lambda^{p-\beta}}{\kappa} \leq \iint_Q f^{p-\beta}(x,t) \, dx \, dt \leq \kappa \left( \iint_Q f^q(x,t) \, dx \, dt \right)^{\frac{2}{q}} + \kappa \iint_Q g^{p-\beta}(x,t) \, dx \, dt \leq \kappa^2 \lambda^{p-\beta},
\]

then there exists \( \delta_0 = \delta_0(\kappa, p, \beta, q, \varepsilon_0) \) and \( C = C(\kappa, p, \beta, q, \varepsilon_0) \), such that \( f \in L^{p-\beta+\delta_1}(Q_2) \) with \( \delta_1 = \min \{ \delta_0, \tilde{p} - p + \beta \} \). This improved higher integrability comes with the following bound:

\[
\iint_{Q_2} f^{p-\beta+\delta}(x,t) \, dx \, dt \leq \alpha_0 \iint_{Q_2} f^{p-\beta}(x,t) \, dx \, dt + \iint_{Q_2} g^{p-\beta+\delta}(x,t) \, dx \, dt \quad \text{for all } \delta \in (0, \delta_1).
\]

**3. Construction of test function.**

Since we are interested in estimates near the boundary, for the subsequent calculations, we will fix a parabolic cylinder of the form \( Q := Q_{\rho,s}(0,0) = B \times I \), where \((0,0) \in \partial \Omega \times (-T,T)\). We will further assume

\[
s = \alpha_0^2 \rho^2 \quad \text{for some } \alpha_0 > 0 \text{ to be chosen.} \tag{3.1}
\]

Since \((0,0)\) and \((\rho,s)\) are fixed, we shall henceforth simplify the notation in (2.6) by dropping obvious references to \( \rho \) and \( s \).

**Definition 3.1.** Since we assume that domain \( \Omega^c \) is uniformly \( p \)-thick with constants \( r_0, b_0 \) (see Definition 2.7), by the self improving property (see Theorem 2.4), there exists an \( \varepsilon_0 > 0 \) such that \( \Omega^c \) is uniformly \( p - \varepsilon_0 \) thick with constants \( \tilde{b}_0, \tilde{r}_0 \). Let us now take \( \beta \) and \( q \) such that the following holds:

\[
p - \varepsilon_0 < q < p - 2 \beta < p - \beta < p. \tag{3.2}
\]

Note that we will eventually obtain \( \beta_0 = \beta_0(n,p,b_0,\Lambda_0,\Lambda_1) \in (0,\varepsilon_0/2) \) such that all the calculations will hold for any \( \beta \in (0, \beta_0) \).

Consider the following cut off functions:

\[
\eta(x) \in C_c^\infty(8B), \eta(x) \equiv 1 \text{ for } x \in 4B, \quad \zeta(t) \in C_c^\infty(8I), \zeta(t) \equiv 1 \text{ for } t \in 4I,
\]

\[
|\eta(x)| \leq 1, \quad |\eta(x)| \leq \frac{C(n)}{\rho}, \quad \text{and} \quad |\zeta(t)| \leq 1, \quad |\zeta'(t)| \leq \frac{C}{s}. \tag{3.3}
\]
Definition 3.2. Since we assume that there exists a very weak solution \( u \in L^2(-T, T; L^2(\Omega)) \cap L^{p-\beta}(-T, T; W_0^{1, p-\beta}(\Omega)) \), we can now multiply the solution by the cut off functions to get:

\[
\tilde{u}_h(x, t) := [u]_h(x, t)\eta(x)\zeta(t).
\]

(3.4)

Here \([u]_h\) denotes the usual Steklov average defined in (2.8).

Let us define the following function with \( \theta \) as in (2.4):

\[
g(x, t) := \max \left\{ \mathcal{M}(|\nabla \tilde{u}|^q)^{\frac{1}{q}}(z), \mathcal{M}(|\nabla u| + |\theta|^q)_Q(x, t) \right\}
\]

for any \((x, t) \in \mathbb{R}^{n+1}\).

(3.5)

We have the following bound for \( g(x, t) \):

Lemma 3.3. Under the assumption that \( \Omega \) satisfies Definition 2.7, the following bound holds:

\[
\|g\|_{L^{p-\beta}(\mathbb{R}^{n+1})} \leq C_{(n, p, \alpha, 0)} \|\mathcal{M}(|\nabla u| + |\theta|)_Q\|_{L^{p-\beta}(\mathbb{R}^{n+1})}.
\]

Proof. Making use of Lemma 2.10, we get

\[
\int_{\mathbb{R}^{n+1}} |g(x, t)|^{p-\beta} \, dz \leq \int_{\mathbb{R}^{n+1}} \left( \mathcal{M}(|\nabla \tilde{u}|^q)^{\frac{1}{q}}(z) + \mathcal{M}(|\nabla u| + |\theta|^q)_Q(x, t) \right)^{\frac{p-\beta}{q}} \, dz
\]

\[
\leq \int_{\mathbb{R}^{n+1}} \left( |\nabla \tilde{u}|^{p-\beta} + (|\nabla u| + |\theta|)^{p-\beta}_Q \right) \, dz.
\]

Since \( \tilde{u}(x, t) = u(x, t)\eta(x)\zeta(t) \) and \( \text{spt}(\tilde{u}) \subset SQ \), we use Theorem 2.5 to get

\[
\int_{\mathbb{R}^{n+1}} |\nabla \tilde{u}|^{p-\beta} \, dz \leq \int_{SQ} \left( |\nabla u|^{p-\beta} + \frac{|u|}{\rho}^{p-\beta} \right) \, dz \leq \int_{SQ} |\nabla u|^{p-\beta} \, dz.
\]

This completes the proof of the Lemma.

We now define the good set

\[
E_\lambda := \{(x, t) \in \mathbb{R}^{n+1} : g(x, t) \leq \lambda\} \quad \text{for} \quad \lambda > c_\epsilon \alpha_0.
\]

Note that \( \alpha_0 > 0 \) and \( c_\epsilon \) are constants that will be quantified explicitly in Section 4.

We now have the following parabolic Whitney type decomposition of \( E_\gamma \) which is taken from [9, Section 2.3] (see also [6, Chapter 3] where this was proved in the stated form or [10, Lemma 3.1] for details):

Lemma 3.4. Let \( \gamma := \lambda^{2-p} \), then there exists a \( \gamma \)-parabolic Whitney covering \( \{Q_i(z_i)\} \) of \( E_\gamma \) in the following sense:
(W1) \( Q_j(z_j) = B_j(x_j) \times I_j(t_j) \) where \( B_j(x_j) = B_{r_j}(x_j) \) and \( I_j(t_j) = (t_j - \gamma r_j^2, t_j + \gamma r_j^2) \).

(W2) Since \( \gamma = \lambda^2 - p \), recalling the notation from (2.7), we have \( d_\lambda(z_j, E_\lambda) = 16 r_j \).

(W3) \( \bigcup_{j} Q_j(z_j) = E_\lambda^c \).

(W4) for all \( j \in \mathbb{N} \), we have \( 8 Q_j \subset E_\lambda^c \) and \( 16 Q_j \cap E_\lambda \neq \emptyset \).

(W5) if \( Q_j \cap Q_k \neq \emptyset \), then \( \frac{1}{2} r_k \leq r_j \leq 2 r_k \).

(W6) \( \frac{1}{4} Q_j \cap \frac{1}{4} Q_k = \emptyset \) for all \( j \neq k \).

(W7) \( \sum_j \chi_{\frac{1}{4} Q_j}(z) \leq c(n) \) for all \( z \in E_\lambda^c \).

Subject to this Whitney covering, we have an associated partition of unity denoted by \( \{ \omega_j \}_{j \in \mathbb{N}} \subset C^\infty_c(\mathbb{R}^{n+1}) \) such that the following holds:

(W8) \( \chi_{\frac{1}{4} Q_j} \leq \omega_j \leq \chi_{\frac{3}{4} Q_j} \).

(W9) \( \|\omega_j\|_\infty + r_j \|\nabla \omega_j\|_\infty + r_j^2 \|\nabla^2 \omega_j\|_\infty + \lambda r_j^2 \|\partial_\tau \omega_j\|_\infty \leq C(n) \).

For a fixed \( k \in \mathbb{N} \), let us define

\[
A_k := \left\{ j \in \mathbb{N} : \frac{3}{4} Q_k \cap \frac{3}{4} Q_j \neq \emptyset \right\},
\]

then we have

(W10) Let \( i \in \mathbb{N} \) be given, then \( \sum_{j \in A_i} \omega_j(z) = 1 \) for all \( z \in \frac{3}{4} Q_i \).

(W11) Let \( i \in \mathbb{N} \) be given and let \( j \in A_i \), then \( \max\{|Q_j|, |Q_i| \} \leq C(n)|Q_j \cap Q_i| \).

(W12) Let \( i \in \mathbb{N} \) be given and let \( j \in A_i \), then \( \max\{|Q_j|, |Q_i| \} \leq \left| \frac{3}{4} Q_j \cap \frac{3}{4} Q_i \right| \).

(W13) For any \( i \in \mathbb{N} \), we have \( \# A_i \leq c(n) \).

(W14) Let \( i \in \mathbb{N} \) be given, then for any \( j \in A_i \), we have \( \frac{3}{4} Q_j \subset 4 Q_i \).

Once we have the Whitney-type parabolic decomposition as in Lemma 3.4, we can now define the following extension:

\[
v_{\lambda,h}(z) := \tilde{u}_h(z) - \sum_i \omega_i(z) (\tilde{u}_h(z) - \tilde{u}_h^i).
\]
where
\[
\tilde{u}_h^i := \begin{cases} 
\frac{1}{\|\omega_i\|_{L^1(4Q_i)}} \int_{3Q_i} \tilde{u}_h(z) \omega_i(z) \, dz & \text{if } \frac{3}{4} Q_i \subset \Omega_{8\rho} \times \mathbb{R} = C_{8\rho}, \\
0 & \text{else.}
\end{cases}
\] (3.7)

For each \( \lambda > c_0 \), we will show that \( v_{\lambda,h} \) constructed in (3.6) is Lipschitz continuous with respect to the parabolic metric \( d_\lambda \) on \( 2\mathcal{H} = \mathbb{R}^n \times (-4s, 4s) \). In order to do this, we shall make use of Lemma 2.14. In order to apply Lemma 2.14 with \( Y = 2\mathcal{H} \), we will consider the following two cases, one where the cylinders are contained inside \( 4\mathcal{H} = \mathbb{R}^n \times (-16s, 16s) \) and the other where the cylinders are not contained inside \( 4\mathcal{H} \). In this regard, let us define the following:
\[
\Theta := \left\{ i \in \mathbb{N} : \frac{3}{4} Q_i \cap 2\mathcal{H} \neq \emptyset \right\},
\] (3.8)
\[
\Theta_1 := \{ i \in \Theta : 8Q_i \subset 4\mathcal{H} \},
\] (3.9)
\[
\Theta_2 := \{ i \in \Theta : 8Q_i \cap (4\mathcal{H})^c \neq \emptyset \} = \Theta \setminus \Theta_1.
\] (3.10)

We will use the following important lemma throughout the paper:

**Lemma 3.5.** Let \( \gamma > 0 \) be given and suppose that \( u \in L^2(-T, T; L^2(\Omega)) \cap L^{p-\beta}(-T, T; W^{1,p-\beta}_0(\Omega)) \) with \( 0 \leq \beta \leq \min\{1, p-1\} \) be a very weak solution of (1.1). Let \( B \subset \Omega \) be a compactly contained region and \( (t_1, t_2) \subset (-T, T-\gamma h^2) \) for some \( h \in (0, T) \) be a time interval. Let \( \phi(x) \in C^\infty_c(B) \), \( \varphi(t) \in C^\infty_c(t_1, t_2) \) be two non-negative functions and \([u]_h\) be the Steklov average as defined in (2.8). Then the following estimate holds:
\[
|([u]_h\phi)_{t_2} - ([u]_h\phi)_{t_1}| \leq \Lambda_1 \|\nabla\phi\|_{L^\infty(B)} \|\varphi\|_{L^\infty(t_1, t_2)} \int_{B \times (t_1, t_2)} |\nabla u|^{p-1} + |\theta|^{p-1} \, dz + \\
\|\phi\|_{L^\infty(B)} \|\varphi\|_{L^\infty(t_1, t_2)} \int_{B \times (t_1, t_2)} |[u]_h| \, dz.
\]

**Proof.** Let us use \( \phi(x)\varphi(t) \) as a test function in (2.9) to get
\[
\int_{\Omega \times \{t\}} \frac{d[u]_h}{dt}(x, t) \phi(x)\varphi(t) \, dx + \langle [A(x, t, \nabla u)]_h, \nabla \phi \rangle (x, t)\varphi(t) \, dx = 0
\]
Using the Fundamental theorem of calculus, we get
\[
\left| \left[ (u)_h \phi \right]_h (t_2) - \left[ (u)_h \phi \right]_h (t_1) \right| = \left| \int_{B \times (t_1, t_2)} \frac{d}{dt} \left[ (u)_h (x, t) \phi (x) \right] \, dz \right|
\]
\[
\leq \int_{B \times (t_1, t_2)} \left| \langle [A(x, t, \nabla u)]_h, \nabla \phi \rangle (x, t) \phi (t) \right| \, dz + \int_{B \times (t_1, t_2)} \left| u_h (x, t) \phi (x) \frac{d \phi (t)}{dt} \right| \, dz \leq C(A_1, p) \| \nabla \phi \|_{L^\infty (B)} \| \phi \|_{L^\infty (t_1, t_2)} \int_{B \times (t_1, t_2)} \| \nabla u \|^{p-1} \| \theta \|^{p-1} \, dz.
\]

To obtain (a) above, we made use of (2.3) and (2.4) which completes the proof. \hfill \Box

### 3.1. Properties of the test function

In this subsection, we shall prove all the properties that the constructed function in (3.6) satisfies. Recall that $\Omega^c$ is uniformly $p$-thick with constants $b_0, r_0$. The first lemma gives a point-wise bound for $v_{\lambda, h}$ on $E^c$. 

**Lemma 3.6.** For any $z \in E^c$, we have
\[
|v_{\lambda, h} (z)| \leq C_{(n, p, q, \Lambda_0, \Lambda_1, b_0)} \rho \lambda.
\]

**Proof.** From (3.6), for any $z \in E^c$, we see that $v_{\lambda, h} (z) = \sum_j \omega_j (z) \tilde{u}_h^j$ with $\tilde{u}_h^j \neq 0$ if and only if $\frac{3}{4} Q_j \subset C_{s^p}$, which automatically implies $v_{\lambda, h} (z) = 0$ for all $z \in C_{s^p}$.

In order to prove the Lemma, making use of (W8), we see that (3.6) follows if the following holds:
\[
|\tilde{u}_h^j| \leq C_{(n, p, q, \Lambda_0, \Lambda_1, b_0)} \rho \lambda, \quad \text{for all} \quad j \in \mathbb{N}. \quad (3.11)
\]

We shall now proceed with proving (3.11). Since we only have to consider the case $\frac{3}{4} Q_j \subset C_{s^p}$, we have the following two sub-cases:

**Case** $r_j \geq \rho$: In this case, we observe that $8B \subset 32B_j$ which gives the following sequence of estimates:
\[
|\tilde{u}_h^j| \overset{(a)}{\leq} \rho \iint_{32B_j} \left( \int_{32B_j} \frac{|\tilde{u}_h (x, t)|}{r_j} \, dx \right)^q \, dt \overset{(b)}{\leq} \rho \iint_{32B_j} |\nabla \tilde{u}_h (x, t)|^q \, dx \, dt \overset{(c)}{\leq} \rho \lambda. \quad (3.12)
\]
In order to obtain (a), we have used the fact that \( r_j \leq \frac{32}{3} \rho \) since \( \frac{3}{4} Q_j \subset C_{8\rho} \). To get (b), we used Theorem 2.5 since \( 32B_j \cap \Omega^c \neq \emptyset \). Finally to obtain (c), we made use of (W4).

**Case** \( r_j \leq \rho \): Let us define the following constant \( k_0 := \min \{ \bar{k}_1, \bar{k}_2 \} \), where \( \bar{k}_1 \) and \( \bar{k}_2 \) satisfy

\[
2^{\bar{k}_1-1} r_j < \rho \leq 2^{\bar{k}_1} r_j \quad \text{and} \quad 2^{\bar{k}_2-1} Q_j \cap (\Omega \times \mathbb{R})^c = \emptyset \quad \text{but} \quad 2^{\bar{k}_2} Q_j \cap (\Omega \times \mathbb{R})^c \neq \emptyset. \tag{3.13}
\]

Using (3.3) and triangle inequality, we get

\[
|\tilde{u}_h| \leq \sum_{m=0}^{k_0-2} \left( ([u]_h)_{2^m Q_j} - ([u]_h)_{2^m+1 Q_j} \right) + ([u]_h)_{2^{k_0-2} Q_j} \equiv \sum_{m=0}^{k_0-2} S_1^m + S_2. \tag{3.14}
\]

**Estimate for** \( S_1^m \) **for** \( m \leq k_0 - 2 \): In this case, we see that \( 2^{m+1} Q_j \subset C_{8\rho} \). Thus applying Lemma 2.13 for any \( \mu \in C_c^\infty (B(2^{m+1} r_j, x_j)) \) satisfying \( |\mu(x)| \leq \frac{C(n)}{(2^{m+1} r_j)^n} \) and \( |\nabla \mu(x)| \leq \frac{C(n)}{(2^{m+1} r_j)^{n+1}} \), we get

\[
S_1^m \leq (2^{m+1} r_j) \left( \iint_{2^{m+1} Q_j} |\nabla u|^q \, dz + \sup_{t_1, t_2 \in 2^{m+1} I_j} \left| ([u]_{\mu}(t_2) - ([u]_{\mu}(t_1)) \right| \right)^\frac{q}{q-1}. \tag{3.15}
\]

Since \( B(x_j, 2^{m+1} r_j) \subset \Omega \), we can apply Lemma 3.5 with the test function \( \phi(x) = \mu(x) \) and \( \varphi(t) \equiv 1 \), which for any \( t_1, t_2 \in \frac{3}{4} I_j \), gives

\[
| ([u]_{\mu}(t_2) - ([u]_{\mu}(t_1)) | \leq ||\nabla \mu||_{L^\infty} \iint_{2^{m+1} Q_j} |\nabla u|^{p-1} + |\theta|^{p-1} | \, dz \leq 2^{m+1} r_j \gamma \iint_{2^{m+1} Q_j} |\nabla u|^{p-1} + |\theta|^{p-1} | \, dz. \tag{3.16}
\]

If \( m \leq 3 \), then we rescale to reach \( 16Q_j \) and use (W4), and if \( m \geq 4 \), then trivially we can use (W4). Thus combining (3.15) and (3.16) along with (W4), we get

\[
S_1^m \leq 2^{m+1} r_j \left( \lambda^q + (\lambda^{p-1} \gamma)^q \right)^\frac{1}{q-1} \leq 2^{m+1} r_j \lambda, \tag{3.17}
\]

where we have used \( \gamma = \lambda^{2-p} \).

**Estimate for** \( S_2 \): This term can be easily estimated as in the case \( r_j \geq \rho \) to obtain

\[
([u]_{\mu})_{2^{k_0-2} Q_j} \leq \rho \lambda. \tag{3.18}
\]

Substituting (3.17) and (3.18) into (3.14) and making use of (3.13), we get

\[
|\tilde{u}_h| \leq \lambda \sum_{m=0}^{k_0-2} 2^{m+1} r_j + \lambda \rho \leq \lambda \sum_{m=0}^{k_0-2} 2^{m+1} 21^k \rho + \lambda \rho \leq C(n,p,q,\Lambda_0,\Lambda_1,\Lambda_0) \rho \lambda. \tag{3.19}
\]
Thus (3.12) and (3.19) imply (3.11) holds, which proves the lemma.

Now we prove a sharper estimate over $\Theta_1$ from (3.9).

**Lemma 3.7.** For any $i \in \Theta_1$ and any $j \in A_i$, there holds

$$|\tilde{u}_h^i - \tilde{u}_h^j| \leq C_{(n,p,q,\Lambda_0,\Lambda_1,b_0)} \min\{\rho, r_i\} \lambda.$$  

**Proof.** We only have to consider the case $r_i \leq \rho$, because if $\rho \leq r_i$, we can directly use Lemma 3.6 to get the desired conclusion.

If either $\tilde{u}_h^i = 0$ or $\tilde{u}_h^j = 0$, then using (W4), (W14) and Theorem 2.5, we get

$$|\tilde{u}_h^i| \leq r_j \left( \iint_{16Q_j} |\tilde{u}_h| d^q \right)^{\frac{1}{q}} \leq r_j \left( \iint_{16Q_j} |\nabla \tilde{u}_h|^q d^z \right)^{\frac{1}{q}} \leq r_j \lambda. \quad (3.20)$$

Combining (3.20) and (3.11), the lemma follows in this case.

Now let us consider the case of $\tilde{u}_h^i \neq 0$ and $\tilde{u}_h^j \neq 0$. This implies $\frac{3}{4}Q_i \subset \mathcal{C}_0$ and $\frac{3}{4}Q_j \subset \mathcal{C}_0$ along with $j \in \Theta_1$. Using triangle inequality and (W12), we get

$$|\tilde{u}_h^i - \tilde{u}_h^j| \leq \frac{|\frac{3}{4}Q_i|}{|\frac{3}{4}Q_i | \cap |\frac{3}{4}Q_j|} \iint_{\frac{3}{4}Q_i} |\tilde{u}_h(z) - \tilde{u}_h^i| \, dz + \frac{|\frac{3}{4}Q_j|}{|\frac{3}{4}Q_i | \cap |\frac{3}{4}Q_j|} \iint_{\frac{3}{4}Q_j} |\tilde{u}_h(z) - \tilde{u}_h^j| \, dz$$

$$\leq \iint_{\frac{3}{4}Q_i} |\tilde{u}_h(z) - \tilde{u}_h^i| \, dz + \iint_{\frac{3}{4}Q_j} |\tilde{u}_h(z) - \tilde{u}_h^j| \, dz. \quad (3.21)$$

Let us now estimate each of the terms in (3.21) as follows: we apply Hölder’s inequality followed by Lemma 2.13 with $\mu \in C^\infty_c\left(\frac{3}{4}B_i\right)$ satisfying $|\mu(x)| \leq \frac{1}{r_i^p}$ and $|\nabla \mu(x)| \leq \frac{1}{r_i^{n+1}}$, to get

$$\iint_{\frac{3}{4}Q_i} |\tilde{u}_h(z) - \tilde{u}_h^i| \, dz \leq r_i \left( \iint_{\frac{3}{4}Q_i} |\nabla \tilde{u}_h|^q \, dz + \sup_{t_1, t_2 \in \frac{3}{4}I_i} \left| \frac{(\tilde{u}_h)_{\mu}(t_2) - (\tilde{u}_h)_{\mu}(t_1)}{r_i} \right|^q \right)^{\frac{1}{q}}. \quad (3.22)$$

The first term on the right of (3.22) can be controlled using (W4). To control the second term of (3.22), recalling (3.4), we apply Lemma 3.5 with $\phi(x) = \eta(x)\mu(x)$ and $\varphi(t) = \zeta(t) \equiv 1$ on $\frac{3}{4}I_i$ as a test function. Further making use of (2.4), we get

$$\left| (\tilde{u}_h)_{\mu}(t_2) - (\tilde{u}_h)_{\mu}(t_1) \right| \leq \|\nabla (\eta \mu)\|_{\infty} \iint_{\frac{3}{4}Q_i} [|\nabla u|^p - 1] \, dz$$

$$\leq \left( \frac{1}{p r_i^p} + \frac{1}{r_i^{n+1}} \right) [\frac{3}{4}Q_i] \lambda^p \leq \lambda r_i. \quad (3.23)$$

To obtain (a), we again made use of (2.4), (W4), (3.3) and the structure of $\mu$. To obtain (b), we used $r_i \leq \rho$ and $\gamma = \lambda^{2-p}$.
Combining (3.22) and (3.23), we get in the case $i \in \Theta_1$, the bound
\[\iint_{\frac{3}{4}Q_i} |\tilde{u}_h(z) - \tilde{u}_i|^2 \, dz \leq r_i \lambda. \quad (3.24)\]
This completes the proof of the lemma. \hfill \square

**Lemma 3.8.** Given any $z \in E_\lambda^c$, we have $z \in \frac{3}{4}Q_i$ for some $i \in \mathbb{N}$. If either $i \in \Theta_1$ or $i \in \Theta_2$ with $\rho \leq r_i$, then there holds
\[|\nabla v_{\lambda,h}(z)| \leq C_{(n,p,q,\Lambda_0,\Lambda_1,b_0)} \lambda. \quad (3.25)\]

**Proof.** Let us prove each of the cases separately:

**Case $i \in \Theta_1$:** In this case, we observe that $\sum_j \omega_j(z) = \sum_{j \in A_i} \omega_j(z) = 1$ for any $z \in E_\lambda^c$, which implies
\[\sum_j \nabla \omega_j(z) = \nabla \left( \sum_j \omega_j(z) \right) = 0 \quad \forall \ z \in E_\lambda^c. \quad (3.26)\]

Thus using (3.6) and (3.26), we get
\[\nabla v_{\lambda,h}(z) = \sum_j \nabla \omega_j(z) \tilde{u}_h^j = \sum_{j \in A_i} \nabla \omega_j(z) \left( \tilde{u}_h^j - \tilde{u}_i^j \right).\]

Now making use of (W9) and (W13) along with (3.8) and Lemma 3.7, we get
\[|\nabla v_{\lambda,h}(z)| \leq \sum_{j \in A_i} \frac{1}{r_j} \min\{r_i, \rho\} \lambda \leq \lambda.\]

**Case $i \in \Theta_2$ and $\rho \leq r_i$:** This is a simpler case, as we can directly use (3.6) and (3.11) along with (W13) to get
\[|\nabla v_{\lambda,h}(z)| \leq \sum_{j \in A_i} |\nabla \omega_j(z)||\tilde{u}_h^j| \leq \sum_{j \in A_i} \frac{1}{r_j} \rho \lambda \leq \lambda.\]

This completes the proof of the Lemma. \hfill \square

### 3.2. Estimates on the spatial derivative of $v_{\lambda,h}$

In this subsection, we shall prove a few useful estimates on the spatial derivative of $v_{\lambda,h}(z)$ for $z \in E_\lambda^c$. 19
Lemma 3.9. Let \( z \in E^\alpha_i \) and \( \varepsilon > 0 \) be any number, then there exists a constant \( C(n,p,q,\Lambda_0,\Lambda_1,b_0) \) such that the following holds:

\[
|v_{\lambda,h}(z)| \leq C \iint_{4Q_i} |\tilde{u}_h(y,s)| \, dy \, ds \leq \frac{C r_i \lambda}{\varepsilon} + \frac{C \varepsilon}{\lambda r _i} \iint_{4Q_i} |\tilde{u}_h(y,s)|^2 \, dy \, ds, \tag{3.27}
\]

\[
|\nabla v_{\lambda,h}(z)| \leq C \frac{1}{r_i} \iint_{4Q_i} |\tilde{u}_h(y,s)| \, dy \, ds \leq \frac{C \lambda}{\varepsilon} + \frac{C \varepsilon}{\lambda r_i} \iint_{4Q_i} |\tilde{u}_h(y,s)|^2 \, dy \, ds. \tag{3.28}
\]

**Proof.** Let us prove each of the estimates as follows:

**Proof of (3.27):** Making use of (W9) along with (3.6), (W13) and (W14), we get

\[
|v_{\lambda,h}(z)| \leq \sum_{j \in A_i} |\omega_j(z)| \iint_{4Q_i} |\tilde{u}_h(y,s)| \, dy \, ds \leq \iint_{4Q_i} |\tilde{u}_h(y,s)| \, dy \, ds.
\]

To get the second inequality in (3.27), we use Young’s inequality to get

\[
\iint_{4Q_i} |\tilde{u}_h(y,s)| \sqrt{\frac{\lambda r_i}{\varepsilon} + \frac{\varepsilon}{\lambda r_i}} \, dy \, ds \leq \frac{r_i \lambda}{\varepsilon} + \frac{\varepsilon}{\lambda r_i} \iint_{4Q_i} |\tilde{u}_h(y,s)|^2 \, dy \, ds.
\]

**Proof of (3.28):** This again follows exactly as the bound for (3.27), but in this case we additionally make use of the fact that \( |\nabla \omega_j| \leq \frac{1}{r_j} \) along with (W5) to get the desired conclusion.

This proves the lemma. \( \square \)

Lemma 3.10. Let \( z \in E^\alpha_i \) and \( \varepsilon \in (0,1) \) be given. From Lemma 3.4, we have \( z \in \frac{3}{4} Q_i \) for some \( i \in \mathbb{N} \). Suppose \( i \in \Theta_1 \), then there holds:

\[
|v_{\lambda,h}(z)| \leq C_{(n,p,q,\Lambda_0,\Lambda_1,b_0)} \left( \min\{\rho, r_i\} \lambda + |\tilde{u}_h| \right) \leq C_{(n,p,q,\Lambda_0,\Lambda_1,b_0)} \left( \frac{r_i \lambda}{\varepsilon} + \frac{\varepsilon}{r_i \lambda} |\tilde{u}_h|^2 \right) \tag{3.29}
\]

\[
|\nabla v_{\lambda,h}(z)| \leq C_{(n,p,q,\Lambda_0,\Lambda_1,b_0)} \frac{\lambda}{\varepsilon}. \tag{3.30}
\]

**Proof.** Let us prove each of the estimates as follows:

**Proof of (3.29):** Using triangle inequality, (W9), (W13) and Lemma 3.7, we get

\[
|v_{\lambda,h}(z)| \leq \sum_{j \in A_i} \omega_j(z) |\tilde{u}_h| - |\tilde{u}_h| \leq \min\{\rho, r_i\} \lambda + |\tilde{u}_h| \leq \frac{r_i \lambda}{\varepsilon} + \frac{\varepsilon}{r_i \lambda} |\tilde{u}_h|^2.
\]

To obtain (a), we made use of Young’s inequality and this proves the estimate.

**Proof of (3.30):** This follows exactly as (3.29), but in this case we additionally make use of the fact that \( |\nabla \omega_j| \leq \frac{1}{r_j} \) along with (W5) to get the desired conclusion.
This proves the lemma. □

**Lemma 3.11.** Let \( z \in E_\alpha^c \), then from Lemma 3.4, we have \( z \in \frac{3}{4} Q_i \) for some \( i \in \mathbb{N} \). Suppose \( i \in \Theta_2 \), then there holds:

\[
|v_{\lambda,h}(z)| \leq C_{(n,p,q,\Lambda_0,\Lambda_1,\beta_0)} \left( r_i \lambda + \frac{\lambda^{1-p} r_i^2}{s} \iint_{4Q_i} |\tilde{u}_h(y,s)|^2 \, dy \, ds \right),
\]  
(3.31)

\[
|\nabla v_{\lambda,h}(z)| \leq C_{(n,p,q,\Lambda_0,\Lambda_1,\beta_0)} \left( \lambda + \frac{\lambda^{1-p}}{s} \iint_{4Q_i} |\tilde{u}_h(y,s)|^2 \, dy \, ds \right),
\]  
(3.32)

**Proof.** Since \( i \in \Theta_2 \), we must have from the definition of \( \Theta_2 \) in (3.10) and (W5) that \( \gamma r_i^2 \geq s \) for all \( j \in A_i \), where \( \gamma = \lambda^{2-p} \). Setting \( \varepsilon = 1 \) in Lemma 3.9 and making use of the bound \( \lambda^{2-p} r_i^2 \geq s \) (which uses (W5)) along with (W13), the proof of the lemma follows. □

### 3.3. Estimates on the time derivative of \( v_{\lambda,h} \)

**Lemma 3.12.** Let \( z \in E_\alpha^c \), then from Lemma 3.4, there exists an \( i \in \mathbb{N} \) such that \( z \in \frac{3}{4} Q_i \). Then the following estimates for the time derivative of \( v_{\lambda,h} \) holds:

\[
|\partial_t v_{\lambda,h}(z)| \leq C_{(n,p,q,\Lambda_0,\Lambda_1,\beta_0)} \frac{1}{\gamma r_i^2} \iint_{4Q_i} |\tilde{u}_h(y,s)| \, dy \, ds.
\]  
(3.33)

If \( i \in \Theta_1 \), then we have

\[
|\partial_t v_{\lambda,h}(z)| \leq C_{(n,p,q,\Lambda_0,\Lambda_1,\beta_0)} \frac{1}{\gamma r_i^2} \min\{r_i, \rho\} \lambda.
\]  
(3.34)

If \( i \in \Theta_2 \), then there holds

\[
|\partial_t v_{\lambda,h}(z)| \leq C_{(n,p,q,\Lambda_0,\Lambda_1,\beta_0)} \frac{\rho \lambda}{s}.
\]  
(3.35)

**Proof.** We shall prove each of the estimates as follows:

**Estimate (3.33):** Using (W9) and (W13), we can proceed analogous to how (3.27) was obtained to get

\[
|\partial_t v_{\lambda,h}(z)| \leq \sum_{j \in A_i} |\partial_t \omega_j(z)||\tilde{u}_h^j| \leq \frac{1}{\gamma r_i^2} \iint_{4Q_i} |\tilde{u}_h(y,s)| \, dy \, ds.
\]

**Estimate (3.34):** Since \( \sum_j \omega_j(\tilde{z}) \equiv 1 \) for all \( \tilde{z} \in E_\alpha^c \), we must have \( \sum_j \partial_t \omega_j(\tilde{z}) = 0 \), which gives

\[
|\partial_t v_{\lambda,h}(z)| = \left| \sum_{j \in A_i} \partial_t \omega_j(z) \tilde{u}_h^j \right| \leq \sum_{j \in A_i} |\partial_t \omega_j(z)||\tilde{u}_h^j| \leq \frac{1}{\gamma r_i^2} \min\{r_i, \rho\} \lambda.
\]
To get (a), we have made use of Lemma 3.7 (which is applicable since \( i \in \Theta_1 \)) along with (W5) and (W13).

**Estimate (3.35)** Since \( i \in \Theta_2 \), we automatically have \( \gamma r_i^2 \gtrsim s \). Now making use of (3.11), (W5) and (W13), we get

\[
|\partial_t v_{\lambda,h}(z)| \leq \sum_{j \in A_i} |\partial_t \omega_j(z)||\tilde{u}_h^j| \leq \sum_{j \in A_i} \frac{1}{\gamma r_j^2} \rho \leq \frac{\rho \lambda}{s}
\]

This proves the lemma.

### 3.4. Main estimates and Lipschitz continuity of \( v_{\lambda,h} \)

**Lemma 3.13.** For any \( \vartheta \geq 1 \), we have the following bound:

\[
\iint_{8Q \setminus E_\lambda} |v_{\lambda,h}(z)|^\vartheta \, dz \leq C_{(n,p,q,\Lambda_{0,1},b_0)} \iint_{8Q \setminus E_\lambda} |\tilde{u}_h(z)|^\vartheta \, dz.
\]

**Proof.** Since \( E_\lambda^c \) is covered by Whitney cylinders (see Lemma 3.4), let us pick some \( i \in \mathbb{N} \) and consider the corresponding parabolic Whitney cylinder. Using the construction from (3.6) along with (W5), (W9) and (W13), we get

\[
\iint_{\frac{3}{4}Q_i} |v_{\lambda,h}(z)|^\vartheta \, dz \leq \sum_{j \in A_i} \iint_{\frac{3}{4}Q_j} \omega_j(z)^\vartheta |\tilde{u}_h^j|^\vartheta \leq \iint_{4Q_i} |\tilde{u}_h(z)|^\vartheta \, dz. \tag{3.36}
\]

Summing (3.36) over all \( i \in \mathbb{N} \) and using spt(\( \tilde{u}_h \)) \( \subset 8Q \) along with (W4) and (W7), we get

\[
\iint_{8Q \setminus E_\lambda} |v_{\lambda,h}(z)|^\vartheta \, dz \leq \sum_i \iint_{\frac{3}{4}Q_i} |v_{\lambda,h}(z)|^\vartheta \, dz \leq \sum_i \iint_{4Q_i} |\tilde{u}_h(z)|^\vartheta \, dz \leq \iint_{8Q \setminus E_\lambda} |\tilde{u}_h(z)|^\vartheta \, dz. \tag{3.37}
\]

This proves the Lemma.

**Lemma 3.14.** For any \( i \in \Theta_1 \), we have the following estimate:

\[
\iint_{\frac{3}{4}Q_i} \left| \frac{\tilde{u}_h(z) - v_{\lambda,h}(z)}{r_i} \right|^q \, dz \leq C_{(n,p,q,\Lambda_{0,1},b_0)} \lambda^q. \tag{3.38}
\]

**Proof.** For any \( z \in \frac{3}{4}Q_i \), using (3.6) along with triangle inequality and (W9), we get

\[
\iint_{\frac{3}{4}Q_i} |\tilde{u}_h(z) - v_{\lambda,h}(z)|^q \, dz \leq \iint_{\frac{3}{4}Q_i} |\tilde{u}_h(z) - \tilde{u}_h^i|^q \, dz + \sum_{j \in A_i} \iint_{\frac{3}{4}Q_i} |\tilde{u}_h^j - \tilde{u}_h^i|^q \, dz := J_1 + J_2. \tag{3.39}
\]

We shall estimate each of the terms of (3.39) as follows (note that \( i \in \Theta_1 \)):
**Estimate for** $J_1$: If $\tilde{u}^i_h \neq 0$, then $J_1$ is exactly as in (3.22), which implies

$$J_1 \leq (r_i \lambda)^q.$$  \hfill (3.40)

If $\tilde{u}^i_h = 0$, then we can proceed as (3.20) to again bound $J_1$ by (3.40).

**Estimate for** $J_2$: To bound this term, we can directly use Lemma 3.7 to get

$$J_2 \leq (r_i \lambda)^q.$$  \hfill (3.41)

Substituting (3.40) and (3.41) into (3.39) and making use of (W13), the lemma follows. \hfill \Box

**Lemma 3.15.** Given any $i \in \Theta_2$ and $\alpha_0$ as in (3.1), there holds:

$$\frac{3}{4} \int_{Q^i} \left| \frac{\tilde{u}_h - \tilde{u}^i_h}{r_i} \right|^q dz \leq C_{(n,p,q),\alpha_0,\lambda_i,\beta_0} \lambda^q \left( 1 + \left( \frac{\lambda^{2-p}}{\alpha_0^{2-p}} \right)^{\frac{n+1}{2}} \right)^q.$$

**Proof.** Since $i \in \Theta_2$, we have $\gamma r_i^2 \geq s$. Let us split into cases $\tilde{u}^i_h \neq 0$ and $\tilde{u}^i_h = 0$:

**Case** $\tilde{u}^i_h \neq 0$: From the construction in (3.6), we have $\frac{3}{4} Q^i \subset C_{8\rho}$, which also implies the bound $r_i \leq 8\rho$. Now applying Lemma 2.13 with $\mu(x) \in C^\infty_c\left( \frac{3}{4} B_i \right)$ satisfying $|\mu| \leq \frac{C(n)}{r_i^n}$ and $|\nabla \mu| \leq \frac{C(n)}{r_i^{p+1}}$, we get

$$\frac{3}{4} \int_{Q^i} \left| \frac{\tilde{u}_h(z) - \tilde{u}^i_h}{r_i} \right|^q dz \leq \frac{3}{4} \int_{Q^i} |\nabla \tilde{u}_h|^q dz + \sup_{t_1, t_2 \in \frac{3}{4} I_i} \left| \frac{(\tilde{u}_h)_{t_1} - (\tilde{u}_h)_{t_2}}{r_i} \right|^q. \hfill (3.42)$$

The first term of (3.42) can be estimated using (W4). To estimate the second term of (3.42), let us apply Lemma 3.5 with $\phi(x) = \mu(x)\eta(x)$ and $\varphi(t) = \zeta(t)$, which combined with (3.3), gives for any $t_1, t_2 \in \frac{3}{4} I_i$, the estimate

$$\left| (\tilde{u}_h)_{t_1} - (\tilde{u}_h)_{t_2} \right| \leq ||\nabla (\eta \mu)||_{L^\infty(\frac{3}{4} B_i)} \int_{\frac{3}{4} Q^i} ||\nabla u||^{p-1} + |\theta|^{p-1} dz$$

$$+ \left| |\mu||_{L^\infty(\frac{3}{4} B_i)} \int_{\frac{3}{4} Q^i \cap \delta Q} \frac{|u|}{s} dz \right| \hfill (3.43)$$

We can easily control $J_1$ of (3.43) using (W4) and $r_i \leq 8\rho$ to get

$$J_1 \leq \left( \frac{1}{mp^n} + \frac{1}{r_i^{n+1}} \right) |Q_i| \lambda^{p-1} \leq r_i \lambda.$$  \hfill (3.44)
To control $J_2$ of (3.43), we proceed as follows:

$$J_2 \lesssim \frac{\rho}{r_i^2 s} |8Q| \left( \iint_{8Q} \left( \frac{|u_h|}{\rho} \right)^q \, dz \right)^\frac{1}{q} \lesssim \frac{\rho^{n+1}}{r_i^2} \left( \iint_{8Q} |\nabla[u_h]|^q \, dz \right)^\frac{1}{q} \lesssim \left( \frac{\gamma}{\alpha_0^2 p} \right)^\frac{n+1}{2} r_i \lambda. \quad (3.45)$$

To obtain (a), we made use of Hölder’s inequality. To get (b), we made use of Theorem 2.5. Finally to get (c), we used (W4), $\gamma r_i^2 \geq s$ and (3.1).

Thus substituting (3.43), (3.44) and (3.45) into (3.42), the Lemma follows for case $\tilde{u}_h^i \neq 0$.

Case $\tilde{u}_h^i = 0$: In this case, we can directly apply Theorem 2.5 and make use of (W4) to get

$$\iint_{\frac{1}{2}Q_i} \left| \tilde{u}_h^i \right|^q \, dz \leq \iint_{\frac{1}{2}Q_i} |\nabla \tilde{u}_h^i|^q \leq \lambda^q.$$

This completes the proof of the Lemma. 

**Lemma 3.16.** For any $0 < \vartheta \leq q$, there exists a positive constant $C(n, p, q, \Lambda_0, \Lambda_1, b_0, \vartheta) > 0$ such that the following holds:

$$\iint_{8B \times 2I \setminus E_\lambda} |\partial_i v_{\lambda,h}(z)(v_{\lambda,h}(z) - \tilde{u}_h(z))|^{\vartheta} \, dz \leq C \lambda^{\vartheta p} |\mathbb{R}^{n+1} \setminus E_\lambda| + \frac{C}{s^{\vartheta}} \iint_{8Q} |\tilde{u}_h(z)|^{2\vartheta} \, dz.$$

**Proof.** From (W3) and (3.8), we see that $8B \times 2I \setminus E_\lambda \subset \sum_{i \in \Theta} 4Q_i$. Thus to prove the lemma, it will be sufficient to consider the two sub-cases, one where $i \in \Theta_1$ and the other where $i \in \Theta_2$. Thus, for a given $i \in \Theta$, let us define the following:

$$J_i := \iint_{\frac{1}{2}Q_i} |\partial_i v_{\lambda,h}(z)(v_{\lambda,h}(z) - \tilde{u}_h(z))|^{\vartheta} \, dz.$$

Case $i \in \Theta_1$: Making use of (3.34) and Hölder’s inequality applied to (3.38) (recall $\gamma = \lambda^{2-p}$), we get

$$J_i \leq \left( \frac{1}{\gamma r_i^2} \right)^{\vartheta} \iint_{\frac{1}{2}Q_i} \left| v_{\lambda,h}(z) - \tilde{u}_h(z) \right|^{\vartheta} \, dz \leq \lambda^{\vartheta p} \left( \frac{3}{4} Q_i \right). \quad (3.46)$$

Case $i \in \Theta_2$: In this case, we obtain the following sequence of estimates:

$$J_i \begin{cases} \lesssim (a) \left( \frac{1}{\gamma r_i^2} \right)^{\vartheta} \left( \iint_{4Q_i} |\tilde{u}_h(z)| \, dz \right)^{\vartheta} \left( \iint_{4Q_i} \left| v_{\lambda,h}(z) \right| + |\tilde{u}_h(z)| \, dz \right)^{\vartheta} \\ \lesssim (b) \left( \frac{1}{\gamma r_i^2} \right)^{\vartheta} \left( \iint_{4Q_i} |\tilde{u}_h(z)| \, dz \right)^{\vartheta} \left( \frac{3}{4} Q_i \iint_{4Q_i} |\tilde{u}_h(z)| \, dz + \iint_{4Q_i} |\tilde{u}_h(z)| \, dz \right)^{\vartheta} \\ \lesssim (c) \left( \frac{1}{s^{\vartheta}} \right)^{\vartheta} \left( \iint_{4Q_i} |\tilde{u}_h(z)|^{2\vartheta} \, dz \right). \end{cases} \quad (3.47)$$
To get (a), we made use of (3.33). To obtain (b) above, we made use of (3.27). Finally to get (c), we have made use of the fact that \( i \in \Theta_2 \), which implies \( \gamma r_i^2 \geq s \).

Combining (3.46) and (3.47) followed by summing over all \( i \in \Theta \) and using (W7), we get

\[
\int_{8B \times 2I \setminus E_\lambda} |\partial_t v_{\lambda,h}(z)(v_{\lambda,h}(z) - \tilde{u}_h(z))| dz \leq \sum_{i \in \Theta_1} J_i + \sum_{i \in \Theta_2} J_i \\
\leq \lambda^{\delta_p} |R^{n+1} \setminus E_\lambda| + \frac{1}{s^\theta} \int_{8Q} |\tilde{u}_h(z)|^{2^\theta} dz.
\]

This completes the proof of the lemma. \( \square \)

We shall now prove the Lipschitz continuity of \( v_{\lambda,h} \) on \( 2H = \mathbb{R}^n \times (-4s, 4s) \). The method of making use of Lemma 2.14 to prove Lemma 3.17 is due to [6, Chapter 3].

**Lemma 3.17.** The extension \( v_{\lambda,h} \) from (3.6) is \( C^{0,1}(2H) \) with respect to the parabolic metric \( d_\lambda \).

**Proof.** Let us consider a parabolic cylinder \( \tilde{Q}_r(z):= \tilde{Q}_{r,\gamma r^2}(z):= \tilde{Q} \) for some \( z \in 2H \) and \( r > 0 \). To prove the Lemma, we make use of Lemma 2.14 to bound

\[
I_r(z) := \int_{\tilde{Q}_r \cap 2H} \left| \frac{v_{\lambda,h}(\tilde{z}) - (v_{\lambda,h})_{\tilde{Q}_r \cap 2H}}{r} \right| d\tilde{z} \lesssim o(1), \tag{3.48}
\]

where \( o(1) \) denotes a bound independent of \( z \in 2H \) and \( r > 0 \) only. In order to do this, we split the proof into three cases given by

1. \( 2\tilde{Q} \subset 4H \setminus E_\lambda \),
2. \( 2\tilde{Q} \subset 4H \) with \( \gamma r^2 \leq 4s \),
3. \( 2\tilde{Q} \subset 4H \) with \( \gamma r^2 > 4s \) \text{ OR } \( 2\tilde{Q} \cap (4H)^c \neq \emptyset \).

**Case 2\( \tilde{Q} \subset 4H \setminus E_\lambda \):** In this case, we observe the following lower bound must hold:

\[
|\tilde{Q} \cap 2H| \geq |\tilde{Q}| \approx r^{n+2\gamma}. \tag{3.49}
\]

From the construction of \( v_{\lambda,h} \) in (3.6), we see that \( v_{\lambda,h} \) is smooth on \( E_\lambda^c \).

If \( 2\tilde{Q} \subset C_{8r} \), then setting \( \tilde{Q} = B_r \times I_{\gamma r^2} \) and using the definition of derivatives, we get

\[
I_r(z) \leq \frac{1}{r} \int_{\tilde{Q}_r \cap 2H} \int_{\tilde{Q}_r \cap 2H} |v_{\lambda,h}(\tilde{z}) - v_{\lambda,h}(\tilde{z}_1)| d\tilde{z} d\tilde{z}_1 \lesssim \sup_{\tilde{z} \in \tilde{Q}_r \cap 2H} \left( |\nabla v_{\lambda,h}(\tilde{z})| + r|\partial_t v_{\lambda,h}(\tilde{z})| \right). \tag{3.50}
\]

On the other hand, if \( 2\tilde{Q} \cap C_{8r}^c \neq \emptyset \), then applying Theorem 2.5 on each times slice, we obtain

\[
I_r(z) \leq \int_{\tilde{Q}_r \cap 2H} \frac{|v_{\lambda,h}(\tilde{z})|}{r} d\tilde{z} \lesssim \int_{\tilde{Q}_r \cap 2H} |\nabla v_{\lambda,h}(\tilde{z})| d\tilde{z} \lesssim \sup_{\tilde{z} \in \tilde{Q}_r \cap 2H} |\nabla v_{\lambda,h}(\tilde{z})|. \tag{3.51}
\]

25
From (3.50) and (3.51), we see that in order to bound $I_r(z)$ independent of $z$ and $r$, we have to bound the following expression independent of $z$ and $r$:

$$\sup_{\tilde{z} \in \tilde{Q} \cap 2\mathcal{H}} \left( |\nabla v_{\lambda,h}(\tilde{z})| + r|\partial_t v_{\lambda,h}(\tilde{z})| \right).$$

(3.52)

To this end, let $\tilde{z} \in \tilde{Q} \cap 2\mathcal{H}$, which implies $\tilde{z} \in \frac{3}{4} Q_i$ for some $i \in \mathbb{N}$. Since $\tilde{Q} \subset E^c_\lambda$, we also get

$$r \leq d_\lambda(\tilde{z}, E_\lambda) \leq d_\lambda(\tilde{z}, z_i) + d_\lambda(z_i, E_\lambda) \leq r_i + 16r_i = 17r_i.$$  

(3.53)

In order to bound (3.52), we consider the following three sub-cases:

Subcase $i \in \Theta_1$: Using (3.25) and (3.34) along with (3.53), we get

$$|\nabla v_{\lambda,h}(\tilde{z})| + r|\partial_t v_{\lambda,h}(\tilde{z})| \lesssim \lambda + r \frac{1}{\gamma r_i} \min\{r_i, \rho\} \lambda \lesssim \lambda + \lambda^{p-1} \leq o(1).$$

Subcase $i \in \Theta_2$ and $\rho \leq r_i$: In this case, we make use of (3.25), (3.33) and (3.53) to get

$$|\nabla v_{\lambda,h}(\tilde{z})| + r|\partial_t v_{\lambda,h}(\tilde{z})| \lesssim \lambda + r \frac{1}{\gamma r_i} \int_{4Q_i} |\tilde{u}_h(y,s)| \, dy \, ds$$

$$\lesssim \lambda + \frac{1}{\gamma^2 \rho^{n+3}} \|\tilde{u}_h\|_{L^1(\mathbb{R}^{n+1})} \leq o(1).$$

Subcase $i \in \Theta_2$ and $\rho \geq r_i$: In this case, we use the fact $\gamma r_i^2 \geq s$ along with (3.28) and (3.35) to obtain

$$|\nabla v_{\lambda,h}(\tilde{z})| + r|\partial_t v_{\lambda,h}(\tilde{z})| \lesssim \frac{1}{r_i |Q_i|} \int_{4Q_i} |\tilde{u}_h(y,s)| \, dy \, ds + \frac{r \rho \lambda}{s}$$

$$\lesssim \left(\frac{\lambda}{s}\right) \frac{\rho \lambda}{s} \|\tilde{u}_h\|_{L^1(\mathbb{R}^{n+1})} + \frac{\rho^2 \lambda}{s} \leq o(1).$$

We have shown that $I_r(z) \leq o(1)$ when $2\tilde{Q} \subset 4\mathcal{H} \setminus E_\lambda$.

Case $2\tilde{Q} \subset 4\mathcal{H}$ and $\gamma r^2 \leq 4s$: If $2\tilde{Q} \subset E^c_\lambda$, then this is just the previous case. Hence without loss of generality, we can assume

$$2\tilde{Q} \cap E_\lambda \neq \emptyset.$$  

(3.54)

Noting that (3.49) must also hold in this case, we apply triangle inequality and estimate $I_r(z)$ by

$$I_r(z) \leq \iint_{2\tilde{Q} \cap 2\mathcal{H}} \left| \frac{v_{\lambda,h}(\tilde{z}) - \tilde{u}_h(\tilde{z})}{r} \right| + \left| \frac{\tilde{u}_h(\tilde{z}) - (\tilde{u}_h)_{2\tilde{Q} \cap 2\mathcal{H}}}{r} \right| + \left| \frac{(\tilde{u}_h)_{2\tilde{Q} \cap 2\mathcal{H}} - (v_{\lambda,h})_{2\tilde{Q} \cap 2\mathcal{H}}}{r} \right| \, d\tilde{z}$$

(3.55)

$$\leq 2J_1 + J_2,$$
where we have set
\[ J_1 := \iint_{\tilde{Q} \cap 2H} \frac{|v_{\lambda h}(\tilde{z}) - \tilde{u}_h(\tilde{z})|}{r} \, d\tilde{z} \quad \text{and} \quad J_2 := \iint_{\tilde{Q} \cap 2H} \frac{|\tilde{u}_h(\tilde{z}) - (\tilde{u}_h)_Q|}{r} \, d\tilde{z}. \] (3.56)

We now estimate each of the terms of (3.56) as follows:

**Estimate for** \( J_1 \): If \( \tilde{Q} \subset E_\lambda \), then \( v_{\lambda h} = \tilde{u}_h \) which implies \( J_1 = 0 \). Hence without loss of generality, along with (3.54), we can further assume \( \tilde{Q} \cap E_\lambda \neq \emptyset \). Using the construction of (3.6), we get
\[ J_1 \leq \sum_{i \in \Theta \setminus \{Q \cap 2H\}} \int_{\tilde{Q} \cap 2H} \frac{1}{|Q \cap 2H|} \frac{|\tilde{u}_h(\tilde{z}) - \tilde{u}_h^i|}{r} \, d\tilde{z}. \] (3.57)

Let us fix an \( i \in \Theta \) and take two points \( \tilde{z}_1 \in \tilde{Q} \cap \frac{3}{4} Q_i \) and \( \tilde{z}_2 \in E_\lambda \cap 2\tilde{Q} \). Making use of (W2) along with the trivial bound \( d_\lambda(\tilde{z}_1, \tilde{z}_2) \leq 4r \) and \( d_\lambda(z_i, \tilde{z}_1) \leq 2r_i \), we get
\[ 16r_i \leq d_\lambda(z_i, E_\lambda) \leq d_\lambda(z_i, \tilde{z}_1) + d_\lambda(\tilde{z}_1, \tilde{z}_2) \leq 2r_i + 4r \quad \Longrightarrow \quad 2r_i \leq r, \] (3.58)
where \( z_i \) denotes the centre of \( \frac{3}{4} Q_i \) as in (W1).

Note that (3.49) holds and thus summing over all \( i \in \Theta \) such that \( \tilde{Q} \cap 2H \cap \frac{3}{4} Q_i \neq \emptyset \) in (3.57) and making use of (3.58), we get
\[ J_1 \leq \sum_{i \in \Theta \setminus \{Q \cap 2H\}} \left( \frac{|\tilde{Q}_i|}{|Q \cap 2H|} \int_{\frac{3}{4} Q_i} \frac{|\tilde{u}_h(\tilde{z}) - \tilde{u}_h^i|}{r} \, d\tilde{z} \right) \leq \sum_{i \in \Theta \setminus \{Q \cap 2H\}} \int_{\frac{3}{4} Q_i} \frac{|\tilde{u}_h(\tilde{z}) - \tilde{u}_h^i|}{r} \, d\tilde{z}. \]

To bound (3.4), in the case \( i \in \Theta_2 \), we apply Hölder’s inequality followed by Lemma 3.15 and in the case \( i \in \Theta_1 \), we again apply Hölder’s inequality and use (3.40). Thus we get
\[ J_1 \leq \lambda \left( 1 + \left( \frac{\lambda^{2-p}}{C_0 \rho} \right)^\frac{1}{p} \right). \] (3.59)

**Estimate for** \( J_2 \): Note that (3.49) is valid, which we use along with triangle inequality to get
\[ J_2 \leq \iint_{\tilde{Q} \cap 2H} \left| \frac{\tilde{u}_h(\tilde{z}) - (\tilde{u}_h)_Q}{r} \right| + \left| \frac{(\tilde{u}_h)_Q - (\tilde{u}_h)_Q}{r} \right| \, d\tilde{z} \leq 2 \iint_{\tilde{Q}} \left| \frac{\tilde{u}_h(\tilde{z}) - (\tilde{u}_h)_Q}{r} \right| \, d\tilde{z}. \] (3.60)

If \( \tilde{Q} \subset C_\bar{h}^\mu \), then we estimate (3.60) by first applying Lemma 2.13 for some \( \mu \in C_c^\infty(\bar{B}) \) with \( |\mu| \leq \frac{C(n)}{r^n} \) and \( |
abla \mu| \leq \frac{C(n)}{r^{n+1}} \) to get
\[ J_2 \leq \left( \int_{\tilde{Q}} |\nabla \tilde{u}_h(\tilde{z})|^q \, d\tilde{z} + \sup_{t_1, t_2 \in i} \left| \frac{(\tilde{u}_h)_\mu(t_2) - (\tilde{u}_h)_\mu(t_1)}{|t_2 - t_1|} \right|^q \right)^\frac{1}{q}. \]
Since we have \( \tilde{Q} \subset C_{8\rho} \), we have \( \tilde{r} \leq 8\rho \). Furthermore, since \( \tilde{Q} \subset 4\mathcal{H} \), we see that \( \zeta(t) \equiv 1 \) on \( \tilde{Q} \). Thus, we can apply Lemma 3.5 and make use of the hypothesis (3.54) and mimic the procedure in the proof of Lemma 3.7 to obtain the bound

\[
J_2 \leq \lambda. 
\]  
(3.61)

On the other hand, if \( \tilde{Q} \not\subset C_{8\rho} \), then we can directly apply Theorem 2.5 and use (3.60), to get

\[
J_2 \leq \iint_{\mathcal{H}} \left| \frac{\tilde{u}_h(\tilde{z})}{r} \right| d\tilde{z} \leq \left( \iint_{\mathcal{H}} |\nabla \tilde{u}_h(\tilde{z})|^q d\tilde{z} \right)^{\frac{1}{q}} \leq \lambda. 
\]  
(3.62)

Thus substituting either (3.61) or (3.62) along with (3.59) into (3.55), we get \( I_r(z) \leq o(1) \) in the case that \( 2\tilde{Q} \subset 4\mathcal{H} \) and \( \gamma r^2 \leq 4s \).

**Final case** \( 2\tilde{Q} \subset 4\mathcal{H} \) and \( \gamma r^2 > 4s \) OR \( 2\tilde{Q} \cap (4\mathcal{H})^c \neq \emptyset \): In either case, we have \( \gamma r^2 \geq s \), which gives the estimate

\[
\iint_{\mathcal{H}} \left| \frac{v_{\lambda,h}(\tilde{z}) - (v_{\lambda,h})_{\mathcal{H}}}{r} \right| d\tilde{z} \leq \left( \frac{2}{s} \right)^{n+3} \iint_{\mathcal{H}} |\tilde{u}_h(\tilde{z})| d\tilde{z} + \left( \frac{2}{s} \right)^{n+3} \iint_{\mathcal{H}} |\tilde{u}_h(\tilde{z})| d\tilde{z}.
\]

By construction of \( v_{\lambda,h} \) in (3.6), we have \( v_{\lambda,h} = \tilde{u}_h \) on \( E_\lambda \). On \( 8\mathcal{Q} \setminus E_\lambda \), we can apply Lemma 3.13 (with \( \vartheta = 1 \)) to obtain the following bound:

\[
\iint_{\mathcal{H}} \left| \frac{v_{\lambda,h}(\tilde{z}) - (v_{\lambda,h})_{\mathcal{H}}}{r} \right| d\tilde{z} \leq \left( \frac{2}{s} \right)^{n+3} \iint_{\mathcal{H}} |\tilde{u}_h(\tilde{z})| d\tilde{z} + o(1).
\]

This completes the proof of the lemma.

**Remark 3.18.** In the proof of Lemma 3.17, we can actually show the Lipschitz constant of \( v_{\lambda,h} \) on \( 2\mathcal{H} \) with respect to the parabolic metric (2.7) is \( C_{(n,p,q,A_0,\Lambda_1,b_0)}^r \). This improved bound will not be needed for the purposes of this paper, but it is worthwhile to mention how to obtain such an improvement.

In order to show this improvement, we can either use sharper estimates in the proof of Lemma 3.17 or mimic the proof from [18].
Since we only take Steklov average in the time variable, a priori we don’t have continuity of \( v_{\lambda,h} \) in the space variable to be able to implement the argument of [18] directly. On the other hand, once we have Lemma 3.17, we know that \( v_{\lambda,h} \) is continuous on \( 2\mathcal{H} \), which enables us to implement the arguments of [18] and hence obtain the improved bound.

Lemma 3.19. For any \( i \in \Theta \) and \( k \in \{0,1\} \), there exists a positive constant \( C(n,p,q,\Lambda_0,\Lambda_1,b_0) \) such that there holds:

\[
\iint_{\frac{3}{4}Q_i} \left[ |\nabla u|^{p-1} + |\theta|^{p-1} \right] h |\nabla^k v_{\lambda,h}| \, dz \leq C \rho^{1-k} \left( \lambda^p |4Q_i| + \frac{\chi_{i \in \Theta_2}}{s} \iint_{4Q_i} |\tilde{u}_h|^2 \, dz \right).
\] (3.63)

Here we have used the notation \( \chi_{i \in \Theta_2} = 1 \) if \( i \in \Theta_2 \) and \( \chi_{i \in \Theta_2} = 0 \) if \( i \in \Theta_1 \) and \( \nabla^0 v_{\lambda,h} := v_{\lambda,h} \).

Proof. We shall split the proof into two cases:

Case \( i \in \Theta_1 \) or \( i \in \Theta_2 \) with \( \rho \leq r_i \): In this case, we make use of Lemma 3.6 when \( k = 0 \) or Lemma 3.8 when \( k = 1 \), along with (W4), to get

\[
\iint_{\frac{3}{4}Q_i} \left[ |\nabla u|^{p-1} + |\theta|^{p-1} \right] h |\nabla^k v_{\lambda,h}| \, dz \leq \rho^{1-k} \lambda \iint_{\frac{3}{4}Q_i} \left[ |\nabla u|^{p-1} + |\theta|^{p-1} \right] h \, dz \\
\leq \rho^{1-k} \lambda |4Q_i| \lambda^{p-1} = \rho^{1-k} \lambda^p |4Q_i|.
\]

Case \( i \in \Theta_2 \) with \( r_i \leq \rho \): If \( k = 0 \), we make use of (3.32) and in the case \( k = 1 \), we make use of (3.31), along with (W4) to get

\[
\iint_{\frac{3}{4}Q_i} \left[ |\nabla u|^{p-1} + |\theta|^{p-1} \right] h |\nabla v_{\lambda,h}| \, dz \leq \rho^{1-k} \left( \lambda + \frac{\lambda^{1-p}}{s} \iint_{4Q_i} |\tilde{u}_h|^2 \, dz \right) |4Q_i| \lambda^{p-1} \\
\leq \rho^{1-k} \left( \lambda^p |4Q_i| + \frac{1}{s} \iint_{4Q_i} |\tilde{u}_h|^2 \, dz \right).
\]

This completes the proof of the lemma.

\[\Box\]

Corollary 3.20. There exists a positive constant \( C(n,p,q,\Lambda_0,\Lambda_1,b_0) \) such that the following estimate holds for any \( k \in \{0,1\} \):

\[
\iint_{8B \times 2I \setminus E_\lambda} \left[ |\nabla u|^{p-1} + |\theta|^{p-1} \right] h |\nabla^k v_{\lambda,h}| \, dz \leq C \rho^{1-k} \left( \lambda^p |\mathbb{R}^{n+1} \setminus E_\lambda| + \frac{1}{s} \iint_{sQ} |\tilde{u}_h|^2 \, dz \right).
\]

Proof. Since \( 8B \times 2I \setminus E_\lambda \subset \sum_{i \in \Theta} \frac{3}{4}Q_i \), all we need to do is to sum over \( i \in \Theta \) in (3.63) and make use of the fact that \( \text{spt}(\tilde{u}_h) \subset 8Q \), to prove the Corollary.

\[\Box\]
We shall now prove a crucial estimate on each time slice.

**Lemma 3.21.** For any \( i \in \Theta_1 \) and any \( 0 < \varepsilon \leq 1 \), there exists a positive constant \( C(n, p, q, \Lambda_0, \Lambda_1, b_0) \) such that for almost every \( t \in 2I \), there holds

\[
\int_{S_B} (\tilde{u}(x, t) - \tilde{u}^i) \omega_i(x, t) \omega_i(x, t) \, dx \leq C \left( \frac{\lambda^p}{\varepsilon} |4Q_i| + \varepsilon |4B_i||\tilde{u}^i|^2 \right). \tag{3.64}
\]

In the case \( i \in \Theta_2 \), there exists a positive constant \( C(n, p, q, \Lambda_0, \Lambda_1, b_0) \) such that for almost every \( t \in 2I \), there holds

\[
\int_{S_B} \tilde{u}(x, t) \omega_i(x, t) \omega_i(x, t) \, dx \leq C \left( \lambda^p |4Q_i| + \frac{1}{s} \int_{\tilde{Q}_i} |u|^2 \chi_{sQ} \, dz \right). \tag{3.65}
\]

**Proof.** Let us fix any \( t \in 2I, i \in \Theta \) and take \( \eta(y)\zeta(\tau)v_i(y, \tau)v_{\lambda,h}(y, \tau) \) as a test function in \((2.9)\). Further integrating the resulting expression over \( \left( t_i - \gamma \left( \frac{3}{4}r_i \right)^2 , t \right) \) along with making use of the fact that \( \omega_i(y, t_i - \gamma (3r_i/4)^2) = 0 \), we get for any \( a \in \mathbb{R} \), the equality

\[
\int_{\Omega} \left( (\tilde{u}_h - a) \omega_i v_{\lambda,h} \right)(y, t) \, dy = \int_{t_i - \gamma (\frac{4}{3}r_i)^2}^{t} \int_{\Omega} \partial_t \left( (\tilde{u}_h - a) \omega_i v_{\lambda,h} \right)(y, \tau) \, dy \, d\tau \tag{3.66}
\]

We can estimate \( |\nabla(\eta\zeta \omega_i v_{\lambda})| \) using the chain rule, \((3.3)\) and \((W9)\), to get

\[
|\nabla(\eta\zeta \omega_i v_{\lambda})| \leq \frac{1}{p} |v_{\lambda}| + \frac{1}{r_i} |v_{\lambda}| + |\nabla v_{\lambda}|. \tag{3.67}
\]

Similarly, we can estimate \( |\partial_t (\eta\zeta \omega_i v_{\lambda})| \) using the chain rule, \((3.3)\) and \((W9)\), to get

\[
|\partial_t (\eta\zeta \omega_i v_{\lambda})| \leq \frac{\chi_{i \in \Theta_2}}{s} |v_{\lambda}| + \frac{1}{\gamma r_i^2} |v_{\lambda}| + |\partial_t v_{\lambda}|, \tag{3.68}
\]

\[
|\partial_t (\omega_i v_{\lambda})| \leq \frac{1}{\gamma r_i^2} |v_{\lambda}| + |\partial_t v_{\lambda}|, \tag{3.69}
\]

where we have set \( \chi_{i \in \Theta_2} = 1 \) if \( i \in \Theta_2 \) and \( \chi_{i \in \Theta_2} = 0 \) otherwise.

Let us now prove each of the assertions of the Lemma.
Proof of (3.64): Note that $i \in \Theta_1$, which implies $\zeta(t) \equiv 1$ on $\frac{3}{4}J_i$, thus taking $a = \tilde{u}^i_h$ in the (3.66) followed by letting $h \searrow 0$ and making use of (3.67), (2.3) and (2.4), we get

$$\left| \int_{SB} ((\tilde{u} - \tilde{u}^i) \omega_1 v_{\lambda}) (y, t) \, dy \right| \leq J_1 + J_2 + J_3,$$

(3.70)

where we have set

$$J_1 := \frac{1}{\min \{ \rho, r_i \}} \int_{SB} |\nabla u|^{p-1} + |\theta|^{p-1} |v_{\lambda}| \chi_{\frac{4}{5}Q_i \cap SB} \, dy \, d\tau,$$

$$J_2 := \int_{SB} |\nabla u|^{p-1} + |\theta|^{p-1} |v_{\lambda}| \chi_{\frac{4}{5}Q_i \cap SB} \, dy \, d\tau,$$

$$J_3 := \int_{SB} (\tilde{u} - \tilde{u}^i) |\partial_t (\omega_1 v_{\lambda})| \chi_{\frac{4}{5}Q_i \cap SB} \, dy \, d\tau.$$

(3.71)

Let us now estimate each of the terms as follows:

**Bound for $J_1$:** If $\rho \leq r_i$, we can directly use Hölder’s inequality, Lemma 3.6 and (W4), to find that for any $\varepsilon \in (0, 1]$, there holds

$$J_1 \leq \lambda |Q_i| \left( \int_{16Q_i} |\nabla u|^q + |\theta|^q \, dy \, d\tau \right)^{\frac{p-1}{q}} \leq \frac{\lambda^p}{\varepsilon} |4Q_i|.$$  

(3.72)

In the case $r_i \leq \rho$, we make use of (3.29), (W4) along with the fact $|Q_i| = |B_i| \times 2\lambda^2 - p r_i^2$, to get

$$J_1 \leq \frac{1}{r_i} \left( \frac{r_i \lambda}{\varepsilon} + \frac{\varepsilon}{r_i |\tilde{u}^i|} \right) \left( \int_{4Q_i} |\nabla u|^{p-1} + |\theta|^{p-1} \, dy \, d\tau \right) \leq \frac{1}{r_i} \left( \frac{r_i \lambda}{\varepsilon} + \frac{\varepsilon}{r_i |\tilde{u}^i|} \right) |4Q_i| \lambda^{p-1} \leq \frac{\lambda^p}{\varepsilon} |4Q_i| + \varepsilon |4B_i||\tilde{u}^i|^2.$$

(3.73)

Thus combining (3.73) and (3.72), we get

$$J_1 \leq \frac{\lambda^p}{\varepsilon} |4Q_i| + \chi_{r_i \leq \rho} \varepsilon |4B_i||\tilde{u}^i|^2,$$

(3.74)

where we have set $\chi_{r_i \leq \rho} = 1$ if $r_i \leq \rho$ and $\chi_{r_i \leq \rho} = 0$ else.

**Bound for $J_2$:** In this case, we can directly use Lemma 3.8 and (W4) to get for any $\varepsilon \in (0, 1]$, the bound

$$J_2 \leq \frac{\lambda}{\varepsilon} \int_{4Q_i} |\nabla u|^{p-1} + |\theta|^{p-1} \, dy \, d\tau \leq \frac{\lambda^p}{\varepsilon} |4Q_i|.$$  

(3.75)

**Bound for $J_3$:** Substituting (3.30), (3.34) and (W9) into (3.69), for any $\varepsilon \in (0, 1]$, there holds

$$|\partial_t (\omega_1 v_{\lambda})(\varepsilon)| \leq \frac{1}{\gamma r_i^2} \left( \frac{r_i \lambda}{\varepsilon} + \frac{\varepsilon}{r_i \lambda |\tilde{u}^i_h|^2} \right).$$  

(3.76)
Making use of (3.76) in the expression for \( J_3 \) in (3.71), we get
\[
J_3 \leq \frac{1}{\gamma r_i^2} \left( \frac{r_i \lambda}{\varepsilon} + \frac{\varepsilon}{r_i \lambda} |\tilde{u}|^2 \right) \int_{\frac{1}{4}Q_i} |\tilde{u} - \tilde{u}| \ dy \ d\tau.
\]
We can use (3.24) to get
\[
J_3 \leq \frac{\lambda^2}{\varepsilon^2} |Q_i| + \frac{\varepsilon}{\gamma r_i^2} |\tilde{u}|^2 |Q_i| \leq \frac{\lambda^p}{\varepsilon} |4Q_i| + \varepsilon |4B_i| |\tilde{u}|^2. \tag{3.77}
\]
Substituting the estimates (3.74), (3.75) and (3.77) into (3.70), we obtain the proof of (3.64).

**Proof of (3.65):** Note that in this case, we have \( \gamma r_i^2 \geq s \). Setting \( \alpha = 0 \) in (3.66) along with making use of the the bounds (3.67) and (3.68), we get the following estimate:
\[
\left| \int_{sB} (\tilde{u},v) (y,t) \ dy \right| \leq II_1 + II_2 + II_3 + II_4, \tag{3.78}
\]
where we have set
\[
II_1 := \frac{1}{\min\{\rho, r_i\}} \int_{\frac{1}{4}Q_i} (|\nabla u|^{p-1} + |\theta|^{p-1}) |v|_{\chi_{4Q_i \cap sQ}} \ dy \ d\tau,
\]
\[
II_2 := \int_{sQ} (|\nabla u|^{p-1} + |\theta|^{p-1}) |v|_{\chi_{4Q_i \cap sQ}} \ dy \ d\tau,
\]
\[
II_3 := \frac{1}{\min\{s, \gamma r_i^2\}} \int_{sQ} |u| |v|_{\chi_{4Q_i \cap sQ}} \ dy \ d\tau,
\]
\[
II_4 := \int_{sQ} |u| |\partial_t v|_{\chi_{4Q_i \cap sQ}} \ dy \ d\tau.
\]
We shall now estimate each of the terms as follows:

**Bound for II_1:** In the case \( \rho \leq r_i \), we can directly use Lemma 3.6 along with (W4), to get the estimate
\[
II_1 \leq \lambda \int_{4Q_i} |\nabla u|^{p-1} + |\theta|^{p-1} \ dy \ d\tau \leq |4Q_i| \lambda^p. \tag{3.79}
\]
In the case \( r_i \leq \rho \), we make use of (3.27), (W4) along with the bounds \( |\tilde{u}| \leq |u|_{\chi_{sQ}} \) and \( \gamma r_i^2 \geq s \), to get
\[
II_1 \leq \frac{1}{r_i} \left( \frac{r_i \lambda}{\varepsilon} \int_{4Q_i} |\tilde{u}|^2 \ dy \ d\tau \right) \left( \int_{4Q_i} |\nabla u|^{p-1} + |\theta|^{p-1} \ dy \ d\tau \right)
\leq \lambda^p |4Q_i| + \frac{1}{s} \int_{4Q_i} |u|^{2} \chi_{sQ} \ dy \ d\tau. \tag{3.80}
\]
Thus combining (3.79) and (3.80), we get
\[
II_1 \leq \lambda^p |4Q_i| + \frac{1}{s} \int_{4Q_i} |u|^{2} \chi_{sQ} \ dy \ d\tau. \tag{3.81}
\]
Bound for $I_{I_2}$: To bound this term, we make use of (3.32), (W4) along with the observation $|\tilde{u}| \leq |u|_{\delta_{2Q}}$ and $\gamma^2 \geq s$, to get

$$I_{I_2} \leq \left( \int_{4Q_i} |\nabla u|^p + |\theta|^{p-1} \, dy \, d\tau \right) \left( \lambda + \frac{\lambda - p}{s} \int_{4Q_i} |\tilde{u}|^2 \, dy \, d\tau \right)$$

$$\leq \lambda^p |4Q_i| + \frac{1}{s} \int_{4Q_i} |u|^2 \chi_{\delta_{2Q}} \, dy \, d\tau. \tag{3.82}$$

Bound for $I_{I_3}$: For bounding this term, we use (3.27) along with $\gamma r_i^2 \geq s$ and $|\tilde{u}| \leq |u|_{\delta_{2Q}}$, to get

$$I_{I_3} \leq \frac{1}{s} |4Q_i| \left( \int_{4Q_i} |u| \chi_{\delta_{2Q}} \, dy \, d\tau \right) \left( \int_{4Q_i} |\tilde{u}| \, dy \, d\tau \right)$$

$$\leq \frac{1}{s} \int_{4Q_i} |u|^2 \chi_{\delta_{2Q}} \, dy \, d\tau. \tag{3.83}$$

Bound for $I_{I_4}$: In this case, we make use of (3.33) along with $\gamma r_i^2 \geq s$ and $|\tilde{u}| \leq |u|_{\delta_{2Q}}$, to get

$$I_{I_4} \leq |4Q_i| \left( \int_{4Q_i} |u| \chi_{\delta_{2Q}} \, dy \, d\tau \right) \left( \frac{1}{\gamma r_i^2} \int_{4Q_i} |\tilde{u}| \, dy \, d\tau \right)$$

$$\leq \frac{1}{s} \int_{4Q_i} |u|^2 \chi_{\delta_{2Q}} \, dy \, d\tau. \tag{3.84}$$

We finally combine the estimates (3.81), (3.82), (3.83) and (3.84) and recalling (3.78), we obtain (3.85).

This completes the proof of the lemma. \qed

We now come to essentially the most important estimate which will be used to obtain the Caccioppoli inequality in Section 4.

**Lemma 3.22.** There exists a positive constant $C(n, p, q, \Lambda_0, \Lambda_1, b_0)$ such that the following estimate holds for every $t \in 2I$:

$$\int_{8B \setminus E_t^i} (|\tilde{u}|^2 - |\tilde{u} - v_{\lambda}|^2)(x, t) \, dx \geq C \left( -\lambda^p |\mathbb{R}^{n+1} \setminus E_t^i| - \frac{1}{s} \int_{\delta_{2Q}} |\tilde{u}|^2 \, dz \right). \tag{3.85}$$

**Proof.** Let us fix any $t \in 2I$ and any point $x \in 8B \setminus E_t^i$. Now define

$$\Sigma := \left\{ i \in \Theta : \text{spt}(\omega_i) \cap 8B \times \{t\} \neq \emptyset \quad \text{and} \quad |\tilde{u}| + |v_{\lambda}| \neq 0 \quad \text{on spt}(\omega_i) \cap (8B \times \{t\}) \right\}. \tag{3.86}$$

From (3.8), we see that if spt($\omega_i$) $\cap 8B \times \{t\} \neq \emptyset$, then $i \in \Theta$. If $i \notin \Sigma$, then $\tilde{u} = v_{\lambda} = 0$ on spt($\omega_i$) $\cap 8B \times \{t\}$, which implies

$$\int_{\text{spt}(\omega_i) \cap 8B \times \{t\}} (|\tilde{u}|^2 - |\tilde{u} - v_{\lambda}|^2) \, dx = 0.$$
Hence we only need to consider \( i \in \Upsilon \). We now decompose \( \Upsilon = \Upsilon_1 \cup \Upsilon_2 \), where \( \Upsilon_1 := \Upsilon \cap \Theta_1 \) and \( \Upsilon_2 := \Upsilon \cap \Theta_2 \). Noting that \( \sum_{i \in \Upsilon} \omega_i(\cdot, t) \equiv 1 \) on \( \mathbb{R}^n \cap E^t_\lambda \), we can rewrite the left-hand side of (3.85) as

\[
\int_{S_B \setminus E^t_\lambda} (|\tilde{u}|^2 - |\tilde{u} - v_\lambda|^2)(x, t) \, dx = J_1 + J_2,
\]

where we have set

\[
J_1 := \sum_{i \in \Upsilon_1} \int_{S_B} \omega_i(|\tilde{u}|^2 - |\tilde{u} - v_\lambda|^2) \, dx, \quad J_2 := \sum_{i \in \Upsilon_2} \int_{S_B} \omega_i(|\tilde{u}|^2 - |\tilde{u} - v_\lambda|^2) \, dx.
\]

We shall now estimate each of the terms as follows:

**Estimate of \( J_1 \):** We can further rewrite this term as follows:

\[
J_1 = \sum_{i \in \Upsilon_1} \int_{S_B} \omega_i(z) (|\tilde{u}|^2 + 2v_\lambda(\tilde{u} - \tilde{u}'')) \, dx - \sum_{i \in \Upsilon_1} \int_{S_B} \omega_i(z) |v_\lambda - \tilde{u}'|^2 \, dx
\]

\[
= J_1^1 + J_1^2.
\]

**Estimate of \( J_1^1 \):** Using (3.64), we get

\[
J_1^1 \geq \sum_{i \in \Upsilon_1} \int_{S_B} \omega_i(z) |\tilde{u}'|^2 \, dz - \varepsilon \sum_{i \in \Upsilon_1} |4B_i||\tilde{u}'|^2 - \sum_{i \in \Upsilon_1} \frac{\lambda^p}{\varepsilon} |\partial_{z_i}Q_i|.
\]

From (3.7), we have \( \tilde{u}' = 0 \) whenever \( \text{spt}(\omega_i) \cap \Omega_{\varepsilon}^c \neq \emptyset \). Hence we only have to sum over all those \( i \in \Upsilon_1 \) for which \( \text{spt}(\omega_i) \subset C_\varepsilon^c \). In this case, we make use of a suitable choice for \( \varepsilon \in (0, 1] \), and use (W7) along with (W8), to estimate (3.89) from below. We have

\[
J_1^1 \geq -\lambda^p|\mathbb{R}^{n+1} \setminus E^t_\lambda|.
\]

**Estimate of \( J_1^2 \):** For any \( x \in S_B \setminus E^t_\lambda \), we have from (W10) that \( \sum_j \omega_j(x, t) = 1 \), which gives

\[
\omega_i(z)|v_\lambda(z) - \tilde{u}'|^2 \leq \omega_i(z) \sum_{j \in A_i} |\omega_j(z)|^2 (\tilde{u}' - \tilde{u}'')^2
\]

\[
\leq \min\{\rho, r_1^2\}^2 \lambda^2.
\]

To obtain (a) above, we made use of Lemma 3.7 (recall \( i \in \Upsilon_1 \subset \Theta_1 \)) along with (W13). Substituting (3.91) into the expression for \( J_1^2 \) and using \( |Q_i| = |B_i| \times 2\gamma r_i^2 \), we get

\[
J_1^2 \leq \sum_{i \in \Upsilon_1} |8B \setminus \frac{3}{4} B_i| \frac{3\gamma^2}{\gamma^2} \lambda^2 \leq \lambda^p|\mathbb{R}^{n+1} \setminus E^t_\lambda|.
\]
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Substituting (3.90) and (3.92) into (3.88), we get

\[ J_1 \geq -\lambda^p |E_\lambda| \]  

(3.93)

**Estimate of \( J_2 \):** From the identity \(|\tilde{u}|^2 - |u - v_\lambda|^2| = 2\tilde{u}v_\lambda - |v_\lambda|^2\), we get

\[
\sum_{i \in \Upsilon_2} \left| \int_{sB} \omega_i |\tilde{u}|^2 - |u - v_\lambda|^2 \right| dx \leq \sum_{i \in \Upsilon_2} \left( \int_{sB} \omega_i \tilde{u} v_\lambda dx \right) + \sum_{i \in \Upsilon_2} \left| \int_{sB} \omega_i |v_\lambda|^2 \right| dx \\
:= J_2^1 + J_2^2.
\]  

(3.94)

**Estimate for \( J_2^1 \):** This term can be easily estimated using (3.65) followed by summing over \( i \in \Upsilon_2 \) and using (W13), we get

\[
\sum_{i \in \Upsilon_2} \left| \int_{sB} \omega_i \tilde{u} v_\lambda dx \right| \leq \sum_{i \in \Upsilon_2} \left( \lambda^p |Q_i| + \frac{1}{s} \iint_{4Q_i} |u|^2 \chi_{8Q} \, dz \right) \\
\leq \lambda^p |E_\lambda| + \frac{1}{s} \iint_{8Q} |u|^2 \, dz.
\]  

(3.95)

**Estimate for \( J_2^2 \):** To estimate this term, we make use of (3.27) along with \(|Q_i| = |B_i| \times 2\gamma r_i^2\), \(\gamma r_i^2 \geq s\), the bound \(\tilde{u} \leq |u| \chi_{8Q}\) and (W13), to get

\[
\sum_{i \in \Upsilon_2} \left| \int_{sB} \omega_i |v_\lambda|^2 dx \right| \leq \sum_{i \in \Upsilon_2} \left( \iint_{4Q_i} |\tilde{u}| \, dz \right)^2 |8B \cap \frac{3}{4} B_i| \leq \frac{1}{s} \iint_{8Q} |u|^2 \, dz.
\]  

(3.96)

We combine (3.95), (3.96) and (3.94) to obtain

\[
J_2 \leq \lambda^p |E_\lambda| + \frac{1}{s} \iint_{8Q} |u|^2 \, dz.
\]  

(3.97)

Thus, from (3.93), (3.97) and (3.87), the proof of the Lemma follows.

\[ \square \]

**4. Caccioppoli inequality and Reverse Hölder inequality**

We now have all the estimates need to prove a Caccioppoli type inequality near the boundary. In subsequent calculations, we shall alternate between \( C_{8\rho} = \Omega_{8\rho} \times 8I \) and \( S8Q \) depending on convenience, as \( v_{\lambda,h}(z) = \tilde{u}(z) = u(z) = 0 \) for all \( z \in C_{8\rho} \).

Before we state Lemma 4.2, let us make the following remark:

**Remark 4.1.** Under the hypothesis of Lemma 4.2 (more specifically suppose (4.1) holds), then we see that there exists a universal constant \( c_e = c_e(n) \) such that for any \( \lambda \geq c_e \alpha_0 \), there holds \( E_\lambda \neq \emptyset \). This follows from Lemma 3.3 and (4.1) below.
4.1. Caccioppoli Inequality

We shall prove the Caccioppoli inequality in this subsection.

**Lemma 4.2.** Let $\kappa \geq 1$ and $\Omega$ satisfy Definition 2.7 with constants $r_0, b_0$. Then there exists constants $\beta_0 = \beta_0(n,p,q,\Lambda_0,\Lambda_1, b_0, \kappa) \in (0,1)$ small and $C = C(n,p,q,\Lambda_0,\Lambda_1, \kappa, b_0)$ such that the following holds. Let $Q := B \times I = Q_{r,s}(z)$ be a parabolic cylinder with $s = \alpha_0^2 - p\beta^2$ for some $\alpha_0 > 0$ as given in (3.1) and let $u \in L^2(-T,T;L^2(\Omega)) \cap L^{p-\beta}(-T,T;W^{1,p-\beta}_0(\Omega))$ for some $\beta \in (0,\beta_0)$ be any very weak solution of (1.1) in the sense of (2.9). Suppose the following bound holds:

\[
\frac{\alpha_0^{p-\beta}}{\kappa} \leq \iint_Q (|\nabla u| + |\theta|)^{p-\beta} \, dz \quad \text{and} \quad \iint_{SQ} (|\nabla u| + |\theta|)^{p-\beta} \, dz \leq \kappa \alpha_0^{p-\beta}, \tag{4.1}
\]

where $h$ is from (2.4). Then we have

\[
\alpha_0^{p-\beta} + \alpha_0^{p-2} \sup_{t \in I} \int_B \left| \frac{u(x,t)}{\rho} \right|^2 M(x,t)^{-\beta} \, dx \leq C \iint_{SQ} \left( \alpha_0^{p-2-\beta} \left| \frac{u}{\rho} \right|^2 + \left| \frac{u}{\rho} \right|^{p-\beta} + |\theta|^{p-\beta} \right) \, dz
\]

where we have set $M(x,t) := \max\{g(x,t), \alpha_0\}$.

**Proof of Lemma 4.2.** Let $(t_1, t) \subset 2I$ be a time interval and recall the definition of $v_{\lambda,h}$ from (3.6). We shall make use of $\eta(x)v_{\lambda,h}(x, \tau)$ as a test function in (2.9) (this is possible since $\text{spt}(v_{\lambda,h}) \subset \Omega_{r_\rho} \times 8I$ and $v_{\lambda,h} \in C^{0,1}(2\Omega)$ from Lemma 3.17). Thus, after integrating the resulting expression of (2.9) over $(t_1, t)$, we get

\[
L_1 + L_2 := \int_{t_1}^t \left[ \int_{\Omega_{r_\rho}} \frac{d[u]}{d\tau} \eta(y)v_{\lambda,h}(y, \tau) + \langle [A(y, \tau, \nabla u)]_h, \nabla(\eta v_{\lambda,h}) \rangle \, dy \right] \, d\tau = 0. \tag{4.2}
\]

**Estimate of $L_1$:** Note that $\zeta(\tau) = 1$ for all $\tau \in (t_1, t)$. Thus making use of the standard hole filling technique and (3.4), we get

\[
L_1 = \int_{t_1}^t \int_{\Omega_{r_\rho}} \frac{d[\tilde{u}h]}{d\tau} v_{\lambda,h}(y, s) \, dy \, d\tau
\]

\[= \int_{t_1}^t \int_{\Omega_{r_\rho} \setminus E_\tau} \frac{d[v_{\lambda,h}]}{d\tau} (v_{\lambda,h} - \tilde{u}h) \, dy \, d\tau + \int_{t_1}^t \int_{\Omega_{r_\rho}} \frac{d((\tilde{u}h)^2 - (v_{\lambda,h} - \tilde{u}h)^2)}{d\tau} \, dy \, d\tau \tag{4.3}
\]

\[:= J_2 + J_1(t) - J_1(t_1),
\]

where we have set

\[
J_1(\tau) := \frac{1}{2} \int_{\Omega_{r_\rho}} ((\tilde{u}h)^2 - (v_{\lambda,h} - \tilde{u}h)^2)(y, \tau) \, dy.
\]
Estimate for $J_2$: Taking absolute values and making use of Lemma 3.16 with \( \vartheta = 1 \), we get
\[
|J_2| \leq \int_{\Omega_{8Q \cap E_\vartheta}} \left| \frac{d\lambda_{h,k}}{ds} (v_{\lambda,h} - \tilde{u}_h) \right| dy \, d\tau \leq \lambda^p |\mathbb{R}^{n+1} \setminus E_{\lambda}| + \frac{1}{s} \int_{8Q} |[u]|^2 \, dy \, d\tau. \tag{4.4}
\]

Estimate for $J_1(t_1)$: We first claim that we can choose \( t_1 \in (-2^2s, -s) \) such that
\[
|J_1(t_1)| \leq \frac{1}{s} \int_{-2^2s}^{-s} \left| \int_{\Omega_{s'}} \left( |\tilde{u}_h|^2 - |v_{\lambda,h} - \tilde{u}_h|^2(x, \tau) \right) dy \right| d\tau. \tag{4.5}
\]

Suppose not, then for any \( t_1 \in (-2^2s, -s) \), we would have
\[
\int_{\Omega_{s'}} \left( |\tilde{u}_h|^2 - |v_{\lambda,h} - \tilde{u}_h|^2 \right) (y, t_1) \, dy > \frac{1}{s} \int_{-2^2s}^{-s} \left| \int_{\Omega_{s'}} \left( |\tilde{u}_h|^2 - |v_{\lambda,h} - \tilde{u}_h|^2 \right) (y, \tau) \right| d\tau. \tag{4.6}
\]

But we have
\[
3 \int_{-2^2s}^{-s} \left| \int_{\Omega_{s'}} \left( |\tilde{u}_h|^2 - |v_{\lambda,h} - \tilde{u}_h|^2 \right) (y, \tau) \right| d\tau \geq 3 \min_{\tau \in (-4s, -s)} |J_1(\tau)|. \tag{4.7}
\]
Combining (4.6) and (4.7), for any \( t_1 \in (-4s, -s) \), we get \( |J_1(t_1)| > 3 \min_{\tau \in (-4s, -s)} |J_1(\tau)| \), which is absurd. Hence (4.5) must be true for some \( t_1 \in (-4s, -s) \).

From the construction (3.6), we have \( v_{\lambda,h} = \tilde{u}_h \) on \( E_\vartheta \). Furthermore, \( \text{spt}(\tilde{u}_h) \subset 8Q \) and \(|\tilde{u}_h| \leq |[u]|_{\chi_{8Q}}\) holds. For \( t_1 \in (-2^2s, -s) \) satisfying (4.5), we then get
\[
|J_1(t_1)| \leq \frac{1}{s} \int_{8Q \cap E_\vartheta} \left| \tilde{u}_h \right|^2 - |v_{\lambda,h} - \tilde{u}_h|^2 \, dz + \frac{1}{s} \int_{8Q \cap E_\vartheta} \left| \tilde{u}_h \right|^2 - |v_{\lambda,h} - \tilde{u}_h|^2 \, dz \leq \frac{1}{s} \int_{8Q \cap E_\vartheta} \left| \tilde{u}_h \right|^2 \, dz + \frac{1}{s} \int_{8Q \cap E_\vartheta} \left| v_{\lambda,h} \right|^2 \, dz \tag{4.8}
\]
\[
\leq \frac{1}{s} \int_{8Q} |[u]|^2 \, dz. \tag{4.9}
\]

To obtain (a), we used Lemma 3.13 (applied with \( \vartheta = 2 \)).

Estimate for $L_2$: We decompose the expression as
\[
L_2 = \int_{t_1}^{t_2} \int_{E_{\lambda}^s} \langle [A(y, \tau, \nabla u)]_h, \nabla (q_{\lambda,h}) \rangle_h \, dy \, d\tau + \int_{t_1}^{t_2} \int_{\Omega_{s'}} \langle [A(y, \tau, \nabla u)]_h, \nabla (q_{\lambda,h}) \rangle_h \, dy \, d\tau \tag{4.9}
\]
\[
:= L_2^1 + L_2^2.
\]
Estimate for $L^2_2$: Using the chain rule, (2.3), (3.3) along with Corollary 3.20, we get

$$L^2_2 \leq \int_{t_1}^t \int_{\Omega_{\rho_k}} \|\nabla u|^{p-1} + |\theta|^{p-1}|_h \nabla (\eta \nu_{\lambda,h}) \| \, dy \, d\tau$$

$$\leq \sum_{k=0}^{\rho_k-1} \int_{(8B \times 2I) \setminus E_h} \|\nabla u|^{p-1} + |\theta|^{p-1}|_h \nabla \lambda \nu_{\lambda,h} \| \, dy \, d\tau \tag{4.10}$$

$$\leq \lambda^p |\mathbb{R}^n+1 \setminus E_h| + \frac{1}{s} \int_{S_Q} \tilde{u}_h^2 \, dy \, d\tau.$$

Substituting (4.10) into (4.9) and (4.4), (4.8) into (4.3), and finally making use of (4.2) along with the bound $|\tilde{u}_h| \leq ||u_h||_{\mathbb{R}^Q}$, we get

$$\frac{1}{2} \int_{\Omega_{\rho_k}} |(\tilde{u})^2 - (v_{\lambda,h} - \tilde{u}_h)^2|(y,t) \, dy + \int_{t_1}^t \int_{E_{\lambda}(\rho_k)} \langle A(y,\tau,\nabla u), \nabla (\eta \nu_{\lambda,h}) \rangle \, dy \, d\tau$$

$$\leq \lambda^p |\mathbb{R}^n+1 \setminus E_h| + \frac{1}{s} \int_{S_Q} |u_h|^2 \, dy \, d\tau. \tag{4.11}$$

Since the estimate in (4.11) is independent of $h$, we can let $h \downarrow 0$ to get

$$\frac{1}{2} \int_{\Omega_{\rho_k}} |(\tilde{u})^2 - (v_{\lambda} - \tilde{u})^2|(y,t) \, dy + \int_{t_1}^t \int_{E_{\lambda}} \langle A(y,\tau,\nabla u), \nabla (\eta \nu_{\lambda}) \rangle \, dy \, d\tau$$

$$\leq \lambda^p |\mathbb{R}^n+1 \setminus E_h| + \frac{1}{s} \int_{S_Q} |u|^2 \, dy \, d\tau. \tag{4.12}$$

Using the fact that $\tilde{u} = v_{\lambda}$ on $E_{\lambda}$ and Lemma 3.22, we get

$$\int_{\Omega_{\rho_k}} |(\tilde{u})^2 - (v_{\lambda} - \tilde{u})^2|(y,t) \, dy \geq \int_{E_{\lambda}} |\tilde{u}(x,t)|^2 \, dx - \lambda^p |\mathbb{R}^n+1 \setminus E_h| - \frac{1}{s} \int_{S_Q} |u|^2 \, dz. \tag{4.13}$$

Making use of the bound (4.13) into (4.12), followed by multiplying the resulting expression with $\lambda^{1-\beta}$ and integrating from $(c_{\rho,\alpha_0}, \infty)$ (recall that $c_{\nu}$ is as in Remark 4.1), for almost every $t \in (-s, s)$, we get

$$K_1 + K_2 \leq K_3 + K_4, \tag{4.14}$$

where we have set

$$K_1 := \frac{1}{2} \int_{c_{\rho,\alpha_0}}^\infty \lambda^{1-\beta} \int_{E_{\lambda}} |\tilde{u}(y,t)|^2 \, dy \, d\lambda,$$

$$K_2 := \int_{c_{\rho,\alpha_0}}^\infty \lambda^{1-\beta} \int_{t_1}^t \int_{E_{\lambda}} \langle A(y,\tau,\nabla u), \nabla (\eta \nu) \rangle \, dy \, d\tau \, d\lambda,$$

$$K_3 := \int_{c_{\rho,\alpha_0}}^\infty \lambda^{1-\beta} \lambda^p |\mathbb{R}^n+1 \setminus E_h| \, d\lambda,$$

$$K_4 := \frac{1}{s} \int_{c_{\rho,\alpha_0}}^\infty \lambda^{1-\beta} \int_{S_Q} |u|^2 \, dy \, d\tau \, d\lambda.$$
We now define the truncated Maximal function $\mathcal{M}(z) := \max \{g(z), \alpha_0\}$ and then estimate each of the $K_i$ for $i \in \{1, 2, 3, 4\}$ as follows:

**Estimate for $K_1$:** By applying Fubini, we get

$$K_1 \geq \int_{SB} |\tilde{u}(y,t)|^2 \int_{c_0 g(y,t)}^\infty \lambda^{-1-\beta} \, d\lambda \, dy \geq \frac{1}{\beta c_e^2} \int_{SB} \mathcal{M}(y,t)^{-\beta} |\tilde{u}(y,t)|^2 \, dy. \quad (4.15)$$

**Estimate for $K_2$:** Again applying Fubini, we get

$$K_2 = \frac{1}{\beta c_e^2} \int_{t_1}^s \int_{\Omega_{sp}} \mathcal{M}(y,\tau)^{-\beta} \langle A(y,\tau,\nabla u), \nabla (\eta u) \rangle \, dy \, d\tau. \quad (4.16)$$

Applying the chain rule and using (3.4) along with (2.3) and (2.4), we get

$$K_2 = \int_{t_1}^s \int_{\Omega_{hp}} \mathcal{M}(y,\tau)^{-\beta} \langle A(y,\tau,\nabla u), \nabla \eta u \rangle^2 \, dy \, d\tau$$

$$+ \int_{t_1}^s \int_{\Omega_{sp}} \mathcal{M}(y,\tau)^{-\beta} \langle A(y,\tau,\nabla u), \nabla \eta^2 u \rangle \, dy \, d\tau$$

$$\geq \int_{t_1}^s \int_{\Omega_{hp}} \mathcal{M}(y,\tau)^{-\beta} |\nabla u|^p \eta^2 \, dy \, d\tau - \int_{SB} \mathcal{M}(y,\tau)^{-\beta} |\theta|^p \, dy \, d\tau$$

$$- \int_{t_1}^s \int_{\Omega_{sp}} \mathcal{M}(y,\tau)^{-\beta} (|\nabla u|^{p-1} + |\theta|^{p-1}) \frac{|u|}{\rho} \, dy \, d\tau$$

$$\geq \int_{t_1}^s \int_{\Omega_{hp}} \mathcal{M}(y,\tau)^{-\beta} |\nabla u|^p \eta^2 \, dy \, d\tau - \int_{SB} \mathcal{M}(y,\tau)^{-\beta} |\theta|^p \, dy \, d\tau$$

$$- \int_{t_1}^s \int_{\Omega_{sp}} \mathcal{M}(y,\tau)^{-\beta} (|\nabla u|^{p-1} + |\theta|^{p-1}) \frac{|u|}{\rho} \, dy \, d\tau$$

$$:= A_1 + A_2 + A_3.$$

**Estimate for $A_1$:** Note that $\eta \equiv 1$ on $B$. Let $S := \{z \in Q : |\nabla u(z)| \geq \beta g(z)\}$, then we get

$$\int_Q |\nabla u|^{-\beta} \, dz = \int_S |\nabla u|^{-\beta} \, dz + \int_{Q \setminus S} |\nabla u|^{-\beta} \, dz$$

$$\leq \beta^{-\beta} \int_Q \mathcal{M}(z)^{-\beta} |\nabla u|^p \, dz + \beta^{-\beta} \int_{Q \setminus S} \mathcal{M}(z)^{-\beta} \, dz$$

$$\overset{\text{Lemma 3.3}}{\leq} \int_Q \mathcal{M}(z)^{-\beta} |\nabla u|^p \, dz + \beta^{-\beta} \int_{Q \setminus S} |\nabla u|^{-\beta} \, dz + \beta^{-\beta} |Q| \alpha_0^{-\beta}. \quad (4.18)$$

**Estimate for $A_2$:** From (3.5), we obtain the bound $\chi_{SB}(|\nabla u(z)| + |\theta(z)|) \leq \mathcal{M}(z)$ for a.e $z \in \mathbb{R}^n$. This gives

$$A_2 = \int_{SB} \mathcal{M}(z)^{-\beta} |\theta|^p \, dz \leq \int_{SB} |\theta|^{-\beta} \, dz. \quad (4.19)$$
Estimate for \( A_3 \): We use the bound 
\[
\chi_{sQ}(|\nabla u(z)|+|\theta(z)|) \leq M(z)
\]
for a.e \( z \in \mathbb{R}^n \), along with Young’s inequality, Theorem 2.5 and (4.1), to get
\[
A_3 \leq \iint_{sQ} (|\nabla u|+|\theta|)^{p-1-\beta} \frac{|u|}{\rho} \, dz \leq \varepsilon |Q| k \alpha_0^{p-\beta} + C(\varepsilon) \iint_{sQ} \frac{|u|}{\rho}^p \, dz. \tag{4.20}
\]

Estimate for \( K_3 \): Applying the layer-cake representation (see for example [14, Chapter 1]), we get
\[
K_3 = \frac{1}{p-\beta} \int_{\mathbb{R}^{n+1}} M(z)^{p-\beta} \, dz \leq \frac{1}{p-\beta} \iint_{sQ} (|\nabla u|^{p-\beta} + |\theta|^{p-\beta} + \alpha_0^{p-\beta}) \, dz \leq \alpha_0^{p-\beta}|Q|. \tag{4.21}
\]

Estimate for \( K_4 \) Again applying Fubini, we get
\[
K_4 = \frac{1}{s} \int_{c,\alpha_0} \int_{-\infty}^{\infty} \lambda^{-1-\beta} \iint_{sQ} |u|^2 \, dz \, d\lambda = \frac{1}{s^2} \iint_{sQ} (\alpha_0)^{-\beta} \frac{|u|^2}{s} \, dz. \tag{4.22}
\]

Substituting (4.18), (4.19) and (4.20) into (4.17) followed by combining (4.15), (4.21) and (4.22) into (4.14), we get
\[
\frac{1}{2\beta} \int_B M(y, t)^{-\beta} |\tilde{u}(y, t)|^2 \, dy + \frac{1}{p-\beta} \int_Q |\nabla u|^{p-\beta} \, dz \leq \frac{1}{\beta} \beta^{p-\beta} \iint_{sQ} |\nabla u|^{p-\beta} \, dz + \iint_{sQ} |\theta|^{p-\beta} \, dz + \frac{1}{\beta} \varepsilon |Q| \alpha_0^{p-\beta} + \frac{1}{\beta} C(\varepsilon) \iint_{sQ} \frac{|u|}{\rho}^{p-\beta} \, dz + \alpha_0^{p-\beta} |Q| + \frac{1}{\beta} \iint_{sQ} \alpha_0^{-\beta} \frac{|u|^2}{s} \, dz.
\]

Multiplying the above expression by \( \beta \) and then using the intrinsic scaling \( s = \rho^2 \alpha_0^{2-p} \) from (3.1) along with (4.1), we get
\[
\int_B M(y, t)^{-\beta} |\tilde{u}(y, t)|^2 \, dy + |Q| \alpha_0^{p-\beta} \leq \beta^{p-\beta} |Q| \alpha_0^{p-\beta} + \varepsilon |Q| \alpha_0^{p-\beta} + \iint_{sQ} |\theta|^{p-\beta} \, dz + C(\varepsilon) \iint_{sQ} \frac{|u|}{\rho}^{p-\beta} \, dz + \beta \alpha_0^{p-\beta} |Q| + \iint_{sQ} \alpha_0^{p-2-\beta} \left( \frac{|u|}{\rho} \right)^2 \, dz.
\]

Choosing \( \beta \in (0, \beta_0) \) and \( \varepsilon \in (0, 1) \) small, we then make use of (4.1) and the observation
\[
|Q| \approx |B| s^2 = \rho^2 \alpha_0^{2-p} |B|,
\]
to get
\[
\sup_{t \in \mathbb{I}} \alpha_0^{p-2} \int_B M(y, t)^{-\beta} \left( \frac{\tilde{u}(y, t)}{\rho} \right)^2 \, dy + \alpha_0^{p-\beta} \leq \iint_{sQ} \alpha_0^{p-2-\beta} \left( \frac{|u|}{\rho} \right)^2 + \left( \frac{|u|}{\rho} \right)^{p-\beta} + |\theta|^{p-\beta} \, dz.
\]

This completes the proof of the Lemma. \( \square \)
4.2. Estimates needed to prove Reverse Hölder inequality

**Lemma 4.3.** Let \( \kappa \geq 1 \), then there exists \( \beta_0(n,p,q,\Lambda_0,\Lambda_1,b_0,\kappa) \). Let \( \beta \in (0,\beta_0) \) be given and consider any very weak solution \( u \in L^2(-T,T;L^2(\Omega)) \cap L^{p-\beta}(-T,T;W_0^{1,p-\beta}(\Omega)) \). Let \( Q_{p,s}(0,0) = B_p(0) \times I_s(0) \) be the parabolic cylinder with \( (0,0) \in \partial \Omega \times (-T,T) \) and \( s = p^2 \alpha_0^{-p} \) for some \( \alpha_0 > 0 \) as in (3.1). Let \( aQ \) be a rescaled parabolic cylinder for some \( \alpha \in (1,8] \) and let \( p - \varepsilon_0 \) be as given in (3.2) and also suppose that

\[
\iint_{aQ} (|\nabla u| + |\theta|)^{p-\beta} \, dz \leq \kappa \alpha_0^{p-\beta}.
\]  

(4.23)

Let us define

\[
J := \sup_{t \in I} \int_B \left( \frac{|u|}{\rho} \right)^2 \tilde{g}(x,t) \, dx,
\]

where \( \tilde{g}(z) := \max\{\mathcal{M}(|\nabla \tilde{u}|^q_{xQ}) + \mathcal{M}(|\nabla |^q_{xQ}) \} \). Then there holds:

\[
\iint_Q \left( \frac{|u|}{\rho} \right)^{p-\beta} \, dz \leq C_{(n,p,q,\Lambda_0,\Lambda_1,b_0,\kappa)} (\alpha_0^{\beta} J)^{\frac{p-\beta}{p}} \left( \iint_Q |\nabla u|^{q} \, dz \right)^{\frac{\beta}{q}}.
\]

(4.25)

If \( \frac{p-\varepsilon_0}{2} \geq 1 \), then there exists an \( \tilde{\gamma} = \tilde{\gamma}(n,p,\varepsilon_0) \in (0,1) \) such that the following holds:

\[
\iint_Q \left( \frac{|u|}{\rho} \right)^2 \, dz \leq C_{(n,p,q,\Lambda_0,\Lambda_1,b_0,\kappa)} (\alpha_0^{\beta} J)^{1-\tilde{\gamma}} \left( \iint_Q |\nabla u|^{q} \, dz \right)^{\frac{\tilde{\gamma} \beta}{q}}.
\]

(4.26)

If \( \frac{p-\varepsilon_0}{2} \in (0,1) \), then there holds

\[
\iint_Q \left( \frac{|u|}{\rho} \right)^2 \, dz \leq C_{(n,p,q,\Lambda_0,\Lambda_1,b_0,\kappa)} (\alpha_0^{\beta} J)^{\frac{2-\varepsilon_0 p}{p}} \left( \iint_Q |\nabla u|^{q} \, dz \right)^{\frac{\tilde{\epsilon} \beta}{q}}.
\]

(4.27)

**Proof.** In order to prove the lemma, we want to make use of Lemma 2.6. Let us prove each of the assertions as follows:

**Proof of (4.25):** In this case, in order to apply Lemma 2.6, we make the following choice of exponents:

\[
\sigma = p - \beta, \quad \tilde{r} = \frac{2(p-\beta)}{p}, \quad \vartheta = p - \varepsilon_0 \quad \text{and} \quad \tilde{\alpha} = \frac{p-\varepsilon_0}{p-\beta} < 1.
\]

(4.28)

These choice of exponents are admissible under the additional restriction that \( \varepsilon_0 \leq \max \left\{ \frac{4}{n+2}, \frac{1}{4} \right\} \) and \( \beta_0 \) is small such that \( \frac{(p-\varepsilon_0)^2}{p} \geq \frac{n}{2} (\varepsilon_0 - \beta_0) \) holds. Thus applying Lemma 2.6, we get

\[
\iint_Q \left( \frac{|u|}{\rho} \right)^{p-\beta} \, dz \leq \int_I \left( \int_B |\nabla u|^{p-\varepsilon_0} \, dx \right) \left( \int_B \left( \frac{|u|}{\rho} \right)^{\tilde{r}} \, dx \right)^{\frac{\tilde{\alpha} \beta}{2 - \varepsilon_0 p}} \, dt.
\]

(4.29)
Making use Lemma 3.3 along with (4.23), we get
\[
\iint_Q \tilde{g}(z)^{p-\beta} \, dz \leq \int_{\alpha Q} (|\nabla u| + |\theta| + \alpha_0)^{p-\beta} \, dz \leq \alpha_0^{p-\beta}. \tag{4.30}
\]
For almost every \( t \in \alpha I \), using Hölder’s inequality and (4.24), we also get
\[
J_T \left( \int_Q \tilde{g}(x,t)^{p-\beta} \, dx \right)^{\frac{2}{p-\beta}} \leq J_T \left( \int_B \left( \frac{|u(x,t)|}{p} \right)^{p-\beta} \, dx \right)^{\frac{2}{p-\beta}}. \tag{4.31}
\]
Substituting (4.31) into (4.29), followed by an application of Hölder’s inequality with exponents \( \frac{q}{p-\varepsilon_0} \) and \( \tilde{q}_0 := \frac{q}{q - p + \varepsilon_0} \), we get
\[
\iint_Q \left( \frac{|u|}{p} \right)^{p-\beta} \, dz \leq J_T^{\frac{q-\alpha}{q}} \left( \iint_Q |\nabla u|^\theta \, dz \right)^{\frac{p-\alpha}{\theta}} \left( \int_I \left( \int_B \tilde{g}(x,t)^{p-\beta} \, dx \right)^{\frac{2}{p-\beta}} \, dt \right)^{\frac{1}{\tilde{q}_0}}. \tag{4.32}
\]
We further restrict \( \beta_0 \leq \frac{p-\varepsilon_0}{p} \), which ensures \( \tilde{q}_0 \beta^2 \varepsilon_0 (< \frac{2(p-\beta)}{2(p-\beta)} \) \( < 1 \) holds. Thus Jensen’s inequality for concave functions becomes applicable and hence we get
\[
\iint_Q \left( \frac{|u|}{p} \right)^{p-\beta} \, dz \leq J_T^{\frac{q-\alpha}{q}} \left( \iint_Q |\nabla u|^\theta \, dz \right)^{\frac{p-\alpha}{\theta}} \left( \iint_Q \tilde{g}(z)^{p-\beta} \, dz \right)^{\frac{\beta}{2(p-\beta)}}. \tag{4.33}
\]
Using (4.30) in (4.32), we get
\[
\iint_Q \left( \frac{|u|}{p} \right)^{p-\beta} \, dz \leq (\alpha_0^p J_T)^{\frac{q-\alpha}{q}} \left( \iint_Q |\nabla u|^\theta \, dz \right)^{\frac{p-\alpha}{\theta}}. \tag{4.34}
\]
**Proof of (4.26):** Note that in this case, we have \( p - \varepsilon_0 \geq 2 \), hence we make the following choice of exponents to apply Lemma 2.6:
\[
\sigma = 2, \quad \tilde{r} = \frac{2(p-\beta)}{p}, \quad \vartheta = p - \varepsilon_0. \tag{4.35}
\]
Let us now choose \( \tilde{\gamma} \in (0,1) \) so as to satisfy the following restrictions:
\[
-\frac{n}{2} \leq (\tilde{\gamma}(1 - \frac{n}{p - \varepsilon_0}) = \frac{(1 - \tilde{\gamma})np}{2(p-\beta)} \quad \text{and} \quad \frac{q(1 - \tilde{\gamma})\beta}{(q - 2\tilde{\gamma})(p - \beta)} < 1. \tag{4.36}
\]
This choice of \( \tilde{\gamma} \) in (4.34) is possible, due to the following reasons.

- (4.34) holds for \( \tilde{\gamma} = 1 \), since \( \frac{n}{p - \varepsilon_0} < 1 + \frac{n}{2} \), as we are in the case \( p - \varepsilon_0 \geq 2 \).
- Since we assumed \( p - \varepsilon_0 \geq 2 \), this means that \( q - 2\tilde{\gamma} > 0 \) for \( \tilde{\gamma} < 1 \). This follows from the fact that \( q \geq p - \varepsilon_0 \geq 2 \geq 2\tilde{\gamma} \in (0,2) \).
Thus we can apply Lemma 2.6 with (4.33) and \( \tilde{\alpha} = \tilde{\gamma} \) as the choice of exponents, to get
\[
\iint_Q \left( \frac{|u|}{\rho} \right)^2 \, dz \leq \int_1 \left( \int_B |\nabla u|^{p-\varepsilon_0} \, dx \right)^{2/(2-\tilde{\gamma})} \left( \int_B \left( \frac{|u|}{\rho} \right)^{\tilde{\gamma}} \, dx \right)^{(2-\tilde{\gamma})(1-\tilde{\gamma})} dt. \tag{4.35}
\]
Since \( \tilde{r} < 2 \), we can substitute (4.31) into (4.35) to obtain
\[
\iint_Q \left( \frac{|u|}{\rho} \right)^2 \, dz \leq J^{1-\tilde{\gamma}} \left( \iint_Q |\nabla u|^q \, dz \right)^{\frac{2}{q}} \left( \iint_Q \tilde{g}(x,t)^{p-\beta} \, dz \right)^{\frac{2-\tilde{r}(1-\tilde{\gamma})}{\tilde{r}}}. \tag{4.36}
\]
We will now apply H"older inequality with exponents \( \frac{q}{2\tilde{\gamma}} \) and \( \frac{q}{q-2\tilde{\gamma}} \), and then make use of (4.34), which will enable us to apply Jensen's inequality. Thus we get
\[
\iint_Q \left( \frac{|u|}{\rho} \right)^2 \, dz \leq J^{1-\tilde{\gamma}} \left( \iint_Q |\nabla u|^q \, dz \right)^{\frac{2}{q}} \left( \iint_Q \tilde{g}(x,t)^{p-\beta} \, dz \right)^{\frac{2-\tilde{r}(1-\tilde{\gamma})}{\tilde{r}}}. \tag{4.37}
\]
Further making use of (4.30) and (4.37), we get
\[
\iint_Q \left( \frac{|u|}{\rho} \right)^2 \, dz \leq (\alpha_0^\beta J)^{1-\tilde{\gamma}} \left( \iint_Q |\nabla u|^q \, dz \right)^{\frac{2}{q}}. \tag{4.38}
\]

**Proof of (4.27):** In this case, we take
\[
\tilde{r} = 2, \quad \tilde{\gamma} = \tilde{\gamma} = \frac{2(p-\beta)}{p}, \quad \vartheta = p - \varepsilon_0 \quad \text{and} \quad \tilde{\alpha} = \frac{p - \varepsilon_0}{2} < 1.
\]
Proceeding as in the proof of (4.25), we get
\[
\iint_Q \left( \frac{|u|}{\rho} \right)^2 \, dz \leq (\alpha_0^\beta J)^{1-\tilde{\gamma}} \left( \iint_Q |\nabla u|^q \, dz \right)^{\frac{2}{q}}. \tag{4.39}
\]

**Lemma 4.4.** Let \( \frac{2n}{n+2} < p < 2 + \beta \). Then under the assumptions of Lemma 4.2, there holds
\[
\iint_Q \left( \frac{|u|}{\rho} \right)^2 \, dz \leq C_{(n,p,q,\Lambda_0,\Lambda_1,\delta_0,\kappa)} \alpha_0^2.
\]

**Proof.** Let \( 1 \leq \tilde{\alpha}_1 < \tilde{\alpha}_2 \leq 8 \) be any two fixed numbers. We can then apply Lemma 4.3 to get \( \tilde{\gamma} \in (0, 1) \) such that the following estimate holds:
\[
\iint_{\tilde{\alpha}_1 Q} \left( \frac{|u|}{\rho} \right)^2 \, dz \leq (\alpha_0^\beta J)^{1-\tilde{\gamma}} \left( \iint_{\tilde{\alpha}_2 Q} |\nabla u|^q \, dz \right)^{\frac{2}{q}}, \tag{4.38}
\]
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where $J := \sup_{t \in \tilde{\alpha}_1 I} \int_{\tilde{\alpha}_1 B} \left( \frac{|u|}{\rho} \right)^2 \tilde{g}(x, t)^{-\beta} dx$ with

$$\tilde{g}(z) := \max \left\{ \mathcal{M}(|\nabla \tilde{u}(\eta)|^\frac{1}{a}(z), \mathcal{M}(|\nabla u|^q + |\theta|^q) \chi_{\tilde{\alpha}_2 Q}) \right\}$$

where we have set $\tilde{u}(x, t) = u(x, t) \eta(x) \zeta(t)$ for $\eta(x) \zeta(t) \in C_c^\infty(\tilde{\alpha}_2 Q)$ with $\eta(x) \zeta(t) \equiv 1$ for $(x, t) \in \tilde{\alpha}_1 Q$ instead of (3.3).

We can now make use of Lemma 4.2 and obtain the following estimate for some $\beta \in (0, \beta_0]$:

$$\alpha_0^{p-\beta} + \alpha_0^{-2} \sup_{t \in \tilde{\alpha}_1 I} \int_{\tilde{\alpha}_1 B} \frac{|u(x, t)|^a}{\rho} \tilde{g}(x, t)^{-\beta} dx \leq C \iiint_{\tilde{\alpha}_2 Q} \alpha_0^{p-2-\beta} \left( \frac{u}{(\tilde{\alpha}_2 - \tilde{\alpha}_1) \rho} \right)^2 dz$$

$$+ \iiint_{\tilde{\alpha}_2 Q} \left[ \frac{u}{(\tilde{\alpha}_2 - \tilde{\alpha}_1) \rho} + |\theta|^p \right] dz. \quad (4.39)$$

In particular, (4.39) implies

$$\alpha_0^\beta J \leq \iiint_{\tilde{\alpha}_2 Q} \left[ \frac{u}{(\tilde{\alpha}_2 - \tilde{\alpha}_1) \rho} \right]^2 + \alpha_0^{2-\beta} + \frac{|u|^p}{(\tilde{\alpha}_2 - \tilde{\alpha}_1) \rho} + |\theta|^p dz. \quad (4.40)$$

We now apply Young’s inequality to the middle term on the right hand side of (4.40) (possible since $p - \beta < 2$) and make use of (4.1), to get

$$\alpha_0^\beta J \leq \iiint_{\tilde{\alpha}_2 Q} \left[ \frac{u}{(\tilde{\alpha}_2 - \tilde{\alpha}_1) \rho} \right]^2 dz + \alpha_0^2. \quad (4.41)$$

Substituting (4.41) into (4.38) followed by applying Young’s inequality with exponent $\frac{1}{\tilde{\gamma}}$ and $\frac{1}{\gamma}$, along with using (4.1) and the restriction $\tilde{\alpha}_1, \tilde{\alpha}_2 \in [1, 8]$, we get

$$\iiint_{\tilde{\alpha}_1 Q} \left( \frac{u}{\rho} \right)^2 dz \leq \frac{1}{2} \iiint_{\tilde{\alpha}_2 Q} \left( \frac{u}{\rho} \right)^2 dz + C \alpha_0^2 (\tilde{\alpha}_2 - \tilde{\alpha}_1)^{-\frac{2(1-\tilde{\alpha}_1)}{a}} + C \alpha_0^2 (\tilde{\alpha}_2 - \tilde{\alpha}_1)^2 \quad (4.42)$$

If we set $\varpi(a) := \iiint_{a Q} |u|^2 dz$, then we see that for $\tilde{\alpha}_1 := a < b := \tilde{\alpha}_2$, (4.42) can be rewritten as

$$\varpi(a) \leq \frac{1}{2} \varpi(b) + C \alpha_0^2 \rho^2 (b - a)^{-\frac{2(1-\tilde{\alpha}_1)}{a}} + C \alpha_0^2 \rho^2. \quad (4.42)$$

We can now apply Lemma 2.12 along with the hypothesis $\tilde{\alpha}_1, \tilde{\alpha}_2 \in [1, 8]$ to get

$$\iiint_{Q} |u|^2 dz \leq \alpha_0^2 \rho^2.$$

This completes the proof of the lemma.
4.3. Reverse Hölder inequality

Lemma 4.5. Let $\kappa \geq 1$. Then there exists $\beta_0(n,p,q,\Lambda_0,\Lambda_1,b_0,\kappa)$ and $C(n,p,q,\Lambda_0,\Lambda_1,b_0,\kappa)$ such that the following holds: Let $u \in L^2(-T,T;L^2(\Omega)) \cap L^{p-\beta}(-T,T;W^{1,p-\beta}_0(\Omega))$ for some $\beta \in (0,\beta_0)$ be a very weak solution of (1.1). Furthermore, let $Q = Q_{p,s}$ be a parabolic cylinder with $s = \alpha_0^{2-p} \rho^2$ as in (3.1) be given. Suppose the following bounds hold:

$$\frac{\alpha_0^{p-\beta}}{\kappa} \leq \iint_Q (|\nabla u| + |\theta|)^{p-\beta} \, dz \quad \text{and} \quad \iint_{8Q} (|\nabla u| + |\theta|)^{p-\beta} \, dz \leq \kappa \alpha_0^{p-\beta}. \quad (4.43)$$

Then the following conclusion holds:

$$\alpha_0^{p-\beta} \leq C \left( \iint_{8Q} |\nabla u|^q \, dz \right)^{\frac{p-q}{q}} + \iint_{8Q} |\theta|^{p-\beta} \, dz. \quad (4.44)$$

Proof. Since all the hypothesis of Lemma 4.2 (note the scaling factor is $8^2$ instead of $8$ as in Lemma 4.2) is satisfied, we have

$$\alpha_0^{p-\beta} \leq \iint_{8^2Q} \left( \alpha_0^{p-\beta} \frac{u}{\rho} \right)^2 + \frac{|u|^{p-\beta}}{\rho} + \frac{|\theta|^{p-\beta}}{\rho} \, dz. \quad (4.45)$$

Let $\tilde{g}(z) := \max \left\{ \mathcal{M}(|\tilde{u}|^q) \frac{1}{z} (z), \mathcal{M}(|\tilde{u}|^q |\theta|^q) \frac{1}{z} (z), \alpha_0 \right\}$, where $\tilde{u}(x,t) := u(x,t)\eta(x)\zeta(t)$ with $\eta(x)\zeta(t) \in C_\infty^0(8^2Q)$ satisfying $\eta(x)\zeta(t) \equiv 1$ for $(x,t) \in 8Q$. Let us set

$$J = \sup_{t \in 8I} \iint_{8B} \left( \frac{u(x,t)}{\rho} \right)^2 \tilde{g}(x,t)^{-\beta} \, dx.$$

Applying a rescaled version of Lemma 4.2, we have

$$\alpha_0^{p-2} J \leq \iint_{8^2Q} \left( \alpha_0^{p-2} \frac{u}{\rho} \right)^2 + \frac{|u|^{p-\beta}}{\rho} + \frac{|\theta|^{p-\beta}}{\rho} \, dz. \quad (4.46)$$

We now have the following three bounds:

- In the case $2 \geq p - \beta$, we can apply Lemma 4.4 (this is possible since (4.43) is on $8^3Q$) to get

$$\iint_{8^2Q} \left( \frac{|u|}{\rho} \right)^2 \, dz \leq \alpha_0^2. \quad (4.47)$$

- In the case $2 \leq p - \beta$, for $\sigma \in \{2, p - \beta\}$, we can apply Hölder’s inequality and Theorem 2.5 along with (4.43), to get

$$\iint_{8Q} \left( \frac{|u|}{\rho} \right)^\sigma \, dz \leq \left( \iint_{8Q} \left( \frac{|u|}{\rho} \right)^{p-\beta} \, dz \right)^{\frac{\sigma}{p-\beta}} \leq \left( \iint_{8Q} |\nabla u|^{p-\beta} \, dz \right)^{\frac{\sigma}{p-\beta}} \leq \alpha_0^\sigma. \quad (4.47)$$
Substituting (4.46) and (4.47) into (4.45) gives
\[ \alpha^3 J \leq \alpha_0^2. \] (4.48)

Substituting (4.48) into a rescaled version of Lemma 4.3 and applying Young’s inequality followed by substituting the resulting estimate into (4.44), we get
\[
\alpha_0^{p-\beta} \leq \alpha_0^{p-2-\beta} \alpha_0^{2(1-\gamma)} \left( \iint_{s^2 Q} |\nabla u|^q \, dz \right)^{\frac{q}{q-\beta}} + \alpha_0^{\frac{\alpha - \beta}{q}} \left( \iint_{s^2 Q} |\nabla u|^q \, dz \right)^{\frac{q}{q-\beta}} + \iint_{s^2 Q} |\theta|^{p-\beta} \, dz \leq \varepsilon_1 \alpha_0^{p-\beta} + C(\varepsilon_1) \left( \iint_{s^2 Q} |\nabla u|^q \, dz \right)^{\frac{q}{q-\beta}} + C(\varepsilon_1) \left( \iint_{s^2 Q} |\nabla u|^q \, dz \right)^{\frac{q}{q-\beta}} + \iint_{s^2 Q} |\theta|^{p-\beta} \, dz.
\]
Choosing \( \varepsilon_1 \) small enough, we get the desired conclusion. This completes the proof of the lemma. \( \Box \)

5. Proof of the main result

The proof of Theorem 1.1 now follows exactly as in proof of [5, Theorem 2.1]. For the sake of completeness, we present the details below. Without loss of generality, we can assume \( \rho = 1 \) and \( z_0 = (0,0) \in \partial \Omega \times (-T,T) \). We take \( Q_1 := Q_{(0,0)}(1,1) \) and \( Q_2 := Q_{(0,0)}(2,2^2) \) and for any \( z \in Q_2 \), define the parabolic distance of \( z \) to \( \partial Q_2 \) by
\[ d_p(z) := \inf_{x \in \mathbb{R}^{n+1} \setminus Q_2} \min\{|x - \tilde{x}|, \sqrt{|t - \tilde{t}|}\}. \]
Furthermore, let \( \beta_0 \) be the constant from Lemma 4.5 and \( \beta \in (0,\beta_0) \) be such that \( p - \beta > \frac{2n}{n+2} \).

For \( z \in Q_2 \), let us define the following function:
\[ \psi(z) := |\nabla u(z)| + |\theta(z)| \quad \text{and} \quad f(z) := d_p^\alpha(z) \psi(z) \quad \text{with} \quad \alpha := \frac{n+2}{d}. \] (5.1)
where \( d \) is as defined in (1.3). Finally we define \( \alpha_0 \) to be
\[ \alpha_0 := \iint_{Q_2} \psi(z)^{p-\beta} \, dz + 1. \] (5.2)
Let \( \lambda \) be any number such that
\[ \lambda \geq b^\beta \alpha_0 \quad \text{where} \quad b := 2^{10(n+2)}. \] (5.3)

Now suppose that \( \mathfrak{z} \in Q_2 \) with \( f(\mathfrak{z}) > 0 \), then let us denote the parabolic distance of \( \mathfrak{z} \) to \( \partial Q_2 \) by \( r_{\mathfrak{z}} := d_p(\mathfrak{z}) \) and define the intrinsic scaling factor as
\[ \gamma = \gamma(\mathfrak{z}) := (r_{\mathfrak{z}}^{-\alpha} \lambda)^{2-p} = (d_p(\mathfrak{z})^{-\alpha} \lambda)^{2-p}. \] (5.4)
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In order to prove higher integrability, we want to apply Lemma 2.15. So the rest of the proof is devoted to ensuring that all the hypotheses of Lemma 2.15 are satisfied.

**Case** $p \geq 2$: Let us note that $r_j^\alpha \leq 2^\alpha \leq b^\frac{1}{2}\alpha_0 \leq \lambda$, which implies $\gamma = (r_j^{-\alpha}\lambda)^{2-p} \leq 1$. Hence we shall consider intrinsic cylinders of the type $Q_j(R, \gamma R^2)$ with $0 < R \leq r_j$.

In order to apply Lemma 2.15, we need to find an appropriate intrinsic parabolic cylinder around $z$ on which all the hypotheses of Lemma 4.5 are satisfied. In order to do this, let us first take $R$ such that $r_j \leq 2^9 R < 2^9 r_j$. In this case, there holds:

$$\int_{Q_j(R, \gamma R^2)} \psi(z)^{p-\beta} \, d z \leq \frac{|Q_j|}{|Q_j(R, \gamma R^2)|} \int_{Q_j} \psi(z)^{p-\beta} \, d z$$

$$\leq \frac{2^{n+2}}{R^{n+2}\gamma^d} \leq \frac{2^{10(n+2)}}{r_j^{n+2}} \leq (r_j^{-\alpha}\lambda)^{p-\beta}. \tag{5.5}$$

Furthermore, by Lebesgue differentiation theorem, for every $z \in Q_j$ with $f(z) > 0$, there holds

$$\lim_{r \searrow 0} \int_{Q_j(r, \gamma r^2)} \psi(z)^{p-\beta} \, d z = \psi(z)^{p-\beta} \, d z \geq (r_j^{-\alpha}\lambda)^{p-\beta} > (r_j^{-\alpha}\lambda)^{p-\beta}. \tag{5.6}$$

Thus from (5.5) and (5.6), we observe that there should exist $\rho \in \left(0, \frac{r_j}{2b}\right)$, such that

$$\int_{Q_j(\rho, \gamma \rho^2)} \psi(z)^{p-\beta} \, d z = (r_j^{-\alpha}\lambda)^{p-\beta},$$

$$\int_{Q_j(\rho, \gamma \rho^2)} \psi(z)^{p-\beta} \, d z \leq (r_j^{-\alpha}\lambda)^{p-\beta}, \quad \forall R \in [\rho, r_j].$$

We now set $Q := Q_j(\rho, \gamma \rho^2)$, then $2^9 Q \subset Q_j$, thus all hypotheses of Lemma 4.5 are satisfied with $(r_j^{-\alpha}\lambda, 1)$ instead of $(\alpha_0, \kappa)$, i.e., the following holds:

$$(r_j^{-\alpha}\lambda)^{p-\beta} = \int_{Q_j} \psi(z)^{p-\beta} \, d z \quad \text{and} \quad \int_{2^9 Q} \psi(z)^{p-\beta} \, d z \leq (r_j^{-\alpha}\lambda)^{p-\beta}. \tag{5.7}$$

Thus we can apply Lemma 4.5, which gives

$$(r_j^{-\alpha}\lambda)^{p-\beta} \leq \left(\int_{2^9 Q} |\nabla u|^q \, d z\right)^{\frac{p-q}{q}} + \int_{2^9 Q} |\theta|^{p-\beta} \, d z. \tag{5.8}$$

Since $2^9 \rho \leq r_j$ and $\gamma \leq 1$, we also have for all $z \in 2^9 Q$ that

$$d_p(z) \leq \min\{r_j + 2^9 \rho, \sqrt{r_j^2 + \gamma(2^9 \rho)^2}\} \leq \frac{3}{2} r_j, \tag{5.9}$$

$$d_p(z) \geq \min\{r_j - 2^9 \rho, \sqrt{r_j^2 - \gamma(2^9 \rho)^2}\} \geq \frac{1}{2} r_j. \tag{5.10}$$
Now substituting (5.9) and (5.10) into (5.1), we find
\[ c^{-1}f(z) \leq r_1^\alpha \psi(z) \leq cf(z), \quad \forall \ z \in 2^8Q \quad \text{with} \ c = c(n) > 1. \] (5.11)

We now claim the following estimate holds:
\[
\lambda^{p-\beta} \overset{\text{(a)}}{\leq} \mathcal{J}_{2^nQ} f(z)^{p-\beta} \, dz \overset{\text{(b)}}{\leq} \left( \mathcal{J}_{2^nQ} f(z)^q \, dz \right)^{\frac{p-\beta}{q}} + \mathcal{J}_{2^nQ} \left( r_3^\alpha |\theta(z)| \right)^{p-\beta} \, dz \overset{\text{(c)}}{\leq} \lambda^{p-\beta}. \] (5.12)

**Estimate (a):** This follows easily by making use of (5.7) and (5.11) and subsequently enlarging the parabolic cylinder $Q$.

**Estimate (b):** This is obtained by the following chain of estimates:
\[
\mathcal{J}_{2^nQ} f(z)^{p-\beta} \, dz \overset{\text{(5.11)}}{\leq} r_3^\alpha \mathcal{J}_{2^nQ} \psi(z)^{p-\beta} \, dz \overset{\text{(5.7)}}{\leq} \lambda^{p-\beta} \overset{\text{(5.8)}}{\leq} r_3^\alpha \left( \mathcal{J}_{2^nQ} |\nabla u|^q \, dz \right)^{\frac{p-\beta}{q}} + r_3^\alpha \mathcal{J}_{2^nQ} |\theta(z)|^{p-\beta} \, dz \overset{\text{(5.11)}}{\leq} \left( \mathcal{J}_{2^nQ} f(z)^q \, dz \right)^{\frac{p-\beta}{q}} + \mathcal{J}_{2^nQ} \left( r_3^\alpha |\theta(z)| \right)^{p-\beta} \, dz.
\]

**Estimate (c):** This follows by applying Jensen’s inequality (since $q < p-\beta$) along with the bound (5.7) to get:
\[
\left( \mathcal{J}_{2^nQ} f(z)^q \, dz \right)^{\frac{p-\beta}{q}} + \mathcal{J}_{2^nQ} \left( r_3^\alpha |\theta(z)| \right)^{p-\beta} \, dz \overset{\text{(5.11)}}{\leq} \mathcal{J}_{2^nQ} f(z)^{p-\beta} \, dz \overset{\text{(5.7)}}{\leq} \lambda^{p-\beta}.
\]

Thus (5.12) holds and as a consequence, we can apply Lemma 2.15 over $2^8Q$ to see that for any $\beta \in (0, \beta_0]$, there exists $\delta_0 = \delta_0(n, p, b_0, \varepsilon_0, A_0, A_1) > 0$ such that $f \in L^{p-\beta+\delta}_\text{loc} (Q_2)$ with $\delta_1 = \min\{\delta_0, \tilde{p} - p + \beta\}$. This is quantified by the estimate:
\[
\mathcal{J}_{Q_2} f(z)^{p-\beta+\delta} \, dz \leq \alpha^\delta \mathcal{J}_{Q_2} f(z)^{p-\beta} \, dz + \mathcal{J}_{Q_2} \left( r_3^\alpha |\theta(z)| \right)^{p-\beta+\delta} \, dz \quad \forall \delta \in (0, \delta_1].
\]

By iterating the previous arguments, for any $\beta \in (0, \varepsilon_{\text{geh}}]$ where $\varepsilon_{\text{geh}} > 0$ is the gain in higher integrability coming from Lemma 2.15, we obtain the bound
\[
\mathcal{J}_{Q_2} f(z)^p \, dz \leq \alpha^\beta \mathcal{J}_{Q_2} f(z)^{p-\beta} \, dz + \mathcal{J}_{Q_2} |\theta(z)|^p \, dz. \] (5.13)
For any \( z \in Q_1 \), we have \( d_p(z) \geq \min\{1, \sqrt{3}\} \geq 1 \), \( \frac{|Q_2|}{|Q_1|} = C(n) \), which implies the following bounds hold:

\[
|\nabla u(z)| \leq \psi(z) \leq f(z) \quad \forall z \in Q_1,
\]

\[
\iint_{Q_1} |\nabla u|^{p+\beta} \, dz \leq \iint_{Q_2} f(z)^p \, dz,
\]

\[
f(z) \leq 2^{\alpha} \psi(z) \quad \forall z \in Q_2, \quad \text{since} \quad d_p(z) \leq 2.
\]

Using (5.14), (5.15), (5.16) along with (5.13) and making use of (5.1) and (5.2), we get

\[
\iint_{Q_1} |\nabla u|^p \, dz \leq \alpha_0^\beta \iint_{Q_2} \psi(z)^{p-\beta} \, dz + \iint_{Q_2} \theta^p \, dz \leq \left( \iint_{Q_2} (|\nabla u| + |\theta|)^{p-\beta} \, dz \right)^{1+\frac{r}{p}} + \iint_{Q_2} (1+\theta^p) \, dz.
\]

This proves the asserted estimate.

**Case** \( \frac{2n}{n+2} < p < 2 \): The basic change with respect to the case \( p \geq 2 \) is that, we now switch to the sub-quadratic scaling, i.e., we consider intrinsic cylinders of the type \( Q_3(\gamma^{-\frac{1}{2}} R, R^2) \).

The parameter \( \alpha_0 \) is still given by (5.2) and \( \lambda \) is chosen as in (5.3) and \( \gamma \) is again given as in (5.4), where \( \gamma \in Q_2 \) with \( f(z) > \lambda \). But in contrast to \( p \geq 2 \) case, we have \( \gamma = (r_3^{-\alpha} \lambda)^{2-p} \geq 1 \). Hence for \( R \in (0, r_3) \), we have \( Q_3(\gamma^{-\frac{1}{2}} R, R^2) \subset Q_2 \). Now once again, in order to apply Lemma 2.15, we need to find a suitable intrinsic parabolic cylinder around \( \gamma \), which enables us to apply Lemma 4.5. We observe, from the definition (5.1) that \( n + 2 = ad \) (recall \( d \) is defined as in (1.3)) and \( (2-p)\frac{n}{2} + d = p - \beta \), which gives

\[
\iint_{Q_3(\gamma^{-\frac{1}{2}} R, R^2)} \psi(z)^{p-\beta} \, dz \leq \frac{|Q_2|}{|Q_3(\gamma^{-\frac{1}{2}} R, R^2)|} \iint_{Q_2} \psi(z)^{p-\beta} \, dz = \frac{2^{n+2}}{R^{n+2} \gamma^{-\frac{r}{p}}} \alpha_0^d \leq (r_3^{-\alpha} \lambda)^{p-\beta}.
\]

Now we can continue as in the \( p \geq 2 \) case to obtain the desired conclusion.

This completes the proof. \( \square \)
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