Inferring the geographic focus of online documents from social media sharing patterns

Ryan Compton  
HRL Laboratories  
rcompton@hrl.com

Matthew S. Keegan  
HRL Laboratories  
mskeegan@hrl.com

Jiejun Xu  
HRL Laboratories  
jxu@hrl.com

ABSTRACT
Determining the geographic focus of digital media is an essential first step for modern geographic information retrieval. However, publicly-visible location annotations are remarkably sparse in online data. In this work, we demonstrate a method which infers the geographic focus of an online document by examining the locations of Twitter users who share links to the document.

We apply our geotagging technique to multiple datasets built from different content: manually-annotated news articles, GDELT, YouTube, Flickr, Twitter, and Tumblr.
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INTRODUCTION
Despite its importance, geographic information is only sparsely available in public online digital media. To facilitate geographic information retrieval tasks, content-specific geotagging methods have been developed by researchers from a wide variety of fields, ranging from natural language processing [16], to computer vision [25]. In this work, we investigate the possibility of content-agnostic geotagging; i.e. geotagging from the url alone.

Our aim is to quantify how effectively one can infer the geographic focus of an online document by examining the locations of Twitter users who share links to the document. This will open up the possibility of high-volume digital media geotagging which can be accomplished without content-specific expertise.

Given a url, and a high-coverage database of Twitter user locations, we assign a location to the url using the median location of the Twitter users who have shared the url. To be specific, let $G$ be the set of locations of Twitter users who share the url and $d(\cdot, \cdot)$ geodesic distance measured via Vincenty’s formulæ, our geotag is the $l_1$-multivariate median [29] of the locations in $G$:

$$\text{geotag} = \text{median}(G)$$

$$= \arg\min_x \sum_{y \in G} d(x, y)$$

Online documents are not necessarily geographically focused. In order to identify documents for which geotagging is appropriate, we use a robust estimate of the dispersion of locations in $G$ and do not attempt to geotag documents for which the dispersion is beyond a user-specified threshold. We quantify uncertainty in our geotags using the median absolute deviation of the locations in $G$:

$$\text{uncertainty} = \text{dispersion}(G)$$

$$= \text{median}_{x \in G}(d(x, \text{median}(G)))$$

Due to the high number of outliers present in geographic social media, use of robust estimates for the center and spread of $G$ is essential for our work. Indeed, research into Twitter geographic patterns based on non-robust statistics has concluded that there is little agreement between user activity and geography [15]. On the other hand, research involving robust statistics has discovered strong geographic underpinnings [12] [31].

For text geotagging, we evaluate our method on news documents pertaining to localized events as well as tweets containing mentions of unambiguous toponyms. We find that we are able to infer the geographic focus of news media with some accuracy. Our results on Twitter are, surprisingly, nearly an order of magnitude better. Considering that natural language processing tools are well-developed for news but are only recently being adapted to social media, we suspect that our ability correctly infer the geographic content of tweet will have many applications. For example, when an action and a future date are mentioned but no location can be easily discerned, the technique presented here allows one to infer the location of an upcoming event [6].

Online photos and videos are rarely annotated with public location data. For example, of the 447,441 YouTube links geotagged with our method, only 14,583 (3%) were given
a location by the YouTube data API \footnote{https://developers.google.com/youtube/v3/}. On Flickr we found approximately 14% of photos could be geotagged with the Flickr API \footnote{https://www.flickr.com/services/api/}.

**BACKGROUND AND RELATED WORK**

By far the most common technique to geotag digital media [13] is through a process of geo-parsing text, identifying toponyms in text or metadata, and toponym resolution, mapping from a name of a place to an unambiguous geographic location [16]. With respect to digital media, geotagging using text has been applied to general webpages [19, 3], Wikipedia pages [21] and visual media such as photos posted on Flickr with geo-referenced tags [1].

Toponyms are usually stored in a dictionary called a gazetteer. Toponym resolution is a challenging task for a number of reasons: misspellings; the use of abbreviation, which is particularly prevalent in social media microtext services such as Twitter; evolving new and changing location names, for example through urban construction or expansion or through changing vernacular; and, through ambiguities in the use of toponyms. Geocoding literature focuses particularly on the case of toponym ambiguities of toponyms, of which there are two types [3]: geo/geo, where a given toponym can be used to describe multiple distinct locations, and geo/non-geo, where a toponym also has a non-geographic meaning.

Natural language processing and machine learning techniques are used to identify mispellings and abbreviations and to add local terms for automatic gazetteer enrichment [17, 9, 8]. Methods for disambiguation include modeling co-occurrences of toponyms on Wikipedia [21].

Other approaches construct their own generative, real-world location dictionaries by data-mining rich, online geo-referenced data, such as using geo-tags on Flickr [23, 28]. The work of [7] extends these by adding temporal and image features to the textual cues to geotag images using a multi-feature approach. The work of [27] and [20] improve these approaches by defining location priors and, in the case of [27], using statistical term selection. The joint modelling of location-based and topic-based content on social media posts in [2] is used to build geographic language models, that give better geotagging results than geographic terms alone, and in [32] to group geographic regions by topic-similarity.

The work in [11] uses co-occurrences of toponyms in tags of geotagged Flickr photos, but expands the scope of closeness between toponyms to include tags made by the same user and by contacts within the user’s social network. This assumes that links in a social network strongly correlate to users’ location, in other words that closeness centrality in the social network is significant. This is not an assumption that we have seen in other toponym resolution publications, but it is a central thesis of our proposed methods. The results of [11] show that toponym resolution is improved by including the posts of contacts, but that adding the posts of contacts of contacts does not perform as well.

**DATASETS**

A key ingredient of our approach is an accurate and high-coverage Twitter user location database. To build this, we employ a geotagging algorithm which iteratively infers the location of a Twitter user by examining the locations of their online friends [5] [12].

**Twitter user geolocation**

Physical locations of Twitter users are only sparsely available in public data. Less than 1% of tweets are annotated with GPS and less than 30% of users report unambiguous locations in their profiles [15].

As a result, several Twitter geotagging methods have been developed in recent years; many based on natural language processing [18]. The distinguishing feature of the method outlined here is that it is based solely on social network analysis and is thus language-agnostic and straightforward to scale.

An appropriate social network is a fundamental part of the algorithm. Twitter users often “@mention” each other by appending an “@” to the mentioned user’s name. We build an undirected social network, $G = (V, E)$, with users as vertices and reciprocated @mentions between users as edges. The key advantage to constructing a social graph from @mentions (as opposed from “followers”) is that it enables us to build a large social graph from a large collection of publicly-visible tweets without being burdened by Twitter API rate limiting.

We use a 10% sample of public tweets collected between April 2012 and January 2014\footnote{https://www.geonames.org/}. This amounts to 67.2TB of json data (uncompressed) and 22, 455, 584, 506 @mentions. From the complete set of @mentions we built a weighted and directed network of 7, 266, 222, 329 edges by condensing multiple mentions into weighted edges. Filtering down to only reciprocated edges leaves us with a network of 915, 189, 977 edges\footnote{i.e. a 12.6% chance of @mention reciprocation} and 101, 230, 940 users. This network is the focus of our experiments.

We define a function, $f$, which assigns to each user an estimate of their physical location. Users may opt to make their location publicly available though cellphone-enabled GPS or self-reported profile information. For this small set of users, computation of $f$ is relatively straightforward: to assign a unique location to a user from the set of their GPS-tagged tweets, we compute the $l1$-multivariate median (cf. (1)) of the locations they have tweeted from.

Additionally, we extract self-reported home locations by searching through a list obtained via www.geonames.org for exact matches in user profiles. When self-reporting users also reveal their location though GPS, we opt to use their GPS-known location. We remove self-reports which have not appeared in over one month. This provides us with home locations for 9, 466, 251 users. The median discrepancy between our self-reported location extraction and GPS is 7.69 km.

We regard users who reveal their location via GPS or self-reports as our ground truth. The total number of such users is
and our goal is to assign a value of $f$ to nodes in $U$. Work done in [12] and [5] demonstrates that Twitter @mentions predominately occur over short geographic distances. Ties in an ideal social network, therefore, will span the smallest possible geographic distance. Thus to infer locations for the unlabelled users, $U$, we seek a network such that the sum over all geographic distances between connected users is as small as possible. This is accomplished by solving the optimization:

$$\min_f |\nabla f| \tag{4a}$$

subject to: $f_i = l_i$ for $i \in L$, and dispersion($\nabla f_i$) $\leq \gamma$ \tag{4b} \tag{4c}

where $f = (f_1, \ldots, f_N)$ is a vector encoding location estimates for each user, dispersion($\nabla f_i$) is the median absolute deviation (cf. 2) of the users distances to their friends, the parameter $\gamma$ defines how dispersed we allow a user’s friends to be, and the anisotropic total variation, $|\nabla f|$, on the Twitter @mention network is defined by:

$$|\nabla f| = \sum_{ij} w_{ij} d(f_i, f_j) \tag{5}$$

The edge weights, $w_{ij}$, are equal to the minimal number of reciprocated @mentions between users $i$ and $j$. We set the parameter $\gamma$ to 100km in our code.

This Twitter user geotagging technique falls under the category of transductive learning and shares some similarity with “label propagation” [33]. However, unlike label propagation, our labels (latitude/longitude pairs) are continuously valued. Equation (4a) exploits this additional structure by taking into account geodesic distance. Total variation has demonstrated remarkable performance as an optimization heuristic for several information inference problems across a wide variety of fields [24] [26] [4].

The total variation functional is nondifferentiable. Solving a total variation-based optimization is thus a formidable challenge and vastly different methods have been proposed for several decades [10]. We employ “parallel coordinate descent” to solve (4a). Most variants of coordinate descent cycle through the domain sequentially, updating each variable and communicating back the result before the next variable can update. The scale of the data we work with necessitates a parallel approach, prohibiting us from making all the communication steps required by a traditional coordinate descent method.

At each iteration, our algorithm simultaneously updates each user’s location with the $l$-multivariate median of their friend’s locations. Only after all updates are complete do we communicate our results over the network. Note that the argument that minimizes $|\nabla_i (\hat{f}_k, f)|$ is the $l$-multivariate median of the locations of the neighbours of node $i$. In other words, we iteratively update each user’s location with the median of their friends locations, provided that their friends are not too dispersed.

Empirically, alg. 1 converges, providing us with estimates of locations for 91, 984, 163 Twitter users. Leave-many-out cross validation with a 10% hold-out set from the GPS-known users yields a median error of 6.65km. It should be noted that outlying errors are indeed present; the mean error is 300.06km and the standard deviation is 1,131.83km.

### Toponyms in social media

The goal of the present work is to infer the geographic focus of an online document. The results of the previous section provide us with the geographic origin of a tweet, which is not necessarily the same.

To understand the geographic focus of a tweet, one straightforward method is to search for unambiguous toponyms appearing in the tweet’s text. To evaluate the discrepancy between this simple heuristic and the approach proposed by this work, we must first construct a dataset of unambiguous toponyms which are used in Twitter text.

To this end, we search the self-reported location field in user profiles of GPS-annotated tweets for exact matches of toponyms found on www.geonames.org and filter out toponyms when less than 5 different users have listed the toponym in their profile or the median discrepancy between the GeoNames location and the GPS tags is greater than 50km. We find 67,467 distinct GeoNames locations appearing in the self-reported location fields. To identify which of these locations are unambiguous, we filter out locations when less than 5 different users have listed the location in their profile or the median discrepancy between the GPS tags and the GeoNames location is greater than 50km. Short GeoNames entries (such as “LA”) are often ambiguous, we remove any toponym comprised of less than 5 characters

---

**Algorithm 1:** Parallel coordinate descent for dispersion-constrained total variation minimization.

**Initialize:** $f_i = l_i$ for $i \in L$ and parameter $\gamma$ for $k = 1 \ldots N$ do

1. parfor $i :$
2. if $i \in L$ then
3.   $f_i^{k+1} = l_i$
4. else
5.   if $\nabla f_i \leq \gamma$ then
6.     $f_i^{k+1} = \arg\min_f \{ |\nabla_i (f^k, f)| \}$
7.   else
8.     no update on $f_i$
9. end if
10. end if

$f^{k} = f^{k+1}$
from our list. This leaves us with a set 14, 250 toponyms which are unambiguous in Twitter.

**Twitter/Tumblr User Alignment and Geolocation**

Direct links to Tumblr posts are rare in Twitter. However, when users possess both Twitter and Tumblr accounts we can align the two with a simple approach based on URL extractions [30]. This allows us to build a database of Tumblr user locations. By examining reblogs rather than retweets we can geotag a Tumblr post via (1) and (2).

To align Tumblr and Twitter accounts we scan 67.2TB of Twitter data collected between April 2012 and January 2014. Each json contains the content of the tweet as well as the profile information of the corresponding Twitter user. Two types of user account mentions are searched in our work. The first type is the *Explicit Self-reported* accounts. We search for every user profile in our Twitter corpus with the regular expressions, which indicate different social media platforms. For instance, we searched for the pattern http://(www.*)[a-zA-Z0-9-_]_tumblr.com for mentions of Tumblr user accounts. The second type of account mention is obtained through *Implicit Cross-Links*. Many existing social media sites support content synchronization in order to reduce end user effort. This allows a user to submit a post from one platform, and publish the same content to all other social media accounts under him or herself. For the case of Twitter, there is usually a URL appended at the end of a tweet to indicate its origin. For example, if a post was original published in Tumblr, and the content was synchronized to Twitter. There would be a short URL encoded at the end of the tweet referring back to the Tumblr post (e.g., http://tumblr.co/ZVxw1y15H_Go3).

**Geographically annotated news media**

Both manual and automated annotations of news media are used in our evaluation. The topic of geographic focus is most relevant when considering articles pertaining to a single localized event.

A massive collection of machine-annotated news documents pertaining can be obtained freely from the GDELT database [14]. Though limited to English language news outlets only, the GDELT database contains millions of annotations of articles (along with referring urls) describing various actions worldwide. Geotagging is accomplished by identifying both a city-specific toponym as well as the associated nation within the same article. For example, an article mentioning “Santiago” would not be geotagged unless it also contains “Chile”.

A large collection of manually-annotated news documents has been developed by MITRE for use in IARPA’s OSI program [22]. These articles are written in Spanish, English, and Portuguese and describe protests, strikes, and other forms of general civil unrest across ten nations in Latin America. The goal of the OSI program is to issue predictions of the events described by these articles prior their occurrence, a task which is possible to accomplish by correctly mining

---

\(^3\) the annotations use the CAMEO coding scheme [14]

---

![Figure 1. Empirical CDF of discrepancies for the six different evaluation datasets with no restrictions on (2). Here, our method is more accurate on Twitter and manually-annotated news data than on any other dataset. Note that after limiting (2), accuracy on YouTube surpasses that of manually-annotated news (cf tbl. 2).](image)

| Dataset                 | Test Points | Median Discrepancy | Mean Discrepancy |
|-------------------------|-------------|--------------------|------------------|
| Twitter                 | 12849       | 14.83              | 524.27           |
| Manual News             | 1183        | 46.86              | 969.14           |
| YouTube                 | 14582       | 483.20             | 2536.15          |
| Flickr                  | 284         | 2840.04            | 4505.82          |
| Tumblr                  | 7845        | 3256.78            | 4700.94          |
| GDELT                   | 1580        | 1227.78            | 3039.39          |

Table 2. Summary of discrepancy (in km), with no restrictions on (2), between the proposed method and text or API-based geotagging on the six evaluation datasets.

Twitter data [6]. In this work, we will evaluate our geotagging methodology on both the manually-annotated dataset as well as GDELT.

---

**EVALUATION**

In fig. 1 we plot the empirical cumulative distribution function of the discrepancy between the proposed approach and content-specific geotagging for all six datasets. A summary of statistics with no restrictions on (2) is visible in tbl. 1; placing a 100km restriction on (2) leads produces the results in tbl. 2. For all datasets, we require at least 3 distinct geolocated users share the link before we assign a geotag. The effectiveness of our geotagging technique is highly domain specific.

---

**News media**

| Dataset    | Test Points | Median Discrepancy | Mean Discrepancy |
|------------|-------------|--------------------|------------------|
| Twitter    | 6864        | 6.70               | 110.04           |
| Manual News| 1115        | 36.66              | 902.01           |
| YouTube    | 5022        | 22.80              | 1001.58          |
| Flickr     | 42          | 371.88             | 2475.04          |
| Tumblr     | 1679        | 1371.21            | 3934.70          |
| GDELT      | 1580        | 304.74             | 2432.81          |

Table 2. Summary of discrepancy (in km), with a 100km restriction on (2), between the proposed method and text or API-based geotagging on the six evaluation datasets. Imposing a restriction on (2) improves accuracy and reduces coverage.
From the manually-annotated multilingual news corpus, we identified a set of 1,712 urls which appeared in a tweet. For GDELT, we were able to identify 2,328 links in Twitter. For each of these urls, we scanned our 10% Twitter datafeed for tweets containing the url and geotagged using (1).

While our median accuracy on the manually-annotated news media is acceptable for region-level inference, our ability to match the GDELT locations is substantially worse. One reason for the discrepancy with GDELT may be due to the fact that GDELT contains only English text, but describes events worldwide. This likely affects the location of users who are apt to share the articles. Alternatively, it could be due to the fact that the GDELT system is completely automated and has its own inaccuracies. We refer the reader to [14] for details on the geotagging methodology employed by GDELT.

Another concern is the presence of outliers. Examining mean error indicates that outliers are a major concern. For all six datasets, the mean error reported in tbl. 1 is substantially higher than the median. As mentioned in the introduction, outliers are an unavoidable occurrence in this domain and need to be kept in mind when working with geographic social media.

**Twitter content**

We examine our 10% Twitter feed for textual mentions of the 14,250 toponyms discussed earlier. We only retain toponyms when at least 3 different users have mentioned in tweet text, this leave us with 12,849 distinct toponyms which we geotag using 1.

Our ability to control geotagging error is highlighted in 3, where we have plotted error vs dispersion for the 12,849 toponyms. Note the log-scale, which is necessary to show the rarity of errors when restrictions on dispersion are tight. In 2 we study the coverage response as a function of $\gamma$. For both Twitter and manual news, coverage remains high until restrictions on $\gamma$ are under 1000km.

**Tumblr content**

Tumblr posts are never annotated with publicly-visible GPS data. However, while most of the posts on Tumblr are images, several are text-based and contain mentions of the 14,250 unambiguous toponyms discussed in the previous section. Here, for each post with mention of an unambiguous toponym, we report on the discrepancy between the mentioned location and the median of the reblogger locations.

We examine 2,170,085,983 (original and reblogs) Tumblr posts and find 133,451 original posts with mention of an unambiguous toponym. Of these, 7,845 were reblogged 3 or more times by a Tumblr user in our Tumblr geolocation database. Using (1), we compute a social-network based geotag for these posts and report the discrepancy against the toponym-based geotag in tbl. 1. Restricting the maximum allowed dispersion of rebloggers via (2) does little to reduce the discrepancy on Tumblr data (cf. tbl. 2). We conclude that, unlike @mentions in Twitter, reblogs on Tumblr are not grounded in geography.

**YouTube and Flickr data**

Our method opens up the possibility of high-volume digital media geotagging which can be accomplished without content-specific expertise. In order to demonstrate the effectiveness of content-agnostic geotagging we apply our technique to urls referring to photos and videos.

We search 5,947,386,063 tweets collected between 2014-02-01 and 2014-05-07 for (expanded) urls matching either .*youtube.* or .*flickr.*. We discard urls which were not shared by 3 or more distinct users. This provided us with 447,441 YouTube urls and 1,992 Flickr urls. Using the public YouTube and Flickr APIs we were able to identify recording locations for 14,582 videos and 284 photos, respectively.
Figure 4. Mean error characteristic curves for varying restrictions on (2). For each restriction on (2), we plot the mean error obtained on the x-axis versus the proportion of points predicted on the y-axis. For example, we can reduce the mean error of YouTube geotagging by half while retaining sixty percent coverage.

The number of Flickr images is notably small. We suspect this is due to the fact that Twitter allows users to post images directly to pic.twitter.com which simplifies image sharing.

Our results on YouTube are promising. The error is substantially lower than on Flickr and is controllable via (2), a point which is clarified in fig. 4. Here, we show the response of the mean error to different restrictions on (2) and can see that YouTube geotagging responds predictably to limitations on (2). The fact that the YouTube API only provided location for 14,582 of videos in our sample while the proposed method inferred locations for hundreds of thousands creates several new opportunities for geographic video retrieval.

CONCLUSION
In this work we have evaluated the effectiveness of geotagging online documents by examining only their url. The proposed method relies on locations of Twitter users who share links to the url in question and infers document content via robust estimates of the center and spread of user locations. We have evaluated our technique on multiple datasets built from text, photos, and videos.

Our results indicate that the accuracy of content-agnostic geotagging is, not surprisingly, heavily dependent on the content being geotagged. Our results indicate that social-network based geotagging is valuable for tweet content, YouTube videos, and multilingual news documents. Geotagging English-language news articles pertaining to worldwide events yields a large discrepancy against automated natural language processing systems. Propagating locations gleaned from Twitter to Tumblr and Flickr yielded questionable results. Additionally, we have found that the performance of our dispersion heuristic is varies with content and performs notably well on Twitter and YouTube. The ability to infer the geographic focus of other digital media, such as public Facebook posts, is a direction for future work.
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