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Abstract

In this paper, we establish a unilateral global bifurcation result from the interval for the $k$-Hessian equation with non-differentiable nonlinearity. By applying the above result, we shall prove the existence of the principal half-eigenvalues for the half $k$-Hessian equations: 

$$
\begin{cases}
S_k(D^2u) = a(x)(-u)^k + g(x, -u), & \text{in } B, \\
u(x) = 0, & \text{on } \partial B,
\end{cases}
$$

where $D^2u = (\partial^2 u / \partial x_i \partial x_j)$ is the Hessian matrix of $u$, $B$ is the unit ball of $\mathbb{R}^N$, $a(x)$ is a weighted function, $\lambda$ is a positive parameter, and $g \in C(\overline{B} \times \mathbb{R}^2)$. Here, $S_k(D^2u) = \sigma_k(\lambda(D^2u)) = \sum_{|\alpha| \leq k} \lambda^{|\alpha|} \partial^{|\alpha|} u$ is the $k$-Hessian operator of $u$, where $\lambda(D^2u) := \lambda = (\lambda_1, \ldots, \lambda_k)$ is the eigenvalues of $D^2u$.

The $k$-Hessian equations are a type of important fully nonlinear equations. Historically, there are a large amount of papers in the literature on the existence, regularity, and the qualitative properties of solutions for the $k$-Hessian equation; see [1–13] and the references therein. Wang [14] has proved the existence of the first eigenvalue $\lambda_1$ of problem (1) with $\lambda a(x) = \lambda^k$ and $g = 0$. When $k = 1$, the $k$-Hessian equation is just the semilinear elliptic equation. The $N$-Hessian equation is just the Monge–Ampère equation.

Recently, in [15], the radial solutions of problem (1) is equivalent to the solutions of the following boundary value problem:

$$
\begin{cases}
\left(r^{N-k}(u')^k\right)' = \frac{N}{C_N} r^{N-1} \left[\lambda a(r)(-u)^k + g(r, -u, \lambda)\right], & r \in (0, 1), \\
u'(0) = u(1) = 0,
\end{cases}
$$

where $r = |x|$ with $x \in B$. By a solution of problem (2), we understand that it is a function which belongs to $C^2[0, 1]$ and satisfies (2). Dai [15] established a global bifurcation result for the $k$-Hessian equation (2) with $\lambda a(r)(-u)^k + g(r, -u, \lambda)$ equal $\lambda^k ((-u)^k + g(-u))$.

However, in [15], the nonlinearities are differentiable at the origin. In [16], Berestycki established an important global bifurcation theorem from intervals for a class of second-order problems involving nondifferentiable nonlinearity. Recently, Dai and Ma [17, 18] considered...
one-dimensional and high-dimensional $p$-Laplace problems involving nondifferentiable nonlinearity, respectively. In 2018, Shen [19, 20] established interval bifurcation theorems for the Kirchhoff-type problems and the Monge–Ampère equations involving nondifferentiable nonlinearity, respectively.

Motivated by the above papers, in this paper, we shall establish a unilateral global interval bifurcation result for the following $k$-Hessian equations with nondifferentiable nonlinearity:

\[
\begin{aligned}
\left\{ \begin{array}{l}
\left( r^{N-k}(u')^k \right)' = \frac{N}{C_N} r^{N-1} \left[ \lambda a(r)(-u)^k + F(r,-u,\lambda) \right], \quad r \in (0,1), \\
u'(0) = u(1) = 0,
\end{array} \right.
\end{aligned}
\]

where $r = |x|$ with $x \in B$.

On the other hand, half-linear or half-quasilinear problems have attracted the attention of some specialists (see [16–20]). On the above basis of the unilateral global interval bifurcation result, we shall study the following half-quasilinear eigenvalue problem:

\[
\begin{aligned}
\left\{ \begin{array}{l}
S_k(D^2u) = \lambda a(x)(-u)^k + F(x,-u,\lambda), \quad \text{in } B, \\
u(x) = 0, \\
\end{array} \right. \\
\end{aligned}
\]

where $B$ is the unit open ball of $\mathbb{R}^N$ and the nonlinear term $F$ has the form $F = f + g$, where $f, g \in C(\overline{B} \times \mathbb{R}^2)$ are radially symmetric with respect to $x$.

It is clear that the radial solutions of (3) is equivalent to the solutions of the following problem:

\[
\begin{aligned}
\left\{ \begin{array}{l}
\left( r^{N-k}(u')^k \right)' = \frac{N}{C_N} r^{N-1} \left[ \lambda a(r)(-u)^k + F(r,-u,\lambda) \right], \\
u'(0) = u(1) = 0,
\end{array} \right.
\end{aligned}
\]

where $u^+ = \max\{u,0\}, u^- = \min\{u,0\}$, and $a(x), \beta(x) \in C(\overline{B})$ are radially symmetric.

It is clear that the radial solutions of (5) is equivalent to the solutions of the following problem:

\[
\begin{aligned}
\left\{ \begin{array}{l}
S_k(D^2u) = \lambda a(x)(-u)^k + \beta(x)(-u)^k, \quad \text{in } B, \\
u(x) = 0, \\
\end{array} \right. \\
\end{aligned}
\]

Following the above eigenvalue theory (see Theorem 2), we shall investigate the existence of radial one-sign solutions for the following problem:

\[
\begin{aligned}
\left\{ \begin{array}{l}
S_k(D^2u) = a(x)(-u)^k + \beta(x)(-u)^k + \lambda a(x)f(u), \quad \text{in } B, \\
u(x) = 0, \\
\end{array} \right. \\
\end{aligned}
\]

It is clear that the radial solutions of (7) is equivalent to the solutions of the following problem:

\[
\begin{aligned}
\left\{ \begin{array}{l}
\left( r^{N-k}(u')^k \right)' = \frac{N}{C_N} r^{N-1} \left[ \alpha(r)(-u)^k + \beta(r)(-u)^k \right], \\
u'(0) = u(1) = 0,
\end{array} \right.
\end{aligned}
\]

The rest of this paper is arranged as follows. In Section 2, we give some preliminaries. In Section 3, we establish the unilateral global interval bifurcation result for $k$-Hessian equation (4) (see Theorem 1). In Section 4, on the basis of the unilateral global interval bifurcation result, we shall prove the existence of the principal eigenvalues for $k$-Hessian equation (6) (see Theorem 2). In Section 5, we shall investigate the existence of one-sign solutions for $k$-Hessian equation (8).
2. Preliminaries

Let $Y = C[0, 1]$ with the norm $\| u \|_\infty = \max_{r \in [0, 1]} | u(r) |$. Let $E = \{ u(r) \in C^1(0, 1) | u'(0) = u(1) = 0 \}$ with the norm $\| u \| = \max \{ \| u \|_\infty, \| u' \|_\infty \}$. Let $P^+ = \{ u \in E : u(r) > 0, r \in (0, 1) \}$ and $P^- = -P^+$, $P = P^+ \cup P^-$. Let $K^+ = \mathbb{R} \times P^+$ and $K = \mathbb{R} \times P$ under the product topology.

By Sections 5 and 6 in [15], we firstly consider the following problem:

$$\begin{cases}
\left( r^{N-k} (-v')^k \right)' = h(r), \quad r \in (0, 1), \\
v'(0) = v(1) = 0.
\end{cases} \tag{9}$$

where $g \in C([0, 1] \times (\mathbb{R}^+)^2)$ and $a$ satisfies the following conditions:

(A0) $a(x) \in C(\overline{B})$ is radially symmetric and $a(r) \geq 0$, $a(r) \neq 0$ on any subinterval of $[0, 1]$, where $r = |x|$ with $x \in \overline{B}$

(A1) $g(r, s, \lambda) = o(s^q)$ near $s = 0$ uniformly in $r \in (0, 1)$ and $\lambda$ on bounded sets

And $g$ also satisfies the following subcritical growth restriction (see [15], p.4-(1.5)):

$$|g(r, s, \lambda)| \leq C(1 + |s|^{q-1}), \quad r \in (0, 1), \quad \lambda \text{ on bounded sets} \quad \text{and some} \quad q \in (0, k^*].$$ \tag{12}

uniformly for $r \in (0, 1)$, $\lambda$ on bounded sets, and some $q \in (0, k^*)$. Here,

$$k^* = \begin{cases} 
\frac{N(k + 1)}{N - 2k}, & \text{if } k < \frac{N}{2}, \\
\lim_{k \to \infty}, & \text{if } k \geq \frac{N}{2},
\end{cases} \tag{13}$$

is the critical exponent for the $k$-Hessian operator, which was first determined in [21].

Define the Nemytskii operator $H : \mathbb{R} \times E \to Y$ by

$$H(\mu, v)(r) = \frac{N}{C_N^{k^*}} r^{N-1} [a(r)v^k + g(r, \nu, \mu)]. \tag{14}$$

Then, it is clear that $H$ is a continuous (compact) operator and problem (11) can be equivalently written as

$$v = G_k[H(\mu, v)] = F(\mu, v), \tag{15}$$

where $F : \mathbb{R} \times E \to E$ is a completely continuous and $F(\mu, 0) = 0$, $\forall \mu \in \mathbb{R}$.

Now, we consider the following eigenvalue problem:

Let us define the operator $G_k(h) : E \to E$ by

$$G_k(h) = v(r) = \int_1^r \left( s^{k-N} \int_s^0 h(r) dr \right)^{1/k} ds, \quad 0 \leq r \leq 1. \tag{10}$$

For a given $h \in Y$, $G_k(h) : Y \to E$ is a completely continuous and (10) is equivalent to (9).

With a simple transformation $v = -u$, problem (2) can be equivalently written as

$$\begin{cases}
\left( r^{N-k} (-v')^k \right)' = \lambda \frac{N}{C_N^{k^*}} r^{N-1} a(r)v^k, \quad r \in (0, 1), \\
v'(0) = v(1) = 0.
\end{cases} \tag{16}$$

By the same proof as in Theorem 4.1 of [14], we can show that problem (16) possesses the first eigenvalue $\lambda_1$, which is positive, simple, unique and the corresponding eigenfunctions are positive in $(0, 1)$.

By Rabinowitz [22], using the same method to prove ([15], Theorem 1.1) with obvious changes, we may get the following global bifurcation result.

Lemma 1 (see [15], Theorem 1.1). Assume that (A0), (A1), and (12) hold. Then, $\lambda_1, 0$ is the unique bifurcation point of problem (11) and there exists an unbounded continuum $\mathcal{C} \subset (K \cup \{(\lambda_1, 0)\})$ of solutions to problem (11) emanating from $(\lambda_1, 0)$.

By Dancer ([23], Theorem 2), under the conditions (A0), (A1), and (12), one can obtain that problem (11) has two distinct unbounded subcontinua $C^+$ and $C^-$, consisting of the bifurcation branch $C$ emanating from $(\lambda_1, 0)$, which satisfy:

Lemma 2 (see ([23], Theorem 2)). Both $C^+$ and $C^-$ are unbounded and

$$C^+ \subset (\mathbb{R} \times P^+) \cup \{(\lambda_1, 0)\}, \quad C^- \subset ((\mathbb{R} \times P^-) \cup \{(\lambda_1, 0)\}).$$ \tag{17}$$

Next, we give the following results.

Lemma 3. Let $I$ be an interval and if $y$ and $z$ are functions such that $y, z, \varphi_k(y')$ and $\varphi_k(z')$ are differentiable on $I$ and...
\[ y(t) > 0, z(t) > 0, y'(t) < 0, z'(t) < 0 \text{ for } t \in I. \text{ Then, we have the following identity:} \]
\[
\frac{d}{dt} \left[ \frac{y}{\varphi_k(z)} \left[ \varphi_k(y)\varphi_k(-z') - \varphi_k(z)\varphi_k(-y') \right] \right]
\]
\[= \frac{y}{\varphi_k(z)} \left[ \varphi_k(y)L_k[z] - \varphi_k(z)L_k[y] \right]
\]
\[+ r^{N-k} \left[ (-y')^{k+1} + k \left( \frac{-y'}{z} \right)^{k+1} + (k + 1)y' \left( \frac{-z'}{z} \right)^k \right]. \tag{18} \]

**Proof.** Similar the proof of Lemma 2.3 of [15] with obvious change, the left-hand side of (18) equals
\[\int_0^1 \frac{y}{\varphi_k(z)} \left[ \varphi_k(y)\varphi_k(-z') - \varphi_k(z)\varphi_k(-y') \right] \, dr\]
\[\int_0^1 \frac{y}{\varphi_k(z)} \left[ \varphi_k(y)L_k[z] - \varphi_k(z)L_k[y] \right] \, dr
\]
\[+ \int_0^1 \frac{y}{\varphi_k(z)} \left[ \varphi_k(y)L_k[z] - \varphi_k(z)L_k[y] \right] \, dr. \tag{23} \]

Similar to the proof as (2.3) in Lemma 2.3 of [15], we can show that the left-hand side of (23) equals 0. By Lemma 4, we have the result.

In order to treat the problems with nonasymptotic nonlinearity at 0 and \(\infty\), we use Whyburn-type superior limit theorems. However, if the collection of the infinite sequence of sets is unbounded, Whyburn’s limit theorem ([24], Theorem 9.1) cannot be used directly because the collection may not be relatively compact. In order to overcome this difficulty, Dai [25] established the following results.

**Lemma 5.** In (18) of Lemma 3, we have
\[\int_0^1 \frac{y}{\varphi_k(z)} \left( \varphi_k(y)L_k[z] - \varphi_k(z)L_k[y] \right) \, dr \leq 0. \tag{22} \]

**Proof.** By (18) of Lemma 3, it follows that
\[\varphi_k(s) = r^{N-k}s^k, \text{ } L_k[y] = (\varphi_k(-y'))'. \]

**Lemma 6** (see [25], Lemma 2.5). Let \(X\) be a normal space and let \(\{C_n\}_{n=1}^{\infty}\) be a sequence of unbounded connected subsets of \(X\). Assume that
\[(i) \text{ There exists } z^* \in \liminf_{n \to \infty} C_n \text{ with } \|z^*\| < +\infty.\]
(ii) For every \( R > 0 \), \((\cup_{n=1}^{\infty} C_n) \cap \overline{B}_R\) is a relatively compact set of \( X \), where
\[
B_R = \{x \in X \mid \|x\| \leq R\}. \tag{24}
\]

Then, \( D = \lim \sup_{n \to \infty} C_n \) is unbounded, closed, and connected.

Lemma 7 (see [25], Theorem 1.2). Let \( X \) be a normal vector space and let \( \{C_n\}_{n=1}^{\infty} \) be a sequence of unbounded connected subsets of \( X \). Assume that

(i) There exists \( z^* \in \liminf_{n \to \infty} C_n \) with \( \|z^*\| = +\infty \).

(ii) There exists a homeomorphism \( T: X \to X \) such that \( \|T(z^*)\| < +\infty \) and \( \{T(C_n)\} \) be a sequence of unbounded connected subsets in \( X \).

(iii) For every \( R > 0 \), \((\cup_{n=1}^{\infty} C_n) \cap \overline{B}_R\) is a relatively compact set of \( X \), where
\[
B_R = \{x \in X \mid \|x\| \leq R\}. \tag{25}
\]

Then, \( D = \lim \sup_{n \to \infty} C_n \) is unbounded, closed, and connected.

Lemma 8 (see [25], Corollary 2.3). Let \((X, \rho)\) be a metric space. If \( \{C_i\}_{i \in I} \) is a sequence of sets whose limit superior is \( L \) and there exists a homeomorphism \( T: X \to X \) such that for every \( R > 0 \), \((\cup_{i \in I} T(C_i)) \cap \overline{B}_R\) is a relatively compact set; then, for every \( e > 0 \), there exists an \( m \) such that for every \( n > m \), \( C_n \subset V_e(L) \), where \( V_e(L) \) denotes the set of all points \( p \) with \( \rho(p, x) < e \) for any \( x \in L \).

3. Global Bifurcation from an Interval

With a simple transformation \( v = -u \), problem (4) can be equivalently written as
\[
\begin{align*}
\left( r^{N-k}(-v')^{k} \right)' &= \frac{N}{C_N} r^{N-1} \left[ \lambda a(r) v^{k} + f(r, v, \lambda) \right], \quad r \in (0, 1), \\
v'(0) &= v(1) = 0. \tag{26}
\end{align*}
\]

where \( a \) satisfying (A0), \( F = f + g, f, g \in C([0, 1] \times (\mathbb{R}^+)^2) \), \( g \) satisfying (A1) and (12), and \( f \) satisfying
\[
\begin{align*}
(A2) \ |f(r, s, \lambda)/s^k| &\leq M, \quad \text{for all } r \in (0, 1), 0 < s \leq 1, \text{ and all } \lambda \in \mathbb{R}, \text{ where } M \text{ is a positive constant.}
\end{align*}
\]

Let \( S' \) denote the closure in \( \mathbb{R} \times E \) of the set of nontrivial solutions \((\lambda, v)\) of (26) with \( v \in P' \). By an argument similar to that of ([15], Lemma 5.1) with obvious changes, we can show that the following existence and uniqueness theorem is valid for problem (26).

Lemma 9 (see [15], Lemma 5.1). If \((\lambda, v)\) is a solution of (26) under the assumptions of (A0), (A1), (12), and (A2), and \( v \) has a double zero, then \( v \equiv 0 \).

The first main result for (26) is the following theorem.

Theorem 1. Let (A0), (A1), (12), and (A2) hold. Let \( d = M/a_0 \), where \( a_0 = \min_{r \in [0, 1]} \alpha(r) \), and let \( I = [\lambda_1 - d, \lambda_1 + d] \). The component \( C' \) of \( S' \cup (I \times \{0\}) \), containing \( I \times \{0\} \), is unbounded and lies in \( K' \cup (I \times \{0\}) \) for \( v \in \{+,-\} \).

To prove Theorem 1, we introduce the following auxiliary approximate problem:

\[
\begin{align*}
\left( r^{N-k}(-v')^{k} \right)' &= \frac{N}{C_N} r^{N-1} \left[ \lambda a(r) v^{k} + f(r, v, \lambda) \right], \quad r \in (0, 1), \\
v'(0) &= v(1) = 0. \tag{27}
\end{align*}
\]

To prove Theorem 1, the following lemma will play a key role.

Lemma 10. Let \( e_0, 0 < e_1 < 1 \), be a sequence converging to 0. If there exists a sequence \((\lambda_n, v_n) \in K'\) such that it is a nontrivial solution of problem (27) corresponding to \( \epsilon = e_n \) and \((\lambda_n, v_n)\) converges to \((\lambda, 0)\) in \( \mathbb{R} \times E \), then \( \lambda \in I \).

Proof. Let \( w_n = v_n/\|v_n\| \), then \( w_n \) satisfies the following problem:
\[
\begin{align*}
\left( r^{N-k}(-w'_n)^{k} \right)' &= \frac{N}{C_N} r^{N-1} \left[ \lambda a(r) w_n^{k} + f(r, v_n, \lambda_n) \right] \|v_n\|^k \|v_n\|^k, \quad r \in (0, 1), \\
w'_n(0) &= w_n(1) = 0. \tag{28}
\end{align*}
\]
Let
\[ \overline{g}(r, v, \lambda) = \max_{0 \leq s \leq v} |g(r, s, \lambda)|, \]
for all \( r \in (0, 1) \) and \( \lambda \) on bounded sets,

then, \( \overline{g} \) is nondecreasing with respect to \( v \) and
\[ \lim_{v \to 0^+} \frac{\overline{g}(r, v, \lambda)}{v^k} = 0, \]
uniformly for \( r \in (0, 1) \) and \( \lambda \) on bounded sets.

We claim that
\[ f(r, v_n v_n^{k+1}, \lambda_n) \leq f(t, v_n v_n^{k+1}, \lambda_n), \]
for all \( r \in (0, 1) \) and \( \lambda_n \) on bounded sets.

Clearly, (A2) implies that
\[ \frac{|g(r, v, \lambda)|}{v^k} \leq \frac{\overline{g}(r, |v|, \lambda)}{|v|} \leq \frac{\overline{g}(r, \|v\|, \lambda)}{\|v\|^k} \leq \frac{\overline{g}(r, \|v\|, \lambda)}{\|v\|} \to 0, \quad \text{as } \|v\| \to 0, \]
uniformly for \( r \in (0, 1) \) and \( \lambda \) on bounded sets.

Note that \( \|w_n\| = 1 \) implies \( \|w_n\|_{\infty} \leq 1 \). Using this fact with (31) and (32), we have that \( \lambda_n r^{N-1} a(r) w_n^k + N r^{N-1} f(r, v_n v_n^{k+1}, \lambda_n) \|v_n\|^k + N r^{N-1} g(r, v_n, \lambda_n) \|v_n\|^k \) is bounded in \( E \) for \( n \) large enough. The compactness of \( G_k \) implies that \( w_n \) converges in \( E \). Without loss of generality, we may assume that \( w_n \to w \) in \( E \) with \( \|w\| = 1 \). Clearly, we have \( w \in \mathcal{P} \).

We claim that \( w \in \mathcal{P}^r \). On the contrary, suppose that \( w \in \partial \mathcal{P}^r \), by Lemma 9, then, \( w \equiv 0 \), which is a contradiction with \( \|w\| = 1 \).

Now, we deduce the boundedness of \( \lambda \). Let \( \psi \) be an eigenfunction of problem (16) corresponding to \( \lambda_1 \).

We know that \( w_n \) satisfies \( r^{N-k} (-w_n^{k+1}) = (N/C_N^r) r^{N-1} \left[ a(r) w_n^k + f(r, v_n v_n^{k+1}, \lambda_n) \|v_n\|^k + g(r, v_n, \lambda_n) \|v_n\|^k \right] \), \( r \in (0, 1) \), \( w_n^k(0) = w_n(1) = 0 \), and \( \psi \) satisfies \( (r^{N-k} (-\psi')') = (N/C_N^r) r^{N-1} \lambda_1 a(r) \psi \), \( r \in (0, 1) \), \( \psi'(0) = \psi(1) = 0 \).

We can assume without loss of generality that \( v = + \). By Lemma 5, it follows that
\[ \int_0^1 \frac{w_n}{\varphi_k(\psi)} \left[ (\lambda_1 - \lambda_n) a(r) - f(r, v_n, v_n^{k+1}, \lambda_n) \right] \frac{|v_n|}{\|v_n\|^k} \frac{|w_n|}{\|w_n\|^k} \frac{\psi'}{\|\psi\|} dr \leq 0. \]

Similarly, we can also show that
\[ \int_0^1 \left[ \frac{(\lambda_1 - \lambda_n) a(r)}{\|v_n\|^k w_n^k} + \frac{g(r, v_n, \lambda_n)}{\|v_n\|^k w_n^k} \right] \frac{|\psi'}{\|\psi\|} dr \leq 0. \]

If \( \lambda \leq \lambda_1 \), considering (33), (A1), and (A2), we have that
\[ \int_0^1 \frac{(\lambda_1 - \lambda_n) a(r)}{C_N} r^{N-1} w^{k+1} dr \leq \lim_{n \to \infty} \int_0^1 \frac{f(r, v_n, v_n^{k+1}, \lambda_n)}{C_N} \frac{w_n^k}{\|w_n^k\|^k} \frac{r^{N-1} w_n^{k+1}}{w_n^{k+1}} dr \leq \lim_{n \to \infty} \int_0^1 \frac{f(r, v_n, v_n^{k+1}, \lambda_n)}{\|v_n\|^k \|w_n^k\|^k} \frac{N}{C_N} r^{N-1} w_n^{k+1} dr \leq \int_0^1 M \frac{N}{C_N} r^{N-1} w^{k+1} dr. \]
Hence, we get that
\[
\int_0^1 (\lambda - \lambda) d_0 \frac{N}{C_N} r^{N-1} w^{k+1} dr \leq \int_0^1 M \frac{N}{C_N} r^{N-1} w^{k+1} dr,
\]
which implies \(\lambda \geq \lambda_1 - d\).

If \(\lambda \geq \lambda_1\), considering (34), (A1), and (A2), we have that
\[
\int_0^1 (\lambda - \lambda) a(r) \frac{N}{C_N} r^{N-1} w^{k+1} dr \leq \int_0^1 M \frac{N}{C_N} r^{N-1} w^{k+1} dr,
\]
(38)

Hence, we get that
\[
\int_0^1 (\lambda - \lambda) a(r) \frac{N}{C_N} r^{N-1} w^{k+1} dr \leq \int_0^1 M \frac{N}{C_N} r^{N-1} w^{k+1} dr,
\]
which implies \(\lambda \geq \lambda_1 - d\).

Therefore, we have that \(\lambda \in I\). □

Proof of Theorem 1. We only prove the case \(v = +\) since the proof of the case \(v = -\) can be given similarly. Let \(C^*\) be the component of \(S^* \cup (I \times \{0\})\).

First, using the similar method to prove (17), Theorem 1.1 with obvious changes, we may prove that \(C^* \subset (K^* \cup (I \times \{0\})\).

In the following, we prove that \(C^*\) is unbounded. Suppose on the contrary that \(C^*\) is bounded. Using the similar method to prove Theorem 1 in [16] with obvious changes, we can find a neighborhood \(\mathcal{B}\) of \(C^*\) such that \(\partial \mathcal{B} \cap \mathcal{P}^* = \emptyset\).

In order to complete the proof of this theorem, we consider problem (27). For \(\epsilon > 0\), it is easy to show that nonlinear term \(f(r, v)v' + \lambda g(r, v, \lambda)\) satisfies the condition (H2). Let
\[
\mathcal{P}_\epsilon = \{ (\lambda, v) : (\lambda, v) \text{ satisfies (27)} \text{ and } v \neq 0 \} \subset \mathbb{R}^* \times \mathbb{E}.
\]
(39)

By Lemma 1, there exists an unbounded continuum \(C^*_\epsilon\) of \(S^*\) bifurcating from \((\lambda_1, 0)\) such that \(C^*_\epsilon \subset (K^* \cup \{(\lambda_1, 0)\})\).

Furthermore, by Lemma 2, there are two unbounded continua \(C_{\epsilon}^+\) and \(C_{\epsilon}^-\) of \(S^*\) bifurcating from \((\lambda_1, 0)\), which are both unbounded and \(C_{\epsilon}^* \subset (\mathbb{R} \times \mathbb{P}^*) \cup \{(\lambda_1, 0)\}\).

So there exists \((\lambda_\epsilon, v_\epsilon) \in \mathcal{C}_\epsilon^* \cap \partial \mathcal{B}\) for all \(\epsilon > 0\). Since \(\phi\) is bounded in \(K^*\), equation (27) shows that \((\lambda_\epsilon, v_\epsilon)\) is bounded in \(\mathbb{R} \times \mathbb{C}^*\) independently of \(\epsilon\). By the compactness of \(G_\epsilon\), one can find a sequence \(v_\epsilon \to 0\) such that \((\lambda_\epsilon, v_\epsilon)\) converges to a solution \((\lambda, v)\) of (27). So \(v \in \mathcal{P}^*\). If \(v \in \partial \mathcal{P}^*\), then from Lemma 9, it follows that \(v = 0\). By Lemma 10, \(\lambda \in I\), which contradicts the definition of \(\mathcal{B}\). On the other hand, if \(v \neq 0\), then \((\lambda, v) \in \mathcal{P}^* \cap \partial \mathcal{B}\) which contradicts \(\mathcal{P}^* \cap \partial \mathcal{B} = \emptyset\).

From Theorem 1 and its proof, we can easily get the following corollaries. □

Corollary 1. There exist two unbounded subcontinua \(D^+\) and \(D^-\) of solutions of (26) in \(\mathbb{R} \times \mathbb{Y}\), bifurcating from \((I \times \{0\})\) and \(D^+ \subset (\mathbb{R} \times \mathbb{P}^*) \cup (I \times \{0\})\) for \(v = +\) and \(v = -\).

We relax the assumption of \(a(x)\) as the following.

(B0) \(a(x) \in C(\overline{\mathbb{B}})\) is a radially symmetric sign-changing weight.

Corollary 2. Let (A3) hold and f ≡ 0. Then, there exist two unbounded subcontinua \(\mathcal{C}^+\) and \(\mathcal{C}^-\) of solutions of (26) in \(\mathbb{R} \times \mathbb{Y}\), bifurcating from \((I \times \{0\})\), and \(\mathcal{C}^+ \subset (\mathbb{R} \times \mathbb{P}^*) \cup (I \times \{0\})\) for \(v = +\) and \(v = -\).

4. Spectrum of Half-Quasilinear Eigenvalue Problems

With a simple transformation \(v = -u\), problem (7) can be equivalently written as
\[
\begin{align*}
\left( \frac{r^{N-k}(-v')'}{r} \right)' &= \frac{N}{C_N} r^{N-1} \left[ \lambda a(r)v' + \alpha(r)(v')^k + \beta(r)(v')^j \right], \quad r \in (0, 1), \\
v'(0) &= v(1) = 0,
\end{align*}
\]
where \( v^* = \max[v, 0], \) \( v^- = -\min[v, 0], \) and \( \alpha(r) \) and \( \beta(r) \) satisfy the following:

(A3) \( \alpha(r), \beta(r) \in C[0,1] \) are radially symmetric.

Problem (40) is called half quasi-linear because it is positive \( k \) homogeneous in the cones \( u > 0 \) and \( u < 0. \) Similar to that of [16], we say that \( \lambda \) is a half-eigenvalue of problem (40), if there exists a nontrivial solution \((\lambda, u_1)\). \( \lambda \) is also said to be simple if \( v = cu_1, c > 0 \) for all solutions \((\lambda, v)\) of problem (40). A half-eigenvalue is called the principal half-eigenvalue if the corresponding eigenfunction is positive or negative.

By an argument similar to that of [17, 18], we can obtain the following theorem.

**Theorem 2.** There exist two simple half-eigenvalues \( \lambda^+ \) and \( \lambda^- \) for problem (40). The corresponding half-linear solutions are in \( \{\lambda^+\} \times P^+ \) and \( \{\lambda^-\} \times P^-. \) Furthermore, aside from \( \lambda^+ \) and \( \lambda^- \), there is no other half-eigenvalue with positive or negative eigenfunction.

**Proof.** Applying the similar method to prove Theorem 1.2 in [17] or Theorem 3.1 in [18] with obvious changes, by Theorem 1 and Lemma 3–5, we can prove the conclusion.

Naturally, we can consider the bifurcation structure of the perturbation of problem (40) of the following form:

\[
\begin{aligned}
\left\{ \begin{array}{l}
(r^{N-k}(-v'))^r = \frac{N}{C_N}r^{N-1}[\lambda a(r)r^{N-k} + \alpha(r)(v^*)^k + \beta(r)(v^-)^k + g(r, v, \lambda)], \\
v'(0) = v(1) = 0,
\end{array} \right.
\end{aligned}
\]

where \( g \) satisfies (A1) and (12).

**Remark 1.** By some simple computation, we can show that if \( \beta \equiv 0, \) then \( \lambda^- = \lambda_1, \) \( \alpha \equiv 0 \) implies \( \lambda^* = \lambda_1, \) and \( \alpha = \beta \equiv 0 \) implies \( \lambda^+ = \lambda^- = \lambda_1. \)

**Remark 2.** Note that \( \min\{\lambda^+, \lambda^-, \lambda^*\} \) is the least half-eigenvalue for (40).

Using a similar method to prove Theorem 3.1 in [17] or Theorem 3.2 in [18] with obvious changes, by Corollary 1, we may obtain the following result.

\[
\begin{aligned}
\left\{ \begin{array}{l}
(r^{N-k}(-v'))^r = \frac{N}{C_N}r^{N-1}[\alpha(r)(v^*)^k + \beta(r)(v^-)^k + g(r, v, \lambda)], \\
v'(0) = v(1) = 0,
\end{array} \right.
\end{aligned}
\]

where \( f \) satisfies the following subcritical growth restriction (see [15], (6.1)):

\[
|f(s)| \leq C(1 + |s|^p),
\]

for some \( p \in (k, k^*]. \) Here,

\[
k^* = \begin{cases} 
\frac{N(k+1)}{N-2k}, & \text{if } k < \frac{N}{2}, \\
+\infty, & \text{if } k \geq \frac{N}{2}.
\end{cases}
\]

These are the lower critical exponent for the \( k \)-Hessian operator (see [26, 27]).

**Theorem 3.** For \( \nu = +, -, (\lambda^*, 0) \) is a bifurcation point for problem (41). Moreover, there exists an unbounded continuum \( D^\nu \) of solutions of problem (41), such that \( D^\nu \subset (\{R \times P^\nu\} \cup \{\lambda^*, 0\}). \)

**Remark 3.** Theorem 3 indicates that the bifurcation interval \( I = \{\lambda^+, \lambda^-\}, \) i.e., for problem (41), the bifurcation interval \( I \) is a finite point set.

**5. One-Sign Solutions for the Hessian Equation**

With a simple transformation \( v = -u, \) problem (8) can be equivalently written as

\[
\begin{aligned}
\left\{ \begin{array}{l}
(r^{N-k}(-v'))^r = \frac{N}{C_N}r^{N-1}[\alpha(r)(v^*)^k + \beta(r)(v^-)^k + g(r, v, \lambda)], \\
v'(0) = v(1) = 0,
\end{array} \right.
\end{aligned}
\]

where \( f \) satisfies the following assumptions:

\[\text{(H1)} \ f(s) > 0 \text{ for } s \neq 0\]
\[\text{(H2)} \ f_0, f_\infty \in (0, +\infty)\]
\[\text{(H3)} \ f_0 = \infty \text{ and } f_\infty \in (0, \infty)\]
\[\text{(H4)} \ f_0 \in (0, \infty) \text{ and } f_\infty = \infty\]
\[\text{(H5)} \ f_0 = 0 \text{ and } f_\infty \in (0, \infty)\]
\[\text{(H6)} \ f_0 \in (0, \infty) \text{ and } f_\infty = 0\]
\[\text{(H7)} \ f_0 = \infty \text{ and } f_\infty = 0\]
\[\text{(H8)} \ f_0 = 0 \text{ and } f_\infty = \infty\]
\[\text{(H9)} \ f_0 = \infty \text{ and } f_\infty = \infty\]
\[\text{(H10)} \ f_0 = 0 \text{ and } f_\infty = 0\]
Here,
\[
\begin{align*}
 f_0 &= \lim_{|s| \to 0} \frac{f(s)}{s^k}, \\
 f_{\infty} &= \lim_{|s| \to \infty} \frac{f(s)}{s^k}.
\end{align*}
\]
(45)

Obviously, any one-sign solution of problem (42) is a one-sign solution of problem (8). Conversely, we claim that any one-sign solution of problem (8) is a one-sign solution of problem (42).

Define the Nemytskii operator \( H_1: \mathbb{R} \times E \to Y \) by
\[
H_1(\mu,v)(r) = \frac{N}{C_N} N^{-1} \left[ \alpha(r)(v^+) + \beta(r)(v^-)^k + \mu a(r)f(v) \right].
\]
(46)

Then, it is clear that \( H_1 \) is a continuous (compact) operator and problem (42) can be equivalently written as
\[
v = G_k[H_1(\mu,v)] = F_1(\mu,v),
\]
(47)

where \( F_1: \mathbb{R} \times E \to E \) is completely continuous and \( F_1(\mu,0) = 0, \forall \mu \in \mathbb{R} \).

respectively. If \((c,d) \subseteq (0,1), v_1(c) = v_1(d) = 0, \) and \( v_1(t) \neq 0 \) in \((c,d), \) then either there exists \( r \in (c,d) \) such that \( v_2(r) = 0 \) or \( b_2 = b_1, \) or \( b_2 = b_1 + \alpha + \beta \) or \( b_2 = b_1 - \alpha - \beta \) and \( v_2(r) = \mu v_1(r) \) for some constant \( \mu \neq 0. \)

Proof. If \( u_2(r) = 0 \) on \((c,d), \) we discuss two cases. \square

Case 1. \( u_1(r)u_2(r) > 0 \) in \((c,d), \) similar to the proof of Lemma 10. By Lemma 3 and 4, we have that \( u_2 = \mu u_1 \) and \( b_2 = b_1. \)

Case 2. \( u_1(r)u_2(r) < 0 \) in \((c,d), \) similar to the proof of Case 1. We have that \( u_2 = \mu u_1 \) and \( b_2 = b_1 + \alpha + \beta \) or \( b_2 = b_1 - \alpha - \beta. \)

By Lemma 11, we obtain the following result that will be used later.

Lemma 12. Let \( b_i(r) \in C(0,1), i = 1,2 \) and \( b_4(r) \geq \max\{b_1(r), b_2(r) + \alpha + \beta, b_1(r) - \alpha - \beta\} \) and \( b_4(r) \neq \max\{b_1(r), b_2(r) + \alpha + \beta, b_1(r) - \alpha - \beta\} \) on \([0,1]. \) Also let \( v_1 \) and \( v_2 \) be solutions of problem (48). If \( v_1(r) \neq 0 \) in \((0,1), \) then \( v_2 \) has at least one zero in \((0,1). \)

The main results of this section are the following theorems.

Theorem 4. Let \((A0), (A3), (H1), \) and \((H2) \) hold. Then, for any \( \gamma \in (\lambda'/f_{\infty}, \lambda'/f_0) \cup (\lambda'/f_0, \lambda'/f_{\infty}) \) with \( \gamma = +, - , \) problem (8) possesses two solutions \( u^+ \) and \( u^- \) such that \( \nu u^+ > 0. \)

Remark 4. From (H1) and (H2), we can see that there exists a positive constant \( Q \) such that \( f(s)/s \geq Q \) for all \( s \neq 0. \)

Remark 5. Note that if \( a(t) = \beta(t) \equiv 0, \) the result of Theorem 4 is equivalent to those of Theorem 6.3 in [15]; Theorem 4 extends the corresponding results of [15].

In order to prove Theorem 4, similar to the proof of Lemma 2.3 of [15] and Lemma 3.1 of [17] with obvious change, we need the following Sturm-type comparison result.

Lemma 11. Let \( b_2(r) \geq \max\{b_1(r), b_1(r) + \alpha + \beta, b_1(r) - \alpha - \beta\} \) for \( r \in (0,1) \) and \( b_1(r) \in C(0,1), i = 1,2. \) Also, let \( v_1 \) and \( v_2 \) be solutions of the following differential equations:

\[
\begin{align*}
\left\{ 
\begin{array}{l}
\left( r^{N-k}(-\nu^k)^r \right)^{'r} = \frac{N}{C_N} N^{-1} \left[ b_1(r)v^k + a(r)(v^+)^k + \beta(r)(v^-)^k \right], \\
\nu^r(0) = v(1) = 0,
\end{array}
\right.
\end{align*}
\]
(48)

Proof of Theorem 4. It suffices to prove that problem (42) possesses two solutions \( v^+ \) and \( v^- \) such that \( \nu v^+ > 0 \) for \( \nu = +, - . \) Note that \( f_0 \in (0, +\infty) \) implies \( f(0) = 0. \) Hence, \( \nu = 0 \) is always the solution of problem (42). Let \( \xi \in C(\mathbb{R}, \mathbb{R}) \) such that \( f(u) = f_0v^k + \xi(v) \) with \( \lim_{|v| \to \infty} \xi(s)/s^k = 0. \) For \( \nu = +, - , \) applying Theorem 3 to problem (42), we know that there is an unbounded continua \( D^\nu \) of solutions to problem (42), bifurcating from \((\lambda'/f_0, 0), \) such that

\[
D^\nu \subset \left( \mathbb{P}^+ \cup \left\{ \left( \frac{\lambda'}{f_0}, 0 \right) \right\} \right).
\]
(49)

To complete this theorem, it will be enough to show that \( D^\nu \) joins \((\lambda'/f_0, 0) \) to \((\lambda'/f_{\infty}, \infty). \) Let \( \{(\mu_n, v_n) \in D^\nu \} \) satisfy \( \mu_n + \|v_n\| \to \infty. \) We note that \( \mu_n > 0 \) for all \( n \in \mathbb{N} \) since \((0, 0) \) is the only solution of problem (42) for \( \nu = 0. \) We divide the rest of proofs into two steps.

Step 1. We show that there exists a constant number \( M > 0 \) such that \( \mu_n \in (0, M], \) for all \( n. \)

On the contrary, we suppose that \( \lim_{n \to \infty} |\mu_n| = +\infty. \) Since \((\mu_n, v_n) \in D^\nu, \) it follows from the compactness of \( G_k \) that
\[
\left\{ \begin{array}{l}
(r^{N-k}(-v_n^*)^r) = \frac{N}{C_N} r^{N-1} \left[ \mu a(r) f_{\infty} r + \alpha(r) (v_n^*)^r + \beta(r) (v_n^*)^r \right], \quad r \in (0, 1), \\
v(0) = v(1) = 0,
\end{array} \right.
\]

where \( f_{\infty} : [0, 1] \times [0, \infty) \) by

\[
\bar{f}_{\infty}(r) = \begin{cases} 
\frac{f(v_n)}{v_n^r}, & v_n \neq 0, \quad r \in [0, 1], \\
f_0, & v_n = 0, \quad r \in [0, 1].
\end{cases}
\]

By Remark 4, we have

\[
\lim_{n \to \infty} \mu_n \bar{f}_{\infty}(r) = \pm \infty.
\]

Let \( \psi^* \) be an eigenfunction corresponding to \( \lambda^* \). But if \( \lim_{n \to \infty} \mu_n \bar{f}_{\infty}(r) = -\infty \), applying Lemma 12 to \( v_n \) and \( \psi^* \), we have that \( \psi^* \) must change sign for \( n \) large enough, by \( \psi^* \in P^\prime \), which is impossible. So \( \lim_{n \to \infty} \mu_n \bar{f}_{\infty}(r) = +\infty \), applying Lemma 12 to \( \psi^* \) and \( v_n \), we get that \( v_n \) must change sign for \( n \) large enough, and this contradicts the fact that \( v_n \in P^\prime \).

Step 2. We show that \( D^* \) joins \( (\lambda^*/f_{\infty}, 0) \) to \( (\lambda^*/f_{\infty}, \infty) \).

It follows from Step 1 that \( \|v_n\| \to +\infty \). Let \( \xi \in C([R, R]) \) be such that \( f(v) = f_{\infty} v + \xi(v) \). Then, \( \lim_{n \to \infty} \xi(v) \sim 0 \). Let \( \tilde{\xi}(v) = \max\{|\xi(s)| : 0 \leq |s| \leq v\} \), then \( \tilde{\xi} \) is nondecreasing. Set \( \tilde{\xi}(v) = \max\{|\xi(s)| : v/2 \leq |s| \leq v\} \). Then, we have that

\[
\lim_{v \to \infty} \frac{\tilde{\xi}(v)}{v} = 0,
\]

It follows that

\[
\lim_{v \to \infty} \frac{\tilde{\xi}(v)}{v} = 0.
\]

We divide the equation

\[
\left\{ \begin{array}{l}
(r^{N-k}(-v_n^*)^r) = \frac{N}{C_N} r^{N-1} \left[ \mu a(r) f_{\infty} r + \alpha(r) (v_n^*)^r + \beta(r) (v_n^*)^r + \mu a(r) \xi(v_n) \right], \quad r \in (0, 1), \\
v_n(0) = v_n(1) = 0,
\end{array} \right.
\]

by \( \|v_n\|^r \) and set \( w_n = v_n/\|v_n\| \). Since \( w_n \) is bounded in \( C^2[0, 1] \), choosing a subsequence and relabeling if necessary, we have that \( w_n \to w \) for some \( w \in E \). Moreover, from (54) and the fact that \( \tilde{\xi} \) is nondecreasing, we have that

\[
\lim_{n \to \infty} \left| \frac{\tilde{\xi}(v_n(t))}{\|v_n\|^r} \right| = 0, \quad \forall t \in [0, 1],
\]

since

\[
\left\{ \begin{array}{l}
(r^{N-k}(-w_n^*)^r) = \frac{N}{C_N} r^{N-1} \left[ \mu a(r) f_{\infty} w_n + \alpha(r) (w_n^*)^r + \beta(r) (w_n^*)^r \right], \quad r \in (0, 1), \\
w_n(0) = w_n(1) = 0,
\end{array} \right.
\]

where \( \mu = \lim_{n \to \infty} \mu_n \), again choosing a subsequence and relabeling if necessary. Thus, it is clear that \( \|w\| = 1 \) and \( w \in D^* \subseteq D^\prime \) since \( D^\prime \) is closed in \( \mathbb{R} \times E \). Moreover, by Theorem 2, \( \mu f_{\infty} = \lambda^* \), so that

\[
\mu = \frac{\lambda^*}{f_{\infty}}.
\]

Thus, \( D^* \) joins \( (\lambda^*/f_{\infty}, 0) \) to \( (\lambda^*/f_{\infty}, \infty) \).
Remark 6. From the Proof of Theorem 4, we can see that if $f_0, f_{\infty} \in (0, +\infty)$, then there exist $\lambda_1 > 0$ and $\lambda_2 > 0$ such that problem (8) possesses two one-sign solutions $u^+$ and $u^-$ for all $\lambda \in (-\lambda_2, -\lambda_1) \cup (\lambda_1, \lambda_2)$ and has no one-sign solution for all $\lambda \in (-\lambda_2, 0) \cup (0, \lambda_2) \cup (-\infty, -\lambda_1) \cup (\lambda_1, +\infty)$.

Proof. We shall only prove the case of $\lambda \in (0, \lambda_2)$ since the proofs of the other cases are completely analogous.

Clearly, $f_0, f_{\infty} \in (0, +\infty)$ implies that there exists a positive constant $M$ such that

$$\left| \frac{f(s)}{s^k} \right| \leq M, \quad \text{for any } s \neq 0. \quad (60)$$

It is sufficient to show that there exists $\lambda_1 > 0$ such that problem (42) has no solution for all $\lambda \in (0, \lambda_2)$. Suppose on the contrary that there exists one pair $(\mu, \nu) \in D^r$ such that $\mu \in (0, ((C_0 - a^0 - \beta^0)/ya^0M))$. Let $w = \nu/\nu \|\|$. Obviously, one has that

$$1 = \|w\| = \int_0^1 \left| \frac{N}{C_N} s^{-k} \int_0^\infty \tau^{N-1} \left[ a(r)(w_n^+)^k + \beta(r)(w_n^-)^k + \mu ya(r) \frac{f(\nu)}{\nu \|\|} \right] d\tau \right|^\frac{1}{k} ds \quad \text{(61)}$$

$$\leq \left( \frac{\alpha^0 + \beta^0 + \mu ya^0M}{C_N} \right)^{\frac{1}{k}} < 1.$$  

This is a contradiction.

From the Proof of Theorem 4 and Remark 6, we can deduce the following two corollaries.

**Corollary 3.** Assume that there exists a positive constant $\rho > 0$ such that

$$\frac{f(s)}{s^k} \geq \rho, \quad \text{for any } s \neq 0. \quad (62)$$

Then, there exists $c_0 > 0$ such that problem (8) has no one-sign solution for any $\lambda \in (0, -c_0) \cup (c_0, +\infty)$.

**Corollary 4.** Assume that there exists a positive constant $\rho > 0$ such that

$$\frac{f(s)}{s^k} \leq \rho, \quad \text{for any } s \neq 0. \quad (63)$$

Then, there exists $\eta_0 > 0$ such that problem (8) has no one-sign solution for any $\lambda \in (0 - \eta_0) \cup (\eta_0, +\infty)$.

**Theorem 5.** Let (A0), (A3), (H1), and (H3) hold. For $\nu \in \{+,-\}$, assume that one of the following conditions holds:

(i) $\nu \in (0, \lambda^*/f_{\infty})$, for $\lambda^* > 0$

(ii) $\nu \in (0, \lambda^*/f_{\infty}) \cup (\lambda^*/f_{\infty}, 0)$, for $\nu > 0$

(iii) $\nu \in (0, \lambda^*/f_{\infty}) \cup (\lambda^*/f_{\infty}, 0)$, for $\nu > 0$

(iv) $\nu \in (\lambda^*/f_{\infty}, 0)$, for $\lambda^* < 0$

Then, problem (8) possesses two solutions $u^+$ and $u^-$, such that $\nu u^+ > 0$ for $\nu = +, -$.

Proof. We shall only prove the case of (i) since the proofs of the cases for (ii), (iii), and (iv) are completely analogous.

Inspired by the idea of [28], we define the cutoff function of $f$ as follows:

$$f^{[\nu]}(s) = \begin{cases} 
ns^k, & s \in \left(0, \frac{1}{n} \nu \right], \\
\left( f\left( \frac{2}{n} \right) - \frac{1}{n^{k-1}} \right) ns + \frac{2}{n^{k-1}} - f\left( \frac{2}{n} \right), & s \in \left( \frac{1}{n}, \frac{2}{n} \right), \\
-\left( f\left( \frac{2}{n} \right) - \frac{(-1)^k}{n^{k-1}} \right) ns + \frac{2(-1)^k}{n^{k-1}} - f\left( \frac{2}{n} \right), & s \in \left( \frac{2}{n}, \frac{1}{n} \right), \\
f(s), & s \in \left[ -\infty, \frac{2}{n} \right] \cup \left[ \frac{2}{n}, +\infty \right].
\end{cases} \quad (64)$$

We consider the following problem:

$$\left\{ \begin{array} {l}
\left( r^{N-k} (-\nu)^k \right)' = \frac{N}{C_N} \int_0^{r^{N-1}} \left[ a(r) (\nu^r)^k + \beta(r) (\nu^r)^k + \gamma a(r) f^{[\nu]}(\nu) \right], \quad r \in (0, 1), \\
\nu'(0) = \nu(1) = 0.
\end{array} \right. \quad (65)$$
Clearly, we can see that \( \lim_{n \to \infty} f(s) = f(s) \), \((f^{(n)})_0 = n \), and \((f^{(n)})_\infty = f_\infty \).

Similar to the Proof of Theorem 4, there exists an unbounded continuum \( D^{\text{in}}[n] \) of solutions of problem (65) emanating from \((\lambda'/n, 0)\) and joining to \((\lambda'/f_\infty, \infty)\), such that \( D^{\text{in}}[n] \subset ((\mathbb{R} \times P^r) \cup \{(\lambda'/n, 0)\}) \) and \((\lambda'/f_\infty, \infty) \in D^{\text{in}}[n] \).

Taking \( z^* = (0, 0) \), we easily obtain that \( z^* \in \text{liminf}_{t \to \infty} D^{\text{in}}[n] \). So condition (i) in Lemma 6 is satisfied with \( z^* = (0, 0) \).

Since \( f_1 \) is completely continuous from \( \mathbb{R} \times E \to E \), we have that \((\cup_{n=0}^{\infty} D^{\text{in}}[n]) \cap \mathbb{R}^e \) is precompact, and accordingly (ii) in Lemma 6 holds.

Therefore, by Lemma 6, \( D^* = \text{limsup}_{n \to \infty} D^{\text{in}}[n] \) is unbounded, closed, and connected such that \( z^* \in D^* \).

Clearly, \( y \) is the solution of problem (42) for any \((\lambda, \nu) \in \mathcal{D}^r \). From the definition of superior limit (see [24, p. 7]), we can easily see that \( D^* \subseteq \cup_{n=1}^{\infty} D^{\text{in}}[n] \). So one has that \( D^* \subseteq ((\mathbb{R} \times P^r) \cup \{(0, 0)\}) \).

We may claim that \( z^* = (0, 0) \) is the unique bifurcation point of \( D^* \).

Suppose on the contrary that there exists a sequence \( (\lambda_n, \nu_n) \in D^*/\{(0, 0)\} = \text{limsup}_{n \to \infty} D^{\text{in}}[n]/\{(0, 0)\} \) such that \( \lim_{n \to \infty} \lambda_n = \mu \neq 0 \) and \( \lim_{n \to \infty} \nu_n = 0 \). Hence, for any \( N_0 \in \mathbb{N} \), there exists \( n_0 \geq N_0 \) such that \( (\lambda_n, \nu_n) \in D^{\text{in}}[n_1] \). By (54), it follows that \( \lambda_n = \lambda'/n_0 \) for \( n_0 \geq N_0 \). From the arbitrary of \( N_0 \), it implies that \( n_0 \to \infty \), i.e., \( \mu = 0 \), which contradicts the assumption of \( \mu \neq 0 \).

Similar to the method of the proof of Step 2 in Theorem 4, we can obtain that \((\lambda'/f_\infty, \infty) \in D^* \).

Thus, \( D^* \) is an unbounded component of solutions of problem (42) emanating from \((0, 0)\), such that \( D^* \subseteq ((\mathbb{R} \times P^r) \cup \{(0, 0)\}) \), and \( D^* \) joins \((0, 0)\) to \((\lambda'/f_\infty, \infty) \). \( \square \)

**Theorem 6.** Let \((A0), (A3), (H1), (H4), and (43) hold. For \( \nu \in \{+, -\} \), assume that one of the following conditions holds:

(i) \( \nu \in (0, \lambda'/f_\infty) \), for \( \lambda' > 0 \)

(ii) \( \nu \in (0, \lambda'/f_\infty) \cup (\lambda'/f_\infty, 0) \), for \( \nu \lambda' > 0 \)

(iii) \( \nu \in (0, \lambda'/f_\infty) \cup (\lambda'/f_\infty, 0) \), for \( \nu \lambda' < 0 \)

(iv) \( \nu \in (0, \lambda'/f_\infty) \), for \( \lambda' < 0 \)

Then problem (8) possesses two solutions \( u^+ \) and \( u^- \), such that \( \nu u^+ > 0 \) for \( \nu = +, - \).

**Proof.** We shall only prove the case of (i) since the proofs of the cases for (ii), (iii), and (iv) are completely analogous.

If \( (\lambda, \nu) \) is any nontrivial solution of problem (42), dividing problem (42) by \( \|v\|^2k \) and setting \( w = v/\|v\|^2 \) yields

\[
\begin{align*}
\left( r^{N-k} (-w')^k \right)' &= \frac{N}{C_N} r^{N-1} \left[ \alpha(r)(w^+) + \beta(r)(w^-)^k + \gamma(a(r)\frac{f(v)}{\|v\|^2}) \right], \quad r \in (0, 1), \\
\|w\|^2 = 0 &= \left( w' - \frac{w}{\|w\|^2} \right), \quad \text{if } \nu \neq 0, \\
\|w\|^2 = 0 &= \left( w' - \frac{w}{\|w\|^2} \right), \quad \text{if } \nu = 0.
\end{align*}
\]

Define

\[
\bar{f}(w) = \begin{cases} \|w\|^2f\left( \frac{w}{\|w\|^2} \right), & \text{if } \nu \neq 0, \\
0, & \text{if } \nu = 0.
\end{cases}
\]

Evidently, problem (66) is equivalent to

\[
\begin{align*}
\left( r^{N-k} (-w')^k \right)' &= \frac{N}{C_N} r^{N-1} \left[ \alpha(r)(w^+) + \beta(r)(w^-)^k + \gamma(a(r)\bar{f}(w)) \right], \quad r \in (0, 1), \\
\|w\|^2 = 0 &= \left( w' - \frac{w}{\|w\|^2} \right), \quad \text{if } \nu \neq 0, \\
\|w\|^2 = 0 &= \left( w' - \frac{w}{\|w\|^2} \right), \quad \text{if } \nu = 0.
\end{align*}
\]

It is obvious that \((\gamma, 0)\) is always the solution of problem (68). By simple computation, we can show that \( f_0 = f_\infty = \infty \) and \( f_\infty = f_0 \in (0, \infty) \). Now, applying Theorem 5, there exists an unbounded continuum \( C^r \) of solutions of problem (68) emanating from \((0, 0)\), such that \( C^r \subset ((\mathbb{R} \times P^r) \cup \{(0, 0)\}) \), and \( D^r \) joins \((0, 0)\) to \((\lambda'/f_\infty, \infty) \).

Under the inversion \( w \to w/\|w\|^2 = -\nu \), we obtain \( C^r \to D^r \) being an unbounded component of solutions of problem (42) emanating from \((\lambda'/f_\infty, 0)\). Applying a similar method as the proof of Theorem 6.5 in [15], by (43), we can get that \((0, \infty) \in D^r \). \( \square \)

**Theorem 7.** Let \((A0), (A3), (H1), \) and \((H5) \) hold. For \( \nu \in \{+, -\} \), assume that one of the following conditions holds:

(i) \( \nu \in (\lambda'/f_\infty, \infty) \), for \( \lambda' > 0 \)

(ii) \( \nu \in (\lambda'/f_\infty, \infty) \cup (-\infty, \lambda'/f_\infty) \), for \( \nu \lambda' > 0 \)
(iii) \( \gamma \in (\lambda^{-1}/f_{\infty}, +\infty) \cup (-\infty, \lambda^{-1}/f_{\infty}) \), for \( \forall \lambda^* < 0 \)
(iv) \( \gamma \in (-\infty, \lambda^{-1}/f_{\infty}) \), for \( \lambda^* < 0 \)

Then, problem (8) possesses two solutions \( u^+ \) and \( u^- \), such that \( \nu u^+ > 0 \) for \( \nu = +, -\).

\[
f^{[n]}(s) = \begin{cases} 
\frac{1}{n} s^k, & s \in \left( \frac{-1}{n}, \frac{1}{n} \right], \\
\left[ f\left( \frac{2}{n} \right) - \frac{1}{n^{k+1}} \right] ns + \frac{2}{n^{k+1}} - f\left( \frac{2}{n} \right), & s \in \left( \frac{1}{n}, \frac{2}{n} \right], \\
\left[ f\left( \frac{2}{n} \right) - \frac{(-1)^k}{n^{k+1}} \right] ns + \frac{2(-1)^k}{n^{k+1}} - f\left( \frac{2}{n} \right), & s \in \left( \frac{2}{n}, \frac{1}{n} \right], \\
f(s), & s \in (-\infty, -\frac{2}{n}] \cup \left[ \frac{2}{n}, +\infty \right).
\end{cases}
\]

We consider the following problem:

\[
\begin{cases}
(r^{N-k}(-v')^k)' = \frac{N}{C_N}^{N-1} \left[ \alpha(r)(v')^k + \beta(r)(-v)^k + \gamma a(r)f^{[n]}(v) \right], & r \in (0, 1), \\
v'(0) = v(1) = 0.
\end{cases}
\]

Clearly, we can see that \( \lim_{n \to \infty} f^{[n]}(s) = f(s) \), \( f^{[n]}_0 = 1/n \), and \( f^{[n]}_\infty = f_{\infty} \).

Similar to the Proof of Theorem 4, there exists an unbounded continuum \( D^{[n]} \) of solutions of problem (70) emanating from \((\lambda^*n, 0)\) and joining to \((\lambda^{-1}/f_{\infty}, \infty)\), such that \( D^{[n]} \subseteq (\mathbb{R} \times P^u) \cup \{(\lambda^*n, 0)\} \) and \((\lambda^*/f_{\infty}, \infty) \in D^{[n]} \).

Taking \( z^* = (\lambda^*/0, 0) \), we easily obtain that \( z^* \in \liminf_{n \to \infty} D^{[n]} \) with \( \|z^*\|_{\mathbb{R}^E} = +\infty \). So condition (i) in Lemma 7 is satisfied with \( z^* = (+, +\infty) \).

Define a mapping \( T: \mathbb{R} \times E \to \mathbb{R} \times E \) such that

\[
T(y, v) = \begin{cases}
\left( \frac{1}{r}, v \right), & y \in (-\infty, 0) \cup (0, +\infty), \\
(0, v), & y = 0, \\
(\infty, v), & y = 0.
\end{cases}
\]

It is easy to verify that \( T \) is a homeomorphism and \( \|T(z^*)\|_{\mathbb{R}^E} = 0 \). Obviously, \( \{ T(D^{[n]}(y)) \} \) be a sequence of unbounded connected subsets in \( E \). So (ii) in Lemma 7 holds.

Since \( F_1 \) is completely continuous from \( \mathbb{R} \times E \to E \), we have that \( (\bigcup_{n=1}^{\infty} T(D^{[n]}(y))) \cap \overline{B}_E \) is \( s \) precompact, and accordingly (iii) in Lemma 7 holds.

Therefore, by Lemma 7, \( D^* = \limsup_{n \to \infty} D^{[n]} \) is unbounded, closed, and connected such that \( z^* \in D^* \).

\[
\text{Proof.} \quad \text{We shall only prove the case of (i) since the proofs of the cases for (ii), (iii), and (iv) are completely analogous. Define}
\]

\[
\begin{align*}
\left( r^{-k}(-v')^k \right)' &= \frac{N}{C_N}^{N-1} \left[ \alpha(r)(v')^k + \beta(r)(-v)^k + \gamma a(r)f^{[n]}(v) \right], & r \in (0, 1), \\
v'(0) &= v(1) = 0.
\end{align*}
\]

Obviously, \( v \) is the solution of problem (42) for any \( (y, v) \in D^* \). From the definition of superior limit (see [24], P. 7), we can easily see that \( D^* \subseteq \bigcup_{n=1}^{\infty} D^{[n]} \). So one has that \( D^* \subseteq (\mathbb{R} \times (P^u \cup \{0\})) \).

Next, we show that the projection of \( D^* \) on \( \mathbb{R} \) is nonempty. By Theorem 4, we have known that \( D^{[n]} \) has an unbounded projection on \( \mathbb{R} \) for any fixed \( n \in \mathbb{N} \). By Lemma 8, for each fixed \( \varepsilon > 0 \), there exists an \( m \) such that for every \( n > m \), \( D^{[n]} \subset V_\varepsilon(D^*) \). This implies that

\[
(\lambda^*n, \infty) \subseteq \text{Proj}_{\mathbb{R}}\left( D^{[n]} \right) \subseteq \text{Proj}_{\mathbb{R}}\left( V_\varepsilon(D^*) \right),
\]

where \( \text{Proj}_{\mathbb{R}}(D^*) \) denotes the projection of \( D^* \) on \( \mathbb{R} \). It follows that the projection of \( D^* \) is nonempty on \( \mathbb{R} \).

\(\square\)

Theorem 8. Let (A0), (A3), (H1), and (H6) hold. For \( \nu \in \{+, -\} \), assume that one of the following conditions holds:

(i) \( \gamma \in (\lambda^*/f_{\infty}, +\infty) \), for \( \lambda^* > 0 \)
(ii) \( \gamma \in (-\infty, \lambda^*/f_{\infty}) \cup (\lambda^*/f_{\infty}, +\infty) \), for \( \forall \lambda^* > 0 \)
(iii) \( \gamma \in (-\infty, \lambda^*/f_{\infty}) \cup (\lambda^*/f_{\infty}, +\infty) \), for \( \forall \lambda^* > 0 \)
(iv) \( \gamma \in (-\infty, \lambda^*/f_{\infty}) \), for \( \lambda^* < 0 \)

Then, problem (8) possesses two solutions \( u^+ \) and \( u^- \), such that \( \nu u^+ > 0 \) for \( \nu = +, -\).
Proof. Applying a similar method as the proof of Theorem 6 and the conclusion of Theorem 7, we can easily get the desired conclusion.

**Theorem 9.** Let (A0), (A3), (H1), and (H7) hold. For \( \nu \in \{+, -\} \), assume that one of the following conditions holds:

(i) \( \nu \in (0, +\infty) \), for \( \lambda^+ > 0 \)

(ii) or \( \nu \in (0, +\infty) \cup (-\infty, 0) \), for \( \nu \lambda^+ > 0 \), or \( \nu \lambda^+ < 0 \)

(iii) \( \nu \in (-\infty, 0) \), for \( \lambda^+ < 0 \)

Then, problem (8) possesses two solutions \( u^+ \) and \( u^- \), such that \( \nu u^+ > 0 \) for \( \nu = +, - \).

Define

\[
\begin{align*}
f^{[n]}(s) &= \begin{cases} 
\frac{1}{n}, & s \in (-\infty, -2n] \cup [2n, +\infty), \\
-\frac{1}{n} + f(-n), & s \in (-2n, -n), \\
\frac{2}{n} - f(n), & s \in (n, 2n), \\
\frac{2}{n} - n, & s \in \left[ -n, -\frac{2}{n} \right] \cup \left[ \frac{2}{n}, n \right], \\
\frac{2}{n}, & s \in \left[ \frac{2}{n}, n \right]. 
\end{cases}
\end{align*}
\]

We consider the following problem

\[
\left\{ \begin{array}{l}
\frac{r^{N-k} (-\nu)^k}{C_k^N} \frac{d^r}{dN} = \frac{N}{C_k^N} \sum_{n=1}^{N-1} \left[ a(r)(\nu)^k + \beta(r)(\nu^{-1})^k + \gamma a(r) f^{[n]}(\nu) \right], \\
\nu^0(0) = \nu^0(1) = 0.
\end{array} \right.
\]

Clearly, we can see that \( \lim_{n \to \infty} f^{[n]}(s) = f(s) \), \( f^{[n]}(0) = n \), and \( f^{[n]}(\lambda^+ n, 0) = 1/n \).

Similar to the Proof of Theorem 4, there exists an unbounded continuum \( D^{[n]} \) of solutions of problem (74) emanating from \( (\lambda^+ n, 0) \), such that \( D^{[n]} \subset ((\mathbb{R} \times P^r) \cup \{(\lambda^+ n, 0)\}) \) and \( (\lambda^+ n, 0) \in D^{[n]} \).

Taking \( z_n = (\lambda^+ n, 0) \) and \( z^* = (0, 0) \), we have that \( z_n \to z^* \). Similar to the proof of Theorem 5, by Lemma 6, \( D^r = \lim_{n \to \infty} D^{[n]} \) is unbounded, closed, and connected such that \( z^* = (0, 0) \in D^r \), and \( z^* = (0, 0) \) is the unique bifurcation point of \( D^r \). By Theorem 7, we have \( z^* = (\infty, \infty) \in D^r \).

Thus, we can obtain the results.

**Theorem 10.** Let (A0), (A3), (H1), (H8), and (A4) hold. For \( \nu \in \{+, -\} \), assume that one of the following conditions holds:

(i) \( \nu \in (0, +\infty) \), for \( \lambda^+ > 0 \)

(ii) or \( \nu \in (0, +\infty) \cup (-\infty, 0) \), for \( \nu \lambda^+ > 0 \), or \( \nu \lambda^+ < 0 \)

(iii) \( \nu \in (-\infty, 0) \), for \( \lambda^+ < 0 \)

Then, problem (8) possesses two solutions \( u^+ \) and \( u^- \), such that \( \nu u^+ > 0 \) for \( \nu = +, - \).

Proof. Applying a similar method as the proof of Theorem 6 and the conclusion of Theorem 9, we can easily get the desired conclusion.
Theorem 11. Let (A0), (A3), (H1), (H9), and (43) hold. For \( \nu \in \{+,-\} \), assume that one of the following conditions holds:

(i) There exists a \( \lambda_0^\nu > 0 \) for \( \lambda^\nu > 0 \), such that \( \gamma \in (0, \lambda_0^\nu) \)

(ii) There exists a \( \nu \lambda_0^\nu > 0 \) for \( \nu \lambda^\nu > 0 \), such that \( \gamma \in (\lambda_0^\nu, 0) \cup (0, \lambda_0^\nu) \)

(iii) There exists a \( \nu \lambda_0^\nu < 0 \) for \( \nu \lambda^\nu < 0 \), such that \( \gamma \in (\lambda_0^\nu, 0) \cup (0, \lambda_0^\nu) \)

(iv) There exists a \( \lambda_0^\nu < 0 \) for \( \lambda^\nu < 0 \), such that \( \gamma \in (\lambda_0^\nu, 0) \)

Then, problem (8) possesses two solutions \( u^+ \) and \( u^- \), such that \( \nu u^\nu > 0 \) for \( \nu = +,- \).

Proof. Define

\[
f^{[n]}(s) = \begin{cases} 
ns^k, & s \in (-\infty, 2n] \cup [2n, +\infty). \\
\frac{-(2)^k n^{k+1} + f(\nu s)}{n} (s + \nu s) + f(-\nu s), & s \in (-2n, -n), \\
\frac{2^k n^{k+1} - f(\nu s)}{n} (s - \nu s) + f(\nu s), & s \in (n, 2n), \\
f(s), & s \in \left[-n, -\frac{2}{n}\right] \cup \left[\frac{2}{n}, n\right]. 
\end{cases}
\]  

We consider the following problem:

\[
\begin{cases} 
\left( r^{N-1} \left( \nu^s \right)^k \right)' = \frac{N}{C_N} r^{N-1} \left[ \alpha(r) \nu^s(v) + \beta(r) \nu^s(v) \nu^s(v) + \gamma \nu^s(r) f^{[n]}(v) \right], & r \in (0, 1), \\
\nu'(0) = \nu(1) = 0. 
\end{cases}
\]  

Clearly, we can see that \( \lim_{n \to +\infty} f^{[n]}(s) = f(s) \), \( (f^{[n]})_{[n]} = n \) and \( (f^{[n]})_{[n]} = n \).

Similar to the Proof of Theorem 4, there exists an unbounded continuum \( D^\nu[n] \) of solutions of problem (48) emanating from \( (\lambda^\nu/n, 0) \), such that \( D^\nu[n] \subset (\mathbb{R} \times \mathbb{P}^n) \cup \{(\lambda^\nu/n, 0)\} \) and \( (\lambda^\nu/n, +\infty) \in D^\nu[n] \).

Taking \( z_n = (\lambda^\nu/n, 0) \) and \( z^\nu = (0, 0) \), we have that \( z_n \longrightarrow z^\nu \). Similar to the proof of Theorem 5, by Lemma 6, \( D^\nu = \limsup_{n \to +\infty} D^\nu[n] \) is unbounded, closed, and connected such that \( (0, 0) \in D^\nu \). By Theorem 6, we have that \( (0, 0) \in D^\nu \).

Thus, we can easily get the results of this theorem.

Theorem 12. Let (A0), (A3), (H1), and (H10) hold. For \( \nu \in \{+,-\} \), assume that one of the following conditions holds:

(i) There exists a \( \lambda_0^\nu > 0 \) for \( \lambda^\nu > 0 \), such that \( \gamma \in (\lambda_0^\nu, +\infty) \)

(ii) There exists a \( \nu \lambda_0^\nu > 0 \) for \( \nu \lambda^\nu > 0 \), such that \( \gamma \in (\lambda_0^\nu, +\infty) \cup (\lambda_0^\nu, -\infty) \)

(iii) There exists a \( \nu \lambda_0^\nu < 0 \) for \( \nu \lambda^\nu < 0 \), such that \( \gamma \in (\lambda_0^\nu, -\infty) \cup (\lambda_0^\nu, +\infty) \)

(iv) There exists a \( \lambda_0^\nu < 0 \) for \( \lambda^\nu < 0 \), such that \( \gamma \in (\lambda_0^\nu, -\infty) \)

Then, problem (8) possesses two solutions \( u^+ \) and \( u^- \), such that \( \nu u^\nu > 0 \) for \( \nu = +,- \).

Proof. Using an argument similar to that of Theorem 6, in view of Theorem 11, we can easily get the results of this theorem.
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