Real-time non-adiabatic dynamics in the one-dimensional Holstein model: Trajectory-based vs exact methods
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We benchmark a set of quantum-chemistry methods, including multitrajectory Ehrenfest, fewest-switches surface-hopping, and multiconfigurational-Ehrenfest dynamics, against exact quantum-many-body techniques by studying real-time dynamics in the Holstein model. This is a paradigmatic model in condensed matter theory incorporating a local coupling of electrons to Einstein phonons. For the two-site and three-site Holstein model, we discuss the exact and quantum-chemistry methods in terms of the Born-Huang formalism, covering different initial states, which either start on a single Born-Oppenheimer surface, or with the electron localized to a single site. For extended systems with up to 51 sites, we address both the physics of single Holstein polarons and the dynamics of charge-density waves at finite electron densities. For these extended systems, we compare the quantum-chemistry methods to exact dynamics obtained from time-dependent density matrix renormalization group calculations with local basis optimization (DMRG-LBO). We observe that the multitrajectory Ehrenfest method, in general, only captures the ultrashort time dynamics accurately. In contrast, the surface-hopping method with suitable corrections provides a much better description of the long-time behavior but struggles with the short-time description of coherences between different Born-Oppenheimer states. We show that the multiconfigurational Ehrenfest method yields a significant improvement over the multitrajectory Ehrenfest method and can be converged to the exact results in small systems with moderate computational efforts. We further observe that for extended systems, this convergence is slower with respect to the number of configurations. Our benchmark study demonstrates that DMRG-LBO is a useful tool for assessing the quality of the quantum-chemistry methods.

I. INTRODUCTION

In quantum chemistry, the joint dynamics of electronic excitations coupled to nuclear degrees of freedom can lead to complex non-adiabatic effects, which cannot be described within the Born-Oppenheimer (BO) approximation.1–3 The correct description of non-adiabatic effects is essential to understand the resulting intricate processes, such as interference close to and transitions through avoided crossings and conical intersections,4,5 intraband relaxation, or energy transfer.6 This coupled dynamics of an electron-bosonic composite system is often initiated by the excitation with an electromagnetic field, and complexity can further increase if the quantum nature of the electromagnetic field and its bosonic excitations are taken into account explicitly.7–12

Bosonic excitations naturally emerge in condensed matter, e.g., plasmons,13 phonons,14–16 or magnons.17 Here, such excitations can couple to electrons and influence the electronic properties. For example, exciton-phonon coupling17–22 in semiconductors affects exciton mobilities, the phonon-bottleneck mechanism reduces energy loss of hot carriers,23–27 and phonon-magnon scattering28,29 induced by electron-phonon coupling can lead to ultrafast demagnetization.30 To mention a few examples. Clearly, there is an increasing interest in the theoretical description of such multi-component systems involving bosons, also in view of recent ultrafast dynamics experiments,31–33 where, for example, light excitations in electron-phonon coupled systems have been claimed to enhance superconductivity34–40 or where phase transitions to a charge-density-wave phase41–43 or a metal-insulator structural phase transition44 can be driven.

Exact solutions to the real-time dynamics of composite electron-nuclear systems are scarce. Among the few systems for which numerically exact solutions exist, we mention, e.g., the dissipative spin-boson model,45–57 Tully’s set of problems,58–62 the Shin-Metiu model of proton-charge transfer,63–68 and its variant for desorption.69,70 Recently, some exactly solvable models for cavity quantum electrodynamics (QED) have been presented.12 To describe more complex systems, a quite large palette of quantum-chemical approximate methods has been devised so far.1 Examples are Ehrenfest and surface-hopping methods, which are widely used and computationally favorable algorithms.1,59 They use independent classical trajectories for the nuclei and restore some quantum effects by averaging over the trajectories. Their low computational costs allow for treating rather large molecular systems.

In condensed matter physics, the description of coupled electron-bosonic systems is naturally done within the formalism of diagrammatic quantum field methods,14,71–73 which has recently been extended to the description of non-equilibrium real-time dynamics.74–77 A related method based on the Bogoliubov-Born-Green-Kirkwood-Yvon hierarchy for the correlation matrices has recently been applied to the bosonic excitation of the cavity field in cavity QED.78 We also mention parallel efforts with two-component density-functional
theory, density-matrix embedding theory, and quantum Monte-Carlo methods. Combinations of Ehrenfest and surface-hopping dynamics with time-dependent density functional theory are popular as well.

For condensed matter problems, numerically exact solutions for the real-time dynamics of electron-phonon coupled systems based on the matrix-product representation of many-body states have started to emerge. Such methods can efficiently handle large bosonic Hilbert spaces. This effort to develop efficient methods for (quasi) one-dimensional (1D) coupled electron-nuclear models based on the density matrix renormalization group (DMRG) is ongoing. Specific methods are the pseudosite DMRG method, DMRG with local basis optimization (DMRG-LBO), and the projected purified DMRG. DMRG methods use an efficient matrix-product state (MPS) representation of the truncated wave function and DMRG-LBO adds the determination of an optimal basis for the local degrees of freedom obtained from diagonalizing local reduced density matrices. This optimal basis can, in many cases, be truncated with a negligible error, thereby making many algorithms computationally more efficient.

Naturally, one can ask if the approximate methods devised for quantum chemistry could be applied in condensed matter and vice versa. To answer such questions, benchmarks, such as the ones that have been carried out in the context of cavity QED or the spin-boson model are desirable. We also mention a recent comparative study of several quantum-chemistry methods performed in large chromophores. Applications of surface-hopping algorithms in extended condensed matter systems have started to appear, see Ref. and references therein. However, there is a need for systematic studies comparing such independent-trajectory methods to unbiased numerically exact results in extended condensed matter systems. One recent effort along these lines has been presented in Ref. Therefore, in our work, we study the real-time dynamics in a paradigmatic condensed matter system, the Holstein model, with methods of quantum chemistry, specifically the Ehrenfest and fewest-switches surface-hopping algorithms (FSSH) and the multiconfigurational Ehrenfest (MCE) algorithm, and we benchmark them against exact diagonalization (ED) for small systems and DMRG-LBO for large systems. We note that the multiconfigurational Ehrenfest method has recently been compared against the hierarchy equation of motion method and the multiple Davydov D2 ansatz in a similar model for up to 16 sites.

The Holstein model is one of the prototypical systems to describe the formation of polarons, which were originally thought of as electrons that cause distortions in their surrounding polar lattice, now broadly understood as electronic quasi-particles. The key ingredients of the Holstein model are the local interaction of electrons and Einstein phonons. The model consists of one harmonic oscillator on every lattice site, which is bi-linearly coupled to the electronic density on that site. The only coupling between lattice sites and hence oscillators originates from the electronic hopping between sites, which is often restricted to nearest-neighbor hopping. Consequently, the oscillators interact only indirectly via electrons. Despite its simplicity, the Holstein model has been used to describe polaronic signatures in materials. Apart from the polarons, the Holstein model can also host a Peierls-type lattice instability, and the so-called charge-density wave (CDW) phase at half filling. By tuning parameters of the 1D Holstein model, one can predict a transition between the CDW and Luttinger-liquid metallic phases. The CDW-to-metallic transition has recently been observed in experiments. The physics of polarons and the CDW-to-metallic transition described in the Holstein model generally involve a strong coupling between oscillators and electrons, for whose description non-perturbative theoretical methods are necessary even in equilibrium, see Ref. and references therein.

To connect our model to the concepts of quantum chemistry, we first consider the two-site Holstein model, see Figs. (a)-(c), as it can be seen as a limit of both the spin-
boson model and the Shin-Metiu model, i.e., the quantum-chemistry models mentioned above. For the Shin-Metiu problem, one arrives at the two-site Holstein model by taking its first two Born-Oppenheimer surfaces into account, leading to a similar Born-Oppenheimer Hamiltonian as for the Holstein model.\(^3\) For the spin-boson model, the two-site Holstein model is obtained by limiting the number of bath oscillators to one, leading to the so-called one-mode spin-boson model.\(^139\) Moreover the two-site Holstein model can also be seen as the simplest appropriate model system in which two diabatic states, representing reactants and products, are coupled through a single harmonic oscillator.\(^140,141\) It is thus natural to start with the two-site Holstein model and discuss the non-adiabatic dynamics from the perspective of the Born-Huang formalism as it is common in quantum chemistry.

For the two-site Holstein model, we consider both initial states that have contributions only on a single Born-Oppenheimer surface, see Fig. 1(a), and local initial states, see Figs. 1(b) and (c). The former is typically used in quantum chemistry to study the dynamics of a wave packet near an avoided crossing. Since the wave function at each nuclear position has contributions only in a single (adiabatic) Born-Oppenheimer state, we also call this an adiabatic initial state. The latter two have recently been studied in condensed-matter-theory studies, for example, for the Holstein model, see Refs. 77 and 87. The local initial conditions start in a coherent superposition of different adiabatic states, which poses a challenge for fewest-switches surface hopping.\(^142\) We note that both, the adiabatic initial state which has contributions on a single Born-Oppenheimer surface and the local states, are idealized initial states and a generic initial state realized in an experiment, e.g., after an optical excitation, is probably in between the two initial conditions. Even though idealized, the nuclear wave functions of all initial conditions can be exactly represented as well-defined probability distributions in phase space for the Ehrenfest and surface-hopping trajectory methods. In this way, we test the inherent approximations of the dynamics alone, and not approximations of the nuclear initial state. The findings from the two-site Holstein model will help us to interpret the dynamics in larger Holstein chains, where the exact Born-Huang formalism is not practically tractable.

In the Holstein chain, the coupling between bosons and electrons can lead to strong non-adiabatic effects, similar to those in the two-site Holstein model. Thus, out-of-equilibrium dynamics in the Holstein model constitute a challenging problem, for which several methods have been developed to describe various aspects of the model. A straightforward way to solve the problem is to use exact diagonalization,\(^97,143–146\) however, one quickly reaches memory limits due to the huge Hilbert space that needs to be considered. Therefore, one has to resort to efficient methods that seek to determine the relevant part of the Hilbert space such as diagonalization in a limited functional space,\(^147–149\) its recent extension,\(^150\) and tailored implementations of the Lanczos method.\(^151–154\) These methods can still describe only moderately large system sizes. To increase the system sizes even further, matrix-product-state (e.g., the density matrix renormalization group) methods\(^86–88,101,155,156\) adapted to the large phononic Hilbert space can be used. These methods allow us to study both single polarons\(^87,100\) and charge-density wave states\(^88\) in systems with a finite electronic density. For the polaron problem, alternative quantum-chemistry methods are the hierarchical equation-of-motion methods\(^114,115,157\) or the Davydov D\(_1\) or D\(_2\) ansatz.\(^116,117,158,159\) Recently, the multiconfigurational Ehrenfest method has been applied to the polaron problem with promising results.\(^117\) In this work, we consider some of these methods and apply them to initial conditions that probe the relevant physics of the Holstein model, i.e., polaron physics in chains with up to 51 sites, see Figs. 1(d) and (e), and CDW physics, see Figs. 2(a) and (b), in chains with 13 sites.

We provide a brief account of our main observations. Starting with the two-site system (the Holstein dimer) and the three-site system (the Holstein trimer), we show that the multitrajectory Ehrenfest (MTE) method, which is the cheapest method to implement, has serious drawbacks and in general, only the ultrashort time dynamics is correctly described. The surface-hopping method improves the description of non-adiabatic effects such as wave-packet splitting. Even though the coherences included in the local initial states are not well suited for the surface-hopping method, the approach still gives a better qualitative description than the multitrajectory Ehrenfest method for later times in most cases. For the multiconfigurational Ehrenfest method, we demonstrate convergence to exact dynamics with an increasing number of configurations, confirming that the method is in principle exact. For instance, it is able to describe quantum tunneling processes.

For the polaron problem in Holstein chains with up to 51 sites, the multitrajectory Ehrenfest method is incapable of sufficiently relaxing excitations back to the lower energy surfaces and cannot describe the local trapping of the charge carrier. Contrarily, the surface-hopping method yields a significantly better agreement with DMRG than MTE and certain physics in the long-time behavior such as local trapping is captured qualitatively by this method. We observe a slower conver-
gence for the multiconfigurational Ehrenfest (MCE) method than for the dimer or trimer. In practical calculations using MCE, we are able to converge most observables only in the short-time dynamics, while at later times, some of the observables deviate from the results of the exact DMRG-LBO method.

Finally, for the charge-density-wave physics, for which we consider multi-electron systems, we demonstrate the failure of the multitrajectory Ehrenfest dynamics to describe energy transfer and the evolution of the total phonon number after ultrashort dynamics by comparison to the exact DMRG-LBO method. In contrast, in an adiabatic parameter regime, the charge-density wave order parameter is reasonably well described by MTE.

The plan of this work is as follows. We introduce the 1D Holstein model in Sec. II. We review the Born-Huang formalism in Sec. III. In Sec. IV, we discuss exact numerical methods, the exact diagonalization in second quantization and in the Born-Huang basis, and the density matrix renormalization group. The independent-trajectory methods are discussed in Sec. V. In Sec. VI, we follow up with the multiconfigurational Ehrenfest method. We then present our results for the two-site model in Sec. VII and for the three-site Holstein model in Sec. VIII. The polaron physics for Holstein chains is considered in Sec. IX. Finally, CDW physics is covered in Sec. X. We conclude and give prospects in Sec. XI.

II. THE HOLSTEIN MODEL

A. The Holstein chain

In this work, we consider the Holstein model for the special case of one dimension. The Hamiltonian in the occupation number formalism with the phonon creation and annihilation operators \( \hat{b}_i^\dagger \) and \( \hat{b}_i \) for site \( i \) and the corresponding spinless electronic operators \( \hat{c}_i^\dagger \) and \( \hat{c}_i \) can be written as:

\[
\hat{H} = \sum_i \left[ -t_0(\hat{c}_i^\dagger \hat{c}_{i+1} + \hat{c}_{i+1}^\dagger \hat{c}_i) + \frac{\hbar \omega_0}{2} \hat{b}_i^\dagger \hat{b}_i + 1/2 \right] - \gamma \hat{n}_i (\hat{b}_i^\dagger + \hat{b}_i),
\]

with \( \hat{n}_i = \hat{c}_i^\dagger \hat{c}_i \). Here, we can identify the three fundamental model parameters: the hopping matrix element \( t_0 \), the phonon frequency \( \omega_0 \), and the electron-phonon coupling \( \gamma \).

It is instructive to transform the phonon operators to their position \( \hat{x}_i \) and momentum \( \hat{p}_i \) operators to get real-space representations for the solutions to this model. For this purpose, we insert the definition of the phonon ladder operators used above: \( \hat{b}_i = \sqrt{\frac{\hbar}{m \omega_0}} (\hat{x}_i + \frac{1}{i \omega_0} \hat{p}_i) \) (and \( \hat{b}_i^\dagger \) accordingly), with the nuclear mass \( m \), to write the Hamiltonian (1) equivalently as:

\[
\hat{H} = \sum_i \left[ -t_0(\hat{c}_i^\dagger \hat{c}_{i+1} + \hat{c}_{i+1}^\dagger \hat{c}_i) + \frac{m \omega_0^2}{2} \hat{x}_i^2 + \frac{\hbar^2 \omega_0^2}{2m} \hat{p}_i^2 \right] - \sqrt{\frac{2m \omega_0}{\hbar}} \gamma \hat{x}_i \hat{n}_i. \tag{2}
\]

Sometimes, in this work, we use a simplified dimensionless notation, which will always be indicated by a bar over a symbol: \( \bar{x} \). The dimensionless variables are defined by setting \( \hbar \omega_0 \) as the energy unit: \( \bar{H} = \frac{\hat{H}}{\hbar \omega_0} \), \( \bar{t}_0 = \frac{t_0}{\hbar \omega_0} \), \( \bar{\gamma} = \frac{\gamma}{\omega_0} \), and by using the natural length scale for the harmonic oscillators: \( \bar{x}_i = \hat{x}_i / \sqrt{\frac{\hbar}{m \omega_0}} \).

B. Holstein dimer and trimer

When visualizing potential energy surfaces later in this work, but also for the numerically exact calculation of eigenstates of the system, it is useful to reduce the number of phonon degrees of freedom for the small Holstein systems.

For this, the phonon coordinates of the dimer Hamiltonian can be transformed into a relative and a center-of-mass coordinate: \( \bar{\hat{Q}} = (\hat{x}_1 - \hat{x}_2) / \sqrt{2} \) and \( \bar{\hat{Q}}' = (\hat{x}_1 + \hat{x}_2) / \sqrt{2} \) to obtain

\[
\hat{H}_{\text{Dimer}} = -\bar{t}_0(\hat{c}_1^\dagger \hat{c}_2 + \hat{c}_2^\dagger \hat{c}_1) + \bar{Q}^2 \left( \frac{\bar{\gamma}^2}{2} + \frac{\bar{\gamma} \bar{\nu}^2}{2} + \frac{\bar{\nu}^2}{2} \right) - \bar{\nu} \bar{\gamma} [\bar{\hat{n}}_1 - \bar{\hat{n}}_2 + \bar{\hat{Q}}'(\bar{\hat{n}}_1 - \bar{\hat{n}}_2)]. \tag{3}
\]

If we keep the total electron density constant at \( \langle \hat{n}_1 \rangle + \langle \hat{n}_2 \rangle = \text{const.} \), the equation for the center-of-mass coordinate \( \bar{\hat{Q}}' \) is a simple harmonic oscillator and independent of the rest of the system. We are then left with a single phonon coordinate \( \bar{\hat{q}} \):

\[
\hat{H}_{\bar{q}} = -\bar{t}_0(\hat{c}_1^\dagger \hat{c}_2 + \hat{c}_2^\dagger \hat{c}_1) + \frac{\bar{\nu}^2}{2} + \frac{\bar{\gamma} \bar{\nu}^2}{2} - \bar{\nu} \bar{\gamma} (\bar{\hat{n}}_1 - \bar{\hat{n}}_2). \tag{4}
\]

The center-of-mass coordinate can be removed for the Holstein model of any size, but we do this explicitly only for the dimer and trimer (\( L = 3 \)). For the trimer, the phonon coordinates can be transformed into:

\[
\begin{align*}
\hat{X} & = \frac{1}{\sqrt{3}} \left( \hat{x}_1 + \hat{x}_2 + \hat{x}_3 \right) \\
\hat{X}_x & = \frac{2}{\sqrt{6}} \left( \hat{x}_2 - \frac{\hat{x}_1 + \hat{x}_3}{2} \right) \\
\hat{X}_a & = \frac{1}{\sqrt{2}} \left( \hat{x}_3 - \hat{x}_1 \right).
\end{align*}
\]

Here, \( \hat{X} \) is a center-of-mass coordinate, which, like in the Holstein dimer, does not couple to the rest of the system if we have a constant electron number. \( \hat{X}_x \) is a symmetric phonon mode around the central site and couples to the difference of the electron density constant on the central site and the average population on the edge sites. Finally, \( \hat{X}_a \) is an anti-symmetric phonon mode, which couples to the difference of the electron populations on the edge Holstein sites (\( \hat{x}_1 \) and \( \hat{x}_3 \)).
III. THE BORN-HUANG FORMALISM

A. General recapitulation of the Born-Huang approach

In this section, we provide a short recapitulation of the Born-Huang approach, which can be described as an expansion of the wave function in adiabatic electronic eigenstates. In this Born-Huang formalism we can understand the notion of non-adiabatic effects, which can lead to transitions between different adiabatic electronic states.

We start by expanding the total state $|\Psi\rangle$ of the system in nuclear and electron basis states: $|R\rangle$ and $|\phi_b(R)\rangle$, where the nuclear state is defined by its (many-particle) position vector $R$, and the electron state, which might depend on the nuclear position, is labeled by a general (many-particle) index $a$:

$$|\Psi\rangle = \int dR \sum_a |R, \phi_a(R)\rangle \Psi_a(R).$$

(6)

The idea of the Born-Huang approach is to use a special set of electronic basis states: the eigenstates of the Born-Oppenheimer (BO) Hamiltonian $\hat{H}^{BO}$, which is obtained from the total Hamiltonian $\hat{H}$ by removing the kinetic energy term of the phonons:

$$\hat{H} = \sum_k \frac{\hat{p}_k^2}{2m_k} + \hat{H}^{BO}(\hat{R})$$

$$\hat{H}^{BO}(R)|\phi_{a,BO}(R)\rangle = E_a^{BO}|\phi_{a,BO}(R)\rangle.$$  

(7)

Here, $\hat{p}_k$ and $m_k$ are the nuclear momentum operators and nuclear masses. Note that in the second line of Eq. (7) the Born-Oppenheimer Hamiltonian is a purely electronic operator: $\hat{H}^{BO}(R) = \langle R|\hat{H}^{BO}(\hat{R})|R\rangle$. Its electronic eigenstates, called Born-Oppenheimer states, form a complete basis for every $R$.

Using the Born-Oppenheimer states $|\phi_{a,BO}(R)\rangle$ as electronic basis, the time-dependent Schrödinger equation for the wave function $\Psi_a(R)$ of the full system can be written as:

$$i\hbar \frac{\partial}{\partial t} \Psi_a(R) = \sum_b \sum_k \left[ \sum_k \frac{1}{2m_k} \left( \frac{\hbar}{i} \nabla_k + A_{k,(b)}(R) \right)^2 \right. $$

$$\left. + E^{BO}(R) \right] \Psi_b(R),$$

(8)

where bold-face symbols represent matrices in the basis of Born-Oppenheimer states, with $E^{BO}(R)$ being the diagonal matrix containing the Born-Oppenheimer energies, $\mathbf{1}$ the unit matrix and $A_{k,(b)}(R)$ a new contribution called the derivative couplings:

$$A_{a,b,(k)}(R) = \langle \phi_{a,BO}(R)|\frac{\hbar}{i} \nabla_k|\phi_{b,BO}(R)\rangle.$$  

(9)

We note that the derivative couplings are often defined without the factor $\hbar/i$. The Schrödinger equation (8) takes the form of a wave function evolving in a set of potential energy surfaces $E^{BO}_{a}(R)$, also called Born-Oppenheimer surfaces, which are coupled via a vector potential $A_{(a)}(R)$.

The Born-Oppenheimer basis is also called the adiabatic basis. This is rooted in the adiabatic approximation, or sometimes called Born-Oppenheimer approximation, which amounts to neglecting the derivative couplings in Eq. (8).162,163 Within this approximation, the wave function evolves independently on all potential energy surfaces $E^{BO}_{a}(R)$ and the Born-Oppenheimer states $|\phi_{a,BO}(R)\rangle$ are treated like electronic eigenstates of the system. The methods studied in this work go beyond the adiabatic approximation to account for the influence of the derivative couplings on the wave function dynamics. Any effect induced by the derivative couplings is called a non-adiabatic effect, and they often couple different adiabatic (Born-Oppenheimer) states.

These non-adiabatic effects become especially important when two Born-Oppenheimer surfaces $E^{BO}_{a}(R)$ and $E^{BO}_{b}(R)$ come close in energy, as can be seen from a different representation of the derivative couplings:

$$A_{a,b,(k)}(R) = \frac{\langle \phi_{a,BO}(R)|\left(\frac{\hbar}{i} \nabla_k \hat{H}^{BO}(R)\right)|\phi_{b,BO}(R)\rangle}{E^{BO}_{a}(R) - E^{BO}_{b}(R)}, \quad a \neq b.$$  

(10)

Instead of an adiabatic electronic basis, which diagonalizes the Born-Oppenheimer Hamiltonian, one could also choose an electronic basis in which the derivative couplings defined in Eq. (9) vanish. Such a basis is called a diabatic electronic basis.164–166 The obvious choice is a phonon-independent basis, in the following denoted as $|\chi_a\rangle$, which will also be used later in one of our implementations of exact diagonalization and the density matrix renormalization group. Note that such a phonon-independent, “trivial diabatic” basis is, in general, the only strictly diabatic basis.167 In this work, when we refer to diabatic basis states, we always consider them as phonon-independent, or at least with a negligible $R$-dependence.

For later reference, the expansion of the state of the system in both the adiabatic Born-Oppenheimer and the diabatic phonon-independent basis is stated explicitly:

$$|\Psi\rangle = \int dR \sum_a |R, \phi_{a,BO}(R)\rangle \Psi_{a,BO}(R)$$

(11)

$$= \int dR \sum_a |R, \chi_{a}\rangle \Psi_{a,diab}(R).$$

(12)

Here, the superscripts $(a)$ and $(d)$ of the wave function refer to the adiabatic and diabatic basis, respectively, and the index $a$ refers to the Born-Oppenheimer and diabatic electronic states in the two cases. We can understand the $\Psi_{a}(R)$ as a multi-component nuclear wave function.

Different diabatic states are coupled by the off-diagonal elements of the Born-Oppenheimer Hamiltonian: $V_{a,b} = \langle \chi_a|\hat{H}^{BO}|\chi_b\rangle$, which usually change smoother with respect to variations in the nuclear coordinates than the derivative couplings in an adiabatic basis.165,166,168,169 Thus in some cases leading to a more stable numerical integration, see also Sec. V E 2. Then again, the peaked structure of the derivative couplings in the adiabatic basis allows the identification of strong non-adiabatic coupling regions in nuclear configuration space $R$ and other regions where the adiabatic surfaces are
mostly isolated. This insight can be used to motivate approximations and restrictions to certain adiabatic states, which is not as easily obtained from a diabatic basis.

B. Born-Huang approach for the Holstein dimer

The Born-Oppenheimer Hamiltonian of the Holstein dimer $\hat{H}^{BO}_q$ (see Eq. (4)) can be diagonalized analytically (see, e.g., Ref. 140), for which we will assume a system with exactly one electron. In the basis of the two site-local electronic states $|\chi_1\rangle$ and $|\chi_2\rangle$ (where $|\chi_i\rangle = c_i^\dagger |0\rangle$), it becomes:

$$\hat{H}^{BO}_q = \left( \begin{array}{cc} \sqrt{\gamma^2 - \bar{q}^2} - \bar{t}_0 & \bar{q} - \bar{t}_0 \\ -\bar{t}_0 & \bar{q} + \sqrt{\gamma^2 - \bar{q}^2} \end{array} \right),$$

which we solve for the Born-Oppenheimer eigenenergies:

$$E^{BO}_q = \frac{q^2}{2} \pm \sqrt{q^2 - \frac{2}{\bar{t}_0}} \label{eq:bo_energy}$$

and the corresponding eigenstates:

$$\left( \phi^{BO}_q(x), \phi^{BO}_q(x) \right) = \left( \sqrt{1 + \left( \frac{q^2}{\bar{t}_0} \pm \sqrt{\left( \frac{q^2}{\bar{t}_0} \right)^2 + 1} \right)^{-2} \right),$$

$$\left( \phi^{BO}_q(x), \phi^{BO}_q(x) \right) = \left( \sqrt{1 + \left( \frac{q^2}{\bar{t}_0} \pm \sqrt{\left( \frac{q^2}{\bar{t}_0} \right)^2 + 1} \right)^{-2} \right).$$

The Born-Oppenheimer surfaces $E^{BO}(q)$ of the Holstein dimer are shown in Fig. 3 for $\frac{q^2}{\bar{t}_0} > 1$. For $\frac{q^2}{\bar{t}_0} < 1$, the lower surface has only a single minimum at $\bar{q} = 0$, a case studied, for example, in Refs. 170 and 171. This regime is not studied in this work, but is of interest for future investigations.

In the case of a slowly moving nuclear wave function, we can expect the system to evolve along these potential energy surfaces as long as they are sufficiently separated, i.e., for $q$ far away from zero. The non-adiabatic effects can be quantified by calculating the derivative couplings $\hat{A}$ via Eq. (9). The diagonal elements vanish and we obtain for the off-diagonal elements: 172,173

$$\hat{A}_{s,-} = \hat{A}_{s,-} = -\frac{i}{2\bar{t}_0} \frac{1}{(\bar{q}\gamma/\bar{t}_0)^2}. \label{eq:bo_derivative}$$

They are also depicted in Fig. 3. We see that the coupling is peaked with a Lorentzian curve around $\bar{q} = 0$. The curve becomes more localized as $\bar{q}\gamma/\bar{t}_0$ becomes large, i.e., a small hopping matrix element between the sites will lead to highly peaked derivative couplings around the avoided crossing point. 109

The easiest estimate for non-adiabatic transitions between the Born-Oppenheimer surfaces is the Landau-Zener formula, 174,175 that assumes a predefined classical nuclear path $q(t)$ which evolves with constant velocity $q$ through the avoided crossing region. Starting on the lower Born-Oppenheimer surface at $q \approx -\infty$, the transition probability to the upper Born-Oppenheimer surface at $q \approx \infty$ is then dominated by the avoided crossing point and can be approximated as:

$$P^{LZ}_{s,-} = \exp \left( -\frac{\pi|\bar{t}_0|^2}{\bar{q}\gamma} \right). \label{eq:landau_zener}$$

The Landau-Zener formula (17) illustrates that we can expect non-adiabatic effects to become relevant for a small hopping matrix element, i.e., for large derivative couplings at the crossing region $q \approx 0$.

C. Born-Huang approach for the Holstein trimer

Similar to the dimer, we can write the Born-Oppenheimer Hamiltonian of the Holstein trimer with one electron in the basis of the three local electronic states as:

$$\hat{H}^{BO}_{\text{Trimer}}(\bar{x}_t, \bar{x}_u) = \frac{\bar{x}_t^2}{2} + \frac{\bar{x}_u^2}{2} + \left( \begin{array}{ccc} \bar{t}_0 & \bar{q} & -\bar{t}_0 \\ -\bar{t}_0 & -\bar{q} & \bar{t}_0 \\ -\bar{t}_0 & \bar{q} & -\bar{t}_0 \end{array} \right), \label{eq:bo_trimer}$$

where we again discarded the center-of-mass phonon coordinate. $\bar{x}_t$ and $\bar{x}_u$ are the symmetric and anti-symmetric phonon mode defined in Eq. (5).

The Born-Oppenheimer surfaces in the nuclear space spanned by $\bar{x}_t$ and $\bar{x}_u$ can be calculated analytically, or by numerical diagonalization of the Born-Oppenheimer Hamiltonian. We show contours of the Born-Oppenheimer surfaces
calculated from diagonalization for $\gamma = \tilde{t}_0 = 2.5$ in Fig. 4. The energy-separation of the different Born-Oppenheimer surfaces can be seen the best in a surface-plot, which is illustrated in Fig. 5. Since the surfaces are symmetric with respect to $\bar{x}_a$, we include only positive values for the anti-symmetric phonon mode in Fig. 5.

The lowest Born-Oppenheimer surface (Fig. 4(c)) has three local minima, corresponding to the three different Holstein sites. The lowest (global) minimum is at positive $\bar{x}_i$ and at $\bar{x}_a = 0$, i.e., here mainly the central site has a large phonon distortion. The other two minima correspond to large phonon distortions on the left and right edge sites of the Holstein trimer, respectively. The higher Born-Oppenheimer surfaces (Figs. 4(a),(b)) each have only one minimum, which for the

highest surface, similar to the dimer case, is located at the symmetric point $\bar{x}_i = \bar{x}_a = 0$.

Using the language of chemical bonds, we can associate the three Born-Oppenheimer states with a bonding, non-bonding, and antibonding state. Note that technically, the middle Born-Oppenheimer state is only truly non-bonding, with zero electronic population on the central site, for $\bar{x}_a = 0$ (the red lines in Fig. 5). At the three minima of the lowest Born-Oppenheimer surface, the bonding state corresponds to the electron mostly localized to the site with a large nuclear coordinate $\bar{x}_i$, which one might consider as a small polaron state.

In this work, we investigate symmetric initial states, with a phonon distribution around $\bar{x}_a = 0$. The corresponding slice of the Born-Oppenheimer surfaces is included as red lines in Fig. 5. Here, the lowest (bonding) Born-Oppenheimer electronic wave function has the same sign on all three trimer sites, the middle (non-bonding) Born-Oppenheimer state has contributions only on the edge sites and changes sign between them, and the upper (antibonding) Born-Oppenheimer state changes its sign twice between the sites. The energy of the non-bonding state is near degenerate with the antibonding state for large positive $\bar{x}_i$, where the antibonding state has only little contribution on the central site. At the same time, for large negative values of the symmetric phonon mode, the non-bonding state becomes near degenerate with the bonding state. These near degeneracies are lifted if the anti-symmetric phonon mode is shifted away from zero.
The qualitative picture of these asymptotically approaching surfaces stays the same for any parameter choice with $\tilde{t}_0$ and $\tilde{y}$ positive. In contrast to the Holstein dimer, we thus cannot achieve a complete separation of the Born-Oppenheimer surfaces by tuning the parameters of the system.

### IV. Exact Diagonalization and Density Matrix Renormalization Group Methods

#### A. Exact diagonalization in second quantization

In order to obtain exact results, we diagonalize the Hamiltonian in its second quantized form Eq. (1). This is briefly reviewed here since the notation also appears in the description of the DMRG algorithm. A thorough review on exact diagonalization and how it can be improved for larger systems can be found in Ref. 176. To diagonalize Eq. (1), we first set up a basis for the Hilbert space. For the dimer, each state in the real-space occupation number basis takes the form $|\alpha\rangle = |n_1^r, n_2^r, n_1^p, n_2^p\rangle$. We further truncate the local phonon number to $M$ so that $n_1^p, n_2^p \in \{0, 1, \ldots, M\}$. With $n_1^r, n_2^r \in \{0, 1\}$ and the constraint $n_1^r + n_2^r = 1$, we have a total Hilbert-space dimension $D_H = L(M + 1)^2$, where $L = 2$ for the dimer. The complete sparse Hamiltonian can now easily be generated by iterating through the basis and determining which elements are nonzero $\langle \alpha | \hat{H} | \beta \rangle \neq 0$. The Hamiltonian can then be diagonalized, and the time evolution of an initial state carried out exactly. In this work, exact diagonalization in second quantization is used for $L = 2$ and $L = 3$.

Since we are working in the real-space phonon occupation-number basis, it is important to include enough phonons $M$ to capture the correct forces for a given set of parameters. In Fig. 6, we illustrate this for the Holstein trimer. One sees that the observable deviates from its correct value if $M$ is chosen too small, as is the case for $M = 16$. Once the data have been converged with respect to $M$, the expectation value should no longer change upon increasing $M$ further.

#### B. Grid-based calculation of eigenstates in the Born-Oppenheimer basis

Another approach is to solve the eigenproblem of the Holstein dimer directly in the Born-Oppenheimer (adiabatic) electronic basis via the Schrödinger equation (8). This will lead to the same eigenenergies as in the exact diagonalization in second quantization method, but gives easier access to adiabatic observables, as for example the occupation of the different Born-Oppenheimer electronic states. Since the Holstein dimer has only one relevant nuclear coordinate, we can solve the Schrödinger equation (8) directly on a grid and calculate the lowest $m$ eigenstates $|\Psi^m\rangle, n = 1, \ldots, m$ of the system. For sufficiently large $m$, we can then represent any initial state in these eigenstates and time evolve the state to arbitrary long times.

Using the Born-Oppenheimer energies and derivative couplings of Eqs. (14) and (16), we can write the time-independent version of the Schrödinger equation in the adiabatic electronic basis (8) as:

$$
\hat{E}^m \Psi^m (\bar{q}, \tilde{r}) = \left[ -\frac{1}{2} \nabla_{\bar{q}}^2 + \tilde{a} (\bar{q})^2 + \hat{E}^{BO} (\bar{q}) \right] \Psi^m (\bar{q}, \tilde{r}) + \frac{1}{2} \tilde{a} (\bar{q}) \nabla_{\bar{q}} \Psi^m (\bar{q}, \tilde{r}),
$$

where $\tilde{a} (\bar{q})$ is the imaginary part of $\tilde{A}_{--}$.

There are many ways to solve the differential equations (19). Here we use an iterative procedure to obtain the lowest $m$ eigenstates in a Car-Parrinello inspired scheme.177

In this process, the two-component wave functions $\Psi^m (\bar{q})$ time evolve with a fictitious kinetic energy on the instantaneous energy surfaces $\langle \phi^{BO} (\bar{q}), \tilde{q} | \hat{H} | \Psi^n \rangle$, discretized on a grid. For higher energy states, the wave functions and forces acting on them are orthogonalized to lower states, to ensure relaxation to eigenstates. A friction term dampens the fictitious kinetic energy until the potential energy is minimized under the orthogonalization constraints. We use a Verlet-algorithm for the propagation in this relaxation process.178 We finally end up with the lowest $m$ eigenstates, which can be used to represent the initial state and its time evolution at any later time. One needs to ensure that enough eigenstates $m$ are used to accurately represent the desired initial state, which is the case if the norm of the projected state is close to 1.

#### C. Density matrix renormalization group methods

1. Brief review

Exactly diagonalizing Eq. (1) works well in many parameter regimes for the Holstein dimer and gives direct access to eigenstates and energies. However, due to the exponential scaling of the Hilbert-space dimension with the system size $(M + 1)^L$, the method quickly reaches its limits when larger systems and a large local phonon truncation $M$ are needed. Taking all symmetries of the model into consideration179 only
gives access to slightly larger systems. One type of methods, which has proven extremely powerful when dealing with one-dimensional systems, are density matrix renormalization group (DMRG) algorithms. In this work, we describe the key ideas of DMRG, but there exist many comprehensive reviews, e.g., Refs. 90 and 91, and Ref. 179 specifically for time evolution.

DMRG, though originally developed for the ground-state search, has proven to be useful for a wide range of other applications such as time evolution and finite-temperature calculations. Even though DMRG is primarily used in one dimension, there exist generalizations to two-dimensional systems, see, e.g., Refs. 191–195.

The key insight in DMRG is that in many situations, the knowledge of the whole Hilbert space is not needed to capture the relevant physics. Rather, one only needs to focus on states in a small part of it which can be clearly identified based on the reduced-density matrices of the sub-system obtained by tracing out the remaining physical degrees of freedom. In the eigenbasis of the reduced-density matrix of a system partitioned into subsystem $A$ and $B$, the state $|\psi\rangle$ can be truncated to $|\psi\rangle_{\text{trunc}}$ in a controlled way with a minimal distance $\||\psi\rangle - |\psi\rangle_{\text{trunc}}\|$. The reason why this approximation works is rooted in the sufficiently fast decay of reduced density-matrix eigenvalues in typical ground states of one-dimensional systems. This, in turn, is related to the spatial entanglement encoded in many-body ground states, which under certain conditions obey an area law instead of a volume law, where the latter is typical in generic excited states.

Such a bi-partitioned state on a one-dimensional lattice can be written as

$$|\psi\rangle = \sum_{\sigma_{A}, \sigma_{B}} |\vec{\sigma}_{i}\rangle_{A} |\vec{\sigma}_{j}\rangle_{B},$$

where $|\vec{\sigma}_{i}\rangle_{A} = |\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\rangle_{A}$ and $|\vec{\sigma}_{j}\rangle_{B} = |\sigma_{n+1}, \sigma_{n+2}, \ldots, \sigma_{L}\rangle_{B}$ and $\sigma_{j}$ corresponds to the physical state at site $l$. Now, one can perform a singular-value decomposition of $\rho^{\vec{\sigma}_{i}\vec{\sigma}_{j}} = \sum_{s_{A}, s_{B}} u_{s_{A}} v_{s_{B}}^{\dagger} s_{A} s_{B}$ are the $r$ non-zero singular values. By rotating the states using $|\alpha\rangle_{A} = \sum_{\vec{\sigma}_{i}} U^{\sigma}_{\alpha} |\vec{\sigma}_{i}\rangle_{A}$ and $|\beta\rangle_{B} = \sum_{\vec{\sigma}_{j}} V^{\sigma}_{\beta} |\vec{\sigma}_{j}\rangle_{B}$ and using the fact that $s_{A}$ (for brevity) is a diagonal matrix, one gets:

$$|\psi\rangle = \sum_{s_{A}} s_{A} |\alpha\rangle_{A} |\beta\rangle_{B}.$$  

After ordering the singular values $s_{A} > 0$ according to their magnitude such that $s_{1} \geq s_{2} \geq s_{3} \ldots, |\psi\rangle$ can now be truncated by neglecting states, depending on their singular value $s_{A}$. For example, if there are $r$ singular values and one wants to truncate at the dimension $m + 1$, one cuts off all states belonging to $s_{A}$ with $m < s_{A} \leq r$. The state can now be written as

$$|\psi\rangle_{\text{trunc}} = \sum_{s_{A}} s_{A} |\alpha\rangle_{A} |\beta\rangle_{B}.$$

The $s_{A}^{s}$ are also the eigenvalues of the reduced density matrix of either subsystem and $\||\psi\rangle - |\psi\rangle_{\text{trunc}}\|^{2} = \sum_{s_{A}=1}^{r_{s}} s_{A}^{2}$. We refer to this truncation as the standard DMRG truncation, affecting the so-called bond dimension, as opposed to the truncation of the local Hilbert space discussed next.

With this in mind, a state $|\psi\rangle$ can be represented as a matrix-product state (MPS) by iterating through the system and performing a series of singular-value decompositions. It can then be written in its final form as a so-called mixed canonical MPS:

$$|\psi\rangle = \sum_{\sigma_{A1}, \ldots, \sigma_{L-1}} A^{(\sigma_{1}, \ldots, \sigma_{L-1})} B^{(\sigma_{L-1}, \sigma_{L})},$$

(23)

where $A^{(\sigma_{1}, \ldots, \sigma_{L-1})}$, $B^{(\sigma_{L-1}, \sigma_{L})}$ are matrices with bond indices $\alpha_{j}$ and $\alpha_{0} = \alpha_{L} = 1$, $|\vec{\sigma}\rangle = |\sigma_{1}, \sigma_{2}, \ldots, \sigma_{L}\rangle$ are the state vectors, and the $\sigma_{j}$ are the local degrees of freedom. For the Holstein model, we have $|\vec{\sigma}\rangle = |n_{1}^{\sigma}, n_{2}^{\sigma}, \ldots, n_{L}^{\sigma}\rangle$. The $A$ ($B$) matrices are left (right) normalized, meaning that $\sum_{\sigma} A^{(\alpha, \sigma)\dagger} A^{(\alpha, \sigma)} = I$.

$$( \sum_{\sigma} B^{(\sigma, \alpha)} = I),$$

where $I$ is the identity matrix. This representation is exact if no truncation has taken place, but is also valid for a truncated state. Truncation of the MPS can be done variationally or through a series of singular-value decompositions. In practice, it is unfeasible to obtain the MPS from a general state and therefore, one often starts from one that can easily be written down in MPS form or is obtained efficiently by a ground-state search. This representation now serves as the starting point for the time-evolution algorithm with local basis optimization.

### 2. Time evolution with local basis optimization

To time evolve the matrix-product state $|\psi\rangle$ with a Hamiltonian that only acts on neighboring sites, we first write it as a sum of local energy terms $H = \sum_{l} \hat{h}_{l}$ with $\hat{h}_{l}$ connecting neighboring sites. We then carry out a Trotter-Suzuki decomposition to second order so that our time-evolution operator becomes

$$e^{-i\Delta t H} = e^{-i\Delta t H_{\text{even}}/(2b)} e^{-i\Delta t H_{\text{odd}}/(2b)} + O(\Delta t^{3}).$$

(24)

where $\hat{H}_{\text{even(odd)}} = \sum_{l, \text{even(odd)}} \hat{h}_{l}$, and $\Delta t$ is the time step. Since the even (odd) $\hat{h}_{l}$ commute we can write each exponential as a product of Trotter gates, e.g., $e^{-i\Delta t H_{\text{even}}/(2b)} = \prod_{l, \text{even}} e^{-i\Delta t h_{l}/(2b)}$.

To apply the time-evolution gate acting on sites $i$ and $i + 1$, we first bring the matrix-product state into the mixed canonical form of Eq. (23) for those sites. We then apply the corresponding time-evolution operator directly

$$\Phi^{(\sigma_{A2}, \sigma_{A1}, \ldots, \sigma_{L-1})} = \sum_{\sigma_{L-1}, \sigma_{L}} U^{(\sigma_{L-1}, \sigma_{L})\dagger} M^{(\sigma_{L-1}, \sigma_{L})}$$

(25)

where $U^{(\sigma_{L-1}, \sigma_{L})} = \text{a Trotter gate}$. By carrying out a singular-value decomposition of $\Phi^{(\sigma_{A2}, \ldots, \sigma_{L-1})}$, the updated tensors are obtained and one can continue with the following sites.
Since the time evolution, and many other DMRG based algorithms, often scale polynomially with the local Hilbert-space dimension, they can become expensive when these are too large. This is also the case in the Holstein model where the local dimension is $2(M+1)$. Therefore, a number of methods have been introduced for a more efficient treatment of such large local dimensions. In this work, we use local basis optimization, which has already been combined with different numerical methods, including matrix-product states, e.g., in Refs. 86, 88, 98–102, and 156. The idea of the local basis optimization can be intuitively understood by looking at the Holstein model in the strong-coupling limit. For a site with a localized electron, the phonon distribution is that of a coherent state. Thus, the site can be described by two states, either the zero phonon or a coherent phonon state. This encourages the search for a basis where the state can be represented with a negligible error but with significantly fewer modes in generic parameter regimes. This basis can be found by diagonalizing the local, single-site reduced-density matrix

$$\rho = U^\dagger W U,$$

where $\rho^{\sigma\sigma'} = \sum_{\tau_{a_1,\ldots,\tau_{a_1}}} \Phi^{\sigma\sigma'}_{\tau_{a_1,\ldots,\tau_{a_1}}} \Phi^{\sigma\sigma'}_{\tau_{a_1,\ldots,\tau_{a_1}}}$. Here, $W$ is a diagonal matrix with elements $w_{\alpha}$. The truncation can be done based on the $w_{\alpha}$ which are the eigenvalues of $\rho$. The transformation matrices $U$ transform the site from the physical state $|\tau_i\rangle$ to the optimal basis state $|\tilde{\tau}_i\rangle = \sum_{\sigma_{\alpha}} U^{\sigma_{\alpha}} |\sigma_{\alpha}\rangle$.

When combining the local basis optimization with DMRG, which we refer to as DMRG-LBO, the transformation matrices can be applied to $\Phi^{\sigma\sigma'}_{\tau_{a_1,\ldots,\tau_{a_1}}}$ from Eq. (25) before the subsequent singular-value decomposition. This singular-value decomposition is done before moving to the next set of sites and applying the next Trotter gate. Due to the extra cost of the transformations, the procedure is only beneficial if the local basis can be truncated such that the dimension of the optimal basis is significantly smaller than the one of the physical basis (see Ref. 86 for technical details).

When diagonalizing the reduced density matrix to obtain the optimal basis, the smallest eigenvalues $w_{\alpha}$ are discarded such that the truncation error is below a threshold $\epsilon_{\text{LBO}}$ so that:

$$\sum_{\text{discarded } \alpha} w_{\alpha} / \left( \sum_{\alpha} w_{\alpha} \right) < \epsilon_{\text{LBO}}. \quad (26)$$

For the standard DMRG truncation done in the time-evolution scheme, we discard all singular values with a threshold $\epsilon_{\text{bond}}$ such that:

$$\sum_{\text{discarded } \sigma} \frac{\chi_{\sigma}^2}{\left( \sum_{\beta} \chi_{\beta}^2 \right)} < \epsilon_{\text{bond}}. \quad (27)$$

Note that the MPS representation of the state in Eq. (23) can indeed be exact for a fixed phonon cutoff $M$. This would, however, require exponentially large matrices and is unfeasible. By introducing a finite truncation, the representation is no longer exact, but is an approximation of the state. Since this error can be made arbitrarily small in principle and often also in practical applications, we refer to DMRG as an exact method and convergence of the calculations must always be controlled with respect to $\epsilon_{\text{bond}}$ and $\epsilon_{\text{LBO}}$. How to do this is demonstrated for one example in Fig. 7(a) for $\epsilon_{\text{bond}}$ and Fig. 7(b) for $\epsilon_{\text{LBO}}$. Figure 7(a) shows the electron density for a fixed $\epsilon_{\text{LBO}}$ with different $\epsilon_{\text{bond}}$. For $\epsilon_{\text{bond}}$ chosen too large (here, when $\epsilon_{\text{bond}} = 10^{-6}$), too many states are truncated away and the time-dependent expectation value of the observable is inaccurately captured by the MPS. However, if $\epsilon_{\text{bond}}$ is set to be sufficiently small, the data becomes independent of the truncation and the approximated state can be used to correctly calculate the expectation values. A similar check must be done for $\epsilon_{\text{LBO}}$. This is illustrated in Fig. 7(b) with a fixed $\epsilon_{\text{bond}}$. Now, a poorly chosen $\epsilon_{\text{LBO}}$ leads to an erroneous representation of the local state and the expectation value of the observable deviates from its correct form. As is the case for $\epsilon_{\text{bond}}$, below a sufficiently small $\epsilon_{\text{LBO}}$, the expectation values become independent thereof and the data are converged up to a certain accuracy. This convergence must be checked for each observable individually. We find that in particular the reduced mean-squared displacement (RMSD) and the total phonon number need smaller cutoffs to reach convergence.

Note that a convergence check with respect to the local phonon truncation $M$ is also needed. This must be carried out by varying $M$ as illustrated for exact diagonalization in Fig. 6 in Sec. IV A. The DMRG-LBO calculations in this work are done using the ITensor Software Library.197

V. INDEPENDENT TRAJECTORY METHODS

In this section, we first briefly review the phase-space approach to quantum mechanics and the ansatz to describe the nuclear dynamics by a swarm of independent trajectories. We then describe the two independent-trajectory methods used in this work: multitrajectory Ehrenfest (MTE)199,198,199 and fewest-switches surface hopping (FSSH).58 For the latter we also review some possible improvements to the algorithm,
both for its general description and specific ones for its application to large systems. We conclude this section with a short discussion of our implementation of both methods and their internal convergence.

A. Phase space representation of quantum mechanics

The independent-trajectory methods combine a (classical) phase-space description of the nuclear degrees of freedom with a quantum mechanical wave-function formalism of the electronic subsystem. The partial phase-space description by itself is not an approximation and can be understood in the framework of the partial Wigner transform.\textsuperscript{200–202} The Wigner transform (sometimes called Weyl transform) maps an operator $\hat{O}$ to a function of phase-space $O_W(R, P)$.\textsuperscript{203–207} For a composite electron-nuclear system one can define the partial Wigner transform acting on the nuclear degrees of freedom $Z$ as:

$$O_{a,b,W}(R, P) = \int dZ \left[ e^{iPZ/\hbar} \right.$$

$$\times \left( R - \frac{Z}{2}, \phi_a \left( R - \frac{Z}{2} \right) \right] \left| \hat{O} \right| R + \frac{Z}{2}, \phi_b \left( R + \frac{Z}{2} \right) \left. \right| ,$$

(28)

where the selected electronic basis $|\phi_a(R)\rangle$ can refer to both diabatic or adiabatic states and the integral is taken over the whole nuclear position space $Z$. Of special importance is the partial Wigner transform of the density matrix of the full system $\hat{\rho} = \langle \Psi \rangle \langle \Psi |$, which allows us to calculate expectation values of any operator via a phase-space average:

$$\langle \hat{O} \rangle = \sum_{a,b} \int dR \int dP \frac{O_{a,b,W}(R, P) \rho_{a,b}(W(R, P))}{(2\pi\hbar)^n}. \quad (29)$$

The term $W_{a,b}(R, P) := \frac{\rho_{a,b}(W(R, P))}{(2\pi\hbar)^n}$ looks like a probability distribution in phase space, but can contain negative values. When we speak of the partially Wigner-transformed density matrix we always refer to this object $W_{a,b}(R, P)$. For a pure state expanded in the same basis as used in Eq. (28) it can be written as:

$$W_{a,b}(R, P) = \int dZ \frac{\Psi_a(R - \frac{Z}{2})\Psi_b(R + \frac{Z}{2})}{(2\pi\hbar)^n}. \quad (30)$$

This form of the partial Wigner transform is basis dependent and allows us to describe both phonon-independent (diabatic) and adiabatic states easily, since only the wave function in the respective basis $\Psi_a^{(d)}$ or $\Psi_a^{(a)}$, see Eqs. (11) and (12), is needed. However, one also needs to represent the observable in the same basis (see Eq. (28)), which can be non-trivial in an adiabatic basis.

An alternative definition of the partial Wigner transform exists,\textsuperscript{200,201,210} in which the electronic states in Eq. (28) do not depend on $Z$ and are evaluated at position $R$. For a phonon-independent electronic basis both definitions are equivalent, while the $R$-dependence of adiabatic states is treated differently. One can think of this alternative, the so called “Wigner-then-adiabatic”\textsuperscript{211}, definition, as if one first performs the partial Wigner transform in a phonon-independent basis, and afterward represents it in another, e.g., adiabatic, basis. It is frequently used when relating the quantum-classical Liouville approach,\textsuperscript{200} which is an approximate solution to the time evolution of the Wigner function, to trajectory-based descriptions of the phase-space evolution, such as MTE and FSSH.\textsuperscript{201,210}

Adiabatic initial states can be much easier represented in the variant of Eq. (30) and this definition will be used later when sampling the independent-trajectory methods, see Secs. V B and V F.

B. Independent-trajectory methods

Independent-trajectory methods approximate the partially Wigner-transformed density matrix (30) by an ensemble average over a number $N_{\text{traj}}$ of classical nuclear trajectories (indexed by $r$) described in nuclear phase space by $R^r(t), P^r(t)$, each with an attached electronic density matrix $\hat{\rho}_e^r$, and potentially a weight-factor $w^r$:

$$\hat{W}(R, P, t) = \frac{1}{N_{\text{traj}}} \sum_r w^r \delta(R - R^r(t))\delta(P - P^r(t)) \cdot \hat{\rho}_e^r(t). \quad (31)$$

Expectation values of observables can then be calculated via Eq. (29). The two most common approaches to obtain initial conditions in the trajectory-simulations are to sample them either from the partial Wigner transform of a given density matrix, or from a classical molecular dynamics simulation, where often the former approach is preferred.\textsuperscript{212–216} The implementation of the Wigner sampling used in this work is described in more detail in Sec. V F.

The nuclear trajectory $r$ is propagated via classical Newtonian equations of motion under some method-specific classical Hamiltonian $H_{\text{mc},r}^H$, which is independently obtained for each trajectory:

$$\frac{\partial R^r_k}{\partial t} = \frac{\partial H_{\text{mc},r}^H}{\partial P^r_k}, \quad \frac{\partial P^r_k}{\partial t} = -\frac{\partial H_{\text{mc},r}^H}{\partial R^r_k}. \quad (32)$$

Here, $R^r_k$ and $P^r_k$ are the $k$-th component of the nuclear position and momentum of the trajectory $r$. Without the attached electronic density matrix and when using a Wigner sampling of the initial nuclear quantum state, this approach is equivalent to the truncated Wigner approximation in a phase-space representation.\textsuperscript{217} The electronic density matrix is time evolved under the influence of the classical nuclear positions $R^r(t)$ and momenta $P^r(t)$, the explicit form is given in the method sections, Secs. V C and V D.

As the name implies, different trajectories with their attached electronic density matrices are not allowed to interact during the time evolution. This approximation is at the core of these methods and allows easy, distributed parallel calculations. In this paper, we will use two well-established independent-trajectory methods with different underlying approximations and equations of motion: multitrajectory Ehrenfest\textsuperscript{59,198,199} and fewest-switches surface
hopping.58 More details on the initial sampling used in this work and a convergence analysis of both methods is given at the end of this section (see Sec. V F).

C. Multitrajectory Ehrenfest dynamics

In the first method, the multitrajectory Ehrenfest (MTE) approach, the coupling of each nuclear trajectory with its attached electronic density matrix is described on a mean-field level, called Ehrenfest dynamics.59,198,199 or sometimes mixed quantum/classical time-dependent self-consistent-field.218,219 Here, the nuclear trajectory is propagated via the Newtonian equations of motion (32) according to the mean-field nuclear Hamiltonian:

$$H_{\text{nuc}}^{\text{nuc}} = T^{\text{nuc}}(P') + \text{Tr}[\hat{H}^{BO}(R')\rho_{el}^{\text{nuc}}]$$

(33)

where \(\text{Tr}[\cdot]_e\) is a trace in the electronic subsystem only and \(T^{\text{nuc}}(P)\) denotes the classical nuclear kinetic energy. The electronic density matrix is then propagated by the time-dependent electronic Hamiltonian \(\hat{H}^{BO}(R(t))\):

$$\frac{d}{dt} \rho_{el}^{\text{nuc}}(t) = -i\hbar [\hat{H}^{BO}(R(t)), \rho_{el}^{\text{nuc}}(t)].$$

(34)

Ehrenfest dynamics is independent of the choice of the electronic basis, as can be seen from Eqs. (33) and (34), where we did not specify any basis. Ehrenfest dynamics can be derived from the exact quantum dynamics by first applying a mean-field approximation, the time-dependent self-consistent field method, and afterwards a classical approximation for the nuclear coordinates, see also Refs. 59 and 220 and references therein. Alternatively, one can start from the (approximate) quantum-classical Liouville equation and neglect electron-phonon correlations in the total density matrix.201,221 The time evolution is completely deterministic and the multitrajectory approach only serves as an accurate sampling of the initial state.

It is easier to see the limitations of the mean-field approximation and the ability of Ehrenfest dynamics to describe non-adiabatic effects if we write the electronic time-evolution in the (adiabatic) Born-Oppenheimer basis \(|\phi_a^{BO}(R(t))\rangle\), which in the independent-trajectory approach is now explicitly time dependent. For a pure state described by \(|\Psi_{el,a}(t)\rangle = \sum_b \Psi_{el,a}(t)|\phi_b^{BO}(R(t))\rangle\), the Schrödinger equation for the electronic wave function becomes:

$$i\hbar \frac{d}{dt} \Psi_{el,a}(t) = -\frac{i}{\hbar} \hat{H}_b^{BO}(R(t)) \Psi_{el,a}(t) + \sum_k \hat{P}_k(t) A_{a,b,k}(R(t)) \Psi_{el,b}(t),$$

(35)

where \(\hat{P}_k\) is the time-derivative of the \(k\)-th component of the nuclear coordinate and \(A_{a,b,k}\) are the derivative couplings defined in Eq. (9).58

Similar to the Schrödinger equation in the Born-Huang approach, Eq. (8), the derivative couplings are responsible for non-adiabatic transitions between different Born-Oppenheimer surfaces. However, these transitions are now described by a purely electronic Schrödinger equation (35), where the nuclear momenta enter only via the velocity term \(\hat{P}_k\) in front of the derivative couplings. Hence, non-adiabatic transitions between Born-Oppenheimer surfaces are possible in Ehrenfest dynamics and are again peaked where the derivative couplings become large.

One problem of the mean-field description in Ehrenfest dynamics becomes apparent when considering an electron-nuclear wave packet initially localized to a certain Born-Oppenheimer state, which then passes through a region with strong non-adiabatic coupling. Beyond that region, the wave packet will have contributions on more than one surface, and, as shown in the exact Schrödinger equation (8), these contributions should evolve independently from each other, when the derivative couplings become negligible again. This is not reproduced in Ehrenfest dynamics, where each nuclear trajectory will evolve in one effective potential built from the electronic contributions in all occupied surfaces, leading to possibly unphysical paths when the force-contributions of the involved surfaces differ strongly.58,222,223

For more information on the implementation of MTE in this work and a convergence analysis, see Sec. V F.

D. Fewest-switches surface hopping

Surface-hopping methods try to circumvent the mean-field averaging problem by calculating the forces acting on the nuclei from a single energy surface \(E_{\nu}(R)\) in each time step, with the possibility of stochastic hops between surfaces. While it is not a mean-field method, it still uses an independent-trajectory approach, which combined with the classical path assumption for the nuclei leads to the same electronic-time-evolution equations (34) and (35) as MTE.58,59

Surface-hopping methods interpret the resulting electronic populations \(|\Psi_{el,a}(t)\rangle^2\) as the probability of the trajectory \(r\) to be on the electronic surface \(E_{\nu}(R) = \langle \phi_a | \hat{H}^{BO}(R) | \phi_a \rangle\). Since the forces on the nuclei are calculated from a single diagonal entry of the electronic density matrix, they are strongly basis dependent. The typical choice is the Born-Oppenheimer basis (see, for example, the discussion in Ref. 59), which leads to the nuclear Hamiltonian:

$$H_{\text{nuc}}^{\text{nuc}} = T^{\text{nuc}}(P') + E^{BO}_{\nu}(R'),$$

(36)

where \(T^{\text{nuc}}\) is the kinetic energy term of the classical nuclear Hamiltonian and \(\nu'\) is the currently active Born-Oppenheimer surface of trajectory \(r\). The hopping algorithm is designed such that the distribution of trajectories on the surfaces approximately reproduces the electronic populations given by \(|\Psi_{el,a}(t)\rangle^2\). The most common form for the hopping algorithm is the fewest-switches surface hopping (FSSH),58 which is also used in this work.

The time derivative of the electronic populations \(|\Psi_{el,a}(t)\rangle^2 = \dot{\rho}_{a,a}^e\) in the Born-Oppenheimer basis can be expressed by using Eq. (35) as \(\dot{\rho}_{a,a}^e = \sum_{b,a} b_{a,b}^a \dot{\rho}_{b,a}^e\) with \(b_{a,b}^a = -2\Re \sum_k \Re \sum_k \Re \hat{P}_k(t) A_{a,b,k}(R(t))\), where \(\Re\) refers to the real part. From this expression, FSSH estimates the change
of electronic population from surface \(a\) to surface \(b\) within a time step \(\Delta t\) as \(-\hbar \delta_{ab} \delta \rho.\) The FSSH algorithm, as the name fewest-switches implies, tries to use the minimum number of hops between surfaces to satisfy this relation. For that reason, a hop from an active surface \(\lambda\) to another surface \(\lambda’\) within a time step \(\Delta t\) is allowed with a probability equal to

\[
P_{t \rightarrow \lambda'} = \max \left\{ \frac{-\Delta t \delta_{ab}}{\rho_{\lambda \lambda'}}, 0 \right\},
\]

i.e., hops are only allowed in one direction between two surfaces.

In order to conserve the total energy of the system, a surface hop in the fewest-switches algorithm\(^{58}\) is accompanied by a velocity adjustment of the nuclear degrees of freedom. The velocity adjustment happens in the direction of the derivative coupling \(\tilde{A}_{\lambda, \lambda'}\) between the surfaces. If the corresponding momentum is not sufficient to compensate for the energy increment of a hop, the hop is frustrated and ignored. When dealing with relatively low nuclear kinetic energies, this can lead to significant deviations of the distribution of trajectories from the propagated electronic populations \(|\Psi_{\rho,\lambda}(t)|^2\). The occurrence of frustrated hops can render FSSH inferior to an Ehrenfest approach in some cases.\(^{226}\) Even without frustrated hops one cannot guarantee the internal consistency between the electronic populations and the trajectory distributions due to missing decoherence effects,\(^{227}\) which might be remedied by introducing a decoherence correction, see Sec. V E 1.

It seems that each nuclear trajectory in FSSH has two quantities describing the electronic state: the electronic amplitudes \(\Psi_{\rho,\lambda}\), which determine the switching probabilities, and the currently active surface \(\lambda’\), which determines the nuclear Hamiltonian in Eq. (36).\(^{228}\) Typically, the active-surface distributions are used to calculate populations of the Born-Oppenheimer states: \(\rho_{\rho,\lambda}(t) = \frac{1}{N_{\lambda}} \sum_{\lambda=1}^{N_{\lambda}} \delta_{\lambda,\lambda'}\), as they approximately obey detailed balance.\(^{229,230}\) In contrast, the calculation of electronic properties in other basis sets requires a proper definition of the full electronic density matrix \(\hat{\rho}_{el}\) used in Eq. (31) to approximate the partially Wigner-transformed density matrix. In particular, a consistent approach to calculate diabatic populations \(n_a = \text{Tr} [\hat{n}_a] = \text{Tr} [\hat{\rho}_{el} \hat{\chi}_a]\), is not easily found in FSSH, see, for example, the discussions in Refs. 142, 210, and 228. Two simple possible definitions for the matrix elements of the density matrix in the Born-Oppenheimer basis are\(^{142,210,228,231}\)

\[
\rho_{el,\lambda,\alpha,b}^{(AS)} = \delta_{\lambda \lambda'} \delta_{\alpha,\alpha'} \delta_{\lambda,\lambda'} \tag{37}
\]

\[
\rho_{el,\lambda,\alpha,b}^{(WF)} = \psi_{el,\alpha}^* \psi_{el,\beta}^* \tag{38}
\]

The first definition \(\rho_{el}^{(AS)}\) corresponds to using only the distribution of active surfaces for the calculation of the electronic density matrix. With this ansatz, however, only a diagonal density matrix in the basis of Born-Oppenheimer states can be described for every nuclear configuration \(R\). Thus, for an initial state that is a coherent superposition of several Born-Oppenheimer states, such as is the case for a typical diabatic state, this ansatz cannot capture the correct initial diabatic populations. The second ansatz \(\rho_{el}^{(WF)}\) relies on the electronic wave function amplitudes. Similar to MTE, electronic populations in any basis and for any initial state can be described with this ansatz. On the downside, the electronic amplitudes are not guaranteed to obey detailed balance and are unreliable for longer times.\(^{142,228-230}\)

Based on an approximate derivation of surface hopping from the quantum-classical Liouville equation,\(^{210}\) Landry et al. proposed the use of a mixed diabatic electronic density,\(^{228}\) which corresponds to using

\[
P_{el,\alpha,b} = \left\{ \begin{array}{ll}
\delta_{\alpha \alpha'} \psi_{el,\alpha}^* \psi_{el,\beta}^* & \text{for } a = b \\
R_{el,a,b} & \text{for } a \neq b,
\end{array} \right. \tag{39}
\]

for the electronic density matrix. Here, the active surface distribution is used for the diagonal elements of the electronic density matrix, while the off-diagonal elements are constructed from the electronic amplitudes. This expression combines the strengths of the long-time detailed balance given for the active-surface distributions and the short-time coherences of the electronic amplitudes.\(^{228}\)

We note that the forces on the nuclei are still calculated from the active surfaces only, ignoring any coherences between adiabatic states, i.e., off-diagonal elements of the electronic density matrix in the adiabatic basis. When the coherences have a significant influence on the wave function dynamics, this will lead to deviations of the nuclear motion from the exact dynamics. This is, for example, the case for the (site-)local initial states studied in this work, which have non-zero coherences from the beginning. This deficiency is one consequence of the basis-dependence of surface hopping, which works best only when starting from an adiabatic (Born-Oppenheimer) initial state.

The mixed electronic density matrix defined by Eq. (39) provides a consistent way to calculate electronic populations in any basis. Unless stated otherwise in this work, we will use this definition for the calculation of diabatic populations. There is, however, one caveat to using the mixed electronic density matrix: the diabatic populations are not guaranteed to be positive.\(^{228}\) We find this to be of relevance only in large systems starting from a local initial state, at sites far away from the initially occupied site with very low populations. Observables that put special focus on these small diabatic populations, such as the later investigated reduced mean-squared displacement (see Eq. (49)), cannot be calculated reliably by using the mixed electronic density matrix of Eq. (39), see Appendix A. In these cases, one should consider to resort to the aforementioned definitions \(\rho_{el}^{(AS)}\) (Eq. (37)) or \(\rho_{el}^{(WF)}\) (Eq. (38)).

More information on our implementation of FSSH and a convergence analysis is given in Sec. V F.

### E. Improvements to fewest-switches surface hopping

Many improvements for surface-hopping algorithms have been proposed in the last years, as portrayed in the reviews Refs. 104 and 105. We consider here only the very common decoherence correction, and two further corrections specifically proposed for large systems, see also Ref. 109. In the following the trajectory index \(r\) is omitted for clarity.
1. Decoherence correction

The assumption of independent-trajectories within the surface-hopping approach does not only discard the phase relation between different trajectories, but it also leads to over-coherence within the individual trajectories: the electronic amplitudes are evolved via Eq. (35) and without interactions with other trajectories. Therefore, they will keep the phase relation between different surfaces, which can lead to self-interference effects at later times. Already in the first proposal of the fewest-switches algorithm,58 Tully mentioned the possibility of adding coherence damping terms to the time evolution of the electronic amplitudes. Since then, a large variety of decoherence corrections have been proposed, see, for example, Refs. 104, 109, 142, and 232. We use a force-based decoherence rate, proposed in Refs. 233 and 234, on the basis of a frozen Gaussian method,235,236 where the electronic amplitudes of all non-active states \( a \neq \lambda \) decay exponentially in each time step via \( \Psi_a(t) = \Psi_a(t_0) \cdot \exp(-\Delta t/\tau_a) \), with the decoherence rate

\[
\tau_a^{-1} = \sum_k (F_k^2 - F_k^2) / (4a_k \hbar^2).
\]  

Here, \( F_k^a \) is the \( k \)-th component of the force acting on the \( a \)-th potential energy surface and \( a_k \) is the width of the Gaussians used in the frozen Gaussian ansatz, which can be calculated in the Holstein model via \( a_k = \frac{m}{\hbar^2} \) (see also Ref. 109).

Subotnik et al. have proposed an advanced expression for the decoherence rates of on- and off-diagonal elements of the electronic density matrix by deriving the surface-hopping approach from the quantum-classical Liouville equation.210 We will not use their expression in this work, as it requires the propagation of additional variables.

Using a decoherence correction, in the following denoted by FSSH+D, simplifies the ambiguity of the electronic density matrix in FSSH, mentioned above in Sec. V D. Since the electronic amplitudes are dampened towards the active surface distributions, all definitions of the density matrix become the same for long times. In order to recover the correct coherences of local initial states, one should thus resort to the mixed \( P^{(\text{mixed})} \) (Eq. (39)) or the electronic amplitude (wave function) \( P_{\ell a}^{(WF)} \) (Eq. (38)) definition.

2. Avoiding derivative couplings

Special care needs to be taken when dealing with large systems in FSSH, see Ref. 109. Here, different energy surfaces can come very close or even cross when different adiabatic states are localized to far separated regions of the system and are only very weakly coupled. The derivative couplings (see Eq. (10) or, for the dimer, Eq. (16)) then become very localized, and cannot be sampled reliably unless very small time steps are used.237-240 In the FSSH algorithm, the derivative couplings are used in three steps: the electronic propagation according to Eq. (35), the calculation of the hopping probabilitie, and the direction of the velocity adjustment after a successful surface hop.

Since the electronic propagation is basis independent (see Eq. (34)), it can be carried out in a diabatic basis \( |b_{\ell a} \rangle \), to avoid the derivative couplings altogether. In each time step the adiabatic amplitudes are then calculated via \( \Psi_{\ell a}^{(d)}(t) = \sum_b \langle \phi_{\ell a}^{(R)}(R(t)) | b \rangle \Psi_{\ell a}^{(d)}(t) \) (see Eqs. (11),(12)).237

For calculating numerically stable hopping probabilities, also close to surface crossings, different schemes have been proposed, see Ref. 109 and references therein. In this work, we use an alternative expression for the hopping probability \( p_{\ell a} = \max(g_{\ell a}^{(l)}, 0) \) in systems with \( L \geq 3 \), which relies only on the general unitary adiabatic time propagator \( \Psi_a(t + \Delta t) = \sum_b P_{a,b}(t, t + \Delta t) \Psi_b(t) \):

\[
g_{\ell a}^{(l)} = \frac{|\Psi_{\ell a}(t)|^2 - |\Psi_{\ell a}(t + \Delta t)|^2}{|\Psi_{\ell a}(t)|^2} \times \frac{\Re[P_{\ell a}^{(l)}(t, t + \Delta t)\Psi_{\ell a}(t + \Delta t)\Psi_{\ell a}^{(l)}(t)]}{|\Psi_{\ell a}(t + \Delta t)|^2 - \Re[P_{\ell a}^{(l)}(t, t + \Delta t)\Psi_{\ell a}(t + \Delta t)\Psi_{\ell a}^{(l)}(t)]},
\]

and which was proposed in Ref. 241 as a numerically more stable variant of a similar expression proposed in Ref. 237.

The hopping probabilities defined by Eq. (41) fulfill the sum rule \( \sum_{a \neq \lambda} |g_{\ell a}^{(l)}|^2 = 1 \) in each time step exactly. This is necessary to obtain a self-consistent description between electronic amplitudes and active-surface distributions, as in the original FSSH algorithm.58 Eq. (41) can be evaluated without resorting to derivative couplings once the electronic wave-function propagation is obtained in the diabatic basis.

We compared our results also to the “crossing-corrected” algorithm proposed in Ref. 242 as an extension of a self-consistent correction suggested in Ref. 239, which also relies on exactly enforcing the sum-rule decomposition mentioned earlier. This method relies on identifying surface intersections, or near intersections, which can be insufficient for asymptotically approaching Born-Oppenheimer surfaces, as observed in the Holstein trimer (see Fig. 5). Then again, the crossing-corrected algorithm alleviates the difficulty calculation of the velocity-adjustment while passing a surface intersection (by neglecting the velocity-adjustment). We could not observe a significant difference between using the crossing-corrected scheme and using Eq. (41) and employed the latter in this work. Hence, in our implementation, we still rely on the derivative couplings in the calculation of the velocity-adjustment.

3. Decoherence enhanced spurious charge transfer

Another problem appears when applying the decoherence correction in large systems: the “decoherence correction enhanced trivial crossing problem”109,243 or also called “spurious charge transfer”231,244 In large systems, different Born-Oppenheimer states might be localized to completely different parts of the system. A surface hop between these states, although rare, will correspond to an instantaneous jump in
space. This becomes even more severe when surface crossings are not properly accounted for\textsuperscript{109} (see Sec. V E 2). The electronic propagation via Eq. (34) is only indirectly, through the changing nuclear trajectory, affected by the jump, and subsequent hopping events can often still be well described. Hence, in normal FSSH, the erroneous jumps have only little effect, especially when calculating diabatic populations from the electronic amplitudes only ($\rho^{\text{WF}}$, see Eq. (38)). The decoherence correction, however, collapses the electronic amplitudes to the active surface, resulting in the spurious charge transfer described in Refs. 109, 231, 243, and 244.

We note that this problem is even more severe when analyzing the real-time evolution of a local initial state in a large system, as done in this work. An example is the bare local state at the central site, with all phonon degrees of freedom in their ground state. This initial state has an almost equal weight on all Born-Oppenheimer surfaces. Thus, already the initial state has a large mismatch between local densities calculated according to the active surfaces (where the initial state is far spread), and the densities calculated according to the electronic amplitudes (where the local initial state is properly recovered). The decoherence correction then quickly removes the correct short-time coherences captured by the electronic amplitudes, resulting in an unphysical super-fast spreading of the wave function. This is shown in Appendix A.

Two ways to restrict the decoherence correction to avoid spurious charge transfer have been suggested: (i) allowing decoherence only when the currently active surface has a wavefunction population above a threshold,\textsuperscript{243} or (ii) restricting the decoherence correction to a certain “active space” in the diabatic basis.\textsuperscript{244} When describing the short-time evolution of local initial states, the first approach will have nearly no effect, since, as mentioned earlier, the adiabatic populations of most Born-Oppenheimer states will be above any reasonable threshold. We are thus left with the active-space ansatz of Ref. 244, which was already applied to calculating mobilities in organic semiconductors.\textsuperscript{231,244}

This approach\textsuperscript{244} introduces an additional step in the time evolution of every independent trajectory: After propagating the nuclei and electronic wave functions, but before the decoherence correction is applied, an “active region” in the diabatic states is defined, which should contain at least a fraction of $R = 0.999$ of the electronic charge density. In our implementation, we construct this region by subsequently adding diabatic basis states with decreasing electronic population to an active region subset, until the total electronic population of the subset exceeds the threshold $R$. Afterwards, the decoherence correction is carried out, but all changes of the diabatic electronic amplitudes outside the active region are ignored, while the amplitudes inside the active region are rescaled to conserve the norm. Since $R$ is close to 1, only diabatic states with very low electronic population should be affected. As also pointed out in the original paper,\textsuperscript{244} this active region only influences the decoherence correction step, while the propagation of the electronic wave functions is carried out in the usual way. This approach is well suited for our local initial states, where initially only a single diabatic state is occupied. We found quantitative changes in the time evolution depending on the exact value of the threshold $R$ used, see Appendix A, and in general, a value of $R = 0.99$ seems to improve the results over the originally suggested $R = 0.999$ for the local initial states in the large systems.

We can go one step further by completely turning off the decoherence correction in the short-time regime of a local initial state, when we know that the coherences between Born-Oppenheimer states are still important. In this work, we take a simple approach of delaying the use of a decoherence correction in large systems ($L \geq 11$) until a time of $\pi/(2\omega_0)$, i.e., a quarter phonon oscillation period, has passed. The effect of this delayed decoherence is shown in Appendix A. FSSH with this form of the restricted decoherence, i.e., an active region restriction with $R = 0.99$ and the delayed decoherence, will be denoted as FSSH+RD.

From the previous discussion it is clear that in order to correctly describe the initial electronic state, all coherences between the adiabatic states need to be included. In the example of our local states in large systems, the initial adiabatic states are delocalized over many sites and only the coherences in the electronic wave function recover an electron density that is initially localized to a single site. This is also illustrated in Appendix A. Studies focusing on extracting mobilities and steady-state properties often discard these initial coherences or directly start from a relaxed adiabatic state.\textsuperscript{231,243} Using this ansatz has the benefit that all definitions of the electronic density matrix are equivalent in the beginning and both types of restricted decoherence correction mentioned earlier can be used. Furthermore, it has been shown that when using a crossing-corrected algorithm (see Sec. V E 2) and by including only a subset of all adiabatic states in the algorithm, system-size independent results could be obtained with surface hopping in very large systems, also without limitations to the decoherence correction.\textsuperscript{245} Similar to the first restricted decoherence ansatz mentioned earlier, this approach is not suitable for our bare local initial states, which have an almost equal contribution on all adiabatic states. An alternative extension to ensure inherently system-size independent dynamics, which also works for our initial states, is a subsystem surface hopping ansatz,\textsuperscript{246} which combines a surface hopping description for a dynamical subset of the lattice sites with molecular dynamics on the other sites. This can even be combined with an additional subsystem described on a purely statistical level.\textsuperscript{247} In this work, where we focus on the initial real-time non-adiabatic dynamics, we stay with a pure surface hopping description, include all coherences for the local initial states, and use the restricted decoherence approach outlined earlier.

F. Computational details of the independent trajectory algorithms and convergence

The calculations presented in this work always start with the nuclear oscillators on every site in a coherent state and the electron either in a local or adiabatic state. The partially Wigner-transformed density matrix (Eq. (30)) has non-zero entries only in one diagonal matrix element of the diabatic or adiabatic electron basis, respectively: $W(R, P) :=$
$W_{a d}(R, P) \neq 0$, corresponding to a normal Wigner transform of this component of the nuclear wave function ($\Psi_{a d}^{(d)}(R)$ or $\Psi_{a d}^{(d)}(R)$). In both independent trajectory methods, we sample the initial nuclear positions and momenta from that Wigner transform, which for the coherent states leads to uncorrelated Gaussians in the positions and momenta, centered around their quantum mechanical averages ($\langle \hat{x}_i \rangle$ and $\langle \hat{p}_i \rangle$). In the dimensionless variables this can be expressed as:

$$W(\bar{x}, \bar{p}) = \frac{1}{(2\pi)^{L}} \prod_{i=1}^{L} \exp \left(-\frac{(\hat{x}_i - \langle \hat{x}_i \rangle)^2}{2} \right) \exp \left(-\frac{(\hat{p}_i - \langle \hat{p}_i \rangle)^2}{2} \right).$$

(42)

Here, $L$ is the number of sites. In particular, for all states studied here, we have $\langle \hat{p}_i \rangle = 0, \forall i$. For the bare states (see Figs. 1(b), (d) and Fig. 2(a)), all oscillators are centered around zero ($\langle \hat{x}_i \rangle = 0, \forall i$, while the dressed and adiabatic states have $\langle \hat{x}_i \rangle = \sqrt{2}\gamma$ for one site $k$ (polaron states, Figs. 1(a), (c), (e)) or every second site (dressed CDW state, Fig. 2(b)). Taking $W(\bar{x}, \bar{p})$ as the probability distribution for starting at a certain phase-space point, there is no need to keep track of any weighting factor in Eq. (31) for the different trajectories and all are weighted equally for calculating observables ($w^r = 1, \forall r$). All randomly drawn positions and momenta are moved and scaled to reproduce the correct mean and variance of the nuclear positions and momenta on each site. Only after the nuclear sampling, the electronic amplitudes are set to the predefined initial state $\Psi_{el}^{initial}(R)$, which, for an adiabatic state, depends on the nuclear positions $R$. In FSSH, the active surfaces are set to the initial adiabatic surface (for adiabatic initial states), or randomly sampled from the overlaps between the initial state with all adiabatic states at that nuclear position $R$ (for local initial states).

After the initialization, in each time step, we first perform the integration of the nuclear equation of motion, and afterwards of that of the electronic wave function. In MTE (in a phonon-independent (diabatic) basis), we can integrate the nuclear positions on each site exactly for a constant electron density $n$ on that site via: $\hat{x}(t + \Delta t) = \hat{x}(t) \cos(\omega_0 \Delta t) + \hat{p}(t) \sin(\omega_0 \Delta t) + \sqrt{2}\gamma n \left[1 - \cos(\omega_0 \Delta t)\right]$, and correspondingly for the momenta. Afterwards the vector of all new nuclear positions $\vec{x} := \vec{x}(t + \Delta t)$ is used to represent the electronic time-propagator in Born-Oppenheimer states to obtain: $\Psi_{el}(t + \Delta t) = \sum_{a} \left| \phi_a^{BO}(\vec{x}) \right\rangle \exp(-i/h\Delta t E_a^{BO}(\vec{x})) \left\langle \phi_a^{BO}(\vec{x}) | \Psi_{el}(t) \right\rangle$, i.e., the electronic wave function is propagated for fixed nuclear positions.

In FSSH (in an adiabatic basis), the electron densities determine the nuclear forces change with the nuclear position $\vec{x}$ and we resort to a velocity-Verlet integration for the nuclear time step. To avoid using derivative couplings in the electronic integration (see Sec. V E 2), we propagate the electronic wave function in the diabatic basis and can use the same electronic propagation as for MTE. The overlap of Born-Oppenheimer eigenstates at different time steps (and thus different $\vec{x}$) is obtained in the diabatic basis. In addition, we make sure that the basis transformation between the diabatic and the Born-Oppenheimer basis, which is obtained by a numerical diagonalization of the Born-Oppenheimer Hamiltonian, does not change sign between subsequent time steps.

After the propagation, in FSSH, we allow for the surface hops, where the hopping probabilities in systems with $L \geq 3$ are calculated according to Eq. (41), with the adiabatic time propagator $P_{a,b}$ determined from the electron propagation step. Lastly, if used, the decoherence correction is carried out in FSSH, with the restrictions mentioned in Sec. V E 3 for large systems ($L \geq 11$).

One needs to ensure internal convergence of the independent trajectory methods, both with the number of used trajectories and the used time step. However, even then, the calculated observables will not necessarily converge to the exact values. Since FSSH needs to sample both the initial state and the random surface hops, we can expect it to converge slower.
MTE and FSSH convergence with time step $\Delta t = 20/\omega_0$, dressed local initial state, $L = 51$, $\bar{\gamma} = 2.5$, $\bar{h}_0 = 2.5$.

**Fig. 9.** Convergence of the total phonon number with the used integration time step $\Delta t$ for MTE, FSSH and FSSH+RD for $L = 51$, $\bar{\gamma} = \bar{h}_0 = 2.5$ with $N_{\text{traj}} = 100000$ at $t = 20/\omega_0$. The lines are guides for the eye.

with the number of used trajectories than MTE, which only needs to sample the initial state. We can analyze the quality of the trajectory-ensemble average of the methods by repeating a simulation $N_r$ times and investigating the standard deviation $\sigma_{O}$ of an observable of interest $O$ across the different runs, also called the statistical error in the observable. This is illustrated for two typical cases in Fig. 8. The obtained data points can be well described by an inverse square-root dependence of the statistical error on the number of used trajectories. In general, we found that MTE needs fewer trajectories to obtain the same absolute statistical error as the FSSH methods, the factor depending on the system parameters, initial state, and investigated observables. Typical values obtained from linear fits of the log-log data are included in Fig. 8. Relative statistical errors might deviate from this observation, as the different methods converge the observables to different values. For the comparison to the ED, DMRG-LBO and MCE results presented later, we use 20000 trajectories for MTE and FSSH for all systems, with the exceptions of the dressed initial state in large systems $L \geq 11$ and for the data presented in Appendix B, where we could still observe a slight visible improvement by increasing to 50000 trajectories.

In addition, a suitable integration time step needs to be used. One of the more difficult systems to converge with respect to the time step is shown in Fig. 9, with $L = 51$, $\bar{\gamma} = \bar{h}_0 = 2.5$ and $N_{\text{traj}} = 100000$. We can still observe variations in the total number of phonons for time steps smaller than $\Delta t = 0.01/\omega_0$, which are, however, in the order of magnitude of the statistical error for the 100000 trajectories used (see Fig. 8). For results for the Holstein dimer $L = 2$ and for the many-electron calculations in Sec. X, we use $\Delta t = 0.01/\omega_0$, while for all one-electron results in systems with $L > 2$, we resort to a smaller time step of $\Delta t = 0.001/\omega_0$.

VI. MULTICONFIGURATIONAL EHRENFEST METHOD

In this section, we explain the method called “Multiconfigurational Ehrenfest” (MCE). The method is based on: (i) a wave-function ansatz constructed from multiple configurations and (ii) a Gaussian-state basis for oscillators which is guided by Ehrenfest dynamics.

The MCE method is not a fully variational method, as opposed to, e.g., Gaussian-based Multi-Configuration time-dependent Hartree (G-MCTDH), variational Multi-configurational Gaussian (VMCG) and the Davydov D2 ansatz. The non-variational character, on the one hand, leads to a less complex equation of motion, while on the other hand, the resulting dynamics conserve energy only approximately. MCE, in principle, converges to exact dynamics if the configurations form a complete, or sufficiently large, basis set. A characteristic feature of MCE, which needs to be kept in mind, is that the convergence has different rates for different observables. Observables linear in position or momenta converge much faster than observables with higher powers of position or momenta, e.g., the energy of the oscillators. As we confirm below, convergence of these more difficult observables, as well as total energy conservation, can easier be reached for short time intervals or small systems in practical applications. Even when the total energy still drifts, the average nuclear position and the electronic densities close to the initially occupied sites are captured quite well even for later times.

The MCE algorithm comes in two flavors called MCEv1 and MCEv2, where all electronic coefficients are coupled across the configurations, and MCEv2, where each configuration has one additional global coefficient and only these coefficients are coupled across different configurations. The MCEv1 is recommended for model Hamiltonians such as the Holstein model to which it was already applied. In this work, only MCEv1 results are included. However, some of the implementation strategies devised for the MCEv2, e.g., the initialization of the total state, are adapted to MCEv1.

A. Ansatz for the total state

The time-dependent basis used in both versions of MCE is constructed from coherent states and an electronic wave function. For a single configuration $\tau$, the coherent state product of the oscillators can be written as

$$|\varphi(\tau)\rangle := \exp \left( \sum_{i=1}^{L} \left( \zeta_{i}^* \hat{b}_{i}^\dagger - \zeta_{i} \hat{b}_{i} - i\mathcal{R}(\zeta_{i})\mathcal{I}(\zeta_{i}^*) \right) \right)|0\rangle_{\text{ph}},$$

and is fully characterized by the set of complex numbers $\{\zeta_{1}^*, \ldots, \zeta_{L}^*\}$ defined as the eigenvalues of the annihilation operators $\hat{b}_{i}|\varphi(\tau)\rangle = \zeta_{i}|\varphi(\tau)\rangle$. The additional global phase factor $\mathcal{R}(\zeta_{L})\mathcal{I}(\zeta_{L})\rangle$, with $\mathcal{R}$ and $\mathcal{I}$ referring to the real and imaginary part, is introduced to simplify the phononic overlap matrix. A
full configuration \( r \) is constructed by attaching an electronic state \( |\phi'\rangle \) to the coherent state product \(|\mathcal{z}'\rangle\), resulting in the total state \(|\psi'\rangle = |\phi'\rangle \otimes |\mathcal{z}'\rangle\) for the \( r \)-th configuration.

In MCE, the ansatz can be written as \(|\psi'\rangle = \sum_{i=1}^{N_c} a_i(t) c_i^\dagger(0)|\alpha\rangle\). We note that in this paper, we consider only single-particle electronic states. Representing many-body electronic states is possible, however, they require the use of a many-body basis instead of the single-particle basis. Putting all together, the ansatz for the total state, constructed from \( N_c \) configurations \(|\psi'\rangle\), can be written as:

\[
|\Psi(t)\rangle = \sum_{i=1}^{N_c} |\psi_i(t)\rangle = \sum_{i=1}^{N_c} \left( \sum_{i=1}^{N_c} a_i(t)c_i(0)|\alpha\rangle \right) \otimes |\mathcal{z}'(t)\rangle.
\] (44)

The individual configurations in MCEv1 are not normalized \( \langle \psi'|\psi'\rangle \neq 1 \), but one can normalize the total full state \(|\Psi\rangle\).

**B. Initialization**

Initialization of the configurations in Eq. (44) is important to accurately represent the initial state \(|\Psi_{\text{initial}}\rangle\) with the state ansatz of Eq. (44). Choosing a good subset \(|\mathcal{z}'\rangle\rangle_{r=1,\ldots,N_c}\) is crucial for the correctness and efficiency of MCE. We have observed that MCEv1 is somewhat less sensitive to the initial sampling than MCEv2 due to the coupling between the configurations, see also Ref. 259.

For the initialization, first a set of normalized, but in general nonorthogonal, initial configurations \(|\psi'\rangle\) need to be found, onto which the initial state can be projected:\cite{258} \(|\Psi\rangle = \sum_{r=1}^{N_c} |\psi'_r\rangle |\psi'\rangle = \sum_{r=1}^{N_c} \left( S^{-1}\right)^r \langle \psi' |\Psi_{\text{initial}}\rangle = \sum_{r=1}^{N_c} |\psi'_r\rangle \mathcal{A}'\), with \( S^{rr} = \langle \psi'_r |\psi'_r\rangle\). If the configurations form a complete basis, we have \(|\Psi\rangle = |\Psi_{\text{initial}}\rangle\). The coefficients \( \mathcal{A}' \) are then absorbed into the electronic coefficients \( \alpha'_r \) of the configurations to obtain the non-normalized initial configurations used in the state ansatz of MCEv1, Eq. (44). The norm of the resulting state deviates from unity \( \langle \Psi|\Psi\rangle \neq 1 \) in general, but the deviation from 1 can be used as a measure of how well \(|\Psi_{\text{initial}}\rangle\) is represented. To find the set of initial configurations \(|\psi'_r\rangle\rangle_{r=1,\ldots,N_c}\), both the coherent state products \( \mathcal{z}' \) and the electronic coefficients \( \alpha'_r \) need to be specified.

We first start with the specification of the coherent state products \( \mathcal{z}' \). As mentioned in the computational details for the independent-trajectory methods, Sec. V.F, the nuclear wave functions of all initial states studied in this work correspond to a coherent state on every site. In the coherent phonon basis of MCE, this can easily be described by coherent phonon states on every site \( i \) with \( z_i^{\alpha} \). According to the “compressed coherent state swarms”-method proposed in Ref. 260, we sample the values of the coherent state products \( \{z_i'\}, \ldots, \{z_i'\}\) from a Gaussian distribution around these initial values, i.e., for the \( r \)-th configuration:

\[
P(\mathcal{z}') = \prod_i \exp\left(-2\alpha|z_i'|^2 - z_i^{\alpha} |z_i'|^2\right).
\] (45)

Here, \( \alpha \) describes a compression parameter of the sampling width of the Gaussian, with \( \alpha = 1 \) corresponding to a sampling width equal to the width of the coherent states itself. As investigated in Ref. 260, increasing the compression parameter \( \alpha \) can improve the sampling of the initial state and reduce the number of configurations needed to obtain a norm of the projected initial state close to 1. This can lead to more accurate dynamics at later times,\cite{257} but also the opposite might be the case.\cite{260}

We adjust the \( \alpha \)-parameter in an iterative scheme, as in Ref. 258, here done by iteratively multiplying \( \alpha \) by a constant factor \( \gamma > 1 \) until the total norm of the state reaches \( 1 - \langle \Psi |\Psi\rangle < 2 \times 10^{-5} \). In addition, all sampled coherent state products are shifted and scaled to reproduce the correct mean and standard deviation of Eq. (45). For small systems with a large number of configurations, the sampled coherent states can be very dense and cause numerical problems in the inversion of the overlap matrix. To overcome this problem, the sampled configurations in systems with \( L \leq 3 \) are all moved very slightly according to a repulsive force, exponentially decaying with the distance between the coherent states. Afterwards, if the overlap matrix is still ill-conditioned due to the dense configurations, which might result in erroneous total norms larger than 1, we allow for an expansion of the sampling region by iteratively reducing the compression parameter \( \alpha \), possibly even below 1. This never occurred for system sizes \( L > 3 \).

In each iteration of the compression scheme, after the \( \mathcal{z}' \) are obtained, the electronic coefficients are chosen and normalized within each configuration \( r \), for which several approaches are possible. One option is to choose the electronic coefficients as they are given by the initial wave function at the center point of the sampled coherent state. We observed a better convergence when using a random sampling of the electron state and employed the so-called “quantum superposition sampling” (QSS).\cite{259} In this approach, the electronic coefficients are chosen randomly and also initially unoccupied basis states are sampled. We use a slight variation in not choosing the electronic coefficients completely at random, but Gaussian-distributed around its values at the coherent-state center point, with a subsequent normalization. For the electronic Gaussian function we choose a standard deviation of \( \sigma_{el} = 0.5/\sqrt{\alpha} \), which changes iteratively with the compression scheme of the nuclear sampling process. A value of \( \sigma_{el} = 0 \) corresponds to the deterministic electronic coefficients obtained from \(|\Psi_{\text{initial}}\rangle\) at the center point of the selected phonon coherent state, while a value of \( \sigma_{el} = \infty \) corresponds to completely random electronic coefficients. While we do not perform a systematic study, we find the choice \( \sigma_{el} = 0.5/\sqrt{\alpha} \) to be a reasonable choice for most of our investigated initial states. The exception is the tunneling process (see Fig. 17), where a value of \( \sigma_{el} = 1/\sqrt{\alpha} \) produces better results, as more basis states on the initially unoccupied site are helpful in recovering the tunneling transition.

In general, treating adiabatic initial states and related observables, such as the occupation of the Born-Oppenheimer states \(|\tilde{\rho}_{BO}\rangle\), is computationally demanding in our implementation of MCE. A single configuration in the state ansatz used here, Eq. (44), contains one diabatic electronic state and a coherent phonon-state, which has a Gaussian shape in a phonon coordinate representation \( \mathcal{R} \). Thus, Gaussian integrals in the
phonon coordinate space are needed to evaluate projections onto the Born-Oppenheimer states, which become demanding for large systems and are only done for small systems $L \leq 3$ in this work. Alternatively, one could directly implement MCE with an adiabatic electronic basis, which is, however, not pursued in this work.

Finally, for large systems, we find it beneficial to use a site-dependent compression value $a_i$, similar to the pancake sampling. In the pancake-sampling, the nuclear initial conditions on sites that are regarded as less important for the dynamics (e.g., bath sites in comparison to system sites) are sampled with a higher compression. We use a pancake-like sampling for systems with $L > 3$, where the compression parameters $a_i$ on each site $i$ are scaled with an exponential of the distance from the initially occupied (central) site $c$, similar to the formula used in Ref. 262: $a_i = \alpha \cdot \exp((i - c)/\tau)^{2}$, with the characteristic decay-scale $\tau$, which is set to 3 in this work. When using this pancake-like sampling for our large system studies ($L > 3$), we find that the iterative compression of the coherent state sampling stopped very close to a value of $\alpha = 1$, i.e., the total norm of the state is already accurately described by the pancake compression, without any additional global compression.

C. Time propagation

The equation of motion for the electronic coefficients $a_i^r$ can be obtained from the Dirac-Frenkel time-dependent variational principle (using $\hbar = 1$ in this subsection) with the Lagrangian $\mathcal{L} = \langle \Psi | \frac{\partial}{\partial t} - \hat{H} | \Psi \rangle$. Performing the variations $\frac{\partial \mathcal{L}}{\partial a_i^r} - \frac{d}{dt} \frac{\partial \mathcal{L}}{\partial (\partial_t a_i^r)} = 0$, the equation of motion for the electronic coefficients $a_i^r$ reads

$$i \sum_s R^{rs} \dot{a}_i^s = \frac{\partial}{\partial a_i^r} \langle \Psi | \hat{H} | \Psi \rangle - i \sum_s R^{rs} a_i^s \sum_j \left( z_j^s \cdot z_j^r - \frac{z_j^s \cdot z_j^s + z_j^r \cdot z_j^r}{2} \right),$$

with $R^{rs} = \langle z^r | z^s \rangle$.

We note that, at this point, we could apply the variational principle also to the $z_j^r$ coordinates to derive the equation of motion for $z_j^r$. This would lead to a fully variational method, the so-called multiple Davydov $D_2$ ansatz. Instead, in the MCE method, a different choice for the equation of motion for $z_j^r$ is used. Concretely, the Ehrenfest forces, $x_i = \partial H_{\text{mce}}/\partial p_i$ and $\dot{p}_i = -\partial H_{\text{mce}}/\partial x_i$, each configuration-averaged Hamiltonian $H_{\text{mce}} = \langle \Psi | \hat{H} | \Psi \rangle/\langle \Psi | \Psi \rangle$ are used to evolve the coefficients $z_j^r$. For the Holstein Hamiltonian (Eq. (1)), this can be compactly written as

$$i z_j^r = \frac{\partial H_{\text{mce}}}{\partial x_j^r} = \omega_0 z_j^r - \gamma \frac{|a_j^r|^2}{\sum_{r'} |a_j^{r'}|^2},$$

where the second term is the force proportional to the electronic density $n_i^r$ on site $i$ in the configuration $r$. Inserting the equation of motion (47) into Eq. (46) and applying this to our Holstein model, we get a linear coupled system of equations of motion:

$$i \sum_s R^{rs} \dot{a}_i^s = - t_0 \sum_s R^{rs} (a_{i+1}^s + a_{i-1}^s) - \gamma \left( z_j^s \sum_s R^{rs} a_i^s + \sum_s R^{rs} a_i^{s+1} + \sum_s R^{rs} a_i^{s-1} \right) + \gamma \sum_s \left( R^{rs} \sum_j z_j^s n_j^s \right) a_i^s + i \gamma \sum_s R^{rs} a_i^s \sum_j n_j^s \Im(z_j^s),$$

resulting in a norm-conserving dynamics. In this work, the equations of motion in Eq. (47) and Eq. (48) are integrated with an adaptive time-step Runge-Kutta-Fehlberg4(5) integrator. The error tolerance is chosen sufficiently small to conserve the norm up to $1 \times 10^{-6}$.

D. Convergence properties and benchmark of MCE

Investigating the internal convergence in the MCE algorithm is important, since the calculated observables should approach the exact values, when the basis at a certain time step becomes sufficiently large. Previous convergence tests of MCE and benchmarks to other methods exist, see, e.g., for the spin-boson model in Ref. 112 and for a donor-acceptor charge transfer system in Ref. 257. A comparative study in an extended periodic dispersive Holstein chain was carried out recently in Ref. 117 for up to 16 lattice sites. For the results presented in our work, we analyze the convergence of MCE for Holstein chains with up to $L = 51$ sites with a benchmark obtained from the numerically exact DMRG-LBO (denoted as DMRG) simulations.

We find that the convergence works well for small systems and also in large systems for certain observables, such as the average phonon position and electronic densities close to the initial position of the electron. However, as mentioned before, a good convergence is difficult to reach for long times in large systems for other observables, e.g., subsystem energies and local quantities far away from the initially occupied sites. Since the aforementioned violation of total energy conservation is induced by the incomplete basis, one can attempt to use the total-energy drift as an internal convergence criterion. For the convergence analysis, it is again helpful to repeat each simulation $N_s$ times, see Sec. IVF. We then obtain both the run-averaged observable $\langle O \rangle$ and its standard deviation $\sigma_O$.

As a typical scenario obtained for small systems, Fig. 10 shows the run-averaged number of phonons with its standard deviation as error bars over the number of used configurations at a time $t = 5\pi/\omega_0$, starting from the bare local state (see Fig. 1(b)) in the Holstein dimer with $\gamma = \tilde{t}_0 = 2.5$. This is compared to the run-averaged total energy drift, with its standard deviation as error bars.
For a large number of configurations $N_c$, the total phonon number converges to a constant value and the energy drift tends to zero, as expected. In addition, the standard deviation across different runs becomes negligible and the dynamics thus independent of the random initial sampling. Interestingly, the behavior is different for small $N_c$, where, at first, the energy drift and its standard deviation increase with the number of configurations. We can understand this from the fact that for far-separated configurations in the phonon Hilbert space, their dynamics become almost independent and similar to the MTE approach introduced in Sec. VIB. Only when the configurations come close to each other, but are not yet dense enough to form a nearly complete basis, an energy drift is introduced. We note that we also enforce the correct mean and variance of the initial phonon sampling, up to the compression scheme mentioned in Sec. VIB, which influences the low-$N_c$ regime. The total phonon number and its standard deviation converge only in the large-$N_c$ limit, when the energy drift approaches zero again. This is relevant for large systems, where this limit is difficult to reach (see Fig. 11): only looking at the energy drift, without its trend with increasing the number of configurations, could give a wrong impression of the internal convergence of MCE.

For small systems, $L=2$ and $L=3$, we could always reach the large-$N_c$ limit. Here, we identify the energy drift as a useful tool to assess internal convergence. It grows with the simulation time $t$, so that an increasing number of configurations $N_c$ is needed to obtain correct results for later times. In our results for $L = 2$ and $L = 3$ we indicate the time $t^{MCE}_{0.2\hbar\omega_0}$, where the run-averaged energy drift exceeds $0.2\hbar\omega_0$. This is an arbitrary value, useful only for comparing the convergence between different system and method parameters.

For larger systems, we could only reach the large-$N_c$ limit for very short times, while for most of the dynamics, the simulations are just beyond the energy-drift peak (for the dressed initial states), or even in the rising energy-drift regime (for the bare initial states). The MCE convergence of the total phonon number $N_{ph} = \langle \sum_i \hat{b}_i \hat{b}_i^\dagger \rangle$ and the total energy drift $\langle \Delta E_{tot} \rangle$ are compared to the value obtained with DMRG (see Sec. IV C) in Fig. 11. We analyze the convergence at the time where the total phonon number obtained from DMRG reaches the first major maximum (bare), or minimum (dressed), see our results in Figs. 24 and 28 for the obtained time evolution.

For both the bare and dressed initial state in Fig. 11, we could not converge the total phonon number to the DMRG value for the number of configurations available. For the bare local initial state, the total energy drift is negative for small $N_c$, which in our simulations always indicates a poor sampling. For the dressed initial state, the total energy drift is already in the falling branch, and only shows a small absolute total energy drift $\langle \Delta E_{tot} \rangle (N_c = 5000) = 0.036 \hbar\omega_0$. While for

FIG. 10. MCE convergence of the phonon number on the initially occupied site $N_{ph,1}$ (blue stars) and total energy drift $\langle \Delta E_{tot} \rangle$ (orange circles) versus the number of used configurations $N_c$ for the bare local initial state in the Holstein dimer with $\gamma = 2.5, \bar{t}_0 = 2.5$. We show the results at time $t = 5\pi/\omega_0$. The observables are run-averaged over $N_c = 50$ runs and the resulting standard deviation is displayed as error bars.

FIG. 11. MCE convergence of the total phonon number $N_{ph} = \langle \sum_i \hat{b}_i \hat{b}_i^\dagger \rangle$ (blue stars) and total energy drift $\langle \Delta E_{tot} \rangle$ (orange circles) over the number of used configurations $N_c$ for the (a) bare and (b) dressed local initial state in the Holstein chain with $L = 51, \gamma = 2.5, \bar{t}_0 = 2.5$. The MCE initialization is done with the pancake-like sampling, which improves convergence. The observables are run-averaged over $N_c = 10$ runs and the resulting standard deviation is included as error bars. The desired converged results are indicated by dashed lines: zero energy drift, and the total phonon number obtained with DMRG at the selected time. We show the results at time (a) $t = 4.12/\omega_0$ and (b) $t = 3.7/\omega_0$, corresponding to the first major maximum (bare) or minimum (dressed) in the total phonon number obtained with DMRG, see Figs. 24 and 28.
small systems, such a value is completely sufficient, this is not the case for the Holstein chain \((L \gg 3)\) with only one localized electron: the total initial energy stays constant with the number of sites (ignoring the zero-point energy of the phonon harmonic oscillators) and thus the average energy per site becomes very small for large systems. A global quantity like the total phonon number is very difficult to converge in this case.

We will see later that some observables are still very well recovered in these regimes, for example, local observables around the initially occupied site. Thus, we consider the MCEv1 method used in this work as a promising technique, especially for small systems and some local observables with a larger energy scale, while global observables and questions of energy transfer between subsystems seem to be much more difficult to obtain, or would require more extensive computational resources.

VII. RESULTS FOR THE HOLSTEIN DIMER

Before analyzing the Holstein dimer, we first review the non-adiabatic dynamics in the Holstein dimer. As a prototypical system for an avoided crossing in a confining potential, this and similar models are already well studied in the literature, see also Sec. I. Here, we concentrate on a few example cases to illustrate the influence of non-adiabatic effects on electron-nuclear dynamics and the ability of the trajectory-based methods to capture these effects. We will use our insights later in our interpretation of our results for the Holstein trimer and the Holstein chain, as many observations carry over to these systems. For the Holstein dimer, we compare the independent-trajectory methods multitrajectory Ehrenfest (MTE) and fewest-switches surface hopping (FSSH) to exact diagonalization (ED) and the multiconfigurational Ehrenfest approach (MCE). For the ED calculation, we include the results from the grid-based calculation in the Born-Oppenheimer basis (see Sec. IV B), which is, in all tested systems, identical to ED in second quantization (Sec. IV A).

We analyze the three different initial conditions shown in Figs. 1(a)-(c). (i) The wave function has contributions only on the upper Born-Oppenheimer surface, which we call an adiabatic initial state, and then enters a region of significant derivative coupling, thus allowing for transitions between the surfaces (Fig. 1(a)). (ii) The electron is initially localized to a single dimer site (Fig. 1(b),(c)). Here, the initial electron state does thus not depend on the nuclear position and populates a single (trivial) diabatic state. It is in a coherent superposition of both adiabatic states, which provides a challenge for the surface-hopping approach (see Sec. V D). One example of a comparative study in a similar system with initial conditions not restricted to a single adiabatic state is Ref. 228, where also the mixed calculation of diabatic populations in FSSH was suggested (see Sec. V D). In both the adiabatic and local initial states, the nuclear wave function in the respective adiabatic or diabatic basis (see Eqs. (11) and (12)), has only one nonzero component \(\Psi_{a}(q) = \delta_{a,b} \Psi_{ヌa}(q)\). For this component of the nuclear wave function we always choose a coherent state centered around some \(q_0 := \langle \tilde{q}(t=0) \rangle\) and with \(\rho_a(q_0) = 0\).

For the local initial conditions (ii), we analyze two types of such initial states: First, the bare local initial state, where the system starts with all phonon sites in the ground state \(\bar{q}_0 = 0\), corresponding to a bare charge carrier injected locally into a Holstein chain, where no electron-phonon coupling or electron spreading could yet develop, see Fig. 1(b). Second, the localized electron can start with local phonon excitations already developed on the initial site \(q_0 = \tilde{q}\), which is called the dressed local initial state, see Fig. 1(c). For the Holstein dimer, we consider this state mainly to showcase the effect of a tunneling transition, but dressed local states will be analyzed in more detail for the larger systems. The dressed local state can, for example, be realized by a sudden parameter quench, where the electronic hopping matrix element is turned on for times \(t > 0\).

A. Adiabatic initial state: Transition through the avoided crossing

In the adiabatic initial state, the electron initially occupies the upper Born-Oppenheimer state, while we choose the phonon distribution as a coherent state around \(\bar{q}_0 = \tilde{q}\). In the spirit of the language of chemical bonds, this initial configuration corresponds to an antibonding initial state. As parameters, we choose an intermediate regime with \(\tilde{y} = \tilde{l}_0 = 2.5\), which allows for non-adiabatic transitions between the Born-Oppenheimer surfaces when the wave packet approaches the avoided crossing point at \(\bar{q} = 0\).

To get an impression of the time-evolution predicted by the exact and independent-trajectory methods, we show the probability densities on the two Born-Oppenheimer surfaces in nuclear coordinate space \(\Psi_{ヌ}(q,t)^2\) (see Eq. (11)) in Fig. 12. For the independent-trajectory methods MTE and FSSH (here without decoherence correction), they are obtained from \(\Psi_{ヌ}(q,t)^2 = \int d\tilde{q} \left| \Phi_ヌ(q,\tilde{q}) \right|^2 \left| \tilde{W}(q,\tilde{q},t) \tilde{\phi}_ヌ(\tilde{q}) \right|^2\), using the approximated partially Wigner-transformed density matrix from Eq. (31). For each method, the Born-Oppenheimer probability densities are shown for four different time snapshots.

The first snapshot at \(t = 0/\omega_0\) illustrates the starting configuration of each method, Figs. 12(a)-(c), where the initial Gaussian shape is roughly recovered by the random sampling of the 20000 trajectories of the independent-trajectory methods. At \(t = 2.5/\omega_0\) (Figs. 12(d)-(f)), the initial wave packet has passed through the avoided crossing for the first time and now shows contributions on both Born-Oppenheimer surfaces. The FSSH method reproduces the separation of the upper and lower component of the nuclear wave function, while they are centered around the same \(q\) in the MTE method. Thus, MTE already fails to correctly describe the very first transition through the avoided crossing. The same holds for the second splitting at \(t = 4/\omega_0\) (Figs. 12(g)-(i)). At this time, the mean nuclear position \(\bar{q}\) of MTE also starts to deviate significantly from the exact results, as illustrated later in Fig. 13. Finally, at \(t = 5.2/\omega_0\) (Figs. 12(j)-(l)), the remaining upper part of the nuclear wave function interferes with its recurring lower component. The following interference pattern is not accurately captured by the surface-hopping method and
observables will start to deviate from the exact results at later times.

We can investigate the transition probabilities back into the lower Born-Oppenheimer state by looking at the occupation of the upper Born-Oppenheimer surface \( \langle \hat{a}_+ \rangle(t) \). This is depicted in Fig. 13(a), which also includes the results from the fewest-switches surface hopping with the force-based decoherence rate of Eq. (40), and the multiconfigurational Ehrenfest (MTE) method (see Sec. VI). We can see the first three transitions through the avoided crossing, where every time a portion of the upper nuclear wave function passes to the lower surface, while \( \langle \hat{a}_+ \rangle(t) \) stays plateau-like between the transitions. Already after the first transition, the MTE method overestimates the occupation of the upper Born-Oppenheimer surface, i.e., it underestimates the relaxation probability. FSSH exhibits deviations after the first transition as well, but is capable of still giving qualitatively accurate results for the second, third, and fourth transition. The decoherence correction (FSSH+D) improves the quantitative descriptions of the first three plateaus, but overestimates the relaxation for longer times more than the conventional FSSH. It was reported before that decoherence corrections can induce problems when describing coherences, where previously separated parts of the wave function meet again. All of the independent-trajectory methods fall short of correctly describing the long-time behavior for times \( t > 10/\omega_0 \), when the wave function is spread across most of the nuclear coordinate space.

In addition, we can look at the electronic densities on the two dimer sites, corresponding for the one-electron case to the populations in our diabatic basis, which is displayed for three diabatic basis states in Fig. 13(b). We observe that in the first few transitions through the avoided crossing, the electron, for the most part, switches the occupied site, while for later times, it is mostly delocalized between both dimer sites. Again, MTE reproduces the exact results to the least extent. The surface-hopping methods improve on that, with the decoherence correction again leading to a better quantitative description for short times. For times \( t > 8/\omega_0 \), both FSSH with and without decoherence deviate significantly from the exact results. The time evolution of both the diabatic and adiabatic populations is very close to the results obtained in Ref. 107 for a similar initial state.
Finally, we also compare a nuclear observable, for which we choose the average nuclear position \( \langle \hat{q} \rangle \) (see Fig. 13(c)). This observable is slightly more robust than the electronic occupations, with even MTE showing larger deviations only for \( t > 4/\omega_0 \). FSSH reproduces the nuclear position to the largest extent.

MCE coincides with the ED results for most of the time evolution and only slight deviations can be seen at the end of the shown time interval for all observables in Fig. 13. It is thus a significant improvement over the MTE method. The energy drift of MCE reaches 0.2 \( \hbar \omega_0 \) at \( t_{MCE} = 6.37/\omega_0 \).

### B. Bare local initial state with large electron hopping

The bare local initial states start with the electron localized to one of the two dimer sites, while the phonons are in a coherent state around \( \bar{q}_0 = 0 \). For these small values of \( \bar{q} \), the Born-Oppenheimer wave functions of the dimer, Eq. (15), have almost an equal weight in both Born-Oppenheimer surfaces. Thus, this initial state has, already from the beginning, coherent contributions in both Born-Oppenheimer surfaces. To disentangle the effects of the initial coherent superposition of the state and later non-adiabatic transitions, we choose the parameters \( \bar{q} = 4, \bar{t}_0 = 10 \). In this large electron hopping parameter regime, non-adiabatic transitions are mostly excluded, see also the Landau-Zener formula (17).

The probability densities of the initial state in both the adiabatic and diabatic basis (see Eqs. (11) and (12)) are shown in Figs. 14(a) and 14(b), obtained from exact diagonalization. Fig. 14 visualizes the problem of the basis-dependence of the FSSH method: since the forces on the atoms are calculated from the diagonal elements of the Born-Oppenheimer Hamiltonian in the respective electronic bases \( E_{BO}^\text{adiabatic}(q) = \langle \phi_{BO}^\text{adiabatic}(q) | \hat{H}_{BO}^\text{adiabatic}(q) | \phi_{BO}^\text{adiabatic}(q) \rangle \) and \( \langle \chi_l | \hat{H}_{BO}^\text{adiabatic}(q) | \chi_l \rangle \) with an arbitrary but constant scaling to improve visibility.

![FIG. 13. Time evolution of three observables starting from the adiabatic initial state in the Holstein dimer with \( \bar{q} = 2.5 \) and \( \bar{t}_0 = 2.5 \). We show the (a) electronic occupation of the upper Born-Oppenheimer surface \( \langle \hat{n}_1 \rangle \), (b) electronic occupation of the first dimer site \( \langle \hat{n}_1 \rangle \), and (c) average phonon coordinate \( \langle \hat{q} \rangle \) for five different methods: Exact diagonalization (ED) as a dark blue solid line, multifunctional Ehrenfest (MTE) as a dashed light blue line, fewest-switches surface hopping without decoherence correction (FSSH) and with decoherence correction (FSSH+D) as dashed-dotted magenta and orange lines, and multitrajectory Ehrenfest (MTE) as a dotted green line. MTE, FSSH and FSSH+D use 20000 trajectories and \( \Delta t = 0.01/\omega_0 \), MTE uses 300 configurations, and ED 250 eigenstates. For the descriptions of the methods, see Secs. IV B, V, and VI. The energy drift of MCE reaches 0.2 \( \hbar \omega_0 \) at \( t_{MCE} = 6.37/\omega_0 \). The times of the snapshots shown in Fig. 12 are indicated with vertical gray dashed lines.](image-url)}

![FIG. 14. Probability densities obtained from exact diagonalization (see Sec. IV B) in the Holstein dimer, starting from the bare local initial state with \( \bar{q} = 4, \bar{t}_0 = 10 \). We show snapshots for the initial state \( t = 0/\omega_0 \), and at time \( t = 4.04/\omega_0 \). We display the Born-Oppenheimer (adiabatic) probability densities \( |\Psi_{BO}^\text{adiabatic}(q)|^2 \) ((a) and (c)) and local (diabatic) probability densities \( |\Psi_{BO}^\text{diabatic}(q)|^2 \) ((b) and (d)) (see Eqs. (11) and (12)). The probability densities are drawn on top of the diagonal elements of the Born-Oppenheimer Hamiltonian in the respective electronic bases \( E_{BO}^\text{adiabatic}(q) = \langle \phi_{BO}^\text{adiabatic}(q) | \hat{H}_{BO}^\text{adiabatic}(q) | \phi_{BO}^\text{adiabatic}(q) \rangle \) and \( \langle \chi_l | \hat{H}_{BO}^\text{adiabatic}(q) | \chi_l \rangle \) with an arbitrary but constant scaling to improve visibility.](image-url)
ing the coherent superposition of the two states, we cannot expect FSSH to reproduce the atomic movement exactly, even for short times.

However, for later times the nuclear wave function components on the two Born-Oppenheimer surfaces will evolve nearly independently from each other, due to the large electron hopping, as can be seen from Fig. 14(c). The antibonding contribution stays localized around \( q = 0 \), while the bonding (lower Born-Oppenheimer state) contribution separates into both potential energy minima. The electron in the bonding contribution is mostly localized on the different Holstein dimer sites, while in the antibonding contribution, the electron rapidly oscillates between the sites. The snapshot of the diabatic probability densities in Fig. 14(d) captures a moment in which the electron in the antibonding contribution is completely delocalized.

This specific local state poses an additional problem for the FSSH method: the occurrence of frustrated hops. Since the nuclear wave function is initialized around \( q = 0 \), almost all classical trajectories from the lower surface will never have enough kinetic energy to perform a hop to the upper surface. Only trajectories starting on the upper surface can hop to the lower surface and, since they keep their high kinetic energy, later hop back to the upper surface. This asymmetry leads to incorrect electronic occupations of the Born-Oppenheimer surfaces, as seen from Fig. 15(a). The decoherence correction dampens out this effect to keep the electronic occupations of the Born-Oppenheimer surfaces close to 0.5, as ED, MCE, and also the MTE method obtain.

In addition to the long-time effect of the frustrated hops, the surface-hopping methods cannot reproduce the short-time evolution of the average phonon position \( \langle \hat{q} \rangle \) (see the inset Fig. 15(c)) and fail to describe the initial small-scale oscillations of the average nuclear position. This deviation is caused by the aforementioned shortcoming of the adiabatic FSSH method to correctly calculate nuclear forces for an initial state with coherences between the adiabatic states. Intriguingly, the surface-hopping methods reproduce the average phonon position for longer times much better than MTE, see Fig. 15(b). The failure of the MTE method can be understood from its difficulties in reproducing the separation of the upper and lower part of the nuclear wave function visible in Fig. 14, as already seen for the adiabatic initial state in Sec. VII A.

None of the independent-trajectory methods is able to reproduce the small-scale oscillations of \( \langle \hat{q} \rangle \) of the exact results for longer times. They correspond to the fast oscillation of the anti-bonding contribution of the nuclear wave function and thus to a fast oscillation of the electron between the Holstein sites. Thus, the long-term oscillations of the electron densities on the Holstein sites are also not reproduced (not shown here). The FSSH+D method loses this fast oscillation the quickest, while it is able to describe the average long-term behavior better than MTE and FSSH without decoherence.

Nonetheless, this initial configuration demonstrates that adiabatic surface-hopping methods have significant difficulties in describing initial states that already start with strong coherences between different Born-Oppenheimer states, i.e., off-diagonal elements in the adiabatic representation of the electronic density matrix. In addition, we see the effect of frustrated hops, which is the most severe when the nuclear trajectories have little momentum compared to the potential energy splitting in the non-adiabatic region.

MCE does not reach an energy drift of \( 0.2 \hbar \omega_0 \) in the time window shown. The vertical gray line indicates the time of the snapshot shown in Figs. 14(c),(d).

### FIG. 15. Time evolution of the (a) electronic occupation of the upper Born-Oppenheimer surface \( \langle \hat{n}_+ \rangle \) and (b) average phonon coordinate \( \langle \hat{q} \rangle \), starting from the bare local initial state in the Holstein dimer with \( \bar{\gamma} = 4 \) and \( \bar{t}_0 = 10 \), for the methods MTE, FSSH, FSSH+D, ED, and MCE (see Secs. IV B, V, and VI). The inset (c) depicts the magnified short-time evolution of the average phonon coordinate. MTE, FSSH and FSSH+D use 20000 trajectories and \( \Delta t = 0.01/\omega_0 \). MCE uses 60 configurations, and ED 250 eigenstates. The energy drift of MCE does not reach \( 0.2 \hbar \omega_0 \) in the time window shown. The vertical gray line indicates the time of the snapshot shown in Figs. 14(c),(d).

### C. Bare local initial state with small electron hopping

Next, we stay with the bare local initial state, but study a system with reduced electron hopping \( \bar{t}_0 = 0.5 \), also called the resonant regime (see, e.g., Ref. 139). This is far away from an adiabatic parameter regime and surface transitions around \( \bar{\gamma} = 0 \) are very likely. We stay in the strong-coupling regime with \( \bar{\gamma} = 2 \). Starting from the bare charge-density wave, published results for larger systems\(^8\) suggest the formation of plateaus in the electronic occupations for these parameters. They can
FIG. 16. Electronic occupation of the first, initially occupied, dimer site \(\langle \hat{n}_1 \rangle\) for the bare local initial state in the Holstein dimer with \(\tilde{\gamma} = 2, \tilde{t}_0 = 0.5\). We compare the results of the methods MTE, FSSH, FSSH+D, ED, and MCE (see Secs. IV B, V, and VI). MTE, FSSH and FSSH+D use 20000 trajectories and \(\Delta t = 0.01/\omega_0\), MCE uses 150 configurations and ED 250 eigenstates. The energy drift of MCE does not reach 0.2 \(\hbar \omega_0\) in the time window shown.

FIG. 17. Electronic occupation of the first, initially occupied, dimer site \(\langle \hat{n}_1 \rangle\) for the dressed local initial state in the Holstein dimer with \(\tilde{\gamma} = 2, \tilde{t}_0 = 0.5\). We show the long-time results for the methods MTE, FSSH, FSSH+D, ED, and MCE (see Secs. IV B, V, and VI). MTE, FSSH and FSSH+D use 20000 trajectories and \(\Delta t = 0.01/\omega_0\), MCE uses 200 configurations and a larger standard-deviation in the initial quantum superposition sampling of the electronic coefficients of \(\sigma_x = 1/\sqrt{\tilde{g}}\), with the compression parameter \(\alpha\), see Sec. VI B for details. ED uses 250 eigenstates. The energy drift of MCE reaches 0.2 \(\hbar \omega_0\) at \(t_{\text{MCE}}^{\text{MCE}} = 123.7/\omega_0\).

D. Tunneling transition of a dressed local initial state

As a last example for the dimer, we analyze the even more difficult question of the slow tunneling of an electron between the two dimer sites for the dressed local initial state. The long-time results are displayed in Fig. 17, again for \(\tilde{\gamma} = 2\) and \(\tilde{t}_0 = 0.5\). We observe slow tunneling with a period of \(T \approx 100\pi/\omega_0\) between the two dimer sites. This fits the calculated eigenenergies obtained from our exact-diagonalization method, which predicts an energy splitting of the two lowest eigenstates of \(\Delta E \approx 0.02 \hbar \omega_0\). The dressed local initial state can be described well as a coherent superposition of these two eigenstates, which are a symmetric and an anti-symmetric combination of Gaussians localized to the two potential energy minima of the Holstein dimer, with only very little contribution on the upper Born-Oppenheimer surface. Unsurprisingly, all of the independent-trajectory methods stay in the initial potential minimum and do not reproduce the tunneling to the other minimum at all. The classical nuclear kinetic energy of the bonding part of the nuclear wave function is too low to overcome the tunneling barrier. In contrast, the MCE method is able to partially capture the tunneling effect to the other dimer site. This is only possible because some configurations move to the other dimer site, which can be further facilitated in this method by using a larger initial electronic spread for the quantum superposition sampling (see Sec. VI B). We note that using the MCEv2 method (see Sec. VI) with additional initial configurations mirrored from the initially occupied to the unoccupied site, we could observe a complete recurrence of the density \(\langle \hat{n}_1 \rangle \rightarrow 1\) after one tunneling period (results not shown here). This and other extensions of MCE that include tunneling, see, for example, Refs. 264 and 265, are not discussed further in this work. Extensions of the independent-trajectory methods to include tunneling effects266,267 are beyond the scope of this work as well, where we will focus on the short-time dynamics in the following examples. However, one should keep the inherent lack of tunneling effects in the independent-trajectory methods in mind.
E. Summary for the Holstein dimer

In this section, we compared MTE, MCE and FSSH to numerically exact results in the Holstein dimer. The presented examples illustrate some of the typical non-adiabatic effects trajectory-based methods need to look out for. This includes non-adiabatic transitions of an excited initial state (Sec. VII A), built-in coherences between different adiabatic basis states due to the choice of the initial state (Sec. VII B), and a combination of both, here in a fast-phonon regime (Sec. VII C). MTE, which is basis-independent, is able to describe the short-time dynamics in all cases, but fails to capture independent dynamics on different adiabatic surfaces. Thus, as soon as this becomes relevant in the real-time dynamics, e.g., after the first surface transition in the adiabatic initial state (Fig. 13), after the initial build-up of phonons in the bare local initial state (Fig. 15), or after the end of the first local-trapping plateau in the fast-phonon regime (Fig. 16), the MTE results deviate significantly from the exact results.

The FSSH methods, in contrast, are well suited to describe independent components of the nuclear wave function on different energy surfaces and can capture non-adiabatic transitions between surfaces well. They are less accurate, however, when the coherences between the adiabatic states become important, either because previously separated portions of the nuclear wave function meet again (Fig. 12) or because the initial state is already in a highly coherent superposition of different adiabatic states, as for the bare local electron (Figs. 15 and 16). Intriguingly, the problematic coherences of the local initial states have a tendency to decay for later times, most pronounced in an approximately adiabatic parameter regime (Sec. VII B). Here, the qualities of FSSH, approximately obeying detailed balance and being able to describe a wave-function splitting, can lead to a much better long-time agreement with numerically exact results. The fast-phonon (slow electron) example (Fig. 16) shows that this is not true for all cases and one should analyze both system parameters and the initial state to make an assessment of the accuracy of the FSSH methods. The decoherence correction improves the average phonon quantities in the long-time regime and is able to remedy some of the frustrated-hop problem of FSSH for the very low nuclear kinetic energies studied in this work (Figs. 13 and 15). However, the artificial removal of coherences between the adiabatic states can lead to detrimental results, when exactly these coherences are important for describing the initial state (Fig. 16). Both MTE and the FSSH methods are not able to describe a slow tunneling transition in the classical energetically forbidden regime (Fig. 17). Combined with the problem of frustrated hops and, in general, the quantum nature of phonons, the independent-trajectory methods seem more promising if the phonons are initially prepared in a thermal state, which is, however, not studied in this work.

The MCE method produces remarkable results for all initial states and a very good agreement with the ED data. In addition, it is, for the system and method parameters used, in most cases computationally even cheaper than the independent-trajectory methods (which, however, are easier to parallelize). In this small system, MCE, as an example of a coupled-trajectory method, seems to be the method of choice. It is even able to capture some of the tunneling transition, but special care must be taken in the choice of the initial basis and a perfect transition is difficult to achieve, at least in MCEv1 (Fig. 17).

VIII. RESULTS FOR THE HOLSTEIN TRIMER

For the extended systems ($L > 2$) with one electron, we concentrate on the parameters $\gamma = \tilde{\gamma}_0 = 2.5$, which have already been used for the adiabatic initial state in the Holstein dimer (see Sec. VII A) and for the calculation of the Born-Oppenheimer surfaces of the Holstein trimer in Sec. III C. With these parameters we stay in the strong-coupling regime and an intermediate electron hopping, which is neither in the near-adiabatic regime displayed in Sec. VII B nor in the rather unphysical fast-phonon regime of Sec. VII C. These parameters put all studied methods to a test, as both non-adiabatic transitions and high phonon numbers need to be captured correctly.

For the Holstein trimer, the Born-Oppenheimer surfaces are still easy to visualize, as illustrated in Fig. 4 and Fig. 5, which is useful to understand the qualitatively different behavior of the independent-trajectory methods MTE and FSSH, also for the Holstein chain (Sec. IX). These two methods are again compared to MCE and ED, where for the exact diagonalization, we now resort to the description in second quantization from Sec. IV A. The occupation of the Born-Oppenheimer states $\langle \hat{\rho}^\mathrm{BO}_a \rangle$, as well as adiabatic initial states, are not calculated in our implementation of this method. We nonetheless start with one adiabatic initial condition, as one would typically study in a quantum-chemistry problem and then turn to two different local initial states. These local states are typical initial conditions of one-electron problems studied in recent quantum-many body investigations, for example, in Refs. 87 and 88 for the Holstein chain, and will also be investigated for the Holstein chain in Sec. IX.

A. Adiabatic initial state

We start with an example where the wave function is initially restricted to one of the three Born-Oppenheimer energy surfaces of Fig. 5, which we again call an adiabatic initial state. We choose the middle, “non-bonding”, Born-Oppenheimer surface $\mathcal{E}^\mathrm{BO}_t$. For the phonons, we choose a coherent state around $\tilde{x}_a = 0, \tilde{x}_s = 2\gamma / \sqrt{3} \approx 2.887$, corresponding to a phonon cloud present on the central Holstein site, while the edge phonon modes are in their ground state. This phonon state is equivalent to the dressed local state investigated later (Sec. VIII B). We can understand this state as a dressed local state, where the electron has suddenly been removed and placed into the non-bonding adiabatic state, with its electron density concentrated on the edge sites. We depict the electronic density on the central site and the average symmetric phonon distortion in Fig. 18.
FIG. 18. Time evolution of (a) the electronic population on the central site \( \langle \hat{n}_s \rangle \) and (b) the symmetric phonon mode \( \langle \hat{x}_s \rangle \), starting from the non-bonding initial state \( \langle \hat{\rho}^{\text{int}}(\hat{r}=0) \rangle = 1 \) around \( x_0 = 0, \tilde{x}_0 = \gamma \sqrt{3} \) in the Holstein trimer with \( \gamma = 2.5 \) and \( \tilde{\omega}_0 = 2.5 \). We show results obtained from the methods MTE, FSSH, FSSH+D, and MCE (see Secs. V and VI). The independent trajectory methods use 20000 trajectories and \( \Delta t = 0.001/\omega_0 \), and MCE uses 1200 configurations. The energy drift of MCE reaches \( 0.2 \hbar \omega_0 \) at \( t_{0.2 \hbar \omega_0}^{\text{MCE}} = 8.66/\omega_0 \).

The figure illustrates that about half of the electronic density quickly moves to the central site, as the symmetric phonon mode goes through zero, but oscillates back as the phonon mode continues to large negative values. From the shape of the Born-Oppenheimer surfaces (Fig. 5), we know that the non-bonding and the bonding electronic state for these negative values of \( \langle \hat{x} \rangle \) (and with \( \langle \hat{n}_s \rangle > 0 \)) are almost equivalent and have only very little electronic contribution on the central site. After this initial transition, the electronic population on the central site and the symmetric phonon mode oscillate synchronously since now most of the electronic population has relaxed to the ground state.

We conclude that FSSH, especially with the decoherence correction, is able to describe this time evolution predicted from MCE very well. In addition, MTE exhibits not too large deviations from the MCE results for short times. However, for longer times, it is not able to predict the same oscillation frequency of the symmetric phonon mode \( \hat{x}_s \), as obtained from FSSH and MCE. For this adiabatic initial state, FSSH appears to be a very suitable independent-trajectory method, with even higher accuracy for later times than in the Holstein dimer (Fig. 13). We attribute this to the larger system size and the beneficial shape of the Born-Oppenheimer surfaces: the region where the non-bonding and the bonding surface come close to each other is also the region where they result in mostly the same forces. This might also lead to the rather good performance of MTE: even if the surface splitting is not perfectly described, the effect on the nuclear dynamics is only minor for short times. For later times, of course, this is not true anymore. We note that MCE shows an energy drift (with \( t_{0.2 \hbar \omega_0}^{\text{MCE}} = 8.66/\omega_0 \)) and data at later times should be interpreted with some caution.

### B. Local initial states

Next, we analyze two local initial states, the bare and dressed local state, see Figs. 1(d) and (e). We start with the bare local initial state, where all phonon harmonic oscillators are in the ground state and the electron is localized to one trimer site. We choose the electron to be localized initially to the central site: \( \langle \hat{n}_s \rangle(t=0) \approx 1 \). The results presented here differ only quantitatively when we choose an edge site instead.

The ground-state configuration of the phonons corresponds to a Gaussian distribution on each site centered around \( \tilde{x}_i = 0 \). In the relaxed trimer coordinates defined in Eq. (5), it is centered around \( \tilde{x}_1 = \tilde{x}_2 = 0 \). As described in Sec. III C, the second, non-bonding Born-Oppenheimer state has no electronic contribution on the central site for zero anti-symmetric distortion \( \tilde{x}_0 = 0 \) (the red lines in Fig. 5). Here, the localized electron occupies only the lowest, bonding, and highest, anti-bonding Born-Oppenheimer state, in fact with an equal weight. Due to the finite width of the Gaussian distribution, the electron will nonetheless have a (smaller) contribution in the non-bonding Born-Oppenheimer state. Similar to the bare local state in the dimer (Secs. VII B and VII C), this initial state is rather distinct from a pure adiabatic state and coherences between the adiabatic basis states are important.

The occupation of the lowest Born-Oppenheimer state is depicted in Fig. 19(a). MTE builds up a much smaller occupation of the lowest Born-Oppenheimer state compared to the surface-hopping methods or MCE. MCE predicts occupations of the lowest Born-Oppenheimer state between FSSH with and FSSH without decoherence for intermediate times. Note that the energy drift of MCE reaches \( 0.2 \hbar \omega_0 \) at \( t_{0.2 \hbar \omega_0}^{\text{MCE}} = 8.16/\omega_0 \) (see Sec. VII D). FSSH without decoherence shows the largest relaxation to the lowest Born-Oppenheimer state, similar to the case of large electron hopping, investigated for the Holstein dimer in Sec. VII B.

For the dynamics of the electronic population on the central Holstein site, the independent-trajectory methods are again not able to reproduce the persisting fast oscillations between the sites at late times (see Fig. 19(b)), however, the FSSH methods seem to describe the average occupation slightly better than MTE.

Lastly, we observe large deviations in the average symmetric phonon distortion \( \langle \hat{x}_s \rangle \) in Fig. 19(c). MTE deviates strongly from ED already after \( t \approx 2.5/\omega_0 \) and also the surface-hopping methods do not quantitatively reproduce the later time evolution. However, they recover the qualitative oscillations in the observable until \( t \approx 15/\omega_0 \). We also see noticeable deviations between ED and MCE when the energy drift becomes too large at times \( t > t_{0.2 \hbar \omega_0}^{\text{MCE}} \).

Next, we consider the dressed local initial state, where a
coherent phonon state on the initially occupied central site dresses the electron. This corresponds to a Gaussian distribution around zero for the edge sites and around \( \bar{x}_2 = \sqrt{2} \bar{y} \) for the central site, or equivalently in the trimmer coordinates, \( \bar{x}_n = 0 \) and \( \bar{x}_s = 2 \bar{y} \sqrt{3} = 2.887 \), as for the adiabatic state studied before (Sec. VIII A).

The occupation of the initially occupied central Holstein site is displayed in Fig. 20(a). As always for the local initial states, the independent-trajectory methods cannot reproduce the small-scale oscillations of the electronic density for long times. MTE is also not able to reproduce the average electron density, i.e., too much electronic weight is shifted to the edge sites. Moreover, the average symmetric phonon distortion \( \langle \hat{x}_s \rangle \) in Fig. 20(b) is not correctly described in MTE, while the FSSH methods show qualitatively the correct large-scale oscillations. There are no large deviations between ED and MCE, consistent with a small energy drift that reaches 0.2 \( \hbar \omega_0 \) only at \( t_{MCE}^{0.2 \hbar \omega_0} \approx 14.72 \).

For both local initial states (Fig. 19), we observe nearly no relaxation towards the lowest Born-Oppenheimer state in the MTE simulation. The dynamics are influenced too much by the large initial occupation of the highest Born-Oppenheimer state, which has its potential energy minimum at \( \bar{x}_0 = \bar{x}_s = 0 \). In the dressed local initial state, too much electronic weight in the MTE simulation is able to escape the local trapping on the central site (Fig. 20). While the state has a large initial contribution in the lowest Born-Oppenheimer state \( \hat{\rho}_0^{BO}(t=0) \approx 0.92225 \), the remaining weight in the higher states shifts part of the electron from the potential energy minimum corresponding to the central site (\( \bar{x}_s = \bar{y} \)) to the other two minima (see the Born-Oppenheimer surfaces, Figs. 4 and 5). In summary, the dynamics in MTE are influenced too much by the higher Born-Oppenheimer states, as also observed in other comparative studies, e.g., Ref. 268, and the method has difficulties to describe the formation of stable localized charge carriers.

FIG. 19. Time evolution of three observables starting from the bare local initial state at the central site in the Holstein trimer with \( \bar{y} = 2.5 \) and \( \bar{t}_0 = 2.5 \). We show (a) the occupation of the lowest Born-Oppenheimer state \( \langle \hat{\rho}_0 \rangle \), (b) the electronic population on the central site \( \langle \hat{n} \rangle \), and (c) the symmetric phonon mode \( \langle \hat{x}_s \rangle \) for the methods MTE, FSSH, FSSH+D, ED, and MCE (see Secs. IV A, V, and VI). The independent trajectory methods use 20000 trajectories and \( \Delta t = 0.001/\omega_0 \), ED uses 21 local phonon states, and MCE 1000 configurations. The energy drift of MCE reaches 0.2 \( \hbar \omega_0 \) at \( t_{MCE}^{0.2 \hbar \omega_0} = 8.16/\omega_0 \).

FIG. 20. Time evolution of (a) the electronic population on the central site \( \langle \hat{n} \rangle \), (b) the symmetric phonon mode \( \langle \hat{x}_s \rangle \), (c) the symmetric phonon mode \( \langle \hat{x}_s \rangle \) starting from the dressed local initial state at the central site in the Holstein trimer with \( \bar{y} = 2.5 \) and \( \bar{t}_0 = 2.5 \), for MTE, FSSH, FSSH+D, ED, and MCE (see Secs. IV A, V, and VI). The independent trajectory methods use 20000 trajectories and \( \Delta t = 0.001/\omega_0 \), ED uses 21 local phonon states, and MCE 1000 configurations. The energy drift of MCE reaches 0.2 \( \hbar \omega_0 \) at \( t_{MCE}^{0.2 \hbar \omega_0} = 14.72/\omega_0 \).
From the Holstein dimer we have seen that FSSH faces challenges as well, in particular for local initial states, which resurface in the Holstein trimer. The low kinetic energy of the phonons leads to frustrated hops, most pronounced without the decoherence correction, and thus to an overestimation of the relaxation to the lower Born-Oppenheimer surfaces (see Fig. 19(a)). The effect is less severe here, due to the moderate strength of the electron-phonon parameter and the different structure of the Born-Oppenheimer surfaces of the trimer (see Fig. 5). Second, FSSH has difficulties describing the correct short-time behavior of both electron densities and nuclear oscillations, due to the missing coherences between the Born-Oppenheimer states for the calculation of the nuclear forces. The decoherence correction worsens this deficiency for the electron density, as it actively dampens out these coherences. This effect seems to be much less relevant for the two cases investigated here, compared to the Holstein dimer. The dressed local initial state is less affected by both problems, as it is much closer to an adiabatic initial state.

For the parameters chosen here, and in general for sufficiently fast electrons, the independent-trajectory methods seem to perform better if the wave function has initially contributions only in a single adiabatic state. Despite the difficulties of the surface-hopping methods in describing a local initial state, we observe a good qualitative agreement of the long-time behavior of the investigated observables, in contrast to the MTE method. The coupled-trajectory method MCE outperforms both independent-trajectory methods. As long as the energy drift is sufficiently small, it reveals a very good agreement with the ED results, at a still very low computational cost.

IX. RESULTS FOR THE HOLSTEIN CHAIN - ONE ELECTRON

We now turn to the spatial spreading of a single localized electron in Holstein chains of lengths $L = 11$ and $51$. All observables and methods were also compared for $L = 101$, which, however, provides no new insight over the $L = 51$ results and is not shown here. We stay in the intermediate regime of $\tilde{\gamma} = \tilde{\tau}_0 = 2.5$, analyzed before for the Holstein trimer.

In our study, we want to investigate the detailed short-time evolution of a localized charge carrier, when the phonon subsystem is not yet adjusted to the electron (bare initial state) or is only locally equilibrated (dressed initial state). These two cases correspond precisely to the “Franck-Condon excitation” and “relaxed excitation” analyzed in Ref. 87 with a matrix-product state method for $\tilde{\tau}_0 = 1$. A comparison to the data of Ref. 87 is included in Appendix B. Our conclusions for the trajectory-based methods studied here also hold for that parameter set.

The evolution of such localized states has previously been investigated in a periodic dispersive Holstein model with the variational Davydov D2 ansatz for 32 sites, which also considered off-diagonal electron-phonon coupling, and with the hierarchical equations of motion method for 10 sites. The latter was compared to MCE with a good agreement of both methods for the system parameters investigated in that study. Furthermore, the spreading, and relatedly the mobility, of a local initial state in a large system has been investigated using the surface-hopping methods, see, e.g., Refs. 231 and 243, and references therein. Typically, in these studies, the phonons are initially prepared in a thermal state and the long-time behavior is analyzed. For an extensive discussion of such initial states and the classification of transport in strongly correlated 1D systems from the perspective of condensed matter theory and quantum many-body methods, see Ref. 269.

In all following sections we compare the trajectory-based methods to the numerically exact DMRG-LBO results, which we will denote simply as DMRG. In FSSH without decoherence, we use the mixed definition of the electronic density matrix $\hat{\rho}^{(\text{mixed})}_{el}$ (see Eq. (39)), while with the restricted decoherence correction, we use the wave-function definition of the density matrix $\hat{\rho}^{(\text{WF})}_{el}$ (see Eq. (38)). In contrast to the small systems studied before, we reach convergence of the MCE simulation for most observables only for very short times (see Sec. VI D). Identifying a useful total energy-drift convergence criterion as for the dimer and trimer is not easily done here, as the relevant energy scales of many of the studied observables become very small. The MCE simulations in this section are done with $N_c = 5000$ configurations. As can be seen from the convergence study in Fig. 11, this is not enough to consider MCE as an exact method for all observables studied here, and further convergence for even higher $N_c$ is very slow. Similar to MTE and FSSH, we will thus judge the accuracy of the MCE results by comparing them to the DMRG simulation.

A. Bare local initial state

We start with the bare local initial state, with the electron placed on the central site of the Holstein chain (see Fig. 1(d)). We show the time evolution of the electron densities on the different sites in Fig. 21 for the two system sizes obtained from the methods DMRG, MCE, MTE, and FSSH without and with restricted decoherence.

The DMRG results are only available for short times for all system sizes. During that time window a part of the electron density first shows a ballistic spreading until $t \approx 2/\omega_0$, while it stays mostly localized after that. For $L = 11$ (Fig. 21(a)), the electron density already reaches the boundaries of the system by that time and is reflected there, while for $L = 51$ (Fig. 21(b)), it stays localized in the center for later times and does not reach the chain boundary in the simulated time interval.

All other methods reproduce the initial ballistic spreading at short times, but deviate from DMRG for later times. The electron densities obtained from MCE agree very well with the DMRG results for $L = 11$ (Fig. 21(c)), where almost no quantitative difference is visible. For $L = 51$ (Fig. 21(d)), we find a similar excellent agreement for the electron densities on sites close to the initially occupied central site. In contrast, MCE, at least with the number of configurations used here, is not able to contain the electron density in a localized region.
Electron density $\langle \hat{n}_i \rangle$ in the Holstein chain, bare local initial state, $\bar{\gamma} = 2.5, \bar{t}_0 = 2.5$

![Graph showing electron densities](image)

FIG. 21. Electron densities $\langle \hat{n}_i \rangle$ in the Holstein chain, starting from the bare local electron on the central site with $\bar{\gamma} = \bar{t}_0 = 2.5$. We show the results for $L = 11$ and 51 lattice sites in the two rows, obtained from the methods DMRG ((a)-(b)), MCE ((c)-(d)), MTE ((e)-(f)), and FSSH without ((g)-(h)) and with restricted decoherence ((i)-(j)) in the five columns (see Secs. IV,C,V, and VI). For better visibility, the maximum color range is set to $\langle \hat{n}_i \rangle = 0.5$ for $L = 11$ and to $\langle \hat{n}_i \rangle = 0.2$ for $L = 51$. In DMRG, we use $\epsilon_{\text{B.O.}} = 10^{-8}, \epsilon_{\text{bond}} = 10^{-8}, \Delta t = 0.004/\omega_0$ and $M = 40$. For MCE, we use 5000 configurations initialized with the pancake-like sampling, and for the independent trajectory methods, we use 20000 trajectories and $\Delta t = 0.001/\omega_0$.

for later times in this larger system. Instead, a small portion of the electron density continues to spread ballistically through the system and reaches the chain boundaries. This ballistic escape comes along with a weak periodic modulation with the phonon oscillation period. The situation becomes much worse for MTE (Figs. 21(e),(f)), which displays a broad delocalization of the electron density for times $t > 2/\omega_0$ for both system sizes, not observed in any of the other methods. Since the nuclear trajectories of MCE follow the Ehrenfest equations of motion, this might explain the poor convergence of MCE in this setup, as illustrated in Sec. VII D.

FSSH without (Figs. 21(g),(h)) and with decoherence (Figs. 21(i),(j)) predict a very similar electronic density for $L = 11$ as MCE and DMRG. For $L = 51$, both FSSH methods reproduce the localization after the initial ballistic expansion, also observed in the DMRG results. The width of this localized electron density does, however, not match the DMRG results exactly, as analyzed later with the reduced mean-squared displacement (Fig. 23). FSSH without decoherence recovers the dynamics of the electron density slightly better than with decoherence, which was already observed in the dimer (see Sec. VII C). The electron density obtained from FSSH without decoherence has small fluctuations on the sites far away from the center for $L = 51$, which are not visible in Fig. 21(h) because of their very small amplitude. They are caused by the mixed calculation of the electron density matrix via Eq. (39). While they seem unproblematic in Fig. 21(h), they prevent an accurate calculation of the reduced mean-squared displacement (see Appendix A). We note that the close agreement of FSSH with FSSH+RD in Fig. 21 is only achieved by using this mixed definition for calculating the electronic density matrix in FSSH without decoherence. The electron density calculated from the wave function spreads similar as in the MTE simulation (see Appendix A), but the distribution of active surfaces is very similar to the FSSH+RD simulation, mostly due to the occurrence of frustrated hops. As pointed out in Ref. 142, frustrated hops help to approximately recover detailed balance. For initial states starting from a thermal phonon distribution, frustrated hops might occur less often and FSSH without restricted decoherence could deviate strongly from the FSSH+RD results.

The agreement of MCE and the FSSH methods with the
DMRG results appears to be more reliable close to the initially occupied central site in Fig. 21. We analyze this further for the time evolution of the phonon position on that central site $\langle \hat{x}_{\text{central}} \rangle$ in Fig. 22 for $L = 51$ sites. We do not include the $L = 11$ results here, which differ only slightly from the $L = 51$ results for this observable. In this observable, there is no significant difference between MCE and DMRG for the times available. Similar to most local initial states observed in this work, MTE describes the evolution at very short times the best among the independent-trajectory methods. For later times, however, the phonon position obtained with MTE oscillates almost around zero, indicating that the electron does not stay sufficiently localized, with most of the electron lost in the broad spreading observed before (Fig. 21(f)). In contrast, FSSH+RD reveals a remarkable agreement with MCE for the phonon position for later times, albeit not capturing the first maximum at the correct height. FSSH without decoherence correction deviates stronger for later times, but still captures the qualitative oscillations of the MCE calculation much better than MTE. Similar to our study in the dimer (Fig. 15), both FSSH methods can reproduce the long-time dynamics surprisingly well, even if the initial state includes coherences between different adiabatic states, thus preventing a completely accurate description of the short-time dynamics.

A good quantitative description of the spread of the electron density is given by the reduced mean-squared displacement (RMSD):

$$\text{RMSD}(t) = \sqrt{\sum_{i=1}^{L} \langle (\hat{a}_i(t)) (a_i - x_0^i)^2 \rangle},$$  

(49)

where $a_i$ denotes the position of the $i$-th site in the Holstein chain, with $a_i$ the distance between Holstein sites. $x_0^i = \sum_{i=1}^{L} \langle \hat{a}_i(t=0) a_i \rangle$ is the average initial electron position, i.e., here the center of the chain. In the following, we set $a = 1$. The reduced mean-squared displacement is depicted in Fig. 23. Note that the reduced mean-squared displacement weights the electronic density on the edge sites much higher than on the central site (with a factor of 625 for the $L = 51$ system). Thus, deviations in the electron density away from the initially occupied site are magnified. This also makes the use of FSSH without decoherence difficult, see Appendix A.

For $L = 11$ (Fig. 23(a)), the FSSH, MCE, and DMRG methods show a very good agreement and seem to converge to the same value. MTE, in contrast, obtains a too high long-time value, consistent with the loss of the local electron on the central site, also visible in Fig. 21(e). For $L = 51$ (Fig. 23(b)), we observe that the RMSD obtained from MTE follows a mostly square-root behavior for later times, indicating that the spreading of the density is of a diffusive type. The FSSH+RD data follow the same curve for some time, while the RMSD stays almost constant and thus localized for later times. The long-time value is slightly higher than what is obtained with DMRG for the times available. Note that we sometimes use different cutoffs for the DMRG simulations, since some observables, e.g., the RMSD, converge slower than others. The MCE data exhibit a strong increase of the RMSD for times greater than $t \approx 5/\omega_0$ in this larger system, representative of the ballistic escape of the electron density at those times. We note that this ballistic behavior is observed only for a small portion of the electron density, which, however, becomes the dominant term in the RMSD due to the aforementioned quadratic scaling with the distance from the center of the chain.

Finally, in Fig. 24, we analyze the total phonon number in...
Bare local initial state, Holstein chain, $\gamma = 2.5, t_0 = 2.5$
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FIG. 24. Total phonon number $N_{ph} = \langle \sum_i b_i^\dagger b_i \rangle$ in the Holstein chain, starting with the bare local electron on the central site with $\gamma = t_0 = 2.5$ for (a) $L = 11$ and (b) $L = 51$, obtained from the methods MTE, FSSH, FSSH+RD, DMRG, and MCE (see Secs. IV C, V, and VI). We use the same method parameters as in Fig. 21.

the system, which is proportional to the energy stored in the phonon subsystem alone (discounting the zero-point oscillator energies). First, the total phonon number in the system is mostly independent of the system size, as expected, since the total initial energy, without the zero-point phonon energy, is the same for all system sizes. No method is able to reproduce the total phonon number obtained in the DMRG simulations, not even for the $L = 11$ system. Even MCE has difficulties in computing this quantity, as it is quadratic in the phonon positions and momenta and is directly influenced by the energy drift (see Sec. VI D). The most significant deviation is observed in MTE, where the total phonon number stays very small. In contrast, the FSSH methods obtain a similar phonon number as MCE for the first maximum, but then stay at these high values, corresponding to the long-time localization observed before. Unfortunately, we cannot unambiguously determine which long-time behavior is correct, as the DMRG data are not available until late times, and all other methods deviate from DMRG before that. From the figure, we observe that FSSH methods are the closest to the DMRG data and we may therefore speculate that the FSSH methods also approximate the long-time behavior the closest. However, numerically exact simulations for longer times are needed for a further analysis.

Overall, in the global quantities of the RMSD and the total phonon number, no consistent picture arises from the trajectory-based methods. It remains a promising question for future studies to further investigate the validity of FSSH in the long-time limit, building on existing research on steady-state properties, such as mobilities at finite temperatures. As illustrated in various examples in the Holstein dimer and trimer (Secs. VII and VIII), the difficulties of the FSSH method in describing the short-time behavior stem from the local initial state. Here, the bare local initial state is a near-worst-case scenario, as it has an almost equal electronic weight in all Born-Oppenheimer states. Since MTE fails in describing any of the analyzed global quantities, a pure mean-field solution seems to be of limited use, for the parameters studied here. A mixture of MTE with a form of decoherence, e.g., the coherent switching with decay-of-mixing method, might be a promising compromise. Finally, even a coupled-trajectory method such as MCE can fail in such large systems, where a good sampling of the relevant Hilbert space is non-trivial. Using an alternative algorithm, which is not based on MTE-guided trajectories, might be beneficial here (see Sec. VI). However, for $L = 11$, MCE still recovers the electron densities, including the RMSD, very well and the phonon position at the central site shows excellent agreement with DMRG for both system sizes. Our assessment of the trajectory-based methods also holds for the parameter regime $t_0 = 1$, shown in Appendix B in a comparison with the data from Ref. 87.

### B. Dressed local initial state

We now turn to the dressed initial state, again with the electron initially localized to the central site and $\gamma = t_0 = 2.5$ for $L = 11$ and $L = 51$. We start with the evolution of the electron density, displayed in Fig. 25. In contrast to the bare local initial state, we obtain a much stronger localization in all methods and therefore, we switch to a logarithmic scale for $L = 51$. Most of the observations from the bare local initial state carry over to the dressed initial state.

For $L = 11$, the MCE, FSSH, and FSSH+RD results agree well with the DMRG data for the times available. MTE shows a broad spreading for late times, which deviates from all other methods starting after the first half phonon period in both system sizes. This is similar to the dressed initial state in the trimer (Fig. 20), where the initial localization of the electron was partially lost in the time evolution. For $L = 51$, MCE reproduces the electron density around the center well, while it features a small ballistic escape of the electron density to the chain boundaries, not predicted from the DMRG calculation. The width of the electronic density distribution at longer times for $L = 51$ appears to be better recovered with FSSH+RD here (Fig. 27(h)) than for the bare local initial state studied before. FSSH without decoherence, however, apparently produces a more localized electron density compared to the DMRG data after the initial ballistic expansion, and features a slow spreading of the electronic density for later times. Note that due to the logarithmic scale very small electronic contributions (below 0.0005) are cut off. This hides very small electronic populations developing outside of the localized region in the FSSH method without decoherence (similar to the bare local initial state), only relevant for observables such as the RMSD.

Next, we analyze the nuclear position on the central site, for
Electron density $\langle \hat{n}_i \rangle$ in the Holstein chain, starting from the dressed local electron on the central site with $\bar{\gamma} = \bar{t}_0 = 2.5$. We show the results for $L = 11$ and 51 lattice sites in the two rows, obtained from the methods DMRG ((a)-(b)), MCE ((c)-(d)), MTE ((e)-(f)), FSSH ((g)-(h)), and FSSH+RD ((i)-(j)) (see Secs. IV C, V, and VI) in the five columns. In DMRG, we use $\epsilon_{\text{DMRG}} = 10^{-8}$, $\epsilon_{\text{final}} = 10^{-8}$, $\Delta t = 0.004/\omega_0$, and $M = 40$. MCE uses 5000 configurations initialized with the pancake-like sampling and the independent trajectory methods use 50000 trajectories and $\Delta t = 0.001/\omega_0$.

$L = 51$ in Fig. 26. Again, the MCE results for this observable are very close to the DMRG simulation for the times available, while MTE predicts much too low values for the phonon position, similar to the bare local case. We observe that the FSSH methods follow the dynamics of DMRG closely, and even outperform MTE in the short-time regime. This is in contrast to the bare local state studied before, where MTE provides a better description for the first phonon oscillation (see Fig. 22), reflecting that the dressed initial state is easier to describe for the FSSH methods than the bare initial state. For long times, MCE, at least for a short duration, appears to come closer to the MTE simulation. We cannot judge whether this is captured correctly, since MCE is less reliable for these times, as mentioned in the convergence analysis from Sec. VID.

For the global evolution, we again look at the reduced mean-squared displacement in Fig. 27. For $L = 11$, we observe a good agreement of FSSH+RD, MCE, and DMRG, similar to the bare local case. FSSH without decoherence correction displays slight deviations and MTE predicts much too high values. For $L = 51$, we can see a continuous expansion of the RMSD in the MTE data, which increases slightly faster than a pure diffusion curve (a linear fit of the log-log curve reveals a slope of $\approx 0.6$ for times $t > 1/\omega_0$). FSSH+RD is the closest to the DMRG results from the trajectory-based methods and shows only a very small spreading for later times. In the MCE calculation, we have a second increment of the RMSD for intermediate times, similar to the bare local case, but then a transition to a mostly flat value soon after the ballistic part of the density reaches the boundaries of the system.

As the second global quantity, we analyze the total phonon number in Fig. 28. Here, DMRG, MCE, FSSH, and FSSH+RD stay close to the initial value, while MTE completely loses the energy initially stored in the phonon sector, consistent with the broad spreading of the electronic density observed before. Similar to the case of the bare local state, the evolution of the total phonon number is almost independent of the system size. For the dressed local state studied here, however, MCE, FSSH, and FSSH+RD are able to recover the short-time dynamics of DMRG much better.

In summary, for both local initial states, MTE does not form a stable localized phonon-dressed electron distribution. In the Born-Huang notation, we interpret this as an insufficient relaxation to the lowest Born-Oppenheimer state, as already observed in the Holstein trimer (see Sec. VIII). This also poses a
challenge for coupled-trajectory methods based on MTE, such as the analyzed MCEv1, where convergence is very difficult to achieve in some observables. While the results of the FSSH methods are still more in a qualitative rather than a quantitative agreement with the DMRG data, at least for $L = 51$, we see a strong improvement of the short-time dynamics of the dressed local state, compared to the bare local case analyzed before (Sec. IX A). We note that a good description of FSSH relies on the improvements mentioned in Sec. V E, especially the decoherence correction, which allows a consistent calculation of the diabatic electronic populations and of the RMSD, and the restriction of exactly that decoherence to avoid an unphysical super-fast spreading of the wave function (see Appendix A).

From the results presented here, we conclude that MTE is not well suited to describe the real-time dynamics of an initially localized electron, neither with nor without a phonon dressed state, at least for the system parameters studied here. FSSH is, for many observables, the closest to DMRG and we may thus expect it to provide a reasonable account of the long-time dynamics. Moreover, FSSH works better for the dressed than the bare initial state. The promising coupled-trajectory technique MCE is in excellent agreement with the DMRG results where it can be converged. While the short-time dynamics are well represented for all cases, the Ehrenfest-guided dynamics of the underlying basis set seem insufficient to accurately reproduce the correct long-times values for some observables. Still, for $L = 11$ it is the best trajectory-based method for all studied observables, except for the total phonon number, and for $L = 51$ it shows the most accurate agreement with the DMRG results for the electron density and phonon position on the central site.

The DMRG results give access only to a limited time scale,
in which the results clearly do not show a diffusive behavior. This is different from some previous studies using, for example, surface hopping for an initial state with the phonons prepared in a thermal state. The general transport behavior of 1D correlated models is non-trivial to predict, see Ref. 269. It is possible that our quenched initial states are still in a pre-thermal regime for the time-scales investigated, but with the methods and results available we cannot yet determine the correct physical long-time behavior of, e.g., the RMSD. Since for \( L = 11 \) the electron density quickly reaches the boundaries of the system (see Figs. 21 and 25), our results differ qualitatively between both studied system sizes. Out of all studied examples studied in our work, the results for the time-evolution of local electron states in the Holstein chain (Sec. IX) are the least satisfactory, and further studies are needed in the future.

\[ L = 13, N = 6, \bar{\gamma} = 4, \bar{t}_0 = 10, \text{bare CDW} \]

**FIG. 29.** Observables of the Holstein chain with \( L = 13, N = 6 \) electrons, \( \bar{\gamma} = 4 \), and \( \bar{t}_0 = 10 \). We show (a) the average phonon number, (b) the order parameter, and (c) the kinetic energy of the electrons. The initial state is the bare charge-density wave, see Sec. I for details. For the MTE method, we use 4000 trajectories and \( \Delta t = 0.01/\omega_0 \), and for the DMRG data, we use \( \epsilon_{LBO} = 10^{-8}, \epsilon_{bnd} = 10^{-8}, \Delta t = 0.001/\omega_0 \) and \( M = 35 \).

\[ \bar{\gamma}_1 \rightarrow \bar{\gamma}_2 \]

X. RESULTS FOR THE HOLSTEIN CHAIN - CHARGE-DENSITY WAVES

In this section, we compare the MTE method to DMRG data for the extended Holstein chain close to half filling. This system is known to have a phase transition from a Tomonaga-Luttinger-liquid state to a charge-density wave. The non-equilibrium breakdown of the charge-density wave has already been the subject of several studies, e.g., Refs. 231, 243, and 271. To test the MTE method, we compare the results to DMRG data in setups strongly motivated by the results of Ref. 88. Our main goal is to find out whether the MTE method captures the decay of the order parameter and the energy transfer from electronic to vibrational degrees of freedom. The two initial states are similar to those considered in previous sections. Now, however, both the bare and the dressed states have electrons on every other site, see Fig. 2. In Figs. 29(a)-(c), we show: (a) the average phonon number \( N_{ph}/N \), with \( N \) the number of electrons, (b) the CDW order parameter \( O_{CDW} \), defined as

\[ O_{CDW} = \frac{1}{N} \sum_{i=1}^{L} (-1)^{i} \langle \hat{n}_i \rangle, \]

and (c) the electron kinetic energy \( E_{kin} \), calculated with DMRG and MTE. The initial state is the bare CDW and we use \( \bar{\gamma}_1 = 4 \) and \( \bar{t}_0 = 10 \). In Fig. 29(b), we see that the order parameter is well described by the MTE method. The rapid decay due to the large hopping amplitude and the following oscillations are all correctly captured. In fact, the DMRG and MTE data are indistinguishable on the scale of the figure. For the phonon number (Fig. 29(a)) and the kinetic energy (Fig. 29(c)), we observe a quite different picture. The MTE results conserve the total energy, but this results from under-estimating the phonon energy and at the same time overestimating the kinetic energy of the electron. In fact, the physically very interesting relaxation process of the electrons to lower quasi-momentum states does not seem to be captured by MTE at all for the parameters chosen here.

In Figs. 30(a)-(c), we show the same observables for the same initial state but for \( \bar{\gamma}_2 = 2 \) and \( \bar{t}_0 = 0.5 \). Here, we also observe significant differences between the MTE and the DMRG data. The CDW order parameter is not simulated correctly by MTE, even though the physically interesting plateau is captured. A similar picture as before emerges for the phonon number even though no clear trend can be seen for the kinetic energy. Beyond small time scales, there is a significant deviation between the DMRG and MTE data. We note that for these parameters, much longer times are reached in the DMRG simulation.

Lastly, we look at the \( \bar{\gamma}_2 = 4 \) and \( \bar{t}_0 = 10 \) data but starting from a dressed CDW. The three observables are displayed in Figs. 31(a)-(c). Apparently, MTE captures the correct physical behavior for these parameters in the time interval where DMRG results are available. This includes the initial decay followed by a saturation for the CDW order parameter in Fig. 31(b) and the decrease of both the phonon energy in Fig. 31(a) and the electron kinetic energy in Fig. 31(c). Note that the relative error is much smaller in this setup, compared to the bare CDW shown in Fig. 29. Our data indicate that MTE captures the correct physics quantitatively for the dressed CDW with a large hopping amplitude, but fails to describe the correct physics of the electron relaxation of the bare CDW state, seen in the kinetic energy. One reason might be that the dressed CDW is closer to an adiabatic initial
state, which for the large electron-hopping parameters used in Fig. 31 is easier to describe for MTE.

XI. CONCLUSIONS

In this work, we benchmarked several trajectory-based quantum-chemistry methods, MTE, FSSH, and MCE, against the numerically exact algorithms ED and DMRG-LBO. Our focus was on the real-time dynamics in the Holstein model, a prototypical electron-phonon system often studied in condensed-matter physics. We analyzed the methods in the framework of the Born-Huang formalism to better understand their qualitatively different behavior and the influence of non-adiabatic effects on their dynamics.

Compared to previous benchmark studies of trajectory-based methods, see, e.g., Refs. 57, 78, 107, 108, 110, and 117, a special focus was put on the influence of the initial state and of coherences on the non-adiabatic dynamics and the trajectory-based methods. We provide a new systematic comparison to exact DMRG-LBO data for quenched initial states in the extended Holstein model. While the MTE simulation always recovered the ultrashort time dynamics of the exact data, we found in general a better long-time description using a surface hopping approach, even for initial states with significant coherences between many adiabatic states. The coupled-trajectory method MCE provides excellent results for small systems, but converging this method can become difficult for large systems. We presented a detailed convergence analysis of MCE based on the criterion of energy conservation and by comparing to the exact DMRG-LBO results. We will now conclude by discussing each method in detail.

In contrast to classical-trajectory methods that employ the Born-Oppenheimer approximation (see Sec. III A), both MTE and FSSH are in principle able to capture some non-adiabatic effects, such as transitions between adiabatic energy surfaces (see Figs. 12 and 13).

MTE works independently of the initial state and can recover the ultrashort dynamics for all investigated states. The method fails, however, in describing independent dynamics on different adiabatic energy surfaces, due to the inherent mean-field approximation (which is a known result58,199). This is true both, when the time-evolution leads to an avoided crossing and a wave-function splitting (see Figs. 12, 13, and 18), as well as when different adiabatic states are populated from the beginning, as for the local states studied in this work. Even in an adiabatic parameter regime, where the contributions on the different surfaces should influence each other only very lit-
tle (see Sec. III A), such initial states can lead to qualitatively worst long-time dynamics (see, e.g., Fig. 15). Our interpretation is that the dynamics are often too much influenced by the high Born-Oppenheimer states, as discussed for the Holstein trimer (Sec. VIII) and cannot correctly describe the relaxation back to low-energy surfaces. This is also observed in the extended systems with one electron, where the bare and dressed local states both show a broad spreading of the electron density, not seen by the other methods. Our results confirm the known fact\(^{103}\) that MTE is a questionable choice for analyzing energy transfer between the electronic and phononic subsystems, as can be seen from the total phonon number, which is described poorly (see Figs. 24 and 25, and Sec. X). Then again, for the charge-density wave states in a half-filled system, the electronic order parameter is captured reasonably well (Sec. X), especially in the adiabatic parameter regime. Here, for the dressed CDW, even the electron kinetic energy is accurately predicted, which we attribute to the fact that the state is close to an adiabatic state in an adiabatic parameter regime. In addition, MTE is the computationally cheapest of all studied methods in the large systems and can easily be extended to many-electron systems. It is thus a straightforward first method to implement also in condensed-matter problems. However, if one wants to accurately study systems with relevant non-adiabatic effects, either due to the parameter choice, or due to initial states, one should consider using an improved method. It might be beneficial to use a mixture of MTE and the adiabatic basis of surface hopping, by introducing some form of decoherence in an MTE approach\(^{270,272}\) which, however, reintroduces a basis-dependence and was not studied in this work.

The FSSH method is strongly basis dependent and works best for adiabatic initial states, as shown in the Holstein dimer and trimer (see Figs. 13 and 18). There, it can correctly describe wave-function splitting and independent dynamics on the energy surfaces. One can question its use for initial states with non-zero off-diagonal elements of the adiabatic electronic density matrix, so-called “coherences”, as for the local initial states studied in this work. FSSH cannot completely capture the correct short-time dynamics for these initial states, since the method ignores the coherences in its calculation of the nuclear forces, illustrated in Figs. 14 and 15. It has been suggested that for such coherent initial states, e.g., created by an attosecond light-pulse, a mean-field description, such as MTE, might be a better choice.\(^{199}\) Nonetheless, we observed, in almost all systems, a better long-time description with FSSH than with MTE. For not too slow phonons, the initial coherences dampen out fast enough to recover reasonable long-time dynamics. The decoherence corrections improve the internal consistency of the different definitions of the electronic density matrix available and in general seem to reproduce the nuclear trajectories better. It also reduces the problem of frustrated hops in setups with very low nuclear kinetic energy around the avoided crossing, as seen in Fig. 15. When using a restricted decoherence correction and with a proper treatment of the derivative couplings (see Sec. V E), any unphysical spurious charge transfer in large systems can be avoided. In these large systems, out of the tested trajectory-based methods, the FSSH+RD results for the RMSD were the closest to the DMRG results (see Figs. 23 and 27) and the method reproduced the local trapping of the electron. Further comparisons to numerically exact methods, in particular in the long-time limit and for large systems, are needed in the future.

Here, we studied the most common form of a surface-hopping method and included only the corrections necessary to obtain reasonable results for the extended systems (see Sec. V E). The field of surface-hopping methods is still rapidly evolving, and many variations and improvements have been suggested in the recent years, for which we refer to the reviews Refs. 104 and 105. In that regard, our study serves as a starting point for a possible future comparison of these methods against the simple FSSH and DMRG-LBO.

The theoretical foundation of FSSH works with general many-particle states\(^{58}\) and can readily be applied to many-electron systems. Due to the exponential growth of the electronic Hilbert space, this is limited in practice. The variant “independent-electron surface hopping” was suggested,\(^{273}\) for systems where the electrons are not subject to direct electronic correlations, as in the Holstein model. Here, a single Slater determinant is taken as the ansatz for the many-particle state and derivative couplings and hopping probabilities are expressed in terms of the single-particle orbitals, which drastically reduces the computational cost. While this was not studied in this work, it is a natural next step in the analysis of the charge-density wave states of Sec. X.

The coupled-trajectory method MCE produces very accurate results whenever it can be converged and is even computationally cheap for small systems. It can also, at least partially, capture a tunneling transition in a classical energetically forbidden regime, which is not the case for our implementations of MTE and FSSH. Such a coupled-trajectory method seems to be the quantum-chemistry method of choice for the small systems studied here. For large systems, it is more difficult to converge for physically reasonable parameters and cannot be regarded as an exact method for the \(N_e \sim 5 \cdot 10^3\) configurations used in this work. The computational cost scales with the third power of the number of configurations. While including more configurations is definitely feasible using longer computation times, the very slow convergence of MCE for \(L = 51\) analyzed in Fig. 11 suggests that the implementation of alternative coupled-trajectory methods might also be worth trying. Nevertheless, even though we could not reach convergence according to our criteria, local observables around the initially occupied sites were still recovered very well (see Figs. 22 and 26). In the future, it would be interesting to apply MCE also to the charge-density wave states of Sec. X. Another direction could be the implementation of MCE in the adiabatic basis, see, e.g., Ref. 261. As alternative coupled-trajectory methods, one might consider Gaussian-based Multi-Configuration time-dependent Hartree (G-MCTDH),\(^{1,124-125}\) variational Multiconfigurational Gaussian (vMCG),\(^{121,125-126}\) the Davydov D2 ansatz,\(^{116,117,251-256}\) MCEv2 with trajectory cloning,\(^{264,274}\) and more adiabatic-surface guided methods, such as full multiple spawning,\(^{275}\) or ab-initio multiple spawning,\(^{276}\) to name a few examples. Furthermore, multilayer multiconfiguration time-dependent
method in our work. The recently introduced projected-purification for many-electron systems, for which we showed examples converged in all cases, although the simulation time is limited. DMRG-LBO method used in our work could be constructed, DMRG is a many-body technique and can therefore include electronic correlations. In contrast to MCE, the DMRG-LBO method used in our work could be converged in all cases, although the simulation time is limited. DMRG is, regardless of the specific algorithm, designed for many-electron systems, for which we showed examples in our work. The recently introduced projected-purification method might be another avenue towards reaching longer times, but time-dependent simulations of this method have not been systematically explored yet (see Ref. 106 for an application). Extensions of DMRG or generalizations of matrix-product states to two-dimensional systems exist, yet are more expensive algorithms and combinations with efficient treatments of phonons have not been attempted or systematically tested. In the future, it would be interesting to apply the DMRG-LBO algorithm to systems with time-dependent external fields, e.g., for optical excitations, or interacting electrons. Another direction would be to extend the initial conditions to phonon distributions at finite temperature.

To conclude, in this work, we provide unbiased data with numerically exact DMRG-LBO for 1D Holstein chains of large system sizes that serve as a new benchmark for approximate quantum-chemistry or condensed-matter methods. We provide comparisons of several trajectory-based quantum-chemistry methods, MTE, FSSH, and MCE to the DMRG-LBO data. This allows us to explicitly quantify their strengths and weaknesses beyond relying on internal consistency checks. The initial conditions studied in this work start with many (or all) phonon oscillators in their ground state. In combination with the intermediate electron-phonon coupling and electron-hopping parameter choices, this provides a challenging testbed for all trajectory-based methods and we carefully studied the influence of the initial conditions. The MCE method can be converged to exact data for many systems and observables and is the most promising among the approximate methods tested here. More efficient implementations or alternative coupled-trajectory algorithms are needed for larger systems. In the future, comparative large-system studies with the phonons prepared in a thermal state, possibly combined with initial conditions created from an explicit optical excitation, would yield additional insight into the qualities of the trajectory-based methods.
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**Appendix A: Surface hopping for local initial states in large systems**

For almost all observables and systems investigated in this work, the mixed definition of the electronic density matrix for FSSH according to Eq. (39) produces good results and could recover the diabatic populations at least approximately even for local initial states. The exceptions are very large systems with a local initial state, where small negative and positive electronic populations occur after some time throughout the whole system. While most of the density is still well recovered, see Fig. 21 and Fig. 25, this poses a problem for quantities that emphasize the small occupations on the borders of the chain such as the reduced mean-squared displacement (Eq. (49)). This is shown in Fig. 32(a) for a very large example system with $L = 101$ sites.

The mixed definition partially even leads to negative values in the square-root for the RMSD and is also otherwise unreliable. One could resort to the active-surface (AS, Eq. (37)) definition, which seems to provide better long-time results, but does not reproduce the correct initial value. In contrast, the wave-function (WF, Eq. (38)) definition does not capture the localization for longer times. We note that if one discards the coherences in the initial state, all definitions of the electronic density matrix give the same result. In Fig. 32(a) this corresponds to the RMSD of the FSSH (AS) curve at $t = 0/\omega_0$. With the electron density delocalized significantly already from the beginning, this simplification is not suitable for describing the short-time non-adiabatic dynamics in quenched large systems and was not used in this work.

Using a decoherence correction allows us to use the wave-function definition and still recover the long-time localization, as described in Sec. V D. However, since the adiabatic states in the bare local initial state are strongly delocalized, this decoherence correction leads to the enhanced effect of the spurious charge transfer mentioned in Sec. V E 3, which results in an unphysical fast spreading of the wave function, see Fig. 32(b), (FSSH+D). This can be remedied by using a restricted decoherence correction (FSSH+RD), as described in Sec. V E 3. We show results for four types of restrictions: (i) using the active-space threshold value of $R = 0.999$, suggested by Ref. 244 without delay and (ii) with delay, and using a reduced threshold of $R = 0.99$ (which corresponds to an even stronger restriction) without (iii) and with delay (iv). In this work, the restriction (iv) is used for system sizes of $L \geq 11$.  

Hartree is a promising coupled-trajectory method for benchmarks. Out of the tested methods, DMRG-LBO, although costly and due to entanglement growth limited to short times, is the exact method of choice for the larger 1D systems. By construction, DMRG is a many-body technique and can therefore include electronic correlations. In contrast to MCE, the DMRG-LBO method used in our work could be converged in all cases, although the simulation time is limited. DMRG is, regardless of the specific algorithm, designed for many-electron systems, for which we showed examples in our work. The recently introduced projected-purification method might be another avenue towards reaching longer times, but time-dependent simulations of this method have not been systematically explored yet (see Ref. 106 for an application). Extensions of DMRG or generalizations of matrix-product states to two-dimensional systems exist, yet are more expensive algorithms and combinations with efficient treatments of phonons have not been attempted or systematically tested. In the future, it would be interesting to apply the DMRG-LBO algorithm to systems with time-dependent external fields, e.g., for optical excitations, or interacting electrons. Another direction would be to extend the initial conditions to phonon distributions at finite temperature.

To conclude, in this work, we provide unbiased data with numerically exact DMRG-LBO for 1D Holstein chains of large system sizes that serve as a new benchmark for approximate quantum-chemistry or condensed-matter methods. We provide comparisons of several trajectory-based quantum-chemistry methods, MTE, FSSH, and MCE to the DMRG-LBO data. This allows us to explicitly quantify their strengths and weaknesses beyond relying on internal consistency checks. The initial conditions studied in this work start with many (or all) phonon oscillators in their ground state. In combination with the intermediate electron-phonon coupling and electron-hopping parameter choices, this provides a challenging testbed for all trajectory-based methods and we carefully studied the influence of the initial conditions. The MCE method can be converged to exact data for many systems and observables and is the most promising among the approximate methods tested here. More efficient implementations or alternative coupled-trajectory algorithms are needed for larger systems. In the future, comparative large-system studies with the phonons prepared in a thermal state, possibly combined with initial conditions created from an explicit optical excitation, would yield additional insight into the qualities of the trajectory-based methods.
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Appendix B: Reduced electron hopping parameter regime, $\bar{\ell}_0 = 1$

Here, we compare MTE, FSSH+RD, MCE, and DMRG for $\bar{\ell}_0 = 1$, which was already studied in Ref. 87 with another matrix-product state method designed for electron-phonon problems. We compute the reduced mean-squared displacement (see Eq. (49)) in a Holstein chain with $L = 25$ for both $\bar{\gamma} = 4$ and $\bar{\gamma} = 2.5$ for the bare local initial state. This initial state corresponds to the “Franck-Condon” excitation studied in Ref. 87 for the same parameters and we compare our results to their data. The results are shown in Figs. 33 and 34.

We observe a slightly different time evolution than for the parameters investigated in Sec. IX: The DMRG time evolution shows a step-like increment of the RMSD, similar to the intermediate plateau formation that we observe in the slow electron regime (see Figs. 16 and 30), and which we attributed to a transient local trapping. The transient trapping resurfaces here with several steps in the RMSD at multiples of the phonon oscillation period, as already observed in Ref. 87. For the times available, DMRG and the data of Ref. 87 agree very well.

In both cases ($\bar{\gamma} = 4$ and $\bar{\gamma} = 2.5$), MCE displays the best short-time description of all trajectory-based methods. The method is again difficult to converge and cannot completely capture the formation of the second plateau for the used number of configurations, and the RMSD is drastically overestimated for later times. MTE cannot reproduce the formation of plateaus at all, which are only visible as wiggles in a growing RMSD. FSSH with the restricted decoherence correction (see Sec. V E 3) reproduces the formation of several plateaus. For short times, the method overestimates the height of the first RMSD plateau for both values of $\bar{\gamma}$, while the RMSD is better described for later times, especially for $\bar{\gamma} = 4$, but also for $\bar{\gamma} = 2.5$.

Thus, all trajectory-based methods show a similar capability to describe the exact time evolution as already for the parameters investigated in Sec. IX: MTE cannot capture the local (transient) trapping of the electron, MCE works the best for short times, but is very difficult to converge for longer times, when also MTE fails, and FSSH cannot correctly describe the short-time evolution due to the build-in coherences of the local initial state, but is able to predict a reasonable long-time behavior of the spreading of the electron.
FIG. 34. Reduced mean-squared displacement (see Eq. (49)) obtained from the bare local initial state in the Holstein chain with $L = 25, \bar{\gamma} = 2.5, \bar{t}_0 = 1$, obtained with MTE, FSSH+RD, MCE, and DMRG (see Secs. IV C, V, and VI). This is compared to the data presented in Ref. 87. In our DMRG simulations, we use $\epsilon_L, \epsilon_b = 10^{-8}, \Delta t = 0.01/\omega_0$, and $M = 35$. MCE uses 4500 configurations initialized with the pancake-like sampling, and the independent trajectory methods use 50000 trajectories. In the FSSH+RD runs, the RMSD is calculated from the wave-function definition of the density matrix (see Eq. (38)).
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