Intermolecular interactions in optical cavities: an ab initio QED study
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Intermolecular bonds are weak compared to covalent bonds, but they are strong enough to influence the properties of large molecular systems. In this work, we investigate how strong light-matter coupling inside an optical cavity can modify these intermolecular forces. We perform a detailed comparison between currently available ab initio electron-photon methodologies. The electromagnetic field inside the cavity can modulate the ground state properties of weakly bound complexes. Controlling the field polarization, the interactions can be stabilized or destabilized, and electron densities, dipole moments, and polarizabilities can be altered. We demonstrate that electron-photon correlation is fundamental to describe intermolecular interactions in strong light-matter coupling. This work proposes optical cavities as a novel tool to manipulate and control ground state properties, solvent effects, and intermolecular interactions for molecules and materials.

I. INTRODUCTION

Intermolecular interactions play a fundamental role in chemistry and physics, and are especially important in describing the properties of large systems. In particular, they contribute to solvation processes, interactions in liquids, gas phase reactivity, formation of higher order structures in biological macromolecules, and multi-layer 2D materials. The ability to induce even minor modifications in the intermolecular forces can have large impact on the macroscopic properties of molecular systems. In this respect, strong light-matter coupling is an exciting possibility for changing weak interactions.

Over the last decade, strong light-matter coupling via optical cavities has been unveiled as a new tool that can modify molecular properties and interactions in a non-intrusive fashion. Recent seminal experimental works have demonstrated the possibility to inhibit, steer, and accelerate chemical reactions by strong light-matter coupling inside micro and plasmonic cavities. Furthermore, cavities have been applied to enhance charge and energy transfer, design materials, and control superconductivity. These applications highlight the use of confined light in chemistry.

From a theoretical point of view, strong light-matter coupling has been extensively investigated since the 1950s using a simplified description of the electronic system. Using model Hamiltonians, a broad range of fascinating insight has been achieved. However, connecting these predictions to experimental observations in polaritonic chemistry is quite challenging. The models typically account for the main features of strong light-matter coupling, such as Rabi splittings, but are unable to quantitatively capture changes in molecular systems. In situations where the coupling between light and matter is of the same magnitude as other interactions, for instance intermolecular forces, the simplified models are not sufficient. In order to achieve accuracy in chemical predictions, the full complexity of the system must be considered. Ab initio methodologies, such as quantum electrodynamical density functional theory (QEDFT) and quantum electrodynamics coupled cluster theory (QED-CC), provide an accurate modeling of the correlated electron-photon systems.

In this paper, we employ the QEDFT and QED-CC methods to study intermolecular forces under the influence of strong light-matter coupling. We focus on three selected systems representative of: van der Waals interaction, dipole-induced dipole interaction, and hydrogen bonding (see Figure 1). We also benchmark, where possible, against the exact QED full configuration interaction (QED-FCI) method. For the hydrogen bonded system, we also analyze changes in the electron density. Finally, we investigate the long-range intermolecular interaction through the cavity field. We note that all the observed effects are for the ground state of the light-matter system.

The paper is organized as follows. In the first section, we introduce the computational approaches. The following section presents our investigation of cavity induced effects on intermolecular interactions. The final section contains our concluding remarks.
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II. COMPUTATIONAL APPROACHES

In nonrelativistic QED, interactions between molecules and quantized electromagnetic fields are described by the Pauli-Fierz Hamiltonian. For a single photon mode in the dipole approximation, the time-independent Hamiltonian in Coulomb gauge and after subsequent Power-Zienau-Woolley transformation reads

\[
H_e = -\frac{1}{2} \sum_i N_e \nabla_i^2 - \frac{1}{2} \sum_i \sum_{I \text{ nuc}} Z_I |r_i - R_I| + \frac{1}{2} \sum_{i \neq j} \frac{1}{|r_i - r_j|} + \frac{1}{2} \sum_{I \neq J} Z_I Z_J
\]  

(1)

\[
H = H_e + \omega b^\dagger b + \lambda \sqrt{\omega/2} (\varepsilon \cdot \Delta d)(b + b^\dagger) + \frac{\lambda^2}{2} (\varepsilon \cdot \Delta d)^2.
\]  

(2)

Here \(H_e\) is the electronic Hamiltonian in the Born-Oppenheimer approximation in the standard notation. The second term of Eq. (2) is the photon contribution to the energy where \(\omega\) is the photon mode frequency \(\omega\) and \(b/b^\dagger\) are the associated annihilation/creation operators. The third term is the bilinear light-matter interaction, and contains the fluctuations of the molecular dipole, \(\Delta d = d - \langle d \rangle\), and the field transversal polarization vector \(\varepsilon\) with a coupling strength determined by the quantization volume \(V\), \(\lambda = \sqrt{4\pi/V}\). The last term is the dipole self-energy (DSE) that describes the molecular self-interaction through the field and further ensures that the total Hamiltonian is gauge and origin invariant, and bound from below. The same Hamiltonian in second quantization can be found in Ref. 41.

In quantum chemistry, there are two main approaches to solve the electronic Schrödinger equation: one is based on wave functions, the other on one-electron densities. To solve the eigenvalue problem for the light-matter Hamiltonian [Eq. (2)], photons must be treated on equal footing as the electrons. Considering that photons are inherently different from electrons because of the bosonic nature, they show different physics. For this reason, at the moment only a few molecular approaches have been extended to quantum electrodynamics. In particular, the extensions of DFT, Hartree-Fock, CC, and FCI are now available to perform ab initio simulations of molecules strongly coupled to light. In the following subsections we give a brief introduction to these methodologies.

A. QED wave function approaches

Hartree-Fock theory (HF), which employ a single Slater determinant, is the standard starting point for developing approximate wave function methods. This approach does not include any electron correlation, which is instead recovered by post-HF methodologies. One of the most successful and accurate methods to include correlation is CC, which includes additional determinants through an exponential parameterization starting from the HF wave function.

In Hartree-Fock theory, the photonic degrees of freedom are included by treating the electrons and photons as uncorrelated particles interacting through a mean-field potential. This leads to the formulation of quantum electrodynamics Hartree-Fock theory (QED-HF). Similarly to coupled cluster theory for electrons, QED-HF is the starting point for QED-CC. The correlated QED-CC wave function is expressed as

\[
|CC\rangle = \exp(T) |R\rangle
\]  

(3)

where \(|R\rangle = |\text{HF}\rangle \otimes |0\rangle\) is the QED-HF state. Here \(T\) is the cluster operator,

\[
T = \sum_{\mu n} t_{\mu n} (b^\dagger)^n
\]  

(4)
and $t_{\mu \nu}$ are the amplitudes for the determinant $|\mu\rangle$ and photon occupation $|n\rangle$, and $\tau_\mu(b_i^n) = |\mu\rangle \otimes |n\rangle \sqrt{(n+1)!}$.

The QED-CC formulation is exact in the limit where all electronic and photonic states are included. In practice, because of the infinite number of states, a truncation must be introduced. In this paper, we consider QED-CCSD-1, which employ a cluster operator

$$T = T_1 + T_2 + S_1^1 + S_2^1 + \Gamma^1,$$

where $T_1$ and $T_2$ are linear combinations of electronic single and double excitations, $S_1^1$ and $S_2^1$ are electronic single and double excitations coupled with a single photon creation, and $\Gamma^1$ is the single photon creation operator. The QED-CCSD-1 scales as $N^6$ with respect to the number of electronic basis functions, and it is computationally feasible for small to medium sized molecules.

For a fixed number of photons, if all electronic configurations are included, QED-CC is equivalent to the exact treatment of QED-FCI. However, implementing QED-FCI is inconvenient. For this reason, we use a direct CI implementation\textsuperscript{46} of QED-FCI as a benchmark.

All the mentioned wave function based methods are implemented and calculated using the e'T-program\textsuperscript{33}.

### B. QED density functional theory

Quantum electrodynamical density functional theory is based on the key observation of ordinary DFT that all observables relevant in electronic structure theory are functionals of the electronic density $n(r)$. Leveraging the unique relation between electronic density and external potential,\textsuperscript{54} DFT allows to set up and computationally solve a set of single-particle Kohn-Sham equations.\textsuperscript{60} The occupied orbitals $i$ fulfill

$$\left[ -\frac{1}{2} \nabla^2 + v_x(r) \right] \varphi_i(r) = \epsilon_i \varphi_i(r)$$

and provide the exact electronic density

$$n(r) = \sum_i |\varphi_i(r)|^2$$

associated to the potential $v_x(r) = v_{\text{ext}}(r) + v_H(r) + v_{\text{xc}}(r)$.

This local Kohn-Sham potential is characterized by the known external and classical Hartree potentials as well as the unknown exchange-correlation potential $v_{\text{xc}}(r)$. Naturally $v_{\text{xc}}(r)$ is known only approximately and DFT is (in practice) often accurate and computationally efficient but never exact.

The QEDFT approach extends this idea to quantum electrodynamics.\textsuperscript{69} Through the formulation of effective single-particle Kohn-Sham and Maxwell equations, QEDFT reproduces the exact many body problem if the exact functionals for the electron-electron and electron-photon interactions are known. In this paper, we utilize the optimized effective potential (OEP) approach\textsuperscript{51,54} to obtain the exact-exchange potential

$$v_{\text{xc}}(r) \approx v_{\text{xc}}^\text{OEP,Coulomb}(r) + v_{\text{xc}}^\text{OEP,photons}(r)$$

for both the Coulomb and photonic interaction. The latter is the variational derivative

$$v_{\text{xc}}^\text{OEP,photons}(r) = \frac{\delta E_{\text{photons}}}{\delta n(r)}$$

of the self-consistent second-order correction to the energy\textsuperscript{52,53}

$$E_{\text{photons}} = \frac{1}{2} \sum_{\alpha,i} |\langle \varphi_\alpha | \epsilon \cdot d | \varphi_i \rangle|^2 \left( 1 - \frac{\omega}{\epsilon_\alpha - \epsilon_i + \omega} \right)$$

where $\alpha$ labels the unoccupied Kohn-Sham orbitals. Using density-functional perturbation theory, the density dependence of the Kohn-Sham orbitals lead to coupled Sternheimer (coupled perturbed Kohn-Sham) equations that are solved self-consistently.\textsuperscript{51,54}

The combination of QEDFT and the OEP functional (QEDFT/OEP) gives rise to an exact-exchange treatment of the electronic structure in the presence of the cavity. In this way, it describes the interaction of electrons on similar but not equivalent level as Hartree-Fock.\textsuperscript{51} In contrast to QED-HF, the QEDFT/OEP solution features also electronic exchange mediated by the photonic fluctuations in addition to the exchange originating from the DSE. For the systems investigated here, the correct long-range $1/r$ decay is an especially desirable feature of the OEP that is not common to all possible realizations of DFT. QEDFT itself is a much more versatile concept than the here selected OEP approach and correlation functionals are currently in development.

All reported calculations have been performed with the OCTOPUS code\textsuperscript{54} using the standard Troullier-Martins pseudopotentials, a Cartesian grid and 8th-order finite differences.

### III. RESULTS

Covalent bonds between valence electrons typically have binding energies of about 1-10 eV. Intermolecular energies are substantially weaker (1-300 meV) and they arise from van der Waals interaction or electrostatics (dipole-dipole, etc.).\textsuperscript{55} Even though their strength is orders of magnitudes weaker than covalent and ionic bonds, they are not negligible. Intermolecular forces can also be interpreted in terms of electron interactions mediated by the transverse electromagnetic field because of this.
parallelism, changing the boundary conditions of the field with a cavity will alter the interactions.\textsuperscript{57,59}

In this paper, we treat a single cavity mode interacting explicitly with the molecular system, and assume that the electron mass inside the cavity is the same as outside.\textsuperscript{50,60}

For QED-HF, additional cavity modes would increase the cavity induced effects on the ground state compared to a single-mode approximation. To simulate potential multimode effects, we instead enlarge the coupling value to $\lambda = 0.1$. The description is certainly limited and going beyond this will require more sophisticated considerations from the photonic point of view. However, new insight into a non-perturbative description of cavity mediated weak interactions can be obtained using this approximation. Cavity losses, which only leads to quantitative and not qualitative changes of the results, are neglected in this paper.\textsuperscript{61}

In the following, cavity induced effects on the different kinds of intermolecular interactions are discussed. These cases range from weak to strong intermolecular forces.

\subsection*{A. Van der Waals interaction}

The weakest among the intermolecular interactions is van der Waals (vdW)\textsuperscript{52} characterized by typical energies of about 1-50 meV. Usually, they are described as interactions between the polarizabilities of the constituent fragments $A$ and $B$ through the London formula\textsuperscript{52}

$$V_{\text{London}} = -\frac{3}{2} \left( \frac{I_A I_B}{I_A + I_B} \right) \frac{\tilde{\alpha}_A \tilde{\alpha}_B}{R^6}, \quad (13)$$

where $I_A$ is the ionization energy of system $A$, $\tilde{\alpha}_A$ is the mean polarizability of $A$, and $R$ is the distance between the fragments. This approximation neglects retardation effects appearing at long distances that modify the scaling to $R^{-7}$.\textsuperscript{53} The polarizability is closely related to dipole fluctuations by the relation

$$\alpha_{\gamma\gamma} = \frac{2}{\hbar} \sum_{n \neq 0} \frac{\langle \psi_n | d_\gamma \psi_n \rangle}{E_n - E_0} \approx \frac{2 \langle \Delta d^2 \rangle}{I}, \quad (14)$$

where $\gamma \in \{x, y, z\}$. Inserting Eq. (14) into the London formula in Eq. (13), evident similarities with the dipole self-energy

$$E_{\text{DSE}} = \frac{1}{2} \lambda \sum_{\gamma} \left\langle (\varepsilon \cdot \Delta d)^2 \right\rangle. \quad (15)$$

can be observed. The London formula can also be derived from the bilinear light-matter interactions between the fragments in free space.\textsuperscript{56}

Cavity induced effects will be analyzed for the $(\text{H}_2)_2$ complex. Three polarization directions ($\varepsilon$) are considered and the cavity frequency is set in resonance with the first excited state of $\text{H}_2$, $\omega = 12.7$ eV. The wave function calculations are performed with an aug-cc-pVDZ orbital basis with a bond distance of 0.74 Å. The DFT/OEP and QEDFT/OEP results are obtained using a spherical grid centered around each atom with radius 14 and spacing 0.25 bohr, and the $\text{H}_2$ bond distance was optimized using the KLI functional obtaining 0.73 Å.

In Figure \ref{fig:energy_curves} we compare the potential energy curves calculated with CCSD/QED-CCSD-1 and FCI/QED-FCI. Field polarizations along the $\text{H}_2$ bond ($\varepsilon_x$) and chain axis ($\varepsilon_z$) are presented here. The other orthogonal polarization ($\varepsilon_y$), being qualitatively similar to $\varepsilon_x$, is shown in the Supplementary Information for completeness.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{energy_curves.png}
\caption{Potential energy curves calculated for $(\text{H}_2)_2$ outside (dashed line) and inside a cavity with $\lambda = 0.1$ and $\omega = 12.7$ eV, with different markers for the different polarizations. For each curve, the energy at 200 Å has been subtracted. The inset shows the same curves for non-correlated methods with field polarization along $\varepsilon_x$.}
\end{figure}

From Figure \ref{fig:energy_curves} we see that coupled cluster is able to qualitatively reproduce the reference FCI values, but it slightly underestimates the binding energy. This is the case both outside and inside the cavity for all field polarizations. This behavior is well known from coupled cluster theory, and it has been extensively discussed in Ref. \textsuperscript{46}. Including perturbative triples in QED-CC, either with CC3 or CCSD(T)\textsuperscript{63,64} will make the total ground state energy quantitatively more accurate compared to the reference. Similar effects can also be observed for different molecular geometries, as shown in Figure S2 in Supplementary Information.

The Hartree-Fock method, which does not include correlation, is not able to capture the vdW interaction and the potential energy curves are repulsive, both inside and
outside the cavity (see the inset in Figure 2). This is in contrast to the correlated results. The exchange-only treatment of the OEP functional provides qualitatively similar predictions compared to Hartree-Fock. However, in QEDFT/OEP the effect of the cavity is minimal as the DSE, bilinear and photonic contributions to the energy largely compensate each other.

The cavity induced change in the potential energy curves are presented in Figure 3. When the cavity polarization is perpendicular to the intermolecular bond ($\varepsilon_x$, $\varepsilon_y$), the binding energy increases. In contrast, when the field polarization is parallel ($\varepsilon_z$), the cavity destabilizes the bond. Interestingly, the energy difference behaves asymptotically as $R^{-3}$ for large $R$ ($R^2 > 0.98$, black dashed lines). This is the same distance dependence as a dipole-dipole interaction instead of an expected $R^{-6}$ behavior of the vdW dispersion. Outside the cavity, the correlation energy (blue solid line) respects the $R^{-6}$ dependence. Note that the dipole moments of the isolated fragments are also zero inside the cavity.

![Figure 3](image)

**FIG. 3.** Correlation energy ($E_{\text{CCSD}} - E_{\text{HF}}$) and cavity induced effect on the potential energy curve of (H$_2$)$_2$ inside a cavity with $\lambda = 0.1$ and $\omega = 12.7$ eV. The data is fitted with a $R^{-3}$ function with $R^2 > 0.98$ for all curves.

Figure 2 and 3 show cavity induced changes in the binding energies, but they do not give any insight into the absolute stability of the system. This is instead found from the relative energy differences (see Figure 4). The increase in energy due to the dipole self-energy is substantially higher when the polarization is along the H$_2$ bond ($\varepsilon_x$) compared to the orthogonal field polarizations ($\varepsilon_y$, $\varepsilon_z$). This is because the electrons are more diffuse along the bond, allowing for larger dipole fluctuations [Eq. (15)]. The energy difference of about 40 meV induce a preferential orientation of the system along the $\varepsilon_y$ and $\varepsilon_z$ directions.

![Figure 4](image)

**FIG. 4.** Potential energy curves calculated with QED-CC and QED-FCI for (H$_2$)$_2$ inside a cavity with $\lambda = 0.1$ and $\omega = 12.7$ eV, with different markers for the different polarizations. The energy of $\varepsilon_y$ at 200 Å has been subtracted.

From Figure 4 we can also observe that QED-CCSD-1 is missing about 5 meV more correlation when the field polarization is along $\varepsilon_x$ compared to the other directions. This result is confirmed by the correlation energies calculated at the minima presented in Table I.

| Method         | $\varepsilon_x$ | $\varepsilon_y$ | $\varepsilon_z$ |
|----------------|-----------------|-----------------|-----------------|
| QED-CCSD-1     | 1.9523          | 2.2400          | 2.1408          |
| QED-FCI        | 1.9526          | 2.2461          | 2.1438          |

As mentioned in the discussion of Figure 2 the system is mainly polarizable along the H$_2$ bond ($\alpha_{xx}$) as shown in Table I. The overall reduced $\alpha$ inside the cavity indicates that the electron density becomes more localized. The reduction is more evident along the direction of the field polarization (see columns of Table I). In this context, the variational minimization of the DSE reduces the dipole fluctuations and consequently the polarizability [see Eq. (14)]. This observation is in line with density localization.
effects already discussed in Refs. 25, 11, 53 and 60.

| H_2O | αxx | αyy | αzz | α̅ |
|------|-----|-----|-----|-----|
| CCSD | 12.81 | 8.98 | 8.58 | 10.12 |
| εx  | -0.18 | -0.05 | -0.06 | -0.10 |
| εy  | -0.09 | -0.08 | -0.06 | -0.08 |
| εz  | -0.10 | -0.02 | -0.09 | -0.07 |
| DFT/OEP | 12.14 | 9.16 | 8.83 | 10.13 |
| εx  | -0.11 | -0.04 | -0.04 | -0.06 |
| εy  | -0.05 | -0.13 | -0.05 | -0.08 |
| εz  | -0.05 | -0.05 | -0.12 | -0.07 |

The same cavity induced reduction of the polarizability is observed for an isolated H_2 molecule, see Table III. This implies, using the London formula in Eq. 13, a reduction of the vdW energy. However, as shown in Figure 2, the cavity can both increase and decrease the binding energy depending on the field polarization. This result clearly demonstrates that the London formula, as it is usually presented, does not hold for molecules in cavities. Note that not only the polarizability is affected by the cavity, but also the ionization energy as recently shown in Ref. 66.

| H_2 | αxx | αyy | αzz | α̅ |
|-----|-----|-----|-----|-----|
| CCSD | 6.53 | 4.34 | 4.34 | 5.07 |
| εx  | -0.08 | -0.03 | -0.03 | -0.05 |
| εy  | -0.05 | -0.04 | -0.00 | -0.03 |
| εz  | -0.05 | -0.00 | -0.04 | -0.03 |
| DFT/OEP | 6.24 | 4.50 | 4.50 | 5.08 |
| εx  | -0.06 | -0.02 | -0.02 | -0.03 |
| εy  | -0.03 | -0.06 | -0.03 | -0.04 |
| εz  | -0.03 | -0.03 | -0.06 | -0.04 |

B. Dipole-induced dipole interactions

In this section, the dipole-induced dipole interaction between a polar and a non-polar molecule is analyzed. The dipole induces a charge fluctuation in the other system (induced dipole) that can form an interaction that is usually on the order of 10-100 meV. These forces are generally stronger than the vdW dispersion. The angle-averaged Debye formula, describing this dipole-induced dipole interaction, is given by Eq. 16.

$$V_{\text{Debye}} = -\frac{d_2^2\bar{\alpha}_B}{R^6}, \quad (16)$$

where is A the polar system, and B the non-polar. This potential has the same R−6 behavior as the London formula in Eq. 13. In symmetry adapted perturbation theory, this interaction is usually known as the induction term (E_{ind}).

The interaction between a polar water molecule and a non-polar benzene molecule is investigated here. The complex is set in a configuration where the oxygen is pointing towards the benzene ring, as shown in the inset of Figure 5. In this geometry, the interaction is dominated by the dipole-induced dipole forces and hydrogen bonding is minimal. The structures of the separate fragments are optimized using DFT/B3LYP with a 6-31+G** basis set.

In Figure 5 we show the potential energy curves calculated using HF, CCSD, QED-HF, and QED-CCSD-1 with a 6-31+G* basis set. The field polarization is set along the dipole (see Figure 5). We first note that HF and QED-HF are repulsive outside and inside the cavity. For CCSD, the weakly interacting complex has a meta-stable state with a barrier of 3 meV. Inside the cavity, instead, the QED-CCSD-1 potential energy curve becomes repulsive. The cavity induced effect is here much larger (26 meV) than the observed effects for the non-polar H_2 vdW interaction.

From the Debye formula in Eq. 16, we see that the strength of the induction interaction is related to the
dipole of the polar fragment and the polarizability of the non-polar one. In Table IV the dipole moment of H$_2$O and the polarizability of benzene, outside and inside the cavity, are provided. Inside the cavity we see a small decrease (0.003 D) of the permanent dipole, but a sizable reduction (7.60 a.u.) of the benzene polarizability. A possible reason for the large cavity effect on $\alpha$ could be connected to the aromaticity of benzene and its diffuse electrons. However, this will require further investigations.

**TABLE IV.** Dipole $d$ for water and polarizability $\alpha$ parallel and perpendicular to $d$ for Benzene. Calculated outside and inside a cavity with field polarization along $d$ and frequency $\omega = 13.6$ eV.

| Method       | $\alpha_{\perp}$ | $\alpha_{\parallel}$ | $\bar{\alpha}$ | $d$ [D] |
|--------------|-------------------|-----------------------|-----------------|---------|
| CCSD         | 78.55             | 40.83                 | 65.97           | 2.304   |
| QED-CCSD-1   | 77.60             | 33.23                 | 62.81           | 2.301   |

Substituting the values in Table IV into Eq. (16), and comparing the size of the interaction outside and inside the cavity, we estimate a destabilization of 0.5 meV at $R = 3.8$ Å. This is much smaller than the corresponding destabilization observed in Figure 5 of about (26 meV). This indicates that, as in the case of vdW, the purely electrostatic interaction model is not sufficient to reproduce the effect.

**C. Hydrogen bonds**

Hydrogen bonding arises when a hydrogen atom forms a bridge between two electronegative species. A typical hydrogen bond energy is about 100-300 meV and is one of the stronger intermolecular interactions. The electrostatic dipole-dipole energy is given by

\[ V_{\text{dipole}} = \frac{1}{R^3} \left( d_A \cdot d_B - \frac{3(d_A \cdot R)(d_B \cdot R)}{R^2} \right) \]  

and represents the leading term to this interaction. However, it is now widely accepted that this kind of interaction is also characterized by a sizable charge transfer component, which contributes with a relatively large percentage (about 2-3 eV per transferred electron) to the binding energy.

In Figure 6 we present the potential energy curve of the water dimer as a function of the O-O distance ($R$). In this case, the non-correlated methods (HF and DFT/OEP) capture the bond. Outside the cavity, DFT/OEP gives a slightly smaller binding energy than HF, and they both underestimate the energy compared to CCSD (214 meV). Inside the cavity, QED-CCSD-1 predicts a weaker hydrogen bond. The non-correlated methods (QED-HF and QEDFT/OEP) do not capture this cavity induced destabilization of about 22 meV (10%), which indicates that the effect is due to correlation.

The electrostatic contribution to the binding energy can be estimated using the dipole moments shown in Table V and Eq. (17). The perturbative treatment predicts a cavity induced stabilization of about 0.2 meV, in contrast to the destabilization shown in Figure 6. From this observation, it is clear that cavity induced effects are not due to shifts in the multipoles (dipole, etc.) using a purely electrostatic picture.

**TABLE V.** Dipole moments of isolated water fragments $A$ and $B$, outside and inside the cavity. The field polarization is along the O-O direction and $\omega = 7.86$ eV. In the hydrogen bond, $A$ is the donor while $B$ is the acceptor.

| Method         | $d_A$ [D] | $d_B$ [D] |
|----------------|-----------|-----------|
| CCSD           | 1.853     | 1.853     |
| QED-CCSD-1     | 1.860     | 1.850     |
| DFT/OEP        | 2.014     | 2.014     |
| QEDFT/OEP      | 2.025     | 2.021     |
As discussed above, hydrogen bondings are characterized by a relatively large charge transfer contribution. To investigate this aspect, we perform a charge displacement (CD) analysis in Figure 7. The charge displacement function \( \Delta q(z) \) is defined from the density difference

\[ \Delta \rho = \rho_{\text{Dimer}} - \left( \rho_{(H_2O)A} + \rho_{(H_2O)B} \right) \]

as

\[ \Delta q(z) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Delta \rho(x, y, z') \, dx \, dy \, dz' \].

(18)

This function quantitatively describes the amount of charge that has been moved along the \( z \)-direction. In particular, when \( \Delta q \) is positive, electrons are moved to the left, and they change direction when it is negative. For the water dimer outside the cavity, electrons are moved from the donor molecule (right) to the acceptor (left). A net charge transfer of about 10 me\(^{-}\) can be observed in the middle (dashed line) of the hydrogen bond. By placing the system inside the cavity, the number of transferred electrons is reduced by about 2 me\(^{-}\). This is in line with the weaker hydrogen bond observed in the potential energy curve and, following Ref. 71, it corresponds to a decrease of about 4-6 meV in the binding energy.

In Figure 8, the CD analysis has been applied to the ground state cavity induced density difference \( \Delta \rho_{\text{cav}} = \rho_{\text{cav}} - \rho_{\text{nocav}} \) calculated using HF, CCSD, and DFT/OEP. In this case, all methodologies show a qualitatively similar behaviour and predict a reduction of charge transfer from donor to acceptor of about 2-3 me\(^{-}\) (extracted at the same position as in Figure 7). The overall effect is a charge localization on the water fragments. The reduction of charge transfer for small distances is consistent with the observations of Ref. 25 and originates mainly from the DSE. From a more quantitative analysis, we see that Hartree-Fock overestimates the cavity induced charge transfer compared to coupled cluster. On the other hand, the DFT/OEP curve is closer to the correlated result. In general, DFT is better equipped to describe the density than Hartree-Fock.

D. Cavity induced non-additive properties

Even when molecules are far away from each other inside a cavity, they still interact. This results in non-additive properties of the dissociated system, e.g. the energy of the dissociated complex will not be equal to the sum of the energies of the individual fragments. In this section, we investigate these cavity induced non-size-extensive properties of the QED Hamiltonian and their implications.

The main non-additive effect can be attributed to the DSE, which rewritten in terms of contributions from the individual fragments takes the form

\[
E_{\text{DSE}} = \sum_{n} E_{\text{DSE}}^{(n)} + \lambda^2 \sum_{n<m} \langle \mathbf{\varepsilon} \cdot \mathbf{d}^{(n)} \rangle \langle \mathbf{\varepsilon} \cdot \mathbf{\Delta d}^{(n)} \rangle,
\]

(19)
where \( N_f \) is the number of fragments, \( \Delta d = \sum_n \Delta d^{(n)} \) and \( E^{(n)}_{\text{DSE}} \) is the DSE for fragment \( n \). The last term in Eq. (19) is the one non-additive part. For identical fragments, the expression simplifies to

\[
\Delta E_{\text{DSE}} = \frac{\lambda^2}{2} \langle \epsilon \cdot \Delta d^{(1)} (\epsilon \cdot \Delta d^{(2)}) \rangle (N_f^2 - N_f),
\]

showing explicitly that the effect is quadratic with the number of fragments. In Eq. (20), \( \Delta d^{(1)} \) and \( \Delta d^{(2)} \) are the dipole fluctuations of two equivalent fragments. The bilinear term will also contribute,

\[
E_{\text{BI}}^{\text{complex}} = \lambda \sqrt{\frac{\omega}{2}} \sum_n \langle (b + b^\dagger) (\epsilon \cdot \Delta d^{(n)}) \rangle,
\]

although we expect the contribution to be smaller.

In Figure 9, we analyze the non-additive part of the total energy \( \Delta \epsilon = E_{\text{complex}} - \sum_n E^{(n)} \) for water molecules separated by 200 Å (see inset of Figure 9). The properties of the QED Hamiltonian makes the total energy non-additive, and the QED-CC approach is able to capture this behavior (black dashed line). In the limit \( \lambda \to 0 \), the QED-CC approach is size-extensive as for standard coupled cluster theory for electrons. On the other hand, QED-HF always has size-extensive solutions and fails to describe the non-additive nature of the cavity interaction (blue dashed lines).

We observe a quadratic scaling of the non-additive part with respect to the number of fragments, as expected from Eq. (20). The fit of the data (dashed black line) highlight also a small deviation (0.2) in the linear term, likely due to the bilinear correction described in Eq. (21). This result implies that the collective ground state interaction between many molecules could be observable experimentally, if enough molecules are considered. We point out that this effect is qualitatively not limited by the dipole approximation, since we consider a stretching of the coordinates in a direction that is parallel to the field polarization (perpendicular to the wave vector \( k \)). This non-additive effect could be very interesting in solution environments, where a solute can interact with a large number of solvent molecules through the field.

IV. CONCLUSIONS

Leveraging available QED ab initio methodologies, we investigated cavity induced effects on intermolecular interactions. Four types of interactions have been studied: van der Waals forces, induction interactions, hydrogen bonding, and cavity mediated long-range interactions. In all cases, correlation is deemed crucial to describe the system. Several effects of the cavity seem rather counterintuitive at first glance. The van der Waals forces between two non-polar molecules behaves as \( R^{-6} \). However, inside the cavity, an additional \( R^{-3} \) component originates from correlation. For the induction interaction and hydrogen bonding, the cavity induced effect is larger than for the van der Waals. In both cases, a destabilization of the binding energy and a reduction of polarizability is observed. We show that, inside the cavity, molecules remain permanently correlated at arbitrary distances.

Our results suggest that cavity fields can be used to modify the ground state interactions in intermolecular systems. This opens possibilities for novel applications in several fields, going from the control of solvent assisted reactions to modifying higher-order structures in biological macromolecules. We think that these results will be crucial to understand future experiments in this direction.
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