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Abstract—Adaptive interference cancellation is rapidly becoming a necessity for our modern wireless communication systems, due to the proliferation of wireless devices that interfere with each other. To cancel interference, digital beamforming algorithms adaptively adjust the weight vector of the antenna array, and in turn its radiation pattern, to minimize interference while maximizing the desired signal power. While these algorithms are effective in ideal scenarios, they are sensitive to signal corruptions. In this work, we consider the case when the transmitter and receiver in a communication system cannot be synchronized, resulting in a carrier frequency offset that corrupts the signal. We present novel beamforming algorithms that are robust to signal corruptions arising from this time-variant carrier frequency offset. In particular, we bring in the Discrete Prolate Spheroidal Sequences (DPSS’s) and propose two atomic-norm-minimization (ANM)-based methods in both 1D and 2D frameworks to design a weight vector that can be used to cancel interference when there exist unknown time-varying frequency drift in the pilot and interferer signals. Both algorithms do not assume a pilot signal is known. Noting that solving ANM optimization problems via semi-definite programs can be a computational burden, we also present a novel fast algorithm to approximately solve our 1D ANM optimization problem. Finally, we confirm the benefits of our proposed algorithms and show the advantages over existing approaches with a series of experiments.
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I. INTRODUCTION

Modern communication systems need to operate in a crowded spectrum where multiple transceivers communicate in close physical proximity and in many cases across very close channels. Interference has become a major issue, degrading communication reliability and throughput [1], [2]. To survive this hostile environment, communication systems need to adapt to the dynamic environment by adaptively cancelling interference sources and maximizing signal-to-interference-plus-noise ratio (SINR) [3], [4]. A digital beamformer can adaptively adjust its weight vector using an array processing algorithm, which in turn shapes its radiation pattern and can place pattern nulls in the direction of interference sources, while maximizing the desired signal power [5]. Digital beamforming (DBF) is thus seen as a necessity for future wireless systems. While multiple approaches to cost-effective DBF hardware have been proposed over the years [6]–[8], one of the major challenges remaining is creating robust DBF algorithms that can operate effectively in the hostile wireless signal environment.

A wide variety of algorithms have been developed for DBF [4], [9], [10], each differing in what is assumed known and how signals are modeled. Very broadly, these algorithms can be categorized into statistical versus deterministic methods. Statistical methods [4], [9] utilize a stochastic model for the desired signal, interferers, and/or noise, while deterministic methods [10] do not rely on stochastic models and tend to involve eigendecompositions and related concepts from linear algebra. DBF methods can also be categorized into blind versus non-blind methods. Although there is no universal definition of blind methods [10]–[13], the gist is that such methods do not rely on explicitly knowing aspects such as the desired signal, its spectral properties, the array geometry, the signal direction, and so on. Depending on what is assumed, blind beamforming problems can also have connections to blind source separation problems [10], [13]. Non-blind methods may require explicit knowledge of a pilot signal or its spectral properties as well as other knowledge of the array geometry.

In this paper, we consider the DBF problem in the following context. Our goal is to design a weight vector (see Section III) that allows us to localize and separate a desired signal ("the signal" for short) from unwanted interferers impinging on an array. Our treatment can be characterized as:

- **Deterministic**: We do not assume a stochastic model for the signal, interferers, or noise, nor do we require long-term observations for estimating auto- or cross-correlation statistics.
- **Narrowband**: We assume that the signal and interferers have narrowband spectra relative to the sampling frequency. Sinusoids, which are a natural choice for pilot signals (discussed below) are one possibility for such narrowband signals, but sinusoidal structure is not explicitly required.
- **Blind**: Our algorithms do not require a known pilot signal. We present two DBF algorithms in this paper. Our 1D algorithm does not require the array antennas to be equally spaced, nor does it require the antenna positions to be known. Our 2D algorithm does require the antenna positions to be known and equally spaced, but it can handle the case where the signal and interferers have overlapping temporal frequencies.

Our approach to solving this DBF problem is inspired by several existing approaches, which we describe next before giving further details on our approach.

The minimum variance distortionless response (MVDR) beamformer is a prototypical non-blind statistical beam-
former [4]. Modeling the signal and noise as stochastic processes, and given knowledge of the correlation statistics (spectral matrices) for these processes in addition to knowledge of the signal direction, MVDR is designed to output the highest possible SINR. As such it is considered the benchmark for comparing the performance of beamforming algorithms [4], [14]. In practice, however, some or all of these quantities may not be available. As we discuss in Section II-A, when a known pilot signal and the empirical data covariance are used to estimate the signal direction and spectral properties, MVDR reduces to a technique known as sample matrix inversion (SMI).\footnote{Other algorithms in this vein include least mean square (LMS) and recursive least square (RLS). Both converge to the optimal solution but are generally slower than SMI [4], [15].} Computing the SMI beamformer requires only the empirical data matrix and knowledge of the pilot signal (but not the array geometry or pilot signal direction). As such, it can also be interpreted as a semi-blind deterministic method [11].

DBF algorithms such as SMI can effectively cancel interferers as long as the knowledge of the incoming pilot signal is sufficiently accurate. However, in non-ideal scenarios, signals can become corrupted and cause these algorithms fail. To address these concerns, DBF algorithms need to be robust to causes that corrupt the signal. Again, the literature on robust DBF methods is vast. Several algorithms have been developed to address beamformer mismatches in particular in the form of steering vector (SV) errors. SV errors arise from direction-of-arrival mismatch, or perturbed arrays with errors in element location, phase, or gain, and cause signal corruptions that degrades the system performance. The most widely adopted solution to these problems is diagonal loading and equivalent approaches [14], [16]–[19]. Diagonal loading provides robustness to SV errors by effectively designing for a higher white noise level than is actually present, and as such is usually practical when signal-to-interference ratio (SIR) is more important than SINR. To mitigate some of these issues, variable loading has been introduced; it can improve robustness to SV errors while maintaining a desired SIR or SINR [18], [19].

A different category of beamformer mismatch, which is the focus of this work, occurs when the transmitter and receiver cannot be synchronized and thus a carrier frequency offset exists between the anticipated pilot signal and that which arrives at the array. In [15], it was shown that when it is not possible to measure and correct the carrier frequency offset, algorithms such as SMI will fail. A solution to this problem using genetic algorithms was demonstrated in [15]. More recently, a new mathematical approach based on atomic norm minimization (ANM) was proposed for this problem [20], [21]. The ANM approach is naturally capable of extracting the offset frequencies that cause signal corruption, and as such, robustness is achieved with maximum SINR and without any degradation to other system performance characteristics. Both of these algorithms provided a robust solution to beamforming when transmitter and receiver are unsynchronized, which is a realistic non-ideal scenario occurring more frequently in our ever growing modern wireless infrastructure. This robust beamforming problem is categorically different than what has been studied in the past, and to the best of our knowledge, no solution to this problem is available outside [15], [20], [21].

While the works [15], [20], [21] provided a robust solution to the carrier frequency offset problem in unsynchronized systems, they only considered the time-invariant case. In reality, however, frequency offset is a dynamic problem, and for practical implementation a robust time-variant solution is needed. In this work, we accommodate an unknown time-varying frequency offset in the pilot signal. Indeed, we drop entirely the requirement that the pilot signal be known, and we assume only that the pilot signal is narrowband. As we show (see Section II-C), this assumption accommodates (but does not require) the common choice of a sinusoidal pilot signal, and it allows for a moderate amount of unknown time-varying drift in the carrier frequency of this sinusoid. In this way, our treatment is more general (blind) and robust compared to classical SMI.

Our approach for solving the blind beamforming problem relies on an optimization framework using ANM. ANM allows for a signal or data matrix to be decomposed into sparse components arising from a certain \textit{atomic} set of prototype signals or matrices. In compressive sensing, finite atomic sets of on-grid sinusoids have been used for recovering signals from partial information [22], [23]. In line spectrum estimation, continuous atomic sets of off-grid sinusoids have been used for precisely identifying the active frequencies in a finite-length sampled signal without suffering from the “leakage” effects that confront conventional Fourier-based methods [24]. In array processing, such atomic sets have been used to provide joint sparse frequency decompositions of multi-channel data matrices [25], [26]. Unfortunately, the atomic sets in these works are not rich enough to represent the signals encountered when time-varying frequency drift is present.

In this paper, we expand the array processing ANM frameworks using a novel atomic set for data matrices. Our work expands on the joint sparse frequency model [25], [26] by modulating each sinusoid by an unknown vector in a low-dimensional basis of Discrete Prolate Spheroidal Sequences (DPSS’s) [27]–[29]. DPSS’s have been shown to provide excellent compressed representations of sampled narrowband signals. We therefore bring DPSS’s into the ANM framework to capture the unknown time-varying frequency drift component in the pilot and interferer signals.

We present two novel ANM frameworks in this paper. Our first “1D” framework does not require the antennas to be equally spaced, and moreover it does not require the antenna positions to be known. Our second “2D” framework does require the antenna positions to be known and equally spaced, but it can handle the case where the pilot signal and interferers have overlapping temporal frequencies. The 2D framework exploits sparse structure in both the temporal and angular frequency domains, whereas the 1D framework exploits sparse sinusoidal structure only in the temporal frequency domain. Both frameworks can accommodate time-varying frequency drift component in the pilot and interferer signals.

Finally, we note that most ANM optimization problems can be formulated as a semi-definite program (SDP), solving this SDP can be a computational burden. In this paper, we
also present a novel fast algorithm for approximately solving our 1D ANM optimization problem. We provide extensive experimental tests to confirm the benefits of our 1D and 2D ANM frameworks compared to conventional SMI, and we illustrate the computational speedup provided by our fast 1D algorithm. We leave the work of developing a fast algorithm for the 2D ANM method as our future work.

**Notations.** Throughout this paper, we use superscripts $^T$, $^*$, $^H$, and $^\dagger$ to denote transpose, conjugate transpose, and pseudo-inverse, respectively. We use $\odot$ and $\otimes$ to denote the elementwise multiplication and Kronecker product, respectively. For a positive integer $K$, denote set $[K] \triangleq \{1, \ldots, K\}$. We use $I_L \in \mathbb{R}^L$ and $I_L \in \mathbb{R}^{L \times L}$ to represent a length-$L$ vector with entries being all 1’s and an $L \times L$ identity matrix, respectively. Finally, we let $P_{Q} \triangleq I - QQ^H$ denote the orthogonal projection onto the orthogonal complement of the column space of an orthogonal matrix $Q$.

The remainder of this paper is organized as follows. We introduce some background on SMI, ANM, and DPSS in Section II and formulate the problem of interest in Section III. We then present the proposed 1D method “ANM+DPSS+SMI”, fast 1D method “IVDST+DPSS+SMI”, and 2D method “2D-ANM+DPSS+SMI” in Sections IV, V, and VI, respectively. We conduct a series of experiments to test the proposed methods in Section VII. Finally, we conclude this work and discuss a few possible future directions in Section VIII.

### II. Preliminaries

#### A. Sample matrix inversion (SMI)

Consider an $N$-element linear antenna array. The optimal MVDR beamformer computes the complex valued weighting vector $\mathbf{w} \in \mathbb{C}^N$ for the array elements such that the interference signals are minimized subject to a constraint [4]. The algorithm minimizes $\mathbb{E}\{\mathbf{w}^H \mathbf{S}_x \mathbf{w}\}$ subject to $\mathbf{w}^H \mathbf{a}_{sv} = 1$, where the constraint ensures that a plane wave with a known array steering vector, $\mathbf{a}_{sv}$, will not be distorted. Here, $\mathbb{E}$ is the expected value, and $\mathbf{S}_x$ is the signal spectral matrix. In practice $\mathbf{S}_x$ is not available but the maximum likelihood of the matrix can be estimated from incoming data as $\mathbf{S}_x = \frac{1}{M} \sum_{m=1}^M \mathbf{x}_m \mathbf{x}_m^H$, where $\mathbf{x}_m$ denote the signal snapshots and $M$ is the number of snapshots. The array steering vector is $\mathbf{a}_{sv} = e^{j k_0 \sin(\theta_s) q}$, where $q \in \mathbb{R}^{1 \times N}$ denotes the element positions, $\theta_s$ is the signal direction, and $k_0$ is the plane wave wavenumber. In SMI, when a pilot signal is available, the array steering vector, $\mathbf{a}_{sv}$, is used in place of the array steering vector, and its maximum likelihood is estimated by the cross-correlation between the signal, $\mathbf{x}$, and the known pilot signal, $\mathbf{s} \in \mathbb{C}^M$, as $\mathbf{v}_s = \frac{1}{M} \sum_{m=1}^M \mathbf{x}_m s_m^*$, where $s_m$ is the $m$-th entry of $\mathbf{s}$. The SMI element weights are then given by $\mathbf{w}^H \triangleq \frac{\mathbf{v}_s^H \mathbf{S}_x^{-1}}{\mathbf{v}_s^H \mathbf{S}_x \mathbf{v}_s}$. In this equation, the presence of the $\mathbf{S}_x^{-1}$ term gives rise to the name sample matrix inversion. By rearranging the signal snapshots $\{\mathbf{x}_m\}_{m=1}^M$ as columns of a data matrix $\mathbf{X}^H$, it follows that the SMI element weights can be rewritten as

$$\mathbf{w} = (\mathbf{X}^H)^{-1} \mathbf{X}^H \mathbf{s} = \mathbf{X}^\dagger \mathbf{s}, \quad (1)$$

where we ignored the normalization factor $\mathbf{v}_s^H \mathbf{S}_x^{-1}$. Though we arrived at the solution (1) using statistical arguments, we note that $\mathbf{w} = \mathbf{X}^\dagger \mathbf{s}$ can also be interpreted as the least-squares solution to the purely deterministic problem of finding the weight vector that best solves $\mathbf{X} \mathbf{w} = \mathbf{s}$, i.e., best localizes the known pilot signal $\mathbf{s}$ [11].

#### B. Atomic norm minimization (ANM)

The atomic norm is a generalization of the $\ell_1$ norm (commonly used in compressive sensing and sparse signal recovery) and nuclear norm (commonly used in low-rank matrix recovery) from finite, discrete dictionaries to infinite, continuously-parameterized dictionaries [24], [30]. As in $\ell_1$ norm minimization and nuclear norm minimization, atomic norm minimization (ANM) can promote sparsity when solving an inverse problem. Thus, it has been widely studied in many signal processing applications, including line spectral estimation and array signal processing, for localizing the off-grid temporal or angular frequencies of sinusoidal components [24]–[26], [30]–[34].

To be more precise, consider the following spectrally sparse signal $\mathbf{x} \in \mathbb{C}^M$ with $K$ different active frequencies

$$\mathbf{x} = \sum_{k=1}^K c_k \mathbf{a}(f_k) \in \mathbb{C}^M,$$

where the $c_k$’s denote complex coefficients, and

$$\mathbf{a}(f) \triangleq [1, e^{j2\pi f}, \ldots, e^{j2\pi (M-1)f}]^\top \in \mathbb{C}^M \quad (3)$$

is a vector containing $M$ uniform samples of a complex exponential signal with frequency $f \in [0, 1)$. One can then define

$$\mathcal{A} \triangleq \{\mathbf{a}(f) : f \in [0, 1)\}$$

as an atomic set that consists of all possible such complex exponentials. Note that the spectrally sparse signal $\mathbf{x}$ in (2) can be represented with only $K$ atoms from the above atomic set $\mathcal{A}$. The corresponding induced atomic norm is then defined as

$$\|\mathbf{x}\|_{\mathcal{A}} \triangleq \inf \left\{ \sum_{k=1}^K |c_k| : \mathbf{x} = \sum_{k=1}^K c_k \mathbf{a}(f_k) \right\}.$$

#### C. Discrete prolate spheroidal sequences (DPSS’s)

For integers $M$ and $L \in \{1, 2, \ldots, M\}$ and a positive number $W < \frac{1}{2}$, let $\mathbf{S}_{M,W} \in \mathbb{R}^{M \times L}$ denote a matrix containing the first $L$ of the $M$-dimensional discrete prolate spheroidal sequence (DPSS) vectors with digital half bandwidth $W$ [27]–[29]. DPSS’s are distinctive in that each column of $\mathbf{S}_{M,W}$, if zero padded, has a Discrete-Time Fourier Transform (DTFT) highly concentrated in the normalized frequency domain $[-W,W]$. In fact, the first column vector is precisely the time-limited signal (with $M$ nonzero entries) whose DTFT is optimally concentrated in $[-W,W]$, the second column vector is the time-limited signal whose DTFT is most concentrated in $[-W,W]$ subject to being orthogonal to the first column, etc.

DPSS’s are particularly valuable for providing efficient representations of sampled sinusoids and narrowband signals. For
example, as indicated in the following theorem, any complex exponential signal $a(f)$ defined in (3) with $f \in [-W, W]$ can be well represented in the column span of the DPSS basis $S_{M,W}$ when $L \approx 2MW$ [28], [29].

**Theorem II.1.** [29] Fix $W \in (0, \frac{1}{2})$ and $\varepsilon \in (0, 1)$. Let $L = 2MW(1 + \varepsilon)$. Then there exist constants $C_1, C_2$ such that

$$\|P_{S_{M,W}} a(f)\|_2 \leq C_1 M^{5/4} \varepsilon^{-C_2 M}, \quad \forall f \in [-W, W]$$

holds for all $M \geq M_0$. Here, $C_1, C_2$ are numerical constants that may depend on $W$ and $\varepsilon$.

In summary, this result states that (i) the effective dimensionality of the subspace spanned by $\{a(f)\}_{f \in [-W, W]}$ is $2MW$, and (ii) the first $L \approx 2MW$ DPSS vectors provide a basis for this subspace. Sinusoids concentrated in a narrow band away from baseband, e.g., $f \in [a, b]$, can be equally well-captured by taking $W = \frac{b-a}{2} \approx$ the half bandwidth and modulating each of the DPSS vectors by $a(f)$ where $f^0 = \frac{a+b}{2}$ is the center frequency. Finally, the high quality of DPSS approximations applies not only to sampled sinusoids, but also to sampled narrowband signals (since these can be viewed as linear combinations of sampled sinusoids within a narrow range of frequencies). As discussed more formally in [28], [29], the finite-length sample vectors arising from sampling random baseband (or bandpass) analog signals can be well approximated using a DPSS (or modulated DPSS) basis. Again the effective dimensionality is $L \approx 2MW$, where $M$ is the length of the sample vector and $W$ is the digital half bandwidth.

### III. Problem Formulation

In this work, we consider a conventional linear array with $N$ antenna elements. We collect $M$ snapshots on each antenna element and model the data matrix as

$$X^* = \sum_{k=1}^{K} s_k \text{asv}(\theta_k) \in \mathbb{C}^{M \times N},$$

where $s_1 \in \mathbb{C}^{M}$ denotes the desired signal and $\{s_k\}_{k=2}^{K}$ denote the interferers. Here,

$$\text{asv}(\theta_k) \triangleq e^{jk_0 \sin(\theta_k)q}$$

is a length-$N$ row vector representing the array steering vector associated with the desired signal (if $k = 1$) or interferers (if $k > 1$). $\theta_1$ and $\{\theta_k\}_{k=2}^{K}$ denote the angle to the desired signal and interferers, respectively, $q \in \mathbb{R}^{1 \times N}$ denotes the element positions, and $k_0$ is the plane wave wavenumber.

We do not assume the desired signal, the interferers, or any of their directions are known. Moreover, our 1D algorithm does not require the array antennas to be equally spaced, nor does it require the element positions $q$ to be known.

Given the data matrix $X^*$, our goal is to construct a weight vector $w$ such that $X^* w \approx s_1$ as closely as possible. Inspired by SMI (which assumes $s_1$ is known), our approach involves first estimating $s_1$ from $X^*$ and then plugging this estimate (which we call $\hat{s}_1$) into the SMI expression:

$$w = X^* \hat{s}_1. \tag{5}$$

To facilitate the estimation of $s_1$ from $X^*$, we assume that the desired signal and all of the interferers are narrowband signals whose DTFT’s are each concentrated in a small subset of the digital bandwidth $\left[-\frac{1}{2}, \frac{1}{2}\right]$. More specifically, employing the DPSS’s discussed in Section II-C, we assume that each $s_k$ can be modeled as follows:

$$s_k \approx a(f_k^o) \odot (S_{M,W} \alpha_k) \quad \text{for } k = 1, 2, \ldots, K, \tag{6}$$

where $f_k^o$ is a possibly unknown carrier frequency, $a(f_k^o)$ is a sampled complex exponential with frequency $f_k^o$ as defined in (3), $S_{M,W} \in \mathbb{R}^{M \times L}$ is an $L$-dimensional DPSS basis (we discuss the choice of $W$ and $L \approx 2MW$), and $\alpha_k \in \mathbb{C}^L$ denote the corresponding unknown coefficients. This narrowband assumption is quite flexible and accommodates the following cases:

- **Case 1:** $s_k$ is a pure sinusoid (complex exponential) with a fixed frequency. In this case, (6) holds with equality by taking $f_k^o$ to be the frequency of the sinusoid and letting $\alpha_k = 0$.
- **Case 2:** $s_k$ is a sinusoid (such as a pilot signal when $k = 1$), modulated by a frequency offset that drifts slightly over time. In this case, $s_k$ can be viewed as a frequency modulated (FM) signal. Carson’s bandwidth rule for FM signals [35] guarantees that a majority of the signal power will concentrate in a narrow band around the signal's carrier frequency, with the half bandwidth $W$ proportional to the peak frequency deviation plus the temporal bandwidth of the modulating signal. Therefore, $a(f_k^o)$ will again capture the dominant sinusoidal component, and following the discussion in Section II-C, $S_{M,W} \alpha_k$ will approximately capture the deviations from this frequency.
- **Case 3:** $s_k$ is a bandpass signal, oversampled with respect to its Nyquist rate. In this case, the DTFT of $s_k$ will concentrate in some subset $[a, b]$ of the digital bandwidth $[-\frac{1}{2}, \frac{1}{2}]$. Following the discussion in Section II-C, the approximation in (6) then holds by taking $f_k^o = \frac{a+b}{2}$ to be the midpoint of this band and $W$ to be greater than or equal to its half width $\frac{b-a}{2}$.
- **Case 4:** $s_k$ is a bandpass signal, oversampled with respect to its Nyquist rate, modulated by a frequency offset that drifts slightly over time. The approximation in (6) then holds by combining the arguments from Case 2 and Case 3: because multiplication in time corresponds to convolution in frequency, the product of two narrowband signals will remain (relatively) narrowband.

The reader will notice that we do not focus on quantifying the necessary degree of accuracy in the approximation (6) in this work. Nevertheless, this assumption is quite broad. We use numerical experiments in Section VII to confirm that this approximation is sufficient valid to enable the success of our proposed technique in a range of interesting cases.

Finally, we note that the above idea of using (5) to design a weight vector has already been studied in [20], [21] under the assumption that each $s_k$ is a pure sinusoid modulated by a fixed (not time-varying) frequency offset. Those works propose two ANM-based methods to estimate the frequency offset.
offset from either $X^*$ or its noisy measurements. However, as is shown in the simulations, the weight vector obtained by directly applying this idea cannot cancel the interferers when there exist *time-varying* frequency offsets. To address this problem, we extend the ANM formulation using the novel assumption in (6).

IV. PROPOSED METHOD: “ANM+DPSS+SMI”

We now describe our procedure for constructing the estimate $\hat{s}_1$ based on the data matrix $X^*$. We will estimate $s_1$ by estimating both $f_k^o$ and $\alpha_k$ and plugging these estimates into (6). Indeed, we can estimate any and all of the frequencies $f_k^o$ and vectors $\alpha_k$ using the procedure below; we assume only that, among these estimates, the correct one can be associated with the desired signal ($k = 1$ term can be correctly selected).

Inspired by a recent work on multi-band signal recovery [36], we rewrite the data matrix in (4) as

$$\begin{align*}
X^* &= \sum_{k=1}^{K} s_k asv(\theta_k) \triangleq \sum_{k=1}^{K} (a(f_k^o) \circ (S_{M,W} \alpha_k)) asv(\theta_k) \\
&= \sum_{k=1}^{K} \|\alpha_k\|_2 asv(\theta_k)\|_2 (S_{M,W} \text{sign}(\alpha_k)) \\
&\quad \circ a(f_k^o)\text{sign}(asv(\theta_k)) \\
&= \sum_{k=1}^{K} c_k ((S_{M,W} \alpha_k) \circ a(f_k^o)) b_k^H \\
&= c_k [((S_{M,W} \alpha_k) \circ a(f_k^o)) b_k^H] \\
&\quad \cdots (S_{M,W} \alpha_k) \circ a(f_k^o)) b_{Nk}^H] \\
&= \sum_{k=1}^{K} c_k \left( S_{M,W} \circ \left( a(f_k^o) \alpha_k^\top b_k \right) \right)_L \\
&\quad \cdots \left( S_{M,W} \circ \left( a(f_k^o) \alpha_k^\top b_{Nk} \right) \right)_L \\
&= \left[ \begin{array}{c}
S_{M,W} \circ \left( a(f_k^o) \alpha_k^\top b_1 \right) \right)_L \\
\quad \cdots \left( S_{M,W} \circ \left( a(f_k^o) \alpha_k^\top b_{Nk} \right) \right)_L
\end{array} \right].
\end{align*}$$

where the sign vector is defined as $\text{sign}(x) \triangleq \frac{x}{\|x\|_2}$. $
\circ$ follows from our assumption (6). $
\circ$ follows by denoting $c_k = \|\alpha_k\|_2\|asv(\theta_k)\|_2$, $\alpha_k = \text{sign}(\alpha_k)$, and $b_k^H = \text{sign}(asv(\theta_k))$. Note that $\{\alpha_k\}_{k=1}^{K}$ and $\{b_k\}_{k=1}^{K}$ are normalized vectors with $\|\alpha_k\|_2 = \|b_k\|_2 = 1$. We use $b_{nk}$ to denote the $n$-th entry of $b_k$. $1_L \in \mathbb{R}^L$ is a length-$L$ vector with entries being all 1’s. Finally, $
\circ$ follows from the following equalities

$$\begin{align*}
(S_{M,W} \alpha_k) \circ a(f_k^o) &= \text{diag}(a(f_k^o))S_{M,W} \alpha_k \\
&= \text{diag}(a(f_k^o))S_{M,W} \text{diag}(\alpha_k) 1_L \\
&= \left( S_{M,W} \circ \left( a(f_k^o) \alpha_k^\top \right) \right)_L.
\end{align*}$$

The above observation inspires us to define a tensor $\mathcal{X}^* \in \mathbb{C}^{M \times L \times N}$ with the $n$-th frontal slice being $\mathcal{X}_{:,i}^* = \sum_{k=1}^{K} c_k a(f_k^o) \alpha_k^\top b_{nk}^H$, namely,

$$\mathcal{X}^* \triangleq \sum_{k=1}^{K} c_k A(f_k^o) \otimes H_k \tag{7}$$

with $A(f_k^o) \triangleq [a(f_k^o) \cdots a(f_k^o)] \in \mathbb{C}^{M \times N}$ and $H_k \triangleq \alpha_k b_k^H \in \mathbb{C}^{L \times N}$. Here, we use $A \oplus B \in \mathbb{C}^{M \times L \times N}$ and $C \oplus B \in \mathbb{C}^{M \times N}$ to denote the “reshaped Kratri-Rao product”, which is defined as $[A \oplus B]_n \triangleq a_{i,1} b_{1,n}$ for any two matrices $A = [a_1, \cdots, a_L] \in \mathbb{C}^{M \times N}$ and $B = [b_1, \cdots, b_N] \in \mathbb{C}^{L \times N}$. By defining a linear operator $\mathcal{L} : \mathbb{C}^{M \times L \times N} \rightarrow \mathbb{C}^{M \times N}$ as

$$\mathcal{L}(\mathcal{X}) \triangleq [(S_{M,W} \circ \alpha_{:,1}) 1_L \cdots (S_{M,W} \circ \alpha_{:,N}) 1_L], \tag{8}$$

we can rewrite the data matrix $X^*$ as the linear measurements of a third-order tensor $\mathcal{X}^*$ obtained from the above linear operator $\mathcal{L} : \mathbb{C}^{M \times L \times N} \rightarrow \mathbb{C}^{M \times N}$, namely,

$$X^* = \mathcal{L}(\mathcal{X}^*).$$

We now define an atomic set as

$$\mathcal{A} \triangleq \{ A(f^o) \oplus H : f^o \in [0,1), H \in \mathbb{C}^{L \times N}, \|H\|_F = 1 \}.$$

The induced atomic norm is then defined as

$$\|X\|_A \triangleq \inf \left\{ \sum_{k=1}^{K} c_k : \mathcal{X} = \sum_{k=1}^{K} c_k A(f_k^o) \otimes H_k, c_k \geq 0 \right\},$$

which is approximately equivalent to the optimal value of the following semidefinite program (SDP) [36]:

$$\begin{align*}
\inf & \frac{1}{2} u + \frac{1}{2} \sum_{n=1}^{N} \text{Tr}(W_{:,n}) \\
\text{s.t.} & \left[ \begin{array}{c}
\text{Toep}(u_n) \mathcal{X}_{:,n}^H \mathcal{X}_{:,n}^H \mathcal{W}_{:,n} \\
\mathcal{X}_{:,n} \mathcal{X}_{:,n}^H \mathcal{W}_{:,n}
\end{array} \right] \succeq 0, \ u_{1n} = u, \ \forall \ n \in [N].
\end{align*}$$

Here, we use $\text{Tr}(\cdot)$ to denote the trace of a square matrix and $\text{Toep}(u)$ to denote the Hermitian Toeplitz matrix with the vector $u$ as its first column. $u_n$ and $u_{1n}$ denote the $n$-th column of $U$ and the first entry in $u_{1n}$, respectively.

It can be seen that the tensor defined in (7) can be represented with only $K$ atoms from the above atomic set. To promote sparsity and recover the tensor $\mathcal{X}^*$ from its linear measurements $X^* = \mathcal{L}(\mathcal{X}^*)$, we propose to solve the following ANM problem

$$\begin{align*}
\min_{\mathcal{X}} & \|\mathcal{X}\|_A \quad \text{s.t.} \|X^* - \mathcal{L}(\mathcal{X})\|_F \leq \varepsilon, \tag{9}
\end{align*}$$

where $\varepsilon$ is a parameter that controls the data fidelity term. Note that the above ANM (9) is approximately equivalent to the following SDP

$$\begin{align*}
\inf & \frac{1}{2} u + \frac{1}{2} \sum_{n=1}^{N} \text{Tr}(W_{:,n}) \\
\text{s.t.} & \left[ \begin{array}{c}
\text{Toep}(u_n) \mathcal{X}_{:,n}^H \mathcal{X}_{:,n}^H \mathcal{W}_{:,n} \\
\mathcal{X}_{:,n} \mathcal{X}_{:,n}^H \mathcal{W}_{:,n}
\end{array} \right] \succeq 0, \ u_{1n} = u, \ \forall \ n \in [N], \|X^* - \mathcal{L}(\mathcal{X})\|_F \leq \varepsilon,
\end{align*}$$

(10)
which can be solved by any off-the-shelf SDP solver, such as CVX [37]. As primal-dual algorithms are used in CVX, it can return both the primal solution and the dual solution.

Denote $Q^*$ as the dual solution to (9). We construct a dual polynomial as

$$q(f^o) \triangleq \| \Psi(f^o, Q^*) \|_F$$

with

$$\Psi(f^o, Q^*) = [ Q^*_1 H a(f^o) \cdots Q^*_{\lceil N/3 \rceil} H a(f^o) ] \in \mathbb{C}^{L \times N}.$$  

As is shown in [36], one can identify $\{ f^o_k \}_{k=1}^K$ by localizing the places where $q(f^o) = 1$. However, in this work, as we will see in the simulations, the dual polynomial has several plateaus. Therefore, we will use the k-means method to cluster the $f^o$ with $q(f^o) \geq \gamma_0$ and get the estimated frequencies $\tilde{f}_k^o$.

Denote $\tilde{X}$ as the primal optimal solution to (9). Note that

$$\tilde{X}_{1:1} = \sum_{k=1}^K c_k a(\tilde{f}_k^o) \tilde{\alpha}_k b^*_1 k \right) \begin{bmatrix} c_1 b^*_1 & \cdots & 0_k \end{bmatrix} \begin{bmatrix} \tilde{\alpha}_1^T \\ \vdots \\ \tilde{\alpha}_K^T \end{bmatrix}.$$  

Denote $A_f \triangleq [ a(\tilde{f}_1^o) \cdots a(\tilde{f}_K^o) ]$. Once we have the estimated frequencies $\{ \tilde{f}_k^o \}_{k=1}^K$, we can then estimate the sign of the coefficient $\tilde{\alpha}_1$ as

$$\text{sign}(\tilde{\alpha}_1) = \frac{(A_f \tilde{X}_{1:1})^T e_1}{\| (A_f \tilde{X}_{1:1})^T e_1 \|_2},$$  

where $e_1 \in \mathbb{R}^K$ is the first column of the $K \times K$ identity matrix $I_K$. Recall that $\alpha_k = \text{sign}(\alpha_k)$. Therefore, we get

$$\text{sign}(\tilde{\alpha}_1) = \frac{(A_f \tilde{X}_{1:1})^T e_1}{\| (A_f \tilde{X}_{1:1})^T e_1 \|_2}.$$  

Finally, we estimate $s_1$ as

$$\tilde{s}_1 = a(\tilde{f}_1^o) \odot (S_{M,W} \text{sign}(\tilde{\alpha}_1))$$  

and we plug this estimate into (5) to estimate the weight vector $w$. We summarize the proposed “ANM+DPSS+SMI” method in Algorithm 1.

Algorithm 1 ANM+DPSS+SMI

1: **procedure** INPUT((the data matrix $X^*$ and the number of DPSS basis vectors $L$)
2: create DPSS basis $S_{M,W} \in \mathbb{R}^{M \times L}$
3: compute the primal solution $\hat{X}$ and the dual solution $Q^*$ by solving the SDP (10)
4: form the dual polynomial $q(f^o)$ as in (11)
5: use the k-means method to cluster the $f^o$ with $q(f^o) \geq \gamma_0$ and get $\tilde{f}_k^o$; set $k = 1$ according to the desired frequency
6: compute $\text{sign}(\tilde{\alpha}_1)$ according to (12)
7: estimate $s_1$ as in (13) and construct the weight vector as in (5)
8: return the weight vector $w$
9: **end procedure**

**Remark IV.1.** (Computational complexity.) Note that most SDP solvers, including SDPT3 [38], use the interior-point method and need to solve a system of linear equations when computing the Newton direction, which can be very expensive for large-size problems. Here, the $N$ positive semi-definite (PSD) constraints in (10) can be combined into one PSD constraint on a big block diagonal matrix of size $N(M + L) \times N(M + L)$. Therefore, the overall computational complexity of solving (10) with SDP solvers is $O(N^{3.5}(M + L)^{3.5})$, which limits the use of the proposed “ANM+DPSS+SMI” method in large-scale problems.

In Remark IV.1, one may notice that the combined PSD constraint is on a block diagonal matrix, rather than a dense matrix. Thus, a natural question arises:  

Is it possible that the computational complexity of solving (10) is less than $O(N^{3.5}(M + L)^{3.5})$ due to the sparsity that exists in the PSD constraint?

To the best of our knowledge, there is no closed-form expression for the complexity. However, we are able to empirically answer this question by conducting the following experiment. In particular, we collect the running time needed for solving the following SDP

$$\min_{x \in \mathbb{R}^N} \text{ s.t. } A_x \geq 0,$$  

where $A_x \in \mathbb{R}^{N_s \times N_s}$ is a matrix with entries from the set $\{0, x, \sqrt{N_s}\}$. First, we test the case when $A_x$ is a dense matrix, i.e.,

$$A_x = \begin{bmatrix} x & \sqrt{N_s} & \cdots & \sqrt{N_s} \\ \sqrt{N_s} & x & \cdots & \sqrt{N_s} \\ \vdots & \vdots & \ddots & \vdots \\ \sqrt{N_s} & \sqrt{N_s} & \cdots & x \end{bmatrix}.$$  

The time needed for solving (14) with $A_x$ given in (15) for a variety of $N_s$ is illustrated in Figure 1 (the blue line with circles). Second, we test several cases when $A_x$ is a block diagonal matrix, specifically with $N_b$ of blocks on the diagonal where $N_b = 10, 20, 50$ and 100. We generate each block on the diagonal as an $N_s \times N_s$ matrix with diagonal entries being $x$ and off-diagonal entries being $\sqrt{N_s}$. The running times are presented as red lines in Figure 1. It can be seen that solving the SDP (14) with a sparse PSD constraint matrix is only slightly faster when using a dense PSD constraint matrix. The running time for both cases is approximately on the same order as the constraint matrix size, i.e., $O(N_s^{2.5})$, which is better than the complexity described in Remark IV.1.

We conclude that the answer to the above question is “no”, namely, that sparsity in the PSD constraint matrix will not significantly reduce the computational complexity of solving an SDP problem. To reduce the computational complexity, we introduce a fast version of the “ANM+DPSS+SMI” method in next section.

V. PROPOSED METHOD: "IVDST+DPSS+SMI"

Recall that a key step in the proposed “ANM+DPSS+SMI” method is to compute the dual solution. Though CVX can return the dual solution by solving the primal SDP (10), one
can also directly solve the dual problem of (10) to get the dual solution. With some elementary calculations, we obtain the dual problem of (10) as follows\(^2\)

\[
\sup_{\mathcal{Q} \in \mathbb{C}^{M \times L \times N}} \langle \mathbf{X}^*, \mathcal{L}(\mathcal{Q}) \rangle_{\mathbb{R}}
\]

s. t. \[
\begin{bmatrix}
\mathcal{H}_{\mathcal{Q}n} & -\mathcal{Q}_{\mathcal{Q}n}^H \\
-\mathcal{Q}_{\mathcal{Q}n} & \mathbf{I}_L
\end{bmatrix} \succeq 0,
\]

\[
\sum_{m=1}^{M-j} \mathcal{H}_{mmn} = 0, \quad \forall \ j \in [M-1], \quad \forall \ n \in [N],
\]

\[
\sum_{n=1}^{N} \sum_{m=1}^{M} \mathcal{H}_{mmn} = 1.
\]

Note that the above dual problem (16) is also an SDP. Therefore, it can be solved by any off-the-shelf SDP solver just as the primal SDP (10). However, as is discussed in Remark IV.1, solving SDP problems directly with SDP solvers can result in high computational complexity. To reduce the computational complexity, the authors in [39] propose a fast method based on Alternating Direction Method of Multipliers (ADMM) [40], [41] to solve the SDP. In [42], the authors reformulate the SDP as a conic program with much fewer dual variables to further reduce the computational cost. A fast iterative Vandermonde decomposition and shrinkage-thresholding (IVDST) algorithm based on the accelerated proximal gradient (APG) technique is developed in [43] to solve the SDP. Recently, this algorithm is also extended to the two-dimensional (2D) framework in a problem of 2D grid-free compressive beamforming [44].

Inspired by the IVDST algorithm, we propose a faster method, named “IVDST+DPSS+SMI”, to speed up the “ANM+DPSS+SMI” method introduced in Section IV. Rather than solving the primal SDP (10), we focus on its dual problem (16) in this section. Note that the dual problem (16) can be rewritten as the following unconstrained problem

\[
\min_{\mathcal{Q}, \mathcal{H}} h(\mathcal{Q}) + g(\mathcal{Q}, \mathcal{H}),
\]

with

\[
h(\mathcal{Q}) \triangleq -\langle \mathbf{X}^*, \mathcal{L}(\mathcal{Q}) \rangle_{\mathbb{R}},
\]

\[
g(\mathcal{Q}, \mathcal{H}) \triangleq g_1(\mathcal{Q}, \mathcal{H}) + g_2(\mathcal{H}) + g_3(\mathcal{H}),
\]

\[
g_1(\mathcal{Q}, \mathcal{H}) \triangleq \lambda_1 \sum_{n=1}^{N} \mathcal{C}(\mathcal{Z}(\mathcal{Q}_{n:n}, \mathcal{H}_{n:n})),
\]

\[
g_2(\mathcal{H}) \triangleq \lambda_2 \left( \sum_{n=1}^{N} \sum_{m=1}^{M} \mathcal{H}_{mmn} - 1 \right)^2,
\]

\[
g_3(\mathcal{H}) \triangleq \lambda_3 \sum_{n=1}^{N} \sum_{j=1}^{M-1} \left( \sum_{m=1}^{M} \mathcal{H}_{m(m+j)n} \right)^2,
\]

where \(\{\lambda_i\}_{i=1}^3\) are regularization parameters. \(\mathcal{Z}(\mathcal{Q}_{n:n}, \mathcal{H}_{n:n})\) is a matrix defined as

\[
\mathcal{Z}(\mathcal{Q}_{n:n}, \mathcal{H}_{n:n}) \triangleq \begin{bmatrix}
\mathcal{H}_{n:n} & -\mathcal{Q}_{n:n}^H \\
-\mathcal{Q}_{n:n} & \mathbf{I}_L
\end{bmatrix}.
\]

\(\mathcal{C}(\mathcal{Z})\) is an indicator function used to enforce the PSD constraint and is defined as

\[
\mathcal{C}(\mathcal{Z}) \begin{cases} 0, & \text{if } \mathcal{Z} \text{ is PSD,} \\ \infty, & \text{otherwise.} \end{cases}
\]

Next, we introduce how to use the idea of APG to estimate the dual solution \(\mathcal{Q}^*\), which is then used to design a weight vector \(\mathbf{w}\).

(1) **Initialization:** According to the Schur complement condition,

\[
\begin{bmatrix}
\mathcal{H}_{n:n} & -\mathcal{Q}_{n:n}^H \\
-\mathcal{Q}_{n:n} & \mathbf{I}_L
\end{bmatrix} \succeq 0 \quad \text{and} \quad \mathbf{I}_L > 0 \implies \mathcal{H}_{n:n} - \mathcal{Q}_{n:n}^H \succeq 0.
\]

Therefore, we initialize \(\mathcal{Q}_0 = \mathcal{Q}_0 \in \mathbb{C}^{M \times L \times N}\) as a complex Gaussian random tensor, and initialize \(\mathcal{H}_0 = \mathcal{H}_0 \in \mathbb{C}^{M \times M \times N}\)

\[
\{\mathcal{H}_1\}_{n:n} = \{\mathcal{Q}_0\}_{n:n}, \quad \forall \ n \in [N].
\]

(2) **Smoothing:** In each iteration, we add a momentum term to accelerate the convergence of the gradient vector. In particular, the updates in the \(i\)-th iteration are given as

\[
\mathcal{Q}_i = \mathcal{Q}_i + \frac{t_{i-1} - 1}{t_i} (\mathcal{Q}_{i-1} - \mathcal{Q}_{i-2}),
\]

\[
\mathcal{H}_i = \mathcal{H}_i + \frac{t_{i-1} - 1}{t_i} (\mathcal{H}_{i-1} - \mathcal{H}_{i-2}),
\]

where \(t_i = \frac{1 + \sqrt{4t_{i-1}^2 + 1}}{2}\) with \(t_0 = 1\).

(3) **Gradient descent:** After smoothing, we update the parameters \(\mathcal{Q}\) along the gradient descent direction of \(h(\mathcal{Q})\) with an appropriate small stepsize \(\eta\). \(\mathcal{H}\) is fixed in this step since \(h(\mathcal{Q})\) only depends on \(\mathcal{Q}\). Then, the updates in the \(i\)-th iteration are given as

\[
\begin{align*}
\mathcal{Q}_g &= \mathcal{Q}_i - \eta \nabla h(\mathcal{Q}) = \mathcal{Q}_i + \eta \mathcal{L}^*(\mathbf{X}^*), \\
\mathcal{H}_g &= \mathcal{H}_i,
\end{align*}
\]

where \(\mathcal{L}^*: \mathbb{C}^{M \times N} \rightarrow \mathbb{C}^{M \times L \times N}\) denotes the adjoint operator of the linear operator \(\mathcal{L}\) defined in (8). In particular, we have

\[
[\mathcal{L}^*(\mathbf{X}^*)]_{n:n} = \mathbf{S}_{M,W} \odot (\mathbf{x}_n^* 1_L^T), \quad \forall \ n \in [N],
\]
where $x^*_{nt}$ denotes the $n$-th column of $X^*$.

(4) **Proximal mapping**: In this step, we use the following proximal operator

$$
(Q_{i+1}, H_{i+1}) = \arg \min_{Q, H} \left\{ g(Q, H) + \frac{1}{2\eta} \|(Q, H) - (Q_g, H_g)\|_F^2 \right\}.
$$

Note that there is no analytical solution to the above optimization problem, therefore, we use alternating projection method to approximate its solution. In particular, for any $n \in [N]$, we first update $H$ with

$$
\tilde{H}_{mnn} = \frac{\{H_g\}_{mnn}}{\sum_{n=1}^N \sum_{m=1}^M \{H_g\}_{mnn}},
$$

$$
\tilde{H}_{m(j+n)} = \{H_g\}_{m(j+n)} - \frac{1}{M-j} \sum_{m=1}^{M-j} \{H_g\}_{m(j+n)},
$$

\forall j \in [M - 1],

which ensures

$$
\sum_{n=1}^N \sum_{m=1}^M \tilde{H}_{mnn} = 1, \quad \text{and}
$$

$$
\sum_{m=1}^M \tilde{H}_{m(j+n)} = 0, \quad \forall j \in [M - 1], \quad \forall n \in [N],
$$

as is required in the constraints of (16).

Next, to promote the PSD constraint, we evaluate

$$
Z_n = \begin{bmatrix}
\tilde{H}_{:,n} - \{Q_g\}_{:,n} \\
-\{Q_g\}_{:,n} H_{:,n}
\end{bmatrix},
$$

\forall n \in [N].

and compute its eigen-decomposition

$$
(V_n, \Sigma_n) = \text{eig}(Z_n), \quad \forall n \in [N].
$$

To make $\{Z_n\}_{n=1}^N$ PSD, we only keep the positive eigenvalues and the corresponding eigenvectors. Then, we get

$$
Z_n = V_n \max(\Sigma_n, 0) V_n^H,
$$

\forall n \in [N].

With the obtained PSD matrices $\{Z_n\}_{n=1}^N$, we update $H$ and $Q$ with

$$
\{H_{i+1}\}_{n=1}^N = \tilde{Z}_n(1 : M, 1 : M),
$$

$$
\{Q_{i+1}\}_{n=1}^N = -\tilde{Z}_n(1 : M, M + 1 : M + L),
$$

\forall n \in [N].

(5) **Computing weight**: Denoting $I$ as the number of iterations, then $Q_I$ is an estimation of the dual solution $Q^*$. Given $Q_I$, we can then construct a dual polynomial as in (11) and use the k-means method to cluster the $f^o$ with $q(f^o) \geq \gamma_0$ and get the estimated frequencies $\tilde{f}^o_k$. As is shown in (12), to compute sign($\tilde{\alpha}_1$), one needs to first estimate $\tilde{X}_{1:1}$, which is the primal solution to the SDP (10). However, since we focus on solving the dual SDP (16), we do not have the primal solution. Fortunately, we can use $[\mathcal{L}^*(X^*)]_{1:1}$ as a surrogate to $\tilde{X}_{1:1}$. Then, we can compute sign($\tilde{\alpha}_1$) as

$$
\text{sign}(\tilde{\alpha}_1) = \frac{(A_f^\dagger \mathcal{L}^*(X^*)_{1:1})^\top e_1}{\|(A_f^\dagger \mathcal{L}^*(X^*)_{1:1})^\top e_1\|_2}
$$

with $A_f = [\alpha(f^o_1) \cdots \alpha(f^o_K)]$. Finally, $s_1$ can be computed as in (13) and the weight vector $w$ can be computed using (5).

We summarized the proposed “IVDST+DPSS+SMI” method in Algorithm 2.

**Algorithm 2 IVDST+DPSS+SMI**

1: procedure **Input**(the data matrix $X^*$, the number of DPSS basis vectors $L$, the stepsize $\eta$, and the number of iterations $I$)
2: create DPSS basis $S_{M,W} \in \mathbb{R}^{M \times L}$
3: compute $\mathcal{L}^*(X^*)$ according to (20)
4: initialize $Q_1 = Q_0$ as a complex Gaussian random tensor, and initialize $H_1 = H_0$ as in (17)
5: for $i = 1, \ldots, I$ do
6: smoothing: compute $\bar{Q}_i$ and $\bar{H}_i$ via (18)
7: gradient descent: compute $Q_i$ and $H_i$ via (19)
8: proximal mapping: compute $\tilde{H}_i$ via (21), evaluate $Z_i$ via (22) and compute its eigen-composition to get $(V_n, \Sigma_n)$, then compute $\tilde{Z}_i$ via (23), finally, update $Q_{i+1}$ and $H_{i+1}$ via (24)
9: end for
10: return dual solution $Q_I$
11: given $Q_I$, form the dual polynomial $q(f^o)$ as in (11)
12: use the k-means method to cluster the $f^o$ with $q(f^o) \geq \gamma_0$ and get $f^o_k$; set $k = 1$ according to the desired frequency
13: compute sign($\tilde{\alpha}_1$) according to (25)
14: estimate $s_1$ as in (13) and construct the weight vector as in (5)
15: return the weight vector $w$
16: end procedure

**Remark VI.** (Computational complexity.) Compared with the proposed “ANM+DPSS+SMI” method, the most expensive step in the “IVDST+DPSS+SMI” method is computing the eigen-decomposition of $Z_n$, $\forall n \in [N]$. Therefore, the overall complexity is on the order of $O(\mathcal{N}(M + L)^2)$.

VI. EXTENSION TO 2D CASE

In this section, we take the structure of $\text{asv}(\theta)$ into consideration and define a two dimensional (2D) atomic set as

$$
\mathcal{A}_{2D} \triangleq \{A(f^o) \odot (\tilde{\alpha}\text{asv}(\theta)) : f^o \in [0, 1], \tilde{\alpha} \in \mathbb{C}^L, \|\tilde{\alpha}\|_2 = 1, \theta \in [-90^\circ, 90^\circ]\}.
$$

The induced 2D atomic norm is then defined as

$$
\|X\|_{\mathcal{A}_{2D}} \triangleq \inf \left\{ \sum_{k=1}^K c_k : \mathcal{X} = \sum_{k=1}^K c_k A(f^o_k) \odot (\tilde{\alpha}_k\text{asv}(\theta_k)), c_k \geq 0 \right\},
$$

As in Section IV, one can solve the following 2D-ANM problem

$$
\min_{\mathcal{X}} \|\mathcal{X}\|_{\mathcal{A}_{2D}} \quad \text{s. t.} \quad \|X^* - \mathcal{L}(\mathcal{X})\|_F \leq \varepsilon
$$

to construct the weight vector.
Denote \( \langle Q, \mathcal{X} \rangle_{\mathbb{R}} = \text{Re}\{\langle Q, \mathcal{X} \rangle\} \) as the real inner product between two tensors. The dual norm of \( \|\mathcal{X}\|_{A_{2D}} \) is then defined as

\[
\|Q\|_{A_{2D}}^* = \sup_{\|\mathcal{X}\|_{2D} \leq 1} \langle Q, \mathcal{X} \rangle_{\mathbb{R}}
\]

\[
= \sup_{f^o \in [0,1], \|\alpha\|_2 = 1} \sup_{\theta \in [-90,90]} \langle Q, A(f^o) \otimes (\alpha \text{asv}(\theta)) \rangle_{\mathbb{R}}
\]

\[
= \sup_{f^o \in [0,1], \|\alpha\|_2 = 1} \sum_{n=1}^{N} \langle Q_n, A(f^o) e^{j k_0 \sin(\theta)} q_n \rangle_{\mathbb{R}}
\]

\[
= \sup_{f^o \in [0,1], \|\alpha\|_2 = 1} \sum_{n=1}^{N} Q^H_n A(f^o) e^{j k_0 \sin(\theta)} q_n
\]

\[
= \sup_{f^o \in [0,1], \theta \in [-90,90]} \|Q^H_n A(f^o) e^{j k_0 \sin(\theta)} q_n\|_2
\]

\[
= \sup_{f^o \in [0,1], \theta \in [-90,90]} q_{2D}(f^o, \theta),
\]

where

\[
q_{2D}(f^o, \theta) = \left\| \sum_{n=1}^{N} Q^H_n A(f^o) e^{j k_0 \sin(\theta)} q_n \right\|_2
\]

is defined as the dual polynomial and \( q_n \) denotes the \( n \)-th element position.

Next, we show that the above 2D atomic norm defined in (27) can be approximated by the optimal value of the following semidefinite program (SDP):

\[
\begin{align*}
& \min_{T \in \mathbb{C}^{(2M-1) \times (2L-1) \times N}} \frac{1}{2M N} \sum_{n=1}^{N} \text{Tr}(S(T; n)) + \frac{1}{2N} \sum_{n=1}^{N} t_n \\
& \text{s.t.} \quad \begin{bmatrix} S(T; n) & x_n & t_n \\ x_n^H & t_n & 0 \\ 0 & 0 & 0 \end{bmatrix} \geq 0,
\end{align*}
\]

where \( S(T) \in \mathbb{C}^{ML \times ML} \) is a block Toeplitz matrix generated by \( T \in \mathbb{C}^{(2M-1) \times (2L-1)} \). To be more precise, denote \( T_{m,l} \) with \(-M < m < M \) and \(-L < l < L \) as the \((m,l)\)-th entry of \( T \). Denote \( T_{m \in \mathbb{C}^{L \times L} } \) as a Toeplitz matrix constructed from the \( m \)-th row of \( T \), i.e.,

\[
T_m = \begin{bmatrix}
T_{m,0} & T_{m,-1} & \cdots & T_{m, -(L-1)} \\
T_{m,1} & T_{m,0} & \cdots & T_{m, -(L-2)} \\
: & : & \ddots & : \\
T_{m, L-1} & T_{m,L-2} & \cdots & T_{m,0}
\end{bmatrix}.
\]

Then, the block Toeplitz matrix \( S(T) \) is defined as

\[
S(T) = \begin{bmatrix}
T_0 & T_1 & \cdots & T_{-(M-1)} \\
T_1 & T_0 & \cdots & T_{-(M-2)} \\
\vdots & \vdots & \ddots & \vdots \\
T_{M-1} & T_{M-2} & \cdots & T_0
\end{bmatrix}.
\]

Denote SDP(\( X \)) as the objective value corresponding to the optimal solution of the above SDP (30). The following proposition shows that SDP(\( X \)) is a lower bound of \( \|X\|_{A_{2D}} \).

**Proposition 1.** With the 2D-atomic set and 2D-atomic norm defined in (26) and (27), we have

\[
\text{SDP}(X) \leq \|X\|_{A_{2D}}
\]

for any \( X \in \mathbb{C}^{M \times L \times N} \).

**Proof.** Let

\[
X = \sum_{k=1}^{K} c_k A(f_k^o) \otimes (\alpha_k \text{asv}(\theta_k))
\]

with \( f_k^o \in [0,1], \|\alpha_k\|_2 = 1, \theta_k \in [-90,90] \).

Then, for any \( n \in [N] \), we have

\[
X_n = \sum_{k=1}^{K} c_k a(f_k^o) \tilde{\alpha}_k \text{asv}(\theta_k),
\]

and

\[
x_n = \text{vec}(X^T_n) = \sum_{k=1}^{K} c_k a(f_k^o) \tilde{\alpha}_k \text{asv}(\theta_k),
\]

where \( \text{asv}(\theta_k) \) denotes the \( n \)-th entry of \( \text{asv}(\theta_k) \) and \( \otimes \) denotes the Kronecker product.

For \( t_n = \sum_{k=1}^{K} c_k \) and a block Toeplitz matrix

\[
S(T; n) = \sum_{k=1}^{K} c_k [a(f_k^o) \otimes \tilde{\alpha}_k \text{asv}(\theta_k)] [a(f_k^o) \otimes \tilde{\alpha}_k \text{asv}(\theta_k)]^H,
\]

we have

\[
\begin{bmatrix} S(T; n) & x_n & t_n \\ x_n^H & t_n & 0 \\ 0 & 0 & 0 \end{bmatrix} \geq 0.
\]

Thus, the above \( S(T; n) \) and \( t_n \) with any \( n \in [N] \) are feasible to the SDP (30). It follows that

\[
\text{SDP}(X) \leq \frac{1}{2M N} \sum_{n=1}^{N} \text{Tr}(S(T; n)) + \frac{1}{2N} \sum_{n=1}^{N} t_n
\]

\[
\leq \frac{1}{2M N} \sum_{n=1}^{N} \sum_{k=1}^{K} c_k \|a(f_k^o) \otimes \tilde{\alpha}_k \text{asv}(\theta_k)\|^2 + \frac{1}{2} \sum_{k=1}^{K} c_k
\]

\[
= \sum_{k=1}^{K} c_k \|X\|_{A_{2D}}.
\]

Then, we propose the following SDP to approximate the solution of 2D-ANM in (28):

\[
\begin{align*}
& \min_{T \in \mathbb{C}^{(2M-1) \times (2L-1) \times N}} \frac{1}{2M N} \sum_{n=1}^{N} \text{Tr}(S(T; n)) + \frac{1}{2N} \sum_{n=1}^{N} t_n \\
& \text{s.t.} \quad \begin{bmatrix} S(T; n) & x_n & t_n \\ x_n^H & t_n & 0 \\ 0 & 0 & 0 \end{bmatrix} \geq 0,
\end{align*}
\]

\[
x_n = \text{vec}(X^T_n), \forall n \in [N], \|X^* - L(X)\|_F \leq \varepsilon.
\]
Again, solving the above SDP with CVX can return both the primal solution and the dual solution. Given the dual solution, one can construct a dual polynomial as in (29) and identify \( \{f_k, \theta_k\}_{k=1}^K \) by localizing the places where \( q_{2D}(f, \theta) = 1 \), similar as in Section IV, and finally construct a weight vector.

We summarize the proposed “2D-ANM+DPSS+SMI” method in Algorithm 3.

**Algorithm 3 2D-ANM+DPSS+SMI**

1. **procedure** INPUT (the data matrix \( X \) and the number of DPSS basis vectors \( L \))
2. create DPSS basis \( S_{M,W} \in \mathbb{R}^{M \times L} \)
3. compute the primal solution \( \tilde{X} \) and the dual solution \( Q^* \) by solving the SDP (31)
4. form the dual polynomial \( q_{2D}(f^o) \) as in (29)
5. use the k-means method to cluster the \( f^o \) with \( q_{2D}(f^o, \theta) \geq \gamma_0 \) and get \( f^o_k \); set \( k = 1 \) according to the desired frequency
6. compute sign(\( \hat{a}_1 \)) according to (12)
7. estimate \( s_1 \) as in (13) and construct the weight vector \( w \) as in (5)
8. return the weight vector \( w \)
9. **end procedure**

**Remark VI.1.** (Advantages and disadvantages of “2D-ANM+DPSS+SMI”.) Unlike the 1D-based methods, in the above proposed “2D-ANM+DPSS+SMI” method, one needs to know the element positions \( q \in \mathbb{R}^{1 \times N} \), and the element positions need to be equispaced. However, the “2D-ANM+DPSS+SMI” method can successfully identify the frequency components in the signals even when there exist two identical frequencies from different directions while the 1D method must have a certain separation between all frequencies. See Figure 9.

**VII. NUMERICAL SIMULATIONS**

In this section, we conduct a series of experiments to test the proposed three methods and compare them with the “ANM+SMI” method proposed in [21] and the classical SMI method [4]. We simulate a uniform linear array with \( N = 4 \) elements and half-wavelength element spacing, namely, the element position vector \( q = -(N-1)d/2 : d : (N-1)d/2 \) with \( d = 0.5 \). We assume one desired signal and two interferers; thus, \( K = 3 \). The angles to the desired signal and two interferers are set as \( \theta_1 = -20^\circ \), \( \theta_2 = -60^\circ \), and \( \theta_3 = 20^\circ \).

In all experiments, we generate each of \( s_1, s_2, s_3 \) as a sinusoid (complex exponential) modulated by a frequency offset that drifts slightly over time. This corresponds to Case 2 in Section III and allows for an illustrative and challenging set of experiments. The ground truth sinusoid frequencies are given by \( f_1^o = 0.1 \), \( f_2^o = 0.3 \) and \( f_3^o = 0.5 \). We consider four different types of frequency offsets: (a) static frequency offset, (b) linear frequency offset, (c) zigzag frequency offset, and (d) random frequency offset, which are shown in Figure 2. The three colors in each plot represent the time-varying offset relative to the ground truth frequencies \( f_1^o, f_2^o, \) and \( f_3^o \). We take \( M = 120 \) uniform time samples at each element and formulate the data matrix \( X \) as in (4).

For the proposed “IVDST+DPSS+SMI” method, we set the stepsize as \( \eta = 4 \) and decrease it by multiplying a factor of 0.99 after every 50 iterations. The maximum number of iterations is set as \( I = 200 \). We present the values of \( L \) used to generate the DPSS basis in Table I.

The dual polynomials obtained from the “ANM+SMI” method, the “ANM+DPSS+SMI” method, and the “IVDST+DPSS+SMI” method are shown in Figure 3. The corresponding radiation pattern (array factor) is illustrated in Figure 4. Figure 4 also includes the radiation pattern for “SMI” which corresponds to the classical SMI method but accounting only for the sinusoidal component of \( s_1 \) and not its time-varying offset; that is, setting \( w = (X^HX)^{-1}X^Hs = X^Ha(f_1^o) \). (Our methods do not assume explicit knowledge of \( f_1^o \))

From Figures 3 and 4, it can be seen that the “ANM+SMI” method [21] works very well when the frequency offsets are static. However, our proposed methods “IVDST+DPSS+SMI” and “ANM+DPSS+SMI” significantly outperform the “ANM+SMI” and “SMI” methods when the frequency offsets are time-varying. Moreover, based on the dual polynomials shown in Figure 3, it is much easier to cluster the frequencies with the fast “IVDST+DPSS+SMI” method, as the dual polynomials obtained from the “ANM+DPSS+SMI” method are sometimes relatively flat. To show the efficiency of the proposed “IVDST+DPSS+SMI” method, we present the time used by “IVDST+DPSS+SMI” and “ANM+DPSS+SMI” in Table II. As expected, the “IVDST+DPSS+SMI” method runs much faster than the SDP-based “ANM+DPSS+SMI” method.
of $L$ in Table I. We present the dual polynomials obtained from the “2D-ANM+DPSS+SMI” method in Figure 9 and the corresponding radiation pattern in Figure 10. It can be seen that the “2D-ANM+DPSS+SMI” method still significantly outperforms the SMI method.

Finally, we repeat the experiments from the previous paragraph (comparing “2D-ANM+DPSS+SMI” with SMI) for 20 trials each and present the histogram of the radiation pattern (dB) evaluated at the two interferer directions ($-60^\circ$ and $20^\circ$) in Figure 11. In each trial, we generate the four types of frequencies as follows: (a) Static frequency offset: the values are set as three random integers between 1 and 6 scaled by a factor of 0.01 or $-0.01$. (b) Linear frequency offset: the three slopes are set as three random integers between 1 and 6 scaled by a factor of 0.001 or $-0.001$. (c) Zigzag frequency offset: the three slopes are set as three random integers between 1 and 6 scaled by a factor of 0.001 or $-0.001$. (d) Random frequency offset: an independent random copy of the offsets shown in Figure 8 (d). The other settings are same as above. It can be seen from Figure 11 that in most cases the proposed “2D-ANM+DPSS+SMI” method can achieve a lower radiation pattern at both directions $-60^\circ$ and $20^\circ$ with high probability.

VIII. CONCLUSION

In this paper, we present two novel ANM-based methods in both 1D and 2D frameworks to address the dynamic problem of interference cancellation with time-varying frequency offset. By noting that solving the corresponding SDP is a computational burden in high-dimensional dataset, we also present a novel fast algorithm to approximately solve the 1D ANM optimization problem. Finally, we conduct a series of experiments to confirm the benefits of our 1D and 2D ANM frameworks compared to the conventional SMI, and we illustrate the computational speedup provided by our fast 1D algorithm. We leave the work of developing a fast algorithm for the 2D ANM method as our future work.
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