OPERADIC APPROACH TO WALL-CROSSING
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Abstract. Wall-crossing phenomena are ubiquitous in many problems of algebraic geometry and theoretical physics. Various ways to encode the relevant information and the need to track the changes under the variation of parameters lead to rather complicated transformation rules and non-trivial combinatorial problems. In this paper we propose a framework, reminiscent of collections and plethysms in the theory of operads, that conceptualizes those transformation rules. As an application we obtain new streamlined proofs of some existing wall-crossing formulas as well as some new formulas related to attractor invariants.

1. Introduction

In the study of wall-crossing phenomena in algebraic geometry and theoretical physics we often encounter the following situation. Assume that we have a graded associative algebra \( R = \bigoplus_{\gamma \in \mathbb{N}} R_\gamma \) over \( \mathbb{Q} \) (not necessarily commutative) and two families of elements (for example, corresponding to counting of objects in some category with respect to different stability parameters)

\[
A = (A(\gamma) \in R_\gamma)_{\gamma \in S}, \quad B = (B(\gamma) \in R_\gamma)_{\gamma \in S}, \quad S = \mathbb{N} \setminus \{0\},
\]

related by equations

\[
B(\gamma) = \sum_{\alpha_1 + \cdots + \alpha_n = \gamma} F(\alpha_1, \ldots, \alpha_n) \cdot A(\alpha_1) \cdots A(\alpha_n), \quad \gamma \in S,
\]

for some collection of elements \( F(\alpha) \in \mathbb{Q} \), \( \alpha \in S^* = \bigsqcup_{n \geq 1} S^n \). We will write \( B = F * A \) in this case. Assume now that we have another collection of elements \( F' : S^* \to \mathbb{Q} \) and let \( C = F' \circ B \). As one would expect, there is an operation on collections \( (F', F) \mapsto F' \circ F \), called plethysm, such that \( (F' \circ F) * A = F' * (F * A) = C \). The idea to study such collections goes back to [17]. It turns out to be rather fruitful as we can forget about the nature of the algebra \( R \) and families \( A, B, C \) and concentrate entirely on the set of collections \( \text{Col}_Q = \{ F : S^* \to \mathbb{Q} \} \) equipped with plethysm and other operations.

A reader familiar with operads (see e.g. [13, 22]) will immediately recognize the above picture. One starts with an appropriate symmetric monoidal category \( \mathcal{V} \), for example the category of vector spaces. Then one defines a symmetric collection (or \( \mathbb{S} \)-object, or species [15]) to be a functor \( F : \mathbb{S} \to \mathcal{V} \), where \( \mathbb{S} \) is the groupoid of finite sets. Such collection defines an endofunctor, called a Schur functor,

\[
\mathcal{V} \to \mathcal{V}, \quad V \mapsto F * V = \bigoplus_{n \geq 1} F(n) \otimes_{S_n} V^\otimes n.
\]

Similarly to the above situation, the category of symmetric collections \( \text{Col}(\mathcal{V}) = \text{Fun}(\mathbb{S}, \mathcal{V}) \) can be equipped with a plethysm \( \circ \) (a tensor product) such that \( (F' \circ F) * V = F' * (F * V) \) for \( F', F \in \text{Col}(\mathcal{V}) \) and \( V \in \mathcal{V} \). An operad is a monoid object in \( \text{Col}(\mathcal{V}) \) with respect to plethysm. Having mentioned the similarities between the two notions, we should also
discuss their differences. First of all, the target of our collections is the ring $\mathbb{Q}$ instead of a symmetric monoidal category. One should think about it as the Grothendieck group (with rational coefficients) of the symmetric monoidal category of finite-dimensional vector spaces. Secondly, the domain of our collections is quite different from the domain of symmetric collections. However, recently there was developed a framework of operadic categories to deal with generalized operads \([3, 21]\). We will see that our domain $\bigcup_{n \geq 1} S^n$ can be interpreted as such an operadic category.

While the relation of our collections to collections in the theory of operads is not strictly necessary, it provides a useful insight and techniques that can be used in the context of wall-crossing. In particular, the free operad construction, using the language of trees, can be transferred to our setting. It provides a universal construction of collections inverse with respect to plethysm. Note that if \((1.2)\) is satisfied and $F(\alpha) = 1$ for all $\alpha \in S$, then we can express $A$ in terms of $B$ recursively, but it is useful to be able to express $A = F^{-1} * B$ for an explicitly defined collection $F^{-1}$.

Let us go back to wall-crossing. Assume that for any central charge $Z$, meaning a linear map $Z: \Gamma = \mathbb{Z}^r \to \mathbb{C}$ with $Z(S)$ contained in the upper half-plane, we have elements $A_Z(\gamma) \in \mathcal{R}$, for $\gamma \in S$. For any ray $\ell \subset \mathbb{C}$ in the upper half-plane, consider the series

\begin{equation}
A_{Z,\ell} = 1 + \sum_{Z(\gamma) \in \ell} A_Z(\gamma) \in \hat{\mathcal{R}}
\end{equation}

in the completion of the algebra $\mathcal{R}$. The basic wall-crossing formula is the statement that the series

\begin{equation}
A = 1 + \sum_{\gamma \in S} A(\gamma) = \prod_{\ell} A_{Z,\ell}
\end{equation}

is independent of $Z$, where the product runs over rays $\ell$ in the upper half-plane ordered clockwise. This statement depends on the nature of invariants $A_Z(\gamma)$ and the algebra $\mathcal{R}$ (it can be a motivic Hall algebra, a quantum affine plane or some other algebra depending on the context and the goals of a study), but in all contexts this statement is proved using the uniqueness of Harder-Narasimhan filtrations \([26, 17, 19]\). For us, however, the above wall-crossing formula will be just an assumption and a starting point of our approach. Let us write $\gamma >_Z \gamma'$ if $\text{Arg} Z(\gamma) > \text{Arg} Z(\gamma')$, for $\gamma, \gamma' \in S$. Then we can write \((1.5)\) in the form

\begin{equation}
A(\gamma) = \sum_{\substack{\alpha_1 + \ldots + \alpha_n = \gamma \\ \alpha_1 >_Z \ldots >_Z \alpha_n}} A_Z(\alpha_1) \ldots A_Z(\alpha_n), \quad \gamma \in S.
\end{equation}

The last formula can be written using collections as

\begin{equation}
A = s_Z * A_Z,
\end{equation}

where the collection $s_Z: S^* \to \mathbb{Q}$, called the Harder-Narasimhan (HN) collection, is given by

\begin{equation}
s_Z(\alpha) = \begin{cases} 1 & \alpha_1 >_Z \ldots >_Z \alpha_n \\ 0 & \text{otherwise} \end{cases}, \quad \alpha \in S^n.
\end{equation}

One can see from \((1.6)\) that elements $A_Z(\gamma)$ can be recursively expressed in terms of elements $A(\gamma)$. Therefore, assuming that the wall-crossing formula is satisfied, the elements $A_Z(\gamma)$
for all central charges $Z$ are uniquely determined by the family $A$. Collection $s_Z$ is invertible with respect to the plethysm and, for any other central charge $Z'$, we have

$$A_Z = s_Z^{-1} \ast A, \quad A_{Z'} = (s_Z^{-1} \circ s_Z) \ast A_Z,$$

where the collections $s_Z^{-1}$ and $s_Z^{-1} \circ s_Z$ have explicit expressions (see §2.4 and [26, 17]).

Now assume that $\Gamma = Z'$ is equipped with a skew-symmetric form $\langle \cdot, \cdot \rangle$ such that

$$\langle \gamma, \gamma' \rangle = 0 \implies [\mathcal{R}_\gamma, \mathcal{R}_{\gamma'}] = 0,$$

where $[-,-]$ is the induced Lie bracket on $\mathcal{R}$. Let $Z: \Gamma \to \mathbb{C}$ be a generic central charge, meaning that $Z(\gamma), Z(\gamma') \in \ell$ implies that $\gamma, \gamma'$ are proportional, hence $[\mathcal{R}_\gamma, \mathcal{R}_{\gamma'}] = 0$. Then we define a new family of invariants $\bar{A}_Z(\gamma)$ (called rational DT invariants in an appropriate context) by the formula

$$\bar{A}_{Z,\ell} = \sum_{\gamma(\gamma) \in \ell} \bar{A}_Z(\gamma) = \log (A_{Z,\ell}).$$

In §2.5 we will define a collection $\log_{\|}: S^* \to \mathbb{Q}$ (as well as its inverse $\exp_{\|}: S^* \to \mathbb{Q}$ with respect to the plethysm) such that the family of invariants $\bar{A}_Z$ can be expressed as

$$\bar{A}_Z = \log_{\|} \ast A_Z = (\log_{\|} \circ s_Z^{-1}) \ast A.$$

While it is not an emphasis of this paper, one should mention that there is a parallel Lie-theoretic point of view which is better suited for specializations and is adopted in the theory of wall-crossing structures [20]. The above equation implies that, for two generic stability parameters $Z, Z'$, we have

$$\bar{A}_{Z'} = (\log_{\|} \circ s_Z^{-1} \circ s_Z \circ \exp_{\|}) \ast \bar{A}_Z,$$

which a priori allows us to express invariants $\bar{A}_{Z'}(\gamma)$ in terms of invariants $\bar{A}_Z(\gamma)$ using multiplication in $\mathcal{R}$. However, it follows from the results of [17] that only the induced Lie bracket on $\mathcal{R}$ is required (see §4).

Among all stability parameters, there is a special one, called attractor stability, which is suggested by physics [9, 11, 8, 24, 2, 1] and leads to particularly simple invariants in many applications [4, 25]. We define attractor invariants (also called “immortal” BPS indices [8, 24] or initial data [20, 14]) as [25]

$$\bar{A}_s(\gamma) = \bar{A}_{\theta_s}(\gamma),$$

where $\theta_s$, called an attractor stability, is a generic perturbation of the self-stability $\langle - , \gamma \rangle$. We will prove in Theorem 3.4 that $\bar{A}_s(\gamma) = \bar{A}_{\theta}(\gamma)$ for $\theta = \langle - , \gamma \rangle$ which was the original definition of attractor invariants [2]. Using the above wall-crossing formulas one can see that, for any central charge $Z$, one can express invariants $\bar{A}_Z(\gamma)$ in terms of invariants $\bar{A}_s(\gamma')$ with $0 < \gamma' \leq \gamma$. Using collections, we can write this statement in the form

$$\bar{A}_Z = F_{Z} \ast \bar{A}_s,$$

for some collection $F_{Z}: S^* \to \mathbb{Q}$. Several explicit formulas for such collection were conjectured in physics literature [2, 1] based on the earlier works on attractor flow trees [10, 11, 24]. We will prove one of these formulas, called the attractor tree formula [1, 25], based on the framework of collections developed in this paper. Actually, we will obtain a one-parameter family of such formulas. We note that the version of the attractor tree formula that we prove
in this paper uses the associative multiplication in the graded algebra $\mathcal{R}$. On the other hand the version conjectured in [2], called a flow tree formula, can be formulated in terms of the Lie bracket and is of independent interest (see §4).

The paper is organized as follows. In §2 we introduce collections, plethysm, free construction and various families of collections and their properties such as Harder-Narasimhan collections, exponential and logarithmic collections, geometric collections. In §3 we discuss applications of collections to Donaldson-Thomas invariants and attractor invariants. In §4 we introduce Lie collections and, more generally, collections in algebras over operads. We explain how the flow tree formula can be interpreted in the context of Lie collections. In Appendix A we explain how our approach can be interpreted in the context of operadic categories.
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2. Collections

2.1. Collections and plethysm. Let $S$ be a commutative semigroup. Given a map $f: I \to J$ between finite sets, we consider induced maps

\[(f_*)^*: S^J \to S^I, \quad (f_*)^*\alpha_j = \sum_{i \in f^{-1}(j)} \alpha_i, \quad \alpha \in S^J, \ j \in J,\]

\[(f^*): S^I \to S^J, \quad (f^*\alpha)_i = \alpha_{f(i)}, \quad \alpha \in S^I, \ i \in I.\]

For an embedding $f: I \hookrightarrow J$ and $\alpha \in S^J$, we will denote $f^*(\alpha)$ by $\alpha|_I$. In what follows we will consider only (non-empty) ordered finite sets $I,J$ and order-preserving maps $f: I \to J$ between them (meaning that $i \leq j$ in $I$ implies $f(i) \leq f(j)$ in $J$). Consider the free semigroup $S^* = \bigcup_{n \geq 1} S^n$ generated by $S$ and the homomorphism of semigroups

\[(S^*), \quad S^n \ni \alpha \mapsto \|\alpha\| = \sum_{i=1}^n \alpha_i \in S.\]

Remark 2.1. In what follows we will assume that the above map has finite fibers, meaning that every element of $S$ can be represented as a sum of elements of $S$ in only finitely many ways. This implies in particular that $S$ does not contain the zero element. Our main example is $S = \mathbb{N}^* \setminus \{0\}$. More generally, let $\Gamma$ be a free abelian group of finite rank and $C \subset \Gamma_{\mathbb{R}} = \Gamma \otimes_{\mathbb{Z}} \mathbb{R}$ be a polyhedral cone (meaning a finitely-generated convex cone) that is strict (meaning that $C$ does not contain a line). Then $S = (\Gamma \cap C) \setminus \{0\}$ satisfies the required condition.

For any associative ring $\mathcal{R}$ (not necessarily commutative), we define an abelian group of collections in $\mathcal{R}$

\[\text{Col}_{\mathcal{R}} = \text{Map}(S^*, \mathcal{R}) = \prod_{n \geq 1} \text{Map}(S^n, \mathcal{R}).\]

Define the subgroup of 1-collections $\text{Col}_{\mathcal{R}}^1 = \text{Map}(S, \mathcal{R}) \subset \text{Col}_{\mathcal{R}}^1$. 
Given two collections \( F, G \in \mathrm{Col}_R \), we define their \textit{plethysm} \( F \circ G \in \mathrm{Col}_R \) by
\[
(F \circ G)(\alpha) = \sum_{\pi: I \to J} F(\pi \cdot \alpha) \cdot \prod_{j \in J} G(\alpha|_{\pi^{-1}j}), \quad \alpha \in S^I,
\] where the sum runs over order-preserving maps \( \pi: I \to J \) between non-empty finite ordered sets and the product respects the order of \( J \). Here we set \( G(\alpha) = 0 \) for \( \alpha \in S^0 \) and therefore we can assume that \( \pi: I \to J \) are surjective.

**Lemma 2.2.** Let \( F, G, H \in \mathrm{Col}_R \) be collections such that the values of \( G \) are contained in the center of the ring \( \mathcal{R} \). Then \( (F \circ G) \circ H = F \circ (G \circ H) \).

**Remark 2.3.** Note that plethysm is right-distributive, namely
\[
(F + G) \circ H = (F \circ H) + (G \circ H).
\] But it is not left-distributive. The \textit{identity collection} \( \mathbb{1} \in \mathrm{Col}_R \) is given by
\[
\mathbb{1}(\alpha) = \begin{cases} 1 & n = 1, \\ 0 & n > 1, \end{cases} \quad \alpha \in S^n.
\] It satisfies \( \mathbb{1} \circ F = F \circ \mathbb{1} = F \).

### 2.2. Action on 1-collections.

Given a collection \( F \in \mathrm{Col}_R \) and a 1-collection \( H \in \mathrm{Col}_R^1 \), we have a collection \( F \circ H \in \mathrm{Col}_R \)
\[
(F \circ H)(\alpha) = F(\alpha) \cdot \prod_{i \in I} H(\alpha_i), \quad \alpha \in S^I,
\] where the product is ordered according to the order of \( I \). But we would like to define a related 1-collection. Consider the group homomorphism
\[
\mathrm{Col}_R \to \mathrm{Col}_R^1, \quad F \mapsto \bar{F}, \quad \bar{F}(\gamma) = \sum_{\|\alpha\| = \gamma} F(\alpha), \quad \gamma \in S.
\] This map is well-defined as the map \( \|-\| : S^* \to S \) has finite fibers by our assumption. Assume that \( \mathcal{R} \) is an algebra over \( \mathbb{Q} \). We define the action of \( \mathrm{Col}_\mathbb{Q} \) on \( \mathrm{Col}_R^1 \) as follows. For any \( F \in \mathrm{Col}_\mathbb{Q} \) and \( H \in \mathrm{Col}_R^1 \), we define
\[
F \ast H = \bar{F} \circ \bar{H} \in \mathrm{Col}_R^1.
\] More explicitly, this means
\[
(F \ast H)(\gamma) = \sum_{\substack{\alpha \in S^I \\ \|\alpha\| = \gamma}} F(\alpha) \cdot \prod_{i \in I} H(\alpha_i), \quad \gamma \in S,
\] where, as usual, the product is ordered according to the order on \( I \).

**Lemma 2.4.** Given collections \( F, G \in \mathrm{Col}_R \), we have
\[
\bar{F} \circ \bar{G} = \bar{F \circ G}.
\]

**Proof.** For \( \gamma \in S \), we have
\[
\bar{F} \circ \bar{G}(\gamma) = \sum_{\substack{\alpha \in S^J \\ \|\alpha\| = \gamma}} F(\alpha) \prod_{j \in J} G(\alpha_j),
\]
\[
G(\alpha_j) = \sum_{\beta_j \in S^I} G(\beta_j).
\]

Considering the projection \( \pi: I = \bigsqcup_{j \in J} I_j \to J \) and \( \beta = (\beta_j)_{j \in J} \in S^I \), we obtain \( \alpha = \pi_* \beta \), \( \| \beta \| = \| \alpha \| = \gamma \) and

\[
F \circ G(\gamma) = \sum_{\beta_j \in S^I} \sum_{\| \beta \| = \gamma} F(\pi_* \alpha) \prod_{j \in J} G(\beta_{\pi^{-1}(j)}) = F \circ G(\gamma).
\]

Lemma 2.5. Given collections \( F, G \in \text{Col}_Q \) and \( H \in \text{Col}_R^{1} \), we have

\[
F \ast (G \ast H) = (F \circ G) \ast H.
\]

Proof. We have \( F \ast (G \ast H) = F \circ \overline{G \circ H} = F \circ (G \circ H) = (F \circ G) \circ H = (F \circ G) \ast H. \)

2.3. Free construction. In this section we will construct a map

\[ T: \text{Col}_Q \to \text{Col}_Q \]

which is reminiscent of the free operad construction in the theory of operads [13]. Note that in the theory of operads, \( T \) is a monad on the category of symmetric collections (or \( S \)-objects). In our case we don’t equip \( T \) with any additional structure.

First, let us recall the notion of a rooted tree. Define a \textit{(rooted) tree} to be a finite poset \( T \) such that

1. \( \max(T) \) has exactly one element. It is called the \textit{root} of \( T \) if \( |T| > 1 \).
2. \( \forall v \in T \setminus \max(T) \), the set \( T_{>v} = \{ u \in T \mid u > v \} \) has a unique minimal element, denoted \( p(v) \) and called the \textit{parent} of \( v \).

We define the sets of \textit{leaves} and (internal) \textit{vertices} of \( T \) to be respectively

\[
L(T) = \min(T), \quad V(T) = T \setminus L(T).
\]

A tree \( T \) having one element is called a \textit{unit tree} (cf. [12, §A.1]). It satisfies \( L(T) = T \), \( V(T) = \emptyset \), and it doesn’t have a root. The first axiom implies that any tree \( T \) (as well as \( L(T) \)) is non-empty. If \( T \) is not a unit tree, then it has a root, contained in \( V(T) \). For any \( v \in T \), define its sets of \textit{children} and \textit{leaves} to be respectively

\[
\text{ch}(v) = \{ u \in T \mid p(v) = v \}, \quad L(v) = \{ u \in L(T) \mid u \leq v \}.
\]

Note that \( \text{ch}(v) \) is empty for leaves and non-empty for internal vertices.

Example 2.6. If \( T = \{ v_0 \} \) is a unit tree, then \( T \) has a leaf \( v_0 \), but doesn’t have a root or internal vertices. Consider a poset \( T = (v_0 > v_1 > \cdots > v_n) \) with \( n \geq 1 \). Then \( v_0 \) is the root of \( T \) and \( v_n \) is the only leaf of \( T \). We have \( p(v_i) = v_{i-1} \) for \( 1 \leq i \leq n \). We also have \( L(v_i) = \{ v_n \} \) for all \( 0 \leq i \leq n \). These trees are the only trees with one leaf.

We define a \textit{plane tree} to be a rooted tree \( T \) such that the set of children \( \text{ch}(v) \) is equipped with an order, for all \( v \in V(T) \). Note that in this case \( L(T) \) can be equipped with a unique order such that the natural surjective map \( L(v) \to \text{ch}(v) \) (where \( i \mapsto u \) if \( i \in L(u) \)) is order-preserving, for all \( v \in V(T) \). This order on \( L(T) \) determines the order on \( \text{ch}(v) \), for
all \( v \in V(T) \), uniquely. We can visualize trees using Hasse diagrams of posets, with the root at the top and leaves at the bottom.

\[
\begin{array}{c}
v_0 \\
v_1 \\
v_2 & v_3 & v_4 \\
1 & 2 & 3 & 4 & 5
\end{array}
\]

**Figure 1.** A tree \( T \) with the root \( v_0 \), \( V(T) = \{v_0, v_1, v_2, v_3, v_4\} \) and \( L(T) = \{1, 2, 3, 4, 5\} \).

Given an ordered set \( I \), we define a plane tree on \( I \) to be a plane tree \( T \) together with an order preserving bijection \( L(T) \simeq I \). Let \( T(I) \) denote the set of all such trees and let \( T(n) \) denote the set of all such trees for \( I = (1 < \cdots < n) \).

Let \( T \in T(I) \). For any \( \alpha \in S^I \) and \( v \in T \), define

\[
(2.13) \quad \alpha|_{ch v} = (\alpha_u)_{u \in ch v} \in S^{ch v}, \quad \alpha_u = \sum_{i \in L(u)} \alpha_i \in S.
\]

For any collection \( F \in \text{Col}_Q \), define

\[
(2.14) \quad F(T) : S^I \to Q, \quad F(T)(\alpha) = \prod_{v \in V(T)} F(\alpha|_{ch v}), \quad \alpha \in S^I.
\]

Note that for the unit tree \( T \) (satisfying \( V(T) = \emptyset \)), we have \( F(T)(\alpha) = 1 \) for all \( \alpha \in S \). This is the identity collection by Remark 2.3.

Assume that \( F(\alpha) = 0 \) for all \( \alpha \in S \) (we say that \( F \) is supported in cardinality \( \geq 2 \)). Then we define a new collection \( TF \in \text{Col}_Q \) by the rule

\[
(2.15) \quad (TF)(\alpha) = \sum_{T \in T(I)} F(T)(\alpha) = \sum_{T \in T(I)} \prod_{v \in V(T)} F(\alpha|_{ch v}), \quad \alpha \in S^I.
\]

Note that the product above is zero if some vertex \( v \in V(T) \) has only one child. Therefore we consider only trees with internal vertices having \( \geq 2 \) children and there are only finitely many such trees in \( T(I) \). Note that \( (TF)(\alpha) = 1 \) for all \( \alpha \in S \) and we can represent

\[
(2.16) \quad TF = 1 + T_{\geq 2} F,
\]

where \( 1 \) is the identity collection and \( T_{\geq 2} F \) is supported in cardinality \( \geq 2 \).

**Lemma 2.7.** For any collection \( F \) supported in cardinality \( \geq 2 \), we have

\[
(2.17) \quad TF = 1 + F \circ TF.
\]

**Proof.** According to the definition of plethysm, the value of \( (F \circ TF)(\alpha) \), for \( \alpha \in S^I \), is obtained by the sum over all trees in \( T(I) \), except possibly the unit tree (for \( |I| = 1 \)), because all trees that we obtain will have a root. This implies the statement. \( \square \)

**Remark 2.8.** In the context of symmetric collections and the free operad construction, we have an equation \( TF = 1 \oplus (F \circ TF) \) (see e.g. [22, §5.4]). A similar result can be formulated for collections over operadic categories (see Appendix A).
Theorem 2.9. For any collection $F$ supported in cardinality $\geq 2$, we have
\begin{equation}
(1 - F) \circ TF = TF \circ (1 - F) = 1. 
\end{equation}

Proof. Applying the previous lemma and using the right-distributivity, we obtain $(1 - F) \circ TF = 1$. This implies that $1 - F$ has a right inverse. In particular, TF = 1 + T_{\geq 2}F has a right inverse and we conclude that this inverse is equal to $1 - F$. \qed

Remark 2.10. Let $F$ be a collection such that $F(\alpha) = 1$ for all $\alpha \in S$. Then $1 - F$ is supported in cardinality $\geq 2$ and we obtain from the above theorem that $F$ is invertible and
\begin{equation}
F^{-1} = T(1 - F).
\end{equation}

2.4. HN collections. Let $S$ be a commutative semigroup as before. We define a (weak) stability $\leq$ on $S$ to be a pre-order (meaning a transitive binary relation with any two elements comparable) such that for any $a, b \in S$ we have
\begin{equation}
\quad a \leq a + b \leq b \quad \text{ or } \quad b \leq a + b \leq a.
\end{equation}
We will write $a < b$ if $a \leq b$ and $b \not\leq a$ and we will write $a \sim b$ if $a \leq b$ and $b \leq a$.

Example 2.11. Let $Z: \mathbb{Z}^n \to \mathbb{C}$ be a linear map of the form $Z = -\theta + i\rho$
\begin{equation}
Z(a) = -\sum_k \theta_k a_k + i \sum_k \rho_k a_k, \quad a \in \mathbb{Z}^n,
\end{equation}
for some $\theta, \rho \in \text{Hom}(\mathbb{Z}^n, \mathbb{R}) \simeq \mathbb{R}^n$ with $\rho_k > 0$ for $1 \leq k \leq n$. Then we define a relation $\leq_Z$ on $S = \mathbb{N}^n \setminus \{0\}$ by
\begin{equation}
\quad a \leq_Z b \quad \text{ if } \quad \text{Arg} Z(a) \leq \text{Arg} Z(b),
\end{equation}
where $\text{Arg}(re^{i\phi}) = \phi$ for $r > 0$ and $\phi \in (-\pi, \pi]$. Equivalently, $a \leq_Z b$ if $\mu_Z(a) \leq \mu_Z(b)$, where
\begin{equation}
\mu_Z(a) = \sum_k \frac{\theta_k a_k}{\rho_k}.
\end{equation}
This is a weak stability on $S$. We will write $a \sim_Z b$ if $a \leq_Z b$ and $b \leq_Z a$ or, equivalently, $\mu_Z(a) = \mu_Z(b)$. Usually we will fix just $\theta \in \mathbb{R}^n$ and assume that $\rho = (1, \ldots, 1)$. Then
\begin{equation}
\mu_Z(a) = \mu_\alpha(a) = \frac{\sum_k \theta_k a_k}{\sum_k a_k}
\end{equation}
and we write $a \leq_\alpha b$ and $a \sim_\alpha b$ instead of $a \leq_Z b$ and $a \sim_Z b$, respectively.

Remark 2.12. We will say that elements $a, b \in S$ are proportional, and write $a \parallel b$, if $ma = nb$ for some $m, n \geq 1$. For any $a \in S$, we have $a \leq a + a \leq a$, hence $a \sim 2a$ and more generally $na \sim a$ for $n \geq 1$. Therefore $a \parallel b$ implies $a \sim b$. We will say that stability $\leq$ is generic if $a \sim b$ implies $a \parallel b$.

Given a stability $\leq$ on $S$, we define the Harder-Narasimhan (HN) collection $s \in \text{Col}_Q$
\begin{equation}
s(\alpha) = \begin{cases} 
1 & \alpha_1 > \cdots > \alpha_n, \\
0 & \text{otherwise}, 
\end{cases} \quad \alpha \in S^n.
\end{equation}
For a weak stability of the form $\leq_Z$ (respectively $\leq_\alpha$) from Example 2.11, we denote the corresponding HN collection by $s_Z$ (respectively $s_\alpha$). Note that $s(\alpha) = 1$ for $\alpha \in S$ and therefore $s \in \text{Col}_Q$ is invertible by Remark 2.10 and
\begin{equation}
s^{-1} = T(1 - s),
\end{equation}
where $1 - s$ is supported in cardinality $\geq 2$. The following more explicit formula for $s^{-1}$ can be deduced from the results of [26].

**Theorem 2.13.** For any $\alpha \in S^n$ and $1 \leq k < n$, let $\alpha_{\leq k} = \alpha_1 + \cdots + \alpha_k$ and $\alpha_{> k} = \alpha_{k+1} + \cdots + \alpha_n$. Then

\[
(2.27) \quad s^{-1}(\alpha) = \begin{cases} 
(-1)^{n-1} & \alpha_{\leq k} > \alpha_{> k} \ \forall \ 1 \leq k < n, \\
0 & \text{otherwise.}
\end{cases}
\]

**Proof.** For any surjective, order-preserving map

\[
\pi: I = \{1, \ldots, n\} \to J = \{1, \ldots, m\},
\]

define

\[
I' = \{k_1, \ldots, k_{m-1}\} \subset I, \quad k_j = \max \pi^{-1}(j), \quad j = 1, \ldots, m - 1.
\]

Note that $\max \pi^{-1}(m) = n$ and the subset $I' \subset I \setminus \{n\}$ determines the map $\pi$ uniquely. Conversely, for any subset $I' \subset I \setminus \{n\}$, we can construct an order-preserving map $\pi$ such that $I'$ is obtained from it by the above construction.

Let $s'$ denote the above collection $(2.27)$ and $\alpha \in S^J$. The summand of $(s' \circ s)(\alpha)$ corresponding to $\pi: I \to J$ is equal to

\[
s'(\pi_n \alpha) \cdot \prod_{j \in J} s(\alpha|_{\pi^{-1}(j)}).
\]

Define

\[
I_1 = \{1 \leq k < n \mid \alpha_{\leq k} > \alpha_{> k}\}, \quad I_2 = \{1 \leq k < n \mid \alpha_k \leq \alpha_{k+1}\}.
\]

The first factor is nonzero if and only if $\alpha_{k_1} > \alpha_{k_j}$ for all $1 \leq j < m$, hence $I' \subset I_1$. The second factor is nonzero if and only if $\alpha_k > \alpha_{k+1}$ for all $k \notin I'$, hence $I_2 \subset I'$. We conclude that $(s' \circ s)(\alpha) = 0$ if $I_2 \not\subset I_1$. If $I_2 \subset I_1$, then

\[
(s' \circ s)(\alpha) = \sum_{I_2 \subset I' \subset I_1} (-1)^{|I'|} = (-1)^{|I_2|}. \quad \left\{ \begin{array}{ll}
(-1)^{|I_2|} & I_1 = I_2, \\
0 & I_1 \not= I_2.
\end{array} \right.
\]

We claim that if $I_1 = I_2$, then $I_1 = I_2 = \emptyset$. Assume that $I_1 = I_2 \not= \emptyset$ and let $k = \min I_1$ and

\[
a = \alpha_{\leq k}, \quad b = \alpha_k, \quad c = \alpha_{> k}.
\]

If $k > 1$, then

\[
a \leq b + c, \quad a + b > c, \quad a > b.
\]

Therefore $a > a + b > c$, hence $a > b + c$, a contradiction. Let $k \geq 1$ be minimal such that $k \notin I_1$ and let $a, b, c$ be defined as before. If $k \neq n$, then

\[
a > b + c, \quad a + b \leq c, \quad a \leq b
\]

and this again leads to a contradiction. We conclude that $I_1 = I_2 = \{1, \ldots, n-1\}$. But then $\alpha_1 \leq \alpha_2 \leq \cdots \leq \alpha_n$ and this implies $\alpha_1 \leq \alpha_{> 1}$, a contradiction. Therefore $I_1 = I_2 = \emptyset$. If $n > 1$, then $\alpha_1 > \alpha_2 > \cdots > \alpha_n$, hence $\alpha_1 > \alpha_{> 1}$ and $I_1 \not= \emptyset$, a contradiction. Therefore, if $I_1 = I_2$, then $n = 1$. This implies that $(s' \circ s)(\alpha) = 1$ for $\alpha \in S^n$ with $n = 1$ and $(s' \circ s)(\alpha) = 0$ otherwise. Therefore $s' \circ s = 1$. \qed
Let us assume now that we have two stabilities \( \leq_\theta \) and \( \leq_{\theta'} \) on \( S \) and let \( s_\theta \) and \( s_{\theta'} \) be the corresponding HN collections. Assume that we have 1-collections \( H, H' \) related by the equation
\[
(2.28) \quad s_\theta \ast H = s_{\theta'} \ast H'.
\]
Then we can express \( H' \) as
\[
(2.29) \quad H' = s_{\theta \rightarrow \theta'} \ast H, \quad s_{\theta \rightarrow \theta'} = s_{\theta'}^{-1} \circ s_{\theta}
\]
and it is useful to know an explicit formula for the collection \( s_{\theta'}^{-1} \circ s_{\theta} \). The following formula for this collection can be deduced from the results of [17].

**Theorem 2.14.** For any \( \alpha \in S^n \) and \( 1 \leq k < n \), define
\[
\varepsilon_k(\alpha) = \begin{cases} 
-1 & \alpha_k \leq \alpha_{k+1} \text{ and } \alpha_{\leq k} > \alpha_{k} \alpha_{k+1} \\
1 & \alpha_k > \alpha_{k+1} \text{ and } \alpha_{\leq k} \leq \alpha_{k+1} \\
0 & \text{otherwise}
\end{cases}
\]
Then the collection \( s_{\theta \rightarrow \theta'} = s_{\theta'}^{-1} \circ s_{\theta} \) satisfies \( s_{\theta \rightarrow \theta'}(\alpha) = \prod_{k=1}^{n-1} \varepsilon_k(\alpha) \).

**Proof.** As in Theorem 2.13 we identify a surjective order-preserving map \( \pi : I = \{1, \ldots, n\} \rightarrow J \) with a subset \( I' \subset I \setminus \{n\} \) such that \( |I'| = |J| - 1 \). The summand of \( (s_{\theta'}^{-1} \circ s_{\theta})(\alpha) \) corresponding to \( \pi : I \rightarrow J \) is equal to
\[
(s_{\theta'}^{-1} \circ s_{\theta})(\alpha) = \prod_{j \in J} s_{\theta}(\alpha_{|\pi^{-1}(j)})
\]
Define
\[
I_1 = \{1 \leq k < n \mid \alpha_{\leq k} > \alpha_{k} \alpha_{k+1}\}, \quad I_2 = \{1 \leq k < n \mid \alpha_k \leq \alpha_{k+1}\}.
\]
As in Theorem 2.13, the first factor is nonzero if and only if \( I' \subset I_1 \) and the second factor is nonzero if and only if \( I_2 \subset I' \). We conclude that \( (s_{\theta'}^{-1} \circ s_{\theta})(\alpha) = 0 \) if \( I_2 \not\subset I_1 \). If \( I_2 \subset I_1 \), then
\[
(s_{\theta'}^{-1} \circ s_{\theta})(\alpha) = \sum_{I_2 \subset I' \subset I_1} (-1)^{|I'|} = (-1)^{|I_2|} \cdot (1 - 1)^{|I_1 \setminus I_2|} = \begin{cases} (-1)^{|I_2|} & I_1 = I_2, \\
0 & I_1 \neq I_2.
\end{cases}
\]
Condition \( I_1 = I_2 \) means that for all \( 1 \leq k < n \) we have
1. If \( \alpha_k \leq \theta \alpha_{k+1} \) then \( \alpha_{\leq k} > \theta' \alpha_{k} \alpha_{k+1} \).
2. If \( \alpha_k > \theta \alpha_{k+1} \) then \( \alpha_{\leq k} \leq \theta' \alpha_{k} \alpha_{k+1} \).
The number of \( k \) satisfying the first condition is equal to \( |I_1| = |I_2| \). This implies that \( (s_{\theta'}^{-1} \circ s_{\theta})(\alpha) = \prod_{k=1}^{n-1} \varepsilon_k(\alpha) \). \qed

### 2.5. Exponential and logarithmic collections

Assume that we have a 1-collection \( H : S \rightarrow \mathbb{Q} \) and we want to define a new 1-collection \( H' : S \rightarrow \mathbb{Q} \) such that
\[
(2.30) \quad 1 + \sum_{\gamma \in S} H'(\gamma)x^\gamma = \exp \left( \sum_{\gamma \in S} H(\gamma)x^\gamma \right).
\]
It is clear that \( H' \) can be obtained from \( H \) by the action of a collection.
Lemma 2.15. Equation (2.30) is equivalent to

$$H' = \exp * H,$$

where the exponential collection \( \exp \) is defined by

$$\exp(\alpha) = \frac{1}{n!}, \quad \alpha \in S^n.$$

Proof. Note that the set \( S^n \) is equipped with an action of the permutation group \( S_n \) and the orbits are parametrized by maps \( m: S \to \mathbb{N} \) with \( \sum_{\gamma \in S} m(\gamma) = n \). The stabilizer of an element in such orbit has cardinality \( \prod_{\gamma \in S} m(\gamma)! \). We obtain

$$1 + \sum_{\gamma \in S} (\exp * H)(\gamma)x^\gamma = \sum_{\alpha \in S^n} \frac{1}{n!} \prod_{i=1}^n H(\alpha_i)x^{\alpha_i} = \sum_{m: S \to \mathbb{N}} \prod_{\gamma \in S} \frac{1}{m(\gamma)!} (H(\gamma)x^\gamma)^{m(\gamma)}$$

$$= \prod_{\gamma \in S} \left( \sum_{m \geq 0} \frac{1}{m!} (H(\gamma)x^\gamma)^m \right)^m = \prod_{\gamma \in S} \exp (H(\gamma)x^\gamma) = \exp \left( \sum_{\gamma \in S} H(\gamma)x^\gamma \right).$$

We define the logarithmic collection \( \log \) by

$$\log(\alpha) = (-1)^{n-1} \frac{1}{n!}, \quad \alpha \in S^n.$$

Lemma 2.16. We have \( \exp \circ \log = 1 \).

Proof. Let \( \alpha \in S^n \). Given a surjective order-preserving map \( \pi: \{1, \ldots, n\} \to \{1, \ldots, m\} \), let \( k_j = |\pi^{-1}j| \) for \( 1 \leq j \leq m \). Then the summand of \( (\log \circ \exp)(\alpha) \) corresponding to \( \pi \) is equal

$$\frac{(-1)^{m-1}}{m} \prod_{j=1}^m \frac{1}{k_j!}.$$

The corresponding generating function (over all \( m, n \) and maps \( \pi \) as above) is

$$\sum_{m \geq 1} \sum_{k_1, \ldots, k_m \geq 1} \frac{(-1)^{m-1}}{m} \prod_{j=1}^m \frac{x^{k_j}}{k_j!} = \sum_{m \geq 1} \frac{(-1)^{m-1}}{m} \prod_{j=1}^m \left( \sum_{k \geq 1} \frac{x^k}{k!} \right)$$

$$= \sum_{m \geq 1} \frac{(-1)^{m-1}}{m} (e^x - 1)^m = \log(1 + e^x - 1) = x.$$

This implies that \( (\log \circ \exp)(\alpha) = 1 \) for \( n = 1 \) and is zero for \( n > 1 \), hence \( \log \circ \exp = 1 \). □

For the action on 1-collections in a non-commutative algebra \( \mathcal{R} \) we have to be more careful, because in the proof of Lemma 2.15 we relied on the fact that \( H(\gamma) \) commute with each other for different \( \gamma \). Let us assume that we have a graded algebra \( \mathcal{R} = \bigoplus_{\gamma \in \mathbb{N}^r} \mathcal{R}_\gamma \) such that \([\mathcal{R}_\gamma, \mathcal{R}_{\gamma'}] = 0\) for \( \gamma \parallel \gamma' \). Then the following versions of the exponential and logarithmic collections will be useful

$$\exp_{\parallel} \in \text{Col}_Q, \quad \exp_{\parallel}(\alpha) = \begin{cases} \frac{1}{m} & \alpha_1 \parallel \cdots \parallel \alpha_n, \\ 0 & \text{otherwise}, \end{cases} \quad \alpha \in S^n,$$
They are again inverse to each other
\begin{equation}
\exp_{\|} \circ \log_{\|} = \log_{\|} \circ \exp_{\|} = 1.
\end{equation}

More generally, assume that we have a weak stability $\leq_{\theta}$. We will write $\gamma \sim_{\theta} \gamma'$ if $\gamma \leq_{\theta} \gamma'$ and $\gamma' \leq_{\theta} \gamma$. Then we define the corresponding exponential and logarithmic collections
\begin{equation}
\exp_{\theta}(\alpha) = \begin{cases} \frac{1}{n!} \alpha_1 \cdots \alpha_n, & \alpha \in S^n, \\ 0, & \text{otherwise}, \end{cases}
\end{equation}
\begin{equation}
\log_{\theta}(\alpha) = \begin{cases} \frac{(-1)^{n-1}}{n} \alpha_1 \cdots \alpha_n, & \alpha \in S^n, \\ 0, & \text{otherwise}, \end{cases}
\end{equation}
which are again inverse to each other. Note that if $\leq_{\theta}$ is a generic stability (see Remark 2.12), then
\begin{equation}
\exp_{\theta} = \exp_{\|}, \quad \log_{\theta} = \log_{\|}.
\end{equation}

**Theorem 2.17.** Given a weak stability $\leq_{\theta}$, define collection
\begin{equation}
g_{\theta} = \log_{\theta} \circ s_{\theta}^{-1}.
\end{equation}
Then, for any $\alpha \in S^n$,
\begin{equation}
g_{\theta}(\alpha) = \begin{cases} \frac{(-1)^{n-1}}{n_0+1} \alpha_{\leq_{\theta}} \geq_{\theta} \alpha_{>_{\theta}} \forall 1 \leq k < n, \\ 0, & \text{otherwise}, \end{cases}
\end{equation}
where $n_0 = n_0(\alpha)$ is the number of $1 \leq k < n$ such that $\alpha_{\leq_{\theta}} \sim_{\theta} \alpha_{>_{\theta}}$.

**Proof.** As in Theorem 2.13 we identify a surjective order-preserving map $\pi: I = \{1, \ldots, n\} \to J$ with a subset $I' \subset I \setminus \{n\}$ such that $|I'| = |J| - 1$. The summand of $(\log_{\theta} \circ s_{\theta}^{-1})(\alpha)$ corresponding to $\pi: I \to J$ is equal to
\begin{equation}
\log_{\theta}(\pi, \alpha) \cdot \prod_{j \in J} s^{-1}_{\theta}(\alpha|_{\pi^{-1}j}).
\end{equation}
Define
\begin{equation}
I_1 = \{1 \leq k < n \mid \alpha_{\leq_{\theta}} \sim_{\theta} \alpha_{>_{\theta}}\}, \quad I_2 = \{1 \leq k < n \mid \alpha_{\leq_{\theta}} \leq_{\theta} \alpha_{>_{\theta}}\}.
\end{equation}
As in Theorem 2.13, the first factor is nonzero if and only if $I' \subset I_1$, in which case its value is $(-1)^{|J|-1}/|J|$. The second factor is nonzero if and only if for all $k \notin I'$ we have $\alpha_{\leq_{\theta}} \geq_{\theta} \alpha_{>_{\theta}}$, hence $I_2 \subset I'$. The requirement $I_2 \subset I' \subset I_1$ implies that $I_1 = I_2$, hence $\alpha_{\leq_{\theta}} \geq_{\theta} \alpha_{>_{\theta}}$ for all $1 \leq k < n$. We conclude that the value of $(\log_{\theta} \circ s_{\theta})(\alpha)$ is equal to (with $n_0 = |I_1| = |I'|$)
\begin{equation}
\frac{(-1)^{|I'|}}{|I'|+1}(-1)^{n-|I'|-1} = \frac{(-1)^{n-1}}{n_0+1}
\end{equation}
if $\alpha_{\leq_{\theta}} \geq_{\theta} \alpha_{>_{\theta}}$ for all $1 \leq k < n$ and zero otherwise. \qed
Theorem 2.18. Let $g_\theta^{-1} = s_\theta \circ \exp_\theta$. Then, for any $\alpha \in S^n$, we have
\[
g_\theta^{-1}(\alpha) = \begin{cases} 
\prod_{i=1}^m \frac{1}{(k_i - k_{i-1})!} \alpha_k \geq_\theta \alpha_{k+1} \forall 1 \leq k < n \\
0 \text{ otherwise}
\end{cases}
\]  
where $0 = k_0 < k_1 < \cdots < k_m = n$ is the set of all $k$ such that $\alpha_k >_\theta \alpha_{k+1}$.

Proof. As in Theorem 2.13 we identify a surjective order-preserving map $\pi : I = \{1, \ldots, n\} \to J$ with a subset $I' \subset I \setminus \{n\}$ such that $|I'| = |J| - 1$. The summand of $(s_\theta \circ \exp_\theta)(\alpha)$ corresponding to $\pi : I \to J$ is equal to
\[
s_\theta(\pi_* \alpha) \cdot \prod_{j \in J} \exp_\theta(\alpha|_{\pi_j})
\]  
The second factor is nonzero if and only if for all $k \not\in I'$ we have $\alpha_k \sim_\theta \alpha_{k+1}$. Then the first factor is nonzero if and only if for all $k \in I'$ we have $\alpha_k >_\theta \alpha_{k+1}$. We conclude that we should have $\alpha_k \geq_\theta \alpha_{k+1}$ for all $1 \leq k < n$ and that $I'$ is uniquely determined as $I' = \{1 \leq k < n | \alpha_k >_\theta \alpha_{k+1}\}$. The statement of the theorem now follows from the definition of $s_\theta$ and $\exp_\theta$. \qed

2.6. Geometric collections. In this section we will prove a generalization of Theorem 2.17. For any $t \in \mathbb{Q}$, define a geometric collection $\sigma_t$ by
\[
\sigma_t(\alpha) = t^{1-1}, \quad \alpha \in S^n.
\]

Remark 2.19. Note that for $t = 0$, we obtain $\sigma_t(\alpha) = 1$ if $\alpha \in S^n$ with $n = 1$ and zero otherwise. Therefore we have $\sigma_0 = 1$.

Lemma 2.20. Let $\leq_\theta$ be a weak stability and $t \in \mathbb{Q}$. For any $\alpha \in S^n$, we have
\[
(\exp^{-1}_\theta \circ \sigma_t)(\alpha) = t^{n-1-n_+}(t-1)^{n_+},
\]  
where $n_+ = n_+(\alpha)$ is the number of $1 \leq k < n$ such that $\alpha_{\leq k} >_\theta \alpha_{> k}$.

Proof. As in Theorem 2.13 we identify a surjective order-preserving map $\pi : I = \{1, \ldots, n\} \to J$ with a subset $I' \subset I \setminus \{n\}$ such that $|I'| = |J| - 1$. The summand of $(\exp^{-1}_\theta \circ \sigma_t)(\alpha)$ corresponding to $\pi : I \to J$ is equal to
\[
s_\theta^{-1}(\pi_* \alpha) \cdot \prod_{j \in J} \sigma_t(\alpha|_{\pi_j}) = s_\theta^{-1}(\pi_* \alpha) \cdot t^{1-|J|}.
\]  
Define
\[
I_1 = \{1 \leq k < n \mid \alpha_{\leq k} >_\theta \alpha_{> k}\}.
\]  
As in Theorem 2.13, the first factor is nonzero if and only if $I' \subset I_1$, in which case its value is $(-1)^{|J|-1}$. We conclude that
\[
(\exp^{-1}_\theta \circ \sigma_t)(\alpha) = \sum_{I' \subset I_1} (-1)^{|I'|} t^{n-|I'_1|-1} t^{n-1}(1-t^{-1})^{|J|}
\]  
and the theorem follows. \qed

Theorem 2.21. Given a weak stability $\leq_\theta$ and $t \in \mathbb{Q}$, define collection
\[
g_{\theta,t} = g_\theta \circ \sigma_t = \log_\theta \circ s_\theta^{-1} \circ \sigma_t.
\]
Then, for any $\alpha \in S^n$, we have

\begin{equation}
(2.45) \quad g_{\theta, \iota}(\alpha) = t^{n-1}(t-1)^{-n+1} \frac{t^{n_0+1} - (t-1)^{n_0+1}}{n_0 + 1}
\end{equation}

where $n_+ = n_+(\alpha)$ (respectively $n_-$ and $n_0$) is the number of $1 \leq k < n$ such that $\alpha_{\leq k} \geq_{\theta} \alpha_{> k}$ (respectively $<_{\theta}$ and $\sim_{\theta}$).

Proof. As in Theorem 2.13 we identify a surjective order-preserving map $\pi: I = \{1, \ldots, n\} \to J$ with a subset $I' \subset I \setminus \{n\}$ such that $|I'| = |J| - 1$. Let $f = s_{\theta}^{-1} \circ \sigma_t$ (determined in the previous lemma). The summand of $(\log_{\theta} f)(\alpha)$ corresponding to $\pi: I \to J$ is equal to

$\log_{\theta}(\pi_{*}\alpha) \cdot \prod_{j \in J} f(\alpha|_{\pi^{-1}j})$.

Define

$I_1 = \{1 \leq k < n \mid \alpha_{\leq k} \sim_{\theta} \alpha_{> k}\}$.

As in Theorem 2.13, the first factor is nonzero if and only if $I' \subset I_1$, in which case its value is $(-1)^{|J|} / |J|$. Let $r_j$ be the number of inequalities $\alpha_{\leq k} \geq_{\theta} \alpha_{> k}$ for $\alpha|_{\pi^{-1}j}$. Then the number of such inequalities for the whole $\alpha$ is $n_+ = \sum_{j \in J} r_j$. We conclude that the value of $(\log_{\theta} f)(\alpha)$ is equal to (with $n_0 = |I_1|$ and $n - 1 = n_0 + n_+ + n_-$)

\[
\sum_{I' \subset I_1} \frac{(-1)^{|I'|}}{|I'| + 1} \prod_{j} (1 - t^{-1})^{r_j} = t^{n-1}(1 - t^{-1})^{n_+} \sum_{k=0}^{n_0} \frac{1}{k+1} \binom{n_0}{k} (-t^{-1})^k
\]

\[
= t^{n-1}(1 - t^{-1})^{n_+} - \frac{t}{n_0 + 1} \sum_{k=0}^{n_0+1} \binom{n_0+1}{k} (-t^{-1})^k - 1 = t^n(1 - t^{-1})^{n_+} - \frac{1 - (1 - t^{-1})^{n_0+1}}{n_0 + 1}
\]

which simplifies to (2.45).

Remark 2.22.

1. For $t = 0$, we obtain that $g_{\theta, 0}(\alpha)$ can be nonzero only if $n_- = 0$, hence $\alpha_{\leq k} \geq_{\theta} \alpha_{> k}$ for all $1 \leq k < n$. In this case

$g_{\theta, 0}(\alpha) = (-1)^{n_+} \frac{(-1)^{n_0}}{n_0 + 1} = \frac{(-1)^{n-1}}{n_0 + 1}$.

This is the statement of Theorem 2.17 as $g_{\theta, 0} = g_{\theta} \circ \sigma_0 = g_{\theta}$.

2. For $t = 1$, we obtain that $g_{\theta, 1}(\alpha)$ can be nonzero only if $n_+ = 0$, hence $\alpha_{\leq k} \leq_{\theta} \alpha_{> k}$ for all $1 \leq k < n$. In this case

$g_{\theta, 1}(\alpha) = \frac{1}{n_0 + 1}$.

3. For $t = \frac{1}{2}$, we obtain

$g_{\theta, \frac{1}{2}}(\alpha) = \frac{(-1)^{n_+}}{2^n} \cdot \frac{1 + (-1)^{n_0}}{n_0 + 1}$.

Note that it is zero for odd $n_0$. 
3. Applications to DT invariants

3.1. DT invariants. Consider a graded algebra $R = \bigoplus_{\gamma \in \mathbb{N}^r} R_\gamma$ over $\mathbb{Q}$ and its completion

$$\hat{R} = \lim_{\to} R/F_n R, \quad F_n R = \bigoplus_{\delta \gamma \geq n} R_\gamma, \quad \delta = (1, \ldots, 1).$$

We further define a pro-nilpotent Lie algebra and the corresponding pro-unipotent group

$$g = \lim_{\to} F_1 R/F_n R \subset \hat{R}, \quad G = \exp(g) = 1 + g \subset \hat{R}.$$

We always assume that $\gamma \parallel \gamma' \implies [R_\gamma, R_{\gamma'}] = 0$. Let $S = \mathbb{N}^r \setminus \{0\}$. We will consider only 1-collections $A : S \to R$ such that $A(\gamma) \in R_\gamma$ for $\gamma \in S$. Given such collection, we can associate with it the series

$$\hat{A} = 1 + \sum_{\gamma \in S} A(\gamma) \in G.$$

Let us fix a 1-collection $A : S \to R$. As in the introduction, given a central charge $Z$ (or any weak stability $\leq_Z$ on $S$, see Example 2.11), we define a 1-collection $A_Z$ of “stacky DT invariants” by the formula

$$A(\gamma) = \sum_{\alpha_1 + \cdots + \alpha_n = \gamma \atop \alpha_1 > \cdots > \alpha_n} A_Z(\alpha_1) \cdots A_Z(\alpha_n), \quad \gamma \in S.$$

We call this equation the basic wall-crossing formula. Using the HN collection $s_Z$ (2.25) and its inverse $s_Z^{-1}$ (2.27), we can write

$$A = s_Z * A_Z, \quad A_Z = s_Z^{-1} * A.$$

Example 3.1. Let $Q = (Q_0, Q_1, s, t)$ be a quiver, where $s, t : Q_1 \to Q_0$ are the source and the target maps respectively. For any $\gamma \in \mathbb{N}^r$, $r = |Q_0|$, let $R(Q, \gamma) = \bigoplus_{\alpha : i \to j} \text{Hom}(C^\gamma_i, C^\gamma_j)$ be the space of quiver representations having dimension vector $\gamma$. It is equipped with an action of the group $G_\gamma = \prod_i \text{GL}_{r_i}(\mathbb{C})$ so that the orbits correspond to isomorphism classes of representations. Given a central charge $Z$, let $R_Z(Q, \gamma) \subset R(Q, \gamma)$ be the open subset of $Z$-semistable representations. We can organize invariants of these spaces into a 1-collection $A_Z$ as follows. We equip $\Gamma = \mathbb{Z}^r$ with a skew-symmetric form $\langle \alpha, \beta \rangle = \chi(\alpha, \beta) - \chi(\beta, \alpha)$, where $\chi(\alpha, \beta) = \sum_i \alpha_i \beta_i - \sum_{i, j} \alpha_i \beta_j$ is the Euler form of the quiver $Q$. Then we consider the algebra $R = \bigoplus_{\gamma \in \mathbb{N}^r} R_\gamma = \bigoplus_{\gamma \in \mathbb{N}^r} \mathbb{Q}(y)x^\gamma$ equipped with the product

$$x^\gamma \cdot x^{\gamma'} = (-y)^{\langle \gamma, \gamma' \rangle} x^{\gamma + \gamma'}.$$

Define 1-collections

$$A(\gamma) = (-y)^{\chi(\gamma, \gamma)} \frac{P(R(Q, \gamma); y)}{P(G_\gamma; y)} x^\gamma \in R_\gamma,$$

$$A_Z(\gamma) = (-y)^{\chi(\gamma, \gamma)} \frac{P(R_Z(Q, \gamma); y)}{P(G_\gamma; y)} x^\gamma \in R_\gamma,$$

where $P(X; y)$ is the virtual Poincaré polynomial, additive on complements and defined by $P(X; y) = \sum_n \dim H^*(X, \mathbb{Q}) \cdot (-y)^n$, for a smooth projective variety $X$. The fact that these invariants satisfy (3.4) follows from the uniqueness of the Harder-Narasimhan filtration [26, 16, 19]. This is the simplest example of 1-collections related by (3.4), but many other examples follow the same paradigm [17, 19, 18, 6], albeit in different contexts.
however, the context is quite irrelevant. We start with a 1-collection $A$ and then define 1-collections $A_Z$ using (3.4) recursively.

We define a 1-collection $\bar{A}_Z$ of “rational DT invariants” by the formula

$$
A_Z = \log Z * A_Z = (\log Z \circ s_Z^{-1}) * A = g_Z * A,
$$

where collection $g_Z = \log Z \circ s_Z^{-1}$ was determined explicitly in Theorem 2.17. For any ray $\ell \subset \mathbb{C}$, consider the series

$$
A_{Z,\ell} = 1 + \sum_{Z(\gamma) \in \ell} A_Z(\gamma) \in G, \quad \bar{A}_Z = \sum_{Z(\gamma) \in \ell} \bar{A}_Z(\gamma) \in g.
$$

We will say that $Z$ is weakly generic if $\gamma \sim_Z \gamma'$ (or, equivalently, $Z(\gamma), Z(\gamma')$ are contained in the same ray) implies $[\mathcal{R}_\gamma, \mathcal{R}_{\gamma'}] = 0$. In this case we obtain from Lemma 2.15 that

$$
\bar{A}_{Z,\ell} = \log(A_{Z,\ell}).
$$

We note that the meaning and significance of $\bar{A}_Z(\gamma)$ for non weakly generic $Z$ is not quite clear. If $Z$ is generic (see Remark 2.12), then it is weakly generic and (3.11) is satisfied. Note that in this case we have

$$
\bar{A}_Z = \log \| * A_Z.
$$

Given two central charges $Z, Z'$ we have $A = g_Z^{-1} * \bar{A}_Z = g_Z^{-1} * \bar{A}_{Z'}$, hence we have a wall-crossing formula

$$
\bar{A}_Z' = (g_{Z'} \circ g_Z^{-1}) * \bar{A}_Z = (\log Z' \circ s_{Z',Z} \circ \exp) * \bar{A}_Z,
$$

where $s_{Z',Z} = s_Z^{-1} \circ s_{Z'}$ (see Theorem 2.14). An explicit formula for the collection $g_{Z'} \circ g_Z^{-1}$ can be obtained from Theorem 2.17 and Theorem 2.18 (cf. [17]). Alternatively, we can write this collection using trees as $g_{Z'} \circ T(1 - g_Z)$. For generic central charges we obtain

$$
\bar{A}_Z' = (\log \| \circ s_{Z',Z} \circ \exp) * \bar{A}_Z.
$$

3.2. Attractor invariants. From now on we assume that $\Gamma = \mathbb{Z}^r$ is equipped with a skew-symmetric form $\langle -, - \rangle$ such that

$$
\langle \gamma, \gamma' \rangle = 0 \implies [\mathcal{R}_\gamma, \mathcal{R}_{\gamma'}] = 0.
$$

For any $\gamma \in \Gamma$, we call the stability parameter $\theta = \langle -, \gamma \rangle$ the self-stability [7] and we call its generic perturbation the attractor stability [25]. We define attractor invariants (or initial data), for any $\gamma \in \mathbb{S}$,

$$
\bar{A}_s(\gamma) = \bar{A}_{\theta}(\gamma), \quad A_s(\gamma) = A_{\theta}(\gamma),
$$

where $\theta'$ is a generic perturbation of $\theta = \langle -, \gamma \rangle$ (inducing a weak stability from Example 2.11). Note that (3.12) implies that 1-collections $\bar{A}_s$ and $A_s$ satisfy

$$
\bar{A}_s = \log \| * A_s.
$$

Remark 3.2. Let $Q$ be an acyclic quiver and $A_Z$ be defined as in Example 3.1. Then $A_s(\gamma) = 0$ unless $\gamma = ne_i$ for $n \geq 1$, $i \in Q_0$, in which case $A_s(ne_i) = \frac{(y)^n}{n!} x_i^n$ [25]. It was observed in [4, 25] that also in many other situations the attractor invariants have a particularly simple form. Moreover, we can express 1-collection $A$ in terms of 1-collections $A_*$ and $A_*$. Therefore, for any central charge $Z$, we can express 1-collection $\bar{A}_Z$ in terms
of $\hat{A}_s$. Several formulas of this type, under the name flow tree formulas, were conjectured in [2, 1] based on the earlier works [10, 11, 24]. Later we will prove one of them in the form presented in [25].

**Remark 3.3** (Alternative definition). Let $\theta = \langle -, \gamma \rangle$. Consider a decomposition (we consider below completed direct sums)

$$g = g^0_+ \oplus g^0_0 \oplus g^0_-.$$  

(3.18) 

$$g^0_+ = \bigoplus_{\theta(\gamma) > 0} g_{\gamma}, \quad g^0_0 = \bigoplus_{\theta(\gamma) = 0} g_{\gamma}, \quad g^0_- = \bigoplus_{\theta(\gamma) < 0} g_{\gamma}.$$ 

We have subgroups $G^0 = \exp(g^0_0) \subset G$, $G^0_0 = \exp(g^0_0) \subset G$ and a bijection $G^0_0 \times G^0 \times G^- \to G$ induced by multiplication. Therefore we have a projection $\pi_\theta: G \to G^0_0$ (which is not a group homomorphism in general). Collection $A_\theta = s^{-1}_\theta A$ (restricted to $\theta^\perp \cap S$) corresponds to the series $\hat{A}_\theta = \pi_\theta(\hat{A}) \in G^0$. Further, let us decompose

(3.19) 

$$g^0_0 = g^\parallel_0 \oplus g^\perp_0,$$

where $g^\parallel_0 = \bigoplus_{\gamma \parallel \gamma} g_{\gamma}$ and $g^\perp_0$ is the sum of the rest of the summands $g_{\gamma}$ in $g^0_0$. Then $g^\perp_0 \subset g^0_0$ is an ideal. Indeed, assume that $g_{\gamma'} \subset g^\perp_0$, $g_{\gamma''} \subset g^\perp_0$ and $g_{\gamma' + \gamma''} \not\subset g^\perp_0$. Then $(\gamma' + \gamma'') \parallel \gamma$, hence $(\gamma', \gamma'') = (\gamma', \gamma' + \gamma'') = 0$ as $(\gamma', \gamma) = 0$. Therefore $[g_{\gamma'}, g_{\gamma''}] = 0$ and we always have $[g_{\gamma'}, g_{\gamma''}] \subset g^\perp_0$. Therefore we have a group homomorphism $\Psi: G^0_0 \to g^\parallel_0 = \exp(g^\parallel_0)$ with the kernel $G^\perp_0 = \exp(g^\perp_0)$. Invariant $A_s(\gamma)$ can be identified with the degree $\gamma$ component of $\Psi(\hat{A}_\theta) \in G^\parallel_0$ [14, Theorem 1.21] (see also [25]). Similarly, attractor invariant $\hat{A}_s(\gamma)$ can be identified with the degree $\gamma$ component of $\log(\Psi(\hat{A}_\theta)) \in g^\parallel_0$.

Note that in general

(3.20) 

$$A_s(\gamma) \neq A_\theta(\gamma), \quad \theta = \langle -, \gamma \rangle.$$ 

But we will see below that $\hat{A}_s(\gamma) = \hat{A}_\theta(\gamma)$, where $\hat{A}_\theta$ was defined in (3.9) (note that $\theta = \langle -, \gamma \rangle$ is not generic or weakly-generic in general).

**Theorem 3.4.** For any $\gamma \in S$, we have

(3.21) 

$$\hat{A}_s(\gamma) = \hat{A}_\theta(\gamma),$$

where $\theta = \langle -, \gamma \rangle$.

**Proof.** Consider collection $A_\theta = s^{-1}_\theta A$ (restricted to $\theta^\perp \cap S$) and the corresponding series $\hat{A}_\theta \in G^0_0$. Using notation from Remark 3.3, consider a commutative diagram

$$\begin{array}{ccc}
g^0_0 & \xrightarrow{\pi} & g^\parallel_0 \\
\exp & & \downarrow \exp \\
G^0_0 & \xrightarrow{\Psi} & g^\parallel_0
\end{array}$$

Note that collection $\log_* A_\theta$ does not correspond to the series $\log(\hat{A}_\theta) \in g^0_0$ as the Lie algebra $g^0_0$ is not abelian in general. But because $g^\perp_0 \subset g^0_0$ is an ideal and $g^\parallel_0 = g^0_0/g^\perp_0$ is abelian, we conclude that $A_\theta(\gamma) = (\log_* A_\theta)(\gamma)$ is equal to the degree $\gamma$ component of $\pi \log(\hat{A}_\theta)$ which is the degree $\gamma$ component of $\log(\Psi(\hat{A}_\theta))$. We have seen in Remark 3.3 that the latter coincides with $\hat{A}_s(\gamma)$. \qed
3.3. Attractor tree formulas. Recall that in Theorem 2.17, we proved that collection 
g_Z = \log_Z \circ s_Z^{-1} is given by
\[
g_Z(\alpha) = \begin{cases}
\frac{(-1)^{n-1}}{n_0+1} & \alpha \leq k \geq Z \alpha > k \forall 1 \leq k < n, \\
0 & \text{otherwise},
\end{cases} \quad \alpha \in S^n,
\]
where \(n_0\) is the number of \(1 \leq k < n\) such that \(\alpha \leq k \sim_Z \alpha > k\). Motivated by this result, we define the attractor collection \(g_*\) as
\[
g_*(\alpha) = \begin{cases}
\frac{(-1)^{n-1}}{n_0+1} & \langle \alpha \leq k, \alpha > k \rangle \geq 0 \forall 1 \leq k < n, \\
0 & \text{otherwise},
\end{cases} \quad \alpha \in S^n,
\]
where \(n_0\) is the number of \(1 \leq k < n\) such that \(\langle \alpha \leq k, \alpha > k \rangle = 0\).

**Theorem 3.5.** We have
\[
\bar{A}_* = g_* \ast A.
\]

**Proof.** For any \(\gamma \in S\), let \(\theta = \langle -, \gamma \rangle\). We conclude from Theorem 3.4 that
\[
\bar{A}_*(\gamma) = \bar{A}_\theta(\gamma) = (g_\theta \ast A)(\gamma) = \sum_{\alpha \in S^n, \|\alpha\| = \gamma} g_\theta(\alpha) \prod_{i=1}^{n} A(\alpha_i).
\]
Note that if \(\|\alpha\| = \gamma\), then
\[
\langle \alpha \leq k, \alpha > k \rangle = \langle \alpha \leq k, \gamma \rangle = \theta(\alpha \leq k).
\]
Therefore \(\langle \alpha \leq k, \alpha > k \rangle \geq 0\) if and only if \(\theta(\alpha \leq k) \geq 0\) if and only if \(\mu_\theta(\alpha \leq k) \geq \mu_\theta(\alpha > k)\) (and similarly for equalities). This implies that \(g_\theta(\alpha) = g_*(\alpha)\), whenever \(\|\alpha\| = \gamma\). Therefore \(\bar{A}_*(\gamma) = (g_* \ast A)(\gamma)\). \(\square\)

This result implies that \(A = g_*^{-1} \ast \bar{A}_* = g_Z^{-1} \ast \bar{A}_Z\), for any central charge \(Z\). Therefore
\[
\bar{A}_Z = (g_Z \circ g_*^{-1}) \ast \bar{A}_*.
\]

**Theorem 3.6** (Attractor tree formula). For any central charge \(Z\), we have \(\bar{A}_Z = F_Z \ast \bar{A}_*\), or equivalently
\[
\bar{A}_Z(\gamma) = \sum_{\alpha \in S^n, \alpha_1 + \cdots + \alpha_n = \gamma} \bar{F}_Z(\alpha) \cdot \prod_{i=1}^{n} \bar{A}_*(\alpha_i),
\]
where \(F_Z: S^* \rightarrow \mathbb{Q}\) is a collection such that \(F_Z(\alpha) = 1\) for \(\alpha \in S\) and for \(\alpha \in S^n, n \geq 2\),
\[
F_Z(\alpha) = \sum_T \left[ (-1)^{|V(T)|-1}(g_Z(\alpha|_{ch_v}) - g_*(\alpha|_{ch_v})) \prod_{v \in V(T) \setminus \{v_0\}} g_*(\alpha|_{ch_v}) \right]
\]
is a sum over plane rooted trees \(T\) with leaves \(1, \ldots, n\) and with internal vertices having at least two children. Here \(v_0\) is the root and \(\alpha|_{ch_v} \in S^{ch_v}\) is a tuple defined in (2.13).

**Proof.** Note that \(g_*(\alpha) = 1\) for all \(\alpha \in S\). Therefore \(1 - g_*\) is supported in cardinality \(\geq 2\) and \(g_*(1 - g_*) = T(1 - g_*)\) by Remark 2.10. We can rewrite the above formula for \(F_Z\) in the form
\[
F_Z = 1 + (g_Z - g_*) \circ T(1 - g_*) = 1 + (g_Z - g_*) \circ g_*^{-1} = g_Z \circ g_*^{-1}.
\]
We have seen that \(\bar{A}_Z = (g_Z \circ g_*^{-1}) \ast \bar{A}_* = F_Z \ast \bar{A}_*\). \(\square\)
We are going to prove now a slightly more general result that uses geometric collections from §2.6. Recall that for any central charge $Z$ and $t \in \mathbb{Q}$, there is a collection \( (3.24) \)

\[
g_{Z,t} = g_Z \circ \sigma_t = \log_Z \circ s_Z^{-1} \circ \sigma_t.
\]

which is given, for any $\alpha \in S^n$, by \( (3.28) \)

\[
g_{Z,t}(\alpha) = t^n - (t - 1)^n + \frac{t^{n+1} - (t - 1)^{n+1}}{n_0 + 1}
\]

where $n_+$ (respectively $n_-$ and $n_0$) is the number of $1 \leq k < n$ such that $\alpha_{\leq k} >_Z \alpha_{> k}$ (respectively $<_Z$ and $\sim_Z$). Let us define collection $g_{*,t}$ which is given, for any $\alpha \in S^n$, by \( (3.30) \)

\[
g_{*,t}(\alpha) = t^n - (t - 1)^n + \frac{t^{n+1} - (t - 1)^{n+1}}{n_0 + 1}
\]

where $n_+$ (respectively $n_-$ and $n_0$) is the number of $1 \leq k < n$ such that $\langle \alpha_{\leq k}, \alpha_{> k} \rangle > 0$ (respectively $< 0$ and $= 0$).

**Theorem 3.7** (Attractor tree formula. General version). *For any central charge $Z$, and any $t \in \mathbb{Q}$, we have $\tilde{A}_Z = F_{Z,t} \ast \tilde{A}_*$, or equivalently*

\( (3.31) \)

\[
\tilde{A}_Z(\gamma) = \sum_{\alpha \in S^n} F_{Z,t}(\alpha) \cdot \prod_{i=1}^n \tilde{A}_*(\alpha_i),
\]

*where $F_{Z,t} : S^* \to \mathbb{Q}$ is a collection such that $F_{Z,t}(\alpha) = 1$ for $\alpha \in S$ and for $\alpha \in S^n$, $n \geq 2$,*

\( (3.32) \)

\[
F_{Z,t}(\alpha) = \sum_T \left[ (-1)^{|V(T)|-1} (g_{Z,t}(\alpha|_{ch \{v_0\}}) - g_{*,t}(\alpha|_{ch \{v_0\}})) \prod_{v \in V(T) \setminus \{v_0\}} g_{*,t}(\alpha|_{ch v}) \right]
\]

*is a sum over plane rooted trees $T$ with leaves $1, \ldots, n$ and with internal vertices having at least two children. Here $v_0$ is the root and $\alpha|_{ch v} \in S^{ch v}$ is a tuple defined in (2.13).*

**Proof.** As in the previous theorem, we can rewrite the above formula in the form $F_{Z,t} = g_{Z,t} \circ g_{*,t}^{-1}$. As in Theorem 3.5, we have

\[
\tilde{A}_* (\gamma) = (g_{\theta} \ast A)(\gamma) = (g_{\theta,t} \ast (\sigma_t^{-1} \ast A))(\gamma)
\]

for $\theta = (-, \gamma)$. Using again the arguments of Theorem 3.5, we obtain

\[
\tilde{A}_* (\gamma) = (g_{*,t} \ast (\sigma_t^{-1} \ast A))(\gamma).
\]

Therefore

\[
\sigma_t^{-1} \ast A = g_{*,t}^{-1} \ast \tilde{A}_* = g_{Z,t}^{-1} \ast \tilde{A}_Z
\]

and $\tilde{A}_Z = (g_{Z,t} \circ g_{*,t}^{-1}) \ast \tilde{A}_* = F_{Z,t} \ast \tilde{A}_*$.

**Remark 3.8.** Note that $g_{Z,t} = g_Z \circ \sigma_t$, but $g_{*,t} \neq g_* \circ \sigma_t$ in general. However, in the course of the proof of the above theorem we proved that $g_{*,t} \circ \sigma_t^{-1}$ acts in the same way as $g_*$ on 1-collections. Therefore $g_{*,t}$ acts in the same way as $g_* \circ \sigma_t$. Similarly, collections $F_{Z,t}$ from the above theorem act in the same way on 1-collections, for different $t$. But these collections can depend on $t$ and $F_{Z,t} \neq F_{Z,0} = F_Z = g_Z \circ g_*^{-1}$ in general.
Remark 3.9. The formulas for \( g_{Z,t}(\alpha) \) for special values \( t = 0, 1, \frac{1}{2} \) were determined in Remark 2.22. Similarly, we can write the corresponding formulas for \( g_{\ast,t}(\alpha) \) as follows. Let \( n_+ \) (respectively \( n_- \) and \( n_0 \)) be the number of \( 1 \leq k < n \) such that \( \langle \alpha_{\leq k}, \alpha_{> k} \rangle > 0 \) (respectively \( < 0 \) and \( = 0 \)). Then

1. For \( t = 0 \), we have
   \[
g_{\ast,0}(\alpha) = \begin{cases} 
   \frac{(-1)^{n-1}}{n_0+1} & \alpha_{\leq k} \geq \alpha_{> k} \ \forall 1 \leq k < n, \\
   0 & \text{otherwise}.
   \end{cases}
\]

Therefore \( g_{\ast,0} = g_{\ast} \) and Theorem 3.6 is a special case of Theorem 3.7.

2. For \( t = 1 \), we have
   \[
g_{\ast,1}(\alpha) = \begin{cases} 
   \frac{1}{n_0+1} & \alpha_{\leq k} \leq \alpha_{> k} \ \forall 1 \leq k < n, \\
   0 & \text{otherwise}.
   \end{cases}
\]

3. For \( t = \frac{1}{2} \), we have
   \[
g_{\ast,\frac{1}{2}}(\alpha) = \frac{(-1)^{n+1}}{2^n} \cdot \frac{1 + (-1)^{n_0}}{n_0 + 1}.
\]

Note that it is zero for odd \( n_0 \). The corresponding attractor tree formula was conjectured in [1] (cf. [25]).

4. Lie collections

4.1. Lie collections and plethysm. Let \( \mathbb{Q}S = \bigoplus_{g \in S} \mathbb{Q} \) and \( \text{Ass}(S) = \text{Ass}(\mathbb{Q}S) \) be the free associative (non-unital) algebra generated by \( S \). Note that \( \text{Ass}(S) \) has a basis \( S^* = \sqcup_{n \geq 1} S^n \) and has a filtration induced by the length of words in \( S^* \). Let \( \hat{\text{Ass}}(S) \) be its completion so that

\[
\hat{\text{Ass}}(S) \simeq \prod_{\alpha \in S^*} \mathbb{Q} \simeq \text{Map}(S^*, \mathbb{Q})
\]

as a vector space. A collection \( F : S^* \to \mathbb{Q} \) can be identified with an element \( F \in \hat{\text{Ass}}(S) \). Let \( R \) be an \( S \)-graded associative algebra and \( H : S \to R \) be a 1-collection such that \( H(\gamma) \in R_\gamma \) for \( \gamma \in S \). Then \( H \) induces an algebra homomorphism \( H : \text{Ass}(S) \to R \) and \( \hat{H} : \hat{\text{Ass}}(S) \to \hat{R} \).

The 1-collection \( F \ast H : S \to \hat{R} \) defined in (2.9) can be identified with \( \sum_{\gamma \in S} (F \ast H)(\gamma) \in \hat{R} \) which is equal to \( H(F) \in \hat{R} \).

Similarly, let \( \text{Lie}(S) = \text{Lie}(\mathbb{Q}S) \) be the free Lie algebra generated by \( S \). We can represent it as a Lie subalgebra \( \text{Lie}(S) \subset \text{Ass}(S) \). Let \( \hat{\text{Lie}}(S) \subset \hat{\text{Ass}}(S) \) be the completion of \( \text{Lie}(S) \). We say that \( F \in \text{Map}(S^*, \mathbb{Q}) \simeq \hat{\text{Ass}}(S) \) is a Lie collection if \( F \in \hat{\text{Lie}}(S) \). Let \( \mathfrak{g} \) be an \( S \)-graded Lie algebra and \( H : S \to \mathfrak{g} \) be a 1-collection such that \( H(\gamma) \in \mathfrak{g}_\gamma \) for \( \gamma \in S \). Then \( H \) induces a Lie algebra homomorphism \( H : \text{Lie}(S) \to \mathfrak{g} \) as well as \( H : \hat{\text{Lie}}(S) \to \hat{\mathfrak{g}} \). We define a 1-collection \( F \ast H : S \to \mathfrak{g} \) such that \( (F \ast H)(\gamma) \) is equal to the degree \( \gamma \) component of \( H(F) \in \hat{\mathfrak{g}} \). Similarly, given \( F, G \in \hat{\text{Lie}}(S) \), we define their plethysm \( F \circ G \in \hat{\text{Lie}}(S) \) as follows. The Lie algebra \( \text{Lie}(S) \) (as well as \( \hat{\text{Lie}}(S) \)) is \( S \)-graded, where \( \gamma \in S \subset \text{Lie}(S) \) has degree \( \gamma \). We can interpret \( G \in \hat{\text{Lie}}(S) \) as a map \( G' : S \to \text{Lie}(S) \), where \( G'(\gamma) \) is the degree \( \gamma \) component of \( G \). Then \( G' \) induces a Lie algebra homomorphism \( G' : \text{Lie}(S) \to \text{Lie}(S) \) as well as \( G' : \hat{\text{Lie}}(S) \to \hat{\text{Lie}}(S) \) and we define \( F \circ G \) to be the element \( G'(F) \in \hat{\text{Lie}}(S) \).
Note that this plethysm is equal to the plethysm of $F$ and $G$ considered as “associative” collections which was defined in (2.5). We will prove the following result in §4.3.

**Theorem 4.1.** Given two Lie collections $F, G \in \widehat{\text{Lie}}(S)$ and a 1-collection $H : S \to \mathfrak{g}$ as above, we have $(F \circ G) \ast H = F \ast (G \ast H)$.

Note that a Lie collection $F \in \widehat{\text{Lie}}(S)$ is determined by the coefficients of $F$ on a basis of $\text{Lie}(S)$. Such basis can be constructed using Lyndon words in $S$. Given an order on $S$, a word $w \in S^*$ is called a Lyndon word if for any factorization $w = uv$ (with $u, v \in S^*$), we have $w < v$ in lexicographical order on $S^*$. Given a Lyndon word $w$ (of length $\geq 2$), consider its standard factorization $w = uv$, where $u, v$ are Lyndon words and $v$ is the longest possible (note that $u < v$). Continuing this process we obtain a (plane) binary tree with leaves labeled by elements of $S$. Taking the Lie brackets at every internal vertex of the tree we obtain the required element $b(w) \in \text{Lie}(S)$. These elements form a Lyndon-Shirshov basis of $\text{Lie}(S)$.

Let us assume now that we are in the setting of §3.1 and let $Z, Z'$ be two central charges. Then we have 1-collections $\tilde{A}_Z$ and $\tilde{A}_{Z'}$ in $\mathcal{R}$ which we can consider as 1-collections in the Lie algebra $\mathfrak{g} = \bigoplus_{\gamma \in S} \mathcal{R}_\gamma \subset \mathcal{R}$. They are related by (3.13)

$$
(4.2) \quad \tilde{A}_{Z'} = (g_{Z'} \circ g_{Z'}^{-1}) \ast \tilde{A}_Z = (\log_{Z'} \circ s_{Z \to Z'} \circ \exp_{Z'}) \ast \tilde{A}_Z,
$$

A priori the above collection is contained in $\widetilde{\text{Ass}}(S)$, but we have the following result that follows from [17].

**Theorem 4.2.** Collection $\log_{Z'} \circ s_{Z \to Z'} \circ \exp_{Z'}$ is contained in $\widehat{\text{Lie}}(S)$.

It would be interesting to find an explicit formula for this collection in some basis of $\text{Lie}(S)$. An indication of how this can be done is given by the flow tree formula that we will discuss next.

4.2. **Flow tree formula.** Let $\mathcal{T}_{\text{bin}}(n) \subset \mathcal{T}(n)$ be the set of plane binary trees with leaves $1, \ldots, n$ (note that $\mathcal{T}_{\text{bin}}(1)$ contains just the unit tree §2.3). For any $\alpha \in S^n$ and $T \in \mathcal{T}_{\text{bin}}(n)$, define the element $\pi(T, \alpha) \in \text{Lie}(S)$ by taking Lie brackets at the internal vertices of $T$ and taking $\alpha_i \in S$ at the leaves $i \in L(T)$. The set of such elements generates $\text{Lie}(S)$, but they are linearly dependent.

Let $\mathfrak{g}$ be an $S$-graded Lie algebra and assume, similarly to §3.2, that we have a skew-symmetric form on $\Gamma = \mathbb{Z}^r \supset S$ such that

$$
(4.3) \quad \langle \gamma, \gamma' \rangle = 0 \implies [\mathfrak{g}_\gamma, \mathfrak{g}_{\gamma'}] = 0.
$$

Let

$$
(4.4) \quad F = \sum_{T, \alpha} f(T, \alpha) \cdot \pi(T, \alpha) \in \widehat{\text{Lie}}(S)
$$

be a Lie collection with $f(T, \alpha) \in \mathbb{Q}$ and let $H : S \to \mathfrak{g}$ be a 1-collection (with $H(\gamma) \in \mathfrak{g}_\gamma$). Then $F \ast H$ depends just on $f(T, \alpha)$ such that $\langle \alpha_{v_1}, \alpha_{v_2} \rangle \neq 0$, for any vertex $v \in V(T)$ with $\text{ch}(v) = (v_1, v_2)$ (see (2.13) for the definition of $\alpha_v$). Moreover, performing permutations of the children, we can assume that $f(T, \alpha) \neq 0$ only if $\langle \alpha_{v_1}, \alpha_{v_2} \rangle > 0$ for any vertex $v \in V(T)$ with $\text{ch}(v) = (v_1, v_2)$. Note that the corresponding elements $\pi(T, \alpha) \in \text{Lie}(S)$ are linearly dependent.
Now assume that we are in the setting of §3.2 and consider a 1-collection $A_*$ of attractor invariants in the Lie algebra $\mathfrak{g} = \bigoplus_{\gamma \in S} \mathbb{R}_\gamma \subset \mathbb{R}$. For any central charge $Z$, we have a 1-collection $\tilde{A}_Z$ in $\mathfrak{g}$ which satisfies (3.25)

$$\tilde{A}_Z = (g_Z \circ g_*^{-1}) \ast A_*.$$  

We expect that $g_Z \circ g_*^{-1}$ (or its modification that acts in the same way on 1-collections) is contained in $\text{Lie}(S)$. The following explicit formula for such collection is a generalization of the flow tree formula conjectured in [2]. The proof of the original flow tree formula was recently obtained in [5] and the proof of the conjecture below should go through the same lines.

**Conjecture 4.3** (Flow tree formula). For any generic central charge $Z = -\theta + i\rho$, we have $A_Z = F_Z \ast A_*$,

$$F_Z = \sum_{[a] \in S^n/\mathfrak{S}_n} \frac{1}{|\text{Aut}\alpha|} \sum_{\sigma \in \mathfrak{S}_n} \sum_{T \in \mathfrak{T}_{\text{fin}}(n)} \varepsilon_Z(T, \alpha, \sigma) \cdot \pi(T, \alpha^\sigma) \in \text{Lie}(S),$$

where $\alpha^\sigma = (\alpha_{\sigma_i})_i \in S^n$, $\text{Aut}\alpha \subset \mathfrak{S}_n$ is the stabilizer of $\alpha \in S^n$ under the action of $\mathfrak{S}_n$ and the coefficients $\varepsilon_Z(T, \alpha, \sigma) \in \{0, 1\}$ are defined as follows. Let $\|\alpha\| = \sum_{i=1}^n \alpha_i$ and $\theta' = \theta - \mu Z(\|\alpha\|)\rho$ so that $\theta'(\|\alpha\|) = 0$. Consider the skew-symmetric form on $\mathbb{Z}^n$ defined by $\langle e_i, e_j \rangle = \langle \alpha_{\sigma_i}, \alpha_{\sigma_j} \rangle$ and a linear map $\theta': \mathbb{Z}^n \rightarrow \mathbb{R}$ that is a generic perturbation of the linear map $e_i \mapsto \theta'(\alpha_{\sigma_i})$ such that $\theta'((\sum_i e_i) = 0$ (we assume that perturbations for different $\sigma \in \mathfrak{S}_n$ are compatible). Define linear maps $\theta_v: \mathbb{Z}^n \rightarrow \mathbb{R}$ for $v \in V(T)$ as follows

1. For any $v \in V(T)$, let $e_v = \sum_{i \in L(v)} e_i$ and $e'_v = e_{v_1}, e''_v = e_{v_2}$ with $(v_1, v_2) = \text{ch}(v)$.
2. Add a “parent” $w$ of the root $v_0 \in T$ and define $\theta_w = \theta'$ so that $\theta_w(e_{v_0}) = 0$.
3. Assume that $\theta_p$ for the parent $p$ of $v \in V(T)$ is known and $\theta_p(e_v) = 0$. Then define

$$\theta_v(\gamma) = \theta_p(\gamma) - \frac{\theta_p(e'_v)}{\langle e'_v, e''_v \rangle} \langle \gamma, e_v \rangle, \quad \gamma \in \mathbb{Z}^n,$$

where $\langle e'_v, e''_v \rangle = \langle e'_v, e''_v \rangle$ is assumed to be nonzero (4.8). Note that $\theta_v(e'_v) = \theta_v(e''_v) = 0$.

Finally, we define

$$\varepsilon_Z(T, \alpha, \sigma) = \begin{cases} 1 & \langle e'_v, e''_v \rangle > 0, \quad \theta_p(e'_v) < \theta_p(e''_v) \quad \forall v \in V(T), \quad p = p(v), \\ 0 & \text{otherwise}. \end{cases}$$

**Remark 4.4.** Note that the above flow tree formula is slightly different from the formula conjectured in [2]. In [2] one requires just that $\langle e'_v, e''_v \rangle$ and $\theta_p(e'_v) - \theta_p(e''_v)$ have opposite signs. This leads to more nonzero contributions and one needs to divide the resulting coefficient by $2^{n-1}$ which corresponds to permutations at the internal vertices of $T$. Moreover, in [2] one considers a generic perturbation of the skew-symmetric form, while in the above formula we consider a generic perturbation of the stability parameter.

**Remark 4.5.** Using notation from Example 3.1, let

$$\tilde{A}_Z(\gamma) = \frac{\Omega_Z(\gamma)}{y - 1} x^\gamma, \quad \tilde{A}_*(\gamma) = \frac{\Omega_*(\gamma)}{y - 1} x^\gamma$$

where $\Omega_Z(\gamma)$ and $\Omega_*(\gamma)$ are defined in (4.7) and (4.9), respectively.
for $\tilde{\Omega}_Z(\gamma), \tilde{\Omega}_*(\gamma) \in \mathbb{Q}(y)$. Then the above conjecture can be written in the form

$$\tilde{\Omega}_Z(\gamma) = \sum_{[\alpha] \in \mathbb{S}/\mathbb{E}_n} \frac{1}{|\text{Aut}\alpha|} \sum_{\sigma \in \mathbb{S}_n} \sum_{T \in \mathcal{I}_\text{bin}(n)} \varepsilon_Z(T, \alpha, \sigma) \kappa(T, \alpha^\sigma) \prod_{i=1}^n \tilde{\Omega}_*(\alpha_i),$$

(4.11) $$\kappa(T, \alpha) = \prod_{v \in V(T)} \kappa((\alpha_{v_1}, \alpha_{v_2})), \quad \kappa(m) = \frac{(-y)^m - (-y)^{-m}}{y^{-1} - y}.$$

This is the form of the flow tree formula conjectured in [2]. Note that it can be specialized to $y = 1$.

4.3. Collections in algebras over operads. To prove Theorem 4.1 it is convenient to generalize it first to arbitrary operads. Let $\mathcal{V}$ be a symmetric monoidal category and $\mathcal{P}$ be a symmetric operad in $\mathcal{V}$. Let $\mathcal{V}^S$ denote the category of $S$-graded objects in $\mathcal{V}$, with an induced symmetric monoidal category structure. The operad $\mathcal{P}$ induces an operad structure in $\mathcal{V}^\Gamma$, hence a monad $\mathcal{P}: \mathcal{V}^\Gamma \to \mathcal{V}^\Gamma$ and $\mathcal{P}: \mathcal{V}^S \to \mathcal{V}^S$ (recall that $\Gamma$ is a lattice and $S \subset \Gamma$). Let $A \in \mathcal{V}^S$ be a $\mathcal{P}$-algebra. Then, motivated by the previous discussion, we define a collection in $A$ to be a morphism in $\mathcal{V}^S$

$$H: S \otimes \mathbf{1} \to A, \quad S \otimes \mathbf{1} = \bigoplus_{\gamma \in S} \mathbf{1} \in \mathcal{V}^S,$$

where $\mathbf{1} \in \mathcal{V}$ is the identity object (for $\mathcal{V} = \text{Vect}_\mathbb{Q}$, we have $\mathbf{1} = \mathbb{Q}$).

**Remark 4.6.** The functor

$$S \otimes - : \mathcal{V} \to \mathcal{V}^S, \quad V \mapsto S \otimes V = \bigoplus_{\gamma \in S} V$$

has a right adjoint

$$\text{Hom}(S, -) : \mathcal{V}^S \to \mathcal{V}, \quad W \mapsto \prod_{\gamma \in S} W_\gamma.$$

Therefore a 1-collection $H: S \otimes \mathbf{1} \to A$ can be identified with $H: \mathbf{1} \to \prod_{\gamma \in S} A_\gamma =: \hat{A}$. For $\mathcal{V} = \text{Vect}_\mathbb{Q}$ and $\mathbf{1} = \mathbb{Q}$, we obtain $H \in \hat{A}$. 

![Figure 2. A binary tree $T \in \mathcal{I}_\text{bin}(5)$ with the root $v_0$ and its "parent" $w$.](image)
Consider the free $\mathcal{P}$-algebra $\mathcal{P}W \in \mathcal{V}S$, where $W = S \otimes 1$. Motivated by the previous discussion, we define a collection to be a morphism $F: W \to \mathcal{P}W$ in $\mathcal{V}S$ or equivalently
\begin{equation}
F: 1 \to \text{Hom}(S; \mathcal{P}W) = \prod_{\gamma \in S} \mathcal{P}(W)_{\gamma} =: \hat{\mathcal{P}}(W).
\end{equation}

Note that for $\mathcal{V} = \text{Vect}_Q$, we have $1 = Q$, $S \otimes 1 = QS$ and $F \in \hat{\mathcal{P}}(QS)$.

We define plethysm $F \circ H: W \to A$ between $F: W \to \mathcal{P}W$ and $H: W \to A$ to be the composition
\begin{equation}
W \xrightarrow{F} \mathcal{P}W \xrightarrow{\mathcal{P}H} \mathcal{P}A \xrightarrow{\mu} A,
\end{equation}
where $\mu: \mathcal{P}A \to A$ is the multiplication structure of the $\mathcal{P}$-algebra $A$. One can see that in the case $\mathcal{V} = \text{Vect}_Q$ and $\mathcal{P} = \text{Ass}$ or $\mathcal{P} = \text{Lie}$, plethysm $F \circ H \in \hat{\mathcal{A}}$ corresponds to the 1-collection $F^* H: S \to A$ we defined earlier.

In particular, for two collections $F, G: W \to \mathcal{P}W$, we have plethysm $F \circ G: W \to \mathcal{P}W$.

Again, one can see that in the case $\mathcal{V} = \text{Vect}_Q$ and $\mathcal{P} = \text{Ass}$, plethysm $F \circ G \in \hat{\mathcal{P}}(W)$ corresponds to the plethysm $F \circ G \in \hat{\text{Ass}}(S)$ we defined earlier. In the case $\mathcal{V} = \text{Vect}_Q$ and $\mathcal{P} = \text{Lie}$, we have collections $F, G \in \hat{\text{Lie}}(S)$ and their plethysm $F \circ G \in \hat{\text{Lie}}(S)$.

Now the statement of the theorem follows from the following result.

**Lemma 4.7.** Given collections $F, G: W \to \mathcal{P}W$ and $H: W \to A$, we have $(F \circ G) \circ H = F \circ (G \circ H)$.

**Proof.** The statement follows from the commutativity of the diagram
\begin{equation}
\begin{array}{c}
W \xrightarrow{F} \mathcal{P}W \xrightarrow{\mathcal{P}G} \mathcal{P}^2 W \xrightarrow{\mathcal{P}^2 H} \mathcal{P}^2 A \xrightarrow{\mu} \mathcal{P}A \\
\mathcal{P}W \xrightarrow{\mathcal{P}H} \mathcal{P}A \xrightarrow{\mu} A
\end{array}
\end{equation}

\[\square\]

**Appendix A. Relation to operadic categories**

The goal of this appendix is to embed our wall-crossing setting developed in the previous sections into the framework of operadic categories. We will discuss only the most necessary definitions and constructions without delving into finer details. An interested reader can consult [3, 21] for more details on operadic categories.

**A.1. From a semigroup to an operadic category.** Let $S$ be a commutative semigroup. As in §2.1, we assume that every element in $S$ can be represented as a finite sum of other elements in finitely many ways. Recall that for any map $\phi: I \to J$ between finite sets, we define
\begin{equation}
\phi^*: S^I \to S^J, \quad (\phi^* \alpha)_i = \sum_{i \in \phi^{-1}(j)} \alpha_i, \quad \alpha \in S^I, \ j \in J,
\end{equation}
\begin{equation}
\phi_*: S^J \to S^I, \quad (\phi_* \alpha)_{\phi(i)} = \alpha_i, \quad \alpha \in S^J, \ i \in I.
\end{equation}

Let $\Delta$ be the category of finite non-empty ordered sets and order-preserving maps between them, called the *simplex category*. Consider the functor
\begin{equation}
W: \Delta \to \text{Set}
\end{equation}
defined by \( W(I) = S^I \) and \( W(\phi) = \phi_*: W(I) \to W(J) \), for a morphism \( \phi: I \to J \) in \( \Delta \). Let \( \mathcal{C} = \Gamma(W) \) be the Grothendieck construction for the functor \( W \). This is a category whose objects are pairs \((I, \alpha)\), where \( I \in \Delta \) and \( \alpha \in W(I) \), and morphisms \( \phi: (I, \alpha) \to (J, \beta) \) are morphisms \( \phi: I \to J \) in \( \Delta \) such that \( \beta = \phi_*(\alpha) \). Note that the set of isomorphism classes of objects in \( \mathcal{C} \) can be identified with \( S^* = \bigsqcup_{n \geq 1} S^n \). The forgetful functor
\[
|\cdot|: \mathcal{C} \to \text{Set}_f, \quad (I, \alpha) \mapsto I,
\]
where \( \text{Set}_f \) denotes the category of finite sets, will be called the cardinality functor. For a morphism \( \phi: (I, \alpha) \to (J, \beta) \) as above we will sometimes write \(|\phi|: I \to J\) to distinguish it from the morphism \( \phi \).

Given an object \( b = (J, \beta) \) in \( \mathcal{C} \), consider the comma category \( \mathcal{C}/b \) \([23, \S II.6]\) whose objects are morphisms \( \phi: a \to b \) in \( \mathcal{C} \) and morphisms from \( \phi: a \to b \) to \( \phi': a' \to b \) are morphisms \( \psi: a \to a' \) in \( \mathcal{C} \) such that \( \phi' \psi = \phi \). We define a functor
\[
F: \mathcal{C}/b \to \mathcal{C}^{[b]} = \mathcal{C}^I,
\]
called the fiber functor, as follows. For any morphism \( \phi: a = (I, \alpha) \to (J, \beta) = b \) (an object in \( \mathcal{C}/b \)) and any \( j \in J \), we define the object
\[
F_j(\phi) = \phi^{-1}j = (I_j, \alpha|_{I_j}) \in \mathcal{C},
\]
called the fiber of \( \phi \), where \( \iota_j: I_j = |\phi|^{-1}(j) \hookrightarrow I \) is an embedding and
\[
\alpha|_{I_j} = \iota_{j*}(\alpha) \in W(I_j).
\]
is a restriction. The category \( \mathcal{C} \) equipped with the cardinality functor and the fiber functors is an example of an operadic category \([3, 21]\) which we will recall below.

### A.2. Operadic categories

One defines an operadic category (see \([3]\) and a slight generalization \([21]\)) to be a category \( \mathcal{C} \) equipped with a functor \(|\cdot|: \mathcal{C} \to \text{Set}_f \), called a cardinality functor, and functors \( F: \mathcal{C}/b \to \mathcal{C}^{[b]} \) for all \( b \in \mathcal{C} \), called fiber functors, such that the following conditions are satisfied

1. For any \( b \in \mathcal{C} \), the diagram
\[
\begin{array}{ccc}
\mathcal{C}/b & \xrightarrow{F} & \mathcal{C}^{[b]} \\
|\cdot| \downarrow & & \downarrow |\cdot| \\
\text{Set}/[b] & \xrightarrow{F} & \text{Set}^{[b]}
\end{array}
\]
commutes, where \( F: \text{Set}/J \to \text{Set}^I \) is defined by \( F(\phi): I \to J = (\phi^{-1}(j))_{j \in J} \). For any \( \phi: a \to b \) in \( \mathcal{C} \) and \( j \in [b] \), define the fiber \( \phi^{-1}j := F_j(\phi) \in \mathcal{C} \). It satisfies \(|\phi^{-1}j| = |\phi|^{-1}(j)\).

2. The identity morphism \( 1_b: b \to b \) is trivial for every \( b \in \mathcal{C} \). Here a morphism \( \phi: a \to b \) in \( \mathcal{C} \) is called (fiberwise) trivial if its fibers are trivial. An object \( b \in \mathcal{C} \) is called trivial if \([b] = 1\) and the fiber functor \( F: \mathcal{C}/b \to \mathcal{C} \) is the forgetful functor \((a \to b) \mapsto a\).

3. (Compatibility condition on taking fibers twice \([21]\)). Given morphisms \( a \xrightarrow{\phi} b \xrightarrow{\psi} c \) in \( \mathcal{C} \),
\[
\begin{array}{ccc}
a & \xrightarrow{\phi} & b \\
\psi \downarrow & & \downarrow \psi \\
c & \xrightarrow{\psi} & c
\end{array}
\]
consider \( \tilde{\phi} : \psi \phi \to \psi \) in \( C/c \) and \( F_j(\tilde{\phi}) : F_j(\psi \phi) \to F_j(\psi) = \psi^{-1} j \) for \( j \in |c| \). Then

\[
F(\phi) = \prod_{j \in |c|} F(F_j(\tilde{\phi})) \in \prod_{j \in |c|} C^{[\psi^{-1} j]} = C^{[b]}.
\]

**Remark A.1.** If \( \psi : b \to c \) is trivial, then \( |\psi| : |b| \to |c| \) is a bijection. Using the notation of the third axiom, consider \( \tilde{\phi} : \psi \phi \to \psi \) and \( F_j(\tilde{\phi}) : F_j(\psi \phi) \to \psi^{-1} j \) for \( j \in |c| \). As \( \psi^{-1} j \) is trivial, we obtain \( F(F_j(\tilde{\phi})) = F_j(\psi \phi) \), hence \( F(\phi) = \prod_{j \in |c|} F_j(\psi \phi) = F(\psi \phi) \), where \( C^{[b]} \) and \( C^{[c]} \) are identified using the bijection \( |\psi| : |b| \to |c| \).

Let \( C_0 \subset C \) be the subcategory consisting of all objects in \( C \) and fiberwise trivial morphisms between them. We will usually assume that \( C_0 \) is a skeletal category, meaning that every isomorphism class has just one representative. Given a symmetric monoidal category \( \mathcal{V} \), we define the category \( \text{Col}(C, \mathcal{V}) \) of \( C \)-collections in \( \mathcal{V} \) to be the category of functors \( \text{Fun}(C_0^{\text{op}}, \mathcal{V}) \).

**Example A.2.** Let \( C \) be the category of (non-empty) finite sets, \( |-| : C \to \text{Set}_t \) be the identity functor and fiber functors be defined in the obvious way. Then \( C_0 = \mathbb{S} \) is the groupoid consisting of finite sets and bijections between them. A \( C \)-collection in \( \mathcal{V} \) is the usual symmetric collection \( (X(n) \in \mathcal{V})_{n \geq 1} \), where \( X(n) \) is equipped with an action of the symmetric group \( \mathfrak{S}_n \). Let \( C = \Delta \) be the category of (non-empty) finite ordered sets and order-preserving maps between them, \( |-| : C \to \text{Set}_t \) be an embedding and fiber functors be defined in the obvious way. Then \( C_0 \) has objects parametrized by \( n \geq 1 \) (up to an isomorphism) and only identity morphisms between them. A \( C \)-collection in \( \mathcal{V} \) is a collection of objects \( (X(n) \in \mathcal{V})_{n \geq 1} \) which is the usual non-symmetric collection in \( \mathcal{V} \).

**Example A.3.** Let \( C = \Gamma(W) \) be the category constructed in §A.1 and let \( |-| \) and \( F \) be the functors constructed there. Then \( C \) is an operadic category. The subcategory \( C_0 \subset C \) has objects parametrized by pairs \( (n, \alpha) \) (up to an isomorphism), where \( n \geq 1 \) and \( \alpha \in S^n \), and only identity morphisms between them. A \( C \)-collection in \( \mathcal{V} \) is a collection of objects \( (X(\alpha) \in \mathcal{V})_{\alpha \in S^*} \), where \( S^* = \bigcup_{n \geq 1} S^n \).

### A.3. Plethysm.

From now on we assume that \( \mathcal{V} \) has all necessary colimits. Assuming that \( C_0 \) has only identity morphisms, we define a plethysm \( X \circ Y \) of two collections \( X, Y \in \text{Col}(C, \mathcal{V}) \) to be a new collection given by

\[
(X \circ Y)(\alpha) = \bigoplus_{\phi : a \to b} X(b) \otimes Y(\phi), \quad Y(\phi) = \bigotimes_{j \in |[b]|} Y(\phi^{-1} j),
\]

where the sum runs over all objects \( \phi \) in the comma category \( a/C \).

**Example A.4.** Let \( C = \Gamma(W) \) be as in §A.1. A morphism \( \phi : a = (I, \alpha) \to (J, \beta) = b \) is an order-preserving map \( \pi = |\phi| : I \to J \) such that \( \beta = \pi_* (\alpha) \). For any \( j \in J = |b| \), we have \( \phi^{-1} j = (I_j, \alpha|_{I_j}) \), where \( I_j = \pi^{-1} j \subset I \). Therefore, for two collections \( X, Y : S^* \to \mathcal{V} \), we have

\[
(X \circ Y)(\alpha) = \bigoplus_{\pi : I \to J} X(\pi_* \alpha) \otimes \bigotimes_{j \in J} Y(\alpha|_{\pi^{-1} j}), \quad \alpha \in S^I,
\]

where the sum runs over all order preserving surjective maps \( \pi : I \to J \) (we assume that \( Y(\emptyset) = 0 \)). This formula should be compared to the definition of plethysm in (2.5).
In the case of $C_0$ having arbitrary morphisms, the definition of plethysm is slightly more complicated. We will propose the definition inspired by [21, Proposition 9.2], where the case $V = \text{Set}$ was considered. We have seen in Remark A.1, that given a morphism $\phi: a \to b$ and a fiberwise trivial morphism $\psi: b \to c$, we have $\phi^{-1}i = (\psi \phi)^{-1}j$, for $i \in |b|$ and $j = |\psi|(i) \in |c|$. Given collections $X, Y \in \text{Col}(C, V)$, we obtain an isomorphism $f: Y(\phi) \cong Y(\psi \phi)$ and a map

\begin{equation}
X(c) \otimes Y(\psi \phi) \xrightarrow{X(\psi) \otimes f^{-1}} X(b) \otimes Y(\phi).
\end{equation}

Consider the comma category $a/C_0$ whose objects are morphisms $\phi: a \to b$ in $C$ and morphisms from $\phi: a \to b$ to $\phi': a \to c$ are morphisms $\psi: b \to c$ in $C_0$ such that $\phi' = \psi \phi$. Then we have a functor

\begin{equation}
(a/C_0)^{\text{op}} \to V,
\end{equation}

and we define

\begin{equation}
(X \circ Y)(a) = \text{colim}_{\phi: a \to b} X(b) \otimes Y(\phi)
\end{equation}

To avoid any difficulties let us assume that a morphism in $C$ is fiberwise trivial if and only if it is invertible. The unit collection $1: C_0^{\text{op}} \to V$ is defined by $1(a) = 1 \in V$ if $a \in C_0$ is a trivial object (in particular $|a| = 1$) and zero otherwise. All morphisms are sent to identities. One defines an operad to be a collection in $\text{Col}(C, V)$ equipped with a monoid structure with respect to plethysm.

**Example A.5.** Let $C$ be the category of (non-empty) sets as in Example A.2. Then $C_0 = S$ is the groupoid of finite sets and a collection $X \in \text{Col}(C, V)$ can be identified with a collection of objects $(X(n) \in V)_{n \geq 1}$ such that $X(n)$ is equipped with an action of the symmetric group $S_n$. A map $\phi: n = \{1, \ldots, n\} \to m = \{1, \ldots, m\}$ in the above colimit should be surjective (we set $Y(\emptyset) = 0$). A map $\psi: m \to m'$ from $C_0$ is a bijection and we can identify it with an element $\psi \in S_m$. We obtain

\begin{equation}
(X \circ Y)(n) = \bigoplus_{m \geq 1} X(m) \otimes_{S_m} \left( \bigoplus_{\phi: n \to m} Y(\phi) \right)
\end{equation}

which is the usual definition of plethysm between two symmetric collections [13].
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