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Abstract. We consider the inhomogeneous biharmonic nonlinear Schrödinger equation

$$iu_t + \Delta^2 u + \lambda |x|^{-b} |u|^\alpha u = 0,$$

where $\lambda = \pm 1$ and $\alpha, b > 0$. In the subcritical case, we improve the global well-posedness result obtained in [7] for dimensions $N = 5, 6, 7$ in the Sobolev space $H^2(\mathbb{R}^N)$. The fundamental tools to establish our results are the standard Strichartz estimates related to the linear problem and the Hardy-Littlewood inequality. Results concerning the energy-critical case, that is, $\alpha = 8 - \frac{2b}{N}$, are also reported. More precisely, we show well-posedness and a stability result with initial data in the critical space $\dot{H}^s$.

1. Introduction

This paper deals with the initial-value problem (IVP) associated to the inhomogeneous biharmonic nonlinear Schrödinger equation (IBNLS for short)

$$\begin{cases}
  i\partial_t u + \Delta^2 u + \lambda |x|^{-b} |u|^\alpha u = 0, & t \in \mathbb{R}, \ x \in \mathbb{R}^N, \\
  u(0, x) = u_0(x),
\end{cases}$$

(1.1)

where $\Delta^2$ denotes the biharmonic operator, $u = u(t, x)$ is a complex-valued function in space-time $\mathbb{R} \times \mathbb{R}^N$, $\alpha, b > 0$ and $\lambda$ is a real constant that may be normalized to $\pm 1$. The equation in (1.1) is an inhomogeneous version of the well known biharmonic nonlinear Schrödinger equation (BNLS) (also termed fourth-order Schrödinger equation), see [4]. Moreover, the equation is called “focusing IBNLS” when $\lambda = -1$ and “defocusing IBNLS” when $\lambda = 1$.

To the best of our knowledge, from the mathematical viewpoint, the study of well-posedness for fourth-order Schrödinger-type equations with inhomogeneous nonlinearities was initiated in [2], where the authors considered the inhomogeneous power $|x|^{-2} |u|^{\frac{4}{N}} u$ and established results of local well-posedness, and blow up in finite time for initial data with negative energy and radial symmetry. Concerning more general power-like nonlinearities of the form $|x|^{-b} |u|^\alpha u$, very recently, in [7], the authors proved several well-posedness results in $L^2(\mathbb{R}^N)$ and $H^2(\mathbb{R}^N)$. Local well-posedness in the energy space has also appeared in [9]. Global well-posedness for large initial data in the energy space and concentration in the critical Lebesgue space were proved in [1]. In [15] the author established a scattering result in the energy space.

Before describing our result we first observe that the IBNLS equation is invariant by scaling in the following sense: if $u$ is a solution of (1.1) then the scaled function $u_{\mu}(t, x) = \mu^{\frac{4}{N} + \frac{2b}{\alpha}} u(\mu^4 t, \mu x), \ \mu > 0$, is also a solution of (1.1) with initial data $u_{0,\mu}(x) = \mu^{\frac{4}{N} + \frac{2b}{\alpha}} u_0(\mu x)$. In addition, it is easily seen that

$$\|u_{0,\mu}\|_{\dot{H}^s} = \mu^{-s - \frac{N}{2} - \frac{4+b}{\alpha}} \|u_0\|_{\dot{H}^s},$$

which means that the Sobolev space invariant by the above scaling is $\dot{H}^s(\mathbb{R}^N)$, with $s_c = \frac{N}{2} - \frac{4+b}{\alpha}$. Thus, as usually termed in dispersive equations, the case $s_c = 0$ (equivalently $\alpha = \frac{8-2b}{N}$) is said to
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be mass-critical or $L^2$-critical since at this level the equation preserves the mass given by

$$M[u(t)] = \int_{\mathbb{R}^N} |u(t,x)|^2 dx.$$ 

Also, the case $s_c = 2$ (equivalently $\alpha = \frac{8-2b}{N}$) is said to be energy-critical or $H^2$-critical because the equation conserves the energy

$$E[u(t)] = \frac{1}{2} \int_{\mathbb{R}^N} |\Delta u(t,x)|^2 dx + \frac{\lambda}{\alpha + 2} \int_{\mathbb{R}^N} |x|^{-b}|u|^\alpha dx.$$ 

Finally, in the case $0 < s_c < 2$ the equation is said to be mass-supercritical and energy-subcritical (or intercritical). This case is equivalent to $\frac{8-2b}{N} < \alpha < 4^*$, where

$$4^* := \begin{cases} \frac{8-2b}{N-4}, & \text{if } N \geq 5, \\ +\infty, & \text{if } 1 \leq N \leq 4. \end{cases}$$ (1.2)

Now we are able to describe our results and to motivate the present work. In [7], for $N \geq 3$, we showed local well-posedness in $H^2(\mathbb{R}^N)$ with $0 < b < \min\left\{\frac{N}{4}, 4\right\}$ and $0 < b < \frac{N^2-8N+32}{8}$.

Moreover, we also established global well-posedness in the mass-subcritical and mass-critical cases, that is, $\min\left\{\frac{2(1-b)}{N}, 0\right\} < \alpha \leq \frac{8-2b}{N}$. These global results were proved as an application of a Gagliardo-Nirenberg-type inequality, taking account the conservation of the mass and the energy.

In the intercritical case, we proved the small data global existence under some restrictions on the parameters $b$, $\alpha$ and $N$. More specifically, the following result was proved.

**Theorem A.** Assume one of the following conditions:

(i) $N \geq 8$, $0 < b < 4$, and $\frac{8-2b}{N} < \alpha < 4^*$;

(ii) $N = 5, 6, 7$, $\frac{8-2b}{N} < \alpha < \frac{N-2}{N-4}$ and $0 < b < \frac{N^2-8N+32}{8}$;

(iii) $N = 6, 7$, $0 < b < N - 4$, and $\frac{8-2b}{N} < \alpha < 4^*$;

(iv) $N = 3, 4$, $0 < b < \frac{N}{2}$, and $\frac{8-2b}{N} < \alpha < \infty$.

Suppose $u_0 \in H^2(\mathbb{R}^N)$ satisfies $\|u_0\|_{H^2} \leq \eta$, for some $\eta > 0$. Then there exists $\delta = \delta(\eta) > 0$ such that if $\|e^{it\Delta} u_0\|_{B(\dot{H}^{s_c})} < \delta$, then there exists a unique global solution $u$ of (1.1).

Note that in dimensions $N = 5, 6, 7$, Theorem A does not cover the range for $\alpha$ and $b$ where the local well-posedness was established, that is, $\frac{8-2b}{N} < \alpha < 4^*$ and $0 < b < \min\left\{\frac{N}{4}, 4\right\}$. So, in this paper, our first interest is to improve these global results by extending the range of the parameter $\alpha$. Our first main result the following.

**Theorem 1.1.** Assume $N \geq 3$, $0 < b < \min\left\{\frac{N}{4}, 4\right\}$, and $\frac{8-2b}{N} < \alpha < 4^*$ ($\frac{8-2b}{N} < \alpha < 7 - 2b$ if $N = 5$). If $u_0 \in H^2(\mathbb{R}^N)$ satisfies $\|u_0\|_{H^2} \leq \eta$, for some $\eta > 0$. Then there exists $\delta = \delta(\eta) > 0$ such that if $\|e^{it\Delta} u_0\|_{B(\dot{H}^{s_c})} < \delta$, then there exists a unique global solution $u$ of (1.1) such that

$$\|u\|_{B(\dot{H}^{s_c})} \leq 2\|e^{it\Delta} u_0\|_{B(\dot{H}^{s_c})} \quad \text{and} \quad \|u\|_{B(L^2)} + \|\Delta u\|_{B(L^2)} \leq c\|u_0\|_{H^2},$$

for some universal constant $c > 0$.

Observe that in dimension $N = 5$ we have the extra restriction $\alpha > 7 - 2b$ (instead of $\alpha < 8 - 2b$), which still leaves a lack in the range of $\alpha$. This restriction seems to be technical and appears in the proof of our nonlinear estimates (see Lemma 3.2). However, if we insist with the assumption $\frac{8-2b}{N} < \alpha < 8 - 2b$, then we need to restrict the range of $b$.

**Theorem 1.2.** Let $N = 5$, $0 < b \leq \frac{3}{2}$ and $\frac{8-2b}{N} < \alpha < 8 - 2b$. If $u_0 \in H^2(\mathbb{R}^N)$ satisfies $\|u_0\|_{H^2} \leq \eta$, for some $\eta > 0$. Then there exists $\delta = \delta(\eta) > 0$ such that if $\|e^{it\Delta} u_0\|_{L^4_t L^8_x} < \delta$, then there exists a unique global solution $u$ of (1.1) such that

$$\|u\|_{L^4_t L^8_x} \leq 2\|e^{it\Delta} u_0\|_{L^4_t L^8_x} \quad \text{and} \quad \|u\|_{B(L^2)} + \|\Delta u\|_{B(L^2)} \leq 2c\|u_0\|_{H^2},$$

for some universal constant $c > 0$. 

Observe that in dimension $N = 5$ we have the extra restriction $\alpha > 7 - 2b$ (instead of $\alpha < 8 - 2b$), which still leaves a lack in the range of $\alpha$. This restriction seems to be technical and appears in the proof of our nonlinear estimates (see Lemma 3.2). However, if we insist with the assumption $\frac{8-2b}{N} < \alpha < 8 - 2b$, then we need to restrict the range of $b$.
for some universal constant $c > 0$, where
\[ a^* = \frac{8\alpha(\alpha + 1 - \theta)}{8 - 2b - \alpha(N - 4) + 2\varepsilon\alpha} \quad \text{and} \quad r^* = \frac{2\alpha N(\alpha + 1 - \theta)}{\alpha(N + 4 - 2b) - 2\theta(4 - b) - 2\varepsilon\alpha}, \] (1.3)
with $\theta$ and $\varepsilon$ sufficiently small numbers.

The restriction $b \leq \frac{3}{2}$ comes from the fact that we need $\alpha > 1$ to prove our nonlinear estimates (see Lemma 3.3), which forces $\frac{8-2b}{\alpha} \geq 1$ or, equivalently, $b \leq \frac{3}{2}$. Of course, if $\alpha > 1$ then we do not need such a restriction and we may establish the following.

**Corollary 1.3.** If $N = 5$, $0 < b < \frac{5}{2}$ and $\min\{1, \frac{8-2b}{\alpha}\} < \alpha < 8 - 2b$ then the same conclusion of Theorem 1.2 holds.

Theorems 1.1 and 1.2 improve the results presented in Theorem A for $N = 5, 6, 7$. The main new tool used to prove our nonlinear estimates is the Hardy-Littlewood inequality (see Lemma 2.1). As usual, based on the Strichartz estimates, we construct a suitable metric space such that the integral operator
\[ G(u)(t) = e^{it\Delta^2} u_0 + i\lambda \int_0^t e^{i(t-t')\Delta^2} |x|^{-b} |u(t')|^{\alpha} u(t') dt' \] (1.4)
is a contraction, which in view of the contraction mapping principle gives our global solution. Here and throughout the paper, $e^{it\Delta^2} u_0$ stands for the solution of the linear problem associated with (1.1).

We point out that, for $N \geq 3$ and $N \neq 5$, we obtain the best possible results, in the sense that $\alpha$ and $b$ range in the largest possible intervals, i.e., $\alpha$ involves the whole intercritical range and $b$ the same range where the local theory was proved (see [7, Theorem 1.2]). On the other hand, in dimension $N = 5$, when $\frac{8-2b}{\alpha} < \alpha < 8 - 2b$ the case $\frac{5}{2} < b < \frac{9}{2}$ is not covered by our results and it is left as an open problem.

Next, making use of the estimates on $|x|^{-b} |u|^{\alpha} u$, we may also improve the scattering criterion and the stability results shown in [7], in the intercritical case. More precisely, we may prove the following.

**Proposition 1.4.** Let $u_0 \in H^2(\mathbb{R}^N)$ and let $u$ be the corresponding global solution of (1.1). Suppose $\|u\|_{B(\dot{H}^{s_{-\varepsilon}})} < +\infty$ (or $\|u\|_{L_t^q L_x^{\infty}} < +\infty$) and $\sup_{t \in \mathbb{R}} \|u(t)\|_{H^2} \leq \eta$. If the assumptions in Theorem 1.1 (or Theorem 1.2) hold, then $u$ scatters in $H^2(\mathbb{R}^N)$ as $t \to \pm\infty$.

**Proposition 1.5.** Let $I \subseteq \mathbb{R}$ be an interval containing zero and suppose that assumptions in Theorem 1.7 hold. Assume $\tilde{u}_0 \in H^2(\mathbb{R}^N)$ and let $\tilde{u}$ be a solution of
\[
\begin{cases}
  i\partial_t \tilde{u} + \Delta^2 \tilde{u} + \lambda |x|^{-b} |\tilde{u}|^{\alpha} \tilde{u} = e, & t \in I, x \in \mathbb{R}^N, \\
  \tilde{u}(0) = \tilde{u}_0,
\end{cases}
\]
satisfying
\[ \sup_{t \in I} \|\tilde{u}\|_{H^2} \leq M \quad \text{and} \quad \|\tilde{u}\|_{B(\dot{H}^{s_{-\varepsilon}}; I)} \leq L, \]
where $M$ and $L$ are positive constants. Let $u_0 \in H^2(\mathbb{R}^N)$ be such that
\[ \|u_0 - \tilde{u}_0\|_{H^2} \leq M' \quad \text{and} \quad \|e^{it\Delta^2} (u_0 - \tilde{u}_0)\|_{B(\dot{H}^{s_{-\varepsilon}}; I)} \leq \varepsilon, \]
for some positive constant $M'$ and some $0 < \varepsilon < \varepsilon_1$. Moreover, assume also the following error estimates
\[ \|e\|_{B(\dot{H}^{s_{-\varepsilon}}; I)} + \|e\|_{B'(L^2; I)} + \|\nabla e\|_{L_t^1 L_x^{\frac{4N}{N-2}}} \leq \varepsilon. \]

Then, there exists a unique solution $u$ to (1.1) defined on $I \times \mathbb{R}^N$, with initial data $u_0$ such that
\[ \|u - \tilde{u}\|_{B(\dot{H}^{s_{-\varepsilon}}; I)} \lesssim \varepsilon \quad \text{and} \quad \|u\|_{B(\dot{H}^{s_{-\varepsilon}}; I)} + \|u\|_{B(L^2; I)} + \|\Delta u\|_{B(L^2; I)} \lesssim 1, \]
where the implicit constants depend on $M, M'$ and $L$. 
Note that in Proposition 1.5 we assume only that the assumption in Theorem 1.1 hold (we do not consider the conditions of Theorem 1.2). The reason is that to prove our nonlinear estimates we need to estimate the quantities \( \nabla(|x|^{-b}|u|^\alpha u) \) in Theorem 1.1 and \( \Delta(|x|^{-b}|u|^\alpha u) \) in Theorem 1.2. When dealing with the gradient we have nice estimates that allows to prove Proposition 1.3.

On the other hand, the estimates on the Laplacian operator are not suitable enough to establish the same result.

As a second interest in this paper, we study the IVP associated to the energy-critical IBNLS, that is, (1.1) with \( \alpha = \frac{4-N}{2} \). Before stating the results, let us recall some results for (1.1) in the limiting case \( b = 0 \), which is is termed as the biharmonic nonlinear Schrödinger equation (BNLS). In the defocusing case \( \lambda = 1 \), by combining the concentration-compactness argument (see [3]) with some Morawetz-type estimates, in [12], the author showed global well-posedness and scattering for \( \alpha = \frac{4-N}{N-4} \) assuming radially symmetric initial data. Later, in [11] the authors showed a similar result removing the radial assumption on the initial data, for \( N \geq 9 \). In [8] was showed the global well-posedness and scattering for the cubic BNLS \( \alpha = 2 \) and \( N = 8 \). In the focusing case \( \lambda = -1 \), in [13] and [10] the authors independently showed the global well-posedness and scattering in the energy-critical case, with radial data in \( \dot{H}^2(\mathbb{R}^N) \) and energy norms below that of the ground states.

Our main interest here is to study the problem of well-posedness and stability for (1.1). First, we show that IBNLS is well-posed in \( \dot{H}^2(\mathbb{R}^N) \) with some restrictions on the dimension.

**Theorem 1.6.** Assume \( 5 \leq N \leq 11 \), \( \alpha = \frac{4-N}{N-4} \) and \( 0 < b < \frac{12-N}{N-2} \). Let \( I \subseteq \mathbb{R} \) be a time interval containing zero. If \( u_0 \in \dot{H}^2(\mathbb{R}^N) \) satisfies \( \|u_0\|_{\dot{H}^2} \leq A \), for some \( A > 0 \). Then there exists \( \delta = \delta(A) > 0 \) such that if \( \|e^{it\Delta}u_0\|_{B(I)} < \delta \), then there exists a unique solution \( u \) of (1.1) in \( I \times \mathbb{R}^N \) such that

\[
\|u\|_{B(I)} \leq 2\delta \quad \text{and} \quad \|\Delta u\|_{B(L^2;I)} \leq 2cA,
\]

for some universal constant \( c > 0 \), where

\[
B(I) = L_t^{2(\frac{N+4}{N-4})} L_x^{2(\frac{N+4}{N-4})}.
\]

To show Theorem 1.6 we need to establish a good estimate on the nonlinearity and to this end we use the Hardy-Littlewood inequality. The advantage here is that, contrary to estimates in the intercritical case, we do not need to divide the estimates inside and outside the unit ball. Note that in the previous theorem we have imposed the restriction \( b < \frac{12-N}{N-2} \); this comes from the fact that to apply the fixed point argument we need \( \alpha - b - 1 > 0 \) (see Lemma 1.1). Note that this also forces \( N \leq 11 \). We believe it would be interesting to extend the range of the parameter \( b \) and establish similar results in higher dimensions, \( N \geq 12 \).

Finally, we show a stability result for the solutions of (1.1) in the critical case.

**Theorem 1.7.** Assume that assumptions in Theorems 1.6 hold. For a given interval \( I \) with \( 0 \in I \subseteq \mathbb{R} \), let \( \tilde{u} : I \times \mathbb{R}^N \to \mathbb{C} \) be a solution of

\[
i\partial_t\tilde{u} + \Delta^2\tilde{u} + \lambda|x|^{-b}|\tilde{u}|^\alpha\tilde{u} = e,
\]

with initial data \( \tilde{u}_0 \in \dot{H}^2(\mathbb{R}^N) \) satisfying

\[
\sup_{t \in I} \|\tilde{u}\|_{\dot{H}^2} \leq M \quad \text{and} \quad \|\tilde{u}\|_{B(I)} \leq L, \quad \text{for} \quad M, L > 0.
\]

Assume that \( u_0 \in \dot{H}^2(\mathbb{R}^N) \) satisfies

\[
\|u_0 - \tilde{u}_0\|_{\dot{H}^2} \leq M', \quad \|\nabla e\|_{L_t^2L_x^{\frac{2N}{N+2}}} \leq \varepsilon \quad \text{and} \quad \|e^{it\Delta} (u_0 - \tilde{u}_0)\|_{B(I)} \leq \varepsilon,
\]

for \( M' > 0 \) and some \( 0 < \varepsilon < \varepsilon_1 \).

Then, there exists a unique solution \( u : I \times \mathbb{R}^N \to \mathbb{C} \) with \( u(0) = u_0 \) obeying

\[
\|u - \tilde{u}\|_{B(I)} \lesssim \varepsilon \quad \text{and} \quad \|u\|_{B(I)} + \|
abla u\|_{B(L^2;I)} \lesssim 1,
\]
where the implicit constants depend on $M, M'$ and $L$.

The rest of the paper is organized as follows. In section 2, we introduce some notations and give a review of the Strichartz estimates. In Section 3, we prove the global well-posedness and stability results in the intercritical case. In the last section, Section 4, we study the energy critical IBNLS by proving Theorems 1.6 and 1.7.

2. Preliminaries

Let us start this section by introducing some notations. By $c$ we denote various constants that may vary line by line. When the value of the constant $c$ is irrelevant in the estimates, we use the notation $a \lesssim b$ to say that there exists a constant $c > 0$ such that $a \leq cb$.

By $L^p = L^p(X)$ we denote the standard Lebesgue space on the measurable space $X$ with the usual norm $\| \cdot \|_{L^p}$. If $f = f(t, x)$ is a function of the variable $t$ and $x$, we use $\| f \|_{L^p_t}$ to indicate that we are taking the $L^p_t$ norm with respect to the variable $x$. Also, given a time interval $I \subset \mathbb{R}$ we use $L^p_I$ to denote the $L^p$ space on $I$. In the case $I = \mathbb{R}$ we shall use $L^p_t$ instead of $L^p_{\mathbb{R}}$. Given two positive numbers $q$ and $r$, the norm in the mixed space $L^q_t L^r_x$ is given by

$$\| f \|_{L^q_t L^r_x} = \| f(t, \cdot) \|_{L^r_x} \| L^q_t \| .$$

Let $J^s$ and $D^s$ denote the Bessel and Riesz potentials of order $s$, that is, via Fourier transform, $\hat{J}^s f = (1 + |\xi|^2)^{s/2} \hat{f}$ and $\hat{D}^s f = |\xi|^s \hat{f}$. The norm in the Sobolev spaces $H^{s, r} = H^{s, r}(\mathbb{R}^N)$ and $H^{s, r}(\mathbb{R}^N)$ are given by $\| f \|_{H^{s, r}} := \| J^s f \|_{L^r}$ and $\| f \|_{H_s^r} := \| D^s f \|_{L^r}$, respectively. In the particular case $r = 2$, as usual, we denote $H^{s, 2}$ and $H^{s, 2}$ by $H^s$ and $H^s$, respectively. Moreover, if $s = 0$ then $H^0 = H^0 = L^2$.

We now recall two important inequalities.

Lemma 2.1 (Hardy-Littlewood inequality). For $1 < p \leq q < +\infty$, $N \geq 1$, $0 < s < N$ and $\rho \geq 0$ suppose that

$$\rho < \frac{N}{q} \quad \text{and} \quad s = \frac{N}{p} - \frac{N}{q} + \rho.$$

Then, for any $u \in H^{s, p}(\mathbb{R}^N)$ we have

$$\| |x|^{-\rho} u \|_{L^q} \lesssim \| D^s u \|_{L^p}.$$

Proof. See Theorem B* in [16].

Lemma 2.2 (Fractional Gagliardo-Nirenberg inequality). Assume $1 < p, p_0, p_1 < \infty$, $s, s_1 \in \mathbb{R}$, and $\theta \in [0, 1]$. Then the fractional Gagliardo-Nirenberg inequality

$$\| D^s u \|_{L^p} \lesssim \| u \|_{L^{p_0}}^{1-\theta} \| D^{s_1} u \|_{L^{p_1}}^\theta,$$

holds if and only if

$$\frac{N}{p} - s = (1 - \theta) \frac{N}{p_0} + \theta \left( \frac{N}{p_1} - s_1 \right), \quad s \leq \theta s_1.$$

Proof. See Corollary 1.3 in [17].

Next, we recall some Strichartz type estimates associated to the linear biharmonic Schrödinger equation. Given a real number $s < 2$, the pair $(q, r)$ is called $H^s$-biharmonic admissible if

$$\frac{4}{q} = \frac{N}{2} - \frac{N}{r} - s$$

with

$$\begin{cases} \frac{2N}{N-2} \leq r < \frac{2N}{N-4}, & \text{if } N \geq 5, \\ 2 \leq r < +\infty, & \text{if } 1 \leq N \leq 4. \end{cases}$$

(2.2)
In the particular case $s = 0$ we shall say that $(q, r)$ is biharmonic Schrödinger admissible (or $B$-admissible for short). By setting $B_* := \{(q, r); (q, r)$ is $\dot{H}^s$-biharmonic admissible$\}$, we define the Strichartz norm by

$$\|u\|_{B(\dot{H}^s)} = \sup_{(q, r) \in B_*} \|u\|_{L_t^q L_x^r}$$

and its dual by

$$\|u\|_{B'(\dot{H}^{-s})} = \inf_{(q, r) \in B_*} \|u\|_{L_t^{q'} L_x^{r'}},$$

where $p'$ indicates the Hölder conjugate of $p$. When the time norm is restricted to some interval $I \subset \mathbb{R}$, we will use the notations $B(\dot{H}^s; I)$ and $B'(\dot{H}^{-s}; I)$.

With these notations we recall the following Strichartz-type estimates.

**Lemma 2.3.** Let $I \subset \mathbb{R}$ be an interval and $t_0 \in I$. The following statements hold.

(i) **(Linear estimates).**

$$\|e^{it \Delta^2} f\|_{B(L^2; I)} \lesssim \|f\|_{L^2}, \quad (2.3)$$

$$\|e^{it \Delta^2} f\|_{B(\dot{H}^s; I)} \lesssim \|f\|_{\dot{H}^s}. \quad (2.4)$$

(ii) **(Inhomogeneous estimates).**

$$\left\| \int_{t_0}^t e^{i(t-t') \Delta^2} g(t', t') dt' \right\|_{B(L^2; I)} \lesssim \|g\|_{B(L^2; I)} \quad (2.5)$$

$$\left\| \int_{t_0}^t e^{i(t-t') \Delta^2} g(t', t') dt' \right\|_{B(\dot{H}^s; I)} \lesssim \|g\|_{B'(\dot{H}^{-s}; I)}. \quad (2.6)$$

**Proof.** See for instance [12] and [5].

We also recall the following result.

**Proposition 2.4.** Consider $N \geq 3$. Let $I \subset \mathbb{R}$ be an interval and $t_0 \in I$. Suppose that $F \in L^1_{loc}(I, H^{-4})$ and let $u \in C(I, H^{-4})$ be a solution of

$$u(t) = e^{i(t-t_0) \Delta^2} u(t_0) + i \lambda \int_{t_0}^t e^{i(t-t') \Delta^2} F(t', t') dt'. \quad (2.10)$$

Then, for any $B$-admissible pair $(q, r)$ and $s \geq 0$, we obtain

$$\|D^s u\|_{L^q_I L^r_x} \lesssim \|D^s u(t_0)\|_{L^2} + \|D^{s-1} F\|_{L^q_I L^{2q/(q+2)}_x}. \quad (2.7)$$

In particular, when $s = 2$,

$$\|\Delta u\|_{L^4_I L^8_x} \lesssim \|\Delta u(t_0)\|_{L^2} + \|\nabla F\|_{L^4_I L^{8/3}_x}. \quad (2.8)$$

**Proof.** See Proposition 2.3 in [7].

Throughout the paper, we set $B = \{x \in \mathbb{R}^N; |x| \leq 1\}$ and $B^C = \mathbb{R}^N \setminus B$. Recall that

$$\|x|^{-b}\|_{L^\gamma(B)} < +\infty \quad \text{if} \quad \frac{N}{\gamma} - b > 0 \quad \text{and} \quad \|x|^{-b}\|_{L^\gamma(B^C)} < +\infty \quad \text{if} \quad \frac{N}{\gamma} - b < 0. \quad (2.9)$$

In order to get our nonlinear estimates, we need some pointwise estimate on $F(x, z) = |x|^{-b}|z|^{\alpha} z$. The following will be enough to our purposes (see details in [6] Remark 2.6 and [3] Remark 2.5)

$$|F(x, z) - F(x, w)| \lesssim |x|^{-b} (|z|^{\alpha} + |w|^{\alpha}) |z - w| \quad (2.10)$$

and

$$|\nabla (F(x, z) - F(x, w))| \lesssim |x|^{-b-1} (|z|^{\alpha} + |w|^{\alpha}) |z - w| + |x|^{-b} |z|^{\alpha} |\nabla (z - w)| + E. \quad (2.11)$$
where
\[ E \lesssim \begin{cases} |x|^{-b} (|z|^\alpha - 1 + |w|^\alpha - 1) |\nabla w||z - w|, & \text{if } \alpha > 1 \\ |x|^{-b}|\nabla w||z - w|^{\alpha}, & \text{if } 0 < \alpha \leq 1. \end{cases} \]

### 3. Global Well-Posedness and Stability for the intercritical case

The goal of this section is to study the global well-posedness of the Cauchy problem (1.1). We first turn attention to the proof of Theorem 1.1. The main point is to establish suitable estimates on the term \( F(x, u, v) = |x|^{-b}|u|^\alpha v \). To simplify notation, when \( u = v \), we denote \( F(x, u) \) by \( F(x, u) \).

**Lemma 3.1.** Let \( N \geq 3 \) and \( 0 < b < \min\{\frac{N}{2}, 4\} \). If \( \frac{8-2b}{N} < \alpha < 4^* \) then the following statements hold:

(i) \( \|\chi_B F(x, u, v)\|_{\dot{B}^{s-\gamma}_{p, \infty}} \lesssim \|u\|^\theta_{L^p_t H^s_x} \|u\|^{\alpha-\theta}_{B^{(s-\gamma)/2}_{p, \infty}} \|v\|_{B^{s-\gamma + 1}_{p, \infty}} \)

(ii) \( \|\chi_B F(x, u, v)\|_{\dot{B}^{s-\gamma}_{p, \infty}} + \|\chi_B F(x, u, v)\|_{\dot{B}^{s-\gamma}_{p, \infty}} \lesssim \|u\|^\theta_{L^p_t H^s_x} \|u\|^{\alpha-\theta}_{B^{(s-\gamma)/2}_{p, \infty}} \|v\|_{B^{s-\gamma + 1}_{p, \infty}}, \)

where \( \theta \in (0, \alpha) \) is a sufficiently small number.

**Proof.** See Lemma 4.2 in [7]. \( \square \)

**Lemma 3.2.** Assume \( N = 5, 6, 7, 0 < b < \min\{\frac{N}{2}, 4\} \) and \( \frac{8-2b}{N} < \alpha < 4^* \) (\( \alpha < 7 - 2b \) if \( N = 5 \)). Then,

\[ \|\nabla F(x, u)\|_{L^\gamma_t L^{\frac{N}{\gamma}}(\mathbb{R}^N)} \lesssim \|u\|^\theta_{L^p_t H^s_x} \|u\|^{\alpha-\theta}_{B^{(s-\gamma)/2}_{p, \infty}} \|\Delta u\|_{B^{(s-\gamma)/2}_{p, \infty}}, \]

where \( \theta \in (0, \alpha) \) is a sufficiently small number.

**Proof.** First we consider \( N = 6, 7 \). Define the following numbers:

\[ \bar{a} = \frac{8\alpha(\alpha + 1 - \theta)}{8 - 2b - \alpha(N - 4)}, \quad \bar{r} = \frac{2\alpha(N + 1 - \theta)}{\alpha(N + 4 - 2b) - 2\theta(4 - b)} \]

and

\[ \bar{q} = \frac{8\alpha(\alpha + 1 - \theta)}{\alpha(N\alpha - 4 + 2b) - \theta(N\alpha - 8 + 2b)}, \]

\( \theta > 0 \) is sufficiently small. It follows easily that \( (\bar{q}, \bar{r}) \) is \( B \)-admissible and \( (\bar{a}, \bar{r}) \) is \( \dot{H}^{s-\gamma} \)-biharmonic admissible. In addition,

\[ \frac{1}{2} = \frac{\alpha - \theta}{\bar{a}} + \frac{1}{\bar{q}}. \]

Note that

\[ |\nabla F(x, u)| \lesssim |x|^{-b} (|u|^\alpha |\nabla u| + |x|^{-1}|u|^\alpha |u|). \]

Thus, an application of the Hardy-Littlewood inequality (Lemma 2.1) with \( \rho = 1 \) and \( p = q \) gives

\[ \| |x|^{-\beta} (|u|^\alpha |\nabla u| + |x|^{-1}|u|^\alpha |u|) \|_{L^\beta_x} \lesssim \|u\|^\theta_{L^p_t H^\gamma_x} \|u\|_{L^\gamma_x} \|u\|^{\alpha-\theta}_{L^\gamma_x}, \]

where \( 1 < \beta < N \). Let \( A \) denotes either \( B \) or \( B^C \). The Hölder inequality and the Sobolev embedding lead to

\[ \|\nabla F(x, u)\|_{L^\gamma_t L^{\frac{N}{\gamma}}(A)} \lesssim \|x|^{-b}\|L^\gamma(A)\|u\|^\theta_{L^\gamma_x} \|\nabla u\|_{L^\gamma_x} \lesssim \|x|^{-b}\|L^\gamma(A)\|u\|^\theta_{L^\gamma_x} \|u\|^{\alpha-\theta}_{L^\gamma_x} \|\Delta u\|_{L^\gamma_x}, \]

provided

\[ \frac{N}{\gamma} = \frac{N + 2}{2} - \frac{N}{\beta}, \quad \frac{N}{\beta} = \frac{N(\alpha - \theta)}{\bar{r}} + \frac{N}{r_2}, \quad 1 = \frac{N}{\bar{r}} - \frac{N}{r_2}, \quad \bar{r} < N. \]

Using the definition of the number \( \bar{r} \) one has

\[ \frac{N}{\gamma} - b = \frac{\theta(4 - b)}{\alpha} - \frac{N}{r_1}. \]
Similarly as before we have $a, r$ and easy computation shows that $(\text{3.6})$ is equivalent to $\beta < N$. It is easy to see that $1 < \beta < N$ and $\bar{r} < N$. Indeed, by using the first relation in (3.6) and the values of $r_1$ above, we obtain

$$\beta = \begin{cases} \frac{2N}{N+2-2b(2-s_c)} & \text{if } A = B \\ \frac{2N}{N+2-2b} & \text{if } A = B^C. \end{cases}$$

It is easy to see that $1 < \beta < N$ provided $b < \frac{N}{2}$ and $\theta$ is sufficiently small. Furthermore, note that $\bar{r} < N$ is equivalent to $\alpha < \frac{N^2}{N+2-2b}$, which is true if $N = 6, 7$, in view of our hypothesis $\alpha < \frac{8-2b}{N-4}$. In the sequel, we consider the case $N = 5$. Define, for $\varepsilon > 0$ sufficiently small,

$$q_\varepsilon = \frac{8}{3 - 2\varepsilon}, \quad r_\varepsilon = \frac{5}{1 + \varepsilon},$$

and

$$a = \frac{8(\alpha - \theta)}{1 + 2\varepsilon}, \quad r = \frac{10\alpha(\alpha - \theta)}{\alpha(7 - 2b) - 2\theta(4 - b) - 2\varepsilon \alpha}.$$

Note that $r_\varepsilon < 5$ and since $\alpha < 7 - 2b$ we have $r < 10$, for $\varepsilon$ and $\theta$ sufficiently small. Moreover, an easy computation shows that $(a, r)$ is $\dot{H}^{q_\varepsilon}$-biharmonic admissible and $(q_\varepsilon, r_\varepsilon)$ is $B$-admissible. Similarly as before we have

$$\|
abla F(x, u)\|_{L^2 L^2 L^2(\mathbb{R}^N)} \lesssim \|\|x\|^{-b}\|L^\gamma(A)\|u\|_{L^\gamma(L^r)}^\theta \|\|u\|_{L^\gamma(L^r)}^{\alpha - \theta}\|\nabla u\|_{L^\gamma(L^r)}$$

where

$$\frac{N}{2} = \frac{N}{2} + 1 - \frac{N}{r_1} - \frac{N(\alpha - \theta)}{r} - \frac{N}{r_3} = \frac{N}{2} + 1 - \frac{N}{r_1} - \frac{N(\alpha - \theta)}{r} - \frac{N}{r_\varepsilon} - 1.$$ 

Thus, using the values of $r$ and $r_\varepsilon$, we deduce

$$\frac{N}{\gamma} - b = \frac{\theta(4 - b)}{\alpha} - \frac{N}{r_1},$$

which is the same relation as in (3.6). Since $\frac{1}{2} = \frac{\alpha - \theta}{\alpha} + \frac{1}{q_\varepsilon}$, the rest of the proof runs as in the previous case.

As we already pointed out, in dimension $N = 5$, we have the extra condition $\alpha < 7 - 2b$. However, if we are interested in the global well-posedness for $\alpha$ in the intercritical range, that is, $\frac{8-2b}{5} < \alpha < 8-2b$ we should take $b$ smaller than in the previous lemma. Here, we used the numbers defined in (3.6), i.e.,

$$a^* = \frac{8(\alpha + 1 - \theta)}{8 - 2b - \alpha(N - 4) + 2\alpha}, \quad r^* = \frac{2\alpha N(\alpha + 1 - \theta)}{\alpha(N + 4 - 2b) - 2b = \frac{2N}{N+2}.}$$

Lemma 3.3. Assume $N = 5$, $0 < b \leq \frac{5}{2}$ and $\frac{8-2b}{N} < \alpha < \frac{8-2b}{N-4}$. Then,

(i) $\|F(x, u, v)\|_{B'(L^2)} \lesssim \|u\|_{L^\gamma H^2} \|u\|_{L^\gamma L^\theta} \|v\|_{B(L^2)}$

(ii) $\|\Delta F(x, u)\|_{B'(L^2)} \lesssim \|u\|_{L^\gamma H^2} \|u\|_{L^\gamma L^\theta} \|\Delta u\|_{B(L^2)}$

(iii) $\|D^\eta F(x, u)\|_{B'(L^2)} \lesssim \|u\|_{L^\gamma H^2} \|u\|_{L^\gamma L^\theta} \|\Delta u\|_{B(L^2)}$, \quad $\eta = \frac{2\alpha}{\gamma}$,

where $\theta \in (0, \alpha)$ is a sufficiently small number.
Proof. We first note that \((a^*, r^*)\) satisfies the relation \(\frac{1}{a^*} = \frac{N}{2} - \frac{N}{r^*} - s_c\), but it is not an \(\hat{H}^{s_c}\) - biharmonic admissible pair. To work with admissible pairs, let us start by defining the following numbers:

\[
q^* = \frac{8\alpha(\alpha + 1 - \theta)}{\alpha(N\alpha - 4 + 2\beta) - \theta(N\alpha - 8 + 2\beta) + 2\epsilon\alpha}, \quad q_\epsilon = \frac{4}{2 - \epsilon}, \quad r_\epsilon = \frac{2N}{N - 4 + 2\epsilon} \tag{3.7}
\]

were \(\epsilon, \theta > 0\) are sufficiently small. It is easy to check that \((q^*, r^*)\) and \((q_\epsilon, r_\epsilon)\) are \(B\)-admissible. Moreover,

\[
1 - \frac{\epsilon^2}{q^*} = \frac{\alpha - \theta}{a^*} + \frac{1}{q^*}. \tag{3.8}
\]

First we prove (ii). Observe that

\[
|\Delta F(x, u)| \lesssim |x|^{-b} |\Delta(|u|^\alpha u)| + |x|^{-2} ||u|^\alpha u| + |x|^{-1} |\nabla(|u|^\alpha u)|
\]

and Lemma \[\text{2.1}\] implies \(|x|^{-2} ||u|^\alpha u||_{L^2_\beta} \lesssim \|\Delta(|u|^\alpha u)||_{L^2_\beta}\) and \(|x|^{-1} \nabla(|u|^\alpha u)||_{L^2_\beta} \lesssim \|\Delta(|u|^\alpha u)||_{L^2_\beta}\), for any \(1 < \beta < \frac{2N}{N}\). Let \(A\) denote either \(B\) or \(B^C\). Applying the Hölder inequality we get

\[
\|\Delta F(x, u)||_{L^2_\beta} \lesssim \|x|^{-b}||_{L^2_\beta(\mathcal{A})} ||\Delta(|u|^\alpha u)||_{L^2_\beta}
\]

where

\[
\frac{N}{\gamma} = \frac{N + 4 - 2\epsilon}{2} - \frac{N}{\beta}. \tag{3.10}
\]

Next we observe that, for \(\alpha > 1\),

\[
|\Delta(|u|^\alpha u)| \lesssim ||u|^\alpha \Delta u| + |u|^{|\alpha - 1}|\nabla u|^2|
\]

Thus, an application of Lemma \[\text{2.2}\] and interpolation give

\[
\|\Delta(|u|^\alpha u)||_{L^2_\beta} \lesssim \|u||_{L^4_2}^{\alpha} \|\Delta u||_{L^2_2} + \|u||_{L^2_2}^{\alpha - 1} \|\nabla u||_{L^2_2}^2
\]

\[
\lesssim \|u||_{L^4_2}^{\alpha} \|\Delta u||_{L^2_2} + \|u||_{L^2_2}^{\alpha - 1} \|u||_{L^2_2} \|\Delta u||_{L^2_2}
\]

\[
\lesssim \|u||_{L^4_2}^{\alpha} \|u||_{L^2_2}^{1 - \alpha} \|\Delta u||_{L^2_2},
\]

where, for \(\kappa \in (0, 1)\),

\[
\frac{1}{\beta} = \frac{1}{p_1} + \frac{1}{p_2} = \frac{\alpha - 1}{p_1} + \frac{2}{p_2} = \frac{\eta \alpha}{r_3} + \frac{(1 - \eta) \alpha}{r_2} + \frac{1}{p_2}.
\]

By choosing \(\kappa = \theta/\alpha, r_2 = p_2 = r^*,\) and \(r_3 = \theta r_1,\) we finally deduce that

\[
\|\Delta(|u|^\alpha u)||_{L^2_\beta} \lesssim \|u||_{L^2_2}^{\theta} \|u||_{L^2_2}^{\alpha - \theta} \|\Delta u||_{L^2_2} \tag{3.11}
\]

with

\[
\frac{1}{\beta} = \frac{1}{r_1} + \frac{\alpha - \theta}{r^*} + \frac{1}{r^*}. \tag{3.12}
\]

Thus, from \(3.9 - 3.11\), we get

\[
\|\Delta F(x, u)||_{L^2_\beta} \lesssim \|x|^{-b}||_{L^2_\beta(\mathcal{A})} \|u||_{L^2_2}^{\theta} \|u||_{L^2_2}^{\alpha - \theta} \|\Delta u||_{L^2_2}
\]

where, combining \(3.10\) and \(3.12\) with the value of \(r^*\),

\[
\frac{N}{\gamma} - b = \frac{\theta(4 - b)}{\alpha} - \frac{N}{r_1},
\]

which is the same relation as in \(3.7\). Arguing as in the proof of Lemma \[\text{4.2}\] and using \(3.8\), it follows that

\[
\|\Delta F(x, u)||_{L^2_\beta} \lesssim \|u||_{L^2_2}^{\theta} \|u||_{L^2_2}^{\alpha - \theta} \|\Delta u||_{L^2_2} \lesssim \|u||_{L^2_2}^{\theta} \|u||_{L^2_2}^{\alpha - \theta} \|\Delta u||_{B(L^2)}.\]
To finish the proof of (ii), we check that $1 < \beta < \frac{N}{2}$. Similarly as in the proof of Lemma 3.2, we have

$$\beta = \begin{cases} \frac{2N}{N+4-2\theta(2-s_c)-2\varepsilon} & \text{if } A = B, \\ \frac{2N}{N+4-2\theta s_c-2\varepsilon} & \text{if } A = BC, \end{cases}$$

which immediately implies the desired provided $\varepsilon$ and $\theta$ are sufficiently small.

The proof of part (i) is close to that of (ii) with the advantage that it suffices to apply Hölder’s inequality. So we omit additional details. We conclude with (iii). Applying Lemma 2.2 we get

$$\|D^{s_c} \langle |x|^{-b} |u|^\alpha u \rangle \|_{L^r_x} \lesssim \| \langle |x|^{-b} |u|^\alpha u \rangle \|^{1-\eta}_{L^r_x} \| \Delta \langle |x|^{-b} |u|^\alpha u \rangle \|^{\eta}_{L^\gamma_x}, \quad \eta = \frac{8\varepsilon}{2}.$$ 

Thus, Hölder’s inequality and parts (i) and (ii) yield

$$\|D^{s_c} \langle |x|^{-b} |u|^\alpha u \rangle \|_{L^r_x L^s_t} \lesssim \| u \|_{L^\theta_x H^2} \| u \|^\alpha_{L^r_x L^s_t} \| u \|^{1-\eta}_{B(L^2)} \| \Delta u \|^{\eta}_{B(L^2)},$$

completing the proof of the lemma. \(\square\)

Now, with all the previous lemmas in hand we are in a position to prove Theorems 1.1 and 1.2. Once estimate (3.1) has been established, the proof of Theorem 1.1 is the same as in [7, Theorem 1.6]; so we omit the details. We only consider the case $N = 5$ (Theorem 1.2).

**Proof of Theorem 1.2.** Let $S$ be the set of all functions $u : \mathbb{R} \times \mathbb{R}^5 \rightarrow C$ such that

$$\|u\|_{L^{s^*_a} L^{s^*_s}*} \leq 2\|e^{it\Delta} u_0\|_{L^{s^*_a} L^{s^*_s}*} \quad \text{and} \quad \|\langle \Delta \rangle u\|_{B(L^2)} \leq 2c\|u_0\|_{H^2},$$

where $\|\langle \Delta \rangle u\|_{B(L^2)} := \|u\|_{B(L^2)} + \|\Delta u\|_{B(L^2)}$. The idea is to use the contraction mapping principle to show that the map $G$ in (1.4) is a contraction on $S$ equipped with the metric

$$d(u,v) = \|u - v\|_{B(L^2)}.$$

Define $p^* = \frac{10(\alpha+1-\theta)}{5\alpha+1+2s_c-5\theta-2\varepsilon}$. It is easy to see that $(a^*, p^*)$ is $B$-admissible and $s_c = \frac{5}{p^*} - \frac{5}{r^*}$. In addition, $p^* < \frac{N}{2}$ and $2 < p^* < 10$. Hence, by using the Sobolev embedding, it follows that

$$\|G(u)\|_{L^{s^*_a} L^{s^*_s}*} \leq \|e^{it\Delta} u_0\|_{L^{s^*_a} L^{s^*_s}*} + \|D^{s_c} \int_0^t e^{i(t-s)\Delta} F(x, u) ds \|_{L^{s^*_a} L^{s^*_s} t}$$

$$\leq \|e^{it\Delta} u_0\|_{L^{s^*_a} L^{s^*_s}*} + \|D^{s_c} F(x, u)\|_{B'(L^2)},$$

where we have used the Strichartz estimate (2.50), since $(a^*, p^*)$ is $B$-admissible. An application of Lemma 3.3 (iii) yields, for any $u \in S$,

$$\|G(u)\|_{L^{s^*_a} L^{s^*_s}*} \leq \|e^{it\Delta} u_0\|_{L^{s^*_a} L^{s^*_s}*} + c\|u\|^\alpha_{L^\theta_x H^2} \|u\|^{\alpha-\theta}_{L^{r^*_a} L^{s^*_s}*} \|\langle \Delta \rangle u\|_{B(L^2)}$$

$$\leq \|e^{it\Delta} u_0\|_{L^{s^*_a} L^{s^*_s}*} + 2^{\alpha+1} c^{\theta+2}\|\Delta u\|_{B(L^2)}^{\alpha-\theta}, \quad (3.13)$$

where we have used the fact that $(\alpha, 2)$ is $B$-admissible to see that $\|u\|_{L^\theta_x H^2} \leq \|\langle \Delta \rangle u\|_{B(L^2)}$.

On the other hand, estimates (2.19) and (2.25) imply

$$\|G(u)\|_{B(L^2)} \leq c\|u_0\|_{L^2} + c\|F(x, u)\|_{B'(L^2)}$$

and

$$\|\Delta G(u)\|_{B(L^2)} \leq c\|\Delta u_0\|_{L^2} + c\|\Delta F(x, u)\|_{B'(L^2)}.$$ 

Therefore, from Lemma 3.3,

$$\|G(u)\|_{B(L^2)} + \|\Delta G(u)\|_{B(L^2)} \leq c\|u_0\|_{H^2} + c\|u\|_{L^\theta_x H^2} \|u\|^{\alpha-\theta}_{L^{r^*_a} L^{s^*_s}} \|\Delta u\|_{B(L^2)} + c\|u\|_{B(L^2)}$$

$$\leq c\|u_0\|_{H^2} + c^{2^{\alpha+1}} c^{\theta+1} \|u\|_{H^2}^{\theta+1} \|\Delta u\|_{B(L^2)}^{\alpha-\theta} \|u\|_{L^{r^*_a} L^{s^*_s}} \|u\|_{H^2}^{\alpha-\theta}, \quad (3.14)$$

In this way, $G$ is shown to be a contraction on $S$ with the metric $d(u,v)$, and hence there exists a unique fixed point $u_2 \in S$. Since $u_2$ is a fixed point of $G$, it clearly satisfies (1.4) for $(a^*, p^*)$, as well as the initial and boundary conditions. Thus, we have

$$u_2 \in L^{s^*_a} L^{s^*_s}* \quad \text{and} \quad \|\langle \Delta \rangle u_2\|_{B(L^2)} \leq 2c\|u_0\|_{H^2},$$

which concludes the proof of Theorem 1.2. \(\square\)
Now if $\|e^{it\Delta^2}u_0\|_{L_t^\infty L_x^{2\alpha}}^\ast < \delta$ with
\[
\delta \leq \min \left\{ \frac{1}{2e^{\theta}} \left( \frac{1}{2e^{\theta} + 2\alpha + 1}, \frac{1}{2e^{\theta} + 12\alpha + 1} \right) \right\},
\] (3.15)
it follows from (3.13) and (3.14) that
\[
G \text{ with } B
\]
which means to say $G \in S$. To show that $G$ is a contraction on $S$, we repeat the above computations taking into account (2.9). Indeed, for any $u, v \in S$ we may show that
\[
\|G(u) - G(v)\|_{B(L^2)} \leq 2^{\alpha+1}e^{\theta+1}\|u\|_{H^2}\|e^{it\Delta^2}u_0\|_{L_t^\infty L_x^{2\alpha}}^\ast \|u - v\|_{B(L^2)}.
\]
From the last inequality and (3.15) it follows that
\[
d(G(u), G(v)) \leq 2^{\alpha+1}e^{\theta+1}\|u\|_{H^2}\|e^{it\Delta^2}u_0\|_{L_t^\infty L_x^{2\alpha}}^\ast d(u, v) \leq \frac{1}{2} d(u, v),
\]
which means that $G$ is also a contraction. Therefore, an application of the contraction mapping principle, gives that $G$ has a unique fixed point $u \in S$, which in turn is a global solution of (1.1). The proof of the theorem is thus completed. \qed

The proof of Propositions 1.4 and 1.5 is similar to those in [7, Theorem 1.7] and [7, Theorem 1.9], respectively; so we omit the details.

4. Well-Posedness and Stability for the energy-critical case

In this section study the Cauchy problem (1.1), for $\alpha = \frac{8-2b}{N-2}$, i.e., energy critical case. We first consider the local well-posedness result (Theorem 1.6) and in the sequel we study a stability result (Theorem 1.7). The theorems follow from a contraction mapping argument based on the Strichartz estimates. Before showing the results we establish a technical lemma.

**Lemma 4.1.** Suppose that $\alpha$ and $b$ are as in Theorem 1.6. Then the following statements hold.

(i) $\|\Delta f\|_{B(I)}^{\alpha-b} \|\alpha^{-1-b}h\|_{B(I)} \lesssim \|f\|_{B(I)} \|\alpha^{-b} \Delta g\|_{B(I)}$;

(ii) $\|\Delta f\|_{B(I)}^{\alpha-b} \|\alpha^{-1-b}\Delta g\|_{B(I)} \lesssim \|f\|_{B(I)} \|\alpha^{-b} \Delta h\|_{B(I)}$;

(iii) $\|\Delta f\|_{B(I)}^{\alpha-b} \|\Delta g\|_{B(I)} \lesssim \|f\|_{B(I)} \|\alpha^{-b} \Delta h\|_{B(I)}$,

with $B(I)$ defined in (1.5).

**Proof.** First note that the condition $b < \frac{12-2N}{N-2}$ implies that $\alpha - b - 1 > 0$. Next we define the following numbers
\[
q = \frac{2(N + 4)(b + 1)}{b(N - 2) + N - 4}, \quad r = \frac{2N(N + 4)(b + 1)}{N^2 + b(N^2 + 8) + 16}, \quad \bar{r} = \frac{2(N + 4)}{N - 4}.
\]
It is easy to see that $(q, r)$ is $B$-admissible.

Let us prove (i). By setting
\[
\beta = \frac{N r}{N - r},
\]
we may check that
\[
\beta < N, \quad \frac{N + 2}{2N} = \frac{\alpha - b}{r}, \quad \frac{b}{\beta} + \frac{1}{\beta}, \quad \frac{1}{2} = \frac{\alpha - b}{r} + \frac{b}{q} + \frac{1}{q}, \quad \text{and} \quad 1 = \frac{N}{r} - \frac{N}{\beta}.
\]
Now, applying Hölder’s inequality and Lemma 2.1 (with \( \rho = 1 \)) we deduce
\[
\left\| |x|^{-b} |f|^\alpha \nabla g \right\|_{L_t^2 L_x^\infty} \lesssim \left\| |x|^{-1} f \right\|_{L_t^2 L_x^\infty} \left\| f \right\|_{L_t^\infty L_x^\infty} \left\| \nabla g \right\|_{L_t^2 L_x^\infty}
\lesssim \left\| \nabla f \right\|_{L_t^2 L_x^\infty} \left\| f \right\|_{L_t^\infty L_x^\infty} \left\| \nabla g \right\|_{L_t^2 L_x^\infty}
\lesssim \left\| \Delta f \right\|_{L_t^2 L_x^\infty} \left\| f \right\|_{B(I)} \left\| \Delta g \right\|_{L_t^2 L_x^\infty},
\]
where in the last inequality we used the Sobolev embedding. This completes the proof of (i) since \((q, r) = (2, 2)\) is \(B\)-admissible.

The proof of (ii) follows the same lines as above just replacing \(|f|^\alpha \) by \(|f|^{\alpha-1} h\). Estimate (iii) also follows as in (i) taking into account that, from Lemma 2.1 \( \left\| |x|^{-1} g \right\|_{L_x^\infty} \lesssim \left\| \nabla g \right\|_{L_x^\infty} \). The proof of the lemma is thus completed.

**Proof of Theorem 1.6** As before we will use the contraction mapping principle to show that operator \( G \) defined in (1.4) is a contraction on a suitable metric space. For \( K \) and \( \rho \) positive constants to be determined later, let \( S_{\rho, K} \) be the set of all functions \( u : I \times \mathbb{R}^5 \to \mathbb{C} \) such that
\[
\|u\|_{B(I)} \leq \rho \quad \text{and} \quad \|\Delta u\|_{B(L^2, I)} \leq K.
\]
The space \( S_{\rho, K} \) will be equipped with the metric
\[
d(u, v) := \|\Delta(u - v)\|_{B(L^2, I)} + \|u - v\|_{B(I)}.
\]
Applying the Sobolev embedding and estimate (2.3), it follows that
\[
\|G(u)\|_{B(I)} \leq \|e^{it\Delta^2} u_0\|_{B(I)} + c \left\| \Delta \int_0^t e^{i(t-s)\Delta^2} F(x, u) ds \right\|_{L_t^{2(N+4)/N} L_x^{N^2+16}},
\]
and an application of Lemma 4.1 leads to
\[
\left\| \nabla F(x, u) \right\|_{L_t^{2N} L_x^{2N}} \lesssim \left\| u \right\|_{B(I)} \left\| \Delta u \right\|_{B(L^2, I)}^{b+1}.
\]

Thus,
\[
\|G(u)\|_{B(I)} \leq \|e^{it\Delta^2} u_0\|_{B(I)} + c \left\| u \right\|_{B(I)} \left\| \Delta u \right\|_{B(L^2, I)}^{b+1} \leq \delta + c\rho^{\alpha-b} K^{b+1}
\]
and
\[
\|\Delta G(u)\|_{B(L^2, I)} \leq c\|u_0\|_{B^2} + c \left\| u \right\|_{B(I)} \left\| \Delta u \right\|_{B(L^2, I)}^{b+1} \leq cA + c\rho^{\alpha-b} K^{b+1}.
\]

By choosing \( K = 2Ac \), \( \rho \) small enough so that \( \max \{c\rho^{\alpha-b} K^{b}, c\rho^{\alpha-b-1} K^{b+1} \} < \frac{1}{4} \) and \( \delta = \frac{\varepsilon}{2} \) we obtain \( \|\Delta G(u)\|_{B(L^2, I)} \leq K \) and \( \|G(u)\|_{B(I)} \leq \rho \), which means to say \( G(u) \in S_{\rho, K} \).

To complete the proof we need to show that \( G \) is a contraction on \( S_{\rho, K} \). Repeating the above computations, it follows that
\[
d(G(u), G(v)) \leq c\left\| \nabla (F(x, u) - F(x, v)) \right\|_{L_t^{2N} L_x^{2N}}, \quad (4.2)
\]
Applying \(2.10\) (with \(\alpha > 1\)) we have
\[
|\nabla (F(x, u) - F(x, v))| \lesssim |x|^{-b}(|u|^\alpha + |v|^\alpha)|x|^{-1}(u - v)| + |x|^{-b}|u|^\alpha |\nabla (u - v)| + |x|^{-b}(|u|^{\alpha - 1} + |v|^{\alpha - 1})|\nabla v||u - v|,
\]
Combining \(4.2\) with Lemma \(4.1\) it follows that
\[
d(G(u), G(v)) \leq c \left( \|\Delta u\|_{B(L^{2}; I)}^{b} \|u\|^\alpha_{B(I)} + \|\Delta v\|_{B(L^{2}; I)}^{b} \|v\|^\alpha_{B(I)} \right) \|\Delta (u - v)\|_{B(L^{2}; I)}
+ c \left( \|\Delta u\|_{B(L^{2}; I)} \|u\|^{\alpha - 1}_{B(I)} + \|\Delta v\|_{B(L^{2}; I)} \|v\|^{\alpha - 1}_{B(I)} \right) \|\Delta v\|_{B(L^{2}; I)} \|u - v\|_{B(I)} +\]
Therefore, if \(u, v \in S_{\rho, K}\) then
\[
d(G(u), G(v)) \leq 2c(K^{b}\rho^{\alpha - b} + K^{b+1}\rho^{\alpha - b - 1})d(u, v).
\]
Since the choice of \(\rho\) and \(K\) ove implies
\[
2c(K^{b}\rho^{\alpha - b} + K^{b+1}\rho^{\alpha - b - 1}) < 1,
\]
we deduce that \(G\) is a contraction on \(S_{\rho, K}\). So, by the contraction mapping principle, \(G\) has a unique fixed point \(u \in S_{\rho, K}\), which completes the proof of the theorem.

Finally, we prove our stability or also called long time perturbation result for the energy critical inhomogeneous nonlinear Schrödinger equation. To this end, we first show a short time perturbation result, which will be used in the proof of Theorem \(1.7\).

**Lemma 4.2. (Short-time perturbation)** Assume that assumptions in Theorem \(1.6\) hold. Let \(I \subseteq \mathbb{R}\) be a time interval containing zero and let \(\bar{u}\) be as in Theorem \(1.6\) but with \(1.7\) replaced by
\[
\sup_{t \in I} \|\bar{u}\|_{H^{2}} \leq M \quad \text{and} \quad \|\bar{u}\|_{B(I)} \leq \varepsilon,
\]
for some positive constant \(M\) and some small \(\varepsilon > 0\). Suppose that \(u_{0} \in \dot{H}^{2}(\mathbb{R}^{N})\) satisfies \(1.8\) for some \(M'\).

There exists \(\varepsilon_{0} = \varepsilon_{0}(M, M') > 0\) such that if \(\varepsilon < \varepsilon_{0}\), then there is a unique solution \(u\) of \(1.1\) on \(I \times \mathbb{R}^{N}\) such that
\[
\|u - \bar{u}\|_{B(I)} \lesssim \varepsilon \tag{4.3}
\]
and
\[
\|u\|_{B(I)} + \|\Delta u\|_{B(L^{2}; I)} \lesssim 1, \tag{4.4}
\]
where the implicit constants depend on \(M\) and \(M'\).

**Proof.** Without loss of generality we may assume \(0 = \inf I\). First note by using \(\|\bar{u}\|_{B(I)} \leq \varepsilon_{0}\), for some \(\varepsilon_{0} > 0\) enough small, \(2.3\) and \(2.8\), Lemma \(4.1\) and a standard continuity argument we get \(\|\Delta \bar{u}\|_{B(L^{2}; I)} \lesssim M\).

The idea is to obtain the solution \(u\) as \(u = \bar{u} + w\), where \(w\) is the solution of
\[
\begin{cases}
i \partial_{t} w + \Delta w + H(x, \bar{u}, w) + e = 0, \\
w(0, x) = u_{0}(x) - \bar{u}_{0}(x),
\end{cases}
\tag{4.5}
\]
with \(H = H(x, \bar{u}, w) = \lambda |x|^{-b}(|\bar{u} + w|^\alpha (\bar{u} + w) - |\bar{u}|^\alpha \bar{u})\). So the main step is to show that \(4.5\) has a solution. In order to apply the contraction mapping principle, let
\[
G(w)(t) := e^{it\Delta}w_{0} + i \int_{0}^{t} e^{i(t-s)\Delta} (H(x, \bar{u}, w) + e)(s) ds
\]
and let \(B_{\rho, K}\) be the space of all functions \(w\) defined on \(I \times \mathbb{R}^{N}\) such that \(\|w\|_{B(I)} \leq \rho\) and \(\|\Delta w\|_{B(L^{2}; I)} \leq K\). Let us show that \(G\) is a contraction on \(B_{\rho, K}\). As in Theorem \(1.6\) one has
\[
\|G(w)\|_{B(I)} \lesssim \varepsilon + \|\nabla H\|_{L_{1}^{2}L_{2}^{\infty}} + \|\nabla e\|_{L_{1}^{2}L_{2}^{\infty}}, \tag{4.6}
\]
and

$$\|\Delta G(w)\|_{B(L^2;I)} \lesssim M' + \|\nabla H\|_{L^2_t L^2_x}^{2\alpha^b} + \|\nabla e\|_{L^2_t L^2_x}^{2\alpha^b}. \quad (4.7)$$

Next we estimate $$\|\nabla H\|_{L^2_t L^{2\alpha^b}_x}$$. From (2.11) we obtain

$$|\nabla H| \lesssim |x|^{-b}(|\tilde{u}|^\alpha + |w|^\alpha)|x|^{-1}|w| + |x|^{-b}(|\tilde{u}|^\alpha + |w|^\alpha)|\nabla w|$$

$$+ |x|^{-b}(|\tilde{u}|^{\alpha - 1} + |w|^{-1})|w||\nabla \tilde{u}|.$$

Therefore, by using Lemma 4.1 we deduce

$$\|\nabla H\|_{L^2_t L^{2\alpha^b}_x} \lesssim \left(\|\Delta \tilde{u}\|_{B(L^2;I)}^{b} \|\tilde{u}\|_B^{\alpha - b} + \|\Delta w\|_{B(L^2;I)}^{b} \|w\|_B^{\alpha - b}\right) \|\Delta w\|_{B(L^2;I)} + \left(\|\Delta \tilde{u}\|_{B(L^2;I)}^{b} \|\tilde{u}\|_B^{\alpha - 1 - b} + \|\Delta w\|_{B(L^2;I)}^{b} \|w\|_B^{\alpha - 1 - b}\right) \|w\|_B \|\Delta \tilde{u}\|_{B(L^2;I)}.$$

Gathering together the above estimates with our assumptions, it follows that for any $$w \in B_{p,K},$$

$$\|\nabla H\|_{L^2_t L^{2\alpha^b}_x} \lesssim \left(M^b \varepsilon^{-b} + K^b \rho^{-b}\right) K + \left(M^b \varepsilon^\alpha - \theta + K^b \rho^{-1 - b}\right) \rho M. \quad (4.8)$$

Thus, by choosing $$\rho = 2\varepsilon$$ and $$K = 3cM',$$ the relations (4.7), (4.8) yield

$$\|G(w)\|_{B(I)} \leq \frac{c}{2} + c(M^b K + K^{b+1} + M^{b+1} + K^b M) \rho^{-b} =: \frac{c}{2} + c M^b \rho^{-b},$$

$$\|\Delta G(w)\|_{B(L^2;I)} \leq \frac{c}{2} + c(M^b + K^b) \rho^{-b} K + c(\varepsilon + M^{b+1} + K^b M) \rho^{-b}.$$

Setting $$\varepsilon_0$$ sufficiently small such that

$$c M^b \rho^{-b} < \frac{1}{2}, \quad c(M^b + K^b) \rho^{-b} < \frac{1}{3} \quad \text{and} \quad c(\varepsilon + M^{b+1} + K^b M) \rho^{-b} < \frac{K}{3},$$

we obtain

$$\|G(w)\|_{B(I)} \leq \rho \quad \text{and} \quad \|\Delta G(w)\|_{B(L^2;I)} \leq K,$$

that is, $$G$$ is well defined on $$B_{p,K}$$. By using a similar argument we can also show that $$G$$ is a contraction. Thus, we have a unique solution $$w$$ on $$I \times \mathbb{R}^N$$ such that

$$\|w\|_{B(I)} \lesssim \varepsilon \quad \text{and} \quad \|\Delta w\|_{B(L^2;I)} \lesssim 1,$$

which it turn implies (4.3) and (4.4). This completes the proof of the theorem.

With Lemma 4.2 in hand we are able to show Theorem 1.7.

**Proof of Theorem 1.7.** Without loss of generality we may assume $$0 = \inf I$$. We first split the interval $$I$$ into $$n = n(L,\varepsilon)$$ intervals, say, $$I_j = [t_j, t_{j+1}]$$ such that $$\|\tilde{u}\|_{B(I)} \leq \varepsilon,$$ where $$\varepsilon < \varepsilon_0(M, 2M')$$ and $$\varepsilon_0$$ is given in Lemma 4.2; this is always possible because $$\|\tilde{u}\|_{B(I)} \leq L.$$

On each interval $$I_j$$ we have that

$$w(t) = e^{i(t-t_j)} \Delta w(t_j) + i \int_{t_j}^t e^{i(t-s)} \Delta (H(x, \tilde{u}, w) + e)(s)ds,$$

solves (4.5) with initial data $$w(t_j) = u(t_j) - \tilde{u}(t_j)$$. Assume for the moment that

$$\|e^{i(t-t_j)} \Delta^2 (u(t_j) - \tilde{u}(t_j))\|_{B(I_j)} \leq c(M, M', j) \varepsilon < \varepsilon_0 \quad (4.9)$$

and

$$\|u(t_j) - \tilde{u}(t_j)\|_{H^2_L} \leq 2M'. \quad (4.10)$$

If $$\varepsilon_1$$ is small enough we may reiterate Lemma 4.2 to get (for $$\varepsilon < \varepsilon_1$$),

$$\|u - \tilde{u}\|_{B(I_j)} \lesssim \varepsilon \quad (4.11)$$

and

$$\|\Delta w\|_{B(L^2;I_j)} \lesssim 1. \quad (4.12)$$

In view of (4.11) and (4.12), a summation over all intervals $$I_j$$ yields the desired.
In order to complete the proof, it suffices to establish (4.9) and (4.10). As in (4.1), we obtain
\[
\|e^{i(t-t_j)}\Delta^2 w(t_j)\|_{B(I_j)} \lesssim \|e^{i\Delta} u_0\|_{B(I_j)} + \|\nabla H\|_{L^2_{[0,t_j]}L^\infty_x} + \|\Delta \varepsilon\|_{L^2_tL^\infty_x}.
\]
Recall from (4.8) and the choice of \(\rho\) in Lemma 4.2 that \(\|\nabla H\|_{L^2_{[0,t_j]}L^\infty_x} \lesssim c(M,M')\varepsilon^{-b}\). Therefore, after an inductive argument, we infer
\[
\|e^{i(t-t_j)}\Delta^2 (u(t_j) - \tilde{u}(t_j))\|_{B(I_j)} \lesssim \varepsilon + \sum_{k=0}^{j-1} c(M,M',k)\varepsilon^{-b}.
\]
In a similar fashion,
\[
\|u(t_j) - \tilde{u}(t_j)\|_{\dot{H}^s_x} \lesssim M' + \sum_{k=0}^{j-1} C(k,M,M')\varepsilon^{-\theta} + \varepsilon.
\]
Consequently, (4.9) and (4.10) hold provided \(\varepsilon_1\) is chosen to be small enough. The proof of the theorem is thus completed. \(\square\)
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