Determination representations of spin-operator matrix elements in the XX spin chain and their applications
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For the one-dimensional spin-1/2 XX model with either periodic or open boundary conditions, it is shown by using a fermionic approach that the matrix element of the spin operator $S_j^- (S_j^+ S_j^-)$ between two eigenstates with numbers of excitations $n$ and $n + 1$ ($n$ and $n$) can be expressed as the determinant of an appropriate $(n + 1) \times (n + 1)$ matrix whose entries involve the coefficients of the canonical transformations diagonalizing the model. In the special case of a homogeneous periodic XX chain, the matrix element of $S_j^-$ reduces to a variant of the Cauchy determinant that can be evaluated analytically to yield a factorized expression. The obtained compact representations of these matrix elements are then applied to two physical scenarios: (i) Nonlinear optical response of molecular aggregates, for which the determinant representation of the transition dipole matrix elements between eigenstates provides a convenient way to calculate the third-order nonlinear responses for aggregates from small to large sizes compared with the optical wavelength; and (ii) real-time dynamics of an interacting Dicke model consisting of a single bosonic mode coupled to a one-dimensional XX spin bath. In this setup, full quantum calculation up to $N \leq 16$ spins for vanishing intrabath coupling shows that the decay of the reduced bosonic occupation number approaches a finite plateau value (in the long-time limit) that depends on the ratio between the number of excitations and the total number of spins. Our results can find useful applications in various “system-bath” systems, with the system part inhomogeneously coupled to an interacting XX chain.

I. INTRODUCTION

The study of quantum spin chains has a long history dating back to Bethe’s exact solution of the one-dimensional Heisenberg model in the early 1930s [1]. With the intention of finding system that bears reasonably close resemblance to the Heisenberg model, Lieb, Schultz, and Mattis [2] introduced the one-dimensional XY model and solved it exactly using the Jordan-Wigner transformation, which changes spin operators into fermions. Later, the authors of Ref. [2] applied a similar second-quantization formalism for fermions to the exact solution of the two-dimensional Ising model [3].

Over the past several decades, the fermionic approach has found wide applications in dealing with many-body systems of spin degrees of freedom. Recently, Iorgov et al. [4] derived a factorized formula for spin-operator matrix elements between general eigenstates of the transverse Ising model by using the fermionic technique [3].

In this work, we will consider a simpler but frequently used quantity, i.e., the spin-operator matrix element (SOME) between two eigenstates of the XX spin chain, which can be calculated by using similar techniques to that in Ref. [4]. In spite of its simple form, the XX model not only models the physics of spins arranged in a row, but it can also describe many other quantum phenomena, such as the repulsive Bose-Hubbard model in the strong interaction limit [5], quantum state transfer [6], coherent excitation transfer in light-harvesting [7] and Rydberg systems [8], and the dynamics of molecular aggregates [9,10], among others. These SOMEs naturally emerge in a generic class of composite systems consisting of an XX chain (the “spin bath”) with each spin coupled to the other common quantum system (the “system”), e.g., a single bosonic mode [10] or a central spin [11,12].

Note that the number of excitations (e.g., the number of spins pointing upward) of the XX chain is conserved. We will focus on two types of SOMEs, both of which are relevant in the study of static or dynamical properties of these hybrid system-spin-bath systems. The first operator we consider is the spin-lowering operator $S_j^-$ of spin-$j$, which connects an eigenstate with $(n + 1)$ excitations to the other eigenstate with $n$ excitations. The other type of operator we are interested in is the product of the spin-lowering and spin-raising operators on two (not necessarily different) sites $j$ and $j'$, namely $S_j^- S_{j'}^+$, which does not induce spin-flip and connects two eigenstates with the same number of excitations. These kinds of matrix elements might first appear in the study of nonlinear response [5] and superradiance [10] of one-dimensional molecular aggregates, where the Frenkel-exciton model description of the aggregates resembles an XX chain. Recently, Wu et al. [12] studied the decoherence dynamics of a single qubit in an extended Gaudin model with an interacting spin bath modeled by the XX ring, where linear combinations of the matrix elements of $S_j^-$ emerge as coefficients in the equation of motion of the system.

Though the aforementioned matrix elements are im-
portant in various physical systems involving the XX chain, their evaluation is not straightforward since the eigenstates of the XX chain generally do not admit simple forms in the spin configuration space, but rather they are filled by the Jordan-Wigner fermions. For example, in the context of a one-dimensional molecular aggregate, the matrix elements of the excitonic transition dipole moment, which is proportional to \( \sum_j (e^{i k \cdot r_j} S_j^- + \text{H.c.}) \) (with \( k \) the wave vector of the light field and \( r_j \) the position of the \( j \)th monomer, respectively), was shown \([3]\) to have a form similar to Eq. \((20)\) (see below) that involves a summation over all configurations of the spatial indices with a fixed number. Meanwhile, it was recognized that these sums are usually difficult to evaluate \([9]\). When the spatial dimension of the aggregate is much smaller than the optical wavelength, so that the phase factors in the transition dipole moment do not depend on the molecular position \( r_j \), the authors of Ref. \([10]\) have been able to evaluate the sums through “some tedious calculation”. Actually, they obtained a factorized formula [see Eq. \((21)\) below] for the matrix element of the collective spin operator \( S^- = \sum_j S_j^- \), which was recently used in the study of enhanced photon capture in ringlike optical emitter systems \([13]\). There were some attempts to derive this factorized expression through evaluating the multi-sums by using properties of matrix determinants \([14]\); however, to the best of our knowledge, an explicit proof of Eq. \((21)\) is still absent from the literature.

In this work, we employ a similar fermionic technique developed in Ref. \([2]\) to derive the matrix elements of both \( S_j^- \) and \( S_j^- S_{j'}^+ \) between two relevant eigenstates of an inhomogeneous XX chain with either periodic or open boundary conditions. We show that both of them can be expressed as the determinant of some \((n+1) \times (n+1)\) matrix whose entries involve the coefficients of the canonical transformations diagonalizing the model in its Jordan-Wigner fermion representation. For the special case of the homogeneous periodic XX chain, the determinant representation of the matrix elements of \( S_j^- \) turns out to be a variant the Cauchy determinant that can be evaluated analytically, and hence leads to the factorized formula discovered in Ref. \([10]\).

We next apply the obtained results to two physical problems, namely the nonlinear response of molecular aggregates and the real-time dynamics of an interacting inhomogeneous Dicke model consisting of a single bosonic mode coupled to an XX chain. In the former case, the determinant representations of the SOMEs provide a convenient way to calculate the aggregate transition dipole matrix elements, which are essential for obtaining the nonlinear optical response functions. The advantages of the present method become more apparent when either the aggregate sizes are large compared with the optical wavelength, or higher-order nonlinear responses are considered, for which the transition dipole matrix elements do not admit closed forms anymore and the determinant representations offer an almost unique tool for efficient evaluation of these matrix elements. In the latter case, the proposed hybrid model can properly describe a linear molecular aggregate located in a single-mode cavity \([15]\). In the absence of the nearest-neighbor coupling within the chain, the model reduces to the ordinary inhomogeneous Dicke model that has been studied thoroughly in quantum optical systems \([14,17]\). By writing the spin-boson interaction in the eigenbasis of the XX chain and the free boson using the obtained SOMEs, we perform full quantum calculation of the system dynamics. In the noninteracting limit with inhomogeneous excitonic energies and a uniform spin-boson coupling, we find that the decay of the reduced bosonic occupation number starting with a pure boson number state shows an initial oscillatory decay and approaches a finite plateau value in the long-time limit. These plateaus are found to increase monotonically with the ratio between the initial boson number and the total number of spins. In the interacting case, we find that the exciton coupling between nearest-neighbor monomers has a significant effect on the photon generation from the excitonic ground state.

The rest of the paper is organized as follows. In Sec. II, we will briefly review the diagonalization procedure of the inhomogeneous XX chain with periodic/open boundary conditions, and we introduce the definition of the two types of SOMEs. In Sec. III, we will derive the determinant formulas for the SOMEs using the fermionic technique. Section IV will be devoted to the application of the formalism to the nonlinear optical response of molecular aggregates and to the dynamics of the interacting inhomogeneous Dicke model. Conclusions are drawn in Sec. V.

II. THE XX SPIN CHAIN AND SPIN-OPERATOR MATRIX ELEMENTS

A. The XX spin chain

The XX spin chain in an inhomogeneous transverse magnetic field consists of a chain of \( N \) spins 1/2 with nearest-neighbor XX-type interactions, and is given by the Hamiltonian

\[
H_{XX} = \sum_{j=1}^{N} J_j (S_j^x S_{j+1}^x + S_j^y S_{j+1}^y) - \sum_{j=1}^{N} h_j \left( S_j^z + \frac{1}{2} \right),
\]

where \( S_j^\alpha (\alpha = x, y, z) \) are the spin-1/2 operators, \( J_j \) is the (inhomogeneous) isotropic nearest-neighbor coupling between spin-\( j \) and spin-\((j + 1)\), and \( h_j \) is the magnetic field imposed on spin-\( j \). We assume periodic boundary condition \( S_{N+1}^\alpha = S_1^\alpha \) when \( J_N \neq 0 \). The usual homogeneous periodic (open) XX chain described by \( H_{\text{BC}}(h, J) \) \( \{H_{\text{OBC}}(h, J)\} \) can be obtained by setting \( J_j = J, \forall j \) \([J_j = J, (j \neq N); J_N = 0]\), and \( h_j = h, \forall j \). In the noninteracting limit \( J_j = 0, \forall j \), \( H_{XX} \) reduces to the atomic model \( H_{\text{atom}}(\{h_j\}) \) used by Dicke in the discussion of the superradiance phenomenon \([20]\).
To introduce the notations used later for the illustration of our problem, we first briefly review the diagonalization procedures of the Hamiltonian \( \mathcal{H} \). The first step is to perform the Jordan-Wigner transformation (with \( S_j^\pm = S_j^x \pm i S_j^y \))

\[
S_j^+ = c_j^\dagger T_j, \quad S_j^z = c_j T_j, \quad S_j^z = c_j^\dagger c_j - \frac{1}{2},
\]

(2)

where \( c_j^\dagger \) creates a spinless fermion at site \( j \) and \( T_j = \prod_{l=1}^{j-1} (1 - 2c_l^\dagger c_l) \) are the Jordan-Wigner strings, which include \( T_{N+1} = e^{i\pi \sum_{j=1}^{N} c_j^\dagger c_j} \) as the fermion parity operator. It can be easily checked that the following relations hold

\[
T_j c_l T_j = \begin{cases} 
  c_l & j \leq l, \\
  -c_l & j > l,
\end{cases}
\]

(3)

After the Jordan-Wigner transformation, \( H_{XX} \) is mapped into a noninteracting spinless fermion model,

\[
H_{XX} = \frac{1}{2} \sum_{j=1}^{N-1} J_j (c_j^\dagger c_{j+1} + c_{j+1}^\dagger c_j) - \sum_{j=1}^{N} h_j c_j^\dagger c_j - \frac{1}{2} J_N (c_N^\dagger c_1 + c_1^\dagger c_N) T_{N+1},
\]

(4)

where we have separated out the bulk and boundary parts of the hopping terms.

For \( J_N = 0 \), we have an open XX chain that can be brought into a diagonal form

\[
H_{XX}^{(o)} = \sum_{\eta=1}^{N} E_\eta s^\dagger_\eta s_\eta,
\]

(5)

by further performing a canonical transformation of the fermions,

\[
c_j = \sum_{\eta=1}^{N} U_{\eta j} s_\eta, \quad \xi_\eta = \sum_{j=1}^{N} U_{\eta j}^* c_j,
\]

(6)

where \( U \) is an \( N \times N \) unitary matrix satisfying \( \sum_{j} U_{\eta j} U_{\eta' j}^* = \delta_{\eta \eta'} \). In the special case of a homogeneous open XX chain described by \( H_{OBC}(h, J) \), the canonical transformation is of the form

\[
U_{\eta j} = \sqrt{\frac{2}{N+1}} \sin K_{\eta j} \text{ with } K_{\eta j} = \frac{\eta \pi}{N+1}.
\]

(7)

The corresponding single particle dispersion is \( E_\eta = J \cos K_{\eta j} - h \).

For \( J_N \neq 0 \), since the fermion parity \( T_{N+1} \) is conserved, one can separately diagonalize \( H_{XX} \) in the two subspaces with even (\( T_{N+1} = 1 \)) and odd (\( T_{N+1} = -1 \)) number of fermions. This can be achieved by two individual sets of canonical transformations

\[
c_j = \sum_{\eta=1}^{N} U_{\eta j}^{(o)} \xi_{\eta, \sigma}, \quad \xi_{\eta, \sigma} = \sum_{j=1}^{N} t_{\eta j}^{(o)*} c_j,
\]

(8)

which gives the diagonal form

\[
H_{XX}^{(p)} = \sum_{\eta=1}^{N} \sum_{\sigma=\pm} \frac{1 + \sigma T_{N+1}}{2} H_{\eta}^{(p)} \frac{1 + \sigma T_{N+1}}{2},
\]

(9)

where \( \sigma = 1(-1) \) indicates the even (odd) subspace. In the special case of a homogeneous periodic XX chain described by \( H_{PBC}(h, J) \), the canonical transformation is of the form \( (N = \text{even}) \)

\[
U_{\eta j}^{(o)} = \frac{1}{\sqrt{N}} e^{i K_{\eta j}},
\]

(10)

where

\[
K_{\eta j} = -\pi + \left(2 \eta + \frac{\sigma - 3}{2}\right) \frac{\pi}{N}, \quad \eta = 1, 2, \cdots, N
\]

(11)

are the allowed wave numbers that give the periodic (\( \sigma = -1 \)) or antiperiodic (\( \sigma = +1 \)) boundary conditions in the c-fermion representation.

For notational convenience, we define vectors made up of spatial and mode indices \( j_m \equiv (j_1, j_2, \cdots, j_m) \) and \( \eta_m \equiv (\eta_1, \eta_2, \cdots, \eta_m) \), with the convention \( 1 \leq j_1 < j_2 < \cdots < j_m \leq N \) and \( 1 \leq \eta_1 < \eta_2 < \cdots < \eta_m \leq N \). Thus, any eigenstate of \( H_{XX}^{(p)} \) can be written as \( |\eta_m^{(p)}\rangle = \prod_{l=1}^{m} \xi_{\eta_l \sigma_l}^{(p)} |0\rangle \), where \( |0\rangle \) is the vacuum state of the c-fermions and \( \sigma_m = +(-) \) if \( m \) is even (odd). The eigenstate \( |\eta_m^{(p)}\rangle \) is related to the real-space state \( |j_m\rangle = \prod_{l=1}^{m} c_{j_l}^{(p)} |0\rangle \) filled by \( m \) fermions on sites \( j_1, j_2, \cdots, j_m \) via

\[
|\eta_m^{(p)}\rangle = \sum_{j_m} S_{\eta_m,j_m} |j_m\rangle,
\]

(12)

where the function

\[
S_{\eta_m,j_m} = \det \begin{pmatrix} 
  U_{\eta_1,j_1}^{(\sigma_1)} & U_{\eta_2,j_1}^{(\sigma_1)} & \cdots & U_{\eta_m,j_1}^{(\sigma_1)} \\
  U_{\eta_1,j_2}^{(\sigma_2)} & U_{\eta_2,j_2}^{(\sigma_2)} & \cdots & U_{\eta_m,j_2}^{(\sigma_2)} \\
  \vdots & \vdots & \ddots & \vdots \\
  U_{\eta_1,j_m}^{(\sigma_m)} & U_{\eta_2,j_m}^{(\sigma_m)} & \cdots & U_{\eta_m,j_m}^{(\sigma_m)}
\end{pmatrix}
\]

(13)

is the Slater determinant made up of the transformation coefficients. A similar expression to Eq. (12) holds for the eigenstate \( |\eta_m^{(o)}\rangle = \prod_{l=1}^{m} c_{\eta_l}^{(o)} |0\rangle \) of \( H_{XX}^{(o)} \). It is useful to observe that the fermion occupation state \( |j_m\rangle \) is consistent with the real-space Ising configuration \( \prod_{l=1}^{m} S_{j_l}^{(p)} |\downarrow \cdots \downarrow\rangle \) in the spin representation:

\[
|j_m\rangle = \prod_{l=1}^{m} S_{j_l}^{(p)} |\downarrow \cdots \downarrow\rangle.
\]

(14)

In the atomic limit described by \( H_{\text{atom}}\{\{h_j\}\} \), we simply have \( |\eta_m\rangle = |j_m\rangle \). For a uniform magnetic field \( h \),
all the $C^m_N$ states $\{|\eta_m\rangle\}$ are degenerate and process a common energy $\varepsilon_m = -\hbar n$. The fully symmetric Dicke ladder states $|\eta_{n+1}\rangle$ are then given by the symmetric linear superpositions of these states,  
\[ \frac{N \cdot m - N}{2} = \frac{1}{\sqrt{C^m_N}} \sum |\eta_m\rangle, \tag{15} \]
where $C^m_N = \frac{N!}{m!(N-m)!}$ is the binomial coefficient.

### B. The spin-operator matrix element: some known results

In this work, we are interested in the following SOME:
\[ F^{(p/o)}_{j;j_n+1;\vec{x}_n} \equiv \langle \chi_n^{(p/o)} | S_j^- | \chi_{n+1}^{(p/o)} \rangle, \tag{16} \]
between two eigenstates $|\eta_{n+1}\rangle$ and $|\chi_n^{(p/o)}\rangle$ and $|\chi_{n+1}^{(p/o)}\rangle$ of $H^p_{XX}$ ($H^{o}_{XX}$) that differ by a single excitation, where $S_j^-$ is the lowering operator of spin-$j$. We also define the collective SOME
\[ F^{(p/o)}_{n+1;\vec{x}_n}(\{g_j\}) = \langle \chi_n^{(p/o)} | \sum_{j=1}^{N} g_j S_j^- | \chi_{n+1}^{(p/o)} \rangle = \sum_{j=1}^{N} g_j F^{(p/o)}_{j;j_n+1;\vec{x}_n}, \tag{17} \]
which is associated with a distribution of some variables, $\{g_j\} (j = 1, 2, \ldots, N)$, e.g., a nonuniform system-bath coupling configuration.\[ \]

The other type of SOMEs we will consider involve two spin operators and two eigenstates $|\chi_n^{(p/o)}\rangle$ and $|\chi_{n+1}^{(p/o)}\rangle$ with the same number of excitations,
\[ F^{(p/o)}_{l':j_n+1;\vec{x}_n} = F^{(p/o)}_{j;j_n+1;\vec{x}_n} \equiv \langle \chi_n^{(p/o)} | S_{l'}^- S_j^- | \chi_{n+1}^{(p/o)} \rangle, \tag{18} \]
which is relevant to, for example, the superradiance master equation describing linear molecular aggregates interacting with a light field. In the atomic limit, the energy basis $\{|\chi_n^{(p/o)}\rangle\}$ reduces to the Ising configurations $\{j_n\}$, so that $F^{(p/o)}_{l';j_n+1;\vec{x}_n}$ gives the matrix element of the XY-type spin interaction $S_l^- S_{l'}^- + S_l^y S_{l'}^y$ in real-space (for $l \neq l'$),
\[ \langle j_n | S_l^- S_{l'}^- + S_l^y S_{l'}^y | j_{n+1} \rangle = \frac{1}{2} \left( F^{(p/o)}_{l;l',j_n+1;\vec{x}_n} + F^{(p/o)}_{l';l,j_n+1;\vec{x}_n} \right). \tag{19} \]

At first glance, it seems difficult to calculate $F^{(p/o)}_{j;j_n+1;\vec{x}_n}$ or $F^{(p/o)}_{l';j_n+1;\vec{x}_n}$ due to the Jordan-Wigner string involved in the spin operators. A naive attempt is to write the eigenstates $|\eta_{n+1}\rangle$ in terms of the real-space fermion states through Eq. (12) and rearrange the operators using fermion commutation rules. As shown in Refs. [8,10] for a uniform distribution $g_j = g$ (and independently in Refs. [11,12] for a nonuniform distribution $\{g_j\}$), the matrix element $F^{(p/o)}_{\eta_{n+1};\vec{x}_n}(\{g_j\})$ for the periodic (not necessarily homogeneous) XX chain can indeed be expressed in terms of the Slater determinants
\[ F^{(p/o)}_{\eta_{n+1};\vec{x}_n}(\{g_j\}) = \sum_{j_{n+1}} \sum_{p} g_j S_{j_n+1;j_{n+1}}^{(p)} S_{j_n+1;j_{n+1}}^{(p)} \tag{20} \]
where the vector $\eta^{(p)} = (j_1, \ldots, j_{n+1})$ is a string of length $n$ with the element $j_i$ being removed from the $(n+1)$-string $j_{n+1}$. For the sake of completeness, in Appendix A we give some details of the derivation of Eq. (20) under periodic boundary conditions (similar expressions hold for the open boundary conditions).

However, Eq. (20) still looks cumbersome to calculate due to the multisums over the $n+1$ site indices $j_1 < j_2 < \ldots < j_{n+1}$. For the simpler case with a uniform distribution $g = g_j$, as well as a periodic homogeneous XX chain described by $H_{PBC}$, the matrix elements $F^{(PBC)}_{\eta_{n+1};\vec{x}_n}(g)$ do admit closed forms [10].
\[ F^{(PBC)}_{\eta_{n+1};\vec{x}_n}(g) = g^2 N^{\frac{\pi}{2}} \left( \sum_{j=1}^{n+1} K^{(p)}(\sigma_j; \xi_j) \right), \tag{21} \]
where the Kronecker delta-function $\delta(x, y)$ is 1 when $x = y + 2\pi m (m \in Z)$, and 0 otherwise, and $h_{\eta_{n+1};\vec{x}_n}$ is a factorized function of the momentum configurations:
\[ h_{\eta_{n+1};\vec{x}_n} = \prod_{j=1}^{n+1} (1 - e^{-i K_{\eta_j}^{(p)}(\sigma_j; \xi_j)}), \tag{22} \]
As claimed by the authors of Ref. [10], Eq. (21) can be obtained after “some tedious calculation” [21]. In spite of some attempts to derive Eq. (21) directly by using the properties of determinants (see, e.g., Ref. [14]), efficient evaluation of $F^{(p/o)}_{\eta_{n+1};\vec{x}_n}(\{g_j\})$ beyond Eq. (20) is still absent.

### III. Evaluation of the spin-operator matrix elements: Fermionic approach

Instead of calculating $F^{(p/o)}_{\eta_{n+1};\vec{x}_n}(\{g_j\})$ directly from Eq. (20), in this section we follow a different strategy by starting with the definition of the SOMEs, Eqs. (16) and (18), and we derive simple expressions of them by employing a fermionic approach developed in the work of Iorgov et al. [3] in the derivation of factorized expressions for the SOMEs in the quantum Ising chain. We will show that either $F^{(p/o)}_{j;j_n+1;\vec{x}_n}$ or $F^{(p/o)}_{l';j_n+1;\vec{x}_n}$ can be expressed
as the determinant of some \((n + 1) \times (n + 1)\) square matrix involving the coefficients of the corresponding canonical transformations. In turn, Eq. (21) is shown to be a direct consequence of the application of the obtained general formulas to a homogeneous periodic XX chain with uniform system-bath coupling. In the following, we will focus on the periodic XX chain since similar results hold for the open XX chain.

A. Calculation of \(F^{(p)}_{j'; \eta_{n+l}; \bar{\chi}_n}\)

We first start with the complex conjugate of Eq. (10),

\[
F^{(p)}_{j'; \eta_{n+l}; \bar{\chi}_n} = \langle \eta_{n+l} | S_j^+ \sigma(p) | \bar{\chi}_n \rangle
\]

\[
= \langle 0 | \xi_{\eta_{n+l}} \cdot \xi_{\eta_{n+l}} \cdot \xi_{\eta_{n+l}} | 0 \rangle
\]

\[
= \sum_{\chi} U_{\chi, \chi}^{(p)} \langle 0 | \xi_{\eta_{n+l}} \cdot \xi_{\eta_{n+l}} \cdot \xi_{\eta_{n+l}} | 0 \rangle
\]

where \(\bar{\sigma} = -\sigma\) and we have used \(S_j^+ = T_j \eta_j^+\) and shifted to the energy representation. We emphasize that the mode index \(\chi\) is not necessarily less than \(\chi_1\) in Eq. (22). Let us focus on the expectation value in the last line of Eq. (22).

\[
D_{j_1, \cdots, j_n; \eta_{n+l}; \chi_1, \cdots, \chi_n}
\]

\[
= \langle 0 | \xi_{\eta_{n+l}} \cdot \xi_{\eta_{n+l}} \cdot \xi_{\eta_{n+l}} | 0 \rangle
\]

The trick is to insert the identity \(T_j \eta_j = 1\) between \(\xi_{\eta_{n+l}} \) and \(\xi_{\eta_{n+l}}\) in Eq. (22).

\[
D_{j_1, \cdots, j_n; \eta_{n+l}; \chi_1, \cdots, \chi_n}
\]

\[
= \sum_{n=1}^{N} U_{\eta_1, \eta_n}^{(p+1)} \langle 0 | \xi_{\eta_{n+l}} \cdot \xi_{\eta_{n+l}} \cdot \xi_{\eta_{n+l}} | 0 \rangle
\]

\[
= \sum_{\chi} A_{\eta, \eta}^{(j, \sigma)} \langle 0 | \xi_{\eta_{n+l}} \cdot \xi_{\eta_{n+l}} \cdot \xi_{\eta_{n+l}} | 0 \rangle
\]

where the coefficients \(A_{\eta, \eta}^{(j, \sigma)}\) are given by

\[
A_{\eta, \eta}^{(j, \sigma)} = A_{\chi, \eta}^{(j, \sigma)} = \sum_{l=1}^{N} U_{\eta, \chi}^{(j, \sigma)} U_{\chi, \eta}^{(j, \sigma)}
\]

and we have used Eq. (5) in the derivation of the last line of Eq. (22). It can be easily checked that

\[
\sum_{\chi=1}^{N} A_{\eta, \eta}^{(j, \sigma)} U_{\chi, \eta}^{(j, \sigma)} = \left\{ \begin{array}{ll}
\text{sgn}(j' - j) U_{\eta, \chi}^{(j, \sigma)} & j' \neq j, \\
U_{\eta, \chi}^{(j, \sigma)} & j = j'.
\end{array} \right.
\]
The corresponding collective SOMEs are then calculated for the homogeneous XX chain, with the indices $\sigma$'s removed from the corresponding expressions. In the atomic limit, it is easy to show that Eq. (32) reduces to

$$\sigma$$

which clearly lies in the set $\{K^{(-)}_n\}$.

Equation (38) can be simplified further by noting that the determinant appearing in Eq. (38) can be evaluated analytically. In fact, if we set $x_j = e^{-iK^{(n+1)}_{\eta_1}}$ ($j = 1, 2, \ldots, n + 1$), $y_i = e^{iK^{(n)}_{\eta_i}}$ ($i = 1, 2, \ldots, n$), and $y_0 = 0$, then the determinant has the form of a variant of the Cauchy determinant,

$$\det \frac{1}{1-x_jy_i} = \frac{\prod_{j>y'}(x_j-x'_y)\prod_{y>y'}(y_i-y'_y)}{\prod_i(1-x_iy_j)},$$

which after some manipulation leads to

$$F^{(\text{PBC})}_{\tilde{\eta}_{n+1};\tilde{\chi}_n} = \frac{1}{\sqrt{N}} \left( \frac{2}{N} \right)^n e^{i(n-j)\Delta\eta_{n+1};\chi_n} h^{*}_{\eta_{n+1};\chi_n},$$

where $h^{*}_{\eta_{n+1};\chi_n}$ is given by Eq. (22).

The corresponding collective SOMEs for an inhomogeneous distribution $\{g_j\}$ can be readily calculated by introducing the Fourier transform of $\{g_j\}$

$$g_j = \frac{1}{N} \sum_q e^{-iqj} g_q,$$

$$\tilde{g}_q = \tilde{g}^* = \sum_j e^{iqj} g_j, \ q \in \{K^{(-)}_n\},$$

which results in

$$F^{(\text{PBC})}_{\tilde{\eta}_{n+1};\tilde{\chi}_n}(\{g_j\}) = \frac{\tilde{g}\Delta\eta_{n+1};\chi_n}{\sqrt{N}} e^{-i\Delta\eta_{n+1};\chi_n} \left( \frac{2}{N} \right)^n h^{*}_{\eta_{n+1};\chi_n}.$$

The above equation states that for two eigenstates $|\eta^{(\text{PBC})}_{n+1}\rangle$ and $|\chi^{(\text{PBC})}_{n+1}\rangle$ of the homogeneous periodic XX chain with momentum difference $\Delta\eta_{n+1};\chi_n$, the matrix element of the operator $\sum_j g_j S^z_j$ between the two is simply proportional to the Fourier transform $\tilde{g}_q$ of the distribution $\{g_j\}$ in the mode $q = \Delta\eta_{n+1};\chi_n$. For a uniform distribution $g_j = g$, we simply have $\tilde{g}\Delta\eta_{n+1};\chi_n = gN\delta(\Delta\eta_{n+1};\chi_n, 0)$, so that Eq. (21) is recovered.

We point out that in Ref. [12] the inhomogeneous collective SOMEs $F^{(\text{PBC})}_{\tilde{\eta}_{n+1};\tilde{\chi}_n}(\{g_j\})$ were numerically computed by directly using Eq. (20), which is numerically expensive and memory-demanding due to the multisums over the spatial indices $j_{n+1}$. The factorized expression Eq. (11) derived in this work provides an easy way to calculate $F^{(\text{PBC})}_{\tilde{\eta}_{n+1};\tilde{\chi}_n}(\{g_j\})$. In addition, the evaluation of $F^{(\text{PBC})}_{\tilde{\eta}_{n+1};\tilde{\chi}_n}(\{g_j\})$ does not involve the calculation of the $NC^{n+1}_{\tilde{\chi}_n}$ SOMEs $F^{(\text{PBC})}_{\tilde{\eta}_{n+1};\tilde{\chi}_n}$, thus the computational memory and time can be further saved.
C. Calculation of $\tilde{F}^{(p)}_{l,l';\vec{x}_n,\vec{x}'_n}$

We now turn to the SOME $\tilde{F}^{(p)}_{l,l';\vec{x}_n,\vec{x}'_n}$, which can also be evaluated by using a similar fermionic approach. For the sake of simplicity, we outline in Appendix B details of the derivation of $\tilde{F}^{(p)}_{l,l';\vec{x}_n,\vec{x}'_n}$, which actually closely follow the method used in Sec. IIIA.

It turns out that $\tilde{F}^{(p)}_{l,l';\vec{x}_n,\vec{x}'_n}$ is given by

$$\tilde{F}^{(p)}_{l,l';\vec{x}_n,\vec{x}'_n} = (-1)^{\delta_{l'l}} \det \left( \begin{array}{cccc} U_{\chi_1^l,\chi_1^l}^{(\sigma_1)} & U_{\chi_1^l,\chi_2^l}^{(\sigma_2)} & \cdots & U_{\chi_1^l,\chi_n^l}^{(\sigma_n)} \\ U_{\chi_2^l,\chi_1^l}^{(\sigma_1)} & A_{\chi_2^l,\chi_2^l} & \cdots & \cdots \\ \vdots & \vdots & \ddots & \vdots \\ U_{\chi_n^l,\chi_1^l}^{(\sigma_1)} & \cdots & \cdots & A_{\chi_n^l,\chi_n^l} \end{array} \right).$$

(42)

Equation (42) states that $\tilde{F}^{(p)}_{l,l';\vec{x}_n,\vec{x}'_n}$ can also be expressed as the determinant of a single $(n+1)\times(n+1)$ matrix. It is worth mentioning that another way of calculating $\tilde{F}^{(p)}_{l,l';\vec{x}_n,\vec{x}'_n}$ is to insert the completeness relation

$$\sum_{m=0}^{N-1} \sum_{\eta_{m+1}} |\tilde{F}^{(p)}_{l,m+1}|^2 = 1$$

in the definition given by Eq. (42), and we observe that only those states with $n+1$ excitations contribute. It is shown in Appendix B that a combination of the obtained results for $F^{(p)}_{l,l';\vec{x}_n,\vec{x}'_n}$ [Eq. (22)] with the Cauchy-Binet formula can also yield Eq. (42).

Let us now look into the case of $l = l'$ a little bit further. In this case,

$$\tilde{F}^{(p)}_{l,l;\vec{x}_n,\vec{x}'_n} = \det \left( \begin{array}{cccc} 1 & U_{\chi_1^l,\chi_1^l}^{(\sigma_1)} & U_{\chi_1^l,\chi_2^l}^{(\sigma_2)} & \cdots & U_{\chi_1^l,\chi_n^l}^{(\sigma_n)} \\ U_{\chi_2^l,\chi_1^l}^{(\sigma_1)} & \delta_{\chi_2^l,\chi_2^l} & \delta_{\chi_2^l,\chi_3^l} & \cdots & \delta_{\chi_2^l,\chi_n^l} \\ \vdots & \vdots & \ddots & \cdots & \vdots \\ U_{\chi_n^l,\chi_1^l}^{(\sigma_1)} & \cdots & \cdots & \delta_{\chi_n^l,\chi_n^l} & \delta_{\chi_n^l,\chi_n^l} \end{array} \right).$$

(43)

In physically relevant cases with $n \geq 2$, if the set $\{\chi_n\} \equiv \{\chi_1, \cdots, \chi_n\}$ contains more than one element, for example $\chi_1, \chi_2, \cdots$, not being equal to any element in the set $\{\chi_n\} = \{\chi_1^l, \cdots, \chi_{n-1}^l\}$, then it is obvious that $\tilde{F}^{(p)}_{l,l;\vec{x}_n,\vec{x}'_n}$ vanishes since the $(n+1)$th, $(n+1)$th, $\cdots$ columns of the matrix in the above equation have their last $n$ elements being zero. Thus, the necessary condition for $\tilde{F}^{(p)}_{l,l;\vec{x}_n,\vec{x}'_n}$ being finite is that the two sets $\{\chi_n\}$ and $\{\chi_n\}$ share either $n$ or $n-1$ elements. Actually, by performing a Laplace expansion of the determinant in Eq. (43) along the first row, we arrive at

$$\tilde{F}^{(p)}_{l,l;\vec{x}_n,\vec{x}'_n} = \delta_{\chi_n,\chi_n'} - \sum_{\alpha=1}^{n} \sum_{\alpha'=1}^{n} (-1)^{\alpha+\alpha'} U_{\chi_n^l,\chi_n^l}^{(\sigma_\alpha)} U_{\chi_{n-1}^l,\chi_{n-1}^l}^{(\sigma_{\alpha'})} \delta_{\chi_{n-1}^l,\chi_{n-1}^l}. \quad (44)$$

In the double summation on the right-hand side of the above equation, it is easy to see that $\chi_\alpha \neq \chi'_\alpha$, when $\gamma' \neq \alpha'$, and $\chi_\alpha \neq \chi_\gamma$ when $\gamma \neq \alpha$. Thus, $\chi_\alpha = \chi'_\alpha$ corresponds to the case of $\chi_n = \chi'_n$, and $\chi_\alpha \neq \chi'_\alpha$ corresponds to the case that $\{\chi_n\}$ and $\{\chi'_n\}$ share exactly $n-1$ elements, i.e.,

$$(\chi_1, \cdots, \chi_{n-1}, \chi_{n-1}+1, \cdots, \chi_n),$$

(45)

with $\chi_n \notin \{\chi'_n\}$ and $\chi'_n \notin \{\chi_n\}$, respectively.

For $\chi_n = \chi'_n$, we have

$$\tilde{F}^{(p)}_{l,l;\vec{x}_n,\vec{x}'_n} = 1 - \sum_{\alpha=1}^{n} U_{\chi_n^l,\chi_n^l}^{(\sigma_\alpha)} U_{\chi_{n-1}^l,\chi_{n-1}^l}^{(\sigma_{\alpha'})} \delta_{\chi_{n-1}^l,\chi_{n-1}^l}. \quad (46)$$

In the latter case, one can show that, among the totally $C_n^2 (C_{N-n}^2 - 1)/2$ pairs of $(\chi_n, \chi'_n)$ with $\chi_n$ and $\chi'_n$ distinct (regardless of the order of the two), there are actually $C_n^2 N (N-n)/2$ such pairs in which $\chi_n$ and $\chi'_n$ share exactly $n-1$ elements. For a given pair $(\eta_n, \eta'_n)$ having this property, assuming that it is $\eta_{\beta} (\eta'_{\beta'})$ that does not appear in the given set $\{\eta_n\}$ (\{\eta'_n\}), then from Eq. (41) we have

$$\tilde{F}^{(p)}_{l,l;\eta_n,\eta'_n} = (-1)^{\beta+\beta'+1} U_{\eta_n^l,\eta'_n}^{(\sigma_\alpha)} \delta_{\eta_{n-1}^l,\eta'_{n-1}^l}. \quad (47)$$

The case of $l = l'$ considered above is interesting since $\tilde{F}^{(p)}_{l,l;\vec{x}_n,\vec{x}'_n}$ can give the matrix elements of operators such as $S_1^z, S_2^z, S_{j+1}^z$, etc., which are relevant to the central spin model, the Heisenberg spin chain, and so on. Actually, from the relation $S_j^z S_{j+1}^z = \frac{1}{2} - S_{j+1}^z$, we can define

$$G_{l,n}^{(p)} \equiv \langle \chi_n^p | S_j^z \chi_n^p \rangle$$

$$= \frac{1}{2} \delta_{\chi_n,\chi_n'} - \tilde{F}^{(p)}_{l,l;\vec{x}_n,\vec{x}'_n}, \quad (48)$$

which also vanishes for $\{\chi_n\}$ and $\{\chi'_n\}$ sharing fewer than $n - 1$ elements, as well as

$$G_{l,l'}^{(p)} \equiv \langle \chi_n^p | S_j^z S_{l,j}^z \chi_n^p \rangle = \sum_{\eta_n} G_{l,n}^{(p)} G_{l',\eta_n}^{(p)} \chi_{n}^{p}, \quad (49)$$

where the set of summation indices $\{\eta_n\}$ in the above equation has $n$ or $n - 1$ common elements with both $\chi_n$ and $\chi'_n$, so that the two sets $\{\chi_n\}$ and $\{\chi'_n\}$ have at most two distinct elements. One can also show that there are $C_n^2 C_{N-n}^2 N / 2$ such pairs of $(\chi_n, \chi'_n)$ in which the two have exactly $n - 2$ common elements. When $N$ and $n$ are relatively large, we have $C_n^2 \gg C_{N-n}^2 C_{N-n-1}^2$, and hence the total numbers of matrix elements to be considered can be greatly reduced.

Combining Eq. (41) with Eq. (15), the collective matrix elements of $\sum_{j=1}^{N} g_j^p S_j^z$ for some distribution $\{g_j^p\}$ can
be calculated as
\[ G^{(p)}_{\chi_n,\chi_n}(\{g'_j\}) = \sum_{j=1}^{N} g'_j S_j^z |\chi_n^{(p)}\rangle \]
\[ = -\frac{1}{2} \delta_{\chi_n,\chi'_n} \sum_{j=1}^{N} g'_j + \sum_{\alpha=1}^{n} \sum_{\alpha'=1}^{n} (-1)^{\alpha + \alpha'} \delta_{\chi_n^{(\alpha)},\chi'_n^{(\alpha')}} \]
\[ \left( \sum_{j=1}^{N} g'_j U^{(\sigma_n)}_{\chi_n,j} U^{(\sigma'_n)}_{\chi'_n,j} \right) \delta_{\chi_n^{(\alpha)},\chi'_n^{(\alpha')}} , \quad (50) \]

It can be shown that \( G^{(p)}_{\chi_n,\chi_n}(\{g'_j\}) \) can also be written as
\[ G^{(p)}_{\chi_n,\chi_n}(\{g'_j\}) = -\frac{1}{2} \delta_{\chi_n,\chi'_n} \sum_{j=1}^{N} g'_j + \sum_{\alpha=1}^{n} \sum_{\alpha'=1}^{n} (-1)^{\alpha + \alpha'} \delta_{\chi_n^{(\alpha)},\chi'_n^{(\alpha')}} \]
\[ \left( \sum_{j=1}^{N} g'_j S_{\chi_n,j}^z S_{\chi'_n,j}^z \right) \]. \quad (51) \]

For a uniform distribution \( g'_j = g' \), it can be seen from either Eq. (50) or Eq. (51) that
\[ G^{(p)}_{\chi_n,\chi_n}(g') = g' \left( n - \frac{N}{2} \right) \delta_{\chi_n,\chi'_n} \]. \quad (52) \]

In the atomic limit, the transformation matrix \( U^{(\sigma)} \) reduces to the identity matrix and the eigenbasis reduces to the Ising configurations in real space. It is shown in Appendix A that the matrix representation of the real-space matrix element \( \tilde{E}^{(p)}_{\ell,\ell';\jmath_n,\jmath'_n} \), given by Eq. (42), survives only for two Ising configurations satisfying \( j_n^{(m)} = j_n^{(m') \prime} \) for some \( m \) and \( m' \), where \( l = j_m \notin \{ j'_n \} \) and \( l' \notin \{ j_n \} \) are the two distinct elements that are not shared by the two sets. This is consistent with the definition \( \tilde{E}^{(p)}_{\ell,\ell';\jmath_n,\jmath'_n} = \langle \jmath_n | S_{\ell'}^+ S_{\ell}^- | \jmath'_n \rangle \) that is often used in conventional diagonalization of spin models, where \( l \) and \( l' \) correspond to the two sites that are connected by \( S_{\ell'}^+ S_{\ell}^- \). Thus, Eq. (42) also provides a compact way to calculate real-space matrix elements of the XY-type spin-spin interaction in interacting spin chains. For the Heisenberg model described by \( H_{\text{Heisenberg}} = H_{\chi\chi} + H_{\text{Ising}} \), where \( H_{\text{Ising}} = \sum_{j=1}^{N} J_j S_j^z S_{j+1}^z \), it is interesting to note that \( H_{\chi\chi} \) is diagonal in the eigenbasis \( \{|\chi_n\rangle\} \), while \( H_{\text{Ising}} \) is diagonal in the real basis \( \{|\tilde{j}_n\rangle\} \).

IV. APPLICATIONS

In this section, we apply the results obtained in the preceding section to two physical systems, namely the nonlinear optical response of a one-dimensional molecular aggregate studied in Ref. [1], and the real-time dynamics of an interacting Dié model. Whereas the latter problem can in principle also be dealt with by other numerical methods, the nonlinear response of molecular aggregates requires essentially the information of matrix elements of the transition dipole operator in the energy basis of the aggregates.

A. Nonlinear optical response of one-dimensional molecular aggregates

As mentioned in the Introduction, the one-dimensional XX spin chain described by Eq. (1) can model a linear molecular aggregate consisting of an array of coupled two-level molecules, with \( J_j \) and \( h_j \) being the nearest-neighbor dipole-dipole coupling and the optical two-level transition frequency of the \( j \)th molecule, respectively. Taking advantage of the fact that the fundamental electronic excitations in such a system are in fact fermions, Spano proposed a simplified way to calculate the third-order hyperpolarizability for an aggregate with site disorder. The third-order response requires knowledge of the one- and two-exciton eigenstates and eigenenergies, for which the obtained determinant representation of the transition dipole matrix elements can be directly used.

To calculate the nonlinear optical response, the matrix elements of the transition dipole operator (with \( \mu \) the transition dipole moment between the ground and excited state of the two-level molecule)
\[ \mu = \mu \sum_{j=1}^{N} (S_j^x + S_j^z) \] (53)
are needed, where we assumed that the dimension of the aggregate is small enough compared with the optical wavelength. In particular, the third-order aggregate hyperpolarizability \( \gamma (-\omega, \omega, \omega, -\omega) \) is related to the matrix elements \( \mu_{\eta,\chi_1,\chi_2} \),
\[ \mu_{0,\eta} = \langle 0 | \mu_{\eta,\chi_1,\chi_2} | 0 \rangle, \quad \eta = 1, 2, \ldots, N \]
\[ \mu_{\eta,\chi_1,\chi_2} = \langle 0 | \sum_{\ell} \epsilon_{\ell}^{(\eta)} \chi_{\chi_1,\chi_2}^{(\eta)} | 0 \rangle, \quad 1 \leq \chi_1 < \chi_2 \leq N \]
which connect the vacuum state \( | 0 \rangle \) to the \( N \) one-exciton states \( | \eta \rangle \), and connect the latter to the \( C_2 \) two-exciton states \( | \chi_1, \chi_2 \rangle \), respectively. We recognize that \( \mu_{0,\eta} \) (\( \mu_{\eta,\chi_1,\chi_2} \)) is just the collective SOME defined in Eq. (43) (with \( n = 0 \) (\( n = 1 \))):
\[ \mu_{0,\eta} = \mu F_{\eta,0}( | g_j = 1 \rangle \), \quad (54) \]
\[ \mu_{\eta,\chi_1,\chi_2} = \mu F_{\chi_1,\chi_2,\eta}( | g_j = 1 \rangle \). \quad (55) \]

For a homogeneous molecular chain with spatial boundary conditions, these matrix elements are given by the factorized expression in Eq. (41) (for \( N = \text{even molecules} \)):
\[ \mu_{0,\eta}^{(p)} = \mu \sqrt{N} \delta_{\eta,2}, \quad (56) \]
\[ \mu_{\eta,\chi_1,\chi_2}^{(p)} = \frac{\mu}{\sqrt{N}} \delta(K^{(1)}_{\chi_1} + K^{(1)}_{\chi_2} - K^{(-1)}_{\eta}), \quad (57) \]
We see that $\mu^{(o)}_{\eta \eta}$ vanishes unless $K^{(-1)}$ is zero, and $\mu^{(p)}_{\eta \chi_1 \chi_2}$ is nonzero only if $K^{(+1)} + K^{(-1)} = 0$ or $2\pi$, implying the momentum conservation of excitons in the optical response.

For a homogeneous molecular chain with free ends studied in Ref. [9], the corresponding $\mu^{(o)}_{\eta \eta}$ and $\mu^{(p)}_{\eta \chi_1 \chi_2}$ can also be calculated analytically from Eqs. (33) and (34),

$$\mu^{(o)}_{\eta \eta} = \mu \sqrt{\frac{2}{N + 2}} \frac{1 - (-1)^\eta}{2} \cot \frac{K_\eta}{2},$$

$$\mu^{(o)}_{\eta \chi_1 \chi_2} = \mu \sqrt{\frac{1}{2(N + 1)}} \cot \frac{K_{\chi_1 \chi_2}}{2} \left[ -(\delta_{\chi_1 + \eta, \chi_2 + \delta_{\chi_1 + \chi_2, \eta}} + \delta_{\chi_1, \chi_2 + \eta} + \delta_{\chi_1, \chi_2 + \eta, 2(N + 1)}) - (\chi_1 \leftrightarrow \chi_2) \right]$$

for $\eta \neq \chi_1$ and $\eta \neq \chi_2$. For $\eta = \chi_1$ (and hence $\eta \neq \chi_2$ since $\chi_1 \neq \chi_2$), we have

$$\mu^{(o)}_{\chi_1 \chi_1 \chi_2} = -\mu \sqrt{\frac{1}{2(N + 1)}} \left[ 1 - (-1)^{\chi_2 - \xi} \right] \cot \frac{K_{\chi_1 \chi_2}}{2}$$

$$-\mu \sqrt{\frac{1}{2(N + 1)}} \left( \cot \frac{K_{\chi_1 \chi_2}}{2} + \cot K_{\chi_1} \right) \cdot$$

$$(\delta_{2\chi_1 \chi_2} - \delta_{\chi_2 + 2\chi_1, 2(N + 1)}).$$

Similarly, when $\eta = \chi_2$ (and hence $\eta \neq \chi_1$), $\mu^{(o)}_{\chi_2, \chi_1 \chi_2}$ can be obtained from $\mu^{(o)}_{\chi_1 \chi_1 \chi_2}$ by swapping $\chi_1$ and $\chi_2$ and noting that $\mu^{(o)}_{\chi_2, \chi_1 \chi_2} = -\mu^{(o)}_{\chi_1, \chi_1 \chi_2}$. We see from the above expressions that $\mu^{(o)}_{\eta \eta}$ is nonzero only if $\eta$ is odd [3], while $\mu^{(o)}_{\eta \chi_1 \chi_2}$ vanishes unless $\eta$ and $\chi_1 + \chi_2$ have the same parity [23].

For a homogeneous aggregate with free ends, the saturated excitonic absorption spectra show peaks at $\omega = E_1$, $E_2$, $E_3$, ..., $E_N$. Figure 1 shows the evolution of the ratio of the imaginary parts of the hyperpolarizability $\gamma(-\omega, \omega, \omega, -\omega)$ (see Ref. [9] for an explicit expression) at the first peak $\omega = E_1$ to that at the second peak $\omega = E_2$ with the number of molecules $N$ in the aggregate. It can be seen that the ratio $\gamma(-E_1, E_1, -E_1)/\gamma(-E_2, E_2, -E_2)$ drops quickly as $N$ is increased from small $N$, and it keeps decreasing more moderately as $N$ increases further up to several tens, which is consistent with Ref. [9].

There may be cases in which the aggregates sizes are comparable with the optical wavelength [24]. As a result, the transition dipole operator can generally no longer be written as a collective form given by Eq. (53), but rather as $\hat{\mu} = \mu \sum_{j=1}^{N} (\hat{e}^{kr_j} \hat{S}_j + \text{H.c.})$, where $k$ and $r_j$ are the wave vector of the light and the position of the $j$th molecule, respectively. In turn, the matrix elements for the transition dipole operator do not admit closed forms such as Eqs. (54)-(56) and must be evaluated through Eq. (17) by calculating all the $NC^N (NC^N - 1) 2N + 1$ individual matrix elements $F_{j_1 j_2 \eta, \chi_1 \chi_2}$. Thanks to the determinant form of $F_{j_1 j_2 \eta, \chi_1 \chi_2}$ obtained in Eq. (52), the lengthy sums over the site indices in Eq. (20) are avoided. We note that if periodic boundary conditions are imposed on the molecular aggregates, the transition dipole matrix elements can be obtained most simply through the factorized expression given by Eq. (11). The advantages of the present method become more apparent when higher-order nonlinear optical properties are involved [23], for which multiexciton states with more than two excitons need to be taken into account. The formalism developed above provides a convenient method to calculate these higher-order nonlinear optical responses.

B. The interacting Dicke model and its dynamics

As the second application of the developed formalism for the SOMEs, we now turn to the study of real-time dynamics of the interacting Dicke model. Specifically, we consider a model consisting of a periodic XX spin chain coupled to a single bosonic mode:

$$H_{\text{int}} = H_{\text{int},0} + H_{\text{int},1},$$

$$H_{\text{int},0} = \sum_{j=1}^{N} \omega_j \left( S_j^z + \frac{1}{2} \right) + J \sum_{j=1}^{N} (S_j^z S_{j+1}^z + S_j^y S_{j+1}^y) + \omega a^\dagger a,$$

$$H_{\text{int},1} = \sum_{j=1}^{N} g_j (S_j^+ a + S_j^- a^\dagger),$$

(61)
where $a$ is the boson annihilation operator for the single-mode photon with frequency $\omega$. In the Frenkel-exciton model description of molecular aggregates located in a single-mode cavity, $\{\omega_j\}$ and $\{g_j\}$ are the (inhomogeneous) excitonic excitation energies and the exciton-photon coupling constants, respectively. $J$ is the uniform nearest-neighbor exciton coupling between adjacent monomers arranged in a line [10, 15]. It is easily seen that $H_{\text{int}}$ conserves the total number of excitations $M = a^\dagger a + \sum_j (\delta_j^+ + 1/2)$, implying that $H_{\text{int}}$ can be diagonalized in subspaces with fixed $M$'s.

The usual inhomogeneous Dicke model $H_{\text{Dicke}}$ describes a set of $N$ two-level atoms interacting with a single-photon mode [16, 17] can be obtained by setting $J = 0$ in $H_{\text{int}}$. In the special case of a uniform light-atom interaction $g_l = g$, $H_{\text{Dicke}}(g)$ is integrable and can be solved by using the Bethe ansatz [19, 26]. The dynamics of the inhomogeneous Dicke model has been studied in detail in Refs. [16, 17, 19]. Note that $H_{\text{int}}$ is no longer integrable, and hence the Bethe ansatz ceases to be applicable.

To obtain a universal short-dynamics for different numbers of spins, we define the collective Rabi frequency [12, 15]

$$g_R = \sum_{j=1}^N \delta_j^2,$$

which will be used as an energy unit below. The Hilbert space in the $M$-sector is spanned by the $D_{N_M} = \sum_{m=0}^{\min(M,N)} C_N^m$ basis states $\{|\eta_m; M-m\rangle\}$ in which $H_{\text{int}}|0\rangle$ is diagonal, where $m$ counts the total number of excitations in the XX chain. So any state in the $M$-sector can be written

$$|\psi_M\rangle = \sum_{m=0}^{\min(M,N)} \sum_{\eta_m} A_{\eta_m}^{(m)} |\eta_m; M-m\rangle.$$  

The matrix element of $H_{\text{int}}$ between any two basis states $|\eta_m; M-m\rangle$ and $|\eta_{m'}; M-m'\rangle$ reads

$$\langle \eta_m'; M-m'|H_{\text{int}}|\eta_m; M-m\rangle$$

$$\delta_{m,m'} \prod_{l=1}^m \delta_{\eta_l} [\mathcal{E}_{\eta_m} + \omega(M-m)]$$

$$+ \delta_{m',m+1} F_{\eta_m, \eta_{m+1}}^+ \{\{g_j\}\} \sqrt{M-m}$$

$$+ \delta_{m',m-1} F_{\eta_m, \eta_{m-1}}^- \{\{g_j\}\} \sqrt{M-m+1},$$

where $\mathcal{E}_{\eta_m} = \sum_{j=1}^m E_{\eta_l}$ is the total energy of the $m$ fermions occupying the set of modes $\{\eta_l\}$.

In the following numerical simulation, we use Eqs. (17) and (32) to compute the collective matrix elements $F_{\eta_m, \eta_{m+1}}$ appearing in Eq. (64). Once the block Hamiltonian in the $M$-sector is constructed, the time-evolved state $|\psi(t)\rangle = e^{-iHt}|\psi_0\rangle$ from an initial state $|\psi_0\rangle$ is then calculated by numerically integrating the Schrödinger equation $i\partial_t |\psi(t)\rangle = H |\psi(t)\rangle$. We also consider numbers of excitations no larger than the total number of spins, i.e., $M \leq N$. We emphasize that the dynamics of the same model can in principle also be treated in the real-space basis of the XX chain. However, Eq. (64) offers us a compact expression for evaluating the matrix elements of the Hamiltonian provided the SOMEs $F_{\eta_{m+1}, \eta_m} \{\{g_j\}\}$ are obtained.

1. Noninteracting chain, homogeneous coupling

Using a combination of mean-field analysis and algebraic Bethe ansatz, the authors of Ref. [19] studied the decay of the bosonic occupation number $N_a(t) = \langle |a^\dagger a| |\psi(t)\rangle$ in the integrable model described by $H_{\text{Dicke}}(g)$, with uniformly distributed spin excitation energies $\omega_j = (j - 1) \frac{\Delta}{N}$ between zero and the bandwidth $\Delta$. It was pointed out in Ref. [11] that neither the mean-field approach nor the Bethe ansatz solution, which requires a truncation of the Hilbert space, can capture the real-time dynamics of the system accurately in the intermediate-coupling regime with $\Delta/N < g_\omega = g\sqrt{N} < \Delta$ due to the significant mixture between the spins and the bosonic mode. Therefore, a full quantum treatment is needed in this regime, which limits the number of spins considered up to only $N \leq 16$. For example, for $N = 16$ spins and $M = 6$ excitations, the dimension of the Hilbert space in this $M$-sector already reaches $D_{16,6} = 14893$.

As in Ref. [19], we are interested in the time evolution of the reduced bosonic occupation number $N_a(t)/M$ starting with the initial state $|\psi_0\rangle = | \downarrow \cdots \downarrow; M\rangle$. Figure 2 shows $N_a(t)/M$ for different combinations of $(N, M)$. The ratio between the excitonic bandwidth and the collective Rabi frequency is set as a constant $\Delta/g_R = 10/3$ for different numbers of spins, so that the system lies in the intermediate-coupling regime. The photon energy is always set to be half of the bandwidth, i.e., $\omega/\Delta = 0.5$. In Fig. 1(a), we show the evolution of $N_a(t)/M$ for $N = 16$ spins. For small numbers of excitations with $M = 1$ and 3, we observe revivals of $N_a(t)/M$ at later times $g_R t \approx 30$ and $\approx 60$, which are mainly due to the finite-size effect for small $M$. As $M$ increases, the revival behavior disappears gradually, and plateaus are developed at intermediate and long times due to a rapid increase of the dimension of the Hilbert space. In addition, the plateau value tends to increase with increasing $M$, which is consistent with the observation that an increase of $M$ tends to suppress the decay of $N_a(t)/M$ at short times [19]. However, our results go beyond the short-time dynamics obtained in Ref. [19] to reach the steady long-time regime. Furthermore, even though in the framework of Bethe ansatz solutions one can perform a full quantum calculation as well, the nasty double sum over all the eigenstates cannot be avoided [19].

Figure 1(b) shows the evolution of $N_a(t)/M$ for a fixed excitation number $M = 10$, but with different numbers of spins. In contrast to the case of varying $M$ and keeping
FIG. 2: Real-time evolution of the reduced bosonic occupation number \( N_a(t)/M \) for \( J = 0 \), \( \Delta/g_R = 10/3 \), and \( \omega/g_R = 5/3 \). The initial state is a boson number state \( | \psi_0 \rangle = | \downarrow \cdots \downarrow; M \rangle \) occupied by bosons. (a) The number of spins is \( N = 16 \), and the numbers of excitations are \( M = 1, 3, 5, \) and \( 6 \); (b) The number of excitations is \( M = 10 \), and the numbers of spins are \( N = 10, 11, 12, 13, \) and \( 14 \); (c) The ratio between \( N \) and \( M \) is fixed: \( N/M = 1 \) (solid curves) and \( N/M = 2 \) (dashed curves).

\( N \) fixed, increasing \( N \) with \( M \) fixed can actually pull the profile of \( N_a(t)/M \) down, implying that it might be the ratio \( M/N \) that qualitatively determines the overall profile of \( N_a(t)/M \). This is confirmed in Fig. 1(c) for \( M/N = 1/2 \) and \( 1 \). In both cases, some slight oscillations appear in the plateau regime for small \( M \). However, the curves become closer to each other as \( M \) is increased, and they are expected to converge to a single curve in the limit \( M, N \to \infty \).

2. Homogeneous chain, inhomogeneous coupling

We now go beyond the atomic limit to include finite dipole-dipole interaction between nearest-neighbor monomers. For simplicity, we impose periodic boundary conditions on the chain and assume uniform on-site energies for the monomers, i.e., \( \omega_j = \omega_A, \forall j \). Thus, the noninteracting \( H_{\text{int},0} \) becomes

\[
H_{\text{int},0} = \omega M + H_{\text{PBC}}(-\Delta_{AC}, J),
\]

with single-particle dispersion \( E_{\sigma} = \Delta_{AC} + 2J \cos K_\sigma \) in the sector with fermion parity \( \sigma \), where \( \Delta_{AC} = \omega_A - \omega \) is the exciton-cavity detuning. For \( J < 0 \) (\( J > 0 \)), the Hamiltonian \( H_{\text{int},0} \) describes a linear \( J \)-aggregate (H-aggregate) \( \frac{1}{2} \). With the bosonic mode describing a single-mode cavity coupled to the aggregate, the exciton-cavity coupling is assumed to be of the form

\[
g_j = g_d \sin \frac{\pi j}{2N}
\]

where \( g_d \) measures the coupling strength and is related to the dipole moment of the exciton, and the sinusoidal part is due to different positions of the monomers in the cavity \( \frac{1}{2} \). The inhomogeneous coupling constants \( \{g_j\} \) are thus distributed nonuniformly between \( g_1 = g_d \sin \frac{\pi}{2N} \) and \( g_N = g_d \). For the resonant case with \( \Delta_{AC} = 0 \), the ratio between the collective Rabi frequency and the exciton bandwidth \( g_R/|J| \) provides a measure of the exciton-cavity coupling strength.

In this subsection, we consider initial states with all excess energy contained in the excitonic part. In particular, we consider the following initial state in the \( M \) sector:

\[
|\psi_0\rangle = |G\rangle_M \otimes |0\rangle_c,
\]

which is a product state of the excitonic ground state \( |G\rangle_M \) with \( M \) excitons and the vacuum state \( |0\rangle_c \) of the cavity photons. Depending on the sign of \( J \), the ground state is filled by \( M \) fermions with their wavenumbers distributed at the middle (edges) of the Brillouin zone \( (-\pi, \pi) \) for \( J < 0 \) (\( J > 0 \)). In Fig. 3 we present the dynamics of \( N_a(t)/M \) for a molecular chain with \( N = 12 \) monomers and \( M = 6 \) excitations, so that the ground state of the molecular chain is \( |G\rangle_M = \xi_1^e \xi_2^e \cdots \xi_6^e |0\rangle \) and \( |G\rangle_6 = \xi_1^f \xi_2^f \xi_5^f |0\rangle \) for \( J < 0 \) and \( J > 0 \), respectively (Fig. 3 insets).

For \( J > 0 \), we observe a nonmonotonic dependence of the photon generation on the exciton coupling \( J \)
nonmonotonic dependence on cavity coupling is strong enough to excite the filled exciton ground state is suppressed since the exciton-cavity coupling can efficiently excite higher occupied exciton states due to the narrow exciton band width. As the exciton coupling \( J \) increases, the energy differences between different eigenenergies of the molecular chain also increase. If the exciton-cavity coupling is increased further, so that even the smallest excitation energy exceeds the largest exciton-cavity coupling \( g_N \), then the photon generation is again suppressed.

For \( J < 0 \), the excitonic ground state \( |G\rangle_6 \) has a different nature from that of \( J > 0 \), which leads to an oscillatory decay of \( N_a(t)/M \). Though in this case there is no clear indicator of the photon generation behavior, it seems that the mean value of \( N_a(t)/M \) shows a similar nonmonotonic dependence on \( |J| \). For large enough \( |J| \), we again observe a suppression of the photon generation. These behaviors of the photon generation are similar to the decoherence properties previously observed in an interacting central spin model [12].

V. CONCLUSIONS

In this work, we derived compact expressions for the spin-operator matrix elements (SOMEs) of spin operators \( S_j^+ \) and \( S_j^- S_j^+ \) between too relevant eigenstates of an inhomogeneous periodic/open XX chain. Using a fermionic approach that has been applied to the calculation of SOMEs in the quantum Ising model, we show that these matrix elements can simply be expressed as determinants of some square matrices that involve the coefficients of the canonical transformations diagonalizing the chain. For a homogeneous XX chain with periodic boundary conditions, the SOME of \( S_j^- \) happens to be proportional to a variant of the Cauchy determinant that can be evaluated analytically, which recovers a known but unproven result discovered in Ref. [10]. Using the results for the SOMEs of \( S_j^- S_j^+ \) in the case of \( j = j' \), we also derived useful expressions for the SOMEs of \( S_j^- \) and \( S_j^+ S_j^- \), which are relevant to the central spin model and the Heisenberg spin chain, etc.

We then applied the obtained formalism to the study of third-order optical response of molecular aggregates with free ends. Since the transition dipole matrix elements between eigenstates of an aggregate are essential for the calculation of the nonlinear optical responses, our results thus provide a suitable framework for this purpose, especially when the molecule sizes are comparable with the optical wavelength, or when higher-order responses need to be considered. We next studied the real-dynamics of an interacting Dicke model that describes a set of interacting spins 1/2 coupled to a single bosonic model. In the noninteracting case, we obtain results that are consistent with the literature, and we find that it is the ratio between the number of excitations and the total number of spins that determines the overall profile of the reduce bosonic occupation number. In the interacting case that is relevant to a one-dimensional molecular chain located in a single-mode cavity, we find that the exciton coupling between nearest-neighboring monomers has a significant effect on the photon generation from a half-filled excitonic ground state. We believe the results obtained in this work can find useful applications in a variety of composite “system-environment” systems, e.g., low-dimensional molecular aggregates, optical emitters in photocell systems, interacting central spin models, and so on.
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Appendix A: Derivation of Eq. (20)

From Eq. (12) and Eq. (17), \( F_{\eta_n+1, \chi_n}^{(p)}(\{g_j\}) \) can be written as

\[
F_{\eta_n+1, \chi_n}^{(p)}(\{g_j\}) = \langle \chi_n | \sum_{j=1}^{n} g_j S_{\eta_n+1,j} T_j c_j | j_{n+1} \rangle. \tag{A1}
\]

Since \( c_j |0\rangle = 0 \), the summation index \( j \) in the above equation should be chosen from the set \( \{j_n+1\} = \{j_1, j_2, \cdots, j_{n+1}\} \), yielding

\[
F_{\eta_n+1, \chi_n}^{(p)}(\{g_j\}) = \langle \chi_n | \sum_{j=1}^{n+1} g_j S_{\eta_n+1,j} T_j c_j | j_{n+1} \rangle. \tag{A2}
\]

By using Eq. (3) to move \( T_j c_j \) across the creation operators \( c_j^\dagger, c_{j-1}^\dagger, \cdots, c_{j_{n+1}}^\dagger \) and noting that \( T_j |0\rangle = |0\rangle \), we have

\[
F_{\eta_n+1, \chi_n}^{(p)}(\{g_j\}) = \langle \chi_n | \sum_{j=1}^{n+1} g_j S_{\eta_n+1,j} T_j c_j | j_{n+1} \rangle = \langle \chi_n | \sum_{j=1}^{n+1} g_j S_{\eta_n+1,j} T_j c_j | j_{n+1} \rangle. \tag{A3}
\]

where we have used the inverse transformation of Eq. (12) in the second to last line.

Appendix B: Derivation of Eq. (42) using the fermionic approach

In this appendix, we closely follow the method used in Sec. IIIA of deriving \( F_{j_p, j_{n+1}, \chi_n}^{(p)} \) to derive a determinant representation for \( F_{j_p, j_{n+1}, \chi_n}^{(p)} \).

We again switch to the fermion representation by writing

\[
F_{j_p, j_{n+1}, \chi_n}^{(p)}(\chi_n, \chi_n) = \langle 0 | \xi_{\eta_n, \sigma_n} \cdots \xi_{\eta_1, \sigma_1} | j_{n+1} \rangle (T_l T_l c_m T_l T_l) \quad \xi_{\eta_1, \sigma_1} \cdots \xi_{\eta_n, \sigma_n} |0\rangle. \tag{B1}
\]

Inserting the identity \( (T_l T_l c_m T_l T_l) = 1 \) between \( \xi_{\eta_1, \sigma_1} \) and \( \xi_{\eta_n, \sigma_n} \) in the last equation, we have

\[
D_{\eta_1, \cdots, \eta_n, \chi_1, \cdots, \chi_n}^{(l,l')} = \sum_{\rho, \rho'} N_{\rho} |\langle 0 | \xi_{\eta_n, \sigma_n} \cdots \xi_{\eta_1, \sigma_1} T_l T_l \xi_{\chi_1, \sigma_1} \cdots T_{l'} T_{l'} \xi_{\chi_n, \sigma_n} |0\rangle| \quad \xi_{\eta_1, \sigma_1} \cdots \xi_{\eta_n, \sigma_n} |0\rangle. \tag{B2}
\]

where \( A_{\rho, \sigma}(\sigma) \) is given by Eq. (28). Note that only \( \rho = \chi_1, \chi_2, \cdots, \chi_n \) contributes to the last line of Eq. (B3), hence we have

\[
D_{\eta_1, \cdots, \eta_n, \chi_1, \cdots, \chi_n}^{(l,l')} = \sum_{\rho, \rho'} N_{\rho} |\langle 0 | \xi_{\eta_n, \sigma_n} \cdots \xi_{\eta_1, \sigma_1} T_l T_l \xi_{\chi_1, \sigma_1} \cdots T_{l'} T_{l'} \xi_{\chi_n, \sigma_n} |0\rangle| \quad \xi_{\eta_1, \sigma_1} \cdots \xi_{\eta_n, \sigma_n} |0\rangle. \tag{B3}
\]

where we have used the inverse transformation of Eq. (12) in the second to last line.
Substituting this equation into Eq. (B1) and using the relations

$$\sum_{\chi' = 1}^N A_{\chi', \chi}^{(l') + (\sigma)} U_{\chi', \chi}^{(\sigma)} = \left\{ \begin{array}{ll} \text{sgn}(l' - l)U_{\chi', \chi}^{(\sigma)} & l \neq l', \\ U_{\chi', \chi}^{(\sigma)} & l = l', \end{array} \right. \quad (B5)$$

$$\sum_{\chi' = 1}^N A_{\chi', \chi}^{(l') + (\sigma)} U_{\chi', \chi}^{(\sigma)} = \left\{ \begin{array}{ll} \text{sgn}(l - l')U_{\chi', \chi}^{(\sigma)} & l \neq l', \\ U_{\chi', \chi}^{(\sigma)} & l = l', \end{array} \right. \quad (B6)$$

we finally obtain the determinant representation given by Eq. (12).

**Appendix C: Alternative derivation of Eq. (12) using the Cauchy-Binet formula**

In this appendix, we will use the obtained formula of $F^{(p)}_{\tilde{\eta} + 1} | \tilde{\eta}_{n+1} \rangle \langle \tilde{\eta}_n |$ [Eq. (2)] to derive Eq. (12). We insert the completeness relation $\sum_{m=0}^{N-1} \sum_{\tilde{\eta}_m = 1}^N | \tilde{\eta}_m^{(p)} \rangle \langle \tilde{\eta}_m^{(p)} | = 1$ between $S_l^-$ and $S_l^+$ appearing in $\tilde{F}_{l', \tilde{\eta} + 1} | \tilde{\eta}_n \rangle$:

$$\tilde{F}^{(p)}_{l', \tilde{\eta} + 1} | \tilde{\eta}_n \rangle = \sum_{\tilde{\eta}_n = 1}^N \langle \tilde{\eta}_n^{(p)} | \tilde{\eta}_l^{(p)} \rangle^{(p)} | \tilde{\eta}_n |$$

$$= \sum_{\tilde{\eta}_n = 1}^N \sum_{\tilde{\eta}_m + 1}^N \langle \tilde{\eta}_m^{(p)} | \tilde{\eta}_l^{(p)} \rangle^{(p)} | \tilde{\eta}_n |$$

$$= \sum_{\tilde{\eta}_n = 1}^N \sum_{\tilde{\eta}_m = 1}^N \det \left[ A_{\tilde{\eta}_m, \tilde{\eta}_n}^{(l') + (\sigma)} U_{\tilde{\eta}_m, \tilde{\eta}_n}^{(\sigma)} \right]$$

where $A_{\tilde{\eta}_m, \tilde{\eta}_n}$ denotes the matrix formed from $A$ using columns (rows) $(\tilde{\eta}_1, \tilde{\eta}_2, \cdots, \tilde{\eta}_{n+1})$. We see that the two matrices

$$A = \begin{pmatrix} U_{\tilde{\eta}_1, \tilde{\eta}_1}^{(\sigma)} & U_{\tilde{\eta}_1, \tilde{\eta}_2}^{(\sigma)} & \cdots & U_{\tilde{\eta}_1, \tilde{\eta}_{N-1}}^{(\sigma)} \\ A_{\tilde{\eta}_1, \tilde{\eta}_1}^{(l') + (\sigma)} & A_{\tilde{\eta}_1, \tilde{\eta}_2}^{(l') + (\sigma)} & \cdots & A_{\tilde{\eta}_1, \tilde{\eta}_{N-1}}^{(l') + (\sigma)} \\ \vdots & \vdots & \ddots & \vdots \\ A_{\tilde{\eta}_{N-1}, \tilde{\eta}_1}^{(l') + (\sigma)} & A_{\tilde{\eta}_{N-1}, \tilde{\eta}_2}^{(l') + (\sigma)} & \cdots & A_{\tilde{\eta}_{N-1}, \tilde{\eta}_{N-1}}^{(l') + (\sigma)} \end{pmatrix}$$

and

$$B = \begin{pmatrix} U_{\tilde{\eta}_1, \tilde{\eta}_1}^{(\sigma)} & A_{\tilde{\eta}_1, \tilde{\eta}_1}^{(l') + (\sigma)} & \cdots & A_{\tilde{\eta}_1, \tilde{\eta}_{N-1}}^{(l') + (\sigma)} \\ A_{\tilde{\eta}_1, \tilde{\eta}_2}^{(l') + (\sigma)} & U_{\tilde{\eta}_1, \tilde{\eta}_2}^{(\sigma)} & A_{\tilde{\eta}_1, \tilde{\eta}_2}^{(l') + (\sigma)} & \cdots & A_{\tilde{\eta}_1, \tilde{\eta}_{N-1}}^{(l') + (\sigma)} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ A_{\tilde{\eta}_{N-1}, \tilde{\eta}_1}^{(l') + (\sigma)} & A_{\tilde{\eta}_{N-1}, \tilde{\eta}_2}^{(l') + (\sigma)} & \cdots & U_{\tilde{\eta}_{N-1}, \tilde{\eta}_{N-1}}^{(\sigma)} & A_{\tilde{\eta}_{N-1}, \tilde{\eta}_{N-1}}^{(l') + (\sigma)} \end{pmatrix}$$

fit into Eq. (C1) and gives

$$\tilde{F}_{l', \tilde{\eta} + 1} = \det(AB) \tilde{F}_{l', \tilde{\eta} + 1} | \tilde{\eta}_n \rangle,$$

which is exactly Eq. (12) after using Eq. (24).

**Appendix D: Proof of $F^{(p)}_{l', \tilde{\eta}_n} = \langle \tilde{\eta}_n | S_l^+ S_l^- | \tilde{\eta}_n \rangle$**

We only consider $l < l'$ as the case of $l > l'$ can be proved similarly. In the atomic limit, the eigenbasis is consistent with the position basis spanned by the Ising configurations, i.e., $\chi_n = \tilde{\eta}_n$ and $\chi_n' = \tilde{\eta}_n'$. From Eq. (28), we have $A_{\tilde{\eta}_n, \tilde{\eta}_n'}^{(l', \sigma)} = \delta_{\tilde{\eta}_n, \tilde{\eta}_n'} (1 - 2 \sum_{\tilde{\eta}_m} \delta_{\tilde{\eta}_m, l} \delta_{\tilde{\eta}_m, l'}). After performing a Laplace expansion of the determinant in Eq. (12) along the first row, we arrive at

$$\tilde{F}^{(p)}_{l', \tilde{\eta}_n} = \sum_{m=1}^n \sum_{m'=1}^n (-1)^{m+m'} \delta_{\tilde{\eta}_m, l} \delta_{\tilde{\eta}_m, l'} \delta_{\tilde{\eta}_{m'}, l} \tilde{F}_{l', \tilde{\eta}_n} = \prod_{m' = 1}^{l'-1} \left( 1 - 2 \sum_{l'' = l}^{l'} \delta_{l'', l'} \right).$$

We first observe that the product $\prod_{m'=1}^{l'}(\neq m')$ in the last line of the above equation can be replaced by $\prod_{m'=1}^{m-1}$ because $j_{m'} > j_{m'}' = l''$ for $m'' \geq m + 1$. We then argue that only terms with $m \leq m'$ contribute to the double summation in Eq. (D1). Actually, if $m > m'$, then from $j_m = j_m'$ we have $j_{m'} = j_{m'}' - 1$, and $j_{m'}' = j_{m'}' + 1$, so that $l' = j_{m'}' < j_{m'}' + 1 = j_{m'} + l = l$, in contradiction to the assumption that $l < l'$. Thus, for $l < l'$ we have

$$\tilde{F}^{(p)}_{l', \tilde{\eta}_n} \prod_{m'=1}^{m'-1} \left( 1 - 2 \sum_{l'' = l}^{l'} \delta_{l'', l'} \right).$$
For \( m = m' \), we have \( j_{m''} = j'_{m''} \) for \( m'' \leq m' - 1 \), so that \( j'_{m''} = j_{m''} < j_m = l \), and hence \( \prod_{m''=1}^{m'-1} \left( 1 - 2 \sum_{l'=1}^{l-1} \delta_{j'_{m''}, l'} \right) = 1 \); while for \( m < m' \), we have \( j_{m''} = j'_{m''} \) for \( m'' \leq m - 1 \), and \( j_{m+1} = j'_m, \ldots, j_{m'} = j'_{m'-1} \), so that \( l = j_m < j_{m+1} = j'_m < \ldots < j'_{m'-1} \leq l' - 1 \), and hence \( \prod_{m''=1}^{m'-1} \left( 1 - 2 \sum_{l'=1}^{l'-1} \delta_{j'_{m''}, l'} \right) \). We therefore always have

\[
\bar{F}^{(p)}_{l, l'; \vec{j}_n, \vec{j}'_n} = \sum_{m \leq m'} \delta_{j_m, l} \delta_{j'_m, l'} \delta_{j_{m''}, \vec{j}'_{m''} \vec{j}_{m''}} \delta_{j_{m'}}, \quad (D3)
\]

which states that for two Ising configurations \( |\vec{j}_n\rangle \) and \( |\vec{j}'_n\rangle \) that satisfy \( j_m \notin \{\vec{j}_n\} \) and \( j'_m \notin \{\vec{j}'_n\} \), as well as \( j^{(m)} = j^{(m')} \), the matrix element \( \bar{F}^{(p)}_{l, l'; \vec{j}_n, \vec{j}'_n} \) is just unity, consistent with the definition \( \bar{F}^{(p)}_{l, l'; \vec{j}_n, \vec{j}'_n} = \langle \vec{j}_n | S^+ S^- | \vec{j}'_n \rangle \).