ABSTRACT  
Research pertaining to threat modeling is significant. However, the existing threat modeling methods suffer from ambiguity, heterogeneity and incompleteness; furthermore, the threat models at different abstraction levels are separated from each other, and the model elements are fragmented. In the knowledge engineering community, an ontology is an explicit specification of a conceptualization. Introducing the ontology method into the study of threat models is an effective way to solve the above problems. This paper creates a multiontology framework for the threat model of information systems (IS) based on domain knowledge (attack and defense knowledge), engineering experience, and industry standards (ISO/IEC 27032). The multiontology framework includes a generalized ontology (GO), a domain ontology (DO), and an application ontology (AO). This paper builds the ontology of each layer and ultimately presents case studies. The results show that the multiontology threat model based on adversarial attack and defense effectively solves the above problems of the existing threat modeling methods. In addition, systematic threat modeling using the multiontology method can be used not only for attack path-based threat analysis but also for adversarial attack and defense-based threat analysis. This method can help detect security issues and effectively guide security personnel.
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I. INTRODUCTION  
The cyberspace is a complex environment resulting from the interaction of people, software and services on the internet, supported by worldwide distributed physical information and communications technology (ICT) devices and connected networks. However there are security issues that are not covered by current information security, internet security, network security and ICT security best practices as there are gaps between these domains, as well as a lack of communication between organizations and providers in the cyberspace. This is because the devices and connected networks that have supported the cyberspace have multiple owners, each with their own business, operational and regulatory concerns. The different focus placed by each organization and provider in the cyberspace on relevant security domains where little or no input is taken from another organization or provider has resulted in a fragmented state of security for the cyberspace. In order to effectively solve the above problems, the international organization for standardization (ISO) has released the ISO/IEC 27000 series of standards for information security and information security management system (ISMS) [1]. And the ISO/IEC 27032 [2] is one of them. The first area of focus of this international standard is to address cyberspace security or cybersecurity issues which concentrate on bridging the gaps between the different security domains in the cyberspace [2]. The second area of focus of this international standard is collaboration, as there is a need for efficient...
and effective information sharing, coordination and incident handling amongst stakeholders in the cyberspace. This collaboration must be in a secure and reliable manner that also protects the privacy of the individuals concerned. Many of these stakeholders can reside in different geographical locations and time zones, and are likely to be governed by different regulatory requirements [2].

With the development of new technologies such as big data, cloud computing, and the internet of things (IoT), the scale and complexity of information systems (IS) are increasing, and cybersecurity issues have become more serious. Cybersecurity threat refers to the potential cause of an unwanted incident, which may result in harm to a system, individual or organization. The harm is caused by an attacker attempting to destroy, expose, alter, disable, steal or gain unauthorized access to or make unauthorized use of an asset. Therefore, an analysis of cybersecurity threats is needed. Threat modeling is an important part of cybersecurity threat analysis. It aims to improve security through the practice of identifying potential threats, attacks, and vulnerabilities for the purpose of defining countermeasures to prevent or mitigate loss, damage or destruction of an application, system or data. With the development of attack tools and methods, the large-scale integration of security data and adversarial attack and defense has become an important developmental direction. How to effectively discover the clues of advanced threats in massive data and how to effectively transform the experience and knowledge of cybersecurity experts into replicable and scalable data analysis capabilities are urgent problems to be solved. At present, representative threat modeling methods include (1) the attack tree model-based threat modeling method; (2) Microsoft STRIDE (spoofing, tampering, repudiation, information disclosure, denial of service, and elevation of privilege); and (3) MITRE adversarial tactics, techniques, and common knowledge (ATT&CK) framework, which is a globally-accessible knowledge base of adversary tactics and techniques based on real-world observations [3], [4]. Attack trees provide a “formal, methodical way of describing the security of systems, based on varying attacks”. They are extensively used in threat assessment. However, attack tree methods require extensive security skills and adversarial attack and defense experience of attack tree designers. Moreover, security skills and adversarial attack and defense experience are scattered, and a systematic knowledge system has not been formed, which poses difficulty for sharing and reuse. STRIDE is a model of threats. It is used in conjunction with a model of the target system that can be constructed in parallel. This includes a full breakdown of processes, data stores, data flows, and trust boundaries. However, due to the high abstraction level of the STRIDE model, it is difficult to express specific attack behaviors and related data, countermeasures, and configuration resources. The ATT&CK framework can effectively solve the above problems. The ATT&CK knowledge base is used as a foundation for the development of specific threat models and methodologies in the private sector, in government, and in the cybersecurity product and service community [3]. In short, the primary difference between models at different levels is that different abstraction levels determine the expressiveness of the model and the granularity of the concepts that can be covered.

This paper adopts the hierarchical ontology modeling method to establish the mapping between threat models at different abstraction levels under ISO/IEC 27032. This method can solve the problem that the threat models at different abstraction levels are separated from each other and avoid the fragmentation problem caused by the scattered model elements. Threat models based on multiple ontologies are structured and reasonable data models with inheritance and association properties. Moreover, this approach can realize the accurate descriptions and classifications of security events, lay the foundation for automated reasoning and detection of security threats, and realize threat knowledge sharing and reuse among different security vendors (devices) [4]. In summary, the paper provides the following main contributions:

1) This paper adopts the hierarchical ontology modeling method to establish the mappings between threat models at different abstraction levels under ISO/IEC 27032. This method can solve the problem that the threat models at different abstraction levels are separated from each other and avoid the fragmentation problem caused by the scattered model elements.

2) This paper selects generalized ontology concept classes according to ISO/IEC 27032 and MITRE ATT&CK: Design and Philosophy [7] and establishes the relationships between these concept classes. It solves the following problems: (1) Ambiguity and heterogeneity. At the beginning of ontology modeling, multiple roles, such as user, regulator, provider, and third-party evaluation agency, are integrated into the generalized ontology. This approach can eliminate ambiguity and heterogeneity to a certain extent. (2) Incompleteness. The threat model proposed in this paper is based on adversarial attack and defense, avoiding the incompleteness problem caused by the single perspective of the traditional threat modeling method to a certain extent.

3) This paper divides the system into (1) the information system (IS), including the conventional IS, cloud computing systems, and internet of things (IoT); and (2) the industrial control system (ICS), which can be mapped with the concepts “Assets” and “IS” in the generalized ontology. The concepts and associations contained in the domain ontology established on this basis are specific, which is an important feature that distinguishes it from other existing threat models.

4) According to the protocol type of the application layer in the open system interconnection (OSI) seven-layer model, the concepts and associations contained
in the application ontology established on this basis are specific, which is also an important feature that distinguishes it from other existing threat models. The mappings between the concepts in application ontology and the concepts in domain ontology (IProtocols, CISPProtocols, DISProtocols, and NProtocols) can then be further established.

5) By integrating the ontology method into threat modeling and vulnerability analysis, this paper presents an improved penetration testing process. Therefore, the systematic collection and modeling of fragmented knowledge can be achieved based on ontology methods. The results can be solidified to form a systematic knowledge system to guide other security personnel.

The rest of this paper is divided into the following sections: section 2 presents the state of the art in threat modeling technologies, security ontology construction and threat ontology construction. Section 3 describes the multiontology framework of threat model. Section 4 describes the multiontology construction process of threat model. Section 5 presents case studies involving, (1) the improved penetration testing process; (2) the threat analysis of IOT system; (3) the attack path-based threat analysis of a conventional IS; (4) the adversarial attack and defense-based threat analysis of an industrial control system (ICS). Finally, section 6 concludes the study.

II. RELATED WORK

A. THREAT MODELING TECHNOLOGIES

1) ATTACK TREE MODEL

The tree models in the security analysis community mainly include attack trees, fault trees and threat trees. They all have the advantage of being structured. The fault trees serve as an effective modeling tool in the software engineering field; however, they are not suitable for external attack modeling but are more suitable for internal fault analysis. The threat trees use threats as the basis for building a system attack tree. Therefore, they can be considered a subset of the attack trees. The attack trees provide a formal methodology for analyzing the security of systems and subsystems. They provide a way to think about security, to capture and reuse expertise about security and to respond to changes in security [5]. However, the primary disadvantage of attack trees is that the threat and asset ontologies are not fully constructed. For example, an attack tree only focuses on hosts, vulnerabilities, authorities, and cyberspace. The lack of an ontological method makes the attack tree theory difficult to apply in real scenarios.

2) MICROSOFT STRIDE

STRIDE threat model divides threats into 6 categories: “spoofing”, “tampering”, “repudiation”, “information disclosure”, “denial of service (Dos)”, and “elevation of privilege”. The STRIDE chart involving properties, threats, definitions and examples is shown in Table 1 [6].

| Property          | Threat         | Definition                                      | Example                                                                 |
|-------------------|----------------|-------------------------------------------------|-------------------------------------------------------------------------|
| authentication    | spoofing       | impersonating something or someone else.        | pretending to be any of bill, microsoft.com or ndt.dll.                 |
| integrity         | tampering      | modifying data or code                          | modifying a DLL on disk or DVD, or a packet as it traverses the LAN.    |
| non-repudiation   | repudiation    | claiming to have not performed an action.       | “I didn’t send that email,” “I didn’t modify that file,” “I certainly didn’t visit that web site, dear!” |
| confidentiality   | information    | exposing information to someone not authorized to see it | allowing someone to read the Windows source code; publishing a list of customers to a web site. |
| availability      | denial of      | deny or degrade service to users                | crashing Windows or a web site, sending a packet and absorbing seconds of CPU time, or routing packets into a black hole. |
| authorization     | elevation of   | gain capabilities without proper authorization  | allowing a remote internet user to run commands is the classic example, but going from a limited user to admin is also ExP. |

3) MITRE ATT&CK

MITRE ATT&CK is a curated knowledge base and model for cyber adversary behavior, reflecting the various phases of an adversary’s attack lifecycle and the platforms they are known to target. It focuses on how external adversaries compromise and operate within computer information networks [7]. To date MITRE has defined three technology domains—enterprise (representing traditional enterprise networks and cloud technologies), mobile (for mobile communication devices), and the ICS (for industrial control systems). Within each technology domain, the ATT&CK defines multiple “platforms”—the system an adversary is operating within. A platform may be an operating system or application (e.g. Microsoft Windows). Techniques and sub-techniques can apply to multiple platforms [7]. Each high-level component of ATT&CK is related to other components in some way. ATT&CK model relationships can be visualized in Figure 1. The STRIDE model introduced above has a high level of abstraction, and it is difficult to express specific attack behaviors and related data, countermeasures, and configuration resources. For example, we can map an indicator of compromise (IOC) or an attack behavior to the command and control (C2) step of the attack chain. This reminds the defender that necessary measures need to be taken. However,
the attack chain model faces difficulty describing what kind of measures to take. In the ATT&CK model, this IOC may correspond to the tactic “C2”. A “multihop proxy” is used to achieve tactical goals; thus, the corresponding general defensive measures can be further obtained. However, what the ATT&CK (middle-level) describes is still the abstraction of tactics, techniques and procedures (TTPs), and fine-grained division is still needed to describe specific behaviors.

4) CAPEC & CWE
Understanding how the adversary operates is essential to effective cybersecurity. Common attack pattern enumeration and classification (CAPEC) helps by providing a comprehensive dictionary of known patterns of attack employed by adversaries to exploit known weaknesses in cyber-enabled capabilities. “Attack Patterns” are descriptions of the common attributes and approaches employed by adversaries to exploit known weaknesses in cyber-enabled capabilities. Each attack pattern captures knowledge about how specific parts of an attack are designed and executed, and gives guidance on ways to mitigate the attack’s effectiveness. Attack patterns help those developing applications, or administrating cyber-enabled capabilities to better understand the specific elements of an attack and how to stop them from succeeding [8]. Common weakness enumeration (CWE) is a community-developed list of software and hardware weakness types. It serves as a common language, a measuring stick for security tools, and as a baseline for weakness identification, mitigation, and prevention efforts. Targeted at both the development and security practitioner communities, the main goal of CWE is to stop vulnerabilities at the source by educating software and hardware architects, designers, programmers, and acquirers on how to eliminate the most common mistakes before products are delivered [9]. CAPEC and CWE are at a relatively low level compared to STRIDE and ATT&CK.

The conceptual abstraction level of a threat model is crucial to distinguishing it from other threat models and threat knowledge bases. The MITRE conducts a coarse-grained division of the conceptual abstraction levels of threat models and threat knowledge bases, as shown in Figure 2. The STRIDE threat model and cyber kill chain framework [10] are high-level models. ATT&CK is a mid-level model.

B. SECURITY ONTOLOGY CONSTRUCTION
Donner first proposed the need for ontology in the field of information security in 2003 [11]. Schumacher presented a security ontology for maintaining a knowledge base of security patterns [12]. The core concepts of this ontology include assets, threats, vulnerabilities, attackers, risks, countermeasures, asset owners, security objectives (confidentiality, integrity, availability, etc.), and their relationships. Stefan Fenz et al. [13], [14], [15] designed their security ontology based on Landwehr’s [16] summary of concepts and classifications in the field of information security and combined it with the ISO/IEC 27001 standard ontology for risk analysis and security standard certification. The OntoWorks platform was introduced, enabling users to access, reason and observe visualized ontology data. Almut Herzog et al. [17] constructed a security ontology based on “Principles of information security (second edition)” by Whitman and Mattord [18]. The core concepts of this ontology are threats, assets, countermeasures, and vulnerabilities. This ontology contains 88 threat classes, 79 asset classes, 133 countermeasures, and 34 relationships. Carlos Blanco et al. [19] analyzed each security ontology and concluded that most of the research on security ontologies focuses on a specific domain, and a complete security ontology has not yet been realized. Teresa Pereira and Henrique Santos [20] proposed a conceptual model of an information security ontology and designed the core concepts of security ontology. Carlos Blanco et al. [21] summarized and compared the previous security ontologies and conducted in-depth research in the following three aspects: (1) they presented the core requirements for security ontology integration; (2) they proposed that the best way to obtain integrated ontologies is through formal comparative research; and (3) they confirmed that it is most appropriate to use Protégé software and the ontology web language (OWL) recommended by the Worldwide Web Consortium (W3C) to complete the ontology integration. Gao et al. proposed an ontology-based model of network and computer attacks for security assessment and standards classifications that establishes relationships among network security services, threats, vulnerabilities and causes of failures [22]. Gyrard et al.
proposed an ontology for security toolboxes, attacks and countermeasures from a secure e-governance applications perspective for capturing and presenting concepts of security requirements in the application development of security expert knowledge [23].

**C. THREAT ONTOLOGY CONSTRUCTION**

Cyber threat ontology (CTO) from a security perspective describes organizational security concepts, properties relationships, and interdependencies in a formal and structured approach for analysis and intelligence gatherings [24]. The goal of CTO considers the extraction of relevant attack instances and threat information from data to ensure consistency and accuracy in the cybersecurity concepts for knowledge reuse in the threat intelligence domain [24]. The work of Ulicny et al. [25] is considered among the first in this field and has taken an important step forward. The authors have manually constructed a cyber threat intelligence (CTI) ontology based on structured threat information expression (STIX) to support cybersecurity operators in their cyber threat hunting tasks. Unfortunately, the authors have overlooked the vocabulary overlapping problem [25]. Unified Cybersecurity Ontology (UCO) was proposed by Syed et al. [26] in 2016. It is an extension to an existing intrusion detection system (IDS) ontology to support the integration of heterogeneous data and knowledge schema from different cybersecurity systems. This ontology incorporates and maps some of the existing cybersecurity ontologies for information sharing and exchange, such as CVE, common configuration enumeration (CCE) [27], common vulnerability scoring system (CVSS) [28], CAPEC, cyber observable expression (CybOX), KillChain [29], and STUCCO [30]. An ontology can provide an analysis framework for cybersecurity intelligence and domain knowledge, such as the reachability matrix ontology (RMO) [31] and the modified cyber kill chain (MCKC) model [32], [33], which are used for cybersecurity situational calculation, analysis and prediction, respectively. Qamar et al. [34] proposed an ontology for risk analysis and threat actor profiling that represents STIX concepts with additional concepts from CybOX and CVE. However, due to the use of STIX 1.0, which is seen as an obstacle to sharing information about cyber threats, this ontology has a weakness in semantic expression [35]. In [36], a method was proposed to model a knowledge graph ontology based on STIX. This method generates an ontology schema by classifying the concepts in the network security field with low redundancy and a strong structural hierarchy. Also, Zhao et al. [37] proposed a unified representation of CTI using an ontology-based model built from concepts from STIX V2.1. Although these two works contribute strongly to providing a decision support tool in cybersecurity, the ontological reasoning has not been addressed. Mavroeidis et al. [38] presented an ontological approach to automatically deduce the types of threat actors by capturing their polymorphic techniques and studying their behavior over time. Wang et al. [39] proposed an ontology for vulnerability management and analysis (OVM) populated with instances of vulnerabilities from national vulnerability database (NVD). More recently, Syed [40] has also presented a conceptual knowledge model to the vulnerability management domain named cybersecurity vulnerability ontology (CVO). In the construction of CTI knowledge on malware, Rastogi et al. [41] have developed an ontology named MALOnt, which allows the extraction of information on this type of threat and the generation of knowledge graphs. Mozzaquatro et al. proposed an ontology-based cybersecurity framework for the IoT that considers design time and provides a dynamic method to build security and run time that monitors the IoT environment for analysis [42]. Jia et al. proposed a practical approach to constructing a knowledge graph for cybersecurity by using machine learning (ML) to extract entities and building ontologies to obtain cybersecurity based knowledge.

**TABLE 2. Comparison table.**

| Threat modeling methods and related techniques | Abstraction level | Focus/ perspective | Tool support | Extensible/ flexible | Good documentation | Easy to use | High maturity |
|-----------------------------------------------|------------------|-------------------|-------------|---------------------|--------------------|------------|--------------|
| STRIDE                                       | ✓ high     | defender          | ✓           | ✓                   | ✓                  | ✓          | ✓            |
| Attack trees                                 | ✓ high     | attacker           | ✓           | ✓                   | ✓                  | ✓          | ✓            |
| KillChain                                    | ✓ high     | attacker           | ✓           | ✓                   | ✓                  | ✓          | ✓            |
| MCKC                                         | ✓ high     | attacker           | ✓           | ✓                   | ✓                  | ✓          | ✓            |
| ICS Cyber Kill Chain                         | ✓ high     | attacker           | ✓           | ✓                   | ✓                  | ✓          | ✓            |
| ATT&CK                                       | ✓ high     | attacker           | ✓           | ✓                   | ✓                  | ✓          | ✓            |
| STUCCO                                       | ✓ high     | automatic platform | ✓           | ✓                   | ✓                  | ✓          | ✓            |
| CWE                                          | ✓ high     | principle          | ✓           | ✓                   | ✓                  | ✓          | ✓            |
| CCE                                          | ✓ high     | principle          | ✓           | ✓                   | ✓                  | ✓          | ✓            |
| CVSS                                         | ✓ high     | scoring            | ✓           | ✓                   | ✓                  | ✓          | ✓            |
| CAPEC                                        | ✓ high     | principle          | ✓           | ✓                   | ✓                  | ✓          | ✓            |
| CTI                                          | ✓ high     | principle          | ✓           | ✓                   | ✓                  | ✓          | ✓            |
| STIX                                         | ✓ high     | principle          | ✓           | ✓                   | ✓                  | ✓          | ✓            |
| CybOX                                        | ✓ high     | principle          | ✓           | ✓                   | ✓                  | ✓          | ✓            |
| OVM                                          | ✓ high     | knowledge model    | ✓           | ✓                   | ✓                  | ✓          | ✓            |
| CVO                                          | ✓ high     | knowledge model    | ✓           | ✓                   | ✓                  | ✓          | ✓            |
and security ontology with model-driven architecture for software development [43]. Liu Bin et al. proposed an ontology named OnoCSA4Sat designed for cybersecurity defense of satellites [44].

D. COMPARISON TABLE
The features of the threat modeling methods and related techniques introduced above are summarized in Table 2 [45], [46], [47], [48], [49], [50], [51].

III. MULTI-ONTOLGY FRAMEWORK CONSTRUCTION OF THE THREAT MODEL OF IS
A. SHORTCOMINGS OF TRADITIONAL THREAT MODELING METHODS
Traditional threat modeling methods suffer from ambiguity, heterogeneity and incompleteness.

1) AMBIGUITY
An important reason for this problem is the lack of an effective knowledge sharing bridge between users, regulators, providers and third-party evaluation agencies.

2) HETEROGENEITY
Different teams with multiple views and multiparadigm development methods are widely used in the development of such complex information systems (ISs), which increases heterogeneity.

3) INCOMPLETENESS
Traditional threat modeling methods generally model from a single perspective, leading to incompleteness problems. It is necessary to construct a complete threat model from both the attacker’s perspective and the defender’s perspective.

B. ONTOLOGY FORMALIZATION
An ontology is an explicit specification of a conceptualization [52], [53]. Ontologies provide interrelations between elements, hierarchy among domain concepts, data structure and the integration of heterogeneous information [54]. The different ontology classes, relationships, constraints and axioms define a common vocabulary to share knowledge [55].

Formally, an ontology can be defined as the tuple [56]:

\[ O = (C, H, I, R, P, A) \]

where: \( C = C_C \cup C_I \) is the set of entities of the ontology. The set \( C_C \) consists of classes, i.e., concepts that represent entities that describe a set of objects, while the set \( C_I \) is constituted by instances.

\[ H = \{kind_of(c_1, c_2)|c_1 \in C_C, c_2 \in C_C\} \] is the set of taxonomic relationships between the concepts, which define a concept hierarchy and are denoted by “kind_of (c_1, c_2)”, meaning that \( c_1 \) is a subclass of \( c_2 \).

\[ I = \{is_a(c_1, c_2)|c_1 \in C_I \land c_2 \in C_C\} \cup \{propK(c_1, value)|c_1 \in C_I\} \cup \{relK(c_1, c_2, \ldots, c_n)|\forall i, c_i \in C_I\} \] is the set of relationships between ontology elements and its instances.

\[ R = \{relK(c_1, c_2, \ldots, c_n)\forall i, c_i \in C_C\} \] is the set of ontology relationships that are neither “kind_of” nor “is_a”. The relationships between concepts mainly have two types: hierarchical relationships and non-hierarchical relationships [57].

\[ P = \{propK(c_i, datatype)\forall i, c_i \in C_C\} \] is the set of properties of ontology entities and its basic datatype.

\[ A = \{condition_i \Rightarrow conclusion_i(c_1, c_2, \ldots, c_n)\forall i, c_j \in C_C\} \] is a set of axioms, rules that allow checking the consistency of an ontology and infer new knowledge through some inference mechanism. The term “condition_i” is given by \( condition_i = \{(cond_1, cond_2, \ldots, cond_n)\forall z, cond_2 \in H \cup I \cup R\} \).

The above ontology elements are highly compatible with the OWL. It is beneficial to use tools for ontology editing and automated reasoning. Therefore, threat models based on multiple ontologies are structured and computable data models with inheritance and association properties. Moreover, they can realize unambiguous, consistent and complete descriptions and classifications of security events, lay the foundation for automated reasoning and detection of security threats, and realize threat knowledge sharing and reuse among different security vendors (devices).

C. MULTIONTOLGY FRAMEWORK OF THE THREAT MODEL OF IS
High-quality threat modeling requires a variety of knowledge; therefore, the knowledge system can be modeled by a knowledge-aided design system (KADS) [52]. The knowledge hierarchy in this model is clearly divided, and each layer of knowledge exhibits good maintainability and reusability. Figure 3 shows an example of a security model that involves elements such as concepts and relationships. However, these elements are obviously not sufficient for building a complete knowledge system. In addition, the division of the knowledge hierarchy is also lacking. Therefore, to enable the above knowledge model to play a role in knowledge sharing and reuse, it is necessary to integrate relatively independent knowledge layers through the ontology to form a knowledge system.

This paper constructs generalization layer, domain layer and application layer ontologies. The multi-ontology framework of the threat model of IS (ISTMOF) is defined by

\[ \text{ISTMOF} = < \text{ISTGO}, \text{ISTDO}, \text{ISTAO} > \]

where ISTGO, ISTDO and ISTAO represent IS threat generalization ontology, domain ontology and application ontology, respectively.

The relationships between the ontologies in this definition are shown in Figure 4. There are hierarchical relationships between the ontologies. The ISTGO can obtain the ISTDO through instantiation and then obtain the ISTAO. In this framework, domain knowledge, engineering experience, and industry standards are the source of ISTDO. Domain experts, users, regulators, providers, and third-party evaluation agencies can all participate in the construction of a multiontology
The ISTGO construction process includes the elicitation of domain knowledge; the elicitation of concepts, concept

The ISTGO is defined by

\[ \text{ISTGO} = \langle C, \text{OPs}, P^C, H, R, A \rangle \]

The construction of ISTGO can be realized by constructing its concept classes, class hierarchies, relationships, properties, and property characteristics.

\( b: \text{ISTGO CONCEPT CLASSES AND CLASS HIERARCHIES} \)

Figure 5 shows a portion of the hierarchy of the concept classes and the relationships in the ISTGO. The concept class with a “+” is a nonterminating concept class, and the rest are all terminating concept classes. If an inheritance relationship is defined by

Definition 4.2.1 A subclass automatically shares the properties and structure of its superclass in the ISTGO concept class hierarchy.

then the subclass of the nonterminating concept class forms the inheritance relationship with its superclass.

\( c: \text{ISTGO CONCEPT RELATIONSHIPS AND CONCEPT SPACE} \)

ISTGO concept semantic associations are obtained on the basis of the hierarchy of the concept classes (the left of the arrow is the source concept node, and the right is the destination concept node). The concept space of ISTGO can be obtained by integrating concept classes, concept class hierarchies, relationships, properties, and property characteristics, as shown in Table 3. This is the informal representation of the initial ISTGO. It can be proved that the inheritance relationship is a partial ordering relation, which can be denoted as: \( a \preceq b \).

Theorem 4.2.1 The inheritance relationship in the ISTGO is a partial ordering relation.

Proof: Let \( F \) be a nonempty set consisting of nonterminating concept classes and their subclasses. And the inheritance relationship \( H \) is a relation on the set \( F \).

(1) \( \forall a \in F, (a,a) \in H \). The binary relation \( H \) on the set \( F \) is reflexive if \( (a,a) \in H \) for every \( a \in F \).

(2) \( \forall a, b \in F, ((a, b) \in H) \implies ((b, a) \in H) \rightarrow (a = b) \). The relation \( H \) on the set \( F \) is antisymmetric if \((a,b) \in H \) and \((b,a) \in H \) imply \( a = b \).

(3) \( \forall a, b, c \in F, ((a, b) \in H) \implies ((b, c) \in H) \rightarrow (a, c) \in H \). The binary relation \( H \) on the set \( F \) is transitive if, whenever \((a,b) \in H \) and \((b,c) \in H \), then \((a,c) \in H \).

Since the relation \( H \) on the set \( F \) satisfies the above three properties, the relation \( H \) is called a partial ordering relation on the set \( F \), denoted as: \( a \preceq b \). The set \( F \) with a partial ordering relation is called a partially ordered set (poset).

Figure 6 shows the unified model language (UML) diagram representations of the concepts and relationships of the ISTGO. “\( \rightarrow \)” represents the inheritance relationship and “\( \supset \)” represents the relationships other than the inheritance relationship.
2) ISTDO CONSTRUCTION

Definition 4.2.2 A domain is a collection of systems with similar or identical functions that address a specific domain problem. The systems exhibit variability in response to different application needs [59].

An ISTDO is used to describe knowledge in a specific domain. It describes domain concepts and association relationships, domain activities, and the characteristics and laws of the domain. These contents are obtained by instantiating the corresponding contents in the ISTGO.
TABLE 3. ISTGO concept space.

| Relationships | Descriptions |
|---------------|--------------|
| value         | Stakeholders→Assets |
| reduce        | Controls→Risk |
| leadingto     | Vulnerabilities→Risk |
| exploit       | Threats→Vulnerabilities |
| increase      | Threats→Risk |
| giveriseto    | ThreatAgents→Assets |
| possess       | Controls→Vulnerabilities |
| reduce        | Controls→Vulnerabilities |
| expose        | Vulnerabilities→Assets |
| attack        | Threats→Assets |
| have          | Assets→Vulnerabilities |
| threaten      | Threats→Assets |
| implements    | Software→Techniques |
| accomplish    | Techniques→Tactics |
| uses          | Group→Software |
| uses          | Group→Techniques |

a: ISTDO DEFINITION
The ISTDO is defined by

ISTDO = < DomC, Op, Dp, P^R, P^C, DomH, DomR, DomM, A >

where DomC, DomH, DomR, and A are similar to those defined in tuple (1), and the scope is limited to the domain layer. DomM is a full function from DomC to C, which maps each domain concept to an ISTGO concept class. This shows that each concept in DomC has a corresponding abstract concept in C. According to this function, the equivalence relation on DomC can be defined.

Definition 4.2.3 The equivalence relation \( \equiv_{\text{domain}} \) on DomC can be defined by

\[
a \equiv_{\text{domain}} b \iff \text{Dommap}(a) = \text{Dommap}(b) = t
\]

where \( a \in \text{DomC}, b \in \text{DomC}, t \in C \). This equivalence relation can be denoted as: \([t] \equiv_{\text{domain}}\).

b: ISTDO CONCEPTS AND RELATIONSHIPS
The construction process of ISTDO is similar to that of ISTGO, so it is not repeated here.

Similarly, the equivalence relation with respect to AppC can be defined in terms of AppM.

Definition 4.2.4 The equivalence relation \( \equiv_{\text{app}} \) on AppC can be defined by

\[
a \equiv_{\text{app}} b \iff \text{AppM}(a) = \text{AppM}(b) = t
\]

where \( a \in \text{AppC}, b \in \text{AppC}, t \in C \). This equivalence relation can be denoted as: \([t] \equiv_{\text{app}}\).

V. CASE STUDIES
The multiontology threat model constructed in this paper can play a guiding role for security personnel, especially for penetration testing. This section presents specific application cases to illustrate the effectiveness of this method.

A. IMPROVED PENETRATION TESTING PROCESS
Penetration testing comprehensively utilizes and evaluates a system by simulating the attacker’s attack intentions and behaviors in a real environment to help discover potential attack chains. It has gradually become an important means of evaluating cybersecurity. James P. Anderson was one of the early pioneers in the development of penetration testing. In his report [62], he proposed a series of specific steps to penetrate and attack a system. The main idea is to detect the vulnerabilities first and then design the attack method. In this process, the weakness of the attack process and the way to fight against the threat can be found. This method is still used today. As a highly specialized activity, penetration testing requires testers to have a diversity of security knowledge and skills that must be accumulated through repeated practice. The systematic collection and modeling of fragmented knowledge can be achieved based on ontology methods. The results can be solidified to guide other security personnel; therefore, they are very useful.

Nickerson proposed the penetration testing execution standard (PTES) [63] in 2014. This standard divides the process of penetration testing into preengagement interactions, intelligence gathering, threat modeling, vulnerability analysis, exploitation, postexploitation, and reporting. Our paper integrates the ontology method into threat modeling and vulnerability analysis. The improved penetration testing process is shown in Figure 9. The whole penetration testing process is vulnerability oriented. In general, the penetration testing process consists of “target identification” and

The construct process of ISTAO is similar to that of ISTDO, so it is not repeated here.

Similarly, the equivalence relation with respect to AppC can be defined in terms of AppM.

Definition 4.2.4 The equivalence relation \( \equiv_{\text{app}} \) on AppC can be defined by

\[
a \equiv_{\text{app}} b \iff \text{AppM}(a) = \text{AppM}(b) = t
\]

where \( a \in \text{AppC}, b \in \text{AppC}, t \in C \). This equivalence relation can be denoted as: \([t] \equiv_{\text{app}}\).

b: ISTAO CONCEPTS AND RELATIONSHIPS
The construction of ISTAO is based on engineering experience. The ISTAO concept classes originate from the protocol types of the application layer in the open system interconnection (OSI) model. Then, the mappings between the ISTAO concept classes and the ISTDO concept classes (IProtocols, CISProtocols, DISProtocols, and NProtocols) can be established. A portion of the hierarchy of the ISTAO concept classes is shown in Figure 8.

V. CASE STUDIES
The multiontology threat model constructed in this paper can play a guiding role for security personnel, especially for penetration testing. This section presents specific application cases to illustrate the effectiveness of this method.

A. IMPROVED PENETRATION TESTING PROCESS
Penetration testing comprehensively utilizes and evaluates a system by simulating the attacker’s attack intentions and behaviors in a real environment to help discover potential attack chains. It has gradually become an important means of evaluating cybersecurity. James P. Anderson was one of the early pioneers in the development of penetration testing. In his report [62], he proposed a series of specific steps to penetrate and attack a system. The main idea is to detect the vulnerabilities first and then design the attack method. In this process, the weakness of the attack process and the way to fight against the threat can be found. This method is still used today. As a highly specialized activity, penetration testing requires testers to have a diversity of security knowledge and skills that must be accumulated through repeated practice. The systematic collection and modeling of fragmented knowledge can be achieved based on ontology methods. The results can be solidified to guide other security personnel; therefore, they are very useful.

Nickerson proposed the penetration testing execution standard (PTES) [63] in 2014. This standard divides the process of penetration testing into preengagement interactions, intelligence gathering, threat modeling, vulnerability analysis, exploitation, postexploitation, and reporting. Our paper integrates the ontology method into threat modeling and vulnerability analysis. The improved penetration testing process is shown in Figure 9. The whole penetration testing process is vulnerability oriented. In general, the penetration testing process consists of “target identification” and
“attack”. “Target identification” includes “interactive interfaces such as Shell” and “determines a destination host” in Figure 9. The “attack” consists of “threat modeling and vulnerability analysis based on multiontology”, “information collection”, “vulnerability exploitation”, “preliminary control of the host”, and “privilege escalation, establishment of covert channel”, which correspond to the steps of the ATT&CK model. The main tasks of the threat modeling and vulnerability analysis phase in the penetration testing process are to determine the risk types, attack points and attack surfaces and generate as many alternative attack scenarios as possible to improve the success rate of penetration testing. In addition, the dotted arrow in the figure indicates that when the final attack target has not been achieved, it is necessary to return to the “target confirmation” stage and implement the “attack” process again. The above process is repeated many times until the final attack target is achieved.
B. THREAT ANALYSIS OF THE IoT SYSTEM

In section IV, the research field of this paper is limited to ISs, including conventional ISs, cloud computing systems, the IoT, and ICSs. This section first takes an IoT system as an example to describe the application process.

First, the concept classes “vulnerabilities”, “risk” and “assets” in the ISTGO are mapped to the domain layer, and a portion of the UML diagram representations of the concepts and relationships of the ISTDO is shown in Figure 10. It is noted that DesignErrors represent the code design errors in Figure 10. However, in the IoT field, “design errors” should not be limited to the code level, but can also include errors in hardware design, sensor selection, etc.

Second, a risk analysis is performed, and the results are shown in Table 5.

Third, attack path-based threat analysis and adversarial attack and defense-based threat analysis of the IoT system are presented. The cases are discussed at the ISTAO layer.

1) ATTACK PATH-BASED THREAT ANALYSIS

Domestic IoT devices are increasingly being exploited in cybersecurity incidents [64]. Figure 11 shows the case of attack path-based threat analysis of an IoT system (a smart factory: FoT). The whole area is divided into two parts: (1) the local area, including a local production area and other areas, and (2) a nonlocal production area. The physical connection is shown in Figure 11, and both the nonlocal production area server and the local area master server contain vulnerabilities. Since the corresponding web service of the integrated Dell remote access controller (iDRAC) smart card has remote code execution (RCE) vulnerabilities (CVE-2021-21571, CVE-2021-21572, CVE-2021-21573, CVE-2021-21574, etc.), an attacker can exploit these vulnerabilities to gain control over the server’s hardware resources, thereby controlling the business platform running on the server and obtaining sensitive information such as data reporting interfaces and passwords. The nonlocal production area is compromised. Then, the attacker uses a similar method to compromise the local area master server and ultimately compromises the local production area. The complete attack path is as follows: compromise the nonlocal production area → compromise the local area master server → compromise the local production area.

Based on the ATT&CK enterprise framework, the attack steps include “reconnaissance”, “resource development”, “initial access”, “execution”, “persistence”, “privilege escalation”, “defense evasion”, “credential access”, “discovery”, “lateral movement”, “collection”, “C2”, “exfiltration”, and “impact”. This paper takes the step of “reconnaissance” in the ATT&CK matrix as an example to provide screenshots of tool call commands, parameters, and the corresponding evidence.

- Collection of the exposed iDRAC-related asset information from the internet

This work is mainly performed for the collection of exposed iDRAC-related asset information from the internet in two ways: “supply chain penetration” and “exploitation of public vulnerabilities”. Figure 12 shows a screenshot of the tool call command and parameters corresponding to the scene of Figure 11. Figure 13 shows the iDRAC control port exposed on the external network in the scene of Figure 11 (the corresponding evidence).
2) ADVERSARIAL ATTACK AND DEFENSE-BASED
THREAT ANALYSIS

Based on Figure 11, Figure 14 shows the case of adversarial attack and defense-based threat analysis for an IoT system (a smart factory: FoT). The local production area is a honeynet. From the attacker’s perspective, an attacker carries out an effective attack according to the red line path in the figure (cameras → nonlocal production area → local area master server → local production area) and ultimately compromises the local production area. The attacker exploits the vulnerability CVE-2021-36260 to gain access from the camera. This is a command injection vulnerability in the web module of the camera. Due to the insufficient checking of input parameters, the unauthorized attacker can construct messages with malicious commands and send them to the affected devices, enabling remote command execution. The exploitation of this vulnerability does not require any user interaction. The attacker only needs to access the http/https server port (80/443) to exploit the vulnerability without the username, password, or other operations. The camera also cannot detect any login information. The vulnerability can affect IP cameras and network video recorder (NVR) devices, including the latest firmware released in June 2021 and the firmware released in 2006. From the defender’s perspective, since the local production area is a honeynet, a defender has previously inserted a probe in this area. From the moment an attacker enters, his (her) behavior can be profiled. This paper takes several steps in the ATT&CK matrix as an example to provide screenshots of tool call commands, parameters, and the corresponding evidence.

- Collection of information from the internet (camera platform exposure + weak password)

  a: CAMERA PLATFORM EXPOSURE
  A screenshot of the tool call command and parameters corresponding to the scene of Figure 14 is shown in Figure 15. This work corresponds to the step of “reconnaissance” in the ATT&CK matrix.

  b: WEAK PASSWORD
  Figure 16 shows that the attacker has obtained control over the camera platform. This corresponds to the “C2” step in the ATT&CK matrix.

  After the attacker gains control of the devices on the internet, he (she) continues to attack the intranet by the step of “lateral movement”.

  Collection of Information From the Intranet: A screenshot of the tool call command and parameters corresponding to the scene of Figure 14 is shown in Figure 17. This work corresponds to the step of “reconnaissance” in the ATT&CK matrix.

  Figure 18 shows that the attacker has obtained control over the server console in the intranet. This work corresponds to steps “C2” and “credential access” in the ATT&CK matrix.

  Compromise of the Intranet Assets: This work is mainly performed to attack the intranet through an external
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FIGURE 10. Portion of UML diagram representations of concepts and relationships of the ISTDO (IoT System).

TABLE 5. Security risk analysis of IoT terminal equipments.

| Risk types          | Attack points                          | Attack surfaces                                                                 |
|---------------------|----------------------------------------|---------------------------------------------------------------------------------|
| hardware risk       | deployment                             | Theft, sabotage by attackers;                                                    |
|                     | environment                            | Harsh temperature or humidity environments;                                    |
|                     | power supply                           | Signal interference or shielding.                                               |
|                     | capabilities                           | Power supply reliability is not sufficient to support normal operation.          |
|                     | equipment                              | There are idle external interfaces (such as JTAG, UART, and TTL), and attackers can dump/reprogram flash. |
| access risk         | interfaces                             | Failure of authentication mechanism based on MAC or network identity.            |
|                     | access                                 | The terminal access control policy is not strict, resulting in unauthorized access or control. |
|                     | authentication                         | Clear text transfer of sensitive information;                                  |
|                     | access control                         | SSL/TLS unavailable or misconfigured.                                           |
|                     | confidentiality                        | Integrity due to the lack of integrity verification, attackers can tamper and replay after intercepting the data. |
| communication risk   | integrity                              | A weak or missing password for authentication.                                  |
|                     | identification                         | Read, write, and executable privileges for different users without strictly limiting the data range |
|                     | permission control                     | A hidden backdoor in the firmware;                                              |
|                     | firmware                               | Issuance of malicious update instructions;                                    |
|                     | upgrade                                | Firmware not tested for security;                                              |
| system risk         | identification                         | Inability to verify firmware legality or authenticity;                          |
|                     | permission control                     | Firmware does not support the upgrade function.                                |
|                     | data                                   | Leakage of sensitive or private information stored locally by the terminal.       |
|                     | confidentiality                        | The data source cannot be traced;                                              |
|                     | data integrity                         | The data source has been maliciously tampered with and cannot be checked.       |
|                     | availability                           | The data acquired or monitored by the terminal exceed the regulations during the transfer process, resulting in failure. |

springboard and follow up to attack the deeper intranet across network segments. Figure 19 shows the complete intranet attack path.

Fourth, a penetration testing report is presented. The template of penetration testing report is shown in table 6.
The rest of this section presents two more examples of a conventional IS and an ICS to describe the threat analysis process. The cases are discussed at the ISTAO layer.

C. ATTACK PATH-BASED THREAT ANALYSIS OF THE CONVENTIONAL IS

Figure 20 shows the case of attack path-based threat analysis of a conventional IS (the intranet of small and medium enterprises (SME)). The whole area is divided into three parts: a demilitarized zone (DMZ), an intranet server zone, and an intranet personal computer (PC) zone. The servers in the DMZ, the intranet zone server and the intranet zone PC are connected by a router. In addition, they are logically isolated. DMZ server A does not contain vulnerabilities; DMZ server B, the intranet zone server and the intranet zone PC all contain vulnerabilities. An attacker first scans...
all exposed ports in the DMZ: port 80 mapped by server A, and port 22 and port 21 mapped by server B. Since DMZ server B contains vulnerabilities, the attacker compromises DMZ server B and obtains a springboard for intranet access. Then, the attacker uses this springboard to gain access to the intranet zone PC and compromises the intranet zone PC. Similarly, the intranet zone server is compromised. At this point, the attacker’s information collection from the intranet (password list, network structure, system software and hardware architecture, deployment scheme, etc.) has reached a relatively complete level; thus, DMZ server A is ultimately compromised, and actual control over the various devices in the intranet is obtained. It should be noted that when DMZ server B is compromised, the attempted attack on DMZ server A fails due to insufficient information collection. The complete attack path is DMZ server B → intranet zone PC → intranet zone server → DMZ server A.

The above process can be extended to the case in which an area contains n (n ∈ N) servers and m (m ∈ N) PCs. The attack path-based threat analysis shows that as the attack continues to deepen, the attacker obtains increasingly more information. This leads to an upward trend in both the threat value and information integrity. This is because, for an information system (a target system), when the attacker collects a certain level (threshold) of its key information (such as passwords and vulnerable component versions), the security line of defense of the system will be broken down. The
TABLE 6. Penetration testing report template.

| OTT (object to test) | Issue No. | Test time | Tester name |
|----------------------|-----------|-----------|-------------|
|                       |           |           |             |
| URL/IP                |           |           |             |
| Vulnerability type    |           |           |             |
| Vulnerability description |       |           |             |
| Vulnerability level   |           |           |             |
| Risk assessment       |           |           |             |
| Corrective actions    |           |           |             |
| Corrective results    |           |           |             |
| Vulnerability proof   |           |           |             |
|                      | ☐ critical | ☐ high    | ☐ medium    | ☐ low       |

**FIGURE 20.** Attack path-based threat analysis of a conventional IS.

**FIGURE 21.** Relationship between threat value and information integrity.

**FIGURE 22.** Adversarial attack and defense-based threat analysis of an ICS.

Two dashed lines in the figure represent different thresholds. The higher the position of the dotted line is, the higher the level of security protection. The above process is shown in Figure 21, which is also based on the attacker’s perspective. It is noted that the figure is based on engineering experience and only shows a general trend, not a strictly mathematical representation.

**D. ADVERSARIAL ATTACK AND DEFENSE-BASED THREAT ANALYSIS OF THE ICS**

Figure 22 shows the case of adversarial attack and defense-based threat analysis of an ICS. The dashed box is a honeynet composed of multiple honeypot nodes. From the attacker’s perspective, an attacker carries out an effective attack according to the path shown by the “→” line in the figure (obtain a virtual private network (VPN) access point to enter the intranet → compromise the office PC → compromise the server in the operations management zone → obtain control of the industrial control equipment in the core production zone) and ultimately compromise the ICS production zone. From the defender’s perspective, since this is a honeynet, a defender has previously inserted a probe in the VPN. From the moment an attacker enters, the attacker behavior can be profiled, and a comprehensive grasp of his (her) attack activities and attack capabilities can be obtained. Furthermore, the attacker characteristics, including social fingerprints and attack fingerprints, can be obtained, and attacker tracing can be conducted as shown in Figure 23.

**VI. CONCLUSION**

This paper focused on the problems of ambiguity, heterogeneity, and incompleteness of the existing threat models. By constructing an ISTMOF and the corresponding ontologies (an ISTGO, an ISTDO and an ISTAO) based on domain knowledge (attack and defense knowledge), engineering experience, and industry standards (ISO/IEC 27032), the above problems can be solved. In this paper, all steps
of building the ISTMOF and the corresponding ontologies were mentioned. The case studies showed that systematic threat modeling using the multiontology method can be used not only for attack path-based threat analysis, but also for adversarial attack and defense-based threat analysis. This method can help detect security issues and effectively guide security personnel.

The research results in this paper have wider applications for future work. For example, (1) complete security requirements identification can be achieved using the above threat scenario analysis: identify the scenarios of business systems to identify the security requirements corresponding to the scenarios; build a knowledge base of security requirements to when encountering unidentified scenarios, identify threats using threat modeling, and then derive supplementary security requirements to integrate the supplementary security requirements into overall security requirements; (2) threat scenario analysis can be carried out during the security design phase: referring to the high-level design or low-level design, accurate resource identification, application architecture understanding, and fast application decomposition can be realized by interviews with architects and developers to produce detailed data flow diagrams to identify existing security threats to cybersecurity risk assessment. These two points also represent our future research directions.
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