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## Abstract

This technical report introduces an adapted version of the LOME frame semantic parsing model (Xia et al., 2021) which is capable of automatically annotating texts according to the KICKTIONARY domain-specific framenet resource (Schmidt, 2009). Several methods for training a model even with limited available training data are proposed. While there are some challenges for evaluation related to the nature of the available annotations, preliminary results are very promising, with the best model reaching F1-scores of 0.83 (frame prediction) and 0.81 (semantic role prediction).

## 1 Introduction

Frame semantic parsing (Gildea and Jurafsky, 2002; Baker et al., 2007) is the task of automatically assigning frame semantic structures (Fillmore, 2006), consisting of semantic frames and their associated semantic roles, to a text. Frame semantic parsers depend on the availability of language resources, called framenets, for providing the set of semantic frames and roles to be annotated, as well as a corpus of annotated examples to learn from.\(^1\) The best-known framenet is Berkeley FrameNet (Baker et al., 2003), a domain-general resource for English, but other framenets exist that are multilingual (Gilardi and Baker, 2018) or for specific other languages (e.g., FrameNet Brasil [Torrent et al. 2018], ASFALDA French FrameNet [Candito et al. 2014], and many others) and for specific domains (e.g. Venturi et al. 2009, Datta et al. 2020).

This technical report will introduce a frame semantic parser for KICKTIONARY (Schmidt, 2009)\(^2\), a domain-specific FrameNet covering the semantic domain of football (soccer), which provides semantic frame structures and lexical units (i.e., predicate words) with annotated examples in French, German, and English. As a basis for our system, we will use LOME (Xia et al., 2021), a recent multilingual frame semantic parsing model, as a basis, and experiment with several approaches for extending it to KICKTIONARY.

## 2 Methods

### 2.1 Dataset: KICKTIONARY

KICKTIONARY is organized around scenes (abstract representations of the football semantic field), each of which contains a number of frames (representation of a specific event, situation, or concept, associated with a set of semantic roles), each of which contains a number of lexical units (LUs; wordform-sense pairings functioning as predicates) in English, German, and French.

In turn, each lexical unit has a number of associated example sentences (exemplars). Together, these form a corpus of 8,342 lexical units with semantic frame and role labels, annotated on top of 7,452 unique sentences (meaning that every sentence has, on average 1.11 annotated lexical units). Table 1 gives more detailed information about the exemplars, split by relevant variables.

For the purposes of using the annotations in KICKTIONARY for training a frame semantic parsing model, two properties of the corpus are likely to

| total | by language | by frame (top-5) | by LU (top-5) |
|-------|-------------|-----------------|--------------|
| 8,342 | DE 3,730    | Shot 597        | treffen\(_{DE}\) 25 |
|       | EN 2,374    | Pass 492        | corner\(_{EN/FR}\) 22 |
|       | FR 2,239    | Goal 448        | spielen\(_{DE}\) 20 |
|       |             | Player 313      | passer\(_{FR}\) 17 |
|       |             | Save 256        | win\(_{EN}\) 16 |

Table 1: Counts of annotated examples in KICKTIONARY

---

\(^1\)Throughout this document, I will use framenet (lower-case) for referring to any frame semantic language resource, and FrameNet (CamelCased) for the Berkeley FrameNet database.

\(^2\)See [http://kicktionary.de/](http://kicktionary.de/)
be important factors for the success of the training process: (i) the quantity of the data, but also (ii) the type of the corpus. In framenets, there are two possible types of corpora: fulltext corpora, where entire documents are fully annotated (i.e., all possible predicates present in the text are annotated), and exemplar corpora, which contain sentences that are specifically chosen to illustrate the semantics of particular predicates. Exemplar corpora typically have only one or a few annotations per sentence, which, depending on the exact task and the model that are used, can make learning from this data more challenging because there are many ‘gaps’ (i.e., predicates that are included in the sentences but not annotated, which could cause problems especially when training end-to-end parsers); for this and other reasons, some developers of frame semantic parsers have chosen to ignore this kind of data altogether (e.g. Swayamdipta et al. 2017). Table 2 compares both properties (i) and (ii) between the latest release of Berkeley FrameNet and KICKTIONARY. This comparison reveals two important limitations of KICKTIONARY: it contains only exemplar sentences, and much fewer of them than Berkeley FrameNet. On the other hand, given the limited semantic domain, and the limited number of frames in KICKTIONARY (Berkeley FrameNet has 1013 frames with at least one exemplar sentence versus only 106 in KICKTIONARY).

|                      | Berkeley FN | KICKTIONARY |
|----------------------|-------------|-------------|
| fulltext             | 6,220       | 0           |
| annotated LUs        | 29,359      | 0           |
| exemplar             | 163,801     | 7,452       |
| unique sentences     | 174,551     | 8,342       |
| annotated LUs        | 203,910     | 8,342       |
| total unique sentences| 170,021     | 7,452       |
| annotated LUs        | 203,910     | 8,342       |

Table 2: Comparison of sentences and annotations in Berkeley FrameNet 1.7 and KICKTIONARY

2.2 Training KICKTIONARY-LOME

LOME (Xia et al., 2021) is a recent end-to-end\(^4\) frame semantic parsing model, and the only one (as far as I am aware) that can easily be used in a cross-lingual setting. While the authors of LOME do not provide a detailed evaluation of the model, they report a state-of-the-art accuracy score on frame identification (on Berkeley FrameNet 1.7), a crucial component of the frame semantic parsing process.\(^5\)

LOME consists of a pre-trained XLM-R encoder (Conneau et al., 2020), a BIO-tagger (for finding frame and role spans), and a typing module (for classifying frame and role labels). Thanks to the multilingual encoder, a trained LOME model can produce predictions for input texts in any of the 100 languages included in the XLM-R corpus, even if these languages are not present in the framenet training data.

To make the most out of the limited training data that is available from KICKTIONARY, three different training strategies were implemented:

- **Simple**: follow standard LOME training procedure, training the decoders from scratch and fine-tuning the XLM-R encoder in the process;
- **Champions**: first fine-tune the XLM-R encoder on a masked language modeling task on a corpus\(^6\) of 11,920 sentences of newspaper reports about UEFA Champions League matches. The motivation behind this approach is that this could help to ‘pre-adapt’ the encoder towards the semantic domain of interest: if the language model has seen more examples of football language before it is exposed to the KICKTIONARY task, it might have learned better representations for this domain compared to the standard pre-trained XLM-R model.

\(^4\)In this context, ‘end-to-end’ means that the model performs all three traditional steps (Baker et al., 2007) of the frame semantic parsing process: target/predicate identification, frame identification, and semantic role identification. Until recently, there has not been much attention for frame semantic parsing as an end-to-end task; see Minnema and Nissim (2021) for a recent study of training and evaluating semantic parsing models end-to-end.

\(^5\)At the time of publication; a model that was published later (Jiang and Riloff, 2021) reported even stronger performance on the same metric, but is not capable of performing full, end-to-end frame semantic parsing and is not discussed any further here.

\(^6\)Collected by Albert Jan Schelhaas, a master student in the Groningen CL/NLP department, as part of his thesis project.
• **Berkeley:** first train LOME on Berkeley FrameNet 1.7 following standard procedures; then, discard the decoder parameters but keep the fine-tuned XLM-R encoder. Finally, train the decoders on the KICKTIONARY dataset on top of this encoder. The intuition behind this technique is that encoder representations that are already ‘made useful’ for doing frame semantic parsing (albeit on a different semantic domain) by fine-tuning on Berkeley FrameNet would make learning from the KICKTIONARY data more efficient.

### 2.3 Evaluation

To be able to evaluate the model, the KICKTIONARY corpus was randomly split\(^7\) into train (85%), development (5%), and test (10%) sets.

The fact that KICKTIONARY contains only exemplar (and no fulltext) sentences poses a challenge for evaluation: the trained LOME model will attempt to produce outputs for every possible predicate in the evaluation sentences, but since most sentences in the corpus have annotations for only one lexical unit per sentence, most of the outputs of the model cannot be evaluated: if the model produces a frame label for a predicate that was not annotated in the gold dataset, there is no way of knowing if a frame label should have been annotated for this lexical unit at all, and if so, what the correct label would have been. This implies that, given outputs from an (end-to-end) LOME system, one can reliably predict recall scores, but not precision scores. While it would be possible to partially circumvent this problem by providing LOME with the gold predicate(s) for each sentence and perform frame and role prediction for only these predicates, such a setup would be very unrealistic; it is very likely that in any real-world usage scenario of KICKTIONARY-LOME, the predicates to be annotated would not be known in advance.

Instead, I will report two types of scores, which I hope will together give a rough estimate of the models’ true precision:

- **SCORE\_RAW:** measure end-to-end accuracy given the model’s predictions and the gold annotations. Because of the limited annotation coverage, we would expect very low precision scores, even for a hypothetical perfect model. However, these scores do say something about how ‘talkative’ a model is in comparison to other models with similar recall: a lower precision score implies that the model predicts many ‘extra’ labels beyond the gold annotations, while a higher score that fewer extra labels are predicted.

- **SCORE\_GOLD\_PRED:** here, evaluation is restricted to only consider predicates that are present in the gold data. The precision score resulting from this will indicate how well a model does on predicting the correct frame and associated semantic roles, given a correctly identified predicate. This approach is similar to inputting gold predicates at inference time, but is more realistic because it only considers gold predicates that would be predicted by an end-to-end model.

### 3 Experiments

#### 3.1 Implementation details

LOME training was done using the same setting as in the original published model. Masked language model fine-tuning (for the Champions strategy) was done using the method described in Bartl et al. (2020)\(^8\), and was done over three epochs. LOME outputs confidence scores for each frame and role label that it assigns. Based on an initial manual inspection of dev-set predictions, I decided to apply a confidence threshold and only consider predictions with a confidence score of 1.0, in order to improve precision.

All training was done on the University of Groningen’s Peregrine cluster\(^9\), using a single NVIDIA V100 GPU. Training took between 3 and 8 hours per model, depending on the strategy.

#### 3.2 Results and Discussion

Results for the LOME models trained using the strategies specified in the previous sections are given in Table 3 (development set) and Table 4 (test set). All scores were obtained using the SeqLabel evaluation method proposed in Minnema and Nissim (2021).

---

\(^7\)Splitting was done on the unique sentence level to avoid having overlap in unique sentences between the training and evaluation sets. Splitting did not take into account frame and lexical unit labels; any given frame or LU can have zero or more instances in each of the splits.

\(^8\)I slightly adapted the system so that it works with XLM-R. See https://github.com/marionbartl/gender-bias-BERT for the original code.

\(^9\)https://www.rug.nl/society-business/centre-for-information-technology/research/services/hpc/facilities/peregrine-hpc-cluster?lang=en
Given the limited availability of training data, the models’ performance seems surprisingly good: recall scores on both frame and role prediction are close to 80%, which is in fact considerably higher than published end-to-end performance (on the same metric and evaluation method) of previous frame semantic parsing models on Berkeley FrameNet (up to 70% for frames, up to 40% for roles; Minnema and Nissim 2021).10 As discussed above, precision is much harder to evaluate, but the results here still seem promising: \( P_{\text{GOLD_PRED}} \) is between 86-89% on the Simple model. This means that, for predicates that the model should annotate, it generally generates the correct frame and role predictions. What cannot be properly evaluated with currently available data is how frequently the model will ‘hallucinate’, i.e., predict frame and role annotations for predicates that should not be annotated at all.

The two strategies for making better use of (labeled and unlabeled) existing data resources, Champions and Berkeley, do not seem to yield much benefit. Champions gives a small improvement on frame recall, but this is offset by a large decrease in (gold predicate) precision. On the other hand, Berkeley improves on precision, but loses on recall. Thus, surprisingly, the Simple model, relying only on the limited training data available from KICKTIONARY, seems to be the best one overall.

### 4 Conclusions and Next Steps

This technical report addressed the issue of training a frame semantic parser for KICKTIONARY, a domain-specific framenet resource for the domain of football language, and proposed strategies for adapting the LOME system Xia et al. (2021) for this purposes. While, given the available data, it is challenging to evaluate end-to-end performance, preliminary results are very promising. Future work on human evaluation on this data could be very helpful in getting a better estimate of the proposed models’ true performance and usability in real-world applications. There is also still room for improvement of automatic evaluation; for example, work on checking to what degree LOME’s predictions are consistent with the KICKTIONARY ontology. Finally, adapting the SemEval’2007 method of evaluation (Baker et al., 2007) to the KICKTIONARY dataset could give a better indication of structure-level (as opposed to sequence label-level) performance.

### Acknowledgements

The research reported in this technical report was funded by the Dutch National Science organisation (NWO) through the project *Framing situations in the Dutch language*, VC.GW17.083/6215. I would also like to thank Prof. Dr. Thomas Schmidt

---

No end-to-end scores on Berkeley FrameNet have been published yet for LOME; my own experiments indicate that LOME performs similarly to previous models on frame prediction, and improves on role prediction, with 56% recall and 62% precision on the test set.

---

Table 3: Development set results. Colored cells indicate improvement (green) or worsening (red) with respect to the Simple model

|        | frames       |         | frames       |         | roles       |         |
|--------|--------------|---------|--------------|---------|-------------|---------|
|        | RAW          | GOLD_PRED | RAW          | GOLD_PRED | RAW         | GOLD_PRED |
|        | P     | F     | P     | F     | P     | F     | P     | F     | P     | F     | P     | F     | P     | F     | P     | F     |
| Simple | 0.80     | 0.12    | 0.21  | 0.80  | 0.86    | 0.83   | 0.80  | 0.25    | 0.38   | 0.76  | 0.87  | 0.81   |
| Champions | 0.01    | -0.03   | -0.04 | 0.01  | -0.14   | -0.06  | -0.03 | -0.05   | -0.06  | -0.02 | -0.04 | -0.03  |
| Berkeley | -0.05   | 0.02    | 0.03  | -0.05 | -0.05   | -0.05  | -0.06 | 0.04    | 0.04   | -0.05 | 0.03  | -0.02  |

Table 4: Test set results. Colored cells indicate improvement (green) or worsening (red) with respect to the Simple model

|        | frames       |         | frames       |         | roles       |         |
|--------|--------------|---------|--------------|---------|-------------|---------|
|        | RAW          | GOLD_PRED | RAW          | GOLD_PRED | RAW         | GOLD_PRED |
|        | P     | F     | P     | F     | P     | F     | P     | F     | P     | F     | P     | F     | P     | F     | P     | F     |
| Simple | 0.79     | 0.12    | 0.21  | 0.79  | 0.88    | 0.83   | 0.79  | 0.26    | 0.39   | 0.75  | 0.89  | 0.81   |
| Champions | 0.02    | -0.03   | -0.04 | 0.02  | -0.15   | -0.07  | 0.00  | -0.05   | -0.06  | 0.01  | -0.02 | 0.00   |
| Berkeley | -0.02   | 0.03    | 0.04  | -0.02 | -0.04   | -0.03  | -0.05 | 0.04    | 0.03   | -0.06 | 0.00  | -0.03  |
for giving me access to the original annotations from the KICKTIONARY project.

References

Collin Baker, Michael Ellsworth, and Katrin Erk. 2007. SemEval-2007 task 19: Frame semantic structure extraction. In Proceedings of the Fourth International Workshop on Semantic Evaluations (SemEval-2007), pages 99–104, Prague, Czech Republic. Association for Computational Linguistics.

Collin F. Baker, Charles J. Fillmore, and Beau Cronin. 2003. The structure of the FrameNet database. International Journal of Lexicography, 16(3):281–296.

Marion Bartl, Malvina Nissim, and Albert Gatt. 2020. Unmasking contextual stereotypes: Measuring and mitigating BERT’s gender bias. In Proceedings of the Second Workshop on Gender Bias in Natural Language Processing, pages 1–16, Barcelona, Spain (Online). Association for Computational Linguistics.

Marie Candito, Pascal Amsili, Lucie Barque, Farah Benamara, Gaël de Chalendar, Marianne Djemaa, Pauline Haas, Richard Huyghe, Yvette Yannick Mathieu, Philippe Muller, Benoît Sagot, and Laure Vieu. 2014. Developing a French FrameNet: Methodology and first results. In Proceedings of the Ninth International Conference on Language Resources and Evaluation (LREC’14), pages 1372–1379, Reykjavik, Iceland. European Language Resources Association (ELRA).

Alexis Conneau, Kartikay Khandelwal, Naman Goyal, Vishrav Chaudhary, Guillaume Wenzek, Francisco Guzmán, Edouard Grave, Myle Ott, Luke Zettlemoyer, and Veselin Stoyanov. 2020. Unsupervised cross-lingual representation learning at scale. In Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics, pages 8440–8451, Online. Association for Computational Linguistics.

Surabhi Datta, Morgan Ulinski, Jordan Godfrey-Stovall, Shekhar Khanapar, Roy F. Riascos-Castaneda, and Kirk Roberts. 2020. Rad-SpatialNet: A frame-based resource for fine-grained spatial relations in radiology reports. In Proceedings of the 12th Language Resources and Evaluation Conference, pages 2251–2260, Marseille, France. European Language Resources Association.

C. Fillmore. 2006. Frame semantics. In D. Geeraerts, editor, Cognitive Linguistics: Basic Readings, pages 373–400. De Gruyter Mouton, Berlin, Boston. Originally published in 1982.

Luca Gilardi and Collin Baker. 2018. Learning to align across languages: Toward Multilingual FrameNet. In Proceedings of the International FrameNet Workshop, pages 13–22.

Daniel Gildea and Daniel Jurafsky. 2002. Automatic labeling of semantic roles. Computational Linguistics, 28(3):245–288.

Tianyu Jiang and Ellen Riloff. 2021. Exploiting definitions for frame identification. In Proceedings of the 16th Conference of the European Chapter of the Association for Computational Linguistics: Main Volume, pages 2429–2434, Online. Association for Computational Linguistics.

Gosse Minnema and Malvina Nissim. 2021. Breeding Fillmore’s chickens and hatching the eggs: Recombining frames and roles in frame-semantic parsing. In Proceedings of the 14th International Conference on Computational Semantics. https://iwcs2021.github.io/proceedings/iwcs/pdf/2021.iwcs-1.15.pdf.

Thomas Schmidt. 2009. 4. The Kicktionary – a multilingual lexical resource of football language, pages 101–134. De Gruyter Mouton.

Swabha Swayamdipta, Sam Thomson, Chris Dyer, and Noah A. Smith. 2017. Frame-semantic parsing with softmax-margin segmental rnns and a syntactic scaffold. CoRR, abs/1706.09528.

Tiago Timponi Torrent, E Matos, Ludmila Lage, Adrieli Laviola, Tatiane Tavares, VG Almeida, and Natália Sigiliano. 2018. Towards commodity between the lexicon and the constructicon in fraamenet brasil. Constructicography: Constructicon development across languages, 22:107.

Giulia Venturi, Alessandro Lenci, S. Montemagni, Eva Maria Vecchi, M. Sagri, D. Tiscornia, and T. Agnoloni. 2009. Towards a fraamenet resource for the legal domain. In Proceedings of the Third Workshop on Legal Ontologies and Artificial Intelligence Techniques.

Patrick Xia, Guanghui Qin, Siddharth Vashishtha, Yunno Chen, Tongfei Chen, Chandler May, Craig Harman, Kyle Rawlins, Aaron Steven White, and Benjamin Van Durme. 2021. LOME: Large ontology multilingual extraction. In Proceedings of the 16th Conference of the European Chapter of the Association for Computational Linguistics: System Demonstrations, pages 149–159, Online. Association for Computational Linguistics.