Electron and ion acceleration in relativistic shocks with applications to GRB afterglows
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ABSTRACT
We have modelled the simultaneous first-order Fermi shock acceleration of protons, electrons, and helium nuclei by relativistic shocks. By parametrizing the particle diffusion, our steady-state Monte Carlo simulation allows us to follow particles from particle injection at non-relativistic thermal energies to above PeV energies, including the non-linear smoothing of the shock structure due to cosmic ray (CR) backpressure. We observe the mass-to-charge (A/Z) enhancement effect believed to occur in efficient Fermi acceleration in non-relativistic shocks and we parametrize the transfer of ion energy to electrons seen in particle-in-cell (PIC) simulations. For a given set of environmental and model parameters, the Monte Carlo simulation determines the absolute normalization of the particle distributions and the resulting synchrotron, inverse Compton, and pion-decay emission in a largely self-consistent manner. The simulation is flexible and can be readily used with a wide range of parameters typical of γ-ray burst (GRB) afterglows. We describe some preliminary results for photon emission from shocks of different Lorentz factors and outline how the Monte Carlo simulation can be generalized and coupled to hydrodynamic simulations of GRB blast waves. We assume Bohm diffusion for simplicity but emphasize that the non-linear effects we describe stem mainly from an extended shock precursor where higher energy particles diffuse further upstream. Quantitative differences will occur with different diffusion models, particularly for the maximum CR energy and photon emission, but these non-linear effects should be qualitatively similar as long as the scattering mean-free path is an increasing function of momentum.
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1 INTRODUCTION

Efficient first-order Fermi shock acceleration (also called diffusive shock acceleration) is often suggested as a likely mechanism for converting the bulk kinetic energy of relativistic plasma flows into individual particle energy (e.g. Bykov & Treumann 2011; Bykov et al. 2012). However, many aspects of particle acceleration in relativistic shocks remain uncertain because of the inherent complexity of the process. The particle distributions are highly anisotropic and the magnetic turbulence, essential for acceleration to occur, must be self-generated and is extremely difficult to characterize (Lemoine & Pelletier 2003; Niemiec & Ostrowski 2006; Lemoine & Pelletier 2010; Reville & Bell 2014; Lemoine et al. 2014). These roadblocks can be overcome with particle-in-cell (PIC) simulations and intensive work has been done in this area (e.g. Nishikawa et al. 2007; Sironi & Spitkovsky 2011). However, current PIC simulations are computationally costly and have a limited dynamic range. The trans-relativistic regime, which may be important for GRB afterglows (e.g. Mészáros 2006; Ackermann et al. 2013) and some types of supernovae (e.g. Chakraborti et al. 2011), is less well explored either analytically or using PIC simulations (see, however, Casse, Marcowith & Keppens 2013).

In this paper we model the non-linear acceleration of electrons and ions (protons and He2+) at relativistic collisionless shocks using a Monte Carlo simulation of first-order Fermi shock acceleration (e.g. Ellison & Double 2002; Ellison, Warren & Bykov 2013). The
steady-state Monte Carlo simulation parametrizes magnetic turbulence generation and particle diffusion, important approximations but ones that allow a large dynamic range, the simultaneous acceleration of ions and electrons (along with the radiation they produce), and a self-consistent determination of the shock structure. We believe this is the first attempt, apart from PIC simulations, to include electrons self-consistently with ions in a non-linear, relativistic, Fermi acceleration.

While it is well known that non-linear Fermi acceleration should preferentially inject and accelerate high mass-to-charge particles compared to protons in non-relativistic shocks (e.g. Ellison, Jones & Eichler 1981; Eichler 1984; Jones & Ellison 1991), to our knowledge this process has not been investigated in relativistic or trans-relativistic shocks until now. The non-relativistic ‘A/Z’ effect (A is the mass in units of the proton mass \(m_p\) and Z is the charge in units of the electron charge e) has been shown to be consistent with observations of diffuse ions accelerated at the Earth bow shock (Ellison, Moebius & Paschmann 1990) and has been used to model the shock acceleration of interstellar gas and dust, matching important aspects of the galactic cosmic ray (CR) abundances observed at Earth (e.g. Ellison, Drury & Meyer 1997; Meyer, Drury & Ellison 1997; Meyer & Ellison 1999; Rauch et al. 2010; Binns et al. 2014).

The A/Z enhancement we model is a purely kinematic effect. It depends on the following assumptions: (i) the acceleration process is efficient enough so the backpressure from accelerated particles noticeably modifies the shock precursor, (ii) all particles have a scattering mean-free-path of the approximate form

\[
\lambda_{\text{mfp}} = \eta_{\text{mfp}} f_{\text{mfp}},
\]

where \(f_{\text{mfp}}\) is an increasing function of local frame momentum \(p\), as is generally assumed, and (iii) the normalization parameter \(\eta_{\text{mfp}}\) setting the ‘strength’ of scattering is similar for all particle species.

The simplest assumption for particle diffusion is that \(f_{\text{mfp}}\) equals the gyroradius, i.e. \(f_{\text{mfp}} = r_g = pc/(ZeB)\). Then

\[
\lambda_{\text{mfp}} = \eta_{\text{mfp}} r_g,
\]

and the precursor diffusion length for species \(i\) is

\[
L_i \propto \eta_{\text{mfp}} \gamma_i (A/Z) c^2.
\]

Here \(\gamma_i (v_i)\) is the Lorentz factor (velocity) for species \(i\), \(c\) is the speed of light, and \(B\) is the background magnetic field in Gauss used to scale \(r_g\). If \(v_i \sim c\), then \(\gamma \propto p/A\),

\[
L_i \propto \eta_{\text{mfp}} (A/Z)(p/A),
\]

and the precursor diffusion length for different A/Z ions, at the same momentum per nucleon, scales as A/Z.

Therefore, if \(\eta_{\text{mfp}}\) is similar for all species, at the same \(p/A\), high A/Z particles will diffuse further into the upstream region, ‘feel’ a larger effective compression ratio in the modified shock structure than low A/Z particles, and gain a larger momentum boost in the next shock crossing. Since \(L_i\) increases with \(p/A\), the modified shock precursor produces a distinctive concave spectral shape (e.g. Ellison & Eichler 1984) with high A/Z particles having a harder spectrum at any \(p/A\) than low A/Z particles (see Fig. 13). It is important to note that equation (2) is presented only as a simple baseline scattering mode. Small-scale turbulence, as generated by the Weibel instability at relativistic shocks (e.g. Nishikawa et al. 2006; Plotnikov, Pelletier & Lemoine 2011, 2013), in general leads to a different \(\lambda_{\text{mfp}} \propto p^2\) dependence (e.g. Jokipii 1971). In fact, the scattering process in relativistic shocks is almost certain to be more complicated than any simple power-law dependence for \(\lambda_{\text{mfp}}\), and \(n_{\text{void}}\) may be expected to have a momentum dependence as well (e.g. Achterberg et al. 2001; Kirk & Reville 2010; Sironi, Spitkovsky & Arons 2013; Lemoine et al. 2014). Our current results, with \(\lambda_{\text{mfp}} \propto r_g\), display the essential physical effects that come about from the development of an extended shock precursor. As long as \(\lambda_{\text{mfp}}\) is an increasing function of \(p\), and Fermi acceleration is efficient, the non-linear effects we describe should not depend qualitatively on the diffusion coefficient. Quantitatively, the momentum dependence of \(\lambda_{\text{mfp}}\) can strongly influence the maximum CR energy a given shock can produce and this, in turn, will influence the photon production. We are currently generalizing our Monte Carlo simulation to allow for a more complicated parametrization of \(\lambda_{\text{mfp}}\) over large energy and length scales. These future results will be compared against PIC simulations (e.g. Sironi et al. 2013). The results presented here provide a benchmark for future comparisons.

While the A/Z effect we describe can enhance the injection and acceleration of heavy ions compared to protons, for electrons with \(A/Z \approx 5.45 \times 10^{-2}\) it acts strongly in the opposite fashion. If only this kinematic effect is considered with equation (2), electrons will be dramatically less efficiently injected and accelerated than protons in non-linear Fermi acceleration.

Electron injection was considered in a non-relativistic Monte Carlo code similar to the one we use here in Baring et al. (1999). In that paper, in order to overcome the dramatic A/Z effect and allow electrons to be injected and accelerated with efficiencies large enough to be consistent with synchrotron and IC radiation observed in young supernova remnants (SNRs), the electron \(\lambda_{\text{mfp}}\) was set equal to a constant below some momentum, i.e. changing \(n_{\text{void}}\) selectively for electrons. This modification gave low-energy electrons a larger mean-free path than equation (2) would produce and allowed them to diffuse far enough upstream to overcome the shock smoothing effects. It was argued in Baring et al. (1999) that this simple modification was reasonably consistent with an electron injection model developed by Levinson (1992).

Here, we adopt a different approach. We keep equation (2), but transfer some fraction of the ram kinetic energy from ions to electrons as the particles first cross the viscous subshock. We note that a ‘sharing’ of energy between ions and electrons is clearly seen in recent PIC relativistic shock simulations (i.e. Sironi & Spitkovsky 2011; Sironi et al. 2013), and Plotnikov et al. (2013) give an analytical treatment of electromagnetic instabilities transferring energy to electrons in the precursor of relativistic shocks.

In the PIC simulations, electrons are heated in the precursor by interacting with turbulence generated mainly by backstreaming protons and obtain near equipartition with the protons before crossing the subshock. We mimic this effect by transferring a set fraction \(n_{\text{ion}}\), of ion energy to electrons as particles first cross the subshock. While this simple energy transfer model is clearly an approximation, we feel it affords a straightforward way of using plasma physics information obtained from computationally intensive PIC simulations in a calculation that can model particle acceleration and photon emission consistent with the production of high-energy CRs in relativistic shocks.1

We recognize, of course, that collisionless shock formation, and particle injection and acceleration, is determined by more than kinematics alone. The self-generation of magnetic turbulence is critical

1 Other descriptions of electron heating in relativistic plasmas include Gedalin et al. (2008), who investigate the effects of a cross-shock potential, and Kumar, Eichler & Gedalin (2015), who explore the electron heating behaviour of Weibel-induced current filaments in a 2D PIC simulation.
to the process (e.g. Bednarz & Ostrowski 1998; Lemoine & Pelletier 2003), particularly for relativistic shocks, and, as just mentioned, energy can be transferred between electrons and protons by wave–particle interactions that are essentially dependent of the kinematics. Nevertheless, if Fermi acceleration is efficient, basic momentum and energy conservation demands that kinematics be taken into account and the shock precursor must be modified by the backpressure of accelerated particles.

In contrast to non-relativistic shocks, where shock acceleration can be directly tested against spacecraft observations (e.g. Ellison et al. 1990; Baring et al. 1997), Fermi acceleration in relativistic shocks is far less certain. Relativistic shocks cannot be directly observed with spacecraft, as can non-relativistic, heliospheric shocks, and the highly anisotropic particle distributions intrinsic to relativistic shocks make the self-generation of magnetic turbulence far more difficult to describe analytically. Despite this difficulty, intensive work continues (e.g. Lemoine & Pelletier 2010, 2011; Plotnikov et al. 2013). Furthermore, and again in contrast to non-relativistic shocks, the predictions for particle spectra and, therefore, photon signatures from relativistic shocks are highly uncertain. Sites harbouring relativistic shocks, such as GRBs, can often be successfully modelled with alternative acceleration mechanisms (e.g. magnetic reconnection in the case of GRBs; McKinney & Uzdensky 2012; Sironi, Petropoulou & Giannios 2015), weakening the link between Fermi acceleration theory and observation.

Despite this uncertainty, there is compelling evidence, primarily from PIC simulations (e.g. Hoshino et al. 1992; Kato 2007; Keshet et al. 2009; Sironi & Spitkovsky 2009; Nishikawa et al. 2011; Sironi & Spitkovsky 2011; Stockem et al. 2012), that relativistic shocks do accelerate electrons and protons beyond the initial kinematic boost from a single shock crossing. These simulations also highlight the role of the magnetization parameter, $\sigma_B$, in Fermi acceleration, where

$$\sigma_B = \frac{B_0^2}{4\pi n_0 m_p c^2}, \quad (5)$$

$B_0$ is the upstream field, and $n_0$ is the number density (see Bykov & Treumann 2011, for an alternative definition of $\sigma_B$).

Sironi et al. (2013) (see also Haugbølle 2011) show that perpendicular electron–ion shocks with Lorentz factors $\gamma_0 \lesssim 150$ inject and accelerate electrons and ions efficiently when $\sigma_B \gtrsim 3 \times 10^{-5}$. In these weakly magnetized plasmas, the self-generated turbulent field dominates the uniform $B$ and the shock obliquity ceases to be important, an assumption often made in shock acceleration studies and one we make here with our plane-parallel shock assumption (cf. Fig. 2). Quantifying this lack of dependence on the obliquity is particularly important since ultra-relativistic shocks are essentially always highly oblique – the $B$-field component along the shock face can be highly compressed – and strongly magnetized oblique shocks are less able to inject and accelerate particles. We note that for typical interstellar medium (ISM) conditions, $B_0 \sim 3 \mu G$, $n_0 \sim 0.03 \text{ cm}^{-3}$, and so $\sigma_B \sim 10^{-9}$. This value is orders of magnitude below the threshold reported by Sironi et al. (2013), suggesting that ultra-relativistic shocks propagating in the normal ISM may be able to inject and accelerate electrons and ions far more efficiently than previously believed, regardless of the shock obliquity. We note that for non-relativistic shocks the plasma $\beta = n_e k_B T_e/(B_0^2/8\pi)$ is the relevant parameter rather than equation (5) and oblique geometry may be important for typical ISM parameters (e.g. Orlando et al. 2011). Here $k_B$ is Boltzmann’s constant and $T_0$ is the ambient unshocked temperature.

Given that weakly magnetized relativistic shocks can inject particles, the maximum energy these particles obtain in a given shock remains uncertain, although arguments presented by Sironi et al. (2013) suggest that the acceleration reaches a maximum, $E_{\text{max}}$, where $E_{\text{max}}/(\gamma_0 m_p c^2) \sim \sigma_B^{-1/4}$. While this can be a substantial energy (for $\sigma_B = 3 \times 10^{-5}$, $E_{\text{max}} \sim 0.2 \text{ TeV}$), it is well below what is often assumed in suggesting that relativistic shocks may produce ultra-high-energy CRs (e.g. Keshet & Waxman 2005). Here we simply parametrize the maximum particle energy by setting a maximum shock size with a free escape boundary (FEB).²

Next we describe the generalization of the Monte Carlo code used in Ellison et al. (2013) to include the injection and acceleration of electrons simultaneously with ions. The non-linear shock structure is calculated including thermal leakage injection and the backreaction from all species. Full particle spectra are determined at various positions relative to the subshock, along with the distributions of particles that escape at upstream and downstream FEBS. For given values of the ambient density, magnetic field, and background photon field, we calculate the synchrotron emission using equation (6.7a) in Rybicki & Lightman (1979), the inverse Compton (IC) emission using equation (9) in Jones (1968), and the pion-decay emission using parametrizations given by Kamae et al. (2006, 2007) and Kelner, Aharonian & Bugayov (2009). For the pion-decay from He²⁺, we use the scaling relation given in Baring et al. (1999). Once the emission is determined in the local frame it is transformed to the observer (i.e. ISM) frame.

We note that radiation losses for electrons are only considered during the acceleration process. Once accelerated, we assume the electrons radiate without further losses. This so-called ‘thin target’ approximation, where the radiation length is assumed to be larger than the region between the upstream and downstream FEBS, is adequate for the steady-state examples given here and can be relaxed in models of evolving GRBs (see Warren 2015).

## 2 Model

We assume the basic Monte Carlo scattering model, as described in Ellison et al. (2013) for protons, applies equally to electrons and heavy ions. If so, all that is needed to describe the injection and acceleration of electrons is a parameter describing the transfer of energy from ions to electrons, mimicking the effect seen in PIC simulations of relativistic shocks (see Sironi & Spitkovsky 2011).

Full details of the particle scattering model, thermal leakage injection, and the method for obtaining a self-consistent shock precursor structure when Fermi acceleration and particle escape occur are given in section 2 of Ellison et al. (2013). In Ellison et al. (2013), we also fully explain the caveats needed when applying the Monte Carlo model to relativistic shocks and show how the approximations required in the Monte Carlo model compare with previous Monte Carlo work and in more fundamental PIC simulations.

We describe particle transport by assuming the mean-free path, $\lambda_{\text{mfp}}$, is given by equation (2) with $\eta_{\text{mfp}} = 1$, i.e. Bohm diffusion.³ As

² A FEB is a position beyond which particles are assumed to decouple from the shock. Any actual shock will be finite in extent and at some point high-energy particles will obtain diffusion lengths comparable to the shock size and stream freely away. Our FEBS model a finite shock size within our steady-state, plane-parallel approximation.

³ We note that since all lengths in the steady-state code are scaled with $g_{\text{G}} = \eta_{\text{mfp}} m_p c^2/(eB_0)$, where $u_0$ is the shock speed, our results are independent of $\eta_{\text{mfp}}$ except for the absolute normalization of the particle spectra, i.e. the number of particles within a physical region scales as $\eta_{\text{mfp}}$. In our
We note that all of our fully relativistic, unmodified shock examples yield are and is the number of gyro-time segments δt, a particle can experience in a pitch-angle interaction event after each δt, i.e.

\[ \delta\theta_{\text{max}} = \sqrt{12\pi/(\eta_{\text{int}} N_f)}. \]  

(6)

Here, \( N_f = \tau_f/\delta t \) is the number of gyro-time segments \( \delta t \) dividing a gyro-period \( \tau_f = 2\pi\tau_g/v_g \), and we note that equation (6) applies even if particles move rapidly between inertial frames, as is normally the case for relativistic shocks. In each scattering event, the scattering is assumed to be isotropic and elastic in the local plasma frame (LPF).

Large values of \( N_f \) imply fine scattering while small values imply that the particle momentum will suffer relatively large deviations in direction in each pitch-angle scattering event (e.g. Summerlin & Baring 2012). In all examples here, \( N_f \) is large enough to saturate and produce fine-scattering results that do not change substantially as \( N_f \) is increased further. It is important to note that while we can simply parametrize particle transport with the assumption given by equation (2) and the two parameters \( \lambda_{\text{int}} \) and \( N_f \), this assumes that magnetic fluctuations with correlation lengths on the order of \( \lambda_{\text{int}} \), this assumes that magnetic fluctuations with correlation lengths on the order of \( \lambda_{\text{int}} \) exist with sufficient power to produce this scattering throughout the shock. We make no claim of self-consistently determining the magnetic turbulence needed to produce the diffusion implied by equation (2).

All of the above is applied equally to electrons and ions and this parameterization yields injection rates and acceleration efficiencies that depend on the A/Z ratio. We note that particle injection from shock-heated thermal particles (our thermal leakage injection model) occurs directly from the above assumptions. Regardless of the shock speed, virtually all cold, thermal, unshocked particles obtain a velocity greater than the downstream bulk flow speed when they first scatter in the downstream region and the flow becomes subsonic. Depending on their angular distribution, these particles have a finite probability of scattering back upstream where they will be further accelerated. In the Monte Carlo code, the injection efficiency is determined stochastically as some particles manage to scatter back upstream with an angular distribution determined solely from the scattering model with no additional assumptions or parameters other than that the subshock is assumed to be transparent for back-scattering particles.

To this we add one additional parameter, \( f_{\text{inj}} \), i.e. the fraction of far upstream ion ram kinetic energy transferred to electrons. The ion ram kinetic energy is defined as \( \gamma_{\text{r0}} = (1 - (u_0/c)^2)^{-1/2} \) is the far upstream shock Lorentz factor, and \( u_0 \) is the far upstream (i.e. unmodified) shock speed. When an ion crosses the subshock from upstream to downstream for the first time, energy equal to \( f_{\text{inj}}(\gamma_{\text{r0}} - 1)m_i c^2 \) is removed from it. The total ion energy transferred is \( \gamma_{\text{r0}} \sum_i N_i m_i c^2 \), where the sum is over the ion species and \( N_i \) is the number of \( i \)-ions injected far upstream. This ion energy is divided equally among electrons and added to their energy as they cross the subshock into the downstream region for the first time. The parameter \( f_{\text{inj}} \) can increase electron injection substantially as we show below.

### 3 RESULTS

We approximate the geometry of a relativistic afterglow shock moving in a jet as shown in Fig. 1. Details of this situation are shown in Fig. 2, where we show the additional approximations for this preliminary work that the shock is locally plane, the distances to the upstream or downstream FEBs (\( L_{\text{UpS}} \) and \( L_{\text{DwS}} \)) measured from

![Figure 1](https://academic.oup.com/mnras/article-abstract/452/1/431/1750175/1)

![Figure 2](https://academic.oup.com/mnras/article-abstract/452/1/431/1750175/2)
the subshock are small enough so the jet cone is approximately a cylinder in the region surrounding the shock, and the diameter of the ‘cylinder’ is large enough so particle escape out the sides of the cone is negligible. The cone material outside the upstream FEB is assumed to be stationary, i.e. it is in the local ISM or explosion frame. Outside of the region between $L_{\text{UpS}}$ and $L_{\text{DwS}}$ we assume all accelerated particles have decoupled from the plasma and we ignore any emission they might produce. A more realistic GRB afterglow model following the evolution of a jet shock is given in Warren (2015).

With these approximations we calculate the shock structure and particle spectra for a given set of parameters, as listed in Table 1. First we consider unmodified (UM) shocks where the backreaction of the accelerated particles on the shock structure is ignored. We note an essential difference between unmodified shocks and test-particle (TP) ones. A TP shock is one where the injection and acceleration efficiencies are low enough so the backpressure from accelerated particles can be ignored. In the TP case, to the limit of total energy placed in accelerated particles, momentum and energy can be conserved without modifying the shock structure. Our thermal leakage injection model is efficient enough so TP shocks are never produced for the parameters we use here. In our UM examples, particles are injected and accelerated efficiently but the effect of shock accelerated particles on the shock structure is ignored. This provides a direct comparison to non-linear (NL) shocks, where momentum and energy are conserved. Our main point in this paper is that, if the acceleration is efficient, the shock must be modified by the accelerated particles.

While we do not consider TP shocks explicitly, the superthermal particle fluxes and photon emission from our UM examples can be simply re-scaled to a TP result. For example, if a TP result is defined as one where superthermal particles contain ≤1 per cent of the total energy flux, so energy flux will be conserved to within 1 per cent, our UM superthermal particle and photon emission need to be reduced by a factor $N_{\text{TP}} \geq 100 \times \left[ F_{\text{en}}(x > 0)/F_{\text{en}}^0 \right]$, where $F_{\text{en}}^0$ is the far upstream energy flux and $F_{\text{en}}(x > 0)$ is the UM downstream energy flux. For the UM $\gamma_0 = 10$ examples we show below $F_{\text{en}}(x > 0)/F_{\text{en}}^0 \sim 2$.

### Table 1. Model parameters.

| Model | Type | $\gamma_0$ | $f_{\text{ion}}$ | $B_0$ [G] | $L_{\text{UpS}}/r_0$ | $L_{\text{DwS}}/r_0$ | $R_{\text{RH}}$ | $R_{\text{tot}}$ | $N_{\text{He}}$ | $\epsilon_{\text{He}}$ | $\epsilon_{\text{el}}$ |
|-------|------|-----------|-----------------|---------|-----------------|-----------------|--------------|--------------|---------------|----------------|----------------|
| A     | UM   | 10        | 0               | 100     | 3.02            | ...             | 3.02         | 3.02         | 2000          | ...            | ...            |
| B     | UM   | 10        | 0.15            | 100     | 3.02            | ...             | 3.02         | 3.02         | 2000          | ...            | ...            |
| C     | UM   | 10        | 0.15            | 3       | 3.02            | 3.02           | 3.02         | 3.02         | 2000          | ...            | ...            |
| D     | UM   | 10        | 0.15            | 3       | 3.02            | 3.02           | 3.02         | 3.02         | 2000          | ...            | ...            |
| E     | NL   | 10        | 0.1             | 100     | 300             | $10^3$         | 3.02         | 3.02         | 2000          | 0.60           | 0.30           |
| F     | NL   | 10        | 0.1             | 100     | 300             | $10^3$         | 3.02         | 3.02         | 2000          | 0.36           | 0.20           |
| G     | UM   | 1.5       | 0.1             | 100     | 300             | $10^3$         | 3.53         | 3.53         | 2000          | ...            | ...            |
| H     | NL   | 1.5       | 0.1             | 100     | 300             | $10^3$         | 3.53         | 3.53         | 2000          | 0.52           | 0.27           |
| I     | UM   | 30        | ...             | 100     | 300             | $10^4$         | 3.00         | 3.00         | $10^4$        | 0.66           | 0.34           |
| J     | NL   | 30        | ...             | 100     | 300             | $10^4$         | 3.00         | 3.00         | $10^4$        | ...            | ...            |

**Notes.**

(a) Models A, B, and C have $n_{\text{He}} = n_p = 1$ cm$^{-3}$ with no helium. Models D–H have $n_p = 1$ cm$^{-3}$, $n_{\text{He}} = 0.1$ cm$^{-3}$, and $n_e = 1.2$ cm$^{-3}$. Models I and J have $n_p = 1$ cm$^{-3}$ and $n_{\text{He}} = 0.1 n_p$ without electrons. The far upstream temperature is $10^6$ K in all cases and all models have $n_{\text{mfp}} = 1$.

(b) In the non-linear (NL) models the shock structure is determined self-consistently. The unmodified (UM) models have a discontinuous shock structure with no shock smoothing.

(c) For self-consistent NL models, this is the fraction of total energy placed in all particles with energies above 100 MeV as measured in the shock frame.

3.1 Unmodified (UM) examples

In Fig. 3 we show number spectra, $dN/dp$, calculated just downstream from an unmodified shock with $\gamma_0 = 10$. The solid and dotted black curves are protons and the red curves are electrons. The dotted curves were calculated for $f_{\text{ion}} = 0$, while the solid curves were calculated with $f_{\text{ion}} = 0.15$, i.e. 15 per cent of the proton ram kinetic energy is transferred to electrons as particles first cross $x = 0$.
headed downstream.\(^6\) Since all particles injected far upstream are non-relativistic, the transformation from upstream to downstream frames strongly favours more massive particles in the first shock crossing. This results in the strong depression of electrons relative to \(\text{H}^+\). Once all particles become relativistic they are treated equally and obtain similar power laws, i.e. the UM shocks in Fig. 3 show the canonical \(dN/d\beta \propto \beta^{-2.23}\) power law above the ‘thermal’ peak and below the high momentum cutoff. For the protons, the cutoff at \(\sim 10^7\ m_c\) is produced by an upstream FEB at \(L_{\text{UpS}} = -1000\ r_g\), and a downstream FEB at \(L_{\text{DwS}} = +1000\ r_g\).

The FEBs also determine the total number of particles accelerated (as indicated in Fig. 2) and the \(dN/d\beta\) spectra in Fig. 4 are normalized to the total particle number in a region surrounding an observation position \(x\) (the position is indicated in Fig. 4). While the particular number of accelerated particles in these examples is arbitrary,\(^7\) it is important to note that the Monte Carlo code determines the absolute number of accelerated particles, and subsequent radiation, for any given set of environmental and shock parameters, including \(f_{\text{esc}}\). As long as \(\gamma_0 > 1\), the large majority of accelerated particles will be in the downstream region since it is difficult for particles to stream upstream into the shock precursor. This is reflected in the higher normalizations of the black curves, measured at \(x = 0\) (i.e. downstream), compared to the red or blue curves, measured in the shock precursor at \(x = -1\ r_g\) and \(x = -120\ r_g\), respectively.

Besides the downstream FEB and normalization, the spectra in Fig. 4 differ from those in Fig. 3 in that they are shown in the LPF and they include spectra calculated upstream from the subshock (red and blue curves), as well as downstream (black curves). The effect of the Lorentz transformation from the shock to the LPF is clearly indicated by the high-momentum upstream spectra (red and blue curves) which extend to higher momentum than the downstream spectra. Relative to the subshock, the upstream plasma frame moves with \(\gamma_0 = 10\), while the downstream plasma frame moves with \(\gamma_2 = [1 - (u_0/c)^2]^{-1/2} \approx 1.06\). Here \(u_2\) is the downstream bulk plasma speed measured in the shock frame.

### 3.2 Non-linear examples, \(\gamma_0 = 10\)

In Fig. 5 we show the structure of a shock where the backpressure from accelerated protons, \(\text{He}^{2+}\), and electrons is taken into account. For this example, \(f_{\text{esc}} = 0.1\), and the electron pressure contributes to the determination of the self-consistent shock structure. Here \(L_{\text{UpS}} = -300\ r_g\) and \(L_{\text{DwS}} = +1000\ r_g\). In the top panels, the solid (black) curve is the bulk flow speed, \(u(x)/u_0\), and the dot–dashed (blue) curve is \(\gamma(x)\beta(x)/\gamma_0\beta_0\), where \(\beta(x) = u(x)/c, \gamma(x) = [1 - (\beta(x))^2]^{-1/2}\) and \(\beta_0 = u_0/c\). The dashed (red) curve is \(u_2(x)/u_0\) for the UM case. The lower panels show the momentum and energy fluxes for the NL case (solid black curves), as well as for the UM case (dashed red curves). All curves are normalized to far upstream values. Without shock smoothing, the downstream momentum and energy fluxes are nearly a factor of 2 out of conservation.

We note that in non-relativistic and trans-relativistic shocks, the smoothing required for momentum and energy conservation is accompanied by an increase in the overall shock compression ratio above the Rankine–Hugoniot value, i.e. \(R_{\text{tot}} > R_{\text{SH}}\) (e.g. Berezhko & Ellison 1999). The overall compression ratio is defined as \(R_{\text{tot}} = u_0/u_2\) and the subshock compression ratio is \(R_{\text{sub}} = u_1/u_2\). Here, \(u_2\) is the bulk plasma speed downstream from the subshock and \(u_1\) is the plasma speed just upstream of the viscous subshock, both measured in the shock rest frame.\(^8\)

---

\(^6\) We refer to the sharp drop in \(u(x)\) that occurs at \(x \approx 0\) as the subshock (see Figs 5 and 10). For an unmodified shock, there is no distinction between the shock and subshock.

---

\(^7\) The normalization of the spectra in Fig. 4 (and Figs 6 and 11) depends on the opening angle and length of the jet, the ambient number density, and the positions of the FEBs (see Warren 2015, for a full discussion).

\(^8\) As seen in Fig. 5, the definition of \(u_1\) is imprecise because the Monte Carlo solution allows for a smooth decrease in the precursor speed into the downstream region. Part of the increase in \(R_{\text{tot}}\) is due to escaping particles acting to soften the equation of state for the plasma that remains coupled to the shock system. The remainder of the increase is caused by the ratio of specific heats for particles downstream of the shock: as the shock speed increases, the particles receive more energy from the first shock crossing. 

---

\(\text{UM, Local plasma frame} \quad \text{Model C} \)

![Graph showing proton and electron spectra](https://example.com/graph.png)

**Figure 4.** Proton and electron spectra (as labelled and multiplied by \(p^{2.23}\)) with \(f_{\text{esc}} = 0.15\). These spectra are measured in the LPF and are normalized to the total number of particles in a given region, as indicated in Fig. 2. The shock acceleration is limited by an upstream FEB at \(L_{\text{UpS}} = -1000\ r_g\), and a downstream FEB at \(L_{\text{DwS}} = +1000\ r_g\). 

---

\(L\text{DwS} = +1000\ r_g\).
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Figure 5. The top panel shows the shock structure for the unmodified case (dashed red curve, Model D) and the non-linear case (solid black and dot–dashed blue curves, Model E). The solid (black) and dashed (red) curves in the top panel are the flow speed \( u(x)/u_0 \) while the dot–dashed (blue) curve is \( \gamma(x)/\gamma_0 \beta(x) \), where \( \gamma(x)/\beta(x) \) scales as 1/density for the non-linear shock. The middle and bottom panels show the momentum and energy fluxes, respectively, normalized to far upstream values. Note that three particle species, protons, He\(^{2+}\), and electrons, are included in determining the self-consistent shock structure.

The top panel in Fig. 6 shows downstream proton, He\(^{2+}\), and electron spectra for the UM shock (dashed curves in Fig. 5). The bottom panel shows these spectra from the non-linear shock. All parameters are the same for these two cases – the only difference is that momentum and energy are conserved in the NL case.

The effects of the smooth shock structure are clearly evident. In the NL case, the downstream spectra are noticeably curved and less intense, as is necessary to conserve energy and momentum. Significantly, the electrons are more modified than the protons or He\(^{2+}\) and the \( e/p \) ratio, in the quasi-power law portion of the spectra, drops by more than an order of magnitude. With \( f_{\text{ion}} = 0 \), \( e/p \) would have dropped by several more orders. This difference is a direct result of our scattering assumption, i.e. equation (2). The electrons, with their small \( A/Z \), feel the effects of the smooth shock more acutely than the heavier ions and are less efficiently injected and accelerated until they reach \( p \gtrsim 10 \, m_p c \). In sources where electrons are assumed to have a large fraction of the energy budget, the efficiency for accelerating electrons cannot be orders of magnitude less than it is for protons. Therefore, energy must be transferred from heavy particles to electrons with a reasonable efficiency if Fermi acceleration is to be important (e.g. Sironi & Spitkovsky 2011; Sironi et al. 2013).

The heavier He\(^{2+}\), with \( A/Z = 2 \), is accelerated more efficiently than protons; the He\(^{2+}/p \) ratio above \( \sim 100 \, m_p c \) goes from He\(^{2+}/p < 1 \) in the UM shock to He\(^{2+}/p > 1 \) in the NL shock (see Fig. 13). This is particularly significant at the high-momentum cutoff. The \( A/Z \) effect is discussed in more detail in Section 3.6. For Model E in Fig. 6, the fraction of total ram kinetic energy placed in particles of 100 MeV or greater is \( \epsilon_{\text{H}} = 0.60 \), \( \epsilon_{\text{He}} = 0.30 \), and \( \epsilon_{\text{e}} = 0.10 \), for protons, He\(^{2+}\), and electrons, respectively (see Table 1 where it is noted that these fractions are measured in the shock frame).

The effects of shock smoothing also show up in the broadening and shift to lower momentum of the ‘thermal’ peaks, as seen in the bottom panel of Fig. 6. Of particular interest is the pronounced ‘superthermal’ tail on the electron distribution.

The average particle approaches relativistic energies, and the ratio of specific heats drops from 5/3 \( \rightarrow 4/3 \). For fully relativistic shocks, however, \( R_{\text{tot}} \approx R_{\text{RH}} \) (Double et al. 2004); there is minimal particle escape, and the downstream ratio of specific heats is already \( \sim 4/3 \) and so cannot decrease further. The compression ratio in Fig. 5 reflects this invariance, as it is the same in the unmodified and non-linear cases.
emission in the LPF assuming it is produced isotropically. This is reasonable for the synchrotron emission since we implicitly assume the background magnetic field is highly turbulent, and the synchrotron photons should be produced isotropically as the electrons spiral in the turbulent field. It is also a good approximation for the pion-decay emission since the protons and He\(^{+}\) ions interact with the local plasma and produce pions that can become isotropic in the LPF before emitting a \(\gamma\)-ray.

From this isotropic emission, we obtain the flux in the ISM frame ahead of the shock by employing the standard Doppler shift and Lorentz transformations (e.g. Kumar & Zhang 2015). For an observer at \(D_{\text{obs}} = -d_{\text{Mpc}}\) Mpc, within an angle \(\theta_{\text{obs}} = 1/\gamma_0\) from the jet direction, these give a boost to the energy flux \(\propto D^4\), where \(D = \gamma(x)[1 + \beta(x) \cos \theta_{\text{obs}}]\) is the Doppler factor at position \(x\) relative to the subshock. One factor of \(D\) comes from the Doppler shift, one from time dilation, and two from the relativistic beaming.

Here \(\gamma(x)\) and \(\beta(x)\) are measured relative to the ISM frame and will be different for each region between the upstream and downstream FEBs as shown in Fig. 2. Far upstream \(D = 1\), while downstream for \(\gamma_0 = 10\) and \(R_{\text{tot}} \approx 3.0, D \simeq 14\).

Since the cosmic microwave background (CMB) photons are nearly isotropic in the ISM frame, we calculate the IC emission in a different fashion.\(^9\) We first transform the electron distribution into the ISM frame keeping the two-dimensional anisotropy inherent in our plane-parallel shock simulation. We then calculate the emission directed towards the observer at \(D_{\text{obs}} = -d_{\text{Mpc}}\) Mpc using equation (9) in Jones (1968). The assumption here is that the relativistic electrons produce strongly beamed emission, so only those electrons directed towards the observer contribute to the observed flux. In Fig. 7, the dashed (black) curves contain the full observed flux from emission produced over the modified shock structure and transformed to the ISM frame for an observer within \(1/\gamma_0\) from the jet axis (i.e. towards \(+x\) in Fig. 2). The IC emission is part of this sum.

The effects from shock smoothing on the particle distributions (Fig. 6) produce corresponding changes in the photon emission. Since electrons are suppressed more than ions in the NL shock, the synchrotron and IC emission drops more than pion-decay between the UM and NL cases. In contrast, the pion-decay from He\(^{+}\) (dashed red pion-decay curve) is increased relative to that from protons by the \(A/Z\) effect. The ‘thermal’ peaks near \(1 \ m_{\text{p}}\) for electrons, and near \(10 \ m_{\text{p}}\) for protons and He\(^{+}\), show up as clear peaks in the synchrotron and pion-decay emission at \(E \sim 10^{-11}\) and \(10^{3}\) MeV, respectively. This is particularly significant for the synchrotron emission near \(10^{-9}\) MeV. The NL curvature in the particle spectra shows clearly in the individual components and remains strongly evident in the summed flux (bottom panel of Fig. 7).

3.4 Non-linear, \(\gamma_0 = 10\), variation of \(f_{\text{ion}}\)

While we have used \(f_{\text{ion}} = 0.1\) in our NL Model E, the PIC simulations of Sironi et al. (2013) show examples where \(\sim 40\) per cent of the energy in accelerated particles ends up in electrons (see fig. 11 in Sironi et al. 2013). In Fig. 8 we compare particle spectra, and in Fig. 9 the total observed energy flux, for \(f_{\text{ion}} = 0.1\) (Model E) and \(f_{\text{ion}} = 0.4\) (Model F). The flux between \(\sim 10^{-9}\) MeV and \(\sim 1\) GeV

\(^9\)We only consider CMB photons here for simplicity – the techniques we present can be generalized to include IC emission from other photon fields including synchrotron self-Compton photons if the jet parameters warrant it.

---

**Figure 7.** Photon emission for the UM (Model D) and NL (Model E) shocks shown in Figs 5 and 6. The dashed (black) curves are the total emission transformed to the ISM frame for an observer at \(D_{\text{obs}} = -d_{\text{Mpc}}\) Mpc, at an angle within \(1/\gamma_0\) from the shock normal. The lower synchrotron and pion-decay curves in each panel show emission calculated in the LPF and summed over the shock from \(L_{\text{obs}} = -300 \ r_{\text{g}}\) to \(L_{\text{obs}} = +1000 \ r_{\text{g}}\). The dashed (red) pion-decay curves are the LPF emission from He\(^{+}\).

3.3 Photon emission, \(\gamma_0 = 10\)

In Fig. 7 we show the photon emission produced by the shocks described in Figs 5 and 6. As in Fig. 6, the top panel is for the unmodified shock and the bottom panel is for the non-linear shock – all other parameters are the same. The curves labelled synchrotron and pion-decay show isotropic emission calculated in the LPF summed over the regions between the upstream and downstream FEBs (i.e. between \(x = -300 \ r_{\text{g}}\) and \(x = +1000 \ r_{\text{g}}\)) as indicated in Fig. 2. These are the fluxes that would be observed at a distance \(d_{\text{Mpc}}\) Mpc if no Lorentz transformations were required. Here, \(d_{\text{Mpc}}\) is the distance in Mpc. Of course, the particle distributions will not be isotropic in the ISM frame, and Lorentz transformations are required. The dashed (black) curves show the total emission from synchrotron, IC, and pion-decay transformed to the ISM frame and seen by an observer at \(D_{\text{obs}} = -d_{\text{Mpc}}\) Mpc within an angle \(1/\gamma_0\) from the shock normal.

The shock simulation is done in the shock rest frame. To obtain the LPF synchrotron and pion-decay spectra we first transform the particle spectra to the LPF taking into account the anisotropies introduced by the relativistic flow. We then calculate the photon emission in the LPF assuming it is produced isotropically. This is reasonable for the synchrotron emission since we implicitly assume the background magnetic field is highly turbulent, and the synchrotron photons should be produced isotropically as the electrons spiral in the turbulent field. It is also a good approximation for the pion-decay emission since the protons and He\(^{+}\) ions interact with the local plasma and produce pions that can become isotropic in the LPF before emitting a \(\gamma\)-ray.

From this isotropic emission, we obtain the flux in the ISM frame ahead of the shock by employing the standard Doppler shift and Lorentz transformations (e.g. Kumar & Zhang 2015). For an observer at \(D_{\text{obs}} = -d_{\text{Mpc}}\) Mpc, within an angle \(\theta_{\text{obs}} = 1/\gamma_0\) from the jet direction, these give a boost to the energy flux \(\propto D^4\), where \(D = \gamma(x)[1 + \beta(x) \cos \theta_{\text{obs}}]\) is the Doppler factor at position \(x\) relative to the subshock. One factor of \(D\) comes from the Doppler shift, one from time dilation, and two from the relativistic beaming.

Here \(\gamma(x)\) and \(\beta(x)\) are measured relative to the ISM frame and will be different for each region between the upstream and downstream FEBs as shown in Fig. 2. Far upstream \(D = 1\), while downstream for \(\gamma_0 = 10\) and \(R_{\text{tot}} \approx 3.0, D \simeq 14\).

Since the cosmic microwave background (CMB) photons are nearly isotropic in the ISM frame, we calculate the IC emission in a different fashion.\(^9\) We first transform the electron distribution into the ISM frame keeping the two-dimensional anisotropy inherent in our plane-parallel shock simulation. We then calculate the emission directed towards the observer at \(D_{\text{obs}} = -d_{\text{Mpc}}\) Mpc using equation (9) in Jones (1968). The assumption here is that the relativistic electrons produce strongly beamed emission, so only those electrons directed towards the observer contribute to the observed flux. In Fig. 7, the dashed (black) curves contain the full observed flux from emission produced over the modified shock structure and transformed to the ISM frame for an observer within \(1/\gamma_0\) from the jet axis (i.e. towards \(+x\) in Fig. 2). The IC emission is part of this sum.

The effects from shock smoothing on the particle distributions (Fig. 6) produce corresponding changes in the photon emission. Since electrons are suppressed more than ions in the NL shock, the synchrotron and IC emission drops more than pion-decay between the UM and NL cases. In contrast, the pion-decay from He\(^{+}\) (dashed red pion-decay curve) is increased relative to that from protons by the \(A/Z\) effect. The ‘thermal’ peaks near \(1 \ m_{\text{p}}\) for electrons, and near \(10 \ m_{\text{p}}\) for protons and He\(^{+}\), show up as clear peaks in the synchrotron and pion-decay emission at \(E \sim 10^{-11}\) and \(10^{3}\) MeV, respectively. This is particularly significant for the synchrotron emission near \(10^{-9}\) MeV. The NL curvature in the particle spectra shows clearly in the individual components and remains strongly evident in the summed flux (bottom panel of Fig. 7).

3.4 Non-linear, \(\gamma_0 = 10\), variation of \(f_{\text{ion}}\)

While we have used \(f_{\text{ion}} = 0.1\) in our NL Model E, the PIC simulations of Sironi et al. (2013) show examples where \(\sim 40\) per cent of the energy in accelerated particles ends up in electrons (see fig. 11 in Sironi et al. 2013). In Fig. 8 we compare particle spectra, and in Fig. 9 the total observed energy flux, for \(f_{\text{ion}} = 0.1\) (Model E) and \(f_{\text{ion}} = 0.4\) (Model F). The flux between \(\sim 10^{-9}\) MeV and \(\sim 1\) GeV

\(^9\)We only consider CMB photons here for simplicity – the techniques we present can be generalized to include IC emission from other photon fields including synchrotron self-Compton photons if the jet parameters warrant it.
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With $f_{\text{ion}} = 0.4$, the energy distribution above 100 MeV in protons, He$^{2+}$, and electrons is $\epsilon_p = 0.36$, $\epsilon_{\text{He}} = 0.20$, and $\epsilon_{\text{el}} = 0.44$, respectively; nearly 50 per cent of the ram kinetic energy goes into 100 MeV or greater electrons, as measured in the shock frame. The large difference in electron normalization between the $f_{\text{ion}} = 0.1$ and 0.4 cases comes about mainly from the NL shock smoothing effects the electrons with $f_{\text{ion}} = 0.1$ receive. When $f_{\text{ion}} = 0.4$, the lowest energy downstream electrons that cross back upstream have a long enough diffusion length so they feel a large effective compression ratio. Non-linear effects reduce the electron acceleration more for $f_{\text{ion}} = 0.1$ than for $f_{\text{ion}} = 0.4$.

3.5 Trans-relativistic, $\gamma_0 = 1.5$

As described in Ellison et al. (2013), the Monte Carlo simulation smoothly treats non-relativistic to ultra-relativistic shocks. In Fig. 10 we show the profile of a trans-relativistic $\gamma_0 = 1.5$ shock for comparison with Fig. 5. Apart from $\gamma_0$, all input parameters are the same for the $\gamma_0 = 1.5$ and $\gamma_0 = 10$ cases. Since it is easier for accelerated particles to diffuse upstream against the inflowing plasma with $\gamma_0 = 1.5$ than against $\gamma_0 = 10$, the NL shock precursor is much more extended than it is for $\gamma_0 = 10$. The bulk flow speed, $u(x)$, is noticeably modified out to $x = L_{\text{UpS}} = -300 r_{\text{g0}}$ (note the split log-linear x-axis in Fig. 10).

As in the $\gamma_0 = 10$ case, the momentum and energy fluxes are not conserved in the UM shock but are within a few per cent of the far upstream values once the shock structure is modified by the CR backpressure. For $\gamma_0 = 1.5$, the overall compression ratio must
also be increased to conserve momentum and energy and we find $R_{\text{sh}} = 3.9 \pm 0.4$, where the uncertainty comes from statistics and errors inherent in the Monte Carlo smoothing algorithm. This result is similar to that given in Ellison et al. (2013) except here we have included He$^{3+}$ and electrons in determining the self-consistent shock structure, and we use a downstream FEB as well as an upstream one.

In Fig. 11 we show the particle spectra for $\gamma_0 = 1.5$ in the same format as Fig. 6 except we have added the $\gamma_0 = 10$ proton spectra for comparison. The $\gamma_0 = 1.5$ spectra are harder than those for $\gamma_0 = 10$ mainly because $R_{\text{sh}}$ is larger. A comparison of the $p$/$\gamma_1$ is larger. A comparison of the $p$/$\gamma_1$ shock (top panel, Model G) and the non-linear $\gamma_0 = 1.5$ shock (bottom panel, Model H) shown in Fig. 10. The curves labelled ‘$\gamma_0 = 10$ p’s’ are identical to those in Fig. 6.

In Fig. 11 we show the particle spectra for $\gamma_0 = 1.5$ in the same format as Fig. 6 except we have added the $\gamma_0 = 10$ proton spectra for comparison. The $\gamma_0 = 1.5$ spectra are harder than those for $\gamma_0 = 10$ mainly because $R_{\text{sh}}$ is larger. A comparison of the $e$/$\gamma_1$ ratio at $\sim 300 m_\text{p}c$ for the NL models in Fig. 6 ($e$/$p$ $\sim 1/300$) and Fig. 11 ($e$/$p$ $\sim 1/6$) shows that the $\gamma_0 = 1.5$ shock is much more effective in injecting and accelerating electrons than the $\gamma_0 = 10$ shock. However, the maximum momentum is noticeably lower for $\gamma_0 = 1.5$ and the “thermal” peak is also lower since, for downstream spectra, it occurs at $\sim \gamma_0 m_\text{p}c$ for protons in the UM shock. The “thermal” peak is at a noticeably lower momentum in the NL case.

Another important difference is the normalization. The $\gamma_0 = 10$ proton distributions are about a factor of 100 above the $\gamma_0 = 1.5$ spectra in the quasi-power law region. This comes about for two primary reasons. The $\gamma_0 = 10$ shock has a considerably higher downstream density since $n_2 = n_1/(\gamma_0^2 \beta_1)$ and, with $\beta_0$ being larger, the number of particles in the distribution is larger. Another cause is that the spectra are multiplied by $p^{2.23}$ rather than by $p$. The area under a $dN/d\log(p)$ curve would be the total number of particles. But $dN/d\log(p) = p \cdot dN/dp$, so the extra 1.23 powers of $p$ merely enhance the perceived importance of particles at higher momentum. Since the $\gamma_0 = 10$ shock contains particles at higher momenta, it also gets plotted higher on the $p^{2.23}dN/dp$ plot. The efficiencies for producing 100 MeV or greater energy particles are $e_\text{He} = 0.52$, $e_\text{el} = 0.27$, and $e_\text{el} = 0.08$ for Model H; i.e. the $\gamma_0 = 1.5$ shock puts $\sim 8$ per cent of the shock energy into energetic electrons.

In Fig. 12 we show the photon emission for $\gamma_0 = 1.5$ in the same format as Fig. 7, with the addition of the total ISM frame emission for the $\gamma_0 = 10$ cases (dotted, black curves) added to the $\gamma_0 = 1.5$ cases (dashed, black curves) for comparison. The total emission for an observer at $D_{\text{obs}} = -d_{\text{sh}}$ Mpc is dramatically different for the two Lorentz factors. To highlight this in the lower panel, we have plotted the total ISM frame emission for $\gamma_0 = 1.5$ multiplied by $10^5$.

Note that the NL $\gamma_0 = 1.5$ spectrum is harder than $\gamma_0 = 10$ in the GeV–TeV range but cuts off at a lower energy. The lower
cutoff energy shows up dramatically in the synchrotron emission. For $\gamma_0 = 1.5$ the synchrotron peak is around 1 keV, typical of SNR observations, while for $\gamma_0 = 10$, the peak is around 1 MeV. At radio emitting energies, the synchrotron spectra are very different because of the emission produced by the downstream thermal electrons. Of course we have not considered SSA here and this process will produce a low-energy cutoff in the synchrotron emission which may mask the emission from the thermal electrons. Since the frequencies of the thermal peak and SSA cutoff depend on $B$ as $\nu_{\text{th}} \propto B$ and $\nu_{\text{ss}} \propto B^{5/3}$, respectively, a stronger magnetic field makes it more likely that the thermal peak will be resolved. We have also not considered $\gamma$-ray absorption between the GRB and Earth.

### 3.6 A/Z enhancement of heavy ions

The Monte Carlo code assumes that all scatterings are elastic in the LPF. This implies that an insignificant fraction of the particle energy is transferred to magnetic turbulence in the wave generation process. With elastic scattering, $\gamma_i v_i \propto p_i / A$ remains constant in a scattering event, where $\gamma_i$ and $v_i$ are local frame values. The energy gain particles receive on crossing the shock, which is determined by a Lorentz transformation between the two frames, also scales as $p_i / A$. In our plane-parallel approximation, the probability that particles make a set number of shock crossings also depends only on $\gamma_i v_i$. Thus an UM shock, with the Monte Carlo assumptions, will treat all particles identically in momentum per nucleon, including the thermal leakage injection.

An exception to this occurs if the acceleration is limited by a boundary at a fixed distance, as we assume here, or by a maximum acceleration time. Since we assume equation (2), diffusion length and acceleration time both scale as $A(Z)(p_i / A)$ for $v_i \sim c$. Thus, apart from the normalization set by input parameters and the maximum momentum cutoff, all species should have identical spectra when plotted against $p_i / A$. With a fixed FEB, high A/Z particles will turn over at a lower $p_i / A$ than low A/Z particles.

For Models I, D, and G in Fig. 13, we show downstream, shock frame, proton and He$^{+}$ spectra for UM shocks plotted in $p_i / A$ units. Except for statistical variations, a factor of 10 normalization since $n_0 = 0.1 n_n$, and the high momentum cutoff, the proton and He$^{+}$ spectra are identical. Electrons are not plotted but would show the same effect. In the corresponding NL Models J, E, and H, a clear enhancement of He$^{+}$, produced solely because the shock structure in smoothed by the backpressure of accelerated particles, is seen. For the $\gamma_0 = 30$ Model J, $\epsilon_H = 0.66$ and $\epsilon_{\text{He}} = 0.34$.

The factor of 2 enhancement in the He$^{+}/p$ ratio seen in the NL models in Fig. 13 should be large enough to see clearly in PIC simulations. Since this enhancement is a prediction that stems directly from important assumptions of efficient Fermi acceleration and thermal leakage injection, adding helium to PIC simulations can test these assumptions. If the acceleration is efficient, and the A/Z effect is not seen, it implies that one or more of the following may be happening. (i) The accelerated protons and He$^{+}$ may be sharing significant energy with each other rather than interacting mainly elastically with the background turbulence. If this is the case, it will influence all aspects of Fermi acceleration. (ii) The particle mean free-path may not be a monotonically increasing function of momentum or it may differ substantially for protons and He$^{+}$. (iii) Different A/Z particles may interact differently with the viscous subshock layer. A basic assumption for thermal leakage injection is that the subshock is essentially transparent, i.e. phenomena such as cross-shock potentials or large-scale turbulence do not strongly influence the injection process. If these phenomena are important, it is likely they will influence different A/Z particles differently, modifying the A/Z enhancement seen in Fig. 13.

### 4 CONCLUSIONS

As complicated as particle acceleration in relativistic shocks may be, one aspect is profoundly simple: if the acceleration is efficient and a sizable fraction of the bulk plasma flow energy is put into individual accelerated particles, as is often assumed in applications (e.g. Kulkarni et al. 1999; Piran et al. 2001; Piran 2004; Mészáros 2006), the accelerated particles must self-consistently modify the shock structure to conserve momentum and energy regardless of the...
plasma physics details. Assuming first-order Fermi acceleration, we have investigated how the kinematics of shock modification influences the relative acceleration of electrons, protons, and heavy elements (i.e. He$^{++}$) using a Monte Carlo simulation with a dynamic range large enough to model acceleration from injection at non-relativistic thermal energies to ultra-relativistic CR energies. Fig. 4 shows a 12 decade range in plasma-frame momentum and a greater than 20 decade range in dN/dp. A corresponding range in photon emission is also obtained (e.g. Fig. 12).

The underlying wave–particle plasma interactions, which are parametrized in the Monte Carlo code, will influence details of the shock modification and the resultant radiation; they will determine if acceleration is, in fact, efficient and set the maximum energy particles obtain. However, our results show general aspects that are largely independent of the poorly known plasma physics details if the acceleration is efficient. Considering only the kinematics, electrons will be accelerated much less efficiently than ions if the shock structure is modified by the heavy particles. This result assumes that the heavy particles and electrons diffuse in a similar fashion, as indicated in equation (1). If this is the case, the A/Z enhancement effect we describe increases the injection and acceleration efficiency of high A/Z particles compared to low A/Z ones. This dramatically decreases the abundance of accelerated electrons compared to heavier ions (e.g. Fig. 6). The kinematics suggest that relativistic shocks will not be able to place a sizable fraction of the shock kinetic energy flux into leptons if protons are present.

Of course, beyond kinematics, the magnetic turbulence produced by wave–particle interactions plays a critical role and recent results (e.g. Sironi & Spitkovsky 2011; Kumar et al. 2015) show that some fraction of the proton energy can be transferred to electrons in the shock precursor via magnetic turbulence. These PIC results are particularly important for astrophysical applications where the radiating electrons presumably contain a sizable fraction of the available energy budget. In relativistic shocks, heavy elements must transfer a sizable fraction of their energy to electrons for Fermi acceleration to be relevant for electrons.

We have modelled this energy transfer by including a parameter, $f_{\text{ion}}$, that sets the fraction of ion energy transferred to electrons as the particles first cross the subshock. While the effect of $f_{\text{ion}}$ is large (e.g. Fig. 3), kinematics must still play a role: light and heavy particles will be treated differently in relativistic flows. This is seen clearly in Figs 6 and 11 where, for a given $f_{\text{ion}}$, the $e/p$ ratio drops substantially between the UM case (where no A/Z effect occurs) and the NL case. Figs 6 and 11, where $f_{\text{ion}} = 0.1$ for both the $\gamma_0 = 10$ and 1.5 shocks, also show that a larger fraction of ion energy must be transferred to electrons for high Lorentz factor shocks to produce a significant $e/p$ ratio.

We make a clear prediction that is directly testable with PIC simulations. If Fermi acceleration is efficient enough so the shock structure is modified by the backpressure of accelerated particles, heavy element ions will show a clear enhancement over protons (i.e. Fig. 13). We know of no non-kinematic effects (e.g. cross-shock potentials, energy transfer via wave–particle interactions, or other electrostatic processes) that can produce such an enhancement.

The combined processes of energy transfer from heavy particles to electrons, and the kinematics of shock smoothing, produce strong signatures on the radiation emitted by these particles. In Fig. 12 we show results for $\gamma_0 = 10$ and $\gamma_0 = 1.5$. Since there are a number of important parameters that influence the emission, such as shock Lorentz factor, ambient density, magnetic field, and size of the emitting region, it is non-trivial to characterize the emission. Nevertheless, some general properties stem mainly from the kinematics and should hold regardless of the plasma physics details.

Particle spectra should harden as the shock speed decreases from fully relativistic to non-relativistic speeds, mainly because the shock compression ratio increases and, for low enough $\gamma_0$, $R_{\text{tot}} > R_{\text{CR}}$ (see fig. 10 in Ellison et al. 2013). However, even though the compression ratio (defined as $R_{\text{tot}} = u_0/u_2$) is lower for ultra-relativistic shocks, the downstream local plasma number density $n_2 = \gamma_0 \beta_0 n_0 / (\gamma_2 \beta_2)$ can be large, enhancing the pion-decay emission more than IC and synchrotron. The possibility of a significant change in the character of non-linear effects in the trans-relativistic regime, as well as the fact that trans-relativistic shocks have been observed (e.g. Soderberg et al. 2010), makes this an important area for future work.

The magnetic field is a critical parameter for synchrotron emission and, with the exception of Model C, we have assumed $B_0 = 100$ $\mu$G for the background field. In our plane-parallel approximation, the background field remains constant throughout the shock. Values of hundreds of $\mu$G can be expected for a shock moving through an ambient field of a few $\mu$G when compression and amplification are considered. Compression will increase the field by a factor $\sim \gamma_0$ and NL amplification, as believed to occur in strong, non-relativistic shocks in young SNRs (see, for example, Bell 2004; Vladimirov et al. 2009; Bykov et al. 2014, and references therein), may increase the strength further. For simplicity, we have not attempted to included compression or magnetic field amplification of the magnetic field here. Field compression is included in Warren (2015).

One important aspect of the changing afterglow emission as the shock slows from ultra-relativistic to non-relativistic speeds is the position of the synchrotron peak. As seen in Fig. 12, the peak shifts from $\sim$MeV to $\sim$eV as the shock slows from $\gamma_0 = 10$ to $\gamma_0 = 1.5$. A detailed evolutionary model of GRB afterglows using Monte Carlo techniques for NL Fermi acceleration is presented in Warren (2015). In this afterglow model, the Monte Carlo simulation is combined with an analytic or numerical description of the jet-shock evolution. The shock accelerated particles and resultant radiation are calculated at various times as the shock moves through the jet and the total emission observed at Earth is determined.

We caution that, for simplicity, we have assumed Bohm diffusion here (i.e. equation 2; $\lambda_{\text{diff}} = f_{g} \propto p$) whereas the actual scattering process in relativistic plasmas is certain to be more complicated (e.g. Lemoine & Pelletier 2010). In particular, particles interacting with the small-scale turbulence generated by the Weibel instability are more likely to have $\lambda_{\text{diff}} \propto p^2$ and additional instabilities may contribute longer scale turbulence with a different momentum dependence (e.g. Casse et al. 2013; Lemoine et al. 2014). In fact, the momentum dependence and normalization of $\lambda_{\text{diff}}$ can be expected to vary with momentum as well as position relative to the subshock. While a first-principles determination of $\lambda_{\text{diff}}$ will undoubtedly require PIC simulations, the non-linear effects we describe here stem from basic considerations of momentum and energy conservation and should persist if first-order Fermi acceleration is efficient and $\lambda_{\text{diff}}$ is an increasing function of $p$. Bearing in mind our simple scattering assumptions, we believe this work is the first to include electrons, protons, and heavier elements in a non-linear relativistic shock acceleration model. We predict an A/Z enhancement effect for heavy ions in relativistic shock acceleration, and include the photon emission consistently with non-linear particle acceleration. Nevertheless, modifying the scattering prescription is certain to produce important quantitative differences, particularly for the photon emission which is strongly dependent on the maximum CR energy,
and we are generalizing the Monte Carlo technique to include more realistic forms for $\lambda_{adp}$ which will be presented in future work.
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