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ABSTRACT. In this note we discuss graphs over a domain $\Omega \subset N^2$ in the product manifold $N^2 \times \mathbb{R}$. Here $N^2$ is a complete Riemannian surface and $\Omega$ has piece-wise smooth boundary. Let $\gamma \subset \partial \Omega$ be a smooth connected arc and $\Sigma$ be a complete graph in $N^2 \times \mathbb{R}$ over $\Omega$. We show that if $\Sigma$ is a minimal or translating graph, then $\gamma$ is a geodesic in $N^2$. Moreover if $\Sigma$ is a CMC graph, then $\gamma$ has constant principle curvature in $N^2$. This explains the infinity value boundary condition upon domains having Jenkins-Serrin theorems on minimal and CMC graphs in $N^2 \times \mathbb{R}$.

1. INTRODUCTION

In this paper we are interested in the asymptotic behavior of translating, minimal and constant mean curvature (CMC) graphs over a domain in a Riemannian surface. The purpose is to establish the connection between the completeness of those graphs over a domain and the property of its boundary. We are motivated by recent progresses on complete translating graphs in $\mathbb{R}^3$ and the Jenkins-Serrin theory on minimal graphs and CMC graphs.

Before giving more details let us introduce the concept of translating graphs. We apply the following notation throughout this paper: $N^2$ is a complete Riemannian surface with a metric $\sigma$, $N^2 \times \mathbb{R}$ is the product manifold $\{(x, r) : x \in N^2, r \in \mathbb{R}\}$ equipped with the metric $\sigma + dr^2$ and $\Omega$ is a domain in $N^2$ with piecewise smooth boundary.

A translating graph in $N^2 \times \mathbb{R}$ if it is the graph of $u(x)$ where $u(x) : \Omega \to \mathbb{R}$ is the solution of a mean curvature type equation given as follows:

\[
\text{div} \left( \frac{Du}{\sqrt{1 + |Du|^2}} \right) = \frac{1}{\sqrt{1 + |Du|^2}}
\]

where $Du$ is the gradient of $u$ and div is the divergence of $N^2$. Translating surfaces characterize the type II finite singularity of mean curvature flow in Euclidean space (see [2], [3] and [13]). Some geometric properties were investigated in [1], [20], [10], [11] etc.

Recently Shahriyari [17] showed that if $\Sigma$ is a complete translating graph...
over a smooth domain $\Omega \subset \mathbb{R}^2$ in $\mathbb{R}^3$, then $\partial \Omega$ has to be a geodesic. This raises a question as follows.

Is there a connection between the completeness of graphs with certain properties over a domain and the boundary behavior of this domain?

An answer for this question in the case of CMC graphs was already founded by Spruck (section 8 in [18]). One of his results says that suppose the function $u(x)$ in a domain $\Omega$ in $\mathbb{R}^n$ goes to $+\infty$ uniformly as $x$ approaches to a connected open domain $\Gamma \subset \partial \Omega$ and the graph of $u(x)$ is a (complete obviously) CMC graph in $\mathbb{R}^{n+1}$, then $\Gamma$ has constant mean curvature in $\mathbb{R}^n$.

Our question is also related to the Jenkins-Serrin theory on minimal graphs and CMC graphs in product manifolds (see Jenkins-Serrin [14]). For an excellent summary of this topic we refer to Eichmair-Metzger [9]. Its basic setting is given as follows. Let $\Omega$ be a domain in $N^2$ with its boundary $\partial \Omega$ which is composed with $\partial_+ \Omega$, $\partial_- \Omega$ and $\partial_0 \Omega$. The Jenkins-Serrin theory seek to a smooth function $u(x)$ on $\Omega$ such that $\Sigma$, the graph of $u(x)$, is minimal or of CMC in $N^2 \times \mathbb{R}$ and $u(x)$ approaches to $+\infty(-\infty)$ when $x$ is close to $\partial_+ \Omega(\partial_- \Omega)$ and approaches to continuous data when $x$ is close to $\partial_0 \Omega$. Generally this theory also requires that $\partial_+ \Omega$ and $\partial_- \Omega$ are minimal or have constant principle curvature in $N^2$ respectively (see [18],[15] and [9]). One interesting application of Jenkins-Serrin theorems is the construction of a harmonic diffeomorphism from the complex plane $\mathbb{C}^2$ to the hyperbolic plane $\mathbb{H}^2$ by Collin-Rosenberg [6].

Now our main result will answer the question mentioned above. It also explains the conditions on $\partial_+ \Omega$ and $\partial_- \Omega$ in the Jenkins-Serrin theory. We say that a graph $\Sigma$ in $N^2 \times \mathbb{R}$ over $\Omega$ is complete approaching to a connected arc $\gamma \subset \partial \Omega$ if $\Sigma$ can not be extended along $\gamma$ as a complete graph over a neighborhood of $\gamma$. The main result of this paper is stated as follows.

**Theorem 1.1.** (Theorem 5.1) Let $N^2$ be a complete Riemannian surface and $\Omega \subset N^2$ is a domain with piecewise smooth boundary. Let $\gamma \subset \partial \Omega$ denote a smooth connected arc and let $\Sigma$ be the graph of a smooth function $u(x)$ on $\Omega$ in the product manifold $N^2 \times \mathbb{R}$.

Suppose $\Sigma$ is complete approaching to $\gamma$. Then we have

1. if $\Sigma$ is a translating or minimal graph, then $\gamma$ is a geodesic arc;
2. if $\Sigma$ is a CMC graph, then $\gamma$ has constant principle curvature.

Moreover only one of the following holds: (1) $u(x) \to +\infty$ as $x \to x_0$ for all $x_0 \in \gamma$; (2) $u(x) \to -\infty$ as $x \to x_0$ for all $x_0 \in \gamma$.

**Remark 1.2.** The reason that we only work in a surface $N^2$ is that we need curvature estimates of stable type surfaces in three manifolds (see Section 4). We are working on a project that deals with the higher dimension version of Theorem 1.1.

The essential part in the proof of our main result is when $\Sigma$ is a translating graph. The other two cases can be achieved with minor modification
(see Section 5). Its basic idea is inspired from Shariyari [17].

When $\Sigma$ is a translating graph, we show that $\Sigma$ is stable and minimal with respect to a weighted product metric (see Theorem 2.1). The curvature estimate of stable minimal surfaces in three dimensional manifolds (Schoen [16] and Minicozzi-Colding [5]) gives a family of simply connected disks on $\Sigma$ with fixed diameter $\delta$ (see Lemma 5.3) centered at points $(x_n, u(x_n))$ where $x_n$ goes to a point in $\gamma$. These disks has a vertical limit $F$ according to Theorem 4.2. Moreover $F$ is minimal since the completeness of $\Sigma$ guarantees that the angle function on $F$ has to vanish according to Theorem 2.3 (see Lemma 5.5). This implies that $\gamma$ is a geodesic. Notice that when $\Sigma$ is a CMC graph, the curvature estimate we need is from Zhang [21] (see Theorem 4.3).

Our paper is organized as follows. In Section 2 we show that a translating graph is minimal and stable with respect to a weighted metric in $N^2 \times \mathbb{R}$. In Section 3 we compute the sectional curvature of this weighted metric. In Section 4 all curvature estimates of stable minimal surfaces and CMC surface that we need are collected. In Section 5 we prove Theorem 1.1. In appendix A we construct translating graphs in $N^2 \times \mathbb{R}$ where $N^2$ has certain warped product structure. A particular example is that $N^2$ is the two dimensional hyperbolic space $\mathbb{H}^2$.

2. Stability

Let $\Sigma$ be a translating graph of $u(x)$ in $N^2 \times \mathbb{R}$ where $u(x)$ satisfies (1.1) on a domain $\Omega$. We follow the notation in [22]. The upward normal vector $\vec{v}$ is $\Theta(\partial_r - Du)$ where $Du$ is the gradient of $u(x)$ with respect to $N^2$. Suppose $\{\partial_1, \partial_2\}$ is a local frame on $N^2$. We denote $\partial_i + u_i \partial_r$ by $X_i$ for $i = 1, 2$. Then $\{X_1, X_2\}$ is a local frame on $\Sigma$. The second fundamental form of $\Sigma$ is

$$h_{ij} = -\langle \nabla X_i, X_j, \vec{v} \rangle$$

With these notation one sees that $H = -\text{div}(\sqrt{1 + |Du|^2})$. Therefore an equivalent form of (1.1) is

$$H = -\Theta = -\langle \vec{v}, \partial_r \rangle$$

(2.1)

where $\Theta$ is referred as the angle function of $\Sigma$. The corresponding Codazzi equation and Gauss equation take the following form:

$$R_{ijkl} = \tilde{R}_{ijkl} + (h_{ik}h_{jl} - h_{ij}h_{kl})$$

(2.2)

$$h_{ij,k} = h_{ik,j} + \tilde{R}_{ijk}$$

(2.3)

where $R$ and $\tilde{R}$ are the Riemann curvature tensor of $\Sigma$ and $N^2 \times \mathbb{R}$ respectively.

Let $N^2 \times \mathbb{R}$ denote the manifold $\{(x,r) : x \in N^2, r \in \mathbb{R}\}$ equipped with a weighted product metric $e^r(\sigma + dr^2)$.

First we show that
**Theorem 2.1.** Let \( u(x) \) be a solution in (1.1). Its graph \( \Sigma = (x, u(x)) \) is a stable minimal surface in \( \tilde{N}^2 \times \mathbb{R} \).

**Proof.** Before the proof, let us check the area functional of \( \tilde{N}^2 \times \mathbb{R} \) given by

\[
F(\Sigma) = \int_{\Sigma} e^r d\mu
\]

where \( d\mu \) is the volume of \( \Sigma \) in product manifold \( N^2 \times \mathbb{R} \). Let \( \Sigma_s \) be a family of surfaces satisfying

\[
\frac{\partial \Sigma_s}{\partial s} \bigg|_{t=0} = \phi \vec{v} \quad \text{with} \quad \Sigma_0 = \Sigma
\]

where \( \phi(x) \) is a smooth function on \( \Sigma \) with compact support. We view \( \Sigma_s \) as a curvature flow of \( \Sigma \) in \( N^2 \times \mathbb{R} \). From the classical computation in curvature flows (see Huisken-Polden [12]), we have

\[
\frac{\partial \vec{v}}{\partial s} \bigg|_{s=0} = -\nabla \phi \\
\frac{\partial H}{\partial s} \bigg|_{s=0} = -\Delta \phi - (|A|^2 + \bar{Ric}(\vec{v}, \vec{v}))\phi
\]

where \( \nabla, \Delta \) are the covariant derivative and Laplacian of \( \Sigma \) in \( N^2 \times \mathbb{R} \), and \( \bar{Ric} \) is the Ricci curvature tensor of \( N^2 \times \mathbb{R} \). According to (2.5) and (2.1), a direct computation shows that

\[
\frac{\partial F(\Sigma_s)}{\partial s} \bigg|_{s=0} = \int_{\Sigma} \phi(H + \langle \vec{v}, \partial_r \rangle)e^r d\mu = 0
\]

(2.6)

\[
\frac{\partial^2 F(\Sigma_s)}{\partial^2 s} \bigg|_{s=0} = -\int_{\Sigma} \phi(\Delta \phi + (|A|^2 + \bar{Ric}(\vec{v}, \vec{v}))\phi + \langle \nabla \phi, \partial_r \rangle)e^r d\mu
\]

For convenience of computation, we define an elliptic operator \( L \) as follows:

(2.7)

\[
L\phi = \Delta \phi + (|A|^2 + \bar{Ric}(\vec{v}, \vec{v}))\phi + \langle \nabla \phi, \partial_r \rangle
\]

With this notation it is sufficient to check that whether

(2.8)

\[
\frac{\partial^2 F(\Sigma_s)}{\partial^2 s} \bigg|_{s=0} = -\int_{\Sigma} \phi L\phi e^r d\mu
\]

is negative. Since \( \Sigma \) is a graph, its angle function \( \Theta = \langle \vec{v}, \partial_r \rangle > 0 \). Thus we can write \( \phi = \eta \Theta \) where \( \eta \) is another function over \( \Sigma \) with compact support. Therefore, we obtain that

(2.9)

\[
\phi L\phi = \eta \Theta (\eta L\Theta + \Theta \Delta \eta + 2\langle \nabla \eta, \nabla \Theta \rangle + \Theta \langle \nabla \eta, \partial_r \rangle)
\]

The reason we adapt this form is based on a general formula of \( \Delta \Theta \) as follows.

**Lemma 2.2.** On any \( C^2 \) surface \( S \) in \( N^2 \times \mathbb{R} \), it holds that

(2.10)

\[
\Delta \Theta + (|A|^2 + \bar{Ric}(\vec{v}, \vec{v}))\Theta - \langle \nabla H, \partial_r \rangle = 0
\]

where \( A \) is the second fundamental form of \( S \).
Proof. Fix a point \( p \in S \). Choose an orthonormal frame \( \{e_1, e_2\} \) on \( S \) such that \( \nabla_{e_i}e_j(p) = 0 \) and \( \langle e_i, e_j \rangle = \delta_{ij} \).

Then \( \nabla_{e_i}e_j(p) = -h_{ij}\vec{v} \) where \( \nabla \) denotes the covariant derivative of \( N^2 \times \mathbb{R} \) and \( \vec{v} \) is the normal vector of \( S \). Since \( N^2 \times \mathbb{R} \) is a product manifold, it is well-known that \( \nabla_X \partial_r = 0 \) for any smooth vector field \( X \). We compute \( \Delta \Theta \) as follows.

\[
\Delta \Theta(p) = \nabla_{e_i} \nabla_{e_i} \langle \partial_r, \vec{v} \rangle - \nabla \nabla_{e_i} e_i \Theta(p)
= e_i \langle \partial_r, h_{ik} e_k \rangle(p)
= h_{ik,i} \langle \partial_r, e_k \rangle - |A|^2 \Theta
\]
(2.11)

Recall that the Codazzi equation (Chapter 6 in [7]) says that

\[
h_{ik,i} = h_{ii,k} + \bar{R}(\vec{v}, e_i, e_k, e_i)
\]
(2.12)

where \( \bar{R} \) denotes the Riemann curvature tensor of \( N^2 \times \mathbb{R} \). Thus

\[
h_{ik,i} \langle \partial_r, e_k \rangle = \langle \nabla H, \partial_r \rangle - \bar{Ric}(\vec{v}, \langle \partial_r, e_k \rangle e_k)
\]
(2.13)

We observe that

\[
\langle \partial_r, e_k \rangle e_k = \partial_r - \Theta \vec{v}
\]
(2.14)

and \( \bar{Ric}(\vec{v}, \partial_r) = 0 \) because \( \nabla_X \partial_r = 0 \) for any vector \( X \). This implies that

\[
h_{ik,i} \langle \partial_r, e_k \rangle = \langle \nabla H, \partial_r \rangle - \bar{Ric}(\vec{v}, \vec{v}) \Theta
\]

Combining this with (2.11), we achieve the lemma. \( \square \)

Now we go back to the proof of Theorem 2.1. By assumption \( \Sigma \) is a translating graph in \( N^2 \times \mathbb{R} \), then \( H = -\Theta \). Hence (2.10) is written as

\[
L \Theta = 0
\]
(2.15)

and therefore (2.9) becomes that

\[
\phi L \phi = \eta \Theta(\Theta \Delta \eta + 2\langle \nabla \eta, \nabla \Theta \rangle - \Theta \langle \nabla \eta, \partial_r \rangle)
\]
(2.16)

On the other hand, the divergence of \( \eta \Theta^2 \nabla \eta e^r \) is computed as follows.

\[
div(\eta \Theta^2 \nabla \eta e^r) = \eta \Theta e^r(\Theta \Delta \eta + 2\langle \nabla \eta, \nabla \Theta \rangle + \Theta \langle \nabla \eta, \partial_r \rangle) + \Theta^2 |\nabla \eta|^2 e^r
\]
(2.17)

Combining this expression with (2.8) and applying the divergence theorem we obtain that

\[
\frac{\partial^2 F(\Sigma_s)}{\partial s^2} \bigg|_{s=0} = \int_{\Sigma} \Theta^2 |\nabla \eta|^2 e^r d\mu \geq 0
\]

Then we conclude that \( \Sigma \) is stable and minimal in \( \tilde{N^2 \times \mathbb{R}} \). \( \square \)
Lemma 2.2 leads to a rigidity result of limit surfaces for the $C^2$ convergence of minimal graphs, translating graphs and CMC graphs in $N^2 \times \mathbb{R}$. It is an important ingredient in the proof of Lemma 5.5 (see Section 5). A similar result appeared in Lemma 2.3 of Eichmair [8] in the setting of marginally outer trapped surfaces.

**Theorem 2.3.** Let $\{\Sigma_n\}_{n=1}^{\infty}$ be a sequence of smooth connected graphs in $N^2 \times \mathbb{R}$ with diameter $\delta$ converging uniformly to a connected surface $\Sigma$ in the $C^2$ sense. If all $\Sigma_n$ are minimal in the interior of $\Sigma$ the angle function $\Theta$ satisfies that

\[
\Theta > 0 \quad \text{or} \quad \Theta \equiv 0.
\]

The conclusion is also in the case of minimal or CMC graphs.

**Proof.** Without loss of generality we assume $\Theta > 0$ in the interior of all $\Sigma_n$.

First we assume $\Sigma_n$ are minimal or CMC. Then $\nabla H \equiv 0$. By Lemma 2.2, we have

\[
(2.18) \quad \Delta \Theta + (|A|^2 + \bar{Ric}(\vec{v}, \vec{v}))\Theta = 0
\]

on all $\Sigma_n$. Notice that $\bar{Ric}(\vec{v}, \vec{v}) \geq -\beta$ here $\beta$ is a positive constant only depending on $N^2$. Then we have $\Delta \Theta \leq \beta \Theta$ on all $\Sigma_n$. Since $\Sigma$ are the $C^2$ uniform limit of $\Sigma_n$ as $n \to \infty$, then it has the property that $\Theta \geq 0$ and satisfies that $\Delta \Theta \leq \beta \Theta$. By the strong maximum principle of elliptic equations, $\Theta \equiv 0$ or $\Theta > 0$ on $\Sigma$.

Assume $\Sigma_n$ are translating graphs. Then $H \equiv -\Theta$ by (2.1). It also holds that $\Delta \Theta \leq \beta \Theta + \langle \nabla \Theta, \partial_r \rangle$ on $\Sigma_n$ and $\Sigma$. Based on the strong maximum principle and $\Theta \geq 0$ on $\Sigma$, we obtain the conclusion with a similar derivation as above. \qed

### 3. Sectional Curvature of $\overline{N^2 \times \mathbb{R}}$

In this section we compute the sectional curvature of $\overline{N^2 \times \mathbb{R}}$ (see Lemma 3.2). It should be a classical fact in Riemannian geometry. However we did not find appropriate literatures. For convenience of readers we include its proof here.

We first work with the general setting. Suppose $M$ is a Riemannian manifold with a smooth metric $g$. In a local coordinate $\{x_1, \ldots, x_n\}$, its metric is expressed as

\[
g = g_{ij} dx^i dx^j
\]

The Christoffel symbols with this local coordinates are defined by $\nabla \partial_i \partial_j = \Gamma^k_{ij} \partial_k$ and computed by the following expressions:

\[
(3.1) \quad \Gamma^k_{ij} = \frac{1}{2} g^{kl}\{\partial_i g_{lj} + \partial_j g_{li} - \partial_l g_{ij}\}
\]

and the Riemannian curvature tensor is computed by

\[
(3.2) \quad R(\partial_i, \partial_j, \partial_k, \partial_l) = (\partial_j \Gamma^r_{ik} - \partial_j \Gamma^r_{ik} + \Gamma^r_{ik} \Gamma^s_{mj} - \Gamma^r_{jk} \Gamma^s_{mi})g_{rl}
\]
Let $\tilde{M}$ denote the same smooth manifold $M$ equipped with a weighted metric $e^{2f}g$ where $f$ is a smooth function on $M$. According the definition above, the corresponding Christoffel symbols $\tilde{\Gamma}_{ij}^k$ satisfy that

$$\tilde{\Gamma}_{ij}^k = \Gamma_{ij}^k + (\delta_{kj}\partial_if + \delta_{ki}\partial_jf - g^{kl}\partial_lfg_{ij})$$

where $\nabla$ is the covariant derivative of $M$.

We consider the second fundamental form of hypersurfaces in Riemannian manifolds and their conformal deformations. Notice that all computation belows are valid for any dimension. We have the following result.

**Lemma 3.1.** If $\Sigma$ is a hypersurface in $M$, then it is a hypersurface in $\tilde{M}$ and vice versa. Let $(h_{ij})$ and $(\tilde{h}_{ij})$ be the second fundamental form of a hypersurface $\Sigma$ in $M$ and $\tilde{M}$ respectively. Then they satisfy that

$$\tilde{h}_{ij}(x) = e^{2f}(h_{ij} + df(\tilde{\nu})g_{ij})$$

where $\tilde{\nu}$ is the normal vector of $\Sigma$ in $\tilde{M}$.

**Proof.** We add $\sim$ for all geometric quantities related on $\tilde{M}$. Fix a point $p$ on $\Sigma$. Since $\Sigma$ is a manifold, we can choose a local chart $\{x_1, \ldots, x_n, x_{n+1}\}$ near $p$ in $M$ such that $\{\partial_1, \ldots, \partial_n\}$ is a local frame on $\Sigma$ and $\tilde{\nu}(p) = \partial_{n+1}$. Notice that $e^{-f}\tilde{\nu}$ is the normal vector of $\Sigma$ in $\tilde{M}$. According to the definition and applying (3.3) one observes that

$$\tilde{h}_{ij}(p) = -\tilde{g}(\tilde{\nabla}_{\partial_i}\partial_j, e^{-f}\tilde{\nu}) = -ae^{-f}\tilde{\Gamma}_{ij}^{n+1}$$

$$= -ae^{f}\Gamma_{ij}^{n+1} + ae^{f}\partial_ig_{ij}$$

$$= e^{f}(h_{ij} + df(\tilde{\nu})g_{ij})$$

because $\tilde{g}_{ij} = e^{2f}g_{ij}$. Applying $\tilde{g}^{ij} = e^{-2f}g^{ij}$, we obtain (3.4) from $\tilde{h}_{ij}^i = \tilde{g}^{ik}\tilde{h}_{ki}$.

Now we obtain the relationship between the sectional curvature of $N^2\times\mathbb{R}$ and this of $N^2\times\mathbb{R}$ by applying the Codazzi equation.

**Lemma 3.2.** Let $\{\partial_1, \partial_2, \partial_3 = \partial_r\}$ be a local orthonormal frame on $N^2\times\mathbb{R}$. Let $K_{ij}$ and $\tilde{K}_{ij}$ denote the sectional curvature of $N^2\times\mathbb{R}$ and $N^2\times\mathbb{R}$ respectively. Then it holds that

$$\tilde{K}_{ij}(x, r) = e^{-r}(K_{ij}(x) - \frac{1}{4}) \quad \tilde{K}_{ii} = 0$$

for $i, j \in \{1, 2\}$.

**Proof.** Let $f(r) = \frac{r}{2}$. Fix any $r$. Notice that the slice $N^2\times\{r\}$ is totally geodesic in $N^2\times\mathbb{R}$. Assume $i, j \in \{1, 2\}$. According to (3.4), its second fundamental form in $N^2\times\mathbb{R}$ is

$$\tilde{h}_{ij} = -\frac{1}{2}ae^{2f}\sigma_{ij}$$

$$\tilde{h}_{ij} = e^{2f}(h_{ij} + df(\tilde{\nu})g_{ij})$$

where $\tilde{\nu}$ is the normal vector of $\Sigma$ in $\tilde{M}$. According to the definition and applying (3.3) one observes that

$$\tilde{h}_{ij}(p) = -\tilde{g}(\tilde{\nabla}_{\partial_i}\partial_j, e^{-f}\tilde{\nu}) = -ae^{-f}\tilde{\Gamma}_{ij}^{n+1}$$

$$= -ae^{f}\Gamma_{ij}^{n+1} + ae^{f}\partial_ig_{ij}$$

$$= e^{f}(h_{ij} + df(\tilde{\nu})g_{ij})$$

because $\tilde{g}_{ij} = e^{2f}g_{ij}$. Applying $\tilde{g}^{ij} = e^{-2f}g^{ij}$, we obtain (3.4) from $\tilde{h}_{ij}^i = \tilde{g}^{ik}\tilde{h}_{ki}$.

Now we obtain the relationship between the sectional curvature of $N^2\times\mathbb{R}$ and this of $N^2\times\mathbb{R}$ by applying the Codazzi equation.
It is easy to see that the Riemannian curvature tensor of \( N^2 \times \{ r \} \) with respect to the induced metric is \( e^r R \) where \( R \) is the Riemannian curvature tensor of \( N^2 \). By the Codazzi equation,

\[
\tilde{R}_{ijij}(x, r) = e^r R_{ijij}(x) - \frac{1}{4} e^r (\sigma_{ii} \sigma_{jj} - \sigma_{ij})(x)
\]

From \( \tilde{g}_{ij} = e^r \sigma_{ij} = e^r g_{ij} \), a direct computation yields the expression of \( \tilde{K}_{ij} \).

With a straightforward computation, we have \( \tilde{\Gamma}_{kl3} = -\frac{1}{2} \delta_{kl} \) where \( \{ k, l \} \in \{ 1, 2 \} \). According to (3.2) we have \( \tilde{K}_{i3} = \bar{R}_{i3i3} = 0 \).

### 4. Curvature Estimates

We recall some curvature estimates from Schoen [16], Minicozzi-Colding [5] on the stable minimal surfaces \( \Sigma \) and Zhang [21] on stable CMC surfaces immersed in three Riemannian manifolds \( M^3 \) with sectional curvature \( K_M \). For a fixed point \( x \in M \), \( B_1(x) \) denotes the extrinsic ball in \( M \) centered at \( x \) with radius \( r \). Similarly, For a fixed point \( x \in \Sigma \), \( B_{\Sigma}^r(x) \) denotes the intrinsic ball on \( \Sigma \) centered at \( x \) with radius \( r \).

**Theorem 4.1.** ([16] and [5]) Suppose \( \Sigma \subset M^3 \) is a stable minimal surface with trivial normal bundle and \( B_{\Sigma}^{r_0}(p) \subset \Sigma \setminus \partial \Sigma \) where \( |K_M| \leq k^2 \) where \( r_0 < \min\{ \frac{\pi}{k}, k \} \). Then for some positive constant \( C = C(k) \) and all \( 0 < r < r_0 \),

\[
\sup_{B_{\Sigma}^{r_0-r}(p)} |A|^2 \leq Cr^{-2}
\]

Now we derive the curvature estimate for translating graphs. The idea follows from Shariyari [17]. Let \( i_0 \) denote the injective radius in \( N^2 \). Without loss of generality, we assume \( i_0 \leq 1 \).

**Theorem 4.2.** Let \( U \) be an open domain in \( N^2 \) with sectional curvature satisfying \( |K_{N^2}(x)| + \frac{4}{k^2} \leq k^2 \) for all \( x \in U \). Let \( \Sigma = (x, u(x)) \) be a translating graph in \( N^2 \times \mathbb{R} \) where \( x \in U \). If \( B_{\Sigma}^{\Sigma_i} \) \( \subset \Sigma \setminus \partial \Sigma \) \( \setminus B_1(p) \) \( \setminus \partial \Sigma \setminus B_1(p) \) \( \cap B_1(p) \) \( \setminus \partial \Sigma \) \( \setminus B_1(p) \) \( e \leq \min\{ \frac{4}{k^2}, k \} \) then for some positive constant \( C = C(k) \) and all \( 0 < r \leq r_0 e^{-1} \),

\[
\sup_{B_{\Sigma}^{\Sigma_i} \setminus B_1(p)} |A|^2 \leq Cr^{-2}
\]

**Proof.** Fix a point \( p = (x_0, y_0) \in N^2 \times \mathbb{R} \) where \( x_0 \in U \). Let \( B_r(p) \) be the ball in \( N^2 \times \mathbb{R} \) containing all points of which the distance to \( p \) is \( r_0 \). Then for any point \( (x, y) \in B_r(p) \) we have

\[
|y - y_0| \leq r_0 \leq 1
\]
Let $\tilde{B}_r(p)$ denote the ball $B_{r_0}(p)$ equipped with the conformal metric $e^{r-y_0}(\sigma + dr^2)$. We claim that the sectional curvatures $\tilde{K}$ of all points in $\tilde{B}_r(p)$ satisfy that

$$|\tilde{K}| \leq ek^2$$

(4.4).

By Lemma 3.2, the sectional curvature $\tilde{K}_{ij}$ of the ball $B_{r_0}(p)$ equipped with the conformal metric $e^r(\sigma + dr^2)$ is $e^{-r}(K_{ij} - \frac{1}{4})$ for $i = 1, 2$ and $\tilde{K}_{i3} = 0$. Multiplying the constant factor $e^{-y_0}$, the sectional curvature of $\tilde{B}_r(p)$ shall satisfy that

$$\tilde{K}_{ij}(x, r) = e^{y_0-r}(K_{ij}(x) - \frac{1}{4}) \quad \tilde{K}_{i3} = 0;$$

for $i, j = 1, 2$. Combining (4.5) with (4.3) and $|K_N(x)| + \frac{1}{4} \leq k^2$ yields that (4.4). We obtain the claim.

By Theorem 2.1, $\Sigma$ is a stable minimal graph with respect to the metric $e^r(\sigma + dr^2)$. Since $y_0$ is a constant, $\Sigma$ is still a stable minimal graph in $\tilde{B}_{r_0}(p)$ with respect to the metric $e^{r-y_0}(\sigma + dr^2)$. Here multiplying a positive constant $e^{-y_0}$ on the metric does not change the minimal and stable properties of hypersurfaces. Now applying Theorem 4.1, the second fundamental form $A$ of $\Sigma$ in $\tilde{B}_{r_0}(p)$ satisfies

$$\sup_{B_{r_0-\sigma}(p)} |A|^2 \leq C(k)\sigma^{-2}$$

(4.6)

where $r_0 \leq \min\{\frac{\pi}{k\sqrt{e}}, k\sqrt{e}\}$, $\sigma' < r_0$ and $C(k)$ is a constant depending on $k$. According to Lemma 3.4, we have

$$|\tilde{A}|^2 = e^{-(\sigma - y_0)}|A|^2 \geq e^{-1}|A|^2$$

(4.7)

where $\tilde{A}$ is the second fundamental form of $\Sigma$ with respect to the metric $\sigma + dr^2$. Similarly, the ball $\tilde{B}_{r_0-\sigma'(\sigma)}(p)$ with respect to the metric $e^{r-y_0}(\sigma + dr^2)$ contains the ball $B_{r_0e^{-1-\sigma'\epsilon^{-1}}(p)}$ because of (4.3). This yields that

$$\sup_{B_{r_0e^{-1-\sigma'\epsilon^{-1}}(p)}} |A|^2 \leq C(k)e^3(\epsilon\sigma')^{-2}$$

(4.8)

Let $r$ be $\sigma'\epsilon^{-1}$, we obtain (4.2).

Following from Zhang [21], a CMC surface $\Sigma$ is stable if for any $f \in C^\infty_0(\Sigma)$ it holds that $-Lf \geq 0$ where $L$ is given by (2.7). Thus a CMC graph in $N^2 \times \mathbb{R}$ is stable by combining (2.7) with (2.10). The curvature estimate of stable CMC surfaces is given as follows.

**Theorem 4.3.** (Theorem 1.1 in [21]) Let $\Sigma$ be an immersed stable CMC $H_0$-surface with trivial normal bundle in a complete three dimensional manifold $M$ where its sectional curvature satisfies $|K_M| \leq k^2$. There exists a positive constant $r_0 = r_0(H_0, k, M)$ such that for all $\sigma \in (0, r_0)$ and any $x \in \Sigma$ with
geodesic ball $B_{r_0}(x) \cap \partial \Sigma = \emptyset$ we have for

$$\sup_{B_{r_0-\sigma}(x)} |A|^2 \leq C\sigma^{-2}$$

where $C$ is a constant only depending on $H_0, k$ and $M$.

Remark 4.4. In this paper we do not need the precise expressions of those constants.

5. Proof of the main theorem

In this section we show the main theorem.

Theorem 5.1. (Theorem 1.1) Let $N^2$ be a Riemannian surface and $\Omega \subset N^2$ be a domain with piecewise smooth boundaries. Let $\gamma \subset \partial \Omega$ denote a smooth connected arc and $\Sigma$ be the graph of a smooth function $u(x)$ on $\Omega$ in the product manifold $N \times \mathbb{R}$.

Suppose $\Sigma$ is complete approaching to $\gamma$. Then we have

1. if $\Sigma$ is a translating or minimal graph, then $\gamma$ is a geodesic arc;
2. if $\Sigma$ is a CMC graph, then $\gamma$ has constant principle curvature.

Moreover only one of the following holds: (1) $u(x) \to +\infty$ as $x \to x_0$ for all $x_0 \in \gamma$; (2) $u(x) \to -\infty$ as $x \to x_0$ for all $x_0 \in \gamma$.

Remark 5.2. In the case that $N^2$ is $\mathbb{R}^2$ and $\Sigma$ is a complete translating graph in $\mathbb{R}^3$, the above result is obtained by Shahriyari [17].

In the sequel we only prove Theorem 5.1 in the case of translating graphs. The proof in the cases of minimal graphs and minimal graphs only requires some minor modifications (see Remark 5.4 and Remark 5.6).

From now on, we denote the graph of $u(x)$ by $\Sigma$ which is a translating graph over $\Omega$. Fix a point $x_0 \in \gamma$ and let $U_{x_0}$ be an open bounded neighborhood of $x_0$ in $N^2$ such that its intersection with $\gamma$ is a connected arc passing through $x_0$. This arc is written as $\gamma_{x_0}$.

To show Theorem 5.1, our objective is to show that $\gamma_{x_0}$ is geodesic and $\{u(x_n)\}$ has the property as described in the theorem when $\{x_n\}$ approaches to the points on $\gamma_{x_0}$.

We start with the following result based on the curvature estimate in the previous section. Notice that $U_{x_0}$ has a compact closure in $N^2$.

Lemma 5.3. For any point $p = (y, u(y))$ on the translating graph $\Sigma$ where $y \in U_{x_0}$, then $\Sigma$ is a graph (in exponential coordinate of $N^2 \times \mathbb{R}$) over the disk $D_\delta \subset T_p \Sigma$ of radius $\delta$. Such graph is denoted by $G(p)$. Moreover $\delta$ and the geometry of $G(p)$ only depend on $U_{x_0}$. The conclusion is also valid when $\Sigma$ is a minimal graph or CMC graph in $N^2 \times \mathbb{R}$.

Remark 5.4. This is the only one place we apply the curvature estimate of translating graphs in Theorem 4.2. The conclusions in this lemma for minimal graphs and CMC graphs follow from Theorem 4.1 and Theorem 4.3 respectively with a similar derivation. Notice that a CMC graph is stable.
by Zhang [21]. A similar application of Zhang’s estimate can be found in Hauswirth-Rosenberg-Spruck [11].

Proof. Since \( U_{x_0} \) has a compact closure, then the sectional curvature of \( N^2 \) on \( U_{x_0} \) satisfies \( |K_N| \leq k_{x_0}^2 - \frac{1}{4} \) for some constant \( k_{x_0} \) only depending on \( U_{x_0} \).

For any \( p \in \Sigma \), the exponential map
\[
\exp_p : B_{r_1}(0) \to N^2 \times \mathbb{R}
\]
will be a diffeomorphism on the ball in \( T_p(N^2 \times \mathbb{R}) = \mathbb{R}^3 \) centered at 0 with radius \( r_1 \). Here \( r_1 \) only depends on \( U_{x_0} \) and is independent of \( p \). We can equip a metric in \( B_{r_1}(0) \) such that the exponential map is an local isometry and \( \Sigma \) is a graph near the origin over \( T_p \Sigma \cap B_{r_1}(0)(p) \).

On the other hand, according to Theorem 4.2 there is a ball in \( \Sigma \) with radius \( r_0 \) centered at 0 such that the second fundamental form of \( \Sigma \) is uniformly bounded above by \( Cr^{-2} \). Let \( r = \frac{1}{7}r_0 \) and \( \delta = \frac{1}{7}r_0 \). Since the exponential map is a uniformly local geometry, we obtain the disk \( D_\delta \) in \( B_{r_1}(0) \). The geometry of \( G(p) \) is determined by the second fundamental form which also only depends on \( U_{x_0} \). \( \square \)

For each point \( p \in \Sigma \), we translate vertically the graph \( G(p) \) into the slice \( N^2 \times \{0\} \) as follows. Let \( p = (x^*, u(x^*)) \) and \( G(p) \) be given in Lemma 5.3 with a representation \( (x, u(x)) \) where \( x \) belongs to some open set \( U \). Then its vertically translating graph \( F(p) \) is given by
\[
(x, u(x) - u(x^*)) \subset N^2 \times \mathbb{R} \quad \text{where} \quad (x, u(x)) \in G(p)
\]
This operation does not change any geometric property of \( G(p) \).

For any sequence \( \{x_n\} \in \Omega \) converging to \( x_0 \), we conclude that the sequence of \( \{u(x_n)\} \) is unbounded. Otherwise the completeness of \( \Omega \) approaching to \( \gamma \) implies that \( x_0 \in \Omega \). It is a contradiction.

Let \( \{p_n\} \) be the sequence \( \{(x_n, u(x_n))\} \) on \( \Sigma \) where \( \{x_n\} \) converges to \( x_0 \) as \( n \to \infty \). Let \( F(p_n) \) and \( G(p_n) \) be defined as above with the \( \delta \) given in Lemma 5.3.

The case of translating graphs in Theorem 5.1 can be concluded from the following lemma and the connectedness of \( \gamma \).

\textbf{Lemma 5.5.} Let \( \Sigma \) be a translating graph given in Lemma 5.3. After choosing subsequence, the sequence \( F(p_n) \) converges uniformly to \( \Gamma \times [-\frac{\delta}{2}, \frac{\delta}{2}] \subset N^2 \times \mathbb{R} \) in the \( C^2 \) topology where \( \Gamma \subset \gamma_{x_0} \) is a connected geodesic for sufficiently small \( \delta \). Moreover only one of the followings holds:

\begin{enumerate}
\item \( u(x_n) \to +\infty \) as \( x_n \to x \) for all \( x \in \Gamma \);
\item \( u(x_n) \to -\infty \) as \( x_n \to x \) for all \( x \in \Gamma \).
\end{enumerate}

\textbf{Proof.} We can choose \( \delta \) sufficiently small if necessary. By Lemma 5.3 \( F(p_n) \), translating \( G(p_n) \) into the slice \( N^2 \times \{0\} \), have bounded uniform geometry. After choosing a subsequence, \( F(p_n) \) will converge uniformly to a connected surface \( F \) passing \( x_0 \) in the \( C^2 \) topology by Theorem 4.2.
Now we claim that the normal vector of $F$ at $x_0$ is orthogonal to $\partial_r$, i.e $\Theta = 0$. Otherwise the angle function $\Theta$ on $F_n$ shall have positive lower bound. Notice that the diameter of $F_n$ is $\delta$. When $x_n$ is sufficiently close to $x_0$, $F_n$ has to contain some point in $N^2 \times \mathbb{R}$ such that its projection into $N^2$ lies outside $\Omega$ because of the two facts mentioned above. It contradicts to the fact that $\Sigma$ is complete approaching to $\gamma$.

By Theorem 2.3 we have $\Theta \equiv 0$ on $F$. Because $H = \Theta$, $F$ is also minimal in $N^2 \times \mathbb{R}$. We denote the intersection between $F$ and the slice $N^2 \times \{0\}$ by $\Gamma$. This is a geodesic in $N^2$ and $F = \Gamma \times [-\frac{\sigma}{2}, \frac{\sigma}{2}]$. Moreover $\Gamma$ is connected because $F$ is connected.

Let $\Gamma_n$ be the intersection between $F_n$ and $N^2 \times \{0\}$ belonging to $\overline{\Omega}$. According to the definition of $F_n$, we have

$$\Gamma_n = \{(x, u(x)) \in G_n, u(x) = u(x_n)\}$$

Since $F_n$ converges to $F$, $\Gamma_n$ converges to $\Gamma$ as $n \to \infty$. We conclude that $\Gamma \subset \Omega$.

Suppose $\Gamma$ does not belongs to $\gamma_x$. Then there is a sequence $\{y_n \in \Gamma_n\}$ converges to $y \in \Omega$ on $\Gamma$. Thus the sequence $\{u(y_n)\}$ converges to $u(y)$ which is a finite number. This implies that the sequence $\{u(y_n) = u(x_n)\}$ is bounded from the definition of $\Gamma_n$. This is a contradiction to the fact that $\{u(x_n)\}$ is an unbounded sequence. As a result $\Gamma \subset \gamma_x$.

Assuming that $u(x_n) \to +\infty$ as $x_n \to x_0$. Then for any sequence $\{x'_n\}$ approaching to $x_0$, then $u(x'_n) \to +\infty$. Otherwise by the intermediate theorem of continuous functions, there is a sequence $\{x''_n\}$ such that $u(x''_n) \to$ a finite number as $x''_n \to x_0$. Again it contradicts the completeness of $\Sigma$ approaching to $\gamma$. The word-by-word derivation also works for any point $y \in \Gamma$. Thus we conclude (1). The proof of (2) is similar when we assume $u(x_n) \to -\infty$ as $x_n \to x_0$. The proof of Lemma 5.5 is complete. \(\square\)

**Remark 5.6.** The conclusion in Lemma 5.5 is also valid when $\Sigma$ is minimal or CMC. The only modification is that $\Gamma$ is a geodesic or an arc with constant principle curvature respectively.
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**Appendix A. Examples of translating graphs**

In this section we construct some examples of translating graphs to mean curvature flows when the surface $N^2$ has a domain with certain special warped product structure.
Suppose $N^2$ is a complete Riemannian surface with a metric $\sigma$ containing a domain $N^2_0$ equipped with the following coordinate system:

(A.1) \[
\{ \theta \in S^1, r \in [0, r_0) \} \quad \text{with} \quad \sigma = dr^2 + h^2(r) d\theta^2
\]

where $d\theta^2$ is the standard metric on the unit circle $S^1$, $h(r)$ is a positive function satisfying $h(0) = 0$, $h'(0) = 1$ with $h'(r) \neq 0$ for all $r \in (0, r_0)$. For more detail on warped product metric, we refer to Section 2 in [22].

The following result discusses the existence of translating graphs in $N^2 \times \mathbb{R}$ with the structure in (A.1).

**Theorem A.1.** Let $N^2$ be a surface mentioned above. Let $u(r) : [0, r_0) \rightarrow \mathbb{R}$ be a $C^2$ solution of the following ordinary equation

(A.2) \[
\frac{u_{rr}}{1 + u_r^2} + \frac{h'(r)}{h(r)} u_r = 1
\]

with $u_r(0) = 0$ for $r \in [0, r_0)$. Then $\Sigma = (x, u(r))$ for $r \in [0, r_0)$ is a translating graph in $N^2 \times \mathbb{R}$ where $x = (r, \theta) \in N^2_0$ given by (A.1). If $r_0 = \infty$, then $\Sigma$ is complete.

**Remark A.2.** (A.2) is an ODE. The existence of its solution is obvious.

Two concrete examples are the unit sphere $S^2$ and the hyperbolic plane $\mathbb{H}^2$. In the former case, $N^2_0$ is the hemisphere with $h(r) = \sin(r)$ for $r \in [0, \frac{\pi}{2})$ and the spherical metric is written as $dr^2 + \sin(r) d\theta^2$. In the case of $\mathbb{H}^2$ the hyperbolic metric is written as $dr^2 + \sinh(r) d\theta^2$.

**Proof.** Suppose $r_0 = \infty$. Then $N^2_0$ is simply connected and should be a whole $N^2$. Thus $\Sigma$ is complete.

Now we show that $\Sigma$ is a translating graph.

According to (2.1) it is sufficient to derive the identity

(A.3) \[
H = -\Theta
\]

where $H$ is the mean curvature of $\Sigma$ and $\vec{v}$ is its upward normal vector.

Fix a point $(x, u(x))$ on $\Sigma$ where $x \in N^2_0$ and the polar coordinate of $x$ in $N^2_0$ is not $(0,0)$. There is a natural frame $\{\partial_r, \partial_\theta\}$ according to the polar coordinate on $N^2_0$ by (A.1). Let $\Sigma$ be the graph of $u(x) = u(r)$ in $N^2 \times \mathbb{R}$. Let $u_r$, $u_\theta$ denote the partial derivative of $u$. Thus we have a natural frame $\{X_1 = \partial_r + u_r \partial_3, X_2 = \partial_\theta\}$ on $\Sigma$. Here $\partial_3$ denotes the vector field tangent to $\mathbb{R}$. We also use the fact $u_\theta = 0$. Then the metric on $\Sigma$ and the upward normal vector of $\Sigma$ are given by

\[
\begin{align*}
g_{11} &= \langle X_1, X_1 \rangle = 1 + u_r^2, \quad g_{12} = \langle X_1, X_2 \rangle = 0 \\
g_{22} &= \langle X_2, X_2 \rangle = h^2(r) \\
\vec{v} &= \frac{\partial_3 - u_r \partial_r}{\sqrt{1 + u_r^2}}
\end{align*}
\]
Let $\nabla$ denote the covariant derivative of $N^2 \times \mathbb{R}$. Then its second fundamental form is

$$h_{11} = -\langle \nabla_{X_1} X_1, \vec{v} \rangle = \frac{u_{rr}}{\sqrt{1 + u_r^2}} \quad h_{22} = \langle \nabla_{\partial_\theta \partial_\theta} \partial_\theta, \vec{v} \rangle = -h'(r)h(r) \frac{u_r}{\sqrt{1 + u_r^2}}$$

where we use the fact $\langle \nabla_{\partial_\theta \partial_\theta} \partial_\theta, \partial_r \rangle = -h'(r)h(r)$ (for more detail see Section 2 in [12]). Then the mean curvature of $\Sigma$ with respect to $\vec{v}$ is

$$H = g^{11} h_{11} + g^{22} h_{22} = -\frac{1}{\sqrt{1 + u_r^2}} \left( \frac{u_{rr}}{1 + u_r^2} + \frac{h'(r)}{h(r)} u_r \right) = -\frac{1}{\sqrt{1 + u_r^2}}$$

by (A.2). On the other hand we have

$$\Theta = \langle \vec{v}, \partial_\theta \rangle = \frac{1}{\sqrt{1 + u_r^2}} = -H$$

Hence $\Sigma$ is a translating graph. The proof is complete. \hfill \square
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