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Abstract: Recently, video tampering process becomes easier due to the rapid advancements in user-friendly editing software and multimedia technology (e.g., Mokey by Imagineer Systems, and Photoshop and Premiere by Adobe). These technologies may highly tamper the original videos, so that the audience gets mislead. Nowadays, MPEG-4 codec is included in a large proportions of video cameras and surveillance systems. Therefore the double compression detection process included as an initial step in the video forensic is receiving a high significance. In this paper, the double compression artifacts is detected by adopting the Markov based features, which identifies the interpolated original videos. The double compressed frames are then segmented by introducing an SLIC super pixel segmentation technique. Here, the feature extraction is performed by applying the scale information that is obtained from the multi-scale Gabor filters. The features of this Gabor scale accurately extract the structural features and also reduce too much of redundancy. This extracted features are then provided to DNN (deep neural network) for forgery detection. In this video forensic process, DNN classifier is included for forgery detection. The CNN classifier is included in various existing forgery detection techniques. But, in our work we include DNN because it contains number of hidden layers which provide accurate results for this forgery detection process. To improve the DNN performance, Moth Search Optimization (MSO) algorithm is introduced in this forgery detection technique. Every nook and corner of this world we can able to find the surveillance cameras for security purpose. But, some fraudsters perform forgeries in this recorded videos for their own benefits. To identify this, a lot of forgery detection techniques are coming into existence. So in this work, we introduce the DNN based MSO to perform the forgery detection in videos. This implementation is processed in python simulation platform. The parametric evaluations are taken in terms of F1-Score, average accuracy, Precision, Recall and. Experimental results will provide improved performance in video forgery detection.
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I. INTRODUCTION

The digital video technology’s rapid growth makes tampering or editing a video sequence very simpler than before. An object can be removed in a video sequence using dominant software for video editing like Apple Final Cut Pro, Adobe Premiere, and Adobe after Effects. Recently, to a greater extent the research of video tampering detection was focussed by many researchers.

Detection of object forgery is a novel theme in the field of passive digital video forensic research [1-2]. A video comprises of a series of images called frames.
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In the temporal, spatio-temporal, and spatial fields the video forgery attacks are performed. Only in the both spatio-temporal and spatial domains the copy-paste and Region splicing tampering arises and in the temporal field the Frame insertion, removal, copying and shuffling will occur. It is instinctivethat also on videos the detection process of image tampering can also be used[3].

However suitable results as expected will not be produced owing to complex phases in videos such as frequent moving objects or noise sustained a result of compression. Moreover, excluding the information of the temporal domain causes heavy computation cost. Into two types the Video tampering recognition methods can be classed i.e. active and passive (correspondingly termed as blind). In active methods digital signature and watermarking comes, to validate the video certain important information’s will be purposely embedded into it. Tampering takes place if any change is made to the embedded information [4-7].

Only a few devices has the facility to embed a digital signature or a watermark to the captured video. Once tampering is done, in such situations these methods possibly fails before inserting digital signature or watermark. Mostly in natural conditions certain information of the videos such as metadata will not be available. Because of the intelligent models development the making of undoubted fake video content has enlarged. For some years the selective modification of the image contend was done, but the use of same approaches to video demands excessively labour regarding its mass use. In a video if every frame is considered as a separate image, there could be possibly lot of images to process effectively. These issues could be handled with better computing power, also with the DNNs evolution.

Recently in many applications the Deep learning methods have seen a huge success. So in various new fields these approach has been used, such as identification of camera model [8,9], steganalysis [10], image recapture forensics [11], detection of image manipulation [12], copy-move forgery detection (CMFD) of image [13], and so on. Particularly the Generative Adversarial Networks (GANs) are applied for altering the original video to recreate facial expressions of human [14], change the meteorological conditions [15] and for face-swapping applications [16]. The re-enactment of Human face is certainly a new however a common research area where simply, the speaking head is altered visually to imitate the a second actors facial expression [14, 17, 18] or to pair with another audio track [19, 20].

These are having some of the simple applications for instancemovie re-dubbing in a several language or producing new movie scenes with an iconic actor’s old video tapes, although fake
contents can also be produced. In certain situations, to reliably fool human eyes the fake content is definitely enough. From [18] the authors realised that apart from random guessing the performance of human viewers is better when aiming to determine whether the footages of facial re-enactment was genuine or integrated. However, the DNN possibly canextricate easily the authentic and forged footage.

The main contribution of this work is to identify the video forgery. Stronger forensic evidences are provided by video sequences than the motionless images. Thus, surveillance video, as important evidence, is often used in the case investigation. The development of forgery software’s increase the risk of forgery in videos. This forgery is performed in an accurate manner, so it takes time to detect this forgery and also found expensive. To minimize this cost and time of forgery detection, various research process are continuing in this field. In this SLIC superpixel segmentation process is included to segment the frames into number of regions. The features from this segmented portions are extracted by multi-scale Gabor filters. This extracted features are very much valuable for DNN to perform the forgery detection process.

The organization for this entire paper is: In Section 2. Some existing methods that are implemented for video forgery detection is discussed. The complete framework of this proposed method is discussed in Section 3. Here some details regarding Markov statistics based double compression, SLIC segmentation, multi-scale Gabor filters, DNN, and MSO are provided. The experimental analysis and outcome of this proposed method is discussed in Section 4. Lastly, the conclusion for the proposed method is provided in Section 5.

II. RELATED WORK

In the digital multimedia forensics domain, a major research advance has been made and some of them are based on image forgery and video forgery and detection [21, 22, 23, 24, 25, and 26]. This works performs frame duplication, deletion and insertion types of forgeries in video frames. A short review of related researches is presented in this section towards the detection of fore-mentioned categories of forgeries in videos. The tampered video detection faces lot of challenges. However the tampering detectors are accessible they are concerned with some of the particular tampering techniques.

In [18] the authors generated a dataset to date, entirely on the digital re-enactment strategy of [17]. For detecting the manipulated video with minimum errors a DNN was employed, although in [27] it was shown that this approach could not be transmitted to new video manipulation approaches. Singh and Aggarwal [28] after reviewing the video content authentication methods, noticed that for the genuine doctored videos there is no reliable database available. For image rebroadcast detection a huge dataset was produced in [29]. Demonstration was conducted by them on this dataset that outperformed some of the previous techniques. CNN based diverse dataset, obtained an accuracy of about 97% while detecting the forged and real videos. Compared with the detection techniques [30] the manipulated techniques are more effective, there are many approaches for altering an image or video in digitalised manner but only a few methods are available to identify these types of manipulations. Because of this, it is essential to develop a detection methods that are not based on the nature of video manipulation.

To detect tampering and to find the reliabilities and patterns within data [18, 31] the Machine learning techniques are proved to be good, but regarding their large data requirements a new techniques is required. For detecting inter-frame tampering the authors in [22] used the compression elements of macro-block compression type. In the video sequence that are encoded within MPEG-2, the deleted frames were determined with 95% accuracy using machine learning approaches. To identify the video forgery based on chroma–key composition the authors in [31] proposed the Auto-encoder with recurrent neural network. The authors for detecting this forgery segregated the patches of 128×128 size from frames. By applying a single highpass third-order derivative filter some handcrafted features were mined from every patch. The auto-encoders were employed for producing an anomaly score. The auto encoder’s parameters were learned from the authentic frames of the handcrafted features. The generated feature vector in the testing phase that fails to fit with the intrinsic network model therefore large error is produced.

To determine the quality of image, the authors in [32] developed a process of estimating the HEVC frames QP directly from pixels using DNN. Accurate outcomes were achieved by means of a patch-wise method and also by dataset obtained from UCID[33]. In this approach QP estimation is examined from sequences of H.264/AVC video. This H.264/AVC is a prevalent video compression standards which is utilised on YouTube, public datasets and broadcast videos. The frame patches of a video sequences is classified by CNN utilizing its quantisation parameters as labels. Disparate [32], further investigation can be done to detect the forgeries in videos using these features.

III. VIDEO FORGERY DETECTION BY DEEP LEARNING BASED MSO

A. Overview

Video forgery detection plays a major role in various fields. This forensic is widely applied to identify the criminal activities that are performed by offenders in video. Recently, number of research process are performed in this forensic field for forgery detection. An advancement in technologies develop various software to accomplish the forgery in video. Particularly, Adobe Photoshop and Video Editor are some of the multimedia tools and software that are developed recently to tamper or edit the medi cal files.

DNN Based Moth Search Optimization for Video Forgery Detection
In this work, initially the video is subjected for double compression process. Here, the Markov statistics based double compression process is applied. The frames obtained from double compression is then provided as an input for SLIC super-pixel. This SLIC approach is employed to perform the segmentation process in double compressed frames. This frames are segmented into a number of regions by SLIC super-pixel segmentation process. The segmented frames are then given to Gabor scale filter, which utilizes the scale information for feature extraction. The extracted features are then passed into DNN for forgery detection. Based on this extracted features, the forged frames are identified by this DNN classifier. The performance of this classifier is further improved by introducing an optimization algorithm (i.e. MSO).

**B. Double compression by Markov statistics**

In JPEG images, Markov statistics achieves high performance for both single and double compression. The blocks that are found in MPEG-4 is encoded by the JPEG-like scheme, this shows that Markov statistics also found to be effective for this double MPEG-4 compression detection [34]. The procedure for feature extraction from MPEG-4 by Markov statistics process is shown in Figure 1 [34].

**Figure. 1 Overview of proposed method**

In this third step, the quantized DCT coefficients \(q(i,j)\) are obtained while executing the decoding process. Let us assume, only the magnitudes of coefficients that are obtained in \(y\) component. Then, the difference ray \((DR)\) along vertical \((v)\), horizontal \((h)\), major \((M)\) and minor \((m)\) diagonal directions are computed. For \((h)\) direction, the artifacts of double compression is extruded by the differential operation,

\[
DR^h_{i,j} = q_{i,j} - q_{i,j+1} \tag{1}
\]

In this third step, \((DR)\), is truncated by applying the threshold operation. If the obtained value is found to be \(>T\) or \(<-T\), then the corresponding value is normally referred as \(T\) or \(-T\). Where this \(T\) is set as 4, because the statistical analysis that is performed on MPEG-4 video shows that almost all the elements of the \((DR)\) may fall in the interval [4, 4].

In the fourth step, model the first-order Markov random technique for each \((DR)\), along the same direction. The Markov transition probability matrix (TPM) \((P^h)\) for horizontal direction is calculated by using following equation,

\[
P^h_{a,b} = Pr(DR^h_{i,j+1} = b | DR^h_{i,j} = a) \tag{2}
\]

Where, \(a, b \in [-T, T]\). By using this process, the \(9 \times 9\) TPM on several direction is obtained.

Finally, the method that is discussed in [39], is applied to minimize the feature dimensionality. Then, the vertical, horizontal matrices and major, minor diagonal matrices are averaged separately to attain the feature sets \(f\) and \(F\) as

\[
f = \frac{1}{2}(P^h + P^v) \tag{3}
\]

\[
F = \frac{1}{2}(P^M + P^m) \tag{4}
\]
The concatenation of both $f$ and $F$ provide the final feature $F'$ which is 162-DR.

The statistical artifacts is produced by rounding errors among the DR elements, whereas this rounding errors is produced by double quantization technique. Based on the random process theory, the DRs are characterized by the one-step Markov TPM. So, gradually the machine learning framework can be employed to identify the double MPEG-4 compression.

C. SLIC super pixel segmentation

The decompressed frames are then subjected to segmentation process. Here, the most popular SLIC (Simple Linear Iterative Clustering) super-pixel segmentation is applied for frame segmentation. It segments the frames into a number of regions. This segmented regions may exhibit some certain properties like spectral homogeneity or compacity. Frequently, this approach is included to extract the objects from the image. A less ambitious version that is developed for the segmentation issues is superpixel segmentation. The main purpose of this superpixel segmentation is to split the frame into minute, compact, same size, and homogeneous segments [35]. The most popular superpixel approach is SLIC approach, it is found in the class of gradient-ascent-based techniques and also afford high segment adherence for boundaries than the other segmentation approaches. An example image for this SLIC superpixel segmentation is shown in Figure. 3.

Figure. 3 Example image for SLIC superpixel segmentation

Here, the frame is represented as $F$ having $n$ pixels of $X \times Y$ dimensions, whereas the each pixels $P_n$ at positions $(x_n,y_n)$ contains $R$ features called $f_{x,y}$. This SLIC algorithm is same as that of K-means clustering algorithm. Every segment is denoted by the centroid $C_t = (X_t, Y_t, F_t)$ where $t = [1...T]$. The spatial mean (gravity's geometric center) is represented by the couple $(X_t, Y_t)$. The mean features on the $t$ segment is represented as $F_t$.

During initialization, the frame is divided into $T$ square segments succeeding the regular grid. The algorithm parameter normally referred as spatial width (SpW) parameter is applied as an original grid size (square grid elements side length). This parameter may provide the initial size of the super-pixels and it also defines the total number of super-pixels. Then, the subsequent steps of this algorithm is discussed below.

In iterative phase, the entire image pixels are associated along with its adjacent centroid, which is found to be same as that of the $K$-means principle. The distance that exist between this iterative steps is estimated as weighted sum of spatial and Euclidean distances of feature. The parameter of DW (distance weight) permits the manipulator to provide high significance to either segment homogeneity or segment compacity.

$$d(P_n, C_t) = d_{feature} + DW \times d_{spatial} \quad (5)$$

$$= \sum_{i=1}^{T} \left( f_i' - f_i \right)^2 + DW \sqrt{(X_t - x_i)^2 + (Y_t - y_i)^2} \quad (6)$$

Here, the candidate centroids are selected within the limited search radius, so that the unnecessary distances are avoided. After updating the entire pixels, recalculate the centroids, and then began the subsequent iterative step. The iteration process will stop after reaching the convergence criterion, i.e., either the total residual (which contains maximum square distance that is obtained among the centroids of two successive steps) is found minimum than an available value or else a maximal number of iterations.

D. Multi-scale Gabor filters

The segmented images are then given to this multi-scale Gabor filter for feature extraction. The Gabor filter is introduced in 1946 by Gabor. The properties of orientation and spatial frequency selectivity, spatial localization, are represented by this Gabor wavelet [36]. Gabor related researches are widely performed in image understanding areas and also in pattern recognition. The Gabor wavelet is defined as follows:

$$\psi_{b,c}(a) = \frac{K_c}{\delta} \exp\left(\frac{-|k_c|}{\delta^2}\right) \exp\left(\frac{i(k_c \cdot \nabla a^2)}{2}\right) \left(\exp\left(\frac{k_c \cdot a - e^{-\delta^2/2}}{2}\right)\right) \quad (7)$$

Where, $a = (p,q)$ represents the image pixels, the Gabor filters orientation is represented as $b$ , $c$ represents the scales of Gabor filters, whereas the symbol $\|\|$ represents the norm operation.

$$K_{b,c} = K_c \delta^{p+b} , \quad K_c = K_{\max} \int f^c , \quad \varphi_b = \pi b / 4 \quad (8)$$

Where, $K_{\max}$ represents the maximum frequency. In the frequency domain, the spacing between kernels is represented as $f$. For an image $I(a) = I(p,q)$, the Gabor representation normally referred as Gabor image, is defined as the convolution of image with the Gabor kernels.

$$G(a,b,c) = I(a) \ast \psi_{b,c}(a) \quad (9)$$

There are two Gabor parts for each image pixels, they are the imaginary and real part. The coefficient of Gabor filter $G(a,b,c)$ is a complex number which is rewritten as:

$$G(a,b,c) = M(a,b,c) \cdot \exp(p \theta (a,b,c)) \quad (10)$$

Here, the magnitude is represented as $M(a,b,c)$.
and $\theta(a,b,c)$ represents the phase value. It is clear, that the local energy dissimilarities is included in the magnitude information. Most of feature extraction approach based on Gabor transform may concatenate the magnitude coefficients to define the augmented Gabor feature. The algorithm for Gabor scale feature extraction is shown below.

### Table 1. Gabor scale feature extraction algorithm

| Input: an image $I(a) = I(p,q)$, Gabor kernel functions $\psi_{b,c}(a)$ for $\forall b,c$ |
| Convolution of both Gabor kernel function and image $\psi_{b,c}(a), G(a,b,c) = I(a) * \psi_{b,c}(a)$, which is rewritten as: |
| $G(a,b,c) = M(a,b,c) \cdot \exp(p \theta(a,b,c))$ |
| At the same scale, the orientation information are cumulated to attain the Gabor scale features. |
| $GaborScale(a,c) = \sum_b M(a,b,c)$ |

This Gabor filter generates redundant features but with high dimension, the dimension gets increased due to the introduction of Gabor filter with multiple scales and orientation. So, down sampling is performed in this redundant features to minimize the dimensionality of Gabor features.

This Gabor scale feature minimize redundancy and also accurately attain the structural information. The dimensionality reduced features extracted by this Multi-scale Gabor filters are then provided to the DNN classifier for forgery detection. In this, DNN the training and testing phases are performed to clearly classify the forgery part from the entire video. DNN has a number of hidden layers, the weight parameter of this NN is further optimized within this hidden layers.

### E. Deep Neural Network (DNN) with MSO

DNN

For classification the DNN technique is described in this section. This method is suitable for learning the discriminative and active features. For a large amount of unlabelled data the DNN can be applied. Since we aim at classification in which data acquisition is consider as a challenging task as it produces complications in pattern learning. In order to deal with this concern, with the sparse auto encoders an improved DNN is presented. To learn the feature pattern according to proposed approach, an auto-encoders that are adaptive is combined with the ideal denoising method. Moreover to the neural network classifier these learned features are provided as input. The entire procedure of this proposed approach is explained in the resulting subsections. Initially, the designing of adaptive auto-encoders are discussed. Though, a substantial performance is shown by the neural networks in terms of classification on the other hand by using the neural network, it fails to tackle the multi-objective function and the data that having high-dimension [37].

### Adaptive Auto-Encoder

An auto-encoder is symmetrical in nature and is a type of neural network. The auto-encoders with huge data is applied for feature learning. The reduced training and minimized loss function provides significant performance in auto-encoders. The auto encoder’s main aim is to attain faultless input data restoration at the output layer. A fundamental issue is been faced by the conventional encoders i.e. the input layer has been copied by them to the hidden layer and this duplicated layer fails to provide substantial details about the input data. The conventional auto-encoders extension improves the systems performance.

Assume an input dataset $S$ with $k \times l$ dimension and it is expressed as $Y = \{ y(1), y(2), ..., y(n), y(N) \} \subseteq R_l$. In this method, ‘l’ represents the dataset length and ‘k’ represent the sample number considered for estimation. In this adaptive auto-encoder, the corresponding data matrix is reflected as an input matrix. Selecting an appropriate activation function is identified as a prominent procedure in this DNN, as it may affect the overall performance [37].

In this method, sigmoid activation function is selected due to its performance enhancement ability. The next aim in this method is to learn the features and to understand the feature appearance. Finally, this justified features are provided as an input data $Y$ and the expression for this is provided as,

$$h(y(m), w, b) = \sigma(Wy(m) + b), m = 1, 2, ..., k$$ (11)

Next, the output layer function is expressed by

$$outputlayer = \sigma(W^l h(y(m) + b), m = 1, 2, ..., k)$$ (12)

Moreover, a term is introduced to alleviate the repeated input features through the involvement of an objective function. After that, this variable is provided to the hidden layer, after that the operating neurons are controlled during present cycle. Here, $a_n(m)$ represents the activation function for $n^{th}$ hidden layer. The back propagation approach is considered to predict the software deficiency. The back propagation method propagates the learned weights from outer nodes to inner nodes. This propagation is performed for reduction of learning error which is obtained during the computation of network weights gradient. This method is applied for the input feature set $Y$, and the expression for the hidden layer can is given in Equation. (13).

$$a = sigmoid(Wy + b)$$ (13)

Where, b indicates bias and ‘w’ represents the weight for input feature set. This hypothesis is used to give expression for the average weight of activation function as:

$$P_n = \frac{1}{k} \sum_{m=1}^{k} [a_n(m)]$$ (14)

During the initial stage of DNN training, we have to consider the average activation function value nearer to zero due to neuron idleness. For this, we are applying penalty for the average activation function. This penalty is applied only for the cases that diverges from the substantial average activation function value. The expression for penalty is given in Equation. (15)

$$P_{\text{penalty}} = S_2 \sum_{n=1}^{S_2} \rho \parallel P_n$$ (15)

Where, $S_2$ indicates the total number of hidden layer.
neurons, KL (.) represents the Kullback–Leibler divergence (KL divergence) and it is given as:
\[ KL(\rho \parallel \rho_n) = \rho \log \frac{\rho}{\rho_n} + (1 - \rho)\log \frac{1 - \rho}{1 - \rho_n} \] (16)

\[ KL(\rho \parallel \rho_n) = 0 \] for \( \rho_n = \rho \) otherwise it tolerates an increment that produce divergence, commonly referred as adaptive constant. The adaptive constant is obtained by applying the cost function and its expression is shown below,
\[ C_{\text{adaptive}}(w,b) = C(w,b) + \beta \sum_{n=1}^{b} KL(\rho \parallel \rho_n) \] (17)

\( \beta \) represents the penalty weight applied by KL divergence method. The identification of weight ‘w’ and biases ‘b’ becomes a prominent task due to its cost function, therefore, these two constraints are found to be directly relative to one another so that it can disturb the performance of entire system. It is solved by formulating an additional optimization problem and the output of this corresponding issue is consider to reduce the, \( C_{\text{adaptive}}(w,b) \). This emerged optimization issue is solved by introducing the novel MSO algorithm. This MSO performs the optimization process to iteratively update the bias and weight. This can be written as:
\[ P_n = 2(k+1-n)/(k(k+1))^{n=1,2,.....,k} \] (18)

And
\[ b_n(i) = b_n(i) - \epsilon \frac{\partial}{\partial b_n(i)} C_{\text{adaptive}}(w,b) \] (19)

In this \( \epsilon \), represents the learning rate of DNN.

**Moth search optimization (MSO) algorithm**

Moth is a type of insect, normally belongs to the butterfly family of order Lepidoptera. In this entire world, total of about 160,000 moth species are found, among them most of them are nocturnal. While comparing with the other moth characteristics, the phototaxis and Levy flights are identified as the most typical features which are discussed in following subsections [38]. The weight parameter of neural network is provided as an input for this MSO algorithm. This algorithm identifies the optimized weights by performing the searching operation.

**A. Phototaxis**

The process in which the moths fly encircling the source light is referred as phototaxis. But still, the accurate procedure of phototaxis is unknown, so various hypotheses are developed to explain this phototaxis process. Among them, one of the most important hypotheses is celestial navigation as it is applied in transverse orientation during flying. In order to maintain a fixed angle towards the celestial light (i.e., the moon), the moths will travel in straight line. Frequently, the angle that exists between both light source and moth may get changed, but we can’t observe that change, because the celestial object is found in a far-away distance. To move towards the light source, the moth will naturally adjust its flight orientation to the best, thereby it allows the airborne moths to fall downwards. They form a spiral-path to move much closer towards the source light.

**B. Levy flights**

Heavy-tailed, non-Gaussian statistics is identified as the commonly employed techniques in various applications like the behavior of enormous insects and animals. Levy flight is a type of random movement, so in natural environments it is considered as one of the major flight pattern. Other than this moth fly, the Drosophila also exhibit this Levy flight, whereas this flight can be approximated over a scales range as a power law distribution having the feature exponent nearer to 3/2. Normally, this Levy distribution is expressed in the form of power-law and it is described in subsequent equation,
\[ L(s) = \mid a \mid^\beta \] (20)

Where, \( 1 < \beta \leq 3 \) is identified as an index.

The moths those having the distance as close to the best one, will fly in the Levy flight manner around the fittest one. Or else they will update their positions by executing the Levy flight with respect to equation. (21), whereas the moth \( j \), is updated by using subsequent equation:
\[ X_{a+1} = X_j + \delta L(s) \] (21)

Where, \( X_j \) and \( X_{a+1} \) represents the original and updated position at generation \( a \), whereas the current generation is represented as, \( a \). The step that obtained from the Levy flight is represented as, \( L(s) \). For the problem of interest, the scale factor is represented by the parameter, \( \delta \).

The expression for this \( \delta \) is shown in below equation:
\[ \delta = W_{\text{max}} / a^2 \] (22)

Here, \( W_{\text{max}} \) represents maximum walk step and the value for this \( W_{\text{max}} \) is set based on the available problem.

Levy distribution \( L(s) \) in the above equation can be rewritten as
\[ L(s) = \frac{(a-1)(a-1)\sin\left(\frac{\pi(a-1)}{2}\right)}{\pi^a} \] (23)

In this, \( s \) is found higher than zero. \( \Gamma(x) \), represents the gamma function. As mentioned earlier, from the Levy distribution having \( a = 1.5 \) the moths Levy flight can be drawn.

**C. Fly straight**

The moths present apart from the source light will flutterin straight line towards the light source. The flight expression for moth \( j \) is formulated as
\[ X_{a+1} = \lambda \times (X_j^s + \varphi(X_{\text{best}} - X_j^s)) \] (24)

Where \( X_{\text{best}} \) represents the fittest moth at \( a \) generation, \( \lambda \), represents the scale factor. \( \varphi \), is an acceleration factor.

Or else the moth will fly beyond the light source that is towards the final location. In this case, the formula applied to calculate the final position of moth \( j \) is given in equation. (25),
$$X_j^{a+1} = \lambda \times \left( X_j^a + \frac{1}{\varphi} \left( X_{best}^a - X_j^a \right) \right)$$ (25)

For simplicity, the position of moth \( j \) is updated by applying the equations. (24 & 25), with half percentage possibility. The original, updated, and best position of moth is represented as \( X_j, X_{j, new} \) and, \( X_{best} \). \( \lambda \), control the algorithm’s convergence speed and also enhance the population diversity. The optimized weight furthermore improves the performance of the DNN classifier. Due to this, an optimized results is obtained by this method. The DNN is applied for classification purposes. In this method, the real and forged videos are identified and classified by this DNN. The DNN contains a number of hidden layers, so number of iterations are performed within this classifier. Finally, an accurate classification is provided by this DNN classifier. An application of MSO algorithm along with DNN, furthermore enhances the classification performance. The algorithm for entire process is shown in below table.

### Table 2. Algorithm for entire process

| Input: | the MPEG-4 videos is given as an input. |
| Output: | Forged frame |
| **Step 1:** | Input the video |
| **Step 2:** | Double compression artifacts are detected by adopting Markov statistics |
| **Step 3:** | Segment double compressed frames by SLIC superpixel segmentation |
| **Step 4:** | Extract features from segmented images by multi-scale gabor filter |
| **Step 5:** | Based on these extracted features, the forged frames are identified by hybrid DNN-MSO. |
| **Step 6:** | Update weight (W) parameter of DNN with MSO fitness function |
| **Step 7:** | DNN-MSO extracted the forged frame from whole video |
| **Step 8:** | Evaluate the performance by means of F-measure, classification accuracy, precision, recall |

### IV. EXPERIMENTAL ANALYSIS

In this part, initially the details that are required for implementation process is discussed, after that performance metrics are evaluated and then this metrics are compared with some prevailing techniques. The parametric evaluations are taken in terms of Recall, Precision, and accuracy. For this experiment process, totally of 4000 frames are collected from 20 different videos, among that 2100 are forged, whereas 1900 are authentic. Each frames resolution is found to be 640×480, similarly the frame rate for this video is found to be 25fps (frames per second). Frame duplication is the process in which the single frame from the entire video is selected and duplicated, after that this selected frame is then placed in another location in the similar video sequence. An example for this video forgery process is shown in Figure (4) [43]. In this, the frames of real video is placed in top row, whereas the frames of forged video is place in bottom row. From this, it is clearly seen, that in the forged video, the frames 1 & 2 are again duplicated and place again instead of frames 4 & 5.

#### A. Evaluation standards

The DNN output is mapped to identify the forged and actual video. Here the accuracy value for our proposed approach is determined by using following equation. (26),

$$\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \times 100\%$$ (26)

Here, the number of forged videos that are normally designated as forged is represented as TP, FP indicates that the number of real videos that are incorrectly recognised as forged, the number of real videos that are correctly identified as real is represented as TN, and the number of videos that are mistakenly identified as authentic is indicated as FN [42].

#### Table 3 Performance evaluation for proposed method

| Positive (%) | Negative (%) |
|--------------|--------------|
| True         | 96.05        | 92.85        |
| False        | 6.57         | 5.95         |

$$P = \frac{TP}{TP + FP}$$ (27)

$$R = \frac{TP}{TP + FN}$$ (28)

TPR (TP rate) and FPR (FP rate) are normally applied for parameter tuning. The FPR needs to be minimum, whereas the TPR value is to be high. The equation for F1-score is shown in equation. (29), which is obtained from both recall, and precision.

$$F1 \text{- score} = \frac{2 \times P \times R}{P + R}$$ (29)

**Figure. 4 Original video and Forged video (1 & 2 are again placed instead of 4 & 5 frames)**
The accuracy, $P$, $R$, and $F1−score$ values that obtained by evaluating our proposed method is shown in below table. This method is also compared with two prevailing techniques. The evaluation outputs of this prevailing techniques is also provided in table, 4. The graphical representation for this evaluation metrics are shown in below figures.

**Table. 4** Comparison of performance metrics of proposed method with two prevailing methods

| Methods  | Accuracy | P     | R     | F1-score |
|----------|----------|-------|-------|----------|
| Proposed | 94.375   | 93.58 | 94.805| 94.19    |
| Su [40]  | 89.6     | 92.2  | 90.5  | 91.34    |
| Zhang    | 83.7     | 89.9  | 77    | 82.95    |

The evaluation metrics like accuracy, $P$, $R$, and $F1−score$ are evaluated to analyse the effectiveness of our proposed forgery detection technique. This forgery detection process achieves high accuracy value than other prevailing forgery detection techniques (Su et al [40] & Zhang et al, [41]). The accuracy outcome of proposed and other prevailing techniques are shown in Figure. (5). The accuracy of this proposed forgery detection process is found to be 94.37, which is higher than Su et al, (89.6) and Zhang et al, (83.7).

![Graphical representation for precision and recall of prevailing and proposed forgery detection methods](Image)

![Graphical representation for precision and recall of prevailing and proposed forgery detection methods](Image)

This obtained result shows the performance of this approach. It is compared with two existing [40, 41] techniques to prove its effectiveness. The precision (93.58) and recall (94.8) value is attained by this proposed method. In 40 & 41, the forgery detection process is performed without including the machine learning process. But here, DNN based on MSO is included which improves the system performance than the other prevailing techniques. Various methods depicts better performance in video forgery detection, but here, the DNN introduction along optimization algorithm enhances this forgery detection process. The comparison results provided above indicates that the proposed
method attains high accuracy, P. R, and F1-score rate than the other forgery detection algorithms.

V. CONCLUSION

Video forgery detection occupies a huge gain in digital world. Number of detection techniques are developed for this detection purpose. But they failed to detect the forgery more accurately. Various approaches include neural networks for forgery detection, however they failed to bring the optimal result. By taking all these into consideration, we include DNN based MSO for forgery detection, which accurately and finally identify the forged video. Here, the DNN based forgery detection process is experimented by including various videos that are collected from internet or YouTube. This method shows very high accuracy than other existing techniques. The main advantage of this that, here the MSO algorithm is included to further enhance the performance of DNN classifier. The experimental analysis indicates the effectiveness of this proposed approach and it is compared with two prevailing techniques. The evaluation metrics like accuracy, precision, recall and F1-score are evaluated to analyse the effectiveness of our proposed forgery detection technique. The results of this evaluation metrics depicts that this DNN-MSO based forgery detection process provide robust and more effective forgery detection results than the other algorithms.
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