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ABSTRACT

Gliese 876 harbors one of the most dynamically rich and well-studied exoplanetary systems. The nearby M4V dwarf hosts four known planets, the outer three of which are trapped in a Laplace mean-motion resonance. A thorough characterization of the complex resonant perturbations exhibited by the orbiting planets, and the chaotic dynamics therein, is key to a complete picture of the system’s formation and evolutionary history. Here we present a reanalysis of the system using six years of new radial velocity (RV) data from four instruments. This new data augments and more than doubles the size of the decades-long collection of existing velocity measurements. We provide updated estimates of the system parameters by employing a computationally efficient Wisdom-Holman N-body symplectic integrator, coupled with a Gaussian Process (GP) regression model to account for correlated stellar noise. Experiments with synthetic RV data show that the dynamical characterization of the system can differ depending on whether a white noise or correlated noise model is adopted. Despite there being a region of stability for an additional planet in the resonant chain, we find no evidence for one. Our new parameter estimates place the system even deeper into resonance than previously thought and suggest that the system might be in a low energy, quasi-regular double apsidal corotation resonance. This result and others will be used in a subsequent study on the primordial migration processes responsible for the formation of the resonant chain.

1. INTRODUCTION

The nearby system of four known planets orbiting the red dwarf star Gliese 876 (GJ 876) is high on the list of landmark discoveries in the field of exoplanets. From the beginning, the discovery of the GJ 876 system brought many firsts: the first detection of a planet orbiting an M dwarf (Delfosse et al. 1998; Marcy et al. 1998), the first known mean-motion resonance (MMR) in an exoplanetary system (Marcy et al. 2001), the first super-Earth (Rivera et al. 2005), the first resonant chain of planets (Rivera et al. 2010), the first astrometric planetary detection (Benedict et al. 2002), and the first radial velocity (RV) system allowing independent determinations of the planet masses and inclinations via dynamical modeling (Laughlin & Chambers 2001). The system’s resonant orbital architecture permits exquisitely precise characterization rivaled only by the Solar System satellites. This makes GJ 876 a linchpin in the pursuit to understand the formation and early evolution of planetary systems.

The observational history of the GJ 876 system spans several decades and research teams. A thorough chronicle is provided by Nelson et al. (2016). Here we summarize some of the key events. The first companion, planet “b”, a \( \gtrsim 2.1 \) \( M_{\text{Jup}} \) planet in a \( \sim 61 \) day orbit was discovered via Doppler velocity measurements by Marcy et al. (1998) and Delfosse et al. (1998). The RV fits favored a large eccentricity for planet “b”, but 2.5 years later Marcy et al. (2001) showed that this apparent large eccentricity was merely disguising a second companion in a 2:1 MMR. The RV fits favored a large eccentricity for planet “b”, but 2.5 years later Marcy et al. (2001) showed that this apparent large eccentricity was merely disguising a second companion in a 2:1 MMR. This companion was planet “c”, a \( \gtrsim 0.56 \) \( M_{\text{Jup}} \) planet in a \( \sim 30 \) day orbit.

Shortly after the discovery of planet “c”, Laughlin & Chambers (2001) and Rivera & Lissauer (2001) independently showed that the non-interacting Keplerian model used by Marcy et al. (2001) was insufficient to fit the \( \sim 5 \) years of RV data, demonstrating that mutual perturbations between the resonant pair cause orbital evolution on rapid timescales. The apsidal lines, for example, are co-precessing at a rate of \( \dot{\omega} \sim -40 \text{ yr}^{-1} \) (Ford 2005;
Laughlin et al. (2005). Using dynamical N-body fits, they derived more accurate constraints on the resonant pair and determined the inclination of the nearly coplanar system to be $\sim 50^\circ$ to the plane of the sky.

Using new Keck High Resolution Echelle Spectrometer (HIRES, Vogt et al. 1994) velocities, Rivera et al. (2005) discovered a third companion, planet “d”, a $\sim 7.5 M_\oplus$ super-Earth in a $\sim 2$ day orbit. Several groups discussed the prospects of observing the planet(s) in transit (Laughlin et al. 2005; Rivera et al. 2005; Shankland et al. 2006; Kammer et al. 2014) but found no detections.

The inclination of the system first reported by Laughlin & Chambers (2001), Rivera & Lissauer (2001) and later updated by Rivera et al. (2005) was supported by Bean & Seifahrt (2009), who performed a joint fit of the Keck/HIRES RVs and the astrometric data from Benedict et al. (2002).

A set of High Accuracy Radial velocity Planet Searcher (HARPS) RVs and an updated 3D orbital fit were published by Correia et al. (2010). Later that year, Rivera et al. (2010) presented new Keck/HIRES RVs and announced the presence of a fourth planet, planet “e”, a $\sim 16 M_\oplus$ Neptune in a $\sim 124$ day orbit. With that finding, GJ 876 became the first known exoplanetary system to host a Laplace mean-motion resonance. Rivera et al. (2010) found that the critical angle of the Laplace $4:2:1$ resonance, $\phi_{Lap} = \lambda_c - 3\lambda_b + 2\lambda_e$, librates about $0^\circ$ with an amplitude of $\sim 40^\circ$. This is distinct from the Laplace $4:2:1$ resonance of the Galilean satellite system, for which the critical angle librates about $180^\circ$ (Peale 1976, 1986), and where triple conjunctions never occur.

The existence of the $4:2:1$ resonant chain offers strong constraints on the system’s evolutionary history. Many authors have studied a formation scenario involving convergent orbital migration through a gas disk (Snellgrove et al. 2001; Lee & Peale 2002; Murray et al. 2002; Kley et al. 2004, 2005; Crida et al. 2008; Batygin et al. 2015). In addition to the first-order eccentricity type resonances, capture into second-order inclination resonances has also been discussed (Thommes & Lissauer 2003; Lee & Thommes 2009). Other authors have examined the resonant dynamics without reference to the system’s primordial formation. Some examples include Beaugé & Michtchenko (2003), Beaugé et al. (2003), Veras (2007), Martí et al. (2013). Though the resonance is likely to be chaotic (Rivera et al. 2010; Martí et al. 2013; Batygin et al. 2015; Martí et al. 2016), the close encounter-preventing phase protection it provides is central in facilitating the system’s long-term stability (Jones et al. 2001; Kinoshita & Nakai 2001; Goździewski et al. 2002; Ji et al. 2002; Haghighipour et al. 2003; Martí et al. 2013).

Recently, Nelson et al. (2016) presented new Keck/HIRES velocities and derived updated constraints on the system using a full three-dimensional orbital model. They computed Bayes factors for model selection between three, four, and five planet models, confirming the four planets known by Rivera et al. (2010). They searched for a fifth planet in the system at $P \sim 15$ days but did not find strong evidence for such a planet.

In many ways, our analysis will be similar to that of Nelson et al. (2016). The objective of our study is to offer the tightest possible parameter constraints on the system resulting from a large new RV dataset. Our primary motivation for doing so is our interest in conducting a detailed theoretical investigation into the primordial assembly of the resonant chain. As previously discussed, it is well-accepted that convergent orbital migration was required; however, not all of the system’s constraints have yet been utilized to infer the particular spatial range, timescale, resonant lock order, etc. that was most likely. The variety of possible migration scenarios will be explored in a subsequent publication. First, however, we present an updated characterization of the system.

This paper is outlined as follows. In §2, we detail the Doppler velocity dataset, which includes 332 new measurements from four spectrographs. In §3, we outline our methodology and tools for performing fits to the RV data. This consists of a Wisdom-Holman symplectic N-body integrator, a Gaussian Process model for correlated stellar noise, and a variant of a Differential Evolution Markov Chain Monte Carlo algorithm. The results of a coplanar, four-planet fit are presented in §4. In §5, we present the results of a search for a $P \sim 15$ day planet, including considerations of the potential planet’s long term resonant configuration and stability. In §6, we examine the dynamical properties of the resonance and chaos suggested by our updated system characterization. We leave concluding remarks in §7.

2. DOPPLER VELOCITY OBSERVATIONS

The dataset we consider here consists of two decades of RV measurements from four spectrographs: Keck/HIRES, HARPS, the Automated Planet Finder (APF) Levy Spectrograph, and the Carnegie Planet Finder Spectrograph (PFS) on the Magellan Telescope. Table 1 summarizes the RV observations. Note that the 54 new Keck/HIRES velocities correspond to the same observations presented by Nelson et al. (2016), but the observations presented here were reduced by the Lick-Carnegie Exoplanet Survey (LCES) team while those in Nelson et al. (2016) were reduced by the California Planet Search (CPS) group. The LCES pipeline is slightly more precise than the CPS pipeline, as can be seen, for example, in the comparison of the systematic
jitter estimates in Table 4 of Nelson et al. (2016). A subtable showing the first five new measurements from each instrument is shown in Table 2. In addition to the RV and RV uncertainty, there is a column for the S-index, a measure of the emission from the Ca II H & K spectral lines. The S-index measurements from each instrument have different calibration scales; this will be addressed in Section 3.4. The full dataset is available in the online journal.

The Keck/HIRES, APF, and PFS RVs were obtained using the iodine cell technique and spectral synthesis procedure described by Butler et al. (1996). We retrieved the new HARPS spectra from the ESO-HARPS public archive and used the Template-Enhanced Radial velocity Re-analysis Application (TERRA) pipeline for the RV measurement extraction (Anglada-Escudé & Butler 2012).

Table 1. Summary of the RV dataset. R10 and C10 refers to Rivera et al. (2010) and Correia et al. (2010), respectively.

| Instrument | Number of obs. | Date range    |
|------------|----------------|---------------|
| Keck/HIRES | 168 (R10) + 54 (new) | 1997 - 2014   |
| HARPS      | 52 (C10) + 204 (new) | 2003 - 2014   |
| APF        | 59 (new)        | 2013 - 2016   |
| PFS        | 15 (new)        | 2013 - 2016   |

3. METHODOLOGY

3.1. Wisdom-Holman N-body symplectic integrator for RV modeling

The authors of previous dynamical fits of the Gliese 876 system have performed the N-body calculations using a variety of schemes, including a Bulirsch-Stoer integrator (Laughlin & Chambers 2001; Rivera & Lissauer 2001; Rivera et al. 2005; Bean & Seifahrt 2009; Correia et al. 2010; Rivera et al. 2010) and a time-symmetric fourth order Hermite integrator (Nelson et al. 2016). In this work, we employed a computationally efficient Wisdom-Holman symplectic integrator. Using this scheme offers a speed-up of a factor of ∼13 compared to a Bulirsch-Stoer integrator using its maximum allowable timestep.

We wrote our own implementation of a second-order Wisdom-Holman integrator following the construction outlined in Wisdom & Holman (1991) and Murray & Dermott (1998). We chose to do this rather than utilize publicly available code (e.g. Rein & Tamayo 2015) because we needed to account for the unevenly-spaced RV observations. The integrator timestep, $\Delta t_{WH}$, was uniform between consecutive RV observations and no larger than 0.15 days. In other words, the timestep was uniform between any $t_{\text{obs},i}$ and $t_{\text{obs},i+1}$, but variable across the time baseline. We note that this variable timestep procedure is only necessary for integrations specified to output at the RV datapoints and is not generally preferred for longer integrations. Internally, the code used units $M_\odot$, years, and $(4\pi^2)^{1/3}$AU (such that $G = 1$).

We validated our code by comparing integrations of the GJ 876 system using a Bulirsch-Stoer code (Press et al. 1992), our Wisdom-Holman code, and the WHFast Wisdom-Holman integrator (Rein & Tamayo 2015) that form between any $t_{\text{obs},i}$ and $t_{\text{obs},i+1}$, but variable across the time baseline. We note that this variable timestep procedure is only necessary for integrations specified to output at the RV datapoints and is not generally preferred for longer integrations. Internally, the code used units $M_\odot$, years, and $(4\pi^2)^{1/3}$AU (such that $G = 1$).\footnote{We defined a year to be 365.25 days, in accord with the “Julian year” definition, and a day to be the standard 86400 seconds. We set $GM_\odot = 1.3271244004199398 \times 10^{20}$ m$^3$s$^{-2}$ (matching the value in the REBOUND N-body software package, Rein & Liu 2012) and $G = 6.674 \times 10^{-11} \text{ m}^3\text{kg}^{-1}\text{s}^{-2}$. This fixed the astronomical unit to be AU = 14959587134.062 m. It may seem unnecessary to supply such granular – indeed millimetric – details, but we found RV discrepancies between codes approaching $\sim 1$ m/s when they weren’t using the same set of fundamental parameters.}

We validated our code by comparing integrations of the GJ 876 system using a Bulirsch-Stoer code (Press et al. 1992), our Wisdom-Holman code, and the WHFast Wisdom-Holman integrator (Rein & Tamayo 2015) that form between any $t_{\text{obs},i}$ and $t_{\text{obs},i+1}$, but variable across the time baseline. We note that this variable timestep procedure is only necessary for integrations specified to output at the RV datapoints and is not generally preferred for longer integrations. Internally, the code used units $M_\odot$, years, and $(4\pi^2)^{1/3}$AU (such that $G = 1$).\footnote{We defined a year to be 365.25 days, in accord with the “Julian year” definition, and a day to be the standard 86400 seconds. We set $GM_\odot = 1.3271244004199398 \times 10^{20}$ m$^3$s$^{-2}$ (matching the value in the REBOUND N-body software package, Rein & Liu 2012) and $G = 6.674 \times 10^{-11} \text{ m}^3\text{kg}^{-1}\text{s}^{-2}$. This fixed the astronomical unit to be AU = 14959587134.062 m. It may seem unnecessary to supply such granular – indeed millimetric – details, but we found RV discrepancies between codes approaching $\sim 1$ m/s when they weren’t using the same set of fundamental parameters.}

We validated our code by comparing integrations of the GJ 876 system using a Bulirsch-Stoer code (Press et al. 1992), our Wisdom-Holman code, and the WHFast Wisdom-Holman integrator (Rein & Tamayo 2015) that...
that the RV measurement uncertainties and stellar jitter are on the order of several m/s, RV modeling discrepancies up to $\sim 20$ cm/s are acceptable, as they are a small component of the total error. We therefore used a maximum timestep of $\Delta t_{WH} = 0.15$ days in the remainder of our analysis.

3.2. Gaussian Process regression for stellar activity modeling

Most previous analyses of GJ 876 RV data – with the exception of Baluev (2011) – have either not accounted for stellar activity (e.g. Rivera et al. 2010), or have added a white noise “jitter” term, $\sigma^2_{jit}$, in quadrature to the reported observational uncertainties (Nelson et al. 2016). This was sufficient for results derived thus far because because (1) the $\sim 0.1 – 5$ Gyr old (Correia et al. 2010) red dwarf is relatively quiet (Rivera et al. 2005) and (2) its rotation period ($\sim 95$ days, Nelson et al. 2016) and harmonics are distant from the known planetary periods.

In this study, we aim to derive the most precise parameter estimates as possible and to thoroughly search for the small-amplitude signal of a potential fifth planet in the system. It is well-known that inhomogeneities on the surfaces of stars (specifically granulation, spots, plages, and faculae) produce RV signatures that can be mistakenly attributed to planetary signals. To assure that potential additional planetary signals we identify are not spurious, it is therefore worthwhile to utilize an advanced technique for modeling the correlated stellar activity-induced RVs. For this purpose we employ Gaussian Process (GP) regression.

Pioneered to the problem of radial velocity fitting by Haywood et al. (2014) and Rajpaul et al. (2015), GP regression has become a robust and reliable technique for accounting for correlated stellar activity in RV data (Grunblatt et al. 2015; Mortier et al. 2016; Faria et al. 2016; Affer et al. 2016; López-Morales et al. 2016; Damasso & Del Sordo 2017; Astudillo-Defru et al. 2017). GPs are used as a non-parametric method of modeling a function in some continuous input space (Rasmussen & Williams 2005; Gelman et al. 2014). In our case, the function is the stellar-activity RV signal. Realizations from a GP are random functions for which the function values at $n$ predetermined input values are drawn from an $n$-dimensional normal distribution with a mean vector and covariance matrix. It is common to construct the matrix from a covariance function that dictates the shrinkage towards the mean and the correlation between pairs of data points.

We employed a quasi-periodic covariance kernel, which has been used to model stellar variability in both photometric (e.g. Angus et al. 2018) and Doppler velocity (e.g. Haywood et al. 2014; Grunblatt et al. 2015).
applications. We denote the covariance, $k$, between observations at two different times, $t_i$ and $t_j$, by the following expression:

$$k(t_i, t_j) = h^2 \exp \left[ -\frac{(t_i - t_j)^2}{2\lambda^2} - \frac{\sin^2(\pi(t_i - t_j)/\theta)}{2w^2} \right] + (\sigma_{\text{obs}}^2(t_i) + \sigma_{\text{inst}}^2)\delta(t_i - t_j).$$

(1)

By using a quasi-periodic covariance kernel, we have assumed that the stellar activity-induced RVs have a periodic component at the stellar rotation period, $\theta$. Here $h^2$ is the amplitude of the covariance, $\lambda$ controls the coherence timescale of the variability, and $w$ dictates the relative importance of the periodic and non-periodic components. $\sigma_{\text{obs}}^2(t_i)$ represents the reported observational uncertainty and $\sigma_{\text{inst}}^2$ is an additional white noise jitter component that is constant in time but distinct for each instrument. The Dirac delta function, $\delta(t_i - t_j)$, signifies that the second line of equation 1 only applies to the main diagonal of the covariance matrix.

Let $K$ be the covariance matrix constructed from the covariance function (i.e., $K_{ij} = k(t_i, t_j)$) with the set of covariance hyperparameters $\phi = (h^2, \lambda, \theta, w, \sigma_{\text{inst}}^2, \ldots, \sigma_{\text{inst}}^2)$. In addition, let $r$ be the vector of RV residuals obtained after subtracting both the instrument-specific zero-point offset, $\gamma_{\text{inst}}$, and the N-body model velocities calculated with the vector, $\theta$, of system parameters (periods, eccentricities, etc.). Explicitly, the components of $r$ are

$$r_i = RV_{\text{obs}}(t_i) - \gamma_{\text{inst}} - RV_{\text{N-body}}(t_i; \theta).$$

(2)

The residuals $r$ thus capture the stellar-activity induced RVs and measurement noise.

With this notation in hand, the log-likelihood may be written as

$$\ln L(r|\theta, \gamma, \phi) = -\frac{1}{2} r^T K^{-1} r - \frac{1}{2} \ln(\det K) - \frac{n}{2} \ln(2\pi).$$

(3)

Given specifications for the prior distributions, the posterior distribution of model parameters may be determined using, for example, Markov Chain Monte Carlo (MCMC) sampling. This is discussed in the subsequent section.

We performed all calculations associated with the GP regression with the publicly available george\(^4\) code (Ambikasaran et al. 2015).

Before proceeding, we briefly note that the technique used by Baluev (2011) for accounting for red noise in GJ 876 data was essentially a GP model with covariance function (here using different notation),

$$k(t_i, t_j) = h^2 \exp \left( -\frac{|t_i - t_j|}{\lambda} \right) + (\sigma_{\text{obs}}^2(t_i) + \sigma_{\text{inst}}^2)\delta(t_i - t_j).$$

(4)

However, the language associated with the GP formulation was not yet popular in RV analyses at that time.

3.3. Differential Evolution Markov Chain Monte Carlo for parameter estimation

With the N-body dynamical modeling and stellar activity modeling in place, we now describe our adopted methodology for posterior parameter estimation. We used a Differential Evolution Markov Chain Monte Carlo (DE-MCMC) method (Ter Braak 2006). DE-MCMC is an ensemble sampler that iterates many Markov Chains in parallel and uses the inter-chain differences to inform the parameter jumps from one iteration to the next. Like Nelson et al. (2016), we used $N = 300$ chains and an adaptive jumping scale parameter (the parameter called $\gamma$ in Ter Braak 2006). The new proposal state of chain $i$ is generated using the displacement vector between the states of two randomly selected chains:

$$X_{i, \text{proposal}} = X_i + \gamma(X_{r_1} - X_{r_2}).$$

(5)

The scale parameter is given by $\gamma = \gamma_0(1 + z)$ with $z$ a Gaussian random variable with standard deviation $\sigma_\gamma$. We fixed $\sigma_\gamma = 0.05$. Following Ter Braak (2006), we initially set $\gamma_0 = 2.38/\sqrt{2n_{\text{dim}}}$. We then adjusted $\gamma_0$ each generation to maintain the acceptance fraction in the range 10-30%; if the acceptance fraction in a given generation was too high/low, $\gamma_0$ was scaled up/down by 5\(^5\). Every tenth generation, we set $\gamma = 1.0$ in order to allow the chains to jump between different modes in the case of multimodal posterior distributions (Ter Braak 2006; Nelson et al. 2014).

During the burn-in period, we also applied an outlier rejection procedure inspired by that of the popular DiffeRential Evolution Adaptive Metropolis (DREAM) algorithm (Vrugt et al. 2009). This extra step rapidly decreased convergence times. After each generation during burn-in, we calculated the upper and lower quartiles of the distribution of chain log-likelihoods and considered outliers to be those with $\log L < Q_1 - 2(\text{IQR})$, where IQR is the interquartile range. The outliers were then replaced with a perturbation of three randomly selected remaining chains: $X_{\text{new}} = X_{r_1} + \gamma(X_{r_2} - X_{r_3})$, where $r_1$, $r_2$, and $r_3$ represent random, distinct chain

\(^{4}\) http://dan.iel.fm/george/current/

\(^{5}\) As a matter of practical importance for those interested in adopting similar techniques, we note that the adaptive scaling results in $\gamma_0$ being quite small during burn-in ($\sim 0.02$). It then increases by about an order of magnitude as burn-in finishes and the chains converge.
introduced to reduce correlations between parameters: The following set of transformed parameters were in-

the GP covariance hyperparameters (see Section 3.2). instrumental jitter parameters and zero-point offsets, and of periastron, mean anomalies, and inclinations, the in-

periods, RV semi-amplitudes, eccentricities, arguments sampler by Foreman-Mackey et al. (2013).

We parallelized the code by first randomly splitting the chains into two sets of equal size; we advanced in parallel all chains in one set while using the positions of the chains in the opposite set for choosing the jumping vectors. This is identical to the parallelization procedure implemented for the affine-invariant ensemble MCMC sampler by Foreman-Mackey et al. (2013).

The parameters involved in the RV fits are the planet periods, RV semi-amplitudes, eccentricities, arguments of periastron, mean anomalies, and inclinations, the instrumental jitter parameters and zero-point offsets, and the GP covariance hyperparameters (see Section 3.2). The following set of transformed parameters were introduced to reduce correlations between parameters: $\sqrt{e}\cos\omega$, $\sqrt{e}\sin\omega$, $\sqrt{K}\cos(\omega+M)$, $\sqrt{K}\sin(\omega+M)$. All other parameters were left untransformed. The Jacobian of the transformation is unity and therefore may be ignored. The initial and prior distributions will be discussed in Section 4.

3.4. GP regression of the S-index time series

We are now fully equipped to analyze the RV data using the N-body integrator, stellar activity model, and DE-MCMC sampler outlined in the previous sections. Before proceeding, however, we first analyze a set of ancillary stellar data to gain initial information about the properties of the stellar activity. This information will be used to place priors on the GP hyperparameters. Previous studies have considered photometry (e.g. Haywood et al. 2014; Grunblatt et al. 2015) or spectroscopic measures (e.g. Affer et al. 2016) as constraints on the activity for the GP modeling. These ancillary data can be fit jointly or separately from the RVs; here we choose to fit them separately.

The first piece of ancillary information is the stellar rotation period, which has been estimated in previous studies. Rivera et al. (2005) used high-precision photometric modeling and measured it to be $\sim97$ days. Nelson et al. (2016) used HARPS spectra measurements of the activity-sensitive Hα absorption line and measured the periodicity to be $\sim95$ days. These prior estimates of the rotation period can be used as an informative constraint within the GP regression.

In addition to the rotation period, we use observations of the S-index, a measure of the emission from the Ca II H & K spectral lines and a well-known proxy for chromospheric magnetic activity. The S-index measurements from the four spectrographs are not expected to be normalized uniformly due to different calibration procedures. To account for this, we allowed the scale and offset of observations from each instrument to be free pa-

terms in the fit. The transformed observation from a given instrument, $s_{\text{trans},i}$, was therefore computed as $s_{\text{trans},i} = m_{\text{inst}}s_{\text{raw},i} + b_{\text{inst}}$ with $m_{\text{inst}}$ and $b_{\text{inst}}$ free parameters. An exception was the KECK/HIRES data, which had $m_{\text{HIRES}}$ fixed to equal 1. In effect, the observations from HARPS, APF, and PFS were calibrated to the scale of the Keck/HIRES data.

We applied a GP regression with a quasi-periodic covariance kernel, where now the log-likelihood is given by

$$\ln \mathcal{L}(s|\phi) = -\frac{1}{2}s^T K^{-1} s - \frac{1}{2} \ln(\det K) - \frac{n}{2} \ln(2\pi).$$

(6)

Here $s$ is the vector of the scaled and offset S-index measurements, where the instrumental offsets will converge to values that make the mean of $s$ equal to zero. The covariance function (see equation 1) did not include observational uncertainties (i.e. no $\sigma_{\text{obs}}^2(t_i)$ term), but it included a constant white-noise jitter parameter that was not instrument-specific. The free parameters were the GP covariance parameters and the instrument-dependent scale and offset parameters, $m_{\text{inst}}$ and $b_{\text{inst}}$.

We used DE-MCMC for parameter estimation with $N = 50$ chains. The prior distributions and parameter estimates resulting from the MCMC sampling are shown in Table 3. Of particular interest, we note that the fit identifies a 96.6$\pm$3.9 days stellar rotation period, which is consistent with previous estimates. Figure 2 shows the regression results with the best-fit kernel parameters. The results for the parameters $\lambda$, $\theta$, and $\omega$ will be used as priors in the RV fitting. The $h^2$ and $\sigma_{\text{fit}}^2$ estimates will not be used, however, because they are connected to the scale of the S-index measurements, which is distinct from the scale of the RV measurements.

4. FOUR-PLANET FIT

We first report the results of a coplanar, four-planet fit to the data. In this paper, we only consider coplanar configurations. Nelson et al. (2016) performed several different three-dimensional fits, including those that enforced dynamical stability for up to $10^7$ years. Their results strongly favor a very flat system configuration (\(|i_c-i_b| < 2.6^\circ\), \(|i_b-i_a| < 7.8^\circ\)) and suggest that long-term orbital stability is very sensitive to the planets’ mutual inclinations. (See in particular their Figure 4.)

In addition to providing support for our assumption of a coplanar configuration, the results of previous studies of the system allow us to concentrate on a relatively small MCMC sampling domain. We initialized the DE-MCMC Markov Chains using Gaussian distributions with means equal to the best-fit coplanar parameters from Rivera et al. (2010) and standard deviations equal to three times the reported uncertainties.
Figure 2. S-index observations versus time, as measured by the Keck/HIRES, HARPS, APF, and PFS spectrographs. In the Gaussian Process regression, the measurements were fit to a zero mean, but this plot shows the measurements with a vertical offset equal to one. The gray line shows the regression results, specifically the mean of the posterior predictive distribution conditioned on the data. The gray band is plus/minus the square root of the diagonal of the predictive covariance matrix. The inset figures show zoomed-in views of two sections of data. In these insets, we labeled the 96.6 ± 3.7 days stellar rotation period estimate obtained from the S-index fit.

Figure 3. The RV residuals, \( RV_{\text{obs}} - RV_{\text{mod}} \), obtained by subtracting the instrumental zero-point offsets and best-fit dynamical N-body model from the data. The remaining signal corresponds to the stellar activity-induced radial velocities and measurement noise. The solid gray line is the mean of the posterior predictive distribution conditioned on the residuals, and the shaded region represents plus/minus the square root of the diagonal of the predictive covariance matrix. The two zoomed-in panels in the lower half of the figure highlight the quasi-periodic variability at the 92.6 ± 3.3 days stellar rotation period estimated from the RV fit.
and upper uncertainties are the 16th and 84th percentiles.

Table 3. Prior distributions and parameter estimates of the GP regression to the S-index time series. The estimates reported are the posterior distribution means, and the lower and upper uncertainties are the 16th and 84th percentiles.

| Parameter | Prior distribution | Estimate |
|-----------|--------------------|----------|
| $h$ | $h \sim U[0, 0.25]$ | $0.063 \pm 0.008$ |
| $\lambda$ [days] | $\lambda \sim U[1, 600]$ | $125 \pm 50$ |
| $\theta$ [days] | $\ln \theta \sim U[-75, -120]$ | $(\theta = 96.26 \pm 3.45 \times 10^{-3})$ |
| $w$ | $w \sim U[0.05, 10]$ | $0.29 \pm 0.12$ |
| $\sigma_{\text{jit}}$ | $\sigma_{\text{jit}} \sim U[0, 0.2]$ | $0.11 \pm 0.004$ |

Scale and offset parameters

| Parameter | Prior distribution | Estimate |
|-----------|--------------------|----------|
| $m_{\text{HIRES}}$ | – | $1.0$ (fixed) |
| $b_{\text{HIRES}}$ | $b_{\text{HIRES}} \sim U[-2, 0]$ | $-1.02 \pm 0.014$ |
| $m_{\text{HARPS}}$ | $m_{\text{HARPS}} \sim U[1, 3]$ | $1.004 \pm 0.003$ |
| $b_{\text{HARPS}}$ | $b_{\text{HARPS}} \sim U[-2, 0]$ | $-0.83 \pm 0.069$ |
| $m_{\text{APF}}$ | $m_{\text{APF}} \sim U[1, 3]$ | $2.14 \pm 0.19$ |
| $b_{\text{APF}}$ | $b_{\text{APF}} \sim U[-2, 0]$ | $-0.95 \pm 0.48$ |
| $m_{\text{PFS}}$ | $m_{\text{PFS}} \sim U[1, 3]$ | $1.07 \pm 0.052$ |
| $b_{\text{PFS}}$ | $b_{\text{PFS}} \sim U[-2, 0]$ | $-0.87 \pm 0.063$ |

samples in a disfavored local minimum with $\lambda < 20$ days and/or with $w > 0.7$. This was based on our assumption that the RV noise should be correlated and therefore should not have small $\lambda$; the results may be sensitive to this assumption. The consistency between the GP parameter estimates in the $S$-index and RV fits provides confidence that we are indeed extracting stellar activity-induced RV noise. The comparison of the $\sim 93$-day rotation period with the $\sim 72$-day coherence timescale suggests that active regions on GJ 876 evolve on somewhat shorter timescales than a single rotation period. We also remark that we did not expect to see $\sigma_{\text{jit,HIRES}_{\text{pre}}} < \sigma_{\text{jit,HIRES}_{\text{post}}}$. This might be related to the handful of HIRES/post-upgrade outliers that are shown at the upper edge of the plot in Figure 3.

One planet parameter estimate of particular interest is the eccentricity of planet “e” ($0.057 \pm 0.039$), which is noticeably smaller than $0.119 \pm 0.05$ from Nelson et al. (2016) or $0.207 \pm 0.055$ from Rivera et al. (2010). (Note that our epoch is the same as Rivera et al. 2010 but different from Nelson et al. 2016.) This reduction in the estimate of $e_d$ may be related to our adoption of the GP model for correlated noise (Balucic 2011). Interestingly, our fit still suggests a non-zero value of $e_d$, but it is not as extreme as previously determined. This observation has relevance for understanding the tidal interactions between planet “d” and the host star, and their relation to eccentricity pumping induced by secular interactions with the resonant outer planets.

Figure 3 displays the residuals of the fit. The residuals account for the instrumental zero-point offsets and the dynamical N-body fit (see equation 2), such that the remaining signal is the stellar activity-induced RVs and measurement noise. The superimposed mean of the posterior predictive distribution displays the quasi-variability at the stellar rotation period, along with a smaller, longer-timescale variability. The comparison of the $S$-index fit (Figure 2) to the RV fit (Figure 3) demonstrates again that we recover stellar activity noise at a rotation period that is consistent with previous estimates (Rivera et al. 2005; Nelson et al. 2016). The figure also illustrates the particularly high quality of the HARPS and PFS velocities.

4.1. Comparison with a three-planet model

Nelson et al. (2016) used Bayesian model selection to compare the RV fits to three, four, and five planet models. They found the strongest evidence for the four-planet model, though the Bayes factor comparison to the model with just the three innermost planets was somewhat borderline. With our updated dataset and Gaussian Process stellar noise model, it is worthwhile to reanalyze the evidence for three or five planet models. The five planet model will be considered in the next

---

6 This may seem like an unusual decision, but we are using the same epoch as Rivera et al. (2010), so it makes sense to use their parameter estimates for the means. The choice is not crucial because all parameters converge well within the initial distributions.
Table 5. The best-fit planet parameters for the coplanar four-planet fit. The stellar mass is $M^* = 0.37\ M_\odot$ (Nelson et al. 2016). The osculating Keplerian orbital elements are reported in Jacobi coordinates at the epoch of the first observation, 2450602.09311 BJD. The estimates reported are the posterior distribution means, and the lower and upper uncertainties are $16^{th}$ and $84^{th}$ percentiles. Note that before calculating the means and percentiles for $\omega, M,$ and $\omega + M$, we wrapped their posterior distribution histograms so that the mode of each distribution was at the center. Subsequently, the means were modded to the range $[0^\circ, 360^\circ]$. In addition, before estimating $\lambda$ and $w$, we eliminated samples from chains that had become stuck in a disfavored local minimum with $\lambda < 20$ days and/or with $w > 0.7$. See the text for more details. The log-likelihood corresponding to this set of best-fit orbital parameters is $\ln \mathcal{L} = -1404.4$, which will be useful for later comparison.

Using a model with just the three innermost planets, we find that the maximum log-likelihood of the N-body/GP fit is $\ln \mathcal{L} = -1446$. The difference in the Bayesian Information Criterion (BIC) between the three and four-planet models is $\Delta \text{BIC} \approx 53$, in strong favor of the four-planet model and in agreement with the results of Nelson et al. (2016). It is therefore conclusive that the GJ 876 system contains at least four planets.

5. FIFTH PLANET SEARCH

Previous studies have suggested that GJ 876 could potentially host an additional planet in the resonant chain. Correia et al. (2010) conducted dynamical stability analyses with a $K = 1$ m/s object with different possible orbital configurations. At that time, only the innermost
three planets were known. Their results showed regions of stability beyond 1 AU or at ~0.083 AU ($P \sim 15$ days), corresponding to a 2:1 interior MMR with planet “c”. Gerlach & Haghighipour (2012) numerically integrated the system with all four known planets and also found a region of stability near $P \sim 15$ days. When they integrated one particular five-planet orbital configuration for longer, however, they found that it went unstable before $10^5$ years.

Before conducting a five planet RV fit with a planet in a $P \sim 15$ day orbit, we must first revisit this question of such a planet’s long-term stability and resonant participation.

5.1. Fifth planet stability and resonant participation

Starting with the best-fit parameters from the coplanar, four-planet model (see Section 4), we conducted a series of N-body integrations with a coplanar, 2.5 $M_\oplus$ ($K \approx 1$ m/s) body with a wide range of orbital elements. Each integration was initialized with random orbital elements in the ranges $P_{5\text{th}} \in [14.8, 15.2$ days], $e_{5\text{th}} \in [0, 0.3]$, $\omega_{5\text{th}} \in [0, 360^\circ]$, and $M_{5\text{th}} \in [0, 360^\circ]$. All integrations were performed with the Wisdom-Holman WHFast code (Rein & Tamayo 2015) that is part of the REBOUND N-body software package (Rein & Liu 2012). We used a timestep of 0.15 days, integrated for $10^4$ years, and employed symplectic correctors of order 11. In order to prevent unnecessary computation, we prematurely terminated any integration in which the $P \sim 15$ day planet underwent orbital instability with $(a - a_0)/a_0 > 0.1$.

The test integrations confirm a region of stability and resonant protection for a potential planet in a 2:1 interior MMR with planet “c”. Figure 4 shows the integration results projected onto $P_{5\text{th}}$ space. The top panel is colored by semi-major axis stability (specifically, the maximum fractional deviation from the beginning of the integration). The bottom panel is colored by the libration amplitude of the two-body resonant angle, $\phi_{2\text{th},5\text{th}} = 2\lambda_c - \lambda_{5\text{th}} - \omega_{5\text{th}}$. We find that the stable resonant configuration is asymmetric, with $\phi_{2\text{th},5\text{th}}$ librating around $\pm \sim 40^\circ$, and with both $\phi_{5\text{th},c,5\text{th}} = 2\lambda_c - \lambda_{5\text{th}} - \omega_c$ and the three-body angle, $\phi_{\text{Lap}} = \lambda_{5\text{th}} - 3\lambda_c + 2\lambda_5$, librating around $\pm \sim 70^\circ$. The reddest points in the diagram, indicated with the arrows, are the most stable (top panel) or deepest in resonance (bottom panel). Therefore, the orbital configuration that is most favorable has $P_{5\text{th}} \sim 15.03$ days and $e_{5\text{th}} \sim 0.15$. The test integrations also impose limits on the mean longitude; in order to be in resonance, $\lambda_{5\text{th}} \in [\sim 140^\circ, 250^\circ]$ or $[\sim 310^\circ, 410^\circ]$, where the reference is to the epoch of the fit in Table 3.

These test simulations – despite identifying a region of resonant protection/orbital stability – were only up to $10^4$ years. Is the $P \sim 15$ day body capable of surviving for long periods of time? To test this, we ran a small number additional simulations for $10^7$ years. Most configurations became unstable before the $10^5$ years was up, but many configurations did indeed stay in the stable asymmetric resonant configuration for the duration of the integration. Although $10^7$ years is still a fairly short length of time, these findings suggest that a long-lived, stable resonant configuration is plausible and is worth searching for in the RV data.

5.2. Five-planet fit

If the fifth planet is truly there, the RVs should show evidence for it, and the fit should converge in the small region of stable parameter space. We performed a coplanar, five-planet fit to the RV dataset. The Markov Chain initial distributions for the parameters of the four known planets, the covariance parameters, and the instrumental parameters were the same as in Section 4. The initial distributions of the potential fifth planet’s parameters were as follows: $P_{5\text{th}} \sim N(\mu = 15.0$ days, $\sigma = 0.1, a = 14.8, b = 15.2$) (a truncated
Gaussian), \( \epsilon_{5i}^{2} \sim \mathcal{N}(\mu = 0.15, \sigma = 0.05, a = 0, b = 0.5) \), \( \omega_{5i}^{2} \sim \mathcal{U}[0, 360^\circ] \), and \( M_{5i}^{2} \sim \mathcal{U}[0, 360^\circ] \). Similar to the four-planet fit (Section 4), we used the Gelman-Rubin diagnostic to monitor chain convergence.

The results of the five-planet fit do not show evidence for the existence of the additional planet. The maximum log-likelihood of the fit was \(-1405.6\), compared to \(-1404.4\) of the coplanar, four-planet fit (see Table 3). Even though the five-planet fit has more free parameters, the fact that the maximum \( L_{\text{5pl}} \) is slightly smaller than the maximum \( L_{\text{4pl}} \) indicates that the five-planet model is not favored. The constraint on \( K_{5i}^{2} \) from the marginalized posterior distribution was \( K_{5i}^{2} = 0.54 \pm 0.45 \) m/s. In terms of mass, this corresponds to \( m_{5i}^{2} = 1.29 \pm 0.29 \) m\( \oplus \). These estimates represent the approximate maximum RV semi-amplitude/planet mass that we have ruled out with this fit.

The conclusion regarding the potential fifth planet’s existence is clear when deduced using the GP regression for stellar activity modeling. Prior to adopting the GP approach, however, our analysis using a white noise model did seem to suggest some evidence for the \( P \sim 15 \) day planet’s existence.

These contradictory results might be understood as effects arising out of the correlated RV noise from stellar activity. Without the GP model accounting for correlated noise, the extra degrees of freedom of the five-planet model allow some of the noise to be absorbed, making it more favorable than a four-planet model. To the contrary, the extra degrees of freedom are not necessary when the correlated noise is better removed. This interpretation is still speculative. To examine it further, we conducted a series of fits with a set of GJ 876-like synthetic RV data. The results are summarized in the next section.

### 5.3. Synthetic data fits

The synthetic data analysis that we will now describe was designed to investigate the behavior of four-planet and five-planet fits to data with only four planets, while considering models that accounted for correlated noise and models that did not. We generated a four-planet, synthetic dataset as follows. We used the best-fit parameters of the four-planet fit (Table 3) and generated the corresponding N-body model at the timestamps of the real RV dataset. We then perturbed the model data with correlated and uncorrelated noise sources. The synthetic correlated noise was obtained by sampling from the predictive GP model conditioned on the residuals (i.e. the activity-induced RVs) of the four-planet fit. (These residuals were plotted in Figure 3.) The synthetic white noise was generated using the best-fit instrumental jitter parameters. For example, timestamps corresponding to the original APF data were perturbed with Gaussian random variables distributed according to \( \mathcal{N}(0, \sigma_{\text{jit,APF}}^{2}) \). We did not include instrumental zero-point offsets in the synthetic dataset.

We performed four different MCMC fits to the synthetic dataset, the configurations of which are displayed in Table 6. Here the “fit type” row signifies whether or not the Gaussian Process model was used. The “GP” fits were conducted as described in Section 3.2. The \( \chi_{\text{eff}}^{2} \) fits did not use the GP model; instead, the log-likelihood was calculated as \( \text{ln} \mathcal{L}(\mathbf{r} | \mathbf{\theta}) = -\chi_{\text{eff}}^{2}/2 \), with

\[
\chi_{\text{eff}}^{2} = \sum_{i=1}^{n} \frac{[\text{RV}_{\text{obs}}(t_{i}) - \text{RV}_{\text{N-body}}(t_{i}; \mathbf{\theta})]^{2}}{\sigma_{\text{obs}}^{2}(t_{i}) + \sigma_{\text{jit,inst}}^{2}} + \sum_{i=1}^{n} \ln \left[ \frac{\sigma_{\text{obs}}^{2}(t_{i}) + \sigma_{\text{jit,inst}}^{2}}{\sigma_{\text{obs}}^{2}(t_{i})} \right].
\]

This is a commonly-used formulation in which the RV noise is captured with white noise jitter parameters added in quadrature to the reported observational uncertainties. The table reports the maximum log-likelihood of the posterior samples for each of the four different MCMC fits. As before, the Gelman-Rubin diagnostic was used to measure chain convergence.

| fit type | # of planets in the fit | \( \chi_{\text{eff}}^{2} \) |
|----------|-------------------------|-----------------|
| GP       | 4 pl.                   | -1409.0         |
|          | 5 pl.                   | -1409.6         |
|          | \chi_{\text{eff}}      | -385.9          |
|          |                         | -376.0          |

For the GP model, \( \text{ln} \mathcal{L}_{\text{4pl}} > \text{ln} \mathcal{L}_{\text{5pl}} \), as expected. This implies that from the maximum log-likelihoods alone, we can correctly deduce that there is no evidence for five planets in the synthetic data. For the \( \chi_{\text{eff}}^{2} \) model on the other hand, \( \text{ln} \mathcal{L}_{\text{4pl}} < \text{ln} \mathcal{L}_{\text{5pl}} \). The discrepancy may be explained in that the extra degrees of freedom in the five-planet model allow for a reduction in the synthetic correlated noise, making the fit seem more favorable over the four-planet model. This is the case even though the stellar rotation period is much different from the planet’s \( P \sim 15 \) day period. Only through more advanced techniques – such as computations of Bayes factors for model selection (Nelson et al. 2016) – could one determine that the four-planet model is a better fit to the data.

So far we have only discussed comparisons of the maximum log-likelihoods of the fits. We also investigated
some finer details, such as the agreement of the posterior distributions between the GP and $\chi^2$ eff fits. We compared the marginalized posterior distributions of the 4 planet/GP fit with those of the 4 planet/$\chi^2$ eff fit. There were no significant differences between the widths of the posterior distributions in the GP fit and those of the $\chi^2$ eff fit, and the distributions of all parameters were generally consistent within uncertainty. An exception is the set of jitter parameters, which were smaller for the GP fit. This is expected given the structural differences between the models. There were also some interesting differences in the resonant libration amplitude estimates, but that will be discussed in next section.

To summarize the results of our experiments with four-planet synthetic data, the five-planet fit with a white noise model erroneously yielded a larger log-likelihood compared to the four-planet fit, but this was not the case with the GP correlated noise model. This might explain why the GP model did not show evidence for five planets in the real data, even though preliminary investigations without GPs did. Our results support previous works that show that using a GP model can help prevent spurious planet detections (e.g. Haywood et al. 2014; Rajpaul et al. 2015).

It is clear that the four-planet model is the best fit to the data. For the remainder of our analysis, we focus on the details of this model.

6. UPDATED DYNAMICAL CONSTRAINTS

With our final fit in place, it is of interest to consider how our characterization of the system differs from previous studies. Presumably, our extended RV dataset and GP noise model will have enabled the system parameter estimates to converge in a slightly more accurate and perhaps more stable part of parameter space.

6.1. Libration of the critical resonant angles

The best probes of the dynamical state of the system are the amplitudes of the various critical resonant angles. Table 7 displays estimates of the libration amplitudes of the primary resonant angles for the 2:1 MMR between planets “c” and “b” (first three rows), the 2:1 MMR between “b” and “e” (second three rows), the 4:1 MMR between “c” and “e” (next five rows), and the three-body 4:2:1 Laplace resonance involving “c”, “b”, and “e”.

The libration amplitude estimates in Table 7 were calculated using the set of converged chains from the coplanar, four-planet fit in Section 4. We took the parameters of $\sim$ 7500 of the posterior samples and integrated forward for $10^3$ years. All integrations were performed with REBOUND’s WHFast code (Rein & Liu 2012; Rein & Tamayo 2015) with a timestep of 0.15 days and symplectic correctors of order 11. The amplitudes of the critical resonant angles were computed using

$$\text{amp} = \sqrt{\frac{2}{N} \sum_{i=1}^{N} (\phi_i - \overline{\phi})^2},$$

(8)

where $i$ indexes over time, and $\overline{\phi}$ is the libration center. This calculation, which is consistent with that of Nelson et al. (2016), is a good approximation to the amplitude of a signal undergoing sinusoidal-type librations.

Generally speaking, the small libration amplitudes reported in Table 7 are consistent with the system being quite deep in resonance. The table summarizes the results for all posterior samples as an aggregate population. However, the phase space is actually divided into two separate domains (with a smooth transition between them):

1. A high energy, quasi-double apsidal corotation resonant (ACR) domain where the angles, $\phi_{be,c}$, $\phi_{ce,1}$, $\overline{\psi}_e - \overline{\psi}_b$, and $\overline{\psi}_e - \overline{\psi}_c$ all primarily librate but un-

| Angle | Cen. | Amp. | Amp.(N16) |
|-------|------|------|-----------|
| $\phi_{cb,c} = 2\lambda_b - \lambda_c - \overline{\psi}_c$ | 0° | 2.5 ± 0.3 | 4.0 ± 1.3 |
| $\phi_{cb,b} = 2\lambda_b - \lambda_c - \overline{\psi}_b$ | 0° | 10.4 ± 1.7 | 13.4 ± 1.4 |
| $\overline{\psi}_b - \overline{\psi}_c$ | 0° | 11.9 ± 1.9 | 14.7 ± 1.9 |
| $\phi_{ce,b} = 2\lambda_e - \lambda_b - \overline{\psi}_b$ | 0° | 25.0 ± 2.3 | 31.3 ± 11.9 |
| $\phi_{ce,c} = 2\lambda_e - \lambda_b - \overline{\psi}_c^a$ | 180° | 85.9 ± 8.3 | c |
| $\overline{\psi}_e - \overline{\psi}_c^a$ | 180° | 85.0 ± 9.3 | c |
| $\phi_{ce,0} = 4\lambda_e - \lambda_c - 3\overline{\psi}_e$ | 0° | 54.6 ± 3.2 | 67.5 ± 12.4 |
| $\phi_{ce,1} = 4\lambda_e - \lambda_c - 2\overline{\psi}_e - \overline{\psi}_e^a$ | 180° | 93.5 ± 3.5 | c |
| $\phi_{ce,2} = 4\lambda_e - \lambda_c - \overline{\psi}_e - 2\overline{\psi}_e$ | 0° | c | c |
| $\phi_{ce,3} = 4\lambda_e - \lambda_c - 3\overline{\psi}_e$ | 0° | c | c |
| $\overline{\psi}_e - \overline{\psi}_e^a$ | 180° | 86.3 ± 6.7 | c |
| $\phi_{Lap} = \lambda_e - 3\lambda_b + 2\lambda_e$ | 0° | 26.6 ± 1.4 | 33.0 ± 12.4 |

$a$These angles sometimes circulate, but they spend much time in libration.
dergo brief periods of circulation.

2. A lower energy, stable, double ACR domain where these angles purely librate. The apsidal lines of planets “c”, “b”, and “e” stay aligned and coprecess at the same average rate.

We will begin by focusing on the first domain – where the majority (~ 90%) of posterior samples reside – and on results applicable to the aggregate population of samples. The second domain will be discussed in detail in the next section.

Even in the case where \( \phi_{bc,c}, \phi_{ce,1}, \varpi_c - \varpi_b, \) and \( \varpi_e - \varpi_c \) sometimes circulate, amplitude calculations are still relevant because the angles spend much more time in libration than circulation. They thereby comprise significant terms in the disturbing function expansion. The fact that the secular angles, \( \varpi_c - \varpi_b \) and \( \varpi_e - \varpi_c \), are nearly always in libration about 180\(^\circ\) indicates that the equilibrium state of the system is a symmetric configuration in which the apsidal line of planet “e” quasi-coprecesses with the coprecessing apsidal lines of planets “c” and “b”. In the rare moments in time that \( \varpi_e - \varpi_b \) or \( \varpi_e - \varpi_c \) circulate, the eccentricity of planet “e” reaches a minimum, meaning that the circulation of the periapse is not dynamically significant. The triple conjunctions oscillate about a configuration with planets “c” and “b” at their periapses and planet “e” at its apoapse.

How does the average dynamical state of the system compare with previous characterizations? Table 7 also lists the libration amplitude estimates from the four-planet, coplanar fit of Nelson et al. (2016), reproduced for convenience from their Table 8. As apparent by comparing our estimates with theirs, the system appears to be deeper in resonance than previously thought; all angles are librating with smaller amplitudes.

One potential concern in this comparison is that our estimates were calculated using 10\(^5\) year integrations, while those of Nelson et al. (2016) used 10\(^7\) year integrations. If there is systematic drift in the libration amplitudes, that could contribute to the observed differences. To test this, we took 15 of the posterior samples and integrated those systems for 10\(^7\) years. We calculated the resonant amplitudes in 100 10\(^5\) year-long segments. The amplitudes drift stochastically but do not appear to do so in a strongly systematic fashion. The mean libration amplitudes resulting from 10\(^5\) year integrations should be sufficient for comparison.

It does therefore seem to be the case that the system is deeper in resonance than previously thought. This is true in the average sense, when considering posterior samples residing in both of the two domains delineated above. The detailed implications of this will be examined in the next section. First, however, we will take a moment to consider why it is the case that we find the system to be deeper in resonance.

It is possible that the resonant libration amplitudes are lower because we are using a model that accounts for correlated RV noise. We investigated this hypothesis by inspecting the synthetic data fits that we produced in Section 5.3. We took ~ 3500 posterior samples each from the 4 planet/GP fit and 4 planet/\( \chi^2_{\text{eff}} \) fit and measured their resonant libration amplitudes in the same manner as discussed at the beginning of this subsection. Interestingly, we find that the libration amplitude estimates of the \( \chi^2_{\text{eff}} \) fit are systematically different than those of the GP fit. The posterior means for the amplitudes of all resonant angles are larger in the \( \chi^2_{\text{eff}} \) fit. They are larger by 1\( \sigma \) on average. Meanwhile, the posterior means of the GP fit are close to the input values of the synthetic data. For the \( \chi^2_{\text{eff}} \) fit, there is also a significantly smaller number of posterior samples in the double apsidal corotation domain of phase space compared to the GP fit.

This analysis with synthetic RV data therefore suggests that estimates of the resonant libration amplitudes are sensitive to the choice of the stellar activity model. For our particular choice of model for correlated RV noise, we find smaller resonant libration amplitudes than if we assume the stellar activity noise is uncorrelated. To be fully decisive, however, this study would require tests involving a suite of synthetic datasets with different resonant libration amplitudes.

6.2. Is GJ 876 at the resonant fixed point?

As mentioned previously, a subset of our posterior samples are in a lower energy domain of phase space corresponding to a stable double apsidal corotation resonance, in which the angles, \( \phi_{bc,c}, \phi_{ce,1}, \varpi_c - \varpi_b, \) and \( \varpi_e - \varpi_c, \) are purely librating. This configuration of the system is also associated with lower libration amplitudes for all other resonant angles, especially \( \phi_{\text{Lap}} \). That is, if we were to select the subset of posterior samples for which \( \phi_{\text{Lap}} \) is deepest in resonance, they would all be in the double ACR domain. The existence of these low energy, deeply resonant, double ACR configurations is fully consistent with the phase space mapping of Martí et al. (2016).

Figure 5 displays the orbital evolution of one such posterior sample corresponding to a stable, double ACR configuration. The evolution is plotted in the frame rotating with the mean apsidal precession rate shared by the three resonant planets. The narrowness of the orbits of “c” and “b”, particularly in comparison to those of “d” and “e”, shows how incredibly stable they are. Similarly, the traces of the star-periapse lines and the planet positions at conjunctions (shown in yellow) also convey the depth and stability of the mean-motion and
Figure 5. An illustration of the GJ 876 orbital evolution in configuration space in a frame that rotates with the shared mean apsidal precession rate (40.98° yr\(^{-1}\)) of planets “c”, “b”, and “e”. In this depiction, the planets orbit counterclockwise on their orbits, and the orbits themselves regress clockwise, as shown by the left-pointing arrow. The traces of the star-periapse lines are plotted for the outer three planets, illustrating the amplitudes of libration of the apses around perfect corotation. The yellow regions trace the positions of the planets at conjunctions, specifically, the “c”/“b” conjunctions for planets “c” and “b” and the “b”/“e” conjunctions for planet “e”.

secular apsidal corotation resonances. For this particular orbital evolution, the amplitude of \(\phi_{\text{Lap}}\) is \(\sim 10°\). We observed with an animation of the orbital evolution in this rotating frame that the precession rates of planets “b” and “e” tend to be coordinated. For instance, when the apsidal line of planet “b” is furthest clockwise, so is that of planet “e”. The system spends the most time at these extremes.

Which domain of phase space is the system actually in then? The quasi-double ACR or the pure-double ACR (such as that pictured in Figure 5)? Recall from Section 6.1 that our updated characterization suggests the average system to be deeper in resonance than determined by Nelson et al. (2016). It turns out that this observation is an example of a larger trend that has held true throughout the history of published GJ 876 characterizations.

In Figure 6, the published literature values of the libration amplitudes of three critical resonant angles are plotted as a function of the number of RV observations contributing to the characterization of the system. The RV count does not include measurements from ELODIE, CORALIE, or Lick Observatory, since observations from Keck, HARPS, and PFS are significantly higher quality.

Of course, the number of RV measurements is not the only factor affecting how precise of a system characterization would be available. Data quality, temporal sampling, and baseline are also significant. Here, however, we are simply looking for first-order trends.

Figure 6 shows that the reported resonant libration amplitudes decreased monotonically as the dataset grew and more precise characterizations became available. In other words, authors have concluded the GJ 876 system to be deeper in resonance upon each successive characterization, prompting the question of whether the true state of the system might be even deeper in resonance than implied by our characterization. However, one must be careful not to read too much into this tentative trend. The studies we are referencing have used a variety of analysis techniques, including both Bayesian and non-Bayesian methods, so the comparison between them is not well-calibrated.

Nevertheless, the apparent trend in literature value libration amplitudes over time is suggestive that the system may be very deep in resonance. It is plausible that GJ 876 is maximally damped and located very close to the resonant fixed point. This possibility is also supported by two findings from the previous section: 1) the existence of deeply-resonant, double ACR configurations among the posterior samples and 2) the potential bias towards larger libration amplitude estimates when using a white noise model as compared to a correlated noise model. Unfortunately, we cannot yet know with certainty which state the system is in. Any effort to converge further would require next-generation RV instruments.

The state of the system and its proximity to the resonant fixed point is also closely linked to the degree of dynamical chaos. This is our next area of exploration.

6.3. Chaotic orbital evolution

The rapid yet bounded dynamical chaos exhibited by the GJ 876 system is a curiosity that has been examined by several authors (Rivera et al. 2010; Martí et al. 2013; Batygin et al. 2015; Nelson et al. 2016; Martí et al. 2016). Here we briefly remark on the properties of the chaos suggested by our new characterization of the system. We consider differences between the high energy quasi-double ACR and the low energy pure-double ACR solutions.

We begin with the high energy configuration. In agreement with previous results, the system’s orbital evolution is chaotic on short timescales. This may be illustrated by the ergodicity (filling of phase space) of the trajectory of \(\phi_{\text{Lap}}\). In Figure 7, we show the time evolution of \(d\phi_{\text{Lap}}/dt\) vs. \(\phi_{\text{Lap}}\) for a \(\sim 500\) year integra-
separation in the resonant phase space (Lichtenberg & Lieberman 1989; French et al. 2015). We discussed in Section 6.1 that the resonant angles $\phi_{bc,e}, \phi_{cb,b}$, and $\phi_{Lap}$ transition between libration and circulation. This signals that the system does not stay in one domain of phase space, but rather regularly crosses the resonant separatrix. In contrast, the analogous four resonant angles in the Galilean satellite system are all strictly circulating (Peale 1986).

Previous characterizations of the GJ 876 system have suggested a startling small Lyapunov timescale on the order of decades (Rivera et al. 2010; Balicza 2011; Batygin et al. 2015; Nelson et al. 2016; Martí et al. 2016). The Lyapunov timescale is a measure of the rate of exponential divergence of nearby trajectories in the phase space of a chaotic system (Murray & Dermott 1998). If two trajectories are separated by a distance $d_0$ at time zero, their separation as a function of time grows as

\[ d = d_0 \exp(t/\tau). \]  

The Lyapunov time, $\tau$, is the time for the displacement to grow by a factor of $e$:

\[ \tau^{-1} = \lim_{t \to \infty} \frac{\ln(d/d_0)}{t}. \]  

The Lyapunov time is related to the maximum Lyapunov characteristic exponent, $\gamma$, by $\tau = \gamma^{-1}$.

Recently, Nelson et al. (2016) computed a Lyapunov timescale of the system of approximately $\sim 10$ years, consistent with the analytic estimate of Batygin et al. (2015). We utilized the maximal Lyapunov characteristic exponent code (Rein & Tamayo 2016) that is part of the REBOUND N-body software package (Rein & Liu 2012) to estimate the Lyapunov time for our new characterization of the system. The calculation proceeds by integrating the N-body equations of motion simultaneously with the variational equations, which govern the evolution of small perturbations to an orbit (see e.g., Lichtenberg & Lieberman 1989; Mikkola & Innanen 1999; Cincotta et al. 2003; Hinse et al. 2010). The variational method (as opposed to the two-particle shadow method) is the same approach employed by Nelson et al. (2016).

Considering approximately 300 samples from our best-fit, non-double ACR chains from Section 4, REBOUND’s variational code estimates the Lyapunov time to be $\sim 72 \pm 30$ years. This several decades-long estimation is slightly longer than that determined by Batygin et al. (2015), Nelson et al. (2016), and Martí et al. (2016), but it is not significantly inconsistent. For systems in the low energy double ACR, the Lyapunov time is significantly longer and more variable, $\log_{10} \tau[^{\text{years}}] = 3.7 \pm 1.4$. This is consistent with the findings of Batygin et al. (2015) and Martí et al. (2016),
who identified the existence of significantly less chaotic configurations in phase space.

The nature of the dynamical chaos in the system, including its magnitude and characteristic timescale, is closely linked to theories of the system’s formation. Batygin et al. (2015) examined potential assembly scenarios of a chaotic Laplace resonance through stochastic, convergent migration. In the case of a chaotic system with non-negligible libration amplitudes, they showed that the gas disk must be sufficiently turbulent so as to prevent the system from settling into a quasi-periodic, maximally damped configuration. At the same time, however, the disk must be laminar enough so as to not inhibit resonant capture. Given that both high energy, vigorously chaotic and low energy, more regular solutions are consistent with the RV data, there are significant limits on our ability to say much about the magnitude of turbulence that was present in the primordial disk.

7. SUMMARY

Within the current planetary census, few exoplanet systems are better suited to the study of resonance (and specifically, the formation of resonant chains) than Gliese 876. The system exhibits extreme resonant perturbations on readily observable timescales; this owes to the system’s large planet-star mass ratio\(^7\), the low-order MMRs, and the significant eccentricities. Moreover, resonant systems like GJ 876 contain clues to the early disk migration processes required to form them, thereby helping illuminate some aspects of this still highly unconstrained mechanism. It is therefore worthwhile to maintain an up-to-date characterization of this exemplary planetary system.

We presented six years of Keck/HIRES, HARPS, APF, and PFS radial velocity measurements of GJ 876, which collectively more than doubled the size of the existing dataset. We employed a complex RV fitting procedure – complete with a computationally efficient Wisdom-Holman symplectic N-body integrator and a Gaussian Process model for correlated stellar activity-induced RV noise – and derived new estimates of the system parameters. Throughout our RV modeling, we used the assumption of a coplanar system architecture, which was supported by previous work that determined that the mutual orbital inclinations must be very low to ensure long-term stability (Nelson et al. 2016).

The posterior samples are available at https://github.com/smillholland/GJ876 and archived at 10.5281/zenodo.1149601. The samples were not explicitly checked for long-term stability. Performing long-term dynamical integrations may permit further constraint on the system parameters (Nelson et al. 2016; Tamayo et al. 2016). Among the new parameter estimates, of particular interest is a significantly smaller value for the eccentricity of the innermost planet; the elevated eccentricity estimates (\(\gtrsim 0.1\)) of previous characterizations had hitherto been a challenge to explain given the short tidal circularization time expected for such a close-in planet.

The system appears capable of hosting a fifth planet with \(P \sim 15\) days in a long-lived, asymmetric resonant configuration with \(\phi_{\text{31e},e,e} = 2\lambda_e - 5\lambda_{\text{th}} - \varpi_e\) and the three-body Laplace angle, \(\phi_{\text{Lap}} = \lambda_{\text{th}} - 3\lambda_e + 2\lambda_c\), both librating about \(\pm 70^\circ\). The RVs, however, suggest no evidence for such a planet. As part of our fifth planet search, we performed experiments with synthetic RV data. The results underscore the importance of properly accounting for stellar activity-induced RVs, even if the magnitude of the noise is not very large.

We find that the system is decidedly deeper in resonance than previous studies have suggested; all of the critical resonant angles are librating with smaller amplitudes. We surmise that this results from the expanded RV dataset and the more detailed handling of correlated stellar noise. It is possible that this a general rule that applies to other resonant systems as well. This possibility is supported by our experiments with synthetic RV data. We found that a fit to synthetic data that used a white noise model resulted in systematically larger libration amplitude estimates compared to a fit that used a correlated noise model.

Moreover, as the RV dataset has grown over time, the published libration amplitude estimates have decreased monotonically (Figure 6). This may suggest that the system is even deeper in resonance than implied by our system characterization, since imperfect accounting of stellar and measurement noise could plausibly manifest as inflation of the libration amplitude estimates. The prospects of fully converging, however, are likely only possible with next generation RV instruments and with even more advanced stellar noise handling.

Our posterior samples are consistent with two different configurations in phase space. The first domain, where \(\sim 90\%\) of the posterior samples reside, is a high energy, quasi-double apsidal corotation resonance (ACR), in which the apsidal line of planet “e” quasi-coprecipess with the coprecessing apsidal lines of planets “c” and “b”. The secular angles, \(\varpi_c - \varpi_e\) and \(\varpi_c - \varpi_b\), are nearly always librating about 180° and circulate when \(e_c\) is minimized. The second domain is a low energy, pure double ACR, where the libration amplitudes of all critical angles are small, and the apsidal lines of plan-

\(^7\) The ratio of the sum of the planet masses in GJ 876 to the stellar mass is \(\sim 0.009\). By comparison, the ratio for Kepler-223, a system containing a four-planet resonant chain, is \(\sim 6.8 \times 10^{-5}\), or more than two orders of magnitude smaller.
ets “c”, “b”, and “e” are corotating. This region is also more stable, has a much longer Lyapunov timescale, and is associated with a significantly smaller libration amplitude for the Laplace angle.

The RV data does not yet have the precision to reveal with certainty whether the system is in the quasi-regular or more vigorously chaotic domain. However, the observed trend of the literature value libration amplitude estimates over time is suggestive that the system might be nearly maximally damped and close to the fixed point in the resonant phase space. The depth of the system within the resonant potential well is not merely an esoteric intrigue. It has important implications for understanding the environment of the primordial disk, since the amplitude of the resonant librations and the degree of chaos are probes of turbulence during the system’s early dissipative evolution. Gliese 876 is by many accounts the archetype of known resonant planetary systems. In this sense, it offers one of the best avenues for illuminating the conditions under which planets can arise.
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