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Abstract

In a recent study, Bryant, Francis and Steel investigated the concept of “future-proofing” consensus methods in phylogenetics. That is, they investigated if such methods can be robust against the introduction of additional data like added trees or new species. In the present manuscript, we analyze consensus methods under a different aspect of introducing new data, namely concerning the discovery of new clades. In evolutionary biology, often formerly unresolved clades get resolved by refined reconstruction methods or new genetic data analyses. In our manuscript we investigate which properties of consensus methods can guarantee that such new insights do not disagree with previously found consensus trees, but merely refine them, a property termed monotonicity. Along the lines of analyzing monotonicity, we also study two established supertree methods, namely Matrix Representation with Parsimony (MRP) and Matrix Representation with Compatibility (MRC), which have also been suggested as consensus methods in the literature. While we (just like Bryant, Francis and Steel in their recent study) unfortunately have to conclude some negative answers concerning general consensus methods, we also state some relevant and positive results concerning the majority rule (\(\cup\)) and strict consensus methods, which are amongst the most frequently used consensus methods. Moreover, we show that there exist infinitely many consensus methods which are monotonic and have some other desirable properties.
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1 Introduction

In phylogenetics, consensus methods play a fundamental role concerning tree reconstruction and are therefore often used in biological studies (cf. [1–3]). For instance, when different genes of the same set of species lead to different gene trees or when different tree reconstruction methods come to different results, it may be hard to decide which of the given trees is the “true” tree in the sense of coinciding with the underlying (unknown) species tree. This is where consensus methods come into play — they use certain rules to summarize a set of trees to form a consensus tree. There are various such methods used in biology, which is why it makes sense to classify them according to their properties, some of which are desirable, while others might be undesirable. Several approaches in this regard have been made in the literature. Most prominently, Day and McMorris gave an
overview of certain axioms and paradigms used to categorize consensus methods [4]. This axiomatic approach seems to have been inspired by the famous Arrovian result on weak orders [5], then considered in the area of partitions by Mirkin [6], before finally being considered in more tree-like contexts, outlined by McMorris and Powers in [7]. One popular axiom (e.g. discussed in [4, 7, 8]) is monotonicity, which was originally introduced in [8] as an example for a desirable property of consensus methods [4, Chapter 1.2] and which we will re-visit in the present manuscript, along with a new criterion which we will coin non-contradiction.

As stated above, differing consensus methods can lead to differing consensus trees. However, even if you stick to one consensus method, its outcome might change when new input data are discovered. This is why it is important to determine how “future-proof” consensus methods are. In a recent study [9], Bryant, Francis and Steel investigated the properties of consensus methods in an axiomatic manner (similar to the approach suggested in [4]), proposing three simple conditions that a consensus method should obey, referring to any such method as regular. The purpose of the article was to investigate how “future-proof” consensus methods are. In particular, the authors investigated associative stability (i.e., robustness against the introduction of additional trees) as well as extension stability (i.e., robustness against the introduction of additional species). Unfortunately, the authors found that such future-proofing so-called regular methods (which we will formally define later on) is impossible, as these consensus methods cannot be extension stable [9]. Moreover, while regularity and associative stability are possible at the same time, a consensus method cannot be regular, associatively stable and Pareto (another desirable property) on so-called rooted triples [10]. In summary, the combination of certain desirable properties is not possible in any consensus method.

In the present paper we investigate a related question – can a consensus method be robust against refinement of the input trees? This question is relevant, as often formerly unresolved clades in known phylogenetic trees get resolved by new genetic analyses or refined tree reconstruction methods. This implies that a given set of input trees might be changed in the sense that new clades are added rather than new species or entirely new trees as in [9], and the main purpose of the present manuscript is to analyze the impact of this scenario on consensus methods. In the literature, consensus methods which have the property that refining some of the input trees might refine the consensus tree, but not generate a new consensus tree contradicting the previous one, are referred to as monotonic.

In addition to monotonicity of consensus methods, we also study two supertree methods, namely Matrix Representation with Parsimony (MRP) and Matrix Representation with Compatibility (MRC). These methods are sometimes considered as consensus methods in the literature in cases in which all input trees employ the same set of leaves. However, there is some ongoing debate about the usefulness of supertree methods in the context of consensus trees [11, 12], because these methods do not necessarily lead to a unique tree and thus in some cases require another consensus method to summarize all resulting trees. However, we will show in the present manuscript that even in the ideal case in which these methods do lead to a unique tree, they are not future-proof – neither in the sense of adding new species (thus complementing the study of [9]) nor in the sense of resolving new clades.

While the above mentioned findings might be considered “bad news”, we also show that majority rule consensus methods (including the strict consensus) are indeed monotonic, i.e., they are robust against the new resolution of formerly unresolved input trees. Moreover, we show that there exist infinitely many consensus methods which are regular and monotonic, and even non-contradictory (which is yet another desirable property we will define subsequently) – even if the class of such methods does not contain some of the established methods like loose consensus or Adams consensus. This paves the way for future research, namely concerning the search for new consensus methods which have these desirable properties and are biologically plausible. Such methods could have huge potential in replacing some of the existing consensus methods.

2 Preliminaries

Before we can present our results, we need to formally introduce the most important concepts discussed in this manuscript.
Figure 1: All phylogenetic $X$-trees for $X = \{1, 2, 3, 4\}$. The Newick formats of the given trees are $T_1 = (1, 2, 3, 4)$, $T_2 = ((1, 2), 3, 4)$, $T_3 = ((1, 3), 2, 4)$ and $T_4 = ((1, 4), 2, 3)$. Here, we have $\Sigma'(T_1) = B'(T_1) = \emptyset$ and $\Sigma'(T_2) = \{12\}$, and thus $B^*(T_2) = \{1100\}$, for instance. Moreover, we have $T_1 \leq T_2$, $T_1 \leq T_4$, and $T_1 \leq T_4$, but there is no such relation between $T_2$, $T_3$ and $T_4$.

2.1 Basic phylogenetic concepts

In the following, let $X$ be a finite set, typically a set of taxa or species, but for simplicity, we may also assume without loss of generality that, whenever $|X| = n$, we have $X = \{1, \ldots, n\}$. A phylogenetic $X$-tree $T$ is a connected acyclic graph whose leaves are bijectively labelled by the elements of $X$. If there is one distinguished node $\rho$ referred to as the root of the tree, then $T$ is called rooted; otherwise $T$ is called unrooted. Trees are often denoted in the (non-unique) Newick format (cf. [13]), which uses nested brackets in such a way that two closely related species are grouped closely together, cf. Figure 1. Typically, the uppermost level of the nesting is supposed to refer to the root if $T$ is rooted. Possible Newick formats for several unrooted trees can be found in the caption of Figure 1. The rooted trees from Figure 2 can be denoted in the Newick format as follows: $((((1, 2), 3), (4, 5, 6)), (((1, 5), 4), (3, 2, 6)))$ denotes $T_1$, $(((1, 5), 4), (3, 2, 6)))$ denotes $T_2$, and $((2, 3), 1, 6, (4, 5))$ denotes $T_3$.

Let $RP(X)$ and $UP(X)$ denote the set of rooted and unrooted phylogenetic trees on $X$, respectively. Then, a profile of trees is an ordered tuple $(T_1, \ldots, T_k)$ of trees such that $T_1, \ldots, T_k \in RP(X)$ or $T_1, \ldots, T_k \in UP(X)$ (that is, the trees in a profile must all be rooted or all be unrooted, and they must all refer to the same taxon set $X$).

We now first turn our attention to unrooted trees. A bipartition $\sigma$ of $X$ into two non-empty and disjoint subsets $A$ and $B$ is called an $X$-split (or split for short), and is denoted by $\sigma = A|B$. There is a natural relationship between $X$-splits and the edges of an unrooted phylogenetic $X$-tree $T$, because the removal of an edge $e$ induces such a bipartition of $X$. An $X$-split with $\min(|A|, |B|) = 1$ is called trivial. In the following, the set of all induced (non-trivial) $X$-splits of $T$ will be denoted by $\Sigma(T)$ (or $\Sigma^*(T)$, respectively). Note that two $X$-splits $\sigma_1 = A|B$ and $\sigma_2 = \tilde{A}|\tilde{B}$ are called compatible if and only if at least one of the intersections $A \cap \tilde{A}$, $A \cap \tilde{B}$, $B \cap \tilde{A}$ or $B \cap \tilde{B}$ is empty. It is well-known (the so-called Buneman theorem or splits-equivalence theorem) that each set of pairwise compatible splits uniquely defines a tree, which can be found by the Tree Popping algorithm [14, 15].

Non-trivial splits can also be coded as so-called binary characters as follows: If $\sigma = A|B$, the corresponding binary character is simply the function $f : X \to \{0, 1\}$ with

$$f(x) = \begin{cases} 1 & \text{if } x \in A, \\ 0 & \text{if } x \in B, \end{cases}$$

and this often gets denoted by the shorthand $f(1)f(2) \ldots f(n)$. Moreover, we may assume without loss of generality that $f(1) = 1$, because we consider characters equivalent if they correspond to the same $X$-split, even if the roles of 0 and 1 are interchanged. We denote the set of non-trivial binary characters induced by a phylogenetic $X$-tree with $B^*(T)$. 
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In the rooted setting, instead of considering splits we consider clusters. A clade of a rooted phylogenetic tree $T$ is a pendant subtree $T'$ of $T$, and a cluster is the set of leaves $Y \subseteq X$ of such a pendant subtree $T'$ of $T$. Note that every vertex of a rooted phylogenetic tree $T$ induces a cluster as it can be regarded as the root of such a subtree of $T$. Clusters of sizes 1 and $n$ are called trivial. We denote the set of all clusters of a rooted phylogenetic tree $T$ by $C(T)$, and the set of its non-trivial clusters by $C^\ast(T)$. Note that every cluster $Y \subseteq X$ induces an $X$-split, namely $\sigma = Y \setminus (X \setminus Y)$ (note that if $Y = X$, $Y$ does not induce an $X$-split, which is why the condition $Y \subset X$ is crucial). In the following, we call two clusters $c_1, c_2$ compatible if we have $c_1 \sqsubseteq c_2$ or $c_2 \sqsubseteq c_1$ or $c_1 \cap c_2 = \emptyset$. Note that this necessarily implies that the splits induced by $c_1$ and $c_2$ are also compatible if and only if $c_1$ and $c_2$ are compatible.

It is a direct consequence of the Buneman theorem that a rooted phylogenetic tree $T$ is fully determined by $C^\ast(T)$, and $T$ can be reconstructed from $C^\ast(T)$ with the BUILD algorithm [16]. The last concept we need to recall before we can turn our attention to consensus methods is the partial order $\leq$. For two rooted (or unrooted) phylogenetic trees $T_1$ and $T_2$, we say $T_2$ refines $T_1$ or $T_2$ is a refinement of $T_1$ and denote this by $T_1 \preceq T_2$, whenever $C(T_1) \subseteq C(T_2)$ (or $\Sigma(T_1) \subseteq \Sigma(T_2)$, respectively, cf. Figure 1). Note that a tree that has no refinement except for itself is called fully resolved.

### 2.2 Consensus methods

We are now finally in the position to introduce the most important concept underlying this manuscript.

**Definition 2.1.** A rooted consensus method (resp. unrooted consensus method) is a function $\phi$ that, for every set $X$ of taxa and every number $k \geq 1$, associates with each profile of $k$ trees from $RP(X)$ (resp. $UP(X)$) a unique corresponding tree in $RP(X)$ (resp. $UP(X)$).

Note that the trees occurring in a profile $P$ of trees will subsequently often be referred to as input trees, and the tree returned by a consensus method will then often be called the output tree.

Following [9], we call a consensus method $\phi$ regular if it obeys the following three properties:

1. **Unanimity:** If the trees in $P$ are all the same tree $T$, then $\phi(P) = T$.
2. **Anonymity:** Changing the order of the trees in $P$ does not change $\phi(P)$.
3. **Neutrality:** Changing the labels on the leaves of the trees in $P$ simply relabels the leaves of $\phi(P)$ in the same way.

The stated properties are needed to make the consensus biologically plausible and mathematically interesting. More detailed background concerning regular consensus methods can be found in [9].

A reasonable request for a consensus tree might be that every cluster in the output has some evidence in the input tree - e.g., is present in at least one tree in the input profile. Note that some consensus methods $\phi$ have this property, i.e., if $P = (T_1, \ldots, T_k)$ is a profile of phylogenetic $X$-trees, for every cluster $c$ (or split $\sigma$, respectively) in $\phi(P)$, there is at least one tree $T_i$ that displays $c$ (or $\sigma$). Consensus methods with this property are referred to as co-Pareto in the literature [8, 17, 18].

However, one of the primary aims of this paper is to consider and analyze the following two concepts, namely monotonicity, which has already been discussed in the literature, and non-contradiction, which is a property we will introduce in the present manuscript. We start with monotonicity.

**Definition 2.2.** Let $\phi$ be a consensus method. If, for any pair of profiles $P = (T_1, \ldots, T_k), P' = (T'_1, \ldots, T'_k)$ with $T_i \preceq T'_i$ for each $i \in \{1, \ldots, k\}$, we have $\phi(P) \preceq \phi(P')$, then $\phi$ is referred to as monotonic.

Another natural property that might be desirable for a consensus method is that of being non-contradictory. This can be viewed as a relaxation of the co-Pareto property: One might wish for a consensus tree which, at
least, does not contradict every tree in the input profile (even if the input profile does not contain a single tree that displays a certain clade or split). We now formally define this property.

**Definition 2.3.** A consensus method is termed non-contradictory if each cluster (or split, respectively) of the output tree is compatible with at least one tree in the input profile, where a cluster (or split) is called compatible with a tree if it is pairwise compatible with all its induced clusters (or splits, respectively).

We now list three of the most frequently used consensus methods.

**Definition 2.4.** Let $\mathcal{P}$ be a profile of trees $(T_1, \ldots, T_k)$. Then the following rules define ways to form a consensus tree:

- **Strict consensus** (strict): The strict consensus tree $\text{strict}(\mathcal{P})$ contains precisely all clusters (in the rooted setting), respectively all splits (in the unrooted setting) that are present in all trees $T_i \in \mathcal{P}$.

- **Loose (or semi-strict) consensus** (loose): The loose consensus tree $\text{loose}(\mathcal{P})$ contains precisely all clusters (or splits, respectively) that are present in at least one tree $T_i \in \mathcal{P}$ and that are not incompatible with any split induced by any tree in $\mathcal{P}$.

- **Majority rule consensus** ($\text{MR}$): Let $p > 50$. Then, the majority-rule consensus tree $\text{MR}_p(\mathcal{P})$ contains precisely all clusters (or splits, respectively) that are present in at least $p\%$ of the trees $T_i \in \mathcal{P}$. Note that whenever there is no ambiguity concerning $p$ or whenever a statement holds for all possible choices of $p > 50$, we may simply write $\text{MR}(\mathcal{P})$ rather than $\text{MR}_p(\mathcal{P})$.

For all three consensus methods mentioned in Definition 2.4, the respective consensus tree $\phi(\mathcal{P})$ exists and is unique. For majority rule (and thus also strict) consensus, this was shown in [19], and for loose consensus this follows directly from the definition.

**Remark.** Let $\mathcal{P}$ be a profile of (rooted or unrooted) phylogenetic $X$-trees. Then, it can be easily seen by Definition 2.4 that $\text{strict}(\mathcal{P}) \leq \text{MR}(\mathcal{P})$.

Next, we want to introduce two more classic consensus methods, namely the Adams and the Aho consensus, which are both only defined for rooted trees. Our definitions are based on [9], but for further details, we refer the reader also to [20].

We start with **Adams consensus**. In order to build the Adams consensus tree for a profile $\mathcal{P}$ of rooted phylogenetic $X$-trees, we start by considering the partition $\Pi(X)$, which is defined as the non-empty intersections of the maximal clusters of the trees in $\mathcal{P}$ other than $X$. Note that $\Pi(X)$ will correspond to the maximal clusters in the consensus tree. Once this partition $\Pi(X)$ is determined, we take each element of $\Pi(X)$ and recursively repeat this procedure for the respective subset of taxa until it has size one and thus cannot be refined anymore. This eventually produces a set of compatible clusters on $X$, which then can be assembled into a unique tree. An example for the Adams consensus tree is given in Figure 2.

Similarly, for **Aho consensus**, we construct a partition $\Pi(X)$ that also gets recursively refined, but in this case, $\Pi(X)$ equals the connected components of the graph $(X, E_p)$, where there is an edge $\{x_1, x_2\} \in E_p$ precisely if there exists $x_3 \in X \setminus \{x_1, x_2\}$ such that the subtree $((x_1, x_2), x_3)$ is contained in all trees of $\mathcal{P}$. An example for the Aho consensus tree is given in Figure 2.

In both cases, the hierarchy induced by the recursive partitioning can be used to reconstruct a unique rooted tree (which we refer to as $\phi_{Ad}(\mathcal{P})$ or $\phi_{Aho}(\mathcal{P})$, respectively) using the so-called BUILD algorithm [16].

**Remark.** By [9, p. 613], “All standard phylogenetic consensus methods (e.g., strict consensus, majority rule, loose consensus, and Adams consensus)” are regular. It is easy to see that this, too, applies to Aho consensus.

We now turn our attention to two supertree methods, which also sometimes appear in the context of consensus trees.
2.3 MRP and MRC

In the literature one can find various methods to construct supertrees from (multi)sets of input trees. One difference to our setting is that these input trees need not coincide in their taxon sets. However, in the supertree setting, too, input trees might come with conflicting information, in which case the supertree corresponds to some sort of consensus. This is why supertree methods have also been regarded as consensus methods by some authors [12, 20, 21], even if there is an ongoing debate as to whether this is justified [11, 12].

The reason why it is not straightforward to regard supertree methods as consensus methods is that a supertree need not be unique. This problem can be overcome, e.g., by using an existing consensus method in order to summarized all supertrees into a single consensus tree [20]. Another argument against regarding supertree methods as consensus methods is that a supertree may contain splits (or clusters) that are not present in any of the input trees (even though this can also happen with some established consensus methods, see Figure 2: There, cluster \{4, 5\} is contained in the Adams and Aho consensus trees but in none of the input trees). However, in the present manuscript, we will not join this debate, but we will consider two established supertree methods as consensus methods in the case in which the respective supertree is unique and test them for refinement stability: Matrix Representation with Parsimony, or MRP for short, and Matrix Representation with Compatibility, or MRC for short.\(^1\) Note that as opposed to the consensus methods introduced above, MRP and MRC both are only defined for unrooted trees as they deliver no information about the root position.

In order to understand MRP and MRC, we first need to introduce the concept of parsimony. In this regard, an extension of a binary character \(f : X \rightarrow \{0, 1\}\) on a phylogenetic \(X\text{-tree} T\) with vertex set \(V(T)\) is a function \(g^f : V(T) \rightarrow \{0, 1\}\) such that \(g^f_x = f\), i.e., \(g^f\) agrees with \(f\) on the leaves of \(T\) but also assigns states to inner vertices of \(T\). Now, the changing number \(ch(g^f, T)\) of an extension \(g^f\) on a phylogenetic tree \(T\) is simply the number of edges \(e = \{u, v\}\) for which \(g^f(u) \neq g^f(v)\). An extension \(\bar{g}^f\) such that \(\bar{g}^f = \arg \min_{g^f} ch(g^f, T)\) (where the minimum is taken over all extensions of \(f\) on \(T\)) is called minimal, and the changing number of such a minimal extension is called parsimony score of \(f\) on \(T\), denoted \(ps(f, T)\). Thus, we have \(ps(f, T) = \min_{g^f} ch(g^f, T)\). The parsimony score of a character \(f\) on a phylogenetic tree \(T\) can for instance be calculated by the well-known Fitch-Hartigan algorithm [22, 23]. Moreover, the parsimony score of a (multi)set of characters, which is also often referred to as alignment in evolutionary biology, is simply defined as the sum of the parsimony scores of all characters.

Next, the maximum parsimony tree, or MP tree for short, for a (multi)set \(S\) of characters on \(X\) is a phylogenetic \(X\text{-tree} T\) for which we have \(ch(S, T) = ps(S, T)\), i.e., a tree which has minimal changing number for \(S\) amongst all phylogenetic \(X\)-trees. Note that this tree need not be unique.

Given a profile \(P = (T_1, \ldots, T_m)\) of phylogenetic \(X\)-trees, we consider the union of binary characters \(m\)

\[
B(P) := \bigcup_{i=1}^m B^*(T_i)
\]

Note that biologists often regard the multiset \(B(P)\) as a so-called alignment, i.e., as an ordered sequence of characters. However, as the order of characters does not play a role for the methods considered in the present manuscript, it is sufficient for us to consider the union. However, note that here we understand the union in the sense of a multiset, i.e., as two phylogenetic trees \(T_i\) and \(T_j\), might have a split in common, they might contribute the same character to \(B\), in which case both copies are kept. Now, an MP tree of \(B\) is called Matrix Representation with Parsimony tree of \(P\), or MRP tree of \(P\) for short. Again, the MRP tree need not be unique. In particular, it can easily be seen that if \(T\) is an MRP tree for some profile \(P\), all of its refinements are MRP trees for \(P\), too (because adding additional edges to a tree cannot increase its parsimony score).

The second supertree method which we want to consider is Matrix Representation with Compatibility, or MRC for short. This method analyzes all characters of \(B(P)\) and finds a maximum compatible subset. Here, a set \(S\) of binary characters is called compatible if all characters in \(S\) are pairwise compatible, and two binary characters are called compatible if their corresponding splits are compatible. By the Buneman theorem, there

\(^1\) Note that – as we only consider cases where the output of MRP and MRC is unique – applying a regular consensus method like majority-rule to the output of MRP or MRC as suggested for instance in [20] would not change anything due to unanimity.
is a unique tree $T$ corresponding to each such set of compatible characters, which is why we say that such a set induces $T$. Now, MRC works as follows: After a maximum compatible subset of characters in $B(P)$ is found and the corresponding tree is constructed, this tree is called Matrix Representation with Compatibility tree or MRC tree for short. Note that there may be more than one MRC tree as more than one maximum set of compatible characters may exist in $B(P)$.

3 Results

3.1 Established consensus methods

In this section, we turn our attention to some established consensus methods and analyze them with regards to monotonicity and non-contradiction.

3.1.1 Monotonicity

First, we turn our attention the question of which established consensus methods are actually monotonic and which ones are not. We start with a positive result, concerning strict and majority-rule consensus. Note that whenever not stated otherwise, the results hold both in the rooted as well as in the unrooted setting.

For completeness, we cite the following result from the literature [7, 8].

**Theorem 3.1** (Theorem 1 in [7], Theorem 2 in [8]). Strict consensus and majority-rule consensus are monotonic.

Now we turn our attention to the loose consensus method and state our first negative result.

**Proposition 3.2.** Loose consensus, Adams consensus and Aho consensus are not monotonic.

**Proof.** We prove the assertion concerning loose by providing an explicit counterexample. Let $X = \{1, 2, 3, 4\}$ and $T_1 = ((1, 2), (3, 4))$ be either rooted or unrooted, and let $S = (1, 2, 3, 4)$ be the (rooted or unrooted) star-tree, i.e., the unique tree on $X$ with only one inner vertex. Let $P = (T_1, S)$. Then, for the loose consensus tree we have loose$(P) = T_1$. However, if we refine $S$ to become $T_2 = ((2, 3), 1, 4)$ and consider the profile $P' = (T_1, T_2)$, we get loose$(P') = S$ (because the splits 12|34 and 23|14 are incompatible). So if we refine input tree $S$, we get a coarser consensus tree, namely $S$ instead of $T_1$, not a refined one. This completes the proof for loose.

Concerning Adams and Aho consensus, we prove the statement by presenting an explicit counterexample. Let $T_1 = (((1, 2), 3), 4), 5), T_2 = ((1, 2), (3, 4), 5)$ and $T_2' = (((1, 2), (3, 4)), 5)$, and let $P = (T_1, T_2)$ and $P' = (T_1, T_2')$. Note that $T_2'$ is a refinement of $T_2$, and hence any consensus method $\phi$ that is monotonic must have $\phi(P) \subseteq \phi(P')$. However, the Adams consensus tree of $P$ is $\varphi_{Ad}(P) = T_2$, and the Adams consensus of $P'$ is tree $\varphi_{Ad}(P') = (((1, 2), 3), 4), 5)$. It follows that the Adams consensus method is not monotonic as $\varphi_{Ad}(P) \nsubseteq \varphi_{Ad}(P')$.

Note that in this example, Aho consensus coincides with the Adams consensus tree, so Aho consensus method is also not monotonic, which completes the proof.

While Proposition 3.2 can be seen as a negative result, there are cases when monotonicity can be guaranteed even for the loose, Adams and Aho consensus methods. This depends on certain properties of the input sets. We now analyze this further and start with the loose consensus method.

**Proposition 3.3.** Let $P = \{T_1, \ldots, T_k\}$ and let $P' = \{T'_1, \ldots, T'_k\}$ be such that $T_i \leq T'_i$ for all $i \in \{1, \ldots, k\}$. Moreover, let $P'$ be such that it permits a linear ordering, i.e., for all $i, j \in \{1, \ldots, k\}$ we either have $T'_i \leq T'_j$ or $T'_j \leq T'_i$. Let $\phi \in \{\text{loose}, \varphi_{Adams}, \varphi_{Aho}\}$. Then we have: $\phi(P) \leq \phi(P')$.  


Proof. Let $P$ and $P'$ be as described in the proposition. Then, as $P'$ allows for a linear ordering, we may assume without loss of generality that $T'_1 \preceq T'_{i+1}$ for all $i = 1, \ldots, k - 1$. Note that this implies $T'_k$ is the most refined tree in $P'$, and as all splits of $T'_k$ are necessarily compatible with all other trees in $P'$, we must have $\text{loose}(P') = T'_k$.

Moreover, the Adams consensus as well as the Aho consensus for two trees $\tilde{T}$ and $\hat{T}$ with $\tilde{T} \preceq \hat{T}$ will always return $\tilde{T}$, we have $\varphi(\text{Adams})(P') = \varphi(\text{Aho})(P') = T'_1$, i.e., the coarsest tree in $P'$ is returned by these methods.

On the other hand, as we have $T_i \preceq T'_i$ for all $i = 1, \ldots, k$ by assumption, we know that the set $\Sigma(P)$ containing all splits occurring in any of the trees of $P$ is a subset of $\Sigma(P')$, the set of splits of $P'$, i.e., $\Sigma(P) \subseteq \Sigma(P')$. By $T'_i \preceq T'_k$ for all $i = 1, \ldots, k$, we know that $\Sigma(P') = \Sigma(T'_k) = \text{loose}(P')$. As by definition we must have $\Sigma(\text{loose}(P)) \subseteq \Sigma(P)$, we conclude $\Sigma(\text{loose}(P')) \subseteq \Sigma(P')$, which shows that $\text{loose}(P') \preceq \text{loose}(P')$ as desired. Moreover, again as above, $\varphi(\text{Adams})(P) = \varphi(\text{Aho})(P) = T^*$, where $T^*$ is the coarsest tree in $P$. Let $i^* \in \{1, \ldots, k\}$ be such that $T_{i^*} = T^*$. Then, we have: $\varphi(\text{Adams})(P) = \varphi(\text{Aho})(P) = T^* = T_1 \preceq T'_i = \varphi(\text{Adams})(P') = \varphi(\text{Aho})(P')$, which completes the proof. \hfill \Box

So in summary, of the established consensus methods, strict and majority-rule are monotonic, whereas the loose, Adams and Aho consensus methods are not, but the latter at least have the monotonicity property if the input profiles are such that the refined one allows for a linear ordering. In Section 3.2 we will show that these monotonicity statements also apply to MRP and MRC. But before we do so, we turn our attention to another property that consensus methods might have, namely that of being non-contradictory.

### 3.1.2 Non-contradiction

Non-contradiction is another property that might be desirable for a biologically meaningful consensus method. It states that each cluster (or split) in the consensus tree must be compatible with at least one input tree. Non-contradiction can be regarded as a weaker version of being co-Pareto, i.e., of the requirement for certain clusters to be present in at least one input tree, as, e.g., required by loose consensus. While it might not always be necessary that all clusters found by a consensus tree need to be present in at least one input tree (as this might make the resolution of the consensus tree too coarse), the consensus tree is often required to at least not contain any clusters that contradict all input trees, which is guaranteed if a consensus method is non-contradictory.

The main aim of this short subsection is to state and prove that this is a property that indeed various established consensus methods share, but not all of them.

**Proposition 3.4.** Loose consensus, strict consensus and majority rule consensus are all non-contradictory, but Adams and Aho consensus are not.

**Proof.** By Definition 2.4, loose consensus, strict consensus and majority rule consensus all lead to trees that only contain clusters (or splits) that are present in at least one tree. So each cluster (or split) in the respective consensus tree must be compatible with at least one tree in the input profile, namely with the one it is induced by. This completes the proof of the first statement.

Concerning Adams and Aho consensus, consider trees $T_1$ and $T_2$ in Figure 2. For $P = (T_1, T_2)$, Adams and Aho consensus coincide, and $\varphi(\text{Ad})(P) = \varphi(\text{Aho})(P) = T_3$, but $T_3$ contains the clusters $\{2, 3\}$ and $\{4, 5\}$, both of which are incompatible with both $T_1$ and $T_2$. Hence neither Adams nor Aho consensus are non-contradictory, which completes the proof. \hfill \Box

We will now turn our attention to general the supertree methods MRP and MRC for the cases when they can easily be used as consensus methods, namely when their output is a unique tree.
3.2 Results on the established supertree methods MRP and MRC used as consensus methods

In this section, we take a closer look at MRP and MRC as consensus methods. In particular, we analyze them concerning monotonicity and non-contradiction.

We start with the first main theorem of this section.

**Theorem 3.5.** MRP and MRC are not monotonic.

*Proof.* Consider again Figure 1. We consider profiles $P_1 = (T_1, T_2)$ and $P_2 = (T_3, T_2)$. We consider the non-trivial splits induced by these profiles and code them as binary characters as explained in Section 2.1. Then we can define $B(P_1)$ (and, analogously, $B(P_2)$) as in Section 2.3. Then, for $P_1$ we have $B(P_1) = \emptyset \cup \emptyset \cup \{1100\} = \{1100\}$, as the star tree $T_1$ has no non-trivial splits. However, if we refine both star trees such that we derive $P_2$ (note that $T_3$ is a refinement of $T_1$), we derive $B(P_2) = \{1010, 1010, 1100\}$.

We now start with considering MRP: It can be easily verified that the unique MRP tree for $P_1$ is $T_2$: We have $ps(1100, T_1) = ps(1100, T_2) = 2$, but $ps(1100, T_3) = 1$, so in total $ps(B(P_1), T_2) < ps(B(P_1), T_3)$ for $i = 1, 3, 4$. However, as $ps(1010, T_3) = 1$ and $ps(1010, T_1) = ps(1010, T_2) = 2$, we also have that $ps(B(P_2), T_1) = ps(B(P_2), T_3) = 2 + 2 = 4$, $ps(B(P_2), T_2) = 1 + 2 = 3$, $ps(B(P_2), T_3) = 2 + 1 + 1 = 4$. So in total, $T_3$ is the unique MRP tree for $P_2$. This shows that the MRP tree of $P_1$ does not get refined by that of $P_2$, even though $P_2$ is a refinement of $P_1$. Thus, MRP is not monotonic.

Now let us consider MRC: In $B(P_1)$, there is only one character, namely 1100, and this character induces tree $T_3$. Thus, $T_2$ is the unique MRC tree for $P_1$. On the other hand, in $B(P_2) = \{1100, 1010, 1010\}$ we have both 1100 and 1010, which are incompatible (as the splits 12|34 and 13|24 are incompatible). Thus, not all three characters of $B(P_2)$ can be compatible. The maximum number of compatible characters in $B(P_2)$ is therefore 2. As no subset containing both 1100 and 1010 can be compatible, it turns out that the unique maximal subset of compatible characters is $\{1010, 1010\}$, and this subset induces tree $T_3$. Therefore, $T_3$ is the unique MRC tree for $P_2$. This shows that the MRC tree for $P_1$ does not get refined by that of $P_2$, even though $P_2$ is a refinement of $P$. Thus, MRC is not monotonic.

This completes the proof.

Similarly to the previous section, where we showed that while monotonicity cannot be generally guaranteed for loose, $\varphi_{Adams}$ and $\varphi_{Aho}$, it does hold in the case where the finer input profile allows for a linear ordering (cf. Proposition 3.3, we want to consider this setting now for MRP and MRC.
Proposition 3.6. Let \( P = \{T_1, \ldots, T_k\} \) and let \( P' = \{T'_1, \ldots, T'_k\} \) be such that \( T_i \leq T'_i \) for all \( i \in \{1, \ldots, k\} \). Moreover, let \( P' \) be such that it permits a linear ordering, i.e., for all \( i, j \in \{1, \ldots, k\} \) we either have \( T'_i \leq T'_j \) or \( T'_j \leq T'_i \). Then we have: \( MRC(P) \) and \( MRC(P') \) are unique trees, and we have \( MRC(P) \leq MRC(P') \).

Moreover, \( MRC(P') \) is then also an MRP tree for \( P \) and \( P' \), and \( MRC(P) \) is also an MRP tree for \( P \). If additionally we have that \( P' \) contains a binary tree \( T \), then \( MRP(P) = MRC(P') = T \).

Proof. Let \( P \) and \( P' \) be as described in the proposition. Then, as \( P' \) allows for a linear ordering, we may assume without loss of generality that \( T'_i \leq T'_{i+1} \) for all \( i = 1, \ldots, k-1 \). Note that this implies \( T'_k \) is the most refined tree in \( P' \), and as the split set \( \Sigma(P') \) of all splits in \( P' \) contains only elements which are pairwise compatible (by \( T'_i \leq T'_{i+1} \)), we know by the Buneman theorem that there is a unique tree containing all splits from \( \Sigma(P') \).

Necessarily, this tree must be \( T'_k \), which shows that \( MRC(P') = T'_k \), so \( MRC(P') \) is indeed a unique tree. Moreover, as we have \( T_i \leq T'_i \leq T'_k \) for all \( i = 1, \ldots, k \), we know that \( \Sigma(P) \subseteq \Sigma(T'_k) \), which implies that all splits in \( \Sigma(P) \) are compatible. Thus, again by the Buneman theorem, there is a unique tree \( T \) with split set \( \Sigma(P) \), which necessarily is the unique MRC tree of \( P \). Moreover, by \( \Sigma(T) = \Sigma(P) \subseteq \Sigma(P') = \Sigma(MRC(P')) = \Sigma(T'_k) \) we conclude \( MRC(P) \leq MRC(P') \) as desired.

On the other hand, we must have \( ps(B(P'), T'_i) \leq ps(B(P'), T_i) \) for all \( i : T'_i \leq T'_k \). Note that no other tree \( \widetilde{T} \) can have \( ps(B(P'), \widetilde{T}) < ps(B(P'), T'_i) \), as \( T'_i \) contains all splits of \( \Sigma(P') \). Thus, \( T'_i \in MRP(P') \). Moreover, as we know \( T'_i \leq T'_k \) for all \( i = 1, \ldots, k \), if \( T'_k \) is binary, we know that \( MRP(P') = T'_k \). Thus, \( MRC(P') \) is also an MRP tree for \( P \). In order to see this, note that as we have already seen that \( MRC(P) \) is a unique tree containing all splits from \( \Sigma(P) \) and \( \Sigma(P') \), it necessarily is also an MRP tree for \( P \). Thus, also all of its refinements are MRP trees for \( P \), and as \( MRC(P) \leq MRC(P') \), we conclude that indeed \( MRC(P') \) is an MRP tree for \( P \). This completes the proof.

We will now turn our attention to non-contradiction, which shows a severe difference between MRP and MRC, as one of these methods turns out to be non-contradictory, while the other one is not. We start with the following negative result concerning MRP.

Theorem 3.7. MRP is not non-contradictory.

Proof. Consider profile \( P = (T_1, T_2) \) consisting of the two trees \( T_1 \) and \( T_2 \) from Figure 3. Moreover, consider the corresponding alignment of these two trees as given in Table 1. It can be easily seen that neither \( T_1 \) nor \( T_2 \) are MP trees for this alignment; in fact, the alignment has parsimony score 13 on tree \( T_1 \) from Figure 3, but 14 on both \( T_1 \) and \( T_2 \), respectively (cf. Table 1). Moreover, we performed an exhaustive search over all phylogenetic trees with seven leaves using the computer algebra system Mathematica [24] in order to verify that \( T_2 \) is even the unique MP tree for this alignment.\(^2\) However, \( T_3 \) contains the split \( \sigma = 1234[567] \), which is not contained in any of the input trees \( T_1 \) and \( T_2 \). As \( T_1 \) and \( T_2 \) are binary, this (by the Buneman theorem) necessarily means that \( \sigma \) is incompatible with both trees, because no more split can be added to said trees. This completes the proof.

Next, we present a positive result on MRC, before we turn our attention to “future-proofing” MRP and MRC in the sense presented in [9], i.e., concerning the addition of new taxa.

Theorem 3.8. MRC is co-Pareto and thus also non-contradictory.

Proof. By definition, the MRC tree is built by taking a maximum set of compatible splits of the input tree and combining them into a unique tree (which can be done using the Tree Popping algorithm mentioned in Section

\(^2\)Note that there are \((2n-5)! = (2\cdot7-5)! = 945\) binary phylogenetic trees on 7 taxa [15, Prop. 2.1.4], all of which need to be considered. As finding the maximum parsimony tree is unfortunately an NP-complete problem [25], there is no efficient way of solving it (except if \( P = NP \)), but for 945 trees, of course this task is still easily doable for a computer, which is why we decided to use Mathematica.
Figure 3: Trees $T_1$, $T_2$ and $T_3$ as needed for the proof of Theorem 3.7. The alignment for $P = (T_1, T_2)$ is depicted in Table 1.

Table 1: The alignment resulting from “translating” trees $T_1$ and $T_2$ into binary characters and its corresponding parsimony scores on $T_1$, $T_2$ and $T_3$ from Figure 3.
Similarly, MRC for will there are only three possible non-trivial splits, all of which are pairwise incompatible. Two of these splits’ corresponding characters are present in  of 5 occurrences most frequently, which is the MRC tree. While finding the MRC set in of 3 whose splits correspond to the characters occurring in total most frequently in why it is clear that MRP and MRC necessarily coincide in this example: MRP will simply return the binary tree no different degrees of incompatibility (higher parsimony scores) for certain characters than for others, which is maximum size subset of  is co-Pareto. Note that this in particular implies that MRC is non-contradictory. This completes the proof.

3.2.1 “Future-proofing” MRP and MRC concerning the addition of new taxa

In order to complement the results of [9], we briefly consider MRP and MRC in the light of adding more taxa (rather than more splits or clusters). This scenario is for instance relevant concerning the discovery of new species. The results stated in the following and the construction of the particular examples were strongly inspired by [26]. As stated above, both MRP and MRC are strictly speaking not consensus methods as their output may be a set of trees rather than a single tree. However, we will here focus on a profile  for which both MRP and MRC produce a unique tree, namely  where  are as depicted in Figure 4. Now, we add taxon 5 to all trees in  such that we get profile  , where again  are as depicted in Figure 4. In the following, let the notation  for a phylogenetic  tree  and a proper subset  of  denote the phylogenetic  -tree that can be obtained from  by deleting all leaves of  and suppressing all resulting degree-2 vertices as well as all newly occurring (i.e., unlabelled) leaves. Then, we have:  and . Translating all non-trivial splits of  and  to characters leads to alignments  and as depicted in Figures 5 and 6.

We now argue that  is both the unique MRP and MRC tree for , and that  is both the unique MRP and MRC tree for . First note that resolving a tree more cannot increase the parsimony score, but it can potentially decrease it, i.e., for  and a binary character , we have  holds because if multiple change edges are incident to the same vertex, replacing this vertex by a new edge might make it possible to have a change on the new edge rather than on multiple incident edges. Thus, when hunting for a tree minimizing the parsimony score, it is sufficient to consider binary trees. Now, as every binary character on four or five taxa requires at most 2 changes on any tree (it can always be realized with changes on the two edges incident to leaves that are not in the majority state), for a given character and a given tree with , there are only two possibilities: in case of compatibility, the parsimony score is 1, otherwise it is 2. So there are no different degrees of incompatibility (higher parsimony scores) for certain characters than for others, which is why it is clear that MRP and MRC necessarily coincide in this example: MRP will simply return the binary tree whose splits correspond to the characters occurring in total most frequently in  , where again  is precisely the MRC tree. While finding the MRC set in  is a bit more involved, finding it in  is simple, as for four taxa, there are only three possible non-trivial splits, all of which are pairwise incompatible. Two of these splits’ corresponding characters are present in , and due to their incompatibility, MRC will simply pick the one that occurs most frequently, which is , leading to tree . Similarly, MRC will choose  for .

We now briefly describe why  is the unique MRC tree for . MRC requires finding a maximum compatible subset of characters displayed by the input trees. Namely, this is 3 copies of  AAACC, 2 copies each of  ACCAC and ACCAC, and 1 copy each of  AACAC, ACCCA, ACCAA and ACAAC. Tree  displays a subset of 5 of these (3 copies of AAACC and 2 copies each of AAACC), so it suffices to show that this is the unique tree that displays a compatible subset of size 5 or more. This will follow from several observations. Firstly, ACCAC is incompatible with both AAACC and ACCCC, and secondly the pair AAACC and ACCCC are not both compatible with any of the remaining characters. It follows that either our maximum subset consists of 3 copies of AAACC and 2 copies of AAACC, or our subset contains all copies of at most one of AAACC, ACCCC and ACCCA together with some subset of the remaining characters (of which there are one of each). Of these, AAACC is only compatible with ACCCA (a maximum size 4 subset), AAACC is only compatible with AACAC (a maximum size 3 subset) and while ACCAC is compatible with AACAC, ACCAA and ACAAC (potentially a size 5 subset), AACAC and ACCAA are incompatible, leading again to a maximum size 4 subset. It follows that the unique maximal subset of size 5 is 3 copies of AAACC and 2 copies of AAACC, which is uniquely displayed by .

For the reasons explained above, these trees are then also the unique MRP trees in this case.

However, as  is not a subtree of , this shows that even in the case where MRP and MRC agree and
Figure 4: Profile $\bar{P}$, which can be turned into profile $P$ by adding information on taxon 5, leading to alignments $A_{\bar{P}}$ and $A_P$ as depicted in Figures 5 and 6, respectively. $T_1$ is the unique MRP and MRC tree for $P$, while $\bar{T}_5$ is the unique MRP and MRC tree for $\bar{P}$.
additionally lead to a unique tree, additional taxa can change the predetermined relationships of the species in question. Thus, MRP and MRC are not ‘future-proof’ in the sense of [9].

\[ \begin{align*}
1: & \quad A \quad A \quad A \\
2: & \quad A \quad A \quad C \quad C \\
3: & \quad C \quad C \quad C \quad C \\
4: & \quad C \quad C \quad A \quad A \\
\end{align*} \]

Figure 5: Alignment \( A_F \), which has both a unique MRP tree as well as a unique MRC tree: both of them equal \( \overline{T_2} \) as depicted in Figure 4. The unique maximum set of compatible characters in \( A_F \) is highlighted in bold.

\[ \begin{align*}
1: & \quad A \quad A \quad A \\
2: & \quad A \quad A \quad A \quad C \quad A \quad C \quad C \quad C \quad C \\
3: & \quad C \quad A \quad C \quad A \quad C \quad C \quad C \quad C \quad A \\
4: & \quad C \quad C \quad C \quad A \quad C \quad A \quad A \quad A \quad C \\
5: & \quad C \quad C \quad C \quad C \quad C \quad C \quad A \quad C \quad C \\
\end{align*} \]

Figure 6: Alignment \( A_F \), which has both a unique MRP tree as well as a unique MRC tree: both of them equal \( T_1 \) as depicted in Figure 4. The unique maximum set of compatible characters in \( A_F \) is highlighted in bold.

Next, we take a look at general consensus methods, i.e., we do no longer only consider established ones.

### 3.3 General consensus methods

#### 3.3.1 Monotonicity

In this section, we gather some general properties of monotonic consensus methods. On the one hand, this will allow us to gain further insight into majority rule and strict consensus, two of the most frequently used methods in phylogenetics, as both are monotonic by Theorem 3.1. On the other hand, however, general knowledge on monotonicity also allows for conclusions on what to hope for concerning future consensus methods – what properties can you wish for if you are aiming at a monotonic method?

We have already seen that there are consensus methods that are not monotonic, such as the loose consensus. However, one can also construct other examples of consensus methods which are not monotonic. For example, consider the following: Define the rather trivial method in which the star tree is always returned unless all trees in the profile are the same tree, in which case that tree is returned. Then this method is not monotonic. To see this, suppose the first profile consists of two identical non-star trees that are not fully resolved. If we then form the second profile by resolving exactly one of the trees more, the consensus becomes the star tree (and thus becomes coarser than it previously was).

However, we start this section by showing the fundamental property that necessarily all monotonic and unanimous consensus methods refine the strict consensus, in the sense that such a consensus method applied to a given profile \( P \) will always return a refinement of \( \text{strict}(P) \). Note that by Theorem 3.1 this applies, for instance, to majority rule.

**Theorem 3.9.** Let \( \phi \) be any monotonic, unanimous consensus method and \( \text{strict} \) the strict consensus method. Let \( P \) be a profile of \( k \) trees. Then we have: \( \text{strict}(P) \leq \phi(P) \). In particular, if a cluster \( c \) (or split \( \sigma \) in the unrooted case) is induced by all trees in \( P \), then \( c \) (or \( \sigma \)) is also induced by \( \phi(P) \).

**Proof.** Let the strict consensus of \( P = (T_1, \ldots, T_k) \) be some tree \( T \), i.e., \( T = \text{strict}(P) \). Then every tree in \( P \) contains each cluster (or each split, respectively) of \( T \). It follows that every tree in \( P \) is a refinement of \( T \), and so given the profile \( Q := (T, \ldots, T) \) consisting of \( k \) copies of \( T \) (where \( k \geq 1 \)), we have that \( T \preceq T_i \) for each \( i \) in \( \{1, \ldots, k\} \), and as \( \phi(Q) = T \) by unanimity and \( \phi(Q) \leq \phi(P) \) by monotonicity, we have \( T \preceq \phi(P) \). This completes the proof. \( \square \)
Theorem 3.9 shows that the strict consensus is a coarse version of all possible consensus trees induced by unanimous and monotonic methods. We now turn our attention to the loose consensus and prove that for a certain scenario, it is a refined version of all possible consensus trees induced by unanimous and monotonic methods.

**Theorem 3.10.** Let \( \phi \) be any monotonic, unanimous consensus method, and let \( \text{loose} \) be the loose consensus method. Let \( P \) be a profile of \( k \) trees such that each cluster (or each split, respectively) of every tree in \( P \) is compatible with all trees in \( P \). Then \( \phi(P) \leq \text{loose}(P) \).

**Proof.** Let the loose consensus of \( P = (T_1, \ldots, T_k) \) be the tree \( T := \text{loose}(P) \), noting that by definition of loose consensus, every cluster (or split, respectively) of each tree \( T_i \) in \( P \) is contained in the clusters (or splits) of \( T \) as all these clusters (or splits) are by assumption compatible with all trees in \( P \). It follows that, given the profile \( Q \) consisting of \( k \) copies of \( T \), we have that \( T_i \leq T \) for each \( i \) in \( \{1, \ldots, k\} \), and as \( \phi(Q) = T \) by unanimity and \( \phi(P) \leq \phi(Q) = T = \text{loose}(P) \) by monotonicity, we have \( \phi(P) \leq \text{loose}(P) \), which completes the proof.

Note that Theorem 3.10 is not quite as strong as Theorem 3.9 in the following sense: While Theorem 3.10 implies that the strict consensus tree is the coarsest refinement of any monotonic and unanimous consensus method’s output tree regardless of any additional conditions, Theorem 3.10 requires each cluster (or split) of a given profile \( P \) to be compatible with all trees in \( P \) in order to guarantee that the loose consensus refines all mentioned consensus methods’ output trees. The fact that this condition is crucial and cannot be dropped is demonstrated by Example 3.11.

**Example 3.11.** For the unrooted case, consider again Figure 1. Let \( P = (T_2, T_2, T_3) \), i.e., \( P \) employs two copies of \( T_2 \) and one copy of \( T_3 \). For the rooted case, we introduce a root on the inner edges of \( T_2 \) and \( T_3 \), respectively. It can easily be seen that in both cases, we have \( \text{loose}(P) = T_2 \), whereas \( \text{loose}(P) \) is the star tree (i.e., \( T_1 \) in Figure 1; in the rooted case the only inner vertex of \( T_1 \) is then the root). So in particular, we have \( \text{loose}(P) \not\leq \text{loose}(P) \). Since \( \text{loose} \) is unanimous (it is even regular, cf. [9]) and monotonic by Theorem 3.1, this shows that the conditions of Theorem 3.10 cannot be dropped.

However, as we will now show, if there is a cluster (or split, respectively) that is incompatible with a cluster (or split) that is compatible with all trees in a profile \( P \), then this cluster cannot be contained in the output tree of any regular and monotonic consensus method.

**Proposition 3.12.** Suppose \( \phi \) is a monotonic, unanimous consensus method. Let \( P = (T_1, \ldots, T_k) \) be a profile of \( k \) rooted (or unrooted) phylogenetic \( X \)-trees, and let \( c_1 \) and \( c_2 \) be two clusters (or \( \sigma_1 \) and \( \sigma_2 \) be two splits) such that \( c_1 \) (or \( \sigma_1 \)) is compatible with all trees in \( P \), while \( c_2 \) (or \( \sigma_2 \)) is not compatible with \( c_1 \) (or \( \sigma_1 \), respectively). Then, \( \phi(P) \) does not contain \( c_2 \) (or \( \sigma_2 \)).

**Proof.** To see that the statement holds, suppose \( \phi(P) \) contained \( c_2 \) (or \( \sigma_2 \)). We then refine all trees in \( P \) to contain \( c_1 \) (or \( \sigma_1 \)), forming a new profile \( P' \) (this must be possible as \( c_1 \) (or \( \sigma_1 \), respectively) is compatible with all trees in \( P \) by assumption). Then by definition of the strict consensus, \( \text{strict}(P') \) contains \( c_1 \) (or \( \sigma_1 \)). By Theorem 3.9, this implies \( \phi(P') \) contains \( c_1 \) (or \( \sigma_1 \)). Thus, by monotonicity, \( \phi(P) \leq \phi(P') \). But this is impossible, since this would imply that \( \phi(P') \) contains both \( c_1 \) and \( c_2 \) (or \( \sigma_1 \) and \( \sigma_2 \)), but these are incompatible by assumption. So this is a contradiction, which shows that \( c_2 \) (or \( \sigma_2 \)) cannot be contained in \( \phi(P) \) to begin with. This completes the proof.

As we will now show, the previous proposition implies that if there are two clusters (or splits) that are incompatible with one another, neither one of them can be contained in the tree generated by a regular and monotonic consensus method if both of them are compatible with all input trees.

**Corollary 3.13.** Suppose \( \phi \) is a regular, monotonic consensus method. Let \( P = (T_1, \ldots, T_k) \) be a profile of \( k \) rooted (or unrooted) phylogenetic \( X \)-trees, and let \( c_1 \) and \( c_2 \) be two clusters (or \( \sigma_1 \) and \( \sigma_2 \) be two splits) compatible with all clusters (splits) of all trees in \( P \), but not with each other. Then \( \phi(P) \) contains neither \( c_1 \) nor \( c_2 \) (or neither \( \sigma_1 \) nor \( \sigma_2 \), respectively).
Proof. As \( c_1 \) (or \( \sigma_1 \)) is compatible with all trees in \( P \), by Proposition 3.12, \( \phi(P) \) cannot contain \( c_2 \) (or \( \sigma_2 \)). Swapping the roles of \( c_1 \) and \( c_2 \), however, as now they are both compatible with all trees in \( P \), yields that by the same argument, \( \phi(P) \) cannot contain \( c_1 \) (or \( \sigma_1 \)). This completes the proof. \qed

Note that while the conditions of Corollary 3.13 may seem somewhat restrictive, they can actually quite easily be met. For instance, consider a profile containing multiple non-binary trees with the same unresolved cluster, e.g., let \( P = (T_1, \ldots, T_k) \) be such that each \( T_i \) contains subtree \( T \) consisting of one inner vertex connected to its three only leaves 1, 2 and 3. So each \( T_i \) contains the cluster \( c = \{1, 2, 3\} \), but none of the clusters \( c_1 = \{1, 2\} \), \( c_2 = \{1, 3\} \) and \( c_3 = \{2, 3\} \). Any pair of the three latter clusters will then fulfill the requirements: These clusters are pairwise incompatible, but they are all compatible with all input trees. Thus, according to the above corollary, none of them can be contained in the output tree of a regular and monotonic consensus method.

So if two clusters (or splits) are incompatible with one another and if they are both compatible with all input trees, they cannot be contained in the output of any regular and monotonic consensus method. Again, note that by Theorem 3.1, this for instance applies to majority rule and strict consensus, i.e., to two of most frequently used consensus methods. Another direct consequence of Proposition 3.12 is the following corollary.

Corollary 3.14. Suppose \( \phi \) is a regular, monotonic consensus method. Let \( P = (T_1, \ldots, T_k) \) be a profile of \( k \) rooted (or unrooted) phylogenetic \( X \)-trees, and let \( T \) be some tree that is a refinement of all trees in \( P \). Then \( \phi(P) \) can consist only of clusters (or splits, respectively) compatible with \( T \).

Proof. Let \( c \) be a cluster (or \( \sigma \) be a split) not compatible with \( T \). Then \( c \) (or \( \sigma \)) must be incompatible with at least one cluster \( \tilde{c} \in C^*(T) \) (or split \( \tilde{\sigma} \in \Sigma^*(T) \)). Then, as \( T_i \preceq T \) for all \( i = 1, \ldots, k \) by assumption, \( \tilde{c} \) (or \( \tilde{\sigma} \)) is compatible with \( T_i \) for all \( i = 1, \ldots, k \). Thus, by Proposition 3.12, \( c \) (or \( \sigma \)) cannot be contained in \( \phi(P) \). This completes the proof. \qed

A final consequence of Proposition 3.12 is the following corollary.

Corollary 3.15. Suppose \( \phi \) is a regular, monotonic consensus method and let \( P = (T_1, \ldots, T_k) \) be a profile of \( k \) rooted (or unrooted) phylogenetic \( X \)-trees. Then any cluster (or split) in \( \phi(P) \) is compatible with every cluster (or split) in \( \text{loose}(P) \).

Proof. Let \( \phi \) be a regular, monotonic consensus method and let \( P = (T_1, \ldots, T_k) \) be a profile of \( k \) rooted (or unrooted) phylogenetic \( X \)-trees. By definition, \( \text{loose}(P) \) contains only clusters (or splits) compatible with all trees in \( P \). Thus, any cluster (or split) induced by \( \text{loose}(P) \) can play the role of \( c_1 \) (or \( \sigma_1 \)) in Proposition 3.12, which implies that indeed, \( \phi(P) \) cannot contain any cluster \( c_2 \) (or split \( \sigma_2 \)) incompatible with this fixed choice of \( c_1 \) (\( \sigma_1 \)). This completes the proof. \qed

As we have seen in Theorem 3.1, majority rule and strict consensus are monotonic. Moreover, they are known to be regular [9]. We have also seen that not all methods are monotonic, and also not all methods are regular – so is it possible that majority rule consensus and strict consensus are the only consensus methods that have both properties? This would be mathematically interesting because it would imply that these two properties already give a full characterization for such methods. However, as we will later on see in Theorem 3.18, this is unfortunately not the case – in fact, there are even infinitely many such methods. As we will see later on, the same is still true even if we enforce non-contradiction.

3.3.2 Non-contradiction

Before we turn our attention to the main result of this section, we will present a fundamental insight into consensus methods that are both non-contradictory and monotonic. In particular, we will show that under these circumstances, the output tree contains only clusters (or splits, respectively) that are already present in the input profile and thus is co-Pareto. Note that this is not automatically the case: non-contradiction requires only compatibility with at least one input tree, not containment.
**Theorem 3.16.** Let $\phi$ be a monotonic and non-contradictory consensus method. Let $P = (T_1, \ldots, T_k)$ be a profile of phylogenetic $X$-trees. Then for every cluster $c$ (or split $\sigma$, respectively) in $\phi(P)$, there is at least one tree $T_i$ that displays $c$ (or $\sigma$), i.e., $\phi$ is co-Pareto.

Before we can prove Theorem 3.16, we need one more lemma.

**Lemma 3.17.** Let $T$ be a phylogenetic $X$-tree with split set $\Sigma(T)$ (or cluster set $C(T)$ in the rooted case) and let $\sigma \notin \Sigma(T)$ (or $c \notin C(T)$) be compatible with all splits in $\Sigma(T)$ (or all clusters in $C(T)$, respectively). Then, there is a refinement $T'$ of $T$ which is incompatible with $\sigma$ (or $c$, respectively).

**Proof.** We start with the rooted case. Let $T$, $\sigma$ and $c$ be as described in the theorem. We first consider the rooted case. Let $\bar{T}$ be the unique tree induced by $C(T) \cup \{c\}$ (note that $\bar{T}$ must exist due to compatibility). Then $\bar{T}$ has an edge $e$ that $T$ does not have, namely the one inducing $c$. Contracting this edge turns $\bar{T}$ into $T$ and also leads to a vertex $v$, which is ancestral to all leaves of $c$. However, as $c$ is not a cluster of $T$, at least two subtrees $T_1, T_2$ rooted at children of $v$ in $T$ contain only leaves of $c$. But as $v$ does not induce $c$, there must be another pending subtree $T_3$ adjacent to $v$ which does not contain any leaf from $c$. Let $X_i$ denote the leaf set of $T_i$ for $i = 1, 2, 3$, respectively. Then, let $c' = X_1 \cup X_3$ and let $T'$ be the unique tree induced by $C(T) \cup \{c'\}$. Then, $c$ and $c'$ are not compatible by construction and $T'$ is a refinement of $T$. This completes the proof for the rooted case.

The unrooted case follows analogously: We first add the split that is compatible with all splits in $T$ but not contained in its split set. Contracting this edge identifies a unique vertex in $T$ which, if we consider it to be the root, reduces the rest of the proof to the rooted case, which we have already shown. This completes the proof.

We are now finally in a position to prove Theorem 3.16.

**Proof of Theorem 3.16.** Assume the theorem is false, i.e., assume that there are a monotonic and non-contradictory consensus method and a profile $P = (T_1, \ldots, T_k)$ such that there is a cluster $c$ (or a split $\sigma$, respectively) in $\phi(P)$ not displayed by any $T_i$ (for $i = 1, \ldots, k$). Then, as $\phi$ is non-contradictory, $c$ (or $\sigma$) is compatible with at least one tree $T_i$ (for $i \in \{1, \ldots, k\}$). By Lemma 3.17 there is a refinement $T'_i$ of $T_i$ which is incompatible with $c$ (or $\sigma$). We replace $T_i$ by $T'_i$ in $P$, and we repeat this procedure as long as there are trees compatible with $c$. We call the resulting profile $P'$. As $\phi$ is monotonic, we know that $\phi(P) \leq \phi(P')$. Thus, as $c$ (or $\sigma$) is contained in $\phi(P)$, it is also contained in $\phi(P')$. However, as $c$ is by construction incompatible with all trees in $P'$, this contradicts the fact that $\phi$ is non-contradictory. This shows that the assumption was wrong and thus completes the proof.

While we have already seen that the $\text{MR}$ and strict consensus methods are regular, monotonic and non-contradictory (and all these are desirable properties of any consensus method, after all), whereas loose is not (as it lacks monotonicity), the question remains if this combination makes strict and $\text{MR}$ unique or if there are other consensus methods – biologically justified or not – that also share all these properties. Indeed, Day and McMorris [4, Section 1.2] divide major axiomatic consensus theory results into several categories, and a uniqueness result would be an excellent example of a result of the form "Consensus [method] $C$ is the unique rule $C$ if and only if $C$ has the desirable properties $X$, $Y$, and $Z$". Unfortunately, this is not the case. The following theorem, which is the main result of this section, states that there are in fact infinitely many such consensus methods, so these properties are not unique to the mentioned ones.

**Theorem 3.18.** There are infinitely many consensus methods other than strict and $\text{MR}$ that are regular, monotonic and non-contradictory.

**Proof.** We consider both the rooted and the unrooted cases simultaneously. In order to do so, we choose $n \in \mathbb{N}_{\geq 4}$ and then fix a pair of trees $T_1$ and $T_2$ for each case. First, for the rooted case, consider the two phylogenetic $X$-trees $T_1$ and $T_2$ depicted in Figure 7, where $X = \{1, \ldots, n\}$. Then, for the unrooted case, consider the exact
same trees, but suppress the root in each tree, i.e., replace the two edges incident to the degree-2 root vertex by a single edge.

Note that the exact structure of the trees depends on whether \( n = 2m + 2 \) or \( n = 2m + 3 \) for \( m \in \mathbb{N} \), i.e., whether \( n \) is even or odd. Note that \( T^n_{1:m} \) and \( T^n_{m+1:2m} \) are identical if leaf labels are disregarded, i.e., they correspond to the same tree shape, say \( T^n \), but \( T^n \) can be chosen to be any rooted binary tree (note that this implies that there are \( W E(m) \) many choices for \( T^n \), where \( W E(m) \) denotes the \( m^{th} \) Wedderburn-Etherington number [27, Sequence A001190]). Note that it is important that \( T^n \) is binary as this implies that it cannot be refined any further. In particular, \( T_2 \) is already fully refined as all its subtrees are binary.

We now define a consensus method \( \phi \) as follows: If a profile \( P \) contains some refinement \( T'_1 \) of \( T_1 \), i.e., \( T_1 \leq T'_1 \) (note that equality is possible) together with \( T_2 \), i.e., \( P = (T'_1, T_2) \) or \( P = (T_2, T'_1) \), then we define \( \phi(P) := T_2 \). Let \( \pi \) be a permutation on \( X \). For all phylogenetic \( X \)-trees \( T \), let \( \pi(T) \) denote the version of \( T \) in which the leaves are permuted according to \( \pi \). Then, we also define \( \phi(\pi(T'_1), \pi(T_2)) := \pi(T_2) \).

In all other cases, i.e., for all other input profiles \( \tilde{P} \), we define \( \phi(\tilde{P}) := \text{strict}(\tilde{P}) \).

We now argue that \( \phi \) is regular, monotonic and non-contradictory. Unanimity follows by the unanimity of \( \text{strict} \), and neutrality follows by \( \text{strict} \) for all profiles that are not \( P = (T'_1, T_2) \) or \( P = (T_2, T'_1) \), and for these profiles \( P \) it follows by our definition of \( \phi \) as well as our consideration of permutations \( \pi \). To check anonymity, note that \( T'_1 \) is either such that \( T'_1 \leq T_2 \) or such that \( T'_1 \) and \( T_2 \) have completely different tree shapes (in particular if \( T'_1 \) gets refined in a way that does not form \( T_2 \), namely by combining leaf \( 2m + 1 \) with one of the copies of \( T^n \) to form a new subtree). This shows that the only time when a permutation can modify \( T'_1 \) to give \( T_2 \) and to give \( T'_1 \) is when \( T'_1 \) and \( T_2 \) are isomorphic. However, in this case we actually have by anonymity that \( \phi \) returns precisely this tree, so for anonymity, there remains nothing to show. Thus, \( \phi \) is regular.

To see that \( \phi \) is actually monotonic, let \( P^1 = (T^1_1, \ldots, T^1_k) \) and \( P^2 = (T^2_1, \ldots, T^2_k) \) such that \( T^1_i \leq T^2_i \) for all \( i \in \{1, \ldots, k\} \). We need to show \( \phi(P^1) \leq \phi(P^2) \). Therefore, consider two cases: If \( k = 2 \) and if \( P^1 = (\pi(T'_1), \pi(T_2)) \) (or \( P^1 = (\pi(T_2), \pi(T'_1)) \)) for some \( T'_1 \) with \( T_1 \leq T'_1 \), by our definition of \( \phi \), we have \( \phi(P^1) = \pi(T_2) \). However, as we know \( T^1_i \leq T^2_i \) for \( i \in \{1, 2\} \), we must have that \( P^2 = (\pi(T'_1), \pi(T_2)) \) (or \( P^2 = (\pi(T_2), \pi(T'_1)) \)), respectively, where \( T'_1 \) is a tree such that \( T_1 \leq T'_1 \leq T^1_i \), i.e., it is a refinement of \( T_1 \). Concerning \( T_2 \), note that as \( T_2 \) is binary, any tree refining \( T_2 \) is necessarily identical to \( T_2 \). Thus, as \( P_2 \) contains precisely \( \pi(T_2) \) as well as a refinement of \( \pi(T_1) \), by definition of \( \phi \), we have \( \phi(P^2) = \pi(T_2) \). Thus, \( \phi(P^1) = \phi(P^2) \), and thus trivially we have \( \phi(P^1) \leq \phi(P^2) \) as desired.

In any other case, i.e., if \( P^1 = (T^1_1, \ldots, T^1_k) \) and \( P^2 = (T^2_1, \ldots, T^2_k) \) such that \( T^1_i \leq T^2_i \) for all \( i \in \{1, \ldots, k\} \) but \( P^1 \neq (\pi(T'_1), \pi(T_2)) \) (and \( P^2 \neq (\pi(T_2), \pi(T'_1)) \)) for all refinements \( T'_1 \) of \( T_1 \), then, by definition of \( \phi \), we have \( \phi(P^1) = \text{strict}(P^1) \). Now we consider two subcases.

- Assume \( P^2 \neq (\pi(T'_1), \pi(T_2)) \) (and \( P^2 \neq (\pi(T_2), \pi(T'_1)) \)) for all refinements \( T'_1 \) of \( T_1 \). In this case, by definition of \( \phi \), we have \( \phi(P^2) = \text{strict}(P^2) \), and as \( P_1 \leq P_2 \) and as \( \text{strict} \) is monotonic by Theorem 3.1, we must have \( \phi(P_1) \leq \phi(P_2) \) as desired.

- The most involved case is the one in which \( P^1 = (T^1_1, \ldots, T^1_k) \) and \( P^2 = (T^2_1, \ldots, T^2_k) \) such that \( T^1_i \leq T^2_i \) for all \( i \in \{1, \ldots, k\} \) but \( P^1 \neq (\pi(T'_1), \pi(T_2)) \) (and \( P^1 \neq (\pi(T_2), \pi(T'_1)) \)) for all refinements \( T'_1 \) of \( T_1 \) and thus \( \phi(P^1) = \text{strict}(P^1) \), but \( P^2 = (\pi(T'_1), \pi(T_2)) \) for some refinement \( T'_1 \) of \( T_1 \), so we have by definition of \( \phi \) that \( \phi(P^2) = \pi(T_2) \). Moreover, this case implies \( k = 2 \) and \( P^1 = (T^1_1, T^1_2) \) with \( T^1_1 \leq \pi(T'_1) \) and \( T^1_2 \leq \pi(T_2) \). We now show that \( \phi(P^1) = \text{strict}(P^1) \) contains only splits (or clusters, respectively) which are present in \( \pi(T_2) \): Recall that all splits (or clusters) present in \( \text{strict}(P^1) \) must be present in both \( T^1_1 \) and \( T^1_2 \), so in particular the set of splits (clusters) of \( \text{strict}(P^1) \) is a subset of the set of splits (clusters) of \( T^1_1 \). Moreover, note that by \( T^1_2 \leq \pi(T_2) \), all clusters of \( T^1_2 \) are also present in \( \pi(T_2) \). This implies that \( \phi(P^1) = \text{strict}(P^1) \leq \pi(T_2) = \phi(P^2) \) as desired.
Thus, in all cases we get $\phi(P^1) \leq \phi(P^2)$, which in summary shows that $\phi$ is monotonic.

Last, we need to show that $\phi$ is non-contradictory. To see this, recall that by Proposition 3.4, strict is non-contradictory, and if a profile $P$ consists of $\pi(T^1)$ and $\pi(T^2)$ for some permutation $\pi$, then $\phi$ returns $\pi(T^2)$. So in particular, all splits of $\phi((\pi(T^1), \pi(T^2))) = \pi(T^2)$ are not only compatible with at least one of the input trees, but even contained in it, as $\pi(T^2)$ is contained in the input profile, which implies that $\phi$ is co-Pareto.

So any consensus method $\phi$ of the type described here is regular, monotonic and non-contradictory. But we can construct infinitely many such methods by varying the trees depicted in Figure 7: We can, for instance, consider different values for $\mathbf{m}$, so the cardinality of the set of such examples (and thus of such consensus methods) equals the cardinality of $\mathbb{N}$. This completes the proof.

\[\blacksquare\]

### 4 Discussion and outlook

We investigated two properties which are desirable for sensible phylogenetic consensus methods, namely monotonicity and non-contradiction, where the latter is a property that was newly introduced in the present manuscript. We analyzed seven established consensus methods and found that only two of them, namely strict consensus and majority-rule consensus, are monotonic, whereas the other five (loose consensus, Adams consensus, Aho consensus, MRP and MRC) are not. We further proved that strict, majority-rule and loose consensus as well as MRC are all non-contradictory, whereas Adams and Aho consensus as well as MRP are not.
We also analyzed the implications that the properties of monotonicity and non-contradiction have on any consensus method, established or not, and, somewhat surprisingly, found that there are infinitely many consensus methods which are regular, monotonic and non-contradictory. As of the established consensus methods we analyzed, only two (namely strict and majority-rule) fit that description, it would be interesting to see if there are other biologically plausible consensus methods which have these properties. This is a possible area for future investigations.
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