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The origin of the catalytic power of enzymes has been a question of debate for a long time. In this regard, the possible contribution of protein dynamics in enzymatic catalysis has become one of the most controversial topics. In the present work, the hydride transfer step in the formate dehydrogenase (FDH EC 1.2.1.2) enzyme is studied by means of molecular dynamic (MD) simulations with quantum mechanics/molecular mechanics (QM/MM) potentials in order to explore any correlation between dynamics, tunnelling effects and the rate constant. The temperature dependence of the kinetic isotope effects (KIEs), which is one of the few tests that can be studied by experiments and simulations to shed light on this debate, has been computed and the results have been compared with previous experimental data. The classical mechanical free energy barrier and the number of recrossing trajectories seem to be temperature-independent while the quantum vibrational corrections and the tunnelling effects are slightly temperature-dependent over the interval of 5–45 °C. The computed primary KIEs are in very good agreement with previous experimental data, being almost temperature-independent within the standard deviations. The modest dependence on the temperature is due to just the quantum vibrational correction contribution. These results, together with the analysis of the evolution of the collective variables such as the electrostatic potential or the electric field created by the protein on the key atoms involved in the reaction, confirm that while the protein is well preorganised, some changes take place along the reaction that favour the hydride transfer and the product release. Coordinates defining these movements are, in fact, part of the real reaction coordinate.

1. Introduction

Elucidating what happens inside an enzyme’s active site that allows difficult chemical reactions to take place in timescales compatible with life has occupied the attention of experimentalist and theoretician biochemists for a long time; this is still not clear and remains under debate. Different hypotheses have been proposed to explain the amazing enhancement of the chemical kinetics of enzymes with respect to the counterpart reaction in solution. One of these hypotheses suggests that the transition state (TS) stabilization relative to the reactant state is largely due to the preorganised electrostatic environment provided by the active site of the enzyme;1–5 this proposal has been supported by many studies.6–20 Nevertheless, it has also been proposed that protein motions contribute to reducing the energy-barrier crossing through the TS toward the products.21–33 In fact, the role of protein dynamics in enzymatic catalysis is one of the most controversial topics in modern enzymology, providing a hot debate among theoreticians and experimentalists.16,17,19–21,26,28,32,34–43

Protein motions are frequently observed during substrate binding and product release steps. Nevertheless, the contribution of protein motions to the chemical reaction process and how these motions may influence enzyme catalysed reactions is difficult to probe. The dynamic idea has been explored by several experimental and computational studies. Some researchers have tried to demonstrate, specifically in enzyme-catalysed hydrogen transfer reactions, that quantum mechanical hydrogen tunnelling associated with enzymatic X–H bond cleavage links to protein dynamics for achieving optimal enzyme catalysis.33,37,44–46 These studies are based on the temperature dependence of the kinetic isotope effect (KIE) method that has been used in recent years to study the nature of H-transfer enzymatic reactions and can be a powerful tool for understanding the role of dynamics in enzyme catalysis.
In other research oriented toward the study of dynamic effects, “heavy” enzymes have been created by means of the isotopic substitution of nitrogen, carbon and non-exchangeable hydrogen atoms by their heavier isotopes. The rate constants of these “heavy” enzymes have been obtained and compared with those of their “light” (natural isotopic abundance) counterpart. In these studies, catalysis is affected by a slight reduction in the rate constant in the heavy enzyme. From these results, some authors identify a coupling between the environmental and chemical motions, but these conformational fluctuations around the TS have a small effect on the chemical rate constant. Nevertheless, other authors interpret these enzyme KIEs in different ways. Thus, it has been suggested that protein protecting vibrations (PPV) are coupled with the chemical step of the catalytic process, and the catalytic power of enzymes is due to these protein motions. Notwithstanding these findings, there is not a definitive experimental technique that has actually established a connection between promoting motions and a decrease in the activation free energy of the chemical step.

In order to computationally obtain the rate constant of the chemical step of an enzyme-catalysed reaction, the dynamic and tunnelling effects can be quantified as departures from the transition state theory (TST) by means of ensemble-averaged variational transition state theory (EA-VTST),

\[
k(T) = \Gamma(T, \xi) \cdot k_{TST}(T)
\]

where \(\Delta G_{\text{act}}^{\text{QC}}\) is the quasi-classical activation free energy using the reaction coordinate \(\xi\), \(n\) is the number of reactant species and \(C^0\) is the concentration of the standard state (usually 1 M), \(T\) is the temperature, \(R\) is the ideal gas constant, \(k_b\) is Boltzmann’s constant, \(h\) is Planck’s constant and \(\Gamma(T, \xi)\) is the generalized transmission coefficient.

The quasi-classical activation free energy \(\Delta G_{\text{act}}^{\text{QC}}\) can be obtained from the classical mechanical potential of mean force (PMF) and includes a correction for quantizing the orthogonal vibrations to the reaction coordinate \(\Delta W_{\text{vib}}(T, \xi)\):

\[
\Delta G_{\text{act}}^{\text{QC}}(T, \xi) = \Delta G_{\text{class}}^{\text{QC}}(T, \xi) + \Delta W_{\text{vib}}(T, \xi)
\]

In eqn (1), the generalized transmission coefficient, \(\Gamma(T, \xi)\), can be expressed as a product of two terms:

\[
\Gamma(T, \xi) = \gamma(T, \xi) \cdot \kappa(T)
\]

The first term is the recrossing transmission coefficient, \(\gamma(T, \xi)\), and corrects the rate coefficient for trajectories that recross the TS dividing surface back to the reactant valley. The second term is the tunnelling coefficient, \(\kappa(T)\), and accounts for reactive trajectories that do not reach the chemical threshold energy. The former coefficient is less than or equal to 1, and its deviation to unity can arise from the coupling between the reaction coordinate and the environment; the latter is greater than unity when quantum tunnelling is significant.

In order to estimate the recrossing transmission coefficient, the “positive flux” formulation, based on molecular dynamics (MD) trajectories starting from the TS with thermal distribution velocities or the Grote–Hynes theory can be used. Recent studies were carried out in our group to quantify the value of the recrossing transmission coefficient on different enzyme-catalysed reactions such as the methyl transfer from S-adenosylmethionine to catecholate in the catechol O-methyltransferase, or to glycine in the glycine N-methyltransferase, the Michael addition catalysed by chalcone isomerase, the thymidylate synthase-catalysed reaction, the human purine nucleoside phosphorylase-catalysed reaction or the hydride transfer reactions catalysed by formate dehydrogenase and dihydrofolate reductase.

The tunnelling transmission coefficient \(\kappa(T)\), can be calculated with the small-curvature tunnelling (SCT) approximation, which includes a reaction-path curvature appropriate for enzymatic hydride transfer. This strategy has been successfully employed to estimate the quantum tunnelling effects in dihydrofolate reductase, thymidylate synthase and morphinone reductase.

Finally, the kinetic isotope effects (KIEs) are calculated as the quotient between the light isotope rate constant \(k^H\), if the atom to be transferred is hydrogen) and the heavy isotope rate constant \(k^T\), if the isotope is tritium). Then, from the definition of the rate constant based on VTST, the KIE can be obtained as the product of three contributions: the KIE due to recrossings \(\text{KIE}(\gamma)\), the KIE due to tunnelling \(\text{KIE}(\kappa)\) and the KIE due to the quasi-classical activation free energy \(\text{KIE}(\Delta G_{\text{act}}^{\text{QC}}))\).

\[
\text{KIE}_{\text{TST}} = \frac{k^T}{k^H} = \frac{\gamma^T(T, \xi)}{\gamma^H(T, \xi)} \cdot \frac{\kappa^H(T)}{\kappa^T(T)} \cdot \frac{\Delta G_{\text{act}}^{\text{QC}}(T, \xi) - \Delta G_{\text{act}}^{\text{QC}}(T, \xi)}{RT}
\]

In the present work, the temperature dependence of the KIEs in formate dehydrogenase (FDH EC 1.2.1.2) has been studied by means of MD simulations with quantum mechanics/molecular mechanics (QM/MM) potentials in order to explore any correlation between the dynamic and tunnelling effects of the enzymatic reaction.

FDH is a ubiquitous enzyme belonging to a family of v-isomer-specific 2-hydroxy acids and plays a key role since it is one of the best enzymes for cofactor regeneration in the processes of chiral synthesis with NAD(P)\(^+\)-dependent oxidoreductases. Moreover, FDH has the biotechnological potential for use in organic acid synthesis as a catalyst in coenzyme regeneration systems for the production of high value added pharmaceutical products, such as a biosynthetic amino acid, tert-leucine, which is a component of some HIV protease and matrix metalloprotease inhibitors. Site-directed mutagenesis studies on FDH have been also carried out with the goal to transform coenzyme specificity as well as to increase its turnover frequency factor or its thermal stability. To this end, a detailed knowledge of the catalytic mechanism of FDH at the molecular level could provide guidelines for future protein engineering on this enzyme.
The crystal structures of FDH have been solved for three species: the methylotrophic bacteria Pseudomonas sp. 101 (PsFDH)\textsuperscript{78} and Moraxella C-1 (MorFDH)\textsuperscript{79} and the yeast Candida boidinii (CbFDH).\textsuperscript{80} FDH catalyses the oxidation of formate ion to carbon dioxide via hydride transfer to the C4 carbon of the nicotinamide ring of NAD\textsuperscript{+} to obtain NADH (see Scheme 1). This hydride transfer reaction is partly a rate-limiting step in the catalytic mechanism of FDH with an observed rate constant of 7.3 s\textsuperscript{-1}.\textsuperscript{81–83} This value of the rate constant shows that FDH is a low efficiency enzyme, compared to other NAD\textsuperscript{+}-dependent dehydrogenases that show much higher rate constants, probably due to the strong interactions between the charged substrate in the reactant state and several residues of the active site.\textsuperscript{84}

Theoretical studies of the FDH-catalysed hydride transfer reaction of PsFDH were carried out by Major and co-workers\textsuperscript{86} using hybrid QM/MM simulations developing a specific reaction parameter (SRP) Hamiltonian by reparameterizing the semiempirical AM1 method. The PMFs were obtained as a function of the antisymmetric coordinate (bond breaking and bond forming distances) as well as an orbital rehybridization coordinate and a donor–acceptor distance coordinate, showing an early TS and that the chemical and environmental coordinates are not fully synchronized. The activation free energy barrier when the AM1-SRP/MM Hamiltonian was employed ($\Delta G = 15.1$ kcal mol\textsuperscript{-1}) was almost identical to that obtained when the QM atoms were treated with the standard AM1 potential. However, it is worth mentioning that differences in the reaction free energies obtained with both methods were more remarkable (being around 8.0 kcal mol\textsuperscript{-1} more exergonic for the standard AM1/MM PMF). Quantum PMFs were obtained for hydride, deuteride and tritide transfer reactions in order to compute kinetic isotope effects using a mass-perturbation-based path-integral approach.\textsuperscript{87} Using QM(AM1-SPR)/MM, the inclusion of nuclear quantum effects in the simulations lowered the computed free energies of activation for the protonium, deuterium, and tritium transfer by 1.9, 1.4 and 1.1 kcal mol\textsuperscript{-1}, respectively. In this way, the resulting activation quantum free energy was 13.2 kcal mol\textsuperscript{-1},\textsuperscript{86} a quite similar value to that obtained by us previously (12.4 kcal mol\textsuperscript{-1}).\textsuperscript{13,67}

Recently, structural, kinetic and spectroscopic studies of FDH from recombinant Candida boidinii were carried out\textsuperscript{80} to study the dynamic effects in CbFDH.\textsuperscript{14,85,88} The studies on recombinant CbFDH found temperature-independent intrinsic KIEs,\textsuperscript{80} as previously reported for commercial CbFDH (a mixture of isozymes).\textsuperscript{44} This temperature independence of KIEs has been interpreted as a well-organized donor–acceptor distance for the H transfer and an optimal “fine-tuning” of the transition state for the H transfer step in FDH.\textsuperscript{44,80} Results indicate that the donor–acceptor distance is narrowly distributed in both recombinant enzyme and in the isozyme mixture.\textsuperscript{80} QM/MM free energy simulations on the recombinant CbFDH enzyme yielded a free energy profile in agreement with the experimental data and it is very similar to the one obtained from PsFDH.\textsuperscript{86}

Recently, two-dimensional infrared spectroscopy measurements on the ternary complex of FDH with cofactor and the azide as the transition state analogue, carried out by Kohen and co-workers in CbFDH,\textsuperscript{86} revealed structural fluctuations on the picosecond to femtosecond timescale, which could be relevant to catalysis. The measurements of the frequency–frequency correlation function for the azide complexed to FDH with NAD\textsuperscript{+} showed underdamped oscillatory frequency fluctuations on the picosecond timescale. The authors suggested that the active site insulates the reacting molecules from the thermal noise of the surrounding solvent. These oscillations have been attributed to motions of the charged nicotinamide ring of the NAD\textsuperscript{+} cofactor since these oscillations were essentially gone in the complex with the reduced cofactor.

In our previous theoretical study of the hydride transfer reaction catalysed by the PsFDH, the analysis of free downhill molecular dynamic trajectories allowed us to explore the dynamic coupling between the reacting fragments and the environment, as well as an estimation of the dynamic effect contribution to the catalytic effect from the calculation of the recrossing transmission coefficient in the enzyme and in solution at 300 K. The obtained recrossing transmission coefficients for the chemical reaction in the enzyme and in solution were 0.46 ± 0.04 and 0.20 ± 0.03, respectively. These values represent that the contribution of the dynamic effects to the catalysis, computed in the framework of the VTST, is 0.50 ± 0.15 kcal mol\textsuperscript{-1}, which is small but not negligible, keeping in mind the low efficiency of FDH. The analysis of the reactive trajectories revealed how relative movements of some amino acids, mainly His332 and Arg284, precede the formation of the TS. Additionally, the time-dependent evolution of the electric field created by the enzyme on the key atoms of the reaction revealed a permanent field. The conclusion from this previous study was
that the catalytic effect is due to substrate preorganization and TS stabilization with respect to the aqueous solution, thus reducing the activation barrier. Finally, application of Grote–Hynes theory allowed the identification of the modes responsible for the substrate–environment coupling, showing how some protein motions take place simultaneously with the reaction. Thus, the equilibrium approach between the distinguished reaction coordinate (the antisymmetric combination of the distances defining the H transfer) and the environment provides an overestimation of the catalysed rate constant in this system.

The present study aims to get a deeper insight into the dynamic and tunnelling effects on the reaction catalysed by FDH. We will estimate the contribution of the dynamic and tunnelling effects to the rate constant enhancement from recrossing and tunnelling transmission coefficient calculations at different temperatures. The selected temperatures covered the range of temperatures used experimentally by Kohen and co-workers\(^ {44}\) and by Tishkov and co-workers.\(^ {83}\) The optimal temperature for this enzyme is 337 K,\(^ {83}\) but the kinetic experiments of Tishkov and co-workers were done at 303 K, thus justifying the selection of 300 K as one of our simulation temperatures to carry out proper comparisons.

It is important to point out that the temperature dependency of KIEs has been suggested to be a proper way to estimate the dynamic behavior of enzymes, even for the relatively narrow range of temperatures explored in the present study. In fact, a similar range of temperatures has been explored in previous studies of this and other enzymes, either by computational and experimental studies.\(^ {44,86,89–91}\) In the present study, our predicted temperature dependence of the KIEs was analysed and compared with experimental and computational data obtained by Kohen and co-workers and Major and co-workers, respectively.\(^ {44,86}\) The study of dynamic effects can also provide information to reveal the origin of the catalysis and for further mutational studies or transition-state analogue design.

2. Methodology

2.1. Potential of mean force

The initial coordinates of FDH were taken from the X-ray crystal structure of the \textit{Pseudomonas} sp. complexed with azide inhibitor in the formate binding site with PDB code 2NAD.\(^ {78}\) The azide molecule was replaced by the product of the FDH-catalysed reaction, CO\(_2\). The PROPKA3 semiempirical program\(^ {92–95}\) was used to estimate the pK\(_a\) values of the titratable protein residues to verify their protonation states at a pH of 7. According to the results, hydrogen atoms were added and assigned protonation states for all ionisable residues using the \textit{fdynamo} library,\(^ {96,97}\) assuming pH 7. The system was solvated by a cubic box of water molecules of side dimension 80 Å, centred on the C4 atom of the cofactor of subunit B. Because of the size of the system, all the residues further than 38 Å from C4 of the cofactor were removed, and those found further than 18 Å from the same atom were kept frozen.

The one-dimensional potential of mean force (1D-PMF) of the reaction catalysed by PsFDH was obtained by means of QM/MM MD simulations using \textit{fdynamo}\(^ {96,97}\) at three different temperatures (278, 300 and 318 K), after previous equilibration running MD simulations at the three temperatures. The QM region consists of the formate anion together with the nicotinamide and ribose rings of the nicotinamide adenine dinucleotide (NAD\(^ +\)) cofactor (33 atoms, as depicted in Fig. 1), which is described using the AM1 Hamiltonian.\(^ {98}\) To saturate the valence of the QM/MM frontier we used the link atom procedure.\(^ {96,100}\) The MM subsystem, consisting of the protein and the solvent water molecules, was then described using the OPLS-\textit{AA}\(^ {101,102}\) and TIP3P\(^ {103}\) force fields, respectively, as implemented in \textit{fdynamo}. To treat the nonbonding interactions, a switch function with a cutoff distance in the range of 8–12 Å was used. The 1D-PMFs were obtained using the antisymmetric combination of the distances describing the breaking and forming bonds, \textit{i.e.}, \(d(\text{C–H})–d(\text{H–C4})\) (see Fig. 1) as the distinguished reaction coordinate.\(^ {13}\) The Langevin–Verlet integrator with a time step of 0.5 fs was employed, using the thermodynamic ensemble \(NVT\) at the temperatures of 278, 300 and 318 K. A total of 76 simulation windows changing the reference value of the reaction coordinate by 0.04 Å were run. Each window consisted of 10 ps of equilibration followed by 20 ps of production. The umbrella sampling approach\(^ {104}\) was used to constrain the system to a particular value of the reaction coordinate by means of the addition of a harmonic potential with a force constant of 2000 \textit{kJ mol}^{-1} \text{Å}^{-2}. The probability distributions obtained from MD simulations within each individual window were combined by means of the weighted histogram analysis method (WHAM)\(^ {105}\) to obtain the whole PMF.

From the maxima of each 1D-PMF at each temperature, a structure was selected to trace the AM1/MM refined 1D-PMFs at the three temperatures (278, 300 and 318 K) for only a small range of the reaction coordinate values close to the free-energy
maxima found in the previous 1D-PMFs. The reaction coordinate was changed by only 0.01 Å and 21 simulation windows were run applying a force constant to the reaction coordinate of 2000 kJ mol$^{-1}$ Å$^{-2}$. As in the 1D-PMFs previously obtained, each window consisted of 10 ps of equilibration followed by 20 ps of production.

Two-dimensional potentials of the mean force (2D-PMF) of the reaction catalysed by the PsFDH enzyme at the AM1/MM level at the three different temperatures were performed as a function of the antisymmetric reaction coordinate ($\xi_1$) and the donor–acceptor distance ($\xi_2$) treated independently. A total of 1491 simulation windows were run by changing the reference value of $\xi_1$ and $\xi_2$ by 0.04 Å and 0.07 Å, respectively. The force constants applied for the reaction coordinate and donor–acceptor distance were 2000 kJ mol$^{-1}$ Å$^{-2}$ and 2500 kJ mol$^{-1}$ Å$^{-2}$, respectively. Each window consisted of 10 ps of relaxation and 20 ps of production with a time step of 0.5 fs.

### 2.2 Rare event trajectories

From the maxima of the refined 1D-PMFs, a structure was chosen with the corresponding value of the $\xi_1$ coordinate of the TS for each temperature. Starting from these structures, three QM/MM MD simulations of 1 ns with a time step of 0.5 ps were run at three different temperatures (278, 300 and 318 K) restraining $\xi_1$ with a force constant of 10 000 kJ mol$^{-1}$ Å$^{-2}$. From these simulations, a total of 118, 112 and 113 configurations at three different temperatures, 278, 300 and 318 K, respectively, with a reaction coordinate about $\pm 0.005$ Å around the TS positions were selected to compute free downhill trajectories. The velocity associated with the reaction coordinate is not properly thermalized in these configurations. Thus, following a procedure similar to that used by Gao and co-workers and in our previous studies,9,12,41 we selectively removed the projection of the velocity on the reaction coordinate and we added a random value taken from a Maxwell–Boltzmann distribution just for the atoms involved in the description of the antisymmetric coordinate $\xi_1$.

For each of the selected configurations with their modified velocities, free NVE simulations were performed, integrating the equations of motion forward and backward, just changing the sign of the velocity components. These simulations were run at the three temperatures (278, 300 and 318 K) and using protium and tritium as the transferring species. The downhill trajectories were propagated from $-8$ to $+8$ ps by using a time step of 0.5 fs. The trajectories obtained were classified as reactive trajectories when the reactant state connected to the product state (RP) and nonreactive trajectories when either reactant state connected to reactant state (RR) or product state connected to product state (PP). All trajectories may exhibit recrossings in the TS dividing surface. To compute the recrossing transmission coefficient ($\chi(T,\bar{\epsilon})$), we used the ratio between the reactive (RP) and total (RR, RP and PP) trajectories.

The changes in the environment as the reaction proceeds, such as distances, charges, electrostatic potential and electric field created by the environment, were analysed by means of detailed inspection of the reactive trajectories at the three temperatures (278, 300 and 318 K) and using protium and tritium as the transferred atoms.

### 2.3 Quantum mechanical tunnelling effects and rate constants

As mentioned in the Introduction section, TST deviations from the quantum tunnelling effects can be estimated by means of EA-VTST.57–59 In this section, the combination of fDYNAMO and POLYRATE has been used to obtain the tunnelling transmission coefficient, $k_s$ for protium and tritium transfer at the three different temperatures (278, 300 and 318 K). The SCT approximation was employed to compute $k_s$ since the reaction path curvature was found to be small over the region important for tunnelling. Pu et al.99 showed that only a 2% smaller difference in the small-curvature with respect to the large-curvature tunnelling paths was found for hydride transfer (both for protium and tritium) if calculations were limited to small curvature tunnelling paths and the transmission coefficient was computed microcanonically. This strategy has been successfully employed in our laboratory in previous theoretical studies of hydride transfer reactions catalysed by thymidylate synthase, lactate dehydrogenase, morphinone reductase or dihydrofolate reductase.41–43,70–72,108–110 The final tunnelling contribution was then obtained as the average over the reaction paths of 10 TS structures. The Hessian was numerically determined by a central difference scheme with a step size of 0.01 Bohr, and the generalized normal modes were calculated in rectilinear coordinates. During the calculation of the minimum energy path, all the systems inside of a sphere of 18 Å around the QM region were minimized in each step. When calculating generalized normal mode frequencies, the reaction coordinates were projected out of the Hessian,111 The calculated frequencies for the various configurations were averaged over all the configurations that belonged to a given bin of width 0.01 Å, and the quantum vibrational correction of the PMF as the difference of the sum of the frequencies between TS and reactants, $\Delta W_{\text{vib}}(T,\bar{\epsilon})$, was calculated for the localised and characterised transition structures and reactants using protium and tritium as transferred particles at the three temperatures.

### 2.4 Kinetic isotope effects

The KIEs were obtained from eqn (4) as far as the global transmission coefficient and the quasi-classical free energy of activation were computed for two different isotopes labelled compounds. In our case, protium and tritium are used as the transferring species in order to obtain the primary intrinsic KIEs. The temperature dependence was studied at 278, 300 and 318 K. These values were compared with the experimental or computational results obtained by Kohen and co-workers and Major and co-workers, respectively, for the same hydride transfer step.44,86

### 3 Results and discussion

#### 3.1 Potential of mean force

The 1D-PMFs for the hydride transfer reaction catalysed by PsFDH at the three different temperatures computed at the
AM1/MM level are shown in Fig. 2. The free energy barriers obtained as the difference between the TS and the reactant state, are 12.2, 11.8 and 11.9 kcal mol⁻¹ at 278 K, 300 K and 318 K, respectively. This result shows that the classical mechanical activation free energy barriers (ΔG°_clas(T,ξ₁)) are temperature-independent.

From the maxima of the 1D-PMFs, structures were selected to perform the refined AM1/MM 1D-PMFs in the vicinity of the TS at the three temperatures. From these refined 1D-PMFs, a good estimation of the TS position in terms of the antisymmetric combination of the distances describing the breaking and forming of bonds, d(C–H) and d(C4–H), respectively (see Fig. 1 for atom numbering).

In order to have a better description of the donor–acceptor distance along the reaction, 2D-PMFs were performed using the antisymmetric reaction coordinate (ξ₁) and the distance between the donor and acceptor carbon atoms (ξ₂). As is shown in Fig. 3, the three 2D-PMFs are almost equal, displaying similar activation free energy barriers of 13.2, 13.2 and 13.1 kcal mol⁻¹ at 278, 300 and 318 K, respectively. This result supports the temperature-independence derived from the 1D-PMFs. Nevertheless, a difference in the three 2D-PMFs can be detected if focusing on the difference between reactants and products. Thus, the reaction is slightly more exergonic at 300 K and 318 K than at 278 K. Comparison of the free energy barriers from the 2D-PMF, that can be considered as more precise than those derived from the 1D-PMFs, to the value estimated from the experimental rate constant reported in the literature (16.6 kcal mol⁻¹) is in good agreement, keeping in mind that our theoretical results correspond exclusively to a single step rather than a complex multistep process that comprises the experimental rate constant.

Table 1 contains average values of the donor–acceptor distance (d(C–C₄)), the distances describing the breaking and forming bonds (d(C–H) and d(C₄–H)) and the antisymmetric reaction coordinate (ξ₂) with their standard deviations for reactants (R), TS and products (P) obtained at the 1D-PMFS and 2D-PMFs at 278 K (a), 300 K (b) and 318 K (c). If we compare these key distances in the R and TS structures from the 1D-PMFs and 2D-PMFs, all the distances are similar and the small deviations are within the standard deviations. Meanwhile, the breaking bond distance (d(C–H)) and the donor–acceptor distance (d(C–C₄)) for products are quite different for the averaged values obtained from the 1D-PMFs and 2D-PMFs. Keeping in mind that this reaction consists of charged species that are transformed into neutral ones, the neutral carbon dioxide molecule in P has more freedom to move in the active site than the formate anion in R. Nevertheless, if we compare the distances of the stationary structures at different temperatures, there is no significant difference in the results. Thus, from the geometrical point of view, the reaction catalysed by FDH must also be considered as temperature-independent.

### 3.2. Recrossing effects

After randomizing the reaction coordinate velocity for each of the saved configurations, as described in the computing methods section, free hybrid QM/MM MD trajectories were run, allowing the system to evolve downhill from the TS. The rare event trajectories were run at the three different temperatures and
using protium and tritium as transferring atoms. The number and the proportions of reactive trajectories (RP type) and non-reactive trajectories (RR type and PP type) at the different temperatures for protium and tritium are given in Table S1 of the ESI. Analysis of the trajectories indicates that similar proportions of reactive and non-reactive trajectories were obtained at the different temperatures. When comparing the protium and tritium trajectories, the proportion of reactive trajectories was vaguely larger for tritium than for protium. As explained in a previous section, these values were used to compute the recrossing coefficients.

The transmission coefficients at the three temperatures for each isotope-labelled compound are shown in Table 2. As deduced from the results, it seems that the recrossing transmission coefficient, $\gamma(T,\xi)$, is slightly larger for tritium compared to protium at any of the three temperatures. This result indicates that the slower transfer of the heavier particle, tritium, allows the protein environment to better equilibrate and, consequently, a lower amount of recrossing trajectories is obtained for this system compared to the case of the transfer of the lighter particle, protium. Nevertheless, it must be pointed out that the differences between protium and tritium can be considered within the uncertainty of the standard deviation and are temperature-independent.

### 3.3. Geometrical analysis of rare-event trajectories

The changes in the chemical system and in the environment as the reaction proceeds were analysed by means of the detailed inspection of the reactive trajectories at the three temperatures (278, 300 and 318 K). Fig. 4 shows the evolution of the key interatomic distances involved in the hydride transfer at the three temperatures averaged over the reactive trajectories. In this figure, $t = 0$ indicates the passage of the system over the TS; negative times correspond to the evolution of the system towards the reactant valley and positive times towards the product. The corresponding plots for the transfer of tritium, which are qualitatively equivalent, are shown in Fig. S1 (see ESI†). How the reaction proceeds can be observed by the approaching of the donor and acceptor carbon atoms, showing a minimum distance in the TS region while the breaking bond (C-H) distance is increasing and the forming bond (C-H) distance is decreasing. The same behaviour can be predicted from the analysis based on the 2D-PMFs reported in Fig. 3, computed under the equilibrium approximation, and in our previous study performed at 300 K.\textsuperscript{67}

The evolution of the angle described by the donor atom, the transferring particle and the acceptor atom is also depicted in Fig. 4; it becomes more linear in the TS region, in agreement with previous studies.\textsuperscript{9,66} Interestingly, the behaviour of the analysed geometrical parameters is perfectly reproduced at all different temperatures for the transfer of the two different species, protium and tritium.

Fig. 5 shows the evolution of the intermolecular distances between the key atoms of the substrate and cofactor and the amino acid residues of the enzyme, averaged over the reactive trajectories at different temperatures and using protium and tritium as the transferred atoms. The first observation that can

| $d(C-C4)$ | $d(C4-H)$ | $d(C-H)$ | $\xi$ |
|-----------|-----------|-----------|-------|
| (a) $T = 278 K$ | | | |
| 1D-PMF R | 3.04 ± 0.15 | 2.53 ± 0.04 | 1.13 ± 0.03 | −1.40 ± 0.03 |
| TS | 2.67 ± 0.07 | 1.42 ± 0.04 | 1.30 ± 0.03 | −0.12 ± 0.04 |
| P | 3.20 ± 0.09 | 1.13 ± 0.03 | 2.29 ± 0.04 | 1.16 ± 0.03 |
| 2D-PMF R | 3.07 ± 0.17 | 2.50 ± 0.04 | 1.12 ± 0.04 | −1.38 ± 0.03 |
| TS | 2.66 ± 0.05 | 1.43 ± 0.03 | 1.31 ± 0.04 | −0.12 ± 0.05 |
| P | 3.10 ± 0.08 | 1.10 ± 0.05 | 2.12 ± 0.03 | 1.02 ± 0.02 |

Using protium and tritium as transferring atoms. The number and the proportions of reactive trajectories (RP type) and non-reactive trajectories (RR type and PP type) at the different temperatures for protium and tritium are given in Table S1 of the ESI. Analysis of the trajectories indicates that similar proportions of reactive and non-reactive trajectories were obtained at the different temperatures. When comparing the protium and tritium trajectories, the proportion of reactive trajectories was vaguely larger for tritium than for protium. As explained in a previous section, these values were used to compute the recrossing coefficients.

### Table 1

| $d(C-C4)$ | $d(C4-H)$ | $d(C-H)$ | $\xi$ |
|-----------|-----------|-----------|-------|
| (a) $T = 278 K$ | | | |
| 1D-PMF R | 3.04 ± 0.15 | 2.53 ± 0.04 | 1.13 ± 0.03 | −1.40 ± 0.03 |
| TS | 2.67 ± 0.07 | 1.42 ± 0.04 | 1.30 ± 0.03 | −0.12 ± 0.04 |
| P | 3.20 ± 0.09 | 1.13 ± 0.03 | 2.29 ± 0.04 | 1.16 ± 0.03 |
| 2D-PMF R | 3.07 ± 0.17 | 2.50 ± 0.04 | 1.12 ± 0.04 | −1.38 ± 0.03 |
| TS | 2.66 ± 0.05 | 1.43 ± 0.03 | 1.31 ± 0.04 | −0.12 ± 0.05 |
| P | 3.10 ± 0.08 | 1.10 ± 0.05 | 2.12 ± 0.03 | 1.02 ± 0.02 |

### Table 2

| $\kappa(T)$ | $\gamma(T,\xi)$ | $\Gamma(T,\xi)$ | $\Delta W_{\text{act}}(T,\xi)$ | $\Delta G_{\text{act}}(T,\xi)$ | $\Delta G_{\text{act}}(T)$ | KIE |
|-----------|-----------------|-----------------|----------------|-----------------|----------------|-----|
| $T = 278 K$ | | | | | | |
| H | 6.3 ± 0.6       | 0.45 ± 0.05     | 2.8 ± 0.6      | −2.83 ± 0.11    | 10.38 ± 0.11   | 9.81 ± 0.20 | 4.5 ± 0.4 |
| T | 5.8 ± 0.6       | 0.48 ± 0.05     | 2.8 ± 0.6      | −2.01 ± 0.09    | 11.20 ± 0.09   | 10.64 ± 0.18 | 3.9 ± 0.6 |
| $T = 300 K$ | | | | | | |
| H | 5.0 ± 0.9       | 0.42 ± 0.05     | 2.1 ± 0.6      | −2.76 ± 0.11    | 10.47 ± 0.11   | 10.03 ± 0.26 | 3.9 ± 0.6 |
| T | 4.3 ± 0.8       | 0.48 ± 0.05     | 2.1 ± 0.6      | −1.96 ± 0.11    | 11.27 ± 0.11   | 10.84 ± 0.25 | 3.4 ± 0.6 |
| $T = 318 K$ | | | | | | |
| H | 4.3 ± 0.8       | 0.42 ± 0.05     | 1.8 ± 0.5      | −2.72 ± 0.11    | 10.41 ± 0.11   | 10.04 ± 0.27 | 3.4 ± 0.6 |
| T | 3.9 ± 0.7       | 0.49 ± 0.05     | 1.9 ± 0.6      | −1.92 ± 0.11    | 11.21 ± 0.11   | 10.80 ± 0.27 | 3.4 ± 0.6 |
be deduced is that all the geometrical variations are equivalent at all three temperatures. As observed in Fig. 5(a), the distance between the O8 atom of NAD\(^+\) and HE2 atom of His332 decreases before arriving at the TS region. The motion of His332 seems to be activated at around 0.5 ps before crossing the TS and its approach to the cofactor could be polarizing the carbonyl group of the cofactor thus increasing the negative charge on the O8 atom and the positive charge on the C4 atom, as confirmed by the analysis of atomic charges on Fig. 6. If we compare the relative motion of this residue at the three different temperatures, it appears that the distance between the O8 atom of NAD\(^+\) and the HE2 atom of His332 fluctuates much more in the reactant region before reaching the TS at higher temperature (318 K) than at lower temperature (278 K). The higher thermal energy at 318 K provokes longer distances between these two atoms compared to the lowest temperature, 278 K. Despite these fluctuations, the behaviour of the active site is quite robust with the reaction progress and is temperature independent.

The rest of the analysed distances between the amino acid residues and the cofactor or substrate atoms elongate after reaching the TS. Thus, the distances between one of the oxygen atoms of the formate and Arg284 (Fig. 5(b) and (c)), start to increase just before crossing the TS, thus revealing a certain degree of participation in the real reaction coordinate. In Fig. 5(b), the shortest hydrogen bond interaction between the Arg284 amino acid residue and O1 of the formate ion is shown. The evolution of this distance from R to the TS is similar at the three different temperatures, while from TS to P there are more fluctuations leading to a shorter averaged distance at high temperature for both protium and tritium. Fig. 5(c) shows much more fluctuations at lower temperature when going from R to TS, reaching a greater distance at the TS region at lower temperature for both protium and tritium. In this figure, the evolution of the distance from TS to P also displays a shorter averaged distance at high temperature as shown in Fig. 5(b). It is important to point out that Fig. 5(b) and (c) display hydrogen bond interactions between Arg284 and the substrate (formate ion in reactants and carbon dioxide in products), which is small and mobile inside the active site. Thus, there are more fluctuations in these longest distances and more differences between the different temperatures.

The participation of the environment in the real reaction coordinate can be analysed by the inspection of the transition vector of the optimized TS structures. Thus, from a refined TS structure, a large Hessian matrix that contains the QM sub-system and all the residues that establish hydrogen bond interactions with the QM region such as Ile122, Asn146, Thr282, Arg284, Asp308, Gln313, His332 and Ser334 (160 atoms in total, see Fig. 1) were computed and diagonalised. The coefficients of the negative eigenvalue of the Hessian defining the transition vector (TV) of the reaction on each atom of the Hessian matrix were obtained (see Table S2 of the ESI†). As can be observed, the three key atoms involved in the chemical reaction (donor, acceptor and the transferring hydrogen atom) show the most significant components on the TV, but some atoms of the
enzyme (from Ile122, Asn146, Arg284 and His332) show non-negligible components on the TV, revealing a certain participation in the real reaction coordinate (more dramatically Arg284 and His332).

The analysis of the intermolecular distances of the amino acid residues of the enzyme along the reactive trajectories has been complemented by the root mean square fluctuation (RMSF) calculations along 1 ns QM/MM MD simulations restrained at the reactant and TS regions at the three temperatures. In these simulations, a time step of 0.5 fs was used and a force constant of $10000 \text{kJ mol}^{-1} \text{Å}^{-2}$ was applied to the reaction coordinate. Fig. S2 (see ESI†) shows the RMSF of the amino acid residues along the QM/MM MD simulations restrained at the reactant, the TS and the difference between TS and reactant. Higher RMSF values were obtained at the highest temperature (318 K) for both reactant and TS. When computing the RMSF difference between TS and reactants, displayed in Fig. S2(c) (see ESI†), a negative value for a certain amino acid residue means that this residue has a greater mobility in reactants than in TS. The main difference is observed at residue Thr35, which is outside on the surface of the enzyme and is in contact with the solvent. As in previous geometrical analysis, there is no clear trend of the RMSF difference with the temperature. In fact, larger differences are obtained at the lower temperature in certain cases. The amino acid residues involved in the stabilization of the substrate and cofactor do not show large fluctuations in the differences between reactants and TS, suggesting an important preorganization to stabilize the TS. Nevertheless, there are noticeable RMSF differences between TS and reactants in some residues that are close to the active site, such as Asp125 and Ser147, which establish hydrogen bond interactions with the Arg284 residue and with one oxygen atom of the phosphate groups of the cofactor, respectively. Displaying those hydrogen bond interactions from reactants to TS, there is no significant change, so these fluctuations take place in order to maintain the hydrogen bond interactions of the residues of the active site to stabilize the TS.

### 3.4. Electrostatic analysis of rare-event trajectories

Fig. 6 shows the time evolution of the Mulliken charges on some key atoms of the cofactor and substrate averaged over the
reactive trajectories at the three different temperatures for hydride as the transferring particle. Fig. S3 (see ESI) displays the time evolution of the Mulliken charges of the same atoms averaged over the reactive trajectories at the three different temperatures for tritium. The trend of the charges is equivalent for protium and tritium transfers, at the three temperatures. In Fig. 6, it is observed that the behaviour of the charges is consistent with the formal description of the reaction involving a charge annihilation in going from the reactant state to the product state and the charge distribution changes take place close to the TS region (between ±0.05 ps around the TS). In Fig. 6(a), it is displayed how the charge on the donor carbon increases while the charge on the acceptor carbon decreases when going from reactants to products, showing a maximum positive value at the position of the TS. The charge of the transferring hydride slightly decreases from reactants to the TS, displaying a minimum negative value at the TS region, and after that gently increases on going to products. Moreover, as observed in Fig. 6(b), the negative charge on the oxygen atoms of the formate decreases, being less negative at the product state, while the charge on the O8 atom of the cofactor becomes more negative as the reaction proceeds.

We can analyse the effects of environmental motions during the reaction process by means of the time evolution of an environmental coordinate(s) defined as the difference in the electrostatic potential created by the environment on the acceptor and donor atoms \( V_{C4} \) and \( V_C \), respectively; see Fig. 1) as was done in a previous study.17

The evolution of this coordinate takes into account the changes in the enzymatic environment as the reaction proceeds and can provide information on the electrostatic role of the protein. Time evolution of this environmental coordinate along the averaged reactive trajectories is shown in Fig. 7(a). The results in Fig. 7(a) confirm how the protein evolves, though not dramatically, from reactants to products and the difference in the electrostatic potential would favour the transfer of the formal negative charge from the formate to the cofactor.

Time evolution of the contributions to the environmental coordinate from some key protein residues, those that establish hydrogen bond interactions with the chemical system, averaged along the reactive trajectories are displayed in Fig. 7(b) and (c). The evolution of the contributions to the environmental coordinates of particular residues (Asn146, Arg284 and His332) follows the same trend as observed in Fig. 7(a) (see Fig. 1 for residue numbering). No differences are observed between the plots obtained at different temperatures and, obviously, the electrostatic variations of the protein do not depend on the mass of the transferring particle. On comparing the plots at the three different temperatures and for protium and tritium as the transferred particles, the evolution was very similar, with the same values of the environmental coordinate for the TS region. While the contribution to the environmental coordinates of Asn146 and His332 slightly changes after crossing the TS (Fig. 7(c)), in the case of the Arg284 (Fig. 7(b)) a fluctuation is shown after crossing the TS as was observed in the plot of the total environmental coordinate, Fig. 7(a).

The change in the environmental coordinate from reactants to products is almost negligible in other amino acid residues that establish hydrogen bond interactions with the chemical system, such as Ile122, Thr282 and Asp308, or residues that establish hydrogen bond interactions with Asp308 and His332 such as Ser334 and Gln313, respectively (see Fig. 1). From these results, one can conclude that Asn146, Arg284 and His332 electrostatically favour the reaction progress, providing a suitable environment to reach the TS and then leading the system toward the formation of products. As obtained in the transition vector analysis, Asn146, Arg284 and His332 are in fact part of the real coordinate definition.

In order to complete the analysis of the contribution of the surroundings to the reaction, the time evolution of the electric field created by the environment, projected along the donor-acceptor \((C\text{-}C4)\) vector on the acceptor atom (Fig. 8(a)), transferring atom (Fig. 8(b)) and donor atom (Fig. 8(c)) at the three different temperatures using protium and tritium as transferring particles was computed and depicted in Fig. 8. Small variations in the electric field were observed from reactants to products. As obtained in the transition vector analysis, Asn146, Arg284 and His332 slightly changes after crossing the TS (Fig. 7(c)), in the case of the Arg284 (Fig. 7(b)) a fluctuation is shown after crossing the TS as was observed in the plot of the total environmental coordinate, Fig. 7(a).
reactants to ca. 0 a.u. in the products. This, together with the fact that the charge on the donor atom is always positive, the force created by the environment goes in the direction of the donor–acceptor vector at the reactants and TS, thus facilitating the approach between substrate and cofactor for the hydride transfer to take place. Once the transfer takes place, this force turns into values close to zero, which would facilitate carbon dioxide release.

If we compare the results obtained at the three temperatures, the differences are not significant and, obviously, no important differences are observed if the particle to be transferred is protium or tritium.

3.5. Quantum effects

The contribution of quantum mechanical tunnelling, $\kappa(T)$, to the rate constant is shown in Table 2. The comparison of the tunnelling transmission coefficients between protium and tritium shows how, as expected, the coefficient is larger for the lighter particle at all tested temperatures. This result means that the rate constant computed using eqn (1)–(3), for the lighter particle (protium) will be larger than for the heavier particle (tritium) at the three temperatures. On the other hand, the analysis of the temperature dependency of the tunnelling coefficients shows how it decreases with the temperature, as observed in our previous studies of the temperature-dependence of hydride transfer reactions catalysed by TSase or DHFR. 43,70,71,110,112

The quantum vibrational corrections ($\Delta W_{\text{vib}}(T, x)$) to the free energy barrier and the total value of the quasi-classical free energy barrier ($\Delta G_{\text{QC}}(T, x)$) obtained from the 2D-PMFs with their corresponding standard deviations are shown in Table 2. The vibrational corrections to the activation free energy barrier are smaller for the heavy particle (tritium), so the quasi-classical free energy barriers are lower for the light particle. In Table 2 the effective free energy activation ($\Delta G_{\text{eff}}$) is shown as well, in which the effects of tunnelling and recrossing are included. Like the quasi-classical free energy barriers, the effective free energy activation is lower for the lighter particle.

3.6. Kinetic isotope effects

The KIEs, obtained using eqn (4) are shown in Table 2, while a graphical representation of these values, and all their...
contributions to the KIEs, are displayed in Fig. 9. Theoretical standard deviations are reported as bars on each point. The first conclusion derived from the results is that the KIEs are slightly temperature dependent, decreasing with the temperature. The recrossing and tunnelling contributions are temperature independent, within the uncertainty associated with the standard deviations. Thus, the larger contribution of the possible temperature effect to the total KIE comes exclusively from the quasi-classical vibrational contribution.

The experimentally observed KIEs and the intrinsic KIEs obtained by Kohen and co-workers for the related CbFDH are shown in Table S3 of the ESI† and are also displayed in Fig. 9. The comparison of the theoretical predictions with the experimental data obtained by Kohen and co-workers renders interesting conclusions. The theoretical values obtained (see Table 2 and light blue data in Fig. 9) are similar to the experimentally observed KIEs (see Table S3 of the ESI† and purple data in Fig. 9) but quite different from the intrinsic KIEs calculated by...
Kohen and co-workers44 (using Northrop’s method see Table S3 of the ESI† and dark blue data in Fig. 9). In addition, the experimental KIEs are temperature-independent, while the theoretical results obtained are slightly temperature-dependent. As observed in Fig. 9, this small dependence is due to the quantum vibrational corrections from −2.83 to −2.72 kcal mol$^{-1}$ for the transfer of protium at 278 and 318 K, respectively. This trend was also observed by Gao, Truhlar and co-workers in a theoretical study of the temperature dependence of KIEs in the hydride transfer on DHFR88 and in our previous study on the thymidylylate synthase.71 The novelty in the present study is that variations of the other terms of the rate constant are not cancelling each other and, in turn, it provokes the slight dependency. Major and co-workers also computed the primary KIE by means of nuclear classical mechanical and quantum mechanical potentials of mean force, and using the values of the activation barriers at 310 K for protium and tritium (13.2 and 14.0 kcal mol$^{-1}$, respectively) obtained a value of the KIE of 3.66.86 This value agrees with our KIEs obtained at 300 and 318 K (3.90 and 3.4, respectively, see Table 2) within the uncertainty associated with the standard deviations.

4. Conclusions

Hybrid QM/MM MD simulations have been carried out in the present study to gain deep insight into the hydride transfer step in formate dehydrogenase. Our calculations, carried out at different temperatures for the transfer of protium and tritium, have allowed us to explore the temperature dependence of not only the free energy barriers but the possible dependence on the different contributions to the rate constant (recrossing effects, quantum tunnelling effects and quantum vibrational corrections) by applying the VTST. In addition, the ratios between the computed rate constants with protium and tritium have provided estimated values of KIEs that can be compared with previous experimental data.44

The first conclusion that can be derived from our calculations is that the classical mechanical free energy of activation does not depend on the temperature in the range between 278 and 318 K. Structural analysis of averaged geometrical parameters on going from reactants to products reveals that the active site of the protein is well prepared to accommodate the substrate and cofactor and the variations observed along the reaction are temperature-invariant. It is interesting to note that a rigid model of the protein would not render realistic results since the relative position of some residues is evolving as the reaction proceeds, such as Ile122, Asn146 and Arg284, which are anchoring the substrate that is transforming from the formate ion to carbon dioxide, or the Thr282, Asp308 and the dyad Gln313–His332 that interact with the amide group of the nicotinamide ring of the cofactor. Nevertheless, the analysis of the Hessian matrix on the located TS structures confirms that some of these residues have a non-negligible component on the transition vector, thus indicating that they are part of the real reaction coordinate. This conclusion is confirmed by the dynamic analysis of the evolution of the chemical system and the protein along the reaction progress. Thus, collective coordinates such as the electrostatic potential or the electric field created by the protein on the key atoms reveal that although none of them show dramatic changes from reactants to products, confirming that the protein is reorganised to accommodate the reaction in the active site, significant variations are detected. It is worth pointing out that by combining the evolution of charges on the key atoms and the electric field created by the protein and projected on the donor–acceptor atoms, the protein is exerting an electric force on the formate that would favour the approach to the acceptor cofactor. This force disappears on crossing the TS, thus facilitating the release of the carbon dioxide moiety.

The recrossing trajectories appear to be clearly independent of the temperature, as well as the classical mechanical free energy barrier, as indicated above. This result would be in agreement with the proposal of a well-prepared machinery to favour the reaction to proceed. Nevertheless, the quantum vibrational corrections and the tunnelling effect slightly depend on the temperature and the mass of the transferring particle, the former provoking a slight temperature-dependence of the primary KIEs. This dependence, taking into account the standard deviations of our results, can be considered as negligible. These values are in very good agreement with the experimentally observed KIEs of Kohen and co-workers.44 The absence of temperature dependence suggests a well-organized active site capable of adjusting to the variations in temperature explored in the present study.

This study shows how the contribution assigned to the dynamics by some authors must be revisited. The contribution of the movements of the protein (“dynamic effects”) to the catalysis should be considered as an ill definition of the reaction coordinate. The real reaction coordinate is not exclusively defined by coordinates of the substrate and cofactor (donor atom, acceptor atom and the transferring hydride) but part of the coordinates of the protein should be taken into account to properly define this conflictive term. The protein cannot be considered as a passive spectator of the chemical system but as part of the chemical reaction. The inclusion of all the involved degrees of freedom into the reaction coordinate, in the framework of the VTST, can provide results in perfect agreement with experiments and shed light on their interpretation.
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