Transmission from reverse reaction coordinate mappings
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We point out that the transport properties of non-interacting fermionic chains tunnel-coupled to two reservoirs at their ends can be mapped to those of a single quantum dot that is tunnel-coupled to two transformed reservoirs. The parameters of the chain are mapped to additional structure in the spectral densities of the transformed reservoirs. For example, this enables the calculation of the transmission of quantum dot chains by evaluating the known transmission of a single quantum dot together with structured spectral densities. We exemplify this analytically for short chains, which allows to optimize the transmission. In addition, we also demonstrate that the mapping can be performed numerically by computing the transmission of a Su-Schrieffer-Heeger chain.

∗ gernot.schaller@tu-berlin.de
I. INTRODUCTION

The significant advances in time-resolved charge detector have allowed to investigate the Full Counting Statistics of electrons in great detail [1]. From the theoretical perspective, perturbative approaches such as quantum master equations [2] suffer from quite rigid constraints on the allowed parameter regimes within which they are valid. To the contrary, non-interacting electronic systems can be solved exactly. In electronic counting statistics, the famous Levitov-Lesovik formula [3–5] connects the cumulant-generating function of the complete electronic counting statistics of general non-interacting two-terminal systems with an electronic transmission probability. Although having a very intuitive interpretation, the transmission probability in general needs to be calculated from non-equilibrium Greens functions [6, 7]. These in turn have to be computed via matrix inversion methods from the free Greens function, which is analytically known for particularly shaped reservoirs with particular spectral densities only. On the other hand, for a single quantum dot coupled to two fermionic leads, the transmission function can be calculated exactly and does not rely on any assumption on the spectral density [8]. Therefore, it may appear intuitively possible to map a chain-type system with structureless fermionic reservoirs to a shorter chain-type system coupled to structured reservoirs at its end.

In the literature, such mapping relations are well-known for particular examples [9]. Recently however, a fermionic generalization [10–12] of the reaction-coordinate mapping known in bosonic systems [13–15] has been put forward, which is particularly useful for identifying thermodynamic quantities. The typical mode of use of such mapping relations is to transfer environmental degrees of freedom into the system and then to treat the resulting coupling between supersystem and residual reservoir perturbatively e.g. with master equations. However, when the perturbative treatment is not applicable, this must fail. Here, we point out that such mapping relations can be equally well used in the context of Greens functions. While here they do not extend the regime of validity, they can nevertheless be helpful by decreasing the dimension of the central system, reducing the numerical effort in obtaining the mentioned Greens function or even providing a previously unknown analytic treatment. In this paper, we will point out that the sought-after mapping relations can be easily found by inverting the fermionic reaction-coordinate mapping.

It is organized as follows: In Sec. II we motivate the problem by introducing basic concepts of electronic transport, discussing the Levitov-Lesovik formula and the simple example of the single-electron transistor. Afterwards, we introduce the reverse reaction-coordinate mapping in Sec. III. We exemplify this for particular chains both analytically and numerically in Sec. IV.
before concluding. An appendix A provides details on the used numerical methods.

II. TRANSMISSION

In this section, we first discuss the relevance of the transmission in the Levitov-Lesovik formula and then make it explicit for a single quantum dot coupled to two reservoirs.

A. Levitov-Lesovik formula

For non-interacting electronic transport between two terminals connected via a central system, the long-term cumulant-generating function for the distribution of electrons transferred from left to right can be compactly expressed via the Levitov-Lesovik formula [3, 4, 16]

\[
C(\chi) = \int \frac{d\omega}{2\pi} \ln \left[ 1 + T(\omega) \left( f_L(\omega) \left( e^{i\chi} - 1 \right) + f_R(\omega) \left( e^{-i\chi} - 1 \right) \right) \right].
\]  

(1)

Here, \(0 \leq T(\omega) \leq 1\) denotes the transmission probability for an electron to pass the system at energy \(\omega\), and \(f_\alpha(\omega) = [e^{\beta_\alpha(\omega-\mu_\alpha)} + 1]^{-1}\) denotes the Fermi function of lead \(\alpha \in \{ L, R \}\), characterized by inverse temperature \(\beta_\alpha\) and chemical potential \(\mu_\alpha\). In particular, we obtain the current by computing the first derivative with respect to the counting field \(I = -i\partial_\chi C(\chi)|_{\chi=0}\), which yields the Landauer formula [17]. Similarly, the noise is computed by the second derivative \(S = -\partial^2_\chi C(\chi)|_{\chi=0}\). Explicitly, these read

\[
I = \int \frac{d\omega}{2\pi} T(\omega) \left[ f_L(\omega) - f_R(\omega) \right],
\]

\[
S = \int \frac{d\omega}{2\pi} \left\{ T(\omega) \left[ f_L(\omega)(1 - f_L(\omega)) + f_R(\omega)(1 - f_R(\omega)) \right] + T(\omega)\left[1 - T(\omega)\right] \left[ f_L(\omega) - f_R(\omega) \right]^2 \right\}.
\]

(2)

This underlines the importance of the transmission \(T(\omega)\) for transport quantities. It can be obtained with the help of the retarded central Greens function of the central system [6, 7]

\[
T(\omega) = |G_{1,N}(\omega)|^2 \Gamma_L(\omega) \Gamma_R(\omega),
\]

(3)

where \(\Gamma_\alpha(\omega) = 2\pi \sum_k |t_{k\alpha}|^2 \delta(\omega - \epsilon_{k\alpha})\) denote the electronic tunneling rates. The central Greens function \(G(\omega)\) in turn has to be determined numerically by inversion of a matrix, such that the actual computation of the transmission can be demanding, in particular for transport through long chains [18]. In addition, to control or engineer the transmission \(T(\omega)\) with respect to some given objective, an analytic form of it would be desirable.
To illustrate the potential use of an optimized transmission, consider the case where formally
the transmission function has a sharp transmission window, i.e., is a box-shaped function with
\[ T(\omega) = 1 \] in an interval \([\omega_{\text{min}}, \omega_{\text{max}}]\) and \(T(\omega) = 0\) elsewhere. Then, one could apply a large
bias voltage such that \(f_L(\omega) = 1\) and \(f_R(\omega) = 0\) for all \(\omega \in [\omega_{\text{min}}, \omega_{\text{max}}]\). This just means that
the transport window (defined at low temperatures by the difference of the chemical potentials)
includes the transmission window. Then, the integral in (1) collapses \(C(\chi) \rightarrow i^{\frac{\omega_{\text{max}} - \omega_{\text{min}}}{2\pi}} \chi\), which
would realize noiseless transport in a far-from equilibrium situation. This situation is certainly
over-idealized but illustrates that by controlling transmission, interesting applications come within
reach. Even when the transmission is not perfectly box-shaped, the noise can be lowered by its
shape. This allows one to study quantum violations [19] of the thermodynamic uncertainty relation
known for Markovian rate equations obeying detailed balance [20–24]. In addition, we mention
here that devices with a structured transmission function can be used as energy-resolving charge
detectors similar to quantum point contacts, providing also information on the energy transfer
between the probed system and the charge detector.

B. Single electron transistor

The transmission of a single quantum dot with energy \(\epsilon\) coupled to two structured leads with
energy-dependent spectral coupling densities \(\Gamma_{L/R}(\omega)\) is well known [6, 8]

\[
T(\omega) = \frac{\Gamma_L(\omega)\Gamma_R(\omega)}{(\omega - \epsilon - \Sigma(\omega))^2 + \left[\frac{\Gamma_L(\omega) + \Gamma_R(\omega)}{2}\right]^2}.
\]

Here, the level renormalization induced by the coupling to the leads is given by

\[
\Sigma(\omega) = \frac{1}{2\pi} \sum_\alpha \mathcal{P} \int \frac{\Gamma_\alpha(\omega')}{\omega - \omega'} d\omega',
\]

where \(\mathcal{P}\) denotes the Cauchy principal value. Thereby, the transmission \(T(\omega)\) is fully defined
by the tunneling rates \(\Gamma_\alpha(\omega)\) and the dot energy \(\epsilon\). In the wideband limit \(\Gamma_\alpha(\omega) \rightarrow \Gamma_\alpha\), the level
renormalization vanishes and the transmission becomes a simple Lorentzian function, with a width
proportional to the coupling strength to the reservoirs, exemplifying the level broadening due to
the reservoir-coupling. In contrast, when \(\Gamma_\alpha(\omega)\) has a peak at some frequency \(\omega_\alpha\) and is smooth
elsewhere, the level renormalization integral will no longer vanish and will thus effectively modify
the behaviour of the transmission. By choosing \(\Gamma_\alpha(\omega) = \Gamma \sqrt{1 - \frac{(\omega - \epsilon)^2}{\Gamma^2}}\) for \(\epsilon - \Gamma < \omega < \epsilon + \Gamma\),
one can show that in this interval \(T(\omega) = 1\) and outside this interval \(T(\omega) = 0\). Such semicircle
spectral densities can be implemented by homogeneous semi-infinite tight-binding chains \cite{25} and thus require carefully fine-tuned reservoirs.

In particular within the context of quantum heat engines, it may be desirable to control the shape of the transmission. For example, to obtain a tight-coupling regime one may want the transmission to be highly peaked around the central dot energy $\epsilon$ and to be as large as possible $T(\epsilon) = 1$. For the self-energy, one way to fulfill this would be to choose $\Sigma(\epsilon) = 0$ and at the same time $\Gamma_L(\epsilon) = \Gamma_R(\epsilon)$. In addition, the tunneling rates should not generate additional undesired peaks. An alternative objective could be to generate a transmission that is one around a rather large region centered around $\epsilon$. This could be achieved by $\Gamma_L(\omega) \approx \Gamma_R(\omega)$ and $\omega - \epsilon - \Sigma(\omega) \approx 0$ in that region. In order to deduce the microscopic parameters to generate such situations, some analytic understanding of the tunneling rates entering the transmission is therefore beneficial.

III. REVERSE RC MAPPING AND TWO-TERMINAL APPLICATION

In this section, we will suggest that by mapping electronic tight-binding chains with reservoirs to a single quantum dot with modified reservoirs, one can obtain the transmission of the setup in a simple fashion. The mapping we will use is conceptionally based on earlier results for bosonic systems \cite{13, 14, 26, 27}, but it can be extended to fermionic systems in a straightforward way \cite{10–12}. Typically, such mappings are used to transfer degrees of freedom from the reservoir into the system to allow a perturbative treatment in a re-defined system-reservoir boundary. What is new in the present work is that we suggest to apply these mappings in a reversed way, effectively transferring degrees of freedom from the system to the reservoir. Ideally, this would transform a chain connected to two reservoirs at its ends via simple tunneling rates $\Gamma_\alpha(\omega)$ to a single quantum dot connected to two reservoirs via more structured tunneling rates $\tilde{\Gamma}_\alpha(\omega)$. These transformed, more structured tunneling rates can be plugged into the transmission formula (4) for a single quantum dot and thereby allow to deduce the complete counting statistics of non-trivial chain models.

A. Single reservoir mapping

The reverse reaction coordinate mapping can be straightforwardly obtained from results in the literature, such that here we just sketch the essential steps. We postulate the existence of a
reservoir Bogoliubov transform \cite{12, 14} mapping a Hamiltonian of the form

\[ H = H_{\text{rest}} + \lambda d_b^\dagger d + \lambda d_b^\dagger d_b + \epsilon d_b^\dagger d_b + d^\dagger_b \left( \sum_k t_k c_k \right) + \left( \sum_k t^*_k c^\dagger_k \right) d_b + \sum_k \epsilon_k c^\dagger_k c_k, \tag{6} \]

with some (otherwise arbitrary) Hamiltonian \( H_{\text{rest}} \) that obeys \( [H_{\text{rest}}, d_b] = 0 = [H_{\text{rest}}, c_k] \), system-boundary-mode tunneling amplitude \( \lambda > 0 \) (phases can be absorbed in the definition of operators for 1d chains), boundary-mode on-site energy \( \epsilon \), boundary-mode-reservoir tunneling amplitude \( t_k \), and reservoir energies \( \epsilon_k \), to another representation, where

\[ H = H_{\text{rest}} + d^\dagger \left( \sum_k \tilde{t}_k \tilde{c}_k \right) + \left( \sum_k \tilde{t}^*_k \tilde{c}^\dagger_k \right) d + \sum_k \tilde{\epsilon}_k \tilde{c}^\dagger_k \tilde{c}_k, \tag{7} \]

characterized by renormalized tunneling amplitudes \( \tilde{t}_k \) and energies \( \tilde{\epsilon}_k \) of a re-defined reservoir.

The Bogoliubov transform involves only the boundary mode \( d_b \) and the reservoir modes \( c_k \) and therefore, the resulting transformed reservoir with modes \( \tilde{c}_k \) has one mode more than the original which we denote by the \( \tilde{\ } \) symbols over the summation signs, compare also Fig. 1. We will however

\[ \Gamma(\omega) = 2\pi \sum_k |t_k|^2 \delta(\omega - \epsilon_k), \]

\[ \tilde{\Gamma}(\omega) = 2\pi \sum_k |\tilde{t}_k|^2 \delta(\omega - \tilde{\epsilon}_k). \tag{8} \]

**FIG. 1:** Sketch of the reverse reaction coordinate mapping, translating the boundary mode of a chain (blue, left) into the reservoir (yellow, right), effectively reducing the chain length by one. To obtain the transformed tunneling rate, the corresponding Bogoliubov transform need not be worked out explicitly, but a mapping relation (12) exists that can be evaluated with functional calculus or numerically.

be interested in the continuum limit of infinitely many and dense reservoir modes, where we can define spectral densities (tunnelling rates) in the standard way

\[ \Gamma(\omega) = 2\pi \sum_k |t_k|^2 \delta(\omega - \epsilon_k), \]

\[ \tilde{\Gamma}(\omega) = 2\pi \sum_k |\tilde{t}_k|^2 \delta(\omega - \tilde{\epsilon}_k). \tag{8} \]
In the continuum limit, one we will not attempt to find the explicit Bogoliubov transform, but rather sketch how to relate the corresponding tunneling rates $\Gamma(\omega)$ and $\tilde{\Gamma}(\omega)$ with each other. In fact, a relation between them can be found by using functional calculus methods. Let us define the Cauchy transform of a function $\Gamma(\omega)$ for $z \in \mathbb{C}$ via

$$W(z) \equiv \frac{1}{2\pi} \int \frac{\Gamma(\omega)}{z + \omega} d\omega.$$  

Then, it holds that

$$\lim_{\delta \to 0^+} W(-\omega + i\delta) = \frac{1}{2\pi} \lim_{\delta \to 0^+} \int \frac{\Gamma(\omega')}{\omega' - \omega + i\delta} d\omega' = \frac{1}{2\pi} \lim_{\delta \to 0^+} \int \frac{\Gamma(\omega')(\omega' - \omega - i\delta)}{(\omega' - \omega)^2 + \delta^2} d\omega' = \frac{1}{2\pi} \mathcal{P} \int \frac{\Gamma(\omega')}{\omega' - \omega} d\omega' - \frac{i}{2}\Gamma(\omega),$$

i.e., the imaginary part of the Cauchy transform $W(-\omega + i\delta)$ can be used to recover the original function $\Gamma(\omega)$.

Now, for a mapping between Eq. (6) and Eq. (7), we can – in the limit of a continuum of reservoir modes – use Eq. (C6) in Ref. [12] to relate the Cauchy transforms of original and mapped (marked by a $\tilde{}$ symbol) models via

$$\tilde{W}(z) = -\frac{\lambda^2}{z + \epsilon - W(z)}.$$  

Evaluating this formula at $z = -\omega + i\delta$, we obtain a mapping relation between the tunneling rates $\tilde{\Gamma}(\omega)$ and $\Gamma(\omega)$. Further, we note that the mapping can be applied recursively, such that by replacing $\lambda \to \lambda_n$, $\epsilon \to \epsilon_n$, $\tilde{\Gamma}(\omega) \to \Gamma^{(n-1)}(\omega)$, and $\Gamma(\omega) \to \Gamma^{(n)}(\omega)$, the mapping relation reads

$$\Gamma^{(n-1)}(\omega) = \frac{\lambda^2 \Gamma^{(n)}(\omega)}{(\omega - \epsilon_n - \frac{1}{2\pi} \mathcal{P} \int \frac{\Gamma^{(n)}(\omega')}{\omega' - \omega} d\omega')^2 + \left(\frac{\Gamma^{(n)}(\omega)}{2}\right)^2}.$$  

This reverse iteration relation is our first result (where, to remain consistent with the forward mapping [12, 13, 15], we have chosen to decrease the index on the l.h.s.). As with the forward reaction-coordinate mapping, we see that a rigid cutoff of $\Gamma^{(N)}(\omega)$ is also preserved under the reverse mapping. Likewise, a semicircle spectral density $\Gamma(\omega) = \delta \sqrt{1 - (\omega - \epsilon)^2}/\delta^2$ is invariant under the mapping procedure, provided that all chain energies and tunneling amplitudes are identical $\epsilon_n = \epsilon$ and $\lambda_n = \delta/2$. We can further check for particular examples e.g. in Table II of Ref. [12] that this recursion formula reverses the original reaction coordinate mapping. In particular, when applied to flat reservoir spectral densities, the first application of the mapping just yields a Lorentzian as used in many non-Markovian models [28].
B. Chain models

We are interested in chain-type systems connected to two reservoirs, which are held at local thermal equilibrium states. A non-equilibrium scenario can be generated by applying e.g. different temperatures and/or chemical potentials to the leads, which would enter the Fermi functions in Eq. (1). In total, the Hamiltonian thus reads

\[
H = H_L + H_{c,L} + H_c + H_{c,R} + H_R,
\]

where at the ends we have the reservoir parts that can be modeled by non-interacting spinless (or spin-polarized) fermions \( H_\alpha = \sum_k \epsilon_{k\alpha} c^\dagger_{k\alpha} c_{k\alpha} \) with on-site energies \( \epsilon_{k\alpha} \) and \( \alpha \in \{ L, R \} \). The central part is a tight-binding chain of length \( N \)

\[
H_c = \sum_{i=1}^N \varepsilon_i c^\dagger_i c_i + \sum_{i=1}^{N-1} t_i \left( c^\dagger_i c_{i+1} + c^\dagger_{i+1} c_i \right),
\]

(13)
described by on-site energies \( \varepsilon_i \) and next-neighbor tunneling amplitudes \( t_i > 0 \) (possible phases of the tunneling amplitudes can in 1d models be absorbed by unitary transformations of the annihilation and creation operators). At its ends, the chain is tunnel-coupled to the reservoirs

\[
H_{c,L} = \sum_k \left( t_{kL} c^\dagger_{kL} c_1 + t^*_{kL} c^\dagger_1 c_{kL} \right),
\]

\[
H_{c,R} = \sum_k \left( t_{kR} c^\dagger_{kR} c_N + t^*_{kR} c^\dagger_N c_{kR} \right)
\]

(14)

via the tunneling amplitudes \( t_{k\alpha} \). For each reservoir, we define the initial spectral coupling densities in the usual way \( \Gamma^{(N)}_\alpha(\omega) = 2\pi \sum_k |t_{k\alpha}|^2 \delta(\omega - \epsilon_{k\alpha}) \) but the index \((N)\) indicates that we take these coupling densities as the first starting point of our iteration, and that we are going to apply at most \((N-1)\) mappings for a system of \( N \) quantum dots. Since the Bogoliubov transform only involves the boundary mode and the reservoir modes, independent mappings can be individually performed on the reservoirs until the central chain is reduced to a single dot – which can be arbitrarily chosen along the chain. For a chain of five quantum dots, we could e.g. independently map the leftmost two dots to the left reservoir and the rightmost two dots into the right reservoir, leaving only the central dot in a structured single-electron transistor setup. Alternatively, we could perform four consecutive mappings of the leftmost four dots into the left reservoir, leaving only the rightmost dot as the system. The transmission of both procedures is the same: The additional few degrees of freedom in the reservoir cannot change the stationary current, although one may of course expect deviations in the temporal dynamics. To perform the mappings, we just mention that one has to identify for mappings of the left reservoir \( \lambda_n = t_{n-N+1} \) and \( \epsilon_n = \varepsilon_{N-n+1} \) and for mappings of the right reservoir \( \lambda_n = t_{n-1} \) and \( \epsilon_n = \varepsilon_n \).
IV. EXAMPLES

In this section, we discuss applications of the mapping relation (12). We follow the convention that $\Gamma^{(N)}_\alpha(\omega)$ labels the initial spectral density of reservoir $\alpha$ that is valid for a system size of $N$ quantum dots, such that $\Gamma^{(n)}_\alpha(\omega)$ will only be evaluated down to $n = 1$ in the most extreme cases. We will also transfer the notation to the final level renormalization needed in Eq. (4)

$$\Sigma^{(n_L n_R)}(\omega) = \Sigma^{(n_L)}(\omega) + \Sigma^{(n_R)}(\omega), \quad \Sigma^{(n)}_\alpha(\omega) = \frac{1}{2\pi} \mathcal{P} \int \frac{\Gamma^{(n)}_\alpha(\omega')}{\omega - \omega'} d\omega'. \quad (15)$$

We will always map the chain configurations to a single quantum dot, implying that we consider mappings $\Gamma^{(n_L n_R)}_\alpha(\omega)$ with the additional constraint $n_L + n_R = N + 1$.

A. Analytic tripledot transmission

It is well-known that a double quantum dot with flat spectral densities can be mapped to a single quantum dot where one of the leads has a Lorentzian-shaped spectral density [9]. We do now illustrate that a triple quantum dot

$$H_S = \epsilon_L d_L^\dagger d_L + \epsilon R d_R^\dagger d_R + \lambda_L \left( d_L^\dagger d_L + d_L d_L^\dagger \right) + \lambda_R \left( d_R^\dagger d_R + d_R d_R^\dagger \right), \quad (16)$$

serially connecting two reservoirs with flat spectral densities can be mapped to a single quantum dot coupled to two reservoirs, either with both having Lorentzian spectral densities or one with a flat spectral density and the other one with a more structured spectral density, see Fig. 2 (left).

We start with a flat spectral density for both reservoirs

$$\Gamma^{(3)}_\alpha(\omega) = \Gamma_\alpha, \quad (17)$$

and perform a single mapping for each reservoir. Inserting this in the mapping (12), the transformed mapping becomes

$$\Gamma^{(2)}_\alpha(\omega) = \frac{\lambda^2_\alpha \Gamma_\alpha}{(\omega - \epsilon_\alpha)^2 + (\frac{\Gamma_\alpha}{2})^2}. \quad (18)$$

The level renormalization becomes

$$\Sigma^{(22)}(\omega) = \frac{\lambda^2_L (\omega - \epsilon_L)}{(\omega - \epsilon_L)^2 + (\frac{\Gamma_L}{2})^2} + \frac{\lambda^2_R (\omega - \epsilon_R)}{(\omega - \epsilon_R)^2 + (\frac{\Gamma_R}{2})^2}. \quad (19)$$

We can insert these two equations into the transmission formula (4), obtaining the transmission of a triple quantum dot analytically (not shown), which enables us to perform optimizations.
Supposing that one has control only over the $\epsilon_\alpha$ and $\lambda_\alpha$ but not the external coupling strengths $\Gamma_\alpha$, one choice that satisfies the constraints $\Sigma^{(22)}(\epsilon) = 0$ and $\Gamma^{(2)}_L(\epsilon) = \Gamma^{(2)}_R(\epsilon)$ would be $\epsilon_L = \epsilon_R = \epsilon$ and $\lambda_R = \sqrt{\frac{\Gamma_R}{\Gamma_L}}\lambda_L$. With this choice, the transmission would have a peak at $\omega = \epsilon$ with maximum value $T(\epsilon) = 1$ even for highly asymmetric tunneling rates, i.e., by optimizing the internal chain parameters one can correct for an unfavorably asymmetric external coupling. Another choice – if the external tunneling rates can also be controlled – would be to choose $\Gamma_L = \Gamma_R = \Gamma$ and $\epsilon_L = \epsilon_R = \epsilon$ as well as $\lambda_L = \lambda_R = \lambda \to \infty$, which generates a singly-peaked transmission $T(\omega) \to \frac{\Gamma^6}{\Gamma^6 + 4(\omega - \epsilon)^2}$ with width $\Gamma$ and $T(\epsilon) = 1$.

To generate a transmission that is flat around $\epsilon$, one may Taylor-expand the denominator of Eq. (12) and demand that the first orders in $\omega - \epsilon$ vanish, which yields constraints on the tunneling amplitudes. For example, under the assumption of symmetric external couplings $\Gamma_L = \Gamma_R = \Gamma$, a suitable choice would be $\epsilon_L = \epsilon_R = \epsilon$ and $\lambda_L = \lambda_R = \Gamma/\sqrt{8}$, yielding the transmission

$$T(\omega) = \frac{\Gamma^6}{\Gamma^6 + 64(\omega - \epsilon)^6},$$

which is flat around $\omega = \epsilon$. The triple quantum dot transmission is illustrated for different parameters in Fig. 2 (right).

Just for consistency, we sketch that by mapping e.g. both the left and the central dot to the left reservoir and leaving the right dot unchanged, we obtain the same transmission. Then, naturally, the right spectral density will remain unmodified $\Gamma_R(\omega) = \Gamma^{(3)}_R(\omega)$, whereas for the left reservoir, the iteration yields

$$\Gamma^{(2)}_L(\omega) = \frac{\lambda^2_L \Gamma_L}{(\omega - \epsilon_L)^2 + \left(\frac{\Gamma_L}{2}\right)^2},$$

$$\Gamma^{(1)}_L(\omega) = \frac{\Gamma_L \lambda^2_L \lambda^2_R}{(\omega - \epsilon)^2 \left(\Gamma^2_L + 4(\omega - \epsilon_L)^2\right) - 8(\omega - \epsilon)(\omega - \epsilon_L)\lambda^2_L + 4\lambda^4_L}.$$ (21)

The level renormalization $\Sigma^{(13)}(\omega) = \Sigma^{(1)}_L(\omega) + \Sigma^{(3)}_R(\omega)$ induced by the right reservoir still vanishes $\Sigma^{(3)}_R(\omega) = 0$, but the one of the left reservoir corrects for the different tunneling rates

$$\Sigma^{(1)}_L(\omega) = \frac{\lambda^2_R \left(\Gamma^2_L(\omega - \epsilon) + 4(\epsilon_L - \omega) (\lambda^2_L + (\epsilon - \omega)(\omega - \epsilon_L))\right)}{\Gamma^2_L(\epsilon - \omega)^2 + 4 (\lambda^2_L + (\epsilon - \omega)(\omega - \epsilon_L))^2}.$$ (22)

With Eq. (4) we can check that the resulting lengthy expression for the transmission is fully identical with the one from the previous section (not shown).
FIG. 2: (left) Illustration of mapping possibilities between a triple quantum dot and the single electron transistor. Both yield the same transmission. (top right) Transmission of a triple quantum dot versus energy for different internal coupling strengths $\lambda_L = \lambda_R = \lambda$ and moderate external coupling $\Gamma_\alpha = 0.1\epsilon$ (solid curves). When the internal coupling strength $\lambda$ is increased while keeping the external strength $\Gamma$, the transmission peak splits into three (solid black, red, and dark green). (bottom right) Same as top right, for different external coupling strengths $\Gamma_L = \Gamma_R = \Gamma$. When the internal coupling strength is tied to the external one $\lambda = \Gamma / \sqrt{8}$, one may achieve a near box-shaped transmission (dashed brown, orange, and light green). Other parameters: $\epsilon_L = \epsilon_R = \epsilon$ (all curves).

B. Analytic quintuple dot transmission

The same considerations can be applied to five quantum dots that are serially connected

$$H_S = \epsilon_L d_L^\dagger d_L + \epsilon d^\dagger d + \epsilon_R d_R^\dagger d_R + \epsilon_{LL} d_{LL}^\dagger d_{LL} + \epsilon_{RR} d_{RR}^\dagger d_{RR}$$

$$+ \lambda_L \left( d_L^\dagger d + d^\dagger d_L \right) + \lambda_R \left( d_R^\dagger d_R + d_{LL}^\dagger d_{LL} \right) + \lambda_{LL} \left( d_{LL}^\dagger d_{LL} + d_{LL}^\dagger d_{LL} \right) + \lambda_{RR} \left( d_{RR}^\dagger d_{RR} + d_{RR}^\dagger d_{RR} \right).$$

(23)

Here, we can map the two boundary dots into the reservoirs, which become structured, leaving only the central dot as the system is illustrated in Fig. 3 (left). Starting again from flat spectral
densities, the mapping relations yield the tunneling rates

\[ \Gamma^{(5)}(\omega) = \Gamma_\alpha, \]
\[ \Gamma^{(4)}(\omega) = \frac{\lambda_{aa}^2 \Gamma_\alpha}{(\omega - \epsilon_{aa})^2 + \frac{\Gamma_\alpha^2}{4}}, \]
\[ \Gamma^{(3)}(\omega) = \frac{4 \Gamma_\alpha \lambda_{aa}^2}{\Gamma_\alpha^2 (\omega - \epsilon_\alpha)^2 + 4 (\lambda_{aa} - (\omega - \epsilon_\alpha)(\omega - \epsilon_{aa}))^2}. \] (24)

From these we can explicitly calculate the level renormalization

\[ \Sigma^{(3)}(\omega) = \Sigma^{(3)}_L(\omega) + \Sigma^{(3)}_R(\omega) \]

where

\[ \Sigma^{(3)}_\alpha(\omega) = \frac{\lambda_\alpha^2 ((\omega - \epsilon_\alpha) (\Gamma_\alpha^2 + 4(\omega - \epsilon_{aa})^2) - 4 \lambda_{aa}^2 (\omega - \epsilon_{aa}))}{\Gamma_\alpha^2 (\omega - \epsilon_\alpha)^2 + 4 (\lambda_{aa} - (\omega - \epsilon_\alpha)(\omega - \epsilon_{aa}))^2}. \] (25)

Inserting this into the single-dot transmission (4), we obtain an analytic expression for the transmission through a chain of five quantum dots.

In order to generate a transmission centered around \( \epsilon \) with maximum value \( T(\epsilon) = 1 \) and increased broadness, we can use Taylor expansion of the denominator in the mapping (12), where the choice \( \epsilon_\alpha = \epsilon_{aa} = \epsilon, \Gamma_\alpha = \Gamma, \lambda_\alpha = \frac{\Gamma}{2} \sqrt{\frac{\sqrt{5} - 2}{2}}, \) and \( \lambda_{aa} = \sqrt{\frac{\sqrt{5} - 1}{4}} \) yields a transmission that is flat around \( \epsilon \)

\[ T(\omega) = \frac{(123 - 55\sqrt{5})\Gamma^{10}}{(123 - 55\sqrt{5})\Gamma^{10} + 211(\omega - \epsilon)^{10}}. \] (26)

This is already quite close to the previously mentioned box-shaped example. The transmission is illustrated for different parameters in Fig. 3 (right).

C. Non-Markovian transport signatures at steady state

The engineered transmissions derived for triple and quintuple quantum dots indeed violate the thermodynamic uncertainty bound that classical systems (described by Markovian transition rates obeying detailed balance) must obey [20–24]. It relates the entropy production rate with the ratio of noise and squared current. In particular, at equal temperatures \( \beta_L = \beta_R = \beta \) and with bias voltage \( V = \mu_L - \mu_R \), the entropy production rate becomes \( \sigma = \beta IV \), such that the thermodynamic uncertainty relation reads

\[ \beta V \frac{S}{I} = \beta |V| F \geq 2, \] (27)

where \( S \) and \( I \) are noise and current, respectively, and \( F = S/|I| \) is the Fano factor. That means, a violation of this bound is a hallmark of truly non-classical behaviour [19]. In particular, it
FIG. 3: (left) Illustration of the reverse reaction-coordinate mapping for a quintuple quantum dot. (middle) Transmission of a quintuple dot chain versus energy for different internal coupling strengths $\lambda_{\alpha}$ and $\lambda_{\alpha \alpha}$ and external couplings $\Gamma_L = \Gamma_R = 0.1 \epsilon$ (solid curves). (right) Same as middle, but for different external coupling strengths $\Gamma_L = \Gamma_R = \Gamma$ and internal couplings tied to the external ones $\lambda_{\alpha} = \frac{\Gamma}{2} \sqrt{\frac{5}{2}}$ and $\lambda_{\alpha \alpha} = \frac{\sqrt{5}}{4} \Gamma$ (dashed curves). The effects are enhanced in comparison to a triple quantum dot in Fig. 2 right panels, and a box-shaped transmission is approached for strong system-lead couplings. Other parameters: $\epsilon_L = \epsilon_R = \epsilon = \epsilon_{LL} = \epsilon_{RR}$ (all curves).

would be interesting to investigate whether heat engines built with such devices can overcome standard bounds [24]. We can evaluate the uncertainty relation by computing Eqns. (2) with the transmission of a single quantum dot (4) and flat tunneling rates and compare with the engineered transmissions of triple (20) and quintuple quantum dots (26). Whereas – as noted in [19] – a single quantum dot in the wide-band limit does not violate the bound (27), engineered triple- and quintuple quantum dots may do so in a large bias voltage window, see Fig. 4. We do actually observe this behaviour also for significantly smaller coupling strengths $\beta \Gamma \ll 1$, demonstrating that non-Markovian behaviour can also occur in the weak-coupling regime (not shown).

D. SSH chain

In this section, we will demonstrate that the mapping can also be performed numerically. As an example, we consider the celebrated Su-Schrieffer-Heeger (SSH) model [29], which corresponds to a chain of dimers. Within the tight-binding representation, this can be written by alternating tunneling amplitudes $\tau_i$, e.g. for $M$ dimers corresponding to $N = 2M$ quantum dots

$$
H_S = \epsilon \sum_{i=1}^{N} d_i^\dagger d_i + \tau_1 \sum_{i=1}^{M} \left[d_{2i-1}^\dagger d_{2i} + d_{2i}^\dagger d_{2i-1}\right] + \tau_2 \sum_{i=1}^{M} \left[d_{2i}^\dagger d_{2i+1} + d_{2i+1}^\dagger d_{2i}\right].
$$

(28)
FIG. 4: Plot of the l.h.s. of inequality (27) versus bias voltage. The violation of the classical Markovian uncertainty relation (27) – marked orange region – is possible for engineered transmission of the triple (20) and quintuple (26) quantum dots (red and blue, respectively). Parameters: $\beta_L = \beta_R = \beta$, $\mu_L = -\mu_R = V/2$, $\beta \Gamma = 1.0$, $\epsilon = 0$.

In the extreme case $\tau_1 = 0$, one finds two isolated monomers at the chain ends, whereas when $\tau_2 = 0$, one has a chain of decoupled dimers. In the infinite-size limit $N \to \infty$, the model exhibits a topological phase transition at $\tau_1 = \tau_2$ between a topological phase ($\tau_1 < \tau_2$) supporting two edge states and a normal phase ($\tau_1 > \tau_2$) without edge modes [30]. We open the chain by connecting it to two fermionic reservoirs at its ends. Thus, we assume that the initial tunneling rates are those resulting from semi-infinite homogeneous tight-binding chains

$$\Gamma_\alpha^{(N)} = \frac{\tau_0^2}{\omega^2} \sqrt{4\tau_0^2 - \omega^2},$$

(29)

where $\tau_0$ describes the width of the reservoir spectral densities and $\tau_L$ ($\tau_R$) the tunneling amplitude between the first (last) site of the SSH chain and the left (right) reservoir. We can obtain the transmission for the SSH model with non-equilibrium Greens function techniques along the lines of Ref. [18], and use it to benchmark the transmission obtained by the successive mappings of the SSH chain to a single quantum dot.

To compute the mapping relation (12) and the level renormalization (5) numerically, we employ a straight-line approximation of the tunneling rates, which we outline in Appendix A. In particular since for the chosen parameters the tunneling rates and transmission are composed of multiple very thin peaks, this is challenging as the discretization grid has to be chosen very fine or even adaptive to the functional shape: Since the principal value integral has to be performed for each data point, the total complexity of one mapping iteration scales as $O\{N_{pt}^2\}$ for $N_{pt}$ data points. In
the appendix, we also outline that by fitting the peaks with Lorentzians, a part of the mapping may be performed in an analytic fashion, which allows one to reduce the grid resolution. The resulting transmission – computed by performing for a chain of \( N = 20 \) dots \((M = 10 \text{ dimers})\) agrees quite well with the full Greens function calculation, see Fig. 5. In contrast to the Greens function calculation – which requires knowledge of the free Greens function (analytically known only for semicircle initial spectral densities) – the numerical mapping procedure can be applied to arbitrary initial spectral densities with a hard cutoff.

**FIG. 5:** Comparison of transmissions of an SSH model (28), obtained from non-equilibrium Greens function techniques (dashed red, 22000 data points) and transmission obtained from the mapping, either with straight-line approximations (solid black, 40000 data points) or Lorentz-assisted integration (dotted orange, 15000 data points) as detailed in App. A. All methods require for this model a fine discretization width in order not to miss particularly sharp peaks. Other parameters \( \epsilon = 0.1\tau_0, \tau_1 = 0.35\tau_0, \tau_2 = 0.65\tau_0, \tau_L = \tau_R = 0.1\tau_0, N = 20 \).

**V. SUMMARY AND OUTLOOK**

We have discussed and applied the reverse mapping formula for non-interacting electronic dot chains. The mapping reverses the original fermionic mapping relation but effectively transfers one degree of freedom (one quantum dot) from the system into the reservoir. Thereby, long chain models can be mapped to a single quantum dot that is connected to two structured fermionic reservoirs, with the tunneling rates obtained from the recursive mapping procedure. Since the transmission of the single quantum dot is well known, one thereby has an approach to determine
the transmission of chain models from recursive mappings. As compared to the evaluation via non-equilibrium Greens functions, the method can in principle be applied to arbitrarily shaped external spectral densities. For short chains and/or particularly simple initial spectral densities, these mappings can be performed analytically, allowing for the analytic optimization of the transmission with respect to some desired objective. Numerically, the mapping can also be performed but requires a sufficiently dense discretization, which we demonstrated for the Su-Schrieffer-Heeger chain. In addition, we would like to stress that the method can also be applied to calculate stationary dot occupations analytically, as these are well-known for a single quantum dot [6] (and can also be computed for structured tunneling rates [31]).

Other applications of the reverse reaction coordinate mapping are conceivable. For example, given an initial chain with spectral densities that correspond to the strong chain-reservoir coupling limit and thereby inhibit a master equation treatment, the mapping relation can be employed, yielding a shorter chain for which a master equation treatment may be applicable, allowing to investigate interesting parameter regimes. In addition, we like to stress that the method is not fundamentally limited to non-interacting electronic transport. As long as the interacting parts of the system are not involved by the mapping transformations, one may perform them as described. If for example the transmission in the Meir-Wingreen formula [32] of an interacting part of the chain is known, one could reduce longer chains to the interesting part by successively applying the reverse mapping transformation, significantly reducing the degrees of freedom that need explicit treatment. Finally, we think that it could be interesting to find recursion formulas also for two- or higherdimensional systems, which in principle should be possible.
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Appendix A: Numerical calculation of principal value integrals

1. Straight-line interpolation

For a representation of the tunneling rate $\Gamma(\omega)$ in the interval $[\omega_{\text{min}}, \omega_{\text{max}}]$ by straight-line approximations between ordered ($\omega_i < \omega_{i+1}$) sampling points $\omega_{\text{min}} \leq \omega_i \leq \omega_{\text{max}}$ we can – abbreviating $\Gamma_i = \Gamma(\omega_i)$ – write for $\omega \in [\omega_i, \omega_{i+1}]$

$$\Gamma(\omega) = \Gamma_i + (\Gamma_{i+1} - \Gamma_i) \frac{\omega - \omega_i}{\omega_{i+1} - \omega_i}. \quad (A1)$$

For such a straight-line interpolation, the principal value integral

$$I_{i,i+1}(\omega) = \mathcal{P} \int_{\omega_i}^{\omega_{i+1}} \frac{\Gamma(\omega')}{\omega - \omega'} d\omega' \quad (A2)$$

can be computed analytically, provided that appropriate case distinctions are performed. When $\omega$ is outside the interval ($\omega < \omega_i$ or $\omega > \omega_{i+1}$), the integral becomes an ordinary one

$$I_{i,i+1}(\omega) \rightarrow (\Gamma_i - \Gamma_{i+1}) + \frac{\Gamma_i(\omega_{i+1} - \omega) + \Gamma_{i+1}(\omega - \omega_i)}{\omega_{i+1} - \omega_i} \ln \left[ \frac{\omega_i - \omega}{\omega_{i+1} - \omega} \right]. \quad (A3)$$

When $\omega$ is inside the interval ($\omega_i < \omega < \omega_{i+1}$), this expression only changes slightly

$$I_{i,i+1}(\omega) \rightarrow (\Gamma_i - \Gamma_{i+1}) + \frac{\Gamma_i(\omega_{i+1} - \omega) + \Gamma_{i+1}(\omega - \omega_i)}{\omega_{i+1} - \omega_i} \ln \left[ \frac{\omega - \omega_i}{\omega_{i+1} - \omega} \right]. \quad (A4)$$

Finally, when $\omega = \omega_i$, we have to combine the contributions from intervals $[\omega_{i-1}, \omega_i]$ and $[\omega_i, \omega_{i+1}]$ to appropriately balance the divergent contributions

$$I_{i-1,i}(\omega_i) + I_{i,i+1}(\omega_i) \rightarrow (\Gamma_{i-1} - \Gamma_i) + \Gamma_i \ln \left[ \frac{\omega_i - \omega_{i-1}}{\omega_{i+1} - \omega_i} \right], \quad (A5)$$

which however cannot be applied at the boundaries of the discretization (i.e., $i > 1$ and $i < N_d$). There, under the assumption that $\Gamma_1 = \Gamma(\omega_{\text{min}}) = 0 = \Gamma(\omega_{\text{max}}) = \Gamma_{N_d}$, we obtain the simplified contributions $I_{1,2} \rightarrow -\Gamma_2$ and $I_{N-1,N} \rightarrow +\Gamma_{N-1}$. For a numerical implementation of integrals of the type (A2), we have to sum up the contributions from the individual discretization intervals, where it becomes obvious that the terms in round brackets in Eqns. (A3), (A4), and (A5) will cancel with the boundary contributions such that only the $\ln[\ldots]$ terms need to be considered.
2. Lorentzian approximation

With the previous approach, a problem may arise when the peaks in the mapped spectral densities become very narrow, in particular for higher order mappings. This causes the need for more gridpoints to resolve the peaks, which then increases the computational effort. To avoid this issue, one can fit peaked spectral densities by sums of Lorentzian functions. Given $m$ peaks in the spectrum, we fit each with the function

$$\tilde{\Gamma}_k(\omega) = \frac{\tilde{\Gamma}_k \delta_k^2}{(\omega - \epsilon_k)^2 + \delta_k^2}, \quad k = 1, \ldots, m. \quad (A6)$$

This has its origin in the fact that flat spectral densities can be mapped to functions of this form (see the main text). Technically, such an approximation has the advantage that the principal value integrals can be easily performed

$$\tilde{\Sigma}_k(\omega) = \int d\omega' \frac{\tilde{\Gamma}_k(\omega')}{2\pi} \frac{\tilde{\Gamma}_k \delta_k}{\omega - \omega'} = \frac{\tilde{\Gamma}_k \delta_k (\omega - \epsilon_k)}{2(\delta_k^2 + (\omega - \epsilon_k)^2)}. \quad (A7)$$

This allows one to easily calculate the mapping relation (12).

Even if the original spectral density is not flat, such Lorentzian shapes are still found approximately, requiring that the peaks in the spectral densities are well separated. We exemplify this in Fig. 6. In the left panel, the initial spectral density (identical for both reservoirs) is shown, which we used for the calculation for the SSH model in Fig. 5. The first mapping is shown in the middle panel. The solid line is the exact analytic solution for a semicircle spectral density, while the dashed is a fit of the peak with the Lorentz from Eq. (A6). One can see that the fit approximates the analytic solution in the important central region well. This also holds for higher order mappings. In Fig. 6 right we show the second mapping calculated via numerical integration as the solid line, while the dashed curve shows the analytic mapping of the fitted Lorentzian. Also these results fit well over orders of magnitude. If the tunneling rate is not symmetric around the peak, by using a Lorentz fit the information on the asymmetry is lost. This causes that both peaks in the next mapping will have the same height, while the calculation via direct numerical integration shows that the peak heights actually vary. To use the advantage of the fit without loosing information, we suggest to combine Lorentz fitting with brute-force numerical integration of the residual spectral density: For a given peaked spectral density, we fit the peaks with Lorentzian functions as in equation (A6). If the initial spectral density has a hard cutoff, such that outside a certain interval $[\omega_{\text{min}}, \omega_{\text{max}}]$ the spectral density strictly vanishes, an analytic representation of the principal value integrals can be found as well. For example, one can approximate each peak
FIG. 6: First few spectral densities for the SSH-chain transmission in Fig. 5 with parameters as given there. In the left panel, the initial spectral density is shown (note the logarithmic scale). In the middle panel we provide the first mapping as an exact calculation (solid blue) and a Lorentz fit of the data (dashed red), which agree reasonably well over four orders of magnitude. In the right panel the second mapping calculated by numerical integration is shown (solid blue) and with the Lorentzian fit (dashed red).

by fitting a Lorentzian function and continue it after some cutoff until it reaches zero, e.g.

\[ \hat{\Gamma}_k(\omega) = \begin{cases} 
+\Delta(\omega - \omega_L) & : \omega_L \leq \omega < \epsilon_k - c \\
\hat{\Gamma}_k(\omega) & : \epsilon_k - c \leq \omega < \epsilon_k + c \\
-\Delta(\omega - \omega_R) & : \epsilon_k + c \leq \omega < \omega_R \\
0 & : \text{else}
\end{cases} \tag{A8} \]

where \( c > 0 \) is a cutoff, such that \( \hat{\Gamma}_k(\omega) = \hat{\Gamma}_k(\omega) \) for \( \omega \in [\epsilon_k - c, \epsilon_k + c] \). The slope \( \Delta \) and the frequencies \( \omega_{L/R} \) are not independent. They have to be chosen such that at \( \omega = \epsilon_k \pm c \), both the function and its derivative are continuous, which yields \( \Delta = \frac{2\Gamma_k\delta^2}{(\delta_k + c)^2} \) and \( \omega_{L/R} = \epsilon_k \mp \frac{3}{2}c \mp \frac{\delta_k^2}{2c} \).

This parametrization has the advantage that the principal value integral in the mapping relation will lead to a continuous function, and by choosing the cutoff \( c \) carefully, the function takes nonzero values only in the interval \( [\omega_L, \omega_R] \subseteq [\omega_{\text{min}}, \omega_{\text{max}}] \). The fit of all peaks is then defined as \( \hat{\Gamma}(\omega) = \sum_{k=1}^{m} \hat{\Gamma}_k(\omega) \) and the level renormalization is given by \( \hat{\Sigma}(\omega) = \sum_{k=1}^{m} \hat{\Sigma}_k(\omega) \), which is analytically solvable.

After fitting the peaks we create a sampling in the Interval \( [\omega_{\text{min}}, \omega_{\text{max}}] \) and calculate the residual spectral density, i.e., the difference between the original data and the fit. Importantly, the residual spectral density strictly vanishes at \( \omega_{\text{min}} \) and \( \omega_{\text{max}} \), such that the direct integration from the previous section can be employed. By the linearity of the integral, the level renormalization will then just be a sum of the renormalizations of the Lorentz fit and the residual spectral density. The advantage of this procedure is that the residual spectral density is smoother/flatter, such that a
coarser discretization grid can be used.