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Abstract: Power grids are constantly evolving, and data changes are increasing. Operational technology (OT) is controlled by IT technologies in smart grids, where changes in the physical world impose changes in the software data model, as well as the continuous generation of data points, resulting in time series datasets. The increased need for processing large amounts of data combined with requirements to maintain and increase overall performances has created a significant challenge for traditional database solutions and relational database models. The main idea of this paper was to find and propose a graph model that will allow the retrieval of historical connectivity in a reduced time complexity. Furthermore, the research question was addressed by evaluating three different approaches where the results provide a foundation for the proposed design guidelines related to optimizing graph-based databases for a modern smart grid system. The results of the experiments demonstrated reduced time complexities from 3 to 5 times depending on the typical industry usage patterns and the selected graph model. This suggests that the design decision may severely affect the outcome for given smart grid use cases when using historical features in OT technologies. Therefore, the main contribution of the research is the proposed guidelines on how to design an optimal graph model that satisfies the described smart grid requirements.
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1. Introduction

Power network grids (the grids herein) were designed in the previous century, but the requirements and context of modern cities have forced the grid to evolve, rendering current grids obsolete. Connectivity in the grids can vary as a consequence of: (1) changes in the state of its elements such as switching the equipment on and off, or (2) physical changes to the grid’s topology such as extending the feeders to new parts of the city or replacing existing equipment. We focused on the first scenario, while the second scenario introduces a much lower rate of changes in the equivalent period. If the grid is in an area often exposed to hazards or climate disaster—connectivity will be more affected. In usual scenarios, there are about a hundred changes during a day, and during storms (e.g., storm mode), there are about several thousand. Distribution System Operators (DSO) make various analyses as they must have insight into the connectivity of the whole network, both in real-time and to keep a history for training purposes and post-accident analyses. As operational technology (OT) is controlled by IT technologies in smart grids, changes in the physical world impose changes in the software data model. Processing large amounts of data, while maintaining performances for a real-time decision-making software system, creates a problem for traditional database solutions and relational database models. One of the main advantages of graph databases in smart grids over relational databases and NoSQL stores is performance, as they are optimized for the graph data models. Graph...
databases are typically thousands of times more powerful than traditional databases in terms of indexing, computing power, storage, and querying. In relational databases, performances on data relations decrease as the dataset grows. Smart grid data increase on a daily basis, so graph databases could be a better solution, as the performance remains relatively constant. In addition, smart grid models are very complex and change frequently. This can be a problem as relational databases require a comprehensive data model up front. Moreover, graph databases are inherently flexible, because graphs can be extended with new vertices and new edge types almost effortlessly [1].

DSO data can be generated by various equipment and stored in different formats:

- Raw waveforms (voltage and currents) sampled at relatively high sampling frequencies
- Pre-processed waveforms (e.g., RMS) typically sampled at low sampling frequencies.
- Status variables (e.g., if a relay is opened or closed) typically sampled at low sampling frequencies.

Here, we consider historical data of status variables, which are part of the Supervisory Control and Data Acquisition (SCADA) systems [2]. The historical database is an important component in typical SCADA architecture, and it is used to store all data collected by the system. The historical database stores a significant quantity of data, as it stores thousands of alarms, statuses of digital variables, and nominal values of analog variables [3]. In this paper, the focus was on digital values as the sample rate is substantial when compared to the rate of static data changes. A digital value can represent the status of circuit breakers, trip relays, fuses, switches, and other grid equipment. Therefore, we are dealing with partially evolved dynamic graphs [4] as we are considering just attribute evolution—dynamic graph changes represented by the actions: add attribute value, remove attribute value, or update attribute value. In this scenario, remove attribute is not allowed, as the status can be either OPEN or CLOSED and it cannot be omitted.

The main idea is to provide a full recreation of the network topology representing the grid at an arbitrary time in history. Usually, time series databases are designed to provide a fast read and write by element, making it difficult to query a whole set or subset of graph elements in a particular period. Therefore, the research question of this paper is what is the most efficient graph database model to provide an efficient write per graph element while providing an efficient graph or subgraph scan for different time points? This is a slightly different problem in comparison to the other problems focused on in historical databases presented in related works. The main issue in replaying the historical sequence of network topology changes or retrieving a graph connectivity in an arbitrary historical point is that we cannot query data samples by datetime unless we search for historical value in each element of the graph model. The time complexity of such an algorithm would be quadratic (O(n^2)), rendering such an approach inapplicable for large data models and real-time characteristics of smart grids. The large data models are a consequence of the dynamics of data—some statuses can stay unchanged in history for a long time, while other statuses might change. The result is to have slowly changing values correlated with different values in the same timeline (Figure 1). The properties of smart grid data changes described introduce difficulties in designing an efficient historical data model. For instance, if we look at just four vertices, and its few changes for one day (Figure 1)—all vertices have an initial value of status, and every next vertex is a change during time. Assume that we want to see how those vertices were connected in any moment in time—in Figure 1, this moment is t_x.

If we simply go through vertices and search for that exact date (t_x), our query will return an empty value. The correct returned value should be BRE1:OPENED—DIS1:CLOSED—BRE2:OPENED—DIS2:OPENED. Having an efficient solution for querying described dynamic graphs in time would provide a usable feature for DSOs as it would enable the analysis of events that happened in the past.
In this paper, we focused on finding and proposing a graph model that will allow the retrieval of historical connectivity in a reduced time complexity. As with modeling any solution, there is no one approach that is the optimal in all circumstances, even though we are focused on smart grid use cases. Therefore, we investigated three different approaches based on the graph theory and existing research in the area of graph databases. The three approaches were applied to modeling the same instance of a real power distribution grid network model resulting in three referent test sets. Test sets were built for a commercially available graph database management system (Neo4j) that was used for running the experiments. The experiments revealed the performances of different queries that correspond to the described smart grid use cases. Along the proposed graph models optimized for reduced time complexity when retrieving the historical graph connectivity, the main contribution of this paper is the resulting guideline that elaborates when to use which graph model type based on the smart grid use cases and patterns of database usage. In Section 2, we describe related works. Section 3 describes the methodology and specific approaches that have been chosen and how they have been implemented. Section 4 presents the experiments and provides the results, while Section 5 is dedicated to the evaluation of the results and discussion. Finally, Section 6 summarizes the main points and outlines further research steps.

2. Related Works

Many tools and libraries have been developed for social network analysis, but they are all mainly focused on examining static network snapshots. Not much work has been performed on the analysis of temporal or evolving graphs and neither one of the graph data management systems handles optimizing snapshot retrieval queries over historical graphs, or on supporting temporal analysis of large networks [5].

The focus of the research concerning evolving graphs has been on efficiently storing and retrieving graph snapshots. This is the predominantly used approach for graph analysis due to its accessibility. A snapshot method captures a sequence of static graphs
from a temporal graph; thus, existing graph algorithms can be directly applied to each static graph [6]. The authors’ main idea in Ref. [7] was to store the historical trace of the network on a disk, and to load the required graphs on-demand in memory. They used a collection of graph historical snapshots, one corresponding to each time instance. For large temporal graphs, there are studies on graph partition [8]. They store individual snapshots of a single graph on different computers. Semertzidis and Pitoura [9] discussed an alternative approach for storing time-varying networks using a hierarchical time index to support snapshots with different granularity and presented historical graph queries. Cattuto et al. [10] presented the historical graph stored as a sequence of graph snapshots, where vertices and edges are associated with time intervals. In Ref. [11], graph mining algorithms were provided that assume a static underlying graph.

The time-versioning process has been proven by various authors. The problem that they introduce is an increase in complexity of the graph structure, as well as the complexity of the queries, which leads to a reduction in performance, scalability, and maintainability. Castelltort and Laurent [12] created a meta-graph, which chains history in a linked list. The history of edges is considered with two approaches—single and multi-edge. This adds more complexity, due to the increased number of checks in each query, which leads to poor performance for deep history. There is a different approach for creating a meta-graph [13], which is based on modeling differences between versions as graphs. The biggest problem, from a performance standpoint, is graphs that have a lot of incoming/outgoing edges.

Maduako et al. [14] made a time-tree for the timeline, and each vertex was connected to a leaf in that tree according to the time when it is created. As we are dealing with a complete graph recreation problem, where the solution gives insight to the grid manager into the historical network state from moment x to moment y, and we want to have information about how elements in the grid were connected in each moment, these approaches would not provide the required results.

Nowadays, graph databases have been used for a wide variety of power system analyses, such as power flow calculation, topology analysis, state estimation [15], and real-time EMS framework [16]. In Ref. [17], traditional relational databases (PostgreSQL) were compared with graph databases (Neo4j) in the analysis of power grid data. With experiments, they demonstrated a better performance of topology modeling and analysis using graph databases. However, they did not cover historical data. Liu et al. [16] proposed an EMS real-time analysis framework for an evolving graph-based power system.

Even though extensive research in the area of modeling the history within graph databases exists, to the best of the authors knowledge, no work has provided an experimentally confirmed comparison of different approaches retrieving the historical connectedness of the power network graph models. With the aim to provide the best approach to reduce the time complexity of retrieving the connectivity in arbitrary historical points, this paper proposes clear guidelines on what graph model type to use based on the smart grid use cases and patterns of database usage.

3. Methodology

For a vertex, the number of head ends adjacent to a vertex is called the indegree of the vertex and the number of tail ends adjacent to a vertex is its outdegree.

**Definition 1 (Graph).** A graph \( G \) is given by a pair \( (V, E) \) where \( V \) stands for a set of vertices and \( E \) stands for a set of edges with \( E \subseteq (V \times V) \).

**Definition 2.** For \( G = (V, A) \) and \( v \in V \), the indegree of \( v \) is denoted as \( \text{deg-}(v) \) and its outdegree is denoted as \( \text{deg+}(v) \).

**Definition 3.** Inset, \( I(v) = \{x \mid (x, v) \in E\} \), is the set of all vertices that represent head ends adjacent to a vertex.
Definition 4. Outset, \( O(v) = \{x \mid (v, x) \in E\} \), is the set of all vertices that represent tail ends adjacent to a vertex.

Data structures that can preserve a graph’s history are called temporal, evolving, or time-varying graphs [18]. There are several ways of modeling formally discrete temporal graphs. One is to consider an underlying static graph and assign a set of natural numbers, called a label, to every edge. Another one is to view a temporal graph as a sequence of static graphs, as used by the authors in Ref. [6]. Finally, it is useful to expand the whole temporal graph in time and obtain an equivalent static graph without losing any information. A common approach to solving this problem is to first express the given temporal graph as a static graph and then try to apply or adjust one of the existing tools that works on static graphs.

The research methodology (Figure 2) consisted of five steps:

1. Formulating the research question: the approach started from the transfer of knowledge from industry to academia. The issue of time complexity in retrieving the historical graph connectivity led to the research of the available literature, as described in Section 2. Once the scientific gap emerged, the research question was formulated: how to provide a full recreation of graph connectivity representing the grid at any time in history consisting of frequent topology changes.

2. Hypothesis definition: we needed to define a hypothesis that would address the research question, provide the basis for the advancement of the scientific field, and define supporting claims that can be verified experimentally. The main hypothesis in this paper is: if we define graph models where historical values are connected to the power grid elements in the same graph, the time complexity will be reduced for retrieving graph connectivity in any given moment in history, while the space complexity will not contain any data duplication.

3. Experimental validation of hypothesis claims: in order to ensure a valid context for experiments, we relied on a model of a real distribution power grid, as described in Section 4.2. Using the same real model, we created test data for different graph
models where each graph model has been created to support a hypothesis based on graph theory and the research of related works. In essence, we created an exporter from the existing SQL-based model by relying on the Common Information Model (CIM) standard. Then, we imported the same model to the graph database but in three different ways, to reflect each of the proposed approaches described in Sections 3.1–3.3. With ensured valid test data samples, we designed three experiments to address all the inputs defined by use cases that we are focusing on in smart grid problems. The inputs needed to analyze the overall solution are: a typical random write to the graph (see Section 4.4), a typical random read of node values from the graph (see Section 4.3), and retrieving graphs and subgraphs from any moment in history (see Section 4.5).

4. Result analysis and presentation: after collecting the measurements from experiments, we performed statistical analysis of the data, and we decided to present the results in tabular form with the given standard deviation to outline how close to the mean were our averages. Moreover, for easier discussion, we extracted graphs to visually present the information to the reader.

5. Conclusion: as described in Section 5, we used typical use cases and usage patterns that can be found in industry and applied them in the context of experimental results. Each typical use case was defined as a scenario, and our discussion around scenarios provides a guideline when each of the proposed graph models would make the most benefit considering the main hypothesis. These guidelines confirm supporting claims of the hypothesis and provide the innovation of this paper as they can be used by anyone interested in our research question.

The following sections elaborate the three most representative approaches.

3.1. The First Approach

The first approach implies creating a new vertex for every change in the network model and adding reference to the previous change. A linked list is generated and expanded by each new value. The formula below represents how a new vertex is added:

$$(\forall v_{new})(\forall v | v_{new}.id == v.id)(\not\exists (v, e))(e == next)$$

where $v$ represents a vertex and $e$ represents an edge.

For each new vertex, we obtain all vertices with the same id, and to determine which one is the most recent one, we find one without an edge with id next.

Figure 3 shows one vertex and all its values throughout history. Each new value relates to the previous one with an edge called next. Figure 4 shows a block diagram algorithm (BDA) for adding a new status value.

Figure 3. The first approach—adding a new value.
3.2. The Second Approach

With the second approach, as proposed by the authors in Ref. [19], we are also creating a new vertex for every change. However, we are not linking them; instead, we are connecting all outset and inset vertices with a new value. The formula below shows how a new vertex is added:

\[(\forall v_{new})(\exists I(v), O(v) = \rightarrow (v_{new}, i), (v_{new}, o))\]  \hspace{1cm} (2)

where \(v\) represents a vertex, \(o\) represents outset, \(i\) represents inset, and \(e\) represents an edge.

Figure 5 shows one element \(D\) added in time \(t_1\). For adding a new vertex \(D'\) with a new timestamp \(t_2\), it needs to inherit all currently valid edges. Each new vertex and edge will be expanded with a created attribute, as well as old ones with the addition of an expired attribute.

Copying a vertex requires copying all live edges, which removes a limitation of having a constant number of graph operations. Figure 6 shows a BDA for adding a new status value. Beyond adding a new vertex, we are adding an additional property with a timestamp.
of creation. Furthermore, we are adding an expired attribute with the same timestamp to the previous vertex, as its value is valid until the new value has been created.

**Figure 6.** BDA for adding a new value (2nd approach).

### 3.3. The Third Approach

With the previous approach, there is a deficiency in the case where the vertices have a lot of incoming and/or outgoing changes. When a new vertex is being added, all those edges need to be copied to the new vertex (Figure 7). Therefore, this approach is an extension of the second one—each vertex implies adding two additional ones that act as a proxy for all vertices created prior to the actual vertex.

**Figure 7.** The third approach—adding proxy.
The main idea behind this is to add one additional vertex for all edges with outgoing vertices and one vertex for all edges with incoming changes. The additional vertices will provide connectivity within all vertices as before, but they will reduce the number of edges (Figure 7). Still, we are adding additional properties created and expired, but now onto proxies besides vertices and edges. A constant number of graph operations and additional space per modification are achieved. Figure 8 shows a block diagram algorithm (BDA) for adding a new status value.

![Figure 8. BDA adding a new value for the third approach.](image)

4. Experiments

This section presents the experimental results, with the intention of evaluating and analyzing each approach using the same test environment and test data. Three different experiments were focused on in evaluating different operations, so the discussion section elaborates the advantages and disadvantages of proposed approaches based on the relevant data.

4.1. Test Environment

Table 1 shows physical machine properties for the testing environment.

| Table 1. Test environment. |
|----------------------------|
| CPU | i7 2.20 GHz |
| HDD | 200 GB SSD  |
| RAM | 8 GB        |

The physical machine hosted a virtual machine using the Hyper-V hypervisor and Microsoft Windows Server OS with Neo4j [20] installed and used as a graph database management system.

4.2. Test Data

The test dataset represents a real network data model (Network Model) of a European-based DSO company. The data are defined in an industry standard model CIM [21,22] that defines how objects and edges between power system resources are represented. The
network model describes the static elements of the electrical distribution system. Therefore, it describes the network connectivity along with other power system resource properties needed for arbitrary power function. Table 2 shows the main characteristics of a distribution network used as a test set.

### Table 2. Distribution network.

| Elements         | Number of Elements |
|------------------|--------------------|
| Substations      | 116                |
| Feeders          | 410                |
| Analog signals   | 8377               |
| Discrete signals | 57,429             |
| Customers        | 233,605            |

Each vertex represents a power resource element of the network (breaker, transformer, fuse . . . ) and each edge between them represents the connectivity between them.

For the described data model, we have used an industry-proven field data simulator for generating dynamic data, with the characteristics shown in Table 3. This paper takes into account just discrete value changes, and for now, analog value changes are not part of the research. The simulator generates data in two modes—in normal mode when there are about a hundred changes during the day, and in storm mode when there are a couple of thousand changes. Of course, the number of changes in both modes differ from network to network—if we are dealing with a network where the equipment is not in a good state, during storm mode, there will be more outages and vice versa. Hence, we are assuming that the network is in a good state.

### Table 3. Simulator’s modes.

| Mode   | Number of Changes |
|--------|-------------------|
| Normal | 100/day           |
| Storm  | 5000/day          |

In the following sections, three experiments are described—Standard queries, Update, and State recreation. The execution time for the selected queries is measured in Standard queries, while the time for updating new values in the database is measured in Update. In the last one, a focus is set on execution time for retrieving elements and their connection for a given moment in history.

#### 4.3. Experiment 1—Standard Queries

First, we measured execution time for three different queries without any history. Then, we measured execution time for the same queries in near (couple of days—10 changes per element) and far history (couple of years—390 changes per element). The following queries were used:

- Get hierarchy to substation by breaker ID (query 1). Hierarchy assumes all elements that are connected from the breaker vertex to the substation vertex (subgraph).
- Fetch all elements from a particular feeder (query 2). For a given feeder, a query returns all breakers, fuses, disconnectors, and any other equipment.
- Fetch all devices where the device name contains a given string parameter (query 3).

Time execution for typical queries for the first approach is shown in Table 4, for the second approach in Table 5, and for the third in Table 6. Each table shows the average time that was needed for executing a different query for each approach, as well as the relative standard deviation (CV) with eliminated outliers.
Table 4. Approach I: Query performance.

|               | Without History (ms) | cv (%) | Near History (ms) | cv (%) | Far History (ms) | cv (%) |
|---------------|----------------------|--------|-------------------|--------|------------------|--------|
| Query 1       | 2791                 | 2      | 3194              | 3      | 5805             | 10     |
| Query 2       | 500                  | 3      | 650               | 5      | 1120             | 6      |
| Query 3       | 10                   | 1      | 73                | 2      | 79               | 3      |

Table 5. Approach II: Query performance.

|               | Without History (ms) | cv (%) | Near History (ms) | cv (%) | Far History (ms) | cv (%) |
|---------------|----------------------|--------|-------------------|--------|------------------|--------|
| Query 1       | 3200                 | 4      | 10,795            | 9      | 20,650           | 11     |
| Query 2       | 500                  | 5      | 654               | 11     | 1200             | 12     |
| Query 3       | 10                   | 3      | 74                | 3      | 81               | 4      |

Table 6. Approach III: Query performance.

|               | Without History (ms) | cv (%) | Near History (ms) | cv (%) | Far History (ms) | cv (%) |
|---------------|----------------------|--------|-------------------|--------|------------------|--------|
| Query 1       | 3050                 | 4      | 10,600            | 15     | 20,641           | 13     |
| Query 2       | 450                  | 2      | 689               | 5      | 1506             | 8      |
| Query 3       | 9                    | 3      | 98                | 4      | 107              | 6      |

Figures 9–11 represent a comparison of the three approaches. The y axis shows the execution time for queries 1–3 in milliseconds in two different scenarios shown on the x axis—near and far history.
4.4. Experiment 2—Update

The goal of the second experiment was to show a comparison of the proposed approaches for updating values. In total, 78,573 update operations were performed per approach. Table 7 shows the average time that was needed for executing update operations for each approach.

Table 7. Update time.

| Approach | Time (ms) | cv (%) |
|----------|-----------|--------|
| First    | 212       | 93     |
| Second   | 1043      | 94     |
| Third    | 190       | 10     |

As expected, the relative standard deviation was higher in this experiment compared to the first one, as in this one, the uncertainty was naturally assumed as each update
operation may end up in a different part of the graph with different complexity and historical depth. Figure 12 shows the execution time of an update operation for all three approaches. In the first approach, we need to find the element that needs to change—and find the one with the latest date time. However, in the other two approaches, it depends on how much outgoing and ingoing changes that vertex contains, as the new vertex needs to be connected to all of them. It could be the case that the vertex does not have outgoing or ingoing vertices at all, or that it has only a few or even several hundred. Depending on vertex connectivity, the execution time can vary from a few milliseconds to more than a second.

![Update](image_url)

**Figure 12.** Results for update operation.

4.5. Experiment 3—State Recreation

The third experiment focused on testing how fast a state of the network can be obtained for a given moment in history. The state of the network represents how elements of the network are connected—and what their statuses are. The experiment included all three scenarios. Figures 13–15 show part of the network on which queries were executed. The legend defines symbols and their meanings. Each vertex and edge have a pair of timestamps next to them. The pair consists of creation and expiration timestamps. Edges that correspond to t2 are marked with a red line, while corresponding vertices are marked with a yellow one. Tables 8–10 show the execution time for the state recreation function using 1, 2, and 10 edges, respectively. Experiment three aimed to display a relationship between the size of the network and the execution time for the state recreate function.
4.5.1. The First Approach

Figure 13 represents a part of the network, and the element $s$ that should be retrieved for $t = t_2$. In this approach, each time we are executing the state recreation function, we need to find the element that has a required time that is between the created and expired timestamp attribute. For instance, if connectivity for $t = t_2$ (Figure 13) is needed, the query would start from Substation1 and Breaker1. Breaker1 has two vertices (two history points), and for $t_2$, the rightmost vertex is marked yellow. However, if we just obtain that vertex, we will not have information about the Breaker1 edges. Therefore, within the query, it is also required to retrieve the one that has an edge with the next vertex (in this case, Fuse1). There are four history points in the case of Fuse1, while the one with an interval that corresponds to $t_2$ is needed (the leftmost one).

In addition, the query needs to include Fuse1 with an edge to Breaker2 (which is the same as the previous one in this case).

Figure 13. Obtaining the state of a network model (approach 1).

4.5.2. The second approach

Figure 14 represents the part of the network outlining which elements should retrieve the function for $t = t_2$. Queries that include history are the same as the ones without, with just one additional check—whether the timestamp is between created and expired.

First, the query finds substation1 with created time $t_1$, where the expired time is not set, which means there is only one history point for substation1. There are two edges between Substation1 and Breaker1—one is for the time range $t_1–t_2$ and the other is for $t_2–today$. We take the second one, as we need the history point $t_2$.

Next, four edges exist between Breaker1 and Fuse1; as $t_2$ goes into the range $t_2–t_3$, we take the first edge. Only one edge exists between Fuse1 and Breaker2 and $t_2$ is within that range. The same is applicable for the edge between Breaker2 and LoadBreaker1. The same pattern is used for another branch.

Figure 14. Obtaining the state of a network model (approach 2).
4.5.3. The Third Approach

Figure 15 represents a part of the network outlining which elements should retrieve the function for \( t = t_2 \), with grey circles presenting IN/OUT vertices. Each pair of element and its IN and OUT vertex are altogether grouped by dotted line. Basically, the logic here is the same as in the second approach, only with one extension—the there is one additional step in all queries because of the IN and OUT vertices. The query starts from substation1 with created time \( t_1 \) and expired time without a value, which means there is only one history point for substation1. To find the connectivity between Substation1 and Breaker1, the OUT vertex for Substation1 is needed. From this vertex, there are two edges to the Breaker1_IN vertex—one is for the time range \( t_1 \)–\( t_2 \) and the other is for \( t_2 \)–today. The search would continue from the second one, as we need history point \( t_2 \).

Table 8. State recreation, execution time \( r = 1 \).

| Approach | Time (ms) | cv (%) |
|----------|-----------|--------|
| First    | 648.2     | 4      |
| Second   | 33.4      | 8      |
| Third    | 32        | 8      |

Table 9. State recreation, execution time \( r = 2 \).

| Approach | Time (ms) | cv (%) |
|----------|-----------|--------|
| First    | 1197.5    | 4      |
| Second   | 36        | 5      |
| Third    | 35        | 4      |

Table 10. State recreation, execution time \( r = 10 \).

| Approach | Time (ms) | cv (%) |
|----------|-----------|--------|
| First    | 5930      | 5      |
| Second   | 80        | 4      |
| Third    | 79        | 4      |

4.5.1. The First Approach

Figure 13 represents a part of the network, and the elements that should be retrieved for \( t = t_2 \). In this approach, each time we are executing the state recreation function, we need to find the element that has a required time that is between the created and expired timestamp attribute. For instance, if connectivity for \( t = t_2 \) (Figure 13) is needed, the query would start from Substation1 and Breaker1. Breaker1 has two vertices (two history points), and for \( t_2 \), the rightmost vertex is marked yellow. However, if we just obtain that vertex, we will not have information about the Breaker1 edges. Therefore, within the query, it is also required to retrieve the one that has an edge with the next vertex (in this case, Fuse1). There
are four history points in the case of Fuse1, while the one with an interval that corresponds to t2 is needed (the leftmost one). In addition, the query needs to include Fuse1 with an edge to Breaker2 (which is the same as the previous one in this case).

4.5.2. The Second Approach

Figure 14 represents the part of the network outlining which elements should retrieve the function for t = t2. Queries that include history are the same as the ones without, with just one additional check—whether the timestamp is between created and expired.

First, the query finds substation1 with created time t1, where the expired time is not set, which means there is only one history point for substation1. There are two edges between Substation1 and Breaker1—one is for the time range t1–t2 and the other is for t2–present. We take the second one, as we need the history point t2. Next, four edges exist between Breaker1 and Fuse1; as t2 goes into the range t2–t3, we take the first edge. Only one edge exists between Fuse1 and Breaker2 and t2 is within that range. The same is applicable for the edge between Breaker2 and LoadBreaker1. The same pattern is used for another branch.

4.5.3. The Third Approach

Figure 15 represents a part of the network outlining which elements should retrieve the function for t = t2, with grey circles presenting IN/OUT vertices. Each pair of element and its IN and OUT vertex are altogether grouped by dotted line. Basically, the logic here is the same as in the second approach, only with one extension—there is one additional step in all queries because of the IN and OUT vertices. The query starts from substation1 with created time t1, and expired time without a value, which means there is only one history point for substation1. To find the connectivity between Substation1 and Breaker1, the OUT vertex for Substation1 is needed. From this vertex, there are two edges to the Breaker1_IN vertex—one is for the time range t1–t2 and the other is for t2–today. The search would continue from the second one, as we need history point t2.

5. Discussion

The aim of the experiments was to demonstrate how different approaches affect the performances of queries, insert, and state recreate operations. As expected, each approach has its advantages. Therefore, when designing a final solution, it is important to have reliable data that help guide a design decision. Consequently, we compared all three approaches by introducing hypothetical use cases based on practical experience from the industry. The scenarios were created by using the anticipated percentage of operation executions depending on the usage patterns required by the typical DSOs. We identified four representative scenarios with ratios defined in Table 11. The percentage in a scenario refers to the number of executed operations, not the time needed for the execution.

Table 11. Scenarios.

| Scenario  | State Recreation (%) | Insert (%) | Query (%) |
|-----------|----------------------|------------|-----------|
| Scenario I| 20                   | 50         | 30        |
| Scenario II| 15                  | 40         | 45        |
| Scenario III| 10                  | 30         | 60        |
| Scenario IV| 5                   | 1          | 94        |

Figure 16 represents the comparison between all approaches for four representative use cases. The ordinate displays different scenarios defined within Table 11. Each scenario assumes a different percentage in usage patterns for querying, insertion, or using the state recreation function. The results of scenarios are summarized in Figure 15, where average values of samples were used for simulating the outcomes of the scenario. In this way, we can analyze how different approaches would affect performances of the overall solution based on the common usage patterns.
In the first scenario, the first approach is slower than the second one by 37%, and the second one is slower than the third one by 59.7%. In the second scenario, the first approach is slower than the second one by 53%, and the second one is slower than the third one by 47.2%. In the third scenario, the first approach is slower than the second one by 63.6%, and the second one is slower than the third one by 32.86%. In the fourth scenario, the first approach is slower than the second one by 81%, while the second one is faster than the third one by 18.51%.

As it strongly suggests, the first approach should be avoided in similar problems as ours. In the majority of cases, the third approach is the best design decision and the one we recommend if usage patterns are unknown. The second approach might be an optimization only for query-intensive scenarios, implying that write operations are up to 5% of the total number of executed operations. In addition, considering Figures 8–10, it is worth noting that queries provide quicker responses when the second approach is used. Therefore, considering the query-intensive nature of some usage patterns, the second approach would be our recommendation.

6. Conclusions

DSOs need to be able to gather, analyze, and transform data coming from different devices in a distribution network. We considered some of the most common queries that would be of interest for DSOs’ business needs.

Power grid topology varies due to state changes in power system resources. Those changes can be the consequence of a regular operation of the grid such as switching the equipment on and off, or a physical change of the grid’s topology such as extending or replacing equipment due to the change in power distribution infrastructure driven by evolving smart cities.

The research question addressed in this paper is how to provide a full recreation of graph connectivity representing the grid at any time in history consisting of frequent topology changes.

Three different approaches were analyzed in order to satisfy seemingly opposite requirements: to provide an efficient write per graph element while providing an efficient graph or subgraph scan at different historical time points.
The results enabled us to provide clear guidelines on which approach to take when designing a solution to address our research question. However, it is worth noting that this paper considered only static changes that reflect physical changes on the grid. Real-time changes initiated by the regular network operations should be additionally analyzed if such a solution is needed. In such a solution, there would be many more changes that would impact the overall performance and would make the solution more write-intensive, which would eliminate the second approach as a possible optimization. Consequently, future work will try to address dynamic changes as well, aiming to combine the first and the third approach using advanced algorithms relying on parallel data processing. The temporal graph database is a useful means for pattern recognition, especially in cybersecurity problems. As smart grids are critical systems, cybersecurity is essential for such systems, and graph models such as those presented in this paper can be a good approach for addressing cybersecurity challenges. Therefore, applying our research findings in smart grid cybersecurity will be a subject for future work as graph models may optimize pattern recognition.
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