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Video captioning is a core technology to many important applications, such as AI-assisted medical diagnosis, video question answering, storytelling through videos, and lip-reading. Video captioning employs a hybrid CNN + RNN model. Accelerating such a hybrid model on a heterogeneous system is challenging for two reasons. First, CNN and RNN exhibit very different computing behaviors, making the mapping between computation and heterogeneous devices difficult. Second, data dependency exists between the CNN and RNN within a video frame and between adjacent RNNs across video frames. These data dependencies prohibit the full parallelization of the hybrid model. The issues also include the utilization of accelerator resources, which is critical to maximizing the performance. In this work, we propose a fine-grained scheduling scheme for mapping computation and devices within a video frame, and a pipeline scheduling scheme for exploiting maximum parallelism between the execution of the video frames. In addition, we propose two capacity-guided scheduling methods. On the server, the concurrent kernel execution mechanism is exploited for improving GPU utilization. On the edge platform, we rearrange CNN computation among the CPU and EdgeTPUs guided by the EdgeTPU’s SRAM capacity so that balanced computation is achieved and off-chip memory overhead is minimized. Experimental results show that our scheduling scheme improves video captioning performance by up to 3.24× with CPU + GPU collaboration over the GPU-only execution. On an edge platform with an ARM CPU and two EdgeTPUs, our CPU + EdgeTPU scheduling exhibits outstanding performance, which achieves up to 54.9× speedup compared to using ARM CPU only and can perform video captioning of 59 frames per second.
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1 INTRODUCTION

Deep neural networks (DNNs) have revolutionized machine learning in recent years. The emergence of deep learning is widely attributed to the availability of massive datasets and advances in computer hardware. Based on the underlying topology, DNNs are generally categorized into convolutional neural networks (CNNs), recurrent neural networks (RNNs), graph neural networks (GNNs), and autoencoders. They are specifically designed for different domain problems and have shown great success in many applications, such as image classification [13, 16, 18], object detection [30, 41, 43], natural language processing [9, 14, 55], and recommender systems [25, 31, 63].

With the success of the preceding network models, there is an increasing trend of combining multiple network models to increase deep learning capabilities—the hybrid model. For example, CNN and RNN have been combined to conduct video captioning [52, 53, 60, 64, 65], video question answering [22], automatic medical report generation [6], stock trading analysis [29], movie reviews analysis [42], and pollutant prediction [39].

Video captioning [52] uses a hybrid model to exploit computer vision and natural language understanding, then to generate natural language caption. First, it uses a CNN to extract information of objects, scenes, and actions from video frames as visual features. Then it uses an RNN to generate caption using the visual features recognized by the CNN. Figure 1(a) illustrates the execution flow.

There are two types of data dependencies in video captioning. First, an RNN uses the output of the CNN from the same iteration as its input. Second, an RNN also uses the output of the RNN from the previous iteration as its input. These dependencies are shown as directed edges in Figure 1(a), and they make parallel execution of video captioning a challenging issue.

It is crucial to use all types of resources in a heterogeneous environment to improve the efficiency of video captioning. A naive video captioning approach runs both CNN and RNN on a GPU without using any CPU [34, 47, 60]. However, a previous study [66] showed that GPUs may perform much worse than CPUs for RNNs using small batch sizes (e.g., web search and advertisement), due to lack of data reuse and excessive data transfer. Running different models on the computing devices they prefer can significantly reduce the video captioning time. Figure 1(b) compares the performance of CNN (MobileNet [16]) and RNN (LSTM [14]) running on a CPU and a GPU. The result shows that MobileNet runs more efficiently on a GPU than on a CPU. On the contrary, LSTM runs faster on a CPU than on a GPU due to the small batch size used in practice.

Today, heterogeneous system architectures (HSAs) are widely available. Machines from high-end servers to low-end edge devices are often equipped with both CPU and GPU or AI accelerators. Such a heterogeneous environment provides ample opportunity to improve the inference time of network models if the computation is carefully scheduled.

A good scheduling of resources on heterogeneous systems should address four issues. First, since the system is heterogeneous, we need to assign the network models to appropriate devices to reduce the computation cost. Second, we should choose the scheduling granularity carefully. The computation behaves quite differently if we schedule one model at a time (coarse-grained) or one operation at a time (fine-grained). Third, we need to carefully schedule the tasks so that resource contention is minimized. Two cases are considered: the computing device is exclusive or
Fig. 1. Video captioning. (a) Execution flow of the hybrid CNN + RNN model. (b) Performance comparison of CNN (MobileNet) and RNN (LSTM) on the Intel Core i7 CPU and Nvidia 1080 Ti GPU.

can be used by the tasks at the same time. Finally, we should reduce the communication overhead when two related tasks are mapped to different devices.

We categorize our video captioning optimization techniques for the preceding issues into intra-frame and inter-frame optimizations. The intra-frame optimization considers the data dependency between the CNN and RNN at the same iteration for both coarse-grained and fine-grained scheduling. We first build a cost model to estimate the computation cost of each operation (e.g., convolution, LSTM) and the communication cost among devices. Then, we derive an efficient dynamic programming to solve the scheduling problem using the predicted execution time from the cost model. The inter-frame optimization is difficult due to data dependency between RNNs of consecutive iterations. We use a pipeline scheduling algorithm to overlap the execution of the CNN and RNN of consecutive frames, so as to reduce the overall time. The preceding results are published in IPDPS 2021 [19]. In this article, we further improve the inter-frame optimization by two new capacity-guided pipeline scheduling algorithms, as introduced in the following.

The pipeline scheduling algorithm proposed maps the execution of CNNs to GPU exclusively. In other words, the CNNs cannot use the GPU at the same time. We observe that, however, the GPU is under-utilized when processing the CNN. To overcome this issue, we relax the constraint of resource exclusion and devise a GPU-capacity-guided pipelining method. Since there is no data dependency among the CNNs across video frames, the CNNs can be executed at the same time to exploit the unused GPU resources. Thus, we split the execution of the CNN model into multiple stages and schedule the CNNs of consecutive frames onto the GPU in a pipelining manner. As a result, the GPU utilization is improved and video captioning time is reduced.

We also evaluate video captioning on an edge device with an ARM CPU and EdgeTPU accelerators. Typically, video captioning suffers long execution time on edge devices, as it is often processed by the embedded CPU only. Sending videos to the server for captioning is a possible solution to speed up the computation. However, it would be unacceptable to send all data (e.g., live video from a surveillance camera) to the server due to excessive data transfer. Therefore, either the resolution or the frame rate is reduced before sending the video, thus trading the captioning accuracy off.

By exploiting the CPU + EdgeTPU system architecture, our scheduling method enables efficient video captioning for edge devices without the help of remote servers. Our solution has the following advantages. It retains accuracy. Moreover, it minimizes privacy concerns and network traffic. Finally, it can have less energy consumption than migrating the computation to the server.
Running video captioning with AI accelerators faces additional challenges compared to CPU + GPU scheduling. First, AI accelerators often support a limited set of operations—for example, EdgeTPU supports matrix multiplication and convolution, but no embedding operation. The unsupported operations must be executed by another processor, thus additional scheduling constraint. Second, the on-chip SRAM (i.e., parameter cache) must be effectively utilized to enable good performance. We propose an EdgeTPU-capacity-guided pipelining method to improve SRAM utilization by rearranging the CNN computation among the CPU and AI accelerators. As a result, a balanced computation is achieved and off-chip memory overhead is reduced.

The contributions of this article are as follows:

• An intra-frame scheduling algorithm for mapping operations to devices for both coarse-grained and fine-grained scheduling.
• A pipeline scheduling algorithm for exploiting inter-frame parallelism.
• A GPU-capacity-guided pipelining scheme for maximizing GPU utilization.
• An EdgeTPU-capacity-guided pipelining scheme for maximizing SRAM utilization.
• On the server platform, the GPU/CPU pipeline scheduling achieves up to 3.24× faster video captioning than using GPU only. The performance is further improved by up to 7% with the GPU-capacity-guided pipeline scheduling.
• On the edge platform, the EdgeTPU/CPU pipeline scheduling achieves up to 54.9× speedup over ARM CPU only. The DenseNet/LSTM-based model can process video captioning of 59 frames per second. To the best of our knowledge, this is the first effort that achieves real-time video captioning performance on the edge device for such a large model.

The rest of this article is organized as follows. Section 2 describes related work. Section 3, Section 4, and Section 5 formally describe the computation-resource mapping problem on heterogeneous systems and present our scheduling algorithms. Section 6 and Section 7 respectively evaluate our scheduling methods on the server and edge platforms. Section 8 concludes the article.

2 BACKGROUND AND RELATED WORK

2.1 DNN Parallelization

Many efforts have been devoted to the design of efficient parallel DNNs. Mirhoseini et al. [32] proposed an RNN model trained by reinforcement learning to determine device placement for parallel execution. Gao et al. [12] proposed a machine learning based method trained by a Markov decision process to assign DNN operations. Huang et al. [20] model the device scheduling problem on HSA as a graph problem. They use the partitioned Boolean quadratic programming solver [3] and critical earliest finish time algorithm [51] to assign operations to devices. The objective is to minimize the computation cost, the communication cost, and the cost of the critical path. These previous works only parallelize the execution of a single model. Hence, there are no dependencies among different input streams. As a result, applying these approaches directly on different frames will cause contention of computing devices in video captioning. In contrast, our pipeline scheduling can achieve parallelism across different frames (inter-frame) without device contention. Bagby et al. [5] and Appleyard et al. [4] proposed a skewing transformation to expose the parallelism of RNNs. However, their scheduling methods only consider one device (GPU or TPU) but not HSA devices.

Xiang and Kim [58] proposed DART, a DNN scheduling framework with real-time guarantee. DART allows multiple DNN models to run in parallel on multiple computing devices and pre-empts low-priority models to release computing resources for urgent ones. DART balances utilization among devices by solving a list partition problem with dynamic programming. Unlike DART, which dynamically schedules many independent models, we target hybrid models with dependent inputs and statically assign the models to HSA devices. Wu et al. [57] proposed a pipeline-based
scheduling scheme, which splits the convolution layers of a DNN model into different pipeline stages. Their work focuses on scheduling sequential graphs, whereas our work covers a broader class of graphs, including multi-edge graphs such as ResNet [13] and DenseNet [18].

Liu and Wu [27] proposed a concatenation algorithm to schedule tasks from multiple batches in a heterogeneous environment. The focus of the concatenation algorithm is quite different from the focus of our work. Each layer (i.e., operation) is a scheduling unit, and each scheduling unit must be mapped to a unique computing resource. The total number of required computing resources increases with the number of layers. The computations are overlapped between different batch samples, and the batch samples are assumed independent. Their algorithm cannot tackle dependent dataflow such as RNN. Our work considers a hybrid model (a CNN and a time-dependent RNN). Each model is a scheduling unit, and we overlap the execution between the CNN and RNN models.

2.2 DNN Acceleration on Edge Devices
Performing DNN inference on the computation-limited edge devices is challenging, especially when real-time performance is needed. Using deep learning accelerators to speed up DNN inference is a feasible solution, making accelerator design a hot research topic in recent years [2, 7, 17, 28, 36, 40, 46, 48]. Many works have used the Intel Movidius Neural Compute Stick [21] to accelerate their models, such as MVCNN [49] for 3D object classification on IoT devices [56], MobileNetv2 [45] in an autonomous racing car [38], and 3D CNN for voxel-based point clouds classification [59]. The Google EdgeTPU has been applied on SSD [30] for real-time face mask detection [37], U-Net [44] for semantic image segmentation [23], and a feed-forward network for a network intrusion detection system [15]. Wang et al. [54] proposed an FPGA-powered smart camera for live video analysis. These works focus on a single model, whereas we tackle the issues of running hybrid models on HSA.

2.3 Background of CUDA Concurrent Kernel Execution
In the CUDA model, a GPU kernel is made up of a set of thread blocks, and a thread block is made up of a set of warps (i.e., 32 threads). Each thread block is scheduled onto a streaming multiprocessor (SM) when a kernel is launched on the GPU.

When enqueueing a GPU kernel for execution, programmers can assign a CUDA stream ID to the GPU kernel to control its execution order. GPU kernels with the same stream ID are execution dependent and must be sequentially processed in the enqueued order. On the contrary, a kernel can be launched on the GPU and concurrently executed with other kernel streams when there exists available GPU resource and no stream ID dependency, thus achieving concurrent kernel execution [33]. Operations from different kernel streams can be executed in any order, which means the execution order between concurrent kernels is not guaranteed.

Concurrent kernel execution is often used for (1) overlapping data transfer and kernel execution to hide the long memory copy latency between the host and the GPU, and (2) maximizing GPU throughput by concurrently executing many narrow tasks (i.e., kernels that do not use all SMs) [62].

2.4 Background of EdgeTPU
The Google EdgeTPU [61] is a machine learning accelerator designed for AI inference. It is capable of executing 4 trillion operations per second and consumes 0.5 W for each of the trillion operations per second. EdgeTPU performs tensor operations using a systolic array. It supports a small set of tensor operations, such as matrix multiplication, 2D convolution, and ReLU. Many operations, such as embedding, are not supported by the EdgeTPU. The unsupported operations must be executed by another processor. Please refer to Coral [11] for the full list of the supported operations.
EdgeTPU only supports models that are fully 8-bit quantized. It has 8 MB of on-chip SRAM for caching model parameters (i.e., weights). At inference time, the model’s executable is placed into the SRAM first. Then, the model’s parameter data is stored to the SRAM one layer at a time. When the layer’s parameters cannot fit into the SRAM, they are stored at the off-chip memory and fetched when necessary. Figure 2 illustrates an example of the CNN inference time with different model sizes. The example shows that the inference time increases rapidly when the model size is larger than the SRAM capacity, indicating the significant overhead of the off-chip memory accesses. EdgeTPU allows parameters of multiple models to be cached in the SRAM together. The parameters are written to the SRAM according to the order of the models decided by the user.

Unlike Nvidia GPUs, EdgeTPU does not support concurrent kernel execution. When multiple models are issued at the same time, their execution is serialized.

3 COMPUTATION SCHEDULING ON HSA

To schedule the computation of video captioning on HSA, a simple approach is to treat CNN and RNN each as a schedule task and map them to their suitable computing devices. For example, according to the experimental results of Figure 1(b), CNN runs more efficiently on a GPU, and RNN runs faster on a CPU. Thus, CNN and RNN are assigned to GPU and CPU, respectively. As will be shown in Section 6.2, this simple coarse-grained scheduling can significantly reduce the total time of video captioning compared with GPU-only execution.

An alternative scheduling approach is letting all operations be schedulable tasks. The goal is to properly assign the tasks to computing devices and minimize the execution time. Such fine-grained scheduling (operation level) is more challenging than the coarse-grained one (model level) because more complex data dependencies may exist between the schedule tasks. In the following, we give a formal definition to the intra-frame scheduling problem and present our fine-grained scheduling algorithm.

3.1 Problem Definition

We consider a computational graph $G = (V, E)$, where $V = \{v_1, \ldots, v_n\}$ is the set of computation and $E$ is the set of dependency. We will consider two types of cost: computation time on nodes and communication time on edges. Each $v$ in $V$ must be mapped to a resource $f(v)$ by a mapping function $f$, and its computation time depends on the resource $r = f(v)$ it is mapped to. Formally, we should use $c_f(v_i)$ to denote the computation cost of running $v_i$ on $f(v_i)$, but for ease of notation, we will drop the subscript $f$ when the context clearly indicates that we are considering mapping function $f$. As a result, we use $c(i)$ to denote this computation time.

Every edge $e = (v_i, v_j)$ in $E$ requires a communication time. The communication time depends on the amount of data $v_i$ will send to $v_j$, and the bandwidth between $v_i$ and $v_j$, which is also a function $f$. As a result we will use $d(i, f(i), f(j))$ to denote this communication time for $v_i$ to send data to $v_j$. The communication cost depends on the amount of data $v_i$ will send to $v_j$ and the bandwidth between $v_i$ and $v_j$.
its data from resource $f(v_j)$ to resource $f(v_i)$. For ease of notation, we will also add the subscript $f$ and use $d_f(i,j) = d(i,f(i),f(j))$ to denote the same cost. Note that if $f(i) = f(j)$ (i.e., $v_i$ and $v_j$ are assigned to the same resource), we define $d$ to be 0, since they are in the same computing resource, and no communication is necessary.

For each $v_i$ in $V$, we will define a starting time $s(i)$, which indicates the earliest possible starting time for $v(i)$. This is again a function of $f$. We also define an end time $e(i)$ for $v_i$, which is by definition equal to $s(i) + c(i)$.

We now define the total time to run a model $G = (V,E)$ under a mapping function $f$. Note that every $v_i$ can start only if all $v_j$ preceding it—that is, $(j,i)$ in $E$—finish their computation and complete sending their data to $v_i$. As a result, the starting time of $v_i$ is in Equation (1), and the total execution time is $T(G) = \max_{v_i \in S} e(i)$, where $S$ is the set of sink nodes (i.e., those nodes without outgoing edges).

\[
s(i) = \max_{(j,i) \in E} (c(j) + d_f(j,i)) \tag{1}
\]

\[
e(i) = s(i) + c(i) \tag{2}
\]

Now we formally define the mapping problem as follows. Given a graph $G = (V,E)$, the computation time, and the communication time, find a function $f$ that minimizes the total time $T(G)$ in Equation (3).

\[
T(G) = \max_{v_i \in S} e(i) \tag{3}
\]

### 3.2 Cases

We consider two cases of computation models. The first case is a sequential graph, in which every $v_i$ receives data from $v_{i-1}$ only, for $1 \leq i \leq n$. An example of sequential graphs is MobileNet. The second case is a complex graph, in which every $v_i$ receives data from all $v_j$, where $j < i$, and $1 < j \leq n$. An example of complex graphs is DenseNet. Please refer to Figure 3 for illustrations.

#### 3.2.1 Sequential Graph

We now solve the scheduling problem for sequential graph. Since $E$ now has only edges connecting $v_i$ and $v_{i-1}$, Equation (1) now becomes Equation (4).

\[
s(i) = c(i-1) + d_f(i-1,i) \tag{4}
\]

We define the best ending time $E(i,r)$ for $v_i$ as the minimum ending time when $f(i) = r$. It is easy to see that we can derive the following recursion for $E(i,r)$, as in Equation (5) when $1 \leq i \leq n$. Note that $d(i-1,r',r)$ indicates the communication time to send the data of $v_{i-1}$ from $r'$ to $r$, where $v_i$ is assigned.

\[
E(i,r) = \min_{r' \in R}(E(i-1,r') + d(i-1,r',r)) \tag{5}
\]

\[
E(1,r) = c(1,r) \tag{6}
\]
The final solution $E^*$ is defined as Equation (7), since we need to consider the ending time of $v_n$ on all possible resources.

$$E^* = \min_{r \in R} E(n, r)$$

(7)

Equation (5) gives an optimal total time for sequential graphs with time complexity $O(nm^2)$, where $n$ is the number of computations and $m$ is the number of resources.

3.2.2 Complex Graph. We now solve the scheduling problem for complex graphs when the number of resource $m$ is 2. Since $E$ now has edges from all $v_j$ to $v_i$, Equation (1) now becomes Equation (8). Note that we cannot use the solution in Equation (5) to solve the problem of complex graphs. The reason is that there are many $i - 1$ incoming edges for a node $v_i$, and all of them will affect the starting time of $v_j$.

$$s(i) = \max_{j < i} (c(j) + df(j, i))$$

(8)

We need the following two observations to simplify the complex graphs solution. In other words, under certain conditions, we do not need to consider an edge $(j, i)$ in Equation (8), since it will not affect the final value of $s(i)$. We define this edge as redundant if its removal from Equation (8) will not affect $s(i)$:

- An edge $(i, k)$ is redundant if $f(i) \neq f(j) = f(k)$ for all $i < j < k$.
- An edge $(i, j)$ is redundant if $i < j$ and $f(i) = f(j)$.

We now describe a dynamic programming to solve the scheduling problems for complex graphs under the assumption that there are two types of resources. For ease of explanation, we will refer to the two resources $r_0$ and $r_1$ as white and black, respectively. Therefore, when we say $v_i$ is black, that means $f(i)$ is the black resource.

We define a function $F(i)$ to be the minimum time to complete $v_1$ to $v_i$ while $f(i) = 1$ is white and $f(i - 1)$ is black. Similarly, we define another function $F'(j)$ to be the minimum time to complete $v_1$ to $v_j$ while $f(j)$ is white and $f(j - 1)$ is black.

We now consider a black $v_i$ and a white $v_{i-1}$, and search backward and skip all white nodes until we find a black $v_{i-1}$. By definition, $v_j$ will be white and $j < i$. We observe that an edge $(a, b)$ is redundant if $1 \leq a < j$ and $j < b \leq i$. Please refer to Figure 4(b) for an illustration. This observation indicates that the effect of any node before $j$ cannot go through $j$ and affect the timing of those nodes between $i$ and $j$. As a result we can isolate the computation of $F(i)$ and $F'(j)$, as in Equation (9). Note that $d(k, 0, 1)$ indicates the communication cost for $v_k$, a white node (0), to send its data to $v_i$, a black node (1).

$$F(i) = \min_{1 < j < i} \left( \max_{j \leq k < i} \left( F'(j) + \sum_{j' = j}^{k} c(j') + d(k, 0, 1) \right) \right) + c(i)$$

(9)

In other words, we can enumerate all possible $F'(j)$ in front of $i$ to compute $F(i)$. Then for each given $j$, we only need to consider the delay due to only those white nodes $v_j, \ldots, v_{i-1}$ on the last black node $v_i$. Similarly, we can define $F''$ using $F$, as in Equation (10).

$$F'(i) = \min_{1 < j < i} \left( \max_{j \leq k < i} \left( F'(j) + \sum_{j' = j}^{k} c(j') + d(k, 1, 0) \right) \right) + c(i)$$

(10)

To sum up, we break $V$ into segments of white and black nodes and isolate the communication effect within each of the segments. Therefore, we can use $F$ and $F'$ alternatively to find the optimal solution. Equations (9) and (10) give an optimal solution for the scheduling problem on complex graphs when there are two types of resources, with time complexity $O(n^3)$. 
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### Table 1. The Cost Model

| Operation        | Variable                                      | GPU                                     | CPU                                     |
|------------------|-----------------------------------------------|-----------------------------------------|-----------------------------------------|
| Embedding        | Output data size (x)                          | $y = 0.0933x - 3707$                    | $y = 0.1481x - 5979$                    |
| LSTM             | Input data size (x)                           | $y = 1.491x - 48980$                    | $y = 0.629x - 22290$                    |
| Fully connected  | Trainable parameters (x)                      | $y = 0.000162x + 11$                    | $y = 0.000524x + 17$                    |
| Pooling          | Input data size (x)                           | $y = 0.00012x + 154$                    | $y = 0.00163x + 203$                    |
| Add              | Output data size (x)                          | $y = 0.000092x + 67$                    | $y = 0.000341x + 96$                    |
| Concatenate      | Output data size (x)                          | $y = 0.00046x + 3.2$                    | $y = 0.00021x + 3.3$                    |
| Convolution      | Trainable parameters (x1) and output data size (x2) | $y = 0.0001641x^1 + 0.0117x^2 + 0.048$ | $y = 0.001226x^1 + 0.113x^2 + 0.224$ |
| Communication    | Output data size (x)                          | GPU to CPU                             | CPU to GPU                             |
|                  |                                               | $y = 0.000044x + 73$                    | $y = 0.00005x + 136$                    |

Unit of $x$ is byte; unit of $y$ is microsecond.

### 3.3 Parameter Estimation

The foundation of our theoretical analysis is an accurate estimation of the computation and communication time. The communication time is mainly affected by the size of the output data sent to the next layer; the computation time depends on the number of parameters and input/output data size. Table 1 summarizes the linear cost model. A CNN consists of five basic operations (fully connected, pooling, add, concatenate, and convolution), and the RNN consists of three basic operations (embedding, LSTM, and fully connected). The cost model is a linear regression that approximates the total time $y$ as a function of the primary factors $x$ [26]. We measure the total time and use the Scikit-learn [50] Python package to determine the coefficients of each cost function. The benefit of the cost model is that we can predict other similar deep learning models without any actual execution.

### 4 PIPELINE SCHEDULING

In the preceding section, we described the scheduling schemes for a single video frame. Now we consider the computation scheduling across video frames. As Figure 1(a) shows, the CNNs for different video frames are independent of each other and can be run in parallel. However, there exist data dependencies between adjacent RNNs. These data dependencies force RNNs to run in sequence, which prohibits the full parallelization of the hybrid model. To solve this problem, we propose a pipeline scheduling approach to overlap the execution of CNNs and RNNs. This section elaborates on how to exploit parallelism across video frames.

#### 4.1 Problem Definition

We consider a sequence of $n$ video frames that go through a CNN and an RNN as in Figure 1(a). From the previous discussion, we assume that all CNNs run on a GPU and all RNNs run on a CPU for high efficiency. As the result, we use $t_C$ to denote the execution time of a CNN and $t_R$ to denote the execution time of an RNN. Note that since all frames are of the same size, we assume that $t_C$ and $t_R$ are the same for all frames.

Now we specify the execution schedule of these CNNs and RNNs. Every CNN and RNN has an execution time interval. In other words, this model will run on a device during this time interval.

We observe Figure 1(a) and find three constraints for scheduling video captioning in a system with a CPU and GPU:

**CNN-RNN dependency:** A frame must go through its CNN before going through its RNN.
RNN-RNN dependency: The RNN for the $i$-th frame must run before the RNN for the $i + 1$-th frame. 

Exclusive resource usage: Two CNN intervals from two different frames cannot overlap since they both use the GPU, and two RNN intervals from two different frames cannot overlap since they both use the CPU.

We now define the scheduling problem as follows. Given the number of frames and the execution time of CNN and RNN $t_C$ and $t_R$, find a schedule to run all CNNs and RNNs for all frames without violating any constraints while minimizing the total execution time.

4.2 Concatenation Algorithm

We use a concatenation algorithm [27] to solve the pipeline scheduling problem. Before we illustrate the algorithm, we define ladders.

A ladder is a sequence of the same model (CNN or RNN) running on the same device sequentially. When one model finishes, the next model starts immediately, since we want to minimize the total time and respect the exclusive resource constraint at the same time. We also define the slope of a ladder as $\frac{1}{L}$, where $L$ is the execution time of a step in the ladder. If the model is a CNN, then the slope is $\frac{1}{t_C}$. If the model is an RNN, then the slope is $\frac{1}{t_R}$. The white and gray color indicate CNN and RNN ladder, respectively. Please refer to Figure 5(a) and (b) for an illustration.

4.3 Bottleneck

The key idea of the concatenation algorithm [27] is that we can concatenate two ladders together and maintain the smaller slope. For example, if $t_C < t_R$, the RNN has the smaller slope. Please refer to Figure 5(a) and (b) for an illustration.

We can delay the execution of CNNs so that they start right in front of RNNs and form a new ladder with the same slope, as illustrated in Figure 5(c).

Note that this delay of CNN maintains the smallest slope of the resulting ladder, which is the same as the RNN. As a result the algorithm can repeatedly concatenate all previous ladders with higher slope to the ladder with the smallest slope without violating any exclusive resource usage or data dependency [27].

However, if $t_C > t_R$, for instance, the CNN has the smaller slope. In this case, we can make the execution of RNNs earlier so that they start right after CNN, and form a new ladder with the same slope.

We observe that the execution time is dominated by the longest execution time of the ladder of the slowest model (i.e., by the ladder with the smallest slope). When $t_C < t_R$, the total execution time $T$ is dominated by $t_R$, as in Equation (11).

$$T = n \times t_R + t_C$$ (11)
It is easy to see that $T$ in Equation (11) is optimal, since all RNNs must run sequentially because of exclusive resource usage, and the first RNN can start only after the first CNN finishes, due to the CNN-RNN dependency.

Similarly when $t_C > t_R$, the total execution time $T$ is in Equation (12).

$$T = n \times t_C + t_R$$  \hfill (12)

It is easy to see that $T$ in Equation (12) is also optimal since all CNNs must run sequentially and the last RNN can start only after the last CNN finishes. Finally, we can combine Equations (11) and (12) into Equation (13).

$$T = n \times \max(t_C, t_R) + \min(t_C, t_R)$$  \hfill (13)

5 RESOURCE UTILIZATION

In this section, we describe the resource utilization problems of two accelerator architectures: GPU and EdgeTPU. Then we present two capacity-guided pipeline scheduling methods to solve the problems and improve the performance of video captioning.

5.1 GPU-Capacity-Guided Pipeline Scheduling

In Section 4, the CNN models across video frames are forced to run sequentially due to the exclusive resource constraint. During the CNN execution, we found that the GPU sometimes falls into low utilization. This gives us the optimization opportunity to rearrange the models to utilize the idle GPU resource. In the following, we explain the CNN execution issues using profile data and present how to extend the pipeline scheduling method to improve the GPU utilization.

5.1.1 CNN Execution Profiling. We use the hardware performance monitor to investigate the CNN execution behavior on the GPU. The Nvidia nvprof tool is used with the counter event, sm_efficiency, to collect the SM usage. Figure 6(a) shows the profile result of ResNet50 for one video frame, plotted with 100 sample points. The $x$-axis is the execution timeline, and the $y$-axis is the SM utilization rate. Nvidia GTX 1080 Ti GPU is used in this profiling.

In Figure 6(a), we observe two different execution phases. The first phase is the beginning 2.5 ms, in which the GPU is significantly underutilized. Profile data shows that ResNet50 runs in the Eigen library (the scalar_sum_op, scalar_rsqrt_op, and scalar_product_op function) during this time interval, and only one of the 28 SMs is used. Such a low utilization rate is also reported in other works [24, 67]. In the second phase (>2.5 ms), the GPU achieves a higher utilization rate but occasionally falls into low usage. Since video captioning processes a sequence of video frames, such resource under-utilization behavior will reappear for each frame until the application completes.

5.1.2 Methodology. Since the CNNs from different video frames are independent, they can be executed in parallel. Thus, we can schedule more CNNs to run concurrently and utilize the idle SMs by exploiting the concurrent kernel execution mechanism. However, the exclusive resource usage constraint in the pipeline scheduling algorithm of Section 4 prohibits the CNNs from execution at the same time. Therefore, we relax this constraint.

A simple scheduling scheme is to select a number of CNNs from subsequent frames, associate them with different CUDA streams, and issue them along with the CNN of the current frame. When a CNN is finished, a new CNN is fetched and issued. However, this approach has several drawbacks. First, when the GPU capacity is not sufficient to accommodate all CNNs, some of them will be queued and not launched on the GPU. Second, and most critically, since the execution order of the concurrent kernels is not deterministic, the CNN of the current frame can be finished after the CNNs of later frames. This delays the finish time of current CNN and also delays the start time.
of the RNN of the same frame. As a result, the total execution time is lengthened. Therefore, a sophisticated approach that can prevent these issues is called for.

To execute the CNNs in a controllable manner, we propose a GPU-capacity-guided pipeline scheduling algorithm, which is extended from the original pipeline scheduling approach. Figure 7 depicts the algorithm.

At first, we construct the same CNN ladder as in the original pipeline scheduling algorithm (Figure 7(a)). Then, we move the steps of the CNN ladder to an earlier location (e.g., the dashed line in Figure 7(b)). This makes the CNNs of subsequent frames start execution earlier. As a result, the execution of the later layers of the previous CNN is overlapped with the under-utilized, earlier layers of the next CNN. To determine the moved location, we search backward from the last CNN layer until the first overlapping location that can saturate the GPU capacity is found. Next, the RNN ladder is constructed (Figure 7(c)). Finally, we concatenate the CNN and RNN ladders (Figure 7(d)).

In the end, the CNN model is partitioned into two sub-models. These two CNN sub-models are assigned different CUDA stream IDs so that they can be executed on the GPU at the same
time. Compared with the simple scheduling scheme, the GPU-capacity-guided algorithm does not excessively issue CNNs. The ladder design enforces the execution order of the CNNs and the RNNs as well, making the execution of the hybrid model more controllable and predictable.

The proposed algorithm can improve video captioning when CNN is the bottleneck and GPU is not fully utilized. When the GPU is already fully utilized (e.g., DenseNet-LSTM) or RNN is the bottleneck (e.g., MobileNet-LSTM), the algorithm chooses the original model without splitting CNN.

We use \( c_1 \) and \( c_2 \) to denote the first and second CNN sub-models, and \( t_{c_1} \) and \( t_{c_2} \) respectively denote the execution time of \( c_1 \) and \( c_2 \) (please refer to Figure 7 for an illustration). In the original pipeline scheduling, the execution time of one step of the sequential CNN ladder is \( t_{c_1} + t_{c_2} \). In contrast, it is reduced to \( t_{c_1} \) in the overlapped CNN ladder. We can use \( t_{c_1} \) as the \( t_C \) term in Equation (13) to calculate the total execution time.

Figure 6(b) illustrates the profile result of GPU utilization after applying the GPU-capacity-guided pipeline scheduling. The result shows that the execution of the CNN sub-model \( c_2 \) from previous frame does overlap with the CNN sub-model \( c_1 \) of the next frame.

5.2 EdgeTPU-Capacity-Guided Pipeline Scheduling

Now we discuss the issues of accelerating video captioning on the edge device. The edge device contains a CPU and EdgeTPU(s). Recall that the RNN model consists of three basic operations: embedding, LSTM, and fully connected. Since EdgeTPU does not support embedding, it must be executed by the CPU. Due to this restriction, a straightforward pipeline scheduling method maps the entire RNN model to the CPU and the CNN model to the EdgeTPU. However, as will be shown in Section 7.2, this method performs poorly due to the long execution time of the RNN on the CPU.

Instead, we split the CNN and RNN within one video frame into three models: CNN, embedding, and the RNN without embedding (Figure 8(a)). For simplicity, we use RNN to denote the RNN without embedding. The execution of embedding is still mapped to the CPU. In the following, we elaborate on the scheduling methods for the rest of the model. Two cases are considered: the device has one or two EdgeTPU(s). The resource exclusion constraint is relaxed for scheduling flexibility.

5.2.1 Methodology. We assume both CNN and RNN run more efficiently on the EdgeTPU than on the CPU (please refer to the inference time comparison shown later in Figure 15). In addition, when CNN and RNN are mapped to the same EdgeTPU, the RNN parameters are placed in the SRAM first, then the CNN parameters.

One EdgeTPU. According to the preceding assumption, we map both CNN and RNN to the EdgeTPU for high efficiency. The same EdgeTPU is mapped since there is only one EdgeTPU. As a result, the inference of one video frame executes the CNN on the EdgeTPU first, then goes to the CPU to deal with embedding, and then goes to the EdgeTPU to execute the RNN. The pipeline
scheduling proposed in Section 4 is applied to overlap the inferences across video frames. However, this method has several problems.

First, EdgeTPU has 8 MB of on-chip SRAM for model parameter caching. Because CNN and RNN run on the same EdgeTPU, the total parameter size may exceed the SRAM capacity. For instance, the model size of RNN (LSTM) is 6.25 MB and CNN (DenseNet) is 10.3 MB. Since we store the RNN parameters first, RNN is fully cached. However, CNN is partially cached, in which only 1.75 MB of the parameters are cached in the SRAM and 8.55 MB are stored in the off-chip memory. The inference time is significantly increased due to the considerable off-chip memory overhead, because a large portion of the CNN parameters is not cached.

Second, although the pipelining scheme is used to overlap the execution of the CNN and RNN models, their execution is serialized because EdgeTPU does not support concurrent kernel execution. As a result, the inference time is lengthened.

Third, due to the effects of the preceding two problems, the execution time of embedding on the CPU is relatively shorter than that of CNN + RNN on the EdgeTPU. As a result, the CPU is mostly idle.

To tackle these problems, we propose an EdgeTPU-capacity-guided pipeline scheduling method. When the CNN + RNN parameters exceed the EdgeTPU’s SRAM capacity and the CPU is under-utilized, we can migrate the computation of a certain CNN layers to the CPU so that the off-chip parameter size is reduced. In addition, we can exploit the CPU to overlap the computation with EdgeTPU tasks. As a result, the total execution time can be reduced. To this end, we split the CNN model into two sub-models (c1 and c2), combine c2 and embedding into one model, and map the combined model to the CPU. Figure 8(b) illustrates the execution of the proposed method.

Depending on the CPU computing power, the CPU may become the bottleneck and increase the total execution time if the combined model is too large. Furthermore, the models of c1 and RNN are still sequentially executed, since only one EdgeTPU is used.

Two EdgeTPUs. Since there are two EdgeTPUs and two remaining models (CNN and RNN) to be scheduled, we assign the CNN and RNN each to one EdgeTPU. As a result, the CNN, embedding, and RNN are computed by different devices. Pipeline scheduling is applied to overlap their execution.

Unlike the single EdgeTPU scheduling, the CNN and RNN are executed in parallel rather than being serialized. Furthermore, the CNN has a complete 8 MB of SRAM to cache parameters, thus better CNN inference performance.

There are two observations. First, the SRAM of the EdgeTPU that runs the RNN model becomes under-utilized, because the RNN (LSTM) only uses 6.25 MB of the 8-MB space. Second, the CNN model may still exceed the SRAM capacity (e.g., the 10.3 MB of CNN (DenseNet)).

Therefore, we can exploit the unused SRAM space to store the uncached CNN parameters, thus reducing the off-chip memory accesses. The proposed EdgeTPU-capacity-guided pipeline scheduling is also applied here. We split the CNN model into two sub-models: c1 and c2. Instead of moving c2 to the CPU, we migrate the computation of c2 to the other EdgeTPU and utilize the available SRAM space. As a result, better SRAM utilization can be achieved and execution time can be reduced. Figure 8(c) illustrates the execution with two EdgeTPUs.

6 EXPERIMENTAL RESULTS ON THE SERVER PLATFORM
6.1 Experimental Settings

All methods are implemented using Python 3.7 with Keras 2.0.9 on TensorFlow [1] backend. We select the MSVD [68] dataset including 1,938 videos with 300 frames per video as the benchmark. The evaluation is performed on a CPU + GPU server platform, which has an Intel Core i7-8700 3.7-GHz processor with 64 GB of DRAM, and an NVIDIA GTX 1080 Ti graphics card containing...
Fig. 9. Time ratio of CNNs (MobileNet, ResNet, DenseNet) on Nvidia GPU compared to RNN (LSTM) on x86 CPU.

Fig. 10. Video captioning execution on the server platform.

Fig. 11. The timing results on the server platform (x86 CPU + Nvidia GPU).

28 SMs, 3,584 CUDA cores, and 11 GB of device memory. NVIDIA CUDA Toolkit 9.0 and cuDNN library 7.3.0 [8] are used in the TensorFlow backend.

We use three CNNs (DenseNet121 [18], ResNet50 [13], and MobileNetv1 [16]) and one RNN (LSTM) to evaluate the proposed scheduling methods. Figure 9 shows the ratio of running time of the CNNs to the running time of the RNN. This ratio provides useful information on how to scheduling these CNNs and RNNs. We use the CNN-RNN name pair to denote the hybrid model (e.g., DenseNet-LSTM) and omit the number of layers of CNNs for brevity unless otherwise mentioned.

6.2 Comparison of Scheduling Methods

We use GPU-only, HSA (coarse-grained), HSA (fine-grained), and HSA (pipelining) to denote the four scheduling methods. Recall that the coarse-grained method schedules an entire CNN/RNN as an unit and the fine-grained method divides the CNN into five basic operations (fully connected, pooling, add, concatenate, and convolution), and the RNN into three basic operations (embedding, LSTM, and fully connected) for possibly more flexible and efficient scheduling, since the basic operations in a CNN (RNN) may prefer different processing devices. The execution of these methods is illustrated in Figure 10. The white and gray color indicate GPU and CPU execution, respectively.

Figure 11 shows the performance of MobileNet-LSTM, ResNet-LSTM, and DenseNet-LSTM with 40 iterations using different scheduling methods. The y-axis is the speedup over the GPU-only execution (baseline).

We first observe that by simply running RNNs on CPU, the HSA (coarse-grained) method already has a $2.11 \times$ speedup over the GPU-only method in MobileNet-LSTM. This is a good indication that finding suitable devices to run these models is crucial.
We then observe that HSA (fine-grained) outperforms HSA (coarse-grained), with an improvement of 11%. This is because, compared with the coarse-grained scheduling, the fully connected layer in the RNN is moved from CPU to GPU for more efficient execution in the fine-grained scheduling. This result demonstrates that our accurate cost model together with the dynamic programming technique can identify the compute-intensive operations and schedule them to run on suitable devices.

Figure 11 indicates that HSA (pipelining) achieves $3.24 \times$ speedup over the GPU-only method. There are two reasons for the significant speedup. First, the RNN runs on a more suitable computing device (CPU). Second, by pipelining the execution of adjacent iterations, the MobileNet and LSTM can run on GPU and CPU concurrently.

We also observe that the speedups of all scheduling methods decrease when the size of CNN increases. We find that the time ratio over LSTM ranges from 0.66 for MobileNet to 2.66 for DenseNet in Figure 9. It is easy to see that large CNNs dominate the total execution time of video captioning, making the effect of optimizing scheduling less significant. Nevertheless, our result is still very promising because DenseNet is widely recognized as the state-of-the-art large CNN that provides high accuracy [47, 52, 60]. Even with large CNNs such as DenseNet, our scheduling achieves $1.69 \times$ speedup in Figure 11.

### 6.3 Evaluation of the GPU-Capacity-Guided Pipeline Scheduling

In the following, we use HSA (pipelining-cap) to denote the GPU-capacity-guided pipeline scheduling method. Recall that HSA (pipelining-cap) splits the CNN model into two sub-models, $c_1$ and $c_2$, and overlaps their execution (please refer to Figure 7(b) for illustration). Thus, we vary the overlapping ratio by changing the split locations to study the performance. The overlapping ratio is calculated as $\frac{t_{c_2}}{t_{c_1}+t_{c_2}}$, where $t_{c_1}$ and $t_{c_2}$ are the execution time of sub-models $c_1$ and $c_2$.

MobileNet, DenseNet, and three ResNet variants (50/101/152 layers) are used in this experiment. In Figure 12, the x-axis is the overlapping ratio, and the y-axis is the speedup of HSA (pipelining-cap) over HSA (pipelining). For all CNNs, we select the last layer (i.e., fully connected) as one split location, which achieves an overlapping ratio of about 1% and is the result of the leftmost five points in Figure 12. For ResNets, other layers (conv2d) are selected with overlapping ratios ranging from 5% to 35%. For MobileNet and DenseNet, two extra layers (conv2d) are selected with overlapping ratios between 13% and 50%.
Several factors affect the performance of HSA (pipelining-cap) compared with HSA (pipelining). The first factor is \textit{bottleneck}. HSA (pipelining-cap) only changes the CNN execution time, \( t_C \). Thus, according to Equation (13), it only affects the performance when the execution time is dominated by CNN (\( t_C > t_R \)) but not by RNN (\( t_R > t_C \)). The second factor is \textit{GPU capacity}. When GPU capacity is not sufficient for overlapping the execution of GPU kernels, the kernels are forced to run in sequence. Furthermore, concurrent kernel execution incurs overhead due to extra pressure on the scheduler. The third factor is \textit{overlapping ratio}. With sufficient GPU capacity, the greater the ratio is, the higher the improvement can be achieved. The fourth factor is \textit{synchronization}. For each video frame, HSA (pipelining) requires one synchronization: between the CNN and RNN model. On the contrary, HSA (pipelining-cap) requires two synchronizations: between CNN sub-models \( c_1 \) and \( c_2 \), and between CNN sub-model \( c_2 \) and RNN. Thus, HSA (pipelining-cap) incurs higher synchronization overhead.

As Figure 13 shows, the speedup of MobileNet-LSTM decreases when increasing the overlapping ratio. Profile data in Figure 13 indicates that MobileNet’s two sub-models are concurrently executed and its execution time is shortened. However, since RNN is the bottleneck of MobileNet-LSTM, it does not benefit from concurrent execution of the CNN kernels. In addition, it imposes additional synchronization overhead with HSA (pipelining-cap) compared to HSA (pipelining).

We also observe no performance improvement in DenseNet-LSTM. Note that DenseNet is composed by chaining the complex graph (Figure 3(b)) four times; we only choose the joint points as the candidate split locations because the synchronization overhead is minimized. In DenseNet, overlapping the execution of the sub-models (complex graphs) exceeds the GPU capacity. Furthermore, extra synchronization and hardware scheduling overheads are incurred, thereby making HSA (pipelining) outperform HSA (pipelining-cap).

In ResNet-LSTMs, we first observe that the speedup increases with the overlapping ratio. The performance gain results from shortened CNN execution time due to overlapping the execution of the CNN sub-models. The profile data in Figure 6(b) verifies this result. When the overlapping exceeds the GPU capacity, we observe that the speedup decreases. Overall, up to 7%, 6%, and 5% improvements are achieved with HSA (pipelining-cap) for ResNet50-LSTM, ResNet101-LSTM, and ResNet152-LSTM, respectively.

7 EXPERIMENTAL RESULTS ON THE EDGE PLATFORM

7.1 Experimental Settings

The Google Coral Dev Board [10] is used as the edge platform, which consists of an ARM Cortex-A53 1.5-GHz processor with 1 GB of DRAM and an on-board EdgeTPU accelerator (PCIe interface).
In addition, we plug a USB EdgeTPU into the board as the secondary accelerator, forming a two-EdgeTPU edge platform. Both EdgeTPUs have 8 MB of SRAM and support models of 8-bit integer only. We use the same benchmarks of the server platform, except that the CNN and RNN models are quantized to int8. The models are compiled with EdgeTPU compiler version 15.

Figure 14 illustrates the model size after quantization, reported by the EdgeTPU compiler. The size includes the model’s executable and the weights. Figure 15 shows the inference time ratio of individual model to the RNN execution time on EdgeTPU. The result indicates that RNN and CNNs all run faster on the EdgeTPU than on the ARM CPU. Furthermore, ResNet takes the longest time among the CNNs on the EdgeTPU. As shown in Figure 14, ResNet has the largest model size compared to MobileNet and DenseNet. Since EdgeTPU has only 8 MB of SRAM, a significant amount of the ResNet parameters are fetched from the off-chip memory, which degrades the performance.

In the following, we present the scheduling results of using one EdgeTPU only (i.e., on-board EdgeTPU) and two EdgeTPUs. Note that when one EdgeTPU is used and both CNN and RNN are mapped to EdgeTPU, RNN parameters are placed in the SRAM first and then the CNN parameters.

### 7.2 Comparison of Scheduling Methods with a Single EdgeTPU

We first evaluate the scheduling methods with one EdgeTPU: ARM-only, HSA (fine-grained), and HSA (pipelining-cap). The execution of these methods is illustrated in Figure 16(a) through (c), respectively.

ARM-only denotes running the entire model on the ARM CPU. We use this as the baseline.

According to Figure 15, both CNN and RNN run more efficiently on the EdgeTPU than on the ARM CPU. Thus, our coarse-grained scheduling maps the execution of both models to the EdgeTPU. The same mapping is also made by our fine-grained scheduling method. Thus, we only show HSA (fine-grained) for both scheduling methods.

HSA (pipelining-cap) denotes the EdgeTPU-capacity-guided pipelining method, which migrates the computation of the last CNN layer (fully connected) to the ARM CPU. We observe that moving the last layer achieves the best performance. Moving more layers (conv2d) significantly increases the CPU time and degrades the performance.

Figure 17 shows the performance results. For DenseNet-LSTM, the result indicates that HSA (fine-grained) is 24.1× faster than ARM-only. Furthermore, HSA (pipelining-cap) achieves a significant speedup of 26.9× over ARM-only. Such improvement results from running CNN and RNN on the highly efficient EdgeTPU instead of the inefficient ARM CPU. The optimizations of re-arranging the fully connected layer and overlapping the computations of the CPU and EdgeTPU tasks make HSA (pipelining-cap) outperform HSA (fine-grained) by 11%.
Fig. 16. Video captioning execution on the edge platform. The white color indicates the execution on ARM CPU. The gray and black colors indicate the execution by the on-board and USB EdgeTPU, respectively.

Fig. 17. The timing results on the edge platform (ARM CPU + single EdgeTPU).

Fig. 18. HSA (pipeline-2stage) timing result, which runs CNN on EdgeTPU and RNN on ARM CPU.

Similar results are observed in MobileNet-LSTM and ResNet-LSTM. HSA (pipelining-cap) achieves 11.8× and 15.3× speedup over ARM-only, respectively, and 13% faster than HSA (fine-grained).

Case study: HSA (pipeline-2stage). It is interesting to study the case that the RNN is not split, and run the RNN entirely on the ARM CPU and CNN on the EdgeTPU. We denote this pipeline scheduling as HSA (pipeline-2stage), and Figure 16(d) illustrates the execution flow.

The performance result in Figure 18 shows that HSA (pipeline-2stage) runs significantly slower than HSA (fine-grained) in MobileNet-LSTM and DenseNet-LSTM. This is mainly attributed to the significantly long execution time of RNN on the ARM CPU. Even if pipeline scheduling is employed to overlap the execution of RNN and CNN, it is still much longer than the sequential execution of both CNN and RNN on the EdgeTPU with fine-grained scheduling.

Interestingly, HSA (pipeline-2stage) outperforms HSA (fine-grained) with ResNet-LSTM. As Figure 15 shows, running ResNet solely on the EdgeTPU already suffers long inference time due to excessive off-chip memory accesses. This situation is exacerbated in fine-grained scheduling because RNN and ResNet are both scheduled to the same EdgeTPU, and RNN parameters are cached in the SRAM first. This causes more ResNet parameters to be moved away to the off-chip memory.

On the contrary, although running RNN on the ARM CPU increases the execution time of RNN, it occupies no SRAM space. More ResNet parameters can be cached in the SRAM, and thus the overhead of off-chip memory accesses is reduced. Furthermore, the execution of CNN and RNN can be overlapped to hide the ResNet time. As a result, HSA (pipeline-2stage) exhibits better performance than the fine-grained scheduling method.

7.3 Comparison of Scheduling Methods with Two EdgeTPUs

We evaluate the scheduling methods with two EdgeTPUs: HSA (fine-grained-dual) and HSA (pipelining-cap-dual). HSA (pipelining-cap-dual) denotes the EdgeTPU-capacity-guided pipelining
method, which splits CNN into two sub-models (c1 and c2) and migrates the computation of c2 to the other EdgeTPU. In both methods, CNN and RNN are respectively executed on the on-board and USB EdgeTPUs. Figure 16(e) and (f) illustrate the execution of the two methods.

At first, we set c1 to the entire CNN model and c2 to none—that is, CNN is not split. The performance results in Figure 19 indicate that HSA (pipelining-cap-dual) achieves the best performance, with 37.6×, 19.2×, and 46.1× speedups over ARM-only in MobileNet-LSTM, ResNet-LSTM, and DenseNet-LSTM respectively, and 58%, 15%, and 19% faster than the sequentially executed HSA (fine-grained-dual).

Comparing the results of single EdgeTPU, we first observe that all models are improved with two EdgeTPUs. This is as expected—since more SRAM space is used, better performance is achieved.

We also observe that the improvement is significant in MobileNet-LSTM (e.g., from 10.4 to 23.8 with fine-grained scheduling), and is only slightly improved in ResNet-LSTM (e.g., from 13.4 to 16.7 with fine-grained scheduling). The reason is that MobileNet is only partially cached when there is one EdgeTPU. The off-chip memory overhead increases the total execution time. On the contrary, MobileNet is fully cached when two EdgeTPUs are used (please see the model size in Figure 14). The off-chip memory overhead is eliminated, and thus significant improvement is observed.

Significant improvement is also observed in DenseNet-LSTM. It is due to most of the DenseNet parameters being cached with two EdgeTPUs. In ResNet-LSTM, although more parameters are cached on the EdgeTPUs, a significant portion of the parameters are still stored in the off-chip memory. The overhead dominates the inference latency and limits the performance gain. The comparison of one and two EdgeTPUs is summarized later in Figure 20, using HSA (fine-grained) as the baseline.

Split ratio. Now we compare the performance of HSA (pipeline-cap-dual) with different c2 by varying the CNN split ratio. The ratio is calculated as \( \frac{t_{c2}}{t_{c1}+t_{c2}} \), where \( t_{c1} \) and \( t_{c2} \) are the execution
time of $c_1$ and $c_2$. We evaluate ResNet-LSTM and DenseNet-LSTM because their CNNs are still partially cached.

Figure 21 shows that both models are improved when 10% to 40% of CNN layers are migrated. The maximum speedup is achieved when the SRAMs of both EdgeTPUs are fully utilized, in which the most CNN parameters are cached. With more CNN layers being moved, $c_1$ becomes too small, which leads to the under-utilization of the EdgeTPU’s SRAM. Moreover, the total number of off-chip memory accesses starts to increase. As a result, the performance starts to degrade. In the worst case, the entire CNN is migrated, and the performance is the same as using only one EdgeTPU.

Compared to the results without CNN split, the speedup of ResNet-LSTM over ARM-only is significantly improved from $19.2 \times$ to $27.3 \times$. The best result is in DenseNet-LSTM, which achieves $54.9 \times$ speedup over ARM-only.

### 7.4 Execution Performance and Accuracy

To build the quantized video captioning models for the edge platform, we first train the CNN and RNN models of 32-bit floating points on the server. We then apply post-training quantization to convert both models into 8-bit integers. We use BLEU [35] as the metric to evaluate the quality of video captioning, and Table 2 lists the scores. The result indicates that the BLEU score drops by only 0.04 points with the quantized models compared to the original ones.

Table 2 also lists the execution performance of the best-performing method (i.e., pipeline scheduling) using processing frame rate as the metric. MobileNet-LSTM achieves 0.55 BLEU scores with video captioning performance of at least 48 frames per second on the edge platform. ResNet-LSTM only achieves 25 frames per second with two EdgeTPUs due to its long inference latency. For the large and high-accuracy DenseNet-LSTM model, our scheduling can perform video captioning of 29 frames per second with one EdgeTPU and 59 frames per second with two EdgeTPUs. Hence, our method is a highly desirable solution for real-time video captioning on edge devices.

### 8 CONCLUSION

Video captioning is a multidisciplinary application that employs a hybrid CNN + RNN model. There are several challenging issues to run hybrid models efficiently on heterogeneous systems.
First, we consider the scheduling granularity for assigning a model (coarse-grained) or an operation (fine-grained) to appropriate devices to minimize the computation cost. Second, we address the data dependency between the CNN and RNN within a video frame and between the adjacent RNNs across video frames. Third, we address resource utilization of accelerators. To minimize computation cost, we use dynamic programming to find the best mapping of computations and devices within a frame. To exploit parallelism, we propose a pipelining method to overlap the execution of CNN and RNN of consecutive frames. To maximize resource utilization, we exploit GPU concurrent kernel execution. On edge platform, we carefully arrange the CNN computations among the CPU and AI accelerators, thus balancing the computation and minimizing off-chip memory accesses. Experimental results show that the proposed scheduling methods achieve outstanding video captioning performance and enable real-time video captioning on the edge device.
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