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Abstract

Caching popular contents in advance is an important technique to achieve the low latency requirement and to reduce the backhaul costs in future wireless communications. Considering a network with base stations distributed as a Poisson point process (PPP), optimal content placement caching probabilities are derived for known popularity profile, which is unknown in practice. In this paper, online prediction (OP) and online learning (OL) methods are presented based on popularity prediction model (PPM) and Grassmannian prediction model (GPM), to predict the content profile for future time slots for time-varying popularities. In OP, the problem of finding the coefficients is modeled as a constrained non-negative least squares (NNLS) problem which is solved with a modified NNLS algorithm. In addition, these two models are compared with log-request prediction model (RPM), information prediction model (IPM) and average success probability (ASP) based model. Next, in OL methods for the time-varying case, the cumulative mean squared error (MSE) is minimized and the MSE regret is analyzed for each of the models. Moreover, for quasi-time varying case where the popularity changes block-wise, KWIK (know what it knows) learning method is modified for these models to improve the prediction MSE and ASP performance. Simulation results show that for OP, PPM and GPM provides the best ASP among these models, concluding that minimum mean squared error based models do not necessarily result in optimal ASP. OL based models yield approximately similar ASP and MSE, while for quasi-time varying case, KWIK methods provide better performance, which has been verified with MovieLens dataset.
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I. INTRODUCTION

With the continuous development of various intelligent devices and application services, wireless mobile communications has been experiencing an unprecedented traffic surge with a lot of redundant and repeated information [1]. This redundant traffic limits the fronthaul and backhaul capacity. In the recent years, edge caching has been used as an effective method for reducing peak data rates by pre-storing the most popular contents in the local cache of a base station [2]. In edge caching, the traffic load during peak periods is shifted to off-peak periods, by fetching the “anticipated” popular contents, e.g., reusable video streams are stored in local cache, and are reused during off-peak hours [3]. Accordingly, in [4], [5], content placement in cellular networks is optimized to maximize cache hit rate, while [6], [7] obtain optimal placement policy to maximize the success probability and area spectral efficiency. On a similar note, [8], [9] relies on minimizing cache miss probability to get caching policy. In [10], lower bounds for local and global caching are derived. In [11], Q-learning is employed to obtain the caching policy when the popularity profile in different time slots is modeled as a Markov chain. These works shows that in a given network, caching policy can be obtained when the popularity profile is known in advance. However, in practice, popularity profile is not known and requires to be estimated from the past observations of content requests. Several works employ different models for forecasting popularity profiles. [12], [13] employs neural networks and deep learning based approaches for prediction. The drawback of this approach is the requirement of huge data and time for training. [14] models popularity using auto regressive (AR) model to predict the number of requests in the time series. [15] predicts content requests for video segments using a linear model. In [16], a context-aware online policy has been presented which learns content popularity independently across contents. The authors in [17] have proposed a low complexity online policy for video caching which assumes that the expected popularities of similar contents are similar. These works assume the content popularity remains unchanged for a certain time period. In practical scenarios, the content popularity changes dynamically in both time and space dimensions owing to randomness of user requests. Also, in most of the works, the content placement with respect to change in popularity is not optimized. In this regard, for different prediction models, we investigate that minimum mean squared error (MSE) based models do not necessarily result in optimal performance metric. Moreover, although the content popularity depends on context-based parameters including location, time, the type of file, etc., the popularity prediction can be
modeled using a linear model of past popularities, as investigated in most of the literature. The noticeable fact is that the parameters/variables controlling the popularity are already present in the past observations. The goal is to find a smart prediction method for a given network in order to provide enhanced quality of service to users with the given cache objective, allowing service differentiation requirement.

In this paper, we present online prediction as well as online learning models to predict the content probabilities considering both time-varying scenario, and KWIK based models for quasi-time-varying (block-wise) scenarios. First, assuming a network where both the BS and users are distributed as homogeneous PPP and content requests are characterized using a global popularity profile, we find optimum content placement caching probabilities to maximize the ASP, when the profile is known. Next, introducing time varying scenario where content distribution changes independently in each time slot, popularity profiles, are predicted in an online fashion via five models, in which first two (popularity prediction model (PPM) and Grassmannian prediction model (GPM)) are novel ones to the best of authors’ knowledge, while the remaining three (namely information prediction model (IPM), request prediction model(RPM), and ASP based prediction model (ASP-PM)) have been employed in literature in some different ways. In the first two models (PPM and GPM), the problem of finding the coefficients of linear regression is formulated as a constrained non-negative least squares (NNLS) optimization, for which a modified NNLS algorithm is provided. Moreover, in time varying case, based on PPM and GPM, online learning approaches have been presented in order to improve the solution from online predictions. Independence of popularities in the time varying case is a strong assumption, since predicting the popularity profile which is correlated across time slots, is easier than the case when it is independent. In most of the works, correlation based time-varying models are considered, which is called here quasi-time varying case. In quasi-time-varying case, we assume the non-negative coefficients of linear regression are constant in a block and are changed in the next block. For a given block, it is like a convex-auto-regressive process. For this scenario, online learning methods based on KWIK (“know what it knows”) framework are modified for prediction. In simulations, prediction MSE and ASP difference are compared which show that for time varying case, GPM and PPM based online learning methods provide better performance, while for quasi-time varying one, KWIK-based models perform better. The MovieLens dataset [18] is used to verify the models. The contribution of this paper is summarized as follows:

1) For a PPP system, we find the optimum content caching probabilities to maximize the
2) We consider two scenarios – time varying and quasi-time varying. We present two main models – PPM and GPM, and three models for comparison – IPM, RPM and ASP-PM. Based on these models, online prediction, online learning, and KWIK framework based approaches have been investigated. For GPM, the ASP regret is analyzed for prediction models, while MSE regret is bounded for both PPM and GPM. Simulations are performed and real dataset is utilized to show the improved performance of these methods in time varying scenarios.

The organization of the paper is as follows: section II describes the system model. In section III ASP has been maximized. For time-varying popularities, the next section IV explains the online prediction methods, while the following section V presents the online learning approaches. For quasi-time varying scenarios, KWIK based learning methods are presented in section VI. Simulation results are provided in section VII. Section VIII concludes the paper.

II. SYSTEM MODEL

Consider a cellular network where the positions of base stations (BSs) are spatially distributed according to a two-dimensional (2D) homogeneous Poisson point process (PPP) $\Phi_{BS}$ with density $\lambda_{bs} > 0$. Without loss of generality, from Slivanyak-Mecke theorem, for stationary and homogeneity of PPP, we consider a typical user at the origin for evaluating the performance.

It is assumed that each user requests a content from the content set $\mathcal{F} := \{f_1, f_2, \ldots, f_N\}$ of $N$ files. Each content is of same size and normalized to 1. Let $p = [p_1, \ldots, p_N]^T$ be the popularity distribution, i.e., $p^T 1 = 1$ and $p \geq 0$. In the given network, these popularities are computed as the normalized number of file requests. In practice, the popularity profile follows a Zipf probability mass function, i.e., the probability that a user requests content $f_j$ is given as $p_j = \frac{j^{-\gamma}}{\sum_{i=1}^{N} i^{-\gamma}}, \ 1 \leq j \leq N$, where $\gamma < 1$ is Zipf exponent. Each BS has a cache memory of size $L$. The cache memory at $i^{th}$ BS is denoted by $L_i$, which is a subset of $\mathcal{F}$, such that $|L_i| \leq L$. Assuming independent placement in caches, the probability that content $f_j$ is stored a given BS as $q_j = \Pr [f_j \in L_i], \ 1 \leq j \leq N$ [4]. The probability that a typical user finds the desired content in a cache depends on the distribution of the random set $L_i$ only through the one-set coverage probabilities $q_j$. It defines the content placement policy for the network as a whole. Hence, these probabilities satisfy the cache constraint $\sum_{j=1}^{N} q_j \leq L$. In [4], it has been shown
that this condition is a necessary and sufficient condition for the existence of a distribution on the random set $\mathcal{L}_i$ satisfying $|\mathcal{L}_i| \leq L$ almost surely.

III. AVERAGE SUCCESS PROBABILITY (ASP) MAXIMIZATION

We consider user association based on both the channel state information (CSI) and cached files in each helper. Specifically, when a user requests $l^{th}$ file, it associates with the BS in the set $\Phi_{BS}(l)$ that has the strongest received power. Assuming equal power allocation ($P$), the received power at the user is $|h_i|^2 Pr_i^{-\alpha}$, where $|h_i|^2 \sim \exp(1)$ is the channel gain, $r_i$ is the distance between $i^{th}$ BS and user, and $\alpha$ is the path loss exponent. The downlink SINR at the typical user that request $l^{th}$ file from $i^{th}$ BS is given as

$$\Gamma_{il} = \frac{|h_i|^2 Pr_i^{-\alpha}}{|h_j|^2 Pr_j^{-\alpha} + \sigma^2},$$

(1)

where $I_{il} = \sum_{j \in \Phi_{BS}(l)\setminus\{i\}} \frac{|h_i|^2 Pr_i^{-\alpha}}{|h_j|^2 Pr_j^{-\alpha} + \sigma^2}$, $I_{il} = I_i - I_{il}$, and $\sigma^2$ is the noise variance. The term $I_{il}$ represents the interference from the BSs that cache $l^{th}$ file, while $I_{il}^c$ is the interference from those BSs which do not cache $l^{th}$ file. From the user’s perspective, we use success probability to reflect quality of service, which is defined as the probability that the achievable rate of a typical user exceeds the rate requirements $R_0$. The average success probability can be written as

$$P(p, q) = \sum_l p_l \Pr \{ W \log_2 (1 + \Gamma_{il}) \geq R_0 \},$$

(2)

where $W$ is the transmission bandwidth. The following result presents the ASP expression.

Theorem 1. Average success probability of a typical user requesting $l^{th}$ file, which has popularity
pl and caching probability \( q_l \) is given as
\[
P(p, q) = \sum_{l=1}^{N} p_l g(q_l),
\]
where
\[
g(q_l) = q_l C \int_{0}^{\infty} \exp \left[ -s_0 r_{i}^{a} \left( \frac{\sigma^2}{P} \right) \right] \times \exp \left[ - (q_l A + (1 - q_l) B + q_l C') r_{i}^2 \right] (dr_i^2)
\]
\[
s_0 = 2 \frac{R_0}{\pi} - 1
\]
\[
A = 2 \pi \lambda_b s_0 \frac{2}{\alpha} \frac{1}{\alpha} \int_{\frac{1}{s_0}}^{\infty} \left( \frac{u^{\frac{2}{\alpha} - 1}}{1 + u} \right) du
\]
\[
B = 2 \pi \lambda_b s_0 \frac{2}{\alpha} \frac{1}{\alpha} \int_{0}^{\infty} \left( \frac{u^{\frac{2}{\alpha} - 1}}{1 + u} \right) du
\]
\[
C = \pi \lambda_b.
\]

Proof: Proof is given in Appendix VIII-A.

Since heterogeneous networks are usually interference limited, it is reasonable to neglect the noise i.e., \( \sigma^2 = 0 \). For this case, the corollary below simplifies the ASP.

Corollary 2. For interference limited case, i.e., \( \sigma^2 = 0 \) or at high SNR, average success probability is given as
\[
P_s(p, q) = \sum_{l=1}^{N} p_l g_0(q_l),
\]
where
\[
g_0(q_l) = q_l C \int_{0}^{\infty} \exp \left[ - (q_l A + (1 - q_l) B + q_l C') r_{i}^2 \right] (dr_i^2)
\]
\[
g_0(q_l) = \frac{q_l C}{q_l A + (1 - q_l) B + q_l C'},
\]
\[
A = 2 \pi \lambda_b s_0 \frac{2}{\alpha} \frac{1}{\alpha} \int_{\frac{1}{s_0}}^{\infty} \left( \frac{u^{\frac{2}{\alpha} - 1}}{1 + u} \right) du
\]
\[
B = 2 \pi \lambda_b s_0 \frac{2}{\alpha} \frac{1}{\alpha} \int_{0}^{\infty} \left( \frac{u^{\frac{2}{\alpha} - 1}}{1 + u} \right) du
\]
\[
C = \pi \lambda_b.
\]

Given the content popularity distribution, the next step is to place the content in the caches. Since PPP based network is considered as a whole, the optimal caching probabilities are computed in order to maximize the ASP. The ASP maximization problem with respect to caching can be expressed as
\[
\max_{q} P_s(p, q)
\]
subject to \( q^T 1 \leq L \).

For simplicity, to be solvable in CVX tool [19], the above problem can be cast in semi-definite
program (SDP) as
\[
\min_{q,t} \sum_i t_i q_i \\
\text{subject to } q^T 1 \leq L \\
\begin{bmatrix}
q_l(A - B + C) + B & 1 \\
1 & (\frac{A-B+C}{B} t - \frac{1}{B})
\end{bmatrix} \preceq 0, \forall l
\]
where \(qC\) has been simplified using Schur's lemma [19]. Further, the expression of the solution is presented in the following theorem.

**Theorem 3.** The solution of the maximization problem is given as

\[
q^* = \arg \max_{q^T 1 \leq L} P_s(p, q) \tag{9}
\]

\[
= \begin{cases}
1, & i \in \mathcal{R} \\
\left( \frac{B}{A+C-B} \right) \left[ \frac{\eta p}{p^T p} - 1 \right], & i \in \mathcal{P} \\
0, & i \in \mathcal{Z}
\end{cases} \tag{10}
\]

where \(p = \sqrt{p}, \mathcal{Z} = \{i|q_i = 0\}, \mathcal{R} = \{i|q_i = 1\}, \text{ and } \mathcal{P} = [N] \setminus \{Z \cup \mathcal{R}\} = \{i|0 < q_i < 1\}.

The corresponding ASP is obtained as

\[
P_s(p, q^*) = \left( \frac{C}{A+C-B} \right) p^T \mathcal{Z} p
\]

where \(\mathcal{Z} = D \left( \frac{A+C-B}{A+C} I_{|\mathcal{R}|}, Z_p, 0_{|Z|} \right), Z_p = I - \frac{11^T}{\eta} \) and \(\eta = |\mathcal{P}| + (M - |\mathcal{R}|) \frac{A-B+C}{B} \).

**Proof:** Proof is given in Appendix VIII-B.

The above expression of \(q^*\) depends on the index sets (\(Z\) and \(\mathcal{R}\)), which are obtained in Algorithm 1. This algorithm employs the inferences obtained from Karush–Kuhn–Tucker (KKT) conditions to get the index sets. In its first part, individual \(l^{th}\) index is checked for \(q^*_l = 1\), while the later part is for \(q^*_l = 0\). Now, with the caching probabilities obtained for a PPP network, a random caching strategy is utilized to place the content in individual caches [4].

From the above approach, content placement solely depend on the content popularity distribution. Therefore, it is important to predict this popularity profile in order to cache contents in advance. The content request prediction problem can be presented as follows. Let \(n_{lt}\) denote the number of requesting content observed during the \(t^{th}\) slot time for \(l^{th}\) file. At time \(t\), the task is to predict requests \(n_{l(t+i)}\) at time \(t+i\) based on the past content request sequence \(\{n_{lj}|j = 1, \ldots, t\}\).
Algorithm 1 Getting Index sets for ASP maximization

**Input:** p in descending order

**Output:** R, Z and P

1: Initialize R = ∅, P = N \ R, j = 0.

2: while $\frac{B}{A+C} \tilde{p}_i > \frac{\mathbf{p}(P)^T \mathbf{1}}{\eta}$, $\forall i \in R$ do

3: \hspace{10pt} j = j + 1 and add j in R and remove from P

4: end while

5: Initialize Z = ∅, P = N \ {R \cup Z}, j = 0.

6: while $\frac{\mathbf{p}(P)^T \mathbf{1}}{\eta} < \tilde{p}_i$, $\forall i \in Z$ do

7: \hspace{10pt} j = j + 1 and add j in Z and remove from P

8: end while

In the following section, based on the normalized content requests (popularity profile), online prediction and online learning models are presented for estimating the content probabilities considering time varying and quasi-time varying scenarios.

IV. ONLINE PREDICTION MODELS WITH TIME VARYING POPULARITIES

In this section, time varying popularity models are considered for online predictions. Typically, in time series prediction, the data of present time slot depends on the linear combination of the data in previous time slots. Here, we refer to the scenario, where the present content popularity is changing in each time slot and is independent of profile in previous time slots. For this scenario, we fit linear model and use online least squares to find time varying coefficients of regression. In the following, in particular, two models are presented that have shown better performance in terms of MSE and ASP. Moreover, three models are briefly given for comparison.

A. Popularity Prediction Model (PPM)

Let $\mathbf{p}_t$ denote the content popularity vector in time slot $t$ such that $\mathbf{p}_t^T \mathbf{1} = 1$. In this model, the present content popularity can be approximated as a linear combination of past observed popularity vectors as

$$\mathbf{p}_t \approx \sum_{k=1}^{d} c_k \mathbf{p}_{t-k},$$  \hspace{10pt} (11)
with \( c_k \in \mathbb{R} \) are the coefficients of prediction satisfying \( p_t^T 1 = \sum_{k=1}^d c_k = 1 \). Note that the constraint \( c_k \in \mathbb{R} \) is necessary because if \( c_k > 0 \), (11) represents a convex combination of past popularities. It means if content popularity is increasing/decreasing in the next time slot, this model \((c_k > 0)\) will not be able to predict the popularity profile. Therefore, for known previous \( \tau \) popularities \( p_{t(t-\tau+1)}, \ldots, p_{t} \), the coefficients can be estimated as

\[
c = \arg \min_{c_k \in \mathbb{R}} \sum_{i=t-\tau+1}^{t} \frac{1}{2} \left\| p_i - \sum_{k=1}^d c_k p_{t-k} \right\|^2 \tag{12}
\]

subject to \( 1^T \hat{p}_{t+1} = \sum_{k=1}^d c_k 1^T p_{t+1-k} = \sum_{k=1}^d c_k = 1 \)

\[
0 \leq \hat{p}_{t+1} = \sum_{k=1}^d c_k p_{t+1-k}, \tag{13}
\]

where \( \hat{p}_{t+1} \) is the predicted profile in \((t+1)^{th}\) time slot. In above formulation, the constraint in (13) ensures predicted popularities summable to one, while the next constraint restricts the probabilities to be non-negative. Note that the constraint \( 1^T \hat{p}_{t+1} \leq 1 \) is implicit as \( \hat{p}_{t+1} \geq 0 \) and \( \hat{p}_{t+1}^T 1 = 1 \) are sufficient to ensure the upper bound on \( \hat{p}_{t+1} \). Further, the above optimization can be simplified as

\[
\hat{p}_{t+1} = \arg \min_{x \geq 0} \frac{1}{2} \| y_t - H_t x \|^2 \tag{15}
\]

subject to \( 1^T x = 1 \) \( \tag{16} \)

where \( y_t = [p_{t-\tau+d+1}^T, \ldots, p_t^T]^T \), \( x = \sum_{k=1}^d c_k p_{t+1-k} \) = \( P_t c \), \( H_t' = [y_{t-d}, \ldots, y_{t-1}] \), \( H_t = H_t' P_t^{-1} \). The above optimization is a constrained non-negative least squares (NNLS) problem. NNLS without additional constraint has been solved in [20], which provides an active set method, which is succeeded by [21]. [21] modifies it to have a faster version, called fast NNLS (FNNLS). Here, fast NNLS algorithm is modified to obtain the solution for constrained NNLS in (15). Toward this, the Lagrangian and KKT conditions can be written as

\[
\mathcal{L} = \frac{1}{2} \| y_t - H_t x \|^2 + \lambda (1^T x - 1) + v^T x \tag{17}
\]

\[
0 = H_t^T H_t x - H_t^T y_t + \lambda 1 + v, \tag{18}
\]

\[
0 = \lambda (1^T x - 1), \lambda \neq 0 \tag{19}
\]

\[
0 = v_i x_i, v_i \leq 0, \forall i. \tag{20}
\]
Solving the above equation gives

\[ x(H_t, v) = (H_t^T H_t)^{-1} (H_t^T y_t - \lambda(H_t, v) 1 - v), \]
\[ \lambda(H_t, v) = \frac{1^T (H_t^T H_t)^{-1} (H_t^T y_t - v) - 1}{1^T (H_t^T H_t)^{-1} 1}. \]

(21)

(22)

Algorithm 2 Modified fast NNLS algorithm

**Input:** Initialize \( P = \emptyset, R = \{1, \ldots, n\}, x = 0, v = H_t^T (y_t - H_t x) \) and tolerance \( \epsilon \)

**Output:** \( x \geq 0 \) such that \( 1^T x = 1 \)

1: while \( R \neq \emptyset \) and \( \max_i v_i > \epsilon \) do
2: set \( j = \arg \max_i v_i \), add \( j \) in \( P \) and remove from \( R \)
3: set \( s_R = 0 \) and \( s_P = x_P(v) \),
4: if \( \min s_P \leq 0 \) then
5: \( \alpha = -\min \left[ \frac{x_P}{x_P - s_P} \right] \)
6: if \( \alpha = 0 \) then
7: \( I = \{i | x_i \neq 0\} \) and \( \alpha = -\min \left[ \frac{x_I}{x_I - s_I} \right] \)
8: end if
9: \( x = x + \alpha(s - x) \)
10: update \( P = \{i | x_i > 0\} \) and \( R = \{i | x_i \leq 0\} \) and set \( s_R = 0 \) and \( s_P = x_P(v) \)
11: end if
12: \( x = s \) and \( v = H_t^T (y_t - H_t x) - \lambda_P(v) 1 \)
13: end while

In fast NNLS, the following equations are employed modified from (21)-(22)

\[ x_P(v) = \left( (H_t^T H_t)^P \right)^{-1} \left( (H_t^T y_t)^P - \lambda_P(H_t, v) 1 - v \right), \]
\[ \lambda_P(v) = \frac{1^T \left( (H_t^T H_t)^P \right)^{-1} \left( (H_t^T y_t)^P - v \right) - 1}{1^T \left( (H_t^T H_t)^P \right)^{-1} 1}. \]

(23)

The feature of above equations is that they compute the matrix multiplications \((H_t^T H_t \text{ and } H_t^T y_t)\) once. Algorithm 2 presents the required procedure to obtain the solution, where the number of “while” iterations is equal to the number of non-zero entries of \( x \).
B. Grassmannian Prediction Model (GPM)

From ASP optimization in (10), it can be noted that positive square root of caching probabilities maximizes ASP. The positive square root of popularity vector represents a line in Grassmannian manifold $G_{N,1}$ [22], [23]. This model is presented as

$$\bar{p}_t \approx \sum_{k=1}^d z_k \bar{p}_{t-k}$$  \hspace{1cm} (24)$$

where $\bar{p}_t = \sqrt{p}_t$. Similar to PPM, the coefficients are given using least squares as

$$z = \arg \min_{z_k \in \mathbb{R}} \sum_{i=t-\tau+d+1}^t \frac{1}{2} \left\| \bar{P}_i - \sum_{k=1}^d z_k \bar{P}_{i-k} \right\|^2$$  \hspace{1cm} (25)$$

subject to $\left\| \hat{\bar{p}}_{t+1} \right\| = \left\| \sum_{k=1}^d z_k \bar{p}_{n+1-k} \right\| \leq 1$ \hspace{1cm} (26)$$

and $0 \leq \hat{\bar{p}}_{t+1} = \sum_{k=1}^d z_k \bar{p}_{n+1-k} \leq 1$ \hspace{1cm} (27)$$

By change of variables, the above problem can be recast as

$$\hat{\bar{p}}_{t+1} = \arg \min_{\bar{y} \geq 0} \frac{1}{2} \left\| \bar{y}_t - H_t \bar{x} \right\|^2$$ \hspace{1cm} (28)$$

subject to $\left\| \bar{x} \right\|^2 \leq 1$ \hspace{1cm} (29)$$

where $\bar{y}_t = [\bar{p}_t^T, \ldots, \bar{p}_t^T]^T$, $\bar{x} = \sum_{k=1}^d c_k \bar{p}_{t+1-k} = \bar{P}_{t} c$, $H_t = [y_t, \ldots, y_{t-1}]$, $H_t = H_t' \bar{P}_t^{-1}$. The above problem is a regularized NNLS, whose Lagrangian and KKT conditions can be written as

$$\mathcal{L} = \frac{1}{2} \left\| \bar{y}_t - H_t \bar{x} \right\|^2 + \lambda (\left\| \bar{x} \right\|^2 - 1) + v^T \bar{x}$$ \hspace{1cm} (30)$$

$$0 = H_t^T H_t \bar{x} - H_t^T \bar{y}_t + \lambda \bar{x} + v,$$  \hspace{1cm} (31)$$

$$0 = \lambda (\bar{x}^T \bar{x} - 1), \lambda \geq 0$$  \hspace{1cm} (32)$$

$$0 = v_i x_i, v_i \leq 0, \forall i.$$  \hspace{1cm} (33)$$

yielding $\bar{x} = (H_t^T H_t + \lambda I)^{-1} (H_t^T \bar{y}_t - v)$. For known $v$, bisection can be employed to get $\lambda$ satisfying norm constraint. And Algorithm 2 is utilized to get $v$. Alternatively, CVX tool can be used for simplicity.
\[
\Delta_t = \left( \frac{C}{A + C - B} \right) \hat{p}_t^T D \left( \frac{-B}{A + C - |R|}, -11^T + \| \hat{p}_t(P_t) \|_1 D^{-1} (\hat{p}_t(P_t), 0_{|Z|}) \right) \hat{p}_t \tag{37}
\]
\[
\leq \left( \frac{C}{A + C - B} \right) \frac{1}{\eta} \lambda_{\max} \left( -11^T + \| \hat{p}_t(P_t) \|_1 D^{-1} (\hat{p}_t(P_t)) \right) - \frac{B}{A + C} \sum_{i \in R_t} p_{i,t} \tag{38}
\]
\[
= \left( \frac{C}{A + C - B} \right) \frac{1}{\eta} \lambda_{\max} \left( \frac{1}{\sqrt{|P_t|}} \left( -|P_t| + \| \hat{p}_t(P_t) \|_1 D^{-1} (\hat{p}_t(P_t)) \right) \right) \frac{1}{\sqrt{|P_t|}} - \frac{B}{A + C} \sum_{i \in R_t} p_{i,t} \tag{39}
\]

Since the vector \( \hat{p} \) is related to ASP maximization, here the optimum content placement is derived in terms of past placements. At \( t \) time slot, after updating \( R_t, P_t \) and \( Z_t \) using Algorithm \( \square \) content placement probabilities are updated for \( i \in P_t \) as

\[
\hat{q}_t(P_t) = \left( \frac{B}{A + C - B} \right)^{-1} = \left[ \frac{\eta \hat{p}_{i,t}(P_t)}{1^T \hat{p}_t(P_t)} - 1 \right] \tag{34}
\]

\[
= \left[ \frac{\eta \left( z_{t-1} \hat{p}_{t-1}(P_t) + \kappa_{t-1} \hat{p}_{t-1}(P_t) \right)}{1^T \hat{p}_t(P_t)} - 1 \right] \tag{35}
\]

\[
= \frac{\eta z_{t-1}}{\eta \kappa_{t}} 1^T \hat{p}_{t-1}(P_t) \left[ \frac{\eta \hat{p}_{t-1}(P_t)}{1^T \hat{p}_t(P_t)} - 1 \right] + \frac{\eta \kappa_{t-1}}{\eta \kappa_{t}} 1^T \hat{p}_{t-1}(P_t) \left[ \frac{\eta \hat{p}_{t-1}(P_t)}{1^T \hat{p}_t(P_t)} - 1 \right]
\]

\[
- \left[ 1 - \frac{\eta z_{t-1}}{\eta \kappa_{t}} 1^T \hat{p}_{t-1}(P_t) - \frac{\eta \kappa_{t-1}}{\eta \kappa_{t}} 1^T \hat{p}_{t-1}(P_t) \right] 1 \tag{36}
\]

\[
\hat{q}_t(P_t) = \omega_{1_t-1} \hat{q}_{t-1}(P_t) + \omega_{2_t-1} \hat{q}_{t-1}(P_t) + \frac{B}{A + C - B} (1 - \omega_{1_t-1} - \omega_{2_t-1}) \mathbf{1}
\]

where \( \omega_{1_t-1} = \frac{\eta z_{t-1}}{\eta \kappa_{t}} 1^T \hat{p}_{t-1}(P_t) \), and \( \omega_{2_t-1} = \frac{\eta \kappa_{t-1}}{\eta \kappa_{t}} 1^T \hat{p}_{t-1}(P_t) \).

ASP difference with respect to optimal one (when popularity is known perfectly) can written as

\[
\Delta_t = P_s(p_t, q_t) - P_s(p_t, q_t) = \left( \frac{C}{A + C - B} \right) \hat{p}_t^T \left[ Z_t - \hat{Z}_t \right] \hat{p}_t, \text{ where } Z_t = \mathcal{D} \left( \frac{A + C - B}{A + C} I_{|R|}, \hat{p}_t(P_t), 0_{|Z|} \right)
\]

and \( \hat{Z}_t = \mathcal{D} \left( I_{|R_t|}, I - \| \hat{p}_t(P_t) \|_1 D^{-1} (\hat{p}_t(P_t), 0_{|Z|}) \right) \). Assuming that prediction model results in at least accurate content placement indices sets i.e., \( R_t = \hat{R}_t \) and \( P_t = \hat{P}_t \). Therefore, one can simply above and get \( \square \) given at the top of page, where we used \( \lambda_{\max} [v^T + D] = \lambda_{\max} [v (I + D) v^T] = I + \max(D) \) for a diagonal matrix \( D \) and \( \|v\| = 1 \).
When the popularities are not known \((p_{l,t} = \hat{p}_{l,t} + \delta_{l,t})\), the ASP regret is obtained as

\[
\Delta_t = P_s(p_t, q_t) - P_s(\hat{p}_t, \hat{q}_t) \\
= \sum_l (p_{l,t}g_0(q_{l,t}) - \hat{p}_{l,t}g_0(\hat{q}_{l,t})) \\
= \sum_l (p_{l,t}g_0(q_{l,t}) - p_{l,t}g_0(\hat{q}_{l,t}) - \delta_{l,t}g_0(\hat{q}_{l,t})) \\
= \Delta_t - P_s(\delta_t, \hat{q}_t) \\
= \Delta_t - \left(\frac{C}{A + C - B} \right) \left( \sum_{l \in R_t} \delta_{l,t} + \sum_{l \in P_t} \delta_{l,t} \left(1 - \frac{\sum_{j \in P_t} \hat{p}_{j,t}}{\hat{p}_{l,t}}\right) \right)
\]

The above bound shows that the prediction achieves constant gap for average success probability. It also shows that as the number of files increases the bound becomes tighter. By adjusting the physical layer parameters, one can achieve arbitrarily close bound.

C. Models For Comparison

In this section, three different models are presented for comparison. These models with some minor variations have been employed in the literature [12]–[15].

Product AR (log-request) Model: This is the simplest model. In this model, the logarithm of requests for each content is modeled as AR process. This model is expressed as

\[
\bar{n}_{lt} = \log \frac{n_{lt}}{n_{\text{max}}} = \sum_{k=1}^{d} c_{lk} \bar{n}_{l(t-k)} + \epsilon_{lt},
\]

where \(c_{lk} \in \mathbb{R}\), \(\epsilon_{lt}\) is Gaussian error with zero mean and variance \(\sigma^2\), and \(n_{\text{max}}\) is known value denoting the maximum number of requests in a given time slot. The predicted number of requests can be obtained as the rounded values of \(\hat{n}_{lt}\), i.e.,

\[
\hat{n}_{l(t+1)} = \left\lfloor \exp \left(\bar{n}_{lt} \log n_{\text{max}}\right) \right\rfloor = \prod_{k=1}^{d} n_{l(t+1-k)}^{c_{lk}}
\]

Employing least squares approach for known \(\tau\) requests \(n_{l(t-\tau+1)}, \ldots, n_{lt}\), we have

\[
c_{lk} = \arg \min_{c_{lk}} \sum_{i=t-\tau+d+1}^{t} \left( \bar{n}_{li} - \sum_{k=1}^{d} c_{lk} \bar{n}_{l(i-k)} \right)^2
\]

where \(\tau \geq d\). The above equation is an unconstrained least squares minimization, whose solution can be easily obtained.
**Information Prediction Model (IPM):** It can be noted that popularities are non-negative and summed to one. In information theory, the value $-\log_2 p_i$ represents the “information” for $i^{th}$ content. Therefore, to model prediction of content popularities, this logarithm based model can be regarded as information prediction model (IPM). Let $\tilde{p} := -\log p$, then, this model can be expressed as

$$\tilde{p}_t = \sum_{k=1}^{d} c_k \tilde{p}_{t-k} + e_t$$

where $c_k \in \mathbb{R}$ and $e_t$ is a non-negative random number. Unconstrained least squares problem can be written for known $\tau$ profiles $p_{(t-\tau+1)}, \ldots, p_t$ as

$$c = \arg \min_{c_k} \sum_{i=t-\tau+d+1}^{t} \left\| \tilde{p}_i - \sum_{k=1}^{d} c_k \tilde{p}_{i-k} \right\|^2 .$$

(48)

Similar to the log-request model, it is an unconstrained LS problem and the solution can be obtained.

**ASP Based Prediction Model (ASP-PM):** This model is also important, since the objective of prediction is to maximize ASP. In this model, the popularity profile is predicted from the ASP in the previous time slots. By multiplying $g_0(q_l)$ in (11) and summing over files results into ASP based prediction model as

$$P_{s,t} \approx \sum_{k=1}^{d} c_k P_{s,t-k}$$

(49)

with the similar conditions that $\sum_k c_k = 1$ and $c_k \in \mathbb{R}$. Similar to PPM, the optimization problem to obtain the coefficients can be formulated in constrained NNLS as

$$c = \arg \min_{c_k \in \mathbb{R}} \sum_{i=t-\tau+d+1}^{t} \left\| P_{s,i} - \sum_{k=1}^{d} c_k P_{s,i-k} \right\|^2$$

(50)

subject to $\sum_{k=1}^{d} c_k = 1$, $\sum_{k=1}^{d} c_k p_n-k \geq 0$,

(51)

whose solution can be obtained from Algorithm [2]

V. **Online Learning Models for Time Varying Popularities**

In this section, for time varying popularity, we present online learning methods to minimize the weighted cumulative loss.
A. Popularity Prediction Model (PPM)

In this model, the goal of online learning is to minimize the weighted sum of $l_2$ loss function

$$\hat{p}_t = \arg\min_p \frac{1}{2} \sum_{i=1}^{t-1} c_i \|p - p_i\|^2,$$  \hspace{1cm} (52)

where $\sum_{i=1}^{t-1} c_i = 1$. A trivial selection for these coefficients is $c_i = \frac{1}{t-1}, \hspace{1cm} 1 \leq i \leq t-1$. The above optimization leads to the model

$$\hat{p}_t = \sum_{i=0}^{t-1} c_i p_i$$  \hspace{1cm} (53)

$$= c_{t-1} p_{t-1} + \left( \sum_{i=0}^{t-2} c_i \right) \sum_{i=0}^{t-2} \frac{c_i}{\sum_{i=0}^{t-2} c_i} p_i$$  \hspace{1cm} (54)

$$= c_{t-1} p_{t-1} + (1 - c_{t-1}) \hat{p}_{t-1}.$$  \hspace{1cm} (55)

where for $c_i$, $\frac{c_i}{\sum_{i=0}^{t-2} c_i} = \frac{(t-1)-1}{\sum_{i=0}^{t-2} (t-1)-1} = (t-2)^{-1}$. The above equation chooses a balance between the recent prediction and recent observation. Equation (55) can be written as

$$\hat{p}_t - p_{t-1} = (1 - c_{t-1}) (\hat{p}_{t-1} - p_{t-1}).$$  \hspace{1cm} (56)

Therefore, the difference with respect to optimal $p^*$ can be given as

$$\frac{1}{2} \left\| \hat{p}_{t-1} - p_{t-1} \right\|^2 - \frac{1}{2} \left\| p^* - p_{t-1} \right\|^2 \leq \frac{1}{2} \left\| \hat{p}_{t-1} - p_{t-1} \right\|^2 - \frac{1}{2} \left\| \hat{p}_{t} - p_{t-1} \right\|^2$$

$$= \frac{1}{2} \left\| \hat{p}_{t-1} - p_{t-1} \right\|^2 [1 - (1 - c_{t-1})^2]$$  \hspace{1cm} (57)

$$\leq c_{t-1} \left\| \hat{p}_{t-1} - p_{t-1} \right\|^2 < 2c_{t-1}$$

where first inequality comes from [24]; and the last inequality arises from triangle inequality. Regret is given as

$$\frac{1}{2} \sum_{i=1}^{T} c_i \|\hat{p}_i - p_i\|^2 - \frac{1}{2} \sum_{i=1}^{T} c_i \|p^* - p_i\|^2 < 2 \sum_{i=1}^{T} c_i^2 \leq 2 \left( 2 - T^{-1} \right)$$

where $\sum_{i=1}^{T} i^{-2} \leq \int_1^{T} t^{-2} dt = \int_{T^{-1}}^{1} du = 2 - T^{-1}$. The procedure for online learning is given in Algorithm 3. In each $t^{th}$ step, prediction is obtained and the true popularity is observed.
Algorithm 3 Online learning algorithm for PPM.

1: for $t = 1, 2, \ldots$ do
2: \hspace{1em} set $c_t = t^{-1}$ and predict $\hat{p}_{t+1} = c_t p_t + (1 - c_t) \hat{p}_t$
3: \hspace{1em} observe $p_{t+1}$
4: end for

B. Grassmannian Prediction Model (GPM)

Similar to PPM based online learning, the goal here is to minimize the following loss

$$\hat{\bar{p}}_t = \arg\min_{\|p\| \leq 1} \frac{1}{2} \sum_{i=1}^{t-1} z_i \| \bar{p}_i - \bar{p}_t \|^2,$$

$$= \sum_{i=0}^{t-1} \frac{z_i}{\| \sum_{i=0}^{t-1} z_i \bar{p}_i \|} \bar{p}_i$$

where $z_i \geq 0$ and it leads to the model as

$$\hat{\bar{p}}_t = \sum_{i=0}^{t-1} \frac{z_i}{\kappa_t} \bar{p}_i$$

$$= \frac{z_{t-1}}{\kappa_t} \bar{p}_{t-1} + \frac{\kappa_{t-1}}{\kappa_t} \sum_{i=0}^{t-2} \frac{z_i}{\kappa_{t-1}} \bar{p}_i$$

$$= \frac{z_{t-1}}{\kappa_t} \bar{p}_{t-1} + \frac{\kappa_{t-1}}{\kappa_t} \hat{\bar{p}}_{t-1},$$

with $\kappa_t = \| \sum_{i=1}^{t-1} z_i \bar{p}_i \|$. Note that there is no upper bound constraint on $z_i$. Therefore, we trivially choose $z_t = 1 - t^{-1} \geq 0$, which provides

$$\kappa_t^2 = \sum_{i=1}^{t-1} \sum_{j=1}^{t-1} (1 - i^{-1}) (1 - j^{-1}) \bar{p}_i^T \bar{p}_j \leq \sum_{i=1}^{t-1} \sum_{j=1}^{t-1} (1 - i^{-1}) (1 - j^{-1}) = \left( \sum_{i=1}^{t-1} z_i \right)^2$$

$$\leq \left[ (t - 1) - 1 - \log(t - 1) \right]^2$$

where Cauchy Schwarz’s inequality has been used. Equation 62 can be given as

$$\hat{\bar{p}}_t - \bar{p}_{t-1} = \left( \frac{z_{t-1}}{\kappa_t} - 1 \right) \bar{p}_{t-1} + \frac{\kappa_{t-1}}{\kappa_t} \bar{p}_{t-1}$$
Using above, the difference with respect to optimal $p^*$ can be bounded as
\[
\frac{1}{2} \left\| \hat{P}_{t-1} - \bar{P}_{t-1} \right\|^2 - \frac{1}{2} \left\| \bar{P}^* - \bar{P}_{t-1} \right\|^2 \leq \frac{1}{2} \left\| \hat{P}_{t-1} - \bar{P}_{t-1} \right\|^2 - \frac{1}{2} \left\| \hat{P}_t - \bar{P}_{t-1} \right\|^2
\]
(65)
\[
= \frac{1}{2} \left\| \hat{P}_{t-1} - \bar{P}_{t-1} \right\|^2 - \frac{\left\| (z_{t-1} - \kappa_t) \bar{P}_{t-1} + \kappa_t \hat{P}_{t-1} \right\|^2}{2\kappa_t^2}
\]
\[
\leq 1 - \frac{1}{2\kappa_t^2} \left\| \kappa_t^2 \bar{P}_{t-1} \right\|^2 - (z_{t-1} + \kappa_t)^2 \left\| \bar{P}_{t-1} \right\|^2
\]
(66)
\[
= 1 - \frac{\left\| \kappa_t^2 - (z_{t-1} - \kappa_t)^2 \right\|}{2\kappa_t^2} \leq 1 - \frac{z_{t-1}}{\kappa_t}
\]
(67)
where triangle inequality has been used, and approximated with $z_t^2 \ll 1$ and $\kappa_{t-1} \approx \kappa_t$ for large $t$. The regret can be obtained as
\[
\frac{1}{2} \sum_{i=1}^{T} z_i \left\| \hat{P}_i - \bar{P}_i \right\|^2 - \frac{1}{2} \sum_{i=1}^{T} z_i \left\| \bar{P}^* - \bar{P}_i \right\|^2 \leq \sum_{i=1}^{T} z_i - \frac{z_i^2}{\kappa_{i+1}}
\]
(68)
\[
< \sum_{i=1}^{T} z_i = T \sum_{i=1}^{T} (1 - i^{-1}) \leq T - \log T - 1
\]
(69)

The corresponding online learning procedure is presented in Algorithm 4.

**Algorithm 4** Online learning algorithm for GPM.

1: for $t = 1, 2, \ldots$ do
2: set $z_t = 1 - t^{-1}$ and predict $\hat{P}_{t+1} = z_t \bar{P}_t + \kappa_t \hat{P}_t$,
3: normalize $\hat{P}_{t+1} \leftarrow \frac{\hat{P}_{t+1}}{\left\| \hat{P}_{t+1} \right\|}$ and set $\kappa_{t+1} = \left\| \hat{P}_{t+1} \right\|$
4: observe $\bar{P}_{t+1}$
5: end for

C. Product AR (log-request) Model

For this model, the following loss function is minimized
\[
\hat{n}_{tl} = \arg \min_{n_{l} \geq 0} \sum_{i=1}^{t-1} \sum_{i=1}^{N} c_i \log n_{li} - \log \frac{n_{l}}{n_{\max}}
\]
where $\hat{n}_{tl} = \log \frac{n_{tl}}{n_{\max}}$, $\sum_{i=1}^{t-1} c_i = 1$, and the predicted number of requests can be obtained as the rounded values of $\hat{n}_{tl}$, i.e.,
\[
\hat{n}_{tl} = \left\lceil \frac{n_{\max} \exp \left( \sum_{i=1}^{t-1} c_i \hat{n}_{li} \right) \right\rceil
detilde{=\left\lceil \hat{n}_{tl} + (1 - c_{t-1})\hat{n}_{tl} \right\rceil}
\]
(70)
\[
= \left\lceil \hat{n}_{tl} \times n_{tl} \right\rceil
\]
(71)
The last equation is the required term for online learning with some optimal \( c_t \). However, for simplicity, we set \( c_t = t^{-1} \), and analyze the regret similar to PPM as

\[
\frac{1}{2} \sum_{i=1}^{T} \sum_{t=1}^{N} c_t \left[ \| \tilde{n}_{li} - \hat{n}_{li}\|^2 - \|\tilde{n}_{li} - \log \frac{n_{li}^*}{n_{\text{max}}} \|^2 \right] \leq \frac{1}{2} \sum_{i=1}^{T} \sum_{t=1}^{N} c_t \left[ \| \tilde{n}_{li} - \hat{n}_{li}\|^2 - \|\tilde{n}_{li} - \hat{n}_{l(i-1)}\|^2 \right] \\
= \frac{1}{2} \sum_{i=1}^{T} \sum_{t=1}^{N} c_t \| \tilde{n}_{lt} - \hat{n}_{lt}\|^2 \left[ 1 - (1 - c_t)^2 \right] \\
\leq \sum_{i=1}^{T} \sum_{t=1}^{N} c_t^2 \left( \| \tilde{n}_{lt}^2 + \hat{n}_{lt}^2 \right) \\
\leq \sum_{i=1}^{T} 2Nc_t^2 \log n_{\text{max}} \leq 2N \log n_{\text{max}} \left( 2 - T^{-1} \right)
\]

where \( |\tilde{n}_{lt}| = \left| \log \frac{n_{lt}}{n_{\text{max}}} \right| \leq \log n_{\text{max}} \).

**Information Prediction Model (IPM):** Similar to the previous case, the learning objective can be expressed as

\[
\hat{\mathbf{p}}_t = \arg \min_{\mathbf{p}} \frac{1}{2} \sum_{i=1}^{t-1} c_i \| \tilde{\mathbf{p}}_i - \mathbf{p} \|^2
\]

(73)

where \( \sum_{i=1}^{t-1} c_i = 1 \). The iterative online update equation can be obtained as

\[
\hat{\mathbf{p}}_t = \sum_{i=1}^{t-1} c_i \hat{\mathbf{p}}_i
\]

(74)

\[
= c_{t-1} \hat{\mathbf{p}}_{t-1} + (1 - c_{t-1}) \hat{\mathbf{p}}_i
\]

(75)

in which trivial value \( c_i = i^{-1} \) is employed and the corresponding regret is given as

\[
\frac{1}{2} \sum_{i=1}^{T} c_i \left[ \| \tilde{\mathbf{p}}_i - \hat{\mathbf{p}}_i \|^2 - \| \tilde{\mathbf{p}}_i - \mathbf{p}^* \|^2 \right] \leq \frac{1}{2} \sum_{i=1}^{T} c_i \left[ \| \tilde{\mathbf{p}}_i - \hat{\mathbf{p}}_i \|^2 - \| \tilde{\mathbf{p}}_i - \hat{\mathbf{p}}_{i-1} \|^2 \right] \\
= \frac{1}{2} \sum_{i=1}^{T} c_i \| \tilde{\mathbf{p}}_i - \hat{\mathbf{p}}_i \|^2 \left[ 1 - (1 - c_i)^2 \right] \\
\leq \sum_{i=1}^{T} c_i^2 \| \tilde{\mathbf{p}}_i - \hat{\mathbf{p}}_i \|^2 \leq \sum_{i=1}^{T} c_i^2 \left( \| \tilde{\mathbf{p}}_i \|^2 + \| \hat{\mathbf{p}}_i \|^2 \right) \\
< 2N (s \log N)^2 (2 - T^{-1})
\]

(76)

where for Zipf distribution \( p_{lt}^2 = \left( -\log \frac{l^{-1}}{N} \right)^2 \leq s \log N + \log \tilde{N} < s \log N \) with \( \tilde{N} = \sum_i l^{-s} \).

**Remark:** ASP based OL formulation is same as PPM. Therefore, we omit it here. Also, in simulation results, for OL schemes, the similar results for ASP-PM are shown as PPM.
The advantage of online learning models is the reduced number of system parameters such as compared to online prediction methods, the number of linear coefficients and the number of observations are not required here. Moreover, the prediction estimates can be computed with much lower computational complexity as compared to prediction methods in the previous section where an optimization problem has been solved per round.

VI. ONLINE LEARNING MODELS WITH QUASI-TIME VARYING

In the previous section, time varying scenario was investigated where popularity distribution was changing independently in every time slot. Here, in this section, we consider that the coefficients of regression change block-wise, i.e., for a given block, the content popularity data varies as a convex auto-regressive process. For this model, we present the online prediction based on KWIK (“know what it knows”) framework [25], [26]. A key aspect of KWIK model is that the algorithm is allowed to output a special value $\emptyset$ when the prediction is tested inaccurate. The goal is to minimize the number of invalid predictions and to maximize the accuracy of valid predictions. Toward this, let $H_t$ denote the matrix whose $i^{th}$ row is given as $H_t(i) = (p_{l,t-d+1}, \ldots, p_{l,t}) = p^T_{(l),t}$, and similarly, $Y_t(i) = p_{l,t+1}$. By eigenvalue decomposition, $H_t^T H_t = U_t \Lambda_t U_t^T$, where $\lambda_{l1} \geq \ldots \lambda_{lk} \geq 1 > \lambda_{l,k+1} \geq \ldots \geq 0$. Denoting $U_{lk} = U(1:k)$ and $\Lambda_{lk} = \text{diag}(\lambda_{l1}, \ldots, \lambda_{lk})$, for an input $p_{(l)}$, accuracy vector are given as

$$q_l = H_t U_{lk} \Lambda_{lk}^{-1} U_{lk}^T p_{(l)}$$

(78)

$$v_l = p^T U_t(k+1:d)$$

(79)

These vectors provide a measure of uncertainty of online least squares. When $\lambda_{lk} > 1 \forall k$, $p_{(l)} = H_t^T q_l$, i.e., $p_{(l)}$ can be written as a linear combination of the rows of $H_t$. Intuitively, if $\|q_l\|$ is small, there are many previous training samples “similar” to $p_{(l)}$ and hence the least squares estimate based on $H_t$ is likely to be accurate. For ill-conditioned $H_t^T H_t$, $q_l$ is undefined in this case, and the directions corresponding to small eigenvalues should be considered as defined in $v_l$.

Incorporating accuracy considerations, online KWIK process is presented in Algorithm 5. In this algorithm, for each file, the accuracy is checked and least square solutions are obtained.

From [26], Algorithm 5 is an admissible algorithm with a sample complexity bound of $O(d^3/\epsilon^4)$, when $\left| \hat{p}_{l,t} - p^T_{(l)} e_{(l)} \right| \leq \epsilon$.
Algorithm 5 KWIK learning algorithm

**Input:** $\alpha_1$ and $\alpha_2$

1. Initialize $\mathcal{H}_l = \{\}$ and $\mathcal{Y}_l = \{\}$.
2. **for** $t = 1, 2, 3 \ldots$ **do**
3. observe $p_t$ at time $t$
4. **for** $l = 1 \ldots N$ **do**
5. compute $\mathbf{q}_l$ and $\mathbf{v}_l$
6. if $\|\mathbf{q}_l\| \leq \alpha_1$ and $\|\mathbf{v}_l\| \leq \alpha_2$ then
7. get the coefficients using
8. $c_{kl} = \arg \min \sum_{k=1}^{d} \sum_{i=1}^{\mathcal{X}_l} \left| \mathcal{Y}_l(i) - \sum_{k=1}^{d} \mathcal{H}_l(i) \right|^2$
9. output $\hat{p}_{l,t+1} = \sum_{k=1}^{d} c_{kl} p_{l,t+1-k}$
10. else
11. output $\emptyset$
12. add $\{p_{l,t-d+1}, \ldots, p_{l,t}\}$ in $\mathcal{H}_l$ and $p_{l,t+1}$ in $\mathcal{Y}_l$.
13. **end if**
14. **end for**

**Remark:** The above KWIK framework has been applied for PPM. The similar online prediction strategy can be considered for GPM, IPM, RPM and ASP-PM. The explicit algorithm is not shown here. However, the simulation for each these results can be seen in the next section as follows.

VII. SIMULATION RESULTS

For simulations, we set $N = 3$, $L = 2$, $d = 4$ and $\tau = 10$. The data for popularity profile is generated using Poisson requests model with Zipf distribution across files with parameter $s = 1.5$. This procedure is given in Algorithm 6. In this algorithm, each consumer sends $\lambda_{req} = 100$ requests in a Poisson process such that the time interval of the data requests follows an exponential distribution with a mean of $\Delta t = 0.01$ seconds. The distribution of data requests from the network accords with Zipf’s law. This setup has been simulated for 1000 runs with $N_{sim} = 2 \times 10^5$ and $T = 15$ mins. PPP parameters for computing ASP are as follows: noise
**Algorithm 6 Synthetic Popularity Profile Data Generation**

**Input:** mean requests $\lambda_{req}$, inter-arrival request time $\Delta t$, and time slot duration $T$

**Output:** request data matrix $N_{req}$ and popularity data $p$

1. Generate $t(i) \sim \exp(\Delta t)$, $n_R(i) \sim \text{Poisson}(\lambda_{req})$, $n_f(i) \sim \text{Zipf}(N, s)$, for $i = 1, \ldots, N_{sim}$
2. Compute $t_c$ (cumulative sum of series $t$)
3. set $T_m = \max \left[ \frac{t_c}{T} \right]$.
4. **for** $i = 1, \ldots, N_{sim}$ **do**
5. **if** $(i - 1)T \leq t_c(i) < iT$ **then**
6. update the request data matrix $N_{req} \left( n_f(i), \left\lfloor \frac{t_c(i)}{T} \right\rfloor \right) = N_{req} \left( n_f(i), \left\lfloor \frac{t_c(i)}{T} \right\rfloor \right) + n_R(i)$
7. **end if**
8. **end for**
9. Get $p(l, i) = \frac{N_{req}(l, i)}{\sum_i N_{req}(l, i)}$.
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**Figure 1.** MSE and ASP difference for different models for time varying scenario.

power $\sigma^2 = 0$, BS density $\lambda_{BS} = 200$, bandwidth $W = 24$kHz, path loss exponent $\alpha = 3.5$, and rate threshold $R_0 = 1$.

Figure 1 shows the MSE of popularity prediction ($\mathbb{E} \|p - \hat{p}\|^2$) and ASP difference ($\mathbb{E} [P_s(p, q^*) - P_s(\hat{p}, \hat{q})]$ > 0) achieved for different online prediction (OP) and online learning (OL) models. It can be observed that for OP, GPM and PPM achieve the minimum MSE, which approximates IPM, while for OL, the difference MSE for the models is negligible. In particular, for OL, request
Based method minimizes MSE. Regarding ASP difference for OP, PPM results in minimum one, which approximates ASP based model and RPM. ASP difference shows that the minimum MSE models do not necessarily result in optimal ASP. Since for OL, MSE is approximately same for all models, the resultant ASP regret is also almost similar. It can also be observed that for time-varying case, both the MSE and ASP performances of OP and OL methods are better than that of KWIK based models. On the other hand, for quasi-time varying case, the KWIK methods yield better MSE as well as ASP performance as shown in Figure 2. In this case, KWIK yields around 40% improvement in MSE for PPM (OL) and GPM (OL), while 14% improvement in ASP difference. These KWIK learning approaches can also be seen to significantly outperform OL methods for quasi-time varying case.

Figure 2. MSE and ASP difference for different models for quasi-time varying scenario.

Figure 3 and 4 depict the variations of prediction MSE and ASP difference with respect to number of observations and the contents size respectively for OP models. Note that KWIK models also yield similar trend with almost similar values hence omitted for simplicity. In the figure 3, it can be observed that as the number of observations increase, MSE and ASP difference decrease for models. The order of curves for different models is similar to Figure 1, i.e., PPM and GPM approximate prediction MSE with IPM, and PPM results into minimum ASP difference. From figure 4, it can be seen that as $N$ increases, MSE of prediction is approximately same except for log-request model in which MSE increases with content size. On the other hand, IPM and GPM show increase in ASP difference, while rest of the models show approx similar values. IPM provides larger ASP difference than GPM for all content lengths.
Figure 3. MSE and ASP difference for different number of observations for time varying scenario and OP models.

Figure 4. Figure showing MSE and ASP difference for different number of contents with fixed Zipf parameter $s = 0.7$ and prediction duration $\tau = 10$ for time varying scenario and OP models.

Figure 5 presents the variations in MSE and ASP difference of OP models as Zipf parameter is allowed to increase with fixed $N = 10$ and $\tau = 10$. MSE for all models decrease slowly, while ASP difference increases. For GPM, ASP difference is almost same, while for other models, it increases upto a certain point and gets constant for higher values of Zipf parameter.

Figure 6 illustrates the prediction MSE and ASP difference for MovieLens dataset [18]. In this dataset, the user ratings of 100 movies are chosen with IDs 1-100 for the given timestamps. The whole duration is divided into time slots. The popularity profile for each time slot is obtained
Figure 5. Figure illustrates MSE and ASP difference for different Zipf parameters with $N = 10$ for time varying scenario.

Figure 6. MSE and ASP difference for different models for MovieLens dataset.

by normalizing the sum ratings of timestamps. For this dataset in Figure 6, it can be observed that the prediction MSE is minimum for PPM, followed by GPM with KWIK framework. The reason behind is that in practice, the time varying data is correlated, for which KWIK method has been shown in the previous results. In terms of ASP, online prediction methods yield the better ASP. It verifies that minimum MSE based models do not necessarily provide optimum ASP. Among the OP methods, the better results are obtained from ASP based model, whose construction is similar to PPM. Request base model also gives approximately similar ASP to that of PPM.
VIII. CONCLUSION

In this paper, for time varying content popularities, online prediction and online learning models (log-request based, information based, probability based, Grassmannian and ASP based prediction models) have been investigated. First, for the given popularity profile, caching probabilities have been optimized to maximize ASP of the network. ASP difference has been derived for Grassmannian prediction model. Also, for online learning models, the MSE regret has been bounded. On the other hand, for quasi-time varying case, KWIK framework has been utilized to modify the online procedure. Simulations conclude that for time-varying case, PPM and GPM achieves minimum MSE, while PPM results into maximum ASP, i.e., it shows that minimum MSE based models does not necessarily result in optimal ASP. Online learning models yields approximately similar MSE and ASP for all models than online prediction models. Results also depicts the improvement of KWIK framework in quasi-time varying case over other online methods, which is verified using MovieLens dataset.

APPENDIX

A. ASP Derivation

The CCDF of sum rate can be obtained as

\[ g(p_l) = Pr(W \log_2(1 + \Gamma_{il}) \geq R_0) = Pr \left( \Gamma_{il} \geq 2 \frac{R_0}{s_0} - 1 \right) \]

\[ = E_{h_i,r_i,I_i} Pr \left( \frac{|h_i|^2 P}{I_i + \sigma^2} \geq s_0 \right) \]

\[ = E_{r_i} \left[ E_{h_i} Pr \left( |h_i|^2 \geq s_0 r_i^\alpha \left( \frac{I_i}{P} + \frac{\sigma^2}{P} \right) \right) \right] \]

\[ = E_{r_i} \left\{ E_{I_i} \exp \left[ -s_0 r_i^\alpha \left( \frac{I_i}{P} + \frac{\sigma^2}{P} \right) \right] \right\} \]

\[ = E_{r_i} \exp \left[ -s_0 r_i^\alpha \left( \frac{\sigma^2}{P} \right) \right] \times E_{h_i,r_j} \exp \left[ -s_0 \sum_{j \in \Phi_{bs}(i)} |h_j|^2 \left( \frac{r_i}{r_j} \right)^\alpha \right] \]

\[ = E_{r_i} \exp \left[ -s_0 r_i^\alpha \left( \frac{\sigma^2}{P} \right) \right] \times E_{r_j} \left[ \prod_{j \in \Phi_{bs}(i) \setminus \{i\}} \prod_{j \in \Phi_b(t) \setminus \{i\}} \frac{1}{1 + s_0 \left( \frac{r_i}{r_j} \right)^\alpha} \right] \] (83)
Now, the expectation on distance will be taken \[27\]

\[
\mathbb{E}_{r_j} \prod_{j \in \Phi_{bs}(l) \setminus \{i\}} (1 + s_0 r_i^{\alpha} r_j^{-\alpha})^{-1}
\]

\[
= \exp \left( - \int_{r_i}^{\infty} \left( 1 - \frac{1}{1 + s_0 \left( \frac{r_i}{r_j} \right)^{\alpha}} \right) 2\pi \lambda_{bs} p_i r_j (dr_j) \right)
\]

\[
= \exp \left( -2\pi \lambda_{bs} p_i \int_{r_i}^{\infty} \left( \frac{s_0 r_i^{\alpha} r_j^{-\alpha}}{1 + s_0 r_i^{\alpha} r_j^{-\alpha}} \right) r_j (dr_j) \right)
\]

\[
= \exp \left( -2\pi \lambda_{bs} p_i \int_{r_i}^{\infty} \left( \frac{1}{1 + \frac{r_i^{\alpha}}{s_0 r_j^{\alpha}}} \right) r_j (dr_j) \right)
\]

where we let \( u = \frac{r_i^{\alpha}}{s_0 r_j^{\alpha}} \), \( r_j = (u s_0)^{1/\alpha} r_i \), \( du = \alpha \frac{r_i^{\alpha-1}}{s_0 r_j^{\alpha}} (dr_j) = u \alpha \frac{1}{r_j} (dr_j) \), \( r_j (dr_j) = du r_j \frac{1}{u} = (u s_0)^{2/\alpha} r_i^{\alpha} \frac{1}{u} = u^{2-1} s_0^{\frac{2}{\alpha}} r_i^{\frac{2-1}{\alpha}} \). Therefore, the resultant expression from (83) can be written as

\[
g(p_i) = \mathbb{E}_{r_i} \exp \left[ -s_0 r_i^{\alpha} \left( \frac{\sigma^2}{P} \right) (p_i A + (1 - p_i) B) r_i^2 \right]
\]

\[
= \int_0^{\infty} \exp \left[ -s_0 r_i^{\alpha} \left( \frac{\sigma^2}{P} \right) (p_i A + (1 - p_i) B) r_i^2 \right] \times \exp(-\pi \lambda_{bs} r_i^2) 2\pi p_i \lambda_{bs} r_i (dr_i)
\]

\[
= p_i C \int_0^{\infty} \exp \left[ -s_0 r_i^{\alpha} \left( \frac{\sigma^2}{P} \right) \right] \times \exp \left[ -(p_i A + (1 - p_i) B + p_i C) r_i^{\alpha} \right] (dr_i)
\]
where \( C = \pi \lambda_{bs} \).

**B. Solution to maximization problem**

The optimization problem inside can be written as

\[
\inf_{q=[q_1,...,q_N]} - \sum_i g_o(q_i)p_i
\]

subject to \( \sum_i q_i \leq L, q_i \in [0, 1], \forall i \)

Writing the Lagrangian and KKT conditions as

\[
L = - \sum_i g_o(q_i)p_i + \lambda(\sum_i q_i - L) + \sum_i \nu_i(q_i - 1) + w_iq_i
\]

\(0 = -g'_o(q_i)p_i + \lambda + \nu_i - w_i = 0 \forall i) \quad (93)\)

\(0 = \lambda(\sum_i q_i - L), \lambda \geq 0 \forall i) \quad (94)\)

\(0 = \nu_i(q_i - 1), \nu_i \geq 0 \forall i \quad (95)\)

\(0 = w_i(-q_i), w_i \leq 0 \forall i \quad (96)\)

where \( g'(q) = \frac{BC}{[B+q(A+C-B)]^2} \). Let \( \mathcal{N} = \mathcal{Z} \cup \mathcal{P} \cup \mathcal{R} \), where \( \mathcal{Z} = \{ i|v_i = 0, w_i < 0, q_i = 0 \} \), \( \mathcal{P} = \{ i|v_i = w_i = 0, 0 < q_i < 1 \} \), and \( \mathcal{R} = \{ i|v_i > 0, w_i = 0, q_i = 1 \} \). This results in

\[q_i = \left( \frac{B}{A+C-B} \right) \left[ \sqrt{\frac{Cp_i}{B\lambda_i}} - 1 \right]
\]

\(\lambda - w_i = g'(0)p_i = \frac{C}{B}p_i, \forall i \in \mathcal{Z} \quad (98)\)

\(\lambda + \nu_i = g'(1)p_i = \frac{C}{B} \left( \frac{B}{A+C} \right)^2 p_i, \forall i \in \mathcal{R} \quad (99)\)

\(\lambda = g'(q_i)p_i = \frac{C}{B} \frac{(p(\mathcal{P})^T1)^2}{\eta^2}, \forall i \in \mathcal{P} \quad (100)\)
where $\lambda_i' = \lambda + \nu_i - w_i$ and $\eta = |P| + (M - |R|) \frac{A-B+C}{B}$. The objective function is simplified as

\[
\sum_i g(q_i)p_i = \sum_i \lambda_i' q_i \frac{B + q_i(A + C - B)}{B} = \sum_{i \in P} \lambda q_i \sqrt{\frac{C}{B}} \frac{p_i}{\lambda} + \sum_{i \in R} \lambda_i' \frac{A + C}{B} \tag{101}
\]

\[
= \left( \frac{B\lambda}{A + C - B} \right) \sum_{i \in P} \left[ \frac{C p_i}{B \lambda} - \sqrt{\frac{C p_i}{B \lambda}} \right] + \frac{C}{A + C} \sum_{i \in R} p_i
\]

\[
= \left( \frac{C}{A + C - B} \right) \sum_{i \in P} p_i - \frac{\bar{p}(P)^T 1}{\eta} \sqrt{p_i} + \frac{C}{A + C} \sum_{i \in R} p_i
\]

\[
= \left( \frac{C}{A + C - B} \right) \bar{p}(P)^T Z P \bar{p}(P) + \frac{C}{A + C} \bar{p}(R)^T \bar{p}(R) \tag{102}
\]

where $\bar{p}_{ik} = p_{ik}^{1/2}$, $Z_P = I - \frac{1}{\eta} 1^T$ and $Z = D \left( \frac{A + C - B}{A + C} I_{|R|}, Z_P, 0_{|Z|} \right)$.
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