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Topologically ordered phases of matter display a number of unique characteristics, including ground states that can be interpreted as patterns of closed strings in the case of general $\mathbb{Z}_2$ string liquids. In this paper, we consider the problem of detecting and distinguishing closed strings in Ising spin configurations sampled from the classical $\mathbb{Z}_2$ gauge theory. We address this using the framework of persistent homology, which computes the size and frequency of general loop structures in spin configurations via the formation of geometric complexes. Implemented numerically on finite-size lattices, we show that the first Betti number of the Vietoris-Rips complexes achieves a high density at low temperatures in the $\mathbb{Z}_2$ gauge theory. In addition, it displays a clear signal at the finite-temperature deconfinement transition of the three-dimensional theory. We argue that persistent homology should be capable of interpreting prominent loop structures that occur in a variety of systems, making it a useful tool in theoretical and experimental searches for topological order.

I. INTRODUCTION

Topological order is a key concept in modern condensed matter physics, lying beyond Landau’s paradigm of an order parameter defined by symmetry breaking. The most well-known example of topological order is the class of general quantum string liquids [1–3], which refers to systems where the ground state wavefunction is an equal superposition over all closed string configurations. Such an ordering gives rise to exotic properties such as emergent fractionalized excitations and topological degeneracy on closed manifolds, which besides their theoretical intrigue may hold technological importance in the field of topological quantum computing [4]. Therefore, a major effort is underway to search for and identify topologically ordered phases in materials [5], devices [6, 7], and synthetic quantum matter [8].

The challenge of detecting topological order usually translates into examining the system’s configuration space. Due to the lack of an order parameter, this can involve using tools such as the topological entanglement entropy [9, 10]. In situations where system configurations are represented by data, such as in computer simulation studies or in projective measurements of a quantum device, such tools can be prohibitively computationally expensive. This motivates the search for interpretable features which are inherently sensitive to topological structures in data, while remaining tractable on large finite-size lattice systems of interest to condensed matter and quantum information physics.

Topological data analysis – the field that focuses on assigning geometry to general point clouds – provides a number of powerful tools for the extraction of topological features from data. Chief among them, persistent homology is a tool for computing the significance and frequency of topological features, such as loops and connected clusters, via the computation of a sequence of geometric complexes [11–14]. Recently, the application of persistent homology to condensed matter systems has been explored. In Ref. [15], phase transitions in the mean-field XY model and classical $\phi^4$ model were detected by directly computing the persistent homology of the configuration space. A more recent perspective promotes persistent homology as an observable [16]. Here, configurations are sampled from a physical model, and persistence diagrams of each of these configurations are computed. Such diagrams contain the significance and frequency of loop structures, defined by the geometric complex considered. In Refs. [17, 18], phase transitions in the XXZ model on a pyrochlore lattice, 2D XY model and 1D quantum models are detected by clustering configurations based on their persistence diagram using appropriate kernel methods. In Refs. [16, 19], persistence diagrams are instead transformed into persistence images, and classified using logistic regression and k-nearest neighbours methods. Ref. [16], which studies various XY models, was the first to show that accurate estimates for critical exponents of the correlation length can be obtained from finite-scaling analysis of persistent homology observables.

In this paper, we demonstrate the utility of persistent homology on configurations where the feature of interest is closed loop configurations of Ising variable $\sigma_i^z = \pm 1$. We consider samples of these configurations obtained from thermal states of the classical $\mathbb{Z}_2$ gauge theory in $D = 2$ and 3 spatial dimensions [20, 21],

$$H = -K \sum_\square P_{\square},$$

(1)

where the Ising degrees of freedom are placed on the edges of a square plaquette, $P_{\square} = \prod_{\ell \in \square} \sigma_\ell^z$ and the groundstate is satisfied when all $P_{\square} = 1$ on the lattice. We define the persistence of a loop structure via a sequence of Vietoris-Rips (VR) complexes, which can be easily calculated directly from Ising configurational data. We demonstrate the calculation of the frequency of topological features as measured by persistent homology in the 2D and 3D gauge theories. In the latter case, we find that the expectation value of the first Betti number of VR complexes at a fixed radius (1/2 the lattice...
spacings) can accurately detect the deconfinement transition directly from individual Ising configurations. This demonstrates that the full persistence measure is not necessarily needed to identify the phase transition. Our work illustrates persistent homology analysis as a tool for interpreting the types of loop structures that form in construction of the VR complex.

II. TOPOLOGICAL ANALYSIS WITH HOMOLOGY

Topology is concerned with global properties of shapes: properties that remain unchanged under smooth transformations that avoid cutting and pasting. Formally, such transformations are homeomorphisms: bijective and continuous maps with a continuous inverse. If such a map exists between two objects, then the two objects are regarded as topologically equivalent. Such equivalence classes can be defined more intuitively in terms of topological invariants: properties that remain invariant under homeomorphisms. One example of this is the set of Betti numbers of a manifold $M$, where the $n^{th}$ Betti number, denoted $b_n$, corresponds to the number of $n + 1$ dimensional holes of $M$. Formally, $b_n$ is given by the rank of the $n^{th}$ homotopy group of $M$ (or the $n^{th}$ homology group). For a brief introduction to homotopy and homology, the reader is encouraged to read Appendix A1 and A2.

A. Vietoris-Rips complex

The Vietoris-Rips (VR) complex is a tool for extending homology to point clouds \cite{VR}. As an example, we consider the set of points $X$ shown in Figure 1. As a set of points, $X$ has no topology ($b_0 = 0 \forall n$). However, it is clear that $X$ has an underlying loop structure. To identify this loop structure, one can consider the $\ell$ VR complex of $X$, denoted $V_\ell(X)$. In this simple case, the $V_\ell(X)$ is constructed by forming connections (1-simplices or lines) between neighboring points (all points within a distance of $2\ell$ away from each other). The resulting graph, which is homeomorphic to a circle, clearly has a nontrivial first homology group given by $H_1(V_\ell(X)) \cong \mathbb{Z}$. Ultimately, the VR complex construction has allowed us to assign a topology to $X$, and the underlying loop structure has been successfully identified.

Generally, the $r$ VR complex $V_r(X)$ of a point cloud $X$ is constructed by forming an $n$-simplex (see Appendix A3) for every subset of $n + 1$ data points, denoted $\{x_0, ..., x_n\} \subset X$, satisfying $d(x_i, x_j) \leq 2r$, where $d$ is the selected metric. For a $D$ dimensional point cloud, this can be visualized as expanding $D$-spheres of radius $r$ around each point. If the spheres of two points overlap, a 1-simplex (line) is formed using these points. If the spheres of three points all overlap with each other, the a 2-simplex (filled triangle) is formed using these points. Generally, the formation of higher simplices is important for identifying higher homologies. For example, the non-trivial second homology associated with a 2-sphere can only be successfully identified under the formation of 2-simplices.
B. Persistent homology on point clouds

At this point, several questions arise. How does one know what radius to choose? And how does one measure the significance of these loop features? In regards to the latter question, one can imagine a scenario in which tinier loop structures exist on the edges of the circle considered in Figure 1. We consider such loop structures, which could be formed for example due to noise in a dataset, as being of less interest. To address these questions, one can compute the VR complexes $V_r(\mathbb{X})$ and the resulting homology groups $H_n(V_r(\mathbb{X}))$ for many different values of the radius $r$. The resulting sequence of VR complexes, with each element in the sequence corresponding to the formation of new simplices, is referred to as the filtration [12]. If a given loop structure forms at a radius $r_0$ in the filtration and dies at a radius $r_d$ in the filtration, then the significance (persistence) is measured by the difference in radii.

To illustrate this procedure, we consider the example shown in Figure 2. As connections form and simplices are filled in, holes in the corresponding graph form and disappear. In this particular example, two holes, labelled $A$ and $B$, form at a radius of $2\ell = \ell$, where $\ell$ is the minimal distance between points. Holes $A$ and $B$ then disappear at a radius of $2\ell = \sqrt{2}$ and $\ell = \ell$, due to the filling of simplices. Generally, the radius at which a hole forms and disappears is referred to as the birth and death of that hole, respectively. The significance of the corresponding loop structure in the data can then be measured as death minus birth, which is referred to as the persistence of the hole. In this case, the persistence of holes $A$ and $B$ are $p_A = 2\ell - \ell = \ell$ and $p_B = \ell\sqrt{2} - \ell \approx 0.4\ell$, respectively. Hence, $A$ is regarded as a more significant topological feature in the data, since $p_A > p_B$. Persistence can be understood in terms of stability [22]: topological features with greater persistence are more stable against perturbations in the data. Ultimately, this procedure allows one to detect and measure the significance of all loop structures in the data, and is referred to as persistent homology.

C. Homology for the $\mathbb{Z}_2$ gauge theory

The ground state wavefunction of a general spin-1/2 string liquid can be understood as a quantum superposition over all closed string configurations. In the case of the toric code [3], this holds for both the $\sigma^x$ basis and $\sigma^z$ basis. More precisely, if strings are formed over links of the direct (dual) lattice for which $\sigma^x = -1$ ($\sigma^z = -1$), then all strings in any ground state configuration will be closed. Since we are considering the classical $\mathbb{Z}_2$ gauge theory described in Eq. (1), a similar procedure for identifying closed strings on the dual lattice applies.

Alternatively, these closed strings can be defined using the VR complex. If $\sigma$ represents a configuration of spins, then we begin by defining $X_{\sigma}$ as a graph consisting of a 0-

simplex (point) at the location of each down spin. Closed strings can then be identified as nontrivial $H_1$ homologies of the corresponding VR complex at $r = \ell$: $V_r(X_{\sigma})$, where $2\ell$ is the lattice spacing. Generally, if $b_1(\sigma)$ accounts for all closed strings except those of minimal size (those generated by applying a single gauge transformation to an initial configuration consisting of all up spins). Such loops correspond to $H_1$ loops in the context of persistent homology, this corresponds to generating loops of greater persistence. The first configuration corresponds to an $H_1$ homology that is born at $r = \ell/\sqrt{2}$ and dies at $r = \ell$. The remaining configurations correspond to $H_1$ homologies that are born at $r = \ell$ and die at $r = \{\ell\sqrt{2}, \ell\sqrt{5}/2, \ell\sqrt{9}/2\}$ respectively.

What about ground state configurations of the classical $\mathbb{Z}_2$ gauge theory in $D = 3$? In Figure 4, we show the VR complexes of graphs $X_{\sigma'}$ and $X_{\sigma''}$, where $\sigma'$ ($\sigma''$) are generated by applying one (two) gauge transformations to an initial configuration consisting solely of up spins. The complex shown in Figure 4a for $\sigma'$ holds generally for $\ell/\sqrt{2} \leq r < \ell$. Such a complex, which is homeomorphic to a hollow sphere, possesses second Betti number $b_2 = 1$.

The complex shown in Figure 4b for $\sigma''$ holds generally for $\ell \leq r < \ell\sqrt{3}/2$. Such a complex is homeomorphic to a sphere with 4 holes. This in turn is homeomorphic to a plane with 3 holes: simply imagine expanding one hole. Hence, the corresponding first Betti number is $b_1 = 3$.

Applying a string of adjacent gauge transformations can then be understood as “gluing” planes with holes. Generally, if $\sigma''$ is generated by applying $n$ adjacent gauge transformations to a configuration consisting of all up spins, then the number of holes is given by $b_1(\sigma'') = 3n$. On the other hand, generating vison defects through spin flips can be understood as eliminating connections
FIG. 4. Top (bottom): Illustration of VR complex corresponding to $\sigma'$ ($\sigma''$), which is generated by applying one (two) gauge transformations to a configuration consisting solely of up spins. Blue points depict down spins. Red structures are hollow and beige structures are filled. The top VR complex of $\sigma'$ holds generally for $\ell/\sqrt{2} \leq r < \ell$. The bottom VR complex of $\sigma''$ holds generally for $\ell \leq r < \ell \sqrt{2}$. $\equiv$ denotes homotopic equivalence.

III. RESULTS

To generate configuration data for the classical $\mathbb{Z}_2$ gauge theory in arbitrary dimensions, we employ a standard classical Monte Carlo method, consisting of cluster updates ($\mathbb{Z}_2$ gauge transformations) and local updates (spin flips) to sample the state at finite temperature according to the Metropolis algorithm. Then, persistent homology calculations are done on this configurational data using the Python Ripser package [23]. To reduce computational runtime, we set the threshold parameter (the radius $r$ at which to stop the persistent homology computation) to 2 for the 3D case. It is additionally possible to restrict the computation to lower homology groups. Furthermore, to account for the periodic boundary conditions, we use the following modified metric:

$$d(x, y) = \sqrt{\sum_{\alpha=1}^{D} \min \{y_{\alpha} - x_{\alpha}, (x_{\alpha} - \ell_1) + (\ell_2 - y_{\alpha})\}^2}$$

where $y_{\alpha} > x_{\alpha}$ and $\ell_2 > \ell_1$ are the locations of the boundaries. In our case, $\ell_1 = 0$ and $\ell_2 = L$, and any data point $x$ will correspond to the location of a down spin on the lattice.

Generally, the $n^{th}$ Betti number $b_n$ of the $V_\ell$ complex of a Monte Carlo configuration $\sigma$ will be given by the number of $H_n$ birth-death points in the persistent homology computation with birth value $r_b \leq r$ and $r_d > r$. In the remaining sections, we will compute the expectation value of $\langle b_1 \rangle$ averaged over an ensemble of Monte Carlo sampled configurations for various temperatures $T$.

A. Two dimensional $\mathbb{Z}_2$ gauge theory

We begin by examining the $D = 2$ case. In Figure 5, average loop densities $\langle b_1 \rangle/L^2$ are shown for various temperatures and lattice sizes $N = 2 \times L \times L$, with 2000 Monte Carlo samples used for each temperature. Generally, there exists $N = D \times L^D$ degrees of freedom, since there exists $L^D$ vertices on the lattice, and $D$ unique links can be associated with each vertex. We find that the frequency of closed strings generally decreases with increasing $T$. This is expected: as the temperature increases, vison defects (open strings) generate and hence reduce the number of closed strings.

Figure 5 additionally reveals that smaller system sizes possess slightly larger loop densities. In other words, we find that $\langle b_1 \rangle$ is not perfectly extensive. Recalling Figure 3, the size of a closed loop can be measured by the corresponding persistence value, which is given by $p = r_d - r_b$. In Table I, we show the total frequency of loops with various death values and birth value $r_b = \ell$. Here, we observe that the the frequency of loops with death value $r_d = 3\ell$ is larger for $L = 8$, despite being the smallest system size. On the other hand, loops with death values $r_d > 3\ell$ occur for all sizes but $L = 8$. This is consistent with the deviation of $\langle b_1 \rangle$ from perfect extensiveness. While their are no dynamics in a loop condensate, it would make sense that the frequency of loops of larger sizes is restricted by the size of the lattice. If larger loops are more likely to form for larger system sizes, then one would expect the average loop density to decrease. Such an argument is weaker when comparing two larger system sizes, since there is an overall limit to the size of loops that can form.
minimal changes in density. No vision defects are present. Frequencies for 2 \leq r_d \leq 3 are divided by \( L^2 \) and rounded to 2 decimal places to illustrate minimal changes in density.

| \( r_d/\ell \) | \( \sqrt{2} \) | \( \sqrt{2.5} \) | \( \sqrt{4.5} \) | \( 3 \) | \( \sqrt{10} \) | \( \sqrt{12.5} \) | \( \sqrt{13} \) |
|----------------|--------------|--------------|--------------|-------|--------------|--------------|--------------|
| \( L = 8 \)   | 124.73      | 151.30      | 57.47       | 59.55 | 0            | 0            | 0            |
| \( L = 16 \)  | 125.65      | 150.90      | 59.99       | 1.28  | 35           | 9            | 1            |
| \( L = 24 \)  | 125.63      | 149.28      | 60.16       | 2.20  | 164          | 59           | 3            |
| \( L = 32 \)  | 124.59      | 149.45      | 60.14       | 3.06  | 862          | 188          | 12           |

TABLE I. Frequencies of \( H_1 \) birth-death points with birth value \( r_b = \ell \) and various death values \( r_d \). Based on 2000 Monte Carlo samples used to generate Figure 5 with \( T = 0.02 \). No vision defects are present. Frequencies are divided by \( L^2 \) and rounded to 2 decimal places.

| \( r_d/\ell \) | \( \sqrt{3/2} \) | \( \sqrt{2} \) | \( \sqrt{5/2} \) | \( \sqrt{3/2} \) | \( \sqrt{2} \) | \( > 2 \) |
|----------------|---------------|---------------|---------------|---------------|---------------|----------|
| \( L = 6 \)   | 774.52        | 8.76          | 0.05          | 97.65         | 7.09          | 13.88    |
| \( L = 10 \)  | 779.81        | 8.93          | 0.10          | 99.25         | 10.06         | 0        | 3.00    |
| \( L = 14 \)  | 778.77        | 8.85          | 0.09          | 98.73         | 11.27         | 0        | 1.09    |
| \( L = 18 \)  | 778.82        | 8.87          | 0.09          | 98.81         | 11.72         | 0        | 0.51    |

TABLE II. Total frequencies of \( H_1 \) birth-death points over 1000 Monte Carlo samples (divided by \( L^3 \)). Based on 1000 Monte Carlo samples used to generate Figure 7 with \( T = 0.7 \). No vision defects are present. Frequencies are divided by \( L^3 \) and rounded to 2 decimal places.

This data confirms the general expectation that \( \langle b_1(T) \rangle \) decreases with increasing temperature. However, since the 2D gauge theory has no phase transition at any non-zero temperature, the data in Figure 5 shows no sharp features or non-analytic behavior. One can ask the question whether this quantity behaves different in the presence of a phase transition. To this end, we next consider the 3D case, which has a critical point at \( T_c \approx 1.314 \). In other words, we ask under the VR complex construction, can the first Betti number be used to detect the deconfinement transition between the topologically ordered and disordered regimes?

### B. Three dimensional \( \mathbb{Z}_2 \) gauge theory

To examine the \( D = 3 \) case, we use our Monte Carlo simulation of Eq. (1) on a cubic lattice to produce 1000 samples at each temperature for various lattice sizes. Figure 6 shows the value of \( \langle b_1 \rangle \) for various linear system sizes \( L \) as a function of temperature. Similar to the \( D = 2 \) case, we find that the first Betti number increases with decreasing temperature, as expected in the case of decreasing vison defects, and that smaller system sizes have slightly larger loop densities. Once again, we see that from Table II that is due to the presence of larger loops in larger system sizes. Namely, loops with birth value \( r_b = \ell/\sqrt{2} \) and death value \( r_d = 2\ell \) occur only in \( L = 6 \), while loops with the same birth value and larger death values only occur in the larger system sizes. Among these larger system sizes, we see that the frequencies of loops with \( r_d > 2\ell \) decreases with increasing system size, which again agrees with the idea that larger loops are more prominent in larger system sizes, hence reducing the overall frequency of loops.

The temperature range in Figure 6 includes the known value of the critical temperature in the 3D model, at \( T_c \approx 1.314 \). It is clear from the data that \( \langle b_1 \rangle \) has a sharp feature at \( T_c \), indicating that this quantity is sensitive to critical fluctuations that are manifest in the loop structures present in the spin configurations. Above the critical temperature, we see a particularly rapid rise in \( \langle b_1 \rangle \) as the transition is approached. We find that this can be accurately fit to \( \langle b_1(T) \rangle \sim (T - T_c)^\phi \), where \( \phi \approx 0.544 \) is an estimate obtained from the largest system size considered in Figure 6. We note that while the behavior at the critical point is consistent with a divergence, a standard finite-size scaling analysis [24] using \( \phi \) and the correlation length critical exponent for the 3D Ising model does not produce a higher-quality data collapse than already observed in Figure 6.

Finally, we note that the full Betti number (all loops with birth values \( r_b \leq \ell \) and death values \( r_d > \ell \)) is not required to detect this transition. As an example, Figure 7 shows the frequency of loops with birth value \( r_b = \ell \) and death value \( r_d = \ell \sqrt{3/2} \). As before, we find that the deconfinement transition is detected by a sharp feature in the average frequency. Note the exact structure of these loops was discussed in Section II C. Once again, if we assume that the expectation value takes the form \( \langle b_1(T) \rangle \sim (T - T_c)^\phi \) for \( T > T_c \), then we can obtain a value of \( \phi \approx 0.582 \) from the largest system size considered. In the case of the second Betti number \( b_2 \), we find that all non-trivial second homologies with birth value \( r_b = \ell \) have the same death value \( r_d = \ell \sqrt{3/2} \). Namely, we find that \( b_2 = f_2(\ell, \ell \sqrt{3/2}) \). Once again, \( \langle b_2 \rangle \) displays a sharp feature at \( T_c \) and can be accurately fit to \( \langle b_2 \rangle \sim (T - T_c)^\phi \) where \( \phi \approx 0.644 \).

### IV. DISCUSSION

In this paper, we explore the idea of assigning topologies to configurations in the pure \( \mathbb{Z}_2 \) gauge theory using the Vietoris-Rips (VR) complex. Following construction of the VR complex, the first Betti number \( \langle b_1 \rangle \) can be computed via simplicial homology. We obtain thermal configurational data for the \( \mathbb{Z}_2 \) gauge theory in dimensions \( D = 2, 3 \) using Monte Carlo simulations. We find that the expectation value of this first Betti number is largest at lowest temperatures, where the configurations are generally expected to satisfy the constraints of the Hamiltonian model, indicating that the measurement is sensitive to loop (or closed string) structures in the configurational data. As the temperature increases, vison defects (open strings) are generated, which reduce the number of closed strings, and correspondingly reduce the value of \( \langle b_1 \rangle \). In the 3D model, this quantity is successful in identifying the previously-known critical point, and is consistent with a functional form \( \langle T - T_c \rangle^\phi \) with an ex-
Another well-established method for the detection of topological order in the $\mathbb{Z}_2$ gauge theory include computation of the Wegner-Wilson loop and clustering metrics. While the Wegner-Wilson loop is certainly easier to compute, the construction of such a gauge-invariant observable requires knowledge of the gauge transformation defining the local symmetry. In regards to clustering metrics, it was shown in [25] that the diffusion map algorithm can successfully identify topological sectors defined by the sign of the average Wegner-Wilson loop. However, the metric used to compute the kernel matrix once again required knowledge of the gauge transformation, and additionally posed a heavy bottleneck. In contrast, computation of the first Betti number of the VR complex requires no previous knowledge of the system, and is completely interpretable. Namely, a general persistent homology analysis will yield the exact birth and death values and frequencies for each identified loop structure in any given configuration, with no a priori knowledge of the gauge structure underlying the model.

A next logical step would be to consider quantum models with $\mathbb{Z}_2$ topological order. One example would be the toric code with external field terms $h_X \sum \sigma^x$ and $h_Z \sum \sigma^z$, which can be mapped to the classical 3D $\mathbb{Z}_2$ gauge theory with a uniform field [21]. Such a model possesses two distinct deconfinement transitions characterized by the condensation of $e$ particles (for $h_X \gg 1$) and $m$ particles (for $h_Z \gg 1$). In the 2+1D membrane picture and the $\sigma^z$ basis, $h_X$ can be viewed as a parameter for the surface tension of membranes (since $\sum \sigma^z$ is a string tension term) and $h_Z$ can be viewed as a parameter for the frequency of holes in the membranes (since $\sum \sigma^z$ is a generator for pairs of $e$ particles) [26]. In this case, we expect that the frequency and persistence values for $H_1$ and $H_2$ homologies may serve as useful tools for detecting and distinguishing the deconfinement transitions.
It would of additional interest to explore the behaviour of these Betti numbers in phase transitions not characterized by anyon condensation. One example would be the Haldane phase with hidden $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry breaking [27]. The prominent structure of this nontrivial symmetry-protected topological (SPT) phase is closed strings of +1 and -1 spins, as defined by the string order parameter of den Nijs and Rommelse [28]. Another example would be the transitions between SPT phases and their gauge theory duals. For example, the transition between the toric code and double semion ground states was studied in [29] and was shown to possess stripe order. Here, we expect $\langle b_1 \rangle$ to be minimal at the center of the stripe order transition.

Finally, in the context of 3D Ising models, previous interest was shown in computing the entropy of surfaces (number of possible configurations possessing a certain genus or Betti number) [30, 31]. Following this homology computation under the VR complex, relative entropies of different values of the Betti number can be easily obtained. As an example, Figure 8 provides a histogram showing the frequencies of various values of $b_1$ for Monte Carlo samples of the $\mathbb{Z}_2$ gauge theory with $D = 3$ and $T = 0.7$. Here, the temperature is selected such that no samples possess vison defects.

We expect that the efficiency and ease of implementation of persistent homology will make it a useful tool in computational studies of a wide variety of topological systems in the future. In addition, with the advent of highly controlled quantum devices which can deliver high-quality datasets of qubit measurement configurations [6–8], we believe that persistent homology will be useful in identifying topological structures in present and near-term quantum computers exploring topological phases and phase transitions.
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Appendix A: Review of Topology

1. Homotopy

Homotopy provides a rigorous formalism for establishing topological equivalence between objects, and is based on the notion of equivalence classes of loops. We say that any two loops \( \gamma_1(t) \) and \( \gamma_2(t) \) defined on a manifold \( M \) belong to the same homotopy class if there exists a continuous function \( H(t,s) \) on \( M \) such that \( H(t,0) = \gamma_1(t) \) and \( H(t,1) = \gamma_2(t) \). As examples, we consider the two manifolds shown in Figure 9, where \( B \) differs from \( A \) by the presence of a hole. One can draw infinitely many loops on \( A \), but all such loops can be continuously deformed into each other. Since all possible loops on \( A \) are contractible to a single point, their respective homotopy class is labelled the trivial class.

Now consider \( B \). Any loop that encloses the hole is not contractible to a single point, and hence belongs to a nontrivial class. In fact, there exists a new nontrivial class for each winding number around the hole. The set of all homotopy classes for a given manifold can be used to form a group, where the trivial class is the identity element and the group operation is the addition of loops. For example, adding two loops of winding numbers \( m \) and \( n \) forms a loop of winding number \( m + n \). Such a group of a manifold \( M \) is called the homotopy group of \( M \) or \( \pi_1(M) \). Since the homotopy group of \( A \) consists solely of the trivial class, \( \pi_1(A) \cong 0 \). Since the homotopy group of \( B \) consists of an additional homotopy class for each winding number \( n \in \mathbb{Z} \), \( \pi_1(B) \cong \mathbb{Z} \).

The subscript in \( \pi_1 \) refers to the fact that 1-dimensional loops are used to construct homotopy classes. \( \pi_1 \) is called the first homotopy group or the fundamental group. It is possible to construct higher order homotopy groups from \( n \)-loops, these are denoted \( \pi_n \). Higher order homotopy groups are necessary for detecting higher order defects. For example, consider the circle \( S^1 \) and the sphere \( S^2 \). 1-loops are capable of detecting the hole in \( S^1 \), and ultimately \( \pi_1(S^1) \cong \mathbb{Z} \) following the same line of reasoning as above. However, 1-loops are not capable of detecting the higher dimensional hole in \( S^2 \): all 1-loops are contractible to a single point. Hence, \( \pi_1(S^2) \cong 0 \). Instead, one can use 2-loops (two dimensional closed surfaces). In analogy with the discussion above, there exists a homotopy class of 2-loops for each winding number around the 3-dimensional hole. Hence, \( \pi_2(S^2) \cong \mathbb{Z} \).

General, a manifold \( M \) with \( m \) holes of dimension \( n \) has a homotopy group \( \pi_{n-1}(M) = \mathbb{Z} * \cdots * \mathbb{Z} \cong \mathbb{Z}^m \), since a set of nontrivial winding classes exists for each hole. Ultimately, these homotopy groups allow for a rigorous notion of topological equivalence. Namely, two objects \( A \) and \( B \) are topologically equivalent if \( \pi_n(A) \cong \pi_n(B) \) for all \( n \).

2. Homology

Homology is a framework for computing homotopy. To begin with, let us consider a general graph \( X \) constructed from cells. Generally, an \( n \)-cell is an \( n \)-dimensional object, and the boundaries of an \( n \)-cell are \( n - 1 \) cells. For example, a 0-cell is a point, a 1-cell is a directed line, and a 2-cell is a oriented disk. Any combination of \( n \)-cells is then referred to as \( n \)-chain of the graph \( X \). If \( C_n \) denotes the set of all \( n \)-chains of a graph \( X \), and \( \partial_n \) is the boundary operator of \( n \)-chains, it follows that \( \partial_n : C_n \to C_{n-1} \).
The $n^{th}$ homotopy group of the graph $X$ can then be computed via the $n^{th}$ homology group of $X$:

$$H_n(X) = \frac{Z_n(X)}{B_n(X)} = \frac{\ker(\partial_n)}{\text{im}(\partial_{n+1})} \quad (A1)$$

where $Z_n(X) = \ker(\partial_n)$ refers to the $n$-dimensional cycles of $X$ (called $n$-cycles) and $B_n(X) = \text{im}(\partial_{n+1})$ refers to $n$-dimensional boundaries of $X$ (called $n$-boundaries). To understand the motivation behind this, we consider the two graphs shown in Figure 10. Both graphs possess the same 0-chains and 1-chains, where 0-cells and 1-cells are labelled by 0 and 1-chains respectively. However, graph $B$ possesses an additional 2-cell labelled by $A$. The boundaries of each of the 1-cells are as follows:

$$\partial_1(a) = \alpha - \gamma$$
$$\partial_1(b) = \beta - \alpha$$
$$\partial_1(c) = \gamma - \beta$$
$$\partial_1(d) = \delta - \beta$$
$$\partial_1(e) = \gamma - \delta$$

Any 1-cycle satisfies $\partial_1 = 0$. For example, $a+b+c$ forms a 1-cycle, since $\partial_1(a+b+c) = 0$. To determine all 1-cycles, one can then solve $\partial_1(n_1a + n_2b + n_3c + n_4d + n_5e) = 0$ where $n_i \in \mathbb{Z}$, which yields a system of linear equations. This gives $\ker \partial_1 = \langle a + b + c, a + b + d + e \rangle \cong \mathbb{Z} \oplus \mathbb{Z} \cong \mathbb{Z}^2$, implying their are 2 independent cycles. Since there are no 2-chains, $B_1(A) = 0$. Hence, the homology of $A$ is given by:

$$H_1(A) = \frac{Z_1(A)}{B_1(A)} \cong \frac{\mathbb{Z}^2}{0} = \mathbb{Z}^2 \quad (A2)$$

This is the result one would expect for homotopy: there exists a set of nontrivial homotopy classes for each independent cycle, since each independent cycle corresponds to a hole. However, the process has now been reduced to one of simple linear algebra.

Now let us consider $B$. Since $A$ and $B$ are equivalent in terms of 0-chains and 1-chains, $Z_1(A) = Z_1(B)$. However, $B$ possesses an additional 2-chain given by $A$. Hence, $B_1(B)$ is no longer zero. Instead, since $\partial_2(A) = a + b + c$, it follows that $B_1(B) = \text{im} \partial_2 = \langle a + b + c \rangle \cong \mathbb{Z}$. Hence, the homology of $B$ is given by:

$$H_1(B) = \frac{Z_1(B)}{B_1(B)} \cong \frac{\mathbb{Z}^2}{\mathbb{Z}} = \mathbb{Z} \quad (A3)$$

Once again, this is precisely the expected result for homotopy. Namely, only one of the independent cycles contributes a set of nontrivial winding classes, since the other is filled by a 2-cell. This is the motivation behind computing cycles mod boundaries. Any independent cycle is a hole and hence contributes a set of nontrivial winding classes, unless it is filled by a higher dimensional cell.

To generalize this method to any smooth manifold, one can apply a preliminary triangulation step, in which the manifold is first transformed into a simplicial complex using a homeomorphism (see Section A 3). This general procedure of applying a homology computation following a triangulation is referred to as simplicial homology.

3. Simplices

A simplex is a higher dimension generalization of a triangle. If $\{v_0, ..., v_n\}$ is a set of $n+1$ points or vertices, then an $n$-simplex $\Delta_n$ is described by the convex hull of these points: $\sum_i c_i v_i$ where $\sum_i c_i = 1$ and $0 \leq c_i \leq 1$ are the barycentric coordinates. Following this definition, a 0-simplex is a point, a 1-simplex is a line, a 2-simplex is a filled triangle, and a 3-simplex is a filled tetrahedron (see Figure 11). It additionally follows that the faces of any $n$-simplex are $(n-1)$-simplices. More concretely, the boundary of any $n$-simplex is given by:

$$\partial(\Delta_n) = \sum_{\alpha=0}^{n} (-1)^\alpha \langle \hat{v}_0 \cdots \hat{v}_i \cdots \hat{v}_n \rangle \quad (A4)$$

where the hat symbol denotes omit and each term in the sum denotes an oriented face of the simplex. Following this definition, a simplicial complex is simply a set of connected and disconnected simplices satisfying the following rule: any two simplices that intersect must share a common face.
FIG. 11. Illustration of first four simplices. The faces of any $n$-simplex are $n-1$ simplices. Both the 2-simplex and the 3-simplex are completely filled.