Comparison of three recurrent neural networks for rainfall-runoff modelling at a snow-dominated watershed
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Abstract. In recent years, rainfall-runoff modelling using LSTM has shown high adaptability. However, LSTM requires far more computational costs than traditional RNN. In addition, a different type of RNN, GRU, has been developed to solve this issue of LSTM. Therefore, this study compares the accuracy of the deep learning methods for rainfall-runoff modelling using three deep learning methods in a snow-dominated area. Besides, the setting of hyperparameters may affect accuracy. The accuracy of these deep learning methods was investigated by trying multiple combinations of hyperparameters. The input data were daily temperature data and precipitation data. The results show that GRU gives the highest accuracy in most combinations.

1. Introduction

Application of deep learning is a hot topic in various research fields. Deep learning is nowadays also applied to many kinds of issues in geoscience as summarised in review papers in high-impact journals [1–3]. These applications showed the high potential of deep learning in geoscience.

Rainfall-runoff modelling including flow discharge forecasting may be an issue that deep learning is frequently applied. There is a type of deep learning that is suitable for time series modelling. It is known as the recurrent neural network (RNN). A method categorized into RNN, which is called Long and Short-Term Memory (LSTM) network, has large potential to model time series that has a long-term dependency. Due to this feature of the LSTM, LSTM has been applied for time series modelling in geoscience, especially, rainfall-runoff modelling. For instance, Kratzert et al. (2019) used meteorological data such as precipitation, air temperature, and radiation as input, and then implemented flow discharge models at multiple watersheds in the United States[4]. Some other research groups applied LSTM for flow forecasting [5–7]. Furthermore, Kao et al. (2020), Li et al. (2020), and Xiang et al. (2020) applied the encoder-decoder version of LSTM for flow forecasting [8–10]. The results of these previous studies show the high applicability of LSTM for rainfall-runoff modelling.

Although LSTM has an advantage of accuracy, it has a disadvantage over the traditional RNN. It is known that LSTM requires much more computational resources than the traditional RNN because of the complex structure of LSTM. Due to this issue of LSTM, another type of RNN with a simpler structure, Gated Recurrent Unit (GRU), was developed by Cho et al. (2014)[11]. Jeong and Park (2019)[12] applied GRU and LSTM for groundwater level modelling. The accuracy of GRU is comparable to LSTM. Thus, GRU may also be another good option for rainfall-runoff modelling.
Zhang et al. (2018)[13] applied GRU for flow discharge forecasting at a sewer, and then they showed similar model accuracy between GRU and LSTM.

On the other hand, comparisons among the deep learning methods in the above studies are generally conducted with a single trained result. For the training process of a deep learning method, the initial states of its learnable parameters such as weights and biases are generally set with random values. The randomness of their initial states may affect the accuracy of the trained results. Meanwhile, a deep learning method including the traditional RNN, LSTM, GRU has model options to be set, which are called hyper-parameters. The setting of hyper-parameters may also affect accuracy. The objective of this study is to compare the model accuracy among the traditional RNN, LSTM, and GRU for rainfall-runoff modelling. In order to consider the effects of the initial states of their learnable parameters and their model configuration, the comparisons are conducted with multiple combinations of hyper-parameters. As a study watershed, the Ishikari River watershed is selected. The Ishikari River watershed is a snow-dominated watershed, which is located in the Hokkaido region, Japan. There are long-term dependencies between meteorological variables and flow discharge at a snow-dominated watershed. It may be a suitable issue to compare the three methods.

2. Methods

2.1. Long and Short-Term Memory (LSTM) Network[14]

LSTM is described as follows:

\[ i_s = \sigma(W_{ii} x_s + b_{ii} + W_{hi} h_{s-1} + b_{hi}) \]
\[ o_s = \sigma(W_{io} x_s + b_{io} + W_{ho} h_{s-1} + b_{ho}) \]
\[ f_s = \sigma(W_{if} x_s + b_{if} + W_{hf} h_{s-1} + b_{hf}) \]
\[ g_s = \tanh(W_{ig} x_s + b_{ig} + W_{hg} h_{s-1} + b_{hg}) \]
\[ c_s = f_s \cdot c_{s-1} + i_s \cdot g_s \]
\[ h_s = o_s \cdot \tanh(c_s) \]

where \( i_s, f_s, g_s, \) and \( o_s \) are the input, forget, cell, and output gate at time \( s \). \( h_s, c_s \) are the hidden state and cell state at time \( s \). \( W_{ii}, W_{io}, W_{if}, W_{ig}, W_{hi}, W_{ho}, W_{hf}, W_{hg} \) and \( W_{hg} \) are weights. \( b_{ii}, b_{io}, b_{if}, b_{ig}, b_{hi}, b_{ho}, b_{hf}, \) and \( b_{hg} \) are biases. When \( x_s \) is input, \( x_s \) is used \( h_{s-1} \) is the hidden state at time \( s \). \( h_s \) is a linear transformation of \( c_s \). The internal information of \( c_{s-1} \) is updated by inputting \( x_s \) and \( h_{s-1} \). Finally, \( h_s \) of each LSTM block is linearly transformed, and the total value becomes the \( o_s \).

2.2. Traditional Recurrent Neural Network (RNN)

The traditional RNN can be written by the following equation:

\[ h_s = \tanh(W_{lh} x_s + b_{lh} + W_{hh} h_{s-1} + b_{hh}) \]

where \( h_s, x_s \) are the hidden state and the input at time \( s \). \( h_{s-1} \) is the hidden state at the previous time \( (s - 1) \). \( W_{lh}, W_{hh} \) are input weights. \( b_{lh}, b_{hh} \) are biases. The hidden state is updated each time. Finally, the value obtained by linearly transforming the hidden state is given as output.

2.3. Gated Recurrent Unit (GRU)[15]

GRU consists of the following equations:

\[ y_s = \sigma(W_{iy} x_s + b_{iy} + W_{iy} h_{s-1} + b_{iy}) \]
\[ z_s = \sigma(W_{iz} x_s + b_{iz} + W_{hz} h_{s-1} + b_{hz}) \]
\[ n_s = \tanh(W_{in} x_s + b_{in} + y_s \ast (W_{hn} h_{s-1} + b_{hn})) \]
\[ h_s = (1 - z_s) * n_s + z_s * h_{s-1} \]

Where \( \gamma_s, z_s, \) and \( n_s \) are the reset, update, and new gates at time \( s \). \( h_s \) is the hidden state at time \( s \). GRU is a method that has a simpler structure than LSTM.

2.4. Hyperparameters

The above three methods have various hyper-parameters which are their model options to be set. The input data length (IDL) may be an important hyper-parameter. Rainfall-runoff modelling at a snow-dominated watershed is affected by the snow accumulation and melting processes which leads long term dependencies between the meteorological variables and flow discharge. The hidden state length (HSL) may also be an important hyper-parameter. HSL is equivalent to the number of neurons of a traditional neural network. A deep learning method is generally trained by the mini-batch gradient descent method. This study also utilized the mini-batch gradient descent method. In this case, the batch size needs to be set. Meanwhile, the mini-batch gradient descent method requires a loss function to update its learnable parameters, and an optimization algorithm to adjust the learning rate. Among these hyper-parameters, this study focused on IDL, HSL, and Optimization algorithm. The combinations of hyper-parameters used in this study are tabulated in Table 1-9.

3. Study area and Data

3.1. Study area

The Ishikari River originates from Mt.Ishikari whose altitude is 1,967 meters above sea level. This channel length is 268km, which is the third-largest in Japan. This basin is 14,330km\(^2\), which is the second-largest in Japan. This basin is located at E141°20’45” N43°14’14” alt (Figure 1). This basin which is a snow-accumulated area accumulates a lot of snow in winter. The accumulated-snow period is from November to March, and the snow-melting period is from April to May. The flow discharge in this basin increases significantly compared to other periods.

![Figure 1. Ishikari basin in Japan.](image)

3.2. Input and target data

This study utilizes precipitation and air temperature data as input. The target data are flow discharge data at the study watershed. These data were obtained from different data sources as follows.
3.2.1. Precipitation data. This study obtained daily precipitation from the Asian Precipitation – Highly Resolved Observational Data Integration Towards Evaluation of Water Resource (APHRODITE) [16]. APHRODITE is a gridded observed precipitation dataset at the daily-scale. Its spatial coverage is entire Japan. Its spatial resolution is approximately 5 km. The temporal coverage is from 1900 to 2015.

3.2.2. Air temperature data. The air temperature data except precipitation data were extracted from an atmospheric reanalysis dataset, the fifth generation of the European Centre for Medium-Range Weather Forecasts Re-analysis (ERA5)[17]. The horizontal resolution of ERA5 is approximately 25 km x 25 km (0.25° x 0.25°). The temporal resolution of the provided data is hourly. The ERA5 dataset contains many variables. This study obtained air temperature from the single-level data. The basin average value at the study watershed was calculated from the gridded information at each hour. Then the hourly data were converted into the daily scale after adjusting the time difference between the global time and Japan standard time.

3.2.3. Flow Discharge data. The flow discharge data that are used as the target data in this study were obtained at the Ishikari Ohashi station, which is provided by Water Information System (WIS). WIS is operated by the Ministry of Land, Infrastructure, Transport and Tourism, Japan (http://www1.river.go.jp/). The Ishikari Ohashi station is located at E141°32'32" N43°07'20". The river mouth is 26.60 km downstream from the station. The original data were obtained at hourly-scale. The original flow discharge data were also converted to the daily-scale.

4. Comparison procedure
This study utilized a deep learning framework, PyTorch[18], to develop rainfall-runoff models with LSTM, RNN, and GRU. Daily precipitation and daily mean air temperature were given together to the model as input. The target data are the daily flow discharge at the Ishikari Ohashi station. The dataset was divided into three subsets: the training dataset (1998-2009), the validation dataset (2010-2012), and the test dataset (2013-2015). The models by each deep learning method are trained with the dataset with each combination of the hyperparameters (Table 1-9). To consider the randomness contained in the initial states of the learnable parameters, each method with each hyperparameter combination is trained 100 times. The best result with respect to the losses for the validation dataset is picked up and then evaluated with the test dataset. Then, the three methods are compared with respect to statistical values such as root mean square error (RMSE) and Nash-Sutcliffe efficiency (NSE) for the test dataset. The RMSE decreases as the observed and predicted values approach each other. The accuracy of NSE increases as it approaches 1.0. The accuracy is high when NSE = 0.5 or more. The accuracy of R increases as it approaches 1.0. Meanwhile, these statistical values for the training and validation datasets are also investigated to check the fluctuations in the results due to the randomness in the initial states.

5. Results and Discussions
First, IDL and the optimization algorithm were set to be 365 and Adam, respectively. Then the five HSLs were tried with all the methods. Table 1-3 shows the three statistical values (R, NSE, and RMSE) for the test dataset. For each of the three methods, there is not a linear relationship between the model accuracy and the HSL. All three methods show the highest accuracy with HSL=25. For LSTM, R, NSE, and RMSE are 0.899, 0.801, and 173.8 m³/s, respectively. For RNN, R, NSE, and RMSE are 0.873, 0.759, and 191.1 m³/s, respectively. For GRU, R, NSE, and RMSE are 0.917, 0.837, and 157.2 m³/s, respectively. However, the worst results are found with HSL=100 for LSTM, with HSL=100 for RNN, and with HSL=50 for GRU. On the other hand, GRU shows better results than LSTM and RNN with all the HSL. The R-value for GRU is 0.017-0.041 higher than that for LSTM, and 0.043-0.083 higher than that for RNN. The NSE value for GRU is 0.035-0.085 higher than that for LSTM, and 0.078-0.179 higher than that for RNN. The RMSE value for GRU is 15.6-36.5 m³/s small than that for LSTM, and 33.9-69.8 m³/s smaller than that for RNN.
Figures 2-4 show R, NSE, and RMSE, respectively, for the training and validation datasets that were obtained by three methods with the five HSLs. LSTM and GRU clearly show better results than RNN with respect to all three statistical values. Furthermore, GRU is slightly better than LSTM with respect to its median values. Meanwhile, LSTM and GRU obtained better accuracy with a longer HSL although there is not such a relation between the model accuracy and HSL for the test dataset as shown above. The simulation for the test dataset was obtained with the trained model that shows the best results with respect to the losses for the validation dataset among the 100 trained results as explained above. This indicates that the best result for the validation dataset may not be the best for the test dataset although there is some consistency between them.

Next, HSL and the optimization algorithm were set to be 50 and Adam, respectively. Then the five IDLs were tried with all the methods. Table 4-6 shows the three statistical values (R, NSE, and RMSE) for the test dataset. For LSTM, the best results were obtained with IDL=180. R, NSE, and RMSE are 0.894, 0.796, and 176.1 m$^3$/s, respectively. RNN obtained the best accuracy with IDL=100. R, NSE, and RMSE are 0.877, 0.766, and 188.3 m$^3$/s, respectively. GRU showed the best with IDL=365. R, NSE, and RMSE are 0.909, 0.813, and 168.5 m$^3$/s, respectively. LSTM and GRU seem to show better accuracy with a longer IDL. Similar to the above comparisons, GRU shows better results than LSTM and RNN with all the IDLs. The R-value for GRU is 0.004-0.031 higher than that for LSTM, and 0.004-0.059 higher than that for RNN. The NSE value for GRU is 0.005-0.044 higher than that for LSTM, and 0.005-0.100 higher than that for RNN. The RMSE value for GRU is 2.4-18.7 m$^3$/s small than that for LSTM, and 1.6-39.1 m$^3$/s smaller than that for RNN. Figures 5-7 show the corresponding R, NSE, and RMSE values, respectively, for the training and validation datasets. The three statistical values are worse with IDL=10 for all three methods. With the other IDLs, the results show similar features to those with different HSLs as shown above.

For the last comparison, HSL and IDL were set to be 50 and 365, respectively, and then four optimization algorithms were tried with all three methods. With respect to the statistical values (R, NSE, and RMSE) for the test period (Table 7-9), LSTM and GRU show the highest accuracy with Adagrad while RNN shows the best with Adam. R, NSE, and RMSE for LSTM with Adagrad are 0.903, 0.808, and 170.8 m$^3$/s, respectively. These for GRU with Adagrad are 0.912, 0.823, and 164.0 m$^3$/s, respectively. Unlike the above two comparisons, GRU is not always the best among the three methods. LSTM is the best with RMSprop and Adadelta.

Figures 8-10 show R, NSE, and RMSE, respectively, for the training and validation datasets obtained by the three methods with the four optimization algorithms. The figures show that RNN was stably trained only with Adagrad and Adam. Especially, RNN cannot properly be trained with RMSprop. The training process of GRU was also very unstable with RMSprop. Only LSTM is relatively stable with all the optimization algorithms.

Comparisons between the three methods and each Optimizer have been performed, but none have been compared at the same time. There is not much comparison by HSL or IDL. Therefore, by making this comparison, it was clarified which method is suitable for each hyperparameter.

The results in this study show that GRU has a high potential to obtain high accuracy for rainfall-runoff modelling at a snow-dominated watershed although LSTM has the most complex structure among the three methods. GRU showed the best accuracy with most combinations of hyper-parameters. However, GRU was unstable with RMSprop for the optimization algorithms. These results indicate that the comparisons among the methods should be conducted with some combinations of hyper-parameters.

| Table 1. R for each HSL in the test period. |
|---------------------------------------------|
| HSL  | 10   | 25   | 50   | 75   | 100  |
|------|------|------|------|------|------|
| LSTM | 0.899| 0.899| 0.878| 0.891| 0.873|
| RNN  | 0.855| 0.873| 0.850| 0.859| 0.831|
| GRU  | 0.917| 0.916| 0.909| 0.914| 0.914|
| Table 2. NSE for each HSL in the test period. |
|------------------|-----|-----|-----|-----|-----|
| **HSL** | **10** | **25** | **50** | **75** | **100** |
| LSTM | 0.782 | 0.801 | 0.769 | 0.792 | 0.747 |
| RNN | 0.724 | 0.759 | 0.721 | 0.716 | 0.653 |
| GRU | 0.837 | 0.837 | 0.813 | 0.827 | 0.832 |

| Table 3. RMSE for each HSL in the test period. |
|------------------|-----|-----|-----|-----|-----|
| **HSL** | **10** | **25** | **50** | **75** | **100** |
| LSTM | 181.918 | 173.837 | 187.159 | 177.638 | 195.989 |
| RNN | 204.611 | 191.108 | 205.596 | 207.464 | 229.327 |
| GRU | 157.293 | 157.220 | 168.482 | 162.006 | 159.474 |

| Table 4. R for each IDL in the test period. |
|------------------|-----|-----|-----|-----|-----|
| **IDL** | **10** | **50** | **100** | **180** | **365** |
| LSTM | 0.721 | 0.887 | 0.868 | 0.894 | 0.878 |
| RNN | 0.722 | 0.869 | 0.877 | 0.840 | 0.850 |
| GRU | 0.726 | 0.894 | 0.887 | 0.898 | 0.909 |

| Table 5. NSE for each IDL in the test period. |
|------------------|-----|-----|-----|-----|-----|
| **IDL** | **10** | **50** | **100** | **180** | **365** |
| LSTM | 0.512 | 0.787 | 0.747 | 0.796 | 0.769 |
| RNN | 0.522 | 0.754 | 0.766 | 0.701 | 0.721 |
| GRU | 0.527 | 0.793 | 0.779 | 0.801 | 0.813 |

| Table 6. RMSE for each IDL in the test period. |
|------------------|-----|-----|-----|-----|-----|
| **IDL** | **10** | **50** | **100** | **180** | **365** |
| LSTM | 272.157 | 179.836 | 197.190 | 176.133 | 187.159 |
| RNN | 269.401 | 193.100 | 188.316 | 212.840 | 205.596 |
| GRU | 267.827 | 177.416 | 183.051 | 173.710 | 168.482 |

| Table 7. R for each optimizer in the test period. |
|------------------|-----|-----|-----|-----|
| **OPT** | Adadelta | Adagrad | Adam | RMSprop |
| LSTM | 0.845 | 0.903 | 0.878 | 0.894 |
| RNN | 0.847 | 0.841 | 0.850 | 0.280 |
| GRU | 0.837 | 0.912 | 0.909 | 0.808 |

| Table 8. NSE for each optimizer in the test period. |
|------------------|-----|-----|-----|-----|
| **OPT** | Adadelta | Adagrad | Adam | RMSprop |
| LSTM | 0.714 | 0.808 | 0.769 | 0.796 |
| RNN | 0.707 | 0.693 | 0.721 | 0.00 |
| GRU | 0.701 | 0.823 | 0.812 | 0.631 |
Table 9. RMSE for each optimizer in the test period.

| OPT   | Adadelta | Adagrad | Adam   | RMSprop |
|-------|----------|---------|--------|---------|
| LSTM  | 208.473  | 170.787 | 187.159| 175.764 |
| RNN   | 210.711  | 215.660 | 205.596| 388.869 |
| GRU   | 213.057  | 163.997 | 168.482| 236.647 |

**Figure 2.** $R$ values for the training and validation period.

**Figure 3.** NSE values for the training and validation period.

**Figure 4.** RMSE values for the training and validation period.

**Figure 5.** $R$ values for the training and validation period.

**Figure 6.** NSE values for the training and validation period.

**Figure 7.** RMSE values for the training and validation period.
6. Conclusions
This study compared three deep learning methods, the traditional RNN, LSTM, and GRU for rainfall-runoff modelling at a snow-dominated watershed, which has long-term dependencies between input data (meteorological data) and the target data (flow discharge). In order to consider the effects of the selections of hyper-parameters, the comparisons were conducted with several combinations of hyper-parameters. The results in this study show that the GRU of the three methods is the best accurate in most cases. Therefore, GRU is the best among the three methods with most of the combinations of the hyper-parameters. On the other hand, GRU is worse than LSTM with a few combinations. This indicates that the comparisons among the methods should be conducted with various combinations of hyper-parameters.
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