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Abstract—Adversarial attacks make their success in “fooling” DNNs, and among them, gradient-based algorithms become one of the mainstreams. Based on the linearity hypothesis [1], under \( \ell_\infty \) constraint, sign operation applied to the gradients is a good choice for generating perturbations. However, side-effects from such operation exist since it leads to the bias of direction between real gradients and perturbations. In other words, current methods contain a gap between real gradients and actual noises, which leads to biased and inefficient attacks. Therefore in this paper, based on the Taylor expansion, the bias is analyzed theoretically, and the correction of sign, i.e., Fast Gradient Non-sign Method (FGNM), is further proposed. Notably, FGNM is a general routine that seamlessly replaces the conventional sign operation in gradient-based attacks with negligible extra computational cost. Extensive experiments demonstrate the effectiveness of our methods. Specifically, for untargeted black-box attacks, ours outperform them by 27.5% at most and 9.5% on average. For targeted attacks against defense models, it is 15.1% and 12.7%. Our anonymous code is publicly available: https://github.com/yaya-cheng/FGNM.

Index Terms—Image Classification, Adversarial Attack, Gradient-based Methods.

I. INTRODUCTION

Researchers have noticed that, by applying human-imperceptible perturbations, some “special” inputs will lead DNNs to give unreasonable outputs, which facilitates the born of adversarial attacks [1]–[11]. Although a series of DNNs have shown their incredible performance in computer vision tasks, their vulnerability is still a severe problem as their explosive development in recent years [12]–[18]. It is vital to learn to generate adversarial examples since it can help to evaluate and improve robustness of DNNs.

Several methods have been proposed to craft adversarial examples. In general, adversarial attacks can be grouped into two categories: non-targeted attacks and targeted attacks. For targeted attacks, adversaries should induce victim’s models to output specific wrong label. For non-targeted attacks, adversarial example is expected to mislead victim’s models to output an arbitrary class except the original one. As a popular branch both in targeted and non-targeted attacks, gradient-based methods focus on how to produce proper perturbations based on gradients, such as one-step attacks [1], [5] and iterative-step attacks [2]–[4]. By taking the ascending direction of gradient of an objective function \( \mathcal{L} \), e.g., cross-entropy, perturbations are obtained and adversarial examples are pulled away from the original decision boundary. To make adversarial examples further away from this decision boundary and reduce computational overhead, most gradient-based methods decide to craft adversarial examples by performing sign operations according to the linearity hypothesis [1]. In particular, given a linear model \( \mathcal{F}(x) = w^T x + b \), adversarial perturbations \( \eta \) can increase activation value and this growth is linearly related to weight vector \( w \). Satisfying the max norm constraint on adversarial perturbations, Goodfellow et al. maximize the activation change by assigning \( \eta = \text{sign}(w) \).

However, does sign drive perturbations to the appropriate way? Probably not. Given typical attack method I-FGSM [2] as the baseline, in Figure 2(a), we give a demonstration of the side-effect of sign in the 2D Euclidean space in the last step, where the origin \( O' \) of the coordinate is close to \( \ell_\infty \) \( \epsilon \)-ball. As shown in the figure, gradient \( g \) is extracted as two orthogonal direction, \( u \) and \( v \). Assuming original gradient is composed of \( g = 0.5u + 0.1v \). After sign, the value is exceptional modified to \( \frac{\tau}{\tau} u + \frac{\tau}{\tau} v \), having the included angle

Fig. 1: Visualization on a toy example of climbing mountain with traditional I-FGSM and our I-FGNM variants. Specifically, when adopting I-FGSM, the trajectory is biased due to the limitation of sign. It can not approach the optima and results in oscillation. Our I-FGNM\(_x\) holds the identical step size with I-FGSM in each iteration, but produces a more precise trajectory and is close to the optima. The I-FGNM\(_{\infty}\) considers the trade-off between magnitude and precision in each step and gives the best result.
and give the correction on deviation in direction. Firstly, we introduce Taylor expansion to give a systematic analysis. Specifically, for untargeted attacks, given normally trained models as black-box models, our outperform state-of-the-art attacks by 27.5% at most and 11.3% on average. When transferring our adversarial examples to defense models, we still achieve a noticeable performance gain (i.e., 25.8% at most and 7.0% on average). For targeted black-box attacks against defense models, our FGNM surpasses vanilla methods by 8.3% on average and 18.5% at most.

II. RELATED WORKS

Adversarial attacks are a rising topic in recent advances of artificial intelligence. Although neural networks go deeper and deeper, researchers find they are still vulnerable to specific inputs. In general, adversarial attacks can be classified into three categories: white-box, gray-box, and black-box attacks, which indicates how much information attackers can exploit from the victim's models. White-box attacks have achieved noticeable attack performance since they are able to get all information from the victim's models. White-box attacks have achieved noticeable attack performance since they are able to get all information from the victim’s models [19], [20]. For gray-box attacks, adversaries can only access the output logit or predictions, and adversarial examples are always crafted through huge amount queries [21], [22]. When all information from the victim’s models is unavailable, it becomes the most challenging black-box attack, and current methods always suffer from poor effectiveness. We mainly focus on black-box attacks.

A. Black-box Attacks

Because the decision boundaries of different models are similar, an important property of adversarial examples is their transferability, i.e., resultant adversarial examples generated from the white-box models are also effective for other models [23]. To tackle the poor performance of black-box attacks, several methods have been proposed to improve the transferability of adversarial examples [2]–[5], [7], [24]–[27]. For example, Goodfellow et al. [2] propose the fast gradient sign method to craft adversarial examples with just one step. I-FGSM [2] extends FGSM to an iterative attack and further improves the performance of white-box attacks at the cost of transferability. To further improve the transferability, by creating diverse patterns, DI-FGSM [3] finds adversarial examples which transfer better to black-box models. MI-FGSM [4] employs momentum term into the perturbation generation and achieves noticeable performance gains. TI-FGSM [5] optimizes a perturbation over an ensemble of translated images and achieves translation-invariant attacks. SI-FGSM [24] crafts more transferable adversarial examples with the help of the scale copies of inputs.

B. Defending against adversarial attacks

Good transferability of adversarial examples enables black-box attacks feasible in physical world [12], [14], [28]–[33]. Consequently, a variety of defense methods have been proposed...
to evade the threat of adversarial attacks. Characterized by defense approach, there are several main defense methods. Gradient masking [34]–[36], which hinders attackers from obtaining true gradients, are mainly proposed to protect models from optimization-based attacks. Auxiliary detection models [37] usually need to elaborate auxiliary models for predicting whether input is legitimate or adversarial. Other defense strategies will resort to preprocessing, e.g., image transformations [38]–[40], denoising techniques [41], [42]. Some statistical methods [43] consider distribution of clean and adversarial samples as inconsistent. Therefore they usually detect adversarial examples with the help of statistics for distribution comparison. Defenses based on an ensemble of classifiers [44] are approaches formed by several classifiers. Adversarial training, one of the most powerful defenses methods, trains models to be more robust to adversarial attacks adapted to targeted attacks. We omit to discuss targeted attacks for simplicity.

III. METHODOLOGY

In this paper, we mainly discuss non-targeted attacks, and their targeted version can be simply derived. Formally, given arbitrary input image \( x \in \mathbb{R}^{H \times W \times C} \) with ground-truth label \( y \), non-targeted adversarial example \( x^{adv} \) aims at maximizing loss function \( \mathcal{L}(x^{adv}, y) \) under the \( \ell_p \) norm constraint:

\[
\arg \max_{x^{adv}} \mathcal{L}(x^{adv}, y), \quad \text{ s.t. } \|x^{adv} - x\|_p \leq \epsilon. \tag{1}
\]

To measure the human-imperceptibility of adversarial examples, following previous works [2]–[5], [7], [24], \( \ell_\infty \)-norm is adopted in our work. Specifically, when \( p = \infty \), \( \max \|x^{adv} - x\| \leq \epsilon \).

Some gradient-based attack methods [2], [3], [5] have been proposed to solve the optimization problem (1), e.g., I-FGSM performs \( T \)-step attack with a small step size \( \alpha = \epsilon / T \):

\[
\begin{align*}
x^{adv}_0 &= x, \quad g_t = \nabla_{x^{adv}} \mathcal{L}(x^{adv}, y), \\
x^{adv}_{t+1} &= \operatorname{clip}_\epsilon (x^{adv}_t + \alpha \cdot \operatorname{sign}(g_t)) \cdot 0 \leq t < T, \tag{2}
\end{align*}
\]

where sign operation makes perturbations meet the \( \ell_\infty \)-norm bound as soon as possible, and clip operation is performed to make \( x^{adv} \) satisfy the \( \epsilon \)-ball of \( x \). Specifically:

\[
\begin{align*}
\operatorname{sign}(\cdot) &= \begin{cases} +1, & \cdot > 0 \\
0, & \cdot = 0 \\
-1, & \cdot < 0 \end{cases} \\
\operatorname{clip}_\epsilon(\cdot) &= \min(\max(\cdot, x - \epsilon), x + \epsilon). \tag{3}
\end{align*}
\]

Adopting basic pipeline of I-FGSM, other iterative methods are arranged into similar formulations, where the basic idea is generalized: performing method-specific manipulation on gradients \( g_t \) and then generating perturbations by sign operation.

A. Taylor Expansion of Loss Function

To theoretically solve the optimization problem, i.e., Equation (1), we derive the first-order Taylor polynomial of \( \mathcal{L} \) at the point \( x^{adv}_{t-1} \) as:

\[
\begin{align*}
\mathcal{L}(x^{adv}_t, y) &= \mathcal{L}(x^{adv}_{t-1}, y) + (x^{adv}_t - x^{adv}_{t-1}) \cdot \nabla \mathcal{L}(x^{adv}_{t-1}, y) + \mathcal{R}_1 \\
&= \mathcal{L}(x, y) + \sum_{t=0}^{T-1} (x^{adv}_{t+1} - x^{adv}_t) \cdot g_t + \mathcal{R}_1, \tag{4}
\end{align*}
\]

where \( \mathcal{R}_1 \) is the remainder of first order and \( g_t = \nabla \mathcal{L}(x^{adv}_t, y) \).

Under the \( \ell_\infty \)-norm constraint, we assume \( x^{adv}_{t+1} - x^{adv}_t \) is so small that \( \mathcal{R}_1 \) can be neglected. By denoting \( x^{adv}_t = x^{adv}_{t+1} - x^{adv}_t \), Equation (4) is rewritten as:

\[
\begin{align*}
\mathcal{L}(x^{adv}_t, y) &= \mathcal{L}(x, y) + \sum_{t=0}^{T-1} \| \delta_t \| \| g_t \| \cos (\delta_t, g_t). \tag{5}
\end{align*}
\]

Obviously, \( \sum_{t=0}^{T-1} \| \delta_t \| \| g_t \| \cos (\delta_t, g_t) \) is the key component for maximizing \( \mathcal{L}(x^{adv}_t, y) \), where \( \| \delta_t \| \), \( g_t \) is the magnitude of noises, gradient at iteration \( t \), \( \delta_t, g_t \) is the included angle between \( \delta_t \) and \( g_t \). Although \( \| g_t \| \) also affects the results, we treat it identical in different trajectories by assuming loss function is smooth and gradient does not change rapidly in a small region.

B. Drawbacks of Sign-based Attacks

As mentioned above, \( g_t \) indicates the direction of pulling \( x^{adv}_t \) to increase \( \mathcal{L} \). However, considering that sign coarsely quantifies gradients to \{+1, -1, 0\}, there always exists a bias of direction between the perturbation and gradients. As Figure 3 demonstrates, sign method pushes the point far away from the optima, which indicates the side-effect of this biased gradient manipulation. Based on the analysis in Sec. III-A in following sections we will explain why adopting sign will make Equation (5) sub-optimal and give our approach.

For simplicity, we hypothesize \( g_t \) is non-zero. \( x^{adv}_t \) and \( g_t \) are interpreted as flattened vectors with dimension \( D = H \times W \times C \):

\[
\begin{align*}
x^{adv}_t &= [x^1, x^2, \ldots, x^D]_t, \\
g_t &= [\nabla x^1, \nabla x^2, \ldots, \nabla x^D]_t. \tag{6}
\end{align*}
\]

To make the derivation simple, we select the typical sign-based attack: I-FGSM as our baseline. Then, \( \delta_t = \operatorname{sign}(g_t) \) and \( \cos (\delta_t, g_t) \) is denoted as \( \cos \theta_t \), where:

\[
\cos \theta_t = \frac{\| g_t \| \cdot \operatorname{sign}(g_t)}{\| g_t \| \| \operatorname{sign}(g_t) \|} = \frac{\| g_t \|_1}{\sqrt{\| g_t \|_0 \| g_t \|_1}}. \tag{7}
\]

Here, \( \| g_t \|_1 = \sum |g_{t,i}|, \| g_t \|_0 = D \). Due to the fact that \( \| g_t \|_1 \geq \| g_t \|_0 \) for any vector and \( \| g_t \|_1 = \| g_t \|_0 \) iff the vector is all zero or it only has one non-zero entry, \( \cos \theta \) ranges in:

\[
\frac{1}{\sqrt{D}} \leq \cos \theta \leq 1. \tag{8}
\]

Obviously,

\[
\| \delta_t \| = \alpha \sqrt{D} \tag{9}
\]
Fig. 3: Quiver plot for visualizing gaps between original gradients and actual perturbations in the demo scenario. To approach optima in the fastest way, a step’s magnitude and direction are vital components. In this figure, our FGNM and FGMK take the right step at the starting point. However, the sign method goes far away instead.

\[ \alpha < \| \delta_t \| \cos \theta \leq \alpha \sqrt{D}. \] (10)

Two special cases will make \( \cos \theta = 1 \): a) \( D = 1 \), or b) All values of \( g_t \) are identical, which makes \( \| g_t \| = \sqrt{D} \| g_t \| \).

The derivation of \( \theta_t \) indicates the gap between real gradients and actual perturbations at current iteration \( i \). In fact, special cases mentioned above are nearly impossible to approach in practice, especially in high-dimensional space. Therefore the ideal maximum of \( \| \delta_t \| \cos \theta_t \) is difficult to achieve, and we usually seek the sub-optimal solution of Equation (4).

C. Fast Gradient Non-sign Methods

1) Fixed Scale Approach: To reduce the side-effect caused by sign, Iterative Fast Gradient Non-sign Method (I-FGNM) and other variants are proposed. To distinguish our method, we denote the magnitude of our noise as \( \| \delta' \| \) and the included angle as \( \phi \). An intuitive solution is to perform a linear scale on the \( g_t \) so that \( \| \delta' \| = \| \text{sign}(g_t) \| \) and naturally \( \cos \phi = 1 \geq \cos \theta \). To achieve this, a scale factor \( \zeta \) is defined as:

\[ \zeta = \frac{\| \text{sign}(g_t) \|}{\| g_t \|}, \quad \delta'_t = \alpha \cdot \zeta \cdot g_t. \] (11)

We call this simple solution as I-FGNM since the norm between \( \delta' \) and sign \( (g) \) are equal.

Empirically in iterative algorithms, the step size \( \alpha \) is much smaller than \( \epsilon \). So in the first few steps, our noises are too small to be clipped. We have:

\[ \| \delta_t \| \cos \theta_t \leq \| \delta'_t \| \cos \phi_t = \alpha \sqrt{D}. \] (12)

The derivation shows that \( L \) calculated from our approach will always be greater or equal than the sign approach, according to Equation (12) and (5) if there is no clipping. However, in the last few steps, the accumulated noises of previous steps make \( x_{t+1}^{adv} \) close to the \( \epsilon \)-ball, and it will be more likely to be clipped. In this scenario, the actual noises added in the \( t \)-th iteration will be:

\[ x_{t+1}^{adv} - x_t^{adv} = \text{clip}_\epsilon \left( x_t^{adv} + \alpha \cdot \delta'_t \right) - x_t^{adv}. \] (13)

Clipping introduces biases, i.e., \( \| \delta'_t \| \) decreases and \( \cos \phi_t \) will be smaller than 1. It is complicated to judge the clipped \( \delta'_t \) and \( \delta_t \) which one is better. And instead, we analyze it in a qualitative way. The clipped \( \delta'_t \) contains two parts: The non-clipped component and clipped component. If we only consider the non-clipped one, it still preserves the original gradients and performs linear scale. On the contrary, the clipped one only contains \(-\epsilon \) or \( +\epsilon \). So we treat it as partially distorted. Different from sign \( (g_t) \) which is fully distorted, our mixed vector is more likely to be closed to \( g_t \) than sign \( (g_t) \). Figure 2 demonstrates the analysis on clipping. As the figure shows, the \( u \)-component of \( \delta' \) is reduced to \( \epsilon \) while the \( v \)-component of \( \delta' \) is preserved. The actual perturbation is denoted as \( \delta' \). Easily verified in the figure, the scaled and clipped result \( \delta' \) is closer to \( g_t \). Overall, \( \sum_{t=0}^{T} \| \delta'_t \| \cos \phi_t \) is larger than \( \sum_{t=0}^{T} \| \delta_t \| \cos \theta_t \).

2) Adaptive Scale Approach: Although I-FGNM is applicable for most cases by fixing \( \| \delta'_t \| \), the attack performance is not always guaranteed due to clipped ratio. Empirically, a large clipped ratio hinders the performance of I-FGNM. To consider this ratio formally and comprehensively, we relax the constraint on \( \| \delta'_t \| \) and compose a heuristic method I-FGNMK, where the scale factor of I-FGNMK is set by directly finding the proper value from all possible values:

\[ \text{sort} = \text{Sort} \left( \frac{1}{\| g_t^k \|} \right), \quad g_t^k \in g_t, \] (14)

\[ \zeta = \text{sort}[K]. \]

Specifically, \( \text{sort} \) are calculated and sorted from \( 1/\| g_t^k \| \), then \( \zeta \) is picked by the \( K \)-th biggest value of \( \text{sort} \). As described before, two components (magnitude and direction of noise) essentially influence attack performance. For I-FGNMK, there exists a trade-off between the two components, which is influenced by controlling \( K \). Intuitively, larger \( K \) leads to smaller magnitude, smaller clipped ratio, and larger \( \cos \phi_t \). The Fast Gradient Non-sign Methods is summarized in Algorithm 1

D. Discussion

Our Fast Gradient Non-sign Methods are delivered with two variants, FGNM and FGNK. The former generates noises \( \delta' \) by linearly scaling from \( g \) and keeping the magnitude same as \( \| \text{sign}(g_t) \| \) with a scale \( \zeta \). The latter relaxes the magnitude to consider the trade-off between \( \| \delta' \| \) and \( \cos \phi \). Moreover, the replacement is seamless and universal. Any current FGSM-based attacks are applicable to become FGNM-based attacks, e.g., MI-FGSM, TI-FGSM, DI-FGSM, SI-FGSM, and the computational overhead is negligible.

 Noticed that there also exists another style of attack whose constraint is defined as \( \| x_{t+1}^{adv} - x_t^{adv} \| \leq \epsilon \) (\( \ell_2 \) attacks). We need to clarify the difference between our FGNM and \( \ell_2 \) attacks. Firstly, since the constraint is changed, \( \ell_2 \) attacks are not troubled by the \( \ell_\infty \) constraint, which causes the gradients to be distorted. Secondly, our approaches essentially consider reducing the side-effect of sign operation to leverage the
Algorithm 1: Algorithms of I-FGNM

Input: A classifier \( F \) with loss function \( \mathcal{L} \); input image \( x \) with ground-truth label \( y \); \( T \) iterations; the size of perturbation \( \epsilon \);

Output: Adversarial example \( x_{adv} \) with \( \| x_{adv} - x \|_\infty \leq \epsilon \);

1. Initialize: \( x_0^{adv} = x \), \( \alpha = \epsilon/T \);
2. \( t \leftarrow 0 \);
3. while \( t < T \) do
   /* generation loop of \( x_{adv} -* */
4.   Input \( x_t^{adv} \) to \( \mathcal{L} \) and obtain the gradient
5.   \( g_t = \nabla_x \mathcal{L}(x_t^{adv}, y) \);
6.   Calculate \( \zeta \) by Equation (11) or Equation (14);
7.   Update \( x_{t+1}^{adv} \) by our non-sign operation as \( x_{t+1}^{adv} = x_t^{adv} + \alpha \cdot \zeta \cdot g_t \);
8.   \( t \leftarrow t + 1 \);
end

TABLE I: Hyper-parameters adopted in our experiments for MI-FGSM, DI-FGSM, TI-BIM, and SI-FGSM, respectively. For a fair comparison, our methods use identical hyper-parameters.

| Methods   | Hyper-parameters | Value |
|-----------|------------------|-------|
| MI-FGSM   | Momentum \( \mu \) | 1.0   |
| DI-FGSM   | Transform probability \( p \) | 0.7   |
| TI-BIM    | Kernel length \( W \) | Untargeted 15, Targeted 5 |
| SI-FGSM   | Number of the scale copies \( \epsilon \) | 5     |

performance of \( \ell_\infty \) attacks finally. Therefore, we believe our approaches have advantages among the \( \ell_\infty \) attacks.

IV. EXPERIMENTS

To confirm our analysis and compare with currently state-of-the-art attacks, extensive experiments are conducted in non-targeted and targeted \( \ell_\infty \) attack scenario.

A. Setup

a) Dataset: The ImageNet-compatible dataset in the NIPS 2017 adversarial competition\(^3\) is chosen to evaluate our methods and state-of-the-art attacks. This dataset contains \( 1,000 \) images and is widely used in previous works [3], [4], [6], [24].

b) Models: To give comprehensive statistical analysis, experiments are conducted on eight models, including five normally trained models (NT): Inception V3 (Inc-v3) [46], Inception V4 (Inc-v4) [47], ResNet152 V2 (Res152) [48], Inception-ResNet V2 (IncRes) [49], and DenseNet 161 (Dense161) [50], and three ensemble adversarially trained models (EAT): Inc-v3\(_{ens}\), Inc-v3\(_{ens}\), and IncRes\(_{ens}\) [44].

c) Baselines: As described above, our FGNM are applicable for any FGSM-based methods by directly replacing sign with scale \( \zeta \). In this paper, six currently popular FGSM-based attacks are selected as baselines: I-FGSM [2], MI-FGSM [3], DI-FGSM [4], TI-BIM [5], Pol-FGSM [7] and SI-FGSM [24].

Our boosted versions are denoted as I-FGNM, MI-FGNM, DI-FGNM, TI-BNIM, Pol-FGSM, SI-FGNM, respectively. Both two variants (FGNM\(_{N}\) and FGNM\(_{K}\)) are evaluated.

\( d) \) Hyper-parameters: To make a fair comparison, we follow the previous works [3], [5], [24] to set hyper-parameters. For the generalized parameters, we set \( \epsilon = 16 \) with pixel-level ranges in \( 0 \sim 255 \). And for untargeted iterative method, the total iteration number \( T \) and step size \( \alpha \) are 10 and \( \epsilon/10 = 1.6 \), respectively. For targeted iterative method, they are 20 and \( \epsilon/20 = 0.8 \). As for method-specific hyper-parameters, we adopt the original value reported in their paper, as shown in Table I. Note that our methods will not modify these hyper-parameters.

B. Effectiveness of \( K \)

In this section, we firstly study the effectiveness of \( K \) since it represents the trade-off between magnitude and bias of noises.

To find an appropriate \( K \), given Inc-v3 as white-box models and \( K \) ranging from 1 to \( 299 \times 299 \times 3 \) with interval 500, we firstly craft untargeted adversarial examples using all FGNM\(_{K}\)-based methods and then report the average attack success rate against black-box NT and EAT in Figure 4 and Figure 5 respectively. We also plot the performance of sign-based methods and our FGNM\(_{K}\) methods, which will be discussed in the next sections. As demonstrated from the vast majority of concave curves in Figure 4 and Figure 5. As for NT, we give a unified optimal \( K \) for all methods \( K = 120,000 \). For EAT, \( K = 200,000 \).

A natural question is that why most of the curves corresponding to our FGNM\(_{K}\) in Figure 4 and Figure 5 are concave. In particular, we pick I-FGNM\(_{K}\) to answer this question. As described before, magnitude and bias of noises play a key role in performing successful attack. Therefore, a potential reason for the concave trends is analysis of these two components in Sec III-C1. To confirm the analysis in Sec III-C1, we measure these two values on I-FGNM\(_{K}\). To obtain actual noises added in the \( i \)-th iteration, we compute \( \delta_i = x_{t-i}^{adv} - x_t^{adv} \).

Then, magnitude is computed by \( ||\delta_i||_\infty \) and bias of direction is computed by \( \cos \phi_i = \frac{\delta_i \cdot g_i}{||\delta_i||_2 \cdot ||g_i||_2} \) and they are averaged among whole iterations. The results with respect to \( K \) are placed in Figure 6. This figure shows our idea for presenting the trends of \( ||\delta_i||_\infty \), \( \cos \phi \) when varying \( K \). Particularly, when \( K \) increases, the scale \( \zeta \) decreases, and therefore the generated perturbations will be smaller. Meanwhile, smaller perturbations leads to a smaller clipped ratio, and instead preserves the direction. So the actual \( ||\delta_i||_\infty \) goes down while \( \cos \phi \) goes up. Naturally, there exists a maximum value of \( ||\delta_i||_\infty \) \( \cos \phi \).

C. Comparisons with State-of-the-Art Attacks

1) Performance of untargeted attacks: After finding the optimal \( K \), comprehensive experiments are conducted further to evaluate the effectiveness of our methods against NT and EAT under untargeted setting.

a) Attack against Normally Trained Models: In this section, we study the vulnerability of NT w.r.t different algorithms, including FGNM\(_{N}\)-based, FGNM\(_{K}\)-based, and their corresponding FGSM-based methods. Adversarial examples are crafted via given white-box models by different methods.

\[ \text{Input : } x \quad \text{Output : } x_{adv} \]

\[ \text{Initialize: } x_0^{adv} = x, \quad \alpha = \epsilon/T \]

\[ \text{while } t < T \text{ do} \]

\[ /* \text{generation loop of } x_{adv} */ \]

\[ \text{Input } x_t^{adv} \text{ to } \mathcal{L} \text{ and obtain the gradient} \]

\[ g_t = \nabla_x \mathcal{L}(x_t^{adv}, y) \]

\[ \text{Calculate } \zeta \text{ by Equation (11) or Equation (14)} \]

\[ \text{Update } x_{t+1}^{adv} \text{ by our non-sign operation as} \]

\[ x_{t+1}^{adv} = x_t^{adv} + \alpha \cdot \zeta \cdot g_t \]

\[ t \leftarrow t + 1 \]

end
As shown in Table II, FGNM_N and FGNM_K sustain powerful white-box attack performance since they achieve near 100% success rate against all white-box models. For black-box attacks, our methods are applicable to most attacks, such as I-FGSM, DI-FGSM, TI-BIM, SI-FGSM. Specifically, by integrating FGNM_N with them, our methods surpass I-FGSM, DI-FGSM, TI-BIM, SIFGSM in the black-box manner by a large margin, i.e., on average, 9.8%, 8.6%, 6.8%, 11.4% respectively. For MI-FGNM_N, which is based on cumulative gradients, the gradients are so large that most of the pixels will be clipped if applying FGNM_N to them, and therefore no noticeable performance leverage is obtained by MI-FGNM_N compared with MI-FGSM. By integrating FGNM_K with each FGSM-based method, our methods outperform I-FGSM, MI-FGSM, DI-FGSM, TI-BIM, SI-FGSM for the black-box attacks by 18.7%, 13.3%, 14.1%, 20.3%, 20.7%.

b) Attack against Defense Models: Adversarial training technique is an effective way to evade attacks, especially for black-box attacks. Nevertheless, we still obtain expected results. As placed in Table III, our FGNM_N and FGNM_K achieve the best performance in most cases, especially for I-FGNM_K, DI-FGNM_N, TI-BNIM_K, and SI-FGNM_K, which outperform vanilla methods by 12.0%, 17.2%, 13.3% and 26.4% on average. Results among MI variants are also satisfied, where our MI-FGNM_N obtains 4.2% performance gain on average.

Experiment results demonstrate that in most cases, our fixed scale approach FGNM_K reduces the side effects of sign operation and improves the transferability of adversarial examples. Our adaptive scale approach FGNM_K relaxes restrictions added by FGNM_N with the noise magnitude, adaptively adjusts scale factor, and further improves the attack performance. It is noticeable that performance gap between our FGNM_N and FGNM_K variants is smaller on EAT than NT. Intuitively, due to decision boundaries between EAT and NT being more different than that between NT, adversarial examples generated on NT...
TABLE II: Quantitative comparisons between state-of-the-art attacks on normally trained models. Specifically, Inc-v3, Inc-v4, Res152 and IncRes are adopted to craft untargeted adversarial examples respectively. "*"* denotes the white-box results while others are black-box results.

| Models | Inc-v3 | Inc-v4 | Res152 | Inc-v3 | Inc-v4 | Den16B | Inc-v3 | Inc-v4 | Res152 | Inc-v3 | Inc-v4 | Den16B |
|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| I-FGSM | 25.3   | 25.2   | 14.7   | 21.7   | 22.5   | 10.4   |
| MI-FGSM | 50.9   | 50.9   | 51.1   | 50.9   | 50.9   | 51.1   |
| I-FGNMk (ours) | 49.7   | 45.4   | 46.9   | 49.7   | 45.4   | 46.9   |
| MI-FGNMk (ours) | 99.7*  | 63.7   | 53.1   | 86.9*  | 53.1   | 49.4   |
| I-FGSM | 25.3   | 25.4   | 19.7   | 21.7   | 22.5   | 15.5   |
| MI-FGSM | 50.9   | 50.9   | 51.1   | 50.9   | 50.9   | 51.1   |
| I-FGNMk (ours) | 49.7   | 45.4   | 46.9   | 49.7   | 45.4   | 46.9   |
| MI-FGNMk (ours) | 99.7*  | 63.7   | 53.1   | 86.9*  | 53.1   | 49.4   |
| Res152 | 25.3   | 25.2   | 14.7   | 21.7   | 22.5   | 10.4   |
| MI-FGSM | 50.9   | 50.9   | 51.1   | 50.9   | 50.9   | 51.1   |
| I-FGNMk (ours) | 49.7   | 45.4   | 46.9   | 49.7   | 45.4   | 46.9   |
| MI-FGNMk (ours) | 99.7*  | 63.7   | 53.1   | 86.9*  | 53.1   | 49.4   |

TABLE III: Quantitative comparisons between state-of-the-art attacks on adversarially trained models (EAT). Inc-v3, Inc-v4, Res152, and IncRes are adopted as white-box models to generate untargeted adversarial examples, while EAT are used to test transferability of adversarial examples.

| Attacks | Inc-v3 | Inc-v4 | Res152 | Inc-v3 | Inc-v4 | Den16B | Inc-v3 | Inc-v4 | Res152 | Inc-v3 | Inc-v4 | Den16B |
|---------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| I-FGSM  | 25.3   | 25.2   | 14.7   | 21.7   | 22.5   | 10.4   |
| MI-FGSM | 50.9   | 50.9   | 51.1   | 50.9   | 50.9   | 51.1   |
| I-FGNMk (ours) | 49.7   | 45.4   | 46.9   | 49.7   | 45.4   | 46.9   |
| MI-FGNMk (ours) | 99.7*  | 63.7   | 53.1   | 86.9*  | 53.1   | 49.4   |
| I-FGSM  | 25.3   | 25.4   | 19.7   | 21.7   | 22.5   | 15.5   |
| MI-FGSM | 50.9   | 50.9   | 51.1   | 50.9   | 50.9   | 51.1   |
| I-FGNMk (ours) | 49.7   | 45.4   | 46.9   | 49.7   | 45.4   | 46.9   |
| MI-FGNMk (ours) | 99.7*  | 63.7   | 53.1   | 86.9*  | 53.1   | 49.4   |
| Res152  | 25.3   | 25.2   | 14.7   | 21.7   | 22.5   | 10.4   |
| MI-FGSM | 50.9   | 50.9   | 51.1   | 50.9   | 50.9   | 51.1   |
| I-FGNMk (ours) | 49.7   | 45.4   | 46.9   | 49.7   | 45.4   | 46.9   |
| MI-FGNMk (ours) | 99.7*  | 63.7   | 53.1   | 86.9*  | 53.1   | 49.4   |

more challenging to transfer to EAT, i.e., smaller gap. Similarly, differences in decision boundaries between EAT and NT result in different attack performance against them using the same K, i.e., different trends w.r.t. K in Figure 4 and 5.

c) Effectiveness on Combination of Methods: To further verify the effectiveness of our methods, we also report the results on different combinations of methods: DTI-FGSM, DSL-FGSM, DTSI-FGSM, MDTSI-FGSM, and their FGNMk variants. Specifically, we firstly attack given white-box models using different methods and then transfer resultant adversarial examples to black-box models, including NT and EAT. As demonstrated in Table 4 and 5, our FGNMk and FGNMk substantially improve the transferability of black-box attacks without sacrificing the effectiveness of white-box attacks. In most cases, noticeable black-box attack performance gain is achieved by just applying our FGNMk to original methods, with an average of 41.9%, 9.9% and a maximum of 11.8%, 24.9% for NT and EAT, respectively. The most powerful attacks come from FGNMk variants. For black-box NT, our FGNMk variants outperform state-of-the-art attacks by 11.1% on average and 24.6% at most. For EAT, FGNMk variants achieve comparable results of FGNMk variants, which outperforms state-of-the-art attacks by 24.8% at most and 11.3% on average. Significant performance improvement on the combined version of attack methods confirms the universality and effectiveness of our approach.

2) Performance of targeted attacks: To verify the performance of proposed FGNMk and FGNMk, following setup
of [3], i.e., ensembling models by fusing their logit activations, here we present results of targeted attacks.

**a) Attack against Normally Trained Models**: In Table. VII, we present success rates of targeted attacks against NT. Adversarial examples are crafted on an ensemble of three models (ensemble model) using different methods, and transferred to remaining one model (hold-out model). Percentage of adversarial examples misclassified as target labels by ensemble and hold-out models represents success rate of targeted white-box and black-box attacks, respectively. As demonstrated in the table, attack performance of original methods can be improved in all cases by integrating our FGNM\textsubscript{K} and FGNM\textsubscript{N} with them. Under white-box setting, for example, our DI-FGNM\textsubscript{K}, DI-FGNM\textsubscript{N} surpass DI-FGSM by 3.7\% and 6.8\% (on average), respectively. Under black-box setting, our methods can significantly enhance transferability of adversarial examples regardless of original FFGSM-based methods or ensemble models. In particular, when using I-FGNM\textsubscript{K}, DI-FGNM\textsubscript{K}, TI-BNIM\textsubscript{K} and DTI-FGNM\textsubscript{K}, to transfer to Inc-v3, targeted attack success rates have been increased by 9.3\%, 21.6\%, 11.6\%, and 23.1\% than vanilla methods. Intuitively, a possible reason is that bias of direction between gradients and perturbations caused by sign operations also affects results of targeted attack. Our FGNM\textsubscript{K} and FGNM\textsubscript{N} mitigate this bias and improve success rate of targeted attacks.

**b) Attack against Defense Models**: Applying targeted attacks on EAT is more difficult than NT. For the sake of comprehensiveness, we perform targeted attacks using different methods against EAT. Specifically, we firstly attack an ensemble of five models (three NT and two EAT). Then test targeted black-box, white-box attack results on remaining one EAT model (hold-out model) and ensemble model, respectively. Results are presented in Table. VII. It can be seen that targeted adversarial examples have worse transferability on EAT compared to NT (see Table. VII). DTI-FGSM, DTMI-FGSM, DTPoI-FGSM demonstrate their effectiveness due to use of diverse inputs, metric learning adopting Poincare distance, and translation-invariant attacks. However, the use of
TABLE VI: Success rates on normally trained models of targeted adversarial attacks compared to different methods against an ensemble of white-box models and a hold-out black-box target model. Where “-” indicates hold-out model. “*” denotes white-box results while others are black-box results.

| Models       | Attacks        | -Inc-v3 | -Inc-v4 | -Res152 | -IncRes |
|--------------|----------------|---------|---------|---------|---------|
| I-FGSM       | 99.9*          | 99.9*   | 100.0*  | 100.0*  |
| I-FGNM_k (ours) | 99.9*      | 99.9*   | 100.0*  | 100.0*  |
| I-FGNM_k (ours) | 100.0*   | 100.0*  | 100.0*  | 100.0*  |
| DI-FGSM      | 91.7*          | 91.3*   | 92.2*   | 93.7*   |
| DI-FGNM_k (ours) | 95.7*     | 96.0*   | 94.9*   | 97.2*   |
| DI-FGNM_k (ours) | 99.1*   | 99.1*   | 98.5*   | 99.3*   |
| TI-BIM       | 99.9*          | 99.9*   | 100.0*  | 100.0*  |
| TI-BNI(M_k (ours) | 99.9*     | 99.9*   | 100.0*  | 100.0*  |
| TI-BNI(M_k (ours) | 100.0*  | 100.0*  | 100.0*  | 100.0*  |
| DTI-FGSM     | 90.3*          | 89.7*   | 90.5*   | 94.4*   |
| DTI-FGNM_k (ours) | 95.3*    | 96.1*   | 95.6*   | 96.3*   |
| DTI-FGNM_k (ours) | 98.2*    | 99.0*   | 98.1*   | 99.4*   |

Ensemble

| Models       | Attacks        | -Inc-v3 | -Inc-v4 | -Res152 | -IncRes |
|--------------|----------------|---------|---------|---------|---------|
| I-FGSM       | 1.2            | 0.6     | 0.0     | 0.4     |
| I-FGNM_k (ours) | 4.6        | 3.9     | 0.8     | 3.3     |
| I-FGNM_k (ours) | 10.5      | 5.9     | 1.5     | 6.5     |
| DI-FGSM      | 15.3           | 14.4    | 3.6     | 8.6     |
| DI-FGNM_k (ours) | 22.5       | 25.7    | 8.4     | 19.5    |
| DI-FGNM_k (ours) | 36.9      | 36.2    | 13.1    | 32.1    |
| TI-BIM       | 2.2            | 1.3     | 0.4     | 0.7     |
| TI-BNI(M_k (ours) | 6.4        | 3.3     | 1.6     | 3.7     |
| TI-BNI(M_k (ours) | 13.8      | 10.7    | 3.8     | 8.6     |
| DTI-FGSM     | 16.4           | 14.3    | 4.3     | 10.3    |
| DTI-FGNM_k (ours) | 26.4      | 26.8    | 9.2     | 21.9    |
| DTI-FGNM_k (ours) | 39.5      | 41.0    | 13.7    | 35.8    |

Table VII: Success rates on adversarially trained models of targeted adversarial attacks compared to different methods against an ensemble of white-box models and a hold-out black-box model. Where “-” indicates the hold-out network. “*” denotes the white-box results while others are black-box results.

| Models       | Attacks        | Ensemble | Hold-out |
|--------------|----------------|----------|----------|
| DTPoI-FGSM   | 85.1*          | 91.0*    | 11.5*    |
| DTPoI-FGNM_k (ours) | 97.4*     |         | 13.9*    |
| DTPoI-FGNM_k (ours) | 97.1*    |         | 14.5*    |
| DTPoI-FGNM_k (ours) | 97.7*    |         | 15.4*    |
| DTPoI-FGNM_k (ours) | 97.8*    |         | 16.4*    |
| DTPoI-FGNM_k (ours) | 98.2*    |         | 17.9*    |
| DTPoI-FGNM_k (ours) | 98.3*    |         | 19.6*    |
| DTPoI-FGNM_k (ours) | 98.4*    |         | 21.5*    |
| DTPoI-FGNM_k (ours) | 98.5*    |         | 23.4*    |
| DTPoI-FGNM_k (ours) | 98.8*    |         | 25.3*    |
| DTPoI-FGNM_k (ours) | 99.0*    |         | 27.2*    |
| DTPoI-FGNM_k (ours) | 99.1*    |         | 29.1*    |
| DTPoI-FGNM_k (ours) | 99.2*    |         | 31.0*    |
| DTPoI-FGNM_k (ours) | 99.3*    |         | 32.9*    |
| DTPoI-FGNM_k (ours) | 99.4*    |         | 34.8*    |
| DTPoI-FGNM_k (ours) | 99.5*    |         | 36.7*    |
| DTPoI-FGNM_k (ours) | 99.6*    |         | 38.6*    |
| DTPoI-FGNM_k (ours) | 99.7*    |         | 40.5*    |
| DTPoI-FGNM_k (ours) | 99.8*    |         | 42.4*    |
| DTPoI-FGNM_k (ours) | 99.9*    |         | 44.3*    |

Fig. 7: Histogram of absolute perturbations before clipping at iteration 2, 5, 10 with I-FGNM_k, I-FGNM_k, MI-FGNM_k, and MI-FGNM_k, noises on the right side of the red dashed lines will be clipped. Compared to I-methods, MI-methods produce more perturbations to be clipped. sign operation limits their attack performance. Our approach FGNM_k and FGNM_k mitigates side-effect of sign operation through adopting scale factor and further improves success rate of targeted attacks in most cases. Under white-box setting, our FGNM_k, FGNM_k surpassing FGM-based methods by 6.3%, 12.7% on average and 7.9%, 15.1% at most, respectively. Under black-box setting, it is 7.4%, 8.3% and 11.8%, 18.5%.

D. Analysis

1) Magnitude and precision of noise: For verifying that our method reduces side effects of sign operation, we report magnitude ($\|\cdot\|_2$) and precision ($\cos(\cdot, g)$) of adversarial noises in Table. VIII. Given untargeted adversarial examples generated via NT using different methods, magnitude and precision of noises are averaged among the whole iteration. It can be observed that our FGNM_k variants generate smaller and more accurate noises compared to original methods, i.e., closer to gradient direction. For example, noises generated by I-FGNM_k, MI-FGNM_k is on average 21.1%, 11.2% smaller than corresponding FGM-based methods. It is worth noting that cos value of our fixed scale approach FGNM_k does not reach 1.0 due to clip operation, but it is still higher than original methods I-FGSM, MI-FGSM by 0.4 and 0.2 (on average), respectively. Compared with FGNM_k, our FGNM_k methods generate larger noise magnitudes and smaller cos values because of relaxed constraints on noise magnitudes. Nevertheless, cos value of FGNM_k method is still higher than that of original FGM-based method by 0.2 on average and 0.3 at most. Obviously, both FGNM_k and FGNM_k alleviate
TABLE VIII: Quantitative comparisons of average magnitude $\|\cdot\|$ and precision $\cos\langle\cdot,g\rangle$ of noises. Given Inc-v3, Inc-v4, Res152 and IncRes as white-box models, adversarial examples are crafted by different methods including 1) FGSM-based, e.g., IFGSM, etc., 2) FGNM variants, e.g., I-FGNM,$_K$, etc., 3) FGNMK variants, e.g., I-FGNMK,$_K$, etc., where $K$ is set to 12000.

| Attacks                  | Inc-v3 $\|\cdot\|$ $\cos\langle\cdot,g\rangle$ | Inc-v4 $\|\cdot\|$ $\cos\langle\cdot,g\rangle$ | Res152 $\|\cdot\|$ $\cos\langle\cdot,g\rangle$ | IncRes $\|\cdot\|$ $\cos\langle\cdot,g\rangle$ |
|--------------------------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|
| I-FGSM                   | 20.21 0.63                                    | 20.77 0.61                                    | 21.12 0.59                                    | 21.12 0.60                                    |
| I-FGNM$_K$ (ours)        | *18.51 0.98*                                 | *18.86 0.98*                                 | *18.52 0.99*                                 | *18.92 0.98*                                 |
| I-FGNMK$_K$ (ours)       | 34.94 0.92                                    | 36.60 0.91                                    | 36.48 0.92                                    | 37.00 0.90                                    |
| MI-FGSM                  | 46.10 0.64                                    | 47.20 0.64                                    | 46.90 0.65                                    | 47.38 0.63                                    |
| MI-FGNM$_K$ (ours)       | *35.91 0.82*                                 | *36.11 0.81*                                 | *35.17 0.83*                                 | *35.69 0.80*                                 |
| MI-FGNMK$_K$ (ours)      | 49.47 0.60                                    | 50.48 0.59                                    | 50.39 0.59                                    | 50.45 0.58                                    |
| DI-FGSM                  | 20.61 0.60                                    | 21.18 0.59                                    | 21.40 0.58                                    | 21.42 0.58                                    |
| DI-FGNM$_K$ (ours)       | *18.76 0.98*                                 | *19.03 0.97*                                 | *18.86 0.99*                                 | *18.98 0.97*                                 |
| DI-FGNMK$_K$ (ours)      | 36.56 0.90                                    | 37.47 0.89                                    | 37.39 0.89                                    | 37.62 0.87                                    |
| TI-BIM                   | 21.33 0.67                                    | 21.89 0.64                                    | 23.06 0.61                                    | 23.07 0.63                                    |
| TI-BNIM$_K$ (ours)       | *19.46 0.99*                                 | *19.96 0.98*                                 | *19.86 0.98*                                 | *20.23 0.98*                                 |
| TI-BNIM$_K$ (ours)       | 34.61 0.94                                    | 35.99 0.93                                    | 36.85 0.90                                    | 36.70 0.91                                    |
| SI-FGSM                  | 22.48 0.65                                    | 23.00 0.64                                    | 22.80 0.57                                    | 23.46 0.62                                    |
| SI-FGNM$_K$ (ours)       | *19.99 0.99*                                 | *20.15 0.99*                                 | *19.57 0.97*                                 | *20.25 0.98*                                 |
| SI-FGNMK$_K$ (ours)      | 35.68 0.92                                    | 36.57 0.93                                    | 36.55 0.91                                    | 37.01 0.89                                    |
| DTF-FGSM                 | 21.62 0.65                                    | 21.89 0.64                                    | 22.75 0.62                                    | 23.06 0.63                                    |
| DTF-FGNM$_K$ (ours)      | *19.90 0.98*                                 | *19.96 0.98*                                 | *20.39 0.98*                                 | *20.22 0.98*                                 |
| DTF-FGNMK$_K$ (ours)     | 36.65 0.93                                    | 36.99 0.93                                    | 37.67 0.90                                    | 36.72 0.91                                    |
| DSI-FGSM                 | 23.10 0.64                                    | 23.57 0.63                                    | 23.44 0.62                                    | 24.03 0.59                                    |
| DSI-FGNM$_K$ (ours)      | *20.55 0.98*                                 | *20.52 0.98*                                 | *20.27 0.97*                                 | *20.62 0.97*                                 |
| DSI-FGNMK$_K$ (ours)     | 36.17 0.92                                    | 36.90 0.89                                    | 36.79 0.86                                    | 37.33 0.88                                    |
| DTSI-FGSM                | 25.71 0.67                                    | 26.00 0.64                                    | 26.60 0.66                                    | 28.19 0.62                                    |
| DTSI-FGNM$_K$ (ours)     | *23.23 0.98*                                 | *22.99 0.97*                                 | *23.42 0.97*                                 | *24.16 0.96*                                 |
| DTSI-FGNMK$_K$ (ours)    | 37.09 0.92                                    | 37.61 0.90                                    | 38.38 0.85                                    | 38.74 0.87                                    |
| MDTSI-FGSM               | 41.48 0.67                                    | 41.71 0.62                                    | 42.25 0.66                                    | 43.87 0.62                                    |
| MDTSI-FGNM$_K$ (ours)    | *34.67 0.88*                                 | *34.25 0.85*                                 | *34.22 0.86*                                 | *33.93 0.82*                                 |
| MDTSI-FGNMK$_K$ (ours)   | 47.56 0.71                                    | 47.75 0.67                                    | 48.03 0.67                                    | 48.21 0.62                                    |

Fig. 8: Visualization of adversarial examples. From top to bottom row-by-row: 1) raw images, 2) methods using sign operation, 3) methods with our fixed scale, e.g., I-FGNM$_K$, etc., and 4) methods with our adaptive scale, e.g., TI-BNI$_K$ etc., where $K$ is set to 12,000. From left to right are the basic algorithms adopted. We choose images generated by Inc-v3 white-box and tested them on Inc-v4. The predictions are placed below the images, and misclassified are highlighted in red.
side effects of sign operation and reduce gaps between real gradients and actual noises.

2) Analysis of MI-FGNM: Experimental results show that the performance gain on MI-FGNM is not significant compared with other methods. A potential reason is that MI-FGSM applies momentum term to the perturbations generation. The accumulated noises lead to a larger clipped ratio than other methods and hinder the performance of MI-FGNM. Further experiments are conducted to verify this. Given Inc-v3 as the white-box model, we report the magnitude of noises before clipping over the whole dataset at iteration 2, 5, and 10 using various methods, including I-FGNM, I-FGNM, MI-FGNM, M. As demonstrated in Figure 7, the clipped ratio of I-FGNM at iteration 2, 5, and 10 is 0.07%, 0.03% and 0.8% respectively. For I-FGNM, it is 0.2%, 0.8%, and 1.5%. For MI-FGNM, it is 0.2%, 3.7%, 15%. For MI-FGNM, it is 0.6%, 3.5%, 7.6%. In brief, no more than 0.8% of perturbations in I-FGNM will be clipped, but for MI-FGNM, the percentage increases to 15.0%. The larger clipped ratio distorts the direction of perturbations and decreases the magnitude of the final noise, which further hinders performance of MI-FGNM. Unlike MI-FGNM, MI-FGNM considers the trade-off between magnitude and bias to increase performance.

3) Visualization: Visualizations of adversarial examples are given to give qualitative analysis and confirm the effectiveness of generated perturbations. Specifically, we randomly choose several successful adversarial images for each approach, i.e., I-FGSM, MI-FGSM, DI-FGSM, TI-BIM, SI-FGSM, DTFI-FGSM, DSI-FGSM, DTSI-FGSM, and MDTSI-FGSM and plot the results in Figure 8. In this figure, the first row is the raw image while the remaining rows are adversarial examples crafted by original methods and our FGNM and FGNM variants, respectively. As shown in the figure, noises are difficult to distinguish between original methods and ours visually. Notably, our FGNM variants produce nearly the same adversarial examples with originals, and FGNM variant slightly increases the noise level. The visualization indicates that our methods can easily boost performance without adding significant noises.

V. CONCLUSION

Based on the Taylor expansion, we conduct a comprehensive analysis of gradient-based methods’ sign operation and reveal the gap between real gradients and resultant noises, leading to biased and inefficient attacks. A novel routine named Fast Gradient Non-sign Methods is proposed to correct this gap. Notably, FGNM is a general routine that seamlessly replaces the conventional sign operation in gradient-based attacks with negligible extra computational cost. To confirm the effectiveness of our FGNM, extensive experiments under non-targeted and targeted \( \ell_\infty \) settings are conducted. Significant performance gains are observed compared with state-of-the-art methods. For untargeted black-box attacks, ours outperform them by 27.5% at most and 9.5% on average. For targeted attacks against defense models, it is 15.1% and 12.7%.
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