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Abstract—Reinforcement learning (RL) is a framework to optimize a control policy using rewards that are revealed by the system as a response to a control action. In its standard form, RL involves a single agent that uses its policy to accomplish a specific task. These methods require large amounts of reward samples to achieve good performance, and may not generalize well when the task is modified, even if the new task is related. In this paper we are interested in a collaborative scheme in which multiple agents with different tasks optimize their policies jointly. To this end, we introduce cross-learning, in which agents tackling related tasks have their policies constrained to be close to one another. Two properties make our new approach attractive: (i) it produces a multi-task central policy that can be used as a starting point to adapt quickly to one of the tasks trained for, in a situation when the agent does not know which task is currently facing, and (ii) as in meta-learning, it adapts to environments related but different to those seen during training. We focus on continuous policies belonging to reproducing kernel Hilbert spaces for which we bound the distance between the task-specific policies and the cross-learned policy. To solve the resulting optimization problem, we resort to a projected policy gradient algorithm and prove that it converges to a near-optimal solution with high probability. We evaluate our methodology with a navigation example in which agents can move through environments with obstacles of multiple shapes and avoid obstacles not trained for.
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I. INTRODUCTION

Reinforcement Learning (RL) provides a framework for solving a wide variety of problems in which the system model is not available or it may be intractable [2]. The idea at the core of RL is that an agent can learn the optimal action to take from its experience, gained while interacting with the environment. Specifically, the agent is aware of its current state and chooses an action, after which the next state is reached. Subsequently, after each action is taken, the agent receives a reward from the environment, which regulates the value of the actions chosen. The agent’s objective is to maximize the cumulative reward observed throughout the trajectory of states and actions. Being able to tackle complex systems, RL has found success in applications as diverse as autonomous driving [3], [4], robotics [5], and smart grids [6], among many others.
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Albeit showing success in tackling complex problems, in order to do so RL requires a large number of samples collected from actions and state transitions. Besides, a policy that achieves good performance may work poorly at a different task, even if it is related or akin to the one trained for. The attempt to alleviate these issues is the goal of Multi-Task Learning (MTL) [7], either seeking to leverage information in related tasks, or learning multiple tasks in a collective manner. In a general sense, these approaches exploit the fact that the data collected when learning one task can help learning other similar tasks. There are numerous ways of posing MTL problems. When studied for supervised learning, one could upper bound the distance between the weight vectors of different linear classifiers [8], [9]. In the same vein, one could use convex local proximity constraints [10], [11]. Other approaches attempt to regulate which task should be sampled by maintaining an estimate of each current performance [12]. Recently, a related approach named meta-learning [13], has gained notorious popularity. The twist that makes it different from MTL is that the objective of meta-learning is to find a policy with good generalization with respect to unforeseen tasks. For the interested reader, a more exhaustive survey on multi-task learning can be found in [14].

In this work, we introduce a collaborative form of multi-task learning and meta-learning, which we denote as cross-learning. We introduce convex constraints in the policy space that bound the distance between task specific policies corresponding to different agents. Compared to previous approaches [8], [9], our work does not assume the relationships among tasks to be known. Furthermore, different from [10], [11], we avoid pair-wise constraints via the introduction of a central cross-learned policy. By nature of our proposed formulation, the benefits are twofold, (i) it produces a cross-learned policy that performs well for all the trained tasks, (ii) it produces an individual policy for each task that improves on an equivalent individual policy trained without cross-learning.

We focus on policies which lie on a reproducing kernel Hilbert space, allowing for the approximation of a large class of functions [15], and pose cross-learning as a constrained RL problem. Then we show that the projection onto the resulting set of constraints can be cast as a Quadratically Constrained Quadratic Program (QCQP) [16], and propose a projected policy gradient solution. As an alternative, we offer a simplified formulation in which the coupling is relaxed to be satisfied on average by the policies. The simplified projection admits a closed form solution, both reducing the numerical burden of solving a QCQP per iteration, and clarifying the effect of the projection over the policies. We show the convergence of
the projected gradient ascent method to a neighborhood of the optimal solution with high probability. Further, to handle the memory explosion due to the increasing dimension of the kernel representations, we use [17] and [11] to project the policies to a lower dimensional space without sacrificing convergence guarantees. Finally, we evaluate the proposed cross-learning approach in a navigation problem with multiple obstacles. We show that our cross-learning method produces policies that adapt to different scenarios outperforming their task-specific counterparts, particularly when facing objects not seen during training.

The rest of the paper is structured as follows: Section II introduces RL and its multi-task formulation. A treatment on how to solve the RL problem by means of gradient ascent is covered in Section III. The aspects related to the kernel representations, we use [17] and [11] to project the kernel centers, or knots. Hence, every function $h$ can be represented by a dictionary $D_h = \{s_1, \ldots, s_M\}$ and a set of weights $W_h = \{w_1, \ldots, w_M\}$.

Remark 1. For $p = 1$, $\mathcal{H} = \text{span}\{\kappa(s,s') : s \in \mathcal{S}\}$ is defined as a space of functions spanned by $\kappa(s,s')$, where $\kappa : \mathcal{S} \times \mathcal{S} \rightarrow \mathbb{R}$ consists of a symmetric positive definite kernel, and equipped with the inner product defined by the reproducing property $\langle \kappa(s, \cdot), h(\cdot) \rangle = h(s)$. This inner product induces the norm $\|h\| = (\langle h, h \rangle)^{1/2}$ to be used henceforth. For $p > 1$, $\kappa(s,s') \in \mathbb{R}^{p \times p}$ is a diagonal matrix whose entries satisfy the definition for $p = 1$, and the inner product between two vector valued functions $h$ and $g$ aggregates the $p$ products of their entries. Adopting vector-valued RKHS will allow to define a controller with multiple outputs. The nonparametric nature of RKHS translates into a rich space of policies that operate in continuous spaces, so that we can avoid discretizing variables, optimizing over the policies directly instead of working with possibly inaccurate parameterizations.

Based on its current state, the agent uses its policy to decide its next action to take. While deterministic policies i.e., $a_t = h(s_t)$ are possible, in this work, we focus on stochastic policies. Policies with a random component foster exploration while offering several desirable properties [18]. To this end, we introduce zero-mean multivariate Gaussian noise $\nu_t$, which renders actions to be $a_t = h(s_t) + \nu_t$. Equivalently, we can define the conditional probability of the action given the policy and the state $\pi_h(a|s) : \mathcal{S} \times \mathcal{A} \rightarrow [0, 1]$ as

$$\pi_h(a|s) = \frac{1}{\sqrt{(2\pi\Sigma)}} e^{-\frac{1}{2}(a-h(s))^T \Sigma^{-1}(a-h(s))}$$

where $\Sigma$ is the covariance matrix of the Gaussian distribution. At time $t$, this is equivalent to acting by drawing a sample $a_t \sim \mathcal{N}(h(s_t), \Sigma)$. Ultimately, the objective of the agent is to find a policy $h$ that maximizes the expected discounted returns, given by

$$U(h) \triangleq \mathbb{E}_{s,a} \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) | h \right],$$

where $\gamma \in (0, 1)$ is the discount rate. Lower discount rates $\gamma$ favor myopic agents only concerned about the near future, while $\gamma$ closer to 1 corresponds to farsighted agents that value future rewards more prominently [2]. The expectation in (3) is taken with respect to the whole trajectory of states and actions.

A. Multi-task Reinforcement Learning

Now, we consider the case of multiple tasks. Specifically $N$ tasks, each of them with its expected discounted return $U_i$, for $i = 1, \ldots, N$. The goal of our multitask RL methodology is to learn individual $h_i$ for each task and a common policy $g$ with acceptable level of performance for the tasks. It is expected that information from different tasks would enable enhanced learning performance if the reward data associated to these tasks is correlated. A simple approach would be to directly obtain the individual policies $h_i$ that maximize the discounted return of each of the $N$ tasks separately. Namely,

$$\{h_i^*\} = \arg\max_{h_i \in \mathcal{H}} U_i(h_i).$$
The problem with this formulation is that it is entirely distributed. Hence, this approach is unable to provide any form of generalization across tasks. In other words, and individual policy $h^*_i$ obtained by computing (PI) maximizes the expected discounted reward $U_i$ but it is not trained to achieve any level of performance in $U_j$ for $j \neq i$, rendering no generalization performance across tasks. Furthermore, since, each policy $h^*_i$ is obtained separately by maximizing a particular expected return $U_i$, the data used for policy $h^*_i$ does not contribute to the learning of policies $h^*_j$.

The other possible extreme would be to force a single policy $g$ to maximize the average expected discounted return $U_i$ over the $N$ tasks, therefore learning a policy that performs well on average for all tasks. That is,

$$g^* = \arg\max_{g \in \mathcal{H}} \frac{1}{N} \sum_{i=1}^{N} U_i(g). \quad \text{(PI)}$$

The intuition being this formulation is that while the expected discounted returns of each task $U_i$ might be different from each other, there might exist some correlation among them. However, adopting a common policy $g$ reduces the adaptability of the learning algorithm to each specific task. Besides, when policy $g^*$ is analyzed separately, say for a particular task $U_i$, nothing guarantees individual task performance.

### B. Cross-learning

The drawbacks of the previous approaches are apparent. They either aim to obtain individual policies, as in (PI), or a central policy as in (PII). In order to leverage experience among tasks and achieve a generalization performance we introduce our cross-learning framework. This formulation aims to learn a family of individual task policies $h_i$ together with a cross-learned policy $\tilde{g}$ by solving the following optimization problem,

$$\{\tilde{h}_i, \tilde{g} = \arg\max_{h_i, g \in \mathcal{H}} \sum_{i=1}^{N} U_i(h_i) \quad \text{(PCL)}$$

subject to $\|h_i - g\| \leq \epsilon$, $i = 1, \ldots, N$.

The key guiding principle of our framework is the search for policies that stay close together in the optimization space via the introduction of a measure of centrality $\epsilon$. This novel formulation allows each policy $h_i$ to train in its specific expected discounted return $U_i$ while forcing centrality through the cross-learned policy $\tilde{g}$. Note that since the central policy $\tilde{g}$ is not forced to maximize the sum of expected discounted returns, $g$ will be close to all optimal policies $h_i$ but not necessarily perform on the average of the expected discounted returns as in (PI).

For values of $\epsilon$ sufficiently large, the constraint in (PCL) becomes inactive, rendering problems (PI) and (PCL) equivalent. Problem (PI) can be seen as the unconstrained version of problem (PCL). Likewise, setting $\epsilon = 0$ forces a consensus constraint in which all policies $h_i$ are equal one another, yielding problems (PI) and (PCL) equivalent. Otherwise the $h_i$ policies are brought closer together at the cost of reducing each task’s utility, in exchange of better generalization performance.

With the fully distributed formulation (PI) each agent achieves a specific-task, adjusting its policy $h_i$ separately to optimize its own expected cumulative reward $U_i$ as in (3). In this way, different agents optimize for their own rewards, being agnostic of other agents and their tasks. In contrast, the cross-learning formulation (PCL) couples the rewards through the centrality constraint, bringing policies together and causing the reward information of an agent to spread to the policies of all other agents. The bound $\epsilon$ is a bargaining parameter that tunes how much the goals of others affect each agent policy.

So far we have assumed that the expectations that define each $U_i$ are computable. Otherwise, agents can solve problems (PI) and (PCL) via stochastic RL algorithms as given in Section III for the case when the rewards are not available in closed-form and policies are learned from data. Various learning algorithms exist, but they share in common that the policies are improved sequentially by incorporating reward data that the agents collect while they take actions. An agent running an RL algorithm for (PI) would learn from its own task-specific reward data. Instead, our cross learning formulation yields an RL algorithm in which data acquired by all agents across tasks percolates through the centrality constraint. Collecting data from multiple sources enables enhanced learning performance if these sources are correlated, specially at early stages of the learning process when the amount of data collected per task is limited. In addition, the common policy $g$ can also be used as an after-training policy. This would be the case of an algorithm that, after being trained for multiple tasks, needs to quickly adapt to one of these tasks without necessarily knowing which one. In this sense, this is similar to finding a good initialization point of a learning algorithm for a family of tasks $\{U_i\}$.

### III. Stochastic Policy Gradient

Now that we have formulated the cross-learning problem we will attempt to solve it. Two immediate issues need to be addressed before proceeding to obtain the solution to problem (PCL). First, we will resort to gradient ascent on the objective of the problem, the form of which is given by the policy gradient theorem [18]. Secondly, we need to address the constraints. While we could resort to primal-dual methods [19], [20] to overcome this issue, we prefer to exploit the structure of the set of constraints which form a convex set. Hence, we can compute the projection to this set at each step of the gradient ascent. In this section, we will focus on the computation of the gradient leaving the projection step for next section. Ignoring the constraints $\|\tilde{h}_i - g\| \leq \epsilon$, the update step (pre-projection) for policy $h_i$ at iteration $k$ is given by

$$\tilde{h}^k_i = h^k_i + \eta \nabla_{h_i} U_i(h^k_i), \quad \text{(5)}$$

where $\eta \in (0, 1)$ corresponds to the step size. Upon defining the Q-function $Q_i : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$

$$Q_i(s, a; h_i) \triangleq \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r_t(s_{i,t}, a_{i,t}) \middle| h_i, s_{i,0} = s, a_{i,0} = a \right], \quad \text{(6)}$$

...
Algorithm 1 Unbiased estimate for the gradient of $U_i$

1: Draw $t, T \sim \text{Geom}(\gamma)$
2: Run the system up to time $t$
3: Save $s_{i,t}$
4: Compute $a_{i,t} = h(s_{i,t}) + n_{i,t}$
5: Compute $Q_{i,t} = \hat{Q}_i(s_{i,t}, a_{i,t}, T)$
6: Compute $\hat{w}_{i,t} = \sum (a_{i,t} - h_i(s_{i,t})) (\hat{Q}_{i,t})/(1 - \gamma)$
7: Obtain $\nabla_{h_i} U_i = K(s_{i,t}, \cdot) \hat{w}_{i,t}$

it is shown in [18], [21] that
\[
\nabla_{h_i} U_i(h_i)_{s=s'} = \frac{1}{1-\gamma} \mathbb{E}_{(s,a) \sim \rho_i} \left[ Q_i(s,a; h_i) \kappa(s,s') \Sigma^{-1} (a - h_i(s)) \right]_{h_i},
\]
where the expectation in (7) is taken with respect to discounted occupation measure,
\[
\rho_i(s, a) \triangleq (1 - \gamma) \sum_{t=0}^{\infty} \gamma^t p(s_{i,t} = s, a_{i,t} = a).
\]

The probability density function in (8) depends on the transition probabilities of the system as well as the agent’s policy. This can be shown by expanding the joint probability, which leads to the following expression.
\[
\rho_i(s, a) = \frac{1}{1 - \gamma} \sum_{t=0}^{\infty} \gamma^t \pi_h(a_{i,t}, s_{i,t}) \prod_{u=0}^{t-1} p(s_{i,u+1} | s_{i,u}, a_{i,u}) \pi_h(a_{i,u}, s_{i,u}) p(s_{i,0}).
\]

Since the agent is assumed to not have access to the state transition probabilities, the only available resources to the agent are the states, actions and rewards over a trajectory. This means that the expectation in $U_i(h_i)$ as well as its gradient $\nabla_{h_i} U_i(h_i)$ are not computable. However, we can construct an unbiased estimate $\nabla_{h_i} U_i$ using the available states $s_{i,t}$, actions $a_{i,t}$ and rewards $r_{i,t}$. Two challenges arise in the search for such an estimate. First, we need to estimate the Q-function $Q_i(s,a)$, and secondly, we need to sample from the distribution $\rho_i(s,a)$.

An unbiased estimate $\hat{Q}_i(s,a,T)$ can be found by sampling a geometric variable $T$ with parameter $\gamma$, such that $P(T = 0) = 1 - \gamma$, and adding $T$ consecutive rewards [22], [23]
\[
\hat{Q}_i(s,a,T) = \sum_{t=0}^{T} r_{i,t}.
\]

These rewards are collected by an agent following a trajectory of $T$ steps, starting from state $s$ and action $a$, and using policy $h(s)$ for selecting actions henceforth.

Next we use (10) to find an unbiased estimate of the gradient sampling from (7), i.e.,
\[
\nabla_{h_i} U_i(h_i)_{s=s'} = \frac{1}{1-\gamma} \hat{Q}_i(s,a,T) \kappa(s,s') \Sigma^{-1} (a - h_i(s)).
\]

For (11) to be unbiased, the pair $(s,a)$ must be sampled from the distribution in (8). The procedure to find such a pair is shown in Steps 1–4 of Algorithm 1. Starting from $(s_{i,0}, a_{i,0})$ and selecting the actions according to $h_i(s)$, the agent runs $t$ steps of a trajectory with $t$ drawn from the same geometric distribution again. The final pair $(s,a) = (s_{i,t}, a_{i,t})$ follows the desired distribution $\rho(s,a)$.

The remaining steps of Algorithm 1 are simply an ordered list of instructions to obtain $\nabla_{h_i} U_i$ in (11). Intuitively, selecting a geometric random variable yields a future time instant such that $s_{i,t}$ is representative of the whole trajectory. The weight $\hat{w}_{i,t}$ represents a stochastic sample of the gradient around $s_{i,t}$. The estimate includes a kernel function $\kappa(s_i,t,s')$ which interpolates the gradient to nearby states $s'$. This results in the unbiased estimate of $\nabla_{h_i} U_i$ as stated in the following proposition, which is brought from [23].

**Proposition 1.** The stochastic gradient $\nabla_{h_i} U_i$ is unbiased; i.e., $\mathbb{E}[\nabla_{h_i} U_i] = \nabla_{h_i} U_i$.

**Proof.** The proof can be found in [23] for a generalized version of Algorithm 1 with two-sided weights.

Using this result we run a stochastic gradient ascent iteration, given by the following expression
\[
\tilde{h}_t^k = h_t^k + \eta^k \nabla_{h_i} U_i(h_t^k).
\]

For each step, a new element $\eta^k \nabla_{h_i} U_i$ is added to policy $h_i$ in order to obtain policy $\tilde{h}_t^k$. More specifically, the dictionary and weights of $h_i$ have new elements, $s_{i,t}$ and $a_{i,t}$, and $\tilde{w}_{i,t} = \eta^k \hat{w}_{i,t}$, respectively. State $s_{i,t}$ stands as a knot that specifies a new kernel which is combined into the policy. This procedure presents a major drawback due to memory explosion, with infinite kernels expanding the policy. This problem is addressed by the pruning procedure discussed in the Appendix A. The procedure is based on [17] and discards kernels that are not informative.

While (11) is provably unbiased and (12) has theoretical convergence guarantees [23], the variance of (11) may be high reflecting on a slow speed of convergence of (12). For these reasons, the literature on RL includes several practical improvements. Variance can be reduced by including batch versions of the gradient method, in which several stochastic gradients are averaged before performing the update in (12). One particular case of a batch gradient iteration in [23], averages two gradients sharing the same state $s_{i,t}$ but with actions $a_{i,t}$ and $a'_{i,t}$ in opposite directions. This results in a gradient that favors the action with higher $\hat{Q}(s_{i,t}, a)$. Similarly, using estimates of the advantage function $A(s, a) = Q(s, a) - V(s)$ with respect to the value function $V(s) = \mathbb{E}_a [Q(s, a)]$ the gradient favors actions such that $Q(s, a)$ outperforms its average [24]. Besides these variants for estimating $\nabla_{h_i} U_i$, there are several flavors of the stochastic algorithm [12] that combine subsequent gradients in the update for the purpose of introducing inertia. A prominent example of such an algorithm is the ADAM optimizer [25].

With any of these RL variants being selected, we proceed to combine the stochastic gradients across tasks for a cross-learning algorithm that solve the problem (PCL).
IV. PROJECTED POLICY GRADIENT

In the previous section, we studied the required steps to compute the gradient update for the cost of the cross-learning problem (PCL). Subsequently, the policy that results from the gradient update needs to be projected to the constraint set in (PCL). To this aim, we dedicate the section to this projection.

Let \( \{ \tilde{h}_i, \tilde{g} \} \) denote the set of policies that result from the gradient step in (12). Notice that since the cross-learned policy \( \tilde{g} \) is not a variable in the cost, it remains unchanged after the gradient step. Let \( \mathcal{P}_C \{ h_1, \ldots, h_N, \tilde{g} \} \) denote the projection of \( h_1, \ldots, h_N, \tilde{g} \) into the set of constraints \( C = \{ h_i, g \in \mathcal{H} : \| h_i - g \| \leq \epsilon \} \), which is defined by

\[
\mathcal{P}_C \{ \{ \tilde{h}_i \}, \tilde{g} \} = \arg \min_{\{ \tilde{h}_i \}, g} \sum_{i=1}^{N} \| h_i - \tilde{h}_i \|^2 + \| g - \tilde{g} \|^2 \tag{13a}
\]

subject to \( \| h_i - g \|^2 \leq \epsilon^2, \quad i = 1, \ldots, N \). \( \tag{13b} \)

Given \( \mathcal{P}_C \), the projected stochastic gradient ascent update for problem (PCL) with step size \( \eta^k \) takes the form

\[
\{ \{ h_i^{k+1} \}, g^{k+1} \} = \mathcal{P}_C \{ \{ h_i^k + \eta^k \nabla_h U_i(h_i^k) \}, g^k \}, \tag{14}
\]

which takes into account that the gradient of \( U_i \) with respect to \( g \) is null. The following lemma, which will be called upon throughout the section, establishes that the solution \( h_i \) lays inline between \( \tilde{h}_i \) and \( g \), and \( \tilde{h}_i \), and establishes a useful equation.

**Lemma 1.** If \( \{ \tilde{g}, \tilde{h}_1, \ldots, \tilde{h}_N \} \) and \( \{ g, h_1, \ldots, h_N \} \) are the input and output of the projection operator \( \mathcal{P}_C \), then

\[
h_i = \zeta_i \tilde{h}_i + (1 - \zeta_i) g \tag{15}
\]

with \( \zeta_i \in [0, 1] \subset \mathbb{R} \), and

\[
g - \tilde{g} = \sum_{i=1}^{N} (\tilde{h}_i - h_i). \tag{16}
\]

**Proof.** Writing the Lagrangian for (13) with scalar multipliers \( \mu_i \geq 0, \quad i = 1, \ldots, N \) and setting its derivatives with respect to \( g \) and \( h_i \) to zero, it yields

\[
h_i - \tilde{h}_i + \mu_i (h_i - g) = 0 \tag{17}
\]

\[
g - \tilde{g} + \sum_{i=1}^{N} \mu_i (g - h_i) = 0. \tag{18}
\]

Equation (17) can be rearranged into \( h_i = \frac{1}{1 + \mu_i} \tilde{h}_i + \frac{\mu_i}{1 + \mu_i} g \), which coincides with (15) for \( \zeta_i = 1/(1 + \mu_i) \). Also, adding (17) over \( i \) and substituting the sum in (18) results in (16). \( \blacksquare \)

Fig. 1 shows the effect of the projection \( \mathcal{P}_C \) in a simplified case. For the illustration purpose of Fig. 1, we replace the RKHS \( \mathcal{H} \) by the standard vector space \( \mathbb{R}^2 \). In this case we solve (13) and obtain that vectors \( h_i \) lay at the intersection of the line connecting \( \tilde{h}_i \) with \( g \) (cf., (15)), and the circumference of center \( g \) and radius \( \epsilon \). Policies \( h_i \) are brought together close to the common center \( g \), half-way between the fully separable version (11) in which \( h_i = \tilde{h}_i \), and the strict solution (11) in which all the \( h_i \) would be forced to be equal.

Returning to the RKHS case in which \( g, h_i \in \mathcal{H} \), the following proposition demonstrates how to project \( \tilde{h}_i \) and \( g \) into \( C \) by solving a standard Quadratically Constrained Quadratic Program (QCQP). We focus on the case \( p = 1 \) since a generalization is simple but the notation more involved. The following assumption, which will be satisfied by the RL algorithm, states that the \( h_i \) are finite dimensional, they share \( L \) kernels \( s_1, \ldots, s_L \) with \( g \), and differ in a unique kernel \( s_{L+i} \).

**Assumption 1.** Functions \( \tilde{g} \) and \( h_i \) are given by finite sums of weighted kernels with the following structure \( h_i = \sum_{m=1}^{L+N} a_{mi} \kappa(s_m, s) \), where \( a_{mi} = 0 \) for \( m > L \), \( m \neq L+i \) and \( \tilde{g} = \sum_{m=1}^{L+N} \tilde{c}_m \kappa(s_m, s) \) where \( \tilde{c}_m = 0 \) for \( m > L \).

For notation brevity, collect the coefficients \( a_{mi}, \tilde{c}_m \) in a matrix \( \bar{A} \in \mathbb{R}^{(L+N) \times N} \) and a vector \( \bar{c} \in \mathbb{R}^{(L+N)} \), respectively. Also define \( 1_N \in \mathbb{R}^N \) as the vector of all ones, and \( K \in \mathbb{R}^{(L+N) \times (L+N)} \) as the kernel Gram matrix with elements \( \kappa(s_m, s_n) \). Under this definition the projection can be solved as a QCQP, as detailed in the following proposition.

**Proposition 2.** If \( \tilde{h}_1, \ldots, \tilde{h}_N, \tilde{g} \in \mathcal{H} \) satisfy Assumption 1 then the solution to (13) is given by

\[
h_i = \sum_{m=1}^{L+N} a_{mi} \kappa(s_m, s), \quad g = \sum_{m=1}^{L+N} \tilde{c}_m \kappa(s_m, s), \tag{19}
\]

where the coefficients \( a_{mi}, \tilde{c}_m \), are the entries of the matrix \( \bar{A} \in \mathbb{R}^{(L+N) \times N} \) and vector \( \bar{c} \in \mathbb{R}^{(L+N)} \) that solve the following problem

\[
\text{minimize} \quad \text{tr} \left( (\bar{A} - A)^T K(\bar{A} - A) + (\bar{c} - c)^T K(\bar{c} - c) \right) \tag{20a}
\]

subject to \( \text{diag} \left( (A - c_1^T)^T K(A - c_1^T) \right) \leq \epsilon^2 1_N \). \( \tag{20b} \)

**Proof.** It follows from Lemma 1 that \( h_i \) and \( g \) are linear combinations of \( \tilde{h}_i \) and \( \tilde{g} \), and thus they admit the finite dimensional expansions in (19). The QCQP in (20) follows from expanding the norms in (13) according to (19). \( \blacksquare \)
A. Relaxed Projection

As per Proposition \[2\] in order to solve the cross-learning problem \(\text{PCL}\), we need to solve a QCQP at each gradient step, which may become computationally expensive for policies represented with a large amount of kernels. For a simplified closed-form solution to the projection \((13)\), we consider the following relaxation of the cross-learning problem \(\text{PCL}\), which we denote as relaxed cross-learning,

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{N} U_i(h_i) \\
\text{subject to} & \quad \sum_{i=1}^{N} \|h_i - g\|^2 \leq N\epsilon^2.
\end{align*}
\]

(RCL)

The main difference between the original cross-learning problem \(\text{PCL}\) and its relaxed counterpart \(\text{RCL}\) is the number of constraints. In the relaxed cross-learning problem \(\text{RCL}\) there is only one constraint, which is specified as the average over the \(N\) constraints of the original problem. This results in the reduction to a single Lagrange multiplier, which renders a closed-form solution that can be computed exactly without the need of solving an optimization problem numerically. The associated projection of the relaxed cross-learning problem is,

\[
P_R \left[ \{\bar{h}_i, g\} \right] = \arg \min_{h_i, g \in \mathcal{H}} N \sum_{i=1}^{N} \|h_i - \bar{h}_i\|^2
\]

subject to \(N \sum_{i=1}^{N} \|h_i - g\|^2 \leq N\epsilon^2 \). \hfill (22a)

Notice that we have omitted the term \(\|g - \bar{g}\|^2\) in the cost of \(22\). This simplification plays an important role in obtaining a simpler closed form solution. Notice also that the set of constraints \(\mathcal{R} = \{h_i, g, \in \mathcal{H} : \sum_{i=1}^{N} \|h_i - g\|^2 \leq N\epsilon^2\}\) contains the previous set \(\mathcal{C}\), namely, \(\mathcal{R}\) is a relaxation of \(\mathcal{C}\).

In Fig. 2 we can see the solution of relaxed projection \(P_R\) given by equations \(22\) superimposed to the solution of the original projection \(P_C\) given by equations \(13\). Notice that the centers \(g\) resulting from both projections are shifted one from another, and that the points \(h_i\) in the relaxed version are not at distance \(e\) from the center policy, as it results when using the original projection \(P_C\).

Now, after qualitatively comparing the original projection \(P_C\) to its relaxed version \(P_R\), we will delve into the closed-form solution of the latter. As given in \(22\), \(P_R\) admits the following closed-form solution.

Proposition 3. Given \(\bar{h}_1, \ldots, \bar{h}_N \in \mathcal{H}\), the solution of \(22\) takes the form

\[
g = \frac{1}{N} \sum_{i=1}^{N} \bar{h}_i, \quad h_i = (1 - \psi)g + \psi\bar{h}_i,
\]

where \(\psi = \min \left\{ 1, N\epsilon \left( \sum_{i,j=1}^{N} \|\bar{h}_i - \bar{h}_j\| \right)^{-\frac{1}{2}} \right\} \).

Proof. Equations \(23\) follow from setting to zero the derivatives of the Lagrangian for \(22\) with multiplier \(\mu = 1/(1 - \psi)\). Then \(\psi = 1\) holds when the constraint of \(22\) is inactive, and \(\psi = N\epsilon \left( \sum_{i,j=1}^{N} \|\bar{h}_i - \bar{h}_j\| \right)^{-\frac{1}{2}} \) is obtained by imposing the constraint to be active and substituting \(\|\bar{h}_i - g\|^2 = \frac{1}{N} \left( \sum_{j=1}^{N} (\bar{h}_i - \bar{h}_j) \right)^2 \). \hfill \(\blacksquare\)

As in the case of the original projection \(P_C\) (cf. Lemma 1), the solutions \(h_i\) of the relaxed cross-learning projection \(P_R\) lie on the line between \(h_i\) and \(g\).

Remark 2. From Propositions 2 and 3 it follows that the output of the projections, both the original one and its relaxed version, renders policies that share the same kernels. This observation is instrumental for algorithmic reasons, as it allows us to keep a common dictionary of kernels for all policies. Nevertheless, the size of such dictionary grows linear with the number of iterations. This problem must be handled adequately as otherwise it would lead to memory explosion. The details of this problem and the proposed solution are discussion on the following Section \(\text{V-A}\).

We finish this section by comparing the solutions of the original and relaxed projections, \(P_C\) given by \(13\) and \(P_R\) given by \(22\), to corroborate the observations in Fig. 2. Specifically, we prove that if the input center policy \(\bar{g}\) is close to the mean of the input policies, then the two projected centers are close one each other and the difference between the individual policies is bounded.

Proposition 4. Let \((g, h_1, \ldots, h_N)\) and \((g', h'_1, \ldots, h'_N)\) be the solutions to problems \(13\) and \(22\), respectively. Then, if \(\|\bar{g} - g\| \leq \epsilon\), it follows that \(\|g - g'\| \leq \epsilon\). Moreover, the individual policies satisfy

\[
\|h_i - h'_i\| \leq \epsilon \left( 2 + \sqrt{\frac{N\sum y_i^2}{\sum y_i}} \right) \hfill (24)
\]

where \(y_i^2 = \|h_i - g'\|^2\).

Proof. According to Lemma 1, \(g, h_i\) and \(\bar{h}_i\) are aligned, hence we can write

\[
g = h_i + \delta_i v_i \hfill (25)
\]
where \( v_i = (g - \tilde{h}_i) / \| g - \tilde{h}_i \| \) has norm one and \( \delta_i \leq \epsilon \), with equality if the constraint is active. Define \( u = g - g' \) such that \( \| u \| \leq \epsilon \) by assumption. Combining (16) with (25), together with \( g' = \frac{1}{N} \sum_{i=1}^N h_i \) and \( g - g' = u \), it follows

\[
\begin{align*}
g - g' &= g - g + g - g' = \sum h_i - \sum h_i + u \\
&= Ng' - \sum_i (g - \delta_i v_i) + u.
\end{align*}
\]

After rearranging terms, the triangle inequality yields \( \| g - g' \| \leq \frac{1}{N} \sum_i \| \alpha (u_i) \| + \sum_i \| \delta_i (v_i) \| \leq \epsilon \), as desired.

Using the bound \( \| g - g' \| \leq \epsilon \) just found, we proceed to bound the difference between the individual policies. Adding and subtracting \( g \) and \( g' \) and then applying the triangle inequality we obtain

\[
\| h_i - h'_i \| \leq \| h_i - g \| + \| g - g' \| + \| g' - h'_i \|. \tag{28}
\]

The first term satisfies \( \| h_i - g \| \leq \epsilon \) because \( h_i \) and \( g \) are feasible. The second term is also lower than \( \epsilon \), since \( \| g - g' \| \leq \epsilon \), as previously found. To conclude the proof, observe that according to (23) \( \| g' - h'_i \| \leq \psi \eta_i \leq N \epsilon \psi \eta_i \).

V. CROSS-LEARNING ALGORITHM FOR REINFORCEMENT LEARNING

By the combination of both the gradient step presented in Section IV and the projection discussed in Section IV, we obtain the cross-learning algorithm. The resulting strategy proposed in this paper involves combining the information collected by all agents and projecting them into the set of constraints \( C \). Furthermore, we substitute the gradient \( \nabla_h U_i \) in (14) for a stochastic estimate \( \nabla_h U_i \) obtained by following Algorithm [1] which results in a stochastic version of the projected gradient ascent method; i.e.,

\[
\{ h_i^{k+1}, g^{k+1} \} = P_C \left[ \left\{ h_i^k + \eta \nabla_h U_i(h_i^k) \right\}, g^k \right]. \tag{29}
\]

The overall resulting method is summarized in Algorithm 2. The cross-learning procedure first collects all the stochastic gradients of the expected reward for each task following the task specific policy \( \nabla_h U_i \). Then, the policies are brought together to the distance constraints by the projection \( P_C \). The projection \( P_C[\cdot] \) into set \( C \) can be replaced by its relaxed counterpart \( P_R[\cdot] \) if computation resources are limited. Afterwards, Algorithm 2 has a step to reduce dictionary complexity, named Common Dictionary Kernel Orthogonal Matching Pursuit (CDKOMP), which we discuss next in Section V-A. The algorithm has a stopping condition given by \( \nabla_h U_i(h_i^{k+1}), (h - h_i^{k+1}) \leq \alpha \).

Algorithm 2 Cross-learning algorithm

1: Initialize \( g() = 0, h_i^0() = 0, i = 1, \ldots, N \)
2: repeat for \( k = 0, 1, \ldots \)
3: for \( i = 1, \ldots, N \) do
4: \hspace{1cm} Obtain \( \nabla_h U_i \) via Algorithm [1]
5: \hspace{1cm} end for
6: Project \( \{ h_i^{k+1}, g^{k+1} \} = P_C \left[ \left\{ h_i^k + \eta \nabla_h U_i(h_i^k) \right\}, g^k \right] \)
7: Reduce dictionary elements CDKOMP(\( \{ h_i^{k+1}, g^{k+1} \} \))
8: until \( \| h_i(h_i^{k+1}), (h - h_i^{k+1}) \| \leq \alpha, \forall i, \forall h \in C \)

VI. CONVERGENCE OF THE CROSS-LEARNING ALGORITHM

In this section we provide convergence guarantees of the cross-learning Algorithm 2 to a near-optimal point with high probability.

A. Properties and Assumptions

As a base for convergence analysis, we introduce a set of assumptions that need to be satisfied for all tasks.

Assumption 2. The norm of the gradient of the expected discounted returns \( \nabla_h U_i \) is upper bounded by a constant \( \mu_i \), i.e., for any policy \( \pi \)

\[
\| \nabla_h U_i(f) \| \leq \mu_i. \tag{31}
\]

Assumption 3. The gradients of the expected discounted return \( \nabla_h U_i \) are Lipschitz continuous with constant \( L_i \), i.e., for any two policies \( f_1, f_2 \)

\[
\| \nabla_h U_i(f_1) - \nabla_h U_i(f_2) \| \leq L_i \| f_1 - f_2 \|. \tag{32}
\]

Assumption 4. The expected norm of the square of the stochastic gradient of the expected discounted return \( U_i \) is upper bounded, i.e., for any policy \( f \)

\[
\mathbb{E} \| \nabla_h U_i(f) \|^2 \leq B_i^2. \tag{33}
\]
**Assumption 5.** Given a batch size number $b_i$, used to obtain the stochastic gradient of the expected discounted return $\nabla_{h_i} U_i$, its second moment is upper bounded, i.e., for any policy $f$,

$$
\mathbb{E}[\|\nabla_{h_i} U_i(f) - \nabla_{h_i} U_i(f)\|^2] \leq \frac{\sigma_i^2}{b_i},
$$

(34)

Notice that all of these statements are standard assumptions when dealing with constrained non-convex stochastic optimization problems. Furthermore, they can be shown to be satisfied by assuming that the reward functions $r_i(s, a)$ are upper bounded.

Under these assumptions the proposed method takes the form of a nonconvex projected stochastic gradient ascent algorithm. Therefore, the following convergence analysis for cross-learning makes use of the usual approach to the analysis of these kinds of algorithms. Specifically, we follow an approach similar to that of [26], with the resulting statements tailored to our framework, including the bias introduced by the CDKOMP Algorithm [3] the multi-task formulation and the lack of gradient update for the cross-learning policy $g$.

**B. Convergence Analysis**

For convenience, we begin by defining the cross-learning function $F : H^N \to \mathbb{R}$, which corresponds to the objective function of the cross-learning problem (PCL). This function receives a vector of policies $h = [h_1, \ldots, h_N]$ and returns the sum of the expected discounted returns of each policy $U_i(h_i)$. Namely,

$$
F(h) = \sum_{i=1}^N U_i(h_i).
$$

(35)

Further, we define the gradient of the the cross-learning function $F$ with respect to the policy vector $h$ is given by a vector of the gradients of each expected discounted return $U_i$ with respect to each policy $h_i$, i.e.,

$$
\nabla_h F = [\nabla_{h_1} U_1, \ldots, \nabla_{h_N} U_N].
$$

(36)

Now, let us recall the standard criterion for local maxima (also denoted as a first-order stationary point) over a convex set of constraints $C$.

**Proposition 5.** If $h_i^*$ is a local maximum of the function $U_i$ over the convex set of constraints $C$, then

$$
\langle \nabla_{h_i} U_i(h_i^*), (h - h_i^*) \rangle \leq 0, \quad \forall h \in C.
$$

(37)

**Proof.** See e.g., [27, Proposition 2.1.2].

Notice that, under this condition, if the local maximum of the function $U_i$ is attained by a policy $h_i^*$ inside of the convex set of constraints $C$, then the gradient must be zero, i.e., $\nabla_{h_i} U_i(h_i^*) = 0$. In the case that $h_i^*$ is not in the interior of the set of constraints $C$, then $\langle \nabla_{h_i} U_i(h_i^*), (h_i - h_i^*) \rangle < 0$.

Ideally, the objective would be for Algorithm [2] to achieve a local maximum, for the sum of expected discounted returns of all policies, namely, the cross-learning function defined in equation (35). However, there are practical issues that need to be taken into account. First, it may not be possible to converge to $h_i^*$ in a finite number of steps, rendering problem (PCL) unsolved. On the other hand, if an accuracy level $\alpha$ is admissible, then a neighborhood of the solution $h_i^*$ may be reached in a moderate number of iterations, and the cross-learning Algorithm [2] can be stopped. Thus, we introduce the following definition.

**Definition 1.** Given $\alpha > 0$, $h_i^K$ is a $\alpha$-First-Order Stationary Point (\(\alpha\)-FOSP) of the function $U_i$ over the convex set $C$ if

$$
\langle \nabla_{h_i} U_i(h_i^K), (h - h_i^K) \rangle \leq \alpha, \quad \forall h \in C.
$$

(38)

Notice that Definition [1] is an $\alpha$-relaxation of the standard criterium of a local maximum, rendering equal solutions $h_i^K = h_i^*$ if $\alpha = 0$ (cf. Proposition [5]). Still, the $\alpha$-FOSP condition is not readily met by the stopping condition of the cross-learning algorithm. Since we are unable to compute the value of the expected discounted returns $U_i$, nor obtain its gradient $\nabla_{h_i} U_i$, Algorithm [2] utilizes an unbiased estimate of the gradient of $U_i$, namely $\hat{\nabla}_{h_i} U_i$, as the stopping condition. Hence, given $\alpha > 0$, the cross-learning algorithm will stop at iteration $k = K$ if for all tasks, the following condition is met,

$$
\langle \nabla_{h_i} U_i(h_i^K), (h - h_i^K) \rangle \leq \alpha, \quad \forall h \in C.
$$

(39)

Notice that equation (39) is the stochastic version of equation (38), meaning that for condition (39), the stochastic gradient of $\nabla_{h_i} U_i$, given by $\hat{\nabla}_{h_i} U_i$ is used instead. Another way of expressing the stopping condition of is by its maximum inner product. Hence, the stopping condition of the cross-learning algorithm can be equivalently given by,

$$
\max_{i \in \{1, \ldots, N\}} \langle \hat{\nabla}_{h_i} U_i(h_i^K), (h - h_i^K) \rangle \leq \alpha.
$$

(40)

Notice that imposing the condition (39) for all tasks $i = 1, \ldots, N$ is not the same as using the cross-learning function $\nabla_{h} F(h^K), (h - h^K)$, since we need to ensure that the condition is satisfied for each task.

Now, the challenge arises when using the stochastic condition (39) to stop the cross-learning algorithm, because the $\alpha$-FOSP condition (38) is defined for the deterministic gradient. In the following, we show that if condition (39) is met for a given $\alpha > 0$ and a set of $i = 1, \ldots, N$ tasks by a sequence of $K$ iterates generated by Algorithm [2] then with high probability the resulting policy $h^K$ is an $\alpha$-FOSP of problem (PCL).

We start by showing that before the stopping condition is met, the expected difference between the cross-learning function $F$ at two subsequent iterations $h^K$ and $h^{K+1}$, with $k < K$, is lower bounded.

**Lemma 2.** Consider the iterates $h^K$ generated by Algorithm [2] and the cross-learning function $F$ defined in [35]. If Assumptions [23] hold then, for all iterations before the stopping time condition (39) is met, i.e. with $k < K$, the expected difference in the function $F$ between two subsequent iterations $h^K$ and $h^{K+1}$ is lower bounded by

$$
\mathbb{E}[F(h^{K+1}) - F(h^K)] \geq \gamma_F, \quad k < K,
$$

(41)
where the constant $\gamma_F$ is given by
\[
\gamma_F = \alpha - 3(N + 1) \beta L_{\text{max}} - \sqrt{N + 1} \beta \sum_{i=1}^{N} \frac{\sigma_u}{b_{ui}},
\]
\[
- \sqrt{N + 1} \beta \sum_{i=1}^{N} \mu_i - (3N^2 L_{\text{max}} + \eta) \left(\sum_{i=1}^{N} B_i^2\right),
\]
\[
- \eta \sum_{i=1}^{N} \mu_i \left(\sum_{i=1}^{N} \frac{\sigma_u}{b_{ui}}\right) - \eta \left(\sum_{i=1}^{N} \frac{\sigma_u}{b_{ui}}\right)^2
\]
\[
- \sqrt{N + 1} \beta \sum_{i=1}^{N} \frac{\sigma_u}{b_{ui}}
\]
(42)

where $\eta \triangleq \sup_k \eta_k$ and $L_{\text{max}} \triangleq \max_i L_i$.

Proof. See Appendix [3] \]

The previous lemma shows that by using the iterates generated by Algorithm 2 the cross-learning function $F$ is expected to increase at each step. Notice that, as the constant $\gamma_F$ (which determines the lower bound) depends on the step size of the gradient step $\eta$, the CDKOMP compression budget $\beta$ and the and the batch size $b_{ui}$, it can be arbitrarily selected in order to ensure $\gamma_F > 0$. Next, we use the result of Lemma 2 to show that the expected number of iterations $K$ needed to meet the stopping condition given by equation (39) is necessarily upper bounded.

**Lemma 3.** Consider the iterates $h^K$ generated by Algorithm 2 when satisfying the stopping condition given by (39), i.e., $\langle \nabla_h U_i(h^K), (h - h^K) \rangle \leq \alpha$. Under Assumptions 2-5, given initial policies $h^0$, the expected number of the iterations $K$ needed to reach the stopping condition (39) is upper bounded by
\[
E[K] \leq \frac{E[F(h^K) - F(h^0)]}{\gamma_F}.
\]
(43)

where the constant $\gamma_F$ is given by Lemma 2.

Proof. See Appendix [4] \]

By virtue of Lemma 3 Algorithm 2 is guaranteed to stop after a finite number of iterations. By definition, when the algorithm stops at iteration $K$, the resulting policies $h^K$ meet the conditions in (39). Recall that these conditions are given with respect to the stochastic unbiased estimate of the gradient, $\nabla_h U_i$. In order to guarantee that the policies $h^K$ are an $\alpha$-FOSP of problem (PCL) we need to guarantee the conditions of Definition 1 which involves the deterministic gradient $\nabla_h U_i$. In Theorem 1 we state that these conditions are guaranteed with high probability.

**Theorem 1.** Consider the iterates generated by Algorithm 2

Under Assumptions 2-5, the set of policies $h^K$ generated at the stopping time is an $\alpha$-FOSP of problem (PCL) with high probability. Namely, $\forall h \in C$

\[
\Pr \left( \max_{i \in \{1, \ldots, N\}} \langle \nabla_h U_i(h^K), (h - h^K) \rangle \leq \alpha' \right) \geq 1 - \delta
\]

where $\alpha' = \alpha + 2\max_{i \in \{1, \ldots, N\}} \sigma U_i \sqrt{\frac{1}{b_{ui}}}.$

Proof. See Appendix [5] \]

This result guarantees the convergence of Algorithm 2.

There are several elements to take into consideration regarding the point at which it converges. The approximation $\alpha'$ deviates from $\alpha$ by the proximity factor $\epsilon$ of cross-learning, the high probability guarantee $1 - \delta$, and the bound given by Assumption 5 which can be made arbitrarily small by increasing the batch size $b_{ui}$.

**VII. Numerical Results**

To evaluate the performance of our proposed cross-learning methodology, we resort to a continuous navigation problem with obstacles. We consider the robot model shown in Figure 3. Following this model, the state of the agent is given by $s = (d_o, \phi_o, d_g, \phi_g, \phi_{obs})$, where $d_o$ and $d_g$ are the distances between the agent and the obstacle and goal, respectively; $\phi_o$ and $\phi_g$ are the angles between the agent and the obstacle and the goal; and $\phi_{obs}$ is the angle of occlusion of the obstacle. Real-valued actions $\langle \dot{z}, \dot{\psi} \rangle$ represent the radial and angular velocity of the agent, respectively. Furthermore, we only consider positive $\dot{z}$ actions. The system MDP is formed by the following dynamics
\[
x_{t+1} = x_t + T_s \dot{z}_t \cos(\psi_t),
\]
\[
y_{t+1} = y_t + T_s \dot{z}_t \sin(\psi_t),
\]
\[
\psi_{t+1} = \psi_t + T_s \dot{\psi}_t,
\]
(45)

where $T_s \in \mathbb{R}^+$ is the time step and both $x$ and $y$ are the cardinal points of the agent’s state measured from the point $(0,0)$. Furthermore, for each task, the agent takes actions from a Gaussian distribution with covariance $\Sigma = \text{diag}(0.05, 0.05)$. The mean of this Gaussian distribution is given by a policy formed by the linear combination of Gaussian kernels which are non-symmetric, and their covariance matrix is given by $\Sigma_k = \text{diag}(1, \pi/5, 1, \pi/5, \pi/10)$. The tasks over which the agent will train correspond to navigating environments with different types of obstacles. For all tasks, a collision to an obstacle results in a negative reward $r(s, a) = -100$. Otherwise the reward is mostly given by the distance to goal, specifically $r(s, a) = 10 - 10||d_g||^2$. The starting point of the agent is randomly drawn from $[0, 10] \times [0, 10]$ in the absolute
Agnostic (r = 1) — Agnostic (r = 0.5) — Cross-learning (ε = 3) — Agnostic (r = 2)

Fig. 4. Sample trajectories for the policies obtained after 29,000 training iterations. An environment previously seen during training (circle) and an unseen environment (ellipse) have been chosen for evaluation. Agents trained for a larger radius tend to avoid the obstacles in a more conservative way, while only the cross-learned policy (ε = 3), does so in an efficient manner.

\[ x \times y \text{ axes of the environment. Furthermore, the time step in the MDP dynamics is selected to be } T_s = 0.5. \]  

Other parameters of the system are a discount factor of \( \gamma = 0.9 \), a fixed step size of \( \eta = 0.1 \). A batch version of the stochastic gradient in Algorithm 1 is computed averaging 4 samples per gradient ascent step. Furthermore, to avoid memory explosion an upper bound in the model order is set at 400 kernels.

A. Navigation with a Single Obstacle

In order to study the problem of learning multiple tasks, we consider three scenarios with obstacles that differ in positions and radius. Specifically the obstacles are centered at \( c_1 = (7, 2) \) with radius \( r_1 = 0.5 \) for the first task, \( c_2 = (2, 2) \) with \( r_2 = 1 \) for the second task and \( c_3 = (7, 7) \) with \( r_3 = 2 \) for the third task. We consider five policies which are trained in these scenarios. First, we consider the three policies agnostically trained for each specific task, without considering the data collected by the other agents. Then, we also consider an average policy over all tasks (equivalent to a cross-learning policy with \( \epsilon = 0 \)), and a cross-learning policy with \( \epsilon = 3 \).

For evaluation we use the environments shown in Fig. 4. We sample trajectories to illustrate the behavior of each policy when facing an obstacle with the starting point set at \( s_{\text{start}} = (0.5, 1.5) \) and the goal at \( s_{\text{goal}} = (5, 6) \). Figure 4(a) shows a circular obstacle centered at \( (x_{\text{obs}}, y_{\text{obs}}) = (2.5, 3.5) \). Figure 4(b) shows an ellipse obstacle also centered at \( (x_{\text{obs}}, y_{\text{obs}}) = (2.5, 3.5) \), but elongated along the \( y \)-axis. Specifically, the ellipse is defined by \( \left(\frac{x - x_{\text{obs}}}{\alpha_x}\right)^2 + \left(\frac{y - y_{\text{obs}}}{\alpha_y}\right)^2 \leq 1 \), with \( (\alpha_x, \alpha_y) = (0.5, 2) \).

Overall, all policies are capable of avoiding the circular obstacle in Fig. 4(a). However, the policies trained for a larger radius do so in a conservative way, the more conservative the larger their training radius. Furthermore, as expected, the policy trained for the same radius \( r = 0.5 \) achieves the best performance among those trained by the agnostic agents. However the cross-learned policy with \( \epsilon = 3 \) obtains the best overall performance. This is credited to training on a larger dataset, given the ability of the cross-learning algorithm to combine the data collected by all agents during the process. In contrast, the average policy, given by \( \epsilon = 0 \) crashes against the obstacle. In the case of the ellipse obstacle shown in Fig. 4(b), not only the average policy (\( \epsilon = 0 \)) crashes, but also the one trained for a smaller circular radius of \( r = 0.5 \), as it is incapable of steering around the ellipse. The other agnostic agents trained for larger radius \( (r = 1 \text{ and } r = 2) \) reach the goal but in an excessively conservative way. Similar to the circle case, the policy trained for a larger radius \( r = 2 \) does so in a more conservative manner.

Remark 3. Note that setting \( \epsilon = 0 \) forces consensus on the policies, and this is too restrictive. Alternatively, with \( \epsilon > 0 \), each agent trains a different policy that adapts better to the data.
that it is collecting, and in this example, to adapt to a different radius. Policies are bound together by the constraint, so that the data collected by all agents are combined by the cross-learning algorithm. This data combination allows an agent to easily adapt to an object not seen during training. However, if $\epsilon$ is too large, the cross-learning constraint becomes inactive and the agents are agnostic of each other and the common policy $g$ becomes undetermined (cf. [13]).

A more qualitative look at the behavior of the different policies can be gained by looking at the cost obtained during training. This is shown in Figure 5 where we have plotted the absolute value of the average cost over the training iterations, with cost=reward. The average cost has been obtained after 500 independent trials. We plot three different figures, one for each of the training environments, $r = 0.5$, $r = 1$, and $r = 2$. First, notice that out of the agnostic policies, the one specifically trained for its respective environment outperforms all the rest. For example, in Fig. 5(a), corresponding to the scenario with a radius $r = 0.5$, the agnostic policy trained for $r = 0.5$, outperforms the rest. This behavior is repeated in Fig. 5(b) and 5(c). However, agnostic policies do not perform well in different scenarios to the one being trained on. For example, the policy trained for $r = 0.5$, performs the worst for the scenario with radius $r = 2$ (Fig. 5(b)). This is validated by our previous findings in Fig. 4 as the policy trained with radius $r = 0.5$ has trouble maneuvering around bigger obstacles. More importantly, the cross-learned policy with $\epsilon = 3$ performs comparably well to the task-specific policy in each case, even performing better in the case of $r = 2$ (Fig. 5(c)). In contrast, as observed before, the average policy ($\epsilon = 0$) underperforms for all the scenarios.

The adaptability of the cross-learned policy can be seen more clearly in Figure 6. In this figure, we plot the absolute value of the average cost over the three tasks. Overall, any of the agnostically trained policies, if averaged over tasks, performs similarly. This is also the case of the average policy ($\epsilon = 0$). In contrast, the cross-learned policy ($\epsilon = 3$) outperforms the rest of the policies.

B. Navigation with Multiple Obstacles

Recall that the robot model introduced in Fig. 3 operates on a local frame. Thus, we can use the training on an individual obstacle and goal to study the generalization capabilities of our proposed method to multiple goals and obstacles of different shapes and sizes. To this end, we consider the scenario shown in Figure 7. The same policies trained in the environment described in the previous section are evaluated in this new environment. The agents start at $[0.5, 1.5]$ and navigate to a series of subsequent objectives in the following order $goal_1 = [5, 6]$, $goal_2 = [5.5, 1.5]$, and $goal_3 = [11, 5]$. The state of the agent is determined by the current goal and the closest obstacle.

First, notice that as in the single goal and obstacle navigation case of Fig. 4, the average policy ($\epsilon = 0$) fails to navigate, crashing against the first obstacle on its way to the first goal. Compared to this, the agnostically trained policies perform slightly better. The agnostic policy for $r = 0.5$ performs well when avoiding the obstacles with similar small radius, but then crashes to the larger ellipse. The policy trained for the larger radius ($r = 2$) avoids obstacles in a more conservative way, which ultimately prevents it from navigating to the last goal, overshooting and then crashing into the ellipse as well. However, the policy trained with the obstacle of radius $r = 1$ succeeds in navigating to through all the goal, even though it does so in a conservative way. Compared to all of the agnostically trained policies, the cross-learned policy ($\epsilon = 3$) navigates faster through the environment, achieving all the goals and avoiding all the obstacles.

VIII. CONCLUSIONS

We have introduced cross-learning as a framework for training policies in multiple tasks jointly. Posed as a constrained optimization problem, the learning strategy maximizes task specific rewards while coupling the policies together. The cross-learning policies live in between agnostic policies that train for their individual tasks separately, and consensus policies that train for average rewards. In between these two extremes, the policies gain the capability of learning to
maximize separate rewards but sharing training data acquired across tasks. This capability makes the cross-learning policies successful at two novel aspects. It produces a central policy that can be used as starting point to adapt quickly to one of the tasks trained for, in a situation when the agent does not know which task is currently facing. Moreover, this central policy generalizes better to tasks related but different to those seen during training. These improvements are obtained through a projected stochastic gradient ascent algorithm that incorporates state and reward data sequentially, converging with high probability to a near optimal policy. We have studied the properties of the required projection step, finding a relaxed formulation with a closed-form solution, useful when the computational resources are limited, and added an extra projection to curtail the number of kernels in order to avoid memory explosion. Numerical results over navigation tasks have shown that policies can avoid obstacles not trained for, and can function through environments with obstacles of multiple shapes.

**Appendix A**

**Common Dictionary Kernel Orthogonal Matching Pursuit (CDKOMP)**

In this appendix, we cover the required procedure to reduce the policies to a lower dimensional space. Starting by setting all the N policies at iteration k = 0 to zero, i.e., \( h_0^k = 0 \), each stochastic gradient ascent iteration results in new policies

\[
\hat{h}_i^k = h_i^k + \eta^k \nabla h_i U_i(h_i^k), \quad i = 1, \ldots, N,
\]

where \( \eta^k \in (0, 1) \) is the step size and \( \nabla h_i U_i(h_i^k) \) are obtained by the unbiased estimate for the gradient of \( U_i \) given by Algorithm 1. For the matter of Algorithm 2, cross-learning policy \( g \) can be considered as one policy whose gradient is always 0, namely \( g^k = g^k \). Herein, cross-learning policy \( g \) will be treated as any other policy.

Policies \( h_i \) can be represented by their respective dictionaries by rewriting

\[
\eta^k \nabla h_i U_i(h_i^k) \cdot = w_{i,k} k(s_i, h_i^k).
\]

Thus, resulting at the \( k \)-th iteration in the dictionary \( h_{k+1} = \{s_i, \ldots, s_i, M_i\} \) and weights \( W_{k} = \{w_{i,1}, \ldots, w_{i,M_i}\} \). A priori, each policy \( h_i \) may have a different number of kernels in their dictionaries, meaning that \( M_i \neq M_j \), for \( i \neq j \). However, this cannot happen because of Assumption 1 which states that all dictionaries should only differ in one kernel, which is the last kernel obtained via the unbiased estimate Algorithm 1. Thus, at the \( k \)-th iteration, all \( \{h_i^k\}, g^k \) policies must have \( L^k \) kernels and the policy \( h_{k+1} \) produced after the gradient ascent step, \( L^k + 1 \) kernels. Notice that the gradient ascent step adds no kernel to \( g^k \). Hence, when reducing the complexity of the dictionary, an element is either eliminated from all dictionaries or not eliminated from any of them.

After obtaining an unbiased estimate for the gradient of \( U_i \) via Algorithm 1 and computing the gradient ascent, we perform the cross-learning projection (13) or its relaxed version (22) and obtain the next policy,

\[
(\{\hat{h}_i^{k+1}\}, \hat{g}^{k+1}) = \mathcal{P}_\mathcal{C} \left( \{h_i^k + \eta^k \nabla h_i U_i(h_i^k)\}, \hat{g}^k \right).
\]

In this case, after the projection, all policies \( \hat{h}_i^{k+1} \) and \( \hat{g}^{k+1} \) will have the same number of kernels \( L_{k+1} = L_k + N \). If no kernel is eliminated from the dictionary, at time \( k \), the \( N + 1 \) policies will each have \( kN \) number of kernels. This ultimately can result in computational problems as \( k \) increases. Thus, we aim to find a way to reduce the number of kernels while maintaining their function approximation capabilities. Hence, we compute the approximation error of eliminating each element in the dictionary. Abusing notation, we omit the step \( k \) in the notation, as what follows is independent from the iteration step and we will refer to the cross-learning policy \( \hat{h}_{N+1} = g \). Defining \( \hat{h}_i \) by dictionary \( D_{\hat{h}_i} = \{s_i, \ldots, s_i, L_i\} \) and the vector of stacked weights \( w_{\hat{h}_i} = [w_{i,1}^T, \ldots, w_{i,L_i}^T] \), we refer to \( \hat{h}_j^i \) with \( j \in \{1, \ldots, L\} \) as the policy that has the same kernel centers as \( D_{\hat{h}_i} \) but not element \( s_j \). Then, we can compute the minimum distance between \( h_i \) and \( \hat{h}_j^i \) as, follows

\[
e(j, \hat{h}_i) = \min_{w_{\hat{h}_i}^j} \| \hat{h}_i - \hat{h}_j^i \|_2^2
\]

by substituting \( \hat{h}_i \) and \( \hat{h}_j^i \) by their weights and dictionary representation and defining the block matrices \( K_{s_i} \) whose \((l,m)\)-th blocks of size \( p \times p \) are \( K(s_i, s_m) \), with \( s_i, s_m \in D_{\hat{h}_i} \) in \( K_{D_{\hat{h}_i}} \), \( D_{\hat{h}_i} \), \( s_i, s_m \in D_{\hat{h}_i} \) in \( K_{D_{\hat{h}_i}} \) and \( s_i, s_m \in D_{\hat{h}_i} \) in \( K_{D_{\hat{h}_i}} \). Notice that element \( w_{\hat{h}_i}^j \) is constant in the minimization, as it does not depend of \( w_{\hat{h}_i} \).

Furthermore, the previous problem is a least-squares which close form solution can be given by

\[
w_{\hat{h}_i}^* = K_{D_{\hat{h}_i}}^T K_{D_{\hat{h}_i}} d_{\hat{h}_i} w_{\hat{h}_i},
\]

where \((\cdot)^\dagger\) denotes the Moore-Penrose pseudo-inverse. After arguing that the policies share the kernel centers, and ergo share their dictionaries \( D_{\hat{h}_i} \), we have obtained a closed-form solution to the error of taking one element out of the dictionary. Now, we can evaluate which the kernel eliminations renders the smallest error in all of the policies. First, we must compute the largest error per element in all of the policies,

\[
\hat{e}(j) = \max_{i \in \{1, \ldots, N\}} e(j, \hat{h}_i),
\]

where \( e(j, \hat{h}_i) \) is the error obtained by equation (48). Hence, \( \hat{e}(j) \) denotes the maximum error in all policies if the \( j \)-th kernel were to be eliminated. This means that if \( \hat{e}(j) \) is small, the error of eliminating kernel \( j \) in all policies is small. Now, we need to compute which element renders the smallest error. Namely,

\[
\hat{e}^* = \min_{j \in \{1, \ldots, L\}} \hat{e}(j).
\]

As mentioned earlier, our goal is to eliminate an element from the dictionary, as long as the error that we incur is upper bounded by a value \( \beta \). Hence, if \( \hat{e}^* < \beta \), element \( j^* \) being the one that verifies \( \hat{e}^* = \hat{e}(j^*) \) is removed. The final result of this pruning process are \( N \) functions \( h_i^{k+1} \) that are less than
\[ \beta > D \] then the resulting policies \( h_{k+1} \) is shown in Algorithm 3. This process can be equivalently the Common Dictionary Kernel Orthogonal Matching Pursuit (CDKOMP) close to the functions before the pruning procedure and

**Proposition 6.** The projection to pruned dictionary step in Algorithm 3 is equivalent to running biased projected gradient ascent, with bias

\[ \{h_{k+1}^i\}, g_{k+1} = P_{H_{D_k}} \left[ \mathcal{P}_C \left[ \{h_k^i + \eta^k \nabla h, U_i(h_k^i)\}, g^k \right] \right]. \]

Now, after showing that the pruning procedure can be seen as a projection over a lower dimension space, we show that this projection is equivalent to running a biased projected gradient ascent.

**Proof.** Let us define the difference between the policy vector \( \mathbf{h} \) at iteration \( k \) and \( k + 1 \) by \( \Delta \mathbf{h}^k = h_{k+1} - h_k \). Let us also define the internal product between two policy vectors \( \langle h_{k+1}^i, h_k^j \rangle = \sum_{i=1}^N h_{k+1}^i h_k^j \), which induces the norm \( ||\mathbf{h}|| = \sqrt{\sum_{i=1}^N ||h_i^k||^2} \).

Applying the Mean Value Theorem in each policy \( h_i \), for \( f_i = \lambda_i h_{k+1}^i + (1 - \lambda_i) h_k^i \), with \( \lambda_i \in [0, 1] \) and \( i = 1, \ldots, N \), we have that

\[ F(h_{k+1}^i) - F(h_k^i) = \langle \nabla h_i F(f), \Delta h_i \rangle, \]

where \( f = [f_1, \ldots, f_N] \). Adding and subtracting the stochastic gradient of equation (56), i.e., \( \langle \nabla h_i F(f), \Delta h_i \rangle \) we have

\[ F(h_{k+1}^i) - F(h_k^i) = \langle \nabla h_i F(h_k^i), \Delta h_i \rangle + \langle \nabla h_i F(f) - \nabla h_i F(h_k^i), \Delta h_i \rangle \]

As the maximum stopping condition (39) is not met for \( k < K \), we can define \( j \) as the index at which the maximum internal product \( j = \arg \max_{k} \langle \nabla h_i U_i(h_k^i), \Delta h_k^i \rangle \) is obtained. By virtue of the stopping condition (39) and Cauchy-Schwarz inequality we obtain,

\[ F(h_{k+1}^i) - F(h_k^i) = \langle \nabla h_i U_i(h_k^i), \Delta h_k^i \rangle + \sum_{i=1, i \neq j}^N \langle \nabla h_i U_i(h_k^i), \Delta h_k^i \rangle + \langle \nabla h_i F(f) - \nabla h_i F(h_k^i), \Delta h_k^i \rangle \]

Using the fact that the stopping condition (39) is not met for \( k < K \), we can define \( j \) as the index at which the maximum internal product \( j = \arg \max_{k} \langle \nabla h_i U_i(h_k^i), \Delta h_k^i \rangle \) is obtained. By virtue of the stopping condition (39) and Cauchy-Schwarz inequality we obtain,

\[ F(h_{k+1}^i) - F(h_k^i) = \langle \nabla h_i U_i(h_k^i), \Delta h_k^i \rangle + \sum_{i=1, i \neq j}^N \langle \nabla h_i U_i(h_k^i), \Delta h_k^i \rangle + \langle \nabla h_i F(f) - \nabla h_i F(h_k^i), \Delta h_k^i \rangle \]

Observe that the previous inequality holds as adding the \( j \)-term to the policy vector increases its norm. Then, adding and subtracting the internal product between the deterministic
gradient and the difference $\nabla h^k, \langle \nabla h F(h^k), \Delta h^k \rangle$, the right hand side of the previous expression can be rewritten as,

$$F(h^{k+1}) - F(h^k) \geq - ||\nabla h F(h^k)|| ||\Delta h^k|| - \langle \nabla h F(h^k) - \nabla h F(h^k), \Delta h^k \rangle - \langle \nabla h F(T) - \nabla h F(h^k), \Delta h^k \rangle.$$  

(61)

Applying Cauchy-Schwartz inequality and explicitly rewriting the internal product between the cross-learning function as the sum of the term-wise internal products we obtain,

$$F(h^{k+1}) - F(h^k) \geq - ||\nabla h F(h^k)|| ||\Delta h^k|| - ||\nabla h F(h^k) - \nabla h F(h^k)|| ||\Delta h^k|| - \sum_{i=1}^{N} ||\nabla h, U_i(h^k_i) - \nabla h, U_i(h^k_i), \Delta h^k_i||.$$  

(62)

Using Cauchy-Schwartz inequality and by virtue of Assumption 3 and upper bounding the Lipschitz constants by $L_{max} = \max_i L_i$ the last term can be bounded by,

$$F(h^{k+1}) - F(h^k) \geq - ||\nabla h F(h^k)|| ||\Delta h^k|| - ||\nabla h F(h^k) - \nabla h F(h^k)|| ||\Delta h^k|| - L_{max} \sum_{i=1}^{N} ||\Delta h^k_i||^2.$$  

(65)

Since we defined the norm $||\Delta h|| = (\sum_{i=1}^{N} ||\Delta h_i||^2_x)^{1/2}$, we can rewrite the last expression as,

$$F(h^{k+1}) - F(h^k) \geq - ||\nabla h F(h^k)|| ||\Delta h^k|| - ||\nabla h F(h^k) - \nabla h F(h^k)|| ||\Delta h^k|| - L_{max} ||\Delta h^k||^2.$$  

(66)

Using triangle inequality over the norm of cross-learning gradients $\nabla h F(h^k)$ function we can write,

$$F(h^{k+1}) - F(h^k) \geq - ||\nabla h F(h^k)|| ||\Delta h^k|| - L_{max} ||\Delta h^k||^2 - ||\Delta h^k|| \sum_{i=1}^{N} ||\nabla h, U_i(h^k_i) - \nabla h, U_i(h^k_i)||.$$  

(67)

So far we only considered policies $\{h_i\}_{i=1}^{N}$ and not the central $g$. Notice that because of how we defined the norm, expanding the policy vector with the cross-learning policy results in $||z|| = ||[h, g]|| \geq ||h||$. By defining the expanded policy vector $z = [h, g]$ we can rewrite (67),

$$F(h^{k+1}) - F(h^k) \geq - ||\nabla h F(h^k)|| ||\Delta z^k|| - L_{max} ||\Delta z^k||^2 - ||\Delta z^k|| \sum_{i=1}^{N} ||\nabla h, U_i(h^k_i) - \nabla h, U_i(h^k_i)||.$$  

(68)

Where we have defined $\Delta z^k = z^{k+1} - z^k$ as the difference between the expanded policy vector $z^k = [h^k, g^k]$ and its next iteration, given by $z^{k+1} = P_C[z^k + \eta F z^k F(h^k) + b^k] = P_C[z^k + \eta F z^k F(h^k) + g^k + b^k]$. The previous equality holds as the cross-learning function $F(\cdot)$ does not depend on the cross-learning policy $g$ and thus its derivative with respect to cross-learning policy is zero, $\nabla g F(\cdot) = 0$. As the projection to the convex set $P_C$ is non-expansive, using the triangle inequality we can write an inequality with respect to the stochastic gradient of the expected discounted returns $U_i$,

$$||\Delta z^k|| = ||z^{k+1} - z^k|| = ||P_C[z^k + \eta F z^k F(z^k)] + b^k - z^k|| \leq ||P_C[z^k + \eta F z^k F(z^k)] - z^k|| + ||b^k|| \leq ||\eta F z^k F(z^k)|| + ||b^k|| = ||\eta F z^k F(h^k)|| + ||b^k|| \leq \eta F ||\nabla h F(h^k)|| + ||\nabla h F(h^k)|| + \sqrt{N + 1}\beta.$$  

(69)

With a similar procedure, in the case of the square of the norm of the expanded policy vector, $||\Delta z^k||^2$ we can obtain an upper bound by bounding the inner product between the cross-terms as follows,

$$||\Delta z^k||^2 = ||z^{k+1} - z^k||^2 = ||P_C[z^k + \eta F z^k F(z^k)] + b^k - z^k||^2 \leq 3||\eta F z^k F(h^k)||^2 + 3(N + 1)\beta^2.$$  

(70)

Where we used $(a + b)^2 \leq 3a^2 + 3b^2$. Hence, we can apply expressions (68), (69) and (70) to the bound in (67), to obtain the following inequality

$$F(h^{k+1}) - F(h^k) \geq - ||\nabla h F(h^k)|| ||\Delta h^k|| - L_{max} ||\Delta h^k||^2 - \eta F \sum_{i=1}^{N} ||\nabla h, U_i(h^k_i) - \nabla h, U_i(h^k_i)||$$  

(71)

$$- \eta F \sum_{i=1}^{N} ||\nabla h, U_i(h^k_i) - \nabla h, U_i(h^k_i)|| - \eta F \sum_{i=1}^{N} ||\nabla h, U_i(h^k_i) - \nabla h, U_i(h^k_i)|| - \eta F \sum_{i=1}^{N} ||\nabla h, U_i(h^k_i) - \nabla h, U_i(h^k_i)||.$$  

(72)

Observe that the square of the norm of the stochastic gradient of the cross-learning function $F(\cdot)$ is equal to the sum of the squares of the term-wise norm, namely,

$$||\nabla h F(h^k)||^2 = ||\nabla h \sum_{i=1}^{N} U_i(h^k_i)||^2 = ||\nabla h U_i(h^k_i), \ldots, \nabla h U_N(h^k_N)||^2 = \sum_{i=1}^{N} ||\nabla h, U_i(h^k_i)||^2.$$  

(73)

Substituting (73) for $||\nabla h F(h^k)||^2$ and using triangle inequality on the norm of the gradient of the cross-learning function in (72) we obtain,

$$F(h^{k+1}) - F(h^k) \geq - 3(N + 1)\beta^2 L_{max} - \sqrt{N + 1}\beta \sum_{i=1}^{N} ||\nabla h, U_i(h^k_i)||$$  

(74)
We can further add and subtract the deterministic gradient of the expected discounted returns $\nabla_h U_i(h^k)$ to the two terms that refer to the norm of the stochastic gradient of the expected discounted returns $||\nabla_h U_i(h^k)||$ of equation (74) and using the triangle inequality we obtain,

$$F(h^{k+1}) - F(h^k) \geq \alpha - 3(N + 1)\beta^2 L_{\text{max}} - \sqrt{N + 1} \beta \sum_{i=1}^N |\nabla_h U_i(h^k)| + \eta \beta \sum_{i=1}^N |\nabla_h U_i(h^k)|^2 - \eta \sum_{i=1}^N |\nabla_h U_i(h^k)|^2$$

Then, by taking the expectation on both sides and using Assumptions 2, 4 and 5 it yields

$$\mathbb{E}[F(h^{k+1}) - F(h^k)] \geq \alpha - 3(N + 1)\beta^2 L_{\text{max}} - \sqrt{N + 1} \beta \sum_{i=1}^N \frac{\sigma_{U_i}}{\sqrt{b_i}}$$

Expanding the outermost expectation and applying the result of Lemma 2 it follows,

$$\mathbb{E}[F(h^K) - F(h)] = \sum_{t=0}^\infty \mathbb{E} \left[ \sum_{k=1}^t F(h^k) - F(h^{k-1}) \right] \Pr(K = t)$$

Rearranging the terms of the previous inequality gives us the desired result.

**APPENDIX D**

**PROOF OF THEOREM 1**

**Proof.** We begin with the inner product $\langle \nabla_h U_i(h^k), (h - h^K) \rangle$ and then add and subtract its stochastic counterpart $\langle \hat{\nabla}_h U_i(h^k), (h - h^K) \rangle$ to obtain,

$$\langle \nabla_h U_i(h^k), (h - h^K) \rangle = \langle \hat{\nabla}_h U_i(h^k), (h - h^K) \rangle + \langle (\nabla_h U_i(h^k) - \hat{\nabla}_h U_i(h^k)), (h - h^K) \rangle.$$ (80)

By construction, policies $h^K$ and any $h \in C$ must be $\epsilon$-close to the cross-learned policy $\eta$ hence $||h^K - h|| \leq 2\epsilon$, $\forall h \in C$, then using the stopping time condition [39] and the Cauchy-Schwartz inequality, we can rewrite the previous expression as

$$\langle \nabla_h U_i(h^k), (h - h^K) \rangle \leq \alpha + 2\epsilon \langle \hat{\nabla}_h U_i(h^k), (h - h^K) \rangle$$ (81)

Since the right hand side of (81) does not depend on $h$ or $i$, then by computing the maximum over $h$ it holds that

$$\max_{h \in C} \langle \nabla_h U_i(h^k), (h - h^K) \rangle = \alpha + 2\epsilon \max_{i \in \{1, \ldots, N\}} \langle \hat{\nabla}_h U_i(h^k), (h - h^K) \rangle.$$ (82)

Using Markov’s inequality together with Assumption 5 it yields,

$$\Pr \left( \max_{i \in \{1, \ldots, N\}} \langle \hat{\nabla}_h U_i(h^k), (h - h^K) \rangle \leq \xi \right)$$

$$\geq 1 - \frac{1}{\epsilon^2} \max_{i \in \{1, \ldots, N\}} \frac{\sigma_{U_i}^2}{b_i}.$$ (83)

Hence, combining (82) and (83) it follows that

$$\Pr \left( \max_{i \in \{1, \ldots, N\}} \langle \hat{\nabla}_h U_i(h^k), (h - h^K) \rangle \leq \alpha + 2\epsilon \xi \right)$$

$$\geq 1 - \frac{1}{\epsilon^2} \max_{i \in \{1, \ldots, N\}} \frac{\sigma_{U_i}^2}{b_i}.$$ (84)

Then we can define the following constants, $\alpha' = \alpha + 2\epsilon \xi$ and $\delta = \frac{1}{\epsilon^2} \max_{i \in \{1, \ldots, N\}} \frac{\sigma_{U_i}^2}{b_i}$ to obtain

$$\Pr \left( \max_{i \in \{1, \ldots, N\}} \langle \nabla_h U_i(h^k), (h - h^K) \rangle \leq \alpha' \right) \geq 1 - \delta$$ (85)

where we can also rearrange terms to obtain the value $\alpha' = \alpha + 2\epsilon \max_{i \in \{1, \ldots, N\}} \sigma_{U_i} \sqrt{\frac{1}{b_i}}$, which is the intended result.
