Miscibility and stability of dipolar bosonic mixtures
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Combining two Bose-Einstein condensates (BECs) may result in a miscible or immiscible mixture, or even a violent implosion. We theoretically demonstrate that dipolar two-component BECs produce far richer physics than their nondipolar counterparts. Intriguingly, when both components have equivalent dipoles, the transition to immiscibility is largely unaffected by dipolar physics, yet the dipoles maximally affect stability. Conversely, antiparallel dipoles strongly affect miscibility but have little effect on stability. By performing three-dimensional calculations of the ground states and their excitations, we find strong dependencies on the confinement geometry. We explore and elucidate the various phononic and rotonic phase transitions, as well as symmetry preserving crossovers.

I. INTRODUCTION

Two-component Bose-Einstein condensates (BECs) exhibit an intriguing phase diagram. Starting from an immiscible (phase separated) ground state, and then decreasing the strength of the intercomponent contact interactions, the ground state transitions to a miscible (cospacial) state [1–10]. Further decreasing the intercomponent interactions, into the attractive regime, eventually results in a violent implosion, even if both BECs would be individually stable.1

Dipolar two-component BECs are expected to be far richer than their nondipolar counterparts, and the recent experimental realization of dual-species BECs consisting of highly-magnetic rare-earth elements—erbium and dysprosium—opens the door to numerous exciting possibilities [14, 15]. Single-component dipolar BECs have already proven to be incredibly interesting with the recent experimental realization of ultradilute droplets with liquid-like properties [16–18], rotonic excitation spectra [19, 20], and the long-sought supersolid phase [21–23].

The pioneering theoretical work by Góral and Santos investigated the special case of miscible BECs with antiparallel dipoles—where the dipoles in one component are antiparallel to those of the other—in the absence of contact interactions [24]. Although such BECs would be unstable in the homogeneous limit, they can be stabilized by quantum pressure (a kinetic energy effect) for small atom numbers. Intriguingly, when the components have balanced populations they predicted the ground state to simply be that of a noninteracting harmonic oscillator, right up to the instability threshold, after which the BECs would implode.

More recent theoretical studies in flattened trapping geometries predict that two-component (or binary) BECs, consisting of a dipolar and a nondipolar component, can undergo a rotonic miscible-immiscible transition [25], or produce an interface ferrofluid capable of exhibiting supersolidity [26].

Dipolar mixtures with antiparallel dipoles have also been predicted to display finger instabilities in the immiscible phase [27], while rotating dipolar mixtures may exhibit exotic vortex lattices [28–30], including half-quantum vortex molecules [31]. The interplay of rotation and the miscible-immiscible transition has been theoretically studied by either adjusting the direction of dipole polarization [32] or by tuning the dipole-dipole interaction coefficient [33, 34], a technique that was recently demonstrated in experiments [35]. A number of other theoretical works have also focused on flattened geometries [36–38], as well as highly elongated, quasi-one dimensional configurations [39, 40].

Here we theoretically investigate dipolar binary BECs, performing a systematic study of the effects arising from the two components having differing dipole magnitudes and relative orientations, ranging in a continuous way from the parallel to the antiparallel situation.2 While parallel dipole moments maximally affect mechanical instability to implosion, which is driven by the in-phase fluctuations of the two densities, antiparallel dipoles instead strongly affect the miscible-immiscible threshold that is driven by the out-of-phase (or pseudo-spin) fluctuations of the two densities. Note that we herein refer to the latter simply as spin fluctuations. By solving a three-dimensional (3D) Gross-Pitaevskii equation (GPE) we find a strong interplay between the dipolar effects and the underlying confinement geometries, which we take to be cylindrically symmetric with the dipoles aligned (or antialigned) along their symmetry axes. To characterize the various phase transitions and crossovers, we calculate the excitations using a 3D Bogoliubov–de Gennes (BdG) theory. We also calculate the dynamic structure factor—a quantity recently utilized in experiments to reveal the dipolar roton [20]—to elucidate how phonon instabilities present in elongated (or cigar-shaped) confining traps can give way to roton

1 Note that there is a narrow range of intercomponent contact interaction strengths in which beyond-meanfield quantum fluctuations may stabilize against such an implosion, resulting in a two-component self-bound droplet [11–13].

2 Reference [24] considered the possibility of antiparallel dipoles in the context of diatomic molecules. However, given the recent experimental advances with highly magnetic rare-earth elements, it may be more practical to consider different spin projections, where appropriate experimental methods can be implemented to suppress dipolar relaxation [41]. We note that our results are applicable for both electric and magnetic dipolar mixtures.
instabilities for flattened (or pancake-shaped) geometries.

In Sec. II we describe the GPE formalism employed for our stationary state calculations, as well as the BdG theory for the corresponding excitation energies. Section III discusses mechanical instability and immiscibility of two-component dipolar BECs in the homogeneous limit, without external trapping. Our main results are presented in Sec. IV, for which we consider the important effects of 3D confinement on the phase diagram. We also study excitations and the role they play for instability and immiscibility. Section V investigates the competing symmetric-immiscible and asymmetric-immiscible stationary states. Our conclusions are presented in Sec. VI.

II. FORMALISM

Our stationary state solutions are obtained using a two-component dipolar GPE, while the corresponding excitations are calculated with a BdG theory.

A. Meanfield theory

To obtain the condensate wavefunction for each component $\psi_i$ (where $i = 1, 2$), which we take to be real, we solve the two-component dipolar GPE [24],

$$\mathcal{L}_i \psi_i(x) = \mu_i \psi_i(x),$$

where the GPE operator is given by

$$\mathcal{L}_i = -\frac{\hbar^2 \nabla^2}{2M} + V(x) + \sum_{j=1}^2 \int dx' U_{ij}(x-x') |\psi_j(x')|^2,$$

and $\mu_i$ is the chemical potential of component $i$. We consider harmonic trapping potentials $V(x) = \frac{1}{2} M (\omega_x^2 x^2 + \omega_y^2 y^2 + \omega_z^2 z^2)$, where we take the frequencies $\omega_x, \omega_y, \omega_z$ and the mass $M$ to be the same for both components. The trap aspect ratio is $\lambda = \omega_z / \omega_x$, and the dipoles are aligned either parallel or antiparallel to the $z$ axis. The indices $i$ and $j$ denote the interactions between (or within) components, and thus the two-body contact and dipole-dipole interactions (DDIs) take the form, respectively,

$$U_{ij}(r) = g_{ij} \delta(r) + \frac{3g_{ij}^{dd}}{4\pi} \left(1 - 3 \cos^2 \theta\right).$$

Here, $g_{ij} = 4\pi \hbar^2 a_{ij} / M$ and $g_{ij}^{dd} = 4\pi \hbar^2 a_{ij}^{dd} / M$, where $a_{ij}$ is the $s$-wave scattering length, $a_{ij}^{dd} = M \mu_0 \mu_i^m \mu_j^m / 12\pi \hbar^2$ is the DDI length, $\mu_i^m$ is the magnetic moment, and $\theta$ is the angle between the axis linking the two particles and the dipole polarization axis, $z$.

B. Excitations

To predict the dynamical stability of a state, we linearize the time-dependent GPE about the solution and express the expansion as

$$\psi_j(x, t) = e^{-i\nu_j t/\hbar} [\psi_j(x) + \vartheta_j(x, t)],$$

where

$$\vartheta_j(x, t) \equiv \sum_{\nu} \left(c_{\nu} u_{\nu, j} e^{-i\omega_\nu t/\hbar} - c_{\nu}^* v_{\nu, j} e^{i\omega_\nu t/\hbar}\right)$$

is the fluctuation part, $c_{\nu}$ is the perturbation amplitude, while $u_{\nu}$ and $v_{\nu}$ are the quasiparticle amplitudes with excitation energy $\epsilon_\nu$. Dynamical instability is signaled by the presence of at least one $\epsilon_\nu$ being imaginary or complex.

The Bogoliubov–de Gennes equations can be written as a $4 \times 4$ BdG matrix $H u = \epsilon u$, where $u = (u_{\nu, 1}, u_{\nu, 2}, v_{\nu, 1}, v_{\nu, 2})^T$ and

$$H = \begin{pmatrix} L + X & -X \\ X & -L - X \end{pmatrix},$$

which contains two submatrices

$$L = \begin{pmatrix} 1 - \mu_1 & 0 \\ 0 & 1 - \mu_2 \end{pmatrix},$$

where $L_i$ is given by Eq. (2), and the components of the exchange operator $X$ are

$$X_{ij} f(x) = \psi_i(x) \int dx' U_{ij}(x-x') \psi_j(x') f(x').$$

C. Structure Factor

The density (+) and the spin (−) dynamic structure factors are

$$S_{\pm}(k, \omega) = \sum_{\nu} |\delta n_{\nu, \pm}|^2 \delta(\omega - \omega_\nu),$$

where

$$\delta n_{\nu, \pm} \equiv \int dx e^{-ik \cdot x} (\delta n_{\nu, 1} \mp \delta n_{\nu, 2})$$

is the Fourier transform of the density and spin fluctuation, with

$$\delta n_{\nu, j} = \psi_j(u_{\nu, j} - v_{\nu, j})$$

being the density fluctuation of component $j$.

D. Numerical methods

We obtain stationary states of the GPE in a two-step process, first using a gradient flow method [43] (also see

\[\text{Footnote text}\]
Basic understanding of mechanical instability and immiscibility of a miscible binary BEC can be developed from a simple homogeneous model in the thermodynamic limit, in the absence of external confinement. For the nondipolar (contact interaction only) limit, if intercomponent interactions dominate over the intracomponent interactions, i.e., $g_{12} > \sqrt{g_{11}g_{22}}$, the BECs phase separate into an immiscible ground state [1–10] (we assume $g_{ii} \geq 0$ as the system is unstable otherwise). In the other extreme, for attractive intercomponent interactions that satisfy $g_{12} < -\sqrt{g_{11}g_{22}}$, the mixture is unstable to implosion, even if both BECs would be individually stable. This then leaves the intermediate scenario, $g_{12} \leq g_{11}g_{22}$, as the miscible regime where the two BECs are cospatial and stable.

For dipolar BECs, on the other hand, one can write an analogous homogeneous inequality for the uniform system [25]. For illustration, we take the two miscible components to have equal density ($n_1 = n_2$, where $n_i = |\psi_i|^2$), so that the dispersion branches representing the in-phase (density) and out-of-phase (spin) fluctuations take the form

$$E^2(k) = \frac{\epsilon_i^2 + \epsilon_{ij}^2}{2} \pm \sqrt{\left(\frac{\epsilon_i^2 - \epsilon_{ij}^2}{2}\right)^2 + \left(n_i\tilde{U}_{1i}\hbar^2k^2/M\right)^2},$$

where

$$\epsilon_i^2 = \frac{\hbar^2k^2}{2M} \left(\frac{\hbar^2k^2}{2M} + 2\tilde{U}_{1i}n_i\right)$$

is the single-component uniform system dispersion, and

$$\tilde{U}_{ij}(\theta_k) = g_{ij} + g_{ij}^{dd}(3\cos^2\theta_k - 1)$$

is the interaction strength between component $i$ and $j$ in $k$-space along direction $\theta_k$, where $\theta_k$ is the angle between the dipole polarization axis and the wave vector.

Stability for the homogeneous case can be tested in the long-wavelength limit, $k \to 0$, where stability occurs when the spectrum in Eq. (12) is real. It should first be noted that stability can only occur if $\epsilon_{dd}^i \equiv g_{dd}^i/g_{ii} \leq 1$ for both $i = 1, 2$, to prevent either component from individually imploding. Stability additionally requires

$$\tilde{U}_{12}^2 \leq \tilde{U}_{11}\tilde{U}_{22},$$

a condition that is most stringent when $\theta_k = \pi/2$, yielding the inequality for the coupling constants

$$\delta_{12}^2(1 - \epsilon_{12}^dd)^2 \leq (1 - \epsilon_{11}^dd)(1 - \epsilon_{22}^dd),$$

where

$$\epsilon_{ij}^dd = g_{ij}^{dd}/g_{ij}$$

is the relative dipole strength and

$$\delta_{12} = \frac{a_{12}}{\sqrt{a_{11}a_{22}}} = \frac{g_{12}}{\sqrt{g_{11}g_{22}}}$$
is the relative interspecies scattering length, with the second equality holding as both components have equal masses. Note that in the absence of dipolar interactions, Eq. (16) immediately reduces to the nondipolar miscibility condition $\delta^{12}_{\perp} \leq 1$, with immiscibility occurring for $1 < \delta^{12}_{\perp}$ and mechanical instability when $\delta^{12}_{\perp} < -1$.

Figure 1 depicts a phase diagram describing Eq. (16) for three cases: Fig. 1(a), components with parallel dipoles ($\mu^{1}_{m} = \mu^{2}_{m}$); Fig. 1(b), a dipolar and a nondipolar component ($\mu^{1}_{m} = 0$); and Fig. 1(c), components with antiparallel equal-strength dipoles ($\mu^{1}_{m} = -\mu^{2}_{m}$). The axes are the relative interspecies scattering length versus the relative dipole strength. On the left, all three subplots recover the nondipolar limit where the miscible phase exists for $-1 \leq \delta^{12}_{\perp} \leq 0$, with immiscibility occurring above and mechanical instability occurring below. For all cases, the miscible region shrinks as the system becomes more dipolar, vanishing altogether at the vertical dashed lines, to the right of which even single component dipolar systems are mechanically unstable.

It is intriguing to note that for parallel dipoles [Fig. 1(a)], increasing the dipole strength has no affect on the immiscibility threshold, yet the region of mechanical instability steadily grows, eventually pinching off the miscible region. For antiparallel dipoles [Fig. 1(c)], the opposite occurs in the sense that dipole strength has no effect on the mechanical instability threshold, but the size of the immiscible region grows. More precisely, Eq. (16) gives that for $\mu^{1}_{m} = \mu^{2}_{m}$ the miscible region is $2 \delta^{dd}_{12} - 1 \leq \delta^{12}_{\perp} \leq 1$ [Fig. 1(a)]; for $\mu^{1}_{m} = 0$ it is $[\delta^{12}_{\perp}] \leq \sqrt{1 - \delta^{dd}_{12}}$ [Fig. 1(b)]; while for $\mu^{1}_{m} = -\mu^{2}_{m}$ the region is $-1 \leq \delta^{12}_{\perp} \leq 2 \delta^{dd}_{12}$ [Fig. 1(c)].

We can categorize the unstable regions as immiscible or mechanically unstable by the character of the unstable excitations in a similar manner to the contact case. To illustrate this in Figs. 1(a1–a3), we show the excitation dispersion relation for three points in the phase diagram of Fig. 1(a). In the immiscible regime [Fig. 1(a1)], spin (out-of-phase) excitations are dynamically unstable and cause the component densities to spatially separate. Conversely, in the mechanically unstable regime [Fig. 1(a3)], density (in-phase) excitations are dynamically unstable.

IV. HARMONICALLY TRAPPED MIXTURES

Realistic trapping geometries richly interplay with the long-ranged and anisotropic DDIs. In this section we consider two-component dipolar BECs under 3D confinement, focusing on the role that the two dipole moments—which we allow to be different—have on miscibility and stability. It should be stressed that the dipoles within a given component are always identical in both strength and orientation. Our harmonic traps are cylindrically symmetric with the dipoles aligned (or antialigned) along the symmetry axis. To highlight the role of dipolar interactions, we take both components to have the mass of Dy ($M = 164$ u), equal populations ($N_{1} = N_{2} = 10^{4}$), and balanced intracomponent interactions ($\alpha_{11} = \alpha_{22} = 140$ kHz). In Fig. 2 we present phase diagrams of the miscible, miscible and unstable regions. Figures 2(a–c) respectively show cigar-shaped ($\lambda = 0.1$), spherical ($\lambda = 1$), and pancake-shaped ($\lambda = 10$) trapping geometries. As will be discussed shortly, dipolar interactions generally act to destabilize the miscible phase in the cigar-shaped and spherical geometries. This mirrors what we saw for homogenous mixtures, with parallel dipoles tending to reduce the size of the miscible region in favor of mechanical instability, while antiparallel dipoles instead expand the immiscible region. In contrast, pancake-shaped traps may significantly stabilize the miscible phase in the presence of dipolar interactions.

A. Cigar-shaped trap

Isosurface density plots are shown for the cigar-shaped trap in Figs. 2(a1–a4), respectively showing examples of miscible, radially immiscible, symmetric immiscible, and asymmetric immiscible ground states. It is interesting to note how magnetostiction is weakest—with the BEC shape most resembling the trap—for the miscible case when the two dipole moments point in opposite directions [Fig. 2(a1)]. This is due to a partial cancellation of the dipolar interaction energy.

The miscible phase is the least stable for the cigar-shaped geometry [Fig. 2(a)]; i.e., the miscible regime occupies only a narrow region of the phase diagram. By increasing the intercomponent contact interactions $\delta^{12}_{\perp}$ we soon enter the immiscible regime (green), whereas lowering $\delta^{12}_{\perp}$ causes the miscible phase to become mechanically unstable to implosion (purple).

The mechanical instability boundary (solid purple line) is associated with an $m = 0$ excitation energy softening to zero, where $m$ is the angular momentum quantum number. The immiscibility boundary is qualitatively different, as no excitation energy softens except for small regions where the dipoles are nearly equal strength, i.e., $\mu^{m}_{1} / \mu^{m}_{2} \approx \pm 1$ (solid blue lines). The immiscibility boundary is instead predominantly a crossover (solid orange line), for which immiscibility occurs without breaking any symmetry [see Fig. 2(a3); in this subplot the less dipolar component (red) is pushed out from the trap center]. We quantify immiscibility in these crossover regimes using the contrast equation [48],

$$\Delta = \left| \frac{n_{1}(0)}{\max\{n_{1}(x)\}} - \frac{n_{2}(0)}{\max\{n_{2}(x)\}} \right|,$$

which provides a strong signal when one component displaces the other from the trap center. The solid orange line marks an immiscibility contrast of $\Delta = 0.5$.

For a small region of the immiscibility boundary where the dipoles are antiparallel and nearly equal strength, $\mu^{m}_{1} / \mu^{m}_{2} \approx -1$, there is a symmetry breaking associated with the softening of an $m = 1$ excitation. This suggests an immiscible state with the components arranged side by side. An even smaller symmetry-breaking region occurs for $\mu^{m}_{2} / \mu^{m}_{1} \approx 1$, where an $m = 0$ mode softening signals an immiscible ground state with the components stacked vertically [Fig. 2(a4)].

It is intriguing that for parallel equal-strength dipoles, $\mu^{m}_{2} / \mu^{m}_{1} = 1$, the immiscibility boundary quantitatively agrees with the nondipolar prediction (horizontal dot-dashed line).
FIG. 2. Phase diagrams for cylindrically symmetric (a) cigar-shaped \( \lambda = 0.1 \), (b) spherical \( \lambda = 1 \), (c) and pancake-shaped \( \lambda = 10 \) traps, all with a fixed geometric mean \((\omega^2 \rho \omega_z)^{1/8} = 100 \) Hz. The \( y \) axis is the relative interspecies contact interaction strength \([\text{Eq. (18)}]\) and the \( x \) axis is the relative magnetic dipole moment, with \( \mu_2^m \) varying and \( \mu_1^m = 9.9 \mu_B \) fixed, corresponding to \( a_{11}^{dd} = 130 a_0 \). Other parameters are \( a_{11} = a_{22} = 140 a_0, N_1 = N_2 = 10^4 \). For all geometries the miscible phase is sandwiched between the immiscible phase above, and a mechanical instability below. The mechanical instability boundary (solid purple lines) occurs when a BdG excitation energy softens to zero, indicating the onset of a dynamic instability, while the immiscibility boundary is characterized either by a dynamic instability (solid blue lines) or a crossover (solid orange lines) to a symmetric immiscible phase. The latter is characterized by the immiscibility contrast \( \Delta = 0 \) \([\text{Eq. (19)}]\). For comparison, the homogeneous predictions \([\text{16}}]\) are drawn as dashed lines and the nondipolar calculations are dot-dashed lines. Isodensity surfaces (top) are plotted at 50\% of the peak density for a given component at the points indicated in the main plots. Component 1 (2) is blue (red), while purple surfaces indicate components with almost overlapping density distributions. States for a given aspect ratio are drawn to the same scale. (s1,s2) Spin \( S - (k_p, \omega) \) and (s3,s4) density \( S+ (k_p, \omega) \) dynamic structure factors, with \( k_z = 0 \), for the points marked in (c), showing excitations that have nearly softened to zero at the corresponding immiscibility and instability thresholds. The green dashed lines mark the free particle dispersion. We broadened the \( \delta \) function in the dynamic structure factors by setting \( \delta(\omega) \approx e^{-(\omega/\omega_B)^2/\sqrt{\pi} \omega_B} \), with \( \omega_B = 0.5 \omega_z \).

line at \( \delta_{12} \approx 1 \), but the agreement steadily worsens as the dipoles tend to the antiparallel equal-strength limit \( \mu_2^m / \mu_1^m = -1 \). In contrast, the instability boundary agrees with the nondipolar result \( (\delta_{12} \approx -1) \) when the dipoles are antiparallel, and it is worse when they are parallel. This can be understood from the homogeneous result \([\text{Eq. (16)}]\), noting in particular that for antiparallel equal-strength dipoles \( g_{11}^{dd} = g_{22}^{dd} = -g_{12}^{dd} \). In fact, for the cigar-shaped geometry the entire phase diagram agrees well with the homogeneous prediction (dashed lines in Fig. 2). This is because both immiscibility and instability are driven by the attractive head-to-tail DDIs, a situation that is unhindered for both the homogeneous limit and cigar-shaped geometries. The qualitative reduction in size of the miscible region [see Fig. 2(a)] compared to the nondipolar prediction \((-1 \leq \delta_{12} \leq 1\) can then be understood in the following way. When the dipoles are parallel, their mutual head-to-tail DDIs work together to mechanically destabilize the BEC. On the other hand, antiparallel dipoles tend to cancel their DDI energy in the miscible phase, but the energy can be substantially lowered if the components become immiscible.
B. Spherical trap

Isosurface density contours are displayed for a spherical trap in Figs. 2(b1–b5). Interestingly, when the components are miscible and their dipoles are antiparallel and equal strength [Fig. 2(b1)], magnetostriction effects cancel and the density distribution is spherical. Magnetostriction comes back into play once the antiparallel dipoles have unequal magnitudes, elongating the miscible BECs [Fig. 2(b2)].

The phase diagram [Fig. 2(b)] is qualitatively similar to that for the cigar-shaped trap; however, some differences are apparent. The first is that deviations from the homogeneous result (dashed lines) are larger. The increased stability of the miscible regime, i.e., the increased area on the phase diagram, arises from the tighter trap along the direction of dipole orientation, which partially disrupts the destabilizing head-to-tail dipolar attraction. Another difference is that a cusp orientation, which partially disrupts the destabilizing head-to-tail attraction between dipoles. However, it is important to note that the immiscible boundary still agrees with the nondipolar case when \( \mu_2^m / \mu_1^m \approx 1 \), as well as there being analogous agreement for the instability boundary when \( \mu_2^m / \mu_1^m \approx -1 \), due to the cancellation of dipolar effects for spin and density excitations, respectively.

We first consider the immiscibility boundary, and to gain insight, we plot the dynamic structure factor for two points [see Figs. 2(s1–s2)]. These subplots display the spin structure factor [\( S_+ \) in Eq. (9)], as the spin excitations are the ones responsible for relative motion between the components and hence also immiscibility. In Fig. 2(s1), the softening of a roton mode is clearly visible, suggesting an immiscible ground state with alternating domains within the \( x-y \) plane. In fact, a roton immiscibility phase transition (solid blue line) spans approximately half the phase diagram, i.e., \(-1 \leq \mu_2^m / \mu_1^m \lesssim 0 \). For reference, the roton immiscibility for the quasi-two-dimensional (2D) system discussed in [25] was for the case \( \mu_2^m / \mu_1^m = 0 \). In contrast, the region of the phase diagram spanning \( 0 \lesssim \mu_2^m / \mu_1^m \lesssim 1 \) is again dominated by a crossover to a symmetric-immiscible phase (solid orange line). Interestingly, Fig. 2(s2) shows a noninteracting dispersion relation for \( \mu_2^m / \mu_1^m = 1 \). This not only demonstrates a cancellation of the DDI effects for the immiscibility boundary, but also implies a nullification of the quantum spin fluctuations, which is also expected for nondipolar mixtures when \( \delta_{12} = 1 \) [49].

As we saw for the other geometries, the mechanical instability boundary for the pancake-shaped trap is once again characterized by BdG excitations softening to zero across the entire width of the phase diagram. Since instability occurs with both components moving in phase, Figs. 2(s3–s4) display the density structure factor, i.e., \( S_+ \) in Eq. (9). Figure 2(s3) shows that near the antiparallel equal-strength limit \( \mu_2^m / \mu_1^m \approx -1 \), the dispersion relation shows less roton softening, and will again approach a noninteracting form. Moving towards the parallel dipole configuration, Fig. 2(s4) demonstrates that the mechanical instability phase transition is again driven by rotons. Here, both components prefer to move in phase, and this roton is analogous to the original one envisioned for single-component dipolar BECs [19, 20, 50, 51].

C. Pancake-shaped trap

The phase diagram for the pancake-shaped trap [Fig. 2(c)] is qualitatively different from the other trapping geometries, and the homogeneous predictions are less useful. The miscible region is substantially enlarged, both to lower and higher \( \delta_{12} \), thanks to the tight confinement along the direction of dipole polarization, \( z \), which significantly disrupts the head-to-tail attraction between dipoles. However, it is important to note that the immiscible boundary still agrees with the nondipolar case when \( \mu_2^m / \mu_1^m = 1 \), as well as there being analogous agreement for the instability boundary when \( \mu_2^m / \mu_1^m \approx -1 \), due to the cancellation of dipolar effects for spin and density excitations, respectively.

We first consider the immiscibility boundary, and to gain insight, we plot the dynamic structure factor for two points [see Figs. 2(s1–s2)]. These subplots display the spin structure factor [\( S_+ \) in Eq. (9)], as the spin excitations are the ones responsible for relative motion between the components and hence also immiscibility. In Fig. 2(s1), the softening of a roton mode is clearly visible, suggesting an immiscible ground state with alternating domains within the \( x-y \) plane. In fact, a roton immiscibility phase transition (solid blue line) spans approximately half the phase diagram, i.e., \(-1 \leq \mu_2^m / \mu_1^m \lesssim 0 \). For reference, the roton immiscibility for the quasi-two-dimensional (2D) system discussed in [25] was for the case \( \mu_2^m / \mu_1^m = 0 \). In contrast, the region of the phase diagram spanning \( 0 \lesssim \mu_2^m / \mu_1^m \lesssim 1 \) is again dominated by a crossover to a symmetric-immiscible phase (solid orange line). Interestingly, Fig. 2(s2) shows a noninteracting dispersion relation for \( \mu_2^m / \mu_1^m = 1 \). This not only demonstrates a cancellation of the DDI effects for the immiscibility boundary, but also implies a nullification of the quantum spin fluctuations, which is also expected for nondipolar mixtures when \( \delta_{12} = 1 \) [49].

As we saw for the other geometries, the mechanical instability boundary for the pancake-shaped trap is once again characterized by BdG excitations softening to zero across the entire width of the phase diagram. Since instability occurs with both components moving in phase, Figs. 2(s3–s4) display the density structure factor, i.e., \( S_+ \) in Eq. (9). Figure 2(s3) shows that near the antiparallel equal-strength limit \( \mu_2^m / \mu_1^m \approx -1 \), the dispersion relation shows less roton softening, and will again approach a noninteracting form. Moving towards the parallel dipole configuration, Fig. 2(s4) demonstrates that the mechanical instability phase transition is again driven by rotons. Here, both components prefer to move in phase, and this roton is analogous to the original one envisioned for single-component dipolar BECs [19, 20, 50, 51].

D. The role of excitations for instability and immiscibility

To gain further insight into the various phase transitions and crossovers, Fig. 3 displays the BdG excitation energies along the three vertical trajectories drawn in Figs. 2(b) and 2(c). Figures 3(a) and 3(b) represent two cuts through the miscible regime for the pancake-shaped trap. For both, the stability of the miscible phase is disrupted by a BdG energy softening on either side: density modes for the mechanical instability on the left, and spin modes for the transition to immiscibility on the right. While approaching the instability to the left of Fig. 3(b), it is interesting that the energies generally appear to increase, giving little warning for the sudden softening and the impending collapse.

The case of Fig. 3(c) is for the spherical trap considered in Fig. 2(b). While an excitation energy also suddenly dives on approach to the instability on the left, no such softening is exhibited for the immiscibility on the right, and no symmetry is broken. Instead, immiscibility occurs as a crossover characterized in Fig. 3(c1) by a rapidly rising immiscibility contrast \( \Delta \) [Eq. (19)]. Although no BdG energies touch zero, many do exhibit a dip in energy at \( \delta_{12} \approx 0.15 \). In the immiscible phase, the role of the spin excitations is reversed, instead acting to mix the separated components, which becomes increasingly costly from an energy perspective as \( \delta_{12} \) rises beyond the dip. The excitations that remain at low energy for increasing \( \delta_{12} \) represent excitations of the interface separating the components.

V. SYMMETRIC-IMMISCIBLE AND ASYMMETRIC-IMMISCIBLE PHASES

A. Phase diagram

In the previous section, we saw a symmetry-breaking phase transition between symmetric-immiscible and asymmetric-immiscible states [see, e.g., Figs. 2(a3–a4) or Figs. 2(b4–b5)].
FIG. 3. BdG excitation energies for the three vertical trajectories drawn in Fig. 2, as a function of the relative interspecies contact interaction strength (18). (a, b) pancake-shaped trap with $\mu_{m1}/\mu_{m2} = \{1, -1/\sqrt{2}\}$, respectively, and (c) spherical trap with $\mu_{m1}/\mu_{m2} = -1/\sqrt{2}$. The blue, red, and green lines show excitations with angular momentum quantum numbers $m = 0, 1, 2$, respectively (we neglect $m > 2$ for clarity). The subplots to the sides are zoomed-in portions of the central figures to highlight excitation softenings. In (c1) we plot the immiscibility contrast $\Delta$ to highlight the miscible to symmetric-immiscible crossover for the spherical case, which sees no excitations soften to zero.

In this section we further investigate such states, finding that although both are generally important, the direct transition between miscible and asymmetric-immiscible ground states only occurs for nearly balanced mixtures.

A phase diagram is presented in Fig. 4 for a mildly oblate trap ($\lambda = 0.5$) with balanced atom numbers and dipoles, $\mu_{2m} = \mu_{1m}$, displaying miscible (lower), asymmetric-immiscible (upper middle) and symmetric-immiscible ground-state regions. The balance between the components is only broken by the intraspecies scattering lengths $a_{22}/a_{11}$ displayed along the $x$ axis.

Figure 4(a) considers relatively small populations $N_1 = N_2 = 5000$. As expected, the miscible phase occurs at low $\delta_{12}$. For a sizable region surrounding the balanced situation, $a_{22}/a_{11} = 1$, the ground state directly transitions to an asymmetric-immiscible phase. However, larger atom num-

Interface energy can again become dominant and a symmetric-immiscible state. As $\delta_{12}$ increases, however, interface energy can again become dominant and a symmetric-immiscible ground state may eventually break symmetry, as evidenced by the increasing width seen in Figs. 4(a) and 4(b).

B. Symmetric and asymmetric branches

In Fig. 5 we explore in detail the various symmetric and asymmetric stationary states along the three trajectories marked as vertical dashed lines in Fig. 4(a). On the left, Fig. 5(a) demonstrates that when the interactions and populations are balanced, the change from miscibility [Fig. 5(a1)] to immiscibility occurs directly via a second-order phase transition to an asymmetric-immiscible phase [Fig. 5(a4)]. The miscible branch continues to higher intercomponent interactions $\delta_{12}$, but is dynamically unstable [Fig. 5(a2)]. Likewise, the symmetric-immiscible branch [Fig. 5(a3)]—which is doubly degenerate here since the components can be interchanged at no energy cost—is also unstable, indicated by the imaginary excitation energy in the lower subplot.

Once the components become imbalanced, $\{a_{11}, a_{22}\} = \{170, 160\}a_0$. Fig. 5(b) shows that the degeneracy of the symmetric-immiscible modes [Figs. 5(b2–b3)] is broken. This arises from the energetic advantage of having the component with weaker interactions (red) occupy the trap center [Fig. 5(b3)]. Interestingly, the upper branch [Fig. 5(b2)] disconnects from the others. However, despite these interesting developments, the ground state still undergoes a phase transition directly from the miscible to asymmetric-immiscible phase.

Figure 5(c) demonstrates that once the imbalance is large enough—here, $\{a_{11}, a_{22}\} = \{170, 140\}a_0$—a region of symmetric-immiscible phase develops between the miscible and asymmetric-immiscible phases. The miscible-immiscible boundary now becomes crossover, as can be seen by observing Fig. 5(c3), as well as noticing how the immiscibility contrast $\Delta$ grows long before the other stationary-state branches appear. The symmetry does eventually break just above $\delta_{12} = 1.1$, however, resulting in a first-order phase transition between the symmetric-immiscible and asymmetric-immiscible phases. The first-order character is apparent as the two stationary-state energies now cross, instead of connecting, and the BdG spectrum confirms a small region of mutual metastability and hence a discontinuity.

VI. CONCLUSIONS

We performed an in-depth investigation into binary dipolar BECs, finding rich phenomena that are inaccessible for nondipolar mixtures. By constructing phase diagrams for various trapping geometries—with the dipoles aligned with the trap’s symmetry axis—we demonstrated that the miscible regime is substantially reduced for cigar-shaped and spherical traps, but remains large for pancake-shaped traps. While the analytic homogeneous prediction does a good job at estimating the immiscibility and mechanical instability thresholds for cigar traps, and a reasonable job for spherical traps, it qualitatively fails for the pancake geometries.
Our phase diagrams considered two components with a wide range of dipole combinations, ranging in a continuous way from the parallel to the antiparallel situation. Intriguingly, components with parallel dipoles tend to cancel one another’s influence on immiscibility, but strongly work together to trigger mechanical instability. The opposite occurs for antiparallel dipoles, which tend to cancel their effect on instability while maximally affecting immiscibility.

By performing BdG calculations we demonstrated that for certain regions of the phase diagrams, immiscibility is triggered by an excitation energy softening to zero, whereas for other regions there is instead a crossover with no symmetry breaking. In contrast, the mechanical instability boundary is always driven by a BdG softening for all regimes that we considered. For the pancake-shaped geometry we found a broad region of the phase diagram dominated by a roton instability and another dominated by a roton immiscibility. While this work focused on the regime where beyond meanfield quantum fluctuations are qualitatively unimportant, an interesting future direction will be to extend our analyses into the droplet regime for different trapping geometries and dipole combinations (see related work for untrapped self-bound droplets [52, 53]).
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