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Abstract
The use of models, even if efficient, must be accompanied by an understanding at all levels of the process that transforms data (upstream and downstream). Thus, needs increase to define the relationships between individual data and the choice that an algorithm could make based on its analysis (e.g. the recommendation of one product or one promotional offer, or an insurance rate representative of the risk). Model users must ensure that models do not discriminate and that it is also possible to explain their results. This paper introduces the importance of model interpretation and tackles the notion of model transparency. Within an insurance context, it specifically illustrates how some tools can be used to enforce the control of actuarial models that can nowadays leverage on machine learning. On a simple example of loss frequency estimation in car insurance, we show the interest of some interpretability methods to adapt explanation to the target audience.
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1 Purpose of this paper

Since the General Data Protection Regulation (GDPR) was released in May 2018, regulations have been actively working on controlling the right usage of data and models. The insurance industry is regulated for many years and historically allocates high importance on model control, critical for insurance products. The use of algorithms is made with a strong will to have an efficient and accurate estimation of risks but also needs to understand the outcome. Model users and developer must ensure algorithms explainability and non-discriminatory decision. Because there are more and more predictive algorithms—which is made possible by the evolution of computing capacities—scientists must be vigilant about the use of their models and to consider new tools to better understand the decisions they can suggest taking. Recently, the community has been particularly active on model transparency with a marked intensification of publications over the past three years. The increasingly frequent use of more complex algorithms (deep learning, Xgboost, etc.) which have attractive performance is undoubtedly one of the roots of this interest.

This paper focuses on the importance of model interpretation and model transparency. It specifically illustrates the usage of certain tools within an actuarial context to enforce the control of predictive models that can nowadays leverage on machine learning. We present, how some tools on transparency can be used to face the challenges of controlling the “black box”. We especially try to share a definition of this notion and how it can be assessed on models used in insurance and answer to some questions that specific audiences might have. We acknowledge that many methodologies exist to help users building interpretable models and research is very active on this topic. We focus on the most popular methodologies and illustrate their application on an insurance pricing use case. The paper is structured as followed:

- **First section** explaining challenges of model interpretability and transparency. We share a definition that guides our choice of tools we illustrate in an insurance context.
- **Second section** presenting an overview of a selection of transparency tools that could help actuaries or people exposed to modeling in insurance. We highlight pros and cons of such tools and how they could help.
- **Last section** a concrete application in insurance by taking the example of an actuarial pricing. Transparency tools are used and presented in regards to a specific audience that models are susceptible to be explained to.

Finally, model interpretability is often linked to “Ethics or Fairness” which is not tackled in this paper. The choice of examples is made to illustrate some key concepts and how they could be applied to insurance topics. We invite the reader to look at other methodologies (some of which are recommended in the references like in [23] and appendix) as this article is simply sharing a position based on research we made and industry experience.
2 Model interpretability: a major challenge

2.1 Defining interpretability

The interpretability of models is a new issue in the use of models and more particularly those of machine learning, as publications of the last years can attest. Adadi and Berrada [2] have indeed shown the growing interest of the scientific community and regulators in model interpretation. Surprisingly enough, although the concept of interpretability is increasingly widespread, there is no general consensus on both the definition and the measurement of the interpretability of a model [26]. There are indeed many methods (graphs, mathematics, etc.) that can be associated with the interpretation of algorithms, which sometimes leads to confusion around the notion. Moreover, the term “interpretation” can refer to different degrees of understanding depending on the target population: are we talking of understanding of the model, controlling its results, its transparency towards novice users? Or are we referring to the means put in place to analyze the results of an algorithm, however complex it may be?

Murdoch et al. [27] try to give a precise definition of interpretability within the framework of a machine learning model. In particular, they provide a framework (called PDR) built on three desired properties for the evaluation and construction of an interpretation: predictive accuracy (P), descriptive accuracy (D) and relevance (R). This allows, among other things, to classify the different existing methods and to use a common vocabulary between the different actors in the field of machine learning. Miller [24] proposes more specifically to define interpretability as the degree to which a human can understand the cause of a decision. An alternative definition is also proposed by [20], which [26] also endorses: interpretability is defined as «the degree to which a human can consistently predict the model’s result». If having a unique definition is difficult, there is some consensus that leads to assume that information is said to be relevant if it provides insights for a particular audience and a problem in a chosen domain.

Miller [24] and Molnar [26] will strongly guide the definition we adopt to model interpretability and the way it can be applied to assess insurance model relevance.

2.2 The criteria of an interpretable model

Based on the definition in [24, 26], the notion of interpretability can be translated according to several criteria:

- **Trust** this criterion comes up regularly when the interpretability of models is discussed. For example, Ribeiro et al. [31] explains that if a model provides results a human uses to make decisions, it is clear that he or she must be able to rely on the model with complete peace of mind.
Causality although one of the objectives of machine learning algorithms is to highlight correlations, the algorithm must provide a better understanding of real-world phenomena and the interactions between different observed factors.

«Transferability» defined as the ability of a model to adapt to slightly different situations, it is one of the desired properties in the search for interpretability. In addition, it transcribes the capacity for generalization.

«Informativity» the use of an algorithm must be able to go beyond simple mathematical optimization. A model must be able to provide precise information on its decision making.

Fair and ethical decision making this criterion is in line with the guidelines of the GDPR. The user of an algorithm must be able to ensure that there is no bias in the decision making and that it is ethical (e.g., it does not discriminate). While this paper does not tackle precisely these criteria, it presents at least model interpretability as a critical topic to assess model fairness.

Even if it is difficult to objectively take into account all of these axes, two main approaches can help to guarantee interpretability: those based on the model itself, and those that apply a posteriori via post hoc analyses.

2.3 The two main types of interpretability

2.3.1 Model-based interpretability (MBI)

The first level of interpretability is model-based interpretability (MBI). It comes into play during the development of the model and is linked to both the choice of families of algorithms used to understand a phenomenon, and their calibration. From this point of view, an interpretable model can be defined by its:

- **Sparsity** Sparsity is closely related to Occam’s razor principle, which states that multiples should not be used unnecessarily. In the case of machine learning, that means limiting the number of non-zero parameters. In statistics as in machine learning, there are different regularization methods.

- **Simulatability** [27] defines a model as simulatable if a human is able to internally simulate the entire decision process of the algorithm. Thus, simulatability refers to an almost full transparency of the model: a human should be able, from the inputs and parameters of the model, to perform all the necessary calculations, in reasonable time, and find the model’s prediction. In this sense, decision trees are generally cited as simulatable algorithms, given their visual simplicity for decision making. Similarly, decision rules fall into this category.

- **Modularity** a model is modular if a significant portion of the prediction process can be interpreted independently. Thus, a modular model will not be as simple to understand as a sparse or simulatable model but it can increase descriptive accu-

---

1 Xgboost introduces a regularization method just like the drop-out in deep-learning. However, even under constraint, these models are often not very sparse.
racy by providing relationships learned by the algorithm. A classical example of a model considered as modular is the family of Generalized Additive Models (GAMs) [34], of which GLMs are a subfamily. In this type of models, the relationship between variables is necessarily additive and the calibrated coefficients allow for a relatively easy interpretation of the model. On the other hand, deep neural networks are considered as not very modular, given the little information their coefficients provide for each layer. For instance, in a study by Caruana et al. [11], it is shown that the probability of death due to pneumonia is lower for patients with asthma. This is because these patients receive more aggressive treatment; but if a doctor followed the algorithm’s recommendations and gave a less aggressive treatment for people with asthma, the model would be dangerously wrong. This example shows the value of modularity to produce relevant interpretations, so that biases in the learning dataset can be detected afterwards.

2.3.2 Post hoc interpretability

Post-hoc interpretability, unlike model-based interpretability, corresponds to an analysis after the model has been fitted. This a posteriori interpretation occurs in order to provide information on the possible relationships the algorithm might have captured. It is on this type of interpretation that research has been particularly active in recent years.

Post-hoc methods have proven to be particularly useful for analyzing complex models with high predictive accuracy: the goal is to increase descriptive accuracy while maintaining predictive accuracy constant. There are two levels: understanding the model with regard to the data it was trained on, and analyzing the model’s predictions. Therefore it adds a new layer to the model. In recent years, these methods have vastly expanded, making it possible to overcome the limits of pre-existing analysis tools, particularly those based on trees [9] or neural networks [29].

Interpretation at the data level allows to focus on the general relationships the model learned, i.e. the relevant rules for a particular class of responses or sub-population. Both of these levels of post-hoc interpretation have global and local interpretation tools. The next section introduces different methods of post-hoc interpretation.

3 Overview on some interpretation methods post hoc

In this section, we focus on some post-hoc and model agnostic interpretation methods. Of course, there are other methods, which are specific to each algorithm; these methods may reinforce the interpretation of the model (such as the importance of features in trees [9]) but we choose not to describe them here, to not limit the generality of the study. The Fig. 1 divides interpretation methods according to their type, their approach and their framework. In what follows, we focus on the frameworks: the literature comprises two main families, local and global methods. While local methods aim at understanding the black-box model prediction for a particular observation, the global approach tries to understand the model as a whole. Halfway between these two families is the regional framework, which tries to explain the
behavior of the model for a group of similar observations, for example from clusters. In the following subsections, we detail the interpretation tools that seem the most relevant in the context of the insurance industry and the complex models that are often used there, that is tree models (Random Forest or Gradient Boosting). Note, however, that these methods are also applicable to any algorithm (which is why they are called model-agnostic).

Note also that given the amount of existing methods to interpret a machine learning model, we had to select some of them in order to suggest a general method that can be applied in practice. The following graph introduces a path, from the most general to the most precise, to study and interpret a model, and some examples of methods for each category (Fig. 2).

The next subsections describe the selected methods, from the theory to the advantages and limits of each one.
3.1 Global methods

When we fit a complex model, the first information we want to identity is its main behaviour and the global role of each feature in the prediction. As the name implies, the techniques to get these pieces of information are placed in the category of global methods. We decided to focus on two aspects of global methods: the first one is to determine which features contribute less and more in the model (feature importance methods); the second one is to understand the average marginal effect of the features on the model prediction.

Note that we can also mention another approach: methods providing global surrogate models such as TREPAN [13] or Born Again Trees [8] for instance give a global explanation of the model. Those methods allow measuring the fidelity between the surrogate model (that serves for explanation) and the black box. The idea is to build an interpretable decision tree that mimics the complex model by generating artificial samples with the complex model calibrated on the observed data. In fact, we can read in [5] that first methods of interpretability tried to extract sets of rules or trees from neural networks: global surrogates were probably the first approach for interpretability.

3.1.1 Features importance

Some of them are specific to a model or a class of models: $t$-statistics is an example in the case of linear models but there are also specific measures for tree-based models. Here, we are interested in a new definition of the importance of variables, which has the particularity of being independent of the model under consideration, noted PFI ($\text{Permutation Feature Importance}$) [16].

The idea is to consider that if a feature is very important, the alteration of the quality of its value will greatly disturb the quality of the model predictions. To do this, we artificially alter the information for this feature by swapping all its values. If the prediction of a model is greatly modified when the values of a variable are swapped, it means that the model is sensitive to variations in this variable and therefore plays a preponderant role in the model. Conversely, a variable for which a change in its values will have little impact on the model prediction will not be considered important. In summary, a variable is all the more important as the prediction error of the model increases after having swapped the values of this variable.

Let us describe the calculation of this statistic. Let $A_n = \{Z^{(i)} = (X^{(i)}, Y^{(i)}) \in \mathbb{R}^p \times \mathbb{R}, i = 1, \ldots, n\}$ be a training set, which consists of $n$ independent random vectors following the same law and a model $\hat{f}$, trained on observations $(x^{(i)}, y^{(i)})$ of the set $A_n$, where $x^{(i)} = (x^{(i)}_j)_{1 \leq j \leq p}$ for $1 \leq i \leq n$. Denote by $L$ the error function used, for example: $L(y, \hat{f}(x)) = \frac{1}{n} \sum_{i=1}^{n} (y^{(i)} - \hat{f}(x^{(i)}))^2$. The procedure for calculating the importance of the $p$ variables in the model is as follows:

- Calculation of the original error of the model: $err_1 = L(y, \hat{f}(x))$
- for $j = 1$ to $p$:
• We randomly choose a permutation \( \sigma \) of \( \{1, \ldots, n\} \) in \( \{1, \ldots, n\} \). We choose a new matrix \( (\tilde{x}^{(i)}_j)_{1 \leq i \leq p} \) of input variables, by the formula:

\[
\forall i \in \{1, \ldots, n\}, \forall k \in \{1, \ldots, p\}, \tilde{x}^{(i)}_k = \begin{cases} 
  x^{(i)}_k & \text{if } k \neq j \\
  x^{(\sigma(i))}_j & \text{if } k = j 
\end{cases}
\]

That is to say, we permute (with \( \sigma \)) the \( n \) observations of the variable \( x_j \) and leave the other observations unchanged.

• We estimate the error made by the model on this new input matrix, namely:

\( err_j = L(y, \hat{f}(\tilde{x})) \).

• The importance of the variable \( x_j \) is calculated by the formula: \( FI_j = err_j/err_1 \)

• Output of the algorithm: \( FI^{(1)}, \ldots, FI^{(p)} \), sorted in descending order.

Depending on the type of interpretation one wishes to obtain, it may be more relevant to calculate the importance of variables on the learning basis \( B_a \) or the test basis \( B_t \): the calculation on \( B_a \) makes it possible to know how much the model relies on each variable to make a prediction; the calculation on \( B_t \) makes it possible to know how much a variable contributes to the performance of the model on untrained data.

**Advantages** The advantages of this method of measuring the importance of variables are manifold, including the following:

• An intuitive measure: the greater the error when the information is deteriorated, the greater the variable.

• A synthetic global overview, as one could have with the coefficients of a linear regression model.

• A criterion that is comparable between different models.

• A consideration of both the effects of the variable and its interactions with other variables.\(^2\)

• An efficient calculation that does not require the model to be re-trained, which saves time compared to other methods.

**Disadvantages** Importance by permutation has, however, some disadvantages:

• The result provided by the algorithm can vary greatly due to the randomness introduced by the permutations.

• The addition of a correlated variable to another decreases the importance of the variable under consideration.

• The permutations can provide unrealistic instances. Indeed, when we permute a variable within an instance, we do not pay attention to the fact that the new instance is really observable. This is the same problem as the one observed with

\(^2\) This can also be seen as a drawback.
the PDP. Let us consider for example the case where we have the explanatory variables of the weight and height of a man. If we perform a permutation as in the above algorithm, we can end up with an individual of height 2 m and weight 30 kg, which is not possible in reality.

We decided to not go into detail for this method, but the principle behind is to consider that a feature is all the more important as the prediction error of the model increases after permuting the values of the feature under consideration.

We are able to understand which features contribute the most in a fitted model, we will now see techniques to determine how the model responds according to a specific feature.

3.1.2 Partial dependence plots (PDP)

*Presentation of the method* PDP analysis (partial dependence plot), was introduced by [18]. This global interpretation method is a graphical method, which aims to show the marginal effect of one or more explanatory variables on the prediction made by a model.

Let $A_n = \{ Z^{(i)} = (X^{(i)}, Y^{(i)}) \in \mathbb{R}^p \times \mathbb{R}, i = 1, \ldots, n \}$ be a training set, which consists of $n$ independent random vectors following the same law and a model $\tilde{f}$, trained on observations $(x^{(i)}, y^{(i)})$ of the set $A_n$, where $x^{(i)} = (x_j^{(i)})_{1 \leq j \leq p}$ for $1 \leq i \leq n$. Let $X_S$ be the set of variables we want to know the effect on the prediction, and $X_C$ the other explanatory variables. For instance, $X_S = (X_1, X_2)$ and $X_C = (X_3, \ldots, X_p)$. Hence, $X = (X_S, X_C)$, denote the set of explanatory variables in the model.

The partial dependence function is then defined as:

$$\hat{f}_{X_S}(x_S) = \mathbb{E}_{X_C}[\hat{f}(x_S, X_C)] = \int \hat{f}(x_S, x_C) d\mathbb{P}_{X_C}(x_C). \quad (1)$$

Note this formula is not equivalent to the conditional expectation of $X_S$. To estimate the PDP function, we can just use the $n$ observations and the Monte-Carlo method to estimate the expected value, i.e.:

$$\hat{f}_{X_S}(x_S) \approx \frac{1}{n} \sum_{i=1}^{n} \hat{f}(x_S, x_C^{(i)}). \quad (2)$$

The algorithm to build the PDP plot is detailed out in “Appendix 2”. It is based on the strong assumption of non-correlation between the variables in the $C$ set and those in $S$. In practice, this case is rarely verified, which leads to the consideration of associations of modalities that are not possible in reality (for example, observing a 2-m tall individual with a weight of less than 10 kg, cf. Sect. 3.1.3).

*Example* To illustrate that method, let us consider the following example. We have variables that are linked in the following way:
where $X_1, X_2, X_3 \sim iid U(-1, 1), \epsilon \sim N(0, 1)$ with $\epsilon$ independent of $X_1, X_2, X_3$. Assume we have a sample of size $n = 1000$. The scatter plot of $X_2$ and $Y$ for this sample is shown in black in Fig. 3. We train a random forest model to predict $Y$. The PDP plot for $X_2$ is shown in red in the same figure.

The PDP plot of $X_2$ is not predictive on $Y$ on average, when the scatter plot leads to the opposite conclusion. This example illustrates the problem of not taking into account the correlations between the variables. To take into account the dependency, there is an alternative to PDP called ALE, which is detailed in the next subsection.

**Conclusion: contributions and limitations of PDP** PDP plots are often used for their simplicity of interpretation and ease of implementation. In addition, these plots can be used as a tool in estimating the importance of variables and their interactions within a model. However, this graph alone is not sufficient to explain all the complexity of an algorithm. The calculation method is indeed based on the strong and limiting assumption of independence between variables. Moreover, PDP masks heterogeneous effects as shown in Fig. 3. This is the reason why this method is often associated with other graphs such as the ICE detailed in “Appendix 3”.

### 3.1.3 Accumulated local effects plots (ALE)

The goal with an ALE plot is to correct the limitation of PDP plots, particularly when the features are correlated. This method was introduced by [6]. Just like PDP plots, ALE is a global interpretation method.

To understand the interest of the ALE plot, we can take the example of two correlated features like height (called $X_1$) and weight (called $X_2$). If we compute the PDP of the feature $X_1$ at the point $X_1 = 1.80 \text{ m}$ for instance, we will replace the size for...
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all instances by 1.80 m even for people weighing 10 kg. So, the PDP computation include unrealistic individuals which leads to a bias in the results (Fig. 4).

As explained by [26], we could consider the marginal plot (called $M$-plot), in which we average over the conditional distribution of the feature. In our example, instead of taking every individual and replacing their size by 1.80 m, we consider similar individuals of people measuring 1.80 m. So, we will not have unrealistic individuals. However, by averaging over all individuals measuring about 1.80 m, we compute the combined effect of size and height on the model prediction, because of their correlation. In the case of our model does not use the feature $X_1$ of the size, but use $X_2$ (the weight), the $M$-plot of the feature $X_1$ will not be a line as expected but a similar curve to the $M$-plot of $X_2$.

This problem is solved by the ALE plot which is also based on a conditional distribution but makes differences in predictions instead of averages. It allows to isolate the effect of a single feature, instead of all correlated features. Finally, all these differences are accumulated and centered, which gives the ALE curve. The method for constructing the curve is detailed in “Appendix 4”.

We have just illustrated two methods for analyzing any model in a global way. However, when models are complex or not sufficiently sparse, these tools are sometimes not sufficient to understand the predictions. The second step of the proposed methodology is the analysis of the interaction between features.

3.2 Interaction analysis

*Principle of the interaction between variables.* The interaction between variables (feature interaction) occurs when predictions are not only composed of the sum of the individual effects of each variable, but also of additional terms, corresponding to the fact that the value of one variable also depends on the value of the other variable. This is the case, for example, when we set up a linear regression model “with interaction”: 

![Fig. 4 Difference between $M$-plot which use conditional distribution (red) and PDP which use marginal distribution (blue) (color figure online)](image-url)
\[ Y = \beta_1 X_1 + \beta_2 X_2 + \epsilon \]
is without interaction between \( X_1 \) and \( X_2 \).

\[ Y = \beta_1 X_1 + \beta_2 X_2 + \beta_{1,2} X_1 X_2 + \epsilon \]
has an interaction between the explanatory variables \( X_1 \) and \( X_2 \).

Let us consider another example where we want to predict the average cost of an automobile claim for a policyholder from his age (young or old) and the power of his car (low or high). We have the predictions of Table 1.

On this very simple model, we can decompose the model prediction in the following way:

- a constant term (intercept) of 150
- an effect term of the driver’s age of 50 (0 if the driver is old, + 50 if he is young)
- a vehicle power effect term of 100 (0 if the power is low, + 100 if it is high).

We therefore do not observe any interaction term. Let us consider another example where the predictions are given in Table 2.

In this new model, we can decompose the prediction in this way:

- a constant term (intercept) of 150
- a driver age effect term of 50 (0 if the driver is old, + 50 if he is young)
- a vehicle power effect term of 100 (0 if the power is low, + 100 if it is high)
- an interaction term between the age and power variable of 100 (+100 if the insured is both young and owns a powerful car, 0 otherwise).

We have seen the principle of interaction features, we will now present methods to determine the strength of the interaction (with \( H \)-statistics) and the nature of the interaction (with grouped PDP).
3.2.1 A method to quantify the strength of an interaction: Friedman’s $H$-statistics

Using $H$-statistics, we can measure the interaction between variables for any model [17]. We use the same notations as for Sect. 3.1.2 above on the PDP, namely: $X_S$ represents the subset of variables whose influence we wish to measure, $X_C$ the rest of the variables ($C = \{1, \ldots, n\} \backslash S$) and $\hat{f}$ the model, supposedly complex, that we are studying. For any $j \in \{1, \ldots, p\}$, let us denote $PD_j$ the dependency function associated with the variable $X_j$ and $PD_{-j}$ the dependency function associated with all the variables except $X_j$. Let us also denote, for $j, k \in \{1, \ldots, p\}$ by $PD_{jk}$ the dependency function associated with the variables $X_j$ and $X_k$. Recall that we estimate the dependency function using the relation:

$$PD_S(x_S) = \mathbb{E}_X [\hat{f}(x_S, X_C)] \approx \frac{1}{n} \sum_{i=1}^{n} \hat{f}(x_S, x_C^{(i)}). \quad (3)$$

We assume in this section that the model is centered, i.e. $\mathbb{E}[\hat{f}(X)] = 0$. If there is no interaction between the variables $X_j$ and $X_k$, then we have:

$$PD_{jk}(x_j, x_k) = PD_j(x_j) + PD_k(x_k). \quad (4)$$

If $X_j$ does not interact with any of the other variables, then the model prediction of an input $x$ satisfies:

$$\hat{f}(x) = PD_j(x_j) + PD_{-j}(x_{-j}). \quad (5)$$

The coefficients introduced by Friedman exploit this relationship to give a measure of interaction. The first coefficient, denoted $H_{jk}$, measures the amount of variance explained by the interaction between $X_j$ and $X_k$:

$$H_{jk}^2 = \frac{\sum_{i=1}^{n} \left[ PD_{jk}(x_j^{(i)}, x_k^{(i)}) - PD_j(x_j^{(i)}) - PD_k(x_k^{(i)}) \right]^2}{\sum_{i=1}^{n} PD_{jk}^2(x_j^{(i)}, x_k^{(i)})} \quad (6)$$

If there is no interaction between $X_j$ and $X_k$, the $H$-statistic is zero, while if all the variance of $PD_{jk}$ is explained by the sum of the individual dependency functions, then it is 1.

A second statistic was introduced by Friedman to measure the effect of one variable with all the others:

$$H_j^2 = \frac{\sum_{i=1}^{n} \left[ \hat{f}(x^{(i)}) - PD_j(x_j^{(i)}) - PD_{-j}(x_{-j}^{(i)}) \right]^2}{\sum_{i=1}^{n} \hat{f}^2(x^{(i)})} \quad (7)$$

The $H$-statistic is a relatively intuitive measure of interactions, however it is relatively time-consuming to calculate. When the volume of data is large, it can even become impossible to calculate. In such cases, the available data can be subsampled, but this increases the variance of the estimate and makes the $H$-statistic unstable.
We have seen a method to quantify the strength of the interaction, we will now focus on methods to determine the nature of the interaction.

3.2.2 Methods to determine the nature of the interaction between features

Once an interaction is detected, we want to understand how it materializes. For that, we can use the PDP presented before, for different groups. By analyzing the PDP differences observed between each group, we can conclude on a combined effect of several features. Examples of these grouped PDP are presented in the application and is not detailed in this part.

In the first two parts we have methods to understand the role and the importance of each feature, and the nature and the strength of the interactions between them. We will now focus on local interpretation methods which aims to explain the model at an instance level.

3.3 Local analysis

This part focus on local analysis, which refers to the most granular interpretation by understanding a specific prediction made for one individual.

We will present the two main local methods used in practice: LIME and SHAP.

3.3.1 LIME

Presentation LIME [31] is one of the first local approaches that appeared in the field of interpretable machine learning. This method consists in using a substitution model (denoted $M_2$) which locally approaches the model to interpret (denoted $M_1$).

First, we apply small perturbations on the initial data $X$ to create a new sample, denoted $\tilde{X}$. We get the predictions of the model to interpret $M_1$ to get the predicted variable for this new sample. Let $M_1: \hat{y}_1 = f_1(\tilde{X})$. Each observation in the simulated $\tilde{X}$ sample is then weighted according to its proximity to the initial data: the closer it is to the initial data, the greater its weight. On these weighted data, a simple interpretation model $M_2$ is then constructed. This model is generally of Lasso type for regression and a decision tree for classification. Note that this time the model $M_2$ provides a good local approximation but not necessarily a global approximation.

The function $\hat{g}$ associated with the local model $M_2$ is trained by solving the following optimization program:

$$\hat{g} = \text{argmin}_{g \in G} [J(f, g, \pi_x) + \Omega(g)],$$

where $J$ is the cost function, $f$ is the function associated with model $M_1$, $g$ the function associated with model $M_2$, in the class of models $G$; $\pi_x$ a measure of proximity that sets the size of the locality around $x$ for the interpretation and $\Omega$ a function to reduce the complexity of the model.
However, in practice the implementation in Python of LIME only optimizes the cost function. Hence the user has to choose a model that is not too complex (e.g. if $f_1$ is a regression, a model with a limited number of explanatory variables).

Figure 5 summarizes how LIME works in the case of a binary classification model (class 1 or 2), with two explanatory variables. The blue zone represents the points associated with Class 1 according to the model and the light red zone represents the points associated with Class 2. The red crosses and the blue dots represent the simulated data for learning the substitution model. The size of the dots and crosses represents the weight of the considered point, according to its distance from the observation of interest, represented by the red cross. The grey dotted line is the decision limit obtained by the LIME algorithm using a linear model.

**Limitations** LIME has been criticized in mostly two ways.

First of all, as noted in [30], the choice of the kernel used in the LIME algorithm to measure the proximity of observations is crucial. It can indeed have a major impact on the accuracy of the resulting explanation. Molnar [26] shows an example in which the fitting of the surrogate linear regression is totally unsteady following the chosen kernel width in the LIME methodology. The “Appendix 5” details an alternative LIME proposed by [7].

The other kind of criticism is geared more generally against local interpretation methods. Tan et al. [33] underline the uncertainties related to the methods of local interpretation of machine learning models, including LIME, and warn users about the robustness and confidence one can have in these methods. Then the difficulty is not so much having a complex model but more how to correctly use the local methods to interpret the model. Tan et al. [33] list a few examples:

- **Randomness introduced by the data sampling**: Because sampling is random, two draws do not necessarily give the same explanation for a prediction.
- **The sensitivity of explanations to the choice of parameters**, such as the sample size and the kernel size.
- **The variation in the credibility of interpretation according to the studied observation**.
Conclusion Even if LIME has some limitations, this method offers a first tool for local interpretation and allows in particular to complement the limitations of standard methods such as the importance of variables in tree-based methods (Random Forest, Gradient Boosting, etc.).

3.3.2 SHAP

SHAP [22] is also a local interpretation algorithm. It is based on the Shapley measure introduced in game theory in 1953.

Shapley value in game theory When a model makes a prediction, we intuitively perceive that each variable does not play the same role: some have almost no impact on the decision made by the model, while others have much more influence. The objective of the SHAP algorithm is to quantify the role of each variable in the final decision of the model. To do this, the algorithm relies on the Shapley value [35]—let us first introduce this value.

Let us consider a game \( J \) characterized by a 2-uplet: \( J = (P, v) \) where \( P = \{1, \ldots, p\} \) is a set of \( p \) players, \( p \in \mathbb{N}^* \) and \( v : S(P) \rightarrow \mathbb{R} \) is a characteristic function such that: \( v(\emptyset) = 0 \) with \( S(P) \) the set of the subsets of \( P \).

A subset of players \( S \in S(P) \) is called the coalition and the set of all players \( \{1, \ldots, p\} \) is called the grand coalition. The characteristic function \( v \) describes the importance of each coalition.

The objective of the game is then to distribute the importance of each player in the total winnings as “fairly” as possible. Thus, we look for an operator \( \phi \), which assigns to the game \( J = (\{1, \ldots, p\}, v) \) a vector \( \phi = (\phi_1, \ldots, \phi_p) \) of payoffs. How to define the notion of fair distribution between players? Lloyd Shapley proposed in 1953 a definition in four axioms:

- Efficiency: \( \sum_{i=1}^{p} \phi_i(v) = v(\{1, \ldots, p\}) \)
- Symmetry: For any couple of players \( (i, j) \in \{1, \ldots, p\}^2 \), if \( \forall S \in S(\{1, \ldots, p\} \setminus \{i, j\}), v(S \cup i) = v(S \cup j) \), then \( \phi_i(v) = \phi_j(v) \)
- Facticity: Let \( i \in \{1, \ldots, p\} \) a player. If \( \forall S \in S(\{1, \ldots, p\} \setminus \{i\}), v(S \cup \{i\}) = v(S) \), then: \( \phi_i(v) = 0 \).
- Additivity: For all games, \( v : S(P) \rightarrow \mathbb{R}, w : S(P) \rightarrow \mathbb{R}, \phi(v + w) = \phi(v) + \phi(w) \) with: \( \forall S \in S(\{1, \ldots, p\}), (v + w)(S) = v(S) + w(S) \).

The value of Shapley \( \phi \) is then the only “fair” value that distributes the total gain \( v(\{1, \ldots, p\}) \), i.e. the one that meets the four previous conditions. Shapley demonstrates this theorem and gives an explicit value, namely:

\[
\forall i \in \{1, \ldots, p\}, \quad \phi_i(v) = \sum_{S \in S(\{1, \ldots, p\}) \setminus \{i\}} \frac{(p - |S| - 1)! |S|!}{p!} (v(S \cup \{i\}) - v(S)). \tag{9}
\]

The value of Shapley applied to model interpretability SHAP [22] takes the value of Shapley to make it a measure of the weight of each variable in the predictions of a model, regardless of its complexity.
Consider a numerical variable to be predicted, \( Y \in \mathbb{R} \), from a vector \( X \in \mathbb{R}^p \) of \( p \in \mathbb{N} \) explanatory variables. We suppose that we have a sample \( y = (y_1, \ldots, y_n) \in \mathbb{R}^n \) corresponding to the target values and \( x = (x_{ij})_{1 \leq i \leq n, 1 \leq j \leq p} \) corresponding to the explanatory variables (with \( n \in \mathbb{N} \) the number of individuals). Our learning machine algorithm \( M \) is calibrated on this sample and we denote by \( \hat{g} \) the function associated with the model.

If we make the analogy with the version of Shapley’s measure in game theory, we get:

- the game: the prediction task for an instance \( \tilde{x} \in \mathbb{R}^p \) of the dataset,
- the payoff: the current prediction of this instance minus the average prediction of all instances in the dataset,
- the players: the values of the characteristics \( x_j, j \in \{1, \ldots, p\} \), which collaborate to receive the win (here it is a matter of predicting a certain value).

Suppose that our variable \( Y \) to be explained is the price of a car in Euros and that our explanatory variables are \( x_1 \) and \( x_2 \), respectively the number of horse-power in the car and the number of doors. Suppose also that for \( x_1 = 150 \) and \( x_2 = 4 \), the estimated price of the model \( \hat{g} \) is \( \hat{y} = 150,000 \). We also know that from the initial data (consisting of several car prices and associated explanatory variables), the mean prediction is 170,000 euros. The objective of the game is then to explain this difference of \(-20,000\) euros, between the prediction made by the model and the average prediction. For example, we could obtain the following result: \( x_1 \) contributed \(+10,000\) euros and \( x_2 \) for \(-30,000\) euros (compared to the predicted average value) and would therefore justify the observed difference of \(-20,000\) euros.

Finally, Shapley value can be defined as the average marginal contribution of an (explanatory) variable across all possible coalitions.

A special case: the value of Shapley in the case of linear regression We consider a linear model: \( \hat{g}(x) = \beta_0 + \sum_{i=1}^{p} \beta_i x_i \), with \( (\beta_i)_{0 \leq i \leq p} \in \mathbb{R}^p \). We then define the Shapley value of the variable \( j \in \{1, \ldots, p\} \) associated with the prediction \( \hat{g}(x) \):

\[
\phi_j(\hat{g}) = \beta_j x_j - \mathbb{E}[\beta_j X_j] = \beta_j (x_j - \mathbb{E}[X_j]) \quad \text{(with } \mathbb{E}[\beta_j X_j] \text{ the average effect of the variable } x_j) \]

The Shapley value \( \phi_j(\hat{g}) \) is also referred to as the contribution of the variable \( x_j \) in the prediction of \( \hat{g}(x) \) because it is the difference between the effect of the variable and the mean effect. Note that the sum of the contributions of all the explanatory variables gives the difference between the predicted value for \( x \) and the average prediction value. Indeed:

\[
\sum_{j=1}^{p} \phi_j(\hat{g}) = \sum_{j=1}^{p} (\beta_j x_j - \mathbb{E}[\beta_j X_j]) = (\beta_0 + \sum_{j=1}^{p} \beta_j x_j) - (\beta_0 + \sum_{j=1}^{p} \mathbb{E}[\beta_j X_j])
\]

\[
= \hat{g}(x) - \mathbb{E}[\hat{g}(X)]
\]

This writing can then be generalized to any model using the Shapley value.
The value of Shapley in the general case Consider a numerical variable to be predicted \( Y \in \mathbb{R} \), from a vector \( X \in \mathbb{R}^p \) of \( p \) explanatory variables. We place ourselves in the framework of any model, with \( \hat{g} \) the associated function. Let \( \hat{x} = (\hat{x}_1, \ldots, \hat{x}_p) \) be the instance for which we want to explain the prediction.

Let us define the difference in prediction of a subset of the characteristic values in a particular instance \( \hat{x} \), introduced by [32]. This is the change in prediction caused by the observation of these values of the explanatory variables. Formally, let \( S = \{i_1, \ldots, i_s\} \subset \{1, \ldots, p\} \) be a subset of the explanatory variables (with \( s \in \{1, \ldots, p\} \)). Let us note \( \Delta \hat{x} \) the prediction difference, associated with the \( S \) subset:

\[
\Delta \hat{x}(S) = \mathbb{E}[\hat{g}(X_1, \ldots, X_p)|X_{i_1} = \hat{x}_{i_1}, \ldots, X_{i_s} = \hat{x}_{i_s}] - \mathbb{E}[\hat{g}(X_1, \ldots, X_p)]
\]

This difference in prediction corresponds to our cost function. Thus \( (\{1, \ldots, p\}, \Delta \hat{x}) \) forms a coalition game as defined in the previous part.

The contribution of the explanatory variable \( x_j, j \in \{1, \ldots, p\} \), is defined as the Shapley value of this cooperation game \( (\{1, \ldots, p\}, \Delta \hat{x}) \).

Algorithm for approximate calculation of the Shapley value The problem, in practice, is the calculation time of the Shapley value due to its complexity (increasing with the number of variables and modalities). Indeed, to do this, we have to calculate all the possible coalitions with or without the variable we want to explain: the complexity is therefore exponential.

To remedy this problem, Strumbelj and Kononenko [32] propose an approximation based on Monte Carlo simulation methods:

\[
\phi_j = \frac{1}{M} \sum_{m=1}^{M} (\hat{g}(x_{+j}^m) - \hat{g}(x_{-j}^m)),
\]

where \( j \in \{1, \ldots, p\} \) is the index of the variable we want to explain, \( M \in \mathbb{N} \) is the number of iterations chosen and \( \hat{g}(x_{+j}^m) \) is the prediction for the vector \( x = (x_1, \ldots, x_p) \) of \( p \) explanatory variables, but with a random number of characteristics replaced by a random point, except for the value of the chosen \( j \) characteristic. The prediction \( \hat{g}(x_{+j}^m) \) is almost identical to \( \hat{g}(x_{-j}^m) \) except that the value \( x_{+j}^m \) is also taken from the sample of \( x \).

Properties and limits of SHAP SHAP is one of the few methods of interpretability, to date, with a mathematical basis (see the method Node Harvest [23] for another example). Indeed, the difference between the prediction and the average prediction is distributed in a fair way between the different variables used by the model, thanks to the efficiency property of the Shapley value. This is not the case with LIME, which is based on a principle that seems coherent but has no mathematical justification. SHAP could thus be a method of model interpretability that meets the requirements of the “right to explanation” established by the GDPR.

The SHAP method provides an explanation of the prediction made by any model (no matter how complex) by assigning a contribution value to each variable used, unlike LIME which returns a more concise answer, penalizing complex models. We can then
consider that SHAP performs fewer approximations than LIME and therefore provides a more precise explanation.

When the model to be interpreted is trained with a large number of variables, the interpretation provided by SHAP is not parsimonious. SHAP actually returns as many coefficients as explanatory variables, which sometimes makes it difficult to read. To get around this problem, an adaptation of SHAP, called Kernel Shap (Linear LIME + Shapley Values) is proposed [22]. The idea is to link the Eqs. 8 (from LIME) and 9 (from SHAP). By judiciously choosing the cost function $J$, the proximity measure $\Pi_x$, and the regularization term $\Omega$, it is then possible to write the Shapley value as the solution to the optimization problem posed by LIME in Eq. 8. This combination then makes it possible to provide more parsimonious explanations.

Moreover, SHAP in its initial version assumes that the variables are independent. Nevertheless, an alternative has recently been proposed by [1].

Finally, note that SHAP provides only an indication of the contribution of each variable for a given prediction. It does not allow the inference of overall effects, contrary to the interpretation of odds-ratios in the linear regression framework. It only provides a local understanding, even if the latter is sometimes more explicit when using complex models such as neural networks or ensemble methods (random forests, XGBoost for example).

In the last two parts, we first explained the importance of the need for interpretability in the use of predictive models, while giving some definitional elements to this difficult-to-define concept, and then we presented some common methods of interpretability. To conclude this section, we would like to emphasize the need to remain cautious and critical in the use of the various interpretability methods. The reliability and robustness of interpretability methods is an important issue, especially in the case of local methods, which can lead to erroneous interpretations. Alvarez-Melis and Jaakkola [3] insists on the robustness of local methods, such as LIME and SHAP, and shows on a few examples, that close entries can lead to significantly different interpretations with LIME or SHAP. It is possible to quantify the robustness of a local interpretability method by measuring a local Lipschitz constant around an observation. This type of approach is interesting and it is even necessary before drawing definitive conclusions on a particular example to make sure that the results provided by a particular interpretability method are robust with respect to the input variables. It is natural to expect that interpretability methods are as robust as the models being evaluated. We can also mention another approach, proposed in [4], where interpretability is taken into account in the construction phase of a neural network, in order to obtain a more robust explainability. More generally, the reader may wish to consult the papers [25] and Doshi-Velez and Kim [15] on the evaluation of interpretability methods.

Let us now apply these methods to a concrete case in order to illustrate their contributions and their limits.
4 An application of interpretation methods to automobile insurance pricing to show how interpretation tools can help model users according to the audience

In this section, we apply the interpretation methods to an actuarial case study, automobile pricing. We want to understand whether more complex models, possibly more efficient, could be interpreted in the same way as the more traditional tools used today, and more specifically, whether these “black box” models could really be implemented while complying with the regulations (right to explanation provided for by the GDPR, controls of prudential authorities, etc.).

4.1 Modelling and comparison of the different approaches

We use the public database freMTPL2freq, available in the R CASdatasets package. This is data from a French motor liability insurance portfolio for different policyholders observed over one year. This database allows to model the frequency of claims. We have more than 600,000 insurance policies, with explanatory variables such as the age of the policyholder, the vehicle’s power or its age. The particularity of the frequency data is that it is very unbalanced, with many zeros (no accident) and exposures that vary greatly. A more detailed description of the data is provided in Fig. 6.

For the pricing of car insurance, the classic actuarial approach is an independent modelling of frequency (number of annual claims) and severity (average cost of a claim), to form the pure premium by combining the predictions of these two models. We focus solely on the frequency part here. On the severity part, it is to be noted that the modeling is based on a small data set, since only the policyholder who have sustained a loss are used. Moreover, the correlation between the explanatory variables and the target variable (claim amount) is generally quite low, which makes it difficult to obtain a good predictive model. We observed during our study that it is difficult to significantly improve the performance of the classical GLM Gamma, even with complex models such as ensemble methods. Let us now focus on the frequency model.

Fig. 6 Description of the freMTPL2freq data, used here to model the frequency of claims
Before the fitting of the algorithms to address this problem, we performed preliminary treatments to replicate operational practices: analysis of outliers and extreme claims (which were capped), processing of categorical variables, etc. (cf. [14] for more details). This last step is essential for the implementation of a Generalized Linear Model (GLM) because, without pre-processing of the data, monotony is imposed on the numerical variables due to the linear nature of the model. We have taken up the pre-processing proposed in the article [28].

Our objective in this section is to compare the interpretability of two models: a classical GLM model, very often used in actuarial science, and another model, more complex, that shows better performances. We train those models and then use the interpretation tools presented above to show that it is possible to understand the “black box” model.

In the range of complex models such as Random Forest or neural networks, we finally opted for an eXtreme Gradient Boosting (XGBoost) model [12]. XGBoost has become very popular in many machine learning competitions, such as Kaggle, thanks to the flexibility provided by its numerous hyperparameters. We have optimized them based on cross validations. Throughout this section, we denote by A the trivial model, returning the average frequency of claims, B the best GLM (Poisson) model found and C the qualified black box model, which is an XGBoost.

It is important to note that in the case of the GLM, it is imperative that the numerical variables are pre-processed beforehand and made categorical. Indeed, without it, the relationships between the numerical explanatory variables and the output would all be monotone. In particular, the classically observed “U” curve representing the relationship between the driver’s age and the average frequency of claims could not be obtained without this pre-processing (cf. Fig. 7). In the context of XGBoost, and more generally non-linear models, this pre-processing is not necessary, as these models are capable of capturing these complex relationships. To be able to compare the GLM and the XGBoost, we completed the analysis by fitting a new XGBoost model, noted C-cat, which uses the same variable transformation as the GLM. The parameters of this model were also optimized using cross-validation. It is common in the insurance industry that

![Average Claim Frequency with Driver Age](image)

**Fig. 7** Empirical relation observed in the data between the average frequency of claims and the driver’s age
actuaries request to keep some binned variable. We want to emphasize some situations that are commonly faced when it comes to challenge traditional GLM with other models. Classes are often a mix of expert judgement and model outcomes. Moreover, as the paper does not focus on the modeling itself but on the interpretation, we decided to keep an ISO format of the data to focus on model comparison/interpretation. As interpretation tools could help to get a similar level of model transparency, a further step would be to use the full potential of complex models and challenge the prior introduced in the data (by for instance removing categorized variables).

The results for these different models are given in Table 3. The evaluation metric we use here is Poisson deviance, which is very commonly used for frequency data. We also give the Mean Squared Error (MSE) and Mean Absolute Error (MAE) values as a complementary indicator. We show the relative gains over the trivial model in brackets. These criteria were calculated on both the training data (In-Sample), and on the test data (Out-of-Sample) to test the ability of the model to fit to new data. There is a gain of about 3% on the Poisson deviance loss of the XGBoost on the best GLM model. In a strongly competitive market, such as automobile insurance, this gain in accuracy could prove essential, especially to avoid bad risks and thus anti-selection. It should be noted, however, that these comments should be qualified since it has not been proven that strong segmentation is synonymous with profit in a competitive market—indeed, segmentation, in addition to being in opposition to the basic principle of insurance, i.e. mutualisation, leads to an increase in the volatility of earnings [21].

However, more than the impact of this gain in accuracy on the insurer’s profitability, the article chooses to focus on the ability to interpret the predictions made by this complex model and to understand it the same way as the GLM.

### 4.2 Interpretation of the GLM and XGBoost models

#### 4.2.1 The GLM model

An intrinsically interpretable model. We started by studying the performance of the two models, and in particular we checked the stability with respect to the sampling of the training and test datasets, and then we put into practice the
interpretation methods developed in Sect. 3, to better understand the predictions. We first analyzed the predictions of the GLM model. Because GLM are both sparse and simulable (cf. Sect. 2), we were able to directly understand the model based on the coefficients of each variable. In particular, we decomposed the path leading to a prediction for a given policyholder (cf. Fig. 8). It is also easy to study how the prediction of the GLM changes when a policyholder’s characteristics are modified: one just needs to look at the change in the coefficient induced by this characteristic modification.

Thus the properties of the GLM help us understand the model predictions, and that is why we can consider it is an intrinsically interpretable model (model-based interpretability, cf. Sect. 2).

Because the GLM is intrinsically interpretable and we understand it, we test the relevance of post-hoc interpretability tools we presented in Sect. 3: if they work perfectly, we should have the same conclusions based on them than we have with model-based interpretability.

Global interpretation Let us first of all have a look at feature importance. As we have seen in Sect. 3, permutation feature importance is a possible approach for this. We want to check that the obtained results are similar to those of \( t \)-statistics, which is specific to GLM models and is based on a totally different principle. Figure 9 shows the results obtained by these two approaches, which are quite similar. Note that we represented the importance of only a few variables for the sake of readability.

![Fig. 8 An example of a way to justify the price of a car insurance in regards to the car-owner’s characteristics](image)
We can understand the overall role of each variable in the prediction of the GLM model with feature importance but other interpretability tools give some complimentary insights, like the average impact of each modality on the prediction with Partial Dependence Plots (PDP). PDP measures the average marginal effect of a variable on the prediction (see Sect. 3.1.2). As we can see in Fig. 10, the PDP curves are simple translations of the different GLM coefficients (up to the inverse link function, here exponential). This is consistent with GLM properties and PDP definitions and it supports the idea that the information of the model coefficients alone is sufficient for its interpretation in the case of a GLM model.

Fig. 9 Comparison of feature importance as measured by the \( t \)-statistic and permutation feature importance (PFI)

Fig. 10 Partial dependence plots (blue) and GLM coefficients (red) of the model \( B \) (GLM frequency) (color figure online)
Note that we could also use ALE here and it would lead to the similar interpretations as the PDP in the case of the GLM.

*Interactions Analysis* As the model we considered is a GLM, there is no interaction between the variables. Note that we could have used a GAM (*Generalized Additive Model*) to include interactions between some variables.

Let us check that the tools of the Sect. 3 to identify interactions are in adequacy with this analysis. First of all, the $H$-statistics (cf. Sect. 3.2.1), provide coefficients close to 0 for each variable, which means the absence of interaction within the model.

We can also represent the *ICE* curves which allow us to identify possible interactions between variables. We observe, in Fig. 11, that these different curves are translated between them (and with the PDP curve which is only the mean), a sign of absence of interaction.

*Local interpretation* Local interpretation methods (such as LIME and SHAP) are also coherent with the interpretations we can draw from the coefficients of the GLM. Note that the different values we obtained to interpret a prediction locally can be directly deduced from the coefficients of the GLM model: in fact due to the linearity of the GLM model, the global analysis is self-sufficient.

As we fully understand the GLM model, we can use this example to illustrate the differences between LIME and SHAP (cf. Fig. 12).

If we look at the different contributions of the variables according to SHAP or LIME in Fig. 12, we note that features contribution look overall similar but are not
exactly the same. It is explained by the different approaches of local interpretations and emphasis the fact that LIME or SHAP methodologies (even if they are commonly used) are not representing the ground truth. Both however help to complete global analysis with local results and could confirm expert opinion (or trigger a deeper investigation on the explained model or underlying data).

To conclude, we do not really need the methods we introduced in Sect. 3 to interpret the GLM model results: whether we want to get a global or local understanding, we only need the coefficients of the model and our knowledge of its properties (eg: lack of interactions between variables).

### 4.2.2 The XGBoost model

In the previous section, we have shown that the conclusions we can draw from the different post-hoc interpretation methods were similar to what we were expecting given our knowledge of the GLM model as it is intrinsically interpretable. Now let us use these methods on a model that is often considered as a black box, a XGBoost model. We will go through the same steps: global interpretation, interactions and local interpretation.

As mentioned in the introduction, the interpretability depends on the target audience. In this part, we will investigate the relevance of each method according to the stakeholders involved. We will focus on two types of audience:

- a policyholder who wants to understand its tariff. The policyholder in question has the characteristics described in Table 4. The fitted model GLM and XGBoost predict the claim frequency (over one year) respectively of 86.3% and 94%; the two values are both greater than the 99% quantile of the prediction made by each model on the learning database.
- an actuary who wants to understand the fitted model and to check its reliability

#### Table 4 Studied policyholder’s characteristics

| Feature       | Power | CarAge | DriverAge | BonusMalus | Brand | Gas | Area | Density | Region |
|---------------|-------|--------|-----------|------------|-------|-----|------|---------|--------|
| Value         | 5     | 0      | 19        | 125        | B12   | Regular 4 | 1196    | Picardie |

Fig. 12 Illustration of results obtained using the local LIME and SHAP interpretation methods on a policyholder for the GLM model A
Global interpretation

First, we use the Permutation Feature Importance (PFI) to measure the importance of features. Note that there are also specific methods for XGBoost models, but we will not use them in this paper.

Figure 13 gives the importance of the different variables we used (in the XGBoost and GLM). In order to compare the GLM and the XGBoost models, we only analyze the XGBoost model with the pre-processed variables (namely the C-cat model) for the feature importance: indeed PFI gives a score for each feature, so we cannot directly compare the importance of the GLM and the C XGBoost.

We observe that for the GLM and the XGBoost, the modality 1 of the variable CarAge (i.e. car less than one year old) seems to have a preponderant role on the predictions made by these two models, and the same goes for the bonus-malus numerical variable. However, because the PFI method is based on the modalities of each variable, there are 52 coefficients with the preprocessed categorical variables, which makes the analysis difficult and not parsimonious.

Instead we use the R DALEX package: that package adapts the PFI method to give only one score to each variable (instead of one by modality).
Using this method, we have a simplified analysis of our different variables and their roles within the model. It also allows us to compare our three models $B$, $C$ and $C$-cat. Figure 14 summarizes the importance of the variables of the three models mentioned above: overall the role of the variables is similar within each of the models. In particular, bonus-malus and driver age are preponderant for all three models. We also note that driver age plays a more important role in the XGBoost ($C$) than in the other models. Finally, the variables Gas and Density have very little influence on average on the models prediction. This leads to different local interpretation for the XGBoost models than it does for the GLM.

Indeed, we saw previously that in the case of the GLM, for all predictions, regardless of the individual concerned, these variables have no (or very little) impact. That is because the sole knowledge of the coefficients of the GLM model is enough to understand the model’s local behaviour: locally the coefficients are applied the same way for all individuals predictions. Hence local methods are not very relevant for the GLM model. On the contrary, for the XGBoost model it means for most individual predictions that these variables have a very limited importance, but it is possible that for some Gas and Density are extremely important locally. This could be checked with local methods such as LIME and SHAP.

Now that we know how important each variable is globally, let us have a look at the average effect of the value of a variable on the predictions, with the PDP and ALE methods.

One of the advantages of this is that we can check whether we find back the same relations we had empirically found in the dataset in the impact of each variable on the predicted claims.

In particular, we hope to find a “U” curve for the driver age variable, i.e. a lot of claims for young (under 25) and old (over 70) drivers, and relatively low or moderate claims for the intermediate ages. When we look at the PDP for that variable (Fig. 15), we can confirm the model replicates that relation. Note the blue curve has some steps since we discretized the age variable in several age groups ([18, 21], [21, 26], [26, 31], [31, 41], [41, 51], [51, 71], [71, +∞]).

We can carry the same kind of analysis on the age of the vehicle. On the left of Fig. 15, we observe that the older the vehicle, the higher the frequency of predicted claims: in other words, the relationship is decreasing. Note that
these curves only represent less than 20-year old vehicles. This interpretation is in line with the GLM model. With an empirical study on vehicle age and claim frequency, we can check the relevance of both models. In the database, 30% of claims indeed occur for vehicles that are less than two years old. One explanation for this can be the strong correlation between older drivers, who are more exposed to claims, and the fact that they change vehicles more regularly. However, this cannot be confirmed with current data.

You can find the ALE plot for all of the other variables in the appendix (Fig. 20). Note for instance the increasing relation between the target variable and the bonus-malus.

Relevance according to the target audience Feature Importance and PDP are important tools for an actuary to understand the global behaviour of the model and the relevance with business expertise. The fact that the three main features are Bonus Malus, Driver Age and Car Age is coherent, just like the monotonicity of the prediction with the Car Age (decreasing curve) and the Bonus Malus (increasing curve).

For a policyholder, these methods are less important because they do not allow to understand exactly the price paid. However, it can be an interesting knowledge for the policyholder to know which feature contribute the most in the paid price (Feature Importance) and with which average effect on the prediction (PDP/ALE). For the specific example we took, the policyholder could easily understand the high probability of claims predicted by the model with these two methods. In fact, the three most important features (Bonus Malus, Driver Age, Car Age) are all in the range where PDP/ALE are maximal. However, heterogeneous effects are not considered and these tools are not sufficient to explain precisely the prediction.

Interactions So far, we have only studied univariate effects with the PDP plots, let us now analyze multivariate effects. An XGBoost model allows for more interactions than a GLM, so it can be more complex to explain: the prediction of an XGBoost model indeed cannot be decomposed as the sum of the effect of each variable. But as [10] explain, tree-based methods like XGBoost are particularly good at modeling interactions between variables.

A first solution to show model interactions is the H-statistic. This statistic, that we presented in Sect. 3.2.1, captures the strength of the interaction by measuring the proportion of the variance that is due to the interaction between several variables. It is mostly computed using partial dependencies, comparing the variance due to the interaction and the total variance. The value of the H-statistic is between 0 and 1, with 0 referring to the absence of interaction and 1 indicating that the prediction is purely guided by the interaction studied.

In this example, we only consider two variables at a time. As the H-statistics formula is based on partial dependencies, the computation time is very high and we have to make approximations (Table 5).

However, in this example, we only use categorical variables, which makes the H-statistics irrelevant. The $H$-statistic indeed overestimates the effect of interactions
Table 5: $H$-statistics for the different combinations of the XGBoost variables (on 10,000 points, that led to a long computation time)

|                           | Area | BonusMalus (%) | Density (%) | Region (%) | Power (%) | DriverAge (%) | Brand (%) | Gas (%) | CarAge (%) |
|---------------------------|------|----------------|-------------|------------|-----------|---------------|-----------|---------|------------|
| Area                      | 0.2  | 1.4            | 1.3         | 0.6        | 0.5       | 0.5           | 0.5       | 0.5     | 1.3        |
| BonusMalus                | 0.2  | 0.2            | 1.1         | 1.1        | 0.4       | 0.5           | 0.5       | 0.5     | 0.5        |
| Density                   | 1.4  | 1.5            | 0.7         | 0.7        | 0.4       | 0.5           | 0.5       | 0.5     | 0.5        |
| Region                    | 1.5  | 1.3            | 1.1         | 0.9        | 0.4       | 0.5           | 0.5       | 0.5     | 0.5        |
| Power                     | 1.1  | 1.1            | 0.6         | 0.9        | 0.4       | 0.5           | 0.5       | 0.5     | 0.5        |
| DriverAge                 | 1.1  | 1.1            | 0.6         | 1.1        | 0.4       | 0.5           | 0.5       | 0.5     | 0.5        |
| Brand                     | 1.3  | 1.3            | 1.1         | 1.1        | 0.4       | 0.5           | 0.5       | 0.5     | 0.5        |
| Gas                       | 0.5  | 0.5            | 0.5         | 0.5        | 0.5       | 0.5           | 0.5       | 0.5     | 0.5        |
| CarAge                    | 2.7  | 2.7            | 2.7         | 2.7        | 2.7       | 2.7           | 2.7       | 2.7     | 2.7        |
with categorical variables, like the combination \((\text{Power}, \text{Gas})\) (respectively 6 and 2 modalities).

Another drawback of the H-statistic is that it does not describe how the interaction of two variables changes the prediction (only its intensity). \emph{Individual Condition Expectation} plots (ICE) on the contrary give this kind of information. ICE generalize on partial dependencies for each observation (cf. Sect. 3.1.2), which makes it a method for local interpretation. Analyzing interactions with ICE plots is straightforward: if all curves are not simple translations of one another, it means there are interactions between variables.

By the definition of an XGBoost model, we expect interactions—i.e. ICE curves that are not translated. To highlight more precisely the interactions, we put in a different color each curve depending on the modality taken by a chosen variable. We have chosen to study the effect of the age of the driver and the power of the vehicle, divided here into 3 classes. Several studies show that the joint effect of a young driver and a high-powered vehicle drastically increased the risk of claims (in terms of frequency). This can be observed on the left of Fig. 16: the blue curves represent policies with the highest vehicle power and the black partial dependence curve represents the average effect of the driver’s age on the prediction. For blue curves, the slope tends to be bigger for young ages (between 18 and 25) than the PDP, especially for one ICE curve, which indicates a potential additional risk of claims when the policyholder is young and has a powerful car.

On the right Fig. 16, you can see the joint effect of bonus-malus and vehicle power, where the slope between power 8 and 9 is higher for large Bonus Malus (class 81+ in blue) compared to other Bonus Malus classes (in red and green) and the PDP (in black).

Note also that the ICE curves highlight atypical individuals, for whom the number of predicted claims (over one year) is very high, even sometimes exceeding 1.5 predicted claims. To better understand this, it would be interesting to carry a more in-depth study via local methods such as LIME and SHAP for example.

![Image](image-url)
Relevance according to the target audience

Just like global methods, the analysis of the interactions is an essential phase for the actuary: firstly to understand the fitted model and ensure that it is consistent with business knowledge and expertise but also to detect new relationships, like high order interaction. On the side of the policyholder, this phase sounds less important because it will not be enough to understand why the model made such prediction. To have a simple explanation of the same type as the decomposition made for the GLM, local methods like LIME and SHAP seem necessary. However, interaction methods can be useful to explain to the policyholder that the effect of each feature is not linear and combined effect can exist. We could mention for example the well-known combined effect of the vehicle’s power and the driver’s age, which comes from an increased risk for a young driver with a powerful car.

Local analysis via LIME and SHAP

Global analysis tools (as the one introduced previously) provide useful insights on the average behaviour of the algorithm: the importance of each feature can be understood with the PFI, main effect of each feature on the prediction can be illustrated with PDP and ALE, main interactions detected with $H$-statistics and magnitude of those interaction quantified with ICE or grouped PDP. However, global analysis might not be enough when it comes to detail an underwriting decision to an applicant that relies on a model. Two interpretation post hoc tools like LIME and SHAP (introduced previously) can then be useful. Let us illustrate their usage through the example of a potential policyholder described above who has a frequency of claims predicted by the XGBoost of 94%.

Figure 17 shows the results provided by LIME method\(^3\) for this policyholder, modeled by the XGBoost algorithm.

In complement to LIME analysis, Fig. 18 shows the results provided by SHAP method\(^4\) for the same specific policyholder, modeled by the XGBoost model.

---

\(^3\) With the following LIME parameters: 10,000 permutations, all features (9) are used to fit the local surrogate model and the Gower distance function is used to assign a weight for each instance according to their distances to the point of interest.

\(^4\) With the following SHAP parameters: 500 SHAP, 12 permutations of random visit sequences, 4 as a maximum number of rows in data to consider in the reference data.
Note that other parameters have been tested for both methods, and the results were not significantly impacted.

For these two methods, most of the features contributions are positive, which is consistent with the high prediction made by the model. With LIME, the value of the feature Bonus Malus is the main reason of the XGBoost high prediction, which is also the case, but not to the same degree, with the CarAge and the Region.

With SHAP, we can see that the CarAge is the most contributive feature, with Gas, Band, and Bonus Malus.

Even if the results provided by LIME and SHAP are substantially different, which is consistent because the underlying theories are different, these methods agree on the fact that Bonus Malus and Car Age have both a significant impact on the prediction, unlike the Driver Age which has little local contribution.

Global analysis showed that, on average, Driver Age has at a same time a huge importance in the model (in the top 3 most important features, see Fig. 14), and a high positive contribution on the prediction when its value is 19 (see Fig. 15). LIME and SHAP analysis showed that in this local context, its role on the prediction was not so important and “contradicts” global analysis.

Relevance according to the target audience It seems clear that for a policyholder who wants to understand his tariff based on a complex model, the LIME and SHAP methods are the most appropriate interpretation methods. Just like GLM model with coefficients (see Fig. 8), it allows to break down the prediction with a contribution of each feature (or for selected features with LIME).

On the side of the actuary, these methods applied on a single policyholder are not necessarily a knowledge he needs, but it can help him to understand if he can trust the model or not, or to discover new relationships. Moreover, these methods applied on specific policyholders, for example with high or low predictions, or on a group of similar individuals can provide useful information. This can, for example, help to understand why a model will penalize or benefit certain specific profiles more, which can have negative consequences for the insurer.
5 Conclusion

Predictive algorithms are increasingly popular within the insurance industry to improve the various of services it offers. Sometimes less restrictive in terms of assumptions to be verified than more traditional statistical algorithms, machine learning models (*deep learning*, set methods, etc.) make it possible to improve the understanding of phenomena and to anticipate its occurrence with better precision. This gain is often made to the detriment of the complexity of the algorithms but also of the data on which they are based. The methods of interpretation of the algorithms make it possible to extend the analysis tools of these models in order to ensure their control and above all, their business relevance. Being able to understand and explain are essential elements for disciplines based on data manipulation. Thus, this article highlights certain methods of assistance in the interpretation of algorithms. It is important to stress that research continues to advance on this subject both from a technical and ethical point of view. Moreover, the tools introduced in this article are just some techniques among others with their advantages and limitations. The usage of only one post hoc methodology does not necessarily make an algorithm transparent. As most actuaries are used to, understanding or explaining a model lead to being able to control the mechanism of the algorithm, its dependency to the data (from which algorithms can help to emphasize potential bias for instance) and the results it can provide. Finally, transparency post-hoc tools are just additional algorithms and layers that bring more easy-to-read elements to complex, but more accurate, algorithms that need to be carefully used with their limitations in mind. Usage of several model analysis methods (as those introduced) help in lighting through different angles and reduce black spots on model decisions.

Appendix 1: Some useful open source libraries

We list here some useful libraries that the reader can access in order to manipulate the presented methods.

**R Packages**

- LIME: [https://cran.r-project.org/web/packages/lime/index.html](https://cran.r-project.org/web/packages/lime/index.html); [https://cran.r-project.org/web/packages/iml/index.html](https://cran.r-project.org/web/packages/iml/index.html)
- SHAP: [https://github.com/slundberg/shap](https://github.com/slundberg/shap)
- H-statistics: [https://cran.r-project.org/web/packages/iml/index.html](https://cran.r-project.org/web/packages/iml/index.html)
- ALE, PDP, ICE: [https://cran.r-project.org/web/packages/iml/index.html](https://cran.r-project.org/web/packages/iml/index.html); [https://cran.r-project.org/web/packages/pdp/index.html](https://cran.r-project.org/web/packages/pdp/index.html); [https://www.rdocumentation.org/packages/ICEbox/versions/1.1.2](https://www.rdocumentation.org/packages/ICEbox/versions/1.1.2)
- The importance of variables: [https://cran.r-project.org/web/packages/iml/index.html](https://cran.r-project.org/web/packages/iml/index.html); [https://cran.r-project.org/web/packages/DALEX/index.html](https://cran.r-project.org/web/packages/DALEX/index.html)

**Python Packages**
• LIME: https://github.com/marcotcr/lime
• SHAP: https://github.com/slundberg/shap
• H-statistique: https://pypi.org/project/sklearn-gbmi/
• ALE, PDP, ICE: https://github.com/SauceCat/PDPbox; https://scikit-learn.org/

Appendix 2: PDP curve construction algorithm

The algorithm proposed in [18] to estimate the values taken by the partial depend-
ency function is the following:

- Input: the learning base \( (x_j^{(i)})_{1 \leq i \leq n, 1 \leq j \leq p} \), the model \( \hat{f} \), a variable to be explained
  assumed here to be \( x_1 \) to simplify, i.e. \( S = \{1\} \) and \( C = \{2, \ldots, p\} \). That is:
  \( (x_1^{(i)})_{1 \leq i \leq n, 1 \leq j \leq p} = (x_1^{(i)}, x_C^{(i)})_{1 \leq j \leq p} \).
- for \( i = 1, \ldots, n \):
  - Copy the learning base, replacing the value of the variable \( x_1 \) by the constant
    value \( x_1^{(i)} \): \( (x_1^{(i)}, x_C^{(i)})_{1 \leq k \leq n} \).
  - Calculation of the prediction vector by \( \hat{f} \) of the previously defined data:
    \( \hat{f}(x_1^{(i)}, x_C^{(i)}) \) for \( k = 1, \ldots, n \).
  - Calculation of \( \hat{f}_{x_1}(x_1^{(i)}) \) by the formula:
    \( \hat{f}_{x_1}(x_1^{(i)}) \approx \frac{1}{n} \sum_{k=1}^{n} \hat{f}(x_1^{(i)}, x_C^{(k)}) \).
- Output: the dot plot \( (x_1^{(i)}, \hat{f}_{x_1}(x_1^{(i)})) \) for \( i = 1, \ldots, n \), called partial dependency graph
  (PDP).

Appendix 3: Precision on the ICE method

The ICE curve approach provides a graph with one line for each instance, which
shows how the prediction changes when a characteristic changes. Instead of the
average performed in the PDP calculation, the ICE calculation is performed for each
instance. This results in an ICE graph, containing as many curves as there are obser-
vations. This method has been introduced by [19]. Contrary to the partial depend-
ency graph which is a global approach, the ICE curves are local (cf. Fig. 1). The
algorithm used to estimate the ICE is the following:

- Input: the training data: \( (x_j^{(i)})_{1 \leq i \leq n, 1 \leq j \leq p} \), the adjusted model \( \hat{f} \), \( S \) a subset of
  \( \{1, \ldots, p\} \) and \( C \) the complementary of \( S \) in \( \{1, \ldots, p\} \).
- For \( i = 1, \ldots, n \):
  - \( \hat{f}_S^{(i)} = 0_{p \times 1} \)
  - \( x_C = x_C^{(i)} \): we set the \( C \) columns to the \( i \)th observation.
• For \( l = 1, \ldots, n \):
  
  • \( x_S^l = x_{S, l}^{(i)} \)
  
  • \( \hat{f}_{S, l}^{(i)} = \hat{f}(x_S^l, x_C) \)

• Output: \( \hat{f}_{S}^{(1)} = (\hat{f}_{S,1}^{(1)}, \ldots, \hat{f}_{S,n}^{(1)}), \ldots, \hat{f}_{S}^{(n)} = (\hat{f}_{S,1}^{(n)}, \ldots, \hat{f}_{S,n}^{(n)}) \)

Let’s take again the illustrative example of the PDP method Sect. 3.1.2. In this example, we have observed that PDP, by realizing a mean, does not capture all the dependency of a variable on the prediction. Let us now display the ICE graph associated with the PDP (Fig. 19).

This time, the ICE captures the effect of \( X_2 \) on the prediction for each instance. On average the ICE graph is close to 0, which corresponds to the PDP, but the full ICE graph is close to the scatter plot shown in Fig. 3. There is an adaptation of the ICE method, called c-ICE, which allows to center the curves and thus to better see the effects of each variable on the prediction. Other variants based on partial derivatives such as d-ICE also exist.

The ICE curves are generally of the same interest as the PDP graph, notably the simplicity of implementation and interpretation. The other important advantage is that they do not mask the heterogeneous effects of the model under consideration. Thus, by using the PDP graph, which provides a summary of the impact of a variable on the model’s prediction, and the ICE curves, which specify it, we obtain a good global explanation of the predictions.

However, like the PDP, the ICE curves are based on an assumption of independence between the different variables and do not take into account their actual distribution. Another disadvantage is the fact that the curves can only be represented in 2 or 3 dimensions, because humans do not know how to represent higher dimensions. Moreover, the graph containing all the ICE curves is quickly overloaded when the number of individuals studied is large.
Appendix 4: The ALE method

To illustrate ALE, detailed in [6], one could start by reminding the PDP formula. PDP associated to variables $X_S$ lays on the following:

$$\hat{f}_{Xs,PDP}(x_s) = \mathbb{E}_{x_C}[\hat{f}(x_s, x_C)] = \int \hat{f}(x_s, x_C)p_{X_s}(x_C)dx_C$$

for each point $x_s$ of the marginal distribution of $X_S$. What we call $M$-plot, lays on the conditioned average of predictions:

$$\hat{f}_{Xs,M-plot}(x_s) = \mathbb{E}_{X_C|X_s}[\hat{f}(X_s, x_C)|X_S = x_S] = \int \hat{f}(x_s, x_C)p(x_C|x_s)dx_C$$

Finally, to produce ALE curve, we define interval bounds $z_{0,1} < x_s$ to compute the average of the difference of predictions. Formula then becomes:

$$\hat{f}_{Xs, ALE}(x_s) = \int_{z_{0,1}}^{x_s} \mathbb{E}_{X_C|X_s}[\hat{f}(S, x_C)|X_S = z_S]dz_S$$

where $\hat{f}(S, x_C) = \frac{\partial \hat{f}(x_s, x_C)}{\partial x_S}$ is gradient of $\hat{f}$ related to the first coordinate.

The ALE method differs from the PDP method, which directly averages predictions, in that it calculates the prediction differences conditional on features $S$ and integrates the derivative over features $S$ to estimate the effect. Heuristically, the idea is that the derivation and integration cancel each other out and the derivative (or interval difference) isolates the effect of the feature of interest and blocks the effect of correlated features.

**ALE estimation** Let’s zoom on the construction of the ALE for one unique numerical variable $x_j$ ($S = \{j\}$) with $j \in \mathbb{N}$. We divide the set of values taken by the variable $x_j$ into several intervals: $[z_{0,j}, z_{1,j}], [z_{1,j}, z_{2,j}], \ldots, [z_{k_j(x)} - 1,j, z_{k_j(x)}]$, with $k_j(x)$ the number of intervals $z_{0,j} < z_{1,j} < \ldots < z_{k_j(x)}$. For $k \in \{1, \ldots, k_j(x)\}$, let $N_j(k)$ the set of individuals of the learning base for which the variable $x_j$ is in the interval number $k$: $[z_{k-1,j}, z_{k,j}]$, and $n_j(k)$ the number of individuals in $N_j(k)$. Then the ALE at the point $x \in \mathbb{R}$ associated with the variable $j$ is estimated by the formula:

$$\hat{f}_{j, ALE}(x) = \sum_{k=1}^{k_j(x)} \frac{1}{n_j(k)} \sum_{i:x_j^{(i)} \in N_j(k)} \left[ f(z_{k-1,j}, x_j^{(i)}) - f(z_{k-1,j}, x_j^{(i)}) \right]$$
The term “accumulated local effects” can be clearly explained on this formula: on each interval, we measure the “local” prediction difference, then we sum over all the intervals, in order to have the “accumulated” effect. In reality, the true ALE definition centers the previous term to have an average effect at 0, so the following formula follows:

\[ \hat{f}_{j,\text{ALE}}(x) = \hat{f}_{j,\text{ALE}}(x) - \frac{1}{n} \sum_{l=1}^{n} \hat{f}_{l,\text{ALE}}(x) \]  

(15)

\[ = \sum_{k=1}^{k_j(x)} \frac{1}{n_j(k)} \sum_{l:k(\cdot) \in N_j(k)} \left[ f(z_k, x_{ij}^{(l)}) - f(z_{k-1}, x_{ij}^{(l)}) \right] - \frac{1}{n} \sum_{l=1}^{n} \hat{f}_{l,\text{ALE}}(x) \]  

(16)

Centering the formula allows the ALE to be interpreted as the effect of a variable on the prediction compared to the average prediction based on learning data. For example, if we get an ALE of $-2$ at a certain point $x$ when $x_j = 3$, this means that when the $j$th variable is 3, the prediction value is 2 less than the average prediction.

The intervals in the formula (14) are usually chosen as being different quantiles of the distribution of the variable $x_j$ under consideration. This allows to have as many individuals in each interval, but has the disadvantage of having intervals of very different sizes, especially in the case where the tail of the distribution is heavy.

**Appendix 5: Alternatives to LIME**

**Reminder on LIME**

The LIME procedure to explain the prediction made by a black box model, denoted $b$, for the $x$ instance is based on the steps detailed in the following algorithm:

- The learning base $X_{sx}$ to calibrate the substitution model $s_x$ is constructed by simulating samples of a normal distribution for each explanatory variable $x_i$, with the same mean and standard deviation as the variables used to fit $b$. We note for any $j \in \{1, \ldots, p\}$, $\mu_j = \frac{1}{n} \sum_{i=1}^{n} x_{ij}$ (empirical mean of the variable $x_j$ in the initial learning base) and $\sigma_j^2 = \frac{1}{n-1} \sum_{i=1}^{n} (x_{ij} - \mu_j)^2$ (empirical variance of the variable $x_j$ in the initial learning base). We also note $n_{\text{sim}}$ the number of individuals used to adjust $s_x$. Then for any $j \in \{1, \ldots, p\}$, we simulate $n_{\text{sim}}$ independent samples of law $N(\mu_j, \sigma_j^2)$. This forms our base $X_{sx}$. In the case of categorical variables, LIME works with the prediction probabilities returned by $b$.
- The substituted model $s_x$ is fitted using a linear model with ridge regularization, i.e. a penalty parameter is added to control the variance of the model. Each instance $\tilde{x}$ of $X_{sx}$ is given a weight calculated with respect to its distance with $x$,
using a kernel function like the kernel $RBF$ defined by $RBF(x, \tilde{x}) = \exp(-\frac{\|x-\tilde{x}\|^2}{2\sigma^2})$, where $\sigma > 0$ is a parameter to be defined. This weighting is intended to favour points close to the $x$ point that we are trying to explain, in order to have a local interpretation.

- Explanations of the black box $b$ are generated by extracting the coefficients of the linear regression implemented with the $s_x$ model.

**LIVE**

The article [7] proposes two alternatives to the LIME and SHAP methods, called Live and BreakDown. We focus in this part on the Live method (*Local Interpretable Visual Explanations*). The main objective of this method is the same as LIME, namely to explain a particular prediction of a black-box model using a local substitution model. The major difference with LIME lies in the choice of observations to fit the substitution model. The algorithm for generating the neighborhood is as follows:

- Input: $n_{sim}$, the number of observations to generate and $p$, the number of explanatory variables used in the $b$ black box model. Let $x^* = (x^*_j)_{1 \leq j \leq p}$ be the observation of interest that we want to explain.

- Initialization: duplicate the given observations $n_{sim}$ times. Let us note $X'$ the matrix containing the learning data of the substitution model: $X' = \begin{pmatrix} x^*_1 & \cdots & x^*_1 \\ \vdots & \ddots & \vdots \\ x^*_p & \cdots & x^*_p \end{pmatrix}_{n_{sim} \times p}$.

- For $i \in \{1, \ldots, n_{sim}\}$: Choose $k \in \{1, \ldots, p\}$ randomly according to the uniform law: $k \sim \mathcal{U}([1, n_{sim}])$. Replace the $k$th variable with a draw of the empirical distribution (in the learning base) of this variable: $X'[k, i] \sim \mathcal{L}(X_k)$.

The notation $\mathcal{L}(X_k)$ corresponds to the “estimated” law of the variable $X_k$ which is approached either by a normal law (parameters found by the method of moments for example), or by random drawing of this variable on the basis of learning, which amounts to performing permutations on the initial basis. Both methods have the disadvantage of not taking into account the dependency between the explanatory variables. Alternatives exist but are not discussed here. All the observations (of $X'$) thus generated by the above algorithm are assumed to be equidistant to the original observation that we are trying to explain: no weighting is applied when fitting the local substitution model. This frees us from the constraint of the choice of kernel of the LIME method.
Appendix 6: Other graphs useful for analysis

See Fig. 20.

Fig. 20  Accumulated Local Effect (ALE) associated with the different variables of the XGBoost C model (in black the real ALE curve and in blue the smooth curve) (color figure online)
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