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ABSTRACT. In this paper, we introduce the degenerate gamma random variables which are connected with the degenerate gamma functions and the degenerate exponential functions, and deduce the expectation and variance of those random variables.

1. INTRODUCTION

For $0 \neq \lambda \in \mathbb{R}$, the degenerate exponential functions are defined by

\[ e^x_\lambda(t) = \sum_{n=0}^{\infty} (x)_n \frac{t^n}{n!}, \quad e_\lambda(t) = e^x_\lambda(t) = \sum_{n=0}^{\infty} (1)_n \frac{t^n}{n!}, \]

where $(x)_0 = 1$, $(x)_n = (x - \lambda) \cdots (x - (n - 1)\lambda)$, $(n \geq 1)$, (see [5,7,8,9,10]).

Note that $\lim_{\lambda \to 0} e^x_\lambda(t) = e^x$.

As is known, the $\lambda$-binomial coefficients are defined as

\[ \binom{x}{n}_\lambda = \frac{(x)_n}{n!} = \frac{(x - \lambda) \cdots (x - (n - 1)\lambda)}{n!}, \quad (n \geq 1), \quad \binom{x}{0}_\lambda = 1, \quad (\text{see [6,7]}). \]

The degenerate Stirling numbers of the first kind are defined by Kim-Kim as

\[ (x)_n = \sum_{l=0}^{n} S_{1,\lambda}(n,l)(x)_l^\lambda, \quad (n \geq 0), \quad (\text{see [10]}), \]

where $(x)_0 = 1$, $(x)_n = x(x - 1) \cdots (x - n + 1)$, $(n \geq 1)$.

As an inversion formula of (3), the degenerate Stirling numbers of the second kind are given by

\[ (x)_n = \sum_{l=0}^{n} S_{2,\lambda}(n,l)(x)_l, \quad (n \geq 0), \quad (\text{see [4]}). \]

Recently, Kim-Kim introduced the degenerate gamma functions which are given by

\[ \Gamma_\lambda(s) = \int_{0}^{\infty} e^{x-1}_\lambda(t)t^{s-1}dt, \quad (\lambda \in (0,1)), \quad (\text{see [5,9]}), \]

where $s \in \mathbb{C}$, with $0 < \text{Re}(s) < \frac{1}{\lambda}$.

From (5), we note that

\[ \Gamma_\lambda(k) = \frac{\Gamma(k)}{(1)_{k+1,\lambda}}, \quad (k \in \mathbb{N}, \lambda \neq 1, \frac{1}{2}, \frac{1}{3}, \ldots, \frac{1}{k}), \quad \Gamma_\lambda(1) = \frac{1}{1-\lambda}, \quad (\text{see [9]}), \]

where $\Gamma$ is the usual gamma function.

Note that $\lim_{\lambda \to 0^+} \Gamma_\lambda(s) = \Gamma(s) = \int_{0}^{\infty} e^{-t}t^{s-1}dt, \quad (\text{Re}(s) > 0)$.

The random variables are real valued functions defined on sample spaces. We say that $X$ is a
continuous random variable if there exists a nonnegative function \( f \), defined for all real \( x \in (-\infty, \infty) \), having the property that, for any set \( B \) of real numbers

\[
P\{X \in B\} = \int_B f(x)dx, \quad \text{(see [14])}.
\]

The function \( f \) is called the probability density function of \( X \). If \( X \) is a continuous random variable having the probability density function \( f \), then the expectation of \( X \) is defined as

\[
E[X] = \int_{-\infty}^\infty xf(x)dx.
\]

Let \( X \) be a continuous random variable with the probability density function \( f \). Then, for any real valued function \( g \), we have

\[
E[g(X)] = \int_{-\infty}^\infty g(x)f(x)dx.
\]

The expected value of the random variable \( X \), \( E[X] \), is also referred to as the mean or the first moment of \( X \). The quantity \( E[X^n] \), \( n \geq 1 \), is said to be the \( n \)-th moment of \( X \). That is,

\[
E[X^n] = \int_{-\infty}^\infty x^nf(x)dx, \quad (n \geq 1).
\]

Another quantity of interest is the variance of the random variable \( X \) which is defined by

\[
\text{Var}(X) = E\left[ (X - E[X])^2 \right] = E[X^2] - (E[X])^2.
\]

We say that the random variables \( X \) and \( Y \) are jointly continuous if there exists a function \( f(x,y) \), defined for all \( x \) and \( y \), having the probability that for all sets \( A \) and \( B \) of real numbers

\[
P\{X \in A, Y \in B\} = \int_B \int_A f(x,y)dx\,dy.
\]

The function \( f(x,y) \) is called the joint probability density function of \( X \) and \( Y \). The random variables \( X \) and \( Y \) are said to be independent if, for all \( a, b \),

\[
P\{X \leq a, Y \leq b\} = P\{X \leq a\} \cdot P\{Y \leq b\},
\]

that is to say, if

\[
E[XY] = E[X]E[Y].
\]

Let \( X,Y \) be independent random variables. For any real valued functions \( h \) and \( g \), we have

\[
E[g(X)h(Y)] = E[g(X)]E[h(Y)].
\]

A continuous random variable \( X \) is said to have a gamma distribution with parameters \( \alpha > 0 \) and \( \beta > 0 \) if its probability density function has the form

\[
f(x) = \begin{cases} \frac{1}{\Gamma(\alpha)}\beta^\alpha x^{\alpha-1}e^{-\beta x}, & \text{if } x \geq 0, \\ 0, & \text{otherwise}. \end{cases}
\]

In this case, we shall say \( X \) is a gamma random variable with parameters \( \alpha \) and \( \beta \), for which we indicate by \( X \sim \Gamma(\alpha, \beta) \). The gamma random variables have long been studied by many researchers (see [1-3, 11-13,16]). Note that

\[
P\{X \in (-\infty, \infty)\} = \int_0^\infty f(x)dx = \frac{\beta}{\Gamma(\alpha)} \int_0^\infty (\beta x)^{\alpha-1}e^{-\beta x}dx
\]

\[
= \frac{1}{\Gamma(\alpha)} \int_0^\infty y^{\alpha-1}e^{-y}dy = 1.
\]
In this paper, we study the degenerate gamma random variables with parameters \( \alpha \) and \( \beta \) arising from the degenerate gamma function and deduce the expectation and variance of those random variables.

2. DEGENERATE GAMMA RANDOM VARIABLES

For \( \lambda \in (0, 1) \), a random variable \( X = X_\lambda \) is said to have a degenerate gamma distribution with parameters \( \alpha \) and \( \beta \), \((1 > \alpha > 0, \beta > 0)\), if its probability density function has the form

\[
f_\lambda(x) = \begin{cases} \frac{1}{\Gamma(\alpha)} \beta e^{-1}(\beta x)(\beta x)^{\alpha-1}, & \text{if } x > 0, \\ 0, & \text{otherwise}. \end{cases}
\]

In this case, we shall say that \( X \) is a degenerate gamma random variable with parameters \( \alpha \) and \( \beta \), for which we write as \( X \sim \Gamma_{\lambda}(\alpha, \beta) \).

Not that Theorem 1.

Therefore, by (18), we obtain the following theorem.

**Theorem 1.** Let \( X \sim \Gamma_{\lambda}(\alpha, \beta) \). For \( n \in \mathbb{N} \), we have

\[
E[X^n] = \frac{1}{\beta^n} \frac{(n + \alpha - 1)_n}{(1 - \lambda(\alpha + 1))_n, \lambda}.
\]
From Theorem 1, we note that
\[
E[X] = \frac{\alpha}{\beta(1 - \lambda(\alpha + 1))},
\]
\[
E[X^2] = \frac{1}{\beta^2} \binom{\alpha+1}{2} \left( \frac{\alpha(\alpha+1)}{2} \right) = \frac{1}{\beta^2} \left( \frac{\alpha(\alpha+1)}{1 - \lambda(\alpha + 1)} \right). 
\]
Thus, the variance of \(X\) is given by
\[
\text{Var}(X) = E[X^2] - (E[X])^2
\]
\[
= \frac{1}{\beta^2} \left( \frac{\alpha(\alpha+1)}{1 - \lambda(\alpha + 1)} \right) - \frac{\alpha^2}{\beta^2} \left( \frac{1}{1 - \lambda(\alpha + 1)} \right)^2
\]
\[
= \frac{\alpha(\alpha+1)}{\beta^2} \left( \frac{1 - \lambda}{(1 - \lambda(\alpha + 1))^2(1 - \lambda(\alpha + 2))} \right).
\]
Therefore, by (19), we obtain the following theorem

**Theorem 2.** Let \(X \sim \Gamma_\lambda(\alpha, \beta)\). Then we have
\[
\text{Var}(X) = \frac{\alpha(\alpha+1)}{\beta^2} \left( \frac{1 - \lambda}{(1 - \lambda(\alpha + 1))^2(1 - \lambda(\alpha + 2))} \right).
\]

### 3. Further Remark

Let \(X \sim \Gamma_\lambda(1, 1)\). Then we have
\[
E[e_\lambda(Xt)] = (1 - \lambda) \int_0^\infty e_\lambda(xt)e_\lambda^{-1}(x)dx
\]
\[
= (1 - \lambda) \sum_{n=0}^\infty (1)_{n, \lambda} \int_0^\infty x^n e_\lambda^{-1}(x)dx \frac{t^n}{n!}
\]
\[
= (1 - \lambda) \sum_{n=0}^\infty (1)_{n, \lambda} \Gamma(n+1) \frac{t^n}{n!}
\]
\[
= (1 - \lambda) \sum_{n=0}^\infty (1)_{n, \lambda} \frac{\Gamma(n+1) t^n}{(n+1)!}
\]
\[
= \sum_{n=0}^\infty \frac{1 - \lambda}{(1 - n\lambda)(1 - (n+1)\lambda)} t^n.
\]
By (20), we get
\[
(1)_{n, \lambda} E[X^n] = \frac{1 - \lambda}{(1 - n\lambda)(1 - (n+1)\lambda)}, \quad (n \in \mathbb{N}).
\]
Let \(X_1 \sim \Gamma_\lambda(\alpha_1, \beta_1), X_2 \sim \Gamma_\lambda(\alpha_2, \beta_2), \ldots, X_r \sim \Gamma_\lambda(\alpha_r, \beta_r)\). If \(X_1, X_2, \ldots, X_r\) are identically independent, then we have
\[
E[(X_1 + \cdots + X_r)^n] = \frac{1}{\beta^r} \sum_{l_1+\cdots+l_r=n} \binom{n}{l_1, \ldots, l_r} \prod_{i=1}^r \left( \frac{l_i + \alpha_i - 1}{l_i} / \left( \frac{1 - \lambda(\alpha_i + 1)}{l_i} \right) \right),
\]
where $n$ is a positive integer.

Let $X \sim \Gamma_\lambda (\alpha, 1)$. Then we have

$$E[e^X(t)] = \sum_{n=0}^{\infty} \frac{t^n}{n!} E[(X)_n\lambda]$$

$$= \sum_{n=0}^{\infty} \sum_{l=0}^{n} S_{2,\lambda}(n, l)E[(X)_l] \frac{t^n}{n!}$$

$$= \sum_{n=0}^{\infty} \left( \sum_{l=0}^{n} \sum_{m=0}^{l} S_{2,\lambda}(n, l)S_1(l, m)E[X^m]\right) \frac{t^n}{n!}$$

Thus, by (21), we get

$$E[(1 + t)^X] = E[e^X(t\log(1 + t))]$$

$$= \sum_{n=0}^{\infty} \left( \sum_{l=0}^{n} \sum_{m=0}^{l} S_{2,\lambda}(m, l)S_1(l, m) \left( \frac{m + \alpha - 1}{m} \right) / \left( \frac{1 - (\alpha + 1)\lambda}{\lambda} \right) \frac{1}{n!} \left( \log\lambda(1 + t) \right)^n \right)$$

On the other hand,

$$E[(1 + t)^X] = \sum_{n=0}^{\infty} \sum_{m=0}^{k} S_1(k, n) \frac{t^n}{n!}$$

Therefore, by (22) and (23), we obtain the following theorem:

$$\sum_{n=0}^{k} S_1(k, n) \left( \frac{n + \alpha - 1}{n} \right) / \left( \frac{1 - (\alpha + 1)\lambda}{\lambda} \right) \frac{1}{k!}$$

where $X \sim \Gamma_\lambda (\alpha, 1)$.
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