EXISTENCE AND NON-EXISTENCE RESULTS FOR THE HIGHER ORDER HARDY–HÉNON EQUATION REVISITED

QUÔC ANH NGỌ* AND DONG YE

ABSTRACT. This paper is devoted to studies of non-negative, non-trivial (classical, punctured, or distributional) solutions to the higher order Hardy–Hénon equations
\[ (-\Delta)^m u = |x|^\sigma u^p \]
in \( \mathbb{R}^n \) with \( p > 1 \). We show that the condition
\[ n - 2m - \frac{2m + \sigma}{p - 1} > 0 \]
is necessary for the existence of distributional solutions. For \( n \geq 2m \) and \( \sigma > -2m \), we prove that any distributional solution satisfies an integral equation and a weak super polyharmonic property. We establish some sufficient conditions for punctured or classical solution to be a distributional solution. As application, we show that if \( n \geq 2m \) and \( \sigma > -2m \), there is no non-negative, non-trivial, classical solution to the equation if
\[ 1 < p < \frac{n + 2m + 2\sigma}{n - 2m}. \]
At last, we prove that for \( n > 2m, \sigma > -2m \) and
\[ p \geq \frac{n + 2m + 2\sigma}{n - 2m}, \]
there exist positive, radially symmetric, classical solutions to the equation.

1. INTRODUCTION

In this note, we are interested in non-negative, non-trivial solutions to the following higher order elliptic equation
\[ (-\Delta)^m u = |x|^\sigma u^p. \tag{1.1}_\sigma \]
in \( \mathbb{R}^n \) with \( m \geq 2, p > 1 \) and \( \sigma \in \mathbb{R} \). Traditionally, the equation \((1.1)_\sigma\) with \( m = 1 \) is called the Hénon (resp. Hardy or Lane–Emden) equation if \( \sigma > 0 \) (resp. \( \sigma < 0 \) or \( \sigma = 0 \)). In the same way, for \( m > 1 \), we call \((1.1)_\sigma\) the higher order Hénon, Hardy, or Lane–Emden equation following the sign of \( \sigma \). Since we are mostly interested in \( \sigma \neq 0 \) and \( m \geq 2 \), we shall call \((1.1)_\sigma\) the higher order Hardy–Hénon equation.

In the literature, equations of the form \((1.1)_\sigma\) have captured a lot of attention in the last decades, since they can be seen from various geometric and physics problems. To tackle \((1.1)_\sigma\), various type of solutions were introduced and studied such as classical solutions, weak solutions, distributional solutions, singular solutions etc. For the reader’s convenience, let us precise the notion of solutions that we are interested in here. First, a function \( u \) is called a classical solution to \((1.1)_\sigma\) if it belongs to the class
\[ C^{2m}(\mathbb{R}^n) \text{ if } \sigma \geq 0, \quad C(\mathbb{R}^n) \cap C^{2m}(\mathbb{R}^n \setminus \{0\}) \text{ if } \sigma < 0; \]
hence the equation \((1.1)_\sigma\) is verified pointwisely except eventually at \( x = 0 \) if \( \sigma < 0 \). Second, often we can drop the definition of \( u \) at the origin, namely we only require that
\[ u \in C^{2m}(\mathbb{R}^n \setminus \{0\}). \]
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In this case, \( u \) is called a **punctured solution** to \((1.1)_\sigma\). A typical example of punctured solutions is the **standard singular solution** to \((1.1)_\sigma\) in the form \( C_0|x|^{-\sigma} \) for suitable \( p > 1 \), \( \sigma > -2m \) and \( C_0 > 0 \). Here and after, the constant \( \theta \) is as follows
\[
\theta := \frac{2m + \sigma}{p - 1} \quad (1.2)
\]
which, as we shall see, play an important role in the work. At last, we call \( u \) a **distributional solution** to \((1.1)_\sigma\) if
\[
\int_{\mathbb{R}^n} u(-\Delta)^m \varphi = \int_{\mathbb{R}^n} |\sigma| u^p \varphi, \quad \forall \varphi \in C_0^\infty(\mathbb{R}^n).
\]
In the literature, a distributional solution is sometimes called a **very weak** solution to distinguish with weak solutions associated with \((1.1)_\sigma\) to avoid repetition, let us presume throughout this paper that

> **by a solution \( u \), we always mean that \( u \) is non-negative and non-trivial.**

Now let us briefly go through some literature review for classical and punctured solutions to the equation \((1.1)_\sigma\). There are two important numbers, \( p_\text{S}(m, \sigma) \) and \( p_\text{C}(m, \sigma) \) associated with \((1.1)_\sigma\), called respectively the critical Sobolev and Serrin exponents, which are given by
\[
p_{\text{S}}(m, \sigma) = \begin{cases} 
\frac{n + 2m + 2\sigma}{n - 2m} & \text{if } n > 2m, \\
\infty & \text{if } n \leq 2m,
\end{cases}
\]
and
\[
p_{\text{C}}(m, \sigma) = \begin{cases} 
\frac{n + \sigma}{n - 2m} & \text{if } n > 2m, \\
\infty & \text{if } n \leq 2m.
\end{cases}
\]
These critical exponents, generalizing the classical ones for the case \( \sigma = 0 \), are important because the solvability of the equation \((1.1)_\sigma\) often changes when \( p \) passes through them.

For the autonomous case, i.e. \( \sigma = 0 \), the existence of classical solutions to the equation \((1.1)_0\) is well-understood for general \( m \). It is well-known that \((1.1)_0\) has no classical solution if
\[
1 < p < p_{\text{S}}(m, 0),
\]
see \([\text{GS81, CL91}]\) for \( m = 1 \), \([\text{Lin98, Xu00}]\) for \( m = 2 \), and \([\text{WX99}]\) for arbitrary \( m \). On the other hand, if \( p \geq p_{\text{S}}(m, 0) \), the equation \((1.1)_0\) always has positive classical solutions; see for instance \([\text{GS81, Lin98, WX99, LGZ06}]\). For interested readers, we also refer to \([\text{NN18}]\) for exhaustive existence and non-existence results of classical solutions to \( \Delta^m u = \pm u^p \) in \( \mathbb{R}^n \), with all \( n, m \geq 1 \) and \( p \in \mathbb{R} \).

The situation \( \sigma \neq 0 \) is also well-known for the Laplacian. Fix \( m = 1 \), Ni proved in \([\text{Ni82, Ni86}]\) the existence of classical solution for \( p \geq p_{\text{S}}(1, \sigma) \) with \( \sigma > -2 \). Hence, we are left with the subcritical case \( p < p_{\text{S}}(1, \sigma) \). As far as we know, the subcritical case was firstly classified by Reichel and Zou. In \([\text{RZ00}]\), they considered a cooperative semilinear elliptic system with a new development of the moving spheres method. Among others, the result of Reichel and Zou indicates that \((1.1)_\sigma\) with \( m = 1 \) does not admit any classical solution if \( 1 < p < p_{\text{S}}(1, \sigma) \) and \( \sigma > -2 \); see \([\text{RZ00, Theorem 2}]\). The non-existence result of Reichel and Zou was revisited by Phan and Souplet in \([\text{PS12, Theorem 1.1}]\); and a new proof of non-existence of **bounded** solutions in the case \( n = 3 \) was provided by using the technique introduced in \([\text{SZ96}]\). Recently, Guo and Wan study the case of quasi-linear equations in \([\text{GW17}]\). On the other hand, as indicated by Mitidieri and Pohozaev in \([\text{MP01, Theorem 6.1}]\), Dancer, Du and Guo in \([\text{DDG11, Theorem 2.3}]\) (see also Brezis and Cabré \([\text{BC98}]\)), the condition \( \sigma > -2 \) is necessary for the existence of punctured solutions to \((1.1)_\sigma\) in the case \( m = 1 \). Thus we have a complete picture for the existence problem of classical solutions to \((1.1)_\sigma\) with \( m = 1 \) and \( p > 1 \).
For general polyharmonic situation $m \geq 2$, the existence of solutions to \((1.1)_\sigma\) with $\sigma \neq 0$ is less understood. As above, it is natural to expect that $-2m$ serves as a threshold for $\sigma$. Remarkably, Mitidieri and Pohozaev confirmed this fact by showing that if $\sigma = -2m$, then there is no punctured super-solution to \((1.1)_{-2m}\) for any $p > 1$ and any $n, m \geq 1$, even in the distributional sense; see [MP01, Theorem 9.1]. Therefore, we will always assume $\sigma \neq -2m$ throughout the paper.

There are various attempts to generalize Reichel–Zou’s result to polyharmonic operator $m > 1$, see for example [CL16, DQ19] and the references there in. In the situation of \((1.1)_\sigma\), it is natural to consider the system of $(u, -\Delta u, \ldots, (-\Delta)^{m-1}u)$. However, notice that we cannot directly apply the non-existence result of Reichel and Zou since the sign of intermediate $(-\Delta)^i u$ are unknown yet. Indeed, as remarked already in [Lin98, Xu00, WX99] for $\sigma = 0$ case, the observation

$$(-\Delta)^i u > 0 \quad \text{for all } 1 \leq i \leq m - 1,$$

which is the so-called super polyharmonic property (SHP property for short), is essential in the study of polyharmonic equations. If the above SHP property actually holds for classical solutions to \((1.1)_\sigma\) in $\mathbb{R}^n \setminus \{0\}$, then we can apply the non-existence result in [RZ00] to get a Liouville result for classical solutions to \((1.1)_\sigma\) for $\sigma > -2$.

From now on, we shall refer the above pointwise estimate as the strong SPH property to distinguish with a weak version to be precised later. Technically, the strong or weak SPH property serves an important tool as a kind of maximum principle which usually lacks due to polyharmonic operator. In a series of papers starting from [CLI13], Chen, Li and their collaborators proposed an interesting approach to study polyharmonic equations. They showed that one can transfer a differential equation to a suitable integral equation if the strong SPH property is valid. More precisely, the SPH property, if holds, is crucial in order to transform \((1.1)_\sigma\) into the integral equation (for $n > 2m$)

$$u(x) = C(2m) \int_{\mathbb{R}^n} \frac{|y|^\sigma u^2(y)}{|x - y|^{n-2m}} \, dy$$

by using Chen–Li’s trick. Here $C(\alpha)$ denotes

$$C(\alpha) := \left(\frac{n-\alpha}{2}\right) \left[2^n \pi^{n/2} \Gamma\left(\frac{\alpha}{2}\right)\right]^{-1}, \quad 0 < \alpha < n, \quad (1.3)$$

and $\Gamma$ is the Riemann Gamma function. Therefore, in order to study \((1.1)_\sigma\), it is tempting to understand the strong SPH property of solutions, at least for the full range $\sigma > -2m$.

To the best of our knowledge, the first work considering the strong SPH property to classical solutions to \((1.1)_\sigma\) with $\sigma \neq 0$ is due to Lei [Lei13, Theorem 2.1] in which the case $-2 < \sigma \leq 0$ was examined. The case $\sigma \geq 0$ was studied by Fazly, Wei and Xu in [FWX15] for $m = 2$; by Cheng and Liu in [CL16] for arbitrary $m \geq 1$. Recently, Dai, Peng and Qin proved in [DPQ18] the strong SPH property for classical solutions with

\[
\left\{ \begin{array}{l}
\text{either } -2 - 2p \leq \sigma < 0; \\
\text{or } -2m < \sigma < 0 \text{ and } u(x) = o(|x|^2) \text{ as } |x| \to \infty.
\end{array} \right. \quad (1.4)
\]

Clearly, when $m > 1 + p$ and without assuming $u(x) = o(|x|^2)$ at infinity, there is a gap $-2m < \sigma < -2 - 2p$ for $\sigma$, which is not covered in [DPQ18]. In other words, fixing any $\sigma \in (-2m, 0)$ and $m \geq 3$, the previous works cannot cover the range $1 < p < 1 - \sigma/2$. This limitation is one of our motivations to work on \((1.1)_\sigma\).

Unlike most of existing works in the literature, which were mainly concentrated on the classical solutions, in this work we pursue a very different route. Roughly speaking, we would like to understand more about the distributional solutions, including connections between the three classes of solutions mentioned above.

Following this strategy, we first show a very general non-existence result for distributional solutions to \((1.1)_\sigma\).
Theorem 1.1 (Liouville result for distributional solutions). Let \( n, m \geq 1, p > 1 \) and \( \sigma \in \mathbb{R} \). If
\[
    n - 2m - \theta \leq 0, \tag{1.5}
\]
then \((1.1)_{\sigma}\) has no distributional solution.

Clearly, an immediate consequence of Theorem 1.1 is that under the condition \( \sigma > -2m \), if
\[
    \begin{cases}
        \text{either } n \leq 2m & \\
        \text{or } n > 2m \text{ and } 1 < p \leq p_{C}(m, \sigma),
    \end{cases}
\]
then no distributional solution exists for \((1.1)_{\sigma}\).

Proposition 1.2. Let \( n = 2m \geq 2, \sigma > -2m, \) and \( p > 1 \), then there is no classical solution to \((1.1)_{\sigma}\).

Notice that the Liouville result for \( n = 2m \) was already obtained in [CDQ18, Theorem 1.1] under the extra condition \((1.4)\) when \( \sigma \) is negative. Our observation is that when \( n = 2m \) and \( \sigma > -2m \), any classical solution to \((1.1)_{\sigma}\) is a distributional one, see Lemma 4.4 below. Notice that for polyharmonic equation \( m \geq 2 \), a classical solution is not always a distributional one, see Remark 4.3 below.

Another interesting point we want to draw is that the condition \( n - 2m - \theta > 0 \) is sufficient and necessary for a punctured or classical solution to \((1.1)_{\sigma}\) to be also a distributional solution; see Proposition 4.1 below.

We hope to understand more about distributional solutions to \((1.1)_{\sigma}\). To this purpose, we use a general approach developed in the work of Caristi, D’Ambrosio and Mitidieri [CAM08], where the authors proposed an idea to gain the integral representation formula for any distributional solutions to the general equation
\[
    (-\Delta)^{m} u = \mu
\]
with a Radon measure \( \mu \). Following the approach developed in [CAM08], we can claim

Proposition 1.3 (integral equation). Let \( n > 2m, \sigma > -2m, \) and \( p > 1 \), any distributional solution \( u \) to \((1.1)_{\sigma}\) solves the integral equation
\[
    u(x) = C(2m) \int_{\mathbb{R}^{n}} \frac{|y|^{\sigma} u^{p}(y)}{|x - y|^{n - 2m}} dy \tag{1.6}
\]
for almost everywhere \( x \in \mathbb{R}^{n} \). Here \( C(2m) \) is the constant given by (1.3).

Combining with Theorem 1.1 and Lemma 4.4 below, the above representation formula (1.6) yields the following Liouville theorem for classical solutions to \((1.1)_{\sigma}\), which significantly improves the existing results on this subject.

Theorem 1.4 (Liouville result for classical solutions). Let \( n \geq 2m, \sigma > -2m, \) and
\[
    1 < p < p_{S}(m, \sigma).
\]
Then the equation \((1.1)_{\sigma}\) does not admit any classical solution.

Theorem 1.4 is optimal seeing Theorem 1.6 below. In view of Theorem 1.1, it is obvious that Theorem 1.4 is not true for distributional solutions or punctured solutions to \((1.1)_{\sigma}\), because of the example \( C_{0} |x|^{-\theta} \) with \( p_{C}(m, \sigma) < p < p_{S}(m, \sigma) \).

Another consequence of the representation formula (1.6) is the following result for classical solutions, which also generalizes the previous works.

Proposition 1.5 (strong SPH property). Let \( n > 2m, \sigma > -2m, \) and \( p \geq p_{S}(m, \sigma) \). Then any classical solution \( u \) to \((1.1)_{\sigma}\) enjoys the strong SPH property, namely
\[
    (-\Delta)^{m-i} u > 0 \quad \text{in } \mathbb{R}^{n} \setminus \{0\}, \tag{1.7}
\]
for any \( 1 \leq i \leq m - 1 \). Moreover, \( u \) is positive in \( \mathbb{R}^{n} \).
Following the argument leading to the proof of Proposition 1.5, the strong SPH property (1.7) actually holds for any $p > 1$. However, in view of Theorem 1.4, it is not necessary to treat the case $1 < p < p_S(m, \sigma)$.

In section 6, we will show a result on strong SPH property more general than Proposition 1.5 above, by using completely different arguments; see Theorem 6.1 below. A quick consequence of this more general SPH property indicates that (1.7) still holds for some $\sigma < -2m$.

Now we turn our attention to the case $p \geq p_S(m, \sigma)$ with necessarily $n > 2m$. In this regime, we shall establish the following existence result.

**Theorem 1.6** (existence for classical solutions). *Let $n > 2m$ and $\sigma > -2m$. For any $p \geq p_S(m, \sigma)$, the equation (1.1) always admits radial positive classical solutions.*

As can be easily recognized, the existence result in Theorem 1.6 consists of two cases: $p = p_S(m, \sigma)$ and $p > p_S(m, \sigma)$. For the former situation, the result is well-known since it is related to the existence of optimal functions for higher order Hardy-Sobolev inequality; see [Lio85, Section 2.4].

For the later case, as mentioned earlier, it is a natural generalization of a classical result in [Ni86] for $m = 1$. To obtain such an existence result, Ni first used a fixed point argument to obtain a local solution, and followed an interesting comparison argument to realize that such a solution is indeed a global one. For $m = 2$ and $\sigma = 0$, it was obtained in [GG06], where shooting method was applied with suitable $\Delta u(0)$. To ensure that such a solution is actually global, the authors used a comparison principle for polyharmonic operator given in [MR03]. The existence result with arbitrary $m \geq 1$ was proved in [LGZ06] for $\sigma = 0$ and $p > p_S(m, 0)$. The case $\sigma > -2$ and $p > p_S(m, \sigma)$ could be covered by Villavert’s approach in [Vil14]; see also [LV16]. As far as we know, there is no general proof for $m \geq 2$ and $\sigma > -2m$.

Our paper is organized as follows:
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2. Preliminaries

Throughout the paper, by $B_R$ we mean the Euclidean ball with radius $R > 0$, centered at the origin. For brevity, the following notation for volume and surface integrals shall be used:

\[
\int_{B_R} v := \int_{B_R} v(x) \, dx, \quad \int_{\partial B_R} w := \int_{\partial B_R} w(x) \, d\sigma_x.
\]

Since our approach is based on integral estimates, frequently we make use the following cut-off function: Let $\psi$ be a smooth radial function satisfying

\[
\mathbb{1}_{B_1} \leq \psi \leq \mathbb{1}_{B_2}, \quad (2.1)
\]

We use also the following convention: for any function $f$

\[
\Delta^k f = \begin{cases} 
\Delta^{k/2} f & \text{if } k \text{ is even}, \\
\nabla^2 \Delta^{(k-1)/2} f & \text{if } k \text{ is odd}.
\end{cases}
\]

In this section, we establish several elementary estimates. We start with $L^p$-estimate for distributional and punctured solutions. Such estimates can be called Serrin–Zou type estimates; see [SZ96].

**Lemma 2.1.** Let $p > 1$ and $u$ be a distributional solution to \((1.1)_{\sigma}\), then we have

\[
\left( \int_{B_R} |x|^\sigma u^p \right)^{1/p} \lesssim R^{n-2m-\theta}, \quad \text{for any } R > 0.
\]

**Proof.** Let $R > 0$ and consider the following function

\[
\phi_R(x) = \left[ \psi (\frac{x}{R}) \right]^q,
\]

where $q := 2mp/(p-1)$. Clearly

\[
|\Delta^m \phi_R(x)| \lesssim R^{-2m} \left[ \psi (\frac{x}{R}) \right]^{q-2m} = R^{-2m} \phi_R^{1/p}.
\]

Testing the equation \((1.1)_{\sigma}\) with the smooth function $\phi_R$, we obtain

\[
\int_{\mathbb{R}^n} |x|^\sigma u^p \phi_R = \int_{\mathbb{R}^n} u (\Delta)^m \phi_R \\
\leq \int_{B_{2R} \setminus B_R} |x|^\sigma u^p |\Delta^m \phi_R| \lesssim R^{-2m} \int_{B_{2R} \setminus B_R} u \phi_R^{1/p}.
\]

Keep in mind that in $B_{2R} \setminus B_R$ there holds

\[
|x|^{-\sigma} \lesssim \begin{cases} (2R)^{-\sigma} & \text{if } \sigma \leq 0, \\
R^{-\sigma} & \text{if } \sigma > 0.
\end{cases}
\]

Now application of Hölder’s inequality gives

\[
\left( \int_{B_{2R} \setminus B_R} u \phi_R^{1/p} \right)^{p-1/p} \leq \left( \int_{B_{2R} \setminus B_R} |x|^{-\sigma} (p-1)/p \right) \left( \int_{B_{2R} \setminus B_R} |x|^\sigma u^p \phi_R \right)^{1/p} \\
\lesssim R^{\frac{(p-1)\sigma}{p}} \left( \int_{B_{2R} \setminus B_R} |x|^\sigma u^p \phi_R \right)^{1/p} \\
\lesssim R^{\frac{(p-1)\sigma}{p}} \left( \int_{B_{2R}} |x|^\sigma u^p \phi_R \right)^{1/p}.
\]

Hence

\[
\int_{B_{2R}} |x|^\sigma u^p \phi_R \lesssim R^{n-2m-\theta} = R^{n-2m-\theta}
\]

for any $R > 0$ as claimed. \(\square\)

With exactly the same idea but a different cut-off function

\[
\mathbb{1}_{B_2 \setminus B_1} \leq \xi \leq \mathbb{1}_{B_3 \setminus B_{1/2}}
\]
Lemma 2.2. Let \( u \) be a punctured solution to \((1.1)_p\) with \( p > 1 \), then
\[
\int_{B_{2R} \setminus B_R} |x|^\theta u^p \lesssim R^{n-2m-\theta}, \quad \text{for any } R > 0.
\]

Next we will prove an \( L^1 \)-estimate for any \( \Delta^i u \) on \( B_R \) with \( 1 \leq i \leq m - 1 \). To this aim, we make use of the following interpolation inequality on \( \mathbb{R}^n \).

**Lemma 2.3.** Let \( u \) be a non-negative function such that \( u \in L^1_{\text{loc}}(\mathbb{R}^n) \) and \( \Delta^m u \in L^1_{\text{loc}}(\mathbb{R}^n) \). Then \( \Delta^i u \in L^1_{\text{loc}}(\mathbb{R}^n) \) for any \( 1 \leq i \leq m - 1 \). Furthermore, we have
\[
\int_{B_{R/2}} |\Delta^i u| \lesssim R^{2m-2i} \int_{B_R} |\Delta^m u| + R^{-2i} \int_{B_R \setminus B_{R/2}} u
\]
for any \( R > 0 \).

**Proof.** The fact \( \Delta^i u \in L^1_{\text{loc}}(\mathbb{R}^n) \) for any \( 1 \leq i \leq m - 1 \) is standard. For any \( R > 0 \), consider the equation \( \Delta^m v = \Delta^m u \) in \( B_R \) with the Navier boundary conditions. Then \( v \in W^{2m+1,q}(B_R) \) for suitable \( q > 1 \). Moreover, \( v - u \) is a polyharmonic function, hence smooth in \( B_R \); see [Mit18]. Therefore, \( \Delta^i u \) is locally integrable in \( B_R \) for any \( 1 \leq i \leq m - 1 \). More precisely, if \( R = 1 \), there exists \( C > 0 \) such that
\[
\sum_{i=1}^{m-1} \int_{B_{1/2}} |\Delta^i u_k| \leq C \left( \int_{B_1} |\Delta^m u_k| + \int_{B_1} |u_k| \right).
\]

Now we move to \((2.2)\). By a density argument, it suffices to establish the inequality for \( u \in C^{2m}(\overline{B}_R) \). By a simple scaling argument, it suffices to consider the case \( R = 1 \), namely, we wish to prove
\[
\sum_{i=1}^{m-1} \int_{B_{1/2}} |\Delta^i u| \lesssim \int_{B_1} |\Delta^m u| + \int_{B_1 \setminus B_{1/2}} |u|
\]
for any \( u \in C^{2m}(\overline{B}_1) \). If the above claim was wrong, there would exist a sequence \((u_k) \in C^{2m}(\overline{B}_1)\) such that
\[
\sum_{i=1}^{m-1} \int_{B_{1/2}} |\Delta^i u_k| > k \left( \int_{B_1} |\Delta^m u_k| + \int_{B_1 \setminus B_{1/2}} |u_k| \right), \quad \forall k \in \mathbb{N}.
\]

Seeing \((2.3)\), there holds
\[
\int_{B_1} |\Delta^m u_k| + \int_{B_1 \setminus B_1/2} |u_k| > \frac{k}{C} \left( \int_{B_1} |\Delta^m u_k| + \int_{B_1 \setminus B_{1/2}} |u_k| \right).
\]
Clearly, we can assume that \( \|u_k\|_{L^1(B_{1/2})} = 1 \) by scaling. Hence we get, for large \( k \)
\[
1 = \int_{B_{1/2}} |u_k| \geq C \left( \int_{B_1} |\Delta^m u_k| + \int_{B_1 \setminus B_{1/2}} |u_k| \right).
\]
Again using \((2.3)\) and standard elliptic estimates, \((u_k)\) is bounded in \( W^{2m,1}(B_{5/8}) \). Therefore, up to a subsequence, \( u_k \) converges weakly to some \( u_* \in W^{2m-1,q}(B_{5/8}) \) for \( 1 < q < n/(n-1) \). Applying Sobolev’s compact embedding and \((2.4)\), \( u_* \) enjoys
\[
\int_{B_{1/2}} |u_*| = 1, \quad \int_{B_{5/8} \setminus B_{1/2}} |u_*| = 0, \quad \Delta^m u_* = 0 \quad \text{in } B_{5/8}.
\]
In particular, \( u_* \) is polyharmonic hence real analytic in \( B_{5/8} \). The fact \( u_* = 0 \) in \( B_{5/8} \setminus B_{1/2} \) yields then \( u_* \equiv 0 \) in \( B_{5/8} \). However, this is impossible since there holds \( \|u_*\|_{L^1(B_{1/2})} = 1 \). So we are done.

A direct consequence of the interpolation formula \((2.3)\) is the \( L^1 \)-estimate for \( \Delta^i u \) with \( 1 \leq i \leq m - 1 \).
Lemma 2.4. Let $u$ be a distributional solution to (1.1)$_{\sigma}$ in $\mathbb{R}^n$ with $p > 1$. Then we have $\Delta^i u \in L^1_{\text{loc}}(\mathbb{R}^n)$ and

$$\int_{B_R} |\Delta^i u| \lesssim R^{n-2i-\theta}$$

for any $R > 0$ and any $1 \leq i \leq m$.

Proof. Since $u$ is a distributional solution to (1.1)$_{\sigma}$, we know that $u \in L^1_{\text{loc}}(\mathbb{R}^n)$ and $\Delta^m u \in L^1_{\text{loc}}(\mathbb{R}^n)$. The case $i = m$ is given by Lemma 2.1. Let $1 \leq i \leq m-1$, we can apply Lemma 2.3 to see that $\Delta^{m-i} u \in L^1_{\text{loc}}(\mathbb{R}^n)$ and

$$\int_{B_R} |\Delta^{m-i} u| \lesssim R^{2i} \int_{B_{2R}} |x|^\sigma u^p + R^{2i-2m} \int_{B_{2R} \setminus B_R} u.$$

As in the proof of Lemma 2.1, we can use Hölder’s inequality to claim

$$\int_{B_{2R} \setminus B_R} u \lesssim R^{\frac{n(p-1)-\sigma}{p}} \left( \int_{B_{2R}} |x|^\sigma u^p \right)^{1/p}.$$

Finally, Lemma 2.1 permits to conclude the proof. \hfill \square

Remark 2.5. It is important to note that we do not assume any condition on $n$, $m$ or the value of $\sigma$ in Lemmas 2.1–2.4 above.

3. Liouville Result for Distributional Solutions

We prove here Theorem 1.1, namely, under the condition (1.5), the equation (1.1)$_{\sigma}$ does not have any distributional solution.

Proof of Theorem 1.1. Recall the condition (1.5): $n - 2m - \theta \leq 0$. If $n - 2m - \theta < 0$, the desired result simply follows from Lemma 2.1. Therefore, we are left with the case $n - 2m - \theta = 0$. In this scenario, Lemma 2.1 gives

$$\int_{\mathbb{R}^n} |x|^\sigma u^p < +\infty.$$

In particular, there holds

$$\lim_{R \to +\infty} \int_{B_{2R} \setminus B_R} |x|^\sigma u^p = 0.$$

To derive a contradiction, we take a closer look at the proof of Lemma 2.1. More precisely, the following estimate

$$\int_{B_R} |x|^\sigma u^p \lesssim R^{-2m} \int_{B_{2R} \setminus B_R} u_R^{\frac{1}{1/p}} \lesssim R^{-2m + \frac{n(p-1) - \sigma}{p}} \left( \int_{B_{2R} \setminus B_R} |x|^\sigma u^p \right)^{1/p}$$

remains valid. As now

$$-2m + \frac{n(p-1) - \sigma}{p} = \frac{p-1}{p} (n - 2m - \theta) = 0,$$

Sending $R \to +\infty$, we get $u \equiv 0$ almost everywhere. The proof of Theorem 1.1 is now complete. \hfill \square

Now we examine the condition (1.5) in detail. In the case $\sigma > -2m$, (1.5) is fulfilled if either $n \leq 2m$; or $n > 2m$ and $1 < p \leq p_C(m, \sigma)$ holds. Indeed, for $n > 2m$ and $p > 1$,

$$p > p_C(m, \sigma) \iff n - 2m - \theta > 0.$$

Hence, it remains is to understand if a distributional solution exists when $n > 2m$ and $p > p_C(m, \sigma)$. The answer is easily positive, which means the sharpness of the threshold $p_C(m, \sigma)$ under the condition $\sigma > -2m$, for the existence of distributional solutions to (1.1)$_{\sigma}$. 
Mote precisely, a simple calculation shows that in $\mathbb{R}^n \setminus \{0\}$,

$$(-\Delta)^m(|x|^{-\theta}) = \prod_{k=0}^{m-1} (\theta + 2k) \times \prod_{k=1}^{m} (n - 2k - \theta)|x|^\sigma|x|^{-\theta p}. \quad (3.1)$$

Since $\theta > 0$ if $\sigma > -2m$ and $p > 1$, the first product term is positive. As $n - 2m - \theta > 0$, the second product term is also positive. Thus, there exists $C_0 > 0$ such that $C_0|x|^{-\theta}$ is a punctured solution to $(1.1)_\sigma$. Using direct verification, or Proposition 4.1 below, we can check that $C_0|x|^{-\theta}$ is also distributional solution to $(1.1)_\sigma$ if $\sigma > -2m$ and $p > p_C(m, \sigma)$.

4. FROM PUNCTURED OR CLASSICAL SOLUTION TO DISTRIBUTIONAL SOLUTION

We consider here the relationship between the three different types of solutions. Obviously, a classical solution is always a punctured solution. As we will soon see, for polyharmonic case $m \geq 2$, a classical solution to $(1.1)_\sigma$ is not always a distributional solution. The following result provides a simple criterion to guarantee that any punctured (or classical) solution to $(1.1)_\sigma$ is a distributional one.

**Proposition 4.1.** Suppose that $n, m \geq 1$, $p > 1$, and $\sigma \in \mathbb{R}$. Then a punctured solution $u$ to $(1.1)_\sigma$ is also a distributional solution to $(1.1)_\sigma$ if and only if

$$n - 2m - \theta > 0. \quad (4.1)$$

The same result also holds true for classical solutions.

**Proof.** Seeing Theorem 1.1, we need only to prove that $(4.1)$ is a sufficient condition. Let $u$ be a punctured solution to $(1.1)_\sigma$, to prove $u \in L^1_{\text{loc}}(\mathbb{R}^n)$ and $|x|^\sigma u^p \in L^1_{\text{loc}}(\mathbb{R}^n)$, we need only to show that $u$ and $|x|^\sigma u^p$ belong to $L^1(B_1)$. First we verify $|x|^\sigma u^p \in L^1(B_1)$. For any $R > 0$, thanks to Lemma 2.2, there holds

$$\int_{B_{2R} \setminus B_R} |x|^\sigma u^p \lesssim R^{n - \frac{2m\theta + \sigma}{p}} = R^{n - 2m - \theta}.$$

If $n - 2m - \theta > 0$, using $R_k = 2^{-k}$ and summing, we get readily $|x|^\sigma u^p \in L^1(B_1)$.

Now, we prove $u \in L^1(B_1)$. Note that the conditions $n - 2m - \theta > 0$ and $p > 1$ imply immediately $\sigma < n(p - 1)$, there are two possible situations:

**Case 1.** If $\sigma \leq 0$, from $|x|^\sigma u^p \in L^1(B_1)$ we immediately get $u^p \in L^1(B_1)$, and so is $u$, as $p > 1$.

**Case 2.** If $0 < \sigma < n(p - 1)$, then by Hölder’s inequality we have

$$\int_{B_1} u \leq \left( \int_{B_1} |x|^{-\frac{\sigma}{p-1}} \right)^{(p-1)/p} \left( \int_{B_1} |x|^\sigma u^p \right)^{1/p} < +\infty,$$

proving $u \in L^1(B_1)$ as claimed.

Now we check that $u$ solves $(1.1)_\sigma$ in the sense of distributions, equivalently

$$\int_{\mathbb{R}^n} u(-\Delta)^m \varphi = \int_{\mathbb{R}^n} |x|^\sigma u^p \varphi \quad (4.2)$$

holds for any $\varphi \in C^\infty_0(\mathbb{R}^n)$. Indeed, for each $0 < \epsilon \ll 1$, consider the following cut-off function

$$\phi_{\epsilon}(x) = \left[ 1 - \psi \left( \frac{x}{\epsilon} \right) \right]^q,$$

where $q = 2mp/(p-1)$ and $\psi$ is a standard cut-off function satisfying (2.1). Clearly, $\phi_{\epsilon}(x) = 0$ if $|x| \leq \epsilon$ and $\phi_{\epsilon}(x) = 1$ if $|x| \geq 2\epsilon$. Moreover, there hold $|\nabla^k \phi_{\epsilon}| \leq C\epsilon^{-k}$ for all $1 \leq k \leq 2m$, thanks to $q > 2m$. Using the test function $\phi_{\epsilon} \varphi \in C^\infty_0(\mathbb{R}^n \setminus \{0\})$ to $(1.1)_\sigma$, we have

$$\int_{\mathbb{R}^n} \phi_{\epsilon} \varphi |x|^\sigma u^p = \int_{\mathbb{R}^n} u(-\Delta)^m (\phi_{\epsilon} \varphi) = \int_{\mathbb{R}^n} u \left[ \phi_{\epsilon}(-\Delta)^m \varphi + \Phi_{\epsilon} \right],$$
where the term $\Phi_\epsilon$ enjoys
\[ |\Phi_\epsilon| \lesssim \sum_{k=1}^{2m} |\nabla^k \phi_\epsilon| |\nabla^{2m-k} \varphi| \lesssim \sum_{k=1}^{2m} \epsilon^{-k} \lesssim \epsilon^{-2m}. \]
Note that $|\nabla^k \phi_\epsilon| \equiv 0$ outside $B_{2\epsilon} \setminus B_{\epsilon}$ for any $k \geq 1$, so is $|\Phi_\epsilon|$. Hence, we easily get
\[
\left| \int_{\mathbb{R}^n} u \Phi_\epsilon \right| \lesssim \epsilon^{-2m} \int_{B_{2\epsilon} \setminus B_{\epsilon}} u
\lesssim \epsilon^{-2m} \epsilon^{m-\theta} \left( \int_{B_{2\epsilon} \setminus B_{\epsilon}} |x|^{\sigma} u^p \right)^{1/p} \lesssim \epsilon^{-2m-\theta}. \]
Here Lemma 2.2 is applied for the last inequality. Therefore,
\[
\int_{\mathbb{R}^n} \phi_\epsilon \varphi |x|^{\sigma} u^p = \int_{\mathbb{R}^n} u \phi_\epsilon (-\Delta)^m \varphi + O(\epsilon^{-2m-\theta}). \]
Since $|x|^{\sigma} u^p \in L_1^{\text{loc}}(\mathbb{R}^n)$, $u \in L_1^{\text{loc}}(\mathbb{R}^n)$, $\varphi \in C_0^\infty(\mathbb{R}^n)$, and $\phi_\epsilon \to 1$ a.e. as $\epsilon \to 0^+$, we can apply the dominated convergence theorem to conclude (4.2). This completes the proof for punctured solutions to (1.1)\(\sigma\).

As any classical solution to (1.1)\(\sigma\) is also a distributional solution to (1.1)\(\sigma\), the same conclusion is valid for classical solutions. \(\square\)

We should mention that when $m = 1$, no punctured solution exists if $n-2 - \theta \leq 0$. Indeed, for $\sigma \leq -2$, [MP01, DDG11] proved the non-existence for any $p > 1$; while for $\sigma > -2$, it is showed in [GHY18, Theorem 4.1] that no solution exists in any exterior domain if $1 < p \leq p_C(1, \sigma)$; see also [AGQ16] for $\sigma = 0$. To conclude, we have the following fact for $m = 1$.

**Corollary 4.2.** Suppose that $n \geq 1$, $m = 1$, $p > 1$, and $\sigma \in \mathbb{R}$. Then any punctured solution to (1.1)\(\sigma\) is also a distributional solution to (1.1)\(\sigma\).

The situation is however completely different for polyharmonic equation $m \geq 2$, which shows a notable difference. Recall that when $\sigma > -2m$, the inequality $n - 2m - \theta < 0$ is equivalent to $1 < p < p_C(m, \sigma)$. In view of (3.1), the function $|x|^{-\theta}$ yields a punctured solution to (1.1)\(\sigma\) if and only if
\[
\prod_{k=0}^{m-1} (\theta + 2k) \times \prod_{k=1}^{m} (n - 2k - \theta) > 0. \tag{4.3}\]
As $\theta > 0$ in this case, and $n - 2m - \theta < 0$, it suffices to select $p \in (1, p_C(m, \sigma))$ such that
\[
\prod_{k=1}^{m-1} (n - 2k - \theta) < 0. \]
Apparently, this can occur for any $m \geq 2$. For example, when $m \geq 3$, a possible choice of $p > 1$ is as follows (with $n > 2m - 4$)
\[ n - 2m + 2 - \theta < 0 < n - 2m + 4 - \theta, \quad \text{i.e.} \quad \frac{n + 4 + \sigma}{n - 2m + 4} < p < \frac{n + 2 + \sigma}{n - 2m + 2}; \]
while for $n \geq m = 2$, we can choose
\[ n - 2m + 2 - \theta < 0, \quad \text{i.e.} \quad 1 < p < \frac{n + 2 + \sigma}{n - 2}. \]
Another interesting remark is that even for $\sigma < -2m$ and $m \geq 2$, there exist still $p > 1$ satisfying (4.3) so that $C_0|x|^{-\theta}$ remains a punctured solution to (1.1)\(\sigma\). This makes a big contrast with the non-existence result in [MP01, DDG11] for $m = 1$ and $\sigma \leq -2$. For example, let $n \geq m = 2$, (4.3) is satisfied by $\theta < -2$, which means that
\[ \frac{4 + \sigma}{p - 1} < -2, \quad p > 1, \quad \text{i.e.} \quad 1 < p < \frac{2 + \sigma}{-2}, \quad \sigma < -4. \]
Remark 4.3. Notice that with \( \theta < 0 \), a punctured solution \( C_0|x|^{-\theta} \) is in fact a classical solution to \((1.1)_{\nu} \). If we take for example \( n = 5, m = 3 \) and \( \theta \in (-1, 0) \), then the condition (4.3) holds true. However, the corresponding classical solution \( C_0|x|^{-\theta} \) does not satisfy (1.1) in the sense of distribution, since \( n - 2m - \theta < 0 \).

We end this section by showing another sufficient condition of different nature, which ensures also that a classical solution is a distributional one.

Lemma 4.4. Let \( u \) be a classical solution to \((1.1)_{\nu} \) with \( p > 0 \) and \( \sigma > -n \). Suppose that \( u \) is of class \( C^k \) at the origin and \( n - 2m + k \geq 0 \) for some \( k \geq 0 \), then \( u \) is also a distribution solution. In particular, if \( n \geq 2m, \sigma > -2m \), any classical solution of \((1.1)_{\sigma} \) is a distributional one.

Proof. We use notations similar to that in the proof of Proposition 4.1. Clearly, \( u \in L^1_{\text{loc}}(\mathbb{R}^n) \), and there holds \(|x|^\sigma u^p \in L^1_{\text{loc}}(\mathbb{R}^n) \) since \( \sigma > -n \). Hence we are left with the verification of the integral identity (4.2). Notice that we can assume \( k \leq 2m - 1 \) as \( n \geq 1 \). Using integration by parts,

\[
\int_{\mathbb{R}^n} \phi \varphi (-\Delta)^m u = (-1)^{m-k} \int_{\mathbb{R}^n} \Delta^{k/2} u \Delta^{m-k/2} (\phi \varphi) = (-1)^{m-k} \int_{\mathbb{R}^n} \left[ \Delta^{k/2} u - (\Delta^{k/2} u)(0) \right] \Delta^{m-k/2} (\phi \varphi).
\]

Since \( \Delta^{m-k/2} (\phi \varphi) = \phi_k \Delta^{m-k/2} \varphi + \Phi_\epsilon \) for some \( \Phi_\epsilon \), we obtain then

\[
\int_{\mathbb{R}^n} \phi \varphi |x|^\sigma u^p = (-1)^{m-k} \int_{\mathbb{R}^n} \left[ \Delta^{k/2} u - (\Delta^{k/2} u)(0) \right] \left[ \phi_k \Delta^{m-k/2} \varphi + \Phi_\epsilon \right].
\]

Thanks to the continuity of \( \Delta^{k/2} u \) at the origin and the estimate \(|\Phi_\epsilon| \lesssim e^{k-2m} \mathbb{1}_{B_\epsilon \setminus B_\epsilon} \), there holds

\[
\left| \int_{\mathbb{R}^n} \left[ \Delta^{k/2} u - (\Delta^{k/2} u)(0) \right] \Phi_\epsilon \right| \leq o_\epsilon(1) \times e^{-2m+k},
\]

which goes to zero as \( \epsilon \to 0 \), because \( n - 2m + k \geq 0 \). Tending \( \epsilon \) to 0, we conclude

\[
\int_{\mathbb{R}^n} \varphi |x|^\sigma u^p = (-1)^{m-k} \int_{\mathbb{R}^n} \left[ \Delta^{k/2} u - (\Delta^{k/2} u)(0) \right] \Delta^{m-k/2} \varphi
\]

\[
= (-1)^{m-k} \int_{\mathbb{R}^n} \Delta^{k/2} u \Delta^{m-k/2} \varphi
\]

\[
= \int_{\mathbb{R}^n} u (-\Delta)^m \varphi.
\]

So we are done. \( \square \)

In practice, Lemma 4.4 is quite useful since it helps us to obtain Liouville result for classical solutions via that for distributional solutions established in Theorem 1.1. For example, combining Lemma 4.4 with Theorem 1.1, we easily get Proposition 1.2. Indeed, as \( n - 2m - \theta = -\theta < 0 \) if \( n = 2m, \sigma > -2m \) and \( p > 1 \), then no distributional solution to \((1.1)_{\nu} \) can exist.

In view of Theorem 1.4, it is natural to ask whether or not a Liouville result for classical solutions exists if \( n < 2m \). As far as we know, there is no such a result for \( m \geq 2 \). However, by using Lemma 4.4, we can conditionally obtain such a result.

Corollary 4.5. Let \( 2 \leq n < 2m, \sigma > -2m, \) and \( p > 1 \). Then there is no classical solution to \((1.1)_{\nu} \), which is of class \( C^{2m-n} \) at the origin, in particular, the equation \((1.1)_{\nu} \) has no solution in \( C^{2m-2}(\mathbb{R}^n) \cap C^{2m}(\mathbb{R}^n \setminus \{0\}) \).

5. Integral equation and the weak SPH for distributional solutions

In this section, we establish two important properties of distributional solutions. First, for \( n > 2m, \sigma > -2m, \) and \( p > 1 \), we will show that any distributional solution to the
differential equation (1.1)_σ solves the integral equation (1.6) almost everywhere. Next, we show that any distributional solution to (1.1)_σ satisfies the weak SPH property; see Proposition 5.4 below. As application, we get the strong SPH property for classical solutions to (1.1)_σ, namely Proposition 1.5.

The departure point for us is the following result.

**Lemma 5.1** (ring condition). Any distributional solution u to (1.1)_σ with \( \sigma > -2m \) and \( p > 1 \) satisfies the ring condition:

\[
\lim_{R \to +\infty} \frac{1}{R^n} \int_{R \leq |x-y| \leq 2R} u(y)dy = 0, \quad \forall \ x \in \mathbb{R}^n.
\] (5.1)

**Proof.** Fix any \( x \in \mathbb{R}^n \), consider \( R > 2|x| \). Readily \( \{ y : R \leq |x-y| \leq 2R \} \subset B_{3R} \setminus B_{R/2} \). By Hölder’s inequality and Lemma 2.1, there holds

\[
\int_{B_{3R} \setminus B_{R/2}} u(y) \leq \int_{B_{3R} \setminus B_{R/2}} |y|^{-\frac{n}{m}} dy \left( R^{-1} \right)^{(p-1)/p} \left( \int_{B_{3R} \setminus B_{R/2}} |y|^p u^p(y) dy \right)^{1/p} \lesssim R^n \frac{R^{n-\theta}}{R^{2m-n-\theta}} = R^n - \theta.
\]

Hence the distributional solution u enjoys the ring condition, thanks to \( \theta > 0 \). \( \square \)

**Remark 5.2.** Applying Lemma 2.2, the same proof shows that if \( \sigma > -2m \) and \( p > 1 \), any punctured solution of (1.1)_σ also satisfies the ring condition (5.1).

From the ring condition (5.1) we can apply a general result of Caristi, D’Ambrosio, and Mitidieri to conclude that, any distributional solution to (1.1)_σ solves (1.6) almost everywhere; see [CAM08, Theorem 2.4]. However, only the proof for \( m = 2 \) was provided in [CAM08], and we are not convinced that (1.6) holds for all Lebesgue points of u, as claimed in [CAM08]. We show here a detailed proof for all \( m \), for the sake of completeness and the reader’s convenience.

Let us first introduce some notations. Denote

\[
G^\epsilon(x) = \left( \frac{1}{\epsilon^2 + |x|^2} \right)^{\frac{n-2m}{2}}, \quad U_q(x) = \left( \frac{1}{1 + |x|^2} \right)^q \quad \text{with} \ \epsilon, q > 0.
\]

We shall use the test function

\[
\varphi(x) = \phi_R(x) G^\epsilon(x) = \psi \left( \frac{x}{R} \right) \ G^\epsilon(x), \quad R, \epsilon > 0;
\] (5.2)

where \( \psi \) is a cut-off function satisfying (2.1). We need also some estimate for \((-\Delta)^m G^\epsilon\). Toward a precise computation of this term, we use the following auxiliary result.

**Lemma 5.3.** There holds

\[
(-\Delta)^m U_q = 2^m \prod_{k=0}^{m-1} (q+k) \prod_{k=1}^{m} (n-2k-2q) U_{q+m} + \sum_{i=1}^{m-1} 2^{m+i} \left( \begin{array}{c} m \\ i \end{array} \right) \prod_{k=0}^{m+i-1} (q+k) \prod_{k=i+1}^{m} (n-2k-2q) U_{q+m+i} + 2^{2m} \prod_{k=0}^{m} (q+k) U_{q+2m}.
\]
Proof. A direct calculation gives
\[-\Delta U_q(x) = 2q \left[ \frac{n(1 + |x|^2) - 2(q + 1)|x|^2}{(1 + |x|^2)^{q+2}} \right] = 2q(n - 2 - 2q)U_{q+1}(x) + 4q(q + 1)U_{q+2}(x).\]
Hence, the proof follows by induction on $q$. We omit its details. \qed

Having all the notations above, we can proceed now the proof of Proposition 1.3.

Proof of Proposition 1.3. To prove (1.6) for a fixed point $x$, it suffices to verify that
\[u(x) = C(2m) \int_{\mathbb{R}^n} \frac{|x - y|^p u^p(x - y)}{|y|^{n-2m}} dy.\] (5.3)
Here the constant $C(2m)$ is given by (1.3). Testing our equation
\[-(-\Delta)^m u(x - y) = |x - y|^p u^p(x - y)\]
with $\phi_R G^\epsilon$ given by (5.2), integration by parts yields
\[\int_{\mathbb{R}^n} |x - y|^p u^p(x - y)\phi_R(y)G^\epsilon(y)dy = \int_{\mathbb{R}^n} u(x - y)(-\Delta)^m (\phi_R G^\epsilon)(y)dy = I_1^\epsilon + I_2^\epsilon,
where
\[I_1^\epsilon = \int_{\mathbb{R}^n} u(x - y)\phi_R(y)(-\Delta)^m G^\epsilon(y)dy.\]
Using the notation $U_q$ as in Lemma 5.3, we see that $G^\epsilon(y) = e^{2m-n}U_{\frac{n-2m}{2}}(y/\epsilon)$ and
\[-(-\Delta)^m G^\epsilon(y) = e^{-n}2^{m-1} \prod_{k=0}^{2m-1} \left( \frac{n - 2m}{2} + k \right)U_{\frac{n-2m}{2}}(\frac{y}{\epsilon})\]
\[= e^{-n}2^{m} \frac{\Gamma(\frac{n+2m}{2})}{\Gamma(\frac{n-2m}{2})} U_{\frac{n-2m}{2}}(\frac{y}{\epsilon}).\]
Clearly,
\[\int_{\mathbb{R}^n} e^{-n}U_{\frac{n-2m}{2}}(\frac{y}{\epsilon})dy = \int_{\mathbb{R}^n} U_{\frac{n-2m}{2}}(y)dy = \frac{\Gamma(\frac{n}{2})}{\Gamma(\frac{n+2m}{2})} \frac{\Gamma(\frac{2m}{2})}{\Gamma(\frac{n+2m}{2})} = \frac{n/2 \Gamma(m)}{\Gamma(n/2)}.
So we can rewrite $I_1^\epsilon$ as follows
\[I_1^\epsilon = \int_{\mathbb{R}^n} u(x - y)\phi_R(y)(-\Delta)^m G^\epsilon(y)dy = e^{-n}2^{m} \frac{\Gamma(\frac{n+2m}{2})}{\Gamma(\frac{n-2m}{2})} \int_{\mathbb{R}^n} u(x - y)\phi_R(\epsilon y)U_{\frac{n-2m}{2}}(y)dy = e^{-n}2^{m} \frac{\Gamma(\frac{n+2m}{2})}{\Gamma(\frac{n-2m}{2})} (f * g_\epsilon)(x),\]
with $f(z) = u(z)\phi_R(x - z) \in L^1(\mathbb{R}^n)$ and $g_\epsilon(z) = e^{-n}U_{\frac{n-2m}{2}}(z/\epsilon)$. By definition, it is clear that the least decreasing radial majorant of $U_{\frac{n-2m}{2}}$ is integrable, i.e.
\[\int_{\mathbb{R}^n} |u| \\sup_{|x| \geq |y|} U_{\frac{n-2m}{2}}(x)dy = \int_{\mathbb{R}^n} u_{\frac{n-2m}{2}}(y)dy < +\infty.\]
Therefore, we can apply [Ste70, Theorem 2(b)] to claim that
\[ \lim_{\epsilon \to 0^+} I_1^\epsilon = \frac{2^m}{m} \frac{\Gamma \left( \frac{n+2m}{2} \right)}{\Gamma \left( \frac{n-2m}{2} \right)} \frac{1}{C(2m)} \int_{\mathbb{R}^n} u(x) \phi_R(0) \int_{\mathbb{R}^n} U_{\epsilon,2m}(y) dy = \frac{1}{C(2m)} u(x) \] (5.4)
for almost everywhere \( x \). On the other hand, as \( u \in L^1_{\text{loc}}(\mathbb{R}^n) \), letting \( \epsilon \to 0^+ \) gives
\[ \lim_{\epsilon \to 0^+} I_2^\epsilon = \int_{B_{2n} \setminus B_n} u(x-y)L(\phi_R)(y)dy, \]
where \( L \) is the operator defined by
\[ L : \phi \mapsto (-\Delta)^m (\phi G^0) - \phi (-\Delta)^m G^0 = (-\Delta)^m (\phi G^0), \text{ in } \mathbb{R}^n \setminus \{0\}, \]
with \( G^0(x) = |x|^{2m-n} \). Observe that \( \phi_R G^0(x) = R^{2m-n}(\psi G^0)(x/R) \), we easily get \( L(\phi_R) = R^{-n} L(\psi)(x/R) \), hence
\[ |L(\phi_R)| \leq CR^{-n} \mathbb{1}_{B_{2n} \setminus B_n}, \]
where \( C \) is a constant independent of \( R > 0 \). Consequently,
\[ \left| \lim_{\epsilon \to 0^+} I_2^\epsilon \right| \leq CR^{-n} \int_{B_{2n} \setminus B_n} u(x-y)dy. \] (5.5)
Finally, for a.e. \( x \) and for any \( R > |x| \), tending \( \epsilon \) to \( 0^+ \), using (5.4)-(5.5) and the proof of Lemma 5.1, we conclude that
\[ \int_{\mathbb{R}^n} G^0(y)|x-y|^\sigma u^p(x-y) \phi_R(y)dy = \frac{1}{C(2m)} u(x) + O(R^{-\theta})_{R \uparrow +\infty}. \]
Sending now \( R \to +\infty \), we just proved
\[ u(x) = C(2m) \int_{\mathbb{R}^n} G^0(y)|x-y|^\sigma u^p(x-y)dy \]
for a.e. \( x \). This completes the proof of (5.3), equivalently (1.6) holds for a.e. \( x \). \( \square \)

From the integral equation, it is easy to obtain the weak or strong SPH properties for solutions to (1.1). These properties play no crucial role here for the existence or non-existence results, which illustrates a key difference between our approach and other approaches in the existing literature. It is also worth noting that the weak SPH property is stated for distributional solutions to the integral equation (1.6), which is also of fundamental difference to the strong SPH property. The result below is not really new, it is indeed part of [CAM08, Theorem 2.4].

**Proposition 5.4** (weak SPH property). Let \( n > 2m \). Then any distributional solution \( u \) to the integral equation (1.6) enjoys the weak SPH property, namely there hold
\[ \int_{\mathbb{R}^n} u(-\Delta)^{m-i} \phi \geq 0 \]
for all \( 1 \leq i \leq m-1 \) and for any \( 0 \leq \phi \in C_0^\infty(\mathbb{R}^n) \).

**Proof.** Let \( 0 \leq \phi \in C_0^\infty(\mathbb{R}^n) \) and \( 1 \leq i \leq m-1 \) be arbitrary. First we recall the well-known Selberg formula
\[ \int_{\mathbb{R}^n} \frac{C(\alpha)}{|x-z|^{n-\alpha}} \frac{C(\beta)}{|y-z|^{n-\beta}} dz = \frac{C(\alpha + \beta)}{|x-y|^{n-\alpha-\beta}}, \]
where \( \alpha, \beta > 0, \alpha + \beta < n; \) and \( C(\alpha), C(\beta) \) and \( C(\alpha + \beta) \) are constants in (1.3); see [GM99]. Using the above formula and Fubini’s theorem, we can rewrite \( u \) from
1.6) as follows
\[ u(x) = C(2m) \int_{\mathbb{R}^n} \frac{|y|^\sigma u^p(y)}{|x-y|^{n-2m}} dy = C(2m-2i) \int_{\mathbb{R}^n} \frac{1}{|x-z|^{n-2m+2i}} \left( C(2i) \int_{\mathbb{R}^n} \frac{|y|^\sigma u^p(y)}{|y-z|^{n-2i}} dy \right) dz \]
for some positive measure \( \mu_i \). Now, we multiply both sides of (1.6) by \((-\Delta)^{m-i}\phi\)
and integrate to get
\[ \int_{\mathbb{R}^n} u(-\Delta)^{m-i}\phi = C(2m-2i) \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \frac{1}{|x-z|^{n-2m+2i}} d\mu_i(z) \right) (-\Delta)^{m-i}\phi \]
\[ = C(2m-2i) \int_{\mathbb{R}^n} \phi(-\Delta)^{m-i} \left( \int_{\mathbb{R}^n} \frac{1}{|x-z|^{n-2m+2i}} d\mu_i(z) \right) \]
\[ = \int_{\mathbb{R}^n} \phi(x)d\mu_i(x) \geq 0. \]
This implies that \( u \) satisfies the weak SPH property. \( \square \)

6. The strong SPH property for classical solutions

In the existing literature, the method of proving the strong SPH property (1.7) is often based on careful analysis on the spherical averages of \((-\Delta)^i u\), which could be rather technical and involved, see for example [WX99, CLi13].

Here we can easily obtain the strong SPH property based on its weak form. It is quite obvious to see that Proposition 5.4 implies Proposition 1.5. Indeed, for \( n > 2m, \sigma > -2m, \) and \( p > 1 \), any classical solution is a distributional one using Lemma 4.4, hence \((-\Delta)^i u \geq 0 \) in \( \mathbb{R}^n \setminus \{0\} \) for \( 1 \leq i \leq m-1 \) using Proposition 5.4. Furthermore, as \((-\Delta)^m u \geq 0 \) and not identically zero, the strong maximum principle ensures that all \((-\Delta)^i u \) are positive in \( \mathbb{R}^n \setminus \{0\} \). Using just (1.6), we see that \( u \) is positive in \( \mathbb{R}^n \).

In fact, we can prove a result more general than Proposition 1.5, by integral estimates for a distributional solution, without using the weak SPH property, nor the usual spherical average procedure.

**Theorem 6.1 (partially SPH property).** Let \( u \) be both classical and distributional solution to (1.1)\(_p\) with \( p > 1 \) and \( n \geq 3 \). Assume that there exists \( \ell \in \mathbb{N} \) such that \( m \geq \ell + 1 \) and \( 2\ell + \theta > -2 \), then
\[ (-\Delta)^i u > 0 \quad \text{in} \quad \mathbb{R}^n \setminus \{0\} \quad \text{for all} \quad \ell \leq i \leq m-1. \]
In particular, the strong SPH property (1.7) holds under \( n \geq 3, \) \( m \geq 2 \) and \( \theta > -2 \) where we select \( \ell = 1 \).

Our proof is inspired by an idea from [FWX15, Appendix], where Fazly, Wei and Xu suggested a simple argument to handle classical solutions to \( \Delta^2 u = |x|^\sigma u^p \) with \( \sigma \geq 0 \). To show \(-\Delta u \geq 0\), their idea is to estimate the harmonic function \( h := \Delta u + w \) from the above, where
\[ w(x) = C(2) \int_{\mathbb{R}^n} \frac{|y|^\sigma u^p(y)}{|x-y|^{n-2}} dy \geq 0, \]
and \( C(2) \) is given by (1.3). For any \( x_0 \in \mathbb{R}^n \), we have
\[ h(x_0) = \int_{\partial B_R(x_0)} (\Delta u + w) \leq \int_{\partial B_R(x_0)} |\Delta u| + \int_{\partial B_R(x_0)} w, \quad \forall \, R > 0. \]
Therefore, if the right hand sides goes to zero for a suitable sequence \( R_k \to +\infty \), then \( h(x_0) \leq 0 \), hence \( -\Delta u(x_0) \geq 0 \) as expected. Unfortunately, they met some difficulty in [FWX15] to control \( \|\Delta u\|_{L^1(\partial B_R(x_0))} \) from the above.
Here we generalize the idea in [FWX15]; in particular giving a new, independent proof of Proposition 1.5. Our proof makes use of the integral estimates. Before proving the result, recall the following fact from [LL01, Section 9.7]: For any \( n \geq 3, x_0, y \in \mathbb{R}^n \) and \( R > 0 \), there holds
\[
\int_{\partial B_{r}(x_0)} \frac{d\sigma_y}{|x - y|^{n-2}} = \max \{|x - x_0|, r\}^{2-n}. \tag{6.1}
\]

Proof of Theorem 6.1. Let \( u \) be a classical and distributional solution of \((1.1)_\circ\) with \( p > 1, n > 3, m > \ell + 1, \ell \in \mathbb{N} \) and \( 2\ell + \theta > 0 \).

Fix \( \ell \leq i \leq m - 1 \). From Lemma 2.4, there holds
\[
\int_{B_{2R}\setminus B_{R}} |x|^{-n+2} |\Delta^{i+1}u| \lesssim R^{-2i-\theta}, \quad \forall \ R > 0.
\]

Remark that \(-2i - \theta \leq -2\ell - \theta < 0 \) as \( i \geq \ell \). Summing up with \( R_k = 2^k R \), we get
\[
\int_{\mathbb{R}^n \setminus B_R} |x|^{-n+2} |\Delta^{i+1}u| \lesssim R^{-2i-\theta}, \quad \forall \ R > 0. \tag{6.2}
\]

We claim that
\[
w_i(x) = C(2) \int_{\mathbb{R}^n} \frac{(-\Delta)^{i+1}u(y)}{|x - y|^{n-2}} dy
\]
is well defined for any \( x \in \mathbb{R}^n \setminus \{0\} \). Indeed, let \( x \neq 0 \) be arbitrary but fixed point, there hold:

- on \( B_{|x|/2} \), the integral is bounded as \((-\Delta)^{i+1}u \in L^1_{\text{loc}}(\mathbb{R}^n)\);
- on \( B_{2|x|/3} \setminus B_{|x|/2} \), the integral exists since \((-\Delta)^{i+1}u \) is bounded over this set;
- on \( \mathbb{R}^n \setminus \overline{B}_{3|x|} \), the integral is easily bounded, thanks to (6.2) and the inequality \(|x - y| \geq |y|/2\).

The well-definition of \( w_i \) for a.e. \( x \in \mathbb{R}^n \) and \((-\Delta)^{i+1}u \in L^1_{\text{loc}}(\mathbb{R}^n)\) allow us to apply [LL01, Theorem 6.21] to deduce that \( w_i \) satisfies
\[
-\Delta w_i = (-\Delta)^{i+1}u \quad \text{in} \quad D'(\mathbb{R}^n).
\]

Therefore
\[
h_i := w_i - (-\Delta)^{i+1}u
\]
solves \(-\Delta h_i = 0 \) in \( D'(\mathbb{R}^n) \). Hence \( h_i \) is harmonic and smooth in \( \mathbb{R}^n \) by the classical Weyl lemma, see [Mit18, Theorem 7.10] or [LL01, page 256], consequently \( w_i \in C(\mathbb{R}^n \setminus \{0\}) \). Hence we have, for any \( x_0 \in \mathbb{R}^n \setminus \{0\} \) and any \( R > |x_0| \),
\[
h_i(x_0) = \int_{\partial B_R(x_0)} h_i \leq \int_{\partial B_R(x_0)} w_i + \int_{\partial B_R(x_0)} |\Delta^{i+1}u| \tag{6.3}
\]

Following the idea in [FWX15], it is necessary to estimate the two integrals on the right hand side of (6.3). By Fubini’s theorem, we can write
\[
\frac{1}{C(2)} \int_{\partial B_R(x_0)} w_i d\sigma_x
\leq \int_{\mathbb{R}^n} \left( \int_{\partial B_R(x_0)} \frac{d\sigma_x}{|x - y|^{n-2}} \right) |\Delta^{i+1}u(y)| dy
\]
\[
= \left( \int_{|y - x_0| > R} + \int_{|y - x_0| < R} \right) \left( \int_{\partial B_R(x_0)} \frac{d\sigma_x}{|x - y|^{n-2}} \right) |\Delta^{i+1}u(y)| dy
\]
\[
=: I_1 + I_2.
\]

For any \( R > 2|x_0| \), by (6.1) and (6.2), there holds
\[
I_1 = \int_{|y - x_0| > R} \frac{|\Delta^{i+1}u(y)|}{|x_0 - y|^{n-2}} dy \lesssim (R - |x_0|)^{-2i-\theta}
\]
\[
I_2 = \int_{|y - x_0| < R} \frac{|\Delta^{i+1}u(y)|}{|x_0 - y|^{n-2}} dy \lesssim (R - |x_0|)^{-2i-\theta}.
\]
For $I_2$, still by (6.1) and using Lemma 2.1, we deduce that
\[
I_2 = R^{2-n} \int_{|y-x_0|<R} |\Delta^{i+1} u(y)| dy \leq R^{2-n} \int_{B_{R+i|x_0|}} |\Delta^{i+1} u(y)| dy
\]
\[
\lesssim R^{2-n} (R + |x_0|)^{n-2(i+1)-\theta}
\]
\[
\lesssim (R + |x_0|)^{-2i-\theta}.
\]
Putting the estimates for $I_1$ and $I_2$ together, we have
\[
\lim_{R \to +\infty} \int_{\partial B_R(x_0)} w_i = 0,
\]
thanks again to $-2i-\theta < 0$. Moreover, in view of Lemma 2.4, there exists a sequence $R_k \to +\infty$ such that
\[
\liminf_{k \to +\infty} \int_{\partial B_{R_k}(x_0)} |\Delta^i u| = 0.
\]
Using this sequence $R_k$ in (6.3), we see that $h_i(x_0) \leq 0$, so $(-\Delta)^i u(x_0) > 0$ as $w_i(x_0) > 0$. The proof is completed.

The following are some comments on Theorem 6.1.

- The condition $2\ell + \theta > 0$ is almost necessary for Theorem 6.1. For example, let $m = 2$, $n \geq 4$, $\theta < -2$ and $\ell = 1$, $u = C|x|^{-\theta}$ is a classical and distributional solution to (1.1)$_p$ with suitable $C > 0$, but $\Delta u > 0$ in $\mathbb{R}^n \setminus \{0\}$.
- By Theorem 1.1, an implicit condition in Theorem 6.1 is $n - 2m - \theta > 0$.
- Clearly, seeing Lemma 4.4, Proposition 1.5 is a special case of Theorem 6.1 with $\ell = 0$ and $\theta > 0$.

We call the property obtained in Theorem 6.1 the partially SPH property, since we could have the positivity of $(-\Delta)^i u$ only for $\ell \leq i \leq m - 1$ instead of the whole range $1 \leq i \leq m - 1$. Theorem 6.1 could be useful to understand classical solutions for $n \geq 2m$, $\sigma < -2m$; or for $n = 2m - 1$.

As far as we know, the partially SPH property for (1.1)$_p$ with $p > 1$ has not been studied before. However, for $p < 0$, it was observed in [DN17] that for any positive smooth solution $u$ to $(-\Delta)^3 u = u^p$ in $\mathbb{R}^3$ with $-2 < p < -1/2$, where $\Delta^3 u > 0$ in $\mathbb{R}^3$, and it is likely that $\Delta u$ does not have a fixed sign.

7. Existence and non-existence of classical solutions

This section is devoted to the proof of Theorems 1.4 and 1.6. First we start with a quick proof for Theorem 1.4.

**Proof of Theorem 1.4.** The case $n = 2m > -\sigma$ and $p > 1$ is just Proposition 1.2. Suppose now $n > 2m > -\sigma$ and $1 < p < p_S(m, \sigma)$. Using the fact that any classical solution to (1.1)$_p$ is a distributional solution, it follows from the proof of Proposition 1.3 that $u$ satisfies the integral equation (1.6) everywhere and $u > 0$ in $\mathbb{R}^n$. Now it is standard to realize that $u$ is radially symmetric with respect to the origin; for example, see [CL16, Theorem 3] or [DQ19, Theorem 1.6]. A consequence of the symmetry of $u$ is that it satisfies the following upper bound
\[
u(x) \lesssim |x|^{-\theta}.
\]
From this estimate, there holds
\[
\int_{\mathbb{R}^n} |x|^\theta u^{p+1} < +\infty,
\]
since $p < p_S(m, \sigma)$. From this fact and the positivity of $u$, we can easily obtain a contradiction by making use a Pohozaev type identity. □
In the following, we consider the existence of classical solution for \( n > 2m > -\sigma \) and \( p \geq p_S(m, \sigma) \). As mentioned in Introduction, the existence result in the case \( p = p_S(m, \sigma) \) is well-known because it is related to the existence of optimal functions for the following higher order Hardy–Sobolev inequality

\[
\left( \int_{\mathbb{R}^n} |x|^\sigma |u|^\frac{2(n+\sigma)}{n-2m} \right)^{\frac{n-2m}{\sigma}} \leq C_{HS} \int_{\mathbb{R}^n} |\Delta^{m/2} u|^2, \quad \forall u \in D^{m,2}(\mathbb{R}^n).
\]

Recall that the space \( D^{m,2}(\mathbb{R}^n) \) is the completion of \( C_0^\infty(\mathbb{R}^n) \) under the Dirichlet norm, see [Lio85, Section 2.4]. Recall also that \( \Delta^{m/2} = \nabla \Delta^{(m-1)/2} \) when \( m \) is odd. Since optimal functions for the above inequality can be characterized by

\[
\inf_{u \in D^{m,2}(\mathbb{R}^n) \setminus \{0\}} \frac{\|\Delta^{m/2} u\|_{L^2(\mathbb{R}^n)}}{\|x|^{\sigma} |u|^\frac{2(n+\sigma)}{n-2m}} \leq C_{HS}^{1/2}, \quad (7.1)
\]

it is easy to verify that any optimal function for the Hardy–Sobolev inequality yields a distributional solution to \((1.1)_\sigma\). The fact that any optimal function \( u \) to (7.1) belongs to \( C^{2m}(\mathbb{R}^n \setminus \{0\}) \cap C(\mathbb{R}^n) \) is also well-known; for example, see [JL14, Theorem 3]. Hence, in the rest of this section, we will handle the supercritical case \( p > p_S(m, \sigma) \).

To look for a solution to \((1.1)_\sigma\), it is common to establish a local existence first, which often relies on either a fixed-point argument, see [Ni86, LGZ06, Vill14], or the shooting method, see [GG06]. However it is not so clear how to employ a uniform fixed-point argument for \((1.1)_\sigma\) in the full range of \( \sigma > -2m \). It seems also difficult to apply the shooting method, since some \(-\Delta^i u \) could have no sense at the origin for \( \sigma < 0 \). Consequently, to obtain the existence result for \((1.1)_\sigma\), we shall use an indirect argument.

We start with positive solutions to the following auxiliary problem

\[
\begin{aligned}
&(-\Delta)^m u = \lambda |x|^\sigma (1 + u)^p \quad \text{in } B_1, \\
&\nabla^i u \big|_{\partial B_1} = 0 \quad \text{for } 0 \leq i \leq m - 1,
\end{aligned}
\]

with \( \lambda > 0 \). Under the Dirichlet boundary condition, it is well-known that the kernel for \((-\Delta)^m\) is positive on the balls, so it is not difficult to use standard methods to get existence result for small \( \lambda > 0 \). A key observation is that for supercritical exponent \( p \), the equation (7.2) admits a unique solution if \( \lambda > 0 \) is small enough. Then we study the set of radial solutions to (7.2) with different \( \lambda \), and show that the suitable scaling of a sequence of solutions to (7.2) converges to a classical solution of \((1.1)_\sigma\). This approach was recently used in [ACD19, Section 2] and in [HS19], respectively for fractional Laplacian and biharmonic case.

For clarity, we formulate the proof of Theorem 1.6 into several subsections.

7.1. Existence of solutions to (7.2) for all \( 0 < \lambda \leq \lambda^* \). Here we prove the existence of the minimal solution \( u_\lambda \) to (7.2) for \( 0 < \lambda \leq \lambda^* \), where \( \lambda^* \) is a critical value to be precisely later. The crucial point is that \( G \), the Green function of \((-\Delta)^m\) on \( B_1 \) under the Dirichlet boundary conditions, is positive. Indeed, by Boggio’s formula,

\[
G(x, y) = k_{n,m} |x - y|^{2m-n} \int_1^{\lambda + |x|^{-2m+n} + t} \frac{1}{(t^2 - 1)^{m-1} t^{n-1} dt} \quad \forall \ x, y \in B_1,
\]

for some constant \( k_{n,m} > 0 \); see [GGS10]. From the positivity of \( G \) we can apply the standard monotone iteration method. First, \( w_0 \equiv 0 \) is obviously a subsolution to (7.2) for any \( \lambda > 0 \). Consider

\[
\begin{aligned}
&(-\Delta)^m w = |x|\sigma \quad \text{in } B_1, \\
&\nabla^i w \big|_{\partial B_1} = 0 \quad \text{for } 0 \leq i \leq m - 1.
\end{aligned}
\]

As \( \sigma > -2m \), \( w \in C(B_1) \), hence there exists \( \lambda_0 > 0 \) such that \( 1 \geq \lambda_0 (1 + \|w\|_{\infty})^p \). Let \( \lambda \in (0, \lambda_0] \), readily \( \overline{w} \) is a supersolution to (7.2). Consider the following iteration
that the corresponding first eigenfunction exists and \( u_\lambda \) is a weak solution to (7.2). As \( \overline{\Omega} \) can be replaced by any solution of (7.2), we see that \( u_\lambda \) is the minimal solution to (7.2). The uniqueness of the minimal solution and \( \sigma > -2m \) guarantee that \( u_\lambda \in C_{0,\text{rad}}(\overline{B}_1) \). Here \( C_{0,\text{rad}}(\overline{B}_1) \) stands for the space of radial continuous functions in \( \overline{B}_1 \) with zero boundary value, equipped with the sup-norm \( \| u \|_\infty \).

Denote
\[
\Lambda = \{ \lambda > 0 : (7.2)_\lambda \text{ admits a positive solution in } C_{0,\text{rad}}(\overline{B}_1) \}.
\]

As any solution of (7.2) is a supersolution to (7.2) \( \mu \) for \( \mu \in (0, \lambda) \), \( \Lambda \) is clearly an interval. We claim now
\[
\lambda^* = \sup \Lambda < +\infty.
\]

Let \( \Phi_{1, \sigma} \) be the first eigenfunction for the following eigenvalue problem
\[
\begin{aligned}
&(-\Delta)^m u = \lambda_{1, \sigma}|x|^\sigma u & \text{in } B_1, \\
&\nabla^i u|_{\partial B_1} = 0 & \text{for } 0 \leq i \leq m - 1.
\end{aligned}
\]

It is not hard to see that \( \Phi_{1, \sigma} \) can be obtained via standard argument as \( \sigma > -2m \). Indeed,
\[
0 < \lambda_{1, \sigma} = \inf_{u \in H_{0, \text{rad}}^m(B_1) \setminus \{0\}} \frac{\| \Delta^m u \|_{L^2(B_1)}^2}{\| u \|_{L^p(B_1, |x|^{-\sigma} dx)}^2}
\]
is attained. Notice that the positivity of \( \mathcal{G} \) also implies the strong maximum principle, so that the corresponding first eigenfunction \( \Phi_{1, \sigma} \) can be chosen to be positive in \( B_1 \). Now let \( \lambda \in \Lambda \) and \( u \) be a solution to (7.2), there holds
\[
\lambda_{1, \sigma} \int_{B_1} |x|^{\sigma} u \Phi_{1, \sigma} = \int_{B_1} u (-\Delta)^m \Phi_{1, \sigma} = \lambda \int_{B_1} |x|^{\sigma} (1 + u)^p \Phi_{1, \sigma} \geq \lambda p \int_{B_1} |x|^{\sigma} u \Phi_{1, \sigma}.
\]

Since \( u \Phi_{1, \sigma} > 0 \) in \( B_1 \), we arrive at \( \lambda \leq \lambda_{1, \sigma} / p \), in other words, \( \lambda^* \leq \lambda_{1, \sigma} / p < +\infty \) as claimed.

**Proposition 7.1.** There exists \( 0 < \lambda^* < +\infty \) such that

- we have a minimal solution \( u_\lambda \in C_{0,\text{rad}}(\overline{B}_1) \) to equation (7.2) for any \( 0 < \lambda < \lambda^* \), and for any \( x \in B_1 \), the mapping \( \lambda \mapsto u_\lambda(x) \) is increasing in \( (0, \lambda^*) \);
- for \( \lambda > \lambda^* \), (7.2) has no solution.

Furthermore, given \( \mu \in (0, \lambda^*) \), there exists a universal constant \( C_\mu \) such that for any \( u \in C_{0,\text{rad}}(\overline{B}_1) \) solution to equation (7.2) with \( \lambda \geq \mu \), there holds
\[
u(x) \leq C_\mu |x|^{-\mu}
\]
for all \( x \in B_{1/4} \setminus \{0\} \).

**Proof.** We are only left with the uniform upper bound for any solution to (7.2) for any \( \lambda \geq \mu \). As \( n > 2m \), the Green function \( \mathcal{G} \) satisfies the following two-sided
estimate: for any \(x, y \in B_1\),
\[|x - y|^{2m-n} \min \left\{1, \left(\frac{1 - |x|}{1 - |y|}\right)^m \right\} \lesssim G(x, y) \lesssim |x - y|^{2m-n}; \quad (7.3)\]
see [GGS10, equation (4.24)]. Let \(u \in C_{0, \text{rad}}(\overline{B}_1)\) be a solution to \((7.2)\), and \(x \in B_{1/4}\). Take any
\[y \in B_{|x|/4} \left(\frac{3x}{4}\right) \subset B_{|x|/2}(x) \cap B_{|x|}(0),\]
There holds \(|x|/2 \leq |y| \leq |x|\), so that \(1 - |y| \geq |x - y|, 1 - |x| \geq |x - y|\) and \(|x - y| \leq |x|/2\). By \((7.3)\) we arrive at
\[G(x, y) \gtrsim |x - y|^{2m-n} \gtrsim |x|^{2m-n}.
\]
Moreover, putting the above facts together, the solution \(u\) can be estimated as follows
\[u(x) \gtrsim \mu \int_{B_{|x|/4}(3x/4)} \frac{|y|^p}{|x - y|^{n-2m}u^p(y)dy} \gtrsim \mu|x|^{2m-n+\sigma} \times \frac{|x|^n}{4^n} u^p(x).
\]
Here we used the fact that \(u\) is decreasing with respect to the radius, see [GY02, Theorem 2]. The above inequality gives us the desired estimate. \(\square\)

### 7.2. Uniqueness of radial solutions to \((7.2)\) for \(\lambda > 0\) small.
This subsection is devoted to show the uniqueness of solution to \((7.2)\) for small \(\lambda > 0\). We will use Schaaf’s idea; see [Sch00], based on the Pohozaev’s identity and supercritical exponent \(p\).

**Lemma 7.2.** Assume that \(\Sigma \subset \mathbb{R}^n\) is a bounded, smooth domain and \(f \in C^1(\overline{\Sigma} \times \mathbb{R})\). Let \(u\) be a \(C^{2m}\)-solution to
\[(-\Delta)^m u = f(x, u) \quad \text{in } \Sigma \subset \mathbb{R}^n.
\]
Denote by \(\nu\) the unit outside normal vector on \(\partial \Sigma\) and
\[F(x, u) := \int_0^u f(x, t)dt.
\]
Then one has the following identities
\[n \int_{\Sigma} F(x, u) + \int_{\Sigma} x \cdot \nabla_x F(x, u) = \int_{\partial \Sigma} (x \cdot \nu)F(x, u) = \frac{n - 2m}{2} \int_{\Sigma} |\Delta^{m/2}u|^2 + \frac{1}{2} \int_{\partial \Sigma} A(u, u) + \frac{1}{2} \int_{\partial \Sigma} T_m(x, u) \quad (7.4)
\]
and
\[\int_{\Sigma} |\Delta^{m/2}u|^2 = \int_{\Sigma} uf(x, u) + \frac{1}{2} \int_{\partial \Sigma} B(u, u). \quad (7.5)
\]
Here the boundary terms have the form
\[A(u, v) = \sum_{j=1, j \neq m}^{2m-1} \widetilde{l}_j(x, \nabla^j u, \nabla^{2m-j} v) + \sum_{j=0}^{2m-1} \tilde{l}_j(\nabla^j u, \nabla^{2m-j-1} v)
\]
and
\[B(u, v) = \sum_{j=0}^{2m-1} \tilde{l}_j(\nabla^j u, \nabla^{2m-1-j} v),
\]
where \(\tilde{l}_j\) is trilinear in \((x, u, v)\), \(\tilde{l}_j\), and \(\tilde{l}_j\) are bilinear in \((u, v)\), and
\[T_m(x, u) = \begin{cases} (x \cdot \Delta^{m/2}u)(\nu \cdot \Delta^{m/2}u) & \text{if } m \text{ is odd}, \\ \Delta^{m/2}u \times \sum_{1 \leq i, j \leq n} x_i \nu_j \partial_{ij} (\Delta^{m/2-1}u) & \text{if } m \text{ is even}.
\end{cases}
\]
To prove (7.4) and (7.5), it is routine to use $x \cdot \nabla u$ and $u$ as test functions over $\Sigma$. Such computations are straightforward but tedious; however, for completeness, we provide a sketch of proof in Appendix A. It is important to note that the boundary terms $A$ and $B$ in (7.4) and (7.5) do not depend on $f$.

Now we are in position to prove the uniqueness result for radial solutions to (7.2)$_\lambda$ for small $\lambda > 0$. It is worth noting that the condition $p > p_5(m, \sigma)$ is a crucial argument.

**Lemma 7.3.** Let $p > p_5(m, \sigma)$. Then, there exists $\lambda_* > 0$ such that for every $\lambda \in (0, \lambda_*]$, the equation (7.2)$_\lambda$ has a unique solution in $C_0,\text{rad}(\overline{B}_1)$; hence coincides the minimal solution $u_\lambda$.

**Proof.** Let $\lambda \in \Lambda$ and $u_\lambda \in C_0,\text{rad}(\overline{B}_1)$ be the minimal solution to (7.2)$_\lambda$, thanks to Proposition 7.1. Let $v \in C_0,\text{rad}(\overline{B}_1)$ be another solution to (7.2)$_\lambda$, there hold $w = v - u_\lambda \geq 0$ in $B_1$ and $w$ is a solution to

\[
\begin{cases}
(-\Delta)^m w = \lambda|x|^\sigma f_\lambda(x, w) & \text{in } B_1, \\
\nabla_i^2 w |_{\partial B_1} = 0 & \text{for } 0 \leq i \leq m - 1,
\end{cases}
\]

with

\[f_\lambda(x, w) = (1 + w + u_\lambda)^p - (1 + u_\lambda)^p \geq 0.\]

Our aim is to show that $w \equiv 0$ if $\lambda$ is small, hence concluding the claimed uniqueness for (7.2)$_\lambda$. Denote

\[F_\lambda(x, w) = \int_0^w f_\lambda(x, t)dt.
\]

In the sequel, we apply Lemma 7.2 with the solution $w$ of (7.6) and $\Sigma = B_1 \setminus \partial B_1$, $\epsilon \in (0, 1)$. Thanks to the Dirichlet boundary conditions, there hold $F(x, w) = A(w, w) = B(w, w) = 0$ on $\partial B_1$. Moreover, since $w$ is a radial function, we can check readily that for any $m$ and $r > 0$, there holds

\[T_m(x, u) = (x \cdot v)|\Delta^{m/2} w|^2 \text{ on } \partial B_r.
\]

In particular, $T_m(x, u) \geq 0$ on $\partial B_1$. Hence, from (7.4) we have

\[
\lambda \int_{B_1 \setminus B_r} \left[ |x|^\sigma F_\lambda(x, w) + \frac{1}{n} x \cdot \nabla |x|^\sigma F_\lambda(x, w) \right] + \frac{\lambda \epsilon^{\sigma + 1}}{n} \int_{\partial B_r} F_\lambda(x, w)
\]

\[\geq \frac{n - 2m}{2n} \int_{B_1 \setminus B_r} |\Delta^{m/2} w|^2 - \epsilon \int_{\partial B_r} |\Delta^{m/2} w|^2 + \frac{1}{2n} \int_{\partial B_r} A(w, w).
\]

From (7.5), we obtain, for any $\alpha \in \mathbb{R}$,

\[\alpha \int_{B_1 \setminus B_r} |\Delta^{m/2} w|^2 = \alpha \lambda \int_{B_1 \setminus B_r} |x|^\sigma w f_\lambda(x, w) + \frac{\alpha}{2} \int_{\partial B_r} B(w, w).
\]

Combining these two estimates together, we arrive at

\[
\begin{align*}
&\left( \frac{n - 2m}{2n} - \alpha \right) \int_{B_1 \setminus B_r} |\Delta^{m/2} w|^2 + J_\epsilon \\
&\leq \lambda \int_{B_1 \setminus B_r} |x|^\sigma F_\lambda(x, w) + \frac{1}{n} x \cdot \nabla |x|^\sigma F_\lambda(x, w) - \alpha |x|^\sigma u f_\lambda(x, w) \right] - \alpha |x|^\sigma u f_\lambda(x, w) \\
&= \frac{\lambda}{2n} \int_{B_1 \setminus B_r} |x|^\sigma \left[ (1 + \frac{\sigma}{n}) F_\lambda(x, w) - \alpha u f_\lambda(x, w) + \frac{1}{n} x \cdot \nabla F_\lambda(x, w) \right],
\end{align*}
\]

where

\[J_\epsilon = -\frac{\epsilon}{2n} \int_{\partial B_r} |\Delta^{m/2} w|^2 - \frac{\lambda \epsilon^{\sigma + 1}}{n} \int_{\partial B_r} F_\lambda(x, w)
\]

\[+ \frac{1}{2n} \int_{\partial B_r} A(w, w) - \frac{\alpha}{2} \int_{\partial B_r} B(w, w).
\]
We will estimate \( J_\epsilon \) and \( \nabla_x F_\lambda(x, w) \) appearing in (7.7). For \( \nabla_x F_\lambda(x, w) \), we note that
\[
F_\lambda(x, w) = w \int_0^1 f_\lambda(x, sw)ds = w \int_0^1 [(1 + sw + u_\lambda)s - (1 + u_\lambda)]ds 
= pw^2 \int_0^1 s \int_0^1 (1 + u_\lambda + \tau sw)\tau^{-1}d\tau ds.
\]
(7.8)

Therefore
\[
\nabla_x F_\lambda(x, w) = \left[p(p - 1)w^2 \int_0^1 s \int_0^1 (1 + u_\lambda + \tau sw)\tau^{-2}d\tau ds\right] \nabla u_\lambda(x).
\]

Using [GY02, Theorem 2], \( u_\lambda \) is decreasing with respect to the radius, namely \( x \cdot \nabla u_\lambda \leq 0 \), so
\[
x \cdot \nabla_x F_\lambda(x, w) \leq 0.
\]
(7.9)

Now we estimate \( J_\epsilon \). As \( v, u_\lambda \in C_{0,\text{rad}}(\overline{B_1}) \) and \( \sigma > -2m \), the regularity theory ensures that \( f_\lambda \in C^{0,\gamma}(\overline{B_1}) \) for some \( \gamma > 0 \). The scaling argument and the interior estimate, see [GGS10, Theorem 2.19], applied to (7.6) then imply
\[
|\nabla^j w(x)| \leq C (|x|^{2m+\sigma-j} + 1), \quad \forall 1 \leq j \leq 2m, \quad |x| \leq \frac{1}{2}
\]
Hence
\[
|A(w, w)| + |B(w, w)| + \epsilon |\Delta^{m/2} w|^2 \leq C \left[ \epsilon^{2(m+\sigma)+1-2m} + 1 \right] \quad \text{on } \partial B_c.
\]

For the term involving \( F_\lambda \), as \( F_\lambda \) is bounded in a neighborhood of the origin, we get
\[
e^{\sigma+1} F_\lambda(x, w) \leq C \sigma^{\sigma+1} \quad \text{on } \partial B_c.
\]

Finally, as \( n > 2m > -\sigma \), there holds
\[
\lim_{\epsilon \to 0^+} J_\epsilon = 0.
\]
(7.10)

Keep in mind that \( F_\lambda \in L^1(B_1) \), \( w f_\lambda \in L^1(B_1) \), and \( \Delta^{m/2} w \in L^2(B_1) \). Putting (7.7), (7.9), and (7.10) together and sending \( \epsilon \to 0^+ \), we conclude that
\[
\left[ \frac{n-2m}{2n} - \alpha \right] \int_{B_1} |\Delta^{m/2} w|^2 \leq \lambda \int_{B_1} |x|^\sigma \left[ (1 + \frac{\sigma}{n}) F_\lambda(x, w) - \alpha w f_\lambda(x, w) \right].
\]

From now on, we consider \( \lambda \leq \lambda^*/2 \), where \( \lambda^* \) is given in Proposition 7.1. By direct computation, we get
\[
F_\lambda(x, t) = \frac{1}{p+1} \left[ (1 + t + u_\lambda)^{p+1} - (1 + u_\lambda)^{p+1} \right] - t(1 + u_\lambda)^p.
\]

As \( 0 \leq u_\lambda \leq \|u_\lambda\|_{\infty} \), we claim
\[
\lim_{t \to +\infty} \frac{F_\lambda(x, t)}{t f_\lambda(x, t)} = \frac{1}{p+1} \lim_{t \to +\infty} \frac{(1 + t + u_\lambda)^{p+1} - (1 + u_\lambda)^{p+1}}{t[(1 + t + u_\lambda)^p - (1 + u_\lambda)^p]} = \frac{1}{p+1}
\]
uniformly in \( B_1 \) and in \( \lambda \leq \lambda^*/2 \). Thus, combining with (7.8), for any \( \delta > 0 \), there is \( M_\delta > 0 \) such that
\[
F_\lambda(x, t) \leq \frac{1 + \delta}{p+1} t f_\lambda(x, t) + M_\delta t^2
\]
for all \( (x, t, \lambda) \in B_1 \times \mathbb{R}_+ \times (0, \lambda^*/2] \). Then we choose \( \alpha, \delta > 0 \) satisfying
\[
(1 + \frac{\sigma}{n}) \frac{1 + \delta}{p+1} = \alpha < \frac{n-2m}{2n}.
\]

This can be done because
\[
\left(1 + \frac{\sigma}{n}\right) \frac{1}{p+1} < \frac{n-2m}{2n} \quad \iff \quad p+1 > \frac{2(n+\sigma)}{n-2m}.
\]
With these choices, we have just shown that for \( \lambda \leq \lambda^*/2, \)
\[
\left( \frac{n-2m}{2n} - \alpha \right) \int_{B_1} |\Delta^{m/2} u|^2 \leq \lambda (1 + \frac{\sigma}{n}) M_{B_1} \int_{B_1} |x|^{\sigma} u^2
\]  
(7.11)
Making use of the Hölder and Hardy–Sobolev inequalities, as \( \sigma > -n, \) there holds
\[
\int_{B_1} |x|^{\sigma} u^2 \leq \left( \int_{B_1} |x|^{\sigma} |w|^{\frac{2(n+\sigma)}{n-2m}} \, dx \right)^{\frac{n-2m}{n-\sigma}} \left( \int_{B_1} |x|^{\sigma} \right)^{\frac{n-\sigma}{n-\sigma}}
\]  
(7.12)
Putting (7.12) into (7.11), we obtain \( \|\Delta^{m/2} u\|_{L^2(B_1)} = 0 \) if \( \lambda > 0 \) is small enough.

Coming back to inequality (7.12), together with the continuity of \( w, \) there holds \( w \equiv 0 \) in \( B_1, \) namely \( u_\lambda \) is the unique solution in \( C_{0,\text{rad}}(\overline{B_1}) \) for \( \lambda > 0 \) small.

7.3. Existence of classical solutions to (1.1)_r. Here we prove finally the existence of a classical solution to (1.1)_r using solutions to the auxiliary problem (7.2)_r.

**Lemma 7.4.** There exists a sequence of \((\lambda_k, u^{\lambda_k})\) in \((0, \lambda^*) \times C_{0,\text{rad}}(\overline{B_1})\) with \( u^{\lambda_k} \) a solution to (7.2)_r such that
\[
\lim_{k \to +\infty} \lambda_k = \lambda_\infty > 0 \quad \text{and} \quad \lim_{k \to +\infty} \|u^{\lambda_k}\|_\infty = +\infty.
\]

**Proof.** Consider \( \mathcal{F} : C_{0,\text{rad}}(\overline{B_1}) \to C_{0,\text{rad}}(\overline{B_1}) \) defined as follows: for \( u \in C_{0,\text{rad}}(\overline{B_1}), \)

let \( v = \mathcal{F}(u) \) be the unique solution to
\[
\begin{cases}
(\Delta)^m v = |x|^\sigma (1 + |u|^p) & \text{in } B_1, \\
\nabla^i v |_{\partial B_1} = 0 & \text{for } 0 \leq i \leq m - 1.
\end{cases}
\]
As \( \sigma > -2m > -n, \) by regularity theory and Sobolev embedding, we see readily that \( \mathcal{F} \) is compact. For each \( \lambda \in (0, \lambda^*), \) any solution \( u^\lambda \) to (7.2)_r actually solves
\[
u^\lambda = \lambda \mathcal{F}(u^\lambda).
\]  
(7.13)
It follows from [Rab73, Theorem 6.2] that the set of pairs \((\lambda, u^\lambda)\) satisfying (7.13) is unbounded in \(\mathbb{R}_+ \times C_{0,\text{rad}}(\overline{B_1}).\) By Proposition 7.1, we can extract an unbounded sequence \((\lambda_k, u^{\lambda_k}) \in (0, \lambda^*) \times C_{0,\text{rad}}(\overline{B_1}).\) Up to a subsequence, we can assume that
\[
\lim_{k \to +\infty} \lambda_k = \lambda_\infty \in [0, \lambda^*] \quad \text{and} \quad \lim_{k \to +\infty} \|u^{\lambda_k}\|_\infty = +\infty.
\]
Moreover, Lemma 7.3 combined with the unboundedness of \( \|u^{\lambda_k}\|_\infty \) means \( \lambda_\infty > 0. \)

We are now ready to prove the existence of a classical solution to (1.1)_r in \(\mathbb{R}^n.\)

**Proof of Theorem 1.6.** Let \((\lambda_k, u^{\lambda_k})\) be the sequence provided by Lemma 7.4, as \(u^{\lambda_k}\) is radially symmetric and decreasing with respect to the radius, we have
\[
u^{\lambda_k}(0) = \max_{\overline{B_1}} u^{\lambda_k}(x) \to +\infty.
\]
Set
\[
\nu_k(x) = \frac{u^{\lambda_k}(r_k x)}{u^{\lambda_k}(0)}
\]
with \(r_k > 0\) satisfying
\[
\lambda_k r^{2m+\sigma}_k \left( u^{\lambda_k}(0) \right)^{p-1}_k = 1.
\]
Clearly, \( r_k \to 0 \) as \( k \to +\infty \). It is easy to check that \( v_k \) satisfies in \( B_1/r_k \)
\[
(-\Delta)^m v_k(x) = \frac{r^{2m}_k}{u^{m}(0)} \lambda_k |r_k x|^\alpha \left( u^\lambda_k(r_k x) + 1 \right)^p \\
= |x|^\alpha \left( v_k(x) + \frac{1}{u^\lambda_k(0)} \right)^p =: h_k(x).
\]
Moreover, there hold \( 0 \leq v_k \leq 1 \), \( v_k(0) = 1 \), and \( v_k \) is radially symmetric and decreasing with respect to the radius.

Now let \( R > 0 \) be arbitrary but fixed. As \( \sigma > -2m \) and \( |h_k(x)| \leq 2p|x|^\sigma \) in \( B_1/r_k \), then \( h_k \in L^q(B_{2R}) \) for \( k \) large enough and some \( q > n/(2m) \). Applying the \( L^q \)-theory to equation \((-\Delta)^m v_k = h_k\), see [GGS10, Corollary 2.21], we know that \( v_k \) are bounded in \( W^{2m,q}(B_R) \hookrightarrow C^{0,\gamma}(B_R) \) for some \( \gamma \in (0, 1) \). Therefore, up to a subsequence, there exists a function \( v \) such that \( v_k \to v \) locally uniformly in \( \mathbb{R}^n \) and \( v \in C_{\text{rad}}(\mathbb{R}^n) \). Hence
\[
v \text{ is non-increasing with the radius, } v(0) = 1, \quad 0 \leq v(x) \leq 1.
\]

Readily, \( v \) is a continuous, distributional solution to \((1.1)_\sigma \) in \( \mathbb{R}^n \). The regularity theory implies that \( v \) is a classical solution. \( \square \)

Remark 7.5. Using Proposition 1.3, the limiting function \( v \in C_{\text{rad}}(\mathbb{R}^n) \) satisfies the integral equation \((1.6)\), which leads to the decay estimate \( |v(x)| \leq C|x|^{-\theta} \) at infinity. Here we give a direct proof by Proposition 7.1. Indeed, as \( \lambda_\infty > 0 \), we have
\[
v_k(x) \leq u^\lambda_k(r_k x) \lesssim r_k^{-\theta} |x|^{-\theta} \lesssim \lambda_k^{1/\theta_r} |x|^{-\theta} \leq C|x|^{-\theta}
\]
for any \( x \in B_{1/(4r_k)} \setminus \{0\} \). So we get \( v(x) \lesssim |x|^{-\theta} \) in \( \mathbb{R}^n \setminus \{0\} \).

A quick consequence of Theorem 1.6 is the existence of a fast-decay punctured solution to \((1.1)_\sigma \) in \( \mathbb{R}^n \setminus \{0\} \), which is different from the slow decay punctured solution \( C^{0,\theta}(\mathbb{R}^n) \). Given \( n > 2m > -\sigma \) and \( p_C(m, \sigma) < p < p_S(m, \sigma) \). Consider \((1.1)_{\tilde{\sigma}} \) with \( \tilde{\sigma} = (n - 2m)p - (n + 2m + \sigma) \) and \( p \). We check easily that \( \tilde{\sigma} > -2m \) and \( p > p_S(m, \tilde{\sigma}) \). Using the proof of Theorem 1.6, there exists a radial classical solution \( \tilde{u} \) to \((1.1)_{\tilde{\sigma}} \). Clearly the Kelvin transform of \( \tilde{u} \), namely
\[
u(x) = |x|^{2m-n} \tilde{u}\left( \frac{x}{|x|^2} \right),
\]
is a fast-decay punctured solution to \((1.1)_\sigma \). Thus, we have just shown the following.

Corollary 7.6. Let \( n > 2m > -\sigma \) and \( p_C(m, \sigma) < p < p_S(m, \sigma) \). Then the equation \((1.1)_\sigma \) admits a radial, fast-decay, punctured solution \( u \) such that
\[
u(x) \sim \begin{cases} |x|^{-\theta} & \text{as } |x| \to 0, \\
|x|^{2m-n} & \text{as } |x| \to +\infty. 
\end{cases}
\]

In the case \( m = 2 \), Corollary 7.6 is already known; see [HS19, Theorem 2.2].

8. Further Remarks and Some Open Questions

From the discussion in this paper, we see that the polyharmonic Hardy-Hénon equation \((1.1)_\sigma \) is much more complex than the Laplacian case since many conclusions for \( m = 1 \) are no longer valid for \( m \geq 2 \).

In the present work, we mainly studied the case: \( n \geq 2m, \sigma > -2m, \) and \( p > 1 \). Under these conditions, what we obtained are the following:

- a classical solution to \((1.1)_\sigma \) exists if and only if \( p \geq p_S(m, \sigma) \);
- a distributional solution to \((1.1)_\sigma \) exists if and only if \( p > p_C(m, \sigma) \);
- a punctured solution to \((1.1)_\sigma \) exists if \( p > p_S(m, \sigma) \).
There is no “and only if” for punctured solutions to (1.1)σ because by the examples after the proof of Proposition 4.1, we know that for any m ≥ 2, there exist n > 2m and 1 < p ≤ pc(m, σ) such that punctured solutions exist, and these solutions are not distributional ones. Moreover, recall that the inequality (4.3) is a sufficient condition for the existence of punctured solutions. Thus, a natural question is to know if the condition (4.3) is also necessary.

**Question 1:** Does a punctured solution to (1.1)σ exist only if (4.3) is satisfied? If the general answer is negative, is that true at least for n ≥ 2m, σ > −2m, and p > 1?

For the existence of classical solutions to (1.1)σ, the situation seems very open for n ≤ 2m or σ < −2m. In Remark 4.3, we see some examples of classical solutions, which are not distributional ones with n < 2m = 6. There are many other examples, here are some ones for the biharmonic case. Let m = 2 and σ < −4, then

- if n = 2, θ < 0, θ ≠ −2;
- or n = 3, θ ∈ (−∞, −2) ∪ (−1, 0);
- or n ≥ 4, θ < −2,

a classical solution of (1.1)σ exists in the form C|x|−θ, because (4.3) is satisfied. A striking observation is that any of the above examples of classical solution does not satisfy the SPH property.

**Question 2:** Let n < 2m or σ < −2m, for which p > 1 there exist classical solutions? Moreover, can we have classical solutions satisfying the strong SPH property?

There are very few results for the existence or non-existence of solutions to the polyharmonic equation (1.1)σ with 0 < p < 1 and m ≥ 2. If the case σ < 0 could yield more difficulty in general, we can ask

**Question 3:** Let σ > 0 and m ≥ 2, for which p ∈ (0, 1) a classical solution to (1.1)σ exists?

Choosing suitable p < 1 and σ, the examples after Question 1 provide us some classical solutions to (1.1)σ. Once again, the situation is totally different from the second order case. In fact, Dai and Qin proved that no classical solution to −Δu = |x|σ u p exists for any σ ∈ R and p ∈ (0, 1], see [DQ20, Theorem 1.1]. For the case m ≥ 2, the results in [NN18] could mean that the answer to Question 3 will depend on the parity of m.

At last, by Theorem 1.1, the condition n − 2m − θ > 0 is necessary to have a distributional solution, but except the case σ > −2m, we don’t know if it is always necessary. Hence we can ask

**Question 4:** Is there always a distributional solution to (1.1)σ when n − 2m − θ > 0 and σ ≤ −2m?

To conclude, the existence and non-existence problems to the polyharmonic equation (1.1)σ keeps a lot of secrets when m ≥ 2 and σ ≠ 0. Apparently, we are very far away from a complete picture for the case m = 1 or for the case σ = 0; see [NN18] where a complete picture is known for classical solutions. Possible answers could depend on many factors including the sign of n − 2m, the sign of σ + 2m, the sign of p − 1, and the required regularity of solutions.
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APPENDIX A. PROOF OF LEMMA 7.2

For completeness, we provide here a proof of Lemma 7.2. First, we need the following two identities. Let \( u, v \in C^{2m}(\Sigma) \cap C^{2m-1}(\Sigma) \),
\[
\int_{\Sigma} [v(-\Delta)^m u + u(-\Delta)^m v] = -\int_{\partial \Sigma} B_m(u, v) + 2 \int_{\Sigma} \Delta^{m/2} u \Delta^{m/2} v \tag{A.1}
\]
and
\[
\int_{\Sigma} [(x \cdot \nabla v)(-\Delta)^m u + (x \cdot \nabla u)(-\Delta)^m v]
= -\int_{\partial \Sigma} C_m(u, v) - \frac{n - 2m}{2} \int_{\Sigma} [v(-\Delta)^m u + u(-\Delta)^m v], \tag{A.2}
\]
where the boundary term \( B_m(u, v) \) is that in Lemma 7.2, that is
\[
B_m(u, v) = \sum_{j=0}^{2m-1} \hat{t}_{m,j}(\nabla^j u, \nabla^{2m-1-j} v),
\]
and the boundary term \( C_m(u, v) \) is of the form
\[
C_m(u, v) = \sum_{j=1}^{2m-1} \tilde{t}_{m,j}(x, \nabla^j u, \nabla^{2m-j} v) + \sum_{j=0}^{2m-1} \tilde{l}_{m,j}(\nabla^j u, \nabla^{2m-j-1} v).
\]
Here \( \tilde{t}_{m,j} \) is trilinear in \( (x, u, v) \), \( \hat{t}_{m,j} \), and \( \tilde{l}_{m,j} \) are bilinear in \( (u, v) \). The identities (A.1), (A.2) can be proved directly using integration by parts, see for example \[GPY17, Proposition 3.3\].

The only thing we need to verify is the precise formula for the term \( \tilde{t}_{m,m} \). In fact, this term comes from the integration by parts for
\[
\int_{\Sigma} \Delta^{(m-1)/2} (x \cdot \nabla v) \Delta^{(m+1)/2} u.
\]
Let \( m = 2k + 1 \), as \( \Delta^k (x \cdot \nabla v) = 2k \Delta^k v + x \cdot \nabla (\Delta^k v) \), we obtain
\[
\int_{\Sigma} \Delta^k (x \cdot \nabla v) \Delta^{k+1} u = -\int_{\Sigma} \Delta^{m/2} (x \cdot \nabla v) \Delta^{m/2} u + 2k \int_{\partial \Sigma} \Delta^k v (\nu \cdot \nabla \Delta^k u) + \int_{\partial \Sigma} (x \cdot \nabla \Delta^k v)(\nu \cdot \nabla \Delta^k u).
\]
We can notice that the first boundary term belongs to \( \hat{t}_{m,m} \), while the last one yields that
\[
2\tilde{t}_{m,m}(x, \nabla^m u, \nabla^m v) = (x \cdot \nabla \Delta^k v)(\nu \cdot \nabla \Delta^k u) + (x \cdot \nabla \Delta^k v)(\nu \cdot \nabla \Delta^k u).
\]
As \( T_m(x, u) = \tilde{t}_{m,m}(x, \nabla^m u, \nabla^m v) \), we are done for \( m \) odd. The case for \( m \) even is completely similar, so we omit the details.

Now we are ready to prove Lemma 7.2. Using \( u \) as testing function to the equation, by (A.1), we obtain
\[
\int_{\Sigma} u f(x, u) = \int_{\Sigma} u (-\Delta)^m u = -\frac{1}{2} \int_{\partial \Sigma} B_m(u, u) + \int_{\Sigma} |\Delta^{m/2} u|^2,
\]
namely (7.5) holds. For (7.4), we use \( x \cdot \nabla u \) as testing function. There holds then
\[
\int_{\Sigma} (x \cdot \nabla u)(-\Delta)^m u = \int_{\Sigma} (x \cdot \nabla u) f(x, u)
= \int_{\Sigma} x \cdot \nabla [F(x, u)] - \sum_{i=1}^{n} \int_{\Sigma} x_i \int_{0}^{u} \frac{\partial f}{\partial x_i}(x, t) dt
= -n \int_{\Sigma} F(x, u) - \int_{\Sigma} x \cdot \nabla F(x, u) + \int_{\partial \Sigma} (x \cdot \nu) F(x, u), \tag{A.3}
\]
where we formally denote
\[ \nabla_x F(x, u) = \left( \int_0^1 \frac{\partial}{\partial x_i} F(x, u) dt \right)_{1 \leq i \leq n}. \]

Taking \( v = u \) in (A.2) and combining with (A.3), we arrive at
\[
n \int_{\Sigma} F(x, u) + \int_{\Sigma} x \cdot \nabla_x F(x, u) = \frac{n - 2m}{2} \int_{\Sigma} u (-\Delta)^m u + \frac{1}{2} \int_{\partial \Sigma} C_m(u, u) + \int_{\partial \Sigma} (x \cdot \nu) F(x, u).
\]

From this and (7.5) we obtain readily (7.4). This completes the proof. \( \square \)
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