THE EMPIRICAL COST OF OPTIMAL INCOMPLETE TRANSPORTATION

BY EUSTASIO DEL BARRIO¹ AND CARLOS MATRÁN¹

IMUVA, Instituto de Matemáticas, Universidad de Valladolid

We consider the problem of optimal incomplete transportation between the empirical measure on an i.i.d. uniform sample on the $d$-dimensional unit cube $[0,1]^d$ and the true measure. This is a family of problems lying in between classical optimal transportation and nearest neighbor problems. We show that the empirical cost of optimal incomplete transportation vanishes at rate $O_P(n^{-1/d})$, where $n$ denotes the sample size. In dimension $d \geq 3$ the rate is the same as in classical optimal transportation, but in low dimension it is (much) higher than the classical rate.

1. Introduction. Consider two probability measures on $\mathbb{R}^d$, $P$ and $Q$, and the set $T(P,Q)$ of maps transporting $P$ to $Q$, that is, the set of all measurable maps $T: \mathbb{R}^d \to \mathbb{R}^d$ such that, if the initial space is endowed with the probability $P$, then the distribution of the random variable $T$ is $Q$. Monge’s optimal transportation problem consists of relocating a certain amount of mass from its original distribution to a different target distribution minimizing the transportation cost. In more abstract terms, the problem consists of finding a transportation map $T_0 \in T(P,Q)$ such that

$$T_0 := \arg \min_{T \in T(P,Q)} \int_{\mathbb{R}^d} \|x - T(x)\|^p P(dx).$$

Here, and throughout the paper, we assume $p \geq 1$. Remarkably, under some smoothness assumptions, Monge’s problem is intimately related to the $L_p$-Wasserstein distance by

$$W_p(P,Q) = \min_{T \in T(P,Q)} \left( \int_{\mathbb{R}^d} \|x - T(x)\|^p P(dx) \right)^{1/p},$$
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where the $L_p$-Wasserstein distance between $P, Q$ is defined as
\[
W_p(P, Q) := \left( \inf_{\tau \in \mathcal{M}(P, Q)} \left\{ \int \|x - y\|^p \, d\tau(x, y) \right\} \right)^{1/p},
\]
and $\mathcal{M}(P, Q)$ is the set of probability measures on $\mathbb{R}^d \times \mathbb{R}^d$ with marginals $P$ and $Q$. This functional is related to very important problems in mathematics, the study of which has led to deep developments in several fields of research and applications, linked to such important names as Ampère, Kantorovich, Rubinstein, Zolotarev and Dobrushin, among others. To avoid a huge number of references, we refer to the books by Rachev and Rüschendorf [16] and by Villani [20, 21], for an updated account of the interest and implications of the problem. However, we emphasize the importance of the topic in the development of the theory of probability metrics and its implications in statistics, particularly in goodness of fit problems. Focusing on such kind of problems, the functional of interest is $W_p(P_n, Q)$, where $P_n$ is the empirical measure associated to a sample $X_1, \ldots, X_n$, of independent identically distributed (i.i.d.) random vectors with law $P$, and $Q$ is any target probability measure on $\mathbb{R}^d$, or $W_p(P_n, Q_n)$, where $Q_n$ stands for the empirical measure on a second, independent i.i.d. random sample, $Y_1, \ldots, Y_n$. These empirical versions are connected to a combinatorial optimization problem, namely the optimal matching problem. In fact, $W_p^p(P_n, Q_n) = T_p(n)$, where
\[
T_p(n) := \min_{\pi} \frac{1}{n} \sum_{i=1}^{n} \|X_i - Y_{\pi(i)}\|^p
\]
and $\pi$ ranges over the permutations of the set $\{1, \ldots, n\}$. A lot of work has been devoted to analyzing the rate and mode of convergence of (1.1) and several variants of it, beginning with the seminal paper by Ajtai, Komlos and Tusnady [1] in the case in which both samples come from the same underlying probability law $P$. The problem can be equivalently formulated in terms of $W_p(P_n, P)$, the distance between the empirical and true distributions. Further references will be provided later, but now let us mention the series of papers authored by Talagrand [17, 18], Talagrand and Yukich [19] and Dobrić and Yukich [10], which in the case when $P$ is the uniform distribution on the $d$-dimensional unit cube, $[0, 1]^d$, essentially shows that
\[
(T_p(n))^{1/p} = \begin{cases} 
O_P(n^{-1/2}), & \text{if } d = 1, \\
O_P\left(\left(\log \frac{n}{n}\right)^{1/2}\right), & \text{if } d = 2, \\
O_P(n^{-1/d}), & \text{if } d \geq 3.
\end{cases}
\]
This paper deals with the empirical cost of optimal incomplete or partial transportation. This is the case in which the amount of mass required
in the target distribution is smaller than that in the original one. Then, we do not have to move all the original mass, but we can dismiss a fraction of it. Of course, we would like to complete this task with a minimal cost. A more general version is possible if we admit that we only have to fulfill a fraction of the target distribution. The general formulation of this problem, with quadratic cost, has been introduced by Caffarelli and McCann [7], relating it to a Monge–Ampère double obstacle problem. They obtain remarkable results on the existence, uniqueness and regularity of the optimal solutions in a well-separated situation. Figalli [11] improved the results covering the case of nondisjoint supports for the involved probability measures. Independently, Álvarez-Esteban et al. [2] introduced the problem in the context of similarity of probabilities, obtaining a more general result of existence and uniqueness of the optimal solution. Moreover [2] includes almost sure consistency of sample solutions to the true ones. In a subsequent paper, Álvarez-Esteban et al. [3] noticed the faster rate of decay of the cost of empirical incomplete transportation (in the $L_2$ case) and introduced a procedure for testing similarity of probabilities based on this fact.

A convenient mathematical formulation of this optimal incomplete transportation problem can be done with the help of the concept of trimmings of a probability.

**Definition 1.1.** Given $0 \leq \alpha \leq 1$ and Borel probability measures $P, R$ on $\mathbb{R}^d$, we say that $R$ is an $\alpha$-trimming of $P$ if $R$ is absolutely continuous with respect to $P$, and the Radon–Nikodym derivative satisfies $\frac{dR}{dP} \leq \frac{1}{1-\alpha}$. The set of all $\alpha$-trimmings of $P$ will be denoted by $\mathcal{R}_\alpha(P)$.

Note that in the extreme case $\alpha = 0$, $\mathcal{R}_0(P)$ is just $P$, while $\mathcal{R}_1(P)$ is the set of all probability measures absolutely continuous with respect to $P$. See [2] for useful alternative characterizations of trimmings of a probability, as well as mathematical properties of the set $\mathcal{R}_\alpha(P)$. Turning back to the partial mass transportation problem, we could represent the target distribution by the probability $Q$ and the initial distribution of mass by $\frac{1}{1-\alpha}P$, $P$ being another probability if the mass required in the target distribution is $1 - \alpha$ times the mass in the original locations. An incomplete transportation plan is then a probability measure $\tau$ on $\mathbb{R}^d \times \mathbb{R}^d$ with second marginal equal to $Q$ and first marginal in $\mathcal{R}_\alpha(P)$, and the cost of optimal incomplete transportation is

$$W_p(\mathcal{R}_\alpha(P), Q) := \min_{R \in \mathcal{R}_\alpha(P)} W_p(R, Q).$$

In the more general case, with slackness in the target distribution, the optimal incomplete transportation cost would be $W_p(\mathcal{R}_{\alpha_1}(P), \mathcal{R}_{\alpha_2}(Q))$, the minimal $W_p$ distance between trimmings of $P$ and $Q$. 
This paper gives exact rates of convergence for empirical versions of the optimal incomplete transportation cost. As with classical optimal transportation, the results can be considered in terms of a combinatorial optimization problem, that we call optimal incomplete matching. To be precise, assume that we can trim (eliminate) a fixed proportion \( \alpha \) of \( X \)'s points and also of \( Y \)'s points, and we should only search for the best matching between the nontrimmed samples. Taking for simplicity \( m := n - \alpha n \) to be an integer, the new functional of interest is

\[
T_{p, \alpha}(n) := \min_{X^*, Y^*} \min_{\pi} \frac{1}{m} \sum_{j=1}^{m} \|X^*_j - Y^*_{\pi(j)}\|^p,
\]

where \( \pi \) varies in the set of permutations of \( \{1, \ldots, m\} \), \( \{X^*_1, \ldots, X^*_m\} \) ranges in the subsets of size \( m \) of \( \{X_1, \ldots, X_n\} \), and similarly \( \{Y^*_1, \ldots, Y^*_m\} \) ranges in the subsets of size \( m \) of \( \{Y_1, \ldots, Y_n\} \). It is easy to check that

\[
T_{p, \alpha}(n) = W_p^\alpha(\mathcal{R}_\alpha(P_n), \mathcal{R}_\alpha(Q_n)).
\]

In fact, \( W_p^\alpha(\mathcal{R}_\alpha(P_n), \mathcal{R}_\alpha(Q_n)) \) equals the minimum [in \( (\pi_{i,j}) \)] of the linear function \( \sum_{i,j=1}^n \|X_i - Y_j\|^p \pi_{i,j} \) subject to the linear constraints \( \sum_{i=1}^n \pi_{i,j} \leq \frac{1}{m} \), \( \sum_{j=1}^n \pi_{i,j} \leq \frac{1}{m} \), \( \sum_{i,j=1}^n \pi_{i,j} = 1 \), \( \pi_{i,j} \geq 0 \) [we are assuming \( m = n(1 - \alpha) \)]. Rescaling we see that \( m W_p^\alpha(\mathcal{R}_\alpha(P_n), \mathcal{R}_\alpha(Q_n)) \) equals the minimum [in \( (x_{i,j}), (a_i), (b_j) \)] of the linear function \( \sum_{i,j=1}^n \|X_i - Y_j\|^p x_{i,j} \) subject to the linear constraints \( \sum_{i=1}^n x_{i,j} = b_j \), \( \sum_{j=1}^n \pi_{i,j} = a_i \), \( 0 \leq a_i \leq 1 \), \( 0 \leq b_j \leq 1 \), \( \sum_{i=1}^n a_i = \sum_{j=1}^n b_j = m \), \( x_{i,j} \geq 0 \). The constraint matrix in this last linear program is totally unimodular (see, e.g., Theorem 13.3 in [15]) and the right-hand side is integer. Hence, the minimum is attained at some integer solution, that is, satisfying \( a_i, b_j \in \{0, 1\} \), and this implies (1.4).

We will show the somewhat unexpected result that, independently of the value of \( \alpha \in (0, 1) \), the rates in (1.2) change to

\[
(T_{p, \alpha}(n))^{1/p} = O_P(n^{-1/d})
\]

for any dimension \( d \geq 1 \). In fact, (1.5) follows from the triangle inequality and

\[
W_p(\mathcal{R}_\alpha(P_n), P) = O_P(n^{-1/d}),
\]

which is the formulation we choose for the results we prove. Our approach relies only on elementary or rather classical tools. In particular, we do not use subadditivity arguments as in [10]. Subadditivity yields a.s. convergence to a constant, rather than just a rate of convergence. On the other hand, the approach in [10] relies on showing subadditivity of a certain Poissonization of the matching functional (subadditivity does not hold for the original matching functional; see Remark 1.1 in [10]). We could also use that approach here,
at least for $p = 1$ (otherwise duality for optimal matching, which is essential in the cited approach, becomes harder to deal with) but the approximation rate for the Poissonization of the incomplete matching functional would not allow us to recover the present result in dimension $d \leq 2$.

The study of the rate of convergence of $D(\mathcal{R}_\alpha(P_n), P)$ for $\alpha \in (0, 1)$, for some probability metrics $D$ was started in del Barrio and Matrán [9]. In the case of the Wasserstein metric and dimension $d = 1$, the results in [9] already show a very different behavior with respect to the untrimmed case, namely

$$\frac{n}{(\log n)^\nu} W_p(\mathcal{R}_\alpha(P_n), P) \to 0 \quad \text{for any } \nu > 1 \text{ and every } \alpha > 0.$$  

(1.7)

We close this Introduction mentioning the connection of empirical optimal incomplete transportation to another important problem in probability, that of random quantization. Taking $\alpha = 1$ (full trimming) we have that $\mathcal{R}_1(P_n)$ is the set of all probability measures concentrated on the sample points, and $W_p(\mathcal{R}_1(P_n), P)$ is the minimal $L_p$-cost of relocating a mass distributed according to some probability measure $P$ to a collection of randomly chosen spots $X_1, \ldots, X_n$. When $X_1, \ldots, X_n$ are $\mathbb{R}^d$-valued i.i.d. random vectors and $P$ is absolutely continuous, the problem can be formulated, in Monge’s way, as the minimization of

$$\int_{\mathbb{R}^d} \|x - \varphi(x)\|^p \, dP(x),$$  

(1.8)

where $\varphi$ varies in the set of all measurable functions with values in $\{X_1, \ldots, X_n\}$. Since, for a fixed $x$ in the integrand in (1.8), the distance $\|x - \varphi(x)\|$ is minimized for $\varphi(x) = \arg\min_i \|x - X_i\|$, without any constraint on the capacity to be stored at $X_i$, we obtain that the optimal $\varphi$ is given by this last expression, and hence the optimal cost equals

$$W_p^p(\mathcal{R}_1(P_n), P) = \int_{\mathbb{R}^d} \min_{1 \leq i \leq n} \|x - X_i\|^p \, dP(x).$$  

(1.9)

Random quantization is a well-studied problem; see, for example, the Graf and Luschgy monograph [12] or the more recent paper by Yukich [22]. In particular, the asymptotic behavior of the $L_p$ quantization error is known, hence the rate at which $W_p(P_{n,1}, P)$ vanishes. A trivial consequence of Definition 1.1 is that $\mathcal{R}_{\alpha_1}(P) \subset \mathcal{R}_{\alpha_2}(P)$ if $0 \leq \alpha_1 \leq \alpha_2 \leq 1$. This implies

$$W_p(P_n, P) = W_p(\mathcal{R}_0(P_n), P) \geq W_p(\mathcal{R}_\alpha(P_n), P) \geq W_p(\mathcal{R}_1(P_n), P).$$  

(1.10)

Hence rates of convergence for the random quantization error are a lower bound for rates of convergence of $W_p(\mathcal{R}_\alpha(P_n), P)$ for general $\alpha$. In a first look, classical optimal transportation is a global one: a point $x$ is mapped through the optimal map $\varphi$ to a sample point which in the case of random quantization, is determined just
by sample points which are close to \( x \) (the nearest neighbor in fact) while in the case of optimal transportation, two samples with the same sample points in a neighborhood of \( x \) may result, however, in very different destinations for \( x \) due to capacity constraints. It turns out though, that this different character is only apparent, in terms of rates, in dimensions \( d = 1 \) or 2. The most relevant fact which we show in this paper is that, again in terms of rates, optimal incomplete transportation shows the same local nature as random quantization in any dimension.

The remainder of this paper is organized as follows. In Section 2 we give a quick survey on known results about rates of convergence for optimal transportation and random quantization. Section 3 contains new results for optimal incomplete transportation. We consider first the case \( d = 1 \), and in this case we construct upper and lower envelopes for the optimal solution to the incomplete transportation problem. These are not optimal, but attain the correct rate. Finally, we construct a nearly optimal solution in general dimension starting from the one-dimensional construction.

We will use \( EX \) to denote the expected value of a random variable \( X \). By \( P(\cdot | B) \) [resp., \( E(\cdot | B) \)] we refer to the conditional probability (resp., conditional expectation) given the set \( B \). The indicator function of \( B \) will be denoted by \( I_B \), while the notation \( \delta_x \) will be reserved for Dirac’s probability measure on the point \( x \). Unless otherwise stated, the random vectors will be assumed to be defined on the same probability space \( (\Omega, \sigma, \nu) \).

We write \( \ell^d \) for Lebesgue measure on the space \( (\mathbb{R}^d, \beta) \). Finally, convergence in probability (resp., weak convergence of probabilities) will be denoted by \( \to_p \) (resp., by \( \to_w \)), and \( \mathcal{L}(X) \) will denote the law of the random vector \( X \).

2. Preliminary results. The results on the asymptotic behavior of \( L^p \) Wasserstein distances between the empirical and parent distributions in the one-dimensional case have been obtained through a quantile representation. If \( F \) and \( G \) are the distribution functions of \( P \) and \( Q \) and \( F^{-1} \) and \( G^{-1} \) are the respective quantile functions, then (see, e.g., Bickel and Freedman [5])

\[
(2.1) \quad W_p(P, Q) = \left[ \int_0^1 (F^{-1}(t) - G^{-1}(t))^p \, dt \right]^{1/p}
\]

[where \( F^{-1}(t) = \inf\{ s : F(s) \geq t \} \)]. In particular, when \( P \) is the uniform distribution on \((0, 1)\), this representation leads to

\[
(2.2) \quad \sqrt{n} W_p(P_n, P) \to_w \left[ \int_0^1 (B(t))^p \, dt \right]^{1/p}
\]

with \( B(t) \) a Brownian Bridge on \([0, 1]\); see, for example, [8].

For dimension \( d > 1 \), there are not explicit expressions for the optimal transportation maps, and limit distribution results as in (2.2) are not available. Rates of convergence to 0 of \( W_p(P_n, P) \) can be given based on different
The case $d = 2$ is the most interesting from the point of view of the mass transportation problem. Ajtai, Komlós and Tusnádi [1] showed that, with probability $1 - o(1)$,

$$C_1 \left( \frac{\log n}{n} \right)^{1/2} < W_1(P_n, Q_n) < C_2 \left( \frac{\log n}{n} \right)^{1/2},$$

where $P_n$ and $Q_n$ are the sample distributions corresponding to two independent samples obtained from the uniform distribution on the unit square, $U([0,1]^2)$. Their combinatorial partition scheme method was refined in Talagrand and Yukich [19] to show [Theorem 1 and Remark (ii) there] that for some constant, $C(p)$,

$$E(W_p(P_n, U([0,1]^2))) \leq C(p) \left( \frac{\log n}{n} \right)^{1/2}.$$  \hspace{1cm} (2.3)

The case $d \geq 3$ (and uniform distribution on the $d$-dimensional unit cube) is covered in Talagrand [18]. That paper uses a different approach, based on duality for the optimal transportation problem to give a result (Theorem 1.1), formulated for a very general class of costs functions which includes exponential costs and, as a consequence, implies

$$E(W_p(P_n, U([0,1]^d))) \leq C(k, p) \frac{1}{n^{1/d}}.$$  \hspace{1cm} (2.4)

Further results, dealing with distributions other than the uniform, possibly with unbounded support, are given in Barthe and Bordenave [4].

As we already noted in the Introduction, the so-called random quantizers provide an easy way of giving a lower bound for the rates of convergence of our interest. We give a simple version of the mean asymptotics for the random quantizers, rewritten in terms of the $L_p$-Wasserstein distance between the set of “fully trimmed” sample probabilities and the theoretical distribution, that suffices for our purposes; this is a particular case of Theorem 9.1 in [12].

**Theorem 2.1.** If $X_1, \ldots, X_n$ are i.i.d. random vectors uniformly distributed on $[0,1]^d$, then

$$n^{p/d} E(W_p^p(R_1(P_n), U([0,1]^d))) \rightarrow \Gamma \left(1 + \frac{p}{k} \right) \omega_d^{-p/d} \text{ as } n \rightarrow \infty,$$

where $\omega_d = \frac{\pi^{d/2}}{\Gamma(1+d/2)}$.

For optimal incomplete transportation, a first result on rates of convergence is Theorem 5 in the Appendix of [3], for dimension 1, but it has
been largely improved in [9], in the terms expressed in (1.7). For dimension 2 our approach was not successful in going beyond the characteristic “log \( n \)” term in the Ajtai–Komlós–Tusnády result (1.2). This task and the fundamental improvement in dimension 1 are the main goals in this paper. Moreover we notice del Barrio and Matrán [9] also treat the improvement of the “in probability bounds” involved in (1.6) to almost surely bounds. This follows Talagrand’s approach [17], continued by Dobrić and Yukich [10], but, in our case, using a powerful concentration inequality of Boucheron et al. [6].

3. Rates of convergence. We focus first on the one-dimensional case. Let us consider \( n \) distinct points \( x_1 < \cdots < x_n \in (0, 1) \) and set \( P_n = \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i} \), where \( \delta_x \) denotes Dirac’s measure on \( x \). An \( \alpha \)-trimming of \( P_n \) can be written, in terms of a vector \( h = (h_1, \ldots, h_{n-1}) \), as \( (P_n)_h = \sum_{i=1}^{n} b_i \delta_{x_i} \) with \( 0 \leq b_i = h_i - h_{i-1} \leq \frac{1}{n(1 - \alpha)} \) (we set, for convenience, \( h_0 = 0, h_n = 1 \)). We therefore write

\[
C_{\alpha,n} := \left\{ h = (h_1, \ldots, h_{n-1}) \in \mathbb{R}^{n-1}: 0 \leq h_i - h_{i-1} \leq \frac{1}{n(1 - \alpha)}, \quad i = 1, \ldots, n \right\}.
\]

(3.1)

Our first result is an elementary, but useful, representation of \( \mathcal{W}_p(\mathcal{R}_\alpha(P_n), P) \).

**Lemma 3.1.** If \( x_1 < \cdots < x_n \in (0, 1) \), \( P_n = \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i} \), \( P \) is the uniform distribution on \([0, 1]\), \( C_{\alpha,n} \) is defined by (3.1) and \( p \geq 1 \), then

\[
\mathcal{W}_p(\mathcal{R}_\alpha(P_n), P)
= \frac{1}{p+1} \left( x_1^{p+1} + (1 - x_n)^{p+1} \right)
+ \frac{1}{2^{p}(p+1)} \sum_{i=1}^{n-1} (x_{i+1} - x_i)^{p+1}
+ \min_{h \in C_{\alpha,n}} \frac{1}{p+1} \sum_{i=1}^{n-1} \left( \frac{x_{i+1} - x_i}{2} \right)^{p+1} f_p \left( \frac{h_i - (x_{i+1} + x_i)/2}{(x_{i+1} - x_i)/2} \right),
\]

where \( f_p(y) = (1 + |y|)^{p+1} + (1 - |y|)^{(p+1)} - 2 \) and \( t^{(p)} \) denotes the odd extension to \(( -\infty, \infty)\) of the function \( t^p \) on \([0, \infty)\).

**Proof.** We note first that the quantile function associated to \( (P_n)_h \) takes the value \( x_i \) in the interval \((h_{i-1}, h_i]\). Hence, using (2.1), we see that \( \mathcal{W}_p(\mathcal{R}_\alpha(P_n), P) = \min_{h \in C_{\alpha,n}} \sum_{i=1}^{n} A_i \), where \( A_i = \int_{h_{i-1}}^{h_i} |x_i - t|^p dt \). Since
$t^{(p+1)}/(p+1)$ is a primitive of $|t|^p$, we can write

$$A_i = \int_{h_{i-1}}^{x_i} |x_i - t|^p dt + \int_{x_i}^{h_i} |x_i - t|^p dt$$

$$= \frac{1}{p+1}[(x_i - h_{i-1})^{(p+1)} + (h_i - x_i)^{(p+1)}].$$

From this, recalling that $h_0 = 0, h_1 = 1$, we get

$$\sum_{i=1}^{n} A_i = \frac{1}{p+1} \left[ (x_1^{p+1} + (1 - x_n)^{p+1}) + \frac{1}{2p} \sum_{i=1}^{n-1} (x_{i+1} - x_i)^{p+1} + \sum_{i=1}^{n-1} B_i \right]$$

with $B_i = (x_{i+1} - h_i)^{(p+1)} + (h_i - x_i)^{(p+1)} - 2(x_{i+1} - x_i)^{(p+1)} + 2(h_i - h_{i+1}).$ Now it is easy to see that $B_i = (x_{i+1} - x_i)^{p+1} f_p(h_i - (x_{i+1} + x_i)/2)$, which completes the proof. \( \square \)

The function $f_p$ in Lemma 3.1 is a piecewise polynomial for integer $p$. For instance, $f_1(y) = 2y^2, |y| \leq 1, f_1(y) = 2(2|y| - 1), |y| > 1; f_2(y) = 6y^2, y \in \mathbb{R}$. For general $p \geq 1$, $f_p$ is a nonnegative, even and convex function, strictly increasing on $[0,\infty)$, which attains its minimum at $y = 0$, with $f_p(0) = 0$. This suggests that a good trimming vector $h = (h_1, \ldots, h_{n-1}) \in C_{\alpha,n}$ should be as close as possible to the midranks, $\frac{x_i + x_{i+1}}{2}$. With this observation in mind, we denote

$$\hat{h} = \arg\min_{h \in C_{\alpha,n}} \sum_{i=1}^{n-1} \left( \frac{x_{i+1} - x_i}{2} \right)^{p+1} f_p \left( \frac{h_i - (x_{i+1} + x_i)/2}{(x_{i+1} - x_i)/2} \right)$$

and define

$$u_i = \max_{i \leq j \leq n-1} \left( \frac{x_j + x_{j+1}}{2} - \frac{1}{1 - \alpha} \right) \wedge \frac{-\alpha}{1 - \alpha}, \quad i = 1, \ldots, n - 1,$$

$$u_n = -\frac{\alpha}{1 - \alpha}, \quad \bar{f}_0 = 0, \quad \bar{f}_i = u_i \wedge 0, \quad i = 1, \ldots, n. \quad \text{Finally, we set}$$

$$\bar{h}_i = \bar{f}_i + \frac{1}{1 - \alpha} u_i, \quad i = 0, \ldots, n.$$  

Note that, for any $h = (h_1, \ldots, h_{n-1}) \in C_{\alpha,n}$, $h_i - \frac{i}{n(1-\alpha)}$ is a sequence that decreases from 0 to $-\frac{\alpha}{1 - \alpha}$, while $\bar{f}_i$ is the lowest decreasing sequence from 0 to $-\frac{\alpha}{1 - \alpha}$ which lies above the sequence $\frac{x_i + x_{i+1}}{2} - \frac{i}{n(1-\alpha)}$. In the next result we see that $\bar{h}_i$ is a feasible trimming and that feasible solutions that exceed this one cannot be optimal.

**Lemma 3.2.** $\bar{h}_0 = 0, \bar{h}_n = 1$ and if $\bar{h} = (\bar{h}_1, \ldots, \bar{h}_{n-1})$, then $\bar{h} \in C_{\alpha,n}$. Furthermore,

$$\bar{h}_i \leq \bar{h}_i, \quad i = 1, \ldots, n - 1.$$
Proof. $h_0 = 0$ and $h_n = 1$ are obvious. To prove $h \in C_{\alpha,n}$ we check, equivalently, that $0 \geq f_i - f_{i-1} \geq -\frac{1}{n(1-\alpha)}$, $i = 1, \ldots, n$. Clearly, $u_1 \geq \cdots \geq u_n$ and $f_1 \leq 0 = f_0$ and, consequently, $f_0 \geq \cdots \geq f_n$. To see that $\hat{f}_i - \hat{f}_{i-1} \geq -\frac{x_{i+1-x_i}}{n(1-\alpha)}$ observe that $u_i = u_{i-1}$ unless $u_{i-1} = \frac{x_{i+1-x_i}}{2} - \frac{i-1}{n(1-\alpha)}$, but then

$$u_i - u_{i-1} \geq \left( \frac{x_i + x_{i+1}}{2} - \frac{i}{n(1-\alpha)} \right) - \left( \frac{x_{i-1} + x_i}{2} - \frac{i-1}{n(1-\alpha)} \right)$$

$$= \frac{x_{i+1} - x_i}{2} - \frac{1}{n(1-\alpha)}$$

and the claim follows. We show now that $\hat{f}_i \geq \bar{f}_i$, where $\hat{f}_i = \hat{h}_i - \frac{1}{n(1-\alpha)}$. Since $u_i \geq \frac{x_i + x_{i+1}}{2} - \frac{1}{1-\alpha} \frac{i}{n}$, we see that $\hat{f}_i \geq \frac{x_i + x_{i+1}}{2} - \frac{1}{n(1-\alpha)}$, provided $\frac{x_i + x_{i+1}}{2} - \frac{1}{n(1-\alpha)} \leq 0$. Now, if $u_i \geq 0$, then $\hat{f}_i \leq \bar{f}_i$. Let us assume that $u_i < 0$ (hence $\hat{f}_i \geq \frac{x_i + x_{i+1}}{2} - \frac{1}{n(1-\alpha)}$) and $\bar{f}_j \leq \hat{f}_j$, $j < i$, but $\bar{f}_i < \hat{f}_i$. Let us write $k$ for the smallest integer $k > i$ such that $\bar{f}_k \leq \hat{f}_k$ (observe that $k \leq n$ since $\bar{f}_n = \hat{f}_n = -\frac{1}{n(1-\alpha)}$). We define $\bar{f}_j = \hat{f}_j$ if $j < i$ or $j \geq k$ and $\bar{f}_j = \hat{f}_j$ if $i \leq j < k$. Also, write $\bar{f}_j = \hat{f}_j - \frac{1}{n(1-\alpha)}$. Clearly, $\bar{f}_j \in C_{\alpha,n}$. But for integer $j \in [i, k]$ we have $\hat{f}_j > \bar{f}_j \geq \frac{x_i + x_{i+1}}{2}$, which implies $|\bar{f}_j - \frac{x_i + x_{i+1}}{2}| > |\bar{f}_j - \frac{x_i + x_{i+1}}{2}|$. Consequently,

$$\sum_{j=1}^{n-1} (x_{j+1} - x_j)^{p+1} f_p \frac{\bar{f}_j - (x_j + x_{j+1})/2}{(x_{j+1} - x_j)/2} < \sum_{j=1}^{n-1} (x_{j+1} - x_j)^{p+1} f_p \frac{\hat{f}_j - (x_j + x_{j+1})/2}{(x_{j+1} - x_j)/2},$$

against optimality of $\bar{f}$. Hence, $\hat{f}_i \geq \bar{f}_i$ for all $i$, and the upper bound for $\hat{h}_i$ follows. \hfill \Box

A similar lower bound for $\bar{h}$ can be obtained taking $f_i$ to be the greatest decreasing sequence from 0 to $-\frac{1}{n(1-\alpha)}$ which lies below the sequence $\frac{x_i + x_{i+1}}{2} - \frac{1}{n(1-\alpha)}$, and setting $\hat{h}_i = f_i + \frac{1}{n(1-\alpha)}$. We note also that Lemma 3.1, combined with Lemma 3.2, gives the following useful lower and upper bounds for the incomplete transportation cost. To be precise,

\begin{equation}
V_n(p) \leq W_p^p (R_a (P_n), p)
\end{equation}

\begin{equation}
\leq V_n(p) + \frac{1}{p+1} \sum_{i=1}^{n-1} \left( \frac{x_{i+1} - x_i}{2} \right)^{p+1} f_p \left( \frac{\hat{h}_i - (x_{i+1} + x_i)/2}{(x_{i+1} - x_i)/2} \right),
\end{equation}
where $V_n(p) = \frac{1}{p+1}(x_n^{p+1} + (1 - x_n)^{p+1}) + \frac{1}{2p(p+1)} \sum_{i=1}^{n-1} (x_{i+1} - x_i)^{p+1}$. We could replace $\bar{h}_i$ with $\tilde{h}_i$ or $\hat{h}_i = (\bar{h}_i + \tilde{h}_i)/2$, but in terms of rates, the upper bound above cannot be improved, as we will see later.

Next, we consider the case of a uniform random sample on the unit interval, namely $X_1, \ldots, X_n$ are i.i.d. $U(0, 1)$ r.v.’s, $(x_1, \ldots, x_n) = (X_1(X_1), \ldots, X_n(X_n))$ is the order statistic and $P_n$ the empirical distribution on the sample. We will use the well-known fact

\begin{equation}
(X_1, \ldots, X_n) \overset{d}{=} \left( \frac{S_1}{S_{n+1}}, \ldots, \frac{S_n}{S_{n+1}} \right),
\end{equation}

where, $S_i = \xi_1 + \cdots + \xi_i$ and $\{\xi_i\}_{i=1}^{\infty}$ are i.i.d. exponentials random variables with unit mean. The following elementary lemma about the concentration of the $S_i$’s around their means will be used repeatedly in the remainder of this section.

**Lemma 3.3.** If $t > 0$, then

$$P(S_i - i > t) \leq e^{-t} \left(1 + \frac{t}{i}\right)^i,$$

while for $0 < t < i$

$$P(i - S_i > t) \leq e^{-t} \left(1 - \frac{t}{i}\right)^i.$$

**Proof.** This is just Chernoff’s inequality; see, for example, [14], page 16. \hfill \square

We are ready now to give the rate of convergence of $W_p(R_\alpha(P_n), P)$ in the one-dimensional setup.

**Theorem 3.4.** If $P$ is the uniform distribution on $[0, 1]$, $X_1, \ldots, X_n$ are i.i.d. random variables with common distribution $P$, $P_n$ is the empirical measure on $X_1, \ldots, X_n$, $\alpha \in (0, 1)$ and $p \geq 1$, then there exist constants, $C_p(\alpha)$, depending only on $p$ and $\alpha$, $c_p > 0$ depending only on $p$, such that for every $n \geq 1$,

$$\frac{c_p}{n^p} \leq E(W_p^p(R_\alpha(P_n), P)) \leq \frac{C_p(\alpha)}{n^p}.$$

**Proof.** For the lower bound simply observe that $E(n^pW_p^p(R_\alpha(P_n), P)) \geq n^p E(V_n(p))$, with $V_n(p)$ as in (3.2). The spacing $X_{(i+1)} - X_{(i)}$ follows a beta distribution with parameters 1 and $n + 1$, and from this fact it follows that $n^p E(V_n(p)) = \frac{n^p \Gamma(n+1)\Gamma(p+2)}{\Gamma(n+p+2)}(2 + \frac{n-1}{2p})$. It is easy to check (using Stirling’s formula, e.g.) that $n^p E(V_n(p)) \to \frac{\Gamma(p+2)}{2\Gamma(p+1)} > 0$ as $n \to \infty$, and hence we can take $c_p = \min_{n \geq 1} n^p E(V_n(p)) > 0$. 
For the upper bound we use the representation (3.3), fix \( \theta \in (1 - \alpha, 1) \) and write \( Z = W_\theta^p(\mathcal{R}_\alpha(P_n), P) \). Then we split \( E(Z) \),

\[
E(Z) = E\left( Z I\left( \frac{S_{n+1}}{n} < \theta \right) \right) + E\left( Z I\left( \frac{S_{n+1}}{n} \geq \theta \right) \right) = E(Z_1) + E(Z_2)
\]

and proceed to bound \( E(Z_i), i = 1, 2 \). To deal with \( E(Z_1) \) we note that \( Z \leq W_\theta^p(P_n, P) = \int_0^1 |G_n^{-1}(t) - t|^p dt \), \( G_n \) being the distribution function associated to \( P_n \). A simple computation, similar to the proof of Lemma 3.1, shows \( \int_0^1 |G_n^{-1}(t) - t|^p dt = \int_0^1 |G_n(t) - t|^p dt \), both terms equaling, in fact,

\[
\frac{1}{p+1} \sum_{i=1}^n \left[ \left| \frac{i}{n} - X(i) \right|^{(p+1)} - \left| \frac{i-1}{n} - X(i) \right|^{(p+1)} \right].
\]

Hence, from Schwarz’s inequality we get

\[
E(Z_1) \leq (E(Z^2))^{1/2} P\left( \frac{S_{n+1}}{n} < \theta \right)^{1/2}
\]

\[
\leq \left( E\left( \left( \int_0^1 |G_n(t) - t|^p dt \right)^2 \right) \right)^{1/2} P\left( \frac{S_{n+1}}{n} < \theta \right)^{1/2}
\]

\[
\leq \left( \int_0^1 E|G_n(t) - t|^{2p} dt \right)^{1/2} P\left( \frac{S_{n+1}}{n} < \theta \right)^{1/2}.
\]

Using the fact that \( P(|G_n(t) - t| > \varepsilon) \leq 2e^{-2n\varepsilon^2} \) (this follows from Hoffding’s inequality applied to Bernoulli random variables), we see that \( E(|G_n(t) - t|^{2p}) \leq p2^{1-p}\Gamma(p)n^{-p} \). Also, from Lemma 3.3 we get \( P(S_{n+1}/n < \theta) = P((n+1) - S_{n+1} > n(1 - \theta) + 1) \leq e^{n(1-\theta+1)(n\theta/n+1)} \). Combining these two estimates we get

\[
E(n^p Z_1) \leq (p2^{1-p}\Gamma(p)\theta e(\theta e^{-\theta})^n n^p)^{1/2}.
\]

The last upper bound is a vanishing sequence (hence, bounded) since \( \theta e^{1-\theta} < 1 \). Note that the bound depends on \( \alpha \) through the choice of \( \theta \in (1 - \alpha, 1) \).

We consider now \( E(Z_2) \) and recall (3.2). We have \( E(n^p V_m(p) I(S_{n+1}/n \geq \theta)) \leq E(n^p V_m(p)) \leq \sup_{m \geq 1} E(m^p V_m(p)) < \infty \) since, as noted above, \( E(n^p V_m(p)) \) is a convergent sequence as \( n \to \infty \). Observe now that \( f_p(y) \leq 2\theta - 2 \) if \( |y| \leq 1 \), while \( f_p(y) \leq 2\theta(p+1)|y|^p - 2 \) if \( |y| \geq 1 \). Therefore \( f_p(y) \leq 2\theta(1+\theta)|y|^p \), and it suffices to give an upper bound for

\[
E\left( n^p I\left( \frac{S_{n+1}}{n} \geq \theta \right) \sum_{i=1}^{n-1} (X(i+1) - X(i)) \left| \tilde{h}_i - \frac{X(i) + X(i+1)}{2} \right|^p \right)
\]

\[
\leq \frac{1}{\theta^{p+1}} \frac{1}{n} \sum_{i=1}^{n-1} E\left( \xi_{i+1} \left| F_i - \left( S_i + \frac{\xi_{i+1}}{2} \right) \right| \left| \frac{S_{n+1}}{n} \geq \theta \right) \right),
\]
where we are using representation (3.3) and
\[ F_i = \left( \max_{i \leq j \leq n-1} \left( S_j + \frac{\xi_{j+1}}{2} - \frac{1}{1-\alpha} \frac{S_{n+1}}{n} j \right) \right) \vee \left( - \frac{\alpha}{1-\alpha} S_{n+1} \right) \wedge 0. \]
It only remains to find an upper bound for \( E(U_n) \) with
\[ U_n := \frac{1}{n} \sum_{i=1}^{n-1} \xi_i \left| F_i - \left( S_i + \frac{\xi_{i+1}}{2} - \frac{1}{1-\alpha} \frac{S_{n+1}}{n} i \right) \right|^p I \left( \frac{S_{n+1}}{n} \geq \theta \right). \]
We split the sum in \( U_n \) into three terms, \( U_n = U_{n(1)} + U_{n(2)} + U_{n(3)} \), collect the summands with \( F_i = 0 \), \( U_{n(3)} \) those with \( F_i = - \frac{\alpha}{1-\alpha} S_{n+1} \) and \( U_{n(2)} \) the others. We bound first \( E(U_{n(1)}) \). We write \( K = \frac{\theta}{1-\alpha} \) and note that \( K > 1 \). Now,
\[ U_{n(1)} \leq \frac{1}{n} \sum_{i=1}^{n-1} \xi_i \left| S_i + \frac{\xi_{i+1}}{2} - \frac{1}{1-\alpha} \frac{S_{n+1}}{n} i \right|^p I \left( \max_{i \leq j \leq n-1} (S_{j+1} - K j) \geq 0 \right). \]
Convexity implies that \( E\left( \frac{S_i}{n} \right)^s \leq E \xi_i^s \) for \( s \geq 1 \). From the Schwarz inequality and the moment inequality \( E|X+Y|^p \leq 2^{p-1}(E|X|^p + E|Y|^p), p \geq 1 \), we get that \( (E(\xi_{i+1}|S_i + \frac{\xi_{i+1}}{2} - \frac{1}{1-\alpha} \frac{S_{n+1}}{n} i|^p)^{1/2} \leq C_1 i^p \) for some constant \( C_1 \) (not depending on \( i \) or \( n \)). On the other hand, using again Lemma 3.3 with \( i = j+1 \) and \( t = K j - (j+1) \) [which is positive for \( j > (1-\alpha)/(\theta - 1 + \alpha) \)] we have \( P(S_{j+1} - K j \geq 0) \leq e^{-(K-1)j+1} (\frac{j(K-1)}{j+1})^j \leq Ke^q \), where \( q = Ke^{-(K-1)} < 1 \). Since \( P(\max_{i \leq j \leq n-1} (S_{j+1} - K j) \geq 0) \leq \sum_{j \geq i} P(S_{j+1} - K j \geq 0) \), we get, for some constant, \( C_2 \),
\[ P \left( \max_{i \leq j \leq n-1} (S_{j+1} - K j) \geq 0 \right) \leq C_2 \frac{q^i}{1-q}, \]
[\( C_2 = Ke \) suffices for \( i \geq (1-\alpha)/(\theta - 1 + \alpha) \); with a larger constant, if necessary, the bound is true for all \( i \)]. Combining the last bounds and Schwarz’s inequality we obtain, with a new constant \( C_3 \),
\[ E(U_{n(1)}) \leq \frac{C_3}{\sqrt{1-q}} n \sum_{i=1}^{n-1} q^i q^{i/2} \]
and, again, the right-hand side is a vanishing sequence.

To deal with \( U_{n(3)} \) we define \( \xi'_i = \xi_{n+2-i}, S'_i = \xi'_1 + \cdots + \xi'_i, i = 1, \ldots, n+1 \). Observe that \( S'_i = S_{n+1} - S_{n+1-i} \), \( i = 1, \ldots, n \), and \( S'_{n+1} = S_{n+1} \). We also write \( A_i = \left( \frac{S_{n+1}}{n} \geq \theta, \max_{i \leq j \leq n-1} (S_j + \frac{\xi_{j+1}}{2} - \frac{1}{1-\alpha} \frac{S_{n+1}}{n} j) \leq - \frac{\alpha}{1-\alpha} S_{n+1} \right) \). Then
\[ U_{n(3)} = \frac{1}{n} \sum_{i=1}^{n-1} \xi_{i+1} \left| - \frac{\alpha}{1-\alpha} S_{n+1} - \left( S_i + \frac{\xi_{i+1}}{2} - \frac{1}{1-\alpha} \frac{S_{n+1}}{n} i \right) \right|^p I_{A_i} \]
= \frac{1}{n} \sum_{j=1}^{n-1} \xi_{n+1-j} \left| -\frac{\alpha}{1-\alpha} S_{n+1} - \left( S_{n-j} + \frac{\xi_{n+1-j}}{2} - \frac{1}{1-\alpha} \frac{S_{n+1}}{n} (n-j) \right) \right|^p I_{A_{n-j}}.

With the above notation we see that 
\left( \frac{1}{1-\alpha} \frac{S_{n+1}}{n} (n-j) \right) = S_j' + \frac{\xi_{j+1}}{2} - \frac{1}{1-\alpha} \frac{S_{n+1}}{n} j, \quad \text{while} \quad A_{n-j} = (S_{n+1} > \theta, \ min_{1 \leq k \leq j} \left( S_k' + \frac{\xi_{k+1}}{2} - \frac{1}{1-\alpha} \frac{S_{n+1}}{n} k \right) \geq 0) \leq B_j. \quad \text{These observations imply that}

\begin{align*}
U_n^{(3)} &= \frac{1}{n} \sum_{j=1}^{n-1} \xi_j' \left| S_j' + \frac{\xi_{j+1}}{2} - \frac{1}{1-\alpha} \frac{S_{n+1}}{n} j \right|^p I_{A_{n-j}} \\
&\leq \frac{1}{n} \sum_{j=1}^{n-1} \xi_j' \left| S_j' + \frac{\xi_{j+1}}{2} - \frac{1}{1-\alpha} \frac{S_{n+1}}{n} j \right|^p I_{B_j}.
\end{align*}

The last upper bound and \( U_n^{(1)} \) are equally distributed. Hence \( E(U_n^{(3)}) \leq E(U_n^{(1)}) \to 0. \)

We turn now to the central part, \( U_n^{(2)} \). Obviously

\begin{align*}
U_n^{(2)} &= \frac{1}{n} \sum_{i=1}^{n-1} \xi_{i+1} Z_i^p, \quad \text{where} \ Z_i = \sup_{j \geq 1} (\langle S_{j+1} - S_i, K(j-i) \rangle_+) \quad \text{Once more we use Schwarz's inequality to get} \quad E(\xi_{i+1} Z_i^p) \leq (E(\xi_{i+1}^2))^{1/2} (EZ_i^p)^{1/2} \leq \sqrt{2} (EZ_i^p)^{1/2}. \quad \text{Thus, it only remains to show} \ EZ_i^p < \infty. \quad \text{Chernoff's inequality yields} \ P(S_i - Ki > t) \leq e^{-(i+(K-1)i)} (K + \frac{t}{i})^i. \quad \text{From this and the fact} \ \int_0^\infty e^{-t l} dt = l!, \ l \in \mathbb{N}, \ \text{we get, for integer} \ k \geq 1,

\begin{align*}
\int_0^\infty t^k P(S_i - Ki > t) dt &\leq \int_0^\infty e^{-t} e^{-(K-1)i} \sum_{j=0}^i \binom{i}{j} K^j \frac{t^{i-j+k}}{i^{i-j}} dt \\
&\leq \frac{e^i!}{i^i} \sum_{j=0}^i \frac{e^{-K_i} (K_i)^j}{j!} (i+k-j)^k \\
&\leq (i+k)^k \frac{e^i!}{i^i} \sum_{j=0}^i \frac{e^{-K_i} (K_i)^j}{j!} P(N_{Ki} \leq i),
\end{align*}

\begin{align*}
(3.5)
U_n^{(2)} &\leq \frac{1}{n} \sum_{i=1}^{n-1} \xi_{i+1} Z_i^p,
\end{align*}
where $N_\lambda$ denotes a random variable having Poisson distribution with mean $\lambda$. Chernoff’s inequality (for the left tail) gives
\[ P(N_{Ki} \leq i) = P(K_i - N_{Ki} \geq (K - 1)i) \leq \exp\left(-iKh\left(-\frac{K - 1}{K}\right)\right), \]
where $h(u) = (1 + u)\log(1 + u) - u$, $u \geq -1$; see, for example, [14], page 19.

This, (3.6) and the fact $\frac{t^d}{i^d} \leq C\sqrt{i}$ for some constant $C$, imply
\[ E(Z_{k+1}^k) = (k + 1)\int_0^\infty t^k P\left(\sup_{i \geq 1} |S_i - K_i| > t\right) dt \]
\[ \leq (k + 1)\sum_{i=1}^\infty \int_0^\infty t^k P(S_i - K_i > t) dt \]
\[ \leq C'\sum_{i=1}^\infty i^{k+1/2} \exp\left(-iKh\left(-\frac{K - 1}{K}\right)\right) < \infty \]
for some constant $C'$ (which depends on $k$), where we have used that $h(-\frac{K - 1}{K}) > 0$. This completes the proof. □

Finally, we turn to general dimension. In our last result we combine the upper bound in Theorem 3.4 with a combinatorial approach to give the exact rate of convergence of the empirical cost of optimal incomplete transportation to the uniform distribution on the $d$-dimensional unit cube. The result is not given in terms of expectations as in Theorem 3.4. Our approach allows also to get that type of result, but we refrain from adding more technicalities.

**Theorem 3.5.** If $P$ is the uniform distribution on the unit cube $[0,1]^d$, $X_1, \ldots, X_n$ are i.i.d. $P$, $P_n$ is the empirical measure on $X_1, \ldots, X_n$ and $\alpha \in (0,1)$, then
\[ \mathcal{W}_p(R_{\alpha}(P_n), P) = O_P(n^{-1/d}). \]

**Proof.** For the sake of simplicity we consider the case $d = 2$. The idea carries over smoothly to higher dimension. On the other hand, the case $d \geq 3$ follows from known results for the usual transport; recall (2.4). We write $N = \sqrt{n}$ and $X_j = [X_{j,1}, X_{j,2}]^T$, $j = 1, \ldots, n$. We denote also $B_i = \{j \in \{1, \ldots, n\} : X_{j,1} \in \left[\frac{i-1}{N}, \frac{i}{N}\right]\}$, $i = 1, \ldots, N$. The random vector $(B_1, \ldots, B_N)$ follows a multinomial distribution with parameters $n$ and $(\frac{1}{N}, \frac{1}{N})$. Given $B_i = n_i > 0$, we denote by $j_1^i, \ldots, j_{n_i}^i$ the indices $k$ such that $X_{k,1} \in \left[\frac{i-1}{N}, \frac{i}{N}\right]$. Then $X_{j_1^i,2}, \ldots, X_{j_{n_i}^i,2}$ are an i.i.d. $U(0,1)$ sample. We write $P(P(\alpha, i))$ for the $\alpha$-trimming of the empirical distribution on $X_{j_1^i,2}, \ldots, X_{j_{n_i}^i,2}$ considered in the proof of Theorem 3.4. Then we have $E(n_i^p\mathcal{W}_p^p(P(\alpha, i), U(0,1)) | B_i = n_i) \leq$
such that $x$ maps $P$ into an $\ell$-sequence, on the set $\{X_{j_1}, \ldots, X_{j_n}\}$ and, with $\ell_d$ denoting $d$-dimensional Lebesgue measure, $\ell_1(x : \varphi_i(x) = X_{j_i, 2}) \leq \frac{1}{m(1-\alpha/2)}$.

Next we define the map $\varphi$ on $\alpha/2$. We write also $\varphi_i$ for the optimal transportation map from $U(0, 1)$ to $P(\varphi_i, i)$. Then $W^p(P(\varphi_i, i), U(0, 1)) = \int_0^1 |x_2 - \varphi_i(x_2)|^p dx_2$. We recall that $\varphi$ takes values on the set $\{X_{j_1}, \ldots, X_{j_n}\}$ and, with $\ell_d$ denoting $d$-dimensional Lebesgue measure, $\varphi_2$ takes values on the set $\{X_{j_1, 2}, \ldots, X_{j_n, 2}\}$. Thus, $\varphi(x_2) = X_{j_i, 2}$.

In other words, points on the stripe $\left(\frac{i-1}{N}, \frac{i}{N}\right] \times (0, 1]$ are mapped to one of the observations on that stripe, the precise one being determined by the $\alpha/2$ trimming function on the second coordinate. Clearly, for $x \in \left(\frac{i-1}{N}, \frac{i}{N}\right]$, $\parallel x - \varphi(x)\parallel \leq \frac{1}{N} + |x_2 - \varphi_i(x_2)|$.

From this we get

$$\int_{(0,1) \times (0,1)} \parallel x - \varphi(x)\parallel^p dx = \sum_{i=1}^N \int_{((i-1)/N, i/N] \times (0,1)} \parallel x - \varphi(x)\parallel^p dx$$

$$\leq \frac{2^{p-1}}{N^p} + \frac{2^{p-1}}{N} \sum_{i=1}^N \int_0^1 |x_2 - \varphi_i(x_2)|^p dx_2.$$ 

Furthermore, $\ell_2(x : \varphi(x) = X_j) \leq \frac{1}{N} \frac{1}{n_i(1-\alpha/2)}$ if $X_j \in \left(\frac{i-1}{N}, \frac{i}{N}\right] \times (0, 1]$. Thus, $\varphi$ maps $P$ into an $\alpha$-trimming of $P_n$ if

$$\frac{1}{N} \frac{1}{n_i(1-\alpha/2)} \leq \frac{1}{n(1-\alpha)}, \quad i = 1, \ldots, N,$$

or, equivalently, if $\min_{1 \leq i \leq N} n_i \geq \frac{N}{A}$, with $A = \frac{1-\alpha}{1-\alpha/2} < 1$. As a consequence, on the set $B = \left(\min_{1 \leq i \leq N} n_i \geq \frac{N}{A}\right)$,

$$W^p(P(\varphi(\alpha)(P_n), P) \leq \frac{2^{p-1}}{N^p} + \frac{2^{p-1}}{N} \sum_{i=1}^N \int_0^1 |x_2 - \varphi_i(x_2)|^p dx_2.$$ 

Now, we note that

$$E \left( I_B \sum_{i=1}^N \int_0^1 |x_2 - \varphi_i(x_2)|^p dx_2 \parallel B_1 = n_1, \ldots, B_N = n_N \right)$$

$$\leq C_p(\alpha/2) I_B \sum_{i=1}^N \frac{1}{n_i^p} \leq C(\alpha/2) \frac{1}{A^p} \sum_{i=1}^N \frac{N_p}{n_i^p}.$$ 

But the last two displays imply that

$$E(W^p(\varphi(\alpha)(P_n), P)I_B) \leq \frac{2^{p-1}}{N^p} + C_p(\alpha/2) \frac{2^{p-1} N^p}{A^p}.$$
This, together with the fact that $P(B^C) \to 0$ as $n \to \infty$ (see Theorem 7, page 112, in [13]) implies that $W_p^p(R_n(P_n), P) = O_P(n^{-p/2})$ and completes the proof. □
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