Direct measurement of the terrestrial $^7$Be $L/K$ capture ratio in cryogenic tantalum
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We report a high-statistics measurement of the $L/K$ orbital electron capture (EC) ratio in $^7$Be embedded in cryogenic Ta. The thin Ta film formed part of a high-resolution superconducting tunnel junction (STJ) radiation detector that was used to identify the signals from different decay channels. The measured $L/K$ capture ratio of 0.070(7) is significantly larger than the only previous measurement of this quantity and the theoretical predictions that include in-medium effects. This result brings into question the accuracy of the extrapolated ratio currently used in calculations of the $^7$Be destruction rate in astrophysical environments relevant to solar and galactic neutrino modeling, and the cosmological lithium problem. This Letter presents the first experiment that uses STJs for nuclear-recoil detection, opening a new experimental avenue for low-energy precision measurements with rare isotopes.

In the core of low-mass main-sequence stars such as the Sun, the dominant energy-production mechanism is the so-called proton - proton chain reaction, or $pp$ chain [1]. This set of reactions initiates roughly 99% of the total energy generation in the Sun through fusion, and thus has significant importance within the Solar Standard Model (SSM) [2]. In the $pp$ chain, $^7$Be is produced via $^3$He+$^4$He fusion, a process that is experimentally well constrained [1]. The main destruction mechanism of $^7$Be at solar core temperatures occurs in the second branch of the $pp$ chain ($pp$-II) via the weak-interaction process of electron-capture (EC): $^7$Be+$e^-$ $\rightarrow ^7$Li$+\nu_e$. This is the dominant form of Li production in the Sun, and produces discrete lines in the solar neutrino spectrum [3]. Recent work has also confirmed that $^7$Be production and decay in novae is the dominant form of $^7$Li generation in our galaxy [4]. This was possible via direct observation of $^7$Be-II spectral lines, enabling determination of the mass fraction of ejected $^7$Be in several novae and their comparison to hydrodynamic nova models. Thus, the EC decay of $^7$Be is of interest to a number of solar neutrino models [3] and the cosmological lithium problem [6, 7]. One important issue for these studies is obtaining reliable estimates for the rate of $^7$Be EC in the aforementioned astrophysical environments. Existing values differ dramatically from terrestrial laboratory measurements since the atoms are typically highly ionized and the environmental electron densities are high [1, 6]. The theoretical evaluations must therefore account not only for the nuclear interaction, but also the processes in which $^7$Be ions and electrons interact, and thus require benchmarking to terrestrial conditions where data exist. In particular, the spatial extent of the 2s electronic orbit plays a major role in such estimates [8], and thus direct measurements of the $L/K$ capture ratio can provide important experimental constraints on the atomic properties of the 1s and 2s wavefunction overlap with the nuclear volume.

$^7$Be decays by EC primarily to the nuclear ground-state of $^7$Li with a $Q_{EC}$-value of 861.89(7) keV [9] and a laboratory half-life of $T_{1/2} = 53.22(6)$ days. A small branch of 10.44(4)% results in the population of a short-lived excited nuclear state in $^7$Li ($T_{1/2} = 72.8(20)$ fs) [10] that de-excites via emission of a 477.603(2) keV $\gamma$-ray [11]. In the EC process, the electron can be captured either from the 1s shell ($K$-capture) or the 2s shell of Be ($L$-capture). For $K$-capture, the binding energy of the 1s hole is subsequently liberated by emission of an Auger electron whose energy adds to the decay signal and separates it from the $L$-capture signal. Since the nuclear decay and subsequent atomic relaxation occur on short time scales, a direct measurement produces a spectrum with four peaks: two for $K$-capture and two for $L$-capture into the ground state and the excited state of $^7$Li, respectively.

The current literature value for the $L/K$ capture ratio in $^7$Be of 0.040(6) is based on a single direct measurement at 0.06 K using a high-resolution Si microcalorimeter whose HgTe absorber had been implanted with $^7$Be [12]. At the time of its publication, the measured value was more than a factor of two smaller than the best theoretical estimates. The authors suggested that this deviation from theoretical predictions resulted from a modification of the electron wavefunction due to in-medium effects, where the Be 2s wavefunction was altered by implantation into the HgTe matrix. This effect was investigated theoretically in detail for a number of host media and was found to decrease the $L/K$ ratio by up to 80% relative to the value expected in atomic Be [13], even if the total decay half-life remained constant to within better than 1%. This reduction has been found to alter the SSM esti-
mates for the $^7\text{Be}$ and $^8\text{B}$ neutrino fluxes by $2.0 - 2.7\%$ [8]. Given the importance of these $L/K$ capture ratios for the extrapolation of $^7\text{Be}$ EC rates in astrophysical environments, further experimental investigations of these in-medium effects are required. This Letter reports a high-statistics direct measurement of the $L/K$ capture ratio in $^7\text{Be}$ implanted in cryogenic Ta where such in-medium effects are predicted to be large.

Ta-based superconducting tunnel junction (STJ) radiation detectors were used to measure the $L/K$ capture ratio of $^7\text{Be}$ in Ta. The STJs are five-layer devices consisting of Ta (165 nm) - Al (50 nm) - $\text{Al}_2\text{O}_3$ (1 nm) - Al (50 nm) - Ta (265 nm) that were fabricated by photolithography at STAR Cryoelectronics LLC [14] (Fig. 1 inset). STJs exploit the small energy gap $\Delta_{\text{Ta}} = 0.7$ meV in superconducting Ta to provide $\sim 30 \times$ higher energy resolution than conventional Si or Ge detectors, and can resolve the $K$-capture from the $L$-capture signals in the decay.

$^7\text{Be}^+$ ions were implanted into the STJs though Si collimators at TRIUMF’s Isotope Separator and ACcelerator (ISAC) facility in Vancouver, Canada [15] (Fig. 1). In total, $2 \times 10^8$ radioactive $^7\text{Be}^+$ ions were implanted into the (138 $\mu$m)$^2$ STJ used for the measurements reported here. The $^7\text{Be}$ was produced using the isotope separation on-line (ISOL) technique [10] via spallation reactions from a 10 $\mu$A, 480-MeV proton beam incident on a stack of thick uranium carbide targets. The reaction products were released from the target, selectively laser ionized [17], mass-selected, and implanted into the STJs at an energy of 25 keV. This value was limited by bias-voltage instability of the ISAC target module during the scheduled implantation period and resulted in the ions being implanted closer to the surface than initially desired. Stopping Range of Ions in Matter (SRIM) simulations [18] indicate that the mean implantation depth into the Ta layer of each STJ was 46 nm with a straggling of 26 nm.

The decay of $^7\text{Be}$ was measured at a temperature of $\sim 0.1$ K in an adiabatic demagnetization refrigerator (ADR) with liquid $\text{N}_2$ and He pre-cooling at Lawrence Livermore National Laboratory (LLNL). For energy calibration, the STJs were simultaneously exposed to $3.49965(15)$ eV photons from a pulsed Nd:YVO$_4$ laser triggered at a rate of 100 Hz [19]. At this rate, 1% of the total acquisition time was used for calibration. The laser intensity was adjusted such that multi-photon absorption provides a comb of peaks over the energy range of interest from 20 - 120 eV in the (138 $\mu$m)$^2$ STJ. The signals were read out with a custom-designed current sensitive preamplifier [20], filtered with a spectroscopy amplifier (Ortec 627) with a shaping time of 10 $\mu$s and captured with a two-channel nuclear multi-channel analyzer (MCA) (Ortec Aspec927). The laser calibration spectrum was recorded in coincidence with the laser trigger and the $^7\text{Be}$ decay signal in anti-coincidence (Fig. 2).

Data were acquired for $\sim 20$ hours/day over a period of one month. $^7\text{Be}$ recoil spectra and their corresponding laser calibration were recorded every 30 minutes so that they could be calibrated individually to correct for small drifts in the detector response. For this, the laser signal was fit to a superposition of Gaussian functions, each corresponding to an integer multiple of the single photon energy. The measured Gaussian centroids scale linearly
with energy, with a small non-linearity of order $10^{-4}$ per eV \cite{21}. Laser peaks below 20 eV and above 120 eV were omitted from the calibration because they have poor statistics in the individual 30-minute spectra. The calibrated spectra were re-binned to 0.2 eV and summed. The $^7$Be spectrum and its laser calibration from a single day of data are shown in Fig. 2. The laser peaks are well separated, with the energy resolution increasing from 1.4 eV to 2.9 eV full-width at half-maximum (FWHM) in the energy range up to 140 eV. For energies between 20 and 120 eV, the residuals to the calibration have an average uncertainty $\leq$10 meV that sets the calibration accuracy of the spectrum.

To first order, the $^7$Li recoil spectrum is well described by the four peaks generated by the two nuclear and two atomic processes: $K$-capture to the nuclear ground-state (K-GS), $K$-capture to the nuclear excited-state (K-ES), $L$-capture to the nuclear ground-state (L-GS), and $L$-capture to the nuclear excited state (L-ES). Both decays to the excited nuclear state in $^7$Li display Doppler-broadened recoil peaks due to the isotropic $\gamma$-decay in-flight prior to stopping. In addition to these four peaks, the sudden change in $Z$ following EC decay also results in the electrons not being in an eigenstate of the daughter atom \cite{22}. This can cause the remaining electron(s) to undergo shake-up into a bound state of Li or shake-off into the continuum \cite{23} and generate a high-energy tail above each peak \cite{24}.

The K-GS and L-GS peaks were found to be roughly four times wider than the resolution of the laser peaks. Detector drift may account for at most $\sim$ 0.5 eV of this difference. Other sources of broadening are from variations in the Li 1$\text{s}$ and 2$\text{s}$ binding energies for Li atoms at different sites in the Ta lattice, or by varying self-recombination of the excess quasiparticles in the region of reduced gap due to localized energy deposition of the recoil \cite{25}. Further, the energy difference between the L-GS and the K-GS peaks was measured to be 49.27(6) eV, significantly lower than the binding energy of the Li 1$\text{s}$ level of 54.74(2) eV \cite{20}. This is either due to in-medium effects of the Li in Ta or an inconsistency in the literature value \cite{20} \cite{27}. Both the origin of the line broadening and the binding energy discrepancy will be investigated in future work.

In addition, a broad background is visible at low energies that decreases as a function of energy. This background is due to 478 keV $\gamma$-rays from the decay of the $^7$Li excited state that interact in the Si substrate below the STJ detector (Fig. 1). High-energy phonons generated in these interactions can propagate to the STJ detectors before thermalization and break Cooper pairs in the detector electrodes. The resulting signals are determined by the deposited energy and the distance between the interaction location and the STJ. A low-energy tail is also visible below the K-GS peak. This tail has different shapes depending on which STJ detector is used, indicating that it is not intrinsic to the $^7$Be decay but due to some form of energy loss through the detector surface which varies for each STJ. Since no tail is observed below the L-GS peak, the low-energy tail below the K-GS peak is likely caused by partial escape of the energy of the Auger electron that is produced in the relaxation of the 1$\text{s}$ core hole. This results from the relatively low implantation depth of the $^7$Be atoms causing a significant fraction of the decays to occur within $\sim$10 nm of the detector surface. A similar low-energy tail is expected to also accompany the K-ES peak. These additional features increase the difficulty in extracting the $L/K$ ratio from the experimental data since the exact shapes of the $\gamma$-ray background and escape tails are not known.

The resulting recoil-energy spectrum from all runs, energy calibrated and summed, is shown in Fig. 3. For the two ground-state decay peaks, three Gaussian functions were used to fit the edges of the distributions, which may reflect the broadening of the peaks due to in-medium effects. The two excited-state peaks are well described by the same set of Gaussian distributions but with a Doppler-broadened width. All $K$-capture Gaussian func-
tions were convolved with the Lorentzian lineshape of the Auger process defined by the lifetime of the Li 1s core hole \[28\]. To aid in the fit convergence, the known branching fraction of EC decay to the nuclear excited-state in \(^7\)Li \[10\] was used to constrain the area ratios of the excited-state to ground-state for both K- and L-capture. The L-electron shake-up and shake-off tails for all four peaks were approximated by an exponential decay convolved with the width of the corresponding peak. The tail areas and decay constants were constrained to the same value respectively for the two K- and the two L-capture peaks. Similarly, the electron escape following Auger emission was modeled by exponentially-decaying tails below the K-capture peaks, again broadened by the widths of the K-GS and K-ES peak, respectively. Finally, the \(\gamma\)-ray background was described by a sum of two exponential functions based on spectra from the STJ detectors without \(^7\)Be, as well as previous work with the same detectors \[19\].

The fit was performed on the data from 10 to 180 eV with a least-squares regression within the Python MINUIT framework \[29, 30\]. The best fit is presented with the data in Fig. 3 and resulted in \(L/K = 0.07165(29)_{\text{stat.}}\) with \(\chi^2/\nu = 0.95\). In order to investigate the systematic uncertainties in the \(L/K\) ratio that result from the choice in peak shape and exponential tails, the functions and constraints of the fit were systematically varied over a range of plausible alternatives. This included using two instead of three Gaussian functions for the central peaks (both with and without steep exponential tails). More importantly, different constraints on the areas of the shake-up/shake-off tails were included, because when left unconstrained, all fits converged to a larger tail above the \(L\)-capture peaks than above the \(K\)-capture peaks (Fig. 3).

For \(K\)-capture, the shaking areas were found to be between 1.1% and 2.8% while the \(L\)-capture shaking minimized to a much larger range from 1.2% to 31.5%. It is this difference that ultimately dominates the systematic uncertainty in the \(L/K\) ratio. These variations could simply reflect that the variation in the Li 2s energy levels in the Ta matrix is larger than the spread of the Li 1s levels, although a distribution of well above 10 eV does seem unrealistically wide. Alternatively, the \(L\) shake-up and shake-off effects could be stronger for \(L\)-capture than for \(K\)-capture events, although this is in disagreement with theoretical estimates and thus also unlikely. Finally, the 60-70 eV region could be affected by an electron escape tail that does not decay exponentially to zero but has an increased probability for high energies. This could reflect that a small fraction of Auger electrons escape from the detector with almost all of their energy since \(< 1\%\) of the \(^7\)Be atoms were implanted within the mean free path of \(\sim 1\) nm of the surface \[31\]. The different fits resulted in a spread of the \(L/K\) ratio of 0.064 to 0.078 with reduced \(\chi^2\) values of between 0.95 and 1.41. This range is dominated by the uncertainty of the fit in region from 60 to 70 eV and reflects \(L/K\) ratios that are consistent with the data for a variety of assumptions in the underlying physics. Taking into account these differences, we determine a value of \(L/K = 0.0702(60)_{\text{sys.}}\) \((3)_{\text{stat.}}\).

The measured value of \(L/K = 0.070(7)\) reported here is nearly a factor of 2 larger than the only previous measurement of 0.040(4) in HgTe \[12\]. We performed a precise new calculation of the \(L/K\) ratio for \(^7\)Be decay “in-vacuum” using the method detailed in Refs. \[22, 33\], which yields a value of \(L/K = 0.105(8)\). For \(^7\)Be in Ta, in-medium effects are expected to change this value by a factor of 0.2986 \[13\] to \(L/K = 0.031(2)\). This is more than 2 times \((4\sigma)\) smaller than the measured value presented here. The discrepancy between the theoretical estimates for the capture ratio in \(^7\)Be and the experimental results likely points to a deficiency in the models that are used to correct for in-medium effects. Since the measured \(L/K\) ratio is an important empirical input for understanding the rate at which \(^7\)Li is created in the Universe, the implications of such estimates being incorrect may be significant. Finally, these measurements demonstrate that high-resolution STJ detectors show tremendous promise for nuclear recoil experiments in precision low-energy subatomic physics.
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