Fast spin control in a two-electron double quantum dot by dynamical invariants
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Inverse engineering of electric fields has been recently proposed to achieve fast and robust spin control in a single-electron quantum dot with spin-orbit coupling. In this paper we design, by inverse engineering based on Lewis-Riesenfeld invariants, time-dependent electric fields to realize fast transitions in the selected singlet-triplet subspace of a two-electron double quantum dot. We apply two-mode driving schemes, directly employing the Lewis-Riesenfeld phases, to minimize the electric field necessary to design flexible protocols and perform spin manipulation on the chosen timescale.

PACS numbers: 72.25.Dc, 73.63.Kv, 72.25.Pn

I. INTRODUCTION

Coherent manipulation of quantum systems with time-dependent fields is a major goal in different areas, including atomic, molecular, and optical physics, as well as in semiconductor-based devices, with applications in metrology, interferometry, and quantum information processing. In all these areas, control schemes for fast state transitions are highly desirable, and techniques to design “shortcuts to adiabaticity”¹⁶⁻¹⁴ have been proposed to speed up slow processes and avoid decoherence effects (see recent review¹⁵).

Recent advances in device fabrication and measurement at the nanoscale are approaching the goal of coherent and reliable manipulation of electron spins in quantum dots (QDs) for quantum information processing¹⁶⁻¹⁹. Shortening the operation times is a major challenge, not only to achieve fast computations, but also to avoid decoherence. In a recent publication²⁰, we have applied shortcut-to-adiabaticity techniques, specifically invariant-based inverse engineering⁸⁻¹⁰, to design time-dependent electric fields that speed up spin flips in a two-dimensional (2D) “lateral” QD. Electric control is made possible in the presence of spin-orbit (SO) coupling²¹⁻²⁴, and it is a promising alternative to spin manipulation by magnetic spin resonance. A time-dependent electric field can in principle be generated on the nanoscale by local electrodes and, thus, provides individual access and efficient manipulation for each spin.²³ By contrast, oscillating magnetic fields are not easy to generate and manipulate locally.

Beyond the single dot, two-electron double quantum dots (DQDs) offer a minimal basic frame for one and two-qubit gates,²⁵⁻²⁶ and alternative qubit encoding and control approaches. In this paper, we apply invariant-based inverse engineering to design the electric fields necessary to perform fast transitions in a singlet-triplet two-level subspace for a lateral two-electron DQD with spin-orbit coupling. Significant differences are found with respect to the single dot,²⁵ due to the new structural dependence of the effective Hamiltonian with the applied fields. This dependence in fact facilitates richer control possibilities for the DQD. We develop a new method for invariant-based inverse engineering: a multi-mode driving, first proposed in Ref. [27], that uses all eigenstates of the dynamical invariant rather than only one of them²⁸⁻²⁹. Several examples of the control possibilities are also provided.

II. MODEL AND HAMILTONIAN FOR SPIN DRIVING

We consider two electrons in a DQD formed in the (x, y) plane of a two-dimensional electron gas confined in the z-direction (see Fig. 1 upper panel) in the presence of SO coupling, external static magnetic field, and an in-plane time-dependent electric field. The Hamiltonian of this system has the following form:

\[ H = H_0 + H_Z + H_{so} + V(t). \]

The spin-independent Hamiltonian \( H_0 \) is:

\[ H_0 = \sum_{j=1,2} \left( \frac{\mathbf{p}_j^2}{2m} + U(r_j) \right) + \frac{e^2}{\epsilon |r_1 - r_2|}, \]

where index \( j \) numerates the electrons with corresponding coordinates, \( \epsilon \) is the dielectric constant, and \( m \) is the electron effective mass. The potential \( U(r_j) \) describes the confinement and has two minima, separated by the distance \( d \) in the \( (x, y) \)-plane, with the electron wavefunctions well-localized near one minimum on the spatial scale \( l \ll d/2 \). We assumed that the magnetic field is weak and thus neglected the contribution of the corresponding vector potential in the momentum for electrons. In the limit of small overlap, the eigenstates of \( H_0 \) can be accurately presented in the symmetric form \( \psi_L(r_1)\psi_R(r_2) \pm \psi_L(r_2)\psi_R(r_1) |S, S_z\rangle \), where \( L \) (left) and \( R \) (right) correspond to the position of the minimum, \( S \) and \( S_z \) are the total spin and its \( z \)-component, respectively, and the sign in the brackets is determined by fermionic permutation law for the given \( S \). Finally, \( H_0 \) can be presented as the product of site-related spin operators \( H_0 = J(s_L \cdot s_R) \), where \( J \) is the corresponding
exchange integral, and $s_{L,R}$ is the total spin (produced by the two identical electrons) located near the corresponding minimum.

The Zeeman term for magnetic field $B_z (x, y) \parallel z$–axis has the form

$$H_Z = \Delta (x_1, y_1) s^z_1 + \Delta (x_2, y_2) s^z_2,$$

(3)

with $\Delta (x_j, y_j) = \mu_B g B_z (x_j, y_j)$, Bohr magneton $\mu_B$, and the Landé factor $g$. Although the magnetic field can be strongly inhomogeneous, we assume that it is uniform inside the dot on the spatial scale of the order of $l$ and obtain for the well-localized electrons:

$$H_Z = \Delta_L s^z_L + \Delta_R s^z_R. \quad (4)$$

We choose the Hamiltonian of SO coupling $H_{so}$ in the form

$$H_{so} = \sum_j \alpha (\sigma^x_j p^y_j - \sigma^y_j p^x_j) + \sum_j \beta \sigma^z_j p^z_j, \quad (5)$$

to describe the structure-related Rashba and bulk-originated Dresselhaus SO coupling for the assumed growth axis with the interaction parameter $\alpha$ and $\beta$, respectively. It is well-known, that in the quantum dots, where electrons are localized, the direct role of SO coupling is very weak and can be neglected.

However, $H_{so}$ is important for the spin driving by electric field (see e.g. and references therein). Here this approach will be applied to develop a protocol of controllable spin driving by electric field in a two-electron DQD. For this purpose we present

$$V(t) = -\frac{e}{2c} \left[ \{ A(x_1, y_1), \mathbf{v}_1 \} + \{ A(x_2, y_2), \mathbf{v}_2 \} \right], \quad (6)$$

where $A(x_j, y_j)$ is the vector potential of time-dependent electric field $\mathbf{E}_j(t) = -(1/c) \partial A_j / \partial t$, and the bracket $\{ , \}$ stands for the anticommutator. In the following calculation, we shall neglect $H_{so}$-term coupling directly to the electron momentum assuming that the transitions between orbital states can be disregarded. More important, as a result of SO coupling, $x$ and $y$-axis components of velocity $\mathbf{v}$, such as, for example, $v_x = i [H_0 + H_{so}, x] / \hbar$, acquire spin-dependent contribution, stemming from the commutators of the corresponding coordinate with the linear momentum in $H_{so}$-term. Then, the coupling acquires the form:

$$V(t) = -\frac{e}{c} \sum_j \left[ A^x_j (x_j, y_j) (\beta s^z_j - \alpha s^y_j) + A^y_j (x_j, y_j) \alpha s^x_j \right], \quad (7)$$

very similar to that for the magnetic field. Again, we consider vector potential uniform inside the dots and get for localized states

$$V(t) = -\frac{e}{c} \left[ A^x_L (\beta s^z_L - \alpha s^y_L) + A^y_L \alpha s^x_L \right. \right.$$  

$$+ A^x_R (\beta s^z_R - \alpha s^y_R) + A^y_R \alpha s^x_R \left], \quad (8)$$

where we consider spin components per dot similar to Eq. (4) and omit explicit $(x, y)$–dependence of $A$ in the formulas.

To simplify the consideration further, we set the same magnetic field $B$ for both dots and introduce $\Delta = \Delta_L = \Delta_R = \mu_B g B$. In this static field the four eigenstates of this system can be expressed by singlet and triplets for total spin $S = 0$ and $S = 1$, respectively. We assume that the energy difference between the singlet $|0, 0 \rangle$ and the lowest one of the triplets $|1, 1 \rangle$ (for typical $g < 0$) is much less than $J$ that is $|J + \Delta| \ll J$. Here we concentrate on transitions between these two states (see Fig. 1 lower panel).

In the basis $|0, 0 \rangle \equiv |1\rangle = (1, 0)^T$ and $|1, 1 \rangle \equiv |2\rangle = (0, 1)^T$, where the $T$ stands for transpose, the total spin-dependent Hamiltonian (neglecting $H_{so}$-term) becomes

$$H = \frac{\hbar}{2} \begin{pmatrix} Z_1 & X + iY \\ X - iY & Z_2 \end{pmatrix}, \quad (9)$$

where the elements of the matrix are:

$$X = \sqrt{2} \frac{\alpha \cdot e}{\hbar c} (A^x_L - A^y_R), \quad (10)$$

$$Y = -\sqrt{2} \frac{\alpha \cdot e}{\hbar c} (A^x_L - A^y_R), \quad (11)$$

$$Z_1 = -\frac{3J}{2\hbar}, \quad (12)$$

$$Z_2 = \frac{1}{\hbar} \left[ \frac{J}{2} + 2\Delta - 2\frac{e}{c} (A^x_L + A^y_R) \right]. \quad (13)$$

Here, unlike the single QD, a counterdiabatic protocol (or quantum transitionless driving) could be applied for electric spin control. However, rather than relying...
Hamiltonian $H$ should satisfy
\[
\frac{dI(t)}{dt} = \frac{\partial I(t)}{\partial t} + \frac{i}{\hbar} [H(t), I(t)] = 0,
\]
so that its expectation values remain constant in time. Parameterizing the Bloch sphere by a polar angle $\theta_a(t) \equiv \theta_a$ and the azimuthal angle $\varphi_a(t) \equiv \varphi_a$, we may express the orthogonal eigenstates $|\chi_{\pm}(t)\rangle$ of the invariant $I(t)$ as
\[
|\chi_{+}(t)\rangle = \left( \begin{array}{c} \cos \frac{\theta_a}{2} e^{i\varphi_a} \\ \sin \frac{\theta_a}{2} \end{array} \right),
\]
\[
|\chi_{-}(t)\rangle = \left( \begin{array}{c} \sin \frac{\theta_a}{2} e^{-i\varphi_a} \\ -\cos \frac{\theta_a}{2} \end{array} \right).
\]
Assuming that $I(t) |\chi_{\pm}(t)\rangle = \lambda_{\pm} |\chi_{\pm}(t)\rangle$ with eigenvalues $\lambda_{\pm} = \pm g \mu_B B_c/2$, we can write the invariant as
\[
I(t) = \frac{g \mu_B B_c}{2} \left( \begin{array}{c} \cos \theta_a \\ \sin \theta_a e^{-i\varphi_a} \end{array} \right),
\]
where $B_c$ is an arbitrary constant magnetic field to keep $I(t)$ with units of energy. According to Lewis-Riesenfeld theory, the solution of the Schrödinger equation, $i\hbar \partial_t \Psi = H(t) \Psi$, is a superposition of orthonormal "dynamical modes" $\Psi(t) = \sum_n c_n e^{i\gamma_n(t)}|\chi_n(t)\rangle$ ($n = \pm$), where $c_n$ are time-independent amplitudes and $\gamma_n(t)$ are Lewis-Riesenfeld phases,
\[
\gamma_n = \gamma_n(t) = \frac{1}{\hbar} \int_0^t (\chi_n(t') | i\hbar \frac{\partial}{\partial t'} - H(t') | \chi_n(t') \rangle) dt'.
\]
Substituting Eqs. (16) and (17) into Eq. (14) and combining it with Eq. (18), we may write the Hamiltonian matrix elements in terms of invariant eigenvector angles as
\[
X = (\dot{\gamma}_- - \dot{\gamma}_+ + \dot{\varphi}_a) \sin \theta_a \cos \varphi_a + \dot{\theta}_a \sin \varphi_a,
\]
\[
Y = (\dot{\gamma}_- - \dot{\gamma}_+ - \dot{\varphi}_a) \sin \theta_a \sin \varphi_a - \dot{\theta}_a \cos \varphi_a,
\]
\[
Z_1 = -(\dot{\gamma}_+ + \dot{\gamma}_-) - \dot{\varphi}_a + (\dot{\gamma}_+ - \dot{\gamma}_- + \dot{\varphi}_a) \cos \theta_a,
\]
\[
Z_2 = -(\dot{\gamma}_+ + \dot{\gamma}_+) + \dot{\varphi}_a - (\dot{\gamma}_+ - \dot{\gamma}_- - \dot{\varphi}_a) \cos \theta_a,
\]
from which Lewis-Riesenfeld phases are found to obey
\[
\dot{\gamma}_+ = \frac{3J}{4\hbar} + \frac{1}{2} \dot{\theta}_a \tan \frac{\theta_a}{2} \tan \varphi_a - \dot{\varphi}_a,
\]
\[
\dot{\gamma}_- = \frac{3J}{4\hbar} - \frac{1}{2} \dot{\theta}_a \cot \frac{\theta_a}{2} \tan \varphi_a,
\]
and the vector potential components take the form
\[
A^L_x = \frac{\hbar c}{2\beta e} \left[ \frac{J + \Delta}{\hbar} - \varphi_a \right] - \dot{\theta}_a \cot \theta_a \tan \varphi_a + \frac{\beta \dot{\theta}_a}{\sqrt{2} \alpha} \sec \varphi_a,
\]
\[
A^R_x = \frac{\hbar c}{2\beta e} \left[ \frac{J + \Delta}{\hbar} - \varphi_a \right] - \dot{\theta}_a \cot \theta_a \tan \varphi_a - \frac{\beta \dot{\theta}_a}{\sqrt{2} \alpha} \sec \varphi_a.
\]
when $A^R_L = A^L_R = 0$ is imposed. Note the possibility of finding divergences when $\varphi_a$ is an odd multiple of $\pi/2$ and when $\theta_a$ is a multiple of $\pi$.

Once the functions $\theta_a(t)$ and $\varphi_a(t)$ are known, the electric fields, $E^L(t) = -(1/e)\partial A^L_t/\partial t$ and $E^R(t) = -(1/e)\partial A^R_t/\partial t$, can be calculated. As we keep $A^L_R(0) = 0$, the following two constraints should hold:

\begin{align}
\dot{\theta}_a(0) &= 0, \quad (27) \\
\dot{\varphi}_a(0) &= \frac{J + \Delta}{\hbar}. \quad (28)
\end{align}

Next, we shall discuss several examples.

IV. TRANSFER AN ARBITRARY INITIAL STATE TO THE TARGET ONE

Suppose that we want to transfer the arbitrary initial state at $t = 0$,

$$\Psi(0) = \left( \begin{array}{c} \cos \frac{\theta_p(0)}{2} e^{i\varphi_p(0)} \\ \sin \frac{\theta_p(0)}{2} \end{array} \right), \quad (29)$$

to $\Psi(t_f) = |2\rangle$ as the target state at the final time $t = t_f$. The polar and azimuthal angles $\theta_p \equiv \theta_p(t)$ and $\varphi_p \equiv \varphi_p(t)$, represent the dynamical path on the Bloch sphere of the two-level system, see Fig. 2. In general,

$$\Psi(t) = c_+ e^{i\gamma_+(t)} |\chi_+(t)\rangle + c_- e^{i\gamma_-(t)} |\chi_-(t)\rangle, \quad (30)$$

where the time-independent coefficients $c_\pm = \langle \chi_\pm(0)|\Psi(0)\rangle$ are given by

\begin{align}
c_+ &= \cos \frac{\theta_a(0)}{2} \cos \frac{\theta_p(0)}{2} e^{i(\varphi_p(0) - \varphi_a(0))} \\
&\quad + \sin \frac{\theta_a(0)}{2} \sin \frac{\theta_p(0)}{2}, \\
c_- &= \sin \frac{\theta_a(0)}{2} \cos \frac{\theta_p(0)}{2} e^{i\varphi_p(0)} \\
&\quad - \cos \frac{\theta_a(0)}{2} \sin \frac{\theta_p(0)}{2} e^{i\varphi_a(0)}. \quad (31)
\end{align}

The time-dependent populations $P_1(t) = |\langle 1|\Psi(t)\rangle|^2$ and $P_2(t) = |\langle 2|\Psi(t)\rangle|^2 = 1 - P_1(t)$, can thus be explicitly expressed as

\begin{align}
P_1(t) &= \left| c_+ \cos \frac{\theta_a(0)}{2} e^{i(\varphi_a + \gamma_+)} + c_- \sin \frac{\theta_a(0)}{2} e^{i\gamma_+} \right|^2, \quad (33) \\
P_2(t) &= \left| c_+ \sin \frac{\theta_a(0)}{2} e^{i\gamma_+} - c_- \cos \frac{\theta_a(0)}{2} e^{-i(\varphi_a - \gamma_-)} \right|^2. \quad (34)
\end{align}

To reach the final state $\Psi(t_f) = |2\rangle$, up to a phase factor, the condition $P_1(t_f) = 0$ [$P_2(t_f) = 1$] should be satisfied, so that we can further set boundary conditions for $\theta_a(t_f)$. Once the boundary conditions for $\theta_a$ and $\varphi_a$ are fixed, we interpolate $\theta_a(t)$ and $\varphi_a(t)$, and finally construct the Hamiltonian $H(t)$ and the time-dependent electric fields. If, for simplicity, $\varphi_a(0)$ is set equal to the initial physical angle $\varphi_p(0)$, the coefficients $c_\pm$ in Eqs. (31) and (32) are

\begin{align}
c_+ &= \cos \frac{\eta}{2}, \\
c_- &= e^{i\varphi_p(0)} \sin \frac{\eta}{2}. \quad (35)
\end{align}

with $\eta = \theta_a(0) - \theta_p(0)$. On the Bloch sphere, $\Psi(0)$ and $|\chi_+(0)\rangle$ have the same longitude, while $|\chi_-(0)\rangle$, which is orthogonal to $|\chi_+(0)\rangle$, possesses the azimuthal angle $\pi + \varphi_p(0)$. The condition for $P_1 = 1$ [$P_1 = 0$] at the final time $t = t_f$, see Eqs. (33) and (34), is

$$1 + \cos \theta_a(t_f) \cos \eta + \sin \theta_a(t_f) \sin \eta \cos u(t_f) = 0, \quad (37)$$

where

$$u(t) = -\int_0^t \frac{\partial A(t)}{\partial \tau} \sin \theta_a(\tau) d\tau. \quad (38)$$

We have used

$$\gamma_-(t) - \gamma_+(t) = \varphi_a(t) - \varphi_a(0) + u(t), \quad (39)$$

which follows from $X = 0$, see Eq. (11). We note from Eqs. (35) and (36) that $\eta$ determines the relative weights of the two eigenstates. For two-mode driving, when $\eta$ is not equal to $0$ or $\pi$, Eq. (37) holds only when $\cos u(t_f) = \pm 1$.

A. Example 1: $\cos u(t_f) = 1$

We choose first $\cos u(t_f) = 1$. In this case, $u(t_f) = 2k\pi$ ($k = 0, \pm 1, \pm 2, \ldots$) and the condition (37) becomes

$$\cos[\theta_a(t_f) - \eta] = -1, \quad (40)$$

which gives

$$\theta_a(t_f) = \theta_a(0) - \theta_p(0) + \pi. \quad (41)$$

To fulfill Eq. (41) and Eq. (27), we use the second order polynomial Ansatz

$$\theta_a(t) = \sum_{j=0}^2 a_j t^j, \quad (42)$$

where the coefficients $a_j$ can be found with a given $\theta_a(0)$. In addition, we interpolate $\varphi_a$ by

$$\tan \varphi_a(t) = \left( \sum_{j=0}^2 b_j t^j \right) \sin \theta_a(t), \quad (43)$$

to avoid singularities in Eq. (35). Here $b_0 = \tan \varphi_p(0)/\sin \theta_a(0)$ is obtained from $\varphi_a(0) = \varphi_p(0)$, and $b_1$ and $b_2$ can be solved from Eq. (28) and $u(t_f) = 2k\pi$.

Let us consider a population inversion or singlet-triplet transition from the initial state $|1\rangle$ (we set $\theta_p(0) = 0$ and $\varphi_p(0) = 0$) to final state $|2\rangle$ (up to a phase factor) for
that the spin state evolves from the initial state dependent Schrödinger equation. Fig. 3 (c) demonstrates dynamics is numerically calculated by solving the time-tric fields are depicted in Fig. 3 (b). The population $P$ (solid blue line) and $E$ (dot-dashed orange line). (b) The designed electric fields $E_J$ and $E_R$. The scale is below 0.

If we choose $\theta_a(0) = 0$, $\varphi_a(0) = 0$, $\theta_a(0) = \pi/3$, and $\varphi_a(0) = \varphi_p(0)$. For $u(t_f) = 2\pi$: (a) The two auxiliary angles, $\theta_a$ (solid blue line) and $\varphi_a$ (dashed red line), determined by Eqs. 12 and 13, compared to the physical polar angle $\theta_p$ (dotted black line) and the physical azimuthal angle $\varphi_p$ (dot-dashed orange line). (b) The designed electric fields $E_L^a$ (solid blue line) and $E_R^a$ (dashed red line). (c) The populations $P_1$ (solid blue line) and $P_2$ (dashed red line). Parameters: $t_f = 0.4$ ns, $B_1 = B_2 = 3.67$ T, $g = -0.44$, $J = 0.1$ meV (consequently, $|J + \Delta|/J = 0.06$), $\hbar \beta = 0.25 \times 10^{-6}$ meV·cm, and $\alpha = \beta/2$.

$tf = 0.4$ ns. For this operation time, the relevant energy scale is below 0.01 meV, much less than the singlet-triplet splitting $J = 0.1$ meV, such that transitions to the two higher triplet states do not occur.

If we choose $\theta_a(0) = \pi/3$ and $k = 1$, the functions of $\theta_a(t)$ and $\varphi_a(t)$ can be calculated from Eqs. 12 and 13, as shown in Fig. 3 (a). The corresponding electric fields are depicted in Fig. 3 (b). The population dynamics is numerically calculated by solving the time-dependent Schrödinger equation. Fig. 3 (c) demonstrates that the spin state evolves from the initial state $|1\rangle$ to final one $|2\rangle$, up to a phase factor $\exp[i \varphi_p(t_f)]$, for the fixed time $t_f = 0.4$ ns. The physical angles $\theta_p(t)$ and $\varphi_p(t)$ corresponding to the trajectory of the spin state on the Bloch sphere are also shown in Fig. 3 (a).

The two-mode driving scheme provides flexibility to pick up different boundary conditions for $\theta_a$ and $\varphi_a$, so as to minimize the fields. To demonstrate this, we choose different initial values of $\theta_a(0)$. The maximal absolute value $E_{\text{max}}$ of applied electric fields, $E_L^a$ and $E_R^a$, that is, $E_{\text{max}} = \max(|E_L^a|, |E_R^a|)$, can be decreased by choosing a suitable $\theta_a(0)$, as shown in Fig. 4. Note that each two-mode scheme is equivalent to a single-mode one, when the physical polar and azimuthal angles, $\theta_p$ and $\varphi_p$, are reinterpreted by the two auxiliary angles $\theta_a$ and $\varphi_a$ for designing the eigenstates of the invariant. However, the functions of these angles are generally not simple.

B. Example 2: $\cos u(t_f) = -1$

For the choice $\cos u(t_f) = -1$, we have $u(t_f) = (2k - 1)\pi$ ($k = 0, \pm 1, \pm 2, \ldots$) and the condition for $P_2(t_f) = 1$ becomes

$$\cos[\theta_a(t_f) + \eta] = -1,$$

which results in

$$\theta_a(t_f) = -\theta_a(0) + \theta_p(0) + \pi.$$

In the example 2, we want to manipulate the spin state from an arbitrary state to $|2\rangle$ (up to a phase factor). We apply the same forms of $\theta_a$ and $\varphi_a$ as before [see Eqs. 12 and 13], and choose a different initial state $\theta_p(0) = \pi/5$, $\varphi_p(0) = \pi/6$, and $\theta_a(0) = \pi/4$. For the fixed time $t_f = 0.4$ ns, the two auxiliary angles $\theta_a$ and $\varphi_a$ are determined by Eqs. 12 and 13, as seen in Fig. 4 (a), where the physical angles of $\theta_p$ and $\varphi_p$ are compared. The electric fields, $E_L^a$ and $E_R^a$ are shown in Fig. 4 (b). The populations are represented in Fig. 4 (c), in which the target state $|2\rangle$ is achieved at final time $t_f = 0.4$ ns.
V. TRANSFER THE INITIAL STATE TO AN ARBITRARY STATE

We consider now a transition from $\Psi(0) = |1\rangle$ to an arbitrary state at $t = t_f$,

$$\Psi(t_f) = \begin{pmatrix} \cos \frac{\theta_p(t_f)}{2} e^{i \phi_p(t_f)} \\ \sin \frac{\theta_p(t_f)}{2} \end{pmatrix}. \quad (46)$$

Choosing $\phi_p(t_f) = \phi_a(t_f)$ for simplicity, the time-independent coefficients $c_\pm = e^{-i \gamma \zeta(t_f)} \langle \chi_\pm(t_f) | \Psi(t_f) \rangle$

are expressed as

$$c_+ = e^{-i \gamma (t_f)} \cos \frac{\zeta}{2} \quad (47)$$

$$c_- = e^{-i [\gamma (t_f) - \phi_a(t_f)]} \sin \frac{\zeta}{2} \quad (48)$$

where $\zeta = \theta_a(t_f) - \theta_p(t_f)$. As the initial state is $|1\rangle$ (up to some phase factor), $P_1(0) = 1$ [$P_2(0) = 0$] gives the following condition,

$$1 - \cos \zeta \cos \theta_a(0) - \sin \zeta \sin \theta_a(0) \cos u(t_f) = 0. \quad (49)$$

Similarly to the case of state transfer from an arbitrary state to $|2\rangle$, Eq. (49) holds when $\cos u(t_f) = \pm 1$. Taking
cos \( u(t_f) = 1 \) leads to
\[
\cos[\zeta - \theta_a(0)] = 1, \quad (50)
\]
and
\[
\theta_a(t_f) = \theta_p(t_f) + \theta_a(0). \quad (51)
\]

We choose the same second-order polynomial Ansatz for \( \theta_a(t) \) as in Eq. (42). With a given \( \theta_a(0) \), the coefficients \( a_j \) can be solved from the constraint \( \dot{\theta}_a(0) = 0 \) and Eq. (51). Again we set the same form of \( \phi \) as in Eq. (13). The \( \beta_j \) follow from the preconditions \( \varphi_a(t_f) = \varphi_p(t_f) \), the constraint \( \phi(0) = (J + \Delta)/\hbar \), and \( u(t_f) = 2k\pi \) \((k = 0, \pm 1, \pm 2,...)\).

In example 3, we show the state transfer from \( |1 \rangle \) to \( \Psi(t_f) = (|1\rangle + |2\rangle)/\sqrt{2} \), that is, \( \theta_p(t_f) = \pi/2 \) and \( \varphi_p(t_f) = 0 \). For \( k = -1 \), the auxiliary angles \( \theta_a, \varphi_a \) and the physical angles \( \theta_p \) and \( \varphi_p \) are displayed in Fig. 3 (a). This transition realizes a fast Hadamard gate \( \text{H} \) since \( |2 \rangle \) becomes \((|1\rangle - |2\rangle)/\sqrt{2}\).

VI. CONCLUSION

We have studied the possibility to manipulate by electric fields transitions in a singlet-triplet subspace of a two-electron double quantum dot in the presence of spin-orbit coupling. By using inverse engineering based on Lewis-Riesenfeld invariants, we have designed the Hamiltonians that allow for a fast spin manipulation on a desired timescale. We have applied two-mode driving using both eigenstates of the dynamical invariant and the time-dependent difference in their phases. Generally, any fast transition protocol can be equivalently designed by using a single-mode driving. However, the two-mode approach is more flexible and provides simpler Ansätze for the eigenstates of the dynamical invariants. This technique has proven useful to minimize the electric fields necessary to perform the spin operations. This approach can as well be used in other two-level quantum systems, such as two-level atoms, Bose-Einstein condensates in accelerated optical lattices, and nitrogen-vacancy (NV) center spin in diamond, for engineering their quantum dynamics.
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