Neuro-symbolic computing with spiking neural networks
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ABSTRACT
Knowledge graphs are an expressive and widely used data structure due to their ability to integrate data from different domains in a sensible and machine-readable way. Thus, they can be used to model a variety of systems such as molecules and social networks. However, it still remains an open question how symbolic reasoning could be realized in spiking systems and, therefore, how spiking neural networks could be applied to such graph data. Here, we extend previous work on spike-based graph algorithms by demonstrating how symbolic and multi-relational information can be encoded using spiking neurons, allowing reasoning over symbolic structures like knowledge graphs with spiking neural networks. The introduced framework is enabled by combining the graph embedding paradigm and the recent progress in training spiking neural networks using error backpropagation. The presented methods are applicable to a variety of spiking neuron models and can be trained end-to-end in combination with other differentiable network architectures, which we demonstrate by implementing a spiking relational graph neural network.
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1 INTRODUCTION
How information is encoded in the temporal domain of spikes is still an open question [33]. Even though there has been a lot of progress in applying spiking neural networks (SNNs) to sensory machine learning tasks (e.g., visual and auditory information processing) [7, 12, 20, 24, 31, 32, 34], there is a lack of work on using SNNs on relational data and reasoning tasks [6, 8–10]. Here, we present a method that enables learning of spike-based representations of abstract concepts and their relationships, which can subsequently be used to reason in the underlying semantic space.

Our approach is based on knowledge graphs (KGs) [2, 3, 30] and knowledge graph embedding algorithms [18, 26, 27], extending previous work on spike-based algorithms for homogeneous graphs [1, 13–16, 19, 29]. KGs enable a structured organization of information from different domains and modalities. One particular simple description of KGs is as a list of triple statements (subject $s$, predicate $p$, object $o$) stating that a relationship $p$ holds between two entities $s$ and $o$ [5]. An equivalent representation is as a graph, where a triple corresponds to a link in the graph, i.e., an edge of type $p$ connecting two nodes representing entity $s$ and $o$ (Fig. 1A).

Using the information contained in a KG, one can reason about the validity of novel triple statements (link prediction task) or about the relatedness of entities (node classification task). One way of performing such reasoning tasks is by extracting rules (i.e., a certain pattern of links in the graph that is true for several entities) from the KG (see, e.g., [22]) – similar to constructing filters like edge detectors for image recognition tasks. However, especially for large KGs with many facts, which are usually incomplete and can contain wrong statements as well, finding appropriate rules becomes hard.

A widely adopted method for inference on KGs is knowledge graph embedding, where elements of the graph are mapped into a low-dimensional vector space while conserving certain graph properties. The learned vector representations contain contextual information from the KG and can consequently be used either directly or in combination with machine learning methods like artificial neural networks to perform inference tasks. We explore a similar approach to learn spike-based embeddings for KGs, (i) making data organized as KGs accessible to the temporal world of SNNs and (ii) demonstrating how neuro-symbolic computations can be realized in spike-based systems. The discussed results have been recently published in [6, 9, 10].
Figure 1: (A) Example of a KG containing information about actors and movies. Entities are represented by nodes (circles), while relations of different types are represented by edges (arrows). Using the information available in the KG, the existence of novel edges can be predicted (link prediction, dashed line). (B) Time to first spike embeddings of graph elements, where each entity in the graph is encoded by the times to first spike of a population of neurons. Relations are encoded as spike time differences. A relation, e.g., ‘isIn’ from (A), is considered to hold between two entities if the spike time differences between the entity-embedding populations match the relation embedding. (C) Spike train embeddings of graph elements, where each entity is represented by a single neuron. In this case, neurons become refractory (yellow shade) after spiking. Figures adapted from [9].

2 SPIKE-BASED GRAPH EMBEDDINGS

We found that one way of embedding graph elements in the temporal domain of spikes is by representing entities as the time to first spike of neuron populations and relations as spike time differences between populations [10]. We further extended this coding scheme in two ways: (i) instead of using neuron populations, each entity can be represented by the spike train of a single neuron, fully utilizing the temporal domain [9] and (ii) we demonstrated in a proof-of-concept that this coding scheme can be used to build spiking graph neural networks (GNNs), introducing an event-based, deep and sparse embedding algorithm suitable for various KG inference tasks [6]. In the latter case, we further found that the convolutional (and hence, non-locally shared) weights encountered in modern GNNs can be frozen, increasing the compatibility of the proposed algorithm with neuromorphic architectures that often adapt a distributed and locally-constrained design philosophy [11].

For all these models, spike-based embeddings are found using gradient-based optimization on a cost function that encodes some property of interest in the KG, e.g., the likelihood that a link exists in the KG. Thus, even though we only describe our approach for one specific neuron model in the following, the presented methods can be applied to arbitrary spiking models, as long as gradients can be calculated with respect to spike times – something that is often guaranteed nowadays due to the success of the surrogate gradient method [25, 34].

2.1 Time to first spike embeddings

We propose to represent a node \( n \) in a KG by the first spike times \( t_n \in \mathbb{R}^N \) of a population of \( N \in \mathbb{N} \) integrate-and-fire neurons with an exponential synaptic kernel \( \kappa(x, y) = \theta(x - y) \exp \left(-\frac{x-y}{\tau_s}\right) \).

\[
\frac{d}{dt} u_{n,i}(t) = \frac{1}{\tau_s} \sum_j w_{n,ij} \kappa(t, t_j),
\]

where \( u_{n,i} \) is the membrane potential of the \( i \)th neuron of population \( n \), \( \tau_s \) the synaptic time constant and \( \theta(\cdot) \) the Heaviside function. A spike is emitted when the membrane potential crosses a threshold value \( u_{th} \). Since neurons spike only once here, no refractory periods are modelled. \( w_{n,ij} \) are synaptic weights from a pre-synaptic neuron population, with every neuron \( j \) emitting a single spike at fixed time \( t_j \). Relations are encoded by a N-dimensional vector of spike time differences \( \Delta_p \in \mathbb{R}^N \). The validity of a triple \((s, p, o)\), i.e., (subject \( s \), predicate \( p \), object \( o \)) or (entity \( s \), relation type \( p \), entity \( o \)), is evaluated based on the discrepancy between the spike time differences of the node embeddings, \( t_s - t_o \), and the relation embedding \( \Delta_p \) (Fig. 1B):

\[
d(s, p, o) = \|t_s - t_o - \Delta_p\|,
\]

where \( \| \| \) is the L1 norm. If a triple is valid, then the patterns of node and relation embeddings match, leading to \( d(s, p, o) \approx 0 \), i.e., \( t_s \approx t_o + \Delta_p \). If the triple is not valid, we have \( d(s, p, o) > 0 \), with higher discrepancies representing a lower validity score. Given a KG, such spike embeddings are found using gradient descent-based optimization with the objective of reconstructing the initial KG.

The proposed embedding method reaches similar performance levels than standard graph embedding algorithms on benchmark data sets. For instance, on the biomedical knowledge graph UMLS [23], a mean reciprocal rank (MRR) of 0.78 is reached, compared to 0.81 reached by the algorithm TransE [4]. MRR is a metric used to evaluate the performance of an algorithm on the link prediction task, which takes values between 0 and 1 (with 1 being the best, see [27] for a more thorough introduction).

2.2 Spike train embeddings

Alternatively, instead of using neuron populations, each node can be represented by the spike train of a single neuron. In this case, each neuron is allowed to spike more than once and hence, \( t_{n,i} \) represents the \( i \)th spike of the neuron\(^2\) representing entity \( n \).

\[
t_{n,i} = \sum_{j \leq i} t_{n,j} + \tau_{ref}.
\]

where \( \tau_{ref} \) is the neuron’s interspike intervals (obtained using Eq. 1) and \( \tau_{ref} \) its refractory period\(^3\). The embedding for relation \( p \), \( \Delta_{p,i} \), now encodes the expected spike time difference between the \( i \)th spike of two node-representing neurons (Fig. 1C). Using this notation, the validity of triples is again evaluated using Eq. 2, and embeddings are found by optimizing both the interspike intervals (by modifying the input weights \( w_{n,ij} \)) and relation embeddings via gradient descent. This method also reaches competitive performance levels on a variety of benchmarks, e.g., a MRR of 0.78 on

\(^2\)I.e., the spike train embedding \( t_n \) is given by a sorted vector of spike times.

\(^3\)More specifically, \( \tau_{ref} \) is the time to spike of neuron \( n \) after recovering from the refractory period. Thus, \( t_{n,i} \) does not include the refractory period itself yet.
2.3 Spiking graph neural networks

The previously described models only allow us to reason about concepts (i.e., entities) that have been present in the KG during training time. This can be relaxed by combining the time to first spike coding scheme (Section 2.1) with GNNs [17, 21, 28]. In modern GNNs, node embeddings are further enriched via neighbouring nodes using a convolution operator. For instance, in Fig. 2A,B, the orange node’s embedding is updated by aggregating (arrows) the embeddings of its neighbouring nodes (blue). This is similar to how the same 2D filter is applied pixel by pixel on an image in convolutional neural networks (Fig. 2A) – however, due to the irregular structure of graphs, the convolution operator has to, for example, be invariant under node permutations (Fig. 2B).

As long as we know some facts (i.e., triples) about a previously unseen entity, we can calculate its embedding using the GNN and reason about its relationship with other KG entities. The dynamics of the neurons encoding the enriched embeddings is given by

$$\frac{d}{dt} \mathbf{u}_n(t) = \frac{1}{t_s} \sum_{p \in \mathcal{P}} \sum_{j \in \mathcal{N}_n^p} \frac{1}{|\mathcal{N}_n^p|} W_p \mathbf{k}(t, t_j),$$  

(4)

where $\mathbf{k}$ is applied component-wise (i.e., $\mathbf{k}(x, y)_i = \kappa(x, y)_i$) and neurons spike when crossing the threshold $u_{th}$. $\mathcal{N}_n^p$ is a set containing all nodes connected to node $n$ via relation $p$, $| \cdot |$ denotes the number of elements in a set and $\mathcal{R}$ is the set of all relation types. $W_p$ are learnable, relation-specific weights (for relation type $p$). These dynamics directly mimic the graph convolution architecture [17, 21, 28]: to update the embedding of node $n$, the embeddings of its neighbouring nodes ($j \in \mathcal{N}_n^p$) are linearly mapped via relation-specific weights $W_p$ and averaged. This operation is applied to all nodes using shared weights (‘convolution’) to update every node embedding. The whole architecture is illustrated in Fig. 2C.

We found that the weights $W_p$ of the convolution operator can be kept constant (frozen), with the intuition being that the initial spike embeddings align themselves with the weights $W_p$ during training. This greatly reduces the complexity of our model and avoids synchronously updating the weights in the convolutional layers, which would conflict with the distributed design philosophy of most neuromorphic architectures.

A normal GNN architecture with frozen weights achieves competitive results on benchmark tasks, e.g., a MRR of 0.80 on UMLS and a MRR of 0.26 on FB15k-237. For the fully spiking system, due to long simulation times, we were only able to demonstrate that the model performs as well as other graph embedding models on smaller custom benchmarks.

Different from normal GNNs, our spike-based version calculates all iterations of the graph embeddings simultaneously. Usually, the calculation of embeddings is locked layer-wise, i.e., the embedding of each node has to be updated before progressing to deeper layers in the GNN. In our model, this is not the case: all layers operate in parallel.

UMLS and a MRR of 0.21 on the much larger KG FB15k-237 (based on Freebase [3]), which is again comparable to the values obtained via TransE.

However, for FB15k-237 this result was obtained using an abstract spiking neuron model that is faster to simulate, not an integrate-and-fire model, see [9] for details.
parallel, and final embeddings can be calculated even before some of the neurons in the initial layer have spiked, resulting in a novel and shallow way of encoding graph elements via spikes (see Fig. 3).

3 CONCLUSION

We present a framework for symbolic computing with spiking neurons based on KGs and graph embedding algorithms. Compared to previous approaches based on semantic pointers [8], our method allows the learning of semantically meaningful, low-dimensional and purely spike-based representations of graph elements. Due to the differentiability of our approach, such semantic representations can be trained end-to-end in unison with other differentiable models or architectures, such as multi-layer or recurrent SNNs, for specific use-cases, as demonstrated with our spiking GNN. In addition, by changing the scoring function (Eq. 2), alternative spike-based embedding schemes can be devised in future work that leverage gradient-based optimization in SNNs – similarly to how a variety of embedding schemes exist in the graph embedding literature [27].

The combination of symbolic data and spike-based computing is of particular interest for emerging neuromorphic technologies [11], as it bears the potential of opening up new data formats and applications. Thus, we are convinced that our work constitutes an important step towards not only enabling, but also exploring neuro-symbolic reasoning with spiking systems.
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