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ABSTRACT

The bi-encoder structure has been intensively investigated in code-switching (CS) automatic speech recognition (ASR). However, most existing methods require the structures of two monolingual ASR models (MAMs) should be the same and only use the encoder of MAMs. This leads to the problem that pre-trained MAMs cannot be timely and fully used for CS ASR. In this paper, we propose a monolingual recognizers fusion method for CS ASR. It has two stages: the speech awareness (SA) stage and the language fusion (LF) stage. In the SA stage, acoustic features are mapped to two language-specific predictions by two independent MAMs. To keep the MAMs focused on their own language, we further extend the language-aware training strategy for the MAMs. In the LF stage, the BELM fuses two language-specific predictions to get the final prediction. Moreover, we propose a text simulation strategy to simplify the training process of the BELM and reduce reliance on CS data. Experiments on a Mandarin-English corpus show the efficiency of the proposed method.

Index Terms—language-aware training, bilingual expert language model, text simulation, code-switching, speech recognition

1. INTRODUCTION

Language mixing, especially bilingual mixing, has become more prevalent with the increasing frequency of international exchanges. Bilingual mixing is also called code-switching (CS). And CS automatic speech recognition (ASR) has been studied more extensively \cite{1,2,3,4}.

Compared with large-scale monolingual data for monolingual ASR, CS ASR is limited by speech and transcribes, especially in the era of deep learning. There have been many studies on the lack of CS data problem \cite{5,6,7}. Recently, bi-encoder structure has become a popular direction and has received much attention \cite{8,9,10,11,12,13,14,15}. In this structure, two language-specific encoders are pre-trained by the corresponding monolingual data. Then the language-specific features are extracted and then fused by shared layers to get the mixture features with bilingual information. Thus, it can take advantage of large-scale monolingual data and reduces the dependence on CS data.

However, some previous works either do not use pre-trained monolingual ASR models (MAMs) \cite{9,12,14}, or use MAMs with restrictions on the model structures but do not fully use the pre-trained parameters \cite{8,10,11,13,15}. This means that these methods cannot timely and fully utilize the pre-trained MAMs for CS ASR.

In this paper, we propose a monolingual recognizers fusion method to fuse two pre-trained MAMs for CS ASR to solve the above problem. It can be divided into the speech awareness (SA) stage and the language fusion (LF) stage. In the SA stage, two independent MAMs predict the corresponding language-specific predictions to two independent MAMs. To keep the MAMs focused on their own language, we further extend the language-aware training strategy in \cite{15} to the MAMs. Meanwhile, the data from another language can also be used in the training of MAMs. In the LF stage, two language-specific predictions are fused by BELM to get the final prediction. In addition, to simplify the training process of BELM and decouple the SA stage and LF stage, we propose a text simulation strategy and make it possible for BELM to take advantage of massive text data. The experiments show that our method can directly leverage two pre-trained MAMs and can process CS ASR task even without fine-tuning two pre-trained MAMs on the CS data. And we get significant improvement by using two open-source pre-trained MAMs, which are trained by Wenetspeech \cite{16} and Gigaspeech \cite{17}, respectively.

The rest of this paper is organized as follows. In Section 2, we describe our methods, including the language-aware training strategy for MAMs, the model architecture, and the text simulation strategy. In Section 3, we introduce the dataset, experimental setup, and the evaluation of our method. Finally, we conclude this paper and discuss the future work in Section 4.
2. MONOLINGUAL RECOGNIZERS FUSION

2.1. Language-aware training for MAMs

Unlike previous works [13, 14, 15] only use the language-aware training strategy for the language-specific encoders of the mixture model. In our work, we further extend the language-aware training strategy to MAMs, like Fig.1, then two MAMs are trained independently, even though they have different structures, and using the entire pre-trained parameters is more conducive to fully utilize monolingual data than only using the part of pre-trained parameters. And this makes it possible to use the data of another language for training the MAMs.

![Fig. 1. Language-aware training for MAMs. “*” represents the token “unk”.

For the language-aware training, the English and Mandarin tokens in the targets are masked by a special token to generate Mandarin-specific and English-specific targets, respectively. In this work, We use the out-of-vocabulary (OOV) token “unk” as this special token like [15]. After the language-aware training, the MAMs pay more attention to the corresponding language while ignoring the more complex knowledge of another language.

2.2. Model architecture

The model architecture is shown in Fig.2. It contains two stages: in the SA stage, two language-specific predictions \( S_M \) and \( S_E \) are predicted by two MAMs according to the acoustic features \( x \); in the LF stage, the final result \( S \) will be obtained by the BELM according to \( S_M \) and \( S_E \).

\[
S_M = \text{MandarinASR}(x) \\
S_E = \text{EnglishASR}(x) \\
S = \text{BELM}(S_M, S_E)
\]

We use the attention-based encoder-decoder (AED) architecture for BELM. For the input of BELM, we concatenate two language-specific predictions and use a special label, “blank”, in the middle for segmentation. During training, the decoder adopts the training strategy of teacher-forcing. During decoding, the hypotheses are decoded auto-regressively.

2.3. Text simulation

When training BELM, the CS speech of the training set needs to be decoded by two MAMs to generate language-specific predictions. Then they are used with the targets to train the BELM. To simplify the training process of BELM, we propose a text simulation strategy to generate the two language-specific predictions like Fig.3.

![Fig. 2. Model architecture. “M*” and “E*” represent the current token from Mandarin vocabulary or English vocabulary, respectively.

Fig. 3. Text simulation strategy.

To simulate Mandarin-specific predictions, we replace the English token in the text with a randomly selected token in the Mandarin vocabulary or “unk” with 50% probabilities, respectively. Do the same corresponding operation to simulate English-specific predictions.

In addition, the text simulation strategy can make the SA stage and the LF stage decoupled and optimized separately so that the BELM can fully use the existing large-scale text data, thereby improving the model’s performance.

3. EXPERIMENTS

3.1. Dataset

We conduct all our experiments on the ASRU 2019 Mandarin-English code-switching challenge data [18], which consists of about 500 hours of Mandarin speech and 200 hours of intersentential code-switching speech for training. There are about
20 hours of speech for the development set and test set, respectively. They are all collected by smartphones in quiet rooms. The transcripts cover many common fields, including entertainment, travel, daily life, and social interaction. For English data, we use 460 hours of speech as English training set, which is the subset of Librispeech [19].

3.2. Experimental setup

There are 3243 Chinese characters for the Mandarin modeling units, which are all from the transcripts of AISHELL-1 [20] training set, and we discarded those characters whose frequency is less than 5. There are 1000 English BPE tokens for English modeling units, which are all from the transcripts of Librispeech [19] training set. In addition, there are other three special tokens “blank””, “unk” and “sos/ eos”. And the “unk” is used for masking the tokens of another language during the language-aware training, and “blank” is used for the segmentation of two language-specific predictions to generate the input of BELM.

For the MAMs, we extract 80-dimensional log-Mel filter-banks with a window size of 25 ms and a step size of 10 ms as the acoustic features. We normalize the features in the time dimension for each sentence. The SpecAugment [21] is applied with 2 frequency masks ($F = 10$) and 3 time masks ($T = 50$) during all training stage. All MAMs are trained for 50 epochs. The maximum number of frames in one batch is 10K. The input features are sub-sampled to one quarter at the time dimension by a 2-layer convolution neural network. For the CTC-based architecture, each MAM has a 12-layer Conformer [22] encoder, and we use greedy search for decoding. For the AED architecture, a bi-decoder [23] is added on the basis of the CTC-based architecture, for a 3-layer left-to-right Transformer decoder (L2R) and a 3-layer right-to-left Transformer decoder (R2L). We use the attention rescoring decoding strategy for decoding, with CTC prefix beam search, and the beam size is 10. The weight of CTC is set to 0.3 and 0.5 during training and decoding, respectively. The weight of R2L is set to 0.3 during training and decoding.

For the BELM, it has a 4-layer Conformer encoder and 2-layer Transformer decoder. Unlike MAMs, the BELM does not have the CTC layer. We train the BELM with teacher-forcing strategy for 100 epochs, and the batch size is set to 64. The BELM decoding auto-regressively with a beam size of 10.

For the MAM and BELM, the common sets are as follows. The attention dimension is 256 with 4 heads, and the feedforward dimension is 1024. The kernel size of the convolution module in the Conformer block is 15. The models are optimized by the adam optimizer. The warmup strategy is used for the first 5 epochs with a maximum learning rate of 0.001. The dropout and label smoothing is set to 0.1 to avoid overfitting. The gradient clipping threshold is set to 5. After training, the last 5 checkpoints are averaged for decoding.

We report a mix error rate (MER) for the CS test set with the character error rate (CER) for the Mandarin part and the word error rate (WER) for the English part.

3.3. Evaluation of the proposed method

We conduct experiments on two different model architectures. The experimental results of different models are shown in Table 1.

Table 1. Performance (MER%) of different models. “CS” means the model is trained by CS training set, “All” means the model is trained by the set, which is the combination of Mandarin, English and CS training sets.

| Architecture | Model Type | MER |
|--------------|------------|-----|
| CTC          | baseline (CS) | 15.83 |
|              | baseline (ALL) | 13.01 |
|              | PT          | 24.83 |
|              | FT          | 12.33 |
|              | baseline (CS) | 12.80 |
|              | baseline (ALL) | 10.67 |
| AED          | baseline (CS) | 22.95 |
|              | baseline (ALL) | 20.40 |
|              | OSPT        | 16.40 |
|              | OSFT        | 7.76 |

The baseline models adopt the single encoder. It is observed that when adding two monolingual data, the model performs better than only using the CS data for training. It indicates that monolingual data helps the model learn more monolingual information and improve the performance in their corresponding language, further improving the performance in the CS scenario.

As shown in Table 1 when using pre-trained (PT) MAMs, we can process CS ASR tasks by only training BELM. However, previous works must train the mixture ASR model with CS data. Training BELM is faster than the mixture ASR model. After fine-tuning (FT) MAMs on the CS data by the language-aware training strategy, the proposed method outperforms the corresponding baseline under both architectures.

As shown in the last two rows of Table 1 we use two open-source pre-trained MAMs (OSPT), which are trained by 1w hours of Mandarin data Wenetspeech [16] and 1w hours of English data Gigaspeech [17], respectively. As shown in the OSPT in Table 1, we can obtain 16.40% MER by directly using open-source pre-trained MAMs and only training BELM. After fine-tuning open-source pre-trained MAMs on the CS training set (OSFT), we can obtain the MER of 7.76%, which is a significant improvement over all the baselines and shows the effectiveness of the proposed method.
Table 2. The predictions of two MAMs and BELM in OSPT and OSFT. We select two examples. “U” represents the OOV token “unk”.

| Type | Example 1 | Example 2 |
|------|-----------|-----------|
| GT   | 非常 interpreter friendly 以及每次口译 第一首歌 sleep tight 非常应景 | 非常 interpreter friendly 以及每次口译 第一首歌 斯科特非常应劲 |
| OSPT | fe ta interpreter or friendship it means the usual girl sleep tight fa al in g | 非常 interpretation 可以及每次口译 第一首歌 sleep tight 非常应景 |
| OSFT | U U interpreter or friendly U U U U U U U U U U sleep tight U U U U | 非常 interpreter or friendly 以及每次口译 第一首歌 sleep tight 非常应景 |

Table 3. Performance of the BELM in OSPT and OSFT.

| Type | Model | CER | WER | MER |
|------|-------|-----|-----|-----|
| OSPT | Mandarin | 19.87 | - | - |
|      | English | 62.94 | - | - |
|      | BELM   | 10.23 | 67.00 | 16.40 |
| OSFT | Mandarin | 4.16 | - | - |
|      | English | 20.30 | - | - |
|      | BELM   | 5.08 | 29.77 | 7.76 |

3.4. Performance of BELM

As shown in Table 2, the BELM always brings some losses based on two language-specific predictions from MAMs. We think there are three reasons: first, the training data is limited for BELM; second, the text during training with high accuracy, but the text during testing has more noise, and then there is a large mismatch between the test and training; third, there is only text information but no speech information. Like Example 1 in the OSPT of Table 2, BELM change “friend ly” to “可(kē)” according to the contextual information, because “可(kē)” is a common word in Mandarin.

As shown in Table 2, the BELM improves the performance of Mandarin-specific predictions in OSPT. Although the input text is incorrect, it contains certain pronunciation and context information. Due to the powerful modeling ability of BELM, it can correct some tokens. Like Example 2 in the OSPT of Table 2, BELM corrects the “劲(jìn or jing)” to “景(jǐng)”, because they have similar pronunciation and “应(yīng)景” is more frequent than “应劲” in Chinese.

3.5. Results of text simulation

From Table 4, we can see that compared with using the predictions of two MAMs to train the BELM, the text simulation strategy has dropped significantly in the model type of PT. It is because MAM tends to recognize the tokens in another language with similar pronunciation. However, the text simulation strategy can not simulate this situation well. It leads to a big mismatch between the training and test of BELM.

However, it only has a slight decline when the model type is FT. This is because we mapped the token to “unk” with a large probability in the text simulation strategy. At the same time, the MAMs predict more accurately after fine-tuning them on the CS data. Mapping the language-specific predictions of FT models into the correct text is less complex.

In conclusion, we believe that this strategy has more excellent application prospects. It can simplify the training process of BELM and decouple the LF stage and SA stage, then we can take the advantage of large amounts of text data.

Table 4. Performance (MER%) of the proposed method by using text simulation strategy under different models.

| Architecture | Model Type | MER |
|--------------|------------|-----|
| CTC          | PT         | 36.47 |
|              | FT         | 14.08 |
| AED          | OSPT       | 35.53 |
|              | OSFT       | 8.32  |

4. CONCLUSION AND FUTURE WORK

In this paper, we proposed the monolingual recognizers fusion method to timely and fully used existing two pre-trained MAMs for CS ASR tasks. The experimental results show that our method exceeds the baseline under the CTC and AED architectures. After applying the open-source pre-trained MAMs, which are trained by 1w hours Mandarin and English corpus, respectively, the MER of the CS test set improves to 7.76%. In addition, we further propose a text simulation strategy to simplify the training process, which can decouple the LF stage from the SA stage and make it possible to use large-scale text.

For future work, we plan to try this method on a larger corpus. We will explore the feasibility of our method without using CS data. And using pre-trained language models for the LF stage to improve the performance.
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