Spin-lattice relaxation is a key open problem to understand the spin dynamics of single-molecule magnets and molecular spin qubits. While modelling the coupling between spin states and local vibrations allows to determine the more relevant molecular vibrations for spin relaxation, this is not sufficient to explain how energy is dissipated towards the thermal bath. Herein, we employ a simple and efficient model to examine the coupling of local vibrational modes with long-wavelength longitudinal and transverse phonons in the clock-wise spin qubit $[\text{Ho}(\text{W}_2\text{O}_{18})_2]^{9-}$. We find that in crystals of this polyoxometalate the vibrational mode previously found to be vibronically active at low temperature does not couple significantly to lattice phonons. This means that further intramolecular energy transfer via anharmonic vibrations is necessary for spin relaxation in this system. Finally, we discuss implications for the spin-phonon coupling of $[\text{Ho}(\text{W}_2\text{O}_{18})_2]^{9-}$ deposited on a MgO (001) substrate, offering a simple methodology that can be extrapolated to estimate the effects on spin relaxation of different surfaces, including 2D materials.

Introduction

Molecular magnetism is a field that has seen remarkable progress over the last three decades. This has resulted in a rich bibliography that covers hundreds of coordination complexes and requires specialized data science tools to properly visualize the experimental results.\cite{14} Starting from single-molecule magnets (SMMs) based on transition metal clusters,\cite{15} the discovery of the so-called single-ion magnets (SIMs), mainly based on lanthanides, allowed the obtention of improved magnetic properties, which stem from the intrinsically large magnetic moment and spin-orbit coupling. The obtention of improved magnetic properties, which stem from the intrinsically large magnetic moment and spin-orbit coupling, allowed rising the hysteresis temperature from 60 K to 80 K in systems with the highest hysteresis temperatures are being actively investigated, in terms of whether Orbach or Raman are the dominant processes.\cite{21,22} However, there is still an open question in determining how local vibrations couple with lattice phonons to allow for the energy to flow from the spins of the molecule to the thermal bath of the solid. More generally, understanding the coupling between spin states, molecular vibrations and lattice phonons will also help to understand the dynamics of molecular ferroelectric\cite{23} and hybrid molecular solid-state materials.

A recent work combining 4D Inelastic Neutron Scattering (4D-INS) with DFT calculations has demonstrated that explicit analysis of phonon eigenvectors is necessary to properly estimate spin-phonon coupling. This involves not only localized molecular vibrations, related to optical phonon, but also extended lattice vibrations, also known as acoustic phonons.\cite{24} The participation of low-lying optical phonons, i.e. molecular vibrations, in spin relaxation is more obvious, since the distortions couple strongly with the spin Hamiltonian. Less obvious, but also crucial, is the consideration of anticrossings between low-lying optical branches and acoustic phonons. These can be experimentally detected only involved precisely a judicious modification of the ligands, not to rise the barrier but to eliminate a vibronically active vibrational mode, i.e. a mode that coupled significantly to spin states.\cite{9,16,17} It has been shown in different ways that spin states in magnetic molecules couple most strongly with local vibrations,\cite{10,11,19} rather than with lattice phonons as is the case for other magnetic solids.\cite{20} Moreover, the details of the spin relaxation mechanism in systems with the highest hysteresis temperatures are being actively investigated, in terms of whether Orbach or Raman are the dominant processes.\cite{21,22} However, there is still an open question in determining how local vibrations couple with lattice phonons to allow for the energy to flow from the spins of the molecule to the thermal bath of the solid. More generally, understanding the coupling between spin states, molecular vibrations and lattice phonons will also help to understand the dynamics of molecular ferroelectric\cite{23} and hybrid molecular solid-state materials.
by measuring phonon dispersions and it is well-known that can cause a decrease on the phonon lifetime. The mixing of optical and acoustic phonon eigenvectors due to these anticrossings results in an effective communication of the spin states with the thermal bath, thus enhancing magnetic relaxation in molecular nanomagnets and reducing $T_1$ in molecular spin qubits.

In order to advance towards a solution, it seems adequate to start from a model molecular nanomagnet that has been extensively studied in the past few years. For that, we focus our attention on $[\text{Ho(W}_2\text{O}_{18})_2]^{9-}$, a polyoxometalate system that displays so-called Atomic Clock Transitions, which protect qubit states from magnetic noise. This allows for coherent operation at high concentrations. Over the years, the spin energy level structure of this system has been widely characterized, both from the experimental and theoretical points of view. In particular, recent studies have been able to determine the couplings between spin states and molecular vibrations or distortions. In particular, a theoretical characterization at CASSCF level has been employed to rationalize experiments of quantum coherent electrical control of spin,[35] and magneto-infrared spectroscopy.[36] In Liu et al.[37] the molecular structure was distorted by applying an external electric field, and the coupling of this distortion with the Crystal Field Hamiltonian was modeled by expanding it in the basis of normal modes of vibration. A first principles model was able to reproduce the experimentally determined effect of the electric field on the tunneling gap. In Blockmon et al.[38] modelling of vibronic coupling allowed us to reproduce the observed dependence of the infrared spectra at rising magnetic fields. Starting from these successful schemes for the vibronic coupling in $\text{Na}_3[\text{Ho(W}_2\text{O}_{18})_2] \cdot 35\text{H}_2\text{O}$, herein we develop a theoretical model to explore the missing link between local vibrations and the thermal bath, namely vibronic-phonon coupling.

**Results and discussion**

**Modelling vibronic-phonon coupling**

Previous analyses in $[\text{Ho(W}_2\text{O}_{18})_2]^{9-}$ have identified the more crucial vibronically active vibrations.[39] Specific $M_f$ spin energy levels couple to various $\text{HoO}_3$ rocking and stretching modes. This includes asymmetric $\text{HoO}_8$ stretching with cage tilting, and, in particular, the vibrational mode $n=1$, presenting the lowest vibrational frequency $v=8.6$ cm$^{-1}$ (Fig. 1). This mode can be approximated as a torsion along the near-$C_4$ molecular axis, where the upper moiety rotates clockwise while the lower one rotates anti-clockwise. At the low temperature range, relevant for the clock transition experiments, this vibration is involved in the thermal dependence of the spin-lattice relaxation rate $T_1$. The vibronic coupling $S_n$ for a dense spectrum of vibronically active vibrations, as calculated in that work, is represented in Fig. 1. The key question is therefore whether all these vibrational modes, and in particular $n=1$, couple directly to phonons.

A conceptual cornerstone of the model employed in the present work is the fact that we deal with phonons of long-wavelength, which we assume to (i) not depend on the molecular details and (ii) couple only weakly to spin states. To model this kind of phonons one can employ the same approach described previously in the context of strong and weak interacting two level systems in disordered solids.[40] This is based on the generally accepted idea that it is often a convenient approximation to distinguish between “longitudinal” and “transverse” acoustic phonons, although in practice they are not pure.[41]

Let us say we want to model the effect on a local excitation of a phonon field $\mu_{\alpha \beta}$, where $\alpha = x$ is the unit vector of the phonon amplitude and $\beta = x$ is the unit vector of the phonon propagation direction. For simplicity we can take as an example the longitudinal phonon $\mu_{xx}$ along $x$. Assuming that the phonon has a long-wavelength compared with our local excitation, we can just employ a homogeneous lattice contraction by a fraction $b$ along crystallographic direction $x$ to mimic the effect of a longitudinal phonon along the same coordinate. The distorted molecular coordinates $d_\alpha$ can be defined by considering, for each atom, the equilibrium coordinates $e_\alpha$ and the distortion $b$, which is proportional to the position $e_\beta$ along the propagation vector $\beta$:

$$d_\alpha = e_\alpha + b \cdot e_\beta \quad (1)$$

The application of a longitudinal phonon $\mu_{xx}$ to an atom with equilibrium coordinates $(e_x, e_y, e_z)$ results in the distorted coordinates $(e_x + b \cdot e_x, e_y, e_z)$. An example for a transverse phonon let us take $\mu_{zz}$, which results in the distorted coordinates $(e_x + b \cdot e_z, e_y, e_z)$ (see Fig. 2). Three longitudinal phonons $\mu_{xx}, \mu_{yy}, \mu_{zz}$ and six transverse phonons $\mu_{x\alpha}, \mu_{y\alpha}, \mu_{z\alpha}$ and six transverse phonons $\mu_{x\alpha}, \mu_{y\alpha}, \mu_{z\alpha}$ can be constructed in this way. Locally, each of the three longitudinal phonons acts like a uniaxial strain, while each of the six transverse ones acts as a shear strain. This permits an exploration of the long-wavelength part of the phonon spectrum employing just 9 model phonons. Figure 2 illustrates the relation between phonon amplitude and atomic position for the example of a transverse phonon $\mu_{xx}$, as well as the qualitative effect of such a phonon on the molecular anion $[\text{Ho(W}_2\text{O}_{18})_2]^{9-}$, where we take as a criterion that the long axis of the molecule defines the $x$ axis.

To facilitate comparisons one can impose a normalizing condition to the phonon displacements so that the product $\bar{\mu}_{\alpha \beta} \cdot \bar{\mu}_{\alpha \beta} = 1$ for any $\alpha, \beta$. The vibronic-phonon coupling $S(\mu_{xx, \alpha \beta})$ is simply calculated as the scalar product between the normalized displace-
many vibrations couple significantly to at least a type of phonon, of the idealized phonons we defined, it is immediate to see that for a normal mode that has the exact displacement vector as one vibration to our 9 model phonons (for full details, see Supplementary Information). Figure 3 shows the coupling of each molecular normal mode of the molecule in different substrates. Although challenging, alternative chemical strategies such as the use of α-cyclodextrins rings, which have been experimentally combined with polyoxopalladates or rotaxanes that can form surface-attached rotaxanes on gold substrates, can be proposed in order to stabilize an off-plane orientation of the molecular axis, which would minimize vibronic-phonon coupling in this molecule, as we have estimated in this work. More generally, this kind of efficient calculation could offer a set of preliminary guidelines in order to reduce the coupling between vibronically active molecular vibrations and surface phonons when the magnetic molecules are deposited onto bidimensional substrates, such as graphene or transition metal dichalcogenides in which charge density waves play an essential role.

Conclusions

Considerable progress has been made in the modelling of spin-lattice relaxation in molecular spin qubits and molecular nanomagnets. However, most of the state-of-the-art models are still essentially zero-dimensional and thus fundamentally unable of describing the energy dissipation to the thermal bath, and only extremely challenging combinations of state of the art experiments and theory can explicitly unveil these mechanisms. We
have employed a model to offer an estimate of the coupling between local vibrational modes and long-wavelength phonons to the clock-like spin qubit Na$_9$HoW$_{10}$O$_{36}$·xH$_2$O. We found that the first vibrational mode, which presents significant vibronic coupling and had been attributed to play a crucial role in spin-lattice relaxation does not couple significantly to long-wavelength lattice phonons, neither longitudinal nor transverse, thus revealing that further intramolecular energy transfer via anharmonic vibrations is involved in the spin relaxation process. As a more general insight, this simple model provides information on the relation of molecular vibrations vis-à-vis long-wave phonons. This can be obtained from a very efficient calculation and even in some cases from visual inspection and can be of interest in the design of more robust molecular nanomagnets and spin qubits. This can be especially valuable for the case of single molecules deposited on well-known surfaces, where experiments are challenging and can benefit from theoretical insights.
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