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The spin coherence phenomena and the possibility of their observation in nanomagnetic insulators attract more and more attention in the last several years. Recently it has been shown that in these systems in large transverse magnetic field there can be a fairly narrow "coherence window" for phonon and nuclear spin-mediated decoherence. What kind of spin dynamics can then be expected in this window in a crystal of magnetic nanomolecules coupled to phonons, to nuclear spin bath and to each other via dipole-dipole interactions? Studying multispin correlations, we determine the region of parameters where "coherent clusters" of collective spin excitations can appear. Although two particular systems, namely crystals of Fe$_8$-triazacyclonane and Mn$_{12}$-acetate molecules, are used in this work to illustrate the results, here we are not trying to predict an existence of collective coherent dynamics in some particular system. Instead, we discuss the way how any crystalline system of dipole-dipole coupled nanomolecules can be analyzed to decide whether this system is suitable for attempts to observe coherent dynamics. The presented analysis can be useful in the search for magnetic systems showing the spin coherence phenomena.

PACS numbers:

I. INTRODUCTION

In the last decade the quantum tunneling phenomenon in nanomagnetic insulators has been attracting extensive interest. Many experiments have been done to study the tunneling relaxation in the ensembles of magnetic molecules with central molecular spins $\vec{S}_i$. These molecules couple to each other via dipole-dipole interactions to phonons and to nuclear spins. The early study of these systems in a low temperature regime has been concentrated mainly on the incoherent tunneling in low transverse fields, when the magnitude of the ground state tunneling splitting $2\Delta_o$ (produced by the tunneling between two potential wells separated by a barrier of magnetic anisotropy; $\Delta_o$ is the tunneling matrix element) is small in comparison with the parameters describing interactions with environment providing anomalously high decoherence. During last several years more attention has been paid to the spin coherence phenomena.

As it has been shown recently in nanomagnetic insulators in large transverse fields, where $\Delta_o(H^z)$ increases, there can be a field region ("coherence window") in which both phonon and nuclear spin-mediated decoherence are drastically reduced (electronic decoherence in magnetic insulators is absent). The existence of such coherence window is important both for fundamental physics (attempts to find materials showing coherent spin tunneling phenomenon) and for quantum device engineering (attempts to make a solid-state qubit).

At very low temperature each molecule with large central spin $\vec{S}_i$ can be modelled as a two-level system (Appendix A), whose Hamiltonian $H_i = -\Delta_i \hat{t}_i^e - \xi_i \hat{t}_i^o$ operates in a subspace of only two lowest states of $\vec{S}_i$. With $\Delta_i$ and $\xi_i$ being the ground state tunneling matrix element and the longitudinal bias acting on $i$-th molecule, this two-state representation is valid only if $\Delta_i$ is small in comparison with the spin gap $E_g$ to the next levels. For example, in two well-known central spin $|\vec{S}| = 10$ systems, Fe$_8$-triazacyclonane (Fe$_8$) and Mn$_{12}$-acetate (Mn$_{12}$), this condition is met since $E_g \sim 5$ K and $\sim 11$ K respectively while the values of a zero-field tunneling splitting are $\sim 10^{-7}$ K and $\sim 10^{-11}$ K.

Suppose that molecules do not interact with each other. Then the central spin of any molecule can oscillate between states $|\uparrow\rangle$ and $|\downarrow\rangle$ and this process is described by the probability $P_{\uparrow\downarrow}(t)$. If $\Delta >> \xi$, the amplitude of these oscillations is $\approx 1$. If the central spin of each molecule is also isolated from its nuclear subsystem and from the phonon thermostat, the tunneling oscillations, being coherent, can last for an infinitely long time. Interactions with the nuclear spin and the phonon thermostats lead to decoherence and, after the so-called decoherence time $\tau_{\phi}$, coherence will be suppressed and oscillations will disappear.

The decoherence "quality factor", giving an estimation for the number of coherent oscillations in the system before coherence will be suppressed, is $Q_{\phi} \sim 1/\gamma_{\phi}$, where $\gamma_{\phi} = \hbar/(\Delta_o \tau_{\phi})$ is the dimensionless decoherence rate. The contributions to the decoherence time $\tau_{\phi}$ from interactions with the nuclear spins and phonons ($\tau_{\phi}^{nu}$ and $\tau_{\phi}^{ph}$, respectively) are

$$\frac{1}{\tau_{\phi}^{nu}} = \frac{E_g^2}{2\Delta_o\hbar}, \quad \frac{1}{\tau_{\phi}^{ph}} = \frac{2\Omega^2 \Delta_o^3}{\Theta_D} \coth(\Delta_o/k_B T),$$

where $E_g$ is the half-width of the Gaussian distribution of the hyperfine bias energies; $\Theta_D$ is the Debye energy; and $\Omega_o \sim E_g$ is the energy of small oscillations in the potential wells.
The goal of the present work is to study the spin dynamics in ensembles of dipole-dipole coupled magnetic molecules in the coherence window for the nuclear spin and phonon degrees of freedom at times \( t < \tau_{np} \),

\[
\tau_{np} = \min \{ \tau_{np}^{\text{nu}}, \tau_{np}^{\text{ph}} \}.
\]  

(2)

Namely, in this work we would like to study the internal dynamics of a temperature equilibrated system, but not the dynamics induced by the artificial preparation of a system at \( t = 0 \), say, in state \( |\uparrow\uparrow\ldots\uparrow\rangle \) (the analysis of the latter problem will be presented separately). From now on, for the sake of brevity, the coherence window will be called the NPC-window (nuclear spins and phonons coherence window). To illustrate the results, all particular calculations will be based on the parameters for two systems, namely, for crystals of \( Fe_8 \) and \( Mn_{12} \) molecules.

II. HAMILTONIAN AND INTERACTIONS

At very low temperatures a set of molecules with central molecular spins \( |\vec{S}_i\rangle = S \) coupled to each other via the dipole-dipole interaction can be described by the effective Hamiltonian:

\[
H = \sum_i (-\Delta_i \hat{\tau}_i^z - \xi_i^m \hat{\tau}_i^z) + \frac{1}{2} \sum_{ij} \hat{V}_{dd}(\vec{r}_{ij}),
\]  

(3)

where \( \hat{\tau}_i^z \) and \( \hat{\tau}_i^x \) are the Pauli matrices; \( \Delta_i \) is the tunneling matrix element; and \( \xi_i^m \) is the bias acting on \( i \)-th molecule from external and nuclear fields. The last term in (3) describes the dipolar coupling between pairs of molecules, separated by distance \( |\vec{r}_{ij}| = |\vec{r}_i - \vec{r}_j| \):

\[
\hat{V}_{dd}(\vec{r}_{ij}) = \frac{E_D}{|\vec{r}_{ij}|^3} \left( \hat{\tau}_i^x \hat{\tau}_j^x - 3 \frac{\hat{\tau}_i^z \hat{\tau}_j^z}{|\vec{r}_{ij}|^2} \right),
\]  

(4)

where \( E_D = (\mu_0/4\pi)\mu_B^2\mu_B S^2; \mu_0/4\pi = 10^{-7} N/A^2 \) (in the SI system of units); \( \mu_e \) is the electronic \( g \)-factor; and \( \mu_B \) is the Bohr magneton.

Note that in (3) describes the dipolar coupling between pairs of molecules, separated by distance \( |\vec{r}_{ij}| = |\vec{r}_i - \vec{r}_j| \):

\[
\hat{V}_{dd}(\vec{r}_{ij}) = \frac{E_D}{|\vec{r}_{ij}|^3} \left( \hat{\tau}_i^x \hat{\tau}_j^x - 3 \frac{\hat{\tau}_i^z \hat{\tau}_j^z}{|\vec{r}_{ij}|^2} \right),
\]  

(4)

where all \( V_{dd}^{\alpha\beta}(\vec{r}_{ij}) \) can be obtained from Eq. (4). The \( i \)-th bias energy \( \xi_i^m \) in (3), as it is written, contains contributions only from the longitudinal external and nuclear fields. The dipolar contribution to the total bias \( \xi_i \) acting on \( i \)-th molecule can be written in the form \( \xi_i^d = -g_e \mu_B S_i^z \hat{H}_i^z(dip) \) and the longitudinal dipolar filed \( \hat{H}_i^z(dip) \) at \( i \)-th site is:

\[
\hat{H}_i^z(dip) = \sum_{j \neq i} \frac{F_D}{|\vec{r}_{ij}|^3} \left( \frac{\hat{\tau}_j^z x_{ij} + \hat{\tau}_j^x z_{ij}}{|\vec{r}_{ij}|^2} \right),
\]  

(8)

where \( F_D = (\mu_0/4\pi)g_e \mu_B S \) and \( x_{ij}, z_{ij} \) are the corresponding components of vector \( \vec{r}_{ij} \).

(1) The "central spin" Hamiltonians for \( Fe_8 \) and \( Mn_{12} \) molecules. Below \( \sim 10 K \) for \( Fe_8 \) and below \( \sim 40 K \) for \( Mn_{12} \) these molecules are described by two similar \( S = 10 \) Hamiltonians of magnetic anisotropy:

\[
H_S^{(Fe)} = -DS_z^2 + ES_z^2 + K_4(S_z^4 + S^4) - g_e \mu_B \hat{H}_S^z,
\]  

(5)

with \( D/\mu_B = 0.23 K, E/\mu_B = 0.094 K, \) and \( K_4/\mu_B = -3.28 \times 10^{-5} K \); and

\[
H_S^{(Mn)} = -DS_z^2 - K_4 S_z^4 + K_4(S_z^4 + S^4) - g_e \mu_B \hat{H}_S^z,
\]  

(6)

with \( D/\mu_B = 0.548 K, K_4/\mu_B = 1.17 \times 10^{-3} K, \) and \( K_4/\mu_B = 2.2 \times 10^{-5} K \).

Note that in the \( Fe_8 \) system the tunneling splitting \( \Delta_o(\hat{H}^z) \) and its period of oscillations with \( \hat{H}^z \) have been measured, while in the \( Mn_{12} \) system these parameters have never been measured. The latter makes it rather problematic to verify the value of the tunneling splitting obtained directly from the Hamiltonian (3).

However, we would like to study the region of large transverse fields where \( \Delta_o(\hat{H}^z) \) is already large (although \( \Delta_o << E_g \) and is less sensitive to some variations of the anisotropy constants) (moreover, at some stage we start to make estimations rather than exact calculations). Thus, in what follows we use the Hamiltonians (5) and (6) for \( Fe_8 \) and \( Mn_{12} \) molecules.

(2) Dipolar interactions. For the sake of definiteness we apply a transverse magnetic field along the x-axis, so that only the \( S_z \) and the \( S^\perp \) projections of the total molecular spin \( \vec{S}_i \) are nonzero. Therefore, the interaction term \( \hat{V}_{dd} \) can be rewritten as:

\[
\hat{V}_{dd}(\vec{r}_{ij}) = \sum_{\{\alpha,\beta\}=(x,z)} V_{dd}^{\alpha\beta}(\vec{r}_{ij}) \hat{S}_i^\alpha \hat{S}_j^\beta,
\]  

(7)

Coherence window for the nuclear spin and phonon channels of decoherence opens up at high transverse fields, where the value of the tunneling splitting becomes large in comparison with the parameters describing interactions of the central spin with the environment. At these conditions all \( \Delta_i \) in a sample are approximately the same and for brevity can be replaced (where it is reasonable) by one parameter \( \Delta_o \), whose transverse field dependence \( \Delta_o(\hat{H}^z) \) can be calculated using the corresponding molecular Hamiltonian for the central spin \( \vec{S}_i \). For both the \( Fe_8 \) and the \( Mn_{12} \) molecules these Hamiltonians are (approximately) known.
the same (comparing the longitudinal field distributions for polarized and depolarized samples at $H^z = 4.8$ T in Fig.1 of Appendix B, one can see that they are nearly the same). This parameter can be calculated numerically for any sample.

(3) Hyperfine interactions. The interactions of the central molecular spin $\hat{S}_i$, with the nuclear spin bath lead to the “spread” of each molecular spin state characterized by the half-width $E_o$ of the Gaussian distribution of the hyperfine bias energies $\xi_N$. For $N_n$ nuclear spins $I_k$ in each molecule, one finds $E_o^2 = \sum_{k=1}^{N_n} (I_k + 1) I_k |\omega_k|^2 / 3$, where $|\omega_k|$ are the (longitudinal) couplings between the central spin and each $k$-th nuclear spin. Knowledge of all nuclear moments and positions of all nuclei in the molecule allows one to calculate all these coupling constants and $E_o$.

(4) The transverse magnetic field behavior of important parameters. The ground state $|\uparrow\rangle$ (symmetric) and the excited state $|\downarrow\rangle$ (antisymmetric) of Hamiltonian (A1) are separated by the energy gap $2\varepsilon_i = 2(\Delta_0^2 + \xi_i^2)^{1/2}$. At low temperatures ($k_B T < \Delta_0$) in the limit $\Delta_0 \gg \xi_i$ in a temperature equilibrated sample most of molecules are in states $|\uparrow\rangle$. Then, calculating matrix elements $\langle \uparrow | \hat{r}_i^z | \uparrow \rangle = \xi_i / \varepsilon_i$ and $\langle \uparrow | \hat{S}_i^z | \uparrow \rangle = \Delta_0 / \varepsilon_i$, for $\Delta_0 \gg \xi_i$ one finds $\langle \uparrow | S_i^z | \uparrow \rangle \rightarrow 0$ and $\langle \uparrow | S_i^y | \uparrow \rangle \rightarrow S$. Thus, as $\Delta_0$ increases with the transverse field, both $W_D$ and $E_o$ should decrease.

![FIG. 1: Fe$_8$ crystal (cluster of 50$^3$ Fe$_8$ molecules, for details see Appendix B). The curves are: circles - half-width $W_D$ of the dipolar bias distribution vs transverse field $H^z$ (in Tesla) for model depolarized sample (see the text); stars - $W_D(H^z)$ for polarized sample; triangles - same as circles, but for the field-compensated sample; diamonds - half-width $E_o$ of the hyperfine bias distribution; squares - same as diamonds but for the field-compensated sample; solid line - tunneling matrix element $\Delta_0(H^z)$. All molecules are in a state $|\uparrow\rangle$. ($W_D$, $E_o$, $\Delta_0$ are in Kelvin.)](image)

When $\Delta_0 \ll W_D$, in a depolarized sample the value of $W_D$ is several times larger than in a polarized sample. To understand how $W_D$ behaves at large transverse fields, it is sufficient to calculate this parameter in a model depolarized sample where all molecules are in states $|\uparrow\rangle$, but $\sum_i S_i^z / |S_i|^2 = 0$. The transverse field dependence of important parameters for crystals of Fe$_8$ and Mn$_{12}$ molecules is presented in Figs. 1 and 2 (the description of our calculation procedure is given in Appendix B). Deviations from the results of Figs. 1 and 2 for nonzero populations of states $|\downarrow\rangle$ are insignificant up to the limit of equipopulation - this is clear, for example, from Fig. 5 (Appendix B).

Depending on the crystal structure and the sample geometry, the dipolar fields distribution can be shifted (such a shift can be rather large, see, for example, Fig. 4 in Appendix B). This shift changes with the transverse field. The larger the shift, the slower both the $W_D(H^z)$ and the $E_o(H^z)$ decrease with $H^z$. This effect can be seen in the high-field part of Fig. 1. Two upper curves for both $W_D$ and $E_o$ represent the results of calculations in our Fe$_8$ cluster ’as it is’ (with no longitudinal field compensation). To obtain the two lower curves for both $W_D$ and $E_o$, the corresponding external longitudinal field was applied for each value of the external transverse field to shift a position of the longitudinal fields distribution back to zero (the longitudinal field compensated sample).

The shift in our Mn$_{12}$ sample is small.

![FIG. 2: Mn$_{12}$ crystal (cluster of 50$^3$ Mn$_{12}$ molecules; no “faster relaxing species”). The curves are: solid line with circles - $W_D(H^z)$ for “depolarized” sample; stars - $W_D(H^z)$ for polarized sample; diamonds - $E_o(H^z)$; solid line - $\Delta_0(H^z)$.](image)

(5) NPC-window. When studying the spin dynamics in the NPC-window, one needs to know the region of the field where this window is situated. This window can be rather narrow and for our examples of the Fe$_8$ and the Mn$_{12}$ systems this can be seen in Fig. 3. Since we are not going to discuss here a coherence optimization strategy in this Figure we present the transverse field behavior of the dimensionless decoherence rates $\gamma_0^{uu}$ and $\gamma_0^{ph}$, Eq. 1, for external field along the $x$ axis only and
for molecules containing only natural isotopes. (Note that both rates are almost insensitive to changes in the populations of states |↑⟩ and |↓⟩.) The small oscillation energy Ω is ~ EΩ and, like EΩ(H⊥), slowly decreases with H⊥. In zero field Ω ≈ 2SC/(DE)1/2 (C ≈ 1.56) for Fe8 and Ω ≈ 2SD for Mn12. The Debye energy ΘD for Fe8 and Mn12 is known experimentally. Incoherent. In this Section we study the multimolecular bias distribution is larger than ∆0 for molecules containing only natural isotopes.34

incoherent. In this Section we study the multimolecular processes lead to additional phase randomness and, consequently, to suppression of coherence. In what follows we suppose to work only in the part of the NPC-window where ∆o > |Vαβ| and the probability to observe coherent spin dynamics is larger.

At very low temperatures, when only two lowest states of each molecule are occupied, in the limit ∆o >> \{W_D, E_0, E/h/τ_{np}\} we work in the representation (Appendix A), Consider one pair of interacting molecules in the sample (Appendix C). Such a pair is described by the Hamiltonian (ξ is the bias energy; in general, it is the time-dependent parameter) and can be found in four states: |↑1↓2⟩; |↓1↑2⟩; |ψ1⟩ and |ψ2⟩. In the limit

Dff ∼ |Vαβ(R)| (\xi)2  \epsilon ε 2  (\xi)2  \epsilon ε 2

(9)

(only the largest term in B(\xi) Eq.(C3) is shown - its form is similar to that known from the theory of dielectric glasses.36,37) can be considered as an effective two-level system with the asymmetry

ξff ≈ |ε1 - ε2| \epsilon ε 2  \epsilon ε 2  \epsilon ε 2

(10)

(recall that all ∆i are supposed to be the same). Note that all V_{αβ}(R) are independent of the external field.

Two other states are separated from the two flip-flop states by the energy gaps ∆o in the region of fields where ∆o > |V_{αβ}|, their effect on the flip-flop transitions is small. If ∆ff > ξff, two flip-flop states are in resonance and the amplitude of oscillations (with frequency E_{ff} ∼ (\xi_{ff}^2 + ∆_{ff}^2)^1/2) between them is ≈ 1. At the same time, transitions between other states are not in resonance (they are accompanied by the energy change > ∆o) and their amplitude is ≲ (V_{αβ}(R))2  \epsilon ε 2  \epsilon ε 2

In the field region where ∆o < |V_{αβ}| it is more convenient to solve the problem for the dynamics of a pair of interacting spins in the basis set. However, in this limit it can be rather difficult (or even impossible) to observe coherent dynamics in an ensemble of spins. First of all, in this limit W_D also can be ≈ ∆o (like in Fe8 and Mn12). Moreover, the variety of different collective processes leads to additional phase randomness and, consequently, to suppression of coherence.

III. MULTIMOLECULAR PROCESSES IN THE LIMIT ∆o >> \{W_D, E_0, E/h/τ_{np}\}

If in the NPC-window the half-width W_D of the dipolar bias distribution is larger than ∆o, any spin dynamics is, in general, incoherent. Outside of this window, independently of the ratio ∆o/W_D, the spin dynamics is also incoherent. In this Section we study the multimolecular correlations induced by the dipole-dipole interactions between molecules in states |↑⟩ and |↓⟩ in the NPC-window. We assume that in the region of fields of our interest ∆o >> \{W_D, E_0, E/h/τ_{np}\} (like, for example, in the region 3.5 < H^2 < 4.2 T for Fe8 and in the region 6.7 < H^2 < 7.4 T for Mn12, see Fig. B). A. One-pair processes

At very low temperatures, when only two lowest states of each molecule are occupied, in the limit ∆o >> \{W_D, E_0, E/h/τ_{np}\} we work in the representation (Appendix A). Consider one pair of interacting molecules in the sample (Appendix C). Such a pair is described by the Hamiltonian (ξ is the bias energy; in general, it is the time-dependent parameter) and can be found in four states: |↑1↓2⟩; |↓1↑2⟩; |ψ1⟩ and |ψ2⟩. In the limit
neighbor ground state molecules with the same probabilities. In a generic lattice these probabilities can be different since \( \Delta_{nn}^f \) depends on the lattice structure. The average over three crystallographic axes value of the \( \Delta_{nn}^f \) is \( \sim W_D(H^\perp = 0) \) for polarized sample, see Figs. [1], [2] (\( W_D(0) \) for polarized sample is \( \sim E_D/V_0(1) \), where \( V_0(1) \) is the volume per one molecule).

If \( \Delta_{nn}^f > \xi_{ff}^n \) for the overwhelming majority of the nearest-neighbor molecules (this issue is discussed in Section [1]), it is unlikely that at low temperatures any resonant pair of the nearest-neighbor molecules (say, \( i \)-th and \( j \)-th) will remain in resonance for a long time. Instead, since the total probability for the excited molecule (either \( i \)-th, or \( j \)-th, as a result of oscillations [2]) to create a resonance with one of the other five nearest-neighbor molecules is larger than the probability to remain in resonance with the same molecule all the time \( t \sim \tau_{np} \), the fastest flip-flop transitions can "propagate" through the crystal involving more and more new molecules. Of course, not only the nearest-neighbor molecules can be involved, but also the "lengthy" pairs (with \( \Delta_{ff}(R) < \Delta_{nn}^f \)). However, flip-flop transitions between the nearest-neighbor molecules are faster.

In what follows, for brevity, these "mobile" (or "potentially mobile") flip-flop transitions between the states \( |\uparrow\rangle \) and \( |\downarrow\rangle \) in the nearest-neighbor molecules will be called "flipons." (A kind of magnons.) The number of flipons is determined by the number of excited molecules \( N_{exc}(T) \). In a generic lattice \( \Delta_{nn}^f \) can be different along different crystallographic axes. However, if flipon moves along one axis and for this axis \( \{\Delta_{nn}^f\}_i \) are large in comparison with \( \{\xi_{ff}^n\}_i \), such a movement is, in some sense, "coherent" since flipon leaves sit at one only because of equal probabilities for the excited spin to create a resonance with both of its nearest neighbors along this axis.

It is worth mentioning that, if there is a whole distribution of \( \Delta_o \) (say, if there are "faster relaxing species" [22,23] in a sample, the fraction of resonant flip-flop molecules decreases. This is because in such a sample for some fraction of pairs the asymmetry \( \xi_{ff}^n \) can be \( \sim \Delta_o \) (and \( \Delta_o \) increases with \( H^\perp \)). These impurities can essentially limit (or even completely block) the motion of flipons.

### B. Multi-pair processes

On average, two nearest-neighbor excited molecules are separated by the distance

\[
R_{exc}(T) \sim (V_0(1)^{1/3}) \\text{molecules} / (N_{exc})^{1/3}.
\]

(11)

At \( k_B T \ll \Delta_o \), \( R_{exc}(T) \) is large compared to \( \tilde{a} \equiv (V_0(1))^{1/3} \) (in a cubic lattice \( \tilde{a} \equiv a \); \( a \) is the lattice constant). Consider two pairs of the resonant nearest-neighbor molecules and let the distance between these pairs be \( R \). This group of four molecules contains two excited molecules (with energies \( \varepsilon_2, \varepsilon_2' \)) and two ground state molecules (with energies \( \varepsilon_1, \varepsilon_1' \)). In the limit \( \Delta_o \gg \{W_D, E_o, h/\tau_{np}\} \) and \( \Delta_o > |V_o^{a2} \rangle \) both these resonant pairs experience mainly the flip-flop transitions.

If \( R > \tilde{a} \), the strength \( |V_o^{a2} \rangle \) of the interactions between molecules belonging to different pairs is \( < \Delta_{nn}^f \). Then, using the same arguments as for one pair of molecules, in the case of two resonant pairs we can also consider only corresponding collective "flip-flop" transitions between the eigenstates of each resonant pair. The effective tunneling matrix elements connecting these collective flip-flop states (separated from all other states by the energy gaps \( > \Delta_{nn}^f \)) is

\[
\Delta_{ff}^2(R) \sim |V_{ff}^{a2} \rangle |V_{ff}^{a2} \rangle |\nabla_{ff}^n \rangle |\nabla_{ff}^n \rangle,
\]

(12)

where \( E_{ff}^n \sim (|\xi_{ff}^n|^2 + (\Delta_{ff}^n)^2)^{1/2} \). Similarly to the case of one pair of molecules, these collective flip-flop states can also be considered as an effective two-level system with the asymmetry

\[
\xi_{ff}^2 \sim |E_{ff}^n - E_{ff}^{n+1}|.
\]

(13)

Note that we deliberately consider two pairs of nearest-neighbor molecules since transitions between such molecules are faster, and in the limit of our interest the probability to find them in resonance is larger.

The effective matrix element \( \Delta_{ff}^2 \) describes the flip-flop transitions between the eigenstates of two resonant pairs (i.e., of two effective TLS). If \( \Delta_{ff}^2 > \xi_{ff}^n \), two resonant pairs are in resonance with each other. The flip-flop transitions between the eigenstates \( |\uparrow\rangle \) and \( |\downarrow\rangle \) of each molecule inside of one resonant pair are described by the matrix element \( \Delta_{ff}^n \). Then, since \( \Delta_{ff}^n > \Delta_{ff}^2 \), the frequency of oscillations between states \( |\uparrow\rangle \) and \( |\downarrow\rangle \) can be different along different axes, the asymmetry \( \xi_{ff}^n \) can be \( \sim \Delta_{ff}^n \gg \Delta_{ff}^2 \) and such two pairs can be out of resonance. However, if molecules in both pairs are located along the same axis (with a lattice constant \( a \)) and if \( \Delta_{ff}^n \gg \xi_{ff}^n \), the asymmetry is

\[
\xi_{ff}^2 \sim |V_{ff}^{zz} (a)| f(\xi_{ff}/\Delta_o), \quad f(\xi_{ff}/\Delta_o) \approx O(\xi_{ff}^2/\Delta_o^2),
\]

(14)

where the average value of \( f(\xi_{ff}/\Delta_o) \) can be estimated roughly as \( \sim W_D^2/\Delta_o^2 \). Then, for the average asymmetry one gets \( \xi_{ff}^2 \sim |V_{ff}^{zz} (a)| (W_D/\Delta_o)^2 \ll |V_{ff}^{zz} (a)| \) and for such pairs the condition \( \Delta_{ff}^2 \gg \xi_{ff}^n \) can be, in principle, fulfilled (actually, the difference of two mean energies \( A_i \) and \( A^l \) also contributes to \( \xi_{ff}^n \) and this gives a similar effect). The term neglected in (14) is \( \sim (\Delta_{ff}^n/W_D(H^\perp))^2 \) times smaller than the retained one - in the field region of our interest in most systems \( \Delta_{ff}^n (H^\perp) >> 1 \).

Note that for resonant pairs composed of the flip-flop molecules with \( \Delta_{ff} (R) \ll \Delta_{ff}^n \), the glass-like scenario...
can be realized. In this case two pairs can be in resonance only if \( \Delta^{(2)}_{jj} \sim \Delta_{ff} \) (for most of such pairs \( \xi^{(2)}_{ff} \sim \Delta_{jj} \)).

Knowing the sample average value of the asymmetry \( \xi^{(2)}_{ff} \), from the requirement \( \Delta^{(2)}_{jj}(\bar{R}) > \xi^{(2)}_{ff} \) one can estimate the average "resonant" distance between two pairs:

\[
R^{(2)}_{res}(H^+) \sim \left| V_o^{(1)} \bar{V}_{dd} / \xi^{(2)}_{ff}(H^+) \right|^{1/3},
\]

where \( \bar{V}_{dd} \sim E_D/V_o^{(1)} \). If \( R < R^{(2)}_{res} \), two pairs could be, in principle, in resonance with each other. However, even if \( \xi^{(2)}_{ff} \to 0 \), not any two pairs are in resonance since if \( R > R_{ph} \), where

\[
R_{ph}(T, H^+) \sim \left| V_o^{(1)} \bar{V}_{dd} \tau_{ph}^0(T, H^+)/h \right|^{1/3},
\]

the two-pairs correlation time is longer than anharmonic phonon-assisted transitions in each molecule. Only the pairs satisfying the condition \( R < R_{m} = \min\{R^{(2)}_{res}, R_{ph}\} \), can be in resonance. Thus, if \( R_{ex}(T, H^+) < R_{m} \), most of the closest pairs of resonant molecules are able to come into resonance with each other. This happens at temperatures \( T > T_{M} \),

\[
T_{M} = \max(T^{(2)}_{res}, T_{ph}),
\]

with \( T^{(2)}_{res} \) and \( T_{ph} \) given by \((k_B T < \Delta_o)\):

\[
k_B T^{(2)}_{res}(H^+) \sim 2 \Delta_o / \ln[\bar{V}_{dd}/\xi^{(2)}_{ff}],
\]

\[
k_B T_{ph}(H^+) \sim 2 \Delta_o / \ln[\Theta^4_D \bar{V}_{dd}/S^2 \Omega^2_0 \Delta^3].
\]

If at these conditions \( \tau_{np} > t_c \), where

\[
t_c \sim h/\left| V^{zz}_{dd}(R_{ex}) \right| \sim (h/\bar{V}_{dd}) (R_{ex}/V_o^{(1)}),
\]

at \( t > t_c \) the whole hierarchy of (more or less) correlated flip-flop clusters of the increasing "size" \( n \) (the number of involved resonant flip-flop pairs) can, in principle, appear. The time \( t_c \) estimates the cluster correlation time.

Note, however, that if \( \Delta^{(2)}_{jj} \sim \xi^{(2)}_{ff} \) for most of the nearest-neighbor molecules, instead of interactions between fixed pairs of resonant molecules, in the limit of our interest we have a set of flipons moving through the sample and interacting with each other. At \( T > T_M \) they participate in the collective processes very rarely (interactions can be neglected). When temperature increases, the number of flipons also increases and collective processes become more frequent. At \( T > T_M \) correlations between flipons, in principle, may still lead to the creation of correlated clusters. However, due to various decorrelation (dephasing) processes, these clusters can be destroyed rapidly (or they will not be able to appear at all). Such dephasing processes will be considered in Section III.C.

C. Decorrelation

(1) Flipon motion. If flipons are delocalized, the effective tunneling matrix element \( \Delta^{(2)}_{jj} \) changes with the distance between flipons resulting in the suppression of correlations in clusters (if they appear).

Suppose that at \( t = 0 \) there is a correlated cluster \((T_M < T < \Delta_o/k_B)\) composed of nearly equidistant flipons (with distance \( \approx R_{ex} \)). If \( \Delta^{nn}_{jj} > \xi^{nn}_{ff} \) and if the flipons move along the same axis, correlations between them will not necessarily be destroyed immediately after the first "jump". Of course, if at \( t > 0 \) the flipons start to move along different axes, in a generic lattice any correlations can be destroyed almost immediately (i.e., at \( t \approx h/\Delta^{nn}_{jj} \)) since in this case \( \xi^{(2)}_{ff} \) can become \( \sim \Delta^{nn}_{jj} \gg \xi^{(2)}_{ff} \). Note, however, that the flipons have larger probability to move along the axis with shortest lattice constant. Then, if we consider only a quasi-1d motion of flipons (i.e., along the same axis), we can estimate the longest "motional" dephasing time \( \tau^m_d \). Comparison of this time with the cluster correlation time \( t_c (t_c < \tau_{np}) \) shows whether the correlated cluster with the average distances \( R_{ex} \) between the nearest-neighbor flipons can appear.

For the sake of simplicity, we approximate the flipon centers of mass motion by the discrete "random walks" model (Appendix D). At \( t > 0 \) the distances \( R(t) \) between the nearest-neighbor flipons in the whole cluster become distributed around \( R_{ex} \) with nonzero half-width \( \delta R(t) \). Thus, instead of a single "line" \( \Delta^{(2)}_{jj}(R_{ex}) \) one also gets a whole distribution of values \( \Delta^{(2)}_{jj}(R) \) with nonzero mean-square deviation \( \delta \Delta^{(2)}(t) = \langle (\Delta^{(2)}(t) - \langle \Delta^{(2)} \rangle)^2 \rangle^{1/2} \). Knowing \( \delta \Delta^{(2)}(t) \), the motional dephasing time can be obtained from the condition

\[
\tau^m_d = t_f N^m_d; \quad \sum_{N=0}^{N^m_d} t_f \delta \Delta^{(2)}(N) \sim h; \quad t_f = h/\Delta^{nn}_{jj}
\]

for \( N = t/t_f \) (or from the condition \( \int_0^\infty dt \delta \Delta^{(2)}(t) \sim h \) at large values of \( N \). Obviously, the correlations in the whole cluster will be destroyed together with the destruction of resonances between the nearest-neighbor flipons. Since in each pair both flipons can move, for \( \langle \Delta^{(2)}_{jj} \rangle \) we have

\[
\sim \sum_{\tilde{r}_1, \tilde{r}_2 = -N}^{N} |V^{zz}_{dd}(R_{ex} + (\tilde{r}_1 - \tilde{r}_2)\tilde{u}\tilde{a})| P_N(\tilde{r}_1) P_N(\tilde{r}_2)
\]

with the condition \((R_{ex} + (\tilde{r}_1 - \tilde{r}_2)\tilde{a})/R_{ex} \geq \eta(T) \). Here \( \eta(T) \) is the dimensionless (in units of \( R_{ex}(T) \)) minimally possible distance between the centers of mass of two flipons. Each distribution \( P_N(\tilde{r}_i) \) gives the probability to find the \( i \)-th flipon at the distance \( \tilde{r}_i \tilde{a} \) (\( \tilde{r}_i < N \)) from its \( t = 0 \) position after total \( N \) steps (Appendix D).

The solution of Eq. (21) depends on \( \eta \) and \( \rho \) (Eq. (14)) and can be found numerically. For \( p = q = s = 1/3 \) (Eq. (14)) and \( \rho = 2/3 \) we get  

\[
\tau^m_d = N^m_d t_f \equiv 3 \lambda(\eta)|R_{ex}/\tilde{a}|^2 t_f \sim 3 \lambda(\eta)|\tilde{a}|/R_{ex} t_c.
\]
If \( \eta = 2a/R_{ex} \), for \( 0.05 \leq \eta \leq 2/3 \) we get \( \lambda \approx \lambda_2 \approx 1.67^2 + 0.35 \eta + 0.45 \). If \( \eta = a/R_{ex} \), for \( 0.05 \leq \eta < 1/2 \) we get \( \lambda \approx \lambda_1 \approx 0.34^2 + 0.2 \eta + 0.03 \). Note that the configurations of the nearly equidistant flipons with \( R_{ex} = 2a \) do not exist, in contrast to those with \( R_{ex} = 2a \).

However, if flipons move along the same axis, but in the nearest-neighbor rows, the centers of mass of some flipons can be separated by the distance \( a \). To take this effect into account, one can use \( \lambda = (\lambda_2 + \lambda_1)/2 \) for estimations.

The answer for \( \tau_0^\alpha \) can be found in the equivalent dimensionless form \( D_f \tau_0^\alpha / R_{ex}^2 = \lambda(\eta, \rho) \), where \( D_f \) is the flipon effective diffusion coefficient. The \( \rho \)-dependence of \( \tau_0^\alpha \) is roughly \( \rho^{-1/3} \). Then, \( \tau_0^\alpha / t_c \) can become larger either (i) at \( T \to \Delta_o/k_B \) when, if flipons are in their dense phase and essentially localized (\( \delta R(t) \to 0 \)); or (ii) if \( s = 1 - p - q \to 1, \rho \to 0 \) and flipons are almost immobile even at \( T < \Delta_o/k_B \). The latter can be, in principle, realized in a sample with impurities.

If \( \tau_0^m(T) << t_c(T) \), the creation of a correlated cluster at the average distance \( R_{ex} \) is virtually impossible. Solving either the equation \( N_d^m(R_c) t_f = t_c(R_c) \), or the equation

\[
D_f t_c(R_c)/R_c^2 = \tilde{\lambda}(\eta_c, \rho),
\]

one finds the average distance \( R_c \) and the temperature

\[
k_B T_c = 2\Delta_o/\lambda^{-1}/[\ln[(R_c/\tilde{a})^3] - 1]
\]

at which \( \tau_0^\alpha \sim t_c \) and cluster can appear. For \( \rho = 2/3 \) and \( \eta_c = 2a/R_c \) we get \( R_c \sim 3a \) and \( k_B T_c \sim 0.6 \Delta_o/\lambda^{-1} \).

If \( \rho = 2/3 \) and \( \eta_c = 2a/R_c \) we get \( R_c \sim 2a \) and \( T_c \sim \Delta_o/\lambda^{-1} \). These estimations show that, if the scenario with \( p \approx q \approx s \approx 1/3 \) is realized, \( \tau_0^\alpha(T) \sim t_c(T) \) almost everywhere except the flipons dense phase at \( T \to \Delta_o/k_B \), where \( \tau_0^\alpha(T) \sim t_c(T) \) and where \( t_c(T) \) decreases itself (as well as \( \tau_0^\alpha(T) \), see Eq.1). If, in contrast, \( s \to 1 \) and \( \rho \to 0 \), \( \tau_0^\alpha >> t_c \) and correlated clusters can appear even at \( T_{eq} < T < T_c \).

(2) “Spectral diffusion”. The above described picture is valid only if \( \Delta^m_{ff} > \xi^m_{ff} \) for most of the nearest-neighbor molecules. In the opposite limit, at \( T > T_{eq} \) the correlated clusters will be composed of almost immobile “lengthy” flip-flop pairs with \( \Delta_{ff} > \tilde{a} < \Delta_{ff} \), satisfying the condition \( \Delta_{ff} \sim \Delta^m_{ff} \). This scenario is very similar to that in dielectric glasses and the cluster dephasing time at \( t < \tau_0^p \) will be determined by the process similar to the “spectral diffusion” in glasses. The change of states of fixed effective TLS results in the bias fluctuations and, consequently, in the dephasing. In this limit \( \Delta^m_{ff} < \xi^m_{ff} \) the cluster “spectral diffusion” dephasing time \( \tau_0^\alpha \) is \( \sim t_c \) since the asymmetry \( \xi^m_{ff} \) for most groups of two resonant pairs is \( \sim \Delta_{ff} \).

In the limit \( \Delta^m_{ff} > \xi^m_{ff} \) the spectral diffusion-like process can contribute as well. Instead of going deeply into the details, here we only estimate the corresponding effects. Consider, for simplicity, the case of immobile flipons. The bias \( \xi^m_{ff} \), acting on any \( i \)-th flipon, contains contributions from all individual spins in the sample. When any \( j \)-th flipon makes a transition, the change of the bias, acting on \( i \)-th flipon, is \( \delta^i_{ij}(R_{ij}) \sim V_{ij}^d(\Delta) \xi^m_{ij}((\xi_{ij}^m)^2)/((E_{ij}^m)^2) \).

Depending on the degree of “polarization” \( M_i = (N_{gs0} - N_{es0})/(N_{gs0} + N_{es0}) \) of the group of \( N_i \) flipons \( N_{gs0} \) and \( N_{es0} \) are the numbers of flipons in their ground and excited states), the total bias change \( \delta^i \) can vary roughly from \( \delta^i \sim |V_{ij}^d(R_{ij})|/((\xi_{ij}^m)^2/\Delta_{ij}^m) \) to \( \sim \delta^i \ln(N_{ij})/\Delta_{ij}^m \).

On average, in a temperature equilibrated sample, it is plausible to assume \( M_i \to 0 \) and in the limit \( \Delta^m_{ff} > \xi^m_{ff} \) the spectral diffusion effect is much weaker than the motional dephasing effect (broadening of the \( \Delta^m_{ff} \) distribution due to the flipons motion). This remains valid also if the flipons are allowed to move. In this case the spectral diffusion dephasing time \( \tau_0^\alpha \) is roughly \( \sim \Delta^m_{ff} \xi^m_{ff} \) times longer than the motional dephasing time \( \tau_0^\alpha \) (as it was already noted, if flipons move along different axis, in a generic lattice correlations can be destroyed already at \( t \sim t_f \)).
it can be very difficult (most probably, impossible) to observe any coherent spin dynamics in an ensemble of interacting spins (Section IIIA). Here we consider only the part of the NPC-window, where \( \Delta_o > |V_{dd}| \). In both the \( F_{Es} \) and the \( Mn_{12} \) systems, which are used in this work to illustrate how the problem can be analyzed, this field region is situated to the right of the minimum of \( \gamma_{\phi} + \gamma_{\phi}^{ph} \) (see Fig.4). The collective processes, having the largest amplitude in this region of fields, are the flip-flop processes.

### A. The ratio \( \tilde{\Delta}_{ff}^{nn}/\tilde{\xi}_{ff}^{nn} \)

The fastest pair flip-flop processes are the processes between the nearest-neighbor molecules. The average strength of the nearest-neighbor dipole-dipole interactions and the average value of the flipon effective tunneling matrix element \( \Delta_{ff}^{nn} \) are \( \sim V_{dd} \) \((V_{dd} \sim 0.12K \) for \( F_{Es} \) and \( \sim 0.07K \) for \( Mn_{12} \)). To find the average asymmetry \( \tilde{\xi}_{ff}^{nn} \), we first calculate the distributions \( P_{12}(\epsilon, H^\perp) \) of the \( \epsilon = \epsilon_1 - \epsilon_2 \) \((\epsilon_i = (\Delta_i^2 + \xi_i^2)^{1/2}; \) all \( \Delta_i \) depend on both the external and the dipolar transverse fields and are obtained by the exact diagonalization of \( \xi_1 \) and \( \xi_2 \), Appendix B, where \( \epsilon_1, \epsilon_2 \) are for the nearest-neighbor molecules only. Then, we get \( \tilde{\xi}_{ff}^{nn} = (1/2) \int_{-\infty}^{\infty} d\epsilon \ |P_{12}(\epsilon, H^\perp) | (\epsilon_o \) is the maximum value of \( \epsilon \).

![Distribution of \( [\epsilon_1, \epsilon_2] \) (unnormalized) nearest-neighbor molecules](image)

**FIG. 4**: The distributions of the \( \epsilon = \epsilon_1 - \epsilon_2 \) for the nearest-neighbor molecules: (a) at \( H^x = 3.8T \) in the crystal of \( F_{Es} \) molecules (no field compensation); (b) at \( H^x = 7.0T \) in the crystal of \( Mn_{12} \) molecules (no faster relaxing species). All cluster parameters are the same as in Fig.4. Here \( \epsilon \) is in Kelvin. The states \( | \uparrow \rangle \) and \( | \downarrow \rangle \) are equipopulated. Both distributions are averaged over three crystallographic axes.

For example, two distributions (at \( H^x = 3.8T \) for \( F_{Es} \) and at \( H^x = 7.0T \) for \( Mn_{12} \)) are presented in Fig.4. For these distributions we get \( \xi_{ff}^{nn} \approx 1.5 \times 10^{-3} K \) for \( F_{Es} \) (with no field compensation) and \( \xi_{ff}^{nn} \approx 2.3 \times 10^{-4} K \) for \( Mn_{12} \) (the corresponding mean-square deviations \( \delta \epsilon = (\epsilon^2 - \langle \epsilon \rangle^2)^{1/2} \approx 4.7 \times 10^{-3} K \) and \( \approx 6.4 \times 10^{-4} K \) respectively). For the field-compensated \( F_{Es} \) sample, the corresponding values are about two times smaller.

To summarize the results, we note that under the assumption of the absence of impurities with larger (or smaller) values of \( \Delta_i \) in both systems in the NPC-window the average asymmetry \( \tilde{\xi}_{ff}^{nn} \) (as well as \( \delta \epsilon \)) is small in comparison with \( \tilde{\Delta}_{ff}^{nn} \) for most of the nearest-neighbor molecules. In this case flipons can move in both systems.

Note, however, that in the \( Mn_{12} \) crystal there are faster relaxing (minor) species \((5 - 10\% \) of all molecules have lower potential barrier and larger values of \( \Delta_i \) - these species can change somehow both the \( \tilde{\xi}_{ff}^{nn} \) and the \( \delta \epsilon \). In the NPC-window for major species the spin dynamics of these minor species is incoherent already. Since even the Hamiltonian for these minor species is still unknown (or unpublished), we cannot describe their effect quantitatively. Obviously, they can decrease the number of flipons and limit their motion.

### B. Collective spin dynamics

From Eqs. (15)-(19) in the \( F_{Es} \) crystal at \( H^x = 3.8T \) \((\Delta_o \approx 0.35K \) one finds \( T_M \sim 0.1K \) for the field compensated sample \((T_M \sim 0.11K \) with no field compensation). The corresponding temperature for the \( Mn_{12} \) crystal at \( H^x = 7.0T \) \((\Delta_o \approx 0.36K \) is \( T_M \sim 0.13K \). At \( T < T_M \) the average distance between flipons is large, and so the collective multi-pair flip-flop processes are essentially "frozen" and correlated clusters of flipons can not appear.

At \( T_M < T < \Delta_o/k_B \) the collective multi-pairs processes are unfrozen and, when the temperature increases, the whole hierarchy of correlated clusters of increasing size \( n \) (the number of involved flipons, \( \rho(n) = N_{ex}(T) \)) can, in principle, appear. The motion of flipons leads to the suppression of correlations. The spectral diffusion effect in the limit \( \Delta_o >> \{D, E_o\} \) is rather weak (Section III C) and the spectral diffusion dephasing time \( \tau_d^s \) is longer than the motional dephasing time \( \tau_d^m \). If at certain temperature the cluster dephasing time \( \tau_d^{ms} = \min\{\tau_d^p(T), \tau_d^q(T)\} \) is shorter than the cluster correlation time \( \tau_c(T) \), creation of the correlated clusters at average distance \( R_{ex}(T) \) is virtually impossible. Instead, only short-living (with \( \tau_d^{ms} < \tau_c < \tau_{ad} \)) correlations between molecules at distances \( R < R_{ex} \) can be present.

If flipons can move, the correlated clusters at average distance \( R_{ex} \) can appear only at temperatures \( T < T_c > T_M \) (Eqs. (17)-(25)), when \( \tau_d^m \) becomes longer than \( \tau_c \) and \( R_{ex}(T) \) becomes shorter then \( \tau_c \) (Eq. (24)). In \( F_{Es} \) (for \( H^x = 3.8T \)) and in \( Mn_{12} \) (for \( H^x = 7.0T \)) crystals this may happen already at \( T \sim 0.25K \) (assuming \( p = q = s = 1/3 \) and \( \rho = 2/3 \), see Section III C). Note, however, that in the \( F_{Es} \) crystal for example, where all lattice constants are different, only flipons oriented
(propagating) along the same crystallographic axis can create correlated clusters. At the same time, flipons have larger probability to propagate along the axis with the shortest inter-molecular distance (i.e., with larger $\Delta_{nn}^{on}$). In this case a quasi-1d motion of flipons is more probable than a 3d one. Nevertheless, if at $t > 0$ flipons will start to change their orientation, this process will speed up decorrelation.

If the cluster dephasing time $\tau_{d}^{ms}$ is $\sim t_c << \tau_{np}$ (Eq.2), during the time interval $t = \tau_{np}$ the correlated clusters can be created and destroyed (roughly) $\sim \tau_{np}/t_c$ times. During the cluster life-time $\tau_{d}^{ns}$ all molecules, belonging to cluster, can make $\sim \Delta_{nn}^{np}/t_c$ coherent oscillations (C7). At $T \sim 0.25 K$ the correlated clusters can "reappear" $\sim 50$ times in $F_{es}$ at $H^z = 3.8 T$ (for a cluster of flipons oriented along the same axis) and $\sim 10$ times in $M_{12}$ at $H^z = 7.0 T$. At these fields one may expect $\sim 30$ oscillations (C7) in both $F_{es}$ and $M_{12}$. All these estimations do not take into account the coherence optimization strategy (Section III A) and we again assume $p = q = s = 1/3$ and $\rho = 2/3$. Note also that the phonon decoherence rate $\gamma_{ph}$ increases with temperature (see Eq.1), but at $kBT < \Delta_o$ this increase is slow.

In the case of $M_{12}$, in the NPC-window for major species the spin dynamics of molecules belonging to minor species is incoherent already. Due to the difference in $\Delta_o$, the molecules of major and minor species cannot create correlated flip-flop pairs between each other. This results (i) in a decrease in the number of flipons; (ii) in partial localization of flipons (depending on the fraction of impurities); and (iii) in randomization of processes due to interactions between molecules belonging to different species. The last effect gives rise to the incoherent pair processes, leading to suppression of coherence.

The larger the concentration of impurities with incoherent internal dynamics, the smaller the probability for correlated clusters to appear. However, at $T > T_c$ the sample can become covered by correlated clusters of the sizes smaller than the average distance between impurities $R_{m}$. For example, in $M_{12}$ at $H^z = 7.0 T$ and $T = 0.25 K$ one gets $R_{ex} \sim 3\bar{a}$. If $R_{im} \geq 10\bar{a}$, at these values of field and temperature the correlated clusters of the radius $\sim 3R_{ex}$ can, in principle, appear.

If $\Delta_{nn}^{ff} < \xi_{ff}^{(2)}$ for most of the nearest-neighbor molecules (i.e., no flipons), the correlated clusters composed of lengthy flip-flop pairs with $\Delta_{ff}(R \sim R_{ex}) << \Delta_{nn}^{ff}$ can appear already at $T_M < T < T_c$. The asymmetry $\xi_{ff}^{(2)}$ for two resonant pairs in such a cluster is $\sim \Delta_{ff} \sim \Delta_{ff}^{(2)}$ and the cluster life-time is $\sim t_c$. This means that all resonant pairs will be able to make only one correlated flip-flop transition before correlations will be suppressed (if $t_c << \tau_{np}$, such a cluster can reappear $\sim \tau_{np}/t_c$ times). If $\Delta_{ff}^{np} > \xi_{ff}^{(2)}$, but for some reason $\rho \to 0$ ($s \to 1$), the correlated clusters of immobile flipons can appear. Because of the weakening of the spectral diffusion effect in the limit $\Delta_o >> \{W_D, E_o\}$, the dephasing time for these clusters can be limited only by $\tau_{np}$ and the number of oscillations (C7) can be limited only by $Q_o\Delta_{ff}^{np}/\Delta_o$.

V. SUMMARY

In the present work the internal dynamics of a temperature-equilibrated crystalline sample of the dipole-dipole interacting molecules with the central spins $\vec{S}_i$ has been studied in the coherence window for nuclear spin and phonon degrees of freedom.

At large external transverse magnetic fields the tunneling matrix element $\Delta_o$ (Section IV and Appendix A) increases, whereas both the half-width of the dipolar bias distribution $W_D$ and the half-width of the hyperfine bias distribution $E_o$ decrease (Section IV and Appendix C).

At a certain value of the transverse field, the coherence window for phonon and nuclear spin-mediated decoherence (the NPC-window) opens up (Sections IV and V). Outside of the NPC-window the spin dynamics is incoherent. If in the whole NPC-window the average strength of the dipole-dipole interactions between the nearest-neighbor molecules $V_{dd}$ or $W_D$ are larger than $\Delta_o$, the spin dynamics is also incoherent. In the opposite limit the coherent spin dynamics is possible.

In the limit $\Delta_o > V_{dd}$ and if the effective matrix element $\Delta_{nn}^{ff}$, describing transitions between two flip-flop states of the nearest-neighbor molecules, Eq.10, is large compared to the asymmetry $\xi_{ff}^{(2)}$ of these two states, Eq.11, the spin correlations between the nearest-neighbor molecules lead to the creation of resonant flip-flop pairs (Section III A and Appendix C). Such resonant pair experiences oscillations (C7) between states $|\uparrow\downarrow\rangle$ and $|\downarrow\uparrow\rangle$ of two molecules with frequency $\sim \Delta_{ff}^{np}$.

If $\Delta_{ff}^{np} > \xi_{ff}^{(2)}$ for the most pairs of the nearest-neighbor molecules, the resonant flip-flop transitions can "propagate" in the crystal, involving more and more new molecules (one molecule in a pair remains in its ground state but another nearest-neighbor molecule creates new resonance with the excited molecule). This "mobile" magnon-like process (a spin-excitation) between the states of two involved nearest-neighbor molecules in our work is called "flipon" (Section III A). The number of flipons is limited by the number of excited molecules $N_{ex}(T)$.

At $T < T_M = \max\{T_{res}^{(2)}, T_{ph}\}$, Eqs.13-19, the distances between flipons are long and the correlations between them are unimportant. At $T > T_M$ the correlations between flipons become crucial and at certain conditions can lead to the creation of correlated clusters of flipons (Section III B). Each cluster represents a correlated group of molecules experiencing coherent oscillations (C7) between their lowest states $|\uparrow\rangle$ and $|\downarrow\rangle$.

The flipons motion and the spectral diffusion process result in the suppression of correlations (Section III C). If $\Delta_{ff}^{np} >> \xi_{ff}^{(2)}$ for most pairs of the nearest-neighbor molecules (Section IV A) and flipons can move, the cor-
related cluster can appear only at \( T \geq T_c \), Eq. (23). The average inter-flipon distance in this case is given by the solution of Eq. (24) and the cluster dephasing time \( \tau_{np} \) is \( \sim t_c \) (Eq. (20)). Molecules that belong to the cluster can make \( \sim \Delta_{eff}^n t_{np}/\hbar \) oscillations before the correlations will be suppressed. During the total phonon/nuclear spin coherence time \( \tau_{np}, \) Eq. (24), the coherent clusters can “reappear” \( \lesssim \tau_{np}/t_c \) times. At \( T < T_c \), only random short-living \( (t < t_c) \) correlations within small groups of flipons, separated by distances \( R < R_{ex}(T) \), Eq. (11), can appear.

The smaller the effective flipon diffusion coefficient \( D_f \), Eq. (12), the longer the cluster life-time \( \tau_{np} \). If, for some reason, the flipons are localized \( (D_f \rightarrow 0) \), the correlated clusters of immobile flipons can appear even at \( T < T_c \). Their life-time can be limited only by \( \tau_{np} \), and the number of oscillations \( \text{[err]} \) can be limited only by \( Q_o \Delta_{eff}^n/\Delta_o \). If \( \Delta_{eff}^n < \xi_{eff}^n \), the correlated clusters of “lengthy” resonant flip-flop pairs (molecules in these pairs are separated by the distance \( R \sim R_{ex} \)) can appear also at \( T < T_c \). Their life-time is limited by \( t_c \). On average, all pairs in these clusters will be able to make only one flip-flop transition before correlations will be suppressed. If \( t_c < \tau_{np} \), these clusters can reappear several times.

It is worth mentioning also that various systems allow the coherence optimization strategy (orientation of external transverse field in a plane, chemical replacement of isotopes, etc.\textsuperscript{20}) to be applied to get longer spin/phonon coherence time-interval \( \tau_{np} \) or to shift the coherence window down to lower values of the transverse field.

This concludes our study of the collective spin dynamics of a temperature equilibrated sample in the coherence window for phonon and nuclear spin-mediated decoherence. The presented analysis can be applied to any crystalline nanomagnetic insulator composed of the central spin \( \vec{S} \) molecules, and can be useful in the search for magnetic systems showing the spin coherence and collective phenomena. The analysis for the induced dynamics (when system at \( t = 0 \) is prepared in some initial state) will be presented separately.
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APPENDIX A: TWO-LEVEL SYSTEM

The effective Hamiltonian of a biased two-level system (TLS) has the form:

\[
H_{TLS} = -\Delta_o \hat{x}^2 - \xi \hat{z}^2,
\]

(A1)

where \( \hat{x}, \hat{z} \) are the Pauli matrices multiplied by 2; \( \Delta_o \) is the tunneling matrix element; and \( \xi \) is the asymmetry between two states (i.e., the longitudinal bias). One can easily solve this problem for eigenfunctions:

\[ | \uparrow \rangle = u| \uparrow \rangle + v| \downarrow \rangle; \quad | \downarrow \rangle = -v| \uparrow \rangle + u| \downarrow \rangle; \]

\[
(u, v) = (\cos \xi/\sqrt{2})^{1/2}; \quad \xi = \sqrt{\xi^2 + \Delta_o^2}.
\]

(A2)

where the corresponding energies in states \( | \uparrow \rangle \) and \( | \downarrow \rangle \) are given by \( E_{\uparrow, \downarrow} = \mp \xi \) and

\[ | \uparrow \rangle = \left( \begin{array}{c} 1 \\ 0 \end{array} \right); \quad | \downarrow \rangle = \left( \begin{array}{c} 0 \\ 1 \end{array} \right). \]

(A3)

If at time \( t = 0 \) system was in state \( | \uparrow \rangle \), the probabilities to find system at time \( t \) in states \( | \uparrow \rangle \) or \( | \downarrow \rangle \) are

\[
P_{\uparrow\uparrow} = 1 - \frac{\Delta^2_o}{\xi^2} \sin^2(\epsilon t/\hbar); \quad P_{\uparrow\downarrow} = \frac{\Delta^2_o}{\xi^2} \sin^2(\epsilon t/\hbar).
\]

(A4)

This describes the oscillations with frequency \( \epsilon \) between states \( | \uparrow \rangle \) and \( | \downarrow \rangle \). In the limit \( \Delta_o << \xi \) the oscillations are suppressed since their amplitude is \( \Delta^2_o/\xi^2 << 1 \).

APPENDIX B: METHOD OF CALCULATIONS

(1) \( W_D(H^+) \). To obtain the transverse field behavior of the dipolar bias distribution half-width \( W_D \) in the crystals of \( Fe_8 \) and \( Mn_{12} \) molecules, two clusters of different crystal symmetry are used. (a) The \( Fe_8 \) crystal. The cluster for the \( Fe_8 \) system contains 50\(^3\) unit cells arranged in a triclinic lattice array with lattice parameters\textsuperscript{30} \( a = 10.522(7) \) Å; \( b = 14.05(1) \) Å; \( c = 15.1(1) \) Å with angles \( \alpha = 89.90(6)^\circ; \beta = 109.65(5)^\circ; \gamma = 109.27(6)^\circ. \) Each unit cell of volume \( V_o \approx 1969.3 \) Å\(^3\) contains eight spin-5/2 \( Fe^{3+} \) ions, correctly positioned and oriented\textsuperscript{36,43} (b) The \( Mn_{12} \) crystal. The cluster for the \( Mn_{12} \) system contains 50\(^3\) unit cells, arranged in a tetragonal lattice array with lattice parameters\textsuperscript{30} \( a = b = 17.1627(6) \) Å; \( c = 12.2880(4) \) Å with angles \( \alpha = \beta = \gamma \approx 90^\circ. \) Each unit cell of volume \( V_o \approx 3619.5 \) Å\(^3\) contains twelve spins: four spin-3/2 \( Mn^{4+} \) ions in the inner shell and eight spin-2 \( Mn^{3+} \) ions in the outer shell, correctly positioned and oriented\textsuperscript{30}.

The distributions of the dipolar bias fields and energies in the cluster are calculated taking into account all internal spins \( S_i^{(p)} \) of each molecule \( (S_i = \sum_p S_i^{(p)}), \quad p = 8 \) in \( Fe_8 \) and \( p = 12 \) in \( Mn_{12} \). The internal molecular spins \( S_i^{(p)} \) cannot flip independently - each molecule changes its total spin orientation as a rigid object. Initially, all molecules in the sample are oriented along the easy axis, either at random with projections \( S_i^z = \pm S_i \) (for depolarized sample with initial magnetization \( M = 0 \)), or with projections \( S_i^z = + S_i \) (for polarized sample with \( M = 1 \)).

To obtain the average longitudinal bias field acting on \( i \)-th molecule, we calculate the longitudinal fields \( h_i^{(p)} \), created by all internal spins of all molecules in the
sample at each \( p \)-th internal spin \( s^{(p)}_i \) of \( i \)-th molecule. Then, the average longitudinal field at \( i \)-th molecule is
\[
H^z_i = \sum_p \langle s^{(p)}_i / S_i \rangle \hat{H}^{(p)}_z.
\]
The calculation of the average transverse field is similar.

First, we calculate the longitudinal and transverse fields in the sample, assuming \( S^z_i = S_i \) and \( S^x_i = 0 \) for each molecule. Knowing internal and external longitudinal and transverse fields at each molecule from the first step, we calculate \( \Delta_i \), \( S^z_i \) and \( S^x_i \) by means of exact diagonalization of the molecular Hamiltonians \( H^\|_i \) and \( H^\perp_i \). Obtaining \( S^z_i \) and \( S^x_i \) for each molecule, we repeat calculation of fields in the sample. Using these new fields, we recalculate \( \Delta_i \), \( S^z_i \) and \( S^x_i \) and so on. This iteration procedure converges and, depending on the value of external applied field, it is enough to make 10 – 20 iterations to obtain a final result.

**APPENDIX C: TWO COUPLED TLS**

Consider an ensemble of the interacting two-level systems and choose any two coupled systems described by the Hamiltonian:
\[
H = H'_1 + H'_2 + \sum_{\alpha, \beta} V^{a\beta} \hat{r}^{\alpha}_1 \hat{r}^{\beta}_2; \quad H'_i = -\Delta_i \hat{r}^{\alpha}_i - \xi_i \hat{r}^{\alpha}_i. \tag{C1}
\]
Here both \( \zeta_i \) do not include the bias arising from interactions with the second TLS (the bias \( \zeta_i \) is created by all other TLS in the ensemble), and the last term describes the interactions between two systems. It is convenient to rewrite the Hamiltonian (C2) equivalently, adding the contribution coming from the second involved TLS to each \( \zeta_i \). In what follows, we limit our consideration only by \( \{\alpha, \beta\} = \{x, z\} \). The term describing the bias created by the second TLS at the first one is \( V^{zz}_{A1} \frac{\zeta_1^2}{\epsilon_1^2} + V^{xx}_{A1} \frac{\zeta_2^2}{\epsilon_2^2} \) and the resulting Hamiltonian becomes:

\[
H = H_1 + H_2 - \frac{V^{zz}}{\epsilon_1^2} \zeta_1^2 + \frac{V^{xx}}{\epsilon_2^2} \zeta_2^2,
\]

(C2)

where in both \( H_1 \) and \( H_2 \) the symmetries \( \zeta_i \) now contain the contributions from all the TLS in the ensemble.

Calculating matrix elements of the Hamiltonian \( H \) in the representation (A2), one gets (the states are ordered as \( \{|S_1S_2\}\} = \{|\uparrow\uparrow\rangle, |\uparrow\downarrow\rangle, |\downarrow\uparrow\rangle, |\downarrow\downarrow\rangle\} \):

\[
\tilde{H} = \tilde{H}_0 + \tilde{V}_{dd};
\]

(C3)

\[
\tilde{H}_0 = \begin{pmatrix}
-\epsilon_1 - \epsilon_2 & 0 & 0 & 0 \\
0 & -\epsilon_1 + \epsilon_2 & 0 & 0 \\
0 & 0 & \epsilon_1 - \epsilon_2 & 0 \\
0 & 0 & 0 & \epsilon_1 + \epsilon_2
\end{pmatrix},
\]

(C4)

where \( \epsilon_i = \sqrt{\xi_i^2 + \Delta_i^2} \) and

\[
\tilde{V}_{dd} = \begin{pmatrix}
A & C & D & B \\
C & -A & B & -D \\
D & B & -A & -C \\
B & -D & -C & A
\end{pmatrix}
\]

(C5)

with \( A, B, C, D \) given by

\[
A = -V^{zz} \frac{\zeta_1 \xi_2}{\epsilon_1 \epsilon_2} + V^{xx} \frac{\Delta_1 \Delta_2}{\epsilon_1 \epsilon_2} \\
B = -V^{zz} \frac{\Delta_1 \Delta_2}{\epsilon_1 \epsilon_2} + V^{xx} \frac{\zeta_1 \xi_2}{\epsilon_1 \epsilon_2} \\
C = V^{zz} \frac{\xi_1 \Delta_2}{\epsilon_1 \epsilon_2} + V^{xx} \frac{\zeta_2}{\epsilon_1 \epsilon_2} \\
D = V^{zz} \frac{\Delta_1 \zeta_2}{\epsilon_1 \epsilon_2} + V^{xx} \frac{\xi_1 \Delta_2}{\epsilon_1 \epsilon_2}
\]

(C6)

In the limit \( \Delta_i \gg \xi_i \) matrix elements \( C \) and \( D \) are small in comparison with \( A \) and \( B \).

Note that states \( |\uparrow\rangle \) and \( |\downarrow\rangle \) are the eigenstates of the Hamiltonian (A3) and in both TLS only transitions between these states (but not between states \( |\uparrow\rangle \) and \( |\downarrow\rangle \)) are considered. Two central states \( |\uparrow\downarrow\rangle \) and \( |\downarrow\uparrow\rangle \) (from now on we call them the “flip-flop states”) are separated from the two remaining states \( |\uparrow\uparrow\rangle \) and \( |\downarrow\downarrow\rangle \) by the energy gaps \( \Delta_1 \) and in the limit \( \Delta_i \gg \{\xi_i, |V_{\alpha\beta}|\} \) the effect of these two remaining states on the flip-flop transitions \( |\uparrow\downarrow\rangle \leftrightarrow |\downarrow\uparrow\rangle \) is small (within a second-order perturbation theory the corrections to the flip-flop matrix elements are \( \sim (V_{\alpha\beta})^2 |\Delta_i|/\Delta_i^3 \)). Therefore, in this limit two flip-flop states of a pair can be considered as an effective two-level system. The coefficient \( A \) in (C6) plays a role of the mean energy for this effective TLS.

In the limit \( \Delta_i \gg \{\xi_i, |V_{\alpha\beta}|\} \), the tunneling matrix element describing the flip-flop transitions is given by \( |B| \); the energy change during these transitions is \( 2|\epsilon_1 - \epsilon_2|/\Delta_i \). Then the probability to find system at time \( t \) in state \( |\downarrow\uparrow\rangle \) if at \( t = 0 \) it was in state \( |\uparrow\downarrow\rangle \) is:

\[
P_{(\downarrow\uparrow)\rightarrow(\uparrow\downarrow)}(t) \sim \frac{\Delta_i^2}{E_{ff}^2} \sin^2(E_{ff}t/\hbar),
\]

(C7)

where the frequency of oscillations, the tunneling matrix element connecting states \( |\uparrow\downarrow\rangle \) and \( |\downarrow\uparrow\rangle \) and the asymmetry between these two states are given by:

\[
E_{ff} \sim \sqrt{\xi_{ff}^2 + \Delta_{ff}^2};
\]

(C8)

\[
\Delta_{ff} \sim |B|; \quad \xi_{ff} \approx |\epsilon_1 - \epsilon_2|.
\]

(C9)

If \( \xi_{ff} < \Delta_{ff} \), the amplitude of oscillations between states \( |\downarrow\uparrow\rangle \) and \( |\uparrow\downarrow\rangle \) is \( \Delta_{ff}/E_{ff} \sim 1 \). Since all other transitions are described by the matrix elements \( \sim |V_{\alpha\beta}|\xi_i/\Delta_i \) and the energy change during these transitions is \( > \Delta_i \), in the limit \( \Delta_i \gg \{\xi_i, |V_{\alpha\beta}|\} \) all these transitions are not in resonance and their amplitude is small.

One note is in order here. Applying this model at low temperatures to the central molecular spins \( S \) described by the Hamiltonians of magnetic anisotropy \( [B] \), one should take into account that the spin projection \( S_z \) along the transverse magnetic field \( H_z \) has the same sign in both exacts lowest states \( |\uparrow\rangle \) and \( |\downarrow\rangle \) of \( [A] \) and \( [B] \). The eigenstates of these Hamiltonians can be easily obtained by the exact diagonalization method.

**APPENDIX D: FLIPON "RANDOM WALKS"**

Consider quasi-1d (i.e., along one crystallographic axis) motion of one flipon (the flipon center of mass moves in a "fictitious" lattice whose sites are placed directly between the nearest-neighbor sites of a real lattice) and let us approximate this motion by a "random walks" model. In this approximation we assume that flipon can: (i) make a jump to the right with the probability \( p \); (ii) make a jump to the left with the probability \( q \); and (iii) stay at the same site with the probability \( s = 1 - p - q \). The probability to find a "walk" with the \( K_r \) lattice steps to the right and \( K_l \) steps to the left from total \( N \) steps is given by the polynomial distribution

\[
P_N(K_r, K_l) = \frac{N!}{K_r!K_l!(N- K_r - K_l)!} p^{K_r} q^{K_l} s^{N- K_r - K_l}.
\]

(D1)

\[
\sum_{K_r=0}^{N} \sum_{K_l=0}^{N-K_r} P_N(K_r, K_l) = (p + q + s)^N = 1.
\]

(D2)
Some molecular systems contain a minor molecular species (randomly distributed in a sample of major species) having different values of $\Delta o$. Often these species are not characterised at all and in the present work we will not concentrate on this effect. Thus, in this work we mostly consider a sample of identical molecules (although impurities can change the width of the dipolar fields distribution).

For large values of $N$, this distribution transforms into the Gaussian one

$$P_N(r, t) = \frac{1}{\sqrt{4\pi D f t}} \exp(-r^2 / 4D f t).$$

where $D f$ is the flipon effective diffusion coefficient

$$D f = \rho a^2 \Delta n^2 / 2h; \quad \rho = 4pq + s(1-s)$$

and $\langle r^2(t) \rangle = 2D f t$. The Gaussian $P_N(r, t)$ gives the probability to find a flipon at time $t$ at the distance $r$ from its $t = 0$ position.
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