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Pushing the limits of concertedness. A waltz of wandering carbocations†

Marta Casiniñeira Reis, a Carlos Silva López, a Olalla Nieto Faza b and Dean J. Tantillo c

Among the array of complex terpene-forming carbocation cyclization/rearrangement reactions, the so-called "triple shift" reactions are among the most unexpected. Such reactions involve the asynchronous combination of three 1,2-shifts into a concerted process, e.g., a 1,2-alkyl shift followed by a 1,3-hydride shift followed by a second 1,2-alkyl shift. This type of reaction so far has been proposed to occur during the biosynthesis of diterpenes and the sidechains of sterols. Here we describe efforts to push the limits of concertedness in this type of carbocation reaction by designing, and characterizing with quantum chemical computations, systems that could couple additional 1,n-shift events to a triple shift leading, in principle to quadruple, pentuple, etc. shifts. While our designs did not lead to clear-cut examples of quadruple, etc. shifts, they did lead to reactions with surprisingly flat energy surfaces where more than five chemical events connect reactants and plausible products. Ab initio molecular dynamics simulations demonstrate that the formal minima on these surfaces interchange on short timescales, both with each other and with additional unexpected structures, allowing us a glimpse into a very complex manifold that allows ready access to great structural diversity.

Introduction

Terpenoids comprise the largest class of natural products, with more than 80 000 compounds reported to date.1 Compounds in this family of secondary metabolites often contain complex carbon skeletons,2–7 and they have captured the interest of researchers in many branches of the scientific community, not only because of their complex structures, but also because many display significant biological activities.2–8–12 The intrinsic complexity of these molecules, however, has made their laboratory synthesis particularly challenging, a situation that has led to some spectacular advances in synthetic methods,13–18 but has also led to some terpenoid drugs being produced via semisynthetic routes that rely upon bioconversion.17 In nature, terpenoids are derived from terpene hydrocarbons via oxidation (and sometimes other) reactions.18–20 These terpene precursors, which generally contain the complex carbon backbones in the terpenoids derived from them, are produced by terpene synthases (also sometimes called cyclases) that promote the (poly)

cyclization/rearrangement of acyclic, (usually) achiral precursors.1,21,22 While many terpene synthases produce a single product with high selectivity (of hundreds or thousands of possible isomers), some are promiscuous in their cyclization chemistry; an extreme example of the latter is γ-humulene synthase, which generates >50 terpene products.23

Terpene synthase promoted reactions universally involve carbocations as intermediates. Although their inherent reactivity tendencies are often expressed,24 these can be modulated by stericeffects (preorganization/conformational restriction), noncovalent interactions (e.g., CH–π, CH–O interactions)25–28 and positioning of active site bases (or, occasionally, nucleophiles) for site-selective termination of carbocationic cascades.1,2,9,30 These conclusions have arisen from both experimental and theoretical studies.3 In addition, theoretical studies have highlighted the fact that many proposed carbocation intermediates are not minima on the potential energy surfaces (PESs) involved, particularly primary and secondary carbocations.5,31–34 As a consequence, what would conventionally be proposed as multistep reaction pathways are better described (at least in the absence of enzymes) as processes in which different chemical events take place asynchronously along a single (often long) reaction path featuring only one transition state structure (TSS); i.e., concerted reactions with asynchronous events35–39 (see Fig. 1-right).

We focus here on concerted carbocation rearrangements involving the asynchronous combination of a 1,2-alkyl shift, a 1,3-hydride shift and a second 1,2-alkyl shift – a so-called
“triple shift”. This type of reaction was proposed to occur during the biosynthesis of kaurene, atiserene and related diterpenes as well as sterol sidechains.\(^ {40-43} \) The specific triple shift of interest here is shown in Fig. 2, a reaction with a predicted barrier of only 15 kcal mol\(^{-1}\).\(^ {42,43} \) The intrinsic reaction coordinate (IRC)\(^ {44-46} \) for this reaction visits structures resembling the secondary cations shown in the scheme (i.e., “hidden intermediates”),\(^ {47-49} \) but these occur as shoulders on the IRC rather than minima. After analyzing this system, we postulated that the number of concatenated shifts could be increased beyond three – an exercise in pushing the limits of concertedness – by replacing the methyl group at carbon 8 in Fig. 2 with hydrogen. This change would convert the minima (1 and 4) from tertiary to secondary carbocations, increasingly the likelihood that they would not be minima. Below we discuss the results of implementing this change not only on the potential energy surface but also on the dynamics of passage over it through the use of \textit{ab initio} molecular dynamics (AIMD) simulations.\(^ {50-53} \) AIMD calculations provide a view of reactions involving PESs containing unusual features such as post-transition state bifurcations, anomalous branching, unusual topographies, \textit{etc}. that accounts for kinetic as well as potential energy.\(^ {50-58} \)

### Computational methods

Geometries of stationary points were fully optimized by using B3LYP/6-31+G(d,p)\(^ {59-65} \) in the gas phase with the Gaussian 09 package.\(^ {66} \) This level of theory has been used previously to investigate many carbocation reactions and its performance compares favorably to that of other methods.\(^ {5,67} \)

B3LYP is known to have issues in correctly capturing the relative energies of cyclic and acyclic structures.\(^ {68} \) In addition,

---

**Fig. 1**  Top left: a two-step reaction. Top right: conversion of a 2-step reaction into a concerted reaction with 2 asynchronous chemical events. Bottom: potential extension to a concerted reaction with even more asynchronous events.

**Fig. 2**  Triple shift reaction reported by Hong and Tantillo\(^ {42} \) (System-\textit{A}). Relative free energies (in kcal mol\(^{-1}\)) computed at 298 K and 1 atm are calculated with respect to 1 at the B3LYP/6-31+G(d,p) level (see Fig. 1 in ref. 42 for more details).
while not always the case, B3LYP has been shown in related carbocation rearrangements to find shallow minima that are not present at other levels of theory \(\text{(e.g., mPW1PW91 and MPWB1K).}\)\textsuperscript{33,41,69} As a result, using B3LYP rather than other functionals \((\text{or non-DFT methods})\) likely intensifies the challenge of increasing the number of events that can be combined into concerted processes.

Quasiclassical molecular dynamic calculations were used to follow trajectories; these made use of the Gaussian 09 package\textsuperscript{66} for quantum chemical computations coupled with the PROGDYN scripts \(\text{(first version)\textsuperscript{35,70,71}}\) for propagating trajectories. Trajectories were initiated at the TSS \(\text{(0 fs)}\). Starting from the TSS a Maxwell–Boltzman distribution of energies is considered. A specific total energy value is assigned stochastically, using a random number generator. For this total energy, each vibrational mode is given its zero point energy plus additional excitations. Those trajectories for which the energy criteria is met\textsuperscript{72} are allowed to evolve during 2000 fs \(\text{(using 1 fs time steps)}\), in both the reactant and product directions. A second set of 4000 fs trajectories was also initiated starting at the TSS \(\text{(0 fs)}\) and using the same conditions. The trajectories were run using B3LYP/6-31+$\text{G(d,p)}$, in the gas phase at 298 K. Analysis of geometry optimizations, IRCs and trajectories was performed using the Molden program.\textsuperscript{73}

Different functionals \((\text{and non-DFT methods})\) will give different quantitative results because they lead to \(\text{(at least slightly) different}\) stationary point structures, energies and vibrational frequencies, as well as differences in PES curvature away from stationary points \(\text{(e.g., see pioneering work on } S\text{N2 reactions).}\textsuperscript{74–78}\) However, here we are after qualitative pictures of reactivity.

Zero point vibrational energy leakage during quasiclassical trajectories \(\text{(especially given the long trajectory lengths considered here\textsuperscript{79–81})}\) may diminish the accuracy of our results, \(\text{e.g., in terms of recrossing percentage and absolute rates, but given the flatness of the PESs involved, \(\text{i.e., the ease of moving onward rather than getting trapped in a particular region, unphysical ZPE flow is unlikely to be a major issue.}\)\textsuperscript{82}

**General protocols**

To simplify the analysis of trajectories, we apply the following classification, based on the existence and/or the type of recrossing found \(\text{(see Fig. 3).}\) We define the “product region” as the region of coordinate space where the C4–H18 bond is formed and C3–H18 is broken and the “reactant region” as the region where C3–H18 is formed while C4–H18 is broken \(\text{(vide infra).}\)

1) **Type I.** Trajectories following the expected path starting from the transition state (TS) and evolving to reactants in one direction \(\text{(1)}\) and to products in the other \(\text{(2)}\) \(\text{(Fig. 3, top).}\)

2) **Type II.** Trajectories that, during their time in the reactant well \(\text{(1)}\) recross\textsuperscript{83} and evolve towards the product region \(\text{(Fig. 3, middle-left)}\); the half-trajectory from the TS to products \(\text{(2)}\) evolves as expected. **Type II-a.** Both halves of the trajectory \(\text{(1 and 2)}\) start from the TS and evolve towards the product well without visiting the reactant region, \(\text{i.e., with C–H bond formation.}\)

3) **Type III.** Trajectories that during their time in the product well \(\text{(2)}\) recross and evolve towards the reactant region \(\text{(Fig. 3, middle-right).}\)

4) **Type IV.** Trajectories that, after having followed the expected behaviour for a while, eventually re-visit the TS from both regions and cross to the other basins, once or several times \(\text{(Fig. 3, bottom).}\)

To simplify the analysis of the structures that appear along trajectories, we use inter-atom connectivity to classify them. Many of the structures described below are not minima on the PES, but clearly correspond to particular types of carbocations familiar to organic chemists; they meet neither a topographical \(\text{(they do not constitute a stationary point on the PES)}\) nor a kinetic criterion, as defined by the IUPAC,\textsuperscript{84} to be considered a minimum. We consider two structures to be equivalent if they present the same bonding pattern, using the criteria implemented in Molden to define the existence of a bond: \(\text{G}_1 – C_9 < 1.8 \ \text{Å and } C_9 – H_1 < 1.3 \ \text{Å.}\) While this classification is admittedly arbitrary, it is useful.

**Results and discussion**

**Dynamics of a biologically relevant triple shift**

To start this study, we decided to analyze the dynamics of an already-known biologically relevant triple shift, see Fig. 2.\textsuperscript{41} As has been done in other studies on dynamics of diterpene-forming carbocation rearrangements,\textsuperscript{58,60,64,85} we simplified the diterpenes in system A \(\text{(Fig. 2) by replacing two of the fused cyclohexanes by methyl groups, arriving at system B (Fig. 4; for details about the appropriateness of this simplification see ESI†).}\) After having optimized 1-Me, 4-Me and TS1-4-Me and calculated the IRC connecting them \(\text{(see Fig. 4) we ran 500 quasiclassical trajectories for System B using PROGDYN.}\textsuperscript{75,76}\)

Trajectories were initiated from (TS-1-4-Me) and allowed to evolve towards the reactant and product wells for 2000 fs each.

When analyzing the trajectories, we found that the chemical events were mostly concentrated in a time window of \(-100–100\) fs. We first examined the evolution of five key bond distances in the transformation of 1-Me into 4-Me \(\text{(C3–C8, C3–C4, C3–H18, C4–H18 and C4–C8) in this time window, and then extended the analysis to a wider frame, between −300 and 300 fs, to ensure that no further chemical events occur at longer times (see ESI† for the full time frame).}\)

As can be seen from Fig. 5, the analysis of the bond distances along trajectories is quite indicative of the asynchronicity - in time – of C3–C8 bond formation and C4–C8 bond breaking with respect to C3–H18 bond breaking and C4–H18 bond formation events, and with the breaking and formation of the C3–C4 bond. The C3–C8 distance shortens to bonding distance in the \(-100 \text{ fs to 0 fs interval, approximately 50 fs ahead of the formation of C4–H18, a phase which corresponds to the pre-TSS shoulder. In parallel, C4–C8 starts breaking approximately 20 fs after the TSS and increases its bond distance until it breaks approximately 30
fs later. This corresponds to a time frame where the breaking of the C3–H18 bond has already occurred, thus corresponding to the region around 3-Me. Once both the C4–C8 and C4–H18 bonds are formed, at ~100 fs, the 4-Me basin is reached.

The variation of the C3–C4 distance with time is revealing (Fig. 5, middle-up), as these two atoms are involved in the three key events in the reaction mechanism. The C3–C4 bond starts to lengthen significantly at around ~100 fs and reaches its maximum length around ~50 fs. This is consistent with the breaking of the C3–C8 bond associated with the initial C3 migration. After this time, a hydrogen shift, implying the formation of a C4–H18 bond, ensues, which brings C3 and C4 closer together again. A reverse type of process occurs after the TSS region, first with elongation of the C3–C4 bond due to the breaking of the C3–H18 bond, up until 50 fs, and then with regeneration of the C3–C4 bond upon migration of C4 from C8 to C3, 50 fs after the TSS has been visited. Variation in the C3–C4, C4–C8 and C3–C8 distances in the reactant and product regions reflects variations in the degree of hyperconjugation with the C8 carbocation as the molecule vibrates. A detailed analysis of other atomic motions occurring during trajectories can be found in the ESI†.

Of these four bond distances, C3–H18 and C4–H18 are the most representative of the regions delimited by the transition state structure, as their changes concentrate around a small time region around the TSS (~50–50 fs) and are rather clear cut (C3–H18 is formed between 0 and 50 fs and C4–H18 is broken between ~50 and 0 fs). Consequently, their formation/breaking are considered from now on as the parameter defining whether we are located in the reactant or product region, and consequently to evaluate recrossing.

16% of the trajectories examined (79/500) were found to recross. Of these: (1) 23 trajectories belong to type II-a. (2) Two trajectories are type II (see ESI†). (3) 44 trajectories can be classified as type III-a. (4) 10 trajectories belong to type I, but their phases are inverted; they follow a (2) to (1) path. The fact that we have found a relatively large amount of recrossing is likely a result of a flat PES around the TSS for the reaction in question (it is unlikely that adding entropy contributions will change that significantly). Up to this point, dynamics simulations have provided a clearer picture of the mechanism of the triple shift but one that does not diverge significantly from that obtained through examination of the PES.

**Coupling triple shifts to additional chemical events**

In an effort to extend the number of bond-making/breaking events that can be coupled into concerted processes, we modified system B with the hope of making other carbon and
hydrogen migrations available to reactants and products. Our hypothesis was that further flatterning of the PES by relative destabilization of reactants and products (Fig. 1) would open such reaction channels. Thus, we converted tertiary cation centers into secondary ones, arriving at system C (Fig. 4-bottom). Contrary to our expectations, we found that the triple rearrangement for system C is technically a stepwise process, i.e., the secondary carbocations (identified as shoulders on the IRC for systems A and B) were actual minima on the PES. However, these minima are very shallow, (we calculate a barrier for the transformation of 1-H into 2-H of only 1 kcal mol$^{-1}$), and 1-H and 2-H are essentially isoenergetic (Fig. 4, bottom). In addition, the overall barrier for the transformation of 1-R into 4-R (R = H, Me) is much lower for system C than for system B or system A.

These very low barriers prompted us to analyze the dynamical behaviour of system C in order to evaluate any differences with the concerted triple shift previously described and to predict the fate of 4*-H, a non-classical carbocation. Thus, dynamics calculations were run for system C, starting from TS-1-2-H following the same methodology as previously used for system B. For system C, 193/500 (39%) of these trajectories recrossed, consistent with an even flatter PES for this system. For non-recrossing trajectories, we found that the variation of C3–H18 distance with time (Fig. 6) is considerably larger than for system B (Fig. 5), indicating that additional transformations may indeed be present along some trajectories.

As a result, we first examined (following the scheme described in the Computational section to characterize connectivity) the structures reached by each trajectory at 1000 and 2000 fs. If 1000 fs were enough time for the system to have reached its “product state”, we would expect (in the aggregate) a set of structures equivalent at the two time points. What we find instead is that 17 structures are reached at 1000 fs and 33 at 2000 fs, a striking difference. These structures are not necessarily minima on the PES, but each of them corresponds to a particular connectivity between atoms. If we take into account that some of the structures are equivalent but
for the atom numbering, these 17 and 33 structures are reduced to 14 and 26 distinct structures, respectively (see Fig. 7). That equivalent structures with different atom numbering are formed indicates that they are being reached through different paths. Besides evidencing a much richer reactivity than expected from the IRC (see Fig. 4), these results clearly show that equilibrium has not been reached at 1000 fs, and might not have been reached at 2000 fs either.

Further analysis of the results of our dynamics simulations led us to organize all the structures visited by each of the trajectories in reaction paths. These paths are summarized in Fig. 8, which collects all structures formed in the product region. The scheme is complex and highly branched as a result of the diversity of trajectories, but there are some paths (or parts thereof) that seem to be favored. Structure 4 (relative potential energy: −4.9 kcal mol⁻¹) is generally the first structure to be formed, and in one of the most frequently followed paths it evolves towards 5 through the lengthening of the C4–C8 bond, (resulting in 4*), followed by formation of the C4–C3 bond. Then structure 5 further evolves towards 6 through lengthening of the C2–C3 bond. Subsequently, the formation of a C2–C8 bond can occur, leading to 7 (−6.0 kcal mol⁻¹), a secondary carbocation. Thus, in the most common path, the 4 → 7 transformation, we find a mechanism involving five distinct chemical events that occur after the TSS. Another frequently observed route for the evolution of 4 starts with the lengthening of the C7–C8 bond, which leads to primary carbocation 8, followed by formation of the C3–C7 bond to yield an alternative secondary carbocation, 9 (−6.0 kcal mol⁻¹).

At 1000 fs, only the 4*, 4, 5, 6, 7, 8 and 9 Wells are visited frequently, but other C–C and C–H migrations do occasionally occur and furnish different structures. At 2000 fs, the same structures are visited most frequently, but in a lower proportion, as an additional set of carbocations has been formed in these longer trajectories. Of the 24 new structures formed at these longer times, only 10 are tertiary carbocations (highlighted in Fig. 8 through continuous line rectangles). In addition to these paths, structures 4, 5 and 9 can also spawn subsequent structures via multiple different paths, depending on which vibrational modes are activated as these parent structures are being formed.

When the geometry of the structures shown in Fig. 8 are optimized, only some of them preserve their connectivity,
allowing us to characterize them as real minima in the potential energy surface of the system. As expected, tertiary carbocations are lower in energy than secondary or primary ones, however, the fact that so many of the latter are actual minima and relatively stable, highlights the fact that a large number of them are actually non-classical carbocations (see the ESI† for a more detailed description of them).

As happened for system B, recrossing trajectories from system C came in a variety of flavors: (a) 41 (8%) recrossed from the product region towards reactants; 33 of these are type III-a while eight belong to type III. (b) 136 (27%) recrossed from the reactant region toward products; 50 of these belong to type II-a, while 86 are type II. (c) 23 (5%) recrossed multiple times; 15 belong to type IV, 8 belong to type I but the TS phase is inverted at them. Looking for additional new structures, we selected those recrossing trajectories that had reached the product region by 2000 fs and performed an analysis, analogous to that described above for non-recrossing trajectories. New structures are indeed found, e.g., two formal primary cations, three secondary cations and five tertiary cations (a more detailed description of these trajectories can be found on the ESI†). This appearance of new structures in the recrossing trajectories and the divergence in the set of structures found at 1000 and 2000 fs, together with the fact that the most stable tertiary carbocations were not among the most visited regions of the potential energy surface in the trajectories analyzed, led us to suspect that the system cannot be considered to have reached equilibrium at 2000 fs. To test this hypothesis, we ran a smaller set of 100 trajectories for 4000 fs (at a significant computational cost), whose detailed analysis is described in the ESI†.

**Fig. 7** Product distribution at 1000 fs (inner circle) and 2000 fs (outer circle). Structures in black at the inner circle disappear in the larger trajectories (at 2000 fs) and structures in black in the outer circle are not found at 1000 fs. Structures in other colors are found in trajectories at both time steps. Structures shown are not necessarily PES minima.
result is that while some of the primary and secondary carbocations in Fig. 8 are still appearing at the 4000 fs time point, some seem to have further progressed to new tertiary carbocations, and there is even interconversion between different tertiary carbocations.

Bird’s eye view

The pathways connecting the structures encountered during dynamics simulations for system C can be viewed as a web, with a carbocation of different connectivity at each node. These nodes are interconnected through single hydride or alkyl migration events. Residence times in nodes corresponding to primary (but nonclassical) and secondary carbocations are short (<20 fs). Given the flatness of the PES surrounding the TSS, i.e., most structures are within 5–10 kcal mol⁻¹ of each other, the system rapidly samples different nodes for a long time before falling into a comparatively deep well (e.g., a tertiary carbocation). During this time, the system can even visit a number of nodes that connect it from the product (C4–H18 bonded, C3–H18 broken) to the reactant region (C4–H18 broken, C3–H18 formed) blurring the limits of these two a priori differentiated regions. In other words, we observe fluxional behaviour involving an apparently unprecedented diversity of structures.

The subtle structural modification made to system B seems to have made these players (carbocations) lose their tempo and engage in a wandering melody. Such a PES could perhaps be modulated by solvent (although some solvents might lead to even flatter surfaces) or be controlled via geometric constraints imposed by a surrounding catalyst (biological or synthetic). In the biological context, one might wonder whether there would be (or has been) evolutionary pressure against utilization of reactions with exceedingly flats PESs.
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