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ABSTRACT

Optimal Transport (OT) is a fundamental tool for comparing probability distributions, but its exact computation remains prohibitive for large datasets. In this work, we introduce novel families of upper and lower bounds for the OT problem constructed by aggregating solutions of mini-batch OT problems. The upper bound family contains traditional mini-batch averaging at one extreme and a tight bound found by optimal coupling of mini-batches at the other. In between these extremes, we propose various methods to construct bounds based on a fixed computational budget. Through various experiments, we explore the trade-off between computational budget and bound tightness and show the usefulness of these bounds in computer vision applications.

1 Introduction

Optimal Transport (OT) distances, in particular the Wasserstein distance, have become a popular tool in machine learning for tasks ranging from domain adaptation (Courty et al., 2017) to generative modeling (Genevay et al., 2018; Salimans et al., 2018). From among its many desirable properties, we highlight that OT provides a principled and general approach to lift a metric between samples into one between distributions, is underpinned by a mature theory (Villani, 2008, 2003), and has a well-understood sample complexity (Genevay et al., 2019; Mena and Weed, 2019).

Historically, a primary barrier to the wider adoption of OT in machine learning and other data-intensive fields has been its computational cost. In the classic formulation by Kantorovich (1942), the discrete OT problem is a linear programming (LP) problem with cubic complexity and quadratic memory footprint, prohibitive for all but the smallest datasets. Over the past decade, there has been considerable progress towards scaling up the computation of OT, typically by settling for an approximate solution by solving an entropy-regularized problem instead (Cuturi, 2013). Despite is convenience, this approximation is not always desirable, as it introduces a statistical bias in the problem (Chizat et al., 2020), yields non-sparse solutions (Blondel et al., 2018), and is infamously sensitive to the choice of regularization strength parameter.

But even with entropy-regularized approximation, OT on datasets of machine learning scale remains elusive. Although highly optimized off-the-shelf solvers (Feydy et al., 2019; Flamary et al., 2021) have made it possible to solve much larger problems, OT computations on the full MNIST (LeCun et al., 2010)—the archetypal toy machine learning dataset—remains challenging for both entropy-regularized and exact OT on most personal computers, largely due to memory bottlenecks. Scaling up to even larger (but, by machine learning standards, still ‘benchmark’-sized) datasets such as ImageNet (Deng et al., 2009) (∼1M samples of ∼50K dimension) is therefore currently infeasible with the standard OT formulation.
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We investigate the empirical behaviour of all of these bounds in a series of experimental evaluations on was originally done heuristically, recent work has started to investigate the properties of this type of estimator in that we study this approximate solution as an upper bound (instead of a generic estimator), we provide accompanying lower bounds, and—crucially—we propose budget-constrained bounds that avoid the need to solve all mini-batch problems.

A common approach to circumvent this issue in practice is mini-batch estimation: computing OT on smaller subsamples \((mini-batches)\) of the data and then averaging their values. This has been particularly exploited in applications of OT to generative modeling (Genevay et al., 2018; Salimans et al., 2018). Although this was originally done heuristically, recent work has started to investigate the properties of this type of estimator (Fatras et al., 2020, 2021b). For example, it can be shown that this estimator is biased; in fact, it is an upper bound on the exact (full-sample) OT distance and often a loose one. A natural question is whether other, significantly tighter mini-batch based bounds exist.

In this work, we introduce new families of upper and lower bounds for the discrete OT problem that rely solely on solutions of mini-batch problems. The key idea behind them is to conceptually break up the original (full-sample) problem into a blockwise-grid of mini-batch problems and find weighted combinations of their solutions that are feasible for the original problem (see Figure 1). These bounds can be tightened by optimizing the total cost of these linear combinations, which itself corresponds to an OT problem where the mini-batches play the role of samples. We show that the tightest bound in this class (i.e., the one corresponding to the optimal batch-to-batch coupling) is obtained by solving all the pair-wise mini-batch subproblems (Nguyen et al., 2022). This method, however, has quadratic dependence on the number of batches, and, as we show here, the complexity of computing this bound is as bad as that of solving the entire problem when not parallelizing and thus is often still infeasible in practice.

In response, we propose to approximate this best-in-class bound using the solution of only a subset of the mini-batch problems with size determined by a pre-specified budget. We investigate various approaches to select the subset of problems to solve, ranging from greedy heuristic methods to provable approximate OT methods. The resulting bounds interpolate between the usual mini-batch averaging bound (which has a linear dependence on the number of batch problems solved) and the `all pair-wise problem` (quadratic) solution, providing a simple way to trade off computational cost for estimation accuracy (Fig. 2).

We investigate the empirical behaviour of all of these bounds in a series of experimental evaluations on computer vision datasets. The results confirm that these estimators reliably trade-off computation for accuracy and that they provide reasonable approximations to the best-in-class bound even in low-budget settings. In particular, our experiments with two-sample testing show that these estimators yield tests with negligible decrease in power compared to much more expensive estimators.

## 2 Related Work

**Mini-Batch Optimal Transport.** Estimation of OT distances through mini-batch computation was first proposed by Genevay et al. (2019) and Salimans et al. (2018) in the context of using entropy-regularized OT as a loss function for generative modeling. Fatras et al. (2021a, 2020, 2021b) have thoroughly studied the properties of the usual naive averaging mini-batch estimator. Recent work by Nguyen et al. (2022) proposes an estimator to the OT problem that is similar to the first upper bound (that requires solving all subproblems) proposed here. Although both rely on a hierarchical characterization of the OT problem, our work differs in that we study this approximate solution as an upper bound (instead of a generic estimator), we provide accompanying lower bounds, and—crucially—we propose budget-constrained bounds that avoid the need to solve all mini-batch problems.
Hierarchical, anchor, and low-rank OT. Nested or hierarchical OT distances have also been proposed in other contexts, such as topic modeling (Yurochkin et al., 2019) and medical imaging (Yeaton et al., 2022). These works typically seek to model existing domain-specific hierarchical structures, rather than imposing them for computational reasons, as we do here. Also related are anchor-based OT distances (Lin et al., 2021; Sato et al., 2020), which impose a hierarchical structure to make the solution of the OT problem more robust and interpretable. A different but equally active area of research seeks to improve the computational complexity of the OT problem through low-rank approximations for the cost matrix (Altschuler and Boix-Adsera, 2020), transport plan (Forrow et al., 2019; Scetbon et al., 2021a), or both (Scetbon et al., 2021b). These methods provably approximate the OT cost up to (poly)logarithmic factors, while running in time nearly linear in the total support size of the input measures.

Efficient approximate OT. When the ground metric is embedded into the \( \ell_p \)-distance with \( 1 \leq p \leq 2 \) in \( \mathbb{R}^d \), a fruitful line of work has focused on fast multiplicative approximation algorithms for OT using probabilistic tree embeddings, including Quadtree (Andoni et al., 2008; Charikar, 2002; Indyk and Thaper, 2003), Flowtree (Backurs et al., 2020; Chen et al., 2022), and the Tree-Sliced Wasserstein distance (Le et al., 2021, 2019), which can be seen as a generalization of the Sliced Wasserstein distance (Bonneel et al., 2015; Carriere et al., 2017; Kolouri et al., 2016; Rabin et al., 2011). These methods provably approximate the OT cost up to (poly)logarithmic factors, while running in time nearly linear in the total support size of the input measures and in the dimensionality \( d \). Thus, they are efficient even in the high-dimensional regime.

Other bounds on OT. Although upper bounds to the OT problem can be easily constructed, efficiently computable ones are scarce. Among those, there are coupling-based methods (Biswas and Mackey, 2021) and variational methods (Huggins et al., 2020). Lower bounds (even non-computable ones) are harder to construct. Perhaps the best-known one is by Gelbrich (1990, Thm. 2.1).

3 Computing Optimal Transport

We consider measurable Polish spaces \( \mathcal{X}, \mathcal{Y} \), where typically \( \mathcal{X}, \mathcal{Y} \subset \mathbb{R}^d \), and denote by \( \mathcal{P}(\mathcal{X}), \mathcal{P}(\mathcal{Y}) \) the spaces of Borel probability measures defined on them. For samples \( X = (X_1, \ldots, X_n) \overset{i.i.d.}{\sim} \alpha \in \mathcal{P}(\mathcal{X}) \) and \( Y = (Y_1, \ldots, Y_m) \overset{i.i.d.}{\sim} \beta \in \mathcal{P}(\mathcal{Y}) \), we denote by \( \alpha_n \) and \( \beta_m \) the empirical distributions supported on \( X \) and \( Y \) respectively. We denote by \( m(\alpha) = \int_X d\alpha \) the total mass of a measure and by \( \alpha \otimes \beta \) the product measure. When \( n > 1 \), \( \alpha \otimes_n \overset{\text{def.}}{=} \alpha \otimes \cdots \otimes \alpha \). Thus, an i.i.d. sample \( X \) of size \( n \) from \( \alpha \) has law \( \alpha \otimes_n \). For \( a \in \mathbb{R}^n \), \( b \in \mathbb{R}^m \), \( a \oplus b \) is the matrix with entries \( (a \oplus b)_{ij} = a_i + b_j \), i.e., \( a \oplus b = a \mathbb{1}_m + \mathbb{1}_n b^\top \). Finally, \( \Delta_n \) denotes the probability \( n \)-simplex and \( \|n\| = \{1, \ldots, n\} \).

3.1 Finite-sample estimation of OT distances

Consider two probability measures \( \alpha \in \mathcal{P}(\mathcal{X}), \beta \in \mathcal{P}(\mathcal{Y}) \). The Kantorovich formulation of Optimal Transport allows us to compare them in terms of

\[
\text{OT}(\alpha, \beta) = \inf_{\pi \in \Pi(\alpha, \beta)} \int_{\mathcal{X} \times \mathcal{Y}} c(x, y) \, d\pi(x, y)
\]

(1)

where \( \Pi(\alpha, \beta) \) is the set of couplings (transportation plans) between \( \alpha \) and \( \beta \). Formally, \( \Pi(\alpha, \beta) \overset{\text{def.}}{=} \{ \pi \in \mathcal{P}(\mathcal{X} \times \mathcal{Y}) \mid P_{x \pi} = \alpha, P_{y \pi} = \beta \} \). In practice, the measures of interest are often discrete (e.g., histograms \( a \in \Delta_n, b \in \Delta_m \) or are continuous but accessible only through finite samples, in which case we can express them as \( \alpha_n = \frac{1}{n} \sum_{i=1}^n a_i \delta X_i, \beta_m = \frac{1}{m} \sum_{j=1}^m b_j \delta Y_j \), where \( X_i \) and \( Y_j \) are the support points and \( a \in \Delta_n, b \in \Delta_m \) are their associated probability vectors. For the latter case (finite samples from continuous measures), we assume \( (X_1, \ldots, X_n) \overset{i.i.d.}{\sim} \alpha, (Y_1, \ldots, Y_m) \overset{i.i.d.}{\sim} \beta \) and thus use uniform weights \( a = \frac{1}{n} \mathbb{1}_n, b = \frac{1}{m} \mathbb{1}_m \).

For discrete distributions, OT becomes a linear program,

\[
\text{OT}(\alpha_n, \beta_m) = \min_{P \in U(a, b)} \langle C, P \rangle = \min_{P \in U(a, b)} \sum_{i,j=1}^{n,m} C_{ij} P_{ij},
\]

where \( C_{ij} = c(x_i, y_j), P_{ij} = \pi(x_i, y_j) \), and

\[
U(a, b) \overset{\text{def.}}{=} \{ P \in \mathbb{R}^{n \times m}_+ \mid P \mathbb{1}_m = a, P^\top \mathbb{1}_n = b \}.
\]

This problem has an equivalent dual formulation,

\[
\text{OT}(\alpha_n, \beta_m) = \sup_{(f, g) \in \mathcal{R}(C)} \langle f, a \rangle + \langle g, b \rangle,
\]

(2)
where \( f \) and \( g \) are Kantorovich potentials, taken in the set \( \mathcal{R}(\mathbb{C}) = \{(f, g) \in \mathbb{R}^{n \times m} | f \oplus g \leq C \} \).

Cuturi (2013), Galichon and Salanié (2009), and Kosowsky and Yuille (1994) introduced a regularized version of (2):

\[
\operatorname{OT}_\varepsilon(\alpha_n, \beta_m) \equiv \min_{\mathbf{P} \in \mathcal{U}(a,b)} \langle C, \mathbf{P} \rangle + \varepsilon H(\mathbf{P}),
\]

which can be solved more efficiently, e.g., using the Sinkhorn algorithm (Sinkhorn, 1964). Since \( \operatorname{OT}_\varepsilon(\alpha, \alpha) = 0 \) is not guaranteed, a `debiased' version of this problem, known as the Sinkhorn Divergence (Feydy et al., 2019; Genevay et al., 2019) is often used instead:

\[
\operatorname{SD}_\varepsilon(\alpha, \beta) \equiv \operatorname{OT}_\varepsilon(\alpha, \beta) - \frac{1}{4}(\operatorname{OT}_\varepsilon(\alpha, \alpha) + \operatorname{OT}_\varepsilon(\beta, \beta)).
\]

Henceforth, we assume a choice of OT ‘kernel function’ (one of \( \operatorname{OT}, \operatorname{OT}_\varepsilon, \) or \( \operatorname{SD}_\varepsilon \)), but denote it indistinctly by \( \operatorname{OT}(\cdot, \cdot) \) for notational simplicity.

### 3.2 Mini-batch partitioning of datasets

Consider a pair of datasets \( X \in \mathbb{R}^{N \times d} \) and \( Y \in \mathbb{R}^{M \times d} \) with associated empirical distributions \( \alpha_N, \beta_M \). If \( N \) and \( M \) are large, computing \( \operatorname{OT}(\alpha_N, \beta_M) \) directly might be prohibitive. A common strategy is to instead solve smaller problems using mini-batches from \( X \) and \( Y \) to estimate this quantity (Genevay et al., 2018). Given a predefined batch size \( n \) (and assuming for simplicity that \( N/n = k \) is integer), we can view \( X \) as being sampled batch-wise as \( X = \{X^1_1, \ldots, X^1_n, \ldots, X^n_1, \ldots, X^n_n\} = \{X^1, \ldots, X^n\} \), where \( X^k \sim \alpha^{\otimes n} \). Analogously, we write \( Y = \{Y^1_1, \ldots, Y^1_k, \ldots, Y_k^1, \ldots, Y^k_k\} \) with \( Y^k \sim \beta^{\otimes m} \). Although this implicitly assumes that the batches are taken as contiguous subsets of the original dataset (i.e., \( X^k = X_{n(s-1)+i} \)), as typically done in practice, in general any partition of the samples gives rise to a meaningful set of mini-batches. Thus, we can generally consider mini-batches defined by lists of indices \( \bigcup_{k=1}^n B^k = [N] \) and \( \bigcup_{k=1}^m B'_k = [M] \). For convenience, we define mappings \( \sigma_x \) and \( \sigma_y \) from mini-batch index to dataset index, whereby for \( i \in [n], s \in [k] \), \( \sigma_x(i, s) = j \in [N] \) means the \( i \)-th element in \( B^k \) has index \( j \) in the full dataset (i.e., \( X^k_i = X_{n(s-1)+j} \)) and analogously for \( \sigma_y \). In addition, for simplicity we will assume \( n \) and \( m \) are chosen so that \( N/n = M/m = k \).

Each mini-batch from \( X \) has two associated empirical measures: an unnormalized one \( \tilde{\alpha}^s = \sum_{i \in B^k} a_i^s \delta_{X^k_i} \), and a normalized one \( \alpha^s = \sum_{i=1}^n a_i^s \delta_{X^k_i} \), with \( \alpha^s \in \Delta_n \). When the full discrete measure \( \alpha_N \) has uniform weights \( (a_i = \frac{1}{N}) \), we simply have \( \alpha^s = \frac{1}{N} \alpha \). In general, we have \( \alpha^s = \frac{1}{m(\tilde{\alpha}^s)} a_{\sigma_x(i,s)} \). For \( Y \), \( \tilde{\beta}^k \) and \( \beta^{\otimes m} \) are defined analogously. We also define the probability vectors of aggregated mini-batch masses \( \bar{a}, \bar{b} \in \Delta_k \) with entries \( \bar{a}_i \triangleq m(\tilde{\alpha}^k) = \sum_{i \in B^k} a_i^k \) and \( \bar{b}_i \triangleq m(\tilde{\beta}^k) = \sum_{J \in B'_k} b_j^k \). For the remainder of this work, we will make the following simplifying assumption, which holds trivially in the usual uniform-weight setting and can be imposed with judicious choice of mini-batch sizes in general:

**Assumption 1** (Uniform mass mini-batches). The grouping of samples into mini-batches is such that \( m(\tilde{\alpha}^s) = m(\tilde{\beta}^k) \) for every \( s, t \in [k] \) (i.e., \( \bar{a} = \bar{b} = \frac{1}{k} I_k \)).

The grouping into mini-batches induces a partition in the discrete optimal transport problem between \( \alpha_N \) and \( \beta_M \) as well. The full-sample cost matrix \( C \in \mathbb{R}^{N \times M} \), where \( C_{ij} = c(X_i, Y_j) \), inherits a \( k \)-by-\( k \) block structure whereby the \( s, t \)-block is \( C_{s,t} = R_{n \times m} \), with \( C_{s,t} = c(X^k_i, Y^k_j) \). Analogously, the same block structure partitions \( \mathbf{P} \in \mathbb{R}^{N \times M} \) into \( k^2 \) submatrices \( \mathbf{P}_{s,t} \in \mathbb{R}^{n \times m} \) with entries \( \mathbf{P}_{s,t} = \mathbf{P}(X^k_i, Y^k_j) \). Our goal is to estimate \( \operatorname{OT}(\alpha_N, \beta_M) \) using the solutions of the subproblems \( \operatorname{OT}(\alpha^s, \beta^k) \). Over the next two sections, we present methods to obtain upper and lower bounds for the former using the latter.

### 4 Upper Bounds via Primal Solutions

In this section, we introduce a family of upper bounds to the OT problem constructed using solutions to mini-batch subproblems. We discuss lower bounds in Appendix A.

#### 4.1 Bounding through mini-batch coupling

Recall the primal form of the discrete OT problem between the empirical distributions \( \alpha_N \) and \( \beta_M \),

\[
\operatorname{OT}(\alpha_N, \beta_M) = \min_{\mathbf{P} \in \mathcal{U}(a,b)} \langle C, \mathbf{P} \rangle. \tag{FP}
\]

\(^2\)In matrix form: \( \bar{a} = (I_k \oplus I_m^\top) a \) and \( \bar{b} = (I_k \oplus I_m^\top) b \).
The partitioning described in the previous section gives rise to $k^2$ mini-batch problems, one for each $(s, t)$ pair:

$$OT(\alpha^s, \beta^t) = \min_{P \in U(\alpha^s, \beta^t)} \langle P, C^{st} \rangle \quad s, t \in [k].$$  \hfill (BP)

Let $P^{st}_s$ be the optimal solutions of these subproblems and $d_{st} \triangleq OT(\alpha^s, \beta^t)$ their value. Our goal is use these to estimate $OT(\alpha_N, \beta_M)$. To this end, it will be useful to rewrite problem (FP) using the block-structure induced by the mini-batch partitioning:

$$OT(\alpha_N, \beta_M) = \min_{P} \sum_{s,t=1}^{k} \langle P^{st}, C^{st} \rangle \quad \text{subject to:}$$

$$\forall s: \sum_{t=1}^{K} (P^{st})^1_m = a^s, \quad \forall t: \sum_{s=1}^{K} (P^{st})^\top_1_n = b^t$$  \hfill (FP')

Crucially, note that while (BP) is a collection of decoupled problems, (FP') is a single (coupled) problem.

The OT problem can be easily upper-bounded by constructing feasible solutions to its primal (minimization) problem. In our setting, a natural idea is to construct a feasible solution $P$ for (FP) using the batch-wise optimal couplings $P^{st}_s$ obtained by solving the sub-problems (BP). Theorem 4.1 provides a simple way to do so using scalar multiples of the mini-batch problem solutions.

**Theorem 4.1.** Assume uniform-weight partitions, and let $\{P^{(st)}_s\}^{k,k}_{s,t=1}$ be optimal solutions to the batch primal problems (BP). Let $\tilde{P} \in \mathbb{R}^{N \times M}$ be defined block-wise\(^3\) as

$$[\tilde{P}]_{i,j} \triangleq \omega_{st} P^{st}_s \quad \forall s, t \in [k] \hfill (4)$$

for some scalar values $\omega_{st}$, and let $W$ be the $k$-by-$k$ matrix consisting of these values. If $W \in U(\tilde{a}, \tilde{b})$, then $\tilde{P}$ is feasible for (FP) with objective value

$$\langle \tilde{P}, C \rangle = \langle W, D \rangle = \sum_{s,t=1}^{k} \omega_{st} OT(\alpha^s, \beta^t),$$

where the entries of $D$ are $d_{st} \triangleq OT(\alpha^s, \beta^t)$, the optimal values to the mini-batch problems.

The feasible solutions $\tilde{P}$ characterized by Theorem 4.1 define a family of upper-bounds for (FP) parametrized by $W$. The tightest bound in this family can be found by solving the following meta-problem between mini-batches:

$$\min_{W \in U(\tilde{a}, \tilde{b})} \langle W, D \rangle = \min_{W \in U(\tilde{a}, \tilde{b})} \sum_{s,t=1}^{k} \omega_{st} d_{st}$$  \hfill (MP)

\(^3\)Equivalently, $\tilde{P} \triangleq W \ast P$, where $\ast$ is the Khatri-Rao product (Khatri and Rao, 1968).
Algorithm 1: Batch-Hierarchical OT Upper Bound

Input: Data $X \in \mathbb{R}^{N \times d}, Y \in \mathbb{R}^{M \times d}$; num. batches $k$;
/* Stage 1: solving batch OT problems */
$n, m \leftarrow \text{GetBatchSize}(k, N, M);
\{X^1, \ldots, X^k\} \leftarrow \text{Partition}(X, n);
\{Y^1, \ldots, Y^k\} \leftarrow \text{Partition}(Y, m);
D \leftarrow 0_{k \times k};
for $(s, t) \in \mathbb{I} \times \mathbb{I}$ do
  $C_{st} \leftarrow \text{PairwiseDistances}(X^s, Y^t);
  D[s, t] \leftarrow \text{OT}(C_{st}, \frac{1}{n} \mathbf{1}_n, \frac{1}{m} \mathbf{1}_m);
end$
/* Stage 2: aggregating batch solutions */
$d \leftarrow \text{OT}(D, \frac{1}{k} \mathbf{1}_k, \frac{1}{k} \mathbf{1}_k);
return d$

Note that $\text{(MP)}$ is itself an optimal transport problem where the mini-batches play the role of samples, their mass is proportional to the total mass of the samples in the batch, and the ground cost between mini-batches is the OT cost between their elements, i.e., $d_{st} = \text{OT}(\alpha^s, \beta^t)$. We refer to the value of $\text{(MP)}$ (the tightest bound in its class) as the \textit{batch-hierarchical OT bound} (BHOT). Thus, Theorem 4.1 in combination with meta-problem $\text{(MP)}$ shows an equivalence between constructing feasible solutions for—and therefore bounding—the full sample problem and finding a coupling between the batches of the two datasets. We will exploit this interpretation in the next section to propose computationally efficient bounds.

Interestingly, the usual approach of estimating $\text{(FP)}$ by averaging the solutions of $k$ problems on mini-batches sampled sequentially in parallel from $\alpha_X$ and $\beta_M$ (Fatras et al., 2021b; Genevay et al., 2018; Salimans et al., 2018) is contained in the family of Theorem 4.1. Indeed, taking $\omega_{st} = \frac{1}{k}$ if $s = t$ and 0 otherwise, we obtain a block-diagonal solution $\hat{P}$ with optimal value $\frac{1}{k} \sum_{s=1}^k \text{OT}(\alpha^s, \beta^t)$. In particular, this implies that the BHOT bound is, in the worst case, equal to the naive averaging bound.

It must be emphasized that BHOT is tightest only within the class of bounds of the form (4) but might not be the tightest one constructed from block-wise solutions. Indeed, there are other conceivable ways to combine such solutions into a feasible solution to $\text{(FP)}$, any of which provides a valid upper bound. The advantage of this particular family is that it allows for the computation of the upper bounds without having to explicitly construct any $N \times M$-sized object, instead relying on a linear combination of the values of mini-batch problems. Furthermore, it is optimizable by solving a $k$-by-$k$ problem only. We discuss computational aspects of this bound in detail in Section 4.2.

Algorithm 1 summarizes the derivation above, providing pseudo-code to compute an upper bound to an OT problem by solving $k^2 + 1$ smaller problems.

4.2 Complexity of mini-batch estimation

Solving problem $\text{(FP)}$ directly would amount to solving a single $N \times M = nk \times mk$ OT problem. This can be done exactly in $\tilde{O}(NM^2)$ time\(^4\) via the network simplex (Tarjan, 1997) or $\varepsilon$-approximately in $\tilde{O}(nmk^2 \varepsilon^{-3})$ via the Sinkhorn algorithm (Altschuler et al., 2017). Either approach has $\tilde{O}(k^2 nm)$ space complexity (since the entire $N \times M$ cost matrix must be computed and stored). This problem is not easily parallelizable. On the other hand, Algorithm 1 involves solving $k^2 + 1$ problems: $k^2$ problems $\text{(BP)}$ of size $n \times m$ and one final meta-problem $\text{(MP)}$ of size $k^2$, for a total $\tilde{O}((n+m)nk^2)$ time complexity if solved exactly or $\tilde{O}(nmk^2 \varepsilon^{-3})$ if solved approximately, and $\tilde{O}(nmk^2)$ space complexity.

Note that the time complexity of solving this batch-hierarchical problem approximately via the Sinkhorn algorithm is the same (up to constants) as that of solving the full problem $\text{(FP)}$ when $k \leq n$ (which will typically be the case in practice). However, Algorithm 1 is parallelizable (over batch pairs), so its time complexity can be decreased to $\tilde{O}((n+m)nm)$ (or $\tilde{O}(nm^2 \varepsilon^{-3})$) per processor if run in parallel on $k^2$ processors.

\(^4\)We use $\tilde{O}(f)$ to denote $O(f \cdot \text{polylog}(f))$. 
Algorithm 2: Budget-Constrained OT Upper Bounds

| Input: Data $X \in \mathbb{R}^{N \times d}$, $Y \in \mathbb{R}^{M \times d}$; num. batches $k$; budget $B \in \{k, \ldots, k^2\}$ |
| --- |
| /* Stage 1: selecting batch pairs */ |
| $n, m \leftarrow \text{GetBatchSize}(k, N, M)$; |
| $\{X^1, \ldots, X^k\} \leftarrow \text{Partition}(X, n)$; |
| $\{Y^1, \ldots, Y^k\} \leftarrow \text{Partition}(Y, m)$; |
| $M \leftarrow \text{GetMatching}(B, \{X^i\}, \{Y^j\})$; // $|M| = B$ |
| /* Stage 2: solving batch problems */ |
| $D \leftarrow \infty \cdot \mathbb{1}_{k \times k}$; |
| for $(s, t) \in M$ do |
| $C^{st} \leftarrow \text{PairwiseDistances}(X^s, Y^t)$; |
| $D[s, t] \leftarrow \text{OT}(C^{st}, \frac{1}{n}\mathbb{1}_n, \frac{1}{m}\mathbb{1}_m)$; |
| end |
| /* Stage 3: aggregating batch solutions */ |
| $d \leftarrow \text{OT}(D, \frac{1}{n}\mathbb{1}_k, \frac{1}{k}\mathbb{1}_k)$; |
| return $d$ |

In summary, if not parallelized BHOT is advantageous memory-wise but is suboptimal time-wise, as it returns only an upper bound on the full problem at the same computational cost. If parallelized, it can achieve up to $O(k^2)$ speed-up over the full problem solution. However, if extreme parallelism is not possible, or if the datasets are very large, even this upper bound might be prohibitive. Next, we investigate how to further reduce its computation.

4.3 Trading bound tightness for efficiency

In the previous section we showed how constructing a certain class of bounds based on solutions of mini-batch OT problems reduces to finding couplings between the mini-batches. A basic OT result states that for discrete distributions with uniform weights and equal sample size, the cost-minimizing optimal coupling $P$ is in fact a permutation matrix (i.e., a matching) (Peyré and Cuturi, 2019, Prop. 2.1). In our setting, Assumption 1 guarantees this result for (MP), hence only $k$ of the optimal $\omega_{st}$ weights used by BHOT are non-zero. Thus, despite requiring the solution of $k^2$ problems, this bound ultimately uses the value of only $k$ of them. This apparent waste suggests finding alternative methods to find matchings between mini-batches that require solving fewer mini-batch OT problems.

For this purpose, we now conceptually decouple the process of constructing feasible solutions to (FP) from mini-batch solutions (BP) into two steps: (i) matching and (ii) aggregation. The goal of the first step is to propose a low-cost matching between mini-batches, while the latter involves solving mini-batch OT problems between the selected matches and aggregating them into a bound for the full problem. In light of this new conceptual framework, the naive averaging bound can be understood as using a trivial (diagonal) matching between batches (with zero computational cost) and then solving $k$ OT problems between the matched batches in the aggregation step. At the opposite side of the spectrum, BHOT requires solving all $k^2$ mini-batch problems to find the optimal matching by solving (MP), after which the values of the matched mini-batch problems are averaged. Below, we propose several methods that interpolate between these two extremes. For all of them, $B \in \mathbb{N}$ is a pre-specified budget specifying the maximum number of batch OT problems to solve.

**Greedy matching.** At a high level, this method proceeds by matching one row (batch of $X$) at a time to its most similar column (batch of $Y$), after which this column is removed from the candidates. In its simplest form, this algorithm requires a $B = \binom{k}{2}$ budget. For lower budgets, we generalize this method by first splitting the $B$ among the rows using an allocation function $a : \|k\| \to \mathbb{N}$ defined recursively as $a(1) = 1, a(s + 1) = a(s) + 1(B \geq \binom{k+1}{2} - \binom{k-s}{2})$ for every $s \in 1, \ldots, k - 1$. Intuitively, this function allocates the budget in a diagonal fashion, starting from the first row, until it is exhausted. Once the budget is allocated, we proceed as before, but solving only as many OT problems per row as the allocation allows.

**OT with missing costs.** We randomly sample $B$ pairs, without replacement, from the set of distinct index pairs in $\|k\| \times \|k\|$ that include each row and column index at least once. We solve the corresponding $B$ mini-batch problems and fill the corresponding entries of the cost matrix $W$, assigning a value of $\infty$ (or, in
We note that the running time in the above theorem is only to compute the matching \( \tilde{W} \). We also consider a variant that greedily selects entries to fill \( \tilde{W} \).

**Table 1:** Computational complexity of various upper bound methods. Here \( n, m \) are the mini-batch sizes, \( d \) their dimension, \( k \) is the number of batches, \( B \) is a pre-specified budget on the number of OT problems to solve, and \( \ot(a, b) \) is the cost of solving an OT problem between \( a \) and \( b \) samples, which depending on the version of OT problem and solver can range between nearly-linear to cubic complexity on \( nm \) (see Section 4.2).

In practice, a finite scalar \( M \gg 0 \) to all other entries (corresponding to ‘missing’ unsolved problems). We then proceed to solve the problem (MP) as before. The infinity costs ensure that the optimal coupling has zero value for all entries corresponding to missing costs, and thus their value is not needed to compute the bound. We also consider a variant that greedily selects entries to fill (BHOT-MissingGreedy, Appendix C).

**Tree-based batching.** Using probabilistic tree embedding techniques described in Section 2, we propose a 2-phase tree-based linear approximation algorithm for BHOT. Informally, the first phase invokes the Quadtree algorithm to embed the batches into sparse vectors in \( \ell_1 \), and the second phase uses the Flowtree algorithm to find an approximately optimal matching between the batch embeddings. The resulting algorithm provably produces a multiplicative approximation for BHOT:

**Theorem 4.2 (BHOT-Tree Guarantee).** Let \( \Phi_C \) be the aspect ratio\(^5\) of the full-sample cost matrix \( C_{ij} \). Suppose the costs are given by \( \ell_1 \)-distances \( C_{ij} = c(X_i, Y_j) = ||X_i - Y_j||_1 \). BHOT-Tree runs in time \( \tilde{O}(kd(n + m) \log \Phi_C) \), and computes a matching \( \tilde{W} \) that with probability 0.99 satisfies,

\[
\text{BHOT} \leq (\tilde{W}, D) \leq O(\log^2(N) \cdot \log^2(d\Phi_C) \cdot \log k) \cdot \text{BHHOT}.
\]

We note that the running time in the above theorem is only to compute the matching \( \tilde{W} \) (the “Matching Cost” in Table 1). Computing the aggregate cost \( (W, D) \) then requires solving the mini-batch OT problems corresponding to each edge in the matching (“Aggr. Cost” in Table 1). We also consider a simpler variant of this algorithm, that uses the mean of each batch as an embedding in \( \ell_2 \) instead of the Quadtree-based sparse \( \ell_1 \) embedding.

In our implementation, for simplicity, we replace the sparse \( \ell_1 \)-embedding in the first phase, with a simpler variant that embeds each batch into \( \mathbb{R}^d \) as the mean of the points in that batch. Furthermore, in the second phase, we use the tree constructed by Flowtree to compute additional edges on top of the matching it returns, thus extending its usability to budgets larger than \( k \).

**Star-based matching.** The above BHOT-Tree algorithm computes \( k \) OT problems to obtain a polylogarithmic approximation for BHOT. Even though, as mentioned, we can (and will) use the tree to choose more than \( k \) OT problems to fully compute, the approximation guarantee does not improve. We wish to extrapolate from this and obtain an algorithm that computes more than \( k \) (but less than \( k^2 \)) OT problems, and in return achieves a more accurate approximation. To this end, we replace the Flowtree-based second phase of BHOT-Tree with a sparse graph composed of a collection of stars (Carey et al., 2022; Har-Peled et al., 2013). The idea is to apply a hierarchy of gradually refined locality-preserving partitions (such as a Quadtree) and then pick a random point in each part of the partition and connect it with an edge to each other point in that part—thus forming a star-shaped subgraph. The edges of all stars thus added are the entries \( C_{ij} \) of the batch-cost matrix that we compute to approximate BHOT. To adhere to the bipartite nature of the BHOT problem and avoid “wasting” OT computations between batches on the same side, we only star edges that connect a batch of \( \alpha_n \) to a batch of

\[ \Phi_C = \max_{i,j} C_{ij} / \min_{i,j, C_{ij} \neq 0} C_{ij}. \]
Figure 3: Bound error vs. compute budget on MNIST vs. USPS. For a given budget of batch-wise OT problems solved, we show the relative error in the bound obtained with each method, averaged across 10 repetitions. Unlike the budget-agnostic methods (dashed lines), the budget-constrained ones (solid) allow for fine-tuned bound tightness selection.

The resulting algorithm has the following guarantee, offering a different efficiency to accuracy trade-off than BHOT-Tree.

**Theorem 4.3 (BHOT-Star Guarantee).** Let \( \Phi_C \) be the aspect ratio of the full-sample cost matrix \( C_{i,j} = \|X_i - Y_j\|_1 \). Suppose the costs are given by \( \ell_1 \)-distances \( C_{i,j} = c(X_i, Y_j) = \|X_i - Y_j\|_1 \). Let \( \rho \in (0,1) \). BHOT-Star runs in time \( \tilde{O}((k^{1+\rho} + d)(n + m) \log \Phi_C + k^{1+\rho} \cdot o(n, m) + o(k, k)) \) and computes a matching \( \tilde{W} \) that with probability 0.99 satisfies,

\[
BHOT \leq \langle \tilde{W}, D \rangle \leq O(\rho^{-1} \log(N) \cdot \log(d\Phi_C)) \cdot BHOT.
\]

Algorithm 2 shows generic pseudocode for all the budget-constrained methods described so far, whereby the `GetMatching` function is method-specific.

**BHOT with approximate batch metrics.** In addition, we consider the following budget-agnostic bounds, which reduce computational complexity by approximating the batch-to-batch OT distance by cheaper proxy metrics. After solving the meta OT problem using these proxy costs, they solve exact OT problems only on the \( k \) matched pairs obtained from the optimal coupling, and their values are averaged as a final step. For samples with empirical means \( (\mu_\alpha, \mu_\beta) \) and covariances \( (\Sigma_\alpha, \Sigma_\beta) \), we consider the following proxy metrics:

- Distance between means: \( \|\mu_\alpha - \mu_\beta\|_2 \) (BHOT-Means).
- Expected distance: \( \mathbb{E}_{x,y} \|x - y\|_2 \) (BHOT-AvgDist).
- Bures-Wasserstein distance (Bhatia et al., 2019; Gelbrich, 1990) (BHOT-Bures):

\[
\text{BW}^2(\alpha, \beta) = \|\mu_\alpha - \mu_\beta\|_2^2 + \text{tr}(\Sigma_\alpha + \Sigma_\beta - 2(\Sigma_\alpha^\frac{1}{2} \Sigma_\beta^\frac{1}{2} \Sigma_\alpha^\frac{1}{2}))
\]

Here too, as in the Tree algorithm, our implementation uses the simpler mean-embedding of the batches instead of the sparse \( \ell_1 \)-embedding.

Algorithm 3 (in Appendix §C) provides pseudocode for these three methods.

## 5 Experiments

### 5.1 Data and setup

For our first set of experiments, we compare various bounds on the OT distance between the MNIST and USPS datasets, the latter re-scaled to the \( 28 \times 28 \) pixel size of the former to allow for direct comparison. To facilitate repeated computation of the various bounds across a spectrum of budgets, we take subsets of size \( N = M = 1000 \) for each dataset. In all cases, we use the un-regularized OT distance as the batch-to-batch distance function, with the euclidean \( \ell_2 \) distance between images as ground metric. We use the Python Optimal Transport library (Flamary et al., 2021) to solve the OT sub-problems.

### 5.2 Bound tightness vs. computational budget

We estimate the OT distance between the MNIST and USPS datasets using the various bounds proposed in this work (c.f. Table 1). We take subsets of size \( N = M = 1000 \) and vary the number of batches \( k \), resulting in mini-batches of size \( n = m = M/k \). For budget-constrained methods, we vary the budget between a lower limit of \( k \) (what is used by the naive averaging baseline) and an upper limit of \( k^2 \) (what is used by the best-in-class BHOT bound). We show the results for \( k = \{10, 20\} \) in Figure 3 and provide additional results.
in the Appendix. In these, we plot the relative error of the bounds with respect to the full-sample OT distance (i.e., the solution of (FP)), noting that budget-agnostic methods (dashed lines) appear as constant horizontal lines for comparison.

The results confirm that our budget-constrained bounds smoothly interpolate between the usual naive averaging of batch solutions (dashed brown line in Fig. 3) and the best-in-class BHOT bound (pink, dashed). In this setting, the versions with missing costs and Flowtree approximation exhibit an overall superior cost-vs-tightness trade-off curve, particularly in the smaller batch-size regime ($k = 20$). Interestingly, the proxy-cost baselines (BHOT-[Bures|MeanD]) are surprisingly tight, and in fact surpass the budget-constrained methods in the very-low-budget regime. This suggests that for this dataset, the first and second order moments of the per-batch distributions capture sufficient information to adequately approximate the OT distance between them.

5.3 Drift detection via two-sample tests

Next, we investigate our methods in the context of distributional drift detection. We simulate a drift in MNIST by generating copies of this dataset where every image has been rotated $\theta$ degrees, with values of $\theta$ in $\{-4,\ldots,4\}$. Example images are provided in Appendix §E. For a given rotated dataset, we investigate whether each method can distinguish it from the original version in a two-sample test. To obtain a statistical significance, we use permutation tests (Good, 2013; Kim et al., 2020), i.e., repeatedly mixing and shuffling the datasets and then comparing the distance between the original datasets and the random splits of these mixed datasets (details provided in Appendix E).

Figure 4 shows the power of the two-sample test as a function of the rejection threshold $\alpha$ on the p-value, for two different degrees of rotation, using $k = 20$ batches. BHOT, BHOT-Missing and BHOT-Tree are significantly more sensitive to the drift, as shown by their strictly dominating power curves. For a fixed value of $\alpha = 0.05$, Figure 5 shows the aggregated rejection rate of the tests for the entire range of rotations. While no method yields a test capable of distinguishing the samples up to rotations of $\pm 2^\circ$, most quickly acquire specificity for larger distortions, although the naive and BHOT-DistM methods remain at low rejection rates.

6 Discussion

We have presented a family of bounds for the optimal transport problem that require solving only smaller problems between mini-batches. These bounds allow for trading off bound tightness for computational efficiency, and some of them come with provable guarantees. Although we have focused on upper bounds, we have also shown that a similar approach can be used to obtain analogous lower bounds. Our results suggest that the methods based on flowtree approximation and OT with missing costs tend to yield tighter bounds for every budget regime, but it is an interesting question for future work whether this trend is preserved for different datasets. Furthermore, the family of bounds considered here is certainly not the only one that can be constructed from solutions to sub-problems. It is left as an open question whether other families of bounds could provide better—perhaps even Pareto-optimal—budget-tightness trade-offs.
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A Lower Bounds via Dual Solutions

The dual of the full-sample OT problem (FP) between empirical measures $\alpha_N$ and $\beta_M$ is

$$\sup_{(f, g) \in \mathcal{R}(C)} \langle f, a \rangle + \langle g, b \rangle$$

where the supremum is taken over the set of feasible potentials: $\mathcal{R}(C) = \{(f, g) \in \mathbb{R}^{N \times M} \mid f \oplus g \leq C\}$. Using the block structure induced by the partition into $k$ mini-batches of each sample, we can equivalently write (FD) as

$$\sup_{\{f^s, \{g^t\}\}} \sum_{s=1}^{k} \langle f^s, a^s \rangle + \sum_{t=1}^{k} \langle g^t, b^t \rangle \quad \text{subject to} \quad f^s \oplus g^t \leq C^{st} \quad \forall s, t \in [k].$$

(FD')

In addition, the partitioning also defines $k^2$ individual mini-batch problems (the duals of the (BP) problems):

$$\sup_{\{f^{st}, g^{st}\} \in \mathcal{R}(C^{st})} \langle f^{st}, a^s \rangle + \langle g^{st}, b^t \rangle,$$

which, analogously as for the primal, differ from (FD') in that they are a collection of decoupled problems, while the latter is a single coupled problem. However, an important difference with the primal formulation is that here problem (FD') involves a total of $2k$ potentials, while the problems (BD) involve a total of $2k^2$ potentials. This seemingly subtle discrepancy will become prove crucial below.

Let $(f_s^{st}, g_s^{st})$ denote the optimal pair for each problem (BD). Our goal is to construct a feasible solution to (FD') using these mini-batch-wise solutions. Because of the discrepancy described above, for a given ‘block’ of the full problem potential $f^s$ we have multiple candidates (namely any $f_s^{st}$ for a fixed $s$), and analogously for $g^t$. Again, this is in contrast to the primal case studied before, where there is a unique correspondence between blocks of the full-sample solution and the mini-batch optimal solutions. The next theorem proposes one possible way to resolve this multiplicity and construct solutions to the full-sample problem using the mini-batch ones.

Theorem A.1. Under Assumption 1, let $\{f^{st}_s, g^{st}_s\}_{s,t=1}^{k,k}$ be pairs of optimal solutions to the batch-wise dual problems (BD). We define $\tilde{f} \in \mathbb{R}^N$, $\tilde{g} \in \mathbb{R}^M$ block-wise as:

$$\forall s \in [k] : \tilde{f}_s = f_s^{st} + u_s \mathbbm{1}_n,$$
$$\forall t \in [k] : \tilde{g}_t = g_t^{st} + v_t \mathbbm{1}_m$$

for some values $u = (u_1, \ldots, u_k)$ and $v = (v_1, \ldots, v_k)$. If $u$ and $v$ satisfy $u \oplus v \leq K$, where $K$ is a $k$-by-$k$ matrix with entries $K_{s,t} = \min\{g_s^{ut} - f_s^{st}\}$, then $(\tilde{f}, \tilde{g})$ is a feasible pair for (FD) with objective value:

$$\langle \tilde{f}, a \rangle + \langle \tilde{g}, b \rangle = \langle u, \tilde{a} \rangle + \langle v, \tilde{b} \rangle + \sum_{s=1}^{k} \frac{1}{2} \text{OT}(\alpha_s^s, \beta_s^s),$$

(5)

where $\tilde{a}, \tilde{b}$ are the vectors of aggregated mini-batch masses defined in Section 3.2.

The feasible solutions $(\tilde{f}, \tilde{g})$ characterized by Theorem A.1 define a family of lower bounds for (FD) parametrized by $u$ and $v$. The tightest bound in this family can be found by solving a meta-problem between mini-batches:

$$\sup_{(u, v) \in \mathbb{R}^k \times \mathbb{R}^k} \langle u, p \rangle + \langle v, q \rangle \quad \text{s.t.} \quad u \oplus v \leq K$$

(MD)

where $K$ is defined in Theorem A.1. This meta-problem is (the dual of) a $k$-by-$k$ Optimal Transport problem, analogous to (MP), whose solution immediately yields the desired bound (via (5)) without having to explicit construct the full $\tilde{f}$ or $\tilde{g}$. It is also worth noting that although Theorem A.1 defines these candidate dual solutions using the optimal solutions to the problems along the diagonal $f_s^{st}$ and $g_t^{st}$, any other $f_s^{s,t}, s \neq s'$ and $g_t^{t'}, t \neq t'$ could have been used as template. This would naturally change the form of the last term in (5). We leave the optimization of this choice for future work.

---

6Equivalently, $\tilde{f} = \text{vec}(F + \mathbbm{1}_n \otimes u^\top)$, where the columns of $F$ are $f_s^{st}$, and analogously for $\tilde{g}$. 
where we have used the optimality of $P$.

Thus, $	ilde{P}$ is the mini-batch OT plan between the mini-batches $X_i$ and $Y_j$.

Let $W$ be the $k$-by-$k$ matrix with entries $\omega_{st}$. The system of equalities above can be written compactly in matrix-vector form as $W \mathbf{1}_K = \tilde{a}$, $W^\top \mathbf{1}_K = \tilde{b}$, using $\tilde{a}$, $\tilde{b}$ the vectors of per-batch total mass as defined in Section 3.2.

Thus, $	ilde{P}$ satisfies the constraints of problem (FP) if and only if the matrix $W$ satisfies the row- and column-sum constraints in (8), as claimed. This coupling has objective value:

$$ \langle \tilde{P}, C \rangle = \sum_{s,t=1}^{k} \langle P_{st}^* , C_{st}^* \rangle = \sum_{s,t=1}^{k} \omega_{st} \langle P_{st}^* , C_{st}^* \rangle = \sum_{s,t=1}^{k} \omega_{st} \text{OT}(\alpha^s, \beta^t) = \langle W, D \rangle $$

where we have used the optimality of $P_{st}^*$ for its respective mini-batch problem. This completes the proof.

\[ \square \]
B.2 Proof of Theorem A.1
We will use the following lemma:

**Lemma B.1.** Let \(a, x \in \mathbb{R}^n\) and \(b, y \in \mathbb{R}^m\), and let \(\oplus\) be defined as above. Then \(a \oplus b \leq x \oplus y\) if and only if \(\max_i a_i - x_i \leq \min_j y_j - b_j\).

Let \(\tilde{f}, \tilde{g}\) be defined as in the statement of Theorem A.1. Here we will drop \(s, t\) from \(f^{st}, g^{st}\) for notational simplicity, but it should not be forgotten that these are optimal dual solutions to their respective batch problems.

Now, suppose \(u \oplus v \leq K\). We want to show that \(\tilde{f} \oplus \tilde{g} \leq C\), or equivalently (using the block structure of these two matrices) that \(f^{st} \oplus g^{st} \leq C^{st}\) for every \(s, t \in [k]\). For a given \((s, t)\) block, the following inequalities are equivalent:

\[
\begin{align*}
    u_s + v_t & \leq K_{s,t} \overset{\text{def.}}{=} \min_j [f^{st} - g^{tt}]_j - \max_i [f^{ss} - f^{st}]_i \\
    \max_i [f^{ss} - f^{st}]_i + u_s & \leq \min_j [g^{tt} - g^{st}]_j - v_t \\
    \max_i [f^{ss} + u_s 1_n - f^{st}]_i & \leq \min_j [g^{tt} + v_t 1_m]_j \\
    \max_i [\tilde{f} - f^{st}]_i & \leq \min_j [g^{tt} - g^{st}]_j
\end{align*}
\]

and, by Lemma B.1,

\[
\tilde{f} \oplus \tilde{g} \leq f^{st} \oplus g^{st} \leq C^{st}
\]

where the last inequality holds because \(f^{st}\) and \(g^{st}\) are an optimal (and therefore feasible) pair for the batchwise problem (BD). Thus, \(u \oplus v \leq K\) implies \(\tilde{f} \oplus \tilde{g} \leq C\), as claimed. The objective value of this pair is

\[
\langle \tilde{f}, a \rangle + \langle \tilde{g}, b \rangle = \sum_{s=1}^k \langle f^{ss} + u_s 1_n, a^s \rangle + \sum_{t=1}^k \langle g^{tt} + v_t 1_m, b^t \rangle \\
= \sum_{s=1}^k \langle f^{ss}, a^s \rangle + \sum_{t=1}^k \langle g^{tt}, b^t \rangle + \sum_{s=1}^k \langle u_s 1_n, a^s \rangle + \sum_{t=1}^k \langle v_t 1_m, b^t \rangle \\
= \langle u, \frac{1}{k} 1_K \rangle + \langle v, \frac{1}{k} 1_K \rangle + \sum_{s=1}^k \langle f^{ss}, 1_n \rangle + \sum_{s=1}^k \langle g^{ss}, 1_m \rangle \\
= \langle u, p \rangle + \langle v, q \rangle + \sum_{s=1}^k \frac{1}{k} \text{OT}(\alpha^s, \beta^s)
\]

where the last equality follows from the optimality of \(f^{st}\) and \(g^{st}\). \(\square\)

B.3 Proof of Theorem 4.2
For this theorem we assume that the ground metric for the points is embedded into \(\ell_1\), i.e., that \(X \cup Y \subset \mathbb{R}^d\) and that the full-sample cost matrix \(C\) is given by \(C_{i,j} = c(X_i, Y_j) = \|X_i - Y_j\|_1\). Note that this is more general than assuming Euclidean costs, since Euclidean metrics embeds isometrically into \(\ell_1\), and furthermore we can efficiently embed the Euclidean costs between points in \(X \cup Y\) into \(\ell_1\) with constant distortion (which only changes the hidden constants in the theorem statement), by a random rotation of the dataset. We furthermore assume for simplicity that \(X\) and \(Y\) are disjoint, or equivalently, that the full-sample cost matrix \(C\) contains no zero entries. Allowing \(X\) and \(Y\) to overlap is a simple extension of the proof below, which does not qualitatively change the result but would burden the proof with technical details.

The proof has two steps. First, we embed the batches into sparse vectors in \(\ell_1\) with polylogarithmic distortion, using the techniques of Andoni et al., 2008. Once the batches are embedded in \(\ell_1\), we can use the Flowtree technique from Backurs et al., 2020 to compute an approximately optimal matching between the batches in nearly linear time. The overall approximation factor is the product of the approximation factors of each of the two steps, each of which is polylogarithmic in the input parameters. We now provide details.

B.3.1 Step 1: Sparse \(\ell_1\) embedding

**Quadtree.** We impose over the point set \(X \cup Y\) a randomly shifted quadtree \(T_1\) with \(\log(d\Phi_C) + 1\) levels.

To recap this, let \(\Phi > 0\) be the smallest power of 2 such that \(X \cup Y\) is fully enclosed in a \(d\)-dimensional
The following guarantees of the quadtree is known (Andoni et al., 2008; Backurs et al., 2020):

**Lemma B.2.** For this, we need a bound on the dimensionality and on the aspect ratio of this

**Corollary B.3** implies in particular that the true OT distances between the batches \( \{\alpha^s\}_{s=1}^k \) of \( X \) and the batches \( \{\beta^t\}_{t=1}^r \) of \( Y \) is now embedded as the \( \ell_1 \) distance between their corresponding vectors \( \{f(\alpha^s)\}_{s=1}^k \) and \( \{f(\beta^t)\}_{t=1}^r \) in \( \mathbb{R}^D \). On these \( \ell_1 \) vectors, we can apply the Flowtree algorithm from Backurs et al., 2020. For this, we need a bound on the dimensionality and on the aspect ratio of this \( \ell_1 \) metric.

**Proposition B.4** (\( \ell_1 \) embedding dimensionality). We can let \( D = O(N \log(d\Phi_C)) \).
Then, with probability \(0\), where the last inequality is since \(C\).

Taking a union bound over this event with the second item of Corollary B.3, both hold simultaneously with probability \(0.98\).

**Proposition B.5** \((\ell_1 \text{ embedding aspect ratio})\). Let \(C_{\text{max}} = \max_{i,j} C_{ij}\) and \(C_{\text{min}} = \min_{i,j} C_{ij}\).\(^7\) Let \(\Phi_f\) be defined as

\[
\Phi_f = \frac{\max_{s,t \in [k]} \| f(\alpha_s^*) - f(\beta_t^*) \|_1}{\min_{s,t \in [k]} \| f(\alpha_s^*) - f(\beta_t^*) \|_1}.
\]

Then, with probability \(0.98\), \(\Phi_f = \mathcal{O}(\Phi_C \cdot \log(d\Phi_C) \cdot k^2 \cdot \log N)\).

**Proof.** We start by lower-bounding the denominator in eq. 9:

\[
\min_{s,t \in [k]} \| f(\alpha_s^*) - f(\beta_t^*) \|_1 \geq \min_{s,t \in [k]} \frac{\text{OT}(\alpha_s^*, \beta_t^*)}{O(\log N)} \geq \frac{C_{\text{min}}}{O(\log N)},
\]

where the first inequality is by Corollary B.3, and the second inequality is since \(C_{\text{min}}\) is a lower bound on \(\| x - y \|_1\) for every \(x \in \mathcal{X}\) and \(y \in \mathcal{Y}\). We proceed to upper-bounding the numerator in eq. 9: we have,

\[
\mathbb{E} \left[ \max_{s,t \in [k]} \| f(\alpha_s^*) - f(\beta_t^*) \|_1 \right] \leq \mathbb{E} \left[ \sum_{s,t \in [k]} \| f(\alpha_s^*) - f(\beta_t^*) \|_1 \right] \\
\leq \sum_{s,t \in [k]} \mathbb{E} \| f(\alpha_s^*) - f(\beta_t^*) \|_1 \\
\leq O(\log(d\Phi_C)) \cdot \sum_{s,t \in [k]} \text{OT}(\alpha_s^*, \beta_t^*) \quad \text{by Corollary B.3} \\
\leq O(\log(d\Phi_C)) \cdot k^2 \cdot \max_{s,t \in [k]} \text{OT}(\alpha_s^*, \beta_t^*) \\
\leq O(\log(d\Phi_C)) \cdot k^2 \cdot C_{\text{max}},
\]

where the last inequality is since \(C_{\text{max}}\) is an upper bound on \(\| x - y \|_1\) for every \(x \in \mathcal{X}\) and \(y \in \mathcal{Y}\). By Markov’s inequality, we have with probability \(0.98\) that

\[
\max_{s,t \in [k]} \| f(\alpha_s^*) - f(\beta_t^*) \|_1 \leq 100 \cdot O(\log(d\Phi_C)) \cdot k^2 \cdot C_{\text{max}}.
\]

Taking a union bound over this event with the second item of Corollary B.3, both hold simultaneously with probability \(0.98\). The claim follows by combining the lower bound on the denominator and the upper bound on the numerator of eq. 9, and recalling that \(\Phi_C = C_{\text{max}}/C_{\text{min}}\). \(\square\)

Now we can complete the proof of the approximation guarantee of BHOT-Tree. To this end, we consider three matchings between the batches \(\{\alpha_s^*\}_{s=1}^k\) and \(\{\beta_t^*\}_{t=1}^k\):

- Let \(\pi^* : [k] \to [k]\) be the true optimal matching that induces BHOT, that is,

\[
\pi^* = \arg\inf_{\pi : [k] \to [k]} \sum_{s=1}^k \text{OT}(\alpha_s^*, \beta_{\pi^*(s)}).
\]

Note that

\[
\text{BHOT} = \inf_{\pi : [k] \to [k]} \sum_{s=1}^k \text{OT}(\alpha_s^*, \beta_{\pi^*(s)}) = \sum_{s=1}^k \text{OT}(\alpha_s^*, \beta_{\pi^*(s)}).
\]

- Let \(\pi_f : [k] \to [k]\) be the optimal matching between the batches under their \(\ell_1\) embedding through \(f\), that is,

\[
\pi_f = \arg\inf_{\pi : [k] \to [k]} \sum_{s=1}^k \| f(\alpha_s^*) - f(\beta_{\pi^*(s)}) \|_1.
\]

\(^7\)Recall that we assume that \(C_{\text{min}} > 0\), and note that \(\Phi_C = C_{\text{max}}/C_{\text{min}}\).
* Let \( \hat{\pi} : [k] \to [k] \) be the matching returned by Flowtree between the \( \ell_1 \)-embedded batches \( \{f(\alpha^s)\}_{s=1}^k \) and \( \{f(\beta^t)\}_{t=1}^k \).

Our goal is now to prove that the matching returned by Flowtree is approximately optimal for BHOT, and in particular, that with probability 0.95 the following holds:

\[
\text{BHOT} \leq \sum_{s=1}^k \text{OT}(\alpha^s, \beta^{\hat{\pi}(s)}) \leq O(\log^2(N) \cdot \log^2(d\Phi_C) \cdot \log k) \cdot \text{BHOT}. \tag{10}
\]

The left inequality is immediate by the optimality of \( \pi^* \) for BHOT. We now show the right inequality. By the second item in Corollary B.3, with probability 0.99 we have

\[
\sum_{s=1}^k \|f(\alpha^s) - f(\beta^{\hat{\pi}(s)})\|_1 \leq O(\log(k) \cdot \log(D\Phi_f)) \cdot \sum_{s=1}^k \|f(\alpha^s) - f(\beta^{\pi_f(s)})\|_1.
\]

Flowtree guarantees (Backurs et al., 2020) that for the \( \ell_1 \)-embedded batches, with probability 0.99, the returned matching \( \hat{\pi} \) satisfies

\[
\sum_{s=1}^k \|f(\alpha^s) - f(\beta^{\hat{\pi}(s)})\|_1 \leq O(\log(k) \cdot \log(D\Phi_f)) \cdot \sum_{s=1}^k \|f(\alpha^s) - f(\beta^{\pi_f(s)})\|_1.
\]

The optimality of \( \pi_f \) for the \( \ell_1 \)-embedded batches implies that

\[
\sum_{s=1}^k \|f(\alpha^s) - f(\beta^{\pi_f(s)})\|_1 \leq \sum_{s=1}^k \|f(\alpha^s) - f(\beta^{\pi_f(s)})\|_1.
\]

By the first item in Corollary B.3 and linearity of expectation, we have

\[
\mathbb{E} \left[ \sum_{s=1}^k \|f(\alpha^s) - f(\beta^{\pi_f(s)})\|_1 \right] \leq O(\log(d\Phi_C) \cdot \sum_{s=1}^k \text{OT}(\alpha^s, \beta^{\pi_f(s)}) = O(\log(d\Phi_C) \cdot \text{BHOT}
\]

and therefore by Markov’s inequality, with probability 0.99 we have

\[
\sum_{s=1}^k \|f(\alpha^s) - f(\beta^{\pi_f(s)})\|_1 \leq 100 \cdot O(\log(d\Phi_C) \cdot \text{BHOT}.
\]

Taking a union bound over the two mentioned events and concatenating the inequalities, we get that with probability 0.98,

\[
\sum_{s=1}^k \text{OT}(\alpha^s, \beta^{\hat{\pi}}) \leq O(\log(N) \cdot \log(k) \cdot \log(D\Phi_f) \cdot \log(d\Phi_C)) \cdot \text{BHOT}.
\]

By Propositions B.4 and B.5 we have \( D = O(N \log(d\Phi_C)) \) and \( \Phi_f = O(\Phi_C \cdot \log(d\Phi_C) \cdot k^2 \cdot \log N) \), the latter holding with probability 0.98. Taking a union bound over this event too and plugging \( D \) and \( \Phi_f \) above, we obtain eq. 10 as desired.

**Computational efficiency.** Computing the embedding \( f(\alpha) \) for every batch \( \alpha \) can be parallelized across the batches. For every batch, this takes time \( O(nd\log(d\Phi_C)) \). Then, the Flowtree algorithm embeds each batch into another quadtree in time \( O(D\log \Phi_f) \) per batch, and then computes the approximate matching in time \( O(k\log \Phi_f) \). Plugging Propositions B.4 and B.5 for \( D \) and \( \Phi_f \), the overall running time is \( O(Nd\log(d\Phi_C)) \).

**B.4 Proof of Theorem 4.3**

The algorithm is similar to BHOT-Tree from the previous section: it begins with the same sparse \( \ell_1 \) embedding step from §B.3.1, and then embeds the \( \ell_1 \)-embedded batches into another quadtree \( T_2 \) with \( \Phi_f \) levels. The difference is that instead of computing the optimal matching in the tree metric (like Flowtree), we do the following: in every node \( v \) of \( T_2 \), we choose an arbitrary point \( x_v \) in the hypercube associated with \( v \), and draw an edge between \( x_v \) and every other point in \( v \) (thus adding a star graph on the points in \( v \), centered at \( x_v \)). Har-Peled et al., 2013 showed that repeating this \( O(k^\rho) \) times yields a graph \( G \) whose shortest path distance \( G(\cdot, \cdot) \) satisfies the following with high probability: for every pair of batches \( \alpha^s, \beta^t \),

\[
\|f(\alpha^s) - f(\beta^t)\|_1 \leq G(\alpha^s, \beta^t) \leq O(\rho^{-1}) \cdot \|f(\alpha^s) - f(\beta^t)\|_1.
\]
We revisit the bakery-café analogy by Villani (2008) to provide an economic interpretation of the batch-hierarchical OT problem. Consider a large number of bakeries (located at $x_i$), producing loaves of bread,
Figure 6: MNIST Rotation datasets used for two-sample test experiments. We take the original MNIST dataset (left) and apply rotations of increasing degree (e.g., 4°, 45° in center, right) to simulate distributional drifts, which we then try to detect using the various OT bounding methods proposed here as statistics within a two-sample permutation test analysis (Section 5.3). Some of our methods, including the best-in-class BHOT bound but also the faster budget-constrained variants BHOT-Missing and BHOT-Tree, are able to reliably and significantly detect drifts with rotations as small as ±θ = 4°.

that need to be transported every morning to cafés (at locations y_j) around a city, say Paris. The baker-café consortium is tasked with finding a transference plan which determines the amount of bread to be transferred from each bakery to each café across the city, at minimal cost (e.g., some function of the distance traveled c(x_i, y_j)). This corresponds to the primal optimal transport problem. If, instead, the transportation of the loaves were to be outsourced to a transportation company, it would solve the dual OT problem. Indeed, the objective of this company would be to set their price schemes f, g (pick-up and delivery prices per unit/location, respectively) so as to maximize their profit (total pick-up and delivery revenue), while staying competitive, i.e., not charging more that the cost of transportation incurred by the producers: f_i + g_j ≤ c(x_i, y_j).

When the number of bakeries and cafés is too large (as is undoubtedly the case for Paris), the baker-café consortium might not be able to solve a problem of that scale. Thus, instead of relying on a single central planning authority, the consortium might organize into neighborhood sub-units, one for each arrondissement in Paris. For each pair of neighborhoods, their corresponding baker and café consortiums could solve the transportation problem between their establishments (problems of the form (BP)). Provided with a collection of these local transfer solutions, the central planning authority proceeds to rescale and aggregate them to ensure all supply and demand constraints are met (Theorem 4.1), while minimizing the total cost of the operation (i.e., solving problem (MP)). Being limited to choose only from among aggregated re-scaled local solutions, the central authority will in general find a sub-optimal solution (corresponding to the BHOT upper bound) compared to the (exact) solution that could be obtained by solving the entire problem at once.

Suppose now that not all local problems can be solved, e.g., because the bakers in one neighborhood and the café owners in another one refuse to cooperate, or because labor laws limit how many hours they must devote to solving such problems. In that case, the central planning authority could, given a budget of k sub-problems to solve, still come up with a global (albeit even less optimal) solution using only this k local solutions, e.g., utilizing any of the budget-constrained methods discussed in Section 4. The extreme version of this would be to pair neighborhoods at random, and only transport bread between these pairs according to their locally-optimal solutions (corresponding to the naive mini-batch averaging bound).

### E Further Experimental Details and Results

In Section 5.3, we evaluate our methods in a task of detecting distributions shifts on MNIST data. The data generation procedure is described in the main text (see also Figure 6). To turn our various OT estimates into statistical tests with significance quantification, we treat the problem as a two-sample test, whereby we use the distance statistic to decide whether to reject the null \( H_0 : \alpha = \beta \) in favor of the alternative \( H_1 : \alpha \neq \beta \). For this, we use the permutation tests, which have the advantage of being fully non-parametric and making no distributional assumption on the test statistic (Good, 2013; Kim et al., 2020). In practice, this involves repeatedly mixing and shuffling the datasets, comparing the distance between the original datasets and the random splits of these mixed datasets. For this, we use the function `scipy.stats.permutation_test` from the SciPy package (Virtanen et al., 2020) with parameters `alternative='greater'` (i.e., a one-sided
test) and $n_{\text{resamples}}=200$ (the number of random mixing repetitions used to obtain p-values). This gives us a single scalar (the p-value for the alternative) for every [method, original dataset, rotated dataset] triplet. We repeat this entire process 5 times using different random slices of the two datasets to obtain confidence intervals and error bars in Figures 4 and 5. Our implementation uses the POT toolbox to solve OT problems, and will be made available upon acceptance.