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Price impact versus bid-ask spreads in the index option market

Abstract. We investigate the puzzle of why bid-ask spreads of options are so large by focussing on the price impact component of the spread. We propose a structural vector autoregressive model for trades in the option market to analyze whether they move the underlying price and/or the underlying’s volatility. Our model captures cross-option strategies by pooling order flows across contracts after a decomposition into exposure to the underlying asset and its volatility. While our estimates confirm that S&amp;P500 option trades indeed significantly move the underlying and the volatility, the economic magnitudes are very small. Hence, large bid-ask spreads of options remain a puzzle.
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1. Introduction

An important puzzle in the option market literature is why the trading costs are so large, as represented by bid-ask spreads. These spreads are large both relative to the value of the option, as well as relative to the liquidity of the underlying. For example, in our sample of SPX options written on the S&P 500 index in 2014, the average effective option spread is $0.59 or 1.69% of its value (Table 1). Muravyev and Pearson (2020) study this puzzle and find that equity option effective spreads are 2.2% relative to option value, which holds after a clever adjustment to the midpoint to reflect that trades are more likely to happen on the ask (bid) when the unobserved fundamental value is higher (lower) than the quoted midpoint.

In this paper, we further investigate this puzzle with a thorough analysis of price impact, which is an important component of the bid-ask spread. We propose a novel methodology to estimate price impact that addresses: i) that options have price impact on both the underlying asset and its volatility; and ii) that trading is spread across a large cross-section of sometimes hundreds of options, which are all traded simultaneously, but differ in strike price, expiration date, and option type (put or call).

Our main finding is that the price impacts in the SPX option market are surprisingly small. We pool the delta component of option trades in the whole cross-section at the hourly level to obtain a net dollar exposure comparable to trading the underlying asset directly, and find that a trade shock of $823 million (one standard deviation in the aggregate SPX option market) increases the underlying by only 5.1 bps.\(^1\) This price impact is truly small relative to the massive order flow shock generating $823 million exposure to the S&P 500. While small, the impact is nevertheless fairly precisely estimated with a standard error of 1.15 bps. The small price impact contrasts the average effective half spread in SPX options, which is more than thirty times larger at 169 bps (see Table 1). We also analyze the impact of option order flow exposure to the volatility generated by their vega, and find that a one standard deviation vega flow shock moves the volatility level by 0.07 percentage points, increasing the sample average volatility (VIX) from 11.50% to 11.57%.

\(^1\)We proxy the underlying S&P 500 with the SPY ETF, and find an estimated dollar impact of $0.98, relative to the sample average value of the SPY of $1,930.
This impact, too, is very small for such a massive market-wide volatility exposure shock.

How can bid-ask spreads be so large yet the price impact be so small? According to economic theory, there is a strong link between price impact and bid-ask spreads because both reflect frictions due to informed trading and inventory effects. In fact, Back and Baruch (2004) show that the price impact of Kyle (1985) can be mapped directly to the bid-ask spread in Glosten and Milgrom (1985). A large empirical literature decomposes equity bid-ask spreads into these components, together with fixed order processing costs and oligopolistic rents. Our results seem to make the option bid-ask spread puzzle even more puzzling. Indeed, it is unlikely that order processing costs explain the puzzle in the current electronic era. Also, the SPX option market is highly competitive so oligopolistic market maker rents are an unlikely explanation. Further, explanations based on option hedging costs are also unsatisfying as the underlying can be hedged by the SPY ETF, which is the world’s most liquid asset.

The main contribution of this paper is a methodological framework that analyzes the price impacts of the order flows of all option contracts jointly. The model first recognizes that any option trade provides exposure, to the underlying asset (through the option delta) and to its volatility (through the option vega). Accordingly, we disentangle the effect of an option trade on the underlying’s price or volatility by constructing two order flow exposures which multiply option net order flow (defined as buyer-originated minus seller-originated volume) by the option delta or vega, which we coin “delta order flow” and “vega order flow.” These order flows can then be meaningfully aggregated across options with different characteristics. We next relate the two option order flows to changes in the underlying price and its volatility in a vector autoregressive (VAR) model. We further add a fifth equation with the net order flow in the underlying asset, which allows for a direct comparison of price impact in the underlying asset and the aggregate option market. We address the challenge that volatility is unobservable by linking a structural option pricing model to the model-free VIX framework. This allows us to link the unobservable volatility to an observable volatility index, which yields consistent delta and vega estimates and neatly integrates into the VAR system. Thus, our framework extends the seminal work of Has-

\[2\text{See, for example, Glosten and Harris (1988), Madhavan et al. (1997), and Huang and Stoll (1997).}\]
brouck (1991), who proposes a two-equation VAR model relating order flows in a stock to its price changes.

Our framework yields several advantages over previous studies that typically examine price impact in a single option contract on either the underlying or the volatility. First, by pooling order flow exposures across option contracts, our results represent the magnitude of price impact in the aggregate market. Our results indicate that aggregate price impacts are economically small. In contrast, previous studies typically document the presence of price impact (and therefore informed trading) in a single contract, but the magnitude is not easily translated into an aggregate effect. We effectively apply a data reduction approach by imposing the economic structure from a theoretical option pricing model to summarize the information content in a large number of order flows in just two variables: delta and vega order flow. Second, cross-option strategies are extremely common and may account for more than 75% of volume (Fahlenbrach and Sandás, 2010). We show that the portfolio price impact may be severely reduced when incorporating cross-option price impact, as compared to a naïve approach, which sums the price impacts of the individual option trades. For example, when considering straddle and strangle strategies, we predict a twenty-fold reduction in overall price impact. This reduction is due to the fact that these strategies are close to being delta neutral, and, therefore, the price impact on the underlying largely cancels out. And third, theoretical models with strategic informed traders show that they typically trade in several correlated assets simultaneously (Biais and Hillion, 1994; Boulatov et al., 2012). These theoretical models further motivate our joint analysis of option order flows to measure price impact.

Identifying whether price impact originates in the underlying asset or the volatility process is challenging due to the strong negative contemporaneous correlation between the two processes [known as the leverage effect (Black, 1976)]. This correlation is -0.858 in our sample at the hourly frequency, and we tackle the issue by re-estimating our main VAR model after filtering out the common variation in the two processes. This analysis reveals that while delta and SPY

---

3 An incomplete list of trading on the underlying is Easley et al. (1998); Pan and Potesheim (2006); Chen et al. (2018); Liu et al. (2017); Chordia et al. (2021), and on the volatility is Ni et al. (2008); Chang et al. (2010); Puhan (2014); Rourke (2014); Figlewski and Frommherz (2017); Kao et al. (2018); Lin et al. (2018); Ryu and Yang (2019).
flow predict overall volatility, which is unexpected, this prediction only goes through the leverage effect. That is, delta and SPY flow increase the underlying and therefore indirectly decrease the volatility. Vega flow, however, still predicts variation in volatility after filtering out the variation explained contemporaneously by the underlying.

Our model imposes a strong economic structure on the data through three crucial assumptions, which we validate with several tests. First, using a Wald test, we examine whether the delta and vega price impacts vary across options with different expiration dates or strike prices. We do not reject equality for vega flows, meaning the vega component of order flows can indeed be pooled across options. The price impact of delta flow does differ significantly across groups of options, and we find it to be higher for options with a short time to maturity and low moneyness. Second, we test the information loss of our model, which uses a two-factor option pricing model (underlying and volatility) to summarize the price changes across all options with different strike prices and maturities. The analysis, based on Bakshi et al. (2000), indicates that our model explains 99.2% of the variation in individual option price changes. Together, the two tests seem to validate our imposed structure, and provide statistical support for a five-equation system to capture the information content of hundreds of option prices and order flows. And third, we test the assumption of the model stemming from the ordering of the equations in the VAR model. In the robustness section, we consider several different orderings of the equations and confirm that all results hold in alternative model specifications.

We are certainly not the first to study the impact of option order flows on the direction of the underlying or volatility (see Footnote 3). In particular, Bollen and Whaley (2004) run similar regressions of changes in volatility on net buying pressure of ATM call and put options. Their results, and interpretation, are consistent with inventory models that net order flow has a temporary impact on option implied volatility. This mechanism, together with institutional buying pressure in put index options, is one of the explanations for the volatility smile for example. Gârleanu et al. (2009) formalize this point in a model with risk-averse option market makers who charge (cross-option) price pressures, which in equilibrium are proportional to the unhedgeable component of the option inventory position. These authors do not allow option order flows to
move the level of the underlying or volatility, however, which is conceptually important in models of informed trading. Nevertheless, our results do not rule out predictions based on inventory models, because transitory price pressures may exist in the underlying and volatility as well. Rourke (2014) uses a similar price impact VAR model with delta and vega flows estimated using order flows of a single option contract. He uses the returns of a straddle, a portfolio with only vega exposure, to proxy for VIX returns, which makes it difficult to gauge the economic magnitude of the impact of volatility. We contribute to this line of investigation by analyzing order flows in the cross-section of option contracts to address cross-option strategies. We find that cross-option price impact is of first order importance and may explain why the aggregate price impacts turn out to be very small.

This paper proceeds as follows. Section 2 introduces how we extend the Hasbrouck (2003) price impact model to take option markets into account. In Section 3 we describe the empirical setup of the analysis and Section 4 presents the main results of the study. Section 5, 6, and 7 give results for higher data frequencies, robustness results, and conclusion, respectively.

2. A price impact model for option markets

In this section, we presents a novel methodology to measure the price impact of option order flows. We extend the VAR model of Hasbrouck (1991) to option markets and explicitly take into account (i) the cross-option correlations in order flows, (ii) the cross-option price impacts, and (iii) the fact that options can be used to speculate on both the underlying and its volatility.

Consider an asset on which $N$ different option contracts are traded. Individual options are indexed by $n = 1, \ldots, N$ according to the following characteristics: strike price, expiration date, and put/call identifier. We recognize that the main determinants of option price changes are the changes in the value of the underlying and its volatility (e.g., Bakshi et al. (1997)). The option

---

4 In the Heston (1993) model, the impact of other input variables on option price changes are negligible at high frequencies (e.g., changes in the time to maturity or second-order price effects).
price change can therefore be written as:

$$d_{n,t}^\circ = \Delta_{n,t-1} d_t^u + \nu_{n,t-1} d_t^v + \epsilon_{n,t},$$  

(1)

where $d_{n,t+1} = P_{n,t+1} - P_{n,t}$ is the price change of option $n$ at time $t+1$, $\Delta_{n,t}$ and $\nu_{n,t}$ are the delta and vega of the option, respectively, and $d^u$ and $d^v$ denote changes in the price of the underlying and its volatility, i.e., $d_t^u = P_t^u - P_{t-1}^u$ and $d_t^v = \nu_t - \nu_{t-1}$.\(^5\) The error $\epsilon_{n,t}$ contains terms of order $dt$ of the option pricing model. We define vega as the first partial derivative of the option price with respect to volatility. One of the key challenges is that volatility is not directly observable, and therefore needs to be estimated from market data. We provide further details on the link between volatility and observable volatility indices in Subsection 3.2.

We disaggregate an option trade into its exposure to the underlying asset (through the option delta) and to its volatility (through the option vega). The key advantage of this linear transformation is that option order flows are now expressed in the same units, and can be meaningfully aggregated across options. We define the time-$t$ aggregate net dollar exposure to the underlying by $x_t^\Delta$ and to the volatility by $x_t^\nu$:

$$x_t^\Delta = \sum_i Q_i \times \Delta_{i,t} \times \text{BuySell}_i \times P_{t-1}^u,$$

(2)

$$x_t^\nu = \sum_i Q_i \times \nu_{i,t} \times \text{BuySell}_i \times \nu_{t-1}.$$

(3)

We sum over all option trades (indexed by $i$) in the fixed time interval between $t-1$ and $t$. With a slight abuse of notation, we denote by $\Delta_{i,t}$ and $\nu_{i,t}$ the delta and vega of the particular option trade $i$ prevailing at the start of interval (time $t-1$).\(^6\) Further, $Q_i$ is the trade volume in number of options, and $\text{BuySell}_i$ a binary variable that equals 1 for a buyer originated trade and $-1$ for a seller originated trade. In the remainder of the paper, $x_t^\Delta$ and $x_t^\nu$ are called delta order flow and vega order flow, respectively. The delta order flow is denoted in U.S. dollars, which allows for a

\(^5\)Theoretically, the approximation in equation (1) follows from Ito’s lemma.

\(^6\)A change in the value of the underlying changes the option delta (and vega), which may create a spurious correlation between delta flow (and vega flow) and the underlying. By using the delta and vega at the start of the interval, we prevent this mechanical relation.
meaningful comparison to the order flow in the underlying asset.

In the next step, we relate the delta and vega order flows to the price changes of the underlying \( (d_t^u) \) and volatility \( (d_t^v) \) in a VAR framework. We include the dollar order flow of the SPY ETF (denoted \( x_t^{\text{spy}} \)) as an additional equation, as it is a proxy for the trading volume in the underlying asset. This approach also accounts for trading strategies that involve simultaneous trading in options and the underlying. Note that the order flow \( x_t^{\text{spy}} \) is measured in the same unit as \( x_t^\Delta \), as both represent dollar order flow exposure to the underlying. The difference, however, is that the latter is constructed from option order flows only.

The empirical model can be written as follows:

\[
\begin{align*}
    d_t^u &= c_1 + \sum_{l=1} A_{1,l}d_{t-l}^u + \sum_{l=0} B_{1,l}d_{t-l}^v + \sum_{l=0} C_{1,l}x_{t-l}^{\text{spy}} + \sum_{l=0} D_{1,l}x_{t-l}^\Delta + \sum_{l=0} E_{1,l}x_{t-l}^\nu + \varepsilon_{1,t} \\
    d_t^v &= c_2 + \sum_{l=1} A_{2,l}d_{t-l}^u + \sum_{l=1} B_{2,l}d_{t-l}^v + \sum_{l=0} C_{2,l}x_{t-l}^{\text{spy}} + \sum_{l=0} D_{2,l}x_{t-l}^\Delta + \sum_{l=0} E_{2,l}x_{t-l}^\nu + \varepsilon_{2,t} \\
    x_t^{\text{spy}} &= c_3 + \sum_{l=1} A_{3,l}d_{t-l}^u + \sum_{l=1} B_{3,l}d_{t-l}^v + \sum_{l=0} C_{3,l}x_{t-l}^{\text{spy}} + \sum_{l=0} D_{3,l}x_{t-l}^\Delta + \sum_{l=0} E_{3,l}x_{t-l}^\nu + \varepsilon_{3,t} \\
    x_t^\Delta &= c_4 + \sum_{l=1} A_{4,l}d_{t-l}^u + \sum_{l=1} B_{4,l}d_{t-l}^v + \sum_{l=0} C_{4,l}x_{t-l}^{\text{spy}} + \sum_{l=0} D_{4,l}x_{t-l}^\Delta + \sum_{l=0} E_{4,l}x_{t-l}^\nu + \varepsilon_{4,t} \\
    x_t^\nu &= c_5 + \sum_{l=1} A_{5,l}d_{t-l}^u + \sum_{l=1} B_{5,l}d_{t-l}^v + \sum_{l=1} C_{5,l}x_{t-l}^{\text{spy}} + \sum_{l=1} D_{5,l}x_{t-l}^\Delta + \sum_{l=1} E_{5,l}x_{t-l}^\nu + \varepsilon_{5,t},
\end{align*}
\]

where \( A_{i,l}, ..., E_{i,l} \) are constant coefficients. Equation (4) emphasizes the ordering of the equations in the structural VAR. This ordering identifies the orthogonal structural innovations, as it restricts the contemporaneous innovation in one variable to affect that of another, but not the reverse.\(^7\) In particular, in the first equation of the system, price changes \( d_t^u \) are affected by all other variables contemporaneously but do not affect any other variables. In the last equation, the vega order flow \( x_t^\nu \) contemporaneously affects all other variables but is not affected by others.

While in general the ordering is arbitrary, we believe that the model in equation (4) is the most natural choice. First, we follow Hasbrouck (1991) by placing price changes first and order flows second. This is motivated by sequential trade models, where order flows cause returns because

\(^7\)This approach is equivalent to estimating the reduced form VAR and applying a Cholesky decomposition on the residuals [see Chapter 9.4 in Hasbrouck (2007)].
of asymmetric information and informed trading, whereas returns do not directly cause order flows. With regard to the ordering of the price and volatility changes $d^u$ and $d^v$, we note that the former is a traded asset whereas the latter (the volatility) is not. Being a traded asset, $d^u$ should respond fast and efficiently to new information, such that it is affected by contemporaneous innovations in volatility. The reverse does not hold, since volatility moves slower as it is only indirectly traded through a wide range of options. We also believe our model represents the most conservative ordering. Our focus is on measuring the information content in option order flows after controlling for any information captured by trading in the underlying itself. Accordingly, our proposed ordering attributes any contemporaneous information captured in, for example, both $x_t^{spy}$ and $x_t^\Delta$ to the former when predicting $d^u_t$. While this ordering may create a bias by reducing the explanatory power of $x^\Delta$ on $d^u$, it is the most conservative approach for our purposes. A number of alternative specifications are studied in the robustness section.

The proposed model yields several practical advantages. First, the lags in the VAR system naturally account for any autocorrelation in the volatility process. Second, with separate equations for the underlying and volatility, we obtain price impact estimates in both components. Third, the analysis of option markets typically requires a data reduction technique as the number of actively traded options is large (considering put and call options, as well as different strike prices and expiration dates). To reduce the dimensionality of the data, some papers suggest modeling option prices as a function of time to maturity and moneyness (e.g., Aït-Sahalia and Lo (2000)). In this paper, we apply a data reduction motivated by the two-factor option pricing model of Heston (1993).

---

8Chan et al. (2002) also apply an extension of the Hasbrouck (1991) model to incorporate option markets in their study, but use only data of one put and call option in their empirical analysis.
3. Empirical setup

3.1 Data

Our trade and quote data are from the Refinitiv Tick History database.\textsuperscript{9} The data set consists of European-style SPX options written on the S&P 500 Index and covers the time period from January 2, 2014 to December 31, 2014. Option contracts differ in strike price, put/call identifier, and expiration date and are part of the third-Friday expiration cycle, which includes the most liquid option contracts written on the S&P 500 Index. For each option trade, we observe the exact time of the trade (to the millisecond), as well as the trade price and volume. Quote data consist of the best bid and ask prices, which are used to classify each trade as a market buy or sell order.\textsuperscript{10} We also collect corresponding trade and quote data for the SPY ETF, which we use as a tradeable proxy for the underlying asset and to construct the price changes $d_t^u$.

We apply a range of standard filters to our data. First, we discard options with less than seven or more than 180 calendar days to maturity. Long-term options are very infrequently traded, and short-term options are adversely affected by changes in the expiration cycle. Second, we remove individual trades for which the dollar volume exceeds $10$ million, as these are likely negotiated over the counter (OTC).\textsuperscript{11} And third, we avoid opening and closing auctions by restricting our analysis to trades between 8:45 am to 2:45 pm CT, leaving a sample of six full trading hours.

3.2 Model design choices and implementation

The empirical implementation of the proposed model requires several design choices, such as the sample frequency and the construction of the order flow variables $x_t^\Lambda$ and $x_t^\nu$, as well as volatility changes $d_t^\nu$. We construct these as follows.

**Sampling frequency:** We sample data at the hourly frequency. While our data set and methodological framework allows us to conduct the empirical analysis at even higher frequencies,
a careful analysis in Section 5 shows that the hourly frequency provides the best compromise between a high-frequency analysis and avoiding problems related to microstructure noise in option prices. That is, option prices are characterized by relatively large bid-ask spreads and tick sizes, which imply that prices adjust infrequently—only after sufficiently large changes in the underlying or volatility. Further, the volatility process is not directly observed and must be estimated, and the resulting measurement error becomes problematic at too high sample frequencies.

**Delta and vega:** A second important design choice relates to the calculation of trade deltas and vegas, which are required for the order flow variables in equations (2) and (3). We use the smile-consistent option pricing model of Heston (1993) to calculate deltas and vegas for each individual option trade. Our methodology can be summarized as follows. First, we use the theoretical functional relationship between the (observable) VIX index and the (unobservable) spot volatility to simultaneously calibrate the Heston model to intra-daily option data and the VIX index on the first day of our sample. Our approach avoids filtering techniques and high-dimensional optimization (Broadie et al. (2007), Christoffersen et al. (2010)) and is easy to extend to other pricing models or option markets. Second, we use the calibrated parameters from the first day of the sample and VIX index values on the next trading day to obtain the out-of-sample S&P 500 spot volatility. Third, equipped with estimates of the spot volatility and the structural parameters of the model, we then calculate deltas and vegas for all option trades on the second day using standard Fourier inversion techniques. The procedure is then repeated for all trading days in our sample. Our methodology allows for a conceptually easy construction of the trading exposure to the underlying S&P 500 ($x^\Delta$) and the S&P 500 volatility ($x^\nu$) using the definitions in equations (2) and (3). We provide a more detailed description of our methodology in the Appendix.

**Volatility process:** We use the VIX index values to estimate the volatility process of the S&P 500 at the one minute frequency. The higher one-minute frequency allows for more precise delta and vega estimates used for each option trade.
VIX index with maturity $\tau$ by:

$$VIX_t(\tau) = \left[ \frac{2e^{\tau^2}}{\tau} \int_{\mathbb{R}_0^+} \frac{O(t,k,t+\tau)}{k^2} dk \right]^{1/2},$$

(5)

where $O(t,K,T)$ denotes the time-$t$ quoted midpoint of an out-of-the-money (OTM) option (with strike $K$ and maturity $T$).\textsuperscript{13} To approximate the integral in equation (5), we first construct an option pricing function that is continuous in the strike $K$. We follow previous studies and interpolate the implied volatilities of OTM options by a cubic polynomial and extrapolate the curve by fixing the implied volatilities of options beyond the traded strike range to the nearest available market implied volatility [for these procedures, see Broadie et al. (2007) and Carr and Wu (2009)]. We then use a simple adaptive Gauss-Kronrod quadrature method to calculate the integral in equation (5). In the Appendix, we describe the link between the VIX and spot volatility in more detail.

4. Results

4.1 Summary statistics

**Option bid-ask spreads:** We first show implicit trading costs in terms of option bid-ask spreads and next compare these to estimated price impacts. Table 1 contains detailed spread results for our sample (including those reported in Table 1). The nature of option markets is such that percentage and dollar spreads are not easily comparable between options with different degrees of moneyness. In particular, deep out-of-the-money options have a low value and therefore the percentage spread is typically large compared to its dollar spread. The opposite holds for deep in-the-money options. Further, we show both value-weighted and equal-weighted spreads, because the former overweights high-priced ITM options and the latter overweights low-priced OTM options.

The equal-weighted average effective quoted half spread, i.e., the quoted half-spread just before each trade, is 12.8%, while the effective spread is only 5.6%. The large difference is

\textsuperscript{13}Moneyness is defined relative to the forward price of the underlying.
explained by the many trades negotiated off-exchange or directly with dealers that occur inside the quoted bid and ask prices. The dollar value-weighted percentage spreads are about one-third of the equal-weighted values, reflecting that high-priced ITM options have relatively small percentage spreads. We further see that the sample average spread reduces to 5.58% after applying the correction of Muravyev and Pearson (2020), who show that the use of the midpoint in the effective spread calculation is inappropriate when investors are more likely to buy (sell) when the unobserved fundamental is closer to the ask (bid). The correction does not change results as much for SPX options as it does for equity options, likely because many SPX trades already occur within the quoted bid and ask prices.

The table also shows the effective spread in the ten- or thirty-minute realized spread and adverse selection components. The equal-weighted adverse selection component is large, 3.12% at the ten-minute level, compared to a realized spread of 2.53%. In contrast, the dollar volume-weighted average is only 0.05%, compared to the realized spread of 1.66%. This difference is mainly caused by deep OTM option trades, which have low dollar volumes and relatively large adverse selection components.

**Individual option trades:** Table 3 reports summary statistics of individual option trades. The full sample consists of more than 1.8 million trades. Column (1) shows that trades are generally large with an average size of $93,300, which is about 20 times larger than a typical stock or ETF trade. Note that the dollar risk that changes hands in these trades is even larger, considering the embedded leverage options offer. The average SPX option trade is 51.4 contracts, and each contract has a multiplier equal to 100. Column (1) further shows that 41% of the option trades are calls (hence 59% are puts) and that 66.2% of the trades are buyer originated (therefore 33.8% are seller originated trades). The relatively strong buying demand in put options suggests that investors use options to hedge the downside risk in the S&P 500 Index.

The absolute delta of put and call options is on average 0.248 with a standard deviation of 0.244, which suggests that there is considerable variation in the exposure option trades exhibit.

---

14 They replace the midpoint by the predicted value of a regression of the midpoint on Black-Scholes price minus midpoint, delta times lagged underlying price differences, and lagged price changes. This adjustment offers a better expectation of the unobserved fundamental value than the quoted midpoint.
with respect to the underlying. Option trades also vary substantially in their volatility exposure with an average vega of 73.1 and a standard deviation of 50.2. This implies that an increase in (annualized) volatility from 15% to 16% leads to an increase in the price of a typical option by approximately $73.1 \times 0.01 = $0.73. Overall, these numbers indicate that investors actively trade options with a wide variety of characteristics, presumably to obtain varying exposures to the underlying and volatility. Column (1) also reveals that out-of-the-money options are traded relatively frequently, as the average moneyness (0.945) is less than one. Moneyness is defined as $F_{t,T}/K$ for puts and $K/F_{t,T}$ for calls where $F_{t,T}$ denotes the time-$t$ forward price of the underlying. The average time to maturity is 0.118 years, or about 30 trading days.

The remaining columns in Table 3 report summary statistics for nine subsets of the data, double sorted by time to maturity (ttm) and moneyness. We create three buckets by ttm using the cutoff values of 30 and 90 days. We use cutoff values of 0.95 and 1.0 to group options into either deep out-of-the-money, out-of-the-money or in-the-money. While these cutoff values are arbitrary, this choice ensures that each subset includes a reasonable number of trades. The same subsamples are used throughout the remainder of the analyses. Each subset can be identified in the table by the corresponding average moneyness and ttm. As expected, the subgroups that contain near-the-money options yield the highest exposure to volatility (those in columns (3),(6), and (9)). Similarly, the subsets with highest moneyness, in columns (4), (7), and (10), yield the highest exposure to the underlying.\footnote{These subsets contain deep in-the-money calls (with a delta close to one) and deep in-the-money puts (with a delta just below zero). This explains why the average absolute delta of trades in these subsets ranges between 0.5 and 0.6.}

**Aggregated order flow variables:** Table 4 provides the summary statistics of all variables used in the estimation of equation (4), including hourly order flow variables (in exposures of $100 million),\footnote{This unit is most convenient when interpreting the structural VAR coefficients.} as well as the changes in the price of the underlying asset and its volatility. Our sample period is characterized by selling pressure in the SPY ETF, as the average of the order flow $x^{spy}$ is $-43$ million per hour (with a standard deviation of $432$ million). The delta order flow constructed from option trades, measured in the same units, is positive with $179$ million per
hour, and is twice as volatile with a standard deviation of $864 million. This finding is in line with the summary statistics for individual trades, and confirms that investors in the SPX market trade in size.

The risk that changes hands through a one standard deviation delta order flow trade is about twice as large as that of a vega order flow trade. To see this, note that the standard deviation of delta order flow is much larger than the standard deviation of vega order flow ($864M vs. $16M). However, as a pricing component, the volatility returns are much riskier than the underlying returns. Together, the hourly risk transfer of a one standard deviation delta flow shock for one hour is $864 \times 0.2\% = $1.75 million, while that of a vega order flow trade is $16 \times 5\% = $0.8 million.

4.2 Price impact model

We estimate the VAR model in equation (4) with two lags as suggested by the Akaike information criterion. Following Hasbrouck (1991), we assume the trading process restarts at the beginning of each trading day, and therefore we set all initial lagged values to zero.

Table 5 provides the long run impulse response functions (IRFs) of the model. The table contains the five-by-five matrix of IRFs, which shows the impact of an impulse in one variable (in columns) on the cumulative impact on all other variables (in rows). We allow each shock to iterate through the system for four periods. The table also shows the size of each shock in the first column.

4.2.1 Main results Table 5 offers two main results. First, column (6) shows that a one standard deviation shock in $x^\nu$ increases $d^v$ by 0.07. This translates into a volatility increase from the sample average of 11.5% to 11.57%, and corresponds to 0.14 standard deviations of $d^v$.

---

17 The hourly standard deviation of $864$ delta flow can be constructed from the individual option trade data in Table 3 as follows. The average option trade has a delta flow of about $2.5$ million (a delta of 0.25 times 51 contracts times a 100 multiplier, times 1,930 (value underlying)). A given trading hour has on average about 1,000 trades, so if the hourly standard deviation of net flow (buys minus sells) is about 40%, then the standard deviation of hourly delta flow is $1,000$ million (40% of 1,000 times 2.5 million), which is fairly close to the reported standard deviation of $823$ million.

18 The annualized volatility level is on average 11.5% and its difference has an hourly standard deviation of 0.58 percentage points, which gives a volatility return standard deviation of 5.0% = 0.58/11.5 × 100. The underlying has a spot price of $1,930 on average and its difference has a standard deviation of $3.92 per hour, giving a return standard deviation of 0.2% = 3.92/1,930 × 100.
magnitude can be interpreted as the price impact of volatility speculation, and is economically relevant despite very low levels of volatility in 2014. However, this impact results from a one standard deviation vega-flow shock based on the aggregate SPX option market, which is a massive transfer of risk with an hourly return standard deviation of $0.8 million (see Footnote 18). Related studies typically analyze the volatility impact of trading in one or two options (e.g., Bollen and Whaley (2004); Rourke (2013)), but these results are not representative of informed trading in the general market and may be biased by not adjusting for cross-option trading strategies.\textsuperscript{19} The remaining variation in volatility is driven by public information arrival and the other order flows.

The second main result is shown in column (5), where the long-run impact of a shock in \( x^\Delta \) on \( d^u \) is 98.13 cents. This can be interpreted as a change in the average value of the underlying from $1,930 to $1,930.98, which is an increase of 5.1 bps. This price impact is very small compared to the average option effective spread of 169 bps. Further, even though $0.98 represents about 25\% of the hourly standard deviation ($3.92) of changes in the underlying, note that it requires a massive order flow exposure shock of $823 million (Table 5).\textsuperscript{20} This makes the dollar price impact very small. We do note that these low price impacts in SPX options are consistent with the low but positive price impacts for equity options in Muravyev (2016). Interestingly, the impact of an order flow shock in the ETF (\( x^{\text{SPY}} \)) is larger with $1.71 per standard deviation (see column (4)). Also note that the size of ETF shocks is much smaller than the size of delta flow shocks: $420 million vs. $823 million. Within the context of our model, this would suggest that the per-dollar price impact of an ETF shock is 3.4 times larger than when the same exposure is obtained through options. Of course, our model does not include order flows in other (near-perfectly) correlated assets like the E-mini futures, and thus does not control for any correlation with those order flows.

Table 5 provides several additional findings. The impact of \( x^{\text{SPY}} \) on \( d^u \) is negative and large,\textsuperscript{19} For example, if investors frequently trade straddles (i.e., a long put and call with similar strike price and expiration date) then the vega exposures of the order flow are positively correlated across option contracts. This leads to an omitted variables bias that inflates coefficients when the analysis does not include the order flows of all contracts.\textsuperscript{20} Given that these estimates stem from an SVAR model, the technically appropriate number to look at is the forecast-error variance decomposition: the total variation in the structural SPY innovations explained by the different order flows, which account for the ordering of the equations. These numbers are 7.6\% for delta-flow \( x^\Delta \); 22.5\% for SPY flow \( x^{\text{SPY}} \); 1.4\% for vega flow \( x^v \); and 45\% for the volatility process \( d^v \) (this large value represents the leverage effect), leaving 23.5\% of non-trade related (external) variation.
and in Subsection 4.3 we show this is fully explained by the leverage effect (i.e., the negative correlation between \(d^v\) and \(d^u\)). The mechanism is that \(x^{spy}\) increases \(d^u\) and simultaneously decreases \(d^v\); this contemporaneous correlation cannot be disentangled by the VAR model. The same argument explains why \(x^\Delta\) negatively affects \(d^v\), and \(x^\nu\) negatively affects \(d^u\).

Further, the coefficients on the diagonal of Table 5 reveal the long-term impact of a shock on the variable itself. All variables are positively autocorrelated, because the long-term impacts are greater than the size of the structural shocks (shown in the first column). In addition, \(x^\Delta\) and \(x^\nu\) are uncorrelated in the long-run as a shock in one does not affect the other. Indeed, \(x^\nu\) and \(x^\Delta\) mechanically have a positive correlation for call option trades and a negative correlation for put option trades — on average, the two opposing effects seem to cancel out. Lastly, ETF flow \(x^{spy}\) significantly causes delta flow in the long-run, but not the other way around. This suggests that \(x^{spy}\) is leading and delta flow is following.

Figure 1 shows the cumulative impulse response functions over time. For brevity, we only show the shocks of the order flow variables on the changes in the price and volatility. The figure reveals that option markets are very efficient, in the sense that the majority of order flow information is reflected in prices contemporaneously.

Table 6 contains the regression coefficients of the VAR model estimated by OLS. The omitted coefficients in each column reveal the ordering of the equations in the structural model, which in turn identifies the structural residuals. The results of the IRFs are clearly visible in the coefficients as well. Of note is the R-squared of \(d^v\) of 0.25, meaning a quarter of its variation can be explained by the three contemporaneous order flows and all the lagged variables. The R-squared of \(d^u\) in column (5) is very high with 0.766, but this is largely driven by \(d^v\), which appears contemporaneously in the regression and picks up the leverage effect (with a t-stat of 32.2). Furthermore, the positive contemporaneous coefficient of \(x^\Delta\) on \(x^{spy}\) (0.086) suggests that either traders obtain exposure to the underlying by trading simultaneously options and the ETF, or that market makers in the option market hedge their position in the underlying (as in

\[21\text{The intuition is that } x^\Delta \text{ positively predicts } d^u, \text{ and therefore negatively } d^v \text{ because of the negative correlation between } d^v \text{ and } d^u. \text{ Similarly, } x^\nu \text{ positively predicts } d^v, \text{ and therefore negatively } d^u.\]

\[22\text{Indeed, the underlying and volatility process are simultaneously determined and have a strong negative correlation of } -0.858 \text{ at the hourly frequency.}\]
4.2.2 Economic implications

Individual and option portfolio price impact. An option trade affects the underlying and volatility through its delta and vega flow, which in turn affects the option price because it linearly depends on the underlying and volatility. We now calculate these option price impacts using the estimated VAR results for several hypothetical trades in individual options and option portfolios. These price impacts are a component of total trading costs and can be meaningfully compared to the bid-ask spreads of Table 1.

Table 7 shows the numerical results for hypothetical portfolio trades based on data of June 27, 2014 at 12:00 the middle of our sample period). The first rows correspond to a straddle, with a long ATM call and put. We consider a very large trade of 1,000 contracts [about 20 times the sample average—see column (6) in Table 3], where each contract has a multiplier of 100, at a price of $16.88 (call) and $16.90 (put) per option. The dollar cost is $1.69 million for each leg, but due to the embedded leverage, the delta flow is $124 million for the call and -$74 million for the put.23 These massive exposures generate only a tiny price impact on the underlying of $0.104 and -$0.131 dollars for the call and put, respectively.24 In basis points, these values are only 0.53 and -0.67.

We next convert these impacts on the underlying and volatility to obtain the price impact in the option. Column (10) shows the price impact of the individual option trades—thus ignoring cross-option price impact of the straddle—and these are 29.9 bps for the call, 42.1 bps for the put, yielding a value weighted portfolio average of 36 bps. As the price impact is linear, the impact for the average trade size is about 20 times smaller. The main result is column (12), which shows that the portfolio cost of 36 bps reduces to only 1.5 bps after the cross asset price impact is accounted for. This twenty-fold reduction is a consequence of the straddle being close to delta neutral, meaning that the price impact on the underlying of the two option trades largely cancels

---

23 A single ATM call option, at a price of only $16.88, offers a linearized exposure of about $1,200 to the underlying, because its delta is 0.63 relative to the value of the SPY ETF of $1,954.

24 The put option has a larger price impact on the underlying because of the leverage effect: its vega exposure increases volatility, which in turn reduces the underlying. The reverse holds for the call option, where the positive impact of delta flow on the underlying gets partially reversed through the options increase on volatility.
The results for the strangle, the second panel in Table 7, show a similarly large reduction in portfolio costs due to cross-option effects: the portfolio price impact is 0.3 bps instead of 16 bps when the cross-option impact is ignored. For put and call spreads the cross-option effects are still relevant, but less so. The reason is that for these strategies the delta and vega flows do not cancel out as much, meaning the portfolio trade still generates a significant impact on the underlying and the volatility.

Summarizing, the first result is that even the massive trades we consider in individual ATM options have a price impact of at most 42 bps, which is small relative to the average ATM option bid-ask spreads of 152 bps (Table 1, column (5)). Second, when looking at option portfolio trades, this price impact may shrink significantly depending on the extent that exposures to the underlying and volatility cancel out. The implication is that price impact costs of individual option trades are low, but still may severely overestimate the price impact costs of portfolio trades.

**Learning and informed trading.** To the extent that the estimated price impacts are permanent, the results are consistent with standard theories of informed trading (e.g., Kyle (1985); Glosten and Milgrom (1985)), with the extension that some investors are endowed with private information on the underlying or its volatility. They trade options to speculate on both information signals. While the market does not have this private information, it is aware of the general presence of informed traders, and rationally uses the observed order flows to update beliefs about the fundamental value and its volatility.

The estimated price impacts of delta and vega flow reflect this updating (or learning) process. Under this interpretation, we have estimated the price impact of volatility speculation, which is novel: a standard deviation shock to vega order flow ($16 million) increases the volatility by 0.14 standard deviations (0.07 percentage points). This price impact parameter can also be interpreted as the illiquidity of volatility speculation. The low volatility price impact we find means that volatility-related information is highly valuable because it can be exploited without moving the price much.

**Price pressures.** The price impacts may also reflect slow-moving transitory price pressures,
that is, the analysis will capture temporary price changes that need more than three hours to
die out. Under this interpretation, the results are consistent with inventory models of risk-averse
market makers (see e.g., Ho and Stoll (1981)). For example, a market maker may hedge a trade in
a given option by trading other options or the underlying, and accordingly create price pressures
in those assets. If we assume that option prices depend only on changes in the underlying and
volatility, then each market maker will decompose an option inventory position into a delta and
vega exposure and calculate its risk position in the exact same fashion as in our model. In reality,
option prices depend on other factors as well, including some noise, but our model should offer a
good description of market maker inventory risks.

Market segmentation. Lastly, our finding that ETF order flow has a 3.4 times higher per
dollar price impact than delta flow suggests a degree of market segmentation between SPX option
markets and the SPY ETF. Option trades are much larger in terms of dollar volume and risk,
which suggests that investors who prefer to trade in size use options. In contrast, the ETF market
attracts relatively small but informed trades.

4.3 The common component in the underlying and the volatility process

The main analysis shows that delta and SPY order flow affect the volatility process, which
is surprising because one would expect that volatility is not affected by order flow exposures to
the underlying. We now investigate whether these results can be explained by the leverage effect,
i.e., the strong negative contemporaneous correlation between the underlying and the volatility
process (Black, 1976). The Heston model specifically recognizes this correlation, but does not
argue in which way the causality goes: Is it a shock from volatility to the underlying, or vice
versa? While the causality does not matter for the pricing of an option, it is important to know
where information originates when analyzing informed trading.

In this subsection, we take a simple approach to account for the leverage effect. We decompose
the time series $d^u_t$ and $d^v_t$ into two components: the variation explained by the other variable and
a residual, which we identify through the regressions:

\[
d_t^u = c_1 + \sum_{l=0}^{\infty} \beta_1 l d_{t-l}^u + \varepsilon_{1,t},
\]

\[
d_t^v = c_2 + \sum_{l=0}^{\infty} \beta_2 l d_{t-l}^v + \varepsilon_{2,t}.
\]

These equations are simultaneously determined. The predicted values of each captures the variation that is common in both variables, which we call \(d_{c,u}^t\) and \(d_{c,v}^t\). We interpret these as the variation in \(d_t^u\) or \(d_t^v\) explained by the leverage effect.\(^{25}\) The residuals, then, capture the variation that is not caused by the leverage effect, which we call \(d_{r,u}^t\) and \(d_{r,v}^t\).

Accordingly, we estimate the VAR model of equation (4) twice, where we replace \(d^u\) and \(d^v\) (i) with \(d_{c,u}^t\) and \(d_{c,v}^t\) to use the common variation in both variables; and (ii) with \(d_{r,u}^t\) and \(d_{r,v}^t\) to use the residual variation. All else remains the same.

Table 8 shows the OLS results analogous to Table 6 (the IRFs are provided in Figures 2 and 3). For brevity, we only present the regressions with the underlying and volatility as dependent variables (the other equations in the VAR remain nearly identical). Columns (1) and (2) show the VAR specification using the common variations, \(d_{c,u}^t\) and \(d_{c,v}^t\). We see that \(x^\nu, x^\Delta, \) and \(x^{spy}\) all significantly predict \(d_{c,v}^t\). In column (2), \(x^\Delta\) and \(x^{spy}\) no longer significantly predict \(d_{c,u}^t\), because all their explanatory power has already been captured through the contemporaneous regressor \(d_{c,v}^t\) in that equation. To see this, we repeat regression (2) but omit the contemporaneous \(d_{c,v}^t\), and in this case \(x^\Delta\) and \(x^{spy}\) do turn significant, as shown in column (3). In fact, their coefficients are more than twice as large as those in column (5) of Table 6, because in that regression we controlled for \(d^v\), which is a noisy proxy of the leverage effect.

Columns (4) and (5) show the results using the residual variations, \(d_{r,u}^t\) and \(d_{r,v}^t\). In this case, \(x^\Delta\) and \(x^{spy}\) do not predict variation in volatility (column (4)), but do predict changes in the underlying (column (5)). \(x^\nu\) remains significant in predicting \(d_{r,v}^t\), with a coefficient similar to that of \(d_{c,v}^t\). Together, these results confirm that \(x^\Delta\) and \(x^{spy}\) only affect \(d^v\) through the leverage effect.

\(^{25}\)We cannot isolate the leverage effect from the two series without stronger assumptions. In fact, the predicted values \(d_{r,u}^t\) and \(d_{r,v}^t\) are both noisy estimates of the leverage effect, where the former is affected by \(\varepsilon_{2,t}\) and the latter by \(\varepsilon_{1,t}\) in equations (6) and (7). To see this, a shock to \(\varepsilon_{1,t}\) increases \(d_t^u\) and therefore \(d_t^{c,v}\), but it does not affect \(d_t^{c,u}\).
effect, i.e., the common component in $d^v$ and $d^u$. They do not affect volatility directly. In contrast, vega flow significantly affects both the common and residual component with similar economic magnitudes.

Figures 2 and 3 show the corresponding IRFs. We observe that the effect of vega flow on residual volatility is only transitory, and becomes insignificant after three hours. This result is consistent with inventory models, and not with models of informed trading where the price impact is permanent. This test does lack statistical power because the volatility process is noisily observed due to large option spreads and tick sizes. This noise is mostly captured by the residual component in volatility, since the common component has little noise to the extent that the underlying has little noise.

4.4 Testing the imposed structure

In this Subsection we evaluate two crucial assumptions our structural model imposes on the data. First, we test whether the price impacts of delta and vega flow are the same when the order flow variables are constructed from trades in different option subsets. Second, we investigate whether summarizing the cross-section of option price changes with a two-dimensional process leads to a significant loss in information.

**Price impacts for different types of options:** We construct the delta and vega order flows separately for trades in the nine subsets of options introduced in Subsection 4.1, which are double sorted by ttm and moneyness. We estimate the equations in the VAR by OLS using the original delta and vega flows, and add the flows of the individual subgroups. For each regression, we perform a single Wald test, testing whether the cumulative effect (the contemporaneous term and the two lags) of the nine subgroups are jointly equal to zero.\(^{26}\)

The results of the Wald tests are as follows. For the $d^v$ equation, the $p$-value of the joint test for the vega flows is 0.262, so we fail to reject equality of the vega flows across subgroups.

\(^{26}\)We have nine subgroups, but by adding the aggregate delta and vega flows we lose one subgroup, which becomes the base case. The test is not affected by which group becomes the base case, because we test whether the cumulative coefficients of all groups are identical. With two lags in the system, we jointly test whether the eight sums (of three coefficients) of the delta flows (or vega flows) are equal to zero. We perform the test for the $d^v$ and $d^u$ equations in the VAR.
Similarly, the joint test of vega flow in the $d^u$ equation is 0.694. Turning to the joint test for delta flows, we do reject equality in both the $d^v$ and $d^u$ regressions. Further inspection reveals that the rejection is caused by the coefficient of the subgroup of options with low moneyness and a short ttm: the delta flow from this group has a significantly higher impact on $d^u$ and a more negative impact on $d^v$. The trades in this group have a very low delta (because they are out of the money), and therefore the delta flow takes small values. The underlying seems to have a stronger response to these trades.

**Information loss using a two-dimensional process:** The five equation VAR model is designed to summarize the information captured in the large state space of options prices and order flows across strike prices, expiration dates, and puts and calls. To evaluate the performance of this data reduction technique, we follow Bakshi et al. (2000), and test the model in equation (1) by regressing the hourly price change of individual options, with characteristics $n=\{\text{Strike, Expiration date, Put-call identifier}\}$, on the price and volatility changes according to the following specification:

$$d_{n,t}^o = \beta_0 + \sum_{l=0}^{2} \beta_{l,1} \Delta_{n,t-l-1} d_{l-1}^v + \sum_{l=0}^{2} \beta_{l,2} \nu_{n,t-l-1} d_{l-1}^v + \varepsilon_{n,t},$$

where $d_{n,t}^o$ is the change in the mid quote of option $n$, and the terms $\Delta_{n,t} d_{l}^v$ and $\nu_{n,t} d_{l}^v$ represent the options exposure (delta or vega) multiplied by the factor (change in underlying price or change in volatility). This analysis uses data of all individual options (one observation per option-day-hour), whereas the VAR used one observation per day-hour. For consistency with the VAR model, we include two lags in the regression. If the structure imposed by a two-factor option pricing model is correct, the regression should yield a) an R-Squared of one, and b) coefficients $\beta_0 = 0$, $\sum_{l=0}^{2} \beta_{l,1} = 1$, and $\sum_{l=0}^{2} \beta_{l,2} = 1$. Indeed, in this theoretical case the empirical specification would perfectly explain the actual changes in option prices.

Table 9 provides our estimation results. Column (1) shows the full sample regression results. We obtain an R-squared of 99.2%, which suggests that our model does an excellent job at summarizing the information content in option price changes. We also find that $\sum_{l=0}^{2} \beta_{l,1} = 0.997$ and $\sum_{l=0}^{2} \beta_{l,2} = 0.899$, which both are close to one from an economical point of view. This also
confirms that option returns are strongly affected by changes in volatility, and that options are useful assets to speculate on changes in volatility. The $t$-statistic on coefficient $\Delta \times d^\alpha$ is extremely large (5,551) due to the high R-Squared and the sheer size of the data (851,051 observations). For this reason, we do reject equality to one for both $\sum_{l=0}^2 \beta_{l,1}$ and $\sum_{l=0}^2 \beta_{l,2}$ (the $t$-statistics are 14.6 and 37.3, respectively). This is easily explained by a small model misspecification. Column (1) further shows that the lagged coefficients are smaller, but still statistically significant. This motivates the use of the lags in the system. Compared to Bakshi et al. (2000), the two-factor model works much better with more recent data because markets have become more efficient. Using SPX option data from 1994, they find coefficients of $\beta_1 = 0.80$, $\beta_2 = 0.41$, and an R-squared of 59%.

We repeat the exercise for the nine subsets of options sorted by ttm and moneyness. In general, the model works very well. We see it performs slightly weaker for options with a low moneyness and short ttm (column (2)). In this case, the $\sum_{l=0}^2 \beta_{l,1} = 0.612$ and $\sum_{l=0}^2 \beta_{l,2} = 1.35$. These coefficients are likely affected by the model misspecification of the Heston model, which, for example, does not allow for discontinuous jump moves in the underlying price equation. In particular, it has been shown that for pricing short ttm options modeling a jump component yields better pricing performance compared to a pure stochastic volatility model (see Eraker (2004)). Further, this subset contains options with very low prices, and we know that the microstructure noise is more severe here as tick sizes are relatively larger. The model works better for the remaining columns, which all have an R-squared exceeding 92%.

From an economical standpoint, the imposed structure fits the data well. However, the rejection of equality to one for $\sum_{l=0}^2 \beta_{l,1}$ and $\sum_{l=0}^2 \beta_{l,2}$ means that actual option price changes differ from what our model predicts. This implies that either the deltas and vegas contain errors; or options price changes have transitory components; or that the true data generating process for option prices contains additional factors (see, e.g., Christoffersen et al. (2009) or Bardgett et al. (2019)). As a consequence, there is some bias in the delta and vega order flows used in the VAR model. This issue could be tackled by using a more advanced option pricing model, but this is beyond the scope of this paper. However, we see no economic channel how any misspecification of
the two-factor structure would alter the findings in the VAR. In fact, any misspecification would most likely bias the results against finding price impacts.

5. Higher frequencies

We have shown that at the one-hour frequency, delta and vega order flows predict changes in the underlying and volatility. A limitation of the identification in the VAR model is the restriction that one endogenous variable can affect another contemporaneously, but that the latter cannot affect the former. This assumption seems tenuous at the hourly frequency, and in this section we investigate whether we can extend the analysis to the half-hour and one-minute frequency.

Estimating the VAR model for higher frequencies such as one-minute intervals poses a non-trivial challenge since a much larger number of lags needs to be added to the VAR equations to cover a comparable time horizon as for the one-hour frequency. A large number of lags implies a large number of parameters, which in turn makes estimation procedures unstable. To deal with this issue, we follow the procedure proposed in Hasbrouck (2019), which uses polynomial distributed lag (PDL) functions to decrease the number of model parameters. In this approach, the time horizon covered by the many lags is divided into a few subintervals, for each of which a PDL function is fitted. This procedure reduces the number of parameters significantly by restricting the individual lag coefficients to lie on the PDL function. After estimating the PDL functions we can easily calculate the parameters of the individual lags and impulse response functions.

Our main finding is that the VAR analysis provides weaker results at the half-hour frequency, and insignificant results at the one-minute frequency. Specifically, the coefficients and IRFs of delta flow and vega flow on changes in the underlying and volatility shrink, and they turn insignificant at the one-minute frequency (see Figures 4 and 5, respectively). After careful investigation, we conclude that at higher frequencies microstructure noise becomes too severe, weakening all effects of interest. Microstructure noise is a classical form of measurement error and biases the OLS coefficients [Buccheri et al. (2019) discuss this issue for price discovery regressions]. Options have large tick sizes and bid-ask spreads, which prevents prices to adjust smoothly from
adjusting changes in the underlying asset or the volatility. Only at sufficiently low frequencies are the changes in the two factors large enough (relative to bid-ask spreads) to induce option price changes.

We conduct two analyses to reveal the effect of microstructure noise on the estimates. First, Table 10 shows that the bid-ask spreads and tick sizes of options are large compared to the standard deviation of option price changes at high frequency. The tick size ranges from $0.05 to $0.10 (depending on the option price level).\textsuperscript{27} The bid-ask spreads however, calculated as the median across option categorized into eight subsets by option price level, range from $0.35 for options priced under a dollar to $1.56 for options priced between $20 and $40. This means the spreads are typically between 7 and 15 ticks. The spread values are similar to the standard deviation of price changes at the hourly level, which range from $0.14 to $1.45 for the same subsets of options. At the one-minute frequency, however, the standard deviations of price changes range between $0.05 and $0.17, which is about 7 to 10 times smaller than the bid-ask spread. This implies that at the one-minute level, the changes in the two price factors are so small that the implied option price changes often fall within the bid and ask quotes and do not update frequently.

The direct consequence of the microstructure noise is that the two-factor structure we impose has weak explanatory power at the highest frequencies. We repeat the analysis of Subsection 4.4 at the one-minute frequency, and find in Table 11 that the two factors explain no more than 47.9% of the variation in the full sample. Moreover, the coefficients on the terms $\Delta d^*$ and $\nu d^\nu$ (summed over the lags) lie much further away from 1. These issues are worse for the subsets of the options with low moneyness (columns (2), (5) and (8)), where the R-squared is only 42.1%, 28.8%, and 19.1%, respectively. The two-factor structure is in essence a data reduction technique that summarizes the information in many option prices and order flows by a handful of components. This structure appears to break down at the highest frequencies.

The poor performance of the two-factor model at the highest frequency also implies weaker results of the VAR model. Measurement error caused by microstructure noise directly biases coefficients towards zero. Further, as quoted option prices do not update frequently, they will

\textsuperscript{27}Currently, SPX options have a tick size of $0.05 when the price is below $3.00, and $0.10 otherwise. Source: http://www.cboe.com.
not quickly reflect order flow information. In turn, the volatility process itself is extracted from these option prices, which occurs more slowly. An additional issue is that the microstructure noise makes the leverage effect more problematic: the noise makes it more difficult to distinguish between the impact of order flows on the underlying and the volatility. Given that vega flow is ordered last in the VAR, any contemporaneous correlation between vega flow and SPY flow (or vega flow and delta flow) will be attributed to the latter, leaving less explanatory power for vega flow. This effect can be seen by comparing the minute-frequency analysis in Figure 5, where, compared to the hourly analysis in Figure 1, the $x^{spy}$ gets a stronger predictive power at the expense of $x^\nu$ and $x^\Delta$. Overall, we find that the hourly frequency we use is the best compromise between a high-frequency analysis and avoiding the adverse effects of market microstructure noise in option data.

6. Robustness analyses

We performed a number of robustness analyses, which we summarize in this section. Detailed results are in the Online Appendix.

**Ordering of the equations.** An important but somewhat arbitrary choice is the ordering of the equations in the structural VAR. This holds particularly at the hourly frequency, where essentially all series occur simultaneously. The ordering determines the direction of the contemporaneous correlation between two variables: only one is allowed to affect the other, but not the reverse. Without this structure, the system is not identified. The ordering in turn determines the structural innovations, the regression coefficients, and the impulse response functions. While five equations allow for 120 possible combinations, we note that for the price impact results, the order of $d^u$ and $d^v$ does not matter since they both appear after the order imbalance variables. There are two alternative orderings that deserve further attention. First, we estimate a version of our model where we put $x^{spy}$ before $x^\Delta$ and $x^\nu$ (see Table 2, Panel B, in the Internet Appendix). In this case, the information contemporaneously captured in $x^{spy}$ and $x^\Delta$ is attributed to the latter. Accordingly, the coefficient of $x^\Delta$ on $d^u$ is estimated more precisely (a higher $t$-stat). The
long-run effects however are similar to the main specification, both in terms of economic magnitudes and significance levels. Second, in Panel C we consider a alternative ordering \( x^{spy}, x^{\Delta}, x^{\nu}, \) that switches delta and vega flow compared to Panel B. This change appears to have a negligible impact on the estimated coefficients.

The forward price. In the setup of our main analysis, we use the ETF SPY price to proxy for the value of the underlying asset. An alternative is to extract the forward price from the option data, which is noisier but not confounded by dividend yields paid before option expiration.\(^{28}\) We re-estimate the VAR using the forward price as the underlying instead and find nearly identical results (see Figure A3, in the Internet Appendix). This is reassuring, yet we prefer the main specification as the ETF price typically leads in price discovery (Hasbrouck, 2003). At the one-hour frequency, however, this channel is of no concern.

Price changes versus returns. We estimate the VAR with the return on the underlying and volatility, instead of price differences. After appropriately scaling the coefficients, the results are virtually identical to those in the main specification (see Figure A4, in the Internet Appendix). We chose to report the version with price differences, as it corresponds more naturally to the analysis in Subsection 4.4.

The role of the SPY ETF order flow. We estimate a four equation version of the VAR model, where we drop the SPY ETF order flow equation from the model. In this case, the results are generally stronger in terms of statistical significance (although the point estimates of the coefficients are similar). Not only do we estimate fewer parameters, also note that the ETF order flow is correlated with option order flows. When adding ETF flow in the main specification of the model, it absorbs part of the option flow’s predictive power (see Figure A5, in the Internet Appendix).

Limitations: The analysis is based on data of SPX options and the SPY ETF. In reality,

\(^{28}\)We back out the underlying price process from option prices as follows. For each \( t \) on a one-minute grid, we collect every put/call pair with identical strike price and identical maturity date and use market mid quotes to solve put-call parity for the unobservable futures prices. At a given time \( t \) and for a fixed option maturity \( T \), we average the implied futures prices over all available strikes for which a put and a call price is available to obtain the option implied futures price \( F_{t,T} \). We use linearly-interpolated rates from the OptionMetrics zerocurve file as a proxy for the risk-free rate of interest. We then average the changes over all short-term futures in our sample to calculate \( d_u^t \).
traders can trade other investment vehicles to obtain exposure to the S&P 500 (through the S&P 500 future for example) or its volatility (through options on the VIX or options on the SPY for example). We do not have these data and thus are unable to investigate to which extent investors use such sources to trade on their information. Nonetheless, the main contribution of the paper is the model, which is flexible and allows for easy integration of other order flow sources. One approach is to calculate the delta and vega order flows in these additional assets and sum them with the current variables. An alternative is to incorporate separate equations for these sources, which allows for tests of differences of coefficients to determine which order flows have higher price impacts.

7. Conclusion

We offer a novel framework to estimate the price impact of the aggregate option market. To our knowledge, we are the first to propose a single model that captures trading in potentially hundreds of options, with differing strike prices, expiration dates, and types (put or call). We impose economic structure on the data using theoretical option pricing models, which takes into account the high cross-option correlations in returns, order flows, and liquidity. We are also the first to disentangle the leverage effect when studying informed trading in the underlying and the volatility.

Our main result is that SPX option price impacts on the underlying and the volatility are small, especially compared to effective spreads. For a typical at-the-money call trade, the price impact is less than 4 bps, compared to an effective spread of 169 bps. Further, if we analyze portfolio trades, rather than individual option trades, price impacts can easily shrink tenfold depending on the extent that the delta and vega order flow exposures cancel out.

This raises an important question: Why are option spreads so large compared to the very small price impact? Traditional explanations suggest that spreads depend on asymmetric information, market maker inventory effects, fixed order processing costs, and market maker rents. But the first two frictions also cause a price impact, which according to our results seem small. We believe
it is unlikely that the latter two frictions are large for the highly competitive and liquid SPY ETF market. As such, the large observed spreads become even more puzzling.
Appendix Heston Model Details

Model definition. The Heston (1993) model has become the most important benchmark in the option pricing literature. Its main theoretical advantage stems from the mathematical tractability of its characteristic function (see Duffie et al. (2000)). Under the model assumptions, the S&P 500 index $S$ and its volatility $v$ are described by the following stochastic differential equations under the risk-neutral measure $Q$:

\[
\begin{align*}
    dS_t &= (r - q)S_t dt + S_t v_t dW^1_t, \\
    dv^2_t &= \kappa^Q \left( \theta^Q - v^2_t \right) dt + \sigma v_t \left( \rho dW^1_t + \sqrt{1 - \rho^2} dW^2_t \right),
\end{align*}
\]

where $W^1$ and $W^2$ are standard Brownian motions under $Q$. Structural parameters are given by $\kappa^Q > 0$, $\theta^Q > 0$, $\sigma > 0$, and $\rho \in [-1, 1]$. The risk-free rate is denoted $r$ and $q$ is the continuous dividend yield.

Due to the affine model structure, European call and put prices can be calculated by standard Fourier inversion methods (see below) and we denote $P(t, S_t, v_t, K, T, \omega)$ as the time-$t$ price of a put or call option ($\omega = 1$ for a call, $\omega = -1$ for a put) with strike $K$ and maturity $T > t$. We collect all structural parameters and the risk-free rate in the vector $\Theta$ but drop the dependence of option prices on the parameter vector for notational simplicity. It follows from Ito’s lemma that:

\[
dP(t, S_t, v_t, K, T, \omega) = \frac{\partial P(t, S_t, v_t, K, T, \omega)}{\partial S_t} dS_t + \frac{\partial P(t, S_t, v_t, K, T, \omega)}{\partial v_t} dv_t + dt \text{-terms.} \tag{A.3}
\]

Due to the analytical tractability of the option pricing function $P$, the first partial derivatives with respect to $S$ and $v$ can also be calculated analytically and we denote these as:

\[
\begin{align*}
    \Delta(t, S_t, v_t, K, T, \omega) &\equiv \frac{\partial P(t, S_t, v_t, K, T, \omega)}{\partial S_t} \\
    \nu(t, S_t, v_t, K, T, \omega) &\equiv \frac{\partial P(t, S_t, v_t, K, T, \omega)}{\partial v_t}.
\end{align*}
\]

To relate changes in option prices to observable variables, we exploit the theoretical relation
between the spot volatility and the VIX index. It is straightforward to show that under our model assumptions, the squared VIX index is a linear function of spot variance, i.e., \( \text{VIX}^2_t(\tau) = a(\Theta, \tau) + b(\Theta, \tau)v^2_t \), where \( a \) and \( b \) are functions of the structural model parameters \( \Theta \) and the maturity of the options used to construct the VIX index (denoted \( \tau \), i.e., 30 days for the standard index published by CBOE). Using these theoretical results, given a parameter set \( \Theta \), option delta and vega can also be calculated by Fourier inversion.

**Option pricing formulae.** Duffie *et al.* (2000) show that the generalized characteristic function for affine jump-diffusion processes is exponentially affine in the state variables \( \log S_t \) and \( v^2_t \). For the Heston model, the logarithm of the characteristic function under the risk-neutral measure \( Q \) is given by:

\[
\log \Psi^Q(u, \tau, S_t, v_t) \equiv \log \mathbb{E}^Q \left[ e^{iu \log S_t} \mid \mathcal{F}_t \right] = A(u, \tau) + B(u, \tau)v^2_t + u \log S_t,
\]

where \( A \) and \( B \) are complex-valued functions, \( i = \sqrt{-1} \) and \( \mathbb{E}^Q \left[ \cdot \mid \mathcal{F}_t \right] \) denotes the risk-neutral \( \mathcal{F}_t \)-conditional expectation. For expositional clarity, the dependence of all functions on the parameter set of the model \( \Theta \) is suppressed. Following Bates (2006), the price of a European call option is given by:

\[
P(t, S_t, v_t, K, T, \omega = 1) = e^{-r(T-t)}F_{t,T} - e^{-r(T-t)}K \left( \frac{1}{2} + \frac{1}{\pi} \int_0^\infty \Re \left[ \frac{e^{-iu \log K} \Psi^Q(u, T-t, S_t, v_t)}{iu(1-iu)} \right] du \right),
\]

where \( F_{t,T} = e^{(r-q)(T-t)}S_t \) and \( \Re \) denote the real part of a complex number. Partial derivatives of the call price are given by:

\[
\frac{\partial P(t, S_t, v_t, K, T, \omega = 1)}{\partial S_t} = e^{-q(T-t)} - \frac{e^{-r(T-t)}K}{\pi} \int_0^\infty \Re \left[ \frac{iu}{S_t} \frac{e^{-iu \log K} \Psi^Q(u, T-t, S_t, v_t)}{iu(1-iu)} \right] du,
\]

and

\[
\frac{\partial P(t, S_t, v_t, K, T, \omega = 1)}{\partial v_t} = -2v_t e^{-r(T-t)}K \left( \frac{1}{\pi} \int_0^\infty \Re \left[ \frac{Bu(u, T-t) e^{-iu \log K} \Psi^Q(u, T-t, S_t, v_t)}{iu(1-iu)} \right] du \right).
\]
The theoretical value of the VIX index with maturity $\tau_v = 30/365$ can be recovered from the characteristic function. One can show that for the Heston model:

$$VIX_t(\tau) = \sqrt{\theta Q \left(1 - \frac{1 - e^{\kappa Q \tau}}{\tau \kappa Q^2}\right) + \frac{1 - e^{\kappa Q \tau}}{\tau \kappa Q^2} v_t^2}. \quad (A.6)$$

**Empirical estimation.** In order to compute the delta and vega for all option transactions in our dataset, we need to calibrate the Heston model to market data. There is no standard methodology in the literature regarding the estimation of model parameters of option pricing models. We adopt a simple calibration procedure and estimate model parameters for every trading day in our sample using intradaily option quotes. To this end, we minimize the mean root square error of all available OTM options with maturities from 7 to 180 days as follows:

$$RMSE_t = \underset{\Theta}{\text{arg min}} \sqrt{\frac{1}{N_t} \sum_{i=1,...,N_t} \left(P_{ma}(t, K_i, T_i, \omega_i) - P(t_i, S_{t_i}, v_{t_i}, K_i, T_i, \omega_i, \Theta)\right)^2}, \quad (A.7)$$

where $N_t$ is the number of available option quotes on day $t$, $t_i$ are set to minutely intervals from 9:45 am to 15:45 pm (on day $t$) and $P_{ma}(t, K_i, T_i, \omega_i)$ denotes the market mid-quote of option $i$. We use the shortest option maturity to invert the theoretical VIX formula above to obtain $v_t$. To limit the number of option contracts in our calibration, we restrict the calibration to the most liquid contracts, OTM contracts, and contracts with short to medium maturity. For the calculation of deltas and vegas, we use calibrated parameters from the previous trading day.

Our calibration procedure has two distinct features. First, our methodology circumvents the problem of filtering the latent variance process, as we calibrate the model to both option prices and the VIX index simultaneously. Alternative approaches such as those in Broadie et al. (2007) or Christoffersen et al. (2010) rely on filtering techniques or the calibration of $v_t$, which leads to additional complexity in the calibration algorithm. And second, our recalibration allows us to be robust to changing market dynamics. While the Heston model may be rejected because of the imposed structure (see for instance Broadie et al. (2007) or Christoffersen et al. (2010)), our recalibration ensures that empirical results are not particularly sensitive to possible model mis-specification. To calculate deltas and vegas for option transactions, we use parameters estimated
using option data on the previous day, so our procedure is out-of-sample. While parameters in
the calibration may change over time, our assumption is that the Heston model provides a rea-
sonable way of separating price from volatility risk using model calibrations from the previous
trading day. Following the empirical set-up in Bakshi et al. (2000), we provide strong empirical
evidence in Table 9 that this approach covers more than 98% of the variation in option prices
in our sample. Hence, Equation (A.3) in combination with our Heston model implementation
provides a highly accurate description of option market prices, and offers the main benefit of a
reduction of variables to only price and volatility risk.
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Table 1  Bid-ask spreads of SPX options

This table shows dollar-weighted means and standard deviations of spreads in the SPX option market in 2014. The effective quoted half-spread is half of the bid-ask spread prevailing just before a trade. The effective spread equals trade price minus midpoint (signed by the direction of the trade), which may be smaller when trades execute at prices inside the quoted bid and ask. We show statistics for the full sample, as well as for subsamples of in-the-money ($|\Delta| \geq 0.65$), at-the-money ($0.65 > |\Delta| \geq 0.35$), and out-of-the-money ($0.35 > |\Delta|$) with $|\Delta|$ denoting the absolute value of the Black-Scholes option delta.

| Variable                  | All Options | In-the-Money | At-the-Money | Out-of-the-Money |
|---------------------------|-------------|--------------|--------------|------------------|
|                           | mean        | sdev         | mean         | sdev             | mean       | sdev       |
| Effective quoted half     | 3.27        | 3.55         | 1.29         | 1.90             | 2.52       | 1.33       | 6.33       | 5.55             |
| Effective spread (%)      | 1.69        | 2.78         | 0.61         | 1.35             | 1.59       | 2.02       | 2.65       | 4.23             |
| Effective quoted half     | 1.21        | 0.85         | 1.49         | 0.69             | 1.23       | 0.91       | 0.97       | 0.76             |
| Effective spread ($)      | 0.59        | 0.67         | 0.72         | 0.76             | 0.68       | 0.75       | 0.36       | 0.40             |
Table 2  Bid-ask spreads of SPX options
This table shows various quote and trade-based spreads of all SPX options in 2014. We show statistics for
the full sample, as well as for subsamples of in-the-money (|\Delta| \geq 0.65), at-the-money (0.65 > |\Delta| \geq 0.35),
and out-of-the-money (0.35 > |\Delta|), with |\Delta| denoting the absolute value of the option delta. Panel A shows
equally-weighted observations and Panel B the dollar volume-weighted observations (price times quantity).
We define the effective quoted half-spread as the bid-ask spread prevailing just before a trade. The effective
half-spread is defined as (p_t - m_t)d_t, which is then decomposed into a realized spread (p_t - m_{t+\tau})d_t and
adverse selection component (m_{t+\tau} - m_t)d_t based on a midpoint price \tau minutes later. We also report the
Muravyev-Pearson corrected effective spread (MP), which replaces the midpoint by the predicted value of
a regression of the midpoint on Black-Scholes price minus midpoint, delta times lagged underlying price
differences, and lagged price changes. All variables are reported in dollars and in percentages as a fraction
of the midpoint.

| Variable                        | All Options | In-the-Money | At-the-Money | Out-of-the-Money |
|---------------------------------|-------------|--------------|--------------|------------------|
|                                 | mean       | sdev         | mean         | sdev             |
| Effective quoted half spread (%)| 12.81       | 17.14        | 3.25         | 3.37             | 3.45           | 2.56          | 17.52         | 19.21           |
| Effective spread (%)            | 5.60        | 13.07        | 0.93         | 1.77             | 1.52           | 2.17          | 7.69          | 15.52           |
| Effective spread MP (%)         | 5.58        | 15.64        | 1.25         | 36.54            | 1.69           | 8.19          | 7.59          | 15.21           |
| Realized spread 10m (%)         | 2.53        | 14.46        | 0.25         | 5.28             | 0.97           | 5.64          | 3.34          | 17.43           |
| Adverse selection 10m (%)       | 3.12        | 15.46        | 0.69         | 5.28             | 0.56           | 5.40          | 4.38          | 18.42           |
| Realized spread 30m (%)         | 2.24        | 17.31        | 0.22         | 8.61             | 0.94           | 9.02          | 2.92          | 20.64           |
| Adverse selection 30m (%)       | 3.38        | 18.45        | 0.71         | 8.60             | 0.59           | 8.89          | 4.76          | 21.65           |
| Effective quoted half spread ($)| 0.60        | 0.62         | 1.35         | 0.72             | 0.94           | 0.71          | 0.40          | 0.43            |
| Effective spread ($)            | 0.20        | 0.37         | 0.34         | 0.45             | 0.41           | 0.56          | 0.10          | 0.17            |
| Realized spread 10m ($)         | 0.13        | 0.78         | 0.10         | 1.73             | 0.31           | 1.13          | 0.05          | 0.35            |
| Adverse selection 10m ($)       | 0.08        | 0.70         | 0.24         | 1.73             | 0.10           | 0.98          | 0.06          | 0.34            |
| Realized spread 30m ($)         | 0.12        | 1.21         | 0.09         | 2.81             | 0.30           | 1.73          | 0.04          | 0.55            |
| Adverse selection 30m ($)       | 0.08        | 1.16         | 0.26         | 2.81             | 0.10           | 1.64          | 0.06          | 0.54            |

Panel B. Dollar Volume Weighted

| Variable                        | All Options | In-the-Money | At-the-Money | Out-of-the-Money |
|---------------------------------|-------------|--------------|--------------|------------------|
|                                 | mean       | sdev         | mean         | sdev             |
| Effective quoted half spread (%)| 3.27        | 3.55         | 1.29         | 1.90             | 2.52           | 1.33          | 6.33          | 5.55            |
| Effective spread (%)            | 1.69        | 2.78         | 0.61         | 1.35             | 1.59           | 2.02          | 2.65          | 4.23            |
| Realized spread 10m (%)         | 1.63        | 4.19         | 0.58         | 2.64             | 1.59           | 3.55          | 2.47          | 5.86            |
| Adverse selection 10m (%)       | 0.05        | 3.37         | 0.04         | 2.35             | -0.00          | 2.89          | 0.19          | 4.65            |
| Realized spread 30m (%)         | 1.66        | 6.02         | 0.59         | 4.09             | 1.61           | 5.35          | 2.50          | 8.05            |
| Adverse selection 30m (%)       | 0.03        | 5.48         | 0.03         | 3.90             | -0.01          | 4.92          | 0.16          | 7.23            |
| Quoted half spread ($)          | 1.21        | 0.85         | 1.49         | 0.69             | 1.23           | 0.91          | 0.97          | 0.76            |
| Effective spread ($)            | 0.59        | 0.67         | 0.72         | 0.76             | 0.68           | 0.75          | 0.36          | 0.40            |
| Realized spread 10m ($)         | 0.59        | 1.22         | 0.70         | 1.77             | 0.69           | 1.25          | 0.35          | 0.64            |
| Adverse selection 10m ($)       | 0.01        | 1.01         | 0.03         | 1.57             | -0.01          | 1.00          | 0.01          | 0.50            |
| Realized spread 30m ($)         | 0.60        | 1.87         | 0.62         | 2.83             | 0.69           | 1.87          | 0.36          | 0.95            |
| Adverse selection 30m ($)       | 0.00        | 1.73         | 0.11         | 2.69             | -0.01          | 1.70          | 0.01          | 0.84            |
The table shows the mean and standard deviation (in parentheses) of option trade variables. The first column reports results for the full sample, and the remaining columns those for nine subsets of the data double sorted by moneyness and time to maturity. Each subsets can be identified by the rows showing the average Moneyness and Time to Maturity. Most variables are self explanatory. The vegas are calculated with respect to the underlying volatility. The trade direction equals 1 if the trade is originated with a market buy order, and -1 if it is a market sell order. The call indicator equals 1 if the trade is in a call option, and zero if it is in a put option.

|                            | Full Sample | Subsets                  |
|-----------------------------|-------------|--------------------------|
|                            | (1)         | (2) (3) (4) (5) (6) (7) (8) (9) (10) |
| **Volume ($1,000)**        | 93.3        | 6.73 37.7 28.8 133 231   |
|                            | (343)       | (40) (150) (149) (352) (320) |
| **Volume (#contracts)**    | 51.41       | 50.56 44.16 52.30 56.59 47.49 75.58 70.39 50.46 |
|                            | (124.9)     | (134.5) (104.1) (125.7) (99.02) (159.7) (122.8) |
| **Price ($)**              | 18.02       | 1.09 7.27 4.20 22.12 54.26 9.14 43.57 89.03 |
|                            | (38.05)     | (1.358) (8.996) (4.751) (16.84) (71.71) (10.06) (15.76) |
| **Option abs(Δ)**          | 0.248       | 0.014 0.217 0.042 0.322 0.572 0.068 0.406 0.565 |
|                            | (0.244)     | (0.0188) (0.170) (0.0414) (0.177) (0.168) (0.0727) |
| **Option ν**               | 73.08       | 11.63 75.62 32.87 108.9 127.0 35.14 97.50 97.04 |
|                            | (50.21)     | (15.47) (39.58) (28.23) (37.53) (39.17) (29.35) (23.47) |
| **Trade is buy (1,0)**     | 0.662       | 0.587 0.604 0.635 0.608 0.640 0.678 0.624 0.633 0.620 |
|                            | (0.473)     | (0.492) (0.489) (0.481) (0.488) (0.480) (0.467) (0.484) |
| **Call indicator (1,0)**   | 0.411       | 0.0928 0.528 0.579 0.194 0.559 0.521 0.222 0.531 0.493 |
|                            | (0.492)     | (0.290) (0.499) (0.494) (0.396) (0.496) (0.500) |
| **Moneyness**              | 0.945       | 0.878 0.979 1.017 0.860 0.980 1.015 0.823 0.982 1.031 |
|                            | (0.0967)    | (0.0698) (0.0139) (0.0106) (0.0073) (0.0164) (0.0109) |
| **Time to Maturity (years)**| 0.118       | 0.050 0.046 0.048 0.142 0.139 0.151 0.330 0.302 0.293 |
|                            | (0.085)     | (0.020) (0.020) (0.019) (0.043) (0.043) (0.046) |
| **Number of trades**       | 1,804,397   | 213,636 434,864 109,737 333,048 387,633 165,202 74,815 53,324 32,138 |
Table 4 Summary statistics on changes in price and volatility of the S&P 500 and their respective order flows

We calculate statistics for the sample of SPX options and the SPY ETF for 249 trading days in 2014. Order flow is defined as buyer originated minus seller originated trading volume and expressed in dollars. The first row shows statistics on the net order flow in the SPY ETF (in $100s of millions). For the next two rows, we decompose each SPX option trade into exposure to the underlying S&P 500 ($∆x$), based on the options delta, and exposure to the S&P 500 volatility ($xν$), based on the options vega. The order flow exposures are then aggregated over all trades across options with different strike prices, expiration dates, and puts and calls. We further report statistics on the differences in the SPY ETF price ($du$) and the S&P 500 volatility process ($dv$) extracted from option prices. The volatility and the option deltas and vegas are estimated with a Heston stochastic volatility model using the cross-section of option prices.

|                | mean   | stdev  | p10   | p25   | p50   | p75   | p90   | N   |
|----------------|--------|--------|-------|-------|-------|-------|-------|-----|
| $x^{spy}$ ($100$ million) | -0.43  | 4.32   | -5.24 | -2.75 | -0.26 | 1.86  | 4.26  | 1,494 |
| $x^∆$ ($100$ million)       | 1.79   | 8.64   | -7.84 | -2.65 | 1.51  | 6.07  | 11.57 | 1,494 |
| $x^ν$ ($100$ million)       | 0.11   | 0.16   | -0.02 | 0.02  | 0.07  | 0.16  | 0.28  | 1,494 |
| $d^u$ (cents)               | 5.86   | 392.91 | -450.00 | -189.99 | 14.99 | 220.00 | 439.99 | 1,494 |
| $d^v$ (percentage points)   | -0.01  | 0.58   | -0.59 | -0.26 | -0.03 | 0.22  | 0.59  | 1,494 |
Table 5  Long-run impulse response functions VAR model

This table shows the long-run effects of the impulse response functions (IRFs) of the VAR model estimated by equation (4). Long-run is defined as four periods (trading hours). The first column shows the standard deviation of the structural residual of each equation, which represents the size of the shocks in the IRF. The next columns show the long-run impact of a one standard deviation impulse to each of the variables. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.

| Response      | $\sigma(\epsilon)$ (1) | $d^u$ (cents) (2) | $d^v$ (percentage points) (3) | $x^{spy}$ ($100$ million) (4) | $x^\Delta$ ($100$ million) (5) | $x^\nu$ ($100$ million) (6) |
|---------------|--------------------------|-------------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| $d^u$ (cents) | 189.93                   | 215.70***         | -277.10***                    | 171.00***                     | 98.13***                      | -55.64***                     |
|               |                          | (11.28)           | (14.14)                       | (8.06)                        | (4.41)                        | (2.59)                        |
| $d^v$ (percentage points) | 0.50                    | 0.00              | 0.52***                       | -0.23***                      | -0.11***                      | 0.07**                        |
|               |                          | (0.09)            | (18.75)                       | (7.45)                        | (3.31)                        | (2.36)                        |
| $x^{spy}$ ($100$ million) | 4.20                     | -0.38*            | 0.62***                       | 4.91***                       | 0.44                          | -0.28                         |
|               |                          | (1.67)            | (2.86)                        | (19.99)                       | (1.62)                        | (1.10)                        |
| $x^\Delta$ ($100$ million) | 8.23                     | 2.46***           | -1.28***                      | 1.03**                        | 9.87***                       | -0.16                         |
|               |                          | (5.17)            | (2.75)                        | (2.11)                        | (18.21)                       | (0.29)                        |
| $x^\nu$ ($100$ million) | 0.16                     | 0.01              | 0.02**                        | -0.02*                        | -0.01                         | 0.21***                       |
|               |                          | (0.62)            | (1.99)                        | (1.73)                        | (0.51)                        | (20.60)                       |
Table 6  Regression coefficients VAR model
This table shows the coefficients of the VAR system estimated from equation (4). The system considers five endogenous variables reported in columns (1) to (5) respectively: the net dollar option order flow exposure to the volatility component \((x^\nu)\), to the underlying component \((x^\Delta)\), and net SPY ETF order flow \((x^{spy})\); and the difference of the volatility process VIX \((d^\nu)\) and the price of the underlying measured by the SPY ETF \((d^u)\). The ordering of the columns corresponds to the ordering of the equations in the VAR model, and the coefficients set to missing identify the structural shocks. The letter L in the independent variable names represent the lag-operator. Inference is based on Newey-West standard errors with two lags that are reported in parentheses. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.

|       | (1)         | (2)         | (3)         | (4)         | (5)         |
|-------|-------------|-------------|-------------|-------------|-------------|
|       | \(x^\nu\)  | \(x^\Delta\) | \(x^{spy}\) | \(d^\nu\)  | \(d^u\)    |
| \(x^\nu\) | .           | 0.039       | -2.137**    | 0.457***    | 37.547      |
| L1 \(x^\nu\) | 0.205***    | 0.737       | 0.410       | -0.120      | -57.625     |
|        | (3.1)       | (0.4)       | (0.5)       | (-0.9)      | (-1.5)      |
| L2 \(x^\nu\) | 0.026       | 0.035       | 0.131       | -0.072      | -41.673     |
|        | (0.7)       | (0.0)       | (0.2)       | (-0.8)      | (-1.1)      |
| \(x^\Delta\) | .           | .           | 0.086***    | -0.012***   | 2.735***    |
| L1 \(x^\Delta\) | 0.001       | 0.178***    | -0.031**    | 0.002       | 0.446       |
|        | (0.5)       | (4.3)       | (-2.0)      | (0.7)       | (0.6)       |
| L2 \(x^\Delta\) | -0.001      | -0.076**    | 0.001       | 0.003       | 0.263       |
|        | (-0.8)      | (-2.3)      | (0.0)       | (1.5)       | (0.4)       |
| \(x^{spy}\) | .           | .           | .           | -0.056***   | 14.799***   |
| L1 \(x^{spy}\) | -0.002      | -0.002      | 0.165***    | 0.011***    | -1.441      |
|        | (-1.3)      | (-0.0)      | (4.0)       | (2.7)       | (-1.0)      |
| L2 \(x^{spy}\) | 0.000       | -0.021      | 0.040       | 0.003       | -5.321***   |
|        | (0.1)       | (-0.4)      | (1.1)       | (0.9)       | (-3.6)      |
| \(d^\nu\) | .           | .           | .           | .           | -525.690*** |
| L1 \(d^\nu\) | 0.028       | 1.665**     | -0.176      | 0.021       | 16.631      |
|        | (1.3)       | (2.1)       | (-0.4)      | (0.4)       | (0.8)       |
| L2 \(d^\nu\) | 0.012       | 1.566       | 0.273       | 0.031       | 21.031      |
|        | (0.5)       | (1.4)       | (0.5)       | (0.3)       | (0.9)       |
| \(d^u\) | .           | .           | .           | .           | .           |
| L1 \(d^u\) | 0.000       | 0.007***    | -0.002**    | 0.000       | 0.051       |
|        | (0.6)       | (5.7)       | (-2.1)      | (0.2)       | (1.5)       |
| L2 \(d^u\) | 0.000       | 0.003**     | -0.001      | -0.000      | 0.042       |
|        | (0.1)       | (2.2)       | (-0.7)      | (-0.1)      | (1.1)       |
| Constant | 0.088***    | 1.522***    | -0.256*     | -0.043**    | 3.287       |
|        | (15.4)      | (3.8)       | (-1.7)      | (-2.1)      | (0.5)       |
| Observations | 1,494       | 1,494       | 1,494       | 1,494       | 1,494       |
| R-squared | 0.051       | 0.092       | 0.055       | 0.250       | 0.766       |
Table 7  Hypothetical option portfolio price impact costs
This table provides the expected price impact cost of the four most commonly used option portfolio strategies based on the VAR results in Table 5. Specifically, we consider a straddle, a strangle and a put and a call spread. For each strategy, we measure the long-run cumulative price impact of the individual option trades and the portfolio trades, where the price impacts are netted or amplified. Specifically, we transform the option trades to delta and vega flows (columns (6) and (7)), which affect the underlying and volatility process (columns (8) and (9)), and in turn the prices of the options (columns (10) and (11)). While most variables are self-explanatory, the variable Portfolio PI measures the price impact of the portfolio trade on the individual options, which incorporates the cross-option price impact of all option trades in the portfolio. As a benchmark, Trade PI measures the price impact of the single option trade, ignoring cross-option price impact. We calculate these results for option characteristics of ITM, ATM, and OTM call and put options of June 27, 2014 (the middle of the sample period), and take the latest trade before 12:00 pm. The options mature in 22 trading days (one month). The quantity of each option trade is a 1000 contracts, which each have a multiplier of 100. At the time, the value of the underlying was $1,954.2 and the volatility 0.088 (or 8.8%).

|          | (1) Price | (2) Strike | (3) Dollar cost ($1,000) | (4) Delta | (5) Vega | (6) $x^\Delta$ ($100mln) | (7) $x^\nu$ ($1mln) | (8) dU (cents) | (9) dV (pp) | (10) Trade PI (bps) | (11) Portfolio PI (bps) |
|----------|-----------|------------|--------------------------|-----------|---------|---------------------------|---------------------|-----------------|-------------|---------------------|------------------------|
| **Straddle:** |          |             |                          |           |         |                           |                     |                 |             |                     |                        |
| Long ATM Call | 16.88     | 1,955      | 1,688                    | 0.63      | 141     | 1.24                      | 1.24                | 10.4            | -0.011     | 29.9                | -6.6                   |
| Long ATM Put  | 16.9      | 1,955      | 1,690                    | -0.38     | 140     | -0.74                     | 1.23                | -13.1           | 0.015      | 42.1                | 9.5                    |
| Portfolio     | 3,378     |            |                          | 0.50      | 2.47    | -2.7                      | 0.004               | 36.0            | 1.5        |                     |                        |
| **Strangle:** |          |             |                          |           |         |                           |                     |                 |             |                     |                        |
| Long OTM put  | 7.7       | 1,920      | 770                      | -0.16     | 103     | -0.31                     | 0.91                | -6.9            | 0.005      | 21.1                | 11.5                   |
| Long OTM call | 2.72      | 1,990      | 272                      | 0.18      | 76      | 0.36                      | 0.67                | 1.9             | -0.004     | 1.3                 | -31.1                  |
| Portfolio     | 1,042     |            |                          | 0.04      | 1.58    | -5.0                      | 0.001               | 16.0            | 0.3        |                     |                        |
| **Put (bear) spread:** |          |             |                          |           |         |                           |                     |                 |             |                     |                        |
| Long ITM Put  | 33.48     | 1,990      | 3,348                    | -0.79     | 82      | -1.54                     | 0.72                | -20.8           | 0.021      | 54.0                | 36.6                   |
| Short OTM put | 7.7       | 1,920      | -770                     | -0.16     | 103     | 0.31                      | -0.91               | 6.9             | -0.005     | 21.1                | 50.7                   |
| Portfolio     | 4,278     |            |                          | -1.22     | -0.19   | 13.9                      | 0.016               | 76.4            | 32.4       |                     |                        |
| **Call (bull) spread:** |          |             |                          |           |         |                           |                     |                 |             |                     |                        |
| Long ITM call | 42.25     | 1,920      | 4,225                    | 0.84      | 104     | 1.64                      | 0.92                | 16.3            | -0.021     | 27.2                | 24.4                   |
| Short OTM call| 2.72      | 1,990      | -272                     | 0.18      | 76      | -0.36                     | -0.67               | -1.9            | 0.004      | 1.3                 | 49.6                   |
| Portfolio     | 3,953     |            |                          | 1.28      | 0.25    | 14.4                      | -0.017              | 29.1            | 22.6       |                     |                        |
Table 8  The common component in the underlying and volatility process

We decompose $d^u$ and $d^v$ into two components: the variation explained by each other and a residual, identified by running:

$$d_i^u = c_1 + \sum_{l=0}^{\infty} \beta_{1,l} d_{i-l}^v + \varepsilon_{1,i},$$

$$d_i^v = c_2 + \sum_{l=0}^{\infty} \beta_{2,l} d_{i-l}^u + \varepsilon_{2,i}.$$

We denote the predicted value of the first equation by $d_{c,u}^c$, as it represents the common variation explained by $d^v$; and denote the residual $\varepsilon_{1,t}$ by $d_{r,u}^r$. The predicted value from the second equation is called $d_{c,v}^c$ and the residual $d_{r,v}^r$. The OLS regressions below correspond to the five-equation VAR model of Table 6, but based on the common variation (columns (1) and (2)) or the residual variation (columns (4) and (5)). Columns (3) and (6) are similar to columns (2) and (5), respectively, but do not have the contemporaneous $d^v$ term.

|        | (1) $d_{c,v}^c$ | (2) $d_{c,u}^c$ | (3) $d_{r,u}^c$ | (4) $d_{c,v}^r$ | (5) $d_{r,v}^r$ | (6) $d_{r,u}^r$ |
|--------|----------------|----------------|----------------|----------------|----------------|----------------|
| $x^v$  | 0.257***       | -118.728***    | -266.584***    | 0.200***       | -54.331***     | 63.283*        |
|        | (2.8)          | (-3.3)         | (-3.9)         | (3.3)          | (-2.8)         | (1.7)          |
| L1 $x^v$ | -0.007        | 65.852         | 69.723         | L1 $x^v$      | -0.113         | 2.124          | -64.578        |
|        | (-0.1)         | (1.6)          | (0.9)          | (-1.6)         | (0.1)          | (-1.6)         |
| L2 $x^v$ | 0.005         | 45.063         | 42.583         | L2 $x^v$      | -0.077         | -0.231         | -45.752        |
|        | (0.1)          | (1.3)          | (0.8)          | (-1.3)         | (-0.0)         | (-1.2)         |
| $x^\Delta$ | -0.012***    | 0.464          | 7.182***       | $x^\Delta$    | -0.001         | 2.412***       | 2.034***        |
|        | (-7.5)         | (0.7)          | (6.8)          | (-0.7)         | (7.5)          | (3.0)          |
| L1 $x^\Delta$ | 0.000        | -0.623         | -0.878         | L1 $x^\Delta$ | 0.001         | -0.100         | 0.547          |
|        | (0.3)          | (-0.9)         | (-0.7)         | (0.9)          | (-0.3)         | (0.7)          |
| L2 $x^\Delta$ | 0.001        | -0.711         | -1.504         | L2 $x^\Delta$ | 0.001         | -0.310         | 0.411          |
|        | (1.0)          | (-1.2)         | (-1.5)         | (1.2)          | (-1.1)         | (0.6)          |
| $x^{py}$ | -0.056***      | 0.314          | 32.449***      | $x^{py}$      | 0.000         | 11.549***      | 11.608***       |
|        | (-12.9)        | (0.2)          | (10.6)         | (0.0)         | (12.9)         | (6.5)          |
| L1 $x^{py}$ | 0.009***      | -1.157         | -6.432***      | L1 $x^{py}$  | 0.002         | -1.910***      | -0.793          |
|        | (2.8)          | (-0.8)         | (-2.7)         | (0.8)          | (-2.8)         | (0.5)          |
| L2 $x^{py}$ | 0.009***      | 3.226***       | -1.966         | L2 $x^{py}$  | -0.005**      | -1.815***      | -5.038***       |
|        | (3.1)          | (2.4)          | (-0.9)         | (-2.4)        | (-3.0)         | (-3.4)         |
| $d_{c,v}$ | .             | -575.800***    | $d_{c,v}$      | .             | 587.709***    | .              |
|        | (-31.7)        | .              | (45.9)         | .             | .             | .              |
| L1 $d_{c,v}$ | 0.007        | 11.381         | 7.453          | L1 $d_{c,v}$ | 0.052         | -8.892         | 21.568          |
|        | (0.1)          | (0.5)          | (0.2)          | (0.7)         | (-0.4)         | (0.4)          |
| L2 $d_{c,v}$ | 0.062        | 32.184         | -3.292         | L2 $d_{c,v}$ | 0.000         | -61.116**      | -60.907         |
|        | (0.9)          | (1.2)          | (-0.1)         | (0.0)         | (-2.2)         | (-1.2)         |
| $d_{c,u}$ | .             | .              | $d_{c,u}$      | .             | .             | .              |
| L1 $d_{c,u}$ | 0.000        | 0.058          | 0.051          | L1 $d_{c,u}$ | -0.000        | 0.048          | 0.024          |
|        | (0.1)          | (1.6)          | (0.9)          | (0.4)         | (1.4)          | (0.3)          |
| L2 $d_{c,u}$ | 0.000        | 0.012          | 0.007          | L2 $d_{c,u}$ | 0.000         | 0.080**        | 0.119          |
|        | (0.1)          | (0.3)          | (0.1)          | (0.5)         | (2.3)          | (1.5)          |
| Constant | -0.035***     | 5.501          | 25.643***      | Constant     | -0.008        | 5.354          | 0.539          |
|        | (-2.2)         | (0.8)          | (2.1)          | (-0.7)        | (1.6)          | (0.1)          |
| Observations | 1,494        | 1,494          | 1,494          | Observations | 1,494         | 1,494          | 1,494          |
| R-squared | 0.315          | 0.744          | 0.252          | R-squared     | 0.020         | 0.821          | 0.087          |
Table 9  Explanatory power of price and volatility of the S&P 500 on option price changes at the hourly frequency

This table shows the extent to which option price changes can be explained by the two factors as proposed by regression (8). The dependent variable is the change in an option’s quoted midpoint, which is regressed on the particular options delta times the changes in the underlying ($\Delta d^s$) and the options vega times the change in the volatility in ($\nu d^v$). The midpoint price and the change in the underlying and the volatility are sampled at the hourly frequency (the dataset is balanced). We add two lags to be consistent with the previous analyses. The sample uses the full sample of option data of 2014, including options with all expiration dates, strike prices and puts and calls. Column (1) shows results for the full sample, and columns (2)-(10) for various subsets of options sorted by time-to-maturity (TTM) and moneyness (see Table (4)). The first rows show the average TTM and Moneyness of the particular sample. Inference is based on Newey-West standard errors with two lags. The superscripts ***, **, and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.

|                  | Full Sample | Subsets |
|------------------|-------------|---------|
|                  | (1)         | (2)     |
| Avg TTM (years)  | 0.18        | 0.06    |
| Avg Moneyness (S/K) | 1.16 | 0.91     |
| $\Delta d^s$     | 1.000***    | 0.622***|
|                  | (5.323.3)   | (30.7)  |
| L1 $\Delta d^s$ | -0.003***   | -0.046***|
|                  | (-23.6)     | (-3.1)  |
| L2 $\Delta d^s$ | -0.000      | 0.036**  |
|                  | (-1.3)      | (-0.4)  |
| $\nu d^v$        | 0.902***    | 1.241***|
|                  | (324.6)     | (56.1)  |
| L1 $\nu d^v$     | -0.029***   | -0.013***|
|                  | (-18.2)     | (-7.1)  |
| L2 $\nu d^v$     | 0.026***    | 0.017    |
|                  | (16.3)      | (1.5)   |
| Constant         | 0.012***    | 0.008***|
|                  | (50.0)      | (13.0)  |
| Observations     | 851,051     | 17,579  |
| R-squared        | 0.992       | 0.863   |
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Table 10  Option tick sizes versus standard deviation of price changes
For each option, we calculate the tick size, the average dollar bid-ask spread, and the standard deviation of the price changes (in dollars) sampled at the one-hour, half-hour, and one-minute frequency. We then divide options into eight price categories, and we report the median of each variable across the options in each category. This differs from Table 1, where spreads are averaged over all trades.

| Option price category | 0 – 1 | 1 – 5 | 5 – 10 | 10 – 20 | 20 – 40 | 40 – 100 | 100 – 500 | 500 – ∞ | Full Sample |
|-----------------------|-------|-------|--------|---------|---------|----------|-----------|---------|-------------|
| Median Tick Size ($)  | 0.05  | 0.05  | 0.05   | 0.05    | 0.10    | 0.10     | 0.10      | 0.10    | 0.10        |
| Median Spread ($)     | 0.35  | 0.70  | 1.00   | 1.27    | 2.30    | 2.94     | 2.77      | 2.31    | 2.31        |
| Number of Options     | 257   | 951   | 397    | 382     | 433     | 676      | 1823      | 935     | 5854        |

Table 10 continues...

| Average standard deviation of dollar price changes at different sampling frequencies |
|--------------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                                     | Hour            | Half-hour       | Minute          |
| Median Tick Size ($)                | 0.14            | 0.10            | 0.05            | 0.19            | 0.32            | 0.50            | 1.02            | 0.59            | 1.02            |
| Median Spread ($)                   | 0.83            | 0.59            | 0.06            | 1.45            | 1.02            | 0.17            | 0.29            | 1.9             | 0.44            |
| Number of Options                   | 0.46            | 0.32            | 0.06            | 2.65            | 1.9             | 0.29            | 0.44            | 3.45            | 0.49            |
|                                     | 4.66            | 3.45            | 0.44            | 7.75            | 5.75            | 0.49            | 0.44            | 5.75            | 0.49            |
|                                     | 3.23            | 2.37            | 0.2             | 2.31            | 2.31            | 0.2             | 2.31            | 2.31            | 0.2             |
Table 11  Explanatory power of price and volatility of the S&P 500 on option price changes at the one-minute frequency

This table is identical to Table 9, but uses data sampled at the one-minute frequency. We regress option price changes on the particular option’s delta times the changes in the underlying ($\Delta d_s$) and the options vega times the change in the volatility ($\nu d_v$). We add ten lags of these variables. Due to the sheer size, we only use data of the first two months of 2014 rather than the whole year (results are unaffected). Column (1) shows results for the full sample, and columns (2)-(10) for various subsets of options sorted by time-to-maturity (ttm) and moneyness. The first rows show the average ttm and moneyness of the particular sample. Inference is based on Newey-West standard errors with two lags. The superscripts ***, **, and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.

|                      | Full Sample | Subsets |
|----------------------|-------------|---------|
|                      | (1)         | (2)     | (3)     | (4)     | (5)     | (6)     | (7)     | (8)     | (9)     | (10)    |
| Avg TTM (years)      | 0.1769      | 0.0629  | 0.0532  | 0.0479  | 0.1672  | 0.1617  | 0.159   | 0.3343  | 0.3239  | 0.3572  |
| Avg Moneyness (S/K)  | 1.1156      | 0.8818  | 0.9764  | 1.305   | 0.8508  | 0.9749  | 1.2688  | 0.8133  | 0.9747  | 1.7148  |
| $\Delta d_s$         | 0.632***    | 0.245*** | 0.525*** | 0.676*** | 0.210*** | 0.451*** | 0.614*** | 0.240*** | 0.427*** | 0.654*** |
|                      | (910.0)     | (9.5)   | (144.9) | (570.3) | (40.0)  | (190.0) | (529.8) | (33.4)  | (83.1)  | (333.2) |
| L1 $\Delta d_s$      | 0.247***    | 0.081*** | 0.329*** | 0.247*** | 0.083*** | 0.311*** | 0.241*** | 0.126*** | 0.305*** | 0.248*** |
|                      | (478.5)     | (4.6)   | (157.7) | (267.1) | (26.5)  | (199.0) | (303.4) | (24.9)  | (95.3)  | (177.8) |
| L2 $\Delta d_s$      | 0.031***    | 0.015    | 0.090*** | 0.022*** | 0.016*** | 0.103*** | 0.030*** | 0.033*** | 0.107*** | 0.033*** |
|                      | (69.4)      | (1.3)   | (40.6)  | (27.4)  | (7.0)   | (86.7)  | (46.9)  | (9.5)   | (44.4)  | (27.1)  |
| L3 $\Delta d_s$      | 0.017***    | -0.003   | 0.043*** | 0.014*** | 0.010*** | 0.057*** | 0.016*** | 0.024*** | 0.066*** | 0.016*** |
|                      | (40.8)      | (-0.2)  | (19.8)  | (18.2)  | (4.3)   | (48.3)  | (26.7)  | (7.6)   | (30.7)  | (13.9)  |
| L4-L10 (not shown for brevity ) | 0.492***    | 1.379*** | 0.707*** | 0.069   | 1.475*** | 0.640*** | 0.054   | 1.341*** | 0.812*** | 0.612*** |
| $\nu d_v$            | (13.6)      | (48.7)  | (55.4)  | (1.3)   | (96.5)  | (20.2)  | (0.6)   | (28.5)  | (7.5)   | (3.0)   |
| L1 $\nu d_v$         | 0.203***    | -0.076*** | 0.150*** | 0.345*** | 0.004   | 0.208*** | 0.288*** | 0.094*** | 0.222*** | 0.268*** |
|                      | (27.7)      | (-4.5)  | (14.4)  | (17.4)  | (0.6)   | (24.4)  | (17.7)  | (6.2)   | (9.3)   | (7.6)   |
| L2 $\nu d_v$         | 0.007*      | -0.035*** | 0.014*   | 0.013   | -0.063*** | 0.056*** | 0.019** | -0.018  | 0.063*** | -0.040** |
|                      | (1.8)       | (-2.9)  | (1.7)   | (0.9)   | (-9.8)  | (11.4)  | (2.3)   | (-1.5)  | (5.1)   | (-2.3)  |
| L3 $\nu d_v$         | 0.004       | -0.018   | 0.001   | 0.001   | -0.025*** | 0.015*** | 0.015** | -0.012  | 0.038*** | 0.001   |
|                      | (1.3)       | (-1.2)  | (0.2)   | (0.1)   | (-4.4)  | (3.4)   | (2.0)   | (-1.2)  | (3.0)   | (0.0)   |
| L4 $\nu d_v$         | 0.004       | -0.026*  | -0.010  | 0.020   | -0.024*** | 0.020*** | -0.006  | 0.010   | 0.030*** | 0.013   |
|                      | (1.4)       | (-1.8)  | (-1.4)  | (1.5)   | (-4.6)  | (4.8)   | (-0.9)  | (1.0)   | (3.1)   | (1.0)   |
| L4-L10 (not shown for brevity ) |          |         |         |         |         |         |         |         |         |         |
| Observations         | 10,169,421  | 393,753 | 363,413 | 1,314,021 | 2,342,713 | 1,027,529 | 2,653,035 | 910,873 | 229,741 | 934,343 |
| R-squared            | 0.479       | 0.421   | 0.506   | 0.562   | 0.288   | 0.436   | 0.481   | 0.191   | 0.384   | 0.409   |
Figure 1  Impulse response functions VAR: the impact of order flows on the underlying and volatility returns
In this figure, we plot the IRFs of order flow shocks to the difference of the underlying ($d_u$) and volatility ($d_v$). The $d_u$ is based on the SPY ETF quoted midpoint (in cents) and the $d_v$ is based on the VIX extracted from the cross section of option prices (in percentage points). The net order flow (buyer initiated minus seller initiated) in each option is decomposed into dollar order flow exposure to the underlying ($x^{\Delta}$) based on its delta, and volatility ($x^{\nu}$) based on its vega. The order flows are aggregated across options with all strike prices, expiration dates, and puts and calls. The order flow in the SPY ETF is also added in a separate equation. The IRFs are based on the VAR system of equation (4) and corresponds to the results in Table 6.
Figure 2  Impulse response functions VAR: common variation in $d^u$ and $d^v$

In this figure, we plot the IRFs of the VAR model. It is similar to Figure 1, except that we replace $d^u$ and $d^v$ by the predicted value of the regressions:

$$d_t^u = c_1 + \sum_{l=0}^{\infty} \beta_{1,l} d_{t-l}^v + \epsilon_{1,t},$$

$$d_t^v = c_2 + \sum_{l=0}^{\infty} \beta_{2,l} d_{t-l}^u + \epsilon_{2,t}.$$

The predicted values capture the variation in $d^u$ ($d^v$) explained by $d^v$ ($d^u$), and thus the variation that reflects the leverage effect. This specification corresponds to columns (1) and (2) of Table (5).
Figure 3  Impulse response functions VAR: residual variation in $d^u$ and $d^v$

In this figure, we plot the IRFs of the VAR model. It is similar to Figure 1, except that we replace $d^u$ and $d^v$ by the residuals of the regressions:

$$
\begin{align*}
    d^u_t &= c_1 + \sum_{l=0}^{\infty} \beta_{1,l} d^v_{t-l} + \epsilon_{1,t}, \\
    d^v_t &= c_2 + \sum_{l=0}^{\infty} \beta_{2,l} d^u_{t-l} + \epsilon_{2,t}.
\end{align*}
$$

The residuals capture the variation in $d^u$ ($d^v$) not explained by $d^v$ ($d^u$), and thus filter out the leverage effect. This specification corresponds to columns (4) and (5) of Table (5).
Figure 4  Impulse response functions VAR: half-hour frequency
This figure is identical to Figure 1, but shows results for data sampled at the half-hour frequency. For comparison to the main specification (at the hourly level), we add four lags in the VAR system.
**Figure 5**  Impulse response functions VAR: one-minute frequency

This figure is identical to Figure 1, but shows results for data sampled at the one-minute frequency. For comparison to the main specification (at the hourly level), we add ten lags in the VAR system and iterate the IRFs for 20 steps (minutes).
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Figure A1  Impulse response functions VAR: Different ordering (1)

This figure plots the IRFs of the VAR model. It is similar to Figure (1) in the paper, except that the ordering of the equations is changed. It follows: \( \{x^\nu, x^{\Delta}, x^{spy}, d^u, d^v\} \).
Figure A2  Impulse response functions VAR: Different ordering (2)
This figure plots the IRFs of the VAR model. It is similar to Figure (1) in the paper, except that the ordering of the equations is changed. It follows: \{x_{sp}, x_{\nu}, x_{\Delta}, d_{v}, d_{u}\}.
Figure A3  Impulse response functions VAR: forward price instead of SPY ETF price
This figure plots the IRFs of VAR model where we use the price change of the forward (extracted from the cross section of option prices), instead of the SPY ETF price. Otherwise, the figure is identical to Figure (1) in the paper.
Figure A4  Impulse response functions VAR: returns instead of price changes
This figure plots the IRFs of the VAR model where we use the \textit{return} of the underlying ($r^u$) and volatility ($r^\nu$), instead of the differences. Otherwise, the figure is identical to Figure (1) in the paper.
Figure A5  Impulse response functions VAR: No SPY ETF order flow
This figure plots the IRFs of a four-equation VAR model, where we omit the spy ETF order flow equation altogether.
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Table 1  Bid-Ask Spreads of SPX options  
This table shows various quoted and trade based spreads of all SPX options in 2014. We show statistics for the full sample, and subsamples of in-the-money (\(|\Delta| \geq 0.65\)), at-the-money (\(0.65 > |\Delta| \geq 0.35\)) and out-of-the-money (\(0.35 > |\Delta|\)) with \(|\Delta|\) denoting the absolute value of the option delta. Panel A shows equally weighted observations and Panel B dollar volume weighted observations (price times quantity). We define the Effective quoted half-spread as the bid-ask spread prevailing just before a trade. The effective half-spread is defined as \((p_t - m_t)d_t\), which is then decomposed into a realized spread \((p_t - m_{t+\tau})d_t\) and adverse selection component \((m_{t+\tau} - m_t)d_t\) based on a midpoint price \(\tau\) minutes later. We also report the Muravyev-Pearson corrected effective spread (MP), which replaces the quoted midpoint by the predicted value of a regression of the midpoint on Black-Scholes price minus midpoint; delta times lagged underlying price differences and lagged price changes. All variables are reported in dollars and in percentages as a fraction of the midpoint.

| Variable                                | All Options | In-the-Money | At-the-Money | Out-of-the-Money |
|-----------------------------------------|-------------|--------------|--------------|------------------|
|                                        | mean        | sdev         | mean         | sdev             |
| Effective quoted half spread (%)       | 12.81       | 17.14        | 3.25         | 3.37             |
| Effective spread (%)                   | 5.60        | 13.07        | 0.93         | 1.77             |
| Effective spread MP (%)                | 5.58        | 15.64        | 1.25         | 36.54            |
| Realized spread 10m (%)                | 2.53        | 14.46        | 0.25         | 5.28             |
| Adverse selection 10m (%)              | 3.12        | 15.46        | 0.69         | 5.28             |
| Realized spread 30m (%)                | 2.24        | 17.31        | 0.22         | 8.61             |
| Adverse selection 30m (%)              | 3.38        | 18.45        | 0.71         | 8.60             |
| Effective quoted half spread ($)       | 0.60        | 0.62         | 1.35         | 0.72             |
| Effective spread ($)                   | 0.20        | 0.37         | 0.34         | 0.45             |
| Realized spread 10m ($)                | 0.13        | 0.78         | 0.10         | 1.73             |
| Adverse selection 10m ($)              | 0.08        | 0.70         | 0.24         | 1.73             |
| Realized spread 30m ($)                | 0.12        | 1.21         | 0.09         | 2.81             |
| Adverse selection 30m ($)              | 0.08        | 1.16         | 0.26         | 2.81             |

Panel A. Equally Weighted

| Variable                                | All Options | In-the-Money | At-the-Money | Out-of-the-Money |
|-----------------------------------------|-------------|--------------|--------------|------------------|
|                                        | mean        | sdev         | mean         | sdev             |
| Effective quoted half spread (%)       | 3.27        | 3.55         | 1.29         | 1.90             |
| Effective spread (%)                   | 1.69        | 2.78         | 0.61         | 1.35             |
| Realized spread 10m (%)                | 1.63        | 4.19         | 0.58         | 2.64             |
| Adverse selection 10m (%)              | 0.05        | 3.37         | 0.04         | 2.35             |
| Realized spread 30m (%)                | 1.66        | 6.02         | 0.59         | 4.09             |
| Adverse selection 30m (%)              | 0.03        | 5.48         | 0.03         | 3.90             |
| Quoted half spread ($)                 | 1.21        | 0.85         | 1.49         | 0.69             |
| Effective spread ($)                   | 0.59        | 0.67         | 0.72         | 0.76             |
| Realized spread 10m ($)                | 0.59        | 1.22         | 0.70         | 1.77             |
| Adverse selection 10m ($)              | 0.01        | 1.01         | 0.03         | 1.57             |
| Realized spread 30m ($)                | 0.60        | 1.87         | 0.62         | 2.83             |
| Adverse selection 30m ($)              | 0.00        | 1.73         | 0.11         | 2.69             |
Table 2  Impulse response functions VAR: alternative orderings.
This table shows the cumulative IRFs for the main specification of the VAR model, and for two alternative orderings of the equations. The superscripts ***, **, and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.

| Panel A: Main specification: $x^\nu \Delta x^{SPY} d^v d^u$ | Response: $d^u$ | Response: $d^v$ |
|---------------------------------|----------------|----------------|
| Step | $x^\Delta$ | $x^v$ | $x^{SPY}$ | $x^\Delta$ | $x^v$ | $x^{SPY}$ |
| 0 | 107.14*** | -46.87*** | 185.10*** | -0.14*** | 0.09*** | -0.23*** |
| 1 | 116.15*** | -53.29*** | 196.01*** | -0.14*** | 0.09*** | -0.24*** |
| 2 | 100.51*** | -53.75*** | 178.43*** | -0.11*** | 0.05*** | -0.23*** |
| 3 | 97.40*** | -54.77*** | 173.55*** | -0.11*** | 0.07** | -0.23*** |
| 4 | 98.13*** | -55.64*** | 171.06*** | -0.11*** | 0.07** | -0.23*** |

| Panel B: Alternative Ordering (1): $x^{SPY} x^\nu \Delta d^v d^u$ | Response: $d^u$ | Response: $d^v$ |
|---------------------------------|----------------|----------------|
| Step | $x^\Delta$ | $x^v$ | $x^{SPY}$ | $x^\Delta$ | $x^v$ | $x^{SPY}$ |
| 0 | 74.75*** | -30.91*** | 203.46*** | -0.10*** | 0.07*** | -0.26*** |
| 1 | 81.81*** | -36.35** | 216.18*** | -0.10*** | 0.07*** | -0.26*** |
| 2 | 69.33*** | -38.37** | 196.34*** | -0.07** | 0.06** | -0.25*** |
| 3 | 67.07*** | -39.81** | 191.11*** | -0.07** | 0.05* | -0.25*** |
| 4 | 68.22*** | -40.87** | 188.80*** | -0.07** | 0.05* | -0.25*** |

| Panel C: Alternative Ordering (2): $x^{SPY} x^\nu \Delta d^v d^u$ | Response: $d^u$ | Response: $d^v$ |
|---------------------------------|----------------|----------------|
| Step | $x^\Delta$ | $x^v$ | $x^{SPY}$ | $x^\Delta$ | $x^v$ | $x^{SPY}$ |
| 0 | 74.31*** | -31.96*** | 203.46*** | -0.10*** | 0.07*** | -0.26*** |
| 1 | 81.29*** | -37.50*** | 216.18*** | -0.10*** | 0.07*** | -0.26*** |
| 2 | 68.78*** | -39.35** | 196.34*** | -0.07** | 0.06** | -0.25*** |
| 3 | 66.50*** | -40.75** | 191.11*** | -0.06** | 0.05* | -0.25*** |
| 4 | 67.64*** | -41.83** | 188.80*** | -0.07** | 0.05* | -0.25*** |
Table 3  Explanatory power of S&P500 underlying and volatility on option price changes at the half-hour frequency.
This table is identical to Table 5, but uses data sampled at the half-hour frequency. It shows the extent to which option price changes can be explained by the two underlying factors as proposed in Equation (6). The dependent variable is the change in an option price, which is regressed on the particular options delta times the changes in the underlying (∆d), and the options vega times the change in the volatility (νd). We add four lags to be consistent with the previous analyses. Column (1) shows results for the full sample, and columns (2)-(10) for various subsets of options sorted by time-to-maturity (TTM) and moneyness. The first rows show the average TTM and Moneyness of the particular sample. Inference is based on Newey-West standard errors with two lags. The superscripts ***, **, and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.

|                  | (1)     | (2)     | (3)     | (4)     | (5)     | (6)     | (7)     | (8)     | (9)     | (10)   |
|------------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|--------|
| Avg TTM (years)  | 0.18    | 0.06    | 0.05    | 0.05    | 0.17    | 0.16    | 0.16    | 0.33    | 0.32    | 0.33   |
| Avg Moneyness (S/K) | 1.25    | 0.90    | 0.98    | 1.39    | 0.85    | 0.98    | 1.39    | 0.82    | 0.98    | 1.69   |
| ∆d               | 0.986***| 0.312***| 0.956***| 0.983***| 0.477***| 0.953***| 0.990***| 0.617***| 0.939***| 0.996***|
|                  | (3.965.5)| (3.6)   | (392.7) | (2,658.4)| (19.9)  | (537.5) | (3,054.3)| (27.9)  | (355.1) | (2,211.2) |
| L1 ∆d            | 0.019***| -0.013  | 0.052***| 0.021***| 0.022***| 0.074***| 0.017***| 0.047***| 0.081***| 0.018***|
|                  | (88.1)  | (-0.3)  | (25.6)  | (58.9)  | (2.0)   | (47.1)  | (53.6)  | (4.9)   | (35.4)  | (39.2)  |
| L2 ∆d            | 0.004***| 0.060** | 0.001   | -0.003***| 0.008   | 0.008** | 0.006***| 0.008   | 0.011***| 0.005***|
|                  | (20.3)  | (2.3)   | (0.7)   | (-8.8)  | (0.9)   | (5.7)   | (21.7)  | (0.9)   | (5.3)   | (13.4)  |
| L3 ∆d            | -0.002***| -0.006  | -0.000  | 0.002***| -0.010  | -0.008***| -0.003***| -0.006  | -0.006   | -0.002***|
|                  | (-10.6) | (-0.2)  | (-0.1)  | (7.5)   | (-1.1)  | (-6.8)  | (-11.4) | (-0.7)  | (-3.0)   | (-5.9)  |
| L4 ∆d            | 0.001***| 0.045*  | -0.002  | 0.003***| -0.001  | -0.002   | -0.000*  | 0.004   | -0.005***| 0.001***|
|                  | (4.1)   | (1.8)   | (-1.3)  | (10.9)  | (-0.1)  | (-1.3)  | (-1.9)  | (0.4)   | (-2.8)   | (3.5)   |
| νd               | 0.896***| 1.422***| 0.927***| 0.870***| 1.109***| 0.859***| 0.848***| 1.051***| 0.926***| 0.966***|
|                  | (474.3) | (25.8)  | (179.3) | (120.2) | (83.3)  | (216.9) | (241.0) | (90.1)  | (124.4)  | (167.1) |
| L1 νd            | 0.001   | -0.006  | -0.017***| 0.004   | -0.005  | 0.023***| -0.011** | 0.025**  | 0.051***  | 0.003***|
|                  | (0.9)   | (-0.2)  | (-3.9)  | (0.6)   | (-0.7)  | (7.7)   | (-3.3)  | (3.8)   | (8.9)    | (-6.6)  |
| L2 νd            | -0.025***| 0.009   | -0.015***| -0.002  | -0.021***| -0.027** | -0.019***| -0.035***| -0.029***| -0.039***|
|                  | (-16.4) | (0.6)   | (-3.8)  | (-4.4)  | (-2.8)  | (-8.1)  | (-6.7)  | (-5.0)  | (-5.4)   | (-7.3)  |
| L3 νd            | -0.010***| 0.029   | 0.000   | -0.007  | -0.015***| -0.000***| -0.016***| -0.023***| -0.005***| -0.005***|
|                  | (-7.9)  | (1.5)   | (0.1)   | (-1.2)  | (-1.3)  | (-5.9)  | (-3.4)  | (-2.8)  | (-5.2)   | (-1.6)  |
| L4 νd            | 0.006***| -0.024  | -0.006** | 0.007   | -0.001  | 0.003   | 0.008*** | 0.009   | 0.005    | 0.003***|
|                  | (4.4)   | (-1.4)  | (-2.0)  | (1.3)   | (-0.1)  | (1.0)   | (3.1)   | (1.5)   | (1.2)    | (0.8)   |
| Constant         | 0.004***| 0.003***| 0.003***| 0.003***| 0.008***| 0.004***| 0.002***| 0.008***| 0.003***  | 0.003***|
|                  | (18.8)  | (6.7)   | (1.1)   | (5.5)   | (6.1)   | (12.1)  | (9.6)   | (4.2)   | (6.4)    | (5.4)   |
| Observations     | 2,165,720| 49,481  | 53,443  | 317,013 | 312,690 | 143,162 | 720,471 | 180,229 | 55,436   | 333,795 |