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Abstract

The prevalent approach in domain adaptive object detection adopts a two-stage architecture (Faster R-CNN) that involves a number of hyper-parameters and hand-crafted designs such as anchors, region pooling, non-maximum suppression, etc. Such architecture makes it very complicated while adopting certain existing domain adaptation methods with different ways of feature alignment. In this work, we adopt a one-stage detector and design DA-DETR, a simple yet effective domain adaptive object detection network that performs inter-domain alignment with a single discriminator. DA-DETR introduces a hybrid attention module that explicitly pinpoints the hard-aligned features for simple yet effective alignment across domains. It greatly simplifies traditional domain adaptation pipelines by eliminating sophisticated routines that involve multiple adversarial learning frameworks with different types of features. Despite its simplicity, extensive experiments show that DA-DETR demonstrates superior accuracy as compared with highly-optimized state-of-the-art approaches.

1. Introduction

Object detection has been a longstanding challenge in computer vision, which aims to assign a bounding box and a class label to every object inside an image. Deep learning based methods [15, 14, 38, 7, 31, 27, 11, 33, 35, 54, 2, 5, 58] have achieved great success at the price of large quantities of annotated training data [32, 12, 9] that are prohibitively expensive and time-consuming to collect [32, 9, 53, 55]. One way of circumventing this constraint is to leverage the off-the-shelf labeled data from a different but related “source domain” [9, 42, 24] in network training. However, such trained models often experience clear performance drops while applied to a “target domain” due to distribution gaps between the two domains [40, 46, 41, 8, 39, 22, 20, 21].

Unsupervised domain adaptation (UDA) has been investigated to address the domain gap issue. Most existing works [8, 39, 17, 50, 59, 3, 51] are based on a complex two-stage architecture (i.e., Faster R-CNN [38]) that comes with a number of heuristic and hand-crafted designs such as anchor generation, region-of-interest pooling, non-maximum suppression, etc. To cater to such architecture, they involve multiple objectives with a number of adversarial discriminators for aligning different types of features, e.g., image-level features [8, 50] (i.e., output of backbone), instance-
level features [8, 50] (i.e., output of region pooling), hierarchical features [17, 39] (i.e., output of multiple network layers) as illustrated in Fig. 1. Although quite impressive progress has been achieved, they complicate the network design, cannot fully harvest synergetic relations among different network components, and often lead to uncoordinated network training and sub-optimal detection models.

We adopt a one-stage detector and design DA-DETR, a simple yet effective Domain Adaptive DEtection TRansformer that performs inter-domain alignment with a single discriminator. DA-DETR introduces a hybrid attention module (HAM) that explicitly pinpoints hard-aligned features for simple yet effective alignment across domains as illustrated in Fig. 1. HAM consists of two sequential modules, including a coordinate attention module (CAM) that embeds positional information into channel attention to hunt for hard-aligned target features and a level attention module (LAM) that aggregates attention features across multiple scales at deformation levels. Different from traditional stand-alone spatial and channel attention [18, 48], CAM splits features from backbone into two parts and fuses them with latent features from transformer encoder to capture rich contextual and positional information. The produced features are then concatenated and shuffled to facilitate information flow across channels. With this design, HAM can explicitly pinpoint hard-aligned features and enables straight inter-domain alignment with a single discriminator. Extensive experiments show that DA-DETR greatly simplifies domain adaptive detection pipelines and produces superior detection over multiple benchmarks.

The contributions of this work can be summarized in three aspects. First, we propose DA-DETR, a simple yet effective domain adaptive detection network that achieves superior feature alignment with a single discriminator. Second, we design a hybrid attention module that automatically pinpoints hard-aligned target features and aligns them across domains effectively. Third, extensive experiments over multiple domain adaptation benchmarks show that DA-DETR outperforms the state-of-the-art consistently.

2. Related Works

Object Detection. The advance of CNNs [26, 45, 16, 19] has improved object detection greatly in recent years. State-of-the-art approaches can be broadly grouped into two categories, namely, two-stage detectors and one-stage detectors. Specifically, two-stage detectors [15, 14, 38] handle two sequential tasks on proposal generation and proposal prediction, whereas one-stage detectors [33, 35, 36, 37, 2, 11, 27] removes the proposal generation stage and directly locate objects in images. Recently, transformer-based detectors have been investigated which eliminate hand-crafted designs such as non-maximum suppression and anchor generation and achieve fully end-to-end detection. For example, DETR [5] first adopts the transformer architecture [47] for the object detection task. Deformable DETR [58] extends DETR with a deformable attention module that reduces the training time significantly. However, how to leverage the transformer architecture in domain adaptive object detection has not been explored to the best of our knowledge.

Unsupervised Domain Adaptation (UDA). The target of UDA in object detection is to mitigate the domain gap between a source domain and a target domain, so that the source data can be employed to train better detectors for target data. Most existing domain adaptive detectors [8, 39, 56, 28, 44, 50, 57, 6] adopt Faster R-CNN and strive to align different type of features (e.g., features from backbone, instance-level features from ROI pooling, etc.) via adversarial learning [13]. For example, DA Faster R-CNN [8], the first work tackling UDA in object detection, employs consistency regularization to harvest the synergetic relations among multiple feature alignment pipelines. In addition, a few studies [1, 25, 43, 52, 1, 30] translate data to mitigate domain shift at the input level, e.g., [52] builds an intermediate domain that is more similar to the target domain, and adopts self-training for adaptation. Different from the sophisticated routines of previous approaches, our proposed DA-DETR can realize a comprehensive feature alignment across source and target domains with a single discriminator and achieve a superior performance.

Attention Mechanism. Attention mechanism has been widely studied in various computer vision tasks for guiding models to focus on informative image regions. Most existing attention mechanisms can be broadly classified into spatial attention, channel attention and the combination of the two. Specifically, spatial attention [48] aims to capture spatial dependencies in an image, while channel attention [18, 34] studies the relation of convolutional features of different channels. Recently, a few studies such as CBAM [49], GCNet [4] and SGE [29] strive to integrate spatial attention and channel attention for better focus on informative regions. Different from previous works, we design a hybrid attention module that fuses multi-source attention optimally for the domain adaptive object detection task.

3. Method

This section presents the proposed domain adaptive detection transformer (DA-DETR) that introduces a hybrid attention module for optimal feature alignment with a single discriminator as illustrated in Fig. 2. It consists of five subsections that focus on Task definition, Framework Overview, Coordinate Attention Module (CAM) that embeds the positional information into channel attention to hunt for hard-aligned target features, Level Attention Module (LAM) that aggregates attention features across multiple scales at deformation levels, and Network Training, respectively.
3.1. Task Definition

The work focuses on the problem of unsupervised domain adaptation (UDA) in object detection. It involves a source domain $D_s$ and a target domain $D_t$, where $D_s = \{(x_s^i, y_s^i)\}_{i=1}^{N_s}$ is fully labelled, and $y_s^i$ represents the labels of the sample image $x_s^i$. The goal is to train a detection transformer that well performs on unlabelled target-domain data $x_t^i$. The baseline model is trained with the labelled source data (i.e., $D_s$) only:

$$L_{det} = l(T(G(x_s)), y_s),$$  

where $T$ denotes transformer encoder-decoder and $l(\cdot)$ denotes the supervised detection loss that consists of a matching cost and a Hungarian loss for object category and object box predictions.

3.2. Framework Overview

As shown on the top of Fig. 2, the proposed DA-DETR consists of a base detector (including a backbone $G$ and a transformer encoder-decoder $T$), a discriminator $C_d$ and a hybrid attention module (HAM) $H$. We adopt the deformable DETR as the base detector, where $G$ extracts features from the input images and $T$ predicts a set of bounding boxes and pre-defined semantic categories according to the extracted features. HAM consists of two sub-modules including a coordinate attention module (CAM) and a level attention module (LAM). Taking the features from $G$ and the positional information from the encoder $E$ of $T$ as inputs, HAM encodes the positional information to identify hard-aligned target features among the features generated by $G$.

Given a source image $x_s \in D_s$ and a target image $x_t \in D_t$, the backbone $G$ will first produce feature maps $f_s$ and $f_t$, respectively. The backbone features are then fed to the transformer encoder $E$ to obtain latent features $p_s$ and $p_t$. HAM then takes the backbone features $f_s$ and $f_t$ and the latent features $p_s$ and $p_t$ to pinpoint hard-aligned features $V_s^a$ and $V_t^a$ among $f_s$ and $f_t$. Finally, the identified $V_s^a$ and $V_t^a$ are fed to the discriminator $C_d$ to generate an adversarial loss $L_{adv}$ for inter-domain feature alignment. For the source data flow, the latent feature $p_s$ is also fed to the transformer decoder $D$ to predict a set of bounding boxes and pre-defined semantic categories, which will be used to calculate a detection loss $L_{det}$ under the supervision of the ground-truth label $y_s \in D_s$. The overall network is optimized by the adversarial loss $L_{adv}$ and the detection loss $L_{det}$.

3.3. Coordinate Attention Module

The coordinate attention module (CAM) within the hybrid attention module (HAM) fuses spatial attention and channel attention (computed with the latent features $p$ from the transformer encoder) for optimally re-weighting features $f$. As the transformer encoder consists of a stack of self-attention components, the latent features $p$ capture rich positional information of the input image and can reflect the dependencies among all image pixels well. Therefore, $p$ can be exploited to guide to pinpoint hard-aligned features effectively. In our network, we feed the backbone features $f = \{f^l\}_{l=1}^{L}$ and latent features $p = \{p^l\}_{l=1}^{L}$ to the CAM ($l$ denotes the $l$-th deformation level and $L = 4$ in deformable DETR).

**Split Attention.** As CAM operation for each deformation level is the same, we take the first level $l = 1$ as an example to illustrate how we perform coordinate attention. Given a latent feature $p^1 \in \mathbb{R}^{C \times H \times W}$ and a backbone feature $f^1 \in \mathbb{R}^{C \times H \times W}$ ($C, H, W$ indicate the number of channel of feature map, and the height and the width of feature map, respectively), $p^1$ is first split into $K$ groups along channels, i.e., $\{p^1_k\}_{k=1}^{K} \in \mathbb{R}^{(C/K) \times H \times W}$, where each group captures different semantic information of the input image. To perform coordinate attention, we further split each group of feature $p^1_k$ into two parts along channels equally, i.e., $p^1_{k1} \in \mathbb{R}^{(C/2K) \times H \times W}$ and $p^1_{k2} \in \mathbb{R}^{(C/2K) \times H \times W}$. The split features will be used to generate spatial attention and channel attention.

For the spatial attention generation, the feature $p^1_{k1} \in \mathbb{R}^{(C/2K) \times H \times W}$ is firstly fed into a Group Normalization (GN) layer and then re-weighted by a learnable weight map $w_s \in \mathbb{R}^{(C/2K) \times H \times W}$ and a learnable bias map $b_s \in \mathbb{R}^{(C/2K) \times H \times W}$:

$$p^1_{k1} = f_s (w_s \cdot GN(p^1_{k1}) + b_s),$$

where $f_s(\cdot)$ is an activation function to limit the input in $[0, 1]$.

For the channel attention generation, the feature $p^1_{k2} \in \mathbb{R}^{(C/2K) \times H \times W}$ is firstly compacted by the Global Average Pooling (GAP):

$$v^1_{k2} = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} p^1_{k2}(i, j),$$

where $v^1_{k2} \in \mathbb{R}^{(C/2K) \times 1 \times 1}$.

Similar to spatial attention, $v^1_{k2}$ is then re-weighted by a learnable weight vector $w_c \in \mathbb{R}^{(C/2K) \times 1 \times 1}$ and a learnable bias vector $b_c \in \mathbb{R}^{(C/2K) \times 1 \times 1}$ to assign different weights to different elements inside $v^1_{k2}$:

$$\hat{p}^1_{k2} = f_c (w_c \cdot v^1_{k2} + b_c),$$

where $f_c(\cdot)$ is an activation function to limit $\hat{p}^1_{k2}$ in $[0, 1]$.

Similar to the operation for latent feature $p^1$, the backbone feature $f^1$ is also divided into $K$ groups along the channels, i.e., $\{f^1_k\}_{k=1}^{K} \in \mathbb{R}^{(C/K) \times H \times W}$. Each divided
Figure 2. Overview of the proposed DA-DETR: We design a novel hybrid attention module (HAM) for domain adaptive object detection. HAM consists of a coordinate attention module (CAM) and a level attention module (LAM) as illustrated. In CAM, latent features from the transformer encoder of all deformation levels $p_l=1,2,3,4$ are adopted to generate attention to modulate the backbone features $f_l=1,2,3,4$. Take the first deformation level $f_1$, $p_1$ as example. The latent feature $p_1$ is divided into $K$ groups (e.g., $K=2$) and further split into two parts to generate spatial attention by $A_s$ and channel attention by $A_c$. Similarly, the backbone output $f_1$ is divided and split in a same way, and then weighted by the spatial attention and channel attention, respectively. The weighted features (e.g., $\hat{f}_1$ and $\hat{f}_2$) are concatenated and shuffled to generate final weighted features for the first level. In LAM, $f_l=1,2,3,4$ are re-weighted by level attention, where GAP denotes global average pooling, and weight coefficients are generated by $A_l$. The final feature $V$ is obtained by an element-wise addition.

Shuffle Attention. We propose shuffle attention to enable information communication across channels. Specifically, we first re-weight the split feature $f_{k1}/f_{k2}$ by the corresponding re-weighted latent feature $\hat{p}_{k1}/\hat{p}_{k2}$:

$$\hat{f}_k = f_c((f_{k1} \cdot \hat{p}_{k1}) , (f_{k2} \cdot \hat{p}_{k2})),$$

where function $f_c()$ denotes the concatenation of tensors along channels. The spatial attention and attention is thus embedded into $f_k$. As the spatial and channel attention is independent in the combined feature $f_k$, we shuffle $\hat{f}_k$ along channels to enable information flow across channels for better identification of hard-aligned features.

Lastly, we conduct the above operations $K$ times to generate $K$ shuffled attention features for each group, i.e.,

$$\{\hat{f}_1\}_{K}^{K} \in \mathbb{R}^{(C/K) \times H \times W},$$

where similar operations are conducted to get the results of all levels $\hat{f} = \{\hat{f}_1\}_{l=1}^{L}$.

3.4. Level Attention Module

The previous section describes CAM that re-weights $f = \{f_l\}_{l=1}^{L}$ to identify hard-aligned features $\hat{f} = \{\hat{f}_l\}_{l=1}^{L}$ at each level. To explicitly identify hard-aligned features of different scales (e.g., regional and global context features), we design a level attention module (LAM) to aggregate features $\hat{f}$ across scales at deformation levels.
Specifically, we compact each level of feature \( \hat{f} = \{\hat{f}^l\}_{l=1}^{L} \) into a channel-wise vector \( u = \{u^l\}_{l=1}^{L} \in \mathbb{R}^{C \times 1 \times 1} \) via a Global Average Pooling (GAP) layer. The level coefficients \( \alpha_l \) are obtained from channel-wise vectors \( u^l \) by two steps: merge and split. Firstly, the channel-wise vectors are merged together to obtain merged vector \( u_m \) by an element-wise addition:
\[
 u_m = \sum_{l=1}^{L} u^l, \tag{7}
\]
where \( u_m \in \mathbb{R}^{C \times 1 \times 1} \).

Then, a fully connected layer separates \( u_m \) to \( L \) level coefficient vectors \( \alpha^l \in \mathbb{R}^{C \times 1 \times 1} \). Finally, \( V^\alpha \) is obtained by
\[
 V^\alpha = \sum_{l=1}^{L} \hat{f}^l \cdot \alpha^l, \tag{8}
\]
where \( V^\alpha \) is a highly embedded feature which contains spatial-wise and channel-wise information of the image.

### 3.5. Network Training

This subsection presents how our proposed DA-DETR achieves cross-domain alignment of hard-aligned features that are identified by the hybrid attention module \( \mathcal{H} \). The network is trained with two losses, i.e., a supervised object detection loss \( \mathcal{L}_{\text{det}} \) as defined in Eq. 1 and an adversarial alignment loss \( \mathcal{L}_{\text{adv}} \) that is defined as follow:
\[
 \mathcal{L}_{\text{adv}} = \mathbb{E}_{(f,p) \in \mathcal{D}} \log C_d(\mathcal{H}(f,p)) + \mathbb{E}_{(f,p) \in \mathcal{D}} \log (1 - C_d(\mathcal{H}(f,p))), \tag{9}
\]
where \( f = G(x) \) and \( p = E(G(x)) \). \( G \) denotes backbone; \( E \) denotes transformer encoder; \( \mathcal{H} \) denotes hybrid attention module (HAM) and \( C_d \) denotes the discriminator. Both source images \( x_s \) and target images \( x_t \) are utilized to compute adversarial loss.

In summary, the overall optimization objective of DA-DETR is formulated by
\[
 \max_{C_t} \min_{G,T,\mathcal{H}} \mathcal{L}_{\text{det}}(G,T) - \lambda \mathcal{L}_{\text{adv}}(\mathcal{H},C_d), \tag{10}
\]
where \( T \) denotes the transformer in DETR; \( \lambda \) denotes the weight factor of adversarial loss \( \mathcal{L}_{\text{adv}} \), which balances the influences of \( \mathcal{L}_{\text{det}} \) and \( \mathcal{L}_{\text{adv}} \) in training. Noted we adopt a gradient reverse layer (GRL) to enable the gradient of \( \mathcal{L}_{\text{adv}} \) to be reversed before back-propagating to \( \mathcal{H} \) from \( C_d \).

### 4. Experiments

In this section, we presents experiments including experiment setups, implementation details, ablation studies, comparisons with the state-of-the-art and discussion, more details to be described in the ensuring subsections.

| Direct-align | +CAM | +LAM | mAP |
|--------------|------|------|-----|
| w/o Sp.      | ✓    | ✓    | 34.0 |
| w/o Sh.      | ✓    | ✓    | 40.5 |
| w/ Sp.&Sh.   | ✓    | ✓    | 41.4 |

| Domain Adaptation Scenarios | Cityscapes → Foggy Cityscapes | Cityscapes → Foggy Cityscapes | Cityscapes → Foggy Cityscapes |
|----------------------------|--------------------------------|--------------------------------|--------------------------------|
| ✓                          | ✓                              | ✓                              | 43.5                           |

| Direct-align | +CAM | +LAM | mAP |
|--------------|------|------|-----|
| w/o Sp.      | ✓    | ✓    | 50.5 |
| w/o Sh.      | ✓    | ✓    | 52.5 |
| w/ Sp.&Sh.   | ✓    | ✓    | 52.9 |

| Dataset Names | Cityscapes | Foggy Cityscapes | Synthetic scene to Real scene |
|---------------|------------|-----------------|-----------------------------|
| Cityscapes    | ✓          | ✓               | ✓                           |
| Foggy Cityscapes | ✓        | ✓               | ✓                           |
| Synthetic scene | ✓         | ✓               | ✓                           |
| Real scene     | ✓          | ✓               | ✓                           |

### 4.1. Experiment Setups

**Datasets.** The evaluations were performed over three datasets including 1) Cityscapes [9] which was collected for the understanding of street scenes. Its images are captured under normal weather conditions from 50 cities, including 2,975 training images and 500 validation images with pixel-wise instance annotations of 8 categories. We follow prior works [8, 39] to generate bounding boxes from the pixel-wise instance annotations; 2) Foggy Cityscapes [42] which is a synthetic dataset that is derived from Cityscapes by adding simulated fog; and 3) SIM 10k [24] which is a synthetic dataset collected from the computer game Grand Theft Auto V (GTA5). This dataset contains 10,000 annotated images with the category of ‘Car’.

**Domain Adaptation Scenarios.** We evaluate DA-DETR under two widely adopted adaptation scenarios including 1) Normal weather to Foggy weather (Cityscapes → Foggy Cityscapes) which aims to achieve domain adaptation across different weather conditions where Cityscapes is used as the source and Foggy Cityscapes is used as the target. The training images of both datasets are used in training and the adaptation is evaluated over the validation set of Foggy Cityscapes; and 2) Synthetic scene to Real scene (SIM 10k → Cityscapes) where the training images of SIM 10k dataset is used as the source and the training images of Cityscapes is used as the target. Evaluations are performed
| Method       | Backbone | person | rider | car  | truck | bus  | train | mcycle | bicycle | mAP  |
|--------------|----------|--------|-------|------|-------|------|-------|--------|---------|------|
| Faster R-CNN [38] | ResNet-50 | 26.9   | 38.2  | 35.6 | 18.3  | 32.4 | 9.6   | 25.8   | 28.6    | 26.9 |
| DAF [8]      | ResNet-50 | 29.2   | 40.4  | 43.4 | 19.7  | 38.3 | 28.5  | 23.7   | 32.7    | 32.0 |
| SWDA [39]    | ResNet-50 | 31.8   | 44.3  | 48.9 | 21.0  | 43.8 | 28.0  | 28.9   | 35.8    | 35.3 |
| DETR [58]    | ResNet-50 | 43.7   | 38.0  | 57.2 | 15.2  | 34.7 | 14.4  | 26.1   | 42.4    | 34.0 |
| DAF [8]      | ResNet-50 | 49.4   | 49.7  | 62.1 | 23.6  | 43.8 | 21.6  | 31.3   | 43.1    | 40.6 |
| SWDA [39]    | ResNet-50 | 49.0   | 49.0  | 61.4 | 23.9  | 43.1 | 22.9  | 31.0   | 45.2    | 40.7 |
| CRDA [50]    | ResNet-50 | 49.8   | 48.4  | 61.9 | 22.3  | 40.7 | 30.0  | 29.9   | 45.4    | 41.1 |
| CF [56]      | ResNet-50 | 49.6   | 49.7  | 62.6 | 23.3  | 43.4 | 27.4  | 30.2   | 44.8    | 41.4 |
| SAP [28]     | ResNet-50 | 49.3   | 49.9  | 62.5 | 23.0  | 44.1 | 29.4  | 31.3   | 45.8    | 41.9 |
| DA-DETR      | ResNet-50 | 49.9   | 50.0  | 63.1 | 24.0  | 45.8 | 37.5  | 31.6   | 46.3    | 43.5 |

Table 3. Experimental results (%) of the scenario Normal weather to Foggy weather: Cityscapes → Foggy Cityscapes.

Figure 3. Qualitative illustration of domain adaptive detection for Cityscapes→Foggy Cityscapes: DA-DETR can adapt well from normal to foggy weather conditions. The DETR [58] and SAP [28] do not take full advantage of different types of attention, which leads to suboptimal cross-domain alignment and object detection under foggy weather conditions.

4.2. Implementation Details

In all experiments, we adopt deformable DETR [58] with ResNet-50 [16] backbone (pre-trained on ImageNet [10]) as the base detector. For adaptation scenario Normal weather to Foggy weather, we train the network with SGD for 50 epochs. In the first 40 epochs, the learning rate is 0.0002 and then 0.00002 for another 10 epochs. For adaptation scenario Synthetic scene to Real scene, we train our network with SGD for 40 epochs. The learning rate is 0.0001 for first 30 epochs and then 0.000001 for another 10 epochs. The weight factor $\lambda$ in Eq. 10 is set at 0.1 and the number of split groups $K$ in CAM is fixed at 32. We report mAP with an IoU threshold of 0.5 in evaluations.

4.3. Ablation Studies

The proposed hybrid attention module (HAM) consists of a coordinate attention module (CAM) and a level attention module (LAM). We studied the two modules to examine how they contribute to the unsupervised domain adaptive detection. Table 1 shows experimental results over the validation data of Foggy Cityscapes under the scenario “normal weather to foggy weather”. Table 2 shows experimental results over the validation data of Cityscapes under the scenario “synthetic scene to real scene”.

As Table 1 shows, the Baseline model (trained with su-
Figure 4. Visualization of attention generated by our hybrid attention module (HAM). We take four sample images from the validation set of Foggy Cityscapes. The sample images are shown in columns 1 and 3, and the computed attention is highlighted over the sample images as shown in columns 2 and 4. We can observe that the HAM-produced attention detects hard-aligned image regions accurately.

| Method      | Backbone | mAP on Car |
|-------------|----------|------------|
| Faster R-CNN [38] | ResNet-50 | 34.6       |
| DAF [8]      | ResNet-50 | 41.9       |
| SWDA [39]    | ResNet-50 | 44.6       |
| DETR [58]    | ResNet-50 | 50.5       |
| DAF [8]      | ResNet-50 | 51.8       |
| SWDA [39]    | ResNet-50 | 51.5       |
| CRDA [50]    | ResNet-50 | 52.1       |
| CF [56]      | ResNet-50 | 52.5       |
| SAP [28]     | ResNet-50 | 53.1       |
| DA-DETR      | ResNet-50 | 55.3       |

Table 4. Experimental results (%) of the scenario Synthetic scene to Real scene: SIM 10k → Cityscapes.

| Scenarios | K (the number of groups in CAM module) | 1 | 4 | 8 | 16 | 32 | 64 |
|-----------|--------------------------------------|---|---|---|----|----|----|
| Weather   | 41.7 | 42.0 | 41.5 | 43.1 | **43.5** | 41.6 |
| Scene     | 52.9 | 53.4 | 53.9 | 54.1 | **55.3** | 54.7 |

Table 5. The sensitivity of parameter $K$ affects domain adaptation in scenarios Normal weather to Foggy weather: Cityscapes → Foggy Cityscapes and Synthetic scene to Real scene: SIM 10k → Cityscapes. The two scenarios are denoted by ‘weather’ and ‘scene’ respectively. The experiments results (%) with $K$ as evaluated in mAP.

4.4. Comparisons with the State-of-the-Art

Since there is few prior research on transformer-based domain adaptation for object detection, we compare the proposed DA-DETR with several Faster R-CNN based domain adaptation methods [8, 39, 50, 56, 28] that achieved state-of-the-art detection performance as shown in the top parts of Tables 3 and 4. In addition, we also adapt these Faster R-CNN approaches to the transformer-based domain adaptive detection for fair comparisons. The adaptation is performed by keeping the domain adaptation modules [8, 39, 50, 56, 28] unchanged but replacing their post-processing modules (e.g., region proposal network, proposal classification module, etc.) by the encoder-decoder module in DETR. The detection performance of the adapted methods (using the same baselines with the proposed DA-DETR) is shown in the bottom parts of Tables 3 and 4.

In addition, we performed the above comparison experiments over two domain adaptation tasks including Cityscapes → Foggy Cityscapes and SIM 10k → Cityscapes. Tables 3 and 4 show all experimental results. As the two tables show, either Faster R-CNN or DETR does not perform well though DETR performs clearly better as it works at image level capturing rich attention and context information. By including domain adaptation, all methods using either Faster R-CNN and DETR improve by large margins, shows their effectiveness in mitigating cross-domain gaps. In addition, the proposed DA-DETR outperforms all state-of-the-art domain adaptation methods clearly and consistently across two adaptation tasks. The outstanding performance is largely attributed to our designed hybrid attention module which captures more context features at image level and identifies hard-aligned features with better cross-
domain alignment. The qualitative comparison is illustrated in Fig. 3.

### 4.5. Discussion

**Parameter Analysis.** The parameter $K$ is important which determines the number of split groups in our coordinate attention module (CAM). We studied the sensitivity of parameter $K$ by changing it from 1 to 64. Since the number of channels ($C$) should be divisible by the number of groups $K$, we set $K = (1, 4, 8, 16, 32, 64)$ in this paper, where $K = 1$ means no splitting and $K = 64$ means each group of feature contains 4 channels. The experiments are conducted over the tasks Cityscapes → Foggy Cityscapes and SIM 10k → Cityscapes, and Table 5 shows experiment results. It can be seen that the detection performance is quite tolerant to the parameter $K$ and the best performance is obtained when $K = 32$.

**Hybrid vs. Conventional Attention.** The hybrid attention module (HAM) in the proposed DA-DETR plays an important role in achieving effective cross-domain alignment, where the visualization of attention generated by HAM is illustrated in Fig.6. To demonstrate how HAM helps to mitigate cross-domain gaps in an effective and unique way, we compare HAM with most popular attention methods by applying them to domain adaptation, where the experiments include direct alignment [13] (without any attention operation), direct alignment with conventional spatial attention [48], direct alignment with conventional channel attention [18] and direct alignment with conventional spatial and channel attention [49]. The feature alignment is performed with two types of features including latent features as produced by the transformer encoder and normal features as produced by the backbone feature extractor.

Table 6 shows experimental results over the task Cityscapes → Foggy Cityscapes. It can be seen that the baseline DETR without any alignment does not perform well due to the domain shift. The simple Direct-Align without involving any attention mechanism outperforms the baseline greatly within both feature spaces. In addition, further involving conventional spatial attention, channel attention or both outperforms the Direct-Align consistently, demonstrating their effectiveness in cross-domain alignment. It can also be seen that all alignment methods perform better in the latent feature space.

The proposed HAM performs clearly better than all compared attention mechanisms in cross-domain alignment. The outstanding performance is attributed to three major factors. First, HAM exploits spatial and channel attention with latent features from the transformer encoder which capture rich image-level and region-level context information. Second, HAM optimally coordinates and fuses spatial and channel attention by channel splitting and shuffling which enables information communication and flow between spatial and channel attentions and accordingly benefits from their synergic relations. Third, HAM naturally captures attention information across multiple scales by leveraging the deformable DETR architecture. The finally produced hybrid attention is fed to re-weight the backbone CNN features to explicitly pinpoint the hard-aligned features for effective cross-domain alignment.

### 5. Conclusion

This paper presents DA-DETR, an unsupervised domain adaptive detection transformer network that achieves simple yet effective feature alignment between source and target domains by using a single discriminator. The proposed DA-DETR has two unique characteristics. First, it simplifies the domain adaptation pipeline by eliminating sophisticated routines that involve multiple discriminators and different types of feature alignment. Second, it pinpoints the hard-aligned features explicitly by a simple hybrid attention module (HAM) that aligns features across domains effectively. Extensive experiments over multiple domain adaptation scenarios show that DA-DETR achieves superior performance in unsupervised domain adaptive object detection. Moving forwards, we will continue to investigate innovative cross-domain alignment strategies for better domain adaptive object detection.
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6. Appendix

This section provides more qualitative results of our proposed method which are omitted in the main paper due to space limitation.

6.1. Qualitative Detection Results

We present more qualitative experimental results and compare the proposed DA-DETR with standard DETR [58] and state-of-the-art method [28]. Fig. 5 shows experimental results over the synthetic-to-real adaptation task SIM 10k → Cityscapes. It can be seen that the standard DETR produces a number of false detections (e.g. in the sample images in the third and fourth rows) due to domain gaps. SAP [28] generates more precise bounding boxes but misses some small object (e.g. in the sample images in the third and fifth rows). The proposed DA-DETR adapts from synthetic to real well and can detect more small objects with less false alarms as illustrated.

6.2. Visualization of Attention

We further visualize the attention that is generated by the proposed hybrid attention module (HAM). Fig. 6 shows several sample images (from the validation dataset of Cityscapes) and the corresponding attention maps, where the model is trained over the synthetic-to-real adaptation task SIM 10k → Cityscapes. It can be observed that the HAM-predicted attention guides the network to focus on informative and hard-aligned regions accurately.
Figure 5. Qualitative illustration of domain adaptive detection over the task SIM 10k→Cityscapes: The proposed DA-DETR exploits hybrid attention which adapts well from synthetic to real scenes and detects most objects in Target Images (from Cityscapes) accurately. DETR [58] and SAP [28] do not take full advantage of different types of attention which leads to sub-optimal cross-domain alignment and object detection performance.
Figure 6. Visualization of attention generated by the proposed hybrid attention module (HAM): For eighteen sample images from the validation set of Cityscapes as shown in columns 1 and 3, columns 2 and 4 show the corresponding attention that is predicted by the proposed hybrid attention module (HAM). It can be observed that the HAM-predicted attention detects informative and hard-aligned regions accurately.