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Abstract
Knowledge of the current state of economies, how they respond to COVID-19 mitigations and indicators, and what the future might hold for them is important. We use recently developed generalised network autoregressive (GNAR) models, using trade-determined networks, to model and forecast the Purchasing Managers’ Indices for a number of countries. We use networks that link countries where the links themselves, or their weights, are determined by the degree of export trade between the countries. We extend these models to include node-specific time series exogenous variables (GNARX models), using this to incorporate COVID-19 mitigation stringency indices and COVID-19 death rates into our analysis. The highly parsimonious GNAR models considerably outperform vector autoregressive models in terms of mean-squared forecasting error and our GNARX models themselves outperform...
INTRODUCTION

The severe impact of COVID-19 on global economic conditions cannot be understated, with UK real gross domestic product (GDP) contracting by a record 20% in the second quarter (Q2) of 2020 alone. Timely estimates of economic activity through the current turbulent period and forecasts of the impact of government virus mitigation strategies will be crucial for evaluating the costs and benefits of different policy interventions.

This article introduces new methods to forecast Purchasing Managers’ Indices (PMIs) during the COVID-19 pandemic and quantifies the potential impact of government virus mitigation strategies. PMIs are survey-based leading indicators of the direction of economic activity. We choose to model PMIs as they are used extensively for the nowcasting of slower-moving headline measures of economic activity, such as GDP (e.g. D’Agostino & Schnatz 2012). Our analysis builds on the class of generalised network autoregressive (GNAR) models (Knight et al., 2016, 2020), which model multivariate time series in a highly parsimonious fashion by associating the dependencies between constituent series with an underlying network structure. Hence, GNAR models can characterise a rich diversity of dependence structures, while incurring a lower risk of overfitting when compared to classical vector autoregression (VAR) models, translating into superior forecasting performance. Indeed, our work below demonstrates that GNAR models outperform VAR models by 33% based on mean-squared forecasting error for forecasting PMIs from historical PMI data.

A goal here is to model PMIs in terms of historical PMIs, PMIs from neighbouring countries via our network model and (i) stringency measures of government intervention policies enacted to mitigate the spread of COVID-19 and (ii) the monthly number of confirmed COVID-19 deaths per million. Incorporating information about past PMIs from neighbouring countries via a network structure improves forecasting as it is extra relevant information. Our network model uses countries’ PMIs on the network nodes (vertices) and the strength of link between two countries (nodes) increases with increasing quantities of exports between the two. Figure 1 (below) shows an example of one of the networks we use. In addition, the incorporation of multiple exogenous time-dependent node-specific regressors is both new to GNAR modelling and practically essential for properly understanding the potential influence of (i) and (ii). Our new extension is named GNARX, where X indicates incorporation of fully time-dependent exogenous variables, which is in line with similar naming conventions, such as VAR to VARX.
We structure our paper as follows. Section 2 introduces the new GNARX specification and characterises it as a specially constrained linear regression problem. Asymptotic properties of the corresponding estimators follow from this. Section 3 provides details of our multivariate time series and network data and discusses two experiments: the first compares out-of-sample forecasting performance of GNAR models (i.e. without using external regressors) with a VAR model, and the second evaluates the GNARX model estimates when the stringency indices and COVID-19 death rates are incorporated. Section 4 uses our new GNARX modelling ability to analyse UK economic conditions under three different scenarios pertaining to either tightening, easing or unchanged intervention policies over the next 6 months. Section 5 concludes with a brief discussion of the experimental results and avenues for future research.

2 | THE GNARX MATHEMATICAL MODEL AND NOTATION

Definition. Let our multivariate real-valued time series \( \{Y_{i,t}\} \) be observations collected on variable \( i \in \mathcal{K} = \{1, \ldots, N\} \) at time \( t = 1, \ldots, T \in \mathbb{N} \), where \( N \in \mathbb{N} \) is the number of variables. We sometimes write the multivariate series as the vector time series \( \{Y_t\} = (Y_{1,t}, \ldots, Y_{N,t})^\top \), where \( \top \) denotes transpose, for \( t = 1, \ldots, T \). Now let \( \mathcal{G} \) be a graph consisting of a set of vertices/nodes, \( \mathcal{K} \), and an edge set denoted by \( \mathcal{E} \). Let \( i \leftrightarrow j \in \mathcal{E} \) denote the presence of an undirected edge between nodes \( i \) and \( j \) and \( i \rightarrow j \in \mathcal{E} \) denote the existence of a directed edge from \( i \) to \( j \), for \( i, j \in \mathcal{K} \). For network time series a graph vertex \( i \in \mathcal{K} \) corresponds to time series variable \( \{Y_{i,t}\} \). Let \( \{X_{h,t}\} \) be
the $h$-th real-valued stationary exogenous node-specific regressor series for node $i$ at time $t$, for $h = 1, \ldots, H \in \mathbb{N}$, the number of such regressors.

We introduce the GNARX $(p, s, p')$ model, where $(p, s, p') \in \mathbb{N} \times \mathbb{N}_0^p \times \mathbb{N}_0^H$, by

$$Y_{it} = \sum_{j=1}^p \left( \alpha_{ij} Y_{it-j} + \sum_{r=1}^{s_j} \beta_{j,r} \sum_{q \in \mathcal{N}^{(r)}(i)} \omega_{t,q} Y_{qt-j} \right) + \sum_{h=1}^H \sum_{j'=0}^{p'_h} \lambda_{h,j'} X_{h,1t-j'} + u_{it},$$  \hspace{1cm} (1)

where the parameters $\alpha_{ij}, \beta_{j,r}, \lambda_{h,j'} \in \mathbb{R}$ for all $i, j, r, h, j', p$ is the autoregressive order of the model and also maximum order of neighbour time lags, $p'_h$ (the $h$th element of $p'$) denotes the maximum lag of the $h$th exogenous regressor involved in the model and $s_j$ (the $j$th element of $s'$, which we sometimes write as $[s]$) is the maximum stage of neighbour dependence for time lag $j$. For example, $s_1 = 2$ implies that nodes are dependent on the first lags of its first and second stage neighbours in the network $\zeta$. The set $\mathcal{N}^{(r)}(i)$ is the $r$th stage neighbourhood set of node $i \in \zeta$ defined by

$$\mathcal{N}^{(r)}(i) = \mathcal{N}^{(r-1)}(i) / [\bigcup_{q=1}^{r-1} \mathcal{N}^{(q)}(i) \cup \{ i \}].$$  \hspace{1cm} (2)

for $r = 2, 3, \ldots$. $\mathcal{N}^{(1)} = \mathcal{N}$, where $\mathcal{N}(A) = \{ j \in \mathcal{K} / A : i \leftrightarrow j, i \in A \}$. The $\omega_{t,q} \in [0,1]$ in Equation (1) are network connection weights, typically set as the inverse of some prior notion of distance between nodes, as in Knight et al. (2020) using a similar approach to that used in the lifting scheme described by Jansen et al. (2009). Sometimes we consider the global-$\alpha$ model where $\alpha_{ij} = \alpha_j$, that is, use the same $\{ \alpha_j \}_j$ sequence for each node. Consequently, the local-$\alpha$ model is where the $\alpha_{ij}$ sequence is different for each node $i$.

The GNARX model cannot be captured by the standard GNAR model of Knight et al. (2020) by incorporating the exogenous regressors into $Y_t$, as $p$ and $p'_h$ may differ. The network VAR model proposed by Zhu et al. (2017) does incorporate dependence on node-specific covariates, but unlike model (1), they do not vary with time and have limitations on other parameters/quantities in the network. Full specifications for both of these models can be found in the supplementary material section 1.

GNARX models share the same advantages with respect to missing data as GNAR models, especially when compared to VAR-based approaches. This is because, for example, VAR models try to estimate parameters that link one specific variable to another. If, for example, one of those variables disappears for a significant block of time, then it can be difficult to estimate the parameter associated with any of its pairings. By contrast, in a GNARX model, a variable pair is just a nearest neighbour and every such pair in the data contributes to the ‘nearest neighbour’ parameter, one of the $\beta_{j,r}$. So, even if one node suffers from significant missingness, there will be usually many other pairs so that the respective parameter is still well-estimated. More details on this, particularly on how this works for $r$th-stage neighbours, can be found in section 2.6 of Knight et al. (2020).

**GNARX Parsimony.** The GNARX $(p, s, p')$ model with a single exogenous regressor ($H = 1$) contains a total of $M = Np + \sum_{j=1}^p s_j + p' + 1$ parameters. By comparison, the corresponding VAR model with exogenous variables (VARX) containing $p$ lags of the modelled series $\{Y_t\}$ and $p'$ lags of the exogenous series $\{X_t\} = \{(X_{1,t}, \ldots, X_{N,t})^T\}$, can be given in the reduced form by

$$Y_t = \phi_1 Y_{t-1} + \cdots + \phi_p Y_{t-p} + \Lambda_0 X_t + \Lambda_1 X_{t-1} + \cdots + \Lambda_{p'} X_{t-p'} + u_t,$$  \hspace{1cm} (3)
which contains $P = N^2(p + p' + 1)$ parameters. The parsimonious nature of GNARX compared to VARX is clear when parameter growth is $O(N)$ for the former and $O(N^2)$ for the latter. Indeed, it has been suggested by Bernanke et al. (2005) that VARs are not often used for macroeconomic datasets that contain more than six to eight time series. The parsimony of GNARX, combined with the flexibility to model dynamic networks representing multiple covariates, ensures our methodology is readily applicable to many applications involving the forecasting of multivariate time series.

**GNARX Stationarity.** Under the assumption of stationarity of $\{X_{h,i,t}\}$ for all $h, i$ and parameter constraints

$$
\sum_{j=1}^{p} \left| \alpha_{ij} \right| + \sum_{c=1}^{C} \sum_{r=1}^{s_j} |\beta_{j,r,c}| < 1 \quad \forall i \in 1, \ldots, N, 
$$

the GNAR process $\{Y_t\}$ is stationary. We prove this in section 2 of the Supplementary Material. For simplicity, we will assume $H = 1$ for the remainder of this section only, replacing $X_{h,i,t}$ with $X_{i,t}$ and $p'$ with $p'$. Extending the following results to multiple external node-specific regressors is straightforward.

**Precise model definition and theoretical statistical properties.** With the $H = 1$ assumption, the GNARX $(p, s, p')$ model can be expressed as a VAR of the form (3), but where coefficient matrices are restricted so that $\phi_k = \text{diag}\{\alpha_{i,k}\} + \sum_{r=1}^{k} \beta_{k,r}W^{(r)}$, $[W^{(r)}]_{lm} = w_{l,m}I\{m \in N^{(r)}(l)\}$, and $\Lambda_k = \lambda_k I_N$. In matrix form, the model can be written as $Y = BZ + U$, where $Y = [Y_{p+1}, \ldots, Y_T]$, $p^* = \max(p, p')$, $B = [\phi_1, \ldots, \phi_p, \lambda_0, \Lambda_1, \ldots, \Lambda_{p'}]$, $Z = [Z_{p'}, \ldots, Z_{T-1}], Z_t^T = [Y_t^T, \ldots, Y_{T-p'}^T, X_{t+1}^T, \ldots, X_{T-p+1}^T]$, and $U = [u_{p+1}, \ldots, u_T]$. Additional regressors can be incorporated by concatenating the corresponding coefficient and data matrices to $B$ and $Z_t$, respectively.

Following Lütkepohl (2005), the coefficient restrictions on $B$ that result from the GNARX assumptions are $\text{vec}(B) = R\gamma$, where $R$ is the $P \times M$ model matrix, defined in the supplementary material section 4, $\gamma = (\gamma_1^T, \ldots, \gamma_p^T, \lambda_0, \ldots, \lambda_{p'})^T$, with GNAR parameters that we are interested in given by $\gamma_k = (a_{1,k}, \ldots, a_{N,k}, \beta_{k,1}, \ldots, \beta_{k,s_k})^T$ and all elementary vectors are of length $N$. With the global alpha assumption, $\alpha_{i,k} = \alpha_k$ for all $i = 1, \ldots, N$, we have $\gamma_k = (a_k, \beta_{k,1}, \ldots, \beta_{k,s_k})^T$ and $A = L$.

Given the VAR matrix representation and linear coefficient restrictions from above, Lütkepohl (2005) proposes the feasible generalised least squares (FGLS) GNAR parameter estimator to be

$$
\hat{\gamma}^{\text{FGLS}} = \left( R^\top (Z Z^\top \otimes \hat{\Sigma}_u^{-1}) R \right)^{-1} R^\top \left( Z \otimes \hat{\Sigma}_u^{-1} \right) \text{vec}(Y),
$$

where the maximum likelihood estimator of $\Sigma_u$ is

$$
\hat{\Sigma}_u = T^{-1}(Y - \hat{B}Z)(Y - \hat{B}Z)^\top,
$$

and where $\hat{B}$ satisfies $\text{vec}(\hat{B}) = R\hat{\gamma}$ and $\hat{\gamma}$ is the ordinary least squares estimator of $\gamma$. In the case of missing observations, the corresponding residuals are set to zero. Under the conditions of stationarity of $\{Y_t\}_{t=1,\ldots,T}$ and $\{X_t\}_{t=1,\ldots,T}$, consistency and asymptotic normality are proved in section 2 of the supplementary material.
3 | PURCHASING MANAGERS’ INDICES: THE DATA AND FORECASTING EXPERIMENTS

3.1 | Input data

3.1.1 | Purchasing managers’ indices

IHS Markit Composite PMIs are computed by aggregating the views of senior purchasing executives from around 400 companies on a wide range of economic variables pertinent to the manufacturing and services sectors. Composite PMIs can take values between zero and 100, with a reading above 50 indicating economic expansion. All PMI series have been seasonally adjusted using the X-12 ARIMA method; full details of the survey methodology are available from https://ihsmarkit.com/products/pmi.html. Currently, monthly composite PMI data are available for 13 major economies, which are all included in our analyses. The longest series are from the United Kingdom, Italy and Germany, which start from Jan-98, and the shortest is from Australia, which starts from May-16.

PMI series are diffusion indices, which treat a fixed set of component economic indicators effectively as dummy variables that represent whether the trend in the component is positive or negative. For PMIs, these component series are the survey responses of individual purchasing managers. It is therefore reasonable to assume that diffusion indices are stationary, given the well-documented cyclical nature of macroeconomic time series, see Zarnowitz (1991). Moreover, Augmented Dickey– Fuller (ADF) unit root tests on the in-sample period between Jan-98 and Dec-17 result in \( p \)-values above 0.1 for all series, indicating stationarity for the time being, against the alternative hypothesis of first-order non-stationarity. Broadly, the series also do not reject the null of second-order stationarity according to the wavelet-based tests of Nason (2013, 2016).

3.1.2 | Network construction

GNAR and GNARX models require us to specify a network structure to associate with the PMI dataset. The time series for a particular country’s PMI corresponds to a single vertex in the network—one vertex for each country. Rather than attempting to learn the network structure indirectly from the time series as in Leeming (2019) or Knight et al. (2020), we suggest that a construction based on the flow of exports between countries that provides a reasonable reflection of the association between component series. This rests on the assumption that a country’s business confidence is partly dependent on the level of economic activity of its major export partners. Since (a) model orders are chosen by BIC optimisation, (b) network parameters are highly significant and (c) forecast performance is improved when compared to models that ignore network information, these all suggest that our choice of networks is reasonable. Evaluating performance by forecast accuracy is honest and exacting.

Our experiments evaluate two different networks:

1. **Fully connected trade network.** Each country is connected to every other country. Edge weight \( w_{ij} \) is set to be the export quantity between countries \( i \) and \( j \). The weights are then normalised so that \( \sum_j w_{ij} = 1 \) for all \( i \). In this case, \( s_j \in \{0, 1\} \) for all \( j \).

2. **Nearest neighbour trade network.** (Figure 1) Each country has a single outgoing edge to the country that it exports the most too.
Export data were obtained from the UN Comtrade International Trade Statistics Database (https://comtrade.un.org/data/), using the latest available observations.

3.1.3 Exogenous variables

The GNARX model’s advantage is that it permits the multivariate time series $Y_t$ to depend on vertex-specific external time series regressors $X_{i,t}$; two series in our examples. The first, $X_{1,i,t}$, are differenced country stringency indices (Hale et al., 2020) for country $i$, which aim to quantify the severity of COVID-19 mitigation policies. These are composite indices that take values between zero and 100, with higher values reflecting stricter measures. The stringency indices are mainly related to containment policies, such as the closing of schools, workplaces and public events. The full list of constituent indicators is available from https://github.com/OxCGRT/covid-policy-tracker/blob/master/documentation. Values of the stringency indices before the COVID-19 outbreak are automatically set to zero, rather than treated as missing.

The second regressor, $X_{2,i,t}$, is the first difference of country $i$ new COVID-19 death rates, which may impact economic conditions via channels beyond the previously discussed interventions. For example, consumers may extrapolate a rise in the confirmed number of COVID-19 deaths into the future, leading to consumer precautionary saving in anticipation of greater future lockdown measures. As higher death rates would likely also be associated with stricter mitigation policies, omitting death rates would likely lead to model errors being correlated with the stringency index regressor, resulting in inconsistent parameter estimates. Our experiments use the daily number of confirmed COVID-19 deaths per million in a given country, averaged for each month (Roser et al., 2020), available from https://ourworldindata.org/covid-deaths. The sample correlation between the differenced stringency indices and the differenced COVID-19 death rate of the same country is only 0.46, suggesting that multicollinearity is not a significant problem. The correlation only rises modestly to 0.57 for the non-differenced series.

Figure 2 shows the UK PMI and the two exogenous variables starting from January 2019, where all series have been standardised to have zero mean and unit variance so that they can be compared on the same axes. The most prominent feature of the UK PMI series is the large six and eight standard deviation declines during March and April 2020. This fall in purchasing manager confidence coincides with the first UK lockdown (rise in stringency index), but also reflects broader worsening of global macroeconomic conditions caused by the COVID-19 pandemic (e.g. International Monetary Fund, 2020).

3.2 GNAR forecasting performance

Here, model order is selected to minimise the Bayesian information criterion (BIC) subject to an order limit of $p = 12$. For computational feasibility, we adopt a stagewise approach, where $p$ is first selected to minimise BIC, followed by $s_j$ for $j = 1, \ldots, p$. This allows us to capture network effects lasting up to a year in duration. For the exogenous regressors in later experiments, we instead impose a lower order limit of three months, due to the lack of nonzero observations. In that case, $p'_h$ for $h = 1, \ldots, H$ are optimised at the same time as $s_j$. All PMI observations up to Dec-17 are treated as the in-sample period for model order selection and estimation of both GNAR and VAR models. We refer readers to the supplementary material section 7 for the results if model orders were instead selected to minimise forecasting errors in a subset of the in-sample period. Finally, we provide simulation evidence for the consistency of the model selection procedure using
stagewise BIC optimisation for GNARX in the supplementary material section 8, which shows similar performance to ‘global search’ BIC.

Unlike GNAR, VAR models do not easily handle missing values. Specifically, GNAR models deal with missingness by modifying connection weights (Knight et al., 2020, section 2.6) and because of this advantage our GNAR model can make use of the entire unbalanced panel starting from Jan-98. If Australia were included, then the in-sample period for the VAR model would contain only 20 months and, for this reason, we exclude Australia from this analysis.

Table 1 shows the composite PMI forecasting performance of four different stagewise-BIC selected GNAR models, a VAR model, a naive forecast (predicting next from current) and univariate AR models. The latter involve a separate AR model estimated for each country, with order determined by BIC optimisation. For all but three countries, AR(1) was selected. However, for fair comparison with the GNAR and VAR models where autoregressive order is the same for every series, AR(1) was used for all countries. It is worth noting that AR(1) is identical to GNAR(1,[0]) with local-\(\alpha\). We have used mean-squared forecast error (MSFE) in our article, which computes the empirical average of the squared differences between our point forecasts and the eventual out-turn. The lowest forecast error is attained by the local-\(\alpha\) GNAR model with the fully connected network.

Furthermore, the MSFE of all four GNAR models are substantially lower than that of the VAR model, indicating overfitting in the latter. The local-\(\alpha\) GNAR(1,[1]) model contains only 13 parameters, while the VAR(2) model contains \(2N^2 = 288\) parameters. Our results indicate that when a simple model is appropriate, BIC optimisation for VAR may still lead to overfitting, but the same does not hold for GNAR models. Indeed, only three of the four GNAR models outperformed the naive forecast and one of the two local-\(\alpha\) GNAR models outperformed the univariate AR models, reflecting the difficulty in forecasting economic indicators using only past values. On the other hand, the best GNAR model does improve the forecast performance and a few percent
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improvement can translate into substantial economic value when one is dealing with GDP-like magnitudes, see Section 4.

Table 2 shows estimates for the local-\(\alpha\) GNAR(1,[1]) model, with \(p\)-values computed using HC2 robust standard errors, which are heteroscedasticity-consistent estimators first proposed by MacKinnon and White (1985) that adjust residuals using the projection matrix leverage values. These were calculated with the \textit{sandwich} package of Zeileis (2004). In this experiment, the use of robust standard errors produces more conservative \(p\)-values.

Figure 3 plots the UK out-of-sample one-step-ahead rolling forecasts for this best-performing model, along with those from the VAR(2) model (see supplementary material, section 6, for other countries). The VAR forecasts appear to underestimate the initial PMI decline at the start of the crisis period, but substantially overestimate the recovery. This leads to substantially higher MSFE during the COVID-19 crisis period starting from Feb-20, relative to GNAR.

Overall, BIC choice selects for higher autoregressive order in the global-\(\alpha\) GNAR models compared to the local-\(\alpha\) variant, which also results in higher out-of-sample MSFE. This suggests that the PMIs’ autoregressive dynamics differs between countries, although the autoregressive parameters in Table 2 are similar. Moreover, BIC choice of the local-\(\alpha\) models also favours exploiting the network structure implied by export flows, whether by using the fully connected or the nearest neighbour network: \(s \neq 0_p\) for both of the best-performing GNAR models.

**TABLE 1** Out-of-sample composite Purchasing Managers’ Indices (PMIs) forecast performance between Jan-18 and Oct-20 using GNAR, VAR and naive forecasting. MSFE = Out-of-sample mean-squared forecasting error; SE = standard error

| Model                         | Model order   | Parameters | MSFE (SE)   |
|-------------------------------|---------------|------------|-------------|
| Global-\(\alpha\) GNAR, fully connected net | 2, [1, 1] | 4          | 41.9 (8.2)  |
| Global-\(\alpha\) GNAR, nearest-neighbour net | 2, [1, 1] | 4          | 40.7 (7.4)  |
| Local-\(\alpha\) GNAR, fully connected net | 1, [1] | 13         | 38.4 (6.8)  |
| Local-\(\alpha\) GNAR, nearest-neighbour net | 1, [1] | 13         | 39.3 (7.1)  |
| VAR                           | 2             | 288        | 57.3 (9.3)  |
| AR                            | 1             | 12         | 39.1 (7.0)  |
| Naive forecast                | —             | —          | 40.6 (7.2)  |

**TABLE 2** Local-\(\alpha\) GNAR(1,[1]) parameter estimates (to two decimal places) using the fully connected network. Parameter \(p\)-values were all \(<0.001\%

| Parameter     | Estimate | Parameter     | Estimate | Parameter     | Estimate |
|---------------|----------|---------------|----------|---------------|----------|
| \(\alpha_{USA,1}\) | 0.93     | \(\alpha_{Japan,1}\) | 0.87     | \(\alpha_{Germany,1}\) | 0.90     |
| \(\alpha_{UK,1}\) | 0.90     | \(\alpha_{Italy,1}\) | 0.89     | \(\alpha_{China,1}\) | 0.88     |
| \(\alpha_{Spain,1}\) | 0.92     | \(\alpha_{Ireland,1}\) | 0.92     | \(\alpha_{Brazil,1}\) | 0.88     |
| \(\alpha_{Russia,1}\) | 0.92     | \(\alpha_{India,1}\) | 0.91     | \(\alpha_{France,1}\) | 0.92     |
| \(\beta_{1,1}\) | 0.07     |               |          |               |          |
GNARX forecasting performance with external regressors

Given the shortness of the exogenous regressors, it is not feasible now to evaluate out-of-sample forecasting performance for the GNARX models, so we switch to in-sample forecast evaluation. For example, predicting ‘October’ based on exogenous variables that only existed since early Spring, that is, few observations, is not sensible. Here, we estimate model parameters on the whole series and then, given a time point, we use the estimates, but use observations only from previous time points. In future, with more data, we will be able to switch to out-of-sample forecasting performance evaluation.

We can now reintroduce the shorter Australian PMI series, using the same method for handling missing observations as in Section 3.2. On our relatively short time series with missing data, VARs with exogenous variables (VARX) as described in, for example, Tsay (2013), which contain $N^2(p + p' + 1)$ parameters, are infeasible. Recall that some VAR models may be estimated as separate linear regressions for each country. A simple VARX(1,0) model would involve the estimation of 13 coefficients corresponding to the stringency indices and 13 corresponding to the death rates in each country. However, our dataset contains fewer than 13 nonzero observations for each exogenous variable of each country, clearly leading to a parameter identification problem.

Table 3 shows in-sample mean-squared forecasting errors for our stagewise-BIC selected GNARX models using the fully connected network (results for the nearest neighbour network and no network were always worse and reported in the supplementary material, section 11). The inclusion of exogenous variables results in substantially lower BIC and an almost halving of the MSFE across all settings compared to GNAR without external regressors. The lowest BIC model is the global-$\alpha$ GNARX(5,[1,0,1,0,1],3,2), with estimates shown in Table 4 and $p$-values calculated as in Table 1.

Table 4 shows that the first and fifth positive autoregressive coefficients are significant. As before, current-period PMIs are also significantly positively dependent on previous-period PMIs of neighbours weighted by export volumes. On the other hand, the negative $\beta_{3,1}$ and $\beta_{5,1}$ parameter estimates are smaller in magnitude.
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**Figure 3** Out-of-sample one-step-ahead rolling composite UK Purchasing Managers’ Indices forecasts using the local-$\alpha$ GNAR(1,[1]) and the VAR(2) models. [Colour figure can be viewed at wileyonlinelibrary.com]
TABLE 3  In-sample composite Purchasing Managers’ Indices (PMIs) forecast performance between Jan-98 and Oct-20 using GNARX models with the fully connected network. MSFE = In-sample mean-squared forecasting error

| Model                  | Model order | BIC   | MSFE (SE) |
|------------------------|-------------|-------|-----------|
| **Without external regressors** |             |       |           |
| Global-\( \alpha \) GNAR | 4, [1, 1, 1, 0] | 12653 | 7.1 (0.9) |
| Local-\( \alpha \) GNAR  | 3, [1, 1, 1] | 12806 | 6.7 (0.9) |
| **Stringency indices only** |             |       |           |
| Global-\( \alpha \) GNARX | 5, [1, 0, 1, 0, 1], 3 | 11323 | 4.2 (0.3) |
| Local-\( \alpha \) GNARX | 2, [1, 1], 3 | 11331 | 4.0 (0.3) |
| **COVID-19 death rates only** |             |       |           |
| Global-\( \alpha \) GNARX | 4, [1, 1, 1, 0], 3 | 12020 | 5.5 (0.8) |
| Local-\( \alpha \) GNARX | 2, [1, 1], 3 | 12212 | 5.5 (0.8) |
| **With both external regressors** |       |       |           |
| Global-\( \alpha \) GNARX | 5, [1, 0, 1, 0, 1], 3, 2 | 11175 | 4.0 (0.3) |
| Local-\( \alpha \) GNARX | 2, [1, 1], 3, 1 | 11199 | 3.8 (0.3) |

TABLE 4  Global-\( \alpha \) GNARX(5,[1, 0, 1, 0, 1],3, 2) model parameter estimates using the fully connected network and both exogenous regressors. † means \( p < 0.001 \). Values significant at the 5% level in bold

| Parameter | Estimate | \( p \)-value | Parameter | Estimate | \( p \)-value | Parameter | Estimate | \( p \)-value |
|-----------|----------|---------------|-----------|----------|---------------|-----------|----------|---------------|
| \( \alpha_1 \) | 0.83 | † | \( \beta_{1,1} \) | 0.28 | † | \( \lambda_{1,2} \) | 0.15 | 0.8 |
| \( \alpha_2 \) | 0.00 | 97.5 | \( \beta_{3,1} \) | −0.15 | 4.2 | \( \lambda_{1,3} \) | 0.10 | 3.3 |
| \( \alpha_3 \) | 0.03 | 59.2 | \( \beta_{5,1} \) | −0.08 | 3.5 | \( \lambda_{2,0} \) | −0.91 | 0.2 |
| \( \alpha_4 \) | −0.05 | 34.0 | \( \lambda_{1,0} \) | −0.31 | † | \( \lambda_{2,1} \) | 0.42 | 21.3 |
| \( \alpha_5 \) | 0.09 | 0.6 | \( \lambda_{1,1} \) | −0.09 | 24.8 | \( \lambda_{2,2} \) | 0.41 | 11.3 |

FIGURE 4  UK: Comparison of GNARX(5,[1, 0, 1, 0, 1]) and GNARX(5,[1,0,1,0,1], 3, 2) fits. [Colour figure can be viewed at wileyonlinelibrary.com]
The zero-lag coefficient for COVID-19 intervention stringency indices is highly significant, matching our expectation of a strong coincident negative impact of containment policies on business confidence. A country’s COVID-19 death rate also has a significant negative contemporaneous impact on the PMI, indicating that the pandemic might be influencing business confidence through channels beyond policy interventions.

Figure 4 shows the global-\(\alpha\) GNARX(5,[1,0,1,0,1],3,2) UK fits over the most recent 5-year period, to illustrate the quality of fit during the COVID-19 period (other countries’ charts are given in the supplementary material, section 10). The inclusion of stringency indices and COVID-19 death rates allows the GNARX model to anticipate both the initial composite PMI decline at the start of the crisis and the subsequent recovery, leading to a much lower mean-squared forecasting error than the corresponding GNAR model.

4 | UK SCENARIO ANALYSIS

We now use the fitted global-\(\alpha\) GNARX(5,[1,0,1,0,1],3,2) model from the previous section to produce 6-month forecasts of the UK composite PMI series under different assumptions on the evolution of the UK stringency index. For other examples of conditional forecasting on multivariate economic time series, we refer readers to the seminal paper by Waggoner and Zha (1999) and the more recent summary provided by Banbura et al. (2015), which describe conditional forecasting techniques and applications for VAR models. We would note that these describe more difficult problem than ours, as we condition on exogenous variables. Figure 5 provides forecasts of the UK composite PMI under three different policy intervention scenarios for the 6-month period from Nov-20 to Apr-21, assuming no change in the stringency indices of other countries from Aug-20 or in COVID-19 death rates:

1. **Easing COVID-19 intervention measures.** The stringency index decreases linearly from the Oct-20 value of 67.9 to 0.0 between Nov-20 and Apr-21.
TABLE 5  Forecasts for UK quarterly real gross domestic product growth (%) based on Purchasing Managers’ Indices (PMIs) forecasts for the tightening, constant and easing intervention measure scenarios. 95% prediction intervals in brackets

| Quarter | Tightening | Constant | Easing |
|---------|------------|----------|--------|
| 2020 Q4 | −0.1 (−4.1, 3.8) | −0.1 (−4.1, 3.8) | −0.1 (−4.1, 3.8) |
| 2021 Q1 | −1.2 (−5.8, 2.9) | 0.3 (−4.1, 4.4) | 3.3 (−1.3, 7.4) |
| 2021 Q2 | −1.6 (−7.1, 2.2) | −0.1 (−5.7, 3.2) | 3.2 (−2.0, 7.1) |

2. **No change in COVID-19 intervention measures.** The stringency index is constant at the Oct-20 value of 67.9 between Nov-20 and Apr-21.

3. **Tightening in COVID-19 intervention measures.** The stringency index increases linearly from the Oct-20 value of 67.9 to 100.0 between Nov-20 and Apr-21.

As might be expected, the GNARX model predicts significantly higher UK composite PMI under assumption of the UK stringency index falling to zero, holding death rates constant. Using bootstrap prediction intervals, computed using the algorithm introduced in the supplementary material section 12, the expected PMI under the easing scenario exceeds the 97.5th percentile of the PMI under the tightening and constant stringency scenarios after only 1 month. The Apr-21 prediction of PMI is 62.1 in the easing scenario (which would be a record high) and 47.6 in the tightening scenario. In all cases, the estimated sampling distribution of the PMI is negatively skewed.

We now estimate how these composite PMI paths would translate into headline quarter-on-quarter real GDP growth, using data sourced from https://www.ons.gov.uk/economy/grossdomesticproductgdp/timeseries/ihyq/qna. At the time of writing, 2020 Q3 is the latest available observation of UK GDP. Given that the GDP series is sampled quarterly, while the PMI series is sampled monthly, we assume a mixed-frequency linear relationship between the GDP growth and PMI series, using the MIDAS regression model (Ghysels et al., 2004). Analysis of both the unrestricted MIDAS model and the restricted MIDAS model, using exponential Almon lag polynomial weights, suggest that quarterly GDP is primarily dependent on the ‘2/3’ lag of composite PMI. E.g., 2020 Q3 GDP depends only on the Jul-20 PMI observation in our simplified model.

Table 5 shows conditional forecasts for 2020 Q4, 2021 Q1 and 2021 Q2 UK GDP growth using the PMI predictions produced by GNARX for each of the three COVID-19 intervention scenarios, assuming only the 2/3 lag of composite PMI is relevant. Our results suggest a 4.5% difference in 2021 Q1 GDP growth and a 4.8% difference in 2021 Q2 GDP growth between the easing and tightening scenarios. Table 5’s bootstrap prediction intervals take into account both the uncertainties in the GDP regression model and the underlying PMI forecasts.

Lending support to the strongly positive GDP growth path in our easing restriction scenario, the most recent (at the time of writing) Bank of England (2021) Monetary Policy Report forecasts a material recovery in UK GDP in the event of an easing in Covid-related restrictions. The authors suggest that the economic impact of such easing would be driven by a substantial increase in consumer spending, and a rise in business investment to a lesser extent as sales rise and uncertainty diminishes.

5  |  DISCUSSION

We showed how to apply network time series models to multivariate PMI time series for many countries and how forecast performance could be improved by incorporating network
We introduced the GNARX model, which permits exogenous variables to be incorporated into GNAR models for the first time and improves forecasting results further still by using COVID-19 intervention stringency indices and COVID-19 death rates. Parameter estimates suggest a highly significant negative impact of harsher intervention measures and COVID-19 deaths on composite PMI and suggests that this effect can be transmitted to neighbours through the export channel.

GNAR(X) model order choice using BIC selects highly parsimonious models that result in excellent forecasting performance, considering the inherent difficulties in forecasting economic indicators. On the other hand, the BIC-chosen VAR model appears to overfit, leading to relatively high forecast errors. Future work might compare the GNAR forecasting performance to that of BVAR models (Giannone et al., 2015).

Our network was constructed by considering what looked ‘sensible’ rather than optimality with respect to forecasting performance and further development work is required. Some preliminary ideas have been suggested relating to network construction in different fields, see Leeming (2019); Knight et al. (2020) and references therein.

Our three different scenarios earlier all operated under the simplifying assumption that policy interventions would be modified independently of the COVID-19 death rate. Future work may relax this unrealistic assumption, and incorporate other variables to capture attempts by governments to mitigate the negative impact of containment measures through fiscal stimulus.

We have used mean-squared forecasting error throughout our work as it is a valid measure, well-understood and meaningful. There are, of course, many other forecast quality metrics that could be used. For example, the actual proportion of forecasts whose out-turn performed well with respect to (or within) previously established forecasting intervals, see Ehm et al. (2016) for more examples and discussion.

Network time series modelling is young and much remains unexplored. For GNARX models, an obvious extension might permit exogenous regressor coefficients to vary by node. Regarding the COVID-19 experiments discussed above, this would allow economies to react differently to a given stringency level of policy interventions. Intuitively, economies where a larger proportion of employees are able to work remotely should be less vulnerable to strict lockdown measures (Papanikolaou & Schmidt, 2020).

We are also conducting research where more than one network time series interacts. So, for example, one can already see suggestions in the media on how countries’ lockdown policies influence each other. For example, the second UK lockdown on 5 November was made politically easier because of recent lockdowns in major European neighbours. Hence, the stringency index time series (and the COVID-19 deaths) could also be represented by network time series and there seems to be no reason why the PMI and stringency index networks would have to be the same. Finally, further extensions to network time series might be considered, such as time-varying parameters that can be used to create a locally stationary network time series process, or permitting edge distances to change and be modelled (e.g. as exports vary between countries over time).
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Small data, big time—A retrospect of the first weeks of COVID-19
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1 INTRODUCTION

Starting from a regional disease outbreak in Wuhan, China, the coronavirus disease 2019 (COVID-19) rapidly grew into a once-in-a-lifetime pandemic. As of the time of writing (December 2020), the pandemic has already taken at least 1.5 million lives around the world. For anyone living through the COVID-19 pandemic, it is rubbing salt into their wounds to repeat more statistics about the disruptions of lives.

Abstract

This article reviews some early investigations and research studies in the first weeks of the coronavirus disease 2019 (COVID-19) pandemic from a statistician’s perspective. These investigations were based on very small datasets but were momentous in the initial global reactions to the pandemic. The article discusses the initial evidence of high infectiousness of COVID-19 and why that conclusion was not reached faster than in reality. Further reanalyses of some published COVID-19 studies show that the epidemic growth was dramatically underestimated by compartmental models, and the lack of fit could have been clearly identified by simple data visualization. Finally, some lessons for statisticians are discussed.
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Similar to many other new human diseases, there was an initial period of confusion. On 31 December 2019, the municipal Health Commission of Wuhan first reported a cluster of pneumonia cases of unknown aetiology. Because of the exponentially growing nature of a new epidemic outbreak, many researchers raced against time in the first weeks of 2020 to get a better understanding of COVID-19 with very limited data. For the same reason, the investigations in this period had a far-reaching impact and shaped the initial reactions to the pandemic around the world. This article aims to review some of these early investigations from a statistician’s perspective.

It is important for the reader to keep in mind that this article is retrospective. Researchers always have limited data at the beginning of a new disease outbreak. This is especially the case for the COVID-19 pandemic: it is fair to say that nobody could have predicted all its rapid and dramatic developments. This article will try to be as objective as possible by presenting the information in a chronological order, although some information known by us now may not have been available to the investigators in the first weeks of the pandemic. Therefore, some degree of hindsight bias is perhaps unavoidable. The main goal of this article is to think about the lessons that can be learned from these investigations to help us respond to future crises. Another goal is to help statisticians to recognize their strengths and prompt others to appreciate the importance of statistics in the era of big data.

This retrospect is also inevitably personal because Wuhan is in fact my hometown. Right after the announcement of the initial cluster of pneumonia cases, I started to follow media reports and research studies. Like many other amateur epidemiologists, I tasked myself with analysing COVID-19 data and published a preprint in early February to warn that the spread of COVID-19 in Wuhan was much faster than initially thought (Zhao et al., 2020a). After several unsuccessful attempts to publish that article in a scientific journal, I was extremely distressed to watch how the pandemic was quickly developing. Because it is difficult to completely separate facts from speculations (I will try as best as I can), I ask the reader to treat this article as an opinion piece rather than an objective account of the history.

2  CAN COVID-19 BE TRANSMITTED FROM HUMAN TO HUMAN?

For COVID-19, the most important question before 20 January 2020 was whether it could be transmitted from human to human and thus poses a major threat. To answer this question, the Chinese Center for Disease Control (CCDC) commissioned three groups of expert doctors and epidemiologists in early and mid-January. The answer to this question is extremely obvious in hindsight, but that was certainly not the case in early January. By reviewing the key events and evidence in this period, this section will try to understand why it was difficult to conclude that COVID-19 was highly infectious.

2.1  The first warning and some background

Rumours of a novel coronavirus first appeared on Chinese social media on 30 December 2020. The most widespread message was initially posted by Dr. Li Wenliang, who tried to use a group chat to warn fellow doctors who went to the same medical school of a potential disease outbreak (Ni, 2020). Dr. Li wrote that there had been seven confirmed SARS (Severe Acute Respiratory Syndrome) cases in the Huanan seafood market and shared the report of a pathogen filtering test showing high confidence of SARS coronavirus, the pathogen responsible for SARS. The message
was quickly shared outside the original group. The same evening, two documents from the Wuhan Municipal Health Commission also started to circulate on the internet. Wuhan is the capital city of the Hubei province in China and home to more than ten million people. An official statement was released the next day by the Health Commission, who announced 27 cases of viral pneumonia, many with connections to the Huanan seafood market (Wuhan Health Commission, 2020a). The statement was also immediately picked up by a regional office of the World Health Organization (2020).

Before continuing the story, it may be helpful to go through some background information. Coronavirus is a group of RNA viruses that cause diseases in mammals and birds. Not all coronaviruses are lethal to humans; some strains just cause the common cold. Before the COVID-19 outbreak, two lethal coronaviruses—SARS and MERS (or more precisely, SARS-CoV and MERS-CoV, which are the official names of the viruses)—circulated in humans in this century. The 2002–2003 SARS epidemic infected at least 8000 people (mostly in China) and caused at least 774 deaths (World Health Organization, 2015). These figures seem minuscule compared to COVID-19, but SARS indeed had the potential of becoming a major pandemic before being contained in July 2003 after strict public health interventions. MERS first appeared in 2012 and has not led to any major outbreaks or sustained transmission due to its relatively low reproductive number. However, because of the frequent contact between humans and a natural host of MERS (camels), MERS keeps coming back almost every year. Both SARS-CoV and MERS-CoV are believed to have originated in bats, which also host many other SARS-like coronaviruses (Ge et al., 2013).

Importantly, it was quickly discovered that the pathogen of COVID-19 is a novel coronavirus that is now known as SARS-CoV-2. As the name suggests, the pathogen is not the original SARS virus but a novel SARS-like coronavirus. So technically speaking, the information provided by Dr. Li Wenliang was not entirely accurate and Dr. Li and several others were reprimanded by the local police for spreading misinformation. As the epidemic unfolded, the reprimand became immensely controversial and was eventually revoked after Dr. Li tragically died from COVID-19 in early February 2020.

To put the initial reactions to a potentially novel coronavirus in the right context, it is helpful to review the 2002–2003 SARS epidemic briefly. The SARS outbreak first began in the Guangdong province of China in November 2002, but the pathogen was not identified until mid-April 2003 (World Health Organization, 2003a). The Chinese government was criticized, both domestically and internationally, for its slow responses and delayed communications with the WHO (Crampton, 2003). In fact, the Minister of Health and Beijing’s mayor were discharged in April 2003 after being accused of cover-ups (Jakes, 2003). The course of the epidemic then changed dramatically. After imposing some intensive public health measures (including school closure, travel quarantine and a purpose-built hospital in Beijing), the SARS epidemic was quickly contained by July.

Some of the initial investigations on COVID-19 were commissioned by the CCDC, which was established in January 2002 and quickly expanded after the SARS epidemic. However, media reports suggest that the CCDC usually only acts as a technical supervisor and lacks administrative authority over the provincial and municipal Health Commissions, which are financed locally (Badian Health News, 2020). In a landmark project after the SARS epidemic, the CCDC built a comprehensive information system to monitor infectious diseases. In a 2017 thesis that reviews the surveillance system for pneumonia of unknown aetiology (PUE), it is concluded that ‘the system has played an important role in detection of cases in early stage of human infection with avian influenza outbreak …, but the reporting rate and the positive rate of target pathogen in
PUE cases is very low’. Nonetheless, the director of CCDC, Dr. Gao Fu, reassured the public that ‘SARS-like viruses can be found at almost any time, but another SARS epidemic will not happen again’ in March 2019 (Ni, 2020), just months before the alarm was sounded again.

2.2 The investigations of human-to-human transmissibility

After receiving the first warning, the CCDC immediately sent a group of experts to Wuhan, but the initial investigation did not reach a definitive conclusion. On 5 January 2020, the Wuhan Health Commission announced that the number of pneumonia of unknown aetiology cases had increased to 59, but there was ‘no clear evidence of human-to-human transmission’ (Wuhan Health Commission, 2020a).

A second group of experts then went to Wuhan on 8 January and reached, surprisingly, a more optimistic conclusion. A statement released on 11 January said that there were no new cases of pneumonia showing symptoms after 3 January and there were no infections among doctors and nurses (Wuhan Health Commission, 2020b). One clinician in the expert group, Dr. Wang Guangfa, told the media that the disease ‘can be prevented and contained’ (Liao & Li, 2020). In the meantime, the causative pathogen of the pneumonia was officially confirmed as a novel coronavirus on 9 January (Qu, 2020). The number of suspected cases kept growing rapidly in hospitals across Wuhan (Xiao, 2020; Yang, 2020c), but the official case count stagnated at 41 until 18 January (Table 1). This is perhaps why the Wuhan Health Commission maintained the optimistic tone in its statements during this period. Besides reiterating that ‘there is no clear evidence of human-to-human transmission’, a 14 January press release further made the following assessment: ‘Although we cannot exclude the possibility of limited human-to-human transmission, the risk of sustained transmission is low’ (Wuhan Health Commission, 2020c).

However, things took a dramatic turn around 17 January. Four new cases in Wuhan were confirmed that day, and more worryingly, the border controls in Thai and Japanese airports had just detected three additional cases who were travellers from Wuhan. By using an estimated number of international travellers from the Wuhan airport and Wuhan’s population, a group of researchers in Imperial College London estimated that a total of 1723 (95% confidence interval [CI]: 427–4471) coronavirus cases in Wuhan had onset of symptoms by 12 January, which is far more than the official number (Imai et al., 2020b). Their method was extremely simple, but the results were equally appalling. Moreover, it was discovered on 15 January that in an early family cluster of cases in Shenzhen, one family member had not been to Wuhan in the recent past (Southern Metropolis Daily, 2020). This proved that the pathogen could be transmitted between humans. A third expert group was then formed and sent to Wuhan on 18 January. Just 2 days later, it was confirmed for the first time to the public that the new coronavirus was indeed infectious and very likely to be highly infectious. And another 3 days later, the entire city of Wuhan entered an abrupt and

| Date       | 12-31 | 01-03 | 01-05 | 01-11 | 01-12 | 01-13 | 01-14 | 01-15 | 01-16 | 01-18 | 01-19 |
|------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Cases      | 27    | 44    | 59    | 41    | 41    | 41    | 41    | 41    | 41    | 41    | 45    | 62    |

| Date       | 01-20 | 01-21 | 01-23 | 01-24 | 01-25 | 01-26 | 01-27 | 01-28 | 01-29 | 01-30 | 01-31 |
|------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Cases      | 198   | 258   | 425   | 495   | 572   | 618   | 698   | 1590  | 1905  | 2261  | 2639  |

Source: Press Releases from the Wuhan & Hubei Municipal Health Commissions.
unprecedented lockdown, which was repeated numerous times across the world over the next few months.

2.3 Evidence of high infectiousness

After the lockdown on 23 January 2020, hospitals in Wuhan soon became overwhelmed with patients showing COVID-19 symptoms. The number of deaths also started to skyrocket. In the midst of the emotional outburst after Dr. Li Wenliang’s tragic and emblematic death on 7 February, the initial investigations came under close scrutiny. Several interviews and articles were published by the Chinese media in the next few weeks and offered a lot of insights into the investigations. Unfortunately, these lessons did not appear to be widely recognized outside China in a quickly developing pandemic. Below I will try to bring us back in time and list some evidence of high infectiousness that was already available by 10 January. The reader should keep in mind that, even though the investigative journalism on these investigations appears to be of very high quality, all the interviews and media reports are still retrospective.

First of all, SARS-CoV-2 is not the first coronavirus that has circulated in the human population. Several human coronaviruses produce the generally mild symptoms of the common cold worldwide, and two quite lethal strains (SARS-CoV and MERS-CoV) as mentioned above had led to earlier outbreaks in this century. Being a novel coronavirus, it was quite likely that SARS-CoV-2 was also infectious to humans and poses a major threat to the public health.

Second, although the causative pathogen was officially confirmed as a novel coronavirus on 9 January 2020, there had already been many hints earlier. Weiyuan Gene, a company based in Guangzhou, received a patient sample from the Wuhan Central Hospital on 24 December 2020. Their metagenomic Next Generation Sequencing (mNGS) identified a SARS-like coronavirus in the sample and obtained a near-whole-genome sequence of the virus on 27 December Gao et al. (2020). The sequencing results were shared with the Institute of Pathogen Biology within the Chinese Academy of Medical Sciences. It was reported that a manager at Weiyuan Gene informed the hospital and disease control officials by telephone on the same day the sequencing results came out, and travelled to Wuhan on 29 December to discuss the results (Xiaoshangou (online id), 2020). According to another media report, at least nine samples were sent for testing by the end of December. Huada Gene, the industry leader in China, also received a sample and identified a SARS-like coronavirus on 30 December and informed the hospital about the results; the whole genome sequence and the testing reports were then shared with the CCDC and Wuhan Health Commission on 1 January (Gao et al., 2020). So it is fair to say that, before the official announcement, the investigators from the CCDC already knew that the causative pathogen was very likely a novel coronavirus.

Third, several hospitals in Wuhan were seeing rapidly increasing numbers of suspected cases in retrospective accounts. In an interview, Dr. Wang Guangfa, a respiratory disease clinician in the second group of experts who went to Wuhan, mentioned that one hospital in Wuhan had a 17% increase in pneumonia cases in December 2019. By 10 January, the 16 intensive care unit (ICU) beds at Zhongnan Hospital reserved for pneumonia patients were already filled up (Xiao, 2020). Jinyintan Hospital, a hospital specializing in treating infectious diseases which also became the first designated hospital for COVID-19 in Wuhan, had at least five hospital wards full of suspected cases, each with more than 40 patients; the emergency department at another major hospital was seeing 30–50 patients every day who required immediate hospitalization (Yang, 2020d).
In hindsight, there had been enough evidence by 10 January 2020 to conclude that the novel coronavirus was very likely to be highly infectious. So in the perfect scenario, the experts who went to Wuhan could have concluded that the disease outbreak posed a major threat and more stringent public health measures need to be imposed, which in reality only happened after 20 January.

2.4 A faster decision?

So why was this conclusion not reached sooner? There are a multitude of reasons. The first is the cautious and conservative approach of the authorities towards infectious diseases. This is wise for most infectious diseases, but perhaps not for a completely novel virus with pandemic potential. On 3 January 2020, all laboratories not affiliated with the CCDC were asked by the National Health Commission on 3 January to destroy their samples and to not disclose their existing results to the public (Gao et al., 2020), due to the Chinese Law on the Prevention and Treatment of Infectious Diseases (Standing Committee of the National People’s Congress, 2004). This means that evidence from the previous commercial tests, which had already identified a SARS-like coronavirus a week earlier, could not be relied on in the official investigations. The CCDC received their first patient sample from Wuhan on 2 January (Chinese Centre for Disease Control, 2020) and officially announced that the pathogen is a novel coronavirus on 9 January (Qu, 2020).

This conservative approach can also be seen from the case numbers in the press releases of the Wuhan and Hubei Health Commissions (Table 1). The Wuhan Health Commission made no official announcements between 6 January and 10 January, but changed the name of the disease from viral pneumonia of unknown aetiology to pneumonia due to a novel coronavirus on 11 January. Curiously, the case number reported on 11 January dropped from 59 (reported on 5 January) to 41; no explanation was specified, but a reasonable guess is that only the samples of 41 patients were tested positive for the new coronavirus. No new cases were announced before 17 January, because the local disease control had not received the approved test kits from the CCDC before 16 January. During that transition period, a rigorous and lengthy process (that took at least 3–5 days) was needed to confirm a coronavirus case (Xu, 2020), as demonstrated in Figure 1. The final diagnosis, which involves a comprehensive consideration of clinical, epidemiological and biological evidence, inevitably required a lot of time.

Another factor that delayed the decision is, as reported by several media outlets, strict case definition during the early outbreak. Around 3 January, the first CCDC investigators and local experts in Wuhan devised a preliminary guideline in a booklet with a green cover for the treatment of COVID-19 (this was still called viral pneumonia of unknown aetiology, or PUE, as the name COVID-19 was designated much later). This booklet followed a 2007 guideline by the Chinese Ministry of Health made after SARS and considered a patient to have a PUE if four clinical criteria were satisfied: fever (>38°C); imaging characteristics of pneumonia; normal or low white blood cells in the early course of disease, or decreased lymphocytes; illness had no improvement or worsened after at least 3 days of standard antibiotic treatment (Chinese Health Commission, 2007; Yang, 2020a). If the suspected case had been exposed to the Huanan seafood market, they only needed to satisfy three of the four criteria above.

What became quite controversial is another booklet with a white cover printed by the Wuhan Health Commission. This ‘white booklet’ included all the documents in the ‘green booklet’ and an additional document that makes epidemiological exposure a necessary condition. That is, PUE
FIGURE 1  Case diagnostic process before 16 January 2020 (translated from a diagram in Xu (2020)).

cases not only needed to show the four clinical symptoms listed above but also had to have a direct epidemiological link to Huanan seafood market (Gao, 2020; Yang, 2020a). This is a critical mistake in hindsight: the additional requirement made it impossible to conclude that the coronavirus was also quickly circulating outside the Huanan seafood market. It remains unclear who edited the ‘white booklet’ or why the new inclusion criterion was added, but an anonymous investigator in the first CCDC expert group denied knowledge of the ‘white booklet’ and the additional document (Yang, 2020a). It is also reported that many doctors on the front line at the time believed that the epidemiological criterion was too strict (Xiao, 2020; Yang, 2020a).

A third reason is that the surveillance system designed by the CCDC to prevent another SARS-like epidemic (see Section 2.1) did not work as intended. According to the 2007 guidelines, once a pneumonia case satisfying the definition was found, hospitals were required to organize a consultation (by specialists in the hospital) within 12 hours. If no diagnosis could be reached, the hospital report it as a PUE case through the surveillance system. However, many doctors were unaware of this requirement or the surveillance system (Xin et al., 2020). Moreover, some hospitals never reported PUE cases because the patients did not satisfy the epidemiological exposure criterion discussed above (Wu, 2020). Only a few hospitals started to report their PUE cases through the surveillance system after 3 January. These direct reports were then visible to the municipal, provincial and national Health Commissions (Wei et al., 2020). However, the direct reports stopped around 10 January and only resumed in late January. According to media reports, officials at the Wuhan and Hubei Health Commissions asked the hospitals to be extremely cautious about reporting via the surveillance system (Yang, 2020b). From 4 January to 10 January, the requirement for reporting through the surveillance system went from ‘consultation within the hospital’ to ‘consultation with experts in the borough’, ‘centralized reporting by the city and province’, and finally ‘approval by the provincial Health Commission’ (Wei et al., 2020). So the surveillance system could not provide reliable evidence to infer the severity of the epidemic.
There also appears to have been a lack of statistical expertise and coordination in the first two expert groups. It is reported that the first investigation group (who went to Wuhan on 31 December 2019) included an expert from the CCDC specializing in pathogen identification and two doctors from hospitals in Beijing specializing in respiratory diseases (Li et al., 2020b). Although it is certainly important to determine the pathogen of the new disease and understand its clinical features, evaluating the infectiousness of the disease, another crucial question in early disease outbreaks, seemed to be beyond the group’s expertise. The second group of experts included both clinicians and epidemiologists. However, I could not find any media reports suggesting that the epidemiologists tried to gather additional evidence beyond what was officially provided by the local disease control, before concluding that the outbreak ‘can be prevented and contained’ on 10 January 2020 (Liao & Li, 2020).

Intriguingly, the conclusion that the outbreak could be contained first appeared in an interview with Dr. Wang Guangfa, who is a respiratory disease clinician (Liao & Li, 2020). In a later interview, Dr. Wang acknowledged that he was not an epidemiologist and the decision was made by the group together (Qin, 2020). He also mentioned that the epidemiologists from the CCDC could not make a conclusion because there were not enough data to quantify the basic reproductive number $R_0$ (there were only 41 officially confirmed cases with two family clusters). I think this shows a confusion or miscommunication about what ‘human-to-human transmissibility’ means. If it simply means that the disease has the ability to be passed from one human, which is the literal meaning of the phrase in Chinese (and in English), calculating the $R_0$ is unnecessary and all we need is just one or a few instances like the family cluster in Shenzhen. If it means that $R_0$ is larger than 1 so a large outbreak will likely happen without interventions, then, due to the lengthy process of case confirmation during that period (Figure 1), the investigation should be focused on the growth of suspected cases or excessive cases of fever and pneumonia. In any case, the public messages sent out by the investigators on 10 January (Liao & Li, 2020) and 11 January (Wuhan Health Commission, 2020b) seem too optimistic and indefensible.

Finally, there appears to be a lack of considerations of risk in the initial investigations, given that SARS already had the potential of becoming a pandemic. In particular, the timing of Wuhan’s COVID-19 outbreak was precocious: 10 January 2020 officially marks the beginning of the official travel season (chunyun in Chinese) for the Lunar New Year, which in 2020 falls on 25 January. Before Wuhan’s eventual lockdown on 23 January, five million people left Wuhan (typically to go back home or for tourism) (Li et al., 2020b). If the new disease was indeed more contagious than SARS, there would be an extremely high risk of spreading the virus across China and to the world. Eventually, this became the main reason behind the unprecedented lockdown of Wuhan on 23 January, just 2 days before the Spring Festival (Sun, 2020). However, I could not find any articles or interviews discussing risk assessment and management in the initial investigations.

3 HOW FAST WAS COVID-19 GROWING?

By late January 2020, it became abundantly clear that the novel coronavirus was infectious and a sizable number of people in Wuhan had already been infected. The next immediate question was: quantitatively speaking, how infectious was the novel coronavirus? How likely was it that the local outbreak would turn into a global pandemic?

Around the same time, I started to read COVID-19 studies and perform some statistical analyses. Prior to this, I had no experience with infectious disease modelling, but I knew a little bit about epidemiology from my research in causal inference. The first thing I noticed was that many
studies were trying to estimate the basic reproductive number, or $R_0$, of COVID-19. The $R_0$ number is usually defined as the average number of infectees per infected person in the beginning of the outbreak. One can define $R_0$ more precisely by using a mathematical model for infectious diseases. Something I realized much later is that this also means the precise definition of $R_0$ is model dependent.

As some examples, the 2003 SARS epidemic had an estimated $R_0$ of 2–4 (World Health Organization, 2003b). MERS has an $R_0$ below 1; seasonal strains of influenza usually have an $R_0$ below 2 (World Health Organization, 2017). This number is important because if we view the epidemic as a birth process with mean number of offspring equal to $R_0$, whether $R_0$ is larger than 1 critically decides the chance of a large outbreak. Moreover, the $R_0$ value also determines the threshold of ‘herd immunity’ in vaccine development. Besides $R_0$, another important metric for the infectiousness of a disease is the initial doubling time, which better captures the urgency of the matter.

In this section, I will first briefly review two initial studies on the infectiousness of COVID-19. Because of how early they were published in prestigious medical journals, they attracted massive attention and greatly influenced the initial responses to COVID-19 across the world. Surprisingly, a careful reanalysis of the mathematical models in these studies shows that they do not fit the data in those studies well. I will then discuss alternative ways to analyse early outbreak data and how early studies of COVID-19 understated their uncertainty about $R_0$.

When reading this section, the reader should keep in mind that, as we now know, there are a significant amount of asymptomatic COVID-19 infections and undetected cases. Under-ascertainment is an especially pronounced issue in the first weeks of the outbreak, and no statistical analysis can completely salvage poor data. Nonetheless, it is still important to apply the most appropriate methods to the available data and make correct interpretations of the results, which many initial COVID-19 studies failed to do.

### 3.1 Initial studies and mistakes

On 29 January 2020, researchers at the CCDC published the first epidemic incidence curve (by symptom onset date) of COVID-19 on the *New England Journal of Medicine* (Li et al., 2020a). This paper analysed the first 425 confirmed cases in Wuhan and estimated that the initial doubling time was 7.4 days (95% CI 4.2–14), the $R_0$ was 2.2 (95% CI 1.4–3.9). These were the first peer-reviewed quantitative estimates of the infectiousness of COVID-19.

In the article, the authors described their statistical analysis as follows:

We estimated the epidemic growth rate by analysing data on the cases with illness onset between 10 December and 4 January, because we expected the proportion of infections identified would increase soon after the formal announcement of the outbreak in Wuhan on 31 December. We fitted a transmission model (formulated with the use of renewal equations) with zoonotic infections to onset dates that were not linked to the Huanan Seafood Wholesale Market, and we used this model to derive the epidemic growth rate, the epidemic doubling time and the basic reproductive number ($R_0$).

However, the article provided no particulars about the transmission model and only stated that the model was fitted using MATLAB.
FIGURE 2 Initial epidemic curve (number of new symptom onsets per day) in Wuhan (Li et al., 2020a) and the fitted log-linear models. Poisson log-linear models were fitted using the incidences between 10 December and 4 January (dashed lines). The red curves correspond to an unrestricted fit; the blue curves correspond to the best fit assuming that the growth exponent correspond to a doubling time of 7.4 days. The left panel shows the new incidences with no exposure to the Huanan Seafood Market; the right panel shows the logarithm of the cumulative incidences.

Surprisingly, when fitting a simple Poisson log-linear model to the same epidemic incidence curve, I obtained a quite different estimate: the slope coefficient in the log-linear model, also known as the ‘growth exponent’ $r$, is estimated to be 0.187 (95% CI 0.135–0.245), which corresponds to a doubling time $\log(2)/r$ of 3.7 days (95% CI 2.8–5.1). Figure 2 shows that this simple log-linear model (red curve) provides a good fit with a residual deviance of 27.6 on 24 degrees of freedom, whereas the exponential growth curve corresponding to a doubling time of 7.4 days clearly does not fit the data. Beyond the lack of fit, the restriction to symptom onsets before 4 January was also questionable, as the observed incidences were higher than the predicted values from the log-linear model over the next few days.

If we model an epidemic outbreak as a birth process, the initial growth exponent $r$ can be related to the basic reproductive number $R_0$ via the identity $R_0 = 1/M(-r)$, where $M(\cdot)$ is the moment generating function of the generation time (time between the infections of successive cases in a chain of transmission) (Wallinga & Lipsitch, 2006). Estimating the distribution of the generation time is a difficult if not daunting task because the infection times and transmission chains are rarely observed. In practice, it is common to estimate the distribution of serial intervals (time between the symptom onsets of successive cases) using some known transmission chains/clusters and use it to approximate the generation time distribution, but this method is not free from statistical issues (Bacallado et al., 2020). In Li et al. (2020a), the authors fitted a Gamma distribution to the serial intervals for just six pairs of presumed infector–infectees: 5, 9, 7, 7, 3 and 7. They used the estimated serial interval of SARS (mean 8.4 days, standard deviation 3.8 days) as an informative prior and estimated that the serial interval distribution of COVID-19 had a mean
of 7.5 days and standard deviation of 3.4 days. No uncertainty quantification was given to these numbers, but they were widely used in subsequent studies.

By using this distribution and the formula for $R_0$, an initial doubling time of 7.4 days (95% CI 4.2–14) would correspond to a $R_0$ of 2.0 (95% CI 1.4–3.2), which is reasonably close to what the article reported. However, if we used the estimated growth exponent from our Poisson log-linear model, the corresponding $R_0$ would be 3.7 (95% CI 2.6–5.5). From a policy perspective, these numbers have very different interpretations given that the $R_0$ of SARS was estimated to be about 2–4.

Another influential study modelling the transmission of COVID-19 was published by the *Lancet* on 31 January 2020 (Wu et al., 2020). This study used 78 exported cases from Wuhan to areas outside mainland China to fit a susceptible-exposed-infectious-recovered (SEIR) model for the epidemic in Wuhan. To model case exportation, they used a non-homogeneous Poisson process with an estimated volume of outbound air travel from Wuhan. The basic reproductive number is a parameter in their SEIR model and was estimated to be 2.68 (95% CI 2.47–2.86); the initial doubling time was estimated to be 6.4 days (95% CI 5.8–7.1). A closer read of the article reveals that when fitting this model, the authors only used cases who first showed symptoms before or on 19 January 2020; this end date was chosen ‘to minimize the effect of lead time bias on case confirmation’. What the authors did not mention, however, is that this criterion left them with just 17 exported cases.

I fitted a simple Poisson log-linear model to the incidence curve of these 17 cases and the growth exponent was estimated to be 0.117 (95% CI 0.044–0.202), which corresponds to a doubling time of 5.9 days (95% CI 3.4–15.7). This corresponds to an $R_0$ of 2.58 (95% CI 1.44–4.96), if we follow the *Lancet* study and use the estimated serial interval of SARS (mean 8.4 days, standard deviation 3.8 days). The point estimates I obtained are reasonably close to the original numbers, but the original study seems to have massively understated the variability of the estimates.

An examination of the fitted and predicted values shows that this model substantially underestimates the number of exported cases in the few days after 19 January; see the blue curves in Figure 3. This shows that the under-ascertainment bias might not have been as large as the authors imagined. If the incidences between 20 January and 23 January are also used in model fitting, the initial doubling time would be estimated to be 3.9 days (95% CI 2.9–5.5) and the corresponding $R_0$ would be 4.16 (95% CI 2.77–6.60); see the red curves in Figure 3.

Finally, a key missing element in this analysis is Wuhan’s lockdown—virtually no civilians were allowed to leave Wuhan after 23 January 2020. This in fact has a nontrivial effect on the incidence curve. For example, consider two cases infected in Wuhan, one on 15 January and one on 22 January. It is much more likely for us to observe the first as an exported case than the second, because the second case had a much smaller chance of travelling outside Wuhan before the lockdown.

### 3.2 Beyond modelling epidemic curves

Next I will explain the basic ideas that are needed to correct the selection bias described in the last paragraph. The illustration below is based on an early study (Zhao et al., 2020a) that I was involved in. This study appeared on medRxiv in early February 2020 and was one of the first to
suggest that the initial studies substantially underestimated the epidemic growth. Unfortunately, this study is never published.

After Wuhan’s lockdown, I started to collect data about the exported cases and immediately noticed that some countries and regions published detailed information about the confirmed cases. As an example, below is an excerpt of the Hong Kong government’s press release on 24 January 2020 (translated from Chinese in Zhao et al. (2021)):

The other two cases are a married couple of residents of Wuhan, a 62-year-old female and a 63-year-old male, with good prior health conditions. Based on information provided by the patients, they took a high-speed train departing from Wuhan at 2:20 pm, 22 January, and arrived at the West Kowloon station around 8 pm. The female patient had a fever since yesterday with no respiratory symptoms. The male patient started to cough yesterday and had a fever today. They went to the emergency department at the Prince of Wales Hospital yesterday and were admitted to the hospital for treatment in isolation. Currently their health conditions are stable. Respiratory samples of the two patients were tested positive for the novel coronavirus.

The case description clearly contains richer information than the aggregated epidemic curves, although it might not be immediately clear how such information can be useful. In Zhao et al. (2020a, 2021) we identified three key events in the trajectory of each case:

1. The beginning of stay in Wuhan, $B$ (the beginning of exposure to the disease);
2. The end of stay in Wuhan, $E$ (the end of exposure to the disease);
3. The onset of symptoms, $S$. 
These events can help in inferring the latent time of infection, $T$. To understand the relationship between these events, we may model the data using marked point processes (see Figure 4 for two examples). Intuitively, we can use the case description to fill two timelines: a pathophysiological timeline that records the disease progression and recovery (blue in Figure 4), and an epidemiological timeline that records events related to disease transmission (red in Figure 4). Infection is both a pathophysiological and an epidemiology event.

For an exported case, the key event times satisfy the obvious constraint $B \leq T \leq E$. Moreover, $S - T \geq 0$ is the incubation period. Since $S$ is related to the pathophysiological process and $B$, $E$ are related to the epidemiological process, it may be reasonable to assume that $S$ is conditionally independent of $B, E$ given $T$ (see Zhao et al. (2021) for more discussion on this assumption). This means that if the distribution of the incubation period is known, we can impute the latent infection time $T$ from the symptom onset $S$ by simulating $S - T$ from the incubation period distribution and rejecting the samples that do not satisfy $B \leq T = S - (S - T) \leq E$. We can then fit an appropriate growth model to the imputed $T$. This is the first basic idea in Zhao et al. (2020a).

Another key observation in Zhao et al. (2020a) is that, because of the travel quarantine of Wuhan, those potential travellers who were infected earlier would have a higher chance of being observed as exported cases. Therefore, instead of using a simple exponential growth model for the density of $T$

$$f_T(t) \propto e^{rt},$$  \hspace{1cm} (1)
Figure 5 Fitting growth models to the imputed infection time. Data points correspond to the average imputed infection on each day after the transformations specified in the axis label. The left panel fits a simple exponential growth model to the imputed $T$; The right panel fits the model (2) that is corrected for the observation bias. [Colour figure can be viewed at wileyonlinelibrary.com]

A better model is

$$f_T(t) \propto e^{rt} \cdot \max(L - t, 0),$$

(2)

where $L$ is the time of travel quarantine (Zhao et al., 2020a). This model assumes that the probability of observing an exported case infected at time $t$ is decreasing linearly in $t$ until the lockdown; intuitively, this is reasonable if the international travels from Wuhan were stable.

Figure 5 shows a replication of the analysis in Zhao et al. (2020a) with 46 Wuhan-exported international cases collected in Zhao et al. (2021); the results are slightly different from the original study because the reanalysis used a slightly different definition of exported cases. The left panel fits the exponential growth model (1) to the expected infection counts (obtained from the imputation algorithm described above) between 1 January and 20 January. For the incubation period, I used a log-normal distribution with mean 5.2 and standard deviation 4.9, which is the initial estimate in Li et al. (2020a) and the choice in Zhao et al. (2020a). The estimated growth exponent $r$ is 0.149, which corresponds to a doubling time of 4.6 days. However, this clearly overestimates the number of infections from 20 January to 23 January as shown in the figure. The right panel of Figure 5 fits the bias-corrected model (2) by including an offset. The new estimate of the growth exponent $r$ is 0.260, which corresponds to a doubling time of 2.7 days.

Determining the sampling error of estimates is not trivial. To simplify this replication analysis, I did not use the Bayesian method described in the original analysis (Zhao et al., 2020a). Instead, I fitted quasi-Poisson models corresponding to (2) to 10,000 realizations of the transmission times and found that the 2.5% and 97.5% sample quantiles are 0.194 and 0.339. This is not a confidence or credible interval but gives us a sense of the variability of $r$. 

---

**Figure 5** Fitting growth models to the imputed infection time. Data points correspond to the average imputed infection on each day after the transformations specified in the axis label. The left panel fits a simple exponential growth model to the imputed $T$; The right panel fits the model (2) that is corrected for the observation bias. [Colour figure can be viewed at wileyonlinelibrary.com]
A weakness of this approach is that the incubation period needs to be known. The better method is to jointly estimate the epidemic growth and the incubation period distribution using Wuhan-exported cases. See Zhao et al. (2021) for more detail, including a theoretical justification of model (2).

### 3.3 Large uncertainty about $R_0$

Table 2 collects some early estimates of the initial growth exponent $r$ and basic reproductive number $R_0$ of COVID-19 as well as the results of the replication analyses above. There is a significant discrepancy between these estimates and some are likely mistaken (Section 3.1). It is worth noting that the two studies that reported the highest $R_0$ (Sanche et al., 2020) analysed individual cases, while all the other studies used aggregated incidences.

Most of the epidemiological analyses of COVID-19 estimated the basic reproductive number $R_0$ instead of the growth exponent $r$. This is because $R_0$ can be expressed in terms of the parameters in standard compartmental epidemic models and is more relevant in forecasting the epidemic with various kinds of interventions. But from a statistical perspective, it is much easier to estimate $r$. Moreover, an initial doubling time of 2–3 days, which is what most countries in Europe and elsewhere experienced when the pandemic first hit (Pellis et al., 2021; Zhao, 2021) also highlights the urgency of the matter.

To determine $R_0$, one needs to estimate not only $r$ but also the distribution of the generation time. As mentioned above, the $R_0$ and $r$ can be linked through the formula $R = 1/M(-r)$, where $M(\cdot)$ is the moment generating function of the generation time. In practice, it is common to approximate the distribution of generation time by the distribution of serial interval, but this approximation is not very accurate for COVID-19. As an example, the generation time is always positive by definition, but the serial interval can be negative if the infector is asymptomatic. The early estimates of COVID-19’s serial interval are also very imprecise due to small sample sizes (the CCDC paper (Li et al., 2020a) only used six pairs of infector–infectees) and methodological issues (Bacallado et al., 2020).

It may come as a surprise to statisticians that all the early estimates of the $R_0$ of COVID-19 in Table 2 did not take into account the uncertainty about the generation time distribution. In fact, had that been considered, many confidence intervals would have become too wide to be useful. To illustrate this, consider the estimated generation time in Kremer et al. (2020) based on 91 cases in Singapore in February 2020. In this study, the generation time is modelled by the Gamma distribution and so can be parameterized by its mean and standard deviation. The left panel of Figure 6 shows 100 samples from the posterior distribution of the generation time and the density contours. This plot shows the following generation time distributions are not anomalous in the posterior: mean = 4 days, standard deviation = 2 days; mean = 6 days, standard deviation = 4 days. However, they can lead to very different estimates of $R_0$, as shown in the right panel of Figure 6. In particular, by using the formula $R = 1/M(-r)$, a doubling time of 2.5 days corresponds to a $R_0 = 2.7$ under the first generation time distribution, and a $R_0 = 4.9$ under the second generation time distribution. These $R_0$ values have drastically different implications for policy decisions, not to mention that this illustration has not taken into account the uncertainty in $r$ yet.

In conclusion, these initial analyses of COVID-19 not only underestimated its $R_0$ but also underestimated the uncertainty about $R_0$. They had a far reaching impact on the early global responses to the developing pandemic.
| First author                  | Published/first posted (in 2020) | Data collected (in 2020) | Sample                                           | Doubling time $\log(2)/r$ | Reproductive number $R_0$ |
|------------------------------|----------------------------------|--------------------------|--------------------------------------------------|--------------------------|--------------------------|
| Imai et al. (2020a)          | 25 January                       | 22 January               | 7 international exported cases                    | 2.6 (1.5–3.5)            |                          |
| Read et al. (2021)           | 28 January                       | 22 January               | Case counts                                      | 3.1 (2.4–4.1)            |                          |
| Li et al. (2020a)            | 29 January                       | 22 January               | 425 cases in Wuhan                               | 7.4 (4.2–14)             | 2.2 (1.4–3.9)            |
| Replication of Li et al. (2020a) |                        |                           |                                                  | 3.7 (2.8–5.1)            | 3.7 (2.6–5.5)            |
| Zhao et al. (2020b)          | 30 January                       | 24 January               | Case counts                                      | Varies with reporting rate: 2.2 (2.0–2.6) to 3.6 (2.9–4.4) |                          |
| Wu et al. (2020)             | 31 January                       | 25 January               | 78 international exported cases                   | 6.4 (5.8–7.1)            | 2.7 (2.6–2.9)            |
| Replication of Wu et al. (2020) |                        |                           | Only 17 cases meet the selection criterion       | 5.9 (3.4–15.7)           | 2.6 (1.4–5.0)            |
| Zhao et al. (2020a)          | 9 February                       | 5 February               | 46 international exported cases                   | 2.9 (2.0–4.1)            | 5.7 (3.4–9.2)            |
| Replication of Zhao et al. (2020a) |                        |                           |                                                  | 2.7 (2.0–3.6)            |                          |
| Yang et al. (2020) (later withdrawn) | 11 February       | 26 January               | 4021 cases in China                              | 3.8 (3.5–4.1)            |                          |
| Sanche et al. (2020)         | 11 February                      | End of January           | 140 initial confirmed cases in other Chinese provinces | Method 1: 2.4 (1.9–3.3); Method 2: 2.3 (2.0–2.6) | Method 1: 6.3 (3.3–11.3); Method 2: 6.6 (4.0–10.5) |
FIGURE 6  Estimated generation time and the implied basic reproductive number. The left panel shows 100 samples from the posterior distribution of the mean and standard deviation of the generation time in a replication analysis of Kremer et al. (2020). The right panel shows the implied $R_0$ for different values of $r$ and two generation time distributions.

4  DISCUSSION AND LESSONS LEARNED

This article has reviewed some of the most consequential outbreak analyses before COVID-19 turned into one of the worst pandemics in modern history. Reliable data on COVID-19 were scarce, so the initial analyses are understandably imperfect. Nonetheless, had the investigators and decision makers been better prepared, some of the mistakes could have been easily avoided.

In some instances, it is even possible to use common sense to see that the conclusions are likely erroneous. For example, as mentioned above the first CCDC article (Li et al., 2020a) estimated that the initial doubling time of COVID-19 in Wuhan was 7.4 days. This means that, if community transmission started in mid to late December 2019, as their data indicate, the epidemic would have gone through only six doubling cycles by the time that article was published (29 January 2020). Consequently, there should have been at most a few hundred cases (as $2^6 = 64$) in Wuhan by late January. However, the number of confirmed cases in Wuhan was already 1905 on 29 January, not to mention that several times more patients with the same clinical features were waiting to be tested. This kind of inconsistency creates confusion in an emerging crisis and can erode the public trust in science and policy.

For statisticians and anyone who engages in data-driven research, I think there are several lessons that can be learned from these mistakes.

Lesson 1: Small data analysis is crucial but not easy

In an emerging disease outbreak, decisions are inevitably made based on limited data. Inference for small samples is a hallmark of statistics and is routinely taught in introductory statistics
classes. However, small data analysis is not easy, as exemplified by the initial investigations of COVID-19. The common mistake in many of those investigations is that a general statistical method is applied to new datasets (small or big) without checking if the method is appropriate.

This lesson is of course not new, but its importance in all areas requiring quantitative analysis cannot be understated. In the era of data explosion, many new questions will be asked and will become possible to answer. It will be tempting to apply ‘standard’ statistical methods to answer these questions, but we must keep in mind that the new data may be collected in non-conventional ways and standard statistical models may be inappropriate.

### Lesson 2: Practitioners are still unfamiliar with basic statistical concepts

Another rather discouraging lesson for statisticians is that many applied researchers and the public are still unfamiliar with some of the most basic principles in statistics. Almost no initial COVID-19 studies listed in Table 2 performed any model checking or published their code for reproducibility. Many studies and forecasting models relied on results from other studies, but they rarely considered uncertainty in the prior estimates. Almost all media coverage on the COVID-19 studies only reported point estimates and did not mention any form of uncertainty quantification. Finally, there were almost no serious considerations of selection bias in the initial COVID-19 studies.

### Lesson 3: Better research appraisal is in urgent need

COVID-19 has presented a serious challenge to scientific journals and there were some encouraging moves. For example, many notable publishers, journals and institutions signed a statement on 31 January 2020 to make all publications related to COVID-19 immediately open access (Wellcome Trust, 2020). However, journals were quickly overwhelmed with submissions related to COVID-19 and the peer reviews were very unreliable. The high volume of research publications on COVID-19, often showing inconsistent results, further caused confusion. In the end, extra effort is often needed to appraise and synthesize the research studies.

Statisticians can contribute to improving this process in several ways. First, statisticians need to engage in applied research more actively and disseminate the basic statistical principles. Second, statisticians can take a bigger role in peer reviews and post-publication discussion of scientific studies. Many academic journals allow the manuscript type of ‘letter to the editor’ to discuss published articles and some journals also allow and moderate online comments. However, they are rarely used by or even known to statisticians. Finally, better methods for research synthesis are needed to take data quality and selection bias into account.

### Lesson 4: Right data are often more important than right analysis

I would like to close this retrospect by going back further into history. In statistics education, it is common to assume that high-quality data are already available and are just ‘waiting to be analysed’. But this is rarely the case in practice. The modern discipline of epidemiology is often traced
back to John Snow’s inspiring investigation of the London cholera epidemic in 1854. He refuted the then popular miasma theory and identified that the source of the outbreak was a public water pump on Broad Street in London. From a statistical perspective, Snow’s most innovative idea was to focus on death rates in districts served by two water companies that drew water from different stretches of the Thames River. The huge difference in death rates due to cholera provided the convincing evidence that germ-contaminated water was the cause of the epidemic (Winkelstein, 1995). By any standard, this is a remarkable achievement because Snow, unlike us, had no access to all the tools offered by modern microbiology and statistics.

Interestingly, a group of modern researchers recovered historical archives in Ferrara, Italy, which also suffered from another cholera epidemic in 1855 (Scapolì et al., 2002). They analysed the data in these archives using modern statistical methods and found that ‘the better kept houses in the better parts of the town had less cholera morbidity and especially mortality’, supporting a miasma theory. As pointed out by a discussant of the paper, this is not entirely surprising: the Ferrara data were recorded under the misguided miasmas theory and can never reveal the superiority of the competing germ theory as in Snow’s analysis Vandenbroucke (2002).

The same thing can be said about COVID-19. In the initial investigations of human-to-human transmissibility, the main obstacle is a lengthy process of reporting and testing suspected cases (Section 2.2). Although a due process with convincing proofs is certainly needed to confirm transmissibility, more stringent public health interventions could have been imposed sooner if the right data were collected, as argued in Section 2.3. This teaches us another lesson in the era of data: statisticians should not be complacent with being the best analysts of ‘big data’; instead, we need to step up and play a bigger role in study design and data collection.

AFTERWORD
The above article was initially written in December 2020. Back then, the United Kingdom, where I live, was heading to a third national lockdown. This article was then revised in June 2021 and prospects of the pandemic became a lot less grim due to successful vaccines. But unfortunately, the origins of COVID-19 continue to be politicized. When writing the article, it was difficult for me to not imagine a counterfactual scenario in which Wuhan was locked down a week earlier, even though I think the factual lockdown was already an incredibly resolute decision. Could COVID-19 be contained before turning into a pandemic? Could it buy more time for producing personal protective equipment and vaccine development? There are many more hypothetical questions one could ask, but the answers will never be known. Eventually, I reconciled myself through the history of infectious diseases and the lens of evolutionary biology. New kinds of viruses will eventually appear and circulate, and humanity will face greater challenges and need greater solidarity. What is important is not to find fault with others, but to learn from each others’ failures.
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Having read these papers by such distinguished colleagues I believe the strength of this work is in the complement, what we can learn from the combination pulled together.

A key benefit of the proposal by Jiang et al. is to provide an intuitive prediction of the near future which could have a phenomenal impact on decision-making. There is considerable detail on the methodology and I recognise the difficulties of calculating changing growth rates and note this is further complicated as contextual factors continually change. Here, I would like to focus on the underlying assumptions of the data and any potential limitations this may have to influence decisions.

We do know a sizeable proportion of Covid-19 cases are asymptomatic, that is those who test positive who do not exhibit any symptoms or who do not necessarily report the presence of any symptoms. The inclusion of these cases would be critical to being able to more accurately predict the short term trends. I look forward to seeing an update of these results with more recent data reflecting later stages in the pandemic and the behaviours of the different variants.

Again, I am keen to understand the underlying data assumptions in Nason et al. A key tenet is the movement between countries and two options are proposed: nearest neighbour and equal connectivity. Going forward it will be interesting to understand the impact of the closed air and/or land borders during the pandemic on these options, and I look forward to seeing how this influences the results.

Taking this work forward a useful option will be the ability to provide more detailed regional information within a country where differences in non-pharmaceutical interventions may not be so different as across countries, and potentially have less of an impact on the findings.

I note this paper highlights that including additional exogenous information improves the forecasting of PMI. I applaud using innovative approaches such as including death rates when evidencing economic indicators. Going forward refining these to include age-related indicators and asymptomatic cases, as above, will be interesting to review.

Zhao provides a useful summary of the context for all this research. It struck me in some areas this paper is necessarily emotive and we do well to read this in that light. The empathy that is apparent within this paper is, I suspect, a key driver for so many involved in Covid-19 analysis to...
add the value (analytical or otherwise) in these difficult times. Being able to convey this emotion in a statistical paper is impressive.

An interesting point is made of the Chinese Centre for Disease Control already knowing the causative pathogen was likely a coronavirus. Reflecting on this I questioned how often we have the findings within the data but struggle to determine signal from noise.

As already mentioned it is great this paper brings out the importance of understanding the asymptomatic cases and the impact they can have on the ability to calculate various metrics.

The point on the uncertainty of the estimates is well made and how much value can be gained from the estimation. New knowledge suggests these were underestimated. Understanding how to message findings with uncertainty is always a challenge and one we keep learning about it. Lessons can be learned for the future and Zhao shares his thoughts on how statisticians can better contribute to these important events.

I think there are some overarching themes from these very different papers, all considering different aspects of the pandemic. My takeaway points are:

1. We know as statisticians it is incumbent upon us to behave with integrity at all times. Being transparent with findings and underlying methods allows us and others to continually learn and improve. The publication of these papers is testament to this.

2. During times the pandemic, and in other times of crisis, innovation is more important than ever. Continually reviewing methods and considering new ways of working, whether that be to tweak existing approaches or doing something more imaginative, are all crucial activities. Sharing these new things with confidence and humility will simultaneously generate useful advice and stimulate others.

3. We need to be there. We are better statisticians if we are there ‘in the moment’. Not only thinking explicitly about small data (being able to distinguish noise against signal using accurate data), and communicating effectively about findings and methods. But most importantly, by being there we can be involved in the design of future analyses and we will have a fundamentally better understanding of the complex context within which we conduct our work.

To summarise I have found these papers inspiring. Collectively they demonstrate how viewing life through different lenses brings together innovation. I am grateful for this opportunity to share my admiration to all those involved by proposing a sincere vote of thanks.
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Two of this evening’s papers are retrospective: modelling COVID-19 infection trajectories using a piecewise linear quantile trend model and the first weeks of COVID-19 in China – small data, big time. The third is economic. Intriguingly, in forecasting Purchasing Managers’ Indices (scored 0–100), Nason and Wei introduce COVID-19 mitigation stringency indices and monthly COVID-19 death-rates per million of population as time-series of exogenous variables in their Generalised Network Autoregressive model.

All three papers concern on how pandemic-related events evolve over time but, in infectious disease epidemics, the event-time which matters is occurrence-date. Prior to both Delta-variant and immunization, one-third of SARS-CoV-2 infections were never symptomatic. Since symptom-onset-date is not generally applicable, focus falls on swab-date.

Next steps after the swab is taken are: receipt by diagnostic laboratory, laboratory-analysis, swab-result reported-back to citizen, swab-positive-results reported-in centrally, daily count of newly-diagnosed SARS-CoV-2 infections reported to the media; additionally, report-date to the World Health Organization (WHO).

However, WHO-date, media-date and swab-date for new SARS-CoV-2 infections are seldom the same. When analysing COVID-19 infection trajectories internationally, the epidemiological-date that matters is swab-date: neither media-date nor WHO-report-date.

The piecewise linear quantile trend model by Jiang et al. can, of course, be implemented on a diversity of event-scales. But the scale closest to when the pandemic takes citizens out-of-circulation is swab-date. Others are confounded by a series of delays: country-specific, time-varying or both.

No 10 press conferences during the first wave of COVID-mention deaths in England and Wales displayed a date-scale on which COVID-mention hospitalised deaths evolved. Statisticians, but neither the media nor the general public, immediately knew that report-date, not death-date, was the undisclosed date-scale. Why? Because the tell-tale dropping-off of reports for the most recent few days was not in evidence!

In late March 2020, the Department of Health and Social Care (DHSC) began to release publicly the death-dates for each day’s daily-reported COVID-mention deaths in hospitals in England. Hence, Bent Nielsen and I were able to estimate the reporting-delay distribution and put into
the public domain (via Science Media Centre) our nowcasting of hospitalised COVID-deaths in English regions and by age-group, see http://users.ox.ac.uk/~nuff0078/Covid/index.htm. Fellow scientists were grateful. Modellers’ more sophisticated work, which informed SAGE, was not then routinely in the public domain but now is, for example: https://www.mrc-bsu.cam.ac.uk/nowcasting/nowcasting-and-forecasting-7th-september-2021/.

Progress in RSS’s campaign to end the late registration of deaths in England, Wales and Northern Ireland has included: correct labelling of table-legends and time-axes by the Office for National Statistics (ONS) and provision by NHS Digital of registration-date as well as death-date when cohorts are flagged for mortality. As National Statistician, Sir Ian Diamond resolved to sort the issue but the pandemic supervened. Importantly, ONS reports COVID-mention deaths by occurrence-date, as well as by registration-date. For example, England’s first COVID-mention death occurred on 30 January 2020 but was not registered as such until September 2020 after this 84-year-old gentleman’s family, who suspected COVID-19, asked for his autopsy to be reviewed.

Jiang et al. do not model the ‘COVID-19 infection trajectory’ – rather the trajectory of report-dates for newly diagnosed SARS-CoV-2 cases. Report-dates are confounded by reporting-delays which vary internationally, suffer weekend and vacation perturbations, which contribute to heteroscedasticity.

The authors’ historical piecewise linear quantile trend model is useful in segmenting time-series into periods with relatively stable behaviour. But, inevitably, forecasts are generated from observations in the last segment where, in practice, variance may itself change: for example, due to variant-pressure on laboratories. Neatly, the authors propose 80% confidence intervals based on their forecasting ahead for the 10th, median and 90th quantiles.

There is much to like in Nason and Wei’s quantification of national economic response to the stringency of COVID-19 mitigations (highly influential) and death-rates per 1 million of population (less so) via Purchasing Managers’ Indices (PMIs) using Generalised Network Auto-Regressive models with exogenous variables (themselves time-series). Specifically, parsimony (order of $N$ not $N^2$), dynamic networks (weighted by exports between countries), missingness managed (nearest neighbours with data ‘represent’ those without data), global versus local alpha (global better), experimentation enabled (e.g. fully connected trade network vs. nearest neighbour(s), say: country to which UK exports most).

But I am supposed to be critical. Hence, the public’s and Purchasing Managers’ response to stringency measures (e.g. lockdown) may be different second or third time around versus during the analysed first wave; available covariates are not necessarily the best – I note with interest that stringency measures, an early intervention, are more explanatory than registration-delayed mortality series. Vaccination or variant can disrupt the age-related patterns of progression from SARS-CoV-2 infection to death that applied during the first wave. Age-structure in network-countries matters: thus, COVID-mention deaths per million of population has different meaning in United Kingdom (ageing population) versus India or Africa. A week is a long time in politics: a month of fatalities is a very long time in this pandemic. Finally, PMIs were computed by aggregating the views of senior purchasing executives from around 400 companies: 400 in total or per network country; response-rate; how were executive selected and refreshed; and concordance between PMI-scores from trading-neighbours?

Finally, reporting delays in Hubei feature also in Zhao’s account of ‘Small Data, Big Time’. This paper was completed before infectious diseases physician, Sir Jeremy Farrar, published his inside story, SPIKE, The virus vs the People – in which he recounts how international scientists collaborated, and supported each other in the face of potential sanctions, in ‘outing’ quickly not only the sequence for SARS-CoV-2 which enabled polymerase chain reaction diagnostic tests to
be immediately developed but also critical early information about asymptomatic transmission of the virus.

Media – whether printed or social – can either be sampled representatively (with difficulty) or included selectively for illustrative purposes. I think that Zhao has chosen the latter but greater clarity on this aspect would be welcome.

My second remark relates back to SPIKE: early appreciation of a new infectious disease requires a diversity of experts: infectious disease clinicians, virologists, immunologists, veterinarians (if zoonosis is suspected), parasitologists in addition to infectious disease modellers and biostatistical expertise. Statisticians do not work alone. If we do, we miss out on anticipatory insights that other basic sciences bring to the table well before data emerge; and they miss out on what the theory of infectious diseases portends. Experts matter … for their anticipation.

President, ladies and gentlemen, we have enjoyed a fascinating trio of read papers. I congratulate all tonight’s co-authors and have great pleasure in seconding the vote of thanks.

The vote of thanks was passed by acclamation.
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I congratulate the authors for devising a novel segmentation algorithm that has enabled them to present a piecewise linear quantile trend model to analyse the trajectory of the COVID-19 daily new cases, which is resistant to outliers, exhibits heteroscedasticity, and effectively captures both point and interval forecasts. To broaden our understanding of the COVID-19 data and the piecewise linear quantile modelling, I would like to highlight some potential developments.

My main query concerns applicability in terms of COVID-19 data. In spite of the fact that quantile regression can be utilized to capture heteroscedasticity, in reality, individuals may
be more concerned with the predicted mean value for COVID-19 data. The problem, however, is that the accuracy of prediction is largely dependent on the reliability of data, and among the scientific community, it is generally believed that the current official COVID-19 data are often noisy with outliers, biased, skewed and/or truncated (Linton et al., 2020). When using quantile regression to capture trends, efficiency may be sacrificed in order to achieve robustness. Due to this, among several potential developments, of particular interest is the extension to a robust mean regression context with the proposed piecewise linear quantile trend model to improve the estimation efficiency of its local least squares counterpart. For instance, one could follow Kai et al. (2010) to propose a composite piecewise linear quantile trend model when the error distribution is non-normal. The core principle is to take the average over all quantiles, that is, \( \hat{\beta}_0 = \frac{1}{M} \sum_{m=1}^{M} \hat{\beta}_0(\tau_m) \). This kind of estimator is not only robust to aberrant observations, but can even be employed when the conditional variance is infinite.

Alternatively, the model can be extended to the mode-based or modal regression content (Ullah et al., 2022). It is well known that with symmetric data, the mode is identical to the mean. One can utilize mode to capture the mean estimate, which is highly resistant to extreme values or heavy-tailed distributions. Furthermore, the mode can be used for prediction and provides shorter prediction intervals compared to the mean or median. Ohta et al. (2019) suggested a new quantile regression-based conditional modal estimator. The procedure relies on the fundamental mechanism that the derivative of the conditional quantile function with respect to the quantile index is the reciprocal of the conditional density evaluated at the conditional quantile function. The conditional mode is then obtained by minimising the derivative of the conditional quantile function. It can be mathematically expressed by

\[
\tau_x = \arg \min_{r \in (0,1)} s_q(x) = Q_x^{(1)}(\tau) = \frac{\partial Q_x(\tau)}{\partial \tau} = \frac{1}{f(Q_x(\tau)|x)},
\]

where \( \tau \in (0,1) \) and \( Q_x(\tau) \) represents the conditional \( \tau \)-quantile of \( Y \) given \( X \). Along these lines, the proposed piecewise linear quantile trend model may be readily extended to the corresponding
mode-based or modal regression (Figure 1). The estimate technique for the unknown number $m_0$ and location $q$ of the change-points in the model should be followed straightforwardly.
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The authors Jiang et al. (2021) are to be congratulated on an important contribution, which is the multiple change point detection in the piecewise linear quantile trend model. There is an extension of the proposed model in (1) to the nonlinear quantile trend model like

\[ Q_t(y_t) = f\left(\frac{t}{n}; \beta_1, \ldots, \beta_q\right), \]

where $f$ is a non-linear function of $t/n$ with parameters $\beta_1, \ldots, \beta_q$.

There are two reasons for estimating the change points in the COVID-19 trajectory using a non-linear model. Firstly, starting from 11 March 2020, when the WHO declared the outbreak...
a pandemic, many countries have experienced multiple infection waves in an extended period. Nowadays, despite the increasing vaccination coverage, uncertainties like the spread of the delta variant are driving new waves worldwide, making the spread of COVID-19 an ongoing crisis. Chakraborty and Ghosh (2020) apply the ARIMA model and Wavelet-based model to explore the nonlinear characteristic of COVID-19 cases.

Secondly, the non-linear exponential growth model has shown numerous applications in the modelling of cumulative cases. For example, a recently proposed model by Shi et al. (2021), called clustering-segmented autoregressive sigmoid (CSARS), used change points to describe the COVID-19 trajectory as multiple S-shaped curves.

Then, a natural question comes: can we extend the GOALS algorithm to fit a more general nonlinear case? Our answer is yes. We can replace the original two-dimensional quantile estimator of parameters with the $q$-dimensional one.

The following contributions were received in writing before the meeting.
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DISCUSSION

In the second paper by Nason and Wei (2021), I appreciate the use of network information in the forecasting models. I also like that the authors used out-of-sample forecasting wherever applicable. I have two questions:

1. What are the advantages and disadvantages of the fully connected trade network versus the nearest neighbour trade network?
2. When incorporating the network information, do we distinguish between leading indicators and lagging indicators?

The third paper by Zhao (2020) brings an interesting perspective regarding COVID-19 from a statistician. I would take this with a grain of salt because the article was written in retrospective, and I am also concerned about potential regulations from the Chinese government. Nevertheless, it is always better to be prepared for the pandemic. But we also need to be cautious in extreme measures because they may cause unnecessary economic loss.

I totally agree with the second lesson in Zhao (2020): “Practitioners are still unfamiliar with basic statistical concepts.” Dr. Anthony Fauci mentioned statistical significance in his testimony to the US government in July 20201. It is appropriate to report experiment results,

1https://www.pbs.org/newshour/health/read-fauci-redfield-and-giroirs-full-witness-testimony-as-submitted-to-the-senate
but over- emphasising \( p < 0.05 \) is not a good idea. Ronald Wasserstein and Nicole Lazar have
given multiple talks on moving to a world beyond \( p < 0.05 \) (Wasserstein et al., 2019). The ASA
(American Statistical Association) also published an official statement on the context of the
\( p \)-values (Wasserstein & Lazar, 2016). There is still a long way to go in educating the practitioners
on statistical communication.

Last but not least, I really like the conclusion in Zhao (2020): ‘What is important is not to find
fault with others, but to learn from each others’ failures’. I hope we can all learn from the mistakes
in fighting against the epidemic, so the same disaster would not repeat in the future.
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Nason and Wei: The authors introduce a new GNAR model to quantify the economic
response to COVID-19 mitigation strategies and economic indicators and to model and
forecast the Purchasing Managers’ Indices (PMIs) of 11 countries. Here \( N \) represents net-
work, and adding ‘network’ to vector autoregressive VAR models was introduced by Nason
and Marina Knight, Kathryn Leeming and Mathew Nunes together with their GNAR
package. Motivated by applications to social networks, Hansheng Wang and Xuening Zhu (PKU) and their collaborators independently introduced their network vector autoregression (NVAR) in 2017. Nason and Wei compare in their supplementary material GNAR and NVAR models. They also extend GNAR to GNARX models, where $X$ indicates a time-dependent exogenous node-specific regressor, defined in their section 2 and illustrated with PMIs data in sections 3.3 and 4. The paper provides a comprehensive development of GNAR and GNARX model that we find to be very useful for other spatiotemporal projects at Stanford’s climate and environmental institutes in which we are engaged.

Qingyuan Zhao: The author, whose hometown was Wuhan, received his BSc in Mathematics from University of Science and Technology of China in 2011 and PhD in Statistics in 2016 from Stanford University. Sections 2 and 3.1 of this paper provide excellent reviews of the ‘key events and evidence’ in the period up to 31 January 2020, including SARS-CoV in 2002-3 and MERS-CoV in 2012; Figures 1–3 are especially noteworthy. In the afterword, he mentioned the difficulty of tracing back the origins of COVID-19, but the prospects of the pandemic has become ‘a lot less grim due to the successful vaccines’. This is consistent with our research at Stanford’s Center for Innovation in Global Health—developing treatments and response policies in different parts of the world, which is much more important and feasible than tracing the origins of COVID-19.

Jiang, Zhao and Shao: The authors propose a piecewise linear quantile trend model to analyse ‘the trajectory of COVID-19 daily new cases (i.e., the infection curve)’. Let $R_t$ denote the daily new cases at times $t$ and $Y_t = \log(1 + R_t)$, they assume that $Q_t(Y_t) = \beta_{0t}(\tau) + \beta_{1t}(\tau) t/n$, $t = 1, \ldots, n$, where $n$ is the sample size. Although the assumption of piecewise linear trend for a pre-selected set of quantile levels seems overly restrictive, the data shown in Figure 1 show that the model fits the data quite well due to the $(R_t, Y_t)$ transformation. Note that exogenous information, such as availability of vaccines mentioned by Qingyuan Zhao, is not used to improve efficiency of the estimate/forecast of daily infection curves.
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Zhao’s paper (Zhao, 2021) highlights the importance of statistical thinking in the early murk of an emerging outbreak, when uncertainty abounds not just on quantitative measures of spread, but even on the mechanisms of transmission. Not stressed in the paper, but equally important, are uncertainties on the prevalence and role of a-, pre- and pauci-symptomatic transmission, of the role of children, and the severity profile of the emergent disease. In retrospect, would better decisions have been made in the early weeks of 2020 had better data been available? As Zhao demonstrates, even ‘small’ data can be invaluable if their provenance—how were they identified, what are the inclusion criteria, at what time were the data curated—can be documented and richer information be captured—such as the travel history of the Wuhan couple in Hong Kong he reports. Collectively, we should in the aftermath of the pandemic advocate a standard codification of such case data to permit better analyses such as Zhao’s (Zhao et al., 2021).

Beyond better evidence on the transmissibility and severity of the new disease, it strikes us that details of what policies are being implemented in different polities can and must be better shared so that the best decisions could be made. This is especially so for countries those are successful in mitigating the pandemic. We have been aghast at the failure of Western governments to learn from the numerous success stories in East and Southeast Asia (Legido-Quigley et al., 2020) in the early months of the pandemic—failure to control borders, failure to isolate all cases in a hospital (Dickens et al., 2020) or fangcang hospital (Fang et al., 2020), failure to establish effective contact tracing (Lewis, 2020). Most of all, failure to treat SARS-CoV-2 as a serious virus. The Oxford policy database (Hale et al., 2021) is an important step in this direction but missed the critical early period of the pandemic when its impact would have been greatest.

While better data ought to facilitate better analyses, we have to accept that—in the early days of a potential pandemic—a perfect analysis, in a month, is the enemy of a good analysis, in a day. Policy making cannot wait for a fully appropriate method to be developed, and in the post-pandemic era, our community should actively engage in developing statistical methods that can rapidly be deployed to overcome the issues raised in Zhao’s summary of the nascent COVID-19 pandemic.
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My comments relate to the interpretation of the parameters in equation (1) of Nason and Wei’s very interesting paper.
Firstly, 47 years ago the late Julian Besag presented a paper to the Society (Besag, 1974) that introduced what would now be called Markov random field models in which the joint distribution of a set of random variables, \( Y_1, ..., Y_n \) say, is defined indirectly by specifying the \( n \) full conditional distributions of each \( Y_i \) given all other \( Y_j \). Besag’s paper was set in the specific context of stochastic processes on a regular two-dimensional lattice. However, in seconding the vote of thanks Alan Hawkes made the prescient remark that this approach could be used for ‘any multivariate distribution at all’ (Hawkes, 1974), 6 years before Darroch et al. (1980) gave the first explicit discussion of graphical models for multivariate data. Back then, there was considerable, and occasionally heated, debate about the relative merits of defining spatial autoregressive processes via Besag’s conditional autoregressive models or simultaneous autoregressive models of the form

\[
Y_i = \sum_{j \in \mathcal{N}(i)} \beta_j \omega_{ij} Y_j + u_i. \tag{1}
\]

The parameters \( \beta_j \) in (1) are not regression parameters in the usual sense of relating to conditional expectations; specifically, it is not true that the full conditional distribution of \( Y_i \) depends only on \( \{ Y_j : j \in \mathcal{N}(i) \} \). For example, in the model \( Y_i = \beta_1 Y_{i-1} + \beta_2 Y_{i+1} + u_i \) the full conditional distribution of \( Y_i \) depends on \( Y_{i-2}, Y_{i-1}, Y_{i+1} \) and \( Y_{i+2} \). Perhaps for this reason, as well as the convenient link between Markov random field models and MCMC algorithms, SAR models fell out of favour within the world of spatial statistics and, so far as am aware, are nowadays confined largely to the econometrics literature; see, for example, Pace and LeSage (2010).

Secondly, the positioning of the exogenous processes \( X_t \) in equation (1) seems to me counter-intuitive. I would have thought it more natural to define the model hierarchically, with (in a simple special case) a marginal model for \( X_t \) and a conditional model for \( Y_t - X_t \lambda \) given \( X_t \), so that \( \lambda \) can be interpreted as a set of regression parameters.
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We congratulate Feiyu Jiang, Zifeng Zhao and Xiaofeng Shao on a thorough and interesting work. Their change-point detection procedure for the piecewise linear quantile trend model clearly represents a competitive, innovative and flexible tool for several application areas. We would like to bring the authors’ attention to an important issue concerning a potential disconnect between the proposed methods and the specific application discussed. More specifically, while their work is motivated by modelling COVID-19 log-counts \( Y_t = \log(R_t + 1) \) (a discrete random variable), assumption 1 in section 3.1 requires the existence of a continuous density function that is bounded away from 0 (and \( \infty \)) at the quantile \( Q_{\epsilon}(\tau) \). This assumption is crucial for the Bahadur representation and asymptotic behaviour of \( \hat{\beta}(\tau) \) (Koenker, 2005). The good performance of GOALS and M-GOALS in the simulation studies reported by the authors revolves around normally distributed responses. Thus, it is natural to wonder whether the performance deteriorates when the response is discrete, especially when counts are small or irregularly spaced.

Quantile modelling of discrete distributions is notoriously troublesome because of the lack of consistency and asymptotic normality of \( L_1 \) estimators in the presence of ties (see, e.g., Jentsch & Leucht, 2016; Ma et al., 2011). In the present context, COVID-19 counts could be easily modelled using a jittering approach (Machado & Santos Silva, 2005), which would involve adding artificial random noise repeatedly to the counts \( R_t \). Owing to some limitations of jittering and other existing approaches to discrete quantile regression, Geraci and Farcomeni (2021) have introduced mid-quantile regression, a conditional extension of Parzen’s (1993) marginal mid-quantiles. Not only do mid-quantiles bridge modelling of discrete and continuous distributions, but they also handle different types of discreteness. The conditional mid-quantile estimator is versatile and well-behaved asymptotically (Geraci & Farcomeni, 2021).

We thank the authors for their stimulating work and hope that further contributions to the development of piecewise linear regression will see conditional mid-quantiles as a viable solution in change-point estimation problems with discrete responses, such as COVID-19 daily new cases. Modelling and forecast of the latter would also benefit from adjusting models for important confounders like daily number of swabs (e.g., see Alaimo Di Loro et al., 2021; Bartolucci & Farcomeni, 2021; Farcomeni et al., 2021; Girardi et al., 2021), as the authors seem to allude to in their final remarks.
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This paper considers the modelling of network effect in multi-variate time series using generalised network auto-regressive (GNAR) models. The study of network spillover effects is an increasingly important question given we are living in a more and more inter-connected world and the authors have made a useful contribution.

In this paper, the network effect comes in a way that for one country $i$, its neighbours’ dependent variables $y_{q,t-j}$ affect its own dependent variable $y_{i,t}$ only with some lag $j = 1, \ldots, p$. Economists often work with 'structural VARs that allow for certain contemporaneous effects. For simplicity, consider $s_j = 1$ for all $j$ (i.e. only the first stage neighbours matter). Then, an overarching network model that nests the spatial auto-regressive effect, the spatial-temporal (lead-lag) effect, the exogenous network effect, and the spatially correlated errors would be

$$Y_{i,t} = \sum_{j=1}^{p} (\alpha_i Y_{i,t-j} + \beta_j \sum_{q \in N^{(i)}} \omega_{i,q} Y_{q,t-j}) + \rho_0 \sum_{q \in N^{(i)}} \omega_{i,q} Y_{q,t}$$

$$+ \sum_{h=1}^{H} \sum_{j=0}^{p} \lambda_{h,j'} X_{h,i,t-j'} + \sum_{h=1}^{H} \sum_{j=0}^{p} \rho_{1,h,j'} \sum_{q \in N^{(i)}} \omega_{i,q} X_{h,q,t-j} + u_{i,t},$$

where $u_{i,t} = \rho_2 \sum_{q \in N^{(i)}} \omega_{i,q} u_{q,t}$. This model nests the GNAR model considered in this paper. In this paper’s application of forecasting Purchasing Managers’ Indices (PMIs), the contemporaneous network effect (the $\rho_0 \sum_{q \in N^{(i)}} \omega_{i,q} Y_{q,t}$ term) is very likely to be important, and the ruling out of which a priori may not be justified. Following the notation of the paper, if $h = 1$, the structural model has a simple reduced form

$$Y_t = \rho_0 W Y_t + \Phi_1 Y_{t-1} + \cdots + \Phi_p Y_{t-p} + \Lambda_0 X_t + \cdots + \Lambda_{p'} X_{t-p'} + u_t,$$

where $\Phi_k = \text{diag} \{\alpha_k + \beta_k W\}$, $\Lambda_k = \lambda_k I_N + \rho_{1,k} W$, and $W$ is the $N \times N$ network matrix. This spatial auto-regressive model can be easily estimated using QMLE or GMM method.
The second comment we have regards the comparison with the VAR model. A VAR model with $N = 12$ is heavily parameterised, and maybe a fairer game would be to use some regularised VAR models such as Song and Bickel (2011).

The last comment is about the exogeneity of $x_1$ (the stringency indices). Can this variable really be taken as exogenous? We suspect that countries change their mitigation policies in response to PMIs. When the economy is doing badly, and the economic cost of harsh mitigations might be too high for governments to pursue. In this paper’s GNAR model, everything on the right-hand side is weakly exogenous; maybe a generalisation of the model to allow for other endogenous variables (say a three-variable VARX with weakly exogenous network effect) is not too costly?
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We congratulate the authors for their remarkable contributions towards addressing issues of modelling and predicting the COVID-19 infection trajectories. The authors proposed a novel segmentation algorithm for multiple change-point estimation at the multiple quantiles simultaneously. Also, a piece-wise linear quantile trend model is fitted on the basis of those estimated change-points at different quantiles simultaneously. The resulting model gives efficient prediction for the COVID-19 daily new infections.

In the context of high infection modelling, it would be interesting to see how this model can be improvised in the situation where contribution from the extreme quantiles are important (say...
at probability level 0.95 or higher). It may be desirable to estimate the change-points which gives proper weight to the quantiles at higher levels. It could also reasonable to assume that the slope of the quantile trend at the extreme quantiles are different from the quantiles at the bulk part of the distribution.

If the size of the dataset is not very large, then one may find it difficult to estimate the change-points or fitting quantile regression lines at higher quantiles. This problem can be circumvented by using parametric distribution for modelling the extreme observations. For example, one can use the observations over a certain threshold (extreme observations) using Generalised Pareto distribution (GPD). One needs to choose a suitable threshold and by using the fitted GPD one can estimate the quantiles at extreme tails.

Again, we congratulate the authors on such a thought-provoking paper.
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The Purchasing Managers’ Index (PMI) is one of the indices which is quite often used to assess the business condition and to predict the direction of change in GDP. In view of the recent COVID19, which has affected the whole world, PMI could be an important indicator to assess the economic condition of a country. In this paper, the authors have tried to forecast PMI using Generalised Network Autoregressive Model with exogenous variables to quantify the economic response due to the COVID-19 mitigations and death rates which has drastically affected quite a few macroeconomic and microeconomic variables like employment, production, new order and supplier deliveries etc. The authors have taken COVID 19 mitigation stringency indices and COVID 19 death rates in the analysis. I personally think Age-Specific Death Rates, as well as infection rates in the demographic window, will be more appropriate than taking overall death rates. It is a bit more complicated as the health outcomes (e.g. the proportion of the population infected) is affected by the level of contact between individual households and the compliance of the households and
firms to public health policies. Health outcomes, in turn, will affect economic outcomes (e.g., gross domestic product) via the level of consumption by households, the government, or imports, and exports with other countries.

It will be interesting to compare the forecast generated by GNARX models with machine learning models like ANN.
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This is a very interesting paper by Dr. Zhao tracing the history of COVID-19 and the lessons we learned from the research done at the very early stage to combat future pandemics (if any, hopefully not!). It is clear from the paper that it was not possible at the early stage to predict the rapid development of this pandemic which engulfed the whole world. Even now, it still seems difficult to predict the impact of this pandemic and how long it will last. Quite often, to predict extraordinary events, we look at the historical analogy, and in the present context, it was the SARS outbreak. But as it is apparent from the paper, this historical analogy did not work for prediction.

Besides various lessons learned from the research studies in the early period of COVID-19, I would like to add a few more. One of the papers which received worldwide attention by Mehra et al. (2020) on the effectiveness of anti-malarial drug hydroxychloroquine published in Lancet in the early days and later retracted is worth mentioning in this context. In fact, The Lancet has apologised to readers after retracting a study that said the anti-malarial drug hydroxychloroquine...
did not help to curb COVID-19 and might cause death in patients. It may be mentioned that the study was based on big data with information coming from 671 hospitals around the world and the medical records of 96,000 patients. One of the reasons was that the company that provided data would not provide full access to the information for a third-party peer review. This may raise data integrity, and methodological issues as the authenticity of the primary data sources cannot be verified.

LESSON 5

Data-driven research should be performed in accordance with the highest ethical and professional guidelines and rely on data sources that adhere to our high standards. It may be mentioned that the Royal Statistical Society has published a detailed guideline for ethical data science jointly with the Institute and Faculty of Actuaries, and all data scientists should adhere to this.

LESSON 6

The peer-review process should be strengthened in the journals where data-driven research is published, and one of the reviewers should be a data scientist besides a statistician. The journals should specifically ask the reviewer if they have any concern about the research integrity or quality of data in the manuscript they are reviewing which has been introduced by The Lancet.

LESSON 7

Most of the models developed at the early stage, and even now, take only infected cases and not asymptomatic cases. These asymptomatic cases, which we can call ‘dark data’ have the potential of spreading the pandemic. In all the research, we should consider the possibility of dark data.
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The authors use modern structural change techniques to identify regime changes in a piecewise linear quantile trend regression as

\[ Q_t(Y_t) = \beta_0(\tau) + \beta_1(\tau)t/n, \quad t = 1, \ldots, n, \]  

(1)

\[ (\beta_0(\tau), \beta_1(\tau))^\top = \beta(\tau)^{(i)} = (\beta_0(\tau)^{(i)} \cdot \beta_1(\tau)^{(i)})^\top, \quad [nq_{i-1}] < t \leq [nq_i], \quad i = 1, \ldots, m_0 + 1, \]  

(2)

where \( Y_t = \log(R_t + 1) \), with \( R_t \) denoting the daily new cases on time \( t \); \( \tau^M = \{\tau_1, \tau_2, \ldots, \tau_M\} \subseteq (0, 1) \) is a given set of quantile levels; \( i \) indicates the \( i \)th segment of the curve.

They say that Li and Linton (2021) was not well adapted to the Covid modelling case since our paper only allowed a quadratic trend. This is not quite right, we discussed both global and local interpretations of our model: in the local interpretation we are approximating a smooth non-parametric trend by a local quadratic approximation, whereas in the global interpretation we imposed a polynomial structure globally, specifically a quadratic. Our paper was written in April 2020 with a view to forecasting and at that time a single peak structure was anticipated and a quadratic function seemed like the simplest way of implementing a single peaked structure, and using it for forecasting. With the benefit of hindsight, we could fit a multiple peaked polynomial model that would fit the full dataset better and provide forecasts consistent with that. The piecewise linear quantile fit is more of a competitor with the local non-parametric model and in this case, we think that smooth curves are more natural, since any kind of policy change designed to impede the progress of the pandemic would likely take effect slowly rather than abruptly, it is not the stock market after all. A further issue that arises is in going from the model specified in log space to the actual numbers and this introduces a bias for mean analysis but not so much for quantile analysis. Below we show an updated local quadratic applied to the log of new UK cases and transformed with a bias correction to the raw cases.

The change-point for each interval is detected by a proposed algorithm called ‘GOALS’ to facilitate the estimation of multiple change-point. There are two steps for GOALS to work, namely, the GLObAl testing and the local scanning (GOALS). The main criteria for both steps is self-normalised (SN) statistics. The authors shows that the GOALS algorithm can consistently
estimate the change-point and therefore, can fit the infection trajectory better. The quantile regression within each segment can not only accommodate outliers but also deliver the confidence interval automatically. This method attains better in-sample fitting thanks to local interpretations. However, the prediction may be challenging when there are complicated pattern in the near future. To overcome this, the authors suggest to use local quadratic model for out-sample prediction, which is a popular way to depict the development of the COVID-19 pandemic as in Li and Linton (2021).
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DISCUSSION

I congratulate the author of this paper as I recognize it is not easy to write such type of paper where there is not much statistics in it but lots of author’s personal views of what happened in the initial weeks of the epidemic in early January 2020, and how the early reactions of science were scrutinised.

Overstating the fact that Statistics needs data, and data feeds statistical methods, when we do not have enough data, or the data itself is sort of poor, full of noise and mostly under-reported, then the use of statistical methods is over complicated and might be misleading. Thus let me reinforce that lesson 4 from the author is crucial, and without right data, strong statistical methods cannot perhaps help that much. Lack of data, or small data are facts linked with uncertainty. My personal view is that those many initial published scientific papers due to the urgency in publishing their research did not consider properly the inherent uncertainty, which was globally latent in those early months. I read a number of papers considering more mechanistic compartmental models, such as SIR or SEIR versions, that were fit to early data with no mention to uncertainty or to the under-reporting of cases. They seemed to provide good fits which at the end of the day were not that good and not good enough for predicting into the future. Clearly they did not consider handling such an important aspect. This brings us into statistical methods based on novel combinations between compartment models and temporal or spatio-temporal stochastic models. The author mentioned uncertainty about the reproductive number, and this can be handled using stochasticity in our modelling strategy. Thus, we can cope with having few data at the beginning of the pandemic, if we are prepared to have large residuals in our models, residuals that will be reduced as more clean data comes into play. Another related aspect is that this type of epidemiological disease is hard to understand at early stages, as it behaves differently to past apparently similar diseases. Science can only get close to the problem by assuming certain parameters that are known to be not valid after sometime. Again, the problem with the first pub-
lications was that they tried to show that the whole spread process was already known, which is a sort of fallacy.
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**DISCUSSION**

The authors are to be congratulated on a valuable and thought-provoking contribution in the rapidly developing field of the covid-19 pandemic. In 1-year time hundreds of scientific contributions have appeared in the literature, and only time will say which are outstanding. This one is certainly scientific sound, and there is an underlying nice simplicity in the approach. There are several comments I would like to pose here.

The authors argue that their model is purely statistical in that they model the observed time series contrary to other existing mechanistic models, such as SIR. This is true but we add that a good combination of differential equations and stochastic methods can deal with the same sort of problem the authors treat in this paper. What I have in mind is a combination or mixture of generalised logistic differential equations with parameters (including the growth rate) being random variables. This approach is naturally stochastic, brings together growth rates and adapts to existing several waves by detecting the location of the change-points. In this context, using a Bayesian bootstrapping inferential framework we would be able to measure uncertainty in our estimation, and thus in model predictions. This is an issue that I have not found in this paper, in words, how to measure uncertainty in the parameters associated to the linear quantiles, and thus how to control how robust are the estimations under under-reporting or noise in the data. Working with covid-19 data, in particular, at the early stages of the pandemic brings lots of problems in relation to the accuracy of the reported cases.

Another aspect I would like to touch upon here is the spatial structure inherent to this type of data. The method here presented handles time series data with no dependence structure
amongst different regions over which we might have such time series. Of course, I am imaging countries but perhaps counties or health zones within a region for which we have time series of covid-19 data. Considering quantile trend models with spatial dependence structure reflected in the corresponding parameters would provide a wider scope within perhaps a more complex modelling framework.

A final quick comment has to do with implementing this method under the presence of covariates. These linear trends could be revealed by certain covariates, and I would like to see an extension of this model that adds this external information into the existing approach.
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I have read the manuscript entitled ‘Small Data, Big Time—A retrospect of the first weeks of COVID-19’. In this manuscript, the author examines the early days of the COVID-19 pandemic, with the focus on data from China, where the virus/disease originated.

Section 2 is devoted to presenting a chronological summary of the events that transpired in the initial stages. Although the paper aims to review the early outbreak from a ‘statistician’s perspective’, this section summarises the administrative decisions and policies during the early days of the outbreak, which are beyond the scope of statistical methodology, and serves as an extended Introduction/Background.

Section 3 contains detailed discussions of drawbacks of methods used in various papers to analyse early outbreak data, and provides alternative ways to do the same. The author has focused mainly on estimation of the basic reproductive number $R_0$, the growth rate $r$, and the doubling time. Relevant tables and graphs have been provided to support the results obtained.

In Section 3.1, the author has used the Poisson log-linear model to provide a better fit to the data than models proposed by other authors. However, it would be helpful to the readers, especially those from a non-statistical background, if the author mentions briefly the motivation and
reasons for using the specific model and the specific parameters. The model in Section 3.2 is discussed in details which include its derivation/motivation, drawbacks and application on real data. Additionally, the following minor points require attention from the authors:

1. Section 2.1 mentions Dr. Li Wenliang warned the world of a possible pandemic and was reprimanded for spreading ‘misinformation’. It is relevant to note here that Dr. Li Wenliang worked at Wuhan Central Hospital, from where the first sample of COVID-19 was received and analysed (as mentioned in Section 2.3).
2. In the Afterword Section, the author notes that ‘Eventually, I reconciled myself through the history of infectious diseases and the lens of evolutionary biology’. It is worth mentioning here that medical science has greatly improved over the past decades. Many infectious diseases have been eradicated (e.g. small pox). Thus, historical occurrence of pandemics is not entirely comparable to today’s scenario.
3. Most of the references cited in the manuscript, especially those pertaining to the coverage of the early spread of the disease in China, are from websites or agencies based in China, which may not be completely neutral on the matter. It might be helpful to provide international, independent sources to back up the claims and provide an unbiased view of the scenario.
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We congratulate Prof. Jiang, Prof. Zhao and Prof. Shao for their timely and thought-provoking paper on modelling the COVID-19 infection trajectory using a piecewise linear quantile trend model. A novel segmentation algorithm based on a self-normalised (SN) test statistic is proposed to estimate multiple change points. The proposed model is interpretable and robust to outliers and heteroscedasticity.
Zhong et al. (2021) and Wan et al. (2021) developed an interpretable and robust Multi-Kink Quantile Regression (MKQR) for independent data and longitudinal data, respectively. The MKQR model can be considered as an alternative method to the piecewise linear quantile trend model. In longitudinal data, let $Y_{ij}$ denote a response of interest, $X_{ij}$ be a univariate threshold variable and $Z_{ij}$ be a $p$-dimensional additional covariates vector at the $j$th observation for the $i$th subject, where $j = 1, 2, \ldots, n_i$ and $i = 1, 2, \ldots, n$. The MKQR model with an unknown number of change points is

$$ Q_\tau(Y_{ij}) = \alpha_0 + \alpha_1 X_{ij} + \sum_{k=1}^{m_0} \beta_k (X_{ij} - \delta_k)_+ + Z_{ij}^T \gamma, \quad (D.1) $$

where $(a)_+ = aI(a > 0)$ for any $a \in \mathbb{R}$, $(\delta_1, \ldots, \delta_{m_0})^T$ is a vector of change/kink points and $m_0$ is unknown. By letting $X_{ij} = t/n$ for country $i$ and ignoring the covariates $Z_{ij}$, the MKQR model can be used to model the COVID-19 infection curves with multiple change points. The main difference of model (D.1) compared with model (1) in their paper is that the regression curve of model (D.1) is required to be continuous at change points. Hence, the MKQR model (D.1) is more parsimonious as it requires estimating $m_0 + 2$ unknown parameters while model (1) has $2m_0$ unknown parameters. As observed in Figure D.1 it may be reasonable to assume that the infection curves are continuous at change points. Figure D.1 depicts the estimated infection curves of COVID-19 for United States and United Kingdom based on the MKQR model (D.1) using the same data provided by the authors for Figure 1 in their paper. The further comparison between two kinds of models are worth further being investigated.

We believe that their paper will stimulate many further related researches. (1) How to accurately estimate the number of change points? Zou et al. (2020) developed a cross-validation-based procedure (COPSS) to consistently estimate the number of change points, which might be a solution. (2) How to make statistical inference for change points in the piecewise linear quantile trend model? Zhong et al. (2021) considered test-inversion confidence intervals for change points.
(3) How to control the false discovery rate of detected change points? (4) How to improve the short-term extrapolation forecast when a change point may exhibit in the follow-up short term?
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The authors replied later, in writing, as follows:
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The authors would like to thank the proposer, seconder and all of the discussants for constructive, useful and incisive points.

Studley is correct that we experimented with two types of network: the fully connected one, where every country was connected to every other country, but weighted according to the degree of economic trade, and a nearest neighbour network, which linked countries to the single country that it exported the most to. Studley wonders what the influence of closed land or air borders might be. That is an interesting question and we do not have a detailed answer, but observe that relative inter-country trade was perhaps not so much affected—lorries still crossed borders and air freight still happened. We know of no country that was cut completely off. On the other hand, trade might well have been suppressed by such restrictions. One line of our research in network time series is performing the modelling we describe, but with dynamic networks. That is, the edges changing in some way over time. Computationally, it is something that can be done, but theoretically, it is a much harder problem to study.

Studley’s idea of extending our work to regional trade is an excellent one, especially perhaps when considering a large country in that many other differences between regions will be less than differences between countries. However, less economic data is often generally available for very fine scale regions, so there will be a limit to what can be done.

Studley’s idea of using age-related indicators and asymptotic case estimates as further exogenous variables is also excellent and one can think of many other variables that one could use, but one must be careful of association between such variables themselves. Both Bird and Kumar suggest that age-related variables might be useful. We can only agree, but the modelling complexity would increase, but it is something that could certainly be explored.

Bird also suggests some extensions along these lines too and the interesting suggestion that Purchasing Manager Index (PMI) response might be different at different times in the pandemic, after different waves perhaps. This is true, and not something we have investigated. However,
could be modelled by a non-stationary version of what we propose, which exists in concept, but not yet, as far as we know, in theory and certainly not in accessible software. On the other hand, reducing the data into smaller windows (piecewise stationary) or weighted regions (locally stationary, say) might reduce the available PMI data, which is on a fairly coarse scale with respect to the pandemic data. So perhaps the quality of estimation would not be so good? Bird encapsulates this last point beautifully by ‘A week is a long time in politics: a month of fatalities is a very long time in this pandemic’. In response to Bird the precise details of how the PMI survey is carried out is the subject of a significant and well-carried out process, which has been around for many years, but even the best-designed surveys would not be able to completely eliminate systematic country differences.

On Bird’s point about occurrence time—it matters certainly for fine-scale epidemiological modelling, but because we are interested in the impact of COVID on economic conditions through the business confidence channel, our modelling involves using the data available to purchasing managers and the general public, that is, the headline reported death rates (which will not be the occurrence times perhaps, but ‘surrogates’ that people have access to).

We are grateful to Choi and Leung Lai for their comments on historical, independent and near-simultaneous development of the network autoregressive processes. We are very interested in their proposal to use such methods for their spatio-temporal projects at Stanford’s climate and environmental institutes.

Chai raises two interesting questions on our work. On the first: the relative performance of the nearest neighbour and fully connected networks very roughly tells us whether the surveyed purchasing managers take account of all countries’ economic conditions, or restrict their attention to only the main trading partners (we can think of this as a form of bounded rationality, where individuals are limited in time to make decisions). On the second: do we distinguish between leading and lagging indicators? Yes, in this model — PMIs are considered to be leading indicators for economic conditions, which we model on a network.

We would like to thank Diggle for his own prescient comments about the relationship of our work to Markov random field models and the SAR models. Hawkes’ prescient remark was one of many. Diggle’s suggestion about using a marginal model for the $X_t$ and then a conditional model for $Y_t - X_t^T \lambda$ is certainly interesting and to be considered. We do not explicitly model the exogenous regressors and would uncertain about using hierarchical modelling in this situation, but we stand to be educated.

Ge, Linton and Li’s perceptive comment on using contemporaneous effects is well-made for modelling. However, our key goal was forecasting and we are not sure how contemporaneous terms could be made to work well, if at all, in this situation. We do agree with Ge, Linton and Li that the vector autoregression (VAR) model for $N = 12$ is heavily parameterised and that is precisely why we are keen on the highly parsimonious generalised network autoregression (GNAR) models. It is this parsimony, which is key to the great success of GNAR models for forecasting (when it is an appropriate model, of course).

On Ge, Linton and Li’s mention regularisation as a viable alternative. Regularisation is an important class of approaches for when knows nothing much else about the system of study, for example, when one only has access to a multi-variate time series, say. The point about network time series is that very often one has access to a separate associated network (or one can be constructed from other covariates) that gives you strong information about how the variables might be connected. We believe we should use that information if possible and appropriate. Of course, it might turn out that the separate network information provides no information on the association between variables, but that can be simply determined from basic model fit assessment.
techniques. However, networks often supply powerful information completely negating the need for mathematical techniques such as regularisation. Regularisation is not generally related to the underlying connectivity structure and/or is potentially negatively influenced by spurious or nonsense correlations (being based on the values of the process as they are).

We agree with Ge, Linton and Li’s remarks on exogenous variables and their suggestion is certainly useful. We do think that countries, certainly the United Kingdom, used mitigations that are driven almost exclusively by (recent) historical COVID statistics, in spite of a wide variety of commentators strongly suggesting that other considerations should come into play, such as economic, mental health or non-COVID health issues. Latterly, we feel that economic considerations have now come to the forefront, certainly in England and less so in the devolved regions of Scotland and Wales. In truth, perhaps there are actually more likely to be weak feedback loops between several of these variables, which can then cause all kinds of effects that would be hard to disentangle and study.

We are grateful to and agree with Kumar in that it would be fascinating to compare our generalised network autoregression with exogenous variables (GNARX) forecasting results with those produce by machine learning techniques and indeed we have a project investigating that too.

Can we once again thank all respondents for their many positive and creative suggestions.
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I would like to thank the Royal Statistical Society for organizing this special session for the statistical aspects of the COVID-19 pandemic, and Mrs. Studley, Prof. Bird, and many others for contributing their thoughts and discussion. I will first respond to comments pertinent to my article before discussing the broader points.

Bird asked me to offer clarity on how I sampled media articles in my writing. This is an obvious oversight on my part. I took advantage of two crowdsourcing projects hosted on GitHub that provided an archive of media articles (github.com, 2020b) and an organized timeline of the coronavirus outbreak in Wuhan (github.com, 2020a). Most of the articles were published by print media, digital media or government agencies, but all of them were accessed on the Internet. The
presentation of these references in my article was, of course, selective. But I read almost all the articles referenced in the crowdsourced timeline (github.com, 2020a) up till the end of January, 2020, and I tried to present stories from all sides as long as I found them credible. I should also take this opportunity to correct another omission in my acknowledgement: my sampling of the media was not possible without the journalists who wrote all the reports in unfavourable circumstances and the numerous anonymous volunteers who contributed to these crowdsourcing projects. They deserve all the credit.

_Bird_ made another excellent insight that the event-time that matters in infectious disease epidemics is the occurrence date, or in the terminology I use, the infection time. This was touched briefly upon in section 3.2 and in much more depth in the references there. The same point was brought up to me by Prof Marc Lipsitch at the Harvard School of Public Health in late January 2020, when I was trying to collect and analyze some data about the outbreak in Wuhan. This point prompted me and my collaborators to think about what data could provide information about the infection time. A traditional approach in infectious disease modeling is to back-calculate the infection time using symptom-onset and incubation period distribution (Fraser, 2007). However, the method described there only does mean imputation and does not consider uncertainty in the imputation. This was addressed in the initial analysis made by me and coauthors (Zhao et al., 2020), but that was too unconventional for it to be published when the conclusion still mattered. We also brought up the same point in an online commentary on an influential article that estimated the curve of effective reproductive number ($R_t$) in Wuhan and associated it with public health interventions (Ju et al., 2020). However, in our personal communications it did not look like the authors of that article understood our suggestion. My observation is that the point raised by _Bird_ seems to be a common struggle for infectious disease modelers who are familiar with dynamic systems (such as SIR-type models), while statisticians often have no difficulty appreciating the importance of infection time.

Relatedly, _Prof. Mateu_ mentioned novel combinations between compartment models and temporal or spatio-temporal stochastic models for infectious diseases. In this era of data explosion, we can collect much more data than a incidence curve. Sections 2 and 3.1 of the article have clearly demonstrated why modeling the incidence curve is inadequate and potentially misleading for early outbreak analysis. I hope the next generation of infectious disease modeler will adopt this combination approach and make use of unconventional data. A first step would be standardising the case-specific data, as advocated by _Prof. Cook, Prof. Choi_ and _Prof. Wong_. Nianqiao Ju and I manually curated a dataset of initial COVID-19 cases in some Chinese provinces and Asian countries (Zhao et al., 2021). During that painstaking process, we had to revise the data columns numerous times, as the health agencies publish their case reports in different ways and use different wordings. The dataset is documented in our paper and could serve as an initial template for the standard codification.

_Prof. Singh_ suggested that because most of the references in my section 2 are from Chinese sources, they may not be completely neutral on the matter. I agree with this, but I think they are perhaps more critical of the government response and much more detailed than what can be found on a credible western media outlet. On this matter, the reader should be aware of at least two sources of implicit bias. First, almost all the authors, interviewees, and commentators are Chinese nationals or of Chinese descent, who may share a different ideology (in particular, towards containment of infectious diseases) than someone in a western society. Second, almost all the articles (especially those published in print media) were subject to media censorship; in fact, the original links to some of the referenced articles were deleted and I could only access them through Internet archives. _Singh_ also asked me to briefly explain the Poisson log-linear
model used in section 3.1. The log-linear model assumes that the logarithm of the expected case count is linear in time, or in other words, the epidemic had an exponential growth. The model further assumes that the observed case count follows a Poisson distribution, which is the most common probability distribution for modelling count data.

I am delighted to see that most of the messages in the article appear to be well received by the discussants. Several discussants mentioned uncertainty due to asymptotic cases and under-reporting. Prof. Kumar called these ‘dark data’, which sound like a synonym for what statisticians call missing data or selection bias. We investigated this issue in another article (Zhao et al., 2021) and found that potential bias from asymptotic cases can be addressed by making a careful statistical analysis. Cook et al. also mentioned the role of children and severity profile, which should be important components of a good model for COVID-19 transmission if such data are available.

Turing to the broader lessons for statisticians, Kumar used the retraction of a highly controversial article about hydroxychloroquine to argue that the peer-review process and the ethics of data-driven research need to be strengthened. Cook, Choi and Wong proposed that we need to develop methods that can be rapidly developed in early outbreak analyses. Studley suggested that we need to ‘be there’ and ‘be involved in the design of future analyses’. Finally, Bird remarked that ‘early appreciation of a new infectious disease requires a diversity of experts’ and ‘statisticians do not work alone’. I think there is a common theme here: statisticians need to be more active and collaborative. But I would take one step further: I believe statisticians need to be at the center of action and not just be an advisor, because we understand the intricacies of data analysis, study design and evidence synthesis better than anyone else. If statisticians merely stay as advisors and do not get their hands dirty with study design and data analysis, the same mistakes we saw in COVID-19 analyses and decisions will inevitably happen again.
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1 ALTERNATIVE MODELS FOR THE COVID-19 INFECTION TRAJECTORIES

Following Box’s famous saying ‘All models are wrong, but some are useful’, we view our piecewise linear quantile trend model as an approximation to the true model (if there is one), and there are certainly many other legit approximations that may fit the data equally well or even better. A nice feature associated with our piecewise linear quantile trend model is its interpretability, that is, the slope parameter naturally corresponds to the growth rate of the infection trajectory. In addition, it provides accurate short-term forecasting in a relatively straightforward manner, as is demonstrated in the paper by extrapolating the last estimated segment. Our focus on the conditional quantile modelling is motivated by the well-known features of Quantile Regression (QR) (i.e. resistant to outliers, captures heteroscedasticity and provides both point and interval forecasts), as mentioned in Wang’s discussion.

We thank Shi, Zhang and Dong for bringing some recent work on non-linear modelling of Covid-19 data to our attention. The model they described, that is, $Q_\tau(y_t) = f(t/n; \beta_1, \ldots, \beta_q)$, where $f$ is a nonlinear function of $t/n$, is a very broad one, and indeed our piecewise linear quantile trend model is just a member of this broad class. One could consider some other members, such as the piecewise quadratic quantile trend model, as implied in the comments of Li, Linton and Ge.

The GOALS algorithm can be applied to estimate change-points in the piecewise quadratic quantile model without much difficulty. For demonstration, Figure 1 provides the model fits to US and UK Covid-19 time series at log scale, which seem reasonable. The interpretation for
piecewise linear model is simple and intuitive but this seems lost for local quadratic model. In general, we expect a fully non-parametric method, such as a local polynomial regression may fit the in-sample data better. However, it cannot detect change-points and thus may not be directly useful for downstream analysis such as evaluation of effectiveness of public health measures.

As Mateu points out, there are other mechanistic models such as SIR to deal with the same data and could involve similar change-point segmentation problem we encounter here. It would be interesting to extend the GOALS algorithm to estimate the change-points in the parameters of an model. The basic idea is to approximate the time-varying parameters in an SIR model by a piecewise constant function, which then requires change-point estimation, see Bai et al. (2020) for a related work in this direction.

2 | VARIANTS/ALTERNATIVES OF QUANTILE REGRESSION FOR THE COVID-19 DATA

As pointed out by Farcomeni and Geraci, our response $Y_t = \log(R_t + 1)$ is a discrete random variable, as $R_t$ is an integer valued random variable. They mention the literature of quantile regression for discrete response and their recent work on mid-quantile regression in Geraci and Farcomeni (2019). Since the range of Covid-19 daily counts is relatively large for almost all countries, ignoring the discrete nature of the response variable and treating it as if it is continuous might be okay from the modelling and forecasting perspective. As a matter of fact, if we model the jittered response $Y_t = \log(R_t + 1 + U_t)$, where $U_t$ are iid uniform$(0, 1)$, we do not see any noticeable differences in the estimation of change-points. We also tried the mid-quantile regression using the R package Qtools, and only observed slight difference from our results. For discrete response with limited range and small number of support points, the mid-quantile regression might make a difference.
Jana, Basu and Jana mention that it is of practical interest to model and predict the extreme quantiles (at probability level 95% or higher), which we certainly agree. However, for the Covid-19 time series, the minimal segmentation length is of order 30–50 for many countries. Estimating an extreme quantile with such a short sample size is a difficult problem due to data sparsity at high quantiles and suffers from high variability, which may have a negative impact on the change-point estimation. As they point out, there could be ways to overcome data sparsity by using a parametric distribution such as the generalised Pareto distribution to model the observations above a threshold. It seems that such an approach may be difficult to implement as the choice of threshold in the change-point setting can be a thorny issue. It would be encouraging to see new methods yet to be developed for change-point analysis in extreme quantile regression settings such as Wang et al. (2012) and Wang and Li (2013).

Wang proposes the use of composite quantile regression (Kai et al., 2010; Zhao & Xiao, 2014; Zou & Yuan, 2008) to estimate the conditional mean in a robust way. We expect our GOALS algorithm can be used to estimate the change-points in conditional mean, and we call this method Mean-GOALS-CQ. Conceptually, we feel that Mean-GOALS-CQ and our M-GOALS share the same spirit, as both try to pool the information across several quantiles in estimating the change-point locations, and may deliver very similar results under the assumption that the change-point configurations across quantiles (and the mean) are identical. It would be interesting to confirm this point via numerical simulation.

The literature of modal regression, as pointed out by Wang, is new to us. We agree that change-point detection in modal regression framework would be interesting, but may be non-trivial. In particular, a combination of the estimator developed in Ota et al. (2019) and our GOALS algorithm seems difficult. The QR-based conditional modal estimator in Ota et al. (2019) requires the linear quantile regression at all quantiles \( \tau \in (0, 1) \), which results in a complication in implementation due to the presence of short segments in Covid-19 time series, the involvement of recursive sub-sample estimator in the GOALS algorithm and the difficulty of choosing the necessary smoothing parameter in Ota et al. (2019).

We are grateful to Zhong, Wan and Zou for pointing out a related line of research: bent line quantile regression (for one change-point) or multi-kink quantile regression (for multiple change-points) (Li et al., 2011; Wan et al., 2021; Zhong et al., 2021), which have been applied to both independent data and longitudinal data. There are indeed some similarity between our piecewise linear quantile trend model and the multi-kink QR model, in the sense that the regression parameter is piecewise constant in both frameworks. Typically, in the bent line or multi-kink QR literature, the covariates are assumed to be random, and the piecewise constant regression parameter corresponds to a set of thresholds for a univariate threshold variable (i.e. in the state domain of the threshold variable), whereas in our model, since our covariate \( (1, t/n) \) is fixed, it corresponds to a set of time-ordered change-points (i.e. in the time domain).

Nevertheless, as Zhong, Wang and Zou pointed out, the multi-kink QR model can be used to fit Covid-19 daily time series, although it requires the conditional quantile to be a continuous function of time \( t \). By contrast, we do not assume the continuity of regression curve in our model and let the data speak for itself. Furthermore, we assume the change-points are identical across the three quantile levels (i.e. 10%, 50%, 90%) and estimate the change-points via the M-GOALS algorithm by pooling the information contained at these three quantile levels. It is worth pointing out that it is straightforward to extend our method to handle change-point estimation with continuity constraints. Specifically, for observations between \( \{Y_{1i}\}_{i=t}^{t+1} \) with a potential change-point \( k \) in between,
the following estimator imposes a continuity constraint at \( k \) of the estimated trends:

\[
\left( \hat{\beta}^{(c)}_{0:t_1, t_2}, \hat{\beta}^{(c)}_{1:t_1, k}, \hat{\beta}^{(c)}_{1:k+1, t_2} \right) = \arg \min_{\alpha_0, \alpha_1, \alpha_2 \in \mathbb{R}} \sum_{t=t_1}^{t_2} \rho\left( Y_t - \alpha_0 - \alpha_1 \left( \frac{t}{n} \right) 1(t \leq k) + \left( \frac{k}{n} \right) 1(t > k) \right) - \alpha_2 \left( \frac{t - k}{n} \right) 1(t > k).
\]

(1)

Naturally, the sub-sample SN statistic can be constructed by contrasting \( \hat{\beta}^{(c)}_{1:t_1, k} \) and \( \hat{\beta}^{(c)}_{1:k+1, t_2} \) instead of their unconstrained counterparts.

3 COVID-19 DATA AND MODELLING ISSUES

Bird points out that our model is actually not fitted to 'COVID-19 infection trajectory'—rather the trajectory of report-dates for newly diagnosed SARS-CoV-2 cases. The infection date and reporting date are different and this difference can vary internationally, suffer weekend and vacation perturbations. This is an astute observation. There are also potential bias in the reported case due to under-reporting, as pointed out by Studley and Mateu.

Technically speaking, the infection date is unknown and should be before the reporting date. However, such information is not available for the data we analysed in our manuscript. Nevertheless, we feel the data analysis we provide using the piecewise linear trend model and the GOALS algorithm can still shed some light on the COVID-19 growth pattern in each country and the similarity between different countries, albeit with some systematic shift in time due to the reporting delay. It would be interesting to analyse a 'new' infection trajectory based on the infection date, if such data are available, and compare to what we did.

In response to Mateu's comments on incorporating spatial dependence into the model, our model and segmentation method is proposed for a univariate time series and its extension to modelling and estimating change-points in the trends of multiple time series is certainly interesting. For Covid-19 time series observed for neighbouring counties or states, it is quite likely there are non-trivial spatial dependence and cross-temporal dependence, and it is also possible they share similar trend pattern or change-points. How to capture these features/dependence using a multi-variate time series model allowing for change-points would be an interesting future research direction.

Several discussants (Choi and Lai, Mateu, Farcomeni and Geraci) mention the topic about incorporating covariates into the piecewise linear trend model. In terms of implementation, there is not much difficulty as we only need to change the fixed covariate \( X_t = (1, t/n)^7 \) in the regression model to incorporate other available covariates of interest, such as the vaccination rate, seasonality effect and timing of public health measures. The SN-based test statistic and the (multi-scanning) M-GOALS algorithm can be adjusted correspondingly in a straightforward manner.

However, the interpretation of such a model will be much different than the piecewise linear quantile trend model. The purpose of our study is mainly about analysing the trend change in the infection curve via the identification of potential change-points and our model has intuitive interpretation as the estimated slope in each segment naturally characterises the growth rate of the Covid-19 pandemic. In the downstream analysis, we then relate the detected change-points in trend to potential factors such as introduction of public health measures and emergence of
new variants. However, with the incorporation of more variables, such interpretation is lost. For example, if we include an indicator covariate for an exogenous event, such as the introduction of a new public health measure or the emergence of a new variant, the associated change in trend of the Covid-19 trajectory may be absorbed by the covariate, and thus cannot be detected as a change-point, which defies the purpose of our analysis.

On the other hand, if our focus is solely on the forecasting end, incorporating informative covariates should help improve the prediction accuracy, though the complication is that we would also need to forecast the covariate $X_t$ reasonably well into the future, which may or may not be easy. In terms of theoretical justification, our current theory is established for fixed covariate and we expect the results should continue to hold for stationary random covariate. However, different framework and theory may need to be developed for handling non-stationary covariate.

4 | INFERENACE AND FORECASTING

It is obviously important to provide a measure of uncertainty for the estimated intercept and slope parameter in our piecewise linear quantile trend model, as pointed out by Mateu. Statistically speaking, it seems natural to ask whether the uncertainty associated with the change-point estimation has any impact on the SE of intercept and slope estimator in a particular segment asymptotically. How reliable is the standard error for the estimated parameter for a given segment post change-point estimation? Would a bootstrap method, such as Bayesian bootstrap, provide proper uncertainty measure in this change-point model? We shall leave these questions for future investigation.

Prompted by the comments of Zhong, Wan and Zou, we acknowledge the importance of inference for change-points, that is, constructing a confidence interval after we obtain the point estimator of the change-point location. Oka and Qu (2011) provide a solution to this issue for quantile regression with temporal independence. However, this is a more challenging topic in our setting due to unknown temporal dependence. It is also equally challenging to address potential forthcoming change-point in the short horizon with our segmentation-extrapolation forecast. Along the same line, Linton and Ge suggest that out-of-sample prediction should be performed using a local quadratic model. Actually, in our forecasting procedure, we apply a linear or quadratic QR model to the last segment and let the data determine which fits the last segment better. In our rolling window forecast, we have seen that for some periods (see figure S7 in the supplement), the quadratic model fits the last segment better and its corresponding out of sample forecast is more accurate.

5 | CONCLUSION

We started this paper at a relatively early stage of the pandemic and we hope it would stimulate more research on Covid-19 data from statisticians during this difficult time. The Royal Statistical Society has offered us a great opportunity to bring our work to other statisticians and data scientists, and we are pleased to see that there is general agreement on the importance of developing new models and methods for the analysis of Covid-19 data. We would like to thank Adam Sykulski and Judith Shorten for their efficient handling of the paper and smooth coordination of
our presentation at the RSS discussion paper meeting. Finally, We would like to express our great
gratitude to all the discussants as well as participants at the discussion meeting for their interests,
support and insightful comments.
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