Introduction of Confidence Interval Based on Probability Limit Method Test into Non-Stationary Hydrological Frequency Analysis
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Abstract: Nonstationarity in hydrological variables has been identified throughout Japan in recent years. As a result, the reliability of designs derived from using method based on the assumption of stationary might deteriorate. Non-stationary hydrological frequency analysis is among the measures to counter this possibility. Using this method, time variations in the probable hydrological quantity can be estimated using a non-stationary extreme value distribution model with time as an explanatory variable. In this study, we build a new method for constructing the confidence interval regarding the non-stationary extreme value distribution by applying a theory of probability limit method test. Furthermore, by introducing a confidence interval based on probability limit method test into the non-stationary hydrological frequency analysis, uncertainty in design rainfall because of lack of observation information was quantified, and it is shown that assessment pertaining to both the occurrence risk of extremely heavy rainfall and changes in the trend of extreme rainfall accompanied with climate change is possible.
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1. Introduction

Design rainfall, the reference value in flood control measures, is determined by performing a probability-based statistical analysis termed hydrological frequency analysis [1] on observed data of maximum rainfall in the past. Traditional hydrological frequency analyses assume a stationary hydrological quantity. This steadiness implies that the probability law influencing hydrological quantity does not change in time. In other words, traditional methods often use the concept that the probability distribution which hydrological quantities are assumed to follow does not change in time. However, in recent years, increasingly non-stationary hydrological quantity has been identified, ascribed to the effects of climate change associated with global warming [2–5]. In this context, this unsteadiness implies either that the time series of hydrological quantity has both a trend and cycle, or that the probability distribution followed by hydrological quantity changes temporally. In Japan, it is predicted that the amount of rainfall and the frequency of floods will increase in the future because of climate change. A report highlighting such predictions was published by the National Institute for Land and Infrastructure Management [6]. In this report, it was shown to be possible for
the amount of rainfall during the design rainfall duration time in main river basins to increase 1.1- to 1.3-fold nationwide. Therefore, considering that rainfall is intensified as a result of the climate change described above, it is urgent to develop statistical methods that consider the unsteadiness of the hydrological quantity in order to draw up flood control measures.

In recent years, numerous studies and reports have noted the non-stationarity of the hydrological quantity. For example, Milly et al. [7] challenged the assumption of stationarity in the field of hydrology in the perspective of the effects of the climate change and stated that a non-stationary probability distribution of hydrological quantity should be considered when defining planning and management. Sado et al. [8] analyzed time series of annual maximum daily precipitation in the Hokkaido region considering the jump of mean and dispersion and investigated the unsteadiness of the probable hydrological quantity. Additionally, Sogawa et al. [9] investigated the unsteadiness of the annual maximum daily precipitation in various parts of Japan and clarified the period length (sample size) during which unsteadiness could be definitely confirmed. Also, Yamada et al. [10] investigated a number of annual maximum precipitation records in Japan, and incorporated the influence of the long-term temperature trend into sampling theory [11,12]. As a result, they showed the existence of increasing trend of temperature by comparison between actual observed new records which is enumerated from the beginning of observation and theoretical number of new records derived from the sampling theory considering the effect of temperature change. Based on their previous researches, hydrological frequency analysis should be conducted considering non-stationarity of rainfall. From the perspective of actual frequency analysis for nonstationary probable rainfall, Kitano et al. [13] expanded the concept of the degree of experience [14] showing a theory that reflected the durability of observation information in estimated values of probable rainfall to evaluate its change in the future.

Non-stationary hydrological frequency analysis is a statistical method able to consider non-stationarity in hydrological quantity. Traditional hydrological frequency analysis methods have been developed based on the extreme value theory by Fisher and Tippett [15]. They theoretically derived a function form of the extreme value distribution, which is the probability distribution that the maximum value in a sample follows. Later, Gumbel [16] adopted their extreme value distribution as the probability distribution of flood discharge and performed a pioneer study of hydrological frequency analysis. The extreme value distribution is classified into three types of functional forms depending on its positive or negative parameter, i.e., Gumbel distribution, Frechet distribution, and negative Weibull distribution. Gnedenko [17] demonstrated a necessary and sufficient condition for the probability distribution belonging to the domain of attraction of the extreme value distribution. Mises [18] and Jenkinson [19] expressed the above-mentioned three types of extreme value distribution as one functional form, and this is used as a generalized extreme value distribution. In addition, for a specific non-stationary hydrological frequency analysis, Coles [20] showed a non-stationary extreme value distribution model by expressing the parameter of non-stationary extreme value distribution as poly-nominal with time as an explanatory variable and showed its applications (in the present paper, this parameter is also described as time-varying parameter). Khalilq [21] summarized non-stationary hydrological frequency analysis methods and theories. Furthermore, El Adlouni [22] demonstrated improved methods for the estimation of the parameters of the non-stationary extreme value distribution model. Towler [23] used the non-stationary generalized extreme value distribution model as the probability distribution of river discharge, applying it to future predictions of water quality. In addition, Hayashi et al. [24] showed analytically that AIC (Akaike Information Criteria [25]) and TIC (Takeuchi Information Criteria [26]) were effective as model selection criteria for the non-stationary extreme value distribution model. Here, AIC are model selection criteria which are the approximated asymptotic bias of TIC with numbers of free parameters. These model selection criteria are applied to observed data at nationwide weather agency stations and GCM (Global Climate Model) output data of the Meteorological Research Institute in Japan, in order to clarify future changes in annual maximum daily precipitation.

Nonetheless, hydrological frequency analysis is deficient because of the lack of observed extremes such as annual maximum rainfall, since the observation period of rainfall is limited;
therefore, it experiences difficulty arising from the fact that uncertainty is mostly included in probable rainfall. Among the resulting negative effects are that the observed data of record-breaking heavy rainfall significantly deviate from the adopted probability distribution and, if a return period of heavy rainfall is evaluated based on a traditional hydrological frequency analysis, its return period becomes several thousand or tens of thousands of years. Since flood control measures for major rivers in Japan are generally formulated with a design return period of approximately 100 to 200 years, a method to reasonably evaluate record-breaking heavy rainfalls using traditional hydrological frequency analysis is yet to be established; therefore, these heavy rainfall may be treated as “beyond the scope of assumption.” A concept exists to contribute to resolving such a difficulty: “confidence interval.” Interval estimation is among the statistical estimation methods that uses a sample X when estimating unknown parameter \( \theta \) in a population distribution by construction of the lower confidence limit, \( L_{CI}(X) \), and upper confidence limit, \( U_{CI}(X) \), and that subsequently guarantees that parameter \( \theta \) is contained within the interval of these confidence limits, \( [L_{CI}(X), U_{CI}(X)] \) with a probability of \( (1 - p) \) or greater, where, \( p \) is the significance level certifying the probability that the parameter \( \theta \) is not contained in the confidence interval. In such cases, the interval \( [L_{CI}(X), U_{CI}(X)] \) is termed as the confidence interval and has a confidence coefficient of \( 1 - p \) or \( 100 \times (1 - p)\% \) [27]. By introducing the confidence interval, the range that \( T \)-year rainfall takes can be theoretically estimated. This in turn makes it possible to understand the probability distribution based on the observation of past records, which was adopted by traditional methods, as like an expected value of the distribution. In addition, it also becomes possible to estimate the swing of \( T \)-year probability hydrological quantities in flood control measures for a \( T \)-year probability scale. This makes it possible to interpret the record-breaking heavy rainfall mentioned above as a phenomenon within the confidence interval. In other words, the confidence interval enables a rational evaluation of return period of heavy rainfall.

Nowadays, in Japan, flood risk assessment is performed by utilizing a confidence interval based on a downscaled large ensemble climate projection database d4PDF [28–30]. d4PDF [31,32] contains numerous calculated rainfall data for past and future climate. Such database can be interpreted as rainfall data which we could have possibly experienced in the past and might experience with some probability in the future. Yamada et al. [28–30] conducted downscaling simulations of the ensemble climate projection database d4PDF and constructed a horizontal high-resolution data of resolution high enough to evaluate future rainfall characteristics and proposed an application of the downscaled database into flood control management. Also, Shimizu et al. [33–35] showed a method to determine the confidence interval using the theory of the probability limit method test, as created by Moriguti [36]. In previous researches, confidence intervals are often expressed by numerical methods such as the jackknife or bootstrap method [37]. Many of these conventional methods use an assumption of normality to estimate statistics. On the other hands, confidence interval based on probability limit method test does not require any parametric assumptions as possible. In addition, the occurrence risk that the upper confidence limit line value, which can be corresponded to extremely heavy rainfall can be obtained from the product of “target return period” and “one-sided probability of the confidence interval” [33–35]. Also, the confidence interval resulting from probability limit method test corresponds closely to the confidence interval using the sample group consisted of a downscaled large ensemble climate projection database constructed by Yamada et al. [28–30,35]. This result verifies downscaling simulations from the theoretical perspective and suggests that the risk of extremely heavy rainfall, which might be treated as beyond the scope of assumption in the past, can be included in flood control management. As a summary, the novelty of the proposed confidence interval [35] is that it can quantify uncertainty of design level rainfall, which is caused by the shortage of extreme rainfall data. In addition, from the consistency of confidence interval based on the theory and downscaling simulations [35], outliers which cannot be handled in traditional framework are interpreted as values at right tail of distribution of probable rainfall, and given occurrence probability to realize clarified interpretation for outliers.

In this study, the confidence interval of the non-stationary extreme value distribution was constructed by applying probability limit method test theory to the non-stationary hydrological frequency analysis. Through introducing the confidence interval into non-stationary hydrological
frequency analysis, the assessment of the risk of extremely heavy rainfall considering changes in the trend of the extreme hydrological quantities associated with climate change becomes possible. The details of this finding are enumerated in the following.

2. Overview of Target Data

In this chapter, the abstract of the data used for the non-stationary hydrological frequency analysis is shown. The target data are observed data for annual maximum daily precipitation over 142 years from 1876 to 2017 at the Meteorological Agency ground observation station Tokyo. Time series of these observed data are shown in Figure 1. The maximum in the time series shown in Figure 1 is 371.9 mm occurring by the influence of Kanogawa Typhoon (Typhoon Ida), which occurred in 1958. To understand the characteristics of this time series data, a linear model assuming time as the explanatory variable was applied to the data in order to obtain a regression line, which is shown as a blue solid line in Figure 1. The slope of this regression line indicates an increasing trend of the annual maximum daily precipitation at the observation station. It is also possible to confirm the increasing trend in the annual maximum daily precipitation by visual observation without using the regression line. For example, an increasing trend in the annual maximum daily precipitation in recent years is visible in Figure 1 when the behaviors of the time series of observed data for approximately 40 years from 1876 (the starting year of observations) and those of from 1980 to 2017 are compared.

![Figure 1. Time series showing observed data of the annual maximum daily precipitation over 142 years from 1876 to 2017 at the Meteorological Agency ground observation station Tokyo and the regression line fitted to this time series.](image)

Thus, it was confirmed that a more rational probability hydrological quantity could be estimated by applying the non-stationary hydrological frequency analysis to the data.

3. Overview of the Non-Stationary Extreme Value Distribution Model

In this chapter, the non-stationary Gumbel distribution and non-stationary generalized extreme value distribution are introduced as examples of the non-stationary extreme value distribution models, and their abstracts are presented. Hereafter, the cumulative distribution function, probability density function, and probability representing function of the non-stationary extreme value distributions mentioned above are expressed as $F_X(x, t)$, $f_X(x, t)$, and $\chi_X(u, t)$, respectively. The probability representing function is an inverse function of the cumulative distribution function [38].
In the following, the function forms of both distribution models are shown, where $t$ is time, $\mu(t)$ is a location parameter, $\sigma(t)$ is a scale parameter, and $\xi(t)$ is a shape parameter.

(1) Non-stationary Gumbel distribution model:

$$f_x(x,t) = \frac{1}{\sigma(t)} \exp \left[ - \left( \frac{x - \mu(t)}{\sigma(t)} \right) \right] \exp \left[ - \exp \left\{ - \left( \frac{x - \mu(t)}{\sigma(t)} \right) \right\} \right]$$

$$F_x(x,t) = \exp \left[ - \exp \left\{ - \left( \frac{x - \mu(t)}{\sigma(t)} \right) \right\} \right]$$

$$\chi_x(u,t) = \mu(t) - \sigma(t) \log \left[ - \log \left( \frac{1}{u} \right) \right]$$

(2) Non-stationary generalized extreme value distribution model:

$$f_x(x,t) = \frac{1}{\sigma(t)} \exp \left[ - \left( 1 + \frac{\xi(t)(x - \mu(t))}{\sigma(t)} \right)^{-\frac{1}{\xi(t)}} \right] \left( 1 + \frac{\xi(t)(x - \mu(t))}{\sigma(t)} \right)^{-\frac{1}{\xi(t)}}$$

$$F_x(x,t) = \exp \left[ - \left( 1 + \frac{\xi(t)(x - \mu(t))}{\sigma(t)} \right)^{-\frac{1}{\xi(t)}} \right]$$

$$\chi_x(u,t) = \mu(t) - \frac{\sigma(t)^{-\frac{1}{\xi(t)}} \left( 1 - \left( - \log \left( \frac{1}{u} \right) \right)^{-\frac{1}{\xi(t)}} \right)}{\xi(t)}$$

where $\xi(t) \neq 0$, $1 + \xi(t)(x - \mu(t)) / \sigma(t) > 0$. Note that, when shape parameter $\xi(t) = 0$, the non-stationary generalized extreme value distribution model corresponds to the non-stationary Gumbel distribution model.

The parameter of the non-stationary extreme value distribution model is expressed by a function with the time as an explanatory variable. Here, the shape parameter, $\xi(t)$, is often treated as a constant, assuming that it does not change over time for practical reasons.

$$\mu(t) = \sum_{k=0}^{q} \mu_k t^k$$

$$\sigma(t) = \exp \left( \sum_{k=0}^{r} \sigma_k t^k \right)$$

$$\xi(t) = \xi$$

where $q$ and $r$ are the highest degree of the location parameter $\mu(t)$ and the scale parameter $\sigma(t)$, respectively.

Note that when parameter estimation is performed with the maximum likelihood method, the time $t$ is discretized as shown below.

$$t_i = \frac{i}{n + 1}, \quad (i = 1, 2, \cdots, n, \cdots)$$

where $t_i$ is the discretized time, $i$ is the number of years ($i = 1, 2, \cdots, n$), and $n$ is the number of observation years. Note that when the annual maximum series data are treated, $n$ corresponds to the total number of observed data.
The maximum likelihood method is a parameter estimation method assuming a value of the parameter that maximizes a likelihood function $L(\theta)$ shown in Equation (11) to be its estimated value, where time series data are expressed as $\{x_1, x_2, ..., x_n\}$ and parameter vectors are expressed as $\theta$. 

$$L(\theta) = \prod_{i=1}^{n} f_X(x_i, t_i)$$ (11)

4. Application of the Non-Stationary Extreme Value Distribution Model to the Target Data

In this study, the non-stationary Gumbel distribution was adopted for frequency analysis. In this chapter, an abstract of the non-stationary Gumbel distribution applied to the target data is presented. Figure 2 shows the probability density function of the non-stationary Gumbel distribution applied to the observed data of annual maximum daily precipitation over 142 years (from 1876 to 2017) at the ground observation station Tokyo. Figure 2 indicates that the probability density function of the non-stationary Gumbel distribution underwent change with time. Note that the highest degree of the time-varying parameter was set at 1 for both the location parameter and scale parameter. The following equations are the functional forms of these time-varying parameters. Figure 3 shows the non-stationary Gumbel distribution applied to target data from 1915 and 2017. The blue solid line represents the non-stationary Gumbel distribution for 1915, whereas the red solid line represents the non-stationary Gumbel distribution for 2017. From Figures 2 and 3, it is found that the right tail of the non-stationary Gumbel distribution expands and the mode value increases with proceeding of time. This indicates that the increasing trend of annual maximum daily precipitation is reflected in the estimated non-stationary Gumbel distribution.

$$\mu(t) = \mu_0 + \mu_1 t$$ (12)

$$\sigma(t) = \exp(\sigma_0 + \sigma_1 t)$$ (13)

**Figure 2.** Probability density function of the non-stationary Gumbel distribution applied to the observed data of the annual maximum daily precipitation over 142 years (from 1876 to 2017) at the Meteorological Agency ground observation station Tokyo. The axis of the depth direction represents the number of elapsed years.
Figure 3. Time variation of the non-stationary Gumbel distribution applied to the observed data of annual maximum daily precipitation over 142 years (from 1876 to 2017) at the observation station Tokyo. The blue solid line represents the non-stationary Gumbel distribution in 1915, whereas the red solid line represents the non-stationary Gumbel distribution in 2017.

5. Methodology

This chapter shows a methodology to construct the confidence interval of non-stationary extreme value distribution based on probability limit method test [36] for evaluation of extremely heavy rainfall in future period. Probability limit method test is a hypothesis test theory to improve the issues inherent to the Kolmogorov-Smirnov test [39,40] such that test power is weak at both tails of the assumed probability distribution. Using this test, an acceptance region in a standard uniform distribution is obtained by utilizing a characteristic that an order statistic generated by the standard uniform distribution follows the beta distribution; then, the acceptance region in standard uniform distribution is converted to the acceptance region of observed i-th order statistics using the probability distribution, which the actual observed data are assumed to follow. Here acceptance region is defined as a range constructed by critical values in both sides of an assumed probability distribution.

5.1. Calculation of Probability Limit Value in the Standard Uniform Distribution

Function forms of the cumulative distribution function, $F_X(x, t)$, and the probability representing function, $\chi_X(u, t)$, of the non-stationary extreme value distribution fitted to the observed data are expressed using Equations (14) and (15), respectively,

$$u = F_X(x, t)$$  \hspace{1cm} (14)  

$$x = \chi_X(u, t)$$  \hspace{1cm} (15)

where $x$ is the realized value of random variable $X$, $t$ is time [year], and $u$ is the cumulative probability (realized value of random variable $U$).

Based on probability limit method test, critical values are calculated in the standard uniform distribution (uniform distribution of interval [0,1]). Moriguti [36] defined the upper limit and the lower limit of the critical values in the standard uniform distribution as $z_{(U)}$ and $z_{(L)}$, respectively. In this paper, $z_{(U)}$ and $z_{(L)}$ are also referred to as the upper and lower probability limit values, respectively, and they are critical values in the standard uniform distribution. The cumulative probability $U$ from an arbitrary continuous probability distribution is known to follow a standard uniform distribution. This holds true commonly for stationary and non-stationary probability distributions. In addition, the order statistic $U_{(i)}$ derived from the standard uniform distribution follows a beta distribution in terms of parameter $(i, n - i + 1)$. This is represented by Equation (16):
where $F_{U(i)}(u)$ is the cumulative distribution function of the $i$th order statistic $U_{(i)}$, $I_u(i, n-i+1)$ is the cumulative distribution function of the beta distribution with parameter $(i, n-i+1)$, $n$ is sample size (total number of observed data), and $i$ is the rank order from smallest to largest.

To calculate the probability limit value in the standard uniform distribution, the occurrence probability of datum that deviates from the standard uniform distribution is expressed as "$\alpha_{\text{min}}$" which is sampled using a trial shown in Equation (17):

$$\alpha_{\text{min}} = \min_{1 \leq i \leq n} \left\{ \text{Min} \left[ I_u(i, n-i+1), I_{1-u}(n-i+1, i)|_{u=U_{(i)}} \right] \right\}$$

where $I_u(i, n-i+1)|_{u=U_{(i)}}$ is the non-exceedance probability of the $i$th order statistic $U_{(i)}$ following beta distribution with parameter $(i, n-i+1)$, and $I_{1-u}(n-i+1, i)|_{u=U_{(i)}}$ is the exceedance probability of the $i$th order statistic $U_{(i)}$ following beta distribution with parameter $(i, n-i+1)$.

By repeating the trial shown in Equation (17), the arbitrary number of $\alpha_{\text{min}}$ can be obtained. To make it easier to treat these data, $\alpha_{\text{min}}$ is transformed to a logarithm form, $-\log_{10}(2\alpha_{\text{min}})$. The distribution of $-\log_{10}(2\alpha_{\text{min}})$ can be regarded as the distribution of the occurrence probability of the order statistic that significantly deviates from the standard uniform distribution in the samples.

Shimizu et al. [33–35] proposed to fit the extreme value distribution to the sample of $-\log_{10}(2\alpha_{\text{min}})$ on the ground that $-\log_{10}(2\alpha_{\text{min}})$ becomes the maximum of the sample constructed from smaller value of the non-exceedance probability or the exceedance probability of the $i$th order statistic $U_{(i)}$ which are transformed to the logarithm form in a similar way. By doing so, the probability limit value modified according to an arbitrary level of significance can be calculated. Figure 4 shows the probability representing function $\chi_{\alpha}(u)$ of the Gumbel distribution that was fitted to the sample of $-\log_{10}(2\alpha_{\text{min}})$.

When probability limit method test is performed on target data assuming a probability distribution with a 5% significance level (5% two-sided probability), the value of $\alpha$ corresponding to this significance level (two-sided probability) is $1.12 \times 10^{-3}$ after solving equation $\chi_{\alpha}(0.95) = -\log_{10}(2\alpha_{\text{min}}) = 2.65$ for $\alpha_{\text{min}}$ (refer to Figure 4 for each value in the equation). When the probability shown in Equation (16) is $\alpha$, $u$ becomes $z_{\alpha}(i)$, and when this probability becomes $(1-\alpha)$, $u$ becomes $z_{\alpha}(i)$. Since the sample size of the target data was 142, the sample of the upper probability limit value $U_u$ is $\{z_{\alpha}(1), z_{\alpha}(2), ..., z_{\alpha}(142)\}$, whereas that of the lower probability limit value $U_l$ is $\{z_{\alpha}(1), z_{\alpha}(2), ..., z_{\alpha}(142)\}$. Experimental points determined by providing these probability limit values with the cumulative probability, $F_{U(u)}$, derived from a plotting position equation, are defined as the lower probability limit point ($F_{U(u)}(z_{\alpha}(i))$) and upper probability limit point ($F_{U(u)}(z_{\alpha}(i))$). In this case, the line interpolating ($F_{U(u)}(z_{\alpha}(i))$) is termed as the lower probability limit line, while that interpolating ($F_{U(u)}(z_{\alpha}(i))$) is termed the upper probability limit line. Figure 5 shows the probability limit lines of the standard uniform distribution with 5% two-sided probability and sample size 142. The area between both limit lines is the acceptance region based on probability limit method test for standard uniform distribution data.
Figure 4. Probability representing function of the Gumbel distribution $\chi_\alpha(u)$ fitted to the sample of $-\log_{10}(2\alpha_{\min})$. In this study, 5000 $\alpha_{\min}$ was sampled to secure the stability of the distribution of $\alpha_{\min}$.

Figure 5. Probability limit lines with 5% two-sided probability in the standard uniform distribution. The symbol $n$ represents the total number of observed data used to calculate the probability limit values.

5.2. Calculation of the Probability Limit Value in the Non-Stationary Extreme Value Distribution and Construction of the Confidence Interval

The probability limit value of the non-stationary extreme value distribution can be calculated by treating the probability limit value in standard uniform distribution as the cumulative probability and substituting it into the probability representing function of the non-stationary extreme value distribution at a given time $t$. The upper and lower probability limit values of the non-stationary extreme value distribution fitted to observed data are $\chi_X(z_U(i), t)$ and $\chi_X(z_L(i), t)$, respectively. In addition, the samples of the upper probability limit value, $X_U$, and the lower probability limit value, $X_L$, in the non-stationary extreme value distribution fitted to the observed data are defined as $\{\chi_X(z_U(1), t), \chi_X(z_U(2), t), ..., \chi_X(z_U(n), t)\}$ and $\{\chi_X(z_L(1), t), \chi_X(z_L(2), t), ..., \chi_X(z_L(n), t)\}$, respectively, where $n$ is the total number of the observed data.
Next, a process to construct the confidence interval of the non-stationary extreme value distribution at an arbitrary time $t$ is shown. First, samples of the lower and upper probability limit values, $X_L$ and $X_U$, respectively, are calculated for the target time $t$. Then, these samples are fitted to the stationary extreme value distribution corresponding to the adopted non-stationary extreme value distribution, and a parameter of its stationary extreme value distribution is estimated. For example, when the non-stationary Gumbel distribution (/the non-stationary generalized extreme value distribution) was adopted for fitting to the observed data, the Gumbel distribution (/the generalized extreme value distribution) was used for fitting to the probability limit values. Since the probability limit values are calculated with the assumption that the time $t$ is given, the stationary probability limit value distribution is appropriate for fitting the probability limit values. In this study, the adopted stationary extreme value distribution with parameters estimated from samples $X_U$ and $X_L$ are defined as the upper confidence limit line and the lower confidence limit line, respectively. Therefore, the interval between both confidence limit lines is the confidence interval of the non-stationary extreme value distribution at the target time $t$.

Figure 6 shows the construction process of the 95% confidence interval for the non-stationary extreme value distribution using probability limit method test. In the figure, the solid blue line and the dotted blue line are the non-stationary Gumbel distribution at 1885 and its 95% confidence limit line, and the solid red line and the dotted red line are the non-stationary Gumbel distribution at 2077 and its 95% confidence limit line. The green points represent the probability limit values in the standard uniform distribution, the blue points represent the probability limit values in the non-stationary Gumbel distribution at 1885, and the red points represent the probability limit values in the non-stationary Gumbel distribution at 2077. The probability limit values in the standard uniform distribution are determined according to the total number of observed data “$n$,” and they do not change with time. Also, while the non-stationary extreme value distribution changes with time, its cumulative probability follows the standard uniform distribution regardless of the type of probability distribution. Therefore, by substituting the probability limit value in the standard uniform distribution into the probability representing function of the non-stationary extreme value distribution at the target time, the probability limit value under that distribution can be calculated. This shows that the uncertainty of estimation is quantified according to the total number of observations accumulated to date, in the form of the width $[z_L(i), z_U(i)]$ of the probability limit in the standard uniform distribution, and the range of possible annual maximum daily precipitation $X(t)$ $[\chi[X(z_L(i), t), \chi[X(z_U(i), t)]]$ is calculated at any time $t$ from this width. Figure 6 shows the construction process of confidence interval of the Gumbel distribution at 1885 and 2077. As described above, the confidence limit line is the stationary extreme value distribution (Gumbel distribution in this study) fitted to the probability limit value at that time in the non-stationary extreme value distribution (in this study, the non-stationary Gumbel distribution). In this way, even in the non-stationary case, the special quality that the cumulative probability follows the standard uniform distribution can be used to construct a confidence interval based on probability limit method test.
Figure 6. Construction process for the 95% confidence interval of the non-stationary extreme value distribution using probability limit method test. \( n \) is the total number of observed data. The blue solid and dashed lines are the non-stationary Gumbel distribution and its 95% confidence limit lines, respectively, for 1885. The red solid and dashed lines are the non-stationary Gumbel distribution and its 95% confidence limit lines, respectively, in 2077 (i.e., a future prediction). Green dots, blue dots, and red dots denote the probability limit values with a 5% two-sided probability in the standard uniform distribution, the non-stationary Gumbel distribution in 1885, and the non-stationary Gumbel distribution in 2077, respectively.

6. Results and Discussion

As shown in the previous chapter, applying an analytical method for non-stationary hydrological frequency, the probability distribution of the extreme hydrological quantity can be estimated with time as an explanatory variable. This means that the same method can describe the time evolution of the probability distribution of extreme hydrological quantity, and that the probability distribution of extreme hydrological quantity in the past and future periods can be estimated.

In this chapter, the non-stationary hydrological frequency analysis, to which the confidence interval was introduced, is applied to past and future hydrological periods, and concrete examples are presented. Meanwhile, the probability of exceeding the upper confidence limit value is obtained by multiplying the “target return period” and the one-sided probability of the confidence interval.” In other words, the risk that a heavy rainfall exceeding 100 \((1 - p)\)% upper confidence limit value within the \(T\)-year probability can be expressed as \((1/T) \times p/2\) \([33-35]\), where \(p\) is the significance level and \((1 - p)\) is the confidence coefficient \((0 < p < 1)\). Note that, since the target data used the annual maximum value over 142 years from 1876 to 2017, the period before 2017 is defined as the past period, and the period after 2017 is defined as the future period in this paper.

6.1. Application of the Non-Stationary Hydrological Frequency Analysis, Introducing Confidence Interval to the Past Period

In this section, the non-stationary hydrological frequency analysis, to which the confidence interval was introduced, is applied to the past period to clarify temporal change of annual maximum daily precipitation. Figure 7 shows the observed data of the annual maximum daily precipitation over 142 years (from 1876 to 2017) at the ground observation station Tokyo, the non-stationary Gumbel distribution fitted to these 142 observed data, and 95% confidence interval of the non-stationary Gumbel distribution based on probability limit method test. Black dots denote observed
data, blue solid line and blue dashed lines are the non-stationary Gumbel distribution and its 95% confidence limit lines, respectively, for 1915, and red solid line and red dashed line are the non-stationary Gumbel distribution and its 95% confidence limit lines, respectively, for 2017.

Figure 7. Observed data of the annual maximum daily precipitation over 142 years (from 1876 to 2017) at the ground observation station Tokyo, together with the non-stationary Gumbel distribution fitted to these 142 observed data (blue solid line: non-stationary Gumbel distribution in 1915; red solid line, non-stationary Gumbel distribution in 2017), and the 95% confidence interval of both non-stationary Gumbel distributions based on probability limit method test. \( n \) is the total number of observed data. Note that the Hazen formula was used for the plotting position equation.

Figure 7 shows that the maximum daily precipitation derived from the non-stationary Gumbel distribution increases as the return period increases, and its confidence interval widens. It also can be seen in Figure 7 that the maximum value (371.9 mm) observed during the Typhoon Ida (1958), also known as the Kanogawa Typhoon, greatly deviates from the group of observation values below the upper second highest rank. Since this value greatly deviate from the non-stationary Gumbel distribution as of 1915 and 95% upper confidence limit line thereof, it becomes extremely difficult to evaluate this value using the confidence interval for 1915. Instead, this value was plotted in the vicinity of the 95% upper confidence limit lines as of 2017, and it becomes possible to perform probability evaluation of this value using the confidence interval. When the return period of this value is calculated using the 95% upper confidence limit lines for 2017, its return period becomes 123 years. Therefore, the risk of occurrence of a heavy rainfall exceeding this value, i.e., Typhoon Ida (in 1958)-class heavy rainfall, is \( 2.0 \times 10^{-4} \times (1/123) \times 2.5\% \), “target return period” \( \times “one-sided probability of confidence interval” \) as per the framework of risk assessment [33–35] mentioned above. By introducing non-stationary hydrological frequency analysis to the confidence interval in order to evaluate uncertainty of T-year rainfall, we treat T-year rainfall as a random variable. Also, proposed
confidence interval estimates the range of probability distribution of T-year rainfall. Therefore, an extremely heavy rainfall which deviates from a probability distribution fitted to past observed data can be interpreted as a realized value at right tail of the probability distribution of T-year rainfall. Moreover, above mentioned estimation method for occurrence risk of an extremely heavy rainfall is available, when considering an arbitrary return period of T-year. For example, considering the time development of probability distribution and confidence interval of 123-year rainfall, the amount of observed rainfall data (371.9 mm) in 1958, which is difficult to evaluate by the proposed 95% confidence interval in the time of 1915 becomes a realized value within the 95% confidence interval in 2017, i.e., a phenomenon that can be examined as a risk in flood control measures.

This result indicates that the occurrence risk of heavy rainfall similar to or more severe than extremely heavy rainfalls that have occurred in the past period is increasing. Moreover, the occurrence risk of such heavy rainfalls can be quantified by multiplying the target return period with the one-sided probability of the confidence interval, as described in the results of the non-stationary hydrological frequency analysis on the target data.

6.2. Application of the Non-Stationary Hydrological Frequency Analysis, Introducing Confidence Interval to the Future Period

In this section, the non-stationary hydrological frequency analysis method, to which the confidence interval was introduced, is applied to the future period to clarify expected changes in annual maximum daily precipitation. A period from 2017 until 2077 was defined as the target period to perform non-stationary hydrological frequency analysis. With non-stationary hydrological frequency analysis, the future distribution of the annual maximum daily precipitation in each year can be estimated over the 60-year period from 2017 to 2077.

Figure 8 shows the non-stationary Gumbel distributions as of 1975, i.e., in the past period (blue solid line) and 2077, i.e., in the future (red solid line). It can be seen that the right tail of the Gumbel distribution in the future (red solid line) becomes wider than that in the past period (blue solid line) because of an increasing trend in annual maximum daily precipitation, and that the probability that the occurrence of heavy rainfall will increase.

Figure 9 shows observed data of annual maximum daily precipitation over 142 years (from 1876 to 2017) at the ground observation station Tokyo, the non-stationary Gumbel distribution fitted to these 142 observed data, and the 95% confidence interval of the non-stationary Gumbel distribution based on the probability limit method test. Black dots represent observed data, the blue solid and dashed lines are the non-stationary Gumbel distribution and its 95% confidence limit line, respectively, as of 1975, and red solid and dashed lines are the non-stationary Gumbel distribution and its 95% confidence limit line, respectively, as of 2077. There is an area in which the confidence intervals in the past and future periods overlap in Figure 9; therefore, it is understood that there was a possibility that the annual maximum daily precipitation in the future might also have occurred in the past period. In addition, the past maximum (371.1 mm) exceeds the 95% upper confidence limit value, whereas it is plotted near the average line (non-stationary Gumbel distribution, red solid line) in the future period. This indicates that Typhoon Ida-class heavy rainfalls can be expected to occur in the return period of 123-year in the future.

Although the risks presented by the product of “target return period” and “one-sided probability of upper confidence limit value” becomes the same values, probable rainfall corresponding to this risk changes depending on which point in time is considered. For example, the annual maximum daily precipitation corresponding to exceeding the probability of the 95% upper confidence limit value for the 100-year probability (=1/4000) was 323.9 mm in 1975, but will be 422.4 mm in 2077. By introducing the confidence interval into the non-stationary hydrological frequency analysis, the risk assessment for the occurrence of extremely heavy rainfall in the future becomes increasingly likely.

By applying the non-stationary hydrological frequency analysis method, temporal changes in the probability of heavy rainfall and the confidence limit value thereof can be estimated. Figure 10 shows 100-year annual maximum daily precipitation and a temporal change in the corresponding
95% confidence interval at the target location. The blue solid line shows the 100-year annual maximum daily precipitation in the past period, while the purple solid line is the 95% confidence limit line in the past period, the blue dashed-dotted line is 100-year annual maximum daily precipitation in the future, and the purple dashed-dotted line is the 95% confidence limit line in the future. This comparison shows that the above-mentioned quantities increase with time. By applying non-stationary hydrological frequency analysis, future changes in the probability of high hydrological quantities, and the confidence level of extreme values can be estimated.

In previous researches, confidence intervals are often expressed by using an assumption of normality to estimate statistics [37]. Our proposed confidence interval does not require such parametric assumptions as possible, and this confidence interval can be developed by incorporating the theory of probability limit method to non-stationary extreme value model shown by Coles [20], which can reflect the characteristic change of extreme time series with proceeding of time in this research.

In Japan, most design discharge in flood control measures is calculated by extracting hyetographs from past flood events, extrapolating the total amount of rainfall arising from those incidents up to the adopted probability scale, then converting this rainfall into a flow discharge using rainfall runoff modeling [41]. Shimizu et al. [42] demonstrated a method to convert confidence intervals regarding the hyetograph corresponding to a design scale into that of the calculated hydrograph using rainfall runoff modeling created by Yamada [43,44]. The rainfall runoff model created by Yamada gives prominence to parameters that consider the physical conditions of the outflow mechanism. By applying a non-stationary hydrological frequency analysis based on the confidence interval proposed in this study, the confidence interval of the peak flood discharge corresponding to the design scale under future climates can be constructed.

**Figure 8.** Future changes in the non-stationary Gumbel distribution fitted to observed data of annual maximum daily precipitation over 142 years (from 1876 to 2017) at the ground observation station Tokyo. The blue solid line is the non-stationary Gumbel distribution in 1975 and the red solid line is the non-stationary Gumbel distribution in 2077.
Figure 9. Observed data of annual maximum daily precipitation over 142 years (from 1876 to 2017) at the Meteorological Agency ground observation station Tokyo, with a non-stationary Gumbel distribution fitted to these values (blue solid line: non-stationary Gumbel distribution for 1975; red solid line, non-stationary Gumbel distribution for 2077). The 95% confidence intervals of both non-stationary Gumbel distributions are based on the probability limit method test. \( n \) is the total number of observed data. Note that the Hazen Equation was used for the plotting position equation.

Figure 10. Temporal change of 100-year annual maximum daily precipitation and its 95% confidence interval.
7. Conclusions

In recent years, increasing unsteadiness in the rainfall associated with climate change has become apparent; this is expected to continue in the future. Since previous design rainfalls have been set up based on an assumption of steadiness, the reliability of these design rainfalls may decrease because of unsteadiness in rainfall. Non-stationary hydrological frequency analysis is a method able to estimate rainfall corresponding to a design scale, while considering such changes in rainfall trend over time. The method enables a probable rainfall to be calculated as a function of time using a non-stationary extreme value distribution model with time as an explanatory variable. In this study, we developed a method to construct the confidence interval of the non-stationary extreme value distribution model by applying probability limit method test theory. In addition, it was shown that quantification of uncertainty in design rainfall because of a lack of observation information and an assessment of the occurrence risk of extremely heavy rainfall should consider changes in a trend in extreme rainfall series associated with climate change. This would be possible through the introduction of a confidence interval based on a probability limit method test incorporated into non-stationary hydrological frequency analysis.

The main results of this research are as follows.

1. It was shown that the confidence interval of the non-stationary extreme value distribution could be constructed using probability limit method test theory.
2. It was shown that the right tail of the non-stationary extreme value distribution fitted to a time series of observed data with increasing trend in rainfall widened with time, while its mode value increased. Also, it was shown that the confidence interval of the non-stationary extreme value distribution widened with the proceeding of time.
3. It was shown that, by introducing a confidence interval into the non-stationary hydrological frequency analysis, a risk assessment of the occurrence of extremely heavy rainfall considering the increasing trend of rainfall is possible.
4. It was shown that, by applying the non-stationary hydrological frequency analysis method, the confidence limit value of T-year rainfall in future time could be estimated. This result proposes quantification of occurrence risk for extremely heavy rainfall which could be treated as outliers in previous hydrological frequency analysis, and feasibility of introduction of occurrence risk these heavy rainfalls have into flood control management.
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