Estimation of ordinary differential equation models
with discretization error quantification
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Abstract. We consider parameter estimation of ordinary differential equation (ODE) models from noisy observations. For this problem, one conventional approach is to fit numerical solutions (e.g., Euler, Runge-Kutta) of ODEs to data. However, such a method does not account for the discretization error in numerical solutions and has limited estimation accuracy. In this study, we develop an estimation method that quantifies the discretization error based on data. The key idea is to model the discretization error as random variables and estimate their variance simultaneously with the ODE parameter. The proposed method has the form of iteratively reweighted least squares, where the discretization error variance is updated with the isotonic regression algorithm and the ODE parameter is updated by solving a weighted least squares problem using the adjoint system. Experimental results demonstrate that the proposed method attains robust estimation with at least comparable accuracy to the conventional method by successfully quantifying the reliability of the numerical solutions.
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1. Introduction. A system of ordinary differential equations (ODEs) is a fundamental tool for modeling a dynamical system in many fields. For example, spiking neuron activity is simply described by the FitzHugh–Nagumo model [11, 24]:

\[
\begin{align*}
\frac{dV}{dt} &= c \left( V - \frac{V^3}{3} + R \right), \\
\frac{dR}{dt} &= -\frac{1}{c} (V - a + bR).
\end{align*}
\]

In practice, ODE models often include unknown system parameters (e.g., \(a, b,\) and \(c\) in the above model) or unknown initial state (e.g., \(V(0)\) and \(R(0)\) in the above model). In this study, we focus on estimation of ODE models from noisy data. Specifically, consider an ODE model

\[
\frac{d}{dt} x(t; \theta) = f(x(t; \theta), \theta), \quad x(0; \theta) = x_0(\theta),
\]

where \(\theta\) is an unknown identifiable parameter. Suppose that we have noisy observations \(y_1, \ldots, y_K\) of \(x(t; \theta)\) at several time points \(t_1, \ldots, t_K\):

\[
y_k = H x(t_k; \theta) + \varepsilon_k, \quad \varepsilon_k \sim N(0, \Gamma), \quad k = 1, \ldots, K,
\]

where \(H\) is a given matrix and \(\varepsilon_k\) is the observation noise with covariance \(\Gamma\). In this setting, we are interested in estimating \(\theta\) based on \(y_1, \ldots, y_K\).
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Estimation of ODE models has a distinct feature due to the intractability of the initial value problems. Namely, ODEs do not have a closed-form solution in general, and thus, we do not have access to the exact solution \( x(t_k; \theta) \) in (1.1). In this sense, our problem here is essentially different from usual nonlinear regression. Instead of the exact solution \( x(t_k; \theta) \), its approximation \( \tilde{x}(t_k; \theta) \) is obtained by using numerical methods for ODEs such as Euler and Runge–Kutta [6, 16]. Thus, one simple conventional approach to parameter estimation in ODE models is to fit the numerical solutions to data directly. However, this approach requires numerical solutions to be sufficiently accurate, which is computationally intensive in general. In other words, the difference \( \tilde{x}(t_k; \theta) - x(t_k; \theta) \) between the numerical and exact solutions, which we call the discretization error in the following, is not negligible. The discretization error is regarded as one of the main uncertainties in parameter estimation of ODE models.

In this study, we develop a method for estimating ODE models that quantifies the discretization error based on data. The key idea is to model the discretization error as Gaussian random variables, which is inspired from the recent studies on probabilistic numerics for differential equations [9, 18, 22], and estimate their variance simultaneously with the ODE parameter. Note that, although the assumption of discretization error being Gaussian random variables may seem unrealistic, the interest here is whether such a probabilistic model leads to a useful method of parameter estimation or not. We leave the validation and perhaps modification of the modelling assumption to our future work. Specifically, the proposed method has the form of Iteratively Reweighted Least Squares (IRLS), where the discretization error variance and ODE parameter are alternately updated. The update of the discretization error variance is efficiently solved by the isotonic regression algorithm [3, 27, 35]. On the other hand, the update of the ODE parameter is formulated as a weighted least squares problem and solved by using the exact gradient of the objective function, which is computed by the adjoint system of (1.1) and symplectic partitioned Runge–Kutta methods [29]. Experimental results on several ODE models demonstrate that the proposed method attains robust estimation with at least comparable accuracy to the conventional method by successfully quantifying the reliability of the numerical solutions based on data. For example, the proposed method is beneficial when sufficiently accurate numerical solutions, which may be obtained by the step-size control or validated numerics, are not available due to limited computational resources. Note that, whereas several recent studies investigated Bayesian probabilistic numerical methods for ODE models [7, 8, 25], we focus on non-Bayesian parameter estimation like the maximum likelihood in this study.

This paper is organized as follows. After presenting the problem setting in section 2, we explain the detail of the proposed method in section 3. In section 4, we show the experimental results for several ODE models. In section 5, we give concluding remarks. Several technical details are provided in the appendices.

2. Problem setting. Consider an \( M \)-dimensional ODE model

\[
\frac{dx(t; \theta)}{dt} = f(x(t; \theta), \theta), \quad x(0; \theta) = x_0(\theta),
\]

(2.1)

where \( f : \mathbb{R}^M \times \mathbb{R}^D \rightarrow \mathbb{R}^M \) and \( \theta \in \Theta \subset \mathbb{R}^D \) is an unknown identifiable parameter. Suppose that we have noisy observations \( y_1, \ldots, y_K \) of \( J (\leq M) \) components of \( x(t; \theta) \) at \( K \) time points
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\[ 0 \leq t_1 < t_2 < \cdots < t_K, \]

\[ y_k = H x_k(\theta) + \varepsilon_k, \quad \varepsilon_k \sim N(0, \Gamma), \quad k = 1, \ldots, K, \]

where \( H \in \mathbb{R}^{J \times M} \) is a given full-rank matrix (e.g. submatrix of the identity matrix of size \( M \)), \( x_k(\theta) := x(t_k; \theta) \) is the exact solution of (2.1) at \( t = t_k \), and \( \varepsilon_1, \ldots, \varepsilon_K \) are i.i.d. observation noise with the covariance matrix \( \Gamma = \text{diag}(\gamma_1^2, \ldots, \gamma_J^2) \). We denote the \( j \)-th element of \( y_k \) and \( Hx_k \) by \( y_{k,j} \) and \( H_j x_k \), respectively, for \( j = 1, \ldots, J \).

We consider estimation of \( \theta \) based on \( y_1, \ldots, y_K \). From (2.2), the likelihood function is given by

\[
L(\theta) = p(y_1, \ldots, y_K \mid \theta) = \prod_{k=1}^{K} \frac{1}{(2\pi)^{J/2}|\Gamma|^{1/2}} \exp\left( -\frac{1}{2} (y_k - H x_k(\theta))^{\top} \Gamma^{-1} (y_k - H x_k(\theta)) \right).
\]

Therefore, the maximum likelihood (ML) estimate is the solution of the least squares problem:

\[
\hat{\theta}_{\text{ML}} = \arg\max_{\theta \in \Theta} \log L(\theta) = \arg\min_{\theta \in \Theta} \sum_{k=1}^{K} (y_k - H x_k(\theta))^{\top} \Gamma^{-1} (y_k - H x_k(\theta)).
\]

Although the maximum likelihood estimate \( \hat{\theta}_{\text{ML}} \) in (2.3) has desirable properties including asymptotic efficiency [10], it involves the exact solution \( x_k(\theta) \) of the ODE model (2.1), which is not available in practice. Thus, one conventional method is to substitute a numerical solution \( \tilde{x}_k(\theta) \) such as Euler and Runge–Kutta [6, 16], which we call the quasi-maximum likelihood (QML) estimate:

\[
\hat{\theta}_{\text{QML}} = \arg\min_{\theta \in \Theta} \sum_{k=1}^{K} (y_k - H \tilde{x}_k(\theta))^{\top} \Gamma^{-1} (y_k - H \tilde{x}_k(\theta)).
\]

If the numerical solution \( \tilde{x}_k(\theta) \) is sufficiently accurate, then the estimate \( \hat{\theta}_{\text{QML}} \) in (2.4) is considered to be close to the maximum likelihood estimate (2.3) from the identifiability assumption. However, the discretization error \( \tilde{x}_k(\theta) - x_k(\theta) \) is not negligible in general, and thus, the estimate \( \hat{\theta}_{\text{QML}} \) in (2.4) has limited estimation accuracy. We give one simple example in the following. Note that the asymptotic properties of the estimate \( \hat{\theta}_{\text{QML}} \) in (2.4) was investigated by [37].

**Example 2.1.** Consider initial value estimation of the harmonic oscillator:

\[
\frac{d}{dt} x(t; \theta) = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} x(t; \theta), \quad x(0; \theta) = \theta \in \mathbb{R}^2.
\]

Here, the observation is defined as

\[ y_k = x(t_k; \theta) + r_k, \quad r_k \sim N(0, \gamma^2 I), \quad k = 1, \ldots, K, \]
where $t_k = kh$. The exact solution is given by

$$x_k(\theta) = M^k \theta, \quad M = \begin{bmatrix} \cos(h) & \sin(h) \\ -\sin(h) & \cos(h) \end{bmatrix}. $$

On the other hand, the numerical solutions by several ODE solvers are given by $\tilde{x}_k(\theta) = \tilde{M}^k \theta$ with some matrix $\tilde{M}$. For example, the explicit Euler method with step size $\Delta t$ corresponds to

$$\tilde{M} = \begin{bmatrix} 1 & \Delta t \\ -\Delta t & 1 \end{bmatrix}^{h/\Delta t}.$$

Then, the quasi-maximum likelihood estimate $\hat{\theta}_{QML}$ in (2.4) is given by

$$\hat{\theta}_{QML} = \left( \sum_{k=1}^{K} (\tilde{M}^k)^\top (\tilde{M}^k) \right)^{-1} \left( \sum_{k=1}^{K} (\tilde{M}^k)^\top y_k \right)$$

$$= \theta + b + \sum_{k=1}^{K} A_k r_k \sim N \left( \theta + b, \gamma^2 \sum_{k=1}^{K} A_k A_k^\top \right),$$

where

$$b = \left( \sum_{k=1}^{K} (\tilde{M}^k)^\top (\tilde{M}^k) \right)^{-1} \left( \sum_{k=1}^{K} (\tilde{M}^k)^\top (M^k - \tilde{M}^k) \theta \right),$$

$$A_k = \left( \sum_{k=1}^{K} (\tilde{M}^k)^\top (\tilde{M}^k) \right)^{-1} (\tilde{M}^k)^\top, \quad k = 1, \ldots, K.$$ 

Therefore, the quasi-maximum likelihood estimate has bias $b \neq 0$ from $\tilde{M} \neq M$. The mean squared error (MSE) of the quasi-maximum likelihood estimate is calculated as

$$E_{\theta} \left[ \| \hat{\theta}_{QML} - \theta \|^2 \right] = \| b \|^2 + \gamma^2 \sum_{k=1}^{K} \text{tr}(A_k A_k^\top) = \| b \|^2 + \gamma^2 \text{tr} \left( \sum_{k=1}^{K} (\tilde{M}^k)^\top (\tilde{M}^k) \right)^{-1}.$$

On the other hand, by putting $\tilde{M} = M$ in (2.6), the MSE of the maximum likelihood estimate in (2.3) is obtained as

$$E_{\theta} \left[ \| \hat{\theta}_{ML} - \theta \|^2 \right] = \gamma^2 \text{tr} \left( \sum_{k=1}^{K} (M^k)^\top (M^k) \right)^{-1} = 2\gamma^2 K^{-1}.$$

Figure 1 plots the MSE of $\hat{\theta}_{QML}$ in (2.6) with respect to the data length $K$ for the midpoint rule (2nd order) and the Runge–Kutta method (4th order), where $\theta = (1, 0)^\top$, $h = 2$ and $\Delta t = 0.5$. The MSE of $\hat{\theta}_{ML}$ in (2.7) is also shown. It is observed that the MSE of $\hat{\theta}_{QML}$ is significantly larger than that of $\hat{\theta}_{ML}$. 
3. Proposed method. In this section, we develop a method for parameter estimation in ODE models (2.1) that quantifies the discretization error based on data. In subsection 3.1, we introduce the main idea of modeling the discretization error as random variables and formulate the problem to simultaneous estimation of the discretization error variance and ODE parameter. In subsection 3.2, we propose Iteratively Reweighted Least Squares (IRLS) algorithms where the discretization error variance and ODE parameter are alternately updated. The update schemes for the discretization error variance and the ODE parameter are explained in subsections 3.3 and 3.4, respectively.

3.1. Discretization error as random variable. Let $\xi_k := \tilde{x}_k - x_k$ be the discretization error at $k$-th step. We model $\xi_1, \ldots, \xi_K$ as independent Gaussian random variables:

$$
\xi_k \sim N(0, V_k), \quad k = 1, \ldots, K,
$$

where the covariance matrix $V_k$ quantifies the magnitude of $\xi_k$. Such an idea of modeling the discretization error by random variables has been investigated by recent studies. We review them in Remark 3.1 below. It may seem unreasonable to assume the discretization error to be independent Gaussian random variables. However, we introduce this assumption in a pragmatic way to obtain better estimates of ODE parameters through discretization error quantification based on probabilistic models. We leave the validation and perhaps modification of the modelling assumption to our future work (see Remark 3.2 below).

By substituting (3.1) into (2.2), we obtain

$$
y_k = H\tilde{x}_k(\theta) + e_k, \quad e_k \sim N(0, \Gamma + \Sigma_k), \quad k = 1, \ldots, K,
$$

where $e_k := -H\xi_k + \varepsilon_k$ and $\Sigma_k := HV_kH^\top$. Note that we used the independence of the discretization error $\xi_1, \ldots, \xi_K$ and the observation noise $\varepsilon_1, \ldots, \varepsilon_K$. For simplicity, we assume that each $\Sigma_k$ is diagonal:

$$
\Sigma_k = \text{diag}(\sigma_{k,1}^2, \ldots, \sigma_{k,J}^2), \quad k = 1, \ldots, K.
$$
Also, since the discretization error is considered to accumulate in every step of numerical integration, we assume that

\[(3.3) \quad 0 \leq \sigma^2_{1,j} \leq \sigma^2_{2,j} \leq \cdots \leq \sigma^2_{K,j}, \quad j = 1, \ldots, J.\]

We estimate the discretization error variance \(\Sigma := (\Sigma_1, \ldots, \Sigma_K)\) simultaneously with the ODE parameter \(\theta\) by maximum likelihood. From (3.2), the likelihood function is given by

\[(3.4) \quad L(\theta, \Sigma) = \prod_{k=1}^{K} \frac{1}{(2\pi)^{J/2}|\Gamma + \Sigma_k|^{1/2}} \exp\left(-\frac{1}{2}(y_k - H\tilde{x}_k(\theta))^\top (\Gamma + \Sigma_k)^{-1}(y_k - H\tilde{x}_k(\theta))\right).\]

Thus, the estimate is defined as

\[(3.5) \quad (\hat{\theta}, \hat{\Sigma}) = \arg\max_{(\theta, \Sigma) \in \Theta \times \mathcal{S}} \log L(\theta, \Sigma) = \arg\min_{(\theta, \Sigma) \in \Theta \times \mathcal{S}} \sum_{k=1}^{K} \left(\log |\Gamma + \Sigma_k| + (y_k - H\tilde{x}_k(\theta))^\top (\Gamma + \Sigma_k)^{-1}(y_k - H\tilde{x}_k(\theta))\right)\]

\[
= \arg\min_{(\theta, \Sigma) \in \Theta \times \mathcal{S}} \sum_{k=1}^{K} \sum_{j=1}^{J} \left(\log(\gamma^2_j + \sigma^2_{k,j}) + \frac{r^2_{k,j}(\theta)}{\gamma^2_j + \sigma^2_{k,j}}\right),
\]

where \(\mathcal{S}\) is the set of \(\Sigma\) satisfying the order constraints (3.3) and \(r_{k,j}(\theta)\) is the residual defined by

\[(3.6) \quad r_{k,j}(\theta) = y_{k,j} - H_j\tilde{x}_k(\theta).\]

Whereas Bayesian probabilistic numerical methods for ODE models have been studied recently, the proposed method is aimed at non-Bayesian parameter estimation. Therefore, it is free from prior selection and provides a baseline like the maximum likelihood estimator. Also, the proposed method provides discretization error quantification based on data by solving an inverse problem.

**Remark 3.1.** The idea of modeling the discretization error by random variables was discussed recently by, for example, Arnold et al. [2] and Conrad et al. [9]. In [9], by modeling the local truncation error by Gaussian random variables, the authors proposed to quantify the forward uncertainty by doing a number of simulations and applied this method to improve the Bayesian inference. Convergence analyses are given in [22]. To preserve properties such as positivity and symplecticity, Abdulle and Garegnani [1] proposed to perturb the time step size instead. We also note that one referee pointed out the possibility of modeling the discretization error by the uniform distribution supported on the a-priori interval obtained by convergence analysis of the ODE solver. On the other hand, several studies have investigated the relationship between ODE solvers and Gaussian process models [31, 32, 33] and its implications for uncertainty quantification [7, 20, 17, 32, 34]. We also note that probabilistic models have been used in the context of numerical analysis, see, e.g., Hairer et al. [15].
Remark 3.2. In this study, we model the discretization error by independent Gaussian random variables. However, this model does not capture the auto-correlation in the discretization error. Such dependence structures may be flexibly described by the Gaussian process \([5]\). For example, since the discretization error accumulates in every step, it seems more natural to use the Brownian motion (random walk) model:

\[
(e_{1,1}, \ldots, e_{K,j})^\top \sim N_K(0, \gamma_j^2 I + \Sigma^{(j)}), \quad j = 1, \ldots, J,
\]

where

\[
\Sigma^{(j)} = (\sigma_{\min(a,b),j}^2)_{a,b} = \begin{pmatrix}
\sigma_{1,1}^2 & \sigma_{1,2}^2 & \sigma_{1,3}^2 & \cdots & \sigma_{1,J}^2 \\
\sigma_{2,1}^2 & \sigma_{2,2}^2 & \sigma_{2,3}^2 & \cdots & \sigma_{2,J}^2 \\
\sigma_{3,1}^2 & \sigma_{3,2}^2 & \sigma_{3,3}^2 & \cdots & \sigma_{3,J}^2 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\sigma_{K,1}^2 & \sigma_{K,2}^2 & \sigma_{K,3}^2 & \cdots & \sigma_{K,J}^2
\end{pmatrix}
\]

with the order constraint

\[0 \leq \sigma_{1,j}^2 \leq \sigma_{2,j}^2 \leq \cdots \leq \sigma_{K,j}^2.\]

Then, the likelihood function is given by

\[
L(\theta, \Sigma) = p(y_1, \ldots, y_K \mid \theta, \Sigma) = \prod_{j=1}^J \frac{1}{(2\pi)^{K/2}|\gamma_j^2 I + \Sigma^{(j)}|^{1/2}} \exp \left(-\frac{1}{2} (y^{(j)} - H_j \tilde{x}(\theta))^\top (\gamma_j^2 I + \Sigma^{(j)})^{-1} (y^{(j)} - H_j \tilde{x}(\theta)) \right),
\]

where \(y^{(j)} = (y_{1,j}, \ldots, y_{K,j})^\top\) and \(H_j \tilde{x}(\theta) = (H_j \tilde{x}_1(\theta), \ldots, H_j \tilde{x}_K(\theta))^\top\). Thus, the estimate is defined as

\[
(\hat{\theta}, \hat{\Sigma}) = \arg\max_{(\theta, \Sigma) \in \Theta \times S} \log L(\theta, \Sigma) = \arg\min_{(\theta, \Sigma) \in \Theta \times S} \sum_{j=1}^J \left( \log |\gamma_j^2 I + \Sigma^{(j)}| + (y^{(j)} - H_j \tilde{x}(\theta))^\top (\gamma_j^2 I + \Sigma^{(j)})^{-1} (y^{(j)} - H_j \tilde{x}(\theta)) \right),
\]

where \(S\) is the set of \(\Sigma\) satisfying the order constraints. Unfortunately, the above objective function is non-convex with respect to \(\Sigma\) and thus the optimization becomes more difficult than (3.5). In particular, the efficient procedure of PAVA (see subsection 3.3) is not applicable. We conducted preliminary experiments with this model by using numerical optimization. However, it was much more computationally intensive than PAVA and the results were sensitive to the initial guess. It is an interesting future work to develop an efficient algorithm (e.g. based on Bayesian optimization) for such a more realistic model of the discretization error.
3.2. Iteratively reweighted least squares. Now, we develop Iteratively Reweighted Least Squares (IRLS) algorithms for solving (3.5).

We introduce the weights \( w = (w_{k,j}) \) defined by
\[
  w_{k,j} = \frac{1}{\gamma_j^2 + \sigma_{k,j}^2}, \quad k = 1, \ldots, K, \quad j = 1, \ldots, J.
\]

From (3.3), the weights have the order constraint:
\[
  0 < w_{K,j} \leq w_{K-1,j} \leq \cdots \leq w_{1,j} \leq \frac{1}{\gamma_j^2}, \quad j = 1, \ldots, J.
\]

By transforming from \((\theta, \Sigma)\) to \((\theta, w)\), the minimization problem in (3.5) is rewritten as
\[
  (\hat{\theta}, \hat{w}) = \arg\min_{(\theta, w) \in \Theta \times W} g(\theta, w),
\]
where \( W \) is the set of \( w \) satisfying the order constraints (3.7) and the objective function \( g \) is defined as
\[
  g(\theta, w) = \sum_{k=1}^{K} \sum_{j=1}^{J} \left( -\log w_{k,j} + w_{k,j} r_{k,j}^2(\theta) \right).
\]

We solve (3.8) by alternating minimization with respect to \( \theta \) and \( w \). Specifically, starting from an initial guess \( \theta^{(0)} \) of the ODE parameter, we iterate the following two steps:
\[
  (3.10) \quad w^{(l)} = \arg\min_{w \in W} g(\theta^{(l-1)}, w),
  
  (3.11) \quad \theta^{(l)} = \arg\min_{\theta \in \Theta} g(\theta, w^{(l)}).
\]

The detail of each update will be explained in the following two subsections. Since the update of \( \theta \) in (3.11) is interpreted as a weighted least squares with weights \( w \), we refer to the algorithm that iterates (3.10) and (3.11) until convergence as the Iteratively Reweighted Least Squares (IRLS) algorithm (Algorithm 3.1). As will be shown in the next section, this algorithm often converges in a few iterations. In addition, we call \( L \) iterations of (3.10) and (3.11) the IRLS(L) algorithm (Algorithm 3.2) for convenience. From the order constraint (3.7), the estimated weights \( \hat{w}_{k,j} \) are non-increasing with respect to \( k \) and they are interpreted as quantifying the reliability of the numerical solution \( \hat{x}_{k,j}(\theta) \) in estimating \( \theta \).

**Algorithm 3.1** Iteratively reweighted least squares (IRLS) for solving (3.8)

1. Set the initial guess \( \theta^{(0)} \)
2. for \( l = 1, 2, \ldots \) do
3. Solve (3.10) by PAVA (subsection 3.3)
4. Solve (3.11) by numerical optimization (subsection 3.4)
5. if stopping criterion is satisfied then
6. Return \( w^{(l)} \) and \( \theta^{(l)} \)
7. end if
8. end for
Algorithm 3.2 Iteratively reweighted least squares (L) (IRLS(L)) for solving (3.8)

1: Set the initial guess \( \theta^{(0)} \)
2: for \( l = 1, 2, \ldots, L \) do
3: \( r \) \( \text{Solve (3.10) by PAVA (subsection 3.3)} \)
4: \( r \) \( \text{Solve (3.11) by numerical optimization (subsection 3.4)} \)
5: end for
6: Return \( w^{(L)} \) and \( \theta^{(L)} \)

Remark 3.3. In practice, the observation noise variances \( \gamma_1^2, \ldots, \gamma_J^2 \) may be unknown. Even in such cases, the proposed algorithms work by using lower bounds \( \tilde{\gamma}_j^2 \) on \( \gamma_j^2 \): \( \tilde{\gamma}_j^2 \leq \gamma_j^2 \). Namely, the order constraint (3.7) is replaced with

\[
0 < w_{K,j} \leq w_{K-1,j} \leq \cdots \leq w_{1,j} \leq \frac{1}{\tilde{\gamma}_j^2}, \quad j = 1, \ldots, J.
\]

Such a modification also provides estimates of \( \gamma_j^2 \) as a byproduct. We validate this modification by simulation in subsection 4.1.3.

Remark 3.4. We discuss the convergence property of Algorithms 3.1 and 3.2. Since these algorithms are alternating minimization, the objective function monotonically decreases:

\[ g(\theta^{(l+1)}, w^{(l+1)}) \leq g(\theta^{(l)}, w^{(l)}) \]

Also, the function \( g(\theta, w) \) in (3.9) is bounded from below. Therefore, the value \( g(\theta^{(l)}, w^{(l)}) \) of the objective function converges in both algorithms. However, it does not necessarily imply the convergence of \((\theta^{(l)}, w^{(l)})\) due to the non-convexity of the objective function. Namely, the sequences \((\theta^{(l)}, w^{(l)})\) may cycle or stagnate at a non-critical point, like the example in [26]. One way of ensuring the convergence is to add a regularization term to each sub-problem, which is called a proximal point modification [12]. Our preliminary numerical experiments indicated that such a modification may make the convergence slower.

3.3. Update of the weights. Here, we provide an efficient method for the update of the weights \( w \) in (3.10).

The update of the weights (3.10) is solved as follows. Its proof is given in Appendix A.

Theorem 3.5. Let \((\mu_{1,j}, \ldots, \mu_{K,j})\) be the optimal solution of

\[
\min_{\mu_{1,j} \leq \cdots \leq \mu_{K,j} < 0} \sum_{k=1}^{K} \left( \Phi(\mu_{k,j}) - \mu_{k,j} r_{k,j}(\theta^{(l-1)})^2 \right)
\]

where \( \Phi(\mu) = -\log(-\mu) \), for \( j = 1, \ldots, J \). Then, the solution of (3.10) is given by \( w_{k,j}^{(l)} = -\max(\mu_{k,j}, -1/\tilde{\gamma}_j^2) \) for \( j = 1, \ldots, J \).

The optimization problem (3.12) is efficiently solved by an algorithm called the pool adjacent violators algorithm (PAVA) [3, 27, 35]. Specifically, let \( S_0 = 0 \) and \( S_k = r_{1,j}^2 + \cdots + r_{k,j}^2 \) for \( k = 1, \cdots, K \). Consider the line graph connecting \((0, S_0), (1, S_1), \ldots, (K, S_K)\) (dashed line in Figure 2). We can efficiently compute the maximal convex function, called the greatest convex minorant, on \([0, K]\) which lies entirely below this graph (solid line in Figure 2). Let
$S_k$ be the value of the greatest convex minorant at $k$ for $k = 0, 1, \ldots, K$. Then, the optimal solution to (3.12) is given by

$$\hat{\mu}_k = \phi^{-1}(\overline{S}_k - \overline{S}_{k-1}) = \frac{1}{\overline{S}_k - \overline{S}_{k-1}}, \quad k = 1, \ldots, K,$$

where $\phi(\mu) = \Phi'(\mu) = -1/\mu$. See [27] for the proof.

The computational cost for updating the weights is much cheaper than that for a single numerical integration of the system of ODEs (2.1) in most cases. Note also that the weights $w = (w_{k,j})$ for different $j$ can be updated in parallel.
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**Figure 2.** The line graph with $K = 5$ (dashed line) and its greatest convex minorant (solid line).

**Remark 3.6.** PAVA is a general algorithm for the problem of estimating ordered natural parameters of exponential families, which is called the generalized isotonic regression [3, 27, 35], and the update of the weights is naturally interpreted in this context. Namely, from (3.2), the square of the residual (3.6) follows the chi-square distribution:

$$r_{k,j}(\theta)^2 \sim (\gamma_j^2 + \sigma^2_{k,j})\chi^2_1.$$ 

In other words, $r_{k,j}(\theta)^2$ follows the Gamma distribution with shape parameter $1/2$ and scale parameter $w_{k,j}^{-1} = \gamma_j^2 + \sigma^2_{k,j}$:

$$r_{k,j}(\theta)^2 \sim \text{Gamma} \left( \frac{1}{2}, \frac{2}{w_{k,j}} \right).$$

In this way, the procedure above can be interpreted as applying PAVA to the maximum likelihood estimation of ordered scale parameters of Gamma distributions (see Example 1.5.3 in [27]).

**Remark 3.7.** Instead of solving (3.10), we can employ the probabilistic ODE solver by [9] for updating the weights. Specifically, by solving the forward problem many times with Gaussian perturbation in each step, the discretization error variance $\sigma^2_{k,j}$ can be estimated. Whereas this method enables discretization error quantification without the monotonicity
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condition (3.3) (see Figure 9), it takes much more computational cost than PAVA, which only requires one integration. We confirmed that PAVA attains comparable estimation accuracy to the probabilistic ODE solver in simulation (Figure 6).

3.4. Update of the ODE parameter. The update of the ODE parameter $\theta$ in (3.11) is interpreted as solving the weighted least squares problem:

$$\theta^{(l)} = \arg\min_{\theta \in \Theta} \tilde{R}(\theta),$$  

where

$$\tilde{R}(\theta) = \sum_{k=1}^{K} \tilde{R}_k(\theta), \quad \tilde{R}_k(\theta) = \sum_{j=1}^{J} w_{k,j}^{(l)} (y_{k,j} - H_j \tilde{x}_k(\theta))^2.$$  

We employ numerical optimization to solve (3.13). In order to use a gradient method such as the quasi-Newton method and nonlinear conjugate gradient method, the gradient $\nabla_{\theta} \tilde{R}(\theta)$ of the objective function $\tilde{R}(\theta)$ is necessary. However, since the objective function $\tilde{R}(\theta)$ is implicitly defined through the ODE solver $\tilde{x}_k(\theta)$, computation of its gradient is not trivial. In this subsection, we briefly review a method for efficiently computing the exact gradient of $\tilde{R}(\theta)$. The key ingredients are the adjoint system and symplectic partitioned Runge–Kutta scheme [28]. See [29] for more detail.

First, let us focus on an $M$-dimensional ODE model with unknown initial state:

$$\frac{d}{dt} x(t; \theta) = f(x(t; \theta)), \quad x(0; \theta) = \theta.$$  

More general case with unknown system parameter will be treated in the last paragraph of this subsection. The adjoint system of (3.15) is defined as

$$\frac{d}{dt} \lambda(t) = -\nabla_x f(x(t; \theta))^\top \lambda(t),$$  

where $\lambda(t) \in \mathbb{R}^M$ and $\nabla_x f(x(t; \theta))$ denotes the Jacobian matrix of $f$ at $x(t; \theta)$. For a function of the form $R(\theta) = \mathcal{J}(x(T; \theta))$, the backward solution of the adjoint system (3.16) with the final state condition $\lambda(T) = \nabla_x \mathcal{J}(x(T; \theta))$ satisfies $\lambda(0) = \nabla_{\theta} \tilde{R}(\theta)$ (see Proposition 3.1 in [29]). Similar relation holds when the original system (3.15) and adjoint system (3.16) are discretized by a symplectic partitioned Runge–Kutta scheme [28], which is a well-known scheme in the context of Geometric Integration [14, 30] (see Appendix B for a brief introduction of geometric integration and symplectic partitioned Runge–Kutta methods). Specifically, let $\tilde{x}_k(\theta)$ and $\tilde{\lambda}_k$ be the numerical solution of (3.15) and (3.16) by a symplectic partitioned Runge–Kutta scheme. Then, for a function of the form $\tilde{R}(\theta) = \mathcal{J}(\tilde{x}_K(\theta))$, the backward solution of the adjoint system (3.16) with the final state condition $\tilde{\lambda}_K = \nabla_x \mathcal{J}(\tilde{x}_K(\theta))$ satisfies $\tilde{\lambda}_0 = \nabla_{\theta} \tilde{R}(\theta)$ (see Theorem 3.4 in [29]). For example, if the ODE model (3.15) is discretized by the explicit Euler scheme

$$\frac{\tilde{x}_{k+1}(\theta) - \tilde{x}_k(\theta)}{t_{k+1} - t_k} = f(\tilde{x}_k(\theta)).$$  


then the adjoint system (3.16) should be discretized as

\[
\frac{\hat{\lambda}_{k+1} - \hat{\lambda}_k}{t_{k+1} - t_k} = -\nabla_x f(\bar{x}_k(\theta))^\top \hat{\lambda}_{k+1},
\]

which is an explicit scheme for backward integration.

Now, since the adjoint system (3.16) is linear, the gradient of the objective function \(\tilde{R}(\theta)\) in (3.13), which is the sum of \(\tilde{R}_k(\theta)\) in (3.14), is computed by Algorithm 3.3 when the explicit Euler method (3.17) is employed for the numerical solution. Namely, the output \(\tilde{\lambda}_0\) of Algorithm 3.3 coincides with \(\nabla_\theta \tilde{R}(\theta)\). The calculation is exact up to round-off. This procedure is extended straightforwardly to more general Runge–Kutta schemes. In subsection 4.3, we will use the Störmer–Verlet method (see Appendix C) for the numerical solution of the Kepler equation. Also note that, in practice, we can adopt a composition of Runge–Kutta schemes with time step sizes smaller than the observation interval \(t_{k+1} - t_k\), as will be done in section 4.

**Algorithm 3.3**

**Exact calculation of the gradient** \(\nabla_\theta \tilde{R}(\theta)\) of \(\tilde{R}(\theta)\) in (3.14)

1. Compute the numerical solutions \(\bar{x}_1, \ldots, \bar{x}_K\) for (3.15) using the Euler method (3.17)
2. Set \(\hat{\lambda}_K = \nabla_x \tilde{R}_k(\bar{x}_K(\theta))\)
3. for \(k = 1, \ldots, K\) do
   4. Calculate \(\hat{\lambda}_{K-k}\) using (3.18)
   5. if \(k = K\) then
      6. Return \(\hat{\lambda}_0\)
   7. end if
   8. \(\hat{\lambda}_{K-k} \leftarrow \hat{\lambda}_{K-k} + \nabla_x \tilde{R}_{K-k}(\bar{x}_{K-k}(\theta))\)
4. end for

Although we focused on the ODE model with unknown initial state (3.15), the above method is applicable to the ODE model (2.1) with unknown system parameter as well. Specifically, if the ODE model (2.1) includes the unknown system parameter \(\theta_S\), then it is reduced to the form of (3.15) as follows:

\[
\frac{d}{dt} z(t; \theta) = \begin{bmatrix}
f(z(t; \theta)) \\ 0
\end{bmatrix}, \quad z(0; \theta) = \begin{bmatrix} x_0(\theta) \\ \theta_S
\end{bmatrix},
\]

where

\[
z(t; \theta) = \begin{bmatrix} x(t; \theta) \\ u(t; \theta)
\end{bmatrix}.
\]

Here, we introduced the constant variable \(u(t; \theta) \equiv \theta_S\) so that the unknown system parameter can be treated in the same way with the unknown initial state. Thus, Algorithm 3.3 efficiently computes the gradient of \(\tilde{R}(\theta)\) in (3.14).

**Remark 3.8.** Recently, the method of [29] has been extended to efficiently compute the exact Hessian-vector multiplication \(\nabla^2_\theta \tilde{R}(\theta) \cdot v\) by using the second-order adjoint system [19]. This method enables to use a second-order optimization algorithm such as the Newton method to minimize \(\tilde{R}(\theta)\).
3.5. Confidence intervals. To obtain uncertainty quantification of the point estimate \( \hat{\theta} \) by the IRLS algorithm, we develop a method for constructing confidence intervals of \( \theta \).

For the likelihood function \( L(\theta, \Sigma) \) in (3.4), let
\[
l_i(\theta_i) = \max_{\theta^{(-i)} \Sigma} \log L(\theta, \Sigma), \quad i = 1, \ldots, D,
\]
be the profile likelihood for \( \theta_i \), where \( \theta^{(-i)} = (\theta_1, \ldots, \theta_{i-1}, \theta_{i+1}, \ldots, \theta_D) \). Note that the IRLS estimate \( \hat{\theta} \) satisfies
\[
l_i(\hat{\theta}_i) = \max_{\theta_i} l_i(\theta_i), \quad i = 1, \ldots, D.
\]
Under the null hypothesis \( \theta_i = \theta_{i0} \), the profile likelihood-ratio statistic
\[
LR_i = 2(l_i(\hat{\theta}_i) - l_i(\theta_{i0}))
\]
is asymptotically distributed with the chi-square distribution with one degree of freedom. Thus, we construct a 95\% confidence interval \([\hat{\theta}_i, \bar{\theta}_i]\) of \( \theta_i \) by using \( \hat{\theta}_i \) and \( \bar{\theta}_i \) defined by
\[
l_i(\hat{\theta}_i) = l_i(\bar{\theta}_i) = l_i(\hat{\theta}_i) - \frac{1}{2} (\chi^2_{1})^{-1}(0.95), \quad \hat{\theta}_i \leq \hat{\theta}_i \leq \bar{\theta}_i.
\]
If \( (\hat{\theta}, \hat{\Sigma}) \) lies in the interior of the parameter space, then \( \hat{\theta}_i \) and \( \bar{\theta}_i \) can be found by using the Newton–Raphson algorithm [36]. However, it is not applicable here because some of the order constraints on \( \Sigma \) are usually active. Thus, we use the bisection method to find \( \hat{\theta}_i \) and \( \bar{\theta}_i \).

4. Numerical experiments. In this section, we investigate the performance of the IRLS algorithms by numerical experiments on three ODE models: Lorenz system, FitzHugh–Nagumo model and Kepler equation. Experiments were performed in a computation environment with 1.6 GHz Intel Core i5, 16 GB memory, Mac OS X 10.14.4, and MATLAB (R2019a).

In each experiment, we generated observation data \( y_1, \ldots, y_K \) by solving the ODE model (2.1) with the MATLAB function \texttt{ode45} and then adding Gaussian observation noise following (2.2). In \texttt{ode45}, both relative and absolute error tolerances were set to \( 3 \times 10^{-14} \), which is much smaller than the observation noise variance employed below.

For the Lorenz system, we used the explicit Euler method, the Heun method and the (4-stage 4-th order) Runge–Kutta (RK) method to obtain the numerical solution \( \tilde{x}(t; \theta) \). For the FitzHugh–Nagumo model, we employed the explicit Euler method. For the Kepler equation, we used the Störmer–Verlet method, which is a symplectic integrator for Hamiltonian systems [14] (see Appendix C). Note that the time step size was set to be smaller than the observation interval in all cases.

To solve the weighted least squares in (3.11), we used the MATLAB function \texttt{fminunc} (quasi-Newton algorithm; BFGS) with the gradient computed by the method in subsection 3.4. We have also tested \texttt{fminunc} (trust-region algorithm) and the nonlinear conjugate gradient method, but the quasi-Newton algorithm was the fastest in many cases.

As shown in Figure 3, the IRLS algorithms converged within a few iterations in most cases. Thus, instead of providing a specific stopping criterion for IRLS (Algorithm 3.1), we simply identify IRLS(20) (Algorithm 3.2) as IRLS (Algorithm 3.1).
4.1. Lorenz system. Here, we consider the Lorenz system \[23]:

\[
\begin{aligned}
\frac{dx_1}{dt} &= \sigma(-x_1 + x_2), \\
\frac{dx_2}{dt} &= x_1(\rho - x_3) - x_2, \\
\frac{dx_3}{dt} &= x_1x_2 - \beta x_3,
\end{aligned}
\]

where \((\sigma, \rho, \beta) = (10, 28, 8/3)\).

We consider simultaneous estimation of both the initial state and system parameter \(\theta = (x_1(0), x_2(0), x_3(0), \sigma, \rho, \beta)\). In subsection 4.1.1, subsection 4.1.2 and subsection 4.1.3, the observations of \((x_1, x_2, x_3)\) with observation noise variance \(\Gamma = \text{diag}(0.5, 0.1, 0.1)\) are taken at \(t_k = (k-1)h\) for \(k = 1, \ldots, K\), where \(h = 0.01\) and \(K = 201\). Note that similar results were obtained for other settings of \(\Gamma\). In subsection 4.1.4, we consider the case of limited observation: only \((x_1, x_2)\) is observed with observation noise variance \(\Gamma = \text{diag}(0.5, 0.1)\) at \(t_k = (k-1)h\) for \(k = 11, \ldots, K\), where \(h = 0.01\) and \(K = 201\). The initial guess is set to \(\hat{\theta}^{(0)} = [-9, -1.5, 39, 11, 29, 3]\). For the ODE solver \(\dot{x}_k(\theta)\), we employ the explicit Euler, Heun and RK methods.

To evaluate the estimation accuracy, we use the error measure defined by

\[
l(\hat{\theta}, \theta) = \int_a^b \|x(t; \hat{\theta}) - x(t; \theta)\|^2 dt,
\]

where \([a, b]\) is the observation interval. This error measure naturally accounts for the complexity of the map from the parameter \(\theta\) to the trajectory \(x(t; \theta)\). To compute the integral in (4.1), we employ the trapezoidal rule with \(10^4\) points and regard the outputs of \texttt{ode45} as \(x(t; \hat{\theta})\) and \(x(t; \theta)\).

4.1.1. Performance of IRLS algorithms. First, we check the performance of the IRLS algorithms.

Figure 3 plots the objective function \(g(\hat{\theta}^{(l)}, w^{(l)})\) in (3.9) and error \(l(\hat{\theta}^{(l)}, \theta)\) in (4.1) with respect to the iteration count \(l\) for each ODE solver. The initial guess and step size were set to \(\theta^{(0)} = [-9, -1.5, 39, 11, 29, 3]\) and \(\Delta t = 5.0 \times 10^{-3}\), respectively. The IRLS algorithms converge within a few iterations, and the estimation accuracy is better for higher order solvers.

Figure 4 plots the error in (4.1) of the IRLS algorithms and the conventional method in (2.4) with respect to the step size \(\Delta t\). For the Euler method with large step size \((\Delta t \geq 5.0 \times 10^{-3})\), only a single iteration (IRLS(1)) gives better estimates than the conventional method. For the Euler method with middle step size \((5.0 \times 10^{-3} \leq \Delta t \leq 5.0 \times 10^{-5}\), the estimation accuracy of the IRLS algorithms is almost the same with the conventional method. For the Euler method with small step size \((\Delta t \leq 5.0 \times 10^{-5}\), the IRLS algorithms with more than one iterations provide better estimates than the conventional method. On the other hand, for the RK method, the estimation accuracy is almost independent from the step size and the IRLS algorithms with more than one iterations consistently dominate the conventional method. The results for the Heun method were almost the same with the RK method.

Figure 5 plots the estimated weights \(w_{k,j}^{(20)}\) at the 20th iteration for the Euler methods with \(\Delta t = 5.0 \times 10^{-3}\) and \(\Delta t = 1.0 \times 10^{-3}\) and RK method with \(\Delta t = 5.0 \times 10^{-3}\). The result for the Heun method was almost the same with the RK method. From (3.7), the weight \(w_{k,j}\)
Figure 3. Objective function $g(\tilde{\theta}^{(l)}, w^{(l)})$ in (3.9) and error $l(\hat{\theta}^{(l)}, \theta)$ in (4.1) of IRLS (Algorithm 3.1) for the Lorenz system.

Figure 4. Errors $l(\hat{\theta}, \theta)$ in (4.1) of IRLS (Algorithm 3.1), IRLS(L) (Algorithm 3.2) with several values of $L$, and the conventional method in (2.4) for the Lorenz system.

does not exceed $1/\gamma_j^2$, which is 2 for $j = 1$ and 10 for $j = 2, 3$. For the RK method, the weight $w_{k,j}$ is close to these upper bounds at every $k$, which implies that the numerical solution is sufficiently accurate compared to the observation noise variance over the observation period. On the other hand, the weight is significantly smaller than the upper bounds for the Euler methods, especially when the step size is small. In this way, the IRLS algorithms provide information about the reliability of the numerical solution as a byproduct.

As discussed in Remark 3.7, we can consider another version of the IRLS algorithm that employs the probabilistic ODE solver [9] instead of PAVA for updating the weights. Whereas this method does not require the monotonicity condition (3.3) on the discretization error variance, it takes much more computational cost than PAVA. Figure 6 compares estimation
Figure 5. Estimated weights \( w_{k,j}^{(20)} \) by IRLS(20) (Algorithm 3.2) for the Lorenz system.

The accuracy of these two types of IRLS algorithms\(^1\) under the same experimental setting with Figure 4. For the probabilistic ODE solver, we used 100 samples and determined the perturbation variance following Section 3.1 of [9]\(^2\). The IRLS algorithm with PAVA attains comparable estimation accuracy to that with the probabilistic ODE solver. We will also compare their performance on discretization error quantification in subsection 4.1.2.

Table 1 presents the coverage probability and average length of 95% confidence intervals obtained by the method in subsection 3.5. The experimental setting is the same with Figure 3 (RK, \( \Delta t = 5.0 \times 10^{-3} \)) and we used 100 repetitions. The bisection method was used with the absolute error tolerance 0.01. For all estimands, the coverage probability is approximately equal to the nominal value, and the average length is in the same order of magnitude with the square root of the mean squared error. Therefore, the method in subsection 3.5 provides proper uncertainty quantification of the point estimates obtained by the IRLS algorithm.

---

1. Since the IRLS algorithm with probabilistic ODE solver also converged within a few iterations, we show the performance of IRLS(3) for both types.

2. We estimated the local error of the numerical integrator by comparing its solution with that obtained by the same integrator with the halved step size. We used 100 samples to obtain a Gaussian approximation of the random solver and 50 samples for Monte Carlo sampling.
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Figure 6. Errors \( l(\hat{\theta}, \theta) \) in (4.1) of IRLS(3) (Algorithm 3.2) with two types of weight updates and the conventional method in (2.4) for the Lorenz system.

Table 1

Coverage probability and average length of 95% confidence intervals and mean squared errors of IRLS (Algorithm 3.1) for the Lorenz system.

| estimand | coverage probability | average length | MSE     |
|----------|---------------------|----------------|---------|
| \( x_1(0) \) | 83                  | 0.5976         | \( 4.22 \times 10^{-2} \) |
| \( x_2(0) \) | 88                  | 0.3291         | \( 1.23 \times 10^{-2} \) |
| \( x_3(0) \) | 86                  | 0.1799         | \( 3.58 \times 10^{-3} \) |
| \( \sigma \)  | 84                  | 0.1891         | \( 5.00 \times 10^{-3} \) |
| \( \rho \)   | 82                  | 0.0636         | \( 6.51 \times 10^{-4} \) |
| \( \beta \)  | 87                  | 0.0149         | \( 2.68 \times 10^{-5} \) |

Although we tried to compute confidence intervals for the conventional method (2.4) in a similar way, the objective function was rapidly varying and the computation was unstable. The IRLS algorithm reduces such instability through discretization error quantification. We also conducted simulation with Euler (\( \Delta t = 1.0 \times 10^{-3} \)). However, the coverage probability was very small due to the bias of the point estimates obtained by the IRLS algorithm. It is an interesting future problem to derive correction methods for such cases, e.g. with a bootstrap procedure. Note that the estimated weights by the IRLS algorithm (Figure 5) already indicated that Euler (\( \Delta t = 1.0 \times 10^{-3} \)) is not sufficiently accurate in this case.

4.1.2. Discretization error quantification. Now, we confirm that the IRLS algorithms successfully quantify the discretization error. Here, we regard the output of ode45 as \( x(t; \theta) \) and fix the time step size for \( \tilde{x}(t_k; \theta) \) to \( \Delta t = 5.0 \times 10^{-3} \). Figure 7 shows the observation data \( y_1, \ldots, y_K \) and the numerical solutions \( \tilde{x}(t; \theta) \) with the true initial state and true system parameter of three ODE solvers. The discretization error of the Euler method becomes significantly large around \( t = 1 \). On the other hand, the numerical solutions with the Heun and RK methods are almost identical and seem to be sufficiently accurate compared to the
observation noise variances.

Figure 7. Observation data $y_1, \ldots, y_K$ and numerical solutions $\tilde{x}(t; \theta)$ with step size $\Delta t = 5.0 \times 10^{-3}$ for the Lorenz system. The numerical solutions by the Heun and RK methods are almost identical.

Figure 8 plots the estimated weights $\hat{w}_{k,j}$, the square root of the estimated discretization error variance $\hat{\sigma}_{k,j}$, and the actual discretization error $|x_j(t_k; \theta) - \tilde{x}_j(t_k; \theta)|$ for the Euler method. Note that we used the true initial state and true system parameter here. The estimates of discretization error variance quantify the actual discretization error well. In particular, the behavior of the rapid growth is well captured. The estimated weights are very small for $t > 1$, which indicates that the numerical solutions are no longer reliable. On the other hand, the estimated weights for the RK method are also shown in Figure 8. Note that the estimated weights for the Heun method are almost identical to the RK method. The estimated weights for the RK method are almost constant and close to $1/\gamma_j^2$, which implies that the numerical solutions are sufficiently accurate compared to the observation noise variances. Similar results are obtained also for the Euler method if the step size is sufficiently small, although the results are not displayed here to save space. In this way, the IRLS algorithms provide information about the accuracy of the numerical solution as a byproduct.

As discussed in Remark 3.7, we can consider another version of the IRLS algorithm that employs the probabilistic ODE solver [9] instead of PAVA for updating the weights. Fig-
Figure 8. Estimated weights $\hat{w}_{k,j}$, estimated discretization error $\hat{\sigma}_{k,j}$, and actual discretization error $|\bar{x}_j(t_k; \theta) - \tilde{x}_j(t_k; \theta)|$ of the Euler method for the Lorenz system. Estimated weights for the RK method are also shown. The estimates are based on PAVA.

Figure 9 shows discretization error quantification by this IRLS algorithm in the same setting with Figure 8. Again, the estimates of discretization error variance quantify the scale of the actual discretization error well. Note that the probabilistic ODE solver does not require the monotonicity condition (3.3) on the discretization error variance.

4.1.3. Unknown observation noise variances. In practice, the observation noise variances $\gamma_j^2$ may be unknown. As discussed in Remark 3.3, the proposed method works even in such cases by using lower bounds $\hat{\gamma}_j^2$ instead of $\gamma_j^2$. Figure 10 shows the results of the proposed method, where the lower bound $\hat{\Gamma} = \text{diag}(0.001, 0.001, 0.001)$ is used instead of the true observation noise variances $\Gamma = \text{diag}(0.5, 0.1, 0.1)$ and the RK method with step size $\Delta t = 5.0 \times 10^{-3}$ is employed. The estimation accuracy is almost the same with the case of using the true observation noise variances shown in Figure 3. Also, the estimated weights around $t = 0$ are close to $1/\gamma_j^2$, which implies that rough estimates of $\gamma_j^2$ are also obtained.

4.1.4. Estimation from limited observation. We consider a more challenging case where both the observation period and observed variables are limited. Specifically, we restrict the observation data in Figure 7 to only the first and second variables in the period $[0.1, 2]$. Figure 11 shows the results of the proposed method, where the RK method with step size...
Figure 9. Estimated weights $\hat{w}_{k,j}$, estimated discretization error $\hat{\sigma}_{k,j}$, and actual discretization error $|x_j(t_k; \theta) - \tilde{x}_j(t_k; \theta)|$ of the Euler method for the Lorenz system. Estimated weights for the RK method are also shown. The estimates are based on the probabilistic ODE solver.

Figure 10. Error $l(\theta^{(l)}, \theta)$ in (4.1) of IRLS (Algorithm 3.1) and estimated weights $\hat{w}_{k,j}^{(20)}$ by IRLS(20) (Algorithm 3.2) for the Lorenz system, where the lower bound $\hat{\Gamma} = \text{diag}(0.001, 0.001, 0.001)$ is used instead of the true observation noise variance $\Gamma = \text{diag}(0.5, 0.1, 0.1)$ and the RK method with step size $\Delta t = 5.0 \times 10^{-3}$ is employed.
\[ \Delta t = 5.0 \times 10^{-3} \] is employed. The proposed method still converges in a few iterations, and the estimated weights show a qualitatively similar behavior to Figure 5. Thus, the proposed method works well even when only limited observation is available.

![Figure 11](image_url)  
**Figure 11.** Error in (4.1) of IRLS (Algorithm 3.1) and estimated weights at the 20th iteration for the Lorenz system, where only the first and second variables are observed in the period [0.1, 2] and the RK method with step size \( \Delta t = 5.0 \times 10^{-3} \) is employed.

### 4.2. FitzHugh–Nagumo model.

Here, we consider the FitzHugh–Nagumo model [11, 24]:

\[
\frac{d}{dt} \begin{bmatrix} V \\ R \end{bmatrix} = \begin{bmatrix} c \left( V - \frac{V^3}{3} + R \right) \\ -\frac{1}{c} (V - a + bR) \end{bmatrix}, \quad \begin{bmatrix} V(0) \\ R(0) \end{bmatrix} = \begin{bmatrix} -1 \\ -1 \end{bmatrix}.
\]

We consider estimation of the system parameter \( \theta = [a, b, c] = [0.2, 0.2, 3] \) from the observation of \( V \). Namely, the observation matrix \( H \) in (2.2) is \( H = [1, 0] \). The observation is taken at \( t_k = (k - 1)h \) for \( k = 1, \ldots, K \), where \( h = 0.2 \) and \( K = 201 \), and the observation noise variance is set to \( \Gamma = 0.01 \).

Figure 12 (top left, top right) plots the objective function \( g(\hat{\theta}^{(l)}, w^{(l)}) \) in (3.9) and squared error \( ||\hat{\theta}^{(l)} - \theta||^2 \) with respect to the iteration count \( l \) for different step sizes. The initial guess was set to \( \theta^{(0)} = [1, 1, 1] \). Similarly to the Lorenz system, estimation accuracy is better for smaller step sizes. Also, Figure 12 (bottom) shows the estimates of weights \( w^{(20)}_{k,j} \), which indicates that the numerical solution with smaller step size is more reliable.

Figure 13 plots the squared errors of the IRLS algorithms and the conventional method with respect to the step size. The IRLS algorithms have better estimation accuracy when the step sizes are smaller than \( 10^{-2} \), whereas both methods attain almost the same estimation accuracy for relatively large step sizes. Since the plots for IRLS(2), IRLS(3) and IRLS almost overlap each other, IRLS algorithms are considered to converge in two iterations.
Figure 12. Plots of the objective function $g(\theta^{(l)}, w^{(l)})$ in (3.9) (top left), the squared error $\|\theta^{(l)} - \theta\|^2$ (top right) and the estimated weights $w^{(20)}_{k,j}$ after 20 iterations (bottom) of IRLS (Algorithm 3.1) with two different step sizes for the FitzHugh–Nagumo model.

Figure 13. Comparison of the squared error $\|\hat{\theta} - \theta\|^2$ of IRLS (Algorithm 3.1), IRLS(L) (Algorithm 3.2) with several values of $L$, and the conventional method in (2.4) for the FitzHugh–Nagumo model. The plots for IRLS(2), IRLS(3), IRLS almost overlap each other.
4.3. Kepler equation. Finally, we consider initial value estimation of the Kepler equation:

\[
\frac{d}{dt} \begin{bmatrix} q_1 \\ q_2 \\ p_1 \\ p_2 \end{bmatrix} = \begin{bmatrix} \frac{p_1}{q_1} \\ \frac{p_2}{q_2} \\ -\frac{q_1}{(q_1^2 + q_2^2)^{3/2}} \\ -\frac{q_2}{(q_1^2 + q_2^2)^{3/2}} \end{bmatrix}, \quad \begin{bmatrix} q_1(0) \\ q_2(0) \\ p_1(0) \\ p_2(0) \end{bmatrix} = \theta.
\]

We consider estimation of \( \theta = [1 - e, 0, 0, \sqrt{(1 + e)/(1 - e)})^\top = [0.4, 0, 0, 2]^\top \) with the eccentricity \( e = 0.6 \) from the observations of \( q_1 \) and \( q_2 \). Namely, the observation matrix \( H \) in (2.2) is

\[
H = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}.
\]

The observation is taken at \( t_k = (k - 1)h \) for \( k = 1, \ldots, K \), where \( h = 0.2 \) and \( K = 101 \), and the observation noise variance is set to \( \Gamma = \text{diag}(1 \times 10^{-4}, 1 \times 10^{-4}) \).

The Kepler equation is a Hamiltonian system, and symplectic integrators are often employed for solving Hamiltonian systems in practical computations [14]. Thus, we use the Störmer–Verlet method for the numerical solution \( \tilde{x}(t; \theta) \) (see Appendix C for details).

Figure 14 plots the squared errors of the IRLS algorithms and the conventional method with respect to the step size. We set the initial guess to \( \theta^{(0)} = [0.5, 0.05, -0.05, 2.5]^\top \). Similar to the left figure in Figure 4, the IRLS algorithms have better estimation accuracy than the conventional method, even with a single iteration \( (L = 1) \). Note that the result of the conventional approach is not improved even when the step size is small. It seems that the iteration of the optimization solver is stagnated at a local minimum. This behavior may be improved if another optimization solver is employed. But we would like to emphasize that the proposed algorithm gives much better results with the same optimization solver.

![Figure 14](image-url)
Figure 15 shows the numerical solution of the Störmer–Verlet method with the initial state set to the estimate of IRLS(1) or the conventional method. The trajectory from the estimate of IRLS(1) is fairly close to the observations and well exhibit the elliptic orbit, whereas the one from the estimate of the conventional method does not reproduce the elliptic orbit.

**Figure 15.** Numerical solutions of the Störmer–Verlet method (step size $\Delta t = 0.02$) with the initial state set to the estimate of IRLS(1) and the conventional method in (2.4) for the Kepler equation. The true initial state is indicated by the square mark.

5. **Concluding remarks.** In this paper, we developed a parameter estimation method for ODE models that quantifies the discretization error based on data. By modeling the discretization error as random variables, the proposed method alternately updates the discretization error variance and the ODE parameter. The algorithm for isotonic regression (PAVA) [3, 27, 35] is employed for the update of the discretization error variance, whereas the adjoint system and symplectic partitioned Runge–Kutta method [29] are used for the update of the ODE parameter. Experimental results on several ODE models demonstrated that the proposed method attains robust estimation by successfully quantifying the reliability of numerical solutions. Also, the proposed method showed better estimation accuracy even when the numerical solution is sufficiently accurate. Since the proposed method converged in a few iterations in most cases, even one or two iterations is expected to provide a better estimate than the conventional method in practice.

We point out several directions for future work. While we modeled the discretization error by Gaussian random variables and assumed these random variables to be independent, these assumptions may not be suitable in some cases. For example, for an ODE system with almost periodic orbit, the discretization error is also considered to be almost periodic. Thus, it is important to extend the proposed method to account for the dependence between discretization error at different time points (also see Remark 3.2). Also, it is an interesting problem from the viewpoint of numerical analysis to investigate the behavior of the estimates of discretization error variance theoretically. Finally, the proposed method is expected to be more beneficial for large-scale ODE inverse problems and we leave such practical applications to our future work.
Appendix A. Proof of Theorem 3.5.
We prove the following more general statement, of which Theorem 3.5 is a special case.

Theorem A.1. Let \( \hat{\nu} = (\hat{\nu}_1, \ldots, \hat{\nu}_K) \) be the optimal solution of the minimization problem

\[
\min_{\nu_1 \leq \cdots \leq \nu_K} \sum_{k=1}^{K} (\Phi(\nu_k) - \nu_k s_k),
\]

where \( \Phi \) is a strictly convex function. Then, the optimal solution \( \hat{\mu} = (\hat{\mu}_1, \ldots, \hat{\mu}_K) \) of the minimization problem

\[
\min_{\alpha \leq \mu_1 \leq \cdots \leq \mu_K} \sum_{k=1}^{K} (\Phi(\mu_k) - \mu_k s_k)
\]
is given by \( \hat{\mu}_k = \max(\hat{\nu}_k, \alpha) \).

Proof. The Lagrangian function for (A.1) is given by

\[
L(\nu, \eta) = \sum_{k=1}^{K} (\Phi(\nu_k) - \nu_k s_k) + \sum_{k=1}^{K-1} \eta_k (\nu_k - \nu_{k+1}).
\]
The optimal solution \( \hat{\nu} \) and its corresponding multiplier \( \hat{\eta} \) satisfy the KKT condition [4]:

\[
\frac{\partial F}{\partial \nu_k} \bigg|_{\nu = \hat{\nu}, \eta = \hat{\eta}} = \Phi'(\hat{\nu}_k) - s_k + \hat{\eta}_k - \hat{\eta}_{k-1} = 0, \quad k = 1, \ldots, K,
\]
where \( \hat{\eta}_0 = \hat{\eta}_K = 0 \) and

\[
\hat{\eta}_k \geq 0, \quad \hat{\nu}_k - \hat{\nu}_{k+1} \leq 0, \quad \hat{\eta}_k (\hat{\nu}_k - \hat{\nu}_{k+1}) = 0, \quad k = 1, \ldots, K - 1.
\]

Similarly, the Lagrangian function for (A.2) is defined as

\[
L(\mu, \lambda) = \sum_{k=1}^{K} (\Phi(\mu_k) - \mu_k s_k) + \sum_{k=0}^{K-1} \lambda_k (\mu_k - \mu_{k+1}),
\]
where \( \mu_0 = \alpha \). The KKT condition for the optimal solution \( \hat{\mu} \) and its corresponding multiplier \( \hat{\lambda} \) is given by

\[
\frac{\partial F}{\partial \mu_k} \bigg|_{\mu = \hat{\mu}, \lambda = \hat{\lambda}} = \Phi'(\hat{\mu}_k) - s_k + \hat{\lambda}_k - \hat{\lambda}_{k-1} = 0, \quad k = 1, \ldots, K,
\]
where \( \hat{\lambda}_K = 0, \hat{\mu}_0 = \alpha \) and

\[
\hat{\lambda}_k \geq 0, \quad \hat{\mu}_k - \hat{\mu}_{k+1} \leq 0, \quad \hat{\lambda}_k (\hat{\mu}_k - \hat{\mu}_{k+1}) = 0, \quad k = 0, \ldots, K - 1.
\]
Note that the KKT condition (A.5) and (A.6) is not only necessary but also sufficient for the optimality of \( \hat{\mu} \), since both the objective function and feasible region are convex [4].
Without loss of generality, assume
\[ \hat{v}_1 \leq \cdots \leq \hat{v}_{K'} < \alpha \leq \hat{v}_{K'+1} \leq \cdots \leq \hat{v}_K. \]
Let \( \hat{\mu}_k = \alpha \) for \( k = 1, \ldots, K' \) and \( \hat{\mu}_k = \hat{v}_k \) for \( k = K' + 1, \ldots, K \). Also, let \( \hat{\lambda}_k = \hat{\eta}_k \) for \( k = K', \ldots, K - 1 \) and define \( \hat{\lambda}_{K'-1}, \ldots, \hat{\lambda}_0 \) backwardly by \( \hat{\lambda}_k = \Phi'(\hat{\mu}_{k+1}) - s_{k+1} + \hat{\lambda}_{k+1} \). We show that \((\hat{\mu}, \hat{\lambda})\) satisfies (A.5) and (A.6), which completes the proof.

First, from \( \hat{\lambda}_k = \Phi'(\hat{\mu}_{k+1}) - s_{k+1} + \hat{\lambda}_{k+1} \) for \( k = 0, \ldots, K' - 1 \), the condition (A.5) is satisfied for \( k = 1, \ldots, K' \). Also, since \( \hat{\mu}_k = \hat{v}_k \) and \( \hat{\lambda}_k = \hat{\eta}_k \) for \( k = K' + 1, \ldots, K \) and (A.3) holds, the condition (A.5) is satisfied for \( k = K' + 1, \ldots, K \).

From the third condition in (A.4) for \( k = K' \) and the assumption \( \hat{v}_{K'} < \hat{v}_{K'+1} \), we have \( \hat{\lambda}_{K'} = \hat{\eta}_{K'} = 0 \). Since \( \Phi \) is strictly convex,
\[ \hat{\lambda}_{K'-1} = \Phi'(\hat{\mu}_{K'}) - s_{K'} + \hat{\lambda}_{K'} \geq \Phi'(\hat{v}_{K'}) - s_{K'} + \hat{\eta}_{K'} = \hat{\eta}_{K'-1}. \]

By induction, we have \( \hat{\lambda}_k \geq \hat{\eta}_k \) for \( k = 0, \ldots, K' - 1 \). Thus, from the first condition in (A.4), the first condition in (A.6) is satisfied for \( k = 0, \ldots, K' - 1 \). Also, from \( \hat{\lambda}_k = \hat{\eta}_k \) for \( k = K', \ldots, K - 1 \), the first condition in (A.6) is satisfied for \( k = K', \ldots, K - 1 \).

From the definition of \( \hat{\mu} \), the second condition in (A.6) is satisfied for \( k = 0, \ldots, K - 1 \).

Finally, from \( \hat{\lambda}_{K'} = 0 \) and \( \hat{\mu}_k = \alpha \) for \( k = 0, \ldots, K' \), the third condition in (A.6) are satisfied for \( k = 0, \ldots, K' \). In addition, from \( \hat{\mu}_k = \hat{v}_k \) and \( \hat{\lambda}_k = \hat{\eta}_k \) for \( k = K' + 1, \ldots, K - 1 \) and the third condition in (A.4), the third condition in (A.6) is also satisfied for \( k = K' + 1, \ldots, K - 1 \).

**Appendix B. Geometric Integration and symplectic partitioned Runge–Kutta methods.**

Geometric numerical integration methods or structure-preserving numerical methods are numerical methods that preserve or inherit the underlying geometric properties of differential equations. The main advantage of geometric numerical integration methods is that in many cases we can expect qualitatively better numerical solutions, especially over a long period of time, than general-purpose methods. For more details on this subject, see [13, 14, 21].

Consider a coupled system
\[(B.1) \quad \frac{d}{dt} \begin{bmatrix} x \\ z \end{bmatrix} = \begin{bmatrix} f_1(x, z, t) \\ f_2(x, z, t) \end{bmatrix}, \quad \begin{bmatrix} x(0) \\ z(0) \end{bmatrix} = \begin{bmatrix} x_0 \\ z_0 \end{bmatrix},\]
where \( x \in \mathbb{R}^{M_1} \) and \( z \in \mathbb{R}^{M_2} \) are time-dependent vectors and \( f_1 : \mathbb{R}^{M_1} \times \mathbb{R}^{M_2} \times \mathbb{R} \to \mathbb{R}^{M_1} \), \( f_2 : \mathbb{R}^{M_1} \times \mathbb{R}^{M_2} \times \mathbb{R} \to \mathbb{R}^{M_2} \). A partitioned Runge–Kutta (PRK) method applied to (B.1) reads
\[ x_{n+1} = x_n + \Delta t_n \sum_{i=1}^{s} b_i k_{n,i}, \quad z_{n+1} = z_n + \Delta t_n \sum_{i=1}^{s} B_i l_{n,i}, \]
where
\[ k_{n,i} = f_1(X_{n,i}, Z_{n,i}, t_n + c_i \Delta t_n), \quad l_{n,i} = f_2(X_{n,i}, Z_{n,i}, t_n + C_i \Delta t_n), \]
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and the internal stages $X_{n,i}, Z_{n,i}$ for $i = 1, \ldots, s$ are defined by

$$X_{n,i} = x_n + \Delta t_n \sum_{i=1}^{s} a_{ij} k_{n,j}, \quad Z_{n,i} = z_n + \Delta t_n \sum_{i=1}^{s} A_{ij} k_{n,j}.$$ 

Note that in this appendix $t_n$ does not mean the time points the observations are made, but it simply means the time grid of the numerical method: $t_{n+1} - t_n = \Delta t_n$.

It is known that a PRK method preserves certain quadratic invariants if the coefficients of the method satisfies a certain condition. More precisely, the following theorem holds.

**Theorem B.1** (e.g. [14, Chapter IV, Theorem 2.4], [29, Theorem 2.4]). Assume that $S : \mathbb{R}^{M_1} \times \mathbb{R}^{M_2} \to \mathbb{R}$ is a real valued bilinear map, and the solution to (B.1) satisfies

$$\frac{d}{dt} S(x(t), z(t)) = 0.$$ 

If the PRK coefficients satisfy

(B.2) \quad $b_i = B_i, \quad i = 1, \ldots, s, \quad b_i A_{ij} + B_j a_{ji} = b_i B_i, \quad i, j = 1, \ldots, s$

and

(B.3) \quad $c_i = C_i, \quad i = 1, \ldots, s$,

it follows that for the solution to the PRK method $S(x_n, z_n)$ is constant, i.e. it is independent of $n$.

A PRK method is called a symplectic PRK method if its coefficients satisfy (B.2), because such a PRK method exactly preserves the symplecticity when applied to Hamiltonian systems [14].

The key idea to obtaining the exact gradient in subsection 3.4 is to couple the original system (3.15) and the adjoint system, and to apply a symplectic PRK method (precisely speaking, the variational equations $\dot{\delta} = \nabla_x f(x) \delta$ should be taken into account, but we omit the detail since in practice there is no need to integrate the variational equations). For example, when $s = 1$, if the original system is integrated by using the explicit Euler method (3.17), i.e. $(a, b, c) = (1, 1, 1)$, then the adjoint system should be solved by the method $(A, B, C) = (0, 1, 1)$ so that the pairs of the coefficients satisfy the conditions (B.2) and (B.3). The choice $(A, B, C) = (0, 1, 1)$ leads to the scheme (3.18).

**Appendix C. The Störmer–Verlet method.**

The Störmer–Verlet method is a typical symplectic partitioned Runge–Kutta method [14]. It has been widely used to integrate Hamiltonian systems, especially those from celestial mechanics and molecular dynamics. We employ the Störmer–Verlet method to integrate the Kepler equation in subsection 4.3.

In general, for a system of ODEs of the form

(C.1) \quad $\frac{d}{dt} \begin{bmatrix} q \\ p \end{bmatrix} = \begin{bmatrix} p \\ -f(q) \end{bmatrix}$,
the one step formula \((\tilde{q}_n, \tilde{p}_n) \mapsto (\tilde{q}_{n+1}, \tilde{p}_{n+1})\) of the Störmer–Verlet method is defined by
\[
\tilde{q}_{n+1/2} = \tilde{q}_n + \frac{\Delta t_n}{2} \tilde{p}_n,
\]
\[
\tilde{p}_{n+1} = \tilde{p}_n - \Delta t_n f(\tilde{q}_{n+1/2}),
\]
\[
\tilde{q}_{n+1} = \tilde{q}_{n+1/2} + \frac{\Delta t_n}{2} \tilde{p}_{n+1},
\]
where \(\Delta t_n\) is the time step size.

The adjoint system (3.16) for (C.1) is
\[
\frac{d}{dt} \begin{bmatrix} \lambda \\ \nu \end{bmatrix} = \begin{bmatrix} \nabla_q f(q)^\top \nu \\ -\lambda \end{bmatrix}.
\] (C.2)

To obtain the exact gradient defined with the numerical solutions of the Störmer–Verlet method, we need to follow the discussion in Appendix B. But the difficulty is that while in Appendix B (and [29]) the original equation is assumed to be solved by a standard Runge–Kutta method, in this case the original equation is solved by the PRK method. It turns out that the discussion in Appendix B can be extended to the case that the original equation itself is solved by a PRK method. To obtain the exact gradient defined with the numerical solutions of the Störmer–Verlet method, the adjoint system (C.2) should be numerically integrated backwardly by the formula
\[
\tilde{\nu}_{n+1/2} = \tilde{\nu}_n - \frac{\Delta t_n}{2} \tilde{\lambda}_n
\]
\[
\tilde{\lambda}_{n+1} = \tilde{\lambda}_n + \Delta t_n \nabla_q f(\tilde{q}_{n+1/2})^\top \tilde{\nu}_{n+1/2},
\]
\[
\tilde{\nu}_{n+1} = \tilde{\nu}_{n+1/2} - \frac{\Delta t_n}{2} \tilde{\lambda}_{n+1}.
\]
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