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Abstract

In this paper we generalize the well-known notions of Horn and \( q \)-Horn formulae. A Horn clause, by definition, contains at most one positive literal. A Horn formula contains only Horn clauses. We generalize these notions as follows. A clause is a \( w \)-Horn clause if and only if it contains at least one negative literal or it is a unit or it is the empty clause. A formula is a \( w \)-Horn formula if it contains only \( w \)-Horn clauses after exhaustive unit propagation, i.e., after a Boolean Constraint Propagation (BCP) step. We show that the set of \( w \)-Horn formulae properly includes the set of Horn formulae. A function \( \beta(x) \) is a valuation function if \( \beta(x) + \beta(\neg x) = 1 \) and \( \beta(x) \in \{0, 0.5, 1\} \), where \( x \) is a Boolean variable. A formula \( \mathcal{F} \) is a \( q \)-Horn formula if and only if there is a valuation function \( \beta(x) \) such that for each clause \( C \) in \( \mathcal{F} \) we have that \( \sum_{x \in C} \beta(x) \leq 1 \). In this case we call \( \beta(x) \) a \( q \)-feasible valuation for \( \mathcal{F} \). In other words, a formula is \( q \)-Horn if and only if each clause in it contains at most one “positive” literal (where \( \beta(x) = 1 \)) or at most two half ones (where \( \beta(x) = 0.5 \)). We generalize these notions as follows. A
formula $\mathcal{F}$ is a $z$-Horn formula if and only if $\mathcal{F}' = \text{BCP}(\mathcal{F})$ and either $\mathcal{F}'$ is trivially satisfiable or trivially unsatisfiable or there is a valuation function $\gamma(x)$ such that for each clause $C$ in $\mathcal{F}'$ we have that $\sum_{x \in C \land \gamma(x) \neq 0.5} \gamma(\neg x) \geq 1$ or $\sum_{x \in C \land \gamma(x) = 0.5} \gamma(x) = 1$. In this case we call $\gamma(x)$ to be a $z$-feasible valuation for $\mathcal{F}'$. In other words, a formula is $z$-Horn if and only if each clause in it after a BCP step contains at least one “negative” literal (where $\gamma(x) = 0$) or exactly two half ones (where $\gamma(x) = 0.5$). We show that the set of $z$-Horn formulae properly includes the set of $q$-Horn formulae. We also show that the $w$-Horn SAT problem can be decided in polynomial time. We also show that each satisfiable formula is $z$-Horn.
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1. Introduction

Propositional satisfiability is the problem of determining, for a formula of the propositional calculus, if there is an assignment of truth values to its variables for which that formula evaluates to true. By SAT we mean the problem of propositional satisfiability for formulae in conjunctive normal form (CNF).

SAT is the first, and one of the simplest, of the many problems which have been shown to be $\mathcal{NP}$-complete [8]. It is the dual of propositional theorem proving, and many practical $\mathcal{NP}$-hard problems may be transformed efficiently to SAT. Thus, a good SAT algorithm would likely have considerable utility. It seems improbable that a polynomial time algorithm can be found for the general SAT problem unless $\mathcal{NP} = \mathcal{NP}$, but we know that there are restricted SAT problems that are solvable in polynomial time. So a “good” SAT algorithm should first check whether the input SAT instance is an instance of such a restricted SAT problem. In this paper we introduce the $w$-Horn SAT problem, which is solvable in polynomial time. We also introduce the $z$-Horn SAT problem, but we do not know yet whether it is solvable in polynomial time or not.

We list some polynomial time solvable restricted SAT problems:

1. The restriction of SAT to instances where all clauses have length $k$ is denoted by $k$-SAT. 2-SAT and 3-SAT are of special interest, because 3 is the smallest value of $k$ for which $k$-SAT is $\mathcal{NP}$-complete, while 2-SAT is solvable in linear time [2, 11].

2. Horn SAT is the restriction to instances where each clause contains at most one positive literal. Horn SAT is solvable in linear time [10, 28], as are a number of generalizations such as renamable Horn SAT [1, 23], extended Horn SAT [7] and $q$-Horn SAT [5, 6]. An interesting variant for us is dual-Horn, or anti-Horn SAT, where in each clause there are at most one negative literal. The dual-Horn SAT is solvable in polynomial time.

3. The hierarchy of tractable satisfiability problems [9], which is based on Horn
SAT and 2-SAT, is solvable in polynomial time. An instance on the $k$ level of the hierarchy is solvable in $O(n^k + 1)$ time.

4. Nested SAT, in which there is a linear ordering on the variables and no two clauses overlap with respect to the interval defined by the variables they contain, is solvable in linear time. [16].

5. SAT in which no variable appears more than twice. All such problems are satisfiable in linear time if they contain no unit clauses [32].

6. $r,r$-SAT, where $r,s$-SAT is the class of problems in which every clause has exactly $r$ literals and every variable has at most $s$ occurrences. All $r,r$-SAT problems are satisfiable in polynomial time [32].

7. A formula is SLUR (Single Lookahead Unit Resolution) solvable if, for all possible sequences of selected variables, algorithm SLUR does not give up. Algorithm SLUR is a nondeterministic algorithm based on unit propagation. It eventually gives up the search if it starts with, or creates, an unsatisfiable formula with no unit clauses. The class of SLUR solvable formulae was developed as a generalization including Horn SAT, renamable Horn SAT, extended Horn SAT, and the class of CC-balanced formulae [27].

8. Resolution-Free SAT Problem, where every resolution results in a tautologous clause, is solvable in linear time [21]. And a generalization of it, the Blocked SAT Problem, where in each clause there is a blocked literal (resolution on that literal results in a tautologous clause, or the resolvent together with the blocked literal is subsumed) [19].

9. Linear autarkies can be found in polynomial time [17]. A partial assignment is an autarky if it satisfies all clauses such that they have a common variable. For example, a pure literal is an autarky. Linear autarkies include $q$-Horn formulae, and incomparable with the SLUR [33].

10. Matched expressions are recognized by creating a bipartite graph $(V_1, V_2, E)$, such that vertices of $V_1$ represent clauses, vertices of $V_2$ represent variables, and there is an edge from clause $C$ to variable $v$ if and only if $C$ contains $v$ or $\neg v$. If there is a total matching in this graph, i.e., there is a subset of edges, such that each clause and each variable are present but only once, then we say that the formula is matched. Matched formulae are satisfiable [13]. Total matching can be constructed, if it exists, in polynomial time. The class of matched formulae is incomparable with the $q$-Horn and SLUR classes.

11. SAT problems generated from directed graphs are always satisfiable. Two assignments, the one where all variables are true, the so called white assignment, and the one where all variables are false, the so called black assignment, always satisfy them, so such problems are called Black-and-White SAT problems [3, 4, 22].
12. SAT can be solved efficiently by biology inspired methods. For example, \( \mathcal{P} \)

systems with active membranes can solve it in linear time [14]. This article

presents two solutions. The first solution is a uniform one, but it is not

 polynomially uniform. The second solution, which is based on the first one,

is a polynomially semi-uniform solution. Other membrane based solutions

can be found in [25].

13. When a finite fixed set of Boolean variables is used, then \( n \)-SAT can be solved

by a specific deterministic finite automaton. So \( n \)-SAT is polynomial, but the

specific deterministic finite automaton uses double exponential memory space

[26].

In this paper we generalize the well-known notions of Horn and \( q \)-Horn formulae.

A Horn clause, by definition, contains at most one positive literal. A Horn formula

contains only Horn clauses.

We generalize these notions as follows. A clause is a \( w \)-Horn clause if and only

if it contains at least one negative literal or it is a unit or it is the empty clause. A

formula is a \( w \)-Horn formula if it contains only \( w \)-Horn clauses after propagating

all units in it, i.e., after a BCP step. We show that the set of \( w \)-Horn formulae

properly includes the set of Horn formulae.

A function \( \beta(x) \) is a valuation function if \( \beta(x)+\beta(\neg x)=1 \) and \( \beta(x) \in \{0, 0.5, 1\} \),

where \( x \) is a Boolean variable.

A formula is \( q \)-Horn if and only if each clause in it contains at most one “positive”

literal (where \( \beta(x) = 1 \)) or at most two half ones (where \( \beta(x) = 0.5 \)).

We generalize these notions as follows. A formula is \( z \)-Horn if and only if each

clause in it after a BCP step contains at least one “negative” literal or exactly two

half ones.

We show that the set of \( z \)-Horn formulae properly includes the set of \( q \)-Horn

formulae. We also show that the \( w \)-Horn SAT problem can be decided in polynomial

time. We also show that each satisfiable formula is \( z \)-Horn.

2. Definitions

A literal is a Boolean variable or the negation of a Boolean variable. A clause is

a set of literals. A clause set is a set of clauses. An assignment is a set of literals.

Clauses are interpreted as disjunction of their literals. Assignments are interpreted

as conjunction of their literals.

The negation of a variable \( v \) is denoted by \( \overline{v} \). Given a set \( U \) of literals, we
denote \( \overline{U} := \{ \overline{u} \mid u \in U \} \) and call it the negation of the set \( U \). If \( w \) denotes a
negative literal \( \overline{v} \), then \( \overline{w} \) denotes the positive literal \( v \). If \( C \) is a clause, then \( \overline{C} \) is
an assignment. If \( A \) is an assignment, then \( \overline{A} \) is a clause.

If \( C \) is a clause and its cardinality is \( k \), denoted by \( |C| = k \), then we say that \( C \)
is a \( k \)-clause. Special cases are unit clauses or units which are 1-clauses, and clear
or total clauses which are \( n \)-clauses. Note that any unit clause is at the same time
a clause and an assignment.
If \( \mathcal{S} \) is a clause set and \( \{u\} \) is a unit, then we can do unit propagation, for short UP, by \( \{u\} \) on \( \mathcal{S} \), denoted by \( \text{UP}(\mathcal{S},\{u\}) \), as follows: \( \text{UP}(\mathcal{S},\{u\}) := \{\mathcal{C} \setminus \{\pi\} \mid \mathcal{C} \in \mathcal{S} \land u \notin \mathcal{C}\} \).

By BCP we mean exhaustive unit propagation. To be more formal:

\[
\text{BCP}(\mathcal{S}) = \begin{cases} 
\text{BCP}(\text{UP}(\mathcal{C},\{u\})), & \text{where } \{u\} \in \mathcal{C}, \\
\mathcal{C}, & \text{if there are no more units in } \mathcal{C}.
\end{cases}
\]

We say that assignment \( \mathcal{M} \) is a model for clause set \( \mathcal{S} \) iff for all \( \mathcal{C} \in \mathcal{S} \) we have \( \mathcal{M} \cap \mathcal{C} \neq \emptyset \).

We say that a clause set is trivially unsatisfiable iff it contains the empty clause. We say that a clause set is trivially satisfiable iff it is the empty set.

We introduce two functions \( P(\mathcal{C}) \), the number of positive literals in clause \( \mathcal{C} \), and \( N(\mathcal{C}) \), the number of negative literals in clause \( \mathcal{C} \). Note, that \( P(\mathcal{C}) + N(\mathcal{C}) = |\mathcal{C}| \).

The clause \( \mathcal{C} \) is a Horn clause iff \( P(\mathcal{C}) \leq 1 \). Note that the empty clause is a Horn clause. The clause set \( \mathcal{F} \) is a Horn formula iff for each clause \( \mathcal{C} \) in \( \mathcal{F} \) we have that \( \mathcal{C} \) is a Horn clause.

We generalize these notions as follows. The clause \( \mathcal{C} \) is a \( w \)-Horn clause iff \( N(\mathcal{C}) \geq 1 \) or \( \mathcal{C} \) is a unit or \( \mathcal{C} \) is the empty clause. The clause set \( \mathcal{F} \) is a \( w \)-Horn formula iff \( \mathcal{F}' = \text{BCP}(\mathcal{F}) \) and for each clause \( \mathcal{C} \) in \( \mathcal{F}' \) we have that \( \mathcal{C} \) is a \( w \)-Horn clause.

Examples for \( w \)-Horn formulae:

1. \((\neg a \lor b \lor c)\).
2. \((\neg a \lor \neg b) \land (\neg a \lor b) \land (a \lor \neg b)\).
3. \((\neg a \lor \neg b \lor \neg c) \land (\neg a \lor \neg b \lor c) \land (\neg a \lor b \lor \neg c) \land (\neg a \lor b \lor c) \land (a \lor \neg b \lor \neg c) \land (a \lor \neg b \lor c) \land (a \lor b \lor \neg c) \), this example shows the great expressiveness of \( w \)-Horn.
4. \((a) \land (\neg a \lor b)\), because after BCP we obtain the empty clause set.
5. \((\neg a \lor \neg b) \land (\neg a \land b) \land (a \lor b \lor c) \land (\neg c)\), because after BCP we obtain \((\neg a \lor \neg b) \land (\neg a \lor b) \land (a \lor \neg b)\).
6. \((a) \land (\neg a)\) is \( w \)-Horn, because after BCP we obtain a clause set which contains the empty clause, and the empty clause is \( w \)-Horn.
7. \((\neg a \lor b \lor c)\) is \( w \)-Horn, because \( N(\mathcal{C}) = 1 \), but not Horn, because \( P(\mathcal{C}) = 2 \).

By \( w \)-Horn SAT problem we mean the problem of deciding whether a given \( w \)-Horn formula is satisfiable or not.

A function \( \beta(x) \) is a valuation function if \( \beta(x) + \beta(\neg x) = 1 \) and \( \beta(x) \in \{0, 0.5, 1\} \), where \( x \) is a Boolean variable. Note that if \( \mathcal{C} \) is a clause, then \( \sum_{x \in \mathcal{C}} (\beta(x) + \beta(\neg x)) = |\mathcal{C}| \).

A formula \( \mathcal{F} \) is a \( q \)-Horn formula iff there is a valuation function \( \beta(x) \) such that for each clause \( \mathcal{C} \) in \( \mathcal{F} \) we have that \( \sum_{x \in \mathcal{C}} \beta(x) \leq 1 \). In this case we call \( \beta(x) \) a \( q \)-feasible valuation for \( \mathcal{F} \).
In other words, a formula is $q$-Horn if and only if each clause in it contains at most one “positive” literal (where $\beta(x) = 1$) or at most two half ones (where $\beta(x) = 0.5$). We generalize these notions as follows.

A formula $\mathcal{F}$ is a $z$-Horn formula if and only if $\mathcal{F}' = BCP(\mathcal{F})$ and either $\mathcal{F}'$ is trivially satisfiable or trivially unsatisfiable or there is a valuation function $\gamma(x)$ such that $\sum_{x \in \mathcal{C} \land \gamma(x) \neq 0.5} \gamma(\neg x) \geq 1$ or $\sum_{x \in \mathcal{C} \land \gamma(x) = 0.5} \gamma(x) = 1$. In this case we call $\gamma(x)$ to be a $z$-feasible valuation for $\mathcal{F}'$.

In other words, a formula is $z$-Horn if and only if each clause in it after a BCP step contains at least one “negative” literal (where $\gamma(x) = 0$) or exactly two half ones (where $\gamma(x) = 0.5$).

Examples for $z$-Horn formulae:

1. $(a) \land (\neg a)$, because after BCP we obtain a trivially unsatisfiable clause set; this example is also $q$-Horn, because $\beta(a) = 0.5$ is a $q$-feasible valuation for it.

2. $(a) \land (\neg a \lor b)$, because after BCP we obtain the empty clause set, which is trivially satisfiable.

3. $(a \lor b) \land (\neg a \lor c)$, because every 2-SAT problem is a $z$-Horn formula.

4. $(\neg a \lor b \lor c) \land (\neg a \lor \neg b \lor \neg c)$ is $z$-Horn, because $\gamma(a) = \gamma(b) = \gamma(c) = 0$ is a $z$-feasible valuation, but it is enough to say that $\gamma(\neg a) = 1$. Note that this formula is said not to be $q$-Horn, see examples 2.9. and 2.10. in [12], but it is actually $q$-Horn, because $\beta(\neg a) = 0$, and $\beta(b) = \beta(c) = 0.5$ is a $q$-feasible valuation for it.

5. $(\neg a \lor b \lor c) \land (\neg a \lor \neg b \lor c) \land (a \lor \neg b \lor \neg c)$ is $z$-Horn, because $\gamma(\neg a) = \gamma(\neg b) = \gamma(\neg c) = 1$ is a $z$-feasible valuation, but not $q$-Horn. This has also been checked by our $q$-Horn / $z$-Horn checker written in Java. This checker can be found on our webpage: http://fmv.ektf.hu/tools.html [20].

3. Properties of $w$-Horn formulae

**Lemma 3.1.** The set of $w$-Horn formulae properly includes the set of Horn formulae.

**Proof.** First we show inclusion. Let $\mathcal{F}$ be an arbitrary but fixed Horn formula. Let $\mathcal{F}' = BCP(\mathcal{F})$. Note that $\mathcal{F}'$ does not contain any unit clauses. Note furthermore that $\mathcal{F}'$ is still a Horn formula, because the set of Horn formulae is closed under unit propagation. We show that $\mathcal{F}'$ is a $w$-Horn formula. There are two cases: $\mathcal{F}'$ is either the empty set or not. In the first case, by definition, $\mathcal{F}$ is $w$-Horn. In the second case let $\mathcal{C}$ be an arbitrary but fixed clause from $\mathcal{F}'$. There are two cases, either $\mathcal{C}$ is the empty clause or not. In the first case $\mathcal{C}$ is also a $w$-Horn clause. In the second case we do the following steps. We know that $\mathcal{C}$ is a Horn clause, so $P(\mathcal{C}) \leq 1$. From this, by multiplying both sides by $-1$, we obtain that
\(-P(\mathcal{C}) \geq -1\), and by adding \(|\mathcal{C}|\) to both sides, we obtain \(|\mathcal{C}| - P(\mathcal{C}) \geq |\mathcal{C}| - 1\). From this, by \(P(\mathcal{C}) + N(\mathcal{C}) = |\mathcal{C}|\), we know that \(N(\mathcal{C}) \geq |\mathcal{C}| - 1\). We know that \(\mathcal{C} \in \mathcal{F}'\), so \(\mathcal{C}\) is not a unit, we also know that it is not empty clause, so \(|\mathcal{C}| - 1 \geq 1\). From these we obtain that \(N(\mathcal{C}) \geq 1\). So, by definition, \(\mathcal{C}\) is a \(w\)-Horn clause. Hence, \(\mathcal{F}\) is a \(w\)-Horn formula.

As a second step we show that there is a formula which is \(w\)-Horn, but not Horn. The formula \(\mathcal{C} = (\neg a \lor b \lor c)\) is \(w\)-Horn, because \(N(\mathcal{C}) = 1\), but not Horn, because \(P(\mathcal{C}) = 2\). Hence, the set of \(w\)-Horn formulae properly includes the set of Horn formulae.

\[\text{Theorem 3.2.} \quad \text{The \(w\)-Horn SAT problem is solvable in polynomial time.}\]

\[\text{Proof.} \quad \text{Let} \quad \mathcal{F} \quad \text{be an arbitrary but fixed \(w\)-Horn formula. We show that it is solvable in polynomial time. Let} \quad \mathcal{F}' = \text{BCP}(\mathcal{F}). \text{This step is polynomial since unit propagation is polynomial [34]. If} \quad \mathcal{F}' \quad \text{contains the empty clause, then} \quad \mathcal{F} \quad \text{is unsatisfiable. Otherwise} \quad \mathcal{F} \quad \text{is satisfiable and its model consists of the units propagated in the BCP step, the rest of the variables are negative.}\]

\[\text{4. Properties of \(z\)-Horn formulae}\]

\[\text{Lemma 4.1.} \quad \text{The set of \(z\)-Horn formulae properly includes the set of \(q\)-Horn formulae.}\]

\[\text{Proof.} \quad \text{First we show inclusion. Let} \quad \mathcal{F} \quad \text{be an arbitrary but fixed \(q\)-Horn formula.} \quad \text{We show that} \quad \mathcal{F} \quad \text{is a \(z\)-Horn formula. Let} \quad \mathcal{F}' = \text{BCP}(\mathcal{F}). \text{Note that} \quad \mathcal{F}' \quad \text{is still a \(q\)-Horn formula, because the set of \(q\)-Horn formulae is closed under unit propagation.} \quad \text{There are two cases:} \quad \mathcal{F}' \quad \text{is either the empty set or not.} \quad \text{In the first case, by definition,} \quad \mathcal{F} \quad \text{is \(z\)-Horn.} \quad \text{In the second case let} \quad \mathcal{C} \quad \text{be an arbitrary but fixed clause from} \quad \mathcal{F}' \quad \text{Note that} \quad \mathcal{C} \quad \text{is not a unit. Since} \quad \mathcal{F}' \quad \text{is a \(q\)-Horn formula, we know that there exists a \(q\)-feasible valuation for} \quad \mathcal{F}' \quad \text{let us call it} \quad \beta(x) \quad \text{such that} \quad \sum_{x \in \mathcal{C}} \beta(x) \leq 1.

\text{There are 4 cases: Either} \quad (1) \quad \sum_{x \in \mathcal{C}} \beta(x) = 0, \quad \text{or} \quad (2) \quad \sum_{x \in \mathcal{C}} \beta(x) = 0.5, \quad \text{or} \quad (3) \quad \sum_{x \in \mathcal{C}} \beta(x) = 1 \quad \text{and} \quad \sum_{x \in \mathcal{C} \setminus \beta(x) \neq 0.5} \beta(x) = 1, \quad \text{or} \quad (4) \quad \sum_{x \in \mathcal{C}} \beta(x) = 1 \quad \text{and} \quad \sum_{x \in \mathcal{C} \setminus \beta(x) = 0.5} \beta(x) = 1.

\text{In case} \quad (1) \quad \text{either} \quad \mathcal{F}' \quad \text{contains the empty clause or not.} \quad \text{In the first case, by definition,} \quad \mathcal{F} \quad \text{is \(z\)-Horn.} \quad \text{In the second case we have that} \quad \sum_{x \in \mathcal{C} \setminus \beta(x) \neq 0.5} \beta(\neg x) = |\mathcal{C}|. \quad \text{Since} \quad \mathcal{C} \quad \text{is not the empty clause, we have that} \quad \sum_{x \in \mathcal{C} \setminus \beta(x) \neq 0.5} \beta(\neg x) \geq 1. \quad \text{This means that} \quad \beta(x) \quad \text{is a \(q\)-feasible valuation for} \quad \mathcal{F}' \quad \text{Therefore,} \quad \mathcal{F} \quad \text{is, by definition, a} \quad \text{z-Horn formula.}

\text{In case} \quad (2) \quad \text{we have that} \quad \sum_{x \in \mathcal{C} \setminus \beta(x) \neq 0.5} \beta(\neg x) = |\mathcal{C}| - 0.5. \quad \text{Since} \quad \mathcal{C} \quad \text{is not the empty clause and neither a unit, we have that} \quad \sum_{x \in \mathcal{C} \setminus \beta(x) \neq 0.5} \beta(\neg x) \geq 1. \quad \text{This means that} \quad \beta(x) \quad \text{is a \(q\)-feasible valuation for} \quad \mathcal{F}' \quad \text{Therefore,} \quad \mathcal{F} \quad \text{is, by definition, a} \quad \text{z-Horn formula.}

\text{In case} \quad (3) \quad \text{we have that} \quad \sum_{x \in \mathcal{C} \setminus \beta(x) \neq 0.5} \beta(\neg x) = |\mathcal{C}| - 1. \quad \text{Since} \quad \mathcal{C} \quad \text{is not the empty clause and neither a unit, we have that} \quad \sum_{x \in \mathcal{C} \setminus \beta(x) \neq 0.5} \beta(\neg x) \geq 1. \quad \text{This}
means that $\beta(x)$ is a $q$-feasible valuation for $\mathcal{F}'$. Therefore, $\mathcal{F}$ is, by definition, a $z$-Horn formula.

In case (4) we have that $\sum_{x \in \mathcal{C} \land \beta(x) = 0.5} \beta(x) = 1$. So $\beta(x)$ is a $q$-feasible valuation for $\mathcal{F}'$. Therefore, $\mathcal{F}$ is, by definition, a $z$-Horn formula.

So in all cases we have that $\mathcal{F}$ is a $z$-Horn formula. Hence, the set of $z$-Horn formulae includes the set of $q$-Horn formulae.

As a second step we show that there is a formula which is $z$-Horn, but not $q$-Horn. For example the formula $(-a \lor b \lor c) \land (-a \lor -b \lor c) \land (a \lor -b \lor -c)$ is $z$-Horn but not $q$-Horn, see the $z$-Horn examples in section 2. Hence, the set of $z$-Horn formulae properly includes the set of $q$-Horn formulae.

**Theorem 4.2.** Any satisfiable $\mathcal{F}$ formula is $z$-Horn.

**Proof.** Let $\mathcal{F}$ be an arbitrary but fixed satisfiable formula. Let $\mathcal{M}$ be a model for $\mathcal{F}$, i.e., for each clause $\mathcal{C}$ in $\mathcal{F}$ we have that $\mathcal{C}$ intersection $\mathcal{M}$ is not empty. Let $\gamma(x)$ be a valuation function constructed in the following way: For all $m$ in $\mathcal{M}$ let $\gamma(m) = 0$. It is easy to see that $\gamma(x)$ is a $z$-feasible valuation for $\mathcal{F}$. Hence, any satisfiable $\mathcal{F}$ formula is $z$-Horn.

5. Future work

We do not consider in this paper the question of what the relation is between $w$-Horn and $z$-Horn and other generalizations of Horn formulae, linear autarky [18, 24], and other polynomial time SAT problems.

Since we allow more than two “half” literals in a $z$-Horn clause if there is at least one “negative” literal, we can use the so called simulated annealing based methods [15, 29] to find a $z$-feasible valuation of the input clause set.

According to our current ideas the cooling process work as follows. At the beginning, each literal is a “half” one. Then we cool the system and some literals become “negative”, we repeat this until we obtain the 2-SAT core of the problem, which means that in each clause there is at least one “negative” literal or exactly two “half” ones.

The other way to attack this problem is to use neural networks. The expressive power of $z$-Horn is great, i.e., almost all SAT problems are $z$-Horn, but in the worst case, to find the corresponding $z$-feasible function, we have to solve the input SAT problem. Instead of this expensive method we can use votes like units have “negative” value, any other variables are “half” ones. We can use more elaborated neural networks, which predict which variables are “negative”, “positive”, and “half” one. Then we can combine them to find the $z$-feasible function by a voting system, like in [30, 31].
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