Calculation of Gibbs partition function with imaginary time evolution on near-term quantum computers
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The Gibbs partition function is an important quantity in describing statistical properties of a system in thermodynamic equilibrium. There are several proposals to calculate the partition functions on near-term quantum computers. However, the existing schemes require many copies of the Gibbs states to perform an extrapolation for the calculation of the partition function, and these could be costly performed on the near-term quantum computers. Here, we propose an efficient scheme to calculate the Gibbs function with the imaginary time evolution. To calculate the Gibbs function of N qubits, only 2N qubits are required in our scheme. After preparing Gibbs states with different temperatures by using the imaginary time evolution, we measure the overlap between them on a quantum circuit, and this allows us to calculate the Gibbs partition function.

I. INTRODUCTION

In equilibrium statistical mechanics [1], the Gibbs partition function Z is an important quantity. From the partition function, one can calculate the free energy \( F = -k_B T \ln Z \) where \( k_B \) denotes the Boltzmann constant and \( T \) the temperature, and the free energy provides useful information about thermodynamic properties of the system. However, generally speaking, it is difficult to calculate the partition function for a given microscopic Hamiltonian composed of a large number of qubits. When we diagonalize the Hamiltonian, this is usually not tractable for classical computers when the number of the qubits is large.

Many efforts have been made to develop quantum algorithms for the Noisy Intermediate-Scale Quantum (NISQ) devices [2]. Such a NISQ device could contain tens to thousands of qubits, and the error rate would be around \( 10^{-3} \) [3]. Variational quantum algorithms (VQAs) [4]–[10] have been considered as one of the most promising applications of the NISQ devices. There are several VQAs, such as for quantum chemistry, machine learning, and finance [11]–[14]. Among other VQAs, variational quantum simulation (VQS) allows us to simulate imaginary time evolution of quantum systems [15]. This approach is known to be useful to estimate the energy of the ground state of the Hamiltonian. Moreover, via the imaginary time evolution of a total system composed of the original system and ancillary system, one can prepare a specific state called the thermofield double (TFD) states, which can be used to obtain a Gibbs state \( \hat{\rho}_{\text{th}} \) of the original system by tracing out the ancillary one [10]. Other methods to prepare the Gibbs state have been proposed in Refs. [16]–[24].

There are several existing methods to calculate the free energy [16]–[19] [25]. For example, one can calculate the free energy as \( F = E - TS \), where \( E = \text{Tr}[\hat{\rho}_{\text{th}} \hat{H}] \) denotes the internal energy and \( S = -\text{Tr}[\hat{\rho}_{\text{th}} \ln \hat{\rho}_{\text{th}}] \) denotes the von Neumann entropy. One can calculate the internal energy on a quantum computer by choosing the Hamiltonian as an observable. On the other hand, the direct calculation of the von Neumann entropy is difficult. The previous study [16] proposed a method using an extrapolation of Rényi entropy; A Rényi entropy is defined as

\[
S_p(\hat{\rho}_{\text{th}}) = \frac{1}{1-p} \ln \text{Tr}[\hat{\rho}_{\text{th}}^p],
\]

and it is known that requires the von Neumann entropy by taking a limit of \( p \to 1 \) [20] [23]. In the conventional approaches, the higher order of the Rényi entropy are calculated on a quantum computer, and the von Neumann entropy is estimated by extrapolating to \( p = 1 \). However, in order to calculate the \( p \)-th order Rényi entropy, the necessary number of qubits is \( \Theta(pN) \), and thus one needs to increase the number of the qubits to improve the accuracy of the extrapolation. This might cause difficulty in implementing this scheme on a near-term quantum computer that has the limited number of the qubits.

In this paper, we propose a scheme to calculate the partition function with a smaller number of qubits by using the variational imaginary time evolution. Nothing that the normalization factor of the wave function during the imaginary time evolution is the partition function of the corresponding Hamiltonian, we develop a systematic method to calculate the normalization factor from
an overlap between the wave functions during the imaginary time evolution. As long as the variational imaginary time evolution is exact, we can directly calculate the partition function without the extrapolation method. Since our scheme requires only 2N qubits to calculate the partition function of N qubits, the necessary number of the qubits is much smaller than that with the conventional schemes. To illustrate the performance of our scheme, we adopt the Heisenberg model composed of two qubits, and show that our method can accurately calculate the partition function of the Heisenberg model with our method.

The paper is organized as follows. In Sec. II, we review the imaginary time evolution by using the VQA. In Sec. III, we describe our scheme to calculate the partition function. In Sec. IV, we show the results of the numerical simulation to calculate the partition function of the Heisenberg model. In Sec. V, we conclude our discussion. Throughout this paper, we set \( \hbar = k_B = 1 \).

II. VARIATIONAL IMAGINARY TIME EVOLUTION

In this section, we review the variational imaginary time evolution with the NISQ devices \[15\]. For a given Hamiltonian \( \hat{H} \), the imaginary time evolution is described as

\[
-\frac{\partial}{\partial \tau} |\psi(\tau)\rangle = (\hat{H} - E(\tau)) |\psi(\tau)\rangle,
\]

where

\[
E(\tau) = \langle \psi(\tau) | \hat{H} |\psi(\tau)\rangle.
\]

Given an initial state \( |\psi(0)\rangle \), the state after a time \( \tau \) is given by

\[
|\psi(\tau)\rangle = \frac{1}{\sqrt{A(\tau)}} \exp(-\hat{H}\tau) |\psi(0)\rangle,
\]

where \( A(\tau) = \langle \psi(0) | e^{-2\hat{H}\tau} |\psi(0)\rangle \) denotes a normalisation factor.

The non-unitary imaginary time evolution operator \( \exp(-\hat{H}\tau) \) cannot be directly represented by a quantum circuit. Instead, we adopt a parameterized trial wave function \( |\phi(\tilde{\theta}(\tau))\rangle = V(\tilde{\theta}(\tau)) |\phi(0)\rangle \) where \( V(\tilde{\theta}(\tau)) = \hat{U}_d(\theta_d(\tau)) \cdots \hat{U}_1(\theta_1(\tau)) \) denotes a unitary operator with \( d \) parameters, \( \{\theta_i\}_{i=1}^d \) denotes a set of parametrized gates in a variational quantum circuit, \( \{\theta_i\}_{i=1}^d \) denotes a set of the parameters, and \( |\phi(0)\rangle \) denotes the initial state, which is chosen to be equal to \( |\psi(0)\rangle \).

Then, for the imaginary time evolution, we need to evaluate the evolution of the parameters. For this purpose, we adopt the McLachlan’s variational principle \[29\]. Let us consider a distance between the exact dynamics and that of the parametrized wave function defined by

\[
J = \| (\partial/\partial \tau + \hat{H} - E(\tilde{\theta}(\tau))) |\phi(\tilde{\theta}(\tau))\rangle \|^2,
\]

where

\[
E(\tilde{\theta}(\tau)) = \langle \phi(\tilde{\theta}(\tau)) | \hat{H} |\phi(\tilde{\theta}(\tau))\rangle.
\]

Following the McLachlan’s variational principle, we minimize the distance \( J \) as

\[
\delta \| (\partial/\partial \tau + \hat{H} - E(\tilde{\theta}(\tau))) |\phi(\tilde{\theta}(\tau))\rangle \| = 0
\]

under the constraint \( \| |\phi(\tilde{\theta}(\tau))\rangle \| = 1 \). We obtain the differential equations for \( \tilde{\theta}(\tau) \) describing the imaginary time evolution for \( \tilde{\theta}(\tau) \):

\[
\sum_{q=1}^d M_{pq} \frac{\partial \theta_q}{\partial \tau} = C_p,
\]

where

\[
M_{pq} = \text{Re} \left\langle \frac{\partial \langle \phi(\tilde{\theta}(\tau)) | \partial \phi(\tilde{\theta}(\tau)) \rangle}{\partial \theta_p} \right\rangle,
\]

and

\[
C_p = -\text{Re} \left( \frac{\partial \langle \phi(\tilde{\theta}(\tau)) | \hat{H} |\phi(\tilde{\theta}(\tau))\rangle}{\partial \theta_p} \right).
\]

We describe Eq. (8) as \( \dot{\tilde{\theta}}(\tau) = M^{-1}(\tau) \dot{\bar{C}}(\tau) \), and solve this for a small time interval \( \Delta \tau \) as

\[
\tilde{\theta}(\tau + \Delta \tau) \simeq \tilde{\theta}(\tau) + \dot{\tilde{\theta}}(\tau) \Delta \tau = \tilde{\theta}(\tau) + M^{-1}(\tau) \bar{C}(\tau) \Delta \tau.
\]

In the case of our interest the derivative of parametrized gates can be represented as

\[
\frac{\partial \hat{U}_p(\theta_p)}{\partial \theta_p} = \sum_k f_{k,p} \hat{U}_p(\theta_p) \hat{u}_{k,p},
\]

where \( \hat{u}_{k,p} \) denotes a unitary operator and \( f_{k,p} \) denotes a scalar number. For example, if the \( p \)-th unitary operator \( \hat{U}_p(\theta_p) \) is a single qubit rotation described as \( R_y(\theta_p) = \exp(-i\theta_p \hat{\sigma}_y)/2 \), its derivative is given by \( \partial R_y(\theta_p)/\partial \theta_p = -i/2 \hat{\sigma}_y R_y(\theta_p) \). In this case, by choosing \( f_{k=1,p} = -i/2 \) and \( \hat{u}_{k=1,p} = \hat{\sigma}_y \), we can express \( \partial R_y(\theta_p)/\partial \theta_p \) as Eq. (12). Also, if the \( p \)-th unitary operator \( \hat{U}_p(\theta_p) \) is a controlled rotation \( C R_y(\theta_p) = |0\rangle \langle 0| \otimes \hat{I} + |1\rangle \langle 1| \otimes R_y(\theta_p) \), we obtain

\[
\frac{\partial C R_y(\theta_p)}{\partial \theta_p} = -\frac{i}{2} |1\rangle \langle 1| \otimes \{ R_y(\theta_p) \hat{\sigma}_y \}
\]

\[
= -\frac{i}{4} C R_y(\theta_p) \{ \hat{I} \otimes \hat{\sigma}_y \}
\]

\[
+ \frac{i}{4} C R_y(\theta_p) \{ \hat{\sigma}_z \otimes \hat{\sigma}_y \}.
\]

In this case, by choosing \( f_{k=1,p} = -i/4 \), \( f_{k=2,p} = i/4 \), \( \hat{u}_{k=1,p} = \hat{I} \otimes \hat{\sigma}_y \), \( \hat{u}_{k=2,p} = \hat{\sigma}_z \otimes \hat{\sigma}_y \), we can describe
\[ \frac{\partial R_p(\theta_p)}{\partial \theta_p} \text{ as Eq. (12).} \] Thus, the derivative of the parametrized state \(|\phi(\tilde{\theta}(\tau))\rangle\) is given as
\[ \frac{\partial |\phi(\tilde{\theta}(\tau))\rangle}{\partial \theta_p} = \sum_k f_{k,p} \tilde{V}_{k,p} |\phi(0)\rangle, \quad (15) \]
and, equivalently,
\[ \frac{\partial \langle\phi(\tilde{\theta}(\tau))|}{\partial \theta_p} = \sum_k f_{k,p} \langle\phi(0)| \tilde{V}_{k,p}^\dagger, \quad (16) \]
where
\[ \tilde{V}_{k,p} = \tilde{U}_d(\theta_d) \ldots \tilde{U}_{i+1}(\theta_{p+1}) \tilde{U}_p(\theta_i) \tilde{u}_{k,p} \ldots \tilde{U}_1(\theta_1), \quad (17) \]
\[ \tilde{V}_{k,p}^\dagger = \tilde{U}_1^\dagger(\theta_1) \ldots \tilde{U}_{p-1}^\dagger(\theta_{p-1}) \tilde{u}_{k,p}^\dagger \tilde{U}_p(\theta_p) \ldots \tilde{U}_d^\dagger(\theta_d). \quad (18) \]

Let us assume that the \(N\)-qubit Hamiltonian \(\hat{H}\) can be described as \(\hat{H} = \sum \lambda_i \hat{P}_i\), where \(\lambda_i = \frac{1}{2}\text{Tr}[\hat{P}_i \hat{H}]\) is a real value and \(\hat{P}_i\) is a tensor product of Pauli operators. Then, from Eqs. (9), (10), (15), (16), the coefficients \(M_{pq}\) and \(C_p\) are given by
\[ M_{pq} = \text{Re} \left( f_{k,p}^* f_{l,q} |\langle\phi(0)| \tilde{V}_{k,p}^\dagger \tilde{V}_{l,q} |\phi(0)\rangle\rangle \right), \quad (19) \]
\[ C_p = \text{Re} \left( f_{k,p}^* \lambda_i |\langle\phi(0)| \tilde{V}_{k,p}^\dagger \hat{P}_i \tilde{V} |\phi(0)\rangle\rangle \right). \quad (20) \]

It is known that the can be efficiently calculated these values by using quantum circuits on the NISQ devices [15].

### III. Calculating the Partition Function with the Imaginary Time Evolution

#### A. Partition function-normalization factor relation

We describe our scheme to calculate the partition function from the imaginary time evolution with NISQ devices. We assume \(|\psi(\tau)\rangle \propto |\phi(\tilde{\theta}(\tau))\rangle\) where \(|\psi(\tau)\rangle\) is the solution of the Eq. (2) and \(|\phi(\tilde{\theta}(\tau))\rangle\) is the parametrized wave function with parameters calculated by Eq. (5).

Supposing that a system A is composed of \(N\) qubits, we aim to calculate the partition function of the system A. Additionally, we consider another system B composed of \(N\) qubits. We consider a total Hamiltonian \(\hat{H}_{\text{total}} = \hat{H} \otimes I_B\) where \(\hat{H}\) denotes the Hamiltonian acting on the system A and \(I_B\) denotes the identity operator acting on the system B. It is known that, for a given Hamiltonian \(\hat{H}\) composed of \(N\) qubits, we can prepare the Gibbs state by the imaginary time evolution with the total Hamiltonian
\[ \hat{H}_{\text{total}} = \hat{H} \otimes I_B \quad (10). \]
Choosing the initial state as a maximally entangled state
\[ |\phi(0)\rangle = (1/\sqrt{2^N}) \sum_{i=0}^{2^N-1} |i\rangle_A |i\rangle_B, \quad (21) \]
where \(|i\rangle_A, |i\rangle_B\) is the computational basis of the system A and B, we obtain the Gibbs state by tracing out the system B after the imaginary time evolution. Since we adopt this approach for the calculation of the partition function in our scheme, we set the initial parameters \(\tilde{\theta}(0)\) to prepare the maximally entangled state as
\[ |\phi(\tilde{\theta}(0))\rangle = \tilde{V}(\theta(0)) |0\rangle^{\otimes 2N} = \frac{1}{\sqrt{2^N}} \sum_{i=0}^{2^N-1} |i\rangle_A |i\rangle_B, \quad (22) \]
where \(|0\rangle\) denotes an eigenstate of the Pauli operator \(\hat{\sigma}_z\) with an eigenvalue 1. The key point of our scheme is that, when we perform the imaginary time evolution on the initial state \(|22\rangle\) with the Hamiltonian, the normalization factor \(A(\tau)\) of the wave functions is given as
\[ A(\tau) = \langle \psi(0)| e^{-2\hat{H}_A \tau} |\psi(0)\rangle \]
\[ = \frac{1}{2^N} \sum_{i,j=0}^{2^N-1} \langle i| e^{-2\hat{H}_A \tau} |j\rangle_A \delta_{i,j} = Z(2\tau)/2^N, \quad (23) \]
where \(Z(2\tau)\) is the partition function of the Hamiltonian. We can rewrite Eq. (23) as
\[ Z(2\tau) = \text{Tr}_A [e^{-2\hat{H}_A \tau}] = \sum_{i=0}^{2^N-1} \langle i| e^{-2\hat{H}_A \tau} |i\rangle_A. \quad (24) \]
Furthermore, by replacing \(2\tau\) with the inverse temperature \(\beta = 1/T\), we obtain
\[ Z(\beta) = 2^N A(\beta/2), \quad (25) \]
which means that the partition function can be calculated once the normalization factor is obtained. However, there was no known way to directly measure the normalization factor of the variational imaginary time evolution.

#### B. Recurrence Formula Method (RFM)

In this section, we develop the Recurrence Formula Method (RFM) to calculate the normalization factor from an overlap between the wave functions during the imaginary time evolution. Importantly, we can measure the overlap \(D(\tau, \tau') = |\langle \phi(\tilde{\theta}(\tau'))| \phi(\tilde{\theta}(\tau))\rangle|^2\) between \(|\phi(\tilde{\theta}(\tau))\rangle\) and \(|\phi(\tilde{\theta}(\tau'))\rangle\) on a quantum computer, because this is a probability to obtain +1 by measuring \(\hat{\sigma}_z\) for every qubit when we prepare a state of \(\tilde{V}(\tau') |\psi(\tau)\rangle\). The overlap with the normalization factor can be rewritten as
\[ D(\tau, \tau') = \frac{A^2((\tau + \tau')/2)}{A(\tau)A(\tau')}, \quad (26) \]
We also transform the Eq. (26) to obtain

\[ A(\tau) = \frac{A^2((\tau + \tau')/2)}{D(\tau, \tau')A(\tau')} . \]  

By setting \( \tau = n\Delta \tau \) and \( \tau' = (n - 2)\Delta \tau \) for \( n \geq 2 \), we obtain

\[ A(n\Delta \tau) = \frac{A^2((n - 1)\Delta \tau)}{D(n\Delta \tau, (n - 2)\Delta \tau)A((n - 2)\Delta \tau)} . \]  

Thus, \( A(n\Delta \tau) \) can be sequentially calculated as follows:

\[ \frac{A(2\Delta \tau)}{A(\Delta \tau)} = \frac{A(\Delta \tau)}{D(2\Delta \tau, 0)A(0)} , \]

\[ \frac{A(3\Delta \tau)}{A(2\Delta \tau)} = \frac{A(2\Delta \tau)}{D(3\Delta \tau, \Delta \tau)A(\Delta \tau)} , \]

\[ \vdots \]

\[ \frac{A(n\Delta \tau)}{A((n - 1)\Delta \tau)} = \frac{A((n - 1)\Delta \tau)}{D(n\Delta \tau, (n - 2)\Delta \tau)A((n - 2)\Delta \tau)} . \]

Summarizing these equations, we obtain the following equation:

\[ A(n\Delta \tau) = \frac{A((n - 1)\Delta \tau)A(\Delta \tau)}{D(n\Delta \tau, (n - 2)\Delta \tau) \cdots D(4\Delta \tau, 2\Delta \tau)D(2\Delta \tau, 0)} . \]  

This means that, if \( A(\Delta \tau) \) is given, we can calculate \( A(n\Delta \tau) \) for any \( n \) by measuring the overlap by using a quantum circuit. For a sufficiently small \( \delta \tau \), we can approximate \( A(\Delta \tau) \) by using the Taylor expansion

\[ A(\Delta \tau) \approx \langle \phi(0) | e^{-\hat{H}\Delta \tau} | \phi(0) \rangle \]

\[ \simeq 1 - 2\Delta \tau \langle \phi(0) | \hat{H} | \phi(0) \rangle + \cdots , \]  

which can be approximately calculated by a classical computer. We call this method the Recurrence Formula Method (RFM).

However, as the temperature of interest decreases (i.e., for large \( n \)), the necessary number of the overlaps to be measured by the quantum circuit increases for the calculations of the denominator of the Eq. (29). If each experimentally measured overlap is slightly different from the true value, the error accumulates, and it will be difficult to obtain an accurate value of the partition function. Therefore, this approach is considered to be effective in determining the partition function at relatively high temperatures.

### C. Reversed Overlap Method (ROM)

In this subsection, we propose an alternative approach, which we call the Reversed Overlap Method (ROM), to effectively calculate the partition function at low temperatures. We define \( \{ \phi_i \}_{i=0}^{2^N-1} \) (\( \{ E_i \}_{i=0}^{2^N-1} \)) as the energy eigenstates (eigenvalues) of the Hamiltonian \( \hat{H} \). Here, without loss of generality, we can assume that \( E_i \leq E_{i+1} \), \( (i = 0, 1, \cdots, 2^N - 2) \). With the above definitions, obtain

\[ \langle \phi(0) | e^{-\hat{H}(\tau + \tau')} | \phi(0) \rangle = \sum_{i=0}^{2^N-1} | a_i(0) |^2 e^{-E_i(\tau + \tau')} , \]  

where \( a_i(0) = \langle \phi(0) | \{ \phi_i \} \otimes \hat{I}_B | \phi(0) \rangle \) for \( i = 0, 1, \cdots, 2^N - 1 \). By using Eq. (31), the overlap can be rewritten as

\[ D(\tau, \tau') = \frac{\langle \psi(0) | e^{-\hat{H}(\tau + \tau')} | \psi(0) \rangle}{A(\tau)A(\tau')} = \frac{e^{-2E_0(\tau + \tau')}}{A(\tau)} \left| \left( m | a_0(0) |^2 + \sum_{i=m}^{2^N-1} | a_i(0) |^2 e^{-(E_i - E_0)(\tau + \tau')} \right) \right|^2 . \]  

Here, \( m \) denotes the degeneracy of the ground state of the Hamiltonian \( \hat{H} \) of the system \( A \), and we have \( a_0(0) = a_1(0) = \cdots = a_{m-1}(0) \). For \( \tau'_\infty \gg \tau' \), we have

\[ m | a_0(0) |^2 \gg \left| \sum_{i=m}^{2^N-1} | a_i(0) |^2 e^{-(E_i - E_0)(\tau + \tau'_\infty)} \right|^2 \]  

and thus we obtain

\[ D(\tau, \tau'_\infty) \simeq \frac{m^2}{A(\tau)A(\tau'_\infty)} e^{-2E_0(\tau + \tau'_\infty)} | a_0(0) |^4 . \]  

The value of \( \tau'_\infty \) can be determined as follows. We calculate the energy of the state against \( \tau \) during the imaginary time evolution, and define \( \tau'_\infty \) as a time when the energy almost converges to a specific value. We will explain this later when performing numerical simulations. Now, substituting \( \tau = \tau'_\infty \) into Eq. (34), we obtain

\[ 1 = D(\tau'_\infty, \tau'_\infty) \simeq \frac{m^2}{A^2(\tau'_\infty)} e^{-4E_0\tau'_\infty} | a_0(0) |^4 , \]  

which is rewritten as

\[ A(\tau'_\infty) \simeq m e^{-2E_0\tau'_\infty} | a_0(0) |^2 . \]  

By combining Eq. (36) with Eq. (34), we obtain

\[ A(\tau) \simeq \frac{m}{D(\tau, \tau'_\infty)} e^{-2E_0\tau} | a_0(0) |^2 . \]  

Furthermore, using \( | a_0(0) |^2 = 1/2^N \) and \( Z(2\tau) = 2^N A(\tau) \), we finally obtain

\[ Z(2\tau) \simeq \frac{m}{D(\tau, \tau'_\infty)} e^{-2E_0\tau} . \]
Equation \[35\] is the partition function of the Hamiltonian \( \hat{H} \). We call this method the Reversed Overlap Method (ROM). It is worth mentioning that, as the temperature increases, the overlap \( D(\tau, \tau'_{\infty}) \) for the ROM becomes smaller, and the necessary number of the measurements to find the value of \( D(\tau, \tau'_{\infty}) \) increases.

We can calculate the degeneracy \( m \) of the ground state as follows. After implementing the imaginary time evolution, and tracing out the system B, we have the state \( \hat{\rho}(\tau'_{\infty}) = \text{Tr}_B[|\psi(\tau'_{\infty})\rangle \langle \psi(\tau'_{\infty})|] \). We then make use of the relation \( m = 1/\text{Tr}[\hat{\rho}(\tau'_{\infty})^2] \) between the degeneracy \( m \) and the purity \( \text{Tr}[\hat{\rho}(\tau'_{\infty})^2] \). Since the purity can be calculated with a method called a destructive SWAP test (see Appendix A for the details) by preparing two copies of the state, we can determine the degeneracy \( m \).

\[ |0\rangle_A \rightarrow \begin{array}{ccc} R_y(0) & R_y(0) & R_y(0) \\ R_y(0) & R_y(0) & R_y(0) \\ R_y(0) & R_y(0) & R_y(0) \\ R_y(0) & R_y(0) & R_y(0) \end{array} \]

**FIG. 1.** Ansatz circuit for the variational imaginary time simulation with 4 qubits. \( |0\rangle_A \) and \( |0\rangle_B \) denotes the state with the system A and the system B, respectively. In the description of the rotation operator \( R_y \), we represent the initial parameter \( \theta(0) \) for the variational algorithm.

**IV. NUMERICAL SIMULATIONS**

We evaluate the performance of our method by using numerical simulations. We adopt the Heisenberg model as

\[ \hat{H} = -\sum_{i=1}^{N-1} J(\hat{\sigma}_x^{(i)}\hat{\sigma}_x^{(i+1)} + \hat{\sigma}_y^{(i)}\hat{\sigma}_y^{(i+1)} + \hat{\sigma}_z^{(i)}\hat{\sigma}_z^{(i+1)}) \]  \( (39) \)

where \( \hat{\sigma}_\alpha^{(k)} \) (\( \alpha = x, y, z \)) is the Pauli operator acting on the \( k \)-th qubit, \( J \) is the coupling strength between qubits, and \( N \) is the number of qubits. We perform numerical simulations for the case of \( N = 2 \). We consider two cases: (i) the coupling strength \( J \) is positive or (ii) negative. For \( J > 0 \), the ground states are three-fold degenerate: \( |00\rangle, \frac{1}{\sqrt{2}}(|01\rangle + |10\rangle), |11\rangle \). On the other hand, for \( J < 0 \), the ground state is \( \frac{1}{\sqrt{2}}(|01\rangle - |10\rangle) \) with no degeneracy. In Fig. 4, we show the ansatz circuit for the variational imaginary time simulation and the initial parameters \( \theta(0) \).

We plot the energy (the expectation value of the Hamiltonian) during the imaginary time evolution in Fig. 2. We confirm that the energy converges to a constant value for a large \( \tau \). Since the energy becomes almost steady around \( \tau J = 2.5 \), we choose \( \tau'_{\infty} = 2.5/J \).

In Fig. 3, we plot the fidelity \( F(\phi(\theta(\tau))), |\psi(\tau)\rangle) = |\langle \phi(\theta(\tau))|\psi(\tau)\rangle|^2 \) between the parametrized wavefunction \( |\phi(\theta(\tau))\rangle \) for the variational imaginary evolution and the exact state \( |\psi(\tau)\rangle \) obtained by solving Eq. (4). This shows that our variational quantum circuit accurately simulates the imaginary time evolution.

In Figs. 4 and 5, we plot the free energy calculated by our method. In Fig. 4, we show the results for the Heisenberg model with \( J > 0 \) (\( J < 0 \)). There is a good agreement between the exact values and the values calculated with our methods. As we described in Sec. III, when we calculate the partition function with the RFM, the error tends to accumulate especially at lower temperatures. On the other hand, ROM does not have such a limitation for low temperatures. Actually, from Fig. 4 and Fig. 5, we confirm that the free energy calculated with the ROM becomes closer to the exact value than that with the RFM at low temperatures.

**V. CONCLUSION**

In conclusion, we propose a scheme to calculate the partition function by using the variational imaginary
between the parametrized wavefunction \( |\phi(\vec{\theta}(\tau))\rangle \) and the exact solution \( |\psi(\tau)\rangle \) against the time \( \tau \) for the imaginary time evolution. We adopt the Heisenberg model, and the coupling strength are chosen to be (a) \( J > 0 \) and (b) \( J < 0 \).

We find a systematic way to construct the partition function from the overlap of quantum states during the imaginary time evolution, which does not rely on the extrapolation using Rény entropy. Moreover, the necessary number of the qubits is \( 2N \) to calculate the partition function of \( N \) qubits, which is much smaller than that of the previous approaches. Our results show a potential for a practical use of the NISQ device for condensed matter physics. 

Note added.—While preparing our manuscript, we became aware of a related work that also proposes a scheme to calculate the partition function on a near-term quantum computer [30].
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Appendix A: Destructive SWAP test

In this appendix, we review a destructive SWAP test. This lets us compute the purity of a density matrix if we prepare two copies of the state [31–33]. We prepare a system C that is composed of \( L \) qubits, and prepare the other system D that is also composed of \( L \) qubits. The destructive SWAP test is an algorithm to measure \( \text{Tr}[\hat{\rho}_C \hat{\sigma}_C] \) by using two density matrices \( \hat{\rho}_C \) and \( \hat{\sigma}_D \). Here, we assume that \( \hat{\sigma}_C \) has the same form as \( \hat{\sigma}_D \), but \( \hat{\sigma}_C \neq \hat{\sigma}_D \).
FIG. 5. The free energy calculated by our method against the temperature. We use the same notations as that with the Fig 4. We adopt the Heisenberg model with a negative coupling strength.

FIG. 6. A quantum circuit to perform destructive SWAP.

is the state in the system C (D). We have the relation

$$\text{Tr} \left[ \left( \bigotimes_{n=1}^{L} \hat{M}_n \right) (\hat{\rho}_C \otimes \hat{\sigma}_D) \right] = \text{Tr}[\hat{\rho}_C \hat{\sigma}_C], \quad (A1)$$

where the observable $\hat{M}_n$ is an operator that non-locally acts on the $n$-th qubit of system C and the $n$-th qubit of system D, and can be expressed as follows:

$$\hat{M}_n = \hat{P}_1^{(n)} + \hat{P}_2^{(n)} + \hat{P}_3^{(n)} - \hat{P}_4^{(n)}. \quad (A2)$$

Here, $\{\hat{P}_i^{(n)}\}_{i=1,2,3,4}$ represents the projection operator onto the Bell basis

$$\hat{P}_1^{(n)} = |\psi^+\rangle \langle \psi^+|, \quad \hat{P}_2^{(n)} = |\psi^-\rangle \langle \psi^-|,$$

$$\hat{P}_3^{(n)} = |\phi^+\rangle \langle \phi^+|, \quad \hat{P}_4^{(n)} = |\phi^-\rangle \langle \phi^-| \quad (A3)$$

where the Bell basis is defined as

$$|\psi^\pm\rangle = \frac{1}{2}(|00\rangle_n \pm |11\rangle_n), \quad (A4)$$

$$|\phi^\pm\rangle = \frac{1}{2}(|01\rangle_n \pm |10\rangle_n), \quad (A5)$$

and $|00\rangle_n, |01\rangle_n, |10\rangle_n, |11\rangle_n$ represents the state of the $n$-th qubits in the systems C and D. The destructive SWAP test can be performed with the quantum circuit shown in Fig. 6. It is known that a sequential implementation of a CNOT gate between two qubits, an Hadamard gate on each qubit, and measurements in the computational basis on the two qubits allows us to perform the measurement in the Bell basis. When a projection $\hat{P}_4^{(n)}$ occurs, we assign $-1$ as a measurement result. On the other hand, when a projection of either $\hat{P}_1^{(n)}$, $\hat{P}_2^{(n)}$, or $\hat{P}_3^{(n)}$ occurs, we assign $+1$ as a measurement result. This lets us measure the observable of $\bigotimes_{i=1}^{L} \hat{M}_i$. By repeating this process and averaging over the measurements, we obtain $\text{Tr}[\hat{\rho}_C \hat{\sigma}_C]$. If we have $\hat{\sigma}_C = \hat{\rho}_C$, we can calculate the purity of the state $\hat{\rho}_C$.

[1] R. P. Feynman, *Statistical Mechanics: A Set Of Lectures* (Advanced Books Classics, Avalon, New York, 1998).

[2] J. Preskill, Quantum **2**, 79 (2018).

[3] S. Endo, Z. Cai, S. C. Benjamin, and X. Yuan, Journal of the Physical Society of Japan **90**, 032001 (2021).

[4] A. Peruzzo, J. McClean, P. Shadbolt, M.-H. Yung, X.-Q. Zhou, P. J. Love, A. Aspuru-Guzik, and J. L. O'brien, Nature communications **5**, 1 (2014).

[5] A. Kandala, A. Mezzacapo, K. Temme, M. Takita, M. Brink, J. M. Chow, and J. M. Gambetta, Nature
[549], 242 (2017).

[6] N. Moll, P. Barkoutsos, L. S. Bishop, J. M. Chow, A. Cross, D. J. Egger, S. Filipp, A. Fuhrer, J. M. Gambetta, M. Ganzhorn, et al., Quantum Science and Technology 3, 030503 (2018).

[7] J. R. McClean, J. Romero, R. Babbush, and A. Aspuru-Guzik, New Journal of Physics 18, 023023 (2016).

[8] E. Farhi, J. Goldstone, and S. Gutmann, arXiv preprint arXiv:1411.4028 (2014).

[9] Y. Li and S. C. Benjamin, Physical Review X 7, 021050 (2017).

[10] X. Yuan, S. Endo, Q. Zhao, Y. Li, and S. C. Benjamin, Quantum 3, 191 (2019).

[11] S. McArdle, S. Endo, A. Aspuru-Guzik, S. C. Benjamin, and X. Yuan, Reviews of Modern Physics 92, 015003 (2020).

[12] Y. Cao, J. Romero, J. P. Olson, M. Degroote, P. D. Johnson, M. Kieferová, I. D. Kivlichan, T. Menke, B. Peropadre, N. P. Sawaya, et al., Chemical reviews 119, 10856 (2019).

[13] K. Mitarai, M. Negoro, M. Kitagawa, and K. Fujii, Physical Review A 98, 032309 (2018).

[14] M. Benedetti, D. Garcia-Pintos, O. Perdomo, V. Leyton-Ortega, Y. Nam, and A. Perdomo-Ortiz, npj Quantum Information 5, 1 (2019).

[15] S. McArdle, T. Jones, S. Endo, Y. Li, S. C. Benjamin, and X. Yuan, npj Quantum Information 5, 1 (2019).

[16] J. Wu and T. H. Hsieh, Physical review letters 123, 220502 (2019).

[17] A. N. Chowdhury, G. H. Low, and N. Wiebe, arXiv preprint arXiv:2002.00055 (2020).

[18] Y. Wang, G. Li, and X. Wang, arXiv preprint arXiv:2005.08797 (2020).

[19] K. C. Tan, D. Bowmick, and P. Sengupta, arXiv preprint arXiv:2010.00949 (2020).

[20] M. Motta, C. Sun, A. T. Tan, M. J. O’Rourke, E. Ye, A. J. Minnich, F. G. Brandão, and G. K.-L. Chan, Nature Physics 16, 205 (2020).

[21] A. Francis, D. Zhu, C. H. Alderete, S. Johri, X. Xiao, J. K. Freericks, C. Monroe, N. M. Linke, and A. F. Kemper, arXiv preprint arXiv:2009.04648 (2020).

[22] G. Harsha, T. M. Henderson, and G. E. Scuseria, The Journal of Chemical Physics 153, 124115 (2020).

[23] J. Cohn, F. Yang, K. Najafi, B. Jones, and J. K. Freericks, Physical Review A 102, 022622 (2020).

[24] Y. Shingu, Y. Seki, S. Watabe, S. Endo, Y. Matsuzaki, S. Kawabata, T. Nikuni, and H. Hakoshima, Physical Review A 104, 032413 (2021).

[25] L. Bassman, K. Klymko, N. M. Tubman, and W. A. de Jong, arXiv preprint arXiv:2103.09846 (2021).

[26] K. Życzkowski, Open Systems & Information Dynamics 10, 297 (2003).

[27] M. Fannes and N. Van Ryn, Journal of Physics A: Mathematical and Theoretical 45, 385003 (2012).

[28] S. Johri, D. S. Steiger, and M. Troyer, Physical Review B 96, 195136 (2017).

[29] A. McLachlan, Molecular Physics 8, 39 (1964).

[30] Y. Wu and J. Wang, arXiv preprint arXiv:2109.10486v1 (2021).

[31] A. K. Ekert, C. M. Alves, D. K. Oi, M. Horodecki, P. Horodecki, and L. C. Kwek, Physical review letters 88, 217901 (2002).

[32] J. C. Garcia-Escartin and P. Chamorro-Posada, Physical Review A 87, 052330 (2013).

[33] L. Cincio, Y. Subaşı, A. T. Sornborger, and P. J. Coles, New Journal of Physics 20, 115022 (2018).