Standard Dual Quaternion Optimization and Its Applications in Hand-Eye Calibration and SLAM

Liqun Qi

Received: 24 July 2022 / Revised: 24 August 2022 / Accepted: 25 August 2022 / Published online: 17 October 2022 © Shanghai University 2022

Abstract

Several common dual quaternion functions, such as the power function, the magnitude function, the 2-norm function, and the kth largest eigenvalue of a dual quaternion Hermitian matrix, are standard dual quaternion functions, i.e., the standard parts of their function values depend upon only the standard parts of their dual quaternion variables. Furthermore, the sum, product, minimum, maximum, and composite functions of two standard dual functions, the logarithm and the exponential of standard unit dual quaternion functions, are still standard dual quaternion functions. On the other hand, the dual quaternion optimization problem, where objective and constraint function values are dual numbers but variables are dual quaternions, naturally arises from applications. We show that to solve an equality constrained dual quaternion optimization (EQDQO) problem, we only need to solve two quaternion optimization problems. If the involved dual quaternion functions are all standard, the optimization problem is called a standard dual quaternion optimization problem, and some better results hold. Then, we show that the dual quaternion optimization problems arising from the hand-eye calibration problem and the simultaneous localization and mapping (SLAM) problem are equality constrained standard dual quaternion optimization problems.
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1 Introduction

Dual quaternions have wide applications in robotics, 3D motion modelling and control, and computer graphics [1, 2, 4, 9, 10, 13–17, 23]. In this paper, we explore the model and solution methods of a special type of dual quaternion optimization problems, such that we may optimize the solutions in such application problems. The applications explored include hand-eye calibration, which is a basic problem in robotic research, and simultaneous localization and mapping (SLAM), which is a very hot topic in robotic research.

According to [18], the magnitudes of dual quaternions and the 2-norms of dual quaternion vectors are dual numbers. A total order was defined for dual numbers in [18]. Thus, dual quaternion optimization problems, where objective and constraint function values are dual numbers but variables are dual quaternions, naturally arise. In particular, the least squares approach results in such optimization problems. In Sect. 5, we will present such dual quaternion optimization problems arising from hand-eye calibration. However, how to solve a dual quaternion optimization problem is still a problem. First, there is no calculus concepts for dual quaternion functions. Even the limit concept is not established for dual quaternion functions. Second, unlike quaternion optimization problems, which can be transformed to one-level real optimization problems, general dual quaternion optimization problems are essentially bilevel optimization problems. These are difficulties.

Fortunately, some common dual quaternion functions are easy to handle. Several common dual quaternion functions, such as the power function, the magnitude function, the 2-norm function, and the $k$th largest eigenvalue of a dual quaternion Hermitian matrix, are standard dual quaternion functions. The standard parts of the function values of these functions depend upon only the standard parts of their dual quaternion variables. Furthermore, the sum, product, minimum, maximum, and composite functions of two standard dual functions, the logarithm and the exponential of a standard unit dual quaternion functions, are still standard dual quaternion functions. Then, we show that to solve an equality constrained dual quaternion optimization (EQDQO) problem, we only need to solve two quaternion optimization problems [7, 8, 11, 12, 20]. For a dual quaternion optimization problem, if its objective and constraint functions are all standard, then we call it a standard dual quaternion optimization problem, and some better results hold there. Finally, we show that the dual quaternion optimization problems arising from the hand-eye calibration problem are the equality constrained standard dual quaternion optimization problems, and thus relatively easier to handle. This provides a method to solve this problem.

In the next section, we present some preliminary knowledge on dual numbers, dual quaternions, and quaternion optimization. Standard dual quaternion functions are studied in Sect. 3. A solution method for the EQDQO problem is proposed, and the standard dual quaternion optimization is discussed in Sect. 4. In Sect. 5, we show that the equality constrained standard dual quaternion optimization problem has some better properties. Then, in Sects. 6 and 7, we show that the dual quaternion optimization problems arising from the hand-eye calibration problem and the SLAM problem are equality constrained standard dual quaternion optimization problems. Finally, some final remarks are made in Sect. 8.

Scalars, vectors, and matrices are denoted by small letters, bold small letters, and capital letters, respectively. Dual numbers and dual quaternions are distinguished by a hat symbol.
2 Dual Numbers, Quaternions, and Dual Quaternions

2.1 Dual Numbers

The set of the dual numbers is denoted as \( \hat{\mathbb{R}} \). Following the literature such as [23], we use the hat symbol to denote dual numbers and dual quaternions. A dual number \( \hat{q} \) has the form \( \hat{q} = q + q_d \epsilon \), where \( q \) and \( q_d \) are real numbers, and \( \epsilon \) is the infinitesimal unit, satisfying \( \epsilon^2 = 0 \). The real number \( q \) is called the real part or the standard part of \( \hat{q} \), and the real number \( q_d \) is called the dual part or the infinitesimal part of \( \hat{q} \). The infinitesimal unit \( \epsilon \) is commutative in multiplication with real numbers, complex numbers, and quaternion numbers. If \( q \neq 0 \), \( \hat{q} \) is said to be appreciable, otherwise, \( \hat{q} \) is said to be infinitesimal.

A total order was introduced in [18] for dual numbers. Given two dual numbers \( \hat{p}, \hat{q} \in \hat{\mathbb{R}} \), \( \hat{p} = p + p_d \epsilon, \hat{q} = q + q_d \epsilon \), where \( p, p_d, q, \) and \( q_d \) are real numbers, we say that \( \hat{p} \leq \hat{q} \), if either \( p < q \), or \( p = q \) and \( p_d \leq q_d \). In particular, we say that \( \hat{p} \) is positive, non-negative, nonpositive, or negative, if \( \hat{p} > 0 \), \( \hat{p} \geq 0 \), \( \hat{p} \leq 0 \), or \( \hat{p} < 0 \), respectively.

2.2 Quaternions

The set of the quaternions is denoted by \( \mathbb{Q} \). A quaternion \( q \) has the form \( q = q_0 + q_1 \mathbf{i} + q_2 \mathbf{j} + q_3 \mathbf{k} \), where \( q_0, q_1, q_2, \) and \( q_3 \) are real numbers, \( \mathbf{i}, \mathbf{j}, \) and \( \mathbf{k} \) are three imaginary units of quaternions, satisfying

\[
\mathbf{i}^2 = \mathbf{j}^2 = \mathbf{k}^2 = ijk = -1, \quad ij = -ji = k, \quad jk = -kj = i, \quad ki = -ik = j.
\]

The real part of \( q \) is \( \text{Re}(q) = q_0 \). The imaginary part of \( q \) is \( \text{Im}(q) = q_1 \mathbf{i} + q_2 \mathbf{j} + q_3 \mathbf{k} \). The multiplication of quaternions satisfies the distribution law, but is noncommutative.

The conjugate of \( q = q_0 + q_1 \mathbf{i} + q_2 \mathbf{j} + q_3 \mathbf{k} \) is \( q^* := q_0 - q_1 \mathbf{i} - q_2 \mathbf{j} - q_3 \mathbf{k} \). The magnitude of \( q \) is \( |q| = \sqrt{q_0^2 + q_1^2 + q_2^2 + q_3^2} \). It follows that the inverse of a nonzero quaternion \( q \) is \( q^{-1} = q^*/|q|^2 \). For any two quaternions \( p \) and \( q \), we have \( (pq)^* = q^*p^* \).

A quaternion is said imaginary if its real part is zero. If \( q \) is imaginary, then \( q^* = -q \). In [23], it is called a vector quaternion. Various 3D vectors, such as position vectors, displacement vectors, linear velocity vectors, and angular velocity vectors, can be represented as imaginary quaternions.

If \( |q| = 1 \), then \( q \) is called a unit quaternion, or a rotation quaternion. A spatial rotation around a fixed point of \( \theta \) radians about a unit axis \((x_1, x_2, x_3)\) that denotes the Euler axis is given by the unit quaternion

\[
q = \cos \left( \frac{\theta}{2} \right) + x_1 \sin \left( \frac{\theta}{2} \right) \mathbf{i} + x_2 \sin \left( \frac{\theta}{2} \right) \mathbf{j} + x_3 \sin \left( \frac{\theta}{2} \right) \mathbf{k} = e^{\frac{\theta}{2} \mathbf{x}},
\]

where the unit axis \( x \) is an imaginary unit quaternion \( x = x_1 \mathbf{i} + x_2 \mathbf{j} + x_3 \mathbf{k} \). We may also write

\[
\ln q = \frac{\theta}{2} x.
\]

A unit quaternion \( q \) is always invertible and \( q^{-1} = q^* \).
The collection of $n$-dimensional quaternion vectors is denoted by $\mathbb{Q}^n$. For $x = (x_1, x_2, \cdots, x_n)^T$, $y = (y_1, y_2, \cdots, y_n)^T \in \mathbb{Q}^n$, define $x^* y = \sum_{i=1}^{n} x_i^* y_i$, where $x^* = (x_1^*, x_2^*, \cdots, x_n^*)$ is the conjugate transpose of $x$.

### 2.3 Dual Quaternions and Unit Dual Quaternions

The set of dual quaternions is denoted by $\hat{\mathbb{Q}}$. A dual quaternion $\hat{q} \in \hat{\mathbb{Q}}$ has the form

$$\hat{q} = q + q_d \epsilon,$$

where $q, q_d \in \mathbb{Q}$ are the standard part and the dual part of $\hat{q}$, respectively. If $q \neq 0$, then we say that $\hat{q}$ is appreciable. If $q$ and $q_d$ are imaginary quaternions, then $\hat{q}$ is called an imaginary dual quaternion.

The conjugate of $\hat{q}$ is

$$\hat{q}^* = q^* + q_d^* \epsilon.$$  

Thus, if $\hat{q} = \hat{q}^*$, then $\hat{q}$ is a dual number. If $\hat{q}$ is imaginary, then $\hat{q}^* = -\hat{q}$.

The magnitude of $\hat{q}$ was defined in [18] as

$$|\hat{q}| := \begin{cases} 
|q| + \frac{q q_d^* + q_d q^*}{2|q|} \epsilon, & \text{if } q \neq 0, \\
|q_d| \epsilon, & \text{otherwise},
\end{cases}  
$$

which is a dual number.

For two dual quaternions $\hat{p} = p + p_d \epsilon$ and $\hat{q} = q + q_d \epsilon$, their addition and multiplications are defined as

$$\hat{p} + \hat{q} = (p + q) + (p_d + q_d) \epsilon$$

and

$$\hat{p} \hat{q} = pq + (pq_d + p_d q) \epsilon.$$ 

A dual number is always commutative with a dual quaternion or a dual quaternion vector.

A dual quaternion $\hat{q}$ is called invertible if there exists a quaternion $\hat{p}$ such that $\hat{p} \hat{q} = \hat{q} \hat{p} = 1$. A dual quaternion $\hat{q}$ is invertible if and only if $\hat{q}$ is appreciable. In this case, we have

$$\hat{q}^{-1} = q^{-1} - q_d^{-1} q q_d^{-1} \epsilon.$$ 

If $|\hat{q}| = 1$, then $\hat{q}$ is called a unit dual quaternion. A unit dual quaternion $\hat{q}$ is always invertible and we have $\hat{q}^{-1} = \hat{q}^*$. The 3D motion of a rigid body can be represented by a unit dual quaternion. We have

$$\hat{q} \hat{q}^* = (q + q_d \epsilon)(q^* + q_d^* \epsilon) = qq^* + (q q_d^* + q_d q^*) \epsilon = \hat{q}^* \hat{q}.$$ 

Thus, $\hat{q}$ is a unit dual quaternion if and only if $q$ is a unit quaternion, and

$$qq_d^* + q_d q^* = q^* q_d + q_d^* q = 0.$$  

\(\hat{q}\) Springer
Suppose that there is a rotation \( q \in \mathbb{Q} \) succeeded by a translation \( p^b \in \mathbb{Q} \), where \( p^b \) is an imaginary quaternion. The superscripts \( b \) and \( s \) represent the relation of the rigid body motion with respect to the body frame attached to the rigid body and the spatial frame which is a relative to a fixed coordinate frame. Then, the whole transformation can be represented by a unit dual quaternion \( \hat{q} = q + q_d \epsilon \), where \( q_d = \frac{1}{2} q p^b \). Note that we have

\[
qq_d^* + q_d q^* = \frac{1}{2} [q(p^b)^* q^* + qp^b q^*] = \frac{1}{2} q [(p^b)^* + p^b] q^* = 0. 
\]

Thus, a transformation of a rigid body can be represented by a unit dual quaternion

\[
\hat{q} = q + \frac{\epsilon}{2} q p^b. 
\] (7)

where \( q \) is a unit quaternion to represent the rotation, and \( p^b \) is the imaginary quaternion to represent the translation or the position. In (7), \( q \) is the attitude of the rigid body, while \( \hat{q} \) represents the transformation.

Combining (7) with (2), we have

\[
\ln \hat{q} = \frac{1}{2} (\theta x + \epsilon p^b). 
\] (8)

A unit dual quaternion \( \hat{q} \) serves as both a specification of the configuration of a rigid body and a transformation taking the coordinates of a point from one frame to another via rotation and translation. In (7), if \( \hat{q} \) is the configuration of the rigid body, then \( q \) and \( p^b \) are the attitude of and position of the rigid body, respectively.

Denote the collection of \( n \)-dimensional dual quaternion vectors by \( \hat{\mathbb{Q}}^n \).

For \( \hat{x} = (\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_n)^T, \hat{y} = (\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_n)^T \in \hat{\mathbb{Q}}^n \), define \( \hat{x}^* \hat{y} = \sum_{i=1}^n \hat{x}_i^* \hat{y}_i \), where \( \hat{x}^* = (\hat{x}_1^*, \hat{x}_2^*, \ldots, \hat{x}_n^*) \) is the conjugate transpose of \( \hat{x} \). We say \( \hat{x} \) is appreciable if at least one of its components is appreciable.

For \( \hat{x} = (\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_n)^T \), by [18], if not all of \( \hat{x}_i \) are infinitesimal, its 2-norm is defined as

\[
\|\hat{x}\|_2 = \sqrt{\sum_{i=1}^n |\hat{x}_i|^2}. 
\] (9)

If all \( \hat{x}_i \) are infinitesimal, we have \( \hat{x}_i = (x_i)_{d} \epsilon \) for \( i = 1, 2, \ldots, n \). Then we have

\[
\|\hat{x}\|_2 = \sqrt{\sum_{i=1}^n |(x_i)_{d}\epsilon|^2}. 
\] (10)

### 3 Standard Dual Quaternion Functions

We call a function \( \hat{f} : \hat{\mathbb{Q}}^n \to \hat{\mathbb{R}} \) a dual quaternion function. Let

\[
\hat{f}(\hat{x}) = f(\hat{x}) + c f_d(\hat{x})
\]

and

\[
\hat{x} = x + \epsilon x_d,
\]
where \( f(\hat{x}), f_d(\hat{x}) \in \mathbb{Q} \), \( x, x_d \in \mathbb{Q}^n \) are the standard parts and dual parts of \( \hat{f}(\hat{x}) \) and \( \hat{x} \), respectively. If \( f(\hat{x}) \equiv f(x) \) for all \( \hat{x} \in \mathbb{Q}^n \), then we say that \( \hat{f} \) is a standard dual quaternion function.

A simple example is the power function. Consider the power function \( \hat{f}(\hat{x}) = (\hat{x})^m \) for a positive integer \( m \). Let \( \hat{x} = x + \epsilon x_d \). Then \( \hat{f}(\hat{x}) = (\hat{x})^m = x^m + m \epsilon x^{m-1} x_d \), i.e., \( f(\hat{x}) = x^m = f(x) \). By (5), the magnitude function is also a standard quaternion function. By (5), (9), and (10), the 2-norm function is also a standard quaternion function. A fourth example is \( \hat{f}(\hat{A}) = \hat{\lambda}_k(\hat{A}) \), where \( \hat{A} \) is an \( n \times n \) dual quaternion Hermitian matrix, and \( \hat{\lambda}_k(\hat{A}) \) is the \( k \)th largest eigenvalue of \( A \), \( 1 \leq k \leq n \). By Theorem 4.1 of [19], this is also a standard dual quaternion function. Note that this is only true for dual quaternion Hermitian matrices. A general \( n \times n \) dual quaternion matrix may have an infinite number of right eigenvalues.

Furthermore, many operations preserve standard dual quaternion functions.

**Theorem 1** Suppose that \( \hat{f}, \hat{g} : \mathbb{Q}^n \to \mathbb{R} \) are two standard dual quaternion functions. Then, their sum, product, minimum, and maximum functions are still standard dual quaternion functions.

**Proof** Let \( \hat{h}(\hat{x}) = \hat{f}(\hat{x}) + \hat{g}(\hat{x}) \). Then, \( \hat{h} = h + \epsilon h_d \), where
\[
h(\hat{x}) = f(\hat{x}) + g(\hat{x}) = f(x) + g(x) = h(x),
\]
i.e., \( \hat{h} \) is also a standard dual quaternion function. This proves the first conclusion.

Let \( \hat{h}(\hat{x}) = \hat{f}(\hat{x}) \hat{g}(\hat{x}) \). Then, \( \hat{h} = h + \epsilon h_d \), where
\[
h(\hat{x}) = f(\hat{x})g(\hat{x}) = f(x)g(x) = h(x),
\]
i.e., \( \hat{h} \) is also a standard dual quaternion function. This proves the second conclusion.

Let \( \hat{h}(\hat{x}) = \min \{ \hat{f}(\hat{x}), \hat{g}(\hat{x}) \} \). Then, \( \hat{h} = h + \epsilon h_d \), where
\[
h(\hat{x}) = \min \{ f(\hat{x}), g(\hat{x}) \} = \min \{ f(x), g(x) \} = h(x),
\]
i.e., \( \hat{h} \) is also a standard dual quaternion function. This proves the third conclusion.

The fourth conclusion can be proved similarly.

**Corollary 1** Suppose that \( \hat{f}_1, \cdots, \hat{f}_m : \mathbb{Q}^n \to \mathbb{R} \) are \( m \) standard dual quaternion functions, where \( m \) is a positive integer. Then, their sum, product, minimum, and maximum functions are still standard dual quaternion functions.

**Corollary 2** Suppose that, \( \hat{f} : \mathbb{Q}^n \to \mathbb{R} \) is a standard dual quaternion functions, and \( m \) is a positive integer. Then, \( (\hat{f})^m \) is still a standard dual quaternion function.

**Theorem 2** Suppose that \( \hat{f} : \mathbb{Q} \to \mathbb{R} \) is a standard unit dual quaternion function. Then, its logarithm and exponential functions are still standard dual quaternion functions.

**Proof** We have
\[
\hat{f}(\hat{x}) = f(\hat{x}) + \epsilon f_d(\hat{x}) = f(x) + \epsilon f_d(x),
\]
as \( \hat{f} \) is a standard dual quaternion function. Since \( f \) is a unit dual quaternion function, we have \( |f(x)| = 1 \). Thus, we may write
\[
\hat{f}(\hat{\mathbf{x}}) = f(x) + \frac{\epsilon}{2}f(x)p^b.
\]

Write
\[
f(x) = \cos\left(\frac{\theta}{2}\right) + y_1 \sin\left(\frac{\theta}{2}\right)i + y_2 \sin\left(\frac{\theta}{2}\right)j + y_3 \sin\left(\frac{\theta}{2}\right)k.
\]

Then, \(\frac{\theta}{2}\) and \(y = y_1i + y_2j + y_3k\) are functions of \(x\). By (8), we have
\[
\ln \hat{f}(\hat{\mathbf{x}}) = \frac{1}{2}(\theta y + \epsilon p^b).
\]

Thus, \(\ln \hat{f}\) is still a standard dual quaternion function. Similarly, we may show that \(\epsilon \hat{f}\) is a standard dual quaternion function too.

**Theorem 3** Suppose that \(\hat{f} : \hat{\mathbb{Q}} \to \hat{\mathbb{R}}\) and \(\hat{g} : \hat{\mathbb{Q}}^n \to \hat{\mathbb{R}}\) are two standard unit dual quaternion functions. Then, their composite function \(\hat{h} = \hat{f} \circ \hat{g} : \hat{\mathbb{Q}}^n \to \hat{\mathbb{R}}\) is also a standard dual quaternion function.

**Proof** For \(\hat{\mathbf{x}} \in \hat{\mathbb{Q}}^n\),
\[
h(\hat{\mathbf{x}}) = f(\hat{g}(\hat{\mathbf{x}})) = f(g(\hat{\mathbf{x}})) = f(g(x)) = h(x),
\]
where the second and the third equalities hold because \(\hat{f}\) and \(\hat{g}\) are standard unit dual quaternion functions, respectively. Thus, \(\hat{h}\) is also a standard dual quaternion function.

### 4 Equality Constrained Dual Quaternion Optimization (EQDQO)

In this section, we propose a solution method for the following EQDQO problem:
\[
\min \{\hat{f}(\hat{\mathbf{x}}) : \hat{h}_j(\hat{\mathbf{x}}) = 0, \ j = 1, \cdots, m\}, \tag{11}
\]
where \(\hat{\mathbf{x}} \in \hat{\mathbb{Q}}^n\), \(\hat{f}\) and \(\hat{h}_j\) for \(j = 1, \cdots, m\) are dual quaternion functions. If \(\hat{f}\) and \(\hat{h}_j\) for \(j = 1, \cdots, m\) are all standard dual quaternion functions, then this problem is called an equality constrained standard dual quaternion optimization (EQSDQO) problem. The EQSDQO is a special case of EQDQO and has better properties. See the next section the EQSDQO arises in many applications, as the most dual quaternion application problems are unit dual quaternion application problems, and their constraints may only have the unit requirement. In the next section, we will see that the dual quaternion optimization problem arising from the hand-eye calibration problem is an EQSDQO.

We have \(\hat{f}(\hat{\mathbf{x}}) = f(x + x_d e) + f_d(x + x_d e)\). We may regard \(f\) and \(f_d\) as real valued functions \(\tilde{f}\) and \(\tilde{f}_d\), with 2n-dimensional quaternion vector variables \((x, x_d)\), i.e.,
\[
\tilde{f}(x, x_d) \equiv f(x + x_d e), \ \tilde{f}_d(x, x_d) \equiv f_d(x + x_d e).
\]

We now abuse the notation, and simply write
\[
f(x, x_d) \equiv f(x + x_d e), \ f_d(x, x_d) \equiv f_d(x + x_d e),
\]
i.e., we now simply regard \( f \) and \( f_d \) as real valued functions, with \( 2n \)-dimensional quaternion vector variables \((x, x_d)\). We may treat \( h_j \) and \( (h_j)_d \) similarly. Then we have the following theorem.

**Theorem 4** Suppose that \( L^1 \) is the optimal function value of the equality constrained quaternion optimization problem \( \text{EEQQOPII} \):

\[
\min \{ f(x, x_d) : h_j(x, x_d) = 0, (h_j)_d(x, x_d) = 0, \ j = 1, \ldots, m \}, \tag{12}
\]

and \((x^{\text{opt}}, x_d^{\text{opt}})\) is a global optimal solution of the following equality constrained quaternion optimization problem \( \text{EEQQOPI} \):

\[
\min \{ f_d(x, x_d) : f(x, x_d) = L^1, h_j(x, x_d) = 0, (h_j)_d(x, x_d) = 0, \ j = 1, \ldots, m \}. \tag{13}
\]

Then, \( \hat{x}^{\text{opt}} = x^{\text{opt}} + \epsilon x_d^{\text{opt}} \) is a global optimal solution of the \( \text{EQDQQ} \) (11).

**Proof** Since \( \hat{x}^{\text{opt}} = x^{\text{opt}} + \epsilon x_d^{\text{opt}} \) satisfies all the constraints of the \( \text{EQDQQ} \), and the standard part and the dual part of \( f \) attain their global minimal values, the conclusion follows.

Let \( x = x_0 + x_1i + x_2j + x_3k \) and \( x_d = x_4 + x_5i + x_6j + x_7k \). Then, we may further regard \( f(x, x_d), f_d(x, x_d), h_j(x, x_d), \) and \( (h_j)_d(x, x_d) \) as real valued functions with real vector variables \( x_k \) for \( k = 0, \ldots, 7 \). Then, we only need to apply ordinary nonlinear optimization techniques to analyze and to solve (12)–(13). However, we may apply the approach in [20] to simplify the language.

In the following, as in [20], we say that the real valued functions \( f, f_d, h_j, (h_j)_d \) are continuously differentiable, if they are continuously differentiable with respect to real vector variables \( x_k \) for \( k = 0, \ldots, 7 \). We now take \( f \) as an example, and the same argument applies to \( f_d, h_j, \) and \( (h_j)_d \). Let \( \mathbb{H} = \mathbb{Q}^n \times \mathbb{Q}^n \). Denote the partial derivatives and gradient of \( f \) at \((x, x_d)\) as

\[
\frac{\partial}{\partial x} f(x, x_d) = \frac{\partial}{\partial x_0} f(x, x_d) + \frac{\partial}{\partial x_1} f(x, x_d)i + \frac{\partial}{\partial x_2} f(x, x_d)j + \frac{\partial}{\partial x_3} f(x, x_d)k, \\
\frac{\partial}{\partial x_d} f(x, x_d) = \frac{\partial}{\partial x_4} f(x, x_d) + \frac{\partial}{\partial x_5} f(x, x_d)i + \frac{\partial}{\partial x_6} f(x, x_d)j + \frac{\partial}{\partial x_7} f(x, x_d)k, \\
\nabla f(x, x_d) = \left( \frac{\partial}{\partial x} f(x, x_d), \frac{\partial}{\partial x_d} f(x, x_d) \right).
\]

Then, \( \nabla f(x, x_d) \in \mathbb{H} \). With the R-linear independence concept and Theorem 4.3 of [20], we may have the first optimality conditions for (12)–(13). This is essentially the linear independence constraint qualification in real nonlinear optimization.

### 5 Equality Constrained Standard Dual Quaternion Optimization (EQSDQQ)

If \( \hat{f} \) and \( \hat{h}_j \) for \( j = 1, \ldots, m \) are all standard dual quaternion functions, then the \( \text{EEQQOPI} \) has the form

\[
\min \{ f(x) : h_j(x) = 0, (h_j)_d(x, x_d) = 0, \ j = 1, \ldots, m \}. \tag{14}
\]
and the \textbf{EQQOPPII} has the form

\begin{equation}
\min \{ f_d(x, x_d) : f(x) = L^1, \ h_j(x) = 0, \ (h_j)_d(x, x_d) = 0, \ j = 1, \ldots, m \}. \tag{15}
\end{equation}

Then we may have some better results. See the theorem and its corollary below. We call such a dual quaternion optimization problem a standard dual quaternion optimization problem.

In the following theorem, we present optimality conditions for optimization problems (14) and (15). The R-linear independence condition in the theorem is in the sense of [20].

\textbf{Theorem 5} \ Suppose that \( f, h_j \) for \( j = 1, \ldots, m \) are continuously differentiable.

Assume \( (x^{\text{opt}}, x_d^{\text{opt}}) \) is an optimal solution of (14). If \( \{ \nabla h_j(x^{\text{opt}}) : j = 1, \ldots, m \} \) and \( \{ \frac{\partial}{\partial x_j} (h_j)_d(x^{\text{opt}}, x_d^{\text{opt}}) : j = 1, \ldots, m \} \) are R-linearly independent, respectively, then there are real Lagrangian multipliers \( \lambda_j \) for \( j = 1, \ldots, m \), such that

\begin{equation}
\nabla f(x^{\text{opt}}) + \sum_{j=1}^{m} \lambda_j \nabla h_j(x^{\text{opt}}) = 0,
\end{equation}

and

\begin{equation}
h_j(x^{\text{opt}}) = 0, \ (h_j)_d(x^{\text{opt}}, x_d^{\text{opt}}) = 0 \quad \text{for} \ j = 1, \ldots, m. \tag{16}
\end{equation}

Assume \( (x^{\text{opt}}, x_d^{\text{opt}}) \) is an optimal solution of (15). If \( \{ \nabla f(x^{\text{opt}}), \nabla h_j(x^{\text{opt}}) : j = 1, \ldots, m \} \) and \( \{ \frac{\partial}{\partial x_j} (h_j)_d(x^{\text{opt}}, x_d^{\text{opt}}) : j = 1, \ldots, m \} \) are R-linearly independent, respectively, then there are real Lagrangian multipliers \( \sigma \) and \( \lambda_j \) for \( j = 1, \ldots, m \), such that

\begin{equation}
\nabla f_d(x^{\text{opt}}, x_d^{\text{opt}}) + \sigma \nabla f(x^{\text{opt}}) + \sum_{j=1}^{m} \lambda_j \nabla h_j(x^{\text{opt}}) = 0,
\end{equation}

and

\begin{equation}
f(x^{\text{opt}}) = L^1, \ h_j(x^{\text{opt}}) = 0 \ (h_j)_d(x^{\text{opt}}, x_d^{\text{opt}}) = 0 \quad \text{for} \ j = 1, \ldots, m. \tag{17}
\end{equation}

\textbf{Proof} \ By Theorem 4.3 of [20] and the property of block triangular matrices, if \( \{ \nabla h_j(x^{\text{opt}}) : j = 1, \ldots, m \} \) is R-linearly independent in the sense of [20], and \( \{ \frac{\partial}{\partial x_j} (h_j)_d(x^{\text{opt}}, x_d^{\text{opt}}) : j = 1, \ldots, m \} \) is R-linearly independent in the sense of [20], then there are real Lagrangian multipliers \( \lambda_j \) and \( \mu_j \) for \( j = 1, \ldots, m \), such that

\begin{equation}
\nabla f(x^{\text{opt}}) + \sum_{j=1}^{m} \left[ \lambda_j \nabla h_j(x^{\text{opt}}) + \mu_j \frac{\partial}{\partial x_j} (h_j)_d(x^{\text{opt}}, x_d^{\text{opt}}) \right] = 0,
\end{equation}

\begin{equation}
\sum_{j=1}^{m} \mu_j \frac{\partial}{\partial x_d} (h_j)_d(x^{\text{opt}}, x_d^{\text{opt}}) = 0,
\end{equation}

and
\( h_j(x^{\text{opt}}) = 0, \ (h_j)_d(x^{\text{opt}}, x_d^{\text{opt}}) = 0 \) for \( j = 1, \ldots, m \). (22)

Since \( \left\{ \frac{\partial}{\partial x_i} (h_j)(x^{\text{opt}}, x_d^{\text{opt}}) : j = 1, \ldots, m \right\} \) is \( \mathbb{R} \)-linearly independent in the sense of [20], by (21), all \( \mu_j = 0 \). We have the first result of this theorem. The second result can be derived similarly.

Actually, Theorem 5 may be stated and proved in the language of real optimization. That way is somewhat tedious. The following corollary considers the case that \( m = 1 \) for Theorem 5.

**Corollary 3** Let \( m = 1 \) and denote \( h \equiv h_1 \). Suppose that \( f \) and \( h \) are continuously differentiable.

Assume \( (x^{\text{opt}}, x_d^{\text{opt}}) \) is an optimal solution of (14). Assume that \( \nabla h(x^{\text{opt}}) \neq 0 \), and \( \frac{\partial}{\partial x_2} (h_j)(x^{\text{opt}}, x_d^{\text{opt}}) \neq 0 \). Then, there is a real Lagrangian multiplier \( \lambda \), such that

\[
\nabla f(x^{\text{opt}}) + \lambda \nabla h(x^{\text{opt}}) = 0
\]

and

\[
h(x^{\text{opt}}) = 0, \ h_d(x^{\text{opt}}, x_d^{\text{opt}}) = 0.
\]

Assume \( (x^{\text{opt}}, x_d^{\text{opt}}) \) is an optimal solution of (15). If \( \{ \nabla f(x^{\text{opt}}), \nabla h(x^{\text{opt}}) \} \) is \( \mathbb{R} \)-linearly independent in the sense of [20], then there are real Lagrangian multipliers \( \sigma \) and \( \lambda \), such that

\[
\nabla f_d(x^{\text{opt}}, x_d^{\text{opt}}) + \sigma \nabla f(x^{\text{opt}}) + \lambda \nabla h(x^{\text{opt}}) = 0
\]

and

\[
f(x^{\text{opt}}) = L^1, \ h(x^{\text{opt}}) = 0, \ h_d(x^{\text{opt}}, x_d^{\text{opt}}) = 0.
\]

In practice, we may only find an approximal value of \( L^1 \), an error analysis is necessary in the application of this approach.

This approach cannot be extended to the inequality constraint case naturally, the optimal index set there is dependent upon the concrete solution.

### 6 Hand-Eye Calibration

The hand-eye calibration problem (the sensor-actuator problem) is an important application problem in robot research. They can be solved by using dual quaternions [10, 15, 16]. In this section, we formulate it as an EQDQO problem, and show that this problem is a standard dual quaternion optimization problem.

Shiu and Ahmad [21] and Tsai and Lenz [22] formulated the hand-eye calibration problem as a matrix equation

\[
AX = XB,
\]

(27)

where \( X \) is the transformation matrix from the camera (eye) to the gripper (hand), \( A = A_2A_1^{-1} \) and \( B = B_2^{-1}B_1 \), \( A_i \) is the transformation matrix from the camera to the world.
coordinate system, and $B_i$ is the transformation matrix from the robot base to the gripper [10]. They are all $4 \times 4$ matrices, $A_i$ and $B_i$ can be measured, while $X$ is the variable matrix. Assume that there are $n + 1$ measurements (poses) $A_i$ and $B_i$ for $i = 1, \cdots, n + 1$. Denote $A^{(i)} = A_{i+1}A_i^{-1}$ and $B^{(i)} = B_{i+1}^{-1}B_i$ for $i = 1, \cdots, n$. Then, the problem is to find the best solution $X$ of

$$A^{(i)}X = XB^{(i)}$$

(28)

for $i = 1, \cdots, n$. In 1999, Daniilidis [10] proposed to use dual quaternions to solve this problem. See Fig. 1 for the geometry of this model.

In 1994, Zhuang et al. [26] generalized (27) to

$$AX = YB,$$  \hspace{1cm} (29)

where $Y$ is the transformation matrix from the world coordinate system to the robot base. Assume that we have $n$ measurements (poses) for $i = 1, \cdots, n$. Then, the problem is to find the best solution $X$ and $Y$ of

$$A_iX = YB_i$$  \hspace{1cm} (30)

for $i = 1, \cdots, n$. In 2010, Li et al. [15] proposed to use dual quaternions to solve this problem. Also see [16]. See Fig. 2 for the geometry of this model.

As the 3D movement of a rigid body may also be expressed by a unit dual quaternions, we may rewrite (28) and (30) as
\[
\hat{a}^{(i)} \hat{x} = \hat{x} \hat{b}^{(i)}
\]  
(31)

for \( i = 1, \ldots, n \), and

\[
\hat{a}_i \hat{x} = \hat{y} \hat{b}_i
\]  
(32)

for \( i = 1, \ldots, n \), where \( \hat{a}^{(i)}, \hat{b}^{(i)}, \hat{a}_i, \hat{b}_i, \hat{x}, \) and \( \hat{y} \) are corresponding unit dual quaternions. We may solve (31) and (32) by the following minimization problems:

\[
\min \left\{ \sum_{i=1}^{n} |\hat{a}^{(i)} \hat{x} - \hat{x} \hat{b}^{(i)}| : |\hat{x}|^2 = 1 \right\},
\]  
(33)

and

\[
\min \left\{ \sum_{i=1}^{n} |\hat{a}_i \hat{x} - \hat{y} \hat{b}_i| : |\hat{x}|^2 = 1, |\hat{y}|^2 = 1 \right\}.
\]  
(34)

Then, (33) and (34) are EQDQO problems. By the analysis in Sect. 3, all the functions involved are standard dual quaternion optimization problems. Thus, they are EQSDQO problems.

Note that by (5), the magnitudes in the objective functions of (33) and (34) cannot be replaced by their squares as for a dual quaternion number \( \hat{q}, |\hat{q}| = 0 \) and \( |\hat{q}|^2 = 0 \) are not equivalent.

Consider (33). We have \( \hat{f}(\hat{x}) = \sum_{i=1}^{n} |\hat{a}^{(i)} \hat{x} - \hat{x} \hat{b}^{(i)}| \) and \( \hat{h}(\hat{x}) = |\hat{x}|^2 - 1 \). Then, the EQSDQO has the form

\[
\min \{ \hat{f}(\hat{x}) : \hat{h}(\hat{x}) = 0 \}.
\]  
(35)

By (9) and (10),

\[
h(x, x_d) = h(x) = |x|^2 - 1,
\]

and

\[
h_d(x, x_d) = xx^* + x_d x^*.
\]

Similarly, we have

\[
f(x, x_d) = f(x) = \sum_{i=1}^{n} |a^{(i)} x - x b^{(i)}|,
\]

and \( f_d(x, x_d) \) can be computed by (5). Then, the EQQOPI has the form

\[
\min \{ f(x) : h(x) = 0, h_d(x, x_d) = 0 \}
\]  
(36)

and the EQQOPII has the form

\[
\min \{ f_d(x, x_d) : f(x) = L, h(x) = 0, h_d(x, x_d) = 0 \}.
\]  
(37)

We may apply Theorems 4 and 5 as well as Corollary 3 now. In particular, we have \( \nabla h(x^{\text{opt}}) = 2x^{\text{opt}} \neq 0 \) as \( |x^{\text{opt}}|^2 = 1 \). The problem (34) can be treated similarly.
7 Pose Graph Optimization

The SLAM problem is a very hot topic in robotic research [5]. The applications of SLAM include not only field robots, but also the underwater navigation [25], unmanned aerial vehicle (UAV) [3], and planetary exploration rover [24]. The graph-based approach poses the SLAM problem to the pose graph optimization problem. Cheng et al. [9] studied dual quaternion-based graph SLAM. In this section, we show that the dual quaternion pose graph optimization problem is an EQSDQO problem.

Pose graph optimization estimates \( n \) robot poses from \( m \) relative pose measurements. The dual quaternion pose graph problem can be visualized as a directed graph \( G = (V, E) \) [6], where each vertex \( i \in V \) corresponds to a robot pose \( \hat{x}_i \) for \( i = 1, \cdots, n \), and each directed edge (arc) \( (i, j) \in E \) corresponds to a relative measurement \( \hat{q}_{ij} \), a unit dual quaternion. Thus, \( \hat{x}_i \) for \( i = 1, \cdots, n \), are \( n \) unknown unit dual quaternion variables. The cardinality of the edge set \( |E| = m \) as we have \( m \) relative measurements. By the pose relation, the relative pose \( \hat{y}_{ij} \) should be

\[
\hat{y}_{ij} = \hat{x}_i \hat{x}_j.
\]

Then, the error at the edge \((i, j)\) is

\[
\hat{e}_{ij} = \hat{q}_{ij} - \hat{x}_i \hat{x}_j.
\]

We may regard \( \hat{e} = (\hat{e}_{ij} : (i, j) \in E) \) as an \( m \)-dimensional dual quaternion vector, i.e., \( \hat{e} \in \mathbb{Q}^m \). Then, we have the following minimization model for this pose graph optimization problem:

\[
\min \{ \|\hat{e}\|_2 : |\hat{x}_i|^2 = 1, i = 1, \cdots, n \},
\]

where \( \|\hat{e}\|_2 \) is defined by (9) and (10). By the discussion in Sect. 3, this is an EQSDQO problem.

8 Final Remarks

In this paper, we show that many common dual quaternion functions are standard dual quaternion functions, and propose a method to solve EQDQO problems. This method becomes even simpler when the objective and the constraint functions are standard dual quaternion functions. Then, we show that the dual quaternion optimization problems arising from the hand-eye calibration, which is a basic problem in robotic research, and the SLAM, which is a very hot topic in robotic research, EQSDQO problems.

We will study the algorithm aspect of applying the standard dual quaternion optimization approach to the hand-eye calibration problem and the SLAM problem in further coming papers.
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