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Abstract

Keyphrase Generation (KG) is the task of generating central topics from a given document or literary work, which captures the crucial information necessary to understand the content. Documents such as scientific literature contain rich meta-sentence information, which represents the logical-semantic structure of the documents. However, previous approaches ignore the constraints of document logical structure, and hence they mistakenly generate keyphrases from unimportant sentences. To address this problem, we propose a new method called Sentence Selective Network (SenSeNet) to incorporate the meta-sentence inductive bias into KG. In SenSeNet, we use a straight-through estimator for end-to-end training and incorporate weak supervision in the training of the sentence selection module. Experimental results show that SenSeNet can consistently improve the performance of major KG models based on seq2seq framework, which demonstrate the effectiveness of capturing structural information and distinguishing the significance of sentences in KG task.

Introduction

Keyphrase Generation (KG) is a traditional and challenging task in Natural Language Processing (NLP) which summarizes a given document and captures the central idea with keyphrases. Keyphrases allow one to conveniently understand the content of a document without reading the whole text. As KG provides a concise output and the core idea of the document, it is used for various downstream tasks, such as text categorizing (Hulth and Megyesi 2006), summarization (Wang and Cardie 2013), opinion mining (Berend 2011), etc.

In KG, a keyphrase can be categorized into present (red in Figure 1 and absent (blue in Figure 1) depending on whether it exists in the original text. Early works focus on generating present keyphrase (Liu et al. 2010) (Medelyan, Frank, and Witten 2009), and recently, many studies focus on producing both present and absent keyphrases. CopyRNN (Meng et al. 2017) utilizes an attention-based sequence-to-sequence framework (Luong, Pham, and Manning 2015), and incorporates a copy mechanism (Gu et al. 2016) to effectively generate rare words. CorRNN (Chen et al. 2018) leverages the Coverage (Tu et al. 2016) mechanism and review mechanism to incorporate the correlation among keyphrases. TG-Net (Chen et al. 2019) effectively exploits the title information to generate more consistent keyphrases. Based on sequence-to-sequence framework, Chan et al. (2019) improves the performance through reinforcement learning with adaptive rewards, which encourages the model to generate succinct and accurate keyphrases.

While sequence-to-sequence based models are promising, they are insufficient to capture the logical structure of documents. For example, in the field of scientific literature, the keyphrases have a greater probability of being in the title and methodology. Take Figure 1 as an example, the generated keyphrases semantic smoothing come from the CONTEXT, and concept come from METHOD. It’s obvious that the other sentences rarely related to key idea. Therefore, using hierarchical structure of the document to model the meta-sentence information could help to remove the irrelevant information, and focus our model on the central idea of the text.

In this paper, we propose a novel model named SenSeNet to automatically capture the logical structure of documents and incorporate the meta-sentence inductive bias. First, we

Figure 1: An example of keyphrase generation. In this example, an abstract is categorized into four classes: context, purpose, method, and experiment. The red words represent the present keyphrase and The blue words represent the absent keyphrase.
generate the hidden representation of each token with an encoder layer, such as a bi-directional Gated Recurrent Unit (GRU) [Cho et al. 2014]. Then we use the sentence selection module to introduce inductive bias. In this module, a Convolutional Neural Networks (CNN) are applied to aggregate the word representations and obtain the sentence representations. After it, we get a binary output to determine whether the sentence tends to generate keyphrase. We translate the binary signal to an embedding represent and add into hidden representation from the encoder. Finally, we put the new representation into the decoder to generate finally keyphrases.

However, the output of the sentence selection module is binary which is discontinuous and blocks the gradient flow. To properly train the model, we use the straight-through estimator [Bengio, Léonard, and Courville 2013] to detach the forward and backward process. In specific, we use the binary signal in forward-propagating and use the corresponding probability to compute the gradient approximately in back-propagation. In this way, the sentence selection module can be properly trained to induce important sentences by itself. Inspired by the characteristics of KG task, we design a reasonable signal to train the sentence selection module, which surprisingly boost the performance.

We evaluate our model on five public datasets for keyphrase generation. Experiments demonstrate that our model selects the significant sentences accurately and when applying our model to most KG methods, our model could achieve consistent improvements on both present and absent keyphrase, especially on absent keyphrase. We further analyze the predictions and propose a new concept: semi-present keyphrase, in which all the words exist in the source text but are not the continuous subsequence of the source text (specific example is shown in table 1). We find that our model predicts semi-present keyphrase more accurately, which causes the better results on absent keyphrase. However, it is difficult for the module to learn the important sentences. Inspired by the characteristics of KG task, we design a reasonable signal to train the sentence selection module, which surprisingly boost the performance.

We summarize our contribution as follows:

- We propose a novel keyphrase generation method that can automatically learn the document structure, capture meta-sentence information, and guide the keyphrase generation with sentence selection information. Experiments demonstrate the generality of our model which can be adapted to most encoder-decoder architectures.

- We use the straight-through estimator to train the model with an end-to-end manner. And we also propose reasonable weakly supervised information for training.

- We achieve improvements on both present and absent keyphrases in five KG datasets. And we propose a new concept: semi-present keyphrase to show the effectiveness of our model on absent keyphrase. A large number of analytical experiments have proved the effectiveness of our model.

### Related Work

#### Keyphrase Generation

Traditional keyphrase production methods directly extract significant spans as keyphrases through candidates extracting (Wang, Zhao, and Huang 2016; Hulth 2003) and ranking (Nguyen and Kan 2007; Michelcea and Tarau 2004). However, these traditional methods can only extract keyphrases that appear in the text with a sequential order. To produce absent keyphrases, which do not appear as any continuous subsequence of text, sequence-to-sequence based models become a popular trend. Techniques include CopyRNN [Meng et al. 2017], CorrRNN [Chen et al. 2018] with coverage mechanism [Yu et al. 2016] and reviewer mechanism. TG-Net [Chen et al. 2019], and reinforcement learning [Chen et al. 2019]. However, these works do not consider the meta-sentence information or the logical structure of the document, which provides important clues for generating keyphrases.

#### Incorporating Document Structure

Documents such as science literatures and news articles are well structured. The hierarchical structure of the documents are used in various NLP tasks to boost the performance. Yang et al. (2016) incorporate the knowledge of the hierarchical structure to text classification model. Alzahrani et al. (2012) utilizes the structural information to detect significant plagiarism problems. Fersmann and Klementiev (2019) induce latent document structure for generating aspect-based summarization. And in Keyphrase Extraction area, Nguyen and Luong (2010) propose to add document structure to hand-crafted features to help identify candidates, and Chen et al. (2019) treat the document title as a dominant role to the overall document and let it guide the generation process. In our work, we consider the logical structure of the whole documents (e.g. title, context, method), and propose a sentence selection module to determine which part of the document is important. However, it is difficult for the module to learn the binary indicator from scratch, and hence, we adopt weakly supervised learning in our training process.

### Methodology

#### Problem Definition

We introduce the formal representation of the problem for keyphrase generation as follow. Give a source document \( x \), our objective is to produce several ground-truth keyphrases \( \mathcal{Y} = \{y_1, \ldots, y_{|\mathcal{Y}|}\} \). Both source document \( x = \)

| SOURCE | A B C D E F G H I J |
|-------|---------------------|
| present | “A B C”, “E F G”, “H I J”, etc. |
| semi-present | “A B D”, “B C A”, “A D H”, etc. |
| absent | “A B D”, “B C A”, “X Y Z”, etc. |

Table 1: Case of three kinds of keyphrase. A letter stands for a word. Semi-present keyphrase is that all words in this keyphrase exist in a particular sentence.
Figure 2: The sentence selective encoder module (best viewed in color). The sentence selection module is above the red dot box, and the traditional encoder is below. In the box is the final state for encoder combining above two modules. Triangles represent CNN. “1” represents “significant” and “0” represents “irrelevant”. The yellow and blue boxes represent the embedding information of “1” and “0” respectively. The orange and purple rectangles represent hidden states that merge into the embedding of “1” and “0” respectively.

Sentence Selective Encoder

The sentence selective encoder aims to identify which sentence of the document is significant in keyphrase generation process. In this module, we firstly lookup embedding vector from embedding matrix for each word to map the discrete language symbols \(x = (x_1, x_2, ..., x_T)\) to continuous embedding vectors \(e = (e_1, e_2, ..., e_T)\). Then, we adopt an encode-layer (e.g. bi-directional Gated Recurrent Unit (Cho et al. 2014) or Transformer (Vaswani et al. 2017)) to obtain the hidden representations \(H\):

\[
H = \text{Encode}(e) \tag{1}
\]

After extracting features for words in the document, our next step is to obtain the sentence representations. In a document, the \(i\)-th sentence \(S_i\) of length \(|S_i|\) is represented as:

\[
S_i = e_{\pi_i} \oplus e_{\pi_i+1} \oplus ... \oplus e_{\pi_i+|S_i|-1} \tag{2}
\]

where \(\oplus\) is the concatenation operator, and \(\pi_i\) represents the beginning position of first word of the sentence \(i\). Then, we use the Convolutional Neural Network (CNN) to obtain the representation for each sentence of the document (Kim 2014). The feature of sentence \(S_i\) is compressed by a filter \(W\) with the window size \(k\). For example, the new feature of the window of words from position \(\pi_i + (j-1)k\) to \(\pi_i + jk - 1\) is represented as:

\[
c^i_j = \sigma (W \cdot e_{\pi_i+(j-1)k}, \pi_i+jk-1) + b \tag{3}
\]

where \(b\) is a bias term and \(\sigma\) is a non-linear function. The filter \(W\) is applied to each window of words with size \(k\) in the document and produce a feature map:

\[
c_i = [c^1, c^2, ..., c^{|S_i|-k+1}] \tag{4}
\]

Then we apply a max-pooling operation on the feature map and take the maximum value \(c_i = \max\{c_i\}\) as representation for sentence \(S_i\).

To predict whether the sentences of the document are inclined to generate keyphrases, we map the sentence representation to a binary label:

\[
m_i = \text{MLP}(c_i) \tag{5}
\]

\[
\eta_i = \text{sigmoid} (m_i^T w_{m_i}) \tag{6}
\]

\[
z_i = \begin{cases} 1, & \eta_i > 0.5 \\ 0, & \eta_i \leq 0.5 \end{cases} \tag{7}
\]

where MLP is the multi-layer perception, sigmoid is the sigmoid activation function, \(w_{m_i}\) is a weight vector, and \(z_i\) is a binary gate to determine whether the sentence \(i\) is significant (1) or not (0).

In order to convey the importance of the sentence to all the words of that sentence, we convert the sentence-level binarized significance vector \(z\) to the token-level vector \(g\). Then we use an embedding matrix \(D \in R^{1 \times 2d}\) to map the binary sequence \(g\) of length \(T\) to the continuous representation \(G\). And the final state \(F\) of the encoder is represented as the sum of \(H\) and \(G\), which is denoted as:

\[
G = g^T \ast D \tag{8}
\]

\[
F = H + G \tag{9}
\]

where \(d\) is hidden size.

Decoder

For the decoder, the context vector \(u\) is computed as a weighted sum of final hidden representation \(F\) by attention
mechanism (Bahdanau, Cho, and Bengio 2015), which can represent the whole source text information at step $t$:

$$u_t = \sum_{j=1}^{T} \alpha_{tj}F_j$$

(10)

where $\alpha_{tj}$ represents the correlation between the source sequence at position $j$ and the output of the decoder at position $t$. Utilizing the context vector $u_t$, the decoder can apply the traditional language model to generate the word sequence step by step:

$$s_t = \text{Decode}(y_{t-1}, s_{t-1}, u_t)$$

(11)

$$p_g(y_t|y_{<t}, F) = \text{Softmax}(y_{t-1}, s_t, u_t)$$

(12)

where $s_t$ represents the hidden state of the decoder at step $t$, $\text{Softmax}$ is the softmax function which calculates the probability distribution of all the words in vocabulary; and $y_t$ represents the prediction at time step $t$.

Due to out-of-vocabulary (OOV) problem, the above model cannot generate rare words. Thus we introduce the copy mechanism (Gu et al. 2016) into the encoder-decoder framework to produce the OOV words from the source text directly. The probability of producing a token contains two parts—generate and copy:

$$p(y_t|y_{<t}, F) = p_g(y_t|y_{<t}, F) + p_c(y_t|y_{<t}, F)$$

(13)

$$p_c(y_t|y_{<t}, F) = \frac{1}{Z} \sum_{j: x_j = y_t} e^{\omega(x_j)}, y_t \in \chi$$

(14)

$$\omega(x_j) = \sigma(F_j^TW_c) s_t$$

(15)

where $\chi$ represents the set of all rare words in source document $x$, $W_c$ is a learnable matrix and $Z$ is used for normalization.

Training

Finally, to train the model, we minimize the negative log likelihood loss:

$$\mathcal{L}_{MLE} = -\sum \log P(y_t|y_{<t}, F)$$

(16)

However, in the encoder module, we generate the value of the binary gates from sentence representation Eq. [7], which causes the model to be discontinuous and blocks the gradient flow. To address this problem, a general approach is to use the policy gradient to sample an action from language model $p(y_t|y_{<t}, x)$, then the environment gives a reward to guide the generator in the next step. However, policy gradient has the well-known problem of high cost and variance, which makes model difficult to train.

In this work, inspired by previous studies of training discontinuous neural networks (Bengio, Léonard, and Courville 2013; Courbariaux et al. 2016), we estimate the gradients for binary representation by the straight-through estimator. For a particular parameter $\theta$ in encoder, we estimate the gradient as follow:

$$\frac{d\mathcal{E}[\sum \log p(y_t|y_{<t}, F)]}{d\theta} = \approx \frac{d\mathcal{E}[\sum \log p(y_t|y_{<t}, F)]}{dz} \frac{dz}{d\eta} \frac{d\eta}{d\theta}$$

(17)

We estimate the gradient of hard variable $z$ using a smooth and continuous function $\eta$. Although it is a biased estimation, it can efficiently estimate the gradient of the discrete variables.

Weakly Supervised Training

We input the source document into the proposed model without introducing any structural information. Thus, in the training process, the sentence-selector should be trained by the model itself, which leads to the slow convergence and unstable training of the sentence-selector. To solve the problem, we apply a weakly supervised signal for each sentence. From previous work (Meng et al. 2017; Chan et al. 2019), we observe that most correct predictions come from present keyphrase, thus based on this task characteristic, we propose a weakly-supervised label $a_i \in \{0, 1\}$ for each sentence, which denotes whether the $i$-th sentence is significant. The type of weakly supervision is inaccurate supervision. We consider the sentences contain the present keyphrase and semi-present keyphrase are significant (1), otherwise irrelevant (0). Then we add the additional Binary Cross-Entropy loss to the supervised objective:

$$\mathcal{L}_{BCE} = -\sum_i a_i \log \eta_i + (1 - a_i) \log(1 - \eta_i)$$

(18)

Thus the final supervised loss functions is to optimize:

$$\mathcal{L} = \mathcal{L}_{MLE} + \lambda \mathcal{L}_{BCE}$$

(19)

where $\lambda$ is a hyper-parameter.

Experiment

Dataset

We evaluate our model on five public scientific KG dataset:

- **Inspec** (Hulth 2003) is a dataset that provides the abstract of 2,000 articles. The dataset are collected from journal papers and the disciplines Computers and Control, Information Technology.

- **NUS** (Nguyen and Kan 2007) is a dataset that produce 211 articles. The dataset are from Google SOAP API.

- **Krapivin** (Krapivin, Autaeu, and Marchese 2009) is a dataset that provides 2304 pairs of source text(full paper) and author-assigned keyphrases. The dataset are collected from computer science domain, which is published by ACM.

- **SemEval-2010** (Kim et al. 2010) is a dataset that provides 288 articles collected from Semeval-2010 task.

- **KP20k** (Meng et al. 2017) is a large dataset with more than 50,000 pairs of source text (title and abstract) and keyphrases. We take 20,000 pairs as validation set, 20,000 pairs as testing set, and the rest as training set.
Table 2: Result of present keyphrase prediction on five datasets. Suffix “+RL” denotes that a model is trained by reinforcement learning.

| Model            | Inspec | NUS  | Krapivin | SemEval | KP20k |
|------------------|--------|------|----------|---------|-------|
|                  | $F_{1@M}$ | $F_{1@5}$ | $F_{1@M}$ | $F_{1@5}$ | $F_{1@M}$ |
| catSeq           | 0.262  | 0.225 | 0.397    | 0.323   | 0.354 |
| catSeqD          | 0.263  | 0.219 | 0.394    | 0.321   | 0.349 |
| catSeqCorr       | 0.269  | 0.227 | 0.393    | 0.319   | 0.349 |
| catSeqTG         | 0.270  | 0.229 | 0.393    | 0.325   | 0.366 |
| SenSeNet         | 0.284  | 0.242 | 0.403    | 0.348   | 0.354 |
| SenSeNet+RL      | 0.301  | 0.253 | 0.433    | 0.375   | 0.369 |

Implementation Details

Following Chan et al. (2019), we replace all the digits with token $<digit>$, separate present keyphrases and absent keyphrases by token $<peos>$ and sort present keyphrase. We use greedy search during testing and also remove all the duplicated keyphrases from the predictions. We select the top 50000 words as our vocabulary, set the encoder hidden size to 500, and we initialize the model parameters using a uniform distribution range of $[-0.1, 0.1]$. For the unique details of our model, we set the size of binary embedding to 300 which is the same as the encoder hidden size. We divide sentences by “,” except for which in “e.g.” or “i.e.”. The kernel size in CNN is set to $1, 3, 5$ and channel is set to 100. The coefficient $\lambda$ of $L_{BCE}$ is set to 0.08, which is tuned in test data.

Baseline Models and Evaluation Metric

In this paper, we only consider the model based on sequence-to-sequence framework. We select four previous models as our baseline models, catSeq (Yuan et al. 2020) with a copy mechanism, catSeqD (Yuan et al. 2020) with a dynamic variable which denotes the length of predicting keyphrases, catSeqCorr (Chen et al. 2018) with coverage and reviewer mechanism, and catSeqTG (Chen et al. 2019) with title-guide information. We refer to Chan et al. (2019) for the name of the above models. All these baselines are based on catSeq. And for fair comparison, we add our proposed model SenSeNet on catSeq without other additional mechanisms. According to Chan et al. (2019), reinforcement learning can empower keyphrase generation model by a large margin. Therefore we apply reinforcement learning in our SenSeNet model, and compare its performance with other baseline models using reinforcement learning. In addition, to prove the generalization of our model, we explore the influence of different encoder and decoder structures (e.g. Transformer or LSTM).

Most previous work (Meng et al. 2017; Chen et al. 2018, 2019) cut the fixed length predicting keyphrases to calculate metrics such as $F_{1@5}$ and $F_{1@10}$. To evaluate keyphrases with variable number, Yuan et al. (2020) proposes a new evaluation metric, $F_{1@M}$, which computes $F_{1}$ by comparing all predicted keyphrases with the ground-truth.

We evaluate the performance of models on both present and absent keyphrase by $F_{1@5}$ and $F_{1@M}$. The definition of $F_{1@5}$ is the same as (Chan et al. 2019). If the model generates less than five predictions, we will add wrong answers to the prediction until it reaches five predictions. It is different from the methods based on the beam search because they can generate a large number of keyphrases (like beam size = 50) and cut first 5 or 10.

Result and Analysis

Present and Absent Keyphrase Prediction

In this section, we evaluate the performance of models on present and absent keyphrase predictions, respectively. Table 2 shows the predicted results for all the models on predicting present keyphrases. From the results, we have the following observations. First, on most datasets our model outperforms all the baselines on both $F_{1@5}$ and $F_{1@M}$, which demonstrates the validity of introducing document structure into the KG neuron model. Second, on Krapivin dataset, carSeqTG performs better than us. From the analysis of keyphrases distribution in Krapivin, we observe 35.5% keyphrases exist in the documents’ titles, a much higher percentage than other datasets. And catSeqTG explicitly models title feature, which makes it perform better on the Krapivin dataset. Third, our proposed model SenSeNet performs well on present keyphrase prediction. This is because SenSeNet can concentrate on these significant sentences, which is critical in the KG task. Finally, when introducing the reinforcement learning, SenSeNet still has improvements compared to the baselines, which proves the generality of our model. It further demonstrates that our model is also a supplement to reinforcement learning method.

The results of absent keyphrase are shown in Table 3. We observe that our model gets the best result in all datasets on both $F_{1@5}$ and $F_{1@10}$ regardless of using reinforcement learning. According to the experimental results, our model achieves strong performance compared to other baseline models by a large margin on absent keyphrase, for each metric increases by 10% approximately. Because our model focuses on the sentences which play an important role in entire abstract. Besides, although we cannot extract keyphrases directly from some significant sentences, they usually contain central themes of a document and guides the model to generate more accurate absent keyphrases.
Table 3: Results of absent keyphrase prediction on five datasets. Suffix “+RL” denotes that a model is trained by reinforcement learning.

| Model   | Inspec | NUS | Krapivin | SemEval | KP20k |
|---------|--------|-----|----------|---------|-------|
|         | Present F1@5 | Present F1@M | Present F1@5 | Present F1@M | Present F1@5 | Present F1@M | Present F1@5 | Present F1@M | Present F1@5 | Present F1@M |
| catSeq  | 0.08 | 0.04 | 0.028 | 0.016 | 0.036 | 0.018 | 0.028 | 0.020 | 0.032 | 0.015 |
| catSeqD | 0.011 | 0.007 | 0.024 | 0.014 | 0.037 | 0.018 | 0.024 | 0.014 | 0.031 | 0.015 |
| catSeqCorr | 0.009 | 0.005 | 0.024 | 0.014 | 0.038 | 0.020 | 0.026 | 0.018 | 0.032 | 0.015 |
| catSeqTG | 0.011 | 0.005 | 0.018 | 0.011 | 0.034 | 0.018 | 0.027 | 0.019 | 0.032 | 0.015 |
| SenSeNet | 0.108 | 0.010 | 0.032 | 0.018 | 0.046 | 0.024 | 0.032 | 0.024 | 0.036 | 0.017 |
| catSeq+RL | 0.017 | 0.009 | 0.031 | 0.019 | 0.046 | 0.026 | 0.027 | 0.018 | 0.047 | 0.024 |
| catSeqD+RL | 0.021 | 0.010 | 0.037 | 0.022 | 0.048 | 0.026 | 0.030 | 0.021 | 0.046 | 0.023 |
| catSeqCorr+RL | 0.020 | 0.010 | 0.037 | 0.022 | 0.040 | 0.022 | 0.031 | 0.021 | 0.045 | 0.022 |
| catSeqTG+RL | 0.021 | 0.012 | 0.031 | 0.019 | 0.053 | 0.030 | 0.030 | 0.021 | 0.050 | 0.027 |
| SenSeNet+RL | 0.021 | 0.013 | 0.039 | 0.026 | 0.048 | 0.031 | 0.033 | 0.024 | 0.055 | 0.030 |

Table 4: Result of semi-present keyphrase and absent w/o (without semi-present) keyphrase prediction on KP20k dataset.

| Model   | Semi-present | Absent w/o |
|---------|--------------|-------------|
|         | #count | Recall | #count | Recall |
| catSeq  | 398 | 0.055 | 637 | 0.020 |
| catSeqD | 384 | 0.051 | 674 | 0.021 |
| catSeqCorr | 408 | 0.054 | 676 | 0.021 |
| catSeqTG | 390 | 0.052 | 681 | 0.021 |
| SenSeNet | 440 | 0.059 | 763 | 0.024 |

Figure 3: Present keyphrase and Absent keyphrase relative gain ratios (F1@5 and F1@M measure) on various number of sentences.

Semi-Present Keyphrase Prediction

To further explore the reason why our model performs better on generating absent keyphrases, we compare the performance of our model on semi-present keyphrase with all baseline models. Due the semi-present keyphrases are the subset of absent keyphrases, and according to statistics, semi-present keyphrase accounts for 19.1% of absent keyphrase. Therefore, it is very important to improve the accuracy on semi-present.

In Table 4, we compare the performance of our model on semi-present keyphrase with all baseline models. We select the number of keyphrase correctly predicted and use recall as the evaluation metric. We evaluate models’ performance on semi-present and absent w/o (without semi-present) keyphrase. The results demonstrate that our model can predict semi-present and absent w/o keyphrase more accurately, especially semi-present keyphrase. It shows that modeling the logical document structure can greatly improve the performance of models on generating semi-present keywords.

Keyphrase Prediction with Various Sentence Number

To investigate our model’s capability of generating keyphrases on the long documents, we divide test dataset into 5 parts based on the number of sentence, and we reveal the relative improvement gain in $F_1@5$ and $F_1@M$ respectively on both present and absent keyphrase. The results are shown in Figure 4. Both subfigures show that the rate of improvement of our model relative to baseline increases with the number of sentences growth on generating present and absent keyphrase respectively. It fully demonstrates that selecting significant sentences can greatly reduce irrelevant information, and thus improve the performance of model.

In addition, we count the average sentence number and average significant sentence number(the sentence which includes present and semi-present keyphrase) in the datasets. The results show that there are about 7.6 sentences in a case, but only 3.9 sentences are significant sentence, accounting for 53.4%, which means lots of sentences are irrelevant to the topics in the document. Therefore, selecting significant sentences is benefit for generating keyphrase.

Case Study

As shown in the Figure 4, we compare the predictions generated by catSeq and SenSeNet on an article sample. Our model selects two significant sentences about title (sentence 1) and methodology (sentence 4) respectively, and almost all keyphrases are included in these two sentences. By paying attention to sentences with fewer noises, our model successfully predicts a present keyphrase and a semi-present keyphrase more than catSeq. CatSeq generates control system which is a wrong prediction, but our model does not generate it because this phrase exists in the irrelevant sentence. Our model can reduce the probability of generating the wrong keyphrase in irrelevant sentence.

Visualization

It is enlightening to analyze the influence of choosing important sentences on the decision-making of the keyphrase
In this paper, we propose a novel method named SenSeNet for keyphrase generation, which automatically estimate whether the sentences are tended to generate the keyphrase. We use a straight-through estimator to solve the model discontinuity problem. We incorporate a weakly-supervised signal to guide the selection of significant sentences efficiently. The experiment results show that our model can successfully generate the present keyphrase and absent keyphrase. In addition, our model and the training method can be applied to most encoder-decoder architectures. Further analysis suggests that our model has an edge on semi-present keyphrase, although predicting absent keyphrase is challenging.
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