Steady state response of an infinite beam on a viscoelastic foundation with moving distributed mass and load
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Compared with the moving concentrated load model, it is more realistic and proper to use the moving distributed mass and load model to simulate the dynamics of a train moving along a railway track. In the problem of a moving concentrated load, there is only one critical velocity, which divides the load moving velocity into two categories: subcritical and supercritical. The locus of a concentrated load demarcates the space into two parts: the waves in these two domains are called the front and rear waves, respectively. In comparison, in the problem of moving distributed mass and load, there are two critical velocities, which results in three categories of the distributed mass moving velocity. Due to the presence of the distributed mass and load, the space is divided into three domains, in which three different waves exist. Much richer and different variation patterns of wave shapes arise in the problem of the moving distributed mass and load. The mechanisms responsible for these variation patterns are systematically studied. A semi-analytical solution to the steady-state is also obtained, which recovers that of the classical problem of a moving concentrated load when the length of the distributed mass and load approaches zero.
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1 Introduction

The steady state solution of an infinite beam on an elastic foundation under a moving concentrated load was first obtained, in connection with the stress analysis of railway tracks, by Timoshenko in 1926 [1]. Timoshenko found that there is a critical velocity at which the vibration amplitude of the undamped beam approaches infinity [1]. This critical velocity is found to be around 1800 km/h [1, 2], which is much larger than the highest train speed at that time and nowadays. At a first look, the dynamic effect should be little because of this very high critical velocity [3]. While, this moving load induced vibration can cause very significant dynamic effect in conjunction with the track irregularities [4-6]. Recent analysis shows that the difference between the static and dynamic wheel-track contact stress can be as large as twenty times [5]. Nowadays the continuous welded rail (CWR) is widely used in modern railways. Because of the complete elimination of expansion joints in the CWR tracks, the thermal stresses due to the rising temperature can cause considerable axial compression, which leads to a significantly lower critical velocity or even buckling [3]. In fact, the possibility of the track buckling due to compressive thermal stress was the main reason for delaying the use of CWR track by decades [3]. And actually, a large number of the train accidents are due to the track buckling instability [7]. Besides the compressive axial load, a soft foundation can further reduce...
the critical velocity. For example, the critical velocity is only 169 km/h for a peat foundation [8] and 290-338 km/h for a poroelastic foundation [9, 10]. It is not unusual that a modern high-speed train exceeds the critical velocity [11]. Even as early as the 1950s, this critical velocity was easily surpassed by a rocket-propelled vehicle on a test track [12]. The dynamic effects due to the rapidly moving load/mass become more and more important for the developments of high-speed trains.

Physically, the moving concentrated load is to model the wheel-track contact load of a moving vehicle. Most studies adopted the model of a beam on an elastic foundation under one moving concentrated load [1, 3, 11-14]. For a linear model of a beam on an elastic foundation, the superposition rule applies [15, 16] and therefore, the extension to the case with multiple concentrated loads can be relatively easily carried out. The examples of the two-concentrated-load case to model a bogie and the four-concentrated-load case to model a wagon were given by Vostroukhov and Metrikine [17]. However, in the moving load model the mass/inertia effect of a moving vehicle is not incorporated [18-20] and the moving mass problem is much more difficult than that of a moving load [20]. Several models of a moving concentrated mass have been proposed [18-20]. In Duffy’s model of a moving concentrated mass together with a concentrated driving harmonic load, the resonance occurs at a lower driving frequency for a larger moving concentrated mass [18]. Metrikine and Dieterman’s results showed that with a larger concentrated mass, a smaller supercritical velocity can cause instability [19]. Dimitrovová showed that the natural frequency of the beam/foundation system varies differently depending on the magnitude of the moving concentrated mass [20]. While, all these three models of an infinite beam show that the magnitude of a moving concentrated mass has no impact on the critical velocity [18-20], which is determined only by the beam stiffness, foundation modulus and axial load [3, 19, 20].

In contrast to the above infinite beam cases [18-20], we see that in a finite beam with one or several moving concentrated masses, the critical velocity becomes monotonically smaller with the larger moving mass(es) [21, 22]. Esmailzadeh and Ghorashi [23] proposed the model of a finite hinged-hinged beam with a distributed mass to simulate the scenario of a train passing a bridge. The concentrated mass model is shown to be a special case of the distributed mass model [23]. However, as pointed out by Lin [24], the centripetal and Coriolis acceleration terms due to the effect of a moving mass are missing in Esmailzadeh and Ghorashi’s model [23], which may lead to questionable or even misleading results. For the finite beam model, the modal analysis, which is a convenient computation tool, can be applied [20-23]. However, the convergence of modal analysis is quite low and a very large number of modes (often more than 100) are required [20]. Furthermore, the perturbations induced by the boundary conditions and reflections of traveling waves in a finite beam model may cause a significant deviation from that of an infinite beam. As a result, in the real applications of train-track dynamics, the model of an infinite beam on an elastic foundation is preferred or even required [13].

For a distributed mass moving along an infinite beam, besides the mass effect, it also causes the effect of a moving distributed load due to gravity. In this study, the model of an infinite beam on a viscoelastic foundation under a moving distributed mass and load is proposed to study the steady-state of a moving train. In this model, the effect of the axial load and those missing acceleration terms in ref. [23] are considered. A semi-analytical solution, which does not involve any numerical discretization procedure, is also presented. Because of the moving mass effect, there is one more critical velocity lower than the one as given by the moving concentrated load model. These two velocities, which are referred to as the critical upper and lower velocities, demarcate three velocity zones for a moving distributed mass and load: subcritical, transcritical and supercritical regions, in which the qualitative differences of wave shapes arise. Our model shows that the critical upper velocity is independent of the moving distributed mass, which agrees with the above cases of the moving concentrated mass(es) on an infinite beam [18-20]; while, the critical lower velocity decreases monotonically with the increase of the moving distributed mass, which agrees with the above cases the moving concentrated mass(es) on a finite beam [21, 22]. The present model also confirms that the effect of the critical lower velocity, or say, the effect of the moving distributed mass vanishes when the length of the distributed mass approaches zero, which becomes a concentrated one. The use of the ballastless railway significantly improves the foundation modulus [25] and a much higher critical upper velocity is thus achieved. As shown later, this critical upper velocity can be easily higher than 2000 km/h. However, with the consideration of the effects of a distributed mass and axial compression, the critical lower velocity can be smaller than the operating speed of the nowadays high-speed train, i.e., the train speed is in the transcritical region. The present model of a moving distributed mass shows a significantly different steady-state from that of a moving concentrated load, which can be of some help to a more accurate evaluation of the track vibration and stress.

2 Model development

As shown in Figure 1, a uniformly distributed mass moves along an axially loaded Euler-Bernoulli beam on a viscoelas-
tive Winkler foundation. Here the Euler-Bernoulli model of a slender beam is adopted because the beam is modeled to be infinitely long in order to avoid the effect of wave reflection [13]. In conjunction with the moving mass/load models in refs. [12, 19, 23], the corresponding governing equation for the beam vibration is given as the following:

$$EI \frac{\partial^4 y_1}{\partial x_1^4} + N \frac{\partial^2 y_1}{\partial t^2} + (m_1 + m_2)[H(x_1 - vt + l/2) - H(x_1 - vt - l/2)]$$

$$- H(x_1 - vt - l/2)] \frac{\partial^2 y_1}{\partial t^2} + c \frac{\partial y_1}{\partial t} + ky_1$$

$$= m_2g[H(x_1 - vt + l/2) - H(x_1 - vt - l/2)],$$

(1)

where $E$, $I$ and $m_1$ are the beam Young’s modulus, area moment of inertia and mass per unit length, respectively. As shown in Figure 1, $y_1 = y_1(x_1, t)$ is the beam transverse displacement as observed in a stationary coordinate system. The beam is under an axial load of $N$ and here a positive/negative $N$ means compression/tension. The Winkler foundation is with the damping of $c$ and modulus of $k$. Here the damping is a viscous one and the hysteretic damping model on the elastic foundation can be found in ref. [26]. The distributed mass is with the mass per unit length of $m_2$, length of $l$ and a constant moving velocity of $v$. $H$ is the Heaviside unit function defined as follows:

$$H(x_1) = \begin{cases} 
0, & x_1 < 0, \\
1, & x_1 > 0.
\end{cases}$$

(2)

In eq. (1), $m_2[H(x_1 - vt + l/2) - H(x_1 - vt - l/2)]$ and $m_2g[H(x_1 - vt + l/2) - H(x_1 - vt - l/2)]$, are the distributed mass and the transverse distributed load due to its gravity, respectively. Therefore, eq. (1) is the problem of the moving distributed mass and load. In order to have a convenient examination on the results, for example, a comparison with the static one, it is desirable and a common practice to transpose the coordinate system so that it is attached to the moving mass/load [3, 12, 23, 27]. The following Galiean transformation is introduced

$$\begin{cases} 
x = x_1 - vt, \\
y(x) = y_1(x_1 - vt).
\end{cases}$$

(3)

As the distributed mass is moving along a vibrating path, its velocity and acceleration in the constantly moving coordinate system are now expressed as follows [24, 27]:

$$\begin{bmatrix} 
\frac{\partial y_1}{\partial t} = \frac{\partial y}{\partial t} - \frac{v}{\partial x} \frac{\partial y}{\partial x}, \\
\frac{\partial^2 y_1}{\partial t^2} = \frac{\partial^2 y}{\partial t^2} - 2v \frac{\partial^2 y}{\partial x \partial t} + v^2 \frac{\partial^2 y}{\partial x^2}.
\end{bmatrix}$$

(4)

By substituting $\partial y_1/\partial t$ and $\partial^2 y_1/\partial t^2$ of eq. (4) into eq. (1), the governing equation in the moving coordinate is obtained as the following:

$$EI \frac{\partial^4 y}{\partial x^4} + N \frac{\partial^2 y}{\partial t^2} + (m_1 + m_2)[H(x + l/2) - H(x - l/2)]$$

$$\times \left( \frac{\partial^2 y}{\partial t^2} - 2v \frac{\partial^2 y}{\partial x \partial t} + v^2 \frac{\partial^2 y}{\partial x^2} \right) + c \frac{\partial y}{\partial t} - cv \frac{\partial y}{\partial x} + ky$$

$$= m_2g[H(x + l/2) - H(x - l/2)].$$

(5)

If the fourth term on the left-hand side of the above equation is set zero, i.e., $m_2g[H(x + l/2) - H(x - l/2)] = 0$, eq. (5) recovers the governing equation of the moving distributed load [16]. Clearly, the moving distributed load of $m_2g[H(x + l/2) - H(x - l/2)]$ on the right hand has no impact on the free vibration and thus the stability of the system [16]. The moving load only influences the steady state. Furthermore, the above equation is a linear one in which the superposition rule applies. As a result, various moving load scenarios and their combinations can be rather easily handled [15, 16]. In contrast, the axially moving mass affects the stability of the system [27] and thus the critical velocity [19]. Dynamically, eq. (5) is a gyroscopic system due to the effect of the axially moving mass [27] and a gyroscopic system is usually caused by a rotation/spinning [28]. The presence of the moving mass together with the Heaviside function in general poses a harder mathematical problem [21]. It is noteworthy that eq. (5) only describes the transverse vibration and generally, the dynamics/vibration in the horizontal direction is also required to present a full description [29]. The reason why we only study the transverse vibration here is that the transverse and longitudinal vibrations can be decoupled and the axially moving mass/load has much larger impact on the transverse vibration [27].

For steady-state, all the time-related terms in eq. (5) are gone, which leads to the following equation

$$EI \frac{\partial^4 y}{\partial x_1^4} + [N + m_1v^2 + m_2v^2][H(x + l/2) - H(x - l/2)]$$

$$\times \left( \frac{\partial^2 y}{\partial t^2} - cv \frac{\partial y}{\partial x} + ky = m_2g[H(x + l/2) - H(x - l/2)].$$

(6)
Because of the vanishing time-varying terms, this steady-state physically means that the beam deformation is stationary relative to the moving coordinate system [30]. While, the moving velocity effect is still (partially) incorporated in the above equation, Frýba called this steady-state quasi-stationary state [31]. In order to nondimensionalize eq. (6), the following dimensional quantities are introduced

\[
\lambda = \sqrt[4]{\frac{k}{4EI}}, \quad N_{cr} = 2\sqrt{kEI}, \quad v_{cr1} = \sqrt[4]{\frac{4kEI}{m_1^2}}, \tag{7}
\]

\[
v_{cr2} = \sqrt[4]{\frac{4kEI}{(m_1 + m_2)^2}}, \quad c_r = 2\sqrt{km_1},
\]

where \(\lambda\) is the unit of m\(^{-1}\) and \(\lambda^{-1}\) is a “fundamental length” in the problem of a beam on an elastic foundation [32]. \(N_{cr}\) is the buckling load of an infinite beam on an elastic foundation [33]. For a simple spring-mass (\(k - m_1\)) system, \(c_r\) is its critical damping [12]. Here \(v_{cr1}\) and \(v_{cr2}\) are the two critical velocities for the two infinite beams with the masses per unit length of \(m_1\) and \(m_1 + m_2\), respectively. The two critical velocities of \(v_{cr1}\) and \(v_{cr2}\) are the lowest velocities at which a free wave can propagate [12]. Here a free wave is defined as a wave propagating along the beam without changing its shape [34]. From the viewpoint of vibration, the amplitude of the beam vibration becomes infinite when the system equivalent stiffness becomes zero at the critical velocity [8]. As seen in eq. (6), the moving masses in conjunction with their velocities, i.e., \(m_1 v^2\) and \(m_2 v^2\), effectively exert a compressive axial load on the beam. When this effective compressive axial load reaches a critical value, which also corresponds to a critical velocity, the beam buckles [2,3] and the buckling instability corresponds to the zero equivalent stiffness [27].

For the moving load case, two critical velocities are found in the model of a beam on an elastic half space [2,8,10]. In comparison, the model of a beam on an elastic foundation can only result in one critical velocity for the moving load case [2,3]. The above two critical velocities of \(v_{cr1}\) and \(v_{cr2}\) model is purely due to the moving mass effect. When a load moves on an elastic half-space, there is also only one critical velocity, which is that of the Rayleigh wave. The reason for the appearance of the second critical velocity in the model of a beam on an elastic half space is due to the mass effect of the beam [2,8,10]. This second critical velocity is the critical velocity of the beam bending wave [2], which is the same as the above \(v_{cr1}\) and \(v_{cr2}\) [11,30]. This second critical velocity is only slightly smaller than that of the Rayleigh wave [2,8,10] and therefore, these two velocities are effectively treated as one [2]. In contrast, the two critical velocities of \(v_{cr1}\) and \(v_{cr2}\) as defined in eq. (7) can have a large difference because of the huge difference between \(m_1\) and \(m_2\). Physically, \(m_1\) and \(m_2\) are the masses per unit length of the track and train, respectively. As shown later, these two critical velocities of \(v_{cr1}\) and \(v_{cr2}\) due to the moving distributed mass play an essential role of determining the beam wave shapes. Because of the large difference between \(v_{cr1}\) and \(v_{cr2}\), the model of moving distributed mass and load is believed to capture the train dynamics more accurately than that of moving load. Furthermore, when the elastic foundation modulus (\(k\)) is derived by the Biot model [32], the above model of a beam on an elastic foundation predicts the same critical velocity (Rayleigh wave velocity) and buckling load \(N_{cr}\) as that of a beam on an elastic half space model [2]. It is worth emphasizing that \(v_{cr1}\) and \(v_{cr2}\) defined in eq. (7) are the critical velocities when the axial load \(N\) is zero. Besides the properties of the beam and elastic foundation, the critical velocities are also dependent on the axial load [2,3].

The following dimensionless quantities are also introduced:

\[
Y = \lambda y, \quad \xi = \lambda x, \quad L = \lambda l, \quad \phi = \frac{N}{N_{cr}}, \quad \theta = \frac{\nu}{v_{cr1}}, \quad \beta = \frac{c}{c_r}, \quad \alpha = \frac{m_2}{m_1}, \quad \gamma = \frac{m_2 g \lambda}{k} = \frac{a m_2 g \lambda}{k}, \tag{8}
\]

where \(L\) is the dimensionless length of the distributed mass of \(m_2\); \(\phi, \theta, \beta\) and \(\alpha\) are its dimensionless axial load, velocity and damping, respectively. Here \(\alpha\) is the mass ratio and \(\gamma\) is the dimensionless transverse distributed load exerted by \(m_2\). The two dimensionless critical velocities are given as follows:

\[
\theta_{cr1} = \frac{v_{cr1}}{v_{cr2}} = 1, \quad \theta_{cr2} = \frac{v_{cr2}}{v_{cr1}} = \sqrt{\frac{1}{1 + \alpha}}, \tag{9}
\]

here \(\theta_{cr1}\) is the critical upper velocity and \(\theta_{cr2}\) is the lower one. Because of the finite length of the distributed mass, the governing equation of eq. (6) is divided into two different equations in three zones as indicated by the Heaviside function. Eq. (6) is now nondimensionalized as follows:

\[
\begin{cases}
\frac{\partial^4 Y}{\partial \xi^4} + 4(\phi + \theta^2)\frac{\partial^2 Y}{\partial \xi^2} - 8\theta^2 \frac{\partial Y}{\partial \xi} + 4Y = 0, & \xi < -\frac{L}{2} \text{ or } \xi > \frac{L}{2}, \\
\frac{\partial^4 Y}{\partial \xi^4} + 4(\phi + (1 + \alpha)\theta^2)\frac{\partial^2 Y}{\partial \xi^2} - 8\theta^2 \frac{\partial Y}{\partial \xi} + 4Y = 4\gamma, & -\frac{L}{2} \leq \xi \leq \frac{L}{2}.
\end{cases} \tag{10}
\]

The solutions to eq. (10) are derived in Appendix with the
following forms:

\[
Y_1(\xi) = e^{-a\xi}[C_1 \sin(b_2 \xi) + C_2 \cos(b_2 \xi)] + e^{a\xi}[C_1' \sin(b_1 \xi) + C_2' \cos(b_1 \xi)], \quad \xi > \frac{L}{2},
\]
\[
Y_2(\xi) = e^{a\xi}[C_3 \sin(b_3 \xi) + C_4 \cos(b_3 \xi)] + e^{-a\xi}[C_3' \sin(b_3 \xi) + C_4' \cos(b_3 \xi)], \quad \xi < -\frac{L}{2},
\]
\[
Y_3(\xi) = e^{-c\xi}[C_5 \sin(d_2 \xi) + C_6 \cos(d_2 \xi)] + e^{c\xi}[C_5' \sin(d_1 \xi) + C_6' \cos(d_1 \xi)], \quad \frac{-L}{2} \leq \xi \leq \frac{L}{2}.
\]

Here, \(C_i\)s (\(i = 1\) to 8) and \(C_i'\)s (\(i = 1\) to 4) are the twelve constants to be determined by the boundary conditions. The exponents of \(a\) and \(c\) are the positive real roots of the following two equations:

\[
a^2 + 2(\phi + \theta^2)a + \left[\left(\phi + \theta^2\right)^2 - 1\right]a^2 - \theta^2b^2 = 0, \quad (12)
\]
\[
c^2 + 2(\phi + (1 + \alpha)\theta^2)c + \left[\left(\phi + (1 + \alpha)\theta^2\right)^2 - 1\right]c^2 - \theta^2b^2 = 0, \quad (13)
\]

The wave numbers of \(b_1, b_2\) and \(d_1, d_2\) are given as follows:

\[
\begin{align*}
b_1 &= \sqrt{2(\phi + \theta^2)} + a^2 - 2\frac{\theta b}{a}, \\
b_2 &= \sqrt{2(\phi + \theta^2)} + a^2 + 2\frac{\theta b}{a}, \\
d_1 &= \sqrt{2(\phi + (1 + \alpha)\theta^2)} + c^2 - 2\frac{\theta b}{c}, \\
d_2 &= \sqrt{2(\phi + (1 + \alpha)\theta^2)} + c^2 + 2\frac{\theta b}{c}.
\end{align*}

As \(\xi\) approaches \(\pm\infty, C_1 = C_2 = C_3 = C_4 = 0\) must be taken in order to keep the beam deflection of \(Y\) finite. Therefore, the solutions to eq. (10) are then changed into the following forms:

\[
Y_1(\xi) = e^{-a\xi}[C_1 \sin(b_2 \xi) + C_2 \cos(b_2 \xi)], \quad \xi > \frac{L}{2},
\]
\[
Y_2(\xi) = e^{a\xi}[C_3 \sin(b_3 \xi) + C_4 \cos(b_3 \xi)], \quad \xi < -\frac{L}{2},
\]
\[
Y_3(\xi) = e^{-c\xi}[C_5 \sin(d_2 \xi) + C_6 \cos(d_2 \xi)] + e^{c\xi}[C_5' \sin(d_1 \xi) + C_6' \cos(d_1 \xi)], \quad \frac{-L}{2} \leq \xi \leq \frac{L}{2}.
\]

Now only eight unknowns of \(C_i\)s (\(i = 1\) to 8) are left. At \(\xi = \pm L/2\), the continuity of the displacement, slope, moments and shear gives the following eight equations in total [35]:

\[
\begin{align*}
Y_1\left(\frac{L}{2}\right) &= Y_3\left(\frac{L}{2}\right), & Y'_1\left(\frac{L}{2}\right) &= Y'_3\left(\frac{L}{2}\right), \\
Y''_1\left(\frac{L}{2}\right) &= Y''_3\left(\frac{L}{2}\right), & Y''_1\left(\frac{L}{2}\right) &= Y''_3\left(\frac{L}{2}\right),
\end{align*}
\]
\[
Y_2\left(-\frac{L}{2}\right) = Y'_3\left(-\frac{L}{2}\right), & Y'_2\left(-\frac{L}{2}\right) = Y'_3\left(-\frac{L}{2}\right), \\
Y''_2\left(-\frac{L}{2}\right) = Y''_3\left(-\frac{L}{2}\right), & Y''_2\left(-\frac{L}{2}\right) = Y''_3\left(-\frac{L}{2}\right).
\]

Here \((\gamma = \partial/\partial\xi, Y', Y''\) and \(Y''\) (\(i = 1\) to 3) are found by taking the consecutive derivatives of \(Y_i\) in eq. (15). With the eight equations provided by eqs. (16) and (17), the eight unknowns of \(C_i\)s can now be solved.

3 Results and discussion

The following parameters are taken from the high-speed railway track of UIC60 [36]: \(E = 2 \times 10^{11}\) N/m², \(I = 3.06 \times 10^{-5}\) m⁴ and \(m_1 = 60.34\) kg/m. The foundation modulus varies in a large range of \(5 \times 10^4\) N/m² \(\leq k \leq 10^5\) N/m² and here a typical value of \(k = 1.67 \times 10^7\) N/m² is taken [36]. The corresponding quantities defined in eq. (7) are with the following fixed values: \(\lambda = 0.8991\) m⁻¹, \(N_c = 1.979 \times 10^7\), \(V_{cr1} = 572.7\) m/s (2061.7 km/h) and \(c_v = 62134\) kg m⁻¹ s⁻¹.

For a start, the axial load is set to be zero, i.e., \(\phi = 0\). The effect of the axial load will be addressed later in details. The effects of the train length (\(L\), velocity (\(\theta\)), damping (\(\beta\)), mass (\(\alpha\)) and load (\(\gamma\)) are firstly examined. In Figure 2, we compute the first case of \(\alpha = 50\) and \(L = 2 \times 10^{-3}\). Here the very small \(L\) is taken to simulate the concentrated load and mass scenario. The wave shapes of \(\theta = 0, \theta = 1\) and \(\theta = 2\) with the damping fixed as \(\beta = 0.1\) are plotted in Figure 2. The wave shapes of \(\theta = 0, \theta = 1\) and \(\theta = 2\) for a moving concentrated load problem with \(\beta = 0.1\) are also computed by Kenney [12].

The comparison between our wave shapes and Kenney’s [12] shows that they are the same. Physically, there is the moving (distributed) mass effect as embodied in the \(4(1 + \alpha)\theta^2\)Y′/Y′′ term of eq. (10) in our model and there is none in Kenney’s model [12]. Why our model predicates the same wave shapes as Kenney’s is explained in the next paragraph. Furthermore, our \(\theta = 0\) case also exactly matches the analytical solution of the (dimensionless) track/beam static deflection on an elastic foundation under a distributed load, which is given as follows [33]:
It is noticed that in Figure 2, the beam static deflection is symmetric and the other two dynamic deflections (or wave shapes) are asymmetric. For both $\theta = 1$ and $\theta = 2$, the wave numbers of the front waves ($\xi > L/2 \approx 0$) are larger than those of the rear waves of $\xi < -L/2 \approx 0$, or say, the wavelengths of the front waves are smaller than those of the rear waves. As seen in eq. (14), the wave numbers of the front and rear waves are $b_2$ and $b_1$, respectively. The difference between $b_2$ and $b_1$ is their last term of $2\theta b/\alpha$. Because $\theta$ and $\beta$ are non-negative, $b_2 \geq b_1$. As shown later, the exponent of $a$ decreases monotonically as the moving velocity of $\theta$ increases. As a result, the difference between $b_2$ and $b_1$ enlarges as $\theta$ increases, which then leads to a larger asymmetry in their wave shapes. While, it is also noticed that $\theta = 1$ is with the largest amplitude. The reason is that $\theta = 1$ is the critical velocity and thus the resonance point of the undamped system of a beam on an elastic foundation [12]. The resonance point of the damped system with $\beta = 0.1$ slightly shifts to a $\theta$ value smaller than 1. Compared with $\theta = 0$ and 2, $\theta = 1$ is closest to the resonance point and therefore, it has the largest amplitude. Besides the moving velocity, damping also plays an important role of determining the asymmetry. Chen and Chen [37] concluded that damping is the (only) mechanism responsible for the symmetry-breaking. When $\beta = 0$ and $\theta < 1$, $b_1 = b_2$ and the symmetry is thus reserved no matter what the moving speed is. While, $\theta = 0$ can also lead to $b_1 = b_2$. Furthermore, the Kenney’s approximate analytical solution shows that even with $\beta = 0$, $b_1$ and $b_2$ will bifurcate into two different values when $\theta$ reaches the critical velocity and becomes supercritical [12]. Mathematically, the asymmetry is determined by the $2\theta b/\alpha$ term as seen in eq. (14) and $a$ is a function of $\theta$ and $\beta$. It is safe to conclude that the moving velocity and damping determine the asymmetry together rather than the damping alone.

As shown in Figure 2, one characteristic of the asymmetry is that most of the beam deflection occurs behind the load. Physically, this is caused by that the energy of the deformation in the beam/foundation system propagates with an average velocity (considering all waves with different wavelengths) lower than that of the moving load [11]. It is also noticed that due to the presence of damping, the maximum beam displacement is no longer at the point of $\xi = 0$, but a point behind. As $L$ approaches zero, the distributed mass model becomes a concentrated one [23]. Although the effect of distributed mass is mathematically indicated by $\alpha$ in eq. (10), our above results recover those of a moving concentrated load [12] as if only the load effect ($\gamma$) is present. Therefore, it confirms again that the concentrated mass has no impact on the critical velocity [18-20]. Furthermore, Fryba [31] proved that for the steady-state of an infinite beam traversed by a moving concentrated mass, the mass exerts no inertia effects. This is the mechanism why our wave shapes (with extremely small $L$) are the same as Kenney’s [12].

Figures 3 and 4 plot the beam wave shapes at the subcritical velocity of $\theta = 0.2$ for $\alpha = 5$ and $\alpha = 10$, respectively. The length of the distributed mass is fixed as $L = 180$ unless we specify otherwise. Here $L = 180$ physically corresponds to a realistic train length of $l = L/\lambda \approx 200$ m. As for a high-speed railway, its damping may vary in a large range of $0 < \beta < 0.8$ [36]. In Figures 3 and 4, three damping values of $\beta = 10^{-3}$, 0.2 and 0.8 are taken and the static deflection as given by eq. (18) is also plotted for comparison. For both $\alpha = 5$ and $\alpha = 10$ at this low subcritical velocity of $\theta = 0.2$, their differences between the wave shape and corresponding static deflections are very little. Their largest differences are in the transition area of $Y_1$ to $Y_2$, which are zoomed in for a closer examination. The deflections of all $\theta = 0.2$ are larger than their corresponding static deflections. As seen in eq. (10), due to the moving of the distributed mass, an effective axial compression of $4(1 + \alpha)\theta^2$ is exerted in the area of $-L/2 \leq \xi \leq L/2$ and an effective axial compression of $4\theta^2$ is exerted in the areas of $\xi > L/2$ and $\xi < -L/2$. The presence of these effective compressions reduces the system stiffness and thus lead to a larger deflection. For all $\theta = 0.2$ cases in Figures 3 and 4, their deflections monotonically decrease with the increase of damping ($\beta$).

Figures 5 and 6 plot the beam wave shapes at $\theta = 0.8$ for $\alpha = 5$ and $\alpha = 10$, respectively. As defined in eq. (9), $\theta_{c2} = 0.4082$ and 0.3015 for $\alpha = 5$ and 10, respectively. This $\theta = 0.8$ value exceeds these two $\theta_{c2}$ values. This case $\theta = 0.8$ is a supercritical velocity in the distributed mass area but a subcritical one in other areas and therefore, we call it the transcritical velocity. As seen in Figures 5(a) and 6(a), the wave shapes are (almost) symmetric to $\xi = 0$ and with one dominant wave number ($d_1$) for very small damping of $\beta = 10^{-3}$.

**Figure 2** The moving mass is with $\alpha = 50$ and $L = 2 \times 10^{-3}$, which is used to simulate the concentrated load scenario. With the damping fixed as $\beta = 0.1$, three cases of $\theta = 0$, 1 and 2 are presented.
With $\theta = 0.8$ and $\beta = 10^{-3}$, the wavenumbers are $d_1 = 0.5148$ and $d_2 = 3.8852$. The corresponding wavelengths are $\lambda_{d1} = 2\pi/d_1 = 12.2055$ and $\lambda_{d2} = 2\pi/d_2 = 1.6172$ for $\alpha = 5$; and $d_1 = 0.3778$, $d_2 = 5.2931$ and $\lambda_{d1} = 2\pi/d_1 = 16.6283$, $\lambda_{d2} = 2\pi/d_2 = 1.187$ for $\alpha = 10$. The moving velocity ($\theta$) and distributed mass ($\alpha$) have much larger influence on the wave numbers than the damping. As $\beta$ changes from $10^{-3}$ to 0.8, the wave numbers vary slightly. With the presence of the larger damping of $\beta = 0.2$ and 0.8, the waves become asymmetric: the waves with the wave number of $d_2$ cluster on the left and the waves with $d_1$ cluster on the right. As seen in both Figures 5 and 6, the wave amplitudes monotonically decrease and the asymmetry becomes more outstanding with the increase of damping. Compared with that in Figures 3 and 4, the damping in Figures 5 and 6 with a higher moving velocity has much more pronounced influence on the deflection amplitude, which is also noticed by Achenbach and Sun [30].

Compared with the asymmetry pattern in Figure 2, there is a fundamental difference in Figures 5 and 6. As mentioned above, in Figure 2 shorter wave is ahead of concentrated load and the longer wave is behind. In contrast, things are reversed in the distributed mass area of $-L/2 \leq \xi \leq L/2$ as seen in Figures 5 and 6: shorter wave is now behind in the
area of \(-L/2 \leq \xi \leq 0\) and longer wave is ahead in the area of \(0 \leq \xi \leq L/2\). For the concentrated load case, as \(L \to 0\), the wave is described by \(Y_1(\xi) = e^{-\alpha}[-C_1 \sin(b_2\xi) + C_2 \cos(b_2\xi)]\) for \(\xi > 0\) and \(Y_2(\xi) = e^{\alpha}[C_1 \sin(b_1\xi) + C_4 \cos(b_1\xi)]\) for \(\xi < 0\) only. The wave numbers as described by eq. (14) show \(b_2 > b_1\) with the presence of damping, which is the mechanism for the asymmetry of the moving concentrated load problem. While, for the distributed mass problem, \(L\) is long and the asymmetry actually arises in the three areas of \(\xi < -L/2\), \(-L/2 \leq \xi \leq L/2\) and \(\xi > L/2\). The asymmetry pattern of the concentrated load is still followed in the two areas outside the distributed mass: the shorter wave with a large wave number is ahead in the \(\xi > L/2\) area and the longer wave with a small wave number is behind in the \(\xi < -L/2\) area. However, their amplitudes are very small as compared with those in the distributed mass area. In the distributed mass area of \(-L/2 \leq \xi \leq L/2\), the wave is described by \(Y_3(\xi) = e^{-\alpha}[C_3 \sin(d_2\xi) + C_6 \cos(d_2\xi)] + e^{\alpha}[C_3 \sin(d_1\xi) + C_6 \cos(d_1\xi)]\). As the exponent \(c\) is a positive number, \(e^{-\alpha}[C_3 \sin(d_2\xi) + C_6 \cos(d_2\xi)]\) is the dominant term in the area of \(-L/2 \leq \xi \leq 0\) and \(e^{\alpha}[C_3 \sin(d_1\xi) + C_6 \cos(d_1\xi)]\) is the dominant one in the area of \(0 \leq \xi \leq L/2\). The wave numbers of \(d_1\) and \(d_2\) are given in eq. (14) and \(d_2 > d_1\), which is the reason for the reversal asymmetry pattern in the \(-L/2 \leq \xi \leq L/2\) area of distributed mass. When Figures 5(b) and 6(b) are compared, a rather significant difference is noticed: The wave shape in Figure 5(b) is rather flat around \(\xi = 0\) and in contrast, the corresponding one in Figure 6(b) oscillates significantly. The magnitude difference can be explained by different \(\alpha\), which result in different transverse loads of \(\gamma\). The mechanism for the wave shape difference, or say, the asymmetry, needs to be addressed. As discussed above, we conclude that \(\theta\) and \(\beta\) are the combined mechanism responsible for the asymmetry of wave shapes for the concentrated load case. Similarly, the difference between \(d_1\) and \(d_2\) is their last term of \(2\beta/c\) and the exponent \(c\) is determined by eq. (13), in which the axial load \(\phi\) and distributed mass \(\alpha\) both play a role. In summary, for the moving distributed mass problem, there are four factors determining the wave shape asymmetry: moving velocity, damping, axial load and distributed mass. Here the wave shape difference between Figures 5(b) and 6(b) results from the distributed mass of \(\alpha\).

Figures 7 and 8 plot the beam wave shapes at \(\theta = 1.2\) for \(\alpha = 5\) and \(\alpha = 10\), respectively. This \(\theta = 1.2\) value exceeds \(\theta_{c1} = 1\), which is the supercritical case. In Figures 7 and 8, the symmetric and asymmetric patterns inside the distributed mass area of \(-L/2 \leq \xi \leq L/2\) follow the same trends as those in Figures 5 and 6. The main pattern differences between the waves with \(\theta > 1\) (supercritical) and the waves with \(\theta_{c2} < \theta < \theta_{c1} = 1\) (transcritical) are in the areas of \(\xi < -L/2\) and \(\xi > L/2\), especially when \(\beta\) is small. These differences are most outstanding in Figures 7(a) and 8(a):

The wave with a large wave number of \(b_2\) (or a small wavelength of \(\lambda_{b2}\)) arises in the \(\xi > L/2\) area; the wave with a small wave number of \(b_1\) (or a large wavelength of \(\lambda_{b1}\)) arises in the \(\xi < -L/2\) area. Their wave amplitudes are also significant. Actually, if \(\beta = 0\), the waves with the \(b_2\) and \(b_1\) wave numbers will extend to \(\pm \infty\) without any decay, which implies infinite energy. Although the axially moving mechanical system is non-conservative [38], this kind of wave shape configuration raises the concern that it might violate
the energy conditions because of this infinite energy. For a moving concentrated load problem, Kenney argued that such wave configuration can be achieved without any energy violation [12]. In contrast, for a moving concentrated mass problem, Metrikine and Dieterman [19] said that such steady state can never be reached.

Figures 3 to 8 present the wave shapes in three moving velocity zones: \( \theta < \theta_{c2} \) (subcritical), \( \theta_{c2} < \theta < \theta_{c1} = 1 \) (transcritical) and \( \theta > 1 \) (supercritical). In these three velocity zones, there are qualitative differences of wave shapes: in the subcritical region, there is only a small deviation of the wave shapes from the static deflection; in the transcritical region, the waves are still mostly trapped in the distributed mass area but their shapes are significantly different from a static one; in the supercritical region, the wave shapes in the distributed mass area are similar to those of the transcritical region, but now shorter waves propagate ahead of the distributed mass area and longer waves are left behind. A similar scenario is encountered in a Timoshenko beam on an elastic foundation under a moving concentrated load, in which there are three critical velocities, and the wave shapes are also qualitatively different as the load moving velocity is in the different zones as demarcated by these three critical velocities [30]. To explain the differences of wave shapes in the three velocity zones, we need to examine how the wave numbers and exponents vary with the moving velocity, which are presented in Figures 9 and 10 for \( \alpha = 5 \) and 10. Figures 9(a) and (b) plot the wave numbers and exponents of \( \alpha = 5 \), respectively. For \( \beta = 10^{-3} \) (close to zero), \( \theta_{c2} = \sqrt{1/(1+\alpha)} = 0.4082 \) and \( \theta_{c1} = 1 \). In Figure 9, one wave number bifurcates into two of \( d_1 \) and \( d_2 \) at \( \theta = \theta_{c2} = 0.4082 \), which is marked by a solid circle; the exponent \( c \) becomes zero at and remains zero afterwards. Similarly, one wave number bifurcates into two of \( b_1 \) and \( b_2 \) at \( \theta = \theta_{c1} = 1 \), which is also marked by a solid circle; the exponent \( a \) becomes zero at and remains zero afterwards. As seen in eq. (15), the waves decay exponentially with the rate of \( e^{-|\xi|} \) in \( -L/2 \leq \xi \leq L/2 \) and the rate of \( e^{-i|\xi|} \) in \( \xi < -L/2 \) and \( \xi > L/2 \). At \( \theta = 0.2 \), both \( a \) and \( c \) are significantly large. As a result, the waves decay rapidly inside and outside the distributed mass areas and only the static deformation is left, which is the reason why the waves in Figures 3 and 4 resemble a static deflection. At \( \theta = 0.8 \), \( a \) is still significantly large and \( c = 0 \). With \( c = 0 \) and thus no decay, the waves inside the \( -L/2 \leq \xi \leq L/2 \) area of distributed mass are now “activated”. While, the waves outside \( -L/2 \leq \xi \leq L/2 \) still experience severe decay due to a large \( a \) and thus remain “inactivated”, which is the results as seen in Figure 5(a). At \( \theta = 1.2 \), both \( a = 0 \) and \( c = 0 \), the waves are now “activated” in all areas, which is seen in Figure 7(a). With a larger damping of \( \beta = 0.2 \), the exponents of \( a \) and \( c \) are significantly larger than those with \( \beta = 10^{-3} \) as seen in Figure 9(b): \( c \) of \( \beta = 0.2 \) slows down its decrease rather than plunging into zero as that of \( \beta = 10^{-3} \). Larger damping results in larger...
exponents of $\alpha$ and $c$, which leads to more severe wave decay both inside and outside the distributed mass area. Furthermore, as seen in Figure 9(a), larger damping also makes the wave numbers of $b_1$ and $d_1$ smaller and those of $b_2$ and $d_2$ larger. Strictly speaking, with the presence of damping there is no wave number bifurcation: The wave numbers begin to separate from each other as far as $\theta > 0$, which can be seen in both Figure 9(a) and eq. (14). Figures 10(a) and (b) plot the wave numbers and exponents of $\alpha = 10$. The difference is that $\theta_{c2}$ becomes smaller as $\sqrt{1/(1 + \alpha)} = 0.3015$. The above analyses can still be applied to explain the wave pattern variations in Figures 4, 6 and 7. Here we need to address an issue why we use $\beta = 10^{-3}$ rather than directly computing the $\beta = 0$ case. In eq. (14), the last term of $b_1$ and $b_2$ is $2\beta\beta/\alpha$. When $\beta = 0$, the solution of $\alpha = [1 - (\phi + \theta^2)]^{1/2}$ is found from eq. (12). Therefore, as $\phi = 0$ and $\theta = 1$, the $\theta$ type of problem is encountered when calculating $2\beta\beta/\alpha$. The same thing occurs for the $2\beta\beta/c$ term in $d_1$ and $d_2$ as $\theta = \theta_{c2}$. The computer cannot carry out such a type of calculation without further manipulation and therefore, instead of $\beta = 0$, the computation of $\beta = 10^{-3}$ is carried out for the simplicity reason.

All our above discussions only show the roles of wave numbers and exponents, which are all independent of the length of the distributed mass. The length $L$ actually only appears in the boundary conditions of eqs. (16) and (17). Figure 2 examines a special case of concentrated load and mass by setting very small value for $L$. Now we study the length effect in more details. Figure 11 plots the wave shapes of $L = 120$ and $L = 180$ with the same $\alpha = 5$, $\theta = 0.8$ and $\beta = 0.2$ to see how $L$ impacts the wave shapes. The wave shape of $L = 180$ is also presented in Figure 5(b). As both share the same wave numbers and exponents, the related discussion on the wave shape asymmetry of $L = 180$ still applies to that of $L = 120$: The wave with the wave number of $d_2$ clusters on the left side and the wave with wave number of $d_1$ clusters on the right side. As seen in Figure 11, the maximum displacements of $L = 120$ and $180$ are the same; their wave shapes outside the distributed mass area are also the same. Their major shape differences are around in the center. Those coefficients of $C_{\phi}$s in eqs. (15) vary with different $L$, which is mathematically responsible for the wave shape difference. Physically, the length of the distributed mass gives the space in which the waves with the given wave numbers and exponents have to accommodate their shapes. As seen in the right side of Figure 11, the two waves with the two different $L$s are (almost) in the opposite phases.

Figures 3 to 8 provide a comparative study of the waves with two different distributed masses. Figure 12 provides a more succinct summary of their differences. As seen in Figure 11, the beam maximum displacements appear on the right side of the distributed mass area. The maximum displacement, which is one of the most important characteristics in the wave shapes, is selected as the parameter in Figure 12 to study the effect of $\alpha$. In Figure 12, the maximum displacements of $\alpha = 5$ and 10 as the functions of moving velocity are presented. For each $\alpha$ value, eight branches with different dampings ranging from $\beta = 0.1$ to 0.8 are plotted. It is seen that for both $\alpha = 5$ and 10, the maximum displacements monotonically decrease with the increase of $\beta$ because larger damping dissipates more energy. The maximum displacement of $\alpha = 5$ is always smaller than that of $\alpha = 10$. Larger $\alpha$ results in both a larger transverse ($y$) and an axially compressive $(\alpha + \theta^2)\partial^2\partial/\partial\xi^2$) loads. Larger axial load leads to smaller stiffness. Therefore, in conjunction with a larger transverse load and a smaller stiffness, larger $\alpha$ always results in a larger maximum displacement. Actually, besides the maximum displacement, at any given point of $\xi$,
the displacement with a larger $\alpha$ is always larger, which can be clearly seen in Figures 3 to 8. In Figure 12, it is noticed that at a low moving velocity, for each $\alpha$ the eight branches stick together. Their separation starts around $\alpha$ that at a low moving velocity, for each $\theta$ decrease. While, this $\theta$ exponent variation pattern is responsible for the rapid increase and then keeping flat behavior of the maximum displacements in Figure 12. Similarly, around $\theta_{c1} = 1$, the exponent $\alpha$ also experiences a rapid decrease. While, this $\alpha$ exponent is associated with the $Y_1$ and $Y_2$ wave amplitudes outside the distributed mass area, which has no impact the $Y_3$ wave. The $\alpha$ exponent influences on the $Y_1$ and $Y_2$ waves are seen in Figures 7 and 8.

Here we need to address an important issue on the “resonance”. Kenney presented the plot of the wave amplitude versus the moving velocity of a concentrated load [12], which looks very similar to a frequency response plot. While, our Figure 12 looks completely different from Kenney’s Figure 3 [12]. Kenney named $\theta_{c1} = 1$ as the “point of resonance” [12], at which the wave amplitude with $\beta = 0$ becomes infinitely large. However, Mathews [34] argued that this is purely a velocity effect; and as there is no periodic force involved, it cannot be described as a resonance. This “resonance” associated with the critical velocity of $\theta_{c1} = 1$ is preferred as an analogy to the sonic boom [34]. According to Metrikine and Dieterman [19], this “resonance” is caused by an anomalous Doppler effect, which intensifies the vibration of a certain part of beam by transferring the energy from other parts. Physically, this “resonance” can also be interpreted by two different mechanisms. One is the buckling or more generally speaking, zero effective stiffness. As the concentrated load moving velocity reaches the critical velocity of $\theta_{c1} = 1$, it generates an effective axial compression equal to the static buckling load for an infinite beam on an elastic foundation [3]. As for the moving string case, the critical velocity is defined as the effective string tension becomes zero [39], which also corresponds to the zero effective stiffness of a string. The other is that the cut-off frequency becomes zero [20]. For a vibrating beam on an elastic foundation, there are three different solution forms of the mode shapes depending on whether the beam vibrating frequency is larger, lower or equal to the cut-off frequency [40, 41]. When the vibrating frequency is equal to this cut-off frequency, there is no spatial variation in the beam motions, or say, vibration; only rigid body motion exists [40, 41]. Similarly, at the critical velocity, there are no reflected waves for a standing wave of the string vibration because the string axially moving speed is larger than the wave speed [39]. Kenney’s system is an infinite beam on an elastic foundation under a moving concentrated load [12]. In comparison, our system consists of three parts: A finite beam section with a moving distributed mass and two semi-infinite beam sections. As defined in eqs. (7) and (8), $\theta_{c1} = \sqrt{1/(1+\alpha)}$ is the critical velocity for an infinite beam with the $1 + \alpha$ mass per unit length. Therefore, $\theta_{c1}$ is not a “resonance point” for either the finite beam section with the distributed mass or the two semi-infinite beams. Similarly, as the finite beam section with the distributed mass divides an infinite beam into two semi-infinite beams, $\theta_{c1} = 1$ is not a “resonance point” for the $Y_1$ and $Y_2$, either. A similar scenario also occurs in the problem of a beam on an elastic foundation under a moving distributed load: there is no “resonance” and the beam motion is bounded in time [42].

In Figures 2 to 12, the axial load of $\phi$ is set to be zero. The effects of the axial load are now examined in Figures 13-15. With the presence of axial load, the critical velocities becomes the following [3]:

$$\frac{v^2_{acr1}}{v^2_{cr1}} + \frac{N}{N_{cr}} = 1, \quad \frac{v^2_{acr2}}{v^2_{cr2}} + \frac{N}{N_{cr}} = 1,$$

(19)

where $v_{acr1}$ and $v_{acr2}$ are the two critical velocities defined in eq. (7) for the zero axial cases; $v_{acr1}$ and $v_{acr2}$ are the two corresponding critical velocities with the presence of the axial load $N$. Here $N_{cr}$ also defined in eq. (7) is the beam buckling load. The above equations can also be written as the following dimensionless forms:

$$\frac{\theta^2_{acr1} + \phi}{\theta^2_{cr1}} = 1, \quad \frac{\theta^2_{acr2} + \phi}{\theta^2_{cr2}} = 1 + \alpha \theta^2_{acr2} + \phi = 1.$$

(20)

From the above equations, the critical velocities with the presence of an axial load are solved as $\theta_{acr1} = \sqrt{1-\phi}$ and $\theta_{acr2} = \sqrt{(1-\phi)/(1+\alpha)}$. Clearly, compression (positive $\phi$) decreases the critical velocities and tension (negative $\phi$) increases them. For $\phi = 0.5$, 0 and $-0.5$, the corresponding critical velocities are $\theta_{acr1} = 0.7071$, 1, 1.2247 and $\theta_{acr2} = 0.2132, 0.3015, 0.3693$, respectively. Here the $\phi = 0$ case is presented in Figure 10. The other two cases of $\phi = 0.5$ and $-0.5$ show the same pattern behaviors as seen in Figures 13 and 14: The wave numbers $d_1$ and $d_2$ bifurcate at their corresponding $\theta_{acr2}$ and the exponent $c$ associated with these two wave numbers experiences a rapid decrease approaching zero; the wave numbers $b_1$ and $b_2$ bifurcate at their corresponding $\theta_{acr1}$ and the exponent $a$ associated with these two wave numbers experiences a rapid decrease approaching zero. The presence of an axial load together with the distributed mass changes the two critical velocities. As a result,
the wave numbers and exponents, which directly determine the wave shapes, are also changed. In comparison, the distributed mass can only change one critical velocity of \( \theta_{acr} \).

As seen in Figure 13, before the bifurcations a smaller \( \phi \) results in smaller wave numbers with a given \( \theta \); after the bifurcations, a smaller \( \phi \) results in smaller \( b_2 \), \( d_2 \) and larger \( b_1 \), \( d_1 \). As seen in Figure 14, a smaller \( \phi \) always results in larger exponents of \( a \) and \( c \).

Here an additional benefit of the axial load modeling is worthy to be addressed. As the Winkler foundation model is used in this study and physically, it is to model the supporting elastic continuum as a spring layer. To more accurately capture the deformation of an elastic continuum, various foundation models are developed by adding more layers to the spring layer. For example, the Filonenko-Borodich foundation is a spring layer plus a membrane layer; the Pasternak foundation is a spring layer plus a shear layer [43]. The essential improvement of the above two foundation models is that the independent Winkler springs are now connected by a membrane/shear layer and interact to one another [44, 45], which better characterizes an elastic continuum. Because one more layer is added, an additional parameter is needed to characterize the layer besides the spring stiffness: the membrane tension for the Filonenko-Borodich foundation and the shear layer constant for the Pasternak foundation, which is the so-called two-parameter foundation model. These two-parameter foundation models are mathematically equivalent to the Winkler foundation model with the presence of a tensile axial load [44, 45]. Therefore, our model of eq. (1) can also be used to describe the two-parameter foundation by simply modifying the axial load of \( N \).

As discussed above, the two critical velocities are the vital parameters to determine the wave numbers and exponents. As given in eq. (20), these two critical velocities are plotted in Figure 15 as the functions of \( \phi \) and \( \theta \). Both \( \theta_{acr1} \) and \( \theta_{acr2} \) increase monotonically with the decrease of \( \phi \). At \( \phi = 1 \) of the buckling load, both velocities become zero. Because \( \theta_{acr1} = \sqrt{1 - \phi} \) is independent of \( \alpha \), it is parallel to the \( \alpha \)-axis; \( \theta_{acr2} = \sqrt{(1 - \phi)/(1 + \alpha)} \) leads to its monotonic decrease with \( \alpha \). Clearly, larger \( \phi \) and \( \alpha \) result in two smaller critical velocities. As seen in Figure 14, smaller critical velocities also result in smaller exponents of \( a \) and \( c \). As the exponents determine the wave amplitude decaying rates, smaller exponents mean smaller decaying rates and thus larger amplitudes. Therefore, besides the earlier conclusion of tension (negative \( \phi \)) improving the critical velocities [3], tension also reduces the wave amplitudes.

In our model, there are two implicit assumptions. One is that the moving distributed mass is firmly attached to the beam, i.e., there is no separation between mass and beam [46]. In the moving train dynamics, this separation phenomenon is referred to as “jumping wheel” [5, 6], which often occurs when there is a sudden stiffness change of the beam/foundation. Furthermore, our distributed load is a uniform one due to the gravity, which implies that the mass and
beam form a de facto line contact [47]. The other is that the Winkler foundation response to compression and tension is the same. As seen in Figures 5(a) to 8(a), some of the beam displacements become negative because of large wave amplitudes. The negative displacement means that the beam bends upwards, which causes tension inside the elastic foundation. In a realistic railway system, the elastic foundation modulus (k) is often with two different values in its response to tension and compression, which is the so-called bilinear model [48]. The extreme scenario is that k = 0 in response to tension and the elastic foundation is thus referred to as the tensionless foundation [35, 37], which is often used to study the ballasted railway track response. In our model, the same k applies for both tension and compression. The tensionless foundation model is a nonlinear one due to the unknown property of the separation area(s) [35, 37, 48]. This asymmetric response of elastic foundation to tension and compression will be included in our future study to more realistically model the track/support responses. In our model, the same k applies for both tension and compression. The tensionless foundation model is a nonlinear one due to the unknown property of the separation area(s) [35, 37, 48]. This asymmetric response of elastic foundation to tension and compression will be included in our future study to more realistically model the track/support responses.

4 Conclusion

In the problem of a moving distributed mass and load, there are two critical velocities because of the moving mass effect. Due to the presence of the distributed mass and load, the space is divided into three domains. In these three domains, there are three different waves with four different wave numbers (b_1, b_2, d_1 and d_2) and two different exponents (a and c), which determine the wave shapes. The two critical velocities determine the variation patterns of the wave numbers and exponents: the wave numbers bifurcate and the exponents rapidly approach zero at each critical velocity for the no damping case. Larger damping results in the large exponents of both a and c, which leads to the larger wave amplitude reduction both inside and outside the distributed mass area; larger damping makes some wave numbers (b_2 and d_2) larger and some (b_1 and d_1) smaller. As a result, these variation patterns of the wave numbers and exponents cause significant wave shape changes as the moving velocity varies. The moving velocity and damping play a major role in determining the symmetry/asymmetry of the wave shapes. The wave numbers and exponents are independent of the distributed mass length. The effect of the distributed mass length is to delimit a space to accommodate the waves with the given wave numbers and exponents; its major influence is on the wave shape around the center of the distributed mass and wave phase. Besides the moving velocity and damping, the distributed mass and axial load are the two other factors determining the wave numbers and exponents. A larger distributed mass reduces the lower critical velocity and thus one exponent of c, which leads to a larger wave amplitude inside the distributed mass area. Axial load changes the two critical velocities at the same time: tension increases both and compression reduces both. Compared with the moving concentrated load problem, there is no “resonance” of the wave amplitude response to the moving velocity in the moving distributed mass and load problem.
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The complex roots are also assumed to have the following forms of the real and imaginary parts \[12\]
\[
\begin{align*}
m_1 &= a + ib_1, \\
m_2 &= a - ib_1, \\
m_3 &= -a + ib_2, \\
m_4 &= -a - ib_2,
\end{align*}
\]
and
\[
\begin{align*}
n_1 &= c + id_1, \\
n_2 &= c - id_1, \\
n_3 &= -c + id_2, \\
n_4 &= -c - id_2.
\end{align*}
\]
Notice that the types of \(m_3 = a + ib_2, m_4 = a - ib_2\) terms were made in the Kenney’s paper \[12\]. By substituting eqs. \(4\) and \(5\) into eq. \(3\), the following equations are derived:
\[
\begin{align*}
m^4 + (-2a^2 + b_1^2 + b_2^2)m^2 - 2a(b_1^2 - b_2^2)m \\
+ (a^2 + b_1^2)(a^2 + b_2^2) &= 0, \quad \xi < -\frac{L}{2} \text{ or } \xi > \frac{L}{2}, \\
n^4 + (-2c^2 + d_1^2 + d_2^2)n^2 - 2c(d_1^2 - d_2^2)n \\
+ (c^2 + d_1^2)(c^2 + d_2^2) &= 0, \quad -\frac{L}{2} \leq \xi \leq \frac{L}{2}.
\end{align*}
\]
By comparing the two equation sets of eqs. \(2\) and \(6\), the following equation sets are obtained
\[
\begin{align*}
-2a^2 + b_1^2 + b_2^2 &= 4(\phi - \theta^2), \\
-2a(b_1^2 - b_2^2) &= -8\theta\beta, \\
(a^2 + b_1^2)(a^2 + b_2^2) &= 4, \\
-2c^2 + d_1^2 + d_2^2 &= 4(\phi + (1 + \alpha)\theta^2), \\
-2c(d_1^2 - d_2^2) &= -8\theta\beta, \\
(c^2 + d_1^2)(c^2 + d_2^2) &= 4.
\end{align*}
\]
From the first two equations of eqs. \(7\) and \(8\), the following equation sets are derived
\[
\begin{align*}
b_1^2 &= 2(\phi + \theta^2) + a^2 - 2\frac{\theta\beta}{\alpha}, \\
b_2^2 &= 2(\phi + \theta^2) + a^2 + 2\frac{\theta\beta}{\alpha}, \\
d_1^2 &= 2[(\phi + (1 + \alpha)\theta^2)] + c^2 - 2\frac{\theta\beta}{c}, \\
d_2^2 &= 2[(\phi + (1 + \alpha)\theta^2)] + c^2 + 2\frac{\theta\beta}{c}.
\end{align*}
\]
The following two equations are obtained by substituting eqs. \(9\) and \(10\) into the third equations of eqs. \(7\) and \(8\), respectively
\[
\begin{align*}
a^6 + 2(\phi + \theta^2)a^4 + [(\phi + \theta^2)^2 - 1]a^2 - \theta^2\beta^2 &= 0,
\end{align*}
\]
\[ e^2 + 2[(\phi + (1 + \alpha)\theta^2)]e^4 + \left(\left[\phi + (1 + \alpha)\theta^2\right]^2 - 1\right)e^2 - \theta^2 \beta^2 = 0. \]  
(a12)

The above two sextic equations can be transformed into two cubic equations by simply letting \( \delta = a^2 \) and \( \psi = e^2 \)
\[ \delta^3 + 2(\phi + \theta^2)\delta^2 + \left(\left[\phi + \theta^2\right]^2 - 1\right)\delta - \theta^2 \beta^2 = 0, \]  
(a13)
\[ \psi^3 + 2[(\phi + (1 + \alpha)\theta^2)]\psi^2 + \left(\left[\phi + (1 + \alpha)\theta^2\right]^2 - 1\right)\psi - \theta^2 \beta^2 = 0. \]  
(a14)

Mathematically, the cubic equations of eqs. (a13) and (a14) are the mechanism for the wavenumber bifurcations as presented in Figures 9, 10 and 13. It is noteworthy and interesting to mention that the large deflection of a structure also induces this cubic nonlinearity [49], which is responsible for the pitchfork bifurcation in the post-buckling analysis. Eq. (10), as a whole, is nonlinear though it consists of two linear governing equations for three domains. The same very cases are also encountered in the problems of the beam bending on a tensionless [35, 37] or a bilinear foundation [48].

The above two cubic equations of eqs. (a13) and (a14) can be further transformed into the following reduced forms [50]:
\[ \Delta^3 + p_1 \Delta + q_1 = 0, \]  
(a15)
\[ \Psi^3 + p_2 \Psi + q_2 = 0. \]  
(a16)

Here \( \Delta = \delta + a_1/3, \) \( p_1 = -a_1^2/3 + b_1, \) \( q_1 = 2(a_1^3/3)^3 - a_1 b_1/3 + c_1 \) and \( \Psi = \psi + a_1/3, \) \( p_2 = -a_2^2/3 + b_2, \) \( q_2 = 2(a_2^3/3)^3 - a_2 b_2/3 + c_2 \) with the following definitions:
\[ a_1 = 2(\phi + \theta^2), \quad b_1 = (\phi + \theta^2)^2 - 1, \quad c_1 = -\theta^2 \beta^2; \]  
(a17)
\[ a_2 = 2[(\phi + (1 + \alpha)\theta^2)], \quad b_2 = \left[\phi + (1 + \alpha)\theta^2\right]^2 - 1, \]  
\[ c_2 = -\theta^2 \beta^2. \]

The \( Q_i \)s (\( i = 1, 2 \)) are defined as follows:
\[ Q_1 = \left(\frac{p_1}{3}\right)^3 + \left(\frac{q_1}{2}\right)^2, \quad Q_2 = \left(\frac{p_2}{3}\right)^3 + \left(\frac{q_2}{2}\right)^2. \]  
(a18)

The value of \( Q_i \) determines the three solution scenarios of the cubic equations [50]:
\[ Q_i > 0: \text{One real root, two complex conjugates.} \]
\[ Q_i = 0: \text{Three real roots, at least two are equal.} \]
\[ Q_i < 0: \text{Three real roots.} \]

In all our computation, both \( Q_1 \) and \( Q_2 \) are always negative. As the results, the three roots of eqs. (a15) and (a16) are given as follows [50]:
\[ \Delta_1 = 2\sqrt{-\frac{p_1}{3}} \cos \left(\frac{a_1}{3}\right), \]
\[ \Delta_2 = -2\sqrt{-\frac{p_1}{3}} \cos \left(\frac{a_1 + \pi}{3}\right), \]
\[ \Delta_3 = -2\sqrt{-\frac{p_1}{3}} \cos \left(\frac{a_1 - \pi}{3}\right), \]
\[ \Psi_1 = 2\sqrt{-\frac{p_2}{3}} \cos \left(\frac{a_2}{3}\right), \]
\[ \Psi_2 = -2\sqrt{-\frac{p_2}{3}} \cos \left(\frac{a_2 + \pi}{3}\right), \]
\[ \Psi_3 = -2\sqrt{-\frac{p_2}{3}} \cos \left(\frac{a_2 - \pi}{3}\right). \]

Here \( a_1 \) and \( a_2 \) are defined as the following:
\[ a_1 = \cos^{-1} \left[\frac{-q_1}{2 \sqrt{-(p_1/3)^3}}\right], \quad a_2 = \cos^{-1} \left[\frac{-q_2}{2 \sqrt{-(p_2/3)^3}}\right]. \]  
(a21)

Now the cubic equations of eqs. (a15) and (a16) are solved. Because \( a \) in eq. (a11) and \( c \) in eq. (a12) are required to be the real positive roots [12], which can only be satisfied by one of three cubic roots, \( a \) and \( c \) are given as follows:
\[ a = \sqrt{b_3} = \sqrt{\Delta_3 - \frac{a_1}{3}}, \quad c = \sqrt{\Psi_3} = \sqrt{\Psi_3 - \frac{a_2}{3}}. \]  
(a22)

With the above solutions of \( a \) and \( c \), the wave numbers of \( b_1, b_2 \) and \( d_1, d_2 \) are now solved from eqs. (a9) and (a10). Then the solutions to the homogeneous equations of eq. (a1) are also obtained. A particular solution to the second equation of eq. (10) can be easily obtained as \( Y_p = \gamma \). The solutions to eq. (10) are presented in eq. (11) by summing up both the homogeneous and particular solutions.