A Method Using CA-Based Pixel-Level Snakes for Multiple-Contour Expansion
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Abstract

One of the variations of the active-contour method, namely, multiple-contour expansion, is realized on cellular automaton (CA)-based pixel-level snakes (CA-based PLS). As for the PLS algorithm, the active contour steps to next pixel one by one. The processing speed of PLS thus depends on image size. In the case of the multiple-contour-expansion method, the contours are successively deformed, their topology is transformed, and objects are extracted from images. The advantage of this method is that the processing speed does not depend on image size. It was experimentally demonstrated that multiple contour expansion is made possible by the CA-based PLS and that the processing speed of PLS does not depend on image size.

1. Introduction

Object extraction is one of key issues concerning the discipline known as computer vision. The active contour method (or also known as the “snake” algorithm) is one of the methods for object extraction [1]. “Pixel-level snakes” (PLS) [2–5] is a kind of snake algorithm. As for PLS, the development of the active contours is governed by a balance of two forces: one from an internal energy of the active contours and one from an external potential of a processing image. This algorithm is based on cellular neural networks (CNN), and so it can be processed in parallel and implemented on parallel-processing machines. In a previous work [6], we implemented PLS on a parallel-processing machine, CAM² [7]. In spite of our effort, the processing speed of our PLS is, however, far from that required for real-time image processing.

In this study, a new approach, namely, cellular automaton (CA)-based PLS, is proposed. This CA-based approach involves a series of simple CA rules. In previous work [6], the bottleneck part in some process was the implementation of CNN on CAM². CAM² was developed as a CA-dedicated hardware engine, so CA works faster than CNN on CAM². Real-time image processing is expected to be possible by taking a CA-based approach.

Since the number of process iterations in CA-based PLS depends on image size, the processing speed of CA-based PLS also depends on image size. To eliminate this dependency, a multiple-contour expansion method is proposed here. As for this method, initial multiple contours are successively deformed, their topologies are transformed, and objects in images are extracted. The number of process iterations only depends on the number of pixels between adjacent contours. As a result, in the case of the proposed CA-based algorithm, processing speed does not depend on image size.

This paper is structured as follows. In Sec. 2., our proposed method, CA-based PLS algorithm, is proposed. The multiple-contour-expansion method is proposed in Sec. 3.. Experimental measurements of the CA-based PLS are presented in Sec. 4.. Finally, this paper is concluded in Sec. 5..
Table 1: Label assignment to CA state

| Label | Assigned state          |
|-------|-------------------------|
|       | outer cell              |
| ■     | contour cell            |
| □     | inner cell              |
| 3     | outer or contour cell   |
| 4     | outer or inner cell     |
| 5     | contour or inner cell   |
| 6     | all kinds of cell       |

takes much more time. Real-time image processing was thus not achieved by our original CNN-based PLS algorithm. From this reason, we propose a CA-based PLS algorithm for processing on CAM$^2$. The proposed CA-based PLS uses only basic operations of CAM$^2$, so it can be executed at high speed. Owing to parallel processing of CAM$^2$, all the CA rules can be processed simultaneously at all pixels. From this reason, it can be considered that the CA-based PLS is suitable for CAM$^2$.

The proposed CA-based PLS algorithm is realized by three-state CA. The three states correspond to the three types of cells, and first, second, and third states are assigned to the cells on contours, the cells in the inner region, and the cells in the outer region, respectively. The motion of a closed curve is determined at the pixel level by dominant force between two forces caused by internal energy and external potential.

The conceptual scheme of the CA-based PLS is depicted in Fig. 1. In the figure, the value of $F_{\text{int}}$ is given by CA rules. $F_{\text{int}}$ is compared with force $F_{\text{ext}}$ caused by the external potential, and if $F_{\text{int}}$ is greater than $F_{\text{ext}}$, the center cell in the figure changes into a contour cell. $F_{\text{ext}}$ was calculated by the absolute value of the gradient of the pixel value.

The CA rules for $F_{\text{int}}$ are proposed as follows. A rule that gives $F_{\text{int}}$ in the contour-expansion case is proposed. The contour-contract version of CA rules can also be realized by swapping the assignments of the outer and inner cells in the expansion’s rules.

2.1 Forces in vertical and horizontal directions

The rules of the forces by the internal energy in the vertical and horizontal directions are shown in Fig. 2 (a)–(c). In Fig. 2, the labels of the cells mean the states of the cells. The labels are assigned to the states as shown in Tab. 1. Figures 2 (a)–(c) only show the north direction, and the other directions can be obtained by rotating these rules. Figure 2 (a) shows the force caused by the membrane energy. This force represents the contractile force that resists the stretch of the contour. A weak force ($F_{\text{int}} = 1$) is assigned to this kind of force. Figures 2 (b) and (c) show the force caused by the thin plate energy, which represents the resisting force against the bending. The bending in Fig. 2 (c) is sharp, thus the force $F_{\text{int}}$ caused by (c) is stronger than one by (b).

2.2 Forces in diagonal direction

The CA rules for the force in the northwest direction is shown in Fig. 2 (d). The meanings of the labels are listed in Tab. 1. The forces of the other diagonal direction can be obtained by rotating this rule. This force is caused by the membrane energy.

2.3 Thinning rule

When the contour evolves by the forces, the line width of the contour increases. The unnecessary contour must be removed to keep the line thin. A thinning rule is shown in Fig. 3. As shown in the figure, the contour cell that is not next to the inner cell transits to the outer cell.

2.4 Connectivity rule

In the process of PLS algorithm, continuity of the contour pixels must be guaranteed. For this purpose, if a discontinuous point is encountered, the algorithm has to modify it to maintain the connectivity of the contour. The rule for connectivity is shown in Fig. 4. This rule states that if an outer cell is next to an inner cell in the horizontal or vertical direction, that outer cell is replaced with a contour cell.
3. Multiple-Contour-Expansion Method

The proposed multiple-contour-expansion method is described as follows. The processing speed of CA-based PLS depends on image size. The multiple contour expansion method eliminates this dependency and realizes high-speed image processing.

As mentioned in the previous section, CA-based PLS is suitable for CAM². However, its application still faces some problems that must be overcome before real-time processing is possible. One problem is speeding up processing for large-scale images. When a single initial active contour starts from a size that is too small compared with the size of the object, the transverse distance of the active contour becomes too long. An active contour shifts by only one pixel in every CA process. So, in this case, extraction of object contours takes much time. Large-scale images have many more pixels, so the speed of this one-pixel-by-one-pixel algorithm depends on image size.

To eliminate this image-size dependency, the multiple-contour-expansion method is proposed. In the case of this method, multiple contours are placed in an initial condition and then expanded. When the active contour collides with the adjacent contours, these contours are merged into one, and their topologies are transformed. The conceptual scheme of this topology transformation is depicted in Fig. 5.

Figure 5 shows two contours collide. The contour cells are not next to inner cells at the collision point. The thinning rule is applied to these cells, and they change into outer cells. After this process, these two contours are merged, and the topology is transformed.

Active contours are enlarged by the above-described contour-merging process. This enlargement process is depicted in Fig. 6, where the force from the external potential is assumed to be zero. Figure 6 (a) shows multiple active contours arranged in an array. In the first step, these active contours expand and collide with each other (Fig. 6 (b)). In the second step, the topology transformation takes place, and multiple active contours are merged into one large active contour. If multiple active contours are arranged in the object contour, the merged active contour is effectively enlarged in a few steps. So the enlargement with the contour-merging process is not a one-pixel-by-one-pixel process.

The computational effort required by the multiple-contour-expansion method is equal to that required in the single-contour case, because, in the cases of both methods, the same CA rules are applied. Owing to parallelism of CAM², all CA rules are simultaneously processed at all pixels. For these two reasons, namely, being the CA-based PLS algorithm is not a one-pixel-by-one-pixel process and parallelism of CAM², the number of process iterations does not depend on the size of processing images.

The procedure of the multiple-contour-expansion method is explained hereafter. Multiple contours are installed in an array in the initial state. If the initial active contour is located on the object contour, the final contour is broken at this point. The object contour has a large gradient in pixel brightness. Therefore, the initial contour is not located at such points. The rules proposed in the previous section are applied to these multiple contours. Multiple contours repeat expansion and topology transformations, and the active contours terminate at object edges.

4. Experiments

The results of experiments on multiple-contour expansion are shown in Fig. 7. In Fig. 7, the objects are extracted. According to Figure 7, the proposed multiple-contour-expansion method performs topological transformation well. That is, our CA rules work correctly.

The image-size dependency of the multiple-contour-
expansion algorithm was investigated as follows. The processing speeds of the conventional method, that is, a single-contour contract method, and the multiple-contour-expansion method are compared below.

The number of the process iterations required by both methods is shown in Fig. 8. The image with a size of is 640 × 480 is the original. The images with sizes of 480 × 360 or 960 × 720 are obtained by shrinkage or enlargement of the original image, respectively, in Fig. 8. According to this figure, the processing speed of the single-contour-contract method depends on the image size; on the other hand, that of the multiple-contour-expansion method does not depend on image size.

In the case of single-contour contraction, many more pixels exist between the active contour and the object edge. That results in many more iterations of the algorithm. In contrast, in the case of multiple-contour expansion, the number of iterations depends on the number of pixels between two adjacent active contours, so the image-size dependency disappears.

5. Conclusion

A multiple-contour-expansion method with CA-based PLS was proposed. The results of an experiment on multiple-contour expansion show the CA-based PLS correctly extracts an object and maintains contour topology. The processing speed of CA-based PLS does not depend on number of contours. The efficiency of the multiple-contour-expansion method is expected to increase when much smaller contours are started with, so the proposed method increases the processing speed of object extraction. In the next step of this study, this method will be applied to many more images in order to check its robustness. Moreover, the method should be compared with the original version of PLS from the viewpoints of extraction performance and processing speed. In addition, the method must be implemented on CAM$^2$ as future work. Only then we will be able to evaluate the possibility of real-time image processing.
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