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A Control Architecture with Online Predictive Planning for Position and Torque Controlled Walking of Humanoid Robots
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Abstract—A common approach to the generation of walking patterns for humanoid robots consists in adopting a layered control architecture. This paper proposes an architecture composed of three nested control loops. The outer loop exploits a robot kinematic model to plan the footstep positions. In the mid layer, a predictive controller generates a Center of Mass trajectory according to the well-known table-cart model. Through a whole-body inverse kinematics algorithm, we can define joint references for position controlled walking. The outcomes of these two loops are then interpreted as inputs of a stack-of-task QP-based torque controller, which represents the inner loop of the presented control architecture. This resulting architecture allows the robot to walk also in torque control, guaranteeing higher level of compliance. Real world experiments have been carried on the humanoid robot iCub.

I. INTRODUCTION

Despite decades of research in the subject, robust bipedal locomotion of humanoid robots is still a challenge for the Robotics community. The unpredictability of the terrain, the nonlinearity of the robot-environment models, and the low efficiency of the robot actuators - that are a far cry from the human musculoskeletal system - are only a few complexities that render robot bipedal locomotion an active research domain. In this context, feedback control algorithms for robust bipedal locomotion are of primary importance. This paper contributes towards this direction by presenting an on-line predictive kinematic planner for foot-step positioning and center-of-mass (CoM) trajectories. This planner is also integrated with a stack-of-task torque controller, which ensures a degree of robot compliance and further increases the overall system robustness to external perturbations.

A recent approach for bipedal locomotion control that became popular during the DARPA Robotics Challenge [1] consists in defining a hierarchical control architecture. Each layer of this architecture receives inputs from the robot and its surrounding environment, and provides references to the the layer below. The lower the layer, the shorter the time horizon that is used to evaluate the outputs. Also, lower layers usually employ more complex models to evaluate the outputs, but the shorter time horizon often results in faster computations for obtaining these outputs.

From higher to lower layers, trajectory optimization for foot-step planning, receding horizon control (RHC), and whole-body quadratic programming control represent a common stratification of the control architecture for bipedal locomotion control.

Trajectory optimization for foot-step planning is in charge of finding a sequence of robot footholds, which is also fundamental for maintaining the robot balance. This optimisation can be achieved by considering both kinematic and dynamic robot models [2], [3], [4], and with different optimisation techniques, such as the Mixed Integer Programming [5]. The robust-and-repeatable application of these sophisticated techniques, however, still require time-consuming gain tuning since they usually consider complex models characterizing the hazardous environment surrounding the robot. For a certain number of applications, the terrain can be considered to be flat. In these cases, it is known that the human upper body is usually kept tangent to the walking path [6], [7] all the more so because stepping aside, i.e. perpendicular to the path, is energetically inefficient [8]. All these considerations suggest to use a simple kinematic model to generate the walking trajectories: the unicycle model (see, e.g., [9]). This model can be used to plan footsteps in a corridor with turns and junctions using cameras [10], or to perform evasive robot motions [11]. In all these cases, however, the robot velocity is kept to a constant value.

Receding horizon control (RHC), also referred to as Model Predictive Control (MPC) [12], is often in charge of finding feasible trajectories for the robot center of mass along the walking path. The computational burden to find feasibility regions, however, usually calls for using simplified models to characterise the robot dynamics. The Linear Inverted Pendulum [13] and the Capture Point [14] models represent two widespread simplified robot models. These simplified linear models have allowed on-line RHC, also providing references for the footstep locations [15], [16], [17].

Whole-body quadratic-programming (QP) controllers are instantaneous algorithms that usually find (desired) joint torques and contact forces achieving some desired robot accelerations. In this framework, the generated joint-torques and contact forces can satisfy inequality constraints, which allow to meet friction constraints. The desired accelerations, that QP controllers track, shall ensure the stabilisation of reference positions coming from the RHC layer. Although the reference positions may be stabilised by a joint-position control loop, joint-torque based controllers have shown to ensure a degree of compliance, which also allows safe inter-
actions with the environment [18], [19]. From the modeling point of view, full-body floating-base models are usually employed in QP controllers. These controllers are often composed of several tasks, organised with strict or weighted hierarchies [20], [21], [22], [23], [24].

This paper presents a reactive control architecture for bipedal robot locomotion, namely, the entire architecture uses on-line feedback from the robot and user-desired quantities. This architecture implements the above three layers, and can be launched on both position and torque controlled robots.

The trajectory optimization for foot-step planning is achieved by a planning module that uses a simplified kinematic robot model, namely, the unicycle model. Feet positions are updated depending on the robot state and on a desired direction coming from a joystick, which gives a human user teleoperating the robot the possibility of defining desired walking paths. Differently from [10], we do not fix the robot velocity. Compared to [15], [16], [17], we do not assume the robot to be always in single support. As a consequence, the robot avoids to step in place continuously if the desired robot position does not change, or changes slowly. Another drawback of these approaches is that feet rotations are planned separately from linear positions, and this drawback is overcome by our approach.

Once footsteps are defined, a receding horizon control (RHC) module generates kinematically feasible trajectories for the robot center of mass and joint trajectories by using the LIP model [25] and whole-body inverse kinematics. Hence, we separate the generation of footsteps from the computation of feasible CoM trajectories. The implemented RHC module runs at a frequency of 100 Hz.

The CoM and feet trajectories generated by the RHC module are then streamed as desired values to either a whole-body quadratic-programming (QP) controller running at 100 Hz. This latter controller generates desired joint torques, ensuring a degree of robustness and robot compliance. The desired joint torques are then stabilised by a low-level joint torque controller running at 1 kHz. Experimental validations of the proposed approach are carried out on the iCub humanoid robot [26], with both position and joint torque control experiments.

In light of the above, this paper presents a torque-control, on-line RHC architecture for bipedal robot locomotion.

II. BACKGROUND

A. Notation

In this paper we are going to use the following notation:

- The $i_{th}$ component of a vector $x$ is denoted as $x_i$.
- $\mathcal{I}$ is a fixed inertial frame with respect to (w.r.t) which the robot’s absolute pose is measured.
- $e_1 := (1, 0)\T$ and $e_2 := (0, 1)\T$ denote the canonical basis vectors of $\mathbb{R}^2$.
- $R_2(\theta) \in SO(2)$ is the rotation matrix of an angle $\theta \in \mathbb{R}$; $S_2 = R_2(\pi/2)$ is the unitary skew-symmetric matrix.
- given a function of time $f(t)$ the dot notation denotes the time derivative, i.e. $\dot{f} := \frac{df}{dt}$. Higher order derivatives are denoted with a corresponding amount of dots.

\[ \mathbb{I}_n \in \mathbb{R}^{n \times n} \text{ denotes the identity matrix of dimension } n. \]
\[ S(\cdot) \text{ is the skew-symmetric operation associated with the cross product in } \mathbb{R}^3. \]
\[ \langle \cdot \rangle^T \text{ is the inverse of the } S(\cdot) \text{ operation.} \]
\[ \| v \| \text{ is denoted by } \| v \|. \]
\[ A_R B \in SO(3) \text{ and } A_T B \in SE(3) \text{ denote the rotation and transformation matrices which transform a vector expressed in the } B \text{ frame into a vector expressed in the } A \text{ frame.} \]

B. The unicycle model

The unicycle model, represented in Fig. 1 is described by the following model equations [27]:

\[ \dot{x} = v R_2(\theta)e_1, \quad (1a) \]
\[ \dot{\theta} = \omega, \quad (1b) \]

with $v \in \mathbb{R}$ and $\omega \in \mathbb{R}$ the robot’s rolling and rotational velocity, respectively. $x \in \mathbb{R}^2$ is the unicycle position in the inertial frame $\mathcal{I}$, while $\theta \in \mathbb{R}$ represents the angle around the z-axis of $\mathcal{I}$ which aligns the inertial reference frame with a unicycle fixed frame. The variables $v$ and $\omega$ are considered as kinematic control inputs.

A reasonable control objective for this kind of model is to asymptotically stabilize the point $F$ about a desired point $F^*$ whose position is defined as $x_F^*$. For this purpose, define the error $\hat{x}$ as

\[ \hat{x} := x_F - x_F^*. \quad (2) \]

so that the control objective is equivalent to the asymptotic stabilization of $\hat{x}$ to zero. Since

\[ x_F = x + R_2(\theta)d, \]
then by differentiation it yields

\[ \dot{x}_F = \dot{x} + \omega R_2(\theta)S_2d. \quad (3) \]

Eq. (3) describes the output dynamics. Substituting Eq. (1) into Eq. (3), we can rewrite the output dynamics as:

\[ \dot{x}_F = B(\theta)u, \quad (4) \]
where $u = [v ~ \omega]$ is the vector of control inputs. It is easy to show that $\det B(\theta) = d_1$, which means that when the control point $F$ is not located on the wheels' axis, its stabilization to an arbitrary reference position $F^*$ can be achieved by the use of simple feedback laws. For example, if we define

$$u = B(\theta)^{-1}(\dot{x}_F^* - K \ddot{x})$$  \hspace{1cm} (5)

with $K$ a positive definite matrix, then we have

$$\dot{x} = -K \ddot{x}.$$  \hspace{1cm} (6)

Thus, the origin of the error dynamics is an asymptotically stable equilibrium. Notice that this control law is not defined when $d_1 = 0$.

**C. Zero Moment Point Preview Control**

The MPC controller implemented in this work has been derived from the Zero Moment Point (ZMP) preview control described in [25]. This algorithm adopts a simplified model, viz. the cart-cart model, based on the Linear Inverted Pendulum (LIP) approximate model. The humanoid model is assimilated to an inverted pendulum that is linearised around the vertical position. The ZMP can be related to the CoM position and acceleration by the following equation:

$$x_{ZMP} = P_{2D} x_{CoM} - \frac{x_{CoM}z}{g} P_{2D} \ddot{x}_{CoM}$$  \hspace{1cm} (7)

where $g$ is the gravitational constant, $x_{ZMP} \in \mathbb{R}^2$ denotes the Zero Moment Point (ZMP) [28] coordinate, while $x_{CoM} \in \mathbb{R}^3$ is the center of mass 3D coordinate, $x_{CoM,z}$, i.e. the CoM height, is assumed constant and $P_{2D}$ is the matrix projecting the CoM on the 2D plane, i.e. it considers only the $x$ and $y$ coordinates of the center of mass.

Assuming to have a desired ZMP trajectory $x_{ZMP}^*(t)$, we want to track this signal at every time instant. One possibility is to consider the ZMP as an output of following the dynamical system:

$$\dot{\chi} = A_{ZMP} \chi + B_{ZMP} u, \hspace{0.5cm} y = C_{ZMP} \chi$$  \hspace{1cm} (8)

where the new state variable $\chi$ and control $u$ are defined as

$$\chi := \begin{bmatrix} x_{CoM,x,y} \\ \dot{x}_{CoM,x,y} \\ \dot{x}_{CoM,z} \\ \end{bmatrix} \in \mathbb{R}^6, \hspace{0.5cm} u := \begin{bmatrix} x_{CoM,z} \\ \dot{x}_{CoM,z} \\ \end{bmatrix} \in \mathbb{R}^2.$$  \hspace{1cm} (9)

The system matrices are defined as the following:

$$A_{ZMP} = \begin{bmatrix} 0_{2 \times 2} & 1_2 & 0_{2 \times 2} \\ 0_{2 \times 2} & 0_{2 \times 2} & 2_2 \\ 0_{2 \times 2} & 0_{2 \times 2} & 0_{2 \times 2} \\ \end{bmatrix}, \hspace{1cm} B_{ZMP} = \begin{bmatrix} 0_{4 \times 2} \\ 0_{2 \times 2} \\ 0_{2 \times 2} \\ \end{bmatrix}$$  \hspace{1cm} (10)

$$C_{ZMP} = \begin{bmatrix} 1_2 & 0_{2 \times 2} & -\frac{c_{mas}}{g} \end{bmatrix}.$$  

Defining a cost function $J$

$$J = \int_0^T \|x_{ZMP}\|^2_Q + \|u\|^2_R d\tau.$$  \hspace{1cm} (11)

where $Q$ and $R$ are two weight matrices of suitable dimension. $J$ penalizes the output tracking error plus a regularization term on the effort. In order to minimize $J$ given Eq. (8) we can implement a Linear Quadratic controller. This simple controller allows to track a desired ZMP trajectory.

**D. System Modeling**

The full model of a humanoid robot is composed of $n + 1$ rigid bodies, called links, connected by $n$ joints with one degree of freedom each. We also assume that none of the links has an a priori constant pose with respect to an inertial frame, i.e. the system is free floating.

The robot configuration space can then be characterized by the position and the orientation of a frame attached to a robot’s link, called base frame $B$, and the joint configurations. Thus, the robot configuration space is the group $Q = \mathbb{R}^3 \times SO(3) \times \mathbb{R}^n$. An element $q \in Q$ can be defined as the following triplet: $q = (t_B, \xi_B, s)$ where $t_B \in \mathbb{R}^3$ denotes the position of the base frame with respect to the inertial frame, $\xi_B \in \mathbb{R}^{3 \times 3}$ is a rotation matrix representing the orientation of the base frame, and $s \in \mathbb{R}^n$ is the joint configuration.

The velocity of the multi-body system can be characterized by the algebra $\mathcal{V}$ of $Q$ defined by: $\mathcal{V} = \mathbb{R}^3 \times \mathbb{R}^3 \times \mathbb{R}^n$. An element of $\mathcal{V}$ is then a triplet $\nu = (v_B, \omega_B, \dot{s}) = (v_B, \dot{s})$, where $\omega_B$ is the angular velocity of the base frame expressed w.r.t. the inertial frame, i.e. $\xi_B = S(\omega_B)^2 \xi_B$. A more detailed description of the floating base model is provided in [29].

We also assume that the robot is interacting with the environment exchanging $n_c$ distinct wrenches. The application of the Euler-Poincaré formalism [30, Ch. 13.5]:

$$M(q) \ddot{\nu} + C(q, \nu) \nu + G(q) = B \tau + \sum_{k=1}^{n_c} J_{c_k} f_k$$  \hspace{1cm} (12)

where $M \in \mathbb{R}^{n+n+6 \times n+n+6}$ is the mass matrix, $C \in \mathbb{R}^{(n+6) \times (n+6)}$ accounts for Coriolis and centrifugal effects, $G \in \mathbb{R}^{n+6}$ is the gravity term, $B \in \mathbb{R}^{(n+6) \times (n+6)}$ is a selector matrix, $\tau \in \mathbb{R}^n$ is a vector representing the internal actuation torques, and $f_k \in \mathbb{R}^6$ denotes the $k$-th external wrench applied by the environment on the robot. The Jacobian $J_{c_k} = \left[ J_{c_k}(q) \right]$ is the map between the robot’s velocity $\nu$ and the linear and angular velocity at the $k$-th contact link.

Lastly, it is assumed that a set of holonomic constraints acts on System (12). These holonomic constraints are of the form $c(q) = 0$, and may represent, for instance, a frame having a constant pose w.r.t. the inertial frame. In the case this frame corresponds to the location at which a rigid contact occurs on a link, we represent the holonomic constraint as $J_{c_k}(q) \nu = 0$.

Hence, the holonomic constraints associated with all the rigid contacts can be represented as

$$J(q) \nu = \begin{bmatrix} J_{c_1}(q) \\ \vdots \\ J_{c_{n_c}}(q) \end{bmatrix} \nu = [J_b ~ J_j] \nu = J_b v_B + J_j s = 0.$$  \hspace{1cm} (13)

with $J_b \in \mathbb{R}^{n_c \times 6}$, $J_j \in \mathbb{R}^{6n_c \times n}$. The base frame velocity is denoted by $v_B \in \mathbb{R}^6$.

1As an abuse of notation, we define as wrench a quantity that is not the dual of a twist, but a 6D force/momentum vector.
III. ARCHITECTURE

In this section we summarise the components constituting the presented architecture, namely:

- the footstep planner,
- the RH controller,
- the stack-of-task-balancing controller.

A. The Footstep Planner

Consider the unicycle model presented in Section II-B. Assuming to know the reference trajectory for point \( F \) up to time \( T \), we can integrate the closed-loop system described in Section II-B to obtain the trajectory spanned by the unicycle.

The next step consists in discretizing the unicycle trajectories by the set of discretization points taken from the original trajectory. Given a discrete instant \( k \in \mathbb{N} \), we can define \( x_k = x(kdt) \) as the position of the unicycle at instant \( k \), while \( \theta_k = \theta(kdt) \) is its orientation along the \( z \)-axis. We can use the discretized trajectories to reconstruct the desired position of the left and right foot, \( x^l_k \) and \( x^r_k \), using the following relations:

\[
\begin{align*}
    x^l_k &= x_k + R_2(\theta_k) \begin{bmatrix} 0 \\ m \end{bmatrix}, \\
    x^r_k &= x_k + R_2(\theta_k) \begin{bmatrix} 0 \\ -m \end{bmatrix}
\end{align*}
\]

Another constraint is the relative rotation of the two feet. In particular the absolute value of \( \theta \) must be lower than \( \theta_{\text{max}} \).

A step contains two phases: double support and single support. During double support, both robot feet are on ground and depending on the foot, we can distinguish two different states: switch-in if the foot is being loaded, switch-out otherwise. In single support instead, a foot is in a swing state if it is moving, stance otherwise. The instant in which a foot lands on the ground is called impact time, \( t^{\text{imp}}_k \). After this event, the foot will experience the following sequence of states: switch-in \( \rightarrow \) stance \( \rightarrow \) switch-out \( \rightarrow \) swing. This sequence is terminated by another impact time. At the beginning of the switch-out phase, the other foot has landed on the ground with an impact time \( t^{\text{imp}}_k \). The step duration, \( \Delta_t \), is then defined as:

\[
\Delta_t = t^{\text{imp}}_k - t^{\text{imp}}_k.
\]

We define additional quantities relating the two feet when in double support (\( ds \)):

- the orientation difference when in double support \( \Delta_\theta = |\theta^l_{ds} - \theta^r_{ds}| \).
- The feet distance \( \Delta_x = ||x^l_{ds} - x^r_{ds}|| \).
- The position of the left foot expressed on the frame rigidly attached to the right foot, \( rP_1 \).

These quantities will be used to determine the foot trajectories starting from the unicycle ones.

Given the discretized unicycle trajectories, a possible policy consists in fixing the duration of a step, namely \( \Delta_t = \text{const} \), or in fixing its length, i.e. setting \( \Delta_x \) to a constant. Both these two strategies are not desirable. In the former case the robot will always take (eventually) very short steps at maximum speed. In the latter, if the unicycle is advancing slowly (because of slow moving references), the robot will take steps always at maximum length sacrificing the walking speed. In view of these considerations, we would like the planner to modify step length and speed depending on the reference trajectory. Since we would like to avoid fixing any variable, it is necessary to define a cost function. It is composed of two parts. The first part weights the squared inverse of \( \Delta_t \), thus penalizing fast steps, while the second penalize the squared 2-norm of \( \Delta_x \), avoiding to take long steps. Thus, the cost function \( \phi \) can be written as:

\[
\phi = k_t \frac{1}{\Delta_t^2} + k_x ||\Delta_x||^2,
\]

where \( k_t \) and \( k_x \) are two positive numbers. Depending on their ratio, the robot will take long-and-slow or short-and-fast steps. Notice that \( \phi \) is not defined when \( \Delta_x = 0 \), but the robot would not be able to take steps so fast. Thus, we need to bound \( \Delta_t \):

\[
t_{\text{min}} \leq \Delta_t \leq t_{\text{max}}
\]

where the upper bound avoids a step to be too slow.

Regarding \( \Delta_x \) it needs to be lower than an upper-bound \( d_{\text{max}} \), bounding the swinging foot into a circular area drawn around the stance foot with radius \( d_{\text{max}} \). Another constraint to be considered is the relative rotation of the two feet. Indeed, it corresponds to the width of the step. By applying a lower-bound \( w_{\text{min}} \) on it, we avoid the left foot to be on the right of the other foot.

Finally we can write the constraints defined above, together with \( \phi \), as an optimization problem:

\[
\begin{align*}
    \text{minimize} & \quad K_t \frac{1}{\Delta_t^2} + K_x ||\Delta_x||^2 \\
    \text{s.t.} & \quad t_{\text{min}} \leq \Delta_t \leq t_{\text{max}} \tag{17a} \\
    & \quad \Delta_x \leq \Delta_{\text{max}} \tag{17b} \\
    & \quad |\Delta_{\theta}| \leq \theta_{\text{max}} \tag{17c} \\
    & \quad w_{\text{min}} \leq rP_{t,y} \tag{17d}
\end{align*}
\]

The decision variables are the impact times. If we select an instant \( k \) to be the impact time for a foot, then we can obtain the corresponding foot position and orientation using Eq. (14) and Eq. (15).

The solution of the optimization problem is obtained through a simple iterative algorithm. The initialization can be done by using the measured position of the feet. Starting from this configuration we can integrate the unicycle trajectories assuming to know the reference trajectories. Once we discretize them, we can iterate over \( k \) until we find a set of points which satisfy the conditions defined above. Among the remaining points we can evaluate \( \phi \) to find our optimum.

Once we planned footsteps for the full time horizon, we can proceed in interpolating the feet trajectories and other relevant quantities for the walking motion, e.g. the Zero Moment Point [28].
While walking, references may change and it is not desirable to wait the end of the planned trajectories before changing them. Thus the idea is to “merge” two trajectories instead of serializing them. When generating a new trajectory, the robot is supposed to be standing on two feet and the first switch needs to last half of its normal time. In view of these considerations, the middle instant of the double support phase is a particularly suitable point to merge two trajectories. The choice of this point eases the merging process since the feet are not supposed to move in that instant, hence the initialization of these trajectories does not need to know their initial desired velocity and/or acceleration. Notice that there may be different merge points along the trajectories, depending on the number of (full) double support phases. Two trivial merge points are the very first instant of the trajectories themselves and the final point (serialization case).

This method can be assimilated to the Receding Horizon Principle [31]. In fact, we plan trajectories for an horizon $T$ but only a portion of them will be actually used, namely the first generated step. This simple strategy allows us to change the unicycle reference trajectory on-line (through the use of a joystick for example) directly affecting the robot motion. In addition, we could correct the new trajectories with the actual position of the feet. This is particularly suitable when the foot placement is not perfect, as in torque-controlled walking.

### B. The Receding Horizon Controller

The receding horizon controller used in our architecture inherits from the basic formulation described in Sec. II-C. Nevertheless, differently from [25], we have added time-varying constraints to bound the ZMP inside the convex hull given by the supporting foot or feet. In this way we increase the robustness of the controller, avoiding overshoots that may cause the robot to tip around one of the foot edges. These constraints are modeled as linear inequalities acting on the state variables, i.e.

$$ Z(t)\chi - z(t) \leq 0. \tag{18} $$

Note that the constraint matrix and vector do depend on the time. In particular, we can exploit the knowledge on the desired feet positions to constraint the ZMP throughout the whole horizon, while retaining linearity.

To summarize, the full optimal control problem can be represented by the following minimisation problem:

$$ \min_{\chi,u} \int_{t_0}^{t_f} \|x^e_{\text{ZMP}} - C_{\text{ZMP}} \chi\|_Q^2 + \|u\|_R^2 \, dt. $$

s.t. $\dot{\chi} = A\chi + Bu, \quad \forall t \in [t_0, t_f]$

$$ Z(t)\chi - z(t) \leq 0 $$

$$ \chi(0) = \bar{\chi}. \tag{19} $$

The problem in Eq. (19) is solved at each control sampling time by means of a Direct Multiple Shooting method [32], [33]. This choice has been driven by the necessity of formulating state constraints, Eq. (15), throughout the whole horizon.

Applying the Receding Horizon Principle, only the first output of the MPC controller is used. Since the control input is the CoM jerk, we integrate it in order to obtain a desired CoM velocity and position. The latter is also sent to the inverse kinematics (IK) library [34, InverseKinematics sub-library], together with the desired feet positions to retrieve the desired joints coordinates. Both the MPC an the IK modules are implemented using IPOpt [35].

### C. The Stack of Tasks Balancing Controller

The balancing controller has as objective the stabilization of the center of mass position, the left and right feet positions and orientations by defining joint torques. The velocities associated to these tasks are stacked together into $\Upsilon$:

$$ \Upsilon = \begin{bmatrix} \dot{p}_G^T & v_L^T & v_R^T \end{bmatrix}^T \tag{20} $$

where $\dot{p}_G \in \mathbb{R}^3$ is the linear velocity of the center of mass, frame, $v_L \in \mathbb{R}^6$ and $v_R \in \mathbb{R}^6$ are vectors of linear and angular velocities of the frames attached to the left and right feet.

Letting $J_G$, $J_L$ and $J_R$ denote respectively the Jacobians of the center of mass position, left and right foot configurations, $J_T$ can be defined as a stack of the Jacobians associated to each task:

$$ J_T = \begin{bmatrix} J_G^T & J_L^T & J_R^T \end{bmatrix}^T \tag{21} $$

Furthermore, the task velocities $\Upsilon$ can be computed from $\nu$ using $\Upsilon = J_T \nu$. By deriving this expression, the task acceleration is

$$ \dot{\Upsilon} = \dot{J}_T \nu + J_T \dot{\nu} \tag{22} $$

In view of (12) and (22), the task accelerations $\dot{\Upsilon}$ can be formulated as a function of the control input $u$ composed of joint torques $\tau$ and contact wrenches $f_k$:

$$ \dot{\Upsilon}(u) = \dot{J}_T \nu + J_T M^{-1}(B\tau + \sum_{k=1}^{n_c} J_{k}\nu_k - h). \tag{23} $$

In our formulation we want $\dot{\Upsilon}(u)$ to track a specified task acceleration $\dot{\Upsilon}^*$, namely:

$$ \dot{\Upsilon}(u) = \dot{\Upsilon}^*. \tag{24} $$

The reference accelerations $\dot{\Upsilon}^*$ are computed using a simple PD control strategy for what concerns the linear terms. In parallel, the rotational terms are obtained by adopting a PD controller on $SO(3)$ (see [36, Section 5.11.6, p.173]), thus avoiding to use a parametrization like Euler angles.

While the task defined above can be considered as high priority tasks, we may conceive other possible objectives to shape the robot motion. One example regards the torso orientation, which we would like to keep in an upright posture. Similarly to what have been done above, we have $\Upsilon = J_T \nu$ with $J_T$ the torso Jacobian. By differentiation we would obtain a result similar to Eq. (23). Since this task is considered as low priority, we are interested in minimizing...
the squared Euclidean distance of \( \hat{T}(u) \) from a desired value \( \hat{T}^* \), i.e.

\[
\min_{\tau, f_k} \frac{1}{2} \| \hat{T}(u) - \hat{T}^* \|^2.
\]  

(25)

The reference acceleration \( \hat{T}^* \) is obtained through a PD controller on \( SO(3) \).

Finally, we also added another lower priority postural task to track joint configurations. Similarly as before, the joint accelerations \( \ddot{s}(u) \), which depends upon the control inputs through the dynamics equations Eq. (12), are kept close to a reference \( \ddot{s}^* \):

\[
\min_{\tau, f_k} \frac{1}{2} \| \ddot{s}(u) - \ddot{s}^* \|^2.
\]  

(26)

The postural desired accelerations are defined through a PD+gravity compensation control law, [23].

Considering the contact wrenches \( f_k \) as control inputs, we need to ensure their actual feasibility given the contacts. They are modeled as unilateral, with a limited friction coefficient. An additional condition regards the Center of Pressure, CoP, which needs to lie inside the contact patch. All these conditions can be grouped in a set of inequality constraints applied to the contact wrenches

\[
C f_k \leq b \quad \forall k \leq n_c.
\]  

(27)

Finally, we can group Eq.s (24–27) in the following QP formulation:

\[
\begin{align*}
\min_{\tau, f_k} & \quad \Gamma \\
\text{s.t.} : & \quad \hat{T}(u) = \hat{T}^* \\
& \quad C f_k \leq b \quad \forall k \leq n_c
\end{align*}
\]  

(28)

where \( \Gamma = \frac{1}{2} \| \dot{s}(u) - \dot{s}^* \|^2 + \frac{w_x}{2} \| \hat{T}(u) - \hat{T}^* \|^2 + \frac{w_T}{2} \| \tau \|^2 \). With respect to Eq. (25) and (26), an additional term is inserted, namely the 2-norm of the joint torques, which serves as a regularization. Among several feasible solutions, we are mostly interested in the one which requires the least effort. By changing the weights \( w \) we can tune the relative importance of each term.

Let us focus on the feet contact wrenches \( f_l \) and \( f_r \). During the switch phases we expect one of the two wrenches to vanish in order to smoothly deactivate the corresponding contact. In order to ease this process we added a cost term in \( \Gamma \), equal to \( \frac{w_f}{2} ( F_l \| f_l \| + F_r \| f_r \| ) \) where \( F_l \) (respectively \( F_r \)) is the normalized load that the right (respectively left) foot is supposed to carry. It is 1 when the corresponding foot is supposed to hold the full weight of the robot, 0 when unloaded. This information is provided by the planner described in Sec III-A. The QP problem of Eq. (28) is solved at a rate of 100Hz through qP OASES [37].

IV. EXPERIMENTS

The presented architecture is composed by three different parts. In this section, we are going to show three different experiments whose aim is to test each part in an incremental way. All the experiments have been performed on the iCub robot, controlling 23 DoFs either in position or in torque control. The complete experiments videos are available as multimedia attachments to this paper.

A. Test of the RH controller in position control

In the first experiment we used the RH module to control the robot joints in position control. As depicted in the architecture of Figure 2 the control loop is closed on the CoM position only, avoiding to stream in the controller noisy measurements like joints velocities. The desired feet trajectories \( x_{\text{feet}} \) and the desired ZMP profile \( x_{\text{ZMP}} \) are obtained by an offline planner described in [38].

Both the RHC and the IK are running on the iCub head, which is equipped with a 4\textsuperscript{th} generation Intel\textsuperscript{registered} Core i7@1.7GHz and 8GB of RAM. The whole architecture takes in average less than 8ms for a control loop.

The robot is taking steps of 14cm long in 1.25s (of which 0.65s in double support). Fig. 3 presents some snapshots of the robot while walking.

B. Adding the unicycle planner

The controller has been improved by connecting the unicycle planner, as shown in Fig 4. This allows us to adapt the robot walking direction in an online fashion. As an example, by using a joystick we can drive a reference position \( x_{\text{ref}} \) for the point \( F \) attached to the unicycle. Depending on how much we press the joypad, this point moves further away from the robot.

Using this planner, the step timings and dimensions are not fixed a priori. In this particular experiment, a single step could last between 1.3s and 5.0s, while the swing foot can land in a radius of 0.175m from the stance foot. Fig. 5 presents some snapshots of the robot while negotiating a right turn.
Inverse Robot (d) x (b) x (c)

issue are mainly related to the estimation of joint torques being, prevented to achieve higher performances. These experiments have shown some bottlenecks that, for the time of desired reference trajectories. Focusing on torque control, in case of an unforeseen disturbances.
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results are still promising. While walking, the robot is much smoother in its motion, reducing the probabilities of falling.

Even if we had to slow down a bit the walking speed, the robot is much easier to control and the balance could be maintained. During this experiment, the minimum stepping time had to be increased to 3s (the maximum is still 5s), while maintaining the same maximum step length of the previous experiment. Even if we had to slow down a bit the walking speed, the results are still promising. While walking, the robot is much smoother in its motion, reducing the probabilities of falling in case of an unforeseen disturbances.

C. Complete Architecture

Finally, we plugged also the task based balancing controller presented in Sec. [II-C]. The overall architecture is depicted in Figure 6 highlighting that the stack of task balancing controller is now in charge of sending commands to the robot. In order to draw comparisons with the first experiments, we followed again a straight trajectory. Even if the task is similar, it is necessary to use the Unicycle Planner now in order to cope with feet positioning errors (see Fig. 8). In fact, trajectories can be updated in order to take into account possible feet misplacements. Fig. 7 shows the CoM tracking capabilities of the presented balancing controller. During this experiment, the minimum stepping time had to be increased to 3s (the maximum is still 5s), while maintaining the same maximum step length of the previous experiment. Even if we had to slow down a bit the walking speed, the results are still promising. While walking, the robot is much smoother in its motion, reducing the probabilities of falling in case of an unforeseen disturbances.

V. CONCLUSIONS

This architecture is able to cope with variable walking speed and advance while turning while keeping certain degree of compliance to better adapt to the online changes of desired reference trajectories. Focusing on torque control, experiments have shown some bottlenecks that, for the time being, prevented to achieve higher performances. These issue are mainly related to the estimation of joint torques (limiting the performances of the joint torque controller) and to the floating base estimation. As a future work, we plan to increase the robustness of the architecture against these uncertainties.

Even if the results presented on this paper have to be considered as preliminary, they enlighten the flexibility properties of the proposed architecture. The result on torque control walking is promising, since its inherent compliance can increase the robustness of the walking motion, against, for example, un-modeled ground slope variations.
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