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Abstract
Drawing on ‘interpretational’ accounts of scientific representation, I argue that the use of so-called ‘toy models’ provides no particular philosophical puzzle. More specifically; I argue that once one gives up the idea that models are accurate representations of their targets only if they are appropriately similar, then simple and highly idealised models can be accurate in the same way that more complex models can be. Their differences turn on trading precision for generality, but, if they are appropriately interpreted, toy models should nevertheless be considered accurate representations. A corollary of my discussion is a novel way of thinking about idealisation more generally: idealised models may distort features of their targets, but they needn’t misrepresent them.
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1 Introduction
‘Toy models’ seem to pose a puzzle: they are ubiquitous in scientific practice, but are so different from the messy systems out there in the real world that we are ultimately interested in. How are we supposed to learn anything about complex real systems by investigating simple and highly idealised models? In this paper I argue that this only appears problematic if one thinks that accurate representations have to be, in some sense, be similar to their targets. Once this assumption is dropped, and there are good reasons to drop it, the puzzle dissolves. I argue that toy models can be understood as accurate representations in much the same way as more complex models are accurate. I further suggest that the epistemic status of toy models is better understood in terms of a trade-off between precision and generality.

In Section 2 I clarify what I mean by ‘toy model’. Following Reutlinger et al. [2017] I characterise them as models that are simple and highly idealised, yet represent actual target systems. I argue that such models should be distinguished from ‘substitute’, ‘targetless’, and ‘minimal’ models (at least in the sense of [Grüne-Yanoff, 2009]). In Section 3 I briefly present the, by now familiar, case studies utilised throughout the paper: the Lotka–Volterra model of predation; Schelling’s model of social segregation; and Akerlof’s model of information asymmetry. In Section 4 I argue, contra the likes of Giere [2004, 2010]; Mäki [2009, 2011]; and Weisberg [2013], that similarity (structural or otherwise) is not a necessary
condition on accurate representation, and briefly outline an alternative family of accounts of scientific representation that allow for accurate representation without similarity [Frigg, 2010b; Frigg and Nguyen, 2016a, 2018; Hughes, 1997; Suárez, 2004, 2015]. I illustrate this with the models presented previously. I argue that each of them licence truths about their targets, and are therefore accurate, despite their highly idealised nature. In Section 5 I argue that toy models trade precision for generality in the sense of [Levins, 1966]. They needn’t be taken to licence any falsehoods about their target systems, although they may fail to represent (but not misrepresent) certain target features and/or details. As such, their utility comes precisely from being able to accurately represent a large number of target systems. Section 6 concludes.

Before moving on, it’s worth noting that although my focus is on toy models, my arguments concern the role of idealisation in science more generally. I choose to frame the discussion in terms of toy models because they are exemplars of heavy idealisation. Thus, they provide the concrete examples with which I illustrate my claims. If preferred, this paper can be read as connecting recent debates on scientific representation with what I take to be mistaken assumptions regarding idealisation as misrepresentation. With that in mind, let’s begin.

2 Characterising ‘toy models’

Following Reutlinger et al. [2017] I take toy models to be characterised by the following three criteria, toy models are: (i) extremely simple; (ii) highly idealised; and (iii) nevertheless represent some target system(s) in the world. The Lotka–Volterra model is just a coupled pair of first-order differential equations and represent fish in the Adriatic sea (amongst others); Schelling’s model can be implemented by hand on a chequerboard, yet it represents a wide variety of segregated social systems; and Akerlof’s market for lemons was introduced as a ‘finger exercise’ [Akerlof, 1970, p. 498] and yet it offers deep insight into markets where the actors have asymmetric information. Each of these models clearly satisfy (i)-(iii).

I do not offer these conditions as sharply delineating toy models from other models used in the natural and social sciences; such a delineation would be neither accurate nor useful. Some models appear more ‘playful’ or ‘toylike’ than others, but this comes in degrees. Moreover, I take it that models can cross the boundary: they can be introduced as ‘serious’ models, and then as the science develops and they are superseded by more complex successors, reach the status of toy models introduced in university classrooms and lecture theatres. As such, criteria (i) and (ii) are supposed to capture aspects of models that come in degrees, and moreover the extent to which the conditions are met is sensitive to the context in which the models are used. From one perspective a model may appear simple and idealised, from another it may not. However, any analysis of toy models should start with paradigmatic examples, like those discussed here, since understanding how they work should shed light on the concept, even if the concept has no sharp boundary.

With this in mind we can distinguish toy models in the preceding sense from related kinds of models prevalent the philosophical literature. Models that exhibit features (i)–(iii) can be distinguished from both ‘targetless’ (or ‘substitute’) models and Grüne-Yanoff’s ‘minimal models’.

Condition (iii) clearly distinguishes toy models from ‘targetless’ [Frigg and Nguyen, 2017, p. 54] or ‘substitute’ [Mäki, 2009, p. 36] models. A model may lack a target in one of two pertinent ways. First, a model may be intended to represent some actual system, but no such system may exist. Such examples can be drawn from the history of science—for example, models of phlogiston or ether—or one might consider architectural plans of buildings that are never built as this sort of model. Alternatively, a model may not even be offered with the intention of representing any actual target system.\footnote{A complication arises here: one might think that these models do have targets, but they are non-actual [Suárez, 2004, 2015]. This is a subtle issue that I set aside here.} Examples include the likes of Fisher’s n-sex models in population biology, for n > 2 [discussed in Weisberg, 2013, Chapter 7], or Norton’s Dome in Newtonian mechanics [Norton, 2003].\footnote{Mäki [2009] also considers criticisms aimed at economic theorists who construct models without regard for anything they tell us about actual economic systems.} Such models are explicitly not directed at any (actual) target system, and thus their epistemic role should be distinguished from models involving target-directed reasoning. Models of this kind are better understood as exploring the implications and commitments of the theories in which they are embedded (which is not to say that models with targets don’t also do this). As such, whilst there may be simple highly idealised models which lack target systems—although one might ask how a model can be heavily idealised without reference to a target system to compare it to—they do not qualify as toy models for my current purposes.
It’s important to note that in characterising ‘toy models’ in this way I use the phrase differently to Frigg and Hartmann [2018, Sec. 4.2] who explicitly use it to refer to models that ‘do not perform a representational function’ but rather those whose purpose is to ‘test new theoretical tools’, and Luczak [2017] who also characterises ‘toy models’ in this way. I take it there is no important disagreement here, these authors just use the phrase ‘toy model’ in a different sense to how it is used by those investigating highly idealised simply models of actual targets (such as Reutlinger et al. [2017] and myself), and as such are simply talking about different kinds of models, whilst also using different examples. However, it is worth bearing in mind that one reason to think that a model isn’t supposed to perform a representational function is because it is so simple, so idealised, that it couldn’t possibly hope to succeed in representing its target accurately. My argument in this paper provides the resources to avoid this way of thinking (although of course I allow that there are some models that are better understood as playing a purely theoretical, non-target-directed, role, I just don’t consider them ‘toy models’ as I use the phrase here).

Secondly, toy models should be distinguished from ‘minimal models’, at least as characterised by Grüne-Yanoff [2009]. His central focus is how we can learn from scientific models, predominantly from economics, which are offered without concern as to whether they satisfy ‘world-linking’ properties such as being similar, or appropriately morphic, to their targets, or adhering to regularities about the world [Grüne-Yanoff, 2009, Section 4]. He argues that ‘if we are to learn from [such] a model […] it must (1) present a relevant possibility that (2) contradicts an impossibly hypothesis that is held with sufficiently high confidence by the potential learners’ (p. 97). Minimal models are those that are offered with the intention of meeting these conditions, despite not relating to their targets in any of the preceding world-linking ways. A central point I argue for in this paper is that toy models also allow for learning without world-linking properties (or at least world-linking properties such as similarity, structural or otherwise). And I agree that that by providing a how-possibly explanation, which is in some sense surprising in light of background beliefs, is one way that toy models inform us about their target systems. But I don’t think it’s the only way. As discussed later, the Lotka–Volterra model doesn’t contradict any impossibility thesis that is, or was, held with sufficiently high confidence by potential learners, and as such it doesn’t meet Grüne-Yanoff’s condition (2). In fact, it wasn’t even offered with the intention of meeting such a condition (given the data that were already available to Volterra when he constructed it). But we still learn from the model. Moreover, although Grüne-Yanoff doesn’t utilise this terminology, it’s plausible that all of the models I discuss in this paper go beyond how-possibly to how-actually explanations of the behaviours of target systems (more on this in subsection 4.2). As such, I think it’s beneficial to think about ‘toy models’ in a broad enough sense to capture models that do more than provide surprising how-possible explanations.5

In sum. By ‘toy models’ in this paper I mean models that are (i) highly simple; (ii) highly idealised when compared to; (iii) the (actual) target systems that they represent. Condition (iii) immediately distinguishes them from ‘targetless’ or ‘substitute’ models. And although the sorts of models discussed by Grüne-Yanoff might satisfy these conditions, I have a broader notion in mind that his ‘minimal models’, which provide how-possibly explanations contradicting a previously held impossibility hypothesis.

3 Cases

In this section I briefly outline the Lotka–Volterra model of predation [Volterra, 1926, 1928]; the Schelling model of social segregation [Schelling, 1971, 1978]; and Akerlof’s ‘market for lemons’ model of the impact asymmetric information can have on markets [Akerlof, 1970]. I should stress that these examples are well-trodden (possibly over-trodden) in the philosophical literature.7 I choose them to illustrate my claims precisely because of their familiarity, rather than to shed greater insight on the particular models themselves. Having said that, if what I argue in the Section 4 is true, I hope to provide a lens through which the beauty, and utility, of these models can be better appreciated.

---

3 Batterman and Rice [2014] also use the phrase ‘minimal model’ but in a different sense to Grüne-Yanoff. I briefly discuss their account in footnote 25.

4 Fumagalli [2016] makes a similar point about Grüne-Yanoff’s use of Schelling’s model to illustrate his claim.

5 It should be clear that my account here isn’t that toy models cannot exhibit some of the features associated with Grüne-Yanoff’s account. Rather I’m claiming that the concept ‘toy model’ shouldn’t be defined by the conditions he offers.

6 It’s worth noting that Lotka [1925] developed the model independently. For my current purposes I focus on Volterra’s presentation, but see [Knuuttila and Loettgers, 2016] for a philosophical discussion comparing their approaches.

7 For philosophical discussions of Lotka–Volterra see [Knuuttila and Loettgers, 2016; Weisberg, 2007b, 2013]; Schelling see [Mäki, 2009; Sugden, 2000]; and Akerlof see [Sugden, 2000].
3.1 Lotka–Volterra

The Lotka–Volterra model consists of the following pair of coupled differential equations:

\[
\frac{dN_1}{dt} = (\epsilon_1 - \gamma_1 N_2)N_1 \tag{1}
\]
\[
\frac{dN_2}{dt} = (\gamma_2 \gamma_1 N_1 - \epsilon_2)N_2 \tag{2}
\]

where \(t\) denotes time; \(N_1\) denotes the size of the prey population; \(N_2\) denotes the size of the predator population; \(\epsilon_1\) is a coefficient measuring the intrinsic growth rate of the prey; \(\epsilon_2\) the intrinsic death rate of the predators; \(\gamma_1\) measures how efficient the predators are at capturing prey; and \(\gamma_2\) how efficient the predators are at converting eaten prey into new predators.

Although the model contains a number of interesting features, Volterra took the following to be ‘the most interesting of all’ [1926, p. 559]:

**Law of the disturbance of the averages**: ‘If an attempt is made to destroy the individuals of the two species uniformly and in proportion to their number, the average of the number of individuals of the species that is eaten increases and that of the individuals of the species feeding upon the other diminishes’ [1928, p. 20].

This can be derived as follows. First we note that equations 1 and 2 have no stable solutions: they oscillate indefinitely. However, for fixed \(\epsilon_1, \epsilon_2, \gamma_1,\) and \(\gamma_2\) the solution where \(\frac{dN_1}{dt} = \frac{dN_2}{dt} = 0\) and where \(N_1 \neq 0\) and \(N_2 \neq 0\), corresponds to the time averaged size of \(N_1\) and \(N_2\), denoted \(\tilde{N}_1\) and \(\tilde{N}_2\), with the fixed parameter values. From this we can derive:

\[
\tilde{N}_2 = \frac{\epsilon_1}{\gamma_1} \tag{3}
\]
\[
\tilde{N}_1 = \frac{\epsilon_2}{\gamma_2 \gamma_1} \tag{4}
\]

and, comparing the ratio of \(\tilde{N}_1\) to \(\tilde{N}_2\), we note that a biocide—an ‘attempt to destroy the individuals of the two species uniformly in proportion to their number’—corresponds to a decrease in \(\epsilon_1\) (the growth rate of the prey), and an increase in \(\epsilon_2\) (the death rate of the predators). Which corresponds to an increase in the ratio of \(\tilde{N}_1\) (the time averaged size of the prey population) with respect to \(\tilde{N}_2\) (the time averaged size of the predator population), as stated by the law of the disturbance of averages.

The motivation for the model was as follows. D’Ancona, Volterra’s son-in-law, had been gathering data concerning the number of selachians (sharks), and ‘food-fish’ (shark prey) in the Italian fish markets, and asked Volterra to explain the patterns he had discovered. So Volterra’s model had a specific target: fish in the Adriatic sea in those time periods. What D’Ancona’s data showed, and Volterra’s model predicted, was that the decreased fishing during the First World War acted as a form of ‘protection’, and thus outside of the war period, where fishing acted as a biocide, there was a higher proportion of prey-fish in the fish markets [Volterra, 1926, p. 559].

So fishing, as a form of biocide, favoured the prey. This demonstrates that the Lotka–Volterra model, at least as Volterra used it, had a target system: the fish in the Adriatic sea before, during, and after, the war.\(^8\) Moreover, Volterra was aware of the statistics from the fisheries before constructing his model. As such, although a toy model, the Lotka–Volterra model does not provide a novel possibility result in the sense of [Grüne-Yanoff, 2009].\(^9\)

It should also be clear that this model (and this use in particular) is simple. The derivation of the law of the disturbance of averages does not take too much mathematical sophistication. Moreover, the model is highly idealised. As noted by Volterra the size of the model populations are measured by real, rather than integer, values; births take place continuously; and each species is taken to be homogeneous, for example ignoring variations of age and size [1928, p. 6]. Additionally, the model is stated in purely aggregate terms: no reference is made to the individual make-up of the populations, nor to the details of the physical theatre in which the predation plays out. So the Lotka–Volterra model meets conditions (i)-(iii) above.

---

\(^8\)As I discuss in Section 5, the model, even as introduced by Volterra, has a number of target systems, but this can be seen as the most pertinent one for my purposes in this section.

\(^9\)In a sense the law of the disturbance of averages is surprising, but this surprise isn’t generated by a model result. Rather, the model accounts for an already known fact.
3.2 Schelling

Schelling’s model, originally introduced in [Schelling, 1971] and further discussed in his *Micromotives and Macrobehaviour* [1978] consists of the following: an eight by eight lattice; two types elements (in Schelling’s presentation, dimes/#s, and pennies/Os); and a way of selecting squares at random. On a lattice containing #s and Os we define a dynamics: an element is ‘content’ if $\frac{3}{4}$ of the other elements in its Moore neighbourhood are of the same kind, and discontent otherwise. If an element is content then it stays where it is, otherwise it moves to one of the nearest squares that makes it content. The order of moves is not too important for the dynamics, but we can suppose that we start in the upper left of the grid, and sweep to the bottom right. Having defined the above, Schelling [1978, p. 149-150] distributes some elements across the board, leaving some squares empty. He identifies which elements are discontent and moves them. After every discontent element has been moved the process starts again. The result is that, almost irregardless of the initial distribution of #s and Os on the board and even weakening the ‘content’ requirement below $\frac{1}{3}$, once the system reaches a static state that state is highly segregated with islands of #s and Os clustered together.\(^\text{10}\)

Again the model is very simple. It can be run manually ‘by any reader with a half-hour to spare, a roll of pennies and a roll of dimes, a tabletop, a large sheet of paper, a spirit of scientific inquiry, or lacking that spirit, a fondness for games’ [Schelling, 1978, p. 147]. It also has a clear target: residential segregation according to colour in the United States.\(^\text{11}\) And with respect to that target system, the model is highly idealised: it doesn’t take into account the costs of moving; cities do not have 64 houses; whether or not an element in the model is content is defined solely in terms of the make up of its immediate neighbourhood; when moving the element moves to an empty square at random; and so on. So again, the model meets (i)-(iii) above, and is a paradigmatic example of a toy model.

3.3 Akerlof

Akerlof’s ‘market for lemons’ model introduced the concept of ‘asymmetric information’ into economic theory. The model involves two groups of traders with the following utility functions:

$$U_1 = M + \sum_{i=1}^{n} x_i,$$

$$U_2 = M + \sum_{i=1}^{n} \frac{3}{2} x_i,$$

where $M$ is the consumption of goods other than cars (whose price is assumed to be unity), $x_i$ is the quality of the $i$th car, and $n$ is the number of cars in the market. So, for any car, its monetary price is higher for members of group 2 compared to members of group 1; members of the second group would gain more utility from the car than members of the first group. These functions already introduce significant idealisations into the model. There are only two types of traders and, as Akerlof notes, that the utility functions are linear ‘allows a focus on the effects of asymmetry of information’ [1970, p. 491] without getting us ‘needlessly mired in algebraic complication’ (p. 490), and both functions are such that ‘the addition of a second car, or indeed a $k$th car adds the same amount of utility as the first’ (p. 491). Such assumptions are clearly distortions of any actual used-car market.

We assume that both groups of traders are utility maximisers, and that group 1 has $n$ cars with quality $x$ distributed uniformly between $0 \leq x \leq 2$. Akerlof assumes, given the lack of information available to the buyers, that there is a single market price $p$ for cars and that this is a function of $\mu$, the average quality of the cars (this partly encodes the asymmetric information; it’s ‘the best’ the buyer can offer given their lack of information about the quality of an individual car). From this he derives the demand and supply functions of groups 1 and 2, which can be summed to deliver the following total demand (where $Y_i$ is the income of group $i \in \{1, 2\}$):

$$D(p, \mu) = \begin{cases} (Y_1 + Y_2)p & \text{if } p < \mu, \\ Y_2/p & \text{if } \mu < p < 3\mu/2, \\ 0 & \text{if } p > 3\mu/2, \end{cases}$$

\(^{10}\)The model has been implemented in NetLogo allowing variations in the dynamics and initial conditions. See http://ccl.northwestern.edu/netlogo/models/Segregation.

\(^{11}\)As I discuss in Section 5, the model has a number of other target systems as well.
where, crucially, for every price $p$, $\mu = p/2$ (this follows from the fact that the supply function for traders of the first group is given by $S_1 = pN/2$ where $p \leq 2$, with average quality $\mu = p/2$, which encodes the fact that buyers won’t supply their cars if they are higher than average quality thus reflecting that they have information unavailable to the buyers). But this means that total demand $D(p, \mu) = 0$, which means that no trade takes place, even though at any given price (within certain limits), there are traders from group 1 who are willing to sell their car at a price which traders from group 2 are willing to pay. Akerlof goes on to show what would happen if information is asymmetric where trades do take place and a Pareto-efficient equilibrium is reached.

Again, the model is simple (recall that Akerlof introduces it as a ‘finger exercise’), and moreover has a target system. Akerlof motivates his model as follows:

‘The example of used cars captures the essence of the problem [asymmetric information]. From time to time one hears either mention of or surprise at the large price difference between new cars and those which have just left the showroom. The usual lunch table justification for this phenomenon is the pure joy of owning a “new” car. We offer a different explanation’ [1970, p. 489].

Although he immediately goes onto to introducing the model, this demonstrates that he explicitly takes his model to be directed towards actual car markets. So again, the model satisfies our conditions.

### 4 Accurate representation without similarity

The crucial claim of this section is that toy models, like the ones just outlined, can be accurate representations despite, or even in virtue of, their simple and highly idealised nature. What underpins this view is an approach to scientific representation that emphasises the way in which scientific models are interpreted as licensing inferences about their target systems. Although (proposed) similarity relations are one way that scientific models are interpreted, they are not the only way. As such, a model can licence truths, despite failing to be similar to its target in crucial respects. I first briefly recap the relevant literature on scientific representation with a particular focus on how it allows for the conceptual possibility of accurate representation without similarity. I then apply these insights to the models outlined above and preempt some objections to my account.

It’s commonplace in the literature on scientific representation to distinguish between representation simpliciter and accurate representation. The reason for this is clear: models can represent their target systems, but inaccurately. Presumably an analysis of scientific representation is supposed to cover such models, hence, representation and accurate representation should be distinguished. The idea that similarity, including at the level of shared structure, plays a constitutive role in establishing representation has faced sharp criticism [Frigg, 2006; Suárez, 2003]. For my current purposes what’s important is that in order to accommodate cases of misrepresentation in certain respects, one shouldn’t require that the model and its targets are actually similar in these respects at pain of conflating representation simpliciter with accurate representation.

At least partly in response to these criticisms, proponents of accounts involving similarity have retreated to the idea that proposed similarity relations establish scientific representation, and if those relations hold, then the representational relationship is accurate in those respects (see, for instance [Mäki, 2009, pp. 32–33, p. 41], [Giere, 2004, 2010], and [Weisberg, 2013, Chapter 8]). The underlying idea driving such accounts is that similarity, albeit caveated in certain ways by invoking pragmatic constraints and a restriction to only certain features, is, everything else equal, the way in which models accurately represent those features of their target systems.

The relevant question now, is what it means for a model and a target to be ‘similar’ with respect to some feature $r$ (where by ‘feature’ I mean the instantiation of a particular property or relation, or structural feature more generally)? Khosrowi [2018], in discussing [Weisberg, 2013] provides three possible interpretations: either the model and the target share the exact same feature; they have features that are ‘quantitatively close’ to one another; or they have features which are themselves ‘sufficiently similar’ to one another (see also [Frigg and Nguyen, 2017, p. 64]). So if a model $M$ has some feature $r$, then according to the first way of explicating similarity, in order for $M$ to accurately represent a target $T$ with respect to $r$, $T$ must itself have $r$. According to the second, $T$ must have some feature $r'$ such that

12For a short introduction see [Frigg and Nguyen, 2016b]. For a longer one see [Frigg and Nguyen, 2017].

13I take it that the view is also implicitly assumed in many discussions of highly idealised models, including Reutlinger et al. [2017]’s discussion of whether toy models satisfy what they call the ‘veridicality condition’.
that be ‘similar’ to one another). So, according to similarity-based accounts, if \( M \) has a feature \( r \), which represents some features \( r' \) of \( T \) (in virtue of a model user proposing that \( M \) and \( T \) are similar with respect to it), then for \( M \) to accurately represent \( T \) with respect to that feature, it must be the case either that \( r = r', |r - r'| < \epsilon \), or \( r \) and \( r' \) are ‘sufficiently similar’. This accounts for how we reason using models, according to the similarity-based understanding of how they represent. We observe some relevant feature of the model, and export either it, or something sufficiently like it, to the target. If they are so similar then representation is accurate in this respect and the model user has succeeded in learning about that specific feature of the target.

But from this perspective, toy models appear puzzling: given their simple and idealised nature, they are not very similar to their target systems in the sense that they do not share very many (similar) features with them. As such, they cannot be very accurate representations of those systems. But then why are they so prevalent across the natural and social sciences?

Giving up on the idea that accurate representation must involve similarity dissolves this puzzle. For the purposes of this paper we can call accounts of scientific representation that allow us to do this ‘interpretational’ accounts [cf. Nguyen, 2017, pp. 983–984]. Suárez [2004, 2015] suggests that a model represents its target only if the ‘representational force’ of the model points towards the target, and the former allows ‘competent and informed agents’ to draw inferences about the latter. Hughes [1997] argues that models denote their targets, are used to perform demonstrations, the results of which can be interpreted in terms of the denoted target system. Frigg [2010a] argues that models denote, but argues that they represent them in virtue of the existence of a ‘key’ that translates model-facts to claims to be exported to a target system. Frigg and Nguyen [2016a, 2018] build on this by arguing that the model facts to which the key applies are those that are ‘exemplified’ in the sense of [Goodman, 1976] and [Elgin, 2010, 2017]. Although there are significant differences between these accounts, for my current purposes what’s important is that they all agree that the primary purpose of scientific models—at least as they are used representationally—is to licence inferences about their targets, and the way they do this is a function on model-facts (Hughes’ demonstration, the premises of Suárez’s inferences, and the arguments of Frigg and Nguyen’s keys) combined with intentional acts of model users interpreting these facts in terms of their target systems (Hughes’ interpretations, Suárez’s inferential schema used, and Frigg and Nguyen’s keys). In the abstract such accounts propose that there are ‘interpretation functions’ associated with models, and these functions map model-facts to claims—which may be true or false, in order to accommodate misrepresentation—to be exported to their targets.

The way that the interpretational accounts go beyond those that invoke similarity should be clear: although the functions associated with models may map some feature \( r \) of a model to the same feature \( r \), or a (possibly quantitatively) ‘similar feature’ \( r' \), to be exported to the target, this isn’t required in order to set up the representational relationship, the relationship between model features and features to be exported to the target can be conventional instead. As such, the model can generate true claims about a target system, and thereby accurately represent said system, despite failing to share any relevant feature with its target, and these claims are part of the very ‘representational content’ of the model.\footnote{The above discussion has been framed in terms of what it means for a model, \( M \), to accurately represent its target, \( T \), with respect to a particular feature. In general, we can say that \( M \) accurately represents \( T \) to the degree that it accurately represents its relevant features \( r_1, \ldots, r_n \). Here which features count as relevant, and how accurate representation of one feature should be weighed against accurate representation of another, will be sensitive to the purposes and context in which a model is used. But this pragmatic element should be expected: part of what is interesting about model-based science is its contextual nature, a model which is accurate with respect to one purpose may not be accurate with respect to another [cf. Teller, 2001].}

4.1 Pictorial and cartographic representation

Now although my aim in this paper is not to defend interpretational accounts of representation—such defences can be found in the work cited previously and my task here is rather to highlight a downstream benefit of adopting them—it is worth seeing them in action in some familiar cases before applying them to toy models. To do this I follow the lead of the likes of Elgin [2010] and French [2003] by turning to an example of pictorial representation. Consider the two pictures of Barack Obama in Figures 1 and 2 [cf. Goodman, 1976, pp. 35–36]. Figure 1 is a standard monochrome picture of the former POTUS. Figure
2 has been constructed by taking Figure 1 and inverting the colours: white gets mapped to black, and visa versa, dark grey is mapped to light grey, and so on.

[Insert Figures 1,2 about here]

I take it for granted that Figure 1 is more similar to Obama himself (in the sense that it has strictly more features in common with Obama). The question then, is which image is a more accurate representation? Neither! Both images contain the exact same representational content. The interpretation function associated with Figure 1 utilises similarity relations to generate claims about Obama. For example, that a certain area of the picture is dark and a certain area light allows us to infer that Obama was wearing a dark suit and light shirt when sitting for the photograph. But the exact same claim can be generated by Figure 2, by starting with the picture-fact that an area of the photograph is light and mapping this to the claim that Obama was wearing a dark suit, and an area of the photograph is dark and mapping that to the claim that Obama was wearing a light shirt.

The sort of interpretation that we apply to the former (where colours are mapped to themselves) is more entrenched than the sort we apply to the latter once we were aware of the colour inversion. But increased entrenchment doesn’t make the representation any more accurate. As long as a viewer knows how the picture was created, and therefore utilises an inverting interpretation function when transforming picture colours to colours to be exported onto Obama, Figures 1 and 2 generate the exact same claims about the former POTUS, despite their differences with respect to how similar they are to him.

Now one might be tempted to object and say that what underpins Figure 2’s accuracy is still similarity in at least two possible senses. First, one might argue that it’s similarity with respect to some more abstract feature, a structural one for instance. The problem with this approach is that it doesn’t accommodate the particular claims that we are able to generate about the target. We take into account a particular feature of the figure — a certain area of the figure is lightly shaded — and interpret that in terms of a different feature — that a particular area of this clothing is dark — to be exported to Obama. We explicitly exploit a particular, non-structural, dissimilarity between the two, to generate the accurate, particular, and non-structural, claim. Recasting this as the exploitation of structural similarities fails to account for why both figures, suitably interpreted, represent Obama as wearing a dark suit and light shirt, rather than a light suit and dark shirt, given that there is no structural difference between the cases.

An alternative option would be to claim that Figure 2 is just as similar to Obama as Figure 1, even with respect to particular colour features, it’s just that what we compare with respect to similarity isn’t Obama and the figure itself, but Obama and the figure-under-the-interpretation-that-inverts-colour. When this is the relevant comparison the figures are indeed equally similar to Obama, precisely because the same comparison is being made in both instances. However, this sense of similarity is not the sense that is assumed by similarity-based accounts of scientific representation. The representation and the target are no longer required to share features (or have features which are sufficiently similar/close to one another). The representation is required to have a feature $r$, such that there is an interpretation function $f$ that takes $r$ to a feature $f(r)$, and it is $f(r)$ that is compared to the features of the target with respect to similarity. But then the crucial question becomes how $f$ works. Given that it is no longer required to involve any notion of similarity (recall that in the case in question it would map white-to-black and black-to-white), we return to a version of the interpretational accounts where the interpretation functions needn’t exploit similarities.

To take another example consider a map of the Earth’s surface constructed using the Mercator projection. It’s well-known that, given mathematical limitations of projections from $S^2$ to $\mathbb{R}^2$, there is no way to construct a map that preserves all metric properties of the Earth’s surface. The Mercator projection is conformal (preserves angles) but it distorts the relative size of regions (in particular, as one moves further from the equator on the North-South axis, larger and larger areas of the map represent the same sized area on the Earth’s surface). One way of thinking about how such a map represents the Earth’s surface is as follows: the map and the Earth’s surface are similar with respect to angles, but dissimilar
with respect to their area properties. On such a reading the map may be taken to accurately represent
bearings, but to misrepresent the relative area comparisons between, say, Greenland and continental
Africa.

But the map does not have to be read this way. Features like ‘being of equal area’ on the map,
don’t have to be interpreted as representing ‘being of equal area’ on the Earth’s surface. In fact, if
one had a sufficiently good understanding of the projection used to create the map, then one could
provide an interpretation function that delivered truths about area properties of the Earth, despite the
dissimilarities between these and the area properties of the map.

This can be illustrated by overlaying the map with a ‘Tissot indicatrix’ as in Figure 3. The circular
areas on the map indicate map-areas that represent the same sized area on the Earth’s surface. With
this in mind, a map reader could calculate, using the indicatrix, or their knowledge of the details of
the map projection, the correct relative areas of Greenland and continental Africa, despite the fact that
this is not similar to the relative difference between the regions on the map representing the respective
landmasses. By properly interpreting the map, one can arrive at accurate representation in a way that
explicitly does not rely on similarity relations between the representation and represented. Under such
an interpretation, the Mercator projection may distort the area of landmasses, but that doesn’t entail
that it misrepresents them.

[Insert Figure 3 about here]

Now, again, someone might object and argue that it’s still a similarity underpinning the Mercator
projection’s accurate representation of the landmasses on the Earth (even with respect to their relative
area). Vindicating this claim would require finding a sufficiently sensitive shared (possibly structural)
feature according to which the two are similar. An immediate restriction is that this feature won’t be
structural in the sense relevant to the metrical properties of the map (specifically, with respect to areas
and angles). No projection can preserve this structure, and the projection in question explicitly doesn’t
preserve area, despite, in this instance, being used to represent the very metric structure that it fails to
preserve.

But perhaps another feature could be found, perhaps a feature such as ‘the-ratio-of-area-to-overlaid-
Tissot-circle’ in the map and the target. The worry with this approach is the following. First, this
suggested feature doesn’t do the work required in cases where someone sufficiently familiar with the
Mercator projection reasons about landmasses using the projection itself, without relying on the circles in
Figure 3. The use of the overlaid Tissot indicatrix is illustrative; it is not required in order to generate the
inference from the fact that map-Greenland is the same size as map-Africa to the claim that Greenland is,
in fact, smaller than Africa (anyone who knows about the distortions present in the Mercator projection
reasons that way, even without familiarity with the indicatrix). Second, such an approach involves
searching for any kind of gerrymandered shared (or similar) feature to account for successful inferences
that exploit dissimilarities. This robs the similarity-based approach of its attractiveness. Recall the idea
expressed previously: according to the approach one can reason about a target with a representation of
it by noticing that the representation has a feature and then inferring the target does too. This connects
the representational content of the representation with the inferences it licences. In cases like the ones
under consideration, the shared feature, if it can be found at all, is offered ex post, after the result of
the reasoning has been judged accurate. This fails to explicate what it was about the representation
that underpinned the successful inferences it generated; with ‘similarity’ being tacked-on only after the
inferences are deemed successful. As such, it fails to account for how we use representations to
reason about their targets. Thus, it seems like interpretations that do not exploit similarity relations
are to be preferred for explicating how the examples in this section represent, which demonstrates
how representations can be accurate in certain respects, without being similar to their targets in those
respects.

4.2 Model representation

So, having shown that similarity with respect to a feature isn’t required for accurate representation with
respect to that feature, we can now apply this sort of reasoning to the models presented in Section 3. In
the Lotka–Volterra model the relevant model feature is:

\[19\] In this instance I set aside the idea that this is because the relevant objects being compared as similar are the map-
under-an-interpretation and the Earth’s surface for analogous reasons to those given previously.

\[20\] I’m grateful to an anonymous referee for this suggestion.
$r_1$: a decrease in $c_1$ and an increase in $c_2$ entails an increase in the ratio of $\hat{N}_1$ with respect to $\hat{N}_2$ (in fact, for specific values of the parameters, these changes can be precisely calculated).

But this feature needn’t be exported directly to the target system (fish in the Adriatic sea in this case). Rather than taking the model to show that a biocide entails an increase in the relative size of the prey to predator population, let alone specific real valued increases and decreases, the model can be read as making the following claim about the target:

$r'_1$: fishing (as a form of biocide), which increases the death rate of the prey and decreases the growth rate of the prey, increases the prey-to-predator ratio’s susceptibility to rise.

There are two important ways in which the claim generated introduces dissimilarities between the model and the target system. First, in the model the biocide inevitably has such an effect, when it comes to the target system a susceptibility is proposed instead. Secondly, in the model the effect is specific, when it comes to the target system a less specific claim is generated (a shift from real-valued results in the model to qualitative trends claimed to hold in the target system).

What about the Schelling model? Here the relevant fact is:

$r_2$: Even for low ‘content’ thresholds, almost irrespective of the initial set up of the board and the order of movement, the board results in a segregated state (in fact, for particular model runs and choice of movement order, an initial distribution is associated with a unique segregated outcome).

But again this feature needn’t be directly exported to residential segregation by skin colour in the United States. Rather, the model can be taken to generate the following claim:

$r'_2$: a city whose residents have weak preferences regarding the skin colour of their neighbours has a susceptibility towards global segregation.

Again, the dissimilarities come in the move from the specific (the precise details of the segregation) to the less specific (no claim is made about the precise details in which individuals with different coloured skin will be residentially segregated), and the move from what almost inevitably occurs in the model to a susceptibility claim about the target system.

In Akerlof’s model the relevant fact is:

$r_3$: asymmetric information prevents any car trades from occurring, despite the fact that at any given price there are sellers willing to sell their car, and buyers willing to buy it.

But clearly Akerlof didn’t think that this was the case for any actual used car market (indeed if he did, then there would be no used car market to target!). Rather the model generates:

$r'_3$: Asymmetric information—in, for example, a particular car market—increases that market’s susceptibility to fail to reach Pareto-efficient equilibrium.

Again, we move from a specific claim (no trade) to a less specific claim (Pareto-efficiency not being reached), and moreover from an inevitably in the model to a susceptibility in the target system.

I’m proposing that toy models are interpreted in a way that involves (i) a move from an inevitability (or something close to it in the case of Schelling’s example) in the model to a susceptibility claim about the target system; and (ii) a move from a specific model-fact to a less specific claim about the target system. And these less specific susceptibility claims are literally true: a predator-prey system affected by a biocide is susceptible to some increase in the prey-predator ratio; weak individual preferences regarding neighbour similarities does lead to a city’s susceptibility towards some global segregation; and asymmetric information does make a market susceptible to some non-Pareto efficient equilibrium.

Expressed like that, it might seem that the targets of toy models are general features of the world (biocides, segregation, and asymmetric information in general, what Levy [2015, Section 4.4], following Godfrey-Smith [2009, pp. 106–107] calls the ‘hubs’ in ‘hub-and-spoke’ model-based reasoning), rather than concrete target systems themselves. This isn’t quite right. It’s crucial to note that these susceptibility claims are true when applied to particular concrete targets.21 $r'_1$ tells us that the decreased fishing during the First World War favoured the sharks in the Adriatic sea; $r'_2$ tells us that in a particular city, Chicago for example, if residents only require a small proportion of their neighbours to share their skin

---

21I’m grateful to an anonymous referee for encouraging me to be explicit about this.
colour, this still makes the city susceptible to global segregation; and \( r_3 \) tells us that asymmetric information in a particular market makes it susceptible to non-Pareto efficient outcomes. And again, these claims are literally true of their targets, the ratio of prey to predators in the Adriatic Sea did increase, Chicago was, and is, globally segregated, and a car’s value does drop after it leaves the lot (I say more about what I mean to attribute a system a susceptibility below). So what all these examples show is that these models, although dissimilar to their target systems (in some respects radically so) and highly idealised, nevertheless accurately represent them, as long as they are suitably interpreted.

A few points of clarification are in order. The first concerns the relationship between what I have said and broadly Cartwrightian considerations regarding how to think about laws with implicit \textit{ceteris paribus} clauses. Cartwright denies that laws of nature hold universally: in particular, she denies that ‘cross-wise’ inductions from the observation that they hold in controlled circumstances, laboratory environments for example, to the claims that they hold everywhere and everywhere are justified [Cartwright, 1999, Chapter 3]. The question then, is what their status is in situations beyond those controlled circumstances. One answer is that the laws describe isolated ‘capacities’ (or ‘dispositions’, ‘powers’, ‘natures’, ‘tendencies’, or, unsurprisingly, ‘susceptibilities’). Where the capacities are isolated, such as in a model, the laws are true, but where they are not, such as in (most) target systems in the world, the laws are false or inapplicable. The preceding discussion then, in Cartwrightian terms, is that the models represent the target systems as having capacities, but capacities that are not inevitably realised in the same specific way in which they are realised in the model.

Under this reading, my account is in line with Cartwright’s view, in which case the contribution of this paper is to fill a lacuna in her work involving laws, models, and capacities. By her own lights she ‘has little to say about how how representative models represent’ [1999, p. 191] or about the model-target relationship beyond an appeal to ‘a loose notion of resemblance [which is] just to point to the problem, or to label it, rather than to say anything in solution to it’ [1999, p. 192]. Thus, the argument above could be interpreted as one way in which the Cartwrightian account can be further explicated and developed by casting it in terms of scientific representation.

However, if this is the case, it remains that I am not committed to any particular account of the metaphysics of susceptibilities. It suffices for my purposes that some account could be given, and my claims concerning the value of toy models, and highly idealised models more generally, are independent of any particular metaphysics. Moreover, another way of thinking about what it means for a claim attributing a susceptibility to a target to be true is to deny that it requires any robust metaphysical truth-maker whatsoever (thus adopting a deflationary attitude towards the metaphysics of dispositional features). Under this reading, all that the claim ‘asymmetric information makes a market susceptible to non-Pareto efficient equilibrium’ means is that we should expect measurable parameters of the market (the sales, willingness to buy/sell, and so on) to move in the same direction as the model, not that there is some rich metaphysical story involving interacting capacities driving this result. This use of the term ‘susceptibility’ is therefore somewhat analogous to ‘directional drift’, and to adopt it is compatible with denying there is any metaphysical story to be told.

Which of these ways of thinking about what underpins the truth of a claim attributing a susceptibility to a particular target is correct goes beyond my current scope. One could adopt a particular metaphysics of dispositional properties; one could simply remain silent about the particulars but grant that some metaphysical story has to be told; or one could be entirely deflationary about them. Each of these approaches is compatible with the central theoretical insight of this paper: the fact that simple, highly idealised models are radically dissimilar to their targets is not problematic as long as they are interpreted appropriately.

Moving on, it is worth contrasting my suggestion here with the way in which Reutlinger et al. [2017, Section 4.2] discuss, and reject, the idea that ‘autonomous toy models’—models, like those discussed in this paper, which are not embedded in a broader theory—provide how-actually explanations of the dispositions of target systems. According to them, a dispositionalist interpretation of such models involves them representing the dispositions of the target system in the absence of other factors (where the ‘other factors’ are those that do not feature in the model). They argue that the approach cannot work because it doesn’t tell us how to interpret the model when applied to a system in which those ‘other features’ are in fact present, and therefore they relegate these models as providing how-possibility understanding of their targets.

As I argued in Section 2, the models discussed in this paper, whilst not being embedded in broader theories, should not be seen as merely providing how-possibility understanding. The Lotka–Volterra model does not just provide a how-possibly story about the change in predator-prey ratios; biocides do actually yield such a change. But if Reutlinger et al. are right, there is a gap in the story about how the
model is applied in cases where there are other relevant factors present (Reutlinger et al. [2017] seem to assume that in the non-ideal cases the dispositions would have to be exported identically to the target, and thus there would be a puzzle about their application in these cases, which is precisely the approach I have been arguing against). The interpretations I discuss above fill this gap. The models do still apply in the presence of other factors: it’s just that the susceptibilities that are exported to the model can enter into complex relationships with other aspects of the target systems, or in extreme cases, be overridden altogether. But that doesn’t mean they are not present in the systems. In cases where the susceptibilities are manifested, but interact with other aspects of the target system, the way in which I recommend thinking about exporting non-specific behaviour ensures that the model’s content, when suitably interpreted, is still accurate.

What about cases where the susceptibilities are overridden entirely? Are the models still accurate when applied to them? I think the answer is yes, and that this is in fact required if we are to make sense of claims like ‘the other factors overrode the system’s susceptibility to behave in a certain way’. Since the sense of such claims requires that the system had a susceptibility to be overridden in the first place. For example, it is true that a smoker’s smoking increases their susceptibility towards lung cancer, even if they never develop lung cancer. This is all that is required for my strategy to accommodate model accuracy in such cases. Of course if one demanded that the dispositionalist strategy involved exporting an actualised disposition to the target system, with the same specific actualisation as occurs in the model, then the model would come out as inaccurate. But this is not how I am suggesting such models are, or should be, interpreted.

Returning to the question of representation without similarity, one might take my discussion of interpreting inevitabilities/specific details as representing susceptibility/non-specific claims, as tantamount to claiming that the model and target are similar with respect to those features. More precisely, if a model has some feature ‘inevitably r’ and a user exports a feature ‘susceptibility to r’ to the target, or if a model has some specific feature r and a user exports some feature r’, where r’ is a less specific version of r, then does this not amount to claiming that the model and the target are similar with respect to r? If so, similarity is being implicitly relied upon.

This relies on subtleties concerning the meaning of ‘similarity’ but the line of reasoning can be resisted in a few different ways. Firstly, even if the above objection is sound, the sort of similarity being invoked here is not mentioned in the literature. In contrast to, for example, Miki [2011], I am not claiming that the models discussed in this paper have features that ‘approximate’ the actual features of their targets (which amounts to requiring shared similar features). And moreover toy models and highly idealised models in general are typically taken to be dissimilar to—and therefore misrepresent—their targets even in the relevant respects. This is what makes their use, at least prima facie, a puzzle. So if my suggested interpretations amount to a novel kind of model-target ‘similarity’ then so be it.

This interpretation of my argument amounts to a plea to defenders of the similarity-based accounts of scientific representation to be more specific about what counts as a similarity—beyond an appeal to ‘shared’ or ‘similar’ features—in a way that captures these sorts of models. One issue with this approach—foreshadowed in the preceding discussions of Figures 1, 2, and 3—is that in the cases at hand the differences in the ways in which models and their targets exhibit these features (on the inevitability/susceptibility and specific/non-specific axes), are crucial for the models to perform the representational functions that they do (in particular to represent a broad class of systems accurately, despite not representing the specific details of any particular member of that class, see Section 5 for further discussion). Dissimilarity with respect to the the details of the ‘shared’ features plays a positive epistemic role, something that remains opaque under a naïve understanding of what counts as similarity.

I think it’s more fruitful to avoid thinking in terms of similarity altogether. It is not clear that two systems are similar with respect to some feature either if one inevitably exhibits it and another merely has susceptibility to do so, or if they instantiate it at different levels of abstraction. There is no trade whatsoever in Akerlof’s model, and calling the model ‘similar’ to an actual Pareto-inefficient car market in this respect seems wrong. Of course the notion of ‘similarity’ might be stretched in such a way as to accommodate these cases, but what is gained by the use of the moniker? Moreover, if the

---

22I’m taking it for granted that there is no particular metaphysical worry with making sense of these sorts of claims. However, in the case of toy models, one might have the epistemological worry that if the models are supposed to be accurate, even in cases where the susceptibilities of the target are overridden by other factors, then one cannot empirically check whether the model is an accurate representation. Again this is not a problem for my account: it’s not built into the interpretational accounts of scientific representation that a model’s content can be assessed empirically. Moreover, in many uses of the models discussed in this paper, their content can be assessed and does come out as accurate (recall all it takes is that the parameters of the system drift in the same direction as the model). I am grateful to an anonymous referee for encouraging me to be explicit about this.
notion can be stretched in such a way, this indicates that it is not playing as important a theoretical role as was initially intended. The discussion above, of applying the term ‘similarity’ *ex post* whenever a representation delivers a truth about its system applies again. Once the notion of ‘similarity’ becomes this flexible, it strikes me that it is more pertinent to simply directly associate the related model features with those to be exported to their targets, as per the aforementioned interpretation functions.

### 4.3 Idealisation ≠ misrepresentation

The previous argument has important implications on how we should understand ‘idealisation’. I take it that in general terms, ‘idealisation’ refers to models which distort the features of their targets. But there is a tendency in the literature to slip from understanding idealisation as distortion of features to idealisation as misrepresentation of those features. Martin Thomson-Jones makes this explicit:

> ‘On the regimentation of usage I am thus proposing, the term ‘idealization’ applies, first and foremost, to specific respects in which a given representation misrepresents, whereas the term ‘abstraction’ applies to mere omission’ [Jones, 2005, p. 174, emphasis added].

Similar claims are found in, for example, [McMullin, 1985, pp. 255–256], and [Weisberg, 2007a, p. 657], and are often implicitly and explicitly assumed throughout the literature.

If one subscribed to a similarity-based account of scientific representation, then this would follow. But if the preceding discussion is true, then the move from distortion to misrepresentation is not justified. Idealised representations do, or at least need, not represent their targets as having the same features as they have. So the fact that certain features of an idealised model are distortions of features of their targets doesn’t mean that they thereby misrepresent the target in those respects. As long as a model user understands the idealisations in question, then they shouldn’t interpret those features in a way that entails exporting them, incorrectly, to the model’s target.23 Rather, these are precisely the sorts of features that get altered by the interpretation function when moving from reasoning about models to reasoning about their target systems.

### 5 Precision vs. Generality

So far I have argued that the use of toy models is on firm epistemic ground, at least in the sense of diffusing the worry that their prevalence is in tension with the idea that science aims, at least in part, at providing accurate representations of the world. By interpreting them appropriately, these models are accurate but nonspecific representations of their targets. Nevertheless, it could be argued that toy models provide a different sort of puzzle. If the way they represent their targets involves claims about susceptibilities and lack specificity, then why do they continue to be used given that we have access to alternatives that represent their targets more specifically (notice I say ‘more specifically’ rather than ‘with increased accuracy’)?

Here we can appeal to Levins’ [1966] account of the trade-off between precision and generality in model building.24 Models can be precise in the sense that they ‘make fairly accurate measurements, solve numerically on the computer, and end with precise testable predictions applicable to these particular situations’ [1966, p. 422]. Or models can be general in the sense that they apply to a large number of target systems that differ from one another in significant ways. I take it that toy models exemplify the virtue of generality at the cost of precision (understood in terms of specificity). And the way that they do this is precisely in the sense discussed in subsection 4.2: when they are interpreted they move from an inevitability in the model to a susceptibility claim about the target, and from a specific model-fact to a less specific claim about the target. Both of these conditions allow toy models to be general, in the sense of applying to many target systems, but at the cost of precision specificity.

Consider the models from Section 3, Volterra [1928, p. 5] notes that his model can also be targeted at plants and their parasites, and suggests that infectious diseases such as malaria might also show such fluctuations (it can also be applied to economic systems [Goodwin, 1982]). Schelling states that his model

---

23 Notice that I say ‘as long as a model user understands the idealisations in question’. This allows for cases where toy models do in fact misrepresent their targets (or better: are interpreted in such a way that they misrepresent their targets). But that some toy models can be misrepresentations doesn’t make all such models misrepresentations. Understanding precisely how such models are idealised plays a significant role in understanding the models themselves. But this is just good scientific practice.

24 Levins actually takes there to be three competing desiderata for good scientific models: precision, generality, and realism. I set the latter aside for my current purposes.
can be applied to ‘whites and blacks, boys and girls, offices and enlisted men, students and faculty’ [1978, p. 138]. And after introducing his model Akerlof [1970, pp. 492–500] devotes the rest of his paper to discussing additional targets including: insurance markets; the employment of minorities; the costs of dishonesty in a market more generally; and credit markets in underdeveloped countries.

The success of these models when applied to a wide number of target systems is the result of the fact that the claims they generate do not concern the exact details of the target systems and because they make weakened susceptibility claims which are compatible with other influencing factors featuring in the target systems.25

6 Conclusion

Before concluding, I want briefly comment on how what I have said here connects to, and could be extended to inform, another debate concerning the role of models that are explicitly dissimilar to their targets. Just as the use of toy models seems to pose a puzzle for those who assume they are inaccurate, the likes of Bokulich [2008, 2011, 2016], Elgin [2004, 2017], and Potochnik [2017] have argued that the presence of highly idealised models in scientific practice puts pressure on the idea that accurate representation is necessary for explanation and/or understanding, and thus motivate non-factive accounts of explanation and/or understanding. Whilst I am in agreement with much of what they say, it does bear noting that the debate takes for granted that because certain scientific models are highly dissimilar to their targets (in the relevant respects)—because they are highly idealised—they are therefore inaccurate representations. My discussion provides an alternative strategy. We can reconsider the presumption that idealised models are misrepresentations in the first place. Rather, we should direct our attention to the claims generated by such models in scientific practice. If those claims are true, then the models themselves can be justly considered accurate representations, despite being idealised. Arguing for this in any more detail here would take me too far afield, but I hope at least that it is clear how my suggestions here provide a novel perspective in the debates concerning the factivity of explanation and understanding.

To sum up, toy models, characterised as extremely simple, highly idealised models of actual target systems should be distinguished from models without targets (or ‘substitute’ models) and models that provide only novel how-possibly explanations. Each of the models discussed in this paper fit such a characterisation. Such models initially appear puzzling: why are they used, given their simple and highly idealised nature? I have argued that their prevalence in science is best explained by the fact that they accurately represent, albeit non-specifically, many target systems. The fact that they can function as accurate representations is a result of dropping the, often implicit, assumption that in order to be accurate scientific models should be similar to their targets. On this assumption (heavy) idealisation is conflated with misrepresentation. Without this assumption more conventional associations between models and their targets can underpin accurate representation. Thus, the puzzle of toy models dissolves.
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25In this sense my analysis of toy models has shares something in common with Batterman and Rice’s [2014] discussion of ‘minimal models’ (their use of the moniker ‘minimal models’ comes from [Goldenfeld, 1992, p. 33], it differs from [Grüne-Yanoff, 2009]), since they too are concerned with the epistemic function of models with numerous targets, models that fall in the same ‘universality class’ as their targets. Such models exhibit the same macroscopic features as their targets, despite diverging with respect to their microscopic details. However their analysis focuses on models that are embedded in an abstract space of models where mathematical renormalisation group flows (transformation operations which serve to map models to more course-grained models) can specify universality classes. The sorts of toy models discussed in this paper are not accompanied by this mathematical machinery. So I take it that my way of looking at toy models provides a different way of getting to related, but importantly distinct, conclusions about the role of highly simple and idealised models in the sciences.
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