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Abstract: System operators have moved towards the integration of renewable resources. However, these resources make network management unstable as they have variations in produced energy. Thus, some strategic plans, like demand response programs, are required to overcome these concerns. This paper develops an aggregator model with a precise vision of the demand response timeline. The model at first discusses the role of an aggregator, and thereafter is presented an innovative approach to how the aggregator deals with short and real-time demand response programs. A case study is developed for the model using real-time simulator and laboratory resources to survey the performance of the model under practical challenges. The real-time simulation uses an OP5600 machine that controls six laboratory resistive loads. Furthermore, the actual consumption profiles are adapted from the loads with a small-time step to precisely survey the behavior of each load. Also, remuneration costs of the event during the case study have been calculated and compared using both actual and simulated demand reduction profiles in the periods prior to event, such as the ramp period.
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1. Introduction

Electrical energy demand has significantly increased in the last decades. This has led to huge peak of greenhouse gas emissions in order to provide and supply the required demand [1]. In the past decades, fossil fuels were the raw materials for electricity production [2]. However, nowadays several low carbon technologies and renewable energy resources (RERs) have been utilized to produce electricity [3]. Smart grids and microgrids are new some new concepts for the future distribution networks to eliminate the hierarchical structure of the grid and convert them to a fully decentralized and transactive energy system [4]. To do this, the process of energy production should be also placed in the demand side, among all electricity consumers. Therefore, the concept of prosumer (a consumer who also produces electricity) has been raised [5]. However, this makes the network instabilities more tangible than before, as a significant number of small and medium scale consumers and producers will be involved in the network management scenarios [6].

Distributed generation (DG) and RERs are considered as one of the bases of smart grids and microgrids implementation [7]. However, these paradigms would be fully addressed while they have been integrated with demand response (DR) programs [8].

In fact, the DR program is a feature in the upcoming distribution network to connect low carbon technologies without the need for reinforcement [9]. There are various definitions in the literature for
DR program. While each definition has its own strengths and weak points, the most completed one is defined by Federal Energy Regulatory Commission (FERC) [10] as:

“Changes in electric use by demand-side resources from their normal consumption patterns in response to changes in the price of electricity, or to incentive payments designed to induce lower electricity use at times of high wholesale market prices or when system reliability is jeopardized.”

According to the definition mentioned above, in a simple word, DR can be described as the reaction of electricity consumers to the price signals considered as incentives to reduce/modify the electricity use pattern. There are several types of DR programs: price-based and incentive-based [11]. In Price-based category, there are several programs such as real-time pricing (RTP), time-of-use (TOU), critical peak pricing (CPP), etc. [12]. Also, in the incentive-based DR programs, various strategies are proposed, namely direct load control (DLC), emergency demand response service (EDRS) capacity market programs (CMP), interruptible demand response program (IDRP), etc. [13]. Each program has its own specifications that are applicable depending on technical or economic reasons of the electricity network. As an example, the ERCOT market in Texas utilizes EDRS to maintain network stability in emergency conditions to reduce power outages. In this market, EDRS participants can provide DR reduction within a 10 to 30 min ramp period in advance to the event [14]. However, there is a minimum reduction capacity for the DR event and its participants in order to directly participate in the electricity markets. According to the surveyed references [15–17], this minimum reduction capacity for a consumer who intends to have an active role in the electricity market negotiations, is various depending on the DR type, typically from a few kilowatts to megawatts. In other words, this makes small scale consumers almost incapable to directly participate in electricity markets [18]. To overcome this barrier, an aggregator can be considered as a third-party entity between the upstream and downstream sides of the network [19,20]. In fact, this entity aggregates all small and medium scales DR participants and contribute them as a unique DR resource in the electricity market negotiations [21].

By a simple look on the current trends, a lot of papers and research projects can be found that are focused on the concepts of aggregator, as the role of the aggregator is being legalized in several European countries (e.g., France, Finland, Austria, Denmark, etc.) [22]. However, one of the aspects of aggregator that has not been discussed widely in the literature is the way that aggregator deals with ramp period before the DR event is started. Incentive calculations and payments between aggregator and DR participants during the ramp period, required information exchange between aggregator and network operators (e.g., independent system operator–ISO) during the ramp period, and several other issues need to be discussed before the models move from theoretical phase towards implementation level. Besides this, both scientific and practical features of any model should be scrutinized, learning from past experiences to estimate and prevent probable future issues. To do this, adequate real models and laboratory tools are essential to test and verify the functionalities of any developed model under practical challenges.

To address these issues, this paper proposes an aggregator model with a precise vision of DR timeline and ramp period. The model includes introducing the roles of aggregator in the electricity system as a third party, and how it deals with DR programs implementation and remuneration payments. Furthermore, a case study is developed in this paper to validate the model under practical challenges and technical issues. This has been done by a real-time simulator machine (OP5600) and a set of laboratory equipment as hardware-in-the-loop (HIL). In this way, the behavior of aggregator is surveyed in each moment of DR implementation, especially in the ramp period before the event being started. In the end, the remuneration costs are compared using both experimental and numerical results to reveal the importance of experimental tests and validations.

The rest of the paper is organized as follows: A literature review is presented in Section 2 to identify the challenges and gaps in the current trend of aggregator and DR programs. Section 3 presents the proposed methodology in four different subsections including the role of the aggregator in the power system, DR timeline, and ramp period evaluation, key points of aggregator to define DR programs, and a linear programming optimization for the aggregator to minimize DR remuneration
costs. Subsequently, Section 4 proposes a case study and real-time simulation model developed for the aggregator to validate it using practical challenges, and its results are shown in Section 5. Finally, the main conclusions of the work are presented in Section 6.

2. Literature Review and Paper Contributions

There are plenty of research works focused on the context of the aggregator model and DR implementation. In [8], a methodology has been described to use multitype DR programs to smooth the uncertainty of RERs. The method utilizes a multi-objective scheduling algorithm for smoothing the fluctuations in RERs. Several constraints for DR programs have been considered in the same paper in order to maximize the user of RERs and maintain the balance in the network.

A real-time simulation model has been proposed in [12] for an aggregator entity, which uses several real hardware resources to emulate the consumption and generation profiles. Also, an optimization problem has been developed in the same work to optimally schedule the DR resources and RERs aiming at minimizing the aggregator operational costs. Although an actual infrastructure has been proposed in [12] for testing aggregator’s concepts, there is no discussion about the ramping of DR programs prior to the event, and how aggregator deals with remunerations in this period. A realistic model of an aggregator in the scope of curtailment service provider has been presented in [17]. The authors proposed a real-time simulation model that supports decision making for DR validation in real-time. Also, a preliminary discussion has been proposed in the paper regarding the ramp period before DR events proposing the use of RERs and DR programs. The presented results proved the performance of the curtailment service provider using real measured data from the laboratory equipment. However, there is no discussion about how curtailment service provider behaves with incentive payments, and also a precise vision to the DR program information received from system operator, such as notification deadline, program duration, etc.

In [23], the authors proposed an assessment of a DR program for consumers who are equipped with a smart meter. A load-serving entity plays the role of the aggregator to offer incentives to the participant relying on near real-time information. Moreover, a timeline has been proposed in the same work regarding the information exchange between the load-serving entity and ISO regarding DR programs. Although the paper presented an interesting model, the authors validated their model through a numerical case study, and there is a lack of an experimental test and validation.

A bottom-up model has been proposed in [24] for an aggregator dealing with DR programs. Load shifting, load recovery, and load curtailment are considered as three types of DR programs available in the aggregator network. Also, through this model, the aggregator participates in the day-ahead markets by trading these DR flexibilities. In the end, the authors validated their model by a numerical case study using Nordic electricity market.

In [25], the authors discussed a short-term decision-making model for an electricity retailer that included RERs. Also, short-term DR trading methodology has been proposed somehow the retailer submits this flexibility to the markets in each hour. Through the simulation performed in the case study, the authors validated that the financial profits of the retailer will be increased if it participates in both real-time market and short-term DR trading mechanism. A short-term self-scheduling model has been developed in [26], which is used by the DR aggregators. It also addressed the uncertainties of the electricity customers participating in the market. Two types of DR programs have been used in this model, which are reward-based DR and time-of-use. The proposed approach has been validated through a case study with realistic data from electricity markets.

Focusing on communication infrastructures in the aggregator network, the work presented in [27] focused on an energy quality aware bandwidth aggregation scheme. The authors firstly modelled the delay-constrained energy quality tradeoff for multipath video communications using wireless networks, and then, they present an approach to merge the rate adaptation. They surveyed the performance of the system using real wireless networks and emulations test beds. In addition to this work, in [28], the authors provided an energy efficient and quality guaranteed video transmission
solution. In fact, they proposed an approach to characterize energy distortion tradeoff for video transmission in wireless networks. Furthermore, the authors of the same work developed an algorithm to optimize the energy consumption to achieve video quality target. Their experimental results demonstrated that the developed solution has performance advantages comparing to the schemes in term of energy conversion and video quality.

The main contribution of the present paper, according to the reviews presented above, where only a few of them were focused on the behavior of aggregator during ramp period of DR implementation, is the development of a model that considers short and real-time DR programs ramping, using real-time simulator and laboratory equipment. In fact, most of the previous works considered a simple period prior to the event showing and mainly focusing on the aggregator scheduling process or DR programs itself. Furthermore, a lot of interesting models and research works are available in the literature focusing on the concepts of aggregator under short and real-time DR programs. However, those lack adequate testing on real infrastructures under practical challenges and technical issues.

The following topics are addressed, supporting the main contribution of the paper:

- Evaluating the performance of aggregator during DR implementation timeline, especially the ramp period, in term of scheduling and remuneration;
- Improving aggregator resources management in short and real-time DR;
- Developing a real-time simulation model using a set of laboratory equipment to evaluate the aggregator’s performance under practical and technical challenges;
- Remunerating consumers by comparing costs between the actual and simulated demand reduction profiles.

3. Proposed Methodology

This section presents the entire developed model for the aggregator and DR programs. The structure of this section consists of proposing the aggregator model focusing on its role in the electricity systems and wholesale markets. Then, it focuses directly on the DR timeline and the ramp period before the event being started. Later, DR programs specifications presented for the aggregator are demonstrated, and in the last subsection, a linear programming with the objective of DR cost minimization is shown for the aggregator model.

3.1. Aggregator Architecture

This part describes the architecture of the presented aggregator model for DR programs. In fact, the responsibility of the aggregator in this paper is to gather all small and medium scale DR participants located in the same geographical area and present this flexibility to the electricity market negotiation as a unique resource. To do this, the aggregator has to make bidirectional contracts with the electricity consumers who intend to participate in one or more DR programs. This enables the aggregator accordingly to control and monitor the consumption of the end-users. Figure 1 shows the role of aggregator as a network player in electricity systems and smart grid technology.

As Figure 1 illustrates, the aggregator has a transactional role between the downstream (medium and small-scale DR participants) and upstream (electricity markets and network operators) sides of the network. Indeed, the aggregator has two layers, namely communication-based controlling and monitoring sides. In the upper layer, the aggregator is in touch with network operators or electricity market operators. While some technical or economic instabilities occur in the network, and it is required to reduce network consumption, the aggregator will be notified by the upstream level players to apply DR programs. Subsequently, in the lower layer, the aggregator has a multi-round communication with the downstream level of the network (i.e., consumers), as it may have some voluntary DR programs. In other words, the aggregator cannot forecast the response of consumers to each DR event. This leads to having several iterations of DR requests from aggregator to the consumers, and in response, the consumers reply with their preferences, demand bids, reduction capacity, price
signal, etc. This procedure will be continued until the aggregator reaches the reduction baseline, which is, in fact, one of the responsibilities of the aggregator during the ramp period. In the last step, the aggregator presents DR bids in the electricity markets with a certain rate based on the real-time price of the market. Generally, the aggregator has day-ahead information of DR bids, such as forecasted reduction rate. Therefore, it should consider the reduction rate a bit higher than the forecasted baseline. This is due to preventing possible failures in the case of some consumers opting out during the event.

Figure 1. Participation of aggregator in the electricity system as a third-party entity.

In the practical phase, communication infrastructures are very important as they play as a base for the network management strategies, as all network players must exchange data continuously in real-time. This is more visible in critical moments, such as the ramp period, as the aggregator should have real-time information of the DR participants. Furthermore, there are instances during the DR event or ramp period whereby aggregator needs to verify that the consumers have followed the DR programs and contractual reduction correctly, according to the request of the operator (in the case of incentive-based DR). Therefore, all consumers should be equipped with a local energy management system, smart metering, and advanced metering infrastructure (AMI) to monitor real-time data, especially power consumption.

3.2. DR Timeline and Ramp Period

The ramp period is the time that the DR program manager gives to consumers in order to reach the contractual DR event baseline. The duration of the ramp period can be various based on the type of consumers, type of loads, the geographical location of the electricity market and system operator, etc. Also, all consumers will be notified in advance (from several months to 5 min) prior to the ramp period. Consequently, in short, and real-time DR programs, the tasks of aggregator are more complex as it should process the advance notification time, ramp period, and response duration before starting the event.

While the DR program manager specifies a DR event to be implemented by the aggregator, lots of information and setpoints will be dispatched and transmitted between these two entities. Figure 2. illustrates the timeline and information specified for a DR program. In fact, most of the parameters in the following timeline, such as the duration of assessment and ramp period, are defined by the DR program manager and transmitted to the aggregator using the upper communication layer shown in Section 3.1.
Figure 2. Timeline for demand response implementation by the aggregator.

The first point in the timeline shown in Figure 2 is the announcement deadline ($\delta$), which is the last opportunity for the DR program manager to notify the aggregator for the DR event. After then, there is a ramp period considered as the time that aggregator is allowed to reach the desired amount of reduction. In the meanwhile, the deployment starting point ($\omega$) is a moment during the ramp period that aggregator can take a risk to start the event by relying on forecasting the availability of DR resources. The main difference between deployment and assessment periods is that assessment is a paid period. The deployment period is the period that aggregator collects all the DR amount by different programs. In fact, the aggregator is able to collect all DR amounts within the ramp period, but it is free to start the event a bit later than the starting point of the ramp period. However, the aggregator can operate cautiously and notify DR resources for the event, during the ramp period, and wait for their response. In the last stage, the reduction deadline ($\theta$) is the point at which the aggregator evaluates the available reduction capacity and verifies that their capacity is above the forecasted reduction baseline ($\phi$). However, the event could also be started if the available reduction capacity is in the margin of forecast error ($\Delta E$), above the reduction baseline ($\sigma$) defined by the DR program manager. While the DR event has been started, the timeline enters a sustained response period, which is the time that DR participants have to maintain their committed level of reduction until the end of the event ($\lambda$). During the sustained response period, both communication layers shown in Figure 1 are involved. In the lower layer, consumers transmit the related information to the aggregator, namely real-time consumption, and in the upper layer, aggregator conveys the consumer’s information to the DR program manager.

Focusing on the ramp period in the lower communication layer of aggregator, Figure 3 demonstrates a cascade communication process during the ramp period between aggregator and consumers. By comparing Figures 2 and 3, in the first point of the ramp period, aggregator notifies consumers associated with demand response program (DRP) 1. This leads to having an activation notification period, indicated by $a_{DR}$ in the timeline illustrated in Figure 2. After that, consumers reply with OPT IN or OPT OUT, and then if they are OPT IN, they will start the load reduction process. This has been indicated by $\beta_{DR}$ in the timeline shown in Figure 2 that stands for the actual response period.
While consumers are replying with the actual reduction, the aggregator assesses the DRP 1 to check if it is sufficient for achieving the reduction baseline. If DRP 1 was insufficient, the aggregator evaluates the use of DRP 2 and notifies the consumers associated with DRP 2. This procedure is continued until the aggregator achieves to the forecasted reduction baseline, so it can inform the DR program manager and start the event.

3.3. Demand Response Programs

The aggregator is able to implement various types of DR programs. However, each program has its specific timescale. Therefore, the aggregator should select the most appropriate program according to the available timescale and objective, from long-term to real-time (Figure 4). In this paper, the main focus is given to short and real-time programs, as the ramp period is more critical in such programs. Therefore, the programs with long-term timescale (months or years planning) will be ignored.
Furthermore, short and real-time DR programs are more applicable comparing to other types of programs. The reason is they are usually implemented for improving or maintaining power quality as well as security of the power distribution network (e.g., voltage and frequency instabilities issues). In this context, incentive-based DR programs are the ones that can be implemented in short-term to real-time timescale, especially less than 15 min. If the aggregator intends to define a DR program, there are plenty of parameters and specifications that have to be considered. In below, there is a list of the most relevant ones to the model proposed in this paper:

- **Program Type**: Depending on the specification of the market, the DR program can be mandatory or voluntary. In voluntary programs, consumers can decide to participate in the event or not. In mandatory programs (e.g., DLC), the aggregator has full control over the contractual equipment as there is no need for consumer’s permission. However, all DR participants will be notified before events whether in mandatory or voluntary programs;
- **Remuneration**: Most of DR programs have a remuneration rate that can be a power tariff discount, or an incentive paid for reduced kWh. However, some DR programs can be without remuneration as they are price-based;
- **Activation signal**: The aggregator can activate the event by transmitting a signal to the local controller on the consumer side. This signal can be a reduction notification, actual consumption level, electricity price notification, DLC control signal, etc.;
- **Measure/Contract**: The aggregator should specify in the program that what kinds of information DR participants must convey to the aggregator during the sustained response period. As an example, it can be the actual kWh reduction or real-time consumption data.

While a lot of DR programs with various specifications and parameters are accessible for the aggregator to implement, a question would be raised that which program is the most economical and optimal solution for the network. Therefore, DR program dispatch can make the use of a linear programming approach as will be explained in the next subsection.

### 3.4. Optimization

In this part, a set of the mathematical formulation is proposed for the aggregator model to choose the most optimal DR solution. The formulation is related to linear programming with the objective of DR cost minimization from the aggregator standpoint. As mentioned before, all consumers participating in DR programs have a contractual reduction limit as well as a remuneration tariffs associated with each program.

Equation (1) shows the objective function of the proposed linear programming, which aims to minimize the costs related to the DR programs. In this model, technical specifications of the grid, such as load balance, voltage control, etc. are not considered as it is assumed that the network operator is accountable for them. Furthermore, it is presumed aggregator will not sell/buy electricity to/from consumers, and it is only responsible for DR program implementation and provide these flexibilities to the market negotiations. So, the focus of these formulations is only given to economic aspects of DR programs from aggregator standpoint.

\[
\text{Minimize} \quad DR\ CO\ST = \sum_{t=\theta}^{A} \sum_{c=1}^{C} [P_{DR} S_{(t,c)} \times I_{DR_{(t,c)}}]
\]  

(1)

The proposed objective function is modeled as a linear programming optimization problem using Rstudio® tool (www.rstudio.com), using a computer with Intel® Xeon® CPU @2.10 GHz, and 16 GB RAM. The linear and convex problem implemented, which includes in the present case study 4860 variables, can be solved by brute-force, heuristics, and others. There are several constraints that are applied to this objective function. Equation (2) shows the limitation of each DR resource in terms of minimum and the maximum capacity of them. Also, Equation (3) presents that the sum of capacity in
available schedulable and non-schedulable DR resources \((P_{DR S} - P_{DR N})\) during the event should be higher than the reduction baseline in addition to the forecast margin error. This means that aggregator is always counting on an extra reduction capacity higher than the defined baseline to prevent the possible failures if some consumers opted out during the event. However, there is a limit for this extra capacity, and if the reduction goes higher than this limit, the additional capacity is not being paid. This is shown by Equation (4).

\[
0 \leq P_{DR(t,c)} \leq P_{max_{DR(t,c)}} \quad \forall t \in [\theta : \lambda], \forall c \in \{1, \ldots, C\}, (2)
\]

\[
\sum_{c=1}^{C} P_{DR S(t,c)} + \sum_{c=1}^{C} P_{DR N(t,c)} \geq \sigma + \Delta E \quad \forall t \in [\theta : \lambda] (3)
\]

\[
\sum_{c=1}^{C} P_{DR S(t,c)} + \sum_{c=1}^{C} P_{DR N(t,c)} \leq \psi \quad \forall t \in [\theta : \lambda] (4)
\]

In sum, this section presented the developed aggregator model with a focus on the DR timeline and aggregator’s responsibility during the ramp period before the DR event is started. In the next section, a case study is proposed in order to validate and survey the functionalities of the presented model using an actual methodology and real infrastructures.

4. Case Study and Real-Time Simulation

This part explains a case study for validating and surveying the performance of the developed model under different challenges. To do this, it is considered that there is a small village with a lot of residential and commercial consumers, and only 27 of the residential consumers have direct DR contract with the aggregator. This means that the aggregator has no interaction with other consumers that are not participating in the DR programs. In the aggregator network, there are 10 consumers equipped with Photovoltaic (PV) panels as RERs, and five consumers with energy storage system (ESS). The use of RERs makes the aggregator capable to shift the load in the high PV generation periods, as the energy produced by this resource is uncontrollable. Figure 5 shows the village and the related aggregator network. In this case study, a part of the DR participants in the aggregator is being emulated by a set of laboratory equipment, so-called resistive loads bench in this paper. In this way, the aggregator’s performance can be surveyed in both simulation and experimental aspects.

![Figure 5. Schematic of the aggregator network in the case study.](image-url)
The resistive loads bench consists of six resistive consumer loads that each of which has a nominal capacity of 4 kW. The bench is equipped with a set of controlling and monitoring devices, including a programmable logic controller (PLC) as a central controller of the bench, a set of relays to control the rate of consumption in each load, and a set of energy meters and commercial smart meters in order to monitor the real-time consumption of the loads. To survey both numerical and experimental features of the aggregator, a MATLAB™/Simulink model has been developed representing the electrical network of the 27 consumers in the aggregator model, as Figure 6 shows. Moreover, the OP5600 real-time simulator has been utilized to integrate the resistive loads bench in the Simulink model as hardware-in-the-loop (HIL). In fact, OP5600 executes the Simulink model in real-time enabling the user to control and monitor real hardware resources outside of simulation environments. This is done through several communication protocols as well as Digital and Analog slots in OP5600. More information about the performance of OP5600 and HIL methodology are available in [12].

![Figure 6. Real-Time simulation model of aggregator integrated with HIL methodology.](image)

Regarding the DR programs, three types of programs are considered that consumers are able to establish with the aggregator, as Table 1 shows. Each program has its own features and specifications, which the aggregator defined according to the instructions and regulations of the upstream network players, such as market operator and DR program manager.

| DR Type | Mandatory/ Voluntary | Activation/ Signal | Remuneration | Measure/ Contract | Associated Device | Notification Time |
|---------|----------------------|--------------------|--------------|-------------------|-------------------|------------------|
| DLC T1  | Mandatory            | Directly to the device | 0.05 EUR/kWh | Actual kWh reduction | Washing Machine, Dishwasher | 5 Min |
| DLC T2  | Mandatory            | Directly to the device | 0.30 EUR/Event | Actual positive reply | Air Conditioner | 5 Min |
| IDRP    | Voluntary            | Reduction Notification | 0.03 EUR/kWh | Actual kWh reduction | Water Heater, Fan Heater | 30 Min |

The DR programs and the related remuneration rates shown in Table 1, has been developed by the authors in the scope of their previous works, and only the most relevant description has been mentioned in this part. More detailed information about these DR programs is available in [29]. According to Table 1, if a consumer establishes a contract with the aggregator for DLC T1, it will give permission to the aggregator to directly control its air conditioner, and in exchange, the consumer receives an incentive of 0.05 EUR/kWh for the reduction. In the DLC T2 contract, the aggregator is able to directly control the washing machine and dishwasher of the DR participant for a contractual number
of events per month. Consumers who participate in DLC T2 receive an incentive of 0.06 EUR/kWh for the reduction. The last DR contract that consumers can establish with aggregator is IDRP. As this program is voluntary, the consumer can decide to participate or not. Therefore, a longer notification time is considered for this program, so the consumer has an adequate amount of time to make a decision. Table 2 demonstrates the capacity of the associated devices in all 27 consumers related to the aggregator network. The capacities shown on the same table are in kiloWatt (kW). As is clear in Table 2, each consumer has at least one DR contract with the aggregator. This means that the associated devices dedicated in Table 2, are being controlled by aggregator in DLC T1 and T2 programs, and by consumer itself in IDRP. The capacities shown in Table 2 are an average between the minimum and maximum active power consumption of each during an entire day.

Table 2. Controllable devices involved in the DR programs (AC = Air Conditioner, WM = Washing Machine, DW= Dishwasher, WH= Water Heater, FH = Fan Heater).

| Consumer ID | DLC T1 AC (kW) | DLC T1 WM (kW) | DLC T1 DW (kW) | DLC T1 WH (kW) | DLC T1 FH (kW) | DLC T2 AC (kW) | DLC T2 WM (kW) | DLC T2 DW (kW) | DLC T2 WH (kW) | DLC T2 FH (kW) | IDRP AC (kW) | IDRP WM (kW) | IDRP DW (kW) | IDRP WH (kW) | IDRP FH (kW) |
|-------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|---------------|---------------|---------------|---------------|---------------|
| 1           | 0.54           | 0.62           | 0.33           |                |                |                |                |                |                |                |               |               |               |               |               |
| 2           | 0.24           | 0.19           | 0.29           |                |                |                |                |                |                |                |               |               |               |               |               |
| 3           | 0.39           | 0.16           | 0.16           | 0.20           |                |                |                |                |                |                |               |               |               |               |               |
| 4           | 0.23           | 0.18           | 0.50           | 0.31           |                |                |                |                |                |                |               |               |               |               |               |
| 5           | 0.55           | 0.15           | 0.50           |                |                |                |                |                |                |                |               |               |               |               |               |
| 6           | 0.17           | 0.50           |                |                |                |                |                |                |                |                |               |               |               |               |               |
| 7           | 0.05           | 0.07           | 0.35           |                |                |                |                |                |                |                |               |               |               |               |               |
| 8           | 0.76           | 0.07           | 0.23           |                |                |                |                |                |                |                |               |               |               |               |               |
| 9           | 0.39           | 0.19           | 0.22           | 0.30           |                |                |                |                |                |                |               |               |               |               |               |
| 10          | 0.05           |                |                |                |                |                |                |                |                |                |               |               |               |               |               |
| 11          | 0.43           |                |                |                |                |                |                |                |                |                |               |               |               |               |               |
| 12          | 0.27           |                |                |                |                |                |                |                |                |                |               |               |               |               |               |
| 13          | 0.05           | 0.19           |                |                |                |                |                |                |                |                |               |               |               |               |               |
| 14          | 0.02           |                |                |                |                |                |                |                |                |                |               |               |               |               |               |

Furthermore, as Table 2 shows, 85% of consumers are equipped with air conditioner, 26% of them have washing machine, 52% include dish washer, 33% have water heater, and 22% of them have fan heater. Figure 7 illustrates a day-ahead consumption and generation profile of the entire aggregator network as well as available DR capacities presumed for the case study based on Table 2. The data shown in Figure 7 are for a random winter day with a 15-min time interval, and adapted from a research project [30] related to the implementation of an intelligent energy management system in two small cities in Portugal.

The consumption shown in Figure 7 is only related to the aggregator network (27 consumers) and not to the entire village. Moreover, the uncontrollable part of consumption is related to the devices on the consumer side that aggregator has no interaction with them. In this case study, it is considered that the aggregator receives a DR event from the DR program manager with 10 kW as the reduction baseline, starting at 12:00 PM for two hours. Also, the aggregator is notified one hour in advance. The reason for this DR event could be a technical fault or any economic causes in the main grid. Figure 8 shows the DR event applied in the aggregator consumption profile.
As Figure 8 shows, the reduced consumption during the DR event has been shifted to some periods after the event that have a high rate of PV generation. This enables the aggregator to use the energy produced by the local resources. Since the notification time of the event is one hour in advance, the aggregator should reach the reduction baseline for one hour (i.e., ramp period). Therefore, the aggregator starts announcing the consumers one by one to participate in the event. In the meantime, if some consumers have delay on replying to the DR announcement, the aggregator is able to use and discharge the available ESS in order to compensate the response time of the consumers. Also, the aggregator adjusts its internal reduction baseline to around 15 kW for keeping the consumption rate at 20 kW. This is due to overcoming the possible issues during the event, namely some consumers opting out.

In practice, a consumption profile with a 15-min time interval is not that applicable for remuneration and scheduling purposes, as a lot of changes could happen during this time. In some cases, it is possible that the DR program manager pays incentives to the aggregator with a 15-min time interval. However, in the downstream side of the network, as the aggregator is dealing with every single consumer, the 15-min time interval is a long period. Consequently, in order to have a clear vision of the consumption profile during the ramp period and DR event, Figure 9 illustrates the aggregator consumption curve between 11:00 to 14:00, with a 1-min time interval. In the same figure, the uncontrollable part of aggregator consumption is not shown as the focus is given to the controllable part of consumption.
As is clear in both Figures 7 and 9, almost half of the consumption during ramp period and the event itself is dedicated to DLC T1 (air conditioner), and only a few parts are devoted to DCL T2 (washing machine and dishwasher) and IDRP (water heater and fan heater). As the fan heaters in the IDRP program are resistive loads, they are a suitable target for emulating by resistive loads bench. Thus, in the next section (results) all fan heaters in the aggregator that are associated in the IDRP program are being emulated by the resistive loads bench and the behavior of each device as well as the aggregator facing an actual profile will be scrutinized.

5. Results

This section presents all the gained results from the aggregator standpoint. All the results provided in this section are for surveying the performance of the aggregator model during the ramp period and the DR event itself. Figure 10 shows the consumption reduction profiles after applying DR programs. The results shown in the same figure are with the one-minute time interval between 11:00 where the DR program manager notified the aggregator for the event, until the end of the event (14:00).

As it is clear in Figure 10, the aggregator firstly started to apply IDRP since it has the lowest remuneration rate from the aggregator point of view. To do this, the aggregator announced all the IDRP resources one by one and waited for their response as the program is voluntary. Then, all IDRP
participants replied with their desired responses (OPT IN or OPT OUT) until 11:30 (program deadline). After that, the aggregator evaluates the use of the IDR program and as it did not reach the reduction baseline, it decided to apply DLC T1 program. Therefore, the aggregator notifies DLC T1 participants 5 min in advance (11:35) to the starting point of the event (11:40). During this 5 min, the aggregator takes advantage of the available ESSs and start discharging them, so there would be a reduction in the consumption. While all resources in DLC T1 have participated in the event and the reduction rate of DLC T1 has been reached, the aggregator stops discharging the ESSs. The same procedure is also applied for DLC T2, and finally, at 11:50, when the aggregator reached the desired reduction baseline and it is ready to start the event at 12:00.

Moreover, as Figure 10 shows, the starting point of the paid period for each program is the moment that the first participant reduced its consumption, so the aggregator has to pay the contractual remuneration according to the reduced power. In other words, the aggregator receives the remuneration from the DR program manager only for event duration (i.e., in this case, two hours between 12:00 to 14:00). However, the aggregator must start paying the remuneration before the event during ramp period as the DR participants started the consumption reduction. That’s why aggregator should pay remuneration to the DR participant with a lower rate than the one that it receives from the DR program manager, so it would be able to manage all the paid periods without a financial downturn.

In order to have a more precise and technical vision to the model, Figure 11 illustrates the experimental results adapted from the real-time simulation model and Resistive Loads Bench as HIL. The results shown Figure 11 are related to the 6 DR participants that own Fan Heater and they are involved in the IDR program (indicated in Table 2). In fact, each consumer load in the Resistive Loads Bench emulates a Fan Heater in each DR participant. The results demonstrated in Figure 11 are adapted from MATLAB®/Simulink and OP5600 in 3600 periods of 0.5 s, which is in total 30 min, between 11:00 to 11:30 while all IDR resources are announced to participate. In other words, the time step of this model in real-time simulation is set at 0.5 s. This means OP5600 conveys the reference signal (power reference in Figure 11) to the resistive load bench with one-minute time interval, and then, it acquires real-time consumption data with 0.5 s time interval. The actual power measurement curve in Figure 11 shows the real behaviors and reactions of resistive consumer loads, and it is only shown until the IDR deadline, as after this moment all their consumption was cut.

![Figure 11. Experimental results adapted from OP5600 and Resistive Loads Bench.](image)

Indeed, employing real-time simulation (OP5600) and laboratory equipment as HIL for emulating consumption profiles have several advantages. One of them is that we validate the actual demand reduction under the technical parameters of the grid, namely voltage variations (as shown in Figure 11). This leads to having a gap between the experimental and simulation results. This gap is clearly
visible in Figure 11 between the red dashed line as Power Reference and the blue line as actual power measurement. Consequently, it is interesting to calculate and compare the remuneration costs of aggregator using both experimental and simulation results. Figure 12 shows the accumulated remuneration costs during the ramp period and the event using simulation profiles.

![Accumulated remuneration costs of aggregator during the ramp period and the event.](image)

As Figure 12 shows, there are a few remuneration costs for the IDRP program as the remuneration rate and the available capacity were not significant. Also, the costs of DLC T1 has a linear ascending gradient since the available capacity of this program was constant during the event. Finally, as DLC T2 has a fixed remuneration rate per event, it has a constant ratio in the aggregator’s remuneration expenses. Table 3 demonstrates the detailed cost calculation for each program. In Table 3, the main focus is given to the first 30 min of the IDRP program as the real-time simulation and HIL methodology have been implemented for this specific program. The actual and simulation profiles are respectively the blue (actual power measurement) and red dashed line (power reference) in Figure 11.

| Program Type | DLC T1   | DLC T2   | IDRP  |
|--------------|----------|----------|-------|
| Applied Period | 11:00 to 14:00 | 11:00 to 14:00 | 11:00 to 11:29 |
| Actual Profile | 11:00 to 14:00 | 11:00 to 14:00 | 11:30 to 14:00 |
| Simulation Profile | 11:00 to 11:29 | 11:30 to 14:00 |
| Cost (EUR) | 1.4583 | 0.6 | 0.0083 |
| | | | 0.0081 |
| | | | 0.1907 |

As Table 3 shows, the calculated remuneration cost between 11:00 to 11:29 in IDRP has a difference between the actual and simulation profiles. This cost difference is not significant because in this specific model it is only for six fan heater devices as a part of the IDRP program, which has a little reduction capacity for 30 min. Suppose that the aggregator has a huge number of DR participants, namely 1 million customers with a longer DR event. Therefore, this little difference becomes remarkable in this case as it would mean a huge amount of cost variation between what it is expected and what occurs in actual cases.

6. Conclusions

Using renewable energy resources and distributed generation has an important role to reduce the peak of greenhouse gas emissions. Innovative management strategies, such as integrating demand response programs, are required. This paper presented a precise vision of the demand response timeline in an aggregator model. The proposed aggregator has been considered as a third party between the upstream and downstream sides of the network, to aggregate small scale demand response resources.
The time needed in the short and real-time demand response programs to notify all participants, to wait for their response, and evaluate the available resources is addressed.

For real-time simulation, a set of resistive loads to emulate the actual demand reduction of some demand response participants have been used. The numerical results highlight that the costs related to the periods prior to the event, such as ramp period, should be taken into account as in the most of model, demand response costs are only related to the period between the starting and ending point of the event. It should always be considered that normally the aggregator does not reach the desired reduction level immediately, and it requires some time to reach the desired reduction level. Regarding the remuneration, while the consumption is being reduced, consumers expect to receive remunerations for the related consumption reduction, even if the reduction has occurred prior to the starting of the event.

The experimental results obtained through emulation of loads indicate that there is a gap between the expected and actual results. In this way, laboratory tests play an important role to reveal technical issues of any model under practical challenges, namely voltage variations, frequency instabilities, and other electrical grid conditions.
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**Nomenclature**

- $T_{DR}$: Required time to achieve demand response baseline
- $\alpha_{DR}$: Notification time specified for each demand response program
- $\beta_{DR}$: Actual response time of demand response program
- $\psi$: Maximum paid reduction
- $\phi$: Forecasted reduction baseline
- $\sigma$: Reduction baseline
- $\delta$: Announcement deadline
- $\omega$: Deployment deadline
- $\theta$: Reduction deadline
- $\lambda$: The finishing point of the demand response event
- $\Delta E$: The forecast error margin of reduction baseline
- $C$: Number of consumers
- $I_{DR}$: Incentive paid for each demand response program
- $P_{DR \; N}$: The non-schedulable demand response program
- $P_{DR \; S}$: The schedulable demand response program
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