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Abstract: Multi-field Q-balls, in which some, but not all, of the constituent fields are real scalars, are studied. Uncharged fields may classically contribute to Q-balls provided that their effect is to not destabilise the resulting object. The thin-wall limit is reviewed based on existing literature. Sufficient conditions for the theories that can plausibly contain thick-wall solutions are derived. Necessary conditions require a detailed numerical analysis, outside the scope of this work. These conditions show that when the additional real scalars are massive, a minimum charge must accumulate in order to render the Q-ball energetically stable.
1 Introduction

Q-balls [1] are fascinating objects that can be found in theories of complex scalar fields. They are an example of a non-topological soliton (see Ref. [2] and references therein) that are kept stable by a combination of conservation of energy and a Noether charge. Thus, Q-balls represent the state of minimum energy for a given charge. Though the theory is usually taken as that of a single complex scalar field symmetric under a group of $U(1)$ transformations, the principles have been extended to include multiple fields [3], more complicated symmetry groups [4], as well as gauging the stabilising symmetry [5, 6].

Finding the extremum of the energy functional is not analytically tractable in the most general case. However, two analytic limits exist, and represent the most studied examples of Q-balls. Specifically, these are the thin- and thick-wall limits [1, 7]. These are appropriate to describe Q-balls in the large and small charge limits, respectively. At least in the single-field case, not every theory that possesses a thin-wall limit has a corresponding thick-wall limit [8–10]. Recently, it has been shown that the thin-wall limit can be extended to describe Q-balls with smaller charges [11].

Q-balls are not just interesting theoretical objects. Owing to their rich phenomenology, they have been studied in the context of real-world scenarios. In the absence of couplings to other light fields, Q-balls are absolutely stable, and so have been considered as candidates for dark matter [12–15]. Moreover, they have been shown to arise in supersymmetric theories [3, 12], or in theories of extra dimensions [16, 17]. At the time of writing, Q-balls have not been seen in any experiment, but it is believed that their signature will be striking if evidence for them is ever found [18–21].
As mentioned above, the canonical Q-ball analysis has been extended to include multiple fields. However, the single-field scenario is still the most studied example. Given that extensions to the Standard Model often come with a plethora of scalar fields with non-trivial potentials, the multi-field scenario is relatively under-explored. In this paper, we consider the simplest multi-field example: a theory of a single complex scalar field and an arbitrary number of real scalar fields. The case of a non-topological soliton composed of a single complex scalar field with one additional real scalar field was first explored in Ref. [22]. It was noted that the real scalar, despite not carrying charge, would figure in the Q-ball if it allowed the resulting Q-ball to lower its energy either to one of greater stability, or even to achieve stability in the first place.

In this work, we review this original analysis according to the more modern approach as given in Ref. [3]. Moreover, we also explore the thick-wall limit of the theory. As discussed in Refs. [8–10], not every theory with a thin-wall limit possesses a thick-wall limit, which has ramifications for early universe phenomenology in solitosynthesis scenarios [23–25]. The added complexity introduced by considering multiple fields makes it impossible to derive an exact constraint in the same way. However, sufficient conditions can be found to restrict the theories to those with an analytic limit. Necessary conditions require a numerical study, which we leave to future work.

Specifically, in Section 2, we perform the minimisation procedure on the energy functional appropriate for the multi-field case, as first outlined in Ref. [3]. In Section 3, we review the work of Ref. [22], which considered thin-wall Q-balls comprising one charged scalar field with a single real scalar field, using the more modern approach of Ref. [3]. In this section, we determine the differential equations that govern the vacuum expectation values (VEVs) of the complex and real scalars within the resulting thin-wall Q-balls, together with their physical properties of mass and volume. In Section 4, we analyse the thick-wall limit in the approximation scheme that the fields all have the same spatial profile up to a positive normalisation – this is a necessity to make analytic progress. In reality, the spatial profiles of the fields might differ, but this extra freedom in the minimisation process can only further lower the Q-ball energy. Thus, any constraints found under this approximation scheme are sufficient to show the existence of thick-wall Q-balls, but are not strictly necessary. With this in mind, we show the existence of thick-wall Q-balls in a class of theories by demanding that the minimum be energetically stable against classical decay into the quanta of the charged scalar fields. We fully solve a special case – one complex scalar with an arbitrary number of massless (or very light) scalars. Work with this assumption on the spatial profiles has been done in an ad-hoc manner in Refs. [9, 26], but we seek to generalise these works here.
2 Minimising the Energy in a Sector of Fixed Charge

We consider a theory of a single complex scalar, \( \Phi(\vec{x}, t) \), and \( M \) real scalars, \( \Psi_j(\vec{x}, t) \). The Lagrangian density we consider is

\[
\mathcal{L} = \partial_\mu \Phi \partial^\mu \Phi^* + \frac{1}{2} \sum_j M \partial_\mu \Psi_j \partial^\mu \Psi_j - U(\Phi, \Phi^*, \Psi_j),
\] (2.1)

where \( U(\Phi, \Phi^*, \Psi_j) \) is some potential that we leave generic for now, stipulating only that it be a function of the fields, and not their derivatives, and that it vanish for vanishing field. The Euler-Lagrange equations for this theory are

\[
\partial_\mu \partial^\mu \Phi + \frac{\partial U}{\partial \Phi^*} = 0 \quad \text{and} \quad \partial_\mu \partial^\mu \Psi_j + \frac{\partial U}{\partial \Psi_j} = 0,
\] (2.2)

with a similar equation governing the dynamics of \( \Phi^* \).

We demand that the theory be invariant with respect to a single global \( U(1) \) group of transformations defined through

\[
\Phi \rightarrow e^{i\alpha} \Phi \quad \text{and} \quad \Psi_j \rightarrow \Psi_j,
\] (2.3)

where \( \alpha \in \mathbb{R} \) and the charge of the complex scalar is set to unity, with the real scalars uncharged. Associated to this symmetry is a Noether current density given by

\[
j^\mu = i (\Phi \partial^\mu \Phi^* - \Phi^* \partial^\mu \Phi).
\] (2.4)

This symmetry places a functional constraint on the potential, namely, that it be a function of the absolute value of the complex field.

A Q-ball is the state in a theory which minimises the energy for a fixed, non-zero Noether charge. The Hamiltonian for this theory is

\[
H = \int d^3x \left[ \dot{\Phi} \dot{\Phi}^* + \vec{\nabla} \Phi \cdot \vec{\nabla} \Phi^* + \frac{1}{2} \sum_j (\dot{\Psi}_j \dot{\Psi}_j + \vec{\nabla} \Psi_j \cdot \vec{\nabla} \Psi_j) + U(\Phi, \Phi^*, \Psi_j) \right].
\] (2.5)

To determine if this system admits Q-ball solutions, we introduce a Lagrange multiplier \( \omega \), as in Ref. [3], that enforces charge conservation upon minimisation with respect to it:

\[
\mathcal{E}_\omega = H + \omega \left( Q - \int d^3x j^0 \right),
\] (2.6)

where \( j^0 \) is the zeroth component of the Noether current density given in Eq. (2.4). Thus,
the functional we wish to analyse is given by

\[ \mathcal{E}_\omega = \omega Q + \int d^3x \left[ \dot{\Phi} \dot{\Phi}^* - i\omega \Phi^* \Phi + i\omega \Phi \Phi^* + \nabla \Phi \cdot \nabla \Phi^* + \frac{1}{2} \sum_j \left( \dot{\Psi}_j \dot{\Psi}_j + \nabla \Psi_j \cdot \nabla \Psi_j \right) + U(\Phi, \Phi^*, \Psi_j) \right]. \]  

(2.7)

We may complete the square on the first terms under the integral to give

\[ \mathcal{E}_\omega = \omega Q + \int d^3x \left[ |\dot{\Phi} - i\omega \Phi|^2 - \omega^2 \Phi^2 \Phi + \nabla \Phi \cdot \nabla \Phi^* + \frac{1}{2} \sum_j \left( \dot{\Psi}_j \dot{\Psi}_j + \nabla \Psi_j \cdot \nabla \Psi_j \right) + U(\Phi, \Phi^*, \Psi_j) \right]. \]  

(2.8)

The terms containing derivatives with respect to time are the only terms with explicit time dependence. These are both positive semi-definite and are minimised if they each vanish. Thus, we require that

\[ \Phi(\vec{x}, t) = e^{i\omega t} \phi(\vec{x}) \quad \text{and} \quad \Psi_j(\vec{x}, t) = \psi_j(\vec{x}), \]  

(2.9)

where \( \phi(\vec{x}) \) and \( \psi_j(\vec{x}) \) are functions purely of the spatial coordinate which we take, without loss of generality, to be real-valued. The energy functional is then

\[ \mathcal{E}_\omega = \omega Q + \int d^3x \left[ \nabla^2 \phi - \omega^2 \phi^2 \phi + \frac{1}{2} \sum_j \left( \nabla \psi_j \cdot \nabla \psi_j \right) + U(\phi, \phi^*, \psi_j) \right]. \]  

(2.10)

Notice that a spatial profile for the field \( \phi \) that vanishes everywhere leads to a configuration of zero charge. Thus, a configuration of non-zero charge must have a spatial profile for the charged field that differs from zero in some finite domain – this is not the case for the uncharged fields, which can be vanishing inside a multi-field Q-ball. The spatial profiles satisfy the equations

\[ \nabla^2 \phi = \frac{1}{2} \frac{\partial}{\partial \phi} \left( U(\phi, \psi_j) - \omega^2 \phi^2 \right), \quad \nabla^2 \psi_j = \frac{\partial U(\phi, \psi_j)}{\partial \psi_j}. \]  

(2.11)

These differential equations take the form of a bounce equation [27–29], with bounce potentials defined by \( U(\phi, \psi_j) - \omega^2 \phi^2 \) and \( U(\phi, \psi_j) \), respectively. The lowest energy configurations are known to be spherically symmetric [29], under the boundary conditions of the field vanishing at spatial infinity, and being constant at the coordinate origin, and the first derivative vanishing at spatial infinity and the coordinate origin.

These highly-coupled differential equations cannot in general be solved analytically.
However, under certain assumptions, analytic progress can be made. Namely, for stable Q-ball solutions to be found, we must have that $\omega_0 \leq \omega < m_\phi$, where $m_\phi$ is the mass of the complex scalar [7]. The thin-wall limit corresponds to the limit that $\omega = \omega_0$ – in fact, the thin-wall limit defines $\omega_0$. The thick-wall limit corresponds to $\omega \rightarrow m_\phi$.

3 Thin-Wall Q-balls

The thin-wall limit for multi-field Q-balls was first considered in Ref. [22] for the case of one complex scalar and one real scalar.\footnote{It should be noted that in Ref. [3], the case of multiple charged scalars – and no real scalars – was analysed for thin-wall Q-balls.} For completeness, we include the analysis for multiple real scalars here. We note, however, that the physics is largely unchanged in going to this case.

In the thin-wall limit, the properties of the Q-ball are well-approximated by the properties of a spherical core of homogeneous Q-matter. We have that

$$E_\omega \approx \omega Q + V \left[ U(\phi, \psi_j) - \omega^2 \phi^2 \right], \quad (3.1)$$

where $V$ is the volume of the spherical core of the Q-ball. Minimisation with respect to the Lagrange multiplier yields

$$Q = 2\omega V \phi^2, \quad (3.2)$$

as we would expect from the Noether current density given in Eq. (2.4). This expressions defines $\omega_0$, as stated above. Eliminating $\omega$ from $E_\omega$ yields

$$E = \frac{Q^2}{4V \phi^2} + U(\phi, \psi_j)V. \quad (3.3)$$

Minimising with respect to the volume gives us

$$V^2 = \frac{Q^2}{4U(\phi, \psi_j) \phi^2}, \quad (3.4)$$

which, when eliminated, finally gives us an expression for the rest mass of a multi-field Q-ball:

$$m_Q = Q \sqrt{\frac{U(\phi, \psi_j)}{\phi^2}}. \quad (3.5)$$

This expression must be minimised such that the resulting Q-ball is classically stable against decay to the quanta of any of the fields $\phi$, i.e., that

$$m_Q < Q m_\phi \quad (3.6)$$
where $m_{\phi}$ is the mass of the quanta of the field $\phi$. The minimisation procedure with respect to the field content leads to the conditions on the potentials that

$$\frac{\partial U(\phi, \psi)}{\partial \phi} = 2 \frac{U(\phi, \psi)}{\phi} \quad \text{and} \quad \frac{\partial U(\phi, \psi)}{\partial \psi_k} = 0. \quad (3.7)$$

A straightforward example of a potential that allows for multi-field Q-balls is the following:

$$U(\Phi^*, \Phi, \Psi) = m_{\phi}^2 \Phi^* \Phi - A \Psi \Phi^* \Phi + \lambda (\Phi^* \Phi)^2 + \lambda' \Psi^4, \quad (3.8)$$

where $\Phi$ is a massive, charged field (with charge set to unity) and $\Psi$ is a massless, uncharged field. The coefficients, $m_{\phi}^2$, $A$, $\lambda$, $\lambda'$, are all taken positive, such that the sign assignment of each term is explicit. The Q-ball ansatz, given in Eq. (2.9), means that we can rewrite this as

$$U(\phi, \psi) = m_{\phi}^2 \phi^2 - A \psi \phi^2 + \lambda \phi^4 + \lambda' \psi^4. \quad (3.9)$$

The thin-wall conditions above yield the field values

$$\phi = \frac{1}{4} \frac{A}{(\lambda \lambda')}^{1/4} \quad \text{and} \quad \psi = \frac{1}{4} \frac{A}{(\lambda \lambda')}^{1/2}. \quad (3.10)$$

The resulting Q-ball has a mass given by

$$m_Q = Q \sqrt{m_{\phi}^2 - \frac{1}{8} \frac{A^2}{(\lambda \lambda')}^{1/2}}, \quad (3.11)$$

which is clearly smaller than $Q$ amounts of the mass of the charged scalar, $m_{\phi}$. Thus, this theory allows for stable, multi-field Q-balls. Notice, there is special point where

$$\frac{1}{8} \frac{A^2}{(\lambda \lambda')}^{1/2} = m_{\phi}^2. \quad (3.12)$$

In this case, the core of the thin-wall Q-ball does not contribute to the overall mass of the object – it will all come from the wall. This was studied in the single-field case in Ref. [30]

4 Thick-Wall Q-balls

We now analyse multi-field Q-balls in the thick-wall limit. In order to analytically progress further, we must make an assumption about the spatial profile of the fields. This removal of a degree of freedom of the system leads to an upper bound on the mass of any stable Q-balls found, as additional freedom can only reduce the rest energy further. Thus, armed with this, we can derive sufficient conditions on the existence of thick-wall Q-balls on the class of theory of study. A full analysis for the necessary conditions would require a numerical analysis, which is outside the scope of this paper, and so we leave this to future work.
4.1 The Spatial Profile Problem

As noted in Ref. [7], the thick-wall limit is equivalent to the limit of small field values inside the Q-ball. Though this limit offers up the simplification that only the next-to-quadratic order in the potential is relevant, this is not enough to make analytic progress. The complication is purely due to the number of fields.

In Refs. [9, 26], this problem was circumvented by assuming that all spatial profiles of the fields were the same up to a positive semi-definite normalisation constant for each field, with the resulting expressions minimised with respect to these normalisation constants.\(^2\) As stated above, the purpose of this ansatz is to provide sufficient conditions for the existence of thick-wall Q-balls in the class of multi-field theories of study, as well as to provide approximate values for the Q-ball properties. In reality, the spatial profiles of the fields might differ, but this extra freedom in the minimisation process can only further lower the Q-ball energy. To provide necessary conditions for a thick-wall limit, we must pursue a dedicated numerical analysis of the true spatial profiles of all individual fields, and this is the topic of future work. This would also allow us to see how accurate the analytic Q-ball properties are. Moreover, given that we have effectively reduced our multi-field system into one of a single-field, we expect to find results similar to those in Refs. [8–10].

To be explicit, let the reference field be the charged scalar, \(\phi\). As such, we define a set of positive semi-definite constants, \(\{\beta_j\}\), such that

\[
\psi_j = \beta_j \phi. \quad (4.1)
\]

The equations governing the spatial profiles of the scalars are now given by

\[
\nabla^2 \phi = \frac{1}{2} \frac{\partial U}{\partial \phi} - \omega^2 \phi \quad \text{and} \quad \beta_j \nabla^2 \phi = \frac{\partial U}{\partial \psi_j}. \quad (4.2)
\]

Whether or not these equations are satisfied in general, and what it means for the properties of the Q-ball calculated, is the subject of future work. Nevertheless, we progress.

4.2 The Thick-Wall Analysis

The bounce potential in the thick-wall limit can now be written as

\[
U_\omega(\phi, \beta_j) \approx \left[ (m_0^2 - \omega^2) + \frac{1}{2} \sum_j M j m_j^2 \beta_j^2 \right] \phi^2 - g(\beta_j)\phi^p, \quad (4.3)
\]

where \(m_j\) is the mass of the \(j\)-th species of real scalar, and we take the next to quadratic term to be of order \(p > 2\). The coefficient of the quadratic term is clearly positive for

\(^2\)In some sense, this is borrowing from the thin-wall analysis, whereby the field profiles are ignored apart from their homogeneous core values which differ only by a positive normalisation constant.
The function $g(\beta_j)$ is model-dependent and so is left general for now, but it is assumed that it is positive definite, as otherwise there would be no Q-ball solution. The energy in Eq. (2.10) is then

$$
E_\omega = \omega Q + \int d^3x \left[ \left( 1 + \frac{1}{2} \sum_{j=1}^{M} \beta_j^2 \right) \nabla \phi \cdot \nabla \phi + \left( m_\phi^2 - \omega^2 \right) - \frac{1}{2} \sum_{j=1}^{M} m_j^2 \beta_j^2 \right] \phi^2 - g(\beta) \phi^p \right] .
$$

(4.4)

Consider the substitutions

$$
\xi_i = \left( \frac{\left( m_\phi^2 - \omega^2 \right) + \frac{1}{2} \sum_{j=1}^{M} m_j^2 \beta_j^2}{1 + \frac{1}{2} \sum_{j=1}^{M} \beta_j^2} \right)^{1/2} x_i ,
$$

(4.5)

$$
\phi = \left( \frac{g(\beta_j)}{\left( m_\phi^2 - \omega^2 \right) + \frac{1}{2} \sum_{j=1}^{M} m_j^2 \beta_j^2} \right)^{1/(p-2)} \phi .
$$

Then,

$$
E_\omega = \omega Q + \left( 1 + \frac{1}{2} \sum_{j=1}^{M} \beta_j^2 \right)^{3/2} \left[ \left( m_\phi^2 - \omega^2 \right) + \frac{1}{2} \sum_{j=1}^{M} m_j^2 \beta_j^2 \right]^{(6-p)/(2p-4)} g(\beta_j)^{2/(p-2)} S_\phi ,
$$

(4.6)

where $S_\phi$ is a dimensionless integral given by

$$
S_\phi = \int d^3\xi \left[ \nabla_\xi \phi \cdot \nabla_\xi \phi + \phi^2 - \phi^p \right] .
$$

(4.7)

For different values of $p$, this has been numerically minimised in Ref. [31], with the general trend being that $S_\phi$ increases for increasing $p$. Our expression for the energy must be minimised with respect to $\beta_j$ and $\omega$. To proceed further, we must specify the theory and therefore $g(\beta_j)$. However, we can restrict the types of theories that could plausibly lead to stable thick-wall Q-balls, and thus derive sufficient conditions for stable Q-balls to exist in the wider context of our assumption of the spatial profiles of the fields.

Consider the first derivative with respect to $\omega$. Requiring that this vanishes means
that \( p < 6 \) and leads to the condition

\[
\epsilon = \Omega \left[ (1 - \Omega^2) + \frac{1}{2} \sum_{j} \beta_j^2 \mu_j^2 \right]^{(10-3p)/(2p-4)},
\]

where

\[
\epsilon = \frac{Q}{S_{\phi}} \left[ \frac{p - 2}{6-p} \right] g(\beta) \frac{2/(p-2) m_{\phi}^{(2p-8)/(p-2)}}{1 + \frac{1}{2} \sum_j M \beta_j^2}^{3/2},
\]

and we define the dimensionless parameters,

\[
\mu_j \equiv \frac{m_j}{m_{\phi}} \quad \text{and} \quad \Omega \equiv \frac{\omega}{m_{\phi}}.
\]

Note, \( 0 < \Omega < 1 \), as \( \omega < m_{\phi} \), by definition. From this condition, we can rewrite \( \mathcal{E}_\omega \) as

\[
\mathcal{E}_\omega = Q m_{\phi} \left[ \Omega + \frac{1}{\Omega} \left( \frac{p - 2}{6-p} \right) (\kappa - \Omega^2) \right],
\]

where

\[
\kappa = 1 + \frac{1}{2} \sum_j \beta_j^2 \mu_j^2.
\]

Note, \( \kappa \geq 1 \) and is related to the mass of the configuration. Note, \( \kappa = 1 \) if and only if \( \beta_j = 0 \) or \( \mu_j = 0 \) for each \( j \). A subset of these requirements is the single-field case, and so it is entirely reasonable to expect that \( \kappa = 1 \) to have the same condition as for the single-field case. We show that this is indeed the case below. The regime in which \( \kappa > 1 \) is distinct from the case that \( \kappa = 1 \), as we see below.

For stable Q-balls to form, we require that \( \mathcal{E}_\omega < Q m_{\phi} \). Thus,

\[
\Omega + \frac{1}{\Omega} \left( \frac{p - 2}{6-p} \right) (\kappa - \Omega^2) < 1,
\]

which can be rewritten as

\[
\frac{2(4-p)}{6-p} \Omega^2 - \Omega + \frac{p - 2}{6-p} \kappa < 0.
\]

Notice, if \( \Omega \rightarrow 0 \), this condition is violated for \( 2 < p < 6 \) and \( \kappa > 0 \). However, since \( \omega_0 \leq \omega < m_{\phi} \), this is acceptable. Notice, if \( \kappa = 1 \) this reduces to

\[
(\Omega - 1) \left( \frac{2(4-p)}{6-p} \Omega - \frac{p - 2}{6-p} \right) < 0,
\]

Technically, it is related to the mass to charge ratio of the configuration, but we have taken the charge of the complex scalar to be unity, and so this factor is not explicit.
which is precisely the condition for single-field Q-balls as found in Ref. [10], i.e., that $2 < p < 10/3$. As stated above, the single-field case is an example of a theory for which $\kappa = 1$, and so this was expected. We must therefore now consider theories for which $\kappa > 1$.

For $\kappa > 1$ and $\Omega \rightarrow 1^-$, the condition given in Eq. (4.14) must be satisfied. Considering $\Omega = 1$, this leads to

$$\frac{p - 2}{6 - p} (\kappa - 1) < 0. \quad (4.16)$$

We thus see that for any $\kappa > 1$, this condition is not satisfied. Thus, our requirement is broken at both $\Omega \rightarrow 0$ and $\Omega \rightarrow 1$. As such, if any stable Q-balls were to form, there would be a minimum charge required to reach stability. In order to determine if this can be the case, we require that both the roots of the quadratic given in Eq. (4.14) lie in the range $0 < \Omega < 1$. The roots of this polynomial are

$$\Omega_\pm = \frac{6 - p}{4(4 - p)} \pm \frac{6 - p}{4(4 - p)} \sqrt{1 - 8\frac{(4 - p)(p - 2)}{(6 - p)^2} \kappa}. \quad (4.17)$$

For $\Omega \in (0, 1)$, it is a necessary requirement that the first term on the right-hand side be in the range $(0, 1)$, which leads to the condition

$$2 < p < 10/3. \quad (4.18)$$

Requiring that the roots exist at all – the term under the square root be positive – leads to a $\kappa$-dependent condition for $p$,

$$1 - 8\frac{(4 - p)(p - 2)}{(6 - p)^2} \kappa > 0. \quad (4.19)$$

The function on the left-hand side is a monotonically decreasing function of $\kappa$ if $2 < p < 10/3$. Taking, therefore, the limit $\kappa \rightarrow \infty$ shows us that both roots always exist. Furthermore, the larger $\kappa$ is, the smaller the difference between the roots, and so the smaller the range of values which allow for a stable Q-ball.

To understand these requirements, we return to our definition of $\kappa$ as given in Eq. (4.12). We note that we cannot form a stable Q-ball for all $Q > 0$ unless the $j$-th species is either massless (or very light) or $\beta_j = 0$ for the species. A theory of this type ($\kappa = 1$) was the subject of Ref. [26], whereby one real scalar was taken to be effectively massless, and the other had $\beta = 0$.

In the case that $\kappa > 1$, we find that we have a lower bound on the charge of these Q-balls for them to be stable. This makes sense here – the real scalars increase the mass of the Q-ball without increasing the charge of the Q-ball. Classical stability requires that the mass to charge ratio of the Q-balls be less than that of the constituent scalars. Thus, in the presence of real scalars, the Q-ball must accumulate enough charge to offset this
increase in mass. This is therefore the origin of the requirements given above: as $\kappa$ gets larger, more charge must be accumulated, and the range of charges over which we have a stable, thick-wall $Q$-ball decreases.

4.3 A Worked Example: Arbitrary Number of Massless Real Scalars

As stated above, the minimisation with respect to the $\beta_j$ is model-dependent and cannot be completed in general. As an example that can be fully worked out analytically, consider a simple theory of one complex scalar $\Phi$ with unit charge and $M$ massless scalars $\Psi_j$ defined through the Lagrangian

$$
\mathcal{L} = \partial_{\mu} \Phi \partial^{\mu} \Phi^* + \frac{1}{2} \sum_j M \partial_{\mu} \Psi_j \partial^{\mu} \Psi_j
$$

$$
- \left( m_{\phi}^2 - \sum_j A_j \Psi_j \right) \Phi^* \Phi - \mathcal{O} (\Psi^4, (\Phi^* \Phi)^2, \Phi^* \Phi \Psi^2). \quad (4.20)
$$

Notice, we have taken the leading order interaction between the real and complex scalars to be cubic\(^4\) – this is because we are in the regime where $\kappa = 1$, and so $2 < p < 10/3$. We seek stable thick-wall $Q$-balls, and assume that all spatial profiles are, up to some positive semi-definite normalisation, the same. The functional in Eq. (4.6) is then given by

$$
\mathcal{E}_\omega = \Omega mQ + m_{\phi}^3 \left( 1 + \frac{1}{2} \sum_j M \beta_j^2 \right)^{3/2} \left( 1 - \Omega^2 \right)^{3/2} \frac{1}{2} \frac{1}{\left( \sum_j A_j \beta_j \right)^2} S_{\phi}, \quad (4.21)
$$

where $S_{\phi} \approx 38.8$ after numerical minimisation [31]. This expression must be minimised with respect to all $\beta_j$ and $\Omega$. First, we minimise with respect to all $\beta_j$. This process leads to the condition

$$
\frac{3}{4} \beta_k = A_k \left( 1 + \frac{1}{2} \sum_j A_j \beta_j \right). \quad (4.22)
$$

If the $k$-th species of real scalar does not have a coupling to the complex scalar that is cubic in the fields, it does not contribute to the $Q$-ball.\(^5\) Taking $A_k$ to therefore be non-vanishing,

\(^4\)Note, we could have also written down a term cubic in only the real scalars as it is not forbidden by the $U(1)$ symmetry. This class of term will only render the $Q$-ball more unstable as it will increase the energy (rest mass) of the configuration without increasing the charge. We omit this for simplicity here, but it is important to note.

\(^5\)If a real scalar has a coupling to the complex scalar that is greater than cubic in the fields, it should contribute. However, this contribution to the properties of the $Q$-ball would be subleading to those calculated from only considering from the cubic coupling.
we find
\[ \frac{\beta_k}{A_k} = \frac{4}{3} \left( 1 + \frac{1}{2} \sum_j A_j^2 j \right) \left( \sum_j A_j^2 \right). \] (4.23)

This expression holds for each species of real scalar, but the right-hand side is a constant for each species, and so we can relate all species through
\[ \frac{\beta_k}{A_k} = \frac{\beta_l}{A_l}. \] (4.24)

We can use this to eliminate all but a single \( \beta \) from the above condition since
\[ \sum_j \beta_j^2 = \left( \frac{\beta_l}{A_l} \right)^2 \sum_j A_j^2 \] and \[ \sum_j A_j^2 \beta_j = \frac{\beta_l}{A_l} \sum_j A_j^2. \] (4.25)

We then find that
\[ \beta_l = \frac{2A_l}{\left( \sum_j A_j^2 \right)^{1/2}}. \] (4.26)

Minimisation with respect to \( \Omega \) yields
\[ \epsilon = \Omega(1 - \Omega^2)^{1/2}, \] (4.27)
where
\[ \epsilon = \frac{4Q}{3^{5/2}S_{\phi} m_\phi^3} \sum_j A_j^2, \] (4.28)
where we have eliminated all the \( \beta_j \) by invoking the above condition. Notice, this has the same functional form as the single-field case given in Ref. [7]. Thus, we may simply read off the solution that
\[ \Omega^2 = \frac{1 + \sqrt{1 - 4\epsilon^2}}{2}, \] (4.29)
where \( \epsilon < 1/2 \). Given this, we may now expand \( E \) in powers of \( \epsilon \) to give the mass of the Q-ball,
\[ m_Q = m_\phi \left( 1 - \frac{1}{6} \epsilon^2 - O(\epsilon^4) \right). \] (4.30)

We see that \( m_Q < m_\phi Q \), and so the resulting Q-ball is indeed classically stable to decay to quanta of the field \( \Phi \). The characteristic radius, \( R \), and VEV of the field, \( \langle \phi \rangle \), are given when \( \xi \sim 1 \) and \( \varphi \sim 1 \), and so
\[ R^{-1} \sim \frac{em_\phi}{\sqrt{3}} \left( 1 + O(\epsilon^2) \right) \] and \[ \langle \phi \rangle \sim \frac{\epsilon^2 m_\phi^2}{2 \left( \sum_j A_j^2 \right)^{1/2}} \left( 1 + O(\epsilon^2) \right). \] (4.31)
We thus see that these Q-balls are large compared to the Compton wavelength of the constituent complex scalars, and that the field inside the Q-ball is indeed small in some sense.

This analysis rested on two assumptions, namely, that the higher order term that stabilises the potential be small in comparison to the cubic and quadratic terms inside the Q-ball, and that $E_\omega$ has a minimum in the range $0 < \omega < m_\phi$. These conditions lead to constraints on the allowed charge of the thick-wall Q-ball solution. Assuming that this stabilising term comes in at order $q$ (as opposed to the minimal 4 given in the Lagrangian for this theory) and using the characteristic VEV given above, we demand that

$$\left( \sum_j A_j \beta_j \right) \langle \phi \rangle^3 \gg \frac{c_q}{\Lambda q-4} \langle \phi \rangle^q,$$

which leads to the constraint on $Q$,

$$Q \ll 604.8 m_\phi \left[ \frac{\Lambda^{q-4}}{c_q} \right]^{1/(2q-6)} \left[ 2 \left( \sum_j A_j^2 \right)^{1/2} \right]^{(10-3q)/(2q-6)}.$$  \hspace{1cm} (4.32)

Demanding this for the quadratic term leads to the same constraint. The second condition on $Q$ arises from rearranging the condition $\epsilon < 1/2$,

$$Q < 151.2 \frac{m_\phi^2}{\sum_j A_j^2}.$$  \hspace{1cm} (4.34)

Again, as in the single-field case, the upper bounds on the charge of these objects imply that these are small Q-balls.

5 Summary

The canonical Q-ball analysis is that of a single complex scalar field invariant under a $U(1)$ group of transformations. In this paper, we have reviewed the simplest multi-field generalisation, namely, that of a single complex scalar field together with an arbitrary number of real scalars. We found the physical parameters associated with the thin-wall Q-balls in this class of theory. This section was largely a review of the existing work found in Ref. [22], albeit presented in a style similar to Ref. [3].

For the thick-wall limit, we presented a sufficient constraint for the existence of thick-wall Q-balls by assuming that all spatial profiles of the fields are the same up to positive semi-definite normalisation constant. To reiterate, these theories were classified by a parameter $\kappa \geq 1$, defined in Eq. (4.12). In summary, the case $\kappa = 1$, for which the single-field case is a subset, can possess energetically stable thick-wall solutions of any charge $Q > 0$.
when the index, $p$, of the next-to-quadratic term is in the range $2 < p < 10/3$. Similarly, for the case $\kappa > 1$, the index of the next-to-quadratic term is constrained to be in the range $2 < p < 10/3$, but is only energetically stable for a range of charges, where $Q_{\text{min}} > 0$. This latter case arises as the real scalars add mass to the Q-balls, but do not reduce the charge, and so enough charge must accumulate in order for stability to be achieved.

The key part of the thick-wall analysis was the assumption that all fields have the same spatial shape. However, as we noted in the main text, this isn’t necessarily valid from the point of view of the field equations. It is expected that the additional freedom afforded by the multitude of spatial profiles would allow for a lower energy solution to exist, and this is the fundamental reason for our work to represent sufficient, but not necessary, conditions. This assumption must be checked and verified numerically, with the necessary conditions for a stable thick-wall limit derived – this will be the subject of future work.
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