ABSTRACT

This study uses supervised machine learning (SML) and explainable artificial intelligence (AI) to model, predict and understand human decision-making during skillful joint-action. Long short-term memory networks were trained to predict the target selection decisions of expert and novice actors completing a dyadic herding task. Results revealed that the trained models were expertise specific and could not only accurately predict the target selection decisions of expert and novice herders but could do so at timescales that preceded an actor’s conscious intent. To understand what differentiated the target selection decisions of expert and novice actors, we then employed the explainable-AI technique, SHapley Additive exPlanation, to identify the importance of informational features (variables) on model predictions. This analysis revealed that experts were more influenced by information about the state of their co-herders compared to novices. The utility of employing SML and explainable-AI techniques for investigating human decision-making is discussed.
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1 Introduction

Performing tasks with other individuals is an essential part of everyday human life. Such behavior requires that co-actors reciprocally coordinate their actions with respect to each other and changing task demands [18, 49, 58, 55]. Pivotal to the structural organization of such action is the ability of co-actors to effectively decide how and when to act [66], with robust decision-making often differentiating expert from non-expert performance [19]. This is true whether one considers the simple activity of family members loading a dishwasher together [51, 57, 66], or the more complex activities performed by elite athletes during team sports [3, 73] or soldiers during high-stakes military operations [72].

In contrast to practical reasoning or deliberative decision-making, where an actor extensively evaluates all possibilities to determine the optimal action, the decision-making that occurs during skillful action is typically fast-paced and highly context dependent [64, 71, 22, 62], with actors spontaneously adapting their actions to achieve task goals as “best as possible” [15]. Indeed, the effectiveness of action decisions during skillful behavior is a function of an actor’s level of situational awareness [14, 58], with task expertise reflecting the attunement of an actor to the information that specifies what action possibilities (optimal or sub-optimal) ensure task completion [50, 65, 74]. Developing a comprehensive understanding of decision-making during skillful behavior therefore rests on the ability of researchers and practitioners to identify what task information underlies effective decision-making performance. Key to achieving this, is developing decision-making models that can not only predict the action decisions of human actors during skillful action, but also help to identify what differentiates expert from non-expert performance. Motivated by these challenges, the current study proposes the use of state-of-the art Supervised Machine Learning (SML) and explainable AI (Artificial Intelligence) techniques to model, predict and explicate the action decisions of expert and novice pairs performing a fast-paced joint-action task. Specifically, for the first time in the literature, we show how using these computational techniques renders it possible to uncover the crucial information that co-actors exploit when making action decisions in joint-action (and individual) task contexts.

1.1 Supervised Machine Learning

The application of Machine Learning (ML) techniques has rapidly increased over the last decade. For example, ML is now integral to modern image and speech recognition [60, 27, 20, 5], scientific analysis [25, 31], financial modeling [33], and online product, movie and social interest recommendations [10, 63, 45]. In many contexts, ML models are trained via SML, whereby computational models learn to correctly classify input data, or predict future outcomes states from input data, by leveraging coded, real-word training samples [23, 32]. Training samples include representative task data (e.g., images, sounds, motion data) that have been labeled with the correct data class or outcome state. These training samples are then used to build an approximate model of how the input data (e.g., pixels from an image) map to the correct output label (e.g., cat or dog) [26, 11]. Following training, the efficacy of the model is then tested against data not supplied during training, with effective models able to generalize the learned input-output mappings to unseen data.

1.2 Artificial Neural and Long Short-Term Memory Networks

SML models can be realized in numerous ways, for instance, using decision trees [47, 54], support vector machines [16, 17] or, of particular importance here, Artificial Neural Networks (ANNs). In general, ANNs are a composition of elementary units, nodes, that are grouped in interconnected layers, where nodes have different activation biases and the connections between nodes can have different weights. A typical ANN includes an input and an output layer, with 1 or more “hidden layers” in between (with deeper ANNs having more hidden layers). Training an ANN to model input-output mappings via SML requires finding the combination of network parameters (weights and biases) that map input data to the correct output class or state prediction. This is achieved by iteratively evaluating the error between the correct and predicted output of the ANN (via a loss function) and adjusting the network parameters to minimize this error using a process called back-propagation (see e.g., [8] for more details).

There are various types of ANNs. Of relevance here, is an ANN known as a Long Short-Term Memory (LSTM) network, which is a form of recurrent neural network that in addition to feed-forward connections among node layers also includes feedback connections. These feedback connections enable the ANN to process and retain information about sequences of consecutive inputs [29, 28]. Accordingly, LSTMs are commonly used in time-series prediction tasks [21, 13, 1, 69, 44], where the processing of both past and present input states is required to correctly predict future states. LSTMs are applicable here, as human decision-making is based on the assessment of dynamical (time varying) task information [24, 5] and, thus, the prediction of future state decisions requires processing sequences of task relevant state input data.
1.3 Explainable AI

Despite the increasing utility and effectiveness of ANNs in recent years \[27, 20, 63, 4\], the large number of connection weights within ANNs, particularly Deep-ANNs, makes it difficult to directly access how input features relate to output predictions. For this reason, ANNs are often referred to as “black-box” models. However, a desire to better understand and interpret the validity of ANNs and other black-box models, as well as the growing demand for more ethical and transparent AI systems \[67\], has resulted in a renewed interest in the application and development of explainable-AI techniques \[36, 46, 61, 40, 44\] such as LIME \[48\], DeepLIFT \[59\], and, more recently, SHapley Additive exPlanation (SHAP) \[35, 34\], which we employ here.

These techniques make the internal processes of a black-box model understandable by deriving linear explanation functions of the effects that input features have on output states. For example, the SHAP algorithm pairs each input feature with a SHAP value. The higher the SHAP value, the greater the influence that feature has on an output state. Given that SHAP values are locally accurate, one can derive a measure of global feature importance by calculating the average importance of a feature over the test set used to assess model accuracy. The result is an average SHAP value for a given input to output mapping that captures the overall significance of a given input feature for a given output prediction.

1.4 Current Study

The current study had three primary aims: (1) investigate the use of SML trained LSTM-layered ANN models (hereafter referred to as LSTM model) to predict human decision-making during skillful joint-action; (2) demonstrate how SHAP can be employed to uncover the task information that supports human decision-making during skillful joint-action by determining what input information (features) most influenced the output predictions of a trained LSTM model; and (3) apply these techniques to explicate differences between the decision-making process of novice and expert players while playing a simulated, fast-paced herding game \[50, 41, 42\].

Herding tasks involve the interaction of two sets of autonomous agents — one or more herder agents are required to corral and contain a set of heterogeneous target agents. Such activities are ubiquitous in daily life and provide a prototypical example of everyday skillful joint- or multiagent behavior. Indeed, while the most obvious examples involve farmers herding sheep or cattle, similar task dynamics define teachers corralling a group of young children through a museum or firefighters evacuating a crowd of people from a building \[37\].
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Figure 1: (a) The herding task and experimental setup. (b) A screenshot of the data playback and coding application used to identify which target a herder was corralling at each time step. The blue and orange dots are the herders and the white dots are the targets. The text label above each target specifies the target number (i.e., 1 to 4). The transparent red area is the containment region, which for the data employed here was always in the center of the game field. The insert panel on the bottom right of (b) is the target coding panel, where UD = no target. See main text for more details.

For the current study, we modeled data from \[52\], in which pairs of players controlled virtual herder agents to corral a herd of four virtual cows (hereafter referred to as targets), dispersed around a game field, into a red containment area positioned at the center of the game field. The task was presented on a large touch screen, with players using a touch-pen stylus to control their virtual herders (Figure 1(a)). Targets were repelled away from the human-controlled herders when the herder came within a certain distance of the target. When not influenced by a herder, the movement of targets was governed by Brownian motion, with targets randomly (diffusely) wandering around the game field.
To successfully corral the targets into the containment area, previous research has demonstrated that effective task performance requires that players coordinate their target selection decisions by dynamically dividing the task space into two regions of responsibility, with each player then coralling one target at a time in their corresponding regions of responsibility until all of the targets are corralled within the containment area [41][52]. To date, however, no previous research has explicitly explored or modeled the process by which players make their target selection decisions, nor what state information regulates this decision-making behavior. Assuming that a player’s (a) target selection decisions are specified in the movements [9][12][53] of their herder and (b) that players used kinematic information of target and herder states (e.g., relative positions, velocities) to make target selection decisions [41][60][65][24], we expected that an LSTM model could be trained via SML to predict these target selection decisions using short sequences of herder and target state input features that preceded target selection. We expected that target selection decisions could be predicted prior to a player enacting a target selection decision and, given that experts perform significantly better than novices ([52] and Supplementary Information, Sec A), we also expected that the trained LSTM models would be expertise specific. Finally, we expected that SHAP could be employed to identify differences in the decision-making processes of the expert and novice herdiers, or more specifically, how accurate LSTM models of expert or novice target selection behavior deferentially weighted task information (feature inputs) when making predictions.

2 Results

Given players could choose to corral no target, predicting the target selection decisions of human herdiers corresponded to a 5-label prediction problem, with ID = 1, 2, 3, 4 corresponding to the actual targets and ID = 0 corresponding to no target.

To train an LSTM using SML, we extracted time-series data from the data recordings of the expert-expert pairs and the successful novice-novice pairs that completed the dyadic herding task detailed in [52]. Only data from successful trials was employed. For each trial, state data was extracted from the time of task onset to when the players had corralled all four targets inside the containment area. At each time step, the target a herder was coralling was labeled manually by a research assistant, blind to the studies true purpose, using a custom coding software package (see Figure 1b and Methods for more details). From the resulting labeled time-series data, training samples that included 48 input features were constructed of length $t_i$ to $t_f$, where $t_f - t_i = T_{seq}$ and the length of $T_{seq}$ corresponded to 25 time steps (i.e., $t_i = t_f - 25$ time steps) or 1 second of system state evolution. The 48 state input features were the relative radial and angular distance between herders and between the herdiers and each of the 4 targets, each herder’s and target’s radial and angular distance from the containment area, and the radial velocity, radial acceleration and direction of motion of each herder and target.

2.1 Predicting future target selection decisions

LSTM models were trained to predict the next target ID a herder would corral at $t_f + T_{hor}$ given a feature input sequence of length $T_{seq}$, with $T_{hor} > 0$ time steps. Note that $T_{hor} = 1$ corresponded to predicting the target the herder would corral at the next time-step (equivalent to 40 ms in the future) and, thus, simply entailed predicting target selection decisions already made and/or currently being enacted by a herder. Here we present the results for models trained to predict target selection decisions at two longer prediction horizons, namely, $T_{hor} = 16$ and 32, which corresponded to predicting the target a herder would corral 640 ms and 1280 ms in the future, respectively (for comparative purposes, we also trained models for $T_{hor} = 1$ and 8, see Supplementary Information, Sec. C).

Importantly, $T_{hor} = 16$ and 32 involved predicting the target selection decisions before a player’s decision or behavioral intention was enacted or typically observable in the input data sequence $T_{seq}$. This was validated by calculating the average time it took players to move between targets when switching targets, with an average inter-target movement time of 556 ms for novice herdiers and 470 ms for expert herdiers (see Supplementary Information, Sec. B).

Separate LSTM were trained for the target selection decisions of novice and expert herdiers for each prediction horizon. The confusion matrices of each LSTM evaluated on ten sets of test data samples (i.e., samples not employed during training) are reported in Figure 2. Importantly, the values on the diagonal indicate that each target ID could be correctly predicted between 90% to 97% of the time. Indeed, independent from prediction horizon and player expertise, each LSTM predicted which target a herder would corral with an average accuracy exceeding 94% (see Table 1 for more prediction metrics, defined in Methods).

\footnote{Code and trained ANNs available at github.com/FabLtt/ExplainedDecisions}
Figure 2: Confusion matrices for the trained prediction models tested on 10 sets of $N_{\text{test}}=2000$ samples for each expertise level and prediction horizon. Values on the diagonal indicate the portion of test samples correctly predicted.

Table 1: Average performance [%] of the expert and novel models as a function of prediction horizon, tested on 10 sets of $N_{\text{test}}=2000$ samples.

| Horizon | Accuracy | Precision | Recall | F1 score |
|---------|----------|-----------|--------|----------|
| $\tau_{\text{hor}} = 16$ (640 ms) prediction horizon |
| Novice  | 95.33±0.2 | 95.18±0.2 | 95.25±0.2 | 95.2±0.2 |
| Expert  | 95.2±0.4  | 94.17±0.6 | 94.5±0.5  | 94.3±0.5 |
| $\tau_{\text{hor}} = 32$ (1280 ms) prediction horizon |
| Novice  | 95.75±0.5 | 95.42±0.5 | 95.5±0.5  | 95.45±0.5|
| Expert  | 94.66±0.5 | 93.2±0.7  | 93.34±0.8 | 93.25±0.7|
(a) Non-Transitioning, Non-Switching
(b) Transitioning, Non-Switching
(c) Non-Transitioning, Switching
(d) Transitioning, Switching

Figure 3: Illustration of the different sub-categories of target selection behavior; which also reflects the four different types of data samples used for model training and testing. Non-transitioning (a,c) and transitioning (b,d) corresponded to whether a harder corralled the same target or different targets during the input sequenced $T_{\text{seq}} = t \in \{t_i, t_f\}$. Non-switching (a,b) and switching (c,d) corresponded to whether a herder was corralling the same or a different target, respectively, at $T_{\text{hor}}$ and $t_f$.

Figure 4: (a) Distribution of the different sub-categories of target selection (sample type) as a function of expertise level and prediction horizon. (b) The general (mixed) and sample specific accuracy of models trained using a uniform distribution of training samples (i.e., training set contained 25% of each sample type) as a function of expertise level and prediction horizon. Accuracy values ranged from 92.3% to 98.2%, with an overall mean accuracy of 95.23%.

2.2 Predicting differing target selection behaviors

Recall that the data samples used to make a target selection prediction are vector time-series of the herding system’s state evolution for $t \in \{t_i, t_f\}$, where $t_f - t_i = T_{\text{seq}}$, and the prediction outputs are chosen as the ID of the target that will be corralled at $t_f + T_{\text{hor}}$ with $T_{\text{hor}} \neq 0$. It is important to appreciate that during the time interval $T_{\text{seq}}$, a human herder could either continuously corral the same target agent or transition between different targets. Here we classified these as non-transitioning and transitioning behavioral sequences, respectively. Furthermore, at $T_{\text{hor}}$, a herder could be corralling the same target that was being corralled at the end of $T_{\text{seq}}$ or could switch to a different target. Here we classified these two possibilities as non-switching and switching behaviors, respectively. Taken together, this defines four different sub-categories (sub-classes) of target selection behavior (or data sample type), which are illustrated in Figure 3.

The sample distribution of the different target selection behaviors observed within the expert and novice data set as a function of prediction horizon, $T_{\text{hor}} = 16$ and 32, are displayed in Figure 4. Interestingly, the expert data contained a high proportion of non-transitioning-non-switching behavior (69%), whereas the novice data set contained a more even distribution of sample type compared to experts, particular for $T_{\text{hor}} = 32$. This indicated that experts both transitioned and switched between different targets less often than novices and were more persistent in corraling a given target compared to novices. Of more significance with regard to target selection predictions was that differ-
ences in sample type distribution could skew model accuracy due to an uneven representation of each sample type during training. That is, models trained using randomly selected training sets would exhibit lower accuracy for the underrepresented behavior types; e.g., model accuracy would be lower for transitioning-switching behaviors compared to non-transitioning-non-switching behaviors for example. This is illustrated in Supplementary Information, Sec. C, where we show how model accuracy is sub-class dependent when models are trained using representative distributions of sample type.

Accordingly, the LSTM\(_{N,N}\) models reported here were trained using training sets that contained a randomly selected, but uniform (balanced) distribution of sample type, such that each sub-class of target selection behavior was equally represented during training. Furthermore, in addition to examining overall model accuracy as a function of target ID (see Figure 2 and Table 1), the LSTM\(_{N,N}\) models predicting expert and novice target selection decisions at \(T_{hor} = 16\) and 32 were also tested against \(N \geq 1\) novel test sets composed of either (i) non-transitioning-non-switching, (ii) non-transitioning-switching, (iii) transitioning-non-switching, (iv) transitioning-switching samples. Note that each test set contained 2000 test samples and thus the number of test sets \(N\) employed for model testing varied from 1 to 10 and was a function of how many samples were available post training (i.e., from the set of samples not employed during model training); see Methods for more details.

Average model accuracy for each sample type as a function of expertise level and prediction horizon is illustrated in Figure 4; for a detailed list of model accuracy values as a function of sample type see Supplementary Information, Sec. D. The results revealed that the accuracy of the resultant models were essentially sample type independent. More specifically, for \(T_{hor} = 16\) the accuracy for each sample type ranged between 93.3% and 98.2% for LSTM\(_{novice}\) models and 93.6% and 97.11% for LSTM\(_{expert}\) models, with an average mixed sample type accuracy of 95.33% (±0.2) and 95.2% (±0.4) for LSTM\(_{novice}\) and LSTM\(_{expert}\) models, respectively. Similarly, for \(T_{hor} = 32\) the accuracy for each sample type ranged between 94.56% and 96.51% for LSTM\(_{novice}\) models and 92.32% and 96.5% for LSTM\(_{expert}\) models, with an average mixed sample type accuracy of 95.75% (±0.5) and 94.66% (±0.5) for LSTM\(_{novice}\) and LSTM\(_{expert}\) models, respectively.

2.3 Specificity of expert and novice predictions

The latter results provided clear evidence that the LSTM\(_{N,N}\) models could accurately predict the future target selection decisions of expert and novice herdsmen, independent of whether the future target to be corralled was the same or different from that being corralled at \(T_{hor} \leq 0\). With regard to differentiating expert and novice performance, of equal importance was determining whether the corresponding LSTM\(_{N,N}\) models were expertise specific. This was tested by comparing the performance of the expert trained LSTM\(_{N,N}\) models attempting to predict novice target selection decisions and vice versa. As expected, when an LSTM\(_{N,N}\) trained on one expertise was used to predict test samples extracted from the opposite expertise model performance decreased to near or below chance levels (see Figure 5), confirming that the models were indeed expertise specific. More specifically, for \(T_{hor} = 16\) the LSTM\(_{expert}\) models predicted novice samples with an average accuracy of only 40.68%. Similarly, the LSTM\(_{novice}\) models only predicted expert samples with a 57.7% average accuracy. For \(T_{hor} = 32\), average accuracy dropped to 37.66% for expert-to-novice and to 58.1% for novice-to-expert predictions.

2.4 Identifying differences in expert and novice target selection decisions

The significant difference in the performance of LSTM\(_{N,N}\) models trained and tested on the same level of expertise (see Table 1) compared to different levels of expertise (see Figure 3) implied that the novice and expert LSTM\(_{N,N}\) models weighted input state variables differently. Recall that, of particular interest here was whether these differences could be uncovered using the explainable-AI technique SHAP. Accordingly, for each model we computed\(^2\) SHAP values for each sample in a test set and then using the average SHAP value rank-ordered each input feature in terms of its predictive importance.

Before assessing what specific input features were weighted differently, we first computed the ordinal association of SHAP value rankings between the different LSTM\(_{N,N}\) models using the Kendall rank correlation coefficient (Kendall’s \(\tau\)) where \(\tau = 0\) corresponds to the absence of an association, \(\tau = 1\) corresponds to perfect association (matched rankings), and \(\tau = -1\) corresponds to opposite ranking orders (negative association). More specifically, we computed Kendall’s \(\tau\) on the SHAP rankings of the full input feature set and on the top 10 features ranked by SHAP, between the novice and expert LSTM\(_{N,N}\) models for each prediction horizon. Consistent with the expectation that novices

\[\text{Code available at github.com/FabLtt/ExplainedDecisions. The computed SHAP values have been deposited in the public repository https://osf.io/wgk8e.}\]
and experts employed different state information when making target selection decisions, this analysis revealed little association between the novice and expert SHAP rankings for both $T_{hor} = 16$ and $32$, with an average $\tau = -.049$ ($p > .6$) for $T_{hor} = 16$ and $\tau = .115$, ($p > .4$) for $T_{hor} = 32$ (see Supplementary Information, Sec. E for a detailed summary of Kendall’s $\tau$ values).

To highlight what input features most influenced target selection predictions, Figure 6 illustrates the average ranking of the different input features for both non-zero prediction outputs (i.e., ID = 1 to 4) and for ID = 0 prediction outputs, with the different input features defined as a function of input feature class (e.g., distance from herder, distance from co-herder, distance from containment area, velocity, etc.) and agent type. Note that the player that the target prediction corresponds to is referred to as the herder, a player’s partner is labeled as co-herder, the predicted target is the target that was predicted to be corralled by the herder at $T_{hor}$ and other-targets corresponds to the targets that were not predicted to be corralled at $T_{hor}$ (see Supplementary Information, Sec. F for a detailed summary of SHAP feature values).

Note that we split the illustration and analysis between ID $\neq 0$ and ID = 0, as there is a qualitative difference between deciding to pick a specific target to corral and choosing not to corral a target, with the latter corresponding to either a period of indecision, a period of inter-target switching, or a decision that no target needed to be collared at that time. It is also important to appreciate that there is a non-trivial difference in how one should interpret the SHAP results as a function of prediction horizon. Although accurately predicting the target selection decisions of herders further in the future provides compelling evidence of the predictive power of SML based LSTM$_{NN}$ modeling (and the potential stability or predictability of human behavior), predicting these decisions well in advance of the time that a herder actually makes the decision can provide less insight about what information the herder actually used to make their decision. As noted above, the opposite is also true, for small prediction horizons the mapping between input features and model predictions might also provide less insight about what information a herder used to make a target selection decision, as the herder is likely already enacting a made decision.

For the present work, we continued to focus on $T_{hor} = 16$ and $32$ (i.e, 640 ms and 1280 ms, respectively), as these two prediction horizons appeared to provide a good approximation of the lower and upper bounds of the timescale of herder target selection decisions. This was again motivated by the analysis of the players inter-target movement time, which as detailed above was on average less than 600 ms for both experts and novices. More specifically, for experts, 75.16% of their inter-target movement times were less than 640 ms, with 97.38% below 1280 ms; Similarly, for novices, 69.54% of their inter-target movement times were less than 640ms, and 91.36% below 1280 ms (see Supplementary Information, Sec. C). Thus, given the fast-paced nature of the task and the assumption that herders typically decided which target to corral next just prior to action onset [41, 52], it seemed likely that the majority of herder target selection decisions were made within this 640 to 1280 ms window.
With regard to target ID ≠ 0 predictions, a close inspection of Figure 6(a) revealed that the relative distance between the herder and the predicted target and the herder and the other (non-predicted) targets were consistently identified as the key input features for both expert and novice predictions. Indeed, these features nearly always ranked within the top 5 features on average, independent of prediction horizon. The distance of the predicted target from the containment region was also nearly always ranked as a top 5 feature independent of expertise and prediction horizon. Interestingly, these results are consistent with the heuristic target selection models previously developed by [42, 52], in which human herders completing the same herding task explored here were assumed to pick targets that were (a) furthest from the containment region, but (b) closer to themselves than to their co-herder. Thus, the current results provide empirical support for these previous assumptions.

Recall, that the results of the Kendall’s τ analysis found very little rank-order similarity between novices and experts. Given the latter SHAP results, this implied that although expert and novice decisions appeared to be founded on similar target distance information, the specific importance ordering of target distances as a function of feature class was different across experts and novices. Indeed, a closer inspection of the top 10 feature rankings of experts and novices (see Supplementary Information, Sec. F) revealed that for expert target selection predictions the distance of targets from the co-herder were always ranked as the most important feature, whereas for novices the distance of targets from themselves (i.e., the herder) were more often ranked as the most important feature. Although, this difference may seem subtle, it suggests that experts were more attuned to what targets better afforded corralling by their co-herder.

Further support for the latter conclusion was provided by the SHAP results for target ID = 0, where the distance of targets from a player’s co-herder were consistently ranked as a top 5 feature for experts, but not for novices; see
Importantly, model predictions were made prospectively, with the majority of predictions for multiagent herding task [41, 7]. Results revealed that short (1 second) state information sequences (T seq ≤ 10) and understand the decision-making activity of expert and non-expert human actors performing a complex, fast-paced task. The current study leveraged recent advances in SML based LSTM modeling and explainable AI methods to model the decision-making dynamics. Of interest would be whether the approach employed here can be adapted from the fast-paced multiagent herding task [41, 7]. Results revealed that short (1 second) state information sequences (T seq ≤ 10) could be used to train LSTM NN models to accurately predict the target selection decisions of both expert and novice players. Importantly, model predictions were made prospectively, with the majority of predictions for T seq ≥ 16 occurring before the target selection decision of herders were enacted or observable within the state input sequence. It is important to note that model effectiveness was not restricted to T seq = 1s or T hor ≥ 16. As detailed in the Supplementary Information, Sec. C-D, LSTM NN models trained using sequence lengths of .5 to 2s could accurately predict (above 95%) target selection decision at prediction horizons ranging from 20 ms to 2.56s. Moreover, although correct predictions at T hor ≥ 16 does not provide definitive evidence that these predictions preceded a herders intent, this possibility seems likely as the action decisions made by human actors during skillful action are spontaneously tuned responses to the unfolding dynamics of a task [14, 64, 30] and, for the type of perceptual-motor task investigated here, often only occur 150 to 300 ms prior to action onset [70]. A significant implication is that the current modeling approach could be employed for the anticipatory correction of human action decisions during task training and real-time task engagement, as well as to develop more ‘human-like’ artificial or robotic agents [6] that are capable of robustly forecasting and reciprocally adjusting to the behavior of human co-actors within human-machine interaction contexts.

An interesting avenue for future research would be to explore the degree to which the current modeling approach could be employed to predict human decision-making events across a variable prediction horizon. For instance, for the current task context this would equate to predicting target switching decisions. Future research could also explore the functional relationship between prediction horizon length and accuracy as a function of the timescale of a task and its decision-making dynamics. Of interest would be whether the approach employed here can be adapted from the fast-paced decision timescales that were explored here to tasks that involve much slower decision timescales (e.g., tasks where the involved actions decisions are taken over tens of seconds or minutes).

A key finding of the current study was that the trained LSTM NN models were expertise specific, in that, when the expertise level of the training and test data was mismatched, prediction performance dropped to near chance levels. Consistent with decisions of skillful actors being a function of an actor’s trained attunement to the information that...
best specifies what action possibilities will ensure task completion [30], this resulted from the expert and novice LSTM$_{NN}$ models weighting input features differently. These differences were identified using SHAP, with average SHAP feature rankings revealing that experts were more influenced by information about the state of their co-herders and were also more attuned to target direction of motion information compared to novices. Together with finding that experts transitioned between targets less often than novices, this suggests that experts were more attuned to information that better specified the collective state of the herding system, including when and what targets afforded coralling by themselves and their co-herder.

To our knowledge, no previous research has investigated the utility of explainable-AI for understanding the decision-making behavior of human actors. To date, research on explainable-AI has predominately focused on the ability of these techniques to make AI models more understandable to human users [24, 68] and to augment or enhance the decision-making capabilities of human users [2]. We openly acknowledge that employing explainable-AI and SML trained LSTM$_{NN}$ to understand human decision-making is based on two fundamental assumptions: (i) that the input features employed for model training includes the informational variables employed by human actors and (ii) that the mapping between input feature weights and model predictions is isomorphic with the actual information-decision mapping that underlies human action decisions; and that these assumptions need to be validated in future work. However, the current study does provides initial evidence that explainable-AI techniques could provide a powerful tool for understanding the decision-making processes of human actors, including what information best supports optimal task performance. Indeed, the approach proposed here could be employed across a wide array of task and informational settings (i.e., visual, auditory, haptic, linguistic, etc) and, thus, the potential implications for both basic scientific research and the applied development of decision-making assessment tools could be limitless.

4 Method

4.1 Human herding task and data

Novice and expert human performance data [52] from the joint-action herding experiments conducted in [52] were employed for the current study. The herding task (game), developed with Unity-3D game engine (Unity Technologies LTD, CA), required pairs (N$_H$ = 2) of human participants (players) to control virtual herding agents to corral and contain N$_T$ = 4 randomly moving target agents within a designated containment area positioned at the center of a game field. The task was performed on large 70” touch screen monitors (see Figure 1(a)), with the human participants using touch-pen stylus to control the location of motion of the herder agents. The targets’ movement dynamics were defined by Brownian motion when not being influenced by a herder agent, and when influenced by a herder agent would move in a direction away from the herder agent. During task performance, the position and velocity of all herders and targets (as well as other general game states) was recorded at 50 Hz. Pairs had a maximum of 2 minutes to corral the targets into the containment area, with task success achieved if pairs could keep the targets contained within the containment area for 20 seconds. Full details of the experimental set-up and data collection process can be found in [52].

**Novice data** was extracted from 40 successful trials performed by 10 different novice pairs (4 successful trials from each pair). From each trial, we extracted state data from the time of task onset to when all four target agents were first contained within the specified containment area; that is, when the herders had corralled all the agents inside the containment area for the first time. The remaining trial data was disregarded as players treat the target herd as single entity after it is contained and individual target selection decisions no longer occur [52]. Note that a human herder was considered to be a “novice” if they were unfamiliar with the herding task prior to the data collection session. Novices repeated the task until they had completed the 4 successful trials included in the novice data-set (with an average of 8 unsuccessful trials per pair).

**Expert Data** was extracted from 48 successful trials performed by 3 pairs of human players with extensive experience (completed more than 100 successful trials) performing the simulated multiagent herding task (i.e., several authors from [52]). As with the novice data, we extracted state data from the time of task onset to when all four target agents were first contained within the specified containment area.

4.2 State input features

From position and velocity data recorded in the original novice and expert data-sets we extracted and derived the following $N_{sv} = 48$ state variables:

---

4 Raw data available at: [github.com/FabLtt/ExplainedDecisions](https://github.com/FabLtt/ExplainedDecisions) | The processed datasets have been deposited in the public repository [https://osf.io/wgk8e/](https://osf.io/wgk8e/)
- the radial and angular distance ($\Delta, \Psi$) between herders,
- the radial and angular distance ($\Delta_{i,j}, \Psi_{i,j}$) of target $i$ from herder $j$,
- the radial and angular distance of herder $j$ or target agent $i$ from the center of the containment region.
- the radial velocity and acceleration of herder $j$ or target agent $i$ ($\dot{r}(t), \ddot{r}(t)$ and target agents ($\dot{\rho}(t), \ddot{\rho}(t)$).
- the direction of motion of herder and target agents

4.3 Target coding

A paid research assistant, naive to the study’s purpose, coded (classified) what target (or not) a given herder was coralling at each point in time via an interactive data playback Unity3D application that played back the original recorded data-set (see Figure 1b). Data playback speed could be decreased to 1/8 speed, as well as stepped frame by frame, with each target visually labeled with a fixed number (1 to 4). At each time step, the target agent a given human herder was coralling was coded by the research assistant with an integer number $i \in [0, N_T]$, with $i = 0$ meaning “no target agent being coralled” and $i \neq 0$ being the class ID of the target agent being coralled at that time step.

4.4 Human inter-target movement time

To determine the time it took expert and novice herders to move from one target to the next we calculated the inter-target movement time when switching between targets ID = 1 to 4 (i.e., we ignored switch events from or to ID = 0). We calculated the time from when a human herder moved outside the region of repulsive influence of the current target and entered the region of repulsive influence of the next target. More specifically, inter-target movement time was the difference in milliseconds between the time instant at which a herder entered the repulsive radius (i.e., 0.12m around each target agent) of the current target and their relative distance was decreasing, and the time instant at which the herder left the repulsive region around the previously corralled target and their relative distance increased. In addition to the mean results report above, see Supplementary Information, Sec. C for the distributions of inter-target movement times for expert and novice herders.

4.5 Training and test set data

All successful trial data, per level of expertise, was stacked in a common feature processed novice or expert data-set along with the corresponding target codes (ID 0 to 4). From the resultant, feature processed, novice and expert data-sets we randomly extracted 2 sets of $N_{train} = 21000$ training samples and 20 test sets of $N_{test} = 2000$ samples each. The first training set and 10 test sets contained transitioning/switching samples in balanced proportion (25% each). This data set was used to train and test the models presented here. The second training set and the remaining 10 test sets contained transitioning/switching samples in the same proportion as in the entire data-set see Supplementary Information, Sec. C to E for information about the models trained using the latter unbalanced training sets.

Here, samples refer to pairs of state feature sequences and target label codes. Sequences are composed by $N_{seq} = 25$ consecutive instances of the above listed $N_{sv}$ state variables, sampled at $dt = 0.04$ seconds, covering $T_{seq} = 1$ second system evolution, and labels are the ID of the agent being targeted, selected at $T_{hor} = 16dt$ and $T_{hor} = 32dt$ seconds from the end of the corresponding sequence.

In Supplementary Information, Sec. C we also consider values of $T_{seq} = 0.5$s and $T_{seq} = 2$ s varying the sampling time to $dt = 0.02$ and $dt = 0.08$ seconds respectively. As in the default case presented in the Results, the novice and expert models trained with these different $T_{seq}$ lengths also obtain accuracy values greater than 95% when tested on data from the same expertise level (e.g., expert-expert) and closer to 50% when tested on data from the different level of expertise (e.g., novice-expert).

4.6 LSTM network and Model training

For each combination of expertise and prediction horizon, we trained a Long-Short Term Memory (LSTM) artificial neural network with Dropout layers [29, 28], using Adam optimization. We used Bayesian Optimization to tune the learning rate ($\alpha = 0.0018$) of the Adam optimizer and the hyperparameters of the LSTM$_{NN}$ (i.e., the number of LSTM hidden layers, number of neurons in each layer, and dropout rates). The Input Layer and the output Dense layer of the optimized LSTM$_{NN}$ had dimensionality ($T_{seq}, N_{sv}$) and ($T_{seq}, N_T+1$), respectively. In the center, 3 hidden LSTM layers of 253, 25 and 8 neurons were alternated with Dropout layers of equal dimensionality. The dropout rate

---

5https://unity.com/, version 2018LTS
of each LSTM layers of the novice and expert models was 0.1145. For the dropout layers between each LSTM layer, the dropout rate was 0.0145. To avoid over-fitting, training was stopped when the logarithmic loss – that penalises false predictions – on the validation set stopped improving; the validation set being a randomly extracted 10% of the training set. The LSTM$_{NN}$ was built and trained using Python 3.7.1 and Tensorflow library.

4.7 Model performance

Performance of the LSTM$_{NN}$ were validated using the following measures: Accuracy – the fraction of correct predictions outputs among the samples tested; Precision – how valid the prediction was, that is the portion of relevant outputs among the predicted ones; Recall – how complete the prediction was, that is, the portion of relevant outputs that were predicted. Note that when Precision and Recall reach 100%, false positive outputs and false negative outputs are absent, respectively. Additionally, we also report the F1 score for model prediction’s, with higher values of F1 score, the harmonic mean of Precision and Recall, expressing how precise and robust the model prediction was.

4.8 SHapley Additive exPlanation

Given a sample, the SHAP algorithm assigns to each input feature an importance value. This is an estimate of the contribution of each feature to the difference between the actual prediction output and the mean prediction output. We randomly selected $N_{train}^S = 200$ samples from the training set as background set, that is, as a prior distribution of the input space. We applied SHAP DeepExplainer on $N_{test} = 6000$ of the test samples used to evaluate performance and obtained the corresponding SHAP values for each state variable. To derive the corresponding approximate global feature importance measure (shown in Figure 6) we averaged over the test set, for each class of prediction output (i.e., target ID).
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Supplementary Information

A  Expert and Novice Herding performance

As in [42, 52], the herding performance of players was assessed using the following five measures. (1) Gathering time, which is the time period \( t_g \in [0, T]\), where all the passive agents are within the containment area for the first time. (2) Distance traveled by the herders \( d_g \), which is the mean distance (in meters) traveled by the herders during the time interval \([0, t_g]\). (3) Herd distance from containment region \( D_g \), which captures the herders ability to keep the herd close to the containment area. (4) Herd spread \( S_g \), which measures the scatter of the herd within the game field during the time interval \([0, t_g]\). Lower values corresponds to a more cohesive herd and consequently better herding performance. The herd spread is evaluated with respect to the area of the containment region, \( A_{cr} = \pi(r)^2 \), as \( S_g; \% = S_g/A_{cr} \cdot 100 \). And, (5) Containment rate \( I_g; \% \), which measures the herders’ ability to relocate one or more target agents inside the containment region. It is defined as the mean in time of the percentage of agents in the containment area during the time interval \([0, t_g]\).

![Table: Average performance of novice and expert pairs](image)

Performance was assessed with respect to the 48 expert and 40 novice data trials employed for model training and testing. The average and SD for each measure as a function of expertise is reported in Table 2, with experts performing better than novices with regard to all measures. More specifically, Kruskal Wallis statistical tests revealed significant differences between Novice and Expert pairs for gathering time \( t_g \) (\( \chi^2 = 24.67, p < 0.0001 \)), distance traveled \( d_g \) (\( \chi^2 = 5.76, p < 0.02 \)) and the average distance of the herd from the containment region \( D_g \) (\( \chi^2 = 24.33, p < 0.0001 \)).

B  Inter-target movement times

For each successful trial, the inter-target movement times of experts and novice herders were determined by calculating the difference between the time a herder began influencing its current target and the time the herder stopped influencing the previous target. Figure 7 reports the distribution of inter-target movement times for both expert and novice pairs. The average inter-target movement time was 556 ms for novices (with 65% of the total inter-target movement times \( \leq 600\text{ms} \)) and 470 ms for experts (with 72.5% of the total inter-target movement times \( \leq 600\text{ms} \)).

C  Performance of target selection models with different sequence lengths and prediction horizons

The SML approach presented in the main article can be customized to forecast the ID of the target that will be corralled by a herder for different lengths of state input sequence, \( T_{seq} \), and different prediction horizons \( T_{hor} \). Here, \( T_{seq} \) corresponded to a time-series of relevant state variables, fixed to \( N_{seq} = 25 \), such that \( T_{seq} \) is scaled by tuning the sampling time \( dt \). The output prediction is the ID of the next target to be corralled by the herder at \( T_{hor} \) in the future.

In the main text we reported the accuracy of models trained using \( T_{seq} = 1 \) second of system state evolution (i.e., \( dt = 2 \) or 40 ms) and prediction horizons \( T_{hor} = 16dt \) and \( 32dt \), which corresponded to prediction horizons of 640 ms and 1280 ms, respectively. However, we also trained models for \( T_{seq} = .5 \), and 2 seconds (where \( dt = 1 \) and 4 time steps or 20 and 80 ms, respectively) and for \( T_{hor} = 1dt \) and \( 8dt \). Thus, \( T_{hor} \) ranging from 20 to 640 ms for \( T_{seq} = .5 \) seconds and from 80 ms to 2.56 seconds for \( T_{seq} = 2 \) seconds.

The accuracy values for the different combinations of \( T_{seq} \) and prediction horizon \( T_{hor} \) are reported in Figure 8. Overall, model accuracy was relative stable across the different combinations of \( T_{seq} \) and \( T_{hor} \) for both experts and...
novice models. Consistent with the results reported in the main text the models were also expertise specific for all combinations of $T_{\text{seq}}$ and $T_{\text{hor}}$.

As mentioned in the main text, it is important to understand that when $T_{\text{hor}} < 600$ ms the prediction horizon entailed predicting a target selection decision that had already been made by a herder. Thus, for $dt = 1$ or 2 time steps, the $T_{\text{hor}} = 1 dt$ and $8 dt$ prediction horizons were of less interest here as the input data sequence would have included data from the enactment of the already made target selection decision (i.e., predictions were based on herder state information already specifying the made decision). They do, however, provide a benchmark measure of accuracy for the $T_{\text{hor}} = 640$ ms and 1280 ms models presented in the main text and for the $T_{\text{seq}} = 2$ second models for $T_{\text{hor}} \geq 8 dt$. That is, $T_{\text{hor}} < 600$ ms predictions provide a measure of model accuracy when the target selection decision is potentially well specified in the input data (particularly for $T_{\text{hor}} = 1 dt$). The fact that the model accuracy for $T_{\text{hor}} > 600$ ms was comparable to $T_{\text{hor}} << 600$ ms illustrates the robustness of the proposed SML-LSTM approach for predicting the target selection decisions both pre- and post-enactment.

D Performance of target selection models with different type of samples

As detailed in the main text, during the time interval $T_{\text{seq}}$, a herder could either continuously corral the same target agent or transition between different targets. These were classified as “non-transitioning” and “transitioning” behavioral sequences, respectively. Similarly, at $T_{\text{hor}}$, a herder could be coralling the same target agent that was being coralled at the end of $T_{\text{seq}}$ or “switch” to different target agent. These were classified as “non-switching” and “switching” behavioral sequences, respectively. The resultant four data sample types are illustrated in Figure 3 in the main text.

Importantly, the number of "switching" samples within the data set used for model training and testing was dependent on $T_{\text{hor}}$. Indeed, both novice and expert sample data contained less than 2% transitioning-switching and less then 3% non-transitioning-switching samples when $T_{\text{hor}} = 1$, and less than 5% transitioning-switching and less than 7% non-transitioning-switching samples when $T_{\text{hor}} = 8$. The different distributions of sample type as a function of $T_{\text{hor}}$ is illustrated in Figure 9.

Figure 10 details the performance of the trained LSTM$_{NN}$ models on $N_{\text{test}} = 2000$ test samples randomly extracted from the different sample types. That is, in contrast to the models presented in the main text, the accuracy values reported in Figure 10 reflect the accuracy of LSTM$_{NN}$ models trained on an unbalanced (representative) set of training samples. Not surprisingly, the accuracy of the models for a specific type of sample was dependent on the proportion of samples with the data set, with the accuracy for switching samples greatly reduced for $T_{\text{hor}} = 1 dt, 8 dt$ and 16dt (particularly when $T_{\text{seq}} = .5$ seconds; i.e., when $dt = 1$ or 20 ms), because of the reduced number of switching
Figure 8: Overall accuracy of LSTM$_N$N models trained on $N_{test} = 2000$ unbalanced (representative) samples for different combination of training and test pairs (E = expert; N = novice) for (a) $T_{hor} = dt$, (b) $T_{hor} = 8dt$, (c) $T_{hor} = 16dt$, (d) $T_{hor} = 32dt$. * indicates the accuracy values for the nominal case $T_{seq} = 1$ s reported in the manuscript.

Figure 9: Percentage different type of samples in the training set for different prediction horizon and $T_{seq} = 1$s.
Figure 10: Accuracy of models trained using unbalanced (representative) training sets, as a function of sequence length, prediction horizon, expertise and sample type. Vertexes are the accuracy of the trained models for each decision time interval $T_{seq}$ and horizon $T_{hor}$. Accuracy for each model is scored on $N_{test} = 2000$ samples of the corresponding sample type or the ‘original’ 2000 mixed samples.

Table 3: Sample type performance [% accuracy] for $T_{hor} = 16$ and $T_{hor} = 32$ models, when $T_{seq} = 1$ s, trained using a representative (unbalanced) distribution of sample type. The % of each sample type with the data set is also reported. Models were tested on a corresponding sets of $N_{test} = 2000$ samples.

| Sample Type | $T_{hor} = 16$ (640 ms) | $T_{hor} = 32$ (1280 ms) |
|-------------|-------------------------|-------------------------|
|             | Accuracy | % samples | Accuracy | % samples | Accuracy | % samples | Accuracy | % samples |
| Non switching | 97.35% | 48.61% | 92.48% | 17.69% | 97.69% | 26.59% | 92.22% | 7.12% |
| Transitioning | 98.86% | 72.67% | 95.48% | 12.62% | 89.14% | 7.63% | 74.24% | 10.84% |
| Mixed | 96.21% | 94.85% | 96.78% | 93.48% | 100% | 100% | 100% | 100% |

samples in the training set. Indeed, there is a direct correspondence between the accuracy reported in Figure 10 and the proportion of a given sample type illustrated in Figure 9, also see Table 3. It is for this reason that the models reported in the main text were trained on balanced (uniform) data sets (i.e., training sets that included an equal number of each sample type) in order to ensure that model accuracy was sample type independent. Note, however, that balanced training was never possible for $T_{hor} = 1dt$, as there are never enough switching samples, even when $T_{seq} = 2$ seconds.

For comparative purposes, the accuracy of models trained using unbalanced (representative) and balanced (uniform) training sets for $T_{hor} = 16$ or 640 ms and $T_{hor} = 32$ or 1280 ms, when $T_{seq} = 1$ second, are detailed in Table 3 and Table 4, respectively. The accuracy values in Table 4 correspond to those reported in the main text.
Table 4: Sample type performance [% accuracy] for $T_{hor} = 16$ and $T_{hor} = 32$ models, when $T_{seq} = 1s$, trained using a uniform (balanced) distribution of sample type (i.e, training set contained 25% of each sample type). Models were tested on a corresponding sets of $N_{test} = 2000$ samples.

|                      | Non transitioning | Transitioning | Mixed |
|----------------------|-------------------|---------------|-------|
|                      | Non-switching     | Switching     | Non-switching | Switching |
| $\tau_{hor} = 16$ (640 ms) prediction horizon | | | | |
| Novice               | 93.3              | 94.91         | 94.56  | 98.2       | 95.33±0.2 |
| Expert               | 96±0.3            | 97.11±0.3     | 94.12±0.9 | 93.6±0.6   | 95.2±0.4  |
| $\tau_{hor} = 32$ (1280 ms) prediction horizon | | | | |
| Novice               | 94.68±0.8         | 94.56±0.4     | 96.51±0.6 | 95.83±0.3  | 95.75±0.5 |
| Expert               | 96.5±0.5          | 94.5±0.5      | 94.83±0.2 | 92.32±0.73 | 94.66±0.5 |

E Kendall rank correlation coefficients

The ordinal association of SHAP value rankings (the first top 10 reported in Tables 7-8) was computed using the Kendall rank correlation coefficient (Kendall’s $\tau$) for subgroups of N top ranked input features. Table 5 includes the Kendall coefficients, and associated p-values, as a function of expertise. Table 6 includes the Kendall coefficients as a function of $T_{hor} = 16$ and $T_{hor} = 32$ prediction horizon for each level expertise.

F SHAP value tables for each feature for the target selection models

A detailed summary of SHAP feature values for each LSTM$_{NN}$ model, prediction horizon and target ID is provided in Tables 7-8.
Table 5: Kendall τ’s values and corresponding p-values between novice and expert SHAP ranking for both $T_{hor} = 16$ and $T_{hor} = 32$ for models trained on balanced samples.

| Label | All features | Top 10 | Top 5 |
|-------|--------------|--------|------|
|       | Kendall tau  | p-value| Kendall tau | p-value |
|       | p-value | Kendall tau | p-value | Kendall tau | p-value |
| Label 0 | 0.147 | 0.140 | 0.022 | 1 | 0.6 | 0.233 |
| Label 1 | -0.034 | 0.735 | 0.022 | 1 | 0.6 | 0.233 |
| Label 2 | 0.092 | 0.355 | -0.155 | 0.6 | 0.4 | 0.483 |
| Label 3 | -0.025 | 0.803 | -0.155 | 0.6 | 0.2 | 0.817 |
| Label 4 | -0.009 | 0.929 | -0.022 | 1 | 0.0 | 1 |

| Label | All features | Top 10 | Top 5 |
|-------|--------------|--------|------|
|       | Kendall tau  | p-value| Kendall tau | p-value |
|       | p-value | Kendall tau | p-value | Kendall tau | p-value |
| Label 0 | -0.161 | 0.106 | -0.6 | 0.017 | -1 | 0.017 |
| Label 1 | 0.188 | 0.059 | 0.2 | 0.484 | 0.8 | 0.083 |
| Label 2 | -0.046 | 0.644 | -0.067 | 0.862 | 0.0 | 1 |
| Label 3 | -0.051 | 0.606 | -0.244 | 0.381 | 0.0 | 1 |
| Label 4 | 0.041 | 0.683 | 0.2 | 0.484 | 0.2 | 0.817 |

Table 6: Kendall τ’s values and corresponding p-values between $T_{hor} = 16$ and $T_{hor} = 32$ prediction horizons SHAP ranking for both novice and expert models trained on balanced samples.

| Label | All features | Top 10 | Top 5 |
|-------|--------------|--------|------|
|       | Kendall tau  | p-value| Kendall tau | p-value |
|       | p-value | Kendall tau | p-value | Kendall tau | p-value |
| Expert models | | | | | |
| Label 0 | 0.066 | 0.511 | 0.334 | 0.216 | 0.4 | 0.484 |
| Label 1 | 0.128 | 0.201 | 0.467 | 0.072 | 0.4 | 0.484 |
| Label 2 | 0.126 | 0.207 | 0.556 | 0.029 | 0.4 | 0.484 |
| Label 3 | 0.079 | 0.424 | 0.2 | 0.484 | 0 | 1 |
| Label 4 | 0.219 | 0.027 | 0.156 | 0.601 | 0.8 | 0.084 |

| Label | All features | Top 10 | Top 5 |
|-------|--------------|--------|------|
|       | Kendall tau  | p-value| Kendall tau | p-value |
|       | p-value | Kendall tau | p-value | Kendall tau | p-value |
| Novice models | | | | | |
| Label 0 | 0.002 | 0.986 | 0.067 | 0.862 | 0 | 1 |
| Label 1 | 0.25 | 0.012 | 0.644 | 0.009 | 1 | 0.017 |
| Label 2 | -0.019 | 0.845 | 0.111 | 0.727 | 0 | 1 |
| Label 3 | 0.089 | 0.374 | 0.2 | 0.484 | 0.2 | 0.817 |
| Label 4 | -0.234 | 0.019 | -0.422 | 0.108 | -0.6 | 0.233 |
Table 7: Top 10 ranked features and corresponding SHAP values for each class predicted by the model trained on \textit{novice} pairs with a sequence $T_{seq} = 1s$ and model trained on balanced data.

| Label 0 | Label 1 | Label 2 | Label 3 | Label 4 |
|---------|---------|---------|---------|---------|
| Features | SHAP values | Features | SHAP values | Features | SHAP values | Features | SHAP values | Features | SHAP values |
| herd.1 accel. | 0.0200 | herd.2 targ.1 dist. | 0.0289 | herd.1 targ.2 dist. | 0.0248 | herd.1 targ.3 dist. | 0.0234 | herd.2 targ.4 dist. | 0.0313 |
| herd.2 targ.2 dist. | 0.0232 | herd.1 targ.1 dist. | 0.0220 | herd.2 targ.2 dist. | 0.0230 | herd.2 targ.3 dist. | 0.0228 | herd.1 targ.4 dist. | 0.0284 |
| herd.1 targ.4 dist. | 0.0154 | herd.1 targ.1 dist. | 0.0232 | herd.2 targ.2 dist. | 0.0201 | herd.2 targ.3 dist. | 0.0173 | herd.1 accel. | 0.0183 |
| herd.2 accel. | 0.0249 | herd.1 targ.4 dist. | 0.0142 | herd.1 tacg.4 dist. | 0.0173 | herd.1 tacg.4 dist. | 0.0166 | herd.1 accel. | 0.0183 |
| herd.1 targ.1 dist. | 0.0142 | herd.1 accel. | 0.0160 | herd.1 tacg.4 dist. | 0.0158 | targ.4 goal dist. | 0.0166 | herd.1 accel. | 0.0183 |
| h goal dist. | 0.0119 | herd.1 tart.2 dist. | 0.0119 | 2nd.2 2nd.4 dist. | 0.0147 | 2nd.2 2nd.4 dist. | 0.0150 | hered.2 2nd.4 dist. | 0.0148 |
| h goal dist. | 0.0119 | herd.1 tart.2 dist. | 0.0119 | 2nd.2 2nd.4 dist. | 0.0147 | 2nd.2 2nd.4 dist. | 0.0150 | hered.2 2nd.4 dist. | 0.0148 |
| h goal dist. | 0.0119 | herd.1 tart.2 dist. | 0.0119 | 2nd.2 2nd.4 dist. | 0.0147 | 2nd.2 2nd.4 dist. | 0.0150 | hered.2 2nd.4 dist. | 0.0148 |
| h goal dist. | 0.0119 | herd.1 tart.2 dist. | 0.0119 | 2nd.2 2nd.4 dist. | 0.0147 | 2nd.2 2nd.4 dist. | 0.0150 | hered.2 2nd.4 dist. | 0.0148 |
| h goal dist. | 0.0119 | herd.1 tart.2 dist. | 0.0119 | 2nd.2 2nd.4 dist. | 0.0147 | 2nd.2 2nd.4 dist. | 0.0150 | hered.2 2nd.4 dist. | 0.0148 |

Table 8: Top 10 ranked features and corresponding SHAP values for each class predicted by the model trained on \textit{expert} pairs with a sequence $T_{seq} = 1s$ and model trained on balanced data.

| Label 0 | Label 1 | Label 2 | Label 3 | Label 4 |
|---------|---------|---------|---------|---------|
| Features | SHAP values | Features | SHAP values | Features | SHAP values | Features | SHAP values | Features | SHAP values |
| herd.2 2nd.1 dist. | 0.0347 | herd.2 2nd.1 dist. | 0.0365 | herd.2 2nd.1 dist. | 0.0355 | herd.2 2nd.1 dist. | 0.0329 | herd.2 2nd.1 dist. | 0.0267 |
| herd.2 2nd.2 dist. | 0.0313 | herd.2 2nd.1 dist. | 0.0209 | herd.1 2nd.3 dist. | 0.0183 | herd.1 2nd.3 dist. | 0.0172 | herd.2 2nd.1 dist. | 0.0145 |
| herd.2 2nd.3 dist. | 0.0271 | herd.1 2nd.3 dist. | 0.0153 | herd.1 2nd.3 dist. | 0.0172 | herd.1 2nd.3 dist. | 0.0172 | herd.1 2nd.3 dist. | 0.0145 |
| herd.2 2nd.4 dist. | 0.0261 | herd.1 2nd.3 dist. | 0.0143 | herd.1 2nd.3 dist. | 0.0172 | herd.1 2nd.3 dist. | 0.0172 | herd.1 2nd.3 dist. | 0.0145 |
| herd.2 2nd.4 dist. | 0.0259 | herd.1 2nd.3 dist. | 0.0140 | herd.1 2nd.3 dist. | 0.0172 | herd.1 2nd.3 dist. | 0.0172 | herd.1 2nd.3 dist. | 0.0145 |
| herd.1 2nd.4 dist. | 0.0257 | herd.1 2nd.3 dist. | 0.0123 | herd.1 2nd.3 dist. | 0.0172 | herd.1 2nd.3 dist. | 0.0172 | herd.1 2nd.3 dist. | 0.0145 |
| herd.2 2nd.4 dist. | 0.0241 | herd.1 2nd.3 dist. | 0.0123 | herd.1 2nd.3 dist. | 0.0172 | herd.1 2nd.3 dist. | 0.0172 | herd.1 2nd.3 dist. | 0.0145 |
| h goal dist. | 0.0214 | herd.1 2nd.3 dist. | 0.0121 | herd.1 2nd.3 dist. | 0.0172 | herd.1 2nd.3 dist. | 0.0172 | herd.1 2nd.3 dist. | 0.0145 |
| h goal dist. | 0.0208 | herd.1 2nd.3 dist. | 0.0119 | herd.1 2nd.3 dist. | 0.0172 | herd.1 2nd.3 dist. | 0.0172 | herd.1 2nd.3 dist. | 0.0145 |
| h goal dist. | 0.0206 | herd.1 2nd.3 dist. | 0.0117 | herd.1 2nd.3 dist. | 0.0172 | herd.1 2nd.3 dist. | 0.0172 | herd.1 2nd.3 dist. | 0.0145 |

23