Optimizing Filter-Based Feature Selection Method Flow for Intrusion Detection System
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Abstract: In recent times, with the advancement in technology and revolution in digital information, networks generate massive amounts of data. Due to the massive and rapid transmission of data, keeping up with security requirements is becoming more challenging. Machine learning (ML)-based intrusion detection systems (IDSs) are considered as one of the most suitable solutions for big data security. Despite the progress in ML, unrelated features can drastically influence the performance of an IDS. Feature selection plays a significant role in improving ML-based IDSs. However, the recent growth of dimensionality in data poses quite a challenge for current feature selection and extraction methods. Due to high data dimensionality, feature selection methods suffer in terms of efficiency and effectiveness. In this paper, we are introducing a new process flow for filter-based feature selection with the help of a transformation technique. Generally, normalization or transformation is implemented before classification. In our proposed model, we implemented and evaluated the effects of normalization before feature selection. To present a clear analysis on the effects of power transformation, five different transformations were implemented and evaluated. Furthermore, we implemented and compared different feature selection methods with the proposed process flow. Results show that compared with existing process flow and feature selection methods, our proposed process flow for feature selection can locate a more relevant set of features with high efficiency and accuracy.
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1. Introduction

In recent years, the use of smart devices has grown at a rapid rate. This increase has led to a significant upsurge of network traffic. With such expansion of data traffic, network security becomes quite problematic [1]. Along with the growing number and kinds of threats, security methods are also improving and evolving. Among these advanced and improving security methods, intrusion detection systems (IDSs) are quite prominent. At present, IDSs are considered a critical part of network security against both external and internal threats [2]. IDSs monitor the network and detect malicious events or any activity that violates defined rules. Generally, IDSs are classified into two main categories that are misuse-based and anomaly-based. A misuse-based IDS detects an attack or malicious activity based on known signatures while an anomaly-based IDS detects known and unknown attacks [3]. Understandably, these approaches have some advantages and disadvantages. Misuse-based detection is very accurate in detecting known attacks but is unable to detect unknown attacks. On the other hand, anomaly-based detection is very good at detecting unknown attacks but has concerns with detecting the difference between an attack and evolving normal traffic [4]. Regardless of the type of IDS, massive data traffic adversely affects the efficiency of the IDS. The reason behind this degraded performance
is irrelevant and concerns redundant information within network traffic [5]. In the past few years, a number of different methods were proposed to improve the efficiency of IDSs over big data [6].

Currently, a majority of researchers are focused on ML-based solutions for IDSs. IDSs based on ML provide high accuracy and low false detection as compared to other methods. ML-based IDSs consider network security as a classification problem to distinguish between normal and malicious traffic. The majority of traditional ML techniques are shallow learning methods [7]. Compared to traditional ML methods deep learning-based IDSs can attain excellent results. Despite a number of advanced approaches to improve ML-based IDSs, there are still numerous crucial limitations [8].

Feature selection (FS) plays an integral part in building an efficient and effective ML-based IDS. As FS removes irrelevant features, it enables the ML-based IDS to train faster with low computation and high accuracy [9]. Due to the density of data in today’s communication networks, providing an efficient and effective method for FS is essential for ML-based IDSs. Hence, this paper focuses on providing a detailed experimental finding of a filter-based FS method with optimized process flow. The proposed process flow achieved high accuracy by using a deep neural network (DNN)-based IDS. The key contributions of the paper are:

1. Evaluating various power transformation and FS methods to identify the most efficient combination.
2. Identifying the preprocessing flow to achieve highest accuracy.
3. Comparing the proposed flow of FS with other FS methods.
4. Comparing resources utilized by the proposed approach and other approaches.
5. Proposing a flow for filter-based feature selection using power transformation to achieve higher accuracy and efficiency.

2. Related Work

Over the years, a number of methods were recommended to improve ML-based IDSs. Among those approaches are feature selection (FS), feature engineering and optimization techniques. FS methods are employed to counter the high dimensionality in large datasets. As mentioned earlier that not all data in a network is relevant and irrelevant data could affect the IDS’s performance. In order to avoid the curse of high dimensionality, FS works by selecting the most relevant features from the dataset. The selected features are a subset of the original features and are used to build improved IDS models. FS methods help an IDS to improve its performance as well as reducing training time for its model [10]. FS techniques can be categorized as filter, wrapping- and hybrid-based approaches. Figure 1 gives a clear idea on how these methods work [11].

Each of these methods has its own advantages and disadvantages. Filter-based methods select features based on their score computed by different statistical approaches. Wrapper-based FS methods select features by iteratively generating and calculating the predictive performance of the features.
subset [12]. Hybrid or embedded feature selection combines the merits of filter and wrapping methods. Table 1 covers the advantages and disadvantages of the three feature selection methods [13,14].

Table 1. Advantages and disadvantages of the feature selection methods.

| Feature Selection     | Pro                                              | Con                                          | Examples                           |
|-----------------------|--------------------------------------------------|----------------------------------------------|------------------------------------|
| Filter                | Computationally efficient. Fast processing.      | Low precision, could fail to find features   | Pearson Correlation, Chi-Square, Anova etc. |
|                       | Less prone to overfitting                        | Computationally expensive, slow process due to recursion. Overfitting issue | Forward selection, Backward elimination, Recursion feature elimination etc. |
| Wrapper               | High precision                                   | Learning dependent                           | LASSO, Elastic Net etc.            |
| Hybrid/Embedded       | Low extra cost                                   |                                              |                                    |

It has been observed that training a ML-based IDS on a dataset and then deploying it on a real time network may result in degraded performance [15]. This degraded perform is due to the high number of irrelevant features. Removing those irrelevant features efficiently and with fewer resources can play a vital role for high data networks. Unfortunately managing efficient and effective FS is quite challenging.

ML algorithms can perform better when feature distributions are nearly normal and similarly scaled [16]. When it comes to the dataset, it is not necessary that every dataset have a normal feature distribution. However, with the help of power transformation we may be able to achieve normal distribution for dataset features. This normalization can significantly improve the performance of a number of different ML algorithms [17]. Some of the well-known transformation methods include Yeo-Johnson, minmax, robust scalar, standard scalar and L2 normalization.

The Yeo-Johnson transformation belongs to the Box-Cox transformation family. Yeo-Johnson was proposed in 2000 and unlike Box-Cox, it was not restricted to operate only on positive values. Mathematical representation of Yeo-Johnson can be seen as Equation (1), where \( y' \) represent the values, \( \lambda \) can be any real number, and where \( \lambda = 1 \) gives the identity transformation [18]:

\[
y_i^{(\lambda)} = \begin{cases} 
\frac{(y_i+1)^{\lambda}-1}{\lambda} & \text{if } \lambda \neq 0, \ y \geq 0 \\
\log(y_i + 1) & \text{if } \lambda = 0, \ y \geq 0 \\
\frac{[-(y_i+1)^{\lambda-1}]^{\lambda}}{(2-\lambda)} & \text{if } \lambda \neq 2, \ y < 0 \\
-\log(-y_i + 1) & \text{if } \lambda = 2, \ y < 0 
\end{cases}
\]

Min–max is a very useful method for data normalizing, especially with neural network-based classifiers [19]. Mathematically, min–max can be represented as Equation (2). In Equation (2), \( 'x' \) represents a single feature/variable vector:

\[
x_{\text{scaled}} = \frac{x - \min(x)}{\max(x) - \min(x)}
\]

Robust scalar uses a similar approach to that of min–max. Nevertheless, it uses the interquartile range instead of the min–max. Robust scalar, scales the data according to the quintile range. Robust can be represented as Equation (3). In the equation \( 'x' \) represent the values while \( Q_1 = 25\text{th quantile} \) and \( Q_3 = 75\text{th quantile} \) [20]:

\[
x = \frac{x - Q_1(x)}{Q_3(x) - Q_1(x)}
\]

Standard scalar works by removing the mean and scales the data to unit variance. Mathematically it can be represented as Equation (4), where \( 's' \) is the standard deviation and \( '\mu' \) is the mean [21]:

\[
x_{\text{scaler}} = \frac{x - \mu}{s_{\text{stddiv}}}
\]
L2 normalization works by normalizing the dataset feature values in a way that in each row the sum of the squares (of each value) will always add up to one. L2 can be represented as Equation (5) [22]. In the equation, \( x' \) represent the values of features in the dataset:

\[
\| x \|_2 = (|x_1|^2 + |x_2|^2 + \ldots + |x_n|^2)^{\frac{1}{2}}
\] (5)

In this era of big data, massive amounts of information are transmitted every second, making real-time intrusion detection very challenging. ML, which is a widely used approach for IDSs, does not perform well with high dimensional data [23]. To improve ML-based IDSs, feature selection plays a key role. Feature selection enhances performance by decreasing training time and reducing model complexity [24]. Over the last few years, a number of feature selection methods were suggested for ML-based techniques. A paper by Yulianto et al. [25] aimed to improve ML-based IDSs using principal component analysis (PCA) and ensemble feature selection (EFC)-based FS. In the paper, the authors used AdaBoost as a classifier. The dataset used for the experiment was CIC-IDS 2017. Based on the results, both feature selection methods were not able to achieve a high accuracy rate. One of the reasons for not achieving high accuracy could be the use of the AdaBoost classifier. As AdaBoost is extremely sensitive to noisy data [26], proper pre-processing is paramount to achieve high performance. Compared to the work by Yulianto et al. [25], we provide a much-improved data pre-processing approach with a DNN-based classifier to achieve much better results. The pre-processing approach used in our paper can also assist other researchers in understanding and applying improved pre-processing steps. A similar paper by A. Razan et al. [23] used PCA and auto-encoder (AE)-based feature selection methods with different classifiers. The focus of the paper was to identify a combination of feature selection and classification to achieve high accuracy. As per results, authors achieved a good accuracy with a PCA and random forest (RF)-based model. Unfortunately, the authors used only one dataset i.e., CIC-IDS 2017 for the experimentation. This paper provides a comprehensive analysis of a performance comparison of different FS methods and classifiers. However, using only one dataset to identify the best combination of FS and classifier is not suitable. In our paper, we used two datasets to validate the proposed process flow for feature selection.

In another paper, authors Yuyang et al. [27] proposed a novel framework for IDSs. The proposed framework was a combination of feature selection and ensemble classifiers. The authors highlighted that feature selection can play a vital role in effective intrusion detection for ML-based IDSs. Based on the results, the performance of the proposed framework was highly accurate. Despite the high accuracy, the authors showed concerns of detecting attacks over massive data networks. In future work, the authors highlighted that they plan to improve detection of uncommon attacks from massive network traffic. On the other hand, our proposed IDS utilizes a DNN-based classifier that is more suitable for massive data. Another recent paper [28] used a pigeon inspired optimizer (PIO)-based feature selection approach. The PIO method is among the newly developed bio-inspired swarm algorithms for optimizing problems. In this paper, authors used PIO-based feature selection for IDSs and achieved promising results. For the experimentation, the authors used three different datasets with a decision tree (DT)-based classifier. Authors in paper [29] introduced a novel approach for feature selection. The proposed feature selection approach was based on the intelligence water drop (IWD) algorithm. IWD is a bio-inspired method that utilizes a support vector machine (SVM) for building a classifier. In order to evaluate the proposed method, the dataset KDD CUP99 was used. Based on the experiment results, the proposed method achieved an accuracy of 93.12% and a false detection rate of 3.35%. The proposed approach in this paper was novel and as per the authors, they plan to improve the algorithm in the future. As the core focus of the paper was to propose an efficient and effective feature selection method, the authors highlighted that further improvement could be achieved by selecting a more suitable classifier. The authors, Kurniabudi et al. [30], presented an idea in which they used information gain (IG) for FS. They utilized IG to calculate the weights of the features in the CIC-IDS 2017 dataset. Based on the weights, features were divided into six groups. Then the authors
used traditional ML algorithms to perform classification. They next analyzed the impact of FS on IDS precision and its effect on training time of a ML model. The authors concluded that FS can play a vital role in improving ML-based IDSs and how different methods can be used to improve filter-based FS techniques. Their conclusion was based on the experimental results they performed on all six groups of features created by IG. Compared to the work by Kurniabudi et al. [30], we proposed a more elaborate and general idea on how we can use transformation to improve filter-based FS on any dataset. We experimented with two well-known datasets to prove that the proposed idea is more broadly applicable. We also used a DNN-based classifier for improved intrusion detection on large datasets.

3. Methodology and Method

The core idea of our work is to identify an efficient and effective process flow for filter-based feature selection. Traditionally, features are selected after performing basic pre-processing. In our proposed process flow, we experimented by using power transformation before filter-based feature selection, as normalizing data before applying a statistical-based FS can improve the probability of selecting relevant features. Based on our experimentations, we were able to identify a process flow that resulted in improving the traditional process flow for feature selection. In our proposed process flow, we experimented with applying transformation before feature selection. We can see the difference between normal flow and proposed flow in Figure 2a,b. The experiments were performed on an Intel Xeon Gold 32 core (64 threads) processor with 192GB RAM and RTX2080ti GPU. All the experiments were implemented using Python 3.6 as the programming language on Ubuntu. DNN was implemented using GPU-enabled TensorFlow 2.3.1 on the Keras framework. Both Python and TensorFlow are open source software, which are available online for free download. The datasets used for the experiment were CIC-IDS 2017 [31] and ISCX-IDS 2012 [32]. In most ML methods, transformation is applied before classification is performed [7,33,34].
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**Figure 2.** Experimental flow: (a) traditional flow; (b) proposed flow.

In our proposed method, we initially start by performing basic data cleaning and then pre-processing on the raw dataset. Then we applied power transformation on the dataset. After transformation, we implemented the feature selection method. Once we acquired the relevant features based on the feature selection method, we divided the dataset into test and train subsets. In order to avoid any biasness, we applied the synthetic minority over sampling technique (SMOTE) [35] and we performed cleaning using edited nearest neighbors (ENN) [36] on the training dataset. For classification, we used a DNN-based classifier. We experimented with a number of well-known transformations to identify the most effective transformation in terms of performance. In the subsequent sections, we discuss a detailed methodical process that we followed for our experimentation. In order to give readers a clear idea, results of each section are presented at the end of the section. The classifier for all of the experimentations was based on NN.

3.1. Data Prepressing

In our experiments, we used two datasets: CIC-IDS 2017 and ISCX-IDS 2012. In this section, we will cover the pre-processing applied on the datasets. First, we applied basic data cleaning on both datasets. Basic data cleaning includes the removal of missing data samples, infinite data values
and duplicate data samples from the dataset. Then we removed negative time-based values from the datasets. In order to avoid model biasness, we reduced the normal traffic samples. In datasets CIC-IDS 2017 and ISCX-IDS 2012 classes “BENIGN” and “Normal” had the highest number of samples. We extracted 230124 BENIGN samples from the CIC-IDS 2017 dataset and discarded the remaining BENIGN samples. For the ISCX-IDS 2012 dataset we extracted 25,845 Normal samples and discarded the remaining samples. In CIC-IDS 2017, the dataset classes “Infiltration” and “Heartbleed” were dropped as they had only 36 and 11 samples, respectively. All three classes of web attacks in the CIC-IDS 2017 dataset were combined into a single class named “Web attack”. Details of both datasets after preprocessing can be seen in Table 2.

| Table 2. Details of the CIC-IDS 2017 and ISCX-IDS 2012 datasets after pre-processing. |
|-------------------------------|-------------------------------|
| **CIC-IDS 2017** | **ISCX-IDS 2012** |
| Total Features | 79 | 82 |
| Total Classes | 11 | 5 |
| Total Samples | 786,633 | 73,566 |
| Benign | 230,124 | BruteForceSSH | 10,029 |
| Bot | 1956 | DDoS | 25,845 |
| DDoS | 128,025 | HTTPDoS | 3928 |
| DoS GoldenEye | 10,293 | Infiltration | 7919 |
| DoS Hulk | 230,124 | Normal | 25,845 |
| DoS Slowhttptest | 5499 |  |
| DoS slowloris | 5796 |  |
| FTP-Patator | 7935 |  |
| PortScan | 158,804 |  |
| SSH-Patator | 5897 |  |
| Web Attack | 2180 |  |

3.2. Transformation

After the basic data processing, we applied the Yeo–Johnson power transformation. Before selecting Yeo-Johnson, we experimented with Min–Max, robust scaler, standard scaler and L2 normalizing transformation techniques. Experiments were conducted with the proposed flow and standard flow. Yeo-Johnson with the proposed flow achieved the highest accuracy. Based on experiment results, Yeo-Johnson outperformed the other transformations as shown in Table 3. Experiments in Table 3 are based on the proposed flow, which is shown in Figure 1. A DNN-based classifier was used for the experimentation. Details of the DNN will be covered in the coming section. Results shown in Table 3 were acquired after the complete processing and classification.

| Table 3. Test results of the CIC-IDS 2017 and ISCX-IDS 2012 datasets based on transformations. |
|-------------------------------|-------------------------------|
| **Dataset** | **ISCX-IDS 2012** |
| Transformation | Min–Max | Robust | Standard | L2 | Yeo–Johnson |
| Accuracy | 94.35% | 90.41% | 94.46% | 92.44% | 95.20% |
| F1 Score | 92.34% | 86.35% | 92.30% | 89.07% | 93.17% |
| Precision | 92.52% | 84.60% | 91.68% | 88.31% | 92.86% |
| Recall | 92.24% | 89.89% | 93.16% | 90.30% | 93.51% |

| **Dataset** | **CIC-IDS 2017** |
|-------------------------------|-------------------------------|
| Transformation | Min–Max | Robust | Standard | L2 | Yeo–Johnson |
| Accuracy | 98.58% | 91.81% | 98.89% | 98.08% | 99.73% |
| F1 Score | 94.52% | 80.14% | 93.77% | 90.06% | 98.05% |
| Precision | 91.26% | 85.21% | 90.15% | 85.15% | 96.68% |
| Recall | 99.17% | 85.91% | 99.29% | 98.06% | 99.58% |
After transformation, we removed zero variance [37] features from the datasets. Then we dropped the feature Destination Port in the CICIDS2017 dataset and “Dst Port” in the ISCXIDS2012 dataset. In the datasets, the destination port feature is a port address and logically it is not able to distinguish between normal and attack traffic.

3.3. Feature Selection

Based on our rigorous experimentation we concluded that using Yeo-Johnson and Pearson correlation gave us the greatest accuracy. Pearson correlation [38] is an assessment standard that computes the statistical correlation between two variables. The mathematical formula to compute Pearson correlation is given by Equation (6):

\[ r_{xy} = \frac{\sum_{i=1}^{n}(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n}(x_i - \bar{x})^2} \sqrt{\sum_{i=1}^{n}(y_i - \bar{y})^2}} \]

where:

- \( r_{xy} \): Pearson correlation coefficient value,
- \( x_i \): Individual sample points of each conditional attribute,
- \( y_i \): Individual sample points of the decision attribute,
- \( \bar{x} \): Average of all sample points of each conditional attribute,
- \( \bar{y} \): Average of all sample points of the decision attribute.

To compare the performance of the proposed flow we used two well-known wrapper-based feature selection techniques, sequential forward selection (SFS) and sequential backward selection (SBS) [39]. We used SFS and SBS with the DT algorithm and traditional flow (Figure 3b). As we know that despite high computation requirements, wrapping-based feature selection methods give superior performance [40,41]. We also performed Pearson correlation experiments based on traditional flow (Figure 3b) so that we can cross check if the normal flow can perform better than the proposed flow. Based on the DNN classifier, Table 4 shows the results acquired with different FS methods.

| Dataset | ISCX-IDS 2012 | CIC-IDS 2017 |
|---------|---------------|--------------|
| Feature Selection | SFS-DT | SBS-DT | Correlation | Proposed |
| Accuracy | 95.14% | 95.04% | 95.15% | 95.20% |
| F1 Score | 92.54% | 92.50% | 92.88% | 93.17% |
| Precision | 92.21% | 91.86% | 93.00% | 92.86% |
| Recall | 92.95% | 93.22% | 92.86% | 93.51% |
| Dataset | ISCX-IDS 2012 | CIC-IDS 2017 |
| Feature Selection | SFS-DT | SBS-DT | Correlation | Proposed |
| Accuracy | 99.62% | 99.58% | 99.59% | 99.73% |
| F1 Score | 97.91% | 97.66% | 95.65% | 98.05% |
| Precision | 96.48% | 96.04% | 93.29% | 96.68% |
| Recall | 99.50% | 99.54% | 99.32% | 99.58% |

Based on the results shown in Table 4, the proposed flow performs better than the normal flow, SBS-DT and SFS-DT methods. This highlights that the proposed idea to use transformation before filter-based feature selection can improve accuracy of the model. Figure 3a,b shows the process flow for the proposed and wrapper-based feature selection models.
Figure 3. (a) Proposed flow for feature selection, and (b) traditional flow for feature selection.

Table 5 shows the total number of features and number of features selected by each method. Table 5 also highlights that using the power transformation before feature selection can improve the efficiency of feature selection.

Table 5. Original number of features and features selected by each feature selection method.

| Dataset       | Original Features | Correlation | SBS-DT | SFS-DT | Proposed |
|---------------|-------------------|-------------|--------|--------|----------|
| CIC-IDS 2017  | 79                | 45          | 34     | 24     | 35       |
| ISCX-IDS 2012 | 82                | 42          | 31     | 33     | 37       |

Table 6 shows the comparison of time and memory consumption of the proposed model with SBS and SFS feature selection. The standard flow and proposed flow show the same memory and time consumption, as the resources were computed only for the process of feature selection. Similarly, the resources for SBS-DT and SFS-DT were computed during the process of feature selection. Results show that the proposed method utilizes minimum resources yet achieves better results than wrapping-based feature selection methods.

Table 6. Memory and time consumption comparison between the proposed and other feature selection methods.

| Feature Selection | Correlation | SBS-DT   | SFS-DT   | Proposed |
|-------------------|-------------|----------|----------|----------|
| ISCX-IDS 2012 Dataset |             |          |          |          |
| Memory (mb)        | 405.41      | 7052.74  | 4442.63  | 405.41   |
| Time (s)           | 0.75        | 539.90   | 150.72   | 0.75     |
| CIC-IDS 2017 Dataset |             |          |          |          |
| Memory (mb)        | 5081.01     | 51,486.12| 25,023.36| 5081.01  |
| Time (s)           | 6.46        | 6667.02  | 1,954.71 | 6.46     |

3.4. Classifier

In our proposed model, we used a DNN as our main classifier, as a DNN is an effective approach for high dimensionality problems [42]. The efficiency of DNNs on high dimension problems is the reason that most of the recent IDSs rely on DNN-based solutions [43,44]. The parameters for the DNN were same for all the experimentations. The DNN used had four dense layers with 120 nodes in each layer; parameter details can be seen in Table 7.

Table 7. DNN parameters for experiments.

| Activation Function | Epochs | Learning Rate | Batch Size | Seed | Layers |
|---------------------|--------|---------------|------------|------|--------|
| Elu                 | 100    | 0.0001        | 100        | 42   | 4      |
4. Performance Evaluation

This section covers detailed experimentation results based on the process flows in Figure 3. Results of the proposed method can be seen in Figure 4. Results show that the proposed approach performs better than the standard process flow, SBS-DT and SFS-DT feature selection techniques. Tables 8 and 9 illustrate the comparative detection of each class based on the proposed method, SBS-DT, SFS-DT and standard feature selection flow. Accuracy, precision, recall and the F1-score were computed using Equations (7)–(10). Figure 4 was generated by using MSWord Chart and the values for the figure were obtained by using Equations (7)–(10):

\[
\text{Accuracy} = \frac{\text{True Positive} + \text{True Negative}}{\text{Total}} \tag{7}
\]

\[
\text{Precision} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}} \tag{8}
\]

\[
\text{Recall} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}} \tag{9}
\]

\[
\text{F1 Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{10}
\]

Based on extensive experimentation it was found that using the Yeo-Johnson transformation before applying the Pearson correlation feature selection provided more relevant features for IDSs. Two well-known datasets were used for the experimentations. To validate the findings, we compared our results with two wrapper-based feature selection methods i.e., SFS and SBS and the Pearson correlation with the standard process flow. Based on the results, the highest accuracy was archived by the proposed process flow. The reason for comparing the proposed model with wrapper-based feature selection was to show that the proposed model not only outperforms them in terms of detection, but also consumes fewer resources compared to the wrapping methods (Table 6).

![CIC-IDS 2017 Dataset](image)
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Figure 4. Test results based on each feature selection method: (a) results of the CIC-IDS 2017 dataset, and (b) results of the ISCX-IDS 2012 dataset.

Table 8 displays the comparison matrix of class-based detection for the ISCX-IDS 2012 dataset. This dataset has five classes. SFS-DT achieved the best F1-score for the BruteforceSSH, DDoS and Normal classes, while the proposed flow achieved the highest F1-score for the HTTPDoS and Infiltration classes. Despite the fact that the proposed flow attained the highest F1-score, some classes had a better-detected rate by other feature selection methods.

Table 8. Class detection based on each feature selection method for the ISCX-IDS 2012 dataset.

|                | BruteforceSSH | DDoS  | HTTPDoS | Infiltration | Normal |
|----------------|---------------|-------|---------|--------------|--------|
| **Accuracy**   |               |       |         |              |        |
| Standard       | 99.80%        | 97.56%| 98.04%  | 98.20%       | 96.55% |
| SFS-DT         | 99.89%        | 97.70%| 97.73%  | 98.15%       | 96.59% |
| SBS-DT         | 99.87%        | 97.76%| 98.09%  | 98.32%       | 96.57% |
| Proposed       | 99.78%        | 97.51%| 98.09%  | 98.32%       | 96.57% |
| **Precision**  |               |       |         |              |        |
| Standard       | 99.20%        | 97.90%| 84.55%  | 88.93%       | 94.46% |
| SFS-DT         | 99.80%        | 98.09%| 77.25%  | 91.34%       | 94.60% |
| SBS-DT         | 99.30%        | 98.18%| 78.54%  | 88.10%       | 95.20% |
| Proposed       | 99.15%        | 97.50%| 82.67%  | 90.02%       | 95.01% |
| **Recall**     |               |       |         |              |        |
| Standard       | 99.30%        | 95.14%| 78.29%  | 95.61%       | 95.99% |
| SFS-DT         | 99.40%        | 95.29%| 84.55%  | 88.61%       | 96.95% |
| SBS-DT         | 99.75%        | 94.95%| 79.95%  | 96.18%       | 95.28% |
| Proposed       | 99.20%        | 95.39%| 82.25%  | 95.35%       | 95.41% |
| **F1-Score**   |               |       |         |              |        |
| Standard       | 99.25%        | 96.50%| 81.30%  | 92.15%       | 95.22% |
| SFS-DT         | 99.60%        | 96.67%| 80.73%  | 89.95%       | 95.76% |
| SBS-DT         | 99.52%        | 96.54%| 79.24%  | 91.97%       | 95.24% |
| Proposed       | 99.17%        | 96.43%| 82.46%  | 92.61%       | 95.21% |

For the CIC-IDS 2017 dataset, Table 9 shows the comparison of the class-based detection rate for the standard, SFS-DT, SBS-DT and proposed feature selection methods. In our experimentation, we used 11 classes. Based on the results, it can be seen that the proposed flow provided a higher F1-score on Benign, Bot, DDoS, FTP-Patator, Portscan and SSH-Patator classes, while the standard flow, SFS-DT and SFS-DT were able to detect other classes with a higher F1-score. The confusion matrix for the CIC-IDS 2017 and ISCX-IDS 2012 datasets can be seen in Figures 5 and 6, respectively.
|                | Benign | Bot    | DDoS   | DoS Gold | DoS Hulk | DoS Slowlhttp | DoS SlowLoris | FTP Patator | Port Scan | SSH Patator | Web Attack |
|----------------|--------|--------|--------|----------|----------|---------------|---------------|-------------|-----------|-------------|-------------|
| **Accuracy**   |        |        |        |          |          |                |                |             |           |             |             |
| Standard       | 99.64% | 99.82% | 99.99% | 99.97%   | 99.92%   | 99.98%        | 99.99%        | 99.99%     | 99.99%    | 99.99%      | 99.91%      |
| SFS-DT         | 99.69% | 99.96% | 99.97% | 99.96%   | 99.80%   | 99.98%        | 99.99%        | 99.97%     | 99.99%    | 99.98%      | 99.96%      |
| SBS-DT         | 99.64% | 99.94% | 99.99% | 99.96%   | 99.78%   | 99.98%        | 99.99%        | 99.97%     | 99.99%    | 99.98%      | 99.96%      |
| Proposed       | 99.79% | 99.96% | 99.99% | 99.97%   | 99.89%   | 99.97%        | 99.99%        | 99.97%     | 99.99%    | 99.99%      | 99.95%      |
| **Precision**  |        |        |        |          |          |                |                |             |           |             |             |
| Standard       | 99.92% | 56.67% | 99.95% | 98.27%   | 99.82%   | 98.18%        | 99.09%        | 99.57%     | 99.98%    | 98.83%      | 75.96%      |
| SFS-DT         | 99.80% | 86.16% | 99.93% | 97.81%   | 99.58%   | 97.57%        | 98.82%        | 97.25%     | 99.98%    | 96.90%      | 87.55%      |
| SBS-DT         | 99.90% | 80.40% | 99.97% | 97.63%   | 99.40%   | 97.48%        | 98.74%        | 97.08%     | 99.99%    | 97.29%      | 88.64%      |
| Proposed       | 99.97% | 86.78% | 99.98% | 97.72%   | 99.72%   | 97.64%        | 98.83%        | 97.60%     | 100%      | 98.59%      | 86.73%      |
| **Recall**     |        |        |        |          |          |                |                |             |           |             |             |
| Standard       | 98.86% | 98.89% | 99.98% | 99.57%   | 99.91%   | 98.63%        | 99.18%        | 99.88%     | 99.97%    | 99.49%      | 98.20%      |
| SFS-DT         | 99.12% | 100%   | 99.91% | 99.62%   | 99.74%   | 99.08%        | 99.09%        | 99.94%     | 99.96%    | 99.92%      | 98.20%      |
| SBS-DT         | 98.85% | 100%   | 99.96% | 99.81%   | 99.86%   | 99.08%        | 99.27%        | 99.94%     | 99.94%    | 99.83%      | 98.42%      |
| Proposed       | 99.30% | 100%   | 99.97% | 99.76%   | 99.92%   | 98.72%        | 99.27%        | 99.94%     | 99.96%    | 100%        | 98.65%      |
| **F1-Score**   |        |        |        |          |          |                |                |             |           |             |             |
| Standard       | 99.38% | 72.05% | 99.97% | 98.92%   | 99.87%   | 98.40%        | 99.14%        | 99.72%     | 99.97%    | 99.16%      | 85.66%      |
| SFS-DT         | 99.46% | 92.56% | 99.92% | 98.71%   | 99.66%   | 98.32%        | 98.96%        | 98.58%     | 99.97%    | 98.38%      | 92.57%      |
| SBS-DT         | 99.37% | 89.14% | 99.96% | 98.71%   | 99.63%   | 98.27%        | 99.00%        | 98.49%     | 99.96%    | 98.55%      | 93.28%      |
| Proposed       | 99.63% | 92.92% | 99.98% | 98.73%   | 99.82%   | 98.18%        | 99.05%        | 98.76%     | 99.98%    | 99.29%      | 92.31%      |
Figure 5. Confusion matrix of the CIC-IDS 2017 dataset: (a) proposed process flow, (b) standard process flow, (c) SFS-DT-based feature selection, and (d) SBS-DT-based feature selection.

Figure 6. Cont.
Figure 6. Confusion matrix of the ISCX-IDS 2012 dataset: (a) proposed process flow, (b) standard process flow, (c) SFS-DT-based feature selection, and (d) SBS-DT-based feature selection.

The receiver operating characteristics (ROC) curve for both the CIC-IDS 2017 and ISCX-IDS 2012 datasets can be seen in Figures 7 and 8, respectively. The order of labels in both the ROC figures are the same as for the confusion matrix i.e., class 0, 1 for CIC-IDS 2017 are Benign, BOT and onwards, while class 0, 1 for ISCX-IDS 2012 are BruteforceSSH, DDoS and onwards.

Figure 7. Receiver operating characteristics (ROC) of the CIC-IDS 2017 dataset: (a) proposed process flow, (b) standard process flow, (c) SFS-DT-based feature selection, and (d) SBS-DT-based feature selection.
Another useful measure to further highlight the effectiveness and efficiency of the proposed model is Cohan’s kappa coefficient [45]. The kappa coefficient score is a very useful measure when using ML for multi-class classification problems [46]. Kappa is calculated using Equation (11).

$$Kappa = \frac{p_0 - p_e}{1 - p_e}$$  \hspace{1cm} (11)

where $p_0$ is the overall accuracy of the model and $p_e$ represents the agreement between the model estimates and the actual class values as if happening by chance.

The results for the kappa score can be seen in Table 10. The kappa score is always less or equal to 1. As per Landis and Koch’s [47] kappa value scheme, values between 0.81–1 represent almost perfect classification.

| Process Flow | Normal | SBS-DT | SFS-DT | Proposed |
|--------------|--------|--------|--------|----------|
| ISCX-IDS 2012 Dataset | 0.9326 | 0.9313 | 0.9325 | 0.9335 |
| CIC-IDS 2017 Dataset  | 0.9947 | 0.9943 | 0.9955 | 0.9965 |

Figure 8. ROC of the ISCX-IDS 2012 dataset: (a) proposed process flow, (b) standard process flow, (c) SFS-DT-based feature selection, and (d) SBS-DT-based feature selection.
Achieving high precision with fewer resources is the key idea behind this article. In this study, the new process flow for filter-based FS can play an integral role in improving ML-based IDSs, as irrelevant features can greatly impair the performance of ML-based IDSs. The experiment results also illuminate improved detection due to the feature set selected by the proposed method. FS is a discrete optimization issue. Each dataset has its own different distribution of feature values. However, with the proposed approach of utilizing transformation it can improve the efficiency of ML- and statistics-based FS methods. The proposed approach is not only limited to traditional networks; it can also be effective in improving the Internet of Things (IoT). One of the primary constraints in implementing security for IoT devices is their lack of resources [48]. As Table 6 highlights, the proposed process flow in not resource-hungry, while it achieves a high accuracy rate.

5. Conclusions

The growing rate of intrusions in networks has seriously affected the security and privacy of users. ML can play an integral part in providing improved security measures. Optimizing ML-based IDS approaches is an ongoing research struggle. Feature selection is a process that provides a minimal and relevant subset of features. Feature selection is a critical component in today’s era of big data. As the data and its transition rate grows, feature selection becomes more significant. In this paper, an optimized process flow for filter-based feature selection is proposed. The proposed process flow aimed to reduce computational requirements, while achieving high accuracy. The proposed method is compared with the traditional process flow and two wrapper-based feature selection methods. Based on the defined metrics for evaluation, results illustrate that the proposed process flow achieved highest accuracy with efficiency as compared to the three mentioned feature selection methods. The memory profile assessment results highlight that the proposed process flow not only reduced execution time but also reduced the amount of memory used for feature selection. For better analysis, the confusion matrices for each class in the datasets were also calculated and compared. Despite the highest accuracy, the proposed flow was not able to achieve the highest detection scores for all the classes. In some classes SBS-DT, SFS-DT and standard flow were able to achieve the highest accuracy. Additionally, the experimentation highlights that filter-based feature selection can be further improved using statistical methods. In the future, we intend to further investigate and improve the proposed flow in order to achieve better class-based detection.
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