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Abstract—Graphs with complete node attributes have been widely explored recently. While in practice, there is a graph where attributes of only partial nodes could be available and those of the others might be entirely missing. This attribute-missing graph is related to numerous real-world applications and there are limited studies investigating the corresponding learning problems. Existing graph learning methods including the popular GNN cannot provide satisfied learning performance since they are not specified for attribute-missing graphs. Thereby, designing a new GNN for these graphs is a burning issue to the graph learning community. In this paper, we make a shared-latent space assumption on graphs and develop a novel distribution matching based GNN called structure-attribute transformer (SAT) for attribute-missing graphs. SAT leverages structures and attributes in a decoupled scheme and achieves the joint distribution modeling of structures and attributes by distribution matching techniques. It could not only perform the link prediction task but also the newly introduced node attribute completion task. Furthermore, practical measures are introduced to quantify the performance of node attribute completion. Extensive experiments on seven real-world datasets indicate SAT shows better performance than other methods on both link prediction and node attribute completion tasks. Codes and data are available online: https://github.com/xuChenSJTU/SAT-master-online
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1 INTRODUCTION

Graphs, an important type of data structure, are widely employed to model citation networks, social networks, molecular graph structures, and etc. Graph-structured data are heterogeneous in nature, with correlated information about graph structures and node attributes. Given a graph with attributes, based on the completeness of the node attributes, we may classify the graph into the following three types. 1) Attribute-complete graph: every node is with complete set of attributes; 2) Attribute-incomplete graph: every node is with a non-empty set of attributes; 3) Attribute-missing graph: attributes of partial nodes are entirely missing. These three scenarios are illustrated in Figure 1. We here mainly focus on the third one, learning with which is the most challenging among the three. The attribute-missing one is related to real-world applications. For example, in citation networks, raw attributes or detailed descriptions of some papers may be inaccessible due to copyright protection. In item co-occurrence graphs, expressive tags of some items may be unavailable because of limited tagging resources.

Learning on attribute-incomplete graphs can be solved by popular matrix factorization based methods [3], [37], [38]. However, there are limited studies investigating learning on attribute-missing graphs. Existing graph learning methods such as the random walk based [13], [42], the attributed random walk based [17], [23] and the graph neural network (GNN) [14], [21], [39], [52], [56] are not specified for attribute-missing graphs and are limited in solving the corresponding learning problems. Random walk based methods emerged as large-scale and effective graph embedding approaches which only take structures into consideration. They cannot take the

Fig. 1: Given a graph with attributes, based on the completeness of the node attributes, we may classify the graph into three types. (a) Attribute-complete graph; (b) Attribute-incomplete graph; (c) Attribute-missing graph.
In this paper, we achieve the *shared-latent space* assumption by distribution matching techniques and further develop a novel distribution matching based GNN for learning on attribute-missing graphs, called structure-attribute transformer (SAT). The general architecture of SAT is shown in Figure 2(c). SAT leverages structures and attributes in a decoupled scheme and achieves the joint distribution modeling by matching the latent codes of structures and attributes. It can not only perform the link prediction task but also retrieve the missing attributes. We also call the latter as *node attribute completion* which benefits several subsequent tasks such as node classification and profiling. The *node attribute completion* is a new problem on graphs which distinguishes from other existing problems and requires specific evaluation measures. Main contributions of this paper can be summarized as follows:

- We investigate the learning problems on attribute-missing graphs. In this scenario, we make a *shared-latent space* assumption on graphs and develop a novel distribution matching based GNN called SAT. SAT is a generic framework that can be equipped with other popular GNN backbones such as GCN and GAT;
- We introduce a new task called *node attribute completion* on graphs which aims to complete the missing node attributes and benefit other subsequent tasks. To quantify the performance of *node attribute completion*, practical measures are introduced including both node classification in the *node level* and profiling in the *attribute level*;
- Extensive experiments on seven real-world datasets show that our method can not only perform well on link prediction task but also restore high-quality attributes that benefit subsequent tasks such as node classification and profiling.

2 RELATED WORK

2.1 Deep Learning on Graphs

With the success of deep neural networks in modeling speech signals, images and texts, many researchers start to apply deep neural networks to the graph domain. Recent deep learning on graphs mainly concentrates on three perspectives:
the random walk based, the attributed random walk based and the GNN based methods. The random walk based methods such as DeepWalk [42] and Node2Vec [13] learn node embeddings by random walks and skip-gram model [35]. They only take graph structures into consideration and cannot exploit the rich information from node attributes. Hence, the attributed random walk based methods [17, 23] emerged to tackle this problem. GraphRNA [17] takes node attributes as a bipartite graph and use it to obtain diverse random walks. Then, network embedding approaches in previous methods [13, 42, 49] can be employed. The attributed random walk based methods are summarized as a matrix factorization formulation in [23]. These methods rely much on high-quality random walks and are labour-consuming for carefully designed sampling strategies and fine-tuned hyper-parameters.

Graph convolution networks (GCN) is proposed in [9, 21], and it is successfully applied in semi-supervised node classification problem. A hierarchical and differentiable pooling is proposed in [22, 62] to learn representation for graphs. GAT [52] applies multi-head attention to graph neural networks. GraphSAGE [14] introduces neighborhood sampling and different aggregation manners to make inductive graph convolution on large graphs. SGC in [56] simplifies the graph convolution operation for fast learning and low complexity. The idea of relation modeling behind GCN has been extended to various real-world applications such as recommendation [53, 55, 61] and skeleton based action recognition [25, 58]. In addition, there are some works studying GNN on the matrix completion problem. For example, Rianne et.al [3] consider the interaction data in recommendation systems as a a bipartite user-item graph and a link prediction based GNN is proposed. Fedorico et.al [10] proposed GCMC that combines a novel multi-graph convolutional neural network and a recurrent neural network to better exploit the local stationary structures on the user-item graph. Note that these graph-based matrix completion methods [3, 10] are not feasible on attribute-missing graphs since attributes of some nodes are completely missing. Although some advanced matrix completion approaches [16] working on cold-start recommendation can potentially handle node attribute completion task, they simply take the graph structures as one kind of side information and cannot well exploit the joint relationship between attributes and structures.

In many real-world applications, graph structures may be missing, incomplete or inaccessible. To handle this, graph generation has been studied recently. A junction tree variational auto-encoder is proposed in [19] to generate molecular graphs. MolGAN [8] is an implicit and likelihood-free generative model to generate small molecular graphs. GraphRNN [63] and NetGAN [5] generate realistic graphs by the combination of random walks and recurrent neural networks (RNN). Despite the great potential in many applications such as link prediction and node attribute completion on attribute-missing graphs, few works investigate it and we are going to explore it in this paper.

2.2 Distribution Matching

Distribution matching is a statistical technique for distribution alignment. It has been considerably discussed by various methodologies and extended to many applications. In recent years, variational inference [15] and adversarial learning [12] are two representative techniques for distribution matching. Variational inference imposes distribution matching in a probabilistic way with specified objective functions. For example, VAE [20] introduces Kullback-Leibler (KL) divergence to match the latent posterior distribution with the Gaussian prior. Based on VAE, various variants [7, 65, 66] are proposed to improve the encoding and reconstruction performance, together with better distribution matching manners. For example, Zhao et.al [65] proposed InfoVAE with mutual information maximization in the objective function. Zheng et.al [7] investigate VAE in the Fisher-Shannon plane and propose FAE to balance Fisher information and Shannon information in VAE. Both of InfoVAE and FAE improve the quality of the variational posterior and encourage better distribution matching.

Adversarial learning in GAN [2, 12, 32, 41] is another hot distribution matching technique. GAN contains a generator and a discriminator, where the discriminator tries to distinguish the real samples with the fake samples and the generator tries to confuse the discriminator. Adversarial learning in GAN has the advantage of measuring the distribution distance in a more elegant way by binary classification and frees researchers from the painful practice of defining a tricky objective function. Several works [7, 12, 41] have pointed that the adversarial loss in GAN actually minimizes the Jensen-Shannon divergence (JSD) between the data distribution and the generator distribution. Original GAN has risk facing the vanishing gradient and mode collapse problem. To handle this, a lot of works have been developed to improve the objective function such as f-GAN [41], LSGAN [32] and WGAN [2]. GAN has been introduced to many research topics that require distribution matching such as domain adaptation [11, 28, 51], image translation [27, 68] and transfer learning [6, 13, 67].

There are also some works trying to combine VAE and GAN theory together to perform distribution matching. For example, adversarial variational Bayes (AVB) is proposed in [35] to train VAE with arbitrary inference models. VEEGAN in [48] changes the matching manner from data space to latent space. Also, Rosca et.al [44] point out that VAE based methods fail to match marginal distributions in both latent and visible space while GAN has the potential to overcome these limitations. Thus they develop a VAE-GAN hybrid model to improve distribution matching and generation quality. Our SAT also works in the auto-encoding Bayes and adversarial learning mechanism. Note that although combining VAE and GAN theory is not new in distribution matching community, it is rarely considered on graph structured data.

3 Method

3.1 Problem Definition and Notation Description

Let $G = (V, A, X)$ be a graph with node set $V = \{v_1, v_2, ..., v_N\}$, $A \in \mathbb{R}^{N \times N}$ be the graph adjacent matrix and $X \in \mathbb{R}^{N \times F}$ be the node attribute matrix. Note that the element in $X$ could be either categorical values or real values. Let $X^{\text{obs}} = \{v_1, v_2, ..., v_N^{\text{obs}}\}$ be the set of attribute-observed
nodes. Let \( x^o_i \in \mathbb{R}^F \) and \( a^o_i \) be the attribute vector and structural information (the neighbors of a node) of node \( v^o_i \), respectively. Then, for \( V^o \), the attribute information is denoted as \( X^o = \{ x^o_0, x^o_1, \ldots, x^o_{N_v} \} \) and structural information is denoted as \( A^o = \{ a^o_0, a^o_1, \ldots, a^o_{N_v} \} \). Let \( V^a = \{ v^a_0, v^a_1, \ldots, v^a_{N_u} \} \) be the set of attribute-missing nodes. Let \( x^a_i \in \mathbb{R}^F \) and \( a^a_i \) be the attribute vector and structural information of node \( v^a_i \), respectively. Then, for \( V^a \), the attribute information is denoted as \( X^a = \{ x^a_0, x^a_1, \ldots, x^a_{N_v} \} \) and structural information is denoted as \( A^a = \{ a^a_0, a^a_1, \ldots, a^a_{N_v} \} \). According to our definition, \( A \) is another expression of \( A^o \) and \( A^a \). \( X \) is another expression of \( X^o \) and \( X^a \). To clarify more clearly, we have \( V = V^o \cup V^a \), \( V^a \cap V^o = \emptyset \) and \( N = N_v + N_u \). Learning on attribute-missing graphs has several applications such as link prediction and the newly introduced node attribute completion. In link prediction, we expect to predict the missing links in \( A \). In node attribute completion, we aim to restore the missing node attributes \( X^u \) based on the observed node attributes \( X^o \) and graph structures \( A \). The main notations in this paper are summarized in Table 1.

### 3.2 Method Formulation

#### 3.2.1 Overview

Graph-structured data include two perspectives of representations: structures and attributes. On attribute-missing graphs, attributes of some nodes might be entirely missing. One possible way to learn on attribute-missing graphs is to input structures and attributes in a decoupled scheme and simultaneously allow the joint distribution modeling of structures and attributes.

In particular, if we denote \( x_i \) and \( a_i \) as the attribute vector and structural information of node \( v_i \), we can see \( (x_i, a_i) \) is a paired sample to describe node \( v_i \). The joint log-likelihood of the attributes and structures is composed of a sum over the likelihoods of individual datapoints \( \sum_i p_0(x_i, a_i) \), where \( p_0(x_i, a_i) \) is the joint probability density function. Inspired by the idea of maximizing the marginal likelihood in VAE [20], if \( z_x \) and \( z_a \) are the latent factors of \( x_i \) and \( a_i \), respectively, \( \log p_0(x_i, a_i) \) can be formulated as:

\[
\log p_0(x_i, a_i) = D_{KL}[q_\phi(z_x, z_a \mid x_i, a_i) || p(z_x, z_a \mid x_i, a_i)] + \mathcal{L}(\theta, \phi; x_i, a_i) \tag{1}
\]

where the first term is the KL divergence of the approximate posterior \( q_\phi(z_x, z_a \mid x_i, a_i) \) from the true posterior \( p(z_x, z_a \mid x_i, a_i) \). Since this KL term is non-negative, the second term is the evidence lower bound (ELBO) on the log-likelihood \( \log p_0(x_i, a_i) \). And \( \mathcal{L}(\theta, \phi; x_i, a_i) \) is written as:

\[
\mathcal{L}(\theta, \phi; x_i, a_i) = -D_{KL}[q_\phi(z_x, z_a \mid x_i, a_i) || p(z_x, z_a)] - \mathcal{L}(\theta; x_i, a_i) \tag{2}
\]

where \( p_\theta(x_i, a_i \mid z_x, z_a) \) denotes the conditional distribution parameterized by \( \theta \). The first term in Eq. 2 indicates the joint

### Table 1: Main notations in this paper.

| Notation | Description |
|----------|-------------|
| \( \mathcal{Y} \) | the graph |
| \( V \) | the set of nodes of graph \( G \) |
| \( A \) | the adjacent matrix of graph \( G \) |
| \( X \) | the attribute matrix of graph \( G \) |
| \( Z \) | the number of nodes of graph \( G \) |
| \( F \) | the attribute dimension |
| \( v_i \) | an arbitrary node on \( G \) |
| \( x_i, a_i \) | the attribute/structural information of node \( v_i \) |
| \( z_x, a_x \) | the latent factors of \( x_i, a_i \) |
| \( z_p \) | samples from Gaussian prior for adversarial learning |
| \( \mathcal{Y}^o \) | the set of attribute-observed nodes |
| \( \mathcal{Y}^a \) | the set of attribute-missing nodes |
| \( \mathcal{X}^o \) | the set of attribute/structural information for \( \mathcal{Y}^o \) |
| \( \mathcal{X}^a \) | the set of attribute/structural information for \( \mathcal{Y}^a \) |
| \( d \) | the latent dimension |
| \( Z_A \) | latent embedding encoded from structural information |
| \( Z_{X^o} \) | latent embedding encoded from attributes of \( \mathcal{Y}^o \) |
| \( Z_{X^a} \) | latent embedding encoded from attributes of \( \mathcal{Y}^a \) |
| \( E_X/E_A \) | encoder for attribute/structural information |
| \( D_X/D_A \) | decoder for attribute/structural information |
| \( D \) | shared discriminator |
| \( \mathcal{L}_r \) | reconstruction loss of paired structure-attribute matching |
| \( \mathcal{L}_{adv} \) | GAN loss of adversarial distribution matching |
| \( \mathcal{L} \) | objective function of SAT |
reconstruction loss where \(z_x, z_a\) encoded from \(x_i, a_i\) are used to reconstruct \(x_i, a_i\). The second term in Eq. 2 indicates the prior regularization loss where \(q_\phi(z_x, z_a | x_i, a_i)\) is expected to match the prior distribution \(p(z_x, z_a)\). The proposed SAT implements the joint reconstruction loss via a paired structure-attribute matching strategy and approximates the prior regularization loss via an adversarial distribution matching strategy. The architecture of SAT is shown in Figure 3 in the following sections, we provide details on the two strategies, followed by the objective function and implementation.

### 3.2.2 Paired Structure-Attribute Matching

Term \(\mathcal{L}_{s-a} = \sum_i \log p_\theta(x_i, a_i | z_x, z_a)\) in Eq. 2 consists of an approximate posterior \(q_\phi(z_x, z_a | x_i, a_i)\) parameterized by \(\phi\) and a conditional distribution \(p_\theta(x_i, a_i | z_x, z_a)\) parameterized by \(\theta\). According to the chain rule [4], we have:

\[
q_\phi(z_x, z_a | x_i, a_i) = q_\phi(z_x | x_i, a_i)q_\phi(z_a | z_x, x_i, a_i)
\]

(3)

Similarly, we rewrite \(p_\theta(x_i, a_i | z_x, z_a)\) as:

\[
p_\theta(x_i, a_i | z_x, z_a) = p_\theta(x_i | z_x, z_a)p_\theta(a_i | x_i, z_x, z_a)
\]

(4)

However, the coupling theory [24] states that there exists infinite joint distribution formulations that can reach the given marginal distributions. It hinders us to derive the above joint distribution. Moreover, the heterogeneity and discontinuity of graph structured data hinder us from achieving joint distribution modeling by several existing techniques such as weight-sharing in the encoder and adversarial learning in data space [18], [31], [51]. Inspired by the idea of modeling correlated data in the same latent space in recent machine learning works [24], [27], [54], [68], we make the following shared-latent space assumption on graphs, which allows us to perform the joint distribution modeling in latent space.

**Assumption 1.** In graph structured data, each node’s attributes and structures are correlated together and can be represented in a shared-latent space.

This assumption is also illustrated in Figure 2(b). With this assumption, we have the following proposition:

**Proposition 1.** Under the shared-latent space assumption, given observations \(x_i, a_i\), the latent variables \(z_x\) and \(z_a\) are conditional independent. Given latent variables \(z_x, z_a\), the observations \(x_i, a_i\) are conditional independent.

Thereby, with Proposition 1, Eq. 3 can be written as:

\[
q_\phi(z_x, z_a | x_i, a_i) = q_\phi(z_x | x_i, a_i)q_\phi(z_a | x_i, a_i)
\]

\[
= q_\phi(z_x | x_i)q_\phi(z_a | x_i, a_i)
\]

(5)

where \(q_\phi(z_x | x_i)\) indicates the encoder \(E_X\) that encodes \(x_i\) to \(z_x\). Similarly, \(q_\phi(z_a | a_i)\) indicates the encoder \(E_A\) that encodes \(a_i\) to \(z_a\). Also, together with Proposition 1 and the assumption, we write Eq. 4 as:

\[
p_\theta(x_i, a_i | z_x, z_a) = p_\theta(x_i | z_x, z_a)p_\theta(a_i | z_a)
\]

\[
= p_\theta(x_i | z_x)p_\theta(a_i | z_a)
\]

(6)

where \(\theta_x\) is the parameter of the shared decoder \(D_X\) and \(\theta_a\) is the parameter of the shared decoder \(D_A\). Eq. 4 indicates a paired structure-attribute matching strategy where \(z_x\) is used to reconstruct \(x_i\) and \(a_i\), and \(z_a\) is used to reconstruct \(a_i\) and \(x_i\).

Taking the above into consideration, the joint reconstruction loss in the paired structure-attribute matching strategy is written as:

\[
\min_{\theta_x, \theta_a, \phi_x, \phi_a} \mathcal{L}_r = - \mathbb{E}_{x_\sim p_X} \left[ \log p_\theta(x_i | z_x) \right]
\]

\[
- \mathbb{E}_{a_\sim p_A} \left[ \log p_\theta(a_i | z_a) \right]
\]

\[
- \lambda_c \cdot \mathbb{E}_{x_\sim p_X} \left[ \log p_\theta(a_i | z_x) \right]
\]

\[
- \lambda_c \cdot \mathbb{E}_{a_\sim p_A} \left[ \log p_\theta(x_i | z_a) \right]
\]

(7)

The first two terms in Eq. 7 represent the self-reconstruction stream. It means the information from attributes (resp. structures) is decoded as attributes (resp. structures). The last two terms in Eq. 7 indicate the cross-reconstruction stream. It means the information from attributes (resp. structures) is decoded as attributes (resp. structures). \(\lambda_c\) is a hyper-parameter to weight the cross reconstruction stream.

### 3.2.3 Adversarial Distribution Matching

Term \(D_{KL} [q_\phi(z_x, z_a | x_i, a_i) || p(z_x, z_a)]\) in Eq. 2 indicates a prior distribution matching for the latent factors \(z_x\) and \(z_a\). Learning joint prior is a specific topic that could be explored in the future with the guidance of recent works [43], [50], [60], here we set \(p(z_x, z_a) = p(z)p(z)\) for simplicity, where \(p(z)\) is the prior distribution for the shared-latent space. Taking Eq. 5 into consideration, the prior regularization term is formulated as:

\[
D_{KL} [q_\phi(z_x, z_a | x_i, a_i) || p(z_x, z_a)] = D_{KL} [q_\phi(z_x | x_i) || p(z)]
\]

\[
+ D_{KL} [q_\phi(z_a | a_i) || p(z)]
\]

(8)

Eq. 8 states the regularization that matches \(q_\phi(z_x | x_i)\) and \(q_\phi(z_a | a_i)\) to prior \(p(z)\).

Since it is not easy to derive explicit formulations for some complex priors in KL-divergence, SAT employs the adversarial distribution matching that can impose an arbitrary prior distribution for the latent codes without hard derivation [31]. Following [31], the prior regularization loss in adversarial distribution matching is written as:

\[
\min_{\psi, \phi_x, \phi_a} \mathcal{L}_{adv} = - \mathbb{E}_{z_\sim p(z)} \left[ \log D(z_p) \right]
\]

\[
- \mathbb{E}_{z_x \sim q_\phi(z_x | x_i)} \left[ \log (1 - D(z_x)) \right]
\]

\[
- \mathbb{E}_{z_a \sim p(z)} \left[ \log D(z_a) \right]
\]

\[
- \mathbb{E}_{z_a \sim q_\phi(z_x | x_i)} \left[ \log (1 - D(z_a)) \right]
\]

(9)

where \(\psi\) is the parameters of the shared discriminator \(D\). \(z_p\) indicates true samples sampled from the prior \(p(z)\) for adversarial learning.

The employed adversarial distribution matching in Eq. 9 has several advantages compared to the KL-divergence in Eq. 8. The KL-divergence tries to match \(q_\phi(z_x | x_i)\) to prior \(p(z)\), which will have risk to lose the information from input \(x_i\). By contrast, the adversarial distribution matching in latent space makes the posterior \(q_\phi(z_x | x_i)\) to be the aggregated posterior \(q_\phi(z_x)\), which encourages \(z_x\) to match the whole distribution of \(p(z)\) [30], [31]. Accordingly, \(z_a\) can match the whole distribution of \(p(z)\) in similar way. Meanwhile, the mode collapse problem in adversarial learning could be avoided since our method involves a reconstruction operation which encourages the latent embeddings to match both the prior and the entire true data distribution [48].
3.2.4 Objective Function and Implementation

Taking the above into summary, the objective function of SAT is:

$$\min_{\Theta} \max_{\Phi} L = L_r + L_{adv}$$

where $\Theta = \{\theta_x, \theta_o, \phi_x, \phi_o, \psi\}$ and $\Phi = \{\phi_x, \phi_o\}$. By leveraging the shared-latent space assumption, SAT leverages the correlation between observed node attributes and structures and thus facilitates learning on attribute-missing graphs. It is worthwhile to point out that SAT cannot handle attribute-incomplete graphs. On attribute-incomplete graphs, the incomplete node attributes would cause too much information gap for structures and attributes, and SAT based on the shared-latent space assumption is not appropriate.

For the implementation, SAT consists of three components: (1) self-reconstruction stream, (2) cross-reconstruction stream, and (3) adversarial distribution matching. In the self-reconstruction stream, both the observed attributes $X^o$ and structures $A$ are encoded as latent codes $Z_{X^o}$ and $Z_A$, respectively. Then $Z_{X^o}$ and $Z_A$ are decoded as $X^o$ and $A$, respectively. In the cross-reconstruction stream, the structure embedding $Z_A$ of attribute-observed nodes are obtained through an embedding lookup layer from $Z_A$. Then, the latent codes $Z_{X^o}$ and $Z_A$ are decoded as $X^o$ and $X$, respectively. These appear in Figure 4, in which $E_X$ is a two-layer MLP, $E_A$ is a two-layer GNN, $D_X$ is a two-layer MLP and $D_A$ is a two-layer MLP followed by a sigmoid function. In the adversarial distribution matching module, we apply adversarial learning between $Z_{X^o}$, $Z_A$ and samples from a standard normal distribution $\mathcal{N}(0, 1)$, sharing the same two-layer MLP discriminator. And Relu is used as the non-linear activation function for all three modules.

3.3 Time Complexity Analysis

Stochastic training of DNN methods involves two steps, the forward and backward computations. SAT includes a paired structure-attribute matching strategy and an adversarial distribution matching strategy. We thus decompose the time complexity of SAT into two parts, namely the time complexity of the paired structure-attribute matching and the time complexity of the adversarial distribution matching.

In the paired structure-attribute matching, a GNN backbone encodes the structures into latent codes and a MLP module encodes the attributes into latent embeddings. Following the analysis of GNN models in [57], the time complexity of the GNN backbone is $O(|E|)$, where $|E|$ denote the number of edges. And for the MLP module that encodes node attributes, the time complexity is $O(N_o F)$, where $N_o$ is the number of attribute-observed nodes and $F$ is the attribute dimension. Since the GNN backbone and the MLP module can be calculated parallely, then the time complexity for the paired structure-attribute matching is $O(\max\{|E|, N_o F\})$. After the calculation of the paired structure-attribute matching, the adversarial distribution matching can be conducted to impose a prior distribution on the latent codes. The time complexity for the adversarial distribution matching is $O(N_d d)$, where $d$ is the latent dimension.

In summary, the time complexity of the non-parallel SAT is $O(|E| + N_o F + N_o d)$, and the parallel counterpart is $O(\max\{|E|, N_o F\} + N_o d)$. Note that SAT has a flexible GNN backbone such as GCN [21] and GraphSage [14]. This indicates SAT can be scalable to much larger datasets when a scalable GNN backbone is applied.

4 Experiments

In this section, we will first introduce the datasets and baselines as well as the experimental settings in our paper. Then, the experiments for node attribute completion and link prediction are introduced. We further provide some visualization results for better comprehension of SAT.

4.1 Datasets

We evaluate the proposed SAT on seven real-world datasets to quantify the performance.

- Cora. Cora [34] is a citation graph with 2,708 papers and 10,556 citation links as edges. The attribute vector of each node indicates whether the corresponding paper contains specific word tokens, and it is represented as a multi-hot vector with dimension 1,433.
- Citeseer. Citeseer [45] is also a citation graph which contains 9,228 edges and 3,327 papers. After processing of the content, 3,703 distinct words compose the attribute corpus. Each attribute vector is formed from the corpus and expressed by a multi-hot vector with dimension 3,703.
- Steam. Steam is a dataset collected from a game website with user-bought behaviors of 9,944 items and 352 tags. We count the co-purchase frequency between every two games and make a sparse item co-purchase graph through binarization operation with the threshold as 10. After that, we obtain 533,962 edges for this graph. The tag corpus constructs the multi-hot attribute vector for each item with dimension 352.
- Pubmed. Pubmed [40] is a citation graph with 19,717 nodes and 88,651 edges. Each attribute vector is described by a Term Frequency-Inverse Document Frequency (TF-IDF) vector from 500 distinct terms.
- Coauthor-CS. Coauthor-CS [46] is a coauthor dataset based on the Microsoft Academic Graph from the KDD Cup 2016 challenge. In this dataset, we have 18,333 nodes that are authors and 81,894 edges that mean two authors are connected if they coauthored a paper. Node attributes are frequencies of the 6,805 keywords from each author’s papers.
- Amazon-Computer and Amazon-Photo. Amazon-Computer [46] and Amazon-Photo [46] are from segments of the Amazon co-purchase graph [33]. In Amazon-computer, there are 13,752 items and 245,861 edges. In Amazon-Photo, there are 7,650 items and 119,081 edges. For both datasets, multi-hot bag-of-words encoded from the product reviews construct the multi-hot node attributes.

Among these datasets, attributes of Cora, Citeseer, Steam, Amazon-Computer and Amazon-Photo are categorical and represented as multi-hot vectors. For Pubmed and Coauthor-CS, attributes are real-valued and represented as scalars. More details are shown in Table 2.
TABLE 2: The statistics of seven datasets. In this table, “attribute form” means the attribute style. “#avg hot num” means the average hot number for multi-hot attributes of nodes. #class indicates the number of categories.

| attribute form | Cora | Citeseer | Steam | Pubmed -CS | Amazon -Computer | Amazon -Photo |
|----------------|------|----------|-------|-------------|------------------|---------------|
| #nodes         | 2,708| 3,327    | 9,944 | 19,717      | 18,333           | 13,752        |
| #edges         | 5,278| 4,228    | 266,981| 44,324      | 81,894           | 245,861       |
| #graph density | 0.07%| 0.04%    | 0.26% | 0.01%       | 0.02%            | 0.13%         |
| #attribute dim | 1,433| 3,703    | 352   | 500         | 6,805            | 767           |
| #avg hot num   | 18.17| 31.6     | 8.45  | -           | 267.23           | 258.81        |
| #class         | 7    | 6        | -     | 3           | 15               | 10            |

4.2 Baselines

Node Attribute Completion. Since there is no specialized method for the node attribute completion task, we compare our SAT with the following representative baselines selected from five aspects: NeighAggre is from the classical aggregation aspect, VAE is from the auto-encoding aspect, GNN methods are from the GNN-layer aspect, GraphRNA and ARWMF are from the attributed random walking aspect and Hers is from the cold-start recommendation aspect.

- NeighAggre. NeighAggre [47] aggregates the neighbors’ attributes for nodes without attributes through mean pooling. NeighAggre is a classical profiling algorithm, which is simple, but usually provides strong empirical performance. When a neighbor’s attributes are missing, we do not regard it as the aggregation node. We use the one-hop neighbors as a node’s neighbors here.
- VAE. VAE [20] is one well-known generative method. In our setting, we make normal VAE for the attribute-observed nodes, encoding attributes of these nodes as latent codes. For test nodes without any attribute, we use neighbor aggregation like NeighAggre in the latent space to obtain the aggregated latent codes for test nodes. Then, the decoder in VAE can be used to restore attributes for test nodes.
- GCN, GraphSage and GAT. GCN [21], GraphSage [14] and GAT [52] are three representative GNN methods in recent years. In our problem, only graph structures are used as input and encoded as latent codes. Then the latent codes are decoded as node attributes. In the test stage, the latent codes of test nodes are used to restore attributes by the decoder of GNN. Note that we do not use the zero-filling trick here since this task require reconstruction of attributes and the zero-filling trick largely deteriorates the performance.
- GraphRNA [17] and ARWMF [23] are two representative attributed random walk based methods. In attributed random walk based methods, graphs with node attributes are taken as bipartite graphs and then random walks based approaches are applied to learn node embeddings. Thereby, attributed random walk based methods can potentially work on attribute-missing graphs. Note that there are three variants of ARWMF in [23], we introduce the third variant as the baseline since it generally shows better performance than the other two variants [25].
- Hers. Since the attribute-completion on attribute-missing graphs is similar to the cold-start recommendation problem. We thus introduce one representative cold-start recommendation method called Hers [16] to be a comparison method.

Link Prediction. Even on attribute-missing graphs, link prediction is still an important task. We choose baselines for link prediction comparison from two aspects: the structure-only aspect and the fused-structure-attribute aspect. SPM, DeepWalk, Node2Vec and Hers are only suitable for the structure-only aspect. GraphRNA and ARWMF are only feasible for the fused-structure-attribute aspect. GAE and VGAE are feasible for both aspects.

- SPM. Structure perturbation method (SPM) [29] is one classic link prediction model on graphs. It assumes that the regularity of a graph is reflected in the consistency of structures before and after structural perturbations. Based on this assumption, it proposes a universal structural consistency index for link prediction on graphs.
- DeepWalk. DeepWalk [42] learns node representation from random walk sequences on graphs. It only considers graph structures in the learning process.
- Node2vec. Node2vec [13] extends DeepWalk by designing a biased random walk to control the Bread First Search (BFS) and Deep First Search (DFS). It also learns node embeddings with only graph structures.
- GAE. Graph Auto-encoder (GAE) [39] combines GCN and the auto-encoder theory. Specifically, GCN plays as a graph convolution encoder to replace the MLP encoder in vanilla auto-encoder [20]. When GAE works for the fused-structure-attribute aspect, it requires structures and attributes as a whole input. Thus we use zero-filling, a common trick in data mining community, for the attribute-missing nodes. Furthermore, we also use GAT as the graph convolution encoder called GAE(GAT) as another baseline method.
- VGAE. Variational Graph Auto-encoder (VGAE) [39] performs variational inference for GAE with reparameterization tricks. We use it in the same way as GAE and also combine it with GAT called VGAE(GAT) as another baseline.
- Hers, GraphRNA and ARWMF. Since Hers [16], GraphRNA [17] and ARWMF [23] are able to learn node embeddings, we thus also introduce them here for the link prediction task.

4.3 Experimental Setup

For node attribute completion, we randomly sample 40% nodes with attributes as training data and 10% as validation...
data and the rest 50% as test data. For link prediction, we randomly sample 60%, 20% and 20% links with equivalent non-links as train, validation and test data, respectively.

For the cold-start recommendation method Hers [16], we use the graph data as the social context and the attribute matrix as the target to complete. For random walk based methods (DeepWalk [11], Node2Vec [5]) and attributed random walk based methods (GraphRNA and ARWMF), their hyper-parameters such as number of walks, walk length and window size are set as the default according to the codes online. All GNN methods use a two-layer graph convolution. For GraphSage, we set the neighborhood sampling size is (5, 5) for Cora, Citeseer and Steam, while (10, 25) for Pubmed according to the default settings of the online codes [3]. For GraphSage on Coauthor-CS, Amazon-Computer and Amazon-Photo, we found it performs well when neighborhood sampling size is (10, 25). For GAT [4] in order to reduce training time and storage, we use one-head attention. By following recent works [21, 52], we set the latent dimension as 64 for all learning-based methods. Learning rate is 0.005. Dropout rate equals 0.5, and the maximum iteration number is 1,000. Adam optimizer is applied for them to learn the model parameters.

For our distribution matching based SAT, we set the generative step as 2 and discriminative step as 1. For balanced comparison, the hyper-parameters of different GNN backbones are the same as the GNN baselines. The hyper-parameter $\lambda_c$ ranges in [0.1, 1.0, 2.0, 5.0, 10.0, 20.0, 50.0, 100.0]. According to the performance on the validation set, for the node attribute completion task, we have $\lambda_c = 10.0, 10.0, 50.0, 10.0, 100.0, 100.0, 100.0$ for Cora, Citeseer, Pubmed, Steam, Coauthor-CS, Amazon-Computer and Amazon-Photo, respectively. For the link prediction task, we set $\lambda_c = 10.0, 10.0, 1.0, 10.0, 0.1, 0.1, 0.1$ for Cora, Citeseer, Pubmed, Steam, Coauthor-CS, Amazon-Computer and Amazon-Photo, respectively. For all methods, The best trained model is chosen for testing according to the performance on the validation set.

For datasets with categorical attributes, weighted Binary Cross Entropy loss (BCE) is applied. The weight put on non-zero values equals $\frac{\#zero \text{ count}}{\#non-zero \text{ count}}$ which is calculated from the training attribute matrix. For datasets with real-valued attributes, Mean Square Error (MSE) loss is used. We do not use GraphSage as the baseline for link prediction since it takes much time for random neighborhood sampling in each iteration. The experiments are conducted in 5 times, and then the mean value is adopted as the performance. The method is implemented by Pytorch on a machine with one Nvidia TitanX GPU.

4.4 Node Attribute Completion

4.4.1 Necessity of Node Attribute Completion

Node attribute completion is a new problem on graphs and distinguishes from other existing problems including label prediction and graph embedding.

Although node labels could be one kind of attributes, node attribute completion is quite different from the widely explored label prediction problem on graphs [21] due to their characteristic, functionality and methodology. From the aspect of characteristic, labels are designed to be clean and only limited to categorical values, while attributes are more general, noisy and either numeric or categorical. From the aspect of functionality, label prediction on graphs is one subsequent task of node attribute completion. Many label prediction algorithms require both structures and attributes as inputs to achieve superior performance [64]. Node attribute completion enables recovering unknown attributes of nodes, which is useful for many subsequent tasks, including label prediction. From the aspect of methodology, when typical label-prediction methods are applied to node attribute completion, such as GCN [21], used to predict labels (categorical attributes) by minimizing classification loss, they ignore the joint relationship between node structures and attributes. Furthermore, compare to the graph embedding problem [13], [59], [42], node attribute completion restores high-dimensional and human-understandable attributes while graph embedding learns to represent nodes or graphs in low-dimensional and hard-perceptive vectors.

4.4.2 Evaluation Measures

In the node attribute completion task, whether the restored attributes can benefit real-world applications should be considerable. Consequently, we propose to measure the quality of restored attributes from both the node level and the attribute level with two real-world applications.

- Node classification. This task aims to evaluate whether the restored attributes can serve as data augmentation and benefit the classification model. In this task, we use the restored attributes of test nodes to make comparison of node classification among different methods. In other words, this task evaluates the overall quality of restored attributes by classifiers, which is also termed as the evaluation in the node level. We implement this task on datasets with class labels.

- Profiling. Profile provides a cognitive description for objects such as key terms of papers on Cora and tags of items on Steam. Profiling aims to predict the possible profile for test nodes, and we use Recall@k and NDCG@k as the metrics. In other words, this task evaluates the recall and ranking quality of restored attributes in the attribute level. For this task, we compare different methods on datasets with categorical attributes.

4.4.3 Node Classification

In this task, the restored node attributes are split into 80% train data and 20% test data with five-fold validation in 10 times. We consider two classifiers, including MLP and GCN, both with the class information as supervision. Three settings are designed to conduct the comparisons: the node-attribute-only approach, the graph-structure-only approach, and the fused approach. In the node-attribute-only approach, we directly use the restored attributes and a two-layer MLP as the classifier to do the classification task. In the graph-structure-only approach, only graph structures are applied and this has been studied by many methods such as DeepWalk [42], Node2Vec [13] and GCN [21]. DeepWalk and Node2Vec both
Table 3 shows the classification performance, where “X” indicates the node-attribute-only approach, “A” indicates the structure-only approach and “A+X” is the fused one. Considering results of the node-attribute-only approach, we have the following observations: (1) SAT generally presents better performance than baseline methods. For example, compared to NeighAggre, SAT(GCN) reaches nearly 14% and 5% gain on Cora and Citeeseer, respectively. On Pubmed, it seems that NeighAggre suits this dataset well, but it deteriorates quickly when attribute-observed nodes are less, which is shown in the following experiments. (2) The attributed random walk based methods (GraphRNA and ARWMF) show the best performance on Pubmed and Coauthor-CS. It is mainly because the attributed random walk based methods apply random walks on the node-attribute bipartite graphs, which could potentially capture the correlation between attribute dimensions and facilitate the node attribute completion task. On Pubmed and Coauthor that have real-valued node attributes, correlation between attributes could be more obvious because attributes have relative sizes for different attribute dimensions, and thus GraphRNA and ARWMF show better performance. Instead, the proposed SAT cannot capture the correlation between attributes and thus perform worse than GraphRNA and ARWMF. On other datasets, SAT perform better than GraphRNA and ARWMF mainly because SAT has the advantage of extracting features by graph convolution techniques. (3) From the results of Hers, we can see that simply taking the graph structures as one kind of side information to augment the recommendation model cannot well exploit the structures and node attributes. And Hers does not perform well on attribute-missing graphs. By contrast, the proposed SAT explicitly models the joint distribution of node structures and attributes and thus shows superior performance compared to Hers. (4) The performance of SAT(GCN) gets closer to that of true attributes. SAT(GAT) even gets better than the true attributes on Cora mainly because the structural information may take more important role for classification and the restored attributes contain transferred structural information. (5) Both SAT(GCN)-no self, SAT(GCN)-no cross and SAT(GCN)-no adver perform worse than SAT(GCN) because the incompleteness of SAT cannot guarantee the joint distribution modeling. (6) SAT with different GNN backbones generally show better performance other baselines, which also states SAT is extendable and robust with different choices of graph convolution modules.
| Method              | Recall@10 | Recall@20 | Recall@50 | NDCG@10 | NDCG@20 | NDCG@50 |
|---------------------|-----------|-----------|-----------|---------|---------|---------|
| NeighAggre          | 0.0906    | 0.1413    | 0.1961    | 0.1480  | 0.1807  | 0.2154  |
| VAE                 | 0.0887    | 0.1228    | 0.2116    | 0.1224  | 0.1452  | 0.1924  |
| GCN                 | 0.1271    | 0.1722    | 0.2962    | 0.1736  | 0.2076  | 0.2702  |
| GraphSage           | 0.1284    | 0.1784    | 0.2972    | 0.1768  | 0.2102  | 0.2728  |
| GAT                 | 0.1350    | 0.1812    | 0.2972    | 0.1791  | 0.2099  | 0.2711  |
| Hers                | 0.1226    | 0.1723    | 0.2799    | 0.1694  | 0.2031  | 0.2596  |
| GraphRNA            | 0.1395    | 0.2043    | 0.3142    | 0.2393  | 0.3162  | 0.3992  |
| ARW MF              | 0.1294    | 0.1912    | 0.296     | 0.1694  | 0.2031  | 0.2596  |
| SAT(GCN)-no self    | 0.1378    | 0.2018    | 0.3339    | 0.2391  | 0.3460  | 0.4052  |
| SAT(GCN)-no cross   | 0.1224    | 0.1724    | 0.2823    | 0.1686  | 0.2023  | 0.2599  |
| SAT(GCN)-no adver   | 0.1356    | 0.1966    | 0.3179    | 0.1924  | 0.2331  | 0.2971  |
| SAT(GCN)            | 0.1508    | 0.2182    | 0.3429    | 0.2112  | 0.2546  | 0.3212  |
| SAT(GraphSage)      | 0.1563    | 0.2345    | 0.3612    | 0.2250  | 0.2723  | 0.3394  |
| SAT(GAT)            | 0.1563    | 0.2345    | 0.3612    | 0.2250  | 0.2723  | 0.3394  |

**Table 4:** Profiling of the attribute-level evaluation for node attribute completion. Note that we use top 3, 5, 10, and 20 to evaluate the performance on Steam since the average non-zero hot number of node attributes on Steam is quite small.
Comparing the results between the structure-only approach and the fused one, we have the following observations. (1) The restored attributes from SAT(GCN) can augment the GCN classifier with 6.96%, 9.48% and 4.12% gain on Cora, Citeseer and Pubmed, respectively. While NeighAggre fails and harms the GCN performance with the figures as 11.37%, 2.38% and 5.61% on Cora, Citeseer and Pubmed, respectively. (2) The classical aggregation method NeighAggre, the auto-encoding method VAE, and the GNN-encoding methods restore inferior attributes. They hurt the GCN classifier since they are not specifically designed for attribute-missing graphs.

### 4.4.4 Profiling

For the profiling task, restored attributes are probabilities that the node may have in each attribute dimension. High-quality restored attributes should have high probabilities in specific dimensions as the true attributes. Taking the recall and ranking ability into consideration, we use Recall@k and NDCG@k to evaluate node attribute completion in the attribute level. The results are shown in Table 4.

From Table 4, we can summarize as follows. (1) NeighAggre performs the worst among all methods on the three datasets. It is not a learning algorithm and cannot perform robustly in this fine-grained attribute-level evaluation. (3) The attributed random walk based methods have the potential to capture the correlation between attribute dimensions, GraphRNA and ARWMF show the most competitive performance on this attribute-level evaluation. However, the applied random walks may introduce noise to statistically represent the original graph data. Thereby, GraphRNA and ARWMF cannot outperform SAT on this fine-grained attribute-level evaluation. (4) SAT achieves superior performance over other methods because it restores attributes based on the transformation knowledge.
Table 5: Area under curve (AUC) and average precision (AP) of Link prediction task. “A” indicates the structure-only aspect and only structures are used. While “A+X” means the fused structure-attribute aspect and both structures and attributes are used.

| Method            | Cora   | Citeseer | Pubmed | Steam | Coauthor-Cs | Amazon-Computer | Amazon-Photo |
|-------------------|--------|----------|--------|-------|-------------|-----------------|--------------|
|                   | AUC    | AP       | AUC    | AP    | AUC         | AUC             | AUC          |
| SPM               | 0.8627 | 0.9001   | 0.8293 | 0.8646 | 0.8339      | 0.8544          | 0.8848       |
| DeepWalk          | 0.8735 | 0.9018   | 0.8082 | 0.8467 | 0.8361      | 0.8560          | 0.8951       |
| Node2Vec          | 0.8496 | 0.8695   | 0.7644 | 0.8246 | 0.8346      | 0.8884          | 0.9591       |
| GAE(GCN)          | 0.8281 | 0.8309   | 0.8254 | 0.8344 | 0.7072      | 0.6638          | 0.9804       |
| GAE(GAT)          | 0.8340 | 0.8642   | 0.8563 | 0.8777 | 0.7028      | 0.6559          | 0.9730       |
| VGAE(GCN)         | 0.8433 | 0.8616   | 0.8596 | 0.8456 | 0.8011      | 0.8171          | 0.9738       |
| VGAE(GAT)         | 0.7267 | 0.7329   | 0.7046 | 0.7156 | 0.7011      | 0.6264          | 0.8227       |
| Hers              | 0.6906 | 0.7169   | 0.6779 | 0.7197 | 0.5001      | 0.5182          | 0.8969       |
| GAE(GCN)-no self  | 0.8335 | 0.8374   | 0.8227 | 0.8245 | 0.7947      | 0.7855          | 0.9735       |
| GAE(GAT)-no self  | 0.8575 | 0.8493   | 0.8387 | 0.8661 | 0.7839      | 0.7821          | 0.9717       |
| VGAE(GCN)-no self | 0.7910 | 0.8018   | 0.7962 | 0.8011 | 0.8229      | 0.8156          | 0.9581       |
| VGAE(GAT)-no self | 0.7062 | 0.7172   | 0.7069 | 0.7061 | 0.7861      | 0.7578          | 0.9728       |
| GraphRNA          | 0.8579 | 0.8695   | 0.8296 | 0.8580 | 0.8406      | 0.8445          | 0.9157       |
| ARWMF             | 0.7601 | 0.7770   | 0.7260 | 0.7646 | 0.7022      | 0.7320          | 0.7832       |
| SAT(GCN)-no self  | 0.8549 | 0.8432   | 0.8542 | 0.8550 | 0.7661      | 0.7497          | 0.9702       |
| SAT(GCN)-no cross | 0.8048 | 0.7894   | 0.8042 | 0.8097 | 0.7817      | 0.7998          | 0.9617       |
| SAT(GCN)-no adver | 0.8438 | 0.8405   | 0.8438 | 0.8459 | 0.7851      | 0.8018          | 0.9703       |
| SAT(GCN)          | 0.8554 | 0.8500   | 0.8569 | 0.8566 | 0.8258      | 0.8039          | 0.9713       |
| SAT(GAT)          | 0.8929 | 0.9018   | 0.8916 | 0.9139 | 0.8550      | 0.8554          | 0.8986       |

4.4.5 Less Attribute-Observed Nodes

The attribute-observed nodes are necessary and supervise the learning on attribute-missing graphs. In some scenarios, this supervision could be less, so it is curious to see whether SAT can still restore reliable and high-quality node attributes when less attribute-observed nodes are available. We experiment to see the node classification and profiling performance in this scenario.

Figure 4 (a)(b)(c) show the node classification results when only node attributes are used. From these figures, we can see that SAT(GCN) generally performs much better when less attribute-observed nodes are available. We experi-

4.5 Link Prediction

4.5.1 Overall Performance

Link prediction is a key problem on graphs which aims to predict the missing links among nodes. It has various applications such as friend recommendation [1]. We conduct the link prediction task on attribute-missing graphs from two aspects: the structure-only aspect and the fused structure-attribute aspect. The results are shown in Table 5.

Table 5: Area under curve (AUC) and average precision (AP) of Link prediction task. “A” indicates the structure-only aspect and only structures are used. While “A+X” means the fused structure-attribute aspect where both structures and attributes are used. From this table, we can summarize that: (1) SPM with the idea of perturbations on graphs show competitive performance because of its denoising characteristic. However, it is limited in learning deep representations for nodes and cannot beat SAT. It is also worthwhile to point out that SAT does not have the denoising characteristic and introducing the perturbation idea from SPM to SAT is also a promising direction for link prediction task. (3) In the “A+X” setting, SAT generally outperforms recent GNN based methods (e.g. GAE and VGAE) and attributed random walk based methods (e.g. GraphRNA and ARWMF). Compared to GAE(GAT), SAT(GAT) obtains a 3.73% gain, 6.2% gain and 6.71% gain on Cora, Citeseer and Pubmed respectively. This also indicates that SAT has the advantage of using attribute-observed nodes while recent GNN methods cannot handle the link prediction task in this scenario properly. Compared to GraphRNA and ARWMF, SAT has the advantage of encoding structures with graph convolution scheme and thus show better performance on link prediction task. (4) Breaking the unified loss in Eq. 10 causes deterioration to the performance since it cannot guarantee the joint distribution modeling depicted in Section 3.2.1.

4.5.2 Less Observed Links

In link prediction task, the robustness of methods with less observed links is usually explored. We also conduct the link prediction experiment of link sparsity here. The results are shown in Figure 5.

From Figure 5, we can summarize that: (1) SAT(GAT) outperforms other competitive baselines even with less observed links. Considering the results of SAT(GCN) and SAT(GAT), we see that GAT is a strong graph convolution module and benefits SAT a lot. (2) Applying zero-filling trick for attribute-missing nodes sometimes augments the models (e.g. GAE) but it is not consistent on all datasets. (3) On Pubmed, DeepWalk and Node2Vec are the most two competitive baselines, they even beat SAT(GCN) in some...
sparse cases. Introducing the advantageous ranking loss from DeepWalk and Node2Vec to GNN might augment SAT(GCN) for link prediction task, but we do not explore it here since we mainly focus on the general method for learning on attribute-missing graphs.

4.6 Learned Node Representation Analysis

In node attribute completion, the involved methods, VAE, GCN, GraphRNA and SAT(GCN) infer node attributes by learning the latent embeddings of nodes. Good representation ability means that a method can learn representative embeddings where nearby nodes correspond to similar objects. Therefore, we experiment to visualize the learned node embeddings by t-SNE. Specifically, the latent embeddings for all test nodes are sampled. Then we use t-SNE to make dimension reduction and visualize them in 2-D space on Cora dataset. Nodes in the same class are expected to be clustered together. Note that for all methods, they do not use any label information in the training process. Therefore, the embeddings for t-SNE visualization are learned in an unsupervised manner. Figure 6 shows the results.

From Figure 6 (a) of VAE, we can see that the nodes of different classes are mixed, which means VAE cannot distinguish the nodes belonging to different categories. For GCN in Figure 6 (b), the nodes are encoded into a narrow and stream-like space, where different nodes are mixed and overlapped. Compared to VAE, GCN has no prior assumption, which makes it lose distributed constraint and lead to the narrow and stream space. Compared to GraphRNA in Figure 6 as for our SAT(GCN) in (c), SAT(GCN) shows more distinguished node representations and different nodes are clustered well. Although Gaussian prior is imposed on the latent space of both VAE and SAT, our SAT can capture the joint relationship between attributes and structures, and learn better latent codes for nodes whose attributes are missing.

4.7 Learning Process Visualization

In order to better understand the learning process of SAT, we plot learning curves including the train reconstruction loss, train GAN loss, validation metric, and MMD distance along the training epochs. The results are shown in Figure 7.

From Figure 7 we can summarize that both the train reconstruction loss in (a)(b) and train GAN loss in (c) converge in the training process. And the validation Recall@10 in (d) increases step by step and finally converges at around 800th epoch. The MMD distance between learned aggregated distribution $q(z)$ and Gaussian prior $p(z)$ in (e) decreases step by step, which shows $q(z)$ matches the whole distribution of $p(z)$ successfully.

Furthermore, since SAT involves distribution matching between latent codes $z_x$ encoded from attributes and $z_a$ encoded from structures, thus it is necessary to see whether our method matches them as what we expected. We show the train and validation MMD distance between $z_x$ and $z_a$ in Figure 7(f). In this figure, the MMD distance between $z_x$ and $z_a$ is minimized gradually. This also keeps consistency with our shared-latent space assumption and further benefits the joint distribution modeling on attribute-missing graphs.
4.8 Hyper-parameter \( \lambda_c \)
In SAT, we introduce \( \lambda_c \) to weight the cross-reconstruction stream in the objective function. It is desirable to see how our method responds to this hyper-parameter. Intuitively, we conduct an experiment about the node attribute completion and link prediction performance with different \( \lambda_c = [0.1, 1.0, 2.0, 3.0, 5.0, 10.0, 20.0, 50.0, 100.0] \). The results are shown in Figure 8.

Figure 8 (a-c) shows the results of node classification with “A+X” setting on Cora, Citeseer and Pubmed. Figure 8 (d-f) indicates the results of profiling on Cora, Citeseer and Steam. From Figure 8 (a-f), we can see that we need a large \( \lambda_c \) to restore high-quality node attributes. \( \lambda_c \) is vital for node attribute completion once we rely on the cross-reconstruction stream to restore node attributes.

For link prediction in Figure 8 (g-i), it seems that link prediction performance is more robust with \( \lambda_c \) compared to the node attribute completion task. For example, as shown in Figure 8 (g) and (a), the relative change of AUC is 0.90~0.84 while that of accuracy is 0.84~0.72. This is mainly because node attribute completion is a more difficult task since it generates high-dimensional data, which requires more fine-grained restoration and less disturbance. While for link prediction, it is conducted by the inner product between two low-dimensional embeddings of nodes, which could stand more disturbance from \( \lambda_c \).

4.9 Empirical Running Time Analysis
To investigate the time complexity, we conduct an experiment to compare the empirical running time of each epoch for different methods. Since SAT has parallel versions, we thus denote SAT-N as the non-parallel one, SAT-P as the parallel one. We conduct the experiments 10 times on the same machine with one Nvidia-TitanX GPU. The mean value of running time per epoch is reported in Figure 9.

From Figure 9 we can see that: (1) GraphRNA costs the most time because it involves the LSTM for feature encoding. Although SAT(GCN) involves a two-level distribution matching, it takes less time than GraphRNA. Taking the previous experimental results into consideration, we see that the proposed SAT generally achieves better performance with less time complexity compared to GraphRNA. (2) SAT(GCN)-N and SAT(GCN)-P have similar time consumption. This indicates that the time cost of MLP encoding is trivial compared to the GNN encoding. In practice, we can use the non-parallel SAT instead of the parallel one.

5 Conclusion and Future Work
In this paper, we explore the learning problems on attribute-missing graphs and make a shared-latent space assumption on graphs. Based on the assumption, we develop a novel distribution matching based GNN called structure-attribute transformer (SAT). SAT can not only handle the link prediction task but also the introduced node attribute completion task on graphs. Furthermore, for the node attribute completion task, we introduce practical measures including both node classification in the node level and profiling in the attribute level to evaluate the quality of restored node attributes. Empirical results validate the superiority of our method on both node attribute completion and link prediction task.
Fig. 8: SAT(GCN) performance with different $\lambda c$ on both the node classification with “A+X” setting and profiling task. (a-c) means the result for node classification with “A+X” setting on Cora, Citeseer and Pubmed, respectively. The dotted line with “only A” represents that only the structural information is used, in which GCN as the classifier. (d-f) indicates the result for profiling on Cora, Citeseer and Steam, respectively. The dotted line with “GCN” means we use the GCN as the attribute completion method. (g-i) shows the link prediction performance of SAT(GCN) and SAT(GAT) with different $\lambda c$.

Fig. 9: The empirical running time in each epoch of different methods. In this figure, SAT(GCN)-N indicates the non-parallel SAT(GCN), and SAT(GCN)-P means the parallel one.

Learning on attribute-missing graphs is still an open problem and many topics could be studied from both the...
methodology and application aspect. For example, under our SAT framework, more efficient distribution matching methods for this problem could be investigated. There are also various real-world applications could be explored such as fraud detection in social networks, author description generation in co-author networks and image caption generation. Furthermore, more complex graph data such as heterogeneous attribute-missing graphs could also be an interesting problem. These will be studied in future works.
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