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This paper is concerned with the design and stability of networked predictive control for uncertain systems with multiple forward channels. The delays and packet dropouts are distributed such that the classic networked predictive control (NPC) needs modifications to be implemented. An improved control signal selection scheme with distributed prediction length is proposed to increase the prediction accuracy and hence achieve better control performance. Moreover, stability analysis results are obtained for both constant and random cases. Interestingly, it is shown that the stability of the closed-loop NPC system is not related to the distributed delays when they are constant and the system model is accurate. Finally, a two-axis milling machine example is given to illustrate the effectiveness of the proposed method.

1. Introduction

As modern control systems become more and more complex, traditional point-to-point control architecture is no longer suitable under certain circumstances. Meanwhile, the technology of computer network improved significantly in the past decades and a new networked architecture emerges and attracts increasing attention. This kind of control systems are called networked control systems (NCSs), in which the control loops are closed via a network, for example, Field bus, Ethernet, and Internet [1–3]. Major advantages of NCSs include reduced cost, easy installation and maintenance, and high efficiency. However, the insertion of a network into the control loops introduces some challenging problems for NCSs such as network-induced delay, packet dropout, and quantization [4–7]. Moreover, beside the control problem for NCSs, state estimation or filtering for NCSs also attracts much attention [8–10]. Thus, NCSs have become a hot research area in the control and signal processing communities.

Among these problems, network-induced delay and packet dropout are two major issues that degrade the system performance or even cause instability [1]. Up to date, both network-induced delay and packet dropout issues have received extensive research attention and fruitful results were obtained. To name a few, time delay method [11, 12], stochastic system method [13], switched system method [14], and robust control method [15] were proposed to deal with the delay. Switched system method [16] and stochastic system method [17] were presented to handle the packet dropout. These methods commonly model the delay or/and packet dropout into the closed-loop NCS and the corresponding controller were then designed based on conditions that make the closed-loop NCS stable. Most of the conditions are only sufficient and thus the design is conservative. Moreover, essentially, they all passively compensate for the negative effects of the delay and packet dropout after accepting them. Alternatively, a novel actively compensating method called networked predictive control (NPC) was presented in [18, 19]. In NPC, future control sequences are generated and transmitted in a packet through the network. At the plant side, appropriate control signals from the sequences are selected to control the plant based on delay measurements.

With accurate system model and delay measurements, NPC was shown to have the ability to achieve desired control performance and the stability of the closed-loop NPC system is not related to the delay and packet dropout in the constant case [20]. In [21], an event driven NPC was presented to avoid the practical problem that delay measurements are inaccurate. In [22], a switched controller structure was proposed and the controllers were designed...
according to the delay based on switched system method. For more research results on NPC, see [23–28] and the references therein. However, two issues of NPC are not fully considered in the existing literature, which are the model uncertainty and multiple communication channels. The NPC for uncertain system with multiple distributed delays and packet dropouts in the feedback channels was studied in [29]. In [30], stability analysis was carried out for NPC systems with model uncertainty. In [31], a data reconstruction method was presented for NPC system with distributed delays in the feedback channels.

For a practical system, it is very difficult to obtain an accurate model. A nonlinear system is always linearized to be simplified. Thus, model uncertainty is an important issue to be investigated. On the other hand, when the plant to be controlled is spatially distributed, the corresponding NCSs have to be multiple communication channels. Obviously, for a NPC system with model uncertainty, larger input delay results in longer prediction length and thus leads to larger prediction error. Hence, the control performance becomes worse. In the case of multiple communication channels, delays and packet dropouts are distributed, which means that delays and packet dropout process may be different for each channel, while such case was not taken into account in classic NPC such as [18–20]. Introducing the queuing method in [32] can make the input delays the same for each channel, which makes the classic NPC applicable for the case without modification. However, input delays are actually enlarged in this way and the control performance will hence be degraded. Thus, this paper presents a modified control signal selection scheme such that the control signals which are predicted with distributed prediction length can be applied to control the plant. Such treatment essentially uses the most recent data and hence reduces the prediction length and improves the system performance. Only multiple forward channels are considered since the compensation scheme in the forward channels is different from the one in the feedback channels.

2. Design of NPC for Systems with Multiple Forward Channels

2.1. Structure of the NPC System. The structure of NPC systems with multiple forward channels is shown in Figure 1. The feedback channels are assumed to be ideal such that the plant outputs are transmitted to the predictive controller (PC) side without any delays or packet dropouts. The task of PC is to generate future control prediction sequences and transmit them to the control signal selector (CSS). The sequences are subjected to distributed delays and packet dropouts effects since the system has multiple forward channels. CSS receives the distributed prediction sequences and select proper control signal from them according to the measured input delays. The selected control signal is then used to control the plant.

The control performance of NPC systems highly depends on the prediction accuracy, which is related to both the discrepancy between the adopted model and real system dynamic and the prediction length. On the other hand, larger input delay results in longer prediction length. Based on the NPC in [19, 30], it is known that larger modeling error and larger delay lead to larger prediction errors and hence degrade the control performance. Thus, intuitively, it can be inferred that two ways to improve the control performance of NPC systems are to reduce the modeling error and to make the prediction length shorter.

For the NPC systems with multiple forward channels, the delays and packet dropouts process are distributed. If we use the classic NPC, which assumes single communication channel, the input delays of all the channels should be the same and equal to a value which is the largest one of the distributed input delays. This can be done by the queuing method. However, with this treatment it can be seen that the prediction length is enlarged for the channels except the one with largest input delays. Based on the thought that shorter prediction length leads to better prediction accuracy, another way is to use an improved CSS with distributed prediction length, which makes the prediction length shorter than using classic NPC. This is the main idea of the paper.

The plant is represented by the following uncertain linear discrete-time state space model:

\[ \dot{x}(k+1) = (A + \Delta A)x(k) + (B + \Delta B)u(k), \]
\[ y(k) = Cx(k), \]

where \( x \in \mathbb{R}^n \), \( u \in \mathbb{R}^m \), and \( y \in \mathbb{R}^p \) are the state, input, and output vectors of the plant, respectively, and \( A, B, \) and \( C \) are the nominal system matrices with compatible dimensions. \( \Delta A \) and \( \Delta B \) represent the system uncertainties and it is assumed that \( \Delta A \) and \( \Delta B \) satisfy the following structure:

\[ [\Delta A \ \Delta B] = EF(k) [G_1 \ G_2], \]

where \( F(k)^TF(k) \leq I \), and \( E, G_1, \) and \( G_2 \) are matrices with compatible dimensions.

The prediction sequences are designed based on the following standard state observer:

\[ \tilde{x}(k+1 | k) = A\tilde{x}(k | k-1) + Bu(k) + L(y(k) - C\tilde{x}(k | k-1)), \]

where \( \tilde{x}(k | k-1) \) is the state of the observer, and \( L \) is the observer gain matrix which can be designed by standard methods such as pole placement. The state feedback controller is as follows:

\[ u(k) = -K\tilde{x}(k | k-1), \]

where \( K \) is the controller gain matrix which can be designed by Lyapunov method and so on.

2.2. Assumptions and Notations. Before proceeding further, we need to introduce some reasonable assumptions and some notations.

(1) Without loss of generality, it is assumed that there are \( m \) forward channels in the system and they are denoted by channel 1 to channel \( m \), respectively. \( u_j \) are transmitted through channel \( j, \ j \in M = \{1, 2, \ldots, m\} \), respectively.
(2) The distributed delays are bounded. The upper bound for the delays is denoted by $n_d$ and the lower bound is assumed to be 1 step without loss of generality.

(3) The number of consecutive packet dropouts for channels 1 to $m$ is bounded and the upper bound is denoted by $n_p$. The lower bound is assumed to be 0 steps, which means no packet dropout.

(4) The transmitted packets are time-stamped and the clocks of the receiving sides and the transmitting sides are synchronized such that the input delays can be calculated.

At any time instant, it is probable that more than one packet are received or no packet is received because of packet dropouts or packet disorder. In both cases, the data in the most recent packet will be used. The input delays then can always be calculated by the time stamp.

Since the case random delays and packet dropouts are considered, the input delay for channel $i$ at instant $k$ is denoted by $\tau_i(k)$ and it is clear that the lower and upper bound for the input delays are 1 and $n_f$, respectively, where $n_f = n_d + n_p$. It can be seen that input delays may be of the same value for certain channels. That is to say, $\tau_i(k) = \tau_j(k), i, j \in M$. Thus, we denote the number of different values for the input delays as $d(k)$. The corresponding values for the input delays are denoted by $\rho_1(k), \rho_2(k), \ldots, \rho_{d(k)}(k)$, respectively, where $\rho_1(k) < \rho_2(k)$ for any $i < j, i, j \in M$. The set of the indexes of the channels in which $\rho_i(k) = \tau_i(k)$ is denoted by $Q_i(k)$. Introduce selection matrices $\Pi_j, \forall j \in M$, which is defined by

$$\Pi_j = \text{diag} \{\delta(j-1), \delta(j-2), \ldots, \delta(j-m)\},$$

where $\text{diag}[\bullet]$ represents a diagonal matrix and $\delta(j) = \{1, j = 0 \ 0, j \neq 0\}$.

An example is given to make these notations clear. Assume that the system has 3 forward channels, which means $m = 3$. At instant $k$, it is measured that $\tau_1(k) = 3$ and $\tau_2(k) = \tau_3(k) = 2$. Then, it can be seen that there are two different values for the distributed delays; that is, $d(k) = 2$ and $\rho_1(k) = 2, \rho_2(k) = 3$. Furthermore, we have $Q_1(k) = \{2, 3\}$ and $Q_2(k) = \{1\}$, respectively.

For the constant delays case, the notations can be simply used by removing the index $k$ of the ones for the random delays and packet dropouts case.

2.3. Predictive Controller. At the PC side, the state of the observer $\hat{x}(k+1 | k)$ is obtained at instant $k$ according to (3). Since future system outputs $y(k+i)$ and $i = 1, 2, \ldots, n_f - 1$ are not available at instant $k$, the prediction sequences are generated as follows:

$$\hat{x}(k+2 | k) = A\hat{x}(k+1 | k) + Bu(k+1 | k)$$
$$\hat{x}(k+3 | k) = A\hat{x}(k+2 | k) + Bu(k+2 | k)$$
$$\vdots$$
$$\hat{x}(k+n_f | k) = A\hat{x}(k+n_f-1 | k) + Bu(k+n_f-1 | k).$$

The prediction is up to $n_f$ steps to meet the worst case of delays and packet dropouts, that is, $n_d$ steps delays and $n_p$ consecutive packet dropouts. For the prediction procedure (6), it can be seen that the prediction accuracy at each instant depends on two factors. The first is how accurate $(A, B, C)$ represents the system dynamic. The second is how close $u(k+i | k)$ to $u(k+i, \forall i \in N = \{1, 2, \ldots, n_f\}$, it is interesting to see that $u(k+i | k)$ are fundamentally different for the random and constant cases.

For the constant delays case, even though the future control input $u(k+i)$ is not applied, it can be inferred what control signal will be applied at instant $k+i$ and the control signal is already available at the PC side. That is to say, $u(k+i | k)$ is used instead of $u(k+i | k)$ in (6). For the random case, PC cannot determine what control signal will be used at

![Figure 1: Structure of NPC systems with multiple forward channels.](image-url)
instant $k+i, \forall i \in N$. Thus, $u(k+i | k)$ can be approximated by (4) such that

$$u(k+i | k) = -K \tilde{x}(k+i | k). \quad (7)$$

This will also lead to different techniques used for the stability analysis of random and constant cases.

In classic NPC, the future control sequence is transmitted in a packet to the CSS as follows:

$$[u(k+1 | k) \quad u(k+2 | k) \quad \ldots \quad u(k+n_f | k)]. \quad (8)$$

However, this paper considers the multiple forward channels case and thus the packet that contains $u(k+i | k), \forall i \in N$, is transmitted separately via $m$ channels. The packets transmitted through channel $i$ contain the following information, respectively. Consider

$$[u_i(k+1 | k) \quad u_i(k+2 | k) \quad \ldots \quad u_i(k+n_f | k)]. \quad (9)$$

2.4. Control Signal Selector. Subjected to the distributed delays and packet dropouts effects, the packets are received by the CSS in a distributed delayed manner. Specifically, the following data are received by CSS at instant $k$:

$$[u_i(k - \tau_i(k) + 1 | k - \tau_i(k)) \quad u_i(k - \tau_i(k) + 2 | k - \tau_i(k)) \quad \ldots \quad u_i(k - \tau_i(k) + n_f | k - \tau_i(k))], \quad \forall i \in M. \quad (10)$$

As mentioned, classic NPC with using queuing method can be used and in this case the selected control signal is

$$u(k) = u(k | k - \overline{\tau}(k)), \quad (11)$$

where $\overline{\tau}(k) = \max_{i \in M} \tau_i(k)$.

Alternatively, a modified CSS scheme is presented here. We can see that for channel $i, \forall i \in M$, the predicted control signal with minimal prediction length is

$$u_i(k) = u_i(k | k - \tau_i(k)). \quad (12)$$

Then, it follows by using the notations in the second subsection of this section that

$$u_i(k) = \sum_{j \in Q_i(k)} \Pi_j u(k | k - \rho_j(k)). \quad (13)$$

It can be seen that the modified CSS selects control signal with distributed prediction length. Then, we can see that the following control signal to control the plant:

$$u(k) = -\sum_{i=1}^{d(k)} \sum_{j \in Q_i(k)} \Pi_j K \tilde{x}(k | k - \rho_i(k)). \quad (14)$$

As a special case, if $\rho_i(k) = \rho_i(k), \forall i \in M, j \in M / [i]$, which means that the length of the delays are all the same for each channel, then it can be seen that the control input (14) equals the control input (11).

3. Stability Analysis of the Closed-Loop NPC System

The last section designed a modified NPC strategy to control uncertain systems with multiple forward channels. Since stability is crucial for a control system, the stability of the closed-loop NPC system is studied in this section. Two cases are considered, which are the random distributed delays and packet dropouts case and the constant distributed delays case. As mentioned in the above section, the analysis techniques are different for the two cases.

3.1. Model of the Closed-Loop NPC System: Random Case. By (6) and (7), it follows that

$$\tilde{x}(k+i | k) = (A - BK)^{i-1} \tilde{x}(k+1 | k). \quad (15)$$

Then, by (14) and (15) we have

$$u(k) = -\sum_{i=1}^{d(k)} \sum_{j \in Q_i(k)} \Pi_j K (A - BK)^{\rho_i(k)-1} \tilde{x}(k - \rho_i(k) + 1 | k - \rho_i(k)). \quad (16)$$

Define an augmented vector to be

$$\xi(k) = \begin{bmatrix} x(k) \\ x(k | k-1) \\ x(k-1 | k-2) \\ \vdots \\ x(k - n_f + 1 | k - n_f) \end{bmatrix}, \quad (17)$$

then the closed-loop NPC systems with random distributed delays and packet dropouts can be obtained by (1), (3), and (16) as follows:

$$\xi(k+1) = (\Omega(k) + \Delta \Omega(k)) \xi(k), \quad (18)$$

where

$$\Omega(k) = \begin{bmatrix} \Omega_{11} & B \Omega_{12}(k) \\ \Omega_{21} & \Omega_{22} \end{bmatrix},$$

$$\Omega_{11} = \begin{bmatrix} A/LC \end{bmatrix},$$

$$\Omega_{21} = \begin{bmatrix} 0_{(n_f - 2)n \times n} \end{bmatrix},$$

$$\Omega_{22} = \begin{bmatrix} I_{(n_f - 2)n \times (n_f - 2)n} & 0_{(n_f - 2)n \times n} \end{bmatrix},$$
\[
\Omega_{12}(k) = \Omega_{121} + \Omega_{122}(k),
\]
\[
\Omega_{121} = \begin{bmatrix}
  0_{n \times n} & 0_{n \times n} & 0_{n \times n} & \cdots & 0_{n \times n} \\
  A - LC & 0_{n \times n} & 0_{n \times n} & \cdots & 0_{n \times n}
\end{bmatrix},
\]
\[
\Omega_{122}(k) = \begin{bmatrix}
  \Omega_{1221}(k) & \Omega_{1222}(k) & \cdots & \Omega_{122d(k)}(k) \\
  \Omega_{1221}(k) & \Omega_{1222}(k) & \cdots & \Omega_{122d(k)}(k) \\
  \vdots & \vdots & \ddots & \vdots \\
  \Omega_{1221}(k) & \Omega_{1222}(k) & \cdots & \Omega_{122d(k)}(k)
\end{bmatrix},
\]
\[
\Omega_{1221}(k) = \begin{bmatrix}
  0_{(p(k) - 1)n \times (p(k) - 1)n} \\
  \Omega_{1211}(k) \\
  \vdots \\
  \Omega_{122d(k)1}(k)
\end{bmatrix},
\]
\[
\Omega_{1222}(k) = \begin{bmatrix}
  0_{(p(k) - 1)n \times (p(k) - 1)n} \\
  \Omega_{1211}(k) \\
  \vdots \\
  \Omega_{122d(k)1}(k)
\end{bmatrix},
\]
\[
\Delta \Omega(k) = \begin{bmatrix}
  \Delta A \\
  0_{n \times n} \\
  0_{n \times n} \\
  \vdots \\
  0_{n \times n}
\end{bmatrix},
\]
\[
\Delta \Omega_{12} = \begin{bmatrix}
  I_{n \times n} \\
  0_{n \times n} \\
  0_{n \times n} \\
  \vdots \\
  0_{n \times n}
\end{bmatrix} \ast \Omega_{12}(k).
\]

Note that the dynamics of the closed-loop NPC system (18) is related to the input delays vector \( \bar{\rho}(d(k), k) = [\rho_1(k), \rho_2(k), \ldots, \rho_{d(k)}(k)] \); denote the set of all the possible values of \( \bar{\rho}(d(k), k) \) as \( V \). When \( \bar{\rho}(d(k), k) \) takes a value in \( V \), system (18) resides in the corresponding subsystem, which means that system (18) is a switched system. For simplicity of notation, introduce a one-to-one mapping that maps the set of \( \bar{\rho}(d(k), k) \) to a set with numbers. For example, \([1, 1, \ldots, 1]\) is mapped to 1, \([1, 1, \ldots, 2]\) is mapped to 2, and so on. Denote the set of the numbers by \( C \). Moreover, the system has model uncertainties. Thus, system (18) can be transformed into the following uncertain switched system:

\[
\xi(k + 1) = (\Phi_s + \Delta \Phi_s) \xi(k), \quad s \in C,
\]

where

\[
\Phi_s = \begin{bmatrix}
  \Omega_{11} & \Phi_{12s} \\
  \Omega_{21} & \Omega_{22s}
\end{bmatrix},
\]

\[
\Delta \Phi_s = \begin{bmatrix}
  \Delta A \\
  0_{n \times n} \\
  0_{n \times n} \\
  \vdots \\
  0_{n \times n}
\end{bmatrix},
\]

and \( \Phi_{12s} \) and \( \Delta \Phi_{12s} \) are \( B \Omega_{12s}(k) \) and \( B \Delta \Omega_{12s}(k) \) with \( \bar{\rho}(d(k), k) \) is mapped by \( s, \forall s \in C \).

3.2. Stability Results: Random Case. The closed-loop NPC system with random distributed delays and packet dropouts in the multiple forward channels is modeled as the switched uncertain system (20). A sufficient condition for the stability of the closed-loop NPC system (20) is presented in this subsection. A lemma is first given as follows.

**Lemma 1.** For given appropriate matrices \( Y_1, Y_2, \) and \( Y_3, \) with \( Y_1^T = Y_1 \),

\[
Y_1 + Y_2 F(k) Y_3 + Y_3^T F^T(k) Y_2^T < 0
\]

holds for all \( F^T(k)F(k) \leq 1 \) if and only if there exists a scalar \( \beta > 0 \) such that

\[
Y_1 + \beta Y_2 Y_3^T + \beta^{-1} Y_3 Y_3^T < 0.
\]

**Theorem 2.** For the NPC system (20) with random distributed delays and packet dropouts, given all possible values of \( \bar{\rho}(d(k), k) \), and controller gain matrix \( K \) and observer gain matrix \( L \), if there exists a matrix \( X \) and a scalar \( \beta > 0 \) such that the following matrix inequalities

\[
\begin{bmatrix}
  -X & X \Phi_{12s}^T & \chi G_s^T \\
  \Phi_{12s} X & -X + \beta E E^T & 0 \\
  \chi^T G_s & 0 & -\beta I
\end{bmatrix} < 0, \quad \forall s \in C
\]

hold, then the closed-loop NPC system (20) is stable.

**Proof.** It can be obtained by (2) that \( \Delta \Omega_s \) has the structure

\[
\Delta \Omega_s = \bar{E} F(k) \bar{G}_s,
\]

where

\[
\bar{E} = \begin{bmatrix}
  E \\
  0_{n \times n}
\end{bmatrix}, \quad \bar{G}_s = \begin{bmatrix}
  G_1 & G_2 \Phi_{12s}
\end{bmatrix}.
\]

By the stability result of switched system with arbitrary switching in [10], if there exists a matrix \( P > 0 \) such that the following

\[
(\Phi_s + \Delta \Phi_s)^T P (\Phi_s + \Delta \Phi_s) - P < 0
\]

holds, then the closed-loop NPC system (20) is stable. Then, by Schur complement and some matrix operations, we have

\[
\begin{bmatrix}
  -P & \Phi_{12s}^T \\
  \Phi_{12s} & -P^{-1}
\end{bmatrix} + \begin{bmatrix}
  0 & F \bar{G}_s \chi^T \\
  \chi^T G_s & 0
\end{bmatrix} - \frac{1}{\beta} \begin{bmatrix}
  \chi^T G_s & 0 \\
  G_s & 0
\end{bmatrix} E E^T < 0.
\]

Then, by Lemma 1 it can be obtained that

\[
\begin{bmatrix}
  -P & \Phi_{12s}^T \\
  \Phi_{12s} & -P^{-1} + \beta E E^T
\end{bmatrix} < 0.
\]

Pre- and postmultiplying of (28) by \( [P^{-1} \quad I \quad I] \) and letting \( X = P^{-1} \) lead to (24). The proof is completed.

It should be pointed out that (24) is linear in matrix \( X \) and scalar \( \beta \) and thus can be conveniently solved by LMI toolbox in Matlab for example. This means that the stability of the closed-loop NPC system with random distributed delays and packet dropouts can be readily checked. However, a common Lyapunov function is used in the proof, which leads to some conservatism. One possible way to reduce conservatism is to use multiple Lyapunov function method.
3.3. Stability Results: Constant Case. In this section, the constant case is considered. Different from the random case, a necessary and sufficient condition is obtained. Define the state error as

\[ e(k) = x(k) - \hat{x}(k | k - 1). \]  

(29)

Subtracting (3) from (1) leads to the following state error equation:

\[ e(k + 1) = (A - LC)e(k) + \Delta Ax(k) + \Delta Bu(k). \]  

(30)

For an integer \( \tau \geq 2 \), it can be seen by (6) that the following two equalities hold:

\[ \hat{x}(k | k - \tau) = A^{\tau-1}\hat{x}(k - \tau + 1 | k - \tau) + \sum_{i=1}^{\tau-1} A^i Bu(k-i), \]  

(31)

\[ \hat{x}(k | k - \tau + 1) = A^{\tau-2}\hat{x}(k - \tau + 2 | k - \tau + 1) + \sum_{i=1}^{\tau-2} A^i Bu(k-i). \]  

(32)

By shifting (3) backward for \( \tau \) steps, it can be obtained that

\[ \hat{x}(k - \tau + 2 | k - \tau + 1) = A^{\tau-1}\hat{x}(k - \tau + 1 | k - \tau) + Bu(k - \tau + 1) + LCe(k - \tau + 1). \]  

(33)

Then, by (33) and subtracting (31) from (32) we have the following:

\[ \hat{x}(k | k - \tau + 1) - \hat{x}(k | k - \tau) = A^{\tau-2}LCe(k - \tau + 1). \]  

(34)

Applying (34) recursively results in the following equation that holds for any integer \( \tau \geq 2 \):

\[ x(k | k - 1) = x(k | k - \tau) + \sum_{i=1}^{\tau-1} A^{-1}LCe(k-i). \]  

(35)

We now have by (14) and (35)

\[ u(k) = -K\hat{x}(k | k - 1) \]

(36) + \sum_{i=1}^{d} \sum_{j \in Q_i} \Pi_j K \sum_{l=1}^{\rho_{ji}-1} A^{l-1}LCe(k-l).

For convenience of the representation of the closed-loop NPC system, \( u(k) \) is transformed as follows:

\[ u(k) = -K\hat{x}(k | k - 1) + \sum_{i=1}^{d-1} \sum_{j \in W_i} \Pi_j K \sum_{l=1}^{\rho_{ji}-1} A^{l-1}LCe(k-l), \]  

(37)

where \( W_i = Q_{i+1} \cup Q_{i+2} \cup \cdots \cup Q_d \), \( i = 1, 2, \ldots, d \). Substituting \( u(k) \) in (1) and (30), respectively, by (26) yields

\[ x(k + 1) = (A - BK + \Delta A - \Delta BK)x(k) + (B + \Delta BK)e(k) \]

+ \sum_{l=1}^{\rho_1-1} (B + \Delta B)KA^{l-1}LCe(k-l) 

+ \sum_{i=1}^{d-1} \sum_{j \in W_i} \Pi_j K \sum_{l=1}^{\rho_{ji}-1} A^{l-1}LCe(k-l), \]  

(38)

\[ e(k + 1) = (A - LC)e(k) + (\Delta A - \Delta BK)x(k) - \Delta BKe(k) \]

+ \sum_{i=1}^{d-1} \sum_{j \in W_i} \Pi_j K \sum_{l=1}^{\rho_{ji}-1} A^{l-1}LCe(k-l). \]

Define an augmented vector as

\[ \eta(k) = \begin{bmatrix} x^T(k) & e^T(k) & \eta_1^T(k) & \eta_2^T(k) & \cdots & \eta_d^T(k) \end{bmatrix}^T, \]

\[ \eta_1(k) = \begin{bmatrix} e(k - 1) \\ e(k - 2) \\ \vdots \\ e(k - \rho_1 + 1) \end{bmatrix}, \]

\[ \eta_i(k) = \begin{bmatrix} e(k - \rho_{i-1}) \\ e(k - \rho_{i-1} - 1) \\ \vdots \\ e(k - \rho_i + 1) \end{bmatrix}, \quad i = 2, 3, \ldots, d. \]

Then, the closed-loop NPC system with constant distributed delays is as follows:

\[ \eta(k + 1) = (\Gamma + \Delta \Gamma)\eta(k), \]  

(40)

where

\[ \Gamma = \begin{bmatrix} \Gamma_{11} & B \Gamma_{12} \\ \Gamma_{21} & \Gamma_{22} \end{bmatrix}, \]

\[ \Gamma_{11} = \Omega_1, \quad \Gamma_{21} = \begin{bmatrix} 0 & I_{n \times n} \\ 0_{(d-2) \times n} & 0_{(d-2) \times n} \end{bmatrix}, \]

\[ \Gamma_{22} = \begin{bmatrix} 0_{n \times (d-2)n} & I_{n \times n} \\ 0_{(d-2) \times n} & 0_{(d-2) \times n} \end{bmatrix}. \]
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\[ \Gamma_{12} = \begin{bmatrix} \Gamma_{121} & \Gamma_{122} & \cdots & \Gamma_{12d} \\ 0_{n \times n} & 0_{n \times n} & \cdots & 0_{n \times n} \end{bmatrix}, \]

\[ \Gamma_{121} = \begin{bmatrix} KLC & KALC & \cdots & KA^{n-2}LC \end{bmatrix}, \]

\[ \Gamma_{12i} = \begin{bmatrix} \Gamma_{12i1} & \Gamma_{12i2} & \cdots & \Gamma_{12i(\rho_i-1)} \end{bmatrix}, \]

\[ i = 2, 3, \ldots, d, \]

\[ \Gamma_{12i1} = \sum_{j \in W_i} \Pi_{\gamma} K \Delta \gamma, \]

\[ \Gamma_{12i2} = \sum_{j \in W_i} \Pi_{\gamma} K \Delta \gamma, \]

\[ \vdots \]

\[ \Gamma_{12i(\rho_i-1)} = \sum_{j \in W_i} \Pi_{\gamma} K \Delta \gamma, \]

\[ \Delta \gamma = \begin{bmatrix} \Delta \gamma_{11} & 0_{(d-1) \times 2n} \end{bmatrix}, \]

\[ \Delta \gamma_{11} = \Delta \Omega_{11}. \]

It is clear that system (40) is a standard uncertain system and the stability result is as follows.

**Theorem 3.** For the NPC system (40) with constant distributed delays, given \( \rho_i, i \notin D \), and controller \( K \) and observer \( L \), if and only if there exists a matrix \( \gamma \) and a scalar \( \gamma > 0 \) such that the following matrix inequality

\[ \begin{bmatrix} -Y & Y \gamma^T & Y \gamma^T \\ \gamma Y & -Y + \gamma \gamma^T & 0 \\ Y \gamma & 0 & -\gamma \gamma^T \end{bmatrix} < 0 \]

holds, then the closed-loop NPC system (40) is stable, where

\[ J = \begin{bmatrix} E \\ E \\ 0_{(n-1) \times n} \end{bmatrix}, \]

\[ H = \begin{bmatrix} G_1 - G_2 K & G_2 K & G_2 \Gamma_{12} \end{bmatrix}. \]

**Proof.** It can be obtained by (2) that \( \Delta \gamma \) has the structure \( \Delta \gamma = J \gamma \gamma^T). \) Following the robust control system results such as [33], it can be obtained that system (40) is stable if and only if there exists a matrix \( P \) such that the following inequality holds:

\[ (\gamma + \Delta \gamma)^T P (\gamma + \Delta \gamma) - P < 0. \]

Then, similar to the procedure in Theorem 2, the stability result can be obtained readily. The rest of the proof is thus omitted.

Assume that there are no model uncertainties; that is, \( \Delta A = 0 \) and \( \Delta B = 0 \), and then closed-loop NPC system (40) with constant distributed delays can be represented in a more concise form as follows:

\[ \eta(k + 1) = \Lambda \eta(k), \]

where

\[ \Lambda = \begin{bmatrix} A - BK & \Lambda_{12} \\ 0 & \Lambda_{22} \end{bmatrix}, \]

\[ \Lambda_{12} = B \Gamma_{12}, \]

\[ \Lambda_{22} = \text{diag} \{ A - LC, A - LC, \ldots, A - LC \}. \]

Clearly, a necessary and sufficient condition for the stability of the system (45) is the eigenvalues of \( A - BK \) and \( A - LC \) that are within the unit circle, which means that the stability of the closed-loop NPC system (45) is not related to the distributed delays. This extends the results in [20] to the multiple forward channels case.

**4. Illustrative Example**

To illustrate the effectiveness of the modified NPC with multiple forward channels, we consider the two-axis example of a three-axis milling machine. More details about the example can be referred to [34]. The parameters of the nominal model and the uncertain parts for the system are chosen as follows:

\[ A = \begin{bmatrix} 1.0000 & 0.0461 & 0 & 0 \\ 0 & 0.1624 & 0 & 0 \\ 0 & 0 & 1.0000 & 0.0466 \\ 0 & 0 & 0 & 0.1676 \end{bmatrix}, \]

\[ B = \begin{bmatrix} 1.5287 & 0 \\ 0 & 23.7463 & 0 \\ 0 & 0 & 1.5458 \\ 0 & 0 & 24.0982 \end{bmatrix}, \]

\[ C = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}. \]

\[ E = \begin{bmatrix} h_1 \\ h_2 \\ 0 \\ 0 \\ h_3 \\ 0 \\ 0 \end{bmatrix}, \]

\[ F(k) = \begin{bmatrix} \sin k & 0 \\ 0 & \sin k \end{bmatrix}, \]

\[ G_1 = \begin{bmatrix} 0 & g_1 & 0 & 0 \\ 0 & 0 & g_2 & 0 \end{bmatrix}, \]

\[ G_2 = \begin{bmatrix} g_3 & 0 \\ 0 & g_4 \end{bmatrix}. \]

where \( h_1 = h_3 = 0.05, h_2 = h_4 = 0.3, g_1 = g_2 = 1, \) and \( g_3 = g_4 = 40 \). The sampling period is chosen as 0.1. Clearly, \( F(k)F(k) \leq 1 \). The observer gain matrix \( L \) and state feedback control gain matrix \( K \) are calculated by pole placement method and Lyapunov method, respectively. They are given as follows:

\[ L = \begin{bmatrix} 0.4715 & 5.1526 & 0.1413 & -0.4592 \\ -0.0093 & -1.3443 & 0.4585 & 5.0377 \end{bmatrix}, \]

\[ K = \begin{bmatrix} 0.0401 & 0.0083 & 0 & 0 \\ 0 & 0 & 0.0395 & 0.0084 \end{bmatrix}. \]
In the simulation, the system model for the plant and the initial condition are chosen to be

\[
\begin{align*}
A + \Delta A &= \begin{bmatrix}
1.0000 & 0.0627 & 0 & 0 \\
0 & 0.3613 & 0 & 0 \\
0 & 0 & 1.0000 & 0.0636 \\
0 & 0 & 0 & 0.3731
\end{bmatrix}, \\
B + \Delta B &= \begin{bmatrix}
2.1060 & 0 \\
33.0988 & 0 \\
0 & 2.1313 \\
0 & 36.6922
\end{bmatrix}, \\
x(0) &= [0.8 \ 0.8 \ 1 \ 1].
\end{align*}
\]  

We can see from the structure of the system matrices that \( y_1 \) and \( y_2 \) are independent of each other. It is assumed that there are 2 forward channels for the system and that \( y_1 \) and \( y_2 \) are transmitted via channels 1 and 2, respectively.

First, the effects of NPC for uncertain NCSs with delays in the forward channels are considered. Let the delays in both channel 1 and channel 2 be equal and constant and see the system performance. Take \( y_1 \) for example, as shown in Figure 2; the system performance becomes worse with larger delay and the system is unstable with more than 6 steps delays. The trajectory of \( y_1 \) with NPC is shown in Figure 3, from which we can see that the delays are effectively compensated. By applying Theorem 3, the closed-loop NPC system is still stable with 10 steps delay.

Then, we consider the effectiveness of the modified NPC with distributed delays and packet dropouts. In this simulation of constant case, the delays in channel 1 and channel 2 are chosen to be 4 steps and 3 steps, respectively. By Theorem 3 it can be obtained that the corresponding closed-loop system is stable. From the analysis, it can be inferred that the trajectory of \( y_1 \) will be the same by using modified and classic NPC since the delay in channel 1 is always the largest. While the performance of \( y_2 \) will be better by using modified NPC than classic one. Figure 4 show the trajectory of \( y_2 \) with modified and classic NPC, supporting the theory.

Finally, the case of random distributed delays and packet dropouts is simulated. \( n_d \) and \( n_p \) are chosen to be 4 and 2, respectively. That is to say, the delays in channels 1 and 2 are both random between 1 step and 4 steps, and the number of consecutive packet dropouts in both channels is up to 2 steps. By Theorem 2, it follows that the closed-loop system is
stable. The simulated distributed random delays and packet dropouts process are shown in Figures 5 and 6, respectively. The corresponding trajectories of \( y_1 \) and \( y_2 \) are shown in Figures 7 and 8, respectively. Clearly, we can see that the modified NPC achieves better performance than classic NPC method for this example.

### 5. Conclusions

This paper studied the design and stability analysis of uncertain networked predictive control systems with distributed delays and packet dropouts in the forward channels. A modified NPC was proposed, in which the key point is an improved control signal selection scheme. The CSS with distributed prediction length uses the most recent data and hence can make modified NPC achieve better control performance. Stability analysis results are obtained for both constant and random cases. They are formulated as linear matrix inequalities and can be readily checked. Moreover, it is shown that the stability of the closed-loop NPC system is not related to the distributed delays when they are constant and system model is accurate. An example was given to show that the modified NPC method achieves better performance than classic NPC in the case of distributed delays and packet dropouts in the forward channels.
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