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Abstract—This paper introduces an $L_1$ adaptive control augmentation for geometric tracking control of quadrotors. In the proposed design, the $L_1$ augmentation handles nonlinear (time- and state-dependent) uncertainties in the quadrotor dynamics without assuming or enforcing parametric structures, while the baseline geometric controller achieves stabilization of the known nonlinear model of the system dynamics. The $L_1$ augmentation applies to both the rotational and the translational dynamics. Experimental results demonstrate that the augmented geometric controller shows consistent and (on average five times) smaller trajectory tracking errors compared with the geometric controller alone when tested for different trajectories and under various types of uncertainties/disturbances.

I. INTRODUCTION

In recent years, unmanned aerial vehicles have seen an increased use across a wide range of applications, e.g., surveillance [1], search and rescue [2], agriculture [3], and logistics [4]. The quadrotor platform, in particular, has garnered interests due to its low-cost, relatively simple mechanical structure, and dynamic capabilities [5]–[10]. Controller synthesis for quadrotors is a challenging problem due to the unstable and underactuated nature of the dynamics. The challenges are exacerbated further due to uncertainties and disturbances, potentially leading to a loss of predictability and even stability.

Related Work: Control theoretic methodologies like robust and adaptive control are used to safely operate systems subject to uncertainties. Therefore, such methodologies have been applied for quadrotor trajectory tracking in the presence of uncertainties, e.g., see the survey [11]. However, the synthesis of such controllers relies on simplifying assumptions like linear known (nominal) models and a priori known structured parametric uncertainties that can lead to overly conservative operation. For example, adaptive controllers designed in [12], [13] utilize linearized dynamics. Since the linear models are only valid around the hover-position, the quadrotor cannot track aggressive trajectories. To account for the nonlinear nature of the dynamics, the authors of [14], [15] propose adaptive controllers that use the nonlinear dynamics of the quadrotor. However, the adaptive schemes are developed under the assumption of static/constant uncertainties—an assumption that does not reflect the true time-varying and state-dependent nature of the uncertainties. Other approaches relying on backstepping and sliding-mode techniques have also been developed, e.g., [16]. However, the switching nature of the sliding-mode control causes chattering problems that may excite high-frequency unmodelled dynamics. The chattering behavior is addressed in [17], where the controller is based on Euler angles that suffer from singularities preventing aggressive rotational maneuvers. Disturbance observer-based methods, presented in [18], [19], require decoupled quadrotor dynamics in roll, pitch, and yaw (i.e., diagonal inertia matrix) and can only handle time-dependent and parametric uncertainties. A geometric adaptive tracking controller is presented in [20], where the controller is developed directly on $SE(3)$; however, it assumes an a priori known structure of parametric uncertainties.

Machine learning (ML) tools like deep neural networks (DNNs) and Gaussian process regression (GPR) can accurately learn functions using only the input-output data and do not require any a priori knowledge of the parametric structure. Thus, ML-based control methodologies have been investigated in the literature for quadrotors. In [21], the authors use a DNN to learn the high-order multi-vehicle aerodynamic effects. A tracking controller uses the learned model and is demonstrated in experiments for a quadrotor swarm with individual agents operating in close proximity to each other. In [22], a learning-based model predictive control (MPC) method is proposed, which uses linearized quadrotor dynamics. The authors of [23] model aerodynamic effects using GPR, which are then used by an MPC algorithm to achieve improved tracking performance for high-velocity quadrotor operation. Although ML-based methods can accurately approximate the unmodelled factors, the quadrotor dynamics or the flying environment can significantly change during operation. For example, uncertainties can appear in the form of wind, payload sloshing, and degradation of system capabilities. ML-based methods might fail to react to such changes when these changes are far beyond the scenarios represented in the training datasets. Therefore, ML tools have recently been incorporated within adaptive control to empower them with more agility and flexibility. For example, the work in [24] presents a deep model reference adaptive control architecture. The uncertainties are represented by a
DNN, where the inner layers are updated slowly using the collected data. In contrast, the final layer is updated in real-time in an adaptive scheme that uses the inner layers to parameterize the uncertainty. However, the work is focused on the linearized model at the hover position, preventing its applicability to aggressive trajectories.

In light of the considerations mentioned above, we propose a control scheme for quadrotors that uses the $L_1$ adaptive control as an augmentation to compensate for the nonlinear uncertainties. The use of $L_1$ adaptive control is motivated by its capability of compensating for uncertainties at an arbitrarily high rate of adaptation limited only by the hardware capabilities [25]. A critical property of the $L_1$ control enabling the fast adaptation is that the estimation is decoupled from control; thus, the arbitrarily fast adaptation does not destroy the robustness of the closed-loop system [25]. The $L_1$ adaptive control has been successfully validated on NASA’s AirStar 5.5% subscale generic transport aircraft model [26], [27], Calspán’s Learjet [28], [29], and unmanned aerial vehicles [30]–[32]. The $L_1$ adaptive controller design for quadrotors has been studied in [33], [34], where Euler angles are used to model the dynamics. In [35], the authors proposed an $L_1$ adaptive control augmentation of the geometric controller to avoid the singularities in Euler-angle representation. However, this $L_1$ augmentation only applies to rotational dynamics, which cannot compensate for any uncertainties in the translational dynamics. Furthermore, the adaptive scheme we propose does not rely on projection and gradient-based optimization, which can potentially cause numerical issues for implementation on the quadrotor in the presence of large adaptation gains [36]. Instead, we use a piecewise-constant adaption law that requires minimal computation [25]. We present an approach that augments a geometric controller with an $L_1$ adaptive controller for both rotational and translational dynamics. The geometric controller ensures exponential stability for trajectory tracking using the nominal dynamics [10]. Simultaneously, the $L_1$ adaptive augmentation compensates for non-parametric uncertainties (both state- and time-dependent) and provides guarantees for transient performance and robustness. An initial proof of concept, in simulation, of using $L_1$ controller for control of a quadrotor can be found in [37]. We demonstrate and validate the proposed architecture through multiple experiments performed on a real quadrotor platform. The results show the $L_1$ augmentation’s superior tracking performance (five times smaller tracking error on average) compared with the geometric controller alone for different trajectories and under various types of disturbances and uncertainties.

**Statement of Contributions:** i) we provide a new architecture for $L_1$ control augmentation of a geometric controller for both the rotational and translational dynamics that can compensate for both time- and state-dependent uncertainties; ii) the controller is designed for ease of implementation by formulating the augmentation in the Euclidean space, and by using a piecewise-constant adaptation law that requires minimal computational resources; iii) we test and validate the control scheme empirically on a real quadrotor platform subject to various uncertainties/disturbances and tasked with following different trajectories.

The remainder of the paper is organized as follows: Section II reviews the quadrotor dynamics and the geometric controller design. Section III introduces the $L_1$ adaptive augmentation of the geometric controller. Section IV shows the experimental results on a Mambo quadrotor. Finally, Section V summarizes the paper and discusses future work.

### II. QUADROTOR DYNAMICS AND GEOMETRIC CONTROLLER

We choose an inertial frame and a body-fixed frame, which are spanned by unit vectors $\{i_1, i_2, i_3\}$ and $\{b_1, b_2, b_3\}$ in north-east-down directions, respectively, shown in Fig. 1. The origin of the body-fixed frame is located at the center of mass (COM) of the quadrotor, which is assumed to be its geometric center due to its symmetric mechanical configuration.

The configuration space of the quadrotor is defined by the location of its COM and the attitude with respect to the inertial frame, i.e., the configuration manifold is the special Euclidean group $SE(3)$: the Cartesian product of $\mathbb{R}^3$ and the special orthogonal group $SO(3) = \{ R \in \mathbb{R}^{3\times3} | R^T R = I, \det(R) = 1 \}$. By the definition of the rotation matrix $R \in SO(3)$, the direction of the ith body-fixed axis $b_i$ is given by $Re_i$ in the inertial frame, where $e_i$ is the unit vector with the ith element being 1 for $i \in \{1, 2, 3\}$. The rotation matrix can be obtained through the Euler angles yaw $\psi$, roll $\phi$, and pitch $\theta$ in the 3-2-1 rotation sequence [38].

The equations of motion of a quadrotor [10] are

\begin{align}
\dot{p} &= v, \\
\dot{v} &= g e_3 - \frac{f}{m} R e_3, \\
\dot{R} &= R\Omega^\wedge, \\
\dot{\Omega} &= J^{-1}(M - \Omega \times J\Omega),
\end{align}

where $p \in \mathbb{R}^3$ and $v \in \mathbb{R}^3$ are the position and velocity of the quadrotor’s COM in the inertial frame, respectively, $\Omega \in \mathbb{R}^3$ is the angular velocity in the body-fixed frame, $g$ is the gravitational acceleration, $m$ is the vehicle mass, $J \in \mathbb{R}^{3\times3}$ is the moment of inertia matrix calculated in the body-fixed frame, $f$ is the collective thrust, and $M \in \mathbb{R}^3$ is the moment in the body-fixed frame. The wedge operator $\wedge : \mathbb{R}^3 \rightarrow so(3)$ denotes the mapping to the space of skew-symmetric matrices. Note that we suppress temporal dependencies to maintain clarity of exposition unless required.
We use (1) as the nominal dynamics of the quadrotor to design the geometric controller. Uncertainties in the dynamics will be introduced when we discuss the $\mathcal{L}_1$ adaptive control augmentation in Section III. We do not consider the motor dynamics and the propellers’ aerodynamic effects. Therefore, the thrust $f$ and moment $M$ are assumed to be linear in the squared motor speeds [9]. We choose $f$ and $M$ as the control in (1), and they are achieved using the desired motor speeds (see [9] for details in computation).

The design of the geometric controller follows [9], [10], where the goal is to have the quadrotor follow prescribed trajectory $\mathbf{p}_d(t) \in \mathbb{R}^3$ and yaw $\psi_d(t)$ for time $t$ in a prescribed interval $[0, t_f]$. The quadrotor dynamics with inputs $f$ and $M$ is differentially flat with flat outputs $\mathbf{p}_d$ and $\psi_d$ [9], meaning that the state and inputs of system (1) can be expressed in terms of the flat outputs and their derivatives [39, Sec. 2]. Therefore, the underactuated quadrotor can follow a smooth trajectory in the space of flat outputs $\{\mathbf{p}_d, \psi_d\}$.

Define the position and velocity error as $e_p = \mathbf{p} - \mathbf{p}_d$ and $e_v = \dot{\mathbf{p}} - \dot{\mathbf{p}}_d$, respectively. We compute the vector of desired force $F_d \in \mathbb{R}^3$ by $F_d = -K_p e_p - K_v e_v - m \mathbf{g}_e + m \mathbf{\ddot{p}}_d$, where $K_p, K_v \in \mathbb{R}^{3 \times 3}$ are user-selected positive-definite gain matrices. Projecting the desired force $F_d$ to the body-fixed z-axis $\mathbf{R}_{e3}$, we obtain the desired thrust $f$ as the first control input:

$$f = -F_d \cdot (\mathbf{R}_{e3}). \tag{2}$$

The desired thrust is used for controlling the translational motion of the quadrotor. For controlling the rotational motion, we use the moment $M$. We first define the desired rotation matrix $R_d$ as follows. The desired z-axis is along the desired force, i.e., $b_{zd} = F_d/\|F_d\|$, where we assume that $\|F_d\| \neq 0$. Note that $b_{bd}$ is the third column of $R_d$, and we compute the other two columns using an intermediate axis $b_{em} = [\cos \psi_d \sin \psi_d 0]^T$ associated with the desired yaw $\psi_d$.

The second and first column of the desired rotation matrix are $b_{zd} = b_{zd} \times b_{em} / \|b_{zd} \times b_{em}\|$ and $b_{bd} = b_{zd} \times b_{bd}$, respectively, where we assume $\|b_{zd} \times b_{em}\| \neq 0$. We now have $R_d = [b_{1d} b_{2d} b_{3d}]$. The attitude error is $e_R = (R_d^T \mathbf{R} - R^T \mathbf{R}_d)^\top / 2$, where $\cdot$ is the vee operator that takes elements of $so(3)$ to $\mathbb{R}^3$. The angular velocity error is $e_\Omega = \mathbf{\Omega} - R^T \mathbf{R}_d \mathbf{\Omega}_d$, and the desired moment is computed via

$$M = -K_R e_R - K_\Omega e_\Omega + \mathbf{\Omega} \times J \mathbf{\Omega} - J (\mathbf{\Omega} \times R^T R_d \mathbf{\Omega}_d) - R^T R_d \mathbf{\Omega}_d), \tag{3}$$

where $K_R, K_\Omega \in \mathbb{R}^{3 \times 3}$ are user-selected positive-definite gain matrices. The derivation of $\mathbf{\Omega}_d$ and $\dot{\mathbf{\Omega}}_d$ are omitted in this paper for simplicity; see [40, Appendix F] for details.

To summarize, the geometric controller tracks the position $\mathbf{p}_d$ and yaw angle $\psi_d$ by setting the thrust $f$ and moment $M$ via (2) and (3), respectively. For the stability proof of system (1) with the geometric controller (2) and (3), see [10, Prop. 3].

III. GEOMETRIC CONTROLLER WITH $\mathcal{L}_1$ AUGMENTATION

The nominal dynamics (1) provide a description of a quadrotor’s motion in an ideal case. However, in reality, a quadrotor’s motion is affected by uncertainties and disturbances, such as propellers’ aerodynamic effects, ground effect, and wind, for which establishing precise models is expensive with only marginal practical benefits. Next, we introduce the uncertainties to the state-space representation of the system.

Define state variable $x \in \mathbb{R}^{12}$ of the nominal dynamics (1) by $x^T = [p^T v^T \phi \psi \Omega^T]$ and define the partial state $z \in \mathbb{R}^6$ by $z^T = [v^T \Theta \Omega^T]$. The state-space form of (1b) and (1d) with partial state $z$ is

$$\dot{z}(t) = f(z(t)) + B(R(t))u_b(t), \tag{4}$$

where $f(z) = [-J^{-1} \mathbf{R}_x \mathbf{R}_\Omega], B(R) = [\begin{bmatrix} -m^{-1} \mathbf{R}_e \mathbf{R}_{3x3} & 0_{3x3} \\ 0_{3x1} & J^{-1} \end{bmatrix}],$ and $u_b^T = [f \mathbf{M}^T]$ is the baseline (1g) controller. The uncertainties enter the system (1) via (1b) and (1d), which results in the uncertain dynamics:

$$\dot{z}(t) = f(z(t)) + B(R(t))(u_b(t) + \sigma_m(t, x(t))) + B^+(R(t))\sigma_{um}(t, x(t)), \tag{5}$$

where $\sigma_m \in \mathbb{R}^4$ and $\sigma_{um} \in \mathbb{R}^2$ stand for the matched and unmatched uncertainties, respectively, and $B^+(R) = [m^{-1} \mathbf{R}_e \ m^{-1} \mathbf{R}_2 \ 0_{3x1} \ 0_{3x1}]$. The matched uncertainty $\sigma_m$ enters the system in the same way as the control channel $u_b$ (through $B(R)$) and, hence, can be compensated by the $\mathcal{L}_1$ adaptive controller, whereas the unmatched one $\sigma_{um}$ enters the system through $B^+(R)$ whose columns are perpendicular to those of $B(R)$. A physical interpretation for uncertainties [\sigma_m, \sigma_{um}] is the unmodelled force $F_0 \in \mathbb{R}^3$ and moment $M_0 \in \mathbb{R}^3$ applied to the COM in the body-fixed frame. In this case, the matched uncertainty $\sigma_m$ contains $F_0$’s projection onto the body-z axis and $M_0$ (i.e., $\sigma_m^T = [F_0 \cdot \mathbf{R}_e \ M_0 \cdot \mathbf{R}_2]$), whereas the unmatched uncertainty $\sigma_{um}$ contains $F_0$’s projection onto the body-xy plane (i.e., $\sigma_{um}^T = [F_0 \cdot \mathbf{R}_e \ F_0 \cdot \mathbf{R}_2]$). The uncertainties in (5) also apply to the case with perturbed mass and moment of inertia (see details in [37]). Note that we do not consider input constraints in this paper. For the readers who are interested in incorporating input saturation, please refer to [41].

Notice that both types of uncertainties, $\sigma_m(t, x(t))$ and $\sigma_{um}(t, x(t))$, are modelled as nonparametric uncertainties, i.e., they cannot be parameterized with a finite number of parameters (in the form of $\xi W(x)$ for $\xi$ being unknown parameters and $W(x)$ being known vector-valued nonlinear functions of $x$) [42]. Another important feature is that both uncertainties are time- and state-dependent, which applies to a broad class of uncertainties in practice.

The $\mathcal{L}_1$ adaptive controller includes a state predictor, an adaptation law, and a low-pass filter (LPF) as shown in Fig. 2. The state predictor replicates the systems’ structure, with the unknown uncertainties replaced by their estimates. If the uncertainty estimation by the adaptation law is accurate, then the prediction error should go to zero. The $\mathcal{L}_1$ control $u_{ad}$
is inserted to the uncertain dynamics such that
\[ \dot{z}(t) = f(z(t)) + B(R(t)) \{u_b(t) + u_{ad}(t) + \sigma_m(t, x(t)) \} 
+ B^\perp(R(t))\sigma_{um}(t, x(t)), \]  
where \( u_{ad} \in \mathbb{R}^4 \) such that \( u_{ad}^T = [u_{fz_1}^T u_{dz_1}^T] \). The state predictor is
\[ \hat{z}(t) = f(z(t)) + B(R(t))(u_b(t) + u_{ad}(t) + \hat{\sigma}_m(t)) 
+ B^\perp(R(t))\hat{\sigma}_{um}(t) + A\hat{z}(t), \]  
where \( \hat{z} = z - \bar{z} \) is the prediction error and \( A_s \in \mathbb{R}^{6 \times 6} \) is a user-selected diagonal Hurwitz matrix (which drives the prediction error \( ||\bar{z}|| \) to 0 exponentially fast). We use the piecewise-constant adaptation law such that for \( t \in [iT_s, (i+1)T_s) \)
\[ \hat{\sigma}(t) = \hat{\sigma}(iT_s) = -\tilde{B}(iT_s)^{-1}\Phi^{-1}\mu(iT_s), \]  
where \( \hat{\sigma}^T = [\hat{\sigma}_m^T \hat{\sigma}_{um}^T] \), \( T_s \) is the time step, \( \tilde{B}(iT_s) = [B(R(iT_s)) B^\perp(R(iT_s))] \), \( \Phi = A_s^{-1}(\exp(A_sT_s) - I) \), and \( \mu(iT_s) = \exp(A_sT_s)\hat{z}(iT_s) \) for \( i \in \mathbb{N} \). Note that the square matrix \( \tilde{B} \) is invertible since it has full rank. Moreover, each element of \( \tilde{B}^{-1} \) has an explicit form, which enables fast computation of this matrix inverse.

The \( \mathcal{L}_1 \) control law only compensates for the matched uncertainty \( \sigma_m \) within the bandwidth of the LPF with transfer function \( C(s) \):
\[ u_{ad}(s) = -C(s)\hat{\sigma}_m(s), \]  
where the signals are posed in the Laplacian domain and the filter bandwidth \( \omega_c \) needs to satisfy the stability conditions [43, Sec. III].

The piecewise constant adaptation law can completely eliminate the state prediction error dynamics \( \dot{\bar{z}}(iT_s) \) at the next sample time \( (i+1)T_s \). To see how it works, consider the state prediction error via subtracting (6) from (7):
\[ \dot{\bar{z}}(t) = A\bar{z}(t) + \bar{B}(t)(\hat{\sigma}(t) - \sigma(t)), \]  
where \( \sigma^T = [\sigma_m^T \sigma_{um}^T] \). Without loss of generality, assume that the initial prediction error is nonzero, i.e., \( \bar{z}(0) \neq 0 \). The closed-form solution for (10) is
\[ \bar{z}(T_s) = \exp(A_sT_s)\bar{z}(0) + (\exp(A_sT_s) - I)A_s^{-1}\bar{B}(0)\hat{\sigma}(0) 
+ \int_0^{T_s} \exp((T_s - t)A_s)\bar{B}(0)\sigma(t)dt \]  
(11)
due to (10)'s linearity and \( \bar{B}(t) \) and \( \hat{\sigma}(t) \) being constants for \( t \in [0, T_s) \). Setting \( i = 0 \) in (8) and plugging \( \hat{\sigma}(0) \) in (11), the prediction error takes the form \( \bar{z}(T_s) = \int_0^{T_s} \exp((T_s - t)A_s)\bar{B}(0)\sigma(t)dt \), where the initial error \( \bar{z}(0) \) does not show up. Moreover, the error \( \bar{z}(T_s) \) will be eliminated in \( \bar{z}(2T_s) \) following the same logic. By setting the sampling time \( T_s \) small enough (up to the hardware limit), one can keep \( ||\bar{z}|| \) small and achieve arbitrary fast uncertainty compensation. Note that small \( T_s \) may result in high adaptation gain \( \Phi^{-1} \exp(A_sT_s) \) in (8), which achieves fast estimation. Simultaneously, the high adaptation gain will introduce high-frequency components in the estimates. Therefore, we filter the uncertainty estimates to reject the high-frequency components from entering the control channel. Thus, the fast estimation is decoupled from the control channel and cannot hurt the robustness of the system.

Our design of the \( \mathcal{L}_1 \) controller is based on the partial state \( z \) instead of the full state \( x \) for the following two reasons. First, the kinematics (1a) and (1c) are uncertainty-free. Therefore, we only consider the partial state \( z \) that is directly affected by the uncertainties. Next, if we use the full state \( x \), then the matrix \( \tilde{B} = [B(R) B^\perp(R)] \in \mathbb{R}^{12 \times 6} \) is not square, which results in the infeasibility of (8) since \( \tilde{B}^{-1} \) is not well-defined. For complete proofs of stability and performance of \( \mathcal{L}_1 \) adaptive controller refer to [25].

IV. EXPERIMENTAL RESULTS

We demonstrate the proposed \( \mathcal{L}_1 \) augmentation on a Mambo quadrotor (displayed in Fig. 1) in experiments. We design our controller in Simulink and generate C code for the quadrotor’s onboard execution [44]. All the computations including state estimation, baseline and \( \mathcal{L}_1 \) control calculation, and data logging run onboard at 200 Hz. For the LPF, we use a first-order LPF for the thrust channel and two cascaded first-order LPFs for the moment channel. The position of the quadrotor is provided from Vicon cameras at 120 Hz. We set \( \Omega_d = \Omega_d = 0 \) for simplicity in implementation. A list of parameters in the experiments is shown in Table I.

A. Uncertainty estimation and compensation

We illustrate the \( \mathcal{L}_1 \) augmentation’s capability of handling uncertainty by injecting signals to the control channel. The injected signals, denoted by \( \sigma_{inj} \), serve as artificial uncertainties such that the total (matched) uncertainty is the sum of existing uncertainties in the system and the injected \( \sigma_{inj} \).

| TABLE I: Parameters in experiments. |
|-----------------|-----------------|
| \( \eta \) | 0.075 kg |
| \( g \) | 9.81 m/s² |
| \( T_s \) | 0.005 s |
| \( \omega_c \) | 8 rad/s |
| \( \omega_c \) | 4, 6 rad/s |
| \( A_x \) | diag[5 5 5 10 10 10] kgm² |
| \( A_x \) | diag[5 5 5 10 10 10] kgm² |

Fig. 2: The framework of geometric control with \( \mathcal{L}_1 \) augmentation, where the \( \mathcal{L}_1 \) controller is highlighted in blue.
Fig. 3: $\mathcal{L}_1$ controller’s uncertainty estimate $\hat{\sigma}_m$ and compensation $-u_{ad}$ versus the injected uncertainty $\sigma_{inj}$. We shift $\hat{\sigma}_m$ and $-u_{ad}$ vertically to show their convergence to $\sigma_{inj}$.

The uncertainty $\sigma_m$ should be estimated by the adaptation law by $\hat{\sigma}_m$ and then compensated by the $\mathcal{L}_1$ controller. For illustration purposes, we set the first element of $\sigma_{inj}(t)$ to be $0.2 \sin(t-20) + 0.01(t-20) + 0.15 \sin(1.5(t-20))$ for $t \in [20, 50]$, and the other elements of $\sigma_{inj}(t)$ are set to 0 for the entire time. In other words, the injected uncertainty only applies to the thrust from 20 to 50 s. We set the quadrotor to hover at 1 m altitude so that the uncertainty estimate’s convergence to the injection uncertainty can be clearly observed. The result is shown in Fig. 3a. The uncertainty estimate $\hat{\sigma}_m$ quickly converges to the injected signal $\sigma_{inj}$, and $u_{ad}$ compensates for the injected uncertainty. Figure 3b shows similar uncertainty estimation and compensation results for the case when the injected uncertainty only applies to the third element of $\sigma_m$ (pitch moment), where the injected signal is $10^{-3}(2 \sin(t-20) + 0.2(t-20) + \sin(0.75(t-20))$ for $t \in [20, 50]$. Note that the injected signals in this subsection, and later in Table II, have a significant impact to the quadrotor’s linear acceleration $\dot{v}$ (angular acceleration $\dot{\Omega}$) since $\sigma_{inj}$ is scaled by $m^{-1}$ ($J^{-1}$).

B. Tracking performance

We compare the performance of the $\mathcal{L}_1$ augmentation to that of the baseline controller only. We deploy the controllers to track a “Figure 8” and a tilted “Figure 8”-shaped trajectory (shown in Fig. 4) in Experiments 1 and 2, respectively. In Experiment 1, we consider the following six cases:

1) no artificial uncertainty;
2) time-dependent uncertainty (see Table II);
3) state-dependent uncertainty (see Table II);
4) unknown input gain $\beta(t) = 1 + 0.4 \sin(t-5)$ on the pitch moment for $t \in [5, 22]$;
5) chipped propeller: propeller on motor 1 is cut off by 0.9 cm (14% of a propeller);
6) poorly tuned baseline controller.

The time- and state-dependent artificial uncertainties in Cases 2 and 3 are injected into the control channel. The unknown input gain $\beta$ applies to the input matrix $B(R)$ such that the actual input to the system in (6) is multiplied by $\beta B(R)$, which associates with the scenario where the input matrix has time-varying model uncertainties. Tuning a nonlinear controller is a challenging task, which requires significant model knowledge and can be time consuming [45].

Case 6 is deliberately included to demonstrate that the $\mathcal{L}_1$ augmentation can achieve the same level of performance despite a poorly tuned baseline controller. In our case, the poorly tuned baseline controller uses smaller gains $K_p$ and $K_R$ than those in Table I, which results in significantly larger steady-state error and slower response to commands. Note that Cases 4 and 6 do not apply to the uncertainty model (5): we use them to empirically demonstrate the performance of $\mathcal{L}_1$ augmentation.

The root-mean-square error (RMSE) for trajectory tracking is shown in Fig. 5a. The $\mathcal{L}_1$ augmentation can maintain a consistent and much smaller RMSE tracking error compared to that of the baseline controller alone under various types of uncertainties.

In Experiment 2, we consider the same cases as in Experiment 1 except:

2) mixed uncertainties (see Table II) with unknown input gain $\beta(t) = 1 + 0.2 \sin(t-5)$ on the thrust for $t \in [5, 22]$;
3) unknown input gain $\beta(t) = 1 + 0.2 \sin(t-5)$ on the thrust for $t \in [5, 22]$;
4) unknown input gain $\beta(t) = 1 + 0.4 \sin(t-5)$ on the pitch moment for $t \in [5, 22]$;

The RMSE for trajectory tracking is shown in Fig 5b. The $\mathcal{L}_1$ augmentation can maintain a relatively small and consistent RMSE on trajectory tracking, whereas the performance of the baseline controller alone suffers from uncertainties. Note that for the case with state-dependent uncertainty, the baseline controller alone crashed the quadrotor in all trials, whereas the case with the $\mathcal{L}_1$ augmentation can stabilize the quadrotor and maintain a good tracking performance.

We add different slung weights to the quadrotor during hover and compare the position-holding performance be-
TABLE II: List of injected uncertainties in Experiments 1 and 2 for time $t \in [5, 22]$.

| Exp. | Case | $\sigma_m$ (thrust) | $\sigma_m$ (roll moment) | $\sigma_m$ (pitch moment) |
|------|------|----------------------|--------------------------|---------------------------|
| 1    | 2    | 0                    | 0.001 sin(0.75(t − 5))   | 0.0008 sin(t − 5) + 0.0008 sin(0.5(t − 5)) |
| 1    | 3    | 0                    | 0.001 sin(0.75(t − 5))   | 0.0005 sin(t − 5)$p_r^2(t)$ |
| 2    | 2    | 0                    | 0.001 sin(0.75(t − 5))   | 0.01 sin(t − 5)$p_l^2(t)$ |
| 2    | 3    | 0.2 sin(0.5(t − 5)) + 0.15 sin(0.75(t − 5)) | 0.001 sin(0.75(t − 5))   | 0.0008(sin(t − 5) + sin(0.5(t − 5))) |

(a) Experiment 1 (“Figure 8” trajectory).
(b) Experiment 2 (tilted “Figure 8” trajectory). The “inf*” mark refers to the failed trial using the baseline controller alone under state-dependent uncertainty.

Fig. 5: Comparisons of tracking error under various types of uncertainties between the baseline controller alone ($L_1$ off) and the baseline controller with $L_1$ augmentation ($L_1$ on).

Fig. 6: Comparison of tracking errors for hovering in the cases with and without $L_1$ augmentation under added slung weights. The weights are added at 2 s. The 4/8/16 g weights correspond to 5.3/10.7/21.3% of the quadrotor’s weight.

V. CONCLUSION

In this paper, we develop, test, and validate an $L_1$ adaptive controller design for a quadrotor to track a prescribed trajectory. An $L_1$ augmentation of a baseline geometric controller is formulated, where the latter stabilizes the quadrotor on $SE(3)$ and the former compensates for the uncertainties and disturbances acting on the system. The $L_1$ controller is based on the quadrotor’s partial state that is directly affected by the uncertainties, which allows using a piecewise-constant adaptation law for uncertainty estimation. Experimental results on a Mambo quadrotor show that the uncertainty estimate quickly converges to the uncertainty, and the matched uncertainty is completely compensated for upon estimation. The $L_1$ augmentation also demonstrates consistent and smaller (five times smaller on average) trajectory tracking errors compared with the baseline controller alone for different target trajectories and under various types of uncertainties.

Future work includes modifying the current design to attenuate the unmatched uncertainties [46] and applying learning techniques (e.g., [47]) to better characterize the uncertainties using data. Learned information could be incorporated in the proposed control framework, which alleviates workloads for $L_1$ adaptive controller and achieves better performance without sacrificing the robustness of the system.
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