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Abstract. The Cauchy problem for the Hardy-Hénon parabolic equation is studied in the critical and subcritical regime in weighted Lebesgue spaces on the Euclidean space $\mathbb{R}^d$. Well-posedness for singular initial data and existence of non-radial forward self-similar solution of the problem are previously shown only for the Hardy and Fujita cases ($\gamma \leq 0$) in earlier works. The weighted spaces enable us to treat the potential $|x|^\gamma$ as an increase or decrease of the weight, thereby we can prove well-posedness to the problem for all $\gamma$ with $-\min\{2, d\} < \gamma$ including the Hénon case ($\gamma > 0$). As a byproduct of the well-posedness, the self-similar solutions to the problem are also constructed for all $\gamma$ without restrictions. A non-existence result of local solution for supercritical data is also shown. Therefore our critical exponent $s_c$ turns out to be optimal in regards to the solvability.

1. Introduction

1.1. Background and setting of the problem. We consider the Cauchy problem of the Hardy-Hénon parabolic equation

$$
\begin{aligned}
\left\{ \begin{array}{ll}
\partial_t u - \Delta u = |x|^\gamma|u|^{\alpha-1}u, & \quad (t, x) \in (0, T) \times D, \\
u(0) = u_0 \in L^q_s(\mathbb{R}^d),
\end{array} \right.
\end{aligned}
$$

(1.1)

where $T > 0$, $d \in \mathbb{N}$, $\gamma \in \mathbb{R}$, $\alpha \in \mathbb{R}$, $D := \mathbb{R}^d$ if $\gamma \geq 0$ and $D := \mathbb{R}^d \setminus \{0\}$ if $\gamma < 0$. Here, $\partial_t := \partial/\partial t$ is the time derivative, $\Delta := \sum_{j=1}^d \partial^2/\partial x_j^2$ is the Laplace operator on $\mathbb{R}^d$, $u = u(t, x)$ is the unknown real- or complex-valued function on $(0, T) \times \mathbb{R}^d$, and $u_0 = u_0(x)$ is a prescribed real- or complex-valued function on $\mathbb{R}^d$. In this paper, we assume that the initial data $u_0$ belongs to weighted Lebesgue spaces $L^q_s(\mathbb{R}^d)$ given by

$$
L^q_s(\mathbb{R}^d) := \{ f \in \mathcal{M}(\mathbb{R}^d) ; \| f \|_{L^q_s} < \infty \}
$$

endowed with the norm

$$
\| f \|_{L^q_s} := \left( \int_{\mathbb{R}^d} (|x|^s|f(x)|^q) dx \right)^{\frac{1}{q}},
$$

where $s \in \mathbb{R}$ and $q \in [1, \infty]$ and $\mathcal{M}(\mathbb{R}^d)$ denotes the set of all Lebesgue measurable functions on $\mathbb{R}^d$. We express the time-space-dependent function $u$ as $u(t)$ or $u(t, x)$.
depending on circumstances. We introduce an exponent \(\alpha_F(d, \gamma)\) given by
\[
\alpha_F(d, \gamma) := 1 + \frac{2 + \gamma}{d},
\]
which is often referred to as the Fujita exponent and is known to divide the existence and nonexistence of positive global solutions (See [20, Theorem 1.6]).

The equation (1.1) with \(\gamma < 0\) is known as a Hardy parabolic equation while that with \(\gamma > 0\) is known as a Hénon parabolic equation. The elliptic part of (1.1), that is,
\[
-\Delta \phi = |x|^{\gamma} |\phi|^{\alpha - 1} \phi, \quad x \in \mathbb{R}^d,
\]
was proposed by Hénon as a model to study the rotating stellar systems (see [8]), and has been extensively studied in the mathematical context, especially in the field of nonlinear analysis and variational methods (see [6] for example). The case \(\gamma = 0\) corresponds to a heat equation with a standard power-type nonlinearity, often called the Fujita equation, which has been extensively studied in various directions.

Regarding well-posedness of the Fujita equation \((\gamma = 0)\) in Lebesgue spaces, we refer to [7, 26, 27], among many. Concerning the global dynamics and asymptotic behaviors, we refer to [4, 13, 14] for the Fujita and Hardy cases of (1.1) with Sobolev-critical exponents. Articles [10, 11] give definitive results on the optimal singularity of initial data to assure the solvability for \(\gamma \leq 0\). In [22], unconditional uniqueness has been established for the Hardy case \(\gamma < 0\). Concerning earlier conditional uniqueness when \(\gamma < 0\), we refer to [1, 2]. Lastly, we refer to [15] for the analysis of the problem (1.1) with an external forcing term in addition to the nonlinear term.

Let us recall that the equation (1.1) is invariant under the scale transformation
\[
u_{\lambda}(t, x) := \lambda^{\frac{2 + \gamma}{\alpha - 1}} u(\lambda^{2 + \gamma} t, \lambda x), \quad \lambda > 0.
\]
More precisely, if \(u\) is the classical solution to (1.1), then \(u_{\lambda}\) defined as above also solves the equation with the rescaled initial data \(\lambda^{2 + \gamma} u_0(\lambda x)\). Under (1.2), the \(L^q_s(\mathbb{R}^d)\)-norm scales as follows:
\[
\|u_{\lambda}(0)\|_{L^q_s} = \lambda^{-s + \frac{2 + \gamma}{\alpha - 1} - \frac{d}{q}} \|u(0)\|_{L^q_s}.
\]
We say that the space \(L^q_s(\mathbb{R}^d)\) is (scale-)critical if \(s = s_c\) with
\[
s_c = s_c(q) = s_c(d, \gamma, \alpha, q) := \frac{2 + \gamma}{\alpha - 1} - \frac{d}{q},
\]
subcritical if \(s < s_c\), and supercritical if \(s > s_c\). In particular, when \(s = s_c = 0\), \(L^{\frac{d(\alpha - 1)}{2 + \gamma}}(\mathbb{R}^d)\) is a critical Lebesgue space.

One of our purposes in this article is to establish well-posedness results in the critical and subcritical cases \((s \leq s_c)\) for all the range of the parameter \(\gamma\) such that \(-\min\{2, d\} < \gamma\), including the Hénon case \((\gamma > 0)\). In terms of well-posedness in function spaces containing sign-changing singular data, the equation (1.1) has been studied mainly for \(\gamma < 0\) (Hardy case). As far as we know, there has been no result concerning well-posedness in the sense of Hadamard (Existence, uniqueness and continuous dependency) of the Hénon parabolic equation \(\gamma > 0\) for sign-changing singular data. For the Hardy and Fujita cases that are well-studied, our results provide well-posedness in new function spaces (See Remark 1.7). We stress that...
the use of weighted spaces enables us to treat the equations for all $\gamma$ in a unified manner.

Our second purpose of this article is to prove the existence of forward self-similar solutions for all of Hardy, Fujita and Hénon cases, without restrictions on the exponent $\alpha$. A forward self-similar solution is a solution such that $u_{\lambda} = u$ for all $\lambda > 0$, where $u_{\lambda}$ is as in (1.2). In [25, Lemma 4.4], the existence of radially symmetric self-similar solutions for $d \geq 3$, $\gamma > -2$ and $\alpha \geq 1 + \frac{2(2+\gamma)}{d-2}$ is established. Later, the case $\alpha_F(d, \gamma) < \alpha < 1 + \frac{2(2+\gamma)}{d-2}$ is treated in [9] under some additional restriction on $\gamma$, namely $\gamma \leq 0$ for $d \geq 4$ and $\gamma \leq \sqrt{3} - 1$ for $d = 3$. In [1, Theorem 1.4], the existence of self-similar solutions that are not necessarily radially symmetric has been proved for all $\alpha > \alpha_F(d, \gamma)$, but only for the Hardy case $\gamma < 0$ (See also [3]).

Our result (Theorem 1.9) covers all the previous results and asserts the existence of non-radial forward self-similar solutions for $\gamma$ and $\alpha$ such that $-\min(2, d) < \gamma$ and $\alpha > \alpha_F(d, \gamma)$.

In earlier works, the crux of the matter has been the handling of the singular potential $|x|^\gamma$. If $\gamma < 0$, the conventional methods are to regard the potential $|x|^\gamma$ as a function belonging either to the Lorentz space $L^{\frac{d}{d-\gamma},\infty}(\mathbb{R}^d)$ ([1, 22]) or the homogeneous Besov space $\dot{B}^{\frac{d}{q}+\gamma}_{q,\infty}(\mathbb{R}^d)$, $1 \leq q \leq \infty$ (3), and apply appropriate versions of Hölder’s inequality to establish suitable heat kernel estimates. In contrast to their previous works, in this article, we treat the potential $|x|^\gamma$ as the increase or decrease of the order of the weight in $L^p_q(\mathbb{R}^d)$-norms, thereby covering the Hénon case ($\gamma > 0$) as well. In this regard, the introduction of the weighted spaces is crucial to our results. Indeed, if the data only belongs to the critical Lebesgue space, then we may only treat the Hardy case ($\gamma < 0$) in our main theorem (See Remark 1.7 below). The proofs of the well-posedness results rely on Banach’s fixed point theorem. The essential ingredient in the proof of various nonlinear estimates is the following linear estimate for the heat semigroup $\{e^{t\Delta}\}_{t>0}$ on weighted Lebesgue spaces:

$$\|e^{t\Delta}f\|_{L^p_q} \leq Ct^{-\frac{d}{2}}\left(\frac{1}{p} - \frac{1}{q}\right) - \frac{d}{2} \|f\|_{L^p_q},$$

(see Lemma 2.1 for precise statement), which is known in the literatures such as [28] except for the end-point cases. In this article, we first extend the above estimate to the end-point cases (i) $1 < p < q = \infty$, (ii) $p = q = 1$, (iii) $1 < p < q < \infty$, (iv) $p = q = \infty$ and (v) $(p, q) = (1, \infty)$.

To complete the picture of the admissible range of our well-posedness results, we also discuss the non-existence of positive distributional local solutions to (1.1) for suitable supercritical data $u_0 \in L^p_q(\mathbb{R}^d)$ with $s > s_c$.

1.2. Main results. In order to state our results, we introduce the following auxiliary function spaces. Let $\mathcal{D}'([0, T) \times \mathbb{R}^d)$ be the space of distributions on $[0, T) \times \mathbb{R}^d$.

Definition 1.1 (Kato class). Let $T \in (0, \infty]$, $s \in \mathbb{R}$ and $q \in [1, \infty]$. 
In the critical regime, i.e. \( \tilde{s} = s_c \), where \( s_c \) is defined by (1.3), for \( s < \tilde{s} \), the space \( \mathcal{K}^s(T) \) is defined by

\[
\mathcal{K}^s(T) := \{ u \in \mathcal{D}'([0, T) \times \mathbb{R}^d); \|u\|_{\mathcal{K}^s(T')} < \infty \text{ for any } T' \in (0, T) \}
\]

endowed with a norm

\[
\|u\|_{\mathcal{K}^s(T)} := \sup_{0 \leq t \leq T} t^{\frac{s}{2} - s} \|u(t)\|_{L^q_s}.
\]

We simply write \( \mathcal{K}^s = \mathcal{K}^s(\infty) \) when \( T = \infty \), if it does not cause confusion.

In the subcritical regime, i.e. \( \tilde{s} < s_c \), for \( s < \tilde{s} \), the space \( \tilde{\mathcal{K}}^s(T) \) is defined by

\[
\tilde{\mathcal{K}}^s(T) := \{ u \in \mathcal{D}'([0, T) \times \mathbb{R}^d); \|u\|_{\tilde{\mathcal{K}}^s(T')} < \infty \text{ for any } T' \in (0, T) \}
\]

endowed with a norm

\[
\|u\|_{\tilde{\mathcal{K}}^s(T)} := \sup_{0 \leq t \leq T} t^{\frac{s}{2} - s} \|u(t)\|_{L^q_s}.
\]

For \( t \in \mathbb{R}_+ \), we introduce the heat kernel \( g_t : \mathbb{R}^d \rightarrow \mathbb{R}_+ \) given by

\[
g_t(x) := (4\pi t)^{-\frac{d}{2}} e^{-\frac{|x|^2}{4t}}, \quad x \in \mathbb{R}^d.
\]

We denote by \( \{e^{t\Delta}\}_{t \geq 0} \) the free heat semigroup defined by

\[
(e^{t\Delta} \varphi)(x) := (g_t * \varphi)(x)
\]

for \( \varphi \in L^1_{loc}(\mathbb{R}^d) \), where \( * \) denotes the convolution with respect to the space variable. Let \( \mathcal{S}'(\mathbb{R}^d) \) denotes the space of the Schwarz distributions. For \( \varphi \in \mathcal{S}'(\mathbb{R}^d) \), \( e^{t\Delta} \varphi \) is defined by duality.

In what follows, we denote by \( C_0^\infty(\mathbb{R}^d) \) the space of all smooth functions with compact support. We also denote by \( L^q_s(\mathbb{R}^d) \) the closure of \( C_0^\infty(\mathbb{R}^d) \) with respect to the topology of \( L^q_s(\mathbb{R}^d) \). Next we give a definition of mild solution as follows.

**Definition 1.2** (Mild solution). Let \( T \in (0, \infty] \), \( \tilde{s} \leq s_c \) and \( u_0 \in L^q_s(\mathbb{R}^d) \). Let \( Y := \mathcal{K}^s(T) \) if \( \tilde{s} = s_c \) and \( Y := \tilde{\mathcal{K}}^s(T) \) if \( \tilde{s} < s_c \). A function \( u : [0, T] \times \mathbb{R}^d \rightarrow \mathbb{C} \) or \( \mathbb{R} \) is called an \( L^q_s(\mathbb{R}^d) \)-mild solution to (1.1) with initial data \( u(0) = u_0 \) if it satisfies

\[
u C([0, T]; L^q_s(\mathbb{R}^d)) \cap Y \quad \text{and the integral equation}
\]

\[
u u(t) = e^{t\Delta} u_0(x) + \int_0^t e^{(t-\tau)\Delta} \left\{ |\cdot|_\gamma u(\tau, \cdot)|^{\alpha-1} u(\tau, \cdot) \right\} (x) \, d\tau
\]

for any \( t \in [0, T] \) and almost everywhere \( x \in \mathbb{R}^d \). The time \( T \) is said to be the maximal existence time, which is denoted by \( T_m \), if the solution cannot be extended beyond \([0, T)\). More precisely,

\[
T_m = T_m(u_0) := \sup \left\{ T > 0; \right. \text{There exists a unique solution } u \text{ of (1.1)} \left. \in C([0, T]; L^q_s(\mathbb{R}^d)) \cap Y \text{ with initial data } u_0 \right\}
\]

We say that \( u \) is global in time if \( T_m = +\infty \) and that \( u \) blows up in a finite time otherwise. Moreover, we say that \( u \) is dissipative if \( T_m = +\infty \) and

\[
\lim_{t \to \infty} \|u(t)\|_{L^q_s} = 0.
\]
Theorem 1.3 (Well-posedness in the critical space). Let \( d \in \mathbb{N}, \gamma \in \mathbb{R} \) and \( \alpha \in \mathbb{R} \) satisfy
\[
\gamma > -\min(2, d) \quad \text{and} \quad \alpha > \alpha_F(d, \gamma).
\]
Let \( q \in [1, \infty] \) be such that
\[
\alpha \leq q \leq \infty \quad \text{and} \quad \frac{1}{q} < \min \left\{ \frac{2}{d(\alpha - 1)}, \frac{2}{d(\alpha - 1)} + \frac{(d - 2)\alpha - d - \gamma}{d(\alpha - 1)^2} \right\}
\]
and let \( s \in \mathbb{R} \) be such that
\[
s_c - \frac{d(\alpha - 1)}{\alpha} \left( \frac{2}{d(\alpha - 1)} - \frac{1}{q} \right) \leq s < \min \left\{ s_c, \frac{d(\alpha - 1)}{\alpha} \right\}.
\]
Then the Cauchy problem (1.1) is locally well-posed in \( L^q_{s_c}(\mathbb{R}^d) \) for arbitrary data \( u_0 \in L^q_{s_c}(\mathbb{R}^d) \) and globally well-posed for small data \( u_0 \in L^q_{s_c}(\mathbb{R}^d) \). More precisely, the following assertions hold.

(i) (Existence) For any \( u_0 \in L^q_{s_c}(\mathbb{R}^d) \) with \( q < \infty \) (Replace \( L^\infty_{s_c}(\mathbb{R}^d) \) with \( L^\infty_{s_c}(\mathbb{R}^d) \) when \( q = \infty \)), there exist a positive number \( T \) and an \( L^q_{s_c}(\mathbb{R}^d) \)-mild solution \( u \) to (1.1) satisfying
\[
\| u \|_{K^s(T)} \leq 2\| e^{i\Delta} u_0 \|_{K^s(T)}.
\]
Moreover, the solution can be extended to the maximal interval \([0, T_m]\), where \( T_m \) is defined by (1.6).

(ii) (Uniqueness) Let \( T > 0 \). If \( u, v \in K^s(T) \) satisfy (1.5) with \( u(0) = v(0) = u_0 \in L^q_{s_c}(\mathbb{R}^d) \) (Replace \( L^\infty_{s_c}(\mathbb{R}^d) \) with \( L^\infty_{s_c}(\mathbb{R}^d) \) when \( q = \infty \)), then \( u = v \) on \([0, T]\).

(iii) (Continuous dependence on initial data) Let \( u \) and \( v \) be the \( L^q_{s_c}(\mathbb{R}^d) \)-mild solutions constructed in (i) with given initial data \( u_0 \) and \( v_0 \) respectively. Let \( T(u_0) \) and \( T(v_0) \) be the corresponding existence times. Then there exists a constant \( C \) depending on \( u_0 \) and \( v_0 \) such that the solutions \( u \) and \( v \) satisfy
\[
\| u - v \|_{L^\infty(0, T; L^q_{s_c}, K^s)} \leq C\| u_0 - v_0 \|_{L^q_{s_c}}
\]
for some \( T \leq \min\{ T(u_0), T(v_0) \} \).

(iv) (Blow-up criterion) If \( u \) is an \( L^q_{s_c}(\mathbb{R}^d) \)-mild solution constructed in the assertion (i) and \( T_m < \infty \), then \( \| u \|_{K^s(T_m)} = \infty \).

(v) (Small data global existence and dissipation) There exists \( \varepsilon_0 > 0 \) depending only on \( d, \gamma, \alpha, q \) and \( s \) such that if \( u_0 \in S'(\mathbb{R}^d) \) satisfies \( \| e^{i\Delta} u_0 \|_{K^s} < \varepsilon_0 \), then \( T_m = \infty \) and \( \| u \|_{K^s} \leq 2 \varepsilon_0 \). Moreover, the solution \( u \) is dissipative. In particular, if \( \| u_0 \|_{L^q_{s_c}} \) is sufficiently small, then \( \| e^{i\Delta} u_0 \|_{K^s} < \varepsilon_0 \).

Remark 1.4 (Optimality of the power \( \alpha \) for the nonlinearity). By the blow-up result in [20], the condition \( \alpha > \alpha_F(d, \gamma) \) is known to be optimal. Indeed, if \( \alpha \leq \alpha_F(d, \gamma) \), then the solutions of (1.1) with positive initial data blow up in a finite time.
Remark 1.5 (Uniqueness (ii)). In (ii), $T$ is arbitrary and there is no restriction on the size of the quantity $\|u\|_{K^s(T)}$. We note that this uniqueness result concerns a so-called conditional uniqueness since we can prove that $u \in K^s(T)$ is a solution to (1.1) if and only if $u \in C([0, T]; L^q_{s_c}(R^d)) \cap K^s(T)$ is a solution to (1.1), provided that $u_0 \in L^q_{s_c}(R^d)$. See Remark 2.5 below. We note that for the Hardy case, unconditional uniqueness has been established by [22] in the Lebesgue framework.

Example 1.6 (Small data global existence (v)). We give a typical example of the initial data $u_0$ satisfying the assumptions in (v): $u_0 \in L^1_{loc}(R^d)$ such that $|u_0(x)| \leq c|x|^{-\frac{s}{\gamma}}$ for almost all $x \in R^d$, where $c$ is a sufficiently small constant. This initial data in particular generates a self-similar solution. See Theorem 1.9 below.

Remark 1.7 (New contributions for $\gamma \neq 0$). For the Hardy case $\gamma > 0$, Theorem 1.3 is new concerning sign-changing solutions for singular initial data. Theorem 1.3 also gives a new result in the Hardy case ($\gamma < 0$). In particular, when $s_c \equiv 0$, that is, $q = \frac{d(\alpha - 1)}{2 + \gamma}$, the critical space is the usual Lebesgue space $L^d_{2+\gamma}(R^d)$. Theorem 1.3 gives a new well-posedness result in the usual Lebesgue space $L^d_{2+\gamma}(R^d)$ for $d \geq 2$ and $-2 < \gamma < 0$.

Remark 1.8. We note that $s_c$ is always positive when $\gamma > 0$ while $s_c$ can be either negative or non-negative. In other words, the initial data $u_0$ must have a stronger decay at infinity when $\gamma > 0$.

We next discuss global existence of forward self-similar solutions to (1.1). As mentioned earlier, the result below is not known in the literature for large $\gamma > 0$.

Theorem 1.9 (Existence of forward self-similar solutions). Let $d \in N$, $\gamma \in R$ and $\alpha \in R$ satisfy (1.7). Let $\varphi(x) := \omega(x)|x|^{-\frac{\gamma}{\alpha - 1}}$, where $\omega \in L^\infty(R^d)$ is homogeneous of degree 0 and $\|\omega\|_{L^\infty}$ is sufficiently small so that $\|e^{t\Delta}\varphi\|_{L^\alpha} < \varepsilon_0$, where $\varepsilon_0$ appears in Theorem 1.8. Then there exists a self-similar solution $u_\varphi$ of (1.1) with the initial data $\varphi$ such that $u_\varphi(t) \rightarrow \varphi$ in $S(R^d)$ as $t \rightarrow 0$.

The following theorem deals with the local well-posedness of (1.1) in the subcritical space $L^q_{2+\gamma}(R^d)$ with $\tilde{s} < s_c$.

Theorem 1.10 (Well-posedness in the subcritical space). Let $d \in N$, $\gamma \in R$ and $\alpha \in R$ satisfy (1.7). Let $\tilde{s} \in R$ be such that

$$\max \left\{ -\frac{d}{\alpha}, \frac{\gamma}{\alpha - 1} \right\} < \tilde{s} < \frac{2 + \gamma}{\alpha - 1},$$

(1.11)

Let $q \in [1, \infty]$ be such that

$$\alpha \leq q \leq \infty \quad \text{and} \quad -\frac{\tilde{s}}{d} < \frac{1}{q} < \min \left\{ \frac{2}{d(\alpha - 1)}, \frac{1}{\alpha} \left( 1 - \frac{\tilde{s}}{d} \right), \frac{1}{d} \left( \frac{2 + \gamma}{\alpha - 1} - \frac{\tilde{s}}{d} \right) \right\},$$

(1.12)

and let $s \in R$ be such that

$$\frac{\tilde{s} + \gamma}{\alpha} \leq s \quad \text{and} \quad -\frac{d}{q} < s < \min \left\{ \frac{d + \gamma}{\alpha} - \frac{d}{q}, \tilde{s} \right\}.$$

(1.13)
Remark 1.11. if it satisfies the equation (1.1) in the distributional sense, i.e.,
\[ u \]

See Lemma 5.5 in Appendix.

Then the Cauchy problem (1.1) is locally well-posed in \( L^q_s(\mathbb{R}^d) \) for arbitrary data \( u_0 \in L^q_s(\mathbb{R}^d) \). More precisely, the following assertions hold.

(i) (Existence) For any \( u_0 \in L^q_s(\mathbb{R}^d) \), there exist a positive number \( T \) depending only on \( \|u_0\|_{L^q_s} \) and an \( L^q_s(\mathbb{R}^d) \)-mild solution \( u \) to (1.1) satisfying
\[
\| u \|_{\tilde{K}^s(T)} \leq 2 \| e^{t\Delta} u_0 \|_{\tilde{K}^s(T)}.
\]

Moreover, the solution can be extended to the maximal interval \([0, T_m)\), where \( T_m \) is defined by (1.6).

(ii) (Uniqueness in \( \tilde{K}^s(T) \)) Let \( T > 0 \). If \( u, v \in \tilde{K}^s(T) \) satisfy (1.5) with \( u(0) = v(0) = u_0 \), then \( u = v \) on \([0, T]\).

(iii) (Continuous dependence on initial data) For any initial data \( u_0 \) and \( v_0 \) in \( L^q_s(\mathbb{R}^d) \), let \( T(u_0) \) and \( T(v_0) \) be the corresponding existence time given by (i). Then there exists a constant \( C \) depending on \( u_0 \) and \( v_0 \) such that the corresponding solutions \( u \) and \( v \) satisfy
\[
\| u - v \|_{L^\infty(0, T; L^q_s)} \leq C \| u_0 - v_0 \|_{L^q_s}
\]
for some \( T \leq \min\{T(u_0), T(v_0)\} \).

(iv) (Blow-up criterion) If \( T_m < \infty \), then \( \lim_{t \to T_m^{-}} \| u(t) \|_{L^q_s} = \infty \). Moreover, the following lower bound of blow-up rate holds: there exists a positive constant \( C \) independent of \( t \) such that
\[
\| u(t) \|_{L^q_s} \geq \frac{C}{(T_m - t)^{\frac{d}{2s - d}}}
\]
for \( t \in (0, T_m) \).

Remark 1.11. Note that (1.12) implies \( \tilde{s} < s_c \), i.e., \( u_0 \in L^q_s(\mathbb{R}^d) \) is a scale-subcritical data.

Finally, for the scale-supercritical case, i.e. \( s > s_c \), we prove non-existence of a weak local positive solution, whose definition is given below. More precisely, we may prove that there exists a positive initial data \( u_0 \) in \( L^q_s(\mathbb{R}^d) \) with \( s > s_c \) that does not generate a local solution to (1.1) even in the distributional sense.

Definition 1.12 (Weak solution). Let \( T > 0 \). We call a function \( u : [0, T) \times \mathbb{R}^d \to \mathbb{R} \) a weak solution to the Cauchy problem (1.1) if \( u \) belongs to \( L^\alpha(0, T; L^q_s(\mathbb{R}^d), L^2_{\alpha, loc}(\mathbb{R}^d)) \) and if it satisfies the equation (1.1) in the distributional sense, i.e.,
\[
\int_{\mathbb{R}^d} u(T', x) \eta(T', x) \, dx - \int_{\mathbb{R}^d} u_0(x) \eta(0, x) \, dx
\]
\[
= \int_{[0, T] \times \mathbb{R}^d} u(t, x)(\Delta \eta + \partial_t \eta)(t, x) + |x|^\gamma |u(t, x)|^{\alpha - 1} u(t, x)\eta(t, x) \, dx \, dt
\]
for all \( T' \in [0, T] \) and for all \( \eta \in C^{1,2}([0, T] \times \mathbb{R}^d) \) such that \( \text{supp} \eta(t, \cdot) \) is compact.

We remark that our \( L^q_s(\mathbb{R}^d) \)-mild solutions are weak solutions in the above sense. See Lemma 5.5 in Appendix.
Theorem 1.13 (Nonexistence of local positive weak solution). Let \( d \in \mathbb{N} \) and \( \gamma \in \mathbb{R} \). Assume that \( q \in [1, \infty] \), \( \alpha \in \mathbb{R} \) and \( s \in \mathbb{R} \) satisfy \( \alpha > \max(1, \alpha F(d, \gamma)) \) and \( s > s_c \). Then there exists an initial data \( u_0 \in L^q_s(\mathbb{R}^d) \) such that the problem (1.1) with \( u(0) = u_0 \) has no local positive weak solution.

The rest of the paper is organized as follows: In Section 2, we prove the linear estimates and nonlinear ones in weighted Lebesgue spaces. Section 3 is devoted to the proof of Theorems 1.3, 1.10 and 1.9. We then give a sketch of the proof of Theorem 1.13 in Section 5. In Appendix, we collect some elementary properties related to our function spaces and prove Lemma 5.5.

2. Linear and nonlinear estimates

Throughout the rest of the paper, we denote by \( C \) a harmless constant that may change from line to line.

2.1. Linear estimate. The following estimate for the heat semigroup \( \{e^{t\Delta}\}_{t \geq 0} \) in weighted Lebesgue space is known except for the endpoint cases (see [17, Proposition C.1]).

Lemma 2.1 (Linear estimate). Let \( d \in \mathbb{N}, 1 \leq p \leq q \leq \infty \) and
\[
-\frac{d}{q} < s' \leq s < d \left(1 - \frac{1}{p}\right).
\]

In addition, \( s \leq 0 \) when \( p = 1 \) and \( 0 \leq s' \) when \( q = \infty \). In particular, (2.1) is understood as \( s' = s = 0 \) when \( p = 1 \) and \( q = \infty \). Then there exists some positive constant \( C \) depending on \( d, p, q, s \) and \( s' \) such that
\[
\|e^{t\Delta}f\|_{L^q_{s'}} \leq Ct^{-\frac{d}{p} + \frac{1}{2} - \frac{s-s'}{2}}\|f\|_{L^p_s}
\]
for all \( f \in L^p_s(\mathbb{R}^d) \) and \( t > 0 \). Moreover, condition (2.1) is optimal.

We mainly focus on the endpoint cases in the following proof.

Proof. The inequality for \( 1 < p \leq q < \infty \) follows from Lemma 3.2, [17, Proposition C.1] and the fact that the weight function \( |x|^{sp} \) belongs to the Muckenhoupt class \( A_p \) if and only if \(-\frac{d}{p} < s < d(1 - \frac{1}{p})\).

For the endpoint exponents, we divide the proof into five cases: (i) \( 1 < p < q = \infty \), (ii) \( p = q = 1 \), (iii) \( 1 = p < q < \infty \), (iv) \( p = q = \infty \) and (v) \( (p, q) = (1, \infty) \). It suffices to prove the inequality for \( e^{\Delta}f \) and then resort to a dilation argument as in the proof of [11, Proposition 2.1].

Throughout the proof of this lemma, we write \( a \lesssim b \) if \( a \leq Cb \) with some constant \( C \).

(i) \( 1 < p < q = \infty \): Since \( |x|^s \lesssim |x-y|^s + |y|^s \) if \( s' \geq 0 \), we have
\[
|x|^{s'}|e^{\Delta}f(x)| \lesssim \int_{\mathbb{R}^d} |x-y|^{s'}g(x-y)|f(x)|dy + \int_{\mathbb{R}^d} |y|^{s'}g(x-y)|f(x)||f(x)|dy =: I_1 + I_2.
\]
For $I_1$, Hölder’s inequality with $\frac{1}{p} + \frac{1}{p'} = 1$, $p > 1$, leads to

$$I_1 \leq \left(\int_{\mathbb{R}^d} (|y|^{-s}|x-y|^{s'}g(x-y))^{p'} dy\right)^{\frac{1}{p'}} \|f\|_{L^p_y} \lesssim \|f\|_{L^p_y},$$

thanks to Lemma 5.2 (1) with $q \equiv p'$, $a \equiv s$ and $b \equiv s'$, where $0 \leq s < \frac{d}{p'}$ and $s' \geq 0$. Similarly, Hölder’s inequality and Lemma 5.2 (2) with $q \equiv p'$ and $c \equiv s-s'$ yields

$$I_2 \leq \left(\int_{\mathbb{R}^d} (|y|^{-(s-s')}g(x-y))^{p'} dy\right)^{\frac{1}{p'}} \|f\|_{L^p_y} \lesssim \|f\|_{L^p_y},$$

where $0 \leq s-s' < \frac{d}{p'}$. Thus, $\|e^\Delta f\|_{L^p_y} \lesssim \|f\|_{L^p_y}$ provided that $0 \leq s' \leq s < d \left(1 - \frac{1}{p}\right)$.

(ii) $p = q = 1$: We have $|y|^{-s} \lesssim |x-y|^{-s} + |x|^{-s}$ if $s \leq 0$ and thus

$$\|e^\Delta f\|_{L^1_y} \lesssim \int_{\mathbb{R}^d} |x|^{s'} \int_{\mathbb{R}^d} g(x-y)|x-y|^{-s} |y|^s f(y) \ dy \ dx$$

$$+ \int_{\mathbb{R}^d} |x|^{s'-s} \int_{\mathbb{R}^d} g(x-y)|y|^s f(y) \ dy \ dx$$

$$\lesssim \int_{\mathbb{R}^d} \left(\int_{\mathbb{R}^d} |x|^{s'} g(x-y) |x-y|^{-s} \ dx\right) |y|^s f(y) \ dy$$

$$+ \int_{\mathbb{R}^d} \left(\int_{\mathbb{R}^d} |x|^{s'-s} g(x-y) \ dx\right) |y|^s f(y) \ dy \lesssim \|f\|_{L^1_y}$$

thanks to Fubini’s theorem and Lemma 5.2 with $q \equiv 1$, $a \equiv -s'$, $b \equiv -s$ and $c \equiv s-s'$, where $0 \leq -s' < d$, $0 \leq -s$ and $0 \leq s-s' < d$. Thus, $\|e^\Delta f\|_{L^1_y} \lesssim \|f\|_{L^1_y}$ provided that $-d < s' \leq s \leq 0$.

(iii) $1 = p < q < \infty$: By Hölder’s inequality with $1 = \frac{1}{q} + \frac{1}{q'}$, $q < \infty$, we have

$$|e^\Delta f(x)| \leq \left(\int_{\mathbb{R}^d} |y|^{-sq}g(x-y)^q|y|^s f(y) \ dy\right)^{\frac{1}{q'}} \|f\|_{L^q_y}$$

for $s \leq 0$. Taking the $L^q_y(\mathbb{R}^d)$-norm of the both sides of the above, we obtain

$$\|e^\Delta f\|_{L^q_y} \leq \left(\int_{\mathbb{R}^d} |x|^{s'} \left(\int_{\mathbb{R}^d} |y|^{s(1-q)} g(x-y)^q f(y) \ dy\right) dx \right)^{\frac{1}{q}} \|f\|_{L^1_y}.$$
Since \(|y|^{-qs} \lesssim |x - y|^{-qs} + |x|^{-qs}\) if \(s < 0\), Fubini’s theorem and Lemma 5.2 with \(q \equiv q\), \(a \equiv -s'\), \(b \equiv -s\) and \(c \equiv s - s'\) yield

\[
\int_{\mathbb{R}^d} |x|^{s'q} \left( \int_{\mathbb{R}^d} |y|^{-sq} g(x - y)^q |y|^s |f(y)| \, dy \right) \, dx \\
\lesssim \int_{\mathbb{R}^d} |x|^{s'q} \left( \int_{\mathbb{R}^d} |x - y|^{-qs} g(x - y)^q |y|^s |f(y)| \, dy \right) \, dx \\
+ \int_{\mathbb{R}^d} |x|^{-(s-s')q} \left( \int_{\mathbb{R}^d} g(x - y)^q |y|^s |f(y)| \, dy \right) \, dx \\
\lesssim \int_{\mathbb{R}^d} |y|^s |f(y)| \left( \int_{\mathbb{R}^d} (|x|^{s'} |x - y|^{-qs} g(x - y))^q \, dx \right) \, dy \\
+ \int_{\mathbb{R}^d} |y|^s |f(y)| \left( \int_{\mathbb{R}^d} (|x|^{-(s-s')} g(x - y))^q \, dx \right) \, dy \lesssim \|f\|_{L^1_q},
\]

where \(0 \leq -s' < \frac{q}{a}, 0 \leq -s\) and \(0 \leq s - s' < \frac{q}{a}\). Thus, \(\|e^\Delta f\|_{L^q_{s'}} \lesssim \|f\|_{L^1_q}\) provided that \(-\frac{q}{a} < s' \leq s \leq 0\).

(iv) \(p = q = \infty\): Since \(|x|^{s'} \lesssim |x - y|^{s'} + |y|^{s'}\) if \(s' \geq 0\), we have

\[
|x|^{s'} |e^\Delta f(x)| \leq |x|^{s'} \int_{\mathbb{R}^d} |y|^{-s} g(x - y) \, dy \|f\|_{L^\infty_q} \\
\lesssim \left( \int_{\mathbb{R}^d} |y|^{-s} |x - y|^{s'} g(x - y) \, dy + \int_{\mathbb{R}^d} |y|^{s'-s} g(x - y) \, dy \right) \|f\|_{L^\infty_q} \lesssim \|f\|_{L^\infty_q}
\]

thanks to Lemma 5.2 with \(q \equiv 1\), \(a \equiv s\), \(b \equiv s'\) and \(c \equiv s - s'\), where \(0 \leq s < d\), \(0 \leq s'\) and \(0 \leq s - s' < d\). Thus, \(\|e^\Delta f\|_{L^\infty_q} \lesssim \|f\|_{L^\infty_q}\) provided that \(0 \leq s' \leq s < d\).

The case (v) \((p, q) = (1, \infty)\) is trivial. We complete the proof of the endpoint estimates.

Next, we prove the optimality of (2.1) for \(1 < p \leq q < \infty\) by contradiction. Suppose that the inequality holds when \(s' \leq -\frac{q}{a}\). We notice that every function \(g\) in \(L^q_{s'}(\mathbb{R}^d)\) must satisfy \(\liminf_{|x| \to 0} |x|^{-\frac{q}{a} + s'} |g(x)| = 0\) thanks to Corollary 5.3 in Appendix.

In particular, we have \(\liminf_{|x| \to 0} |g(x)| = 0\) as \(0 \leq -s' - \frac{q}{a}\). Since \(0 < \frac{q}{a} + s < d\), a function \(f\) defined by

\[
f(x) := \begin{cases} C, & |x| \leq 1 \\ 0, & \text{else}, \end{cases}
\]

where \(C\) is a positive constant, belongs to \(L^q_{s'}(\mathbb{R}^d)\). However, clearly

\[
\liminf_{|x| \to 0} |e^{t\Delta} f(x)| \neq 0,
\]

which implies that \(e^{t\Delta} f \notin L^q_{s'}(\mathbb{R}^d)\) and leads to a contradiction.
The optimality of the upper bound of (2.1) is based on the fact that the space \( L^p_s(\mathbb{R}^d) \) contains functions that are not in \( L^1_{\text{loc}}(\mathbb{R}^d) \), if \( d \left( 1 - \frac{1}{p} \right) < s \). Let

\[
  f(x) := \begin{cases} |x|^{-d}, & |x| \leq 1 \\ 0, & \text{else} \end{cases}
\]

so that it belongs to \( L^p_s(\mathbb{R}^d) \) as \( p(d - s) < d \) (Note that the space \( L^p_s(\mathbb{R}^d) \) is defined for all measurable functions). A standard argument then shows that \( e^{t\Delta} f \) does not make sense for the function \( f \). Indeed, for every \( t > 0 \) and every \( x \) such that \( |x| \leq 1 \), the estimates hold:

\[
e^{t\Delta} f(x) = (4\pi t)^{-\frac{d}{2}} \int_{|y| \leq 1} e^{-\frac{|x-y|^2}{4t}} |y|^{-d} \, dy \geq (4\pi t)^{-\frac{d}{2}} \int_{|y| \leq 1} e^{-\frac{1}{t} |y|^{-d}} \, dy = \infty,
\]

where we have used \( |x-y| \leq 2 \). Thus \( e^{t\Delta} \) is not well-defined in \( L^p_s(\mathbb{R}^d) \) if \( d \left( 1 - \frac{1}{p} \right) < s \). When \( s = d \left( 1 - \frac{1}{p} \right) \), it suffices to take

\[
f(x) := \begin{cases} |x|^{-d} \left( \log \left( e + \frac{1}{|x|} \right) \right)^{-\frac{a}{p}}, & |x| \leq 1 \\ 0, & \text{else} \end{cases}
\]

where \( p \geq a > 1 \), and show that \( e^{t\Delta} f \) is not well-defined for the function by carrying out the same argument as above. Thus, we conclude the lemma.

2.2. Nonlinear estimates. Given \( u_0 \in L^q_{s_c}(\mathbb{R}^d) \) in the critical regime (resp. \( L^q_{s_c}(\mathbb{R}^d) \) in the subcritical regime) and \( T > 0 \), let us define a map \( \Phi : u \mapsto \Phi(u) \) on \( K^s(T) \) (resp. \( K^s(T) \)) by

\[
  \Phi(u)(t) := e^{t\Delta} u_0 + N(u)(t)
\]

with

\[
  N(u)(t) := \int_0^t e^{(t-\tau)\Delta} \{ |\cdot| F(u(\tau, \cdot)) \} \, d\tau \quad \text{and} \quad F(u) := |u|^{a-1} u.
\]

2.2.1. Critical case. The following are the stability and contraction estimates in the critical regime. The assertion (2) below for \( \theta < 1 \) is not required in the proof of existence but is used in the proof of uniqueness.

**Lemma 2.2.** Let \( T \in (0, \infty) \) and \( d \in \mathbb{N} \). Let \( \gamma \in \mathbb{R} \) and \( \alpha \in \mathbb{R} \) satisfy (1.7).

1. Let \( q \in [1, \infty) \) be such that

\[
  \alpha \leq q \leq \infty \quad \text{and} \quad \frac{1}{q} < \min \left\{ \frac{2}{d(\alpha - 1)}, \frac{2}{d(\alpha - 1)} + \frac{(d - 2)\alpha - d - \gamma}{d\alpha(\alpha - 1)} \right\}.
\]

   Let \( s \in \mathbb{R} \) be such that

\[
  \frac{\gamma}{\alpha - 1} \leq s \quad \text{and} \quad \max \left\{ \frac{-d}{q}, \frac{s_c - \frac{2}{\alpha}}{\alpha} \right\} < s < \min \left\{ s_c, s_c + \frac{(d - 2)\alpha - d - \gamma}{\alpha(\alpha - 1)} \right\},
\]
where \( s_c \) is as in (1.3). Then there exists a positive constant \( C_0 \) depending only on \( d, \alpha, \gamma, q \) and \( s \) such that the map \( N \) defined by (2.3) satisfies
\[
\| N(u) \|_{\mathcal{K}^s(T)} \leq C_0 \| u \|_{\mathcal{K}^s(T)}
\] (2.6)
for all \( u \in \mathcal{K}^s(T) \).

(2) Let \( q \in [1, \infty] \) be such that
\[
\alpha \leq q \leq \infty,
\]
and
\[
\frac{1}{q} < \min \left\{ \frac{2}{d(\alpha - 1)}, \frac{2}{d(\alpha - 1)} + \frac{\theta(d - 2)(\alpha - 1) - 2 - \gamma}{d(\alpha - 1)(1 + \theta(\alpha - 1))} \right\},
\]
where \( \theta \in (0, 1) \) \( (\frac{1}{2 + \gamma} < \theta \text{ if } d = 1) \). Let \( s \in \mathbb{R} \) be such that
\[
s_c = \frac{d}{\theta} \left( \frac{2}{d(\alpha - 1)} - \frac{1}{q} \right) \leq s
\]
and
\[
\max \left\{ -\frac{d}{q}, s - \frac{2}{1 + \theta(\alpha - 1)} \right\} < s < \min \left\{ s_c, s_c + \frac{(d - 2)\alpha - d - 2}{(1 + \theta(\alpha - 1))(\alpha - 1)} \right\}
\]
(2.8)
Then there exists a positive constant \( C_1 \) depending only on \( d, \alpha, \gamma, q, s \) and \( \theta \) such that the map \( N \) defined by (2.3) satisfies
\[
\| N(u) - N(v) \|_{\mathcal{K}^s(T)} \leq C_1 \left( \| u \|_{\mathcal{K}^s(T)} + \| v \|_{\mathcal{K}^s(T)} \right)^{\theta(\alpha - 1)}
\]
\[
\times \left( \| u \|_{L^\infty(0,T;L^q)} + \| v \|_{L^\infty(0,T;L^q)} \right)^{(1-\theta)(\alpha - 1)} \| u - v \|_{\mathcal{K}^s(T)}
\]
(2.9)
for all \( u, v \in \mathcal{K}^s(T) \cap L^\infty(0,T;L^q(\mathbb{R}^d)) \) \( (u, v \in \mathcal{K}^s(T) \text{ if } \theta = 1) \).

Remark 2.3. Note that (2.7) and (2.8) for \( \theta = 1 \) are equivalent to (2.4) and (2.5), respectively. The estimate (2.9) fails for \( \theta = 0 \) as \( C_1 \) is divergent as \( \theta \to 0 \).

Proof. We first prove (2.6). We have
\[
\| N(u)(t) \|_{L^q_T} \leq C \int_0^t (t - \tau)^{-\frac{d(\alpha - 1)}{2q} - \frac{1}{2}(\alpha - 1)s - \gamma} \| \cdot \|_{L^\infty_\tau} \| u(\tau) \|_{L^\frac{q}{\alpha}_\tau} d\tau
\]
by Lemma 2.1 with \( q \equiv q, p \equiv \frac{q}{\alpha}, s \equiv s \) and \( s' \equiv \sigma := \alpha s - \gamma \), provided that
\[
1 \leq \frac{q}{\alpha} \leq q \leq \infty \text{ and } -\frac{d}{q} < s \leq \alpha s - \gamma < d(1 - \frac{q}{\alpha}), \text{ i.e.,}
\]
\[
\alpha \leq q \leq \infty, \quad \frac{\gamma}{\alpha - 1} \leq s \quad \text{and} \quad -\frac{d}{q} < s < \frac{\gamma + d}{\alpha} - \frac{d}{q}.
\]
(2.10)
As \( \| \cdot \|_{L^\frac{q}{\alpha}_\tau} = \| u \|_{L^\frac{q}{\alpha}_\tau} \), we have
\[
\| N(u)(t) \|_{L^q_T} \leq C \int_0^t (t - \tau)^{-\frac{d(\alpha - 1)}{2q} - \frac{1}{2}(\alpha - 1)s - \gamma} \tau^{-\frac{(s_c - s)\alpha}{2}} d\tau \times \| u \|_{\mathcal{K}^s(T)}
\]
where the last integral is bounded by
\[
t \cdot \frac{\alpha - 1}{2} B \left( \frac{\alpha - 1}{2} (s_c - s), 1 - \frac{(s_c - s)\alpha}{2} \right),
\]
where $B : (0, \infty)^2 \to \mathbb{R}_{>0}$ is the beta function given by $B(x, y) := \int_0^1 t^{x-1}(1-t)^{y-1} dt$, which is convergent if and only if
\[
s_c - \frac{2}{\alpha} < s < s_c.
\] (2.11)

Gathering (2.10) and (2.11), we have condition (2.5). For such an $s$ to exist, it suffices to take $\gamma$, $\alpha$ and $q$ so that conditions (1.7) and (2.4) are met.

We next show (2.9). Since there exists a constant $C = C(\alpha)$ such that
\[
|F(u) - F(v)| \leq C(|u|^{\alpha-1} + |v|^{\alpha-1})|u - v|
\] for all $u, v \in \mathbb{C}$, (2.12)
we have
\[
\|N(u)(t) - N(v)(t)\|_{L^q_d} \leq C \int_0^t (t - \tau)^{-\gamma} \|\cdot\|_{L^q_{\alpha}} (|u|^{\alpha-1} + |v|^{\alpha-1})|u - v| \, d\tau,
\]
thanks to Lemma 2.1 with $q \equiv q$, $p \equiv \frac{2}{\alpha}$, $s \equiv s$ and $t' \equiv s := (\alpha - 1)(\theta s + (1 - \theta)s_c) + s - \gamma$, provided that $1 \leq \frac{2}{\alpha} \leq q \leq \infty$ and $-\frac{\alpha}{q} < s \leq (\alpha - 1)(\theta s + (1 - \theta)s_c) + s - \gamma < d(1 - \frac{2}{\alpha})$, $\theta \in (0, 1)$, i.e.,
\[
\alpha \leq q \leq \infty, \quad s_c - \frac{\theta}{\alpha} \left(\frac{d(\alpha - 1)}{2} - 1\right) \leq s
\] (2.13)
and
\[
-\frac{\theta}{\alpha} < s < s_c + \frac{1}{1 + \theta(\alpha - 1)} \left(d - 2 + \frac{\gamma}{\alpha - 1}\right).
\]

By Hölder’s inequality with $\frac{2}{\alpha} = \frac{\theta(\alpha - 1)}{q} + \frac{(1 - \theta)(\alpha - 1)}{q} + \frac{1}{q}$, we have
\[
\|\cdot\|^\gamma (|u|^{\alpha-1} + |v|^{\alpha-1})|u - v| \|_{L^q_{\alpha}} \leq (\|u\|_{L^q_{\alpha}}^\theta + \|v\|_{L^q_{\alpha}}^\theta)^{(\alpha - 1)} \|u - v\|_{L^q_{\alpha}}^{(1 - \theta)(\alpha - 1)} \|u - v\|_{L^q_{\alpha}}.
\]
Thus,
\[
\|N(u)(t) - N(v)(t)\|_{L^q_d} \leq C t^{-\frac{\alpha}{2} + \frac{\theta(\alpha - 1)}{2}} B\left(\theta \frac{\alpha - 1}{2} (s_c - s), 1 - \theta (\alpha - 1) + \frac{1}{2} (s_c - s)\right)
\]
\[
\times (\|u\|_{K^\gamma(T)} + \|v\|_{K^\gamma(T)})^{\theta(\alpha - 1)} (\|u\|_{L^{\infty}(0,T;L^q_{s_c})} + \|v\|_{L^{\infty}(0,T;L^q_{s_c})})^{(1 - \theta)(\alpha - 1)} \|u - v\|_{K^\gamma(T)}.
\]
in which the last beta function is convergent if $\theta > 0$ and
\[
s_c - \frac{2}{\theta(\alpha - 1)} < s < s_c.
\] (2.14)

Gathering (2.13) and (2.14), we deduce that the restrictions for $s$ are (2.8). Consequently, for such an $s$ to exist, it suffices to take $q$ such that (2.7). Finally, for such a $q$ to exist, one must have $0 < \frac{1}{(1 + \theta(\alpha - 1))} \left(\frac{2}{\alpha - 1} + \theta (d - \frac{2 + \gamma}{\alpha - 1})\right)$, i.e., $\alpha > 1 + \frac{2 + \gamma}{d} - \frac{2}{\theta d}$.
and $0 < \frac{2}{d(\alpha-1)}$, both of which hold thanks to (1.7). This concludes the proof of the lemma. \qedhere

The following is the stability estimate for the critical norm.

**Lemma 2.4.** Let $T \in (0, \infty)$ and $d \in \mathbb{N}$. Let $\gamma \in \mathbb{R}$ and $\alpha \in \mathbb{R}$ satisfy (1.7). Let $q \in [1, \infty]$ be such that

\[
\alpha \leq q \leq \infty \quad \text{and} \quad \frac{1}{q} < \min \left\{ \frac{2}{d(\alpha-1)}, \frac{2}{d(\alpha-1)} + \frac{(d-2)\alpha - d - \gamma}{d(\alpha-1)^2} \right\}
\]

and let $s \in \mathbb{R}$ be such that

\[
s_c - \frac{d(\alpha-1)}{\alpha} \left( \frac{2}{d(\alpha-1)} - \frac{1}{q} \right) \leq s < \min \left\{ s_c, s_c + \frac{(d-2)\alpha - d - \gamma}{\alpha(\alpha-1)} \right\},
\]

where $s_c$ is as in (1.3). Then there exists a positive constant $C_2$ depending only on $d$, $\alpha$, $\gamma$, $q$ and $s$ such that the map $N$ defined by (2.3) satisfies

\[
\|N(u)\|_{L^\infty(0,T; L^q_{s_c})} \leq C_2 \|u\|^\alpha_{K^s(T)}
\]

for all $u, v \in K^s(T)$.

**Proof.** Let $T > 0$ and $u, v \in K^s(T)$. We have

\[
\|N(u)(t)\|_{L^q_{s_c}} \leq C \int_0^t (t-\tau) \frac{2}{d(\alpha-1)} - \frac{1}{q} (\alpha s - \gamma - s_c) \|u(\tau)\|_{L^2} d\tau
\]

\[
\leq CB \left( \frac{1}{2} (s_c - s), 1 - \frac{1}{\alpha} (s_c - s) \alpha \right) \times \|u\|^\alpha_{K^s(T)},
\]

thanks to Lemma 2.1 with $q \equiv q$, $p \equiv \frac{q}{\alpha}$, $s \equiv s_c$ and $s' \equiv \alpha s - \gamma$, provided that

\[
1 \leq \frac{q}{\alpha} \leq q \leq \infty \quad \text{and} \quad -\frac{d}{q} < s_c \leq \alpha s - \gamma < d(1 - \frac{\alpha}{q}),
\]

i.e.,

\[
-2 < \gamma, \quad \alpha \leq q \leq \infty \quad \text{and} \quad \frac{s_c + \gamma}{\alpha} \leq s < \frac{d + \gamma}{\alpha} - \frac{d}{q}.
\]

The final beta function is convergent if (2.11) holds. Since $s_c - \frac{2}{\alpha} \leq \frac{s_c + \gamma}{\alpha}$, the restrictions on $s$ are (2.16). For such an $s$ to exist, $q$ must satisfy (2.15) in addition to $\alpha \leq q \leq \infty$. Indeed, $\frac{s_c + \gamma}{\alpha} < s_c$ is equivalent to $\frac{1}{q} < \frac{2}{d(\alpha-1)}$ and $\frac{s_c + \gamma}{\alpha} < s_c$ is equivalent to $\frac{1}{q} < \frac{1}{\alpha-1} \left( 1 - \frac{2+\gamma}{d(\alpha-1)} \right)$. This completes the proof of the lemma. \qedhere

**Remark 2.5.** Note that the above lemma along with Lemma 2.1 imply that a solution $u \in K^s(T)$ yields the regularity $u \in C([0, T]; L^q_{s_c}(\mathbb{R}^d))$, if $u_0 \in L^q_{s_c}(\mathbb{R}^d)$. Thus, if we allow the abuse of notation, the equivalence $K^s(T) = C([0, T]; L^q_{s_c}(\mathbb{R}^d)) \cap K^s(T)$ holds as solution spaces of (1.1).

### 2.2.2. Subcritical case

The following are the stability and contraction estimates in the subcritical regime.

**Lemma 2.6.** Let $T \in (0, \infty)$ and $d \in \mathbb{N}$. Let $\gamma \in \mathbb{R}$ and $\alpha \in \mathbb{R}$ satisfy (1.7). Fix $\tilde{s} \in \mathbb{R}$ so that

\[
\tilde{s} < \frac{2 + \gamma}{\alpha - 1}.
\]

(2.17)
Let $q \in [1, \infty]$ be such that
\[
\alpha \leq q \leq \infty \quad \text{and} \quad \frac{1}{q} < \min \left\{ \frac{2}{d(\alpha - 1)}, \frac{1}{\alpha} \left( 1 - \frac{\gamma}{d(\alpha - 1)} \right), \frac{1}{d} \left( \frac{2 + \gamma}{\alpha - 1} - \tilde{s} \right) \right\}
\] (2.18)
and let $s \in \mathbb{R}$ be such that
\[
\frac{\gamma}{\alpha - 1} \leq s \quad \text{and} \quad \max \left\{ \tilde{s} - \frac{2}{\alpha}, -\frac{d}{q} \right\} < s < \min \left\{ \frac{d + \gamma}{\alpha} - \frac{d}{q}, s_c \right\},
\] (2.19)
where $s_c$ is as in (1.3). Then there exist positive constants $\tilde{C}_0$ and $\tilde{C}_1$ depending only on $d$, $\alpha$, $\gamma$, $q$, $\tilde{s}$ and $s$ such that the map $N$ defined by (2.23) satisfies
\[
\|N(u)\|_{\tilde{K}^s(T)} \leq \tilde{C}_0 T^{\frac{\alpha - 1}{2}(s_c - \tilde{s})}\|u\|_{\tilde{K}^s(T)}^\alpha
\] (2.20)
and
\[
\|N(u) - N(v)\|_{\tilde{K}^s(T)} \leq \tilde{C}_1 T^{\frac{\alpha - 1}{2}(s_c - \tilde{s})} \left( \|u\|_{\tilde{K}^s(T)}^\alpha + \|v\|_{\tilde{K}^s(T)}^\alpha \right) \|u - v\|_{\tilde{K}^s(T)}
\] (2.21)
for all $u, v \in \tilde{K}^s(T)$.

**Remark 2.7.** Note that $\frac{1}{q} < \frac{1}{q} \left( \frac{2 + \gamma}{\alpha - 1} - \tilde{s} \right)$ in (2.18) amounts to $\tilde{s} < s_c$, so the power of $T$ in (2.20) and (2.21) is positive.

**Proof of Lemma 2.6.** We have
\[
\|N(u)(t)\|_{L^q_t} \leq C \int_0^t (t - \tau)^{-\frac{d(\alpha - 1)}{2q} - \frac{1}{2}(\alpha - 1)s - \gamma} \|u(\tau)\|_{L^q_t}^\alpha d\tau
\]
\[
\leq Ct^{-\frac{1}{2}(s - \tilde{s})} T^{\frac{\alpha - 1}{2}(s_c - s)} B \left( \frac{(\alpha - 1)}{2}, 1 - \frac{(\tilde{s} - s)\alpha}{2} \right) \times \|u\|_{\tilde{K}^s(T)}^\alpha,
\]
thanks to Lemma 2.1 with $q \equiv q$, $p \equiv \frac{q}{\alpha}$, $s \equiv \tilde{s}$ and $s' \equiv \alpha s - \gamma$, provided that
\[
1 \leq \frac{q}{\alpha} \leq q \leq \infty \quad \text{and} \quad -\frac{d}{q} < s \leq \alpha s - \gamma < d(1 - \frac{q}{\alpha}), \quad \text{i.e.,}
\]
\[
\alpha \leq q \leq \infty, \quad \frac{\gamma}{\alpha - 1} \leq s \quad \text{and} \quad -\frac{d}{q} < s < \frac{d + \gamma}{\alpha} - \frac{d}{q}.
\]
The final beta function is convergent if $\tilde{s} - \frac{2}{\alpha} < s < s_c$. Thus, the restrictions on $s$ are (2.19). For such an $s$ to exist, $q$ must satisfy (2.18). Finally, for such a $q$ to exist, we immediately see that $\tilde{s}$ must satisfy (2.17).

The proof for the difference is similar to the above so we omit the details. This completes the proof of the lemma. \qed

**Lemma 2.8.** Let $T \in (0, \infty)$ and $d \in \mathbb{N}$. Let $\gamma \in \mathbb{R}$ and $\alpha \in \mathbb{R}$ satisfy (1.7). Fix $\tilde{s}$ so that (1.11) is satisfied. Let $q \in [1, \infty]$ be such that
\[
\alpha \leq q \leq \infty \quad \text{and} \quad -\frac{\tilde{s}}{d} \leq \frac{1}{q} < \min \left\{ \frac{1}{\alpha} \left( 1 - \frac{\tilde{s}}{d} \right), \frac{1}{d} \left( \frac{2 + \gamma}{\alpha - 1} - \tilde{s} \right) \right\}
\] (2.22)
and let $s \in \mathbb{R}$ be such that
\[
\frac{\tilde{s} + \gamma}{\alpha} \leq s < \min \left\{ \frac{d + \gamma}{\alpha} - \frac{d}{q}, \tilde{s} \right\},
\] (2.23)
where $s_c$ is as in (1.3). Then there exists a positive constant $\tilde{C}_2$ depending only on $d, \gamma, \alpha, \tilde{s}, q$ and $s$ such that the map $N$ defined by (2.23) satisfies

$$\|N(u)\|_{L^\infty(0,T;L^q_s(\mathbb{R}^d))} \leq \tilde{C}_2 T^{\frac{\alpha-1}{2}(\tilde{c}_c - \tilde{s})}\|u\|_{\tilde{K}^s(T)}$$

for all $u \in \tilde{K}^s(T)$.

**Proof.** We have

$$\|N(u)(t)\|_{L^q_s} \leq C \int_0^t (t-\tau) \frac{d(\alpha - 1)}{2q} \frac{1}{\tilde{s} - \tau} \|u(\tau)\|^2_{L^q_s} d\tau$$

$$\leq C t^{\frac{\alpha-1}{2}(s_c - \tilde{s})} B \left( \frac{1}{2} ((\alpha - 1)(s_c - s) + \tilde{s} - s), 1 - \frac{(\tilde{s} - s)\alpha}{2} \right) \times \|u\|^2_{\tilde{K}^s(T)},$$

thanks to Lemma 2.21 with $q \equiv p, \gamma \equiv \alpha, s \equiv \tilde{s}$ and $s' \equiv \alpha s - \gamma$, provided that

$$1 \leq \frac{\alpha}{q} \leq q \leq \infty \text{ and } -\frac{2}{q} < \tilde{s} \leq \alpha s - \gamma < 0 \left(1 - \frac{\alpha}{q} \right), \text{ i.e.,}$$

$$\alpha \leq q \leq \infty, \quad -\frac{\tilde{s}}{q} \leq 1 \quad \text{and} \quad \frac{\tilde{s} + \gamma}{\alpha} \leq s < \frac{d + \gamma}{\alpha} - \frac{d}{q}.$$

The final beta function is convergent if $\tilde{s} - \frac{2}{\alpha} < s < \tilde{s} < s_c$. Since $\tilde{s} - \frac{2}{\alpha} < \frac{\tilde{s} + \gamma}{\alpha}$ (by $\tilde{s} < s_c < \frac{2 + \gamma}{\alpha}$), the restrictions on $s$ are (2.23). For such an $s$ to exist, $q$ must satisfy (2.22) and $\frac{\tilde{s} + \gamma}{\alpha} < s$. Finally, for such a $q$ to exist, $\tilde{s}$ must satisfy (1.11) since

$$-\frac{d}{\alpha - 1} < \max \left\{ -\frac{d}{q}, \frac{\gamma}{\alpha - 1} \right\} \quad \text{and} \quad \frac{2 + \gamma}{\alpha - 1} < d.$$

This completes the proof of the lemma. \(\square\)

### 2.2.3. Upgrade of regularity

The following lemma is used to show the regularity of the $L^q_s(\mathbb{R}^d)$-mild solution.

**Lemma 2.9.** Let $p, q \in [1, \infty]$ and $s, s' \in \mathbb{R}$. Under condition (1.7), let pairs $(q, s)$ and $(p, s')$ be such that either

$$\alpha \leq q < \infty, \quad \max \left\{ -\frac{d}{q}, \frac{1}{\alpha} \left( \gamma - \frac{d}{q} \right) \right\} < s < \frac{d + \gamma}{\alpha} - \frac{d}{q},$$

$$\max \left\{ 0, -\frac{s}{d} \frac{\gamma - \alpha s}{d} \right\} < \frac{1}{p} \leq \frac{1}{q}, \quad -\frac{d}{p} < s' \leq \min \{ s, \alpha s - \gamma \}. \quad (2.24)$$

or

$$\alpha < q \leq \infty, \quad \max \left\{ 0, \frac{\gamma}{\alpha} \right\} \leq s < \frac{d + \gamma}{\alpha} - \frac{d}{q},$$

$$p = \infty, \quad 0 \leq s' \leq \min \{ s, \alpha s - \gamma \}. \quad (2.25)$$

Let $u$ be the $L^q_{s_c}(\mathbb{R}^d)$-mild solution of (1.1) with initial data $u_0 \in \mathcal{S}'(\mathbb{R}^d)$ on $[0, T_m)$ such that

$$\sup_{t \in [0, T_m)} t^{\frac{s_c(q) - s}{2}} \|u(t)\|_{L^q_s} < \infty.$$  

Then it follows that

$$\sup_{t \in [0, T_m)} t^{\frac{s_c(p) - s'}{2}} \|u(t)\|_{L^p_{s'}} < \infty.$$
Proof. We use a similar argument as in \([21]\) (See also \([1]\)). Let
\[
A := \sup_{t \in [0, T_m)} \frac{t^{\frac{(q-1)}{2}}}{\|u(t)\|_{L^p}} < \infty.
\]
Let \(t \in (0, T_m)\). We use the integral representation
\[
u(t) = e^{\frac{t}{2} \Delta} u(t/2) + \int_{\frac{t}{2}}^{t} e^{(t-\tau)\Delta} \{ | \cdot | \gamma F(u(\tau, \cdot)) \} \, d\tau.
\]
It follows from Lemma \([2.1]\) with \(q \equiv p, \ p \equiv q, \ s' \equiv s'\) and \(s \equiv s\), that
\[
\|e^{\frac{t}{2} \Delta} u(t/2)\|_{L^p} \leq Ct^{-\frac{d}{2} (\frac{q}{q-1})} \frac{\alpha s - s' - \gamma}{2} \|u(t/2)\|_{L^p} \leq Ct^{-\frac{d}{2} (\frac{2}{q-1}) - \frac{d}{p} - s'} A
\]
if
\[
1 \leq q \leq p \leq \infty \quad \text{and} \quad -\frac{d}{p} < s' \leq s < d \left(1 - \frac{1}{q} \right) \quad (0 \leq s' \text{ if } p = \infty). \tag{2.26}
\]
On the other hand,
\[
\|N(u)(t)\|_{L^p} \leq C \int_{\frac{t}{2}}^{t} (t-\tau)^{\frac{d}{2} (\frac{q}{q-1}) - \frac{\alpha s - s' - \gamma}{2}} \|u(\tau)\|_{L^p} \, d\tau
\]
\[
\leq CA^\alpha \int_{\frac{t}{2}}^{t} (t-\tau)^{-\frac{d}{2} (\frac{q}{q-1}) - \frac{\alpha s - s' - \gamma}{2}} \tau^{\frac{(\alpha s - s')}{2}} \, d\tau
\]
\[
= CA^\alpha t^{-\frac{d}{2} (\frac{2}{q-1}) - \frac{d}{p} - s'} \int_{\frac{t}{2}}^{1} (1-\tau)^{-\frac{d}{2} (\frac{q}{q-1}) - \frac{\alpha s - s' - \gamma}{2}} \tau^{-\frac{(\alpha s - s')}{2}} \, d\tau,
\]
thanks to Lemma \([2.1]\) with \(q \equiv p, \ p \equiv \frac{q}{\alpha}, \ s' \equiv s'\) and \(s \equiv \alpha s - \gamma\), provided that
\[
1 \leq \frac{q}{\alpha} \leq p \leq \infty \quad \text{and} \quad -\frac{d}{p} < s' \leq \alpha s - \gamma < d \left(1 - \frac{\alpha}{q} \right) \quad (0 \leq s' \text{ if } p = \infty). \tag{2.27}
\]
i.e., \(\alpha \leq q \leq \infty, \ \frac{1}{p} \leq \frac{\alpha}{q} \leq \frac{d}{p} < s' \leq \alpha s - \gamma \ (0 \leq s' \leq \alpha s - \gamma \text{ if } p = \infty)\) and
\[
s < \frac{d+\gamma}{\alpha} - \frac{d}{q}. \quad \text{The final integral is convergent if}
\]
\[
1 - \frac{d}{2} \left(\frac{\alpha}{q} - \frac{1}{p}\right) - \frac{\alpha s - s' - \gamma}{2} > 0, \quad \text{i.e.,} \quad \alpha \left(\frac{d}{q} + s\right) - 2 - \gamma - \frac{d}{p} < s'. \tag{2.28}
\]
Thus, we have
\[
\sup_{t \in (0, T_m)} t^{\frac{\alpha s - s'}{2}} \|u(t)\|_{L^p} \leq C(A + A^\alpha)
\]
under \([2.26], [2.27]\) and \([2.28]\). Since \(s < \frac{d+\gamma}{\alpha} - \frac{d}{q}\) from \([2.27]\), we have \(\alpha(\frac{d}{q} + s) - 2 - \gamma - \frac{d}{p} < -\frac{d}{p}\). Thus, the conditions for \(s'\) are that in \([2.24]\). By tedious but straightforward computations, we may easily see that under condition \([1.7]\), the necessary and sufficient conditions of \([2.26], [2.27]\) and \([2.28]\) are \([2.24]\) or \([2.25]\). Hence, the lemma is proved. \(\square\)
3. Local well-posedness and self-similar solutions

3.1. Proof of Theorem 1.3. In order to prove Theorem 1.3, we prepare the following lemma.

**Lemma 3.1.** Let positive numbers \( \rho > 0 \) and \( M > 0 \) satisfy

\[
\rho + C_0 M^\alpha \leq M \quad \text{and} \quad 2C_1 M^{\alpha - 1} < 1, \tag{3.1}
\]

where \( C_0 \) and \( C_1 \) are as in Lemma 2.2. Under conditions (1.7), (1.8) and (1.9), let \( T \in (0, \infty) \) and \( u_0 \in \mathcal{S}'(\mathbb{R}^d) \) be such that \( e^{t\Delta} u_0 \in \mathcal{K}^s(T) \). If \( \| e^{t\Delta} u_0 \|_{\mathcal{K}^s(T)} \leq \rho \), then a solution \( u \) to (1.1) exists such that

\[
\| u \|_{\mathcal{K}^s(T)} \leq M. \quad \text{Moreover, the solution satisfies the following properties:}
\]

(i) \( u - e^{t\Delta} u_0 \in L^\infty(0, T; L_\sigma^q(\mathbb{R}^d)) \) for \( \sigma \) such that

\[
s_c \leq \sigma \leq \alpha s - \gamma. \tag{3.2}
\]

(ii) \( u - e^{t\Delta} u_0 \in C((0, T); L_\sigma^q(\mathbb{R}^d)) \) and

\[
\lim_{t \to 0} \| u(t) - e^{t\Delta} u_0 \|_{L_\sigma^q} = 0 \quad \text{for} \quad \sigma \text{ such that (3.2) and } \sigma > s_c.
\]

(iii) \( \lim_{t \to 0} u(t) = u_0 \) in the sense of distributions.

(iv) Let \( \gamma \geq 0 \). Then the solution \( u \) satisfies

\[
\sup_{0 < t < T} \left\| u(t) \right\|_{L_\sigma^q} < \infty
\]

where

\[
p_\theta = \frac{q}{\theta}; \quad \theta s \leq s_\theta \leq s \quad \text{and} \quad 0 \leq \theta \leq 1.
\]

In particular, if \( \gamma \geq 0 \), \( u(t) \in L^\infty(\mathbb{R}^d) \) for \( t > 0 \).

**Remark 3.2.** To meet (3.1), it suffices to take \( M = 2\rho \) and

\[
M < \min \left\{ (2C_0)^{-\frac{1}{\alpha - 1}}, (2C_1)^{-\frac{1}{\alpha - 1}} \right\}.
\]

**Remark 3.3.** If \( u_0 \in L_{\sigma_c}^q(\mathbb{R}^d) \), then \( u_0 \) satisfies the assumptions of Lemma 3.1 with \( T = \infty \). Indeed, letting \( q \equiv q \), \( p \equiv q \), \( s \equiv s_c \) and \( s' \equiv s \) in Lemma 2.1, we obtain

\[
\| e^{t\Delta} u_0 \|_{L_\sigma^q} \leq C t^{-\frac{s_c - s}{2}} \| u_0 \|_{L_{s_c}^q}
\]

provided that \( -\frac{d}{q} < s \leq s_c < d(1 - \frac{1}{q}) \), i.e., \( \gamma > -2 \) and \( \alpha > \alpha_F(d, \gamma) \). Thus, \( e^{t\Delta} u_0 \in \mathcal{K}^s \).

**Proof of Lemma 3.1.** Setting the metric \( d(u, v) := \| u - v \|_{\mathcal{K}^s(T)} \), we may show that \( (\mathcal{K}^s(T), d) \) is a nonempty complete metric space. Let \( X_M := \{ u \in \mathcal{K}^s(T) : \| u \|_{\mathcal{K}^s(T)} \leq M \} \) be the closed ball in \( \mathcal{K}^s(T) \) centered at the origin with radius \( M \). We prove that the map defined in (2.2) has a fixed point in \( X_M \). Thanks to Lemma 2.2 and (3.1), we have

\[
\| \Phi(u) \|_{\mathcal{K}^s(T)} \leq \| e^{t\Delta} u_0 \|_{\mathcal{K}^s(T)} + C_0 \| u \|_{\mathcal{K}^s(T)}^\alpha \leq \rho + C_0 M^\alpha \leq M
\]

and

\[
\| \Phi(u) - \Phi(v) \|_{\mathcal{K}^s(T)} \leq C_1 \left( \| u \|_{\mathcal{K}^s(T)}^{\alpha - 1} + \| v \|_{\mathcal{K}^s(T)}^{\alpha - 1} \right) \| u - v \|_{\mathcal{K}^s(T)} \leq 2C_1 M^{\alpha - 1} \| u - v \|_{\mathcal{K}^s(T)} \tag{3.3}
\]

where

\[
\alpha = \max \left\{ \frac{\alpha}{\alpha - 1}, \frac{\alpha}{\alpha + 1} \right\}.
\]
for any \( u, v \in X_M \), where \( 2C_1M^{\alpha-1} < 1 \). These prove that \( \Phi(u) \in X_M \) and that \( \Phi \) is a contraction mapping in \( X_M \). Thus, Banach’s fixed point theorem ensures the existence of a unique fixed point \( u \) for the map \( \Phi \) in \( X_M \), provided that \( q \) and \( s \) satisfy (2.4) and (2.5). The fixed point \( u \) also satisfies, by construction, the estimate \( \|u\|_{\mathcal{K}^s(T)} \leq M \).

Having obtained a fixed point in \( \mathcal{K}^s(T) \) for some \( T \), we have \( u - e^{t\Delta}u_0 \in L^\infty(0,T;L^q_s(\mathbb{R}^d)) \) by Lemma 2.4 provided further that (2.15) and (2.22) are satisfied. We see that \( \|u\|_{\mathcal{K}^s(T)} \leq M \). We next prove the assertion (iii). Fix a solution \( u \in \mathcal{K}^s(T) \) with \( q \) as in (1.8) and (1.9). We have

\[
\max \left\{ \frac{d}{\alpha - 1}, \frac{d}{\alpha} \right\} < \frac{s_c + \gamma}{\alpha} = \frac{d(\alpha - 1)}{\alpha} \left( \frac{2}{d(\alpha - 1)} - \frac{1}{q} \right)
\]

so \( \frac{s_c + \gamma}{\alpha} \) is the stronger lower bound for \( s \). Thus, \( s \) must satisfy (1.9). Combining (2.4) and (2.5), we end up with

\[
\frac{1}{q} < \min \left\{ \frac{2}{d(\alpha - 1)}, \frac{1}{\alpha} \left( 1 - \frac{\gamma}{d(\alpha - 1)} \right), \frac{1}{\alpha - 1} \left( 1 - \frac{2 + \gamma}{d(\alpha - 1)} \right) \right\},
\]

which in fact amounts to (1.8).

We next prove the assertion (i)–(iii). Fix a solution \( u \in \mathcal{K}^s(T) \) with \( q \) and \( s \) as in (1.8) and (1.9). We have

\[
\|N(u)(t)\|_{L^q_T} \leq C \int_0^t (t - \tau)^{-\frac{d(\alpha - 1)}{2q} - \frac{1}{2}(\alpha s - \gamma - \sigma)} \|u(\tau)\|_{L^q_T} d\tau
\]

\[
\leq C \int_0^t (t - \tau)^{-\frac{d(\alpha - 1)}{2q} - \frac{1}{2}(\alpha s - \gamma - \sigma)} \tau^{-\frac{(s_c - s)\alpha}{2}} d\tau \times \|u\|_{\mathcal{K}^s(T)}^p
\]

\[
= Ct^{\frac{s_c - s}{\alpha}} B \left( \frac{(\alpha - 1)(s_c - s) + \sigma - s}{2}, 1 - \frac{(s_c - s)\alpha}{2} \right) \times \|u\|_{\mathcal{K}^s(T)}^p,
\]

thanks to Lemma 2.1 with \( q \equiv q, \ p \equiv \frac{q}{\alpha}, \ s' \equiv \sigma \) and \( s \equiv \alpha s - \gamma \), provided that \( 1 \leq \frac{d}{\alpha} \leq q \leq \infty \) and \(-\frac{d}{\alpha} < \sigma \leq \alpha s - \gamma < d(1 - \frac{\alpha}{\alpha})\). The power of \( t \) in the final line is non-negative if \( \alpha \geq s_c \). The use of Lemma 2.1 along with the convergence of the beta function require, in addition to (1.8) and (1.9), that \( \sigma \) satisfies (3.1). For such a \( \sigma \) to exist, one needs \( \frac{s_c + \gamma}{\alpha} \leq s \), which is assured by (1.9). If \( \sigma > s_c \), (i.e., if \( \frac{s_c + \gamma}{\alpha} < s \)) then the power of \( t \) is positive, thus the right-hand side of (3.5) goes to zero as \( t \to 0 \). Hence, the assertions (ii) and (iii) are proved.

Finally, we prove the assertion (iv). Fix a solution \( u \in \mathcal{K}^s(T) \) with \( q \) and \( s \) as in (1.8) and (1.9). Here, we notice that under \( \gamma > 0 \), the lower bound of (1.9) always satisfies

\[
\max \left\{ 0, \frac{\gamma}{\alpha} \right\} \leq s_c - \frac{d(\alpha - 1)}{\alpha} \left( \frac{2}{d(\alpha - 1)} - \frac{1}{q} \right),
\]

which implies that the condition (2.25) of Lemma 2.9 is always satisfied as well. Thus, Lemma 2.9 immediately implies

\[
\sup_{t \in [0,T]} t^{\frac{s_c(\alpha - \gamma)}{2}} \|u(t)\|_{L^q_T} < \infty
\]
for 
\[ 0 \leq s' \leq \min\{s, \alpha s - \gamma\}. \]

We also have \( u \in \mathcal{K}^s(T) \) by assumption. Thus, the conclusion follows from Proposition 3.1.1 (3).

We start by proving the uniqueness of our solution.

3.1.1. Proof of (ii). Let \( T > 0 \) be given and fixed. We prove the uniqueness in \( \mathcal{K}^s(T) \). Under conditions (1.7), (1.8) and (1.9), let \( u \) and \( v \) be two solutions to (1.5) belonging to \( C([0, T]; L^q_s(\mathbb{R}^d)) \cap \mathcal{K}^s(T) \) with the same initial data \( u_0 \in L^q_s(\mathbb{R}^d) \) \((u_0 \in L^\infty(\mathbb{R}^d) \text{ if } q = \infty)\) such that

\[ \|u\|_{\mathcal{K}^s(T)} + \|v\|_{\mathcal{K}^s(T)} \leq K, \]

for some positive constant \( K \). Let us recall that we have the following two limits at our disposal:

\[ \lim_{T \to 0} \|e^{t\Delta}u_0\|_{\mathcal{K}^s(T)} = 0 \]

(3.6) and

\[ \lim_{T \to 0} \|u - e^{t\Delta}u_0\|_{L^\infty(0, T; L^q_s)} = 0. \]

(3.7)

The former is the well-known fact stemming from the density of \( C^\infty(\mathbb{R}^d) \) in \( L^q_s(\mathbb{R}^d) \) (See Proposition 5.1 in Appendix). The latter is shown by the triangle inequality and the continuity at \( t = 0 \) of solutions for both the linear and nonlinear problems.

Let \( w := u - v \). By (2.12), we have

\[ |F(u) - F(v)| \leq C|e^{t\Delta}u_0|^{\alpha-1}|u - v| + C(|u - e^{t\Delta}u_0|^{\alpha-1} + |v - e^{t\Delta}u_0|^{\alpha-1})|u - v|, \]

which implies that \( |w| \leq C(I_1 + I_2 + I_3) \) (thanks to the maximum principle), where

\[ I_1 := \int_0^t e^{(t-\tau)\Delta} \left\{ |\cdot| |e^{\tau\Delta}u_0|^{\alpha-1} |w| \right\} \, d\tau, \]

\[ I_2 := \int_0^t e^{(t-\tau)\Delta} \left\{ |\cdot| |v - e^{\tau\Delta}u_0|^{\alpha-1} |w| \right\} \, d\tau \]

and

\[ I_3 := \int_0^t e^{(t-\tau)\Delta} \left\{ |\cdot| |v - e^{\tau\Delta}u_0|^{\alpha-1} |w| \right\} \, d\tau. \]

Given \( q \) and \( s \) satisfying (1.8) and (1.9), we may always choose \( \theta \) so that (2.7) and (2.8) are satisfied. Indeed, (2.7) and (2.8) become (2.4) and (2.5) as \( \theta \to 1 \), respectively, which are weaker than the assumptions on \( q \) and \( s \) in Theorem 1.3.

The only condition that has to be considered independently is \( s_c - \frac{d}{\theta} \left( \frac{2}{d(d-1)} - \frac{1}{q} \right) \leq s \) in (2.8) (as this is not a strict inequality), but this causes no problem since \( s_c - \frac{d}{\theta} \left( \frac{2}{d(d-1)} - \frac{1}{q} \right) \leq s_c - \frac{d(\alpha-1)}{\theta} \left( \frac{2}{d(d-1)} - \frac{1}{q} \right) \) holds for any \( \theta \in (0, 1] \). Thus, we may use estimate (2.9) freely for our \( q \) and \( s \).

\*We assume \( u_0 \in L^\infty(\mathbb{R}^d) \) if \( q = \infty \) in order to utilize the density, which is needed in the proof of (3.6) and (3.7).
By the same calculation leading to (2.6), we deduce that
\[ \|I_1\|_{K^\alpha(T)} \leq C\|e^{t\Delta}u_0\|_{K^{\alpha-1}(T)}\|w\|_{K^\alpha(T)}. \] (3.8)
For \( I_2 \), estimate (2.9) implies
\[ \|I_2\|_{K^\alpha(T)} \leq C\|u - e^{t\Delta}u_0\|_{K^{\alpha-1}(T)}\|u - e^{t\Delta}u_0\|_{L^\infty(0,T;L^2_{\text{loc}})}\|w\|_{K^\alpha(T)} \]
\[ \leq CK^{\theta(\alpha-1)}\|u - e^{t\Delta}u_0\|_{L^\infty(0,T;L^2_{\text{loc}})}\|w\|_{K^\alpha(T)}. \] (3.9)
Similarly, we have
\[ \|I_3\|_{K^\alpha(T)} \leq CK^{\theta(\alpha-1)}\|v - e^{t\Delta}u_0\|_{L^\infty(0,T;L^2_{\text{loc}})}\|w\|_{K^\alpha(T)}. \] (3.10)
Gathering (3.8), (3.9) and (3.10), we deduce that there exists some positive constant \( C \) independent of \( T, u_0, u \) and \( v \) such that
\[ \|w\|_{K^\alpha(T)} \leq C\mathcal{N}(T, u_0, u, v)\|w\|_{K^\alpha(T)} \]
where
\[ \mathcal{N}(T, u_0, u, v) := \|e^{t\Delta}u_0\|_{K^{\alpha-1}(T)} + \|u - e^{t\Delta}u_0\|_{L^\infty(0,T;L^2_{\text{loc}})} + \|v - e^{t\Delta}u_0\|_{L^\infty(0,T;L^2_{\text{loc}})}. \]
Since \( 0 < \theta < 1 \), the above quantity goes to zero as \( T \) tends to zero, thanks to (3.4) and (3.6). Thus, there exists some \( T^* \) such that
\[ \|w\|_{K^\alpha(T)} \leq \frac{1}{2}\|w\|_{K^\alpha(T^*)} \]
for instance, which implies the uniqueness on the interval \([0, T]\). Set
\[ T^* = \sup\{t \in [0, T] ; u(\tau) = v(\tau), 0 \leq \tau \leq t\}. \]
The preceding argument shows that \( T^* > 0 \). Now assume by contradiction that \( T^* < T \). By continuity of \( u \) and \( v \), we have \( u(T^*) = v(T^*) \). Setting \( u^*(t) = u(t+T^*) \) and \( v^*(t) = v(t+T^*) \), we may express the solutions as
\[ u^*(t) = e^{t\Delta}u(T^*) + \int_0^te^{(t-\tau)\Delta}\{1, |\cdot F(u(T^* + \tau, \cdot))\} d\tau \]
and \[ v^*(t) = e^{t\Delta}u(T^*) + \int_0^te^{(t-\tau)\Delta}\{1, |\cdot F(v(T^* + \tau, \cdot))\} d\tau, \]
where \( 0 \leq t < T - T^* \). By a similar calculation as above, we may show that
\[ \|u^* - v^*\|_{K^\alpha(T)} \leq \mathcal{N}(T, u(T^*), u, v)\|u^* - v^*\|_{K^\alpha(T)}, \]
which implies again that there exist some \( T' \) such that \( u^*(t) = v^*(t) \) for \( t \in [0, T'] \), i.e., \( u(t) = v(t) \) for \( t \in (T^*, T^* + T') \), a contradiction. Thus, \( u(t) = v(t) \) on the whole interval \([0, T]\). This completes the proof of Theorem 1.3 (ii).
3.1.2. Proof of (i). Let \( u_0 \in L^q_{\text{sc}}(\mathbb{R}^d) \) \((u_0 \in L^\infty_{\text{sc}}(\mathbb{R}^d) \) if \( q = \infty \)). We recall that \( C^\infty_0(\mathbb{R}^d) \) is dense in the space \( L^q_{\text{sc}}(\mathbb{R}^d) \) by Proposition 5.1 which ensures the property \( (3.6) \). Thus, there exists some real number \( T \) that is small enough so that \( \|e^{t\Delta}u_0\|_{K^s(T)} \leq \rho \). Now Lemma 3.1 asserts that
\[
\|u\|_{L^\infty(0,T;L^q_{\text{sc}})} \leq \|e^{t\Delta}u_0\|_{L^\infty(0,T;L^q_{\text{sc}})} + C_2\|u\|^\alpha_{K^s(T)} \leq \|u_0\|_{L^q_{\text{sc}}} + C_2M^\alpha.
\]
The time-continuity at \( t = 0 \) follows from a well-known argument (see for example). Thus, \( u \) is an \( L^q_{\text{sc}}(\mathbb{R}^d) \)-mild solution to \((1.1)\) on \([0,T]\) such that \( \|u\|_{K^s(T)} \leq M \). To deduce the estimate \((1.1)\), it suffices to take \( \rho = \|e^{t\Delta}u_0\|_{K^s(T)} \) and \( M \) as in Remark 3.2. Given \( u_0 \in L^q_{\text{sc}}(\mathbb{R}^d) \), let the maximal existence time \( T_m = T_m(u_0) \) be defined by \((1.3)\) with \( \tilde{s} = s_c \). By a standard argument, uniqueness ensures that the solution can be extended to the maximal interval \([0,T_m]\).

3.1.3. Proof of (iii). Given two initial data \( u_0, v_0 \in L^q_{\text{sc}}(\mathbb{R}^d) \), we next show the Lipschitz continuity of the flow map. Let \( u \) and \( v \) be two solutions associated with the initial data \( u_0 \) and \( v_0 \), respectively, constructed in (i) with the estimate \( \|u\|_{K^s(T)} \leq 2\|e^{t\Delta}u_0\|_{K^s(T)} \). Let \( w := u - v \) and \( w_0 := u_0 - v_0 \). We carry out the same calculations as before to see that there exists a positive constant \( C_3 \) such that
\[
\|w\|_{L^\infty(0,T;L^q_{\text{sc}}) \cap K^s(T)} \leq \|e^{t\Delta}w_0\|_{L^\infty(0,T;L^q_{\text{sc}}) \cap K^s(T)} + C_3 \left( \|u\|_{K^s(T)}^{\alpha-1} + \|v\|_{K^s(T)}^{\alpha-1} \right) \|w\|_{K^s(T)} \leq \|w_0\|_{L^q_{\text{sc}}} + 2C_3M^\alpha\|w\|_{K^s(T)},
\]
where \( M = \max\{\|e^{t\Delta}u_0\|_{K^s(T)}, \|e^{t\Delta}v_0\|_{K^s(T)}\} \). By taking \( T \) smaller if necessary \((2C_3M^\alpha \leq \frac{1}{2} \) for instance), we deduce the Lipschitz stability on the short time-interval \([0,T]\).

3.1.4. Proof of (iv). We prove the blow-up criterion by a contradiction argument. Let \( T_m < \infty \) and suppose that \( \|u\|_{K^s(T_m)} < \infty \) holds. Let \( u \) be a maximal solution and let \( t_0 \in (0,T_m) \), to be fixed later. We aim to prove there exists an \( \varepsilon > 0 \) such that
\[
\|e^{t\Delta}u(t_0)\|_{K^s(T_m-t_0+\varepsilon)} \leq \rho, \tag*{(3.11)}
\]
where \( \rho > 0 \) is the constant as in Lemma 3.1. Once \((3.11)\) is proved, the solution \( u \) can be smoothly extended to \( T_m + \varepsilon \). Moreover, \( u \) is unique in \( C([0,T_m+\varepsilon];L^q_{\text{sc}}(\mathbb{R}^d) \cap K^s(T_m+\varepsilon)) \) by (ii), which contradicts the definition of \( T_m \). Thus, \( \|u\|_{K^s(T_m)} = \infty \) if \( T_m < \infty \).

Let us concentrate on proving \((3.11)\). We may express the maximal solution as follows:
\[
u(t) = e^{t\Delta}u(t_0) + \int_0^t e^{(t-\tau)\Delta}\left\{\gamma F(u(t_0 + \tau))\right\} d\tau, \quad 0 \leq t < T_m - t_0.
\]
Thus, we have
\[
\|e^{t\Delta}u(t_0)\|_{K^s(T_m-t_0)} \leq \|u(t)\|_{K^s(T_m-t_0)} + \left\|\int_0^t e^{(t-\tau)\Delta}\left\{\gamma F(u(t_0 + \tau))\right\} d\tau\right\|_{K^s(T_m-t_0)}.
\]
For the first term, we have

\[
\|u(t + t)\|_{\mathcal{K}^s(T_m-t_0)} = \sup_{0 \leq t \leq T_m-t_0} t^{\frac{s-a}{2}} \|u(t + t_0)\|_{L^q} = \sup_{t_0 \leq s \leq T_m} (s-t_0)^{\frac{s-a}{2}} \|u(s)\|_{L^q}
\]

\[
\leq \left( \frac{T_m-t_0}{t_0} \right)^{\frac{s-a}{2}} \sup_{t_0 \leq s \leq T_m} s^{\frac{s-a}{2}} \|u(s)\|_{L^q} \leq \left( \frac{T_m-t_0}{t_0} \right)^{\frac{s-a}{2}} \|u\|_{\mathcal{K}^s(T_m)}.
\]

(3.12)

For the second term, Lemma 2.2 yields

\[
\left\| \int_0^t e^{(t-\tau)\Delta} \{ \cdot R F(u(t_0 + \tau)) \} d\tau \right\|_{\mathcal{K}^s(T_m-t_0)} \leq C_0 \|u(t + t_0)\|_{\mathcal{K}^s(T_m-t_0)}.
\]

(3.13)

Since the right-hand sides in (3.12) and (3.13) go to 0 as \( t_0 \to T_m \), we may fix some \( t_0 \) close enough to \( T_m \) so that

\[
\|e^{t_0 \Delta} u(t_0)\|_{\mathcal{K}^s(T_m-t_0)} \leq 2^{-\frac{s-a}{2}} \rho.
\]

Let \( \varepsilon \in (0, T_m-t_0) \), to be fixed later. Then, we have

\[
\sup_{2\varepsilon \leq t \leq T_m-t_0+\varepsilon} t^{\frac{s-a}{2}} \|e^{t_0 \Delta} u(t_0)\|_{L^q} = \sup_{\varepsilon \leq s \leq T_m-t_0} \left( \frac{s + \varepsilon}{s} \right)^{\frac{s-a}{2}} \|e^{(s+\varepsilon)\Delta} u(t_0)\|_{L^q}
\]

\[
\leq \sup_{\varepsilon \leq s \leq T_m-t_0} \left( \frac{s + \varepsilon}{s} \right)^{\frac{s-a}{2}} \|e^{t_0 \Delta} u(t_0)\|_{\mathcal{K}^s(T_m-t_0)}
\]

\[
\leq 2^{\frac{s-a}{2}} \|e^{t_0 \Delta} u(t_0)\|_{\mathcal{K}^s(T_m-t_0)} \leq \frac{\rho}{2},
\]

(3.14)

where we have used

\[
\sup_{\varepsilon \leq s \leq T_m-t_0} \frac{s + \varepsilon}{s} \leq 2.
\]

On the other hand, since \( u(t_0) \in L^q(R^d) \), we may fix some \( \varepsilon > 0 \) such that

\[
\|e^{t_0 \Delta} u(t_0)\|_{\mathcal{K}^s(2\varepsilon)} \leq \frac{\rho}{2},
\]

(3.15)

By (3.15) and (3.14), we deduce that

\[
\|e^{t_0 \Delta} u(t_0)\|_{\mathcal{K}^s(T_m-t_0+\varepsilon)} \leq \|e^{t_0 \Delta} u(t_0)\|_{\mathcal{K}^s(2\varepsilon)} + \sup_{2\varepsilon \leq t \leq T_m-t_0+\varepsilon} t^{\frac{s-a}{2}} \|e^{t_0 \Delta} u(t_0)\|_{L^q}
\]

\[
\leq \frac{\rho}{2} + \frac{\rho}{2} = \rho,
\]

which proves (3.11).

3.1.5. Proof of (v). Taking \( T = \infty \) in Lemma 3.1, we deduce the global existence. Lastly, we show that if \( T_m = \infty \), then the solution is dissipative. We sketch the proof, as most of the computations are similar to the previous ones. We take
Lemma 3.4. Let real numbers $T \in (0, \infty)$, $\rho > 0$ and $M > 0$ satisfy
\[
\rho + \tilde{C}_0 T^{\frac{2\gamma}{2\gamma + s_c}} M^\alpha \leq M \quad \text{and} \quad 2\tilde{C}_1 T^{\frac{2\gamma}{2\gamma + s_c}} M^{\alpha - 1} < 1, \tag{3.16}
\]
where $\tilde{C}_0$ and $\tilde{C}_1$ are as in Lemma 2.7. Under conditions (1.7), (1.8) and (1.9), let $u_0 \in S'(\mathbb{R}^d)$ be such that $e^{t\Delta} u_0 \in \tilde{K}^s(T)$ for $T$ fixed as above. If $\|e^{t\Delta} u_0\|_{\tilde{K}^s(T)} \leq \rho$, then a solution $u$ to (1.1) exists such that $u - e^{t\Delta} u_0 \in C([0, T]; L^q_s(\mathbb{R}^d))$ and $\|u\|_{\tilde{K}^s(T)} \leq M$.

Remark 3.5. To meet condition (3.16), it suffices to take $M = 2\rho$ and $T$ such that
\[
T < \min \left\{ \left(2^\alpha \tilde{C}_0\right)^{-\frac{1}{\alpha - 1}} M^{\frac{s_c}{\alpha}}, \left(2^\alpha \tilde{C}_1\right)^{-\frac{1}{\alpha - 1}} M^{\frac{s_c - 1}{\alpha - 1}} \right\} \rho^{-\frac{2}{\alpha - s_c}}.
\]

Proof of Lemma 3.4. Setting the metric $d(u, v) := \|u - v\|_{\tilde{K}^s(T)}$, we may show that $(\tilde{K}^s(T), d)$ is a nonempty complete metric space. Let $X_M := \{u \in \mathcal{K}^s(T) ; \|u\|_{\tilde{K}^s(T)} \leq M\}$ be the closed ball in $\tilde{K}^s(T)$ centered at the origin with radius $M$. Similarly to the critical case, we may prove that the map defined in (2.2) has a fixed point in $\tilde{X}_M$, thanks to Lemma 2.6 and (3.16). Thus, Banach’s fixed point theorem ensures the existence of a unique fixed point $u$ for the map $\Phi$ in $\tilde{X}_M$.

Having obtained a fixed point in $\tilde{K}^s(T)$, we deduce $u - e^{t\Delta} u_0 \in L^\infty(0, T; L^q_s(\mathbb{R}^d))$ thanks to Lemma 2.8 provided further that (1.11), (2.22) and (2.23) are satisfied. We see that $s < \tilde{s} < s_c$ imply
\[
\max \left\{ \frac{\gamma}{\alpha - 1}, \tilde{s} - \frac{2}{\alpha} \right\} < \frac{\tilde{s} + \gamma}{\alpha}
\]
so $\frac{s_c + \gamma}{\alpha}$ is a new lower bound for $s$. In conjunction with this stronger lower bound $\frac{s_c + \gamma}{\alpha} \leq s$, there also appears a new upper bound for $\frac{1}{q}$. More precisely, for such an $s$ satisfying (2.19) and (2.23) to exist, $q$ must satisfy, in addition to (2.18) and (2.22),
\[
\frac{1}{q} < \frac{1}{d\alpha} \left( \frac{2\alpha + \gamma}{\alpha - 1} - \tilde{s} \right). \tag{3.17}
\]
Indeed, $\tilde{s} < s_c$ is equivalent to $\frac{1}{q} < \frac{1}{d\alpha}(\frac{2\alpha+\gamma}{\alpha-1} - \tilde{s})$. We notice that $\frac{1}{\alpha}(1 - \frac{2}{d}) < \frac{1}{\alpha}(1 - \frac{2}{d\alpha})$ and $\frac{1}{d\alpha}(\frac{2\alpha+\gamma}{\alpha-1} - \tilde{s}) > \frac{1}{d\alpha}(\frac{2\alpha+\gamma}{\alpha-1} - \tilde{s})$ as $\frac{2}{\alpha-1} < \tilde{s}$. Thus, combining (2.18) and (3.17), we deduce that the conditions for $q$ are (1.12).

We omit the proofs of (i), (ii) and (iii) of Theorem 1.10 as they are standard. We only prove (iv).

3.2.1. Proof of (iv). Let $u_0 \in L^q_x(\mathbb{R}^d)$ be such that $T_m = T_m(u_0)$ is finite and let $u \in C([0,T_m); L^q_x(\mathbb{R}^d))$ be the maximal solution of (1.1). Fix $t_0 \in (0,T_m)$ and so that we may express the maximal solution by $u(t + t_0) = e^{t\Delta}u(t_0) + \int_0^t e^{(t-\tau)\Delta}\{f(u(t_0 + \tau, \cdot))\}d\tau, \quad 0 \leq t < T_m - t_0.$

We observe that $$\|u(t_0)\|_{L^q_x} + \tilde{C}_0(T_m - t_0)^{\frac{d-1}{2}(s_c - \tilde{s})} M^\alpha > M$$ holds for all $M > 0$, where $\tilde{C}_0$ is as in (2.20). Otherwise there exists $M > 0$ such that $$\|u(t_0)\|_{L^q_x} + \tilde{C}_0(T_m - t_0)^{\frac{d-1}{2}(s_c - \tilde{s})} M^\alpha \leq M$$ so that one may argue as in the proof of existence to obtain a local solution such that $\|u(t + t_0)\|_{L^q_x} \leq M$ for $t \in [0,T_m - t_0]$ and in particular, $u(T_m)$ is well-defined in $L^q_x(\mathbb{R}^d)$, contradicting the definition of $T_m$. Let $M = 2\|u(t_0)\|_{L^q_x}$ so that $$\|u(t_0)\|_{L^q_x} + 2\tilde{C}_0\|u(t_0)\|_{L^q_x}(T_m - t_0)^{\frac{d-1}{2}(s_c - \tilde{s})} > 2\|u(t_0)\|_{L^q_x},$$ which yields (1.14). In particular, $\|u(t)\|_{L^q_x} \to \infty$ as $t \to T_m$. Thus, we conclude Theorem 1.10.

3.3. Proof of Theorem 1.9. Let $\psi(x) := |x|^{-\frac{2\alpha+\gamma}{\alpha-1}}$ for $x \neq 0$. We first claim that a initial data $u_0$ given by $u_0(x) := c\psi(x)$ with a sufficiently small $c$ satisfies the all assumptions of (v) in Theorem 1.3 with $T = \infty$, thereby generating a global solution to the Cauchy problem (1.1) with the initial data $u_0$. Since $\psi \in L^1_{loc}(\mathbb{R}^d)$ as $\alpha > \alpha_F(d, \gamma)$, $\psi \in \mathcal{S}'(\mathbb{R}^d)$ and $e^{\Delta}\psi$ is well-defined. Since $s < s_c$, there exist $s_1, s_2 \in \mathbb{R}$ such that $s < s_1 < s_c < s_2$. As in the proof of [1] Theorem 1.3, we can prove that $\psi$ can be decomposed into $\psi = \psi_1 + \psi_2$, $\psi_1 := \chi_{|x|>1}\psi$ and $\psi_2 := \chi_{|x|<1}\psi$ so that $\psi_1 \in L^q_{s_1}(\mathbb{R}^d)$ and $\psi_2 \in L^q_{s_2}(\mathbb{R}^d)$. This implies that the estimate $\|e^{\Delta}\psi\|_{L^q_x} \leq C(\|\psi_1\|_{L^q_{s_1}} + \|\psi_2\|_{L^q_{s_2}})$ holds, thanks to Lemma 2.1. By the homogeneity of the data, we deduce $\|e^{\Delta}\psi\|_{L^q_x} < \infty$. Thus, if the constant $c$ is taken small enough so that (v) in Theorem 1.3 is satisfied, the initial data $u_0 = c\psi$ generates a unique global solution to (1.1).

Let $\varphi := \omega\psi$ be as in the assumption of Theorem 1.9. Then we note that $\varphi$ is homogeneous of degree $-\frac{2\alpha+\gamma}{\alpha-1}$. We show that the global solution $u$ to (1.1) with the initial data $\varphi$, which is obtained by (v) in Theorem 1.3 is also self-similar. To this end, for $\lambda > 0$, let $\varphi_\lambda$ be defined by $\varphi_\lambda(x) := \lambda^{\frac{\alpha-1}{\alpha}} \varphi(\lambda x)$. Since the identity $\|\varphi_\lambda\|_{\mathcal{K}^s} = \|\varphi\|_{\mathcal{K}^s}$ holds for all $\lambda > 0$, it follows that $\varphi_\lambda$ also satisfies the assumptions of (v) in Theorem 1.3. As $u_\lambda$ given by (1.2) is a solution of (1.1) with initial data $u_\lambda(x) = c\varphi_\lambda(x)$.
4. Nonexistence of local positive weak solution

In this section we give a proof of Theorem 1.13. As the argument is standard, we only give a sketch of the proof. For the details, we refer to [12, Proposition 2.4, Theorem 2.5].

4.1. Proof of Theorem 1.13. Let $T \in (0, 1)$. Suppose that the conclusion of Theorem 1.13 does not hold. Then there exists a positive weak solution $u$ on $[0, T)$ (See Definition 1.12). Let

$$
\psi_T(t, x) := \eta \left( \frac{t}{T} \right) \phi \left( \frac{x}{\sqrt{T}} \right),
$$

where $\eta \in C^\infty_0([0, \infty))$ and $\phi \in C^\infty_0(\mathbb{R}^d)$ are such that

$$
\eta(t) := \begin{cases} 1, & 0 \leq t \leq \frac{1}{2}, \\ 0, & t \geq 1, \end{cases}
$$

and

$$
\phi(x) := \begin{cases} 1, & |x| \leq \frac{1}{2}, \\ 0, & |x| \geq 1. \end{cases}
$$

Let $l \in \mathbb{N}$ with $l \geq 3$, which will be chosen later. We note that $\psi_T^l \in C^{1,2}([0, T) \times \mathbb{R}^d)$ and the estimates $|\partial_\ell \{ \psi_T(t, x) \}| \leq C_T \psi_T(t, x)^{l-1}$ and $|\partial_{x_j}^2 \{ \psi_T(t, x) \}| \leq C_T \psi_T(t, x)^{l-1}$ hold for $j = 1, \ldots, d$. We define a function $I : [0, T) \to \mathbb{R}_{\geq 0}$ given by

$$
I(T) := \int_{[0, T) \times \{ |x| < \sqrt{T} \}} |x|^\alpha u(t, x)^\alpha \psi_T^l \, dt \, dx.
$$

We note that $I(T) < \infty$, since $u \in L_\ell^\alpha(0, T; L_2^\alpha, \text{loc}(\mathbb{R}^d))$. By using the weak form (1.15) and the above estimates, the estimates hold:

$$
I(T) + \int_{|x| < \sqrt{T}} u_0(x) \phi \left( \frac{x}{\sqrt{T}} \right) \, dx = \left| \int_{[0, T) \times \{ |x| < \sqrt{T} \}} u(\partial_t \psi_T^l + \Delta \psi_T^l) \, dt \, dx \right|
\leq \frac{C}{T} \int_{[0, T) \times \{ |x| < \sqrt{T} \}} |u| \psi_T^l \, dt \, dx.
$$

Here we choose $l$ as

$$
-\frac{l}{\alpha} + l - 2 > 0, \quad \text{i.e.,} \quad l > \frac{2\alpha}{\alpha - 1}.
$$

By Hölder’s inequality and Young’s inequality, we may estimate the integral in the right-hand side above by

$$
T^{-1} \int_{[0, T) \times \{ |x| < \sqrt{T} \}} |u| \psi_T^l \, dt \, dx \leq I(T)^{\frac{1}{\alpha'}} \cdot T^{-1} K(T)^{\frac{1}{\alpha'}} \leq \frac{1}{2} I(T) + \frac{C}{T^{\alpha'}} K(T),
$$

where $1 = \frac{1}{\alpha} + \frac{1}{\alpha'}$, i.e., $\alpha' = \frac{\alpha}{\alpha - 1}$, and

$$
K(T) := \int_{[0, T) \times \{ |x| < \sqrt{T} \}} (|x|^{-\alpha})^{\alpha'} \, dt \, dx = T \int_{|x| < \sqrt{T}} |x|^{-\alpha + \frac{\alpha}{\alpha - 1}} \, dx = CT^{1 - \frac{\alpha}{2(\alpha - 1)}} + \frac{C}{T^{\alpha'}}.
$$
due to $\alpha > 1 + \gamma/d$. Summarizing the estimates obtained now, we have

$$\int_{|x|<\sqrt{T}} u_0(x) \phi^\dagger \left( \frac{x}{\sqrt{T}} \right) \, dx \leq I(T) + 2 \int_{|x|<\sqrt{T}} u_0(x) \phi^\dagger \left( \frac{x}{\sqrt{T}} \right) \, dx \leq C T^{-\frac{2+\gamma}{2(\alpha-1)}} + \frac{d}{2}. \quad (4.1)$$

We now choose the initial data $u_0$ as

$$u_0(x) := \begin{cases} 
|\alpha|^{-\beta} & |x| \leq 1, \\
0 & \text{otherwise}
\end{cases}$$

with

$$\beta < \min \left\{ s + \frac{d}{q}, d \right\}. \quad (4.2)$$

Then $u_0 \in L^q_s(\mathbb{R}^d)$ and by $T < 1$ and $\beta < d$, we have

$$\int_{|x|<\sqrt{T}} u_0(x) \phi^\dagger \left( \frac{x}{\sqrt{T}} \right) \, dx = T^{-\frac{\beta-d}{2}} \int_{|y|<1} |\alpha|^{-\beta} \phi^\dagger(y) \, dx = C T^{-\frac{\beta-d}{2}}. \quad (4.3)$$

Combining (4.1) and (4.3), we obtain

$$0 < C \leq T^{-\frac{\beta-d}{2}} \rightarrow 0 \quad \text{as } T \rightarrow 0, \quad (4.4)$$

where

$$\frac{\beta}{2} - \frac{2+\gamma}{2(\alpha-1)} > 0 \quad \text{i.e.} \quad \beta > \frac{2+\gamma}{\alpha-1}, \quad (4.5)$$

which leads to a contradiction. Thus the proposition holds if we take $\beta$ satisfying (4.2) and (4.5), which amount to $s > s_*$ and $\alpha > \alpha_F(d, \gamma)$. The proof is complete.

5. Appendix

We list basic properties of the weighted Lebesgue spaces $L^q_s(\mathbb{R}^d)$.

**Proposition 5.1.** Let $s \in \mathbb{R}$ and $q \in [1, \infty]$. Then the following holds:

1. The space $L^q_s(\mathbb{R}^d)$ is a Banach space.
2. $C_0^\infty(\mathbb{R}^d)$ is dense in $L^q_s(\mathbb{R}^d)$ if $q$ and $s$ satisfy

$$1 \leq q < \infty \quad \text{and} \quad -\frac{d}{q} < s < d \left( 1 - \frac{1}{q} \right).$$

3. For $s_1, s_2 \in \mathbb{R}$, $q_1, q_2 \in [1, \infty]$, we have

$$\|f\|_{L^q_s} \leq \|f\|_{L^{q_1}_{s_1}}^{\theta} \|f\|_{L^{q_2}_{s_2}}^{1-\theta}$$

for $s = \theta s_1 + (1-\theta)s_2$, $\frac{1}{q} = \frac{\theta}{q_1} + \frac{1-\theta}{q_2}$ and $\theta \in (0, 1)$.

**Proof.** (1) The space $L^q_s(\mathbb{R}^d)$ is a Lebesgue space with a measure $d\mu = |x|^s \, dx$. See any standard textbook for the proof of its completeness.

(2) Recall that the weight $|x|^s$ belongs to the Muckenhoupt class $A_q$ if and only if $-\frac{d}{q} < s < d(1 - \frac{1}{q})$ when $q \in (1, \infty)$, and $|x|^s \in A_1$ if and only if $-d < s \leq 0$ when
Let $d \in \mathbb{N}$, $q \in [1, \infty)$ and $a, b, c \in \mathbb{R}$. Let $g(x) := (4\pi)^{-\frac{d}{2}} e^{-\frac{|x|^2}{4}}$.

(1) There exists a constant $C$ depending only on $d$, $q$, $a$ and $b$ such that
\[
\sup_{x \in \mathbb{R}^d} \int_{\mathbb{R}^d} (|y|^{-a}|x-y|^b g(x-y))^q \, dy \leq C
\]
provided that $0 \leq a < \frac{d}{q}$ and $b \geq 0$.

(2) There exists a constant $C$ depending only on $d$, $q$ and $c$ such that
\[
\sup_{x \in \mathbb{R}^d} \int_{\mathbb{R}^d} (|y|^{-c} g(x-y))^q \, dy \leq C
\]
provided that $0 \leq c < \frac{d}{q}$.

Proof. In what follows, we shall use the fact that there exists an absolute constant $C$ such that
\[
g(x) \leq C\langle x \rangle^{-N}
\]
for any $N \in \mathbb{N}$, where $\langle x \rangle := (1 + |x|^2)^{\frac{1}{2}}$. Let
\[
I(x) := \int_{\mathbb{R}^d} (|y|^{-a}|x-y|^b g(x-y))^q \, dy
\]
\[
= \int_{|y| < |x-y|} (|y|^{-a}|x-y|^b g(x-y))^q \, dy + \int_{|y| > |x-y|} (|y|^{-a}|x-y|^b g(x-y))^q \, dy
\]
\[
= I_1(x) + I_2(x).
\]
Thanks to (5.1) and $0 \leq b$, we have
\[
I_1(x) \leq C \int_{|y| < |x-y|} |y|^{-aq} (x-y)^{-d+1} \, dy \leq C \int_{|y| < |x-y|} |y|^{-aq} \langle y \rangle^{-(d+1)} \, dy < \infty,
\]
if $aq < d$. Moreover, we have
\[
I_2(x) \leq C \int_{|y| > |x-y|} |x-y|^{-(a-b)q} g(x-y)^q \, dy \leq C \int_{\mathbb{R}^d} |y|^{-(a-b)q} g(y)^q \, dy < \infty,
\]
if $a \geq 0$ and $(a-b)q < d$. Thus, $I(x) < \infty$ uniformly with respect to $x \in \mathbb{R}^d$. The proof for the second inequality is similar so we omit it.

We recall the following elementary characterization of $L^1(\mathbb{R}^d)$-functions.

Proposition 5.3. If $f \in L^1(\mathbb{R}^d)$, then
\[
\lim_{|x| \to 0} |x|^d |f(x)| = \lim_{|x| \to \infty} |x|^d |f(x)| = 0.
\]
Proof. We show the contrapositive. Suppose that \( \liminf_{|x| \to 0} |x|^{|d|} f(x) = c > 0 \). Then there exists some positive \( \delta \) such that \( \frac{c}{\delta} \leq |x|^{|d|} f(x) \) for \( |x| \leq \delta \). Thus,

\[
\int_{|x| \leq \delta} |f(x)| \, dx \geq c \int_0^\delta r^{-1} \, dr = c [\log r]_0^\delta = +\infty,
\]

which implies \( f \notin L^1(\mathbb{R}^d) \). The second equality is similarly proved.

As a corollary, we have the following.

**Corollary 5.4.** Let \( s \in \mathbb{R} \) and \( p \in [1, \infty] \). If \( f \in L^p_s(\mathbb{R}^d) \), then

\[
\liminf_{|x| \to 0} |x|^{s+\frac{d}{p}} g(x) = \liminf_{|x| \to \infty} |x|^{s+\frac{d}{p}} g(x) = 0.
\]

Finally, we give a proof of the fact that the \( L^p_s(\mathbb{R}^d) \)-mild solutions also satisfy the equation (1.1) in the distributional sense.

**Lemma 5.5.** We assume the same assumptions as in Theorem 1.3 (resp. Theorem 1.10). Let \( u \) be a \( L^p_s(\mathbb{R}^d) \)-mild solution on \([0, T]\) in the sense of Definition 1.2. Then \( u \) is a weak solution in the sense of Definition 1.2.

**Proof.** We prove the critical case only, since the subcritical case can be treated in the similar manner. Let \( T > 0 \) and \( u \) be an \( L^p_s(\mathbb{R}^d) \)-mild solution on \([0, T]\). First we prove \( u \in L^q(0, T; L^q_s(\mathbb{R}^d)) \). Let \( \Omega \subset \mathbb{R}^d \) be a compact subset of \( \mathbb{R}^d \). We also assume that \( q > \alpha \) since the case \( q = \alpha \) can be treated in the similar manner with a slight modification. Since \( s_c - 2 \leq s < (d + \gamma)/\alpha - d/q \), by the Hölder inequality, the following estimates hold:

\[
\|u\|_{L^q_s(0, T; L^q_s(\Omega))} \leq \int_0^T \left( \int_\Omega |x|^\frac{\theta(qs)}{q} \, dx \right)^{\frac{q}{\theta(qs)}} \|u(t)\|_{L^q_s} \, dt \leq C \int_0^T t^{-\frac{d}{q}} \|u\|_{K^s(\Omega)} \, dt < \infty,
\]

which implies that \( u \) belongs to \( L^q_s(0, T; L^q_s(\mathbb{R}^d)) \). Next we prove that \( u \) satisfies the weak form (1.15). Let \( \eta \in C^1([0, T] \times \mathbb{R}^d) \) be such that for any \( t \in [0, T] \), \( \text{supp} \eta(t, \cdot) \) is compact. Let \( T' \in (0, T) \). Since \( C^0_{\infty}(\mathbb{R}^d) \) is dense in \( L^q_{s_c}(\mathbb{R}^d) \) thanks to Proposition 5.1, there exists a sequence \( \{u_{0j}\} \subset C^0_{\infty}(\mathbb{R}^d) \) such that the following identity holds:

\[
\lim_{j \to \infty} \|u_0 - u_{0j}\|_{L^q_{s_c}} = 0.
\]

By this identity and the integration by parts, we can prove the following identity:

\[
\int_{[0, T'] \times \mathbb{R}^d} (e^{t\Delta} u_0)(x)(\Delta \eta + \partial_t \eta)(t, x) \, dx \, dt = \int_{\mathbb{R}^d} (e^{T'\Delta} u_0)(x) \eta(T', x) \, dx - \int_{\mathbb{R}^d} u_0(x) \eta(0, x) \, dx.
\]
Thus it suffices to prove the identity
\[ \int_{[0,T'] \times \mathbb{R}^d} N(u(t, x))(\Delta \eta + \partial_t \eta)(t, x) \, dx \, dt = -\int_{[0,T'] \times \mathbb{R}^d} |x|^\gamma F(u(t, x)) \eta(t, x) \, dx \, dt, \]
where \( N \) is defined by (2.3). We write \( G(t, x) := |x|^\gamma F(u(t, x)) \). Then we can express \( N(u) \) as
\[ N(u) = \int_0^t e^{(t-\tau)\Delta} G(\tau) \, d\tau. \]
Moreover, the equality
\[ \sup_{t \in [0,T']} \frac{t^{(\alpha-s)\sigma}}{2} \|G(t)\|_{L^q} \leq \|u\|_{K^s(T)}^\alpha < \infty \]
is valid, where \( \sigma := \alpha s - \gamma \). Since the time interval \([0,T]\) is compact, by using mollifiers with respect to the time variable and the space variables, we can find \( \{G_j\} \subset C_0^\infty([0,\infty) \times \mathbb{R}^d) \) such that
\[ \lim_{j \to \infty} \sup_{t \in [0,T']} \frac{t^{(\alpha-s)\sigma}}{2} \|G(t) - G_j(t)\|_{L^q} \to 0. \]
We define a sequence \( \{N_j\} \) as
\[ N_j(t, x) := \int_0^t e^{(t-\tau)\Delta} G_j(\tau, x) \, d\tau. \]
In a similar manner as the proof of Theorem 1.3, we can prove that
\[ \|N_j - N(u)\|_{K^s(T)} \leq C \sup_{t \in [0,T']} \frac{t^{(\alpha-s)\sigma}}{2} \|G_j(t) - G(t)\|_{L^q} \to 0 \]
as \( j \to \infty \). By this fact, we deduce that
\[ \text{R.H.S of (5.2)} = \lim_{j \to \infty} \int_{[0,T'] \times \mathbb{R}^d} N_j(t, x)(\Delta \eta + \partial_t \eta)(t, x) \, dx \, dt. \]
Since \( G_j \) is smooth, so is \( N_j \) and hence, by the integration by parts, the identity
\[ \int_{[0,T'] \times \mathbb{R}^d} N_j(t, x)(\Delta \eta + \partial_t \eta)(t, x) \, dx \, dt = \int_{[0,T'] \times \mathbb{R}^d} G_j(t, x) \eta(t, x) \, dx \, dt. \]
holds for any \( j \). By taking the limit \( j \to \infty \) in the right-hand side and (5.3), we have
\[ \lim_{j \to \infty} \int_{[0,T'] \times \mathbb{R}^d} N_j(t, x)(\Delta \eta + \partial_t \eta)(t, x) \, dx \, dt = \int_{[0,T'] \times \mathbb{R}^d} G(t, x) \eta(t, x) \, dx \, dt. \]
Thus we obtain (5.2), which completes the proof of the lemma. \( \square \)
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