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Abstract: This paper is devoted to the rigorous study of the low temperature properties of the two-dimensional weakly interacting Hubbard model on the honeycomb lattice in which the renormalized chemical potential \(\mu\) has been fixed such that the Fermi surface consists of a set of exact triangles. Using renormalization group analysis around the Fermi surface, we prove that this model is not a Fermi liquid in the mathematically precise sense of Salmhofer. The main result is proved in two steps. First we prove that the perturbation series for Schwinger functions as well as the self-energy function have non-zero radius of convergence when the temperature \(T\) is above an exponentially small value, namely \(T_0 \sim \exp(-C|\lambda|^{-1/2})\). Then we prove the necessary lower bound for second derivatives of self-energy w.r.t. the external momentum and achieve the proof.

1. Introduction

A honeycomb monolayer of carbon atoms, known as graphene [11, 12, 30, 36], has played an important role in condensed matter research. The un-doped system has conical valence [15, 16, 44] and conduction bands meeting at two different Fermi points, also called the Dirac points, and dispersion relation of the quasi-particle closely resembles the massless Dirac fermions in 2 + 1 dimensions. The peculiar Fermi surface has shown to be the origin of a number of remarkable effects, such as the anomalous integer Hall effect. Theoretically, this system can be described by the 2D Hubbard model [10, 28] on the honeycomb lattice (also called the honeycomb Hubbard model) at half-filling with weak local interactions, whose rigorous construction has been achieved in [27]. The geometry of the Fermi surface as well as the physical properties change drastically with doping [32, 39, 40].

In this paper we study the doped Honeycomb Hubbard model in which the value of the renormalized chemical potential \(\mu\) is equal to the hopping parameter \(t\), which is set to be 1. In this setting the non-interacting Fermi surface \(F_0\) is a collection of exact triangles in which van Hove singularities appear. Due to the lattice structure of the model, which
serves as an ultraviolet cutoff, there is no ultraviolet divergence in the mathematically interesting quantities such as the Schwinger functions and the self-energy function, and we focus on the infrared analysis of this model. The achievements of the present work are the following: We establish the power counting theorem for the $2p$-point Schwinger functions, $p \geq 1$ and prove that the perturbation series for the two-point many-fermion systems as well as the self-energy function have positive radius of convergence when the temperature $T$ is greater than a value $T_0 \sim \exp \left( -C|\lambda|^{-1/2} \right)$, where $|\lambda| \ll 1$ is the bare coupling constant, $C$ is a constant which depends on the physical parameters of the model such as the electron mass, the lattice structure, etc., but not on the temperature. Then the lower bound for the second derivatives of the self-energy w.r.t. the external momentum have been established.

We believe that this paper is important since it addresses a doped graphene system that is of current interest in the physics community, and mathematically provide the first rigorous results on the non-Fermi liquid behavior on that system.

Non-Fermi liquid behaviors have also been proved in the half-filled Hubbard model on the square lattice at half-filling [2,3]. There are important differences between the two models. First of all, the model studied in [2] is at half-filling, in which there are no quantum corrections to the chemical potential and the dispersion relations. This fact is due to the particle-hole symmetry, which make the renormalization analysis much simpler. Secondly, the Schwinger functions as well as the self-energy in the current model are matrix valued functions, due to the lattice structure, which are harder to study than in [2,3]. The fact that the Fermi surface in the current model is triangle-like but not square-like also makes the analysis more involved. It is intriguing that both models exhibit non-Fermi liquid behaviors. It may indicate some universal structure in models with van Hove singularities.

The main results of this paper will be proved with the Fermionic cluster expansions and rigorous renormalization group analysis [4,23,35]. One major difficulty in the proof is that the non-interacting Fermi surface $F_0$ is deformed by interaction, and the resulting interacting Fermi surface $F$ is moving when the temperature changes [21]. This shift of Fermi surface may cause divergence of many coefficients in the naive perturbation expansion. In order to solve this problem, we introduce a counter-term to the interaction potential, in such a way that the interacting Fermi surface for the new model is fixed and coincides with $F_0$. The inversion problem [19-22], which concerns the existence and uniqueness of the counter-term given a bare dispersion relation is not addressed in this paper. Sector analysis, the BKAR jungle formulas [1,8] and the multi-arch expansions are the main tools that we shall employ to establish the upper and lower bounds for the Schwinger functions and the self-energy function.

2. The Model and Main results

2.1. The honeycomb lattice and the non-interacting Fermi surface. Let $\Lambda_A = \{ x \mid x = n_1 \mathbf{l}_1 + n_2 \mathbf{l}_2, n_1, n_2 \in \mathbb{Z} \} \subset \mathbb{R}^2$ be the infinite triangular lattice generated by the basis vectors $\mathbf{l}_1 = \frac{1}{2}(3, \sqrt{3})$, $\mathbf{l}_2 = \frac{1}{2}(3, -\sqrt{3})$. Let $\Lambda_B = \Lambda_A + \mathbf{d}_i$ be the shifted triangular lattice of $\Lambda_A$ by one of the three vectors: $\mathbf{d}_1 = (1, 0)$, $\mathbf{d}_2 = \frac{1}{2}(-1, \sqrt{3})$ or $\mathbf{d}_3 = \frac{1}{2}(-1, -\sqrt{3})$. Due to the $\mathbb{Z}_3$ symmetry, shifting $\Lambda_A$ by any vector $\mathbf{d}_i, i = 1, \ldots, 3$ gives the same lattice. So we choose $\Lambda_B = \Lambda_A + \mathbf{d}_1$, for simplicity. The infinite honeycomb lattice is defined as $\Lambda = \Lambda_A \cup \Lambda_B$. For a fixed $L \in \mathbb{N}_4$, define the finite honeycomb lattice as the torus $\Lambda_L = \Lambda/L\Lambda = \Lambda_{L,A} \cup \Lambda_{L,B}$, which is the union of the two
sub-lattices $\Lambda_{L,A} := \Lambda_A / \Lambda_L, \Lambda_{L,B} := \Lambda_B / \Lambda_L$, with metric $d_L := |x - y|_{\Lambda_L} = \min_{(n_1, n_2) \in \mathbb{Z}^2} |x - y + n_1 \mathbf{L}_1 + n_2 \mathbf{L}_2|$. The Fock space for the many-fermion system is constructed as follows: let $H_L = \mathbb{C}^2 \otimes \mathbb{C} \otimes \mathbb{C}^2$ be a single-particle Hilbert space of functions $\Psi_{x,\tau,\alpha} : \Lambda_L \times \{\uparrow, \downarrow\} \times \{A, B\} \to \mathbb{C}$, in which $\tau \in \{\uparrow, \downarrow\}$ labels the spin index of the quasi-particle, $\alpha \in \{A, B\}$ distinguishes the two kinds of sub-lattices and $x \in \Lambda_L$ labels the lattice point. The normalization condition is $\|\Psi\|_2^2 = \sum_{x,\tau,\alpha} |\Psi_{x,\tau,\alpha}|^2 = 1$. The Fermionic Fock space $\mathcal{F}_L$ is defined as:

$$\mathcal{F}_L = \mathbb{C} \oplus \bigoplus_{N=1}^{L^2} \mathcal{F}_L^{(N)}, \quad \mathcal{F}_L^{(N)} = \bigwedge^N \mathcal{H}_L,$$

where $\bigwedge^N \mathcal{H}_L$ is the $N$-th anti-symmetric tensor product of $\mathcal{H}_L$. Let $\xi_i = (x_i, \tau_i, \alpha_i)$, $i = 1, \ldots, N$. Define the Fermionic operators $a_{x,\tau,\alpha}^\pm$ (see eg. [9, p. 10], Example 5.2.1) on $\mathcal{F}_L$ by:

$$(a_{x,\tau,\alpha}^+ \Psi)^{(N)}(\xi_1, \ldots, \xi_N) := \frac{1}{\sqrt{N}} \sum_{j=1}^{N} (-1)^j \delta_{x,x_j} \delta_{\alpha,\alpha_j} \delta_{\tau,\tau_j} \Psi^{(N-1)}(\xi_1, \ldots, \xi_{j-1}, \xi_{j+1}, \ldots, \xi_N),$$

$$(a_{x,\tau,\alpha}^- \Psi)^{(N)}(\xi_1, \ldots, \xi_N) := \sqrt{N + 1} \Psi^{(N+1)}(x, \tau; \xi_1, \ldots, \xi_N),$$

where $\delta_{\ldots}$ is the Kronecker delta function. It is easy to find that the Fermionic operators satisfy the canonical anti-commutation relations (CAR):

$$[a_{x,\tau,\alpha}^+, a_{x',\tau',\alpha'}^-] = \delta_{x,x'} \delta_{\alpha,\alpha'} \delta_{\tau,\tau'}, \quad [a_{x,\tau,\alpha}^+, a_{x',\tau',\alpha'}^+] = [a_{x,\tau,\alpha}^-, a_{x',\tau',\alpha'}^-] = 0.$$  

We impose the periodic boundary conditions on these Fermionic operators:

$$a_{x+n_1 \mathbf{L}_1 + n_2 \mathbf{L}_2,\tau,\alpha}^\pm = a_{x,\tau,\alpha}^\pm, \quad \forall x \in \Lambda_L.$$

The operators $a_{x,\tau,\alpha}^\pm$ and $a_{x,\tau,\beta}^\pm$ are called the Fermionic operators of type $A$ and type $B$, respectively.

The second quantized grand-canonical Hamiltonian on $\Lambda_L$ is defined by

$$H_L(\lambda) = H_L^0 + V(\lambda)_L,$$
in which

\[ H_L^0 = -t \sum_{x \in \Lambda_L, \tau = \uparrow \downarrow} \sum_{i=1}^{3} \left( a_{x,\tau,A}^+ a_{x+i,\tau,B}^- \right) + a_{x+i,\tau,B}^- a_{x,\tau,A}^- \]

\[ -\mu \sum_{x \in \Lambda_L, \tau = \uparrow \downarrow} \sum_{i=1}^{3} \left( a_{x,\tau,A}^+ a_{x+i,\tau,B}^- + a_{x+i,\tau,B}^- a_{x,\tau,A}^- \right), \]

is the non-interacting Hamiltonian; \( t \in \mathbb{R}_+ \) is the nearest neighbor hopping parameter and \( \mu \in \mathbb{R} \) is called the \textit{renormalized} chemical potential. \( V(\lambda)_L \) is the interaction potential, to be defined later. We fix \( t = 1 \) for the rest of this paper.

Let \( \Lambda_L^* \) be the dual lattice of \( \Lambda_L \) with basis vectors \( G_1 = \frac{2\pi}{3}(1, \sqrt{3}) \), \( G_2 = \frac{2\pi}{\sqrt{3}}(1, -\sqrt{3}) \), the first Brillouin zone is defined as

\[ D_L := \mathbb{R}^2 / \Lambda_L^* \equiv \{ \mathbf{k} \in \mathbb{R}^2 \mid \mathbf{k} = \frac{n_1}{L} G_1 + \frac{n_2}{L} G_2, n_{1,2} \in [-\frac{L}{2}, \frac{L}{2} - 1] \cap \mathbb{Z} \}. \tag{2.7} \]

The Fourier transform for the Fermionic operators are:

\[ a_{x,\tau,A}^\pm = \frac{1}{|\Lambda_L|} \sum_{\mathbf{k} \in D_L} e^{\pm i \mathbf{k} \cdot \mathbf{x}} a_{\mathbf{k},\tau,A}^\pm, \quad a_{x,\tau,B}^\pm = \frac{1}{|\Lambda_L|} \sum_{\mathbf{k} \in D_L} e^{\pm i \mathbf{k} \cdot \mathbf{x}} a_{\mathbf{k},\tau,B}^\pm, \]

in which \( |\Lambda_L| \) is the volume of \( \Lambda_L \). The inverse Fourier transform are given by:

\[ \hat{a}_{\mathbf{k},\tau,A}^\pm = \sum_{x \in \Lambda_L} e^{\mp i \mathbf{k} \cdot \mathbf{x}} a_{x,\tau,A}^\pm, \quad \hat{a}_{\mathbf{k},\tau,B}^\pm = \sum_{x \in \Lambda_L} e^{\mp i \mathbf{k} \cdot \mathbf{x}} a_{x,\tau,B}^\pm. \]

The periodicity of \( a_{x,\tau,A}^\pm \) implies

\[ \hat{a}_{\mathbf{k}+\mathbf{n}_1 G_1 + \mathbf{n}_2 G_2,\tau,A}^\pm = \hat{a}_{\mathbf{k},\tau,A}^\pm, \] and the commutation relations become:

\[ \{ a_{\mathbf{k},\tau,A}^+, a_{\mathbf{k}',\tau',A}^- \} = |\Lambda_L| \delta_{\mathbf{k},\mathbf{k}'} \delta_{\tau,\tau'} \delta_{\alpha,\alpha'} \{ a_{\mathbf{k},\tau,A}^+, a_{\mathbf{k}',\tau',A}^- \}, \]

\[ = \{ a_{\mathbf{k},\tau,A}^-, a_{\mathbf{k}',\tau',A}^- \} = 0. \tag{2.9} \]

It is useful to relabel the Fermionic operators of type \( A \), i.e., those with \( \alpha = A \), by \( \alpha = 1 \) and the Fermionic operators of type \( B \) by \( \alpha = 2 \), and organize these operators into vectors. Then we can rewrite the non-interacting Hamiltonian as

\[ H_L^0 = -\frac{1}{|\Lambda_L|} \sum_{\mathbf{k} \in D_L, \tau = \uparrow \downarrow} \sum_{\alpha,\alpha' = 1,2} \hat{a}_{\mathbf{k},\tau,A}^\pm \hat{H}_0(\mathbf{k}) \hat{a}_{\mathbf{k},\tau,A'}^\pm, \tag{2.10} \]

with matrix kernel:

\[ \hat{H}_0(\mathbf{k}) = \begin{pmatrix} -\mu & -\Omega^*(\mathbf{k}) \\ -\Omega(\mathbf{k}) & -\mu \end{pmatrix}, \tag{2.11} \]

in which \( \Omega(\mathbf{k}) = \sum_{i=1}^{3} e^{i \mathbf{d}_i \cdot \mathbf{k}} = 1 + 2 e^{-i \frac{3}{2} \mathbf{k}_1} \cos \left( \frac{\sqrt{3}}{2} \mathbf{k}_2 \right) \) is called the \textit{non-interacting complex dispersion relation}, and \( \Omega^*(\mathbf{k}) \) is the complex conjugate of \( \Omega(\mathbf{k}) \).

\textbf{Lemma 2.1.} (See also [27, Lemma 1]) \textit{The Hamiltonian (2.10) is invariant under the following symmetries.}

\begin{itemize}
  \item (a) Discrete spatial rotations: \( a_{\mathbf{k},\tau,A}^\pm \rightarrow e^{\mp i \mathbf{k} \cdot (\mathbf{d}_3 - \mathbf{d}_1)(\alpha - 1)} a_{\mathbf{k},\tau,A}^\pm \) is the rotation operator with \( \theta \in [0, 2\pi) \) independent of \( \mathbf{k} \).
  \item (b) Vertical reflections: \( a_{(k_1,k_2),\tau,A}^\pm \rightarrow a_{(k_1,-k_2),\tau,A}^\pm \).
  \item (c) Interchange of particles: \( a_{\mathbf{k},\tau,A}^\pm \leftrightarrow a_{-\mathbf{k},\tau,A'}^\pm \), for \( \alpha \neq \alpha' \).
\end{itemize}
Proof. It is enough to prove that

\[
\sum_{\alpha,\alpha'=1} \sum_{2 k \in \mathcal{D}_L} \hat{a}_{k,\tau,\alpha}^+ [\hat{H}_0(k)]_{\alpha,\alpha'} \hat{a}_{k,\tau,\alpha'} = -\mu \sum_{k \in \mathcal{D}_L} (a_{k,\tau,1}^+ a_{k,\tau,1} + a_{k,\tau,2}^+ a_{k,\tau,2})
\]

\[
- \sum_{k \in \mathcal{D}_L} \left[ a_{k,\tau,1}^+ \Omega^*(k) a_{k,\tau,2}^+ + a_{k,\tau,2}^+ \Omega(k) a_{k,\tau,1}^+ \right]
\]

(12.12)

is invariant under the transformations in (a)–(c). Since \( \Omega(k) \) is an even function of \( k_2 \) and since \( \mathcal{D}_L \) is invariant under the transformation \( k_2 \to -k_2 \), the conclusion of (b) follows.

The rotation operator in (a) is \( R_{2\pi/3} \). Define \( \Omega(k) = e^{i(d_1-d_2) \cdot k} \Omega(k) \). Since \( \mathcal{D}_L \) is invariant under the rotation \( R_{2\pi/3} \), we proved (a). Finally, using the fact that \( \Omega(k) = \Omega^*(-k) \), the conclusion of (c) follows. \( \square \)

Let \( T > 0 \) be the temperature of the system and \( \beta = 1/T \), the Gibbs states associated with \( H_L \) are defined by:

\[
\langle \cdot \rangle = \text{Tr}_{\mathcal{F}_L} [ \cdot e^{-\beta H_L}] / Z_{\beta,\Lambda L},
\]

(12.13)
in which \( Z_{\beta,\Lambda L} = \text{Tr}_{\mathcal{F}_L} e^{-\beta H_L} \) is the partition function and the trace is taken w.r.t. vectors in the Fock space \( \mathcal{F}_L \). Define \( \Lambda_{\beta,\Lambda L} := [-\beta, \beta] \times \Lambda L \). For \( x_0 \in [-\beta, \beta] \), the imaginary-time evolution of the Fermionic operators is defined as \( a_\pm^x = e^{\pm i H_L \cdot x} \), in which \( x = (x_0, x) \in \Lambda_{\beta,\Lambda L} \).

The 2-p-point Schwinger functions, \( p \geq 0 \), are (formally) defined as:

\[
S_{n,\beta,L}(x_1, \varepsilon_1, \tau_1, \alpha_1; \ldots; x_{2p}, \varepsilon_{2p}, \tau_{2p}, \alpha_{2p}; \lambda) := \langle \mathbf{T} a_{x_1,\tau_1,\alpha_1}^{\varepsilon_1} \cdots a_{x_{2p},\tau_{2p},\alpha_{2p}}^{\varepsilon_{2p}} \rangle_{\beta,L}
\]

\[
:= \frac{1}{Z_{\beta,\Lambda L}} \text{Tr}_{\mathcal{F}_L} e^{-\beta H_L} \mathbf{T} \{ a_{(x_1,\varepsilon_1)}^{\varepsilon_1} \cdots a_{(x_{2p},\varepsilon_{2p})}^{\varepsilon_{2p}} \},
\]

(12.14)

where \( \mathbf{T} \) is the Fermionic time-ordering operator, defined as

\[
\mathbf{T} \{ a_{(x_1,\varepsilon_1)}^{\varepsilon_1} \cdots a_{(x_{2p},\varepsilon_{2p})}^{\varepsilon_{2p}} \}
\]

\[
= \text{sgn} (\pi) a_{(x_{\pi(1)},\varepsilon_{\pi(1)})}^{\varepsilon_{\pi(1)}} \cdots a_{(x_{\pi(2p)},\varepsilon_{\pi(2p)})}^{\varepsilon_{\pi(2p)}}
\]

(15.15)
such that \( x_{\pi(1)}^0 \geq x_{\pi(2)}^0 \geq \cdots \geq x_{\pi(2p)}^0 \), in which \( \pi \) is the permutation operator. If some operators are evaluated at equal time, the ambiguity is solved by taking the normal-ordering on these operators: putting \( a_{x_1,\tau_1,\alpha_1}^{-} \) on the right of \( a_{x_1,\tau_1,\alpha_1}^{+} \).

2.1.1. The non-interacting Fermi surface The non-interacting two-point Schwinger function (also called the free propagator) is defined as:

\[
C_\beta(x - y) := \lim_{L \to \infty} S_{2,\beta,L}(x, y; 0)
\]

\[
= \lim_{L \to \infty} \frac{1}{\beta |\Lambda L|} \sum_{k = (k_0, k) \in \mathcal{D}_{\beta,L}} e^{ik_0 \cdot (x_0 - y_0) + ik \cdot (x - y)} \hat{C}(k_0, k),
\]

(17.17)
in which

\[
\hat{C}(k_0, k) = [-ik_0 \Pi + E(k, \mu)]^{-1},
\]

(18.18)
is the free propagator in the momentum space. The summation over the momentum $k = (k_0, \mathbf{k})$ runs over the set $\mathcal{D}_{\beta, L} := \{(2n + 1)\pi T, \ n \in \mathbb{N}\} \times \mathcal{D}_L$, in which $k_0 = (2n + 1)\pi/\beta = (2n + 1)\pi T, n \in \mathbb{N}$, are called the Matsubara frequencies. $\mathbb{I}$ is the $2 \times 2$ identity matrix and $E(\mathbf{k}, \mu) = \hat{H}_0(k)$ is called the band matrix, which is closely related to the band structure of the electrons. Inverting the denominator we obtain:

$$
\hat{C}(k_0, \mathbf{k}) = \frac{1}{k_0^2 + e(\mathbf{k}, \mu) - 2i\mu k_0} \begin{pmatrix}
ik_0 + \mu - \Omega^*(\mathbf{k}) \\
-\Omega(\mathbf{k}) & ik_0 + \mu
\end{pmatrix},
$$

(2.19)

in which

$$
e(\mathbf{k}, \mu) := -\det[E(\mathbf{k}, \mu)] = 4 \cos(3k_1/2) \cos(\sqrt{3}k_2/2) + 4 \cos^2(\sqrt{3}k_2/2) + 1 - \mu^2.
$$

(2.20)

**Definition 2.1.** The non-interacting Fermi surface (F.S.) is defined as:

$$\mathcal{F}_0 := \{k = (k_1, k_2) \in \mathbb{R}^2 | e(\mathbf{k}, \mu) = 0\}. \tag{2.21}
$$

It is a one-dimensional subset of $\mathbb{R}^2$. A Fermi surface may have several connected components, each of which is called a Fermi curve (F.C.).

The geometry of the Fermi surface depends crucially on the value of $\mu$: when $\mu = 0$, the solution to the equation $e(\mathbf{k}, \mu) = 0$ composes of a set of points, called the Fermi points or the Dirac points (cf. e.g. [27]), among which the pair $k_1^F = (\frac{2\pi}{3}, \frac{2\pi}{3\sqrt{3}})$ and $k_2^F = (\frac{2\pi}{3}, -\frac{2\pi}{3\sqrt{3}})$ are considered as the fundamental ones. When $\mu = 1$, the solutions to $e(\mathbf{k}, 1) = 0$ are the following lines:

$$
L_1 = \{(k_1, k_2) \in \mathbb{R}^2 : k_2 = \sqrt{3}k_1 - \frac{4n + 2}{\sqrt{3}}\pi, n \in \mathbb{Z}\},
$$

$$
L_2 = \{(k_1, k_2) \in \mathbb{R}^2 : k_2 = -\sqrt{3}k_1 + \frac{4n + 2}{\sqrt{3}}\pi, n \in \mathbb{Z}\},
$$

$$
L_3 = \{(k_1, k_2) \in \mathbb{R}^2 : k_2 = \pm\frac{(2n + 1)\pi}{\sqrt{3}}, n \in \mathbb{Z}\},
$$

(2.22)

which form a set of perfect triangles, also called the Fermi triangles. The Fermi surfaces is the union of these Fermi triangles (see Fig. 2 for an illustration of a Fermi surface composed of 6 Fermi triangles). The following two Fermi triangles

$$
\mathcal{F}_0^+ = \{k_2 = \sqrt{3}k_1 - \frac{2\pi}{\sqrt{3}}, k_1 \in [\frac{2\pi}{3}, \pi]\} \cup \{k_2 = -\sqrt{3}k_1 + \frac{2\pi}{\sqrt{3}}, k_1 \in [\frac{\pi}{3}, \frac{2\pi}{3}]\}
$$

$$
\cup \{k_2 = \frac{\pi}{\sqrt{3}}, k_1 \in [\frac{\pi}{3}, \pi]\},
$$

(2.23)

$$
\mathcal{F}_0^- = \{k_2 = \sqrt{3}k_1 - \frac{2\pi}{\sqrt{3}}, k_1 \in [\frac{\pi}{3}, \frac{2\pi}{3}]\} \cup \{k_2 = -\sqrt{3}k_1 + \frac{2\pi}{\sqrt{3}}, k_1 \in [\frac{2\pi}{3}, \pi]\}
$$

$$
\cup \{k_2 = -\frac{\pi}{\sqrt{3}}, k_1 \in [\frac{\pi}{3}, \pi]\},
$$

(2.24)
centered around the Fermi points \( k_1^F \) and \( k_2^F \), respectively, are called the fundamental Fermi triangles. All the other Fermi triangles are considered as translations of \( F_0^+ \) and \( F_0^- \). The vertices of the Fermi triangles are called the van Hove singularities. Lifshitz phase transitions [31] may happen when the chemical potential crosses \( \mu = 1 \), for which the geometry of the Fermi surface changes drastically: When \( 0 < \mu < 1 \), the Fermi surface is a set of closed convex curves centered around the Fermi points and bordered by the Fermi triangles, and when \( \mu > 1 \) the Fermi surfaces become concave and have more complicated geometrical properties.

2.2. The interaction potential and the moving Fermi surface. The many-body interaction potential for the honeycomb Hubbard model is defined as:

\[
V_L(\lambda) = \lambda \sum_{x \in \Lambda_L, A} \left( a^+_x \uparrow \downarrow a^-_x \downarrow \uparrow a^+_x \downarrow \downarrow a^-_x \uparrow \downarrow \right.
+ a^+_x \uparrow \downarrow a^-_x \downarrow \uparrow a^+_x \downarrow \downarrow a^-_x \uparrow \downarrow,a^+_x \downarrow \downarrow a^-_x \uparrow \downarrow, a^+_x \downarrow \downarrow a^-_x \uparrow \downarrow, a^+_x \downarrow \downarrow a^-_x \uparrow \downarrow \left), \tag{2.25}
\]

in which \( \lambda \in \mathbb{R} \) is called the bare coupling constant. It is easy to prove that \( V_L \) is invariant under the transformations introduced in Lemma 2.1.

If we choose the grand-canonical Hamiltonian as \( \tilde{H}_L = H_L^0 + V_L \), the interacting 2-point Schwinger function \( \tilde{S}^{int}_2(\lambda, \rho) \) (also called the interacting propagator) is defined as:

\[
[\tilde{S}^{int}_2(\lambda, \rho)]_{\alpha \alpha', \tau \tau'} := \langle T \{ a^-_{\rho_0, p, \tau, \alpha} a^+_{k_0, k, \tau', \alpha'} \} \rangle = \delta_{\tau, \tau'} \delta(p - k) \left[ (-ik_0 \mathbb{I} + E(k, \mu) + \mathcal{E}((k_0, k), \lambda))^{-1} \right]_{\alpha \alpha'}, \tag{2.26}
\]

in which

\[
\mathcal{E}((k_0, k), \lambda) = \begin{pmatrix}
\tilde{S}_{11}((k_0, k), \lambda) & \tilde{S}_{12}((k_0, k), \lambda) \\
\tilde{S}_{21}((k_0, k), \lambda) & \tilde{S}_{22}((k_0, k), \lambda)
\end{pmatrix}. \tag{2.27}
\]
is called the self-energy matrix. Since the interaction potential $V_L(\lambda)$ is invariant under the transformations of Lemma 2.1, we have

$$\tilde{\Sigma}_{11}((k_0,\mathbf{k}),\lambda) = \tilde{\Sigma}_{22}((k_0,\mathbf{k}),\lambda), \quad \tilde{\Sigma}_{12}((k_0,\mathbf{k}),\lambda) = \tilde{\Sigma}_{21}((k_0,-\mathbf{k}),\lambda). \quad (2.28)$$

The diagonal elements of (2.27) can be further decomposed as: $\tilde{\Sigma}_{11}((k_0,\mathbf{k}),\lambda) = T(\lambda) + \tilde{\Sigma}_{11}'((k_0,\mathbf{k}),\lambda)$, in which $T(\lambda)$ is independent of the external momentum $\mathbf{k}$ and is called the tadpole term, and $\tilde{\Sigma}_{11}'$ is the non-local part.

Notice that the interacting propagator $\tilde{\Sigma}_{2}^{\text{int}}(\lambda)$ could be singular at $k_0 \to 0$.

**Definition 2.2.** The interacting Fermi surface is defined by

$$\mathcal{F} = \{k | \det(E(\mathbf{k}, 1) + \mathcal{E}(0, \mathbf{k}), \lambda) = 0\}. \quad (2.29)$$

Using (2.27), we have:

$$\mathcal{F} = \left\{k | \det \left( -1 + T(\lambda) + \tilde{\Sigma}_{11}((0,\mathbf{k}),\lambda) - \Omega^*(\mathbf{k}) + \tilde{\Sigma}_{12}((0,\mathbf{k}),\lambda) \right) = 0 \right\}. \quad (2.30)$$

Remark that, since $\mathcal{E}(k,\lambda)$ is not known ahead of time, $\mathcal{F}$ is also not known and is changing when $\mathcal{E}$ changes. One possible way of solving this problem is to fix the interacting Fermi surface by introducing the following (nonlocal) counter-terms:

$$N_L(\lambda) = -\frac{1}{|\Lambda|} \sum_{\mathbf{k} \in \mathcal{D}_L} \sum_{\tau \in \{\uparrow, \downarrow\}} \left[ \mu(\lambda) \sum_{\alpha=1,2} a_{\mathbf{k},\tau,\alpha}^{+} a_{\mathbf{k},\tau,\alpha} + \sum_{\alpha,\alpha'=1,2} \delta(\mathbf{k},\lambda)_{\alpha\alpha'} a_{\mathbf{k},\tau,\alpha}^{+} a_{\mathbf{k},\tau,\alpha'} \right].$$

$$:= -\frac{1}{|\Lambda|} \sum_{\mathbf{k} \in \mathcal{D}_L} \sum_{\tau \in \{\uparrow, \downarrow\}} \sum_{\alpha,\alpha'=1,2} a_{\mathbf{k},\tau,\alpha}^{+} [\delta E(\mathbf{k},\lambda)]_{\alpha\alpha'} a_{\mathbf{k},\tau,\alpha'}, \quad (2.31)$$

in which

$$\delta E(\mathbf{k},\lambda) = \begin{pmatrix} \delta \mu(\lambda) + \hat{v}_{11}(\mathbf{k},\lambda) & \hat{v}_{12}(\mathbf{k},\lambda) \\ \hat{v}_{21}(\mathbf{k},\lambda) & \delta \mu(\lambda) + \hat{v}_{22}(\mathbf{k},\lambda) \end{pmatrix}, \quad (2.32)$$

whose matrix elements satisfy

$$\hat{v}_{11}(\mathbf{k},\lambda) = \hat{v}_{22}(\mathbf{k},\lambda), \quad \hat{v}_{12}(\mathbf{k},\lambda) = \hat{v}_{21}(\mathbf{k},\lambda), \quad (2.33)$$

and

$$\delta \mu(0) = 0, \quad \hat{v}_{\alpha\alpha'}(\mathbf{k},0) = 0, \quad \text{for} \quad \alpha,\alpha' = 1,2. \quad (2.34)$$

The (new) grand-canonical Hamiltonian is defined by:

$$H_L = H_L^0 + V_L + N_L, \quad (2.35)$$

and the interacting propagator is:

$$\left( -ik_0 \mathbb{I} + E(\mathbf{k}, 1) + \delta E(\mathbf{k},\lambda) + \mathcal{E}(k_0,\mathbf{k}) \delta E, \mathcal{E} \right)^{-1}. \quad (2.36)$$

With the introduction of the counter-terms, the singularities of the new interacting propagator (2.36) are required to coincide with the non-interacting Fermi surface $\mathcal{F}_0$, which set constraints on the counter-terms, called the renormalization conditions. We can formally expand the interacting propagator as:

$$\sum_{n=0}^{\infty} \left( -ik_0 \mathbb{I} + E(\mathbf{k}, 1) \right)^{-1} \left[ \delta E(\mathbf{k},\lambda) + \mathcal{E}(k_0,\mathbf{k}) \delta E, \mathcal{E} \right] \left( -ik_0 \mathbb{I} + E(\mathbf{k}, 1) \right)^{-1}, \quad (2.37)$$

the renormalization conditions can be formulated as:
Definition 2.3. (The renormalization conditions)

- (a) The numerator in (2.37) vanishes on the Fermi surface:
  \[ \delta E(k, \lambda) + \mathcal{E}((0, k), \lambda) = 0, \quad \forall k \quad \text{with} \quad e(k, 1) = 0, \]  
  (2.38)

- (b) the ratio
  \[ \left( \delta E(k, \lambda) + \mathcal{E}((k_0, k), \delta E, \lambda) \right) \left( -ik_0 \mathbb{1} + E(k, 1) \right)^{-1} \]  
  is locally bounded for all \((k_0, k) \in \mathcal{D}_{\beta, L}\), up to a zero-measure set.

Define the projection operator \(P_F\) which maps each \(k \in \mathcal{D}_L\) to a unique \(P_F k \in \mathcal{F}_0\). Using the explicit expressions for \(\delta E\) and \(\mathcal{E}\), Formula (2.38) can be written as:

\[ \delta \mu(\lambda) + T(\lambda) = 0, \]  
and

\[ \hat{\nu}_{\alpha\alpha'}(P_F k, \lambda) + \hat{\Sigma}_{\alpha\alpha'}((0, P_F k), \delta E, \lambda) = 0, \quad \alpha, \alpha' = 1, 2. \]  
(2.40)

Due to the symmetry properties of the self-energy matrix (cf. (2.28)), (2.41) reduces to:

\[ \hat{\nu}_{11}(P_F k, \lambda) + \hat{\Sigma}_{11}((0, P_F k), \delta E, \lambda) = 0, \quad \hat{\nu}_{12}(P_F k, \lambda) + \hat{\Sigma}_{12}((0, P_F k), \delta E, \lambda) = 0. \]  
(2.42)

Remark 2.1. It is important to remark that, since the set of counter-terms \(\delta E\) that satisfy condition (a) maybe highly non-trivial, we have indeed defined a class of honeycomb-Hubbard models whose interacting Fermi-surfaces are fixed and coincide with \(\mathcal{F}_0\).

We have the following theorem concerning the counter-terms, which will be proved in Sect. 7.3.

Theorem 2.1. There exists a counter-term matrix \(\delta E(k, \lambda)\) such that the renormalization conditions introduced in Definition 2.3 can be satisfied. The tadpole counter-term \(\delta \mu(\lambda)\) is a bounded function of \(\lambda\). The counter-terms \(\hat{\nu}_{\alpha\alpha'}(k, \lambda), \alpha, \alpha' = 1, 2\), are bounded and uniformly \(C^1\) but not uniformly \(C^2\) in the external momentum \(k\).

Notice that we can combine the quadratic terms in \(H^0_L\) and \(N_L\):

\[ -\frac{1}{|\Lambda|} \sum_{k \in \mathcal{D}_L} \sum_{\tau \in \{\uparrow, \downarrow\}} \sum_{\alpha, \alpha' = 1, 2} \mathbf{a}^\dagger_{k, \tau, \alpha}[E_{\text{bare}}(k, \lambda)]_{\alpha\alpha'} \mathbf{a}_{k, \tau, \alpha'}, \]  
(2.43)

in which the kernel matrix

\[ E_{\text{bare}} = \begin{pmatrix} -1 + \delta \mu(\lambda) + \hat{\nu}_{11}(k, \lambda) & -\Omega^*(k) + \hat{\nu}_{12}(k, \lambda) \\ -\Omega(k) + \hat{\nu}_{12}(-k, \lambda) & -1 + \delta \mu(\lambda) + \hat{\nu}_{11}(-k, \lambda) \end{pmatrix} \]  
(2.44)

is called the bare band matrix, \(\mu_{\text{bare}} = 1 - \delta \mu(\lambda)\) is called the bare chemical potential. The Hamiltonian for the new model can be considered as the one with band matrix \(E_{\text{bare}}\) and interaction potential \(V_L(\lambda)\).

Before proceeding, let us recall the Salmhofer’s criterion on the Fermi liquid [43] at equilibrium:
Definition 2.4. (Salmhofer’s criterion) A 2-dimensional many-fermion system at positive temperature is a Fermi liquid if the thermodynamic limit of the momentum space Green’s functions exists for $|\lambda| < \lambda_0(T)$ and if there are constants $C_0, C_1, C_2 > 0$ independent of $T$ and $\lambda$ such that the following holds. (a) The perturbation expansion for the momentum space self-energy $[\Sigma(k, \lambda)]_{\alpha\alpha'}$, $\alpha, \alpha' = 1, 2$, converges for all $(\lambda, T)$ with $|\lambda \log T| < C_0$. (b) The self-energy $[\Sigma(k, \lambda)]_{\alpha\alpha'}$ satisfies the following regularity conditions:

- $[\Sigma(k, \lambda)]_{\alpha\alpha'}$ is twice differentiable in $k_0, k_+, k_-$ and
  \[
  \| [\partial^2_{k_i, k_j} \Sigma(k, \lambda)]_{\alpha\alpha'} \|_{L^\infty} \leq C_1, \quad i = 0, \pm, \quad j = 0, \pm, \quad \alpha, \alpha' = 1, 2, \tag{2.45}
  \]

- The restriction of the self-energy on the Fermi surface $F_0$ is $C^2$ differentiable w.r.t. the momentum, and
  \[
  \| [\partial^2_{k_i, k_j} \Sigma(k, \lambda)]_{\alpha\alpha'} \|_{k_0=0, k_\pm \in F_0} \|_{L^\infty} \leq C_2, \quad i = 0, \pm, \quad j = 0, \pm, \quad \alpha, \alpha' = 1, 2. \tag{2.46}
  \]

2.3. The main result. The most interesting quantities in this model are the connected Schwinger functions $S^\varepsilon_{2p, \beta}(\lambda)$, $p \geq 0$, and the self-energy function $\Sigma(\lambda)$ in the thermodynamic limit $L \to \infty$ or $\Lambda_L \to \Lambda$. A fundamental mathematical problem is whether such quantities are well defined. In this paper we will provide a positive answer to this problem, and study the analytic properties of the connected Schwinger function $S^\varepsilon_{2p, \beta}(\lambda)$ for $p \geq 1$ and the self-energy function, in the thermodynamic limit. The main results are summarized in the following theorem (see also Theorems 4.2, 5.1, 5.2, 7.1, 7.2 and 8.1 for the precise presentation of the main results).

Theorem 2.2. Consider the doped honeycomb Hubbard model with renormalized chemical potential $\mu = 1$ at positive temperature $0 < T < 1$, which corresponding to the far-infrared region of the model. There exists a counter-term matrix $\delta E$ obeying the renormalization conditions (cf. Definition 2.3), such that, after taking the thermodynamic limit $L \to \infty$, the perturbation series of the connected $2p$-point Schwinger functions, $p \geq 1$, as well as the self-energy have positive radius of convergence in the set $\mathcal{R}_T := \{ \lambda \in \mathbb{R} \mid \lambda < C/|\log T|^2 \}$, in which $0 < C < 0.01$ is a positive constant which depends on the physical parameters of the model but not on $T$ and $\lambda$. The first derivative of the self-energy w.r.t. the external momentum is uniformly bounded but the second derivatives of the self-energy w.r.t. the external momentum are divergent for $T \to 0$ (cf. Theorem 8.1). Therefore this model doesn’t satisfy Salmhofer’s criterion and the ground state of this model is not a Fermi liquid.

These results will be proved with rigorous renormalization group analysis. In the first step, we shall express the Schwinger functions in terms of Grassmann functional integrations, which are more suitable for the multi-scale analysis.

3. The Multi-scale Analysis

3.1. The Berezin integrals. The Berezin integrals are linear functionals on the Grassmann algebra $\text{Gra}$, generated by the Grassmann variables $\{ \Psi_{k, \tau, \alpha} \}_{k \in D_\beta, L}^{\tau=\uparrow, \downarrow; \alpha=1, 2; \epsilon=\pm}$, which satisfy the periodic condition in the momentum variables: $\Psi_{k_0, k+n_{G_1}+n_{G_2}, \tau, \alpha} = \Psi_{k_0, k, \tau, \alpha}$.
but anti-periodic condition in the frequency variable: \( \hat{\psi}_{k_0+\beta,k,\tau,\alpha}^e = -\hat{\psi}_{k_0,k,\tau,\alpha}^e \). The product of \( \text{Gra} \) is defined by: \( \hat{\psi}_{k,\tau,\alpha}^e \hat{\psi}_{k',\tau',\alpha'}^e = -\hat{\psi}_{k',\tau',\alpha'}^e \hat{\psi}_{k,\tau,\alpha}^e \), for \((e', \tau', \alpha', k')\) and \((\hat{\psi}_{k,\tau,\alpha}^e)^2 = 0\). Let \( D\psi = \prod_{k \in \mathbb{D}_\beta,L,\tau=\pm,\alpha=1,2} \frac{1}{\beta|\Lambda_L|} \left( -i k_0 - 1 - \Omega^e(k) \right) \left( -\Omega(k) - i k_0 - 1 \right) \), be the measure of the Berezin integral, \( Q(\hat{\psi}^e, \hat{\psi}^f) \) be a monomial function of \( \hat{\psi}_{k,\tau,\alpha}^e, \hat{\psi}_{k,\tau,\alpha}^f \). The Berezin integral \( \int Q D\psi \) is defined to be 1 for \( Q(\hat{\psi}^e, \hat{\psi}^f) \) = \( \prod_{k \in \mathbb{D}_\beta,L,\tau=\pm,\alpha=1,2} \hat{\psi}_{k,\tau,\alpha}^e \hat{\psi}_{k,\tau,\alpha}^f \), up to a permutation of the variables, and 0 otherwise. The Grassmann differentiation is defined by \( \partial_{\hat{\psi}_{k,\tau,\alpha}^e} \hat{\psi}_{k',\tau',\alpha'}^e = \delta_{k,k'} \delta_{\tau,\tau'} \delta_{\alpha,\alpha'} \delta_{e,e'} \), which also satisfy the anti-commutation relation: \( \partial_{\hat{\psi}_{k,\tau,\alpha}^e} \partial_{\hat{\psi}_{k',\tau',\alpha'}^f} = -\partial_{\hat{\psi}_{k',\tau',\alpha'}^f} \partial_{\hat{\psi}_{k,\tau,\alpha}^e} \) for \((e, \tau, \alpha, k) \neq (e', \tau', \alpha', k')\), and equals to zero otherwise.

The Grassmann Gaussian measures \( P(d\psi) \) with covariance \( \hat{\mathcal{C}}(k) \) is defined as:

\[
P(d\psi) = (\det \mathcal{N})^{-1} D\psi \cdot \exp \left\{ -\frac{1}{\beta|\Lambda_L|} \sum_{k \in \mathbb{D}_\beta,L,\tau=\pm,\alpha=1,2} \hat{\psi}_{k,\tau,\alpha}^+ \hat{\mathcal{C}}(k) \hat{\psi}_{k,\tau,\alpha}^- \right\},
\]

(3.1)

where

\[
\mathcal{N} = \prod_{k \in \mathbb{D}_L,\tau=\uparrow\downarrow} \frac{1}{\beta|\Lambda_L|} \left( -i k_0 - 1 - \Omega^e(k) \right) \left( -\Omega(k) - i k_0 - 1 \right),
\]

(3.2)

is the normalization factor. The Grassmann fields are defined as:

\[
\psi_{x,\tau,\alpha}^\pm = \sum_{k \in \mathbb{D}_\beta,L} e^{\pm i k x} \hat{\psi}_{k,\tau,\alpha}^\pm, \quad x \in \Lambda_\beta,\Lambda_L.
\]

(3.3)

The interaction potential becomes:

\[
\mathcal{V}_L(\psi, \lambda) = \lambda \sum_{\alpha,\alpha'=1,2} \int_{\Lambda_\beta,\Lambda_L} d^3x \psi_{x,\uparrow,\alpha}^+ \psi_{x,\uparrow,\alpha'}^- \psi_{x,\downarrow,\alpha}^+ \psi_{x,\downarrow,\alpha'}^- + \frac{1}{\beta|\Lambda_L|} \sum_{k \in \mathbb{D}_\beta,\alpha,\alpha'=1,2,\tau=\uparrow,\downarrow} \sum_{\lambda} \left[ \delta \mu(\lambda) \delta_{\alpha,\alpha'} + \nu_{\alpha\alpha'}(k, \lambda) \right] \hat{\psi}_{k,\tau,\alpha}^+ \hat{\psi}_{k,\tau,\alpha'}^-
\]

(3.4)

where \( \int_{\Lambda_\beta,\Lambda_L} d^3x := \int_0^\beta d\alpha x_0 \sum_{x \in \Lambda_L} \) is a short-handed notion for the integration and sum. Define the non-Gaussian measure \( P^I_L(d\psi) := P(d\psi) e^{-\mathcal{V}_L(\psi)} \) over \( \text{Gra} \) and let \( P^I(d\psi) = \lim_{L \to \infty} P^I_L(d\psi) \) be the limit of the sequence of measures indexed by \( L \) (in the topology of weak convergence of measures), then we can easily prove that these non-Gaussian measure are invariant under the transformations introduced in Lemma 2.1. The Schwinger functions are defined as the moments of the measure \( P^I(d\psi) \):

\[
S_{2p,\beta}(x_1, \tau_1, \epsilon_1, \alpha_1, \ldots, x_{2p}, \tau_{2p}, \epsilon_{2p}, \alpha_{2p}; \lambda) = \lim_{L \to \infty} \frac{\int \psi_{x_1,\tau_1,\alpha_1}^{\epsilon_1} \cdots \psi_{x_{2p},\tau_{2p},\alpha_{2p}}^{\epsilon_{2p}} P(d\psi) e^{-\mathcal{V}_L(\psi, \lambda)} \psi_{x_1,\tau_1,\alpha_1}^{-\epsilon_1} \cdots \psi_{x_{2p},\tau_{2p},\alpha_{2p}}^{-\epsilon_{2p}}}{\int P(d\psi) e^{-\mathcal{V}(\psi, \lambda)}}.
\]

(3.5)

We assume in the rest of this paper that the thermodynamic limit has been already taken and will drop the parameter \( L \). This assumption is justified by rigorous construction of the connected Schwinger functions in the limit \( L \to \infty \).
3.2. Scale analysis. The lattice structure plays the role of the short-distance cutoff for the spatial momentum, so that the ultraviolet behaviors of the Schwinger functions are rather trivial. The two-point Schwinger function is not divergent but has a discontinuity at \( x_0 = 0 \), \( x = 0 \) [5]. So we omit the ultraviolet analysis but introduce a suitable ultraviolet (UV) cutoff function \( U(k) \), \( k \in \mathbb{R}^2 \), which is smooth and compactly supported. This can keep the momentum \( k \) bounded. We consider only the far infrared behaviors, which correspond to the cases of \( T \ll 1 \) and the momenta getting close to the Fermi surface. It is mostly convenient to choose the infrared cutoff functions as the Gevrey class functions, defined as follows.

**Definition 3.1.** Given \( D \subset \mathbb{R}^d \) and \( h > 1 \), the Gevrey class \( G^h_0(D) \) of functions of index \( h \) is defined as the set of smooth functions \( \phi \in C^\infty(D) \) such that for every compact subset \( K \subset D \), there exist two positive constants \( A \) and \( \gamma \), both depending on \( \phi \) and \( K \), satisfying:

\[
\max_{x \in K} |\partial^\alpha \phi(x)| \leq A \gamma^{-|\alpha|} (|\alpha|!)^h, \quad \alpha \in \mathbb{Z}_+^d, \quad |\alpha| = \alpha_1 + \cdots + \alpha_d.
\] (3.6)

The Gevrey class of functions with compact support is defined as: \( G^h_0(D) = G^h(D) \cap C^\infty_0(D) \). The Fourier transform of any \( \phi \in G^h_0(D) \) satisfies

\[
\max_{k \in \mathbb{R}^d} |\hat{\phi}(k)| \leq A e^{-h(\gamma \sqrt{|k|})^{1/h}}.
\] (3.7)

Let \( \chi \in G^h_0(\mathbb{R}^d) \), define:

\[
\chi(t) = \chi(-t) = \begin{cases} 
0, & \text{for } |t| > 2, \\
\in (0, 1), & \text{for } 1 < |t| \leq 2, \\
1, & \text{for } |t| \leq 1.
\end{cases}
\] (3.8)

Given any fixed constant \( \gamma \geq 10 \), define the following partition of unity:

\[
1 = \sum_{j=0}^{\infty} \chi_j(t), \quad \forall t \neq 0;
\]

\[
\chi_0(t) = 1 - \chi(t), \quad \chi_j(t) = \chi(\gamma^{2j-2} t) - \chi(\gamma^{2j} t), \quad \text{for } j \geq 1.
\] (3.9)

The support of the cutoff function \( \chi_j \), \( j \geq 1 \), is an annulus (See Fig. 3 for an illustration):

\[
D_j = \left\{ k = (k_0, k) | \gamma^{-2j-2} \leq k_0^2 + e^2(k, 1) \leq 2 \gamma^{-2j} \right\}.
\] (3.10)

Define also

\[
\chi^{(\leq j)}(t) = \sum_{i=0}^{j} \chi_i(t), \quad \chi^{(> j)}(t) = \sum_{i=j+1}^{\infty} \chi_i(t).
\]

\(^1\) Although summation over all scales of the tadpole terms is not absolutely convergent for \( k_0 \to \infty \), this sum can be controlled by using the explicit expression of the single scale propagator.
Let $j_0 \gg 1$ be a positive integer, the free propagators in the far infrared region are defined as:

$$\hat{C}_i(k)_{\alpha\alpha'} = \hat{C}(k)_{\alpha\alpha'}[U(k) - \chi(\leq j_0)(4k_0^2 + e^2(k, 1))]$$

$$= \sum_{j=j_0}^{\infty} \hat{C}_j(k)_{\alpha\alpha'}, \alpha, \alpha' = 1, 2, \quad (3.11)$$

The number $j_0$ serves as a UV cutoff index for $k_0$ and is also called the infrared threshold.

Define $j\max = E(\tilde{j}\max)$, in which $\tilde{j}\max$ is the solution to the equation $\gamma \tilde{j}\max - 1 = 1/\sqrt{2}\pi T$ and $E(\tilde{j}\max)$ is the integer part of $\tilde{j}\max$. Then the infrared propagator with cutoff index $j\max$ is defined as:

$$\hat{C}^{iir,j\max}(k)_{\alpha\alpha'} = \hat{C}(k)_{\alpha\alpha'}[U(k) - \chi(\leq j_0)(4k_0^2 + e^2(k, 1))] - \chi(> j\max)(4k_0^2 + e^2(k, 1))]]. \quad (3.13)$$

It is useful to rewrite the propagator $\tilde{C}(k)$ in (2.19) (with $\mu = 1$) as a product of a scalar function $\tilde{C}(k) = [-2ik_0 + e(k, 1) + k_0^2]^{-1}$ with the $2 \times 2$ matrix $A = A(k, 1)$. We have:

$$\text{Proposition 3.2.} \text{ Let } A_{\alpha\alpha'}, \alpha, \alpha' = 1, 2 \text{ be the matrix elements of } A. \text{ Let } j \in [j_0, j\max] \text{ be any scale index and } \gamma \geq 10 \text{ be a fixed constant such that } \gamma^{-2j-2} \leq 4k_0^2 + e^2(k, 1) \leq 2\gamma^{-2j}, \text{ then there exist two constants } K, K' \text{ which are independent of the scale index } j \text{ and satisfy } 0.9 < K < K' \leq 2, \text{ such that }$$

$$K \leq |A_{\alpha\alpha'}| \leq K', \alpha, \alpha' = 1, 2. \quad (3.14)$$
Proof. Consider first the elements $|A_{11}| = |A_{22}| = |i k_0 + 1| = (1 + k_0^2)^{1/2}$. Choosing $j_0 = 1$ and by (3.10), we have $1 < (1 + k_0^2)^{1/2} < 2$. Now we consider the elements $|A_{12}| = |A_{21}| = |\Omega_0(k)| = (1 + e(k, 1))^{1/2} (\text{cf. (2.20)}).$ By (3.10), we can easily find that $0.9 \leq (1 + e(k, 1))^{1/2} \leq 2$. So we can always choose $K$ and $K'$ which satisfy (3.14). □

Lemma 3.1. Let $\hat{C}_j(k)_{\alpha\alpha'}$, $\alpha, \alpha' = 1, 2$, be any matrix element of the momentum space free propagator at slice $j$. There exists a positive constant $K$, which is independent of the scale index, such that

$$\sup_{k \in \mathcal{D}_j} |\hat{C}_j(k)_{\alpha\alpha'}| \leq K \gamma^j. \quad (3.15)$$

Proof. Using the definition of the support function $\chi_j$, and by (3.11), we have

$$\sup_{k \in \mathcal{D}_j} |\hat{C}_j(k)_{\alpha\alpha'}| \leq K' \gamma^j, \quad (3.16)$$

for certain positive constant $K'$ independent of the scale index. By Proposition 3.2, the result of this lemma follows. □

3.3. Sectors and angular analysis. Due to the $\mathbb{Z}^3$ symmetry of the Fermi triangle (see Fig. 6), it is convenient to introduce a new basis $(e_+, e_-)$:

$$e_+ = \frac{\pi}{3} (1, \sqrt{3}), \quad e_- = \frac{\pi}{3} (-1, \sqrt{3}), \quad (3.17)$$

which is neither orthogonal nor normal. Let $(k_+, k_-)$ be the coordinates in the new basis, the transformation law is

$$k_1 = \frac{\pi}{3} (k_+ - k_-), \quad k_2 = \frac{\pi}{\sqrt{3}} (k_+ + k_-). \quad (3.18)$$

In the new coordinate system, the first Brillouin zone, denoted by $\tilde{\mathcal{D}}_1$, becomes a rescaled rhombus in which $k_+ \in [0, 2]$ and $k_- \in [-2, 0]$. See Fig. 4 for an illustration. Formula (2.20) can be rewritten as:

$$e(k, 1) = 8 \cos \frac{\pi (k_+ + k_-)}{2} \cos \frac{\pi k_+}{2} \cos \frac{\pi k_-}{2}. \quad (3.19)$$

The edges of the Fermi triangles are given by the equations $k_+ = \pm 1$, $k_- = \pm 1$ and $\frac{k_+ + k_-}{2} = \pm 1$, respectively.

Now we consider the variables $(x_+, x_-)$ dual to the lattice momentum $(k_+, k_-)$. Without losing generality, we can pick up any lattice point of type $A$ and study the corresponding change of coordinates. Coordinate transforms for points of type $B$ are the same (modulo a shift of the origin), due to the periodic structure on the lattice. Consider the lattice point $x = n_1 \mathbf{l}_1 + n_2 \mathbf{l}_2$, in which $\mathbf{l}_1 = \frac{1}{2} (3, \sqrt{3})$, $\mathbf{l}_2 = \frac{1}{2} (3, -\sqrt{3})$ and $n_1, n_2 \in \mathbb{Z}$. We have $x_1 = \frac{3}{2} (n_1 + n_2), x_2 = \frac{\sqrt{3}}{2} (n_1 - n_2)$. The coordinate transformation in the direct space corresponding to (3.18) is:

$$x_+ = \pi \cdot \left( \frac{x_1}{3} + \frac{x_2}{\sqrt{3}} \right) = \pi n_1, \quad x_- = \pi \cdot \left( -\frac{x_1}{3} + \frac{x_2}{\sqrt{3}} \right) = -\pi n_2, \quad n_1, n_2 \in \mathbb{Z}.$$
The free propagator can be written as

\[
C(x) = C(x_0, x_+, x_-) = \frac{2\pi^2}{3\sqrt{3}} \int_{\mathbb{T}_\beta} dk_0 \int_{\tilde{D}_1} dk_+ dk_- \tilde{C}(k_0, k_\pm) e^{ik_0 x_0 + ik_+ x_+ + k_- x_-}, \tag{3.20}
\]

\[
\hat{C}(k_0, k_\pm) = \frac{1}{-2ik_0 + e(k, 1) + k_0^2} \left( \begin{array}{c} ik_0 + 1 - \tilde{\Omega}^*(k) \\ -\tilde{\Omega}(k) \end{array} \right), \tag{3.21}
\]
in which \(\tilde{\Omega}(k) = 1 + 2 e^{-i \frac{\pi}{2} (k_+ - k_-)} \cos \frac{\pi}{2} (k_+ + k_-) \) and the prefactor \(\frac{2\pi^2}{3\sqrt{3}}\) is the Jacobian of the transform \((k_1, k_2) \rightarrow (k_+, k_-)\). The integral \(\int dk_0\) is the discrete sum \(2\pi T \sum_{n \in \mathbb{Z}} (2n + 1)\pi T\) and the integration \(\int dk_+ dk_-\) is constrained in \(\tilde{D}_1\). Define the quasi-momentum \(q_\pm\) by

\[
q_\pm = \begin{cases} 
  k_\pm - 1, & \text{for } k_\pm \geq 0, \\
  k_\pm + 1, & \text{for } k_\pm \leq 0,
\end{cases} \tag{3.22}
\]
then (3.19) becomes

\[
e(q, 1) = -8 \cos \frac{\pi(q_+ + q_-)}{2} \sin \frac{\pi q_+}{2} \sin \frac{\pi q_-}{2}. \tag{3.23}
\]
The first Brillouin zone with new coordinates \((q_+, q_-)\), denoted by \(\tilde{D}\), is a rhombus centered around \((0, 0)\) but with rescaled coordinates, see Fig. 5 for an illustration. The fundamental Fermi triangles are defined by the equations \(q_+ = 0, q_- = 0\) and \(q_+ + q_- = \pm 1\).

Remark that, we have \(k_+ \geq 0\) and \(k_- \leq 0\) in \(\tilde{D}_1\), and the quasi-momenta are given by

\[
q_+ = k_+ - 1, \quad q_- = k_- + 1. \tag{3.24}
\]
Define \(\tilde{D}_\beta = \mathbb{T}_\beta \times \tilde{D}\), the free propagator can be rewritten as:

\[
C(x_0, x_+, x_-) = \frac{2\pi^2}{3\sqrt{3}} \int_{\tilde{D}_\beta} dk_0 dq_+ dq_- \tilde{C}(k_0, q_+, q_-) e^{ik_0 x_0 + (q_+ + 1)x_+ + (q_- - 1)x_-}, \tag{3.25}
\]
in which

\[
\hat{C}(k_0, q_+, q_-) = \frac{1}{-2ik_0 + e(q, 1) + k_0^2} \left( ik_0 + 1 - \tilde{\Omega}^*(q) \right), \\
\tilde{\Omega}(q) = 1 - 2e^{-i \tilde{\Omega}/2(q_+ - q_-)} \cos \frac{\pi}{2}(q_+ + q_-).
\] (3.26)

**Definition 3.4 (UV cutoff for the quasi-momenta.)** In the new coordination, we define the UV cutoff function

\[
U(q_+ + 1, q_- - 1) = \begin{cases} 
0, & \text{for } |q_+| > 1, |q_-| > 1, \\
1, & \text{for } |q_+| \leq 1, |q_-| \leq 1,
\end{cases}
\] (3.27)

and the infrared propagator (cf. Definition 3.3) becomes:

\[
\hat{C}^{ir,j_{max}}(k_0, q_+, q_-)_{\alpha\alpha'} = \hat{C}(k_0, q_+, q_-)_{\alpha\alpha'} \left[ U(q_+, q_-) - \chi_{(\leq j_0)}(4k_0^2 + e^2(q, 1)) - \chi_{(> j_{max})}(4k_0^2 + e^2(q, 1)) \right].
\] (3.28)

Remarked that, since we are mainly interested in the far-infrared behaviors of the free propagators, which corresponds to the cases of \(j \gg 1\), we have \(|k_0|^2 \ll |k_0|\), and we can drop the term \(k_0^2\) in the denominator of (3.26). By Formula (3.10), the size of \(k_0^2 + e^2(k, 1)\) is bounded by \(O(1)\gamma^{-2j}\), at any scale index \(j \geq 1\). But the size of \(e^2(k, 1)\), which can be of order \(\gamma^{-2i}\) with \(i \geq j\), is not fixed. In order to obtain the optimal decaying bounds for the direct-space propagators, we need to control \(e^2(k, 1)\) by further introducing cutoff functions for the spatial momentum.

**Definition 3.5.** Define the factors \(\{t^{(a)}\}, a = 1, 2, 3\), by

\[
t^{(1)} = 4 \cos^2 \frac{\pi k_+}{2}, \quad t^{(2)} = 4 \cos^2 \frac{\pi k_-}{2}, \quad t^{(3)} = 4 \cos^2 \frac{\pi (k_+ + k_-)}{2}.
\] (3.29)
or in terms of coordinates \( q^{(a)} \), by

\[
\begin{align*}
(t^{(1)}) &= 4 \sin^2 \frac{\pi q_+}{2}, & (t^{(2)}) &= 4 \sin^2 \frac{\pi q_-}{2}, & (t^{(3)}) &= 4 \cos^2 \frac{\pi (q_+ + q_-)}{2}.
\end{align*}
\]

(Correspondingly, define the three local coordinates \( \{k^{(a)}\} \), \( a = 1, 2, 3 \), by

\[
k^{(1)} = k_+, \quad k^{(2)} = k_-, \quad k^{(3)} = k_+ + k_-,
\]

and the coordinates of the quasi-momentum \( \{q^{(a)}\} \), \( a = 1, 2, 3 \), by

\[
q^{(1)} = k_+ \pm 1, \quad q^{(2)} = k_- \pm 1, \quad q^{(3)} = q_+ + q_-.
\]

**Definition 3.6.** (Partition of unity) To each factor \( t^{(a)} \) of (3.29) or (3.30), \( a = 1, 2, 3 \), we introduce a set of indices \( s^{(a)} \in \{0, 1, \ldots, j\} \) and define the following functions of partition of unity:

\[
1 = \sum_{s^{(a)} = 0}^j v_{s^{(a)}}(t^{(a)}), \\
\begin{cases}
  v_0(t^{(a)}) = 1 - \chi(\gamma^2 t^{(a)}), & \text{for } s^{(a)} = 0, \\
  v_{s^{(a)}}(t^{(a)}) = \chi(s^{(a)} + 1) t^{(a)}, & \text{for } 1 \leq s^{(a)} \leq j - 1, \\
  v_j(t^{(a)}) = \chi(\gamma^2 j t^{(a)}), & \text{for } s^{(a)} = j.
\end{cases}
\]

**Definition 3.7.** Let \( t^{(a)} \) and \( t^{(b)} \), \( a, b = 1, 2, 3, a \neq b \), be the factors defined by (3.29) or (3.30), whose values are close to zero. The free propagator of scale index \( j \) can be decomposed as:

\[
\hat{C}_j(k) = \sum_{\sigma = (s^{(a)}, s^{(b)})} \hat{C}_{j,\sigma}(k),
\]

in which

\[
\hat{C}_{j,\sigma}(k) = \hat{C}_j(k) \cdot v_{s^{(a)}}[t^{(a)}] v_{s^{(b)}}[t^{(b)}].
\]

is called a sectorized propagator. \( \sigma = (s^{(a)}, s^{(b)}) \), in which \( s^{(a)}, s^{(b)} = 0, 1, \ldots, j \), is called the sector indices at scale \( j \) and the summation runs over all such sector indices. The support of \( \hat{C}_{j,\sigma}(k) \), denoted by \( \Delta^j_{s^{(a)}, s^{(b)}} \), is called a sector [17] with scale index \( j \) and sector indices \( \sigma = (s^{(a)}, s^{(b)}) \).

Notice the three cosine functions in (3.19) are not independent of each other. We have:

**Lemma 3.2.** Let \( s \geq 2 \). If \( | \cos \frac{\pi k_+}{2} | \leq \gamma^{-s} \) and \( | \cos \frac{\pi k_-}{2} | \leq \sqrt{2}/2 \), then there exists some strictly positive constant \( c' > 0 \) such that

\[
c' \leq | \cos \frac{\pi (k_+ + k_-)}{2} | \leq 1.
\]

**Proof.** By trigonometrical formula \( \cos \frac{\pi (k_+ + k_-)}{2} = \cos \frac{\pi k_+}{2} \cos \frac{\pi k_-}{2} - \sin \frac{\pi k_+}{2} \sin \frac{\pi k_-}{2} \), we have

\[
| \cos \frac{\pi (k_+ + k_-)}{2} | \geq \sqrt{2} \left| 1 - \gamma^{-2s} - \gamma^{-s} + O(\gamma^{-4s}) \right|
\]

\[
\geq \frac{\sqrt{2}}{2} (1 - 2\gamma^{-2}),
\]

for \( \gamma \geq 10 \). Choosing \( c' = \frac{\sqrt{2}}{2} (1 - 2\gamma^{-2}) \), which is strictly greater than zero, we proved this lemma. We can prove similar results for the three factors in (3.30).
This lemma states that, if any two factors among the three, say, \( t^{(1)} \) and \( t^{(2)} \), are close to zero, then the third factor \( t^{(3)} \) must be strictly bounded away from zero. Therefore, we only need to introduce two sector indices \((s^{(1)}, s^{(2)})\) to control the size of \( e(k, 1) \). Remark that the constant \( \sqrt{2}/2 \) in Lemma 3.2 can be replaced by some other positive constant that is strictly smaller than one.

3.4. Constraints on the sector indices. In this part we consider the possible constraints on the sector indices. The first one is the following:

**Lemma 3.3.** Let \( j \) be any scale index. Let \( t^{(a)} \) and \( t^{(b)} \), \( a, b = 1, 2, 3, a \neq b \), be the factors that are close to zero and \( s^{(a)}, s^{(b)} \) be the corresponding sector indices, then the possible values of the sector indices \( s^{(a)} \) and \( s^{(b)} \) must satisfy:

\[
s^{(a)} + s^{(b)} \geq j - 1. \tag{3.38}
\]

**Proof.** By Formulas (3.33) and (3.36), we have

\[
4\gamma^{-2s^{(a)}}\gamma^{-2s^{(b)}} \geq e^2(k, 1) = t^{(1)} \cdot t^{(2)} \cdot t^{(3)} \geq 4c^2\gamma^{-2s^{(a)}-2}\gamma^{-2s^{(b)}-2}, \tag{3.39}
\]

in which \( c' = \frac{\sqrt{2}}{2}(1 - 2\gamma^{-2}) \). In order that the sliced propagator is non-vanishing, \( e^2(k, 1) \) must obey Formulas (3.10), so we have

\[
\frac{1}{2}\gamma^{-2j} \geq e^2(k, 1) \geq \frac{1}{4}\gamma^{-2j-2} \tag{3.40}
\]

In order that (3.39) be consistent with (3.40), we have

\[
4c'^2\gamma^{-2s^{(a)}-2}\gamma^{-2s^{(b)}-2} \leq \frac{1}{2}\gamma^{-2j}, \tag{3.41}
\]

So we obtain:

\[
s^{(a)} + s^{(b)} \geq j - 2 + \log_\gamma [4(1 - 2\gamma^{-2})]. \tag{3.42}
\]

Since the sector indices are integers and \( 0 < \log_\gamma [4(1 - 2\gamma^{-2})] < 1 \) for \( \gamma \geq 10 \), we have

\[
s^{(a)} + s^{(b)} \geq j - 1. \tag{3.43}
\]

\( \Box \)

This lemma also puts constraints on the shapes of the sectors. In order to better understand the geometry of the sectors, we introduce the following definitions (see Fig. 6 for an illustration):

**Definition 3.8.** A face \( f^{(a)} \), \( a = 1, 2, 3 \), is defined as the region close to the Fermi triangle, in which the factor \( t^{(a)} \) takes values in the neighborhood of zero; a corner \( I^{(ab)} \), \( a, b = 1, 2, 3 \), is defined as the region close to the Fermi triangle, in which two factors \( t^{(a)} \) and \( t^{(b)} \) take values in a neighborhood of zero. E.g., the face \( f^{(1)} \) is the region for which \( t^{(1)} \) is close to zero and the corner \( I^{(23)} \) is the region for which both \( t^{(2)} \) and \( t^{(3)} \) are close to zero. We introduce also the following notions for the sectors at scale \( j \):

- the sectors with sector indices \((s, j)\) and \((j, s)\), with \( j > s \), are called the face sectors, in particular, the sectors with sector indices \((0, j)\) and \((j, 0)\) are called the middle-face sectors.
• the sectors with sector indices \((j, j)\) are called the corner sectors.
• the sectors with sector indices \((s, s)\), with \((j - 1)/2 \leq s < j\), are called the diagonal sectors.
• other sectors are called the general sectors.

Now we consider the possible constraints on the sector indices placed by conservation of momentum. Let \(\sigma = (s^{(a)}, s^{(b)}), a \neq b, a, b = 1, 2, 3\), be the sector indices for the momentum \(k\). In order that \(\hat{C}_{j, \sigma}(k) \neq 0, k = (k_0, k)\) must satisfy the following bounds:

\[
\frac{1}{4} \gamma^{-2j-2} \leq k_0^2 \leq \frac{1}{2} \gamma^{-2j}, \tag{3.44}
\]

and

\[
\begin{align*}
\gamma^{-2} & \leq t^{(a)} \leq 1, & \text{for } s^{(a)} = 0, \\
\gamma^{-s^{(a)}-1} & \leq t^{(a)} \leq \sqrt{2} \gamma^{-s^{(a)}}, & \text{for } 1 \leq s^{(a)} \leq j - 1, \\
t^{(a)} & \leq \sqrt{2} \gamma^{-j}, & \text{for } s^{(a)} = j. 
\end{align*} \tag{3.45}
\]

When \(k^{(a)}, a = 1, \ldots, 3\), is close to 1, or equivalently when the quasi-momentum \(q^{(a)}\) is close to zero, the constraints in (3.45) can be formulated as:

\[
\begin{align*}
\frac{1}{\pi} \gamma \leq |q^{(a)}| & \leq 1, & \text{for } s^{(a)} = 0, \\
\gamma^{-s^{(a)}-1}/\pi & \leq |q^{(a)}| \leq \sqrt{2} \gamma^{-s^{(a)}}, & \text{for } 1 \leq s^{(a)} \leq j - 1, \\
|q^{(a)}| & \leq \frac{\sqrt{2}}{\pi} \gamma^{-j}, & \text{for } s^{(a)} = j. 
\end{align*} \tag{3.46}
\]

Let \(k_i = (k_{i,0}, k_i), i = 1, \ldots, 4\) be the four momenta entering or exiting the vertex \(v\). By conservation of momentum and the periodic boundary condition (c.f. Formula (2.7)), we have:

\[
\sum_{i=1}^{4} k_{i,0} = 0, \quad \sum_{i=1}^{4} k_{i,1} = \frac{2\pi}{3} n_1, \quad \sum_{i=1}^{4} k_{i,2} = \frac{2\pi}{\sqrt{3}} n_2, \quad n_1, n_2 \in \mathbb{Z}, \tag{3.47}
\]

in which the last two equations can be rewritten in the new coordination system as:

\[
\sum_{i=1}^{4} k_{i,+} = n_+, \quad \sum_{i=1}^{4} k_{i,-} = n_-, \tag{3.48}
\]
where \( n_+ = n_1 + n_2 \) and \( n_- = -n_1 + n_2 \). So that \( n_+ \) and \( n_- \) have the same parity. Adding up the two equations of (3.48), we obtain:

\[
\sum_{i=1}^{4} k_i^{(3)} = n_0, \tag{3.49}
\]

in which \( n_0 = n_+ + n_- \). Since \( n_+ \) and \( n_- \) have the same parity, \( n_0 \) is always an even integer. In terms of the quasi-momentum \( q_{\pm} = k_{\pm} \pm 1 \), (3.47)–(3.49) can be written as

\[
\sum_{i=1}^{4} q_{i,+} = m_+, \quad \sum_{i=1}^{4} q_{i,-} = m_-, \quad \sum_{i=1}^{4} q_i^{(3)} = m_0. \tag{3.50}
\]

Since even sums of \( \pm 1 \) are still even numbers, the integers \( m_+ \) and \( m_- \) still have the same parity, and \( m_0 = m_+ + m_- \) is an even integer. Now we rename the indices \( m_{\pm}, m_0 \) by \( m^{(a)}, a = 1, \ldots, 3 \), with \( m^{(1)} = m_+, m^{(2)} = m_- \) and \( m^{(3)} = m_0 \). We have the following lemma concerning the sector indices which depend on the value of \( m^{(a)} \). Consider first the case of \( m^{(a)} = 0 \), we have:

**Lemma 3.4.** Let \( q^{(a)}_i, i = 1, \ldots, 4, a = 1, \ldots, 3 \), be the quasi-momenta entering or exiting the vertex \( v \) and let \( j_i, s^{(a)}_i \) be the corresponding scale indices and sector indices. Let \( s^{(a)}_1, s^{(a)}_2 \) be the two indices with smallest values among all the sector indices such that \( s^{(a)}_1 \leq s^{(a)}_2 \). Let \( \gamma \geq 10 \) be a fixed constant. If \( m^{(a)} = 0 \), we have the following constraints concerning the possible values of \( s^{(a)}_1 \) and \( s^{(a)}_2 \): either \( |s^{(a)}_1 - s^{(a)}_2| \leq 1 \), or \( s^{(a)}_1 = j_1 \), in which \( j_1 \) is strictly smaller than \( j_2, j_3 \) or \( j_4 \). We have exactly the same results for the sector indices \( s^{(b)}_i, i = 1, \ldots, 4, b = 1, \ldots, 3, b \neq a \).

**Proof.** First of all we consider the possible constraints for the quasi momentum \( q^{(1)}_i = q_{i,+} \) and \( q^{(2)}_i = q_{i,-}, i = 1, \ldots, 4 \). We can always arrange the sector indices in the order \( s_{1,+} \leq s_{2,+} \leq s_{3,+} \leq s_{4,+} \), and the scale indices in the order \( j_1 \leq j_2 \leq j_3 \leq j_4 \). Then either \( s_{1,+} < j_1 \) or \( s_{1,+} = j_1 \). For both cases we have (cf. Formula (3.46))

\[
|q_{i,+}| \leq \frac{\sqrt{2}}{\pi} \gamma^{-s_{2,+}}, \text{ for } i = 2, 3, 4, \text{ and } |q_{1,+}| \geq \gamma^{-s_{1,+}+1}/\pi. \tag{3.51}
\]

In order that the equation \( q_{1,+} + q_{2,+} + q_{3,+} + q_{4,+} = 0 \) holds, we must have

\[
\gamma^{-s_{1,+}+1}/\pi \leq \frac{3\sqrt{2}}{\pi} \gamma^{-s_{2,+}},
\]

which implies

\[
s_{2,+} \leq s_{1,+} + 1 + \log_{\gamma}(3\sqrt{2}). \tag{3.52}
\]

For any \( \gamma \geq 10 \), we have \( 0 < \log_{\gamma}(3\sqrt{2}) < 1 \). Since \( s_{1,+} \) and \( s_{2,+} \) are integers, we have \( |s_{2,+} - s_{1,+}| \leq 1 \). Following the same arguments we can prove the same result for sectors in the "−" direction. Using the fact that \( q^{(3)}_i = q_{i,+} + q_{i,-} \) and the fact that this constraints are valid for both \( q_{i,+} \) and \( q_{i,-} \), they are also valid for \( q^{(3)}_i \). Hence we conclude this proposition. \( \square \)

Now we consider the case of \( m^{(a)} \geq 1, a = 1, \ldots, 3 \).
Lemma 3.5. Let \( q_i^{(a)}, i = 1, \ldots, 4, a = 1, 2 \) or 3, be the quasi-momenta entering or exiting the vertex \( v \) and \( j_i, s_i^{(a)} \) be the corresponding scale indices and sector indices. Let \( \gamma \geq 10 \) be a fixed constant. If \( |m^{(a)}| \geq 2 \), then \( s_i^{(a)} = 0 \) for two or more labeling indices \( i \). If \( m^{(a)} = \pm 1 \), then we only have the following two cases: (i) \( s_i^{(a)} = 0 \) for two or more labeling indices \( i \); (ii) There exists exactly one quasi-momentum which equals to \( \pm 1 \). In case (ii), we can assume, without losing generality that \( q_1^{(a)} = 1 \) and assume that \( s_2^{(a)} \leq s_3^{(a)} \leq s_4^{(a)} \). Then either \( |s_2^{(a)} - s_3^{(a)}| \leq 1, \) or \( s_2^{(a)} = j_2 \), in which \( j_2 \) is strictly smaller than \( j_3 \) and \( j_4 \).

Proof. We prove first the case of \( m^{(1)} = m_+ \). Since \( |q_{i,+}| \leq 1 \), with \( i = 1, \ldots, 4 \), we have \( |m_+| \leq 4 \).

- For the case of \( |m_+| = 4 \), we have \( |q_{i,+}| = 1 \) for all \( i \), which implies that \( s_i,+ = 0 \), for all \( i \).
- For the case of \( |m_+| = 2 \) or 3, suppose that \( s_i,+ \neq 0 \) for the three labellings \( i = 1, 2, 3 \) and \( s_{4,+} = 0 \). By Formula (3.46) we have \( |q_{i,+}| \leq \frac{\sqrt{2}}{\pi} \gamma^{-1} \) for \( i = 1, 2, 3 \), so that

\[
q_{1,+} + q_{2,+} + q_{3,+} + q_{4,+} \leq \frac{3\sqrt{2}}{\pi} \gamma^{-1} + 1 < 2, \quad \text{for} \quad \gamma \geq 10, \tag{3.53}
\]

which contradicts (3.50).
- Now suppose that \( m_+ = \pm 1 \). Consider first the case of \( q_{1,+} + q_{2,+} + q_{3,+} + q_{4,+} = 1 \). Suppose that \( s_{1,+} = 0 \) but \( q_{1,+} \neq 1 \), then since \( |q_{i,+}| < 0.1 \) for \( s_{i,+} \geq 1 \) (cf. (3.45)), there exists at least one more sector such that \( s_{i,+} = 0 \), for \( i = 2, 3 \) or 4. So we proved case (i). If \( q_{1,+} = 1 \), then (3.50) becomes \( q_{2,+} + q_{3,+} + q_{4,+} = 0 \). The constraints for the sector indices are very similar to that in Lemma 3.4, except that we have one momentum less. The proof for this part is the same as in Lemma 3.4 so we don’t repeat it here.

With exactly the same method we can prove the case for \( m_- \). Using the fact that \( q_i^{(3)} = q_{1,+} + q_{1,-} \), we can easily prove that the same constraints are also valid for \( q_i^{(3)}, i = 1, \ldots, 4 \). This concludes the Lemma. \( \square \)

3.5. Decaying properties of the sectorized propagators in the direct space. In this section we study the decay of the free propagators in the direct space. First of all, define the dual coordinates to the momentum \( k^a, a = 1, 2, 3 \), as:

\[
x^{(1)} := x_+ = \pi(x_1/3 + x_2/\sqrt{3}), x^{(2)} := x_- = \pi(-x_1/3 + x_2/\sqrt{3}), x^{(3)} = x_+ + x_-.
\tag{3.54}
\]

Notation 3.1. In the following we shall use \( (k^{(a)}, k^{(b)}) \) and \( (q^{(a)}, q^{(b)}) \), \( a, b = 1, 2, 3, a \neq b \), to indicate the momentum and quasi momentum with sector indices \( (s^{(a)}, s^{(b)}) \), whose dual variables are \( (x^{(a)}, x^{(b)}) \).

For a sector with scale index \( j \) and sector indices \( \sigma = (s^{(a)}, s^{(b)}) \), it is useful to introduce a new index, \( l(\sigma) \), which describes the distance of this sector to the Fermi surface, defined as \( l(j, \sigma) = s^{(a)} + s^{(b)} - j + 1 \). It is also called the depth of a sector and denoted by \( l \) when the scale indices and the sector indices are clear from the context.
Lemma 3.6. Let \([C_{j,\sigma}(x-y)]_{aa'}\) be the Fourier transform of \([\hat{C}_{j,\sigma}(k_0, k^{(a)}, k^{(b)})]_{aa'}\), (c.f. Equation (3.35)). There exist model dependent constants \(K\) and \(c\) such that for all \(j \geq j_0\) and \(\sigma = (s^{(a)}, s^{(b)})\), \(0 \leq s^{(a)}, s^{(b)} \leq j\), the following bound holds:

\[
||C_{j,\sigma}(x-y)||_{L^\infty} \leq K \gamma^{-j-l} e^{-c|d_{j,\sigma}(x,y)|},
\]

where

\[
d_{j,\sigma}(x, y) = \gamma^{-j}|x_0 - y_0| + \gamma^{-s^{(a)}}|x^{(a)} - y^{(a)}| + \gamma^{-s^{(b)}}|x^{(b)} - y^{(b)}|,
\]

(3.56) \(\alpha = 1/h \in (0, 1)\) is the index characterizing the Gevrey class of functions (cf. Definition 3.1). \(\footnote{\text{The interested readers who are familiar with the sectors for strictly convex Fermi surfaces (cf. [6,13,14, 18]) are invited to compare the different decaying properties.}}\)

**Proof.** By Lemma 3.2 we know that each matrix element of the sectorized propagator is essentially Fourier analysis and integration by parts. Using the fact that \(d_{j,\sigma}(x, y)\) acts on \(\gamma^{-j} \cdot \gamma^{-s^{(a)}} \cdot \gamma^{-s^{(b)}}\), while the integrand is bounded by \(1/\gamma^{-j}\). So we obtain the pre-factor of (3.57). Let \(\frac{\partial}{\partial q_0} f = (1/2\pi T)[f(k_0 + 2\pi T) - f(k_0)]\) be the difference operator. To prove the decaying behavior of (3.57), it is enough to prove that:

\[
||\tilde{C}_{j,\sigma}(x-y)||_{L^\infty} \leq K \gamma^{-j-l} e^{-c|d_{j,\sigma}(x,y)|}.
\]

(3.57) This is essentially Fourier analysis and integration by parts. Using the fact that \(\tilde{C}_{j,\sigma}(k) = \tilde{C}_{j,\sigma}(k_0, q^{(a)} \pm 1, q^{(b)} \pm 1)\), the integral \(\int dk_0 dq^{(a)} dq^{(b)}\) constrained to a sector is bounded by \(\gamma^{-j} \cdot \gamma^{-s^{(a)}} \cdot \gamma^{-s^{(b)}}\), while the integrand is bounded by \(1/\gamma^{-j}\). So we obtain the pre-factor of (3.57). Let \(\frac{\partial}{\partial q_0} f = (1/2\pi T)[f(k_0 + 2\pi T) - f(k_0)]\) be the difference operator. To prove the decaying behavior of (3.57), it is enough to prove that

\[
\frac{\partial n_0}{\partial k_0} \frac{\partial n^{(a)}}{\partial (q^{(a)})} n^{(a)} \frac{\partial n^{(b)}}{\partial (q^{(b)})} \tilde{C}_{j,\sigma}(k_0, q^{(a)}, q^{(b)}) \mid_{L^\infty} \leq K^n \gamma^{j_0} \gamma^{s^{(a)}} n^{(a)} \gamma^{s^{(b)}} n^{(b)} (n!^{1/\alpha}),
\]

where \(n = n_0 + n^{(a)} + n^{(b)}\). By (3.46), we can easily prove that there exists some constant \(K_1\) such that \(\|\frac{\partial}{\partial q^{(b)}} v_{x(b)}[\cos^2(q^{(b)} \pm 1)\pi/2]\| \leq K_1 \gamma s^{(b)}\); when the operator \(\frac{\partial}{\partial q^{(b)}}\) acts on \(\chi_j[k_0^2 + e^2(q^{(a)}, q^{(b)}, 1)], the resulting term is simply bounded by \(\gamma^{2j-2s^{(a)}-s^{(b)}}\); when \(\frac{\partial}{\partial q^{(a)}}\) acts on \([-2ik_0 - e(q^{(a)}, q^{(b)}, 1)]\), the resulting term is bounded by \(\gamma^{j-s^{(a)}}\). Using the constraint \(s^{(a)} + s^{(b)} \geq j - 1\), we find that each of the three factors is bounded by \(K_2 \gamma s^{(b)}\), for some positive constant \(K_2\). When \(\frac{\partial}{\partial q^{(b)}}\) acts on a factor \(\cos(q^{(b)} \pm 1)\pi/2\), which is generated in the previous derivations, it costs a factor \(K_3 \gamma s^{(b)}\). Similarly, each \(\frac{\partial}{\partial q^{(a)}}\) acting on \(\tilde{C}_{j,\sigma}(k_0, q^{(a)}, q^{(b)})\) is bounded by \(K \gamma s^{(a)}\). Finally, each derivation \(\frac{\partial}{\partial k_0}\) on the propagator results in a factor \(\gamma^j\). The factor \((n!^{1/\alpha})\) comes from derivations on the compact support functions, which are Gevrey functions of order \(\alpha\). When \(j = j_{\text{max}}\), the propagator decays only in the \(x_0\) direction but not in the \(x^{(a)}\) or \(x^{(b)}\) direction. Let \(K\) be the product of the positive constant \(K_1\), the result of this Lemma follows. \(\Box\)

Then we have the following lemma:

**Lemma 3.7.** The \(L^1\) norm of \([C_{j,\sigma}(x)]_{aa'}\), \(x \in \Lambda_\beta, \alpha, \alpha' = 1, 2\) is bounded as follows:

\[
\left|\left[C_{j,\sigma}(x)\right]_{aa'}\right|_{L^1} \leq O(1) \gamma^j.
\]

(3.58)
Proof. This lemma can be proved straightforwardly using Lemma 3.6. We have
\[ \| [C_{j,\sigma}(x)]_{\alpha\alpha'} \|_{L^1} \leq O(1) \int_{\Lambda_{\beta,L}} dx_0 dx^{(a)} dx^{(b)} |\hat{C}_{j,\sigma}(x)| \leq O(1) \gamma^{-j-l} \gamma^{(j+s^{(a)}+s^{(b)})} \leq O(1) \gamma^j. \] (3.59)

Remark that, comparing to the \( L^\infty \) norm for a sliced propagator \([C_{j,\sigma}(x)]_{\alpha\alpha'}\), a factor \( \gamma^{2j+l} \) is lost when taking the \( L^1 \) norm. In order to capture this scaling property it is convenient to define a new scale index:

Definition 3.9. Define a index \( r = \mathbb{E}(j + l/2) \), where \( \mathbb{E}(\cdot) \) takes the integer value of its variable. We have \( r \geq 0 \) and \( r_{\text{max}}(T) := \mathbb{E}(1 + 3/2 j_{\text{max}}(T)) \). We call this new scale index an \( r \)-index, or simply a scale index \( r \). Correspondingly, we have the following decomposition for the propagator:

\[ \hat{C}(k_0, q^{(a)}, q^{(b)}) = \sum_{r=0}^{r_{\text{max}}(T)} \sum_{\sigma} \hat{C}_{r,\sigma}(k_0, q^{(a)}, q^{(b)}). \] (3.60)

In terms of the \( r \)-index, the sector \( \Delta_{j,\alpha,\gamma} = \Delta_{s^{(a)},s^{(b)}} \) is also denoted by \( \Delta_{r,\alpha,\gamma} = \Delta_{s^{(a)},s^{(b)}} \).

Since \( |x - \mathbb{E}(x)| \leq 1, \forall x \in \mathbb{R} \), we shall simply drop the integer part \( \mathbb{E}(\cdot) \) in the future sections. The four indices \( j, s^{(a)}, s^{(b)} \) and \( r \) are related by the relation \( r = j + l/2 = j + s^{(a)} + s^{(b)} + 1/2 \). Then the constraints for the sector indices \( s^{(a)} + s^{(b)} \geq j - 1, 0 \leq s^\pm \leq j, 0 \leq j \leq j_{\text{max}} \) becomes \( s^{(a)} + s^{(b)} \geq r - 1 \), \( 0 \leq s^{(a)}, s^{(b)} \leq r \) and \( 0 \leq r \leq r_{\text{max}} = 3 j_{\text{max}}/2 \). The depth index can be expressed as \( l = 2(s^{(a)} + s^{(b)} - r + 1) \).

4. The Perturbation Expansion

4.1. The BKAR jungle formula and the power-counting theorem. In this section we study the perturbation expansion for the Schwinger functions. It is most conveniently to label the perturbation terms by graphs [42]. Before proceeding, let us recall some notations in graph theory.

Definition 4.1. (cf., e.g. [33]) Let \( n \geq 1 \), be an integer, \( I_n = \{1, \ldots, n\}, \mathcal{P}_n = \{\ell = (i, j), i, j \in I_n, i \neq j\} \) be the set of unordered pairs in \( I_n \). A graph \( G = (V_G, E_G) \) of order \( n \) is defined as a set of vertices \( V_G = I_n \) and of edges \( E_G \subset \mathcal{P}_n \), whose cardinalities are noted by \( |V_G| \) and \( |E_G| \), respectively. A graph \( G' = (V_G', E_G') \subset G \) is called a subgraph of \( G \) if \( V_G' \subset V_G \) and \( E_G' \subset E_G \). It is called a connected component if \( G' \) is connected, i.e. there exists a non-empty set of edges connecting any pair of vertices of \( G' \). A half-edge, which corresponds to an external field and is noted by \((i, \cdot)\), is an object such that each pair of them form an edge: \([ (i, \cdot), (j, \cdot) ] = (i, j) \), for \( i, j \in I_n \). A graph \( G \) with half-edges is also called a decorated graph or an extended graph.

Definition 4.2. A forest \( F \) is a graph which contains no loops, i.e. no subset \( L = \{(i_1, i_2), (i_2, i_3), \ldots, (i_k, i_1)\} \subset E_F \) with \( k \geq 3 \). An edge in a forest is also called a tree line and an edge in \( L \) is called a loop line. A maximally connected component of \( F \) is called a tree, noted by \( T \). A tree with a single vertex is allowed. \( T \) is called a spanning tree if it is the only connected component of \( F \).
Recall that a general $2p$-point Schwinger function at temperature $\beta = 1 / T$ is defined as:

$$ S_{2p,\beta}(\lambda; x_1, \tau_1, \alpha_1; \ldots, x_{2p}, \tau_{2p}, \alpha_{2p}) = 1 / Z \int d\mu_C(\tilde{\psi}, \psi) \left[ \prod_{i=1}^{2p} \prod_{\varepsilon = \pm, \alpha_i, \tau_i} \psi_{\tilde{\varepsilon}_{i,\alpha_i}}(x_i) \right] e^{-\mathcal{V}(\psi, \tilde{\psi})}, \quad (4.1) $$

where

$$ Z = \int d\mu_C(\tilde{\psi}, \psi) e^{-\mathcal{V}(\psi, \tilde{\psi})} \quad (4.2) $$

is the partition function.

**Remark 4.1.** Remark that, by Proposition 3.2, each matrix element of the propagator is bounded by an absolute positive constant. So we can simply replace each matrix element by $C$ times a constant. In order to estimate the upper bound for $S_{2p,\beta}$, $p \geq 2$, it is enough to estimate the upper bound of any matrix element $[S_{2p,\beta}]_{\alpha\alpha'}$. In order to simplify the notation, we shall drop the matrix indices of the Schwinger functions in the rest of this section and in Sect. 5, and write $[S_{2p,\beta}]_{\alpha\alpha'}$ as $S_{2p,\beta}$. We will restore the matrix indices when we consider the renormalization for the two-point Schwinger function and the self-energy function.

Let \( \{\xi^x_i = (x_i, \tau_i, \alpha_i)\}, \{\xi^y_i = (y_i, \tau_i, \alpha_i)\} \) and \( \{\tilde{\xi}^z_i = (\tilde{z}_i, \tau_i, \alpha_i)\} \) be a set of indices associated with the Grassmann variables \( \{\psi_{\tilde{\varepsilon}_{i,\alpha_i}}(x_i)\}, \{\psi_{\varepsilon_{i,\alpha_i}}(y_i)\} \) and \( \{\psi_{\tilde{\varepsilon}_{i,\alpha_i}}(\tilde{z}_i)\} \), respectively. Expanding the exponential into power series and performing the Grassmann integrals, we obtain:

$$ S_{2p}(\lambda; x_1, \tau_1, \alpha_1; \ldots, x_{2p}, \tau_{2p}, \alpha_{2p}) = \sum_{N=1}^{\infty} \sum_{n_1+n_2=N} \frac{\lambda^n}{n!} \int_{(\Lambda_{p,\beta})^{n_1+n_2}} d^3y_1 \cdots d^3y_{n+n_1} \int_{(\Lambda_{p,\beta})^{2n_2}} d^3z_1 \cdots d^3z_{2n_2} \prod_{i,j=1}^{2n_2} \nu(z_i - z_j) \delta(\tilde{z}_i, \tilde{z}_j) \left[ \delta_{\alpha_i,\alpha_j} \right] \left[ \xi^x_i, \ldots, \xi_{p+1}^x, \xi_1^z, \ldots, \xi_{n_2+1}^z, \xi_1^y, \ldots, \xi_n^y \right], \quad (4.3) $$

where $N = n + n_1 + n_2$ is the total number of vertices, $n$ is the number of interaction vertices, to each of which is associated a (bare) coupling constant $\lambda$, and $n_1$ is the number of two-point vertices, each of which is associated with a bare chemical potential counter-term $\delta \mu(\lambda)$. $\nu(z_i - z_j) = 1 / |\Lambda_{p,\beta}| \int dke^{i(kz_i - z_j)} \tilde{\psi}(k)$ is a counter-term in the direct space.

The two-point vertices are also called the counter-term vertices. We have used Cayley’s notation (c.f. [38]) for determinants:

$$ \left\{ \begin{array}{c} \xi^x_i \\ \xi^y_j \end{array} \right\} = \begin{array}{c} x_{i,\tau_i,\alpha_i} \\ y_{j,\tau_j,\alpha_j} \end{array} \right\} = \det \left[ \delta_{\varepsilon_{i,\alpha_i}} C_{\varepsilon_{j,\alpha_j}}(x_i - y_j) \right]_{\alpha_i,\alpha_j}, \quad (4.4) $$
Remark that the perturbation series would be divergent if we fully expand the determinant \([42]\). Instead, we can only partially expand the determinant such that the expanded terms are labeled by forest graphs, which don’t proliferate very fast \([42]\). In order to make the partial expansions consistent with the multi-slice analysis, to each tree line in the forest, which corresponds to a sectorized propagator, we associate a scale index \(r\). The set of forests with labeling forms a layered object, called a jungle graph. The canonical way of generating the jungles in perturbation theory is the BKAR jungle formula (see \([1, \text{ Theorem IV}.3]\)):

**Theorem 4.1.** (The BKAR jungle formula) Let \(n \geq 1\) be an integer, \(I_n = \{1, \ldots, n\}\) be an index set and \(P_n = \{\ell = (i, j), i, j \in I_n, i \neq j\}\). Let \(F\) be a forest of order \(n\) and \(S\) be the set of smooth functions from \(\mathbb{R}^{P_n}\) to an arbitrary Banach space. Let \(x = (x_\ell)_{\ell \in P_n}\) be an arbitrary element of \(\mathbb{R}^{P_n}\) and \(1 \in \mathbb{R}^{P_n}\) be the vector with every entry equals 1. Then for any \(f \in S\), we have:

\[
f(1) = \sum_{\mathcal{J} = (\mathcal{F}_1 \subset \mathcal{F}_2 \subset \cdots \subset \mathcal{F}_m)} \left( \int_0^1 \prod_{\ell \in \mathcal{F}_m} dw_\ell \left( \prod_{k=1}^m \left( \frac{\partial}{\partial x_\ell} \right) \right) \right) f[X^F(w_\ell)],
\]

where the summation runs over all jungles \(\{\mathcal{J} = (\mathcal{F}_1 \subset \mathcal{F}_2 \subset \cdots \subset \mathcal{F}_m = \mathcal{F})\}\), in which the last forest \(\mathcal{F} = \mathcal{F}_m\) is a spanning forest of the fully expanded graph \(G\) with \(n\) vertices. \(\mathcal{F}_0 := V_n\) is the completely disconnected forest of \(n\) connected components, each of which corresponds to the interaction vertex \(V(\psi, \lambda)\) (cf. Formula \((3.4)\)). \(X^F(w_\ell)\) is a vector \((x_\ell)_{\ell \in P_n}\), whose elements \(x_\ell = x_{ij}^F(w_\ell)\) are defined as follows:

- \(x_{ij}^F = 1\), if \(i = j\),
- \(x_{ij}^F = 0\), if \(i\) and \(j\) are not connected by \(\mathcal{F}_k\),
- \(x_{ij}^F = \inf_{\ell \in \mathcal{P}_ij} w_\ell\), if \(i\) and \(j\) are connected by the forest \(\mathcal{F}_k\) but not \(\mathcal{F}_{k-1}\), where \(\mathcal{P}_ij\) is the unique path in the forest that connects \(i\) and \(j\),
- \(x_{ij}^F = 1\), if \(i\) and \(j\) are connected by \(\mathcal{F}_{k-1}\).

We obtain:

\[
S_{2p, \beta}(\lambda) = \sum_{N=n+n_1+n_2} S_{2p,N, \beta},
\]

\[
S_{2p,N, \beta} = \frac{1}{n! n_1! n_2!} \sum_{\{\xi\}} \sum_{\mathcal{J}_\text{max}} \prod_{\ell \in \mathcal{F}} \int d^3 x_\ell \lambda^n (\delta \mu(\lambda))^{n_1}(v)^{n_2} \cdot \prod_{\ell \in \mathcal{F}} \int dw_\ell C_{r, \sigma\ell}(x_\ell, x'_\ell) \det[C_{r, \sigma}(w)]_{(\ell \leftrightarrow \ell')},
\]

in which the sum runs over all jungles \(\{\mathcal{J}_\text{max} = (\mathcal{F}_0 \subset \mathcal{F}_1 \subset \cdots \subset \mathcal{F}_\text{max})\}, \varepsilon(\mathcal{J}_\text{max})\) is a product of the factors \(\pm 1\) along the jungle. \(\det[C_{r, \sigma}(w)]_{(\ell \leftrightarrow \ell')}\) is the determinant for the remaining \(2(n+1) \times 2(n+1)\) dimensional square matrix, which has the same form as \((4.6)\), but is multiplied by the interpolation parameters \(\{w_\ell\}\). So it is still a Gram matrix, whose elements are pairs of Grassmann fields and anti-fields that don’t form tree.
propagators. Let $r_f$ be the $r$-index of a field or anti-field $f$, then the $(f, g)$ entry of the determinant reads:

$$
C_{r,\sigma}(w)_{f,g} = \delta_{r(f)r'(g)} \sum_{v=1}^{n} \sum_{v'=1}^{n} \chi(f, v)\chi(g, v')x_{v,v'}^{r_f} (\{w\}) C_{r,\tau(f),\sigma(f)}(x_v, x_{v'}),
$$

where $[x_{v,v'}^{r_f} (\{w\})]$ is an $n \times n$ dimensional positive matrix, whose elements are defined in the same way as in (4.5):

- If the vertices $v$ and $v'$ are not connected by $\mathcal{F}_r$, then $x_{v,v'}^{r_f} (\{w\}) = 0$,
- If the vertices $v$ and $v'$ are connected by $\mathcal{F}_{r-1}$, then $x_{v,v'}^{r_f} (\{w\}) = 1$,
- If the vertices $v$ and $v'$ are connected by $\mathcal{F}_r$ but not $\mathcal{F}_{r-1}$, then $x_{v,v'}^{r_f} (\{w\})$ is equal to the infimum of the $w_\ell$ parameters for $\ell \in \mathcal{F}_r/\mathcal{F}_{r-1}$ which is in the unique path connecting the two vertices. The natural convention is that $\mathcal{F}_{r-1} = \emptyset$ and that $x_{v,v'}^{r_f} (\{w\}) = 1$.

Taking the logarithm on $S_{2p,\beta}^c$, we obtain the connected $2p$-point Schwinger function $S_{2p,\beta}^c$:

$$
\begin{align*}
S_{2p,\beta}^c &= \frac{1}{n!n_1!n_2!} \sum_{\{\ell\}} \sum_{\ell(\delta \mu)} \prod_{\ell} \int \lambda_{\beta,L}^n (\delta \mu)^{n_1} [v]^{n_2} \\
&\quad \cdot \prod_{\ell \in T} d\omega_\ell C_{r,\sigma_\ell}(x_\ell, x'_\ell) \det[C_{r,\sigma}(w)]_{\ell\ell},
\end{align*}
$$

in which $S_{2p,\beta}^c$ has almost the same structure as $S_{2p,\beta}$ in (4.7), except that the summation over jungles is restricted to the ones $\mathcal{F}'_{r_{\text{max}}}$ = $(\mathcal{F}'_0 \subset \mathcal{F}'_1 \cdots \subset \mathcal{F}'_{r_{\text{max}}} = T)$, in which the final layered forest is a spanning tree $T$ with $n$ vertices. Without losing generality, suppose that a forest $\mathcal{F}'_r$ contains $c(r) \geq 1$ trees, noted by $T^r_k, k = 1, \ldots, c(r)$, and a link in $T^r_k$ is noted by $\ell(T)$. To each $T^r_k$ we introduce an extended graph (cf. Definition 4.1) $G^r_k$, which contains $T^r_k$ as a spanning tree and contains a set of half-edges, $e(G^r_k)$, such that the cardinality of $e(G^r_k)$, denoted by $|e(G^r_k)|$, is an even number. By construction, the scale index of any external field, $r_f$, is greater than $r_{\ell(T)}$. The graphical structure of a component $G^r_k$ is highly nontrivial: besides a tree structure $T^r_k$, it contains also a set of internal fields (which would form loop lines if they were fully expanded) which still form a determinant. Each connected component $G^r_k$ is contained in a unique connected component with a lower scale index $r$. The inclusion relation of the graphs $G^r_k, r = 0, \ldots, r_{\text{max}}$, has a tree structure, called the Gallavotti–Nicolò tree.

**Definition 4.3.** (cf. [24,25]) A Gallavotti–Nicolò tree (GN tree for short) $G_{r_{\text{max}}}$ is an abstract tree graph in which the vertices, also called the nodes, correspond to the extended graphs $G^r_k, r = 0, \ldots, r_{\text{max}}, k = 1, \ldots, c(r)$, and the edges are the inclusion relations of these nodes. The node $G_{r_{\text{max}}}$, which corresponds to the full Feynman graph $G$, is called the root of $G_{r_{\text{max}}}$. Obviously each GN tree has a unique root. The bare nodes of the GN tree, which form the set $V_N = \mathcal{F}_0$, are called the leaves. The cardinality of the set of bare nodes, $|V_N|$, is called the order of $G$. A GN tree of order $N$ is also noted as $G^N_{r_{\text{max}}}$.
Fig. 7. A Gallavotti–Nicolò tree. The round dots are the nodes and bare vertices and the big square is the root. They are arranged according to the scale index $r$, such that nodes of the same $r$-index belong to the same thick line. The thin lines are the external fields, the dash lines indicate the inclusion relations.

Fig. 8. Grouping of a quadruped Feynman graphs into the GN tree.

An illustration of a GN tree with 16 nodes and 8 bare nodes is shown in Fig. 7. Figure 8 is an illustration of the grouping the subgraphs of a Feynman graph into the corresponding GN tree. The readers that are not familiar with the GN trees are invited to consult [5] or [38] for more details. Now we consider the amplitudes of the connected Schwinger functions.

**Remark 4.2.** Remark that since the counter-terms are quadratic in the two external fields, they only contribute the factors $|\delta \mu|^n_1$ and $|\nu_{\alpha\alpha'}|^n_2$ (though the latter is non-local) to the amplitudes of the correlation functions. As will be proved in Theorem 6.1 and 7.3, these counter-term are simply bounded by some absolute positive constants hence are not essential for the power-counting. So we drop these counter-terms in the rest of this section, just for simplicity. We will retain them in future sections when we study the renormalization of the two-point function.

The $2p$-point Schwinger function can be written as:

$$S^c_{2p,\beta} = \sum_n S^c_{2p,\beta,n} \lambda^n,$$

(4.11)

$$S^c_{2p,n,\beta} = \frac{1}{n! n_1! n_2!} \sum_{\{\tau\}, G_{\tau}, T} \sum_{\mathcal{J}^{\prime \prime}, \mathcal{J}^{\prime}} \epsilon(\mathcal{J}^{\prime}) \prod_{j=1}^n \left( \prod_{\ell \in T} \int_0^1 dw_{\tau} C_{r_{\tau},\sigma_{\ell}}(x_{\ell}, \bar{x}_{\ell}) \prod_{i=1}^n \chi_i(\sigma) \det[C_{r_{\tau},\sigma}(w)]_{\ell \ell} \right) \prod_{\ell \in T} \int_0^1 dw_{\tau} C_{r_{\tau},\sigma_{\ell}}(x_{\ell}, \bar{x}_{\ell}) \prod_{i=1}^n \chi_i(\sigma) \det[C_{r_{\tau},\sigma}(w)]_{\ell \ell}$$

(4.12)

in which the function $\chi_i(\sigma) = \chi(\sigma_1^i, \sigma_2^i, \sigma_3^i, \sigma_4^i)$ associated to each vertex $i = 1, \ldots, n$ of the graph is the indicator function, defined as follows: $\chi_i(\sigma)$ equals to 1 if the sector
indices \( \sigma \) satisfy the constraints in Lemma 3.4, and equals to 0 otherwise. This function describes the conservation of momentum at each vertex.

Notice that each matrix element (4.8) of \( \det[C_{r,\sigma}(w)]_{lef t} \) can be written as an inner product of two vectors:

\[
C_{r,\sigma}(w)_{f,g;\tau,\tau'} = (e_\tau \otimes A_f(x_v,\cdot), e_{\tau'} \otimes B_g(x_{v'}))
\]

(4.13)
in which the unit vectors \( e_{\uparrow} = (1, 0) \), \( e_{\downarrow} = (0, 1) \) are the spin variables and

\[
A_f = \sum_{k \in D_{\beta,\Lambda}} \sum_{v=1}^n \chi(f, v)[x_{v,v'}^{(r)}(\{w\})]^{1/2} e^{-ik \cdot x_v}.
\]

\[
B_g = \sum_{k \in D_{\beta,\Lambda}} \sum_{v'=1}^n \chi(g, v')[x_{v,v'}^{(r)}(\{w\})]^{1/2} e^{-ik \cdot x_{v'}} \hat{C}(k)_{\tau_\ell,\sigma_\ell}
\]

(4.14)
are vectors in the Hilbert space such that

\[
\|A_f\|_{L^2}^2 \leq \sqrt{K} \gamma^{-j_f/2-s_{f,+}/2-s_{f,-}/2}, \quad \|B_f\|_{L^2}^2 \leq \sqrt{K} \gamma^{-s_{f,+}/2-s_{f,-}/2+j_f/2},
\]

(4.16)
for some positive constant \( K \) that is independent of \( r \) and \( l \). By Gram–Hadamard’s inequality [26,34] and using the fact that \( l_f = s_f^{(a)} + s_f^{(b)} - j_f + 1, a \neq b \), we have

\[
|\det(A_f, B_g)| \leq \prod_f \|A_f\|_{L^2} \cdot \|B_f\|_{L^2} \leq K \prod_f \gamma^{-(j_f+l_f)/2}.
\]

(4.17)
So we have:

\[
det_{lef t} \leq K^n \prod_{f \leq \text{lef t}} \gamma^{-(j_f+l_f)/2} = K^n \prod_{f \leq \text{lef t}} \gamma^{-r_f/2-l_f/4}.
\]

(4.18)
Integrating over all position variables except the fixed one, \( x_1 \), we obtain the following bound:

\[
|S_{p,n,\beta}^{\uparrow} | \leq \frac{K^n}{n!} \sum_{[\Sigma],G^{\text{max}},T} \sum_{[\sigma]} \prod_{i=1}^r n \chi_i(\sigma) \prod_{\ell \in T} \gamma^{2r_\ell} \prod_{f} \gamma^{-r_f/2-l_f/4},
\]

(4.19)
in which the last product runs over all the \( 4n \) fields and anti-fields, and the summation \( \sum' \) means that we have taken into account the constraints on the sector indices among the different connected components in the GN tree. We have the following lemma concerning the last two terms in (4.19):

**Lemma 4.1.** Let \( c(r) \) be the number of connected components at level \( r \) in the GN tree, we have the following inductive formulas:

\[
\prod_f \gamma^{-r_f/2} = \prod_{r=0}^{r_{\text{max}}} \prod_{k=1}^{c(r)} \gamma^{-|e(G_k^f)|/2},
\]

(4.20)
\[
\prod_{\ell \in T} \gamma^{2r_{\ell}} = \gamma^{-2r_{\text{max}}-2} \prod_{r=0}^{r_{\text{max}}} \prod_{k=1}^{c(r)} \gamma^2.
\] (4.21)

**Proof.** Both formulas can be proved by induction. We prove (4.20) first. Consider a graph \(G\) with \(n\) vertices. Let \(N_f\) be the set of fields (half-edges) in \(G\) and \(n(r, f)\) be the number of fields such that \(r_f = r\). Then the l.h.s. of (4.20) is equal to \(\gamma^{-\frac{1}{2} \sum_{f \in N_f} r_f} = \gamma^{-\frac{1}{2} \sum_{r=0}^{r_{\text{max}}} n(r, f) \cdot r} \). Let \(\cup_{k=1}^{c(r)} (G_{r}^k)\) be the set of external fields of any connected component in the GN tree of scale index \(r\). Obviously we have \(|e(G_r)| = \sum_{k=1}^{c(r)} |e(G_r^k)|\). Then the r.h.s. of (4.20) is equal to \(\gamma^{-\frac{1}{2} \left( \sum_{r=0}^{r_{\text{max}}} |e(G_r)| \right)} \). Fix an external field \(f_e\) of a connected component in \(G_{r_{\text{max}}}\) such that \(r_{f_e} = r \geq 1\), which means that \(f_e\) is an external field of \(G_{r-1}\), but an internal field of \(G_r\), hence \(f_e \in e(G_0) \cap \cdots \cap e(G_{r-1})\). So we have \(\sum_{r=0}^{r_{\text{max}}} |e(G_r)| = \sum_{r=0}^{r_{\text{max}}} r \cdot n(f_e, r)\), where \(n(f_e, r)\) is the number of external fields at level \(r\), and

\[
\prod_{r=0}^{r_{\text{max}}} \prod_{k=1}^{c(r)} \gamma^{-\frac{1}{2} |e(G_r^k)|} = \gamma^{-\sum_{r=0}^{r_{\text{max}}} r \cdot n(f_e, r) / 2} = \prod_{f} \gamma^{-r_{f} / 2}.
\] (4.22)

Now we consider (4.21). Suppose that the spanning tree \(T\) has \(k\) edges \(\ell_1, \ell_2, \ldots, \ell_k\), each is assigned a scale index \(r_{\ell_i}, i = 1, \ldots, k\). We can always order the tree lines according to the order \(r_{\ell_1} \leq r_{\ell_2} \cdots \leq r_{\ell_k} \leq r_{\text{max}}\). Let \(n(\ell, r)\) be the number of tree lines in \(T\) whose scale indices are equal to \(r\), then the l.h.s. of (4.21) is equal to \(\gamma^2 \sum_{\ell \in T} r_{\ell} = \gamma^2 \sum_{r=0}^{r_{\text{max}}} r \cdot n(\ell, r)\), and the r.h.s. of (4.21) is equal to

\[
\gamma^{-2r_{\text{max}}} \prod_{r=0}^{r_{\text{max}}} \gamma^{-2r_{\ell}} = \gamma^{2 \sum_{r=0}^{r_{\text{max}}} r \cdot n(\ell, r)} = \prod_{\ell \in T} \gamma^{2r_{\ell}}.
\] (4.23)

Since \(c(r_{\text{max}}) = 1\), we have

\[
c(r) - 1 = n(\ell, r + 1) + n(\ell, r + 2) + \cdots + n(\ell, r_{\text{max}}),
\] (4.24)

where \(n(\ell, i) = c(i) - c(i + 1)\), and

\[
\sum_{r=0}^{r_{\text{max}}} [c(r) - 1] = 1 \cdot n(\ell, 1) + 2 \cdot n(\ell, 2) + \cdots + r_{\text{max}} \cdot n(\ell, r_{\text{max}}),
\] (4.25)

which means that

\[
\gamma^2 \sum_{r=0}^{r_{\text{max}}} [c(r) - 1] = \gamma^2 \sum_{r=0}^{r_{\text{max}}} r \cdot n(\ell, r) = \prod_{\ell \in T} \gamma^{2r_{\ell}}.
\] (4.26)

This concludes the lemma. \(\square\)

**Theorem 4.2.** (The power counting theorem) There exists a positive constant \(K\) which may depend on the physical parameters of the model but is independent of the scale indices and the coupling constant \(\lambda\), such that the connected, \(2p\)-point Schwinger functions, with \(p \geq 0\), satisfy the following bound:

\[
|S_{2p,n,\beta}^\phi| \leq \frac{K^n \lambda^n}{n!} \sum_{\{\ell\} \subset G_{\text{max}}, T} \sum_{\sigma} \prod_{i=1}^{n} \left[ \chi_i(\sigma) \gamma^{-\left(\beta t_{i} + t_{i}^2 + \beta t_{i} + l_{i}^2 t_{i}\right)/4} \right] \prod_{r=0}^{r_{\text{max}}} \prod_{k} \gamma^{2-e(G_r^k)/2}.
\] (4.27)
So that the two-point functions are relevant, the four point functions are marginal and the Schwinger functions with external legs 2p ≥ 6 are irrelevant.

Proof. Writing the product \( \prod F \gamma^{-lF/4} \) in Formula (4.19) as \( \prod_{i=1}^{n} e^{-(l_1^i + l_2^i + l_3^i + l_4^i)/4} \), taking into account the conservation of momentum at each vertex \( i \) and using Lemma 4.1, the result of this theorem follows. □

Then we need to consider the summation over the sector indices, which is easily getting unbounded if we don’t take into account the constraints placed by the conservation of momentum. This is the so-called sector counting problem and will be studied in the next subsection.

4.2. The sector counting lemma.

Lemma 4.2. (Sector counting lemma for a single bare vertex) Let the four fields (half-lines) attached to a vertex be \( f_1, \ldots, f_4 \) with scale indices \( j_1, \ldots, j_4 \) and sector indices \( \sigma_1 = (s_1^{(a)}, s_1^{(b)}), \ldots, \sigma_4 = (s_4^{(a)}, s_4^{(b)}) \). Let the \( r \)-indices associated to the four fields be assigned as \( r_{f_1} = r_{f_2} = r_{f_3} = r \) and \( r_{f_4} > r \). Then there exists a positive constant \( K \), which is independent of the scale indices, such that for fixed \( \sigma_4 \), we have

\[
\sum_{\sigma_1, \sigma_2, \sigma_3} \chi(\sigma_1, \sigma_2, \sigma_3, \sigma_4) \gamma^{-(l_1 + l_2 + l_3)/4} \leq K \cdot r.
\] (4.28)

Proof. This lemma has been proved in [37] for a similar setting. Here we present a shorter proof, for reader’s convenience. Let the four fields hooked to a vertex \( i \) in a node \( G^k_r \) be \( f_1, \ldots, f_4 \), whose sector indices are \( \sigma_1, \ldots, \sigma_4 \) and depth indices are \( l_1^i, \ldots, l_4^i \). Remark that, among the four fields, we can always choose one, say, \( f_4 \), as the root field. Then \( r_4 \) is greater than all the other indices \( r_1 = r_2 = r_3 = r \). We can always organize the sector indices \( \sigma_1 = (s_1^{(a)}, s_1^{(b)}), \ldots, \sigma_3 = (s_3^{(a)}, s_3^{(b)}) \) such that \( s_1^{(a)} \leq s_2^{(a)} \leq s_3^{(a)} \) and \( s_1^{(b)} \leq s_2^{(b)} \leq s_3^{(b)} \). Then, by Lemma 3.4, either \( \sigma_1 \) collapses with \( \sigma_2 \), or one has \( s_1^{(a)} = s_1^{(b)} = j_1 \), such that \( j_1 < \min\{j_2, \ldots, j_4\} \). So we only need to consider the following possibilities:

- if \( \sigma_1 \simeq \sigma_2 \), we have \( s_{2}^{(a)} = s_1^{(a)} \pm 1 \) and \( s_{2}^{(b)} = s_1^{(b)} \pm 1 \). The depth indices are arranges as \( l_1 \leq l_2 \leq l_3 \). Then the l.h.s. of (4.28) is bounded by

\[
\sum_{\sigma_1, \sigma_2, \sigma_3} \gamma^{-(2l_1 + l_3)/4} = \sum_{\sigma_1} \gamma^{-l_1/2} \sum_{\sigma_3} \gamma^{-l_3/4},
\] (4.29)

Using the fact that \( r_k = j_k + l_k/2 \) and \( l_k = s_k^{(a)} + s_k^{(b)} - j_k + 1 \), we have \( l_k = 2(s_k^{(a)} + s_k^{(b)} - r_k + 1) \), for \( k = 1, \ldots, 3 \). For fixed \( s_1 = (s_1^{(a)}, s_1^{(b)}) \), summation over \( \sigma_3 = (s_3^{(a)}, s_3^{(b)}) \) can be bounded as follows:

\[
\sum_{\sigma_3=(s_3^{(a)}, s_3^{(b)})} \gamma^{-l_3/4} = \sum_{\sigma_3=(s_3^{(a)}, s_3^{(b)})} \gamma^{-(l_3-l_1)/4} \gamma^{-l_1/4} \leq \sum_{s_3^{(a)} \geq s_1^{(a)}} \gamma^{-(s_3^{(a)}-s_1^{(a)})/2} \sum_{s_3^{(b)} \geq s_1^{(b)}} \gamma^{-(s_3^{(b)}-s_1^{(b)})/2} \gamma^{-l_1/4}.
\]
for some positive constant $K_1$ which is independent of the scale indices. Now we consider the summation over $\sigma_1$. By the constraint $s_1^{(a)} + s_1^{(b)} \geq r - 1$ and take into account the factor $\gamma^{-l_1/4}$ from the above formula, we have:

$$\sum_{\sigma_1} \gamma^{-l_1/2} \cdot \gamma^{-l_1/4} \leq \gamma^{3r/2} \sum_{s_1^{(a)} = 0}^{r} \gamma^{-3s_1^{(a)}/2} \sum_{s_1^{(b)} = r - 2 - s_1^{(a)}}^{r} \gamma^{-3s_1^{(b)}/2} \leq \gamma^{3r/2} \sum_{s_1^{(a)} = 0}^{r} \gamma^{-3s_1^{(a)}/2} \gamma^{-3r/2 + 3s_1^{(a)}/2} \leq K_2 \cdot r,$$

in which $K_2$ is another positive constant. By choosing $K = K_1 \cdot K_2$ we proved the lemma for this case.

- if $j_1 = s_1^{(a)} = s_1^{(b)}$ and is the smallest index among $(j_1, j_2, j_3, j_4)$, we have $l_1 = j_1 + 1$. Summing over $\sigma_1$ is simply bounded by $\gamma^{-j_1/4}$ and summation over $\sigma_3 \geq \sigma_2$ is bounded by a positive constant. Finally summation over $\sigma_2$ gives the factor $r$. So there exists a positive constant $K$, which is also independent of all the scale indices, such that the l.h.s. of (4.28) is bounded by $K \cdot \gamma^{-j_1/4}r \leq K \cdot r$.

\[ \square \]

5. The Convergent Contributions to the Schwinger Functions

5.1. More notations about the Gallavotti–Nicolò trees. Before proceeding, let us introduce the following notations concerning some specific Gallavotti–Nicolò trees.

**Definition 5.1. (Biped trees)** Let $G^r_{\text{max}}$ be a Gallavotti–Nicolò tree in which the scale index of the root is $r_{\text{max}}$, and $G^k_r$ be a node in $G^r_{\text{max}}$. Let $e(G^k_r)$ be the set of external fields of $G^k_r$ whose cardinality is denoted by $|e(G^k_r)|$. A biped $b$ is a node in $G^r_{\text{max}}$ such that $|e(G^k_r)| = 2$. The set of all bipeds is denoted by $B := \{G^k_r, \ r = 0, \ldots, r_{\text{max}}; \ k = 1, \ldots, c(r) \ | \ |e(G^k_r)| = 2 \}$. A biped tree $G^r_{\text{max}}^B$ is defined as a subgraph of a Gallavotti–Nicolò tree in which the set of its nodes, noted by $V(G^r_{\text{max}}^B)$, consists of the following elements: i) the bare nodes $\mathcal{V}$ of $G^r_{\text{max}}$, ii), the bipeds $b$ and iii) the root which corresponds to the complete graph $G$. The edges of $G^r_{\text{max}}^B$ are the natural inclusion relations for the nodes in $V(G^r_{\text{max}}^B)$.

**Definition 5.2.** Let $b \in B$ be a biped. The set of external fields of $b$ is denoted by $e_b = \{\psi_b, \bar{\psi}_b\}$, and the set of external fields of $G^r_{\text{max}}^B$ is denoted by $E_B$. We have $E_B := (\bigcup_{b \in B} e_b) \setminus e(G)$, where $e(G)$ is the set of external fields of the complete graph $G$.

Similarly, define the quadruped Gallavotti–Nicolò trees as:

**Definition 5.3.** A quadruped $Q$ is a node of a Gallavotti–Nicolò tree $G^r_{\text{max}}$ which has four external fields. The set of all quadrupeds in $G^r_{\text{max}}$ is noted by $Q$. A quadruped GN tree $G^r_{\text{max}}^Q$ is defined as a subgraph of $G^r_{\text{max}}$ whose set of nodes, denoted by $V(G^r_{\text{max}}^Q)$, composing of the following elements: the bare nodes of $G^r_{\text{max}}$, the quadruped $Q$ and the root of $G^r_{\text{max}}$ which is the complete graph $G$ such that $|e(G)| = 4$. The edges of $G^r_{\text{max}}^Q$ are the inclusion relations of its nodes. The set of external fields associated to $Q$ is noted by $e_q$, and the set of external fields of $Q$ is noted by $E_Q$. We have $E_Q = (\bigcup_{Q \in Q} e_Q) \setminus e(G)$. 
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Definition 5.4. A convergent Gallavotti–Nicolò tree $G^r_{C_{\text{rmax}}}$ is a subgraph of a Gallavotti–Nicolò tree which doesn’t contain the nodes of $B$ or $Q$. In other words, the set of nodes in $G^r_{C_{\text{rmax}}}$ is given by $V(C) := \{ G^k_r, \ r = 0, \ldots, \text{rmax}, \ k = 1 \ldots c(r) \mid e(G^k_r) \geq 6 \}$ and the edges are the natural inclusion relations of the nodes.

Correspondingly, we have the following definitions for the Schwinger functions.

Definition 5.5. Let $\{ G^r_{C_{\text{rmax}}} \}$ be the set of convergent GN trees of root scale index $r_{\text{max}}$. The corresponding connected Schwinger functions, denoted by $S^{C,2p}_{C,\beta}$, with $p \geq 3$, are called the convergent Schwinger functions. They are the contributions to the Schwinger functions $S_{2p}$ from the convergent graphs. Similarly, $S^{C,\beta}_{Q}$ is defined as the set of quadruped Schwinger functions whose GN trees are the quadrupeds $\{ G^r_{Q_{\text{rmax}}} \}$. Finally, define the set of Schwinger functions $S^{C,B}_{B,\beta}$ corresponding to the biped GN trees $\{ G^r_{B_{\text{rmax}}} \}$, as the set of biped Schwinger functions.

In the rest of this section, we shall construct the connected $2p$-point Schwinger functions for $p \geq 2$, which include the convergent Schwinger functions and the quadruped ones, and study their analytic properties. The connected biped Schwinger functions will be studied in the next section.

5.2. The $2p$-point Schwinger functions with $p \geq 3$. The perturbation series of $S^{C,2p}_{C,\beta}$ can be written as

\[
S^{C,2p}_{C,\beta}(\lambda) = \sum_n \lambda^n S^{C,2p,n}_{C,\beta},
\]

\[
S^{C,2p,n}_{C,\beta} = \frac{1}{n!} \sum_{B=\emptyset, Q=\emptyset} \sum'_{\{\sigma\}} \cdot \prod_v \int_{\Lambda_{1,\beta}} dx_v \prod_{\ell \in T} \int_0^1 dw_{\ell} C_{r_{\ell},\sigma_{\ell}}(x_{\ell}, y_{\ell}) [\det C_{r,\sigma}(w)]_{\text{eft}},
\]

We have the following theorem:

Theorem 5.1. (The Convergent contributions) There exists a positive constant $C_1$ independent of the scale index and $\lambda$, such that the connected Schwinger functions $S^{C,2p}_{C,\beta}(\lambda)$, $p \geq 3$, are analytic functions of $\lambda$, for $|\lambda \log T| \leq C_1$.

Proof. The proof follows closely [37]. Here we try to make the proof simpler and more pedagogical. Formula (5.2) can be written as:

\[
S^{C,2p,n}_{C,\beta} = \frac{1}{n!} \sum_{\{ G^k_r, \ r = 0, \ldots, \text{rmax}; B=\emptyset, Q=\emptyset \}} \sum'_{\{\sigma\}} \cdot \prod_v \int_{A_{\beta}} dx_v \prod_{\ell \in T} \int_0^1 dw_{\ell} C_{r_{\ell},\sigma_{\ell}}(x_{\ell}, y_{\ell}) [\det C_{r,\sigma}(w)]_{\text{eft}},
\]

(5.3)
for some positive constant $K$. The summation over $\mathcal{J}'_{r_{\text{max}}}$ has also been written in a more explicit form. By Theorem 4.2, we have:

$$|S_{\mathcal{C},2p,n}| \leq \frac{Kn}{n!} \sum_{|G_k^x, r=0, \ldots, r_{\text{max}}; k=1, \ldots, e(r)|} \mathcal{J}_{B=0, Q=0} \sum_{\sigma} T \prod_{i=1}^{n} \left[ \chi_i(\sigma)e^{-|l_i^1|l_i^2|+l_i^3|l_i^4|}/4 \right]$$

$$\cdot \prod_{i=1}^{n} \gamma^{-|l_i^1|l_i^2|+l_i^3|l_i^4|}/6,$$

(5.4)
in which we have used the fact that $2 - |e(G_k)|/2 \leq -|e(G_k)|/6$, for $|e(G_k)| \geq 6$, and the fact that

$$\prod_{r=0}^{r_{\text{max}}} \gamma^{-|e(G_k)|}/6 = \prod_{i=1}^{n} \gamma^{-|l_i^1|l_i^2|+l_i^3|l_i^4|}/6.$$ 

Now we consider summation over the sector indices in (5.4). Remark that, since the scale indices for the four fields attached to a vertex are not necessarily the same, we can’t apply Lemma 4.2 directly. Let us fix a Fermionic field (half-edge) with maximal index $r$, which eventually goes to the root. This field can be chosen as $f_4$ with scale index $r_4$, without losing generality. The constraint from conservation of momentum implies that either the two smallest sector indices among the four, chosen as $s^{(a)}_1$ and $s^{(a)}_2$ are equal (modulo $\pm 1$), or the smallest sector index $s^{(a)}_1$ is equal to the $j_1$, which is the smallest scale index. Then summing over the sector indices $s^{(a)}_1, s^{(a)}_2$ is bounded by the factor $\bar{r} := \max\{r^1, r^2\}$. Now we consider the summation over the sectors $(s^{(a)}_3, s^{(b)}_3)$, for which we obtain (see the proof of Lemma 4.2)

$$\sum_{s^{(a)}_3, s^{(b)}_3} \gamma^{-l_3^1|l_3^2}/4 \leq K_1 r^3_i,$$

(5.5)

for some positive constant $K_1$. In total, we lose a factor $K_1 \bar{r} \cdot r^3_i$ at each vertex $i = 1, \ldots, n$. Summation over the sectors which are not the root sectors is bounded by

$$\prod_{i=1}^{n} \sum_{r_{\text{max}}} \frac{\bar{r} \gamma^{-l_1^1|l_1^2}/6 \cdot r^3_i \gamma^{-l_3^1|l_3^2}/6 \cdot \gamma^{-l_4^1|l_4^2}/6 \cdot \gamma^{-l_1^3|l_1^4}/6 \cdot \gamma^{-l_3^3|l_3^4}/6 \cdot \gamma^{-l_4^3|l_4^4}/6}}{\leq K_2}.$$ 

(5.6)

Finally, we have to sum over the sector indices for the root fields, one for each vertex $i$. This summation is bounded by $r_{\text{max}} = 3j_{\text{max}}/2 = 3|\log T|/2$. Summing over all the GN trees and spanning trees cost a factor $K_3 n!$, where $K_3$ is certain positive constant (see [37] for the detailed proof of this combinatorial result). Choosing the positive constant $K_0 = K \cdot K_1 \cdot K_2 \cdot K_3$, we have

$$|S_{\mathcal{C},2p,n}| \leq \sum_{n=0}^{\infty} K_0^n |\lambda|^n |\log T|^n.$$ 

(5.7)

Obviously the above series is convergent for $K_0|\lambda||\log T| < 1$. Let $C_1$ be a positive constant that is strictly smaller than $1/K_0$, we conclude this theorem. □
5.3. The quadruped Schwinger functions. In this part we consider the connected quadruped Schwinger functions $S^c_{Q, \beta}$. Since both the bare vertex and the general quadruped $Q$ have four external fields, we introduce to each bare vertex an indicator function $\chi_{v}((\sigma))$ and to each quadruped $Q$ an indicator function $\chi_{Q}((\sigma))$. The latter indication function is defined as follows: $\chi_{Q}((\sigma))$ is equal to 1 if the sector indices $\{\sigma\} = \{\sigma_{Q}^{1}, \ldots, \sigma_{Q}^{4}\}$ of the external fields of $Q$ satisfy the constraints in Lemma 3.4, and is equal to 0 otherwise. Then the quadruped Schwinger functions can be written as

$$S^c_{Q, \beta}(\lambda) = \sum_{n=0}^{\infty} \lambda^n S_{Q, n},$$  

(5.8)

$$S_{Q, n} = \frac{1}{n!} \sum_{Q'_{max}, E_{Q}, J_{max}} \sum_{I} \sum_{\{\sigma\}} \epsilon(I') \prod_{i=1}^{n} \chi_{i}((\sigma)) \prod_{Q \in Q} \chi_{Q}((\sigma))$$

$$\prod_{v} \int_{\Lambda_{v}} dx_{v} \prod_{\ell \in T} \int_{0}^{1} dw_{\ell} C_{r_{\ell}, \sigma_{\ell}}(x_{\ell}, y_{\ell})[\det C_{r, \sigma}(w)]_{left},$$  

(5.9)

We have the following theorem:

**Theorem 5.2.** Let $T = 1/\beta > 0$ be the temperature and $S^c_{Q, \beta}(\lambda)$ be the connected quadruped Schwinger function. There exists a constant $C$, which may depend on the model but is independent of the scale indices, such that the perturbation series for $S^c_{Q, \beta}(\lambda)$ is convergent in the domain $\{\lambda \in \mathbb{R} \mid |\lambda| < C / |\log T|^2\}$.

Remark that a theorem similar to this one has been already proved in [37], for a different setting. We present here a more pedagogical proof, for reader’s convenience. Before proceeding, we introduce the following definitions.

**Definition 5.6 (The maximal sub-quadruped [37].)** Let $Q \in G^{r_{max}}_{Q}$ be a quadruped which is not a leaf. By the Gallavotti–Nicolò tree structure of $G^{r_{max}}_{Q}$, $Q$ must be linked directly to a set of quadrupeds $\{Q_{1}', \ldots, Q_{d_{Q}}'\}$, $d_{Q} \geq 1$, called the maximal sub-quadrupeds of $Q$. These sub-quadrupeds could be either the bare vertices or some general quadrupeds.

**Remark 5.1.** Remark that a maximal sub-quadruped $Q'$ of $Q$ may still contain some sub-quadrupeds $Q_{1}'', \ldots, Q_{d_{Q}'}''$. The inclusion relation between $Q$ and $Q''$ is not an edge of the quadruped Gallavotti–Nicolò tree.

Now we consider summation over sector indices for a quadruped. We have:

**Lemma 5.1.** (Sector counting lemma for quadrupeds) Let $Q$ be a quadruped of scale indices $r$, which is linked to $d_{Q}$ maximal sub-quadrupeds $Q_{1}', \ldots, Q_{d_{Q}}'$. Let the external fields of $Q$ be $f_{Q}^{1}, \ldots, f_{Q}^{4}$, with scale indices $r_{Q}^{1}, \ldots, r_{Q}^{4}$ and sector indices $\sigma_{Q}^{1}, \ldots, \sigma_{Q}^{4}$, respectively. Let the external fields of $Q_{v}'$, $v = 1, \ldots, d_{Q}$, be $f_{v}^{1}, \ldots, f_{v}^{4}$, with scale indices $r_{v}^{1}, \ldots, r_{v}^{4}$ and sector indices $\sigma_{v}^{1} = (s_{v, 1}^{(a)}, s_{v, 1}^{(b)}), \ldots, \sigma_{v}^{4} = (s_{v, 4}^{(a)}, s_{v, 4}^{(b)})$, respectively. Let $\chi_{v}((\sigma_{v}))$ be the characteristic function at the sub-quadruped $Q_{v}'$, with $v = 1, \ldots, d_{Q}$, we have

$$\sum_{\{\sigma_{1}\}, \ldots, \{\sigma_{d_{Q}}\}} \prod_{v=1}^{d_{Q}} \chi_{v}((\sigma_{v})) \chi_{Q}((\sigma)) e^{-[l_{1}^{(a)} + l_{2}^{(a)} + l_{3}^{(a)} + l_{4}^{(a)}]/4} \leq K_{1} \Gamma_{1}^{-1} r^{d_{Q} - 1},$$  

(5.10)
for some positive constant $K$.

**Proof.** Let $Q$ be a quadruped and $T$ a spanning tree of $G$, then $T_Q = T \cap Q$ is the set of tree lines in $Q$. Among all the internal fields contained in $Q$, we fix the root field with the highest scale index $r_Q$, denoted by $f_Q$. Since a root field also belongs to some maximal sub-quadruped of $Q$, we fix also a root field for each of the $d_Q$ sub-quadrupeds. Define the external vertices of $Q$ as the set of maximal sub-quadrupeds $Q'$ to which the external fields of $Q$ are hooked. So there can be at most four of them. We call a field a tree field if, when contracted with another field, a tree line of $T$ is encountered. Now we sum over all the sector indices, from the leaves of a quadruped tree to the root.

Sub-quadrupeds. The second quadruped we meet contains the bare vertices as the maximal sub-quadruped. By conservation of momentum, whenever two tree fields of an external sub-quadruped $Q'$, which contains at least one external field, to the next maximal sub-quadruped. In this way we find that the number of pairs of sector indices to be determined is equal to the number of tree lines in $Q$. Since summing over each pair of sector indices for a root field is bounded by $\sum_{(\sigma_a, \sigma_b)} \gamma^{-1/4} \leq K_1 r_v$ (cf. Lemma 4.2), in which $r_v \leq r_Q \leq r$, we obtain

$$\sum_{[\sigma_1], \ldots, [\sigma_d]} \prod_{v=1}^{d_Q} \chi_v([\sigma_v]) \chi_Q([\sigma]) e^{-\frac{1}{4} [\sum_{i} \gamma_{i}^2 + \sum_{i} \chi_{i}^2]} \leq (K_1) r_v^{d_Q-1}$$

$$\leq K_1^{d_Q-1} r_v^{d_Q-1}. \quad (5.11)$$

Thus we conclude this lemma. $\Box$

**Proof of Theorem 5.2.** In order to sum over all the quadruped trees, it is useful to keep the GN tree structure explicit and write a quadruped tree as $g^R_{Q_{max}} = \{Q^k, r = 0, \ldots, r_{max}, k = 1, \ldots, c(r)\}$. The quadruped Schwinger functions satisfy the following bound (cf. Formula (5.4)):

$$|S_{Q,n}| \leq \frac{K^n}{n!} \sum_{g^R_{Q_{max}}} \sum_{B=0}^{r_{max}} \prod_{r=0}^{r_{max}} \gamma^2 e^{-|e(G^k_r)|}/2. \quad (5.12)$$

Now we sum over all the sector indices, from the leaves of a quadruped tree to the root. The first quadruped $Q_0$ that we encounter contains the bare vertices as the maximal sub-quadrupeds. The second quadruped $Q_1$ contains the quadruped $Q_0$, some other quadrupeds at the same scale index than $Q_0$, and bare vertices. More quadrupeds will be encountered when we are going towards the root. In this process, we apply Lemma 5.1 to each quadruped $Q$ that we meet, until we arrive at the root node of $g^R_{Q_{max}}$. Then there exists a constant $K_2$ independent of the scale index such that:

$$|S_{Q,n}| \leq \prod_{Q \in Q} \left[ K_2^{d_Q} \sum_{r=0}^{r_{max}} r^{d_Q-1} \right] \leq \prod_{Q \in Q} K_3^{d_Q} \log |T^{d_Q}|, \quad (5.13)$$

in which $K_3 = 3K_2 \cdot K/2$ is another positive constant, hence is also independent of the scale index; The sum over scale indices in $[\cdots]$ means that we sum over the root scale
indices for each quadruped \( Q \), from 0 to \( r_{\text{max}} = 3|\log T|/2 \). We have used the fact that the number of quadruped trees with \( n \) vertices is bounded by \( c^n n! \) (see [37]), which is a variation of Cayley’s theorem concerning the number of labeled spanning trees with fixed vertices. Using following well-known formula

\[
\sum_{Q \in \mathbb{Q}} d_Q = |Q| + n - 1 \leq 2n - 2,
\]

(5.14)

where \( |Q| \) is the cardinality of the set of quadrupeds \( Q \), for which we have \( |Q| \leq n - 1 \), we can prove the following bound:

\[
|S_{Q,n}| \leq \prod_{Q \in \mathbb{Q}} K_{3d_Q}^{|Q| + n - 1} \leq K_{3}^{|Q| + n - 1} \leq K_{3}^{|Q| + 1} \leq K_{3}^{|Q| + 1} \leq K_{3}^2 n - 2, \tag{5.15}
\]

and

\[
|S_{Q,n}^c(\lambda)| \leq \sum_{n=0}^{\infty} K_{3}^{2n - 2} \cdot \lambda^n \cdot |\log T|^{2n - 2}. \tag{5.16}
\]

Let 0 < \( C \leq 1/K_3 \) be some constant, define

\[
\mathcal{R}_T^Q := \{ \lambda : |\lambda \log^2 T| < C \}, \tag{5.17}
\]

then the perturbation series of \( S_Q(\lambda) \) is convergent for \( \lambda \in \mathcal{R}_T^Q \). We conclude this theorem.

Remark 5.2. Obviously \( \mathcal{R}_T^Q \subset \mathcal{R}_T^c \). This fact also set a constraint to the analytic domains for the biped Schwinger functions. Define the analytic domain for the two-point Schwinger functions by \( \mathcal{R}_T \), then we have

\[
\mathcal{R}_T = \mathcal{R}_T^c \cap \mathcal{R}_T^Q \cap \mathcal{R}_T^Q \subseteq \mathcal{R}_T^Q. \tag{5.18}
\]

Therefore, in order that the perturbation series of the connected 2\( p \)-point Schwinger functions, \( p \geq 1 \), to be convergent, the bare coupling constant \( \lambda \) should satisfy

\[
|\lambda| < C / j_{\text{max}}^2 = C / \log^2 T. \tag{5.19}
\]

6. The 2-Point Functions

In this section we study the connected 2-point Schwinger function and the self-energy function. While the perturbation series for the former are labeled by connected graphs, the ones for the latter are labeled by the one-particle irreducible graphs (1PI for short), which are the graphs that can’t be disconnected by deleting one edge. Since the renormalization conditions are not the same for different matrix elements of the 2-point Schwinger function and the self-energy function, we shall keep explicit the matrix elements of these functions. A matrix element of a connected 2-point Schwinger function \( S_{2,\beta}(y, z) \), in which \( y \) and \( z \) are the coordinates of the two external fields, will be denoted by \( S_{2,\beta}(y, z)_{\alpha \alpha'} \), \( \alpha, \alpha' = 1, 2 \). Matrix elements of the self-energy function are denoted in the same way. Using the BKAR tree formula [42, Theorem 4.1] and organizing the perturbation terms according to the GN trees, we can write \( S_{2,\beta}(y, z) \) as:

\[
[S_{2,\beta}(y, z)] = \sum_{n=0}^{\infty} \frac{\lambda^{n+2}}{n!} \int d^3x_1 \cdots d^3x_n \sum_{G_{\text{max}}} \sum_{G'_{\text{max}}} \sum_{E} \sum_{[\sigma]} \sum_{T, \mathcal{Z}} \left( \prod_{\ell \in T} \int_0^1 dw_\ell \right)
\]
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\[ \tau \]

noted by perform the localization in the direct space. The corresponding localization operation, \( j_r \), belongs to the sector with scale index with external momentum \( p \) in which \( \hat{G} \) is a biped GN tree (cf. [42, Definition 5.1]) and \( T \) is a spanning tree in the root graph of \( \mathcal{G}_{B}^{max} \).

It is well known that (see eg. [29, p. 290]) the self-energy \( \Sigma(y, z) \) can be obtained by Legendre transform on the generating functional for \( S_{\beta}^{\pi} \). In terms of Feynman graphs this corresponds to replacing the connected graphs labeling the connected functions by the 1PI graphs (which are also called the two-connected graphs in Graph theory). Let \( \{ \Gamma \} \) be the set of 1PI graphs over the \( n + 2 \) vertices, the self-energy is defined by:

\[
\Sigma(y, z, \lambda) = \sum_{n=0}^{\infty} \frac{\lambda^{n+2}}{n!} \int_{(\Lambda_{\beta})^{n}} d^{3}x_{1} \cdots d^{3}x_{n} \sum_{\mathcal{G}_{max}} \sum_{\mathcal{G}_{B}^{max}} \sum_{\mathcal{G} \in \mathcal{B}} \sum_{(\sigma) \cdot \mathcal{E}} \sum_{(T) \cdot \{ \Gamma \}} \left( \prod_{\ell \in \mathcal{G}} \int_{0}^{1} dw_{\ell} \right) \left[ \prod_{\ell \in T} C(f_{\ell}, g_{\ell}) \right] \cdot \det \left( C(f, g, \{ w_{\ell} \}) \right)_{left, \Gamma}.
\]

Through the Fourier transform

\[
[S_{2}(y, z, \lambda)]_{\alpha \alpha'} = \int_{D_{\beta, L}} dk \left[ \hat{\Sigma}(k, \lambda) \right]_{\alpha \alpha'} e^{ik(y-z)}, \quad \alpha, \alpha' = 1, 2,
\]

we define the self-energy function in the momentum space \( \hat{\Sigma}(k, \lambda) \). Remark that the above expressions are still formal, as summation over the 1PI graphs could be unbounded. The canonical way of generating the 1PI graphs without divergent combinatorial factors is called the multi-arch expansion, which will be introduced shortly. The construction of the 2-point Schwinger functions and the self-energy requires renormalization theory, which will be introduced in the next subsection.

### 6.1. Localization of the two-point functions

The localization of the two-point Schwinger function is naturally defined in the momentum space. Let \( \hat{S}_{2}(p) \) a two-point function with external momentum \( p \). Suppose that the internal momentum of the lowest scale belongs to the sector with scale index \( j_{r} \) and sector indices \( (s_{j_{r}}^{(a)}, s_{j_{r}}^{(b)}) \) while the external momentum \( p \) belongs to the sector with scale index \( j_{e} \) and sector indices \( (s_{j_{e}}^{(a)}, s_{j_{e}}^{(b)}) \). The localization operator is defined as:

\[
\tau \hat{S}_{2}(p) = \sum_{j_{e}=1}^{\infty} \sum_{\sigma=(s_{j_{e}}^{(a)}, s_{j_{e}}^{(b)})} \chi_{j}(4P_{\sigma}^{2}+e^{2}(p, 1)) \cdot \psi_{s_{j_{e}}} \left[ t^{(a)}(p) \right] \cdot \psi_{s_{j_{e}}} \left[ t^{(b)}(p) \right] \cdot \hat{\Sigma}_{2}(2\pi T, k_{F}),
\]

in which \( k_{F} = P_{F}(p) \). Notice that \( \hat{\Sigma}_{2}(2\pi T, k_{F}) \) is not a constant on \( \mathcal{F}_{0} \) but depends non-trivially on \( k_{F} \). In order to establish the non-perturbative bound, it is important to perform the localization in the direct space. The corresponding localization operation, noted by \( \tau^{*} \), is defined by the Fourier transform as follows. Consider the integral

\[
I = \int_{D_{\beta, L} \times D_{\beta, L}} dp dk \hat{S}_{2}(p) \hat{C}(k) \hat{R}(p, k, P_{e}),
\]
in which \( \hat{C}(k) = \sum_j \sum_{\sigma = (a), (b)} \hat{C}_{j, \sigma}(k) \) is a 2 \( \times \) 2 matrix (cf. (3.20)), \( \hat{R}(p, k, P_e) = \hat{R}(p, P_e) \delta(p - k) \) is also a 2 \( \times \) 2 matrix, in which \( \hat{R}(p, P_e) \) is a function of \( p \) and external momentum \( P_e \). Define the localization operator \( \tau \) on \( I \) by:

\[
\tau I = \int dp dq \hat{S}_2(k_F) \hat{C}(q) \hat{R}(p, k, P_e),
\]

and the remainder term by \( \hat{R} I = (1 - \tau) I \), in which \( \hat{R} := (1 - \tau) \) is called the remainder operator. The direct space representation of \( I \) is given by:

\[
\tilde{I} = \int dydz S_2(x, y) C(y, z) R(z, x, P_e),
\]

which is indeed independent of \( x \), due to translational invariance. Then the operators \( \tau \) and \( \hat{R} := (1 - \tau) \) induce the actions \( \tau^* \) and \( \hat{R}^* := (1 - \tau^*) \) in the direct space. The localized term is

\[
[\tau^* \tilde{I}]_{\alpha \alpha'} = \int dydz e^{ik_F^0(x_0 - y_0) + i k_F \cdot (x - y)} \left[ S_2(x, y) C(x, z) R(z, x, P_e) \right]_{\alpha \alpha'}.
\]

Comparing with (6.7) we find that the localization operator moves the starting point \( y \) of the free propagator to the localization point \( x \), with the compensation of a phase factor:

\[
[\tau^* C(y, z)]_{\alpha \alpha'} = e^{i 2\pi T(x_0 - y_0) + i k_F \cdot (x - y)} [C(x, z)]_{\alpha \alpha'}.
\]

The remainder term is:

\[
[\hat{R}^* I]_{\alpha \alpha'} = \int dydz \sum_{\alpha_1, \alpha_2 = 1}^2 [S_2(x, y)]_{\alpha \alpha_1}
\]

\[
\cdot [C(y, z) - e^{ik_F^0(x_0 - y_0) + i k_F \cdot (x - y)} C(x, z)]_{\alpha_1 \alpha_2}
\]

\[
[R(z, x, P_e)]_{\alpha_2 \alpha'},
\]

in which

\[
[C(y, z) - e^{ik_F^0(x_0 - y_0) + i k_F \cdot (x - y)} C(x, z)]_{\alpha_1 \alpha_2}
\]

\[
= \int_0^1 dt(y_0 - x_0) \left[ \frac{\partial}{\partial x_0} C((t y_0 + (1 - t)x_0, y), z) \right]_{\alpha_1 \alpha_2}
\]

\[
+ \frac{1}{2} \sum_{a, b = 1 \ldots 3} (y^{(a)} - x^{(a)})(y^{(b)} - x^{(b)}) \left[ \partial_{x^{(a)}} \partial_{x^{(b)}} C((x_0, x), z) \right]_{\alpha_1 \alpha_2}
\]

\[
+ \int_0^1 dt (1 - t) \sum_{a, b = 1 \ldots 3} (y^{(a)} - x^{(a)})(y^{(b)} - x^{(b)})
\]

\[
\left[ \partial_{y^{(a)}} \partial_{y^{(b)}} C((x_0, t y + (1 - t)x), z) \right]_{\alpha_1 \alpha_2}
\]

\[
+[C((x_0, x), z)]_{\alpha_1 \alpha_2} [1 - e^{ik_F^0(x_0 - y_0) + i k_F \cdot (x - y)}].
\]

The terms in the last line means that there exists an additional propagator \( C(x, z) \) attached to the biped graph and the new graph has three external lines. So it is no more linearly divergent and we gain a convergence factor in the power counting. Now we consider
the other terms. Suppose that the lowest internal momentum of the connected two-point function $S_2(x, y)$ belongs to the sector $\Delta_{s_{jr}}^{(a)}$, with scale index $j_r$ and sector indices $(s_{jr}^{(a)}, s_{jr}^{(b)})$, and the external momentum belongs to the sector $\Delta_{s_{je}}^{(a)}$, then there exists a constant $K_1, K_2$ such that

$$\|\gamma_{0} - x_0\| \leq O(1)\gamma^{j_{r}}, \quad |\gamma_{(a)}^{(a)} - x_{(a)}^{(a)}| \cdot |\gamma_{(b)}^{(b)} - x_{(b)}^{(b)}| \leq \gamma_{s_{jr}}^{(a)} + s_{jr}^{(b)},$$

$$\|\hat{\partial}_{s_{j0}}C((x_{0}, y), \gamma)\|_{\alpha_{1}\alpha_{2}} \|L^{\infty} \leq K_1\gamma^{-j_{e}}\|C((x_{0}, y), \gamma)\|_{\alpha_{1}\alpha_{2}} \|L^{\infty},$$

$$\|\hat{\partial}_{s_{(a)}}\hat{\partial}_{s_{(b)}}C((x_{0}, x), \gamma)\|_{\alpha_{1}\alpha_{2}} \|L^{\infty} \leq K_2\gamma^{-s_{je}^{(a)} - s_{je}^{(b)}}.$$ 

Since the perturbation terms are organized according to the Gallavotti–Nicolò tree structure, we have $j_{r} \leq j_{e}$. As will be proved in Section 7.2, we can always choose the optimal internal propagators (rings propagators) such that $s_{je}^{(a)} + s_{je}^{(b)} \geq s_{jr}^{(a)} + s_{jr}^{(b)}$. Hence we gain the convergence factor $\gamma^{-(j_{e} - j_{r})}$ and $\gamma^{-[(s_{jr}^{(a)} + s_{jr}^{(b)}) - (s_{jr}^{(a)} + s_{jr}^{(b)})]}$.

Now we consider the localization for the self-energy $\hat{\Sigma}(k_{0}, k, \lambda)$. Again, we suppose that the lowest internal momentum belongs to the sector $\Delta_{s_{jr}}^{(a)}$, and the external momentum $\gamma^{-j_{e}}k_{0} = k_{0}$ belongs to the sector $\Delta_{s_{je}}^{(a)}$. We have:

$$\tau \hat{\Sigma}(k_{0}, k, \lambda)\alpha' = \sum_{j=1}^{j_{\text{max}}} \sum_{\sigma = (s_{(a)}, s_{(b)})} \chi_{j}(4k_{0}^{2} + e^{2}(k, 1))$$

$$\cdot \partial_{s_{(a)}}[\partial\tau](k_{0}) \cdot \partial_{s_{(b)}}[\partial\tau](k) \cdot [\Sigma(k_{0}, P_{F}k, \lambda)]\alpha', \quad (6.12)$$

in which $(k_{0}^{0}, P_{F}k)$ is the Fermi momentum at which we perform the renormalization.

Let $\hat{\Sigma}_{\alpha\alpha'}^{j_{e}, s_{je}^{(a)}, s_{je}^{(b)}}(k_{0}, k), \alpha, \alpha' = 1, 2,$ be a matrix element of the self-energy function in which the external momentum $(k_{0}, k)$ is constrained in the sector $\Delta_{s_{je}}^{(a)}$, we have:

$$\hat{R}\Sigma_{\alpha\alpha'}^{j_{e}, s_{je}^{(a)}, s_{je}^{(b)}}(k_{0}, k) := (1 - \tau)\hat{\Sigma}_{\alpha\alpha'}^{j_{e}, s_{je}^{(a)}, s_{je}^{(b)}}(k_{0}, k)$$

$$= \int_{0}^{1} dt(k_{0} - k_{0}^{0}) \frac{\partial}{\partial k_{0}(t)} \hat{\Sigma}_{\alpha\alpha'}^{j_{e}, s_{je}^{(a)}, s_{je}^{(b)}}(k_{0}^{0} + t(k_{0} - k_{0}^{0}), k)$$

$$+ \sum_{\alpha, \beta = 1}^{3} \int_{0}^{1} dt(1 - t) \cdot (k^{(a)} - (P_{F}k)^{(a)}) \frac{\partial^{2}}{\partial k^{(a)}(t) \partial k^{(b)}(t)}$$

$$\Sigma_{\alpha\alpha'}^{j_{e}, s_{je}^{(a)}, s_{je}^{(b)}}(k_{0}^{0}, P_{F}k + t(k - P_{F}k), k), \quad (6.13)$$

in which $k_{0}(t) = k_{0}^{0} + t(k_{0} - k_{0}^{0})$ and $k^{(a)}(t) = (P_{F}k)^{(a)} + t(k^{(a)} - (P_{F}k)^{(a)})$. We have $|k_{0} - k_{0}^{0}| \sim \gamma^{-j_{e}}, \|\partial_{k_{0}(t)}\Sigma_{\alpha\alpha'}^{j_{e}, s_{je}^{(a)}, s_{je}^{(b)}}(k_{0}^{0}, k)|| \sim \gamma^{-j_{e}}\Sigma_{\alpha\alpha'}^{j_{e}, s_{je}^{(a)}, s_{je}^{(b)}}(k_{0}^{0}, k)||$. Thus we
obtain
\[ \| (k_0 - k_F^0) \frac{\partial}{\partial k_0} \sum_{\alpha, \alpha'} \hat{S}_{\alpha}^{(a)} \hat{S}_{\alpha}^{(b)} (k_F^0, k) \| \leq K_1 \gamma^{-(j_r - j_r)} \| \sum_{\alpha, \alpha'} \hat{S}_{\alpha}^{(a)} \hat{S}_{\alpha}^{(b)} (k_F^0, k) \|, \]
(6.14)
and
\[ \| (k^{(a)} - (P_F k)^{(a)}) (k^{(b)} - (P_F k)^{(b)}) \frac{\partial^2}{\partial k^{(a)}(t) \partial k^{(b)}(t)} \sum_{\alpha, \alpha'} \hat{S}_{\alpha}^{(a)} \hat{S}_{\alpha}^{(b)} (k_F^0, k) \| \]
\[ \leq K_2 \gamma^{-[(s_{j_r}^{(a)} + s_{j_r}^{(b)}) - (s_{j_r}^{(a)} + s_{j_r}^{(b)})]} \| \sum_{\alpha, \alpha'} \hat{S}_{\alpha}^{(a)} \hat{S}_{\alpha}^{(b)} (k_F^0, k) \|, \]
(6.15)
for some positive constants \( K_1, K_2 \). So we gain a convergence factor \( \gamma^{-[(s_{j_r}^{(a)} + s_{j_r}^{(b)}) - (s_{j_r}^{(a)} + s_{j_r}^{(b)})]} \).

6.2. The renormalization of the self-energy function. In this part we consider the renormalization the self-energy function \( E(k_0, k, \lambda) \), which reduces to the renormalization for \( E_{11} = \hat{S}(k_0, k, \lambda)_{11} \) and \( E_{12} = \hat{S}(k_0, k, \lambda)_{12} \), by symmetry properties of the self-energy (cf. (2.28)). Recall that the renormalization conditions for \( \hat{S}(k_0, k, \lambda)_{11} \) are given by (2.40) and the first equation of (2.42). While the former corresponds to the renormalization of the chemical potential, the latter corresponds to the renormalization of the non-local part of \( \hat{S}(k_0, k, \lambda)_{11} \). The renormalization conditions for \( \hat{S}(k_0, k, \lambda)_{12} \) is given by the second equation of (2.42). The renormalization analysis is to be performed recursively in the multi-scale representation, from lower scale index toward higher scale index, in which, at each scale \( r \), we move the counter-terms from the interaction to the covariance so that the tadpoles as well as the self-energy at that scale can be compensated by the corresponding counter-terms. In this procedure the renormalized band function and the renormalized Fermi surface remain fixed. Consider first the renormalization of \( \hat{S}(k_0, k, \lambda)_{11} \).

6.2.1. Renormalization of the bare chemical potential In this part we consider the renormalization of the bare chemical potential \( \mu_{\text{bare}} = \mu + \delta \mu \), realized by compensation of the tadpoles \( T(\lambda) \) with the counter-term \( \delta \mu(\lambda) \), in the multi-scale representation. Define
\[ \delta \mu(\lambda) := \sum_{r=0}^{r_{\text{max}}} \delta \mu^r(\lambda), \]
(6.16)
\[ T(\lambda) := \sum_{r=0}^{r_{\text{max}}} T^r(\lambda), \]
(6.17)
in which \( T^r(\lambda) \in \mathbb{R} \) is the sliced tadpole whose internal momentum belongs to sectors of scale \( r \). At each scale \( r \), the chemical potential counter-term \( \delta \mu^r \) is compensated with \( T^r \) and the renormalized chemical potential \( \mu \) remain fixed. By locality, the compensations are exact. Before proceeding, it is useful to calculate explicitly the amplitude of a tadpole term.

Lemma 6.1. Let \( T^r \) be the amplitude of a tadpole of scale \( r \), let \( \lambda \in \mathcal{R}_T \subseteq \mathcal{R}_{T_0} \) be the coupling constant. There exist two positive constants \( c_1 \) and \( c_2 \), with \( c_1 < c_2 \), which are dependent on the model but are independent of \( j \) and \( \lambda \), such that:
\[ c_1 |\lambda| j \gamma^{-j} \leq |T^r| \leq c_2 |\lambda| j \gamma^{-j}. \]
(6.18)
Proof. For any scale index \(0 \leq j \leq j_{\text{max}}\), we have:

\[
|T^r| \leq |\lambda| \sum_{\sigma=(s^{(a)}, s^{(b)})} \int d\kappa_0 d\kappa^{(a)} d\kappa^{(b)} \left| \tilde{C}_{j, \sigma}(k_0, k^{(a)}, k^{(b)}) \right| \leq c_1 |\lambda| \sum_{(s^{(a)}, s^{(b)})} \gamma^{-s^{(a)}-s^{(b)}}.
\]

(6.19)

for some positive constant \(c_1\). Using the constraint \(s^{(a)} + s^{(b)} \geq j - 1\), we have

\[
\sum_{(s^{(a)}, s^{(b)})} \gamma^{-s^{(a)}-s^{(b)}} = \left( \sum_{s^{(a)}=0}^{j} \gamma^{-s^{(a)}} \right) \left( \sum_{s^{(b)}=j-1-s^{(a)}}^{j} \gamma^{-s^{(b)}} \right).
\]

(6.20)

Now using the fact that

\[
\gamma^{-j+1+s^{(a)}} \leq \sum_{s^{(b)}=j-1-s^{(a)}}^{j} \gamma^{-s^{(b)}} \leq \gamma^{-j+1+s^{(a)}} \frac{1 - \gamma^{-(1+s^{(a)})}}{1 - \gamma^{-1}},
\]

(6.21)

we conclude that there exists another positive constant \(c_2 > c_1\), also independent of \(j\), such that

\[c_1 |\lambda| j \gamma^{-j} \leq |T^j| \leq c_2 |\lambda| j \gamma^{-j}.
\]

(6.22)

\[
\square
\]

**Lemma 6.2.** Let \(T = \sum_{j=0}^{j_{\text{max}}} T^j\) be the full amplitude of a tadpole. There always exist two positive constants \(c'_1\) and \(c'_2\), with \(c'_1 < c'_2\), such that:

\[c'_1 |\lambda| \leq |T| \leq c'_2 |\lambda|.
\]

(6.23)

**Proof.** Since \(|T| = \sum_{j=0}^{j_{\text{max}}} |T^j|\), we can prove this lemma directly by summing over the indices \(j\), using (6.22).

\[
\square
\]

In order that Eq. (2.40) can be valid, we have: \(T^r + \delta \mu^r(\lambda) = 0, r = 0, \ldots, r_{\text{max}}\), which implies that:

\[\delta \mu^{<r}(\lambda) + \delta T^{<r} = 0, \quad \text{for} \quad r = 0, \ldots, r_{\text{max}}.
\]

(6.24)

To remember that the cancellation is between a pair of GN trees. Let \(F_{2,n} = F'_{2,n-1} |T^r|\) be the amplitude of a graph with \(n\) vertices which contains a tadpole \(T^r\). Let \(F'_{2,n} = F'_{2,n-1} \delta \mu^r\) be the amplitude of another graph which contain counter-term, which is located at the same position in the GN tree as the tadpole. Then we have \(F_{2,n} + F'_{2,n} = 0\). See Fig. 9 for an illustration of the cancellation.

In this way we can fix the renormalized chemical potential at all scales. We have the following theorem concerning the coefficient \(\delta \mu(\lambda)\) of the tadpole counter-terms.

**Theorem 6.1.** There exists a positive constant \(K\) independent of the scale indices such that the tadpole counter-term can be bounded as follows:

\[|\delta \mu(\lambda)| := |\delta \mu^{<r_{\text{max}}}(\lambda)| \leq K |\lambda|, \quad \text{for} \quad \lambda \in \mathcal{R}_T.
\]

(6.25)

The proof of this theorem will be provided in Sect. 7.4.

**Remark 6.1.** This Theorem states that the counter-terms are bounded, therefore will not cause any divergence in the analysis of the two point functions. So we can replace \(\delta \mu\) by some constants in the rest of this paper, except in Sect. 7.4.
6.2.2. Renormalization of \( \hat{\Sigma}(k, \lambda)_{11} \) Now we consider the renormalization of \( \hat{\Sigma}(k, \lambda)_{11} \), the non-local part of the diagonal term of the self-energy function. Since the cancellation between tadpoles and counter-terms are exact, we assume that the self-energy function \( \hat{\Sigma}_{11} \) is tadpole free. Rewrite the counter-term and the self-energy in the multi-scale representation as

\[
[\hat{\nu}(\lambda, k)]_{11} := [\hat{\nu}^{\leq \text{rmax}}(\lambda, k)]_{11} = \sum_{r=0}^{\text{rmax}} \sum_{\sigma = \sigma(a), \sigma(b)} [\hat{\nu}_{\sigma(a), \sigma(b)}^r(\lambda, k)]_{11},
\]

\[
[\hat{\nu}_{\sigma(a), \sigma(b)}^r(\lambda, k)]_{11} = \hat{\nu}(\lambda)(k)_{11} \chi_f(4k^2_0 + e^2(k, 1)) \cdot v_{\sigma(a)}[tf(a)(k)]
\]

\[
\cdot v_{\sigma(b)}[tf(b)(k)],
\]

(6.26)

and

\[
[\hat{\Sigma}(k, \hat{\nu}, \lambda)]_{11} := [\Sigma^{\leq \text{rmax}}(k, \hat{\nu}^{\leq \text{rmax}}, \lambda)]_{11} = \sum_{r=0}^{\text{rmax}} \sum_{\sigma = \sigma(a), \sigma(b)} [\hat{\Sigma}_{\sigma(a), \sigma(b)}^r(k, \hat{\nu}^{\leq \text{r}}(r), \lambda)]_{11},
\]

\[
[\hat{\Sigma}_{\sigma(a), \sigma(b)}^r(k, \hat{\nu}^{\leq \text{r}}(r), \lambda)]_{11} = [\hat{\Sigma}(k, \hat{\nu}^{\leq \text{r}}(r), \lambda)]_{11} \chi_f(4p_0^2 + e^2(k, 1)) \cdot v_{\sigma(a)}[tf(a)(k)]
\]

\[
\cdot v_{\sigma(b)}[tf(b)(k)].
\]

(6.27)

The localization for the self-energy is defined as:

\[
[\tau \hat{\Sigma}_{\sigma(a), \sigma(b)}^r(k, \hat{\nu}^{\leq \text{r}}, \lambda)]_{11} = [\hat{\Sigma}_{\sigma(a), \sigma(b)}^r((2\pi T \cdot P_F(k))_{\sigma(a), \sigma(b)}), \hat{\nu}^{\leq \text{r}}(r), \lambda)]_{11},
\]

(6.28)

in which \( P_F(k)_{\sigma(a), \sigma(b)} \in \mathcal{F} \cap \Delta_{\sigma(a), \sigma(b)}^r \) is a projection of the vector \( k \in \Delta_{\sigma(a), \sigma(b)}^r \) on the Fermi surface. To perform the renormalization, at each scale \( r \) we move the counter-term \( \hat{\nu}^r \) from the interaction potential to the covariance, so that the localized self-energy term \( \hat{\Sigma}^r \) can be compensated. The renormalization condition becomes:

\[
[\hat{\Sigma}_{\sigma(a), \sigma(b)}^{r}(2\pi T \cdot P_F(k)_{\sigma(a), \sigma(b)}), \hat{\nu}^{\leq \text{r}}, \lambda)]_{11} + [\hat{\nu}_{\sigma(a), \sigma(b)}^{r}(P_F(k)_{\sigma(a), \sigma(b)}, \lambda)]_{11} = 0.
\]

(6.29)

When the external momentum is not restricted on the Fermi surface, the compensation between the two terms needs not to be exact, due to the non-locality of the proper self-energy \( \hat{\Sigma}^r(k) \) and the counter-term \( \hat{\nu}^r(k) \). Then the renormalization is defined as:

\[
[\hat{\Sigma}_{\sigma(a), \sigma(b)}^{r}(k_0, k), \hat{\nu}^{\leq \text{r}}, \lambda)]_{11} + [\hat{\nu}_{\sigma(a), \sigma(b)}^{r}(k, \lambda)]_{11} = [\hat{R} \hat{\Sigma}_{\sigma(a), \sigma(b)}^{r}(k_0, k), \hat{\nu}^{\leq \text{r+1}}, \lambda)]_{11},
\]

(6.30)
in which the remainder term \( \hat{R} \hat{\Sigma}^{r, r}_{s(a), s(b)} ((k_0, k), \hat{\nu}^{(r+1)}, \lambda) \) is bounded by (cf. (6.13)–(6.15)) \( \gamma^{-\delta'} \| \hat{\Sigma}^{r+1, r}_{s(a), s(b)} (k, \hat{\nu}^{(r+1)}, \lambda) \|_{L^\infty}, \) with

\[
\gamma^{-\delta'} = \max \{ \gamma^{-(r_2-r_1)}, \gamma^{-1(s_{j_0}^{(a)} + s_{j_0}^{(b)}) - (s_{j_0}^{(a)} + s_{j_0}^{(b)})} \} < 1.
\] (6.31)

From the renormalization conditions (6.29) and (6.30), we have:

\[
\| [\hat{\nu}(k, \lambda)]_{11} \| := \sup_k |[\hat{\nu}(k, \lambda)]_{11}| \leq \sup_k \sum_{r=0}^{r_{\text{max}}} |(1 + \hat{R}) \hat{\Sigma}^r (k, \lambda)|_{11} \leq 2 \sup_k \sum_{r=0}^{r_{\text{max}}} |[\hat{\Sigma}^r (k, \lambda)]_{11}|.
\] (6.32)

6.2.3. Renormalization of \( \hat{\Sigma}(k, \lambda)_{12} \) By (2.41) or (2.42), the renormalization condition for \( \hat{\Sigma}(k, \lambda)_{12} \) in the multi-scale representation can be formulated as:

\[
[\hat{\Sigma}^{r, r}_{s(a), s(b)} ((k_0, k), \hat{\nu}^{(r)}, \lambda)]_{12} + [\hat{\Sigma}^{r, r}_{s(a), s(b)} (k, \lambda)]_{12} = [\hat{R} \hat{\Sigma}^{r, r}_{s(a), s(b)} ((k_0, k), \hat{\nu}^{(r+1)}, \lambda)]_{12},
\]
in which \( [\hat{R} \hat{\Sigma}^{r, r}_{s(a), s(b)} ((k_0, k), \hat{\nu}^{(r+1)}, \lambda)]_{12} \) is the remainder term. By Proposition 3.2, it has the same upper bound as (6.31), up to some numerical constant. Repeating the analysis in the last subsection we have

\[
\| [\hat{\nu}(k, \lambda)]_{12} \| := \sup_k |[\hat{\nu}(k, \lambda)]_{12}| \leq 2 \sup_k \sum_{r=0}^{r_{\text{max}}} |[\hat{\Sigma}^r (k, \lambda)]_{12}|.
\] (6.32)

Combining these results, we have:

**Theorem 6.2.** There exists a positive constant \( K \) independent of the scale indices, such that

\[
\| [\hat{\nu}^{\leq r_{\text{max}}}(k, \lambda)]_{\alpha\alpha'} \| \leq K |\lambda|, \ \alpha, \alpha' = 1, 2, \ \forall \lambda \in \mathcal{R}_T.
\] (6.33)

Remark that, in order to prove this theorem, it is enough to prove such upper bound for \( [\hat{\Sigma}^{\leq r_{\text{max}}} \]_{11}, since by Proposition 3.2, the upper bound for \( [\hat{\Sigma}^{\leq r_{\text{max}}} \]_{12} is the same, up to some numerical constant. This theorem will be proved in Sect. 7.

**Remark 6.2.** Remark that, in order to obtain the upper bounds for the 2-point Schwinger function and self-energy function, we have to consider not only the biped trees \( G^{r_{\text{max}}} \), but also the full Gallavotti–Nicolò tree structure. However, since the contributions from the quadrupeds and convergent ones are convergent, which only set constraints to the analytic domain of the coupling constants, we can safely drop these contributions but take into account the fact that the analytic domain for the biped Schwinger functions can’t be larger than the one for the quadruped Schwinger functions.
7. Construction of the Self-energy Function

In this section we shall establish the optimal upper bounds for the self-energy function and its derivatives w.r.t. the external momenta. The main tool for the construction of the self-energy function is the multi-arch expansion for the determinant, from which we can obtain perturbation terms labeled by the 1PI graphs between any two external vertices of a graph, without generating any divergent combinatorial factor. In order to obtain the optimal bounds for the self-energy function, we have to perform a second multi-arch expansion on top of the first one. The resulting graphs are now two-particle irreducible between the two external vertices, which means that there are two line-disjoint paths between the two external paths, namely, one can’t disconnect this graph by deleting two paths between the external vertices. Then by Menger’s theorem (cf. e.g. [7]), there exists a third line-disjoint path joining the two external vertices. Among the three paths, one can choose two line-and-vertex disjoint paths, from which we can obtain the optimal power counting. The union of the two paths is called a ring and the propagators in the ring are called the ring propagators. The optimal upper bound for the self-energy is obtained by integrating out the ring propagators as well as summation over the corresponding scale and sector indices. This part follows closely [2]. Some technical details are omitted if they can be found in [2] for a similar setting.

7.1. The multi-arch expansions. Let $T$ be a spanning tree connecting the $n + 2$ vertices $\{y, z, x_1, \ldots, x_n\}$. The integrand of the connected two-point function labeled by $T$ is

$$F(\{C_\ell\}_T, \{C(f_i, g_j)\}) = \left[ \prod_{\ell \in T} C_{\sigma(\ell)}(f(\ell), g(\ell)) \right] \det(\{C(f_i, g_j)\})_{\text{left}, T},$$

(7.1)

in which we keep the matrix form of the propagators $C$ (cf. (3.25)). Let $P(y, z, T)$ be the unique path in $T$ such that $y$ and $z$ are the two ends of the path. Suppose that there are $p + 1$ vertices in the path $P(y, z, T), p \leq n + 1$. Then we can label each vertex in the path with an integer, starting from the label 0 for the vertex $y$ in an increasing order towards $p + 1$, which is the label for the vertex $z$. Let $B_i$ be a branch in $T$ at the vertex $i$, $1 \leq i \leq p + 1$, which is defined as the subtree in $T$ whose root is the vertex $i$. See Fig. 10 for an illustration of a tree graph with 4 branches rooted at the four vertices $y, x_1, x_2$ and $z$. We fix two half lines, also called the external fields, each is attached to one end vertex. Since each tree line in $P(y, z, T)$ contracts 2 fields, there are 2$(n + 2)$ fields to be contracted from the determinant $\det_{\text{left}}$. We also call these fields the remaining fields, and denote the set of the remaining fields by $\mathcal{F}_{\text{left}}$. A packet $\mathcal{F}_i$ is defined as the set of the remaining fields restricted to a branch, $B_i$. By definition we have: $\mathcal{F}_i \cap \mathcal{F}_j = \emptyset$ for $i \neq j$, and $\mathcal{F}_{\text{left}, T} = \mathcal{F}_1 \sqcup \cdots \sqcup \mathcal{F}_p$, in which $\sqcup$ means disjoint union. Among all pairs of fields and anti-fields, we select the pair which has a contraction between an element of $\mathcal{F}_1$ and an element of $\cup_{k=2}^p \mathcal{F}_k$, through an explicit Taylor expansion with interpolating parameter $s_1$, as follows. Let $\{C(f_i, g_j)\}$ be the loop propagator in the remaining determinant for any loop line $\{\left(f_i, g_j\right)\}$, define

$$C(f_i, g_j)(s_1) := s_1 C(f_i, g_j) \quad \text{if } f_i \in \mathcal{F}_1, g_1 \notin \mathcal{F}_1,$$

(7.2)

$$:= C(f_i, g_j) \quad \text{otherwise.}$$

(7.3)

We have

$$\det(\{C(f_i, g_j)\})_{\text{left}, T} = \det(\{C(f_i, g_j)(s_1)\})_{\text{left}, T} \bigg|_{s_1=1}$$
We have:

\[ C(f_i, g_j)(s_1, s_2) := s_2 C(f_i, g_j)(s_1) \quad \text{if} \quad f_i \in \bigcup_{k=1}^{k_1} \mathcal{S}_k, \quad g_j \in \bigcup_{k=1}^{k_1} \mathcal{S}_k, \]

\[ := C(f_i, g_j)(s_1) \quad \text{otherwise.} \]  

(7.5)

(7.6)

Again, the first term means that the block \( \bigcup_{i=1}^{k_1} \mathcal{S}_k \) is not linked to its complement by any arch. The second term can be written as

\[
\int_0^1 ds_2 \frac{d}{ds_2} \det((C(f_i, g_j)(s_1, s_2))_{1, left,T}) \]

\[ = \int_0^1 ds_2 \frac{\partial}{\partial s_2} C(f_i, g_j)(s_1, s_2) \]

\[ \cdot \left( \frac{\partial}{\partial \det((C(f_i, g_j)(s_1, s_2))_{1, left,T})} \right), \]

(7.8)

in which \( f_i \in \bigcup_{i=1}^{k_1} \mathcal{S}_k, \) \( g_j \in \bigcup_{k=1}^{k_1} \mathcal{S}_k, \) and we have

\[
\frac{\partial}{\partial s_2} C(f_i, g_j)(s_1, s_2) = C(f_i, g_j) \quad \text{if} \quad f_i \in \bigcup_{i=2}^{k_1} \mathcal{S}_k
\]

\[ = s_1 C(f_i, g_j) \quad \text{if} \quad f_i \in \mathcal{S}_1. \]

(7.9)

The graphical meaning is that there exists a contraction between the loop field \( f_i \) and \( g_i, \) hence we add to \( T \) another line \( \ell_2 = (f_i, g_i) \) joining the two packets. Now the new graph \( T \cup \{ \ell_1, \ell_2 \} \) becomes 1-PI between the vertices \( y \) and \( x_{k_2}. \) Similarly, for an arch ends at the packet \( \mathcal{S}_{k_u}, \) the corresponding interpolated propagator is defined as

\[ C(f_u, g_u)(s_1, \ldots, s_u) = s_u C(f_u, g_u)(s_1, \ldots, s_{u-1}). \]

(7.10)
Fig. 10. An illustration of the multi-arch expansion. The graph on the l.h.s. is a tree graph with 4 branches, in which the dash lines are the half-lines, corresponding to the unexpanded matrix elements in the determinant. The graph on the r.h.s. is the one-particle irreducible graph constructed from the tree graph, by extracting two arches (the dotted lines) from the determinant.

We continue this interpolation process until the graph becomes 1-PI in the $y-z$ channel. Suppose that we have generated $m$ arches to form a 1PI graph, the set of arches

$$\{\ell_1 = (f_1, g_1), \ldots, \ell_m = (f_m, g_m) \mid f_1 \in \mathcal{F}_1, g_1 \in \mathcal{F}_k; \quad f_2 \in \bigcup_{u=1}^{k_1} \mathcal{F}_u, g_2 \in \bigcup_{u=k_1+1}^{k_2} \mathcal{F}_u; \ldots; \quad f_m \in \bigcup_{u=1}^{k_{m-1}} \mathcal{F}_u, g_m \in \mathcal{F}_k = \mathcal{F}_p; \quad k_1 \leq \cdots \leq k_m; \quad m \leq p \}$$

is called an $m$-arches system.

Finally, we have the following expression for the determinant:

$$\det \left( \left\{ C(f_i, g_j) \right\} \right)_{left,T} = \sum_{m-\text{arch-systems}} \int_0^1 ds_1 \cdots \int_0^1 ds_m \left[ \frac{\partial}{\partial s_1} C(f_1, g_1)(s_1) \cdot \frac{\partial}{\partial s_2} C(f_2, g_2)(s_1, s_2) \cdots \frac{\partial}{\partial s_m} C(f_m, g_m)(s_1, s_2, \ldots, s_m) \cdot \prod_{u=1}^m \partial C(f_u, g_u) \right] \left( \{s_u\} \right)$$

(7.12)

where the sum runs over all the $m$-arch systems with $p$ vertices. It is useful to have a more explicit expression for the second line of the above formula. We have:

**Proposition 7.1.** Let $\ell_u$ be a loop line in an $m$-arch system introduced above. Let $q_u$ be the number of loop lines that fly over $\ell_u$, namely those loop lines whose starting indices are smaller than or equal to that of $\ell_u$ while whose arriving indices are greater than that of $\ell_u$. Let $\prod_{u=1}^m C(f_u, g_u)(s_1, \ldots, s_{u-1})$ be the compact form corresponding to the second line of formula (7.12), then we have

$$\prod_{u=1}^m C(f_u, g_u)(s_1, \ldots, s_u-1) := \prod_{u=1}^m \partial_{s_u} C(f_u, g_u)(s_1, \ldots, s_u) = \left[ \prod_{u=1}^m C(f_u, g_u) \right] \cdot \left[ \prod_{u=1}^m s_u^{q_u} \right].$$

(7.13)
Proof. This proposition can be proved by induction, using the definition of the interpolated propagators (c.f. (7.10), (7.9)). Indeed, if the indices of the successive loop lines in a \( m \)-arch system are strictly increasing, then there is no interpolation parameter in the product \( \prod_{u=1}^{m} \partial_{s_u} C(f_u, g_u)(s_1, \ldots, s_u) \); A factor \( s_u^{q_u} \) will be generated when there are exactly \( q_u \) loop lines which completely fly over \( \ell_u \). So we proved this proposition.

Remark that, since each interpolations is performed between a subset of packets and its complement, the final interpolated covariance is a convex combination of block-diagonal covariances with positive coefficients. Hence the remaining matrix in (7.12) is still positive and its determinant can be bounded by Gram’s inequality.

Now we prove that no factorials will be generated in the multi-arch expansions, which is not trivial: while the arriving index for a successive arch is strictly increasing, once the arriving field is fixed, a factorial might be generated when choosing the departure fields. It has been proved in [2,13,14] that this factorial will not cause divergence, as it can be compensated by the integration over the interpolation parameters. We don’t repeat the proof here but only collect some basic notions and results of [2,13,14], for the reader’s convenience. First of all, let’s introduce some more notations concerning the multi-arch graphs.

**Definition 7.1.** Let \( \mathcal{L}_n = \{\ell_1, \ldots, \ell_n\} \) be a set of \( n \) loop lines, \( n \leq m \), in an \( m \)-arch system such that the arriving indices of these lines are in the increasing order. The set \( \mathcal{L}_n \) is said to form a nesting system if the starting index of the last line \( \ell_n \) is the lowest one among all the starting indices of the loop lines in \( \mathcal{L}_n \). In this case the loop lines \( \{\ell_1, \ldots, \ell_{n-1}\} \) are said to be ineffective, in that the graph remains 1PI if we delete these loop lines. A loop line that is not ineffective is called an effective loop line.

By Proposition 7.1, only the ineffective loop lines contribute to the interpolating factors in (7.13). Let the number of loop lines that completely fly over a loop line \( \ell_k \) be \( q_k \), then the sum over all \( m \)-arch systems over \( p \) vertices, which may result in combinatorial factors, should be weighted by the integral \( \left( \prod_{u=1}^{m} \int_0^1 s_u \right) \prod_{u=1}^{m} s_u^{q_u} \). We have:

**Lemma 7.1.** (cf. [2, Lemma VI.1]) Let \( n \geq 1 \) be the number of vertices of the 1-PI graph formed in the \( m \)-arch expansions. There exist some numerical constants \( c_2 \) and \( K \), which are independent of the scale indices, such that:

\[
\sum_{m=1}^{p} \sum_{m\text{-arch systems}} \left( \prod_{u=1}^{m} \int_0^1 s_u \right) \prod_{u=1}^{m} s_u^{q_u} \leq c_2 K^n. \tag{7.14}
\]

Remark that one can always optimize an \( m \)-arch system by choosing a minimal \( m \)-arch subsystem system which contains minimal number of loop lines whereas all the ineffective loop lines are deleted, and we assume that the \( m \)-arch systems are always minimal. Let \( \Sigma(y, z, \lambda) \) be the \( 2 \times 2 \) matrix in which \( \Sigma(y, z, \lambda)_{\alpha\alpha'} \) is the Fourier transform of \( E(k, \lambda)_{\alpha\alpha'} \), \( \alpha, \alpha' = 1, 2 \), then in the multi-scale representation we have:

**Lemma 7.2.** The amplitude of the self-energy is given by:

\[
\Sigma_{\leq r_{\text{max}}}(y, z, \lambda) = \sum_{n=2}^{\infty} \sum_{n_1+n_2+n_3=n} \frac{\lambda^{n_1} \delta_{\mu_1} \delta_{\mu_2} \delta_{n_3}}{n_1! n_2! n_3!} \int_{\Lambda^n} d^3 x_1 \cdots d^3 x_n \sum_{\{\tau\}} G_{\text{ext}}^{r_{\text{max}}} \sum_{\mathcal{E} \in \mathcal{B}} \sum_{\mathcal{E} \in \mathcal{B}}
\]
\[
\sum_{\text{spanning trees } T} \sum_{\sigma} \sum_{m-\text{arch systems } (\{f_{1}, g_{1}, \ldots, f_{m}, g_{m}\})} \left( \prod_{\ell \in T} \int_{0}^{1} dw_{\ell} \right) \left( \prod_{r=1}^{m} \int_{0}^{1} ds_{r} \right) \left( \prod_{\ell \in T} C_{\sigma(\ell)}(f_{\ell}, g_{\ell}) \right)
\]

\[
\left( \prod_{u=1}^{m} C(f_{u}, g_{u})(s_{1}, \ldots, s_{u-1}) \right) \frac{\partial^{m} \det_{\text{left}, T}}{\prod_{u=1}^{m} \partial C(f_{u}, g_{u})} \left( \{w_{\ell}\}, \{s_{u}\} \right).
\]  

(7.15)

**Remark 7.1.** Following Remark 4.2, in the rest of this section we can simply replaced all the counter-terms by constants, except in the parts concerning the renormalization.

Now we introduce a second multi-arch expansion, which completes the 1PI graphs into the 2PI graphs and one-vertex irreducible graphs (graphs that remain connected after deleting one vertex). We have:

**Lemma 7.3.** The amplitude for the corresponding 2PI biped graphs reads

\[
\Sigma(y, z, \lambda^{\tau_{\max}}) = \sum_{n=2}^{\infty} \frac{\lambda^{n}}{n!} \int_{(A_{\beta})^{n}} d^{3}x_{1} \ldots d^{3}x_{n} \sum_{\{T\}} \sum_{B} \sum_{\ell B} \sum \left( \prod_{\ell \in T} \right) \sum_{m-\text{arch systems } (\{f_{1}, g_{1}, \ldots, f_{m}, g_{m}\})} \sum_{m'-\text{arch systems } (\{f'_{1}, g'_{1}, \ldots, f'_{m'}, g'_{m'}\})}
\]

\[
\left( \prod_{\ell \in T} \int_{0}^{1} dw_{\ell} \right) \left( \prod_{\ell \in T} C_{\sigma(\ell)}(f_{\ell}, g_{\ell}) \right) \left( \prod_{u=1}^{m} \int_{0}^{1} ds_{u} \right) \left( \prod_{u'=1}^{m'} \int_{0}^{1} ds'_{u'} \right)
\]

\[
\left( \prod_{u=1}^{m} C(f_{u}, g_{u})(s_{1}, \ldots, s_{u-1}) \right) \left( \prod_{u'=1}^{m'} C(f'_{u'}, g'_{u'})(s'_{1}, \ldots, s'_{u'-1}) \right)
\]

\[
\frac{\partial^{m+m'} \det_{\text{left}, T}}{\prod_{u=1}^{m} \partial C(f_{u}, g_{u})} \left( \{w_{\ell}\}, \{s_{u}\}, \{s'_{u'}\} \right).
\]  

(7.16)

where we have summed over all the first multi-arch systems with \( m \) loop lines and the second multi-arch systems with \( m' \) loop lines. The underlying graphs are two-line irreducible as well as one vertex irreducible.

**Proof.** The construction of the 2-PI perturbation series from the 1PI one is analogous to the construction of the 1PI terms from the connected terms, except that the total ordering in the tree graph is lost; one has to consider the partial ordering of the various branches. This construction has discussed in great detail in [2], so we don’t repeat it here. Remark that the second multi-arch expansion respects again the positivity of the interpolated propagator at any stage, so the remaining determinant still satisfies the Gram’s inequality. \( \square \)

7.2. The ring sectors and the power-counting. Let \( G = T \cup \mathcal{L} \) be a 2PI graph generated by the two-level multi-arch expansions. Menger’s theorem ensures that, any such graph \( G \) has three line-disjoint independent paths and two internally vertex-disjoint paths joining the two external vertices [2] of \( G \). Since different propagators in these disjoint paths may
have different scale properties, in order to obtain the optimal bounds for the self-energy we need to choose the optimal integration paths from which we can obtain the best convergence factors. The optimal paths are called a ring structure. See Fig. 11 for an illustration.

**Definition 7.2.** A ring $R$ is a set of two paths $P_{R,1}$, $P_{R,2}$ in $\mathcal{L} \cup \mathcal{T}$ connecting the two vertices $y$ and $z$ and satisfies the following conditions: Firstly, the two paths in $R$ don’t have any intersection on the paths or on the vertices, except on the two external vertices $y$ and $z$. Secondly, let $b$ be any node in the biped tree $G_B^{\text{max}}$, then at least two external fields of $b$ are not contained in the ring.

The scale indices and the sector indices for the ring propagators are defined as follows. Let $P_{R,1}$ and $P_{R,2}$ be two paths in the ring and $n$ be the labeling of the ring propagators in the two paths. Let $r_T$ be the first scale at which $y$ and $z$ fall into a common connected component in the GN tree and $r_R$ be the first scale at which the ring connects $y$ and $z$, we have $r_R = \min_{a=1,2} \max_{n \in P_R,a} r(n)$ and $r_T \leq r_R \leq r_{max}$. In the same way, we can define the sectors indices for the ring propagators:

$$s_{+,R} := \min_{a=1,2} s_{+,R,a} := \min_{n \in P_{R,a}} s_+(n), \quad s_{-,R} := \min_{a=1,2} \max_{n \in P_{R,a}} s_-(n),$$

which are greater than the sector indices of the tree propagators. The corresponding sectors are called the ring sectors. The scale index for the ring propagators is defined by $j_{R,T} = \min\{j_R, j_T\}$, in which $j_T = \max_{n \in P(y,z,T)} j_n$, $P(y,z,T)$ is the unique path in $\mathcal{T}$ connecting $y$ and $z$, and $j_R = \min_{a=1,2} \max_{n \in P_{R,a}} j(n)$. Finally, the $r$-index for the ring sector is defined as

$$r_{R,T} = \frac{j_{R,T} + s_{+,R} + s_{-,R}}{2}, \quad (7.17)$$

and the rescaled distance for this ring sector is defined as $d_{R,T}(y, z) = d_{j_{R,T},s_{+,R},s_{-,R}}(y, z)$. With all these preparations, we can prove the following upper bound for the self-energy function:

**Theorem 7.1.** For any $0 \leq r \leq r_{max}$ and $\lambda \in \mathcal{R}_T$, there exists a positive constant $K$, which is independent of $r$ and $\lambda$, such that:

$$\|\left[\Sigma(y, z, \lambda)\right]^{\leq r}\|_{11} \|L^\infty \leq \lambda^2 r^2 \sup_{\sigma \in \sigma_G} e^{-c[d_{j,\sigma}(y,z)]^\alpha}, \quad (7.18)$$

$$|z^{(a)} - y^{(a)}| \|e^{(b)} - y^{(b)}\| \|\left[\Sigma(y, z, \lambda)\right]^{\leq r}\|_{11} \|L^\infty \leq \lambda^2 r^2 \sup_{\sigma \in \sigma_G} K y^{-2r(\sigma)} e^{-c[d_{j,\sigma}(y,z)]^\alpha}, \quad (7.19)$$
\[ |y_0 - z_0| \| \Sigma_2(y, z, \lambda) \|_{L^\infty} \leq \lambda^2 r^2 \sup_{\sigma \in \sigma_{G^r}} K y^{-2r(\sigma)} e^{-c[d_{j,\sigma}(y, z)]^\alpha}, \quad (7.20) \]

in which \( G^r \) is the GN tree whose root is at scale \( r \) and \( \sigma_{G^r} \) is the set of sector indices that is compatible with \( G^r \), \([d_{j,\sigma}(y, z)]^\alpha \) (cf. (3.56)) characterizes the decay of the propagator in position spaces.

Before proving this theorem, we consider the following lemma concerning sector counting for the biped graphs.

Lemma 7.4. (Sector counting lemma for bipeds) Let \( b_r \) be a 2PI biped with root scale index \( r \in [0, r_{\text{max}}] \) and contains \( n + 2 \) vertices. There exists a positive constant \( C_1 \), independent of the scale index \( r \), such that the summation over all the sector indices is bounded by \( C_1^n r^{2n+1} \).

Proof. Let \( b_r \) be a 2PI biped and \( T_b = b_r \cap T \) be the set of tree lines in \( b_r \). The two external fields are fixed. They have identical sector indices, by conservation of momentum. We choose a root field \( f_r \) at each vertex, and among all the root fields, we choose the one with maximal scale index as the one for the whole biped. By conservation of momentum there can be at most \( 2n + 1 \) independent sectors to be summed. Since summing over each pair of sector indices is bounded by \( r \), the total summation is the bound \( C_1^n r^{2n+1} \), for some positive constant \( C_1 \). This concludes the proof.

Proof of Theorem 7.1. This theorem for a similar setting has been proved in [2], Section VIII. We only sketch the main idea for the proof and ask the interested readers to consult [2] for more details. First of all, by integrating out the weakening factors for the tree expansions and multi-arch expansions, we have:

\[ \| \Sigma^{\leq r}(y, z) \|_{L^\infty} \leq \sum_{n=2}^{\infty} \frac{(K\lambda)^n}{n!} \sum_{(\tau)} \sum_{E} \sum_{B} \sum_{T} \sum_{R} \sum_{[\sigma]} \prod_p e_{\tau} \prod_p \int e^{-\frac{\chi}{2}[(d_{j,\sigma}(y, z)]^\alpha} \]

in which \( K \) is some positive constant that is independent of \( r \) and \( \lambda \).

\[ \mathcal{I}_{2,n}(y, z, x_{p,\pm}) = \int \prod_{v \in R, v \neq y, z} dx_{v,0} \prod_{v \neq R} d^3 x_v \prod_{f \neq R} \gamma^{-r_f/2-l_f/4} \prod_{p \in \mathcal{L}} e^{-\frac{\chi}{2}[(d_{j,\sigma}(y, z)]^\alpha} \]

is the factor in which we keep the position \( y, z \) and the spatial positions of the ring vertices \( x_{p,\pm} \) fixed but integrate out all the remaining positions (cf. Formula VIII.86, [2]). A fraction (one half) of the decaying factor from every loop line in \( \mathcal{L} \) and from the remaining determinant has been put here to compensate possible divergence from the integrations. And the factor

\[ \mathcal{I}_{1,n} = \int \prod_{i=1}^p d x_{i,+} d x_{i,-} \prod_{k \in R} \gamma^{-(r+k/2)} \prod_{p \in \mathcal{L}} e^{-\frac{\chi}{2}[(d_{j,\sigma}(y, z)]^\alpha}, \quad (7.21) \]

in which \( x_i \) are the internal vertices other than \( y \) and \( z \) in the ring, contains the remaining terms and integrations. Then using the same techniques introduced in [2, p. 146], for the proof of Lemmas VIII.1 and VIII.2, one can prove that:

\[ |\mathcal{I}_{2,n}| \leq K_1^n \gamma^{-jr} \quad (7.22) \]
and
\[ |\mathcal{I}_{1,n}| \leq K_2^p \gamma^{-s_+ R_1 - s_- R_2 - s_+ R_2 - s_- R_1 - s_- R_2} e^{-\frac{\gamma}{2} |d_i, \sigma :(p)(y, z)|^2}. \] (7.23)

Combining these two factors and summing over all the tree structure \( T \), the ring structure \( R \) and the GN trees, we have
\[ \| \left[ \sum_{n} \sum_{r'} \sum_{[\sigma]} C^N \gamma^{-j_T} \gamma^{-s_+ R_1 - s_- R_2 - s_- R_1 - s_- R_2} e^{-c' |d_i, \sigma :(p)(y, z)|^2} \right]_{11} \|_{L^\infty} \]
\[ \leq \sum_{N=0}^{\infty} \sum_{r'=0}^{\infty} \sum_{[\sigma]} \lambda^N \gamma^{-j_T} \gamma^{-s_+ R_1 - s_- R_2 - s_- R_1 - s_- R_2} e^{-c' |d_i, \sigma :(p)(y, z)|^2}, \] (7.24)
for some positive constant \( C \) and \( c' \). For the sector indices in the exponential, we have:
\[ \gamma^{-j_T} \gamma^{-s_+ R_1 - s_- R_2 - s_- R_1 - s_- R_2} \leq \gamma^{-3/2(s_+ R_1 + s_- R_2)} \leq \gamma^{-3r_0 R_T}. \] (7.25)

Now we consider summation over the sector indices. For \( n = N+2 \) and using Lemma 7.4, we obtain
\[ \sum_{N=0}^{\infty} \sum_{r'=0}^{\infty} \sum_{[\sigma]} \lambda^N \gamma^{-j_T} \gamma^{-s_+ R_1 - s_- R_2 - s_- R_1 - s_- R_2} N^{2r} \sum_{s=0}^{N-1} \sum_{\sigma(e)} \gamma^{-3r_0 \sigma(e)} e^{-c' |d_i, \sigma :(p)(y, z)|^2} \]
\[ \leq \sum_{N=0}^{\infty} \sum_{r'=0}^{\infty} \sum_{[\sigma]} \lambda^N \gamma^{-j_T} \gamma^{-s_+ R_1 - s_- R_2 - s_- R_1 - s_- R_2} N^{2r} \sum_{s=0}^{N-1} \sum_{\sigma(e)} \gamma^{-3r_0 \sigma(e)} e^{-c' |d_i, \sigma :(p)(y, z)|^2}, \] (7.26)
for some positive constant \( C_2 \) depending on \( K_1 \) and \( C_1 \) but independent of the scale index and \( \lambda \). Since \( |\lambda r_0^2| \leq |\lambda \log^2 T| \leq C \) for \( \lambda \in \mathcal{F} \), summation over \( N \) in (7.26) is convergent provide that \( C \cdot C_2 < 1 \). This inequality can always be satisfied for \( C \) small enough. So we obtain:
\[ \| \left[ \sum_{n} \sum_{r'} \sum_{[\sigma]} C^N \lambda^N \gamma^{-j_T} \gamma^{-s_+ R_1 - s_- R_2 - s_- R_1 - s_- R_2} \sum_{s=0}^{N-1} \sum_{\sigma(e)} \gamma^{-3r_0 \sigma(e)} e^{-c' |d_i, \sigma :(p)(y, z)|^2} \right]_{11} \|_{L^\infty} \]
\[ \leq \sum_{N=0}^{\infty} \sum_{r'=0}^{\infty} \sum_{[\sigma]} \lambda^N \gamma^{-j_T} \gamma^{-s_+ R_1 - s_- R_2 - s_- R_1 - s_- R_2} \sum_{s=0}^{N-1} \sum_{\sigma(e)} \gamma^{-3r_0 \sigma(e)} e^{-c' |d_i, \sigma :(p)(y, z)|^2}, \] (7.27)
for certain positive constants \( K_3 \). By choosing the ring structure, the convergence factors obtained from integrations over the spatial coordinates in \( \mathcal{I}_{1,n} \) and \( \mathcal{I}_{2,n} \) are optimal, hence the upper bounds we obtained in Theorem 7.1 are optimal. Following exactly the same analysis for the derivatives of the self-energy, (see also [2, pp. 437–442]) we can prove Formula (7.19) and (7.20). Hence we conclude Theorem 7.1.

Now we reformulate Theorem 7.1 in the momentum space, we have:

**Theorem 7.2.** (Bounds for the self-energy in the momentum space.) Consider \( \left[ \hat{\Sigma}^\epsilon(q, \lambda) \right]_{11} \)
in which the external momentum \( q = (k_0, q_+, q_-) \) is constrained to a sector with scale index \( r \), and \( \lambda \in \mathcal{F} \). There exists a positive constant \( K \), which is independent of \( r \) and \( \lambda \), such that:
\[ \sup_{q} \| \left[ \hat{\Sigma}^\epsilon(q, \lambda) \right]_{11} \| \leq K \lambda^2 \gamma^{-r}, \] (7.28)
\[ \sup_{q} \left| \frac{\partial}{\partial q_\mu} \hat{\Sigma}^\epsilon(q, \lambda) \right|_{11} \leq K \lambda^2 r, \] (7.29)
\[ \sup_{q} \left| \frac{\partial^2}{\partial q_\mu \partial q_\nu} \hat{\Sigma}^\epsilon(q, \lambda) \right|_{11} \leq K \lambda^2 r \gamma^r. \] (7.30)
This theorem states that the self energy is uniformly $C^1$ in the external momentum for $\lambda \in \mathcal{R}_T = \{ \lambda \in \mathbb{R}, |\lambda| < C/|\log T|^2 \}$ for some positive constant $C < 1$, which is smaller than the one required by Salmhofer’s criterion, which is $\{ \lambda \in \mathbb{R}, |\lambda| < C/|\log T| \}$. What’s more, for $r = r_{\text{max}}$, with $\gamma_r^{\text{max}} \sim \frac{1}{T}$, there exists some positive constant $K_1$, which is independent of the temperature and $\lambda$, such that

$$\sup_q \left| \frac{\partial^2}{\partial q_\mu \partial q_v} \hat{\Sigma}'(q, \lambda) \right|_{11} \leq \frac{K_1 \lambda^2}{T}. \quad (7.31)$$

Hence $\hat{\Sigma}'(q, \lambda)$ is not uniformly $C^2$ in $q$. This suggests that Salmhofer’s criterion is violated and the ground state is not a Fermi liquid. We shall establish in the next section the following lower bound for the second derivative of the self-energy:

$$\sup_q \left| \frac{\partial^2}{\partial q_\mu \partial q_v} \hat{\Sigma}'(q, \lambda) \right|_{11} \geq \frac{\tilde{K}_1 \lambda^2}{T}, \quad (7.32)$$

in which $\tilde{K}_1 < K_1$ is a positive constant that is independent of $T$. With that lower bound we can conclude that the ground state of this model is not a Fermi liquid.

Remark 7.2. Since the self-energy function $\left[ \hat{\Sigma}(q, \lambda) \right]_{11}$ is analytic in $\lambda$ for $\lambda \in \mathcal{R}_T = \{ |\lambda| |\lambda| \log^2 T \leq C \}$, we can always choose the constant $C$ such that $\left[ \hat{\Sigma}(q, \lambda) \right]_{11}$ can be Taylor expanded into the following convergent perturbation series:

$$\hat{\Sigma}(q, \lambda)_{11} = \sum_{n=2}^{\infty} \lambda^n \left[ \hat{\Sigma}_n(q, \lambda) \right]_{11}, \quad \text{with} \quad \lambda \in \mathcal{R}_T, |\lambda| \cdot \| \hat{\Sigma}_n(q, \lambda) \| < 0.1, \quad \forall n \geq 2,$n

in which $\| \left[ \hat{\Sigma}_n(q, \lambda) \right]_{11} \| := \sup_q \left| \left[ \hat{\Sigma}_n(q, \lambda) \right]_{11} \right|$. Then from elementary mathematical analysis we know that

$$\sum_{n=3}^{\infty} \lambda^n \| \hat{\Sigma}_n(q, \lambda) \|_{11} \leq K_0 \lambda^2 \left\| \hat{\Sigma}_2(q, \lambda) \right\|_{11}, \quad (7.33)$$

for some positive constant $K_0 > 1$ that is independent of $\lambda$ and the scale indices. Here $\lambda^2 \hat{\Sigma}_2(q, \lambda)$ is the amplitude of the lowest order perturbation term, namely, the amplitude of the sunset graph (see Fig. 13 for an illustration). Therefore, in order to establish the lower bound for the self-energy and its derivatives, it is enough to study the corresponding quantities for the sunset graph.

Proof of Theorem 7.2. Since $\left[ \Sigma'(y, z, \lambda) \right]_{11}$ is the Fourier transform of $\left[ \hat{\Sigma}'(q, \lambda) \right]_{11}$, we have

$$\left\| \left[ \Sigma'(y, z, \lambda) \right]_{11} \right\|_{L^\infty} = \left\| \int dq \left[ \hat{\Sigma}(q, \lambda) \right]_{11} e^{ip(y-z)} \right\|_{L^\infty} = C \gamma^{-2r} \sup_q |\hat{\Sigma}'(q)|, \quad (7.34)$$

for some positive constant $C$. By (7.24), (7.25) and (7.26), we have

$$\left\| \left[ \Sigma'(y, z, \lambda) \right] \right\|_{L^\infty} \leq C \lambda^2 r \gamma^{-3r}, \quad (7.35)$$

therefore

$$\sup_q \left| \left[ \hat{\Sigma}'(q, \lambda) \right]_{11} \right| \leq C \lambda^2 r \gamma^{-r}. \quad (7.36)$$
So we proved (7.28). Since any component of \( q = (q_0, q_+, q_-) \) is bounded by \( \gamma^{-r} \) when restricted to a sector of scale index \( r \), the first order differentiation w.r.t. \( q \) for the r.h.s. of (7.28) gives the bound in (7.29) and the second order differentiation gives the bound in (7.30). These bounds are optimal, since the bounds in (7.18)–(7.20) are optimal.

**Remark 7.3.** Remark that what we have proved until now are the upper bounds for \( \hat{\Sigma}_{11}(q, \lambda) \). Since all the matrix elements of the propagator can be bounded by some absolute constants (cf. Proposition 3.2), the upper bound for the other matrix elements of \( [\Sigma(y, z, \lambda)]_{a\alpha'} \) and \( [\hat{\Sigma}(q, \lambda)]_{a\alpha'} \), \( \alpha, \alpha' = 1, 2 \), can be obtained in the same way and they satisfy exactly the same upper bounds, up to some numerical constant.

As a corollary of Theorem 7.2, we have the following result:

**Theorem 7.3.** There exists a constant \( C \) which is independent of the scale index and \( \lambda \), such that the counter-term \( [\nu'(k, \lambda)]_{a\alpha'} \), \( \alpha, \alpha' = 1, 2 \), satisfies the following bound:

\[
\sup_k |[\nu'(k, \lambda)]_{a\alpha'}| \leq C\lambda^2 r \gamma^{-r}. \tag{7.37}
\]

**Proof.** It is enough to prove the upper bound for \( [\nu'(k, \lambda)]_{11} \). By renormalization conditions, we have \( [\nu'(k, \lambda)]_{11} := -[\nu \hat{\Sigma}'(k_0, P_F k)]_{11} \), hence

\[
\sup_k |[\nu'(k, \lambda)]_{11}| \leq \sup_k |[\hat{\Sigma}'(k_0, k, \lambda)]_{11}|. \tag{7.38}
\]

By (7.28), this Theorem follows.

We have the following theorem concerning the 2-point Schwinger function:

**Theorem 7.4.** Let \( \hat{S}_2(k, \lambda) \) be the two-point Schwinger function which is a \( 2 \times 2 \) matrix. For any \( \lambda \) such that \( |\lambda \log^2 T| \leq K_1 \), with \( K_1 \) some positive constant independent of \( T \) and \( \lambda \), we have

\[
\hat{S}_2(k, \lambda) = \hat{C}(k)[1 + \hat{R}(k, \lambda)], \tag{7.39}
\]

in which \( \hat{R}(k, \lambda) \) is the remainder matrix such that \( \sup_k |[\hat{R}(k, \lambda)]_{a\alpha'}| \leq K|\lambda|, \alpha, \alpha' = 1, 2 \), for some positive constant \( K \) that is independent of \( k \) and \( \lambda \).

**Proof.** By definition (cf. (2.26)), the interacting 2-point Schwinger function can be written as the following geometric series:

\[
\hat{S}_2(k, \lambda) = \hat{C}(k) + \hat{C}(k) \hat{E}(k, \lambda) \hat{C}(k) + \cdots + \hat{C}(k) [\hat{E}(k, \lambda) \hat{C}(k)]^n + \cdots. \tag{7.40}
\]

Consider the case in which the external momentum belongs to a sector of scale \( r \leq r_{\text{max}} \sim \log \gamma \), then we have

\[
\hat{S}_2'(k, \lambda) = \hat{C}'(k) \left( 1 + \hat{E}'(k, \lambda) \hat{C}'(k) + \cdots + [\hat{E}'(k, \lambda) \hat{C}'(k)]^n + \cdots \right), \tag{7.41}
\]

in which \( \hat{E}'(k, \lambda) \) means that the external momentum of each element \( \hat{E}'(k, \lambda)_{a\alpha'} \) (cf. (2.27)) is constrained to a sector of scale index \( r \). By Theorem 7.2, we have

\[
||[E(k, \lambda)C(k)]_{a\alpha'}||_{L^\infty} \leq K_2 \gamma^{-r} K_2 \gamma^{-r} \leq K_3 |\lambda| \gamma^{-r}, \tag{7.42}
\]

in which we have used the fact that \( ||\hat{C}'(k)||_{L^\infty} \leq K_2 \gamma^{-r} \) for some constant \( K_2 > 0 \) (cf. Lemma 3.1), and \( r \gamma^{-r} \leq 1 \) for \( r \geq 0 \). Here \( K_3 = K \cdot K_2 \). Define \( \hat{R}(\lambda, k) := \hat{R}_{\text{max}}(\lambda, k) = \sum_{r=0}^{r_{\text{max}}} \hat{R}'(k, \lambda), \) we have:

\[
||[\hat{R}'(k, \lambda)]_{a\alpha'}||_{L^\infty} := \|[E'(k, \lambda)C'(k)]_{a\alpha'} + \cdots + [E'(k, \lambda)C'(k)]^n + \cdots\|_{L^\infty} \leq K_3 |\lambda| \gamma^{-r}, \tag{7.43}
\]

Summing over \( r \) and choosing \( K = 4K_3 \), the conclusion follows.
7.3. Proof of Theorem 2.1. With all these preparations, we are ready to prove Theorem 2.1.

Proof. In order to prove this Theorem, it is enough to verify item (2) of the renormalization conditions (cf. (2.39)) at any slice \( r \leq r_{\text{max}} \) and prove that the counter-term \( \nu(\mathbf{k}, \lambda) \) is \( C^1 \) in \( \mathbf{k} \). First of all, by the multi-slice renormalization condition (6.29), the ratio in (2.39) at any slice \( r \) is bounded by

\[
\left\Vert \left[ \hat{\nu}^r_{x(a), y(a)} + \Sigma^r_{x(a), y(a)} \right] \hat{\mathcal{C}}_r(k) \right\Vert_{L^\infty} \leq K \cdot \left\Vert \left[ \Sigma^{r+1}_{x(a), y(a)} \right]_{11} \right\Vert_{L^\infty} \frac{1}{\gamma^{-r}} \leq K_1 \lambda \frac{(r + 1)^2 \gamma^{-r-1}}{\gamma^{-r}} = \gamma^{-1} \lambda^2 (r + 1)^2 \leq \lambda^2 K_2 \log^2 T, \tag{7.44}
\]

in which \( K, K_1 \) and \( K_2 \) are some positive constants and we have used the relation \( \gamma r_{\text{max}} \sim \frac{1}{T} \). Since \( |\lambda \log^2 T| \leq C \) for \( \lambda \in \mathcal{R}_T \) and for some positive constant \( C \), we have

\[
\left\Vert \left[ \hat{\nu}^r_{x(a), y(a)} + \Sigma^r_{x(a), y(a)} \right] \hat{\mathcal{C}}_r(k) \right\Vert_{L^\infty} \leq K_3 |\lambda|, \tag{7.45}
\]

for some positive constant \( K_3 \) which is independent of \( T \) and \( \lambda \). Following the same analysis we can prove that each of the other elements \( \left[ \hat{\nu}^r_{x(a), y(a)} + \Sigma^r_{x(a), y(a)} \right]_{\alpha \alpha'} \) satisfies the same upper bound, up to some numerical constant. By construction, \( \left[ \hat{\nu}^r_{x(a), y(a)}(\mathbf{k}) \right]_{\alpha \alpha'} \) has the same regularity as \( \left[ \Sigma^r_{x(a), y(a)}(\mathbf{k}) \right]_{\alpha \alpha'} \). By Theorem 7.2 and Theorem 8.1, the self-energy is uniformly \( C^1 \) w.r.t. \( \mathbf{k} \) but not uniformly \( C^2 \), so is the counter-term. This concludes Theorem 2.1. \( \square \)

7.4. Proof of Theorem 6.1. In this section we consider the upper bound for the counter-term \( \delta \mu(\lambda) \). There are different kinds of terms that contribute to \( \delta \mu(\lambda) \): the tadpole term, the integration of the self-energy function:

\[
\left[ \Sigma^{\leq r_{\text{max}}}(x, \lambda) \right]_{11} = \sum_{r=0}^{r_{\text{max}}} \int d^3 y \left[ \Sigma^r(x, y, \lambda) \right]_{11}, \tag{7.46}
\]

and the the generalized tadpole term, which is a tadpole term whose internal lines are decorated by 1PI bipeds. See Fig. 12 for an illustration.

First of all, by Lemma 6.2, the amplitude of a tadpole is bounded by:

\[
\left\Vert T \right\Vert_{L^\infty} \leq K_1 |\lambda|, \tag{7.47}
\]
where $K_1$ is a positive constant and $|\lambda| < C/|\log T|^2$. So the amplitude of a tadpole satisfies the bound in Theorem 6.1. Secondly, we have:

$$\left\| \left[ \Sigma^{\leq r_{\text{max}}} (x, \lambda) \right]_{11} \right\|_{L^\infty} \leq \sum_{r=0}^{r_{\text{max}}} \int d^3y \left| \left[ \Sigma^r (x, y, \lambda) \right]_{11} \right|,$$  

(7.48)

in which the integrand satisfy the following bound: (cf. Theorem 7.1, (7.18))

$$\left| \left[ \Sigma^r (x, y, \lambda) \right]_{11} \right| \leq K_1 |\lambda|^2 r^2 \sup_{\sigma \in \sigma_G} \gamma^{-3r(\sigma)} e^{-cd_\sigma^r (x, y)},$$  

(7.49)

for some constant $K_1 > 0$, so we can perform the integration in (7.48) along the spanning tree in the 1PI graph, for which the spatial integration is bounded by

$$\left| \int d^3y e^{-cd_\sigma^r (x, y)} \right| \leq K_2 \gamma^{2r_T},$$  

(7.50)

for some constant $K_2 > 0$, in which $r_T$ is the maximal scale index among the tree propagators. Combine the above two terms, we find that these exists another positive constant, $K_3$, which is independent of the scale indices, such that

$$\sum_r \int dy_0 dy^{(a)} dy^{(b)} \left| \left[ \Sigma^r (x, y, \lambda) \right]_{11} \right| \leq K_3 |\lambda|^2.$$  

(7.51)

Since $|\lambda|^2 \ll |\lambda|$ for $\lambda \in \mathcal{R}_T$, the amplitudes of the localized term is also bounded by $K_3|\lambda|$.

Now we consider the amplitude for a generalized tadpole, which is formed by contracting a chain of bipeds with a bare vertex. Let $T^{n}_{\Sigma}$ be a generalized tadpole which contain $n$ irreducible and renormalized bipeds and $n + 1$ propagators connecting these bipeds. Let the scale index of an external propagators be $r^e$ and the lowest scale index of the propagators in the biped be $r^i$. Then we can consider the generalized tadpole as a string of more elementary graphs, each corresponds to the part contained in the dashed square in Fig. 12, whose amplitude is

$$T^\Sigma (r^e, r^i, \lambda, x) = \sum_{\alpha_1=1,2} \int dx_1 \int dy_1 [C^{r^e} (x, x_1)]_{\alpha_1 \alpha_1} \left[ (1 - \tau) \Sigma^{r^i} (x_1, y_1, \lambda) \right]_{\alpha_1 \alpha_1},$$  

(7.52)

Recall that the remainder term $\left[ (1 - \tau) \Sigma^{r^i} (x_1, y_1, \lambda) \right]_{\alpha_2 \alpha'}$ is bounded by the sum of

$$\sum_{\alpha_2=1,2} \int dx_1 dy_1 |x_{1,0} - y_{1,0}| \cdot \left| \left[ \Sigma^{r^i} (x_1, y_1, \lambda) \right]_{\alpha_2 \alpha} \right| \cdot \left| \frac{\partial}{\partial x_{1,0}} [C^{r^e} (x, x_1)]_{\alpha_2 \alpha} \right|,$$  

(7.53)

and

$$\int dx_1 dy_1 |x_1^{(a)} - y_1^{(a)}| |x_1^{(b)} - y_1^{(b)}| \left| \left[ \Sigma^{r^i} (x_1, y_1, \lambda) \right]_{\alpha_2 \alpha} \right|$$

$$\cdot \left| \frac{\partial}{\partial x_1^{(a)}} \frac{\partial}{\partial x_1^{(b)}} [C^{r^e} (x, x_1)]_{\alpha_2 \alpha} \right|.$$  

(7.54)
Using the fact that \( j^e + [s^{(a)}]^e + [s^{(b)}]^e = 2r^e \) and \([s^{(a)}]^e + [s^{(b)}]^e \geq r^e\), we can prove that there exist positive constants \(K_4\) and \(K_5\) such that, \(\forall \alpha, \alpha' = 1, 2,\)

\[
\left| \frac{\partial}{\partial x_{1,0}} [C^e(x, x_1)]_{\alpha\alpha'} \right| \leq K_4 \gamma^{-2r^e} e^{-d^e(x, x_1)},
\]

\[
\left| \frac{\partial}{\partial x_1^{(a)}} \frac{\partial}{\partial x_1^{(b)}} [C^e(x, x_1)]_{\alpha\alpha'} \right| \leq K_5 \gamma^{-2r^e} e^{-d^e(x, x_1)}.
\]

By Theorem 7.1, Formula (7.19) and (7.20), we have

\[
|\chi_{1,0} - y_{1,0}| |\left[ \Sigma^{(r)}(x_1, y_{1, y}) \right]_{\alpha\alpha'}| \leq K_4 \gamma^{-2r^e} e^{-d^e(x_1, y_1)},
\]

\[
|\chi^{(a)}_1 - y^{(a)}_1| |\chi^{(b)}_1 - y^{(b)}_1| |\left[ \Sigma^{(r)}(x_1, y_{1, y}) \right]_{\alpha\alpha'}| \leq K_5 \gamma^{-2r^e} e^{-d^e(x_1, y_1)}.
\]

We can easily find that, after performing the integration over \(x_1, y_{1, (7.53)}\) or (7.54) is bounded by

\[K_5 \gamma^{2r^e} \gamma^{2r^e} \gamma^{-2r^e} \leq \tilde{K}, \quad \tilde{K} = \max(K_4, K_5).\]

Since there is a propagator in \(T_n^e\) whose coordinates are not integrated, we have

\[
\left\| T_n^e \right\|_{L^\infty} \leq \prod_{i=1}^{n} \left\| \sum_{r_i} T_i^e (r^e, r^i, \lambda, x) \right\|_{L^\infty} \cdot \left\| \left[ C^e(x_n, x) \right]_{\alpha\alpha'} \right\|_{L^\infty}
\]

\[
\leq K^n \lambda^{2n+1} |\log T|^{n} \gamma^{-r^e}.
\]

(7.55)

Summing over the indices \(r^e\) and using the fact that \(|\lambda \log^2 T| < C\), we can easily see that there exists a positive constant \(K_6\), independent of the scale index and \(\lambda\), such that

\[
\sum_{n=0}^{\infty} |T_n^e| \leq 2K_6 |\lambda|.
\]

(7.56)

Summing up all the local terms and let \(K' = K_1 + K_2 + 2K_6\), the amplitudes of all the local terms are bounded by \(K'|\lambda|\). Hence we proved Theorem 6.1.

8. The Lower Bounds

In this part we study the lower bound of the second derivative of the self-energy function. We prove that a certain second derivative of the self-energy at a particular value of the external momentum is not uniformly bounded in the domain \(\mathcal{R}_T = \{\lambda \mid \lambda \cdot |\log^2 T| \leq C\}\), in which we have established analyticity. This domain being smaller than the Salmhofer’s criterion, together with the non-uniformly boundedness of the second derivative of the self-energy, it suffices to show that the model does not satisfy this criterion and to conclude that the two-dimensional honeycomb Hubbard model is not a Fermi liquid.

**Theorem 8.1.** Let \(\Sigma(k_e, \lambda) = (\Sigma_{\alpha\alpha'}(k^0_e, k^e_+, k^e_-, \lambda))\), \(\alpha, \alpha' = 1, 2\), be the self-energy of the current model with external quasi-momentum \(k_e = (k^0_e, k^e_+, k^e_-)\), in which \(k^e_+ = q^e_+ + 1, k^e_- = q^e_- - 1\). There exists a positive constant \(K\), which depends on the model but is independent of the temperature \(T\) and \(\lambda\), such that \(\forall \lambda \in \mathcal{R}_T\),

\[
\left| \frac{\partial^2}{\partial q^e_+} \Sigma_{\alpha\alpha'}(k_e, \lambda) \right|_{k_0 = \pi T, q^e_+ = 0, q^e_- = 0} \geq \frac{K \lambda^2}{T}.
\]

(8.1)
Define the amplitude of the sunset graph (see Fig. 13) as $\Sigma^{Sun}(k_e, \lambda)$. By Remark 7.2, $\Sigma^{Sun}(k_e, \lambda)$ is the dominant contribution to $\hat{\Sigma}(k_e, \lambda)$.

Remark 8.1. In order to prove Theorem 8.1, it is enough to prove the existence of a lower bound for any matrix element $\partial^2_{q+} \Sigma^{Sun}_{\alpha \alpha'}(k_e, \lambda)$, $\alpha, \alpha' = 1, 2$. In the following we shall concentrate on the lower bound for $\partial^2_{q+} \Sigma^{Sun}_{11}(k_e, \lambda)$. The lower bounds for other matrix elements of $\partial^2_{q+} \Sigma^{Sun}_{\alpha \alpha'}$, $\alpha, \alpha' = 1, 2$, can be proved in the same way.

The amplitude of the sunset graph with external momentum $k_e = (k^e_0, q^e_+, q^e_-)$ is

$$\Sigma^{Sun}(k^e_0, q^e_+, q^e_-, \lambda) = \lambda^2 \int_{\Lambda_\beta} d^3x C(x)^2 C(-x)e^{-ix_0k^e_0 - i x_+ k^e_+ + i x_- k^e_-}, \quad (8.2)$$

and the second derivative of $\Sigma^{Sun}(k^e_0, q^e_+, q^e_-)$ w.r.t. the external momentum, at the point $\tilde{k}_e = (k^e_0 = \pi T, q^e_+ = 0, q^e_- = 0)$, is:

$$\partial^2_{q+} \Sigma^{Sun}(\tilde{k}_e, \lambda) = \lambda^2 \int_{\Lambda_\beta} d^3x x^2_+ C(x)^2 C(-x)e^{-i\pi T x_0 - i x_+ + i x_-}, \quad (8.3)$$

in which $C(x) = C(x_0, x_+, x_-)$ is a $2 \times 2$ matrix given by (3.25). Since we are mainly interested in the infrared behaviors, in which $k^2_0 \ll k_0$, we can drop the term $k^2_0$ in (3.26).

Define

$$C^I(x) = \frac{2\pi^2}{3\sqrt{3}} \int_{\hat{D}_\beta} dk_0 dq_+ dq_- e^{ik_0x_0+(q_++1)x_++(q_-−1)x_-} \hat{C}^I(k_{1,0}, q), \quad (8.4)$$

$$\hat{C}^I(k_{0}, q) = \frac{1}{−2ik_0 + e(q, 1)} \begin{pmatrix} i k_0 + 1 & −\hat{\Omega}^*(q) \\ −\hat{\Omega}(q) & i k_0 + 1 \end{pmatrix} =: \tilde{C}(k_{0}, q)A(k_{0}, q), \quad (8.5)$$

in which $\tilde{C}(k_{0}, q) = (−2ik_0 + e(q, 1))^{-1}$ and $A(k_{0}, q) = [A(k_{0}, q)_{\alpha \alpha'}]$ is the remaining $2 \times 2$ matrix. We have:

$$\partial^2_{q+} \Sigma^{Sun}(\tilde{k}_e, \lambda) = \lambda^2 \int_{\Lambda_\beta} d^3x x^2_+ e^{-i\pi T x_0} \int_{\hat{D}_\beta} dk_{1,0} dq_{1,0} \hat{C}^I(k_{1,0}, q_1) \times \int_{\hat{D}_\beta} dk_{2,0} dq_{2,0} \hat{C}^I(k_{2,0}, q_2) \times \int_{\hat{D}_\beta} dk_{3,0} dq_{3,0} \hat{C}^I(k_{3,0}, q_3). \quad (8.6)$$

The main steps for proving Theorem 8.1 are as follows. First of all, we decompose $\partial^2_{q+} \Sigma^{Sun}_{11}(\tilde{k}_e, \lambda)$ into a dominant contribution $\partial^2_{q+} \Sigma^{Sun, dom}_{11}(\tilde{k}_e, \lambda)$ and an error term.
\[ \partial_x^2 \Sigma_{11}^{Sun, error}(\tilde{k}_e, \lambda), \] and then we provide a lower bound in \( K \| \lambda \|^2 \) for \( \Sigma_{11}^{Sun, dom}(\tilde{k}_e, \lambda) \). It relies on a method based on residues for complex integrals. Finally, we prove that the upper bound for the error term is much smaller than the lower bound for the dominant term and complete the proof.

**Proposition 8.1.** The amplitude \( \partial_x^2 \Sigma_{11}^{Sun}(\tilde{k}_e, \lambda) \) can be decomposed into the dominant contribution, \( \partial_x^2 \Sigma_{11}^{Sun, dom}(\tilde{k}_e, \lambda) \), which is defined by replacing all propagators \( C^I(x) \) in (8.6) with \( C^{II}(x) \), in which

\[ C^{II}(x) := \int_{\mathcal{D}_\beta} dk dq dq_\pm e^{ik_0 x_0 + i(q_+ + 1)x_+ + (q_- - 1)x_-} \hat{C}^{II}(k_0, q), \]  

(8.7) \[
\hat{C}^{II}(k_0, q) = \frac{1}{-2ik_0 + 2\pi q_\pm \sin \pi q_-} \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}, 
\]  

(8.8) and an error term, which is defined as

\[ \partial_x^2 \Sigma_{11}^{Sun, error}(\tilde{k}_e, \lambda) := \partial_x^2 \Sigma_{11}^{Sun}(\tilde{k}_e, \lambda) - \partial_x^2 \Sigma_{11}^{Sun, dom}(\tilde{k}_e, \lambda). \]

The rest of this part is devoted to an explicit construction of \( \Sigma_{11}^{Sun, error}(\tilde{k}_e, \lambda) \). Let \( 1 \ll N \ll j_{max} \) be a positive constant which is sufficiently large. Define the unrestricted summation by:

\[
\sum_{N} \sum_{\{ji\}, \{s, +\}, \{s, -\}} 1(\inf\{s, +\} \leq \min(j, j_{max} - N))
\]

\[
= \sum_{j_1, s_1, - \sigma_2 \sigma_3} \inf(j_1, j_{max} - N) + \sum_{j_1, s_1, -, j_2, s_2, - \sigma_3} \sum_{s_1, + = j_{max} - N} \sum_{s_2, + = 0} j_1 \inf(j_2, j_{max} - N)
\]

\[
+ \sum_{j_1, s_1, -, j_2, j_3, s_3, -} \sum_{j_3, j_{max} - N} \sum_{s_2, + = 0} \sum_{s_3, + = 0} j_1 j_2 \inf(j_3, j_{max} - N),
\]

(8.9) which means that at least one sector index \( s_{i, +} \) is smaller than \( \min(j_{i}, j_{max} - N) \). Here \( \mathbf{1}(E) \) is a characteristic function for the event \( E \). Define

\[
\partial_x^2 \Sigma_{11}^{Sun, N, I}(\tilde{k}_e, \lambda) = \lambda^2 \sum_{\{ji\}, \{s, +\}, \{s, -\}} \int_{\Lambda_\beta} d^3x x_+^2
\]

\[
[C^I_{j_1, \sigma_1}(x) C^I_{j_2, \sigma_2}(x) C^I_{j_3, \sigma_3}(-x)]_{11} e^{-i\pi T x_0 - ix_+ + ix_-},
\]

(8.10) then we can rewrite \( \partial_x^2 \Sigma_{11}^{Sun}(\tilde{k}_e, \lambda) \) as

\[
\partial_x^2 \Sigma_{11}^{Sun}(\tilde{k}_e, \lambda) = \partial_x^2 \Sigma_{11}^{Sun, N, I}(\tilde{k}_e, \lambda) + \partial_x^2 \Sigma_{11}^{Sun, N, I}(\tilde{k}_e, \lambda)
\]

(8.11) in which each sector index \( s_{i, +} \) in \( \partial_x^2 \Sigma_{11}^{Sun, N, I} \) is greater than \( j_{max} - N \). Let \( \chi_N(q_+) = \chi(j_{max} - N, q_+) \) and define

\[
C^I_N(x) = \int_{\mathcal{D}_\beta} dk dq dq_\pm e^{i k_0 x_0 + i(q_+ + 1)x_+ + i(q_- - 1)x_-} \hat{C}^I_N(k_0, q),
\]

(8.12)
in which $\hat{C}_N^I(k_0, \mathbf{q}) = \chi_N(q_+)\hat{C}_N^I(k_0, \mathbf{q})$ (cf. (8.5)), then we have

$$\partial_+^2 \Sigma_{11}^{Sun,N,I}(\tilde{k}_e, \lambda) = \lambda^2 \int d^3xx_+^\ast [C_N^I(x)C_N^I(-x)]_{11} e^{-i\pi T x_0 - i\mathbf{x}_+ + i\mathbf{x}_-}. \tag{8.13}$$

Define also $\partial_+^2 \Sigma_{11}^{Sun,N,II}(\tilde{k}_e, \lambda)$ by replacing each propagator $\hat{C}_N^I(k_0, \mathbf{q})$ in (8.13) with $\hat{C}_N^I(k_0, \mathbf{q})$, in which

$$\hat{C}_N^I(k_0, \mathbf{q}) = \frac{\chi_N(q_+)}{-2i k_0 + 2\pi q_+ \sin \pi q_+} \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}. \tag{8.14}$$

The difference $\partial_+^2 \Sigma_{11}^{Sun,N}(\tilde{k}_e, \lambda) := \partial_+^2 \Sigma_{11}^{Sun,N,II}(\tilde{k}_e, \lambda) - \partial_+^2 \Sigma_{11}^{Sun,N,II}(\tilde{k}_e, \lambda)$ is also an error term. Notice that

$$\chi_N(q_+) = 1 + [\chi(q_-) - 1] + [\chi_N(q_+ - \chi(q_+)] := 1 + 0 + \hat{\chi}_N(q_+), \tag{8.15}$$

in which the first term 1 means that the cutoff is removed, for which we obtain the dominant contribution $\partial_+^2 \Sigma^{Sun,dom}$ (cf. Proposition 8.1). The second term in (8.15) is vanishing identically, since $q_{i+} \leq 1$ in $\tilde{D}$ (cf. (3.8)). So we obtain

$$\partial_+^2 \Sigma_{11}^{Sun,N,II}(\tilde{k}_e, \lambda) = \partial_+^2 \Sigma_{11}^{Sun,dom}(\tilde{k}_e, \lambda) + \partial_+^2 \Sigma_{11}^{Sun,N,II}(\tilde{k}_e, \lambda), \tag{8.16}$$

in which

$$\Sigma_{11}^{Sun,N,II}(\tilde{k}_e, \lambda) = 4\lambda^2 \int_{\Lambda_\beta} d^3xx_+^\ast e^{-i\pi T x_0} \times \prod_{i=1}^3 \int_{\tilde{D}_\beta} \bar{d}k_{0,i} d\mathbf{q}_{i+} \bar{d}q_{i-} \left[ \sum_{i=1}^3 \hat{\chi}_N(q_{i+}) e^{i k_{1,0} x_0 + i k_{2,i} + i k_{3,i}} \right. \begin{pmatrix} e^{i k_{1,0} x_0 + i k_{2,i} + i k_{3,i}} & -2i k_{1,0} - 2\pi q_{i+} \sin \pi q_{i-} \\ -2i k_{2,0} - 2\pi q_{i+} \sin \pi q_{i-} & e^{i k_{1,0} x_0 + i k_{2,i} + i k_{3,i}} \end{pmatrix} - \left. \sum_{i,j=1,...,3, i \neq j} \hat{\chi}_N(q_{i+}) \hat{\chi}_N(q_{j+}) e^{i k_{1,0} x_0 + i k_{2,i} + i k_{3,i}} \right] \begin{pmatrix} e^{i k_{1,0} x_0 + i k_{2,i} + i k_{3,i}} & -2i k_{1,0} - 2\pi q_{i+} \sin \pi q_{i-} \\ -2i k_{2,0} - 2\pi q_{i+} \sin \pi q_{i-} & e^{i k_{1,0} x_0 + i k_{2,i} + i k_{3,i}} \end{pmatrix} \tag{8.17}$$

is also an error term. Thus we have constructed the error terms:

$$\partial_+^2 \Sigma_{11}^{Sun,error} = \partial_+^2 \Sigma_{11}^{Sun,N,I} \partial_+^2 \Sigma_{11}^{Sun,N,II} + \partial_+^2 \Sigma_{11}^{Sun,N}. \tag{8.18}$$
8.1. The dominant lower bounds. In this part we consider the lower bound for the dominant contribution \( \partial_+^2 \Sigma_{11}^{Sun, dom} (\vec{k}_e, \lambda) \), defined in Proposition 8.1. First of all, consider the integration over \( q_{i,+} \), \( i = 1, 2, 3 \). Remark that the integration domain for each \( q_{i,+} \) is \( A = [-1, 1] \), which is not very convenient for the analysis. We can enlarge the integration domain due to the presence of the ultraviolet cutoff function. Consider the following the integral:

\[
\int_A dq_{i,+} \frac{e^{i q_{i,+} x_+}}{-2i k_{i,0} - 2\pi q_{i,+} \sin \pi q_{i,-}} = \int_{\mathbb{R}} dq_{i,+} \frac{e^{i q_{i,+} x_+}}{-2i k_{i,0} - 2\pi q_{i,+} \sin \pi q_{i,-}} - \int_{\mathbb{R}\setminus A} dq_{i,+} \frac{e^{i q_{i,+} x_+}}{-2i k_{i,0} - 2\pi q_{i,+} \sin \pi q_{i,-}},
\]

in which the last term in the second line is the contribution from the momenta \( |q_{i,+}| \geq 1 \), corresponding to the ultraviolet contributions. This term is vanishing due to the ultraviolet cutoff (cf. Definition 3.4 or Definition 3.3), hence we can extend the integration domain in (8.19) from \( A \) to \( \mathbb{R} \). The integrand in (8.19) is a meromorphic function with a pole at \( q_{i,+}^- = -\frac{i k_0}{\pi \sin \pi q_{i,-}} \). Remark that \( \partial_+^2 \Sigma_{11}^{Sun, dom} \) is vanishing for \( x_+ = 0 \). If \( x_+ > 0 \), the integration contour is chosen on the the upper half plane (See Fig. 14), and if \( x_+ < 0 \), the integration contour is chosen on the lower half plane.

So we obtain:

\[
\int_{-\infty}^{\infty} dq_{i,+} \frac{e^{\pm i q_{i,+} x_+}}{-2i k_{i,0} - 2\pi q_{i,+} \sin \pi q_{i,-}} = -i e^{\pm \frac{k_{i,0} x_+}{\pi \sin \pi q_{i,-}}} \chi(x_+ > 0) \chi(\pm \frac{k_{i,0}}{\pi \sin \pi q_{i,-}} < 0) - \chi(x_+ < 0) \chi(\pm \frac{k_{i,0}}{\pi \sin \pi q_{i,-}} > 0),
\]

for \( i = 1, 2, 3 \), and we have:

\[
\partial_+^2 \Sigma_{11}^{Sun, dom} (\vec{k}_e, \lambda) = 4i\lambda^2 \int d^3 x \int \frac{dk_{1,0} dq_{1,-} dk_{2,0} dq_{2,-} dk_{3,0} dq_{3,-}}{\sin \pi q_{1,-} \sin \pi q_{2,-} \sin \pi q_{3,-}} \chi^2 e^{i x_0 [k_{1,0} + k_{2,0} - k_{3,0} - \pi T]} \times e^{\frac{k_{1,0}}{\pi \sin \pi q_{1,-}} + \frac{k_{2,0}}{\pi \sin \pi q_{2,-}} - \frac{k_{3,0}}{\pi \sin \pi q_{3,-}} x_+} e^{i x_+ [q_{1,0} + q_{2,0} - q_{3,0} - q_{-}]}.
\]
\[
\times \left[ \chi(x_+ > 0) \chi \left( \frac{k_{1,0}}{\pi \sin \pi q_{1,-}} < 0 \right) \chi \left( \frac{k_{2,0}}{\pi \sin \pi q_{2,-}} < 0 \right) \chi \left( \frac{k_{3,0}}{\pi \sin \pi q_{3,-}} > 0 \right) \\
- \chi(x_+ < 0) \chi \left( \frac{k_{1,0}}{\pi \sin \pi q_{1,-}} > 0 \right) \chi \left( \frac{k_{2,0}}{\pi \sin \pi q_{2,-}} > 0 \right) \\
\chi \left( \frac{k_{3,0}}{\pi \sin \pi q_{3,-}} < 0 \right) \right].
\]

(8.21)

Now we consider the integration over \(x_0\) and \(k_{3,0}\). While the former integration results in a delta function \(\frac{1}{2} \delta(k_{1,0} + k_{2,0} - k_{3,0} - \pi T)\), the integration \(\int dk_{3,0}\) is indeed the discrete sum \(2\pi T \sum_{k_{3,0} \in \pi T + 2\pi T \mathbb{Z}}\). We obtain:

\[
\partial^2_+ \sum_{\text{Sun.dom}} \left\{ \langle \tilde{k}_e, \lambda \rangle = 4i\lambda^2 \int dx_+dx_- \int \frac{dk_{1,0}dk_{2,0}dq_{2,-}dq_{3,-}}{\sin \pi q_{1,-} \sin \pi q_{2,-} \sin \pi q_{3,-}} \chi^2 \\
\times e^{\frac{k_{1,0}}{\sin \pi q_{1,-}} + i \frac{k_{2,0}}{\sin \pi q_{2,-}} + i \frac{\pi - k_{1,0} - k_{2,0}}{\sin \pi q_{3,-}} + \int dx_- \left[ \chi(x_+ > 0) \chi \left( \frac{k_{1,0}}{\pi \sin \pi q_{1,-}} < 0 \right) \chi \left( \frac{k_{2,0}}{\pi \sin \pi q_{2,-}} < 0 \right) \chi \left( \frac{\pi T - k_{1,0} - k_{2,0}}{\pi \sin \pi q_{3,-}} < 0 \right) \\
- \chi(x_+ < 0) \chi \left( \frac{k_{1,0}}{\pi \sin \pi q_{1,-}} > 0 \right) \chi \left( \frac{k_{2,0}}{\pi \sin \pi q_{2,-}} > 0 \right) \\
\chi \left( \frac{\pi T - k_{1,0} - k_{2,0}}{\pi \sin \pi q_{3,-}} > 0 \right) \right] \right \}.
\]

(8.22)

The integration over \(x_-\) is indeed the discrete summation \(\sum_{x_- \in \pi \mathbb{Z}}\) and the result is the delta function \(\delta(q_{1,-} + q_{2,-} - q_{3,-} = 0[2])\), in which \(0[2]\) means 0 modulo 2. Integrating over \(q_{3,-}\), performing the following change of variable in the fourth line in (8.22):

\[
\begin{align*}
x_+ &\rightarrow -x_+ \\
k_{1,0} &\rightarrow -k_{1,0}, \\
k_{2,0} &\rightarrow -k_{2,0},
\end{align*}
\]

(8.23)

and taking into account the characteristic function \(\chi(x_+ > 0)\), we obtain:

\[
\partial^2_+ \sum_{\text{Sun.dom}} \left\{ \langle \tilde{k}_e, \lambda \rangle = -4i\lambda^2 \sum_{x_+ \in \pi \mathbb{Z}_+} \int dk_{1,0}dk_{2,0} \int \frac{dq_{1,-}dq_{2,-}}{\sin \pi q_{1,-} \sin \pi q_{2,-} \sin \pi (q_{1,-} + q_{2,-})} \chi^2 \\
\times e^{\frac{k_{1,0}}{\sin \pi q_{1,-}} + i \frac{k_{2,0}}{\sin \pi q_{2,-}} + i \frac{\pi - k_{1,0} - k_{2,0}}{\sin \pi q_{3,-}} + \int dx_- \left[ \chi(x_+ > 0) \chi \left( \frac{k_{1,0}}{\pi \sin \pi q_{1,-}} < 0 \right) \chi \left( \frac{k_{2,0}}{\pi \sin \pi q_{2,-}} < 0 \right) \chi \left( \frac{\pi T - k_{1,0} - k_{2,0}}{\pi \sin \pi q_{3,-}} < 0 \right) \\
- \chi(x_+ < 0) \chi \left( \frac{k_{1,0}}{\pi \sin \pi q_{1,-}} > 0 \right) \chi \left( \frac{k_{2,0}}{\pi \sin \pi q_{2,-}} > 0 \right) \\
\chi \left( \frac{\pi T - k_{1,0} - k_{2,0}}{\pi \sin \pi q_{3,-}} > 0 \right) \right] \right \}.
\]

(8.24)

in which \(\mathbb{Z}_+\) is the set of positive integers. The integrations over \(k_{1,0}, k_{2,0}, q_{1,-}, q_{2,-}\) are more involved, since these variables are not independent of each other, due to the
characteristic functions in (8.24). In order to better analyze the integrations over $q_{1,-}$ and $q_{2,-}$, we can divide the integration domain $D_{q} := [-1, 1] \times [-1, 1]$ into different regions, according to the signs of $\sin \pi q_{1,-}$, $\sin \pi q_{2,-}$ and $\sin \pi (q_{1,-} + q_{2,-})$:

$$D_{q} = \bigcup_{i=1}^{8} T^{(i)}, \quad (8.25)$$

in which $T^{(1)} = T^{+++}$, $T^{(2)} = T^{---}$, $T^{(3)} = T^{++-}$, $T^{(4)} = T^{--+}$, $T^{(5)} = T^{-+-}$, $T^{(6)} = T^{-+-}$, $T^{(7)} = T^{++-}$ and $T^{(8)} = T^{--+}$. Here $T^{+++}$ is the region in which $\sin \pi q_{1,-} > 0$, $\sin \pi q_{2,-} > 0$ and $\sin \pi (q_{1,-} + q_{2,-}) > 0$. The same for the other regions. (See Fig. 15 for an illustration). Let $A = \partial_{k}^{2} \Sigma_{Sun, dom}(k_{e}, \lambda)$, then we have:

$$A = \sum_{a=1}^{8} A^{(a)},$$

$$A^{(a)} = -4i \lambda^{2} \sum_{x_{+} \in \pi \mathbb{Z}^{+}} \int d k_{1,0} d k_{2,0}$$

$$\int_{T^{(a)}} d q_{1,-} d q_{2,-} F(x_{+}, k_{1,0}, k_{2,0}, q_{1,-}, q_{2,-}), \quad (8.26)$$

in which $F(x_{+}, k_{1,0}, k_{2,0}, q_{1,-}, q_{2,-})$ stands for the integrand in (8.24).

8.1.1. The vanishing amplitudes First of all, we have:

**Lemma 8.1.**

$$A^{(1)} = 0, \quad A^{(2)} = 0. \quad (8.27)$$

**Proof.** We consider first $A^{(1)}$. The integration domain is $T^{+++}$, in which we have $\sin \pi q_{1,-} > 0$, $\sin \pi q_{2,-} > 0$ and $\sin \pi (q_{1,-} + q_{2,-}) > 0$. The characteristic functions in (8.24) imply that

$$k_{1,0} < 0, \quad k_{2,0} < 0, \quad k_{1,0} + k_{2,0} > \pi T. \quad (8.28)$$

or

$$k_{1,0} < 0, \quad k_{2,0} < 0, \quad k_{1,0} + k_{2,0} > -\pi T. \quad (8.29)$$

Since $k_{i,0} \in \pi T + 2\pi T \mathbb{Z}_{+}$, $i = 1, 2, 3$, the inequalities in (8.28) or (8.29) are not compatible with each other. Hence $A^{(1)} = 0$. Repeat this analysis we prove that $A^{(2)} = 0$. \( \square \)
8.1.2. The non-vanishing terms  In order to prove a lower bound for \( \mathcal{A} \), it is essential
to determine if there can be any non-trivial cancellation among \( \mathcal{A}^{(a)} \), \( a = 3, \ldots, 8 \). We have:

**Proposition 8.2.** The amplitudes \( \mathcal{A}^{(3)}, \ldots, \mathcal{A}^{(8)} \) have the same sign, and we have \( |\mathcal{A}| = 2(|\mathcal{A}^{(3)}| + |\mathcal{A}^{(5)}| + |\mathcal{A}^{(7)}|) \).

**Proof.** In the first step we shall prove that

\[
\mathcal{A}^{(3)} = \mathcal{A}^{(4)}, \quad \text{and} \quad i\mathcal{A}^{(3)} \geq 0.
\]

(8.30)

The characteristic functions in (8.24) set the following constrains:

\[
k_{1,0} < 0, \quad k_{2,0} < 0, \quad k_{1,0} + k_{2,0} < -\pi T.
\]

(8.31)

Performing the following change of variables:

\[
\begin{aligned}
q_1 &\rightarrow -q_1, \\
q_2 &\rightarrow -q_2, \\
k_{1,0} &\rightarrow -k_{1,0} \\
k_{2,0} &\rightarrow -k_{2,0},
\end{aligned}
\]

(8.32)

the integration domain for \( \mathcal{A}^{(3)} \) becomes \( T^{(-+)} \), which is the one for \( \mathcal{A}^{(4)} \), and the
expression of \( \mathcal{A}^{(3)} \) becomes \( \mathcal{A}^{(4)} \). Hence we conclude that \( \mathcal{A}^{(3)} = \mathcal{A}^{(4)} \). Now we consider the sign of \( \mathcal{A}^{(3)} \). Taking into account the characteristic functions in (8.24), the integration
over \( k_{1,0} \) or \( k_{2,0} \) in (8.26) is constrained to the set \( -\pi T - 2\pi T \mathbb{N} \), where \( \mathbb{N} \) is the set of non-negative integers. So we obtain:

\[
i\mathcal{A}^{(3)} = 4\lambda^2 (\pi T)^2 \sum_{x_+ \in \pi \mathbb{Z}^+} \sum_{k_{1,0} \in -\pi T - 2\pi T \mathbb{N}} \sum_{k_{2,0} \in -\pi T - 2\pi T \mathbb{N}} x_+^2 
\]

\[
\times \int_{T^{(-+)}} \frac{dq_{1,-} dq_{2,-}}{\sin \pi q_{1,-} \sin \pi q_{2,-} \sin \pi (q_{1,-} + q_{2,-})} e^{k_{1,0}x_+ (\frac{1}{\sin \pi q_{1,-}} - \frac{1}{\sin \pi (q_{1,-} + q_{2,-})})} e^{k_{2,0}x_+ (\frac{1}{\sin \pi q_{2,-}} - \frac{1}{\sin \pi (q_{1,-} + q_{2,-})})} \left[ e^{\frac{\pi T}{\sin \pi (q_{1,-} + q_{2,-})} x_+} - e^{-\frac{\pi T}{\sin \pi (q_{1,-} + q_{2,-})} x_+} \right] \left[ e^{\frac{\pi T}{\sin \pi (q_{1,-} + q_{2,-})} x_+} - e^{-\frac{\pi T}{\sin \pi (q_{1,-} + q_{2,-})} x_+} \right].
\]

(8.33)

Since \( \sin \pi (q_{1,-} + q_{2,-}) < 0 \) in \( T^{(+)} \), the integrand of (8.33) is positive. Hence we can change the order of summation and the integration over \( q_{1,-} \) and \( q_{2,-} \), by Fubini theorem. Performing the summations over \( k_{1,0} \) and \( k_{2,0} \), we obtain:

\[
i\mathcal{A}^{(3)} = 4\lambda^2 (\pi T)^2 \sum_{x_+ \in \pi \mathbb{Z}^+} x_+^2 \int_{T^{(+)}_-} \frac{dq_{1,-} dq_{2,-}}{\sin \pi q_{1,-} \sin \pi q_{2,-} \sin \pi (q_{1,-} + q_{2,-})}
\]

\[
e^{-\frac{T}{\sin \pi q_{1,-} + \frac{T}{\sin \pi q_{2,-} - \frac{T}{\sin \pi (q_{1,-} + q_{2,-})}}} x_+} \left[ e^{\frac{2T}{\sin \pi (q_{1,-} + q_{2,-})} - 1} \right] 
\]

\[
1 - e^{-2x_+ \left[ \frac{T}{\sin \pi q_{1,-} + \frac{T}{\sin \pi q_{2,-} - \frac{T}{\sin \pi (q_{1,-} + q_{2,-})}} \right]} \left[ e^{\frac{2T}{\sin \pi (q_{1,-} + q_{2,-})} - 1} \right].
\]

(8.34)

We conclude that \( i\mathcal{A}^{(3)} \geq 0 \). Then we prove that \( \mathcal{A}^{(5)} = \mathcal{A}^{(6)} \), and \( i\mathcal{A}^{(5)} \geq 0 \). First of all, performing the changing of variables on \( \mathcal{A}^{(5)} \) as in (8.32), we obtain \( \mathcal{A}^{(6)} \). Hence we conclude that \( \mathcal{A}^{(5)} = \mathcal{A}^{(6)} \). Now we consider the sign of \( i\mathcal{A}^{(5)} \). In the integration domain
of $\mathcal{A}^{(5)}$, which is $T^{(+-)}$, we have: $\sin \pi q_{1,-} > 0$, $\sin \pi q_{2,-} < 0$, $\sin \pi (q_{1,-} + q_{2,-}) < 0$, and the characteristic functions in (8.24) set the following constrains:

$$k_{1,0} < 0, \quad k_{2,0} > 0, \quad k_{1,0} + k_{2,0} \leq 0.$$  

Let $s = k_{1,0} + k_{2,0}$ and consider $s$ and $k_{2,0}$ as independent variables, we obtain

$$i \mathcal{A}^{(5)} = 4(\pi T)^2 \sum_{x_+ \in \pi \mathbb{Z}^+} x_+^2 \sum_{s \in [-2\pi T, 2\pi T]} \sum_{k_{2,0} \in [0, T]} x_+^2 \sum_{k_{2,0} \in [0, T]} \frac{dq_{1,-} dq_{2,-}}{\sin \pi q_{1,-} \sin \pi q_{2,-} \sin \pi (q_{1,-} + q_{2,-})} \left[ e^{-\sum_{k_{2,0}=0}^{\infty} \left( \frac{T}{\sin \pi q_{1,-}} - \frac{T}{\sin \pi q_{2,-}} \right)} \right] \chi(s < \pi T) e^{\sum_{k_{2,0}=0}^{\infty} \left( \frac{T}{\sin \pi q_{1,-}} - \frac{T}{\sin \pi q_{2,-}} \right)} \chi(s > -\pi T).$$  

Performing the summation over $s$ and $k_{2,0}$, we obtain:

$$i \mathcal{A}^{(5)} = 4(\pi T)^2 \sum_{x_+ \in \pi \mathbb{Z}^+} x_+^2 \int_{T^{(+-)}} \frac{dq_{1,-} dq_{2,-}}{\sin \pi q_{1,-} \sin \pi q_{2,-} \sin \pi (q_{1,-} + q_{2,-})} \left[ e^{-\sum_{k_{2,0}=0}^{\infty} \left( \frac{T}{\sin \pi q_{1,-}} - \frac{T}{\sin \pi q_{2,-}} \right)} \right] \chi(s < \pi T) e^{\sum_{k_{2,0}=0}^{\infty} \left( \frac{T}{\sin \pi q_{1,-}} - \frac{T}{\sin \pi q_{2,-}} \right)} \chi(s > -\pi T).$$  

Since the integrand is positive, we conclude that $i \mathcal{A}^{(5)} \geq 0$. Following the same analysis we can prove that

$$\mathcal{A}^{(7)} = \mathcal{A}^{(8)}, \quad i \mathcal{A}^{(7)} \geq 0.$$  

Combining (8.30) with (8.37), the conclusion of Proposition 8.2 follows.

Now we consider the lower bound of $\mathcal{A}$, we have:

**Lemma 8.2.** There exists a positive constant $K$, which is independent of the temperature $T$ and the coupling constant $\lambda$, such that:

$$|\mathcal{A}| \geq \frac{K \lambda^2}{T}. \quad (8.38)$$  

By Proposition 8.2, in order to estimate the lower bound for $\mathcal{A}$, it is enough to obtain a lower bound for $\mathcal{A}^{(3)}$, $\mathcal{A}^{(5)}$ or $\mathcal{A}^{(7)}$. We have:

**Lemma 8.3.** There exists a positive constant $K_1$ which is independent of $T$ and $\lambda$, and $K_1 \leq K$, in which $K$ is the constant in (8.38), such that

$$|\mathcal{A}^{(3)}| \geq \frac{K_1 \lambda^2}{T}. \quad (8.39)$$
Proof. By (8.34), we have:

$$|A^{(3)}| \geq 4\lambda^2 (\pi T)^2 \sum_{x_+ \in \mathbb{Z}_+} x_+^2 \int_{T^{(++)}} dq_{1,-} dq_{2,-} \frac{\sin \pi q_{1,-}}{\sin \pi q_{1,-} \sin \pi q_{2,-}} [-\sin \pi (q_{1,-} + q_{2,-})]$$

\[ \times e^{- \left( \frac{T}{\sin \pi q_{1,-}^+} + \frac{T}{\sin \pi q_{2,-}^-} - \frac{T}{\sin \pi (q_{1,-} + q_{2,-})} \right) x_+} \cdot \left[ 1 - e^{\frac{2T x_+}{\sin \pi (q_{1,-} + q_{2,-})}} \right]. \tag{8.40} \]

Remark that, since the integrand in the r.h.s. of the above integral is positive, it is enough to prove a lower bound for the integral which is constrained to a smaller integration domain $T_{e}^{(++)} \subset T^{(++)}$, in which we can better control the bounds for the trigonometric functions.

**Lemma 8.4.** For any $\epsilon \in (0, \frac{1}{100})$, there exists a subset $T_{e}^{(++)} \subset T^{(++)}$ with positive measure, such that $\forall (q_{1,-}, q_{2,-}) \in T_{e}^{(++)}$, we have:

$$\sin \pi q_{1,-} \geq \epsilon, \quad \sin \pi q_{2,-} \geq \epsilon \quad \text{and} \quad \sin \pi (q_{1,-} + q_{2,-}) \leq -\epsilon. \tag{8.41}$$

**Proof.** For any fixed $\epsilon \in (0, \frac{1}{100})$, the solutions to the inequalities $\sin \pi q_{1,-} \geq \epsilon$ and $\sin \pi q_{2,-} \geq \epsilon$ are

$$q_{1,-} \in E_1 := \left( \frac{\arcsin \epsilon}{\pi}, 1 - \frac{\arcsin \epsilon}{\pi} \right), \quad q_{2,-} \in E_2 := \left( \frac{\arcsin \epsilon}{\pi}, 1 - \frac{\arcsin \epsilon}{\pi} \right). \tag{8.42}$$

The solution to the inequality $\sin \pi (q_{1,-} + q_{2,-}) \leq -\epsilon$ is

$$q_{1,-} + q_{2,-} \in \left( 1 + \frac{\arcsin \epsilon}{\pi}, 2 - \frac{\arcsin \epsilon}{\pi} \right). \tag{8.43}$$

Hence it is enough to choose $T_{e}^{(++)}$ as

$$T_{e}^{(++)} = \left\{ (q_{1,-}, q_{2,-}) \in E_1 \times E_2 \mid q_{1,-} + q_{2,-} \in \left( 1 + \frac{\arcsin \epsilon}{\pi}, 2 - 2 \frac{\arcsin \epsilon}{\pi} \right) \right\}. \tag{8.44}$$

Obviously the set $T_{e}^{(++)}$ defined as above has a positive volume measure, and we proved this lemma. □

Define

$$A_{e}^{(3)} := 4\lambda^2 (\pi T)^2 \sum_{x_+ \in \mathbb{Z}_+} x_+^2 \int_{T_{e}^{(++)}} dq_{1,-} dq_{2,-} \frac{\sin \pi q_{1,-}}{\sin \pi q_{1,-} \sin \pi q_{2,-}} [-\sin \pi (q_{1,-} + q_{2,-})]$$

\[ \times e^{- \left( \frac{T}{\sin \pi q_{1,-}^+} + \frac{T}{\sin \pi q_{2,-}^-} - \frac{T}{\sin \pi (q_{1,-} + q_{2,-})} \right) x_+} \cdot \left[ 1 - e^{\frac{2T x_+}{\sin \pi (q_{1,-} + q_{2,-})}} \right]. \tag{8.45} \]

Now we consider the lower bound for $A_{e}^{(3)}$. Obviously, the integrand of $A_{e}^{(3)}$ is positive, hence we can change the order of integration and summation. Since the measures in (8.40) is positive, and since $|\sin x| \leq 1$, we have:

$$|A_{e}^{(3)}| \geq 4\lambda^2 (\pi T)^2 \int_{I_{e}^{(++)}} dq_{1,-} dq_{2,-} \sum_{x_+ \in \mathbb{Z}_+} x_+^2 e^{-\frac{3T}{\pi} x_+} \left[ 1 - e^{-2T x_+} \right]$$
\[ = 4\lambda^2 (\pi T)^2 K_3 \sum_{x_+ \in \pi \mathbb{Z}^+} x_+^2 e^{-\frac{3\pi T}{x_+}} [1 - e^{-2T x_+}], \tag{8.46} \]

in which \( K_3 = |T_e^{(++)}| \) is the volume measure of the set \( T_e^{(++)} \). Performing the summation over \( x_+ \), and using the summation formula:

\[ \sum_{n=0}^{\infty} n^2 e^{-an} = \frac{e^{-a} + e^{-2a}}{(1 - e^{-a})^3}, \quad \text{for} \ a > 0, \tag{8.47} \]

we obtain:

\[ |A_e^{(3)}| \geq 4K_3 \lambda^2 \pi^4 T^2 \left[ \frac{e^{-\frac{3\pi T}{x_+}} + e^{-\frac{6\pi T}{x_+}}}{(1 - e^{-\frac{3\pi T}{x_+}})^3} - \frac{e^{-\left(\frac{3\pi T}{x_+} + 2\pi T\right)} + e^{-\left(\frac{6\pi T}{x_+} + 4\pi T\right)}}{\left(1 - e^{-\left(\frac{3\pi T}{x_+} + 2\pi T\right)}\right)^3} \right] \geq 4K_3 \lambda^2 \left[ \left(\frac{2}{(\frac{3}{x_+})^3} - \frac{2}{[(\frac{3}{x_+})^3 + 2]}\right) \frac{\pi}{T} - \frac{3\pi^2}{(\frac{3}{x_+})^2} \right], \tag{8.48} \]

in which the second term in the last line is dominated by the first term, for \( T \) sufficiently small. So we can always choose a positive constant \( K_1 \), say \( K_1 = 4K_3 \left[ \left(\frac{\pi}{(\frac{3}{x_+})^3} - \frac{\pi}{[(\frac{3}{x_+})^3 + 2]}\right) \right] \), such that \( |A_e^{(3)}| \geq \frac{K_1 \lambda^2}{T} \). So we have

\[ |A^{(3)}| \geq |A_e^{(3)}| \geq \frac{K_1 \lambda^2}{T}. \]

\( \Box \)

**Proof of Lemma 8.2.** Since \( A^{(3)}, \ldots, A^{(8)} \) have the same sign, we have

\[ |A^{(3)} + \cdots + A^{(8)}| \geq |A^{(3)}| \geq \frac{K_1 \lambda^2}{T}. \tag{8.49} \]

Then this lemma follows by choosing \( K = K_1 \).

\( \Box \)

### 8.2. Analysis of the error terms.

#### 8.2.1. The upper bound for \( \partial^2 \Sigma_{11}^{Sun}(\pi T, 0, 0) \)

In this part we study the upper bound for the error terms. Before proceeding, it is instructive to consider first the upper bound for \( \partial^2_+ \Sigma_{11}^{Sun}(\pi T, 0, 0) \), as a useful preparation for the analysis of the error terms, and for completeness. The upper bound for the sunset graph in different settings have been proved in [3, 20].

**Lemma 8.5.** There exists some positive constant \( K'_1 > K \) which is independent of \( T \) and \( \lambda \), such that

\[ |\partial^2_+ \Sigma_{11}^{Sun}(\vec{k}_e, \lambda)| \leq \frac{K'_1 \lambda^2}{T}, \tag{8.50} \]

in which \( \vec{k}_e = (k^e_0, q^e_+, q^e_-) = (\pi T, 0, 0) \).
Proof. Using (8.4), we obtain

\[ \vartheta_4^2 \Sigma_{11}^{Sun} (\tilde{k}_e, \lambda) = \lambda^2 \int_{\Lambda_\beta} d^3 x_+ e^{-i \pi T x_0} \int_{\hat{D}_\beta} dq_1 e^{i k_{1,0} x_0 + i q_{1,-} + i q_{1,-}} \]

\[ \times \int_{\hat{D}_\beta} dq_2 e^{-i k_{2,0} x_0 + i q_{2,-} + i q_{2,-}} \]

\[ \times \int_{\hat{D}_\beta} dq_3 e^{-i k_{3,0} x_0 - i q_{3,-} + i q_{3,-}} \]

\[ = E_{11}, \tag{8.51} \]

in which

\[ E_{11} = \left[ A_{11}(k_1,0)A_{11}(k_2,0)A_{11}(k_3,0) + A_{12}(k_1,0, q_1)A_{21}(k_2,0, q_2)A_{11}(k_3,0) \right. \]

\[ + A_{11}(k_1,0)A_{12}(k_2,0, q_2)A_{21}(k_3,0, q_3) + A_{12}(k_1,0, q_1)A_{22}(k_2,0)A_{21}(k_3,0, q_3) \right], \]

and each matrix element \( A_{\sigma,\sigma'}(k_0, i, q_i) \) is bounded by some positive constant (cf. Proposition 3.2). Using the decay property of \( C_{j,\sigma}^i (x) \) (cf. Lemma 3.6), we obtain:

\[ |\vartheta_4^2 \Sigma_{11}^{Sun} (\tilde{k}_e, \lambda)| \leq 4 K_0^3 \lambda^2 \sum_{j_1, j_2, j_3} \gamma^{-\sum_{i=1}^3 s_{+,-} - \sum_{i=1}^3 s_{-,i}} \]

\[ \times \int_{\Lambda_\beta} dx_0 dx_+ dx_- x_0^2 \exp \left[ -c \sum_{i=1}^3 d_{j_i, \sigma_i} (x, y) \right], \tag{8.52} \]

in which \( K_0 > 0 \) is the upper bound for all the matrix elements \( |A_{\sigma,\sigma'}(k_0, q_i)|, \sigma, \sigma' = 1, 2, i = 1, 2, 3. \) Now we fix the notations for the scale and sector indices. Let \( \{a_1, a_2, a_3\} \) be a set of three real numbers, define \( \inf \{a_i\} := \inf \{a_1, a_2, a_3\} \) and denote by \( \inf_2 \{a_i\} \) the next smallest element among \( \{a_1, \ldots, a_3\} \). We have

\[ \inf \{a_i\} = \frac{1}{3} \sum_{i=1}^3 a_i - \frac{1}{3} \left[ \inf \{a_1\} - \inf \{a_i\} \right] - \frac{1}{3} \left[ \sup \{a_i\} - \inf \{a_i\} \right]. \tag{8.53} \]

Performing the integration over \( x_0, x_{\pm} \) in (8.52) we obtain:

\[ |\vartheta_4^2 \Sigma_{11}^{Sun} (\tilde{k}_e, \lambda)| \leq 4 K_0^3 \lambda^2 \sum_{j_1, j_2, j_3} \gamma^{-\sum_{i=1}^3 s_{+,-} - \sum_{i=1}^3 s_{-,i}} \gamma^{\inf \{j_i\}} \gamma^{\inf \{s_{+,i}\}} \gamma^{\inf \{s_{-,i}\}} \]

\[ \leq 4 K_0^3 \lambda^2 \sum_{j_1, j_2, j_3} \gamma^{-\sum_{i=1}^3 s_{+,-} - \sum_{i=1}^3 s_{-,i}} \gamma^{\frac{1}{2} \sum_{i=1}^3 s_{+,i} - \frac{1}{2} \delta \{j_i\}} \gamma^{\sum_{i=1}^3 s_{+,i} - \delta \{s_{+,i}\}} \gamma^{\inf \{s_{-,i}\}}, \tag{8.54} \]

in which \( \delta \{j_i\} := [\inf_2 \{j_i\} - \inf \{j_i\}] + [\sup \{j_i\} - \inf \{j_i\}] \). Now denote by \( i_0 \) the value of the index \( i \) such that \( s_{+,i_0} = \inf \{s_{+,i}\} \) and write \( \inf \{s_{+,i}\} = j_{i_0} - (j_{i_0} - s_{+,i_0}) \). Using the fact that \( \inf \{s_{-,i}\} \leq \frac{1}{3} \sum_{i=1}^3 s_{-,i} \) and \( s_{-,i} + s_{+,i} \geq j_i - 1 \), we obtain

\[ |\vartheta_4^2 \Sigma_{11}^{Sun}| \leq 4 K_0^3 \lambda^2 \gamma^2 \sum_{s_{+,1}, s_{+,2}, s_{+,3}} \gamma^{-(j_{i_0} - s_{+,i_0}) - \frac{2}{3} \delta (s_{+,i})} \]
Lemma 8.6. Let bounded by two terms in the l.h.s. of (8.57) have the same upper bounds. Following the proof of Lemma 8.5 and by (8.54)–(8.56), we obtain:

\[ K \] positive constant \( K' \)

error terms \( s \)

8.2.2. The upper bounds for the error terms

First of all, each summation over the sector indices \( s_{-1}, \ldots, s_{-3} \) can be bounded by a positive constant \( K = \frac{1}{1 - \gamma^{-1/3}} \). For \( i \neq i_0 \), the decaying factor can be used to sum over \( s_{+i} \), which also costs a constant \( K \). In the same way we can sum over the scale indices \( j_i \) for \( i \neq i_0 \) and each summation costs a constant \( K \). Summation over \( s_{+i_0} \) is bounded by \( \sum_{0 \leq s_{+i_0} \leq j_{i_0}} \gamma^{-(j_{i_0} - s_{+i_0})} \leq \frac{\gamma}{\gamma - 1} \). Finally, summing over \( j_{i_0} \), we obtain

\[
|\partial^{2}_{\Sigma^{\text{Sun, error}}_1}(\tilde{k}_e, \lambda)| \leq K' \lambda^2 \sum_{j_{i_0}} \gamma^{j_{i_0}} = K' \lambda^2 \frac{\gamma^{j_{\max} + 1}}{\gamma - 1},
\]

in which \( K \) is the multiplication of all the previous positive constants generated in the estimation. Using the fact that \( \gamma^{j_{\max}} \sim \frac{1}{T} \), we prove this lemma. \( \square \)

8.2.2. The upper bounds for the error terms

Now we consider the upper bound for the error terms \( \partial^{2}_{\Sigma^{\text{Sun, error}}_1}(\tilde{k}_e, \lambda) \) (cf. (8.18)). First of all, we have:

Lemma 8.6. Let \( 1 \ll N \ll j_{\max} \) be an integer that is sufficiently large, there exists a positive constant \( K'_1 \), independent of \( T, \lambda \) and \( N \), such that

\[
|\partial^{2}_{\Sigma^{\text{Sun, N,I}}_1}(\tilde{k}_e, \lambda)| \leq (N + 1) \frac{K'_1 \lambda^2}{\gamma^NT}, \quad |\partial^{2}_{\Sigma^{\text{Sun, N,II}}_1}(\tilde{k}_e, \lambda)| \leq (N + 1) \frac{K'_1 \lambda^2}{\gamma^NT}.
\]

Remark 8.2. Remark that since \( N \gg 1 \), the upper bound proved in this lemma is much smaller than the dominant lower bound.

Proof. Observe that the cutoff function \( \tilde{\chi}_N(q_+) \) (cf.(8.15)) in \( \partial^{2}_{\Sigma^{\text{Sun, N,II}}_1}(\tilde{k}_e, \lambda) \) plays the same role as the restricted sum in \( \partial^{2}_{\Sigma^{\text{Sun, N,II}}_1}(\tilde{k}_e, \lambda) \). By (8.4), (8.7) and Lemma 3.6, the sectorized propagator \( C^I_{j,\sigma}(x) \) and \( C^{II}_{j,\sigma}(x) \) have the same upper bounds. Hence the two terms in the l.h.s. of (8.57) have the same upper bounds. Following the proof of Lemma 8.5 and by (8.54)–(8.56), we obtain:

\[
|\partial^{2}_{\Sigma^{\text{Sun, N,I}}_1}(\tilde{k}_e, \lambda)| \leq K'_2 \lambda^2 \sum_{j_{i_0} = 0}^{j_{\max} - N} \gamma^{j_{i_0}} \sum_{s_{+i_0} = 0}^{j_{i_0}} \gamma^{-(j_{i_0} - s_{+i_0})},
\]

\[
= K'_2 \lambda^2 \left[ \sum_{j_{i_0} = 0}^{j_{\max} - N} \gamma^{j_{i_0}} \sum_{s_{+i_0} = 0}^{j_{i_0}} \gamma^{-(j_{i_0} - s_{+i_0})} + \sum_{j_{i_0} = j_{\max} - N + 1}^{j_{\max}} \gamma^{j_{i_0}} \sum_{s_{+i_0} = 0}^{j_{\max} - N} \gamma^{-(j_{i_0} - s_{+i_0})} \right],
\]

for some absolute positive constant \( K'_2 \). The first term in the second line of (8.58) is bounded by

\[
K'_2 \lambda^2 \frac{1}{1 - \gamma^{-1}} \sum_{j_{i_0} = 0}^{j_{\max} - N} \gamma^{j_{i_0}} \leq K'_1 \frac{\gamma^{j_{\max}}}{\gamma^N} \sim \frac{K'_1}{\gamma^NT},
\]

(8.59)
in which \( K'_1 = K'_2 \frac{1}{1 - \gamma^{-\frac{1}{T}}} \). Similarly, the second term in (8.58) is bounded by

\[
K'_2 \lambda^2 \sum_{j_0 = j_{\text{max}} - N + 1}^{j_{\text{max}} - 1} \sum_{s_0, t_0} \gamma^{s_0, t_0} e^{i j_0 \phi} \leq N K'_1 \lambda^2 \gamma^{-N} \gamma^{j_{\text{max}}} \sim N \frac{K'_1 \lambda^2}{\gamma^{-N}}. \tag{8.60}
\]

Combining (8.59) with (8.60) we prove the upper bound for \( \partial^2_+ \hat{\Sigma}_{11}^{\text{Sun}, N, \text{II}} (\tilde{k}_e, \lambda) \). Repeating the same analysis we obtain the one for \( \partial^2_+ \hat{\Sigma}_{11}^{\text{Sun}, N, \text{III}} (\tilde{k}_e, \lambda) \). Hence we conclude this lemma. \( \square \)

Now we consider the upper bound for the last error term in (8.18).

**Lemma 8.7.** There exists a constant \( \tilde{K}_1 > 0 \), independent of \( T \), such that

\[
|\partial^2_+ \hat{\Sigma}^{\text{Sun}, N, \text{III}}_{11} (\tilde{k}_e, \lambda)| \leq \frac{\tilde{K}_1 \lambda^2}{\gamma^{-N}}. \tag{8.61}
\]

**Remark 8.3.** Remark that since \( \frac{1}{\gamma^{-N}} \ll \frac{1}{\gamma^{-j_{\text{max}}}} = \frac{1}{T} \), for \( N \ll j_{\text{max}} \), the upper bound proved in this lemma is much smaller than the dominant lower bound.

**Proof.** Before proceeding, it is useful to introduce another propagator

\[
C^{\text{III}}_N (x) = \int_{D_\beta} dq e^{i k_0 x_0 + i(q + 1)x_+ + i(q - 1)x_-} \hat{C}^{\text{III}}_N (k_0, q) \tag{8.62}
\]

and define

\[
\partial^2_+ \hat{\Sigma}^{\text{Sun}, N, \text{III}}_{11} (\tilde{k}_e, \lambda) = \lambda^2 \int d^3x x_i^2 [C^{\text{III}}_N (x) C^{\text{III}}_N (x) C^{\text{III}}_N (-x)]_{11} e^{-i \pi T x_0 - i x_+ + i x_-}. \tag{8.64}
\]

Then we have:

\[
\partial^2_+ \hat{\Sigma}^{\text{Sun}, N}_{11} = \partial^2_+ \hat{\Sigma}^{\text{Sun}, N, \text{I}}_{11} + \partial^2_+ \hat{\Sigma}^{\text{Sun}, N, \text{II}}_{11} + \partial^2_+ \hat{\Sigma}^{\text{Sun}, N, \text{III}}_{11}.
\]

(8.65)

Consider first the term \( \partial^2_+ \hat{\Sigma}^{\text{Sun}, N}_{11} (\tilde{k}_e, \lambda) \). By interpolation, we have:

\[
\partial^2_+ \hat{\Sigma}^{\text{Sun}, N}_{11} (\tilde{k}_e, \lambda) = \lambda^2 \int d^3x x_i^2 e^{-i \pi T x_0 - i x_+ + i x_-} \Delta^{N,(1)}_{11} (x) + \Delta^{N,(2)}_{11} (x) + \Delta^{N,(3)}_{11} (x)
\]

(8.66)

in which,

\[
\Delta^{N,(1)}_{11} (x) = \left[ \left( C_N^I (x) - C_N^{\text{III}}_N (x) \right) C_N^{\text{III}}_N (x) C_N^{\text{III}}_N (-x) \right]_{11},
\]

\[
\Delta^{N,(2)}_{11} (x) = \left[ C_N^I (x) C_N^I (x) - C_N^{\text{III}}_N (x) C_N^{\text{III}}_N (-x) \right]_{11},
\]

\[
\Delta^{N,(3)}_{11} (x) = \left[ C_N^I (x) C_N^I (x) C_N^I (-x) - C_N^{\text{III}}_N (x) C_N^{\text{III}}_N (-x) \right]_{11}.
\]
Observe the expression for $\partial^2_+ \Sigma_{11}^{I,III,(a)}, a = 1, 2, 3$, is very similar to the expression for $\partial^2_+ \Sigma_{11}^{Sun}(k_e, \lambda)$ (cf. (8.51)), except that one of the propagator in (8.51) is now replaced with a difference $C_k^I(\lambda) - C_{k,N}^{I,II}$ or $C_N^I(\lambda) - C_{N,N}^{I,II}$. So we can obtain the upper bound for these terms by following the same analysis as in Sect. 8.2.1. By (3.55), in any sector with scale index $j$ and sector indices $\sigma = (s_+, s_-)$, one has

$$\| [C_{j,\sigma,N}^I(x) - C_{j,\sigma,N}^{III}(x)]_{11} \|_{L^\infty} \leq K \gamma^{-j} \gamma^{-s_+ - s_-} e^{-\xi[d_{j,\sigma}(x,0)]^\alpha}, s_+ \geq j_{max} - N, \quad (8.68)$$

and one has exactly the same upper bound for $[C_{j,\sigma,N}^I(-x) - C_{k,\sigma,N}^{III}(-x)]_{11}$. So we gain a convergence factor $\gamma^{-j}$ from each difference w.r.t. $\| C_{j,\sigma,N}^I \|_{L^\infty}$ or $\| C_{j,\sigma,N}^{III} \|_{L^\infty}$. Now consider the matrix element $[C_{j,\sigma,N}^I(x) - C_{j,\sigma,N}^{III}(x)]_{12}$. By (3.26), we have

$$| \tilde{\Omega}^*(q) + 1 | = | \tilde{\Omega}(q) + 1 | \leq 2 \left[ 1 - e^{-\frac{\pi}{2} (q_+ - q_-)} \cos \frac{\pi}{2} (q_+ + q_-) \right] \leq c_1 (|q_+| + |q_-|) \leq 2 c_1 \gamma^{-\min(s_+, s_-)}, \quad (8.69)$$

for some positive constant $c_1$. So we obtain

$$\| [C_{j,\sigma,N}^I(x) - C_{j,\sigma,N}^{III}(x)]_{12} \|_{L^\infty} = \| [C_{j,\sigma,N}^I(x) - C_{k,\sigma,N}^{III}(x)]_{21} \|_{L^\infty} \leq K \gamma^{-\min(s_+, s_-)} \gamma^{-s_+ - s_-} e^{-\xi[d_{j,\sigma}(x,0)]^\alpha}, \text{ for } s_+ \geq j_{max} - N, \quad (8.70)$$

which means that we gain a convergence factor $\gamma^{-\min(s_+, s_-)}$ comparing to $C_N^I(x)$. Taking into account the cutoff function $\chi_N(q_+)$, we have

$$\gamma^{-\min(s_+, s_-)} \leq \begin{cases} \gamma^{-s_+}, & \text{for } j_{max} - N \leq s_+ \leq j, N \leq E(\frac{j_{max}}{2}) - 1, \\ \gamma^{-s_-}, & \text{for } N - 2 \leq s_- \leq j, N \geq E(\frac{j_{max}}{2}) - 1, \end{cases} \quad (8.71)$$

in which $E(\frac{j_{max}}{2})$ means the integer part of $j_{max}/2$. Since by construction, $1 \ll N \ll E(\frac{j_{max}}{2})$, we have: $\gamma^{-\min(s_+, s_-)} \leq \gamma^{-s_+}$. Comparing the expressions of $\Sigma_{11}^{I,III,(a)}$, $a = 1, 2, 3$, and $\Sigma_{11}^{Sun}$ (cf. (8.51)), we find that exactly one of the factors $A_{\alpha \alpha'}\alpha, \alpha' = 1, 2,$ in each of the four terms in (8.52) needs to be replaced by $\max(\gamma^{-s_+}, \gamma^{-j}) = \gamma^{-s_+}$. Hence each amplitude $\partial^2_+ \Sigma_{11}^{I,III,(a)}$ is bounded by the upper bound $|\partial^2_+ \Sigma_{11}^{Sun}(k_e, \lambda)|$ times a convergence factor $\gamma^{-s_+}$. Using the fact that $\gamma^{-s_+} \leq \gamma^{-\min(j_{max} - N)} \sim T \gamma^N$ and $|\partial^2_+ \Sigma_{11}^{Sun}(\lambda)| \leq \frac{K_2^\lambda^2}{T}$ (cf. (8.50)), we obtain:

$$|\partial^2_+ \Sigma_{11}^{I,III,(a)}| \leq 4 \frac{K_1^\lambda^2}{T} \cdot T \gamma^N = \tilde{K} \gamma^N, \quad (8.72)$$

with $\tilde{K}_2 = 4 K_1$.

The upper bound for $\partial^2_+ \Sigma_{11}^{I,III,II}(\tilde{k}_e, \lambda)$ can be proved in a similar way. By (8.14) and (8.63), we have

$$\partial^2_+ \Sigma_{11}^{I,III,II}(\tilde{k}_e, \lambda) = 4 \lambda^2 \int d^3 x \int_0^\infty \int_0^\infty \int_0^\infty x^2_+ e^{-ix_0 - i x_+ + i x_-}$$

$$\times \left[ [C_N^{III}(x)]_{11} [C_N^{III}(x)]_{11} [C_N^{III}(-x)]_{11} \right]$$
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and using (8.14) and (8.63), we obtain

\[
(C_N^{II}(x))_{11}[C_N^{II}(x)]_{11}[C_N^{II}(-x)]_{11}\]  

(8.73)

The terms in the square bracket can be written as

\[
[C_N^{II}(x) - C_N^{II}(x)]_{11}[C_N^{II}(x)]_{11}[C_N^{II}(-x)]_{11}
\]

\[
+ [C_N^{II}(x)]_{11}[C_N^{II}(x) - C_N^{II}(x)]_{11}[C_N^{II}(-x)]_{11}
\]

\[
+ [C_N^{II}(x)]_{11}[C_N^{II}(x)]_{11}[C_N^{II}(x) - C_N^{II}(-x)]_{11}.
\]

Now we consider the bound for the difference term

\[
[C_N^{II}(x) - C_N^{II}(x)]_{11} = \int_{D_\beta} dk_0 dq_+ dq_- e^{iq_0 x_0 + i(q_+ + i(q_+ - 1)x_1)
\]

\[
\times \chi_N(q_+)[\hat{C}^{II}(k_0, q_+) - \hat{C}^{II}(k_0, q_\pm)]_{11}. \quad (8.74)
\]

By inserting and subtracting the term

\[
\frac{1}{-2ik_0 - 4\pi q_+ \sin \frac{\pi}{2} q_- \cos \frac{\pi}{2} (q_+ + q_-)},
\]

and using (8.14) and (8.63), we obtain

\[
\left[\hat{C}^{II}(k_0, q_\pm) - \hat{C}^{II}(k_0, q_\pm)\right]_{11} = \hat{C}_a(q) + \hat{C}_b(q), \quad (8.75)
\]

in which

\[
\hat{C}_a(q) = \frac{\sin \frac{\pi}{2} q_+ - \frac{\pi}{2} q_+}{-2ik_0 - 8\pi \sin \frac{\pi}{2} q_+ \sin \frac{\pi}{2} q_- \cos \frac{\pi}{2} (q_+ + q_-)} \sin \frac{\pi}{2} q_- \cos \frac{\pi}{2} (q_+ + q_-)
\]

\[
\times \frac{2ik_0 - 4\pi q_+ \sin \frac{\pi}{2} q_- \cos \frac{\pi}{2} (q_+ + q_-)}{-2ik_0 - 4\pi q_+ \sin \frac{\pi}{2} q_- \cos \frac{\pi}{2} (q_+ + q_-)}, \quad (8.76)
\]

and

\[
\hat{C}_b(q) = \frac{4\pi q_+ \sin \frac{\pi}{2} q_- [\cos \frac{\pi}{2} (q_+ + q_-) - \cos \frac{\pi}{2} q_-]}{[-2ik_0 - 4\pi q_+ \sin \frac{\pi}{2} q_- \cos \frac{\pi}{2} (q_+ + q_-)][-2ik_0 - 2\pi q_+ \sin \pi q_-]}. \quad (8.77)
\]

Suppose that \((q_+, q_-)\) belongs to a sector with scale index \(j\) and sector indices \(\sigma = (s_+, s_-), \) with \(0 \leq s_\pm \leq j, s_+ + s_- \geq j - 2, \) we have:

\[
|\sin \frac{\pi}{2} q_+ - \frac{\pi}{2} q_+| \leq O_1 q_+^2 \sim O_1 \gamma^{-2s_+}, \quad |\sin \frac{\pi}{2} q_-| \leq O_2 \gamma^{-s_-}, \quad (8.78)
\]

in which \(O_1, O_2\) are some absolute positive constants. Then we obtain

\[
\|\hat{C}_a(q)\| \leq O' \gamma^{-s_+ + j}. \quad (8.79)
\]

Hence we gain an additional convergence factor \(\gamma^{-s_+} \) w.r.t. \(\|C_N^{II}(q)\| \). Here \(O'\) is another positive constant depending on \(O_1\) and \(O_2\).

Now we consider the bound for \(\hat{C}_b(q)\). We have:

\[
|\cos \frac{\pi}{2} (q_+ + q_i, -) - \cos \frac{\pi}{2} q_-| \leq O'_1 \gamma^{-2s_+} + O'_2 \gamma^{-s_+ - s_-}, \quad (8.80)
\]
in which $O'_1$ and $O'_2$ are some absolute positive constants. We have

$$|\hat{C}_b(q)| \leq O'[\gamma^{-2s} + \gamma^{-j}] \gamma^j,$$

hence we gain a convergence factor $[\gamma^{-2s} + \gamma^{-j}]$ w.r.t. $\|C_{j,\sigma,N}(q)\|$. Combining (8.79) and (8.81), and using the fact that $s_+ \leq j$, we obtain

$$\|C_{j,\sigma,N}^{II}(x) - C_{j,\sigma,N}^{II}(x)\|_{L^\infty} \leq O''(\gamma^{2s + j} e^{-cd\sigma(\sigma,0)}), s_+ \geq j_{\text{max}} - N.$$  

(8.82)

Here $O'$ in (8.81) and $O''$ are positive constants that are independent of the scale index. Similarly we have:

$$\|C_{j,\sigma,N}^{III}(x) - C_{j,\sigma,N}^{III}(x)\|_{L^\infty} \leq O''(\gamma^{2s + j} e^{-cd\sigma(\sigma,0)}).$$  

(8.83)

Repeating the same analysis in the paragraph just before (8.72), we obtain

$$|\partial_2^2 \Sigma_{11}^{III}(\tilde{k}_e, \lambda)| \leq \tilde{K}_3 \lambda^2 \gamma^N,$$  

(8.84)

for some positive constant $\tilde{K}_3$ that is independent of the scale index. Let $\tilde{K}_1 = \tilde{K}_2 + \tilde{K}_3$, we conclude this lemma.  

Proof of Proposition 8.1. By Lemmas 8.6, 8.7 and 8.2 we conclude that the upper bounds for the error terms is bounded by $2(N + 1)K'_1 \lambda^2 / \gamma^N + \tilde{K}_1 \lambda^2 \gamma^N$, for some positive constant $K'_1$ and $\tilde{K}_1$ that are independent of $T$. Since both terms are much smaller than $K'_1 \lambda^2 / \gamma^N$, which is the lower bound of the dominant term, for $N$ large enough and $T$ small enough, the conclusion of this proposition follows.  

9. Conclusions and Perspectives

In this paper we construct the 2-point Schwinger functions in the 2-dimensional honeycomb Hubbard with renormalized chemical potential $\mu = 1$ and establish the upper and lower bounds for the self-energy as well as its second derivatives. We prove that this model is not a Fermi liquid in the mathematical precise sense of Salmhofer. In [27] the authors studied the honeycomb Hubbard model at half-filling, in which the 2 point Schwinger functions are proved to be analytic down to zero temperature. It is therefore important to study the crossover between the cases of $\mu = 0$ and $\mu = 1$ and consider the honeycomb Hubbard model with $0 < \mu < 1$, in which the Fermi surfaces are neither pair of points nor exact triangles, but are disjoint union of convex curves with $\mathbb{Z}_3$ symmetry. In this case the sector counting lemma of the current paper may not be valid and a different one [45] is required. It is also important to notice that Lifshitz phase transitions may happen at the van Hove filling [41], which also deserve a rigorous study.
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