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Abstract

How does language differ across one’s Facebook status updates vs. one’s text messages (SMS)? In this study, we show how Facebook and SMS use differ in psycho-linguistic characteristics and how these differences drive downstream analyses with an illustration of depression diagnosis. We use a sample of consenting participants who shared Facebook status updates, SMS data, and answered a standard psychological depression screener. We quantify domain differences using psychologically driven lexical methods and find that language on Facebook involves more personal concerns, experiences, and content features while the language in SMS contains more informal and style features. Next, we estimate depression from both text domains, using a depression model trained on Facebook data, and find a drop in accuracy when predicting self-reported depression assessments from the SMS-based depression estimates. Finally, we evaluate a simple domain adaption correction based on words driving the cross-platform differences and applied it to the SMS-derived depression estimates, resulting in significant improvement in prediction. Our work shows the Facebook vs. SMS difference in language use and suggests the necessity of cross-domain adaption for text-based predictions.

Introduction

Language, reflecting users’ psychology, has been used as an effective tool to understand and predict mental health conditions (i.e., De Choudhury et al. 2013). While language analyses widely utilize social media platforms, such as Facebook (Eichstaedt et al. 2018; Seabrook et al. 2018), text messages (SMS) have just recently been demonstrated as a new platform to detect transnational linguistic markers for mental health conditions, such as depression and schizophrenia (Liu et al. 2021, Barnett et al. 2018). When new and different platforms emerge, researchers face the question of whether and how these platforms differ in language use patterns.

As demonstrated in the psycho-linguistic research, language use is a social-related behavior, characteristics of which are closely tied to and adjusted based on social contexts and communication channels (Forgas 2012). The use of Facebook and SMS might be different because people could selectively share content, engage in different social activities, and choose different communication styles on different platforms (Harari et al. 2020), and SMS contains denser information and is used by broader populations than Facebook (Liu et al. 2021). However, many sentiment analysis studies often focus on the conclusions and model development (see reviews in Guntuku et al. 2017), and apply models which are pre-trained on one platform (e.g., Facebook) to language from another (e.g., SMS, Liu et al. 2021), without considering the cross-platform differences. It is important to be aware of the different linguistic characteristics between Facebook language and SMS to properly process and analyze the data, handle the machine learning models, and interpret the results.

The present work aims to understand the difference between the Facebook and SMS language from the same users. In this paper, we first compare Facebook and SMS in language use; then illustrate the change in performance of and correction solutions to depression diagnosis using Facebook-derived models on SMS.

Contributions Our contributions are: 1) we provide evidence that Facebook and SMS language are psychologically different for the same users; 2) with a focus on depression prediction, we show that a naive application of Facebook-trained model suffers from accuracy depreciation on SMS due to cross-platform differences in language, not demographics; 3) we derive a domain adaptation correction to bridge the linguistic differences between Facebook and SMS, and demonstrate significant improvement in depression-prediction model performance. 4) the implications and generalized impacts of cross-platform language model selection and adaptation are discussed.

Background

Preliminary work has shown that linguistic model predictions should be platform-aware. For example, Seabrook et al. (2018) examined the association between depression and emotion word expression on both Facebook and Twitter, and found different patterns: instability of negative emotion words predict depression on Facebook but not Twitter, but the variability of negative emotion words reflect depression severity on Twitter. Jaidka, Guntuku, and Ungar (2018) showed the difference between Facebook and Twitter in predicting users’ traits. By qualitatively comparing the linguistic and demographic features underlies the differences be-
tween Facebook and Twitter, they found that users prefer to talk about family, personal concerns, and emotions on Facebook, while more interests and needs on Twitter.

The variation of language on different platforms may be attributed to users’ psychological differences during communication and the anticipated function of each platform. Although no study to our knowledge has compared SMS with Facebook public posts, some work has been done to compare Facebook status updates with direct messages, a private communication form on Facebook similar to SMS. Bazarova et al. (2013) observed that share of positive emotions associated with self-presentational concerns in Facebook status updates, but not private messages, noting the difference between communication on public and private channels. Bazarova and Choi (2014) further identified self-disclosures in Facebook status updates and private messages associated with different strategic goals and motivations. Status updates were associated with higher odds of social validation, self-expression, and relief, whereas private messages were related to higher odds of relational development, social maintenance, and information sharing. Our focus is to demonstrate the social-psychological differences between Facebook and SMS in language use, and then provide an example from the language prediction of depression.

Data

Participants were recruited between Sept 2020 and July 2021 for a larger national survey focused on COVID-19, mental health, and substance use. Participants were recruited online via the Qualtrics Panel. To qualify, consenting participants must have been 18 years or older, U.S. residence, and Facebook users. Specifically, participants must have posted at least 500 words across their status updates over the lifetime of the account and posted at least 5 posts within the past 180 days, to ensure that they are active users (Eichstaedt et al. 2021). 2,796 participants were paid $30 to finish an initial survey, which consisted of multiple items centered on socio-demographics, physical and mental health (including depression), substance use, and COVID-19. This pool of participants has been used to study loneliness and alcohol use (Bragard et al. 2021) and COVID-related victimization (Fisher et al. 2021).

After completing this survey, participants were invited to install the open-source mobile sensing application AWARE on their mobile phones (Ferreira, Kostakos, and Dey 2015; Nishiyama et al. 2020). This application collects mobile sensor information, such as movement, app usage, and, importantly for the current study, keystroke data. Participants were paid $4 per day to keep the AWARE app running for at most 30 days. A total of 300 participants completed this phase of the study. We note that the mobile sensor data depends on the phone manufacturer (i.e., iPhone vs. Android) and, in particular, keystroke data is only available for Android users. We collected keystroke data from a total of 192 Android users, out of which 123 wrote at least 500 words within the 30-day study period.[1] We note that while keystroke data is collected across all applications, we only consider the Google, Verizon, and Samsung messaging apps, hereafter referred to as SMS data. Finally, three participants were removed due to their text-based depression estimates (see below) being outliers due to mostly Spanish Facebook status updates. Thus, the final sample consisted of 120 participants who posted at least 500 words across their Facebook status updates, 500 words across their SMS, and answered a standard depression screener (PHQ-9; see below).

Test Based Depression Estimates

We employ an off-the-shelf text-based depression estimation model, which was trained on Facebook status updates to predict self-reported depression (Schwartz et al. 2014). This model was built on roughly 28,000 Facebook users who consented to share their Facebook data and answered the depression facet of neuroticism in the “Big 5” personality inventory, a 100-item personality questionnaire (the International Personality Item Pool proxy to the NEO-PI-R (Goldberg et al. 1999)). This model resulted in prediction accuracy (Pearson r) of 0.386. Please see the original paper for full details.

Survey Based Depression

The Patient Health Questionnaire (PHQ-9) is a 9-item questionnaire developed based on DSM-IV criteria, which has been widely used to assess depression in both clinical and non-clinical settings (Kroenke, Spitzer, and Williams 2001). We utilize this scale to assess the severity of individual’s depression symptoms and as a “gold standard” measure of depression in our participants.

| N = 120  | Words | Posts |
|----------|-------|-------|
|          | Median| Mean  | SD    | Median| Mean  | SD   |
| Facebook | 12,800| 26,652| 37,924| 1,279 | 2,193 | 2,599|
| SMS      | 3,607 | 7,881 | 11,693| 331   | 711   | 961  |

Table 1: Posts and word count statistics for each platform.

Methods

In order to assess how Facebook and SMS use differs and how these differences drive downstream analyses, we proceed in three parts: (1) examine how language use (as measured through standard dictionary approaches) differ across each platform, (2) show that depression estimates derived from a model trained in a single domain are less accurate when applied out of domain, and (3) quantify platform differences and use these to correct the out-of-domain depression estimates.

Task 1: Cross-platform differences

We begin by first tokenizing both the Facebook status updates and SMS data, using a tokenizer designed for social media data (Schwartz et al. 2017). Given the small sample size of the study (N = 120), we applied the same cleaning pipeline to the Facebook data.

PII data. See the Supplemental Materials for complete details. In order to fairly compare the Facebook data to the keystroke data, we applied the same cleaning pipeline to the Facebook data.
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The importance measure reduces to 0:

$\text{freq}_\text{FB}(f) - \text{freq}_\text{SMS}(f) = 0$

Here $w_f$ is the weight of the feature $f$ in the depression model, $\text{freq}_f$ is the frequency of feature $f$ in either the Facebook (FB) or SMS domain.

Task 3: Domain Adaptation Correction

Here we show that a simple domain adaptation algorithm can be applied to the SMS data in order to increase the predictive accuracy of the depression model. To do this, we multiply each participant’s SMS word frequency by a ratio of the global mean Facebook to global mean SMS frequency. We note that, this method is informed by the feature importance measure defined above in Equation 1 if we apply this correction factor, the importance measure reduces to 0:

$w_f \left( \frac{\text{freq}_\text{FB}(f)}{\text{freq}_\text{SMS}(f)} \right) = w_f \times 0$

Since we use a ratio of word frequencies, we only adjust those words which are not rare, since rare word frequencies are noisy. As such, we only adjust words used by at least 5 users in each text data set (i.e., Facebook and SMS). This also stops single users from dominating the frequency measures.

Results

Task 1: Cross-platform differences

Table 1 shows usage differences between Facebook and SMS. Psycho-linguistic characteristics in forming the within-differences between Facebook and SMS have been compared using paired t-tests for each LIWC category extracted from Facebook and SMS. As shown in Table 2, people prefer to talk about personal concerns (leisure activities, religion), drives (power, achievement, what they see), and use certain grammar features (common adjectives, quantifiers). In SMS, people use more differentiation and discrepancy, personal pronouns (I, you), informal language (assent), more auxiliary and common verbs, and more present and future temporal focus.

Task 2: In vs. Out of Domain Depression Estimates

Next, for each participant we estimate depression from both Facebook and SMS text using a preexisting text-based depression model described in the previous section. We then correlate the depression estimates with the PHQ-9 depression screener survey responses. To quantify which features drive the depression estimates in both domains we examine feature importance $i$, which is defined as:

$i(f) = w_f(\text{freq}_\text{FB}(f) - \text{freq}_\text{SMS}(f))$.

(1)

Here $w_f$ is the weight of the feature $f$ in the depression model, $\text{freq}_f$ is the frequency of feature $f$ in either the Facebook (FB) or SMS domain.

Figure 1: Feature importance results, as defined by the product of the depression model word weight and the difference in FB vs SMS word usage frequency. Top row (red bars; A and B) are positively weighted words in the depression model, while the bottom row (blue bars; C and D) are negatively weighted words. Left column (A and C) is more frequent on SMS (i.e., negative frequency difference), while the right column (B and D) contains words more frequent on SMS (i.e., negative frequency difference).
crepancies in predicting positive depression estimates; while more features about contents people discussed (“family”, “sick”, “chicago”, “anniversary”, “year”) in Facebook links to the discrepancies in predicting positive depression estimates. As shown in Figure 1, we argue that domain-specific adaption correction based on these features are needed.

Task 3: Domain Adaptation Correction We then performed domain adaption correction on SMS in predicting depression. Results are provided in Table 3. We could see an improvement in correlation with one’s PHQ-9 scores after the model reconstruction, suggesting the necessity of domain adaption correction in cross-platform language analysis.

Conclusions
To the best of our knowledge, this is the first-to-date study investigating Facebook vs. SMS language use differences. We show that, for the same users: (1) Facebook and SMS contain different linguistic features, (2) Facebook-derived language model of depression performs weaker on SMS, and (3) corrections based on word use frequencies improve Facebook-derived depression estimates on SMS.

We found that the same user uses Facebook and SMS for different purposes. In line with psychology research, Facebook usage links to the need to belong and self-presentation (Nadkarni and Hofmann 2012), leading to more contents sharing and opinion expression. While SMS is used for playful forwarding, for phatic communication to maintain than impact social relationships via pointless texts, and for intimate and informal discussions (Fibæk Bertel and Ling 2016). Our findings of LIWC categories in Task 1 and feature importance results in Task 2 also confirm these vari-ances, with more content-wise features from Facebook and style-wise features from SMS. By using data from the same users, we showed that discrepancies in Facebook vs. SMS language and model prediction accuracy are not due to demographic differences but to varied language patterns.

| LIWC Category       | $t$  | LIWC Category       | $t$  |
|---------------------|------|---------------------|------|
| Prepositions        | 13.71| Common Adverbs      | -9.85|
| Leisure             | 12.27| Discrepancy         | -10.21|
| Common adjectives   | 11.75| Future focus        | -11.45|
| Achievement         | 8.89 | 2nd person pronouns | -11.58|
| Certainty           | 8.88 | Assent              | -12.12|
| Power               | 8.80 | Total pronouns      | -14.43|
| See                 | 7.26 | Present focus       | -14.56|
| Time                | 7.20 | Personal pronouns   | -15.68|
| Biological Processes| 6.80 | Auxiliary verbs     | -17.58|
| Perception          | 5.82 | Common verbs        | -20.16|

Table 2: Paired t-tests results of the LIWC categories which differ across Facebook and SMS. The left hand side (positive $t$ values) are more frequent in Facebook, the right hand side (negative $t$ values) are more frequent in SMS. All results are statistically significant with $p < 0.001$ after Benjamini-Hochberg FDR correction.

|                   | No Correction | Domain Adaptation |
|-------------------|---------------|-------------------|
| Facebook          | 0.38          | -                 |
| SMS               | 0.29          | 0.32              |

Table 3: Pearson correlations between text-based depression estimates and survey-based PHQ-9 scores, before and after domain adaptation. Depression model was trained on Facebook data, so Domain Adaptation was only applied to the SMS data.

Our findings are important for future language analysis research. Facebook and SMS contain significantly different linguistic features reflecting social and psychological attributes. Future studies should explore more downstream applications along this line. Researchers in computational social science should be aware of such differences between Facebook and SMS in model selection and adaptation. Domain-specific corrections based on user preference in language are needed for prediction accuracy.

Limitation One limitation is the small sample size, which prevents generalization to a broader context. However, all our comparisons are within-person, which promises the power of the analysis. Another limitation comes from the unbalanced word and post counts from two platforms, with Facebook language containing more words and posts in total than SMS texts (due to the data being collected over a longer time span). Instead of matching the samples by word or post counts, we chose to include all possible texts from both platforms to maximize the sample size, noting that a minimum of 500 words per text-domain is needed for inclusion. To ensure our cross-platform differences are not caused by the unbalanced word counts, we further create a subset of Facebook language to match the number of words from both platforms and generate new depression estimates. Depression estimates from newly matched Facebook language correlate with original Facebook language at 0.86 and with PHQ-9 at 0.36, proving that our findings are driven by cross-platform differences per se, not the word count difference.

Ethics Statement This study involves human subjects and was approved by an Institutional Review Board (IRB). The methods and types of data used in this study open a number of ethical issues. First, social media, keystroke, and mobile sensing data are highly sensitive and can contain PII. We took extreme care to store, clean, and analyze the data (see Supplemental Materials for exact data cleaning methods). As such, data sharing is unavailable for this study. We also estimate sensitive attributes like depression using social media data, SMS data, and machine learning methods. This can be problematic for many reasons, including biases in training data and misclassifications in downstream tasks which can further marginalize vulnerable populations, among other issues. Due to the sensitive nature of this study data cannot be shared publicly.
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Keystroke Data and Text Cleaning

The AW ARE mobile sensing app logs each non-password keystroke on Android phones across all apps (e.g., text messages and search engine entries). These logs are stored one character at a time and include modifications such as deletions and autocorrect. For example, if a user searched “Talyor Swift” in a search engine, AW ARE would log separate database entries for “T”, “Ta”, “Tai”, etc. If the same user misspelled “Talyor” while typing, AW ARE would also log the misspelling and the delete key; for example “T”, “Ta”, “Tai” (i.e., a backspace occurred), “Tai”, etc. This present a unique challenge when dealing with possibly sensitive information.

While the main goal of cleaning Personal Identifiable Information (PII) was to enable non-trusted sources to access the collected data by removing PII, a secondary goal was to replace the PII with a tag indicating what kind of data was removed to allow deeper analysis. Basic cleaning of each string was done in several stages. The first was to remove PII data that was structurally identified by the device itself as either a password field or a phone number. The second stage was to use spaCy’s Name Entity Recognizer (NER) and replace all flagged entities with their category label. The third stage was to check against a list of common data formats using regular expressions using a modified version of CommonRegex. We note that these category labels are ignored by our tokenizer and not used in the downstream analysis in the present study.

Cleaning keystroke data which changes 1 character at a time, however, contains an extra challenge over standard complete string cleaning. Detection of partial PII data that doesn’t yet match a known form (but will eventually) is required. We accomplished this by rolling future data back through the previous data in two stages. The first stage was each time the completion of a new token at the end of a string was detected, we apply the replacement information, or lack thereof, back through the previous strings until the beginning of that token (there may be incomplete tokens that match NER that are not necessary to replace based on subsequent characters). This allowed us to clean data that might be removed via deletion before the entry is complete. The second stage is once the whole entry is complete, we roll all of the change data back through all of the incomplete string items for this entry. This involves overlaying data replacement item information for individual strings that was wholly contained by the completed entry information, or where the replacement data fields only overlap, merging the possible replacement item information together to create a compound tag. This process is executed automatically on the study data, with no human intervention, so as to minimize the risk of leaking sensitive information. Finally, we note that while we collected full keystroke data, only the final text data which was sent via SMS was analyzed (i.e., no partial text messages were considered).

1 https://github.com/madisonmay/CommonRegex