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Abstract

This paper presents a hybrid numerical method for linear collisional kinetic equations with diffusive scaling. The aim of the method is to reduce the computational cost of kinetic equations by taking advantage of the lower dimensionality of the asymptotic fluid model while reducing the error induced by the latter approach. It relies on two criteria motivated by a perturbative approach to obtain a dynamic domain decomposition. The first criterion quantifies how far from a local equilibrium in velocity the distribution function of particles is. The second one depends only on the macroscopic quantities that are available on the whole computing domain. Interface conditions are dealt with using a micro-macro decomposition and the method is significantly more efficient than a standard full kinetic approach. Some properties of the hybrid method are also investigated, such as the conservation of mass.
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1 Introduction

Modelling semiconductors has become a major issue in the last decades in many fields of science such as physics, mathematics, and engineering. They have a wide scope of applications going from computer hardware (CPU, GPU, etc...) to smart devices, medical equipment and even solar panels. Therefore, it seems clear that understanding the mathematical models describing those uses is crucial along with enhancing the computing and energetic performances of the simulations.

Semiconductor models can be classified in three major scales: particles (microscopic), kinetic (mesoscopic), and fluid (macroscopic). The first type of model is about describing the system as point particles interacting with each other via collisions or electromagnetic forces. Such a system is in practice extremely large and its study both theoretically and numerically becomes unattainable. The solution is instead of considering each individual particle, to describe them with a probability distribution $f_\varepsilon = f_\varepsilon(t, x, v)$ which depends on the time $t \geq 0$, the space variable $x$ and the velocity variable $v$. This is the kinetic scale and it is computationally more accessible while still keeping a sense of the individuality of the particles. At this scale, the semiconductor is typically described by a Vlasov-type equation modelling the long-range interactions to which we add a collision operator $Q(f)$ to take into account the short-range ones.

Let $d \geq 1$ be an integer. We denote by $\Omega_x$ and $\Omega_v$ two open and bounded subsets of $\mathbb{R}^d$. In this article, we are interested in the following scaled equation to find a particle distribution $f$ depending on $t \geq 0$, $x \in \Omega_x$ and $v \in \Omega_v$, solution to:

$$\begin{cases}
\frac{\partial}{\partial t} f_\varepsilon + \frac{v}{\varepsilon^\alpha} \cdot \nabla_x f_\varepsilon + \frac{E}{\varepsilon^\alpha} \cdot \nabla_v f_\varepsilon = \frac{1}{\varepsilon^{\alpha+1}} Q(f_\varepsilon), \\
f_\varepsilon(0, x, v) = f_0(x, v),
\end{cases}
(P_\varepsilon)$$

Here, $E$ is a given exterior electrical field depending only on the space variable $x$, and $\varepsilon$ is the scaling parameter. We also assume that the initial condition $f_0$ is nonnegative and does not depend on
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\( \varepsilon \). Throughout this work, the collision operator will be the linearized Bhatnagar–Gross–Krook (BGK) operator [7]:

\[
Q(f) = \rho \mathcal{M} - m_0 f, \quad \text{where } \rho = \langle f \rangle \text{ and } \langle f \rangle = \int_{\Omega_v} f \, dv.
\] (1.1)

Here \( \mathcal{M}(v) \) denotes a given nonnegative even function of \( v \), the so-called Maxwellian. We assume that it admits at least finite zeroth, second, and fourth moments \( m_0, m_2, m_4 \) in velocity where \( m_k \) given by

\[
m_k = \int_{\Omega_v} |v|^k \mathcal{M}(v) \, dv.
\]

A standard function satisfying these assumptions is the centered Gaussian:

\[
\mathcal{M}(v) = \frac{e^{-|v|^2/2}}{(2\pi)^{d/2}}.
\]

In a more general setting, the electric field \( E \) is the gradient of a potential \( V \in C^2(\Omega_x) \), \( E = -\nabla V \), and \((P^\varepsilon)\) admits an equilibrium given by

\[
F(x, v) = \frac{M_0}{\mu_0} e^{-(V(x) + \frac{|v|^2}{2})}, \quad (x, v) \in \Omega_x \times \Omega_v
\] (1.2)

where \( \mu_0 = \int_{\Omega_x \times \Omega_v} e^{-(V(x) + \frac{|v|^2}{2})} \, dx \, dv \) and \( M_0 = \int_{\Omega_x \times \Omega_v} f_0(x, v) \, dx \, dv \) is the mass of the initial condition. In particular, \( F \) can be written under a separate variable form:

\[
F(x, v) = M_0 \phi(x) \mathcal{M}(v), \quad \text{where } \phi = \frac{e^{-V(x)}}{\int_{\Omega_x} e^{-V(x)} \, dx}.
\] (1.3)

The functions \( \mathcal{M} \) and \( \phi \) are called local equilibria in velocity and space respectively. Equation \((P^\varepsilon)\) is a scaled equation. The parameter \( \varepsilon \) is often called the Knudsen number. It is the ratio between the mean free path of the particles and the length scale of observation. By considering different values of \( \alpha \) in \((P^\varepsilon)\) one can obtain different asymptotic descriptions of the model as \( \varepsilon \) tends to 0. The choice \( \alpha = 0 \) corresponds to the hydrodynamic scaling. Such a model can be shown to reach a fluid limit given by the Euler or Navier-Stokes equations [23, 31]. This work will focus on \( \alpha = 1 \): the diffusive scaling. Such a scaling and its asymptotic limit have first been studied in [5]. The asymptotic expansion of the distribution function \( f^\varepsilon \) in \( \varepsilon \) is justified in [3] for the neutron transport and in [30] for the linear Boltzmann equation. In [11] a large class of linear collision operators is dealt with and in [18], the authors justified an approximation of the kinetic equation by diffusion using homogenization.

In practice, the Knudsen number can be of order 1 down to 0 depending on the physics we are modelling. On the one hand, when \( \varepsilon \sim 1 \), the system is said to be in the kinetic regime. It models a system with few collisions between particles. On the other hand, when \( \varepsilon \ll 1 \), the system reaches the fluid regime. This limit case is described by a drift-diffusion model:

\[
\begin{cases}
\partial_t \rho - \text{div}_x \left( \nabla_x \rho - E \rho \right) = 0, \\
\rho(0, x) = \rho_0(x).
\end{cases}
\] (P)

While the kinetic model is precise in its description of the system, it remains expensive to compute numerically. Indeed, if we consider the full 3D case, the phase space is 7 dimensional and the collision operator can induce important nonlinearities. On the other side, the fluid model simplifies greatly the description of the system and is much less expensive in computational resources as the solution does not depend on the velocity variable anymore. The use of the later becomes therefore attractive. Nevertheless, one must take into account that this description only applies for small values of the Knudsen number.

A strategy to take advantage of both scales of description and reduce the computational time is to use a hybrid method. In the diffusive setting, various methods were developed. In [8] the authors considered a coupling between a Monte-Carlo approximation for the microscopic part of the equation and a finite volume method for the macroscopic one. An automatic domain decomposition method with a buffer zone is used in [12]. In [15], a dynamic low-rank method is applied to a linear transport equation based on a micro-macro approach.
In this paper, we shall adapt the method developed in [16] for a hydrodynamic scaling to the diffusive setting. The strategy is to consider the Chapman-Enskog expansion of \( f^\varepsilon \) to derive criteria that allow to determine the best regime to use in a given subdomain. This defines a hybrid kinetic/fluid solver with an automatic domain decomposition. Furthermore, interface conditions are dealt with using a micro-macro decomposition of the distribution. The coupling method can be adapted to different solvers and the only addition is the implementation of the subdomains indicators.

On the discrete level, the scaling parameter \( \varepsilon \) can result in longer computation time. Indeed as \( \varepsilon \) tends to 0, the transport velocity in \((P^\varepsilon)\) formally goes to infinity. Numerically, it translates to smaller and smaller time steps to guarantee the stability of the scheme. A solution to this problem is to use schemes that remain stable in the diffusive limit \( \varepsilon \to 0 \). These schemes fall into the framework of Asymptotic Preserving (AP) schemes, a notion introduced in [25] and [21]. We also refer to the recent review article [22]. This AP property can be summarized by the diagram in Figure 1. In the diagram, \( \rho \) corresponds to a solution to the problem \((P)\) and \( \rho^h \) is an approximation of \( \rho \). On the other hand, \( f^\varepsilon \) is a solution to the problem \((P^\varepsilon)\) and \( f^\varepsilon_h \) is an approximation of \( f^\varepsilon \). The idea behind AP scheme is threefold. Firstly, the scheme for \((P^\varepsilon)\) has to be a consistent discretization of the limit model as \( \varepsilon \to 0 \). Secondly, a scheme is considered truly AP only if the stability criterion on the time step is independent on the parameter \( \varepsilon \). Thirdly, one can explicitly take \( \varepsilon = 0 \) in the scheme. The need of an AP scheme in the kinetic domain of our hybrid scheme is crucial. The limit scheme is used in the fluid regions of the domain decomposition and it aims to ensure good transitions between kinetic and fluid states. While AP schemes are designed to resolve both the mesoscopic and the macroscopic scales automatically, it often implies more expensive computation even in a fluid regime. By using a hybrid method, one can effectively take advantage of the properties of an AP scheme while limiting its use and therefore reduce the computation time. This method falls into the framework of Asymptotically Complexity Diminishing Schemes (ACDS) [8, 10]. Indeed, as the Knudsen number tends to zero, the hybrid method is designed to use the less complex fluid model more often.

**Plan of the paper.** The outline is as follows. Section 2 is dedicated to the derivation of a hierarchy of macroscopic models based on the Chapman-Enskog expansion of the distribution. In Section 3 we present a micro-macro reformulation of the Vlasov-BGK equation. This reformulation is then used to develop an Asymptotic Preserving method with a finite volume approach. Section 4 is dedicated to the hybrid method. The coupling indicators based on the hierarchy introduced in Section 2 are presented and the implementation of the hybrid scheme is discussed. Finally, numerical experiments are performed in Section 5.

## 2 Chapman-Enskog expansion

The aim of this section is to derive a hierarchy of macroscopic models from which we will derive a macroscopic coupling criterion. From now on, we set \( d = 1 \), \( \Omega_x = [0, x_\ast] \) with periodic boundary conditions and \( \Omega_v = \mathbb{R} \). We also assume that the electrical field \( E \) is periodic on \([0, x_\ast]\). Let us first recall the integro-differential problem we are interested in:

\[
\begin{align*}
\partial_t f^\varepsilon + \frac{1}{\varepsilon} \mathcal{T}(f^\varepsilon) &= \frac{1}{\varepsilon^2} (\rho^\varepsilon \mathcal{M} - f^\varepsilon), \\
 f^\varepsilon(0, x, v) &= f_0(x, v),
\end{align*}
\]

**(VBGK)**
where \( \mathcal{T}(f) = v \partial_x f + E \partial_v f \).

Let us make some assumptions on the Maxwellian \( \mathcal{M} \):

\[
\begin{align*}
\mathcal{M}(v) > 0, \quad & \forall v \in \mathbb{R}, \\
\mathcal{M}(-v) = \mathcal{M}(v), \quad & \forall v \in \mathbb{R}, \\
m_0 = 1, \quad & m_2 < +\infty \text{ and } m_4 < \infty.
\end{align*}
\]  

(2.1)

As a consequence of the symmetric domain in velocity and the symmetry of \( \mathcal{M} \), odd moments of \( \mathcal{M} \) vanish. The last assumption \( m_0 = 1 \) can easily be obtained by normalizing the Maxwellian. In particular, these assumptions are satisfied with the centered Gaussian. Let us set \( \gamma(v) = \frac{1}{\mathcal{M}(v)} \) and introduce the measure

\[ d\gamma = \gamma(v) \, dv = \frac{dv}{\mathcal{M}(v)}, \]

and \( L^2(dx \, d\gamma) \) the space of square integrable functions against the measure \( dx \, d\gamma \) equipped with the scalar product

\[ (f_1, f_2)_{L^2(dx \, d\gamma)} = \int_{\Omega_x \times \Omega_v} f_1 f_2 \, dx \, d\gamma. \]

With an initial data in \( L^2(dx \, d\gamma) \), there is a unique solution to (VBGK) (see, e.g., [2]) which conserves mass and nonnegativity.

One can define the null space of the linear BGK operator (1.1). Let

\[ \mathcal{N} = \{ f = \rho \mathcal{M} \text{ where } f \in L^2(dx \, d\gamma), \rho = \langle f \rangle \}. \]

The space \( \mathcal{N} \) is sometimes referred to as the equilibrium manifold. In particular, one has that

\[ \mathcal{N}^\perp = \{ f \in L^2(dx \, d\gamma) \text{ such that } \langle f \rangle = 0 \}. \]

With these notations, one can decompose \( f \) as its equilibrium part in \( \mathcal{N} \) plus a perturbative part in \( \mathcal{N}^\perp \). Note that the perturbative part is not necessarily small.

Let us now introduce the so-called Chapman-Enskog expansion of the distribution function \( f^\varepsilon \):

\[ f^\varepsilon(t, x, v) = \rho^\varepsilon(t, x) \mathcal{M}(v) + \sum_{k=1}^{\infty} \varepsilon^k h^{(k)}(t, x, v). \]  

(2.2)

This expansion comes with the following assumptions. First, the functions \( h^{(k)} \) do not depend on the parameter \( \varepsilon \). Secondly, the functions \( h^{(k)} \) are functions of the density \( \rho^\varepsilon \), the electric field \( E \), the velocity variable \( v \) and the Maxwellian \( \mathcal{M} \). Thirdly, we assume that \( h^{(k)} \in \mathcal{N}^\perp \) for all \( k \) and is therefore mean free:

\[ (h^{(k)}) = 0, \quad \forall k \geq 1. \]

To derive a hierarchy of models, let us consider truncations of order \( K \in \mathbb{N} \) of the Chapman-Enskog expansion:

\[ f^\varepsilon(t, x, v) = \rho^\varepsilon(t, x) \mathcal{M}(v) + \sum_{k=1}^{K} \varepsilon^k h^{(k)}(t, x, v). \]  

(2.3)

The next step is to plug this expansion in (VBGK). It leads to

\[ \partial_t (\rho^\varepsilon \mathcal{M}) + \partial_i \sum_{k=1}^{K} \varepsilon^k h^{(k)} = -\frac{1}{\varepsilon} \mathcal{T}(\rho^\varepsilon \mathcal{M}) - \sum_{k=1}^{K} \varepsilon^{k-1} \mathcal{T}(h^{(k)}) - \frac{1}{\varepsilon} \sum_{k=1}^{K} \varepsilon^{k-1} h^{(k)}. \]

Multiplying by \( \varepsilon \) and rearranging the terms, one obtains

\[ \sum_{k=0}^{K-1} \varepsilon^k h^{(k+1)} = -\mathcal{T}(\rho^\varepsilon \mathcal{M}) - \sum_{k=1}^{K} \varepsilon^k \mathcal{T}(h^{(k)}) - \partial_i \sum_{k=2}^{K+1} \varepsilon^k h^{(k-1)} - \varepsilon \partial_i (\rho^\varepsilon \mathcal{M}). \]

We now identify powers of \( \varepsilon \):

\[
\begin{align*}
k = 0: & \quad h^{(1)} = -\mathcal{T}(\rho^\varepsilon \mathcal{M}), \\
k = 1: & \quad h^{(2)} = -\partial_i (\rho^\varepsilon \mathcal{M}) - \mathcal{T}(h^{(1)}), \\
2 \leq k \leq K-1: & \quad h^{(k+1)} = -\partial_i h^{(k-1)} - \mathcal{T}(h^{(k)}).
\end{align*}
\]  

(2.4a)

(2.4b)

(2.4c)
2.1 Macroscopic model

To derive the fluid model, let us truncate the Chapman-Enskog expansion at first order $K = 1$:

$$f^\varepsilon = \rho^\varepsilon \mathcal{M} + \varepsilon h^{(1)}.$$  

(2.5)

We start by integrating (VBGK) in velocity:

$$\partial_t \rho^\varepsilon + \frac{1}{\varepsilon} \partial_x \langle \varepsilon f^\varepsilon \rangle = 0.$$  

Then $f^\varepsilon$ is replaced by its expression (2.5):

$$\partial_t \rho^\varepsilon + \frac{1}{\varepsilon} \partial_x \left( (\varepsilon \rho^\varepsilon \mathcal{M}) + \langle \varepsilon vh^{(1)} \rangle \right) = 0,$$

where $h^{(1)}$ is given by the identification (2.4a). Using the fact that $\rho^\varepsilon$ does not depend on the velocity and that odd moments of the Maxwellian are zero, we obtain by plugging in the expression of $h^{(1)}$:

$$\partial_t \rho^\varepsilon + \partial_x \langle \varepsilon (\rho^\varepsilon \mathcal{M} - E\rho^\varepsilon \partial_x \mathcal{M}) \rangle = 0.$$  

(2.6)

Finally, assuming that $\rho^\varepsilon \to \rho$ as $\varepsilon \to 0$, we formally obtain the drift-diffusion model:

$$\partial_t \rho - \partial_x (m_2 \partial_x \rho + m'_1 \mathcal{E} \rho) = 0,$$

where $m'_1 = \langle v \partial_x \mathcal{M} \rangle$ denotes the first moment of the derivative of the Maxwellian. Note that with our choice of $\mathcal{M}(v)$ as a centered Gaussian, an integration by parts allows us to obtain $m'_1 = -1$. The following proposition is also rigorously proven in [13].

**Proposition 1.** Let $f$ be a solution to (VBGK) with an initial data in $L^2(\frac{dv}{\mathcal{M}})$. We assume that $E \in C^3(\Omega_x)$. Therefore, $f^\varepsilon \to \rho \mathcal{M}$ as $\varepsilon \to 0$ in $L^2(\frac{dv}{\mathcal{M}})$ where $\rho$ is solution of the following drift-diffusion equation:

$$\partial_t \rho - \partial_x (m_2 \partial_x \rho + m'_1 \mathcal{E} \rho) = 0 \quad \text{with} \quad \rho_0 = \langle f_0 \rangle.$$  

(DD)

2.2 Higher order macroscopic model

To derive the third order fluid model, we truncate the Chapman-Enskog expansion at third order $K = 3$:

$$f^\varepsilon = \rho^\varepsilon \mathcal{M} + \varepsilon h^{(1)} + \varepsilon^2 h^{(2)} + \varepsilon^3 h^{(3)}.$$  

(2.7)

We will see in the derivation process that the second order yields no additional information. Again, we start by integrating (VBGK) in velocity and we replace $f$ by its expansion (2.7):

$$\partial_t \rho^\varepsilon + \frac{1}{\varepsilon} \partial_x \langle \varepsilon f^\varepsilon \rangle + \partial_x \left( vh^{(1)} + \varepsilon vh^{(2)} + \varepsilon^2 vh^{(3)} \right) = 0.$$  

(2.8)

At this point, we use the identification (2.4) to compute the perturbations $h^{(1)}$, $h^{(2)}$ and $h^{(3)}$. One obtains

$$h^{(1)} = -v \partial_x (\rho^\varepsilon \mathcal{M}) - E \partial_v (\rho^\varepsilon \mathcal{M}),$$

$$h^{(2)} = -\mathcal{M} \partial_t \rho^\varepsilon + v^2 \mathcal{M} \partial_{xx} \rho^\varepsilon + \partial_x (E \rho^\varepsilon) v \partial_v \mathcal{M} + E \partial_x \rho^\varepsilon \partial_v (v \mathcal{M}) + E^2 \rho^\varepsilon \partial_{vv} \mathcal{M}.$$  

We replace $h^{(1)}$ and $h^{(2)}$ by their expressions in $h^{(3)} = -\partial_t h^{(1)} - T(h^{(2)})$ to obtain:

$$h^{(3)} = 2 \partial_{xx} \rho^\varepsilon v \mathcal{M} + 2E \partial_t \rho^\varepsilon v \mathcal{M} - \partial_{xxx} \rho^\varepsilon v^3 \mathcal{M} - \partial_{xx} (E \rho^\varepsilon) v^2 \partial_v \mathcal{M}$$

$$- \partial_x (E \partial_x \rho^\varepsilon) v \partial_v (v \mathcal{M}) - \partial_x (E^2 \rho^\varepsilon) v \partial_{vv} \mathcal{M}$$

$$- E \partial_{xx} \rho^\varepsilon \partial_v (v^2 \mathcal{M}) - E \partial_x (E \rho^\varepsilon) \partial_v (v \mathcal{M})$$

$$- E^2 \partial_x \rho^\varepsilon \partial_{vv} (v \mathcal{M}) - E^3 \rho^\varepsilon \partial_{vvv} \mathcal{M}.$$  

Using the identity $\partial_v \mathcal{M}(v) = -v \mathcal{M}(v)$, one obtains

$$h^{(3)} = 2 \partial_{xx} \rho^\varepsilon v \mathcal{M} - 2E \partial_t \rho^\varepsilon v \mathcal{M} - \partial_{xxx} \rho^\varepsilon v^3 \mathcal{M} + \partial_{xx} (E \rho^\varepsilon) v^3 \mathcal{M}$$

$$- \partial_x (E \partial_x \rho^\varepsilon) (v \mathcal{M} - v^3 \mathcal{M}) - \partial_x (E^2 \rho^\varepsilon)(-v \mathcal{M} + v^3 \mathcal{M})$$

$$- E \partial_{xx} \rho^\varepsilon (2v \mathcal{M} - v^3 \mathcal{M}) - E \partial_x (E \rho^\varepsilon)(-2v \mathcal{M} + v^3 \mathcal{M})$$

$$- E^2 \partial_x \rho^\varepsilon(-3v \mathcal{M} + v^3 \mathcal{M}) - E^3 \rho^\varepsilon (3v \mathcal{M} - v^3 \mathcal{M}).$$
We set $J^\varepsilon = (\partial_x \rho^\varepsilon - E \rho^\varepsilon)$ and $h^{(3)}$ rewrites as:

$$
\begin{align*}
    h^{(3)} &= 2 v M \partial_t J^\varepsilon - v^3 M \partial_{xx} J^\varepsilon - (v M - v^3 M) \partial_x (E J^\varepsilon) \\
    &\quad - (2 v M - v^3 M) E \partial_x J^\varepsilon + (3 v M - v^3 M) E^2 J.
\end{align*}
$$

We simplify (2.8) by using the fact that $v M$ and $vh^{(2)}$ are odd in $v$, obtaining

$$
\partial_t \rho^\varepsilon + \partial_x \left( vh^{(1)} + \varepsilon^2 vh^{(3)} \right) = 0.
$$

We have already shown in (2.6) that

$$
\partial_x \left( vh^{(1)} \right) = -m_2 \partial_x (\partial_x \rho^\varepsilon - E \rho^\varepsilon) = -m_2 \partial_x J^\varepsilon.
$$

Therefore, (2.10) gives $\partial_t \rho^\varepsilon = m_2 \partial_x J^\varepsilon + O(\varepsilon^2)$. It follows that when $\varepsilon$ is small,

$$
\partial_t J^\varepsilon = m_2 (\partial_{xx} J^\varepsilon - E \partial_x J^\varepsilon) + O(\varepsilon^2).
$$

We use this relation to replace the time derivative of $J^\varepsilon$ in (2.9) which gives:

$$
\begin{align*}
    h^{(3)} &= 2m_2 v M \partial_{xx} J^\varepsilon - 2m_2 v M E \partial_x J^\varepsilon - v^3 M \partial_{xx} J^\varepsilon - (v M - v^3 M) \partial_x (E J^\varepsilon) \\
    &\quad - (2v M - v^3 M) E \partial_x J^\varepsilon + (3v M - v^3 M) E^2 J^\varepsilon + O(\varepsilon^2).
\end{align*}
$$

We can now compute the remaining integral:

$$
\partial_x \left( vh^{(3)} \right) = \partial_x \left[ 2m_2 \partial_{xx} J^\varepsilon - 2m_2 E \partial_x J^\varepsilon - m_4 \partial_{xx} J^\varepsilon - (m_2 - m_4) \partial_x (E J^\varepsilon) \\
    - (2m_2 - m_4) E \partial_x J^\varepsilon + (3m_2 - m_4) E^2 J^\varepsilon + O(\varepsilon^2) \right].
$$

With our choice of $M(v)$, we can explicitly compute $m_2 = 1$ and $m_4 = 3$. Therefore one has:

$$
\partial_x \left( vh^{(3)} \right) = \partial_x \left[ 2 \partial_x (E J^\varepsilon) - E \partial_x J^\varepsilon - \partial_{xx} J^\varepsilon + O(\varepsilon^2) \right].
$$

Finally, we obtain a higher order model in the drift-diffusion limit.

**Proposition 2.** (formal) Let $f^\varepsilon$ be a solution of (VBGK) with an initial data in $L^2(\frac{dx}{x} dv)$. Assuming that $f^\varepsilon$ admits a Chapman-Enskog expansion of order $K = 3$, the truncated model up to order 2 in $\varepsilon$ is given by a higher order drift-diffusion equation. The macroscopic density $\rho^\varepsilon = \langle f^\varepsilon \rangle$ is a solution of:

$$
\partial_t \rho^\varepsilon - \partial_x J^\varepsilon + \varepsilon^2 \partial_x (2 \partial_x (E J^\varepsilon) - E \partial_x J^\varepsilon - \partial_{xx} J^\varepsilon) = O(\varepsilon^4),
$$

where $J^\varepsilon = (\partial_x \rho^\varepsilon - E \rho^\varepsilon)$.

### 3 Micro-Macro Model

In this part, we derive a micro-macro model for (VBGK). The micro-macro approach was first used to derive AP schemes for the radiative heat transfer in [26]. It was applied to the Boltzmann equation in [4, 25] and to the Vlasov-Poisson-BGK equation in [9]. We will then introduce a micro-macro finite volume scheme that enjoys the property of being Asymptotic Preserving which is a crucial point of the coupling method we want to introduce.

#### 3.1 Continuous setting

Let us decompose the distribution $f$ as follows:

$$
\begin{align*}
    f^\varepsilon &= \rho^\varepsilon M + g^\varepsilon.
\end{align*}
$$

We introduce the orthogonal projector $\Pi$ in $L^2(\frac{dx}{x} d\gamma)$ on $\mathcal{N}$ defined for all $f \in L^2(\frac{dx}{x} d\gamma)$ by:

$$
\Pi f = \langle f \rangle M.
$$

To help us in the derivation of the micro-macro model, let us first introduce the following lemma:
Lemma 1. Let \( f^\varepsilon = \rho^\varepsilon M + g^\varepsilon \) be a solution of (VBGK). Therefore one has:

\[
\Pi(g^\varepsilon) = \Pi(\partial_t g^\varepsilon) = \Pi(\mathcal{T}(\rho^\varepsilon M)) = (I - \Pi)(\partial_t(\rho^\varepsilon M)) = 0.
\]

Moreover, one has \( \Pi(\mathcal{T}g^\varepsilon) = \partial_x \langle vg^\varepsilon \rangle M \).

Proof. Let us first show that \( \Pi g^\varepsilon = 0 \) which means that \( g^\varepsilon \in \mathcal{N}^\varepsilon \). Using the definitions (3.1) of \( \rho^\varepsilon \) and \( g^\varepsilon \), one has

\[
\Pi g^\varepsilon = (f^\varepsilon - \rho^\varepsilon M, \mathcal{M}) = ((f^\varepsilon) - \rho^\varepsilon M) = (\rho^\varepsilon - \rho^\varepsilon) M = 0.
\]

Next, using the fact that \( \Pi g^\varepsilon = 0 \), it follows that

\[
\Pi \partial_t g^\varepsilon = \partial_t \Pi g^\varepsilon = 0.
\]

To show that \( \Pi(\mathcal{T}(\rho M)) = 0 \), the definition of the transport operator \( \mathcal{T} \) is used:

\[
\Pi(\mathcal{T}(\rho M)) = \Pi(v \partial_x(\rho^\varepsilon M) + E \partial_v(\rho M)) = \Pi(v \partial_x(\rho^\varepsilon M)) = \partial_x(\rho^\varepsilon) \Pi(v M) = \partial_x(\rho^\varepsilon) \langle v, M \rangle.
\]

Recalling that the velocity domain of integration is symmetric and that \( \mathcal{M}(v) \) is even in \( v \), one gets that

\[
\Pi(\mathcal{T}(\rho^\varepsilon M)) = 0.
\]

Let us show that \( (I - \Pi)(\partial_t(\rho^\varepsilon M)) = 0 \). We use the fact that \( \rho \) does not depend on the velocity:

\[
(I - \Pi)(\partial_t(\rho^\varepsilon M)) = \partial_t(\rho^\varepsilon M) - \partial_t(\rho^\varepsilon M) = \partial_t(\rho^\varepsilon M) - \partial_t(\rho^\varepsilon M) = 0.
\]

Finally,

\[
\Pi(\mathcal{T}g^\varepsilon) = (v \partial_x g^\varepsilon + E \partial_v g^\varepsilon) \mathcal{M} = \partial_x(vg^\varepsilon) \mathcal{M} + E(\partial_v g^\varepsilon) \mathcal{M} = \partial_x(vg^\varepsilon) \mathcal{M}.
\]

To derive the micro-macro model, we start by injecting (3.1) in (VBGK):

\[
\partial_t(\rho^\varepsilon M) + \partial_t g^\varepsilon + \frac{1}{\varepsilon}(\mathcal{T}(\rho^\varepsilon M) + \mathcal{T}g^\varepsilon) = -\frac{1}{\varepsilon^2} g^\varepsilon.
\]

We then apply \( (I - \Pi) \) to (3.2), and simplify using Lemma 1 to obtain the micro part of the model:

\[
\partial_t g^\varepsilon + \frac{1}{\varepsilon}(\mathcal{T}g^\varepsilon - \Pi g^\varepsilon) + \frac{1}{\varepsilon} \mathcal{T}(\rho^\varepsilon M) = -\frac{1}{\varepsilon^2} g^\varepsilon.
\]

The macro part is obtained by applying \( \Pi \) to (3.2) and using Lemma 1. It leads to:

\[
\partial_t(\rho^\varepsilon M) + \frac{1}{\varepsilon} \Pi(\mathcal{T}g^\varepsilon) = 0.
\]

Finally, the micro-macro model is given by:

\[
\partial_t g^\varepsilon + \frac{1}{\varepsilon}(\mathcal{T}g^\varepsilon - \partial_x(\langle vg^\varepsilon \rangle M + T(\rho^\varepsilon M)) = -\frac{1}{\varepsilon^2} g^\varepsilon,
\]

\[
\partial_t(\rho^\varepsilon M + \partial_x(\langle vg^\varepsilon \rangle M + T(\rho^\varepsilon M)) = \rho^\varepsilon M + g^\varepsilon.
\]

The following proposition states the equivalence between the (Micro)-(Macro) model and the original equation (VBGK) [9].

Proposition 3. (formal)

1. If \( f^\varepsilon \) is a solution to (VBGK) with an initial data in \( L^2(\Omega) \), then \( (\rho^\varepsilon, g^\varepsilon) = (\langle f^\varepsilon \rangle, f^\varepsilon - \langle f^\varepsilon \rangle) \mathcal{M} \) is a solution to (Micro)-(Macro) with the associated initial data

\[
\rho_0 = \langle f_0 \rangle, \quad g_0 = f_0 - \rho_0 M.
\]

2. Conversely, if \( (\rho^\varepsilon, g^\varepsilon) \) is a solution to (Micro)-(Macro) with initial data \( \rho^\varepsilon(t = 0) = \rho_0 \) and \( g^\varepsilon(t = 0) = g_0 \) with \( \langle g_0 \rangle = 0 \) then \( g^\varepsilon(t) = 0 \) for all \( t > 0 \) and \( f^\varepsilon = \rho^\varepsilon M + g^\varepsilon \) is a solution to (VBGK) with initial data \( f_0 = \rho_0 M + g_0 \).
3.2 Discrete setting

Let us now tackle the discretization of the (Micro)-(Macro) model. We adopt a finite volume approach to discretize in the phase-space.

The mesh. We restrict the velocity domain to a bounded symmetric segment $[-v_*, v_1]$ as it is impractical to implement a numerical scheme on an unbounded domain. We consider a mesh of the interval composed of $N_v = 2L$ velocity cells arranged symmetrically around $v = 0$. We thus obtain $2L + 1$ interface points that we label $v_j + \frac{1}{2}$ with $j = -L, \ldots, L$. Therefore:

$$v_{-L + \frac{1}{2}} = -v_*, \quad v_0 = 0, \quad v_j + \frac{1}{2} = -v_{-j + \frac{1}{2}} \quad \forall j = 0, \ldots, L.$$ 

The cells of the velocity mesh are given by

$$V_j = (v_{j - \frac{1}{2}}, v_{j + \frac{1}{2}}), \quad j \in J = \{-L + 1, \ldots, L\}.$$ 

Each cell $V_j$ has a constant length $\Delta v$ and midpoint $v_j$. The velocity mesh is illustrated in Figure 2.

In space, because of the periodic boundary conditions, we consider a discretization of the 1-D torus $\mathbb{T}$ into $N_x$ primal cells

$$X_i = (x_{i - \frac{1}{2}}, x_{i + \frac{1}{2}}), \quad i \in I = \mathbb{Z}/N_x \mathbb{Z},$$

of constant length $\Delta x$ and centers $x_i$. We also define the dual cells

$$X_{i + \frac{1}{2}} = (x_i, x_{i + 1}), \quad i \in I,$$

of constant length $\Delta x$ and centers $x_{i + \frac{1}{2}}$. The primal control volumes in the phase space are defined by

$$K_{ij} = X_i \times V_j, \quad \forall (i, j) \in I \times J.$$ 

The dual control volumes are defined by

$$K_{i + \frac{1}{2}, j} = X_{i + \frac{1}{2}} \times V_j, \quad \forall (i, j) \in I \times J.$$ 

Finally, we set a time step $\Delta t > 0$ and we define $t^n = n \Delta t, \quad n \in \mathbb{N}$.

The discrete Maxwellian. We assume that we are given cell values $(M_j)_{j \in J}$. We then assume that:

$$\begin{cases} 
M_j > 0, & M_j = M_{-j + 1} \quad \forall j = 1, \ldots, L, \\
\sum_{j \in J} M_j \Delta v_j = m_0 \Delta v = 1, \\
M_L = M_{L+1}, \quad M_{-L} = M_{-L+1}. \end{cases} \tag{3.5}$$

These assumptions are a discrete version of the ones we made in the continuous case, namely, the positivity, the fact that $M$ is even in velocity, and the unit mass. The last assumption is simply a zero boundary flux. For a sufficiently large domain in velocity, it is relevant due to the fast decay of the Gaussian. The unit mass can easily be obtained by taking $M_j = cM(v_j), \ j \in J$ where $c$ is an appropriate constant. Let us introduce the discrete integration operator in velocity: for $f = (f_j)_{j \in J}$

$$\langle f \rangle_\Delta = \sum_{j \in J} f_j \Delta v. \tag{3.6}$$
Finally, we introduce the discrete moments of the discrete Maxwellian (3.5):

\[ m^v_k = \langle v^k M \rangle \Delta = \sum_{j \in J} v^k_j M_j \Delta v. \quad (3.7) \]

**Semi-discretization in the phase-space.** We start by considering a semi-discretization in the phase-space of the (Micro)-(Macro) model. We choose to approximate the perturbation \( g^\varepsilon \) on the dual cells while the density \( \rho^\varepsilon \) is approximated on the primal mesh. This choice of staggered meshes will result in a more compact stencil for the asymptotic scheme and is quite standard in the literature [9, 28, 29].

Let \((i,j) \in I \times J\). We start by integrating (Macro) on \(X_i\):

\[
\int_{X_i} \left[ \partial_t \rho^\varepsilon + \frac{1}{\varepsilon} \partial_x \langle vg^\varepsilon \rangle \right] dx = 0.
\]

Let \( \rho^\varepsilon_i(t) \) be an approximation of \( \frac{1}{\Delta x} \int_{X_i} \rho^\varepsilon(t, x) dx \). After integrating the space derivative, one then obtains a continuous in time finite volume scheme for (Macro):

\[
\frac{d}{dt} \rho^\varepsilon_i = \frac{1}{\Delta x} \left( J^\varepsilon_{i+1/2} - J^\varepsilon_{i-1/2} \right), \quad (3.8)
\]

where the macroscopic flux \( \left( J^\varepsilon_{i+1/2} \right)_{i \in I} \) is approximated by

\[
J^\varepsilon_{i+1/2} = \frac{1}{\varepsilon} \langle vg^\varepsilon_{i+1/2} \rangle \Delta.
\]

Next, we deal with the (Micro) equation which is integrated on \( K_{i+1/2,j} \):

\[
\int_{K_{i+1/2,j}} \partial_t g^\varepsilon dx dv + \frac{1}{\varepsilon} \int_{K_{i+1/2,j}} \left[ T(g^\varepsilon) - \partial_x \langle vg^\varepsilon \rangle M + T(p^\varepsilon M) \right] dx dv = -\frac{1}{\varepsilon^2} \int_{K_{i+1/2,j}} g^\varepsilon dx dv.
\]

Let \( g^\varepsilon_{i+1/2,j}(t) \) be an approximation of \( \frac{1}{\Delta x \Delta v} \int_{K_{i+1/2,j}} g^\varepsilon(t, x, v) dx dv \). One then obtains

\[
-\varepsilon \Delta x \Delta v \left( \frac{d}{dt} g^\varepsilon_{i+1/2,j} + \frac{1}{\varepsilon^2} g^\varepsilon_{i+1/2,j} \right) = \int_{K_{i+1/2,j}} T(g^\varepsilon) dx dv - \int_{K_{i+1/2,j}} \partial_x \langle vg^\varepsilon \rangle M dx dv \quad \text{(3.10)}
\]

\[
\quad \quad + \int_{K_{i+1/2,j}} T(p^\varepsilon M) dx dv.
\]

Using the definition of the transport operator \( T \), one has:

\[
\text{A} = \int_{V_j} v \left( g^\varepsilon(t, x_{i+1}, v) - g^\varepsilon(t, x_i, v) \right) dv + \int_{X_{i+1/2}} E(g^\varepsilon(t, x, v_{j+1/2}) - g^\varepsilon(t, x, v_{j-1/2})) dx,
\]

\[
\text{B} = \int_{V_j} \mathcal{M}(\langle vg^\varepsilon(t, x_{i+1}, v) \rangle - \langle vg^\varepsilon(t, x_i, v) \rangle) dv,
\]

\[
\text{C} = \int_{V_j} v \mathcal{M}(\rho^\varepsilon(t, x_{i+1}) - \rho^\varepsilon(t, x_i)) dv + \int_{X_{i+1/2}} E\rho^\varepsilon(\mathcal{M}(v_{j+1/2}) - \mathcal{M}(v_{j-1/2})) dx.
\]

We now denote by \( \mathcal{F}_{i,j}^\varepsilon \) an approximation of the microscopic flux in space at interfaces \((x_i)_j\), namely

\[
\mathcal{F}_{i,j}^\varepsilon \approx \int_{V_j} [vg^\varepsilon(t, x_i, v) - \mathcal{M}(vg^\varepsilon(t, x_i, v)) + v\mathcal{M}(\rho^\varepsilon(t, x_i))] dv. \quad (3.11)
\]
We also denote by \( \left( G^\varepsilon_{i+\frac{1}{2},j+\frac{1}{2}} \right)_{ij} \) an approximation of the microscopic flux in velocity, namely

\[
G^\varepsilon_{i+\frac{1}{2},j+\frac{1}{2}} \approx \int_{X_{i+\frac{1}{2}}} \left[ E g^\varepsilon(t, x, v_j+\frac{1}{2}) + E \rho^\varepsilon M(v_j+\frac{1}{2}) \right] \, dx. \tag{3.12}
\]

Let us now present our choice of numerical fluxes. Let us first focus on the position. We choose a first-order upwind approximation for the first term of (3.12). The second term is approximated by \( \varepsilon \Delta x + E_i+\frac{1}{2} \rho^\varepsilon_i \Delta v \). Summarizing, the numerical flux in position is given by:

\[
F^\varepsilon_{i,j} = \left( v^+ g^\varepsilon_{i-\frac{1}{2},j} + v^- g^\varepsilon_{i+\frac{1}{2},j} \right) \Delta v - M_j \left( v^+ g^\varepsilon_{i-\frac{1}{2},j} + v^- g^\varepsilon_{i+\frac{1}{2},j} \right) \Delta v + v_j M_j \rho^\varepsilon_i \Delta v, \tag{3.13}
\]

where the notation \( r^\pm = \frac{r_1 \pm r_2}{2} \) is used. At the boundaries in position, the periodic setting implies

\[
F^\varepsilon_{0,j} = F^\varepsilon_{N,j}. \tag{3.14}
\]

In velocity, a first-order upwind approximation is used for the first term of (3.12). The second term is a centered approximation of the discrete Maxwellian at interface \( v_j+\frac{1}{2} \). Since \( E \) is given, it is explicitly discretized on the dual mesh, \( E_{i+\frac{1}{2}} = E(x_{i+\frac{1}{2}}) \) and \( \rho(x_{i+\frac{1}{2}}) \) is approximated by

\[
\rho^\varepsilon_{i+\frac{1}{2}} = \frac{1}{2} \left( \rho^\varepsilon_i + \rho^\varepsilon_{i+1} \right). \tag{3.15}
\]

The numerical flux in velocity then read:

\[
G^\varepsilon_{i+\frac{1}{2},j+\frac{1}{2}} = \left( E^+_{i+\frac{1}{2}} g^\varepsilon_{i+\frac{1}{2},j} + E^-_{i+\frac{1}{2}} g^\varepsilon_{i+\frac{1}{2},j+1} \right) \Delta x + E_{i+\frac{1}{2}} \rho^\varepsilon_{i+\frac{1}{2}} \frac{M_{j+1} + M_j}{2} \Delta x. \tag{3.16}
\]

Zero flux boundary conditions are applied in velocity and therefore we set

\[
G^\varepsilon_{i+\frac{1}{2},-L+\frac{1}{2}} = G^\varepsilon_{i+\frac{1}{2},L-\frac{1}{2}} = 0. \tag{3.17}
\]

A continuous in time finite volume scheme for equation (Micro) finally reads:

\[
\frac{d}{dt} g^\varepsilon_{i+\frac{1}{2},j} + \frac{1}{\varepsilon} g^\varepsilon_{i+\frac{1}{2},j} = \frac{-T^\varepsilon_{i+\frac{1}{2},j}}{\varepsilon \Delta x \Delta v}, \tag{3.18}
\]

where \( T^\varepsilon_{i+\frac{1}{2},j} = F^\varepsilon_{i+1,j} - F^\varepsilon_{i,j} + G^\varepsilon_{i+\frac{1}{2},j+\frac{1}{2}} - G^\varepsilon_{i+\frac{1}{2},j-\frac{1}{2}} \).

**Full discretization.** In order to obtain an AP scheme, one must carefully choose the discretization in time. Following [27], we adapt the so-called relaxed micro-macro scheme to our finite volume setting. This method falls into the framework of exponential time integrators [20]. Let \( n \in \mathbb{N} \) and \( (i, j) \in I \times J \). Let \( \left( g^\varepsilon_{i+\frac{1}{2},j} \right)_{ij} \) be an approximation of \( \left( g^\varepsilon_{i+\frac{1}{2},j}(t^n) \right)_{ij} \) and \( \left( \rho^\varepsilon_{i+\frac{1}{2},j}(t^n) \right)_{ij} \) an approximation of \( \left( \rho^\varepsilon_{i+\frac{1}{2},j}(t^n) \right)_{ij} \). The first step is to multiply (3.18) by \( e^{t^n/\varepsilon} \) which gives:

\[
\frac{d}{dt} \left( g^\varepsilon_{i+\frac{1}{2},j}(t)e^{t^n/\varepsilon} \right) = -\frac{e^{t^n/\varepsilon}}{\varepsilon \Delta x \Delta v} T^\varepsilon_{i+\frac{1}{2},j}(t). \tag{3.19}
\]

Let us then integrate between \( t^n \) and \( t^{n+1} \) and divide by \( e^{t^{n+1}/\varepsilon} \):

\[
g^\varepsilon_{i+\frac{1}{2},j}(t^{n+1}) = g^\varepsilon_{i+\frac{1}{2},j}(t^n)e^{-\Delta t/\varepsilon} + \int_{t^n}^{t^{n+1}} e^{(t-t^n)/\varepsilon} e^{-\Delta t/\varepsilon} T^\varepsilon_{i+\frac{1}{2},j}(t) \, dt. \tag{3.20}
\]

Then, \( T^\varepsilon_{i+\frac{1}{2},j}(t) \) is approximated by \( T^\varepsilon_{i+\frac{1}{2},j}(t^n) \) and the integral can be computed explicitly:

\[
\int_{t^n}^{t^{n+1}} e^{(t-t^n)/\varepsilon} e^{-\Delta t/\varepsilon} T^\varepsilon_{i+\frac{1}{2},j}(t) \, dt = -\frac{\varepsilon(1 - e^{-\Delta t/\varepsilon})}{\Delta x \Delta v} T^\varepsilon_{i+\frac{1}{2},j}(t^n). \tag{3.21}
\]
Finally, the fully discretized microscopic equation reads:

$$g_i^{ε,n+1} = g_i^{ε,n} e^{-Δt/ε^2} - ε(1 - e^{-Δt/ε^2}) T_{i+1/2,j}^{ε,n}$$

where

$$T_{i+1/2,j}^{ε,n} = \mathcal{F}_{i+1,j}^{ε,n} - \mathcal{F}_{i,j}^{ε,n} + g_{i+1/2,j}^{ε,n} - g_{i-1/2,j}^{ε,n}$$.

The discretization in time of (3.8) is quite standard and the stiff term is implicit:

$$ρ_i^{ε,n+1} = ρ_i^{ε,n} + \frac{Δt}{Δx} (J_{i+1/2}^{K,n+1} - J_{i-1/2}^{K,n+1})$$.

Note that (3.22) defines an explicit scheme. Moreover, (3.24) does not require the inversion of a system. Indeed, (3.22) is explicitly computed at time $t^{n+1}$ and is then used to update the density in (3.24). In practice, the method is therefore fully explicit.

Before stating the next proposition, let us introduce the following assumption:

**Assumption 1.** Let $(ρ_i^{ε,n})_{i∈I}$ be given by (3.24). Then,

$$ρ_i^{ε,n} → ρ_i^n, \ ∀i ∈ I.$$  

This assumption corresponds to the convergence of $ρ^ε$ to $ρ$ as $ε → 0$. Such property is not trivial to obtain in the discrete setting. A rigorous proof of this result requires, among other things, uniform estimates in $ε$ of the discrete $L^2$-norm of $ρ$, $g$, and moments of $g$. It is outside the scope of this article and may be thoroughly investigated in upcoming work.

The following proposition states the AP property of our discretization of the (Micro)-(Macro) model.

**Proposition 4.** Let $n ∈ N$. Let $(g_i^{ε,n})_{i,j}$ and $(ρ_i^{ε,n})_{i}$ be given by the following micro-macro finite volume scheme:

$$g_i^{ε,n+1} = g_i^{ε,n} e^{-Δt/ε^2} - ε(1 - e^{-Δt/ε^2}) T_{i+1/2,j}^{ε,n} \tag{SMicro}$$

$$ρ_i^{ε,n+1} = ρ_i^{ε,n} + \frac{Δt}{Δx} (J_{i+1/2}^{K,n+1} - J_{i-1/2}^{K,n+1}) \tag{SMacro}$$

where the macroscopic flux is given by (3.9) and $T_{i+1/2,j}^{ε,n}$ by (3.23).

Assuming that $(ρ_i)_{i∈I}$ satisfies Assumption 1 and for a fixed mesh size $Δx$, $Δν > 0$, the scheme enjoys the AP property in the diffusion limit. This property does not depend on the initial data and the associated limit scheme reads

$$ρ_i^{n+1} = ρ_i^n + \frac{Δt}{Δx} (J_{i+1/2}^{F,n} - J_{i-1/2}^{F,n}) \tag{SLim}$$

with the limit flux

$$J_{i+1/2}^{F,n} = \frac{m_1^{Δν}}{Δx} (ρ_i^{n+1} - ρ_i^n) + m_1^{Δν} E_{i+1/2} ρ_i^{n+1}$$.

where $m_1^{Δν}$ is given by (3.7) and $m_1^{Δν}$ is an approximation of the first moment of the derivative of the Maxwellian $m_1$:

$$m_1^{Δν} = \frac{1}{2Δν} \left< \frac{M_{+1} - M_{-1}}{2Δν} \right>.$$  

**Remark 1.** We want to point out that with our specific choice of $M$ as a Gaussian, the quantity $m_1^{Δν}$ can be explicitly computed using an integration by part and $m_1 = -m_0$. On the discrete level, a discrete integration by parts can be performed. However, to obtain an equivalent result to the continuous case, one must neglect the boundary terms of the discrete Maxwellian. Under the assumption that the velocity domain is sufficiently large, the Gaussian decays fast enough that in practice one has $m_1^{Δν} = -m_0^{Δν}$.

**Proof.** The mesh size $Δx$, $Δν > 0$ being set, let us emphasize that we consider only the pointwise convergence of the scheme as $ε$ tends to 0. The first step is to study the asymptotic behaviour of the
perturbation \( g_{i+\frac{1}{2},j}^{\varepsilon,n+1} \). By induction on \( n \), let us show that \( g_{i+\frac{1}{2},j}^{\varepsilon,n+1} \to 0 \) for any initial data \((\rho^0, g^0)\) and for all \((i,j) \in I \times J\). At \( n = 0 \), one has

\[
g_{i+\frac{1}{2},j}^{\varepsilon,1} = g_{i+\frac{1}{2},j}^0 e^{-\Delta t/\varepsilon^2} - \varepsilon (1 - e^{-\Delta t/\varepsilon^2}) \frac{T_{i+\frac{1}{2},j}^0}{\Delta v \Delta \varepsilon}.
\]  

(3.28)

As \( e^{-\Delta t/\varepsilon^2} \to 0 \) and since \( \left(T_{i+\frac{1}{2},j}^0\right)_{ij} \) depends only on the initial data which itself is independent of \( \varepsilon \),

\[
g_{i+\frac{1}{2},j}^{\varepsilon,1} \to 0, \quad \forall (i,j) \in I \times J.
\]

Let us now assume that

\[
g_{i+\frac{1}{2},j}^{\varepsilon,n} \to 0 \quad \forall (i,j) \in I \times J.
\]

(3.29)

We decompose the discrete transport operator as a macroscopic part that depends only on the density \( \rho^\varepsilon \) and a microscopic part depending on the perturbation \( g^\varepsilon \). In particular, we will show that the microscopic contribution to the transport vanishes as \( \varepsilon \to 0 \). The decomposition reads:

\[
T_{i+\frac{1}{2},j}^{\varepsilon,n} = P_{i+\frac{1}{2},j}^{\varepsilon,n} + Q_{i+\frac{1}{2},j}^{\varepsilon,n},
\]

(3.30)

where the macroscopic part \( \left(P_{i+\frac{1}{2},j}^{\varepsilon,n}\right)_{ij} \) is given by

\[
P_{i+\frac{1}{2},j}^{\varepsilon,n} = v_j M_j (\rho_{i+1}^\varepsilon - \rho_i^\varepsilon) \Delta v + E_{i+\frac{1}{2}} \rho_{i+\frac{1}{2}}^{\varepsilon,n} \frac{M_{j+1} - M_{j-1}}{2} \Delta x,
\]

(3.31)

and the microscopic part \( \left(Q_{i+\frac{1}{2},j}^{\varepsilon,n}\right)_{ij} \) by

\[
Q_{i+\frac{1}{2},j}^{\varepsilon,n} = \left( v_j^+ (g_{i+\frac{1}{2},j}^{\varepsilon,n} - g_{i-\frac{1}{2},j}^{\varepsilon,n}) + v_j^- (g_{i+\frac{1}{2},j}^{\varepsilon,n} - g_{i+\frac{1}{2},j}^{\varepsilon,n}) \right) \Delta v
\]

\[
- M_j \left( v_j^+ (g_{i+\frac{1}{2},j}^{\varepsilon,n} - g_{i-\frac{1}{2},j}^{\varepsilon,n}) + v_j^- (g_{i+\frac{1}{2},j}^{\varepsilon,n} - g_{i+\frac{1}{2},j}^{\varepsilon,n}) \right) \Delta v
\]

\[
+ \left( E_{i+\frac{1}{2}} (g_{i+\frac{1}{2},j}^{\varepsilon,n} - g_{i+\frac{1}{2},j-1}^{\varepsilon,n}) + E_{i+\frac{1}{2}} (g_{i+\frac{1}{2},j+1}^{\varepsilon,n} - g_{i+\frac{1}{2},j}^{\varepsilon,n}) \right) \Delta x.
\]

(3.32)

Under the hypothesis (3.29), one obtains that \( Q_{i+\frac{1}{2},j}^{\varepsilon,n} \to 0 \) for all \((i,j) \in I \times J\). Let us now use Assumption 1: namely \( \rho_i^\varepsilon \to 0 \) and \( \rho_i^0 \), and one has

\[
P_{i+\frac{1}{2},j}^{\varepsilon,n} \to 0 \quad \forall (i,j) \in I \times J.
\]

Then, as \( \left(P_{i+\frac{1}{2},j}^{n}\right)_{ij} \) depends neither on \( g \) nor \( \varepsilon \),

\[
T_{i+\frac{1}{2},j}^{\varepsilon,n} \to P_{i+\frac{1}{2},j}^{n} \quad \forall (i,j) \in I \times J.
\]

(3.33)

Now, the asymptotic limit of \( (S_{\text{Micro}}) \) can be computed. Since \( \varepsilon (1 - e^{-\Delta t/\varepsilon^2}) \to 0 \) and \( e^{-\Delta t/\varepsilon^2} \to 0 \) we can use (3.33) to obtain:

\[
g_{i+\frac{1}{2},j}^{\varepsilon,n+1} \to 0, \quad \forall (i,j) \in I \times J.
\]

(3.34)

As a consequence, one also has that for all \( n \),

\[
T_{i+\frac{1}{2},j}^{\varepsilon,n} \to P_{i+\frac{1}{2},j}^{n} \quad \forall (i,j) \in I \times J.
\]

(3.35)

The next step is to plug \( (S_{\text{Micro}}) \) into \( (S_{\text{Macro}}) \). Using definition (3.9) of the macro flux, one obtains:

\[
\rho_i^{\varepsilon,n+1} = \rho_i^{\varepsilon,n} - \frac{\Delta \varepsilon}{\Delta x} \left( v \left( e^{-\Delta t/\varepsilon^2} (g_{i+\frac{1}{2},j}^{\varepsilon,n} - g_{i-\frac{1}{2},j}^{\varepsilon,n}) - \varepsilon (1 - e^{-\Delta t/\varepsilon^2}) \frac{T_{i+\frac{1}{2},j}^{\varepsilon,n} - T_{i-\frac{1}{2},j}^{\varepsilon,n}}{\Delta x \Delta v} \right) \right).
\]

(3.36)
We can then take the limit $\varepsilon \to 0$ in (3.36) using the previous asymptotic limits (3.34) and (3.35). We then replace $P_{i+\frac{1}{2}}^n$ by its expression:

$$
\rho_i^{n+1} = \rho_i^n + \frac{\Delta t}{\Delta x^2 \Delta v} \langle v (P_{i+\frac{1}{2}}^n - P_{i-\frac{1}{2}}^n) \rangle \Delta
$$

$$
= \rho_i^n + \langle v^2 M \rangle \frac{\Delta t}{\Delta x} (\rho_{i+1}^n - 2\rho_i^n + \rho_{i-1}^n) + \frac{\Delta t}{\Delta x} (E_{i+\frac{1}{2}} \rho_{i+\frac{1}{2}}^n - E_{i-\frac{1}{2}} \rho_{i-\frac{1}{2}}^n) \langle v \frac{M_{i+1} - M_{i-1}}{2 \Delta v} \rangle \Delta 
$$

Finally, using the definition of the discrete moments (3.7) and (3.27), we obtain the asymptotic scheme (S_Lim):

$$
\rho_i^{n+1} = \rho_i^n + \frac{\Delta t}{\Delta x} \langle 2 \rho_i^n \rho_{i+1}^n - 2\rho_i^n + \rho_{i-1}^n \rangle + \frac{\Delta t}{\Delta x} \langle E_{i+\frac{1}{2}} \rho_{i+\frac{1}{2}}^n - E_{i-\frac{1}{2}} \rho_{i-\frac{1}{2}}^n \rangle.
$$

In order to show that the scheme (S_Micro)-(S_Macro) is truly AP, one also needs that the stability condition is independent or at least does not degenerate as $\varepsilon \to 0$. While we do not prove the stability of the scheme, in practice, we can indeed use the same time step for both large and small values of $\varepsilon$.

4 Dynamic coupling

The aim of this section is to introduce a coupling method between kinetic and fluid schemes. The objective is to obtain a coupled solver that is faster than a full kinetic one to solve $(P^\varepsilon)$ while still being accurate. These methods come naturally when designing accurate numerical codes while guaranteeing reasonable computation times. In the field of semiconductors equations, the idea to use the asymptotic limit of the kinetic model to achieve a domain decomposition can be found in [24]. Such methods are also heavily dependent on the treatment of interface conditions between subdomains. Following [16] we first construct a hybrid kinetic/fluid solver with a dynamic domain decomposition method and present its implementation. In the second part, we are interested in understanding the conservative aspect of the method. More precisely, we give a lemma on the mass variation induced by the coupling.

4.1 Coupling criteria

The idea of the dynamic decomposition method is twofold. First, the subdomains must accurately describe the state of the solution. In particular, the fluid model is only valid where the solution is near the local equilibrium in velocity. Secondly, we want the method to be dynamic in the sense that the subdomains are adapted at each time step. For this purpose, let us introduce $\Omega^k$ the kinetic domain and $\Omega^d$ the fluid one at time $t^n$. To determine in which domain each cell lies, we introduce criteria based on the higher order fluid model introduced in Section 2.2 and the norm of the perturbation $g^\varepsilon = f^\varepsilon - \rho^\varepsilon M$. Indeed, when $g^\varepsilon$ is close to 0, it means that the solution is close to the local equilibrium.

**Macroscopic criterion.** Let us consider a fluid subdomain. In this subdomain, one only has access to the macroscopic quantity $\rho$ and the given electrical field $E$. Therefore, one cannot consider the perturbation $g^\varepsilon$. The solution we propose is to use the higher order model (DD) and derive a macroscopic criterion. We have formally shown that (DD) can be written in the form:

$$
\partial_t \rho^\varepsilon - \partial_x J^\varepsilon = \mathcal{R}^\varepsilon,
$$

where $\mathcal{R}^\varepsilon$ is a remainder that depends only on the density $\rho^\varepsilon$ and the electrical field $E$. During the coupling procedure it will be computed using the kinetic density $\rho^\varepsilon$ in kinetic cells and using the fluid density $\rho$ in fluid cells. It is given by

$$
\mathcal{R}^\varepsilon = -\varepsilon^2 \partial_x (2 \partial_x (EJ^\varepsilon) - \partial_x J^\varepsilon) - \partial_x J^\varepsilon, \quad \text{where } J = \partial_x \rho - E \rho^\varepsilon.
$$

(4.1)
Table 1: Central finite differences coefficient.

| Derivative | Index | -3 | -2 | -1 | 0 | 1 | 2 | 3 |
|------------|------|----|----|----|---|---|---|---|
| 1          |      | -1/60 | 3/20 | -3/4 | 0 | 3/4 | -3/20 | 1/60 |
| 2          |      | 1/90 | -3/20 | 3/2 | -49/18 | 3/2 | -3/20 | 1/90 |
| 3          |      | 1/8 | -1 | 13/8 | 0 | -13/8 | 1 | -1/8 |
| 4          |      | -1/6 | 2 | -13/2 | 28/3 | -13/2 | 2 | -1/6 |

Expanding $R$ shows that one needs derivatives of $\rho$ up to fourth order and of $E$ up to third order:

$$
R^\varepsilon = -\varepsilon^2 \left( - \partial_{xxxx} \rho^\varepsilon 
+ E(2 \partial_{xxx} \rho^\varepsilon \partial_x E - E \partial_x \rho^\varepsilon) 
+ \partial_x E(-3\rho^\varepsilon \partial_x E - 5E \partial_x \rho^\varepsilon + 6 \partial_{xx} \rho^\varepsilon) 
+ \partial_{xx} E(-3\rho^\varepsilon E + 5 \partial_x \rho^\varepsilon) 
+ \rho^\varepsilon \partial_{xxxx} E \right).
$$

Let us denote by $R^\varepsilon_{i,n}$ a discretization of the remainder $R^\varepsilon$. High order finite difference schemes are used (See Table 1).

Let $\eta_0$, $\delta_0 > 0$ be the coupling thresholds. In a fluid domain, when $R^\varepsilon$ is large, the model ($\tilde{DD}$) is far from the limit model ($DD$) and one must use the kinetic one instead. More specifically, consider a fluid cell $X_i \subset \Omega^F$:

- If $|R^\varepsilon_{i,n}| \leq \eta_0$, then the cell stays fluid at $t^{n+1}$.
- If $|R^\varepsilon_{i,n}| > \eta_0$, then the cell becomes kinetic at $t^{n+1}$:

$$
X_i \not\subset \Omega^F_{n+1} \quad \text{and} \quad X_i \subset \Omega^K_{n+1}.
$$

In a kinetic subdomain, unlike the previous case, one has access to the perturbation $g^\varepsilon$. When this perturbation is small, it means that the solution is near a local equilibrium with respect to the velocity variable. As a consequence, the model is close to the fluid one and one can use the limit model. Moreover, we also use the criterion that the remainder $R^\varepsilon$ must be small. Consider now a kinetic cell $X_i \subset \Omega^K$:

- If $|g^\varepsilon_{i,n}| \leq \delta_0$ and $|g^\varepsilon_{i,n+1}| \leq \delta_0$ then the cell stays kinetic at $t^{n+1}$.
- If $|g^\varepsilon_{i,n+1}| \leq \delta_0$, $|g^\varepsilon_{i+1,n+1}| \leq \delta_0$ and $|R^\varepsilon_{i,n}| > \eta_0$, then the cell stays kinetic at $t^{n+1}$.
- If $|g^\varepsilon_{i,n+1}| \leq \delta_0$, $|g^\varepsilon_{i+1,n+1}| \leq \delta_0$ and $|R^\varepsilon_{i,n}| \leq \eta_0$, then the cell becomes fluid at $t^{n+1}$:

$$
X_i \not\subset \Omega^K_{n+1} \quad \text{and} \quad X_i \subset \Omega^F_{n+1}.
$$

The discrete norm $|g^\varepsilon_{i,n}|$ is a discrete version of the norm on $L^2(\gamma)$. It is defined for $(g^\varepsilon_{i,n})_{i\in\mathcal{J}}$ by:

$$
|g^\varepsilon_{i,n}| = \sum_{j\in\mathcal{J}} (g^\varepsilon_{i,n})^2 \mathcal{M}_j^{-1} \Delta \nu.
$$

**Remark 2.** Note that in a kinetic cell, the criterion on the norm of $g^\varepsilon$ is mandatory. Indeed, the remainder $R^\varepsilon_{i,n}$ could be small, but the perturbation large. In this situation, one does not want to change from kinetic to fluid. As an example, one could take a distribution function constant in position and far from the Maxwellian in velocity.
4.2 Implementation

We now present in more details the implementation of the coupling method. An important part of this approach is the management of boundary conditions. When solving on the whole space domain, periodic boundary conditions are applied. However, when solving in the subdomains $\Omega^n_K$ and $\Omega^n_F$, we need to adapt our solver. Our strategy is to use ghost cell values that are chosen appropriately. The difficulty lies in the fact that the limit scheme only computes the density $\rho$ and not the pair $(\rho^\varepsilon, g^\varepsilon)$. As the coupling method is dynamic, one does not know in advance the state of the cells. As a consequence, one must be able to access all unknowns on the whole domain at any time. Our solution is to take advantage of the structure of the micro-macro scheme. Indeed, aside from visualisation and diagnostics, an explicit discretization of the distribution function isn’t necessary. We are working only with $\rho^\varepsilon,n$ and $g^\varepsilon,n$. As a consequence, we have access to the macro unknown on the whole domain and there is no information missing in the arrays. The distribution $f^\varepsilon$ is reconstructed using $f_{i,j}^\varepsilon = \rho_{i}^\varepsilon M_{j} + \frac{1}{2} \left( g_{i-\frac{1}{2},j}^\varepsilon + g_{i+\frac{1}{2},j}^\varepsilon \right)$ only for posttreatment. However, the kinetic solver may still needs values of $g^\varepsilon$ on the whole space domain. Therefore, the array storing $g^\varepsilon$ must be filled in the fluid domain. In practice, to improve the performance, $g^\varepsilon$ is not updated in fluid regions and it is set to 0 only when needed. In particular, it occurs when a fluid cell becomes kinetic. Another important remark is that since $g^\varepsilon$ is approximated on the dual mesh, one must be careful at the interfaces between kinetic and fluid subdomains. To avoid any ambiguity on the state of an interface when updating the perturbation $g^\varepsilon$, we impose that a fluid subdomain is at least two cells wide. Under this condition the state of the ghost interface is well determined. See Figure 3 for an illustration of such a situation.

The algorithm can be summarized as follows:

**Algorithm 1** Hybrid scheme

1. Set $\varepsilon$, $\delta_0$, $\eta_0$ and a final time $T$.
2. Initialize micro-macro unknowns using the relations $\rho^0 = \langle f^0 \rangle$ and $g^0 = f^0 - \rho^0 M$.
3. Initialize $\Omega^n_K$ as the whole space ($\Omega^n_F = \emptyset$).
4. Compute $g^\varepsilon.n+1$ and $\rho^\varepsilon.n+1$ in $\Omega^n_K$ using the kinetic scheme ($S_{Micro}$)-($S_{Macro}$).
5. Compute $\rho.n+1$ in $\Omega^n_F$ using the limit scheme ($S_{Lim}$).
6. Set $g.n+1 = 0$ in $\Omega^n_F$.
7. Update $\Omega^n_K$ and $\Omega^n_F$ to $\Omega^{n+1}_K$ and $\Omega^{n+1}_F$ using the criteria presented above.
8. Increment time and repeat until $t^{n+1} = T$.

In particular, Algorithm 1 explicitly defines a numerical scheme on the hybrid density $\tilde{\rho}$:

$$\tilde{\rho}_t^{n+1} = \tilde{\rho}_t^n + \frac{\Delta t}{\Delta x} f^{H,n},$$  \hspace{1cm} (4.4)
\( J^H,n_i = \begin{cases} \frac{1}{2} \left( J^K,n_i + J^K,n_{i+1} \right) & \text{if } X_i \in \Omega^K, \\ \frac{1}{2} \left( J^F,n_i + J^F,n_{i-1} \right) & \text{if } X_i \in \Omega^F. \end{cases} \) \tag{4.5}

Note that we want to start the resolution with the approach containing the full information on the system. Hence, it makes sense to initialize our domain as fully kinetic.

### 4.3 Mass conservation

This section is dedicated to investigate the mass conservation of the hybrid method. This property being satisfied in the continuous case, one expects conservation in the discrete setting. Each of the standard schemes is conservative on its own by construction. However, the question arises when considering the hybrid scheme.

In order to understand the loss of mass, we consider a toy model that isn’t relevant in practice but will highlight the key elements to constrain the mass variation. Let us set the state of cells for every time step two domains:

\[
\Omega_K = \bigcup_{i=1}^{s-1} \mathcal{X}_i \quad \text{and} \quad \Omega_F = \bigcup_{i=s}^{N_x} \mathcal{X}_i. \tag{4.6}
\]

Note that in the next result, we neglect what happens at the boundary. Our primary focus is to understand what happens at the interface \( x_{s-\frac{1}{2}} \) between the two domains. Moreover, in that context and with periodic boundary conditions in space, the same analysis can be done at the interface \( x_{\frac{1}{2}} \). Figure 4 illustrates this framework. The following lemma quantifies the mass variation between two time steps.

**Lemma 2.** Let \((\tilde{\rho}^n_i)\) and \((g^{\varepsilon,n}_{i+\frac{1}{2},j})\) be computed using the hybrid scheme \((S_{\text{Micro}})-(4.4)\). Let the mass variation between \(t^n\) and \(t^{n+1}\) be defined as:

\[
\Delta m^{n+\frac{1}{2}} = \sum_{i \in I} \Delta x \left( \frac{\tilde{\rho}^{n+1}_i - \tilde{\rho}^n_i}{\Delta} \right). \tag{4.7}
\]

In the context of the steady domain decomposition (4.6) and neglecting the boundaries, one has:

\[
\Delta m^{n+\frac{1}{2}} = e^{-\Delta t/s^2} \epsilon \left( \Delta x \Delta \theta \right) \left( Q_{s-\frac{1}{2}}^{n-\frac{1}{2}} \right) - e^{-\Delta t/s^2} \frac{1}{\Delta} \left( J^{F,n}_{s-\frac{1}{2}} - J^{F,n}_{s-\frac{3}{2}} \right) + J^{\varepsilon,F,n}_{s-\frac{1}{2}}, \tag{4.8}
\]

where \( Q_{s-\frac{1}{2}}^{n-\frac{1}{2}} \) is given by (3.32), \( J^{F,n}_{s-\frac{1}{2}} \) by (3.26) and \( J^{\varepsilon,F,n}_{s-\frac{1}{2}} \) is the limit flux (3.26) computed with the kinetic density \( \rho^\varepsilon \).

**Proof.** Let us consider the hybrid scheme \((4.4)-(4.5)\) on the density. Using the fixed domain decomposition
\( \Delta m^{n + \frac{1}{2}} = \sum_{i \in I} \frac{\Delta x}{\Delta t} (\bar{\rho}^{n+1}_i - \bar{\rho}^n_i) \)
\[
= \sum_{i \in I} \bar{J}^{H,n}_i \\
= \sum_{i=1}^{s-1} (J_{s-\frac{1}{2}}^{K,n} - J_{s-\frac{1}{2}}^{F,n}) + \sum_{i=s}^{N_s} (J_{i+\frac{1}{2}}^{F,n} - J_{i-\frac{1}{2}}^{F,n}) \\
= J_{s-\frac{1}{2}}^{K,n} - J_{s-\frac{1}{2}}^{F,n} \\
= \frac{1}{\varepsilon} \langle v g_{s-\frac{1}{2}}^{e,n+1} \rangle - J_{s-\frac{1}{2}}^{F,n}.
\] (4.9)

Similarly as in the proof of Proposition 4, \( g_{s-\frac{1}{2}}^{e,n+1} \) is replaced by its expression \((\mathcal{S}_{Micro})\) and \( T_{s-\frac{1}{2},j}^{e,n} \) is expanded using (3.30). The quantity \( \frac{1}{\varepsilon} \langle v g_{s-\frac{1}{2}}^{e,n+1} \rangle \) then reads:
\[
\frac{1}{\varepsilon} \langle v g_{s-\frac{1}{2}}^{e,n+1} \rangle = \langle v g_{s-\frac{1}{2}}^{e,n} \rangle - \frac{e^{-\Delta t/\varepsilon^2}}{\varepsilon} \langle v Q_{s-\frac{1}{2}}^{e,n} \rangle \Delta \frac{1}{\Delta x \Delta v} - \frac{1}{\varepsilon} \langle v P_{s-\frac{1}{2}}^{\varepsilon,n} \rangle \Delta \frac{1}{\Delta x \Delta v}. \] (4.10)

Using definition (3.31) of \( P_{s-\frac{1}{2},j}^{\varepsilon,n} \) and the definition (3.27) of \( m_1^{\Delta v} \), the third term reduces to:
\[
\langle v P_{s-\frac{1}{2},j}^{\varepsilon,n} \rangle \frac{1}{\Delta x \Delta v} = \langle v^2 M \rangle \Delta \frac{\rho_{s-\frac{1}{2}}^{e,n} - \rho_{s-\frac{1}{2}}^{e,n-1}}{\Delta x} + E_{s-\frac{1}{2}} \rho_{s-\frac{1}{2}}^{\varepsilon,n} \left\langle v \frac{M_{j+1} - M_{j-1}}{2 \Delta v} \right\rangle_\Delta \\
= m_1^{\Delta v} \frac{\rho_{s-\frac{1}{2}}^{e,n} - \rho_{s-\frac{1}{2}}^{e,n-1}}{\Delta x} + m_1^{\Delta v} E_{s-\frac{1}{2}} \rho_{s-\frac{1}{2}}^{\varepsilon,n} \\
= J_{s-\frac{1}{2}}^{\varepsilon,F,n}.
\] (4.11)

Finally, plugging (4.11) and (4.10) into (4.9) yields:
\[
\Delta m^{n+\frac{1}{2}} = -\langle v g_{s-\frac{1}{2}}^{n} \rangle \frac{e^{-\Delta t/\varepsilon^2}}{\varepsilon} + \frac{1 - e^{-\Delta t/\varepsilon^2}}{\Delta x \Delta v} \langle Q_{s-\frac{1}{2}}^{n} \rangle - e^{-\Delta t/\varepsilon^2} J_{s-\frac{1}{2}}^{\varepsilon,F,n} + (J_{s-\frac{1}{2}}^{\varepsilon,F,n} - J_{s-\frac{1}{2}}^{F,n} + J_{s-\frac{1}{2}}^{F,n}).
\]

\[ \square \]

**Remark 3.** The proof only holds in the context of the toy problem (4.6). However, it can be extended to a more general setting seeing that the mass variation occurs at all interfaces between kinetic and fluid subdomains. Namely,
\[
\Delta t \Delta m^{n+\frac{1}{2}} = \sum_{\alpha \in \mathcal{S}} \beta \left( -\langle v g_{\alpha}^{n} \rangle \frac{e^{-\Delta t/\varepsilon^2}}{\varepsilon} + \frac{1 - e^{-\Delta t/\varepsilon^2}}{\Delta x \Delta v} \langle Q_{\alpha}^{n} \rangle - e^{-\Delta t/\varepsilon^2} J_{\alpha}^{\varepsilon,F,n} + (J_{\alpha}^{\varepsilon,F,n} - J_{\alpha}^{F,n}) \right),
\]

where \( \mathcal{S} \) is the set of interfaces between kinetic and fluid subdomains and \( \beta = \pm 1 \) depends on the orientation of the subdomains. Another important observation is that thanks to (3.34) and assuming that \( \rho^{e} \rightarrow \rho \), the mass variation converges to 0 as \( \varepsilon \) tends to 0.

### 5 Numerical simulations

In the following, unless specified otherwise, the phase-space is discretized as follows:
\[
N_v = 256, \quad N_x = 100, \quad \nu_s = 8, \quad \pi_x = \pi, \quad \Delta t = 10^{-4}.
\]

The same time step is used for all schemes. Note that since the limit scheme is explicit, its stability is therefore guaranteed under a parabolic condition: \( \Delta t \leq C \Delta x^2 \). Let us assume that the electrical
field is the gradient of a potential $V$: $E = -\partial_x V$. To satisfy the periodicity of the domain, we choose $V(x) = -\frac{\sin(2x)}{4}$ so $E(x) = \frac{1}{2}\cos(2x)$. We also set

$$f_0^1 = \frac{1}{\sqrt{2\pi}}e^{-v^2/2}(1 + \cos(2x)),$$

(5.1)

an initial data at local equilibrium in velocity and

$$f_0^2 = \frac{4}{\sqrt{2\pi}}v^4e^{-v^2/2}(1 + \cos(2x)),$$

(5.2)

an initial data far from the local equilibrium in velocity. Finally, we consider four configurations:

- Case 1: $E = 0$, with initial data (5.1);
- Case 2: $E \neq 0$, with initial data (5.1);
- Case 3: $E = 0$, with initial data (5.2);
- Case 4: $E \neq 0$, with initial data (5.2).

Each configuration is tested for different values of $\varepsilon$.

### 5.1 The full kinetic scheme

**Convergence towards the drift-diffusion equation.** Let us first numerically investigate the AP property of the (Micro)-(Macro) scheme. We consider this analysis for the Cases 1 and 2. The results can be found in Figure 5 for Case 1 and in Figure 6 for Case 2. We can observe a convergence of the kinetic scheme to the limit one as $\varepsilon \to 0$. In particular, the curves for $\varepsilon = 0.05$ and $10^{-4}$ overlap and are close to the limit case. This validates the asymptotic consistency of the (Micro)-(Macro) scheme. The stability is numerically verified as the same $\Delta t$ is used for every $\varepsilon$. 

---

**Figure 5:** Case 1. Comparison of the solution of the limit scheme ($S_{Lim}$) with the solution obtained with the (Micro)-(Macro) scheme with different $\varepsilon$, $t = 0.0, 0.2, 1.0$ and $5.0$. 

---
Long time behaviour. The long time behaviour of solutions to \((P_\varepsilon)\) have been extensively studied in the past decade. Let us recall the following quantities, namely the local equilibria in velocity and space and the global equilibrium:

\[
\mathcal{M}(v) = e^{-|v|^2/2} / (2\pi)^{d/2}, \quad \phi(x) = \int_{\Omega} e^{-V(x)} \, dx, \quad F(x, v) = M_0 \phi(x) \mathcal{M}(v).
\]

When one considers models such as \((P_\varepsilon)\), there are various ways to show that there exists \(\kappa(\varepsilon) > 0\) and \(C(\varepsilon) > 0\), such that if \(f_\varepsilon\) is solution to \((P_\varepsilon)\),

\[
||f_\varepsilon(t) - F||_V \leq C(\varepsilon) ||f_0 - F||_V e^{-\kappa(\varepsilon)t}, \tag{5.3}
\]

where \(V\) is an appropriate functional space. A proof of (5.3) was done in [19] in a setting without electric field. In recent years, the literature on the subject expanded a lot. Robust and systematic methods were developed to show the convergence to an equilibrium. Those are called hypocoercivity methods. A general abstract framework for the \(H^1\) norm has been given in the memoir by Villani [32]. These methods often have the drawback of requiring regularity on the initial data. However the techniques have been adapted to consider only weighted \(L^2\) initial data. More recently, an \(L^2\)-hypocoercivity method has been developed in [13] for linear kinetic equations. We also refer to [1] where \(L^2\)-hypocoercivity is shown for a more general kinetic equation. Both a self-consistent potential given by the Poisson equation and an exterior potential are considered and such a model is closer to the physics of semiconductors. From a numerical point of view, recovering such long-time behaviour at the discrete level is a significant property to obtain. In recent papers, hypocoercivity methods were adapted to the discrete setting using finite differences [14], finite elements [17] and finite volumes [6].

Following these ideas, we want to observe the convergence of the \((S_{\text{Micro}})-(S_{\text{Macro}})\) scheme to equilibrium in a large time scale. Figure 7 shows the evolution of the distribution as time increases (Case 3, \(\varepsilon = 1.0\)). In particular, the numerical solution indeed seems to converge to equilibrium. Let us introduce the following discrete norm for \(f = (f_{ij})_{ij}\):

\[
||f||_\Delta = \sqrt{\sum_{(i,j) \in I \times J} f_{ij}^2 \Delta t \Delta v / F_{ij}}, \tag{5.4}
\]
where \((F_{ij})_{ij}\) is a discretization of the global equilibrium \(F\), \(F_{ij} = F(x_i, v_j)\). For \((f_i)_{i \in I}\), we also denote by \(\|f\|_2 = \sum_{i \in I} f_i^2 \Delta x\) the discrete \(L^2\)-norm in position. We now investigate the rate of convergence of the following discrete norms:

\[
\|f - F\|_A, \quad \|g\|_A, \quad \|\rho^\varepsilon - \langle F \rangle\Delta\|_2 \quad \text{and} \quad \|\rho - \langle F \rangle\Delta\|_2, \tag{5.5}
\]

where \(\rho^\varepsilon\) is the solution obtained with the kinetic scheme and \(\rho\) is obtained with the limit scheme. We consider Case 2. On Figure 8 we choose \(\varepsilon = 1.0\) and 0.1, and show the norms (5.5) as functions of time in semilog scale. The exponential convergence of the various norms is clear. Moreover, the rates \(r\varepsilon\) observed are \(r_1 = -2.07\) and \(r_{0.1} = -7.65\). The rate \(r\varepsilon\) increases as the Knudsen number gets smaller.

In particular we observe the same rate of convergence between the fully kinetic scheme and the limit one for small values of \(\varepsilon\).

Let us point out that in the case of a nonzero electric field, we do not recover the same convergence to equilibrium. Indeed, our numerical scheme is not well-balanced, i.e. designed to preserve steady states.

\[
\begin{align*}
\frac{\|f - F\|_A}{\|g\|_A} & = \exp(-2.07t) \\
\|\rho^\varepsilon - \langle F \rangle\Delta\|_2 & = \exp(-7.65t) \\
\|\rho - \langle F \rangle\Delta\|_2 & = \exp(-7.65t)
\end{align*}
\]

Figure 8: Case 3. Time evolution of the norms (5.5) computed with the fully kinetic scheme and limit scheme, \(\varepsilon = 1.0\) (left), \(\varepsilon = 0.1\) (right).
As a consequence, the numerical solution only converges to an equilibrium that is an approximation of the steady state. Figure 9 shows the convergence to the equilibrium as the number of cells in space increases.

5.2 Properties of the hybrid scheme

Choice of the coupling parameters. Before investigating the properties of the hybrid scheme, a natural question is the choice of the coupling parameters. Indeed, as we have seen earlier, that choice has an impact on the conservation of mass. The smaller the parameters, the more one can control this variation. However, the bigger the parameters are, the faster is the resulting hybrid scheme as one allows more fluid cells to appear. Therefore, one must find a good balance between accuracy and computation time. To illustrate how the macroscopic indicator behaves, we compute it without updating the state of the cells. Figure 10 shows the indicator compared to the difference between the kinetic and fluid densities. One can observe that this indicator behaves as expected. When the kinetic and limit densities are close, the indicator is also small. Regarding the norm of $g^\varepsilon$, its behaviour is also expected. Indeed, we chose an initial data far from the local equilibrium in velocity and therefore, the norm can be high even if the densities are close (See first column, third row in Figure 10). Lastly, both the macroscopic indicator and the norm of $g^\varepsilon$ tend to 0 as time increases. As a consequence, the closer to the equilibrium the solution is, the more fluid cells will appear.

Qualitative comparison. Let us now compare the kinetic and the hybrid schemes. Figures 11 and 12 shows the densities computed by the kinetic, hybrid and limit schemes for cases 3 and 4 with $\varepsilon = 10^{-3}$. We can see a good agreement between the three schemes for the smaller Knudsen number. When $\varepsilon$ is large, the solution relaxes slowly toward the local equilibrium and the coupling occurs only for large final time (see Figure 13). This behaviour is however expected as the solution relaxes faster to equilibrium as $\varepsilon$ gets smaller.

Conservation of mass. Let us now numerically investigate the conservation of mass. Indeed, we have shown in Lemma 2 that the hybrid method is not exactly conservative. However, it becomes conservative asymptotically. In addition, the hybrid method was constructed so that the cells become fluid when the solution is close to a local equilibrium in velocity. As a consequence, the perturbation is small when the coupling occurs and so is the mass variation. In practice, we can observe a mass variation of the order of the machine accuracy. We illustrate the state of the cells and the corresponding mass variation on Figures 13 and 14 where we consider Case 3 for $\varepsilon = 1.0$ and $10^{-3}$. We also represent the evolution of the state of the cells. In particular, we observe a transition from a full kinetic state to a full fluid one as time increases, which is expected due to the relaxation towards an equilibrium.
Figure 10: Case 3. Snapshots of the difference between the densities computed with the kinetic and the limit schemes (Top), macroscopic indicator (Middle), $L^2(d\gamma)$ norm of the perturbation $g$ (Bottom), $\varepsilon = 0.5$.

Figure 11: Case 4. Snapshots of the densities computed using the full kinetic, hybrid and limit schemes, $\varepsilon = 10^{-3}$, $\eta_0 = \delta_0 = 10^{-4}$.
Figure 12: Case 3. Snapshots of the densities computed using the full kinetic, hybrid and limit schemes, $\varepsilon = 10^{-3}$, $\eta_0 = \delta_0 = 10^{-4}$.

Figure 13: Case 3. Time evolution of the state of the cells (Top) and mass variation (Bottom), $\varepsilon = 1.0$, $\eta_0 = \delta_0 = 10^{-4}$. 
Error analysis. We are now interested in the error made when using the hybrid method. In particular, we investigate the error between the full kinetic scheme and the hybrid method. The goal of the hybrid method is to be more efficient than the full kinetic solver. However, the gain in computation time comes with a slight loss in accuracy. Let $\rho_{\text{Kinetic}}$ be the density computed using the full kinetic scheme and $\rho_{\text{Hybrid}}$ be the density obtained from the hybrid scheme. On Figure 15 we compute the error between the two densities in $L^\infty$ norm: $||\rho_{\text{Kinetic}} - \rho_{\text{Hybrid}}||_\infty$ at several time steps. The corresponding state of the cells can be found in Figures 13 and 14. Quite expectedly, there indeed is a slight loss in accuracy as soon as the coupling occurs. However, it quickly diminishes as the coupled solution relaxes to equilibrium. Moreover, one can control this error by tuning the coupling parameters. Again, a balance must be chosen between speed and accuracy.

Figure 15: Case 3. Time evolution of the $L^\infty$-error between the kinetic density $\rho_{\text{Kinetic}}$ and the hybrid one $\rho_{\text{Hybrid}}$, $\varepsilon = 1.0$ (left), $\varepsilon = 0.001$ (right), $\eta_0 = \delta_0 = 10^{-4}$. 
Figure 16: Case 3. Time evolution of the norms (5.5) computed with the hybrid and limit schemes, $\varepsilon = 1.0$ (left), $\varepsilon = 0.1$ (right), $\eta_0 = \delta_0 = 10^{-4}$.

| Case | 1 | 2 | 3 | 4 | 1 | 2 | 3 | 4 |
|------|---|---|---|---|---|---|---|---|
| MM   | 106.3 | 108.5 | 108.7 | 107.5 | 106.3 | 108.5 | 108.7 | 107.5 |
| Hybrid | 102.7 | 107.9 | 62.4 | 106.7 | 101.1 | 107.1 | 50.2 | 107.2 |
| Limit | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 |

Table 2: Test 1. Comparison of the computation time (sec), $\varepsilon = 1.0$, $T = 20.0$, $N_x = 200$, $N_v = 256$.

Long time behaviour. Similarly as for the full kinetic scheme, we are interested in the long-time behaviour of the hybrid scheme. As our scheme is not well-balanced, we shall focus on the case $E = 0$. Figure 16 shows the convergence of the norms (5.5) in the hybrid setting. As the perturbation is not updated when a cell stays fluid and the density is very close to equilibrium, the norms of $g$ and $f$ stagnate when all cells have switched to fluid. However, one can still observe the convergence of the density $\tilde{\rho}$ towards the global mass.

Computation time. Let us now consider the efficiency of the hybrid method. We set $N_x = 200$ and the final time $T = 20.0$ to compare the computation time. Tables 2-3-4-5 show the computation time of the full kinetic, hybrid and limit scheme for different test cases with two sets of coupling parameters: $\eta_0 = \delta_0 = 10^{-4}$ and $\eta_0 = \delta_0 = 10^{-3}$. Let us stress out that the computation time is linked to the choice of the coupling parameters. Also note that the same time step, $\Delta t = 7.4 \times 10^{-5}$, is used for the three schemes.

We can make several observations. First, the fluid solver is as expected, much faster than the full kinetic one. Moreover it is also always faster than the hybrid method. This can easily be explained by the additional cost of computing the indicators and the added cost of dealing with interfaces between kinetic and fluid. Table 6 shows the computational gain for the previous tests. In particular, the hybrid method appears does not offer a significant gain in very low collision regimes. Because of the dynamics of the solution, the coupling occurs very late and it cannot compensate the additional cost of the method. Another observation is that the hybrid method is less efficient when $E \neq 0$. This could again be explained by the fact that the scheme is not well-balanced. Nevertheless, the speedups for small values of $\varepsilon$ become significant in both cases and the hybrid method becomes competitive with the fluid solver. A final observation is that the choice of larger coupling parameters indeed speeds up the method.

| Case | 1 | 2 | 3 | 4 | 1 | 2 | 3 | 4 |
|------|---|---|---|---|---|---|---|---|
| MM   | 107.7 | 108.1 | 109.7 | 108.9 | 107.7 | 108.1 | 109.7 | 108.9 |
| Hybrid | 29.9 | 107.8 | 32.6 | 106.7 | 26.6 | 109.8 | 29.5 | 108.0 |
| Limit | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 |

Table 3: Test 2. Comparison of the computation time (sec), $\varepsilon = 0.1$, $T = 20.0$, $N_x = 200$, $N_v = 256$. 
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Non homogeneous Knudsen number. In this last numerical experiment, we consider a non homogeneous Knudsen number in the physical domain. Let us define the function
\[
e(x) = \frac{1}{2} \left( \arctan \left( 5 + 10 \left( x - \frac{\pi}{2} \right) \right) + \arctan \left( 5 - 10 \left( x - \frac{\pi}{2} \right) \right) \right).
\] (5.6)

In particular, we choose \( \varepsilon = \varepsilon(x) \) as
\[
\varepsilon(x) = \frac{e(x)}{\max(e(x))}.
\] (5.7)

Such a function admits a maximum of 1 in the center of the domain and decays to 0 near the boundaries. Physically, it corresponds to few collisions in the center of the domain and to a fluid behaviour elsewhere. In the following simulations, \( \Delta t = 10^{-4} \) and the coupling parameters are \( \delta_0 = \eta_0 = 10^{-4} \). Note that depending on the choice of \( \varepsilon(x) \) one may need to decrease the time step to ensure stability. From an implementation point of view, the constant \( \varepsilon \) is simply replaced by \( \varepsilon_{i + \frac{1}{2}} = \varepsilon(x_{i + \frac{1}{2}}) \) without any change to the indicators.

Figure 17 shows that the hybrid scheme captures well the behaviour of the distribution. Indeed, we observe a fast relaxation where \( \varepsilon(x) \) is small and a much slower one in the center of the domain where \( \varepsilon(x) \) is around 1. Regarding the state of the cells, one can see on Figures 18 and 19 that the fluid solver is quickly used where \( \varepsilon(x) \) is small. Moreover, the last cells to become fluid are the one where the gradient of \( \varepsilon(x) \) is large. It is explained by the nature of the macroscopic indicator which uses derivatives up to order 4. In this setting, the variation of mass was again of order \( 10^{-12} \). Finally, we looked at the convergence in time to the global equilibrium. On Figure 20, one can again observe the exponential convergence to equilibrium and the rate is slightly higher than the one obtained with an homogeneous value of \( \varepsilon = 1 \). Up to stability considerations, this experiment shows the robustness of the hybrid method.

Performance-wise, considering Case 3 with \( N_x = 200 \) and \( N_v = 256 \) the full kinetic scheme takes 183.7 seconds to run while the hybrid one takes 147.6 seconds offering a speedup of 1.24.

| Case | \( \eta_0 = \delta_0 = 10^{-4} \) | \( \eta_0 = \delta_0 = 10^{-3} \) |
|------|-------------------------------|-------------------------------|
| MM   | 106.8 107.8 109.4 107.3       | 106.8 107.8 109.4 107.3       |
| Hybrid | 0.72  0.71  5.35  106.4       | 0.72  0.70  2.42  2.47       |
| Limit | 0.07  0.07  0.07  0.07        | 0.07  0.07  0.07  0.07       |

Table 4: Test 3. Comparison of the computation time (sec), \( \varepsilon = 10^{-3}, T = 20.0, N_x = 200, N_v = 256. \)

| Case | \( \eta_0 = \delta_0 = 10^{-4} \) | \( \eta_0 = \delta_0 = 10^{-3} \) |
|------|-------------------------------|-------------------------------|
| MM   | 108.8 108.6 108.1 105.7       | 108.8 108.6 108.1 105.7       |
| Hybrid | 0.72  0.72  0.74  0.74       | 0.72  0.72  0.74  0.71       |
| Limit | 0.07  0.07  0.07  0.07        | 0.07  0.07  0.07  0.07       |

Table 5: Test 4. Comparison of the computation time (sec), \( \varepsilon = 10^{-6}, T = 20.0, N_x = 200, N_v = 256. \)

| \( \varepsilon \) | \( \eta_0 = \delta_0 = 10^{-4} \) | \( \eta_0 = \delta_0 = 10^{-3} \) |
|-----------------|-------------------------------|-------------------------------|
| 1.0             | 1.03  1.00  1.74  1.01       | 1.05  1.01  2.16  1.00       |
| 0.1             | 3.60  1.00  3.37  1.02       | 4.04  0.98  3.72  1.01       |
| \( 10^{-3} \)   | 148.3 151.8  1.01  2.45       | 148.3 154.0 45.2 43.44       |
| \( 10^{-6} \)   | 151.1 150.8 142.8 146.1       | 147.0 158.0 146.1 148.9       |

Table 6: Speedup of the hybrid method compared to the full kinetic scheme, \( N_x = 200, N_v = 256. \)
Figure 17: Case 3. Snapshots of distributions obtained with the hybrid scheme for a non homogeneous Knudsen number.

Figure 18: Case 3. Snapshots of the densities computed using the full kinetic and hybrid schemes for a non homogeneous Knudsen number.
Figure 19: Case 3. Time evolution of the state of the cells (Top) and mass variation (Bottom) for a non homogeneous Knudsen number.

Figure 20: Case 3. Convergence to a global equilibrium, full kinetic (Left), hybrid (Right) for a non homogeneous Knudsen number.
6 Conclusion

In this work, a new hybrid numerical method for linear kinetic equations in the diffusive scaling was presented. The method relies on two criteria motivated by a perturbative approach. The first one quantifies how far from a local equilibrium the distribution function is. The second criterion depends on the macroscopic quantities that are available on the whole computing domain. We have managed to quantify the mass variation induced by the method and we have shown that it is in practice very small. The method has proven to be efficient through various numerical experiments: the computational gain compared to a full kinetic scheme is significant. Moreover, the method performs well with a non-homogeneous Knudsen number in position which is encouraging to tackle more physically motivated problems.

In future works, a more general and physically relevant setting will be considered. In particular, it involves the multidimensional setting, a more general collision operator and a coupling with the Poisson equation. We are confident that the computational gain will be even more worthwhile in a full 3D setting in the case of the Boltzmann operator which is known to be costly numerically.
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