Optimal Planning of Multiple Renewable Energy-Integrated Distribution System with Uncertainties using Artificial Hummingbird Algorithm

MD. SHADMAN ABID¹, HASAN JAMIL APON¹, KHANDAKER ADIL MORSHED¹, AND ASHIK AHMED¹

¹Department of Electrical and Electronic Engineering, Islamic University of Technology, Gazipur-1704, Bangladesh
Corresponding author: Md. Shadman Abid (e-mail: shadmanabid@iut-dhaka.edu).

ABSTRACT

Appropriate installation of renewable energy-based distributed generation units (RDGs) is one of the most important challenges and current topics of interest in the optimal functioning of modern power networks. Due to the intermittent nature of renewable energy sources, optimal allocation and sizing of RDGs, particularly photovoltaic (PV) and wind turbine (WT), remains a critical task. Based on a new metaheuristic known as the Artificial hummingbird algorithm (AHA), this paper provides a novel approach for addressing the problem of RDG planning optimization. Considering various operational constraints, the optimization problem is developed with multiple objectives including power loss reduction, voltage stability margin (VSM) enhancement, voltage deviation minimization, and yearly economic savings. Furthermore, using relevant probability distribution functions, the ambiguities related with the stochastic nature of PV and WT output powers are evaluated. The proposed algorithm was compared to two of the recent metaheuristics applied in this domain known as improved harris hawks and particle swarm optimization algorithm (HHO-PSO) and hybrid of phasor particle swarm and gravitational search algorithm (PPSOGSA). The IEEE 33-bus and 69-bus systems are assessed as the test systems in this study. According to the findings, AHA delivers superior solutions and enhances the techno-economic benefits of distribution systems in all the scenarios evaluated.
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I. INTRODUCTION

The demand for electricity is increasing all around the world due to advancements in science and technology. The existence of industrial activities and social structures relies mostly on low cost and uninterrupted supply of electrical energy [1]. Although fossil fuels are the primary source of power generation, their resources are rapidly depleting, putting the future of fossil fuels in jeopardy. As a result, the current tendency is to use renewable energy sources such as solar energy, wind energy, water energy, and nuclear energy to generate electricity. Optimal integration and planning of RDG unit installation (such as WTs and PVs) in distribution networks can be a feasible solution to the difficulties associated with conventional energy source scarcity.

Various studies have been conducted over the years investigating the potential benefits, challenges and scopes of RDG implementation on distribution networks. For instance, the authors of [2] highlight the major concerns, possibilities, and constraints of integrating distributed generation into electric power networks. Renewable energy sources are now the most convenient and profitable source of DGs. Moreover, [3] depicts the future prospects and scientific developments to harness renewable energy sources. Various sources of renewable energy and their benefits, growth, investment and deployment have been illustrated. Along with these works,
Techniques in order to optimize techno-economic benefits, lowering the investment costs associated with the suggested power-water distribution networks, with the goal of presenting a planning framework to increase the resilience while taking into account the uncertain environment of environmental benefits. Furthermore, [13] creates an efficient modeling methodologies to provide techno-economic and RDG planning and scheduling approach using uncertainty greenhouse gas emissions. The authors of [12] established dispersed energy resources and their influence on lowering and societal effects of distributed energy generation. Besides, discusses the financial issues as well as the broader economic and societal effects of distributed energy generation. The work in [10] discusses the financial issues as well as the broader economic and societal effects of distributed energy generation. Besides, the authors of [11] explore the environmental advantages of dispersed energy resources and their influence on lowering greenhouse gas emissions. The authors of [12] established RDG planning and scheduling approach using uncertainty modeling methodologies to provide techno-economic and environmental benefits. Furthermore, [13] creates an efficient operational schedule for multi-grid distribution systems while taking into account the uncertain environment of energy storage systems. Moreover, the works in [14] present a planning framework to increase the resilience of power-water distribution networks, with the goal of lowering the investment costs associated with the suggested techniques. In order to optimize techno-economic benefits, the authors of [15] utilize an algorithm for optimum integration of DGs in active distribution system (ADS) networks.

The energy provided by RDG sources is heavily influenced by factors like weather, temperature, site location, and time. The primary research problem in this subject is to deal with uncertainty in DG integrated power system networks. Furthermore, unregulated and inappropriate RDG unit penetration in distribution networks may impair system performance. Several studies have been conducted in the field of optimal sizing and allocation or placement of multiple and multi-type DGs in distribution systems employing optimization techniques. For instance, [16] discusses some approaches which can handle uncertainties like monte carlo simulation (MCS), scenario-based analysis (SBA), point estimate method (PEM) etc. A monte carlo simulation (MCS) based probabilistic method has been designed in [17] to examine the impact of wind power and PV power generation on distribution networks. Besides, [18] takes the help of MCS and particle swarm optimization (PSO) for optimal sizing of renewable energy systems considering stochastic behaviour of energy resources. The authors in [19] proposed improved harris hawks based particle swarm optimizer (HHO-PSO) for integrating renewable energy sources into distribution networks incorporating PV and WT generation uncertainties. Furthermore, [20] suggests a hybrid mix of phasor particle swarm optimization and gravitational search algorithm (PPSOGSA) for integrating renewable energy sources into distribution networks while accounting...
for PV and WT generation and load uncertainties. In [21], an optimization technique called ant lion optimization algorithm (ALOA) has been introduced for optimal sizing and allocation of RDGs in a radial distribution network. Besides, in many of the works [22]–[28], backtrack search optimization algorithm (BSOA), artificial bee colony (ABC) algorithm, hybrid grey wolf optimizer, bacterial foraging optimization algorithm (BFOA), intelligent water drop (IWD) algorithm, stud krill herd algorithm (SKHA), and combined genetic algorithm-particle swarm optimization (GA-PSO) algorithm techniques were proposed for optimal DG sizing and placement. Moreover, optimization methods like mixed-integer non-linear programming (MINLP), multi-objective opposition based chaotic differential evolution (MOCDE) and evolutionary programming (EP) based technique have been suggested for optimal placement and sizing of DGs aiming loss minimization, and other techno-economic benefits [29]–[31]. The research in [32] employs the diagonal band Copula and the sequential monte carlo approach to optimally locate stochastic RDGs in imbalanced distribution power networks. Besides, [33] proposes a weighted aggregation PSO approach for tackling the selection of solar and wind RDGs based on their stochastic nature. Furthermore, the authors presented a bi-level metaheuristic method in [34] to solve the complex modelling approach of renewable energy sources and EV management in order to accomplish autonomous microgrids. In addition, [35] presents an optimization technique for determining the ideal placements and sizes of solar and wind generation systems while also managing EVs to assemble an autonomous microgrid. [36] presents quasi-reflection based slime mould algorithm (QRSMA) for solving optimal allocation and sizing problems of capacitors and distribution generations. Moreover, the authors in [37] have discussed optimal allocation of renewable distributed generation (RDG) into distribution systems considering seasonal uncertainties of solar-wind load demands. [38] proposes a new approach for optimal scheduling of renewable-based multi-energy microgrid (MEM) systems which focuses on robust optimization with flexible energy conversion and storage devices. A multi-objective probabilistic approach has been adopted in [39] for smart voltage control of wind-energy integrated systems. Furthermore, [40] presents comprehensive research on multi-objective optimization of multiple energy integrated stations for improving energy conversion and utilization efficiency.

The RDG planning research domain also includes realistic distribution networks that use real-time data. For instance, in the works of [41], the whale optimization technique (WOA) algorithm was evaluated on IEEE 15-bus, 33-bus, 69-bus, and actual distribution networks like 85-bus and 118-bus test systems to determine the optimal DG-units size. Furthermore, the authors of [42] introduced a robust and effective technique called hybrid particle swarm optimization combined with gravitational search algorithm (PSOGSA) and MMFO for determining the optimal location and capacity of RDG units for minimizing system power losses and operating costs while improving voltage profile and voltage stability. For simulation purposes, MEDN 15-bus and Moscow 111-bus practical test scenarios were analyzed. Besides, the authors of [43] proposed the power voltage sensitivity constant (PVSC) as a solution to the RDG allocation problem. A new metric is also proposed, which takes into account the amount of DG penetration as well as the percentage decrease in real power losses. The suggested technique’s findings have been validated on a conventional IEEE 33 bus system and a 130 bus actual distribution system in Jamawaramgarh, Jaipur. Additionally, the indicators of loss sensitivity factors and bus voltage magnitudes are included in [44] to construct a set of fuzzy expert rules for asserting the preliminary buses for distributed generator placement. The suggested backtracking search technique (BSA) approach enables the fuzzy decision-maker to select the best option among the pareto-optimal choices available. On 33- and 94-node radial distribution networks with varied situations, the key aspects of the BSA technique are evaluated. Moreover, in the works of [45], the efficacy of an appropriate control mechanism is demonstrated with case studies for deterministic RDG placement on base configurations of IEEE 30-bus and 57-bus systems utilizing the SHADE-EC algorithm. The SHADE-EC method is also used to solve the single-objective and multi-objective stochastic instances.

A. PROBLEM STATEMENT

Uncontrolled and excessive RDG unit penetration in distribution networks can have a negative impact on system performance. The prospect of bidirectional power flow, as well as difficulties such as higher power losses, voltage drop, reactive power management, and power quality issues, are among these concerns. Therefore, integration of RDG units in distribution networks necessitates much attention and proper planning to ensure the performance of the electrical network, such as system reliability, power quality, total active power loss reduction, and economic efficiency can be met. Besides, the power generated from RDG sources is mostly dependent on uncertainties like weather, temperature, location of site and time. The key challenge is to cope with uncertainties in DG integrated power system networks. Several studies have been conducted in the field of optimal sizing and allocation or placement of multiple and multi-type DGs in distribution systems employing different optimization techniques. The majority of these works are aimed at improving the distribution network’s technical parameters in terms of power loss reduction and voltage stability. Besides, the preceding studies indicate that determining the appropriate RDG location for distribution networks is a continuous challenge. The significance of optimization techniques in this research domain cannot be overestimated, as it would be advantageous if major improvements could...
be achieved utilizing a novel or modified optimization technique.

**B. RESEARCH GAPS**

Based on the aforementioned literature review, the following findings may be formed:

- Very limited works have been published on optimal RDG allocation and size when PV and WT generation uncertainties are combined with load uncertainties.
- The majority of previous studies have ignored the techno-economic assessment of the proposed techniques.
- The voltage stability margin index ($VSM_{sys}$) has yet to be investigated in this research domain.
- AHA is unexplored in the research domain of RDG sizing and allocation when load and generation uncertainties are considered.

**C. MAIN CONTRIBUTION**

The objective of this research is to evaluate the location and sizing of RDGs in order to minimize active power loss, maximize system voltage stability margins, minimize voltage deviation, and maximize overall yearly energy savings costs. The following is a list of the current work’s major contributions:

- PV and WT power generation, as well as load variation, are all factored into the RDG sizing and allocation problem.
- The stochastic characteristics are achieved by using appropriate probability density functions (PDFs).
- The Artificial hummingbird algorithm (AHA), a recently developed algorithm, is used to determine the optimal solution with high exploitation potential and exploration aptitude.
- The performance of the suggested AHA is assessed, and its superiority over two of the most recent metaheuristics used in this domain known as hybrid phasor particle swarm optimization and gravitational search algorithm (PPSOGSA) [20] and improved hawks based particle swarm optimizer (HHO-PSO) [19] is demonstrated.
- Several scenarios of PV and WT penetration are explored to test the algorithm’s efficacy, including and excluding uncertainties.
- In all the scenarios evaluated, AHA provides superior solutions and improves the techno-economic aspects of distribution networks.

The rest of the paper is organized as follows: Section II outlines the modelling approach, Section III presents AHA, Section IV describes the problem formulation, Section V presents the solution procedure, Section VI illustrates the simulation results, and Section VII concludes this work.

**II. MODELLING**

Renewable power is primarily affected by weather conditions such as solar irradiation, temperature, wind speed, etc. As a result, before planning the integration of RDG units into electrical networks, the uncertainties and unpredictable behaviour of renewable output power should be assessed extensively. Monte carlo simulation method is a probabilistic approach is the most used method to characterize power system uncertainties [16]. Besides, weibull and beta functions were used to model the uncertainty of wind speed and solar irradiance, respectively [18], [20]. For the purpose of this study, historical weather information for one year has been collected to obtain a typical annual profile for stochastic behaviour pattern of solar irradiance and wind speed [24], [46].

**A. MODELLING OF WT**

A wind turbine’s power generated, $P_{WT}$, can be formulated as [33], [47]:

$$P_{WT}(v) = \begin{cases} 0 & \text{for } v \leq v_{ci} \\ \frac{v-v_{ci}}{v_{ns}-v_{ci}} & \text{for } v_{ci} < v \leq v_{ns} \\ P_{WTR} & \text{for } v_{ns} < v \leq v_{co} \\ 0 & \text{for } v \geq v_{co} \end{cases}$$ (1)

The stochastic nature of wind resources in a specific location can be evaluated by utilizing the following weibull probability density function:

$$f_{v}(v) = \frac{k}{C} \left(\frac{v}{C}\right)^{k-1} e^{-\left(\frac{v}{C}\right)^{k}}$$ (2)

The weibull function’s cumulative distribution function can be expressed as Eq.(3) while wind speed can be determined from its inverse as shown in Eq.(4).

$$F_{v}(v) = 1 - e^{-\left(\frac{v}{C}\right)^{k}}$$ (3)

$$v = C \left[-\ln(r)\right]^{1/k}$$ (4)

where, $k$ and $C$ are the shape factors whose expected values can be found using the average and standard deviation (std) of the wind speed measurements in a period $t$ can be expressed as Eq.(5) and Eq.(6).

$$K^{t} = \left(\frac{\sigma_{v}^{t}}{\mu_{v}^{t}}\right)^{1.086}$$ (5)

$$C^{t} = \mu_{v}^{t}/\Gamma(1 + 1/K^{t})$$ (6)

Weibull PDF can be expressed in discrete form by sub-dividing the considered time interval $t$ into $N_{v}$ states. By considering $g$ as the inverse of $N_{v}$, Eq.(2) and Eq.(3) can be re-written and the forecasted WT power can be formulated as Eq.(7).

$$P_{WT} = \left[\sum_{g=1}^{N_{v}} P_{WTg} \times f_{v}(v_{g}^{t}) / \left[\sum_{g=1}^{N_{v}} f_{v}(v_{g}^{t})\right]\right]$$ (7)

where, $v = v_{g}^{t}$ and $f_{v}(v_{g}^{t})$ refers to the probability of wind speed at $t^{th}$ time interval for the $g^{th}$ state.
the considered time interval $t$ while considering deviation of the solar irradiance as shown in Eq.(10) and can be determined by considering the average and standard solar irradiance and it can be formulated as [33], [47]:

$$P_{PV} (G) = \begin{cases} (P_{PV R} + G^2)/(G_{STC} + R) & \text{for } G < R_c \\ (P_{PV R} + G)/G_{STC} & \text{for } G > R_c \end{cases}$$

(8)

The beta probability density function is used to achieve realistic PV unit modelling by considering the stochastic behaviour of solar irradiation.

$$f_s (G) = \begin{cases} \Gamma(\alpha + \beta)/\Gamma(\alpha) \ast \Gamma(\beta) \ast G^{\alpha+1} \ast (1 - G)^{(\beta-1)} & \text{for } 0 \leq G \leq 1, \alpha \geq 0, \beta \geq 0 \\ 0 & \text{otherwise} \end{cases}$$

(9)

where $\alpha$ and $\beta$ are the shape factors of beta function which can be determined by considering the average and standard deviation of the solar irradiance as shown in Eq.(10) and Eq.(12).

$$\beta^t = (1 - \mu_G^t) \ast [(\mu_G^t \ast (1 + \mu_G^t))/\sigma_G^t)^2] - 1$$

(10)

$$\alpha^t = (\mu_G^t \ast 1)/(1 - \mu_G^t)$$

(11)

Beta PDF can be taken into discrete form by sub-dividing the considered time interval $t$ into $N_s$ states. Thus, re-writing the Eq.(2) while considering $g$ from 1 to $N_s$, the forecasted PV generated power can be formulated as Eq.(12).

$$P_{PV} = \sum_{g=1}^{N_s} P_{PV R} \ast f_s(S_t^g) / \sum_{g=1}^{N_s} f_s(S_t^g)$$

(12)

III. ARTIFICIAL HUMMINGBIRD ALGORITHM

A hummingbird explores aspects such as the nectar amount and quality of certain flowers, as well as the nectar-refilling mechanism in order to pick a suitable source from a variety of food sources. Hummingbirds’ unique flying skills and precise foraging methods for accessing food sources inspired this algorithm, which varies from prior algorithms in terms of search domain diversity. The different flying patterns ensure that the algorithm has a high exploitation probability.
and exploration ability. Besides, a unique component called the visit table is also included in order to simulate the hummingbird’s memory for identifying suitable food sources. Hummingbirds employ three foraging approaches and three flying skills to collect food from sources. The three different flying patterns are known as axial, diagonal, and omnidirectional, as well as the three different search strategies are known as guided foraging, territorial foraging, and migration foraging. The following section includes three mathematical models that simulate three hummingbird foraging habits.

A. INITIALIZATION
A swarm of \( n \) hummingbirds is arbitrarily assigned to \( n \) food sources, as follows:

\[
{x}_w = LB + \text{rand}(UB - LB) \quad w = 1, \ldots, n
\]  
(17)

where \( LB \) and \( UB \), respectively represent the upper and lower bounds of a \( d \)-dimensional problem. \( \text{rand} \) is a random vector in the range \([0, 1]\) and the location of the \( w^{th} \) food supply that provides the solution to the particular objective is represented by \( x_w \). The visit table of the source of food can be specified as:

\[
VT_{w,e} = \begin{cases} 
0, & \text{if } w \neq e, \quad w = 1, \ldots, n \\
\text{null}, & \text{if } w = e, \quad e = 1, \ldots, n
\end{cases}
\]

(18)

when \( w = e \), the value of \( VT_{w,e} \) becomes null which means that a hummingbird is collecting its food from its particular source. Moreover, when \( w \neq e \) the value of \( VT_{w,e} \) becomes zero which implies that the \( e^{th} \) food source has been very recently searched by the \( w^{th} \) hummingbird in the current iteration.

B. GUIDED FORAGING
Every hummingbird has a general tendency for foraging the source of food with the most nectar volume, which implies that an intended source must possess a high replenishing rate of nectar and a lengthy interval without any visit. Three flying methods: omnidirectional, diagonal, and axial flights are utilized by providing a direction switch vector during foraging. This vector is utilized to determine if one or more \( d \)-dimensional space directions are accessible. Most birds can fly omnidirectionally, but hummingbirds can also glide axially and diagonally. The diagonal flight can be expressed as:

\[
D^{(w)} = \begin{cases} 
1, & \text{if } w = \text{randi}(1, d) \quad w = 1, \ldots, d \\
0, & \text{else}
\end{cases}
\]

(19)

The diagonal flight can be expressed as:

\[
D^{(w)} = \begin{cases} 
1, & \text{if } w = Pp(j), j \in [1, k] \\
\quad Pp = \text{randperm}(Kp) \\
\quad Kp \in [2, (r_1 \cdot (d - 2)) + 1] \\
0, & \text{else } w = 1, \ldots, d
\end{cases}
\]

(20)

The omnidirectional flight can be expressed as:

\[
D^w = 1 \quad i = 1, \ldots, d
\]

(21)

where, an arbitrary integer between 1 and \( d \) is returned by \( \text{randi} \). An arbitrary permutation sequence of integers between 1 and \( Kp \) is generated by \( \text{randperm}(Kp) \). \( r_1 \) is a random value between 0 and 1. Therefore, a food source is upgraded in terms of the target food source, which is identified from the current sources. Hence, the equation to replicate directed foraging is as follows:

\[
v_{pw} = x_{w,tar}(tp) + a.D.(x_w(tp) - x_{w,tar}(tp))
\]

(22)

\[
a \sim N(0, 1)
\]

(23)

\( x_w(tp) \) defines the location of the \( w^{th} \) source of food at current iteration \( tp \). \( x_{w,tar}(tp) \) is the location of the source of food that the \( w^{th} \) hummingbird plans to consume from, and that denotes a normal distribution with a mean value of zero and a standard deviation of one. Moreover, Eq.(22) allows each present source to modify its location with relation to the intended source of food and replicates guided foraging in hummingbirds using various flying patterns. Hence, the location of the \( w^{th} \) food source is updated as follows:

\[
x_{w}(tp+1) = \begin{cases} 
x_w(tp), & \text{if } f(x_w(tp)) \leq f(v_{pw}(tp+1)) \\
v_w(tp+1), & \text{if } f(x_w(tp)) > f(v_{pw}(tp+1))
\end{cases}
\]

(24)

where \( f \) signifies the fitness value of the function. According to Eq.(24), if the candidate food source’s
The nectar-refilling rate is greater than the present one, the hummingbird leaves the present source of food and consumes from the candidate food source following Eq. (22). The visit table is a key component of the AHA algorithm that retains the information about the visit to the sources of food. The visit table records how long each food source has been undiscovered, and a long undiscovered period indicates a high degree of visit. Through Eq. (25), every bird of the swarm accesses its desired source of food. When a bird undergoes guided foraging utilizing Eq. (22), keeping in mind its targeted source of food during each iteration, the visit levels of all the other sources are increased by one.

C. TERRITORIAL FORAGING

When the nectar of the flower has been exhausted, a hummingbird prefers to seek out a new source of food than it is to visit other current food sources. As a result, a hummingbird might easily migrate to an adjacent location within its own region, where a new food supply may be discovered. The mathematical equation for modelling hummingbirds’ territorial foraging behaviour is as follows:

\[ v_{pw}(tp + 1) = x_w(tp) + bp.D.x_w(tp) \] (25)

\[ bp \sim N(0, 1) \] (26)

The territorial factor, \( bp \), has a mean value of zero and a standard deviation of one and follows a normal distribution. By using its specific flight talents as Eq. (25), every hummingbird can swiftly identify a new source of food in its nearby surroundings.

D. MIGRATION FORAGING

If the number of iterations surpasses the previously specified migration coefficient value, the bird which is at the source of food with the lowest replenishing rate of nectar will arbitrarily look for a new source of food within the territory. A hummingbird’s migratory foraging to a destination might be described as follows:

\[ x_{wor}(tp + 1) = LB + rand(UB - LB) \] (27)

Here, \( x_{wor} \) is the source of food with the lowest replenishing rate of nectar. The following is a preferred definition for the migration coefficient in terms of population size (\( n \)):

\[ tp = 2n \] (28)

According to Eq. (22), in the initial stages of iterations, exploration is stressed due to the significant distance between food sources, but as the number of iterations increases, the distance iteratively reduces, and therefore exploitation is prioritized.

IV. PROBLEM FORMULATION

Incorporating RDGs complicates the optimal placement problem due to having unpredictable and stochastic properties [45]. Therefore, non-linear, constrained and discrete optimization should be incorporated in the planning methods.

A. OBJECTIVE FUNCTION

The fundamental objective of this work is to maximize the techno-economic benefits of RDGs in distribution networks. Several aspects are explored to comprehend the simulation, including active power loss minimization, bus voltage improvement, network voltage stability margin (VSM) enhancement, and yearly economic loss reduction. Using the weighted sum approach, these four evaluation criteria can be integrated into a single objective function.

\[ OF = \min (\omega_1 \ast OF_1 + \omega_2 \ast OF_2 + \omega_3 \ast OF_3 + \omega_4 \ast OF_4) \] (29)

where, \( OF_1, OF_2, OF_3, OF_4 \) denotes the reduction in total active power losses, strengthening bus voltages by minimizing voltage deviation, improvement of VSM of the network, increasing the amount of total annual energy saving, respectively. \( \omega_1, \omega_2, \omega_3, \omega_4 \) represents the weighted factors assigned to \( OF_1, OF_2, OF_3, OF_4 \) respectively and total sum of absolute values of \( \omega_1, \omega_2, \omega_3, \omega_4 \) is considered to be equal to 1. It should be noted that all weighted factors are considered to be the same with a value of 0.25. Furthermore, all the values of Eq.(29) are in per unit (p.u) values.

The four components of \( OF \) can be expressed mathematically like following equations.

\[ OF_1 = P_{loss} = \sum_{b=1}^{NBR} P_{loss,b} \] (30)

\[ OF_2 = V_D = \sum_{i=1}^{NB} |V_i - V_{ref,i}| \] (31)

\( V_D \) is considered as the total voltage deviation while \( V_i \) denotes the actual voltage magnitude (p.u) at \( i^{th} \) bus and \( V_{ref,i} \) represents 1.0 (p.u) of voltage magnitude.

\[ OF_3 = \frac{1}{V_{SM_{sys}}} \] (32)

\[ OF_4 = \frac{1}{TAES} \] (33)

where,

\[ TAES = AEL_{T,noDG} - AEL_{T,DG} \] (34)

\[ AEL_{T,noDG} = P_{loss,no-DG} \ast C_E \ast 8760 \] (35)

\[ AEL_{T,DG} = P_{loss,DG} \ast C_E \ast 8760 \]

\[ + [(C_{DG} \ast \sum_{m=1}^{N_{DG}} P_{DG,m})/CRF] \] (36)
CRF = \[ R \times (1 + R)^{T_{DG}} / [(1 + R)^{T_{DG}} - 1] \] (37)

B. CONTROL VARIABLES

Positions, or indices of connected buses, and the number of elementary RDG units that should be connected at these buses are the control variables in this optimization problem. Considering these two variables, the RDG farms’ optimum rated power can be determined as:

\[ P_{RDG} = N_{RDG} \times P_{RDG} \] (38)

where \( P_{RDG} \) is the RDG farms’ total rated power, \( N_{RDG} \) is the number of elementary RDG units that make up an RDG farm (WT farm or PV farm), and \( P_{RDG} \) is the rated power of an elementary RDG unit.

C. EQUALITY AND INEQUALITY CONSTRAINTS

To solve the provided objective function, a number of equality and inequality constraints are considered.

i. Power balance equation: The total real and reactive power provided from the grid (slack bus) and supplied by the RDGs should be equal to the real and reactive power demand of the loads, including real and reactive power losses.

\[ P_{slack} + \sum_{m=1}^{N_{DG}} P_{DG,m} = \sum_{i=1}^{N_{B}} P_{D,i} + \sum_{b=1}^{N_{BR}} P_{Loss,b} \] (39)

\[ Q_{slack} + \sum_{m=1}^{N_{DG}} Q_{DG,m} = \sum_{i=1}^{N_{B}} Q_{D,i} + \sum_{b=1}^{N_{BR}} Q_{Loss,b} \] (40)

ii. Voltage limit: Voltage magnitudes at each bus must be kept within certain limits.

\[ V_{i-min} \leq V_i \leq V_{i-max} \]

iii. Power flow limit: The thermal limit of branch \( k \) should not be exceeded by the apparent power carried by it.

\[ S_l \leq S_{l-max} \] (42)

Total RDG generation must have maximum value, which is associated with the total load demand and a coefficient factor termed as \( \mu \). The coefficient \( \mu \) is normally set in the range of \((0.4-1)\) to avoid reverse power flow into the main substation \[49\]. In addition, the RDG power factor must stay within permissible limits.

\[ \sum_{m=1}^{N_{DG}} S_{DG,m} = \mu \times \sum_{i=1}^{N_{B}} S_{D,i} \] (43)

\[ S_{DG,m} \leq S_{DG,max} \] (44)

iv. RDG Capacity Constraints: The active power capacity of each RDG farm is limited to a specific maximum.

\[ N_{RDG} \times P_{RDG} \leq N_{RDG_{max}} \times P_{RDG} \] (45)

where \( N_{RDG} \) is the number of elementary RDG units which comprises the RDG farm at location \( i \); \( P_{RDG} \) is the rated power of elementary RDG unit at location \( i \); and \( N_{RDG_{max}} \) is the maximum number of elementary RDG units at location \( i \).

v. VSM limit: For efficient operation, the \( VSM_{sys} \) value of a distribution system should remain between 0.67 and 1.0 \[51\].

\[ 0.67 \leq VSM_{sys} \leq 1.0 \] (46)

D. VOLTAGE STABILITY MARGIN

Voltage stability margin (VSM) \[51\] correlates voltage collapse and branch loading of a distribution network. Fig. 4 represents a radial feeder with a number of \( k \) branches whose loading indices, \( L_k \) can be formulated as:

\[ L_k = (2V_q \cos \delta_q - 1)^2 \] (47)

The voltage magnitudes of bus \( q \) and bus \( v \) are represented by \( V_q \) and \( V_v \), respectively, whereas \( \delta_q \) specifies the phase angle difference between these buses. Now, VSM can be calculated as the product of all loading indices for all branches of the given radial feeder.

\[ VSM = \prod_{l=1}^{\Omega} L_k \] (48)

where \( \Omega \) covers up all the branches of the radial feeder from the starting bus \( q \) to the ending bus \( h \). If there are several feeders in a system, then \( VSM_{sys} \) is calculated as the \( VSM \) of the feeder with the minimum value.

\[ VSM_{sys} = \min(VSM_1, VSM_2, VSM_3, ..., VSM_{ssf}) \] (49)

where ssf represents the system’s total number of feeders.

E. TEST SYSTEMS DESCRIPTION

IEEE 33 bus \[52\] and IEEE 69 bus \[53\] distribution systems are employed as test systems in this work.

The one-line schematics for the IEEE 33 and IEEE 69 buses are shown in Fig. 5 and Fig. 6, respectively. The total load demand of the IEEE 33 bus system is 3.715 MW and 2.3 MVAr, whereas the total load demand of the IEEE 69 bus system is 3.802 MW and 2.695 MVAr. Furthermore, under normal operating conditions, total active power loss is 202.5...
TABLE 2: System parameters and initial power flow metrics of IEEE 33 and 69 bus system

| Parameters          | 33 bus system | 69 bus system |
|---------------------|---------------|---------------|
| $N_{BR}$            | 33            | 69            |
| $V_{sys(kV)}$       | 12.66         | 12.66         |
| Base$\text{MVA}$   | 100           | 100           |
| $P_{load(MW)}$      | 3.715         | 3.802         |
| $Q_{load(Mvar)}$    | 2.30          | 2.695         |
| $P_{loss(kW)}$      | 202.5         | 220.3         |
| $V_{min, bus(p.u.)}$| 0.9131        | 0.9105        |
| $V_{max, bus(p.u.)}$| 1             | 1             |
| $V_{SMsys}$         | 1.7002        | 1.7800        |
| $AEL_{T, noDG}($    | 0.6940        | 0.6849        |
|                    | 88695         | 96481.4       |

V. SOLUTION PROCEDURE

The following is a generic technique for using the proposed optimization algorithm to address the problem of optimal sizing and placement of RDG units in distribution networks.

Step 1: Set the network setup, bus data, branch specifications and load data.

Step 2: Specify the technical and economic information about the elementary RDG devices.

Step 3: Set the number of RDG farms ($N_{RDGF}$) that will be coupled to the network, as well as the maximum number and types of elementary RDG units that will be attached at a particular network bus.

Step 4: Generate the usual daily output power illustrations for WT and PV utilizing weibull and beta probability distribution functions by random sampling, respectively. Furthermore, for each season, the normal probability distribution function of the usual daily load profiles should be stated. To supplement the information, the mean values and standard deviations of wind speed and solar irradiation are obtained for each hour of a typical day using the collected data, which is then used to produce discrete PDFs of wind speed and solar irradiance for each hour.

Step 5: Specify algorithmic variables including population size and the number of iterations, and then form the initial population set. A potential solution, for example, can be represented by a vector consisting of a combination of RDG farm locations and rated power, i.e., the number of elementary RDG units at these locations.

Step 6: Compute each agent’s objective function from the existing population.

Step 7: Use the AHA operators to generate new population set.

Step 8: Steps 6 and 7 should be repeated until the maximum number of iterations is exceeded.

Step 9: Return the best solution from the last iteration, including the optimal positions (bus locations) and rated power (RDG type and the number of elementary RDG units at each of these bus locations).

VI. SIMULATIONS RESULTS

IEEE 33 bus and 69 bus radial distribution systems are employed as test systems in this work. The flowchart of the algorithm is depicted in Fig. 7. The system performances are analyzed and compared to HHO-PSO.
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FIGURE 7: Flowchart of RDG planning optimization

TABLE 4: IEEE 33 bus optimal size and location of RDG farms

| Algorithm | Farm | Location bus | \( N_{RDG} \) | \( P_{RDGF} \) |
|-----------|------|--------------|---------------|---------------|
| PPSOGSA   | PV   | 13           | 5             | 1             |
|           | WT   | 29           | 9             | 1.8           |
| HH0-PSO   | PV   | 33           | 8             | 1.6           |
|           | WT   | 13           | 5             | 1             |
| AHA       | PV   | 11           | 7             | 1.4           |
|           | WT   | 6            | 6             | 1.2           |

TABLE 5: IEEE 33 bus optimised results of economical and technical metrics for ten years

| Index       | PPSOGSA | HH0-PSO  | AHA     |
|-------------|---------|----------|---------|
| Energy loss (MWh) | 8074.1245 | 9539.465 | 7700.4135 |
| Average \( V_D \) | 0.096   | 0.14     | 0.093   |
| Average VSM | 0.921   | 0.912    | 0.932   |
| TAES | 591969.3 | 518682.64 | 610682.342 |

and the PPSOGSA algorithms using MATLAB software to analyze the efficiency of the proposed AHA algorithm. The Newton-Raphson power flow method is adopted in this study. In addition, two types of simulations were investigated to check the validity of the proposed algorithm. Firstly, optimal RDG sizing and placement problem are simulated by considering the effect of uncertainties in RDG generation and seasonal load profiles. Secondly, under a constant power load, ideal RDG size and location are simulated without...
Table 6: IEEE 69 bus optimal size and location of RDG farms

| Algorithm   | Farm | Location bus | \(N_{RDG}\) | \(P_{RDG}\) |
|-------------|------|--------------|-------------|-------------|
| PPSOGSA     | PV   | 61           | 9           | 1.8         |
|             | WT   | 13           | 5           | 1           |
| HH0-PSO     | PV   | 61           | 9           | 1.8         |
|             | WT   | 69           | 6           | 1.2         |
| AHA         | PV   | 61           | 9           | 1.8         |
|             | WT   | 17           | 3           | 0.6         |

Table 7: IEEE 69 bus optimised results of economical and technical metrics for ten years

| Index                             | PPSOGSA       | HHOPSO        | AHA           |
|-----------------------------------|---------------|---------------|---------------|
| Energy loss (MWh)                 | 5585.996      | 6018.714      | 5241.7885     |
| Average VD                        | 0.0639        | 0.1125        | 0.0622        |
| Average VSM                       | 0.951         | 0.933         | 0.958         |
| TAES                              | 803566.442    | 782101.18     | 821007.1      |

Table 8: Input parameters for RDG sizing and placement without considering uncertainties

| Parameter                  | Value |
|----------------------------|-------|
| \(N_{iter,\text{max}}\)   | 100   |
| \(N_{pop}\)                | 50    |
| \(N_{runs}\)               | 50    |
| Bus voltage limits (p.u.)  | \([-5%, 5]\) |
| RDG size limits (MVA)      | \(S_{DG,\text{max}} \leq 2\) |
| Total generation (MVA)     | \(\sum_{m=1}^{N_{DG}} S_{DG,m} \leq 3\) |
| RDG PF limits              | \(pf_{PV} = 1 \& 0.65 \leq pf_{WT} \leq 1\) |
| \(C_{DG} ($/kW)\)         | 30    |
| \(T_{DG} (\text{years})\) | 10    |
| \(C_{E} ($/kWh)\)         | 0.05  |
| \(R(\%)\)                 | 10    |
for each hour is 2.7% lower and 80.8% lower than that of PPSOGSA and HHO-PSO, respectively. Furthermore, AHA outperforms all the other algorithms with respect to \(V_{S M,sys}\), and overall energy savings. In a bar diagram, Fig. 8 illustrates the findings compared in percentage with respect to AHA.

**B. RDG SIZING AND PLACEMENT WITHOUT CONSIDERING UNCERTAINTIES**

To validate the suggested algorithm’s efficiency in contrast to previous optimization techniques, the problem of RDG sizing and placement for dispatchable RDG units is investigated. Multiple PV and WT penetration levels are simulated and assessed. The PV induces solely active power, whereas the WT can accommodate both active and reactive power. Furthermore, it is anticipated that only one RDG unit can be penetrated on the same bus at a time. A potential solution set, for example, can be represented as a vector composed of three variables such as PV/WT locations, size, and the power factor of RDG units at these locations. The first variable determines the placement of RDGs on network buses. The second variable represents the power generation of RDGs at the given load level, with actual values ranging from 0 to the maximum capacity of the related RDG. Each of the third variable has a value ranging from 0 to 1 and indicates the optimal power factor of the installed WT-DG units. However, when PV-type DG units are installed, the values of that variable are always 1. Besides, it has been assumed that the load model is constant and PV’s and WT’s generation is not affected by natural uncertainties. The fundamental purpose of the optimization is to identify the most appropriate size and location of RDGs in order to improve the distribution system’s techno-economic efficiency.

Table 8 displays the input data and cost parameters for the optimum planning problem. Two scenarios of RDG integration, including two and three PV/WTs, are investigated to demonstrate the beneficial impacts of appropriate allocation on system performance. Table 9 compares the results of the AHA simulation to other methods for locating and sizing several RDG units. In order to reduce power loss and voltage variation, the proposed AHA algorithm appears to outperform the rest of the algorithms studied for the 69-bus system, just as it did for the 33-bus system. In addition, AHA

| Case | Algorithm | Optimal result | Loss (kW) | Deviation | VSM | TAES |
|------|-----------|----------------|----------|-----------|-----|------|
| 2 PV | HHO PSO  | 2.0750 | 1 | 108.7 | 0.2604 | 0.977 | 48872.69 |
| PSO PGA | 1.19 | 13 | 1.2327 | 1 | 110.1 | 0.2391 | 0.977 | 4855.15 |
| AHA | 14 | 0.9827 | 1 | 95.1 | 0.177 | 0.977 | 54845.48 |
| 3 PV | HHO PSO | 2.0746 | 1 | 103.6 | 0.2999 | 0.977 | 51111.28 |
| PSO PGA | 11 | 1.3383 | 23 | 0.6172 | 1 | 92.7 | 0.1528 | 0.973 | 55887.59 |
| AHA | 19 | 0.6833 | 1 | 91.2 | 0.1307 | 0.9758 | 60934.07 |
| 2 WT | HHO PSO | 2.0859 | 20 | 0.9951 | 0.9756 | 59.6 | 0.3317 | 0.9771 | 70370.8863 |
| PSO PGA | 15 | 0.7282 | 64 | 1.9971 | 1 | 0.8687 | 0.784 | 23.7 | 0.152 | 0.9722 | 86089.27 |
| AHA | 14 | 1.9984 | 1 | 18.7 | 0.0906 | 0.9772 | 88298.91 |
| 3 WT | HHO PSO | 2.0725 | 27 | 1.3817 | 0.9746 | 70.7 | 0.2679 | 0.959 | 65527.04 |
| PSO PGA | 45 | 0.1405 | 65 | 1.9565 | 0.8611 | 47.1 | 0.2106 | 0.9722 | 75841.93 |
| AHA | 18 | 0.7268 | 58 | 1.4962 | 0.7827 | 11.8 | 0.0899 | 0.9772 | 91328.73 |
outperforms the other algorithms in terms of yearly energy savings and VSM value. According to the results obtained for both test systems, AHA has the lowest energy loss, lowest voltage deviation, maximum voltage stability margin, and maximum yearly energy savings, which demonstrates the algorithm's superiority over other optimization approaches.

FIG. 10 depicts the impact of RDG with optimal placements and sizes on the network voltage profile. The voltage deviation is clearly minimized with proper RDG unit connections, where the voltage magnitude on each bus is within allowed ranges of 0.95-1.05 p.u. Also, it has been identified that AHA provides the optimal solution for each case with the minimum amount of total voltage deviation. Besides, WTs provide a superior voltage profile and significantly improve the system voltage stability compared to PVs because of their ability to supply reactive power.
As illustrated in Fig. 11, AHA converges significantly faster than HHO-PSO and PPSOGSA for each of the systems. The findings reveal that the AHA accelerates to the near optimal solution swiftly and with consistent convergence characteristics when compared to the other two algorithms. Table 11 compares the best value, worst value and the mean value of the results along with the computational time obtained by PPSOGSA, HHO-PSO, and proposed method over 50 runs in the scenarios of 3 WT and 3 PV installation in IEEE 69 bus system. AHA appears to surpass the other two algorithms in terms of power loss value. In most circumstances, the worst AHA result is better than the best HHO-PSO and PPSOGSA results. Furthermore, AHA outperforms HHO-PSO and PPSOGSA in terms of elapsed time, with HHO-PSO having the longest computing time of all the methods. These statistical indicators strongly suggest that the proposed method outperforms PPSOGSA and HHO-PSO in terms of providing better and more consistent results.

The tested results are obtained using various scenarios in order to demonstrate the algorithm’s effectiveness. The suggested technique, known as the Artificial Hummingbird Algorithm, has been found to be more beneficial than previous algorithms for RDG sizing and placement, regardless of whether weather or load uncertainty is included. For added information, the test is completed by considering DGs as dispatchable units (2PV, 3 PV, 2WT, 3 WT) for both the IEEE 33 and IEEE 69 bus systems. Furthermore, AHA gives superior solutions and enhances the techno-economic characteristics for both the simulation types. Therefore, the suggested technique may be recommended for optimal location and sizing of RDGs in real distribution systems considering both weather and load uncertainties.

The implications of concurrent installation of PV and WT on existing distribution networks may be studied in the future using real-time load and weather data. Besides, the weighted factors of the techno-economic indices of the objective function can be modified to assess the results variation of the suggested techniques. Moreover, future works may include energy storage technologies for distribution systems.
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