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Abstract

For the Edwards-Anderson model we find an integral representation for some surface terms on the Nishimori line. Among the results are expressions for the surface pressure for free and periodic boundary conditions and the adjacency pressure, i.e., the difference between the pressure of a box and the sum of the pressures of adjacent sub-boxes in which the box can been decomposed. We show that all those terms indeed behave proportionally to the surface size and prove the existence in the thermodynamic limit of the adjacency pressure.
1 Introduction

The next to the leading term in the volume for typical extensive quantities in statistical mechanics like the free energy is usually expected to behave as a surface at least for finite-dimensional (non mean-field) models and regular potentials. This fact has been analyzed since the seminal work by Fisher and Lebowitz [FL] on classical particle systems and followed by a series of results in Euclidean quantum field theories [G, GRS] and in ferromagnetic spin models [FC].

Much less is known in the spin glass case. In the Edwards-Anderson model for instance the proof that the correction size behavior is indeed a surface came only very recently [CG1, CG2] stemming from the spectacular interpolation technique which changed the landscape of the rigorous results in the mean field spin glass models [GT, G2].

In this paper we perform the analysis of three surface terms for a finite-dimensional model with a non-centered quenched interaction. Our study is made within a generalization of the Nishimori line (see definition in Sect. 2), in which several exact results can be obtained from the gauge symmetries of the model [N, N2] (see also the appendix where we provide a self-contained treatment of some aspects). The first term we consider is the adjacency pressure, i.e., the difference, for free boundary conditions, between the pressure of a box and the sum of the pressures of the disjoint adjacent sub-boxes in which the large box has been decomposed (see [CF] for its treatment in the ferromagnetic case). We show in Theorem 1 that such a term behaves indeed like the total surface of contact between the sub-boxes and that its value per unit surface exists in the thermodynamic limit. Our method produces in fact an integral representation for its limiting value and is strongly based on an inequality which has been recently proved [MNC] to hold on the NL and which allows to reach in this case the same level of control which one obtains in ferromagnetic models where the second Griffiths inequality [Gr] holds true. To our knowledge this is the only case in disordered systems in which a surface quantity per site can be shown to exist. We consider also two other surface terms: the difference of the pressure between free and periodic boundary conditions and the pure surface pressure on free boundary conditions. Our method (see Theorems 2 and 3) leads in this case to a
control on the size of these terms which turns out to be indeed that of the surface of the box.

2 Surface Terms

For Ising spins $S_n$, $n \in \Lambda \subset \mathbb{Z}^d$, we consider a nearest neighbor potential

$$U = \sum_{b \in B(\Lambda)} \beta_b J_b S_b ,$$

(2.1)

where $B(\Lambda)$ is the set of bonds $b = (n, n')$, i.e., the couples of nearest neighbor sites $n$ and $n'$ in $\Lambda$, the parameter $\beta_b \geq 0$ are local inverse temperatures, $S_b = S_n S_{n'}$, and the $J_b$ are independent Gaussian random variables defined by the average

$$[J_b] = \mu_b \geq 0 ,$$

(2.2)

and the variance

$$[(J_b - \mu_b)^2] = \sigma_b^2 .$$

(2.3)

The generalized NL for the present case of local temperature is defined by the two conditions $\beta_b = x_b / \sigma_b$ and $\mu_b = \sigma_b x_b$ for every choice of $x_b \geq 0$ [MNC].

By definition the quenched pressure of the model is defined as

$$P = \int \prod_b \frac{dJ_b}{\sqrt{2\pi \sigma_b}} e^{-\frac{(J_b - \mu_b)^2}{2\sigma_b^2}} \ln \sum_{\{S\}} e^{\sum_b \beta_b J_b S_b} ;$$

(2.4)

on the NL one can introduce the Gaussian variable $j_b = J_b / \sigma_b$ whose mean is $x_b$ and variance is 1 and observe that the pressure admits the representation

$$P(\{x\}) = \int \prod_b \frac{dj_b}{\sqrt{2\pi}} e^{-\frac{(j_b - x_b)^2}{2}} \ln \sum_{\{S\}} e^{\sum_b x_b j_b S_b} ,$$

(2.5)

where the notation is stressing the fact that on the NL the only parameters the pressure depends on are the positive numbers $x_b$.

The first surface term we want to consider is the difference, at inverse temperature $\beta$, between the pressure of a box $\Lambda$ and the sum of the pressures for a disjoint decomposition
of it: \( \Lambda = \bigcup_i \Lambda_i \), where \( \Lambda \) and \( \Lambda_i \) are both with free boundaries. We expect such a quantity to be of the size of the corridor \( C \), i.e., the set of bonds joining neighboring regions of the \( \Lambda_i \) and we will call it \( T_C \). To prove it we choose the family \( \{x\} \) according to the law

\[
x_b = \begin{cases} 
\beta \sigma \sqrt{t}, & \text{if } b \in C, \\
\beta \sigma, & \text{otherwise}.
\end{cases}
\]

(2.6)

With this choice the pressure is a function of \( \beta \) and \( t \), \( P(\beta, t) \). Clearly \( P(\beta, 1) = P_\Lambda(\beta) \), where \( P_\Lambda(\beta) \) is the pressure of a box \( \Lambda \) at the inverse temperature \( \beta \) on the NL and analogously \( P(\beta, 0) = \sum_i P_{\Lambda_i}(\beta) \) since the zero value of the interaction along the corridor makes the subsets independent. By the fundamental theorem of calculus

\[
T_C = P_\Lambda(\beta) - \sum_i P_{\Lambda_i}(\beta) = P(\beta, 1) - P(\beta, 0) = \int_0^1 \frac{\partial}{\partial t} P(\beta, t) dt.
\]

(2.7)

Moreover

\[
\frac{\partial}{\partial t} P(\beta, t) = \sum_b \frac{\partial P(\{x\})}{\partial x_b} \frac{dx_b}{dt},
\]

(2.8)

where \( x_b \) is set according to (2.6) after differential \( \partial P / \partial x_b \). From (2.6) we obtain

\[
\frac{dx_b}{dt} = \begin{cases} 
\beta \sigma / 2 \sqrt{t}, & \text{if } b \in C, \\
0, & \text{otherwise}.
\end{cases}
\]

(2.9)

Introducing the Boltzmann-Gibbs expectation at fixed disorder

\[
\langle S_b \rangle = \frac{\sum_{\{S\}} S_b e^{U'}}{\sum_{\{S\}} e^{U'}},
\]

(2.10)

we can show by a straightforward computation (see appendix) that

\[
\frac{\partial P}{\partial x_b} = x_b [\langle S_b + 1 \rangle].
\]

(2.11)

Putting together (2.7), (2.8), (2.9) and (2.11) we obtain

\[
T_C = \frac{\beta^2 \sigma^2}{2} \sum_{b \in C} \int_0^1 [\langle S_b + 1 \rangle]_1 dt,
\]

(2.12)

where we have indicated explicitly the dependence on the parameter \( t \) of both the Gaussian integration \( [\cdot \cdot \cdot] \) which depends on \( t \) through its mean \( x_b \) and the Boltzmann-Gibbs state.
which depends on it through the potential. Let us now write $\beta \sigma = x$. Defining the average bond-spin on the corridor as $S_C = |C|^{-1} \sum_b S_b$ we find

$$T_C = \frac{|C|}{2} x^2 \left( 1 + \int_0^1 \langle \langle S_C \rangle \rangle_t dt \right).$$

(2.13)

If, for instance, we choose $\Lambda$ to be a $d$-dimensional square box of side $2L$ and the sets $\Lambda_i$ to be the $2^d$ hypercubes which compose it, we immediately find that the cardinality of $C$ is equal to the surface of $\Lambda$, i.e., $|C| = d(2L)^{d-1}$ up to a lower-order term ($O(L^{d-2})$). In this case we can write with obvious meaning of the symbols

$$\frac{T_L}{L^{d-1}} = d x^2 2^{d-2} \left( 1 + \int_0^1 \langle \langle S_C \rangle \rangle_t dt \right).$$

(2.14)

This representation allows us to show that the limit of the quantity on the left-hand side when $L$ goes to $\infty$ does exist. In fact it is possible to see that each correlation $\langle \langle S_b \rangle \rangle$ is, on the NL, monotonic increasing with respect to any $x_b'$:

$$\frac{d}{dx_b'} \langle \langle S_b \rangle \rangle \geq 0.$$  

(2.15)

This inequality originally proved in [MNC] (see also the appendix) plays the same role as the second Griffiths inequality for ferromagnetic systems [Gr] and leads immediately, by a similar argument, to the existence of the thermodynamic limit of the correlation functions for free boundary conditions. From the existence of the bond correlation functions it is possible to deduce the existence of the quantity $\langle \langle S_C \rangle \rangle$, which turns out to coincide with its thermodynamically relevant component, i.e., the value of the bond correlation function away from the boundary of each cube hyperface. The proof runs in full parallel to the ferromagnetic case and is treated, for instance, in [FC] (see also [Si] Theorem II.8.3).

The arguments developed so far can be summarized as follows:

Theorem 1 On the NL the term $T_L$ produced by subtracting from the pressure of a square $d$-dimensional box of side $2L$ (with free boundaries) those of the composing sub-boxes of side $L$ grows in proportion to the surface size $L^{d-1}$. The ratio

$$\frac{T_L}{L^{d-1}}$$

(2.16)
exists in the thermodynamic limit and admits the representation
\[ dx^2 2^{d-2} \left( 1 + \int_0^1 [\langle S_1 S_2 \rangle_t] dt \right) \] (2.17)
where the two spins \( S_1 \) and \( S_2 \) are two nearest neighbors of two adjacent boxes far away from the outer boundaries. The quenched states are computed for free boundary conditions and with the interpolation scheme (2.6).

It is interesting to observe that while the same term is known to have a surface size also in the Edwards-Anderson model with symmetric randomness [CG2] its existence is still an open question due to the lack of an inequality of the type of the second Griffiths inequality which would ensure the existence by monotonicity of the correlation functions.

The next term we want to estimate is the difference between the quenched pressure for periodic (\( \Pi \)) and free (\( \Phi \)) boundary conditions. In order to find its size dependence we consider the \( d \)-dimensional torus of side \( L, \Pi_L \), and we define \( C \) to be the standard cut of the torus, i.e., the set of bonds cutting along which the torus unfolds into the hypercube \( \Lambda_L \). The argument proceeds like in the previous case with formally the same definition of the interpolating parameters \( \{ x \} \) as in (2.6). In this case we have
\[ T_L^{(\Pi, \Phi)} = P_{\Pi_L}(\beta) - P_{\Lambda_L}(\beta) = P_{\Pi_L}(\beta, 1) - P_{\Pi_L}(\beta, 0) = \int_0^1 \frac{\partial}{\partial t} P_{\Pi_L}(\beta, t) dt . \] (2.18)
Since the cardinality of \( C \) is now \( dL^{d-1} \), (2.13) lead to
\[ T_L^{(\Pi, \Phi)} = \frac{1}{2} dx^2 L^{d-1} \left( 1 + \int_0^1 [\langle S_C \rangle_t^{(\Pi_L)}] dt \right) , \] (2.19)
where the brackets represent the Boltzmann-Gibbs state at fixed disorder for periodic boundary conditions and the quenched states are computed in the suitable interpolation scheme. We can thus formulate the following theorem:

**Theorem 2** On the NL the term \( T_L^{(\Pi, \Phi)} \) obtained by subtracting from the pressure for periodic boundary conditions the one with free boundary conditions grows like a surface and admits the integral representation
\[ \frac{1}{2} dx^2 L^{d-1} \left( 1 + \int_0^1 [\langle S_C \rangle_t^{(\Pi_L)}] dt \right) . \] (2.20)
where the quenched states are computed for periodic boundary conditions and with the interpolation scheme (2.6) along the standard cut of the torus.

Although the inequality (2.15) holds in complete generality, one cannot deduce from it the existence by monotonicity of the correlation functions for periodic boundary conditions and, by consequence, the existence result of the surface term in the thermodynamic limit is not within reach at present. One encounters the same difficulty in the ferromagnetic case (see again [Si] Theorem II.8.3).

The final expression we want to consider represents the genuine surface pressure defined, for boundary conditions \( \Xi = \Pi \) or \( \Phi \), as (see [Si])

\[
T_{\partial \Lambda}^{(\Xi)} = P_{\Lambda}^{(\Xi)} - p|\Lambda|, \tag{2.21}
\]

where \( p \) is the limiting pressure per site. The existence by monotonicity of the quantity \( p \) on the NL has been proved for free boundary conditions in [MNC]. The result of the previous theorem tell us that the difference \( P_{\Pi L}(\beta) - P_{\Lambda L}(\beta) \) is of the order of a surface: by consequence the pressure per site \( p_L = P_{\Lambda}^{(\Xi)} / L^d \) converges to the same value \( p \) for both free and periodic boundary conditions. One may prove along the same lines (using interpolation between two assigned boundary conditions as in (2.6) and taking the fact into account that (2.11) is valid for any boundaries) that the limiting pressure exists for a wide class of boundary conditions and its value is the same for all of them.

Let us take a square box \( \Lambda \) of side \( L \) and its \( k \)-magnification, i.e., the box of side \( kL \). For free boundary conditions

\[
P_{L}^{(\Phi)} = \left[ \ln (Z_L^{(\Phi)}) \right] = k^{-d} \left[ \ln (Z_L^{(\Phi)}) k^d \right]. \tag{2.22}
\]

On the other hand the same limiting pressure can be obtained for instance for periodic boundary conditions

\[
pL^d = \lim_{k \to \infty} k^{-d} \left[ \ln (Z_{kL}^{(\Pi)}) \right]. \tag{2.23}
\]

By (2.22) and (2.23) we obtain

\[
T_{\partial \Lambda}^{(\Phi)} = \left( P_{L}^{(\Phi)} - pL^d \right)
= \lim_{k \to \infty} k^{-d} \left[ \ln (Z_L^{(\Phi)}) k^d - \ln (Z_{kL}^{(\Pi)}) \right]. \tag{2.24}
\]
In this case we define the corridor \( C \) as the set of nearest neighbors belonging to adjacent boxes of side \( L \) which compose the large torus of side \( kL \). Following the same procedure as before we arrive at

\[
T_{\partial \Lambda}^{(\Phi)} = - \lim_{k \to \infty} k^{-d} \int_0^1 \frac{\partial}{\partial t} P_{\Pi_{kL}}(\beta, t) dt ; \tag{2.25}
\]
in this case the cardinality of \( C \) turns out to be \( dL^{d-1}k^d \) which, together with the computation of the derivative, leads us to the following result:

**Theorem 3** On the NL the surface pressure for free boundary conditions grows like a surface and admits the integral representation

\[
T_{\partial \Lambda}^{(\Phi)} = - \frac{d}{2} x^2 L^{d-1} \left( 1 + \int_0^1 \left[ \langle S_C \rangle_\Pi t \right]_t dt \right), \tag{2.26}
\]
where the brackets represent the Boltzmann-Gibbs state of an infinite system for periodic boundary conditions made up of boxes of side \( L \) and interpolated along the adjacent bonds.

Since \( T_L^{(\Pi, \Phi)} = T_{\partial \Lambda}^{(\Pi)} - T_{\partial \Lambda}^{(\Phi)} \), we may use Theorem 2 and (2.26) to obtain

\[
T_{\partial \Lambda}^{(\Pi)} = \frac{1}{2} dx^2 L^{d-1} \left( \int_0^1 \left[ \langle S_C \rangle_\Pi \right]_t dt - \int_0^1 \left[ \langle S_C \rangle_{\Pi_{\infty L}} \right]_t dt \right). \tag{2.27}
\]

It is interesting to observe that on the NL of the Edwards-Anderson model the surface pressure fulfills the inequalities \( T_{\partial \Lambda}^{(\Phi)} \leq 0 \) which is the same as in the ferromagnetic case. This fact is totally non trivial a priori because the interactions have no definite sign in our model and the Griffiths inequalities do not hold in the standard form; nevertheless the positivity of the average of the interaction is enough to guarantee that the sign of the surface pressure persists in the disordered case.

### 3 Conclusion

In this paper, we have investigated some surface terms on the NL for the Edwards-Anderson model: the surface pressure for free and periodic boundary conditions, the difference of the pressure between these boundary conditions and the adjacency pressure, which is defined as the difference between the pressure of the box and the sum of
the pressure for its disjoint decomposition. Each of them has been shown to have an integral representation which is proportional to the surface size. Moreover we showed that the adjacency pressure has a thermodynamic limit. These results are similar to the ferromagnetic case, but is quite non-trivial in disordered systems.

4 Appendix

In this appendix, we prove the Griffiths inequalities for the Gaussian Edwards-Anderson model on the NL following [MNC]:

\[
\frac{dP}{dx_b} = x_b[\langle S_b + 1 \rangle] \geq 0, \quad (4.28)
\]

\[
\frac{d}{dx_y} [\langle S_b \rangle] = 2x_y [\langle (S_b S_{y'}) - \langle S_b \rangle \langle S_{y'} \rangle \rangle^2] \geq 0. \quad (4.29)
\]

Before the proof of these inequalities, we prove the following identities which hold on the NL:

\[
[\langle j_b S_b \rangle] = x_b, \quad (4.30)
\]

\[
[\langle S_b \rangle] = [\langle S_b \rangle^2]. \quad (4.31)
\]

To obtain the first identity, let us consider the average of the Gaussian random variable \( j_b \),

\[
[j_b] = \int \prod_{y'} \frac{dj_{y'}}{\sqrt{2\pi}} e^{-(j_{y'} - x_{y'})^2} j_{y'}. \quad (4.32)
\]

The right-hand side does not change under a local transformation \( j_b \rightarrow j_b \sigma_b \), where \( \sigma_b \) (to be distinguished from \( \sigma_b \) in (2.3)) is a product of two Ising spins at the edge of the bond \( b = (n, n') \), that is, \( \sigma_b = \sigma_n \sigma_{n'} \). Thus it can be rewritten using the nearest neighbor potential (2.1),

\[
[j_b] = \int \prod_{y'} \frac{dj_{y'}}{\sqrt{2\pi}} e^{-\frac{j_{y'}^2 + x_{y'}^2}{2}} e^{U j_{y'} \sigma_b}. \quad (4.33)
\]

Since the value of \( \sigma_n \) is arbitrary, we can sum this equation over all possible values of \( \{\sigma_n\} \) and divide the result by \( 2^N \) (\( N \) is the number of spins). We then obtain using the Boltzmann-Gibbs expectation (2.10),

\[
[j_b] = \int \prod_{y'} \frac{dj_{y'}}{\sqrt{2\pi}} e^{-\frac{j_{y'}^2 + x_{y'}^2}{2}} \sum_{\{\sigma\}} e^{U j_b S_b}, \quad (4.34)
\]
where we have written $S_n$ for $\sigma_n$. The right-hand side of the above equation is equal to $[\langle j_b S_b \rangle]$. This fact can be confirmed by applying the local transformation to $[\langle j_b S_b \rangle]$. We note that the expectation $\langle j_b S_b \rangle$ does not change under this transformation because the transformation for spins, $S_n \rightarrow S_n \sigma_n$ cancels with the one for the Gaussian random variables. Consequently, we obtain (4.30) because the mean of the Gaussian random variable $j_b$ is $x_b$.

The second identity (4.31) is obtained similarly to the first one: It holds because the expectation $\langle S_b \rangle$ changes to $\sigma_b \langle S_b \rangle$ under the transformation for the Gaussian random variables and $\langle S_b \rangle^2$ does not change.

Now, to prove the first inequality (4.28), we consider the total derivative with respect to $x_b$. The pressure function depends on $x_b$ through the Gaussian distribution and the nearest neighbor potential. The derivative of the Gaussian distribution is rewritten as follows:

$$\int \frac{dj_b}{\sqrt{2\pi}} \frac{d}{dx_b} \left( e^{-\frac{(j_b-x_b)^2}{2}} \right) f(j_b) = -\int \frac{dj_b}{\sqrt{2\pi}} \frac{d}{dj_b} \left( e^{-\frac{(j_b-x_b)^2}{2}} \right) f(j_b) = \left[ \frac{d}{dj_b} f(j_b) \right],$$

where we used integration by parts to obtain the final line. Thus we find

$$\frac{dP}{dx_b} = \int \prod_{b'} \frac{dj_{b'}}{\sqrt{2\pi}} e^{-\frac{(j_{b'}-x_{b'})^2}{2}} \left( \frac{\partial}{\partial j_b} + \frac{\partial}{\partial x_b} \right) \ln \sum_S e^{\sum_{b'} \beta_{b'} j_{b'} S_{b'}}.$$

(4.35)

Since a straightforward calculation yields

$$\left( \frac{\partial}{\partial j_b} + \frac{\partial}{\partial x_b} \right) \ln \sum_S e^{\sum_{b'} \beta_{b'} j_{b'} S_{b'}} = x_b \langle S_b \rangle + \langle j_b S_b \rangle,$$

(4.36)

we finally obtain from (4.30)

$$\frac{dP}{dx_b} = x_b [\langle S_b \rangle] + [\langle j_b S_b \rangle] = x_b [\langle S_b + 1 \rangle] \geq 0,$$

(4.37)

which is the first inequality (4.28).

The proof of the second inequality (4.29) is a little more complicated than that of the first one. The derivative by $x_b$ is calculated similarly to (4.35) to obtain

$$\frac{d}{dx_{b'}} [\langle S_b \rangle] = [(x_{b'} + j_{b'}) (\langle S_b S_{b'} \rangle - \langle S_b \rangle \langle S_{b'} \rangle)].$$

(4.38)
We can eliminate the Gaussian random variable $j_\nu$ using the following property of the Gaussian distribution:

$$[(j_b - x_b)f(j_b)] = -\int \frac{dj_b}{\sqrt{2\pi}} \frac{d}{dj_b} \left( e^{-\frac{(j_b-x_b)^2}{2}} \right) f(j_b) = \left[ \frac{d}{dj_b} f(j_b) \right]. \quad (4.39)$$

Thus, we obtain

$$\frac{d}{dx_\nu} \langle S_b \rangle = 2x_\nu [\langle S_b S_\nu \rangle - \langle S_b \rangle \langle S_\nu \rangle] + \left[ \frac{\partial}{\partial j_\nu} (\langle S_b S_\nu \rangle - \langle S_b \rangle \langle S_\nu \rangle) \right]$$

$$= 2x_\nu [\langle S_b S_\nu \rangle - \langle S_b \rangle \langle S_\nu \rangle - \langle S_b S_\nu \rangle \langle S_\nu \rangle + \langle S_b \rangle \langle S_\nu \rangle^2].$$

Since the following set of identities can be proved similarly to (4.31):

$$[\langle S_b S_\nu \rangle] = [\langle S_b \rangle \langle S_\nu \rangle^2] \quad (4.40)$$

$$[\langle S_b \rangle \langle S_\nu \rangle] = [\langle S_b S_\nu \rangle \langle S_\nu \rangle] = [\langle S_b \rangle \langle S_\nu \rangle \langle S_b S_\nu \rangle] \quad (4.41)$$

$$[\langle S_b \rangle \langle S_\nu \rangle^2] = [\langle S_b \rangle^2 \langle S_\nu \rangle^2], \quad (4.42)$$

we find

$$\frac{d}{dx_\nu} \langle S_b \rangle = 2x_\nu [\langle S_b S_\nu \rangle - \langle S_b \rangle \langle S_\nu \rangle] \geq 0 \quad (4.43)$$

and the second inequality (4.29) has been proved.
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