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The two-dimensional magnetic recording (TDMR) technology promises storage densities of 10 terabits per square inch. However, when tracks are squeezed together, a bit stored in the two-dimensional (TD) grid suffers inter-symbol interference (ISI) from adjacent bits in the same track, and inter-track interference (ITI) from nearby bits in the adjacent tracks. A bit is highly likely to be read incorrectly if it is isolated in the middle of a $3 \times 3$ square; surrounded by its complements, horizontally and vertically. We improve the reliability of TDMR systems by designing two-dimensional constrained codes that prevent these square isolation patterns. We exploit the way TD read heads operate to design our codes, and we focus on TD read heads that collect signals from three adjacent tracks. We represent the two-dimensional square isolation constraint as a one-dimensional constraint on an alphabet of eight non-binary symbols. We use this new representation to construct a non-binary lexicographically-ordered constrained code where one third of the information bits are unconstrained. Our TD constraint codes are capacity-achieving, and the data protection is achieved with redundancy less than 3\% and at modest complexity.
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I. INTRODUCTION

OVER the past twenty years, there has been a fierce density competition between magnetic and electronic storage devices. In the last decade, new Flash memory technologies emerged, giving a significant boost in density for electronic storage devices [1], [2]. Two-dimensional magnetic recording (TDMR) technology is a recent technology that enables magnetic storage devices to stay competitive [3]–[7]. In particular, it enables densities of terabits per square inch by squeezing storage tracks together and reducing magnetic isolation. TDMR systems have density approaching 10 terabits per square inch as reported in [8], [9], whereas one-dimensional magnetic recording can feasibly approach at most 5 terabits per square inch storage density [10], [11]. The value of TDMR technology is to bridge this difference in storage density. The value of constrained coding is to improve TDMR reliability, and since the redundancy is small, we are able to preserve the dramatic density gains of TDMR.

In data storage, there are certain data patterns that if written to the storage medium, are highly likely to result in errors when read-back. Constrained codes prevent these error-prone patterns from being written. The family of run-length-limited (RLL) codes was introduced in 1970 [12], and was widely used in the 1980’s to improve performance of magnetic disks [13]. Note that the original presentation of RLL constraints [12] described how codewords could be ordered lexicographically. The authors of [14] presented a systematic technique to construct constrained codes with rational rates through finite-state machines (FSMs). We refer the reader to [15] for a useful survey.

We recently introduced lexicographically-ordered constrained codes (LOCO codes) for data storage and data transmission [16], and demonstrated significant density gains in one-dimensional magnetic recording. Then, we introduced asymmetric [17] and $q$-ary asymmetric [2] LOCO codes to protect the data stored in modern Flash devices. LOCO codes are capacity-achieving, and they offer better rate-complexity trade-offs compared with FSM-based codes. Reconfiguring LOCO codes is as easy as reprogramming an adder [2], [16], [17], which helps to manage the device lifecycle.

In TDMR devices, interference comes from the adjacent bits in the same track, which is called inter-symbol interference (ISI), in addition to nearby bits in the adjacent tracks, which is called inter-track interference (ITI) [4], [5]. Equalization, if applied, is assumed to have a target that mimics the channel impulse response [6], [16]. Thus, a data pattern with an isolated bit in the middle of a $3 \times 3$ square grid, surrounded by complementary bits around (left-right, top-bottom, and corners) is error-prone and should be forbidden [6]. We call this pattern a square isolation (SIS) pattern. Here, we consider the case where a wide head is used to read the bits from three tracks at the same time as shown in [4] and [5]. Only SIS patterns with their centers aligned with the positions where the wide head will be centered (in middle tracks for each group of non-overlapping three) should be forbidden [4].

In this paper, we introduce a novel approach to design two-dimensional LOCO (TD-LOCO) codes that forbid the error-prone SIS patterns in order to improve the performance of TDMR devices. We represent each 3-tuple column of binary bits by a non-binary symbol defined over GF(8), where GF refers to Galois field, and $q = 8$ is its size (order). GF(8) symbols are partitioned into four groups, each is represented by a GF(4) symbol such that eliminating one specific pattern of three GF(4) symbols results in eliminating the SIS patterns. Since we select between two GF(8) symbols for each GF(4) symbol, one third of the written bits are effectively unconstrained (one information bit per column). TD-LOCO codes offer modest complexity because of their simple encoding-decoding rule that we derive. TD-LOCO codes are capacity-achieving, reconfigurable, and they protect the data in a TDMR device with less than 3\% redundancy. The proposed coding scheme adopting TD-LOCO codes is capacity-approaching with respect to the optimal capacity. More details are discussed in Section II. There is prior work on efficient TD constrained codes [7], [18]–[22], for example, TD-RLL codes, but these codes are either not customized to forbid the error-prone...
patterns in TDMR systems or do not exploit the properties of modern TDMR systems to reduce redundancy.

The rest of the paper is organized as follows. In Section II, we describe the problem setup and non-binary mapping. In Section III, we introduce our novel TD-LOCO codes. In Section IV, we enumerate TD-LOCO codewords and derive the encoding-decoding rule. In Section V, we discuss the rates, give examples, and make comparisons. In Section VI, we introduce the encoding-decoding algorithms and discuss reconfigurability. In Section VII, we conclude the paper.

II. PROBLEM SETUP AND NON-BINARY MAPPING

In this section we describe the TDMR grid, translate the two-dimensional binary constraint to a one-dimensional non-binary constraint, and introduce the proposed base case TD-LOCO codes.

In TDMR, the number of tracks and the number of bits per track depend on properties of the magnetic substrate. A wide read head makes it possible to read multiple tracks at the same time [4]. In this paper, we focus on the scenario in which 3 of these tracks are read simultaneously. The following SIS patterns should be forbidden because of ISI and ITI effects on the central bit [18]:

\[
\begin{array}{ccc}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
\end{array}
\quad \begin{array}{ccc}
1 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 1 \\
\end{array}
\]

Remark 1. Here, we assume a TD channel with impulse response (read-head sensitivity) such that the bit at the center of the 3×3 grid flips only if it is surrounded by complementary bits in all 8 positions. A more general case is when the 4 corner bits have limited impact. When the influence of the 4 corner bits is limited, the forbidden patterns take the shape of a plus sign [6], [19], and we leave the design of LOCO codes for this constraint to our future work.

Assume there are \( N \) tracks (the value of \( N \) depends on the magnetic disk), where \( N = 3i \) with \( i \in \{1, 2, 3, \ldots\} \). Denote the tracks by \( \{T_0, T_1, \ldots, T_{N-1}\} \). In the setup we propose, after the wide read head finishes reading 3 tracks, it continues on reading the following 3 tracks, e.g., \( \{T_0, T_1, T_2\} \) then \( \{T_3, T_4, T_5\} \). Consequently, the ITI between the tracks at the bottom of the 3-tuple and the top of the next 3-tuple is negligible as demonstrated in [4]. This property enables us to design our TD-LOCO codes as non-binary LOCO codes that are used to write the bits on each group of 3 tracks together as we will illustrate shortly. Bits are written vertically starting from the upper left corner of the TDMR grid.

We suggest a novel approach to solve the discussed two-dimensional binary problem by mapping the problem into a one-dimensional non-binary problem.

First, denote a Galois field (GF) of size 8 by GF(8), and let \( \beta \) be a primitive element of GF(8). Therefore,

\[
\text{GF}(8) \triangleq \{0, 1, \beta, \beta^2, \beta^3, \beta^4, \beta^5, \beta^6\}.
\]

Each symbol in GF(8) corresponds to 3 bits (standard mapping) that will be written in a grid column. Observe that the SIS forbidden patterns map into:

Following this standard bijective mapping between a two-dimensional binary sequence and a one-dimensional non-binary sequence, we now formally define the base case TD-LOCO codes, which are said to be \( Q^8 \)-constrained.

Definition 1. A base case TD-LOCO code \( TC^8_m \) with parameter \( m \) is defined by the following properties:

1) Each codeword \( c \) in \( TC^8_m \) has its symbols from GF(8) and is of length \( m \) symbols.
2) Codewords in \( TC^8_m \) are lexicographically ordered.
3) Each codeword \( c \) in \( TC^8_m \) does not contain any of the following two patterns in the set \( Q^8 \), where:

\[
Q^8 \triangleq \{0, 3, \beta^3, \beta^4, \beta^6\}.
\]

4) The code \( TC^8_m \) contains all codewords satisfying the above three properties.

Note that, lexicographic ordering means symbol significance reduces from left to right, and codewords are ordered in an ascending manner i.e., \( 0 < 1 < \beta < \cdots < \beta^6 \) for any symbol.

We calculate the capacity of \( Q^8 \)-constrained codes, using the following finite-state transition diagram (FSTD):

![FSTD of Q^8-constrained codes](image)

The capacity \( C \) of these codes can be obtained from state-transition matrix, which is the adjacency matrix of the FSTD [13]. The state-transition matrix \( T \) of this FSTD is given by:

\[
T = \begin{bmatrix}
6 & 1 & 1 & 0 & 0 \\
5 & 1 & 1 & 1 & 0 \\
5 & 1 & 1 & 0 & 1 \\
6 & 0 & 1 & 0 & 0 \\
6 & 1 & 0 & 0 & 0
\end{bmatrix}.
\]
The capacity $C$ is the binary logarithm of the largest positive eigenvalue $\lambda$ of the matrix $T$ [23], and we have:

$$C = \log_2 \lambda = \log_2 7.9690 = 2.9944.$$  

(2)

This capacity is in information bits per coded symbol, and we defined symbols over GF(8). Since each GF(8) symbol represents 3 bits, the normalized capacity (the maximum achievable information rate per binary symbol) is given by:

$$C^n = C / \log_2 8 = 0.9981.$$  

(3)

Thus, the base case codes have very high capacity. However, simpler codes with lower encoding-decoding complexity can be derived. In the next section, we will give up only 0.54% of the available capacity in order to reduce complexity via applying an additional mapping to the proposed codes.

### III. Our Novel TD-LOCO Codes with Additional Information Bit

Assume now that we have an alphabet of size 4. We use symbols from GF(4) $\triangleq \{0, 1, \alpha, \alpha^2\}$ to represent pairs of symbols from GF(8). The proposed mapping between GF(8) symbols and GF(4) symbols is as follows:

- Set 1: $\{\beta, \beta^4\} \rightarrow \{0\}$,
- Set 2: $\{1, \beta^5\} \rightarrow \{1\}$,
- Set 3: $\{\beta^2, \beta^3\} \rightarrow \{\alpha\}$,
- Set 4: $\{0, \beta^6\} \rightarrow \{\alpha^2\}$.

Recall that in the end, we write binary representation of symbols in GF(8), i.e., 3 bits each. Under the new mapping, our constrained code produces symbols in GF(4), and for each symbol in GF(4), we select one option out of two from GF(8) as illustrated in the new mapping. Thus, in the new coding scheme, we have one additional information bit for each grid column because of this selection.

After this mapping, the set $Q^8$ of forbidden patterns in (1), which is $\{0\beta0, \beta^3\beta^3\beta^0\}$, is mapped into $\{\alpha^20\alpha^2\}$, which is $Q^4$. The new set subsumes the previous forbidden set, and it contains some additional patterns. The effect of the additional patterns included in the set appears in capacity. Now, we define the TD-LOCO codes that are $Q^4$-constrained codes after this mapping.

**Definition 2.** A TD-LOCO code $TC^4_m$ with parameter $m$ is defined by the following properties:

1. Each codeword $C$ in $TC^4_m$ has its symbols from GF(4) and is of length $m$ symbols.
2. Codewords in $TC^4_m$ are lexicographically ordered.
3. Each codeword $C$ in $TC^4_m$ does not contain the following pattern in the set $Q^8$, where:

$$Q^8 = \{\alpha^20\alpha^2\}.$$  

(4)

4. The code $TC^4_m$ contains all codewords satisfying the above three properties.

Our overall coding scheme is such that the constrained code produces symbols in GF(4), each GF(4) symbol corresponds to a pair of GF(8) symbols, and we transmit an additional bit of information through the choice of GF(8) symbol.

We calculate the capacity of the new $Q^4$-constrained codes, using the FSTD shown below:
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The state-transition matrix derived from the above FSTD is:

$$T' = \begin{bmatrix} 3 & 0 & 1 \\ 3 & 0 & 0 \\ 2 & 1 & 1 \end{bmatrix}$$

Thus, the capacity of the new constrained codes is:

$$C' = \log_2 \lambda' = \log_2 3.9395 = 1.9780.$$  

(5)

Recall that the proposed new code produces symbols in GF(4). The overall coding scheme is such that one additional information bit is used to select the GF(8) symbol as discussed above, and each symbol corresponds to 3 bits. Thus, the normalized capacity of the overall coding scheme is the capacity of the $Q^4$-constrained codes plus one additional information bit, divided by 3:

$$C_{overall}^n = C' + 1 / 3 = \frac{2.9780}{3} = 0.9927.$$  

(6)

The reason why the capacity is less in the proposed scheme is that we add slightly more redundancy. We are forbidding $2^3$ patterns when we group GF(8) symbols and map them to GF(4) symbols, whereas in the optimal case, we only need to forbid 2 patterns as observed in (1). Nevertheless, the capacity of the proposed overall scheme in (6) is only 0.54% away from the optimal capacity in (3), whereas the complexity reduction achieved by the proposed scheme is significant. The order of storage and encoding-complexity growth is $O(q - 1)$, where $q$ is the GF size, as shown in [2]. Thus, by operating on GF(4) instead of GF(8), we are notably reducing the order of complexity; it is approximately equivalent dividing the order of storage and encoding-complexity by 2.3. This observation demonstrates the value of the proposed GF(4) mapping and the addition of a selection bit in the overall scheme. In the next section, we will derive the cardinality and encoding-decoding rule of the TD-LOCO codes.

### IV. Cardinality and Encoding-Decoding Rule of TD-LOCO Codes

We now partition the codewords of a TD-LOCO code $TC^4_m$ into 3 groups based on the symbols they start with from the left, i.e., their left-most symbols (LMSs), to derive the cardinality and encoding-decoding rule:

**Group 1:** Codewords starting with $\delta$ at their LMS, where $\delta \in \{0, 1, \alpha\}$. 

The calculation of the cardinality and encoding-decoding rules for each group would follow a similar process as described above for the overall scheme.
Group 2: Codewords starting with $\alpha^2 \theta$ at their LMSs, where $\theta \in \{1, \alpha, \alpha^2\}$.

Group 3: Codewords starting with $\alpha^2 0 \delta$ at their LMSs.

Observe that given the set of forbidden patterns $Q^4$ in (4), all codewords are spanned by the groups. Now, we are ready to enumerate TD-LOCO codewords recursively.

**Theorem 1.** The cardinality (size) of a TD-LOCO code $TC_m^4$, denoted by $N(m)$, is given by:

$$N(m) = 4N(m-1) - N(m-2) + 3N(m-3), \quad m \geq 2,$$

(7)

where the defined cardinalities are:

$$N(1) \triangleq 4, N(0) \triangleq 1, \text{ and } N(-1) \triangleq 1/3.$$  

(8)

**Proof:** We use the group structure stated above to prove the recursive formula (7).

**Group 1:** Each codeword in Group 1 in $TC_m^4$ starts with one of the elements in $\{0, 1, \alpha\}$ from the left, and corresponds to a codeword in $TC_{m-1}^4$ such that they share the $m-1$ right-most symbols (RMSs). This correspondence is surjective. Since the set $\{0, 1, \alpha\}$ has 3 elements, the correspondence is 3 codewords of length $m$ to 1 codeword of length $m-1$. Thus, the cardinality of Group 1 in $TC_m^4$ is given by:

$$N_1(m) = 3N(m-1).$$

(9)

**Group 2:** Each codeword in Group 2 in $TC_m^4$ starts with $\alpha^2 \theta$ from the left, and corresponds to a codeword in $TC_{m-1}^4$ that starts with one of the elements in $\{1, \alpha, \alpha^2\}$ from the left such that they share the $m-2$ RMSs. This correspondence is surjective. Since the set $\{1, \alpha, \alpha^2\}$ has 3 elements, the correspondence is 3 codewords in $TC_{m-2}^4$ to 1 codeword in $TC_{m-1}^4$. Thus, the cardinality of Group 2 in $TC_m^4$ is given by:

$$N_2(m) = N(m-1) - N(m-2).$$

(10)

**Group 3:** Each codeword in Group 3 in $TC_m^4$ starts with $\alpha^2 0 \delta$ from the left, and corresponds to a codeword in $TC_{m-1}^4$ that starts with $\delta$ from the left such that they share the $m-3$ RMSs. These are the codewords of Group 1 in $TC_{m-2}^4$. This implies that each codeword in Group 3 in $TC_m^4$ corresponds (bijectively) to a codeword in Group 1 in $TC_{m-2}^4$. Thus, the cardinality of Group 3 in $TC_m^4$ is given by:

$$N_3(m) = N_1(m-2) = 3N(m-3),$$

(11)

where the second equality in (11) is reached aided by (9) to compute $N_1(m-2)$.

Now, the cardinality of $TC_m^4$ is computed using (9), (10), and (11):

$$N(m) = \sum_{i=1}^{3} N_i(m) = 4N(m-1) - N(m-2) + 3N(m-3),$$

which completes the proof.

Now, we derive an encoding-decoding rule, which is a formula that relates the lexicographic index of a TD-LOCO codeword to the codeword itself.

We define a TD-LOCO codeword of length $m$ symbols as $c \triangleq c_{m-1} c_{m-2} \ldots c_0 \in TC_m^4$, where $c$ is an element in GF(4). Define $a \triangleq L(c)$ as the integer equivalent to symbol $c$, which is given by:

$$a \triangleq L(c) \triangleq \begin{cases} 
0, & c = 0, \\
g_{\text{gflog}}(c) + 1, & \text{otherwise},
\end{cases}$$

(12)

where $g_{\text{gflog}}(c)$ returns the power of the GF element $c$ with $g_{\text{gflog}}(1) = 0$. Thus, the set of integer-equivalentsex to the elements in GF(4) becomes $\{0, 1, 2, 3\}$, and the set of forbidden patterns, $Q^4$, which is defined in (4), has the integer-equivalent $\{303\}$.

The index of a TD-LOCO codeword $c$ in $TC_m^4$ is denoted by $g(m, c)$, which is sometimes abbreviated to $g(c)$ for simplicity. For each symbol $c_i$, we define its integer-equivalent $a_i \triangleq L(c_i)$ as shown above in (12), with $c_i \triangleq 0$ and $a_i \triangleq 0$ for $i \geq m$. Our lexicographic index $g(c)$ is in $\{0, 1, \ldots, N(m-1)\}$.

The following theorem introduces the encoding-decoding rule of TD-LOCO codes. Observe that indexing is straightforward for the case of $m = 1$.

**Theorem 2.** Consider a TD-LOCO code $TC_m^4$, with $m \geq 2$. Let $c$ be a TD-LOCO codeword in $TC_m^4$. The relation between the lexicographic index $g(c)$ of this codeword and the codeword itself is given by:

$$g(c) = \sum_{i=0}^{m-1} \left[ a_i N(i) + I(a_{i+1} = 3 \& a_i \neq 0) \sum_{j=0}^{i-2} (-1)^{j+1} N(i - 2j - 1) \right],$$

(13)

where $I(a_{i+1} = 3 \& a_i \neq 0)$ is an indicator function on whether $c_{i+1} = \alpha^2$ and $c_i \neq 0$, i.e., $a_{i+1} = 3$ and $a_i \neq 0$, or not.

**Proof:** We prove Theorem 2 directly through the nature of the forbidden pattern.

Consider the symbol $c_i$ of $c$. We want to compute the incremental contribution of $c_i$, denoted by $g_i(c_i)$, to the overall index $g(c)$. This contribution is the number of codewords in $TC_m^4$ starting with $c_{m-1} c_{m-2} \ldots c_{i+1}$ from the left and preceding the codeword $c_{m-1} c_{m-2} \ldots c_{i+1} c_0 0^i$ according to the lexicographic ordering [24]. First of all, notice that:

- If $c_i = 0$, $g_i(c_i) = 0$.
- If $c_i \neq 0$, then we have two scenarios. We now elaborate these two scenarios:
  - First scenario: $c_{i+1} \neq \alpha^2$.
    In this case, the contribution $g_i(c_i)$ equals the number of codewords in $TC_i^4$ (of length $i$) multiplied by $L(c_i)$, which gives $a_i N(i)$. So, the contribution in this scenario (denoted by $g'_i(c_i)$) is:
    $$g'_i(c_i) = a_i N(i)$$
    (14)
  - Second scenario: $c_{i+1} = \alpha^2$.
    In this case, not all codewords in $TC_i^4$ appear on
\(c_{i-1}c_{i-2} \ldots c_0\), which are the \(i\) RMSs of \(c\) in \(\mathcal{C}^4_m\). In particular, if \(c_i\) were to be 0, \(c_{i-1}\) equals \(\alpha^2\) would not be allowed; otherwise, it would produce the forbidden pattern in \(Q^4\) on \(c_{i+1}c_ic_{i-1}\). Hence, we should subtract at most \(N(i-1)\) from \(a_iN(i)\) in order to get the contribution \(g_i(c_i)\). However, notice that when we subtract \(N(i-1)\), we are also subtracting all sequences of length \(m\) where codewords in \(\mathcal{C}^4_{i-2}\) (of length \(i-2\)) appear on \(c_{i-3}c_{i-4} \ldots c_0\) such that \(c_{i-1} = \alpha^2\), \(c_{i-2} = 0\), and \(c_{i-3} = \alpha^2\). While it is correct to exclude these sequences of length \(m\) since they include the pattern to be forbidden in \(Q^4\), they are going to be excluded anyways while computing the contribution of \(c_{i-2}\) to \(g(c)\), which is \(g_i(c_{i-2})\). In other words, they are taken care of anyways at a smaller length. Thus, we should subtract \(N(i-1)\) from \(a_iN(i)\), but we should also add at most \(N(i-3)\) (the jump is always two indices to the right) in order to prevent over-subtraction. The same procedure is repeated for \(N(i-3)\), and so on.

In summary, in order to avoid over-subtraction, we should subtract at most \(N\) from the forbidden pattern in \(c\), which are the RMSs of \(c\) in \(\mathcal{C}^4_m\). First, we discuss bridging and self-clocking of TD-LOCO codes before calculating the achievable rates of the coding scheme. Bridging is needed at the transition between one codeword and another in order to prevent forbidden patterns from arising [16]. For instance, given the TD-LOCO code with \(m = 4\), \(\mathcal{C}^4_1\), the forbidden pattern \(\alpha^2\alpha^2\) emerges if we write the codeword \(0\alpha\alpha\) followed by the codeword \(0\alpha\alpha\alpha^2\alpha^2\) on \(8\) consecutive grid columns as \(0\alpha\alpha\alpha^20\alpha\alpha\alpha^2\) (mapped to binary representation of GF(8) symbols, see Example 2). Bridging is required to prevent such problems. We perform bridging in a TD-LOCO code \(\mathcal{C}^4_m\) by adding a bridging symbol as follows:

1) If both the RMS of a codeword and the LMS of the next codeword are \(\alpha^2\)'s, bridge with \(\alpha^2\).
2) Otherwise, bridge with 0.

If we apply this bridging method to the previous example, we get the stream \(0\alpha\alpha\alpha^20\alpha\alpha\alpha^2\), which does not contain the forbidden pattern between codewords after we bridge with 0. This bridging is both simple and also optimal in terms of protecting codeword edges from ISI and ITI.

**Remark 2.** Note that here we only bridge with one column of 3 bits vertically. If we were to consider also horizontal bridging on the two-dimensional grid, i.e., bridging with 1 row of \(m\) bits, the redundancy resulting from bridging becomes \(3 + m\) bits, which grows with \(m\), thus notably reducing the rate. Such horizontal bridging is not needed since, as discussed earlier, ITI across groups of 3 tracks is negligible [4].

To maintain calibration of the system, self-clocking is needed [16]. Long streams of the same symbol to be written (transmitted) are not allowed in a self clocked constrained code. If a same-symbol codeword is consecutively transmitted in a stream, as long as this symbol is neither 0 nor \(\alpha^2\), we bridge by a different symbol between each two instances. Thus, a transition always exists across codewords unless the codeword is all 0’s or all \(\alpha^2\)’s. Thus, to achieve self-clocking, the two codewords \(0^m\) or \((\alpha^2)^m\) need to be removed from the TD-LOCO code \(\mathcal{C}^4_m\).

**Definition 3.** Let \(\mathcal{C}^4_m\) be a TD-LOCO code with \(m \geq 1\). A self-clocking TD-LOCO code (CTD-LOCO code) \(\mathcal{C}^4_{m}^{\text{C}}\) is obtained from \(\mathcal{C}^4_m\) as follows:

\[
\mathcal{C}^4_{m}^{\text{C}} \triangleq \mathcal{C}^4_m \setminus \{0^m, (\alpha^2)^m\}.
\]

Therefore, the cardinality of the CTD-LOCO code is:

\[
N^c(m) = N(m) - 2.
\]
Define $k_{\text{eff}}$ as the maximum number of consecutive symbol durations between two consecutive transitions in a stream of CTD-LOCO codewords separated by a bridging symbol. We can also define $k_c$ as the maximum number of consecutive grid columns with the exact same 3 bits after writing to the two-dimensional grid through the CTD-LOCO code. In a way similar to [2] and [16] when $x = 1$, $k_{\text{eff}}$ is given by:

$$k_{\text{eff}} = 2(m - 1) + 1 = 2m - 1.$$  \hfill (18)

Now that we have the cardinality of the self-clocked code, we are ready to discuss the achievable rates of our coding scheme adopting TD-LOCO codes. Consider a CTD-LOCO code $\mathcal{T}c_{m,c}$ with cardinality $N_c(m)$, which is given in (17). The length of the messages $\mathcal{T}c_{m,c}$ encodes in bits is:

$$s^c = \lceil \log_2 N_c(m) \rceil = \lceil \log_2 (N(m) - 2) \rceil.$$  \hfill (19)

Recall that input information message is intentionally selected to be a binary message in order to minimize the number of omitted codewords from $\mathcal{T}c_{m,c}$, and therefore maximize the rate [2]. The rate of the overall coding scheme adopting the CTD-LOCO code $\mathcal{T}c_{m,c}$ then is:

$$R_{\text{TD-LOCO}} = \frac{s^c}{m + 1} + 1 = \frac{\lceil \log_2 (N(m) - 2) \rceil}{m + 1} + 1,$$  \hfill (20)

where $R_{\text{TD-LOCO}}$ is measured in information bits per coded symbol. Observe that the +1 in the denominator comes from the bridging as we always add 1 symbol for bridging. Meanwhile, the other +1 in the equation comes from the additional information bit used for selection while demapping GF(4) to GF(8) as discussed in Section III.

Recall from Section III that each GF(8) symbol corresponds to 3 bits, 2 bits from the proposed codes in GF(4) and 1 additional information bit. Hence, we can normalize the rate in (20) via dividing by 3:

$$R_{\text{TD-LOCO}}^{n} = \frac{1}{3} \left( \frac{\lceil \log_2 (N(m) - 2) \rceil}{m + 1} + 1 \right).$$  \hfill (21)

Table I illustrates the rates and the normalized rates of the overall coding scheme adopting CTD-LOCO codes $\mathcal{T}c_{m,c}$ for various values of $m$. Capacity and normalized capacity of this coding scheme adopting $Q^4$-constrained codes, which are computed in (6), are also included in the table.

The table demonstrates that the proposed coding scheme with CTD-LOCO codes is capacity-achieving. Even at the smaller lengths $m = 24$, the rate is only 3% away from capacity. As $m$ increases, the rate increases, and at the moderate length $m = 66$, rate is only 1% away from capacity. In addition, the table shows that the proposed coding scheme achieves normalized rates $> 0.97$, i.e., rates $> 0.97\log_2 8$ information bits per coded symbol. In other words, at acceptable complexities, significant ISI and ITI mitigation is achieved with only 3% or less redundancy.

There are other TD constrained coding schemes, also called bit-stuffing schemes, in the literature. TD-RLL codes with parameters $(d, k)$ satisfy the constraint that each two consecutive 1’s are separated by at least $d$ and at most $k$ 0’s both horizontally and vertically [18]–[22]. While a TDMR system coded via $(d, k)$ TD-RLL codes will have mitigated ISI and ITI, there are many forbidden sequences that are not error-prone, which results in a notable rate loss. TD constrained codes satisfying the no-isolated-bit (NIB) constraint have higher rates [18]–[20] (see Remark 1). However, these codes do not take into account the observation that ITI across groups of 3 tracks is negligible if a wide read head is employed in the TDMR system [4]. Thus, for such TDMR systems, our TD-LOCO codes exploit the properties of the system to maximize the rate with a high level of ISI and ITI mitigation.

### VI. Algorithms and Writing-Reading

Here, we introduce the encoding and decoding algorithms of the proposed TD-LOCO codes, which perform the mapping-demapping between an index and the corresponding codeword. The algorithms demonstrated here are based on the encoding-decoding rule (13) under Theorem 2, and they are a major advantage of the proposed codes since they offer simplicity for the enumerative scheme.

Algorithm 1 is the encoding algorithm of our codes. While generating a specific codeword $c$ in the algorithm, the RMS of the previous codeword is defined as $\zeta_0$. Note that, when we write on the two-dimensional grid, for each GF(4) symbol in the output of Algorithm 1, we take 1 additional information bit. Based on that additional information bit, we decide which of the 2 GF(8) symbols mapped into the GF(4) symbol is the one to be written. Then, this GF(8) symbol is converted to 3 binary bits (standard mapping) which are written on a grid column finally. Note that the output of Algorithm 1 is not written directly; it is mapped to GF(8) symbols the binary representation of which is written on the grid.

**Example 2.** Assume we have a CTD-LOCO codeword of length $m = 5$, which has its symbols in GF(4). We will write on 5 different columns in 3 adjacent tracks, 3 binary bits each. These 3 binary bits represent an element in GF(8). We will write onto the two-dimensional grid as follows:

Assume we have the sequence of incoming input data bits 11101110110110. In our encoding scheme, it is as if the input

### Table I

| $m$  | $R_{\text{TD-LOCO}}$ | $R_{\text{TD-LOCO}}^{n}$ |
|------|---------------------|-------------------------|
| 24   | 2.8800              | 0.9600                  |
| 33   | 2.9118              | 0.9706                  |
| 39   | 2.9250              | 0.9750                  |
| 66   | 2.9403              | 0.9801                  |
| 88   | 2.9550              | 0.9850                  |
| 265  | 2.9700              | 0.9900                  |
| Capacity | 2.9780       | 0.9927                  |
data sequence has two parts. The first part is of length \( s^c \), whereas the second part is of length \( m \). We know already from (19) for a specific \( m \) (\( m = 5 \) in this example) what the message length will be. Here, and using Example 1:

\[
s^c = \lceil \log_2 (N(5) - 2) \rceil = \lceil \log_2 (977 - 2) \rceil = 9.
\]

Hence, the first 9 bits of the input data sequence, underlined in 11101110110110, represent the message, whereas the last 5 bits, underlined in 11101110110110, represent the additional information bits to select the 5 GF(8) symbols for the 5 columns, respectively.

The message is the input of Algorithm 1. After following the steps of this encoding algorithm, the CTD-LOCO codeword obtained is \( 1\alpha^2\alpha\alpha^2\alpha \).

Every single time we are going to write on a grid column, we get the respective additional information bit from 10110 to select the GF(8) symbol. Thus, the de-mapping of the CTD-LOCO codeword \( 1\alpha^2\alpha\alpha^2\alpha \) from GF(4) to GF(8) as illustrated in Section III results in:

\[
\begin{align*}
1 & \rightarrow \beta^6, \\
\alpha^2 & \rightarrow 0, \\
\alpha & \rightarrow \beta^3, \\
\alpha^2 & \rightarrow \beta^6, \\
0 & \rightarrow \beta.
\end{align*}
\]

Finally, for each GF(8) symbol, its binary representation is written on the 3 cells of the respective column of the two-dimensional grid:

\[
\begin{array}{ccc}
\beta^5 & \beta^3 & \beta^6 \\
1 & 0 & 1 \\
1 & 0 & 0 \\
0 & 0 & 1 \\
\end{array}
\]

This completes the example that shows how to write on the two-dimensional grid given an input data sequence.

Algorithm 2 is the decoding algorithm of our codes, and it is a direct implementation of Theorem 2.

Reversing the procedure in Example 2 serves to illustrate the reading process.

| TABLE II | Complexity (adder size) with respect to length of CTD-LOCO codes, \( \mathcal{T}_{c_{\text{LoCo}}} \) |
|----------|-------------------|
| \( m \) | Complexity |
| 24       | 47             |
| 33       | 65             |
| 39       | 77             |
| 66       | 130            |
| 88       | 174            |

As observed from the algorithms above, encoding and decoding of TD-LOCO codes are performed through simple adders. Adders perform comparisons, subtractions, and additions specified in the encoding and decoding algorithms, and the size of an adder is the message length \( s^c \), which is calculated in (19). Table II shows how the complexity (adder size) changes with the length of the CTD-LOCO code. Observe that the adder size can also be computed by multiplying rate of the CTD-LOCO code at any length \( m \) by \( m + 1 \) (the rate here is not the rate of the coding scheme adopting the CTD-LOCO code illustrated in Table I; it is rather the rate of the CTD-LOCO code itself). Table I demonstrates that a rate of 0.97 is achievable with an adder size of 65 bits, which is a modest complexity (see the entry of \( m = 33 \)).

TD-LOCO codes are reconfigurable. When the adder sizes are appropriate, same set of adders used to encode-decode a specific TD-LOCO code can be reconfigured by changing their inputs (cardinalities) through simple multiplexers to encode-decode another TD-LOCO code with a different constraint if applicable. Forbidding the SIS pattern can be seen as the constraint to support when the device is fresh, i.e., early in the lifetime of the magnetic disk. As the device ages, and thus deteriorates, new error-prone patterns to constrain
and constructing constrained codes over $GF(8)$ by organizing $GF(8)$ symbols (binary triplets) into four pairs, and constructing constrained codes over $GF(4)$. This reduces complexity because additional bit that selects the representative from the pair is uncoded - it does not enter into the algorithms for encoding and decoding the constrained code. We showed that the shift to constrained coding over $GF(4)$, mapping with additional information bit idea, incurs a negligible loss in capacity (only 0.54% away from the optimal capacity). Following this new scheme, we proposed our novel TD-LOCO codes, provided their cardinality, and derived their encoding-decoding rule. We have described simple algorithms for encoding and decoding, as well as bridging and self-clocking, and we have discussed reconfigurability. To sum up, the aim of TDMR technology is to achieve storage densities that are competitive with Flash memory. The constrained codes presented here are designed to improve reliability of the recent TDMR technology. With the proposed coding scheme adopting TD-LOCO codes, the redundancy required for device protection by the constrained code is less than 3% with acceptable complexity, which preserves the density gains achieved by TDMR devices even after we combine with error-correcting codes.
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