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The combination of nondeterminism and probability in concurrent systems lead to the development of several interpretations of process behavior. If we restrict our attention to linear properties only, we can identify three main approaches to trace and testing semantics: the trace distributions, the trace-by-trace and the extremal probabilities approaches. In this paper, we propose novel notions of behavioral metrics that are based on the three classic approaches above, and that can be used to measure the disparities in the linear behavior of processes wrt. trace and testing semantics. We study the properties of these metrics, like non-expansiveness, and we compare their expressive powers.

1 Introduction

A major task in the development of complex systems is to verify that an implementation of a system meets its specification. Typically, in the realm of process calculi, implementation and specification are processes formalized with the same language, and the verification task consists in comparing their behavior, which can be done at different levels of abstraction, depending on which aspects of the behavior can be ignored or must be captured. If one focuses on linear properties only, processes are usually compared on the basis of the traces they can execute, or accordingly to their capacity to pass the same tests. This was the main idea behind the study of trace equivalence [21] and testing equivalence [14].

If we consider also probabilistic aspects of system behavior, reasoning in terms of qualitative equivalences is only partially satisfactory. Any tiny variation of the probabilistic behavior of a system, which may be also due to a measurement error, will break the equality between processes without any further information on the distance of their behaviors. Actually, many implementations can only approximate the specification; thus, the verification task requires appropriate instruments to measure the quality of the approximation. For this reason, we propose to use hemimetrics measuring the disparities in process behavior wrt. linear semantics also to quantify process verification. Informally, we may see a specification not as the precise desired behavior of the system, but as set of minimum requirements on system behavior, such as the lower bounds on the probabilities to execute given traces or pass given tests. Then, given a hemimetric \( h \) expressing trace (resp. testing) semantics, we can set a certain tolerance \( \varepsilon \), related to the application context, and transform the verification problem into a verification up-to-\( \varepsilon \), or \( \varepsilon \)-robustness problem: we say that an implementation \( I \) is \( \varepsilon \)-trace-robust (resp. \( \varepsilon \)-testing-robust) wrt. a specification \( S \) if whenever \( S \) can perform a trace (resp. pass a test) with a given probability \( p \), then \( I \) can do the same with probability at least \( p - \varepsilon \), namely if \( h(S,I) \leq \varepsilon \). Dually, we may see \( S \) as giving an upper bound to undesired system behavior, and demand that whenever \( S \) can perform a trace (resp. pass a test) with a given probability \( p \), then \( I \) can do the same with probability at most \( p + \varepsilon \), namely if \( h(I,S) \leq \varepsilon \).

In this paper, we consider nondeterministic probabilistic labeled transition systems (PTS) [25], a very general model in which nondeterminism and probability coexist, and we discuss the definition of hemimetrics and pseudometrics suitable to measure the differences in process behavior wrt. trace and testing.
semantics. We will see that the interplay of probability and nondeterminism lead to some difficulties in defining notions of behavioral distance, as already experienced in the case of equivalences [7]. For instance, in trace semantics, it is questionable whether the choice of the trace should precede or follow the choice by the scheduler.

Several approaches to probabilistic trace equivalence are discussed in [7]: (i) The trace distribution [24] approach, comparing entire resolutions created by schedulers by checking if they assign the same probability to the same traces; (ii) The trace-by-trace [4] approach, in which firstly we take a trace and then we check if there are resolutions for processes assigning the same probability to it; (iii) The extremal probabilities [5] approach, considering for each trace only the infima and suprema of the probabilities assigned to it over all resolutions for the processes. We will argue that considering only supremal probabilities instead of both extremal probabilities is more tailored to reason on the verification problem. Then, we propose three trace hemimetrics and pseudometrics as quantitative variants of trace distribution, trace-by-trace and supremal probabilities trace preorders and equivalences. All these distances are parametric wrt. the type of scheduler. We consider deterministic and randomized schedulers, however an extension to other types of schedulers seems feasible. Our results can be summarized as follows: 1. We prove that, under each hemimetric/pseudometric, the pairs of processes at distance zero are precisely those related by the corresponding preorder/equivalence. 2. We prove that the hemimetrics/pseudometrics for trace-by-trace and supremal probabilities semantics are suitable for compositional reasoning, by showing their non-expansiveness [16] wrt. parallel composition. 3. We study the differences in the expressive powers of these distances, thus composing them in a simple spectrum. In particular, we show that the supremal probabilities semantics defined either on deterministic or randomized schedulers has the same expressive power of the trace-by-trace semantics on randomized schedulers. This is a very interesting result in the perspective of an application to quantitative process verification: the comparison of the suprema execution probabilities of linear properties has the same expressive power of a pairwise comparison of the probabilities in all possible randomized resolutions of nondeterminism.

Then, we consider three approaches to testing semantics: (i) the may/must [29], (ii) the trace-by-trace [7], (iii) the supremal probabilities approach. Briefly, in (i) the extremal probabilities of passing a test are considered whereas (ii)–(iii) base on a traced view of testing, in that we compare the probabilities of passing the test via the execution of a given trace. Actually, (ii)–(iii) can be considered as the adaptation to testing semantics of the trace-by-trace and suprema probability approaches to trace semantics. For each of these approaches, we present a hemimetric and a pseudometric as the quantitative variant of the related preorder and equivalence. To the best of our knowledge, ours is the first attempt in this direction. In detail: 1. We prove that, under each hemimetric/pseudometric, the pairs of processes at distance zero are precisely those equated by the related testing preorder/equivalence. 2. We prove that all hemimetrics and pseudometrics are non-expansive. 3. We compose these testing distances in a simple spectrum and we also compare them with trace distances.

2 Background

PTSs [25] are a very general model combining LTSs [23] and discrete time Markov chains [19], to model reactive behavior, nondeterminism and probability. In a PTS, the state space is given by a set $S$ of processes, ranged over by $s,t,...$ and transition steps take processes to probability distributions over processes. Probability distributions over $S$ are mappings $\pi: S \rightarrow [0,1]$ with $\sum_{s \in S} \pi(s) = 1$. By $\Delta(S)$ we denote the set of all distributions over $S$, ranged over by $\pi,\pi',...$. For $\pi \in \Delta(S)$, the support of $\pi$ is the set $\text{supp}(\pi) = \{s \in S \mid \pi(s) > 0\}$. We consider only distributions with finite support. For $s \in S$, we let $\delta_s$
denote the Dirac distribution on $s$ defined by $\delta_i(s) = 1$ and $\delta_i(t) = 0$ for $t \neq s$.

**Definition 1** (PTS, [25]). A nondeterministic probabilistic labeled transition system (PTS) is a triple $(S, \mathcal{A}, \rightarrow)$ where: (i) $S$ is a countable set of processes, (ii) $\mathcal{A}$ is a countable set of actions, and (iii) $\rightarrow \subseteq S \times \mathcal{A} \times \Delta(S)$ is a transition relation.

We write $s \xrightarrow{a} \pi$ for $(s, a, \pi) \in \rightarrow$, $s \xrightarrow{a}$ if there is a distribution $\pi$ with $s \xrightarrow{a} \pi$, and $s \xrightarrow{a} s$ otherwise. A PTS is fully nondeterministic if every transition has the form $s \xrightarrow{a} \delta_i$ for some $t \in S$. A PTS is fully probabilistic if at most one transition is enabled for each process. $s \in S$ is image-finite [20] if for each $a \in \mathcal{A}$ the number of $a$-labeled transitions enabled for $s$ is finite. We consider only image-finite processes.

**Definition 2** (Parallel composition). Let $P_1 = (S_1, \mathcal{A}_1, \rightarrow_1)$ and $P_2 = (S_2, \mathcal{A}_2, \rightarrow_2)$ be two PTSs. The (CSP-like [21]) synchronous parallel composition of $P_1$ and $P_2$ is the PTS $P_1 \parallel P_2 = (S_1 \times S_2, \mathcal{A}, \rightarrow)$, where $\rightarrow \subseteq (S_1 \times S_2) \times \mathcal{A} \times \Delta(S_1 \times S_2)$ is such that $(s_1, s_2) \xrightarrow{a} \pi$ if and only if $s_1 \xrightarrow{a_1} \pi_1$, $s_2 \xrightarrow{a_2} \pi_2$ and $\pi(s_1', s_2') = \pi_1(s_1') \cdot \pi_2(s_2')$ for all $(s_1', s_2') \in S_1 \times S_2$.

We proceed to recall some notions, mostly from [5,7], necessary to reason on trace and testing semantics. A computation is a weighted sequence of process-to-process transitions.

**Definition 3** (Computation). A computation from $s_0$ to $s_n$ has the form $c := s_0 \xrightarrow{a_1} s_1 \xrightarrow{a_2} \ldots \xrightarrow{a_n} s_n$ where, for all $i = 1, \ldots, n$, there is a transition $s_{i-1} \xrightarrow{a_i} \pi_i$ with $s_i \in \text{supp}(\pi_i)$.

Note that $\pi_i(s_i)$ is the execution probability of step $s_{i-1} \xrightarrow{a_i} \pi_i$ conditioned on the selection of the transition $s_{i-1} \xrightarrow{a_i} \pi_i$ at $s_{i-1}$. We denote by $\Pr(c) = \prod_{i=1}^n \pi_i(s_i)$ the product of the execution probabilities of the steps in $c$. A computation $c$ from $s$ is maximal if it is not a proper prefix of any other computation from $s$. We denote by $C(s)$ (resp. $C_{\text{max}}(s)$) the set of computations (resp. maximal computations) from $s$. For any $C \subseteq C(s)$, we define $\Pr(C) = \sum_{c \in C} \Pr(c)$ whenever none of the computations in $C$ is a proper prefix of any of the others.

We denote by $\mathcal{A}^*$ the set of finite traces in $\mathcal{A}$ and write $\varepsilon$ for the empty trace. We say that a computation is compatible with the trace $\alpha \in \mathcal{A}^*$ iff the sequence of actions labeling the computation steps is equal to $\alpha$. We denote by $C(s, \alpha) \subseteq C(s)$ the set of computations from $s$ that are compatible with $\alpha$, and by $C_{\text{max}}(s, \alpha)$ the set $C_{\text{max}}(s) \cap C(s, \alpha)$.

To express linear semantics we need to evaluate and compare the probability of particular sequences of events to occur. As in PTSs this probability highly depends also on nondeterminism, schedulers [18,24] (or adversaries) resolving it become fundamental. They can be classified into two main classes: deterministic and randomized schedulers [24]. For each process, a deterministic scheduler selects exactly one transition among the possible ones, or none of them, thus treating all internal nondeterministic choices as distinct. Randomized schedulers allow for a convex combination of the equally labeled transitions. The resolution given by a deterministic scheduler is a fully probabilistic process, whereas from randomized schedulers we get a fully probabilistic process with combined transitions [26].

**Definition 4** (Resolutions). Let $P = (S, \mathcal{A}, \rightarrow)$ be a PTS and $s \in S$. We say that a PTS $\mathcal{X} = (Z, \mathcal{A}, \rightarrow)$ is a deterministic resolution for $s$ if there exists a function $\text{corr}_\mathcal{X} : Z \rightarrow S$ such that $s = \text{corr}_\mathcal{X}(z_s)$ for some $z_s \in Z$ and moreover:

(i) If $z \xrightarrow{a} \pi$, then $\text{corr}_\mathcal{X}(z) \xrightarrow{a} \pi'$ with $\pi'(z') = \pi' (\text{corr}_\mathcal{X}(z'))$ for all $z' \in Z$.

(ii) If $z \xrightarrow{a_1} \pi_1$ and $z \xrightarrow{a_2} \pi_2$ then $a_1 = a_2$ and $\pi_1 = \pi_2$.

Conversely, we say that $\mathcal{X}$ is a randomized resolution for $s$ if item (i) is replaced by

(i) If $z \xrightarrow{a} \pi$, then there are $n \in \mathbb{N}$, $\{ p_i \in (0, 1) \mid \sum_{i=1}^n p_i = 1 \}$ and $\{ \text{corr}_\mathcal{X}(z) \xrightarrow{a} \pi_i \mid 1 \leq i \leq n \}$ s.t. $\pi(z') = \sum_{i=1}^n p_i \cdot \pi_i (\text{corr}_\mathcal{X}(z'))$ for all $z' \in Z$. 
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Then, $\mathcal{E}$ is maximal iff it cannot be further extended in accordance with the graph structure of $P$ and the constraints above. For $x \in \{\text{det, rand}\}$, we denote by $\text{Res}^x(s)$ the set of resolutions for $s$ and by $\text{Res}_{\text{max}}^x(s)$ the subset of maximal resolutions for $s$.

We conclude this section by recalling the mathematical notions of hemimetric and pseudometric. A 1-bounded pseudometric on $S$ is a function $d : S \times S \rightarrow [0,1]$ s.t.: (i) $d(s,s) = 0$, (ii) $d(s,t) = d(t,s)$, (iii) $d(s,t) \leq d(s,u) + d(u,t)$, for $s,t,u \in S$. Then, $d$ is a hemimetric if it satisfies (i) and (iii). The kernel of a (hemi,pseudo)metric $d$ on $S$ the set of pairs of elements in $S$ which are at distance 0, namely $\ker(d) = \{(s,t) \in S \times S \mid d(s,t) = 0\}$.

Non-expansiveness [16] of a (hemi,pseudo)metric is the quantitative analogue to the (pre)congruence property. Here we propose also a stronger notion, called strict non-expansiveness that gives tighter bounds on the distance of processes composed in parallel.

Definition 5 ((Strict) non-expansiveness). Let $d$ be a (hemi,pseudo)metric on $S$. Following [16], we say that $d$ is non-expansive wrt. the parallel composition operator if and only if for all $s_1,s_2,t_1,t_2 \in S$ we have $d(s_1 \parallel s_2, t_1 \parallel t_2) \leq d(s_1,t_1) + d(s_2,t_2)$. Moreover, we say that $d$ is strictly non-expansive if $d(s_1 \parallel s_2, t_1 \parallel t_2) \leq d(s_1,t_1) + d(s_2,t_2) - d(s_1,t_1) \cdot d(s_2,t_2)$.

Finally, we remark that, as elsewhere in the literature, throughout the paper we may use the term metric in place of pseudometric.

3 Metrics for traces

In this Section, we define the metrics measuring the disparities in process behavior wrt. trace semantics. We consider three approaches to the combination of nondeterminism and probability: the trace distribution, the trace-by-trace and the supremal probabilities approach.

In defining the behavioral distances, we assume a discount factor $\lambda \in (0,1]$, which allows us to specify how much the behavioral distance of future transitions is taken into account [2, 16]. The discount factor $\lambda = 1$ expresses no discount, so that the differences in the behavior between $s,t \in S$ are considered irrespective of after how many steps they can be observed.

3.1 The trace distribution approach

In [24] the observable events characterizing the trace semantics are trace distributions, i.e. probability distributions over traces. Processes $s,t \in S$ are trace distribution equivalent if, for any resolution for $s$ there is a resolution for $t$ exhibiting the same trace distribution, i.e. the execution probability of each trace in the two resolutions is exactly the same, and vice versa.

Definition 6 (Trace distribution equivalence [3, 24]). Let $(S, \mathcal{A}, \rightarrow)$ be a PTS and $x \in \{\text{det, rand}\}$. Processes $s,t \in S$ are in the trace distribution preorder, written $s \sqsubseteq_{\text{Tr}, \text{dis}}^x t$, if:

for each $\mathcal{E}_s \in \text{Res}^x(s)$ there is $\mathcal{E}_t \in \text{Res}^x(t)$ s.t. for each $\alpha \in \mathcal{A}^* : \text{Pr}(C(z_s, \alpha)) = \text{Pr}(C(z_t, \alpha))$.

Then, $s,t$ are trace distribution equivalent, notation $s \sim_{\text{Tr}, \text{dis}}^x t$, iff $s \sqsubseteq_{\text{Tr}, \text{dis}}^x t$ and $t \sqsubseteq_{\text{Tr}, \text{dis}}^x s$.

The quantitative analogue to trace distribution equivalence is based on the evaluation of the differences in the trace distributions of processes: the distance between processes $s,t$ is set to $\varepsilon \geq 0$ if, for any resolution for $s$ there is a resolution for $t$ exhibiting a trace distribution differing at most by $\varepsilon$, meaning that the execution probability of each trace in the two resolutions differs by at most $\varepsilon$, and vice versa.
Figure 1: We will evaluate the trace distances between \( s_p \) and \( t \) wrt. the different approaches, schedulers and parameter \( p \in [0,1] \). In all upcoming examples we will investigate only the traces that are significant for the evaluation of the considered distance.

**Definition 7** (Trace distribution metric). Let \(( S, \mathcal{A}, \rightarrow)\) be a PTS, \( \lambda \in (0,1] \) and \( x \in \{ \text{det, rand} \} \). The trace distribution hemimetric and the trace distribution metric are the functions \( h^{\lambda,x}_{\text{Tr.dis}}, m^{\lambda,x}_{\text{Tr.dis}} : S \times S \to [0,1] \) defined for all \( s,t \in S \) by:

- \( h^{\lambda,x}_{\text{Tr.dis}}(s,t) = \sup_{\alpha \in \mathcal{A}^{[s,t]}} \inf_{\alpha' \in \mathcal{A}^{[s,t]}} \sup_{\alpha'' \in \mathcal{A}^{[s,t]}} \lambda^{[\alpha''|\alpha| - 1]} |\text{Pr}(C(z_s,\alpha)) - \text{Pr}(C(z_t,\alpha))| \)
- \( m^{\lambda,x}_{\text{Tr.dis}}(s,t) = \max\{h^{\lambda,x}_{\text{Tr.dis}}(s,t), h^{\lambda,x}_{\text{Tr.dis}}(t,s)\} \).

We observe that the expression \( \sup_{\alpha \in \mathcal{A}^{[s,t]}} \lambda^{[\alpha| - 1]} |\text{Pr}(C(z_s,\alpha)) - \text{Pr}(C(z_t,\alpha))| \) used in Definition 7 corresponds to the (weighted) total variation distance between the trace distributions given by the two resolutions \( \mathcal{Z}_s \) and \( \mathcal{Z}_t \). An equivalent formulation is given in [12][27] via the Kantorovich lifting of the discrete metric over traces.

We now state that trace distribution hemimetrics and metrics are well-defined and that their kernels are the trace distribution preorder and equivalences, respectively.

**Theorem 1.** Let \(( S, \mathcal{A}, \rightarrow)\) be a PTS, \( \lambda \in (0,1] \) and \( x \in \{ \text{det, rand} \} \). Then:

1. The function \( h^{\lambda,x}_{\text{Tr.dis}} \) is a 1-bounded hemimetric on \( S \), with \( \succeq^{\lambda}_{\text{Tr.dis}} \) as kernel.
2. The function \( m^{\lambda,x}_{\text{Tr.dis}} \) is a 1-bounded pseudometric on \( S \), with \( \sim^{\lambda}_{\text{Tr.dis}} \) as kernel.

**Example 1.** Consider processes \( s_p \) and \( t \) in Figure 1 with \( p \in [0,1] \). First we evaluate \( h^{\lambda,\text{det}}_{\text{Tr.dis}}(t,s_p) \). We expand only the case for the resolution \( \mathcal{Z}_t \) for \( t \) obtained from its central \( a \)-branch. It assigns probability 0.5 to both \( ab \) and \( ac \). Under deterministic schedulers, any resolution \( \mathcal{Z}_{s_p} \) for \( s_p \) can assign positive probability to only one of these traces. Assume this trace is \( ab \), the case \( ac \) is analogous. We have either \( \text{Pr}(C(z_{s_p},ab)) = p \) or \( \text{Pr}(C(z_{s_p},ab)) = 1 \). Then, \( |\text{Pr}(C(z_t,ab)) - \text{Pr}(C(z_{s_p},ab))| \in \{0.5,0.5-p\} \) and \( |\text{Pr}(C(z_t,ac)) - \text{Pr}(C(z_{s_p},ac))| = 0.5 - 0.5 = 0.5 \). Therefore, \( h^{\lambda,\text{det}}_{\text{Tr.dis}}(t,s_p) = \lambda \cdot 0.5, \) for all \( p \in [0,1] \).

Now we show that \( h^{\lambda,\text{det}}_{\text{Tr.dis}}(s_p,t) = \lambda \cdot \min\{p,0.5-p\}, 1-p \). For each resolution \( \mathcal{Z}_{s_p} \) for \( s_p \) we need the resolution for \( t \) whose trace distribution is closer to that of \( \mathcal{Z}_{s_p} \). We expand only the case of \( \mathcal{Z}_{s_p} \) corresponding to the leftmost \( a \)-branch of \( s_p \) and giving probability 1 to trace \( a \) and \( p \) to trace \( ab \). We distinguish three subcases, related to the value of \( p \): (i) \( p \in [0,0.25] \): The resolution for \( t \) minimizing the distance from \( \mathcal{Z}_{s_p} \) is \( \mathcal{Z}_t^1 \) that selects no action for \( z_{1}^{t} \). The distance between \( \mathcal{Z}_{s_p} \) and \( \mathcal{Z}_t^1 \) is \( \lambda \cdot |\text{Pr}(C(z_{s_p},ab)) - \text{Pr}(C(z_{t}^{1},ab))| = \lambda \cdot p \). Notice that in this case \( p \leq 0.5 - p, 1-p \). (ii) \( p \in (0.25,0.75] \): The resolution for \( t \) that minimizes the distance from \( \mathcal{Z}_{s_p} \) is \( \mathcal{Z}_t^2 \) that performs an \( a \)-move and evolves to \( 0.5 \delta_{z_{2}^{t}} + 0.5 \delta_{z_{3}^{t}} \), where \( z_{3}^{t} \) that executes no action. The distance between \( \mathcal{Z}_{s_p} \) and \( \mathcal{Z}_t^2 \) is \( \lambda \cdot |\text{Pr}(C(z_{s_p},ab)) - \text{Pr}(C(z_{t}^{2},ab))| = \lambda \cdot (0.5 - p) \). Notice that in this case we have \( 0.5 - p \leq p, 1-p \). (iii) \( p \in (0.75,1] \): The resolution for \( t \) that minimizes the distance from \( \mathcal{Z}_{s_p} \) is \( \mathcal{Z}_t^3 \) that corresponds to the leftmost branch of \( t \). The distance between \( \mathcal{Z}_{s_p} \) and \( \mathcal{Z}_t^3 \) is \( \lambda \cdot |\text{Pr}(C(z_{s_p},ab)) - \text{Pr}(C(z_{t}^{3},ab))| = \lambda \cdot (1-p) \). Notice that in this case \( 1-p \leq 0.5 - p, p \).
3.2 The trace-by-trace approach

Trace distribution equivalences come with some desirable properties, as the full backward compatibility with the fully nondeterministic and fully probabilistic cases (cf. [17, Thm. 3.4]). However, they are not congruences wrt. parallel composition [24], and thus the related metrics cannot be non-expansive. Moreover, due to the crucial rôle of the schedulers in the discrimination process, trace distribution distances are sometimes too demanding. Take, for example, processes $s, t$ in Figure 2 with $\varepsilon_1, \varepsilon_2 \in [0, 0.5]$. We have $h_{\text{Tr}, \text{det}}^\lambda(s, t) = \lambda \cdot 0.5$ and $h_{\text{Tr}, \text{det}}^\lambda(t, s) = \lambda \cdot 0.5$ for all $\varepsilon_1, \varepsilon_2 \in [0, 0.5]$. However, $s$ and $t$ can perform the same traces with probabilities that differ at most by $\max(\varepsilon_1, \varepsilon_2)$, which suggests that their trace distance should be $\lambda \cdot \max(\varepsilon_1, \varepsilon_2)$. Specially, for $\varepsilon_1, \varepsilon_2 = 0$, $s, t$ can perform the same traces with exactly the same probability. Despite this, $s, t$ are still distinguished by trace distribution equivalences. These situations arise since the focus of trace distribution approach is more on resolutions than on traces.

To move the focus on traces, the trace-by-trace approach was proposed [4]. The idea is to choose first the event that we want to observe, namely a single trace, and only as a second step we let the scheduler perform its selection: processes $s, t$ are equivalent wrt. the trace-by-trace approach if for each trace $\alpha$, for each resolution for $s$ there is a resolution for $t$ that assigns to $\alpha$ the same probability, and vice versa.

**Definition 8 (Tbt-trace equivalence [4]).** Let $(S, \mathcal{A}, \rightarrow)$ be a PTS and $x \in \{\text{det}, \text{rand}\}$. We say that $s, t \in S$ are in the *tbt-trace preorder*, written $s \preceq_{\text{Tr}, \text{b}} t$, if for each $\alpha \in \mathcal{A}^*$ for each $Z_s \in \text{Res}^x(s)$ there is $Z_t \in \text{Res}^x(t)$ such that $\Pr(C(z_s, \alpha)) = \Pr(C(z_t, \alpha))$.

Then, $s, t \in S$ are *tbt-trace equivalent*, notation $s \sim_{\text{Tr}, \text{b}} t$, iff $s \preceq_{\text{Tr}, \text{b}} t$ and $t \preceq_{\text{Tr}, \text{b}} s$.

In [4] it was proved that tbt-trace equivalences enjoy the congruence property and are backward compatible with the fully nondeterministic and the fully probabilistic cases.

We introduce now the quantitative analogous to tbt-trace equivalences. Processes $s, t$ are at distance $\varepsilon \geq 0$ if, for each trace $\alpha$, for each resolution for $s$ there is a resolution for $t$ such that the two resolutions assign to $\alpha$ probabilities that differ at most by $\varepsilon$, and vice versa.

**Definition 9 (Tbt-trace metric).** Let $(S, \mathcal{A}, \rightarrow)$ be a PTS, $\lambda \in [0, 1]$ and $x \in \{\text{det}, \text{rand}\}$. For each $\alpha \in \mathcal{A}^*$, the function $h_{\text{Tr}, \text{b}}^\lambda, x : S \times S \to [0, 1]$ is defined for all $s, t \in S$ by

$$h_{\text{Tr}, \text{b}}^\lambda, x(s, t) = \lambda |\alpha|^{-1} \sup_{Z_s \in \text{Res}^x(s)} \inf_{Z_t \in \text{Res}^x(t)} |\Pr(C(z_s, \alpha)) - \Pr(C(z_t, \alpha))|$$

The *tbt-trace hemimetric* and the *tbt-trace metric* are the functions $h_{\text{Tr}, \text{b}}^\lambda, x, h_{\text{Tr}, \text{b}}^\lambda, x : S \times S \to [0, 1]$ defined for all $s, t \in S$ by

$$h_{\text{Tr}, \text{b}}^\lambda, x(s, t) = \lambda |\alpha|^{-1} \sup_{Z_s \in \text{Res}^x(s)} \inf_{Z_t \in \text{Res}^x(t)} |\Pr(C(z_s, \alpha)) - \Pr(C(z_t, \alpha))|$$
positive probability to matches $Z$ since, after performing the action $Z$ before or after quantifying on resolutions is irrelevant. preserves all the desirable properties of the tbt-trace sem antics.

to look for an alternative approach that allows us to equate processes in Figure 3 and, at the same time, 2. from the central $p$ for all $s$. Castiglioni 25 one never consider two traces at the same time. /LHD 2. The function $\det{\lambda}{p}{s}{t}$ on trace $t$ on trace $s$ in Figure 3 is such that $\Pr(C(z_s,ab)) = 0.5$. Notice that, since we consider image finite processes, we are guaranteed that for each trace $\alpha \in \St$ the supremum and infimum in the definition of $h_{Tr,\text{det}}^{\lambda}$ are actually achieved. We show now that tbt-trace hemimetrics and metrics are well-defined and that their kernels are the tbt-trace preorders and equivalences, respectively.

**Theorem 2.** Let $(\St, \St^*, \to)$ be a PTS, $\lambda \in (0,1]$ and $x \in \{\det, \text{rand}\}$. Then:

1. The function $h_{Tr,\text{det}}^{\lambda}$ is a 1-bounded hemimetric on $\St$, with $\sup_{Tr,\text{det}}$ as kernel.
2. The function $m_{Tr,\text{det}}^{\lambda}$ is a 1-bounded pseudometric on $\St$, with $\sim_{Tr,\text{det}}$ as kernel.

**Example 2.** Consider Figure 1. We get $h_{Tr,\text{det}}^{\lambda}(s_p,t) = h_{Tr,\text{dis}}^{\lambda}(s_p,t) = (\lambda \cdot \min\{p,0.5-p\})$. The reason why in this particular case the two pseudometrics coincide is that each resolution for $s_p$ gives positive probability to at most one of the traces $ab$ and $ac$, so that quantifying on traces before or after quantifying on resolutions is irrelevant.

Let us evaluate now $h_{Tr,\text{det}}^{\lambda}(t,s_p)$. To this aim, we focus on trace $ab$ and the resolution $Z_t^\ast$ obtained from the central $a$-branch of $t$, for which we have $\Pr(C(z_a,ab)) = 0.5$. We need the resolution $Z_{s_p}$ for $s_p$ that minimizes $|0.5 - \Pr(C(z_{s_p},ab))|$. Since for any resolutions $Z_{s_p}$ for $s_p$ we have $\Pr(C(z_{s_p},ab)) \in \{0,p,1\}$, we infer that the resolution $Z_{s_p}$ we are looking for satisfies $\Pr(C(z_{s_p},ab)) = p$ and, therefore, $|0.5 - \Pr(C(z_{s_p},ab))| = 0.5 - p|$. By considering also the other resolutions for $ab$ and, then, the other traces, we can check that $h_{Tr,\text{det}}^{\lambda}(t,s_p) = \lambda \cdot |0.5 - p|$. In Example 1 we showed that $h_{Tr,\text{dis}}^{\lambda}(t,s_p)$ is a $\sim_{Tr,\text{det}}$ for $p \in [0,1]$. Hence, we get $h_{Tr,\text{det}}^{\lambda}(t,s_p) = h_{Tr,\text{det}}^{\lambda}(t,s_p)$ for $p \in \{0,1\}$, and $h_{Tr,\text{det}}^{\lambda}(t,s_p) > h_{Tr,\text{det}}^{\lambda}(t,s_p)$ for $p \in (0,1)$. This disparity is due to the fact that the trace distributions approach forced us to match the resolution for $t$ assigning positive probability to both $ab$ and $ac$, whereas in the trace-by-trace approach one never consider two traces at the same time.

We conclude this section by stating that tbt-trace distances are strictly non-expansive. As a corollary, we re-obtain the (pre)congruence properties for their kernels (proved in [7]).

**Theorem 3.** All distances $h_{Tr,\text{det}}^{\lambda}$, $h_{Tr,\text{rand}}^{\lambda}$, $m_{Tr,\text{det}}^{\lambda}$, $m_{Tr,\text{rand}}^{\lambda}$ are strictly non-expansive.

### 3.3 The supremal probabilities approach

The trace-by-trace approach improves on trace distribution approach since it supports equivalences and metrics that are compositional. Moreover, by focusing on traces instead of resolutions, the trace-by-trace approach puts processes in Figure 2 in the expected relations. However, we argue here that trace-by-trace approach on deterministic schedulers still gives some questionable results. Take, for example, processes $s,t$ in Figure 3. We believe that these processes should be equivalent in any semantics approach, since, after performing the action $a$, they reach two distributions that should be identified, as they assign total probability 1 to states with an identical behavior. But, if we consider the trace $ab$, the resolution $Z_t^a$ in $\text{Res}^{\text{det}}(t)$ in Figure 3 is such that $\Pr(C(z_a,ab)) = 0.5$, whereas the unique resolution for $s$ assigning positive probability to $ab$ is $Z_s^a$ in Figure 3 for which $\Pr(C(z_s,ab)) = 1$. Hence no resolution in $\text{Res}^{\text{det}}(s)$ matches $Z_t^a$ on trace $ab$, thus giving $m_{Tr,\text{det}}^{\lambda}(s,t) = \lambda \cdot 0.5$ and, consequently, $s \neq t$. This motivates to look for an alternative approach that allows us to equate processes in Figure 2 and, at the same time, preserves all the desirable properties of the tbt-trace semantics.
Figure 3: Processes $s$ and $t$ are distinguished by $\sim_{\text{Tr,bt}}^{\text{det}}$, but related by $\sim_{\text{Tr,}$-$\text{L}}^{\text{det}}$. We remark that $t$ and $u$ are related by all the relations in the three approaches to trace semantics.

We take inspiration from the extremal probabilities approach proposed in [5], which bases on the comparison, for each trace $\alpha$, of both suprema and infima execution probabilities, wrt. resolutions, of $\alpha$: two processes are equated if they assign the same extremal probabilities to all traces. However, reasoning on infima may cause some arguable results. In particular, it is unclear whether such infima should be evaluated over the whole class of resolutions or over a restricted class, as for instance the resolutions in which the considered trace is actually executed. Besides, desirable properties like the backward compatibility and compositionality are not guaranteed. For all these reasons, we find it more reasonable to define a notion of trace equivalence, and a related metric, based on the comparison of supernal probabilities only.

Notice that, if we focus on verification, the comparison of supernal probabilities becomes natural. To exemplify, we let the non-probabilistic case guide us. To verify whether a process $t$ satisfies the specification $S$, we check that whenever $S$ can execute a particular trace, then so does $t$. Actually, only positive information is considered: if there is a resolution for $S$ in which a given trace is executed, then this information is used to verify the equivalence. Still, resolutions in which such a trace is not enabled are not considered. The same principle should hold for PTSs: a process should perform all the traces enabled in $S$ and it should do it with at least the same probability, in the perspective that the quantitative behavior expressed in the specification expresses the minimal requirements on process behavior.

Focusing on supernal probabilities means relaxing the tbt-trace approach by simply requiring that, for each trace $\alpha$ and resolution $\Delta s$ for process $s$ there is a resolution for $t$ assigning to $\alpha$ at least the same probability given by $\Delta s$, and vice versa.

**Definition 10** (\|$|$-trace equivalence). Let $(S, \mathcal{A}, \rightarrow)$ be a PTS and $x \in \{\text{det}, \text{rand}\}$. We say that $s, t \in S$ are in the $\|$-trace preorder, written $s \sqsubseteq^x_{\text{Tr,}$-$\text{L}} t$, if for each $\alpha \in \mathcal{A}^*$

$$\sup_{\Delta s \in \text{Res}^x(s)} \Pr(C(\alpha)) \leq \sup_{\Delta t \in \text{Res}^x(t)} \Pr(C(\alpha)),$$

Then, $s, t \in S$ are $\|$-trace equivalent, notation $s \sim^x_{\text{Tr,}$-$\text{L}} t$, iff $s \sqsubseteq^x_{\text{Tr,}$-$\text{L}} t$ and $t \sqsubseteq^x_{\text{Tr,}$-$\text{L}} s$.

We stress that all good properties of trace-by-trace approach, as the backward compatibility with the fully nondeterministic and fully probabilistic cases and the non-expansiveness of the metric wrt. parallel composition, are preserved by the supernal probabilities approach (Proposition 1 and Theorem 5 below).

Let $\sim_{N}^{\text{Tr}}$ denote the trace equivalence on fully nondeterministic systems [8] and $\sim_{P}^{\text{Tr}}$ denote the one on fully-probabilistic systems [22].

**Proposition 1.** Assume a PTS $P = (S, \mathcal{A}, \rightarrow)$ and processes $s, t \in S$. Then:

1. If $P$ is fully-nondeterministic, then $s \sim_{\text{Tr,}$-$\text{L}}^{\text{det}} t \Leftrightarrow s \sim_{\text{Tr,}$-$\text{L}}^{\text{rand}} t \Leftrightarrow s \sim_{N}^{\text{Tr}} t$.
2. If $P$ is fully-probabilistic, then $s \sim_{\text{Tr,}$-$\text{L}}^{\text{det}} t \Leftrightarrow s \sim_{\text{Tr,}$-$\text{L}}^{\text{rand}} t \Leftrightarrow s \sim_{P}^{\text{Tr}} t$.

The idea behind the quantitative analogue of $\|$-trace equivalence is that two processes are at distance $\varepsilon \geq 0$ if, for each trace, the supernal execution probabilities wrt. the resolutions of nondeterminism for the two processes differ at most by $\varepsilon$. 
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Theorem 6. schedulers are more discriminating than their randomized analogues.

1. The function

\[ h_{s}^{\lambda} \] is defined for all \( s, t \in S \) by

\[
h_{s}^{\lambda}(s, t) = \max \left\{ 0, \lambda^{\left\lfloor \alpha \right\rfloor - 1} \left( \sup_{z \in \text{Res}^s(s)} \Pr(C(z_s, \alpha)) - \sup_{z \in \text{Res}^t(t)} \Pr(C(z_t, \alpha)) \right) \right\}.
\]

The \( \sqcup \)-trace hemimetric and the \( \sqcup \)-trace metric are the functions \( h_{s}^{\lambda}, m_{s}^{\lambda} : S \times S \rightarrow [0, 1] \) defined for all \( s, t \in S \) by

1. \( h_{s}^{\lambda}(s, t) = \sup_{\alpha \in \mathcal{A}} h_{s}^{\lambda}(s, t) \) and
2. \( m_{s}^{\lambda}(s, t) = \max \{ h_{s}^{\lambda}(s, t), h_{s}^{\lambda}(t, s) \} \).

We can show that \( \sqcup \)-trace hemimetrics and metrics are well-defined and that their kernels are the \( \sqcup \)-trace preorders and equivalences, respectively.

Theorem 4. Assume a PTS \( (S, \mathcal{A}, \rightarrow) \), \( \lambda \in (0, 1] \) and \( x \in \{ \text{det, rand} \} \). Then:

1. The function \( h_{s}^{\lambda} \) is a 1-bounded hemimetric on \( S \), with \( \sqcup_{s}^{\lambda} \) as kernel.
2. The function \( m_{s}^{\lambda} \) is a 1-bounded pseudometric on \( S \), with \( \sim_{s}^{\lambda} \) as kernel.

We conclude this section by showing that \( \sqcup \)-trace distances are strictly non-expansive. As a corollary, we infer the (pre)congruence property of their kernels.

Theorem 5. All distances \( h_{s}^{\lambda, \text{det}}, h_{s}^{\lambda, \text{rand}}, m_{s}^{\lambda, \text{det}}, m_{s}^{\lambda, \text{rand}} \) are strictly non-expansive.

Remark 1. We can show that the upper bounds to the distance of composed processes provided in Thms.\[3\] and \[5\] are tight, namely for each distance \( d \) considered in these theorems, there are processes \( s_1, s_2, t_1, t_2 \) with \( d(s_1 \parallel s_2, t_1 \parallel t_2) = d(s_1, t_1) + d(s_2, t_2) - d(s_1, t_1) \cdot d(s_2, t_2) \). Indeed, for \( z_s, z_t \) in Fig.\[5\] with \( \lambda = 1 \), we have \( d(z_s, t_1) = 0.5 \) and \( d(z_s \parallel z_t, z_t \parallel z_t) = 0.75 = 0.5 + 0.5 - 0.5 \cdot 0.5 \).

3.4 Comparing the distinguishing power of trace metrics

So far, we have discussed the properties of trace-based behavioral distances under different approaches. Our aim is now to place these distances in a spectrum. More precisely, we will order them wrt. their distinguishing power: given the metrics \( d, d' \) on \( S \), we write \( d > d' \) if and only if \( d(s, t) \geq d'(s, t) \) for all \( s, t \in S \) and \( d(u, v) > d'(u, v) \) for some \( u, v \in S \).

Intuitively, for trace distributions and tbt-trace semantics, the distances evaluated on deterministic schedulers are more discriminating than their randomized analogues.

Theorem 6. Let \( (S, \mathcal{A}, \rightarrow) \) be a PTS, \( \lambda \in (0, 1] \) and \( y \in \{ \text{dis, tbt} \} \). Then:

1. \( h_{s}^{\lambda, \text{rand}} < h_{s}^{\lambda, \text{det}} \). 2. \( m_{s}^{\lambda, \text{rand}} < m_{s}^{\lambda, \text{det}} \).

As a corollary of Theorem \[6\] by using the relations between distances and equivalences in Theorems\[1\] and \[2\] we re-obtain the relations \( \sim_{\text{dis}}^{\text{det}} \subset \sim_{\text{rand}}^{\text{rand}} \) and \( \sim_{\text{tbt}}^{\text{det}} \subset \sim_{\text{tbt}}^{\text{rand}} \) proved in \[7\]. Moreover, also the analogous results for preorders follow.

As one can expect, the metrics on trace distributions are more discriminating than their corresponding ones in the trace-by-trace approach.

Theorem 7. Let \( (S, \mathcal{A}, \rightarrow) \) be a PTS, \( \lambda \in (0, 1] \) and \( x \in \{ \text{det, rand} \} \). Then:

1. \( h_{s}^{\lambda, \text{tbt}} < h_{s}^{\lambda, \text{dis}} \). 2. \( m_{s}^{\lambda, \text{tbt}} < m_{s}^{\lambda, \text{dis}} \).
As a corollary, by using the kernel relations given in Theorems 1 and 2 we re-obtain the relation
\( \preceq_{\text{Tr,dis}} \sim_{\text{Tr,tbt}} \) that we proved in Figure 3 and we get \( \preceq_{\text{Tr,dis}} \subseteq \preceq_{\text{Tr,tbt}} \). Moreover, we remark that \( m^\lambda_{\text{Tr,dis}} \) is not comparable with \( m^\lambda_{\text{Tr,tbt}} \). This is mainly due to the randomization process and it is witnessed by processes in Figure 3 where \( m^\lambda_{\text{Tr,dis}}(s,t) = \lambda \cdot \max\{0.25 + \epsilon_1, 0.25 + \epsilon_2\} \) and \( m^\lambda_{\text{Tr,tbt}}(s,t) = \lambda \cdot \max(\epsilon_1, \epsilon_2) \) and Figure 2 where \( m^\lambda_{\text{Tr,dis}}(s,t) = 0 \) and \( m^\lambda_{\text{Tr,tbt}}(s,t) = \lambda \cdot 0.5 \).

We focus now on supremal probabilities approach, that comes with a particularly interesting result: the \( \perp \) trace metric on deterministic schedulers coincides with tbt-trace metrics on randomized schedulers. Moreover, \( m^\lambda_{\text{Tr,\perp}} \) coincides also with its randomized version.

**Theorem 8.** Assume a PTS \( P = (S, \mathcal{A}, \rightarrow) \) and \( \lambda \in (0, 1] \). Then:

1. \( h^\lambda_{\text{Tr,\perp}} = h^\lambda_{\text{Tr,tbt}} = h^\lambda_{\text{Tr,\perp}} \).
2. \( m^\lambda_{\text{Tr,\perp}} = m^\lambda_{\text{Tr,tbt}} = m^\lambda_{\text{Tr,\perp}} \).

This result is fundamental in the perspective of the application of our trace metrics to process verification: by comparing solely the suprema execution probabilities of the linear properties of interest we get same expressive power of a pairwise comparison of the probabilities in all possible randomized resolutions of nondeterminism.

Clearly, Theorem 8 together with the kernel relations from Thms 4 and 2 imply that the relations for the supremal probabilities semantics coincide with those for the tbt-trace semantics wrt. randomized schedulers, i.e. \( \preceq_{\text{Tr,\perp}} \equiv \preceq_{\text{Tr,tbt}} \) and \( \sim_{\text{Tr,\perp}} \equiv \sim_{\text{Tr,tbt}} \).

## 4 Metrics for testing

Testing semantics [14] compares processes according to their capacity to pass a test. The latter is a PTS equipped with a distinguished state indicating the success of the test.

**Definition 12** (Test). A nondeterministic probabilistic test transition systems (NPT) is a finite PTS \((O, \mathcal{A}, \rightarrow)\) where \( O \) is a set of processes, called tests, containing a distinguished success process \( \sqrt{\ } \) with no outgoing transitions. We say that a computation from \( o \in O \) is successful iff its last state is \( \sqrt{\ } \).

Given a process \( s \) and a test \( o \), we can consider the interaction system among the two. This models the response of the process to the application of the test, so that \( s \) passes the test \( o \) if there is a computation in the interaction system that reaches \( \sqrt{\ } \). Informally, the interaction system is the result of the parallel composition of the process with the test.

**Definition 13** (Interaction system). The interaction system of a PTS \((S, \mathcal{A}, \rightarrow)\) and an NPT \((O, \mathcal{A}, \rightarrow_O)\) is the PTS \((S \times O, \mathcal{A}', \rightarrow_O')\) where: (i) \((s, o) \in S \times O\) is called a configuration and is successful iff \( o = \sqrt{\ }\); (ii) a computation from \((s, o) \in S \times O\) is successful iff its last configuration is successful.

For \((s, o) \in O \times O\), we let \( SC(z_{s,o}) \) be the set of successful computations from \( z_{s,o} \). For \( \alpha \in \mathcal{A}'^* \), \( SC(z_{s,o}, \alpha) \) is the set of \( \alpha \)-compatible successful computations from \( z_{s,o} \).

Testing semantics should compare processes wrt. their probability to pass a test. In this Section we consider three approaches to it: (i) the may/must, (ii) the trace-by-trace, and (iii) the supremal probabilities. For each approach, we present (hemi,pseudo)metrics that provide a quantitative variant of the considered testing equivalence. To the best of our knowledge, ours is the first attempt in this direction.

### 4.1 The may/must approach

In the original work on nondeterministic systems [14], testing equivalence was defined via the may and must preorders. The former expresses the ability of processes to pass a test. The latter expresses the
impossibility to fail a test. When also probability is considered, these two preorders are defined, resp., in terms of supreme and infima success probabilities [29].

**Definition 14** (May/must testing equivalence, [29]). Let \((S, \omega, \rightarrow)\) be a PTS, \((O, \omega, \rightarrow O)\) an NPT and \(x \in \{\det, \rand\}\). We say that \(s, t \in S\) are in the may testing preorder, written \(s \sqsubseteq^x_{\text{Te, may}} t\), if for each \(o \in O\)

\[
\sup_{x, o \in \mathcal{O}_{\text{max}}(s, o)} \Pr(\mu(z_{s, o})) \leq \sup_{x, o \in \mathcal{O}_{\text{max}}(t, o)} \Pr(\mu(z_{t, o})).
\]

Then, \(s, t \in S\) are may testing equivalent, written \(s \sim^x_{\text{Te, may}} t\), iff \(s \sqsubseteq^x_{\text{Te, may}} t\) and \(t \sqsubseteq^x_{\text{Te, may}} s\).

The notions of must testing preorder, \(\sqsubseteq^x_{\text{Te, must}}\), and must testing equivalence, \(\sim^x_{\text{Te, must}}\), are obtained by replacing the supreme in \(\sqsubseteq^x_{\text{Te, may}}\) and \(\sim^x_{\text{Te, may}}\), resp., with infima.

Finally, we say that \(s, t \in S\) are in the may/must testing preorder, written \(s \sqsubseteq^x_{\text{Te, mm}} t\), if \(s \sqsubseteq^x_{\text{Te, may}} t\) and \(s \sqsubseteq^x_{\text{Te, must}} t\). They are may/must testing equivalent, written \(s \sim^x_{\text{Te, mm}} t\), iff \(s \sqsubseteq^x_{\text{Te, mm}} t\) and \(t \sqsubseteq^x_{\text{Te, mm}} s\).

The quantitative analogue to may/must testing equivalence bases on the evaluation of the differences in the extremal success probabilities. The distance between \(s, t \in S\) is set to \(\varepsilon \geq 0\) if the maximum between the difference in the suprema and infima success probabilities wrt. all resolutions of nondeterminism for \(s\) and \(t\) is at most \(\varepsilon\). We introduce a function \(\omega : O \rightarrow [0, 1]\) that assigns to each test \(o\) the proper discount. In fact, as the success probabilities in the may/must semantics are not related to the execution of a particular trace, in general we cannot define a discount factor as we did for the trace distances. However, a similar construction may be regained when only tests with finite depth are considered. In that case, we could define \(\omega(o) = \lambda^{\text{depth}(o)}\), for \(\lambda \in (0, 1]\). We will use \(1\) to denote the 1 constant function.

**Definition 15** (May/must testing metric). Let \((S, \omega, \rightarrow)\) be a PTS, \((O, \omega, \rightarrow O)\) an NPT, \(\omega : O \rightarrow [0, 1]\) and \(x \in \{\det, \rand\}\). For each \(o \in O\), the function \(h^{x, \omega, x}_{\text{Te, may}} : S \times S \rightarrow [0, 1]\) is defined for all \(s, t \in S\) by

\[
h^{x, \omega, x}_{\text{Te, may}}(s, t) = \max \left\{ 0, \omega(o) \left( \sup_{x, o \in \mathcal{O}_{\text{max}}(s, o)} \Pr(\mu(z_{s, o})) - \sup_{x, o \in \mathcal{O}_{\text{max}}(t, o)} \Pr(\mu(z_{t, o})) \right) \right\}
\]

Function \(h^{x, \omega, x}_{\text{Te, must}} : S \times S \rightarrow [0, 1]\) is obtained by replacing the suprema in \(h^{x, \omega, x}_{\text{Te, may}}\) with infima. Given \(y \in \{\text{may}, \text{must}\}\), the \(y\) testing hemimetric and the \(y\) testing metric are the functions \(h^{x, \omega, x}_{\text{Te, y}} : S \times S \rightarrow [0, 1]\) defined for all \(s, t \in S\) by

- \(h^{x, \omega, x}_{\text{Te, y}}(s, t) = \sup_{o \in O} h^{x, \omega, x}_{\text{Te, y}}(s, t)\) and
- \(m^{x, \omega, x}_{\text{Te, y}}(s, t) = \max\{h^{x, \omega, x}_{\text{Te, y}}(s, t), h^{x, \omega, x}_{\text{Te, y}}(t, s)\}\).

The may/must testing hemimetric and the may/must testing metric are the functions \(h^{x, \omega, x}_{\text{Te, mm}} : S \times S \rightarrow [0, 1]\) defined for all \(s, t \in S\) by

- \(h^{x, \omega, x}_{\text{Te, mm}}(s, t) = \max\{h^{x, \omega, x}_{\text{Te, may}}(s, t), h^{x, \omega, x}_{\text{Te, must}}(s, t)\}\).
- \(m^{x, \omega, x}_{\text{Te, mm}}(s, t) = \max\{m^{x, \omega, x}_{\text{Te, may}}(s, t), m^{x, \omega, x}_{\text{Te, must}}(s, t)\}\).

**Theorem 9.** Let \((S, \omega, \rightarrow)\) be a PTS, \(\omega : O \rightarrow [0, 1]\), \(x \in \{\det, \rand\}\) and \(y \in \{\text{may}, \text{must}, \text{mm}\}\):

1. The function \(\lambda^{x, y}_{\text{Te, y}}\) is a 1-bounded hemimetric on \(S\), with \(\sqsubseteq^x_{\text{Te, y}}\) as kernel.
2. The function \(m^{x, y}_{\text{Te, y}}\) is a 1-bounded pseudometric on \(S\), with \(\sim^x_{\text{Te, y}}\) as kernel.

**Example 3.** Consider \(t, u\) in Fig 3 and their interactions with test \(o_1\) in Fig 4. Clearly, \((t, o_1)\) and \((u, o_1)\) have the same supreme success probabilities. In fact, they both have a maximal resolution assigning probability 1 to the trace \(ab\), i.e. the only successful trace in the considered case. As the same holds for all tests we get \(m^{x, y}_{\text{Te, mm}}(t, u) = 0\). Conversely, if we compare the infima success probabilities, we get \(\inf_{x, o \in \mathcal{O}_{\text{max}}(u, o_1)} = 1\) since \((t, o_1)\) has only one maximal resolution corresponding to \((t, o_1)\) itself and that with probability 1 reaches \(\sqrt{\cdot}\). Still, \(\inf_{x, o \in \mathcal{O}_{\text{max}}(u, o_1)} = 0\), given by the maximal resolution corresponding to \((u, o_1) \rightarrow a\) \(\rightarrow \text{nil}\). Hence, we can infer \(m^{x, y}_{\text{Te, mm}}(t, u) = \omega(o_1) \cdot |1 - 0| = \omega(o_1)\).

We can finally observe that both \(h^{x, \omega, x}_{\text{Te, y}}\) and \(m^{x, \omega, x}_{\text{Te, y}}\) are non-expansive.

**Theorem 10.** Let \(\omega : O \rightarrow [0, 1]\) and \(y \in \{\text{may}, \text{must}, \text{mm}\}\). \(h^{x, \omega, x}_{\text{Te, y}}\) and \(m^{x, \omega, x}_{\text{Te, y}}\) are non-expansive.
Theorem 12. All distances $h_{Te,tbt}^\lambda, h_{Te,tbt}^\lambda, m_{Te,tbt}^\lambda, m_{Te,tbt}^\lambda$ are strictly non-expansive.
4.3 The supremal probabilities approach

If we focus on verification, we can use the testing semantics to verify whether a process will behave as intended by its specification in all possible environments, as modeled by the interaction with the tests. Informally, we could see each test as a set of requests of the environment to the system: the ones ending in the success state are those that must be answered. The interaction of the specification with the test then tells us whether the system is able to provide those answers. Thus, an implementation has to guarantee at least all the answers provided by the specification. For this reason we decided to introduce also a supremal probabilities variant of testing semantics: for each test and for each trace we compare the supreme wrt. all resolutions of nondeterminism of the probabilities of processes to reach success by performing the considered trace.

Definition 18 (⊔-testing equivalence). Let (S, μ, →) be a PTS, (O, ν, →) an NPT and x ∈ {det, rand}. We say that s, t ∈ S are in the ⊔-testing preorder, written s ⊔Te,λ,μ → t, if for each o ∈ O and α ∈ μ*
\[ \sup \{ h_{Te,λ,μ}(s, o) \mid o \in O, s ⊔Te,λ,μ → t \} = \sup \{ h_{Te,λ,μ}(t, o) \mid o \in O, s ⊔Te,λ,μ → t \} \]

Then, s, t ∈ S are ⊔-testing equivalent, notation s ⊔Te,λ → t and t ⊔Te,λ → s.

We obtain the ⊔-testing metric as a direct adaptation to tests of Definition 11.

Definition 19 (⊔-testing metric). Let (S, μ, →) be a PTS, (O, ν, →) an NPT, λ ∈ (0, 1] and x ∈ {det, rand}. For each o ∈ O, α ∈ μ*, the function h_{Te,λ,μ}(s, t) = \sup \{ h_{Te,λ,μ}(s, o) \mid o \in O, s ⊔Te,λ,μ → t \}
\[ \text{The ⊔-testing hemimetric and the ⊔-testing metric are the functions } h_{Te,λ,μ}(s, t), \quad m_{Te,λ,μ}(s, t) : S × S \to [0, 1] \text{ defined for all } s, t ∈ S \]

The supremal probabilities approach is not influenced by this choice. Differently, in the tbt approach, the distances evaluated on deterministic schedulers are more discriminating than their analogues on randomized schedulers.

4.4 Comparing the distinguishing power of testing metrics

We study the distinguishing power of the testing metrics presented in this section and the trace metrics defined in Sect. 3, thus obtaining the spectrum in Fig. 5. Firstly, we compare the expressiveness of the testing metrics wrt. the chosen class of schedulers. The distinguishing power of testing metrics based on may-must and supremal probabilities approaches is not influenced by this choice. Differently, in the tbt approach, the distances evaluated on deterministic schedulers are more discriminating than their analogues on randomized schedulers.
Theorem 15. Let \( \langle S, \lambda, \rightarrow \rangle \) be a PTS, \( \lambda \in (0,1], \omega : O \rightarrow \{ \text{may}, \text{must}, \text{mM} \} \) and \( d \in \{ h, m \} \):

1. \( d_{x,y}^{\omega, \text{det}} = d_{x,y}^{\omega, \text{det}} \)
2. \( d_{x,y}^{\lambda, \text{rand}} < d_{x,y}^{\lambda, \text{det}} \)
3. \( d_{x,y}^{\lambda, \text{rand}} = d_{x,y}^{\lambda, \text{det}} \)

From Thm. [15] by using the kernel relations in Thms. [9] and [11] we regain relations \( \sim_{\text{rand, may}} = \sim_{\text{det, may}} \)
\( \sim_{\text{rand, mM}} = \sim_{\text{det, mM}} \)
\( \sim_{\text{det, te, tbt}} \sim_{\text{det, te, tbt}} \)
and their analogues on preorders, proved in [7].

The strictness of the inequality in Thm. [15] 2, is witnessed by processes \( s, t \) in Fig 6 and their interactions with the test \( o_2 \) in Fig 4. The same reasoning applied in the first paragraph of Sect. 5.3 to obtain \( m_{\lambda, \text{det}}^{\text{Tr, tbt}} (s,t) = \lambda \cdot 0.5 \) and \( m_{\lambda, \text{rand}}^{\text{Tr, tbt}} (s,t) = 0 \).

We proceed to compare the expressions of each metric wrt. the other semantics. Our results are fully compatible with the spectrum on probabilistic relations presented in [7].

Theorem 16. Let \( \langle S, \lambda, \rightarrow \rangle \) be a PTS, \( \lambda \in (0,1], x \in \{ \text{det, rand} \} \) and \( d \in \{ h, m \} \):

1. \( d_{x,y}^{\omega, \text{may}} < d_{x,y}^{\omega, \text{mM}} \)
2. \( d_{x,y}^{\lambda, \text{rand}} < d_{x,y}^{\lambda, \text{det}} \)
3. \( d_{x,y}^{\lambda, \text{rand}} < d_{x,y}^{\lambda, \text{det}} \)
4. \( d_{x,y}^{\lambda, \text{rand}} < d_{x,y}^{\lambda, \text{det}} \)
5. \( d_{x,y}^{\lambda, \text{rand}} < d_{x,y}^{\lambda, \text{det}} \)

The following Examples prove the strictness of the inequalities in Thm. [16] and the non comparability of the (hemi)metrics as shown in Fig. [5]. For simplicity, we consider only the cases of the metrics.

Example 5. Non comparability of \( m_{x,y}^{\omega, \text{may}} \) with \( m_{x,y}^{\omega, \text{det}} \).

In Ex. [3] we showed that for \( t, u \) in Fig. [3] from their interaction with the test \( o_1 \) in Fig. [4] we obtain that \( m_{x,y}^{\omega, \text{may}} (t,u) = \omega (o_1) \), whereas one can easily check that \( m_{x,y}^{\omega, \text{det}} (t,u) = 0 \).
Consider now \( s, t \) and their interactions in Fig. 6 with the test \( o_2 \) from Fig. 4. Clearly, we have \( \sup_{z_{t,o} \in \text{Res}_{\text{max}}(s,o)} \Pr(\text{SC}(z_{s,o})) = 1 \) and \( \sup_{z_{t,o} \in \text{Res}_{\text{max}}(t,o)} \Pr(\text{SC}(z_{t,o})) = 0.3 \) and thus \( m_{\text{Te,must}}^{o_{x}}(s,t) = 0.7 \cdot \omega(o_2) \). Conversely, if we consider infima success probabilities, we have \( \inf_{z_{t,o} \in \text{Res}_{\text{max}}(s,o)} \Pr(\text{SC}(z_{s,o})) = 0 \) and \( \sup_{z_{t,o} \in \text{Res}_{\text{max}}(t,o)} \Pr(\text{SC}(z_{t,o})) = 0.3 \). Thus, \( m_{\text{Te,must}}^{o_{x}}(s,t) = 0.3 \cdot \omega(o_2) \).

\[ \text{Example 6. Non comparability of } m_{\text{Te,must}}^{l_x} \text{ with } m_{\text{Te,\l}}^{l_x} \text{, } m_{\text{Tr,\l}}^{l_x} \text{, } m_{\text{Tr,dis}}^{l_x} \text{, } m_{\text{Te,must}}^{l_x} \text{ and } m_{\text{Tr,\l}}^{l_x}. \]

We start with \( m_{\text{Te,\l}}^{l_x} \). Form Ex. 5 we know that for \( t,u \) in Fig. 3 it holds \( m_{\text{Te,must}}^{l_x}(t,u) = 1 \). Since both \( t \) and \( u \) have maximal resolutions giving probability 1 to either \( ab \) or \( ac \), we get \( m_{\text{Te,\l}}^{l_x}(t,u) = 0 \). Consider now \( s,t \) in Fig. 6. In Ex. 5 we showed that \( m_{\text{Te,must}}^{l_x}(s,t) = 0.3 \). From the interaction systems in Fig. 6 by considering the suprema success probabilities of trace \( ac \), we obtain that \( m_{\text{Te,\l}}^{l_x} = 0.4 \).

Next we deal with the tbt-testing metrics. Consider \( s,t \) in Fig. 7 and the family of tests \( O = \{ o_p \mid p \in (0,1) \} \), each duplicating the actions \( b \) in the interaction with \( s \) and \( t \). For each \( o_p \in O \),

\[ \inf_{z_{t,o} \in \text{Res}_{\text{max}}(s,o_p)} \Pr(\text{SC}(z_{s,o_p})) = 0 \text{ and } \sup_{z_{t,o} \in \text{Res}_{\text{max}}(t,o_p)} \Pr(\text{SC}(z_{t,o_p})) = \min\{p,1-p\}, \]

thus giving

\[ h_{\text{Te,must}}^{o_{p,l_x}}(t,s) = \min\{p,1-p\}. \]

One can then easily check that \( m_{\text{Te,must}}^{l_x}(s,t) = \sup_{p \in (0,1)} \min\{p,1-p\} = 0.5 \). Conversely, as the tbt-testing metric compares the success probabilities related to the execution of a single trace per time, we get \( m_{\text{Te,bt}}^{l_x}(t,s) = 0 \). Notice that in the case of randomized schedulers, all the randomized resolutions for \( t,o_p \) combining the two \( a \)-moves can be matched by \( s,o_p \) by combining the \( b \)-moves and vice versa. Consider now \( s,t \) in Fig. 6. Even under randomized schedulers, the tbt-testing metric on them is given by the difference in the success probability of the trace \( ac \) (or equivalently \( ad \)) and thus \( m_{\text{Te,bt}}^{l_x}(s,t) = 0.4 \). However, we have already showed that \( m_{\text{Te,must}}^{l_x}(s,t) = 0.3 \).

Finally, we consider the case of trace distances. Consider \( t,u \) in Fig. 3. Clearly, \( m_{\text{Tr,dis}}^{l_x}(t,u) = m_{\text{Tr,\l}}^{l_x}(t,u) = m_{\text{Tr,\l}}^{l_x}(t,u) = 0 \). However, in Ex. 3 we showed that \( m_{\text{Te,must}}^{l_x}(t,u) = 1 \). Consider now \( s,t \) in Fig. 6. We have that \( m_{\text{Te,must}}^{l_x}(s,t) = 0.3 \), but \( m_{\text{Tr,dis}}^{l_x}(s,t) = 0.7 \) and \( m_{\text{Te,bt}}^{l_x}(s,t) = m_{\text{Tr,\l}}^{l_x}(s,t) = 0.4 \).

\[ \text{Example 7. Non comparability of } m_{\text{Te,may}}^{l_x} \text{ with } m_{\text{Te,bt}}^{l_x} \text{, } m_{\text{Tr,dis}}^{l_x} \text{ and } m_{\text{Tr,\l}}^{l_x}. \]

For the tbt-testing metrics, consider \( s,t \) in Fig. 7. In Ex. 6 we showed that \( m_{\text{Te,bt}}^{l_x}(s,t) = 0 \). However, the same reasoning giving \( m_{\text{Te,must}}^{l_x}(s,t) = 0.5 \), can be applied on suprema success probabilities thus giving \( m_{\text{Te,may}}^{l_x}(s,t) = 0.5 \). Consider now \( t,u \) in Fig. 3 and their interactions with test \( o_1 \) in Fig. 4. As we consider maximal resolutions only, for both classes of schedulers, the success probability of trace \( ab \) evaluates to 1 on \( t,o_1 \), whereas on \( u,o_1 \) it evaluates to 0, due to the maximal resolution corresponding to the rightmost \( a \)-branch. Hence \( m_{\text{Te,bt}}^{l_x}(t,u) = \lambda \), whereas one can easily check that \( m_{\text{Te,may}}^{l_x}(t,u) = 0 \).
We now proceed to the case of trace distances. For \( s, t \) in Fig. 7 we showed that \( m^{1,x}_{\text{Te,may}}(s,t) = 0.5 \). However, as both processes have a single resolution each allowing them to execute either trace \( abc \) or \( abd \), we can infer that \( m^{1,x}_{\text{Tr,dis}}(s,t) = m^{1,x}_{\text{Tr,brt}}(s,t) = 0 \). Notice, that this also shows the strictness of the relation \( m^{1,\text{rand}}_{\text{Tr,dis}} \preceq m^{1,\text{det}}_{\text{Tr,brt}} \). Consider now \( s, t \) in Fig. 3. As discussed in Sect. 3.3 we have that \( m^{1,\text{det}}_{\text{Tr,dis}} \geq m^{1,\text{det}}_{\text{Tr,brt}}(s,t) = 0.5 \). However, one can easily check that \( m^{1,x}_{\text{Te,may}}(s,t) = 0 \).

**Example 8. Strictness of \( m^{1,x}_{\text{Te,dis}} \preceq m^{1,x}_{\text{Te,brt}} \).**

Consider \( s, t \) in Fig. 6. In Ex. 8 we have shown that \( m^{1,\text{may}}_{\text{Te,may}}(s,t) = 0.7 \). However, since the supralogical probability approach to testing proceeds in a trace-by-trace fashion, the \( \sqcup \)-testing distance is given by the difference in the success probability of the trace \( ac \) (or \( ad \)) and thus \( m^{1,x}_{\text{Te,may}}(s,t) = 0.4 \).

**Example 9. Strictness of \( m^{1,x}_{\text{Te,dis}} \preceq m^{1,x}_{\text{Te,brt}} \).**

We stress that this relation is due to the restriction to maximal resolutions, necessary to reason on testing semantics. Consider now \( t, u \) in Fig. 3 and their interactions with test \( o_1 \) in Fig. 4. In Ex. 7 we have shown that \( m^{1,x}_{\text{Te,brt}}(t,u) = \lambda \). However, one can easily check that \( m^{1,x}_{\text{Te,dis}}(t,u) = 0 \).

**Example 10. Strictness of \( m^{1,x}_{\text{Tr,brt}} \preceq m^{1,x}_{\text{Tr,dis}} \).**

For \( m^{1,x}_{\text{Tr,brt}} \preceq m^{1,x}_{\text{Tr,dis}} \) consider \( t, u \) in Fig. 5 and the test \( o_1 \) in Fig. 4 by which we get \( m^{1,x}_{\text{Tr,brt}}(t,u) = 0 \) and \( m^{1,x}_{\text{Tr,dis}}(t,u) = \lambda \). Similarly, for \( m^{1,x}_{\text{Tr,dis}} \preceq m^{1,x}_{\text{Tr,brt}} \) consider \( s, t \) in Fig. 2 with \( \epsilon_1 = \epsilon_2 = 0 \). We have \( m^{1,x}_{\text{Tr,dis}}(s,t) = 0 \) and \( m^{1,x}_{\text{Tr,brt}}(s,t) = \lambda \cdot 0.5 \), given by the test \( o \) corresponding to the leftmost branch of \( s \).

## 5 Related and future work

Trace metrics have been thoroughly studied on quantitative systems, as testified by the spectrum of distances, defined as the generalization of a chosen trace distance, in [17] and the one on Metric Transition Systems (MTSs) in [11]. The great variety in these models and the PTSs prevent us to compare the obtained results in detail. Notably, in [11] the trace distance is based on a propositional distance defined over valuations of atomic propositions that characterize the MTS. If on one side such valuation could play the role of the probability distributions in the PTS, it is unclear whether we could combine the ground distance on atomic propositions and the propositional distance, to obtain trace distances comparable to ours. In [13] trace metrics on Markov Chains (MCs) are defined as total variation distances on the cones generated by traces. As in MCs probability depends only on the current state and not on nondeterminism, our quantification over resolutions would be trivial on MCs, giving a total variation distance.

Although ours is the first proposal of a metric expressing testing semantics, testing equivalences for probabilistic processes have been studied also in [4,5,15]. In detail, [15] proposed notions of probabilistic may/must testing for a Kleisli lifting of the PTS model, i.e. the transition relation is lifted to a relation \((\to)^+ \subseteq (\Delta(S) \times \mathcal{A} \times \Delta(S))\) taking distributions over processes to distributions over processes. Again, the disparity in the two models prevents us from thoroughly comparing the proposed testing relations.

As future work, we aim to extend the spectrum of metrics to (bi)simulation metrics [16] and to metrics on different semantic models, and to study their logical characterizations and compositional properties on the same line of [9,11]. Further, we aim to provide efficient algorithms for the evaluation of the proposed metrics and to develop a tool for quantitative process verification: we will use the distance between a process and its specification to quantify how much that process satisfies a given property.

**Acknowledgements** I wish to thank Michele Loreti and Simone Tini for fruitful discussions, and the anonymous referees for their valuable comments and suggestions that helped to improve the paper.
References

[1] Luca de Alfaro, Marco Faella & Mariëlle Stoelinga (2009): Linear and Branching System Metrics. IEEE Trans. Software Eng. 35(2), pp. 258–273, doi:10.1109/TSE.2008.106

[2] Luca de Alfaro, Thomas A. Henzinger & Rupak Majumdar (2003): Discounting the Future in Systems Theory. In: Proc. ICALP'03, ICALP '03, Springer, pp. 1022–1037, doi:10.1007/3-540-45061-0_79

[3] Giorgio Bacci, Giovanni Bacci, Kim G. Larsen & Radu Mardare (2015): Converging from Branching to Linear Metrics on Markov Chains. In: Proc. ICTAC 2015, pp. 349–367, doi:10.1007/978-3-319-25150-9_21

[4] Marco Bernardo, Rocco De Nicola & Michele Loreti (2012): Revisiting Trace and Testing Equivalences for Nondeterministic and Probabilistic Processes. In: Proc. FoSSaCS 2012, pp. 195–209, doi:10.1007/978-3-642-28729-9_13

[5] Marco Bernardo, Rocco De Nicola & Michele Loreti (2013): The Spectrum of Strong Behavioral Equivalences for Nondeterministic and Probabilistic Processes. In: Proc. QAPL 2013, pp. 349–367, doi:10.1007/978-3-319-25150-9_21

[6] Marco Bernardo, Rocco De Nicola & Michele Loreti (2014): Relating strong behavioral equivalences for processes with nondeterminism and probabilities. Theor. Comput. Sci. 546, pp. 63–92, doi:10.1016/j.tcs.2014.03.001

[7] Marco Bernardo, Rocco De Nicola & Michele Loreti (2014): Revisiting Trace and Testing Equivalences for Nondeterministic and Probabilistic Processes. Logical Methods in Computer Science 10(1), doi:10.2168/LMCS-10(1:16)2014

[8] Stephen D. Brookes, C. A. R. Hoare & A. W. Roscoe (1984): A Theory of Communicating Sequential Processes. J. ACM 31(3), pp. 560–599, doi:10.1145/828.833

[9] Valentina Castiglioni, Daniel Gebler & Simone Tini (2016): Logical Characterization of Bisimulation Metrics. In: Proc. QAPL ’16, pp. 44–62, doi:10.4204/EPTCS.227.4

[10] Valentina Castiglioni, Daniel Gebler & Simone Tini (2016): Modal Decomposition on Nondeterministic Probabilistic Processes. In: Proc. CONCUR 2016, pp. 36:1–36:15, doi:10.4230/LIPIcs.CONCUR.2016.36

[11] Valentina Castiglioni, Daniel Gebler & Simone Tini (2018): SOS-based Modal Decomposition on Nondeterministic Probabilistic Processes. Logical Methods in Computer Science Volume 14, Issue 2, doi:10.23638/LMCS-14(2:18)2018

[12] Valentina Castiglioni & Simone Tini (2017): Logical Characterization of Trace Metrics. In: Proc. QAPL@ETAPS 2017, EPTCS 250, pp. 39–74, doi:10.4204/EPTCS.250.4

[13] Przemyslaw Daca, Thomas A. Henzinger, Jan Křetínský & Tatjana Petrov (2016): Linear Distances between Markov Chains. In: Proc. CONCUR 2016, pp. 20:1–20:15, doi:10.4230/LIPIcs.CONCUR.2016.20

[14] Rocco De Nicola & Matthew Hennessy (1984): Testing Equivalences for Processes. Theor. Comput. Sci. 34, pp. 83–133, doi:10.1016/0304-3975(84)90113-0

[15] Yuxin Deng, Rob J. van Glabbeek, Matthew Hennessy & Carroll Morgan (2008): Characterising Testing Preorders for Finite Probabilistic Processes. Logical Methods in Computer Science 4(4), doi:10.2168/LMCS-4(4:4)2008

[16] Josee Desharnais, Vineet Gupta, Radha Jagadeesan & Prakash Panangaden (2004): Metrics for labelled Markov processes. Theor. Comput. Sci. 318(3), pp. 323–354, doi:10.1016/j.tcs.2003.09.013.

[17] Uli Fahrenberg & Axel Legay (2014): The quantitative linear-time-branching-time spectrum. Theor. Comput. Sci. 538, pp. 54–69, doi:10.1016/j.tcs.2013.07.030

[18] Sonja Georgievska & Suzana Andova (2012): Probabilistic may/must testing: retaining probabilities by restricted schedulers. Formal Asp. Comput. 24(4-6), pp. 727–748, doi:10.1007/s00165-012-0236-5

[19] Hans Hansson & Bengt Jonsson (1994): A logic for reasoning about time and reliability. FAC 6(5), pp. 512–535, doi:10.1007/BF01211866
[20] Holger Hermanns, Augusto Parma, Roberto Segala, Björn Wachter & Lijun Zhang (2011): Probabilistic Logical Characterization. Inf. Comput. 209(2), pp. 154–172, doi:10.1016/j.ic.2010.11.024

[21] Anthony Hoare (1985): Communicating Sequential Processes. Prentice-Hall.

[22] Chi-Chang Jou & Scott A. Smolka (1990): Equivalences, Congruences, and Complete Axiomatizations for Probabilistic Processes. In: Proc. CONCUR ’90, Lecture Notes in Computer Science 458, pp. 367–383, doi:10.1007/BFb0039071

[23] Robert M. Keller (1976): Formal Verification of Parallel Programs. Commun. ACM 19(7), pp. 371–384, doi:10.1145/360248.360251

[24] Roberto Segala (1995): A Compositional Trace-Based Semantics for Probabilistic Automata. In: Proc. CONCUR ’95, pp. 234–248, doi:10.1007/3-540-60218-6_17

[25] Roberto Segala (1995): Modeling and Verification of Randomized Distributed Real-Time Systems. Ph.D. thesis, MIT. Available at http://hdl.handle.net/1721.1/38563

[26] Roberto Segala & Nancy A. Lynch (1995): Probabilistic Simulations for Probabilistic Processes. Nord. J. Comput. 2(2), pp. 250–273.

[27] Lin Song, Yuxin Deng & Xiaojuan Cai (2007): Towards Automatic Measurement of Probabilistic Processes. In: Proc. QSIC 2007, pp. 50–59, doi:10.1109/QSIC.2007.65

[28] Nicolás Wolovick & Sven Johr (2006): A Characterization of Meaningful Schedulers for Continuous-Time Markov Decision Processes. In: Proc. FORMATS 2006, pp. 352–367, doi:10.1007/11867340_25

[29] Wang Yi & Kim G. Larsen (1992): Testing Probabilistic and Nondeterministic Processes. In: Proc. PSTV’92 IFIP Transactions C-8, pp. 47–61.