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Abstract

The equations of Löwner type can be derived in two very different contexts: one of them is complex analysis and the theory of parametric conformal maps and the other one is the theory of integrable systems. In this paper we compare the both approaches. After recalling the derivation of Löwner equations based on complex analysis we review one- and multi-variable reductions of dispersionless integrable hierarchies (dKP, dBKP, dToda, and dDKP). The one-variable reductions are described by solutions of different versions of Löwner equation: chordal (rational) for dKP, quadrant for dBKP, radial (trigonometric) for dToda and elliptic for DKP. We also discuss multi-variable reductions which are given by a system of Löwner equations supplemented by a system of partial differential equations of hydrodynamic type. The solvability of the hydrodynamic type system can be proved by means of the generalized hodograph method.
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1 Introduction

Around the turn of the millennium it turned out that the hierarchies of integrable partial differential equations are related to the theory of univalent functions (i.e., to the Riemann mapping theorem) unexpectedly deeply. To wit, dispersionless limits of the Kadomtsev-Petviashvili (dKP) and the 2D Toda (dToda) hierarchies were shown to be closely related to conformal maps of domains in the complex plane.

This relation was developed in two seemingly different directions. One of them treats equations of the dToda hierarchy as governing equations for conformal maps of plane domains with smooth boundary as functions of their harmonic moments [1, 2]. Another one is related to conformal maps of domains with slits (slit domains). In the seminal papers [3, 4] reductions of the dKP hierarchy were studied and it was discovered that they are classified by solutions of a Löwner-type differential equation which characterizes one-parameter families of conformal mappings of domains with a growing slit and a fixed reference domain [5]. Later this important observation was extended to hierarchies of other types and other types of Löwner-like equations [6, 7, 8, 9, 10, 11].

The aim of this paper is to review reductions of the dispersionless hierarchies such as dKP, dToda as well as of the B- and D- versions of the dKP hierarchy (dBKP and dDKP) within a unified framework of Hirota’s approach and to elucidate their deep relation with different types of the Löwner equation (respectively, chordal, radial, quadrant and elliptic). A conceptual understanding of mathematical origin of this relation is still missing.

The meaning of reduction is as follows. Infinite hierarchies of partial differential equations contain an infinite number of independent variables (“times”) and an infinite number of dependent variables. The simplest possible reduction is a reduction to just one dependent variable which depends on all the times, and all other dependent variables become functions of it (a one-variable reduction). It appears that the one-variable reductions are described by solutions of a single Löwner equation with a driving function which characterizes the reduction. Geometrically, the driving function characterizes the shape of the slit and the single dependent variable is a parameter along the slit. One can also consider multi-variable (N-variable) reductions when there are N dependent variables. In this case the reduction is described by a system of N Löwner equations with N driving functions and certain compatibility conditions (the Gibbons-Tsarev equations [3]) appear.

In section 2 we review the different types of Löwner equations from the point of view of complex analysis and conformal mappings. We would like to stress that the hierarchical sequence of Löwner equations

\[ \text{chordal} \rightarrow \text{radial} \rightarrow \text{elliptic} \]

corresponds to the types of functions

\[ \text{rational} \rightarrow \text{trigonometric} \rightarrow \text{elliptic} \]

and, on the side of dispersionless integrable hierarchies, to

\[ \text{dKP} \rightarrow \text{dToda} \rightarrow \text{dDKP}. \]
In section 3 we consider dispersionless integrable hierarchies: dKP, dBKP, dToda and dDKP (the order corresponds to growing complexity). In each case we start from the generating equation for the dispersionless limit of the tau-function (coming from the Hirota bilinear equations) and in the cases of dKP, dBKP and dToda prove that it is equivalent to the more familiar Lax formulation. (For the dDKP hierarchy in the elliptic form the Lax formulation is not known.) For each case, the one-variable reduction is considered and the corresponding L"owner equation (chordal, quadrant, radial and elliptic) is derived as the consistency condition of the reduction with the structure of the infinite hierarchy.

Section 4 is devoted to multi-variable reductions characterized by a system of L"owner equations. We derive the compatibility conditions for them which are the Gibbons-Tsarev equations. In the case of reduction, the infinite hierarchy is reduced to a finite system of differential equations of hydrodynamic type for a finite number of dependent variables. This system is implicitly solved by means of the generalized hodograph method developed by Tsarev [12].

2 L"owner equations

The conformal map of a domain with a slit of arbitrary shape to a reference domain (say, the upper half plane or the unit circle) satisfy certain differential equation as a function of a parameter characterizing the slit. Such differential equations are called equations of the L"owner type.

2.1 Chordal L"owner equation

The simplest equation of this type, now called chordal L"owner equation, was first obtained in [13]. Let $\Gamma$ be a smooth curve $\Gamma : [0, +\infty) \rightarrow \mathbb{H}$ in the upper half plane $\mathbb{H}$ starting from a point on the real axis, $\Gamma(0) \in \mathbb{R}$, and $\Gamma_t$ be its arc, $\Gamma_t := \Gamma([0, t])$. We assume that, if the curve touches the real axis, it goes off and enters $\mathbb{H}$ immediately.

According to the Riemann mapping theorem, there exists a unique univalent conformal map $g(z, t)$ from $\mathbb{H} \setminus \Gamma_t$ to $\mathbb{H}$ normalized by the condition
\[
g(z, t) = z + u(t)z^{-1} + O(z^{-2}), \quad z \to \infty, \quad t > 0.
\]
The parameter $t$ along the curve is sometimes referred to as “time” and the coefficient $u(t)$ as the “capacity” of the domain $\mathbb{H} \setminus \Gamma_t$.

It can be shown (see, for example, [14]) that $u(t)$ is a continuous increasing function of $t$, which makes it possible to assume $u(t) = t$ by reparametrization. In this parametrization, $g(z, t)$ has the following form:
\[
g(z, t) = z + tz^{-1} + O(z^{-2}), \quad z \to \infty, \quad t > 0.
\] (2.1)

It appears that there exists a continuous real-valued function $\xi(t)$ (called the driving function) such that $g(z, t)$ satisfies the differential equation
\[
\frac{\partial g(z, t)}{\partial t} = \frac{1}{g(z, t) - \xi(t)}, \quad g(z, 0) = z.
\] (2.2)
This is the chordal Löwner equation. The point $\xi(t) \in \mathbb{R}$ is the image of the tip of the curve $\Gamma_t$. This is how the chordal Löwner equation appears in complex analysis. It was first proved in [13] and rediscovered in the context of integrable systems by Gibbons and Tsarev in [4]. It became well-known when Schramm [15] discovered it independently and studied random curves in the upper half plane (in the celebrated SLE the driving function $\xi(t)$ is a Brownian motion).

For example, if $\Gamma_t = [\xi, \xi + i\sqrt{2}t]$ is the straight segment from $\xi \in \mathbb{R}$ to the point $\xi + i\sqrt{2}t$, then $\xi(t) = \xi = \text{const}$ and

$$g(z, t) = \xi + \sqrt{(z - \xi)^2 + 2t}. \quad (2.3)$$

Note that if $t \to 0$ and $|z - \xi|$ is bounded from below, then

$$g(z, t) = z + \frac{t}{z - \xi} + O(t^2). \quad (2.4)$$

The origin of the equation (2.2) in a good situation (when, for example, the curve is smooth) is explained as follows [16]. (This explanation is by no means rigorous but simple and geometrically clear. For rigorous proofs we refer to, for example, [14], [17].)

Let the curve evolve for a “time” $t$ and then for a further short “time” $s$, $s \to 0$. The image of $\mathbb{H} \setminus \Gamma_{t+s}$ under $g(z, t + s)$ is $\mathbb{H}$ while the image of $\mathbb{H} \setminus \Gamma_{t+s}$ under $g(z, t)$ is $\mathbb{H}$ with a cut which is a short vertical segment starting from the point $\xi(t)$ on the real axis: The tip $z_* := \Gamma(t)$ of the curve $\Gamma_t$ is mapped to $g(z_*, t) = \xi(t)$ by the map $g(z, t)$ (Figure 1).
The angle $2\pi$ around $z_*$ shrinks to $\pi$ in the upper half plane around $\xi(t)$. From this argument we can infer that $g(z, t)$ behaves like $(\text{const.}) \times \sqrt{z - z_*}$ in the neighborhood of $z_*$. It follows that the angles $\pi$ on the both sides of the curve at the tip of $\Gamma_t$ (the left picture in Figure 3) shrinks to $\frac{\pi}{2}$ in the image (the right picture in Figure 3).

The map $g(z, t + s)$ is decomposed as $(g(z, t + s) \circ g(z, t)^{-1}) \circ g(z, t)$, where $g(z, t + s) \circ g(z, t)^{-1}$ is the map from the domain in the right picture in Figure 3 to the upper half plane and approximated by the map in Figure 2 which justifies the following approximation:

$$
g(z, t + s) \circ g(z, t)^{-1}(w) \approx \xi(t) + \sqrt{(w - \xi(t))^2 + 2c(t, s)} = w + \frac{c(t, s)}{w - \xi(t)} + O(w^{-2}),$$

where $c(t, s)$ is determined by the length of the segment in the right picture in Figure 3. On the other hand, because of the normalization (2.1), we can expand $g(z, t + s) \circ g(z, t)^{-1}$ as follows:

$$
g(z, t + s) \circ g(z, t)^{-1}(w) = w + sw^{-1} + O(w^{-2}).$$

Comparing the coefficients, we obtain $c(t, s) \approx s$.

Therefore, we can write, using (2.3), (2.4):

$$
g(z, t + s) \approx \xi(t) + \sqrt{(g(z, t) - \xi(t))^2 + 2s} = g(z, t) + \frac{s}{g(z, t) - \xi(t)} + O(s^2)$$

which is equivalent to (2.2).

Another explanation (or the idea of the proof in [17], which follows the original idea by Kufarev et al., [13]; see also [18]) is as follows. The key ingredient is the Schwarz integral formula in complex analysis, a corollary of the Cauchy integral formula:

$$
f(z) = \frac{1}{\pi} \int_{\mathbb{R}} \frac{\text{Im} f(\xi)}{\xi - z} d\xi, \quad (2.5)$$

where $f : \mathbb{H} \to \mathbb{C}$ is a holomorphic function on the upper half plane continuously extendable to $\mathbb{H} \to \mathbb{C}$ and satisfies the following estimate:

$$
\lim_{R \to \infty} \max_{\varphi \in [0, \pi]} |f(Re^{i\varphi})| = 0. \quad (2.6)
$$
In fact, applying the Cauchy integral formula to the semi-circle \([-R, R] \cup \{Re^{i\varphi} \mid \varphi \in [0, \pi]\}\), we have

\[
\begin{align*}
f(z) &= \frac{1}{2\pi i} \int_{-R}^{R} \frac{f(x)}{x - z} \, dx + \frac{1}{2\pi} \int_{0}^{\pi} \frac{f(Re^{i\varphi})}{Re^{i\varphi} - z} Re^{i\varphi} \, d\varphi, \\
0 &= \frac{1}{2\pi i} \int_{-R}^{R} \frac{f(x)}{x - \bar{z}} \, dx + \frac{1}{2\pi} \int_{0}^{\pi} \frac{f(Re^{i\varphi})}{Re^{i\varphi} - \bar{z}} Re^{i\varphi} \, d\varphi.
\end{align*}
\]

Taking the complex conjugate of the second equation and summing with the first, we obtain

\[
f(z) = \frac{1}{\pi} \int_{-R}^{R} \frac{\text{Im} f(x)}{x - z} \, dx + \frac{1}{2\pi} \int_{0}^{\pi} \frac{f(Re^{i\varphi})}{Re^{i\varphi} - z} Re^{i\varphi} \, d\varphi + \frac{1}{2\pi} \int_{0}^{\pi} \frac{f(Re^{i\varphi})}{Re^{i\varphi} - \bar{z}} Re^{-i\varphi} \, d\varphi.
\]

Because of the estimate (2.6), the last two terms converges to 0 when \(R\) tends to infinity. Thus (2.5) is proved. (See also Proposition 2.2 of [17].)

Let us return to the chordal Löwner equation. For \(0 \leq s \leq t\) we define a map \(h(z; s, t) : \mathbb{H} \to \mathbb{H}\) by

\[
h(z; s, t) := g(g^{-1}(z, t), s).
\]

(See Figure 4)

If we apply (2.5) to \(h(\xi; s, t) - \xi\), we obtain

\[
h(\xi; s, t) - \xi = \frac{1}{\pi} \int_{R} \frac{\text{Im}(h(x; s, t) - x)}{x - \xi} \, dx = \frac{1}{\pi} \int_{B_{s,t}} \frac{\text{Im}(h(x; s, t))}{x - \xi} \, dx.
\]
since the integration variable $x$ is real and the imaginary part of $h(z; s, t)$ is non-zero only on the bold interval $B_{s,t}$ in Figure 4. Setting $\xi \mapsto g(z, t)$, we have

$$g(z; s) - g(z, t) = \frac{1}{\pi} \int_{B_{s,t}} \frac{\text{Im}(h(x; s, t))}{x - g(z, t)} \, dx. \tag{2.9}$$

On the other hand, setting $z = iy$ $(y > 0)$ in (2.8) and taking the limit $y \to \infty$, we have

$$t - s = \frac{1}{\pi} \int_{B_{s,t}} \text{Im}(h(x; s, t)) \, dx, \tag{2.10}$$

since $h(\xi; s, t) = \xi + (s - t)\xi^{-1} + O(\xi^{-2})$.

The ratio of (2.9) and (2.10) gives

$$\frac{g(z, s) - g(z, t)}{s - t} = \frac{\int_{B_{s,t}} \frac{\text{Im}(h(x; s, t))}{x - g(z, t)} \, dx}{-\int_{B_{s,t}} \text{Im}(h(x; s, t)) \, dx} \tag{2.11}$$

for $0 \leq s < t$.

When $s$ approaches to $t$ from below, $s \nearrow t$, the left hand side of (2.11) converges to the left derivative of $g(z, t)$ with respect to $t$. The segment $B_{s,t}$ shrinks to $\xi(t)$ in this limit, which means that the right hand side of (2.11) converges to $\frac{1}{g(z, t) - \xi(t)}$. Thus we have an equation for $h(\xi; s, t)$:

$$\frac{\partial}{\partial t} g(z, t) = \frac{1}{g(z, t) - \xi(t)},$$

where the differentiation is understood as the left derivative. We can also prove the same differential equation with the right derivative, and therefore the above equation holds as a usual differential equation. namely, (2.2).

Below in section 3.1.2 we will derive the chordal Löwner equation in an absolutely different context of integrable hierarchies of nonlinear partial differential equations in the dispersionless limit as the consistency condition of the infinite dKP hierarchy with one-variable reduction.

### 2.2 Quadrant Löwner equation

Let us take the quadrant $Q = \{z \mid \text{Re} \, z > 0, \text{Im} \, z > 0\}$ as the reference domain for the chordal Löwner equation instead of $\mathbb{H}$. Namely, we identify $\mathbb{H}$ with $Q$ by a mapping of the form $h_a : Q \ni z \mapsto \bar{z} = z^2 - a(t) \in \mathbb{H}$ $(a(t) \in \mathbb{R})$ and rewrite the equation (2.2).

If the function $g(z, t)$ of the form

$$g(z, t) = z + \sum_{n=1}^{\infty} v_n(t) z^{1-2n} \tag{2.12}$$

satisfies the equation

$$\frac{\partial g}{\partial t} = -\frac{g}{g^2 - \xi^2} \frac{du}{dt} \tag{2.13}$$
\[(u = -v_1), \text{ then } \tilde{g}(\tilde{z}, t) := g(\sqrt{\tilde{z}}, t)^2 - 2v_1(t) \text{ satisfies the hydrodynamic normalization condition}
\]
\[
\tilde{g}(\tilde{z}, t) = \tilde{z} + \tilde{u}(t)\tilde{z}^{-1} + O(\tilde{z}^{-2})
\]
\[(\tilde{u} = 2v_2 + v_1^2) \text{ and the chordal L"owner equation:}
\]
\[
\frac{\partial \tilde{g}}{\partial t} = \frac{1}{\tilde{g} - \xi} \frac{d\tilde{u}}{dt}
\]
\[(2.15)
\]
Here the driving function \(\tilde{\xi} = \tilde{\xi}(t)\) is
\[
\tilde{\xi}(t) = \xi(t)^2 - 2v_1(t).
\]
Moreover, \(\tilde{u}(t)\) satisfies
\[
\frac{d\tilde{u}}{dt} = -2\xi^2 \frac{du}{dt}.
\]
Conversely, let \(\tilde{g}(\tilde{z}, t) = \tilde{z} + \tilde{u}(t)\tilde{z}^{-1} + \ldots\) be a solution of the chordal L"owner equation \(2.15\) with the driving function \(\tilde{\xi}(t)\). Let \(\xi(t)\) be a solution of the following ordinary differential equation\(1\):
\[
\frac{d\xi}{dt} - 2\xi^2 \frac{d\xi}{dt} = 2 \frac{d\tilde{u}}{dt}.
\]
If we define \(u(t)\) by
\[
u(t) = \frac{1}{2} (\tilde{\xi}(t) - \xi(t)^2),
\]
then \(g(z, t) := \sqrt{\tilde{g}(z^2, t) - 2u(t)}\) is of the form \(2.12\) and satisfies equation \(2.13\). (Exactly speaking, we can choose a branch of the square root so that \(g(z, t)\) is of the form \(2.12\) and satisfies \(2.13\).)

The proof is a straightforward computation (see [10], Proposition 5.1).

We see that a one-parameter family of conformal mappings from \(Q \setminus \{\text{slit}\}\) to \(Q\) with the normalization \(2.12\) (the upper half of Figure 5) satisfies the equation \(2.13\), which we call the quadrant L"owner equation. Note that such a conformal map should be an odd function because of the Schwarz reflection principle and therefore has the form \(2.12\) up to normalization.

The quadrant L"owner equation adds nothing essential to the L"owner theory, but is related to the dispersionless BKP hierarchy, as we shall see later. In fact, the quadrant L"owner equation was introduced in this context in [10]. (For another application see [20].)

### 2.3 Radial L"owner equation

The radial version of the L"owner equation differs from the chordal one by a different normalization. Let \(\Gamma_1\) be an arc of a smooth curve in the exterior of the unit disk \(\mathbb{U}^e\)

---

\(1\)The ordinary differential equation \(2.18\) for \(\xi^2\) is a special case of Chini’s equation (C.I.55 of [19], p.303; \(x \mapsto t, y \mapsto \xi(t)^2, n = -1, f(x) \mapsto d\tilde{u}/dt, g(x) \mapsto 0, h(x) \mapsto d\xi/dt\)). It can be solved explicitly only in special cases.
starting from a point on the unit circle $S$, and let $g(z, t)$ be the univalent conformal map from $U^c \setminus \Gamma_t$ to $U^c$ normalized by the condition

$$g(z, t) = e^{-\phi(t)}z + O(1), \quad z \to \infty, \quad t \in \mathbb{R}.$$ 

According to the Riemann mapping theorem, such a map exists and is unique. The quantity $r = e^{\phi(t)}$ is called the conformal radius of the domain $U^c \setminus \Gamma_t$. As before we reparametrize the curve so that $\phi(t) = t$:

$$g(z, t) = e^{-t}z + O(1), \quad z \to \infty, \quad t \in \mathbb{R}.$$ 

Note that a fixed interior point $z = \infty$ of $U^c$ is mapped to a fixed inner point $\infty$, while in the chordal case a fixed boundary point $z = \infty$ is mapped to a fixed boundary point $\infty$. This difference in normalization is the essential difference between the two types of the Löwner equation.

It appears that there exists a continuous real-valued function $\xi(t)$ (called the driving function) such that $g(z, t)$ satisfies the differential equation

$$\frac{\partial g(z, t)}{\partial t} = -g(z, t) \frac{g(z, t) + \eta(t)}{g(z, t) - \eta(t)}, \quad g(z, 0) = z, \quad \eta(t) = e^{i\xi(t)}. \quad (2.20)$$

It is now called the radial Löwner equation to distinguish it from the chordal case. This equation was found by Löwner in 1923 [5]. It is a powerful tool in geometric function theory, for example, to evaluate coefficients of univalent functions. One of the examples,
to which the radial Löwner equation was successfully applied, is the famous Bieberbach conjecture.

For example, if $\Gamma_t = [\eta, \eta\rho]$ is the straight segment from $\eta \in \mathbb{S}$ to the point $\eta\rho$ (orthogonal to the unit circle), where

$$\rho = 2e^t - 1 + 2\sqrt{e^{2t} - e^t} \in \mathbb{R},$$

then $\eta(t) = \eta = \text{const}$ and

$$g(z, t) = -\eta + \frac{1}{2} e^{-t}(z + \eta) \left(1 + \frac{\eta}{z} + \frac{1}{2}\sqrt{z^2 + 2\eta z(1 - 2e^t) + \eta^2}\right). \quad (2.21)$$

Note that $g(\eta\rho, t) = \eta$ and that if $t \to 0$ and $|z - \eta|$ is bounded from below, then

$$g(z, t) = z - z \frac{z + \eta}{z - \eta} t + O(t^2). \quad (2.22)$$

We can explain (2.20) in the same way as in the chordal case.
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Let the curve evolve for a “time” $t$ and then for a further short “time” $s$, $s \to 0$. The image of $U^c \setminus \Gamma_{t+s}$ under $g(z, t)$ is $U^c$ with a cut which is a short segment orthogonal to the unit circle starting from the point $\eta(t)$ on $\mathbb{S}$. Therefore, we can write, using (2.21), (2.22),

$$g(z, t + s) \approx g(z, t) - g(z, t) \frac{g(z, t) + \eta(t)}{g(z, t) - \eta(t)} s + O(s^2)$$

which is equivalent to (2.20).

In another explanation (the idea of the proof in, e.g., [21], [22], [23] §34) the complex Poincaré integral formula

$$f(z) = \frac{1}{2\pi} \int_0^{2\pi} \Re f(e^{i\theta}) \frac{e^{i\theta} + z}{e^{i\theta} - z} d\theta + i \Im f(0) \quad (2.23)$$

for a holomorphic function $f(z)$ on the unit disk $U$ plays the role of the Schwarz integral formula (2.5) in the chordal case.
Let us consider a family of conformal mappings $f(z, t)$ from $U \setminus \Gamma((0, t])$ to $U$. Here $\Gamma : [0, +\infty) \to \bar{U}$ is a Jordan curve with the condition $|\Gamma(0)| = 1$ and $f(z, t)$ is normalized by $f(z, t) = e^t z + O(z^2)$. We derive the differential equation

$$\frac{\partial f(z, t)}{\partial t} = f(z, t) \frac{\lambda(t) + f(z, t)}{\lambda(t) - f(z, t)},$$

(2.24)

from which equation (2.20) follows immediately ($g(z, t) = 1/f(z^{-1}, t)$, $\eta(t) = 1/\lambda(t)$).

As in the chordal case (cf. (2.7)), we define a map $h(z; s, t)$ for $z \in U (0 < s < t)$ by

$$h(z; s, t) := f(f^{-1}(z, t), s) = e^{s-t} z + O(z^2).$$

(2.25)

In Figure 7 the image of the tip of the curve by $f(z, t)$ is denoted by $\lambda(t): \lambda(t) = f(\Gamma(t), t)$.

![Figure 7](image.png)

Figure 7:

Applying (2.23) to the function $\log(h(z; s, t)/z)$, we have

$$\log \frac{h(z; s, t)}{z} = \frac{1}{2\pi} \int_0^{2\pi} \log |h(e^{i\theta}; s, t)| \frac{e^{i\theta} + z}{e^{i\theta} - z} d\theta,$$

(2.26)

and, putting $z \mapsto f(z, t)$,

$$\log \frac{f(z, s)}{f(z, t)} = \frac{1}{2\pi i} \int_0^{2\pi} \log |h(e^{i\theta}; s, t)| \frac{e^{i\theta} + f(z, t)}{e^{i\theta} - f(z, t)} d\theta,$$

(2.27)
which corresponds to (2.9) in the chordal case.

On the other hand, putting \( z = 0 \) in (2.26), we have

\[
 s - t = \frac{1}{2\pi} \int_0^{2\pi} \log |h(e^{i\theta}; s, t)| \, d\theta, \tag{2.28}
\]

which substitutes (2.10) in the chordal case.

Note that \( \log |h(e^{i\theta}; s, t)| = 0 \) if \( e^{i\theta} \) is mapped to the boundary of \( \mathbb{U} \) by \( h(z; s, t) \), namely, if it does not lie on the bold arc of the left upper circle in Figure 2.3. Since the bold arc shrinks to \( \lambda(t) \), when \( s \not\geq t \), the ratio of (2.27) and (2.28) converges to

\[
 \frac{\partial \log f(z, t)}{\partial t} = \frac{\lambda(t) + f(z, t)}{\lambda(t) - f(z, t)}, \tag{2.29}
\]

where the differentiation in the left hand side is understood as the left derivative. We can also prove the same differential equation with the right derivative, and therefore the above equation holds as a usual differential equation. Thus we have obtained (2.24).

Below in section 3.3.2 we will derive the radial Löwner equation in the context of integrable hierarchies as the consistency condition of the infinite dToda hierarchy with one-variable reduction.

### 2.4 Komatu-Löwner equation

The next example of the Löwner-type equations is an equation for the doubly connected domain found by Komatu (24, 25 §84). (See also 26, 27, 28, 29, 30, 31.)

Let \( Q \) be a positive real number, \( 0 < Q < 1 \), \( A_Q \) be an annulus, \( \{ z \mid 1 < |z| < Q^{-1} \} \) and \( \Gamma \) be a Jordan curve in the closure of \( A_Q \), \( \Gamma : [0, +\infty) \to A_Q \). We assume that \( \Gamma \) starts from the outer boundary of \( A_Q \), \( |\Gamma(0)| = Q^{-1} \), and the other part lies completely in \( A_Q \), \( \Gamma((0, +\infty)) \subset A_Q \). Then, as is known in the geometric function theory, we can reparametrize the curve, so that there exists a unique conformal map \( g(z, q) \) for each \( q \in [0, +\infty) \) which maps \( A_Q \setminus \Gamma((0, q]) \) onto \( A_q = \{ w \mid 1 < |w| < q^{-1} \} \) with the normalization condition,

\[
 g(1, q) = 1. \tag{2.30}
\]

Let \( \Lambda(q) \) be the image of \( \Gamma(q) \) by \( g(z, q) \),

\[
 \Lambda(q) := g(\Gamma(q), q). \tag{2.31}
\]

Then \( g(z, q) \) satisfies the following Komatu-Löwner equation.

\[
 \frac{\partial \log g(z, q)}{\partial \log q} = K_q(g(z, q), \Lambda(q)) - K_q(1, \Lambda(q))
 = -\frac{1}{\pi i} \left( \zeta_1 \left( \frac{\log g(z, q) - \log \Lambda(q)}{2\pi i}, \frac{\log q}{\pi i} \right) + \zeta_1 \left( \frac{\log \Lambda(q)}{2\pi i}, \frac{\log q}{\pi i} \right) \right) \tag{2.32}
\]

\footnote{We partly follow the normalizations of maps and annuli in 26 and partly those in 31, so that the resulting differential equation has the same form as the reduction of the dispersionless DKP hierarchy in §3.3.}

\footnote{Sometimes it is called the Goluzin-Komatu equation (e.g., in 28, 32, 33).}
The functions $K_q(z, \zeta)$ (Villat’s kernel) and $\zeta_1(u, \tau)$ are defined by (A7) and (A5) respectively. The expression with $\zeta_1$ obtained from the expression with $K_q$ by the relations (A6) and $\zeta_1(-u) = -\zeta_1(u)$.

The idea of the proof is essentially the same as in the chordal Löwner case. The substitute of the Schwarz integral formula (2.5) is Villat’s formula: Let $f: \mathbb{A}_q \to \mathbb{C}$ be a continuous function, which is holomorphic on $\mathbb{A}_q$. Then $f(z)$ is expressed as follows:

$$f(z) = \frac{1}{2\pi} \int_0^{2\pi} \text{Re} f(e^{i\theta}) K_q(z, e^{i\theta}) d\theta - \frac{1}{2\pi} \int_0^{2\pi} \text{Re} f(e^{i\theta}) K_q(z, q^{-1}e^{i\theta}) d\theta + \frac{1}{2\pi} \int_0^{2\pi} \text{Im} f(e^{i\theta}) d\theta. \tag{2.33}$$

Furthermore,

$$\int_0^{2\pi} \text{Re} f(e^{i\theta}) d\theta = \int_0^{2\pi} \text{Re} f(e^{i\theta}) d\theta. \tag{2.34}$$

Assume that $\text{Re} f(z) =: A \in \mathbb{R}$ is constant on the inner boundary $\partial_{\text{inner}} \mathbb{A}_q = \{z \mid |z| = 1\}$ of $\mathbb{A}_q$. Villat’s formula gives the following expression of $f(z)$:

$$f(z) = \frac{1}{2\pi} \int_0^{2\pi} \text{Re} f(e^{i\theta}) K_q(z, e^{i\theta}) d\theta + ic, \tag{2.35}$$

where $c$ is a real constant. Moreover the constant $A$ is expressed by the following integral:

$$A = \frac{1}{2\pi} \int_0^{2\pi} \text{Re} f(q^{-1}e^{i\theta}) d\theta. \tag{2.36}$$

As in the chordal case (cf. (2.21)), we define a map $h(\xi; q^*, q)$ for $\xi \in \mathbb{A}_q$ ($0 < q^* < q < 1$) by

$$h(\xi; q^*, q) := g(g^{-1}(\xi, q), q^*). \tag{2.37}$$

(See Figure 9)

Applying (2.35) to the function

$$\Phi(\xi) := \log \frac{h(\xi; q^*, q)}{\xi}, \tag{2.38}$$
we have
\[ \log h(\xi; q^*, q) = \frac{1}{2\pi} \int_0^{2\pi} \log |q h(q^{-1}e^{i\theta}; q^*, q)| K_q(q^{-1}e^{i\theta}) d\theta + i\epsilon, \]
and, putting \( \xi \mapsto g(z, q) \),
\[ \log \frac{g(z, q^*)}{g(z, q)} = \frac{1}{2\pi} \int_0^{2\pi} \log |q h(q^{-1}e^{i\theta}; q^*, q)| K_q(g(z, q), q^{-1}e^{i\theta}) d\theta + i\epsilon. \tag{2.39} \]
It is easy to see that
\[ 1 = \frac{1}{2\pi} \int_0^{2\pi} K_q(w, q^{-1}e^{i\theta}) d\theta \]
for any \( w \in \mathbb{A}_q \) by a simple residue computation. Multipling \( \log(q^*/q) \) to this equation and adding it to (2.39), we obtain
\[ \log \frac{g(z, q^*)}{g(z, q)} + \log \frac{q^*}{q} = \frac{1}{2\pi} \int_0^{2\pi} \log |q^* h(q^{-1}e^{i\theta}; q^*, q)| K_q(g(z, q), q^{-1}e^{i\theta}) d\theta + i\epsilon. \tag{2.40} \]
This implies

\[ c = -\frac{1}{2\pi} \int_0^{2\pi} \log |q^* h(q^{-1} e^{i\theta}; q^*, q)| \, \text{Im} K_q(1, q^{-1} e^{i\theta}) \, d\theta. \]  

(2.41)

by the normalization \( g(1, q) = g(1, q^*) = 1 \) and \( \log(q^*/q) \in \mathbb{R} \). Therefore (2.40) is rewritten as

\[ \log \frac{g(z, q^*)}{g(z, q)} + \log \frac{q^*}{q} = \frac{1}{2\pi} \int_0^{2\pi} \log |q^* h(q^{-1} e^{i\theta}; q^*, q)| \left( K_q(g(z, q), q^{-1} e^{i\theta}) - i \text{Im} K_q(1, q^{-1} e^{i\theta}) \right) \, d\theta, \]  

(2.42)

which corresponds to (2.9) in the chordal case.

On the other hand, applying (2.36) to the function \( \Phi(\xi) \), we have

\[ 0 = \frac{1}{2\pi} \int_0^{2\pi} \log \left| h(q^{-1} e^{i\theta}; q^*, q) \right| \left( K_q(g(z, q), q^{-1} e^{i\theta}) - i \text{Im} K_q(1, q^{-1} e^{i\theta}) \right) \, d\theta. \]  

(2.43)

Adding \( \log q^* \) to the above equation, we obtain

\[ \log q^* = \frac{1}{2\pi} \int_0^{2\pi} \log |q^* h(q^{-1} e^{i\theta}; q^*, q)| \, d\theta, \]  

(2.44)

which substitutes (2.10) in the chordal case.

Note that \( \log |q^* h(q^{-1} e^{i\theta}; q^*, q)| = 0 \) if \( q^{-1} e^{i\theta} \) is mapped to the boundary of \( A_{q^*} \) by \( h(\xi; q^*, q) \), namely, if it does not lie on the bold arc of the left upper annulus in Figure 9. Since the bold arc shrinks to \( \Lambda(q) \), when \( q^* \not\subset q \), the ratio of (2.42) and (2.44) converges to

\[ \frac{\partial \log g(z, q)}{\partial \log q} + 1 = K_q(g(z, q), \Lambda(q)) - i \text{Im} K_q(1, \Lambda(q)), \]  

(2.45)

where the differentiation in the left hand side is understood as the left derivative. We can also prove the same differential equation with the right derivative, and therefore the above equation holds as a usual differential equation.

The equation (2.45) apparently differs from the Komatu-Löwner equation (2.32), but we can rewrite (2.45) to (2.32), following the observation in [26]. Putting \( z = 1 \) in (2.45), we have

\[ 1 = K_q(1, \Lambda(q)) - i \text{Im} K_q(1, \Lambda(q)), \]  

which means \( \text{Re} K_q(1, \Lambda(q)) = 1 \). Hence, “1” in the left hand side of (2.45) can be moved to the right hand side as “\( \text{Re} K_q(1, \Lambda(q)) \)”.

Thus we obtain the Komatu-Löwner equation,

\[ \frac{\partial \log g(z, q)}{\partial \log q} = K_q(g(z, q), \Lambda(q)) - K_q(1, \Lambda(q)). \]  

(2.46)
3 One-variable reductions of integrable hierarchies

3.1 One-variable reductions of the dKP hierarchy

3.1.1 The dKP hierarchy

Let \( t = \{ t_1, t_2, t_3, \ldots \} \) be an infinite set of independent variables ("times") which are supposed to be real.\(^4\) It is convenient to introduce the differential operator

\[
D(z) = \sum_{k \geq 1} \frac{z^{-k}}{k} \partial_t^k.
\] (3.1)

The dKP hierarchy in the Hirota form can be written as the equation

\[
e^{D(z_1)D(z_2)F} = 1 - \frac{\partial_t D(z_1)F - \partial_t D(z_2)F}{z_1 - z_2}\] (3.2)

for the real-valued function \( F = F(t) \) which should hold for any \( z_1, z_2 \).\(^{[18, 34, 35]}\)

The differential equations of the hierarchy are obtained by expanding this equation in (inverse) powers of \( z_1, z_2 \). It is convenient to introduce the function

\[
p(z) = z - \partial_t D(z_1)F,
\] (3.3)

the equation (3.2) acquires the form

\[
e^{D(z_1)D(z_2)F} = \frac{p(z_1) - p(z_2)}{z_1 - z_2}.
\] (3.4)

The function \( p(z) \) clearly depends also on all the times: \( p(z) = p(z; t) \). One can expand \( p(z) \) in a series of the form

\[
p(z) = z - \frac{u}{z} + \sum_{k \geq 2} \frac{u_k}{z^k},
\] (3.5)

where

\[
u = u(t) = \partial^2_{t_1} F.
\] (3.6)

The coefficients \( u_k \) are dependent variables. They are real-valued functions of the times.

If the series \( p(z) \) converges in some neighborhood of infinity and defined a function \( p(z) \), it can be given a geometrical meaning as conformal map from the upper half plane without a “fat slit domain” to the upper half plane\(^{[36]}\). The times \( t_k \) are harmonic moments of the (exterior of) the domain. The coefficient \( u \) in the expansion (3.5) is called (logarithmic) capacity of the domain.

Let us take logarithms of both sides of (3.4),

\[
D(z_1)D(z_2)F = \log \frac{p(z_1) - p(z_2)}{z_1 - z_2},
\]

and differentiate with respect to \( t_1 \). Taking into account (3.3), we get:

\[
D(z_2)p(z_1) = - \frac{\partial_t p(z_1) - \partial_t p(z_2)}{p(z_1) - p(z_2)},
\] (3.7)

\(^4\)In algebraic theory of the dKP hierarchy (see e.g. [34]) the variables are not necessarily real.
from which it is seen that
\[ D(z_2)p(z_1) = D(z_1)p(z_2). \] (3.8)

Tending \( z_2 \to \infty \), we get, using (3.5):
\[ \partial_t p(z) = -D(z)u. \] (3.9)

In what follows we assume that the series \( p(z) \) converges in some neighborhood of infinity and defines a meromorphic function (conformal map) \( p(z) \). Equation (3.7) acquires a more familiar form in terms of the inverse function to the \( p(z) \), which we denote \( z(p) \). It maps the upper half plane to the domain which is the complement in the upper half plane to a “fat slit”. Similarly to (3.5), one can expand \( z(p) \) into a series of the form
\[ z(p) = p + \frac{u}{p} + \sum_{k \geq 2} v_k p^{-k}. \] (3.10)

In order to transform equation (3.7) to a more suggestive form, we introduce the polynomials \( B_k(p) \) by the expansion
\[ -\log \frac{p(z) - p}{z} = \sum_{k \geq 1} \frac{z^{-k}}{k} B_k(p). \] (3.11)

They are called Faber polynomials [21]. For example, \( B_1(p) = p \). It is easy to see that
\[ B_k(p) = \left( z^k(p) \right)_{\geq 0}, \] (3.12)

where \( (\ldots)_{\geq 0} \) is the polynomial part of the Laurent series in \( p \) (containing only non-negative powers of the variable). Indeed, let \( z_1 \) be the pre-image of the point \( p \) under the map \( p(z) \), then we can write
\[
\begin{align*}
\log \left( p(z) - p \right) &= \log \frac{p(z) - p(z_1)}{z - z_1} + \log (z - z_1) \\
&= \log \frac{p(z) - p(z_1)}{z - z_1} + \log z - \sum_{k \geq 1} \frac{z^{-k}}{k} z^k.
\end{align*}
\]

Using the fact that \( \left( \log \frac{p(z) - p(z_1)}{z - z_1} \right)_{\geq 0} = 0 \) and comparing with (3.11), we get (3.12).

Now, using the relations
\[ \partial_{t_k} p(z) = -\frac{\partial_k z(p)}{\partial_p z(p)}, \quad k \geq 1 \] (3.13)

between the partial derivatives, and, as a consequence,
\[ \partial_p z(p) D(z_1) p(z) = -D(z_1) z(p) \]
(the derivative in the r.h.s. is taken at “constant \( p \)”, namely, we differentiate the coefficients in (3.10)), we can rewrite (3.7) in the form
\[
\partial_p z(p) D(z_1) p(z) = -D(z_1) z(p) = \frac{\partial_{t_1} z(p) + \partial_{t_1} z(z_1) \partial_p z(p)}{p(z_1) - p(z)}.
\]
After simple transformations this equation can be written as

$$D(z_1)z(p) = \left\{ z(p), \log(p(z_1) - p) \right\},$$  \hspace{1cm} (3.14)$$

where

$$\{f, g\} := \frac{\partial f}{\partial t_1} \frac{\partial g}{\partial p} - \frac{\partial g}{\partial t_1} \frac{\partial f}{\partial p}$$  \hspace{1cm} (3.15)$$
is the Poisson bracket. Expanding (3.14) in powers of $z_1$ and taking into account (3.11), we obtain the hierarchy of Lax equations

$$\partial_{t_k} z(p) = \left\{ B_k(p), z(p) \right\} = \left\{ (z^k(p))_{\geq 0}, z(p) \right\}. \hspace{1cm} (3.16)$$
We see that the conformal map $z(p)$ plays the role of the Lax function.

### 3.1.2 The reduction

For one-variable reduction, the dependence of $p(z)$ on the times is implemented by means of a single variable $\lambda = \lambda(t)$: $p(z, t) = p(z, \lambda(t))$, i.e., instead of the function of infinitely many independent variables $p(z, t)$ we now deal with a function of two variables $p(z, \lambda)$ in which the variable $\lambda$ depends on all the times. Our goal is to find a possible form of the functions $p(z, \lambda)$ such that it would be consistent with the infinite hierarchy. The reduction is an exceptional, non-generic solution. We will see that the solutions correspond to conformal maps from slit domains.

Using the chain rule of differentiating, we get:

$$\partial_{t_1} p(z) = \partial_\lambda p(z, \lambda) \cdot \partial_{t_1} \lambda, \hspace{1cm} D(z_1)p(z_1) = \partial_\lambda p(z_1, \lambda) \cdot D(z_2)\lambda.$$

We also have

$$D(z) \lambda = D(z) u \cdot \delta_\lambda u = D(z) \frac{\delta \lambda}{\delta u} = -\frac{\partial_\lambda p(z, \lambda)}{\delta u} \partial_{t_1} \lambda,$$
where we have used equation (3.3) at the last step. Substituting all this into (3.7) and assuming that $\partial_{t_1} \lambda \neq 0$, we get

$$\partial_\lambda p(z_1) \partial_\lambda p(z_2) = \frac{\partial_\lambda p(z_1) - \partial_\lambda p(z_2)}{p(z_1) - p(z_2)} \partial_\lambda u,$$

or, after rearranging,

$$p(z_1) + \frac{\partial_\lambda u}{\partial_\lambda p(z_1)} = p(z_2) + \frac{\partial_\lambda u}{\partial_\lambda p(z_2)}.$$

It follows from this equation that

$$\xi(\lambda) := p(z) + \frac{\partial_\lambda u}{\partial_\lambda p(z)} \hspace{1cm} (3.17)$$
do not depend on $z$. This equation can be written as the differential equation

$$\partial_\lambda p(z, \lambda) = -\frac{\partial_\lambda u}{p(z, \lambda) - \xi(\lambda)} \hspace{1cm} (3.18)$$
for the function $p(z, \lambda)$ with arbitrary function $\xi(\lambda)$. It is called the driving function. This function determines the type of the reduction. In particular, if one can put $\lambda = u$, then the equation simplifies:

$$
\partial_u p(z, u) = -\frac{1}{p(z, u) - \xi(u)}.
$$

(3.19)

All the coefficients $u_k$ in (3.3) become functions of $u$.

Equation (3.18) is the (chordal) Löwner equation for a one-parameter family of conformal maps $p(z, \lambda)$ from the upper half plane with a curved slit starting at the real axis to the upper half plane. Here $z$ is the coordinate in the upper half plane with a slit and $\lambda$ is the parameter of the curved slit. As we have seen in section 2.1, the form of the slit is determined by the function $\xi(\lambda)$, the variable $\lambda$ being a parameter along the curve (for example, the length of the curve). One can say, therefore, that the type of the reduction is determined by the form of the slit. The choice $\lambda = u$ corresponds to the choice of capacity as a natural parameter along the curved slit.

We see that one-variable reductions of the dKP hierarchy are determined by the form of the slit if it comes from such a family of conformal maps and are given by solutions of the chordal Löwner equation (3.18).

The differential equation (3.18) can be equivalently written as a partial differential equation for the Lax function $z(p)$ which maps the upper half plane to the upper half plane with a slit. Indeed, since

$$
\partial_\lambda p(z) = -\frac{\partial_\lambda z(p)}{p - \xi(\lambda)},
$$

we represent equation (3.18) in the equivalent form

$$
\frac{\partial z(p)}{\partial \lambda} = \frac{\partial_\lambda u}{p - \xi(\lambda)} \frac{\partial z(p)}{\partial p},
$$

(3.20)

which is also referred to as chordal Löwner equation. We see that the Lax function satisfies the chordal Löwner equation of this type.

Given a one-variable reduction, it is not difficult to obtain the solution to the hierarchy. Using (3.9), we have:

$$
D(z)\lambda = D(z)u \cdot \partial_u \lambda = -\partial_1 p(z)\partial_u \lambda = -\partial_\lambda p(z) \partial_1 \lambda \partial u \lambda = \frac{\partial_1 \lambda}{p(z) - \xi(\lambda)},
$$

where we have used the Löwner equation (3.18) at the last step. Differentiating (3.11) with respect to $p$, we can write

$$
D(z)\lambda = \sum_{k \geq 1} \frac{z^{-k}}{k} B_k'(\xi(\lambda))\partial_1 \lambda,
$$

where $B_k'(p) = \partial_p B_k(p)$ is the derivative of the Faber polynomial, or

$$
\partial_1 \lambda = B_k'(\xi(\lambda)) \partial_1 \lambda, \quad k \geq 1,
$$

(3.21)
which is a one-component differential equation of the hydrodynamic type. The implicit solution for \( \lambda = \lambda(t) \) of the hodograph relation

\[
t_1 + \sum_{k \geq 2} t_k B'_k(\xi(\lambda)) = R(\lambda)
\]

(3.22)
gives a solution of (3.21). Here \( R(\lambda) \) is an arbitrary function.

3.2 One-variable reductions of the dBKP hierarchy

3.2.1 The dBKP hierarchy

For the theory of the dBKP hierarchy see [37, 38, 39]. Let \( t = \{t_1, t_3, t_5, \ldots\} \) be an infinite set of independent variables (“times”) indexed by odd natural numbers. Here we suppose that they are real. It is convenient to introduce the differential operator

\[
D^o(z) = \sum_{k \geq 1, \text{odd}} \frac{z^{-k}}{k} \partial_{t_k}.
\]

(3.23)

The dBKP hierarchy in the Hirota form can be written as the equation

\[
1 - 2 \frac{D^o(z_1) \partial_{t_1} F - D^o(z_2) \partial_{t_1} F}{z_1 - z_2} = \left(1 - 2 \frac{D^o(z_1) \partial_{t_1} F + D^o(z_2) \partial_{t_1} F}{z_1 + z_2}\right) e^{4D^o(z_1)D^o(z_2)F}
\]

(3.24)

for the real-valued function \( F = F(t) \) which should be valid for any \( z_1, z_2 \). In terms of the (odd) function

\[
p(z) = z - 2D^o(z) \partial_{t_1} F, \quad p(-z) = -p(z)
\]

(3.25)

the equation (3.24) reads

\[
\frac{p(z_1) - p(z_2)}{z_1 - z_2} = \frac{p(z_1) + p(z_2)}{z_1 + z_2} e^{4D^o(z_1)D^o(z_2)F}.
\]

(3.26)

The expansion of the function \( p(z) \) in the Laurent series is

\[
p(z) = z - \frac{u}{z} + \sum_{k \geq 3, \text{odd}} \frac{u_k}{z^k},
\]

(3.27)

where

\[
u = u(t) = 2 \partial_{t_1}^2 F.
\]

(3.28)

Taking logarithm of equation (3.26), differentiating with respect to \( t_1 \) and using the definition (3.25), we obtain the equation

\[
2D^o(z_1)p(z_2) = \partial_{t_1} \log \frac{p(z_1) + p(z_2)}{p(z_1) - p(z_2)}.
\]

(3.29)

from which it follows that \( D^o(z_1)p(z_2) = D^o(z_2)p(z_1) \) (this follows also from the definition (3.25)). Tending \( z_2 \to \infty \), we get

\[
\partial_{t_1} p(z) = -D^o(z)u.
\]

(3.30)
Let us rewrite equation (3.29) in terms of the function $z(p)$, inverse to the $p(z)$ (like $p(z)$, it is an odd function with the Laurent series of the form $z(p) = p + O(p^{-1})$). The calculation is similar to the one leading to equation (3.14). Using the relation (3.13), we get, after simple transformations:

$$2D^0(z_1)z(p) = \left\{ z(p), \log \frac{p(z_1) - p}{p(z_1) + p} \right\},$$

(3.31)

where $\{, \}$ is the Poisson bracket (3.15). This is the generating Lax equation for the dBKP hierarchy, $z(p)$ being the Lax function. Expanding equation (3.31) in powers of $z_1$, one obtains the hierarchy of Lax equations through the Faber polynomials. The Faber polynomials $B_k(p)$ are introduced by the same formulas (3.11), (3.12) as in section 3.1.1. The fact that $p(z)$ is an odd function implies that $B_k(-p) = (-1)^k B_k(p)$ and we have the expansion

$$\log \frac{p(z) + p}{p(z) - p} = 2 \sum_{k \geq 1, \text{odd}} \frac{z^{-k}}{k} B_k(p), \quad B_k(p) = \left( z^k(p) \right)_{\geq 0}.$$

(3.32)

The Lax equations are of the form (3.16).

We note that the dispersionless limit of the CKP hierarchy is known to be the same as for the BKP hierarchy (but the dispersionful hierarchies are different), so it is given by the same equation (3.29).

3.2.2 The reduction

The definition of the one-variable reduction is the same as in section 3.1.2. Substituting the reduction condition into equation (3.29), we get:

$$\partial_{\lambda} p(z_1) D^0(z_2) \lambda = \frac{p(z_1) \partial_{\lambda} p(z_2) - p(z_2) \partial_{\lambda} p(z_1)}{p^2(z_1) - p^2(z_2)} \partial_{t_1} \lambda.$$

Next, plugging here the relation

$$D^0(z_2) \lambda = - \frac{\partial_{\lambda} p(z_2)}{\partial_{\lambda} \lambda} \partial_{t_1} \lambda$$

(a consequence of (3.30) and the reduction condition) and assuming that $\partial_{t_1} \lambda$ is not identically zero, we obtain:

$$\partial_{\lambda} p(z_1) \partial_{\lambda} p(z_2) = \frac{p(z_2) \partial_{\lambda} p(z_1) - p(z_1) \partial_{\lambda} p(z_2)}{p^2(z_1) - p^2(z_2)} \partial_{\lambda} u$$

or, after, rearranging,

$$p^2(z_1) + \frac{p(z_1) \partial_{\lambda} u}{\partial_{\lambda} p(z_1)} = p^2(z_2) + \frac{p(z_2) \partial_{\lambda} u}{\partial_{\lambda} p(z_2)}.$$

It follows from this relation that

$$\xi^2(\lambda) := p^2(z) + \frac{p(z) \partial_{\lambda} u}{\partial_{\lambda} p(z)}$$

(3.33)
does not depend on $z$. This is equivalent to the differential equation

$$\partial_\lambda p(z) = -\frac{p(z) \partial_\lambda u}{p^2(z) - \xi^2(\lambda)}, \quad (3.34)$$

or

$$\partial_\lambda p(z) = -\frac{\partial_\lambda u/2}{p(z) - \xi(\lambda)} - \frac{\partial_\lambda u/2}{p(z) + \xi(\lambda)}. \quad (3.35)$$

The corresponding equation for the inverse function is

$$\partial_\lambda z(p) = \frac{p \partial_\lambda u}{p^2 - \xi^2(\lambda)} \partial_p z(p). \quad (3.36)$$

This is the quadrant Löwner equation \[10\] with the driving function $\xi(\lambda)$. Suitably normalized families of conformal maps of slit domains in the quadrant are solutions to this equation.

Using the quadrant Löwner equation, we can write

$$D^0(z)\lambda = \frac{1}{2} \left( \frac{1}{p(z) - \xi(\lambda)} + \frac{1}{p(z) + \xi(\lambda)} \right) \partial_{t_1} \lambda.$$  

Using the expansion (3.32), we obtain from here the system of partial differential equations for $\lambda$ of the hydrodynamic type:

$$\partial_{t_k} \lambda = B_k'(\xi(\lambda)) \partial_{t_1} \lambda, \quad k = 1, 3, 5, \ldots \quad (3.37)$$

with the general solution in the hodograph form

$$t_1 + \sum_{k \geq 3, \text{odd}} B_k'(\xi(\lambda)) = R(\lambda), \quad (3.38)$$

where $R(\lambda)$ is an arbitrary function.

### 3.3 One-variable reductions of the dToda hierarchy

#### 3.3.1 The dToda hierarchy

For the dToda hierarchy, there are two sets of infinitely many independent variables ("times"): complex variables $t = \{t_1, t_2, t_3, \ldots\}$ and $\bar{t} = \{\bar{t}_1, \bar{t}_2, \bar{t}_3, \ldots\}$. Here we take $\bar{t}$ not independent from $t$ but assume that they are complex conjugate to $t$. There is also a real variable $t_0$. Similarly to \[(3.11)\], we introduce the differential operators

$$D(z) = \sum_{k \geq 1} z^{-k} \partial_k, \quad D(\bar{z}) = \sum_{k \geq 1} \bar{z}^{-k} \partial_k.$$

The dToda hierarchy can be written as the following system of equations:

$$\begin{align*}
(z_1 - z_2) e^{D(z_1)D(z_2)F} &= z_1 e^{-\partial_{t_0} D(z_1)F} - z_2 e^{-\partial_{t_0} D(z_2)F}, \\
z_1 \bar{z}_2 \left(1 - e^{-D(z_1)D(z_2)F}\right) &= e^{\partial_{t_0}(\partial_{t_0} + D(z_1) + D(z_2))F}.
\end{align*} \quad (3.39)$$
for a real-valued function $F = F(t, t_0, \tilde{t})$, which should hold for any $z_1, z_2$. Besides, there is the equation which is complex-conjugate to the first equation in (3.39). It is convenient to introduce the function

$$w(z) = z \exp \left( -\frac{1}{2} \partial^2_{t_0} F - \partial_{t_0} D(z) F \right),$$

(3.40)

then the equations of the dToda hierarchy can be written in the form

$$\begin{cases} 
\frac{w(z_1) - w(z_2)}{z_1 - z_2} = e^{-\frac{1}{2} \partial^2_{t_0} F + D(z_1) D(z_2) F}, \\
1 - \left( w(z_1) \bar{w}(\bar{z}_2) \right)^{-1} = e^{-D(z_1) \bar{D}(\bar{z}_2) F}
\end{cases}$$

(3.41)

In the second equation $\bar{w}(\bar{z}) = w(z)$. The function $w(z)$ depends also on all the times: $w(z) = w(z; t, t_0, \bar{t})$. The expansion of the function $w(z)$ into the series has the form

$$w(z) = \frac{z}{r} + \sum_{k \geq 0} u_k z^k,$$

(3.42)

where $r$ is a real quantity given by

$$\log r = \frac{1}{2} \partial^2_{t_0} F.$$

(3.43)

Note that

$$D(z) \log r = \frac{1}{2} \partial^2_{t_0} D(z) F = -\frac{1}{2} \partial_{t_0} \log(r w(z)).$$

(3.44)

Another way to derive equation (3.44) is as follows. Consider the first equation in (3.41). Let us write it in the form

$$e^{(\partial_{t_0} + D(z_1))(\partial_{t_0} + D(z_2)) F} = \frac{r w^{-1}(z_1) - r w^{-1}(z_2)}{z_1^{-1} - z_2^{-1}}.$$

(3.45)

Note that this equation already contains the definition of the function $w(z)$ (3.40) as the limit case $z_2 \to \infty$. Let us take logarithm of the both sides of (3.45) and differentiate with respect to $t_0$. Taking into account (3.40), we get:

$$(\partial_{t_0} + D(z_2)) \log \frac{w(z_1)}{r z_1} = -\frac{\partial_{t_0} (r w^{-1}(z_1)) - \partial_{t_0} (r w^{-1}(z_2))}{r (w^{-1}(z_1) - w^{-1}(z_2))}.$$
conformal map of a domain containing \( \infty \) to the exterior of the unit circle normalized in such a way that \( w(\infty) = \infty \) and \( \arg w'(\infty) > 0 \). The times \( t_k, \bar{t}_k \) are harmonic moments of the (exterior of) the domain and \( t_0 \) is proportional to its area \([2, 40]\). The quantity \( r > 0 \) is called the conformal radius of the domain.

Taking logarithm of equations (3.41), differentiating with respect to \( t_0 \) and using (3.44), we obtain the equations

\[
D(z_1) \log w(z) = -\partial_{t_0} \log \left( w(z_1) - w(z) \right) + \frac{1}{2} \partial_{t_0} \log \left( z_1 w(z_1)/r \right),
\]

\[
\bar{D}(\bar{z}_1) \log w(z) = \partial_{t_0} \log \left( \bar{w}(\bar{z}_1) - w^{-1}(z) \right) - \frac{1}{2} \partial_{t_0} \log \left( \bar{z}_1 \bar{w}(\bar{z}_1)/r \right). \tag{3.49}
\]

It is instructive to rewrite them in terms of the inverse function to \( w(z) \) which we denote as \( z(w) \) and the analytic continuation \( \bar{z}(w^{-1}) \) of the complex conjugate function \( \bar{z}(w) \) from the unit circle. They have the expansions

\[
z(w) = rw + \sum_{k \geq 0} v_k w^{-k}, \quad \bar{z}(w^{-1}) = rw^{-1} + \sum_{k \geq 0} \bar{v}_k w^k. \tag{3.50}
\]

Noting the relations

\[
\partial_{t_0} w(z) = -\frac{1}{w} \partial_{w} z(w), \quad k \geq 0
\]

between the partial derivatives, and, as a consequence,

\[
w \partial_{w} z(w) D(z_1) \log w(z) = -D(z_1) z(w)
\]

(the derivative in the r.h.s. is taken at constant \( w \)), we can rewrite the first equation in (3.49) in the form

\[
\frac{D(z_1) z(w)}{w \partial_{w} z(w)} = \frac{\partial_{t_0} w(z_1) + \partial_{t_0} z(w)/\partial_{w} z(w)}{w(z_1) - w(z)} - \frac{1}{2} \partial_{t_0} \log \left( z_1 w(z_1)/r \right)
\]

or

\[
D(z_1) z(w) = \left\{ z(w), \log \left( w(z_1) - w \right) + \frac{1}{2} \log \frac{r}{z_1 w(z_1)} \right\}_{\text{Toda}}, \tag{3.51}
\]

where

\[
\{f, g\}_{\text{Toda}} = w \frac{\partial f}{\partial w} \frac{\partial g}{\partial t_0} - w \frac{\partial f}{\partial t_0} \frac{\partial g}{\partial w} \tag{3.52}
\]

is the Poisson bracket for the dToda hierarchy. Similarly, the second equation in (3.49) can be written in the form

\[
\bar{D}(\bar{z}_1) z(w) = -\left\{ z(w), \log \left( \bar{w}(\bar{z}_1) - w^{-1} \right) + \frac{1}{2} \log \frac{r}{\bar{z}_1 \bar{w}(\bar{z}_1)} \right\}_{\text{Toda}}. \tag{3.53}
\]

Equations (3.51), (3.53) are generating Lax equations for the dToda hierarchy. To see this, let us introduce the Faber polynomials \( A_k(w), \bar{A}_k(w^{-1}) \) according to the expansions

\[
-\log \left( w(z) - w \right) + \frac{1}{2} \log \frac{z w(z)}{r} = \sum_{k \geq 1} \frac{z^{-k}}{k} A_k(w),
\]

\[
-\log \left( \bar{w}(\bar{z}) - w^{-1} \right) + \frac{1}{2} \log \frac{\bar{z} \bar{w}(\bar{z})}{r} = \sum_{k \geq 1} \frac{\bar{z}^{-k}}{k} \bar{A}_k(w^{-1}). \tag{3.54}
\]
then equations (3.51), (3.53) imply the Lax equations of the dToda hierarchy:

\[
\partial_{t_k} z(w) = \left\{ A_k(w), z(w) \right\}_{\text{Toda}}, \quad \partial_{t_k} z(w) = -\left\{ A_k(w^{-1}), z(w) \right\}_{\text{Toda}}.
\] (3.55)

It is easy to see that

\[
A_k(w) = \left( z^k(w) \right)_{>0} + \frac{1}{2} \left( z^k(w) \right)_{0}, \quad A_k(w^{-1}) = \left( z^k(w^{-1}) \right)_{<0} + \frac{1}{2} \left( z^k(w^{-1}) \right)_{0}, \tag{3.56}
\]

where \((\ldots)_{>0}, (\ldots)_{<0}, (\ldots)_0\) mean respectively positive, negative and constant parts of a Laurent series. To see this, we fix a point \(w_1 = z(w_1)\) and write

\[
\log \left( 1 - \frac{z(w)}{z(w_1)} \right) = \log \left( 1 - \frac{w}{w(z_1)} \right) + \log \frac{rw(z_1)}{z_1} + \log \frac{z(w_1) - z(w)}{r(w_1 - w)}.
\]

Now, we notice that the expansion of the first (third) term contains only positive (negative) powers of \(w\) while the rest is just the constant term. Equations (3.56) easily follow from this.

### 3.3.2 The reduction

The one-variable reduction is defined similarly to the case of the dKP hierarchy. For the one-variable reduction, the dependence of \(w(z)\) on all the times is implemented by a single function \(\lambda = \lambda(t, t_0, \bar{t}): w(z; t, t_0, \bar{t}) = w(z, \lambda(t, t_0, \bar{t}))\), i.e., instead of a function of infinitely many variables \(w(z; t, t_0, \bar{t})\) we deal with a function of two variables \(w(z, \lambda)\), where the variable \(\lambda\) is a function of all the times. Here we again assume that the formal series \(w(z, \lambda)\) gives a one-parameter family of functions in some domain in the exterior of the unit disk. Our goal is to find a possible form of the functions \(w(z, \lambda)\) such that it would be consistent with the dToda hierarchy.

In the calculations below we closely follow [9][11]. Using the chain rule of differentiating, we have:

\[
\partial_{t_0}(rw^{-1}(z)) = \partial_{\lambda}(rw^{-1}(z, \lambda)) \cdot \partial_{t_0} \lambda,
\]

\[
(\partial_{t_0} + D(z_2)) \log(rw^{-1}(z_1)) = \partial_{\lambda} \log(rw^{-1}(z_1, \lambda)) \cdot (\partial_{t_0} + D(z_2)) \lambda
\]

and

\[
(\partial_{t_0} + D(z)) \lambda = (\partial_{t_0} + D(z)) \log r \cdot \frac{\partial \lambda}{\partial \log r}
\]

\[
= \frac{(\partial_{t_0} + D(z)) \log r}{\partial_{\lambda} \log r} = \frac{\partial_{\lambda} \log(rw^{-1}(z, \lambda))}{2 \partial_{\lambda} \log r} \partial_{t_0} \lambda,
\]

where we have used (3.48) in the last step. Substituting this into (3.46) and assuming that \(\partial_{t_0} \lambda \neq 0\), we get:

\[
\partial_{\lambda} \log(rw^{-1}(z_1)) \partial_{\lambda} \log(rw^{-1}(z_2)) = 2 \frac{\partial_{\lambda}(rw^{-1}(z_1)) - \partial_{\lambda}(rw^{-1}(z_2))}{rw^{-1}(z_1) - rw^{-1}(z_2)} \partial_{\lambda} \log r
\]

or, after rearranging,

\[
-w(z_1) + \frac{2w(z_1) \partial_{\lambda} \log r}{\partial_{\lambda} \log(rw^{-1}(z_1))} = -w(z_2) + \frac{2w(z_2) \partial_{\lambda} \log r}{\partial_{\lambda} \log(rw^{-1}(z_2))}.
\]
It follows from this equation that
\[ \eta(\lambda) := w(z) - \frac{2w(z)\partial_{\lambda} \log r}{\partial_{\lambda} \log(rw^{-1}(z))} = -w(z) \frac{\partial_{\lambda} \log(rw(z))}{\partial_{\lambda} \log(rw^{-1}(z))} \] (3.57)
does not depend on z. This relation can be rewritten as the differential equation
\[ \partial_{\lambda} \log w(z, \lambda) = -\frac{w(z, \lambda) + \varphi(\lambda)}{w(z, \lambda) - \eta(\lambda)} \partial_{\lambda} \log r \] (3.58)
for the function w(z, \lambda) with an arbitrary function \eta(\lambda). In particular, one can put \lambda = \log r, then the equation simplifies:
\[ \frac{\partial \log w(z)}{\partial \log r} = -\frac{w(z) + \eta(r)}{w(z) - \eta(r)} \] (3.59)
and all the coefficients \( u_k \) in (3.42) become functions of r.

Let us now see what the second equation in (3.41) gives. We write it in the form
\[ \log (w(z_1)w(z_2) - 1) = z_1 \bar{z}_2 - (\partial_{t_0} + D(z_1))(\partial_{t_0} + \bar{D}(\bar{z}_2))F \] (3.60)
and differentiate both sides with respect to \( t_0 \). We obtain:
\[ \frac{\partial_{t_0} w(z_1)w(z_2) + \partial_{t_0} w(z_2)w(z_1)}{w(z_1)w(z_2) - 1} = -(\partial_{t_0} + D(z_1)) \log (rw^{-1}(z_2)). \]
Substituting here the reduction condition and using the relations obtained above, we get:
\[ 2\partial_{\lambda} \log r \frac{\partial_{\lambda} w(z_1)w(z_2) + \partial_{\lambda} w(z_2)w(z_1)}{w(z_1)w(z_2) - 1} = \partial_{\lambda} \log(rw^{-1}(z_1))\partial_{\lambda} \log(rw^{-1}(z_2)). \]
After simple transformations this equation can be represented in the form
\[ \left( w(z_1) - \frac{2w(z_1)\partial_{\lambda} \log r}{\partial_{\lambda} \log(rw^{-1}(z_1))} \right) \left( w(z_2) - \frac{2w(z_2)\partial_{\lambda} \log r}{\partial_{\lambda} \log(rw^{-1}(z_2))} \right) = 1. \] (3.61)

The definition (3.57) implies that this equation means that
\[ \eta(\lambda)\overline{\eta(\lambda)} = |\eta(\lambda)|^2 = 1, \] (3.62)
i.e., \( \eta(\lambda) \) has the form
\[ \eta(\lambda) = e^{i\xi(\lambda)} \] (3.63)
with a real-valued function \( \xi(\lambda) \).

Therefore, our differential equation acquires the form
\[ \partial_{\lambda} w(z, \lambda) = -w(z, \lambda) \frac{w(z, \lambda) + e^{i\xi(\lambda)}}{w(z, \lambda) - e^{i\xi(\lambda)}} \partial_{\lambda} \log r. \] (3.64)

The equation (3.64) is the (radial) Löwner equation (2.20) for the conformal map \( w(z) \) from the exterior of the unit disk with a slit of arbitrary form to the exterior of the unit
disk. The form of the slit is parametrized by the driving function \(\xi(\lambda)\) which simultaneously determines the type of the reduction. Note that in (2.20) we assumed that \(r = e^t\). The last factor \(\partial_\lambda \log r\) comes from a different parametrization.

Introducing \(p(z, \lambda) = -i \log w(z, \lambda)\), one can write the radial Löwner equation in the form

\[
\partial_\lambda p(z, \lambda) = \cot \left( \frac{p(z, \lambda) - \xi(\lambda)}{2} \right) \partial_\lambda \log r
\]

which is the trigonometric extension of the chordal (rational) Löwner equation (3.18). The function \(p(z, \lambda)\) maps a half-strip with a slit onto the half-strip.

Note also that equation (3.64) can be equivalently rewritten as the partial differential equation

\[
\partial_\lambda z(w) = \frac{w + e^{i\xi(\lambda)}}{w - e^{i\xi(\lambda)}} \partial_\lambda \log r \ w \partial_w z(w)
\]

for the Lax function \(z(w)\) (the inverse of \(w(z)\)).

The dependence of \(\lambda\) on the times \(t_k, \bar{t}_k\) is determined by a system of equations of the hydrodynamic type. They follow from equation (3.44) which can be written as

\[
D(z)\lambda = \frac{D(z) \log r}{\partial_\lambda \log r} = -\frac{1}{2} \left( 1 + \frac{\partial_\lambda \log w(z)}{\partial_\lambda \log r} \right) \partial_t \lambda,
\]

taking into account the reduction condition. Using the Löwner equation (3.64), we obtain:

\[
D(z)\lambda = \frac{\eta(\lambda) \partial_t \lambda}{w(z) - \eta(\lambda)}.
\]

From (3.54) we conclude that

\[
\frac{\eta}{w(z) - \eta} = \sum_{k \geq 1} z^{-k} \phi_k(\eta), \quad \phi_k(w) = w \partial_w A_k(w).
\]

Therefore, the system of hydrodynamic type reads

\[
\partial_\lambda \lambda = \phi_k(\eta(\lambda)) \partial_t \lambda.
\]

Equations containing \(\bar{t}_k\)-derivatives are obtained by complex conjugation of (3.68). The hodograph equation

\[
t_0 + \sum_{k \geq 1} t_k \phi_k(\eta(\lambda)) + \sum_{k \geq 1} \bar{t}_k \overline{\phi_k(\eta(\lambda))} = R(\lambda),
\]

gives solutions in an implicit form. Here \(R(\lambda)\) is an arbitrary function.

### 3.4 One-variable reductions of the dDKP hierarchy

The DKP hierarchy (known also as Pfaff-KP) is an integrable hierarchy with \(D_\infty\) symmetry. It was first introduced by M.Jimbo and T.Miwa in 1983 [42] and it was subsequently rediscovered under the names coupled KP hierarchy [43] and the Pfaff lattice [44, 45], see also [46, 47, 48]. The solutions and the algebraic structure were studied in [49, 50, 51], the relation to matrix integrals was elaborated in [44, 45, 46, 52, 53].
3.4.1 Algebraic form of the dDKP hierarchy

The dispersionless version of the DKP hierarchy (the dDKP hierarchy) was suggested in [54, 55]. It is an infinite system of differential equations for a function $F = F(t)$ of the infinite number of “times” $t = \{t_0, t_1, t_2, \ldots \}$. Here again we assume that $F$ is a real-valued function of real variables $t$. The differential equations are obtained by expanding equations

\[
e^{D(z_1)D(z_2)F} \left( 1 - \frac{1}{z_1 z_2^2} e^{2\partial_{t_0} (2\partial_{t_0} + D(z_1) + D(z_2))F} \right) = 1 - \frac{\partial_{t_1} D(z_1)F - \partial_{t_1} D(z_2)F}{z_1 - z_2}, \tag{3.70}\]

\[
e^{-D(z_1)D(z_2)F} \frac{z_1^2 e^{-2\partial_{t_0} D(z_1)F} - z_2^2 e^{-2\partial_{t_0} D(z_2)F}}{z_1 - z_2} = z_1 + z_2 - \partial_{t_1} \left( 2\partial_{t_0} + D(z_1) + D(z_2) \right) F, \tag{3.71}\]

where $D(z)$ is the operator (3.1), in powers of $z_1, z_2$.

In this section we use the differential operator

\[
\nabla(z) = \partial_{t_0} + D(z) \tag{3.72}\]

which in the dDKP case is more convenient than $D(z)$. Introducing the functions

\[
p(z) = z - \partial_{t_1} \nabla(z) F, \quad w(z) = z^2 e^{-2\partial_{t_0} \nabla(z) F}, \tag{3.73}\]

we can rewrite equations (3.70), (3.71) in a more compact form

\[
e^{D(z_1)D(z_2)F} \left( 1 - \frac{1}{w(z_1)w(z_2)} \right) = \frac{p(z_1) - p(z_2)}{z_1 - z_2}, \tag{3.74}\]

\[
e^{-D(z_1)D(z_2)F + 2\partial_{t_0} F} \frac{w(z_1) - w(z_2)}{z_1 - z_2} = p(z_1) + p(z_2). \tag{3.75}\]

Multiplying the two equations, we observe that $e^{D(z_1)D(z_2)F}$ cancels and we get the relation

\[
p^2(z_1) - e^{2F_{00}} \left( w(z_1) + w^{-1}(z_1) \right) = p^2(z_2) - e^{2F_{00}} \left( w(z_2) + w^{-1}(z_2) \right)
\]

from which it follows that $p^2(z) - e^{2F_{00}} \left( w(z) + w^{-1}(z) \right)$ does not depend on $z$ (here and below we use the short-hand notation $F_{mn} = \partial_{t_m} \partial_{t_n} F$). Tending $z$ to infinity, we find that this expression is equal to $F_{02} - 2F_{11} - F_{01}^2$. Therefore, we conclude that the functions $p(z), w(z)$ satisfy the algebraic equation [55]

\[
p^2(z) = R^2 \left( w(z) + w^{-1}(z) \right) + V, \tag{3.76}\]

where

\[
R = e^{F_{00}}, \quad V = F_{02} - 2F_{11} - F_{01}^2 \tag{3.77}\]

are real numbers depending on the times ($R$ is positive). The equation (3.76) defines a family of elliptic curves, parametrized by $R$ and $V$, with $p, w$ being algebraic functions on the curve.
3.4.2 Elliptic form of the dDKP hierarchy

Remarkably, the dDKP hierarchy admits an elliptic reformulation suggested in [11], see also [32, 33]. The first step in this reformulation is uniformization of the curve (3.76) through elliptic functions. To this end, we use the standard Jacobi theta functions \( \theta_a(u) = \theta_a(u, \tau) \) \((a = 1, 2, 3, 4)\). Their definition is given in Appendix A.

The uniformization of the relation (3.76) is as follows:

\[
p(z) = \gamma \theta_2^2(0) \frac{\theta_2(u(z)) \theta_3(u(z))}{\theta_1(u(z)) \theta_4(u(z))}, \quad w(z) = \left( \frac{\theta_1(u(z))}{\theta_1(u(z))} \right)^2,
\]

where \( u(z) = u(z, t) \) is some function of \( z \), \( \gamma \) is a \( z \)-independent factor, and

\[
R = \gamma \theta_2(0) \theta_3(0), \quad V = -\gamma^2 \left( \theta_2^4(0) + \theta_3^4(0) \right).
\]

In this parametrization, the equation of the curve (3.76) is equivalent to the identity

\[
\theta_4^2(0) \frac{\theta_2^2(u) \theta_3^2(u)}{\theta_1^2(u) \theta_4^2(u)} = \theta_2^2(0) \theta_3^2(0) \left( \frac{\theta_1^2(u)}{\theta_1^2(u)} + \frac{\theta_2^2(u)}{\theta_2^2(u)} \right) - \left( \theta_2^4(0) + \theta_3^4(0) \right)
\]

which can be proved either by using some standard identities for theta-functions or by comparing analytical properties of the both sides.

Note that \( \gamma \) as well as the modular parameter \( \tau \) depend on the times: \( \gamma = \gamma(t) \), \( \tau = \tau(t) \). The reality of the coefficients \( R^2, V \) implies certain restrictions on possible values of \( \tau \). In what follows we assume that \( \tau \) is purely imaginary. We normalize the function \( u(z) \) by the condition \( u(\infty) = 0 \), with the expansion around \( \infty \) being

\[
u(z, t) = \frac{c_1(t)}{z} + \sum_{k \geq 2} \frac{c_k(t)}{z^k},
\]

with real coefficients \( c_k \).

It is not difficult to check the identity

\[
\frac{w(z_1) - w(z_2)}{p(z_1) + p(z_2)} = -\frac{1}{\gamma \theta_2(0) \theta_3(0)} \frac{\theta_1(u_1) \theta_4(u_2)}{\theta_1(u_1) \theta_1(u_2)} \frac{\theta_1(u_1 - u_2)}{\theta_4(u_1 - u_2)},
\]

where \( u_i \equiv u(z_i) \). Using this identity, one can see that the uniformization (3.78), (3.79) converts equations (3.74), (3.75) into a single equation:

\[
\left( z_1^{-1} - z_2^{-1} \right) e^{\nabla(z_1) \nabla(z_2)} F = \frac{\theta_1(u(z_1) - u(z_2))}{\theta_1(u(z_1) - u(z_2))}.
\]

This equation should be compared with (3.45) which can be regarded as a limiting case of (3.81) as \( \tau \to +i\infty \). Note that the limit \( z_2 \to \infty \) in (3.81) gives the definition of the function \( u(z) \):

\[
e^{\partial_0 \nabla(z) F} = \frac{z \theta_1(u(z))}{\theta_1(u(z))},
\]

(3.82)

(which is equivalent to the first formula in (3.78)). Next, the \( z \to \infty \) limit in (3.82) yields

\[
R = e^{F_{\infty}} = \pi c_1 \theta_2(0) \theta_3(0),
\]

(3.83)
hence we conclude that $c_1(t) = \gamma(t)/\pi$.

Passing to logarithms and applying $\nabla(z_3) \text{ to the both sides of } (3.81)$, we obtain another useful form of this equation. It is convenient to introduce the function

$$S(u, \tau) := \log \frac{\theta_1(u, \tau)}{\theta_4(u, \tau)}. \tag{3.84}$$

It has the following quasiperiodicity properties:

$$S(u + 1, \tau) = S(u, \tau) + i\pi, \quad S(u + \tau, \tau) = S(u, \tau).$$

Below we write simply $S(u, \tau) = S(u)$ but it is important that $S(u)$ depends on $t$ not only through $u$ but also through $\tau$. In terms of this function, the equation (3.81) means that $\nabla(z_3)S(u(z_1) - u(z_2)) = \nabla(z_3)\nabla(z_2)\nabla(z_1)F$ is symmetric under permutations of $z_1, z_2, z_3$:

$$\nabla(z_1)S(u(z_2) - u(z_3)) = \nabla(z_2)S(u(z_1) - u(z_3)) = \nabla(z_3)S(u(z_1) - u(z_2)). \tag{3.85}$$

In particular, as $z_3 \to \infty$ we get

$$\nabla(z_1)S(u(z_2)) = \partial_{t_0} S(u(z_1) - u(z_2)). \tag{3.86}$$

This is an elliptic extension of the first equation in (3.49). In the limit $z_2 \to \infty$ equation (3.86) gives:

$$\nabla(z) \log R = \partial_{t_0} S(u(z)). \tag{3.87}$$

Equations (3.85) are in fact equivalent to the dDKP hierarchy in the form (3.81). Indeed, it follows from (3.86) that $\nabla(z_1)S(u(z_2)) = \nabla(z_2)S(u(z_1))$. Therefore, there exists a function $f = f(t)$ such that $S(u(z)) = \nabla(z)f$. Substituting this into (3.86) and integrating with respect to $t_0$, we get

$$\nabla(z_1)\nabla(z_2)F_1 + \log(z_1^{-1} - z_2^{-1}) - S(u(z_1) - u(z_2)) = c(t', z_1, z_2),$$

where $\partial_{t_0} F_1 = f$, $c(t', z_1, z_2) = \sum_{n,m \geq 0} c_{nm}(t') z_1^{-n} z_2^{-m}$ is the integration constant and $t' = \{t_1, t_2, \ldots \}$. Applying $\nabla(z_3)$ to the both sides of this equation and using the symmetry of $\nabla(z_3)S(u(z_1) - u(z_2))$ under the permutations of $z_1, z_2, z_3$ we conclude that $\nabla(z_3)c(t', z_1, z_2)$ is also symmetric. Therefore, there exists a function $g$ such that $c(t', z_1, z_2) = \nabla(z_1)\nabla(z_2)g$. Then $F = F_1 - g$ satisfies (3.81). Thus we may say that the pair $u(z, t)$, $\tau(t)$ satisfying (3.85) is a solution to the dDKP hierarchy.

In order to connect the elliptic formulation with the algebraic one, we note that

$$\log w(z) = -2S(u(z)), \quad p(z) = c_1 S'(u(z)), \tag{3.88}$$

where $S'(u) \equiv \partial_u S(u)$. See [11] for details.
As in the previous cases, the one-variable reduction means that solutions of the hierarchy \( u(z,t) \) and \( \tau(t) \) depend on the times through a single variable \( \lambda = \lambda(t) \): \( u(z,t) = u(z,\lambda(t)), \tau(t) = \tau(\lambda(t)) \). The function of two variables, \( u(z,\lambda) \), can not be arbitrary. Our goal is to characterize the class of functions \( u(z,\lambda), \tau(\lambda) \) that are consistent with the structure of the hierarchy and can be used for one-variable reductions. Below we obtain the consistency condition for one-variable reductions of the dDKP hierarchy in the elliptic form. The calculations are much more involved than in the cases of the dKP, dBKP and dToda hierarchies.

Applying the chain rule of differentiation to \( S(u(z,t)|\tau(t)) = S(u(z,\lambda(t))|\tau(\lambda(t))) \), we get:

\[
\nabla (z_1) S(u(z_2)) = \nabla (z_1) \lambda \left( \partial_\lambda u(z_2) S'(u(z_2)) + \partial_\lambda \tau \dot{S}(u(z_2)) \right),
\]

where the explicit dependence on \( \tau \) is taken into account. Here and below

\[
\dot{S}(u) = \partial_\tau S(u,\tau).
\] (3.89)

Next, we have, using (3.87):

\[
\nabla (z_1) \lambda = \frac{d \lambda}{d \log R} \nabla (z_1) \log R = \frac{d \lambda}{d \log R} \partial_\lambda S(u(z_1)) = \frac{d \lambda}{d \log R} \partial_\lambda \lambda \left( \partial_\lambda u(z_1) S'(u(z_1)) + \partial_\lambda \tau \dot{S}(u(z_1)) \right).
\]

In a similar way, we get:

\[
\partial_\lambda S(u(z_1)-u(z_2)) = \partial_\lambda \lambda \left[ \left( \partial_\lambda u(z_1) - \partial_\lambda u(z_2) \right) S'(u(z_1)-u(z_2)) + \partial_\lambda \tau \dot{S}(u(z_1)-u(z_2)) \right].
\]

The formulas simplify a bit if we choose \( \lambda = \tau \) which we set in what follows. Assuming that \( \partial_\lambda \tau \neq 0 \) identically, we arrive at the following relation:

\[
\left[ \partial_\tau u(z_1) S'(u(z_1)) + \dot{S}(u(z_1)) \right] \left[ \partial_\tau u(z_2) S'(u(z_2)) + \dot{S}(u(z_2)) \right] = \frac{d \log R}{d \tau} \left[ \left( \partial_\tau u(z_1) - \partial_\tau u(z_2) \right) S'(u(z_1)-u(z_2)) + \dot{S}(u(z_1)-u(z_2)) \right].
\] (3.90)

To proceed further, we need to know \( \dot{S}(u) \). It is given by equation (A11) in Appendix A. The proof can be found in [11], for the proof of similar formulae see [56, 57]. The key observation is that the substitutions

\[
\begin{cases}
4\pi i \partial_\tau u = \zeta_1(\xi - u) + \zeta_4(\xi - u) - \zeta_1(\xi) - \zeta_4(\xi), \\
4\pi i \partial_\tau \log R = (S'(\xi))^2,
\end{cases}
\] (3.91)

where \( \xi \) is an arbitrary parameter, convert equation (3.90) into identity. It is a highly nontrivial statement. Here we omit the details which can be found in [11].
Therefore, using the identity \( \zeta_1(u, \tau) + \zeta_4(u, \tau) = \zeta_1(u, \tau/2) \), we conclude that the function \( u(z, \tau) \) is compatible with the infinite hierarchy if it satisfies the differential equation
\[
4\pi i \partial_\tau u(z) = -\zeta_1\left(u(z) - \xi(\tau), \frac{\tau}{2}\right) - \zeta_1\left(\xi(\tau), \frac{\tau}{2}\right),
\]
(3.92)
where \( \xi(\tau) \) can be arbitrary real-valued function of \( \tau \). This is essentially the Komatu-Löwner equation (2.32). The variables in §2.4 correspond as
\[
\tau = \frac{2 \log q}{\pi i}, \quad u(z, \tau) = \frac{\log g(z, q)}{2\pi i}, \quad \xi(\tau) = \frac{\log \Lambda(q)}{2\pi i}.
\]
The driving function \( \Lambda(q) = e^{2\pi i \xi(\tau)} \), which encodes the shape of the slit in the Löwner theory, specifies the reduction.

Coming back to an arbitrary reduction variable \( \lambda = \lambda(\tau) \), we obtain the equation
\[
4\pi i \partial_\lambda u(z) = -\left[\zeta_1\left(u(z) - \xi(\lambda), \frac{\tau}{2}\right) + \zeta_1\left(\xi(\lambda), \frac{\tau}{2}\right)\right] \partial_\lambda \tau.
\]
(3.93)
Equation (3.93) written for the inverse function to the \( u(z) \), \( z(u) \), reads
\[
4\pi i \partial_\lambda z(u) = -\left[\zeta_1\left(u - \xi(\lambda), \frac{\tau}{2}\right) + \zeta_1\left(\xi(\lambda), \frac{\tau}{2}\right)\right] \partial_\lambda z(u) \partial_\lambda \tau.
\]
(3.94)
One can also see that the second equation in (3.91),
\[
4\pi i \partial_\tau \log R = (S'(\xi(\tau)))^2,
\]
(3.95)
emerges as the limiting case of (3.93) when \( z \to \infty \). Using some identities for the function \( S \), it is possible to show that for one-variable reductions the total \( \tau \)-derivative of \( S(u(z)) \) is given by
\[
4\pi i \frac{dS(u(z))}{d\tau} = -S'(\xi(\tau)) S'(u(z) - \xi(\tau)).
\]
(3.96)
Let us now pass to the system of reduced equations satisfied by \( \lambda(t) \) and find their solution. Using (3.87), we can write:
\[
\nabla(z) = \frac{\partial_\tau u(z) S'(u(z)) + \dot{S}(u(z))}{d \log R/d\tau} \partial_{\lambda} \tau = \frac{dS(u(z))/d\tau}{d \log R/d\tau} \partial_{\lambda} \tau.
\]
Substituting (3.95), (3.96) and passing to \( \lambda = \lambda(\tau) \), we get:
\[
\nabla(z) \lambda = -\frac{S'(u(z) - \xi(\lambda))}{S'(\xi(\lambda))} \partial_{\lambda} \lambda.
\]
(3.97)
This is a generating equation for a hierarchy of equations of the hydrodynamic type. To write them explicitly, we use the expansion
\[
S'(u - u(z)) = S'(u) + \sum_{k \geq 1} \frac{z^{-k}}{k} B_k'(u)
\]
(3.98)
which defines the functions $B'_k(u) = B'_k(u, \tau)$. By analogy with the dispersionless KP case, one may think of them as elliptic analogues of the (derivatives of) Faber polynomials. In terms of the functions $B'_k(u)$, the equations of the reduced hierarchy are as follows:

$$\frac{\partial \lambda}{\partial t_k} = \phi_k(\lambda, \tau) \frac{\partial \lambda}{\partial t_0}, \quad \phi_k(\lambda, \tau) := \frac{B'_k(\lambda, \tau)}{S'(\lambda, \tau)}, \quad k \geq 1.$$  \hspace{1cm} (3.99)

The common solution to these equations can be written in the hodograph form:

$$t_0 + \sum_{k=1}^{\infty} t_k \phi_k(\lambda, \tau) = R(\lambda),$$  \hspace{1cm} (3.100)

where $R(\lambda)$ is an arbitrary function of $\lambda$.

### 4 Multivariable reductions

#### 4.1 Multivariable reductions of the dKP hierarchy

$N$-variable reduction of the dKP hierarchy means that the function $p(z)$ depends on the times $t$ through $N$ functions $\lambda_j = \lambda_j(t)$, i.e., $p(z) = p(z; \lambda_1(t), \ldots, \lambda_N(t))$. Below we prove that solutions of a system of L"owner equations give solutions to the dKP hierarchy.

We consider the system of $N$ chordal L"owner equations of the form (3.18) which characterize the dependence of $p(z) = p(z; \lambda_1, \ldots, \lambda_N)$ on the variables $\lambda_j$:

$$\frac{\partial p(z)}{\partial \lambda_j} = -\frac{1}{p(z) - \xi_j} \frac{\partial u}{\partial \lambda_j}. \hspace{1cm} (4.1)$$

The real-valued driving functions $\xi_j$ are functions of $\lambda_1, \ldots, \lambda_N$: $\xi_j = \xi_j(\{\lambda_i\})$. The compatibility condition of the system (4.1) is

$$\frac{\partial}{\partial \lambda_j} \frac{\partial p(z)}{\partial \lambda_k} - \frac{\partial}{\partial \lambda_k} \frac{\partial p(z)}{\partial \lambda_j} = 0.$$  \hspace{1cm} (4.2)

A straightforward calculation (which uses the L"owner equations (4.1)) shows that it is equivalent to the following Gibbons-Tsarev system:

$$\begin{cases}
\frac{\partial \xi_j}{\partial \lambda_k} = \frac{1}{\xi_k - \xi_j} \frac{\partial u}{\partial \lambda_k}, \\
\frac{\partial^2 u}{\partial \lambda_j \partial \lambda_k} = \frac{2}{(\xi_i - \xi_k)^2} \frac{\partial u}{\partial \lambda_j} \frac{\partial u}{\partial \lambda_k}, \quad j \neq k.
\end{cases} \hspace{1cm} (4.2)$$

Now assume that each $\lambda_j$ is a function of the time variables. Then for $p(z, t) = p(z; \lambda_1(t), \ldots, \lambda_N(t))$ we can rewrite equation (3.7) in the form

$$- \sum_{j=1}^{N} D(z_2) \lambda_j \cdot \partial_{\lambda_j} p(z_1) = \sum_{j=1}^{N} \partial_t \lambda_j \cdot \partial_{\lambda_j} \log \left( p(z_1) - p(z_2) \right).$$
Using the Löwner equations (4.1), we find:

$$\partial_{\lambda_j} \log\left( p(z_1) - p(z_2) \right) = \frac{\partial_{\lambda_j} u}{(p(z_1) - \xi_j)(p(z_2) - \xi_j)},$$

and thus in order for (3.7) to be satisfied it is sufficient that the following equation holds:

$$\sum_{j=1}^{N} D(z_2) \lambda_j \frac{\partial_{\lambda_j} u}{p(z_1) - \xi_j} = \sum_{j=1}^{N} \partial_{t_1} \lambda_j \frac{\partial_{\lambda_j} u}{(p(z_1) - \xi_j)(p(z_2) - \xi_j)}. \quad (4.3)$$

It is clear that if we introduce the dependence of the $\lambda_j$'s on $t$ by means of the relations

$$D(z) \lambda_j = \frac{\partial_{t_1} \lambda_j}{p(z) - \xi_j}, \quad (4.4)$$

then equation (4.3) is satisfied identically.

Using definition of the Faber polynomials (3.11), one can see that equation (4.4) contains an infinite system of partial differential equations of hydrodynamic type:

$$\frac{\partial \lambda_j}{\partial t_k} = \phi_{j,k}(\{\lambda_i\}) \frac{\partial \lambda_j}{\partial t_1}, \quad \phi_{j,k} = B'_k(\xi_j), \quad k \geq 1, \ j = 1, \ldots, N. \quad (4.5)$$

Note that $\phi_{j,1} = B'_1(\xi_j) = 1$, so that equations (4.5) at $k = 1$ become trivial identities. The generating function of $\phi_{j,k}(\{\lambda_i\})$ is

$$\sum_{k \geq 1} \phi_{j,k}(\{\lambda_i\}) z^{-k} = \frac{1}{p(z) - \xi_j} := Q\left(p(z, \{\lambda_i\}), \xi_j(\{\lambda_i\})\right). \quad (4.6)$$

We will show that the system (4.5) is consistent and can be solved by Tsarev’s generalized hodograph method [12]. It can be directly verified that the compatibility condition of the system (4.5) is

$$\frac{\partial_{\lambda_j} \phi_{i,n}}{\phi_{j,n} - \phi_{i,n}} = \frac{\partial_{\lambda_j} \phi_{i,n'}}{\phi_{j,n'} - \phi_{i,n'}} \quad \text{for all } i \neq j, \ n, n'. \quad (4.7)$$

In other words the condition is that

$$\Gamma_{ij} := \frac{\partial_{\lambda_j} \phi_{i,n}}{\phi_{j,n} - \phi_{i,n}} \quad (4.8)$$

does not depend on $n$. It is easy to see that this is equivalent to the $z$-independence of the ratio

$$\Gamma_{ij} = \frac{\partial_{\lambda_j} Q(p(z), \xi_i)}{Q(p(z), \xi_j) - Q(p(z), \xi_i)} = \frac{\partial_{\lambda_j} u}{(\xi_i - \xi_j)^2}, \quad (4.9)$$

where $Q$ is the generating function (4.6). The proof of the second equality uses the Löwner equation (4.1) and the Gibbons-Tsarev equations (4.2).

Let $R_i = R_i(\{\lambda_j\})$ ($i = 1, \ldots, N$) satisfy the system of equations

$$\frac{\partial R_i}{\partial \lambda_j} = \Gamma_{ij}(R_j - R_i), \quad i, j = 1, \ldots, N, \quad i \neq j. \quad (4.10)$$
where $\Gamma_{ij}$ is defined in (4.9) (for $N = 1$ this condition is void). We claim that the system (4.10) is compatible in the sense of Tsarev [12]. To see this, we note that $\Gamma_{ij}$ (4.9) can be expressed as

$$\Gamma_{ij} = \frac{1}{2} \frac{\partial}{\partial \lambda_j} \log g_i, \quad g_i = \frac{\partial u}{\partial \lambda_i}. \tag{4.11}$$

It then follows that

$$\frac{\partial \Gamma_{ij}}{\partial \lambda_k} = \frac{\partial \Gamma_{ik}}{\partial \lambda_j}, \quad i \neq j \neq k, \tag{4.12}$$

which are Tsarev's compatibility conditions. This means that the system (4.43) is semi-Hamiltonian. The main geometric object associated with a semi-Hamiltonian system is a diagonal metric. The quantities $g_i = g_{ii}$ are components of this metric while $\Gamma_{ij} = \Gamma_{ij}^i$ are the corresponding Christoffel symbols. In fact the metric $g_i$ is of Egorov type, i.e., it holds

$$\frac{\partial g_i}{\partial \lambda_k} = \frac{\partial g_k}{\partial \lambda_i}, \tag{4.13}$$

(this follows from (4.11)).

Assume that $R_i$ satisfy the system (4.10). Then the same argument as in the proof of Theorem 10 of Tsarev's paper [12] shows that if $\lambda_i(t)$ is defined implicitly by the hodograph relation

$$t_1 + \sum_{n \geq 2} \phi_{i,n}(\{\lambda_j\}) t_n = R_i(\{\lambda_j\}), \tag{4.14}$$

then $\lambda_j(t)$ satisfy (4.5).

We have found sufficient conditions for $N$-variable diagonal reductions of the dKP hierarchy. The reduction is given by a system of $N$ chordal Löwner equations (4.1) for a function $p(z, \lambda_1, \ldots, \lambda_N)$ supplemented by a diagonal system of hydrodynamic type (4.5) for the variables $\lambda_j$, $j = 1, \ldots, N$.

### 4.2 Multivariable reductions of the dBKP hierarchy

We consider the system of $N$ quadrant Löwner equations of the form (3.34) which characterize the dependence of $p(z) = p(z; \{\lambda_j\})$ on the variables $\lambda_j$:

$$\frac{\partial p(z)}{\partial \lambda_j} = - \frac{p(z)}{p^2(z) - \xi_j^2} \frac{\partial u}{\partial \lambda_j}. \tag{4.15}$$

The compatibility conditions of this system are given by the Gibbons-Tsarev equations which have the form [10]

$$\begin{align*}
\frac{\partial \xi_i^2}{\partial \lambda_j} &= \frac{2\xi_i^2}{\xi_j^2 - \xi_i^2} \frac{\partial u}{\partial \lambda_j}, \\
\frac{\partial^2 u}{\partial \lambda_i \partial \lambda_j} &= \frac{2(\xi_i^2 + \xi_j^2)}{(\xi_i^2 - \xi_j^2)^2} \frac{\partial u}{\partial \lambda_i} \frac{\partial u}{\partial \lambda_j}, \quad i \neq j.
\end{align*} \tag{4.16}$$
Now assume that each \( \lambda_j \) is a function of \( t \): \( p(z; t) = p(z; \{ \lambda_j(t) \}) \). Then we can rewrite equation (3.29) of the dBKP hierarchy for \( p(z; t) \) in the form

\[
2 \sum_{j=1}^{N} D^o(z_2) \lambda_j \cdot \partial_{\lambda_j} p(z_1) = \sum_{j=1}^{N} \partial_t \lambda_j \cdot \partial_{\lambda_j} \log \frac{p(z_1) + p(z_2)}{p(z_1) - p(z_2)}.
\]

Using the quadrant Löwner equations (4.15), we find:

\[
\partial_{\lambda_j} \log \frac{p(z_1) + p(z_2)}{p(z_1) - p(z_2)} = -\frac{2p(z_1)p(z_2)\partial_{\lambda_j} u}{(p^2(z_1) - \xi_j^2)(p^2(z_2) - \xi_j^2)},
\]

and thus in order for (3.29) to be satisfied it is sufficient that the following equation holds:

\[
\sum_{j=1}^{N} D^o(z_2) \lambda_j \frac{p(z_1)\partial_{\lambda_j} u}{p^2(z_1) - \xi_j^2} = \sum_{j=1}^{N} \partial_t \lambda_j \frac{p(z_1)p(z_2)\partial_{\lambda_j} u}{(p^2(z_1) - \xi_j^2)(p^2(z_2) - \xi_j^2)}.
\]

(4.17)

It is clear that if we introduce the dependence of the \( \lambda_j \)'s on \( t \) by means of the relations

\[
D^o(z) \lambda_j = \frac{p(z)}{p^2(z) - \xi_j^2},
\]

(4.18)

then equation (4.17) is satisfied identically. Since

\[
\frac{p(z)}{p^2(z) - \xi_j^2} = \sum_{k \geq 1, \text{odd}} \frac{z^{-k}}{k} B_k'(\xi_j)
\]

(see (3.32)), we see that equation (4.18) contains an infinite system of partial differential equations of hydrodynamic type which have the same form as (4.5) with the only difference that \( k \) is odd:

\[
\frac{\partial \lambda_j}{\partial t_k} = \phi_{j,k}(\{\lambda_i\}) \frac{\partial \lambda_j}{\partial t_1}, \quad \phi_{j,k} = B_k'(\xi_j), \quad k = 1, 3, 5, \ldots, \quad j = 1, \ldots, N.
\]

(4.19)

The generating function of \( \phi_{j,k}(\{\lambda_i\}) \) is

\[
\sum_{k \geq 1, \text{odd}} \phi_{j,k}(\{\lambda_i\}) \frac{z^{-k}}{k} = \frac{p(z)}{p^2(z) - \xi_j^2} := Q\left(p(z, \{\lambda_i\}), \xi_j(\{\lambda_i\})\right).
\]

(4.20)

The compatibility condition of the system (4.19) has the same form (4.7) as before, which means that \( \Gamma_{ij} \) given by (4.8) does not depend on \( n \). Again, this is equivalent to the \( z \)-independence of

\[
\Gamma_{ij} = \frac{\partial \lambda_i Q(p(z), \xi_i)}{Q(p(z), \xi_i) - Q(p(z), \xi_i)} = \frac{\xi_i^2 + \xi_j^2}{(\xi_i^2 - \xi_j^2)^2} \frac{\partial u}{\partial \lambda_j},
\]

(4.21)

where \( Q \) is the generating function (4.20).

Let \( R_i = R_i(\{\lambda_j\}) \) \( (i = 1, \ldots, N) \) satisfy the system (4.10), where \( \Gamma_{ij} \) is defined in (4.21). Tsarev's compatibility conditions (4.12) follow from (4.11) which remains of the same form and the same argument is used to show that if \( \lambda_i(t) \) is defined implicitly by the hodograph relation

\[
t_1 + \sum_{n \geq 3, \text{odd}} \phi_{i,n}(\{\lambda_j\}) t_n = R_i(\{\lambda_j\}),
\]

(4.22)

then \( \lambda_j(t) \) satisfy (4.19).
4.3 Multivariable reductions of the dToda hierarchy

We consider the system of $N$ radial L"owner equations of the form (3.64) which characterize the dependence of $w(z) = w(z; \{\lambda_j\})$ on the variables $\lambda_j$:

$$\frac{\partial \log w(z)}{\partial \lambda_j} = -\frac{w(z) + \eta_j}{w(z) - \eta_j} \frac{\partial \log r}{\partial \lambda_j}, \quad \eta_j = e^{i \xi_j}. \quad (4.23)$$

The driving functions $\xi_j = \xi_j(\{\lambda_j\})$ are real-valued. The compatibility conditions of this system are given by the Gibbons-Tsarev equations:

$$\frac{\partial}{\partial \lambda_k} \frac{\partial \log w(z)}{\partial \lambda_j} = \frac{\partial}{\partial \lambda_j} \frac{\partial \log w(z)}{\partial \lambda_k},$$

or

$$\frac{\eta_j}{\partial \lambda_k} = \eta_j \left( \frac{\eta_k + \eta_j}{\eta_k - \eta_j} \right) \frac{\partial \log r}{\partial \lambda_k},$$

$$\frac{\partial^2 \log r}{\partial \lambda_j \partial \lambda_k} = \frac{4 \eta_j \eta_k}{(\eta_j - \eta_k)^2} \frac{\partial \log r}{\partial \lambda_j} \frac{\partial \log r}{\partial \lambda_k}, \quad j \neq k. \quad (4.24)$$

Now assume that each $\lambda_j$ is a function of the times: $w(z; t) = w(z; \{\lambda_j(t)\})$. Then we can rewrite equations (3.49) of the dToda hierarchy in the form

$$-\sum_{j=1}^N D(z_1) \lambda_j \cdot \partial_{\lambda_j} \log w(z_2) = \sum_{j=1}^N \partial_{t_0} \lambda_j \left[ \partial_{\lambda_j} \log \left( w(z_1) - w(z_2) \right) - \frac{1}{2} \partial_{\lambda_j} \log \frac{w(z_1)}{r} \right],$$

$$\sum_{j=1}^N D(\bar{z}_1) \lambda_j \cdot \partial_{\lambda_j} \log w(z_2) = \sum_{j=1}^N \partial_{t_0} \lambda_j \left[ \partial_{\lambda_j} \log \left( \bar{w}(\bar{z}_1) - \bar{w}^{-1}(z_2) \right) - \frac{1}{2} \partial_{\lambda_j} \log \frac{\bar{w}(\bar{z}_1)}{r} \right],$$

Using the radial L"owner equations (4.23), we can rewrite these relations as

$$\sum_{j=1}^N D(z_1) \lambda_j \frac{w(z_2) + \eta_j}{w(z_2) - \eta_j} \partial_{\lambda_j} \log r = \sum_{j=1}^N \partial_{t_0} \lambda_j \frac{\eta_j(w(z_2) + \eta_j)}{(w(z_1) - \eta_j)(w(z_2) - \eta_j)} \partial_{\lambda_j} \log r, \quad (4.26)$$

$$-\sum_{j=1}^N \bar{D}(\bar{z}_1) \lambda_j \frac{w(z_2) + \eta_j}{w(z_2) - \eta_j} \partial_{\lambda_j} \log r = \sum_{j=1}^N \partial_{t_0} \lambda_j \frac{w(z_2) + \eta_j}{(1 - \eta_j \bar{w}(\bar{z}_1))(w(z_2) - \eta_j)} \partial_{\lambda_j} \log r. \quad (4.27)$$

It is clear that if we introduce the dependence of the $\lambda_j$’s on $t, \bar{t}$ by means of the relations

$$D(z) \lambda_j = \frac{\eta_j}{w(z) - \eta_j} \partial_{t_0} \lambda_j,$$

$$\bar{D}(\bar{z}) \lambda_j = \frac{1}{\eta_j \bar{w}(\bar{z}) - 1} \partial_{t_0} \lambda_j, \quad (4.28)$$
then equations (4.26), (4.27) are satisfied identically. Note that the two equations (4.28) are complex conjugate to each other (recall that \( \bar{\eta}_j = \eta_j^{-1} \)).

As it follows from (3.67), equation (4.28) contains an infinite system of partial differential equations of hydrodynamic type:

\[
\frac{\partial \lambda_j}{\partial t_k} = \phi_{j,k}(\{\lambda_i\}) \frac{\partial \lambda_j}{\partial \eta_k}, \quad \phi_{j,k} = \eta_j A_k'(\eta_j), \quad k \geq 1, \quad j = 1, \ldots, N. \tag{4.29}
\]

The generating function of \( \phi_{j,k}(\{\lambda_i\}) \) is

\[
\sum_{k \geq 1} \phi_{j,k}(\lambda_i) \frac{z^{-k}}{k} = \frac{\eta_j}{w(z) - \eta_j} := Q\left(w(z, \{\lambda_i\}), \eta_j(\{\lambda_i\})\right). \tag{4.30}
\]

The compatibility condition of the system (4.29) has the same form as before. As a straightforward calculation shows,

\[
\Gamma_{ij} = \frac{\partial \lambda_j Q(w(z), \eta_i)}{Q(w(z), \eta_j) - Q(w(z), \eta_i)} = \frac{2\eta_i \eta_j}{(\eta_i - \eta_j)^2} \frac{\partial \lambda_j \log r}{r}, \tag{4.31}
\]

does not depend on \( z \).

Let \( R_i = R_i(\{\lambda_j\}) \) \((i = 1, \ldots, N)\) satisfy the system (4.10), where \( \Gamma_{ij} \) is defined in (4.31). Tsarev’s compatibility conditions (4.12) follow from the fact that

\[
\Gamma_{ij} = \frac{1}{2} \frac{\partial}{\partial \lambda_j} \log g_i, \quad g_i = \frac{\partial \log r}{\partial \lambda_i}, \tag{4.32}
\]

which is easily checked using the Gibbons-Tsarev equation (4.24). Finally, the same argument as before is used to show that if \( \lambda_i(t) \) is defined implicitly by the hodograph relation

\[
t_0 + 2\Re \sum_{n \geq 1} \phi_{i,n}(\{\lambda_j\}) t_n = R_i(\{\lambda_j\}), \tag{4.33}
\]

then \( \lambda_j(t) \) satisfy (4.29).

4.4 Multivariable reductions of the dDKP hierarchy in the elliptic form

In this section we study diagonal \( N \)-variable reductions of the dDKP hierarchy in the elliptic form when the function \( u = u(z) \) depends on the times \( t \) through \( N \) real variables \( \lambda_j: u(z; t) = u(z; \{\lambda_j(t)\}) \). Following [33], we prove that solutions of a system of elliptic Löwner equations give solutions to the dDKP hierarchy.

4.4.1 The Gibbons-Tsarev equations and a system of hydrodynamic type

The starting point is the system of \( N \) elliptic Löwner equations which characterize the dependence of \( u(z) \) on the variables \( \lambda_j: \)

\[
\frac{\partial u}{\partial \lambda_j} = - \frac{1}{4\pi} \left( \zeta_1(u - \xi_j, \tau) + \zeta_4(u - \xi_j, \tau) + \zeta_1(\xi_j, \tau) + \zeta_4(\zeta_j, \tau) \right) \frac{\partial \tau}{\partial \lambda_j}, \tag{4.34}
\]

\[
= - \frac{1}{4\pi} \left( \zeta_1(u - \xi_j, \tau') + \zeta_1(\xi_j, \tau') \right) \frac{\partial \tau}{\partial \lambda_j}.
\]
Here and below we abbreviate \( \tau' = \frac{\tau}{2} \). In (4.34), \( u = u(z, \{ \lambda_i \}) \) is a function of \( z \) and real variables \( \{ \lambda_i \} = \{ \lambda_1, \ldots, \lambda_N \} \) which are functions of the times. The real-valued driving functions are \( \xi_j = \xi_j(\{ \lambda_i \}) \).

The Gibbons-Tsarev system is the compatibility condition for the system of elliptic Löwner equations (4.34):

\[
\frac{\partial}{\partial \lambda_j} \frac{\partial u}{\partial \lambda_k} - \frac{\partial}{\partial \lambda_k} \frac{\partial u}{\partial \lambda_j} = 0.
\]

As is shown in [33], this compatibility condition is equivalent to the elliptic analogue of the Gibbons-Tsarev system:

\[
\frac{\partial \xi_k}{\partial \lambda_j} = \frac{1}{4\pi i} \left( \xi_1(\xi_j, \xi_k, \tau') - \xi_1(\xi_j, \tau') \right) \frac{\partial \tau}{\partial \lambda_j},
\]

\[
\frac{\partial^2 \tau}{\partial \lambda_k \partial \lambda_j} = \frac{1}{2\pi i} \varphi_1(\xi_k - \xi_j, \tau') \frac{\partial \tau}{\partial \lambda_k} \frac{\partial \tau}{\partial \lambda_j}
\]

for all \( j = 1, \ldots, N, j \neq k \). The system of equations (4.35), (4.36) is the elliptic analogue of the famous Gibbons-Tsarev system [3, 4]. They already appeared in the literature [58, 59, 60].

Let us calculate \( \partial_{\lambda_j} S(u(z_1) - u(z_2)) \):

\[
\partial_{\lambda_j} S(u_1 - u_2) = S'(u_1 - u_2) \left( \frac{\partial u_1}{\partial \lambda_j} - \frac{\partial u_2}{\partial \lambda_j} \right) + \dot{S}(u_1 - u_2) \frac{\partial \tau}{\partial \lambda_j},
\]

where we abbreviate \( u_i \equiv u(z_i) \) and \( \dot{S}(u) = \partial_{\tau} S(u, \tau) \). Plugging here the elliptic Löwner equations (4.34) and the formula (A11) for \( \dot{S}(u) \), we have:

\[
\partial_{\lambda_j} S(u_1 - u_2) = \frac{1}{4\pi i} S'(u_1 - u_2) \left[ -\xi_1(u_1 - \xi_j) - \xi_2(u_1 - \xi_j) + \xi_1(u_2 - \xi_j) + \xi_4(u_2 - \xi_j) + 2\xi_2(u_1 - u_2) + \frac{\pi^2 \theta_1^4(0, \tau)}{S'(u_1 - u_2)} \right] \frac{\partial \tau}{\partial \lambda_j} = \frac{1}{4\pi i} S'(u_1 - \xi_j) S'(u_2 - \xi_j) \frac{\partial \tau}{\partial \lambda_j}.
\]

Here we have used identity (A15) from [11]. In particular, tending \( z_2 \to \infty \), we get

\[
\partial_{\lambda_j} S(u(z)) = -\frac{1}{4\pi i} S'(\xi_j) S'(u(z) - \xi_j) \frac{\partial \tau}{\partial \lambda_j}.
\]

Let us construct a solution \( u(z), \tau \) to the dDKP hierarchy which depends on times through the \( \lambda_i \)'s: \( u(z, t) = u(z, \{ \lambda_i(t) \}) \), \( \tau(t) = \tau(\{ \lambda_i(t) \}) \). It is an \( N \)-variable reduction of the hierarchy. If the reduction condition is imposed, main equation (3.86) reads

\[
\sum_{j=1}^{N} \nabla(z_1) \lambda_j \cdot \partial_{\lambda_j} S(u(z_2)) = \sum_{j=1}^{N} \partial_{\lambda_0} \lambda_j \cdot \partial_{\lambda_j} S(u(z_1) - u(z_2)).
\]

Plugging here equations (4.37), (4.38), we obtain:

\[
-\sum_{j=1}^{N} \nabla(z_1) \lambda_j \cdot S'(\xi_j) S'(u(z_2) - \xi_j) \frac{\partial \tau}{\partial \lambda_j} = \sum_{j=1}^{N} \partial_{\lambda_0} \lambda_j \cdot S'(u(z_1) - \xi_j) S'(u(z_2) - \xi_j) \frac{\partial \tau}{\partial \lambda_j}.
\]
It is clear from (4.39) that if we introduce the dependence of the \( \lambda_j \)'s on \( t \) by means of the relation
\[
\nabla(z) \lambda_j = -\frac{S'(u(z) - \xi_j)}{S'('\xi_j)} \frac{\partial \lambda_j}{\partial t_0},
\]
equation (4.39) is satisfied identically. It is easy to see that equations (3.85) are also satisfied. Indeed, using the reduction condition, we rewrite equation (3.85) as
\[
\sum_{j=1}^{N} \nabla(z_3) \lambda_j \cdot \partial \lambda_j S(u(z_1) - u(z_2)) \quad \text{is symmetric under permutations of } z_1, z_2, z_3.
\]
Plugging here (4.37), we have that
\[
\sum_{j=1}^{N} \nabla(z_3) \lambda_j \cdot \partial \lambda_j S(u(z_1) - u(z_2)) \quad \text{is symmetric under permutations of } z_1, z_2, z_3 \text{ if } \nabla(z) \lambda_j \text{ is given by (4.40)}.
\]
Equation (4.40) contains an infinite system of partial differential equations of hydrodynamic type. To write them out explicitly, we use the (derivatives of) elliptic Faber functions \( B'_k(u) \) introduced via the expansion (3.98). Then the system (4.40) reads
\[
\frac{\partial \lambda_j}{\partial t_k} = \phi_{j,k}(\{\lambda_i\}) \frac{\partial \lambda_j}{\partial t_0}, \quad \phi_{j,k} = \frac{B'_k(\xi_j)}{S'(\xi_j)},
\]
which is an infinite diagonal system of partial differential equations of hydrodynamic type. The \( \lambda_j \)'s play the role of the Riemann invariants. The generating function of \( \phi_{j,k}(\{\lambda_i\}) \) is
\[
1 + \sum_{k=1}^{\infty} \phi_{j,k}(\{\lambda_i\}) z^{-k} := Q\left(u(z, \{\lambda_i\}, \xi_j(\{\lambda_i\}), \tau(\{\lambda_i\})\right),
\]
\[
Q(u, \xi, \tau) = \frac{S'(\xi - u, \tau)}{S'(\xi, \tau)}.
\]
It is convenient to put \( \phi_{i,0} = 1 \).

### 4.4.2 Generalized hodograph method

We have reduced the dDKP hierarchy to the system of elliptic Löwner equations and the auxiliary equations of hydrodynamic type
\[
\frac{\partial \lambda_i(t)}{\partial t_n} = \phi_{i,n}(\{\lambda_j(t)\}) \frac{\partial \lambda_i(t)}{\partial t_0},
\]
where \( \phi_{i,n} \) are given by (4.41). This system is consistent and can be solved by Tsarev's generalized hodograph method [12] as were the previous cases (see sections 4.1, 4.2, 4.3).

It can be directly verified that the compatibility condition of the system (4.43) is
\[
\frac{\partial \lambda_j \phi_{i,n}}{\phi_{j,n} - \phi_{i,n}} = \frac{\partial \lambda_j \phi_{i,n'}}{\phi_{j,n'} - \phi_{i,n'}} \quad \text{for all } i \neq j, n, n'.
\]
In other words the condition is that
\[ \Gamma_{ij} := \frac{\partial \lambda_j \phi_{i,n}}{\phi_{j,n} - \phi_{i,n}} \] (4.44)
does not depend on \( n \). Clearly, this is equivalent to the \( z \)-independence of the ratio
\[ \frac{\partial \lambda_j Q(u(z), \xi_j, \tau)}{Q(u(z), \xi_j, \tau) - Q(u(z), \xi_i, \tau)}, \] (4.45)
where \( Q \) is the generating function (4.42). The independence of (4.45) of \( z \) is proved in [33] by a direct cumbersome calculation and the coefficients \( \Gamma_{ij} \) are found:
\[ \Gamma_{ij} = \frac{-1}{4\pi} \frac{S'(\xi_j)}{S'(\xi_i)} \frac{S''(\xi_i) - S''(\xi_j)}{\partial \tau / \partial \lambda_i}. \] (4.46)

Let \( R_i = R_i(\{\lambda_j\}) \) (\( i = 1, \ldots, N \)) satisfy the system of equations
\[ \frac{\partial R_i}{\partial \lambda_j} = \Gamma_{ij} (R_j - R_i), \quad i, j = 1, \ldots, N, \quad i \neq j, \] (4.47)
where \( \Gamma_{ij} \) is defined in (4.46) (for \( N = 1 \) this condition is void). We claim that the system (4.47) is compatible in the sense of Tsarev [12]. To see this, we note that \( \Gamma_{ij} \) (4.46) can be expressed as logarithmic derivative of a function:
\[ \Gamma_{ij} = \frac{1}{2} \frac{\partial}{\partial \lambda_j} \log g_i, \quad g_i = \frac{1}{4\pi i} (S'(\xi_i))^{\frac{3}{2}} \frac{\partial \tau}{\partial \lambda_i}. \] (4.48)
This is proved in [33]. It then follows that
\[ \frac{\partial \Gamma_{ij}}{\partial \lambda_k} = \frac{\partial \Gamma_{ik}}{\partial \lambda_j}, \quad i \neq j \neq k, \] (4.49)
which are Tsarev’s compatibility conditions. This means that the system (4.43) is semi-Hamiltonian. The main geometric object associated with a semi-Hamiltonian system is a diagonal metric. The quantities \( g_i = g_{ii} \) are components of this metric while \( \Gamma_{ij} = \Gamma_{ji} \) are the corresponding Christoffel symbols. In fact the metric \( g_i \) is of Egorov type, i.e., it holds
\[ \frac{\partial g_i}{\partial \lambda_k} = \frac{\partial g_k}{\partial \lambda_i}. \] (4.50)
The proof is very simple:
\[ \frac{\partial g_k}{\partial \lambda_i} = g_k \frac{\partial \log g_k}{\partial \lambda_i} = 2g_k \Gamma_{ki} = \frac{1}{8\pi^2} S'(\xi_i) S'(\xi_k) S''(\xi_i - \xi_k) \frac{\partial \tau}{\partial \lambda_i} \frac{\partial \tau}{\partial \lambda_k} \]
from which we see that the right hand side is explicitly symmetric under the permutation of \( i \) and \( k \). (Here we have used (4.46) and (4.48).)

Assume that \( R_i \) satisfy the system (4.47). We claim that if \( \lambda_i(t) \) is defined implicitly by the hodograph relation
\[ t_0 + \sum_{n \geq 1} \phi_{i,n}(\{\lambda_j\}) t_n = R_i(\{\lambda_j\}), \] (4.51)
then $\lambda_j(t)$ satisfy (4.43). The proof is almost the same as that of Theorem 10 of Tsarev’s paper [12].

To conclude, we have found sufficient conditions for $N$-variable diagonal reductions of the dDKP hierarchy in the elliptic parametrization. The reduction is given by a system of $N$ elliptic L"owner equations (4.34) for a function $u(z,\lambda_1,\ldots,\lambda_N)$ supplemented by a diagonal system of hydrodynamic type (4.41) for the variables $\lambda_j$, $j = 1,\ldots,N$. We have derived compatibility conditions for the elliptic L"owner equations which are elliptic analogues of the Gibbons-Tsarev equations and have proved solvability of the hydrodynamic type system by means of the generalized hodograph method.
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**Appendix A: necessary functions and identities**

The Jacobi’s theta-functions $\theta_a(u) = \theta_a(u,\tau)$, $a = 1,2,3,4$, are defined by the formulas

$$
\begin{align*}
\theta_1(u) &= -\sum_{k \in \mathbb{Z}} \exp \left( \pi i \tau (k + \frac{1}{2})^2 + 2\pi i (u + \frac{1}{2})(k + \frac{1}{2}) \right), \\
\theta_2(u) &= \sum_{k \in \mathbb{Z}} \exp \left( \pi i \tau (k + \frac{1}{2})^2 + 2\pi i u(k + \frac{1}{2}) \right), \\
\theta_3(u) &= \sum_{k \in \mathbb{Z}} \exp \left( \pi i \tau k^2 + 2\pi i u k \right), \\
\theta_4(u) &= \sum_{k \in \mathbb{Z}} \exp \left( \pi i \tau k^2 + 2\pi i (u + \frac{1}{2})k \right),
\end{align*}
$$

(A1)

where $\tau$ is a complex parameter (the modular parameter) such that Im $\tau > 0$. The function $\theta_1(u)$ is odd, the other three functions are even. The infinite product representation for the $\theta_1(u)$ reads:

$$
\theta_1(u) = \exp \left( \frac{i\pi\tau}{4} - i\pi u \right) \prod_{k=1}^{\infty} \left( 1 - e^{2\pi i u} \right) \left( 1 - e^{2\pi i ((k-1)\tau + u)} \right) \left( 1 - e^{2\pi i (k\tau - u)} \right).
$$

(A2)

We also mention the identity

$$
\theta_1'(0) = \pi \theta_2(0)\theta_3(0)\theta_4(0).
$$

(A3)

Many useful identities for the theta functions can be found in [61].

All formulas for derivatives of elliptic functions with respect to the modular parameter follow from the “heat equation” satisfied by the theta-functions:

$$
4\pi i \partial_\tau \theta_a(u,\tau) = \partial_u^2 \theta_a(u,\tau).
$$

(A4)
In the main text we use the functions
\[
\zeta_a(x, \tau) = \frac{\partial}{\partial x} \log \theta_a(x, \tau), \quad \varphi_a(x, \tau) = -\frac{\partial}{\partial x} \zeta_a(x, \tau), \quad a = 1, 2, 3, 4.
\] (A5)

Obviously, \(\zeta_a\) are odd functions. In particular, \(\zeta_1(x, \tau) = \frac{1}{x} + O(x)\) as \(x \to 0\) and \(\zeta_a(0, \tau) = 0\) for \(a = 2, 3, 4\). The functions \(\zeta_1(x) = \zeta_1(x, \tau)\) and \(\varphi_1(x) = \varphi(x, \tau)\) are up to some simple correction terms the Weierstrass \(\zeta\) and \(\varphi\)-functions respectively.

From the infinite product representation (A2) follows the explicit form of \(\zeta_1(u)\):
\[
\zeta_1(u) = -\pi i \mathcal{K}_{e^{2\pi i u}}, \quad \mathcal{K}_q(z) := \frac{1 + z}{1 - z} + 2 \sum_{k=1}^{\infty} \frac{q^{2k} z}{1 - q^{2k} z} + 2 \sum_{k=1}^{\infty} \frac{q^{2k} z}{1 - q^{2k} z}.
\] (A6)

The function \(\mathcal{K}_q(z)\) is called Villat’s function ((2.2) of [31]; cf. also [26]). Villat’s kernel,
\[
\mathcal{K}_q(z, \zeta) := \mathcal{K}_q(z/\zeta)
\] (A7)
plays an important role in the Löwner theory of doubly connected domains ([24], [31], [26]).

Let us introduce the function
\[
S(x) = \log \frac{\theta_1(x, \tau)}{\theta_4(x, \tau)}.
\] (A8)

We denote \(\partial_x S(x) = S'(x), \partial_x^2 S(x) = S''(x), \partial_x S(x) = \dot{S}(x)\). One can prove the following formulae (here and below \(\tau' = \frac{\tau}{2}\)):
\[
S'(x) = \pi \theta_2^2(0, \tau) \frac{\theta_2(x, \tau)\theta_3(x, \tau)}{\theta_1(x, \tau)\theta_4(x, \tau)} = \pi \theta_3(0, \tau') \theta_4(0, \tau') \frac{\theta_2(x, \tau')}{\theta_4(x, \tau')},
\] (A9)
\[
S''(x) = -\pi^2 \theta_2^2(0, \tau) \theta_3^2(0, \tau) \theta_4^2(0, \tau) \frac{\theta_4(2x, \tau)}{\theta_1^2(x, \tau)\theta_2^2(x, \tau)}
\] (A10)
\[
= -\pi^2 \theta_3(0, \tau') \theta_4(0, \tau') \theta_2^2(0, \tau') \frac{\theta_3(x, \tau')\theta_4(x, \tau')}{\theta_1^2(x, \tau')},
\]
\[
2\pi i \dot{S}(x) = S'(x)\zeta_2(x, \tau) + \frac{\pi^2}{2} \theta_4^2(0, \tau),
\] (A11)
\[
2\pi i \dot{S}'(x) = S''(x)\zeta_2(x, \tau) - S'(x)\varphi_2(x, \tau).
\] (A12)

It is clear from (A9), (A10) that \(S'(x+1) = S'(x), S'(x+\tau') = -S'(x), S''(x+1) = S''(x), S''(x+\tau') = -S''(x)\). Note that
\[
S'(x)S'(x + \frac{1}{2}) = -\pi^2 \theta_4^2(0, \tau).
\] (A13)

Clearly, \(S'(x)\) is an odd function. As \(x \to 0\), we have:
\[
S'(x) = \frac{1}{x} + O(x), \quad S''(x) = -\frac{1}{x^2} + O(1).
\]
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