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Abstract. In this note we consider the action functional
\[ \int_{\mathbb{R} \times \omega} \left( 1 - \sqrt{1 - |\nabla u|^2} + W(u) \right) d\bar{x} \]
where \( W \) is a double well potential and \( \omega \) is a bounded domain of \( \mathbb{R}^{N-1} \). We prove existence,
one-dimensionality and uniqueness (up to translation) of a smooth minimizing phase transition
between the two stable states \( u = 1 \) and \( u = -1 \). The question of existence of at least one minimal
heteroclinic connection for the non autonomous model
\[ \int_{\mathbb{R}} \left( 1 - \sqrt{1 - |u'|^2} + a(t)W(u) \right) dt \]
is also addressed. For this functional, we look for the possible assumptions on \( a(t) \) ensuring the
existence of a minimizer.

1. Introduction

It is known that any minimizer of the Allen-Cahn energy functional
\[ E(u) = \int_{\mathbb{R} \times \omega} \left( \frac{1}{2} |\nabla u|^2 + \frac{1}{4} (u^2 - 1)^2 \right) d\bar{x} \]
among functions of \( H^1_{\text{loc}}(\mathbb{R} \times \omega) \) satisfying \( \lim_{x \to \pm \infty} u(x,y) = \pm 1 \) uniformly in \( y \in \omega \subset \mathbb{R}^{N-1} \), \( \omega \)
being a bounded domain of \( \mathbb{R}^{N-1} \) for \( N \geq 1 \), must be a function of the first variable only, and is
therefore given by \( \tanh\left( \frac{x}{\sqrt{2}} \right) \), where \( a \in \mathbb{R} \), see for instance [37, 27, 1].

This minimization problem takes its origin in the van der Waals-Cahn-Hilliard gradient theory of
phase separations [26, 2, 40]. Assume a two-phase fluid whose density at point \( \bar{x} \) is denoted by \( u(\bar{x}) \)
has energy density given by \( \frac{1}{4} (u^2 - 1)^2 \). The densities \( u = \pm 1 \) correspond to stable fluid phases.
When the two distinct phases coexist, they minimize their interaction. At a microscopic scale, this
amounts to study the above energy functional. The term \( \int \frac{1}{4} (u^2 - 1)^2 \) penalizes the interaction of
the two phases while the presence of the kinetic term \( \int |\nabla u|^2 \) accounts to penalize the formation
of unnecessary interfaces. In the context of superconductivity, the functional \( E \) is known as the
Ginzburg-Landau energy without magnetic field, see e.g. [17].

In this paper, we first consider the modified autonomous free-energy functional
\[ J(u) = \int_{\mathbb{R} \times \omega} \left( 1 - \sqrt{1 - |\nabla u|^2} + W(u) \right) d\bar{x}. \quad (1.1) \]
We suppose that $N \geq 1$, $\omega \subset \mathbb{R}^{N-1}$ is a bounded domain and $W$ is a double well potential by which we mean that

\begin{enumerate}[(W_1)]
\item $W \in C^1(\mathbb{R})$,
\item $W(-1) = W(1) = 0$ and $W(s) > 0$ if $s \neq \pm 1$.
\end{enumerate}

The Allen-Cahn potential $W(s) = \frac{1}{4}(s^2 - 1)^2$ is of course a typical example, though we will not assume symmetry nor non degeneracy of the bottoms of the wells.

We look for a minimal transition from the equilibrium state $u = -1$ to the equilibrium state $u = +1$ by minimizing $J : \mathcal{X} \to \mathbb{R}_+ \cup \{+\infty\}$, where

$$\mathcal{X} := \left\{ u \in W^{1,\infty}(\mathbb{R} \times \omega) \mid \|\nabla u\|_{L^\infty} \leq 1 \text{ and } \lim_{x \to \pm \infty} u(x,y) = \pm 1 \text{ uniformly in } y \in \omega \right\}. \quad (1.2)$$

Since $1 - \sqrt{1 - |\nabla u|^2}$ is an uniformly strictly convex function of the gradient, the volume integral

$$K(u) = \int_{\mathbb{R} \times \omega} \left( 1 - \sqrt{1 - |\nabla u|^2} \right) \, d\bar{x} \quad (1.3)$$

can be seen by analogy with classical models as an energy which attempts to minimize the area of the interface between the two phases. Such a model supposes that all transitions occur with an a priori bounded gradient (we have normalized this a priori bound to 1 but this is clearly not restrictive). Due to the singularity at this threshold value of the norm of the gradient, sharp transitions between the two phases are clearly penalized. On the other hand, we have the pointwise estimates

$$\frac{1}{2} |\nabla u|^2 \leq 1 - \sqrt{1 - |\nabla u|^2} \leq |\nabla u|^2. \quad (1.4)$$

Therefore, for small values of the gradient, the energy behaves quadratically while it reaches its extremal value 1 with infinite slope when $|\nabla u|$ reaches its upper bound. As a consequence, the diffusion flux $\frac{\nabla u}{\sqrt{1 - |\nabla u|^2}}$ is singular at the maximal value of the gradient.

The quasilinear operator

$$Q(u) = -\nabla \cdot \left( \frac{\nabla u}{\sqrt{1 - |\nabla u|^2}} \right),$$

which appears, at least formally, as the derivative of the volume integral \(K\), has been extensively studied in the recent years. We quote for example [14, 15, 16] which are concerned with a one-dimensional Neumann problem. For the Dirichlet problem we mention [15, 16, 28, 12, 13, 32], in one-dimensional or radial settings, and [30, 11, 10] in a general bounded domain; while the periodic problem is addressed in [15, 7, 24, 25, 35, 36]. We also refer to the survey of Mawhin [39] and the references therein to be as exhaustive as possible. To our knowledge, less attention has been given to problems in unbounded domains or in the whole space. We mention in that direction [20, 3, 4, 19, 6, 18] for ground state type solutions in the whole space and [31, 29] where the authors considered heteroclinic solutions in frameworks that include the operator $Q(u)$. The operator $Q$ is a classical object in Riemannian geometry. Indeed, if $u$ is a smooth function of $N$ variables with $\|\nabla u\|_{L^\infty} < 1$, the graph of $u$ is (a piece of) a $N$-dimensional surface in the Lorentz-Minkowski space $\mathbb{L}^{N+1}$ whose local mean curvature is given by $Q(u)$. The volume integral $K(u)$ can then be seen as the area integral in $\mathbb{L}^{N+1}$ and surfaces of minimal or maximal area solve the equation $Q(u) = 0$. Within a quite different context, namely in the nonlinear theory of electromagnetism, this operator appears in the formulation of the Born-Infeld field theory, see [23, 41, 38, 19] and the references therein.
In the first part of this paper, we prove a Gibbons-type conjecture in cylinders for the singular operator \( Q(u) \). Namely, we prove that the free-energy functional \( J \) has a minimizer in \( \mathcal{X} \), and that this minimizer has to be one-dimensional, i.e. independent from \( y \in \omega \).

**Theorem 1.1.** Assume \((W_1)\) and \((W_2)\). The functional \( J \) defined in (1.1) attains its infimum in \( \mathcal{X} \). Moreover any minimizer of \( J \) depends only on the first variable \( x \in \mathbb{R} \) and is the unique solution, up to translations, of the equation

\[
\left( \frac{u'}{\sqrt{1 - |u'|^2}} \right)' = W'(u) \quad \text{in } \mathbb{R},
\]

with the boundary conditions

\[
\lim_{x \to \pm \infty} (u(x), u'(x)) = (\pm 1, 0).
\]

In addition, \( \|u'\|_{L\infty} < 1 \), \( u \in C^{\infty} \) and \( u \) satisfies the energy conservation identity

\[
1 - \frac{1}{\sqrt{1 - |u'|^2}} + W(u) = 0.
\]

The main technical difficulty in describing the phase transition consists in showing that the minimizers of the energy functional satisfy the (formally) associated Euler-Lagrange equation. This leads to prove that the gradient of the minimizer, or simply the derivative once we know the minimizer depends on a single space variable, is bounded away from 1.

In the second part of the paper, we focus on a time-dependent one-dimensional system. In special relativity, see for instance [33], the Lagrangian

\[
L_a(t, u(t), u'(t)) = mc^2 \left( 1 - \sqrt{1 - \frac{u'^2(t)}{c^2}} \right) + a(t)W(u(t))
\]

describes the motion of a particle of rest mass \( m \) whose time-dependent potential energy is given by \(-a(t)W\). In the non-relativistic limit \( c \to +\infty \), this Lagrangian yields the usual equation of motion

\[
mu''(t) = a(t)W'(u(t)).
\]

In the relativistic regime, assuming that the motion is strictly timelike, that is \( |u'(t)| < c \), we can use the phase-space variables

\[
(u, p) = \left( u, \frac{mud'}{\sqrt{1 - \frac{u'^2}{c^2}}} \right)
\]

so that the equations of motion can be written as a regular system of first order equations

\[
u' = \frac{p}{\sqrt{m^2 + \frac{p^2}{c^2}}}, \quad \text{and} \quad p' = a(t)W'(u).
\]

For simplicity, in this paper we fix \( m = 1 \) and \( c = 1 \), and consider the action (observe that we emphasize the dependence of the functional on the weight \( a(t) \))

\[
\mathcal{L}_a(u) := \int_{-\infty}^{+\infty} \left( 1 - \sqrt{1 - |u'|^2} + a(t)W(u) \right) \, dt. \tag{1.8}
\]

As in the first part, we will look for minimal heteroclinic solutions connecting the extremal equilibria, namely asymptotic motions \( u(t) \) minimizing the action functional \( \mathcal{L}_a \) in the space \( \mathcal{X}_1 \) defined as

\[
\mathcal{X}_1 := \left\{ u \in W^{1, \infty}(\mathbb{R}) \mid \|u'\|_{L\infty} \leq 1 \text{ and } \lim_{t \to \pm \infty} u(t) = \pm 1 \right\}. \tag{1.9}
\]

First, we will assume that \( a(t) \) satisfies

---
(a_1) there exist \( a_1, a_2 \in \mathbb{R} \) such that \( 0 < a_1 \leq a(t) \leq a_2 \) for all \( t \in \mathbb{R} \).

The main point here is to provide conditions on the non-autonomous term \( a(t) \) which secure
the existence of a minimal timelike heteroclinic solution. Observe that when \( a(t) \) is constant, the
existence of a minimizer of \( \mathcal{L}_a \) is already provided by Theorem 1.1. Our main results are the two
following theorems.

**Theorem 1.2.** Assume \((W_1), (W_2)\) and \((a_1)\). If
\( (b_1) \) there exists \( b \in L^\infty(\mathbb{R}) \) such that \( a(t) \leq b(t) \) for every \( t \in \mathbb{R} \),
\[
\lim_{|t| \to +\infty} (b(t) - a(t)) = 0
\]
and \( \inf_{X_1} \mathcal{L}_b \) is attained,
then \( \mathcal{L}_a \) attains its infimum at \( u_a \in X_1 \). Moreover, \( u_a \) is a \( C^1 \cap W^{2,2}_{loc} \) solution of
\[
\left( \frac{u'}{\sqrt{1 - |u|^2}} \right)' = a(t)W'(u) \quad \text{in } \mathbb{R}, 
\]
\[
\lim_{t \to \pm \infty} (u(t), u'(t)) = (\pm 1, 0), \tag{1.10}
\]
and \( \|u_a\|_{L^\infty} < 1 \).

**Theorem 1.3** (Periodic weight). Assume \((W_1), (W_2)\) and \((a_1)\). Suppose also that \( a \) is \( T \)-periodic
for some \( T > 0 \). Then \( \mathcal{L}_a \) attains its infimum at \( u_a \in X_1 \). Moreover, \( u_a \) is a heteroclinic \( C^1 \cap W^{2,2}_{loc} \)
solution of \((1.10)-(1.11)\) and \( \|u_a\|_{L^\infty} < 1 \).

By combining Theorem 1.2 with Theorem 1.1 and Theorem 1.3 we deduce respectively the two
following corollaries.

**Corollary 1.4** (Asymptotically constant weight). Assume \((W_1), (W_2)\) and \((a_1)\). If in addition
\[
\lim_{|t| \to +\infty} a(t) = a_2
\]
then \( \mathcal{L}_a \) attains its infimum at some \( u_a \in X_1 \). Moreover, \( u_a \) is a heteroclinic \( C^1 \cap W^{2,2}_{loc} \) solution of
\((1.10)-(1.11)\) and \( \|u_a\|_{L^\infty} < 1 \).

**Corollary 1.5** (Asymptotically periodic weight). Assume \((W_1), (W_2)\) and \((a_1)\). In addition, suppose
that there exists \( b \in L^\infty(\mathbb{R}) \), \( T \)-periodic for some \( T > 0 \), such that \((b_1)\) holds. Then \( \mathcal{L}_a \) attains
its infimum at \( u_a \in X_1 \). Moreover, \( u_a \) is a heteroclinic \( C^1 \cap W^{2,2}_{loc} \) solution of \((1.10)-(1.11)\) and
\( \|u_a\|_{L^\infty} < 1 \).

Finally, we conclude this work discussing the case where the functional \( \mathcal{L}_a \) satisfies additional
symmetry properties. We will consider \((W_1)\) and the following additional assumptions
\( (W_2) \) \( W(s) > 0 \) if \( s \in (-1,1) \) and \( W(s) = 0 \) for all \( s \in \mathbb{R} \setminus (-1,1) \),
\( (W_3) \) \( W(s) = W(-s) \) for all \( s \in \mathbb{R} \),
\( (a'_1) \) \( a \in L^\infty_{loc}(\mathbb{R}) \),
\( (a_2) \) \( a(s) \leq a(t) \) for a.e. \( 0 \leq s \leq t \),
\( (a_3) \) \( a(t) = a(-t) \) for a.e. \( t \in \mathbb{R} \),
\( (a_4) \) there exists \( T > 0 \) such that \( a(t) > 0 \) for all \( t > T \).

Notice that we do not impose \((a_1)\) in this setting. Moreover, \( a(t) \) can take negative values on
a compact set. For this reason, we consider the new assumption \((W_2')\) that forces the solution to
take values in \([-1,1]\), which would not be clear (and maybe not true) under \((W_2)\). Since \( W \) and \( a \)
are even, we will look for an odd minimizer of \( \mathcal{L}_a \) in the set
\[
X_1^{odd} := \{ u \in X_1 \mid u(-t) = -u(t) \quad \text{for all } t \in \mathbb{R} \}.
\]
Obviously, this does not exclude the existence of other critical points of $\mathcal{L}_a$ in $\mathcal{X}_1$ that are not antisymmetric. In particular it does not imply that the global minimizer of $\mathcal{L}_a$ in $\mathcal{X}_1$ is an antisymmetric function. This is an open interesting problem even for simpler semilinear or quasilinear operators.

Due to the symmetry assumptions, we can write

$$\mathcal{L}_a(u) = 2 \int_0^{+\infty} \left( 1 - \sqrt{1 - |u'|^2 + a(t)W(u)} \right) \, dt$$

whenever $u \in \mathcal{X}_1^{\text{odd}}$. Therefore, we will study the functional

$$\mathcal{L}_a^A(u) = \int_0^{+\infty} \left( 1 - \sqrt{1 - |u'|^2 + a(t)W(u)} \right) \, dt$$

in the space

$$\mathcal{X}_A = \{ u \in W^{1,\infty}( [0, \infty) ) \mid u(0) = 0, \| u' \|_{L^\infty} \leq 1 \text{ and } \lim_{t \to +\infty} u(t) = 1 \}.$$  

In this setting, the possible loss of compactness is overcome by the monotonicity of the weight $a$. Our result for this case is the following theorem.

**Theorem 1.6.** Assume $(W_1), (W_2), (W_3), (a_1'), (a_2), (a_3)$ and $(a_4)$. The functional $\mathcal{L}_a^A$ attains its infimum at some $u_a \in \mathcal{X}_A$. Moreover, $u_a$ is a $C^1 \cap W^{2,2}_{\text{loc}}$ solution of (1.10)–(1.11) and $\| u_a \|_{L^\infty} < 1$.

The paper is organized as follows. In Section 2 we prove Theorem 1.1. The proof of this theorem will be divided in several steps. First, we basically reduce the problem to a one-dimensional setting. To do this, we use the classical monotone rearrangement used in [37, 27, 1] to prove that any minimizing sequence of $J$ in $\mathcal{X}$ can be assumed to depend only on the first variable. The arguments are quite classical, though some technical adaptations to our functional setting are required. The existence of a one-dimensional minimizer is somehow standard. Then, using a stretching argument on the minimizer (see Definition 2.10), we obtain an a priori bound on the derivative, and therefore conclude that the minimizer solves the Euler-Lagrange equations. Finally, an additional argument is used to prove that any minimizer is one-dimensional, since we are not able to use the rearrangement argument for functions $u$ with $\| \nabla u \|_{L^\infty} = 1$. However, since the derivative of the volume integral $K(u)$ has a convex singularity on these functions, it is expected that such minimizer cannot exist. We confirm this by performing a regularization of the volume integral, inspired from [28].

In Section 3, we consider the non-autonomous functional $\mathcal{L}_a$ given by (1.8) and look for minimizers of $\mathcal{L}_a$ in the functional space $\mathcal{X}_1$. There are some differences with respect to the previous case, in particular, the conservation of energy is no longer valid. We will therefore argue differently to prove the a priori bound on the derivative of the minimizers. Then, we discuss in Theorems 1.2 and 1.3 conditions on the weight $a(t)$ that guarantee the existence of minimizers of $\mathcal{L}_a$. We prove these theorems reasoning in the same way as in the proofs of respectively [21, Theorem 2.5, Theorem 2.4]. Finally, Subsection 3.3 is devoted to the study of a functional with additional symmetry properties. In particular, we prove Theorem 1.6. In this case, the monotonicity of the weight $a(t)$ plays an important role in excluding possible losses of compactness.

**Acknowledgment.** The authors are grateful to B. Kawohl and S. Krömer for a fruitful discussion that lead to Theorem 2.15.
2. Optimal shape of phase separation in cylinders

2.1. Monotone rearrangement. To prove Theorem 1.1 we will use a notion of monotone rearrangement of functions that we first recall. This rearrangement was first introduced in [27], see also [34, 37] and [1] for a deeper study. This rearrangement is a generalization of the classical monotone rearrangement for functions of a single variable. We believe that the adaptation of this rearrangement to our setting has an interest in itself. We anticipate that a shorter path to get one-dimensionality will be provided in Theorem 2.15. However, the monotone rearrangement has the advantage of directly providing a monotone minimizing sequence.

For any function \( u : \mathbb{R} \times \omega \to [-1, 1] \), we define the level sets of \( u \) as

\[
\Omega_c = \begin{cases} 
\{(x, y) \in \mathbb{R} \times \omega \mid 0 \leq u(x, y) \leq c\} & \text{if } 0 \leq c \leq 1, \\
\{(x, y) \in \mathbb{R} \times \omega \mid c < u(x, y) < 0\} & \text{if } -1 \leq c < 0.
\end{cases}
\]

Assume that \( u : \mathbb{R} \times \omega \to [-1, 1] \) belongs to \( \mathcal{X} \), defined in (1.2), and observe that it implies that its level sets \( \Omega_c \) have finite measure for any \( c \in (-1, 1) \), while \( m_N(\Omega_{-1}) = m_N(\Omega_1) = +\infty \), where \( m_N \) represents the Lebesgue measure in dimension \( N \). Define the associated distribution function \( a_u : (-1, 1) \to \mathbb{R} \) by

\[
a_u(c) = \begin{cases} 
\frac{m_N(\Omega_c)}{m_N(\Omega_{-1}(\omega))} & \text{if } 0 \leq c < 1 \\
\frac{m_N(\Omega_c)}{m_N(\Omega_{-1}(\omega))} & \text{if } -1 < c < 0,
\end{cases}
\]

where we may assume that \( m_N(\Omega_{-1}(\omega)) = 1 \), if \( N = 1 \). In general, the distribution function is nondecreasing, but since functions \( u \in \mathcal{X} \) are continuous, the function \( a_u \) is in fact increasing. In addition, one easily checks that it is right-continuous by construction. We emphasize that \( a_u \) can have at most a countable set of jump discontinuities, corresponding to the values of \( c \in (-1, 1) \) for which \( m_N(\{(x, y) \in \mathbb{R} \times \omega \mid u(x, y) = c\}) > 0 \).

Next, we define the one-dimensional nondecreasing rearrangement \( u^* : \mathbb{R} \times \omega \to [-1, 1] \) of \( u \) through its level sets

\[
\Omega_c^* = \begin{cases} 
\{(x, y) \in \mathbb{R} \times \omega \mid 0 \leq u^*(x, y) \leq c\} = [0, a_u(c)] \times \omega & \text{if } 0 \leq c < 1, \\
\{(x, y) \in \mathbb{R} \times \omega \mid c < u^*(x, y) < 0\} = (a_u(c), 0) \times \omega & \text{if } -1 < c < 0,
\end{cases}
\]

and

\[
\Omega_1^* = [0, +\infty) \times \omega \quad \text{and} \quad \Omega_{-1}^* = (-\infty, 0) \times \omega.
\]

We immediately remark that the function \( u^* \) depends only on the \( x \)-variable because its level sets are cylinders. In the sequel, we use the notation \( u^*(x) = u^*(x, y) \) for all \( y \in \omega \).

Basically, we aim to define \( u^* \) as the inverse of the function \( a_u(c) \). This will be indeed the case if \( a_u \) is continuous. More precisely, denoting by \( I \subseteq \mathbb{R} \) the range of \( a_u \), \( x_l = \inf I \), and \( x_s = \sup I \), we first set \( u^*(x) = -1 \) for any \( x \leq x_l \) if \( x_l > -\infty \) and \( u^*(x) = 1 \) for any \( x \geq x_s \) if \( x_s < +\infty \). Next, if \( x \in I \), there exists \( c \in (-1, 1) \) such that \( a_u(c) = x \) and we simply define \( u^*(x) = c \). For any \( x \in (x_l, x_s) \setminus I \), we consider

\[
\xi_x = \inf\{\xi \geq x \mid \xi \in I\}.
\]

The value \( \xi_x \) belongs to \( I \) because \( a_u \) is right-continuous and increasing. Therefore there exists \( c_x \in (-1, 1) \) such that \( a_u(c_x) = \xi_x \) and we define \( u^*(x) = c_x \). One easily sees that \( u^* \) is a nondecreasing function with \( u^*(0) = 0 \). We observe that \( u^* \) is an increasing function only if \( a_u \) is continuous. One can check from its definition that \( u^* \) is continuous. This will also be a consequence of the next lemma which shows that starting from a function \( u \in \mathcal{X} \), we have \( u^* \in \mathcal{X} \).
Lemma 2.1. If \( u \in \mathcal{X} \), takes values in \([-1, 1]\) and \( |\nabla u| \in L^2(\mathbb{R} \times \omega) \), then \( u^* \in \mathcal{X} \) and
\[
\|\nabla u^*\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)} \leq \|\nabla u\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)}. \tag{2.12}
\]

This result is a Pólya-Szegö type inequality. In order to prove this statement, we will use the following (standard) lemma whose proof is included for completeness.

Lemma 2.2. If \( f \in L^p(\mathbb{R} \times \omega) \) for all \( 1 \leq p < +\infty \) and \( \sup_p \|f\|_{L^p(\mathbb{R} \times \omega)} < +\infty \), then \( f \in L^\infty(\mathbb{R} \times \omega) \).

Proof. Assume by contradiction that \( \|f\|_{L^\infty(\mathbb{R} \times \omega)} = +\infty \). Then for all \( R > 0 \), there exists a set \( \Omega_R \subset \mathbb{R} \times \omega \) with positive Lebesgue measure such that \( |f(x)| \geq R \) in \( \Omega_R \). This implies that
\[
\|f\|_{L^p(\mathbb{R} \times \omega)} \geq \left( \int_{\Omega_R} |f(x)|^p \right)^{1/p} \geq m_N(\Omega_R)^{1/p} R.
\]
Taking the limit as \( p \to +\infty \), we obtain
\[
\liminf_{p \to +\infty} \|f\|_{L^p(\mathbb{R} \times \omega)} \geq R.
\]
Since \( R > 0 \) is arbitrary, this contradicts the uniform boundedness of \( f \) in the \( L^p \)-norm. \( \square \)

We will also use the following consequence of the Pólya-Szegö type inequality proved by Alberti [1, Theorem 2.10].

Theorem 2.3. Assume \( g : [0, +\infty) \to [0, +\infty) \) is convex, increasing and \( g(0) = 0 \). Then, for every \( u \in \mathcal{X} \) taking values in \([-1, 1]\), we have
\[
\int_{\mathbb{R} \times \omega} g(|\nabla u^*|) \leq \int_{\mathbb{R} \times \omega} g(|\nabla u|).
\]
Moreover, when the left-hand side is finite, equality holds if and only if there exists \( a \in \mathbb{R} \) such that \( u(x+a, y) = u^*(x) \) for every \( (x, y) \in \mathbb{R} \times \omega \).

The proof of Lemma 2.1 is now a consequence of Theorem 2.3 and Lemma 2.2.

Proof of Lemma 2.1. First, observe that since \( \nabla u : \mathbb{R} \times \omega \to \mathbb{R}^N \) is square integrable and \( |\nabla u| \) is uniformly bounded by 1, we have
\[
\|\nabla u\|_{L^p(\mathbb{R} \times \omega; \mathbb{R}^N)} = \left( \int_{\mathbb{R} \times \omega} |\nabla u|^p \right)^{1/p} = \left( \int_{\mathbb{R} \times \omega} |\nabla u|^2 |\nabla u|^{p-2} \right)^{1/p} \leq \left( \int_{\mathbb{R} \times \omega} |\nabla u|^2 \right)^{1/p} \leq M,
\]
where \( M \) is independent of \( p \). This shows that \( |\nabla u| \in L^p(\mathbb{R} \times \omega) \) for all \( 2 \leq p < +\infty \) and also that \( \sup_{p \geq 2} \|\nabla u\|_{L^p(\mathbb{R} \times \omega; \mathbb{R}^N)} < +\infty \). Using Theorem 2.3 with \( g(t) = t^p \), for \( p \geq 2 \), we infer that
\[
\|\nabla u^*\|_{L^p(\mathbb{R} \times \omega; \mathbb{R}^N)} \leq \|\nabla u\|_{L^p(\mathbb{R} \times \omega; \mathbb{R}^N)},
\]
which implies that \( |\nabla u^*| \in L^p(\mathbb{R} \times \omega) \) for all \( 2 \leq p < +\infty \) and gives an uniform bound as well. Lemma 2.2 allows to conclude that \( |\nabla u^*| \in L^\infty(\mathbb{R} \times \omega) \). To prove that \( u^* \in \mathcal{X} \), we first claim that
\[
\limsup_{p \to +\infty} \|\nabla u^*\|_{L^p(\mathbb{R} \times \omega; \mathbb{R}^N)} \leq \|\nabla u\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)}.
\]
Indeed, using again Theorem 2.3 with \( g(t) = t^p \), we deduce that
\[
\|\nabla u^*\|_{L^p(\mathbb{R} \times \omega; \mathbb{R}^N)} \leq \|\nabla u\|_{L^p(\mathbb{R} \times \omega; \mathbb{R}^N)} \leq \|\nabla u\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)} \left( \int_{\mathbb{R} \times \omega} |\nabla u|^2 \right)^{1/p},
\]
so that our claim easily follows by taking the limit as \( p \to +\infty \) in both sides of the inequality.

To establish (2.12), it is enough to prove that
\[
\|\nabla u^*\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)} \leq \liminf_{p \to +\infty} \|\nabla u^*\|_{L^p(\mathbb{R} \times \omega; \mathbb{R}^N)}.
\]
Fix $\varepsilon > 0$ and define $\Omega_\varepsilon \subset \mathbb{R} \times \omega$ with finite positive measure such that
\[ |\nabla u^*(x)| \geq (1-\varepsilon) \|\nabla u^*\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)} \quad \text{for all } x \in \Omega_\varepsilon. \]
Then
\[ \|\nabla u^*\|_{L^p(\mathbb{R} \times \omega; \mathbb{R}^N)} \geq (1-\varepsilon) \left( \int_{\Omega_\varepsilon} \|\nabla u^*\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)}^p \right)^{1/p} = (1-\varepsilon) m_N(\Omega_\varepsilon)^{1/p} \|\nabla u^*\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)}. \]
Taking the limit as $p \to +\infty$, we obtain
\[ \liminf_{p \to +\infty} \|\nabla u^*\|_{L^p(\mathbb{R} \times \omega; \mathbb{R}^N)} \geq (1-\varepsilon) \|\nabla u^*\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)} \]
and since $\varepsilon$ is arbitrary, the conclusion follows.

As an immediate consequence of (2.12), we deduce that $|\nabla u^*|$ is uniformly bounded by 1 and therefore $u^* \in \mathcal{X}$, as $\lim_{x \to \pm \infty} u^*(x) = \pm 1$ by construction. \hfill \Box

**Remark 2.4.** Although the uniform square-integrability of $|\nabla u|$ in Lemma 2.1 seems a restrictive assumption at first, it will be naturally satisfied by the elements of any minimizing sequence for the functional $\mathcal{F}$ as it follows from the boundedness of the energy and inequality (1.4).

In the following theorem, we prove that the volume integral $K(u)$, defined in (1.3), does not increase under the monotone rearrangement.

**Theorem 2.5.** For any $u \in \mathcal{X}$, taking values in $[-1, 1]$ and such that $|\nabla u| \in L^2(\mathbb{R} \times \omega)$, we have
\[ \int_{\mathbb{R} \times \omega} \left( 1 - \sqrt{1 - |\nabla u|^2} \right) \leq \int_{\mathbb{R} \times \omega} \left( 1 - \sqrt{1 - |\nabla u^*|^2} \right). \]
Moreover, if $\|\nabla u\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)} < 1$, we have equality if and only if there exists $a \in \mathbb{R}$ such that $u(x + a, y) = u^*(x)$ for every $(x, y) \in \mathbb{R} \times \omega$.

To prove this theorem, one would like to rely on Theorem 2.3 with the function $g(t) = 1 - \sqrt{1 - t^2}$. However, this function is not defined in the whole interval $[0, +\infty)$ and cannot be extended to this interval as a convex function, since at $t = 1$, its derivative is not finite. Anyway, we can overcome this problem arguing by truncation close to $t = 1$.

**Definition 2.6.** For all $n \in \mathbb{N}_0$, we set $h_n, \Psi_n : [0, +\infty) \to [0, +\infty)$ such that
\[ h_n(t) = \begin{cases} 
1 - \sqrt{1 - t} & \text{if } t \leq 1 - \frac{1}{n^2}, \\
a_n + b_n(t - 1 + \frac{1}{n^2}) + c_n(t - 1 + \frac{1}{n^2})^2 & \text{if } t > 1 - \frac{1}{n^2},
\end{cases} \]
and
\[ \Psi_n(t) = h_n(t^2), \]
where the coefficients $a_n, b_n$ and $c_n$ are chosen in such a way that $\Psi_n$ is of class $C^2$. In particular, $a_n = 1 - \frac{1}{n^2}$, $b_n = \frac{n}{2}$ and $c_n = \frac{n^3}{8}$.

**Proof of Theorem 2.3.** The auxiliary function $\Psi_n$ satisfies the hypothesis in Theorem 2.3, therefore the following inequality holds
\[ \int_{\mathbb{R} \times \omega} \Psi_n(|\nabla u^*|) \leq \int_{\mathbb{R} \times \omega} \Psi_n(|\nabla u|) \]
for all $u \in \mathcal{X}$ taking values in $[-1, 1]$ and all $n \in \mathbb{N}_0$. The square integrability of $|\nabla u|$ implies that the set $A := \{(x, y) \in \mathbb{R} \times \omega \mid |\nabla u(x, y)|^2 \geq 1/2\}$ has finite measure. It also implies that there is a function $h \in L^1(\mathbb{R} \times \omega)$ given by
\[ h(x, y) = \begin{cases} 
1 & \text{if } (x, y) \in A, \\
|\nabla u(x, y)|^2 & \text{if } (x, y) \notin A.
\end{cases} \]
such that
\[ \Psi_n(|\nabla u(x,y)|) \leq h(x,y) \quad \text{for all } n \geq 2. \]
Applying Lebesgue’s dominated convergence, we can take the limit as \( n \to +\infty \) in the right-hand side of (2.14). Arguing similarly for the left-hand side, we deduce (2.13).

When \( \|\nabla u\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)} < 1 \), we can choose \( n \) large enough so that
\[ \Psi_n(|\nabla u(x,y)|) = 1 - \sqrt{1 - |\nabla u(x,y)|^2} \quad \text{for all } (x,y) \in \mathbb{R} \times \omega \]
and the conclusion follows immediately from Theorem 2.3. In addition, in this case, since the right-hand side of (2.13) is finite, we also deduce that equality holds in (2.13) if and only if there exists \( a \in \mathbb{R} \) such that \( u(x + a, y) = u^*(x) \) for every \( (x, y) \in \mathbb{R} \times \omega \).

We can now deduce the following proposition.

**Proposition 2.7.** For all \( u \in \mathcal{X} \), taking values in \([-1, 1]\), and satisfying \( |\nabla u| \in L^2(\mathbb{R} \times \omega) \), there exists \( u^* \in \mathcal{X} \) (depending only on \( x \in \mathbb{R} \)) such that
\[ J(u^*) \leq J(u). \]
Moreover, if \( \|\nabla u\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)} < 1 \), we have equality if and only if there exists \( a \in \mathbb{R} \) such that \( u(x + a, y) = u^*(x) \) for every \( (x, y) \in \mathbb{R} \times \omega \).

**Proof.** Let \( u \in \mathcal{X} \) taking values in \([-1, 1]\) and \( u^* \in \mathcal{X} \) be its monotone rearrangement as defined above. Combining Theorem 2.5 and Cavalieri’s principle, see for example [1, Theorem 2.6], we obtain the statement of the theorem. \( \square \)

2.2. Existence of a one-dimensional minimizer. Let us first notice that the functional \( J \) is bounded from below in \( \mathcal{X} \), as \( J(u) \geq 0 \) for all \( u \in \mathcal{X} \).

**Lemma 2.8.** There exists a minimizing sequence \( (u_n)_n \subset \mathcal{X} \) satisfying \( u_n(x,y) = u_n(x) \) for all \( (x,y) \in \mathbb{R} \times \omega \) and all \( n \in \mathbb{N}_0 \). Moreover for every \( n \in \mathbb{N}_0 \), \( u_n \) is a nondecreasing function taking values in \([-1, 1]\) and such that \( u_n(0) = 0 \).

**Proof.** Let \( (v_n)_n \subset \mathcal{X} \) be a minimizing sequence of \( J \), that is, \( J(v_n) \to \inf_{\mathcal{X}} J \) as \( n \to +\infty \). Defining \( u_n = \sup(-1, \inf(v_n, 1)) \) and observing that \( J(u_n) \leq J(v_n) \), we have \(-1 \leq u_n \leq 1\) for all \( n \in \mathbb{N}_0 \). The lemma is now an obvious consequence of Proposition 2.7. \( \square \)

Consequently, for the minimizing sequence of Lemma 2.8, we have \( J(u_n) = m_{N-1}(\omega)J_1(u_n) \)
where
\[ J_1(u) = \int_{-\infty}^{+\infty} \left( 1 - \sqrt{1 - |u'(t)|^2} + W(u(t)) \right) \, dt. \]

We will prove that this functional attains its minimum in the corresponding one-dimensional space \( \mathcal{X}_1 \), defined in (1.9).

**Proposition 2.9.** \( J_1 \) attains its minimum in \( \mathcal{X}_1 \).

**Proof.** Consider a minimizing sequence \( (u_n)_n \subset \mathcal{X}_1 \) as given by Lemma 2.8. Observe that for each \( \varepsilon > 0 \), there is \( t_n > 0 \) such that \( u_n(t_n) = 1 - \varepsilon, \quad 0 \leq u_n(t) \leq 1 - \varepsilon \) for all \( t \in [0, t_n] \) and \( u_n(t) > 1 - \varepsilon \) for all \( t \in (t_n, +\infty) \). The sequence \( (t_n)_n \) is bounded, since
\[ t_n \cdot \min_{[0,1-\varepsilon]} W \leq J(u_n) \leq C, \]
for some positive constant \( C \) independent from \( n \). A similar argument shows that there exists a bounded sequence \( (s_n)_n \) such that \( s_n < 0, \ u_n(s_n) = -1 + \varepsilon, \ -1 + \varepsilon \leq u_n(t) \leq 0 \) for all \( t \in [s_n,0] \) and \( u_n(t) < -1 + \varepsilon \) for all \( t \in (-\infty, s_n) \).
From (1.4), it follows that \( \sup_n \| u'_{n} \|_{L^2(\mathbb{R})} \) is finite. In addition, since \( \| u'_{n} \|_{L^\infty(\mathbb{R})} \leq 1 \) and
\[
|u_n(t_2) - u_n(t_1)| = \left| \int_{t_1}^{t_2} u_n'(s) \, ds \right| \leq |t_2 - t_1|, \quad \forall \ n \in \mathbb{N}_0, \ \forall \ t_1, t_2 \in \mathbb{R},
\]
the sequence \( (u_n) \) is equi-continuous. Therefore, by Ascoli-Arzelà Theorem and the uniform boundedness of \( (u'_{n}) \) in \( L^2 \cap L^\infty \), there exists \( u \in W^{1,\infty}(\mathbb{R}) \) such that, up to a subsequence,
\[
u_n \rightarrow u \text{ uniformly on every compact set } K \subset \mathbb{R},
\]
\[
u'_n \rightharpoonup u' \text{ in } L^2(\mathbb{R}),
\]
as \( n \to +\infty \). Moreover, from the uniform convergence we infer that \( u \) is nondecreasing, \( u(t) \in [-1,1] \) for all \( t \in \mathbb{R} \) and \( u(0) = 0 \). Considering another subsequence if necessary, we have from the boundedness of \( (t_n)_n \) and \( (s_n)_n \) that \( t_n \to \overline{t} > 0 \) and \( s_n \to \underline{s} < 0 \), and \( u(t) > 1 - \varepsilon \) for all \( t > \overline{t} \) while \( u(t) < -1 + \varepsilon \) for all \( t < \underline{s} \).

We now prove that \( u \in X_1 \) and is a minimizer of \( J_1 \). Since \( W \) is nonnegative, applying Fatou’s Lemma, we deduce that
\[
\int_{-\infty}^{+\infty} W(u) \, dt \leq \liminf_{n \to +\infty} \int_{-\infty}^{+\infty} W(u_n) \, dt.
\]

On the other hand, the convexity of the function \( g(t) = 1 - \sqrt{1 - t^2} \) implies the weak lower semi-continuity of the volume integral
\[
K_1(u) = \int_{-\infty}^{+\infty} \left( 1 - \sqrt{1 - |u'|^2} \right) \, dt,
\]
that is,
\[
\text{if } u'_n \rightharpoonup u' \text{ in } L^2(\mathbb{R}), \quad \text{then } K_1(u) \leq \liminf_{n \to +\infty} K_1(u_n).
\]

Therefore one easily concludes that \( J_1(u) \leq \inf_{\chi \in X_1} J_1 \).

It remains to prove that \( u \in X_1 \). From the definitions of \( \overline{t} \) and \( \underline{s} \) and the monotonicity of \( u \), it is clear that
\[
\lim_{t \to -\infty} u(t) = -1 \quad \text{and} \quad \lim_{t \to +\infty} u(t) = +1.
\]
Since for all \( n \in \mathbb{N}_0 \), the function \( u_n \) is Lipschitz continuous with Lipschitz constant \( L_n \leq 1 \), we conclude that \( u \) is also a Lipschitz function with Lipschitz constant \( L \leq 1 \). Hence, by Rademacher’s Theorem, \( u \) has a classical derivative a.e. in \( \mathbb{R} \) and \( \| u' \|_{L^\infty(\mathbb{R})} = L \leq 1 \). \( \square \)

We proved the existence of a minimizer of \( J_1 \) in \( X_1 \) and therefore of a one-dimensional minimizer of \( \mathcal{J} \) in \( X \). Our next step will be to show that this minimizer satisfies \( \| \nabla u \|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)} = \| u' \|_{L^\infty(\mathbb{R})} < 1 \), which allows to recover the Euler-Lagrange equation (1.5).

To do so, we introduce a family of auxiliary functions obtained by stretching the graph of a given function \( u \in X_1 \) on a bounded interval. We anticipate that we will apply this construction to a minimizer of \( J_1 \).

**Definition 2.10.** Let \( u \in X_1 \). For any points \( t_0 < t_1 \) and any \( 0 < \theta < 1 \), we define the function \( u_\theta : \mathbb{R} \to \mathbb{R} \) by
\[
u_\theta(t) = \begin{cases} u(t) & t < t_0, \\ u((1 - \theta)(t - t_0) + t_0) & t_0 \leq t < \overline{t}_1, \\ u(t - \frac{\theta}{1 - \theta}(t_1 - t_0)) & t \geq \overline{t}_1, \end{cases}
\]
where \( \overline{t}_1 = t_0 + \frac{t_1 - t_0}{1 - \theta} > t_1 \).
From its definition, it is easily seen that \( u_\theta \in X_1 \) because we eventually lower the value of the Lipschitz constant of \( u \).

**Proposition 2.11.** If \( u \) is a minimizer of \( J_1 \) in \( X_1 \) then \( \|u'|_{L^\infty(\mathbb{R})} < 1 \) and \( u \) is the unique, up to translations, classical solution of the boundary value problem (1.5)–(1.6). Moreover \( u \) satisfies (1.7).

**Proof.** Let \( u \) be a minimizer of \( J_1 \) in \( X_1 \). Then \( J(u) \leq J(v) \) for all \( v \in X_1 \). In particular, this inequality holds for \( v = u_{\theta} \) obtained from \( u \) by stretching it in any bounded interval as described above. We will compare the energy of \( u \) and \( u_\theta \). First, notice that

\[
K_1(u_\theta) = \int_{-\infty}^{+\infty} \left( 1 - \sqrt{1 - |u_\theta'|^2} \right) dt
= \int_{-\infty}^{t_0} \left( 1 - \sqrt{1 - |u_\theta'|^2} \right) dt + \int_{t_0}^{t_1} \left( 1 - \sqrt{1 - |u_\theta'|^2} \right) dt + \int_{t_1}^{+\infty} \left( 1 - \sqrt{1 - |u_\theta'|^2} \right) dt.
\]

Applying the change of variables \( s = (1-\theta)(t-t_0)+t_0 \) to the second integral, we get

\[
\int_{t_0}^{t_1} \left( 1 - \sqrt{1 - |u_\theta'|^2} \right) dt = \int_{t_0}^{t_1} \left( 1 - \sqrt{1 - (1-\theta)^2|u'(t-t_0+t_0)|^2} \right) dt
= \frac{1}{1-\theta} \int_{t_0}^{t_1} \left( 1 - \sqrt{1 - (1-\theta)^2|u'(s)|^2} \right) ds.
\]

As for the third integral, the equality

\[
\int_{t_1}^{+\infty} \left( 1 - \sqrt{1 - |u_\theta'|^2} \right) dt = \int_{t_1}^{+\infty} \left( 1 - \sqrt{1 - |u'|^2} \right) dt
\]

is a simple consequence of invariance of the integral by translation. Hence, we get

\[
K_1(u_\theta) - K_1(u) = \frac{\theta}{1-\theta} \int_{t_0}^{t_1} \left( 1 - \sqrt{1 - (1-\theta)^2|u'|^2} \right) dt - \int_{t_0}^{t_1} \left( 1 - \sqrt{1 - |u'|^2} \right) dt
= \frac{\theta}{1-\theta} \left( t_1 - t_0 \right) + \frac{\theta(\theta - 2)}{1-\theta} \int_{t_0}^{t_1} \frac{1}{(1-\theta)\sqrt{1 - |u'|^2 + (1-\theta)^2|u'|^2}} dt.
\]

Applying the same arguments to the potential energy, we conclude that

\[
\int_{-\infty}^{+\infty} W(u_\theta) dt - \int_{-\infty}^{+\infty} W(u) dt = \frac{\theta}{1-\theta} \int_{t_0}^{t_1} W(u) dt.
\]

Then for any \( \theta \in (0,1) \) and any \( t_0 < t_1 \), we have

\[
\frac{\theta}{1-\theta} \left( 1 + \frac{\theta - 2}{t_1 - t_0} \int_{t_0}^{t_1} \frac{1}{(1-\theta)\sqrt{1 - |u'|^2 + (1-\theta)^2|u'|^2}} dt + \frac{1}{t_1 - t_0} \int_{t_0}^{t_1} W(u) dt \right)
= \frac{J(u_\theta) - J(u)}{t_1 - t_0} \geq 0.
\]

Since \( u \) is a Lipschitz function, it has a classical derivative a.e. in \( \mathbb{R} \). Then applying Lebesgue’s differentiation Theorem, we may take the limit as \( t_1 \to t_0 \) on the left-hand side of the equality above and we obtain

\[
\lim_{t_1 \to t_0} \frac{1}{t_1 - t_0} \int_{t_0}^{t_1} \frac{1}{(1-\theta)\sqrt{1 - |u'(t)|^2 + (1-\theta)^2|u'(t)|^2}} dt
= \frac{1}{(1-\theta)\sqrt{1 - |u'(t_0)|^2 + (1-\theta)^2|u'(t_0)|^2}} \text{ a.e. } t_0 \in \mathbb{R}
\]
and
\[
\lim_{t_1 \to t_0} \frac{1}{t_1 - t_0} \int_{t_0}^{t_1} W(u(t)) \, dt = W(u(t_0)) \quad \text{a.e. } t_0 \in \mathbb{R}.
\]
Therefore, for almost every \( t_0 \in \mathbb{R} \) and any fixed \( \theta \in (0, 1) \), we have
\[
\frac{\theta}{1 - \theta} + \frac{\theta(\theta - 2)}{1 - \theta} \left(1 - \theta^2\right) \frac{1}{1 - \theta} \frac{1}{\sqrt{1 - |u'(t_0)|^2}} + \frac{\theta}{1 - \theta} W(u(t_0)) =
\]
\[
\lim_{t_1 \to t_0} \frac{\mathcal{J}(u_\theta) - \mathcal{J}(u)}{t_1 - t_0} \geq 0,
\]
which yields the inequality
\[
(1 - \theta) \sqrt{1 - |u'|^2} + \sqrt{1 - (1 - \theta^2)|u'|^2} \geq \frac{2 - \theta}{W(u) + 1} \quad \text{a.e. in } \mathbb{R}.
\]
Taking the limit as \( \theta \to 0^+ \), we obtain the following quantitative bound on the derivative of \( u \)
\[
|u'| \leq \sqrt{\frac{1}{1 - \frac{1}{W(u) + 1}^2}} < 1 \quad \text{a.e. in } \mathbb{R},
\]
from which we can obtain the uniform estimate
\[
|u'| \leq \sqrt{\frac{1}{1 - \frac{1}{\max_{[-1, 1]} W}^2}} < 1 \quad \text{a.e. in } \mathbb{R},
\]
and hence conclude that
\[
\|u'\|_{L^\infty(\mathbb{R})} < 1.
\]

The fact that \( u \) is a classical heteroclinic solution of the autonomous scalar equation \([15]\) now follows from standard arguments. Notice that once we know that the minimizer \( u \) satisfies the strict inequality \( \|u'\|_{L^\infty(\mathbb{R})} < 1 \), the previous argument is reminiscent of a standard variation in the spirit of the Dubois-Reymond Lemma and yields directly \([17]\). Observe also that as soon as \( \|u'\|_{L^\infty(\mathbb{R})} < 1 \), it is a standard issue to prove the smoothness of the solution. \( \square \)

**Remark 2.12.** As a consequence of Proposition 2.11, we see that if \( u \in \mathcal{X} \) is a minimizer of \( \mathcal{J} \) and \( \|\nabla u\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)} = 1 \) then \( u \) cannot be one-dimensional.

**Remark 2.13.** We can also deduce the previous proposition from a gradient estimate from \([3\) Theorem 4.1, Corollary 4.3]. However this argument does not give a quantitative bound and relies moreover on more delicate estimates. We believe the argument we provide is the more direct one.

So far we proved the existence of a one-dimensional minimizer of \( \mathcal{J} \) with \( \|\nabla u\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)} < 1 \). From Proposition 2.11, we see that any minimizer of \( \mathcal{J} \) with \( \|\nabla u\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)} < 1 \) depends only on the first variable. But our argument does not exclude the existence of a minimizing sequence of \( \mathcal{J} \) converging to some \( u_0 \in \mathcal{X} \) with \( \|\nabla u_0\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)} = 1 \). We will use a regularization argument inspired from \([28, 20\] to rule out this possibility.

**Proof of Theorem 1.1.** Arguing as in Propositions 2.9 and 2.11, we see that there exists a minimizer \( u \in \mathcal{X} \) of \( \mathcal{J} \) with \( \|\nabla u\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)} < 1 \) which is a classical smooth solution of the boundary value problem \([15, 16]\) and satisfies the conservation of energy law \([17]\). The proof will be complete once we can exclude the existence of minimizers \( u \) of \( \mathcal{J} \) with \( \|\nabla u\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)} = 1 \).

We introduce the modified functional \( \mathcal{J}_n: W^{1,\infty}(\mathbb{R} \times \omega) \to [0, +\infty] \) given by
\[
\mathcal{J}_n(u) = \int_{\mathbb{R} \times \omega} (\Psi_n(|\nabla u|) + W(u)) \, d\bar{x},
\]
where the function $\Psi_n$ is given in Definition 2.6. The functional $\mathcal{J}_n$ is not singular since the function $\Psi_n$ is defined in $\mathbb{R}$. Also notice that for all $u \in \mathcal{X}$ and all $n \in \mathbb{N}_0$,

$$\mathcal{J}_n(u) \leq \mathcal{J}(u),$$

and by the definition of $\Psi_n$ the inequality is strict if $\|\nabla u\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)} = 1$, since for every $\varepsilon > 0$ there exists a set $E \subset \mathbb{R} \times \omega$ with positive measure such that $|\nabla u(x)| > 1 - \varepsilon$ for a.e. $x \in E$.

Moreover, Theorem 2.3 can be applied to this functional. So, arguing as above, we conclude that $\mathcal{J}_n$ has a unique (up to translations) minimizer $u_n \in \mathcal{X}$ that depends only on the first variable, which is nondecreasing as a function of this variable and satisfies $u_n(0) = 0$. Besides, $u_n$ is a classical $C^2$ solution of the equation

$$(\psi_n(u'))' = W'(u),$$

where $\psi_n = \Psi_n'$ and $u_n$ satisfies

$$\lim_{x \to \pm \infty} u(x) = \pm 1.$$ 

Moreover, any solution $u$ of this equation satisfies the conservation of energy law

$$\mathcal{Y}_n(\psi_n(u')) - W(u) = E_n,$$

for some $E_n \in \mathbb{R}$ and with $\mathcal{Y}_n(y) = \int_0^y \psi_n^{-1}(\xi) \, d\xi$. From the definition of the modified operator, we have

$$\mathcal{Y}_n(\psi_n(t)) = \begin{cases} 
\frac{1}{\sqrt{1 - t^2}} - 1 & \text{if } t^2 \leq 1 - \frac{1}{n^2} \\
\bar{a}_n + \bar{b}_n \left( t^2 - 1 + \frac{1}{n^2} \right) + \bar{c}_n \left( t^4 - \left( 1 - \frac{1}{n^2} \right)^2 \right) & \text{if } t^2 > 1 - \frac{1}{n^2}
\end{cases}$$

with $\bar{a}_n = n - 1$, $\bar{b}_n = b_n - 2c_n(1 - \frac{1}{n^2})$, $\bar{c}_n = 3c_n$ and $a_n$, $b_n$ and $c_n$ being as in Definition 2.6.

Then, as $u_n$ satisfies the boundary conditions $\lim_{x \to \pm \infty} u(x) = \pm 1$, the conservation of energy law for $u_n$ becomes

$$\frac{1}{\sqrt{1 - |u_n'|^2}} - 1 - W(u_n) = E_n, \quad (2.15)$$

as long as $|u_n'|^2$ remains sufficiently small. In particular, there is a sequence $(t_k)_k$ such that $t_k \to \pm \infty$ and $u_n'(t_k) \to 0$, as $k \to +\infty$. Then, taking the limit along this sequence as $k \to +\infty$ in (2.15), we see that $E_n = 0$ for all $n \in \mathbb{N}_0$. So, (2.15) gives

$$\mathcal{Y}_n(\psi_n(u_n')) - W(u_n) = 0$$

and for $|t|$ sufficiently large, we obtain

$$\frac{1}{\sqrt{1 - |u_n'|^2}} - 1 - W(u_n) = 0.$$ 

Take $n$ sufficiently large so that

$$\ell := 1 - \frac{1}{1 + \max_{[-1,1]} W} < 1 - \frac{1}{n^2}. $$

As long as $|u_n'|^2 \leq 1 - \frac{1}{n^2}$, we have actually $|u_n'|^2 \leq \ell$. But on the other hand, if $|u_n'(t_0)|^2 \leq \ell$, then $|u_n'(t)|^2 < 1 - \frac{1}{n^2}$ on a neighborhood of $t_0$, which implies

$$\mathcal{Y}_n(\psi_n(u_n')) = \frac{1}{\sqrt{1 - |u_n'|^2}} - 1.$$
and therefore the bound $|u'_n(t)|^2 \leq \ell$ still holds in this neighborhood. It follows that the equality

$$|u'_n|^2 = 1 - \frac{1}{1 + W(u_n)} \leq \ell$$

holds everywhere. In this way, we obtain an uniform bound for $|u'_n|$ and conclude that $u_n \in \mathcal{X}$.

Our choice of $n$ then implies that $J(u_n) = J_n(u_n)$.

Now, let us assume that $u_0 \in \mathcal{X}$ is a minimizer of $J$ with $\|\nabla u_0\|_{L^\infty(\mathbb{R} \times \omega; \mathbb{R}^N)} = 1$. From Remark 2.12, $u_0$ is not one-dimensional. This means, in particular, that $u_0$ is not a minimizer of $J_n$ by our previous discussion, but also as a consequence of Theorem 2.3. Then we obtain

$$J(u_n) = J_n(u_n) < J_n(u_0) < J(u_0),$$

which contradicts the fact that $u_0$ minimizes $J$. \qed

We conclude this section with an example for which we can compute an explicit solution.

**Example 2.14.** By analogy with the classical Allen-Cahn equation (see [27, 1]), we are able to compute the exact solutions to (1.5)–(1.6) when $W$ is given by

$$W(u) = -1 + \sqrt{\frac{2}{2 - (1 - u^2)^2}}.$$ 

Easy computations show that for this potential the conservation of energy law simplifies to

$$-\frac{|u'|^2}{2} + \frac{1}{4}(u^2 - 1)^2 = 0,$$

the same as for the Allen-Cahn equation and therefore all solutions are of the form

$$u(t) = \tanh\left(\frac{t + a}{\sqrt{2}}\right),$$

where $a$ is a real parameter.

2.3. **One-dimensionality for non-autonomous potentials of the type $W(x, u)$.** In this section, we consider a non-autonomous problem with a potential that depends spatially on the first variable only, that is, a potential of the type $W(x, u)$. In this situation we can still prove one-dimensionality of the minimal transition with a quite short argument. Let us consider $\mathcal{G} : \mathcal{X} \to [0, +\infty]$ and $\mathcal{G}_1 : \mathcal{X}_1 \to [0, +\infty]$ defined respectively by

$$\mathcal{G}(u) = \int_{\mathbb{R} \times \omega} \left(1 - \sqrt{1 - |\nabla u|^2} + W(x, u)\right) \, d\bar{x}$$

and

$$\mathcal{G}_1(u) = \int_{-\infty}^{+\infty} \left(1 - \sqrt{1 - |u'|^2} + W(x, u)\right) \, dx.$$

**Theorem 2.15.** Assume that $W(\cdot, s) \in L^1_{loc}(\mathbb{R})$ for all $s \in \mathbb{R}$ and $W(x, \cdot)$ satisfies (W2) for all $x \in \mathbb{R}$. Then

$$\inf_{\mathcal{X}} \mathcal{G} = m_{N-1}(\omega) \inf_{\mathcal{X}_1} \mathcal{G}_1.$$ 

Moreover, if $\inf_{\mathcal{X}_1} \mathcal{G}_1$ is attained, then $\inf_{\mathcal{X}} \mathcal{G}$ can only be achieved by a one-dimensional minimizer of $\mathcal{G}_1$. 
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Proof. Let \((u_n)_n \subset \mathcal{X}_1\) be a minimizing sequence of \(\mathcal{G}_1\). Taking \(u_n(x, y) = u_n(x)\) for all \(n \in \mathbb{N}_0\), we see that
\[
\mathcal{G}(u_n) = m_{N-1}(\omega) \int_{\mathbb{R}} \left( 1 - \sqrt{1 - |u_n'|^2 + W(x, u_n(x))} \right) dx \longrightarrow m_{N-1}(\omega) \inf_{\mathcal{X}_1} \mathcal{G}_1.
\]
So,
\[
m_{N-1}(\omega) \inf_{\mathcal{X}_1} \mathcal{G}_1 \geq \inf_{\mathcal{X}} \mathcal{G}.
\]
On the other hand, by Fubini’s Theorem and the monotonicity of \(t \to 1 - \sqrt{1 - t^2}\) we have
\[
\mathcal{G}(u) = \int_{\mathbb{R} \times \omega} \left( 1 - \sqrt{1 - |\nabla u|^2 + W(x, u)} \right) d\bar{x}
= \int_{\mathcal{X}_1} \left( 1 - \sqrt{1 - |\partial_x u|^2 + W(x, u)} \right) dx dy
\geq \int_{\mathcal{X}_1} \left( 1 - \sqrt{1 - |\partial_x u|^2 + W(x, u)} \right) dx dy
= \mathcal{G}_1(u(\cdot, y)) dy
\geq \int_{\mathcal{X}_1} \inf_{\mathcal{X}_1} \mathcal{G}_1 dy
= m_{N-1}(\omega) \inf_{\mathcal{X}_1} \mathcal{G}_1, \tag{2.16}
\]
for all \(u \in \mathcal{X}\). This proves the first statement of the theorem. Now, let us assume (by contradiction) that \(\mathcal{G}\) has a minimizer \(u\) in \(\mathcal{X}\) which is not one-dimensional. Then there is a set \(B \subset \mathbb{R} \times \omega\), with positive Lebesgue measure, such that \(\nabla_y u \neq 0\) a.e. in \(B\). Then the first inequality in (2.16) is strict for \(u\), since
\[
|\nabla u|^2 = |\partial_x u|^2 + |\nabla_y u|^2 > |\partial_x u|^2, \quad \text{in } B.
\]
This leads to a contradiction. \(\square\)

3. Heteroclinic solutions for non-autonomous equations

This section concerns the study of the non-autonomous functional \(\mathcal{L}_a\) given in (1.8). As before, we will look for minimizers of \(\mathcal{L}_a\) in the functional space \(\mathcal{X}_1\), given in (1.9), and discuss the existence of solutions to the associated Euler-Lagrange equation. In particular, we will discuss assumptions on the weight \(a(t)\) that ensure the existence of minimizers of \(\mathcal{L}_a\). In particular, an additional symmetry assumption will also be considered. Theorem 2.15 motivates to work with a one-dimensional situation only.

3.1. Regularity of the minimizer and solution of the Euler-Lagrange equation. We first work out the regularity of minimizers. A difference with respect to the autonomous situation is that we lose the conservation of energy. We will therefore argue differently to derive the a priori bound on the derivative.

The following lemma tells us that assumptions \((a'_1)\) and \((W_1)\) are sufficient to deduce that minimizers are weak solutions of the Euler-Lagrange equation, as well as to derive a local bound on the derivative.

**Lemma 3.1.** Assume \((W_1), (a'_1)\). If \(u_a \in \mathcal{X}_1\) is a minimizer of \(\mathcal{L}_a\), then \(u_a\) is a \(C^1 \cap W^{2,2}_{\text{loc}}\) solution of
\[
\left( \frac{u'}{\sqrt{1 - |u'|^2}} \right)' = a(t) W''(u), \quad t \in \mathbb{R}
\]
and \( \|u'_a\|_{L^\infty_0(\mathbb{R})} < 1 \)

**Proof.** To prove the regularity, we will argue on compact sets of \( \mathbb{R} \) and proceed in a similar way as in [24, 38, 19]. Let \( M > 1 \) be any large number. If we denote by

\[
\mathcal{L}_a^M(u) = \int_{-M}^{M} \left( 1 - \sqrt{1 - |u'|^2} + a(t)W(u) \right) dt
\]

and

\[
\mathcal{X}_M := \{ u \in \mathcal{X}_1 : u(t) = u_a(t) \text{ for } t \in \mathbb{R} \setminus (-M, M) \},
\]

we immediately get that

\[
\mathcal{L}_a^M(u) \leq \mathcal{L}_a^M(u), \quad \text{for all } u \in \mathcal{X}_M,
\]

by the minimality of \( u_a \). Next, we define the linearized functional

\[
\mathcal{E}_a^M(u) = \int_{-M}^{M} \left( 1 - \sqrt{1 - |u'|^2} + a(t)W'(u_a)u \right) dt.
\]

By hypothesis \((W_1)\) and \((a'_1)\) and the fact that \( u_a \in \mathcal{X}_1 \), this functional is bounded from below in \( \mathcal{X}_M \). Moreover, it is also strictly convex. Therefore it has an unique minimizer \( u_M \in \mathcal{X}_M \).

We claim that \( u_M = u_a \). Using (3.17) and the convexity of the kinetic part

\[
K_M(u) = \int_{-M}^{M} \left( 1 - \sqrt{1 - |u'|^2} \right) dt,
\]

we get for \( \varepsilon > 0 \)

\[
\mathcal{L}_a^M(u_a) \leq \mathcal{L}_a^M((1 - \varepsilon)u_a + \varepsilon u_M) \leq (1 - \varepsilon)K_M(u_a) + \varepsilon K_M(u_M) + \int_{-M}^{M} a(t)W((1 - \varepsilon)u_a + \varepsilon u_M) dt.
\]

Therefore,

\[
K_M(u_M) \geq K_M(u_a) + \int_{-M}^{M} a(t) \frac{1}{\varepsilon} \left( W(u_a) - W(u_a + \varepsilon(u_M - u_a)) \right) dt.
\]

Thanks to hypothesis \((W_1)\), \((a'_1)\) and the fact that \( u_a, u_M \in \mathcal{X}_1 \), we can take the limit as \( \varepsilon \to 0 \) to obtain

\[
\mathcal{E}_a^M(u_a) \leq \mathcal{E}_a^M(u_M).
\]

Since the minimizer of \( \mathcal{E}_a^M \) in \( \mathcal{X}_M \) is unique, the claim is proved.

Finally, since \( \lim_{t \to \pm \infty} u_a(t) = \pm 1 \), we have that for \( M \) large enough,

\[
\frac{u_a(M) - u_a(-M)}{2M} < 1.
\]

Therefore, thanks to [5] Theorem 4.1, Corollary 4.3], see also [30, 9], we know that the minimizer \( u_a \) of \( \mathcal{E}_a^M \) in \( \mathcal{X}_M \) is a \( C^1((-M, M)) \cap W^{2,2}((-M, M)) \) solution of the Euler-Lagrange equation associated to the functional \( \mathcal{E}_a^M \) and

\[
\|u'_a\|_{L^\infty((-M, M))} < 1.
\]
Lemma 3.3. We state it without proof since it may be easily reconstructed from \[22, Fact 1 in §2.1\] using estimate (1.4).

Lemma 3.3. Assume \((a_1), (W_1), (W_2)\). Fix \(\varepsilon > 0\) and set
\[
\beta_\varepsilon = \min \{ W(s) \mid 1 - \varepsilon \leq s \leq 1 - \frac{\varepsilon}{2} \text{ or } -1 + \frac{\varepsilon}{2} \leq s \leq -1 + \varepsilon \}.
\]
If \(u \in X_1\) is such that there exist \(t_1, t_2 \in \mathbb{R}\) for which \(u(t_1) = 1 - \varepsilon\) and \(u(t_2) = 1 - \frac{\varepsilon}{2}\) (or \(u(t_1) = -1 + \frac{\varepsilon}{2}\) and \(u(t_2) = -1 + \varepsilon\)), then we have
\[
\mathcal{L}_a(u) \geq \int_{t_1}^{t_2} \left(1 - \sqrt{1 - |u'|^2} + a(t)W(u)\right) \, dt \geq \frac{\varepsilon \sqrt{a_1 \beta_\varepsilon}}{\sqrt{2}},
\]
where \(a_1 = \inf_{[t_1, t_2]} a(t)\).

We are now ready to prove the main theorems of this section. Since we follow the lines of \[21, Theorem 2.4\], we will not provide all the details.

Proof of Theorem 1.2. Let \(u_b\) be a minimizer of \(\mathcal{L}_b\). We may assume that \(\inf_{X_1} \mathcal{L}_a < \min_{X_1} \mathcal{L}_b\), otherwise, \(u_a = u_b\) is a minimizer of \(\mathcal{L}_a\). We divide the proof in three steps.

Step 1. A minimizing sequence. Notice that for all \(u \in X_1\), \(\mathcal{L}_a(u) \leq \mathcal{L}_b(u)\).

Arguing as in \[21, Theorem 2.4\], we prove that for all \(\varpi \in (0, 1)\), there is some \(\varepsilon \in \left(0, \frac{\varepsilon}{2}\right)\) such that there is a minimizing sequence \((u_n)_n \subset X_1\), satisfying the following conditions for all \(n \in \mathbb{N}_0\)
(i) \(-1 \leq u_n(t) \leq 1\) for all \(t \in \mathbb{R}\),
(ii) there exist \(s_n, t_n \in \mathbb{R}\), with \(s_n < t_n\), such that
(a) \(u_n(s_n) = -1 + \varepsilon\), \(u_n(t_n) = 1 - \varepsilon\) and \(-1 + \varepsilon \leq u_n(t) \leq 1 - \varepsilon\) for all \(t \in [s_n, t_n]\),
(b) \(u_n(t) \leq -1 + \varpi\) for all \(t \leq s_n\) and \(u_n(t) \geq 1 - \varpi\) for all \(t \geq t_n\),
(c) \(\int_{-\infty}^{s_n} \left(1 - \sqrt{1 - |u_n'|^2} + a(t)W(u_n)\right) \, dt \leq \delta(\varpi)\) and
\[
\int_{t_n}^{\infty} \left(1 - \sqrt{1 - |u_n'|^2} + a(t)W(u_n)\right) \, dt \leq \delta(\varpi),
\]
(iii) the sequences \((s_n)_n\) and \((t_n)_n\) are bounded, where \(\delta(\varpi)\) is a positive \(o(1)\) when \(\varpi \to 0^+\).

Step 2. Convergence to a minimizer. Arguing as in the proof of Proposition 2.9 we see that there is some \(u \in W^{1,\infty}(\mathbb{R})\) such that, up to a subsequence,
\[
u_n \to u \text{ in } C^1_{\text{loc}}(\mathbb{R}) \quad \text{and} \quad u_n' \to u' \text{ in } L^2(\mathbb{R}).
\]
Combining the weak lower semicontinuity of the kinetic part \(K_1\) with Fatou’s Lemma, we infer
\[
\mathcal{L}_a(u) = \int_{\mathbb{R}} \left(1 - \sqrt{1 - |u'|^2} + a(t)W(u)\right) \, dt \leq \liminf_{n \to +\infty} \mathcal{L}_a(u_n) = \inf_{X_1} \mathcal{L}_a.
\]
Furthermore, considering another subsequence if necessary, we may assume that \((s_n)_n\) converges to some \(\overline{s} \in \mathbb{R}\) and that \((t_n)_n\) converges to some \(\overline{t} \in \mathbb{R}\) with \(\overline{s} \leq \overline{t}\). In particular, we have

\[-1 \leq u(t) \leq -1 + \overline{s}\quad \text{for all} \quad t \leq \overline{s}\quad \text{and}\quad 1 - \overline{s} \leq u(t) \leq 1 \quad \text{for all} \quad t \geq \overline{t}.

From the estimate \(\int_{\mathbb{R}} W(u) \, dt \leq M\), we deduce that \(\liminf_{t \to -\infty} u(t) = -1\) and \(\limsup_{t \to +\infty} u(t) = 1\). Then by Lemma \([3.3]\) we see that

\[\lim_{t \to \pm \infty} u(t) = \pm 1,
\]

so that \(u \in X_1\) and \(\mathcal{L}_a(u) = \min_{X_1} \mathcal{L}_a\).

**Step 3. The Euler-Lagrange equation.** Finally, thanks to Lemma \([3.1]\) we see that the minimizer of \(\mathcal{L}_a\) is a solution of \([1.10]\). Since \(\lim_{t \to \pm \infty} u(t) = \pm 1\) and \(a(t)\) is bounded, we deduce from this equation that \(\lim_{t \to \pm \infty} u'(t)\) exists. Moreover, since \(u \in X_1\), this limit can only be zero. This and the bound on \(\|u'\|_{L^\infty((-M,M))} < 1\), for \(M\) large enough, given in Lemma \([3.1]\) implies that \(\|u'\|_{L^\infty(\mathbb{R})} < 1\).

We will be more sketchy for the proof of Theorem \([1.3]\).

**Proof of Theorem \([1.3]\)** Arguing as in the proof of Theorem \([1.2]\), we prove that a minimizing sequence \((u_n)_n\) of \(\mathcal{L}_a\) satisfies properties (i) and (ii) and that the sequence \((t_n-s_n)_n\) is bounded. For each \(n\), let \(k_n \in \mathbb{Z}\) be such that \(s_n = s_n + k_n T \in [0,T]\). If \(s_n \not\in [0,T]\), replace \(u_n\) with \(v_n(t) = u_n(t - k_n T)\). Since \(a\) is \(T\)-periodic, it is easily seen that \(\mathcal{L}_a(v_n) = \mathcal{L}_a(u_n)\). Moreover, \(v_n\) satisfies conditions (i) and (ii), with \(s_n\) replaced by \(s_n\) and \(t_n\) replaced by \(t_n = t_n + k_n T\). Now, the sequence \((s_n)_n \subset [0,T]\) is clearly bounded and therefore so is \((t_n)_n\). The remaining of the proof is then similar.

### 3.3. Odd heteroclinics in a symmetric setting

In this final section, we prove Theorem \([1.0]\). Now, the functional \(\mathcal{L}_a\) satisfies additional symmetry properties and we are looking for antisymmetric solutions of problem \([1.10] - [1.11]\). Observe that two of the previous assumptions are now relaxed: \(a(t)\) may change sign in a compact interval and may be unbounded at infinity. Here the new feature that will prevent from losses of compactness is the monotonicity of the weight \(a(t)\).

**Proof of Theorem \([1.4]\)** We divide again the proof in several steps.

**Step 1. A minimizing sequence.** We observe that although \(a(t)\) may change sign, the functional \(\mathcal{L}_a^A\) is bounded from below in \(X_A\). Indeed, if \(a(t)\) takes negative values, assumptions \((a'_1)\), \((a_4)\), \((W^2_2)\) and

\[
0 \leq W(u) \leq \max_{\mathbb{R}} W = \max_{[-1,1]} W < +\infty
\]

imply that there exists a constant \(c \geq 0\) such that for all \(u \in X_A\)

\[
\mathcal{L}_a^A(u) = \int_0^T \left[1 - \sqrt{1 - |u'|^2} + a(t)W(u)\right] \, dt + \int_{-\infty}^{T} \left[1 - \sqrt{1 - |u'|^2} + a(t)W(u)\right] \, dt \geq -c.
\]

Fix \(\varepsilon > 0\). We will prove that there is a minimizing sequence \((u_n)_n \subset X_A\) satisfying the following properties for all \(n \in \mathbb{N}\):

\[
(i)\quad u_n(t) \geq 0 \quad \text{for all} \quad t \geq 0,
(ii)\quad u_n(t) \leq 1 \quad \text{for all} \quad t \geq 0,
\]

either

\[
u_n(t) < 1 \quad \text{for all} \quad t \geq T,
\]

or there is an unique \(s_n \geq T\) such that

\[
u_n(t) < 1 \quad \text{for all} \quad T \leq t < s_n \quad \text{and} \quad u_n(t) = 1 \quad \text{for all} \quad t \geq s_n.
\]
(iii) there exists $t_n \geq T + 1$ such that

$$0 \leq u_n(t) < 1 - \varepsilon \quad \text{for all } T + 1 < t < t_n$$

and

$$u_n(t) > 1 - \varepsilon \quad \text{for all } t > t_n,$$

(iv) the sequence $(t_n)_n$ is bounded.

The first assertion (i) is clear since $\mathcal{L}_a^A(|u_n|) = \mathcal{L}_a^A(u_n)$ by $(W_3)$.

Next, let us define the function $v_n(t) = \inf (u_n(t), 1)$. Arguing as in the proof of Lemma 2.8, we see that

$$\mathcal{L}_a^A(v_n) \leq \mathcal{L}_a^A(u_n)$$

by assumption $(W'_2)$ and therefore we may replace $(u_n)_n$ by $(v_n)_n$. Now, suppose that there is some $t \geq T$ such that $u(t) = 1$. Then we define $s_n \geq T$ as

$$s_n = \inf \{t \geq T \mid u_n(t) = 1\}$$

and consider the function

$$w_n(t) = \begin{cases} u_n(t) & \text{if } 0 \leq t < s_n, \\ 1 & \text{if } t \geq s_n. \end{cases}$$

As $a(t) > 0$ for $t > T$, we see that

$$\mathcal{L}_a^A(w_n) \leq \mathcal{L}_a^A(u_n),$$

and (ii) is established.

Now, suppose that $u_n(T + 1) \geq 1 - \varepsilon$. In this case, we set

$$t_n = T + 1.$$

If $u_n(t) > 1 - \varepsilon$ for all $t > T + 1$, the function $u_n$ satisfies (iii). Otherwise, set

$$t_n^1 = \sup \{t \geq T + 1 \mid u_n(t) = u_n(T + 1)\}$$

and define the function $v_n^1 \in \mathcal{X}_A$ as

$$v_n^1(t) = \begin{cases} u_n(t) & \text{if } 0 \leq t \leq t_n = T + 1, \\ u_n(t + t_n^1 - t_n) & \text{if } t > t_n = T + 1. \end{cases}$$

On the other hand, if $u_n(T + 1) < 1 - \varepsilon$, set

$$t_n = \inf \{t \geq T + 1 \mid u_n(t) = 1 - \varepsilon\}$$

and define

$$t_n^2 = \sup \{t \geq T + 1 \mid u_n(t) = 1 - \varepsilon\}.$$

In this case, we have

$$T + 1 < t_n \leq t_n^2$$

and we set

$$v_n^2(t) = \begin{cases} u_n(t) & \text{if } 0 \leq t \leq t_n, \\ u_n(t + t_n^2 - t_n) & \text{if } t > t_n. \end{cases}$$
The functions \( v^1_n \) or \( v^2_n \) clearly satisfy statement \((iii)\). Moreover, due to \((a_2)\) and the definition of \( T \), we have

\[
\mathcal{L}_a^A(v^i_n) = \int_0^{t_n} \left( 1 - \sqrt{1 - |u''_n|^2} + a(t)W(u_n) \right) dt + \int_{t_n}^{+\infty} \left( 1 - \sqrt{1 - |u''_n(t + t^n_n - t_n)|^2} + a(t)W(u_n(t + t^n_n - t_n)) \right) dt \\
= \int_0^{t_n} \left( 1 - \sqrt{1 - |u''_n|^2} + a(t)W(u_n) \right) dt + \int_{t_n}^{+\infty} \left( 1 - \sqrt{1 - |u''_n(s)|^2} + a(s)(s - (t^n_n - t_n))W(u_n(s)) \right) ds \\
\leq \int_0^{t_n} \left( 1 - \sqrt{1 - |u''_n|^2} + a(t)W(u_n) \right) dt + \int_{t_n}^{+\infty} \left( 1 - \sqrt{1 - |u''_n(s)|^2} + a(s)W(u_n(s)) \right) ds \leq \mathcal{L}_a^A(u_n).
\]

Therefore, replacing \( u_n \) by \( v^i_n \), if necessary, we may assume that the minimizing sequence \((u_n)_n\) satisfies \((iii)\).

We next show that the sequence \((t_n)_n\) is bounded. Assume that \( t_n > T + 1 \) for some \( n \in \mathbb{N}_0 \), otherwise the proof is complete. Since \((u_n)_n\) is a minimizing sequence, there is some constant \( c > 0 \) such that

\[
\int_0^{+\infty} a(t)W(u_n) dt = \int_0^{T+1} a(t)W(u_n) dt + \int_{T+1}^{t_n} a(t)W(u_n) dt + \int_{t_n}^{+\infty} a(t)W(u_n) dt \leq c,
\]
for all \( n \in \mathbb{N}_0 \). By \((W_2')\), we have

\[
\left| \int_0^{T+1} a(t)W(u) dt \right| \leq (T + 1) \max_{[0,T+1]} |a| \max_{[-1,1]} W, \tag{3.18}
\]
for all \( u \in \mathcal{X}_A \), while the third integral in the expression above is nonnegative by \((W_2')\) and the definition of \( T \). Then we obtain

\[
\int_{T+1}^{t_n} a(t)W(u_n) dt \leq c + (T + 1) \max_{[0,T+1]} |a| \max_{[-1,1]} W = c_1. \tag{3.19}
\]

On the other hand, as \( a \) is nondecreasing, we have, for all \( n \in \mathbb{N}_0 \),

\[
\inf_{[T+1,\infty]} a = a(T + 1) > 0,
\]
by the definition of \( T \). In addition, since \( 0 \leq u_n(t) < 1 - \varepsilon \) for \( T + 1 \leq t < t_n \), we obtain

\[
\int_{T+1}^{t_n} a(t)W(u_n(t)) dt \geq (t_n - (T + 1)) a(T + 1) \left( \min_{[0,1-\varepsilon]} W \right) > 0. \tag{3.20}
\]

Our claim follows from estimates \((3.19)\) and \((3.20)\).

**Step 2. Convergence to a minimizer.** From \((1.4)\) and \((3.18)\), we have

\[
\frac{1}{2} \|u''_n\|_{L^2(\mathbb{R})} \leq \int_0^{+\infty} \left( 1 - \sqrt{1 - |u''_n|^2} \right) dt \leq \mathcal{L}_a^A(u_n) - \int_0^{T+1} a(t)W(u) dt \leq c_1.
\]

Then arguing as in Proposition \((2.3)\) we see that there is \( u \in W^{1,\infty}([0,+\infty)) \) such that \( u_n \) converges uniformly to \( u \) on every compact \( K \subset [0, +\infty), \) \( u'_n \) converges weakly to \( u' \) in \( L^2([0, +\infty)) \) and \( t_n \rightarrow T \geq T + 1 \). Combining the weak lower semicontinuity of the kinetic part with Lebesgue’s
dominated convergence Theorem in $[0,T]$ and Fatou’s Lemma in $[T, +\infty)$ for the potential part, we see that
\[
\mathcal{L}_a^A(u) \leq \liminf_{n \to +\infty} \int_0^{+\infty} \left( 1 - \sqrt{1 - |u_n'|^2} \right) dt + \lim_{n \to +\infty} \int_T^T a(t)W(u_n) dt + \liminf_{n \to +\infty} \int_T^{+\infty} a(t)W(u_n) dt
\]
\[
\leq \liminf_{n \to +\infty} \int_0^{+\infty} \left( 1 - \sqrt{1 - |u_n'|^2} dt + a(t)W(u_n) \right) dt
\]
\[
= \lim_{n \to +\infty} \mathcal{L}_a^A(u_n) = \inf_{\mathcal{X}_A} \mathcal{L}_a^A.
\]
Furthermore, the uniform convergence on every compact implies that
\[
u(0) = 0, \quad 1 - \varepsilon \leq u(t) \leq 1 \quad \text{for all } t \geq T \quad \text{and} \quad \|u'\|_{L^\infty(\mathbb{R})} \leq 1.
\]
Finally, since $\int_{T+1}^{+\infty} W(u) dt$ is bounded, we have $\limsup_{t \to +\infty} u(t) = +1$ and we conclude from Lemma 3.3 that $\lim_{t \to +\infty} u(t) = 1$.

Therefore, $u \in \mathcal{X}_A$ and $\mathcal{L}_a^A(u) = \inf_{\mathcal{X}_A} \mathcal{L}_a^A$.

**Step 3. The Euler-Lagrange equation.** Proceeding in the same way as in Lemma 3.1 we obtain that $u$ is a $C^1([0, +\infty)) \cap W^{1,2}_{\text{loc}}([0, +\infty))$ solution of the boundary value problem
\[
\left( \frac{u'}{\sqrt{1 - |u'|^2}} \right)' = a(t)W'(u) \quad \text{in } [0, +\infty),
\]
\[
u(0) = 0, \quad \lim_{t \to +\infty} u(t) = 1,
\]
with $\|u'\|_{L^\infty(\mathbb{R}^+)} < 1$. Observe that $u$ is increasing on $[T, +\infty)$ since $a$ is nondecreasing. Otherwise there are points $T \leq t_1 < t_2$ such that $u(t_1) = u(t_2) < 1$ and the function $w \in \mathcal{X}_A$ defined by
\[
w(t) = \begin{cases} 
   u(t) & \text{if } 0 \leq t \leq t_1, \\
   u(t + t_2 - t_1) & \text{if } t > t_1.
\end{cases}
\]
has a strictly lower action than $u$. Therefore $\lim_{t \to +\infty} u'(t)$ exists and is equal to zero. From this and the local estimates, we see that $\|u'\|_{L^\infty(\mathbb{R})} < 1$.

\[
\square
\]
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