Induced voltage in an open wire
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A puzzle arising from Faraday’s law is considered and solved concerning the question which voltage is induced in an open wire with a time-varying homogeneous magnetic field. In contrast to closed wires where the voltage is determined by the time variance of magnetic field and enclosed area, in an open wire we have to integrate the electric field along the wire. It is found that the longitudinal electric field contributes with 1/3 and the transverse field with 2/3 to the induced voltage. In order to find the electric fields the sources of the magnetic fields are necessary to know. The representation of a homogeneous and time-varying magnetic field implies unavoidably a certain symmetry point or symmetry line which depend on the geometry of the source. As a consequence the induced voltage of an open wire is found to be the area covered with respect to this symmetry line or point perpendicular to the magnetic field. This in turn allows to find the symmetry points of a magnetic field source by measuring the voltage of an open wire placed with different angles in the magnetic field. We present exactly solvable models for a symmetry point and for a symmetry line, respectively. The results are applicable to open circuit problems like corrosion and for astrophysical applications.

I. INTRODUCTION

Faraday’s law is standard textbook knowledge. The induced voltage of a closed circle in a magnetic field is either caused by the time-dependent change of the enclosed area or the time-dependent change of the magnetic field$^{[1,2]}$. Interesting puzzles and the induction in deformable circuits can be found in$^{[5]}$. Faraday’s induction experiments now have gained a certain revival when nanostructures are considered$^{[4]}$ and play a crucial role in type II superconductors$^{[5,6]}$, see$^{[7]}$ for references. The magnetic field effects in currents are even used for measuring the speed of light$^{[8]}$.

Though induction in closed wires and the forces acting on wires in magnetic fields$^{[9]}$ are well understood, the induction in open wires is rarely studied, probably since the effects there are especially puzzling. Though magnetic effects due to open circuits have been known for more than 100 years they are still of interest with respect to corroding problems in ferromagnetic electrodes. For an overview of the experimental activities and their history see$^{[10]}$. Since most experiments are performed with respect to the question of corroding materials$^{[11–13]}$, it is overlaid by the problem of chemical reactions. Then non-equilibrium situations have to be considered such that Lorentz and gradient forces become important on a stream in anodic dissolution of microstructures$^{[14]}$. These magnetic field effects are crucial for patterning of electrodeposits$^{[15]}$. Also eddy currents, measured e.g. with contact-less methods$^{[16]}$, are still a hard problem. In$^{[10,15]}$ the orientation of the electrode in the magnetic field reveals opposite responses when oriented parallel or perpendicular to the field. This will be explained by our approach.

Despite these variety of applications the simple question what voltage is induced in an open wire or circuit when placed in a homogeneous and time-varying magnetic field is not treated to the best of our knowledge. Here we want to resolve this puzzle providing a unique expression of the voltage induced at the ends of an open wire within time-dependent and homogeneous magnetic fields and its dependence on the direction of the magnetic field.

1. Paradox

A first paradox arises if asking the simple question which voltage might be induced in an open curved wire exposed to a time-varying but homogeneous magnetic field. A gedanken experiment seems to convince us that this voltage is undetermined. Dependent whether one closes the wire clockwise or anticlockwise, a different sign of the induced voltages is obtained at its ends as shown in Fig. 1. The path used to turn theses wires into a closed loop will either induce an electric field from left to right or from right to left. Many different setups can be constructed which show the same contradiction.

The solution of this paradox is enlightening the ingenuity of Faraday’s law. In order to measure the voltage one has to close the open wire in some way which provides a closed area every time. It is correct that the above setup yields two different signs dependent on how one closes the circles by measurement. But what is the induced voltage if we theoretically close the wire parallelly to the wire with no area covered?

The explanation so far seems to lead to the conclusion that the voltage in an open wire by itself remains
undetermined until we close the loop and can apply the Faraday law. This is fortunately not the case. In fact even an open wire possesses an induced voltage at its ends if it rests in a time-varying magnetic field. This is due to the fact that a homogeneous magnetic field can be only realized in an asymptotic limit of a finite geometry. This implies certain symmetry points or lines fixing an origin of the coordinate system. We will show that this unavoidably leads to an induced voltage which is the area spanned by the open wire with respect to this symmetry point or line of the magnetic-field-creating setup.

2. Plan of the paper

The argumentation we want to support first by a general explicit calculation from Maxwell equations and we will illustrate it with the help of two exactly solvable models where the homogeneous and time-varying magnetic field is realized in an asymptotic way. First we derive the general formula for the induced voltage showing that the transverse and longitudinal parts contribute with 2/3 and 1/3 respectively. Then in section III we present some exactly solvable models which illustrate the necessity to consider the geometry of the source of the magnetic field is realized in an asymptotic way. First we derive the general formula for the induced voltage showing that the transverse and longitudinal parts contribute with 2/3 and 1/3 respectively. Then in section III we present some exactly solvable models which illustrate the necessity to consider the geometry of the source of the magnetic field providing a unique induced voltage. The summary contains a suggestion for determining these geometries and the appendix presents four different ways to calculate a used integral.

II. INDUCTION IN OPEN WIRES

First we consider the general formulas for the induction. Doubtlessly we can find the induced voltage in a wire if we integrate the present electric fields along the wire

\[ U^{\text{ind}} = \int_1^2 \vec{E} \cdot d\vec{r}. \]  

The question is only which electric fields are present. Therefore we try to find an answer by solving the Maxwell equations. The first equation we consider,

\[ \nabla \times \vec{E} = -\frac{\partial \vec{B}}{\partial t}, \]  

is best Fourier transformed by

\[ \vec{E}_k(\omega) = \int d^3r e^{i\vec{k} \cdot \vec{r}} \int dt e^{-i\omega t} \vec{E}(\vec{r}, t) \]  

to take the form

\[ \vec{k} \times \vec{E}_k = i\vec{B}_k. \]  

Observing the second Maxwell equation that there are no magnetic monopoles, \( \nabla \cdot \vec{B} = 0 \), or Fourier transformed \( \vec{k} \cdot \vec{B}_k = 0 \), the equation (4) is solved by vector algebra as \( \vec{E}_k = \vec{E}^{\text{trans}}_k + \vec{E}^{\text{long}}_k \) where the transverse field reads

\[ \vec{E}^{\text{trans}}_k = \frac{i}{\varepsilon_0 \varepsilon_k k^2} \vec{B}_k \times \vec{k}. \]  

The longitudinal field given by a divergence of a source is not determined by (4) since \( \nabla \times \nabla \rho = 0 \). In order to determine this longitudinal field we must employ Gauß law as third Maxwell equation

\[ \text{div}\vec{E} = \frac{\rho}{\varepsilon_0 \varepsilon_k} \]  

with the vacuum permittivity \( \varepsilon_0 \) and the dielectric constant \( \varepsilon \) characterizing the medium. In contrast to (4) which determines only the transverse electric field unambiguously, the Gauß law determines only the longitudinal field which reads after Fourier transform

\[ \vec{E}^{\text{long}}_k = -\frac{i\rho_k}{\varepsilon_0 \varepsilon_k k^2} \vec{k}. \]  

Here we assume a real or virtual charge density \( \rho \). It drops out of the final formula but is needed to show that this longitudinal field contributes with one third to the induced voltage. The induced voltage is the line integral along the wire curve \( C \) running from \( \vec{r}_1 \) to \( \vec{r}_2 \).

Let us emphasize again that the Maxwell equation (4) alone does not determine the electric field. One needs additional boundary conditions or the second Maxwell equation (5) to determine the complete electric field.

Let us inspect the transverse and longitudinal parts separately. The transverse field is obtained from (5) \n
\[ U^{\text{ind}}_{\text{trans}} = \int_C d\vec{r} \cdot \vec{E}^{\text{trans}}_r = -\frac{i}{\varepsilon_0 \varepsilon_k k^2} \int_C \int d^4r' e^{-i\vec{k} \cdot \vec{r}'} \vec{B}_{\vec{r}} \times \vec{k} \]  

where we have used the inverse Fourier transform of the Coulomb potential

\[ \int \frac{d^3k}{(2\pi)^3} \frac{\vec{k}}{k^2} e^{i\vec{k} \cdot \vec{a}} = \frac{i}{4\pi} \nabla_a \frac{1}{\vec{r} - \vec{a}} \]  

and a trivial rotation of the vector product.
In the further steps we assume a homogeneous but time-dependent magnetic field such that the integral in (8)
\[
\int d^3r' \nabla_r \frac{1}{|\vec{r} - \vec{r}'|} = -\frac{4\pi}{3} \vec{r}
\]
can be performed (see appendix) with the final result
\[
U_{\text{trans}}^{\text{ind}} = -\hat{B} \cdot \frac{1}{3} \int_C \vec{r} \times d\vec{r} = -\frac{2}{3} \hat{B} \cdot \vec{A}_c.
\]
The wire covers an area \(A_c\) with respect to some origin given by the used coordinate system. This will be found to be fixed due to the source of the magnetic field. We obtain just 2/3 of the expected result.

In other words 1/3 must be contributed by the longitudinal field. Indeed, we can calculate the induced voltage of the longitudinal field (7) as
\[
U_{\text{long}}^{\text{ind}} = \int_C d\vec{r} \cdot \vec{E}_r^{\text{long}}
= -i \left[ \int_C d\vec{r} \cdot \int d^3r' e^{-i\vec{k} \cdot \vec{r}} \frac{\hat{\vec{k}}}{\epsilon_0 k^2} e^{i\vec{k} \cdot \vec{r}'} \right]
= \int_C d\vec{r} \cdot \int d^3r' \left( \nabla_{\vec{r}} \cdot \vec{E}_r' \right) \left( \frac{\nabla_{\vec{r}}}{4\pi |\vec{r} - \vec{r}'|} \right)
= -\int_C d\vec{r} \cdot \nabla_{\vec{r}} \int d^3r' \vec{E}_r', \vec{r} = \frac{1}{3} \int_C d\vec{r} \cdot \vec{E}_r
\]
where we used (9) from second to third line as well as (6). A corresponding partial integration is performed when going from the third to the fourth line. Finally from the fourth to the fifth line we have used (10).

Since \(\int_C d\vec{r} \cdot \vec{E}_r\) is supposed to be the total induced voltage, the longitudinal part (12) provides obviously only 1/3 of the total induced voltage. We obtain the result that the transverse part of the electric field which is the non-conserving part, contributes with 2/3 and the conserving longitudinal part with 1/3 to the total induced voltage.

As expected, the longitudinal part is conserving in the sense that it is just the scalar potential difference seen from the third line of (12)
\[
U_{\text{long}}^{\text{ind}} = \frac{1}{4\pi \epsilon_0} \int_C d\vec{r} \int d^3r' \rho(\vec{r}) \nabla_{\vec{r}} \frac{1}{|\vec{r} - \vec{r}'|} = (\Phi(\vec{r}_2) - \Phi(\vec{r}_1))
\]
since the potential of a charge distribution itself is given by
\[
\Phi(\vec{r}) = \frac{1}{4\pi \epsilon_0} \int d^3r' \rho(\vec{r}') \frac{1}{|\vec{r} - \vec{r}'|}.
\]

In other words the longitudinal field induces a voltage which is given by the difference of the potentials at the ends of the wire but represents only 1/3 of the total induced voltage. Understanding the total induced voltage as the electromotive force we see that the latter is every-time larger than the potential difference as stated in [2].

Summarizing we obtain the induced voltage of an open wire in a homogeneous time-varying magnetic field as
\[
U^{\text{ind}} = -\hat{B} \cdot \vec{A}_c
\]
with the area spanned by the wire
\[
\vec{A}_c = \frac{1}{2} \int_C \vec{r} \times d\vec{r}.
\]
The formula (15) provides the induced current of a curved wire in a homogeneous time-dependent magnetic field. The amazing feature of (15) is now that for an open wire its value depends on the point of origin \(O\) from which we count the curve \(C\) as illustrated in figure 2. Only in closed curves this point of coordinate origin is dropping out of the integral. In other words the value for the induced voltage in open wires is given by the origin of the coordinate system of the geometry which realizes the homogeneous magnetic field. One should note that the occurring electric fields can be made visible by the classroom demonstration of induced non-conservative electric fields [17].

### III. EXACTLY SOLVABLE MODELS FOR ASYMMETRIC GEOMETRY

#### A. General formulas for induced voltage in open wires

In order to convince ourselves about the above statement that the induced voltage of an open wire is dependent on the symmetry point of the creating magnetic field, we construct a time-varying homogeneous magnetic field by the explicit solution of the Maxwell equations.

This solution is conveniently given by the Liénard Wiechert potentials [? ]. The divergence-free magnetic
field is represented by the vector potential \( \vec{B} = \nabla \times \vec{A} \) and the Maxwell equation \( \vec{B} = -\nabla \times \vec{E} \) leads to the relation \( \nabla \times (\vec{A} + \vec{E}) = 0 \) which means that the electric field is given in terms of the vector potential and a scalar potential \( \vec{E} = -\dot{\vec{A}} - \nabla \Phi \). (17)

With the Gauß law it leads to
\[
\frac{\rho}{\epsilon_0} = \nabla \cdot \vec{E} = -\nabla \cdot \vec{A} - \nabla^2 \Phi. \quad (18)
\]

Using the other Maxwell equation \( \mu \mu_0 \vec{j} + \epsilon \epsilon_0 \dot{\vec{E}} = \nabla \times \vec{B} = \nabla \times (\nabla \dot{\vec{A}}) - \nabla^2 \vec{A} \) one has
\[
\nabla^2 \vec{A} - \frac{1}{c^2} \ddot{\vec{A}} = -\mu \mu_0 \ddot{\vec{j}} + \nabla \left( \frac{\epsilon}{c^2} \ddot{\Phi} + \nabla \dot{\vec{A}} \right). \quad (19)
\]

Choosing the Lorenz-gauge \( \frac{\partial \Phi}{\partial t} + \nabla \cdot \vec{A} = 0 \), from (18) and (10) the symmetric wave equations for the vector and scalar potential results
\[
\nabla^2 \vec{A} - \frac{1}{c^2} \ddot{\vec{A}} = -\mu \mu_0 \ddot{\vec{j}},
\quad \nabla^2 \Phi - \frac{1}{c^2} \ddot{\Phi} = -\frac{\rho}{\epsilon_0}. \quad (20)
\]

These inhomogeneous wave equations are solved by retarded potentials
\[
\vec{A}(\vec{r}, t) = \frac{\mu \mu_0}{4\pi} \int \frac{\vec{j}(\vec{r}', t - \frac{\sqrt{\vec{r} - \vec{r}'}}{c})}{|\vec{r} - \vec{r}'|} d^3 r',
\quad \Phi(\vec{r}, t) = \frac{1}{4\pi \epsilon_0} \int \frac{\rho(\vec{r}', t - \frac{|\vec{r} - \vec{r}'|}{c})}{|\vec{r} - \vec{r}'|} d^3 r', \quad (21)
\]

with the current density \( \vec{j}(\vec{r}, t) \) and the charge density \( \rho(\vec{r}, t) \). Employing the retarded potentials we ensure the consistency with all Maxwell equation.

Now it is advantageous to express the induced voltage in terms of the vector potential. The induced voltage is given as a line integral along the wire over the electric field present at the corresponding point. Instead of calculating the induced voltage along a curve \( C : \vec{r} = \vec{r}(q) \) with \( q_1 \leq q \leq q_2 \), it is more convenient in the following to calculate their time derivative with the help of the Maxwell equation
\[
\dot{U}_{\text{ind}} = \int_C \dot{\vec{E}} d\vec{r} = -\mu \mu_0 c^2 \int_C \dot{\vec{j}} d\vec{r} + c^2 \int_C \nabla \times \vec{B} d\vec{r}. \quad (22)
\]

The second integral becomes with the help of \( \nabla \times (\nabla \times \vec{A}) = \nabla (\nabla \cdot \vec{A}) - \nabla^2 \vec{A} \)
\[
c^2 \int_{q_1}^{q_2} dq \nabla \times \nabla \cdot \vec{A} - c^2 \int_C \nabla^2 \vec{A} d\vec{r}
= c^2 \nabla \cdot \vec{A} |_{q_1}^{q_2} - c^2 \int_C d\vec{r} \ddot{\vec{A}} + c^2 \mu \mu_0 \int_C d\vec{r} \cdot \ddot{\vec{j}} \quad (23)
\]

where we used the wave equation (20) for the vector potential in the last line. One see that the last part of (22) cancels just the first part of (22) and we obtain
\[
\dot{U}_{\text{ind}} = -\int_C d\vec{r} \ddot{\vec{A}} + c^2 \nabla \cdot \vec{A} q_1^{q_2}. \quad (24)
\]

Due to the Lorenz gauge the last part is nothing but the difference of the potential at the ends of the wire. This part vanishes for a closed loop \( q_1 = q_2 \) and one obtains exactly the time derivative of the Faraday law
\[
\dot{U}_{\text{ind}} = -\int_C d\vec{r} \ddot{\vec{A}} = -\int_C d\vec{F} \nabla \times \vec{A} = -\int_C \ddot{\vec{B}} d\vec{F}. \quad (25)
\]

For an open loop the formula (24) is convenient to use since the vector potential is given in terms of the magnetic-field-creating currents which provides a unique result if we integrate over the parameter range \( q_1 < q < q_2 \) describing the wire.

### B. Simple parametrization

One may simply use the representation of the homogeneous magnetic field
\[
\vec{A} = B(t)(z, 0, 0); \quad \vec{B} = B(t)(0, 1, 0) \quad (26)
\]

Since \( \nabla^2 \vec{A} = 0 \) we have from (19)
\[
\ddot{\vec{A}} = \frac{\dot{\vec{A}}}{\epsilon_0} = \vec{B}(z, 0, 0) \quad (27)
\]

and \( \dot{\Phi} = 0 \) or \( \rho = 0 \) which identifies the current as source of this homogeneous and time-varying magnetic field. From (24) one gets now for the time derivative of the induced voltage
\[
\dot{U}_{\text{ind}} = -\vec{B} \int_C d\vec{F} \times (x) \quad (28)
\]

which means that it is determined by the area formed by the wire with the \( x \)-axis perpendicular to the magnetic field direction which is the \( y \)-axes. In other words, we have a symmetry line, the \( x \)-axes, with respect to which the area has to be calculated. Now we will see how a homogeneous magnetic field is asymptotically realized by a finite setup of geometry.

### C. Infinite cylindrical coil

Let us consider an infinite cylindrical coil with height \( h \to \infty \) and an inner and outer radius of \( r_{1/2} = R \pm \delta/2 \) as illustrated in figure 8 with a current \( I(t) = I_0 \cos \omega t \) running though an infinitesimal thick wall. We transform
\[ \vec{A} = -\frac{\mu_0 I_0}{2} J_1 \left( \frac{\omega r}{c} \right) \begin{bmatrix} -\sin \phi \\ \cos \phi \\ 0 \end{bmatrix} \sin \omega t' \]  

(32)

with the Bessel function \( J_1(x) = x [J_0 - J_1(x)] \). The magnetic field becomes

\[ \vec{B} = \vec{\nabla} \times \vec{A} = \frac{\mu_0 I_0 \omega}{2c} \sin \omega t' \begin{bmatrix} 0 \\ 0 \\ J_0 \left( \frac{\omega r}{c} \right) \end{bmatrix} \]  

(33)

which is directed along the symmetry axis. We see that a homogeneous magnetic field is only realizable for distances \( r \ll c/\omega \) from the symmetry axes since then \( J_0(x) \approx 1 \). Within this limit we have \( J_1(x) \approx x/2 \) and introducing (32) into (24) we obtain

\[ \dot{\vec{v}}^{\text{ind}} = \frac{\mu_0 I_0 \omega^3}{4c} \sin \omega t' \int \frac{d\vec{r}}{c} \begin{bmatrix} -\sin \phi \\ \cos \phi \\ 0 \end{bmatrix} = -\vec{B} \frac{1}{2} \int \frac{d\phi r(\phi)^2}{\phi_1} \]  

(34)

where we have represented the wire parametrically by \( r(\phi) \). We obtain just the time derivative of the induced voltage \( \dot{V} \) with the sectoral area \( \frac{1}{2} A \) spanned by the wire with respect to the \( z \)-axis. The latter is the symmetry axes provided by the setup of the asymptotic homogeneous magnetic field. Please note that \( \vec{\nabla} \cdot \vec{A} = 0 \) is exactly valid for (32), i.e. there are no scalar fields.

We see that the induced voltage in an open wire is just the sector area spanned by the wire with respect to the origin perpendicular to the magnetic field. This origin is given by the \( z \)-axes as the symmetry axes of the magnetic-field-creating setup.

**D. Infinite cylindrical plates**

In a second example we want to consider a situation where we do not have a symmetry point but a symmetry line. We construct the time-varying homogeneous magnetic field by two time-varying currents which run in \( x \)-direction in an upper plate at \((0, 0, a)\) and in opposite direction in a plate at \((0, 0, -a)\). We assume that the plates are cylinders with the thickness \( \delta \) in \( z \)-direction and a radius \( R \) in \( x \) and \( y \)-direction as illustrated in figure 4. We will consider the limit of small \( \delta \) and large \( R \) which should produce a homogeneous and time-varying magnetic field in \( y \)-direction near the center for small \( z \).

The current runs through the area \( 2R\delta \). With the current per area \( I/2R = j_0 \cos \omega t \) we can define the line

\[ \vec{r} = \rho \hat{e}_\rho \]  

according to figure 3 and obtain

\[ \vec{A} = \frac{\mu_0 I_0}{4\pi \delta h} \int_0^{2\pi} \int_0^{\rho_+} \int_{\delta/2}^{\rho_-} \frac{1}{\sqrt{\rho^2 + (z-z')^2}} \hat{e}_\phi' \]  

(29)

with \( \hat{e}_\phi' = (-\sin \phi', \cos \phi', 0) \). The cos theorem leads to the lower and upper integration limits of \( \rho_\pm = \sqrt{(R \pm \delta/2)^2 - r^2 \sin^2 \phi_\rho - r \cos \phi_\rho} \) and the sin theorem leads to \( \sin \phi_\rho = \frac{\rho'}{\rho} \sin \alpha \) with \( \alpha = \phi' - \phi \).

In the following we will work in the limit of large \( R \). Since

\[ \frac{R + \frac{\delta}{2}}{\rho_-} \leq \frac{r'}{\rho} \leq \frac{R - \frac{\delta}{2}}{\rho_+} \]  

(30)

one finds \( r' = \rho + o(r/R) \) and \( \phi' = \phi + \phi_\rho + o(r/R) \). We substitute \( p = \sqrt{\rho^2 + (z-z')^2} \) in (29) which allows to perform this integration with the upper and lower limits \( \rho_\pm = R - r \cos \phi_\rho \pm \frac{\delta}{2} + o(r/R) \) and obtain

\[ \vec{A} = -\frac{\mu_0 I_0 c}{2\pi \omega} \int_0^{2\pi} \int_0^{\rho_+} \cos \left[ \omega \left( t - \frac{R}{c} \right) + \frac{\omega r}{c} \cos \phi_\rho \right] \frac{\sin (\phi_0) \delta}{\rho} \hat{e}_\phi' \]  

\[ = -\frac{\mu_0 I_0}{4\pi} \int_0^{2\pi} \int_0^{\rho_+} \cos \left[ \omega t' + \frac{\omega r}{c} \cos \phi_\rho \right] \left( -\sin (\phi + \phi_\rho) \right) \cos (\phi + \phi_\rho) \]  

(31)

The integration \( z' \) over the length \( h \) has become trivial and in the last line we have performed the limit \( \delta \to 0 \). Further we see that the time is delayed by \( t' = (t - R/c) \) which is the time the field needs to overcome the distance \( R \) from the source. The last angular integration can be performed with the final result

\[ \vec{A} = -\frac{\mu_0 I_0}{2} J_1 \left( \frac{\omega r}{c} \right) \begin{bmatrix} -\sin \phi \\ \cos \phi \\ 0 \end{bmatrix} \sin \omega t' \]  

FIG. 3. Considered geometry of an infinite coil with the current density \( j = I(t)/h \delta \) running through the shaded area (left) and the chosen integration path (right).
We consider the line current density with respect to the plate has to be subtracted with the replacement for the part from the upper plate. The part of the lower cos and replacing \( \vec{A} \) direction and endpoints does not matter.

The vector potential follows the current to be in x-axes (left). The integration variables for perpendicular vectors \( \vec{p} = \vec{r}' - \vec{r} \) are seen at the right side.

![Graph of current density](image)

**FIG. 4.** Considered geometry of two antiparallelly running currents through cylindrical plates at the distances \( \pm a \) from the x-axes (left). The integration variables for perpendicular vectors \( \vec{p} = \vec{r}' - \vec{r} \) are seen at the right side.

Current density for the upper and lower plate as

\[
\vec{J}_\pm = \pm \hat{e}_x \frac{I(t)}{2R\delta} = \pm \hat{e}_x \frac{J_0 \cos \omega t}{\delta}.
\]

We consider the line current density with respect to the line \( 2R \) seen by current \( I \). Since we will work in the limit \( R \to \infty \) the difference between lateral midpoint and endpoints does not matter.

The vector potential follows the current to be in x-direction \( \vec{J} = (0, 0, A_u - A_{-u}) \) and reads in cylinder coordinates from figure 4.

\[
A_u = \frac{\mu \mu_0 J_0}{4\pi \delta} \int_0^{2\pi} \int_0^{\rho_m} \frac{\rho_{m+\delta/2}}{\rho_{m-\delta/2}} \cos \left( t - \frac{\sqrt{\rho^2 + (z-z')^2}}{c} \right) d\phi_\rho d\rho d\phi
\]

for the part from the upper plate. The part of the lower plate has to be subtracted with the replacement \( a \to -a \).

For the upper limit one gets \( \rho_m = \sqrt{R^2 - r^2 \sin^2 \phi_\rho} = r \cos \phi_\rho \). With the limit of small \( \delta \)

\[
\frac{1}{\delta} \int_{a-\delta/2}^{a+\delta/2} dz' f(z') = f(a) + o(\delta^{-1}),
\]

and replacing \( p = \sqrt{\rho^2 + (z-a)^2} \), the \( \rho \) integration yields

\[
A_u = \frac{\mu \mu_0 J_0}{4\pi \delta} \int_0^{2\pi} \int_0^{\rho_m} \frac{\rho_{m+\delta/2}}{\rho_{m-\delta/2}} \cos \left( t - \frac{\sqrt{\rho^2 + (z-z')^2}}{c} \right) d\phi_\rho d\rho d\phi
\]

\[
\left[ \sin \omega \left( t - \frac{|a - z|}{c} \right) - \sin \omega \left( t - \frac{\sqrt{\rho_{m}^2 + (a - z)^2}}{c} \right) \right].
\]

We can now calculate all quantities explicitly and use the limit \( R \to \infty \) which provides \( \sqrt{\rho_m^2 + (a - z)^2} = R - r \cos \phi_\rho + o(r/R) \) and the second sin term is subtracted when the contribution of both plates are added. One obtains

\[
A_u = A_{-u} = \frac{\mu \mu_0 J_0}{\omega} \cos \left[ \omega \left( t - \frac{a}{c} \right) \right] \sin \left[ \frac{\omega z}{c} \right] \]

and the magnetic field becomes

\[
B = \left\{ 0, \mu \mu_0 \cos \left( t - \frac{a}{c} \right) \cos \frac{\omega z}{c}, 0 \right\}.
\]

We see again the appearance of time delay \( t' = t - \frac{a}{c} \) which is the time the field needs to overcome the distance from the source current. A homogeneous magnetic field is only asymptotically possible for \( z \ll c/\omega \).

In this limit \( o(wz/c)^2 \) we obtain for the time derivative of the induced voltage \( E \)

\[
\dot{E}_{ind} = \mu \mu_0 J_0 \omega^2 \cos \omega t' \int_0^{q_2} \int_{q_1}^{q_2} dq_2 \frac{dx_2(q_2)}{dq} \frac{z(q)}{x_1} = -\frac{\dot{B}_y}{\omega} \int dx_2
\]

which is (28) and has the general form (15). The area, however, is now the one which the wire forms with the x-axes perpendicular to the magnetic field direction which is the y-axes. For a closed wire the last integral gives again the Faraday law for the enclosed area in \( x, y \) direction which is penetrated by the time-dependent magnetic field. For an open wire we see that the area is now given by a symmetry line, the x-axes, and not the symmetry point as in the last example. Please not again that \( \nabla \cdot \vec{A} = 0 \) for (39) which means that no scalar potentials are present.

**IV. SUMMARY**

Irrespective of the actual procedure to realize a homogeneous and time-varying magnetic field one can integrate the time derivative of the electric field along the line to obtain the time derivative of the induced voltage. The longitudinal electric field provides only 1/3 of the induced voltage and is given by the potential difference between the ends of the wire. The transverse and non-conserving field contributes with 2/3 to the induced voltage. A homogeneous magnetic field can be only realized in an asymptotic limit of a fixed geometrical setup.
The latter one defines certain symmetry axes or symmetry points and the origin of the coordinate system. We find from the general solution of the Maxwell equation that the induced voltage of an open wire is given by the area spanned with respect to this symmetry point or line. Correspondingly we obtain a sector formula for the area if a cylindrical field is present and an area integral with respect to a line in a planar symmetry. We have illustrated these two cases by two exactly solvable models for the Maxwell equations realizing the homogeneous and time-varying magnetic field.

The dependence of the open circuit voltage on the direction of the magnetic field has been measured in [10]. There it has been found that if the surface of the electrode is oriented parallel or perpendicular to the magnetic field, the open circuit potential moves in opposite ways. Measuring the induced voltage of an open wire is given by the mirror image of the wire in a perpendicular plane to the magnetic field. The now closed area obeys Faraday’s law. Therefore we can suggest the rule that the induced voltage in this case is half the one which is induced by the area covered by the wire and its mirror image. Alternatively we might connect the curved wire with a straight line and use this area for the induction law. This mirror rule is only applicable if the symmetry axes or point crosses the wire.

We can suggest an experimental setup to determine the symmetry point or symmetry line of a given magnetic field. Measuring the induced voltage of an open straight line wire in different directions would yield zero if the wire is aligned perpendicular to a symmetry axis. If this line wire is now rotated from 0° to 90° one can extract from the increasing voltage the geometry whether we have sector formula as in our first example or a area integral with respect to a symmetry axes. From this one can conclude about the origin of the asymptotically homogeneous magnetic field. This might have astrophysical applications in determining the symmetry of sources of homogeneous magnetic field. This might have astrophysical applications in determining the symmetry of sources of homogeneous magnetic field.

We are going to calculate the integral

\[
\vec{I} = \int d^3r' \vec{\nabla} \cdot \vec{r}' \frac{1}{|\vec{r} - \vec{r}'|} = -\frac{4\pi}{3} \vec{r}
\]

(A1)

in four different ways.

a. By Gauß-Ostrogradsky The integral can be directly transformed into a surface integral by the integral theorem of Gauß-Ostrogradsky (one writes Gauß theorem three times for each coordinate and combines it as a vector)

\[
\int d^3r' \nabla \cdot \vec{r}' = \iint dA \vec{g}
\]

(A2)

and performing the azimuthal angle integration leaving the altitudes, one gets

\[
\vec{I} = -\iint \frac{1}{|\vec{r} - \vec{r}'|} d\vec{A} = 2\pi \lim_{r' \to \infty} \frac{\vec{r}'^2}{r} \int d\vec{x} \frac{x}{\sqrt{r'^2 + r^2 - 2rr'x}}
\]

\[
= -\lim_{r' \to \infty} 4\pi \frac{1}{3} \int \frac{r'}{r} \delta(r' < r) = -\frac{4\pi}{3} \vec{r}
\]

(A3)

b. Direct integration Performing the azimuthal angle integration directly

\[
\vec{I} = \int d^3r' \frac{\vec{r}' - \vec{r}}{|\vec{r}' - \vec{r}|^3} = 2\pi \int_0^\infty dy \int_0^1 dx \frac{y^2 - 1}{(1 + y^2 - 2yx)^{3/2}}
\]

\[
= -\frac{4\pi}{3} \vec{r}
\]

(A4)

c. By limit of known integrals The known mean Coulomb energy in s-wave state leads to the integral

\[
\int d^3r e^{-2\pi/a} \frac{1}{|\vec{R} - \vec{r}|} = \pi \alpha \left[ \frac{1}{R} - \frac{1}{e^{-2\pi/a}} \right] (A5)
\]

which we can use to apply \(-\vec{\nabla} \vec{R}\) and performing the \(a \to \infty\) limits leads exactly to (A1).

d. By a vector trick Using \(\vec{\nabla} \cdot \vec{r}' = 3\) we can use partial integration for the i-th component

\[
I_i = -\frac{1}{3} \int d^3r' (\vec{\nabla} \cdot \vec{r}') \delta_i \frac{1}{|\vec{r} - \vec{r}'|}
\]

\[
= \frac{1}{3} \int d^3r' \delta_i \delta_j \frac{1}{|\vec{r} - \vec{r}'|} = -\frac{4\pi}{3} \delta_i \int d^3r' \delta(\vec{r}' - \vec{r})
\]

\[
= -\frac{4\pi}{3} r_i
\]

(A6)

since all non-diagonal combinations are zero due to angular integrations and we have used \(\vec{\nabla}^2 \frac{1}{|\vec{r} - \vec{r}'|} = -4\pi \delta(\vec{r}' - \vec{r})\).
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