Abstract — The article describes project of autonomous workstation capable of feeding fledging birds. During the breeding season animal rescue centers are experiencing huge overload of patients and up to 20% of patients are birds. Despite small size they demand as much care as other animals — in case of fledging birds main need is frequent feeding which is impossible to cover by working staff. Designed workstation is meant to solve this problem and decrease mortality of sick or immature animals.
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ISSUE

The subject of this paper is the design of an autonomous robot for feeding fledglings. At first, it is important to explain the difference between terms “nestling” and “fledgling”. Among birds there are “altricial species”, so birds that at the time of birth are not self-reliant and must spend some time in a nest where they are fed by their parents [1]. When their vision, feathers, and basic motor skills are sufficiently developed, little birds attempt to leave the nest by themselves in order to become self-reliant. At the same time, their parents monitor and feed them. Also, little birds disperse moving in various directions, which naturally minimizes the risk of death of the entire clutch. Cats (including domestic, going-out cats), other predators and random factors constitute the most frequent threat. The breeding season of the most popular small birds in Poland is between April and August (depending on the number of clutches).

Provisions of law do not exhaustively specify the matter of accountability for helping wildlife, which happens to be an object of issue between local authorities and centres or persons concerned with animal welfare. The Act on the Protection of Nature specifies only the obligation of looking after an animal in a life-threatening situation (for example when an animal was hit by a car) [2]. However, in accordance with the Act on the Protection of Animals, wildlife is a national treasure, which implies the obligation of intervention, including rehabilitation and reintroduction [2, 3].

In a breeding season, a single wildlife rehabilitation centre accepts on average 450 animals, including 100 fledglings. Each of them requires feeding at least every two hours, and for some species this procedure is required also at night. In practice, it is impossible to handle by a centre team that consists of several persons.

Ease of feeding is a relative, empirically determined parameter. Some species, such as starlings, sit still and quietly when parents are not around, which is their natural defence against potential predators. When influenced by audible stimuli or light disturbances, they become active by tweeting, opening the bill, and searching for their parents. Fledglings do it also of their own choosing, naturally, when they are very hungry. This behaviour facilitates feeding, therefore everyone is able to do it without an extensive training. The activity concerns dropping food and a few water droplets until a bird calms down and stops reacting to stimuli. On the other hand there are swifts that are similar to swallows in terms of their physical appearance and way of living. This species neither follows food, nor opens the bill, so in order to feed it, one must skilfully grab it, forcefully open the bill (in a way that will not break it), and insert food into its oesophagus that is located asymmetrically, on the right side. Very often, swifts spit the entire amount of food after a few minutes of feeding. Unfortunately, humans are not able to replace true mother, and raising little animals in the artificial life environment has been tested only for livestock.

On the basis of the described issue, the idea of creating a robot that would make feeding automated was born.
I. SCOPE OF WORK

The process of designing a robot consists of the development of a mechanical part, robot’s control system, dedicated algorithm for the animal behaviour analysis, and the creation of the main application for connecting these components. In order to address the issue, it is necessary to use a camera, and therefore the use of the computer vision algorithms is required as well.

The mechanical part consists in the choice of robot and food dispenser. The control system must properly operate chosen motors, sensors, and other actuating elements, and also, in accordance with the chosen protocol, properly communicate with the main application. It was established in the design that both mentioned parts would not be designed from scratch - ready-made, dedicated units were applied.

The main application must properly control the entire system on the basis of programmed data and information derived from the camera. Robot for feeding birds should be able to position above a bird and deliver two types of food: mealworms (insects) and water.

Since no ready-made algorithm was found for detecting birds in a way that would enable the performance of the described activity, the algorithm had to be created from scratch, and as there are various types of image analysis algorithm available, the comparison of several types was carried out. The project also provides for a graphical interface, with the use of which a user can change programme parameters and read the collected data.

II. DESCRIPTION OF THE SYSTEM

Figure 1 presents a diagram of the entire system; elements that are described in detail in the paper are marked in blue. Other parts were ready-made units, used in accordance with existing licences.

III. ROBOT AND FOOD DISPENSER

When choosing a robot, the main criteria were: movement in three dimensions, and operating space for safe operation above the animal.

Among ready-made solutions, two main types may be distinguished:
• Arm.
• Cartesian robot.

It was decided that the cartesian robot would be applied due to the following reasons:
• lower price.
• high operating precision.
• easier modification of the final actuating element.

The attempt to install the food dispenser on an arm would pose a risk of overloading.
• clearly structured software for controlling movements of the robot.
• large enough operating space.

By virtue of the final recipient and usage, the robot should be possibly cheap, easy to use, durable (resistant to e.g. inadvertent fall) and safe to operate. In these terms a cartesian robot surpassed an arm, and at the same time it met the set requirements.

Stepper motors are responsible for movements of the cartesian robot. Their operating precision strongly exceeds the demand - 0.005 mm with regard to 1 mm - however, safety is also an important aspect. The movement must be precise in order not to hurt a fledgling.

Having the base on which a container with a fledgling and actuating elements for positioning the robot may be placed, it should be extended with a food dispenser. A ready-made design was used [4], which allows for the delivery of
solid food and water. Due to this, the following elements were added to the system:

- servo-drive for controlling the food dispenser,
- IR beam interruption sensor,
- water pump,
- water level sensor.

Fig. 2. Assembled workstation with mounted food dispenser

IV. CAMERA AND OBJECT DETECTION

When a container with a bird is already placed in the operating space, two parameters must be determined: its localisation and status - open bill or closed bill, in order to decide on whether the robot should deliver food or not. This part was performed with the use of a camera installed on a food dispenser, dedicated computer vision algorithm (specifically – object detection type), and the main programme that on the basis of the results of the analysis communicates with a dedicated control system and forces the operation of actuating elements.

In a simplified manner, the cycle of controlling the robot operation is as follows:

1. Detection of fledglings.
2. Localisation, determination of the coordinates.
3. Robot positioning.
4. Feeding.

If there are a lot of birds, the programme operates iteratively and repeats the sequence for every single bird.

In order to perform the detection and localisation procedures, as well as to determine whether the bird’s bill is open or closed, computer vision algorithms have been applied. Available solutions of different complexity levels were compared: easy, based on colours and movement detection, Haar Cascades algorithm, and neural networks. Convolutional neural networks are a special type of networks, dedicated to detecting objects in an image. In spite of a higher level of complexity, they guarantee the highest precision (of nearly 100%), the recognition of various labels and the speed of operation that enables the real-time analysis, therefore it was decided that these networks would be applied. The potential of further development of the algorithm is also an important argument that advocates the use of these networks. Trained neural network may be further developed and extended by new labels that allow for e.g. distinguishing species, detecting diseases, and even determining patterns of behaviour. Such feature provides potential not only for the automation of animals care, but also for the research into animals.

The computing power of available computers increases along with neural capacity, therefore devices that operate them are continually smaller, cheaper, and more available.

Since the ready-made algorithm that performs the abovementioned objectives did not exist, it was necessary to choose a type of network and train it with the use of own dataset. It was decided that a tuning method would be applied, which means that only the correction of parameters of already trained network with the use of certain dataset (most frequently COCO dataset — Common Objects in Context) is required to be performed and adjusted to own dataset. Such a solution is much faster than training a network from scratch, and it guarantees equally high effectiveness.

For network training it was necessary to prepare set of pictures of what camera may see, and label each one of them defining points of a bounding boxes containing objects to detect. It was performed with the use of the Roboflow tool. The tool was used since it allows for importing data in various formats, convenient marking of pictures, initial editing and augmentation, and exporting to various formats.

Fig. 3. A graph that compares accuracy with regards to the speed of operation of various convolutional neural network architectures for detecting objects, trained with COCO dataset [5].
New dataset was created, and around 221 previously prepared pictures that were exported from film frames recorded while feeding, were imported into the dataset. Next, each picture was manually marked with two labels: “starling - open” and “starling - closed”. It is a good practise to add more detailed labels from the very beginning, as there is always a possibility to generalize them in further work, while making them more detailed is connected with another revision of the entire dataset.

Next - before the export of a dataset - as part of initial processing, the automatic orientation of data was set and all sizes were converted into 416 x 234 pixels (proportion 16:9). As part of the augmentation of data, only 3 rotations were set as the bird may be seen in every orientation. No additional image noise and light editing features were set as input data were themselves characterised by wide variety in these terms. The augmentation allowed for the increase in number of pictures from 221 to 531. The proportion of the division into training, validating, and testing datasets was 70%, 20%, and 10%. Such prepared data are ready for being exported and introduced into the algorithm that trains the network.

It should be noted that in the field of machine learning, to which convolutional neural networks belong, a dataset is of strategic significance. The algorithm, regardless of its accuracy, will be as effective as properly and comprehensively the said dataset will be prepared.

The adjustment mechanism was applied in the process of training. Architecture MobileNetSSDv2, that was developed by a Google team in 2019, was used as the core network [6]. This architecture was chosen since it is relatively new and is assumed to be applied in small or mobile devices with limited computing power, and such a computer operates the robot being described.

The effects of an exemplary detection are presented in Figure 6.

Within this design the use of algorithms for tracking objects were taken into consideration as well. The fledgling in the picture is specific enough and not too mobile, so the use of such an algorithm may significantly save computing power. In this way, the detection may be performed within the first few seconds before feeding, and later on the detected objects will only need to be tracked. It also allows for the identification of a certain fledgling over time.

OpenCV library provides a wide range of such algorithms, and three of them are recommended for working with networks [4, 7]:
- CSRT (Discriminative Correlation Filter Tracker with Channel and Spatial Reliability) - high efficiency at the cost of lower amount of FPS.
- KCF (Kernelized Correlation Filters) - high amount of FPS at the cost of lower accuracy.
- MOSSE (Minimum Output Sum of Squared Error) - faster but less accurate than previous algorithms.

The design puts more emphasis on accuracy than speed, therefore it was decided that CSRT algorithm would be applied.

The described algorithms are controlled by a single board computer (SBC) Raspberry Pi 4B. Its computing power allows for the performance of the task, the operation of peripheral devices, and providing the user with a graphical interface, and simultaneously, due to its popularity, it is a stable and easy to programme solution. It is also a cheap solution, which in the case of commercialisation of the design translates into the final price.
V. MAIN PROGRAM

Apart from the object detection and tracking algorithms, the main programme needed to be created as on the basis of the results provided by the neural network or tracking algorithm, it controls the operation of the robot. The main programme is also responsible for the communication with the user by means of the graphical interface that allows for:

- defining containers and number of fledglings,
- starting and stopping the robot,
- previewing the camera image in various modes: with or without the visualisation of the analysis.

The computer provides the graphical interface in a local network, so every connected person, under the particular IP address, is able to find the control panel that enables defining containers with fledglings and monitoring the process of feeding.

![Main interface view](image)

Fig. 7. The main interface view.

On the basis of knowledge gained by testing various solutions, the final version of the complete algorithm for the analysis of fledglings’ behaviour dynamics was proposed; the analysis is aimed at:

- detecting fledglings,
- positioning of the food dispenser above a fledgling,
- determining whether the bill is open,
- delivering food when the bill is open,
- starting at the user’s call.

A flowchart of the algorithm is presented in Figure 8.

VI. DEDICATED/UNIVERSAL CONTROL SYSTEM

In order to enable the communication between the SBC and actuating elements of the robot, the dedicated control system was applied [8].

The main programme communicates with it in two situations:

1. Positioning of the robot - forcing the movement so that a food dispenser is placed above the bill.
2. Delivery of food - controlling the food dispenser if the bill is open.

Chosen, dedicated control system allows for the operation of all actuating elements and the analysis of digital signals. It also provides API (application programming interface) in Python language that enables a smooth integration with the main programme on the SBC.

In addition, the system allows for power supply to the SBC, stepper motors, and water pump.
Fig. 8. Flowchart of the main programme algorithm.
VII. SUMMARY

Mechanical, electronic, and programming elements were chosen or programmed in the design in order to solve a certain issue. Modern technologies significantly help increasing the life quality of not only people, but also animals. At a time when human interference in a natural environment is increasing, the environment is not only being changed, but it also frequently causes negative effects, such as animal health risk, disability, and death. Wildlife rehabilitation centres attempt to minimize these effects, however the scale of their action is frequently too small. In this case, new technologies may help by improving work, minimizing mortality of animals, and helping with the reintroduction, which eventually bring benefits for both a natural environment and humans.

PROJEKT AUTONOMICZNEGO ROBOTA DO KARMIENIA POZILOTÓW

Artykuł opisuje projekt stanowiska służącego do automatycznego karmienia podlotów. W sezonie lęgowym ośrodki rehabilitacji dzikich zwierząt zmagają się ze zwiększoną liczbą pacjentów, z których nawet do 20% stanowią ptaki. Mimo małych rozmiarów wymagają tyle samo opieki co pozostałe zwierzęta – w przypadku podlotów głównym zadaniem jest regularne i częste karmienie co jest niemożliwe do zrealizowania przez ograniczony zespół. Zaprojektowany robot ma za zadanie rozwiązać ten problem, wspomóc pracowników i zmniejszyć śmiertelność młodych lub chorych ptaków.
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BIBLIOGRAPHY
[1] Derrickson E.M., Comparative Reproductive Strategies of Altricial and Precocial Eutherian Mammals. „Functional Ecology”. Baltimore : British Ecological Society, 1992. DOI 10.2307/2389771.
[2] Ustawa z dnia 16 kwietnia 2004 r. o ochronie przyrody.
[3] Art. 21 ustawy z dnia 21 sierpnia 1997 r. o ochronie zwierząt Dz. U. 1997 Nr 111 poz. 724.
[4] Design of 3D food dispenser, https://grabcad.com/library/mini-podajnik-celkowy-1 (date of access 01.12.2020 r.)
[5] Wang C., Bochkovskiy A., Liao Hong-Yuan M., Scaled-YOLOv4: Scaling Cross Stage Partial Network. 2020.
[6] Sandler M. et al, MobileNetV2: Inverted Residuals and Linear Bottlenecks. 2019.
[7] Lukežič A. et al, Discriminative Correlation Filter Tracker with Channel and Spatial Reliability. 2019.
[8] Klisz P., Projekt autonomicznego robota do karmienia podlotów. Dedykowany układ sterowania. Katowice : WST, 2021.
