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Abstract. We present an efficient approach to prove termination of monotone programs with integer variables, an expressive class of loops that is often encountered in computer programs. Our approach is based on a lightweight static analysis method and takes advantage of simple properties of monotone functions. Our preliminary implementation shows that our tool has an advantage over existing tools and can prove termination for a high percentage of loops for a class of benchmarks.

1 Introduction

Proving termination of programs is a challenging and important problem whose solutions can significantly improve software reliability and programmer productivity. Termination analysis also plays a role in the analysis of reactive systems, non-terminating systems that engage in ongoing interaction with their environments. In this case, a termination argument is used to prove liveness properties such as the absence of deadlock or livelock, by establishing that some desired behaviour is not postponed forever. While the problem of proving termination has now been extensively studied [28,25,7,4,18,8,16,17,21,20,29,3,23], search for efficient methods for proving non-termination that can cover a broad range of programs remains open.

A huge body of work has been done on proving termination of programs that is based on a number of techniques such as abstract interpretation [4,29], bounds analysis [16,17], ranking functions [6,14], recurrence sets [18,20] and transition invariants [21,25]. The most popular technique to prove termination is through the synthesis of a ranking function, a mapping from the state space to a well-founded domain, whose value monotonically decreases as the computation progresses. However, it is known that the linear ranking approach cannot completely resolve the problem [21,7], since there are terminating programs that have no such ranking function [3]. Moreover, linear ranking functions do not suffice for all loops, and, in particular for multipath loops [2]. Thus, the problem of decidability of termination for linear loops stays open, in its different variants.

Monotonicity is a useful property that is often encountered in computer programs [19,27]. Indeed, a very high percentage of variables of programs are monotonic in nature and therefore the analysis of such programs can be significantly improved by exploiting monotonicity. The complexity of the termination problem together with the observation that most loops in practice have (relatively) simple termination argument and are monotone in nature suggest the use of light-weight static analysis for this purpose.
The termination problem is a hard problem, and one can expect it to be decidable only in the simplest cases [7]. In this work we study the termination problem of a simple class of loops with multiple paths and linear monotone assignments. The loop is specified by some initial condition, a loop guard, and a “loop body” of some restricted form. We allow the loop guard to be either a conjunction of diagonal-free constraints (i.e. where the only allowed comparisons are between a loop variable and a constant) or diagonal constraints (where difference between two variables can be also compared with constants). The analysis takes advantage of properties of monotone expressions [19,27], where we use recurrence relations to model the loop iteration update of each loop variable over a single variable $n \in \mathbb{N}$ denoting the loop counter. We consider a wide variety of loop forms with different syntactic structure (i.e. different forms of loop guard and update expressions). For each of these forms we identify exactly the concrete conditions under which the loop can be said to be non-terminating. These conditions turn out to have a surprising level of complexity. In particular, we find that these conditions can differ, depending on the assumptions that we make about the syntactic structure of the loop. An advantage of the proposed approach is that it works on programs as they are, without imposing any extra annotation effort or invoking a safety checker as other methods typically do.

To demonstrate the efficiency of the proposed approach we compare our implementation against the (strongest) tools that participate in SV-COMP\footnote{http://sv-comp.sosy-lab.org/2016/} using two benchmarks: the SNU real-time benchmark (www.cprover.org/goto-cc/examples/snu.html) and the Power-Stone benchmark [22]. Namely, we compare the implementation against the tools AProVE [1] and 2ls [9]. Our implementation outperforms both AProVE and 2ls in two aspects. First, it can handle a larger class of monotone programs than both AProVE and 2ls. Second, for the programs that all tools can handle our tool can decide termination much faster.

Related Work. Termination is a fundamental decision problem in program verification. In particular, termination of programs with linear assignments and guards has been extensively studied over the last decade. This has led to the development of powerful semi-algorithms to prove termination via synthesis of ranking functions, several of which have been implemented in software-verification tools such T2 [13] and ARMC [29]. The work in [10,11,6] use algorithms with sub-procedure for ranking individual paths; which is focused on the iterative construction of a termination argument for a full program. See the surveys by Ben-Amram and Genaim [2], and by Gasarch [15] describing semi-algorithmic approaches to termination based on ranking functions.

In [28] Tiwari proves that the termination of a class of single-path loops with linear guards and assignment is decidable when the domain of the variables is $\mathbb{R}$. Braverman proved that this holds for $\mathbb{Q}$ as well [7]. However, both have considered universal termination of single-path loops, the termination of single/multi-path loops for a given input left open.
Biere, Artho, and Schuppan propose an encoding of liveness properties into an assertion [5]. This approach allows proving termination of programs without a ranking sub-procedure. It has been reported to prove termination of programs that require non-linear ranking functions. Prior experimental results on some benchmarks indicate this encoding results in difficult safety checks [12].

Berdine et al. present an algorithm for proving termination that is based on abstract interpretation [4]. Using an invariance analysis they construct a variance analysis, and they use the fact that the transitive closure of a well-founded relation is also well-founded to show that the fixed-point obtained by their analysis is correct.

2 Preliminaries

In this section we introduce some definitions that we use throughout the paper.

Definition 1. A linear loop \( L \) with integer variables \( x_1, \ldots, x_n \) is a while loop of the form

\[
\text{while } (\phi_1 \land \ldots \land \phi_m) \text{ do } \{s_1; \ldots; s_n\}
\]

where each condition \( \phi_i \) is one of the following form \((x_i \sim c)\) or \((x_i - x_j \sim c)\) such that \( c \in \mathbb{Z} \) and \( \sim \in \{<, \leq, >, \geq\} \). We call the constraints of the form \((x_i \sim c)\) as diagonal-free constraints and the constraints of the form \((x_i - x_j \sim c)\) as diagonal constraints. Each instruction \( s_i \) is one of the following form

\[
s_i := \text{Assignment} \mid \text{if } \phi \text{ then Assignment else Assignment}
\]

where \( \phi \) is a condition and Assignment can be of the following form

\[
x_i := u \mid x_i := u * x_i \mid x_i := x_i + v \mid x_i := u * x_i + v
\]

such that \( u, v \in \mathbb{Z} \).

Intuitively, the semantics of a while loop can be interpreted as follows: starting from initial values for the variables \( x_1, \ldots, x_n \) (the input), the instructions \( s_1, \ldots, s_n \) are executed either sequentially or conditionally as far as the condition \((\phi_1 \land \ldots \land \phi_m)\) holds. We say that the loop terminates for a given input if the condition \((\phi_1 \land \ldots \land \phi_m)\) eventually evaluates to false.

In this paper we are interested in studying termination of linear monotone loops. The property of monotonicity of a statement is defined with respect to a specific loop surrounding the statement. Consider a while loop \( L \) and a statement \( s : x := e \); inside the loop. Further consider a single execution of the loop which involves \( n \) iterations through the loop. Let \( \ell_1, \ell_2, \ldots, \ell_n \) denote the \( n \) consecutive iterations of the loop and \( x_1, x_2, \ldots, x_m \), denote the values assigned to \( x \) during these iterations, where \( m \leq n \) because statement \( s \) may not be executed during every iteration if there are conditional branches inside the loop.
Definition 2 (Monotonic statements [27]). A statement $s$ is considered to be loop monotonic w.r.t. loop $L$ if the sequence of values assigned to variable $x$ during successive executions of $s$ forms an increasing or decreasing sequence of values (i.e. $x_i < x_{i+1}$ or $x_i > x_{i+1}$). The monotonic statement $s$ is considered to be regular monotonic if the sequence $x_1, x_2, ..., x_m$ is an arithmetic progression or geometric progression. Otherwise, the monotonic statement is considered to be irregular monotonic.

The class of monotonicity of a statement $s : x := e$; surrounded by a loop $L$ can be determined using a set of static techniques. In [27] a sophisticated static analysis is employed in order to determine loop monotonic variables. For space reasons we omit discussion of these techniques and we refer the reader to [27]. Throughout this paper we use the following notations: $\uparrow$ to denote a monotonically increasing update expression, $\downarrow$ to denote a monotonically decreasing update expression, and $\rightarrow$ to denote a constant expression.

3 Single-path Linear Monotone Loops

In this section we consider termination of single-path linear monotone loops. We consider first termination of single-path loops with diagonal-free constraints and then single-path loops with diagonal constraints. The structure of single-path loops with diagonal-free constraints that we consider has the following form

$$\text{while} \ (x \sim c) \ \text{do} \ \{x := f(x); \}$$

(1)

where $\sim \in \{<, \leq, >, \geq\}$, $c \in \mathbb{Z}$, and the statement $s : x := f(x)$ is a monotonic statement. Termination of a program of the form (1) is very straightforward and can be decided using Lemma 1.

Lemma 1. Let $L$ be a program of the form (1). Then $L$ is terminating if $\sim \in \{<, \leq\}$ and $s \uparrow$ or $\sim \in \{>, \geq\}$ and $s \downarrow$. On the other hand, $L$ is non-terminating if $\sim \in \{<, \leq\}$ and $s \downarrow$ or $\sim \in \{>, \geq\}$ and $s \uparrow$, given that the initial value of $x$ (let us call it $x_0$) satisfies the loop guard.

3.1 Single-path Loops with Diagonal Constraints

In this section we consider single-path loops with diagonal constraints of the form

$$\text{while} \ ((x - y) \sim c) \ \text{do} \ \{x := f_1(x); \ y := f_2(y); \}$$

(2)

where $\sim \in \{<, \leq, >, \geq\}$, $c \in \mathbb{Z}$, and the statements $s_1 : x := f_1(x)$; and $s_2 : y := f_2(y)$; are monotonic statements.

In Table 1 we classify linear monotone expressions into regular and irregular expressions, where regular expressions are classified further into regular
expressions with arithmetic progression and regular expressions with geometric progression. We model the loop iteration update of each loop variable as a recurrence equation over a new variable \( n \in \mathbb{N} \) denoting the loop counter.

Recurrence equations are fundamental models used for the definition of relations between consecutive elements of a sequence. In this work, we show that for linear monotone programs, it is more natural to represent the behaviour of loop variables and to reason about termination using recurrence equations instead of using conventional approaches such as linear ranking approach. Using such formalization, the analysis can take advantage of fundamental mathematical properties of various types of recurrence relations which arise during the analysis. As shown in Table 1 there are two types of recurrence equations that arise during the analysis of monotone programs: linear and exponential equations.

We now discuss different procedures to analyse termination of a program of the form (2) depending on the various types of recurrence relations which arise during the analysis. We consider the case where \( \sim \in \{>, \geq\} \) since the analysis of the case where \( \sim \in \{<, \leq\} \) is very similar. Note that if the variables move in opposite directions (i.e. one increases and the other decreases) then the analysis is trivial (i.e. if \( x \) moves up and \( y \) moves down then the program is non-terminating, while if \( x \) moves down and \( y \) moves up then the program is terminating, given that the initial values \((x_0, y_0)\) satisfy the loop guard). However, if the variables move in the same direction then the analysis can be non-trivial.

**When both variables grow/decay linearly of the form \( Ra \).** Let \( s_1 \) and \( s_2 \) be monotonic statements of the form \( Ra \). Termination of a program of the form (2) can be then decided using the following rules.

1. If \( (s_1 \uparrow \land s_2 \uparrow \land (v_1 \geq v_2)) \) then the program is non-terminating. If \( (s_1 \uparrow \land s_2 \uparrow \land (v_1 < v_2)) \) then the program is terminating.
2. If \( (s_1 \downarrow \land s_2 \downarrow \land (|v_1| \leq |v_2|)) \) then the program is non-terminating. If \( (s_1 \downarrow \land s_2 \downarrow \land (|v_1| > |v_2|)) \) then the program is terminating.

**When both variables grow/decay exponentially of the form \( Rg \).** Let \( s_1 \) and \( s_2 \) be monotonic statements of the form \( Rg \). Termination of a program of the form (2) can be then decided using the following rules.

1. If \( (s_1 \uparrow \land s_2 \uparrow \land (u_1 \geq u_2)) \) then the program is non-terminating. If \( (s_1 \uparrow \land s_2 \uparrow \land (u_1 < u_2)) \) then the program is terminating.
2. If \( (s_1 \downarrow \land s_2 \downarrow \land (|v_1| \leq |v_2|)) \) then the program is non-terminating. If \( (s_1 \downarrow \land s_2 \downarrow \land (|v_1| > |v_2|)) \) then the program is terminating.
When one variable grows/decays linearly and the other exponentially.

Let $s_1$ be a monotonic statement of the form $R_a$ and $s_2$ be a monotonic statement of the form $R_y$ or $I$. Then termination can be decided using the following rules.

1. If $(s_1 \uparrow \land s_2 \uparrow)$ then the program is terminating since for any exponential function and any linear function with positive growth, the exponential function will eventually outstrip the linear function.
2. If $(s_1 \downarrow \land s_2 \downarrow)$. This case requires a special decision procedure (see Algorithm 1) since it is not obvious whether there will be an iteration at which the guard $(x_n - y_n \sim c)$ can be violated.

```
Input: \((x_0, y_0, v_1, v_2, u, c, \sim)\)
Output: \{ \text{terminating, non-terminating} \}

int n := 1;
while (true) {
    \(x_n = (x_0 + v_1 \ast n)\);  \(y_n = u^n \ast y_0 + \sum_{n=0}^{n-1}(u^n \ast v_2)\);
    if (\((\sim \sim \geq) \land y_n \geq (x_n - c)\) \lor (\sim \sim \geq) \land y_n > (x_n - c)) \) return terminating;
    if (\(y_n < (x_n - c) \land x_n < 0 \land y_n < 0\)) return non-terminating;
    n := n + 1;
}
```

Algorithm 1: Special decision procedure for case 2

Note that when algorithm 1 terminates with ‘terminating’ then the search has reached an iteration where the loop guard is violated. On the other hand, when the algorithm terminates with ‘non-terminating’ then the search has reached an iteration where \(y_n < (x_n - c) \land x_n < 0 \land y_n < 0\). This condition is sufficient to guarantee non-termination of this form of loops since \(x\) is decreasing linearly while \(y\) is decreasing exponentially.

We now turn to discuss the case where \(x\) grows/decays exponentially and \(y\) grows/decays linearly. In this case termination can be decided as follows.

1. If \((s_1 \downarrow \land s_2 \uparrow)\) then the program is terminating since there will be an iteration where \(x\) can be smaller than \(y\). This is due to the assumption that \(x\) is decreasing exponentially while \(y\) is decreasing linearly.
2. If \((s_1 \uparrow \land s_2 \downarrow)\). This case requires a special decision procedure (similar to Algorithm 1 above) but it differs at the condition at which it returns ‘non-terminating’ which will be of the form \((x_n > (y_n + c))\). This is due to the observation that once the exponential function outstrips the linear function at some iteration it continues to outstrip it at all future iterations.

When both variables grow/decay exponentially. In this case a decision procedure similar to Algorithm 1 can be used to decide termination. The procedure differs from Algorithm 1 at the condition at which it terminates with
‘non-terminating’. That is, if both variables are moving up then the procedure terminates with ‘non-terminating’ when the search reaches an iteration at which \( (x_n > y_n + c) \land u_1 \geq u_2 \) since both \( x \) and \( y \) grow exponentially as the loop proceeds. On the other hand, if both variables are moving down then the condition at which the algorithm terminates with ‘non-terminating’ will be of the form \( (y_n < (x_n - c) \land x_n < 0 \land y_n < 0 \land u_1 \leq u_2) \) since both variables decay exponentially as the loop proceeds.

In Table 2 we summarise the stopping condition at which a decision procedure of the form (3) returns ‘non-terminating’ when the variables \( x \) and \( y \) move in the same direction but with different mathematical behaviour. Note that the procedures return ‘terminating’ when the loop guard \( (x - y \sim c) \), where \( \sim \in \{>, \geq\} \), is violated but they differ at the stopping condition at which they return ‘non-terminating’ since this depends on the characteristics of the recurrence update equations of \( x \) and \( y \) (i.e. whether they grow/decay linearly or exponentially). The +, − signs used as a superscript of notations \( R_a \), \( R_g \), and \( I \) to indicate whether the variable is moving up (+) or moving down (−).

| Update statements | Stopping condition (non-termination) |
|-------------------|-------------------------------------|
| (1) \( s_1 = R_a \land s_2 = R_g \) | \( (y_n < (x_n - c) \land x_n < 0 \land y_n < 0) \) |
| (2) \( s_1 = R_g \land s_2 = I^+ \) | \( (x_n > (y_n + c)) \) |
| (3) \( s_1 = R_g \land s_2 = R_g \) | \( (x_n > y_n + c) \land u_1 \geq u_2 \) |
| (4) \( s_1 = I^+ \land s_2 = R_g \) | \( (y_n < (x_n - c) \land x_n < 0 \land y_n < 0 \land u_1 \leq u_2) \) |

Table 2: Stopping condition at which the procedure returns non-terminating

4 Multi-path Loops with Diagonal-free Constraints

Paths of multi-path loops can interleave in a non-trivial manner. Reasoning about termination of multi-path loops is therefore a challenging task. The class of multi-path loops that we consider has the following form

\[
\text{while } (x \sim c) \text{ do } \{\text{if } (x \sim c_1) \text{ then } x := f_1(x); \text{ else } x := f_2(x); \}\quad (3)
\]

where the statements \( s_1 : x := f_1(x); \) and \( s_2 : x := f_2(x); \) are monotonic statements, \( \sim, \sim \in \{<, \leq, >, \geq\} \), and \( c, c_1 \in \mathbb{Z} \). We refer to the assignment \( x := f_1(x) \) as a conditional assignment, as its execution depends on the truth value of the condition \( (x \sim c_1) \). As we shall see in this section the complexity of termination analysis of a program of the form (3) varies depending on the class of monotonicity of the statements \( s_1 \) and \( s_2 \) and whether the conditional branches
of the program interleave between iterations. During the analysis of the different cases of a program of the form \(\text{(3)}\) we use \(\phi\) to refer to the loop guard \((x \sim c)\) and \(B\) to refer to the condition \((x \sim c_1)\). We write \(\sim\) to refer to the relation operator used in the loop guard, \(\sim_B\) to refer to the relation operator used in the if-branch, and \(\sim_{\sim B}\) to refer to the relation operator used in the else-branch.

**Observation 1** If the statements \(s_1\) and \(s_2\) in program \(\text{(3)}\) have the same monotonicity behaviour (i.e. both are monotonically increasing or monotonically decreasing) then we can safely ignore \(B\) and use Lemma \(1\) to verify termination.

### 4.1 When One Statement is Monotone and the other is Constant

In this section we analyse termination of a program of the form \(\text{(3)}\) under the assumption that one of the update statements is strictly monotone and the other is constant. In this case there are several sub-cases to consider depending on the operators \(\sim\), \(\sim'\) and the class of monotonicity of the statements \(s_1\) and \(s_2\).

1. When \(\sim_\phi \in \{>,\geq\}\) (i.e. \(x\) is bounded from below in loop guard \(\phi\)) and \(\sim_B \in \{<,\leq\}\) (i.e. \(x\) is bounded from above in \(B\)) and \(s_1 \uparrow\) and \(s_2 \rightarrow b\) (i.e. \(f_2(x) := b\), where \(b\) is a constant). From the syntactic structure of the given loop form and by observing the way the loop variable \(x\) is changed w.r.t to the loop condition it is easy to see that for this form of loops there is only one condition of non-termination. This happens when \((b \sim_\phi c)\), where \(\sim_\phi\) is the relational operator used in the guard \(\phi\). Note that if the if-branch can not contribute towards the termination of the loop since \(s_1\) is monotonically increasing and \(x\) is bounded from below in \(\phi\). However, from the given loop form we note that when the if-branch is triggered then the else-branch will be triggered at some later iteration. Hence, the formula of non-termination for this form of loops can be described as follows

\[
NT = (x_0 \models \phi \land (b \sim_\phi c))
\]  

(4)

where \(x_0\) denotes the initial value of \(x\) and \(x_0 \models \phi\) means that the guard \(\phi\) is evaluated to \(true\) when \(x = x_0\). If formula NT is satisfiable then we say the loop is non-terminating. Note that formula \(\text{(4)}\) can be used also to verify termination of loops in which \(\sim_\phi \in \{<,\leq\}, \sim_B \in \{>,\geq\}\), \(s_1 \downarrow\), and \(s_2 \rightarrow b\) for the same reasoning given above.

2. When \(\sim_\phi \in \{>,\geq\}\) and \(\sim_B \in \{<,\leq\}\) and \(s_1 \downarrow\) and \(s_2 \rightarrow b\). For this form of loops there is only one case of non-termination. This case happens when the else-branch is triggered during the execution of the loop and that \((b \sim_\phi c)\) and \((b \sim_B c_1)\). Note that if the if-branch is triggered during the execution of the loop then the loop will eventually terminate since \(x\) is bounded from below in \(\phi\) and from above in \(B\) and \(s_1\) is monotonically decreasing.

\[
NT = (x_0 \models \phi \land x_0 \not\models B \land (b \sim_\phi c) \land (b \sim_B c_1))
\]  

(5)

Formula \(\text{(5)}\) can be used also to verify termination of loops in which \(\sim_\phi \in \{<,\leq\}, \sim_B \in \{>,\geq\}\), \(s_1 \uparrow\), and \(s_2 \rightarrow b\) for the same reasoning given above.
3. When $\sim_{B} \in \{<, \leq\}$ and $\sim_{B} \in \{<, \leq\}$ and $s_1 \uparrow$ and $s_2 \rightarrow_{b}$. Analysing termination of this form of loops is non-trivial since the conditional branches of the loop can interleave between iterations. However, before discussing the conditions of non-termination of this form of loops we need to observe the following. From the syntactic structure of the given loop form we note that when the loop is non-terminating and the if-branch is triggered then the else-branch will be triggered at some later iteration since $x$ is bounded from above in $B$ and $s_1$ is monotonically increasing. On the other hand, when the else-branch is triggered then the if-branch may or may not be triggered at future iterations depending on the value of the constant $b$. Hence, finding the conditions of non-termination of this form of loops requires some numerical analysis. Since $x$ is bounded from above in $B$ and $s_1$ is monotonically increasing then we need to compute the smallest value of $x$ that falsifies the condition $B$ when the if-branch is triggered with $x = d$, where $d \in \{x_0, b\}$.

That value can be computed using some special numerical procedures depending on the class of monotonicity of the statement $s_1$. That is, if $s_1$ is $R_a$ (i.e. has the form $x := x + v$) then one can use formula (6). On the other hand, if $s_1$ is $R_g$ or $I$ then one needs to use Algorithm 2, where the bound $c_1$ that appears in the algorithm is the bound that $x$ is compared to in the condition $B$.

\[
\psi_a(d) = \begin{cases} 
((c_1 + v) - ((c_1 - d) \% v)) & \text{if } \sim_{B} = ^{'}\leq^{'} \land x_n \geq c_1 \\
(((c_1 - 1) + v) - ((c_1 - 1) - d) \% v)) & \text{if } \sim_{B} = ^{'}<^{'} 
\end{cases} 
\]  

(6)

Let us explain the intuition behind formula (6). Note that at each iteration the if-branch is triggered the variable $x$ is incremented by $v$. Hence, the maximum value that $x$ can reach from the consecutive execution of the if-branch is either $(c_1 + v)$ or $(c_1 - 1 + v)$ depending on $\sim_{B}$. Therefore, if $(c_1 - d)$ is a multiple of $v$ then the smallest value of $x$ that falsifies $B$ will be either $(c_1 + v)$ or $(c_1 - 1 + v)$. On the other hand, if $(c_1 - d)$ is not a multiple of $v$ then the remainder needs to be subtracted from the maximum value $(c_1 + v)$ or $(c_1 - 1 + v)$ depending on $\sim_{B}$.

---

**Input:** $(d, c_1, u, v, \sim_{B})$

**Algorithm 2:** Special procedure $\psi_{a}, \psi_{l}$

By analysing the conditional branches of the loop and their possible interleaving one can see that there are four conditions of non-terminating for this form of loops, which can be formalised as follows
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4.2 When Both Update Statements are Strictly Monotone

This is the most challenging form of loops to consider since at some iteration of the loop the variable $x$ may be updated using the arbitrary monotone statement $s_1$ while in some later iteration it may be updated using the arbitrary monotone statement $s_2$. Hence, to analyse termination of this form of loops we need to consider several sub-cases depending on the class of monotonicity of the statements $s_1$ and $s_2$ and the operators $\sim$ and $\sim'$.

1. When $\sim \phi \in \{>, \geq\}$ and $\sim B \in \{>, \geq\}$ and $s_1 \uparrow$ and $s_2 \downarrow$. Surprisingly, this case is trivial since there is only one condition under which the loop can be non-terminating as described in formula (11).

$$NT = (x_0 \models \phi \land x_0 \models B)$$ (11)

That is, if the if-branch is triggered in the first iteration of the loop then the loop is non-terminating since $s_1$ is monotonically increasing and $x$ is bounded from below in both $\phi$ and $B$. Note that the else-branch cannot contribute towards the non-termination of the loop since $s_2$ is monotonically decreasing and $x$ is bounded from below in $\phi$ and from above in $\neg B$. Formula (11) can be used also to verify termination of loops in which $\sim \phi \in \{<, \leq\}$, $\sim B \in \{<, \leq\}$, $s_1 \downarrow$, and $s_2 \uparrow$ for the same reasoning given above.

2. When $\sim \phi \in \{<, \leq\}$ and $\sim B \in \{<, \leq\}$ and $s_1 \uparrow$ and $s_2 \downarrow$. For this form of loops it is not possible to derive a concrete formula for verifying termination as we have done for the previous cases since in case of non-termination the two branches will activate each other in alternation and hence the loop variable will be updated using any of the two arbitrary statements. We therefore use a special procedure to analyse termination of this form of loops. The procedure (see Algorithm 3) is guaranteed to return with a correct answer. The procedure uses the auxiliary formulas $\psi(x)$ and $\psi'(x)$ to compute the precise value of $x$ between iterations. The procedure maintains a list called PASSED to store the values of $x$ that are already examined. Note that if at some iteration of the loop the guard $\phi$ is violated then the loop is terminating. On the other hand, if the search reaches a fixed point (i.e. the same value of $x$ is encountered again during the search) then the loop is non-terminating. Reaching a fixed point in case of non-termination is guaranteed since the domain of $x$ at both branches is finite. Note also that for this form of loops the if-branch is the only branch that can contribute towards the termination of the loop as $x$ is bounded from above in $\phi$ and $s_1$ is monotonically increasing. This is the reason why we check for termination only at the if-branch.

3. When $\sim \phi \in \{<, \leq\}$ and $\sim B \in \{>, \geq\}$ and $s_1 \uparrow$ and $s_2 \downarrow$. For this form of loops there is only one case of non-termination. This case happens when the else-branch is triggered at the first iteration of the loop. Since $x$ is bounded from above in $\phi$ and from above in $\neg B$ and $s_2$ is monotonically decreasing then the loop will not terminate in this case. Note that the if-branch cannot contribute towards the non-termination of the loop since $x$ is bounded from below in $B$ and from above in $\phi$ and $s_1$ is monotonically increasing.
Input: \((x_0, \phi, B)\)
output: \{terminating, non-terminating\}
PASSED := \emptyset; \text{int } VAL = x_0;
while (true)
  if (VAL \not= B) then if (\psi'(VAL) = x_i) for any \(x_i \in \text{PASSED}\) then
    return 'non-terminating' else {add VAL to PASSED; VAL := \psi'(VAL)}
  if (VAL = B) then if (\psi(VAL) = x_i) for any \(x_i \in \text{PASSED}\) then
    return 'non-terminating' else if (\psi(VAL) \not= \phi) then
    return 'terminating' else {add VAL to PASSED; VAL := \psi(VAL)}

Algorithm 3: Special decision procedure for case 2 at Section 4.2

\[ NT = (x_0 \models \phi \land x_0 \not= B) \] (12)

Note that formula (12) can be used also to verify termination of loops in which \(\sim_\phi \in \{>, \geq\}\) and \(\sim_\text{B} \in \{<, \leq\}\) and \(s_1 \downarrow\) and \(s_2 \uparrow\).

4. When \(\sim_\phi \in \{>, \geq\}\) and \(\sim_\text{B} \in \{<, \leq\}\) and \(s_1 \uparrow\) and \(s_2 \downarrow\). This case is similar to case 2 above since in case of non-termination the conditional branches will interleave between iterations in a non-trivial manner. The only difference here is that the if-branch in this case cannot contribute towards the termination of the loop while the else-branch can do so.

Input: \((x_0, \phi, B)\)
output: \{terminating, non-terminating\}
PASSED := \emptyset; \text{int } VAL = x_0;
while (true)
  if (VAL \not= B) then if (\psi'(VAL) = x_i) for any \(x_i \in \text{PASSED}\) then
    return 'non-terminating' else {add VAL to PASSED; VAL := \psi'(VAL)}
  if (VAL = B) then if (\psi(VAL) = x_i) for any \(x_i \in \text{PASSED}\) then
    return 'non-terminating' else if (\psi(VAL) \not= \phi) then
    return 'terminating' else {add VAL to PASSED; VAL := \psi'(VAL);}

Algorithm 4: Special decision procedure for case 4 at Section 4.2

In Table 3 we summarize the termination rules of all possible cases of multi-path loops with diagonal-free constraints of the form (3), where \(c\) represents the bound that the loop variable is compared to in \(\phi\), and \(c_1\) is the bound that the variable is compared to in the condition \(B\). Since the relational operator used in the guard \(\phi\) and in the condition \(B\) can be either bounded from below \(\{>, \geq\}\) or bounded from above \(\{<, \leq\}\) and that the update statements \(s_1\) and \(s_2\) can be either \(\uparrow\) or \(\downarrow\) or \(\rightarrow_b\), then we have a total of 36 cases to consider as shown in the table. We now discuss some simple examples of loop programs to demonstrate how the termination rules described in Table 3 can be used to decide termination.

Example 1. Consider the program:

\[
\text{while}(x \geq 5) \{ \text{if } (x \geq 10) \text{ then } x := x + 1; \text{ else } x := x - 1; \}
\]
### Table 3: The termination rules of all possible cases for loop programs of the form [8]

| Loop form                                                                 | Termination rule                        |
|---------------------------------------------------------------------------|-----------------------------------------|
| (1) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | \((x_0 = 0 \land \varphi_1 = 0)\)        |
| (2) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | Special decision procedure (see Algorithm 3) |
| (3) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | Special decision procedure (see Algorithm 4) |
| (4) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | \((x_0 = 0 \land \varphi_1 = 0)\)        |
| (5) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | Special decision procedure (see Algorithm 3) |
| (6) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | Special decision procedure (see Algorithm 4) |
| (7) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | \((x_0 = 0 \land \varphi_1 = 0)\)        |
| (8) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | Special decision procedure (see Algorithm 3) |
| (9) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | Special decision procedure (see Algorithm 4) |
| (10) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | \((x_0 = 0 \land \varphi_1 = 0)\)        |
| (11) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | Special decision procedure (see Algorithm 3) |
| (12) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | Special decision procedure (see Algorithm 4) |
| (13) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | \((x_0 = 0 \land \varphi_1 = 0)\)        |
| (14) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | Special decision procedure (see Algorithm 3) |
| (15) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | Special decision procedure (see Algorithm 4) |
| (16) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | \((x_0 = 0 \land \varphi_1 = 0)\)        |
| (17) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | Special decision procedure (see Algorithm 3) |
| (18) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | Special decision procedure (see Algorithm 4) |
| (19) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | \((x_0 = 0 \land \varphi_1 = 0)\)        |
| (20) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | Special decision procedure (see Algorithm 3) |
| (21) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | Special decision procedure (see Algorithm 4) |
| (22) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | \((x_0 = 0 \land \varphi_1 = 0)\)        |
| (23) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | Special decision procedure (see Algorithm 3) |
| (24) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | Special decision procedure (see Algorithm 4) |
| (25-28) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | \((x_0 = 0 \land \varphi_1 = 0)\)        |
| (29-32) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | Special decision procedure (see Algorithm 3) |
| (33-36) \((-\varphi \in , \alpha, x = 0, \varphi_1 \in \lambda_1 \land \varphi_2 \in \lambda_2 \land \varphi_3 \in \lambda_3 \land \varphi_4 \in \lambda_4)\) | Special decision procedure (see Algorithm 4) |

with \(x_0 = 15\). Note that the syntactic structure of the given program matches with case 17 in Table 3 and hence we need to use the rule \((x_0 = 0 \land \varphi_1 = 0)\) to verify termination. As one can see the rule holds for the given program and hence the loop is non-terminating.

**Example 2.** Consider the program:

\[
\textbf{while}(x \leq 10) \{ \textbf{if}(x \leq 5) \textbf{then} x := x + 2; \textbf{else} x := x - 3; \}
\]

with \(x_0 = 3\). For this program we will use Algorithm 3 to verify termination. Note that after five iterations (i.e. \(x = 3, 5, 7, 4, 6, 3\)) the search will reach a fixed point with \(x = 3\) and hence the program is non-terminating.
5 Experimental Results

In this section, we give a brief description about the implementation of the approach, the tools used in the comparisons, and the conclusions drawn from the evaluation results obtained from the selected termination tools.

5.1 The implementation of the proposed approach

As mentioned earlier, the paper takes a different strategy to deal with common case of loop programs (monotone programs): rather than using ranking function based approach to decide termination, we apply check static analysis types of pattern matching. Therefore, the termination problem for such class of programs is reduced to the satisfiability of a math-formula, i.e., a boolean combination of loop variables and linear mathematical relations over these variables. The implementation of the approach consists of the following three phases.

– First, a simple program slicing technique is used to prune all statements in the analysed program that are not related to termination, leaving only those which can affect termination of the program.
– Second, a static analysis types of pattern matching based on the techniques proposed in [27] is used to determine the class of loop monotonic variables (i.e. whether the loop counter is updated according to a monotonically increasing expression, monotonically decreasing expression, or a constant expression).
– Then by a case distinction on the shape and the direction of the monotonic loop counter updates, termination is decided for given initial values using the termination rules derived in this paper (see Table 3).

5.2 Brief description about the tools used in the comparison

We compare our tool with two state-of-the-art tools: (1) AProVE [1] which is a system for automated termination and complexity proofs of term rewrite systems (TRSs), and (2) 2LS [9] a CPROVER-based framework, which reduces program analysis problems expressed in second order logic such as invariant or ranking function inference to synthesis problems over templates. In the 5th Competition on Software Verification (SV-COMP’16), AProVE was the strongest tool for the termination category, while 2LS has been shown to be a powerful tool for proving termination for larger programs with thousands of lines of code [9]. We evaluate the tools using a large number of ANSI-C programs including:

– The SNU real-time benchmark suite that contains small C programs used for worst-case execution time analysis which are available at www.cprover.org/goto-cc/examples/snu.html;
– The Power-Stone benchmark suite as an example set of C programs for embedded systems [22].
During the evaluation we make the following manual simplifications: (1) we move the loops in the programs to the main function, (2) we simplify the complex statements and functions that do not affect the termination of the loop (e.g., make the function only contains one return statement), and (3) we add some variables declaration and initialization to ensure the correctness of the program. Our simplifications do not affect the outcome of termination of programs.

5.3 The evaluation results

All experiments were run on Ubuntu 14.10, 3.2 GHZ Intel Core 4 duo CPU with 8GB RAM. The results for SNU and Power-Stone are presented in Tables 4 and 5. Each table reports the number of loops that were proven as terminating (T), non-terminating (NT), time-out (TO), or Maybe (M). Note that we set the timeout value to 300s. In most cases, the tools decide within a few seconds. As we observe in almost every program the proposed approach requires cheaper computational effort to verify termination. The verification time is reported in millisecond for our tool while it is reported in seconds for the other tools. It is interesting to mention that for the analysed programs of the SNU benchmark suite, AProVE could handle only 23 programs while 2LS could handle 45 programs. On the other hand, for the Power-Stone benchmark suite, AProVE could handle only 30 programs while 2LS could handle 53 programs. More detailed information on the results and performance of the tools is available at https://sites.google.com/site/termresult.

Our implementation outperforms both AProVE and 2ls in two aspects. First, it can handle a larger class of monotone programs than both AProVE and 2ls. Second, for the programs that all tools can handle our tool can decide termination much faster. The key advantage of the proposed approach is that it uses a light-weight static analysis technique based on recurrence equations to reason about termination, while the other tools use synthesis approaches based on ranking techniques. Finding a ranking function of a loop program and proving its correctness is often expensive. The tools need to infer ranking functions and invariants on demand by iterating the loops. The analysis shows that tools based on ranking techniques may fail to find a ranking function even for simple monotone loop programs as shown in Tables 4 and 5.

During the analysis, we note also that the tool AProVE does not handle very well programs with complex statements (i.e. those which contain pointers, arrays, and other data structures) even that the update statements that affect termination are simple monotone statements. For such cases the tool generates “Maybe” as an output. Finally, it is interesting to mention that the proposed static technique can be easily integrated into existing tools to handle common cases (monotone programs) in a much faster way.

6 Conclusion and Future Work

We presented an efficient approach to prove termination of monotone programs, a class of loops that is often encountered in computer programs. The approach
uses a light-weight static analysis technique based on recurrence equations and takes advantage of properties of monotone functions. The proposed approach leads to significant performance improvement against previous tools where they are applicable. In future work, we aim to extend the tool to support a richer class of monotone programs, in particular we aim to study termination of multi-path programs that are more general than the ones considered in this paper, but for which termination is still decidable. Furthermore, since the termination problem is obviously related to the worst-case execution time problem (WCET): a loop program that does not terminate has an unbounded WCET, we aim also to extend the tool to reason about WCET of monotone loops while taking advantage of the termination rules derived in the paper.
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