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Abstract

We study the ground state energy of a gas of 1D bosons with density $\rho$, interacting through a general, repulsive 2-body potential with scattering length $a$, in the dilute limit $\rho |a| \ll 1$. The first terms in the expansion of the thermodynamic energy density are $(\pi^2 \rho^3 / 3)(1 + 2\rho a)$, where the leading order is the 1D free Fermi gas. This result covers the Tonks–Girardeau limit of the Lieb–Liniger model as a special case, but given the possibility that $a > 0$, it also applies to potentials that differ significantly from a delta function. We include extensions to spinless fermions and 1D anyonic symmetries, and discuss an application to confined 3D gases.
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1 Introduction

The ground state energy of interacting, dilute Bose gases in 2 and 3 dimensions has long been a topic of study. Usually, a Hamiltonian of the form

$$\sum_{i=1}^{N} \Delta x_{i} + \sum_{1 \leq i < j \leq N} v(x_{i} - x_{j})$$

(1)

is considered ($\hbar = 2m = 1$), in a box $[0, L]^{d}$ of dimension $d = 2, 3$, and with a repulsive 2-body interaction $v \geq 0$ between the bosons. Diluteness is defined by saying the
density \( \rho = \frac{N}{L^d} \) of the gas is low compared to the scale set by the scattering length \( a \) of the potential (see Appendix C in [1] for a discussion, and also Section 1.2 for \( d = 1 \) below). That is, \( \rho a^d \ll 1 \) in 2D, and \( \rho a^3 \ll 1 \) in 3D.

In the thermodynamic limit, the diluteness assumption allows for surprisingly general expressions for the ground state energy. Take, for example, the famous energy expansion to second order in \( \rho a^3 \ll 1 \) by Lee–Huang–Yang [2], derived for 3D bosons with a hard core of diameter \( a \),

\[
4\pi N \rho^{2/3} (\rho a^3)^{1/3} \left( 1 + \frac{128}{15\sqrt{\pi}} \sqrt{\rho a^3} + o \left( \sqrt{\rho a^3} \right) \right).
\]  

(2)

After early rigorous work by Dyson [3], Lieb and Yngvason [4] proved that the leading term in this expansion holds for a very general class of potentials \( v \), and a similar result was obtained for the second-order term [5–12].

The situation is similar in 2D. The leading order in the energy expansion for \( \rho a^2 \ll 1 \) derived by Schick [13] was proved rigorously by Lieb and Yngvason [14]. A second-order term has also been derived and was equally predicted to be general [15–17], resulting in the expansion

\[
\frac{4\pi N \rho}{\ln(\rho a^2)} \left( 1 - \frac{\ln|\ln(\rho a^2)|}{\ln(\rho a^2)} + \frac{C}{\ln(\rho a^2)} + o \left( \ln(\rho a^2) \right) \right),
\]  

(3)

for some constant \( C \). This was recently shown rigorously [18, 19].

Remarkably, it seems the existence of a general expansion in 1D was never studied in similar depth. It was, however, suggested in [20] by considering two exactly-known special cases, as we will do now as well.

The first is the famous Lieb–Liniger model [21]. Many of its features can be calculated explicitly with Bethe ansatz wave functions, but for our purpose we return to something basic: the ground state energy. Consider Lieb and Liniger’s Hamiltonian for a gas of \( N \) one-dimensional bosons on an interval of length \( L \) (periodic b.c.), with a repulsive point interaction of strength \( 2c > 0 \),

\[
-\sum_{i=1}^{N} \partial_x^2 x_i + 2c \sum_{1 \leq i < j \leq N} \delta(x_i - x_j).
\]  

(4)

The ground state can be found explicitly [21], and in the thermodynamic limit \( L \to \infty \) with density \( \rho = \frac{N}{L} \) fixed, its energy is

\[
E_{LL} = N \rho^2 c(\rho),
\]  

(5)

where \( c(\rho) \) is described by integral equations. Since \( c/\rho \) is the only relevant parameter, diluteness, or low density \( \rho \), should imply \( c/\rho \gg 1 \). In this case, the ground state
energy can be expanded as ([21]; see, for example, [22, 23]),

\[ E_{\text{LL}} = N \rho^2 c/(c/\rho) = N \frac{\pi^2}{3} \rho^2 \left( 1 + 2 \frac{\rho}{c} \right)^2 + O \left( \frac{\rho}{c} \right)^3 \].

(6)

Recall that the dilute limit is \( \rho a^2 \ll 1 \) in 2D and \( \rho a^3 \ll 1 \) in 3D. This seems easy to generalize to 1D, but it turns out the Lieb–Liniger potential \( 2c\delta \) has scattering length \( a = -2/c \). That is, in 1D the scattering length can be negative even if the potential is positive, and we should be careful to define the dilute limit as \( \rho |a| \ll 1 \). This then matches the limit \( c/\rho \gg 1 \) mentioned above, and we can write (6) as

\[ E_{\text{LL}} = N \frac{\pi^2}{3} \rho^2 \left( 1 - \rho a \right)^2 + O(\rho |a|^3) \]

(7)

This expansion should be a good candidate for the 1D equivalent of (2) and (3). This is supported by the fact that 1D bosons with a hard core of diameter \( a \) have an exact thermodynamic ground state energy of [20, 24]

\[ N \frac{\pi^2}{3} \left( \frac{N L}{N a} \right)^2 = N \frac{\pi^2}{3} \rho^2 (1 - \rho a)^{-2} \].

(8)

This is the 1D free Fermi energy on an interval shortened by the space taken up by the hard cores (the ground state is of Girardeau type; see Remark 1 and the discussion of the Girardeau wave function in Section 1.2). With two explicit examples satisfying (7) to second order, it seems likely we can expect this expansion to be general [20], just like (2) and (3) in three and two dimensions. Indeed, our main result confirms the validity of (7) to first order, for a wide class of interaction potentials.

**1.1 Main theorem**

We will consider the \( N \)-body Hamiltonian

\[ H_N = -\sum_{i=1}^{N} \partial_{x_i}^2 + \sum_{1 \leq i < j \leq N} v(x_i - x_j) \]

(9)

on the interval \([0, L]\) with some potential \( v \) (see assumptions below) and any choice of (local, self-adjoint) boundary conditions. Let \( D(H_N) \) be the appropriate bosonic domain of symmetric wave functions for this set-up. The ground state energy is then

\[ E(N, L) := \inf_{\Psi \in D(H_N)} \frac{1}{\|\Psi\|=1} \langle \Psi | H_N | \Psi \rangle = \inf_{\Psi \in D(H_N)} \|\Psi\|=1 \mathcal{E}(\Psi), \]

(10)
with energy functional

$$E(\Psi) = \int_{[0,L]^N} |\partial_i \Psi|^2 + \sum_{1 \leq i < j \leq N} v_{ij} |\Psi|^2.$$  

(11)

In this paper, we will only work with the energy functional. This allows us to study rather general potentials.

**Assumptions on the potential.** Throughout the paper, we will assume that the 2-body potential $v$ is a symmetric Borel measure$^1$ with the decay property$^2$

$$\int_{b}^{\infty} v(x)x^{b+\epsilon} \, dx < \infty$$

for some $b \geq 0$ and some $\epsilon > 0$. In particular, hard-core potentials, delta potentials, and potentials with sufficiently fast polynomial decay are included.

For potentials with compact support (say contained in $[-R_0, R_0]$), we can use $b = R_0$ as a natural length scale, and we will study $\rho R_0 \ll 1$. In general, for potentials without compact support, the following length scales will appear in the error of our main result (see also Remark 3). These vanish in the dilute limit $\rho |a| \ll 0$ because of our assumption.

$$\varepsilon_u(\rho) := \min_{b \geq |a|} \left( (\rho b)^{1/5} + \int_{b}^{\infty} v(x)x^{2} \, dx \right)$$

$$\varepsilon_l(\rho) := \min_{b \geq |a|} \left( (\rho b)^{1/5} + \int_{b}^{\infty} v(x)x^{2} \, dx \right)$$

$$\varepsilon_v(\rho) := \max(\varepsilon_u(\rho), \varepsilon_l(\rho))$$

That is, $\varepsilon_v(\rho) \to 0$ as $\rho \to 0$ for any $v$ satisfying the assumptions.$^3$. Note the integrals can be avoided if the potential has compact support (see Remark 3).

**Theorem 1 (bosons).** Consider a Bose gas with repulsive interaction $v$ as defined above. Write $\rho = N/L$. For $\rho |a|$ and $\rho \varepsilon_v(\rho)$ sufficiently small, the ground state energy can be expanded as

$$E(N, L) = \frac{\pi^2}{3} \rho^2 \left( 1 + 2 \rho a + O\left( \rho \varepsilon_v(\rho) + N^{-2/3} \right) \right),$$

(13)

---

$^1$In the case the measure is not $\sigma$-finite, we use the convention that

$$\int \Psi^2 v(x_i - x_j) \, d^Nx = \int \Psi^2 v^{N-1}_{x_i - x_j = \text{fixed}} \, dv(x_i - x_j),$$

where $v^{N-1}_{x_i - x_j = \text{fixed}}$ is the Lebesgue measure with the property

$$d^Nx = v^{N-1}_{x_i - x_j = \text{fixed}} \times d(x_i - x_j).$$

In other words, the potential acts at the level of the two-particle reduced density.

$^2$Notice that we do not assume $v$ to be absolutely continuous with respect to the Lebesgue measure, but we abuse notation and write $v(x) \, dx$ when integrating with respect to $v$.

$^3$To see this for e.g. $\varepsilon_u(\rho)$, use $\int_{b}^{\infty} v(x) \, dx \leq \frac{1}{\rho |a|} \int_{b}^{\infty} v(x)x^{6+\epsilon} \, dx$ and consider $b = R^{(4+\epsilon)/(6+\epsilon)} \rho^{-2/(6+\epsilon)}$, with $R$ some fixed length scale.
where $a$ is the scattering length of $v$ (see Lemma 2 below). A precise expression for the error is given in the upper and lower bounds (29) and (93).

To obtain this result, we prove an upper bound in the form of Proposition 6 in Section 2, and a matching lower bound in the form of Proposition 14 in Section 3. We use Dirichlet boundary conditions for the upper bound and Neumann boundary conditions for the lower bound, as these produce the highest and lowest ground state energy respectively. That way, Theorem 1 holds for a wide range of boundary conditions.

**Remark 1.** As a special case, Theorem 1 covers the ground state energy expansion (6) of the Lieb–Liniger model (4) in the limit $c/\rho \gg 1$, as discussed in the introduction. This is known as the Tonks–Girardeau limit. Crucially, in this limit, the leading order term is the energy of the 1D free Fermi gas $N\pi^2\rho^2/3$, as first understood by Girardeau [24] (see also the discussion around (18) and (19) below).\(^4\) Theorem 1 shows this holds for general potentials as well. That means that the dilute limit in 1D is very different from the one in two and three dimensions, where the zeroth-order term in the energy is that of a perfect condensate at zero momentum and the first-order term can be extracted using Bogoliubov theory [25]. In particular, the free Bose gas ($v = 0$) in 1D cannot be considered dilute, because it has infinite $|a|$ (see also Remark 4).

**Remark 2.** An interesting feature of Theorem 1 is that the scattering length $a$ can be both positive and negative. In this sense, our result covers cases that do not necessarily resemble the Lieb–Liniger model, which always has a negative scattering length. We discuss this further in Section 1.4.

**Remark 3.** Note that zero scattering length can be achieved, which means the error in (13) cannot just be written in terms of $(\rho(a))^s$ for some $s > 1$ (if so, there would be a whole class of positive potentials that nevertheless exactly give the free Fermi energy). That is why the error $\varepsilon_v(\rho)$ in terms of some length scale $\varepsilon_v(\rho)$ cannot be avoided. Its exact shape (12) follows from our proof ($\varepsilon_v^u(\rho)$ from the upper bound, $\varepsilon_v^l(\rho)$ from the lower bound). The errors can be simplified somewhat for potentials with compact support in $[-R_0, R_0]$: as long as $\rho R_0 \ll 1$, one could take $b = R_0$ in the minimizations (or potentially $b = (\rho |a|^{4/5}/\rho$ for $\varepsilon_v^u(\rho)$) and avoid errors involving integrals of $v$.

### 1.2 Proof strategy

The most important ingredient in our proof is the following lemma, which follows straightforward variational calculus. It is based on work by Dyson on the 3D Bose gas [3] and is present in Appendix C in [1].

**Lemma 2** (The 2-body scattering solution and scattering length). Suppose $v$ is a symmetric Borel measure with compact support, so that $\text{supp}(v) \subset [-R_0, R_0]$. Let $R \geq R_0$. For all $f \in H^1[-R, R]$ subject to $f(R) = f(-R) = 1$,

$$
\int_{-R}^{R} 2|\partial_x f|^2 + v(x)|f(x)|^2 \, dx \geq \frac{4}{R - a}.
$$

\(^4\)Note that Girardeau studied the $c/\rho \to \infty$ case before Lieb and Liniger, who then generalized his work to obtain and solve the complete Lieb-Liniger model (4).
There is a unique \( f_0 \) attaining the lower bound in (14): the scattering solution. It satisfies the scattering equation \( \partial_x^2 f_0 = \frac{1}{2} v f_0 \) in the sense of distributions, and
\[
f_0(x) = (x - a)/(R - a), \quad \text{for } x \in [R_0, R].
\] (15)
The parameter \( a \) is called the scattering length (note it can be negative).

The following lemma allows for non-compactly supported potentials. The proof can be found in Appendix A, among with further facts and estimates on the scattering length.

**Lemma 3.** Suppose \( v \neq 0 \) is a symmetric Borel measure. Denote by \( a_R \) the scattering length of \( 1_{[-R, R]} v \). Then,
\[
a_R \uparrow a \quad \text{as } R \to \infty,
\] (16)
for some \( a \), which we call the scattering length of \( v \), with \( a_R \leq a \leq \infty \). Furthermore, for \( R > -a_R \) (which holds if \( R \) is large enough by (16)),
\[
a - a_R \leq 2 \int_R^\infty v(x)x^2 \, dx.
\] (17)

**Remark 4.** For \( v = 0 \), the statements of Lemmas 2 and 3 above hold with the interpretation that \( a_R = a = -\infty \) for all \( R > 0 \). This means that the free Bose gas does not satisfy the diluteness condition \( \rho |a| \ll 1 \), and it does not have a direct relation to cases studied in this paper.

Results similar to Lemma 2 play an important role in the understanding of the ground state energy expansions (2) and (3) in higher dimensions [3, 4, 14], but there are a number of things we need to do differently. These relate to the fermionic behaviour of the bosons in the limit \( \rho |a| \ll 1 \) (see Remark 1 above).

What does this mean in practice? For the upper bound in Section 2, it suffices to find a suitable trial state by the variational principle (10). Good trial states for dilute bosons in 2D and 3D are close to a pure condensate, but in 1D the state will have to be close to the free Fermi ground state obtained in the limit \( \rho |a| \to 0 \). To achieve this, we can rely on Girardeau’s solution [24] of the \( c/\rho \to \infty \) limit of the Lieb–Liniger model. In that case, the delta function in (4) enforces a zero boundary condition whenever two bosons meet, so the bosons are impenetrable. The wave function is then found by minimizing the kinetic energy subject to this boundary condition. If we only consider the sector \( 0 \leq x_1 \leq \cdots \leq x_N \leq L \) (which suffices by symmetry), this is exactly the free Fermi problem. For periodic boundary conditions on the interval \( [0, L] \), the (unnormalized) free Fermi ground state is\(^5\)
\[
\Psi_F(x_1, \ldots, x_N) = \prod_{1 \leq i < j \leq N} \sin \left( \frac{\pi x_i - x_j}{L} \right).
\] (18)

Of course, the ground state for impenetrable bosons should be symmetric rather than antisymmetric, and to correctly extend it beyond \( 0 \leq x_1 \leq \cdots \leq x_N \leq L \), we need to

---

\(^5\)This expression can be found by creating a Slater determinant of momentum eigenstates, and noting this is a Vandermonde determinant. See Section 2.1 for the calculation for Dirichlet boundary conditions.
remove the signs,

\[ |\Psi_{\text{per}}^F(x_1, \ldots, x_N) = \prod_{1 \leq i < j \leq N} \left| \sin \left( \pi \frac{x_i - x_j}{L} \right) \right|. \]  

(19)

This is Girardeau’s ground state for impenetrable bosons, and it still produces the free Fermi kinetic energy \( N \pi^2 / 3 \rho^2 \) in the thermodynamic limit.\(^6\)

Returning to the problem of finding a suitable trial state, (19) should be a good departure point. To account for the effect of the interaction potential, we should modify the \( \sin(\pi(x_i - x_j)/L) \) terms in (19) on the scale set by \( a \). Lemma 2, and the scattering solution \( f_0 \), are designed to provide the right 2-body wave function in the presence of the potential, so it seems natural to replace the sine by

\[
\begin{cases}
  f_0(x) \sin(\pi b/L) & |x| \leq b \\
  \sin(\pi |x| / L) & |x| > b
\end{cases}
\]  

(20)

on some suitable scale \( |a| \ll b \ll L \). This is the idea we rely upon for the upper bound proved in Section 2.

For the lower bound in Section 3, we equally need to find a way to obtain the free Fermi energy to leading order. We use Lemma 2 in combination with the known expansion (6) for the Lieb–Liniger model. Choosing a suitable \( R > R_0 \), the idea is that (14) can be written as

\[
\int_{-R}^{R} 2|\partial_x f|^2 + v(x)|f(x)|^2 \, dx \geq \frac{2}{R - a} \int (\delta_R(x) + \delta_{-R}(x))|f(x)|^2 \, dx,
\]  

(21)

thus lower bounding the kinetic and potential energy on \([-R, R]\) by a symmetric delta potential at radius \( R \). Heuristically, we proceed by repeatedly applying (21) to an \( N \)-body wave function \( \Psi \) to obtain the symmetric delta potential for any neighbouring pairs of bosons. Then—crucially—we throw away the regions where \(|x_{i+1} - x_i| \leq R\), which is inspired by a similar step in [26]. This produces a lower bound since \( v \) is repulsive. With these regions removed, the two delta functions at radius \(|x_{i+1} - x_i| = R\) collapse into a single delta at \(|x_{i+1} - x_i| = 0\), with value \( 4/(R - a) \). This gives the Lieb–Liniger model on a reduced interval, evaluated on some wave function, which can then be lower bounded using the Lieb–Liniger ground state energy (6) (appropriately corrected for finite \( N \), and the loss of norm of \( \Psi \) from the thrown-out regions).

All this may seem rather radical, but the heuristics work out: starting with an interval of length \( L \), we cut it back to length \( L - (N - 1)R \), so that the Lieb–Liniger expansion (6) with \( c = 2/(R - a) \) and new density \( N/(L - (N - 1)R) = \rho (1 + \rho R + \ldots) \) produce

\[
N \frac{\pi^2}{3} \rho^2 (1 + 2\rho R + \ldots) (1 - 2\rho(R - a) + \ldots) = N \frac{\pi^2}{3} \rho^2 (1 + 2\rho a + \ldots).
\]  

(22)

\(^6\)The wave functions \( \Psi_{\text{per}}^F \) and \( |\Psi_{\text{per}}^F| \) have the same energy and that is all we will need in this paper. However, their momentum distributions are very different, which is discussed further in Section 1.5.
We show that, a priori, the ground state wave function has little weight in the regions that get thrown out, so that (22) is accurate. The rigorous procedure used to obtain the Lieb–Liniger model and the expansion (22) are outlined in Section 3.

1.3 Spinless fermions and anyons

The expansion in Theorem 1 generalizes to spinless fermions in 1D. Given the antisymmetry of the fermionic wave function, the result involves the odd-wave scattering length \(a_{\text{odd}}\) of \(v\), obtained from Lemma 2 by replacing the symmetric boundary condition \(f(R) = f(-R) = 1\) by an antisymmetric one, \(f(R) = -f(-R) = 1\).

**Theorem 4** (spinless fermions). Consider a Fermi gas with repulsive interaction \(v\) as defined before Theorem 1. Let \(a_{\text{odd}}\) be the odd-wave scattering length of \(v\), obtained from Lemma 2 by replacing the symmetric boundary condition \(f(R) = f(-R) = 1\) by an antisymmetric one, \(f(R) = -f(-R) = 1\).

Define \(D_{\text{F}}(H_N)\) to be the appropriate domain of antisymmetric wave functions, and let \(E_{\text{F}}(N, L)\) be its associated ground state energy. Write \(\rho = N/L\). For \(\rho a_{\text{odd}}\) and \(\rho |v| (\rho)\) sufficiently small, the ground state energy can be expanded as

\[
E_{\text{F}}(N, L) = N \frac{\pi^2}{3} \rho^2 \left(1 + 2 \rho a_{\text{odd}} + O \left(\rho |v| (\rho) + N^{-2/3}\right)\right).
\]

(23)

This theorem follows from Theorem 1 by using Girardeau’s insight [24] that fermions and impenetrable bosons in 1D are unitarily equivalent, and hence have the same energy. It suffices to know the wave function on a single sector \(0 \leq x_1 \leq \cdots \leq x_N \leq L\), after which we can extend to any other sector by adding the correct sign for either bosons or fermions (note that any acceptable wave function is zero whenever \(x_i = x_j\)). Flipping these signs is exactly the nature of the unitary operator; see for example the equivalence between (18) and (19) discussed above. Given that Theorem 1 holds for impenetrable bosons, we can apply it as long as we use a zero boundary condition at \(x = 0\) in Lemma 2. By similar reasoning, this produces the same scattering length as using the fermionic boundary condition \(f(R) = -f(-R) = 1\) in Lemma 2. Theorem 4 is therefore a corollary of Theorem 1.

Inspired by our work, [27] recently found the same upper bound for spinless fermions by means of a rigorous implementation of a fermionic cluster expansion.

**Remark 5** (spin-1/2 fermions). Consider the case of spin-1/2 fermions. If we study the usual, spin-independent Lieb–Liniger Hamiltonian (4), the ground state will have a fixed total spin \(S\). In fact, it is possible to study the ground state energy in each spin sector, and it will be monotone increasing in \(S\) according to work by Lieb and Mattis [28]. For each of these sectors, an explicit solution in terms of the Bethe ansatz exists [29, 30]. In certain cases, these can be expanded in the limit \(c/\rho \gg 1\) [31], and the analogue to (6) and (7) can be obtained. The ground state energy for spin-1/2 fermions \((S = 0\) by Lieb–Mattis) gives [31, 32]

\[
N \frac{\pi^2}{3} \rho^2 \left(1 - 4 \frac{\rho}{c} \ln(2) + O(\rho/c)^2\right) = N \frac{\pi^2}{3} \rho^2 \left(1 + 2 \ln(2) \rho a + O(\rho |a|)^2\right).
\]

(24)

Both the Lieb–Liniger exact solution and the expansions can be generalized to higher spins (or Young diagrams) [33, 34]. Note the leading order will be the free Fermi
For general potentials, the zeroth-order Fermi term is still expected to be correct, but the first-order term in (24) has to be more complicated. Given that two spin-1/2 fermions can form symmetric and antisymmetric combinations, both the even-wave scattering length $a_{\text{even}} = a$ and the odd-wave scattering length $a_{\text{odd}} = 0$ of the potential will play a role. In the Lieb–Liniger example (24), $a_{\text{odd}} = 0$, since the delta interaction does not affect antisymmetric wave functions. However, for hard-core fermions of diameter $a$, $a_{\text{odd}} = a_{\text{even}} = a$, and the energy should be (8) since the spin symmetry plays no role. These two examples suggest that the correct formula is

$$N \frac{\pi^2}{3} \rho^2 \left(1 + 2 \ln(2) \rho a_{\text{even}} + 2(1 - \ln(2)) \rho a_{\text{odd}} + O \left(\rho \max(|a_{\text{even}}|, a_{\text{odd}})\right)\right)^2. \quad (25)$$

We will demonstrate the validity of this expansion in a future publication.

The approach followed to obtain Theorem 4 can actually be taken further. What if, starting from some wave function on a sector $0 \leq x_1 < \cdots < x_N \leq L$, we want to add anyonic phases $e^{i\kappa}$ with $0 \leq \kappa \leq \pi$, whenever two particles are interchanged? It turns out this can be made to work, going back to, amongst others, [35, 36] (see [37, 38] for a historical overview of this approach, comparisons with other versions of 1D anyonic statistics, and a discussion of experimental relevance). Just like fermions are unitarily equivalent to impenetrable bosons, these 1D anyons are equivalent to bosons with a certain choice of boundary conditions whenever two bosons meet. This can be related to the Lieb–Liniger model with some $c$ [37], since the delta function potential in (4) also imposes boundary conditions whenever two bosons meet. Hence, the (bosonic) Lieb–Liniger model can be viewed as a description of a non-interacting gas of anyons, with the $c/\rho \to \infty$ case being equivalent to fermions ($\kappa = \pi$) as understood by Girardeau.

Somewhat confusingly, this does not complete the picture, because many authors study gases of 1D anyons themselves interacting through a Lieb–Liniger potential, see for example [39, 40]. In this case, there are two parameters: the statistical parameter $\kappa$ describing the phase $e^{i\kappa}$ upon particle exchange, and the Lieb–Liniger parameter $c$. Not surprisingly, this set-up is again unitarily equivalent to the bosonic Lieb–Liniger model, with an interaction potential of $2c\delta_0/\cos(\kappa/2)$. This means Theorem 1 can be applied. We provide more details about the set-up, and prove the following theorem as a corollary of Theorem 1, in Section 4.

**Theorem 5 (anyons).** Let $c \geq 0$ and consider 1D anyons with statistical parameter $\kappa \in [0, \pi]$ and repulsive interaction $v = \tilde{v} + 2c\delta_0$, where $\tilde{v}$ is a measure with $\tilde{v}(\{0\}) = 0$. Define $a_{\kappa}$ to be the scattering length associated with potential $v_{\kappa} = \tilde{v} + \frac{2c}{\cos(\kappa/2)}\delta_0$. Write $\rho = N/L$. For $\rho|a_{\kappa}|$ and $\rho \varepsilon_{v}(\rho)$ sufficiently small, the ground state energy $E_{(\kappa,c)}(N,L)$ of the anyon gas can be expanded as

$$E_{(\kappa,c)}(N,L) = N \frac{\pi^2}{3} \rho^2 \left(1 + 2\rho a_{\kappa} + O \left(\rho \varepsilon_{v}(\rho) + N^{-2/3}\right)\right). \quad (26)$$

\footnote{From the viewpoint of the energy, the combination $2c/\cos(\kappa/2)$ is the only relevant parameter. This is different for the momentum distribution, see Section 1.5.}
1.4 Physical applications and confinement from 3D to 1D

Given the general expansions (2) and (3) for the energy of dilute Bose gases in three and two dimensions, it is somewhat surprising that the possibility of a 1D equivalent was only hinted at in [20], and never studied in depth. The existence of the Lieb–Liniger model probably explains it: the model allow us to calculate all relevant quantities, and Lieb–Liniger physics naturally shows up in experimental settings in which 3D particles are confined to a 1D environment [26, 41–43]. However, our result does seem to add something that goes beyond the Lieb–Liniger model: it allows for positive scattering lengths $a$.

Mathematically, this seems clear. The scattering length of the Lieb–Liniger model with $c > 0$ is $a = -2/c < 0$, but Theorem 1 is also valid for potentials with a positive scattering length. There are plenty of interesting potentials with this property, and the energy shift has the opposite sign compared to the Lieb–Liniger case. (Note the Lieb–Liniger model with $c < 0$ can be solved explicitly [44], but that it has a clustered ground state of energy $-\mathcal{O}(N^2)$ [21, 45], so that scattering is irrelevant.)

Physically, the issue can seem more subtle. In the lab, 1D physics can be obtained by confining 3D particles with 3D potentials to a one-dimensional setting [46–49]. As mentioned, the Lieb–Liniger model is very relevant to such set-ups [26, 41–43], but only in certain parameter regimes. In these references, the confinement length $l_{\perp}$ in the trapping direction (a length necessarily small on some scale to create 1D physics) is much bigger than the range of atomic forces (or 3D scattering length). This allows excited states in the trapping direction to play a role in the problem, making the mathematical analysis complicated. The assumption that $l_{\perp} \gg a_{3D}$ is sometimes referred to as weak confinement [50].

There should also be a ‘strong confinement’ regime $l_{\perp} \ll a_{3D}$, in which the excited states in the trapping direction play no role at all (presumably simplifying the mathematical steps needed to go from 3D to 1D). The problem would then essentially be 1D, and take on the form considered in Theorem 1, thus allowing for positive 1D scattering lengths. We do not know whether the strong confinement regime is currently experimentally accessible.

1.5 Open problems

1. **The second-order term.** The second-order expansions (2) and (3) of the ground state energy of the dilute Bose gas in 3D and 2D hold for a wide class of potentials. As motivated in the introduction, the same might be true in the 1D expansion (7). However, techniques that are used in higher dimensions, such as (variants of) Bogoliubov theory, are not expected to be successful in 1D, given the ground state resembles Girardeau’s gas of impenetrable bosons and is far from being a condensate or quasi-free bosonic state.

2. **Momentum distribution.** As mentioned in Footnote 6, even though the 1D free Fermi ground state (18) and Girardeau’s bosonic equivalent (19) have the same energy, their momentum distributions differ. In the thermodynamic limit, the free Fermi ground state has a uniform momentum distribution, up to the Fermi momentum $|k| \leq k_F = \pi \rho$. Girardeau’s state has the same quasi-momentum
distribution, but the momentum distribution itself diverges like $1/\sqrt{k}$ for small $k$ [51, 52]. At finite $N$, the $k = 0$ occupation is $O(1)$ for fermions, while it is $O(\sqrt{N})$ for bosons.

It is also possible to study the Lieb–Liniger ground state in this way [53]. The bosonic zero-momentum occupation $\lambda_0$ in the limit $c/\rho \gg 1$ is predicted to be

$$\lambda_0 \sim N^{\frac{1}{2} + \frac{1}{2\rho a} + O(\rho a^2)},$$

and one can ask if this holds for general potentials as well. The same question can be posed in the context of anyons [53], as the full prediction seems to be [39, 53]

$$\lambda_0 \sim N^{\frac{1}{2} + \frac{1}{2\rho a} \cos(\frac{\kappa}{2}) + O(\rho a u)} = N^{\frac{1}{2} - \rho a u} \left(1 - \left(\frac{\kappa}{\pi}\right)^2\right) + O(\rho a u)^2. \tag{28}$$

3. Positive temperature. For $T > 0$, one can again ask if quantities like the chemical potential and free energy only depend on $\rho a$ to lowest orders. Starting from the ideal Fermi gas and excluding volume as in the case of hard-core bosons (the equivalent of (8)), it is possible to generate appropriate expressions that might be universal [54]. Proving these for a wide class of potentials is an open problem.

2 Upper bound in Theorem 1

Proposition 6 (Upper bound in Theorem 1). Consider a Bose gas with repulsive interaction, $v$, as defined above Theorem 1, with Dirichlet boundary conditions. Write $\rho = N/L$. There exists a constant $C_U > 0$ such that for $\rho a, \rho e u(\rho) \leq C_U^{-1}$, the ground state energy $E^D(N, L)$ satisfies

$$E^D(N, L) \leq N \frac{\pi^2}{3} \rho^2 \left(1 + 2\rho a + C_U \left(\rho e u(\rho) + N^{-1}\right)\right). \tag{29}$$

As explained in Section 1.2, the proof relies on a trial state constructed from the free Fermi ground state. With Dirichlet boundary conditions, we cannot use $|\Psi_F|$ from (19), and shall instead have to construct its Dirichlet equivalent, denoted by $|\Psi_F|$ in this section. This will be done in Section 2.1. Given a suitable scale $b > 0$ to be fixed later on, the (unnormalized) trial state is

$$\Psi_\omega(x) = \begin{cases} \frac{\omega(R(x)) |\Psi_F(x)|}{R(x)} & \text{if } R(x) < b \\ |\Psi_F(x)| & \text{if } R(x) \geq b, \end{cases} \tag{30}$$

where $\omega(x) = f_0(x)b$ is constructed from the scattering solution $f_0$ from Lemma 2 with potential $1_{[-b,b]}v$ and $R = b$, and $R(x) := \min_{i<j}(|x_i - x_j|)$ is the distance between the closest pair of particles (note this is uniquely defined almost everywhere). In other words, we only modify $|\Psi_F|$ with the scattering solution for the closest pair. This is convenient for technical reasons, and it will turn out to suffice if the number of particles $N$ is not too big.
We will need another technical step: an argument that produces a trial state for arbitrary \(N\) (and \(L\)) using the \(\Psi_\omega\) defined in (30). This is done in Section 2.5 by dividing \([0, L]\) into small intervals, and patching copies of \(\Psi_\omega\).

First, we focus on the small-\(N\) trial state \(\Psi_\omega\). Our goal will be the following lemma.

**Lemma 7.** Fix \(b > \max(2a, 0)\) and assume \(N(\rho b)^3 \leq 1\). Let \(E_0 = N \frac{\pi^2}{3} \rho^2 (1 + \mathcal{O}(1/N))\) be the ground state energy of the Dirichlet free Fermi gas. The energy of the (unnormalized) trial state \(\Psi_\omega\) defined in (30) can be estimated as

\[
E(\Psi_\omega) := \int_{[0,L]^N} \sum_{i=1}^N |\partial_i \Psi_\omega|^2 + \sum_{1 \leq i < j \leq N} v_{ij} |\Psi_\omega|^2 \\
\leq E_0 \left[ 1 + 2\rho a \frac{b}{b-a} + \text{const.} \left( N(\rho b)^3 + \rho \int_b^\infty v(x)x^2 + \rho |a| \frac{\ln(N)}{N} \right) \right].
\]

To prove this lemma, it is useful to divide the configuration space into various parts. For \(i < j\), define

\[
B := \{ x \in \mathbb{R}^N | R(x) < b \} \\
A_{ij} := \{ x \in \mathbb{R}^N | |x_i - x_j| < b \} \subset B \\
B_{ij} := \{ x \in \mathbb{R}^N | R(x) < b, R(x) = |x_i - x_j| \} \subset A_{ij}.
\]

Note that \(\Psi_\omega\) equals \(|\Psi_F|\) on the complement of \(B\), and that \(B_{ij}\) equals \(B\) intersected with the set \{“particles \(i\) and \(j\) are closer than any other pair”\}. On the set \(A_{12}\), we will use the shorthand \(\Psi_{12} := \omega(x_1 - x_2) \frac{\Psi_F(x)}{|x_1 - x_2|}\), and define the energies

\[
E_1 := \left( \begin{array}{c} N \end{array} \right) \left[ \int_{A_{12}} \left( \sum_{i=1}^N |\partial_i \Psi_{12}|^2 + v_{12} |\Psi_{12}|^2 - \sum_{i=1}^N |\partial_i \Psi_F|^2 \right) + \int_{B_{12}} \sum_{1 \leq i < j \leq N} v_{ij} |\Psi_{12}|^2 \right],
\]

\[
E_2^{(1)} := \left( \begin{array}{c} N \end{array} \right) 2N \int_{A_{12} \cap A_{13}} \sum_{i=1}^N |\partial_i \Psi_F|^2,
\]

\[
E_2^{(2)} := \left( \begin{array}{c} N \end{array} \right) \left( \begin{array}{c} N-2 \end{array} \right) \int_{A_{12} \cap A_{34}} \sum_{i=1}^N |\partial_i \Psi_F|^2,
\]

\[
E_3 := \left( \begin{array}{c} N \end{array} \right) 2 \int_{A_{12}}^e v_{12} |\Psi_F|^2.
\]

Recall \(E_0 = N \frac{\pi^2}{3} \rho^2 (1 + \mathcal{O}(1/N))\) is the ground state energy of the Dirichlet free Fermi gas. Roughly speaking, \(E_1\) describes energy corrections due to two particles being closer than distance \(b\), and will produce the first-order terms we are interested in. The term \(E_3\) accounts for potentials with non-compact support, and may also contribute to the energy to relevant order. The terms \(E_2^{(1)}\) and \(E_2^{(2)}\) describe situations in which
more than two particles are within distance $b$, but we will see these are negligible to
the order we are interested in.

The following estimate holds.

**Lemma 8.**

$$\mathcal{E} (\Psi_\omega) \leq E_0 + E_1 + E_2^{(1)} + E_2^{(2)} + E_3. \quad (34)$$

The strategy to prove the upper bound for Theorem 1 (Proposition 6) is as follows. We first prove Lemma 8 below. We then study the Dirichlet free Fermi ground state $\Psi_F$ in Section 2.1, to prepare the estimates of $E_1$, $E_2^{(1)}$, $E_2^{(2)}$ and $E_3$. We estimate $E_1$ in Section 2.2, $E_2^{(1)}$ and $E_2^{(2)}$ in Section 2.3, and $E_3$ in Section 2.4. Together, these prove Lemma 7, which will then be used to construct a suitable trial state for large in $N$ in Section 2.5.

**Proof of Lemma 8.** Since $\Psi_\omega = |\Psi_F|$ on the complement of $B = \{x \in \mathbb{R}^N | \mathcal{R}(x) < b\}$, we can write, using the diamagnetic inequality without magnetic potential, 8

$$\mathcal{E} (\Psi_\omega) \leq E_0 + \int_B \left[ \sum_{i=1}^N |\partial_i \Psi_\omega|^2 + \sum_{1 \leq i < j \leq N} v_{ij} |\Psi_\omega|^2 - \sum_{i=1}^N |\partial_i \Psi_F|^2 \right] + \int_{B^c} \sum_{1 \leq i < j \leq N} v_{ij} |\Psi_F|^2, \quad (35)$$

with $E_0 = \frac{\pi^2}{2} \rho^2 (1 + O(1/N))$ the ground state energy of the Dirichlet free Fermi gas. Using symmetry under the exchange of particles and the fact that $B_{ij} \cap B_{kl} = \emptyset$ for $(i, j) \neq (k, l)$ and $(i, j) \neq (l, k)$, and using the diamagnetic inequality without magnetic potential in the first sum to obtain second inequality, we find

$$\mathcal{E} (\Psi_\omega) \leq E_0 + E_4 + \left( \begin{array}{c} N \end{array} \right) \int_{B_{12}} \left[ \sum_{i=1}^N |\partial_i \Psi_{12}|^2 + \sum_{1 \leq i < j \leq N} v_{ij} |\Psi_{12}|^2 - \sum_{i=1}^N |\partial_i \Psi_F|^2 \right]$$

$$\leq E_0 + E_4 + \left( \begin{array}{c} N \end{array} \right) \int_{B_{12}} \left[ \sum_{i=1}^N |\partial_i \Psi_{12}|^2 + \sum_{1 \leq i < j \leq N} v_{ij} |\Psi_{12}|^2 - \sum_{i=1}^N |\partial_i \Psi_F|^2 \right]. \quad (36)$$

8Strictly speaking, the diamagnetic inequality is not needed, as the estimate can be shown to be an equality in this case.
Since we have \( v \geq 0 \), it follows that

\[
\mathcal{E}(\Psi_\omega) \leq E_0 + E_3 + \left( \frac{N}{2} \right) \int_{A_{12}} \left( \sum_{i=1}^{N} |\partial_i \Psi_{12}|^2 + v_{12} |\Psi_{12}|^2 - \sum_{i=1}^{N} |\partial_i \Psi_F|^2 \right)
- \left( \frac{N}{2} \right) \int_{A_{12} \setminus B_{12}} \left( \sum_{i=1}^{N} |\partial_i \Psi_{12}|^2 + v_{12} |\Psi_{12}|^2 - \sum_{i=1}^{N} |\partial_i \Psi_F|^2 \right)
\leq E_0 + E_1 + E_3 + \left( \frac{N}{2} \right) \int_{A_{12} \setminus B_{12}} \sum_{i=1}^{N} |\partial_i \Psi_F|^2.
\]

Noting that \( x \in A_{12} \setminus B_{12} \) implies \( x \in A_{ij} \) for some \((i, j) \neq (1, 2)\), we may, by antisymmetry of \( \Psi_F \), estimate

\[
\int_{A_{12} \setminus B_{12}} \sum_{i=1}^{N} |\partial_i \Psi_F|^2 \leq 2N \int_{(A_{12} \setminus B_{12}) \cap A_{13}} \sum_{i=1}^{N} |\partial_i \Psi_F|^2 + \frac{N-2}{2} \int_{(A_{12} \setminus B_{12}) \cap A_{34}} \sum_{i=1}^{N} |\partial_i \Psi_F|^2
\leq 2N \int_{A_{12} \cap A_{13}} \sum_{i=1}^{N} |\partial_i \Psi_F|^2 + \frac{N-2}{2} \int_{A_{12} \cap A_{34}} \sum_{i=1}^{N} |\partial_i \Psi_F|^2.
\]

Thus we find \( \mathcal{E}(\Psi_\omega) \leq E_0 + E_1 + E_2 + E_3 + E_3 \) as desired.

\[ \Box \]

### 2.1 The free Fermi ground state with Dirichlet b.c.

The Dirichlet eigenstates of the Laplacian are \( \phi_j(x) = \sqrt{2/L} \sin(\pi j x/L) \). Thus, the (normalized—) Dirichlet free Fermi ground state is

\[
\Psi_F(x) = \frac{1}{\sqrt{N!}} \det \left( \phi_j(x_i) \right)_{i,j=1}^{N} = \frac{1}{\sqrt{N!}} \sqrt{\frac{2}{L}} \left( \frac{1}{2i} \right)^N \begin{vmatrix}
 e^{iy_1} - e^{-iy_1} & e^{i2y_1} - e^{-i2y_1} & \cdots & e^{iNy_1} - e^{-iNy_1} \\
 e^{iy_2} - e^{-iy_2} & e^{i2y_2} - e^{-i2y_2} & \cdots & e^{iNy_2} - e^{-iNy_2} \\
 \vdots & \vdots & \ddots & \vdots \\
 e^{iy_N} - e^{-iy_N} & e^{i2y_N} - e^{-i2y_N} & \cdots & e^{iNy_N} - e^{-iNy_N}
\end{vmatrix},
\]

(39)
where we defined $y_j = \frac{1}{n}x_j$. Defining $z_j = e^{iy_j}$ and using the relation $(x^n - y^n)/(x - y) = \sum_{k=0}^{n-1} x^k y^{n-1-k}$, we find

$$
\Psi_F(x) = \frac{1}{\sqrt{N!}}\sqrt{\frac{2}{L}} \left( \frac{1}{2i} \right)^N N \prod_{i=1}^N (z_i - z_i^{-1}) \begin{vmatrix}
1 & z_1 + z_1^{-1} & \cdots & \sum_{k=0}^{N-1} z_1^{2k-N+1} \\
1 & z_2 + z_2^{-1} & \cdots & \sum_{k=0}^{N-1} z_2^{2k-N+1} \\
& \vdots & \ddots & \vdots \\
1 & z_N + z_N^{-1} & \cdots & \sum_{k=0}^{N-1} z_N^{2k-N+1} 
\end{vmatrix}. \quad (40)
$$

Notice that $(z + z^{-1})^n = \sum_{k=0}^n \binom{n}{k} z^{2k-n}$. For $1 \leq i \leq \left\lfloor \frac{N}{2} \right\rfloor$, we add $\left( \binom{N}{i} - \binom{N-2}{i-1} \right)$ times column $N - 2i$ to column $N$. This does not change the determinant, so

$$
\Psi_F(x) = \frac{1}{\sqrt{N!}}\sqrt{\frac{2}{L}} \left( \frac{1}{2i} \right)^N N \prod_{i=1}^N (z_i - z_i^{-1}) \begin{vmatrix}
1 & z_1 + z_1^{-1} & \cdots & \sum_{k=0}^{N-2} z_1^{2k-N+2} \left( z_1 + z_1^{-1} \right)^N \\
1 & z_2 + z_2^{-1} & \cdots & \sum_{k=0}^{N-2} z_2^{2k-N+2} \left( z_2 + z_2^{-1} \right)^N \\
& \vdots & \ddots & \vdots \\
1 & z_N + z_N^{-1} & \cdots & \sum_{k=0}^{N-2} z_N^{2k-N+2} \left( z_N + z_N^{-1} \right)^N 
\end{vmatrix}. \quad (41)
$$

For $1 \leq i \leq \left\lfloor \frac{N-2}{2} \right\rfloor$, we add $\left( \binom{N-2}{i} - \binom{N-2}{i-1} \right)$ times column $N - 1 - 2i$ to column $N - 1$, and continue this process. That is, for $3 \leq j \leq N$ and $1 \leq i \leq \left\lfloor \frac{N-2}{2} \right\rfloor$, we add $\left( \binom{N-j}{i} - \binom{N-j}{i-1} \right)$ times column $N - j + 1 - 2i$ to column $N - j + 1$. This gives

$$
\Psi_F(x) = \frac{1}{\sqrt{N!}}\sqrt{\frac{2}{L}} \left( \frac{1}{2i} \right)^N N \prod_{i=1}^N (z_i - z_i^{-1}) \begin{vmatrix}
1 & z_1 + z_1^{-1} & \cdots & \left( z_1 + z_1^{-1} \right)^N \left( z_1 + z_1^{-1} \right)^{N-1} \\
1 & z_2 + z_2^{-1} & \cdots & \left( z_2 + z_2^{-1} \right)^N \left( z_2 + z_2^{-1} \right)^{N-1} \\
& \vdots & \ddots & \vdots \\
1 & z_N + z_N^{-1} & \cdots & \left( z_N + z_N^{-1} \right)^N \left( z_N + z_N^{-1} \right)^{N-1} 
\end{vmatrix}. \quad (42)
$$

This is a Vandermonde determinant, and we conclude

$$
\Psi_F(x) = \frac{1}{\sqrt{N!}}\sqrt{\frac{2}{L}} \left( \frac{1}{2i} \right)^N N \prod_{i=1}^N (z_k - z_k^{-1}) \prod_{i<j} \left( (z_i + z_i^{-1}) - (z_j + z_j^{-1}) \right)
$$

$$
= \frac{1}{\sqrt{N!}}\sqrt{\frac{2}{L}} \prod_{k=1}^N \sin \left( \frac{\pi}{L} x_k \right) \prod_{i<j} \left[ \cos \left( \frac{\pi}{L} x_i \right) - \cos \left( \frac{\pi}{L} x_j \right) \right]
$$

$$
= -\frac{1}{\sqrt{N!}}\sqrt{\frac{2}{L}} \prod_{k=1}^N \sin \left( \frac{\pi}{L} x_k \right) \prod_{i<j} \sin \left( \frac{\pi(x_i + x_j)}{2L} \right) \sin \left( \frac{\pi(x_i - x_j)}{2L} \right). \quad (43)
$$
2.1.1 k-body reduced density matrices and Wick’s theorem

Given a wave function $\Psi \in L^2([0, L]^N)$, its $k$-particle reduced density matrix is given by

$$\gamma^{(k)}(x_1, \ldots, x_k; y_1, \ldots, y_k) = \frac{N!}{(N-k)!} \int_{[0,L]^{N-k}} \Psi(x_1, \ldots, x_N) \Psi(y_1, \ldots, y_k, x_{k+1}, x_N) \, dx_{k+1} \ldots dx_N. \quad (44)$$

Similarly, we define the the $k$-particle reduced density by

$$\rho^{(k)}_\Psi(x_1, \ldots, x_k) = \gamma^{(k)}(x_1, \ldots, x_k; x_1, \ldots, x_k). \quad (45)$$

We will frequently abbreviate $\gamma^{(k)}_\Psi$ as $\gamma^{(k)}$ and $\rho^{(k)}_\Psi$ as $\rho^{(k)}$. For a quasi-free state, Wick’s theorem states that the $k$-point function may be expressed solely in terms of sums of products of two-point functions, with appropriate signs (see e.g. [55], Theorem 10.2). For the free Fermi ground state (which has a fixed particle number), it implies

$$\gamma^{(k)}(x_1, \ldots, x_k; y_1, \ldots, y_k) = \begin{vmatrix} \gamma^{(1)}(x_1; y_1) & \gamma^{(1)}(x_1; y_2) & \cdots & \gamma^{(1)}(x_1; y_k) \\ \gamma^{(1)}(x_2; y_1) & \gamma^{(1)}(x_2; y_2) & \cdots & \gamma^{(1)}(x_2; y_k) \\ \vdots & \vdots & \ddots & \vdots \\ \gamma^{(1)}(x_k; y_1) & \gamma^{(1)}(x_k; y_2) & \cdots & \gamma^{(1)}(x_k; y_k) \end{vmatrix}. \quad (46)$$

We use this to compute $\rho^{(2)}$ below. Using Taylor expansion and the bound (49) on $\gamma^{(1)}$ discussed in the next subsection, it will also be used to bound various reduced densities and density matrices.

2.1.2 1-body reduced density matrix

The 1-particle reduced density matrix of the Dirichlet free Fermi ground state is

$$\gamma^{(1)}(x; y) = \frac{2}{L} \sum_{j=1}^{N} \sin \left( \frac{\pi}{L} j x \right) \sin \left( \frac{\pi}{L} j y \right) = \frac{\sin \left( \pi \left( \rho + \frac{1}{2L} \right) (x - y) \right)}{2L \sin \left( \frac{\pi}{2L} (x - y) \right)} - \frac{\sin \left( \pi \left( \rho + \frac{1}{2L} \right) (x + y) \right)}{2L \sin \left( \frac{\pi}{2L} (x + y) \right)}. \quad (47)$$

We can write $\gamma^{(1)}(x; y)$, as well as its translation invariant part $\bar{\gamma}^{(1)}(x; y)$, in terms of the Dirichlet kernel $D_n(x) = \frac{1}{2\pi} \sum_{j=-n}^{n} e^{ijx} = \frac{\sin(n+1/2)x}{2\pi \sin(x/2)}$,

$$\gamma^{(1)}(x; y) = \frac{\pi}{L} D_N \left( \frac{\pi x - y}{L} \right) - D_N \left( \frac{\pi x + y}{L} \right),$$

$$\bar{\gamma}^{(1)}(x; y) := \frac{\pi}{L} D_N \left( \frac{\pi x - y}{L} \right). \quad (48)$$

A consequence is that

$$\left| \partial_x^{k_1} \partial_y^{k_2} \gamma^{(1)}(x; y) \right| \leq \frac{1}{\pi} (2N)^{k_1+k_2+1} \left( \frac{\pi}{L} \right)^{k_1+k_2+1} = \pi^{k_1+k_2}(2\rho)^{k_1+k_2+1}. \quad (49)$$
Combined with Wick’s theorem, discussed in the previous subsection, (49) implies bounds on (derivatives of) higher-order reduced density matrices of the free Fermi ground state that are uniform in all coordinates. Note the relevant power of $\rho$ can be obtained directly from dimensional analysis. The bounds will be used later on to do Taylor expansions.

Other useful bounds that will be used in the proof of Lemma 9 are

$$\int_{[0,L]} |\rho^{(1)}|^2 \leq \text{const. } \rho \ln(N),$$

$$\int_{[0,L]} |\rho^{(1)}|^2 \leq \text{const. } \rho^2 \ln(N),$$

which follow from the textbook bound on the $L^1$-norm of the $m$th derivative of the Dirichlet kernel

$$\|\partial^m D_N\|_{L^1[0,2\pi]} \leq \text{const. } N^m \ln(N).$$

### 2.1.3 Useful bounds on various reduced density matrices of $\Psi_F$

**Lemma 9.** For the 2-body reduced density $\rho^{(2)}$ of the free Fermi ground state, it holds that

$$\rho^{(2)}(x_1, x_2) = \left(\frac{\pi^2}{3}\rho^4 + f(x_2)\right) (x_1 - x_2)^2 + O(\rho^6(x_1 - x_2)^4),$$

with $\int_{[0,L]} |f(x_2)| dx_2 \leq \text{const. } \rho^3 \ln(N)$.

**Proof.** Note that by translation invariance, we may Taylor expand $\tilde{\gamma}^{(1)}(x; y)$, defined in (48), in $x - y$ around 0. Only even terms can appear as $D_N$ is even. Using (49), we find

$$\tilde{\gamma}^{(1)}(x; y) = \rho^{(1)}(x_1)\rho^{(1)}(x_2) - \gamma^{(1)}(x_1; x_2)\gamma^{(1)}(x_2; x_1).$$

Furthermore, it is easy to check that $\gamma^{(1)}(x_1; x_2) - \rho^{(1)}((x_1 + x_2)/2) = \tilde{\gamma}^{(1)}(x_1; x_2) - (\rho + 1/(2L))$. Now, by Wick’s theorem (46),

$$\rho^{(2)}(x_1, x_2) = \rho^{(1)}(x_1)\rho^{(1)}(x_2) - \gamma^{(1)}(x_1; x_2)\gamma^{(1)}(x_2; x_1).$$

Note that by Taylor’s theorem and (49),

$$\rho^{(1)}(x_1) = \rho^{(1)}((x_1 + x_2)/2) + \rho^{(1)}'((x_1 + x_2)/2) \frac{x_1 - x_2}{2}
+ \frac{1}{2} \rho^{(1)}''((x_1 + x_2)/2) \left(\frac{x_1 - x_2}{2}\right)^2 + O(\rho^4(x_1 - x_2)^3),$$
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\[ \rho^{(1)}(x_2) = \rho^{(1)}((x_1 + x_2)/2) + \rho^{(1)'}((x_1 + x_2)/2) \frac{x_2 - x_1}{2} + \frac{1}{2} \rho^{(1)''}((x_1 + x_2)/2) \left( \frac{x_1 - x_2}{2} \right)^2 + O(\rho^4(x_1 - x_2)^3), \]  

(55)

where both expressions can be expanded further if needed. Using that \( \gamma^{(1)} \) is symmetric in its coordinates, we conclude from the previous three equations that

\[ \rho^{(2)}(x_1, x_2) = \rho^{(1)}((x_1 + x_2)/2)^2 - \gamma^{(1)}(x_1; x_2)^2 - \left[ \rho^{(1)'}((x_1 + x_2)/2) \right]^2 \left( \frac{x_1 - x_2}{2} \right)^2 + \rho^{(1)}((x_1 + x_2)/2) \rho^{(1)''}((x_1 + x_2)/2) \left( \frac{x_1 - x_2}{2} \right)^2 + O(\rho^6(x_1 - x_2)^4). \]  

(56)

Terms of order \( O(\rho^5(x_1 - x_2)^3) \) cancel due to symmetry. Now, notice that \( 0 \leq \rho^{(1)} \leq 2\rho \) and \( \left| \rho^{(1)'} \right| \leq 8\pi\rho^2 \) by (49). Together with (50), this implies that

\[ \rho^{(2)}(x_1, x_2) = \rho^{(1)}((x_1 + x_2)/2)^2 - \gamma^{(1)}(x_1; x_2)^2 + g_1(x_1 + x_2)(x_1 - x_2)^2 + O(\rho^6(x_1 - x_2)^4), \]  

(57)

for some function \( g_1 \) satisfying \( \int_{[0, L]} |g_1| \leq \text{const.} \rho^3 \ln(N) \). Furthermore, notice that by (52) and the remark below it, we have

\[ \rho^{(1)}((x_1 + x_2)/2)^2 - \gamma^{(1)}(x_1; x_2)^2 \\
= (\rho^{(1)}((x_1 + x_2)/2) - \gamma^{(1)}(x_1; x_2)) (\rho^{(1)}((x_1 + x_2)/2) + \gamma^{(1)}(x_1; x_2)) \\
= \left[ \rho + 1/(2L) - \tilde{\gamma}^{(1)}(x_1; x_2) \right] \left[ \rho - 1/(2L) + \tilde{\gamma}^{(1)}(x_1; x_2) + 2\rho^{(1)}((x_1 + x_2)/2) \right] \\
= - \left[ \rho + 1/(2L) - \tilde{\gamma}^{(1)}(x_1; x_2) \right]^2 + 2 \left[ \rho + 1/(2L) - \tilde{\gamma}^{(1)}(x_1; x_2) \right] \rho^{(1)}((x_1 + x_2)/2) \\
= 2 \left( \frac{\pi^2}{6} (\rho^3 + \rho^2 \mathcal{O}(1/L))(x_1 - x_2)^2 + \mathcal{O}(\rho^5(x_1 - x_2)^4) \right) \left( \rho + \frac{1}{2L} - \frac{\pi}{L} \mathcal{D}_N((x_1 + x_2)/(2L)) \right) \\
= \frac{\pi^2}{3} \rho^4(x_1 - x_2)^2 + g_2(x_1 - x_2)(x_1 - x_2)^2 + O(\rho^6(x_1 - x_2)^4), \]  

(58)

where we have chosen \( g_2(x) = \frac{\pi^2}{3} \rho^3 \left( \text{const.} + \mathcal{D}_N(x/(2L)) \right) \) which clearly satisfies \( \int_{[0, L]} g_2 \leq \text{const.} \rho^3 \ln(N). \) Combining (57) and (58) now proves the lemma.

\[ \blacksquare \]

For a function \( f(x) \), we denote \( f(x)|_{x=x_1} = f(x_1) \) and \( [f(x)]_{x=x_1} = f(x_2) - f(x_1) \). The following bounds will be useful.
Lemma 10.

\[ \rho^{(2)}(x_1, x_2) \leq 8\pi^2 \rho^4(x_1 - x_2)^2, \]
\[ \rho^{(3)}(x_1, x_2, x_3) \leq \text{const.} \rho^7(x_1 - x_2)^2(x_3 - x_2)^2, \]
\[ \rho^{(4)}(x_1, x_2, x_3, x_4) \leq \text{const.} \rho^8(x_1 - x_2)^2(x_3 - x_2)^2, \]

\[
\sum_{i=1}^{2} \partial^2 y_i \gamma^{(2)}(x_1, x_2; y_1, y_2) \bigg|_{y=x} \leq \text{const.} \rho^6(x_1 - x_2)^2,
\]
\[
\partial^2 y_i \left( \frac{\gamma^{(2)}(x_1, x_2; y_1, y_2)}{y_1 - y_2} \right) \bigg|_{y=x} \leq \text{const.} \rho^6 |x_1 - x_2|,
\]
\[
\sum_{i=1}^{3} \partial^2 y_i \gamma^{(3)}(x_1, x_2, x_3; y_1, y_2, y_3) \bigg|_{y=x} \leq \text{const.} \rho^9(x_1 - x_2)^2(x_3 - x_2)^2,
\]
\[
\sum_{i=1}^{3} \partial^2 y_i \gamma^{(3)}(x_1, x_2, x_3; y_1, y_2, y_3) \bigg|_{y=x} \leq \text{const.} \rho^9(x_1 - x_2)^2(x_3 - x_2)^2,
\]
\[
\left[ \partial^2 y_i \gamma^{(4)}(x_1, x_2, x_3, x_4; y_1, y_2, x_3, x_4) \bigg|_{y=x, z_1 = x_2 - b} \right]_{z_2 + b} \leq \text{const.} \rho^8 b(x_3 - x_4)^2.
\]

(59)

Proof. The bounds follow straightforwardly from Taylor’s theorem and the symmetries of the left-hand sides. We give, in the following, two examples which we find to be representative for the general strategy.

1. Consider \( \sum_{i=1}^{2} \partial^2 y_i \gamma^{(2)}(x_1, x_2; y_1, y_2) \bigg|_{y=x} \). Notice first that \( \sum_{i=1}^{2} \partial^2 y_i \gamma^{(2)}(x_1, x_2; y_1, y_2) \) is antisymmetric in \((x_1, x_2)\) and in \((y_1, y_2)\). As discussed after (49), all derivatives of \( \gamma^{(k)} \) are bounded uniformly in its coordinates by a constant times \( \rho^k \) for some \( k \in \mathbb{N} \), so we can Taylor expand \( \partial^2 \gamma^{(2)} \). By expanding \( x_1 \) around \( x_2 \) and \( y_1 \) around \( y_2 \), we see that antisymmetry implies \( \sum_{i=1}^{2} \partial^2 y_i \gamma^{(2)}(x_1, x_2; y_1, y_2) \leq \text{const.} \rho^6(x_1 - x_2)(y_1 - y_2) \), where the power of \( \rho \) can be found by dimensional analysis.

2. Consider \( \sum_{i=1}^{2} (-1)^{i-1} \partial^2 y_i \left( \frac{\gamma^{(2)}(x_1, x_2; y_1, y_2)}{y_1 - y_2} \right) \bigg|_{y=x} \). We start by defining the coordinates \( z_x := (x_1 - x_2)/2, z'_x := (x_1 + x_2)/2, z_y := (y_1 - y_2)/2, \) and \( z'_y := (y_1 + y_2)/2 \). Furthermore, define \( \tilde{\gamma}^{(2)}(z_x, z'_x, z_y, z'_y) := \gamma^{(2)}(z_x + z'_x, z'_x - z_x; z_y + z'_y, z'_y - z_y) \). By the antisymmetry of \( \gamma^{(2)} \) in \( x_1, x_2 \) and \( y_1, y_2 \), we see that \( \tilde{\gamma}^{(2)} \) is odd in \( z_x \) and \( z_y \).
The change of variables means

\[ 2(\partial y_1 - \partial y_2) \left( \frac{\gamma(2)(x_1, x_2; y_1, y_2)}{y_1 - y_2} \right) = \partial z_y \left( \frac{\hat{\gamma}(2)(z_x, z'_x; y, y')}{z_y} \right) \]

\[ = \frac{z_y \partial_z \hat{\gamma}(2)(z_x, z'_x; y, y') - \hat{\gamma}(2)(z_x, z'_x; y, y')}{z_y^2}. \]

Taylor expanding both terms in the numerator in \( z_y \) and \( z_x \) around 0 to order \( z_x z_y^3 \) gives

\[ z_x z_y \partial_z \left( \partial_{z_y} \hat{\gamma}(2)(z_x, z'_x; y, y') \right) \bigg|_{z_x = z_y = 0} + \frac{1}{2} z_x z_y \partial_z \partial_{z_y} \left( \partial_{z_y} \hat{\gamma}(2)(z_x, z'_x; y, y') \right) \bigg|_{z_x = z_y = 0} \]

\[ - z_x z_y \partial_z \partial_{z_y} \left( \hat{\gamma}(2)(z_x, z'_x; y, y') \right) \bigg|_{z_x = z_y = 0} - \frac{1}{6} z_x z_y \partial_z \partial_{z_y} \left( \partial_{z_y} \hat{\gamma}(2)(z_x, z'_x; y, y') \right) \bigg|_{z_x = z_y = 0} \]

\[ + O \left( \rho^8 \left( z_x z_y^5 + z_x^3 z_y^3 \right) \right) \]

\[ \leq \text{const.} \rho^6 |z_x z_y^3|, \]

where we used that \( \hat{\gamma}(2)(z_x, z'_x; y, y') \) is odd in \( z_x \) and \( z_y \), to conclude that all even order terms vanish when Taylor expanding in these variables around 0. The desired result follows.

\[ \square \]

2.2 Estimating \( E_1 \)

Recall \( A_{12} = \{ x \in \mathbb{R}^N | |x_1 - x_2| < b \} \) and \( \Psi_{12}(x) = \frac{\omega(x_1 - x_2)}{(x_1 - x_2)} \psi_P(x) \), as well as

\[ E_1 := \left( \frac{N}{2} \right) \left[ \int_{A_{12}} \left( \sum_{i=1}^{N} |\partial_i \Psi_{12}|^2 + v_{12} |\Psi_{12}|^2 - \sum_{i=1}^{N} |\partial_i \psi_P|^2 \right) + \int_{B_{12}} \sum_{1 \leq i < j \leq N} v_{ij} |\Psi_{12}|^2 \right]. \]  

(61)

We prove the following bound.

**Lemma 11.** For \( b > \max(2a, 0) \) and \( \rho b < 1 \) we have

\[ E_1 \leq E_0 \left( 2pa \frac{b}{b - a} + \text{const.} \left( N(\rho b)^3 \left[ 1 + \rho \int_{x > b} v(x) x^2 \right] + \rho |a| \frac{\ln(N)}{N} \right) \right). \]

(62)

**Proof.** Note the \( \omega \) used to define the trial state is the scattering solution for the restricted potential \( \mathbb{1}_{[-b,b]} v \). This means that some of the calculations in this proof result in the restricted scattering length \( a_b \) instead of the full scattering length \( a \), as discussed in Lemma 3. Since this lemma also shows that \( a_b \leq a \leq a_b + 2 \int_{x > b} v(x) x^2 \), it is always the case that we can reformulate everything in terms of \( a \), at the cost of
an error. In this proof, however, we notice that all upper bounds containing $a_b$ are increasing in $a_b$, which means we can exchange $a_b$ for $a \geq a_b$ at the very end of the proof without additional errors.

We estimate $E_1$ by splitting it into four terms $E_1 = E_1^{(1)} + E_1^{(2)} + E_1^{(3)} + E_1^{(4)}$, with

\[
E_1^{(1)} := \left( \frac{N}{2} \right) \left[ \int_{A_{12}} 2 |\partial_1 \Psi_{12}|^2 + \int_{A_{12}} v_{12} |\Psi_{12}|^2 \right],
\]

\[
E_1^{(2)} := -\left( \frac{N}{2} \right) \int_{A_{12}} \left( 2 |\partial_1 \Psi_F|^2 + \sum_{i=3}^{N} |\partial_i \Psi_F|^2 \right),
\]

\[
E_1^{(3)} := \left( \frac{N}{2} \right) \left( \sum_{1 \leq i < j \leq N} (i,j) \neq (1,2) v_{ij} |\Psi_{12}|^2 \right),
\]

\[
E_1^{(4)} := \left( \frac{N}{2} \right) \int_{A_{12}} \sum_{i=3}^{N} |\partial_i \Psi_{12}|^2.
\]

By straightforward computation we find that

\[
E_1^{(1)} = 2 \left( \frac{N}{2} \right) \int_{A_{12}} \left[ |\partial_1 \omega(x_1 - x_2)|^2 \left( \frac{\Psi_F(x)}{x_1 - x_2} \right)^2 + 2 \omega(x_1 - x_2) \partial_1 \omega(x_1 - x_2) \frac{\Psi_F(x)}{x_1 - x_2} \frac{\Psi_F(x)}{x_1 - x_2} \right]
\]

\[
+ 2 \omega(x_1 - x_2) \partial_1 \omega(x_1 - x_2) \frac{\Psi_F(x)}{x_1 - x_2} \frac{\Psi_F(x)}{x_1 - x_2} \frac{\Psi_F(x)}{x_1 - x_2}
\]

\[
+ \omega(x_1 - x_2)^2 \left( \partial_1 \frac{\Psi_F(x)}{x_1 - x_2} \right)^2 + \frac{1}{2} v_{12} |\Psi_{12}|^2 \right].
\]

Taking half of the second term, and applying partial integration to the first $\partial_1$ gives

\[
\int_{A_{12}} \omega(x_1 - x_2) \partial_1 \omega(x_1 - x_2) \frac{\Psi_F(x)}{x_1 - x_2} \partial_1 \frac{\Psi_F(x)}{x_1 - x_2}
= -\int_{A_{12}} \left[ \omega(x_1 - x_2) \partial_1 \omega(x_1 - x_2) \frac{\Psi_F(x)}{x_1 - x_2} \frac{\Psi_F(x)}{x_1 - x_2} \frac{\Psi_F(x)}{x_1 - x_2} \right]
\]

\[
+ \omega(x_1 - x_2)^2 \left( \partial_1 \frac{\Psi_F(x)}{x_1 - x_2} \right)^2 + \omega(x_1 - x_2)^2 \frac{\Psi_F(x)}{x_1 - x_2} \frac{\Psi_F(x)}{x_1 - x_2} \frac{\Psi_F(x)}{x_1 - x_2}
\]

\[
+ \int \left[ \omega(x_1 - x_2)^2 \frac{\Psi_F(x)}{x_1 - x_2} \partial_1 \frac{\Psi_F(x)}{x_1 - x_2} \right]_{x_1 = x_2 - b}^{x_2 + b} dx_2 \ldots dx_N.
\]
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By using the product rule in the second integral of (65) and integrating over the variables \(x_3, \ldots, x_N\), we find that (64) becomes

\[
E_1^{(1)} = 
2 \binom{N}{2} \int_{A_{12}} \left[ |\partial_1 \omega(x_1 - x_2)|^2 \left| \frac{\Psi_F(x)}{|x_1 - x_2|} \right|^2 - \omega(x_1 - x_2)^2 \frac{\Psi_F(x)}{|x_1 - x_2|} \partial_1^2 \left( \frac{\Psi_F(x)}{|x_1 - x_2|} \right) + \frac{1}{2} \nu_{12} |\Psi_{12}|^2 \right] 
+ \int \left[ \left( \frac{\omega(x_1 - x_2)}{|x_1 - x_2|} \right)^2 \partial_1 \left( \gamma^{(2)}(x_1, x_2; y, x_2) \right) \bigg|_{y=x_1} - \frac{\rho^{(2)}(x_1, x_2)}{|x_1 - x_2|} \right] x_2^{+b} \ dx_2.
\]

For the first term in the second integral in (66), we define (also see the notation discussed above Lemma 10)

\[
\kappa_1 := \int \left[ \left( \frac{\omega(x_1 - x_2)}{|x_1 - x_2|} \right)^2 \partial_1 \left( \gamma^{(2)}(x_1, x_2; y, x_2) \right) \bigg|_{y=x_1} \right] x_2^{+b} \ dx_2 
= \int \left[ \partial_1 \left( \gamma^{(2)}(x_1, x_2; y, x_2) \right) \bigg|_{y=x_1} \right] x_2^{+b} \ dx_2.
\]

Hence, we find

\[
E_1^{(1)} = 
\int_{|x_1 - x_2| < b} \left[ \left( |\partial_1 \omega(x_1 - x_2)|^2 + \frac{1}{2} \nu_{12} |\omega(x_1 - x_2)|^2 \right) \frac{\rho^{(2)}(x_1, x_2)}{|x_1 - x_2|^2} 
- \omega(x_1 - x_2)^2 \frac{1}{|x_1 - x_2|} \partial_1^2 \left( \gamma^{(2)}(x_1, x_2; y_1, y_2) \right) \bigg|_{y_1=x_1} \right] 
+ \kappa_1 - \int \left[ \frac{\rho^{(2)}(x_1, x_2)}{|x_1 - x_2|} \right] x_2^{+b} \ dx_2
\]

Thus, using Lemma 2 in the first line, Lemma 9 in the first and last lines, and applying the fifth statement of Lemma 10 in the second line, we find

\[
E_1^{(1)} \leq \frac{\pi^2}{3} N \rho^2 \left( 2 \rho \left[ \frac{b^2}{b - a_b} - b \right] \left( 1 + \text{const.} \frac{\ln(N)}{N} \right) + \text{const.} \ (\rho b)^3 \right) + \kappa_1
\]

\[
\leq \frac{\pi^2}{3} N \rho^2 \left( 2 \rho a_b \left[ \frac{b}{b - a_b} + \text{const.} \ (N \rho b)^3 + \rho |a| \frac{\ln(N)}{N} \right] \right) + \kappa_1.
\]
For $E_1^{(2)}$, starting from the definition, using antisymmetry of $\Psi_F$, and applying integration by parts (note only the variable $x_1$ gives a boundary term), we find

\[
E_1^{(2)} = -\left(\frac{N}{2}\right) \int_{A_{12}} \left( 2 |\partial_1 \Psi_F|^2 + \sum_{i=3}^{N} |\partial_i \Psi_F|^2 \right)
= -\left(\frac{N}{2}\right) \int_{A_{12}} \sum_{i=1}^{N} \Psi_F(-\partial_i^2 \Psi_F) - 2 \left(\frac{N}{2}\right) \int \left[ \Psi_F \partial_1 \Psi_F \right]_{x_1=x_2+b}^{x_1=x_2-b}
= -E_0 \left(\frac{N}{2}\right) \int_{A_{12}} |\Psi_F|^2 - \int \left[ \partial_y \gamma^{(2)}(x_1, x_2; y, x_2) \right]_{y=x_1}^{x_2+b} \, dx_2
\]

\[= -\kappa_1, \tag{70}\]

where we used that $\Psi_F$ is an eigenfunction of $-\sum_{i=1}^{N} \partial_i^2$ with eigenvalue $E_0$ for the third equality. The error $E_1^{(3)}$ can be estimated as follows. Notice that on $B_{12}$ we have $|x_i - x_j| \geq |x_1 - x_2|$ for any $i \neq j$. Since $\omega$ is increasing, this implies $\omega(x_i - x_j) \geq \omega(x_1 - x_2)$. Using $\omega \leq b$, we find

\[
E_1^{(3)} = \left(\frac{N}{2}\right) \int_{B_{12}} \left( \sum_{2 \leq i < j \leq N} v_{ij} |\Psi_{12}|^2 + \sum_{k=3}^{N} v_{1k} |\Psi_{12}|^2 \right)
\leq \text{const.} \left( \int_{(|x_1-x_2|<b)\cap(|x_3-x_4|<b)} v(|x_3-x_4|) |\omega(x_3-x_4)|^2 \frac{1}{(x_1-x_2)^2} \rho^{(4)}(x_1, x_2, x_3, x_4)
+ \int_{(|x_1-x_2|<b)\cap(|x_2-x_3|<b)} v(|x_2-x_3|) |\omega(x_2-x_3)|^2 \frac{1}{(x_1-x_2)^2} \rho^{(3)}(x_1, x_2, x_3)
+ b^2 \int_{(|x_1-x_2|<b)\cap(|x_3-x_4|>b)} v(|x_3-x_4|) \frac{1}{(x_1-x_2)^2} \rho^{(4)}(x_1, x_2, x_3, x_4)
+ b^2 \int_{(|x_1-x_2|<b)\cap(|x_2-x_3|>b)} v(|x_2-x_3|) \frac{1}{(x_1-x_2)^2} \rho^{(3)}(x_1, x_2, x_3) \right). \tag{71}\]
Hence, by Lemmas 2 and 10 and noting some of the integrals give factors of $L$ and $b$, we find that

$$E_1^{(3)} \leq \text{const.} \left[ N^2(p^2b^5) \left( \int_{|x|<b} x^2 v(x) |\omega(x)|^2 \, dx + b^2 \int_{|x|>b} x^2 v(x) \, dx \right) + N(p^3b^5) \left( \int_{|x|<b} x^2 v(x) |\omega(x)|^2 \, dx + b^2 \int_{|x|>b} x^2 v(x) \, dx \right) \right]$$

$$\leq \text{const.} \left[ N^2(p^2b^5) \rho/(b - a) + N(p^3b^5) < 1 \right] \int_{|x|<b} x^2 \, v(x)$$

$$= \text{const.} \, E_0 N(p^3b^5) \left( \rho/\rho_b \right) + \rho \int_{x>b} x^2 \, v(x^2),$$

where we used the assumptions of Lemma 11 to bound the fraction by 2. Given that $\Psi_F$ is an eigenfunction of $-\sum_{i=1}^{N} \delta_i^2$ with eigenvalue $E_0$, the error $E_1^{(4)}$ satisfies

$$E_1^{(4)} = \left( \frac{N}{2} \right) \int_{A_{12}} \sum_{i=1}^{N} \frac{\omega(x_1 - x_2)^2}{\omega(x_1 - x_2)^2} (-\delta_i^2) \Psi_F$$

$$= E_0 \left( \frac{N}{2} \right) \int_{A_{12}} \left| \frac{\omega(x_1 - x_2)}{x_1 - x_2} \Psi_F \right|^2 - 2 \left( \frac{N}{2} \right) \int_{A_{12}} \frac{\omega(x_1 - x_2)^2}{(x_1 - x_2)^2} (-\delta_i^2) \Psi_F.$$  

By Lemma 10 and $|\omega| \leq b$, it follows that

$$\left( \frac{N}{2} \right) \int_{A_{12}} \left| \frac{\omega(x_1 - x_2)}{x_1 - x_2} \Psi_F \right|^2 \leq \frac{b^2}{2} \int_{|x_1 - x_2|<b} \frac{\rho(2)(x_1, x_2)}{x_1 - x_2} \, dx_1 \, dx_2 \leq \text{const.} \, N(p^3),$$

and also by Lemma 10,

$$2 \left( \frac{N}{2} \right) \int_{A_{12}} \left| \frac{\omega(x_1 - x_2)^2}{(x_1 - x_2)^2} (-\delta_i^2) \Psi_F \right| \leq \frac{1}{2} \sum_{i=1}^{2} \int_{A_{12}} \left| \frac{\omega(x_1 - x_2)^2}{(x_1 - x_2)^2} \partial_j^2 \left( \frac{\rho(2)}{x_1 - x_2} \right) |_{y=x} \right| \leq \text{const.} \, N(p^3).$$

Hence, $E_1^{(4)} \leq \text{const.} \, E_0 N(p^3)$. Combining all bounds above, we find the result (62).
2.3 Estimating $E_2^{(1)} + E_2^{(2)}$

Recall that

$$E_2^{(1)} = \binom{N}{2} 2N \int_{A_{12} \cap A_{13}} \sum_{i=1}^{N} |\partial_i \Psi_F|^2,$$

$$E_2^{(2)} = \binom{N}{2} \left( \frac{N-2}{2} \right) \int_{A_{12} \cap A_{34}} \sum_{i=1}^{N} |\partial_i \Psi_F|^2,$$

(76)

with $A_{ij} := \{ x \in \mathbb{R}^N | |x_i - x_j| < b \}$. We prove the following bound.

**Lemma 12.**

$$E_2^{(1)} + E_2^{(2)} \leq \text{const. } E_0 \left( N(\rho b)^4 + N^2(\rho b)^6 \right).$$

(77)

**Proof.** We start by splitting $E_2^{(1)}$ and $E_2^{(2)}$ in two terms each and using partial integration. Consider first $E_2^{(1)}$,

$$E_2^{(1)} = \binom{N}{2} 2N \int_{A_{12} \cap A_{13}} \sum_{i=1}^{N} |\partial_i \Psi_F|^2$$

$$= \binom{N}{2} 2N \int_{A_{12} \cap A_{13}} \sum_{i=1}^{3} |\partial_i \Psi_F|^2 + \binom{N}{2} 2N \int_{A_{12} \cap A_{13}} \sum_{i=4}^{N} |\partial_i \Psi_F|^2.$$

(78)

For the second term, we perform partial integration, and use that $\Psi_F$ is an eigenfunction of the Laplacian with eigenvalue $E_0$ to find

$$\binom{N}{2} 2N \int_{A_{12} \cap A_{13}} \sum_{i=4}^{N} |\partial_i \Psi_F|^2 = \binom{N}{2} 2N \int_{A_{12} \cap A_{13}} \sum_{i=4}^{3} |\partial_i \Psi_F|^2 - \binom{N}{2} 2N \int_{A_{12} \cap A_{13}} \sum_{i=1}^{3} \Psi_F(-\partial_i^2 \Psi_F)$$

$$\leq E_0 \binom{N}{2} 2N \int_{A_{12} \cap A_{13}} |\Psi_F|^2 - \binom{N}{2} 2N \int_{A_{12} \cap A_{13}} \sum_{i=1}^{3} \Psi_F(-\partial_i^2 \Psi_F)$$

$$\leq 3E_0 \int_{[0,L]} \int_{[x_2-b,x_2+b]} \int_{[x_2-b,x_2+b]} \rho(3)(x_1, x_2, x_3) \, dx_3 \, dx_1 \, dx_2$$

$$- \binom{N}{2} 2N \int_{A_{12} \cap A_{13}} \sum_{i=1}^{3} \Psi_F(-\partial_i^2 \Psi_F).$$

(79)

Lemma 10 implies

$$3E_0 \int_{[0,L]} \int_{[x_2-b,x_2+b]} \int_{[x_2-b,x_2+b]} \rho(3)(x_1, x_2, x_3) \, dx_3 \, dx_1 \, dx_2 \leq \text{const. } NE_0(\rho b)^6.$$

(80)
Lemma 10 also implies
\[
\left(\frac{N}{2}\right)^2 N \int_{A_{12} \cap A_{23}} \sum_{i=1}^{3} \left( |\partial_i \Psi_F|^2 - \overline{\Psi_F} (-\partial_i \overline{\Psi_F}) \right) \leq \text{const.} \, \rho^6 \leq \text{const.} \, E_0 (\rho b)^6,
\]
so that \( E_2^{(1)} \) is bounded by const. \( NE_0 (\rho b)^6 \). We estimate \( E_2^{(2)} \) in the same way:
integration by parts and antisymmetry give
\[
E_2^{(2)} = \left(\frac{N}{2}\right)^2 \left(\frac{N-2}{2}\right) \int_{A_{12} \cap A_{34}} \left( \sum_{i=1}^{4} |\partial_i \Psi_F|^2 + \sum_{i=5}^{N} |\partial_i \Psi_F|^2 \right)
\]
\[
= \left(\frac{N}{2}\right)^2 \left(\frac{N-2}{2}\right) \left( 4 \int_{|x_3-x_4|<b} \left[ \Psi_F \partial_i \Psi_F \right]_{x_1=x_2+b} + \int_{A_{12} \cap A_{34}} \sum_{i=1}^{N} \Psi_F (-\partial_i^2 \Psi_F) \right)
\]
\[
= 4 \int_{x_2 \in [0,L]} \int_{|x_3-x_4|<b} \left| \partial_i \gamma^4 (x_1, x_2, x_3; y_1, x_2, x_3) \right|_{y_1=x_1} \bigg|_{x_1=x_2+b} + E_0 \int_{A_{12} \cap A_{34}} \rho^4 (x_1, \ldots, x_4).
\]

Lemma 10 implies that
\[
4 \int_{x_2 \in [0,L]} \int_{|x_3-x_4|<b} \left| \partial_i \gamma^4 (x_1, x_2, x_3; y_1, x_2, x_3) \right|_{y_1=x_1} \bigg|_{x_1=x_2+b} \leq \text{const.} \, E_0 N (\rho b)^4,
\]
and
\[
E_0 \int_{A_{12} \cap A_{34}} \rho^4 (x_1, \ldots, x_4) \leq \text{const.} \, E_0 N^2 (\rho b)^6,
\]
which give the estimate of \( E_2^{(2)} \). \( \square \)

2.4 Estimating \( E_3 \)

Lemma 13.
\[
E_3 \leq \text{const.} \, N \rho^3 \int_{b}^{\infty} v(x) x^2
\]

Proof. The bound \( \rho^{(2)}(x_1, x_2) \leq 8 \pi^2 \rho^4 (x_1 - x_2)^2 \) is given in Lemma 10. It follows that
\[
E_3 = \left(\frac{N}{2}\right) \int_{A_{12}} v_{12} |\Psi_F|^2 = \int_{|x_1-x_2|>b} \rho^{(2)}(x_1, x_2) v(x_1 - x_2)
\]
\[
\leq 8 \pi^2 N \rho^3 \int_{b}^{\infty} v(x) x^2.
\]
\( \square \)
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2.5 Proof of Proposition 6: A trial state for arbitrary $N$

The strategy of the proof of Proposition 6 is as follows. Together, Lemmas 8, 11, 12 and 13 provide a proof of Lemma 7, which is the upper bound for small $N$ obtained from the trial state $\Psi_\omega (30)$. To construct a trial state for arbitrary $N$, we glue together copies of $\Psi_\omega$ on small intervals. This is straightforward with Dirichlet boundary conditions since the wave functions vanish at the boundaries.

Proof of Proposition 6. Let $\rho |a|$ be sufficiently small to fix $b$ to satisfy

$$\frac{(\rho |a|)^{4/5}}{\rho} \leq \frac{1}{16},$$

Then $(\rho |a|)^{4/5} < \frac{1}{16}$ which implies $\rho b > (\rho |a|)^{-1/5} \rho |a| \geq 2 \rho |a|$. Therefore we find

$$\frac{b}{b-a} \leq 1 + \frac{2}{b} \leq 1 + 2(\rho |a|)^{1/5}. \quad (85)$$

Notice first that one ‘box’ suffices for $N < \frac{1}{2}(\rho b)^{-3/2}$: the result follows directly from Lemmas 7 and 10 with the observation that

$$\|\Psi_\omega\|^2 \geq 1 - \int_B |\Psi_F|^2 \geq 1 - \int_{|x_1-x_2|<b} \rho^{(2)}(x_1,x_2) \geq 1 - \frac{16\pi^2}{3} N(\rho b)^3, \quad (86)$$

as well as $\frac{16\pi^2}{3} N(\rho b)^3 \leq \frac{8\pi^2}{3} (\rho b)^{3/2} < 1/2$, so that $\frac{1}{1-N(\rho b)} \leq 1 + 2N(\rho b)^3$.

For $N \geq \frac{1}{2}(\rho b)^{-3/2}$, we consider $M$ disjoint ‘boxes’ (intervals) $I_1, I_2, ..., I_M$, with $\bigcup_{k=1}^M I_M \subset [0, L]$. We then set the number of particles in each box to be either $\lceil N/M \rceil$ or $\lceil N/M \rceil - 1$, adding up to $N$ in total. We choose

$$M = \left\lceil 2N(\rho b)^{3/2} \right\rceil,$$

so that

$$\frac{1}{4} (\rho b)^{-3/2} \leq \lceil N/M \rceil - 1 < \lceil N/M \rceil \leq \frac{1}{2} (\rho b)^{-3/2} + 1 \leq \frac{33}{64} (\rho b)^{-3/2}.$$

Hence the number of particles in each box will be between $\frac{1}{4}(\rho b)^{-3/2}$ and $\frac{33}{64}(\rho b)^{-3/2}$. For convenience, we denote $\tilde{N} = \lceil N/M \rceil$, and fix the length of each box so that the density is $\tilde{\rho} = \frac{\tilde{N}}{L-(M-1)b}$. In that way the combined length of all $M$ boxes add up to $L - (M-1)b$, leaving a distance $b$ between each box. Also,

$$\tilde{\rho} = \frac{\rho}{1 - \frac{b(M-1)}{L}} \leq \rho(1 + 2b(M-1)/L) \leq \rho(1 + 4(\rho b)^{5/2}), \quad (87)$$

which follows from $b(M-1)/L \leq 2(\rho b)^{5/2} < 1/2$. 
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We now consider the glued trial state \( \Psi^{\text{full}} = \prod_{i=1}^{M} \Psi_{\omega,k} \), where \( \Psi_{\omega,k} \) denotes the state defined in (30), on the box \( I_k \). Besides the energy in each box, we should estimate the long-range interaction energy between boxes. Denoting the coordinates in box \( I_k \) by \( x_1^k, ..., x_{\tilde{N}}^k \) (or \( x_1^k, ..., x_{\tilde{N}-1}^k \) if box \( I_k \) has \( \tilde{N} - 1 \) particles), we have the interaction energy between boxes given by

\[
\sum_{k<l} \sum_{i<j} \int \frac{\Psi^{\text{full}}(x) \Psi^{\text{full}}(y) v(x_i^k - x_j^l)}{\| \Psi^{\text{full}} \|^2},
\]

where \( k < l \) sum over boxes and \( i < j \) over the particles in each box. Note that the first double sum runs over integrals over disjoint regions of \([0, L]^2\). Hence, using \( \tilde{\rho} \leq \rho (1 + 4(\rho b)^{5/2}) \leq 2\rho \), we find that

\[
\sum_{k<l} \sum_{i<j} \int \Psi^{\text{full}}(x) \Psi^{\text{full}}(y) v(x_i^k - x_j^l) = \sum_{k \neq l} \int_{y-x>b} \frac{\rho_{\omega,k}^{(1)}(x) \rho_{\omega,l}^{(1)}(y) v(x-y)}{2 \| \Psi_{\omega,k} \|^2 \| \Psi_{\omega,l} \|^2} \\
\leq \frac{\text{const.}}{\min_k \| \Psi_{\omega,k} \|^4} \sum_{k=1}^{M} \int_{x>b} v(x),
\]

where we used that \( \rho_{\omega,k}^{(1)} \) is supported in \( I_k \) for any \( k \), as well as the bound

\[
\rho_{\omega,k}^{(1)}(x) \leq \rho_{\omega}^{(1)}(x) + \frac{b^2}{x} \int_{\{x \geq b \}} \frac{1}{(x-x_2)^2} \rho_{\omega}^{(2)}(x_2) \mathcal{d}x_2 \\
\leq \tilde{\rho} (1 + \text{const.} (\tilde{\rho} b)^3),
\]

which follows from Lemma 10 and (49).

To study the energy within each box, let \( e_{0,I_k} = \frac{\tilde{\rho}^3}{\tilde{N}} |I_k| (1 + \text{const.} \tilde{N}^{-1}) \) be the corresponding free Fermi energy in box \( I_k \) (where \(|I_k|\) is the length of box \( I_k \)). From Lemma 7 and (89), the trial state constructed using the small boxes gives the upper bound

\[
E^D(N, L) \leq \frac{1}{\| \Psi_{\omega} \|^2} \sum_{k=1}^{M} e_{0,I_k} \left[ 1 + 2\tilde{\rho}a \frac{b}{b-a} + \text{const.} \tilde{N}(\tilde{\rho}b)^3 \\
+ \text{const.} \left( \tilde{\rho} \int_{x>b} v(x)x^2 + \tilde{\rho} |a| \ln(\tilde{N}) \right) \right] \\
+ \text{const.} \frac{N \rho}{\min_k \| \Psi_{\omega,k} \|^4} \int_{x>b} v(x),
\]

(91)
Notice that $\tilde{\rho} |a| \frac{\ln(\tilde{N})}{N} \leq \frac{2}{5} \max(\tilde{N}^{-1}, (\tilde{\rho} |a|)^{3/2})$ (this is easily seen by considering the cases $\tilde{N} \leq (\tilde{\rho} |a|)^{-1}$ and $\tilde{N} > (\tilde{\rho} |a|)^{-1}$ separately). Thus this term is subleading, and we absorb it into other error terms. Using (85), (86), and (87) as well as the observations above, we see that

\[
E \leq N \frac{\pi^2}{3} \rho^2 \left( 1 + 2\rho a + 4(\rho |a|)^{6/5} + \text{const.} \frac{M}{N} + \tilde{N}(\rho b)^3 + \rho \int_{x> b} v(x)x^2 \right) \\
1 - \frac{16\pi^2 N(\rho b)^3}{3} \int_{x> b} v(x),
\]

(92)

Using $M/N \leq (\rho b)^{3/2} + \frac{1}{N}$ and the fact that $\frac{16\pi^2}{3} \tilde{N}(\rho b)^3 \leq 1/2$, so that

$$1/(1 - \tilde{N}(\rho b)^3) \leq 1 + 2\tilde{N}(\rho b)^3,$$

as well as $\tilde{N}(\rho b)^3 \leq \text{const.} (\rho b)^{3/2}$, the desired result follows by minimizing over $b$ in the chosen range. Note the error $N \frac{\pi^2}{3} \rho^2 \mathcal{O}(N^{-1})$ in the desired result is only important when $N < (\rho b)^{-3/2}$, so that it does not appear in this case.

\[\square\]

3 Lower bound in Theorem 1

Proposition 14 (Lower bound in Theorem 1). Consider a Bose gas with repulsive interaction, $v$, supported in $[-R_0, R_0]$ with Neumann boundary conditions. Write $\rho = N/L$. There exists a constant $C_L > 0$ such that the ground state energy $E^N(N, L)$ satisfies

\[
E^N(N, L) \geq N \frac{\pi^2}{3} \rho^2 \left( 1 + 2\rho a - C_L \left( (\rho |a|)^{6/5} + (\rho R_0)^{6/5} + N^{-2/3} \right) \right).
\]

(93)

The result for potentials with non-compact support, as stated in the main result Theorem 1, follows by noting that in a lower bound, we may replace a non-compactly supported potential $v$ by $\mathbb{1}_{[-R_0, R_0]}$ for some fixed $R_0 > 0$. The resulting lower bound contains the cut-off scattering length $a_{R_0}$, but (17) allows us to replace $a_{R_0}$ by the full scattering length $a$ at the cost of an error $\int_{x>b} v(x)x^2dx$, which, after an optimization in $R_0$, goes into $\varepsilon_v$ in Theorem 1.

As mentioned in Section 1.2, the proof is based on a reduction to the Lieb-Liniger model combined with Lemma 2. Similar to the upper bound, this idea only provides a useful lower bound for small $N$, which we obtain in Proposition 24 and Corollary 25 at the end Section 3.2, after preparatory estimates on the Lieb–Liniger model in Section 3.1. Then, in Section 3.3, this lower bound will be generalized to arbitrary $N$, proving Proposition 14.
3.1 Lieb-Liniger model: preparatory facts

The ground state energy $E_{LL}(N, L, c)$ of the Lieb-Liniger model with $N$ particles in an interval of length $L$ is determined by the system of equations [21]

\[ k_{i+1} - k_i = \frac{2\pi}{L} + \frac{2}{L} \sum_{s=1}^{N} \left( \arctan \left( \frac{k_s - k_{i+1}}{c} \right) - \arctan \left( \frac{k_s - k_i}{c} \right) \right), \]  

(94)

\[ \sum_{i=1}^{N} k_i = 0, \]  

(95)

\[ E_{LL}(N, L, c) = \sum_{i=1}^{N} k_i^2. \]  

(96)

It was shown by Yang and Yang in [56] that these equations have a unique solution for the pseudo-momenta $k_i$ and hence the energy $E_{LL}(N, L, c)$. It is not difficult to show that this solution gives the ground state. As a stronger result, Dorlas proved in [57] that the solutions found in [21] form a complete orthogonal basis.

Notice that (94) implies that $k_{i+1} - k_i \leq \frac{2\pi}{L}$ (with $k_{i+1} \geq k_i$ by construction). By Taylor expanding the right-hand side of (94) in $k_{i+1}$ around $k_i$ to first order, the pseudo-momenta of the ground state satisfy

\[ k_{i+1} - k_i = \frac{2\pi}{L} - \frac{1}{L} \frac{2c(k_{i+1} - k_i)}{c^2 + (k_s - k_i)^2} + O\left(\frac{1}{cL^2}\right). \]  

(97)

To give a lower bound on the ground state energy, we use the following lemma.

**Lemma 15.** Let $(k_i)_{i=1}^{N}$ satisfy $k_1 < k_2 < \ldots < k_N$, (94), and (95). Then we have

\[ E_{LL}(N, L, c) = \sum_{i=1}^{N} k_i^2 \geq N \left( \rho^2 - \frac{1}{L^2} \right) \frac{\pi^2}{3} \left( 1 + 2\frac{\rho}{c} \right)^2 + O\left(\frac{\rho^4}{c^2}\right). \]  

(98)

**Proof.** As noted above, the pseudo-momenta satisfy (97). By discarding the term $(k_s - k_i)^2$ in the denominator inside the sum, we find

\[ k_{i+1} - k_i \geq \frac{2\pi}{L} \left( 1 + 2\frac{\rho}{c} \right)^{-1} + O\left(\frac{1}{cL^2}\right). \]

For the ground state, we have $k_i = -k_{N-i+1}$ (this follows from reflection symmetry of the equations and the uniqueness of the ground state; see Section III of [21]). Hence, for all $1 \leq i \leq N$,

\[ 2 |k_i| \geq \frac{2\pi}{L} \left( 1 + 2\frac{\rho}{c} \right)^{-1} |N + 1 - 2i| + N\rho O\left(\frac{1}{cL^2}\right). \]  

(99)

Therefore, we find the lower bound (98) by using (96) and estimating the sum. \qed
The thermodynamic Lieb–Liniger energy density behaves like \( \rho^3 e(c/\rho) \). By letting \( N, L \to \infty \) with \( N/L \to \rho \), the previous lemma gives lower bound on this energy density.

**Lemma 16 (Lieb-Liniger lower bound).** For \( \gamma > 0 \),

\[
e(\gamma) \geq \frac{\pi^2}{3} \left( \frac{\gamma}{\gamma + 2} \right)^2 \geq \frac{\pi^2}{3} \left(1 - \frac{4}{\gamma}\right).
\]

(100)

The next result corrects the lower bound from (100) to obtain an estimate for finite particle numbers \( n \) with Neumann boundary conditions.

**Lemma 17 (Lieb-Liniger lower bound for finite \( n \)).** The Lieb–Liniger ground state energy with Neumann boundary conditions can be estimated by

\[
E^N_{\text{LL}}(n, \ell, c) \geq \frac{\pi^2}{3} n \rho^2 \left(1 - \frac{4 \rho}{c} - \text{const.} \frac{1}{n^{2/3}}\right).
\]

(101)

This will be proved after the following lemma. Note we use the superscripts \( N \) and \( D \) to denote Neumann and Dirichlet boundary conditions, respectively. For simplicity, we will consider the Lieb-Liniger model on \([-L/2, L/2]\) in this subsection, and use the notation \( \Lambda : [-s/2, s/2] \).

**Lemma 18 (Robinson [58]).** Let \( v \) be symmetric and decreasing (that is, \( v \circ c \geq v \) for any contraction \( c \)). For any \( b > 0 \),

\[
E^D_{\Lambda_b + 2b} \leq E^N_{\Lambda_b} + \frac{2n b}{L^2}.
\]

(102)

**Proof.** The idea of the proof is given on page 66 of [58], but we shall give a more explicit proof here. In order to compare energies with different boundary conditions, consider a cut-off function \( h \) with the property that

1. \( h \) is real, symmetric, and continuously differentiable on \( \Lambda_{3L} \),
2. \( h(x) = 0 \) for \( |x| > L/2 + b \),
3. \( h(x) = 1 \) for \( |x| < L/2 - b \),
4. \( h(L/2 - x)^2 + h(L/2 + x)^2 = 1 \) for \( 0 < x < b \),
5. \( \left| \frac{dh}{dx} \right|^2 \leq \frac{1}{17} \), and \( h^2 \leq 1 \).

Let \( f \in D(E^N_{\Lambda_L}) \). Define \( \tilde{f} \) by extending \( f \) to \( \Lambda_{3L} \) by reflecting \( f \) across each face of its domain in \( \Lambda_{3L} \). Define then \( V : L^2(\Lambda_L) \to L^2(\Lambda_{L+2b}) \) by \( Vf(x) := \tilde{f}(x) \prod_{i=1}^L h(x_i) \). It is not hard to show that \( V \) is an isometry, this is shown in Lemma 2.1.12 of [58]. Also, we clearly have \( Vf \in D(E^D_{\Lambda_{L+2b}}) \). Let \( \psi \) be the ground state for \( E^N_{\Lambda_L} \), and define the trial state \( \psi_{\text{trial}} = V\psi \). For the non-interacting system, the bound (102) is obtained in Lemma 2.1.13 of [58]. It remains to show that the trial state does not have a higher potential energy than the original state. To verify this, define \( \tilde{\psi} \) to be \( \psi \) extended by
reflection as above. For \(|x_2| < \frac{L}{2} - b\), it suffices that

\[
\int_{-L/2-b}^{L/2+b} v(|x_1 - x_2|) \left| \tilde{v}(x) \right|^2 h(x_1)^2 h(x_2)^2 \, dx_1
\]
\[
\leq \int_{-L/2-b}^{L/2+b} v(|x_1 - x_2|) \left| \tilde{v}(x) \right|^2 \, dx_1 + \sum_{s \in \{-1,1\}} s \int_{s(L/2-b)}^{s(L/2)} v(|x_1 - x_2|) \left| \tilde{v}(x) \right|^2 (h(x_1)^2 + h(L - x_1)^2) \, dx_1
\]
\[
= \int_{-L/2}^{L/2} v(|x_1 - x_2|) \left| \tilde{v}(x) \right|^2 \, dx_1,
\]

where we used that \(v\) is symmetric decreasing, as well as property 4 of \(h\). For \(|x_2| \geq \frac{L}{2} - b\), writing \(\bar{x}^{1,2}\) as shorthand for \((x_3, \ldots, x_N)\), we find

\[
\int_{L/2-b}^{L/2+b} \int_{L/2-b}^{L/2+b} v(|x_1 - x_2|) \left| \tilde{v}(x) \right|^2 h(x_1)^2 h(x_2)^2 \, dx_2 \, dx_1
\]
\[
= \sum_{(s_1, s_2) \in \{-1,1\}^2} s_1 s_2 \int_{L/2-s_1}^{L/2} \int_{L/2-s_2}^{L/2} v(|x_1 - x_2|) \left| \tilde{v}(x) \right|^2 h(x_1)^2 h(x_2)^2 \, dx_2 \, dx_1
\]
\[
= \sum_{(s_1, s_2) \in \{-1,1\}^2} \int_0^b \int_0^b v(|s_1 y_1 - s_2 y_2|) \left| \tilde{v}(L/2 - s_1 y_1, L/2 - s_2 y_2, \bar{x}^{1,2}) \right|^2 \left( h(L/2 - s_1 y_1)^2 h(L/2 - s_2 y_2)^2 \right) y_2 \, dy_1
\]
\[
\leq \int_0^b \int_0^b v(|y_1 - y_2|) \left| \tilde{v}(L/2 - y_1, L/2 - y_2, \bar{x}^{1,2}) \right|^2 \left( h(L/2 - s_1 y_1)^2 h(L/2 - s_2 y_2)^2 \right) y_2 \, dy_1
\]
\[
= \int_0^b \int_0^b v(|y_1 - y_2|) \left| \tilde{v}(L/2 - y_1, L/2 - y_2, \bar{x}^{1,2}) \right|^2 \, dy_2 \, dy_1.
\]

In the third line, we use the definition of \(\tilde{v}\) as well as the fact that \(|s_1 y_1 - s_2 y_2| \geq |y_1 - y_2|\) for \(y_1, y_2 \geq 0\), and in last line, we use property 4 of \(h\). By a similar computation, we find

\[
\int_{L/2-b}^{L/2+b} \int_{-L/2-b}^{-L/2+b} v(|x_1 - x_2|) \left| \tilde{v}(x) \right|^2 h(x_1)^2 h(x_2)^2 \, dx_2 \, dx_1
\]
\[
\leq \int_0^b \int_0^b v(|L - y_1 - y_2|) \left| \tilde{v}(L/2 - y_1, -L/2 + y_2, \bar{x}^{1,2}) \right|^2 \, dy_2 \, dy_1.
\]
By combining the three bounds above, we clearly have
\[ \int_{-L/2-b}^{L/2+b} v(|x_1 - x_2|) \left| \psi(x) \right|^2 h(x_1)^2 h(x_2)^2 \, dx_1 \, dx_2 \leq \int_{-L/2}^{L/2} v(|x_1 - x_2|) \left| \tilde{\psi}(x) \right|^2 \, dx_1 \, dx_2. \]  
(106)

The result now follows from the fact that \( V \) is an isometry. \( \square \)

Proof of Lemma 17. Lemma 18 implies that for any \( b > 0 \)
\[ E_{LL}^N(n, \ell, c) \geq E_{LL}^D(n, \ell + b, c) - \text{const.} \frac{n}{b^2} \]  
(107)
where we used that Dirichlet boundary conditions produce the highest ground state energy in the second inequality. Using Lemma 15, this implies
\[ E_{LL}^N(n, \ell, c) \geq n \left( \rho^2 - \frac{1}{\ell^2} \right) \left( \frac{1}{1 + b/\ell} \right)^2 \pi^2 \left( 1 + \frac{2}{c(1 + b/\ell)} \right)^{-2} + O \left( \frac{\rho^4}{c^2} \right) - \text{const.} \frac{n}{b^2} \]  
(108)

Optimizing in \( b \), we find
\[ E_{LL}^N(n, \ell, c) \geq \frac{\pi^2}{3} n \rho^2 \left( 1 - 4\rho/c - \text{const.} \frac{1}{n^{2/3}} \right). \]  
(109) \( \square \)

3.2 Lower bound for small particle numbers \( n \)

In this subsection, we work our way towards Proposition 24 and Corollary 25, which provide lower bounds on the Neumann ground state energy. The proof strategy is that of Section 1.2. We start by removing the relevant regions of the wave function. Throughout this section, let \( \Psi \) be the Neumann ground state of \( E \) and let \( R > \max (R_0, 2 |\mu|) \) be a length, to be fixed later. (Recall that to prove the lower bound in Proposition 14, we assume the potential is supported in \([-R_0, R_0]\), also see the remark below the theorem). Define the continuous function \( \psi \in L^2([0, \ell - (n-1)R]) \) by
\[ \psi(x_1, x_2, \ldots, x_n) := \Psi(x_1, R + x_2, \ldots, (n-1)R + x_n) \]  
(110)
for \( x_1 \leq \cdots \leq x_n \leq \ell - (n-1)R \), extended symmetrically to other orderings of the particles. Our first goal is to prove that almost no weight is lost in going from \( \Psi \) to \( \psi \), so that the heuristic calculation (22) has a chance of success. The following lemma will be useful.

Lemma 19. For any function \( \phi \in H^1(\mathbb{R}) \) such that \( \phi(0) = 0 \),
\[ \int_{[0,R]} |\partial \phi|^2 \geq \max_{[0,R]} |\phi|^2 / R. \]  
(111)
Proof. Write \( \phi(x) = \int_0^x \phi'(t) \, dt \), and find that

\[
|\phi(x)| \leq \int_0^x |\phi'(t)| \, dt. \tag{112}
\]

Hence \( \max_{x \in [0,R]} |\phi(x)| \leq \int_0^R |\phi'(t)| \, dt \leq \sqrt{R} \left( \int |\phi'(t)|^2 \, dt \right)^{1/2}. \)

We can estimate the norm loss. As \( \Psi \) is normalized, we find

\[
\langle \psi|\psi \rangle = 1 - \int_{\{x \in \mathbb{R}^n | \min_{i,j} |x_i - x_j| < R \}} |\Psi|^2 \geq 1 - \sum_{i<j} \int_{D_i^j} |\Psi|^2, \tag{113}
\]

where \( D_i^j := \{ x \in \mathbb{R}^n | \tau_i(x) = |x_i - x_j| < R \} \) with \( \tau_i(x) := \min_{j \neq i} (|x_i - x_j|) \). Note \( D_i^j \) is not symmetric in \( i \) and \( j \), and that for \( j \neq j' \), \( D_i^j \cap D_i^{j'} = \emptyset \) up to sets of Lebesgue measure zero. Also note that \( \bigcup_{i<j} D_i^j = \{ x \in \mathbb{R}^n | \min_{i,j} |x_i - x_j| < R \} \). To give a good bound on the right-hand side of (113), we need the following lemma, upper bounding the norm loss.

**Lemma 20.** For \( \psi \) defined in (110), we have

\[
1 - \langle \psi|\psi \rangle \leq 8R^2 \sum_{i<j} \int_{D_i^j} |\partial_i \Psi|^2 + R(R-a) \sum_{i<j} \int v_{ij} |\Psi|^2. \tag{114}
\]

Proof. Note that (111) implies that for any \( \phi \in H^1 \) and \( x, x' \in [0,R] \),

\[
||\phi(x)| - |\phi(x')||^2 \leq |\phi(x) - \phi(x')|^2 \leq R \left( \int_{[0,R]} |\partial_i \phi|^2 \right). \tag{115}
\]

Furthermore,

\[
|\phi(x)|^2 - |\phi(x')|^2 = (|\phi(x)| - |\phi(x')|)^2 + 2 (|\phi(x)| - |\phi(x')|) |\phi(x')| \leq 2 (|\phi(x)| - |\phi(x')|)^2 + |\phi(x')|^2. \tag{116}
\]

It follows that

\[
\max_{x \in [0,R]} |\phi(x)|^2 \leq 2R \int_{[0,R]} |\partial_i \phi|^2 + 2 \min_{x' \in [0,R]} |\phi(x')|^2. \tag{117}
\]

Viewing \( \Psi \) as a function of \( x_i \) with the other positions fixed and fixed \( j_i \), (117) implies

\[
2 \min_{\tau_i(x) = |x_i - x_j| < R} |\Psi|^2 \geq \max_{\tau_i(x) = |x_i - x_j| < R} |\Psi|^2 - 4R \left( \int_{\tau_i(x) = |x_i - x_j| < R} |\partial_i \Psi|^2 \right), \tag{118}
\]
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where we used that the interval in question has length at most 2R. Hence,

\[ 2 \sum_{i<j} \int v_{ij} |\Psi|^2 \geq 2 \sum_{i<j} \int \mathcal{D}_{ij} |\Psi|^2 \]

\[ \geq \left( \int v \right) \sum_{i<j} \left( \max_{\mathcal{D}_{ij}} |\Psi|^2 - 4R \left( \int \mathcal{D}_{ij} |\partial_i \Psi|^2 \, dx_i \right) \right) \, d\bar{x}^i \]

\[ \geq \frac{4}{R-a} \sum_{i<j} \left( \frac{1}{2R} \int |\Psi|^2 - 4R \int \mathcal{D}_{ij} |\partial_i \Psi|^2 \right), \]  

(119)

where \( \mathcal{D}_{ij} := \{ x_i \in \mathbb{R} | r_i(x) = |x_i - x_j| < R \} \) and \( d\bar{x}^i \) is shorthand for integration with respect to all variables except \( x_i \). In the last line, we used \( \int v \geq 4/(R-a) \) (see Lemma 2) and lower bounded the maximum of \( |\Psi|^2 \) by an average. Note that positivity of \( v \) is important in this step. Rewriting and (113) give the result. \( \square \)

To make (22) in the proof outlined in Section 1.2 precise, we relate the Neumann ground state energy to the Lieb–Liniger energy in Lemma 22. First, we state a direct adaptation of Lemma 2, more suited to our purpose here (note the boundary conditions \( f(R) = f(-R) = 1 \) in Lemma 2 are replaced by the contributions from the delta functions here).

**Lemma 21** (Dyson’s lemma). Let \( R > R_0 = \text{range}(v) \) and \( \varphi \in H^1(\mathbb{R}) \), then for any interval \( \mathcal{I} \ni 0 \)

\[ \int_{\mathcal{I}} |\partial \varphi|^2 + \frac{1}{2} v |\varphi|^2 \geq \int_{\mathcal{I}} \frac{1}{R-a} (\delta_R + \delta_{-R}) |\varphi|^2, \]

(120)

where \( a \) is the scattering length.

For the remaining part of this section we set

\[ R = \max \{ R_0, 2|a| \} \]

(121)

**Lemma 22.** Let \( \epsilon \in [0,1] \). For \( \psi \) defined in (110),

\[ \int \sum_i |\partial_i \Psi|^2 + \sum_{i \neq j} \frac{1}{2} v_{ij} |\Psi|^2 \geq E_{LL}^{\eta} \left( n, \tilde{\ell}, \frac{2\epsilon}{R-a} \right) \langle \psi|\psi \rangle + \frac{(1-\epsilon)}{8R^2} (1 - \langle \psi|\psi \rangle). \]

(122)

where \( \tilde{\ell} := \ell - (n-1)R \).

**Proof.** We first split the left-hand side of (122),

\[ \int \sum_i |\partial_i \Psi|^2 \mathbb{1}_{\ell_i(x) > R} + \epsilon \left( \sum_i |\partial_i \Psi|^2 \mathbb{1}_{\ell_i(x) < R} + \int \sum_{i<j} v_{ij} |\Psi|^2 \right) + (1-\epsilon) \left( \sum_i |\partial_i \Psi|^2 \mathbb{1}_{\ell_i(x) < R} + \int \sum_{i<j} v_{ij} |\Psi|^2 \right). \]

(123)
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Using Lemma 21 on the second term (see also (21)), and using the fact that \( \{ \tau_i(x) < R \} \) is the disjoint union \( \bigcup_j D_i^j \), we find that the left-hand side of (122) is lower bounded by

\[
\int \sum_i |\partial_i \psi|^2 1_{\tau_i(x) > R} + \epsilon \sum_i \frac{1}{R-a} \delta(\tau_i(x) - R) |\psi|^2 \\
+ (1 - \epsilon) \left( \sum_{i < j} \int_{D_i^j} |\partial_i \psi|^2 + \int \sum_{i < j} v_{ij} |\psi|^2 \right),
\]

(124)

where \( \tau_i(x) = \min_{j \neq i}(|x_i - x_j|) \) and the nearest neighbour delta interaction can be written \( \delta(\tau_i(x) - R) = \left( \sum_{j \neq i} \delta(x_i - x_j - R) + \delta(x_i - x_j + R) \right) 1_{\tau_i(x) > R} \). The nearest-neighbour interaction is obtained by, for each \( i \) in the sum above, dividing the integration domain of \( x_i \) into Voronoi cells around \( x_k \) with \( k \neq i \). Then, for each \( k \), restricting to the cell around particle \( k \) and using Lemma 21 gives the desired nearest neighbour interaction. This technique is also used in [1].

With the use of Lemma 20 with \( R > 2|a| \) in the last line of (124), and by realizing that the first two terms can be obtained by using \( \psi \) as a trial state in the Lieb-Liniger model (since the two delta functions collapse to a single delta of twice the strength when volume \( R \) is removed between particles), we obtain the claimed bound (122). \( \square \)

The next lemma bounds the difference in norm between \( \Psi \) of norm 1 and \( \psi \) in (110).

**Lemma 23.** For \( n(\rho R)^2 \leq \frac{3}{16\pi} \) and \( \rho R \leq \frac{1}{2} \) we have

\[
\langle \psi | \psi \rangle \geq 1 - \text{const.} \left( n(\rho R)^3 + n^{1/3}(\rho R)^2 \right).
\]

(125)

**Proof.** Our upper bound (Proposition 6 applied to a potential with range \( R_0 \)) and Lemma 22 with \( \epsilon = 1/2 \) imply that

\[
n \frac{\pi^2}{3} \rho^2 \left( 1 + 2\rho a + \text{const.} (\rho R)^{6/5} \right) \geq E_{\text{LL}}^N \left( n, \ell, \frac{1}{R-a} \right) \langle \psi | \psi \rangle + \frac{1}{16R^2} (1 - \langle \psi | \psi \rangle).
\]

(126)

Subtracting \( E_{\text{LL}}^N \left( n, \ell, \frac{1}{R-a} \right) \) on both sides, and using Lemma 17 on the left-hand side, we find

\[
n \frac{\pi^2}{3} \rho^2 \left( 1 + 2\rho a + \text{const.} (\rho R)^{6/5} \right) - n \frac{\pi^2}{3} \tilde{\rho}^2 \left( 1 - 4\tilde{\rho}(R-a) - \text{const.} n^{-2/3} \right)
\]

\[
\geq \left( \frac{1}{16R^2} - E_{\text{LL}}^N \left( n, \ell, \frac{1}{R-a} \right) \right) (1 - \langle \psi | \psi \rangle),
\]

(127)

with \( \tilde{\rho} = n/\ell = \rho/(1 - (\rho - 1/\ell)R) \). Using the upper bound \( E_{\text{LL}}^N \left( n, \ell, \frac{1}{R-a} \right) \leq \frac{n^2}{16} \tilde{\rho}^2 \) on the right-hand side, as well as \( 2\rho \geq \tilde{\rho} \geq \rho(1 + \rho R) \), we find

\[
\text{const.} n\rho^2 R^2 \left( \rho R + n^{-2/3} \right) \geq \left( \frac{1}{16} - R^2 n \frac{4\pi^2}{3} \rho^2 \right) (1 - \langle \psi | \psi \rangle).
\]

(128)
It follows that we have
\[
\langle \psi | \psi \rangle \geq 1 - \text{const.} \left( n(\rho R)^3 + n^{1/3}(\rho R)^2 \right). \tag{129}
\]

For \( n \leq \tau (\rho R)^{-9/5} \) with \( \tau = \frac{3}{16\pi^2} \frac{1}{8} \) and \( \rho R \leq \frac{1}{2} \), we find
\[
\langle \psi | \psi \rangle \geq 1 - \text{const.} \left( n(\rho R)^3 = 1 - \text{const.} \left( \rho R \right)^{6/5} \right). \tag{130}
\]

It is now straightforward to show the following result.

**Proposition 24.** For \( n(\rho R)^2 \leq \frac{3}{16\pi^2} \frac{1}{8} \) and \( \rho R \leq \frac{1}{2} \), we have
\[
E^N(n, \ell) \geq n \frac{\pi^2}{3} \rho^2 \left( 1 + 2\rho a + \text{const.} \left( \frac{1}{n^{2/3}} + n(\rho R)^3 + n^{1/3}(\rho R)^2 \right) \right). \tag{131}
\]

**Proof.** By Lemma 22 with \( \epsilon = 1 \), we reduce to a Lieb-Liniger model with volume \( \tilde{\ell} \), density \( \tilde{\rho} \), and coupling \( c \), and we have \( \tilde{\ell} = \ell - (n-1)R \), \( \tilde{\rho} = \frac{\rho}{a} \), and \( c = \frac{\rho}{\sqrt{\rho}} \). Notice that \( \rho(1 + \rho R) \leq \tilde{\rho} \leq \rho(1 + 2\rho R) \). Hence, by Lemmas 17 and 23,
\[
E^N(n, \ell) \geq E^N_{\text{LL}}(n, \tilde{\ell}, c) \langle \psi | \psi \rangle 
\geq n \frac{\pi^2}{3} \rho^2 \left( 1 + 2\rho a - \text{const.} \left( \rho R \right)^{6/5} \right). \tag{132}
\]

The previous proposition has a corollary that we will also use.

**Corollary 25.** For \( \frac{3}{8} (\rho R)^{-9/5} \leq n \leq \tau (\rho R)^{-9/5} \) with \( \tau = \frac{3}{16\pi^2} \frac{1}{8} \) and \( \rho R \leq \frac{1}{2} \),
\[
E^N(n, \ell) \geq n \frac{\pi^2}{3} \rho^2 \left( 1 + 2\rho a - \text{const.} \left( \rho R \right)^{6/5} \right). \tag{133}
\]

### 3.3 Lower bound for arbitrary \( N \)

The lower bound in Corollary 25 only applies to particle numbers of order \( (\rho R)^{-9/5} \). In this subsection, we generalize to any number of particles by performing a Legendre transformation in the particle number and going to the grand canonical ensemble. First, we justify that only particle numbers of order lesser than or equal to \( (\rho R)^{-9/5} \) are relevant for a certain choice of the chemical potential \( \mu \).

**Lemma 26.** Let \( C \) denote the unspecified constant in (133), \( \tau = \frac{3}{16\pi^2} \frac{1}{8} \), and let \( n = 4\rho m + n_0 \) with \( n_0 \in [0, 4\rho \ell) \) for some \( m \in \mathbb{N} \). Let \( \mu = \pi^2 \rho^2 \left( 1 + \frac{\rho}{\sqrt{\rho}} \right) \). Assume that \( C(\rho R)^{6/5} < 1/4 \), that \( \frac{3}{8}(\rho R)^{-9/5} \leq \rho \ell \leq \frac{3}{8}(\rho R)^{-9/5} \), and that \( \rho a \geq -1/16 \). Then,
\[
E^N(n, \ell) - \mu n \geq E^N(n_0, \ell) - \mu n_0. \tag{134}
\]
Proof. By Corollary 25, we have

\[ E^N(4\rho\ell, \ell) \geq \frac{\pi^2}{3} 64\rho^3 \left(1 + 8\rho a - C(\rho R)^{6/5}\right). \]  

(135)

Superadditivity caused by the positive potential implies

\[ E^N(n, \ell) - \mu n \geq m \left( E^N(4\rho\ell, \ell) - 4\mu\rho\ell \right) + E^N(n_0, \ell) - \mu n_0. \]  

(136)

The result, therefore, follows from the fact that

\[ \frac{64}{3} \pi^2 \rho^3 \left(1 + 8\rho a - C(\rho R)^{6/5}\right) \geq 4\pi^2 \rho^3 \left(1 + \frac{8}{3}\rho a\right) = 4\mu\rho\ell. \]  

(137)

Proof of Proposition 14. Note \( \rho = N/L \) in this proposition, and we introduce the notation \( \bar{\rho} = n/\ell \) later in the proof.

For the case \( N \leq \tau(\rho R)^{-9/5} \), the result follows from Proposition 24. For \( N \geq \tau(\rho R)^{-9/5} \), we will divide the system into \( M \in \mathbb{N} \) boxes of length \( \ell = L/M \).

Choose the number of boxes \( M \) such that

\[ \frac{\pi}{8}(\rho R)^{-9/5} \leq \rho \ell \leq \frac{\pi}{4}(\rho R)^{-9/5} \]

and \( \mu = \pi^2 \rho^2 \left(1 + \frac{8}{3}\rho a\right) \). Furthermore, assume that \( C(\rho R)^{6/5} < 1/4 \) and \( \rho a \geq -\frac{1}{16} \).

(Note that the cases \( C(\rho R)^{6/5} \geq 1/4 \) or \( \rho a < -\frac{1}{16} \) are trivial, by choosing a sufficiently large constant in the error term).

Let \( F^N(\mu, L) = \inf_{N'} (E^N(N', L) - \mu N') \) be the Legendre transform. Since \( v \) is repulsive, we have that

\[ E^N(N, L) \geq F^N(\mu, L) + \mu N \geq MF^N(\mu, \ell) + \mu N. \]  

(138)

By Lemma 26,

\[ F^N(\mu, \ell) := \inf_n \left( E^N(n, \ell) - \mu n \right) = \inf_{n<4\rho\ell} \left( E^N(n, \ell) - \mu n \right). \]  

(139)

Corollary 25 implies that for \( n < 4\rho\ell \) and \( \bar{n} = n/\ell \),

\[ E^N(n, \ell) \geq \frac{\pi^2}{3} n\bar{\rho}^2 (1 + 2\bar{\rho}a) - \text{const.} \ell\bar{\rho}^3(\rho R)^{6/5}. \]  

(140)

Thus, we have

\[ F^N(\mu, \ell) \geq \inf_{\bar{n} < 4\rho} (g(\bar{n}) - \mu\bar{n}) \ell - \text{const.} \ell\bar{\rho}^3(\rho R)^{6/5}, \]  

(141)
with \( g(\bar{\rho}) = \frac{\pi^2}{3} \bar{\rho}^3 (1 + 2\bar{\rho}a) \). Note that \( g \) is convex and continuously differentiable, with invertible derivative for \( \bar{\rho}a \geq -\frac{1}{16} \). Hence, using (138),

\[
E^N(N, L) \geq M(F^N(\mu, \ell) + \mu \rho \ell) \geq M \frac{\pi^2}{3} \rho^3 \left(1 + 2\rho - \text{const.} (\rho R)^{6/5}\right)
\]

(142)

where the equality follows from the specific choice of \( \mu = g'(\rho) \).

4 Anyons and proof of Theorem 5

In Theorem 4 and below, we discussed the fact that the fermionic ground state energy can be found from Theorem 1 by means of a unitary transformation. It was also mentioned that this concept can be generalized to a version of 1D anyonic symmetry [35, 37, 38]. We will now define our interpretation of such anyons, depending on a statistical parameter \( \kappa \in [0, \pi] \) that defines the phase \( e^{i\kappa} \) accumulated upon particle exchange. We also include a Lieb–Liniger interaction of strength \( 2c > 0 \), such as in [36, 39, 40].

To start, divide the configuration space into sectors \( \Sigma_\sigma := \{x_{\sigma_1} < x_{\sigma_2} < \cdots < x_{\sigma_N}\} \subset \mathbb{R}^N \) indexed by permutations \( \sigma = (\sigma_1, \ldots, \sigma_N) \), and the diagonal \( \Delta_N := \bigcup_{1 \leq i < j \leq N} \{x_i = x_j\} \). Consider the kinetic energy operator on \( \mathbb{R}^N \setminus \Delta_N \),

\[
H_N = -\sum_{i=1}^{N} \partial^2_{x_i},
\]

(143)

with domain

\[
\mathcal{D}(H_N) = \left\{ \varphi = e^{-i\Lambda(x)} f(x) \mid f \text{ is continuous, symmetric in } x_1, \ldots, x_N, \text{ smooth on each } \Sigma_\sigma, \right. \\
\left. \text{and } (\partial_{i} - \partial_{j})\varphi|_{i}^{\pm} - (\partial_{i} - \partial_{j})\varphi|_{0}^{ij} = 2c e^{-i\Lambda(x)} f|_{0}^{ij} \text{ for all } i \neq j \right\},
\]

(144)

Here, \( |_{i}^{\pm} \) and \( |_{0}^{ij} \) mean the function should be evaluated for \( x_i \to x_{i}^{\pm} \) and \( x_i = x_{j} \) respectively, and

\[
\Lambda(x) := \sum_{i<j} \epsilon(x_i - x_j) \quad \text{with} \quad \epsilon(x) = \begin{cases} 
1 & \text{for } x > 0 \\
-1 & \text{for } x < 0 \\
0 & \text{for } x = 0 
\end{cases}
\]

(145)

The idea is that the (perhaps rather artificial) boundary condition in (144) encodes the presence of a delta potential of strength \( 2c \), just like it would for bosons.
**Proposition 27.** Let $0 < \kappa < \pi$. $H_N$ is symmetric, with corresponding quadratic form

\[
\mathcal{E}_{\kappa,c}(\varphi) = \sum_{i=1}^{N} \int_{\mathbb{R}^{N} \setminus \Delta_N} |\partial_{x_i} \varphi(x)|^2 + \frac{2c}{\cos(\kappa/2)} \sum_{i<j} \delta(x_i - x_j) |\varphi(x)|^2 \, dx. \tag{146}
\]

**Proof.** Let $\varphi, \vartheta \in \mathcal{D}(H_N)$. Then, by partial integration,

\[
\langle \vartheta | H_N | \varphi \rangle = - \sum_{i=1}^{N} \int_{\mathbb{R}^{N} \setminus \Delta_N} \overrightarrow{\partial}_{x_i} \varphi
\]

\[
+ \sum_{i=1}^{N} \int_{\mathbb{R}^{N} \setminus \Delta_N} \overrightarrow{\partial}_{x_i} \varphi - \int_{\mathbb{R}^{N-1} \setminus \Delta_{N-1}} \sum_{i\neq j} \left( \overrightarrow{\partial}_{x_i} \varphi |_{ij} - \overrightarrow{\partial}_{x_j} \varphi |_{ij} \right)
\]

\[
= \sum_{i=1}^{N} \int_{\mathbb{R}^{N} \setminus \Delta_N} \overrightarrow{\partial}_{x_i} \varphi + \int_{\mathbb{R}^{N-1} \setminus \Delta_{N-1}} \sum_{i<j} \left( \overrightarrow{\partial}_{x_i} \varphi |_{ij} - \overrightarrow{\partial}_{x_j} \varphi |_{ij} \right).
\tag{147}
\]

Let $f, g$ be the functions such that $\varphi = e^{-i \frac{\pi}{2} A} f$ and $\vartheta = e^{-i \frac{\pi}{2} A} g$. Then,

\[
\langle \vartheta | H_N | \varphi \rangle = \sum_{i=1}^{N} \int_{\mathbb{R}^{N} \setminus \Delta_N} \overrightarrow{\partial}_{x_i} \varphi + \int_{\mathbb{R}^{N-1} \setminus \Delta_{N-1}} \sum_{i<j} \left( \overrightarrow{\partial}_{x_i} \varphi - \overrightarrow{\partial}_{x_j} \varphi |_{ij} \right)
\]

\[
= \sum_{i=1}^{N} \int_{\mathbb{R}^{N} \setminus \Delta_N} \overrightarrow{\partial}_{x_i} \varphi + \int_{\mathbb{R}^{N-1} \setminus \Delta_{N-1}} 2 \sum_{i<j} \left( \overrightarrow{\partial}_{x_i} \varphi - \overrightarrow{\partial}_{x_j} \varphi |_{ij} \right),
\tag{148}
\]

where the last step follows from the symmetry of $f$. Note that the boundary conditions of the functions in $\mathcal{D}(H_N)$ imply

\[
(\partial_i - \partial_j) \varphi |_{ij} - (\partial_i - \partial_j) \varphi |_{ij} = e^{-i \frac{\pi}{2} (1+S)} (\partial_i - \partial_j) f |_{ij} + e^{-i \frac{\pi}{2} (1+S)} (\partial_i - \partial_j) f |_{ij} = 2c \varphi |_{ij} = e^{-i \frac{\pi}{2} S} 2cf |_{ij}, \tag{149}
\]

where $S := \Lambda - \epsilon(x_i - x_j)$, so that $S$ does not depend on $x_i - x_j$. By symmetry of $f$, it follows that

\[
e^{-i \frac{\pi}{2} (1+S)} (\partial_i - \partial_j) f |_{ij} - e^{-i \frac{\pi}{2} (1+S)} (\partial_i - \partial_j) f |_{ij} = e^{-i \frac{\pi}{2} (1+S)} (\partial_i - \partial_j) f |_{ij} + e^{-i \frac{\pi}{2} (1+S)} (\partial_i - \partial_j) f |_{ij}
\]

\[
= e^{-i \frac{\pi}{2} S} 2 \cos(\kappa/2) (\partial_i - \partial_j) f |_{ij}
\]

\[
= e^{-i \frac{\pi}{2} S} 2c f |_{ij},
\tag{150}
\]

so that

\[
2(\partial_i - \partial_j) f |_{ij} = \frac{2c}{\cos(\kappa/2)} f |_{ij}.
\tag{151}
\]
Hence, it follows that
\[
\langle \vartheta | H_N | \phi \rangle = \sum_{i=1}^{N} \int_{\mathbb{R}^N} \frac{2c}{\cos(\kappa/2)} \sum_{i<j} \delta(x_i - x_j) \vartheta(x) \phi(x) \, dx + 2c \cos(\kappa/2) \sum_{i<j} \delta(x_i - x_j) \vartheta(x) \phi(x) \, dx.
\](152)

Starting from \( \langle H_N \vartheta | \phi \rangle \), we can arrive at (152) by the same steps, proving that \( H_N \) is symmetric.

**Remark 6.** Since \( E_{\kappa,c} \) is non-negative and closable, it follows that \( H_N \) has a self-adjoint Friedrichs extension. This is what we regard as the Hamiltonian of the 1D anyon gas with statistical parameter \( \kappa \) and Lieb–Liniger interaction of strength \( 2c\delta_0 \) that is relevant for Theorem 5.

We are now ready to prove Theorem 5 as outlined in Section 1.3.

**Proof of Theorem 5.** Let \( \mathcal{E}_c \) denote the bosonic quadratic form with potential \( v_c = \bar{v} + 2c\delta_0 \). By Proposition 27 and the observation that the quadratic form is independent of the phase factors, we see that the unitary operator \( U_\kappa : f \mapsto e^{-i\Lambda f} \) provides a unitary equivalence of the bosonic and anyonic set-ups. That is, \( U_\kappa \mathcal{D}(\mathcal{E}_{0,c}/\cos(\kappa/2)) = \mathcal{D}(\mathcal{E}_{\kappa,c}) \) with \( \mathcal{E}_{\kappa,c}(U_\kappa f) = \mathcal{E}_{0,c}/\cos(\kappa/2)(f) \). Hence, the result follows from Theorem 1.
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**Appendix A Some facts about the scattering length**

Here, we collect some useful facts about the scattering length, and prove Lemma 3.

1. The scattering length for compact potentials defined in Lemma 2 is independent of the choice of \( R \geq R_0 \) (where \( R_0 \) is the range of the potential). This follows from the uniqueness of the scattering solution: let \( R_0 \leq R_1 < R_2 \). Then there are scattering solutions \( f_1 \) on \([-R_1,R_1]\) with scattering length \( a_1 \) and \( f_2 \on [-R_2,R_2] \) with scattering length \( a_2 \). By uniqueness of the scattering solution on \([-R_1,R_1]\) and the asymptotic behavior of \( f_2 \), we have \( f_1 = \frac{R_1}{R_1-a_2} f_2 |_{[-R_1,R_1]} \). Hence, the result follows from Theorem 1.

2. If \( v \neq 0 \) then \( a > -\infty \). This can be seen by the fact that the only function with vanishing kinetic energy on the interval \([-R,R]\) is the constant function, but this function has potential energy \( \int_{[-R,R]} v > 0 \). Hence \( \frac{1}{R-a} > 0 \) and \( a > -\infty \).
3. The scattering solution is positive. This follows from the fact that \(|f|\) has energy smaller than or equal to that of \(f\), with equality if and only if \(|f| = f\).

4. The scattering solution \(f_0\) is radially increasing. Notice that \(f_0 \in H^1([-R, R])\), so that it is continuous. Now define on \([0, R]\) the radially increasing function

\[
f(x) = \min_{y \in [x, R]} (f_0(y)),
\]

and extend it by reflection to \([-R, 0]\). If for some \(x \in [-R, R]\) it holds that \(f(x) \neq f_0(x)\), then \(f'(x) = 0\) as \(f\) must necessarily be constant in a neighbourhood of \(x\). Thus,

\[
\int |f'|^2 = \int_{\{f = f_0\}} |f'|^2 = \int_{\{f = f_0\}} |f_0|^2 \leq \int |f_0|^2.
\]

Furthermore, \(f \leq f_0\), so we also have

\[
\int v|f|^2 \leq \int v|f_0|^2.
\]

By uniqueness of the scattering solution it must follows that \(f = f_0\), which can be true only if \(f_0\) is radially increasing.

5. If \(v\) is supported in \([-R_0, R_0]\), then \(a \leq R_0\). This is clear from the fact that the scattering energy \(\sigma_v\) is positive for any \(R > R_0\).

6. In Appendix C of [1], it is unclear whether Lemma 2 is proved for any (positive) measure \(v\) or not. However, the proof easily allows for any measure by noting that in one dimension, the map \(f \mapsto \int v|f|^2\) is \(H^1\)-weakly lower semicontinuous by Fatou’s lemma.

**Proof of Lemma 3.** Let \(\bar{R} > R > R'\) and let \(f_0^R\) denote the scattering solution with potential \(1_{[-R, R]}v\). By Lemma 2, we have

\[
\frac{4}{\bar{R} - a_R} = \int_{-\bar{R}}^{\bar{R}} 2|\partial_x f_0^R|^2 + 1_{[-R, R]}v(x)|f_0^R(x)|^2 \, dx \geq \int_{-\bar{R}}^{\bar{R}} 2|\partial_x f_0^{R'}|^2 + 1_{[-R, R']}v(x)|f_0^{R'}(x)|^2 \, dx \geq \frac{4}{\bar{R} - a_{R'}}.
\]

Thus \(a_R\) is increasing in \(R\). Now, also assume \(R' > -a_{R'}\) (note this will hold if \(R'\) is large enough by the fact that \(a_R\) increases with \(R\)). Then, again by Lemma 2,

\[
\frac{4}{R' - a_{R'}} + 2 \int_{R'}^{R} v(x) |f_0^{R'}|^2 \geq \int_{-R}^{R} 2|\partial_x f_0^{R'}|^2 + 1_{[-R, R]}v(x)|f_0^{R'}(x)|^2 \, dx \geq \frac{4}{R' - a_{R'}}.
\]

Using that \(f_0^{R'}(x) = (x - a_{R'})/\bar{R} - a_{R'}\) for \(x > R'\), we find

\[
\frac{4(a_R - a_{R'})}{(R - a_{R'})(R - a_R)} \leq \frac{2}{(R - a_{R'})^2} \int_{R'}^{R} v(x)(x - a_{R'})^2 \leq \frac{8}{(R - a_{R'})^2} \int_{R'}^{R} v(x)^2 \, dx.
\]
Multiplying both sides by $\tilde{R}^2$ and taking $\tilde{R}, R \to \infty$, we conclude

$$a - a R' \leq 2 \int_{R'}^{\infty} v(x)x^2 \, dx,$$

(A4)

as desired.
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