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Introduction to fold-change detection and Weber’s law

Many sensory systems display fold-change detection (FCD), i.e. show a response profile which depends on fold-changes, rather than absolute levels of an input stimulus (Fig. S1A, top panels). For instance, the human eye copes with 8 orders of magnitude of brightness from low light during a moonless night to bright daylight [1, 2]. To distinguish objects from their background the visual system efficiently exploits the statistical similarity of light intensities in natural scenes, with the relative difference between light reflected from the object compared to the background being largely invariant under different illuminations [1,3,4].

A special case of FCD is Weber’s law. Historically, it was interpreted as describing the relationship between the physical magnitude of a stimulus and its perceived intensity [5]. Specifically, the law states that the smallest noticeable difference $\Delta S$ (threshold stimulus), which a sensory system can detect between a stimulus and a persistent background stimulus $S_0$, increases directly proportional to $S_0$ (Fig. S1A, bottom left panel). The ratio $\Delta S/S_0$ remains therefore constant, representing coding of contrast, i.e. stimuli relative to the background. Hence, Weber’s law represents FCD in the linear response regime.

In its integrated form, Weber’s law predicts an internal representation of the stimulus, the perception $R \sim \ln S$, to increase logarithmically with the stimulus $S$ (Fig. S1A, bottom right panel). This relationship, known as the Weber-Fechner law [5], results in a logarithmic stimulus compression and hence a large dynamic range, found, e.g., in the visual and auditory system [2] and in the neural representation of numbers [6].

While such phenomenological laws apply to many sensory systems, an explanation at the molecular level is generally difficult due to the complexity of the underlying molecular and neural processes. In higher organisms, Weber’s law is best documented in the insect and vertebrate visual system, where multiple adaptation mechanisms adjust the receptor sensitivity to ambient light levels [7]. In the insect compound eye, receptor cells remain sensitive to light over a wide range of intensities due to adaptation, as voltage-dependent potassium channels repolarize the cell and restrict the response amplitude at higher light intensities for stimulus compression [4]. In addition, further optical, cellular and neural adaptation mechanisms have been described, among them pigment migration [4], reduction of response latency in the transduction process [8], and transient activation of synaptic transmitter [9].
**Introduction to information theory**

Sensory systems adjust their signaling properties to match the typical input distributions they encounter. Appropriate matching of distributions of relevant inputs, input-output relationships and distributions of outputs has been found in many biological systems [10–14]. In the simplest case with constant output noise, Laughlin suggested that inputs should be encoded into outputs such that all available output levels are used equally often [10]. Having one input and one output variable, the mutual information is optimized if the input-output relationship is given by the cumulative distribution of the input, i.e. \( \bar{A}(c) = \int d' p_I(I') \), as illustrated in Fig. S1B. Information transmission can be quantified using Shannon’s mutual information [11–13, 15, 16]. For one input variable \( c \) and one output variable \( A \) the mutual information is given by

\[
I[c; A] = \int dc \int dA \ p(c, A) \log_2 \frac{p(c, A)}{p_c(c) p_A(A)}
= \int dc \ p_c(c) \int dA \ p(A|c) \log_2 \frac{p(A|c)}{p_A(A)},
\]

(1)

where the joint probability \( p(c, A) \) can be expressed in terms of the conditional probability \( p(A|c) = p(A|c)p_c(c) \).

We assume that for a given input value \( c \) the output is distributed normally around a mean output value \( \bar{A}(c) \) with variance \( \sigma^2_T(c) \) due to transmitted cell-external (input) noise and cell-internal (output) noise. Hence, the input-output relationship is given by the conditional probability for the output \( A \) given an input concentration \( c \),

\[
p(A|c) = \frac{1}{\sqrt{2\pi \sigma^2_T(c)}} \exp \left\{ -\frac{[A - \bar{A}(c)]^2}{2\sigma^2_T(c)} \right\},
\]

(2)

Assuming small noise \( \sigma^2_T \), the mutual information Eq. 1 reduces to Eq. 8 in the main text. Maximizing the mutual information according to the derivation given in Materials and Methods in the main text yields the relationship between dose-response curve and expected input distribution given by Eq. 9 in the main text.

In the absence of input noise, the optimal dose-response curve becomes the steeper the higher the variance of the output according to [13]

\[
\frac{\partial \bar{A}}{\partial c} \propto \sigma_A \cdot p_c(c),
\]

(3)

where \( \sigma_A \) is the output noise of \( A \), hence the derivative of the optimal dose-response curve is proportional to the variance from internal signaling noise. Intuitively, the steeper the dose-response curve, the larger the separation between different output states becomes, turning into an advantage at high levels of output noise. In contrast, if input noise is present it is transmitted through the input-output relationship. Hence, increasing the steepness of the dose-response curve does not help information transmission as input noise is equally amplified similar to a deterministic input signal. Hence, the optimal dose-response curve is then given by the balance of transmitted input and output noise according to Eq. 9 in the main text.

**Derivation of noise threshold in FRET activity**

The activity threshold \( \Delta A \) (cf. Fig. 2B of the main text) defines the minimum activity response to a stimulus in order for the cell to distinguish the stimulus reliably from the background noise of the activity. For convenience, we picked values of \( \Delta A/A^* = 0.08 \) and 0.16, in Fig. 2E in the main text. These
that Weber’s law is valid for both.

threshold values are in the linear regime of the dose-response curves. Here, we theoretically estimate
the magnitude of the activity threshold due to fluctuations in ligand concentration, receptor methylation
level and receptor-complex switching. We use a result for the power spectrum of fluctuations obtained
in [17], and the fact that the variance is the integral over all frequencies of the power spectrum divided
by $2\pi$.

The power spectrum $S_A(\omega)$ of fluctuations in the total activity of $N_C$ receptor complexes in a cell
each containing $N$ receptors is [17]

$$S_A(\omega) = N_C \frac{\omega^2}{\omega^2_M + \omega^2} \left[ S_a(\omega) + \left(\frac{\partial A}{\partial c}\right)^2 S_c(\omega) \right] + \left(\frac{\partial A}{\partial M}\right)^2 Q_M,$$

where the individual terms in the numerator are the power spectrum for (i) receptor complex switching,
$S_a(\omega)$, (ii) ligand noise, $S_c(\omega)$, and (iii) receptor-complex methylation $Q_M$. We assume that fluctuations
at different receptor complexes are independent, hence all fluctuations are summed up yielding the factor
$N_C$ above.

According to Ref. [17], the individual contributions to the variance in activity from receptor-complex
switching $\langle \delta A^2 \rangle_a$, receptor methylation $\langle \delta A^2 \rangle_M$, and ligand noise $\langle \delta A^2 \rangle_c$ are:

$$\langle \delta A^2 \rangle_a = \frac{2NN_CA^*(1-A^*)^2}{\pi k_2 \tau}$$

with $k_2$ the rate of on/off switching of a receptor complex and $\tau$ an averaging time due to slower down-
stream reactions,

$$\langle \delta A^2 \rangle_M = \frac{N_C^2 (1-A^*)^2 (A^*)^3}{3 - 2A^*}$$

and

$$\langle \delta A^2 \rangle_c = N_C \left(\frac{\partial A}{\partial c}\right)^2 \langle \delta c^2 \rangle$$

with $\langle \delta c^2 \rangle = \alpha c_0/(\pi a D \tau)$ [18,19], where the parameters of the variance in ligand concentration denote
$a$ the size of the ligand binding site of a receptor (i.e receptor complex in our case), and $D$ the ligand
diffusion coefficient. Parameter $\alpha$ is of order one and depends on further receptor details. It is reduced
for cooperative ligand binding by receptors [20] and is increased when ligand, once receptor-bound, is
allowed to rebind to the same or a different receptor [19,21]. The latter effect is enhanced by the close
proximity of receptors in cell-polar clusters.

We assumed the following parameter values: adapted receptor activity $A^* = 1/3$, number of receptors
per receptor-complex $N = 17.8$, number of receptor complexes $N_C = 449$ (corresponding to 8000 receptors
per cell), a typical ligand concentration $c_0 = \sqrt{K_a^{\text{off}}K_c^{\text{on}}} = 0.1$ mM [22], receptor-switching rate $k_2 =
10^3 \text{ s}^{-1}$, averaging time $\tau = k_1^{-1} = 0.1$ s corresponding to slow autophosphorylation of CheA, factor
$\alpha \approx 1$, dimension of a receptor complex $a=10$ nm and diffusion coefficient $D=100 \mu m^2/s$. Therefore
the contributions of the variance above evaluate to: $\langle \delta A^2 \rangle_a = 1.06 \cdot 10^{-6}$, $\langle \delta A^2 \rangle_M = 1.41 \cdot 10^{-4}$ and
$\langle \delta A^2 \rangle_c = 0.0025$, respectively (in units of the adapted activity of a whole cell).

In total we obtain an estimate for the activity threshold due to ligand, receptor switching and methy-
lation noise of $\Delta A/A^* = 0.06$. This is a lower bound for the activity threshold as other sources of noise,
e.g. from stochastic phosphorylation and dephosphorylation events, are likely to further increase the
threshold response. In the main text we used two different noise thresholds of 0.08 and 0.16, and show
that Weber’s law is valid for both.
Analysis of Weber’s law and fold-change detection

To obtain an analytical formula for the threshold stimulus, we expand the receptor complex activity up to linear order about the steady state activity $A^*$ [23]

$$\Delta A = \frac{\partial A}{\partial F}\bigg|_{F^*} \cdot \frac{\partial F}{\partial \ln c} \cdot \frac{\Delta c_t}{c_0} = \alpha \cdot k \cdot \frac{\Delta c_t}{c_0},$$  \hspace{1cm} (8)

where $F^*$ is the free-energy difference corresponding to $A^*$, $\alpha = \partial A/\partial F|_{F^*} = A^*(A^* - 1)$ and

$$k = \left. \frac{\partial F}{\partial \ln c} \right|_{c_0} = \nu_a N \left[ \frac{c_0}{c_0 + K_{a}^{\text{off}}} - \frac{c_0}{c_0 + K_{a}^{\text{on}}} \right] + \nu_s N \left[ \frac{c_0}{c_0 + K_{s}^{\text{off}}} - \frac{c_0}{c_0 + K_{s}^{\text{on}}} \right],$$  \hspace{1cm} (9)

which is constant $k \approx \nu_a N$ for $K_{a}^{\text{off}} < c < K_{a}^{\text{on}}$ and $k \approx \nu_s N$ for $K_{s}^{\text{off}} < c < K_{s}^{\text{on}}$ (and $k \approx 0$ otherwise). This results in Weber’s law [24]

$$\Delta c_t = K \cdot c_0$$  \hspace{1cm} (10)

where $K = \Delta A/(\alpha k)$ is the constant Weber fraction in chemotaxis in the respective concentration regimes for threshold activity $\Delta A$. Growing receptor-cluster sizes may explain that Weber’s law extends to $\sim 10$ mM in regime I (Fig. 2E, see Materials and Methods and [25]). We also find that for background concentrations below $K_{a}^{\text{off}}$, Weber’s law breaks down and the threshold stimulus approaches a constant,

$$\Delta c_t = \Delta A \cdot K_{a}^{\text{off}} K_{a}^{\text{on}} / [\nu_a N A^* (1 - A^*) (K_{a}^{\text{off}} - K_{a}^{\text{on}})].$$  \hspace{1cm} (11)

Temporal exponential ramps

Main text Fig. 2C-F introduced the perception from the Weber-Fechner law with further details provided in Fig. S3A,B. This shows that exponential gradients are sensed best without sensory saturation. Here, we demonstrate that this can also be seen with exponential ramps (temporal gradients) in line with experiment.

Block et al. showed that temporal exponential ramps, i.e. exponentially increasing or decreasing concentrations of attractant in time, lead to an approximately constant (time-independent) rotational bias of the motor [26]. Hence, the time-dependent concentration input serves to probe the interplay of signaling and adaptation dynamics in the chemotaxis pathway. Here, we look at exponential ramps $c(t) = c_0 e^{\pm rt}$, with the initial concentration $c_0$ and rates $+r$ and $-r$ for up and down ramps, respectively. This time-dependent stimulus is used as input for the dynamic MWC model for mixed receptor complexes, whose activity $A(c, m)$ depends on the time-dependent concentration $c(t)$ and average receptor methylation level $m(t)$ (see main text). Fig. S3C shows simulated time courses; for slow ramp rates the adaptation dynamics catches up with the changing concentration, resulting in a new steady-state of the activity characterized by an approximately constant activity change. For high ramp rates, a plateau is reached for a limited period of time. Specifically, for down ramps the activity subsequently goes back to the adapted pre-stimulus value as the free-energy change due to the adaptation dynamics becomes faster than the free-energy change due to concentration changes. This is in line with our expectation as the concentration approaches zero and further concentration changes decrease. For exponential up ramps, after an initial drop the activity increases when the concentration increases to values above the ligand dissociation constants of the Tar receptor (but below the ligand dissociation constants of the Tsr receptor). In this concentration regime, receptor complexes have low sensitivity towards MeAsp. Ultimately, at very high MeAsp concentrations, Tsr starts to bind and the activity decreases again.

Fig. S3D shows the plateau activity, i.e. the receptor complex activity for which $dA/dt = 0$ is reached for the first time, as a function of the exponential ramp rate. According to the dynamic MWC model,
there is no threshold rate below which the receptor complex activity remains at the pre-stimulus value, which had been suggested by early experiments [26].

To obtain additional insight, we analytically solved the dynamic MWC model for small deviations from the adapted activity \(A^*\), e.g., valid for small ramp rates. For simplicity, we restrict the concentration to \(K_a^{\text{off}} \ll c \ll K_m^{\text{on}}\). In this regime, the free-energy difference Eq. 2 in the main text reduces to

\[
F(m, c) = N \cdot [1 - 0.5m + \nu_a \ln (c/K_a^{\text{off}})].
\]  

(12)

The rate of change of the free-energy difference is determined by (1) the rates of change of the receptor methylation level \(m\) and (2) changes of the concentration input \(c\),

\[
\frac{dF}{dt} = \frac{\partial F}{\partial m} \frac{dm}{dt} + \frac{\partial F}{\partial \ln c} \frac{d\ln c}{dt}.
\]  

(13)

The partial derivatives are given by

\[
\frac{\partial F}{\partial m} = -\frac{N}{2},
\]

(14)

\[
\frac{\partial F}{\partial \ln c} = \frac{\nu_a N}{K_a^{\text{off}}},
\]

(15)

This result can be approximated by the deviation of the rate of change of the methylation level from zero (i.e., the adapted steady-state) by expanding linearly about the steady state,

\[
\frac{d(\delta m)}{dt} = \left(g_R + 3g_B A^* A^2\right) \delta A = left(g_R + 3g_B A^* A^2\right) \frac{\partial A}{\partial F} \Delta F,
\]

(16)

where \(\Delta F = F - F^*\) is the deviation of the free-energy difference from its adapted value (corresponding to the adapted activity \(A^*\)). Furthermore, the derivative of the exponential concentration \(c(t) = c_0 e^{\pm rt}\) is

\[
\frac{d\ln c}{dt} = \pm r.
\]

(17)

Subsequently, we obtain the following dynamics for the deviation of the free-energy difference from steady-state

\[
\frac{d\Delta F}{dt} = -\frac{\Delta F}{\tau} \pm br,
\]

(18)

where we introduced the parameters

\[
\tau = \left[\frac{N}{2} A^*(1 - A^*) \left(g_R + 3g_B A^* A^2\right)\right]^{-1}
\]

(19)

\[
b = \frac{\nu_a N}{K_a^{\text{off}}} = \text{const.}
\]

(20)

Equation 18 is solved by

\[
\Delta F(t) = \pm \tau br(1 - e^{\pm rt}.
\]

(21)

For times \(t\) larger than the time scale \(\tau\), i.e., after a transient period, this yields a time-independent change in the free-energy difference proportional to the ramp rate \(r\)

\[
\Delta F(t) = \pm \tau b \cdot r \propto \pm r.
\]

(22)

This result indicates that in the limit of small deviations from the adapted steady-state, the receptor complex activity assumes a new steady-state, which is shifted relative to its adapted pre-stimulus value when exposed to an exponential concentration ramp. Furthermore, the associated free-energy difference increases or decreases linearly with the rate \(r\) of the exponentially increasing or decreasing concentration, respectively. Consistent with our simulations shown in Fig. S3D, we do not obtain a threshold for the ramp rate, below which \(F \approx 0\) (cf. Inset).
Extraction of physiological variance from FRET data

Principal component analysis (PCA) is a method to extract independent sources of variation. For FRET dose-response curves measured for Tar-only cells the largest contribution to the variation likely comes from the plasmid-induced protein expression as plasmid copy number can vary from cell to cell (here about 20-30) [27]. Using PCA, this type of physiologically irrelevant experimental variation can be removed from the variation in response amplitudes. In a D-dimensional space with the coordinates corresponding to the FRET activity at a particular concentration \( c_i \) (\( i = 1, \ldots, D \)), each dose-response curve is represented by one D-dimensional data point. Plotting all dose-response curves results in a scatter plot [27]. PCA produces a new coordinate system centered around the mean value of the data, whose axes are orthogonal and a linear combination of the old axes. The coordinate axes are aligned along the directions of independent variation in the data. The coordinate transformation is obtained by diagonalizing the covariance matrix

\[
C_{ij} = \frac{1}{M} \sum_{l=1}^{M} [A_l(c_i) - \bar{A}(c_i)][A_l(c_j) - \bar{A}(c_j)],
\]

where \( c_i \) are ligand concentrations, \( A_l \) are the measured FRET activities and \( \bar{A}(c_i) \) is the mean FRET activity measured at concentration \( c_i \). The covariance matrix is diagonalized by \( V^{-1}CV = U \), where \( V \) is the matrix containing the eigenvectors of \( C \) and \( U \) is a diagonal matrix of eigenvalues \( \lambda_i \) (\( i = 1, \ldots, D \)). The eigenvectors are the principle components of the data. Typically, most of the variation in the data is described by a small number of principle components, such that PCA can be used for a dimensional reduction of the data. Importantly, in our case the first principal component describes overall amplitude variation of the dose-response curves, likely due to variable gene expression from a plasmid.

Parameters of the fit of Eq. 11 in the main text to the variance in the FRET data without \( \lambda_1 \) are listed in Supporting Table S1 with confidence intervals and \( \chi^2 \) quality-of-fit test). This table also contains parameters when fitted to the total variance (including \( \lambda_1 \)).

Parameter fitting with assessment of confidence

Fits of the model in Eq. 11 to the variance in FRET activity, either including or excluding the first principal component of the noise (likely representing gene-expression noise [27]), were conducted in logarithmic parameter space. Parameter values \( \alpha_1, \alpha_2, \) and \( \alpha_3 \) with confidence intervals and \( \chi^2 \)-quality-of-fit test are given in Table S1. Parameters were estimated by a Levenberg-Marquardt least-squares minimization using the Matlab function \textit{nlinfit}.

Note that in Table S1 for WT 2 (0 mM) and QEEE we did not fit a separate switching noise term as the shapes of switching and internal noise are similar for these dose-response curves (indicated by NA). However, both are internal noise sources and need not be distinguished in Eq. 9-10. Ligand noise was not evaluated for WT (0 mM) due to the pre-factor \( c_0 \) in the ligand variance yielding zero input noise. In addition, we used the \( \chi^2 \) quality-of-fit test to assess the quality of fit of Table S1. The \( \chi^2 \) statistic is defined by the difference between model and data as \( \chi^2 = 1/\sigma^2 \sum(m_i - e_i)^2 \), where \( i \) denotes input concentration \( c_i \), \( m_i \) is the predicted variance in FRET according to Eq. 11 and \( e_i \) the experimentally measured variance in FRET (cf. Fig. 3). The variance in FRET variance \( \sigma^2 \) was estimated from all residuals \( m_i - e_i \). We calculated 95% confidence intervals using the profile-likelihood method [28].

For fitting the predicted input distributions in Fig. 3 and Fig. S4, we fitted in linear parameter space using a Levenberg-Marquardt least-squares estimation (Matlab function \textit{nlinfit}). For each parameter we calculated a 95% confidence interval using the \textit{nlparci} function in Matlab. Parameter values and confidence intervals are given in Table S2. The robustness of our predicted broad distribution of exponential gradients was tested in Fig. S10.
The predicted input distributions for higher receptor-modification states, i.e. QEQE, QEQQ, QQQQ and WT 2 adapted to 0.1 mM, can be fit by log-normal distributions

\[ p_{ln}(c; \mu, \sigma^2) = \frac{1}{c \sqrt{2\pi \sigma^2}} \exp \left( - \frac{\ln(c) - \mu}{2\sigma^2} \right). \]  

(24)

The log-normal distribution is characterized by two parameters, \( \mu \) and \( \sigma^2 \). The mean of a log-normally distributed concentration is \( \langle c \rangle = e^{\mu + \sigma^2/2} \) and its variance is \( \langle c^2 \rangle - \langle c \rangle^2 = (e^{\sigma^2} - 1)e^{2\mu + \sigma^2} \). Hence, the ratio of variance and squared mean can be expressed in terms of only one parameter, \( \sigma^2 \), producing \( \langle c^2 \rangle - \langle c \rangle^2 / \langle c \rangle^2 = e^{\sigma^2} - 1 \). Parameters of the log-normal fit of predicted input distributions of concentrations in Fig. 3C are listed in Table S2 with confidence intervals. As can be seen from the table, the parameter \( \sigma^2 \) is roughly constant for all strains, leading to the scaling behavior of the input distributions discussed in the main text. This table also contains the parameters of the log-normal fits when the first principal component (\( \lambda_1 \)) is included, as well as for the Laughlin model (no input noise, but constant, uniform output noise; Figs. S4 and S10). All these fits show similar results, demonstrating robustness of our predictions from information theory.

**Predicted distributions of inputs and outputs in the presence of uniform output noise**

In order to better understand the role of the noise in the dose-response curve we compare our predicted distributions of inputs and outputs (in Fig. 3 in main text) with the theoretical results from zero input and uniform output noise (Fig. S1B) derived by Laughlin [10] (Fig. S4). Note that the magnitude of the uniform output noise does not affect the results, and hence is arbitrary. In the Laughlin model the output distributions are constant (Fig. S1B), while our model with variable noises sometimes shows bimodal output distributions (Fig. 3 in main text). The latter demonstrates that the sensory system avoids outputs corresponding to regions of the dose-response curve with large noise. Despite these differences in the distributions of outputs, both models produce similar distributions of inputs, with the distributions from the Laughlin model slightly narrower. This shows, as expected, that input noise and variable output noise lead to a broadening of the predicted distributions. Fig. S4 shows that the scaling of input distributions for the various receptor-modification levels also works for the Laughlin model.

**Chemotactic index and relation to drift**

The chemotactic index (CI), averaged over a short trajectory, is defined as the ratio between the distance traveled by a cell in the direction of the gradient and the total distance traveled,

\[ CI = \frac{\sum_k l_k \cos \theta_k}{\sum_k l_k}, \]  

(25)

where \( l_k \) is the run length and \( \theta_k \) is the angle between traveled and gradient direction during run \( k \) (see Fig. S5A,B). CI thus encodes information on the trajectories but not on time required by cell to move up the gradient. For this reason the final biological output is usually considered to be the drift velocity which is defined as the average velocity swimming up the gradient [29]

\[ v_d = \frac{\sum_k l_k \cos \theta_k}{\sum_k (t_k^{run} + t_k^{tum})}, \]  

(26)
where $t_{k}^{\text{tum}}$ and $t_{k}^{\text{run}}$ are the tumbling and running times, respectively. However, CI is directly linked to the drift velocity $v_d$ via

$$\text{CI} = \left( 1 + \frac{\tau_{\text{tum}}^T}{\tau_{\text{run}}^T} \right) \frac{v_d}{v_{\text{run}}}$$

where $\tau_{\text{tum}}^T = \sum_k t_{k}^{\text{tum}}$ and $\tau_{\text{run}}^T = \sum_k t_{k}^{\text{run}}$ are the total times of tumbling and running, respectively, and $v_{\text{run}} \approx 20\mu m s^{-1}$ is the running velocity, assumed to be constant.

**Comparison between simulations of swimming bacteria and experiments**

To demonstrate the reliability of RapidCell software [22] we compare experiments with simulations of swimming bacteria. In particular, we first compared the CI between experiment and simulation in the same gradients and the drift velocity of the cells up the gradients (Fig. S5C,D). The experimental data was obtained from bacteria swimming in linear gradients in a microfluidic device [30].

Furthermore, we revaluated the distribution of clockwise (CW) and counter-clockwise (CCW) flagella rotation intervals for adapted cells. Fig. S5E,F show that our distributions match well the results from Block et. al. [26]. These tests, in additions to comparisons in [22], indicate that our simulations describe realistic swimming of bacteria.

**Calculations of chemotactic index and drift velocity for different linear gradients**

We studied the CI in linear gradients using RapidCell software [22] in the rectangular box described in Materials and Methods. Specifically, to calculate the CI we used schemes in Fig. S5A,B. For the case without rotational diffusion, the run length $l_k$ is well defined (Fig. S5A). However, when simulated with rotational diffusion, as done in main text Figs. 4 and 5, we use a linear-piecewise trajectory with time step $\Delta t = 1s$ to compute the CI (Fig. S5B). We then average the CI over many trajectories for a given average ligand concentration.

We make the following observations. First, we note that simulations without rotational diffusion (Fig. S6A) have a significantly larger CI than simulations with rotational diffusion (Fig. S6), suggesting once more that there is a well-defined maximum of CI. This maximum is broad for steep gradients and more well-defined for shallow gradients. Hence, we identified three different regimes in linear gradients. At low concentrations (to the left of maximum) the relative gradient is high but the CI can be relatively small, which is due to saturation of the receptor signal. This leads to long runs which may not always be well aligned with the gradient. In contrast, at high concentrations the relative gradient is low and hence cells are almost perfectly adapted, leading to a small CI as the gradient is invisible to the cells. This regime has additional features above $\sim 0.5$ mM, which coincides with the $K_{\text{on}}$ value of the Tar receptors. At this concentration receptors become saturated and do not respond to attractant anymore. Furthermore, around 0.6 mM receptors become fully methylated and cannot adapt anymore. Hence, above 0.6 mM cells with fully methylated receptors only run. Both features lead to low CI values, which, however, do not drop to zero for very steep relative gradients. We interpret this observation as follows: Theoretically we expect for the concentration region around 0.6 mM that each run up the gradient leads to receptor saturation and, that each run down the gradient quickly leads to a tumble and reorientation. As a result, all cells in this region will eventually pick the right direction. We can imagine this to work as a reflecting mirror: all cells going in the wrong direction (down the gradient) will come back (and then swim up the
gradient) but not vice versa. The limiting value of CI is estimated to be
\[ \langle CI \rangle = \frac{1}{2\pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \cos \theta \ d\theta = \frac{2}{\pi} \approx 0.6, \] (28)

which is close to the values in Fig. S6A for large relative gradients without rotational diffusion. The value is limited to around 0.6 since the alignment of the runs with the gradient is very inaccurate as all cells roughly swimming up the gradient keep running. The limiting value gets even smaller with rotational diffusion since cells accidentally going accurately up the gradient lose their sense of direction.

Finally, Fig. S6C shows the comparison of the CI and drift velocity \( v_d \) for trajectories with specific modification levels in different linear gradients, suggesting very similar trends in the two quantities.

**Comparison of sampled input distribution with prediction**

In this section we report further results about the sampled input concentrations of swimming bacteria from simulations in linear gradients in comparison with the predicted distributions from information theory (cf. main text Fig. 5A). Specifically, we calculated their overlap, the CI and the drift velocity for different relative gradients. Note that Tar-only cells have an adapted activity value \( A^* \approx 0.3 \) which is smaller than activity 0.5 at the steepest region of the dose-response curve. As a result the predicted \( c^* \) values from information theory (mode of log-normal distribution) are below the mode of the sampled input distributions from simulations. Hence, to allow comparison of predictions and simulations, we shifted the predicted distribution to match the modes. Although Tar-only cells are genetically engineered, even wild-type cells have \( A^* \) below 0.5 (\( \approx 0.4 \) [25]). This reduction relative to the optimal value from information theory allows smaller tumbling time without net movement [25].

To understand the origin of Fig. 5B in the main text, we present additional simulation results for modification levels \( m^* = 4 \) (QEQE) in Fig. S7, \( m^* = 4.6 \) (WT 2 in 0.1 mM) in Fig. S8, and \( m^* = 6 \) (QEQQ) in Fig. S9. However, we do not show results for \( m^* = 8 \) (QQQQ) since the corresponding adapted concentration \( c^* \approx 600 \mu M \) is higher than \( \sim K_m^{on} \approx 500 \mu M \), leading to unrealistic long runs due to saturation. However, wild-type cells with multiple receptor types chemotax in concentrations higher than 500\( \mu M \).
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