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Abstract

\textbf{Background:} miRNA functional enrichment is a type of analysis that is used to predict which biological functions may be affected by a group of miRNAs or validate whether a list of dysregulated miRNAs are linked to a diseased state. The standard method for functional enrichment analysis uses the hypergeometric distribution to produce p-values, depicting the strength of the association between a group of miRNAs and a biological function. However, in 2015, it was shown that this approach suffers from a bias related to miRNA targets produced by target prediction algorithms and a new randomization test was proposed to alleviate this issue.

\textbf{Results:} We demonstrate the existence of another previously unreported underlying bias which affects gene annotation data sets; additionally, we show that the statistical measure used for the established randomization test is not sensitive enough to account for it. In this context, we show that the use of Jaccard coefficient (an alternative statistical measure) is able to alleviate the aforementioned issue.

\textbf{Conclusions:} In this paper, we illustrate the existence of a new bias affecting the miRNA functional enrichment analysis. This bias makes Fisher’s exact test unsuitable for miRNA functional enrichment analyses and there is also a need to adjust the established unbiased test accordingly. We propose the use of a modified version of the established test and in order to facilitate its use, we introduce a novel unbiased miRNA enrichment analysis tool that implements the proposed method. At the same time, by leveraging bit vectors, our tool guarantees fast and scalable execution.

\textbf{Availability:} All datasets used in the experiments throughout this paper are openly accessible on Zenodo (https://doi.org/10.5281/zenodo.5175819).

1 Background

miRNAs are short, non-coding RNA molecules (\textasciitilde23 nucleotides long) which are important post-transcription gene expression regulators. They exert their function by binding to miRNAs or long non-coding RNAs (lncRNAs). This “silences” RNAs in two ways: (1) by facilitating the degradation of RNAs and (2) by inhibiting ribosomes from synthesising proteins. Since gene expression leads to protein production and thus, is an integral part of cellular structure and function, this means that, by regulating gene expression, miRNAs can potentially affect a multitude of biological pathways. Due
to their significant importance, computational analyses that attempt to investigate miRNA functions and their involvement in various biological pathways have been popular, in recent years. One such type of analysis is the so-called *miRNA functional enrichment analysis* (e.g., [22]). Generally, given a collection of miRNAs and a biological function, miRNA functional enrichment analysis usually involves the following steps: (1) retrieve a list of all genes targeted by the group of miRNAs, which can either be the union or the intersection of the genes targeted by each individual miRNA in the group, (2) retrieve the list of genes that participate in the biological function and (3) perform a statistical test, usually Fisher’s exact test [6], to calculate a p-value that indicates the strength of the association between the miRNA group and the biological function (i.e. how likely is the biological function to be affected by the group).

However, in 2015, it was demonstrated by Bleazard et al. [3], that the standard method of miRNA functional enrichment analysis is not suitable for such analyses, since it provides highly unspecific results. Briefly, Bleazard et al. illustrated that miRNA functional enrichment analysis based on target prediction algorithms is strongly biased and leads to the identification of unrelated biological processes. The mechanics responsible for this bias are not yet fully understood due to the fact that miRNA target prediction is far from being a solved problem in Bioinformatics ([16, 1]). Yet, some contributing factors can be identified.

More specifically, one of them is the limited amount of validated positive miRNA:target interactions, and more importantly the virtually non-existent validated negative interactions, which severely affect the training of robust and highly accurate target prediction algorithms [13]. To make matters worse, most target prediction algorithms have been trained on seed-enriched data sets with features extracted from the sequence surrounding the seed, even though recent evidence shows that non-seed-based interactions are common in miRNA-mediated gene expression regulation [14, 10]. The inefficient selection of negative samples for the training process is often unavoidable due to the small number of validated negative miRNA:target interactions in the literature.

To make matters more complicated, the process of experimentally validating miRNA binding sites is frequently driven by target prediction algorithms. Life scientists often apply a target prediction algorithm on a gene under study, select the top target and carry out the validation process. Negative results are usually not reported while the published positive interactions are inevitably enriched in seed-based binding types. The whole back and forth between miRNA target prediction results and experimentally-driven interaction validation results in a vicious circle that inflates miRNA functional enrichment analyses with false positive target genes. This, inevitably makes the bias strong enough to invalidate the assumption made by the hypergeometric distribution, that genes are targeted by miRNAs in a uniform fashion. Moreover, Bleazard et. al. illustrated that statistically significant results with the standard method did not remain so, after correcting for bias.

In order to eliminate the bias affecting the standard overrepresentation analysis, Bleazard et al. proposed a new method to perform miRNA functional enrichment analysis, that involves a randomization test. This test moves the analysis to the miRNA level instead of the gene level and it consists the following steps:

1. Given a miRNA group of interest calculate a statistical measure relevant to the problem.

2. Create 1 million randomly assembled miRNA groups with the same size as the group of interest and for each of them calculate the same statistical measure.

3. The empirical p-value is then defined as the proportion of randomly assembled miRNA groups that present a better statistical behaviour compared to the behaviour of the group of interest.

The statistical measure used is called *GO term overlap* [3] and it is defined as the proportion of genes targeted by a group of miRNAs, that are also members of a specific GO category. Let $A$ be
the set of genes targeted by the group and $B$ be the set of genes that participate in the GO category. Then the GO term overlap, to which we are going to refer as left-sided-overlap from here on, is more formally defined as:

$$\text{left-sided-overlap} = \frac{|A \cap B|}{|A|} \quad (1)$$

Intuitively we expect that the left-sided overlap accounts for the bias introduced by target prediction algorithms, which is the main focus of [3]. This is done by dividing the size of the overlap between the set of targets and the GO category by the number of the targets.

In this paper we demonstrate that when target-prediction bias is removed, by using experimentally validated miRNA targets, then a new bias, related to gene annotations, is made visible. Additionally, we illustrate that this occurs due to a bias affecting the gene-to-biological-function annotations and is not accounted for by the unbiased enrichment analysis proposed by Bleazard et al., resulting in reduced sensitivity to false negatives. To alleviate this issue, we introduce a new statistical measure that increases the sensitivity of the unbiased enrichment analysis. This measure accounts for both sources of bias (predicted interactions and gene annotations) and reduces false negative results when either predicted or experimentally validated targets are used. Finally, leveraging the lack of tools performing the proposed, modified, unbiased miRNA functional enrichment analysis, we introduce BUFET2, that calculates p-values using both statistical measures. BUFET2 is available as source code, Docker image, and a REST API service.

2 Methods

2.1 Investigating experimentally validated miRNA targets

The aim of this study, is to show that a bias affecting miRNA functional enrichment analysis still persists even when experimentally validated miRNA targets are used, instead of predicted targets. To do this, we follow an approach similar to Bleazard et al. to show that the empirical distribution of the overlaps does not match with the expected hypergeometric distribution. First, we selected miRNAs dysregulated in multiple sclerosis, from Table 5 in [15] (see supporting information) and gene ontology (GO) annotations from Ensembl [23] version 100. Also we retrieved disease-to-gene associations from DisGeNET v7 [18], as well as pathway data from KEGG [11]. Moreover, we used the latest version of miRTarBase [4] at the time this article is written, in order to get a list of experimentally validated miRNA targets. We selected 14 of the dysregulated miRNAs that exist in the data set.

Initially, we randomized at the miRNA level, by creating 1 million randomly assembled miRNA groups containing 14 miRNAs each. For each of these groups, we calculated the gene members of each GO category in the data set, that are also targeted by the miRNAs in the group and created a histogram. On the same graph, we plotted the expected hypergeometric distribution for the overlaps, given the number of targeted/non-targeted genes and the number of genes belonging/not-belonging to the same GO term. The results of this experiment are presented in Section “Comparison of Empirical and Hypergeometric distribution”.

2.2 Introducing the use of the Jaccard coefficient

Based on the definition of the left-sided overlap, we can see that it is the proportion of targets that also belong to the gene class. Intuitively, this suggests that the left-sided overlap is designed to remove the bias stemming from target prediction, because the intersection is normalized using the
total number of genes being targeted by the miRNA group. To eliminate the bias related to the size of each gene class, we are proposing the use of the Jaccard coefficient [8] as a metric for the randomization test:

\[ Jaccard\text{-}coefficient = \frac{|A \cap B|}{|A \cup B|} \]  

We argue that normalization taking into account the total number of genes involved between a gene class and a miRNA group will increase the overall sensitivity of the test and it should be the preferred method regarding miRNA functional enrichment analysis.

With this in mind, in Section “Left-sided overlap vs Jaccard coefficient, we retrieved published collections of dysregulated miRNAs in diseases like Alzheimer’s and several cancer types, in order to show that accounting only for the bias from miRNA target prediction leads to decreased sensitivity and consequently to false negative results. To prove this, we compared the p-values produced from using the left-sided-overlap and the Jaccard coefficient for specific pathways related to Alzheimer’s disease and cancer. Moreover, in Section “Randomization test metric vs type of type of miRNA targets”, we performed the same experiment for the lists used in the “Left-sided overlap vs Jaccard coefficient” section, using miRNA targets from microT-CDS [19] and compared the p-values produced using the left-sided overlap as well as Jaccard coefficient.

3 Results

3.1 Comparison of Empirical and Hypergeometric distribution

In this section we demonstrate that even when the bias from miRNA target prediction is removed, the hypergeometric test still presents decreased robustness, due to a bias related to gene class data. For this reason, we used gene annotation data from GO to illustrate that the expected hypergeometric distribution differs from the empirical distributions of the overlaps between a gene class and a miRNA group.

In order to compare the two distributions, we first calculated the number of targets for the 14 miRNAs in the group. We found that 3106 out of a total of 15064 genes are indicated as targets in the set of interactions. Then, given the size of each GO category and the genes not targeted by our original miRNA group, we calculated the expected hypergeometric distribution following a similar approach to the one followed by Bleazard et al. The next step was to estimate the empirical distribution. First, we created 1 million randomly assembled miRNA groups of size 14 and for each of those miRNA groups we calculated the size of the intersection between the targets of the group and each GO category. Finally, to facilitate comparison of the two distributions, two separate histograms were created and plotted on the same graph.

Considering that our data set for GO consists of 18686 categories, we selected indicative examples, for the diverse behaviour of the two distributions. These examples include, among others, the three domains of GO (biological process, molecular function, cellular component) and ion transport (since it was also used by Bleazard et al.).The results are illustrated in Figure 1.

Immediately, it becomes evident that there are categories for which the two distributions match and categories for which there is a clear mismatch between them. Categories, which are higher in the GO hierarchy seem to have a larger divergence between the distributions. On the other hand, categories, that describe more specific biological functions, tend to significantly overlap with the hypergeometric distribution. Moreover, the categories that present the larger mismatch seem to be those, that contain a large number of genes. This provides the intuition, that maybe, the size of the
GO category is related to the mismatch between the distributions. In Table 1 we demonstrate the sizes of each of the GO categories shown in Figure 1.

| Accession number | Name                                      | Size |
|------------------|-------------------------------------------|------|
| GO:0008150       | biological process                        | 570  |
| GO:0003674       | molecular function                        | 707  |
| GO:0005575       | cellular component                        | 401  |
| GO:0006811       | ion transport                             | 679  |
| GO:0043005       | neuron projection                          | 453  |
| GO:0009986       | cell surface                              | 634  |
| GO:0090427       | activation of meiosis                     | 2    |
| GO:1990456       | mitoch. endopl. reticulum memb. tethering | 3    |
| GO:0045792       | neg. regulation of cell size              | 10   |
| GO:1903038       | neg. reg. of leukocyte cell-cell adh.     | 6    |

Given the results in Table 1, it seems that the mismatch is indeed more prominent as the size of the category increases. In order to quantify and investigate this effect, we designed the following experiment. First, we define as distance between the distributions the horizontal distance (number of genes in common with the GO category) between the maximum values of each distribution. Then, using this definition, for all GO categories in the data set, we evaluate the distance between the two distributions in relation to the category size. The result of this experiment can be seen in Figure 2.

We can clearly observe that, barring a few outliers, in general, the greater the size of a GO category, the larger the distance is and this translates to a larger mismatch between the two distributions. Given the hierarchical structure of the Gene Ontology, it is easy to understand why this phenomenon exists: the genes in a GO category are also contained in a category which is higher in the hierarchy (e.g. neuron projection, cell projection and cellular component) and this means that the genes in a category higher in the tree are not picked uniformly and thus they do not satisfy the assumptions of the hypergeometric distribution. This, essentially introduces a bias that is more prominent, the higher up from the branches of the tree one goes. To check whether this effect can also be observed with DisGeNET and KEGG, we performed the same experiment using these data sets. The results can be seen in Figure 3 and Figure 4 respectively. Evidently, the aforementioned effect is even more pronounced for DisGeNET and the relationship between the disease size and the distance between the two distributions. This can maybe be explained by the fact that the text mining tools used to compile the database, utilize structured vocabularies and ontologies [18]. Thus, the hierarchy existing between the diseases introduces the same bias as seen for GO. Regarding KEGG, the same effect is also observed. This could maybe be attributed to complex interactions between genes in pathways that are not specified in the data set. An example of this could be gene co-expression or other more complex effects that lead to genes being included in a pathway.

In conclusion, we showed that for all three data sets there is a bias, which is clearly a product of the gene annotation structure, affecting the miRNA functional enrichment analysis.

3.2 Left-sided overlap vs Jaccard coefficient

In the previous section, we demonstrated that there is a clear bias related to the structure of the gene annotations. In this section we show that the left-sided overlap does not account for this bias, highlighting the need to use another, more sensitive metric, namely the Jaccard coefficient. For this reason, we compared the performance of the two metrics using four, published lists of miRNAs: one
for Alzheimer’s disease [2] one for non-small-cell lung cancer [26], one for breast cancer [20] and one for gastric cancer [9]. These lists are provided as supporting information.

Furthermore, we utilized two modules of the KEGG database, namely PATHWAY and DISEASE, since DISEASE provides pathways associated with each of the four diseases. It stands to reason that if we provide the list of miRNAs for each disease to the randomization test as input, at least some (if not all) of the pathways related to each disease should be marked as significant. Apart from the pathways related specifically to each disease, we will present other pathways commonly associated with cancers (for the three cancer lists). Each experiment was performed 10 times and in Tables 2, 3, 4 and 5 we present the average of each p-value along with the standard deviation for the 10 experiments.

### Table 2: Left-sided and Jaccard p-values for Alzheimer’s disease using miRTarBase

| Pathway ID | Name                  | Left p-value | Left St. dev. | Jacc. p-value | Jacc. st. dev. |
|------------|-----------------------|--------------|---------------|---------------|---------------|
| hsa05010   | Alzheimer disease      | 0.0863       | $2.3 \times 10^{-4}$ | 0.02412       | $9.9 \times 10^{-5}$ |
| hsa05022   | Pathways of neurodegeneration | 0.06637 | $1.7 \times 10^{-4}$ | 0.007467 | $7.4 \times 10^{-5}$ |

### Table 3: Left-sided and Jaccard p-values for Non-small-cell lung cancer using miRTarBase

| Pathway ID | Name                  | Left p-value | Left St. dev. | Jacc. p-value | Jacc. st. dev. |
|------------|-----------------------|--------------|---------------|---------------|---------------|
| hsa05223   | Non-small-cell lung cancer | 0.2606       | $3.9 \times 10^{-4}$ | 0.229 | $3.5 \times 10^{-4}$ |
| hsa05200   | Pathways in cancer     | 0.01745      | $2.1 \times 10^{-4}$ | 0.0005191 | $1.9 \times 10^{-5}$ |
| hsa05206   | MicroRNAs in cancer    | 0.0867       | $2.6 \times 10^{-4}$ | 0.03432 | $1.5 \times 10^{-4}$ |
| hsa05205   | Proteoglycans in cancer| 0.06989      | $1.5 \times 10^{-4}$ | 0.03196 | $1.5 \times 10^{-4}$ |

### Table 4: Left-sided and Jaccard p-values for breast cancer using miRTarBase

| Pathway ID | Name                  | Left p-value | Left St. dev. | Jacc. p-value | Jacc. st. dev. |
|------------|-----------------------|--------------|---------------|---------------|---------------|
| hsa05224   | Breast cancer          | 0.00436      | $8.6 \times 10^{-5}$ | 0.002436 | $5 \times 10^{-5}$ |
| hsa05200   | Pathways in cancer     | 0.000223     | $1.7 \times 10^{-5}$ | 0.0000164 | $3.7 \times 10^{-6}$ |
| hsa05206   | MicroRNAs in cancer    | 0.0001501    | $1.6 \times 10^{-5}$ | 0.0000107 | $3.3 \times 10^{-6}$ |
| hsa04020   | Calcium signaling pathway | 0.07019   | $1.7 \times 10^{-4}$ | 0.04543 | $2.1 \times 10^{-4}$ |

Tables 2, 3, 4 and 5 immediately suggest that using the Jaccard coefficient as a metric increases the sensitivity of the test to false negatives and leads to more accurate results. This is particularly
### Table 5: Left-sided and Jaccard p-values for gastric cancer using miRTarBase

| Pathway ID | Name                          | Left p-value | Left St. dev. | Jacc. p-value | Jacc. st. dev. |
|------------|-------------------------------|--------------|--------------|--------------|--------------|
| hsa05226   | Gastric cancer                | 0.03668      | $2 \times 10^{-4}$ | 0.02293      | $1.3 \times 10^{-4}$ |
| hsa05200   | Pathways in cancer            | 0.01216      | $1.5 \times 10^{-4}$ | 0.0005839    | $1.7 \times 10^{-5}$ |
| hsa05206   | MicroRNAs in cancer           | 0.083        | $3.8 \times 10^{-4}$ | 0.03825      | $2.4 \times 10^{-4}$ |

Evident with Alzheimer’s disease, where the “Alzheimer’s disease” pathway is not marked as statistically significant by the left-sided p-value. Moreover, even when both methods suggest that a pathway is significant, the Jaccard p-value is smaller, denoting a stronger association of the miRNA group with the pathway. The complete list of results is provided as additional files.

### 3.3 Randomization test metric vs type of type of miRNA targets

In this section we perform the same experiment as in the previous section, but this time, instead of experimentally validated results, we utilize miRNA targets predicted using microT-CDS, retrieved from the MR -microT[12] online application using a prediction score threshold of 0.8.

The results (see Additional Files) paint a picture similar to the previous section. As an example we present in Table 6 some indicative results for non-small-cell lung cancer. It becomes evident that the use of predicted targets leads to more false negative results than those procured from the utilization of validated targets for both metrics. However, even in this case the Jaccard p-value seems to present a larger sensitivity.

### Table 6: Left-sided and Jaccard p-values for Non-small-cell lung cancer using microT

| Pathway ID | Name                          | Left p-value | Left St. dev. | Jacc. p-value | Jacc. st. dev. |
|------------|-------------------------------|--------------|--------------|--------------|--------------|
| hsa05223   | Non-small-cell lung cancer    | 0.1685       | $4.2 \times 10^{-4}$ | 0.1646       | $3.7 \times 10^{-4}$ |
| hsa05200   | Pathways in cancer            | 0.1935       | $3.8 \times 10^{-4}$ | 0.1511       | $3.3 \times 10^{-4}$ |
| hsa05206   | MicroRNAs in cancer           | 0.05948      | $2.8 \times 10^{-4}$ | 0.04554      | $2.4 \times 10^{-4}$ |
| hsa05205   | Proteoglycans in cancer       | 0.1727       | $5.2 \times 10^{-4}$ | 0.1569       | $3.4 \times 10^{-4}$ |

### 4 Discussion

Issues regarding overrepresentation analysis and the hierarchy of Gene Ontology annotations have been mentioned as far back as 2003 [5, 25]. Bleazard et al. also point out that there may be underlying correlations between targeting of processes and the hierarchical GO structure. In the “Comparison of Empirical and Hypergeometric distribution” section we demonstrated that there is a definite bias related to the hierarchical structure of the GO and that this bias also affects other gene annotation data sets like KEGG PATHWAY and DisGeNET. This suggests that Fisher’s exact
test does not present enough robustness for miRNA functional enrichment analyses, even when the bias from miRNA prediction algorithms is eliminated through the utilization of experimentally validated miRNA targets. Despite its drawbacks, however, the standard method is still very popular in published studies [7].

Furthermore, the “Left-sided overlap vs Jaccard coefficient” and “Randomization test metric vs type of type of miRNA targets” sections clearly demonstrate that the use of the Jaccard coefficient leads to a more sensitive test that produces less false negative results. This denotes that the same bias affects the analysis regardless of the type of interactions used. On the other hand, it becomes evident that the enrichment analysis using miRNA predicted targets is not as sensitive as the one using experimentally validated targets. This is expected and can be attributed to the fact that prediction algorithms produce hundreds or thousands of targets for each miRNA and the results contain a large number of false positive interactions [17]. This implies that genes in categories or diseases at the bottom of the hierarchy (more specific) are being targeted by a lot of miRNAs, even if these are not true interactions. This translates to many randomly assembled groups that often present a better overlap than the sample of interest and consequently, the sample of interest loses its status of being among the 5% of miRNA groups in the empirical distribution (i.e. p-value ≥ 0.05).

We should also note here an important observation regarding empirical p-values and randomization tests. More specifically, in our case, the standard deviation between experiments is at least two orders of magnitude smaller than the p-value significance threshold (0.05), for both types of overlaps. This denotes that p-values produced by the 10 repetitions of the same experiment do not present with a large variation in significance. In other words, if a gene class is marked as significant by one of the 10 repetitions, then the magnitude of the standard deviation implies that the statistical significance of the gene class will be preserved across every repetition of the same experiment. Consequently, no matter how many times one runs the experiment with the same input, the produced p-values are not expected to be qualitatively altered. In general, this shows that 1 million random groups are sufficient for this randomization test. It should be mentioned here that the aim of randomization tests is to model the empirical distribution of the data in order to reach conclusions. As a result, the accuracy of the empirical p-values produced depends mainly on the number of random samples used for the randomization test. A small number of random samples is not enough to model the empirical p-values and the results can present a high variation between two repetitions of the same experiment. On the other hand, a very large number of random samples is not necessary since it can consume a large number of compute resources and lead to significantly large execution times; this is because it does not really contribute much to the results, considering that a smaller number of samples can accurately predict whether the sample of interest presents a p-value smaller than 0.05. Thus, such randomization tests require a balance between too few and too many random samples and sufficient accuracy can be reached when the results between two repetitions of the same experiment do not vary in a way that changes whether a result is significant or not.

Motivated by the decreased sensitivity of tools that estimate the empirical distribution utilizing the left-sided overlap (like empiricalGO [3] and BUFET [24]), we introduce BUFET2. BUFET2 is designed to provide two p-values for the same randomization test that are produced using the left-sided overlap and the Jaccard coefficient as a statistical measure, respectively. BUFET2, inspired by BUFET, harnesses the power of special data structures, called bit vectors to provide scalable performance and produce results in a matter of minutes for the specified accuracy of 1 million random miRNA groups. To our knowledge, no other tool exists that implements this type of unbiased miRNA enrichment analysis.

At the same time, BUFET2 comes with a new, novel reverse search module that allows researchers to discover statistically significant microRNAs associated with a gene class (GO term,
disease, pathway, etc), in almost real time. The module takes a gene class as input and randomizes at the miRNA level; however, the randomization is not a Monte Carlo approach, but rather an exhaustive one, since the number of known miRNAs is relatively small (∼2500). It should be noted here that the reverse search module also estimates both p-values. Moreover, the advantage of our software compared to other reverse search approaches, like miRPath v.3 [21], is that it allows users to provide custom interaction and gene annotation data sets, making our approach significantly more flexible.

Finally, both modules are also publicly available via a REST API\footnote{https://bufet2.imsi.athenarc.gr/} which facilitates programmatic access to the analysis. The API is implemented using Python\footnote{https://www.python.org/} and it is documented using OpenAPI and Swagger\footnote{https://swagger.io/specification/}. Finally the source code\footnote{https://github.com/athenarc/bufet2} (openly accessible under a GPL v3.0 licence) has been packaged in a Docker image\footnote{https://hub.docker.com/r/diwis/bufet2} to facilitate easier execution of the code without the need for compilation.

5 Conclusion

Concluding, in this paper we demonstrated that when the bias from miRNA target prediction algorithms is removed, then another bias, affecting gene classes appears. This bias has a clear relation to the size of each class and it might be related to a hierarchical structure or other non-specific reasons. Additionally, we suggest the use of the Jaccard coefficient, which seems to be more appropriate as a randomization test metric in all cases (predicted and experimentally validated targets). Furthermore, all data sets used in the Results section have been uploaded to Zenodo (see Abstract) to facilitate experiment reproduction. Finally, we introduced BUFET2 a novel software that calculates p-values using the empirical distribution and at the same time utilizing both the left-sided overlap as well as the Jaccard coefficient as metrics to increase the accuracy of the analysis.
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