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Abstract

This paper proposes an optimization algorithm, the dimension-down iterative algorithm (DDIA), for solving a mixed transportation network design problem (MNDP), which is generally expressed as a mathematical programming with equilibrium constraint (MPEC). The upper level of the MNDP aims to optimize the network performance via both the expansion of the existing links and the addition of new candidate links, whereas the lower level is a traditional Wardrop user equilibrium (UE) problem. The idea of the proposed solution algorithm (DDIA) is to reduce the dimensions of the problem. A group of variables (discrete/continuous) is fixed to optimize another group of variables (continuous/discrete) alternately; then, the problem is transformed into solving a series of CNDPs (continuous network design problems) and DNDPs (discrete network design problems) repeatedly until the problem converges to the optimal solution. The advantage of the proposed algorithm is that its solution process is very simple and easy to apply. Numerical examples show that for the MNDP without budget constraint, the optimal solution can be found within a few iterations with DDIA. For the MNDP with budget constraint, however, the result depends on the selection of initial values, which leads to different optimal solutions (i.e., different local optimal solutions). Some thoughts are given on how to derive meaningful initial values, such as by considering the budgets of new and reconstruction projects separately.

Introduction

Definition of network design problem (NDP)

The NDP is concerned with modifying a transportation network configuration by adding new links or improving the existing ones to maximize certain social welfare objectives (e.g., total travel time over the network). How to select the location of these new links and how much additional capacity is to be added to each of these existing links are motivating problems and involve trying to minimize the total system costs under a limited budget while accounting for the route choice behavior of network users.
The NDP can be generally formulated as a mathematical programming with equilibrium constraint (MPEC) problem. A deterministic user equilibrium assignment model (UE) or stochastic user equilibrium assignment model (SUE) is usually applied to describe the route choice behavior of network users. Various solution algorithms, including gradient-based and derivative-free (or meta-) heuristic algorithms, have been proposed for solving the family of NDPs [1–3].

Discrete network design problem (DNDP), continuous network design problem (CNDP), and mixed network design problem (MNDP)

The NDPs can be roughly classified into three categories: the discrete network design problem (DNDP), which addresses the selection of the optimal locations (expressed by 0–1 integer decision variables) of new links to be added; the continuous network design problem (CNDP), which determines the optimal capacity enhancement (expressed by continuous decision variable) for a subset of existing links; and the mixed network design problem (MNDP), which combines CNDP and DNDP in a single network.

The CNDP has been widely studied because of the continuousness of variables (capacity decisions are supposed to be continuous), which allows the use of many different modeling approaches and solution methodologies [4–7]. The body of DNDP literature is somewhat smaller than that of CNDP, probably because of the complexity resulting from the presence of discrete variables. Exact methods such as branch and bound can be found mostly in DNDP. Examples of the use of such methods can be found in the literature [8–11]. They developed the branch and bound algorithm to directly solve their (upper) problems.

The MNDP involves both discrete and continuous variables and can be generally expressed as a nonlinear mixed-integer bi-level programming, which is normally difficult to solve [1]. Very few studies in this field have been accomplished over the last decade. Some solution algorithms for MNDPs can be categorized as heuristic or meta-heuristic [12–14]. The literature [15] has proposed a global optimization algorithm for solving the MNDP, in which the UE condition is formulated as a variational inequality (VI) problem. The MNDP is approximated as a piecewise-linear programming (P-LP) problem and is then transformed into a mixed-integer linear programming (MILP) problem. However, the linearization process of the link impedance function may be time-consuming and may introduce errors.

Table 1 gives an updated summary of the existing algorithms for the three network design problems mentioned above.

Motivation of this study

This paper attempts to develop an algorithm for solving the MNDP, in which the idea is to reduce the dimensions of the problem. The solution of the MNDP is changed to the iterative solution of some CNDPs and DNDPs until it converges to an optimal solution. The principle of the proposed algorithm is very simple and can be easily applied. Moreover, the existing algorithms for CNDPs and DNDPs can be directly used in the iterative solution for MNDPs, thus eliminating the need to design special algorithms for MNDPs. Numerical examples are presented to demonstrate the efficiency of the proposed iterative method through comparisons with other algorithms reported in the literature.

The remainder of the paper is organized as follows. Section 2 presents some basic components of the MNDP. Section 3 proposes the dimension-down iterative algorithm (DDIA) for solving the MNDP. In Section 4, numerical experiments and comparisons of the results with those of the previous algorithms are given. The final section concludes the paper.
Problem Formulation

Notations

The notations used throughout the paper are listed as follows unless otherwise specified.

\[ G = (N, A) \] a transportation network with \( N \) being the set of nodes and \( A (A = A_1 \cup A_2 \cup A_3) \) being the set of links

- \( R \) set of origin nodes, where \( R \subset N \)
- \( S \) set of destination nodes, where \( S \subset N \)
- \( r \) origin node index, where \( r \in R \)
- \( s \) destination node index, where \( s \in S \)
- \( A_1 \) set of non-expanded links, where \( A_1 \subset A \)
- \( A_2 \) set of expanded links, where \( A_2 \subset A \)
- \( A_3 \) set of new candidate links, where \( A_3 \subset A \)
- \( x_a \) aggregate flow on link \( a \in A \)
- \( x \) vector whose elements are \( x_a \)
- \( y_a \) original capacity on existing link \( a \in A_1 \cup A_2 \)
- \( y_a \) incremental capacity on expanded link \( a \in A_2 \)
- \( y \) vector whose elements are \( y_a \)
- \( y' \) fixed capacities on new candidate link \( a \in A_3 \)
- \( t_a \) travel time of link \( a \in A \)
$g_a(y_a)$ improvement cost function of expanded link $a \in A_2$
$c_a$ improvement cost per unit incremental capacity of expanded link $a \in A_2$
$d_a$ construction cost per addition of new candidate link $a \in A_3$
$u_a$ 0–1 decision variable, $u_a = 1$ if link $a \in A_3$ is added, otherwise $u_a = 0$
$\mathbf{u}$ vector whose elements are $u_a$
$\phi$ relative weight of construction cost and travel time
$q_{rs}$ travel demand between pair $(r, s)$
$f_{krs}$ flow of path $k$ between pair $(r,s)$
$L_{rs}$ set of paths between pair $(r, s)$
$\delta_{ak}^a$ path/link incidence variable, which equals 1 if link $a$ is on path $k$ between pair $(r, s)$ and is 0 otherwise
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Formulations of DNDP, CNDP and MNDP

**Formulation of DNDP.** The discrete network design problem (DNDP) addresses only the selection of the optimal locations (expressed by 0–1 integer decision variables) of new links to be added. The DNDPs include two categories: the DNDP with budget constraint and the DNDP without budget constraint [8, 9, 34, 37].

(the DNDP without budget constraint)

$$
\min_u Z(u, x) = \sum_{a \in (A_1 \cup A_2)} x_a \cdot f_a(x_a, y_a) + \sum_{a \in A_3} x_a \cdot f_a(x_a, y_a) + \phi \sum_{a \in A_3} d_a u_a 
$$

(1)

s.t.

$$
u_a = \{0, 1\}, \ \forall a \in A_3
$$

(2)

where $x$ is an implicit function of $u$ and can be obtained by solving the lower-level UE problem [46].

$$
\min T(u, x) = \sum_{a \in (A_1 \cup A_2)} \int_0^{y_a} t_a(w, y_a) dw + \sum_{a \in A_3} \int_0^{y_a} t_a(w, y_a) dw
$$

(3)

s.t.

$$\sum_{k \in L_{rs}} f_k^r = q_{rs}, \ \forall r \in R, \ s \in S
$$

(4)

$$x_a = \sum_{r,s} \sum_{k} f_k^r \cdot \delta_{ak}^a \ \forall a \in A
$$

(5)

$$f_k^r \geq 0, \ \forall r \in R, \ s \in S, k \in L_{rs}
$$

(the DNDP with budget constraint)

$$
\min_u Z(u, x) = \sum_{a \in (A_1 \cup A_2)} x_a \cdot f_a(x_a, y_a) + \sum_{a \in A_3} x_a \cdot f_a(x_a, y_a)
$$

(7)
Formulation of CNDP. The continuous network design problem (CNDP) determines the optimal capacity enhancement for a subset of existing links; its decision variables are continuous. \( A_3 = \emptyset \) because there are no new candidate links to be added. The CNDPs have two types: the CNDP with budget constraint and the CNDP without budget constraint \([23, 24, 30, 31, 33]\).

(CNDP without budget constraint)

\[
\begin{align*}
\min_y & \; Z(y, x) = \sum_{a \in A_1} x_a t_a(x_a) + \sum_{a \in A_2} x_a t_a(x_a, y_a) + \phi \sum_{a \in A_2} g_a(y_a) \\
\text{s.t.} & \; y_a^0 \leq y_a \leq \bar{y}_a, \; \forall a \in A_2
\end{align*}
\]  

(10)

where \( x \) is an implicit function of \( u \) and can be obtained by solving the lower-level problem (formulas (3)~(6)).

Formulation of MNDP. The MNDP aims to find both capacity expansions of existing links (continuous decision variables) and new link additions (0–1 decision variables) to
minimize the total travel time of the network users subject to a budgetary constraint and the UE condition [1, 14, 15]. The MNDP is formulated as

**the MNDP without budget constraint**

\[
\min_{y, u, x} Z(y, u, x) = \sum_{a \in A_1} x_a t_a(x_a) + \sum_{a \in A_2} x_a t_a(x_a, y_a) + \sum_{a \in A_3} x_a t_a(x_a, y'_a) + \phi \sum_{a \in A_2} g_a(y_a) + \phi \sum_{a \in A_3} d_a u_a
\]

s.t.

\[
y'_a \leq y_a \leq \bar{y}_a, \quad \forall a \in A_2
\]

\[
u_a = \{0, 1\}, \quad \forall a \in A_3
\]

where \(x\) is an implicit function of \(y\) and \(u\) and can be obtained by solving the lower-level problem.

\[
\min T(y, u, x) = \sum_{a \in A_1} \int_0^{z_a} t_a(w) dw + \sum_{a \in A_2} \int_0^{z_a} t_a(w, y_a) dw + \sum_{a \in A_3} \int_0^{z_a} t_a(w, y'_a) dw
\]

s.t.

\[
\sum_{k \in \Lambda_s} f''_a = q_s, \quad \forall r \in R, s \in S
\]

\[
x_a = \sum_{r, s} \sum_{k} f''_a \cdot \delta_{sk} \quad \forall a \in A
\]

\[
f''_a \geq 0, \quad \forall r \in R, s \in S, k \in L_{rs}
\]

**the MNDP with budget constraint**

\[
\min_{y, u, x} Z(y, u, x) = \sum_{a \in A_1} x_a t_a(x_a) + \sum_{a \in A_2} x_a t_a(x_a, y_a) + \sum_{a \in A_3} x_a t_a(x_a, y'_a)
\]

s.t.

\[
\sum_{a \in A_2} g_a(y_a) + \sum_{a \in A_3} d_a u_a \leq \text{budget}
\]

\[
y'_a \leq y_a \leq \bar{y}_a, \quad \forall a \in A_2
\]

\[
u_a = \{0, 1\}, \quad \forall a \in A_3
\]

where \(x\) is an implicit function of \(y\) and \(u\) and can be obtained by solving the lower-level problem (formulas (22)~(25)).

**Dimension-Down Iterative Algorithm (DDIA) for Solving the MNDP**

The idea of the dimension-down iterative algorithm (DDIA) is to reduce the dimensions of the problem. A group of variables (discrete/continuous) is fixed to optimize another group of variables (continuous/discrete) alternately; then, the problem is transformed to solve a series of CNDPs and DNDPs repeatedly until it converges to the optimal solution.

Suppose \(u^{(0)} = \{u_1^{(0)}, u_2^{(0)}, u_3^{(0)}, \ldots\}\) is a feasible solution within the budget constraint (e.g., let \(u^{(0)} = (0, 0, 0, \ldots, 0)\)), \(u\) is fixed at \(u^{(0)}\) to optimize \(y\); therefore, the problem becomes...
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Solving a CNDP. The methods for solving the CNDP listed in Table 1 can be applied to solve this problem.

\[
\min_{y, u(0), x} Z(y, u(0), x) = \sum_{a \in A_1} x_a t_a(x_a) + \sum_{a \in A_2} x_a t_a(x_a, y_a) + \sum_{a \in A_3} x_a t_a(x_a, y_a') + \phi \sum_{a \in A_2} g_a(y_a) + \phi \sum_{a \in A_3} d_a u_a \tag{30}
\]

subject to

\[
y_a^0 \leq y_a \leq \bar{y}_a, \ \forall a \in A_2
\]

where \(x\) is an implicit function of \(y\) and can be obtained by solving the lower-level problem.

\[
\min_{T(y), u(0), x} T(y, u(0), x) = \sum_{a \in A_1} \int_0^{v_a} t_a(w)dw + \sum_{a \in A_2} \int_0^{v_a} t_a(w, y_a)dw + \sum_{a \in A_3} \int_0^{v_a} t_a(w, y'_a)dw \tag{32}
\]

subject to

\[
\sum_{k \in \Lambda_s} f_k^a = q_{rs}, \ \forall r \in \mathbb{R}, \ s \in S
\]

\[
x_a = \sum_{r \in \mathbb{R}} \sum_{k \in \Lambda_s} f_k^a \cdot \delta_{ak} \ \forall a \in A
\]

\[
f_k^a \geq 0, \ \forall r \in \mathbb{R}, \ s \in S, \ k \in \Lambda_s
\]

If there is a budget constraint, the problem to be solved is as follows.

\[
\min_{y, u(0), x} Z(y, u(0), x) = \sum_{a \in A_1} x_a t_a(x_a) + \sum_{a \in A_2} x_a t_a(x_a, y_a) + \sum_{a \in A_3} x_a t_a(x_a, y_a') + \phi \sum_{a \in A_2} g_a(y_a) + \phi \sum_{a \in A_3} d_a u_a \tag{36}
\]

subject to

\[
\sum_{a \in A_2} g_a(y_a) + \sum_{a \in A_3} d_a u_a \leq \text{budget}
\]

\[
y_a^0 \leq y_a \leq \bar{y}_a, \ \forall a \in A_2
\]

where \(x\) is an implicit function of \(y\) and can be obtained by solving the lower-level problem (formulas (32)–(35)).

Solve the above CNDP and obtain the solution \(y^{(0)} = \{y_1^{(0)}, y_2^{(0)}, y_3^{(0)}, \ldots \}\). Then, \(y\) is fixed at \(y^{(0)}\) to optimize \(u\).

\[
\min_{y^{(0)}, u, x} Z(y^{(0)}, u, x) = \sum_{a \in A_1} x_a t_a(x_a) + \sum_{a \in A_2} x_a t_a(x_a, y_a^{(0)}) + \sum_{a \in A_3} x_a t_a(x_a, y'_a) + \phi \sum_{a \in A_2} g_a(y_a^{(0)}) + \phi \sum_{a \in A_3} d_a u_a \tag{39}
\]

subject to

\[
u_a = \{0, 1\}, \ \forall a \in A_3
\]

where \(x\) is an implicit function of \(u\) and can be obtained by solving the lower-level problem.

\[
\min_{y^{(0)}, u, x} T(y^{(0)}, u, x) = \sum_{a \in A_1} \int_0^{v_a} t_a(w)dw + \sum_{a \in A_2} \int_0^{v_a} t_a(w, y_a^{(0)})dw + \sum_{a \in A_3} \int_0^{v_a} t_a(w, y'_a)dw \tag{41}
\]
\[
\sum_{\alpha \in \mathcal{A}_2} f_{x_{\alpha}}^{u_{\alpha}} = q_{\alpha}, \quad \forall r \in \mathcal{R}, \quad s \in \mathcal{S} \tag{42}
\]

\[
x_{\alpha} = \sum_{r,s} \sum_{k} f_{k}^{u_{\alpha} \cdot \delta_{\alpha,k}} \quad \forall \alpha \in \mathcal{A} \tag{43}
\]

\[
f_{k}^{u_{\alpha}} \geq 0, \quad \forall r \in \mathcal{R}, \quad s \in \mathcal{S}, \quad k \in \mathcal{L}_{rs} \tag{44}
\]

If there is a budget constraint, the problem to be solved is as follows.

\[
\min_{y^{(0)}, u} Z(y^{(0)}, u, x) = \sum_{a \in \mathcal{A}_1} x_{a} t_{a}(x_{a}) + \sum_{a \in \mathcal{A}_2} x_{a} t_{a}(x_{a}, y^{(0)}) + \sum_{a \in \mathcal{A}_3} x_{a} t_{a}(x_{a}, y_{a}^{(0)}) \tag{45}
\]

s.t.

\[
\sum_{a \in \mathcal{A}_2} g_{a}(y_{a}^{(0)}) + \sum_{a \in \mathcal{A}_3} d_{a} u_{a} \leq \text{budget} \tag{46}
\]

\[
u_{a} = \{0, 1\}, \quad \forall a \in \mathcal{A}_3 \tag{47}
\]

where \(x\) is an implicit function of \(u\) and can be obtained by solving the lower-level problem (formulas (41)~(44)).

The above problem is to solve a DNDP, and the methods for solving the DNDP listed in Table 1 can be applied. Suppose the solution is \(u^{(1)} = \{u_{1}^{(1)}, u_{2}^{(1)}, u_{3}^{(1)}, \ldots, \}\), then \(u\) is fixed at \(u^{(1)}\) to optimize \(y\). In this way, a series of solutions \(\{u^{(k)}\}, \{y^{(k)}\} (k = 0, 1, 2, \ldots)\) can be obtained.

Because

\[
Z(y, u^{(0)}, x) \geq Z(y^{(0)}, u^{(0)}, x) \geq Z(y^{(0)}, u^{(1)}, x) \geq \cdots \geq Z(y^{(k)}, u^{(k)}, x) \geq \cdots \geq Z_{\min} \tag{48}
\]

where \(Z_{\min}\) is the optimal objective function value. Only if an optimal solution exists for the MNDPs (formulas (19)~(25) or (26)~(29)), does \(Z_{\min}\) (the lower bound of \(Z\)) exist. Therefore, the function value series \(\{Z(y^{(k)}, u^{(k)}, x)\}\) is monotonically decreasing, but it attains \(Z_{\min}\) at most. That is, it always converges but may converge to a value larger than \(Z_{\min}\) (namely a local optimal solution, and the quality of the solution depends on the applied algorithms for CNDPs and DNDPs). Therefore, several initial values should be tested, and the best solution can be selected from among them.

**Numerical Examples**

**A simple test network**

A simple test network is given (Fig 1). Links 1~16 are expanded links, and links 17, 18, 19, and 20 are new candidate links. The link parameters are listed in Table 2 and OD matrix is indicated in Table 3. Let \(\phi = 1\) and the investment function \(ga(y_{a}) = c_{a} y_{a}\).

The objective function value of each iteration and the optimal solution of MNDP obtained from the proposed solution algorithm (DDIA) are presented in Table 4. Note that here the DNDP is solved by the enumeration method while the Hooke-Jeeves algorithm is applied for solving the CNDP.

To determine whether the proposed solution algorithm (DDIA) has found the optimal solution of the MNDP for this test network, the new candidate links 17, 18, 19, and 20 are
combined to obtain 16 total possible combinations. We solve a corresponding CNDP for each combination (Table 5).

In Table 5, the solution with a minimal objective function value is $u = (0 \ 0 \ 1 \ 1)$, $y = (1.5625 \ 1.1250 \ 3.6875 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 15.1875)$, $Z = 403.3460$, which is consistent with the solution found by the proposed solution algorithm (DDIA).

The Sioux Falls network

The network and all input information are the same as those used in [15]. The link data and the O-D travel demands between 552 O-D pairs are presented in S1 and S2 Tables, respectively. For the MNDP, there are ten candidate projects; five are for capacity improvements of the existing links (represented by dotted lines in Fig 2), and the other five involve constructions of new links (represented by dashed lines).

The objective function value of each iteration and the optimal solution of MNDP obtained from the proposed solution algorithm (DDIA) are presented in Table 6. Note that here the DNDP is solved using the enumeration method, and the Hooke-Jeeves algorithm is applied to solve the CNDP.

From the above calculation, we can see that the convergence speed is high; it can converge within a few iterations. This may occur because the number of variables is very small. If there are more new candidate links, the number of iterations needed would be greater.

To determine whether the proposed solution algorithm (DDIA) has found the optimal solution of the MNDP for this test network, the new candidate links ($u_1, u_2, u_3, u_4, u_5$) are
Table 2. Link parameters for simple test network.

\[ t_a = t_a(x_a, y_a) = a + \beta(x_a/y_a)^{4}, \quad a \in A; \]
\[ Z = \sum_{a} x_a t_a + \sum_{a} c_a y_a + \sum_{a} d_a u_a \]

| link | node | \( y \) or \( y \) | \( a \) | \( \beta \) | \( c_a \) or \( d_a \) | \( y \) or \( u \) |
|------|------|------------------|-------|--------|-----------------|---------|
| 0    | 0    | 0                | 0     | 0      | 0               | 0       |
| 1    | 1    | 2                | 3     | 1      | 10              | 2       |
| 2    | 1    | 3                | 10    | 2      | 5               | 3       |
| 3    | 2    | 1                | 9     | 3      | 3               | 5       |
| 4    | 2    | 3                | 4     | 4      | 20              | 4       |
| 5    | 2    | 4                | 3     | 5      | 50              | 9       |
| 6    | 3    | 1                | 2     | 20     | 1               | 1       |
| 7    | 3    | 2                | 1     | 1      | 10              | 4       |
| 8    | 3    | 5                | 10    | 1      | 1               | 3       |
| 9    | 4    | 2                | 45    | 2      | 8               | 2       |
| 10   | 4    | 5                | 3     | 3      | 3               | 5       |
| 11   | 4    | 6                | 2     | 9      | 2               | 6       |
| 12   | 5    | 3                | 6     | 10     | 8               | 1       |
| 13   | 5    | 4                | 44    | 4      | 25              | 5       |
| 14   | 5    | 6                | 20    | 2      | 33              | 3       |
| 15   | 6    | 4                | 1     | 5      | 5               | 6       |
| 16   | 6    | 5                | 4.5   | 6      | 1               | 1       |
| 17   | 3    | 4                | 26    | 4      | 9               | 8       |
| 18   | 4    | 3                | 21    | 3      | 15              | 9       |
| 19   | 2    | 5                | 35    | 3      | 11              | 10      |
| 20   | 5    | 2                | 41    | 4      | 8               | 6       |
|      |      |                  |       |        |                 |         |

Table 3. OD matrix for simple test network.

| Node | 1 | 2 | 3 | 4 | 5 | 6 |
|------|---|---|---|---|---|---|
| 0    | 0 | 0 | 0 | 0 | 0 | 0 |
| 1    | 0 | 0 | 0 | 0 | 0 | 2 |
| 2    | 0 | 0 | 0 | 0 | 0 | 4 |
| 3    | 0 | 0 | 0 | 0 | 0 | 0 |
| 4    | 0 | 0 | 0 | 0 | 0 | 0 |
| 5    | 2 | 0 | 0 | 0 | 0 | 0 |
| 6    | 10| 4 | 3 | 0 | 0 | 0 |

Table 4. Solution of simple test network.

| Iteration | Fixed value | Solution | \( Z \) |
|-----------|-------------|----------|--------|
| 1 solving CNDP \( u^{(0)} = (0 0 0 0) \) | \( y^{(0)} = (0.25625 4.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.1250 16.3750) \) | 474.9184 |
| 2 solving DNDP \( u^{(1)} = (0 0 0 0) \) | \( y^{(1)} = (0 1 1) \) | 424.9987 |
| 3 solving CNDP \( u^{(1)} = (0 0 1 1) \) | \( y^{(1)} = (1.5625 1.1250 3.6875 1.2500 0.7500 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 15.1875) \) | 403.3460 |
| 4 solving DNDP \( u^{(2)} = (0 0 1 1) \) | \( y^{(2)} = (0 1 1) \) | 403.346; convergence |
combined to obtain 32 total possible combinations. We solve a corresponding CNDP for each combination (Table 7).

In Table 7, the solution with a minimal objective function value is $u = (0 \ 1 \ 1 \ 1)$, $y = (3.1250 \ 0.2500 \ 0.1250 \ 0.1250 \ 0.1250 \ 0.1250 \ 0.1250 \ 0.1250 \ 0.1250 \ 0.1250 \ 0.1250 \ 0.1250 \ 0.1250 \ 0.1250 \ 0.1250 \ 0.1250)$, $Z = 66.8953$, which is consistent with the solution found by the proposed solution algorithm (DDIA) (the error is 0.0378%, which arises from different initial values taken in the calculation).

The above analysis is for the case without budget constraint. We now discuss the case with budget constraint. Suppose that the total budget is 4000. Here, the DNDP is solved using the implicit enumeration method [47], and the Hooke-Jeeves algorithm is applied to solve the CNDP. To solve the CNDP with budget constraint, the penalty function method [48] is first used to transform it into an extremum problem without constraints. The results obtained for different initial values ($u(0)$) are in Tables 8–10.

The above results show that for the MNDP with budget constraint, the resulting solution depends on the selection of initial values. This leads to different optimal solutions (i.e., different local optimal solutions). Thus, for the MNDP with budget constraint, multiple initial values need to be tested and the best solution is selected from the local solutions. Here, the method of selecting the initial value $u(0)$ is as follows: within the budget constraint, several different $u(0)$ are randomly taken such that they are scattered throughout the solution space. To compare the optimal solution with the result in [15], see Table 11.

The solution obtained using LMILP in Table 11 is put into the user equilibrium assignment model (UE) and yields $Z = 68.1955$; the result in [15], where a different calculation method (piece-wise linear approximation) is applied, is 67.2430. The optimized objective function value using the proposed algorithm (DDIA) is $Z = 68.6234$, so the error (compared to 68.1955) is 0.627%. This result is preferable because the error is very small. Compared to LMILP, DDIA is very simple in theory and has a simpler calculation process (LMILP needs many piece-wise linear one- and two-dimensional approximations). The calculation time of DDIA depends on the use of algorithms for CNDPs and DNDPs. However, the linearization processing of the link impedance function in LMILP is complex and time-consuming before the calculation.
Table 6. Solution of the Sioux Falls network.

| Iteration | Fixed value | Solution | Z     |
|-----------|-------------|----------|-------|
| 1 solving | $u^{(0)} = (0 0 0 0)$ | $y^{(0)} = (5.2500 2.7500 5.2500 2.2500 3.2500 1.9375 3.0000 5.0000 3.5000 5.0000)$ | 81.4238 |
| 2 solving | $y^{(0)} = (5.2500 2.7500 5.2500 2.2500 3.2500 1.9375 3.0000 5.0000 3.5000 5.0000)$ | $u^{(1)} = (0 1 1 1 1)$ | 68.7179 |
| 3 solving | $u^{(1)} = (0 1 1 1 1)$ | $y^{(1)} = (3.2500 1.2500 3.7500 1.2500 0.7500 0.9375 4.2500 1.0000 4.5000 1.0000)$ | 66.8700 |
| 4 solving | $y^{(1)} = (3.2500 1.2500 3.7500 1.2500 0.7500 0.9375 4.2500 1.0000 4.5000 1.0000)$ | $u^{(2)} = (0 1 1 1 1)$ | 66.870; convergence |

doi:10.1371/journal.pone.0162618.t006

Fig 2. Sioux Falls network.

doi:10.1371/journal.pone.0162618.g002
In practice, the budgets of new projects and reconstruction projects can be considered separately. For this example, suppose the budgets of new projects and reconstruction projects are both 2000. The results are shown in Table 12.

Table 13 gives the solutions \((u, y, Z)\) under different budgets for new projects \((b_1)\) and reconstruction projects \((b_2)\). It can be seen from the table that when \(b_1/b_2\) is 3500/500, 2500/1500, or 2000/2000, a better solution is obtained. Compare the results for \(b_1/b_2\) being 2500/1500.

Table 7. Solution under the fixed \(u\).

| \(u\) | \(y\) | \(Z\) |
|------|------|------|
| (0 0 0 0) | (5.25, 2.75, 5.25, 2.25, 3.25, 1.9375, 3.5, 3.5, 5) | 81.4238 |
| (1 0 0 0) | (5.75, 2.25, 5.75, 3.3, 3, 3.5, 4.5, 3.5, 4.25) | 82.0686 |
| (0 1 0 0) | (5.3, 3.5, 3, 3.5, 4, 4, 5) | 79.2225 |
| (0 0 1 0) | (4, 1.5, 4, 1.2, 2, 0.625, 3, 5, 4, 2.5) | 71.8950 |
| (0 0 0 1) | (4.75, 1.5, 4.75, 2.75, 3, 3, 4, 3, 5.25, 4.25) | 78.1433 |
| (1 1 0 0) | (5.875, 2.625, 5.625, 2.75, 2.5, 2.5, 4, 2.5, 5, 3.375, 5) | 79.7942 |
| (1 0 1 0) | (4, 2, 4, 1, 2.375, 3, 4, 4, 4, 4) | 72.5085 |
| (1 0 0 1) | (4.75, 3, 3.875, 2, 3.25, 3, 3.5, 4.5, 5) | 78.9416 |
| (1 0 0 1) | (5.75, 1.75, 5.75, 3.25, 3.25, 4.25, 4.25, 5, 3.5, 4.25) | 76.9746 |
| (0 1 0 0) | (4.5, 1.5, 4.625, 2.25, 2.5, 2, 4.5, 3.25, 4.25, 2.5) | 69.5012 |
| (0 1 0 1) | (4.5, 2, 3, 2.25, 3, 3, 4, 5, 4) | 68.8601 |

Table 8. Results when \(u^{(0)} = (0 0 0 0)\).

| Iteration | Fixed value | Solution | \(Z\) |
|-----------|-------------|----------|------|
| 1 solving CNDP | \(u^{(0)} = (0 0 0 0)\) | \(y^{(0)} = (3.9375 1.6875 4.3125 2.9375 2.5000 2.1875 2.9375 4.0000 4.2500 3.8750)\) | 78.0074 |
| 2 solving DNDP | \(y^{(0)} = (3.9375 1.6875 4.3125 2.9375 2.5000 2.1875 2.9375 4.0000 4.2500 3.8750)\) | \(u^{(1)} = (0 0 0 0)\) | 78.0074; convergence |

In practice, the budgets of new projects and reconstruction projects can be considered separately. For this example, suppose the budgets of new projects and reconstruction projects are both 2000. The results are shown in Table 12.

Table 13 gives the solutions \((u, y, Z)\) under different budgets for new projects \((b_1)\) and reconstruction projects \((b_2)\). It can be seen from the table that when \(b_1/b_2\) is 3500/500, 2500/1500, or 2000/2000, a better solution is obtained. Compare the results for \(b_1/b_2\) being 2500/1500.
Table 9. Results when \( u^{(0)} = (0 \ 0 \ 0 \ 0 \ 1) \).

| Iteration | Fixed value | Solution | \( Z \) |
|-----------|-------------|----------|--------|
| 1 solving CNDP | \( u^{(0)} = (0 \ 0 \ 0 \ 0 \ 1) \) | \( y^{(0)} = (3.12500.18750.75000.12500.13750 \ 1.25000.125000.100000.10000) \) | 74.0121 |
| 2 solving DNDP | \( y^{(0)} = (1.25000.1.87500.3.00000.1.50000.2.50000.2.25000 \ 3.000002.000002.000002.00000) \) | \( u^{(1)} = (0 \ 0 \ 1 \ 0 \ 0) \) | 69.2053 |
| 3 solving CNDP | \( u^{(1)} = (0 \ 0 \ 1 \ 0 \ 0) \) | \( y^{(1)} = (2.12500.1.31250.1.50000.1.250000.13750 \ 1.250001.250000.100000.10000) \) | 68.6234 |
| 4 solving DNDP | \( y^{(1)} = (2.12500.1.312500.750000.1.125000.13750 \ 1.250001.125000.100000.10000) \) | \( u^{(2)} = (0 \ 0 \ 1 \ 0 \ 0) \) | 68.6234; convergence |

doi:10.1371/journal.pone.0162618.t009

Table 10. Results when \( u^{(0)} = (1 \ 0 \ 0 \ 0 \ 1) \).

| Iteration | Fixed value | Solution | \( Z \) |
|-----------|-------------|----------|--------|
| 1 solving CNDP | \( u^{(0)} = (1 \ 0 \ 0 \ 0 \ 1) \) | \( y^{(0)} = (1.62500.1.87500.50000.1.250000.1.37500 \ 1.250001.250000.100000.10000) \) | 78.7804 |
| 2 solving DNDP | \( y^{(0)} = (1.62500.1.87500.750000.1.250000.1.37500 \ 1.250001.1.250000.100000.10000) \) | \( u^{(1)} = (0 \ 1 \ 1 \ 0 \ 0) \) | 70.0644 |
| 3 solving CNDP | \( u^{(1)} = (0 \ 1 \ 1 \ 0 \ 0) \) | \( y^{(1)} = (2.12500.1.312500.750000.1.125000.1.37500 \ 1.250001.1.250000.100000.10000) \) | 69.2706 |
| 4 solving DNDP | \( y^{(1)} = (2.125000.3.125000.750000.1.125000.1.37500 \ 1.250001.1.250000.100000.10000) \) | \( u^{(2)} = (0 \ 1 \ 1 \ 0 \ 0) \) | 69.2706; convergence |

doi:10.1371/journal.pone.0162618.t010
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1500 or 2000/2000: they have the same \( u \), which shows that their real expenses on new projects are the same (the budget of new projects \( b_1 \) has a bigger surplus when \( b_1/b_2 \) is 2500/1500), whereas the objective function values have a very small difference (69.9314/ 69.1341). Thus, from the view of saving money, \( b_1/b_2 \) being 2500/1500 is better (although its corresponding \( Z \) is slightly larger). When \( b_1 \) is less than 1500, this budget is not sufficient for any one new project, so the last \( b_1/b_2 \) is 0/4000.

By giving multiple groups of \( b_1/b_2 \), as in Table 13, at least a non-inferior solution can be obtained. When \( b_1/b_2 \) is divided more carefully, the solution is closer to the optimal solution.

Conclusion and Discussion

This paper proposed an optimization algorithm, the dimension-down iterative algorithm (DDIA), for solving the mixed transportation network design problem (MNDP). The idea of the proposed solution algorithm is to reduce the dimensions of the problem. A group of variables (discrete/continuous) is fixed to optimize another group of variables (continuous/discrete) alternately; then, the problem is transformed into solving a series of CNDPs and DNDPs repeatedly until it converges to an optimal solution. The advantage of the proposed algorithm is that its calculation process is very simple and that it can utilize existing algorithms for the CNDP and DNDP in the solution process.

It can be seen from two numerical examples (one is a simple test network, and the other is the Sioux Falls network) that for the MNDP without budget constraint, the global optimal solution can be found within a few iterations using the proposed algorithm, and the resulting solution is not affected by the initial values. However, for the MNDP with budget constraint, the result depends on the selection of initial values; therefore, for the MNDP with budget constraint, multiple initial values need to be tested. A comparison with the previously proposed methods shows that the DDIA is effective.
MNDPs involve both discrete and continuous variables and are very difficult to solve. As presented in other studies [12–14], a heuristic algorithm called DDIA is proposed in this paper. By using this algorithm, we can easily find a non-inferior solution to the problem. This may provide a reliable input for future algorithm improvements.

Table 11. Comparison of results of different methods.

| Node $i$ | Node $j$ | LMILP | DDIA |
|----------|----------|-------|-------|
| Expanded links |
| 6        | 8        | 3.173 | 4.6250 |
| 7        | 8        | 1.084 | 1.8750 |
| 8        | 6        | 2.919 | 3.0000 |
| 8        | 7        | 1.078 | 1.5000 |
| 9        | 10       | 1.316 | 2.2500 |
| 10       | 9        | 1.564 | 2.2500 |
| 10       | 16       | 3.232 | 3.0000 |
| 13       | 24       | 2.867 | 2.0000 |
| 16       | 10       | 3.232 | 2.0000 |
| 24       | 13       | 2.638 | 2.0000 |
| Potential new links |
| 7        | 16       | -     | -     |
| 9        | 11       | -     | -     |
| 11       | 9        | -     | -     |
| 11       | 15       | √     | √     |
| 13       | 14       | -     | -     |
| 14       | 13       | -     | -     |
| 15       | 11       | √     | √     |
| 16       | 7        | -     | -     |
| 19       | 22       | -     | -     |
| 22       | 19       | -     | -     |
| Total travel time ($10^3$ vehicle hours) |
| $Z$      | 68.1955  | 68.6234 |
| $Z'$     | 67.2430  |        |
| Improvement cost |
| 4,000,000 | 4,000,000 |

Note: “√” = addition of new links.

$Z'$ is the original value of objective function reported in the previous studies.

doi:10.1371/journal.pone.0162618.t011

Table 12. The results when the budgets of new projects and reconstruction projects are both 2000.

| Iteration | Fixed value | Solution | $Z$ |
|-----------|-------------|----------|-----|
| 1 solving CNDP | $u^{(0)} = (0 0 0 0 0)$ | $y^{(0)} = (2.7500 1.6250 4.0000 2.0000 2.5000 1.5000 2.7500 2.3750 2.0000 2.1250)$ | 82.2871 |
| 2 solving DNDP | $y^{(0)} = (2.7500 1.6250 4.0000 2.0000 2.5000 1.5000 2.7500 2.3750 2.0000 2.1250)$ | $u^{(1)} = (0 0 1 0 0)$ | 69.1590 |
| 3 solving CNDP | $u^{(1)} = (0 0 1 0 0)$ | $y^{(1)} = (2.6250 1.6250 4.0000 2.1250 2.5000 1.5000 2.7500 2.3750 2.0000 2.1250)$ | 69.1341 |
| 4 solving DNDP | $y^{(1)} = (2.6250 1.6250 4.0000 2.1250 2.5000 1.5000 2.7500 2.3750 2.0000 2.1250)$ | $u^{(2)} = (0 0 1 0 0)$ | 69.1341; convergence |

doi:10.1371/journal.pone.0162618.t012
Table 13. The results under different $b_1/b_2$.

| $b_1/b_2$ | $u$ | $y$ | Z         |
|-----------|-----|-----|-----------|
| 4000/0    | (0 0 1 0) | (0 0 0 0 0 0 0 0 0) | 75.9316 |
| 3500/500  | (0 1 1 0 0) | (1.6250 0.3125 1.5000 0.5000 0.7500 0.9375 1.1250 1.5000 1.0000 2.0000) | 69.3925 |
| 3000/1000 | (0 0 1 0 0) | (2.1875 0 2.0000 0.2500 1.9375 0.6250 2.0000 2.0000 2.0000 2.0625) | 71.4529 |
| 2500/1500 | (0 0 1 0 0) | (2.5000 1.1250 2.7500 1.6250 2.0000 2.0000 2.2500 2.2500 2.2500 2.0000) | 69.9314 |
| 2000/2000 | (0 0 1 0 0) | (2.6250 1.6250 4.0000 2.1250 2.5000 1.5000 2.7500 2.3750 2.0000 2.1250) | 69.1341 |
| 1500/2500 | (1 0 0 0 0) | (3.0000 2.2500 3.7500 3.0000 2.3750 1.8750 3.0000 3.0000 3.0000 2.1250 2.0000) | 80.6477 |
| 0/4000    | (0 0 0 0 0) | (3.9375 1.6875 4.3125 2.9375 2.5000 2.1875 2.9375 4.0000 4.2500 3.8750) | 78.0074 |

doi:10.1371/journal.pone.0162618.t013
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