Uniform Energy Bound and Morawetz Estimate for Extreme Components of Spin Fields in the Exterior of a Slowly Rotating Kerr Black Hole I: Maxwell Field
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Abstract. This first part of the series treats the Maxwell equations in the exterior of a slowly rotating Kerr black hole. By performing a first-order differential operator on each extreme Newman–Penrose (N–P) scalar in a Kinnersley tetrad, the resulting equation and the Teukolsky master equation for the extreme N–P component are both in the form of an inhomogeneous “spin-weighted Fackerell–Ipser equation” (SWFIE) and constitute a weakly coupled system. We first prove energy estimate and integrated local energy decay (Morawetz) estimate for this type of inhomogeneous SWFIE following the method in Dafermos and Rodnianski (Decay for solutions of the wave equation on Kerr exterior spacetimes I–II: the cases $|a| \ll m$ or axisymmetry, 2010. arXiv:1010.5132) and then utilize these estimates to achieve both a uniform bound of a positive definite energy and a Morawetz estimate for the coupled system of each extreme N–P component. The same type of estimates for the regular extreme N–P components defined in the regular Hawking–Hartle tetrad is also proved. The hierarchy here is generalized in our second part (Ma in Uniform energy bound and Morawetz estimate for extreme components of spin fields in the exterior of a slowly rotating Kerr black hole II: linearized gravity, 2017. arXiv:1708.07385) of this series to treat the extreme components of linearized gravity.
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1. Introduction

The Kerr family of spacetimes has metrics solving the vacuum Einstein equations (VEE)
\[ R_{\mu\nu} = 0, \]
with \( R_{\mu\nu} \) being the Ricci curvature tensor of the spacetime. An important step toward establishing the validity of weak cosmic censorship conjecture is to prove the Kerr black hole stability conjecture, i.e., to show that the Kerr family of spacetimes is stable as solutions to VEE against small perturbations of initial data. Before approaching this full nonlinear problem, the scalar wave equation, the Maxwell equations and then some proper linearization of VEE are a sequence of models with increasing accuracy for the nonlinear dynamics.

In this paper, we consider the Maxwell equations for a real two-form \( F_{\alpha\beta} \):
\[ \nabla^\alpha F_{\alpha\beta} = 0 \quad \nabla [\gamma F_{\alpha\beta}] = 0 \]
on a slowly rotating Kerr background, and prove both a uniform bound of a positive definite energy and a Morawetz estimate for the extreme Newman–Penrose (N–P) scalars.

1.1. Kerr Background

The subextremal Kerr family of spacetimes \( (\mathcal{M}, g_{M,a}) \) \((|a| < M)\), in Boyer–Lindquist (B–L) coordinates \((t, r, \theta, \phi)\) [11], has the metric
\[ g_{M,a} = -\left(1 - \frac{2Mr}{\Sigma}\right) dt^2 - 2Mar \sin^2 \theta (dt d\phi + d\phi dt) + \frac{\Sigma}{\Delta} dr^2 + \Sigma d\theta^2 + \frac{\sin^2 \theta}{\Sigma} \left[(r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta\right] d\phi^2, \]
where
\[ \Delta(r) = r^2 - 2Mr + a^2 \quad \text{and} \quad \Sigma(r, \theta) = r^2 + a^2 \cos^2 \theta. \]
A Kerr spacetime is parameterized by its mass \( M \) and angular momentum per mass \( a \) and describes a rotating, stationary (with \( \partial_t \) Killing), axisymmetric (with \( \partial_\phi \) Killing), asymptotically flat vacuum black hole. Setting \( a = 0 \) recovers the spherically symmetric Schwarzschild metric. The function \( \Delta(r) \) has two zeros
\[ r_+ = M + \sqrt{M^2 - a^2} \quad \text{and} \quad r_- = M - \sqrt{M^2 - a^2}, \]
which correspond to the locations of event horizon \( \mathcal{H} \) and Cauchy horizon, respectively. We will constrain our considerations in the closure of the exterior region, or in another way, in the domain of outer communication (DOC)
\[ D = \{(t, r, \theta, \phi) \in \mathbb{R} \times (r_+, \infty) \times \mathbb{S}^2\}. \]
As mentioned in Sect. 1.5, we will focus only on the future development by symmetry; hence, only the future part \( \mathcal{H}^+ \) of the event horizon will be of interest for us. In what follows, whenever we say “a slowly rotating Kerr spacetime,” it should always be understood as the DOC of a Kerr spacetime \( (\mathcal{M}, g_{M,a}) \) with \(|a|/M \ll 1\) sufficiently small.
It is useful to introduce the tortoise coordinate system \((t, r^*, \theta, \phi)\)
1, with \(r^*\) defined by:
\[
\frac{dr^*}{dr} = \frac{r^2 + a^2}{\Delta}, \quad r^*(3M) = 0. \tag{1.7}
\]

The B–L coordinate system fails to extend across the future event horizon \(\mathcal{H}^+\) due to the singularity in the metric coefficients in (1.3). Instead, we define an ingoing Kerr coordinate system \((v, r, \theta, \tilde{\phi})\)
2 which is regular on \(\mathcal{H}^+\):
\[
\begin{cases}
    dv = dt + dr^*, \\
    d\tilde{\phi} = d\phi + a(r^2 + a^2)^{-1}dr^*, \\
    r = r, \\
    \theta = \theta.
\end{cases}
\tag{1.8}
\]

We finally define a global Kerr coordinate system \((t^*, r, \theta, \phi^*)\), via gluing the coordinate system \((v = v - r, r, \theta, \tilde{\phi})\) near horizon with the B–L coordinate system \((t, r, \theta, \phi)\) away from horizon smoothly, by
\[
\begin{cases}
    t^* = t + \chi_1(r)(r^*(r) - r - r^*(r_0) + r_0), \\
    \phi^* = \phi + \chi_1(r)\phi(r) \mod 2\pi, \\
    r = r, \\
    \theta = \theta.
\end{cases}
\tag{1.9}
\]

Here, the smooth cutoff function \(\chi_1(r)\), which equals to 1 in \([r_+, M + r_0/2]\) and identically vanishes for \(r \geq r_0\) with \(r_0(M)\) fixed in the redshift estimate Proposition 3.4, is chosen such that the initial hypersurface
\[
\Sigma_0 = \{(t^*, r, \theta, \phi^*) | t^* = 0\} \cap \mathcal{D} \tag{1.10}
\]
is a spacelike hypersurface with
\[
c(M) r^{-2} \leq -g(\nabla t^*, \nabla t^*)|_{\Sigma_0} \leq C(M) r^{-2}, \tag{1.11}
\]
\(c(M)\) and \(C(M)\) being two universal positive constants. We notice that
\[
\partial_{t^*} = \partial_t \triangleq T \quad \text{and} \quad \partial_{\phi^*} = \partial_{\tilde{\phi}} = \partial_{\phi}, \tag{1.12}
\]
and denote \(\varphi_\tau\) to be the 1-parameter family of diffeomorphisms generated by \(T\). Define constant time hypersurface
\[
\Sigma_\tau = \varphi_\tau (\Sigma_0) = \{(t^*, r, \theta, \phi^*) | t^* = \tau\} \cap \mathcal{D}. \tag{1.13}
\]
It is a spacelike hypersurface satisfying (1.11), and in particular, for \(r \leq M + r_0/2\), we have
\[
-g(\nabla t^*, \nabla t^*)|_{\Sigma_\tau} = 1 + 2Mr/\Sigma. \tag{1.14}
\]
For any \(0 \leq \tau_1 < \tau_2\), we use the notations
\[
\mathcal{D}(\tau_1, \tau_2) = \bigcup_{\tau \in [\tau_1, \tau_2]} \Sigma_\tau, \quad \text{and} \quad \mathcal{H}^+(\tau_1, \tau_2) = \partial \mathcal{D}(\tau_1, \tau_2) \cap \mathcal{H}^+.
\]
The reader may find the Penrose diagram Figure 1 useful.

1This is called as Regge–Wheeler [42] coordinate system when on Schwarzschild.
2This is also called as “ingoing Eddington-Finkelstein coordinate system.”
The volume form of the manifold is
\[ d\text{Vol}_M = \begin{cases} \Sigma dt dr \sin \theta d\theta d\phi & \text{in B-L coordinates,} \\ \Sigma dt^* dr \sin \theta d\theta d\phi^* & \text{in global Kerr coordinates,} \end{cases} \tag{1.15} \]
and the volume form of the hypersurface \( \Sigma_\tau (\tau \geq 0) \) is
\[ d\text{Vol}_{\Sigma_\tau} = \Sigma dr \sin \theta d\theta d\phi^* \text{ in global Kerr coordinates}. \tag{1.16} \]
Unless otherwise specified, we will always suppress these volume forms in this paper when the integral is over a spacetime region or a 3-dimensional submanifold of \( \Sigma_\tau \).

1.2. Maxwell Equations in the Newman–Penrose Formalism and Teukolsky Master Equation
Utilizing the N–P formalism \([39,40]\) to project the electromagnetic field \( F_{\alpha\beta} \) onto the Kinnersley null tetrad \([33]\) \((l, n, m, \bar{m})\) written in B–L coordinates:
\[
\begin{align*}
    l^\mu &= \frac{1}{\Delta} (r^2 + a^2, \Delta, 0, a), \\
n^\mu &= \frac{1}{\Delta} (r^2 + a^2, -\Delta, 0, a), \\
m^\mu &= \frac{1}{\sqrt{2} \bar{\rho}} \left( ia \sin \theta, 0, 1, \frac{i}{\sin \theta} \right),
\end{align*}
\tag{1.17}
\]
and \( \bar{m}^\mu \) being the complex conjugates of \( m^\mu \), the N–P components for the electromagnetic perturbations are given by
\[
\Phi_0 = F_{\mu\nu} l^\mu n^\nu, \quad \Phi_1 = \frac{1}{2} F_{\mu\nu} (l^\mu n^\nu + \bar{m}^\mu m^\nu), \quad \Phi_2 = F_{\mu\nu} \bar{m}^\mu n^\nu. \tag{1.18}
\]
Here, \( \bar{\rho} \) is the complex conjugate of \( \rho = r - ia \cos \theta \). The extreme components \( \Phi_0 \) and \( \Phi_2 \) are the “ingoing and outgoing radiative parts,” and are invariant under gauge transformations. Define the spin \( s = \pm 1 \) components\(^3\)
\[
\psi_{[+1]} = 2^{-1/2} \Delta \Phi_0 \quad \text{and} \quad \psi_{[-1]} = \sqrt{2} \Delta^{-1} \rho^2 \Phi_2, \tag{1.19}
\]
\(^3\)These scalars satisfy the Teukolsky master equation and differ with the ones originally used in \([48]\) by a rescaling of \( \Delta \) or \( \Delta^{-1} \) and a constant rescaling.
and a middle component
\[ \psi_{[0]} = \rho^2 \Phi_1. \]  
(1.20)

Denote the future-directed ingoing and outgoing principal null vector fields in B–L coordinates
\[ Y \triangleq \frac{2 \Sigma}{\Delta} n^\mu \partial_\mu = \frac{(r^2+a^2)\partial_t + a \partial_\phi}{\Delta} - \partial_r, \quad V \triangleq l^\mu \partial_\mu = \frac{(r^2+a^2)\partial_t + a \partial_\phi}{\Delta} + \partial_r. \]  
(1.21)

The full system of Maxwell equations relating these three components is
\[ \sqrt{2} \rho m^\mu \partial_\mu \psi_{[0]} = \rho^2 Y \left( \rho^{-1} \psi_{[+1]} \right), \]  
(1.22a)
\[ \sqrt{2} \rho \bar{m}^\mu \partial_\mu \psi_{[0]} = \rho^2 V \left( \rho^{-1} \Delta \psi_{[-1]} \right), \]  
(1.22b)
\[ \frac{\Delta}{\rho^2} l^\mu \partial_\mu \psi_{[0]} = \left( \partial_\theta - \frac{i}{\sin \theta} \partial_\phi - ia \sin \theta \partial_t + \cot \theta \right) \left( \rho^{-1} \psi_{[+1]} \right), \]  
(1.22c)
\[ \frac{2 \Sigma}{\Delta} n^\mu \partial_\mu \psi_{[0]} = \rho^2 \left( \partial_\theta + \frac{i}{\sin \theta} \partial_\phi + ia \sin \theta \partial_t + \cot \theta \right) \left( \rho^{-1} \psi_{[-1]} \right). \]  
(1.22d)

In [47], the author derived the decoupled equations on Kerr background for the spin \( s = \pm 1 \) components from system (1.22) and found these decoupled equations are separable and governed by a single master equation—Teukolsky Master Equation (TME), which in B–L coordinates is given by
\[ - \left[ \frac{(r^2+a^2)^2}{\Delta} - a^2 \sin^2 \theta \right] \frac{\partial^2 \psi_{[s]}^{\mu}}{\partial t^2} - \frac{4M a r}{\Delta} \frac{\partial^2 \psi_{[s]}^{\mu}}{\partial t \partial \phi} - \left[ \frac{a^2}{\Delta} - \frac{1}{\sin^2 \theta} \right] \frac{\partial^2 \psi_{[s]}^{\mu}}{\partial \phi^2} + \Delta \frac{s}{\Delta} \frac{\partial}{\partial r} \left( \Delta^{-s+1} \frac{\partial \psi_{[s]}^{\mu}}{\partial r} \right) + \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial \psi_{[s]}^{\mu}}{\partial \phi} \right) + 2s \left[ \frac{a r - M}{\Delta} + \frac{i \cos \theta}{\sin^2 \theta} \right] \frac{\partial \psi_{[s]}^{\mu}}{\partial \phi} \]  
\[ + 2s \left[ \frac{M (r^2-a^2)}{\Delta} - r - ia \cos \theta \right] \frac{\partial \psi_{[s]}^{\mu}}{\partial t} - (s^2 \cot^2 \theta + s) \psi_{[s]} = 0. \]  
(1.23)

However, the Kinnersley tetrad is singular in ingoing Kerr coordinates on \( \mathcal{H}^+ \), which means the afore-defined N–P components are not all regular there. Therefore, we perform a null rotation to the Kinnersley null tetrad by
\[ \begin{cases} 
  l \to \bar{l} = \Delta / (2 \Sigma) \cdot l, \\
  n \to \bar{n} = (2 \Sigma / \Delta) \cdot n, \\
  m \to m,
\end{cases} \]  
(1.24)

and the resulting tetrad \((\bar{l}, \bar{n}, \bar{m}, \bar{m})\), called as the Hawking–Hartle (H–H) tetrad [26], if written in the ingoing Kerr coordinates \((v, r, \theta, \phi)\), is
\[ \bar{l}^\mu = \frac{1}{2 \Sigma} (2(r^2+a^2), \Delta, 0, 2a), \]  
\[ \bar{n}^\mu = (0, -1, 0, 0), \]  
\[ \bar{m}^\mu = \frac{1}{\sqrt{2} \rho} \left( ia \sin \theta, 0, 1, \frac{i}{\sin \theta} \right). \]  
(1.25)

It is clear that this H–H tetrad is indeed regular up to and including \( \mathcal{H}^+ \) in ingoing Kerr coordinates, and hence also in global Kerr coordinates. The regular N–P components \( \Phi_i \) \((i = 0, 1, 2)\) of the Maxwell field tensor \( F \), defined as in (1.18) but with respect to H–H tetrad, are then
\[ \begin{aligned} \tilde{\Phi}_0(F) &= F_{\mu\nu}\tilde{l}^{\mu}m^{\nu} = \frac{1}{2\mu}\psi_{[+1]}, \\ \tilde{\Phi}_1(F) &= \frac{1}{2}F_{\mu\nu}(\tilde{l}^{\mu}\tilde{n}^{\nu} + m^{\mu}m^{\nu}) = \Phi_1 = \rho^{-2}\psi_{[0]}, \\ \tilde{\Phi}_2(F) &= F_{\mu\nu}m^{\mu}\tilde{n}^{\nu} = \frac{2\Sigma}{\rho^2}\psi_{[-1]}. \end{aligned} \]

The complex scalars \( \tilde{\Phi}_0 \) and \( \tilde{\Phi}_2 \) will be of our main concern in this paper.

1.3. Coupled Systems

The evolution equations for \( \psi_{[+1]} \) and \( \psi_{[-1]} \), by TME (1.23), are

\[ \begin{aligned} \Sigma\Box g\psi_{[+1]} + 2i\left( \frac{\cos\theta}{\sin^2\theta}\partial_{\phi} - a\cos\theta\partial_t \right)\psi_{[+1]} - (\cot^2\theta + 1)\psi_{[+1]} &= -2Z\psi_{[+1]}, \\ \Sigma\Box g\psi_{[-1]} - 2i\left( \frac{\cos\theta}{\sin^2\theta}\partial_{\phi} - a\cos\theta\partial_t \right)\psi_{[-1]} - (\cot^2\theta - 1)\psi_{[-1]} &= 2Z\psi_{[-1]}. \end{aligned} \]  

(1.27a)

(1.27b)

Here, \( Z = (r - M)Y - 2r\partial_t \). We define two first-order differential operators

\[ \begin{aligned} \mathcal{V}(\cdot) &= \sqrt{r^2 + a^2}V(\sqrt{r^2 + a^2}), \\ \mathcal{V}(\cdot) &= \sqrt{r^2 + a^2}V(\sqrt{r^2 + a^2}), \end{aligned} \]  

(1.28)

and construct from \( \psi_{[+1]} \) and \( \psi_{[-1]} \) the variables

\[ \begin{aligned} \phi_{0}^{+1} &= \psi_{[+1]}/(r^2 + a^2), \\ \phi_{1}^{+1} &= \mathcal{V}\phi_{0}^{+1} \end{aligned} \]  

(1.29a)

and

\[ \begin{aligned} \phi_{0}^{-1} &= \Delta/(r^2 + a^2)\psi_{[-1]}, \\ \phi_{1}^{-1} &= \mathcal{V}\phi_{0}^{-1}. \end{aligned} \]  

(1.29b)

One should notice that though it is \( \Delta/(r^2 + a^2)V \) but not \( V \) which is a regular vector field on \( \mathcal{H}^+ \), the variable \( \phi_{1}^{-1} \) is indeed smooth on \( \mathcal{H}^+ \) if the regular N–P scalar \( \tilde{\Phi}_2 \) is.

Upon doing the rescalings as in the definitions of \( \phi_{0}^{0} \), one can gather the resulting \( \partial_r \) derivative term and the Z-derivative term together and rewrite them as a linear combination of \( \phi_{2}^{0} \) and up to first-order derivative terms with \( a \)-dependent coefficients. The definitions of \( \phi_{1}^{0} \) are such that their governing equations are “spin-weighted Fackerell–Ipser” equations with inhomogeneous terms weakly coupled to \( \phi_{0}^{0} \) and \( \partial_{\phi}\phi_{0}^{0} \). Specifically, from the commutator relations in “Appendix A” and noting \( \partial_r \left( \frac{\Delta}{(r^2 + a^2)^2} \right) = -\frac{2a^2 - 3Mr^2 + a^2r + a^2M}{(r^2 + a^2)^3} \), these variables satisfy the following equations

\[ \begin{aligned} L_{+1}\phi_{0}^{0} &= F_{0}^{0} + 2\frac{a^2 - 3Mr^2 + a^2r + a^2M}{(r^2 + a^2)^2}\phi_{1}^{0} - \frac{4ar}{r^2 + a^2}\partial_{\phi}\phi_{0}^{0}, \\ L_{+1}\phi_{1}^{0} &= F_{1}^{0} - \frac{2a^2 - 3Mr^2 + a^2r + a^2M}{(r^2 + a^2)^2}\phi_{0}^{0} - \frac{2a(r^2 - a^2)}{r^2 + a^2}\partial_{\phi}\phi_{1}^{0}, \end{aligned} \]  

(1.30a)

(1.30b)

and

\[ \begin{aligned} L_{-1}\phi_{0}^{0} &= F_{0}^{0} - 2\frac{a^2 - 3Mr^2 + a^2r + a^2M}{(r^2 + a^2)^2}\phi_{1}^{0} + \frac{4ar}{r^2 + a^2}\partial_{\phi}\phi_{0}^{0}, \\ L_{-1}\phi_{1}^{0} &= F_{1}^{0} - \frac{2a^2 - 3Mr^2 + a^2r + a^2M}{(r^2 + a^2)^2}\phi_{0}^{0} - \frac{2a(r^2 - a^2)}{r^2 + a^2}\partial_{\phi}\phi_{1}^{0}, \end{aligned} \]  

(1.31a)

(1.31b)
respectively. Here, the subscript $+1$ or $-1$ indicates the spin weight $s = \pm 1$, and the operator $L_s$, defined by

$$L_s = \Sigma \Box_g + 2is \left( \frac{\cos \theta}{\sin \vartheta} \partial_\varphi - a \cos \theta \partial_t \right) - \left( \cot^2 \theta + \frac{r^4 - 2Mr^3 + 6a^2Mr - a^4}{(r^2 + a^2)^2} \right),$$

(1.32)
is called as “spin-weighted Fackerell–Ipser operator” in this paper. In the discussions below, the above governing equations for $\phi^1_s$ and $\phi^0_s$ will be viewed as a linear wave system. Without confusion, we may always suppress the subscripts and simply write as $\phi^1$ and $\phi^0$.

**Remark 1.1.** The application of the first-order differential operators $Y$ and $V$ to the extreme components is to make the nonzero boost weight vanishing. After making the substitutions $\partial_t \leftrightarrow -i\omega$, $\partial_\varphi \leftrightarrow im$, and separating the operator $L_s$, the angular part is the spin-weighted spheroidal harmonic operator of Teukolsky angular equation, while the radial operator is the sum of the radial part of the rescaled scalar wave operator $\Sigma \Box_g$ and $((r^2 + a^2)^2 - (r^4 - 2Mr^3 + 6a^2Mr - a^4))/(r^2 + a^2)^2$ and reduces to the radial operator for Fackerell–Ipser (F–I) equation [20] when on Schwarzschild background ($a = 0$). See more details in Sect. 1.7 for Schwarzschild case and Sect. 3.4 for Kerr case.

We note that in the non-static Kerr case ($a \neq 0$), the classical F–I operator in [20] has an imaginary zeroth-order term in the potential, thus being quite different from the operator $L_s$ here in which the imaginary coefficients are accompanied by some first-order derivatives. This is the main difference which enables us in this paper to not introduce fractional derivative operators as in [4] which treats the classical F–I equation.

### 1.4. Notations of Energy Norms, Derivatives and Morawetz Densities

For any complex-valued smooth function $\psi : M \to \mathbb{C}$ with spin weight $s$, define in global Kerr coordinates for any $\tau \geq 0$ that

$$E_\tau(\psi) = \int_{\Sigma_\tau} |\partial \psi|^2,$$

(1.33)
and in ingoing Kerr coordinates for any $\tau_2 > \tau_1 \geq 0$ that

$$E_{H^+((\tau_1, \tau_2)}(\psi) = \int_{H^+((\tau_1, \tau_2)} (|\partial_v \psi|^2 + |\nabla \psi|^2)r^2dv \sin \theta d\theta d\phi.$$

(1.34)

Note that we adopt the notation

$$|\partial \psi(t^*, r, \theta, \phi^*)|^2 = |\partial_{t^*} \psi|^2 + |\partial_r \psi|^2 + |\nabla \psi|^2,$$

(1.35)
and $\nabla$ used here are not the standard covariant angular derivatives $\hat{\nabla}$ on sphere $S^2(t^*, r)$, but the spin-weighted version of them, i.e., $\nabla$, could be any one of $\nabla_i$ ($i = 1, 2, 3$) defined by

$$r\nabla_1 = r\hat{\nabla}_1 - \frac{is \cos \phi}{\sin \theta} = -\sin \phi \partial_\vartheta - \frac{\cos \phi}{\sin \theta} (\cos \theta \partial_{\phi^*} + is),$$

(1.36a)
$$r\nabla_2 = r\hat{\nabla}_2 - \frac{is \sin \phi}{\sin \theta} = \cos \phi \partial_\vartheta - \frac{\sin \phi}{\sin \theta} (\cos \theta \partial_{\phi^*} + is),$$

(1.36b)
$$r\nabla_3 = r\hat{\nabla}_3 = \partial_{\phi^*}.$$

(1.36c)
In global Kerr coordinates, we can express the modulus square of $\nabla \psi$ as

$$|\nabla \psi|^2 = \sum_{i=1,2,3} |\nabla \psi|^2 = \frac{1}{r^2} \left( |\partial_\theta \psi|^2 + \left| \frac{\cos \theta \partial_{\phi^*} \psi + i s \cos \theta \psi}{\sin \theta} \right|^2 + |\partial_\phi \psi|^2 \right)$$

$$= \frac{1}{r^2} \left( |\partial_\theta \psi|^2 + \left| \frac{\partial_{\phi^*} \psi + i s \cos \theta \psi}{\sin \theta} \right|^2 + |\psi|^2 \right). \quad (1.37)$$

The same forms $1.36$ and $1.37$ hold true in B–L coordinates and ingoing Kerr coordinates from $1.12$. Hence, for convenience of calculations, we may always refer to these forms with $\partial_\phi$ in place of $\partial_{\phi^*}$ without confusion.

Define a function $\chi_{\text{trap}}(r) = (1 - 3M/r)^2(1 - \eta_{[r_{\text{trap}}^-, r_{\text{trap}}^+]}(r))$ where $\eta_{[r_{\text{trap}}^-, r_{\text{trap}}^+]}(r)$ is the indicator function in the radius region bounded by $r_{\text{trap}}^-=2.9M < 3M < r_{\text{trap}}^+=3.1M$. We also define the weighted Morawetz density $M_{\text{deg}}(\psi)$ which degenerates in the trapped region defined by

$$M_{\text{deg}}(\psi) = \frac{|\partial_r \psi|^2}{r^{1+\delta}} + \chi_{\text{trap}}(r) \left( \frac{|\partial_{t^*} \psi|^2}{r^{1+\delta}} + \frac{|\nabla \psi|^2}{r} \right). \quad (1.38a)$$

See Theorem 1.2 for the definition of $\chi_{\text{trap}}(r)$. $M(\psi)$, a weighted Morawetz density non-degenerate in the trapped region, is given by

$$M(\psi) = \frac{|\partial_r \psi|^2}{r^{1+\delta}} + \frac{|\partial_{t^*} \psi|^2}{r^{1+\delta}} + \frac{|\nabla \psi|^2}{r}, \quad (1.38b)$$

and the ones with a hat which do not have the extra $r^{-\delta}$ prefactor for the $r$ and $t^*$ derivatives are

$$\widehat{M}_{\text{deg}}(\psi) = \frac{|\partial_r \psi|^2}{r^{1+\delta}} + \chi_{\text{trap}}(r) \frac{|\partial_{t^*} \psi|^2 + |\nabla \psi|^2}{r}, \quad (1.38c)$$

$$\widehat{M}(\psi) = \frac{|\partial \psi|^2}{r}. \quad (1.38d)$$

The derivative $\partial^i \psi$, for a multi-index $i = (i_1, i_2, i_3, i_4, i_5)$ with $i_k \geq 0$ ($k = 1, 2, 3, 4, 5$) and any smooth function $\psi$ with spin weight $s$, is to be understood as

$$\partial^i \psi = \partial_r^{i_1} \partial_{t^*}^{i_2} \nabla_1^{i_3} \nabla_2^{i_4} \nabla_3^{i_5} \psi. \quad (1.39)$$

1.5. Main Theorems

All the results in this paper will only focus on the future time direction. By performing a symmetry $\psi_{[s]}(t, \phi) \rightarrow \Delta^s \psi_{[-s]}(t, -\phi)$ which satisfy the same governing equations, one could conclude the corresponding estimates in the past time direction immediately.

**Theorem 1.2** (Energy and Morawetz estimate for an inhomogeneous spin-weighted Fackerell–Ipser). In the DOC of a slowly rotating Kerr spacetime $(\mathcal{M}, g = g_{M,a})$, assume that a real two-form $F_{\alpha \beta}$ is a regular solution to the Maxwell equations $1.2$, and $\psi = \phi_s^i$ is defined as in $1.29$ and satisfies an inhomogeneous “spin-weighted Fackerell–Ipser equation” (SWFIE)

$$L_s \psi = F, \quad (1.40)$$

$^4$“Regular” is defined in Definition 2.2.
which takes the form of any subequation in the linear wave system (1.30) or (1.31) with \( s = \pm 1 \) being the spin weight, \( \mathbf{L}_s \) defined as in (1.32) and \( F = F_s^i \). Then, given any \( 0 < \delta < 1/2 \) and \( 0 < \mu_i \ll 1 \), there exist universal constants \( \varepsilon_0 = \varepsilon_0(M) \) and \( C = C(M, \delta, \Sigma_0) = C(M, \delta, \Sigma_{\tau}) \) and a constant \( C(\mu_i^{-1}) \) such that for all \( |a|/M \leq \varepsilon_0 \) and any \( \tau \geq 0 \), we have

\[
E_\tau(\psi) + E_{\mathcal{H}^+(0, \tau)}(\psi) + \int_{\mathcal{D}(0, \tau)} M_{\text{deg}}(\psi)
\leq C(\mu_i^{-1}) \sum_{j=0,1} E_0(\phi_j^i) + C\mu_i^{-1} E(F)
+ C\mu_i \sum_{j=0,1} \left( \int_{\mathcal{D}(0, \tau)} M_{\text{deg}}(\phi_j^i) + E(F_j^i) \right). \tag{1.41}
\]

Here, the error term \( E(F) \) coming from the source \( F \) takes the form of

\[
E(F) = \left| \int_{\mathcal{D}(0, \tau)} \frac{1}{2} \Re \left( F \partial_t \bar{\psi} \right) \right| + \int_{\mathcal{D}(0, \tau)} r^{-3+\delta} |F|^2, \tag{1.42}
\]

with \( \Re(\cdot) \) denoting the real part.

**Theorem 1.3** (Energy and Morawetz estimates for regular extreme N–P components). In the DOC of a slowly rotating Kerr spacetime \((\mathcal{M}, g = g_{M,a})\), given any \( 0 < \delta < 1/2 \) and any nonnegative integer \( n \), there exist universal constants \( \varepsilon_0 = \varepsilon_0(M) \) and \( C = C(M, \delta, \Sigma_0, n) = C(M, \delta, \Sigma_{\tau}, n) \) such that for all \( |a|/M \leq \varepsilon_0 \) and any regular solution \( \mathbf{F}_{\alpha\beta} \) to the Maxwell equations (1.2), the following estimates hold true for any \( \tau \geq 0 \):

- Define

\[
\varphi_0^0 = r^{2-\delta} \tilde{\Phi}_0, \quad \varphi_0^1 = rY(r\tilde{\Phi}_0), \tag{1.43}
\]

then

\[
\sum_{k=0,1} \left( E_\tau(\varphi_0^k) + E_{\mathcal{H}^+(0, \tau)}(\varphi_0^k) \right) + \int_{\mathcal{D}(0, \tau)} \left( M_{\text{deg}}(\varphi_0^1) + \tilde{M}(\varphi_0^0) \right)
\leq C \sum_{k=0,1} E_0(\varphi_0^k). \tag{1.44}
\]

- Define

\[
\varphi_2^0 = \tilde{\Phi}_2, \quad \varphi_2^1 = \frac{r\Delta}{r^2 + a^2} V(r\tilde{\Phi}_2), \tag{1.45}
\]

then\(^5\)

\[
\sum_{k=0,1} \left( E_\tau(\varphi_2^k) + E_{\mathcal{H}^+(0, \tau)}(\varphi_2^k) \right) + \int_{\mathcal{D}(0, \tau)} \left( M_{\text{deg}}(\varphi_2^1) + M(\varphi_2^0) \right)
\leq C \sum_{k=0,1} E_0(\varphi_2^k). \tag{1.46}
\]

\(^5\)We have dropped the terms \( \int_{\mathcal{D}(0, \tau)} |\nabla \varphi_2^0|^2 \) and \( \int_{\Sigma_{\tau}} r |\nabla \varphi_0^1|^2 \) on left-hand side (LHS) of (1.46) and analogous terms on LHS of (1.47b). See Sect. 4.2.
Moreover, we have the corresponding high-order estimates
\[
\sum_{|i| \leq n} \sum_{k=0,1} \left( E_\tau(\partial^i \varphi^k_0) + E_{\mathcal{H}+(0,\tau)}(\partial^i \varphi^k_0) \right)
+ \sum_{|i| \leq n} \int_{D(0,\tau)} \left( M_{\text{deg}}(\partial^i \varphi^1_0) + \hat{M}(\partial^i \varphi^0_0) \right) \leq C \sum_{|i| \leq n} \sum_{k=0,1} E_0(\partial^i \varphi^k_0), \quad (1.47a)
\]
\[
\sum_{|i| \leq n} \sum_{k=0,1} \left( E_\tau(\partial^i \varphi^k_2) + E_{\mathcal{H}+(0,\tau)}(\partial^i \varphi^k_2) \right)
+ \sum_{|i| \leq n} \int_{D(0,\tau)} \left( M_{\text{deg}}(\partial^i \varphi^1_2) + \hat{M}(\partial^i \varphi^0_2) \right) \leq C \sum_{|i| \leq n} \sum_{k=0,1} E_0(\partial^i \varphi^k_2). \quad (1.47b)
\]

Remark 1.4. The trapping degeneracy in the trapped region can be manifestly removed for the Morawetz densities \( M_{\text{deg}}(\partial^i \varphi^1_0) \) and \( M_{\text{deg}}(\partial^i \varphi^1_2) \) with \(|i| \leq n - 1\). The energy and Morawetz estimate (1.44) is derived by applying Theorem 1.2 to \((\psi, F) = (\phi^0_s, F^0_s)\) and \((\psi, F) = (\phi^1_s, F^1_s)\) and is a single estimate at two levels of regularity, since \(\phi^1\) is a null derivative of \(\phi^0\). Thus, despite the well-known trapped phenomenon, it is possible to prove a non-degenerate Morawetz estimate for \(\phi^0\). However, the two levels of regularity must be treated simultaneously. In part, it is possible to close the two estimates simultaneously, because the right-hand side (RHS) of (1.30a) and (1.30b) is at the same level of regularity, involving no derivatives of \(\phi^1\) and one of \(\phi^0\).

Remark 1.5. An energy and Morawetz estimate for the middle component \(\tilde{\Phi}_1\) can be directly derived using the results in the above theorem and the system of Maxwell equations (1.22). In fact, from system (1.22), one is able to estimate \(\tilde{\Phi}_1\) up to a stationary part \(C \rho^{-2}\), \(C\) being a constant independent of the coordinates. Based on the recent result [2] for linearized gravity on Kerr spacetimes, the approach of proving decay estimates for the spin \(\pm 2\) components of linearized gravity on Kerr spacetimes therein can be extended here to obtain decay estimates for spin \(\pm 1\) components of the Maxwell field which together with system (1.22) then imply estimates for the entire Maxwell field on Kerr spacetimes. This will be shown elsewhere.

1.6. Previous Results
The scalar wave equation in the DOC of vacuum black holes has been studied extensively in the last 15 years. On a Schwarzschild background, uniform boundedness of scalar wave is first obtained in [32], while a Morawetz [38]-type multiplier, which is first introduced to black hole background in [9], has been utilized in many works, such as [10,16], to achieve Morawetz estimate (or integrated local energy decay estimate). In Kerr spacetime with \(a \neq 0\), the fact that the Killing vector field \(\partial_t\) fails to be globally timelike as in Schwarzschild case raises a difficulty in constructing a uniformly bounded positive energy. Moreover, the location where the null geodesics can be trapped is enlarged from \(r = 3M\) in Schwarzschild to a radius region in Kerr case. However, three independent, different approaches [3,17,46] have been developed on slowly rotating Kerr background to achieve a uniform bound of a positive definite
energy and Morawetz estimate. Different pointwise decay estimates are also proved there. In particular, the separability of the wave equation or the complete integrability of the geodesic flow [12] is a point of crucial importance in these works. More recently, energy and decay estimates for the scalar field on the full subextremal Kerr ($|a| < M$) backgrounds have been achieved in [19].

Decay behaviors for Maxwell field have been proved in [8] outside a Schwarzschild black hole, and on some spherically symmetric backgrounds or non-stationary asymptotically flat backgrounds in [36,45]. All the works above focus on estimating the middle component which satisfies a decoupled, separable Fackerell–Ipser equation [20] in a form similar to scalar wave equation, and then make use of these estimates to achieve a Morawetz estimate and decay estimates for the extreme components. In contrast with these works, the author in [41] treats the extreme components satisfying the TME by applying some first-order differential operators to the extreme components, which then also satisfy the Fackerell–Ipser equation, while a superenergy tensor is constructed in [1] to yield a conserved energy current when contracted with $\partial_t$. In particular, the constructed superenergy tensor vanishes for the non-radiating Coulomb field. A decay estimate is also obtained in [22] under the assumption of a Morawetz estimate. We refer to the recent paper [1] for a more complete description of the literature in Maxwell equations on Schwarzschild background.

The method of linearizing VEE subject to metric perturbations was carried out for the Schwarzschild metric in [42,50,52]. In these papers, the time and angular dependence can be easily separated out from the equations due to the metric being static and spherically symmetric. The resulting radial equations can be reduced to Regge–Wheeler equation governing the odd-parity perturbations and Zerilli equation governing the even-parity perturbations. In particular, these equations were derived later in [37] without assuming any gauge conditions. The linear stability of Schwarzschild metric has been resolved recently in [14,29], with the former one starting from a Regge–Wheeler equation satisfied by some scalar constructed from Chandrasekhar transformation [13] by applying some second-order differential operator to the extreme component and the later one treating with Regge–Wheeler–Zerilli–Moncrief system. The energy and Morawetz estimates, as well as decay estimates, for this system are also obtained in [5].

For nonzero integer spin fields in the DOC of a Kerr spacetime, only a few results about stability issue can be found in the literature. The only result for Maxwell equations we are aware of is given in [4] on slowly rotating Kerr background, in which energy and Morawetz estimates for both the entire Maxwell system and the Fackerel–Ipser equation for the middle component are proved by introducing fractional derivative operators to treat the presence of an imaginary potential term in Fackerel–Ipser equation. The estimates therein enable the authors to prove a uniform bound of a positive definite energy and the convergence property of the Maxwell field to a stationary Coulomb field.

These operators are the ones we used in this work if restricted to Schwarzschild case.
Turning to the extreme components, as mentioned already, they satisfy decoupled, separable TME (1.23). Differential relations between the radial parts of the modes with extreme spin weights, as well as similar relations between the angular parts, are derived in [44,49], known as “Teukolsky–Starobinsky Identities.” In [51], it is shown that the TME admits no modes with frequency having positive imaginary part, or in another way, no exponentially growing mode solutions exist, by assuming some proper boundary conditions. This mode stability result is recently generalized to the case of real frequencies in [43] for scalar wave where the spin weight is 0 and [6] for any half-integer spin fields. We mention here the papers [21] which discuss the stability problem for each azimuthal mode solution to TME, and [30] concerning a toy model problem arising from the nonlinear stability of the Kerr solution under small polarized axisymmetric perturbations.

References added:
During the submission of this work, there has been great advance toward the nonlinear stability conjecture of the Kerr spacetimes. The linear stability of Schwarzschild has been reproved using instead (generalized) harmonic gauge in [27,28,31]. A nontrivial nonlinear stability result of Schwarzschild spacetime under polarized axisymmetry is shown in [34]. See also [23,24] for the linear stability results of the Reissner–Nordström spacetimes. Energy and decay estimates for the spin ±2 TME on slowly rotating Kerr backgrounds are obtained in [15,35], and linear stability of slowly rotating Kerr spacetimes is shown in [2,25].

1.7. Outline of the Proof
We start with the Schwarzschild case, which will outline the idea utilized for the slowly rotat Kerr case, and for simplicity, only the positive-spin component is considered here, the proof for the negative-spin component being the same.

In Schwarzschild spacetime (a = 0), equation (1.40) reduces to

\[ \Sigma \Box_g \psi + \frac{2i s \cos \theta}{\sin^2 \theta} \partial_\varphi \psi - \left( \cot^2 \theta + \frac{A}{r^2} \right) \psi = F. \]  

Decompose the solution \( \psi \) and the inhomogeneous term \( F \) into

\[ \psi = \sum_{m, \ell} \psi_{m \ell}(t, r) Y_{m \ell}^s(\cos \theta) e^{im\varphi}, m \in \mathbb{Z}, \]  

\[ F = \sum_{m, \ell} F_{m \ell}(t, r) Y_{m \ell}^s(\cos \theta) e^{im\varphi}, m \in \mathbb{Z}. \]

Here, for each \( m \), \( \{ Y_{m \ell}^s(\cos \theta) \} \) with \( \min \{ \ell \} = \max (|m|, |s|) \) are the eigenfunctions of the self-adjoint operator

\[ S_m = \frac{1}{\sin \theta} \partial_\varphi \sin \theta \partial_\theta - \frac{m^2 + 2ms \cos \theta + s^2}{\sin^2 \theta} \]  

on \( L^2(\sin \theta d\theta) \). These eigenfunctions, called as “spin-weighted spherical harmonics,” form a complete orthonormal basis on \( L^2(\sin \theta d\theta) \) and have eigenvalues \( -\Lambda_{m \ell} = -\ell (\ell + 1) \) defined by

\[ S_m Y_{m \ell}^s(\cos \theta) = -\Lambda_{m \ell} Y_{m \ell}^s(\cos \theta). \]
An integration by parts, together with a usage of Plancherel lemma and the orthonormality property of the basis \( \{ Y_{m\ell}^s(\cos \theta)e^{im\varphi} \}_{m\ell} \), gives
\[
\sum_{m,\ell} \ell(\ell + 1)|\psi_{m\ell}(t, r)|^2 = \int_0^\pi \int_0^{2\pi} |\nabla \psi(t, r)|^2 r^2 \sin \theta \, d\theta \, d\varphi. \tag{1.53}
\]
Hence, the equation for \( \psi_{m\ell} \) is now
\[
r^4 \Delta^{-1} \partial_t^2 \psi_{m\ell} - \partial_r (\Delta \partial_r) \psi_{m\ell} + (\ell(\ell + 1) - 2M/r) \psi_{m\ell} + F_{m\ell} = 0. \tag{1.54}
\]
In the case that the source term \( F = 0 \), this is exactly the equation one gets after decomposing into spherical harmonics the solution to the classical Fackerell–Ipser equation \([20]\) on Schwarzschild:
\[
\Sigma \Box g \psi + 2M/r \psi = 0. \tag{1.55}
\]
A proof for a nonnegative energy estimate is straightforward via performing integration by parts from multiplying \((1.54)\) by \( \partial_t \psi_{m\ell} \), summing over \( m \) and \( \ell \), and integrating in \((t^*, r)\)-plane. To obtain the Morawetz estimate, we choose a radial multiplier \((\hat{f}(r)\partial_r + \hat{g}(r))\psi_{m\ell}\) with the choices of \( \hat{f} \) and \( \hat{g} \) taken from \([3, 5]\). We postpone the detailed proof for this energy estimate and Morawetz estimate to “Appendix B” but emphasis here the fact that \( \ell \geq |s| = 1 \) is essential in both proofs of Morawetz estimate and the nonnegativity of the energy. Together with a Morawetz estimate in large \( r \) region in Sect. 3.1 and redshift estimate near horizon in Sect. 3.2, Theorem 1.2 is proved in the Schwarzschild case. Note that the energy and Morawetz estimates have been obtained in \([41]\) for the case of Schwarzschild background but under a double null foliation.

Now we apply Theorem 1.2 to equations \((1.30)\) of \( \phi^0 \) and \( \phi^1 \), which reduce in Schwarzschild spacetime to
\[
\begin{align*}
L_{+1}\phi^0 &= F_{+1}^0 = \frac{2(r-3M)}{r^2} \phi^1, \tag{1.56a} \\
L_{+1}\phi^1 &= 0. \tag{1.56b}
\end{align*}
\]
Equation \((1.56b)\) satisfied by \( \phi^1 \) is a decoupled equation of form \((1.40)\) with \( F = 0 \); hence, we have from \((1.41)\) that
\[
E_\tau(\phi^1) + E_{\mathcal{H}^+(0, \tau)}(\phi^1) + \int_{\mathcal{D}(0, \tau)} M_{\text{deg}}(\phi^1) \leq CE_0(\phi^1). \tag{1.57a}
\]
An application of estimate \((1.41)\) to \((1.56a)\) implies
\[
E_\tau(\phi^0) + E_{\mathcal{H}^+(0, \tau)}(\phi^0) + \int_{\mathcal{D}(0, \tau)} M_{\text{deg}}(\phi^0) \leq CE_0(\phi^0) + CE(F_{+1}^0). \tag{1.57b}
\]
Adding an \( A \) multiple of estimate \((1.57a)\) to \((1.57b)\) with \( A \) being a large constant to be chosen, we note that the left-hand side (LHS) of the resulting inequality will bound over the integral of
\[
|\partial_r \phi^0|^2/r^{1+\delta} + |\phi^0|^2/r^3 + |Y\phi^0|^2/r
\]
in the trapped region, hence over \( \int_{\mathcal{D}(0, \tau)} c|\partial \phi^0|^2/r^{1+\delta} \) which does not degenerate in the trapped region through elliptic estimates, \( c = c(M) \) being a universal positive constant. Moreover, the error term \( CE(F_{+1}^0) \) can be absorbed by the
LHS through Cauchy–Schwarz inequality for $A$ large enough. This leads to an estimate

$$\sum_{i=0,1} \left( E_\tau(\phi^i) + E_{H^+(0,\tau)}(\phi^i) + \int_{D(0,\tau)} M_{\text{deg}}(\phi^i) \right) \lesssim \sum_{i=0,1} E_0(\phi^i).$$

(1.59)

Therefore, together with the Morawetz estimate (3.9), estimate (1.44) is proved for Schwarzschild case.

Let us turn to slowly rotating Kerr case. After applying a cutoff in time both to the future and to the past to the solution, performing Fourier transform in time and decomposing into spin-weighted spheroidal harmonics, we follow [17] to introduce the microlocal currents for the resulting radial equation and prove Theorem 1.2 by making use of the energy estimate and choosing frequency-dependent currents in different separated frequency regimes to achieve a Morawetz estimate.

To treat system (1.30), we find that equation (1.30b) for $\phi^1$ is no longer decoupled due to its dependence on $\phi^0$. When $|a|/M \ll 1$ is sufficiently small, however, the coupling effect with $\phi^0$ in (1.30b) is weak. This is the main observation for being able to go through the approach from Schwarzschild case to slowly rotating Kerr case.

There are some difficulties which arise from estimating the error terms $E(F^i_{+1})$ ($i = 0, 1$) to overcome when applying Theorem 1.2 to system (1.30) based on the above observation. One is the “trapping degeneracy” in estimates (1.41) for $\phi^0$ and $\phi^1$ in bounded trapped $r$ region. It turns out that this degeneracy in $M_{\text{deg}}(\phi^0)$ can be removed as in Schwarzschild case after adding the separate estimates for $\phi^0$ and $\phi^1$ together, and this enables us to estimate the error term $E(F^0_{+1})$ straightforwardly. However, the same argument does not hold for $\phi^1$, and the trapping degeneracy in $M_{\text{deg}}(\phi^1)$ in the Morawetz estimate makes a direct estimate for $E(F^1_{+1})$ impossible. Estimates (4.5)–(4.6) are utilized to control and absorb the error terms in bounded radius region by the left-hand side (LHS) of a sum of estimates (1.41) for $\phi^0$ and $\phi^1$.

The other difficulty is in the large radius region, where we are met with a problem of an $r^\delta$ weight loss in $M_{\text{deg}}(\phi^i)$ to control the error terms $E(F^i_{+1})$ directly. Consider the error term $\int_{D(0,t)} r^{-3+\delta}|F^1_{+1}|^2$ for example, which cannot be bounded by the LHS of the sum of estimates (1.41) for $\phi^0$ and $\phi^1$ because of the presence of $\partial_t \phi^0$ term in (1.30b). The additional power $\delta$ in this error term is related to the degeneracy of Morawetz estimate in large $r$ region which, in our situation, is mainly exhibited by the $r^\delta$-weight loss in both $r$- and $t^*$-derivatives in (1.41). It turns out that there is a damping effect on the RHS of (1.27a) in the sense that the prefactor of $\partial_t$ derivative has the positive sign for $r$ large, and based on this fact, we improve the Morawetz estimate for $\phi^0_{+1}$ in large radius region such that the error term is manifestly controlled. The analysis for the spin $-1$ component is more subtle, in which estimate (4.11) giving a better control over $|\partial_\phi \phi^0_{-1}|$ is derived by viewing definition (1.29b) of $\phi^1_{-1}$ as a transport equation of $\phi^0_{-1}$.
Here is an overview of this paper. In Sect. 2, we collect a (well-known) well-posedness theorem for a general linear wave system, give some definitions and introduce further notations. A proof of Theorem 1.2 is given in Sect. 3. Afterward, in Sect. 4, we make use of Theorem 1.2 and complete the proof of Theorem 1.3 for two regular extreme N–P components of Maxwell field.

2. Preliminaries and Further Notations

2.1. Well-Posedness Theorem

We state here a well-posedness (WP) theorem for a general system of linear wave equations, cf. [7, Chapter 3.2]. Due to the fact that smooth initial data which vanish near spatial infinity can be approached by smooth, compactly supported data, we restrict our considerations on initial data which are smooth and of compact support on initial hypersurface \( \Sigma_0 \).

**Proposition 2.1.** For any \( 1 \leq n \in \mathbb{N}^+ \) and \( 0 \leq |a| < M \), let \( \Sigma_0 \) be an initial spacelike hypersurface defined as in (1.13) in the DOC of a Kerr spacetime \((\mathcal{M}, g_{\mathcal{M},a})\), and let \( \varphi_0^i, \varphi_1^i \) be compactly supported smooth sections in the vector bundle \( \mathcal{E} \) over the manifold \( \mathcal{D} \), \( i = 1, 2, \ldots, n \). Then there exists a unique \( \varphi = (\varphi^i)_{i=1,2,\ldots,n} \), with \( \varphi^i \in C^\infty(D^+(\Sigma_0) \cap \mathcal{D}, \mathcal{E}) \), to the system of linear wave equations

\[
\begin{cases}
L_\varphi \varphi = 0 \\
\varphi^i|_{\Sigma_0} = \varphi_0^i, \quad n_{\Sigma_0}^\mu \partial_\mu \varphi^i|_{\Sigma_0} = \varphi_1^i, \quad \forall i = 1, 2, \ldots, n.
\end{cases}
\]  

(2.1)

Here, \( D^+(\Sigma_0) \) is the future domain of dependence of \( \Sigma_0 \), \( L_\varphi \) is a linear wave operator for \( \varphi \) and \( n_{\Sigma_0} = n_{\Sigma_0}^\mu \partial_\mu \) is the future-directed unit normal vector field of initial hypersurface \( \Sigma_0 \). Moreover, \( \varphi \) is continuously dependent on the initial data \((\varphi_0, \varphi_1)\) and \( C^\infty \)-dependent on the parameter \( a \), i.e., the map

\[
(\varphi_0, \varphi_1) \times a \mapsto \varphi
\]

is a \( C^0 \times C^\infty \) map. By finite speed of propagation, the solution \( \varphi \) will be smooth and compactly supported on each \( \Sigma_\tau \) for \( \tau \geq 0 \).

We apply this WP theorem to the linear wave systems (1.30) and (1.31) of \( \varphi = (\phi^0, \phi^1) \) and ensure the existence and uniqueness of the solution for any given compactly supported smooth initial data.

2.2. Regular and Integrable

**Definition 2.2.** A two-form \( F_{\alpha\beta} \) to the Maxwell equations (1.2) is called a regular solution if all components in global Kerr coordinates are smooth in the exterior of the Kerr spacetime and admit a smooth extension to the closure of the exterior region in the maximal analytic extension and the field vanishes near spatial infinity up to a charged stationary Coulomb solution \( F_{\alpha\beta}^{\text{charge}} \) to the Maxwell equations with \( \tilde{\Phi}_0(F_{\alpha\beta}^{\text{charge}}) = \tilde{\Phi}_2(F_{\alpha\beta}^{\text{charge}}) = 0 \) and

\( ^7 \)The electric charge \( \frac{1}{4\pi} \int_{S^2(t,r)} F \) and the magnetic charge \( \frac{1}{4\pi} \int_{S^2(t,r)} ^*F \) are conserved constants since both \( F \) and its Hodge dual \( ^*F \) are closed two forms. Cf. [4, Sect.3].
\[ \Phi_1(F^{\text{charge}}) = \frac{1}{2\sqrt{2}\rho^2} \left( \frac{1}{4\pi} \int_{S^2(t,r)} \ast F + i \frac{1}{4\pi} \int_{S^2(t,r)} F \right). \]

- A solution \( \psi = \phi_0^0 \) or \( \phi_s^0 \), which is defined as in (1.29) for a regular Maxwell field, is called an integrable solution to the inhomogeneous SWFIE (1.40) if for every integer \( n \geq 0 \), every multi-index \( 0 \leq |i| \leq n \) and any \( \tilde{r}_0 > r_+ \), we have
\[
\sum_{0 \leq |i| \leq n} \int_{D(-\infty,\infty) \cap \{r = \tilde{r}_0\}} \left( |\partial^i \psi|^2 + |\partial^i F|^2 \right) < \infty. \tag{2.3}
\]

Here, we recall in (1.39) the definition of \( \partial^i \psi \).

### 2.3. Generic Constants and General Rules

Universal constants \( C \) and \( c \), depending only on \( \varepsilon_0, M \) and \( \delta \), are always understood as large and small positive constants, respectively, and may change from line to line throughout this paper based on the algebraic rules: \( C + C = C, \) \( CC = C, \) \( Cc = C, \) etc. When there is no confusion, the dependence on \( M, \varepsilon_0 \) and \( \delta \) may always be suppressed. We may fix the value of \( \delta \in (0, 1/2) \) once for all, and once the constant \( \varepsilon_0 \) in Theorems 1.2 and 1.3 is chosen, these universal constants can be made to be only dependent on \( M \).

\( G_1 \lesssim G_2 \) for two functions \( G_1 \) and \( G_2 \) indicates that there exists a universal constant \( C \) such that \( G_1 \leq CG_2 \) holds true everywhere. If \( G_1 \lesssim G_2 \) and \( G_2 \lesssim G_1 \), we denote \( G_1 \sim G_2 \) and say that \( G_1 \) is equivalent to \( G_2 \).

The dependence of constants on other additional objects will be specified for example as \( c(\omega_1). \) \( \varepsilon \) and \( \epsilon \) are potentially small parameters.

The standard Laplacian on unit 2-sphere \( S^2 \) is denoted as \( \triangle S^2 \), and the volume form \( d\sigma_{S^2} \) of unit 2-sphere is \( \sin \theta d\theta d\phi^* \) or \( \sin \theta d\theta d\phi \) depending on which coordinate system is used.

Some cutoff functions will be used in this paper. Denote \( \chi_R(r) \) to be a smooth cutoff function which is 1 for \( r \geq R \) and vanishes identically for \( r \leq R - 1 \), and \( \chi_0(r) \) a smooth cutoff function which equals to 1 for \( r \leq r_0 \) and is identically zero for \( r \geq r_1 \). See Sect. 3.2 for the choices of \( r_0 \) and \( r_1 \). The function \( \chi \) is a smooth cutoff both to the future time and to the past time, which will be applied to the solution in Sect. 3.5.

An overline or a bar will always denote the complex conjugate; \( \Re(\cdot) \) denotes the real part, and for brevity, we refer to "left-hand side(s)" and "right-hand side(s)" as "LHS" and "RHS," respectively.

Throughout this paper, whenever we talk about choosing some multiplier for some equation, it should always be understood as multiplying the equation by the multiplier, performing integration by parts, taking the real part and finally integrating in some spacetime region in global Kerr coordinate system with respect to the measure \( \Sigma dt^* dr d\theta d\phi^* \).

### 3. Proof of Theorem 1.2

In this section, we give the proof of Theorem 1.2.
3.1. Morawetz Estimate for Large $r$

All the $R_0$ in Propositions 3.1 and 3.2 are \textit{a priori} different, and we take the maximal $R_0$ among them such that the estimates hold true uniformly and still denote as $R_0$.

We rewrite the inhomogeneous SWFIE (1.40) into the following form

$$
\Sigma \tilde{\Box}_g \psi \triangleq \left\{ \frac{\partial_r (\Delta \partial_r) - (r^2 + a^2) \partial_t + a \partial_\phi}{\Delta} \psi + \frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{d}{d\theta} \right) + \left( \frac{\partial_\phi + i s \cos \theta}{\sin \theta} + a \sin \theta \partial_t \right)^2 \right\} \psi
= \left( 4 i a s \cos \theta \partial_t + \frac{r^4 - 2 M r^3 + 6 a^2 M r - a^4}{(r^2 + a^2)^2} \right) \psi + F,
$$

(3.1)
such that $\Sigma \tilde{\Box}_g$ is the same as the rescaled scalar wave operator $\Sigma \Box_g$, except for $\left( \frac{\partial_\phi}{\sin \theta} + i s \cos \theta + a \sin \theta \partial_t \right)^2$ in place of the operator $\left( \frac{\partial_\phi}{\sin \theta} + a \sin \theta \partial_t \right)^2$ in the expansion of $\Sigma \Box_g$.

Recall (see, e.g., [17]) that for each $0 < \delta < 1/2$ there exist constants $R_0 \gg 4M$ and $c = c(\delta)$ such that for all $R \geq R_0$, one can choose a multiplier

$$X_w \tilde{\psi} = -\frac{i}{2} \left( f(r) \partial_{r^*} + \frac{1}{4} w(r) \right) \tilde{\psi}
$$

(3.2)
for the rescaled inhomogeneous scalar wave equation

$$\Sigma \Box_g \psi = G
$$

(3.3)
on a subextremal Kerr background and obtain the following Morawetz estimate in large $r$ region for any $\tau_2 > \tau_1 \geq 0$:

$$
c \int_{\mathcal{D}(\tau_1, \tau_2) \cap \{ r \geq R \}} \left\{ \frac{|\partial_{r^*} \psi|^2}{r^{1+\delta}} + \frac{|\partial_{t} \psi|^2}{r^{1+\delta}} + \frac{\overline{\nabla \psi}^2}{r} + \frac{|\psi|^2}{r^{3+\delta}} \right\}
\leq \tilde{E}_{\tau_1}^{R-M} (\psi) + \tilde{E}_{\tau_2}^{R-M} (\psi) + \int_{\mathcal{D}(\tau_1, \tau_2) \cap \{ R-M \leq r \leq R \}} (|\tilde{\partial}_r \psi|^2 + |\psi|^2)
$$

\[ + \int_{\mathcal{D}(\tau_1, \tau_2)} \Re \left( G \cdot X_w \tilde{\psi} \right) \, , \]  

(3.4)
Here, $f = \chi R(r) \cdot \left( 1 - M^\delta r^{-\delta} \right)$, $w = 2 \partial_{r^*} f + 4 \frac{1-2M^\delta r}{r} f - 2 M^\delta \frac{1-2M^\delta r}{r^2} f$, $\nabla$ are the standard covariant angular derivatives on sphere $S^2(t, r)$ as in (1.36), and

$$
\tilde{E}_{\tau}^{R-M} (\psi) = \int_{\Sigma \tau \cap \{ r \geq R-M \}} |\tilde{\partial}_r \psi|^2 = \int_{\Sigma \tau \cap \{ r \geq R-M \}} (|\partial_{r^*} \psi|^2 + |\partial_{r} \psi|^2 + |\nabla \psi|^2).
$$

Since the difference between the operator $\left( \frac{\partial_\phi}{\sin \theta} + i s \cos \theta + a \sin \theta \partial_t \right)^2$ in a spin-weighted wave operator $\Sigma \tilde{\Box}_g$ and $\left( \frac{\partial_\phi}{\sin \theta} + a \sin \theta \partial_t \right)^2$ in the expansion of $\Sigma \Box_g$ has terms with coefficients independent of $r$, we will achieve the same type of Morawetz estimate in large $r$ region by utilizing the same multiplier.

\[ ^8 \text{Note that the lower-order term } \cot \theta \text{ is not a singularity. In fact, } \left( \frac{\partial_\phi}{\sin \theta} + i s \cos \theta \right)^2 \text{ should be viewed as part of a spin-weighted spherical Laplacian. This issue occurs at other places as well, and the reason is the same as here and hence omitted.} \]
\[ X_w \bar{\psi}, \text{ with } |\nabla \psi|^2 - |\psi|^2/r^2 \text{ and } |\partial \psi|^2 - |\psi|^2/r^2 \text{ in place of } |\nabla \psi|^2 \text{ and } |\partial \psi|^2, E(\psi) \text{ replacing } \bar{E}(\psi), \text{ and a substitution of } \]
\[ G = \left( 4 i a s \cos \theta \partial_t + \frac{r^4 - 2 M r^3 + 6 a^2 M r - a^4}{(r^2 + a^2)^2} \right) \psi + F \]  
(3.5)
in (3.4). The bulk term coming from the source term (3.5) in (3.4) is then
\[
\int_{D(\tau_1, \tau_2)} \frac{1}{\Sigma} \Re \left( \left( \frac{4 i a s \cos \theta \partial_t + \frac{r^4 - 2 M r^3 + 6 a^2 M r - a^4}{(r^2 + a^2)^2} \right) \psi + F \right) (f \partial_r^\ast + \frac{1}{2} w) \bar{\psi} \right)
\leq \int_{D(\tau_1, \tau_2) \cap \{ R - M, \infty \}} \left( \frac{|\partial \psi|^2}{r^2} + C \Re (F X_w \bar{\psi}) - \frac{|\psi|^2}{r^2} \right)
+ \int_{D(\tau_1, \tau_2)} -\Re \left( \frac{r^4 - 2 M r^3 + 6 a^2 M r - a^4}{(r^2 + a^2)^2} \psi f \partial_r^\ast \bar{\psi} \right). 
\]  
(3.6)
Taking into account the factor \( \Sigma \) in the volume form, an integration by parts then shows that the last integral term is non-positive for \( R \) large enough. Therefore, we conclude with the following Morawetz estimate in large \( r \) region for the inhomogeneous SWFIE (1.40).

**Proposition 3.1.** In a subextremal Kerr spacetime \( (\mathcal{M}, g_{M,a}) \), for any fixed \( 0 < \delta < \frac{1}{2} \), there exist constants \( R_0 \) and \( C = C(\delta) \) such that for all \( R \geq R_0 \), the following estimate holds for any solution \( \psi \) to the inhomogeneous SWFIE (1.40) for any \( \tau_2 > \tau_1 \geq 0 \):
\[
\int_{D(\tau_1, \tau_2) \cap \{ r \geq R \}} \mathfrak{M}(\psi) \leq C (E^{R-M}_{\tau_1}(\psi) + E^{R-M}_{\tau_2}(\psi))
+ C \int_{D(\tau_1, \tau_2) \cap \{ R - M \leq r \leq R \}} |\partial \psi|^2
+ C \left| \int_{D(\tau_1, \tau_2) \cap \{ r \geq R - M \}} \Re (F X_w \bar{\psi}) \right|, \tag{3.7}
\]
where
\[
E^{R-M}_\tau(\psi) = \int_{\Sigma_r \cap \{ r \geq R - M \}} |\partial \psi|^2. \tag{3.8}
\]

We derive an improved Morawetz estimate near infinity for \( \phi^0_{+1} \) as follows.

**Proposition 3.2.** In a subextremal Kerr spacetime \( (\mathcal{M}, g_{M,a}) \), for any fixed \( 0 < \delta < \frac{1}{2} \), there exist universal constants \( R_0 \) and \( C = C(\delta) \) such that for all \( R \geq R_0 \), the following estimate holds for any \( \tau_2 > \tau_1 \geq 0 \):
\[
\int_{\Sigma_{\tau_2} \cap \{ R, +\infty \}} |\partial (r^{2-\delta} \phi^0_{+1})|^2 + \int_{D(\tau_1, \tau_2) \cap \{ R, \infty \}} r^{-1} |\partial (r^{2-\delta} \phi^0_{+1})|^2
\leq C \int_{\Sigma_{\tau_2} \cap \{ R - M, R \}} |\partial (r^{2-\delta} \phi^0_{+1})|^2 + C \int_{\Sigma_{\tau_1} \cap \{ R - M, +\infty \}} |\partial (r^{2-\delta} \phi^0_{+1})|^2
+ C \int_{D(\tau_1, \tau_2) \cap \{ R - M, R \}} r^{-1} |\partial (r^{2-\delta} \phi^0_{+1})|^2. \tag{3.9}
\]
Proof. The equation for \( \phi^0_{+1} = (\frac{r^2 + a^2}{\sqrt{\Delta}})^{2-\delta} \phi^0_{+1} \) is
\[
(S\Box_g + \frac{2i\cos\theta}{\sin^2\theta} \partial_\theta - \cot^2\theta + (1 + \delta^2 - 3\delta)) \phi^0_{+1} = 2(\frac{r^2-3Mr^2+a^2r^2+2Mr^2+2a^2a^2}{r^2+a^2}) \left( \frac{(1-\delta)V(\sqrt{r^2+a^2} \phi^0_{+1})}{\sqrt{r^2+a^2}} + \delta \left( \frac{r^2+a^2}{\Delta} \partial_t + \frac{a}{\Delta} \partial_\phi \right) \phi^0_{+1} \right) + \frac{P_s(r)}{\Delta(r^2+a^2)^2} \phi^0_{+1} + \left( 2ia \cos\theta \partial_t - \frac{4ar}{r^2+a^2} \partial_\phi \right) \phi^0_{+1}.
\]
(3.10)
We note that \( P_s(r) \) here is a polynomial in \( r \) with powers no larger than 5 and coefficients depending only on \( a, M \) and \( \delta \), and the explicit expression is
\[
P_s(r) = (10 - 14\delta + 4\delta^2)Mr^5 - (20 - 30\delta + 96\delta^2)M^2r^4 + (2 - 6\delta + 2\delta^2)a^2r^4 - (8 - 8\delta)a^2Mr^3 + (28 - 32\delta + 6\delta^2)a^2M^2r^2 + (4 - 8\delta + 2\delta^2)a^4r^2 - (18 - 22\delta + 4\delta^2)a^4Mr + (1 + \delta - 2\delta^2)a^4M^2 + (1 - 3\delta + \delta^2)a^6.
\]
For any smooth complex scalar \( \psi \) of spin weight \( s \), we expand
\[
(S\Box_g + \frac{2i\cos\theta}{\sin^2\theta} \partial_\theta - s^2 \cot^2\theta + |s| + \delta^2 - 3\delta)) \psi = (\frac{1}{\sin\theta} \partial_\theta(\sin\theta \partial_\theta) + \frac{1}{\sin\theta} \partial_\phi^2 + \frac{2i\cos\theta}{\sin^2\theta} \partial_\phi - s^2 \cot^2\theta + |s| + \delta^2 - 3\delta) \psi
- \frac{\sqrt{r^2+a^2} Y}{\Delta(r^2+a^2)} V \left( \sqrt{r^2+a^2} \psi \right) \right) + \frac{2ar}{r^2+a^2} \partial_\phi \psi
+ \left( 2a \partial_\phi^2 + a^2 \sin^2\theta \partial_\phi^2 \right) \psi - \frac{2M \epsilon^3 - a^2 \epsilon^2 - 4a^2 M r + a^4 \epsilon}{(r^2+a^2)r^2} \psi.
\]
(3.11)
From (1.52) and the fact that \( \Lambda_{a\ell} \geq \ell(\ell+1) \geq 2 \), the eigenvalue of the operator in the first line on RHS of (3.11) is not larger than \( \delta^2 - 3\delta \) which is negative. Hence, choosing the multiplier
\[
- \frac{1}{\Delta} \chi R X_0 \phi^0_{+1}
= \frac{2-\delta V(\sqrt{r^2+a^2} \phi^0_{+1})}{\sqrt{r^2+a^2}} + \delta \left( \frac{r^2+a^2}{\Delta} \partial_t + \frac{a}{\Delta} \partial_\phi \right) \phi^0_{+1}
\]
(3.12)
for equation (3.10) gives
\[
\int_{\Sigma_{\tau_2} \cap [R,\infty]} |\partial_\phi^0_{+1}|^2 + \int_{D(\tau_1,\tau_2) \cap [R,\infty]} r^{-1} \left( |X_0 \phi^0_{+1}|^2 + |\nabla \phi^0_{+1}|^2 \right)
\overset{\Delta}{\lesssim} \left( \int_{\Sigma_{\tau_2} \cap [R-M,\infty]} + \int_{\Sigma_{\tau_1} \cap [R-M,\infty]} \right) |\partial_\phi^0_{+1}|^2 + \int_{D(\tau_1,\tau_2) \cap [R-M,\infty]} \frac{|\partial \phi^0_{+1}|^2}{r^2}.
\]
(3.13)
Moreover, we can choose the multiplier \( -\chi R r^{-3}(1-2M/r) \phi^0_{+1} \) for (3.10) and arrive at
\[
\int_{D(\tau_1,\tau_2) \cap [R,\infty]} r^{-1} \left( |\partial_\phi \phi^0_{+1}|^2 + |\nabla \phi^0_{+1}|^2 \right)
\overset{\Delta}{\lesssim} \int_{\Sigma_{\tau_2} \cap [R-M,\infty]} |\partial_\phi \phi^0_{+1}|^2 + \int_{\Sigma_{\tau_1} \cap [R-M,\infty]} |\partial_\phi \phi^0_{+1}|^2
+ \int_{D(\tau_1,\tau_2) \cap [R-M,\infty]} \left( r^{-1} |\partial_\phi \phi^0_{+1}|^2 + r^{-2} |\partial_\phi \phi^0_{+1}|^2 \right).
\]
(3.14)
Estimate (3.9) follows by adding a sufficiently large multiple of (3.13) to (3.14) and taking $R_0$ sufficiently large.

**3.2. Redshift Estimate Near $\mathcal{H}^+$**

The following redshift estimate near $\mathcal{H}^+$ for rescaled inhomogeneous scalar wave equation (3.3) is taken from [18, Sect.5.2].

**Lemma 3.3.** In a slowly rotating Kerr spacetime $(\mathcal{M}, g_{\mathcal{M}}, a)$ ($|a|/M \ll 1$), there exist constants $\varepsilon_0$, $r_+ \leq 2M < r_0(M) < r_1(M) < (1 + \sqrt{2})M$ and $c$, two smooth real functions $y_1(r)$ and $y_2(r)$ on $[r_+, \infty)$ with $y_1(r) \to 1$ and $y_2(r) \to 0$ as $r \to r_+$, and a $\varphi_r$-invariant timelike vector field

$$N = T + \chi_0(r)\,(y_1(r)Y + y_2(r)T)$$

(3.15)

such that for all $|a|/M \leq \varepsilon_0$, by choosing a multiplier

$$-N\chi_0 \, \tilde{\psi} = -\chi_0(r)\Sigma^{-1} N\tilde{\psi},$$

(3.16)

the following estimate holds for any solution $\psi$ to the rescaled inhomogeneous scalar wave equation (3.3) for any $\tau_2 > \tau_1 \geq 0$:

$$c \left( \int_{D(\tau_1, \tau_2) \cap \{r \leq r_0\}} |\partial_{\psi}|^2 + \bar{E}_{\mathcal{H}^+(\tau_1, \tau_2)}(\psi) + \int_{D(\tau_1, \tau_2) \cap \{r \leq r_0\}} |\partial_{\psi}|^2 \right)$$

$$\leq \int_{\Sigma_{\tau_1} \cap \{r \leq r_1\}} |\partial_{\psi}|^2 + \int_{D(\tau_1, \tau_2) \cap \{r_0 \leq r \leq r_1\}} |\partial_{\psi}|^2$$

$$+ \int_{D(\tau_1, \tau_2) \cap \{r \leq r_1\}} \Re \left( -G \cdot N\chi_0 \, \tilde{\psi} \right).$$

(3.17)

Here, the horizon flux in the ingoing Kerr coordinates is

$$\bar{E}_{\mathcal{H}^+(\tau_1, \tau_2)}(\psi) \sim \int_{\Sigma_{\tau_1} \cap \{r \leq r_1\}} (|\partial_{\psi}|^2 + |\nabla \psi|^2) r^2 d\nu \sin \theta d\theta d\phi,$$

(3.18)

and we fixed the parameters $r_0$ and $r_1$ so that the universal constant $c$ has no dependence on them.

As in the last section, we refer to the rewritten form (3.1) of the inhomogeneous SWFIE (1.40). The difference between the operator $(\frac{\partial_{\phi}}{\sin \theta} + is \cot \theta + a \sin \theta \partial_{\tau})^2$ in $\Sigma\bar{\Box}_g$ and $(\frac{\partial_{\phi}}{\sin \theta} + a \sin \theta \partial_{\tau})^2$ in the expansion of $\Sigma\bar{\Box}_g$ has terms with coefficients independent of $t$, $\phi$ and $r$; therefore, we could use the same multiplier $-N\chi_0$ to achieve the same estimate for sufficient small $|a|/M$ with the same replacements as in the last section. On RHS, we are left with

$$\int_{D(\tau_1, \tau_2) \cap \{r \leq r_1\}} -\Re \left( \left( \left( 4ia\cos \theta \partial_t + \frac{r^4 - 2Mr^3 + 6a^2Mr - a^4}{(r^2 + a^2)^2} \right) \psi + F \right) N\chi_0 \, \tilde{\psi} \right),$$

which in turn, using both an integration by parts and Cauchy–Schwarz inequality, is bounded by

$$\int_{D(\tau_1, \tau_2) \cap \{r \leq r_0\}} -N \left( \frac{r^4 - 2Mr^3 + 6a^2Mr - a^4}{2(r^2 + a^2)^2} |\psi|^2 \right) - c|\psi|^2$$

$$+ C|a| \int_{D(\tau_1, \tau_2) \cap \{r \leq r_1\}} |\partial_{\psi}|^2 + C \int_{D(\tau_1, \tau_2) \cap \{r_+ \leq r_1\}} (\varepsilon^{-1} |F|^2 + c|\partial_{\psi}|^2).$$
The energy densities \( e |\partial \psi|^2 \) and \( |a||\partial \psi|^2 \) over \( D(\tau_1, \tau_2) \cap [r_+, r_0] \) can be absorbed by the LHS by choosing \( \varepsilon \) and \( |a| \) small enough. In conclusion, we have the following redshift estimate for the inhomogeneous SWFIE (1.40).

**Proposition 3.4.** In a slowly rotating Kerr spacetime \((\mathcal{M}, g_{M,a})\), there exist constants \( \varepsilon_0, r_+ \leq 2M < r_0(M) < r_1(M) < (1 + \sqrt{2})M \) and a universal constant \( C \), and a \( \varphi_\tau \)-invariant vector field \( N \) defined as in (3.16) such that for all \( |a|/M \leq \varepsilon_0 \), the following estimate holds for any solution \( \psi \) to the inhomogeneous SWFIE (1.40) for any \( \tau_2 > \tau_1 \geq 0 \):

\[
E_{\mathcal{H}^+(\tau_1, \tau_2)}(\psi) + \int_{\Sigma_{\tau_2} \cap \{r \leq r_0\}} |\partial \psi|^2 + \int_{D(\tau_1, \tau_2) \cap \{r \leq r_0\}} |\partial \psi|^2 
\leq \int_{\Sigma_{\tau_1} \cap \{r \leq r_1\}} |\partial \psi|^2 + \int_{D(\tau_1, \tau_2) \cap \{r_0 \leq r \leq r_1\}} |\partial \psi|^2 + \int_{D(\tau_1, \tau_2) \cap [r_+, r_1]} |F|^2. 
(3.19)
\]

**3.3. Energy Estimate**

Choosing a multiplier \(-2\Sigma^{-1} \partial_t \bar{\psi}\) for (3.1) gives a conservation law that for any \( \tau_2 > \tau_1 \geq 0 \),

\[
\int_{\Sigma_{\tau_2}} e(\psi) + \int_{\mathcal{H}^+(\tau_1, \tau_2)} e_{\mathcal{H}}(\psi) = \int_{\Sigma_{\tau_1}} e(\psi) - \int_{D(\tau_1, \tau_2)} 2\Sigma^{-1} \Re (F \partial_t \bar{\psi}) . 
(3.20)
\]

Here,

\[
e(\psi) = dt^* (t) e_t (\psi) + dt^* (r^*) e_{r^*} (\psi),
\]

and

\[
e_t (\psi) = \frac{1}{\Sigma} \left( |\partial_\theta \psi|^2 + \frac{\partial_\theta \psi + is \cos \theta \psi}{\sin \theta} \frac{\partial_\theta \psi}{\sin \theta} - \frac{a^2}{\Delta} |\partial_\psi |^2 + \frac{r^4 - 2Mr^3 + 6a^2Mr - a^4}{(r^2 + a^2)^2} |\psi|^2 \right)
\]

\[
+ \frac{(r^2 + a^2)^2 - a^2 \sin^2 \theta \Delta}{\Delta \Sigma} |\partial_r \psi|^2 + \frac{(r^2 + a^2)^2}{\Delta \Sigma} |\partial_{r^*} \psi|^2 ,
(3.21a)
\]

\[
e_{r^*} (\psi) = - \frac{2(r^2 + a^2)}{\Sigma \Delta} \Re \left( \partial_t \psi \partial_{r^*} \bar{\psi} \right) .
(3.21b)
\]

The energy densities \( e(\psi) \) and \( e_{\mathcal{H}}(\psi) \) are nonnegative in Schwarzschild case \((a = 0)\). For sufficiently small \( |a|/M \ll 1 \), it holds true in \([r_+, r_0] \) that

\[
-e(\psi) \leq Ca^2 / M^2 |\partial \psi|^2 .
(3.22)
\]

We have from (1.53) that

\[
\int_{\mathbb{S}^2} \left( |\partial_\theta \psi|^2 + \left| \frac{\partial_\psi + is \cos \theta \psi}{\sin \theta} \right|^2 + |\psi|^2 \right) d\sigma_{\mathbb{S}^2}
\geq \int_0^{2\pi} \sum_{m \in \mathbb{Z}} \left( \max \left\{ s^2 + |s|, m^2 + |m| \right\} |\psi_m|^2 \right) \sin \theta d\theta
(23.23)
\]

with

\[
\psi_m (t, r, \theta) = \frac{1}{\sqrt{2\pi}} \int_0^{2\pi} e^{-im \phi} \psi(t, r, \theta, \phi) d\phi ,
(3.24)
Proposition 3.5. \[ \int_{S^2} \left( |\partial_\theta \psi|^2 + \frac{a^2 |\partial_\phi \psi|^2}{\sin \theta} \right)^2 - \frac{r^4-2Mr^3+6a^2Mr-a^4}{(r^2+a^2)^2} |\psi|^2 \right) d\sigma_{S^2} \geq \int_0^\pi \sum_{m \in \mathbb{Z}} \left( m^2 - \frac{a^2m^2}{\Delta} + \frac{r^4-2Mr^3+6a^2Mr-a^4}{(r^2+a^2)^2} \right) |\psi_m|^2 \sin \theta d\theta, \] (3.25)

which is obviously positive when \( r > r_0 > 2M \). Therefore, the energy density \( e(\psi) \geq c|\partial \psi|^2 \) for \( r \geq r_0 \). This implies the following energy estimate together with (3.20) and (3.22):

\[
\int_{\Sigma_{\tau_2} \cap [r_0, \infty)} |\partial \psi|^2 + \int_{\mathcal{H}^+(\tau_1, \tau_2)} |\partial_t \psi + \partial_r \psi|^2 \\
\leq \int_{\Sigma_{\tau_1}} e(\psi) + \frac{a^2}{M^2} \left( \int_{\Sigma_{\tau_2} \cap [r_0, r_0]} |\partial \psi|^2 + E_{\mathcal{H}^+(\tau_1, \tau_2)}(\psi) \right) \\
+ \left| \int_{D(\tau_1, \tau_2)} \Sigma^{-1} \Re (FT\psi) \right|. \tag{3.26}
\]

Clearly, there exist an \( \varepsilon_0 \geq 0 \) and a nonnegative differential function \( e_0(\varepsilon_0) \sim \varepsilon_0^2 \) with \( e_0(0) = 0 \) such that for all \( |a|/M \leq \varepsilon_0 \) and any \( \tilde{\varepsilon} > e_0 \), by adding \( \tilde{\varepsilon} \) times the redshift estimate (3.19) to the energy estimate (3.26), we obtain the following non-degenerate energy estimate analogous to [17, Prop.5.3.1]:

**Proposition 3.5.**

\[
\int_{\Sigma_{\tau_2}} |e(\psi)| + \int_{\mathcal{H}^+(\tau_1, \tau_2)} |\partial_t \psi + \partial_r \psi|^2 + \int_{D(\tau_1, \tau_2) \cap \{ r \leq r_0 \}} |\partial \psi|^2 \\
+ \tilde{\varepsilon} E_{\tau_2}(\psi) + \tilde{\varepsilon} E_{\mathcal{H}^+(\tau_1, \tau_2)}(\psi) \\
\leq \int_{\Sigma_{\tau_1}} |e(\psi)| + \tilde{\varepsilon} E_{\tau_1}(\psi) + \tilde{\varepsilon} \int_{D(\tau_1, \tau_2) \cap [r_0, r_1]} |\partial \psi|^2 + \mathcal{E}_{F, \tilde{\varepsilon}, \tau_1, \tau_2}. \tag{3.27}
\]

where \( \mathcal{E}_{F, \tilde{\varepsilon}, \tau_1, \tau_2} \) is defined as

\[
\mathcal{E}_{F, \tilde{\varepsilon}, \tau_1, \tau_2}(\psi) = \tilde{\varepsilon} \left( \int_{D(\tau_1, \tau_2) \cap [r_+, r_1]} |F|^2 + \left| \int_{D(\tau_1, \tau_2)} \Sigma^{-1} \Re (FT\psi) \right| \right). \tag{3.28}
\]

We here state a finite in time energy estimate for the inhomogeneous SWFIE (1.40) based on the above discussions, which is an analog of [17, Prop.5.3.2].

**Proposition 3.6.** (Finite in time energy estimate). Given an arbitrary \( \varepsilon > 0 \), there exists an \( \varepsilon_0 > 0 \) depending on \( \varepsilon \) and a universal constant \( C \) such that for \( |a|/M \leq \varepsilon_0, 1 \geq \tilde{\varepsilon} \geq e_0(\varepsilon_0) \sim \varepsilon_0^2 \) and for any \( \tau_0 \geq 0 \) and all \( 0 \leq \tau \leq \varepsilon_1^{-1} \), we have

\[
\int_{\Sigma_{\tau_0} + \tau} |e(\psi)| + \tilde{\varepsilon} E_{\tau_0 + \tau}(\psi) + \tilde{\varepsilon} E_{\mathcal{H}^+(\tau_0, \tau_0 + \tau)}(\psi) \\
\leq (1 + C\tilde{\varepsilon}) \left( \int_{\Sigma_{\tau_0}} |e(\psi)| + \tilde{\varepsilon} \sum_{i=0,1} E_{\tau_0}(\phi^i) \right) + C\mathcal{E}_{F, \tilde{\varepsilon}, \tau_0, \tau_0 + \tau}. \tag{3.29}
\]


\[
\int_{D(\tau_0,\tau_0+\tau) \cap [r_0,r_1]} |\partial\psi|^2 \leq C \sum_{i=0,1} E_{\tau_0}(\phi^i). \tag{3.30}
\]

**Proof.** The previous proposition together with the second estimate implies the first estimate, while the second estimate follows from the fact that (3.30) holds for Schwarzschild case for all \( \epsilon \) from (1.59) and the well-posedness property in Proposition 2.1 to the linear wave system (1.30) or (1.31). \( \square \)

### 3.4. Separated Angular and Radial Equations

In the exterior of a subextremal Kerr black hole, if the solution \( \psi \) to equation (1.40) is integrable (as in Definition 2.2), it then holds in \( L^2(dt) \) that

\[
\psi = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-i\omega t} \psi_\omega(r, \theta, \phi) d\omega, \tag{3.31}
\]

with \( \psi_\omega \) defined as the Fourier transform of \( \psi \):

\[
\psi_\omega = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{i\omega t} \psi(t, r, \theta, \phi) dt. \tag{3.32}
\]

Further decompose \( \psi_\omega \) in \( L^2(\sin \theta d\theta d\phi) \) into

\[
\psi_\omega = \sum_{m, \ell} \psi_{m, \ell}^{(a\omega)}(r) Y_{m, \ell}^s(a\omega, \cos \theta) e^{im\phi}, \quad m \in \mathbb{Z}. \tag{3.33}
\]

For each \( m \), \( \{ Y_{m, \ell}^s(a\omega, \cos \theta) \}_{\ell} \), with \( \min \{ \ell \} = \max \{|m|, |s|\} \), are the eigenfunctions of the self-adjoint operator

\[
S_m = \frac{1}{\sin \theta} \partial_\theta \sin \theta \partial_\theta - \frac{m^2 + 2m \sin \theta s^2}{\sin^2 \theta} + a^2 \omega^2 \cos^2 \theta - 2aw \cos \theta \tag{3.34}
\]

on \( L^2(\sin \theta d\theta) \). These eigenfunctions, called as “spin-weighted spheroidal harmonics,” form a complete orthonormal basis on \( L^2(\sin \theta d\theta) \) and have eigenvalues \( -\Lambda^{(a\omega)}_{m, \ell} \) defined by

\[
S_m Y_{m, \ell}^s(a\omega, \cos \theta) = -\Lambda^{(a\omega)}_{m, \ell} Y_{m, \ell}^s(a\omega, \cos \theta). \tag{3.35}
\]

Similarly, we define \( F_\omega \) and \( F_{m, \ell}^{(a\omega)} \).

The radial equation for \( \psi_{m, \ell}^{(a\omega)} \) is then

\[
\left\{ \partial_r (\Delta \partial_r) + (V_{m, \ell}^{(a\omega)}(r)) \right\} \psi_{m, \ell}^{(a\omega)} = F_{m, \ell}^{(a\omega)}, \tag{3.36}
\]

where the potential

\[
(V_{m, \ell}^{(a\omega)})(r) = \frac{\omega^2 + a^2}{\Delta} - \left( \lambda_{m, \ell}^{(a\omega)}(r) + a^2 \omega^2 \right). \tag{3.37}
\]

We here utilized a substitution of

\[
\lambda_{m, \ell}^{(a\omega)}(r) = \Lambda_{m, \ell}^{(a\omega)} - 1 + \frac{r^4 - 2Mr^3 + 6a^2 Mr - a^4}{(r^2 + a^2)^2}, \tag{3.38}
\]

by which the above radial equation (3.36) is in the same form as the radial equation [17, Eq.(33)]\(^9\) for the scalar field.

\(^9\)There is one term \(-4aMr \omega \) missed in [17, Eq.(33)], but what is used thereafter is the Schrödinger equation (34) in Section 9 which is correct. Therefore, the validity of the proof will not be influenced by the missing term.
An integration by parts and a usage of the Plancherel lemma and the orthonormality property of the basis \( \{ Y_{m\ell}^n(a\omega, \cos \theta)e^{im\phi} \}_{m\ell} \) imply
\[
\int_{-\infty}^{+\infty} \sum_{m,\ell} \Lambda_{m\ell}^{(a\omega)} |\psi_{m\ell}^{(a\omega)}|^2 \, d\omega
= \int_{-\infty}^{\infty} \int_{S^2} \left\{ |\partial_\theta \psi|^2 + \left| \frac{\partial_\phi \psi + i s \cos \theta \psi}{\sin \theta} \right|^2 - |a \cos \theta \partial_\psi + i s \psi|^2 + 2s^2 |\psi|^2 \right\} d\sigma_{S^2} \, dt.
\]
We have from basic properties of Fourier transform that for any \( r > r_+ \),
\[
\int_{-\infty}^{\infty} \int_{0}^{2\pi} \int_{0}^{\pi} |\psi(t, r, \theta, \phi)|^2 \sin \theta d\theta d\phi dt = \int_{-\infty}^{\infty} \sum_{m,\ell} \left| \psi_{m\ell}^{(a\omega)}(r) \right|^2 \, d\omega,
\]
\[
\int_{-\infty}^{\infty} \int_{0}^{2\pi} \int_{0}^{\pi} \left| \partial_r \psi(t, r, \theta, \phi) \right|^2 \sin \theta d\theta d\phi dt = \int_{-\infty}^{\infty} \sum_{m,\ell} \left| \partial_r \psi_{m\ell}^{(a\omega)}(r) \right|^2 \, d\omega,
\]
\[
\int_{-\infty}^{\infty} \int_{0}^{2\pi} \int_{0}^{\pi} \left| \partial_\psi \psi(t, r, \theta, \phi) \right|^2 \sin \theta d\theta d\phi dt = \int_{-\infty}^{\infty} \sum_{m,\ell} \omega^2 \left| \psi_{m\ell}^{(a\omega)}(r) \right|^2 \, d\omega.
\]

### 3.5. Frequency Localized Multiplier Estimates

To justify the separation procedures in Sect. 3.4, the assumption that the solution \( \psi \) is integrable (recall Definition 2.2) is sufficient, but this is \textit{a priori} unknown. Therefore, we apply cutoffs in time to the solution both to the future and to the past, and then do separation for the wave equation which the gained function satisfies.

Let \( \chi_1(x) \) be a smooth cutoff function which equals to 0 for \( x \leq 0 \) and is identically 1 when \( x \geq 1 \). For any \( \varepsilon > 0 \) and \( \tau \geq 2\varepsilon^{-1} \), we define
\[
\chi = \chi_{\tau, \varepsilon}(t^*) = \chi_1(\varepsilon t^*) \chi_1(\varepsilon (\tau - t^*))
\]
and
\[
\psi_\chi = \chi \psi
\]
in global Kerr coordinates. The cutoff function \( \psi_\chi \) is now a smooth function supported in \( 0 \leq t^* \leq \tau \), and \( \psi_\chi = \psi \) in \( \varepsilon^{-1} \leq t^* \leq \tau - \varepsilon^{-1} \). Moreover, it satisfies the following inhomogeneous wave equation
\[
L_s \psi_\chi = \chi F + \Sigma (2\nabla^\mu \chi \nabla_\mu \psi + (\Box_g \chi) \psi) - 2i a \cos \theta \partial_t \chi \psi \triangleq F_\chi.
\]

The fact that the afore-defined \( \chi \) is \( \phi \)-independent is used here in deriving this equation.

Note the fact that the functions \( \psi_\chi \) and \( F_\chi \) are compactly supported in \( 0 \leq t^* \leq \tau \) at each fixed \( r > r_+ \), and the assumption that \( \psi \) is a compactly supported smooth section solving one subequation of a linear wave system; hence, \( \psi_\chi \) is an integrable solution to (3.41) from Proposition 2.1. In the following discussions, we apply the mode decompositions as in Sect. 3.4 to \( \psi_\chi \) and \( F_\chi \) and separate the wave equation (3.41) into the angular equation (3.35) and radial equation (3.36), but with \( R_{m\ell}^{(a\omega)} = (\psi_\chi)_{m\ell}^{(a\omega)} \) and \( (F_\chi)_{m\ell}^{(a\omega)} \) in place of \( \psi_{m\ell}^{(a\omega)} \) and \( F_{m\ell}^{(a\omega)} \), respectively.
Before introducing the microlocal currents, we give some estimates for the inhomogeneous term \( F \) here. Due to the fact that \( \nabla \chi \) and \( \Box_g \chi \) are supported in 
\[
\{ 0 \leq t^* \leq \varepsilon^{-1} \} \cup \{ \tau - \varepsilon^{-1} \leq t^* \leq \tau \},
\] it holds in the coordinate system \((t^*, r, \theta, \phi^*)\) that 
\[
|\partial_{t^*} \chi| \leq C \varepsilon, \quad |\Box_g \chi| \leq C \varepsilon^2, \quad (3.43a)
\]
\[
|\nabla \chi \nabla \psi| + \frac{i \omega \cos \theta \partial_{t^*} \chi \psi}{\Sigma} \leq C \varepsilon^2 \left( |\dot{\psi}|^2 + a^2 M^{-2} |r^{-1} \psi|^2 \right). \quad (3.43b)
\]

### 3.5.1. Currents in Phase Space.
In what follows, we will suppress the dependence on \( a, \omega, m \) and \( \ell \) of the functions \( R_{m\ell}^{(a\omega)}(r), F_{m\ell}^{(a\omega)}(r), \Lambda_{m\ell}^{(a\omega)}(r), \lambda_{m\ell}^{(a\omega)}(r), (V)_{m\ell}^{(a\omega)}(r) \) and other functions defined by them, and when there is no confusion, the dependence on \( r \) may always be implicit (except for the radial part \( R(r) \) to avoid misunderstanding with the radius parameter \( R \)). Thus, we will write them as \( R(r), F, \Lambda, \lambda \) and \( V \).

We transform the radial equation (3.36) into a Schrödinger form, which will be of great use to define the microlocal currents below, by setting 
\[
u(r) = \sqrt{r^2 + a^2} R(r), \quad H(r) = \frac{\Delta F(r)}{(r^2 + a^2)^{3/2}}. \quad (3.44)
\]
The Schrödinger equation for \( u(r) \) reads after some calculations 
\[
u(r)'' + (\omega^2 - V(r)) \nu(r) = H(r), \quad (3.45)
\]
where 
\[
V = \omega^2 - \frac{\Delta}{(r^2 + a^2)^2} V + \frac{1}{(r^2 + a^2)^{3/2}} \frac{d^2}{dr^2} \left( r^4 + a^2 \right)\frac{\Delta}{r^2} + \frac{2 M r \omega_m \omega}{(r^2 + a^2)^3} + \frac{\Delta}{(r^2 + a^2)^2} \left( a^2 \Delta + 2 M r (r^2 - a^2) \right), \quad (3.46)
\]
and a prime \( ' \) denotes a partial derivative with respect to \( r^* \) in tortoise coordinates.

Given any real, smooth functions \( y, h \) and \( f \), define the microlocal currents 
\[
Q^y = y(|u'|^2 + (\omega^2 - V)|u|^2), \quad (3.47a)
\]
\[
Q^h = h \Re(u' \overline{u}) - \frac{1}{2} h'|u|^2, \quad (3.47b)
\]
\[
Q^f = Q^{h = f} + Q^{\nu = f} = f' \Re(u' \overline{u}) - \frac{1}{2} f'' - f(\omega^2 - V)|u|^2 + f|u'|^2. \quad (3.47c)
\]
The currents \( Q^y \) and \( Q^h \) are constructed via multiplying equation (3.45) by \( 2y \nu' \) and \( h \nu \), respectively. We calculate the derivatives of the above currents as follows 
\[
(Q^y)' = y'(|u'|^2 + (\omega^2 - V)|u|^2) - y V'|u|^2 + 2y \Re(u' \overline{H}), \quad (3.48a)
\]
\[
(Q^h)' = h(|u'|^2 + (V - \omega^2)|u|^2) - \frac{1}{2} h''|u|^2 + h \Re(u \overline{H}), \quad (3.48b)
\]
\[
(Q^f)' = 2 f'|u'|^2 - f V'|u|^2 + \Re(2 f u \overline{H} + f' u \overline{H}) - \frac{1}{2} f'''|u|^2. \quad (3.48c)
\]
3.5.2. Frequency Regimes. We now define the separated frequency regimes. Let \( \omega_1 \) and \( \lambda_1 \) be (potentially large) parameters and \( \lambda_2 \) be a (potentially small) parameter, all of which to be determined in the proof below. The frequency space is divided into

- \( \mathcal{F}_T = \{ (\omega, m, \ell) : |\omega| \geq \omega_1, \lambda < \lambda_2\omega^2 \} \);
- \( \mathcal{F}_{Tr} = \{ (\omega, m, \ell) : |\omega| \geq \omega_1, \lambda \geq \lambda_2\omega^2 \} \);
- \( \mathcal{F}_A = \{ (\omega, m, \ell) : |\omega| \leq \omega_1, \Lambda > \lambda_1 \} \);
- \( \mathcal{F}_B = \{ (\omega, m, \ell) : |\omega| \leq \omega_1, \Lambda \leq \lambda_1 \} \).

We fix \( R_0 \) as in Sect. 3.1 and \( r_0 \) as in Sect. 3.2.

**Lemma 3.7.** For all \( |a| < M \) and all frequency triplets \( (\omega, m, \ell) \),

\[
\Lambda + 3a^2\omega^2 \geq \frac{3}{4} \max\{m^2 + |m|, s^2 + |s|\},
\]

and there exists a sufficiently large \( R_1 \geq R_0 + M \) and two constants \( c = c(M) > 0 \) and \( C = C(M) > 0 \) such that for all \( r \geq R_1 \),

\[
V'(r) < -cr^{-3}(\Lambda + 4a^2\omega^2 + m^2 + 1) + Cr^{-3}a^2\omega^2.
\]

**Proof.** Let

\[
V = V_m + V_e,
\]

\[
V_m = \frac{\Delta(\Lambda + a^2\omega^2)}{(r^2 + a^2)^2}. \tag{3.51a}
\]

Then

\[
V_e = \frac{4Mram\omega - a^2m^2}{(r^2 + a^2)^2} - \frac{a^2\Delta^2}{(r^2 + a^2)^2}. \tag{3.51b}
\]

One finds for all \( r \in [r_+, \infty) \),

\[
V_m' = -2\Delta(r^2 + a^2)^{-4}(\Lambda + a^2\omega^2)(r^3 - 3Mr^2 + a^2r + a^2M),
\]

\[
V_e' \leq Ca^2\Delta^2r^{-9} + C\Delta r^{-2} \left( r^{-4}|am\omega| + r^{-5}a^2m^2 \right). \tag{3.54}
\]

One adds \( -3a^2\omega^2Y_{m\ell}^s \) to both sides of (3.35) and obtains

\[
\left( \frac{1}{\sin^2 \theta} \partial_\theta \sin \theta \partial_\theta - \frac{m^2 + 2m\cos \theta + s^2}{\sin^2 \theta} \right) Y_{m\ell}^s + a^2\omega^2 \cos^2 \theta - 2\omega s \cos \theta - 3a^2\omega^2 \right) Y_{m\ell}^s
\]

\[
= -(\Lambda + 3a^2\omega^2)Y_{m\ell}^s. \tag{3.55}
\]

Rewrite the LHS as

\[
\left( \frac{1}{\sin^2 \theta} \partial_\theta \sin \theta \partial_\theta - \frac{m^2 + 2m\cos \theta + s^2}{\sin^2 \theta} \right) Y_{m\ell}^s - \left( a^2\omega^2 \sin^2 \theta + \frac{1}{2} (2\omega s + \cos \theta)^2 - \frac{1}{2} s^2 \cos^2 \theta \right) Y_{m\ell}^s. \tag{3.56}
\]

From the discussions around (1.52), the operator at the first line has eigenvalues not greater than \( -\max\{m^2 + |m|, s^2 + |s|\} \), and the eigenvalues of the operator at the second line are less than or equal to \( \frac{3}{2}s^2 \), hence

\[
\Lambda + 3a^2\omega^2 \geq \max\{m^2 + |m|, s^2 + |s|\} - \frac{1}{2}s^2 \geq \frac{3}{4} \max\{m^2 + |m|, s^2 + |s|\}.
\]

Hence from (3.53),

\[
V_m' \leq -\frac{3}{2}r^{-3}(\Lambda + 3a^2\omega^2) + Cr^{-3}a^2\omega^2 \text{ for } r \gg 4M \text{ large enough.}
\]

Together with (3.54), this implies

\[
V' \leq (-\frac{3}{2}(\Lambda + 3a^2\omega^2) + Ca^2r^{-2})r^{-3} + Cr^{-3}(a^2\omega^2 + r^{-2}a^2m^2). \tag{3.57}
\]
For $R_1$ large enough and $r \geq R_1$, there exists a constant $c_0 \in (0, 1)$ such that the coefficient of the first term on the RHS is negative and bounded above by $-c_0 r^{-3}(\Lambda + 3a^2 \omega^2 + m^2 + s^2)$, and the second term of the RHS is bounded by $Cr^{-3}a^2 \omega^2 + \frac{c_0}{2} r^{-3}a^2 m^2$; therefore, this completes the proof. □

We obtain a phase-space version of Morawetz estimate by choosing different functions $y$, $h$ and $f$ in each frequency regime in Sects. 3.5.3–3.5.6. The proofs in Sects. 3.5.3–3.5.5 follow from the discussions in [17, Sects.9.4–9.6]; nevertheless, we present here the entire proof for completeness.

3.5.3. $\mathcal{F}_T$ Regime (Time-Dominated Frequency Regime). For $|a|/M \leq \varepsilon_0 \ll 1$, by choosing small enough $\lambda_2$ and large enough $\omega_1$, there exists a constant $c_0 < 1/2$ such that for frequency triplet in $\mathcal{F}_T$,

$$\omega^2 - V \geq (1 - c_0)\omega^2 \quad \text{for} \quad r \in [r_+, \infty).$$  \hfill (3.58)

As to the potential $V$, apart from the fact in Lemma 3.7, it satisfies that for all $r^*$,

$$|V'| \leq C\Delta/r^5((\Lambda + 3a^2 \omega^2) + 1).$$  \hfill (3.59)

We choose a function $y$ to satisfy the following properties:

1. $y \geq 0$, $y' \geq c\Delta/r^4$ in $(r_+, R_1 - M]$,
2. $y \geq 0$, $y' \geq 0$ in $[R_1 - M, R_1]$,
3. $y = 1$ in $[R_1, \infty)$.

In view of the above properties, $(Q^y)' \geq 2y\Re(u' H) - Ca^2 r^{-3} \omega^2$ for $r \geq R_1$, $(Q^y)' \geq 2y\Re(u' H)$ for $r \leq r_0$, and in the region $r \in (r_0, R_1 - M)$, we have

$$y'(\omega^2 - V) - yV' \geq (1 - c_0)y' \omega^2 - Cy\Delta/r^5((\lambda + a^2 \omega^2) + 1)$$

$$\geq (c(1 - c_0) - Cr^{-1}(\lambda_2 + a^2 + \omega_1^2))\Delta/r^4 \omega^2.$$  \hfill (3.60)

By taking both $\lambda_2$ and $\varepsilon_0$ sufficiently small and $\omega_1$ sufficiently large, the RHS is larger than $c\Delta/r^4 \omega^2$. Hence, integrating (3.48a) over $[r^*_\infty, r^*_\infty]$ gives

**Lemma 3.8.** Let $r^*_0 > R_1^* > (R_0 + M)^*$ and $r^*_\infty < r^*_0$ be arbitrary. There exists a small enough $\lambda_2$, a large enough $\omega_1$ and a sufficiently small $\varepsilon_0$ such that we have in $\mathcal{F}_T$ frequency regime the following estimate for all $|a|/M \leq \varepsilon_0$:

$$c \int_{R_0^*}^{R_1^*} \frac{\Delta}{r^4} \left(|y'|^2 + (\omega^2 + (\Lambda + 4a^2 \omega^2) + 1)|u|^2\right)$$

$$\leq \int_{r^*_\infty}^{r^*_0} 2y\Re(u' H) + Q^y(r^*_\infty) - Q^y(r^*_\infty) + C \int_{R_1^*}^{r^*_0} a^2 r^{-3} \omega^2 |u|^2.$$  \hfill (3.61)

3.5.4. $\mathcal{F}_{Tr}$ Regime (Trapped Frequency Regime). The small parameter $\lambda_2$ has been fixed in Sect. 3.5.3, and we will fix $\omega_1$ here. This is the only frequency regime where trapping phenomenon could happen.

Recall from (3.53) that

$$V_m' = \frac{-2a^2}{(r^2 + a^2)^2}(\Lambda + a^2 \omega^2)(r^3 - 3Mr^2 + a^2 r + a^2 M),$$  \hfill (3.62)

and the polynomial $P_3(r) = r^3 - 3Mr^2 + a^2 r + a^2 M$ has a unique zero point $r^*_{a,M}$ in $r \in [r_+, \infty)$ which satisfies $|r^*_{a,M} - 3M| \leq Ca^2$. Meanwhile, estimate
The requirements of \(|\omega| \geq \omega_1\) and \(\lambda \geq \lambda_2\omega^2\) in this frequency regime imply that for large enough \(\omega_1\) and sufficiently small \(|a|/M \leq \varepsilon_0\),

\[
\Lambda + a^2\omega^2 \geq c(\omega^2 + \max\{m^2 + |m|, s^2 + |s|\}).
\] (3.63)

On the other hand,

\[
r^3|V_e'| \leq C\Delta/r^2(a^2m^2 + |am\omega| + 1).
\] (3.64)

Therefore, given any small \(\varepsilon_1 > 0\), we have for sufficiently large \(\omega_1\) (depending on \(\lambda_2\)) and sufficiently small \(\varepsilon_0\) that \(V'\) has no zeros outside the region \([r_{a,M} - \varepsilon_1, r_{a,M} + \varepsilon_1]\). In fact, \(V'\) has a unique simple zero in this neighborhood. This can be seen as follows. Note from (3.52) and (3.53) that for sufficiently small \(\varepsilon_0\),

\[
\left(\frac{(r^2+a^2)^4V_m'}{\Delta r^2}\right)'(r_{a,M}) = -\frac{2\Delta(r_{a,M})(\Lambda+a^2\omega^2)}{r_{a,M}^2+a^2}\left(1 - \frac{a^2}{r_{a,M}^2} - \frac{2a^2M}{r_{a,M}^2}\right)
\]

\[
\leq -c(\Lambda + a^2\omega^2),
\] (3.65a)

\[
\left|\frac{(r^2+a^2)^4V_e'}{\Delta r^2}\right| \lesssim \Delta r^{-2}(a^2m^2 + |am\omega| + 1).\] (3.65b)

For \(\omega_1\) sufficiently large and \(\varepsilon_0\) sufficiently small, \(\Lambda + a^2\omega^2\) will be much bigger than the RHS of (3.65b). This implies that in the small region \([r_{a,M} - \varepsilon_1, r_{a,M} + \varepsilon_1]\), we have

\[
\left(\frac{(r^2+a^2)^4V_e'}{\Delta r^2}\right)' \leq -c(\Lambda + a^2\omega^2).\] (3.66)

Therefore, this proves that for sufficiently large \(\omega_1\) and sufficiently small \(\varepsilon_0\), there is a unique simple zero, which we denote by \(r_{m\ell}^{(aw)}\), in \([r_+, \infty)\) for any \((\omega, m, \ell) \in F_{Tr}\), and \(r_{m\ell}^{(aw)} \in [r_{a,M} - \varepsilon_1, r_{a,M} + \varepsilon_1]\). Moreover, for \(r \leq r_{m\ell}^{(aw)}\),

\[
V' \geq -c(r - r_{m\ell}^{(aw)})\Delta/r^6(\Lambda + a^2\omega^2),\] (3.67)

and for \(r \geq r_{m\ell}^{(aw)}\),

\[
V' \leq -c(r - r_{m\ell}^{(aw)})\Delta/r^6(\Lambda + a^2\omega^2).\] (3.68)

Choose a function \(f\) in the \(Q^f\) current to satisfy the following properties:

1. \(f' \geq 0\) for all \(r^*\), and \(f' \geq c\Delta/r^4\) for \(r_0 \leq r \leq R_0\),
2. \(f\) changes sign from negative to positive at \(r = r_{m\ell}^{(aw)}\), \(\lim_{r^* \to -\infty} f = -1\),

and \(f = 1\) for some large \(R_2 \geq R_0\),
3. \(f''' \leq -c\) near \(r = r_{m\ell}^{(aw)}\),
4. \(-fV' - \frac{1}{2} f''' \geq c(\omega_1)((\Lambda + a^2\omega^2) + \omega^2)(r - r_{m\ell}^{(aw)})^2\Delta/r^7\) for all \(r^*\).

By integrating (3.48c) over \([r_{-\infty}^*, r_{\infty}^*]\), we arrive at the following conclusion.

**Lemma 3.9.** Let \(r_{-\infty}^* > R_2^* \geq R_0^*\) and \(r_{\infty}^* < r_0^*\) be arbitrary. There exists a large \(\omega_1\) and a sufficiently small \(\varepsilon_0\) such that in \(F_{Tr}\) frequency regime, it holds for all \(|a|/M \leq \varepsilon_0\) that
\[
\int_{r_0^*}^{R_0} \frac{\Delta}{r^4} \left( c |u'|^2 + r^{-1} \left[ c + c(\omega_1)(1 - r^{-1} r_m^{(a\omega)})^2 \left( \omega^2 + (\Lambda + 4a^2 \omega^2) \right) \right] |u|^2 \right) \\
\leq \int_{r_-^*}^{r_+^*} \left( 2 f' \Re(u\overline{H}) + f'' \Re(u\overline{H}) \right) + Qf(r_+^*) - Qf(r_-^*). \tag{3.69}
\]

3.5.5. \( F_A \) Regime (Angular-Dominated Frequency Regime). Here, we fix \( \omega_1 \) and a small parameter \( \varepsilon_1 \) as in Sect. 3.5.4 and will choose \( \lambda_1 \) to be sufficiently large. The general idea is as follows. In this regime, for sufficiently small \(|a|/M\), the zero points of \( V'(r) \) in \([r_+^*, \infty)\) are located in a small neighborhood of \( r = 3M \). The \( Qf \) current is utilized to achieve the positivity of the bulk term outside this small neighborhood, while in this small neighborhood, \( hV|u|^2 \) in \((Q^f)'\) with \( h(r) \) being a positive constant is used to dominate the potentially negative bulk terms in \((Q^f)'\).

Recall from Sect. 3.5.4 properties (3.62) and (3.64) of \( V_n'(r) \) and \( V_v'(r) \) and the polynomial \( P_3(r) = r^3 - 3Mr^2 + a^2r + a^2M \) has a unique zero point \( r_{a,M} \) in \( r \in [r_+^*, \infty) \) satisfying \(|r_{a,M} - 3M| \leq Ca^2 \). In this frequency regime, it is clear that for \( \lambda_1 \) sufficiently large, property (3.63) is valid. Therefore, given any small \( \varepsilon_1 > 0 \) which is fixed as in Sect. 3.5.4, we have for sufficiently small \( \varepsilon_0 \) and sufficiently large \( \lambda_1 \) (depending on the \( \omega_1 \)) that \( V' \) has no zeros outside the region \([r_{a,M} - \varepsilon_1, r_{a,M} + \varepsilon_1]\).

Given \( \varepsilon_0 \ll 1 \), choose constants

\[
\begin{align*}
r_+ < r_0 < r_{\text{left}} &< r_{\text{left}2} < r_{a,M} - \varepsilon_1 < r_{a,M} + \varepsilon_1 < r_{\text{right}1} < r_{\text{right}2} < R_0 < \infty.
\end{align*}
\]

For sufficiently small \( \varepsilon_1 \) and \( \varepsilon_0 \), there exist constants \( c_1, c_2 > 0 \) and functions \( f \) and \( h \) satisfying the following conditions:

1. \( f' \geq 0 \) for \( r > r_+ \), \( f' \geq c_1 \) for \( r_0 \leq r \leq R_0 \),
2. \( f \sim -1 + (r - r_+) \) near the horizon, \( f \leq -\frac{1}{2} \) for \( r \leq r_{\text{left}2} \), \( f \geq \frac{1}{2} \) for \( r \geq r_{\text{right}1} \) and \( f = 1 \) for \( r \geq R_0 + 1 \) such that \( fV' < 0 \) in \([r_+, r_{a,M} - \varepsilon_1) \cup (r_{a,M} + \varepsilon_1, \infty)\) and \( fV' \leq c_2V \) in \([r_{a,M} - \varepsilon_1, r_{a,M} + \varepsilon_1]\),
3. \( h = 0 \) in \([r_+, r_{\text{left}1}] \cup [r_{\text{right}2}, \infty)\) and \( h = 2c_2 \) in \([r_{\text{left}2}, r_{\text{right}1}]\).

We then take \( \lambda_1 \) sufficiently large such that for \( r \in [r_+, r_{a,M} - \varepsilon_1] \cup [r_{a,M} + \varepsilon_1, \infty)\),

\[
-\frac{1}{2} fV' - \frac{1}{2} f'' - \frac{1}{2} h'' \geq 0,
\]

and for \( r \in [r_{a,M} - \varepsilon_1, r_{a,M} + \varepsilon_1]\),

\[
h(V - \omega^2) - \frac{1}{2} h'' - fV' - \frac{1}{2} f'' \geq c_2V - 2c_2\omega^2 - \frac{1}{2} f'' \geq cc_2\Lambda.
\]

Therefore, by integrating over \( r_{-\infty}^* \leq r^* \leq r_{+\infty}^* \), we conclude

**Lemma 3.10.** Let \( r_{-\infty}^* > R_0^\ast \) and \( r_{+\infty}^* < r_0^\ast \) be arbitrary. Fix \( \omega_1 \) as in Sect. 3.5.4. There exists a large \( \lambda_1 \) and a sufficiently small \( \varepsilon_0 \) such that in \( F_A \) frequency regime, we have for all \(|a|/M \leq \varepsilon_0\) the following estimate
For the right-hand side of the first line, it equals

\[ \frac{2\Delta(r^3 - 3Mr^2 + a^2r + a^2M)^2(\Lambda + a^2\omega^2)}{r^3(r^2 + a^2)^4} - \frac{3M\Delta(3r^2 - 20Mr + 30M^2)}{(r^2 + a^2)^4} \]
\[
\geq \frac{\Delta}{r^3(r^2 + a^2)^4} \left[ 2(r - 3M)^2r^4(2 - \varepsilon) - 3Mr^3(3r^2 - 20Mr + 30M^2) \right] \\
- \frac{C\Delta}{r^2 + a^2} r^{-3}\varepsilon^{-1}a^2\omega_1 - Ca^2r^{-5}.
\] (3.76)

From the above two estimates, to show that there exists a constant \( c > 0 \) such that \(-fV' - \frac{1}{2}f'' \geq \frac{c\Delta r^3}{(r^2 + a^2)^{5/2}}\), it is enough to prove there exists a positive constant \( c_3 > 0 \) such that

\[
4r(r - 3M)^2 - 3M(3r^2 - 20Mr + 30M^2) \geq c_3 r^3,
\] (3.77)

since then the second line of (3.76) will dominate over \( \frac{c_3}{2} \frac{\Delta r^3}{(r^2 + a^2)^{5/2}} \) by taking \( \varepsilon = c_3/2 \), which will in turn dominate over the sum of the second line of (3.75) and the last line of (3.76) by taking \( |a|/M \leq \varepsilon_0 \) sufficiently small. The LHS of (3.77) is \( 4r^3 - 33Mr^2 + 96M^2r - 90M^3 \), and it is routine to verify that there is no zero point in \([r_+, \infty)\); hence, relation (3.77) follows.

In total, a choice of function \( f \) as in (3.73) gives

\[
(Qf)' \geq cM\Delta r^{-4}|u'|^2 + c\Delta r^{-5}|u|^2 + \Re\left(2fu'\overline{H} + f'u\overline{H}\right).
\] (3.78)

By integrating over \([r_{-\infty}^*, r_{-\infty}^*]\) and taking into account of the boundedness of \(|\omega|\) and \(\Lambda\), we arrive at

**Lemma 3.11.** Let \(r_{-\infty}^* > R_0^*\) and \(r_{-\infty}^* < r_0^*\) be arbitrary. Fix \(\omega_1\) as in Sect. 3.5.4 and \(\lambda_1\) as in Sect. 3.5.5. In \(F_B\) frequency regime, there exists a \(\varepsilon_0 > 0\) such that the following estimate holds true for all \(|a|/M \leq \varepsilon_0\)

\[
c\int_{r_0^*}^{R_0^*} \left( \Delta/r^4 |u'|^2 + \Delta/r^5 \left( \omega^2 + (\Lambda + 4a^2\omega^2) + 1 \right) |u|^2 \right) \\
\leq \int_{r_{-\infty}^*}^{r_{-\infty}^*} \left( 2f\Re(u'\overline{H}) + f'\Re(u\overline{H}) \right) + Qf(r_{-\infty}^*) - Qf(r_{-\infty}^*).
\] (3.79)

### 3.6. Summing Up

Fix \(\lambda_2, \omega_1, \varepsilon_1, \lambda_1\) such that all the estimates in Sects. 3.5.3–3.5.6 and the relation \([r_{-\infty}^*, r_{+\infty}^*] \subseteq [r_{\text{trap}}, r_{\text{trap}}^+] = [2.9M, 3.1M]\) hold true. This ensures that all the \(r_{m\ell}^{(a\omega)}\) in \(F_T\) frequency regime are lying inside \([r_{\text{trap}}, r_{\text{trap}}^+]\). Summing over \(m, \ell\) and integrating over \(\omega\) in the estimates proved in the previous subsection, we obtain an inequality of the form

\[
M \leq E + F_{r_{-\infty}^*} + F_{r_{+\infty}^*} + F_{r_{+\infty}^*} + R.
\] (3.80)

Here, \(M, E, F_{r_{-\infty}^*}, F_{r_{+\infty}^*}\) and \(R\) are Morawetz integral terms, error terms from the source \(H\), flux term at \(r_{-\infty}^*\), flux term at \(r_{+\infty}^*\), and a remainder term coming from the last integral in (3.61), respectively. We shall estimate these terms one by one below.

#### 3.6.1. Morawetz Terms \(M\)

From the properties in Sect. 3.4, we have

\[
M \geq c \int_{D(0, r) \cap \{r_0 \leq r \leq R_0\}} \left( \frac{\partial r \psi}{r^3} \right)^2 + \frac{1}{r^3} |\psi|^2 + \chi_{\text{trap}}(r) \frac{\partial r \psi}{r^3} + \frac{1}{r^3} |\nabla \psi|^2.
\]
Since \( \chi = 1 \) in \([\varepsilon^{-1}, \tau - \varepsilon^{-1}]\), we use estimate (3.29) and obtain

\[
c \int_{D(0,\tau) \cap \{ r_0 \leq r \leq R_0 \}} \left( \frac{\partial_r \psi}{r^3} + |\psi|^2 \right) + \chi_{\text{trap}}(r) \frac{\partial_r \psi}{r^3} + |\nabla \psi|^2 \right) \\
\leq M + C(r_0, R_0) \varepsilon^{-1} \left( \int_{\Sigma_0} |e(\psi)| + e_0 \sum_{j=0,1} E_0(\phi^j) + E_{F,\varepsilon_0,0,\tau} \right) \\
+ C(r_0, R_0) \varepsilon^{-1} \left( \int_{\Sigma_{\tau-\varepsilon^{-1}}} |e(\psi)| + e_0 \sum_{j=0,1} E_{\tau-\varepsilon^{-1}}(\phi^j) \right),
\]

(3.81)

3.6.2. Error Terms \( E \). The error terms \( E \) are of this form

\[
\int_{r_{\tau}^{\infty}} \int_{r_{-\infty}}^{\infty} \sum_{m,\ell} \Re \left( \frac{\Delta}{(r^2 + a^2)^{3/2}} (F_{\chi})^{(a\omega)}_{m\ell} \left( c(r)u_{m\ell}^{(a\omega)} + d(r)\partial_r u_{m\ell}^{(a\omega)} \right) \right) \, d\omega \, dr^*.
\]

Let

\[
\begin{align*}
F_{\chi} &= F_{\chi,c} + F_{\chi,s}, \\
F_{\chi,c} &= \sum (2\nabla^\mu \chi \nabla^\mu \psi + (\Box_g \chi) \psi) - 2isa \cos \theta \partial_t \chi \psi, \\
F_{\chi,s} &= \chi F.
\end{align*}
\]

We decompose

\[
E = E_{c,[r_{\tau^*}^{\infty}, R_3]} + E_{c,[R_3, r_{\tau^*}^{\infty}]} + E_{s,[r_{\tau^*}^{\infty}, R_3]} + E_{s,[R_3, r_{\tau^*}^{\infty}]},
\]

(3.83)

where \( R_3 \) is a constant to be fixed and lies in \((\max\{R_2, R_1\}, \max\{R_2, R_1\} + M)\) such that \( y = f = 1 \) and \( h = 0 \) for \( r \geq R_3 \), the intervals \([r_{\tau^*}^{\infty}, R_3]\) and \([R_3, r_{\tau^*}^{\infty}]\) are the \( r^* \) region to integrate, and the subscripts \( c \) and \( s \) denote the error terms coming from the cutoff part \( F_{\chi,c} \) and the source \( F_{\chi,s} \) respectively.

By applying the Cauchy–Schwarz inequality, we have for any \( \varepsilon_2 > 0 \) that

\[
E_{c,[r_{\tau^*}^{\infty}, R_3]} \leq \int_{D(0,\tau) \cap [r_{-\infty}, R_3]} \frac{C \varepsilon_2}{r^3} \left( |\psi_\chi|^2 + |\partial_r \psi_\chi|^2 \right) + \frac{C}{\varepsilon_2} F_{\chi,c}.
\]

(3.84)

Note that we have incorporated powers of \( R_3 \) into the constant \( C \). The first term is bounded by \( \int_{D(0,\tau) \cap [r_{-\infty}, R_3]} \frac{C \varepsilon_2}{r^3} \left( |\psi|^2 + |\partial_r \psi|^2 \right) \), and, using estimates (3.43) and in view of the support of the derivatives of \( \chi \), we bound the second term by

\[
C \varepsilon_2^{-1} \varepsilon^2 \left( \int_{D(0,\tau-\varepsilon^{-1}) \cap [r_{-\infty}, R_3]} + \int_{D(\tau-\varepsilon^{-1}, \tau) \cap [r_{-\infty}, R_3]} \right) |\partial_r \psi|^2
\]

\[
\leq C \varepsilon_2^{-1} \varepsilon \left( \sum_{j=0,1} (E_{\tau-\varepsilon^{-1}}(\phi^j) + E_0(\phi^j)) + E_{F,1,0,\tau} \right),
\]

(3.85)

where estimate (3.29) with \( \bar{e} = 1 \) is used in this inequality. Therefore, we arrive at

\[
E_{c,[r_{\tau^*}^{\infty}, R_3]} \leq \frac{\varepsilon}{\varepsilon_2} \sum_{j=0,1} (E_0(\phi^j) + E_{\tau-\varepsilon^{-1}}(\phi^j)) + \frac{\varepsilon}{\varepsilon_2} E_{F,1,0,\tau}
\]

\[
+ \varepsilon_2 \int_{D(0,\tau) \cap [r_0, R_0]} \frac{|\psi|^2 + |\partial_r \psi|^2}{r^3}
\]
The second term can be rewritten as 

\[ |\partial_r \cdot \psi|^2 + |\partial_\tau \cdot \psi|^2 \]  

which will be clear in Sect. 3.6.5.

Here, we have separated the integrals over different radius regions, the reason of which will be clear in Sect. 3.6.5.

The same argument applies to \( E_s,|r_\ast, R_3^\ast| \), yielding

\[ E_s,|r_\ast, R_3^\ast| \lesssim \varepsilon_2 \int_{D(0, \tau) \cap [0, R_0]} |\psi|^2 + |\partial_r \cdot \psi|^2 \int_{D(0, \tau) \cap [R_0, \infty)} \frac{r^3}{r^3} \]  

and

\[ \varepsilon_2 \left( \int_{D(0, \tau) \cap [r_\ast, r_0]} + \int_{D(0, \tau) \cap [R_0, \infty)} \right) \frac{|\psi|^2 + |\partial_r \cdot \psi|^2}{r^3}. \]  

(3.86)

Consider the term \( E_s,|r_\ast, R_3^\ast| \). Since \( f(r) = y(r) = 1, h(r) = 0 \) and \( \partial_r \cdot \chi = 0 \), and from the expression of \( F_{\chi,s} \), it equals

\[ \int_0^\tau \int_{S^2} \int_{R_3^\ast} \Re \left( \chi \partial_r \left( \sqrt{r^2 + a^2 \bar{y}} \right) \frac{2 \Sigma \Delta}{(r^2 + a^2)^{3/2}} \nabla \mu \chi \right) \partial r \, d\sigma_g \, dt \]  

\[ + \int_0^\tau \int_{S^2} \int_{R_3^\ast} \Re \left( \partial_r \left( \sqrt{r^2 + a^2 \bar{y}} \right) \frac{\Sigma \Delta}{(r^2 + a^2)^{3/2}} \left( \Box g \chi \right) \right) \partial r \, d\sigma_g \, dt \]  

\[ - \int_0^\tau \int_{S^2} \int_{R_3^\ast} \Re \left( \partial_r \left( \sqrt{r^2 + a^2 \bar{y}} \right) \frac{2 i a \cos \theta \Delta}{(r^2 + a^2)^{3/2}} \partial_t \chi \right) \partial r \, d\sigma_g \, dt. \]  

(3.88)

The derivatives of \( \chi \) are supported in \([0, \varepsilon_{-1}] \cup [\tau - \varepsilon_{-1}, \tau] \); hence, using estimates (3.43), the first term of (3.88) is bounded by

\[ C \varepsilon \left( \int_{D(0, \tau) \cap [R_3, r_\ast]} + \int_{D(\tau - \varepsilon_{-1}, \tau) \cap [R_3, r_\ast]} \right) |\partial \psi|^2. \]  

(3.89)

Estimate (3.29) yields this is further controlled by

\[ C \int \sum_{\Omega_0} |e(\psi)| + C e_0 \sum_{j=0,1} E_0 (\phi^j) + C \int \sum_{\Omega_{\tau, \varepsilon_{-1}}} |e(\psi)| + C e_0 \sum_{j=0,1} E_{\tau, \varepsilon_{-1}} (\phi^j) \]  

\[ + C E_{F, e_0, 0, \varepsilon_{-1}} + C E_{F, e_0, \tau - \varepsilon_{-1}, \tau}. \]  

(3.90)

The second term can be rewritten as

\[ \int_0^\tau \int_{S^2} \int_{R_3^\ast} \partial_r \left( \left( \sqrt{r^2 + a^2 \bar{y}} \right) \frac{\Sigma \Delta}{(r^2 + a^2)^{3/2}} \chi^{-1} \Box g \chi \right) \partial r \, d\sigma_g \, dt. \]

Applying an integration by parts in \( r^\ast \) and noting the bounds for \( r \geq R_3 \)

\[ |\partial_r \cdot \chi \Box g \chi| + |\chi \partial_r \cdot \Box g \chi| + |\partial_r (\Sigma \Delta (r^2 + a^2)^{-2}) \chi \Box g \chi| \lesssim \varepsilon r^{-2}, \]  

(3.91)

this is bounded by

\[ C \left| \int_0^\tau \int_{S^2} \left( \left( \sqrt{r^2 + a^2 \bar{y}} \right) \frac{\Sigma \Delta}{(r^2 + a^2)^{3/2}} \chi^{-1} \Box g \chi \right) \partial r \, d\sigma_g \, dt \right| \]  

\[ + C \varepsilon \left( \int_{D(0, \tau) \cap [R_3, r_\ast]} + \int_{D(\tau - \varepsilon_{-1}, \tau) \cap [R_3, r_\ast]} \right) |\partial \psi|^2. \]  

(3.92)
Here the boundary term at \( r = r_\infty \) vanishes for sufficiently large \( r_\infty \) from the reduction in Sect. 2.1. A simple application of the mean-value principle in \( r \) allows us to fix \( R_3 \) by requiring that the boundary term at \( r = R_3 \) is bounded by \( C \) times an integral over \([\max\{R_2, R_1\}, \max\{R_2, R_1\} + M]\), which is in turn bounded by

\[
C\varepsilon \left( \int_{D(0,\varepsilon^{-1}) \cap [R_3-M, r_\infty]} + \int_{D(\tau - \varepsilon^{-1}, \tau) \cap [R_3-M, r_\infty]} \right) |\partial \psi|^2.
\]

The same argument as in estimating (3.89) above then applies, suggesting the second term of (3.88) is bounded by (3.90). The Cauchy–Schwarz inequality applied to the last term of (3.88) gives an upper bound

\[
C|a|\varepsilon \left( \int_{D(0,\varepsilon^{-1}) \cap [R_3, r_\infty]} + \int_{D(\tau - \varepsilon^{-1}, \tau) \cap [R_3, r_\infty]} \right) |\partial \psi|^2,
\]

which can again be bounded by (3.90). These together imply that \( E_{\epsilon,[R_3^2, r_\infty^2]} \) is bounded by (3.90).

Consider in the end the term \( E_{s,[R_3^2, r_\infty^2]} \). This equals

\[
\int_0^\tau \int_{S^2} \int_{R_3^2} \Re \left( \chi \partial_\tau (\sqrt{r^2 + a^2} \psi) \frac{\Delta}{(r^2 + a^2)^{3/2}} \chi F \right) \, dr \, d\sigma \, dt.
\]

Since \( R_3 \geq R_0 \), we utilize the Cauchy–Schwarz inequality and find

\[
E_{s,[R_3^2, r_\infty^2]} \lesssim \varepsilon^3 \int_{D(0,\tau) \cap [R_0, r_\infty]} |\partial \psi|^2 \frac{1}{r^{1+\delta}} + \varepsilon^{-1} \int_{D(0,\tau) \cap [R_0, r_\infty]} |F|^2 \frac{1}{r^{3-\delta}}.
\]

3.6.3. Flux Terms. First note that the flux term \( F_{r_\infty} \) vanishes by choosing \( r_\infty \) sufficiently large in view of the reduction in Sect. 2.1. We have for the flux term \( F_{r_\infty} \) that

\[
F_{r_\infty} \lesssim \int_{-\infty}^{\infty} \int_{S^2} (|\partial_t \psi^2| + |\partial_{r_\tau} \psi^2| + \partial^2 \partial_\phi |\psi^2|)_{r_\tau = r_\infty} \, d\sigma \, dt
\]

\[
+ \int_{-\infty}^{\infty} \int_{S^2} (\Delta (|\nabla \psi|^2 + |\psi|^2))_{r_\tau = r_\infty} \, d\sigma \, dt.
\]

By taking the limit \( r_\infty \to -\infty \), the second line tends to 0, and the term on the RHS of the first line has a limit, arriving at

\[
\limsup_{r_\infty \to -\infty} F_{r_\infty} \\
\lesssim \int_{-\infty}^{\infty} \int_{S^2} (|\partial_t \psi| + |\partial_{r_\tau} \psi| + \partial^2 \partial_\phi |\psi|)_{r_\tau = r_\infty} \, d\sigma \, dt
\]

\[
+ \int_{H^+(0,\tau)} (|\partial_t \psi + |\partial_{r_\tau} \psi| + \partial^2 \partial_\phi |\psi|) + \varepsilon^2 \int_{H^+(0,\tau)} |\psi|^2
\]

\[
\lesssim E_0(\psi) + (\varepsilon_0^2 + \varepsilon^2) E_{H^+(0,\tau)}(\psi) + \varepsilon_0^2 \int_{D(0,\tau) \cap [r_0, r_1]} |\partial \psi|^2 + E_{F,e_0,0,\tau}.
\]

(3.95)
Here, we used the fact that $\partial_t = \partial_r + \frac{a}{2M^2 r^2} \partial_{\phi}$ on $\mathcal{H}^+$ in the second step and inequality (3.27) with $\tilde{e} = e_0(\varepsilon_0) \sim \varepsilon_0^2$ in the third step.

3.6.4. Remainder Term $R$. Recall that this remainder term is from the last integral in (3.61), hence from (3.43) and the fact that $R_1 \geq R_0$,

$$R \lesssim \int_{-\infty}^{\infty} \int_{R_1^2}^{\infty} a^2 r^{-3} |\partial_t(\sqrt{r^2 + a^2 \psi_\chi})|^2 d\sigma_{S^2} dr^* dt$$

$$\lesssim \int_{D(0, \tau) \cap [R_0, \infty)} a^2 r^{-3}(|\partial_t \psi|^2 + \varepsilon^2 |\psi|^2). \quad (3.96)$$

3.6.5. Closing the Proof. The separation in variables in Sect. 3.4 requires $\tau > 2\varepsilon^{-1}$; hence, we separate the cases $\tau > 2\varepsilon^{-1}$ and $0 \leq \tau \leq 2\varepsilon^{-1}$. For each $\psi = \phi_s^i$, the choice of $\varepsilon$ is made to be different. The rest of the proof will be for each single $\psi = \phi_s^i$ and $F = F_s^i$.

In the first case where $\tau > 2\varepsilon^{-1}$, we have obtained an identity (3.80). Add to the equation (3.80) $C_1$ times the non-degenerate energy estimate (3.27) with $\tilde{e} = c_3$ and $c_3$ times the Morawetz estimate in large $r$ region in Proposition 3.1 with $(\tau_1, t_2, R) = (0, \tau, R_0)$. Then for sufficiently small $\varepsilon_0$ and $\varepsilon$, choosing $C_1$, $\varepsilon_2$, $\varepsilon_3$ and $c_3$ to satisfy $C_1 \gg 1$, $\varepsilon_0^2 + \varepsilon_2 + \varepsilon_0 + \varepsilon_2 + \varepsilon_3 \ll c_3 \ll 1$ and $C_1 c_3 \ll 1$ allows us to absorb the bulk terms of $\psi$ over $[r_0, r_1]$ and $[R_0 - M, R_0]$ on the RHS of these two estimates, the bulk integrals over $[r_0, R_0]$ in both (3.86) and (3.87) and the bulk integral over $[r_0, r_1]$ in (3.95) by the LHS of (3.81), and absorb the last line of (3.86), the last line of (3.87), the bulk integral of $\psi$ in (3.94) and the horizon flux term in (3.95) by the LHS of the just added two estimates. The parameters $C_1$, $\varepsilon_2$, $\varepsilon_3$ and $c_3$ are now fixed, and the LHS of the obtained estimate thus dominates over

$$C\left(E_\tau(\psi) + E_{\mathcal{H}^+(0, \tau)}(\psi) + \int_{D(0, \tau)} M_{\text{deg}}(\psi)\right). \quad (3.97)$$

The remaining bulk integrals on the RHS of the added non-degenerate energy estimate and the Morawetz estimate in large radius region are bounded by

$$C\left(E_{F,1,0,\tau}(\psi) + \int_{D(0, \tau)} r^{-3+\delta}|F|^2\right). \quad (3.98)$$

Note here that we actually used the following estimate from the Cauchy–Schwarz inequality for the last term in (3.7):

$$\left|\int_{D(0, \tau) \cap \{r \geq R_0 - M\}} \Re (FX_{w\psi})\right| \lesssim \varepsilon_4 \int_{D(0, \tau)} M_{\text{deg}}(\psi) + \frac{1}{\varepsilon_4} \int_{D(0, \tau)} \varepsilon_4 r^{-3+\delta}|F|^2,$$

and chose $\varepsilon_4$ small enough such that the term $\varepsilon_4 \int_{D(0, \tau)} M_{\text{deg}}(\psi)$ is absorbed by (3.97).

We now obtain an estimate in which the LHS dominates over the LHS of (1.41) and all the terms on the RHS are bounded by

$$C \varepsilon^{-1} \sum_{j=0, 1} E_0(\phi_s^j) + C E_{F,1,0,\tau}(\psi) + C \int_{D(0, \tau)} r^{-3+\delta}|F|^2 \quad (3.99)$$
except for terms in the following two categories:

1. \( \frac{1}{\varepsilon} \left( \int_{\Sigma_{\tau-\varepsilon}^{-1}} |e(\psi)| + e_0 \sum_{j=0,1} E_{\tau-\varepsilon^{-1}}(\phi_j) \right) \) in (3.81), \( \frac{\varepsilon}{\varepsilon_2} \sum_{j=0,1} E_{\tau-\varepsilon^{-1}}(\phi_j) \) in (3.86), and \( \int_{\Sigma_{\tau-\varepsilon}^{-1}} |e(\psi)| + e_0 \sum_{j=0,1} E_{\tau-\varepsilon^{-1}}(\phi_j) \) in (3.90);

2. \( \varepsilon^{-1} E_{F,\varepsilon_0,0,\tau}(\psi) \) in (3.81) and \( \varepsilon^{-1} \varepsilon E_{F,1,0,\tau}(\psi) \) in (3.86).

Consider first the three terms in Category 1. One takes \( \psi = \phi_s^i, \tilde{e} = 1, \tau_1 = 0 \) and \( \tau_2 = \tau - \varepsilon^{-1} \) in (3.27) and sums over \( i \in \{0,1\} \) gives

\[
\sum_{i=0,1} E_{\tau-\varepsilon^{-1}}(\phi_s^i) \lesssim \sum_{i=0,1} \left( E_0(\phi_s^i) + \int_{D(0,\tau) \cap [\tau_+,\tau_1]} |\partial \phi_s^i|^2 + E_{F,1,0,\tau}(\phi_s^i) \right).
\]

For the term \( \int_{\Sigma_{\tau-\varepsilon}^{-1}} |e(\psi)| \), one obtains from estimate (3.27) with \( \tilde{e} = e_0 \sim \varepsilon_0^2 \), \( \tau_2 = \tau - \varepsilon^{-1} \) and \( \tau_1 = 0 \) that

\[
\int_{\Sigma_{\tau-\varepsilon}^{-1}} |e(\psi)| \lesssim E_0(\psi) + \varepsilon_0^2 \int_{D(0,\tau) \cap [\tau_+,\tau_1]} |\partial \psi|^2 + E_{F,1,0,\tau}(\psi).
\]

We combine the above two estimates and choose \( \varepsilon = \mu_i, \mu_i > 0 \) being arbitrary (but potentially small), then for sufficiently small \( \varepsilon_0 \ll \mu_i \), all the terms in Category 1 are bounded by

\[
C \mu_i^{-1} \left( E_0(\psi) + E_{F,1,0,\tau}(\psi) \right) + C \mu_i \sum_{j=0,1} \left( E_0(\phi_s^j) + \int_{D(0,\tau)} M_{\text{deg}}(\phi_s^j) + E_{F,1,0,\tau}(\phi_s^j) \right).
\]

(3.100)

Given the choice that \( \varepsilon = \mu_i \), the terms in Category 2 are clearly bounded by \( C \mu_i^{-1} E_{F,1,0,\tau}(\psi) \). In total, all the terms on the RHS have an upper bound

\[
C \mu_i^{-1} \left( \sum_{j=0,1} E_0(\phi_s^j) + E_{F,1,0,\tau}(\psi) \right) + C \int_{D(0,\tau)} r^{-3+\delta} |F|^2
\]

\[
+ C \mu_i \sum_{j=0,1} \left( \int_{D(0,\tau)} M_{\text{deg}}(\phi_s^j) + E_{F,1,0,\tau}(\phi_s^j) \right).
\]

(3.101)

This closes the proof of the energy and Morawetz estimate (1.41) in the case that \( \tau \geq 2\varepsilon^{-1} \sim \mu_i^{-1} \).

For each \( \psi = \phi_s^i \), the other case \( \tau \leq 2\varepsilon^{-1} = 2\mu_i^{-1} \) follows from a standard well-posedness argument of a general linear wave system.

4. Proof of Theorem 1.3

We derive energy and Morawetz estimates for \( (\phi_s^0, \phi_s^1) \) in Sect. 4.1, leaving the proof of Theorem 1.3 in Sect. 4.2.
4.1. Estimate for \((\phi^0, \phi^1)\)

For a large, positive constant \(A\) to be fixed in the proof of Theorem 4.1, we denote for the spin \(s = +1\) component that

\[
\begin{align*}
\tilde{M}(\phi^0_{+1}, \phi^1_{+1}) &= \tilde{M}(r^{2-\delta} \phi^0_{+1}) + AM_{\text{deg}}(\phi^1_{+1}), \quad (4.1a) \\
E_\tau(\phi^0_{+1}, \phi^1_{+1}) &= E_\tau(r^{2-\delta} \phi^0_{+1}) + AE_\tau(\phi^1_{+1}), \quad (4.1b) \\
E_{H^+(0, \tau)}(\phi^0_{+1}, \phi^1_{+1}) &= E_{H^+(0, \tau)}(r^{2-\delta} \phi^0_{+1}) + AE_{H^+(0, \tau)}(\phi^1_{+1}), \quad (4.1c)
\end{align*}
\]

and for spin \(s = -1\) component that

\[
\begin{align*}
\tilde{M}(\phi^0_{-1}, \phi^1_{-1}) &= M(\phi^0_{-1}) + AM_{\text{deg}}(\phi^1_{-1}) + |\nabla \phi^0_{-1}|^2, \quad (4.1d) \\
E_\tau(\phi^0_{-1}, \phi^1_{-1}) &= E_\tau(\phi^0_{-1}) + \int_{\Sigma_r} r |\nabla \phi^0_{-1}|^2 + AE_\tau(\phi^1_{-1}), \quad (4.1e) \\
E_{H^+(0, \tau)}(\phi^0_{-1}, \phi^1_{-1}) &= E_{H^+(0, \tau)}(\phi^0_{-1}) + AE_{H^+(0, \tau)}(\phi^1_{-1}). \quad (4.1f)
\end{align*}
\]

The main result for \((\phi^0_s, \phi^1_s)\) is as follows.

**Theorem 4.1.** In the DOC of a slowly rotating Kerr spacetime \((\mathcal{M}, g = g_{M,a})\), assume \(\phi^1_s\) and \(\phi^0_s\) are defined as in (1.29a) for positive-spin component and in (1.29b) for negative-spin component of a regular\(^{10}\) solution \(F_{\alpha\beta}\) to the Maxwell equations (1.2). Then, for any \(0 < \delta < 1/2\), there exist universal constants \(\varepsilon_0 = \varepsilon_0(M), A(M, \delta)\) and \(C_0 = C(M, \delta, A)\) such that for all \(|a|/M \leq \varepsilon_0\), the following estimate holds true for all \(\tau \geq 0\):

\[
E_\tau(\phi^0_s, \phi^1_s) + E_{H^+(0, \tau)}(\phi^0_s, \phi^1_s) + \int_{\mathcal{D}(0, \tau)} \tilde{M}(\phi^0_s, \phi^1_s) \leq C_0 E_0(\phi^0_s, \phi^1_s). \quad (4.2)
\]

We will always suppress the subscript \(s\) when it is clear which spin component we are treating. Notice that the assumption “regular” for the solution to the Maxwell equations implies that \((\phi^0, \phi^1)\) is a smooth solution to the linear wave system (1.30) or (1.31) and vanishes near spatial infinity. Hence, we can perform the proof in Sect. 3 and apply the result in Theorem 1.2 to each separate equation of these linear wave systems.

We shall now prove this theorem for spin \(+1\) and \(-1\) components in Sects. 4.1.1 and 4.1.2, respectively. Note the constants \(\mu_0 \ll 1, \mu_1 \ll 1\) and \(A \gg 1\) are to be fixed. For convenience, we use the notation \(G_1 \lesssim_{\varepsilon_0} G_2\) for two functions in the region \(\mathcal{D}(0, \tau)\) if there exists a universal constant \(C\) and a constant \(\tilde{C} = C(\mu_0^{-1}, \mu_1^{-1}, A)\) such that

\[
G_1 \leq CG_2 + \tilde{C} E_0(\phi^0_s, \phi^1_s) \\
+ \tilde{C} \varepsilon_0 \left( E_\tau(\phi^0_s, \phi^1_s) + E_{H^+(0, \tau)}(\phi^0_s, \phi^1_s) + \int_{\mathcal{D}(0, \tau)} \tilde{M}(\phi^0_s, \phi^1_s) \right). \quad (4.3)
\]

\(^{10}\)Recall here Definition 2.2 of “regular.”
4.1.1. Spin +1 Component. It is manifest from the Cauchy–Schwarz inequality that

$$\mathcal{E}(F^0_{+1}) \lesssim_{\varepsilon_0} \sqrt{A} \int_{D(0,\tau)} \mathcal{M}_{\text{deg}}(\phi^1) + \frac{1}{\sqrt{A}} \int_{D(0,\tau)} \tilde{\mathcal{M}}(r^{2-\delta}\phi^0), \tag{4.4}$$

and all terms in $\mathcal{E}(F^1_{+1})$ are bounded by $\frac{Ca^2}{M^2} \int_{D(0,\tau)} \tilde{\mathcal{M}}(\phi^0, \phi^1)$ except for the term

$$\left| \int_{D(0,\tau)} \Re \left( \Sigma^{-1} F^1_{+1} \partial_t \phi^1 \right) \right| \lesssim \int_{D(0,\tau)} \Re \left( \frac{a^2(r^3 - 3Mr^2 + a^2r + a^2M)}{(r^2 + a^2)^2} \phi^0 \partial_t \phi^1 \right) \tag{4.5}$$

plus

$$\int_{D(0,\tau)} \frac{a(r^2 - a^2)}{\Sigma(r^2 + a^2)} \Re \left( \partial_\phi \phi^0 \partial_t \phi^1 \right).$$

We use an integration by parts in $t^*$ for the first term on the RHS of (4.5) and find it is bounded by

$$\frac{C|a|}{M} \left( E_0(\phi^0, \phi^1) + E_{\tau}(\phi^0, \phi^1) + E_{\mathcal{H}+(0,\tau)}(\phi^0, \phi^1) + \int_{D(0,\tau)} \tilde{\mathcal{M}}(\phi^0, \phi^1) \right).$$

As to the other term on the RHS of (4.5), we split it into three sub-integrals with $r_+ < \tilde{r}_2 < r_{\text{trap}} \leq r_{\text{trap}}^+ < R_4 < \infty$ to be chosen:

$$\left| \left( \int_{D(0,\tau) \cap [r_+, \tilde{r}_2]} + \int_{D(0,\tau) \cap [R_4, \infty)} + \int_{D(0,\tau) \cap [\tilde{r}_2, R_4]} \right) \frac{a(r^2 - a^2)}{\Sigma(r^2 + a^2)} \Re(\partial_\phi \phi^0 \partial_t \phi^1) \right|.$$

The first two sub-integrals are controlled by $\frac{Ca^2}{M^2} \int_{D(0,\tau)} \tilde{\mathcal{M}}(\phi^0, \phi^1)$ directly. We substitute

$$\partial_t \phi^1 = (r^2 + a^2)^{-1} (\Delta Y \phi^1 - a \partial_\phi \phi^1 + (r^2 + a^2) \partial_t \phi^1)$$

into the third sub-integral and find it is bounded by

$$\left| \int_{D(0,\tau) \cap [\tilde{r}_2, R_4]} \frac{a\Delta(r^2 - a^2)}{\Sigma(r^2 + a^2)^{5/2}} \Re \left( \partial_\phi (\sqrt{r^2 + a^2} \phi^0) Y \phi^1 \right) \right|$$

plus

$$\left| \int_{D(0,\tau) \cap [\tilde{r}_2, R_4]} \frac{a^2(r^2 - a^2)}{\Sigma(r^2 + a^2)^2} Y \left( |\partial_\phi (\sqrt{r^2 + a^2} \phi^0)|^2 \right) \right|$$

plus

$$\left| \int_{D(0,\tau) \cap [\tilde{r}_2, R_4]} \frac{a(r^2 - a^2)}{\Sigma(r^2 + a^2)} \Re \left( \partial_\phi \phi^0 \partial_t \phi^1 \right) \right| \lesssim_{\varepsilon_0} 0. \tag{4.6}$$

In proving the above inequality, we applied integration by parts to the first two lines and controlled the boundary terms at $R_4$ and $\tilde{r}_2$ by appropriately choosing these two radius parameters such that these boundary terms are bounded via an average of integration by $\frac{C|a|}{M} \int_{D(0,\tau)} \tilde{\mathcal{M}}(\phi^0, \phi^1)$. In conclusion,

$$\mathcal{E}(F^1_{+1}) \lesssim_{\varepsilon_0} 0. \tag{4.7}$$
Applying estimate (1.41) to $\psi = \phi_{i+1}^0$ and $F = F_{i+1}^0$ ($i = 0, 1$) and combined with estimates (3.9), (4.4) and (4.7), we obtain

$$E_T(r^{2-\delta} \phi^0) + E_{\mathcal{H}^+(0,\tau)}(r^{2-\delta} \phi^0) + \int_{\mathcal{D}(0,\tau)} \tilde{M}_{d\mu}(r^{2-\delta} \phi^0)$$

$$\lesssim C(\mu_0^{-1}) \left( E_0(r^{2-\delta} \phi^0_{i+1}) + E_0(\phi^1_{i+1}) \right) + \mu_0^{-1} F_{i+1}^0$$

$$+ \mu_0 \sum_{j=0,1} \left( \int_{\mathcal{D}(0,\tau)} M_{d\mu}(\phi^j_{i+1}) + \mathcal{E}(F_{i+1}^j) \right)$$

$$\lesssim \varepsilon_0 \mu_0^{-1} \left( \sqrt{A} \int_{\mathcal{D}(0,\tau)} M_{d\mu}(\phi^1) + \frac{1}{\sqrt{A}} \int_{\mathcal{D}(0,\tau)} \tilde{M}(r^{2-\delta} \phi^0) \right)$$

$$+ \mu_0 \sum_{j=0,1} \int_{\mathcal{D}(0,\tau)} M_{d\mu}(\phi^j_{i+1}), \quad (4.8a)$$

$$E_T(\phi^1) + E_{\mathcal{H}^+(0,\tau)}(\phi^1) + \int_{\mathcal{D}(0,\tau)} \tilde{M}_{d\mu}(\phi^1)$$

$$\lesssim C(\mu_1^{-1}) \left( E_0(r^{2-\delta} \phi^0_{i+1}) + E_0(\phi^1_{i+1}) \right) + \mu_1^{-1} F_{i+1}^1$$

$$+ \mu_1 \sum_{j=0,1} \left( \int_{\mathcal{D}(0,\tau)} M_{d\mu}(\phi^j_{i+1}) + \mathcal{E}(F_{i+1}^j) \right)$$

$$\lesssim \varepsilon_0 \mu_1 \left( \sqrt{A} \int_{\mathcal{D}(0,\tau)} M_{d\mu}(\phi^1) + \frac{1}{\sqrt{A}} \int_{\mathcal{D}(0,\tau)} \tilde{M}(r^{2-\delta} \phi^0) \right)$$

$$+ \mu_1 \sum_{j=0,1} \int_{\mathcal{D}(0,\tau)} M_{d\mu}(\phi^j_{i+1}). \quad (4.8b)$$

Adding an $A$ multiple of (4.8b) to estimate (4.8a), one deduces

$$E_{\mathcal{H}^+(0,\tau)}(\phi^0, \phi^1) + E_T(\phi^0, \phi^1) + \int_{\mathcal{D}(0,\tau)} \tilde{M}(\phi^0, \phi^1)$$

$$\lesssim \varepsilon_0 \left( \mu_0^{-1/2} A^{-1/2} + \mu_0 + \mu_1 \sqrt{A} + A \mu_1 \right) \tilde{M}(r^{2-\delta} \phi^0_{i+1})$$

$$+ (\mu_0^{-1} \sqrt{A} + \mu_0 + A^{3/2} \mu_1 + A \mu_1) M_{d\mu}(\phi^1_{i+1}). \quad (4.9)$$

Here, we have made use of the fact that

$$\int_{\mathcal{D}(0,\tau)} \tilde{M}(\phi^0, \phi^1) \sim \int_{\mathcal{D}(0,\tau)} \left( M_{d\mu}(r^{2-\delta} \phi^0) + A M_{d\mu}(\phi^1) \right). \quad (4.10)$$

In the trapped region, $\tilde{M}_{d\mu}(r^{2-\delta} \phi^0) + A M_{d\mu}(\phi^1)$ bounds over $A|Y\phi^0 - \phi^0/\sqrt{r^2 + a^2}|^2, |\nabla \phi^0|^2$ and $|\phi^0|^2$, and then over $|\phi^0|^2, |Y(\phi^0)|^2$ and $|H(\phi^0)|^2$, $H = \partial_t + a/(r^2 + a^2)\partial_\phi$ being a globally timelike vector field in the interior of $\mathcal{D}$ with $-g(H, H) = \Delta \Sigma/(r^2 + a^2)^2$. Relation (4.10) then follows from elliptic estimates. By requiring $\mu_0 \ll 1, A \mu_0^2 \gg 1$, and $\mu_1 A \ll 1$, the RHS of (4.9) can be absorbed by the LHS. Furthermore, once these constants are fixed, taking $\varepsilon_0$ sufficiently small allows us to absorb the energy and Morawetz terms with $C\varepsilon_0$ coefficients which are implicit in $\lesssim \varepsilon_0$, and this proves the $s = +1$ case of (4.2).
4.1.2. Spin $-1$ Component. We first state a lemma controlling $|\nabla \phi^0_{-1}|$ by $|\nabla \phi^1_{-1}|$.

**Lemma 4.2.** In a fixed subextremal Kerr spacetime $(\mathcal{M}, g_{M,a})$ ($|a| < M$) and given any $R \geq 5M$, the following estimate holds for spin $-1$ component:

\[
\int_{D(0, \tau) \cap [R, \infty)} |\nabla \phi^0| \leq \int_{D(0, \tau) \cap [R - M, \infty)} r^{-1}|\nabla \phi^1| + \int_{D(0, \tau) \cap [R - M, R)} r^{-1}|\nabla \phi^0| + \int_{\Sigma \cap [R - M, \infty)} r|\nabla \phi^0| \tag{4.11}
\]

Proof. We start with an identity that for the cutoff function $\chi_R(r)$, any real value $\beta$ and $\nabla_i$ ($i = 1, 2, 3$) as defined in (1.36):

\[
V (\chi_R r^\beta (r^2 + a^2)) |r \nabla_i \phi^0| - \beta \chi_R r^{\beta - 1} (r^2 + a^2) |r \nabla_i \phi^0|^2 \\
- \partial_t \chi_R r^\beta (r^2 + a^2) |r \nabla_i \phi^0|^2 = \chi_R r^{2 - \beta} (\nabla_i \phi^0 \nabla_i \phi^1). \tag{4.12}
\]

Integrating (4.12) over $D(0, \tau)$ with the measure $d\tilde{V} = dr dt \sin \theta d\theta d\phi^*$ for $\beta = -1$, and applying Cauchy–Schwarz to the last term, it is manifest that estimate (4.11) follows from summing over $i = 1, 2, 3$. \qed

An application of the Cauchy–Schwarz inequality gives

\[
\mathcal{E}(F^0_{-1}) \lesssim_\alpha \sqrt{\dot{A}} \int_{D(0, \tau)} \mathcal{M}_d(\phi^1) + \frac{1}{\sqrt{\dot{A}}} \int_{D(0, \tau)} \mathcal{M}(\phi^0), \tag{4.13}
\]

\[
\mathcal{E}(F^1_{-1}) \lesssim_\alpha \left| \int_{D(0, \tau)} \Sigma^{-1} \Re(F^1_{-1} \partial_t \bar{\phi}^1) \right|. \tag{4.14}
\]

For the last term in (4.14), we have

\[
\left| \int_{D(0, \tau)} \frac{1}{\Sigma} \Re(F^1_{-1} \partial_t \bar{\phi}^1) \right| \leq \left| \int_{D(0, \tau)} \Re \left( \frac{a^2 (r^2 - 3M r^2 + 2a^2 M)}{(r^2 + a^2)^2} \phi^0 \partial_t \phi^1 \right) \right| + \left| \int_{D(0, \tau)} \frac{a (r^2 - a^2)}{\Sigma (r^2 + a^2)} \Re \left( \partial_\phi \phi^0 \partial_t \bar{\phi}^1 \right) \right|. \tag{4.15}
\]

By performing an integration by parts in $t^*$, the first integral term on the RHS is bounded by

\[
\frac{C a^2}{M^2} \left( E_0(\phi^0, \phi^1) + E_{\tau}(\phi^0, \phi^1) + E_{\mathcal{H}^+}(\phi^0, \phi^1) + \int_{D(0, \tau)} \bar{\mathcal{M}}(\phi^0, \phi^1) \right).
\]

As to the second integral term on the RHS of (4.15), we split it into two sub-integrals with $r_+ < \tilde{r}_3 < r_{\text{trap}}$ to be chosen:

\[
\left| \left( \int_{D(0, \tau) \cap [r_+, \tilde{r}_3]} + \int_{D(0, \tau) \cap [\tilde{r}_3, \infty)} \right) \frac{a (r^2 - a^2)}{\Sigma (r^2 + a^2)} \Re \left( \partial_\phi \phi^0 \partial_t \bar{\phi}^1 \right) \right|, \tag{4.16}
\]
where the first sub-integral is clearly bounded by $C|a|M^{-1} \int_{D(0, r)} \tilde{M}(\phi^0_0, \phi^1_0)$. We substitute $\partial_t \phi^1 = (r^2 + a^2)^{-1} (\Delta V \phi^1 - a \partial \phi^1 - (r^2 + a^2) \partial_r \phi^1)$ into the second sub-integral and find it is bounded by

\[
\int_{D(0, r) \cap [\bar{r}_3, \infty]} \frac{a \Delta (r^2 - a^2)}{\sum (r^2 + a^2)^{5/2}} \Re \left( \partial_\phi (\sqrt{r^2 + a^2} \phi^0_0) V(\frac{r^2}{a^2}) \right) \partial^2 (r^2 - a^2) \sum (r^2 + a^2)^{2} V\left( |\partial_\phi (\sqrt{r^2 + a^2} \phi^0_0) |^2 \right) \partial_r \phi^0 \partial_r \phi^1 \right| .
\]

Integrating by parts for the first two lines then shows

\[
\int_{D(0, r) \cap [\bar{r}_3, \infty]} 2a \sum_{\Sigma} \Re \left( \partial_\phi \phi^0 \partial^2 \phi^1 \right) \mid_{\varepsilon_0} 0. \tag{4.17}
\]

Therefore,

\[
\mathcal{E}(F^1_1) \lesssim_{\varepsilon_0} 0. \tag{4.18}
\]

We use estimate (1.41) for $\psi = \phi^0_{-1}$ and $F = F^1_{-1}$ ($i = 0, 1$), add a small multiple of estimate (4.11) with $R = R_0$ to estimate (1.41) with $(\psi, F) = (\phi^0_{-1}, F^0_{-1})$ and combine with estimates (4.13) and (4.18), arriving at

\[
E_\tau(\phi^0_{-1}) + E_{\mathcal{H}^+}(0, \tau)(\phi^0_{-1}) + \int_{\Sigma_\tau} r |\nabla \phi^0_{-1}|^2 + \int_{D(0, r)} \left( \tilde{M}_{\deg}(\phi^0_{-1}) + |\nabla \phi^0_{-1}|^2 \right)
\]

\[
\lesssim_{\varepsilon_0} \mu_0^{-1} \left( E_0(\phi^0_{-1}) + E_0(\phi^1_{-1}) + \mathcal{E}(F^0_{-1}) \right) + \int_{\Sigma_0} r |\nabla \phi^0_{-1}|^2
\]

\[
+ \mu_0 \sum_{j=0, 1} \left( \int_{D(0, r)} \tilde{M}_{\deg}(\phi^j_{-1}) + \mathcal{E}(F^j_{-1}) \right) + \int_{D(0, r)} \tilde{M}_{\deg}(\phi^1_{-1})
\]

\[
\lesssim_{\varepsilon_0} \mu_0^{-1} \left( \sqrt{A} \int_{D(0, r)} \tilde{M}_{\deg}(\phi^0_{-1}) + \frac{1}{\sqrt{A}} \int_{D(0, r)} \tilde{M}(\phi^0_{-1}) \right)
\]

\[
+ \mu_0 \sum_{j=0, 1} \int_{D(0, r)} \tilde{M}_{\deg}(\phi^j_{-1}) + \int_{D(0, r)} \tilde{M}_{\deg}(\phi^1_{-1}), \tag{4.19a}
\]

\[
E_\tau(\phi^1_{-1}) + E_{\mathcal{H}^+}(0, \tau)(\phi^1_{-1}) + \int_{D(0, r)} \tilde{M}_{\deg}(\phi^1_{-1})
\]

\[
\lesssim_{\varepsilon_0} \mu_1^{-1} \left( E_0(\phi^0_{-1}) + E_0(\phi^1_{-1}) + \mathcal{E}(F^1_{-1}) \right)
\]

\[
+ \mu_1 \sum_{j=0, 1} \left( \int_{D(0, r)} \tilde{M}_{\deg}(\phi^j_{-1}) + \mathcal{E}(F^j_{-1}) \right)
\]

\[
\lesssim_{\varepsilon_0} \mu_1 \left( \sqrt{A} \int_{D(0, r)} \tilde{M}(\phi^1_{-1}) + \frac{1}{\sqrt{A}} \int_{D(0, r)} \tilde{M}(\phi^0_{-1}) \right)
\]

\[
+ \mu_1 \sum_{j=0, 1} \int_{D(0, r)} \tilde{M}_{\deg}(\phi^j_{-1}). \tag{4.19b}
\]
Using (A.3), equation (1.31a) of $\phi_{-1}^0$ can be rewritten as
\begin{equation}
\frac{\Delta}{r^2+a^2} Y \phi^1 = \Delta g \phi^0 - 2i \left( \frac{\cos \theta}{\sin^2 \theta} \partial \phi - a \cos \theta \partial_t \right) \phi^0 - \frac{1}{\sin^2 \theta} \phi^0 + \frac{r \Delta}{(r^2+a^2)^2} \phi^1 + a^2 \sin^2 \theta \partial_t^2 \phi^0 + 2a \partial_t \phi^0 + \frac{a^2 \Delta}{(r^2+a^2)^2} \phi^0 - \frac{2ar}{r^2+a^2} \partial \phi^0. \tag{4.20}
\end{equation}

By multiplying $r^{-1} \phi^0$ on both sides, taking the real part and integrating over $\Sigma \cap \{r \geq R_5 \}$ with large $R_5$ to be fixed, it follows
\begin{equation}
\int_{\Sigma} r \left| \nabla \phi^0 \right|^2 \lesssim E_\tau(\phi^0) + E_\tau(\phi^1) + a^2 \left| \int_{\Sigma} \frac{\sin^2 \theta}{r} \Re(\partial_t^2 \phi^0 \phi^0) \right|. \tag{4.21}
\end{equation}

We substitute into the last integral the following identity
\begin{equation}
\partial_t^2 \phi^1 = \left( \frac{\Delta}{r^2+a^2} V - \frac{a \partial \phi}{r^2+a^2} - \partial_r \right) \left( \frac{\Delta}{r^2+a^2} V - \frac{a \partial \phi}{r^2+a^2} - \partial_r \right), \tag{4.22}
\end{equation}
use the replacement $V \phi^0 = (r^2 + a^2)^{-1} \phi^1 - \frac{r}{r^2+a^2} \phi^0$ and perform integration by parts, finally ending with
\begin{equation}
\left| \int_{\Sigma} \frac{\sin^2 \theta}{r} \Re(\partial_t^2 \phi^0 \phi^0) \right| \lesssim E_\tau(\phi^0) + E_\tau(\phi^1) + \int_{\Sigma} \left| \partial \phi^0 \right|^2. \tag{4.23}
\end{equation}

We can appropriately choose $R_5$ such that the last term is bounded by $C E_\tau(\phi^0)$. From estimates (4.21), (4.23) and (4.2) for spin $-1$ component, we conclude by dropping the terms $\int_{D(0, \tau)} \left| \nabla \phi_{-1}^0 \right|^2$ and $\int_{\Sigma} r \left| \nabla \phi_{-1}^1 \right|^2$ on LHS of (4.2) that
\begin{equation}
\sum_{i=1, 2} \left( E_\tau(\phi_{i-1}^0) + E_{H^+}(0, \tau)(\phi_{i-1}^1) \right) + \int_{D(0, \tau)} \left( M(\phi_{-1}^0) + M_{\text{deg}}(\phi_{-1}^1) \right) \lesssim E_0(\phi_{-1}^0) + E_0(\phi_{-1}^1). \tag{4.24}
\end{equation}

We have from (1.29b) that
\begin{equation}
\phi_{-1}^1 = \sqrt{r^2 + a^2} V \left( (r^2 + a^2)^{-1/2} \Delta \psi_{-1} \right) = -\Delta Y \psi_{-1} + 2[(r^2 + a^2) \partial_t + a \partial \phi] \psi_{-1} + \left( r - \frac{2a^2 M}{r^2+a^2} \right) \psi_{-1}. \tag{4.25}
\end{equation}

Hence, from (1.27b), the equation for $\psi_{-1}$ can be rewritten as
\begin{equation}
\left( \Sigma \Box \psi_{-1} - 2i \left( \frac{\cos \theta}{\sin^2 \theta} \partial \phi - a \cos \theta \partial_t \right) \right) \psi_{-1} = \left( \frac{3}{2} - \frac{5a^2 M}{2r(r^2+a^2)} \right) \psi_{-1} + \left( \frac{4(r-M)r-5\Delta}{2r} \right) Y + r \partial_t \psi_{-1} - \frac{5}{2r} \phi_{-1}^1. \tag{4.26}
\end{equation}

For small enough $\{a/M, \text{ the coefficient of } \psi_{-1} \}$ term on the RHS is positive and its derivative with respect to $r$ is nonnegative, and the term $((4(r-M)r-5\Delta)/(2r)Y + r \partial_t) \psi_{-1}$ is close to a positive multiple of $N_{\chi_0} \psi_{-1}$ when $r$ is
sufficiently close to \( r_+ \) from the choice of \( N_{x_0} \) in Proposition 3.4. Therefore, arguing the same as in Sect. 3.2, there exists a radius constant \( \hat{r}_4 \leq r_0 \) close enough to \( r_+ \) such that the following redshift estimate near \( \mathcal{H}^+ \) holds for \( \psi_{[-1]} \) for all \( \tau \geq 0 \) for \( |a|/M \) sufficiently small:

\[
E_{\mathcal{H}^+(0,\tau)}(\psi_{[-1]}) + \int_{\Sigma_\tau \cap \{r \leq \hat{r}_4\}} |\partial \psi_{[-1]}|^2 + \int_{\mathcal{D}(0,\tau) \cap \{r \leq \hat{r}_4\}} |\partial \psi_{[-1]}|^2 \\
\leq \int_{\Sigma_0 \cap \{r \leq r_1\}} |\partial \psi_{[-1]}|^2 + \int_{\mathcal{D}(0,\tau) \cap \{\hat{r}_4 \leq r \leq r_1\}} |\partial \psi_{[-1]}|^2 \\
+ \int_{\mathcal{D}(0,\tau) \cap \{r_+ \leq r \leq r_1\}} |\phi_{[-1]}^1|^2.
\]  

(4.27)

Adding a small amount of estimate (4.27) to (4.24) and taking (1.26) into account, this finishes the proof of (1.44) for \( (\varphi_2^0, \varphi_2^1) \) in (1.45). The proof of (1.44) for \( (\varphi_0^0, \varphi_0^1) \) in (1.43) follows easily from Theorem 4.1 for \( \phi_{+1}^0 = \psi_{[-1]}/ (r^2 + a^2) \) and the definition of \( \tilde{\Phi}_0 \) in (1.26).

As to the high-order estimates, one just needs to consider the case \( n = 1 \) by induction. Commute the Killing vector field \( T \) with (1.40), \( \chi_0 Y \) with (1.40) for spin +1 component and (4.26) for spin \(-1\) component, then it follows easily from the redshift commutation property [17, Prop.5.4.1] and elliptic estimates that the estimate (1.47) for \( n = 1 \) holds true by replacing \( \varphi_k^0 \) \( (k = 0, 1) \) by \( \varphi_k^0 \) \( (k = 0, 1) \) defined by

\[
\varphi_k^0 = (r^2 + a^2)^{-\delta/2} \psi_{[+1]}, \quad \varphi_j^1 = \sqrt{r^2 + a^2} Y ((r^2 + a^2)^{-1/2} \psi_{[+1]}),
\]  

(4.28)

or \( \varphi_k^2 \) \( (k = 0, 1) \) by \( \varphi_k^2 \) \( (k = 0, 1) \) defined by

\[
\varphi_k^0 = \psi_{[-1]}, \quad \varphi_j^1 = (r^2 + a^2)^{1/2} V ((r^2 + a^2)^{-1/2} \Delta \psi_{[-1]}).
\]  

(4.29)

Due to the fact that the following equivalence relations hold true for \( j = 0, 2 \), any \( \tau \geq 0 \) and any nonnegative integer \( n \):

\[
\sum_{|i| \leq n} \sum_{k=0,1} E_{\tau}(\partial^i \varphi_j^k) \sim \sum_{|i| \leq n} \sum_{k=0,1} E_{\tau}(\partial^i \varphi_j^k),
\]  

(4.30a)

\[
\sum_{|i| \leq n} \sum_{k=0,1} E_{\mathcal{H}^+(0,\tau)}(\partial^i \varphi_j^k) \sim \sum_{|i| \leq n} \sum_{k=0,1} E_{\mathcal{H}^+(0,\tau)}(\partial^i \varphi_j^k),
\]  

(4.30b)

and

\[
\sum_{|i| \leq n} \int_{\mathcal{D}(0,\tau)} \left( \mathcal{M}_{\text{deg}}(\partial^i \varphi_j^1) + \mathcal{M}(\partial^i \varphi_j^0) \right) \\
\sim \sum_{|i| \leq n} \int_{\mathcal{D}(0,\tau)} \left( \mathcal{M}_{\text{deg}}(\partial^i \varphi_j^0) + \mathcal{M}(\partial^i \varphi_j^0) \right),
\]  

(4.30c)

\[
\sum_{|i| \leq n} \int_{\mathcal{D}(0,\tau)} \left( \mathcal{M}_{\text{deg}}(\partial^i \varphi_j^1) + \mathcal{M}(\partial^i \varphi_j^0) \right) \\
\sim \sum_{|i| \leq n} \int_{\mathcal{D}(0,\tau)} \left( \mathcal{M}_{\text{deg}}(\partial^i \varphi_j^1) + \mathcal{M}(\partial^i \varphi_j^0) \right),
\]  

(4.30d)
the high-order estimates (1.47) follow straightforwardly.
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Appendix A: Commutator Relations

Proposition A.1. For any scalar $\psi$ with spin weight $s \in \{+1, -1\}$, we have the following commutators

$$[L_s, V]\psi = -V\left((r^2 + a^2)\partial_r \left(\frac{\Delta}{(r^2 + a^2)^2}\right)\psi\right) - \frac{4ar}{r^2 + a^2} \partial_\phi V\psi$$

$$- \frac{2a^3}{r^2 + a^2} \partial_\phi \psi - a^2(r^2 + a^2)\partial_r \left(\frac{\Delta}{(r^2 + a^2)^2}\right) \psi,$$  \hspace{1cm} (A.1)

$$[L_s, V]\psi = V\left((r^2 + a^2)\partial_r \left(\frac{\Delta}{(r^2 + a^2)^2}\right)\psi\right) + \frac{4ar}{r^2 + a^2} \partial_\phi V\psi$$

$$- \frac{2a^3}{r^2 + a^2} \partial_\phi \psi - a^2(r^2 + a^2)\partial_r \left(\frac{\Delta}{(r^2 + a^2)^2}\right) \psi.$$  \hspace{1cm} (A.2)

Proof. Expand $L_s \psi$ into the form of

$$L_s \psi = -\sqrt{r^2 + a^2} Y \left(\frac{\Delta}{r^2 + a^2}\right) V\left(\sqrt{r^2 + a^2} \psi\right) + \frac{2ar}{r^2 + a^2} \partial_\phi \psi + \frac{a^2\Delta}{(r^2 + a^2)^2} \psi$$

$$+ \left(\frac{1}{\sin^2 \theta} \partial_\theta (\sin \theta \partial_\theta \phi) + \frac{\partial^2_\phi}{\sin^2 \theta} + \frac{2is \cos \theta}{\sin^2 \theta} \partial_\phi - \frac{s^2}{\sin^2 \theta}\right) \psi$$

$$+ 2a \partial^2_{t\phi} \psi + a^2 \sin^2 \theta \partial^2_{tt} \psi - 2ias \cos \theta \partial_t \psi.$$  \hspace{1cm} (A.3)

We prove the commutator relation (A.1), and commutator (A.2) is manifest from (A.1) by letting $s \rightarrow -s, t \rightarrow -t$ and $\phi \rightarrow -\phi$ (hence $\partial_t \rightarrow -\partial_t, \partial_\phi \rightarrow -\partial_\phi$ and $V \rightarrow -V$). We calculate the commutators between each term and $V$. The last two lines of (A.3) commute with $V$, and hence, their commutators vanish. We calculate for the last two terms on the first line the commutators

$$[\frac{2ar}{r^2 + a^2} \partial_\phi, V]\psi = -\frac{2a^3}{r^2 + a^2} \partial_\phi \psi,$$  \hspace{1cm} (A.4)

$$[\frac{a^2\Delta}{(r^2 + a^2)^2}, V]\psi = -a^2(r^2 + a^2)\partial_r \left(\frac{\Delta}{(r^2 + a^2)^2}\right) \psi.$$  \hspace{1cm} (A.5)

The remaining commutator is

$$[-\sqrt{r^2 + a^2} Y \left(\frac{\Delta}{r^2 + a^2}\right) V\left(\sqrt{r^2 + a^2}\right), V]\psi$$

$$= -\sqrt{r^2 + a^2} Y \left(\frac{\Delta}{r^2 + a^2}\right) V\left((r^2 + a^2)V\left(\sqrt{r^2 + a^2}\right)\right)$$

$$+ \sqrt{r^2 + a^2} Y\left((r^2 + a^2)Y\left(\frac{\Delta}{r^2 + a^2}\right) \left((r^2 + a^2)V\left(\sqrt{r^2 + a^2}\right)\right)\right).$$
\[
-\frac{(r^2+a^2)^{3/2}}{\Delta} \left[ \frac{\Delta}{r^2+a^2} Y, \frac{\Delta}{r^2+a^2} V \right] \left( (r^2+a^2)V(\sqrt{r^2+a^2}\psi) \right) \\
- \sqrt{r^2+a^2}V \left( (r^2+a^2)^2 \partial_r \left( \frac{\Delta}{(r^2+a^2)^2} \right) V(\sqrt{r^2+a^2}\psi) \right).
\]

Since \( \left[ \frac{\Delta}{r^2+a^2} Y, \frac{\Delta}{r^2+a^2} V \right] = \frac{4ar\Delta}{(r^2+a^2)^2}\partial_\phi \), relation (A.1) follows from the above commutator relations (A.4)–(A.6).

\[ \square \]

Appendix B: Energy and Morawetz Estimates for Inhomogeneous SWFIE on Schwarzschild

B.1. Energy estimate

Multiplying (1.54) by \( T\overline{\psi_{m\ell}} = \partial_t\overline{\psi_{m\ell}} \) and taking the real part, we arrive at an identity:

\[
-\Re \left( F_{m\ell}\partial_t\overline{\psi_{m\ell}} \right) = -\partial_r \left( \Re \left( \Delta \partial_r\psi_{m\ell}\partial_t\overline{\psi_{m\ell}} \right) \right) \\
+ \frac{1}{2}\partial_t \left( \frac{r^2}{\Delta} |\partial_r \varphi|^2 + \Delta |\partial_r \psi_{m\ell}|^2 + \ell(\ell+1)|\psi_{m\ell}|^2 - \frac{2M}{r} |\psi_{m\ell}|^2 \right).
\]

Since \( \ell \geq |s| = 1 \) and \( \ell(\ell+1) \geq 2 \), it follows

\[
\ell(\ell+1) - \frac{2M}{r} \geq \frac{1}{2}\ell(\ell+1).
\]

(B.1)

Summing over \( m \) and \( \ell \), applying the identity (1.53) and finally integrating with respect to the measure \( dt^*dr \) over \( \{(t^*, r)|0 \leq t^* \leq \tau, 2M \leq r < \infty\} \), we have the following energy estimate:

\[
E_T^T(\psi) + E_{HT+}(0, \tau)(\psi) \leq C \left( E_0^T(\psi) + \int_{\mathcal{D}(0, \tau)} |r^{-2}\Re(F\overline{\partial_t \psi})| \right).
\]

(B.2)

Here, for any \( \tau \geq 0 \), in global Kerr coordinates,

\[
E_T^T(\psi) = \int_{\Sigma_\tau} \left( |\partial_r \psi|^2 + |\nabla \psi|^2 + \Delta r^{-2} |\partial_r \psi|^2 \right),
\]

(B.3a)

and in ingoing Kerr coordinates,

\[
E_{HT+}^T(\psi) = \int_{\mathcal{H}+(0, \tau)} \left( |\partial_r \psi|^2 + \Delta r^{-2} |\nabla \psi|^2 \right).
\]

(B.3b)

B.2. Morawetz Estimate

In this section, we use the multipliers as in [3, 5] and prove a Morawetz estimate for (1.48). We multiply (1.54) by a general radial multiplier

\[
X(\overline{\psi_{m\ell}}) = \hat{f}\partial_r\overline{\psi_{m\ell}} + \hat{q}\overline{\psi_{m\ell}},
\]

(B.4)

take the real part and obtain

\[
-\Re \left( X(\overline{\psi_{m\ell}})F_{m\ell} \right) \\
= \frac{1}{2}\partial_r \left( \hat{f} \left[ (\ell(\ell+1) - \frac{2M}{r}) |\psi_{m\ell}|^2 - \frac{r^4}{\Delta} |\partial_r \psi_{m\ell}|^2 - \Delta |\partial_r \psi_{m\ell}|^2 \right] \right) \\
+ \frac{1}{2}\partial_r \left( (\partial_r(\Delta \hat{q}) - 2\hat{q}(r-M) - r^{-1}B^r(r)) |\psi_{m\ell}|^2 - \Re \left( 2\Delta \hat{q}\overline{\psi_{m\ell}}\partial_r\psi_{m\ell} \right) \right) \\
+ \partial_t \left( \Re \left( \frac{r^4}{\Delta} X(\overline{\psi_{m\ell}})\partial_t\overline{\psi_{m\ell}} \right) \right) + B(\overline{\psi_{m\ell}}).
\]

(B.5)
The bulk term
\[
B(\psi_{m\ell}) = B^t(r)|\partial_t\psi_{m\ell}|^2 + B^0(r)|\psi_{m\ell}|^2 \\
+ r^{-2}B^r(r)|\partial_r(r\psi_{m\ell})|^2 + B^\ell(r)\left(\ell(\ell + 1)|\psi_{m\ell}|^2\right),
\]
with
\[
B^t(r) = \frac{1}{2}\partial_r(r^4\Delta^{-1}\hat{f}) - \hat{q}r^4\Delta^{-1} \\
B^r(r) = \frac{1}{2}\partial_r(\Delta\hat{f}) - 2\hat{f}(r - M) + \Delta \hat{q} \\
B^\ell(r) = -\frac{1}{2}\partial_r(\hat{f}) + \hat{q} \\
B^0(r) = \partial_r(\hat{q}(r - M)) - \frac{1}{2}\partial^2_{rr}(\Delta \hat{q}) - 2Mr^{-1}\hat{q} + \partial_r(Mr^{-1}\hat{f}) \\
+ r^2(\partial_r(r^{-3}B^r(r)) + r^{-4}B^r(r)).
\]
By taking \((\hat{f}, \hat{q}) = \left(\frac{2(r-2M)(r-3M)}{r^4}, \frac{(2r-3M)\Delta}{r^4}\right)\), the above coefficients are
\[
B^t(r) = 0, \quad B^0(r) = -9Mr^{-2} + 60M^2r^{-3} - 90M^3r^{-4}, \\
B^r(r) = 6M\Delta^2r^{-4}, \quad B^\ell(r) = 2(r - 3M)^2r^{-3}.
\]
Under this choice of \(\hat{f}\) and \(\hat{q}\),
\[
(B^0(r) + B^\ell(r)\ell(\ell + 1))|\psi_{m\ell}|^2 \geq (B^0(r) + 2B^\ell(r))|\psi_{m\ell}|^2 \\
= \frac{4r^3 - 33Mr^2 + 96M^2r - 90M^3}{r^4}|\psi_{m\ell}|^2.
\]
There exists exactly one real root for the third-order polynomial \(4r^3 - 33Mr^2 + 96M^2r - 90M^3\), and this root is less than \(2M\); therefore, there exists a universal constant \(c > 0\) such that for any \(r \geq 2M\),
\[
B(\psi_{m\ell}) \geq c\left(\frac{\Delta^2}{r^4} |\partial_r\psi_{m\ell}|^2 + \frac{1}{r} |\psi_{m\ell}|^2 + \frac{(r - 3M)^2}{r^3}\ell(\ell + 1)|\psi_{m\ell}|^2\right).
\]
Furthermore, if we take \((\hat{f}, \hat{q}) = (0, -\frac{\Delta(r-3M)^2}{r^4})\) in (B.5), this allows us to control the bulk integral of \(|\partial_t\psi_{m\ell}|^2\) part by the bulk integral of the RHS of (B.8). We add this estimate to the obtained (B.8) to produce positive definite bulk integrals, sum over \(m\) and \(\ell\), apply identity (1.53), integrate with respect to the measure \(dt^*dr\) over \(\{(t^*, r)|0 \leq t^* \leq \tau, 2M \leq r < \infty\}\), utilize estimate (B.2) to bound the boundary terms at horizon, eventually arriving at the following Morawetz estimate in global Kerr coordinates
\[
\int_{\mathcal{D}(0, \tau)} \left(\frac{\Delta^2}{r^4} |\partial_r\psi|^2 + \frac{1}{r^3} |\psi|^2 + \frac{(r - 3M)^2}{r^3} \left(\frac{1}{r^3} |\partial_t\psi|^2 + \frac{1}{r} |\nabla \psi|^2\right)\right) \\
\leq E_T^T(\psi) + E_0^T(\psi) + \int_{\mathcal{D}(0, \tau)} r^{-2} \left(|\Re(X(\psi)F)| + |\Re(h\psi F)|\right).
\]
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