Infinitely many sign-changing solutions of a critical fractional equation
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Abstract
In this paper, we obtain results of nonexistence of nonconstant positive solutions, and also existence of an unbounded sequence of sign-changing solutions for some critical problems involving conformally invariant operators on the unit sphere, in particular to the fractional Laplacian operator in the Euclidean space. Our arguments are based on a reduction of the initial problem in the Euclidean space to an equivalent problem on the standard unit sphere and vice versa, what together with blow up arguments, a variant of Pohozaev’s type identity, a refinement of regularity results for this type operators, and finally, by exploiting the symmetries of the sphere.
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1 Introduction
In recent years, a wide variety of problems involving nonlocal operators have been intensively studied by many researchers. Examples of these operators are the conformally invariant operators $P_k^x$ on Riemannian manifolds $(M^n, g)$ constructed by Graham et al. [26], where $k$ is any positive integer if $n$ is odd, or $k \in \{1, \ldots, n/2\}$ if $n$ is even. Moreover, for $n > 2$, we have that
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\(P^g_1\) is the well known conformal Laplacian \(-\Delta_g + c(n)R_g\), where \(\Delta_g\) is the Laplace–Beltrami operator, \(c(n) = (n - 2)/4(n - 1)\), \(P^g_1(1) = R_g\) is the scalar curvature of \(M\). Also, for \(n > 4\), \(P^g_2\) is the Paneitz operator and \(P^g_3(1)\) is the Q-curvature.

Making use of a generalized Dirichlet to Neumann map, Graham and Zworski [27] showed the existence of the conformally invariant operators \(P^g_s\) of non-integer order \(s \in (0, n/2)\) on the conformal infinity of asymptotically hyperbolic manifolds. Using this result, Chang and González [12] were able to define conformally invariant operators \(P^g_s\) of non-integer order, by using the localization method of Caffarelli and Silvestre [10]. Thus, these operators lead naturally to a fractional order curvature \(R^g_s = P^g_s(1)\), which is called \(s\)-curvature. A typical example is the standard unit sphere \((\mathbb{S}^n, g_{S^n})\) with \(n > 2\). Let \(g\) be a representative in the conformal class \([g_{S^n}] = \{\tilde{\rho} g_{S^n} : 0 < \tilde{\rho} \in C^\infty(S^n)\}\). By looking to \((\mathbb{S}^n, [g_{S^n}]\) as the conformal infinity of the Poincaré ball \((\mathbb{B}^{n+1}, g_{\mathbb{B}^{n+1}})\) and using Graham-Zworski’s work, we obtain a family of conformally covariant (pseudo) differential operators \(P^g_s\) for \(g \in [g_{S^n}]\) and \(s \in (0, n/2)\). These operators satisfy the following conformal transformation relation (see also [12, 25]):

\[
P^g_s(u) = \rho^{-\frac{4s}{n-2}} P^g_{s\rho^2}(\rho u)\quad \text{for all } \rho, u \in C^\infty(S^n)\quad \text{with } g = \rho^{-\frac{4}{n-2}} g_{S^n}. \tag{1.1}
\]

Moreover, the \(s\)-curvature for \((\mathbb{S}^n, g)\) can be computed as

\[
R^g_s = \rho^{-\frac{4s}{n-2}} P^g_s(\rho) = P^g_s(1),
\]

where \(P^g_s := P^g_{s\rho^2}\) can be written as (see Beckner [5], Branson [8] and Morpurgo [42]):

\[
P^g_s = \frac{\Gamma(B + \frac{1}{2} + s)}{\Gamma(B + \frac{1}{2} - s)} B = \sqrt{-\Delta_{g_{S^n}} + \left(\frac{n - 1}{2}\right)^2},
\]

where \(\Gamma\) is the Gamma function, and \(\Delta_{g_{S^n}}\) is the Laplace–Beltrami operator on \((\mathbb{S}^n, g_{S^n})\).

Using stereographic projection we obtain a better view of \(P^g_s\) on \(\mathbb{R}^n\). Indeed, let \(N\) be the north pole of \(\mathbb{S}^n\), and \(\mathcal{F}^{-1} : \mathbb{S}^n\setminus\{N\} \to \mathbb{R}^n\) the stereographic projection, which is the inverse of

\[
\mathcal{F} : \mathbb{R}^n \to \mathbb{N}^n\setminus\{S\}, \quad y \mapsto \left(\frac{2y}{1 + |y|^2} - \frac{1}{2}, \frac{1 - |y|^2}{1 + |y|^2}\right).
\]

Then

\[
(P^g_s u) \circ \mathcal{F} = |J_{\mathcal{F}}|^{-\frac{n-2s}{2s}} (-\Delta)^s (|J_{\mathcal{F}}|^{-\frac{n-2s}{2s}} (u \circ \mathcal{F})) \quad \text{for all } u \in C^\infty(\mathbb{S}^n),
\]

where \(J_{\mathcal{F}}\) is the Jacobian of \(\mathcal{F}\), and \((-\Delta)^s\) is the fractional Laplacian operator (see, e.g., page 117 of [47]).

There are several works on nonlocal problems involving these conformally invariant operators of fractional order and \(s\)-curvature, e.g., the singular fractional Yamabe problem, the fractional Yamabe flow and the fractional Nirenberg problem are investigated (see [16, 25, 32, 34, 35] and references therein).

In this work, we will consider the following problem

\[
I^g_s u := P^g_s u - R^g_s u = f(\xi, u)\quad \text{in } \mathbb{S}^n, \tag{1.2}
\]
where $g \in \{g_{S^p}\}$, $s \in (0, n/2)$ and $f : \mathbb{S}^n \times \mathbb{R} \to \mathbb{R}$ is a continuous function verifying the following conditions:

\[(F_1)\] $f(\zeta, t) = -f(\zeta, t)$ for all $\zeta \in \mathbb{S}^n$ and $t \in \mathbb{R}$;

\[(F_2)\] For $p \in (1, (n + 2)/(n - 2s)]$, there exists a positive constant $C$ and such that

$$|f(\zeta, t)| \leq C(1 + |t|^p) \text{ for all } \zeta \in \mathbb{S}^n \text{ and } t \in \mathbb{R}^n;$$

\[(F_3)\] There are two constants $\mu > 2$ and $R > 0$ such that

$$0 < \mu F(\zeta, t) \leq tf(\zeta, t) \text{ for all } \zeta \in \mathbb{S}^n \text{ and } t \in \mathbb{R},$$

where $F(\zeta, t) = \int_0^t f(\zeta, \tau) d\tau$ for all $\zeta \in \mathbb{S}^n$ and $t \in \mathbb{R}.$

If $s = 1$ and $f(\cdot, t) = |t|^{p-1}t - \lambda t$, then \((1.2)\) becomes

$$-\Delta_g u = u^p - \lambda u, \ u > 0 \text{ in } \mathbb{S}^n. \quad (1.3)$$

When $p = (n + 2)/(n - 2)$, the problem \((1.3)\) is related to the so-called Brezis–Nirenberg problem if $\lambda$ is a negative constant, whereas, if $4(n - 1)\lambda = (n - 2)R_g$, where $R_g$ denotes the scalar curvature of $\mathbb{S}^n$, then \((1.3)\) is just the classical Yamabe problem in the conformal geometry. In the case where $g = g_{S^n}$ is the standard metric, there are infinitely many solutions to the Yamabe problem with respect to the metric $g$ since the conformal group of the standard unit $n$-sphere is also infinite. On the other hand, in the spirit of Lin-Ni’s conjecture [40], it was shown by Brezis and Li [9] for the case $n = 3$ and by Hebey [30] for $n \geq 4$ with $R_g > 0$ that there exists a $\lambda > 0$ such that \((1.3)\) has only a constant solution for $0 < \lambda < \bar{\lambda}$. Such kind of uniqueness results for \((1.3)\) was also shown by Licois and Véron [38] for the subcritical case, that is, $1 < p < (n + 2)/(n - 2)$. Other versions of such results can be found in [6, 21, 23].

Brezis and Li [9] also studied the problem \((1.2)\) in the standard sphere $(\mathbb{S}^n, g_{S^n})$. They showed that \((1.2)\) admits only constant solutions provided that $s = 1, f$ is such that $f(\cdot, t) = f(t)$ and the function $h(t) = t^{-(n+2)/(n-2)}(f(t) + n(n-2)t/4)$ are decreasing on $(0, +\infty)$. Hence, considering the particular problem \((1.3)\) on the standard sphere, they showed that if $0 < \lambda < n(n-2)/4$, then the only positive solution to \((1.3)\) is the constant $u \equiv \lambda^{1/(p-1)}$. Recently, we generalized the Brezis–Li’s results for systems in the case $s \in (0, n/2)$, see [1].

Let $H^s(\mathbb{S}^n, g)$ denote the completion of the space of smooth functions $C^\infty(\mathbb{S}^n)$ under the norm $\| \cdot \|_{s,g}$ induced by the scalar product

$$\langle u, v \rangle_{s,g} := \int_{\mathbb{S}^n} uP_s^g v \, d\theta_g, \ u, v \in C^\infty(\mathbb{S}^n). \quad (1.4)$$

In Sect. 2, we will see that the quadratic form $\langle \cdot, \cdot \rangle_{s,g}$ induces a unique positive self adjoint operator defined in $H^s(\mathbb{S}, g)$ which coincides with $P_s^g$ in $C^\infty(\mathbb{S}^n)$. In view of the above, the expression \((1.4)\) is well-defined for general elements in $H^s(\mathbb{S}^n, g)$.

Throughout the paper, we assume that

$$\lambda_{1,s,g} = \inf_{u \in H^s(\mathbb{S}^n, g)} \frac{\int_{\mathbb{S}^n} (u - \overline{u})(P_s^g(u - \overline{u}) - R_s^g \cdot (u - \overline{u})) \, d\theta_g}{\int_{\mathbb{S}^n} (u - \overline{u})^2 \, d\theta_g} > 0, \quad (1.5)$$

where $s \in (0, n/2)$ and $\overline{u} := \frac{1}{\mathcal{Q}_{\mathbb{S}^n}} \cdot u \, d\theta_g$. In the case $g = g_{S^n}$ and $s \in (0, n/2)$, the value $\lambda_{1,s,g}$ is always positive (see Appendix).
In general, that is, \( g \in \mathcal{G}_{S^n} \), we have that for \( s = 1 \), the value \( \lambda_{1,1,g} \) is the first eigenvalue of the operator \( P_1 - R_1^g = -\Delta_g \) on \( (\mathbb{S}^n, g) \), which is positive. When \( s \in (0, 1) \), Pavlov and Samko [45] showed that

\[
P_s(u)(\xi) = C_{n,s} P.V. \int_{\mathbb{S}^n} \frac{u(\xi) - u(z)}{\xi - z} |z|^{n+2s} \, d\theta(z) + P_s(1)u(\xi), \quad u \in C^2(\mathbb{S}^n), \quad \xi \in \mathbb{S}^n,
\]

where \( C_{n,s} = \frac{2^s \pi^{\frac{n+2s}{2}}}{\Gamma(\frac{n+2s}{2})} \cdot 1 \) is the Euclidean distance in \( \mathbb{R}^{n+1} \) and \( P.V. \int_{\mathbb{S}^n} \) is understood as \( \lim_{\varepsilon \to 0} \int_{|z-y| > \varepsilon} \). From (1.1) and (1.6), one can without difficulty check that (1.5) holds for \( s \in (0, 1) \), (see [1]). So that, this assumption is plausible.

Motivated by these results, we can state our first main result about the uniqueness of solutions for (1.2) as follows.

**Theorem 1.1** Let \( g \in \mathcal{G}_{S^n} \) be a conformal metric on \( \mathbb{S}^n \). Assume that \( R_1^g \) is positive for \( p = (n + 2s)/(n - 2s) \). If \( s \in (0, n/4) \) and \( p \in (1, (n + 2s)/(n - 2s)) \), then there exists some \( \lambda^* = \lambda^*(n, s, g, \mathbb{S}^n) > 0 \) such that the only positive solution of (1.2), with \( f(\cdot, t) = t^p - \lambda t \), is the constant solution \( u = \lambda^{1/(p-1)} \) for \( 0 < \lambda < \lambda^* \) on \( (\mathbb{S}^n, g) \).

In the case \( g = g_{S^n} \) and \( s \in (0, n/2) \), it was shown in [1] that \( \lambda^n = \Gamma(n/2 + s)/\Gamma(n/2 - s) \). Moreover, if \( p \) is a subcritical exponent, then the conclusion of the above theorem holds for \( \lambda = \lambda^* \) on \( (\mathbb{S}^n, g_{S^n}) \).

The proof of Theorem 1.1 consists in two cases: subcritical and critical. The subcritical case was shown in [1]. In the critical case, we will use methods of blow up analysis and compactness of solutions for any \( s \in (0, n/2) \) that will be developed in Sect. 3. In both cases, it is essential that the solutions are positive. This condition leads to the following question: Does the conclusion of Theorem 1.1 hold if the solution of (1.2) is positive somewhere?

To answer the question, it is necessary to analyse the following problem

\[
\begin{cases}
(-\Delta)^s v = |v|^{2^*_s - 2} v & \text{in } \mathbb{R}^n, \\
u \in D^{s,2}(\mathbb{R}^n),
\end{cases}
\]

where \( s \in (0, n/2), n > 2, 2^*_s = 2n/(n - 2s) \) and \( D^{s,2}(\mathbb{R}^n) \) denotes the space of real-valued functions \( u \in L^{2^*_s}(\mathbb{R}^n) \) whose energy associated to \( (-\Delta)^s \) is finite, that is,

\[
\|v\|_{s}^2 := \int_{\mathbb{R}^n} v(-\Delta)^s v \, dx = \int_{\mathbb{R}^n} |\hat{v}|^{2^*_s} |\hat{v}|^2 \, dx < +\infty,
\]

where \( \hat{v} \) denotes the Fourier transform. The space \( D^{s,2}(\mathbb{R}^n) \) can be also seen as the completion of the space of smooth function with compact support in \( \mathbb{R}^n \) under the norm (1.8).

Note that, if \( s = 1 \), then \( (-\Delta)^s = -\Delta \) is the classical Laplacian operator, and (1.8) becomes

\[
\|v\|_{1}^2 := \int_{\mathbb{R}^n} |\nabla v|^2 \, dx,
\]

and if \( s \in (0, 1) \), then

\[
\|v\|_{s}^2 := \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{[v(x) - v(y)]^2}{|x - y|^{n+2s}} \, dx \, dy.
\]
As we will see, the problem (1.2) contains the problem (1.7). In Gidas et al. [22], proved that any positive solution of

$$-\Delta v = |v|^{\frac{4}{n-2}} v \text{ in } \mathbb{R}^n,$$

with some decay at infinity, and by Caffarelli et al. [11] without condition at infinity are necessarily of the form

$$v(x) = \frac{[n(n-2)a^2]^{\frac{n-2}{n}}}{(a^2 + |x-x_0|^2)^{\frac{n-2}{2}}},$$

where $a > 0$, $x_0 \in \mathbb{R}^n$. For some generalizations of this result when the right hand side of (1.9) is a function well behaved, or $\mathcal{H}^n$ is substituted by $\mathcal{H}^+_n$, see Damascelli and Gladiali [18] and references therein. This question also was addressed in a more general setting by Lin [39], Wei and Xu [51], by considering the polyharmonic operator when $n > 2m$, $m \in \mathbb{N}$. They used the moving plane method to prove that all positive solutions of the problem

$$(-\Delta)^m v = |v|^{\frac{4m}{n-2m}} v \text{ in } \mathbb{R}^n, v \in D^{2,m}(\mathbb{R}^n),$$

take the form

$$v(x) = \frac{C_{n,m}}{(a^2 + |x-x_0|^2)^{\frac{n-2m}{2}}},$$

where $C_{n,m}$ is a constant depending of $n$ and $m$. Later, Guo and Liu [29] generalized Wei and Xu’s results.

With the assumption that the solutions have finite energy, Ding [20] showed that (1.9) has an unbounded sequence of solutions that are different from those given by (1.10). Following the same idea of [20], Bartsch et al. [3] proved the existence of infinitely many sign-changing weak solutions of (1.11).

In the fractional setting, for $s \in (0,n/2)$, Chen et al. [15] showed that the positive solutions of (1.7) are the form

$$u(x) = \frac{C_{n,s}}{(a^2 + |x-x_0|^2)^{\frac{n+2s}{2}}},$$

After that, Chen and Li [14], Yu [52] generalized this result by showing the nonexistence of positive solutions for a class of nonlocal equations. Note that the equation (1.7) is invariant under the conformal transformations on $\mathbb{R}^n$, and its respective positive solutions obtained have the same energy. Since (1.7) is a particular case of (1.2) (see Lemma 2.1) then the existence of sign-changing solutions of (1.8) is a consequence of the following result.

**Theorem 1.2** Let $g$ be the standard metric on $S^n$. If $s \in (0,n/2)$, then there exists an unbounded sequence $\{u_l\}_{l \in \mathbb{N}}$ in $H^s(S^n, g)$ of solutions of (1.2) provided that $f(\cdot, t) = f(t)$. In particular, the problem (1.7) has an unbounded sequence $\{v_l\}_{l \in \mathbb{N}}$ in $D^{s,2}(\mathbb{R}^n)$ of nonradial sign-changing solutions for any $s \in (0,n/2)$. 
Recently in [46, 49] it was shown that (1.7) has at least a finite number of nonradial sign-changing solutions. Different from them, our arguments here are based on the ideas of [3, 20]. Some works on the study of the existence of sign-changing solutions for some equations involving the fractional Laplace operator and for fractional Yamabe problems can be referred to in [13, 28, 36, 41] and references therein.

In the case $g = g_{S^n}$, it was shown in [1] that the positive solutions of problem (1.2) are constants provided that $f(\cdot, t) = f(t)$ and the function $h(t) = t^{-\frac{n+2}{n-2}}[f(t) + R_s^g t]$ is decreasing on $(0, +\infty)$. As a counter part of this result, we have:

**Corollary 1.3** Let $g$ be the standard metric on $S^n$ and $s \in (0, n/2)$. Assume that $f(\cdot, t) = f(t)$ is nondecreasing for $s > 1$, and the function $h(t) = t^{-\frac{n+2}{n-2}}[f(t) + R_s^g t]$ is decreasing on $(0, +\infty)$ for $s > 0$. Then there exists an unbounded sequence $\{u_l\}_{l \in \mathbb{N}}$ in $H^s(S^n, g)$ of sign-changing solutions of (1.2).

The function $f$ considered in Theorem 1.1 is a typical example for this case. So, (1.2) becomes

$$P_s u - R_s u = |u|^{p-1} u - \lambda u \quad \text{in } S^n,$$

(1.13)

where $R_s$ denotes the $s$-curvature on the standard sphere $(S^n, g_{S^n})$, $0 < \lambda < \lambda^*$ and $\lambda^*$ is given by Theorem 1.1. Then by Corollary 1.3 and Theorem 1.1, we have:

**Corollary 1.4** Let $g$ be the standard metric on $S^n$ and $s \in (0, n/2)$. Assume that $p \leq (n + 2)/(n - 2s)$, $\lambda \leq \lambda^*$ and at least one of these inequalities is strict. Then there exists an unbounded sequence $\{u_l\}_{l \in \mathbb{N}}$ in $H^s(S^n, g)$ of sign-changing solutions of (1.13).

In the prove of these results, we use variational techniques combined with the symmetries of $S^n$, which plays an important role because it permits us to reduce a problem on $\mathbb{R}^n$ to an equivalent problem on the standard unit sphere $S^n$ and vice versa.

Using all the arguments mentioned jointly with the fountain theorem [4] and the principle of symmetric criticality [44], we will generalize Theorem 1.2 for the case $g \in [g_{S^n}]$. For this purpose, we introduce some notations. Given a unit sphere $(S^n, g)$ which is conformally equivalent to the standard unit sphere, we denote by $Isom^g(S^n)$ the group of isometries of $(S^n, g)$. It is well known that $Isom^g(S^n)$ is a compact Lie group and its action is differentiable on $S^n$. Moreover, the compact Lie group $O(n + 1)$ acts isometrically on $S^n$. For a closed subgroup $G$ of $Isom^g(S^n)$, we set

$$H^s_G(S^n, g) := \{u \in H^s(S^n, g); \forall \sigma \in G, \sigma u = u\}.$$

For $x \in S^n$, we denote the orbit of $x$ under the action of $G$ by

$$O^x_G := \{\sigma(x); \sigma \in G\},$$

and the isotropy group of $x$ by

$$S^x_G := \{\sigma \in G; \sigma(x) = x\}.$$

Now, we state our following result that generalizes the Theorem 1.2. Furthermore, such result implies results on the existence of infinite different solutions for some fractional or non-local problems on $\mathbb{R}^n$. 
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Theorem 1.5 Let $G \subset O(n + 1)$ be a closed subgroup with $k = \min_{x \in \mathbb{S}^n} \text{dim } O^x_G \geq 1$ and let $g = \varphi^{-1/2} g_{\mathbb{S}^n}$ be a conformal metric on $\mathbb{S}^n$ with $0 < \varphi \in C^\infty(\mathbb{S}^n)$ and $s \in (0, n/2)$. If $\text{dim } H^s_G(\mathbb{S}^n, g) = \infty$, $\varphi$ is $G$-invariant, and $f$ is $G$-invariant on the $\zeta$-variable, then there exists an unbounded sequence $\{u_l\}_{l \in \mathbb{N}}$ in $H^s(\mathbb{S}^n, g)$ of solutions of (1.2).

The condition on the dimension of $H^s_G(\mathbb{S}^n, g)$ is essential in the proof of the above theorem. However, depending on the choice of the subgroup $G$ and the metric $g$, one can show that this condition holds. (see Examples 4.4, 4.5 and 4.6).

As a counter part of Theorem 1.1, we have:

Corollary 1.6 Under assumptions of Theorem 1.1 and Theorem 1.5, then there exists some $\lambda^* = \lambda^*(n, s, g, \mathbb{S}^n) > 0$ such that (1.2), with $f(\cdot, t) = |t|^{n-1} - \lambda t$, has an unbounded sequence $\{u_l\}_{l \in \mathbb{N}}$ in $H^s(\mathbb{S}^n, g)$ of sign-changing solutions for each $0 < \lambda < \lambda^*$.

The proof of Theorem 1.5 will be carried out in Sect. 4 and is based on the arguments developed by Ding [20] for the case of the standard sphere, and by Hebey and Vaugon [31] for the case of the conformal sphere.

2 A problem on $\mathbb{R}^n$ equivalent to (1.2)

Let $\mathcal{F}$ be the inverse of the stereographic projection with $S \in \mathbb{S}^n$ being the south pole. We recall that $\mathcal{F}$ is a conformal diffeomorphism. More precisely, if $g_{\mathbb{R}^n}$ denotes the flat Euclidean metric on $\mathbb{R}^n$, then the pullback of $g_{\mathbb{S}^n}$ to $\mathbb{R}^n$ satisfies

$$\mathcal{F}^* g_{\mathbb{S}^n} = \frac{4}{(1 + |y|^2)^2} g_{\mathbb{R}^n}.$$ 

Moreover, the corresponding volume element is given by

$$d\theta_{g_{\mathbb{R}^n}} = \left(\frac{2}{1 + |y|^2}\right)^n dy. \quad (2.1)$$

For a function $v : \mathbb{S}^n \rightarrow \mathbb{R}$, we define

$$\mathcal{P} v : \mathbb{R}^n \rightarrow \mathbb{R}, \quad (\mathcal{P} v)(y) := \xi(y) v(\mathcal{F}(y)),$$

where

$$\xi(y) = \left(\frac{2}{1 + |y|^2}\right)^{\frac{n-2}{2}}.$$ 

From (2.1), one can easily verify that $\mathcal{P}$ defines an isometric isomorphism between $L^2(\mathbb{S}^n, g_{\mathbb{S}^n})$ and $L^2(\mathbb{R}^n, g_{\mathbb{R}^n})$. Denote by $H^s(\mathbb{S}^n)$ the completion of the space of smooth functions $C^\infty(\mathbb{S}^n)$ under the norm $\| \cdot \|_s$ induced by the scalar product

$$\langle v, w \rangle_s := \langle \mathcal{P} v, \mathcal{P} w \rangle_s, \quad v, w \in C^\infty(\mathbb{S}^n), \quad (2.2)$$

where $\langle \cdot, \cdot \rangle_s$ is defined by (1.8). Hence, by construction, $\mathcal{P}$ is also an isometric isomorphism between $(H^s(\mathbb{S}^n), \| \cdot \|_s)$ and $(D^{s,2}(\mathbb{R}^n), \| \cdot \|_s)$. 
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By Lax-Milgam theorem, there is a unique positive self adjoint invertible operator 
\( A_s : H^s(\mathbb{S}^n) \to H^s(\mathbb{S}^n) \) such that

\[
\langle u, A_s v \rangle_s = \int_{\mathbb{S}^n} u v \, d\theta_{g_s} \quad \text{for all } u, v \in H^s(\mathbb{S}^n).
\]

Hence, \( A_s^{-1} \) coincides with \( P_s \) in \( C^\infty(\mathbb{S}^n) \), \( H^s(\mathbb{S}^n) = H^s(\mathbb{S}, g_{S^n}) \),

\[
\|u\|_s^2 = \int_{\mathbb{S}^n} u A_s^{-1} u \, d\theta_{g_s} \quad \text{for all } u \in H^s(\mathbb{S}^n).
\]

and

\[
(A_s^{-1} u) \circ \mathcal{F} = \xi^{-\frac{n+2s}{n-2}} (-\Delta)^s (P u) \quad \text{for all } u \in C^\infty(\mathbb{S}^n).
\]

Similarly, given \( g = \phi^\frac{4}{n-2} g_{S^n} \) with \( 0 < \phi \in C^\infty(\mathbb{S}^n) \), there is a unique positive self adjoint invertible operator \( A_s^g : H^s(\mathbb{S}^n, g) \to H^s(\mathbb{S}^n, g) \) such that

\[
\langle u, A_s^g v \rangle_{s,g} = \int_{\mathbb{S}^n} u v \, d\theta_g \quad \text{for all } u, v \in H^s(\mathbb{S}, g),
\]

\( (A_s^g)^{-1} \) coincides with \( P_s^g \) in \( C^\infty(\mathbb{S}^n) \) and

\[
\|u\|_{s,g}^2 = \int_{\mathbb{S}^n} u (A_s^g)^{-1} u \, d\theta_g \quad \text{for all } u \in H^s(\mathbb{S}^n, g)
\]

By (1.1), we have, for all \( u \in C^\infty(\mathbb{S}^n) \),

\[
(A_s^g)^{-1}(u) := \phi^{-\frac{n+2s}{n-2}} A_s^{-1}(\phi u), \quad \|u\|_{s,g} = \|\phi u\|_s,
\]

\[
(A_s^g)^{-1}(u) \circ \mathcal{F} = (\mathcal{P} \phi)^{-\frac{n+2s}{n-2}} (-\Delta)^s (\mathcal{P}(\phi u)).
\]

For simplicity of notation, we write \( A_s^{-1} \) and \( (A_s^g)^{-1} \) by \( P_s \) and \( P_s^g \), respectively.

Consider the problem:

\[
\begin{cases}
(-\Delta)^s v = [\xi(\phi \circ \mathcal{F})]^\frac{n+2s}{n-2} f \left( v, \frac{v}{\xi(\phi \circ \mathcal{F})} \right) + \tilde{R}_s^g \frac{v}{\xi(\phi \circ \mathcal{F})} & \text{in } \mathbb{R}^n, \\
v \in D^{s/2}(\mathbb{R}^n), \quad 0 < s < n/2,
\end{cases}
\]

where \( 0 < \phi \in C^\infty(\mathbb{S}^n) \), \( \tilde{R}_s^g = R_s^g \circ \mathcal{F} \) and \( R_s^g \) is the \( s \)-curvature of \( \mathbb{S}^n \) with \( g = \phi^{4/(n-2s)} g_{S^n} \). The following lemma constitutes the bridge between (1.2) and (2.5). From now on, solution means a solution in the weak sense.

**Lemma 2.1** Let \( g = \phi^{4/(n-2s)} g_{S^n} \) be a conformal metric on \( \mathbb{S}^n \) where \( 0 < \phi \in C^\infty(\mathbb{S}^n) \) and \( s \in (0, n/2) \). Then every solution \( u \in H^s(\mathbb{S}^n, g) \) of (1.2) corresponds to a solution \( v \in D^{s/2}(\mathbb{R}^n) \) of (2.5) and

\[
\|v\|_s = \|u\|_{s,g}.
\]

**Proof** Let \( u \in H^s(\mathbb{S}^n, g) \) be a solution of (1.2). Define \( v(y) = \mathcal{P}(\phi u)(y), \ y \in \mathbb{H}^n \). We shall prove first that \( v \in D^{s/2}(\mathbb{R}^n) \). By (1.8), (2.3) and (2.4), we have
\[\|v\|^2_s = \int_{\mathbb{S}^n} u P^g_s u \, d\theta_g < +\infty.\]

By the isometry of \(P\), Sobolev inequality in \(\mathbb{S}^n\) (see [5, 17]) and (1.1),
\[\int_{\mathbb{R}^n} |v|^2 dy = \int_{\mathbb{S}^n} |\varphi u|^2 \, d\theta_g \leq C(n, s) \int_{\mathbb{S}^n} u P^g_s u \, d\theta_g < +\infty.\]
Thus, \(v \in D^{s, 2}(\mathbb{R}^n)\) and (2.6) follows.

We remark that the volume element for \(g\) is given by
\[d\theta_g = (\xi(\varphi \circ F))^{\frac{2s}{n-2s}} dy.\]

Now, we will prove that \(u\) is a solution of (2.5). Let \(w \in D^{s, 2}(\mathbb{R}^n)\). Then
\[\mathcal{P}^{-1} w = \frac{w \circ F^{-1}}{(\xi \circ F^{-1}) \varphi} \in H^s(\mathbb{S}^n, g),\]
and
\[\int_{\mathbb{R}^n} (\xi(\varphi \circ F))^{\frac{2s}{n-2s}} \left( f(y, \frac{\varphi}{\xi(\varphi \circ F)}) + R^g_s \frac{\varphi}{\xi(\varphi \circ F)} \right) w \, dy \]
\[= \int_{\mathbb{S}^n} \xi(\varphi \circ F)^{\frac{2s}{n-2s}} (f(y, u \circ F) + \tilde{R}^s(u \circ F)) w \, d\theta_g \]
\[= \int_{\mathbb{S}^n} \varphi^{-1}(f(\xi, u) + R^g_s u) \left( \frac{w \circ F^{-1}}{\xi} \right) \, d\theta_g \]
\[= \int_{\mathbb{S}^n} (f(\xi, u) + R^g_s u) \mathcal{P}^{-1} w \, d\theta_g \]
\[= \langle u, \mathcal{P}^{-1} w \rangle_{s,g} = \langle \varphi u, \varphi \mathcal{P}^{-1} w \rangle_{s,g_\mathbb{S}^n} \]
\[= \langle v, w \rangle_s,\]
where in the last two equalities we have used again (1.8), (2.3) and (2.4).

\[\square\]

3 Constant solutions for a critical equation

In this section, we will study the following problem
\[L^g_s u = u^{\frac{n+2s}{n-2s}} - \lambda u, \quad u > 0 \text{ in } \mathbb{S}^n,\]
(3.1)
where \(g = \varphi^{4/(n-2s)} g_{\mathbb{S}^n},\) \(0 < \varphi \in C^\infty(\mathbb{S}^n),\) \(s \in (0, n/2)\) and \(\lambda\) is a positive constant. Using arguments based on Jin et al. [32, 33] about the blow up analysis and compactness, we will establish some conditions on \(\lambda\) and \(R^g_s\) such that (3.1) has only the constant solution \(u \equiv \lambda^{(n-2s)/(4s)}\).

In the case \(s = 1\), the compactness of solutions of (3.1) was studied by Li and Zhu [37] for \(n = 3\) and by Hebey [30] for \(n \geq 4\). Recently, similar results on compactness were obtained by Niu et al. [43] for \(s \in (0, 1)\) with \(s \leq n/4\).
In order to prove Theorem 1.1, and in view of Lemma 2.1, we will extend the results in [43] for \( s \geq 1 \) and \( s \in (0, n/4] \) using some arguments based on analysis of isolated blow up points of solutions for the following problem

\[
(-\Delta)^s v = v^{s+2s/n} + av, \quad v > 0 \text{ in } \mathbb{R}^n,
\]

where \( a \) is a bounded positive smooth function on \( \mathbb{R}^n \). The above problem is equivalent, up to constants, to the nonlinear integral problem (see [1, 15])

\[
v(x) = \int_{\mathbb{R}^n} v(y)^{s+2s/n} + a(y)v(y) \frac{dy}{|x-y|^{n-2s}}, \quad v > 0 \text{ in } \mathbb{R}^n. \tag{3.2}
\]

Thus, our main result in this section can be stated as follows.

**Lemma 3.1** If \( s \in (0, n/4] \) and \( R_s^g \) is positive in \( \mathbb{S}^n \), then there exist positive constants \( \tilde{\lambda} \) and \( \tilde{C} \), depending only on \( n, s, \inf_{\mathbb{S}^n} R_s^g \) and an upper bound of \( \|R_s^g\|_{C^1(\mathbb{S}^n)} \), such that for \( 0 < \lambda < \tilde{\lambda} \), any solution \( u \) of (3.1) satisfies

\[
\|u\|_{C^1(\mathbb{S}^n)} \leq \tilde{C}.
\]

In the above lemma we use, for simplicity \( C'(\mathbb{S}^n) \) to denote \( C^{[\lambda]-[\lambda]}(\mathbb{S}^n) \).

### 3.1 Blow up analysis of solutions of nonlinear integral equations

Let \( \{\tau_i\}_{i \in \mathbb{N}} \) be a sequence of nonnegative constants satisfying \( \lim_{i \to \infty} \tau_i = 0 \), and set

\[
p_i = \frac{n + 2s}{n - 2s} - \tau_i.
\]

Suppose that \( 0 \leq v_i \in L_{\text{loc}}^\infty(\mathbb{R}^n) \) satisfies the nonlinear integral equation

\[
v_i(x) = \int_{\mathbb{R}^n} v_i^n(y) + a_i(y)v_i(y) \frac{dy}{|x-y|^{n-2s}} \text{ in } \Omega, \tag{3.3}
\]

where \( \Omega = B_1 \subset \mathbb{R}^n \) and \( a_i \) are a nonnegative bounded function in \( \mathbb{R}^n \) for each \( i \in \mathbb{N} \). We assume that \( a_i \in C^2(\mathbb{R}^n) \) and, for some positive constants \( A_1 \) and \( A_2 \),

\[
A_1^{-1} \leq a_i \leq A_1 \text{ in } \Omega, \quad \text{and } \|a_i\|_{C^{1,1}(\Omega)} \leq A_2. \tag{3.4}
\]

We say that \( \{v_i\}_{i \in \mathbb{N}} \) blows up if \( \|v_i\|_{L^\infty(\Omega)} \to \infty \) as \( i \to \infty \).

**Definition 3.2** Suppose that \( \{v_i\}_{i \in \mathbb{N}} \) satisfies (3.3). We say that a point \( \tilde{x} \in \Omega \) is an isolated blow up point of \( \{v_i\}_{i \in \mathbb{N}} \) if there exist \( 0 < \tilde{r} < \text{dist}(\tilde{x}, \partial\Omega) \), \( A_3 > 0 \) and sequence \( \{x_i\}_{i \in \mathbb{N}} \) such that \( x_i \) is a local maximum of \( v_i \), \( x_i \to \tilde{x} \), \( v_i(x_i) \to \infty \) and

\[
v_i(x) \leq A_3|x - x_i|^{-2s/n} \text{ for all } x \in B_{\tilde{r}}(\tilde{x}).
\]

Let \( \tilde{x} \) be an isolated blow up of \( \{v_i\}_{i \in \mathbb{N}} \). We will denote the above definition by \( x_i \to \tilde{x} \). Define
\[ \tilde{v}_i(r) := \frac{1}{|\partial B_r(x_i)|} \int_{\partial B_r(x_i)} v_i \, ds, \quad r > 0, \]  
(3.5)

and

\[ \tilde{w}_i(r) := r^{-\frac{2s}{n-2s}} \tilde{v}_i(r), \quad r > 0. \]

**Definition 3.3** We say that \( \tilde{x} \in \Omega \) is an isolated simple blow up point, if \( \tilde{x} \) is an isolated blow up point and, for some \( \rho > 0 \) (independent of \( i \)) \( \tilde{w}_i \) has precisely one critical point in \((0, \rho)\) for large \( i \).

If \( x_i \to 0 \) is an isolated blow up point, then we will have the following Harnack inequality in the annulus with center at 0 whose proof is similar to [33].

**Lemma 3.4** Suppose that \( v_i \in L^\infty_{\text{loc}}(\mathbb{R}^n) \) is a nonnegative function satisfying (3.3). Suppose that \( x_i \to 0 \) is an isolated simple blow up point of \( \{v_i\}_{i \in \mathbb{N}} \). Then, for any \( 0 < r < \tilde{r}/3 \), we have the following Harnack inequality

\[ \sup_{B_{2r}(x_i) \setminus \overline{B_r}(x_i)} v_i \leq C \inf_{B_{2r}(x_i) \setminus \overline{B_r}(x_i)} v_i, \]

where \( C \) is a positive constant depending only on \( n, s, \tilde{r}, A_3 \) and \( A_2 \).

The next two results are similar to [33, Proposition 2.9 and 2.10]. The first one shows that if \( x_i \to 0 \) is an isolated blow up point, then \( v_i \) tends to be a standard bubble. Then second one shows that \( v_i \) is a lower bound near isolated blow up points.

**Proposition 3.5** Assume the assumptions in Lemma 3.4. Then for any \( R_i \to \infty, \varepsilon_i \to 0^+ \), we have, up to a subsequence, that

\[ \| m_i^{-1} v_i(m_i^{-\frac{n-1}{2s}} \cdot + x_i) - (1 + \frac{1}{n-2s})^{\frac{2s-n}{2}} \|_{C^1(B_{2R_i}(0))} \leq \varepsilon_i \]

\[ r_i := R_i m_i^{-\frac{n-1}{2s}} \to 0 \text{ as } i \to \infty, \]

where \( m_i = v_i(x_i) \).

**Proposition 3.6** Under the hypotheses of Proposition 3.5, there exists some positive constant \( C = C(n, s, A_1, A_2, A_3) \) such that

\[ v_i(x) \geq C m_i (1 + m_i^{-\frac{n-1}{2s}} |x - x_i|^2)^{\frac{2s-n}{2}} \text{ for all } |x - x_i| \leq 1. \]

In particular, for any \( e \in \mathbb{R}^n, |e| = 1 \), we have

\[ v_i(x_i + e) \geq C m_i^{-1 + \frac{(n-2s)e_n}{2s}}, \]

where \( e_n = (n + 2s)/(n - 2s) - p \).
To obtain an upper bound of $v_i$ near isolated blow up points, we need auxiliary bounds and a variant of a Pohožaev type identity.

**Lemma 3.7** Under the hypotheses of Proposition 3.5 with $\tilde{r} = 2$, and in addition that $x_i \to 0$ is also an isolated simple blow up point with the constant $\rho$, then there exists $\delta_i > 0$, $\delta_i = O(R_i^{-2s+o(1)})$, such that

$$v_i(x) \leq CR_i^{(n-2s)r_i} v_i(x_i)^{-\lambda_i} |x - x_i|^{2s-n+\delta_i} \text{ for all } r_i \leq |x - x_i| \leq 1,$$

where $\lambda_i = (n - 2s - \delta_i)(p_i - 1)/2s - 1$ and $C = C(n, s, A_1, A_3, \rho) > 0$.

**Proof** The proof consists of four steps. Steps 1, 3 and 4 are similar as in [33].

STEP 2. From step 1, we have

$$v_i(x)^{\rho-1} \leq CR_i^{-2s+o(1)} |x - x_i|^{-2s} \text{ for all } r_i \leq |x - x_i| \leq \rho, \quad (3.6)$$

where $o(1)$ denotes some quantity tending to 0 as $i \to \infty$.

Now, let

$$L_i \phi(y) := \int_{\mathbb{R}^n} \frac{v_i(z)^{\rho-1} \phi(z) + a_i(z)\phi(z)}{|y - z|^{n-2s}} dz.$$

Thus,

$$v_i = L_i v_i.$$

Note that for $2s < \alpha < n$ and $0 < |x| < 2$,

$$\int_{\mathbb{R}^n} \frac{1}{|x - y|^{n-2s}|y|^\alpha} dy = |x|^{2s-n} \int_{\mathbb{R}^n} \frac{1}{|x|^{-1}|x - y|^{n-2s}|y|^\alpha} dy$$

$$= |x|^{-\alpha+2s} \int_{\mathbb{R}^n} \frac{1}{||x|^{-1}|x - z|^{n-2s}|z|^\alpha} dz$$

$$\leq C \left( \frac{1}{n - \alpha} + \frac{1}{\alpha - 2s} + 1 \right) |x|^{-\alpha+2s},$$

where we made the change of variables $y = |x|z$. By (3.6), we can choose $0 < \delta_i = O(R_i^{-2s+o(1)})$ such that

$$\int_{r_i < |y - x_i| < \rho} \frac{v_i(y)^{\rho-1} |y - x_i|^{-\delta}}{|x - y|^{n-2s}} dy \leq \frac{1}{4} |x - x_i|^{-\delta_i}, \quad (3.7)$$

and

$$\int_{r_i < |y - x_i| < \rho} \frac{v_i(y)^{\rho-1} |y - x_i|^{2s-n+\delta}}{|x - y|^{n-2s}} dy \leq \frac{1}{4} |x - x_i|^{2s-n+\delta_i}, \quad (3.8)$$

for all $r_i < |x - x_i| < \rho$.

Let
\[ \Omega_{ij} = \{ y \in \mathbb{R}^n; r_i < |y - x_i| < \rho, |x_i - y| > |x_i - x_j|/2, |y - x_i| < |x_i - x_j|/2 \}, \]
\[ \Omega_{ji} = \{ y \in \mathbb{R}^n; r_j < |y - x_j| < \rho, |x_j - y| < |x_j - x_i|/2, |y - x_j| > |x_j - x_i|/2 \}, \]
\[ \Omega_{ij} = \{ x \in \mathbb{R}^n; r_i < |y - x_j| < \rho, |x_j - y| < |x_j - x_i|/2, |y - x_j| > |x_j - x_i|/2 \}, \]

where \( r_i < |x_i - x_j| < \rho \). Then

\[
\int_{r_i < |y - x_i| < \rho} \frac{|y - x_i|^{-\delta}}{|x - y|^{n-2s}} \, dy \leq C \int_{\Omega_{ij}} \frac{|y - x_i|^{-\delta}}{|x - y|^{n-2s}} \, dy + \int_{\Omega_{ji}} \frac{|y - x_i|^{-\delta}}{|x - y|^{n-2s}} \, dy \leq C \rho^{2s} |x - x_j|^{-\delta},
\]

(3.9)

where \( C \) is a positive constant depending only on \( n \) and \( s \). Similarly

\[
\int_{r_i < |y - x_i| < \rho} \frac{|y - x_i|^{2s-n+\delta}}{|x - y|^{n-2s}} \, dy \leq C \rho^{2s} |x - x_i|^{2s-n+\delta}.
\]

(3.10)

Set \( M_i := 4 \times 2^{n-2s} \max_{\partial B_{r_i}(x_i)} u_i \),

\[ f_i(x) := \{ M_i \rho_i^\delta |x - x_i|^{-\delta} + AR_i^{n-2s} r_i^{-\lambda} |x - x_i|^{2s-n+\delta} \}, \]

and

\[ \phi_i(x) := \begin{cases} f_i(x), & r_i < |x - x_i| < \rho_1; \\ u_i(x), & \text{otherwise}, \end{cases} \]

where \( 0 < \rho_1 < \rho \) small enough and \( A > 1 \) will be chosen later.

We can replace \( \rho \) by \( \rho_1 \) in (3.9) and (3.10). Then from (3.7)-(3.10) and for \( r_i < |x - x_i| < \rho_1 \), we have

\[
L_i \phi_i(x) = \int_{|y - x_i| \leq r_i} + \int_{r_i < |y - x_i| < \rho_1} + \int_{\rho_1 \leq |y - x_i|} \frac{v_j(y)\rho_i^{\rho_i-1} \phi(y) + a_i(y)\phi(y)}{|x - y|^{n-2s}} \, dy \leq C \int_{|y - x_i| \leq r_i} + \frac{f_i}{4} + \int_{\rho_1 \leq |y - x_i|} \frac{v_j(y)\rho_i^{\rho_i-1} \phi(y) + a_i(y)\phi(y)}{|x - y|^{n-2s}} \, dy
\]

To estimate the third term, we define \( \bar{x} = \rho_1 \frac{x + x_i}{|x|} + x_i \in \partial B_{\rho_1}(x_i) \), and then

\[
\int_{\rho_1 \leq |y - x_i|} \frac{v_j(y)\rho_i^{\rho_i-1} \phi(y) + a_i(y)\phi(y)}{|x - y|^{n-2s}} \, dy = \int_{\rho_1 \leq |y - x_i|} \frac{v_j(\bar{x})\rho_i^{\rho_i-1} \phi(y) + a_i(y)\phi(y)}{|ar{x} - y|^{n-2s}} \, dy
\]

(3.11)

\[
\leq 2^{n-2s} \int_{\rho_1 \leq |y - x_i|} \frac{v_j(\bar{x})\rho_i^{\rho_i-1} \phi(y) + a_i(y)\phi(y)}{|ar{x} - y|^{n-2s}} \, dy \leq 2^{n-2s} \max_{\partial B_{\rho_1}(x_i)} v_i \leq \frac{M_i}{4}.
\]

To estimate the first term, we use change of variables, Proposition 3.5, \( R_i^{n-2s} = O(m_i) \) and some computations so that
\[
\begin{aligned}
&\int_{|y-x_i| \leq r_i} \frac{v_i(y)^{p_i-1} \phi(y) + a_i(y) \phi(y)}{|x-y|^{n-2s}} dy \\
&\leq C m_i \int_{|z| \leq R_i} \left[ m_i^{-p_i} v_i(m_i^{-\frac{p_i-1}{2s}} z + x_i)^{p_i} + m_i^{-p_i} v_i(m_i^{-\frac{p_i-1}{2s}} z + x_i)^{p_i} \right] dz \\
&\leq C m_i \int_{|z| \leq R_i} \frac{\xi(z)^{p_i} + m_i^{-p_i} m_i \xi(z)}{|m_i^{-\frac{p_i-1}{2s}} (x-x_i) - z|^{n-2s}} dz \\
&\leq C m_i \int_{|z| \leq R_i} \xi(z)^{p_i} dz \\
&\leq C m_i R_i^{(n-2s)r_i} \int_{\mathbb{R}^n} \frac{\xi(z)^{p_i}}{|m_i^{-\frac{p_i-1}{2s}} (x-x_i) - z|^{n-2s}} dz \\
&= C m_i R_i^{(n-2s)r_i} \xi(m_i^{-\frac{p_i-1}{2s}} (x-x_i)),
\end{aligned}
\]

where
\[
\xi_s(z) = \left( \frac{2}{1 + |z|^2} \right)^{\frac{n-2s}{2}}.
\]

Since \(|x-x_i| \geq r_i\), we see that
\[
m_i \xi_s(m_i^{-\frac{p_i-1}{2s}} (x-x_i)) \leq C m_i^{\frac{\lambda_i}{n-2s}} |x-x_i|^{2s-n+\delta_i}.
\]

Therefore, we conclude that
\[
L_i \phi_i(x) \leq \phi_i(x) \quad \text{for all } r_i < |x-x_i| < \rho_i,
\]
provided that \(A\) is sufficiently large and independent of \(i\). \(\square\)

The following identities are essential in the blow up analysis and the compactness of solutions of nonlinear differential and integral equations. Other types of identities can be found in [32, 43].

**Proposition 3.8 (Pohozaev type identities)** Let \(v\) be a nonnegative continuous solution in \(\mathbb{R}^n\) of

\[
v(x) = \int_{B_R} \frac{H(y)v(y)^p + a(y)v(y)}{|x-y|^{n-2s}} dy + h_R(x),
\]

where \(1 < p \leq (n+2s)/(n-2s)\) and \(h_R \in C^1(B_R), \nabla h_R \in L^1(B_R)\). Then we have the following:

\[\text{Springer}\]
Identity 1.

\[
\left( \frac{n - 2s}{2} - \frac{n + 2}{p + 1} \right) \int_{B_R} |x|^2 H(x)v(x)^{p+1} \, dx - \frac{1}{p + 1} \int_{B_R} |x|^2 x \nabla H(x)v(x)^{p+1} \, dx \\
- (s + 1) \int_{B_R} |x|^2 a(x)v(x)^2 \, dx - \frac{1}{2} \int_{B_R} |x|^2 x \nabla a(x)v(x)^2 \, dx \\
+ \frac{R^3}{p + 1} \int_{\partial B_R} H(x)v(x)^{p+1} \, d\sigma + \frac{R^3}{2} \int_{\partial B_R} a(x)v(x)^2 \, d\sigma
\]

\[
= \int_{B_R} |x|^2 [H(x)v(x)^p + a(x)v(x)] \left( \frac{n - 2s}{2} h_{R}(x) + x \nabla h_{R}(x) \right) \, dx \\
- \frac{n - 2s}{4} \int_{B_R} \int_{B_R} \frac{(|x|^2 - |y|^2)^2}{|x - y|^{n-2s+2}} (Hv^p + av)(x)(Hv^p + av)(y) \, dx \, dy.
\]

Identity 2.

\[
\left( \frac{n - 2s}{2} - \frac{n}{p + 1} \right) \int_{B_R} H(x)v(x)^{p+1} \, dx - \frac{1}{p + 1} \int_{B_R} x \nabla H(x)v(x)^{p+1} \, dx \\
- s \int_{B_R} a(x)v(x)^2 \, dx - \frac{1}{2} \int_{B_R} x \nabla a(x)v(x)^2 \, dx \\
+ \frac{R}{p + 1} \int_{\partial B_R} H(x)v(x)^{p+1} \, d\sigma + \frac{R}{2} \int_{\partial B_R} a(x)v(x)^2 \, d\sigma
\]

\[
= \int_{B_R} [H(x)v(x)^p + a(x)v(x)] \left( \frac{n - 2s}{2} h_{R}(x) + x \nabla h_{R}(x) \right) \, dx.
\]

**Proof** The proof of Identity 2 is similar to the proof of Identity 1. We first prove the case \(s > 1/2\). Note that

\[|x|^2 x(x - y) = \frac{1}{2} |x|^2 |x - y|^2 + \frac{1}{4} (|x|^2 - |y|^2)^2 + \frac{1}{4} (|x|^4 - |y|^4)\]

for all \(x, y \in \mathbb{R}^n\), and
\[
\frac{1}{p + 1} \int_{B_R} |x|^2 xH(x) \nabla v^{p+1} \, dx + \frac{1}{2} \int_{B_R} |x|^2 x a(x) \nabla v^2 \, dx
\]

\[
= \int_{B_R} |x|^2 x[H(x)v^p + a(x)v] \nabla v \, dx
\]

\[
= (2s - n) \int_{B_R} [H(x)v^p + a(x)v] \int_{B_R} \frac{|x|^2 x(x - y)[H(y)v^p + a(y)v]}{|x - y|^{n-2s+2}} \, dy \, dx
\]

\[
+ \int_{B_R} |x|^2 x[H(x)v^p + a(x)v] \nabla h_R \, dx
\]

\[
= \frac{2s - n}{2} \int_{B_R} |x|^2 [H(x)v^p + a(x)v] \int_{B_R} H(y)v^p + a(x)v \, \frac{1}{|x - y|^{n-2s}} \, dy \, dx
\]

\[
+ \frac{2s - n}{4} \int_{B_R} \int_{B_R} \frac{(|x|^2 - |y|^2)^2}{|x - y|^{n-2s+2}} (Hv^p + av)(x)(Hv^p + av)(y) \, dx \, dy
\]

\[
+ \int_{B_R} |x|^2 x[H(x)v^p + a(x)v] \nabla h_R \, dx.
\]

On the other hand, by the divergence theorem,

\[
\int_{B_R} |x|^2 xH(x) \nabla v^{p+1} \, dx = - \int_{B_R} |x|^2 [(n + 2)H(x) + xHv(x)]v^{p+1} \, dx
\]

\[
+ R^3 \int_{\partial B_R} H(x)v(x)^{p+1} \, d\sigma,
\]

and

\[
\int_{B_R} |x|^2 x a(x) \nabla v^2 \, dx = - \int_{B_R} |x|^2 [(n + 2)a(x) + xv a(x)]v^2 \, dx
\]

\[
+ R^3 \int_{\partial B_R} a(x)v^2 \, d\sigma.
\]

Thus, Identity 1 follows immediately for \( s > 1/2 \).

When \( 0 < s \leq 1/2 \), Identity 1 follows from an approximation argument as in the proof of Proposition 2.12 of [33].

The following result shows the behavior of \( \tau_i \) involving isolated simple blow up points.

**Lemma 3.9** Under the hypotheses of Lemma 3.7, we have that

\[
\tau_i = O(v_i(x_i)^{-c_1 + \alpha(1)}),
\]

\( \square \)
where \( c_1 = \min\{1, 2/(n - 2s)\} \). Thus
\[
v_i(x_i) v_i = 1 + o(1).
\]

**Proof** By regularity theory in [33] and Lemma 3.7, we have that
\[
\|v_i\|_{C^2(B_{\frac{1}{2}}(x_i) \setminus B_{\frac{1}{4}}(x_i))} \leq CR_i^{(n-2s)}r_i^{-\lambda_i} m_i^{-\lambda_i}. \tag{3.13}
\]
We choose \( R_i \leq m_i^{o(1)} \) for work along the prove. We can write the equation 3.3 of \( v_i \) as
\[
v_i(x) = \int_{B_i(x_i)} \frac{v_i(y)^{p_i} + a_i(y)v_i(y)}{|x - y|^{n-2s}} \, dy + h_i(x), \tag{3.14}
\]
where
\[
h_i(x) = \int_{|y - x_i| \geq 1} \frac{v_i(y)^{p_i} + a_i(y)v_i(y)}{|x - y|^{n-2s}} \, dy.
\]
Now, we will find some estimates to \( h_i \) and its derivatives. By (3.13) and the computation in (3.11), we have for any \( x \in B_i(x_i) \),
\[
h_i(x) \leq 2^{n-2s} \max_{\partial B_i(x_i)} v_i \leq C m_i^{-1+o(1)},
\]
for \(|x - x_i| < 7/8\),
\[
|\nabla h_i(x)| \leq C \int_{|y - x_i| \geq 1} \frac{v_i(y)^{p_i} + a_i(y)v_i(y)}{|x - y|^{n-2s+1}} \, dy \leq C \int_{|y - x_i| \geq 1} \frac{v_i(y)^{p_i} + a_i(y)v_i(y)}{|x - y|^{n-2s}} \, dy \leq C \max_{\partial B_i(x_i)} v_i \leq C m_i^{-1+o(1)}. \tag{3.15}
\]
and \( 7/8 \leq |x - x_i| < 1 \),
\[
|\nabla h_i(x)| \leq C \int_{|y - x_i| \geq 1} \frac{v_i(y)^{p_i} + a_i(y)v_i(y)}{|x - y|^{n-2s}} \, dy \leq C \max_{\partial B_i(x_i)} v_i + C m_i^{-1+o(1)} \int_{1 - |x - x_i| < 1/8 \leq |y - x_i|} \frac{1}{|x - y|^{n-2s}} \, dy \leq \begin{cases} C \frac{1 - |x - x_i|^{2-1}}{|2s-1|} & \text{if } s \neq \frac{1}{2}, \\ C \ln(1 - |x - x_i|) |m_i^{-1+o(1)}| & \text{if } s = \frac{1}{2}, \\ C(1 - |x - x_i|)^{-\beta} m_i^{-1+o(1)}, \end{cases} \tag{3.16}
\]
where \( 0 < \beta < 1 \) depends on \( s \). Then, applying Proposition 3.8 Identity 2 to (3.14), it leads to
\[
\tau_i \int_{B_i(x_i)} v_i(x)^{p_i+1} \, dx
\]
\[
\leq C \int_{B_i(x_i)} |x - x_i| [\nabla h_i(x)][v_i(x)^{p_i} + v_i(x)] \, dx
\]
\[
+ C \int_{B_i(x_i)} |x - x_i| v_i(x)^2 \, dx + C \int_{\partial B_i(x_i)} [v_i(x)^{p_i+1} + v_i(x)] \, d\sigma.
\] (3.17)

From Proposition 3.5 and change of variables, we have that
\[
\int_{B_i(x_i)} v_i(x)^{p_i+1} \, dx \geq C \int_{B_i(x_i)} \frac{m_i^{p_i+1}}{1 + [m_i^{p_i-1} (y - x_i)^2]^{(n-2m_i+1)/2}} \, dy
\]
\[
\geq C m_i \tau_i^{(\frac{n}{2m_i}-1)} \int_{B_\epsilon(0)} \frac{1}{(1 + |z|^2)^{(n-2m_i+1)/2}} \, dz
\]
\[
\geq C m_i \tau_i^{(\frac{n}{2m_i}-1)} \geq C.
\] (3.18)

\[
\int_{B_i(x_i)} [v_i(x)^{p_i} + v_i(x)] \, dx
\]
\[
\leq C m_i^{-\frac{n(p_i-1)}{2m_i}} \int_{B_\epsilon(0)} [v_i(m_i^{-\frac{p_i-1}{2m_i}} z + x_i)]^{p_i} + v_i(m_i^{-\frac{p_i-1}{2m_i}} z + x_i)] \, dz
\]
\[
\leq C m_i^{-\frac{n(p_i-1)}{2m_i}} \int_{B_\epsilon(0)} [m_i^{p_i} (1 + |z|^2)^{-\frac{n-2m_i}{2}} + m_i (1 + |z|^2)^{-\frac{n-2m_i}{2}}] \, dz
\]
\[
\leq C m_i^{-1+\alpha(1)},
\]

and
\[
\int_{B_i(x_i)} |x - x_i| v_i(x)^2 \, dx \leq C \begin{cases} m_i^{-\frac{2}{n-2m_i}+\alpha(1)} & \text{if } n \geq 4s + 1 \\ m_i^{-2+\alpha(1)} & \text{if } n < 4s + 1. \end{cases}
\]

From Lemma 3.7, (3.15) and (3.16),
\[
\int_{r_i < |x - x_i| < 1} |x - x_i| v_i(x)^2 \, dx \leq C m_i^{-2\lambda_i} \int_{r_i < |x - x_i| < 1} |x - x_i| [(|x - x_i|^{2s-n+\delta})^2 \, dx
\]
\[
\leq C \begin{cases} m_i^{-\frac{2}{n-2m_i}+\alpha(1)} & \text{if } n > 4s + 1 \\ m_i^{-2+\lambda_i} & \text{if } n \leq 4s + 1, \end{cases}
\]
\[
\int_{r_i < |x - x_i| < 1} |\nabla h_i(x)||v_i(x)^{p_i} + v_i(x)| \, dx
\]
\[
\leq C \int_{r_i < |x - x_i| < \frac{1}{2}} \int_{\frac{1}{2} < |x - x_i| < 1} |\nabla h_i(x)||v_i(x)^{p_i} + v_i(x)| \, dx
\]
\[
\leq C m_i^{-2\lambda_i}
\]

and
\[
\int_{\partial B_i(x_i)} [v_i(x)^{p_i-1} + v_i(x)^2]d\sigma \leq Cm_i^{-2\delta_i+o(1)}.
\]

Combining the above estimates in (3.17) and the fact \(\tau_i = o(1)\), the lemma follows immediately.

To obtain our desired upper bound of \(v_i\), we need the next result.

**Lemma 3.10** Under the assumptions of Lemma 3.7, we have that

\[
\limsup_{i \to \infty} \max_{x \in \partial B_i(x_i)} v_i(x) v_i(x_i) \leq C(\theta), \text{ for each } 0 < \theta \leq 1.
\]

**Proof** By Lemma 3.4, it suffices to show the lemma for sufficiently small \(\theta > 0\). Suppose the contrary, then along a subsequence we have that

\[
\lim_{i \to \infty} v_i(\theta e + x_i)v_i(x_i) = +\infty \text{ with } |e| = 1.
\]

Since \(v_i(x) \leq A_j |x - x_i|^{-2\delta_j/(p_i-1)} \) in \(B_2(x_i)\), it follows from Lemma 3.4 that for any \(0 < \epsilon < \theta\), there exists a positive constant \(C_\epsilon = C_\epsilon(n, s, A_1, A_2, A_3, \epsilon)\) such that

\[
\sup_{B_2(x_i) \setminus B_1(x_i), \epsilon_2} v_i \leq C_\epsilon \inf_{B_2(x_i) \setminus B_1(x_i), \epsilon_2} v_i.
\]

Moreover, from Lemma 3.7 and Lemma 3.9,

\[
v_i(\theta e + x_i)^{p_i-1} \to 0 \text{ as } i \to +\infty, \quad v_i(\theta e + x_i)^{\delta_i} \leq C \text{ for all } i,
\]

where \(\delta_i = \delta_i(p_i - 1)/2s\), \(\delta_i\) as is in Lemma 3.7, and \(C\) is a positive constant that does not depend on \(i\).

Let \(\phi_i(x) = v_i(\theta e + x_i)^{-1+\delta_i} v_i(x)\). Then

\[
\phi_i(x) = \int_{\mathbb{R}^n} \frac{v_i(\theta e + x_i)^{(p_i-1)(1-\delta_i)} \phi_i(y)^{p_i} + a_i(y)\phi_i(y)}{|x - y|^{n-2s}} dy,
\]

and by (3.19) and (3.20)

\[
\phi_i(\theta e + x_i) = O(1) \text{ and } \|\phi_i\|_{L^\infty(B_1(x_i) \setminus B_{3/4}(x_i))} \leq C_\epsilon \text{ for } 0 < \epsilon < \theta.
\]

By regularity theory developed in [33] applied to \(\phi_i\), there exists \(\phi \in C^2(B_1 \setminus \{0\})\) such that, up to a subsequence, \(\phi_i \to \phi\) in \(C^2_{\text{loc}}(B_1 \setminus \{0\})\). From (3.21) and some computations as in (3.11), (3.15) and (3.16), there exists \(h \in C^1(B_1)\) such that,

\[
h_i \to h \geq 0 \text{ in } C^1_{\text{loc}}(B_1).
\]

Therefore,

\[
\int_{B_1(x_i)} \frac{v_i(\theta e + x_i)^{(p_i-1)(1-\delta_i)} \phi_i(y)^{p_i} + a_i(y)\phi_i(y)}{|x - y|^{n-2s}} dy = \phi_i(x) - h_i(x) \to \phi(x) - h(x)
\]

in \(C^1_{\text{loc}}(B_1 \setminus \{0\})\).
On other hand, from (3.20), Lemma 3.7 and Lemma 3.9,
\[
\int_{B_{r}(x)} \frac{a_i(y)\phi_i(y)}{|x - y|^{n-2s}} dy \leq \frac{C\varepsilon^{2s - n + \delta_i}}{[\nu_i(\theta e + x_i)v_i(x_i)]^{1-\delta_i}} \int_{B_{r}(x)} \frac{1}{|x - y|^{n-2s}} dy \leq \frac{C\varepsilon^{2s - n + \delta_i}}{[\nu_i(\theta e + x_i)v_i(x_i)]^{1-\delta_i}} \to 0 \text{ as } i \to +\infty.
\] (3.23)

Now, we define \( G(x) := \phi(x) - h(x) \). We will determine the explicit form of \( G \). For any \( |x| > 0, 2|x_i| < \varepsilon < |x - x_i|/2 \) and \( 3\varepsilon < |x| \), from (3.20), (3.21) and (3.23), we have that
\[
G(x) = \lim_{i \to \infty} \left( \phi_i(x) - h_i(x) \right) = \lim_{i \to \infty} \int_{B_{r}(x)} \frac{\nu_i(\theta e + x_i) \left( \rho_i - 1 \right) \phi_i(y)^{p_i} + a_i(y) \phi_i(y)}{|x - y|^{n-2s}} dy = |x|^{2s-n}(1 + O(\varepsilon)) \lim_{i \to \infty} \int_{B_{r}(x)} \left[ \nu_i(\theta e + x_i) \left( \rho_i - 1 \right) \phi_i(y)^{p_i} + a_i(y) \phi_i(y) \right] dy = |x|^{2s-n}(1 + O(\varepsilon))a(\varepsilon),
\]
for some nonnegative function \( a(\varepsilon) \) of \( \varepsilon \). Since \( a(\varepsilon) \) is nondecreasing, so \( \lim_{\varepsilon \to 0} a(\varepsilon) \) exists, and we denote as \( a \). Taking \( \varepsilon \to 0 \), we have that
\[
G(x) = a|x|^{2s-n}.
\]

Since \( x_i \to 0 \) is an isolated simple blow point, it follows from Proposition 3.5 that \( r^{(n-2s)/2} \phi(r) \) is nonincreasing for all \( 0 < r < \rho \), i.e., for any \( 0 < r_1 \leq r_2 < \rho \),
\[
r_1^{(n-2s)/2} \phi(r_1) \geq r_2^{(n-2s)/2} \phi(r_2).
\]
It follows that \( \phi \) has to have a singularity at 0, and thus, \( a > 0 \). Hence,
\[
\lim_{i \to \infty} \int_{B_{r}(x)} \left[ \nu_i(\theta e + x_i) \left( \rho_i - 1 \right) \phi_i(y)^{p_i} + a_i(y) \phi_i(y) \right] dy > C^{-1}G \left( \frac{\varepsilon}{2} \right) > 0.
\]
However, from Proposition 3.5, Lemma 3.7 and Lemma 3.9,
\[
\int_{B_{r}(x)} \left[ \nu_i(\theta e + x_i) \left( \rho_i - 1 \right) \phi_i(y)^{p_i} + a_i(y) \phi_i(y) \right] dy \leq C\nu_i(\theta e + x_i)^{-1+\delta_i} \int_{B_{r}(x)} \left[ \nu_i(y)^{p_i} + v_i(\theta e + x_i) \right] dy \leq C \frac{1}{\nu_i(\theta e + x_i)^{1-\delta_i}} \to 0 \text{ as } i \to \infty.
\]
This is a contradiction.

Therefore, the lemma is proved. \( \square \)

**Proposition 3.11** Under the assumptions of Lemma 3.7, we have that
\[
v_j(x) \leq C
\nu_j(x)^{-1} |x - x_j|^{2s-n} \text{ for all } |x - x_j| \leq 1.
\]
Proof For $|x - x_i| \leq r_i$, the proposition follows immediately from Proposition 3.5 and Lemma 3.9. To establish the inequality in the proposition for $r_i \leq |x - x_i| \leq 1$, we will suppose the contrary and scale the problem to reduce to case of $|x - x_i| = 1$. Suppose that exists a subsequence $\{\tilde{x}_i\}_{i \in \mathbb{N}}$ such that $r_i \leq |\tilde{x}_i - x_i| \leq 1$ and
\[
\lim_{i \to \infty} v_i(\tilde{x}_i)v_i(x_i)|\tilde{x}_i - x_i|^{n-2s} = \infty.
\]
Set $\mu_i := |\tilde{x}_i - x_i|, \tilde{v}_i(x) = \mu_i^{2s/(p_i-1)} v_i(\mu_i x + x_i)$. Then, each $\tilde{v}_i$ satisfies
\[
\tilde{v}_i(x) = \int_{\mathbb{R}^n} \tilde{v}_i(y)\rho_i + \mu_i^{2s} a_i(\mu_i y + x_i)\tilde{v}_i(y) \frac{dy}{|x - y|^{n-2s}}.
\]
Thus, we have all hypotheses of Lemma 3.10 for $\{\tilde{v}_i\}_{i \in \mathbb{N}}$, with 0 being an isolated simple blow point. Hence,
\[
\tilde{v}_i(0)\tilde{v}_i(\mu_i^{-1}|\tilde{x}_i - x_i|) \leq C.
\]
It follows that
\[
\lim_{i \to \infty} v_i(\tilde{x}_i)v_i(x_i)|\tilde{x}_i - x_i|^{n-2s} \leq +\infty.
\]
This is a contradiction, which concludes the proof. \hfill \square

Corollary 3.12 Under the assumptions of Lemma 3.7, we have
\[
\int_{B_1(x_i)} |x - x_i|^\alpha v_i(x)^{p_i+1} dy = \begin{cases} 
O(v_i(x_i)^{-\frac{2n}{n-2s}}), & \text{if } -n < \alpha < n, \\
O(v_i(x_i)^{-\frac{2n}{n-2s} \ln v_i(x_i)}), & \text{if } \alpha = n, \\
O(v_i(x_i)^{-\frac{2n}{n-2s}}), & \text{if } \alpha > n,
\end{cases}
\]
and
\[
\int_{B_1(x_i)} |x - x_i|^\alpha v_i(x)^2 dy = \begin{cases} 
O(v_i(x_i)^{-\frac{4s+2n}{n-2s}}), & \text{if } 4s + \alpha < n, \\
O(v_i(x_i)^{-2 \ln v_i(x_i)}), & \text{if } 4s + \alpha = n, \\
O(v_i(x_i)^{-2}), & \text{if } 4s + \alpha > n.
\end{cases}
\]

Proof It follows from Proposition 3.5, Lemma 3.9 and Proposition 3.11. \hfill \square

By the proof of Lemma 3.10, we have the following corollary.

Corollary 3.13 Under the assumptions of Lemma 3.7, if we let $T'_i(x) = T'_i(x) + T''_i(x)$, where
\[
T'_i(x) = v_i(x_i) \int_{B_1(x_i)} \frac{\rho_i(y) + \mu_i a_i(y)v_i(y)}{|x - y|^{n-2s}} dy,
\]
\[
T''_i(x) = v_i(x_i) \int_{\mathbb{R}^n \setminus B_1(x_i)} \frac{\rho_i(y) + \mu_i a_i(y)v_i(y)}{|x - y|^{n-2s}} dy,
\]
and $\mu_i \to 0$ as $i \to \infty$, then, up to a subsequence,
\[ T'_i(x) \to d_0 |x|^{2s-n} \text{ in } C^2_{\text{loc}}(B_1 \setminus \{0\}) \]

and

\[ T''_i(x) \to h(x) \text{ in } C^1_{\text{loc}}(B_1) \]

for some \( h \in C^1(B_1) \), where

\[ d_0 = \left( \frac{\pi^{\frac{n}{2}} \Gamma(s)}{\Gamma(\frac{n}{2} + s)} \right)^{\frac{n}{2}} \int_{\mathbb{R}^n} (1 + |y|^2)^{\frac{2s-n}{2}} \, dy. \] (3.24)

Consequently, we have that

\[ v_i(x_i) v_i(x) \to d_0 |x|^{2s-n} + h(x) \text{ in } C^1_{\text{loc}}(B_1 \setminus \{0\}). \] (3.25)

**Proof** As in the proof of Lemma 3.10, we set \( \phi_i(x) = v_i(x_i) v_i(x) \), which satisfies

\[
\phi_i(x) = \int_{\mathbb{R}^n} \frac{v_i(x_i)^{1-p_i} v_i(y)^{p_i} + \mu_i a_i(y) \phi_i(y)}{|x - y|^{n-2s}} \, dy = \int_{B_i(x_i)} \frac{v_i(x_i)^{1-p_i} \phi_i(y)^{p_i} + \mu_i a_i(y) \phi_i(y)}{|x - y|^{n-2s}} \, dy + h_i(x) = T'_i(x) + T''_i(x).
\]

Then we have all the ingredients as in the proof of Lemma 3.10. Besides, we can use the Proposition 3.11 to simplify the computations.

On the other hand, the value of the positive constant \( d_0 \) was showed in [33, Corollary 2.19]. \( \square \)

### 3.2 Isolated blow up points have to be isolated simple

Let \( v_i \) be a nonnegative smooth solutions of

\[ v_i(x) = \int_{\mathbb{R}^n} \frac{H_i(y)^{p_i} v_i(y) + a_i(y) v_i(y)}{|x - y|^{n-2s}} \, dy \text{ for } x \in \Omega = B_3, \] (3.26)

where \( a_i \) satisfies (3.4), and, for some positive constants \( A_4 \) and \( A_5 \), \( H_i \in C^{1,1}(\Omega) \) satisfies

\[ A_4^{-1} \leq H_i(x) \leq A_4 \text{ for } x \in \Omega. \|H_i\|_{C^{1,1}(\Omega)} \leq A_5. \] (3.27)

We assume that \( x_i \to 0 \) is an isolated blow up point of \( \{v_i\}_{i \in \mathbb{N}} \). If \( x_i \to 0 \) is an isolated simple blow up point, then Proposition 3.5 and Proposition 3.11 hold for the solutions \( v_i \) of (3.26).

The following result shows that an isolated blow up point is also an isolated simple blow up point.

**Proposition 3.14** Let \( v_i \) be a nonnegative solution of (3.26), where \( H_i \) and \( a_i \) satisfy (3.4) and (3.27), respectively. Suppose that \( x_i \to 0 \) is an isolated blow up point of \( \{v_i\}_{i \in \mathbb{N}} \) in \( B_2 \) for some constant positive constant \( A_3 \), i.e.,
\[ |x - x_i|^{-\frac{2s}{n-1}} v_i(x) \leq A_3 \text{ in } B_2. \]

Then \( x_i \to 0 \) is an isolated simple blow up point.

In order to prove the above proposition, we need the following estimates.

**Lemma 3.15** Under the assumptions of Proposition 3.14 and in addition that \( x_i \to 0 \) is an isolated simple blow up point, then, for \( i \) large enough,

\[
\tau_i \leq C m_i^{-2} + C(\|\nabla a_i(x_i)\| + \|\nabla a_i\|_{C^0(B_2)}) \times \begin{cases} 
\frac{m_i^{-2s}}{n-2s} & \text{if } 4s + 1 < n, \\
m_i^{-2} \ln m_i & \text{if } 4s + 1 = n, \\
m_i^{-2} & \text{if } 4s + 1 > n,
\end{cases}
\]

where \( m_i = v_i(x_i) \).

**Proof** Let us write equation (3.26) as

\[
v_i(x) = \int_{B_1(x_i)} \frac{H_i(y)^{\frac{\nu}{\kappa}} v_i(y)^{\rho_i} + a_i(y) v_i(y)}{|x - y|^{n-2s}} \, dy + h_i(x), \tag{3.28}
\]

where

\[
h_i(x) = \int_{\mathbb{R}^n \setminus B_1(x_i)} \frac{H_i(y)^{\frac{\nu}{\kappa}} v_i(y)^{\rho_i} + a_i(y) v_i(y)}{|x - y|^{n-2s}} \, dy.
\]

From Proposition 3.11 and the proof of (3.15) and (3.16), we have that

\[
|\nabla h_i(x)| \leq C \begin{cases} 
m_i^{-1} & \text{if } 0 < |x - x_i| < \frac{7}{8}, \\
(1 - |x - x_i|^{-\beta}) m_i^{-1} & \text{if } \frac{7}{8} < |x - x_i| < 1,
\end{cases} \tag{3.29}
\]

where \( 0 < \beta < 1 \) depends on \( s \). Using Proposition 3.8 Identity 2, Lemma 3.9, Proposition 3.11 and the same proof of Lemma 3.9, we have

\[
\tau_i \leq C m_i^{-2} + C \int_{B_1(x_i)} |x - x_i| |\nabla H_i(x)^{\frac{\nu}{\kappa}} v_i(x)^{\rho_i}| \, dx \\
+ C \int_{B_1(x_i)} |x - x_i| |\nabla a_i(x)| v_i^2 \, dx \\
\leq C m_i^{-2} + C \tau_i \int_{B_1(x_i)} |x - x_i| v_i(x)^{\rho_i} \, dx + C |\nabla a_i(x_i)| \int_{B_1(x_i)} |x - x_i| v_i(x)^2 \, dx \\
+ C \int_{B_1(x_i)} |x - x_i| |\nabla a_i(x) - \nabla a_i(x_i)| v_i(x)^2 \, dx.
\]

By Corollary 3.12, the second term of the right hand side is less than \( \tau_i/2 \) for \( i \) large enough, and thus,
\[ \tau_j \leq Cm_i^{-2} + C|\nabla a_i(x_j)| \int_{B_i(x_j)} |x - x_j| v_j(x)^2 \, dx \]
\[ + C\|\nabla a_i\|_{C^0(B_2)} \int_{B_i(x_j)} |x - x_j|^2 v_j(x)^2 \, dx. \]

Therefore, the lemma follows from Corollary 3.12.

**Lemma 3.16** Under the assumptions of Lemma 3.15, then

\[ |\nabla a_i(x_j)| \leq \begin{cases} 
((\ln m_i)^{-1})(1 + \|\nabla a_i\|_{C^0(B_2)}) & \text{if } n = 4s, \\
 m_i^{-2 + \frac{2s}{n-2s}} (1 + \|\nabla a_i\|_{C^0(B_2)}) & \text{if } 4s < n < 4s + 1, \\
 m_i^{-2 + \frac{2s}{n-2s}} (1 + \|\nabla a_i\|_{C^0(B_2)} \ln m_i) & \text{if } n = 4s + 1, \\
 m_i^{-2 + \frac{2s}{n-2s}} + m_i^{-\frac{2s}{n-2s}} \|\nabla a_i\|_{C^0(B_2)} & \text{if } n > 4s + 1.
\end{cases} \]

**Proof** From (3.28) and integrating by parts, we have

\[
\frac{1}{p_i + 1} \int_{\partial B_i(x_j)} (x - x_j) H_i(x)^{p_i} v_i^{p_i+1} \, d\sigma - \frac{1}{p_i + 1} \int_{B_i(x_j)} \partial_j H_i(x)^{p_i} v_i^{p_i+1} \, dx \\
+ \frac{1}{2} \int_{\partial B_i(x_j)} (x - x_j) a_i(x) v_i^2 \, d\sigma - \frac{1}{2} \int_{B_i(x_j)} \partial_j a_i(x) v_i^2 \, dx \\
= \frac{1}{p_i + 1} \int_{B_i(x_j)} H_i(x)^{p_i} \partial_j v_i^{p_i+1} \, dx + \frac{1}{2} \int_{B_i(x_j)} a_i(x) \partial_j v_i^2 \, dx \\
= (2s - n) \int_{B_i(x_j)} (H_i^{p_i} v_i^{p_i} + a_i v_i) \int_{B_i(x_j)} \frac{(x - y)_j}{|x - y|^{n-2s+2}} (H_i^{p_i} v_i^{p_i} + a_i v_i) \, dy \, dx \\
+ \int_{B_i(x_j)} (H_i^{p_i} v_i^{p_i} + a_i v_i) \partial_j h_i \, dx \\
= \int_{B_i(x_j)} (H_i^{p_i} v_i^{p_i} + a_i v_i) \partial_j h_i \, dx.
\]

(If \( s < 1/2 \), then one can use approximation arguments as in the proof of Proposition 3.8. Hence,

\[
\left| \int_{B_i(x_j)} \partial_j a_i(x) v_i^2 \, dx \right| \leq C \int_{\partial B_i(x_j)} (v_i(x)^{p_i+1} + v_i(x)^2) \, d\sigma + C\tau_i \int_{B_i(x_j)} v_i(x)^{p_i+1} \, dx \\
+ C \int_{B_i(x_j)} (v_i(x)^{p_i} + v_i(x)) |\nabla h_i(x)| \, dx.
\]

It follows from Proposition 3.11, Corollary 3.12 and (3.29) that

\[
\left| \int_{B_i(x_j)} \partial_j a_i(x) v_i^2 \, dx \right| \leq Cm_i^{-2} + C\tau_i.
\]

Using the triangle inequality, we have that
\[
|\nabla a_i(x_i)| \int_{B_{1}(x_i)} v_i^2 \, dx \\
\leq C \int_{B_{1}(x_i)} \nabla a_i(x)v_i^2 \, dx + C \|\nabla a_i\|_{C^{0,1}(B_2)} \int_{B_{1}(x_i)} |x-x_i| v_i^2 \, dx
\]
\[
\leq C m_i^{-2} + C \tau_i + C \|\nabla a_i\|_{C^{0,1}(B_2)} \int_{B_{1}(x_i)} |x-x_i| v_i(x)^2 \, dx.
\]

By Proposition 3.6, Lemma 3.9 and change of variables,
\[
\int_{B_{1}(x_i)} v_i(x)^2 \, dx \geq C^{-1} m_i^{-\frac{4s}{n-2s}} \int_{B_{\frac{p_i-1}{m_i}v_i}} (1 + |y|^{2s-n}) \, dy \\
\geq C^{-1} \begin{cases} 
m_i^{-2} \ln m_i & \text{if } 4s = n \\
m_i^{-\frac{4s}{n-2s}} & \text{if } 4s < n. \end{cases}
\]

Therefore, for \( i \) large enough, the lemma follows from Corollary 3.12 and combining Lemma 3.15, (3.31) and (3.32). \( \square \)

**Lemma 3.17** Under the assumptions of Lemma 3.15, then

\[
a_i(x_i) \leq C \begin{cases} 
(\ln m_i)^{-1}(1 + \|\nabla a_i\|_{C^{0,1}(B_2)}) & \text{if } n = 4s, \\
m_i^{-\frac{4s}{n-2s}}(1 + \|\nabla a_i\|_{C^{0,1}(B_2)}) & \text{if } 4s < n < 4s + 1, \\
m_i^{-\frac{4s}{n-2s}}(1 + \|\nabla a_i\|_{C^{0,1}(B_2)} \ln m_i) & \text{if } n = 4s + 1, \\
m_i^{-\frac{4s}{n-2s}} + m_i^{-\frac{4s}{n-2s}} \|\nabla a_i\|_{C^{0,1}(B_2)} & \text{if } n > 4s + 1. 
\end{cases}
\]

**Proof** By Proposition 3.8 Identity 2 and Corollary 3.12, we have that
\[
\int_{B_{1}(x_i)} a_i(x)v_i^2 \, dx \leq C m_i^{-2} + \tau_i + C \int_{B_{1}(x_i)} |x-x_i| |\nabla a_i(x)| v_i(x)^2 \, dx \\
\leq C m_i^{-2} + C \tau_i + (\|\nabla a_i(x_i)\| + \|\nabla a_i\|_{C^{0,1}(B_2)}) \int_{B_{1}(x_i)} |x-x_i| v_i^2 \, dx.
\]

Moreover,
\[
a_i(x_i) \int_{B_{1}(x_i)} v_i(x)^2 \, dx \leq C \int_{B_{1}(x_i)} a_i(x)v_i^2 \, dx + C \|\nabla a_i\|_{C^{0,1}(B_2)} \int_{B_{1}(x_i)} |x-x_i| v_i^2 \, dx.
\]

The lemma follows from (3.34), (3.33), (3.32), Lemma 3.15 and Lemma 3.16. \( \square \)

**Proof of Proposition 3.14** From Proposition 3.5, \( r^{2s/(p_i-1)}v_i(r) \) has precisely one critical point in the interval \( 0 < r < r_i := R_i v_i(x_i)^{-1/(p_i-1)/2} \). From now on, we argue by contradiction, that is, suppose that \( x_i \to 0 \) is not an isolated simple blow up point and let \( \mu_i \) be the second critical point of \( r^{2s/(p_i-1)}v_i(r) \). Then we see that

\[
\mu_i \geq r_i \quad \text{and} \quad \lim_{i \to \infty} \mu_i = 0.
\]

\( \square \) Springer
Without loss of generality, we assume that $x_i = 0$. Set

$$\phi_i(x) = \mu_i^{\frac{n-1}{s}} v_i(\mu_i x), \ x \in \mathbb{R}^n.$$  

Clearly, $\phi_i$ satisfies

$$\int_{\mathbb{R}^n} \frac{H_i^e(\mu_i y) \phi_i(y)^{p_i} + \mu_i^2 a_i(\mu_i y) \phi_i(y)}{|x - y|^{n-2s}} \, dy,$$

for $|x|^{\frac{n-1}{s}} \phi_i(x) \leq A_3$, for $|x| < \mu_i^{-1} \to \infty,$

$$\lim_{i \to \infty} \phi_i(0) = \infty,$$

and

$$\lim_{r \to 1} r^\frac{2s}{n-1} \phi_i(r) \text{ has precisely one critical point in } 0 < r < 1,$$

and

$$\frac{d}{dr} \left\{ r^\frac{2s}{n-1} \bar{\phi}_i(r) \right\} \bigg|_{r=1} = 0,$$

where $\bar{\phi}_i(r)$ is the average of $\phi_i$ over the sphere of radius $r$ with center at 0. Therefore, 0 is an isolated simple blow up point of $\{\phi_i\}_{i \in \mathbb{N}}$.

From Corollary 3.13 and the proof of [33, Proposition 2.21], we have that

$$\phi_i(0) \int_{B_1} \frac{H_i^e(\mu_i y) \phi_i(y)^{p_i} + \mu_i^2 a_i(\mu_i y) \phi_i(y)}{|x - y|^{n-2s}} \, dy \to \frac{d_0}{|x|^{n-2s}} \text{ in } C^2_{\text{loc}}(B_1 \setminus \{0\}),$$

$$h_i(x) = \phi_i(0) \int_{\mathbb{R}^n \setminus B_1} \frac{H_i^e(\mu_i y) \phi_i(y)^{p_i} + \mu_i^2 a_i(\mu_i y) \phi_i(y)}{|x - y|^{n-2s}} \, dy \to d_0 > 0 \text{ in } C^1_{\text{loc}}(B_1),$$

and thus,

$$\phi_i(0) \phi_i(x) \to \frac{d_0}{|x|^{n-2s}} + a \text{ in } C^1_{\text{loc}}(B_1 \setminus \{0\}).$$

□

In order to prove the proposition, we are going to derive a contradiction to Pohozaev Identity 2 in Proposition 3.8. We need the following:

$$\lim_{i \to \infty} \phi_i(0)^2 \int_{B_{\delta}} |x \nabla H_i^e(\mu_i x) \phi_i(x)^{p_i} + 1| \, dx = 0, \quad (3.36)$$

Claim A

and

$$\lim_{i \to \infty} \phi_i(0)^2 \int_{B_{\delta}} \mu_i^2 |x \nabla a_i(\mu_i x) \phi_i(x)| \, dx = 0. \quad (3.37)$$

Proof of Claim A Applying Lemma 3.17 for $\phi_i$ and by (3.4), we have that
We get (3.37).

Applying Corollary 3.12 to the inequality

$$
\phi_i(0)^2 \int_{B_\delta} \mu_i^{2s} |x \nabla a_i(\mu, x) \phi_i(x)| dx \leq C \mu_i^{2s} \phi_i(0)^2 \int_{B_i} |x| \phi_i(x)^2 dx,
$$

we get (3.37).

To prove (3.36), we apply Lemma 3.15 with $\phi_i$, which gives

$$
\tau_i \leq C \phi_i(0)^{-2} + C \mu_i^{2s} \|\nabla a_i\|_{C^1(B_\delta)} \times \begin{cases} 
\phi_i(0)^{-2} & \text{if } 4s + 1 > n, \\
\phi_i(0)^{-2} \ln \phi_i(0) & \text{if } 4s + 1 = n, \\
\phi_i(0)^{- \frac{2s+2}{n-2s}} & \text{if } 4s + 1 < n,
\end{cases}
$$

$$
\leq C \phi_i(0)^{-2}.
$$

Once more applying the Corollary 3.12 together the following inequality

$$
\phi_i(0) \int_{B_{\delta}} |x H_i^{n}(\mu, x) \phi_i(x)^{p_i+1}| dx \leq \tau_i \phi_i(0)^2 \int_{B_\delta} |x| \phi_i(x)^{p_i+1} dx,
$$

we get (3.36). This proves the claim. \qed

Now, we continue with the proof of the proposition. Since

$$
- \frac{\tau_i(n - 2s)}{2(p_i + 1)} = \frac{n - 2s}{2} - \frac{n}{p_i + 1} \leq 0,
$$

and by Claim A, we have

$$
\lim_{i \to \infty} \phi_i(0)^2 \left( - \frac{\tau_i(n - 2s)}{2(p_i + 1)} \int_{B_{\delta}} H_i(\mu, x)^{p_i+1} dx - s \int_{B_{\delta}} \mu_i^{2s} a_i(\mu, x) \phi_i^2 dx \\
- \frac{1}{p_i + 1} \int_{B_{\delta}} x^2 V_i^{n}(\mu, x) \phi_i^{p_i+1} dx - \frac{1}{2} \int_{B_{\delta}} \mu_i^{2s} x \nabla a_i(\mu, x) \phi_i dx \right) \leq 0.
$$

On the other hand, if we let
\[ b_i(x) := \int_{\mathbb{R}^n \setminus B_i} \frac{H_i^\nu(\mu, y) \phi_i(y)^\nu + \mu_i^2 a_i(\mu, y) \phi_i(y)}{|x - y|^{n - 2s}} \, dy, \]

then,

\[ \phi_i(0) b_i(x) \geq \phi_i(0) \int_{\mathbb{R}^n \setminus B_i} \frac{H_i^\nu(\mu, y) \phi_i(y)^\nu + \mu_i^2 a_i(\mu, y) \phi_i(y)}{|x - y|^{n - 2s}} \, dy \]

\[ \geq \phi_i(0) \int_{\mathbb{R}^n \setminus B_i} \frac{H_i^\nu(\mu, y) \phi_i(y)^\nu + \mu_i^2 a_i(\mu, y) \phi_i(y)}{|y|^{n - 2s}} \, dy \]

\[ \geq \frac{1}{(1 + |x|)^{n - 2s}} \]

\[ \geq b_i(0) 2^{2s - n} \rightarrow d_0 2^{2s - n}, \]

for \( x \in B_\delta \) provided that \( \delta \) is small, and

\[ |\nabla b_i(x)| \leq \begin{cases} \end{cases} \]

\[ C_\delta \phi_i(0)^{-1} \quad \text{if } |x| \leq \frac{\delta^s}{8}, \]

\[ C_\delta (\delta - |x|)^{-\beta} \phi_i(0)^{-1} \quad \text{if } \frac{\delta^s}{8} < |x| < \delta, \]

where \( 0 < \beta < 1 \) and \( C_\delta \) a positive constant depending on \( \delta \).

Hence, from Proposition 3.5, Lemma 3.9 and Proposition 3.11, we have

\[ \int_{B_\delta} [H_i(\mu, x) \nu^\nu \phi_i^\nu + \mu_i^2 a_i(\mu, x) \phi_i] b_i(x) \, dx \geq C^{-1} d_0 \phi_i(0)^{-1} \int_{B_\delta} \phi_i^\nu \, dx \]

\[ \geq C^{-1} d_0 \phi_i(0)^{-2} \int_{B_\delta} (1 + |x|^{2s - n}) \, dx, \]

\[ \left| \int_{B_\delta} x \nabla b_i H_i(\mu, x) \nu^\nu \phi_i^\nu \, dx \right| \leq C \left( \int_{B_{3\delta/8}} + \int_{B_\delta \setminus B_{3\delta/8}} |x| |\nabla b_i| |\phi_i^\nu| \, dx \right) \]

\[ \leq C \phi_i(0)^{-1}, \]

\[ \int_{\partial B_\delta} H_i(\mu, x) \nu^\nu \phi_i(x)^{\nu + 1} \, d\sigma \leq C \phi_i(0)^{-2 - \frac{2}{n - s}}, \]

\[ \left| \int_{B_\delta} x \nabla b_i \mu_i^2 a_i(\mu, x) \phi_i \, dx \right| \leq C \mu_i^{2s} \left( \int_{B_{3\delta/8}} + \int_{B_\delta \setminus B_{3\delta/8}} |x| |\nabla b_i| |\phi_i| \, dx \right) \]

\[ \leq C \mu_i^{2s} \phi_i(0)^{-2}, \]

and

\[ \int_{\partial B_\delta} \mu_i^{2s} a_i(\mu, x) \phi_i(x)^2 \, d\sigma \leq C \mu_i^{2s} \phi_i(0)^{-2}. \]

It follows from the above inequalities that
\begin{align*}
\lim_{i \to \infty} \phi_i(0)^2 \left( \frac{n - 2s}{2} \int_{B_s} [H_i(\mu_i)^s \phi_i^p + \mu_i^{2s} a_i(\mu_i, x) \phi_i] b_i \, dx \\
+ \int_{B_s} x [H_i(\mu_i)^s \phi_i^p + \mu_i^{2s} a_i(\mu_i, x) \phi_i] \nabla b_i \, dx \\
- \frac{\delta}{p_i + 1} \int_{\partial B_s} H_i(\mu_i)^s \phi_i^{p_i + 1} d\sigma - \frac{\delta}{2} \int_{\partial B_s} \mu_i^{2s} a_i(\mu_i, x) \phi_i^2 d\sigma \right) > 0.
\end{align*}

This contradicts (3.38) and Pohozaev Identity 2 in Proposition 3.8.

### 3.3 Proof of Lemma 3.1 and Theorem 1.1

Let \( u \in C^2(\mathbb{S}^n) \) be a solution of
\[
P_s u = u^p + ku, \quad u > 0 \text{ in } \mathbb{S}^n,
\]
where \( k : \mathbb{S}^n \to \mathbb{R} \) is a positive smooth function.

**Proposition 3.18** Let \( u \) be a positive solution of (3.39). Then for any \( 0 < \varepsilon < 1 \) and \( R > 1 \), there exist large positive constants \( C_1, C_2 \) depending on \( n, s, \|k\|_{C^1(\mathbb{S}^n)} \), \( \varepsilon \) and \( R \) such that, if
\[
\max_{\mathbb{S}^n} u \geq C_1,
\]
then \((n + 2s)/(n - 2s) - p < \varepsilon \), and there exists a finite set \( \mathcal{T}(v) \subset \mathbb{S}^n \) such that

(i) If \( P \in \mathcal{T}(u) \), then it is a local maximum of \( u \) and in the stereographic projection coordinate system \( \{y_1, \ldots, y_n\} \) with \( P \) as the south pole,
\[
\|u^{-1}(P)u(u^{-\frac{p+1}{2s}}(P)y) - (1 + |y|^2)^{\frac{2s-n}{2}}\|_{C^2(\mathbb{B}_{2R})} < \varepsilon.
\]

(ii) If \( P_1, P_2 \) belonging to \( \mathcal{T}(u) \), then
\[
B_{R_0(P_1)}^{-\frac{\varepsilon+1}{2s}}(P_1) \cap B_{R_0(P_2)}^{-\frac{\varepsilon+1}{2s}}(P_2) = \emptyset.
\]

(iii) \( u(P) \leq C_2 \{ \text{dist}(P, \mathcal{T}(u))^{-\frac{2s}{p+1}} \} \) for all \( P \in \mathbb{S}^n \).

The proof is standard by now, which follows from the blow-up argument as the proof of Proposition 3.5 and Liouville theorem in Jin et al. [32]. We omit it here.

**Proposition 3.19** Under the assumptions of Proposition 3.18. For any \( 0 < \varepsilon < 1 \), \( R > 1 \) and any solution \( u \in C^2(\mathbb{S}^n) \) of (3.39) with \( \max_{\mathbb{S}^n} u > C_1 \), we have
\[
\text{dist}(P_1, P_2) \geq d_0, \text{ for any } P_1, \ P_2 \in \mathcal{T}(u) \text{ and } P_1 \neq P_2,
\]
where \( d_0 \) depends only on \( n, s, \varepsilon, R, \inf_{\mathbb{S}^n} k \) and an upper bound of \( \|k\|_{C^1(\mathbb{S}^n)} \).

**Proof** See the proofs of [33, Proposition 3.2] and Proposition 3.14. \( \square \)
Proof of Lemma 3.1} We first prove that \( \|u\|_{L^\infty(S^n)} < C \). Suppose the contrary, i.e., there exist sequences \( \{\lambda_i\}_{i \in \mathbb{N}} \) and \( \{u_i\}_{i \in \mathbb{N}} \) such that \( \lambda_i \to 0^+ \), \( u_i \) is solution of (3.1) with \( \lambda = \lambda_i \) and \( \|u_i\|_{L^\infty(S^n)} \to +\infty \) as \( i \to +\infty \). Denote \( \bar{u} = qu \). Then, by (1.1), and after passing to a subsequence, \( \bar{u}_i \) solves (3.39) with \( k_i = R_{\bar{u}}^2 - \lambda_i > 0 \) for all \( i \in \mathbb{N} \). Moreover, there exists a sequence \( \{\xi_i\}_{i \in \mathbb{N}} \) in \( \mathbb{S}^n \) such that, up to a subsequence,

\[
\lim_{i \to \infty} \xi_i = \xi_0 \quad \text{for some} \quad \xi_0 \in \mathbb{S}^n,
\]

and

\[
\lim_{i \to \infty} \bar{u}_i(\xi_i) = \lim_{i \to \infty} \|\bar{u}_i\|_{L^\infty(S^n)} = +\infty.
\]

For any fixed \( \varepsilon > 0 \) sufficiently small and \( R >> 1 \), by Proposition 3.19, we have that \( \text{Card}(\mathcal{T}(\bar{u}_i)) \) is uniformly bounded (\( \text{Card} \) denotes the cardinality). By Proposition 3.18 (iii), we can take a sequence of elements \( P_i \in \mathcal{T}(\bar{u}_i) \) such that, after passing a subsequence, \( \xi_i = P_i \) or \( \lim_{i \to \infty} P_i = \xi_0 \), and thus, \( \lim_{i \to \infty} \bar{u}_i(P_i) = +\infty \). Using the stereographic projection \( \mathcal{F}^{-1} \) with \( P_i \) being the south pole, the equation (3.39) is transformed into

\[
v_i(y) = \int_{\mathbb{R}^n} \frac{\xi_i(y)v(y)p_i + a_i(y)v_i(y)}{|x - y|^{n-2s}} \, dy \quad \text{for all} \quad x \in \mathbb{R}^n,
\]

where

\[
v_i(y) = \frac{\xi_i(y)\bar{u}_i(\mathcal{F}(y))}{a_i(y)} \quad \text{and} \quad a_i(y) = \frac{4s}{s-2} k_i(\mathcal{F}(y)), \quad y \in \mathbb{R}^n.
\]

It follows that 0 is an isolated blow up point of \( \{v_i\}_{i \in \mathbb{N}} \), and from Proposition 3.14, 0 an isolated simple blow up point.

As in the proof of Proposition 3.14, we will derive a contradiction to the Pohozaev identities in Proposition 3.8. We first consider the case \( s \leq n/4 \). By Lemma 3.15 and Corollary 3.12, we have

\[
\left| \int_{B_s} x\nabla \xi_i^{s} v_i^{p_i + 1} \, dx + \int_{B_s} x\nabla a_i v_i^2 \, dx \right| \\
\leq C \begin{cases} 
  v_i(0)^{-2} & \text{if } 4s \leq n < 4s + 1 \\
  v_i(0)^{-2} + v_i(0)^{-2} \ln v_i(0) & \text{if } n = 4s + 1 \\
  v_i(0)^{-2} + v_i(0)^{-4s/2} & \text{if } n > 4s + 1,
\end{cases}
\]

where \( 0 < \delta < 1 \). It follows from (3.32) and the above inequality that

\[
\lim_{i \to \infty} v_i(0)^2 \left( \frac{\tau_i(n - 2s)}{2(p_i + 1)} \int_{B_s} \xi_i^{s} v_i^{p_i + 1} \, dx + s \int_{B_s} a_i(x)v_i^2 \, dx \right. \\
\left. + \frac{1}{2} \int_{B_s} x\nabla a_i v_i^2 \, dx + \frac{1}{p_i + 1} \int_{B_s} x\nabla \xi_i^{s} v_i^p \, dx \right) \geq \lim_{i \to \infty} \left( C v_i(0)^2 \int_{B_s} v_i^2 \, dx - v_i(0)^2 \right) \left( \int_{B_s} x\nabla \xi_i^{s} v_i^{p_i + 1} \, dx + \int_{B_s} x\nabla a_i v_i^2 \, dx \right) \\
= \infty.
\]

On the other hand, if we let
\[ h_i(x) = \int_{\mathbb{R}^n \setminus B_s} \frac{\xi_s(y) v_i(y) \varphi_i + a_i(y) v_i(y)}{|x - y|^{n-2s}} \, dy, \quad x \in \mathbb{R}^n, \quad (3.43) \]

then

\[ \nabla h_i(x) \leq \begin{cases} \frac{C_\delta v_i(0)}{\delta} & \text{if } |x| \leq \frac{7\delta}{8}, \\ C_\delta (|x| - \delta)^{-\beta} v_i(0)^{-1} & \text{if } \frac{7\delta}{8} < |x| < \delta. \end{cases} \]

By Proposition 3.5, Lemma 3.9 and Proposition 3.11, we have

\[ v_i(0)^2 \left( -\frac{n - 2s}{2} \int_{B_s} (\xi_s \varphi_i + a_i v_i) h_i \, dx - \int_{\partial B_s} x (\xi_s \varphi_i + a_i v_i) \nabla h_i \, d\sigma \right) + \frac{\delta}{p_i + 1} \int_{\partial B_s} \xi_s \varphi_i^{p_i + 1} \, d\sigma + \frac{\delta}{2} \int_{\partial B_s} a_i v_i^2 \, d\sigma \leq C_\delta. \]

This contradicts (3.42) and Pohozaev Identity 2 in Proposition 3.8.

Therefore, \( \| u_i \|_{L^\infty(S^n)} < C. \)

Now, let \( \zeta \) be an arbitrary point on \( S^n. \) Using the stereographic projection \( F^{-1} \) with \( \zeta \) being the south pole, \( v(y) = \xi_s(y) \varphi(F(y)) u(F(y)), \quad y \in \mathbb{R}^n, \) satisfies (3.2). The theorem then follows from interior estimates of solutions of linear equations in [1, 33] to \( v \) and the compactness of \( S^n. \)

**Proof of Theorem 1.1 (critical)** By (1.1) and Lemma 3.1, we have that there exist some positive constants \( \bar{C} \) and \( \bar{\lambda} \) such that \( \bar{\lambda} < \min_R, R^6 \) and for \( 0 < \lambda < \bar{\lambda}, \) any solution \( u \) of (3.1), satisfies

\[ \| u \|_{C^2(S^n)} \leq \bar{C}. \quad (3.44) \]

Integrating equation (3.1) on \( S^n \) leads to, using Hölder inequality,

\[ \| u \|_{L^p(S^n)} \leq C \lambda^{\frac{1}{p-1}}, \quad (3.45) \]

where \( p = (n + 2s)/(n - 2s) \) and \( C \) depends on \( n, s \) and \( S^n. \) As in the last part of the proof of Lemma 3.1, we use the stereographic projection \( F^{-1}, \) the compactness of \( S^n, \) [33, Theorem 2.5], (3.44) and (3.45) to obtain

\[ \| u \|_{L^\infty(S^n)} \leq C \lambda^{\frac{1}{p-1}}, \quad (3.46) \]

where \( C \) is a positive constant that depends on \( n, s, \bar{C} \) and \( S^n. \) Next, we use an argument due to Licois and Veron [38]. Multiplying (3.1) by \( (u - \bar{u}) \) and integrating, we have

\[ \int_{S^n} (u - \bar{u}) L^\xi u \, d\theta_g + \lambda \int_{S^n} u(u - \bar{u}) \, d\theta_g = \int_{S^n} u^p(u - \bar{u}) \, d\theta_g. \]

Clearly, we have

\[ \int_{S} (u - \bar{u}) L^\xi \bar{u} \, d\theta_g = \int_{S} \bar{u}(u - \bar{u}) \, d\theta_g = \int_{S} \bar{u}^p(u - \bar{u}) \, d\theta_g = 0. \]

By (1.5) and the two above identities, we have
The theorem follows from (3.46) and the above inequality for \( \lambda \) small.

4 Existence of infinitely many non-constant solutions

The solutions of the problem (1.2) are related with the critical point of the functional \( J : \mathbb{H}^s(\mathbb{S}, g) \rightarrow \mathbb{R} \) defined by

\[
J(u) = \frac{1}{2} \int_{\mathbb{S}^n} u L_s^g \, d\theta_g - \int_{\mathbb{S}^n} F(x, u) \, d\theta_g , \quad u \in \mathbb{H}^s(\mathbb{S}, g),
\]

where \( F(\zeta, t) = \int_0^t f(\zeta, s) \, ds \) for each \( \zeta \in \mathbb{S}^n \) and any \( t \in \mathbb{R} \). By conditions on \( f \), the functional \( J \) is well defined and differentiable in \( \mathbb{H}^s(\mathbb{S}, g) \), but it fails to satisfy the Palais-Smale compactness condition in \( \mathbb{H}^s(\mathbb{S}, g) \). However, applying the fountain theorem [4] and the principle of symmetric criticality [44], we obtain the following.

**Lemma 4.1** Let \( G \) be a group acting isometrically on \( \mathbb{H}^s(\mathbb{S}, g) \) such that

(i) \( J \) is \( G \)-invariant;
(ii) the embedding \( X_G \hookrightarrow L^p(\mathbb{S}, g) \) is compact;
(iii) \( X_G \) has infinite dimension.

Then \( J \) has a unbounded sequence of critical points \( \{v_l\}_{l \in \mathbb{N}} \) in \( \mathbb{H}^s(\mathbb{S}, g) \).

To prove the condition (i) of the above lemma, it is sufficient to show that the subgroup \( G \subset O(n + 1) \) acts isometrically on \( \mathbb{H}^s(\mathbb{S}, g) \) by the action

\[
gu(\zeta) := u(g^{-1}(\zeta)), \quad \zeta \in \mathbb{S}^n, \quad g \in G.
\]

**Lemma 4.2** Let \( G \) be a closed subgroup of \( O(n + 1) \) and \( s \in (0, n/2) \). Let \( g = \varphi^4/(n-2s) \varphi g_{\mathbb{S}^n} \) be a conformal metric on \( \mathbb{S}^n \) such \( \varphi \) is \( G \)-invariant. Then \( G \) acts isometrically on \( \mathbb{H}^s(\mathbb{S}, g) \).

**Proof** Using (1.6), it is easy to show that if \( \sigma \in (0, 1) \), then

\[
P_\sigma(\varphi gu)(g\zeta) = P_\sigma(\varphi u)(\zeta) \quad \text{for all} \quad \zeta \in \mathbb{S} \quad \text{and} \quad g \in G.
\]

From (1.1), [24] and (4.2), we have
\[ \|gu\|_{s,g} = \int_{S^n} \varphi(\zeta)(gu)(\zeta)P_s(\varphi gu)(\zeta)d\theta_{g^p} \]
\[ = \int_{S^n} \varphi(g\zeta)u(\zeta)P_s(\varphi gu)(g\zeta)d\theta_{g^p} \]
\[ = \int_{S^n} \varphi(g\zeta)u(\zeta)\prod_{j=1}^{|s|} (P_1 + c_{j,s})P_{s-|s|}(\varphi gu)(g\zeta)d\theta_{g^p} \]
\[ = \int_{S^n} (\varphi u)(\zeta)P_s(\varphi u)(\zeta)d\theta_{g^p}, \]
where \(c_{j,s}\) are constants depending on \(n\) and \(s\). \(\square\)

In the case \(s = 1\), \(g = g_{S^n}\) and \(f(\cdot, t) = t^{(n+2)/(n-2)} - R^S_t\), Ding [20] considered an infinite dimensional closed subset \(X_G \subset H^1(S^n, g_{S^n})\) and showed that the embedding \(X_G \hookrightarrow L^p\) is compact. To show this compactness, he used Sobolev’s inequality for functions in \(H^1\) on limited domains of \(\mathbb{R}^k\), \(k < n\), and some integral inequalities. In order to show the item (ii) of Lemma 4.1, we will use the Sobolev’s inequality in fractional spaces on domains of \(\mathbb{R}^n\) (see [19]).

For \(s \in (0, n/2)\), and \(n, k\) two integers, we define \(p^* = p^*(n, k, s)\) by

\[ p^* = \frac{(n-k)2}{n-k-2s} \quad \text{if} \quad n-k > 2s \quad \text{and} \quad p^* = +\infty \quad \text{if} \quad n-k < 2s. \]

When \(k \geq 1\) and \(2s < n\), one then has that \(p^* > \frac{2n}{n-2s}\) (the critical Sobolev exponent for the embedding of \(H^s(S^n, g)\) in \(L^p(S^n, g)\)). The purpose of the following result is to evidence a subset \(X_G \subset H^1(S^n, g)\) such that it can satisfy the conditions of Lemma 4.1:

**Lemma 4.3** Let \(g = \varphi^{-\frac{4}{n-4}} g_{S^n}\) be a conformal metric on \(S^n\) with \(0 < \varphi \in C^\infty(S^n)\) and \(s \in (0, n/2)\). Let \(G\) be a closed subgroup of \(Isom_g(S^n)\), \(k = \min_{x \in S^n} \dim O_x^G\) and \(p^*(n, k, s)\) be as above.

(a) If \(0 < s < 1\), then the embedding \(H^1_G(S^n, g) \hookrightarrow L^p(S^n, g)\) is continuous if \(1 \leq p \leq p^*(n, k, s)\) and is compact if \(p < p^*(n, k, s)\).

(b) If \(1 \leq s < n/2\), then the embedding \(H^1_G(S^n, g) \hookrightarrow L^p(S^n, g)\) is continuous if \(1 \leq p \leq p^*(n, k, s)\) and is compact if \(p < p^*(n, k, s)\).

\[ p_0 = \frac{n}{n-2(s-[s])}. \]

**Proof** (a) For \(0 < s < 1\), the proof is divided into two cases.

Case 1: \(g = g_{S^n}\). If \(k = 0\) the result is a straightforward consequence of the standard Sobolev embedding theorem. Hence, we assume in the sequel that \(k \geq 1\). By [31, Lemma 1], one then has that for each \(z \in S^n\) there are a chart \((U, h)\) and \(\delta > 0\) such that

(i) \(h(U) = B^r_{\delta} \times B^{n-r}_\delta\), where \(B^r_{\delta}\) and \(B^{n-r}_\delta\) are open balls of \(\mathbb{R}^r\) and \(\mathbb{R}^{n-r}\) with center at \(h(z)\), and \(r \in \mathbb{N}\) satisfies \(r \geq k\),

(ii) \(h\) and \(h^{-1}\) are Lipschitz on \(U\) and \(B^r_{\delta} \times B^{n-r}_\delta\),
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(iii) for any \( \tilde{z} \in U \), \( B_{66}' \times \Pi_2(h(\tilde{z})) \subset h(O_G \cap U) \), where \( \Pi_2 : \mathbb{R}^r \times \mathbb{R}^{n-r} \to \mathbb{R}^{n-r} \) is the second projection,

(iv) there is a constant \( c > 0 \) such that \( c^{-1} \delta_j' \leq g_{ij} \leq c \delta_j' \) as linear form, where \( g_{ij} \) are the components of \( g \) on \( (U, h) \).

Now, we consider a function \( G \)-invariant \( u \in C^\infty(\mathbb{S}^r) \). According to (iii), one has that for any \( x, x' \in B_{66}' \), and any \( y \in B_{66}' \), \( u \circ h^{-1}(x, y) = u \circ h^{-1}(x', y) \). Then we can define a function \( \tilde{u} \in C^\infty(B_{66}', \mathbb{R}) \) such that for any \( x \in B_{66}' \) and any \( y \in B_{66}' \),

\[ \tilde{u}(y) = u \circ h^{-1}(x, y). \]

We then get that

\[
\int_U \int_U \frac{[u(\zeta) - u(\omega)]^2}{|\zeta - \omega|^{n+2s}} \, d\theta_g(\zeta) d\theta_g(\omega) = \int_{(B_{66}' \times B_{66}')^2} \frac{[u \circ h^{-1}(x, y) - u \circ h^{-1}(x', y') ]^2}{|h^{-1}(x, y) - h^{-1}(x', y') |^{n+2s}} \sqrt{\text{det}(g_{ij} \circ h^{-1})} \, dx \, dy \, dx' \, dy' \tag{4.3}
\]

\[
\geq C \int_{B_{66}'} \int_{B_{66}'} \int_{B_{66}'} \int_{B_{66}'} \frac{[\tilde{u}(y) - \tilde{u}(y')]^2}{|(x, y) - (x', y') |^{n+2s}} \, dx' \, dy' \, dx \, dy. \tag{4.4}
\]

Making change variable, we have

\[
\int_{B_{66}'} \int_{B_{66}'} \frac{1}{|(x, y) - (x', y') |^{n+2s}} \, dx' \, dx = \int_{B_{66}'} \int_{B_{66}'} \frac{1}{|x - x'|^2 + |y - y'|^2} \, dx' \, dx = \int_{B_{66}'} \int_{B_{66}'} \frac{1}{|w|^2 + |y - y'|^2} \, dw \, dx
\]

\[
\geq \int_{B_{66}'} \int_{B_{66}'} \frac{1}{|[w']^2 + |y - y'|^2} \, dw \, dx \geq \int_{B_{66}'} \int_{B_{66}'} \frac{1}{|[w']^2 + |y - y'|^2} \, dw \, dx \geq C \int_{B_{66}'} \int_{B_{66}'} \frac{1}{|y - y'|^{n+2s}} \, dw \, dx \geq C \int_{B_{66}'} \int_{B_{66}'} \frac{1}{|y - y'|^{n-r+2s}} \, dx
\]

where \( C = C(\delta, n, r) > 0 \). From (4.3), (4.4) we obtain
Similarly, we can prove that for any real number \( p \geq 1 \),
\[
C_2^{-1} \int_{B_{g_{s},r}} |u|^p \, dy \leq \int_{U} |u|^p \, d\theta_g \leq C_2 \int_{B_{g_{s},r}} |u|^p \, dy,
\]
for some \( C_2 = C_2(\delta, n, r) > 0 \). Combining these inequalities and the Sobolev embedding theorem for bounded domains of Euclidean spaces (see for instance \([19]\)), we have that:

(v) if \( n - r \leq 2s \), then for any real number \( p \geq 1 \), there exists \( C > 0 \) such that for any \( G \)-invariant \( u \in C^\infty(S) \),
\[
\left( \int_U |u|^p \right)^{\frac{1}{p}} \leq C \left\{ \kappa_1 \int_U \int \frac{|f(u) - u(\omega)|^2}{|\xi - \omega|^{n+2s}} \, d\theta_g(\xi) \, d\theta_g(\omega) + \kappa_2 \int_U |u|^2 \, d\theta_g \right\},
\]
where
\[
\kappa_1 = \frac{C_{n,s}}{2} = \frac{2^{2s-1} \Gamma(n+2s)}{\pi^s \Gamma(1-s)} \quad \text{and} \quad \kappa_2 = \frac{\Gamma(n/2 + s)}{\Gamma(n/2 - s)}.
\]

(vi) if \( n - r > 2s \), then the inequality above hold for \( 1 \leq p \leq \frac{(n-r)^2}{n-r-2s} \).

But we have \( n - r \leq n - k \), so that \( p^*(n,r,s) \geq p^*(n,k,s) \).

Finally, \( S^a \) can be covered by a finite number of charts \((U_{a}, h_{a})\), \( 1 \leq a \leq N \) such that satisfy (i)-(vi). Thus, the global inequality now follows easily:
\[
\|u\|_{L^p(S^a)} \leq C\|u\|_{s, g_{S^a}}, \quad 1 \leq p \leq p^*.
\]
for all \( u \in H^s_{G}(S, g_{S^a}) \). This proves that \( H^s_{G}(S, g_{S^a}) \hookrightarrow L^p(S^a) \) is continuous for \( 1 \leq p \leq p^* \).

By standard arguments, one easily gets that the embedding is compact provided that \( p < p^* \).

**Case 2**: \( g = \varphi^{-1} g_{S^a} \). It is easy to show that there is a \( \varepsilon \in (0, 1) \) such that
\[
\frac{(\varepsilon^2 - 1)}{\varepsilon^2} \kappa_1 \int_{S^a} \frac{|\varphi(\xi) - \varphi(\omega)|^2}{|\xi - \omega|^{n+2s}} d\theta_g(\xi) + \kappa_2 \varphi(\omega) \geq 0 \quad \text{for all} \quad \omega \in S^a.
\]
From (1.1) we have, for \( u \in H^s_{G}(S^a, g) \), that
\[
\int_{S^n} u P^g \varphi \, d\vartheta_g \\
= \int_{S^n} u \varphi P^g (u \varphi) \, d\vartheta_g\\
= \kappa_1 \int_{S^n} \int_{S^n} \left[ \frac{u(\zeta) \varphi(\zeta) - u(\omega) \varphi(\omega)}{|\zeta - \omega|^{n+2s}} \right] d\vartheta(\zeta) \, d\vartheta(\omega) + \kappa_2 \int_{S^n} u^2 \varphi^2 \, d\vartheta_g \\
= \kappa_1 \int_{S^n} \int_{S^n} \left\{ \left[ \frac{u(\zeta) - u(\omega)}{|\zeta - \omega|^{n+2s}} \right] + \frac{u(\omega)^2 \varphi(\zeta) - \varphi(\omega)^2}{|\zeta - \omega|^{n+2s}} \right\} d\vartheta(\zeta) \, d\vartheta(\omega) \\
+ \kappa_1 \int_{S^n} \int_{S^n} \frac{\varphi(\zeta)[u(\zeta) - u(\omega)]u(\zeta)[\varphi(\zeta) - \varphi(\omega)]}{|\zeta - \omega|^{n+2s}} d\vartheta(\zeta) \, d\vartheta(\omega) \\
+ \kappa_2 \int_{S^n} u^2 \varphi^2 \, d\vartheta_g \\
\geq \kappa_1 \int_{S^n} \int_{S^n} \left( 1 - \varepsilon^2 \right) \frac{u(\zeta) - u(\omega)}{|\zeta - \omega|^{n+2s}} d\vartheta(\zeta) \, d\vartheta(\omega) \\
+ \kappa_1 \int_{S^n} \int_{S^n} \left( 1 - \frac{1}{\varepsilon^2} \right) \frac{u(\omega)^2 \varphi(\zeta) - \varphi(\omega)^2}{|\zeta - \omega|^{n+2s}} d\vartheta(\zeta) \, d\vartheta(\omega) \\
+ \kappa_1 \int_{S^n} \int_{S^n} \frac{\varphi(\zeta)[u(\zeta) - u(\omega)]u(\zeta)[\varphi(\zeta) - \varphi(\omega)]}{|\zeta - \omega|^{n+2s}} d\vartheta(\zeta) \, d\vartheta(\omega) \\
+ \kappa_2 \varphi(\omega) \int_{S^n} u(\omega) \, d\vartheta_g \\
\geq C \int_{S^n} \int_{S^n} \frac{u(\zeta) - u(\omega)}{|\zeta - \omega|^{n+2s}} d\vartheta(\zeta) \, d\vartheta(\omega) \\
= C \int_{S^n} \int_{S^n} \frac{u(\zeta) - u(\omega)}{|\zeta - \omega|^{n+2s}} d\vartheta(\zeta) \, d\vartheta(\omega),
\]

where the last step is due to the fact that \( \min_{\zeta \in S^n} \varphi(\zeta) > 0 \), and \( C > 0 \). Using the last inequality and following the arguments of the previous case, we completed the proof of item (a).

(b) If \( s = 1 \), this lemma is a special case of a result of Hebey and Vaugon [31, Corollary 1]. For \( s > 1 \), we use an iterative argument developed by Aubin [2, Proposition 2.11] to prove that

\[
W^{[1]}(\mathbb{S}, g) \hookrightarrow W^{[1]}(\mathbb{S}, g) \hookrightarrow W^{[1]}(\mathbb{S}, g) \hookrightarrow \ldots \hookrightarrow L^{[1]}(\mathbb{S}, g),
\]

where \( q_i = p^*(n, k, q_{i-1}/2)q_{i-1}/2 \) for \( i \geq 2 \) and \( q_1 = p^*(n, k, q/2)q/2 \). An easy calculation yields \( q_{[s]} = p^*(n, k, [s]/q/2)q/2 \). On the other hand, from Theorem 5.1 we have

\[
H^s G(\mathbb{S}, g) \hookrightarrow H^{[1]} G(\mathbb{S}, g) = W^{[1]} G(\mathbb{S}, g),
\]

where

\[
q = \frac{2n}{n - 2(s - [s])}.
\]

Combining these facts, we complete the proof. \( \square \)

We mention some examples of subgroups \( G \subset O(n + 1) \) that act isometrically on \( \mathbb{S}^n \).

**Example 4.4** For each pair of integers \( l, m \geq 2 \) with \( l + m = n + 1 \), let \( G = O(l) \times O(m) \subset O(n) \). This subgroup was used by Ding [20] to establish the existence of infinitely many sign-changing solutions for the equation (1.7). Since
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$k = \min_{\xi \in \mathbb{S}^n} \dim O^*_\xi \geq \min\{k \in \mathbb{N} : k - 1 \leq m - 1\}$, we can see that Lemma 4.3 holds for $g = g_{\mathbb{S}^n}$, and therefore, $H^s_G(\mathbb{S}^n, g_{\mathbb{S}^n})$ is compact for $1 \leq p \leq 2n/(n - 2s)$. Thus, we can see that the proof of Theorem 1.2 follows immediately from Lemma 4.1 with $X_G = H^s_G(\mathbb{S}^n, g_{\mathbb{S}^n})$.

**Example 4.5** For $n = 3$ or $n \geq 5$, we choose an integer $m$ between 2 and $(n + 1)/2$ with $2m \neq n$. We write the elements of $\mathbb{R}^{n+1} = \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}^{n+2m}$ as $\zeta = (\zeta_1, \zeta_2, \zeta_3)$ with $\zeta_1, \zeta_2 \in \mathbb{R}^m$ and $\zeta_3 \in \mathbb{R}^{n+2m}$. We define

$$Z = O(m) \times O(m) \times O(n + 1 - 2m) \subset O(n + 1)$$

and

$$G = (Z \cup \{\tau\}) \subset O(n + 1),$$

where $\tau \in O(n + 1)$ is given by $\tau(\zeta_1, \zeta_2, \zeta_3) = (\zeta_2, \zeta_1, \zeta_3)$. The subgroup $G$ was used by Bartsh and Willem [4] to find an unbounded sequence of nonradial solutions of the equation

$$-\Delta v + b(|x|)v = \tilde{f}(|x|, v) \text{ in } \mathbb{R}^N, N = 4 \text{ or } N \geq 6 \quad (4.5)$$

under suitable assumptions on $b$ and $\tilde{f}$. The elements of $G$ can be written uniquely as $z$ or $z\tau$ with $z \in Z$. The action on $G$ on $H^s(\mathbb{S}^n, g_{\mathbb{S}^n})$ is defined as

$$(gu)(\zeta) = \Pi(g)u(g^{-1} \zeta) \text{ for } g \in G, \zeta \in \mathbb{S}^n, \quad (4.6)$$

where $\Pi : G \to \{-1, 1\}$ is given by $\Pi(\zeta) = 1$ and $\Pi(z\tau) = -1$. It is clear that each $g \in G$ acts isometrically on $H^s(\mathbb{S}^n, g_{\mathbb{S}^n})$ (see Lemma 4.2). The embedding $H^s_G(\mathbb{S}^n, g_{\mathbb{S}^n}) \hookrightarrow L^p(\mathbb{S}^n, g_{\mathbb{S}^n})$ is compact for $1 \leq p \leq 2n/(n - 2s)$ because $k = \min_{\xi \in \mathbb{S}^n} \dim O^*_\xi \geq 1$ and

$$H^s_G(\mathbb{S}^n, g_{\mathbb{S}^n}) \hookrightarrow H^s_Z(\mathbb{S}^n, g_{\mathbb{S}^n}) \hookrightarrow L^p(\mathbb{S}^n, g_{\mathbb{S}^n}),$$

where the second embedding is compact (Example 4.4 and Lemma 4.3). Moreover, $X_G = H^s_G(\mathbb{S}^n, g_{\mathbb{S}^n})$ satisfies the assumptions of Lemma 4.1. Thus, we obtain an unbounded sequence of points $u_i$ of $J$, with $f(\cdot, t) = f(t)$, lie in $H^s_G(\mathbb{S}^n, g_{\mathbb{S}^n})$. They cannot be rotationally symmetric on $\mathbb{S}^n$ with respect to $\zeta_3$ because they satisfy

$$u_i(\zeta_1, \zeta_2, \zeta_3) = -u_i(\tau(\zeta_1, \zeta_2, \zeta_3)) = -u_i(\zeta_2, \zeta_1, \zeta_3) \text{ for every } \zeta \in \mathbb{S}^n.$$

**Example 4.6** In order to cover the case $n = 4$, we consider the subgroup $Z = SO(3) \times SO(2) \subset O(5)$. Define $G = (Z \cup \{\tau\}) \subset O(5)$, where $\tau \in O(5)$ is given by

$$\tau(\zeta_1, \zeta_2, \zeta_3, \zeta_4, \zeta_5) = (-\zeta_1, -\zeta_2, -\zeta_3, \zeta_4, \zeta_5), \quad \zeta_i \in \mathbb{R}, \quad i = 1, \ldots, 5.$$

The subgroup $G$ was recently used by Biliotti and Siciliano [7] to find nonradial solutions of (4.5) for the case $N = 5$, as well as for any nonlocal problems on $\mathbb{R}^5$. Following as in Example 4.5, we can define the action of $G$ on $H^s(\mathbb{S}^n, g_{\mathbb{S}^n})$ by (4.6) and thus obtain the compactness of $H^s_G(\mathbb{S}^n, g_{\mathbb{S}^n}) \hookrightarrow L^p(\mathbb{S}^n, g_{\mathbb{S}^n})$. Moreover, since the functions $u_m(\zeta_1, \zeta_2, \zeta_3, \zeta_4, \zeta_5) = \zeta_1^m$ are in $H^s_G(\mathbb{S}^n, g_{\mathbb{S}^n})$ for each $m$ odd, then $\dim H^s_G(\mathbb{S}^n, g_{\mathbb{S}^n}) = +\infty$. Therefore, by Lemma 4.1, we have obtained unbounded sequence $\{u_i\}_{i \in \mathbb{N}}$ of solutions of (1.2) in $H^s(\mathbb{S}^n, g_{\mathbb{S}^n})$, with $f(\cdot, t) = f(t)$, such that

$$u_i(\zeta_1, \zeta_2, \zeta_3, \zeta_4, \zeta_5) = -u_i(-\zeta_1, -\zeta_2, -\zeta_3, \zeta_4, \zeta_5).$$
Remark 4.1 The subgroups chosen in Examples 4.5 and 4.6 guarantee the existence of infinitely many nonradial sign-changing solutions for the equation (1.7) with $s \in (0, n/2)$ and $n \geq 3$. In fact, by Lemma 2.1 with the proper choice of stereographic projection, there exists an unbounded sequence $\{v_l\}_{l \in \mathbb{N}}$ in $D^{s,2}(\mathbb{R}^n)$ of nonradial solutions of (1.7). However, as we saw in the introduction that any positive solution of (1.7) has the same energy in $D^{s,2}(\mathbb{R}^n)$. Therefore, the solutions $v_l$ change sign for $l$ large.

Proof of Theorem 1.5 By Lemma 4.3, the embedding $X_G := H^s_G(\mathbb{S}^n, g) \hookrightarrow L^p(\mathbb{S}^n, g)$ is compact for $p \leq 2n/(n−2s)$. Therefore, we may apply Lemma 4.1 to complete the proof of Theorem 1.5. □

Proof of Corollary 1.6 By Theorem 1.5, the equation (1.2), with $f(t) = |t|^{p−1}t − \lambda t$ and $\lambda \in (0, \lambda^*)$, has an unbounded sequence $\{u_l\}_{l \in \mathbb{N}}$ in $H^s(\mathbb{S}^n, g)$. After passing to a subsequence, we can assume that $\{u_l\}_{l \in \mathbb{N}}$ is a positive sequence. Then, from Theorem 1.1, each $u_l$ is constant. Multiplying (1.2) by $u_l$ and integrating, we have

$$f(u_l)u_l[vol_g(\mathbb{S}^n)] = \int_{\mathbb{S}^n} u_l(P_s^g - R_s^g)u_l d\theta_g = 0,$$

and

$$u_l^2 \int_{\mathbb{S}^n} R_s^g d\theta_g = \int_{\mathbb{S}^n} u_l(R_s^g u + f(u_l)) d\theta_g = \|u_l\|_{L^2_g}^2 \rightarrow \infty \text{ as } l \rightarrow \infty.$$

Then $u_l \rightarrow \infty$ when $l \rightarrow \infty$. On the other hand, there exist three positive constants $a_1, a_2$ and $\mu > 2$ such that

$$tf(t) \geq \mu F(t) \geq a_1 t^\mu - a_2 \text{ for all } t > 0 \text{ large.}$$

Then

$$0 = uf(u_l) \geq a_1 u_l^\mu - a_2 > 0 \text{ for } l \text{ large,}$$

which is a contradiction. □

Proof of Corollary 1.3 It follows from [1] and from the proof of Corollary 1.6. □

Appendix

Sobolev type spaces and conformally invariant operators on the unit sphere

In this subsection, we recall some results for $P_s$ and Bessel potential spaces on spheres which can be found in [8, 42, 45, 48, 50].

The operator $P_s$ has as eigenfunctions, the spherical harmonic functions. Let $Y^{(k)}$ be a spherical harmonic function of degree $k \geq 0$. Then for $s \in (0, n/2)$, we have

$$P_s(Y^{(k)}) = \frac{\Gamma(k + \frac{n}{2} + s)}{\Gamma(k + \frac{n}{2} - s)} Y^{(k)}, \quad R_s(Y^{(k)}) = \frac{\Gamma(\frac{n}{2} + s)}{\Gamma(\frac{n}{2} - s)} Y^{(k)},$$

and, for each $u \in H^s(\mathbb{S}, g_{\mathbb{S}^n})$ with $u = \sum_k b_k Y^{(k)}$, we obtain
\[
\int_{\mathbb{S}^n} (u - \bar{u})(P_s - R_s)(u - \bar{u}) \, d\theta_{g_s^n} = \sum_{k=1}^{\infty} \left[ \frac{\Gamma(k + \frac{n}{2} + s)}{\Gamma(k + \frac{n}{2} - s)} - \frac{\Gamma(k + \frac{n}{2} + s)}{\Gamma(k + \frac{n}{2} - s)} \right] \int_{\mathbb{S}^n} |b_k Y^{(k)}|^2 \, d\theta_{g_s^n}
\]
and therefore \( \lambda_{1,s,g_s^n} > 0 \).

If \( g \in [S^n] \) is a conformal metric on \( S^n \), then \((P_s)^{-1} \), acting in \( L^2(S^n, g) \), is compact, self-adjoint and positive \([42, Proposition 2.3]\). Consequently, \( P_s \) admits an unbounded sequence of eigenvalues depending on \( g \). On the other hand, the existence of eigenvalues for the operator \( P_s^s - R_s \) was shown in \([1, Appendix]\) for the case \( s \in (0, 1) \). We believe that (1.5) holds for \( s > 1 \).

Let \( \Delta_{g_s^n} \) be the Laplace–Beltrami operator on \((S^n, g_{S^n})\). For \( s > 0 \) and \( 1 < p < \infty \), the Bessel potential space \( H^p_s(S^n) \) is the set consisting of all \( u \in L^p(S^n) \) such that \((1 - \Delta)^{\frac{s}{p}} u \in L^p(S^n) \). The norm in \( H^p_s(S^n) \) is defined by

\[
\|u\|_{H^p_s(S^n)} := \|(1 - \Delta_{g_s^n})^\frac{s}{p} u\|_{L^p(S^n)}.
\]

When \( p = 2 \), then \( H^2_s(S^n) \) coincides with \( H^s(S, g_{S^n}) \), and the norms \( \| \cdot \|_{H^p_s(S^n)} \) and \( \| \cdot \|_{s, g_{S^n}} \) are equivalent. Recall that \( H^s(S^n, g) \) denotes the closure of \( C^\infty(S^n) \) under the norm

\[
\|u\|_{s,g}^2 := \int_{S^n} u P_s^g u \, d\theta_g.
\]

**Theorem 5.1**

(i) If \( sp < n \), then the embedding \( H^s_p(S^n) \hookrightarrow L^q(S^n) \) is continuous for \( 1 \leq q \leq np/(n - sp) \) and compact for \( q < np/(n - sp) \).

(ii) If \( s \in \mathbb{N} \), then \( H^s_p(S^n) = W^{s,p}(S^n, g_{S^n}) \).

(iii) If \( s = k + s_0 \) with \( k \in \mathbb{N} \) and \( s_0 \in (0, 1) \), then the embedding \( H^s(S^n, g) \hookrightarrow W^k, \frac{2n}{n - 2s_0}(S^n, g) \) is continuous.

**Proof** The proof of (i) and (ii) can be found in the reference cited at the beginning of this section. For the proof of (iii), we use (1.1) and [5, Theorem 6] to obtain

\[
\int_{\mathbb{S}^n} u P_s^g u \, d\theta_g \geq C \|(1 - \Delta_{g_s^n})^\frac{k}{2} (\varphi u)\|_{L^2(S^n)} \\
= C \|(1 - \Delta_{g_s^n})^\frac{k}{2} (1 - \Delta_{g_s^n})^{\frac{s_0}{2}} (\varphi u)\|_{L^2(S^n)} \\
\geq C \|\varphi u\|_{W^k, \frac{2n}{n - 2s_0}(S^n)}
\]

for all \( u \in C^\infty(S^n) \).
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