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Abstract

Three parameterizations are developed for modeling translational motion of a point mass in atmosphere flight over a central rotating body. Unlike well-known parameterizations such as spherical coordinate parameterizations, where position and velocity are parameterized using a magnitude and an Euler angle rotation sequence, the method presented in this research employs Euler parameters. Consequently, singularities and trigonometric functions are eliminated from the differential equations of motion. As a result, the new parameterizations presented in this paper offer computational advantages over standard parameterizations that employ Euler angle sequences. Finally, an example is studied where an atmospheric vehicle moves while in vertical flight, demonstrating the nonsingular nature of the formulations developed in this paper.
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1 Introduction

In recent years, renewed attention has been given toward developing coordinate systems to describe the translational motion of a point in three-dimensional Euclidean space. A great deal of this research has emanated from the orbital mechanics community, focusing on the use of quaternions for regularizing the equations of motion. While traditionally unit quaternions (also known as Euler parameters) are used to describe the orientation of a rigid body \[1\]–\[7\], more recent work has focused on extending quaternions to describe translational motion (see Refs. \[8\]–\[30\] and the references therein). In particular, the seminal work
of Ref. [8] used spinors to model three-dimensional motion in four dimensions. Although the work of Ref. [8] recognized the similarity between their KS transformation and quaternion multiplication, it was not until the works of Refs. [9,10] that the connection was made between the KS transformation and quaternions. The connection between the KS transformation and quaternions has since been revisited and expanded upon in the works of Refs. [11–16]. In addition to the KS transformation, quaternions have been introduced to other translational motion descriptions. The first three angles in the set of classical orbital elements, longitude of the ascending node, orbital inclination, and argument of periapsis, form a $3 - 1 - 3$ Euler angle sequence which is equivalently expressed by Euler parameters to eliminate the singularity associated with an equatorial orbit [17,19]. Finally, Refs. [20–30] have further developed parameterizations using quaternions for orbital motion.

The aforementioned research has focused on orbital mechanics. As such, these works focus primarily (or solely) on position–dependent forces, namely gravity. The focus on position–dependent forces generally leads to the development of parameterizations that employ a single quaternion for quantifying position (for example, Refs. [23,28]). Atmospheric flight mechanics, on the other hand, requires both position– and velocity–dependent forces be taken into account. When aerodynamic forces such as lift and drag are included, quantities such as the relative velocity, speed, and a convenient set of coordinates for quantifying the aerodynamic forces become important. Thus, atmospheric flight mechanics problems are better suited to parameterizations that employ two quaternions for parameterizing both position and relative velocity.

In this paper, three parameterizations are developed for modeling the motion of a point mass over a central rotating body in atmospheric flight using two sets of Euler parameters (unit quaternions). Similar to standard parameterizations such as spherical coordinates, the parameterizations developed in this paper decouple position and velocity into separate variables for magnitude and orientation. Different from standard parameterizations, however, where the orientation variables correspond to angles of rotation in a sequence of four principal rotations (for instance, longitude, latitude, azimuth, and flight path angle), in this paper a sequence of two sets of Euler parameters (termed here as $C_{AE}$ and $C_{BA}$ Euler parameters) are developed. The $C_{AE}$ Euler parameters define the orientation of a position frame (essentially a non-traditional local vertical, local horizontal frame) relative to the observation frame of the central, rotating body. Likewise, the $C_{BA}$ Euler parameters define the orientation of a velocity frame (essentially a non-traditional wind frame) relative to the position frame. The use of Euler parameters as orientation variables allows the equations of
motion to be written in a form where singularities are eliminated at a pole or while the vehicle is in vertical flight.

To the best knowledge of the authors, no previous work has employed a sequence of two sets of Euler parameters in a point mass 3DOF model. In addition, the intricacies involved in incorporating key atmospheric flight variables, namely the angle of attack and bank angle, into a quaternion representation of three degree of freedom motion, has not been explored previously. Of all the references previously mentioned, only Ref. [30] employs a quaternion for velocity (in their example). The derivation in Ref. [30], however, assumes a single, full quaternion in the 3DOF model, not a sequence of two unit quaternions. Another difference is that Ref. [30] does not explore the ambiguity in their parameterization introduced by one component of the angular velocity being arbitrary, whereas this paper explicitly defines the source of the ambiguity via the language of reference frames. Moreover, the present work explores three unique parameterizations, each with distinct characteristics, by enforcing different constraints on the arbitrary angular velocity term. Finally, it is noted that the choice of frames in the example of Ref. [30] leads to a singularity during vertical flight (similar to the rvh-Euler parameterization of the present research). In contrast, the rv- and rvL-Euler parameterizations derived in this paper are nonsingular in vertical flight.

The remainder of the paper is organized as follows. Section 2 details the notation and conventions which will be employed throughout the paper. A synopsis of the relevant math is provided in Section 3. The derivation of the equations of motion are contained in Section 4. After the equations of motion have been derived, Section 5 demonstrates their ability to model vertical flight without singularities. Finally, key aspects of the three parameterizations are discussed in Section 6 and Section 7 contains conclusions of the research.

2 Notation and Conventions

The following notation and conventions will be employed throughout the paper. Scalars will be represented by lowercase symbols (for example, \( p \in \mathbb{R} \)). Next, vectors lie in three-dimensional Euclidean space and will be denoted by lowercase bold symbols (for example, \( \mathbf{p} \in \mathbb{E}^3 \)). Moreover, the usual notation “\( \cdot \)” and “\( \times \)” specify scalar and vector products.

Next, reference frames will be represented by uppercase calligraphic letters (for example, \( \mathcal{A} \)). Each
reference frame will be designated a single coordinate system fixed in the frame. Moreover, each coordinate system will be comprised of an origin and a set of three, right-handed, orthonormal basis vectors. Table 1 summarizes the notation for the various reference frames, origins, and basis vectors which will be used. The precise definitions of the basis vectors will be laid out in Section 4.

| Frame     | Notation | Basis  | Origin |
|-----------|----------|--------|--------|
| Inertial  | N        | {n₁, n₂, n₃} | O      |
| Observation | E      | {e₁, e₂, e₃} | O      |
| Position  | A        | {a₁, a₂, a₃} | O      |
| Velocity  | B        | {b₁, b₂, b₃} | P      |

Table 1: Reference Frames.

Next, consider the expressions of vectors in particular bases. The notation \( \{ \mathbf{p} \}_A \) will be employed to denote the expression of a vector \( \mathbf{p} \) in the (unique) basis assigned to frame \( A \). Moreover, \( \{ \mathbf{p} \}_A \) is equivalent to the column matrix \( \begin{bmatrix} p_1 \\ p_2 \\ p_3 \end{bmatrix} \in \mathbb{R}^3 \) if \( \mathbf{p} = p_1 \mathbf{a}_1 + p_2 \mathbf{a}_2 + p_3 \mathbf{a}_3 \). Furthermore, all direction cosine matrices will be represented by an uppercase bold “C” with a subscript denoting the relevant frames and indicating the direction of the transformation. Note that the relevant basis vectors are implied by the frame as laid out in Table 1. Thus, the identities

\[
\{ \mathbf{p} \}_B = C_{BA} \{ \mathbf{p} \}_A \quad \text{and} \quad \{ \mathbf{p} \}_A = C_{AB} \{ \mathbf{p} \}_B,
\]

hold for any arbitrary vector \( \mathbf{p} \), choice of frames \( A \) and \( B \), and choice of right-handed, orthonormal bases \( \{ \mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3 \} \) for frame \( A \) and \( \{ \mathbf{b}_1, \mathbf{b}_2, \mathbf{b}_3 \} \) for frame \( B \). It is noted that \( C_{AB} = C_{BA}^{-1} = C_{BA}^T \) as well. Finally, the notations \( C_{AB}(i,:), C_{AB}(:,j) \), and \( C_{AB}(i,j) \) will be used to denote, respectively, the \( i^{th} \) row of \( C_{AB} \), the \( j^{th} \) column of \( C_{AB} \), or element \( (i,j) \) of \( C_{AB} \).

Next, scalar and vector products of two vectors will be expressed in the basis of a desired frame as follows. Let \( \mathbf{p} \) and \( \mathbf{q} \) be any two vectors and let \( A \) be the desired frame. Moreover, let \( \{ \mathbf{p} \}_A = [p_1 \ p_2 \ p_3]^T \) and \( \{ \mathbf{q} \}_A = [q_1 \ q_2 \ q_3]^T \) be the expressions of vectors \( \mathbf{p} \) and \( \mathbf{q} \) in the basis fixed in frame \( A \). Then, the scalar product of \( \mathbf{p} \) with \( \mathbf{q} \) expressed in the basis fixed in frame \( A \) will be denoted by \( \{ \mathbf{p} \cdot \mathbf{q} \}_A = \{ \mathbf{p} \}_A^T \{ \mathbf{q} \}_A \). Likewise, the vector product of \( \mathbf{p} \) with \( \mathbf{q} \) expressed in the basis fixed in frame \( A \) will be represented by \( \{ \mathbf{p} \times \mathbf{q} \}_A = \{ \mathbf{p} \}_A \times \{ \mathbf{q} \}_A \), where

\[
\{ \mathbf{p} \}_A = \begin{bmatrix} 0 & -p_3 & p_2 \\ p_3 & 0 & -p_1 \\ -p_2 & p_1 & 0 \end{bmatrix},
\]

(2)
denotes the skew-symmetric operator $\{\cdot\}^x$ acting on $\{p\}_A$. Finally, the identities

$$\{p\}^T_B\{q\}_B = \{p\}^T_A\{q\}_A \quad \text{and} \quad \{p\}^x_B\{q\}_B = C_{BA}\{p\}^x_A\{q\}_A, \quad (3)$$

relate the expressions of the scalar and vector products of vectors $p$ and $q$ in the bases of any two frames $A$ and $B$.

Lastly, the rate of change of scalars and vectors are defined as follows. First, all rates of change of scalars are denoted by the overdot symbol. For example, the notation $\dot{p} = dp/dt$ denotes the rate of change of the scalar $p$. Next, all rates of change of vectors are denoted with a left superscript to indicate the reference frame in which the rate of change is observed. For example, the notation $^A dp/dt$ denotes the rate of change of the vector $p$ as viewed by an observer in frame $A$. Moreover, the rate of change of the vector $p$ as viewed by an observer in frame $A$ is related to the rate of change of the vector $p$ as viewed by an observer in frame $B$ via the transport theorem $^A dp/dt = ^B dp/dt + ^A \omega^B \times p$, where $^A \omega^B$ is the angular velocity of frame $B$ as viewed by an observer in frame $A$. Similarly, the angular acceleration of frame $B$ as viewed by an observer in frame $A$ is denoted by $^A a^B$. Finally, the velocity and acceleration as viewed by an observer in reference frame $A$ are denoted, respectively, as $^A v$ and $^A a$, where $A$ denotes the frame in which the rate of change is observed.

### 3 Mathematical Preliminaries

A brief review of Euler parameters is now presented that will be used later to develop the $rv$-Euler parameterization. Consider a direction cosine matrix $C_{BA}$ where frames $A$ and $B$ (and their right-handed, orthonormal bases) are arbitrary. It is known that a right-handed orthonormal basis $\{a_1, a_2, a_3\}$ fixed in frame $A$ can be rotated to be aligned with the basis $\{b_1, b_2, b_3\}$ fixed in frame $B$ by a single rotation about an axis $q$ by an angle $\phi$. Suppose further that $q$ is a unit vector which, when expressed in the basis $\{b_1, b_2, b_3\}$, is given as $\{q\}_B = [q_1, q_2, q_3]^T$, noting that, for the specific case where $q$ is the axis of rotation, $\{q\}_B = \{q\}_A$. Then, the axis-angle representation of $C_{BA}$ is written as

$$C_{BA} = \begin{bmatrix}
(1 - \cos \phi)q_1^2 + \cos \phi & (1 - \cos \phi)q_1q_2 + q_3 \sin \phi & (1 - \cos \phi)q_1q_3 - q_2 \sin \phi \\
(1 - \cos \phi)q_2q_1 - q_3 \sin \phi & (1 - \cos \phi)q_2^2 + \cos \phi & (1 - \cos \phi)q_2q_3 + q_1 \sin \phi \\
(1 - \cos \phi)q_3q_1 + q_2 \sin \phi & (1 - \cos \phi)q_3q_2 - q_1 \sin \phi & (1 - \cos \phi)q_3^2 + \cos \phi
\end{bmatrix}. \quad (4)$$
The axis-angle parameters give rise to a physical interpretation of the Euler parameters which are defined from the axis-angle parameters as

$$
\epsilon_1 = q_1 \sin \phi/2 , \quad \epsilon_2 = q_2 \sin \phi/2 , \quad \epsilon_3 = q_3 \sin \phi/2 , \quad \eta = \cos \phi/2. \tag{5}
$$

In Eq. (5) it is observed that the Euler parameters \( \{\epsilon_1, \epsilon_2, \epsilon_3\} \) provide the same directional information as the axis-angle parameters \( \{q_1, q_2, q_3\} \). Note also that the Euler parameters satisfy \( \epsilon_1^2 + \epsilon_2^2 + \epsilon_3^2 + \eta^2 = 1 \) which is equivalent to a unit norm constraint on the quaternion defined by the vector part \( [\epsilon_1, \epsilon_2, \epsilon_3]^T \) and scalar part \( \eta \). Now, given the definitions for the Euler parameters in Eq. (5), the description of \( C_{BA} \) in Eq. (4) becomes

$$
C_{BA} = \begin{bmatrix}
1 - 2(\epsilon_2^2 + \epsilon_3^2) & 2(\epsilon_1 \epsilon_2 + \epsilon_3 \eta) & 2(\epsilon_1 \epsilon_3 - \epsilon_2 \eta) \\
2(\epsilon_2 \epsilon_1 - \epsilon_3 \eta) & 1 - 2(\epsilon_3^2 + \epsilon_1^2) & 2(\epsilon_2 \epsilon_3 + \epsilon_1 \eta) \\
2(\epsilon_3 \epsilon_1 + \epsilon_2 \eta) & 2(\epsilon_3 \epsilon_2 - \epsilon_1 \eta) & 1 - 2(\epsilon_1^2 + \epsilon_2^2)
\end{bmatrix}. \tag{6}
$$

In addition, the rates of change of the Euler parameters are related to the angular velocity \( A \omega^B \) as

$$
\dot{\epsilon}_1 = \frac{1}{2} (\eta \omega_1 - \epsilon_3 \omega_2 + \epsilon_2 \omega_3), \quad \dot{\epsilon}_2 = \frac{1}{2} (\epsilon_3 \omega_1 + \eta \omega_2 - \epsilon_1 \omega_3),
\dot{\epsilon}_3 = \frac{1}{2} (-\epsilon_2 \omega_1 + \epsilon_1 \omega_2 + \eta \omega_3), \quad \dot{\eta} = -\frac{1}{2} (\epsilon_1 \omega_1 + \epsilon_2 \omega_2 + \epsilon_3 \omega_3), \tag{7}
$$

where \( \{A \omega^B\}_B = [\omega_1 \omega_2 \omega_3]^T \). Equivalently, the angular velocity components are expressed in terms of the Euler parameters and their rates of change as

$$
\omega_1 = 2 (\dot{\eta} \epsilon_1 - \dot{\epsilon}_3 \epsilon_1 + \dot{\epsilon}_2 \epsilon_2),
\omega_2 = 2 (\dot{\eta} \epsilon_2 - \dot{\epsilon}_3 \epsilon_2 + \dot{\epsilon}_1 \epsilon_1),
\omega_3 = 2 (\dot{\eta} \epsilon_3 - \dot{\epsilon}_1 \epsilon_3 + \dot{\epsilon}_2 \epsilon_2). \tag{8}
$$

The relationships in Eqs. (5)–(8) will be employed frequently in the derivation of Section 4.

### 4 Derivation of the Equations of Motion

Consider a particle of mass \( m \) located at a point \( P \) which moves along with the particle. Let \( r \) denote the position of \( P \) measured relative to an inertially fixed point \( O \). Suppose \( O \) is also fixed in frames \( \mathcal{E} \) and \( A \) and point \( P \) is fixed in frame \( B \). Here, frame \( \mathcal{E} \) is the observation frame (central, rotating body frame) in which the relative velocity, \( \hat{\mathcal{E}} v \), is sought. In addition, the position and velocity frames, \( A \) and \( B \), are chosen such that the basis vectors \( a_1 \) and \( b_1 \) are aligned with \( r \) and \( \hat{\mathcal{E}} v \) respectively. The remaining degree of freedom for frame \( A \) (rotation of \( a_2 \) and \( a_3 \) about \( r \)) and the remaining degree of freedom for
frame $B$ (rotation of $b_2$ and $b_3$ about $\vec{v}$) are removed by choosing any admissible initial orientation for the remaining basis vectors and applying constraints on $\omega_{A1}$ and $\omega_{B1}$, where \[ \{\epsilon^{A}\omega^{A}\}_A = [\omega_{A1} \ \omega_{A2} \ \omega_{A3}]^\top \] and \[ \{\epsilon^{B}\omega^{B}\}_B = [\omega_{B1} \ \omega_{B2} \ \omega_{B3}]^\top. \] Three sets of constraints on $\omega_{A1}$ and $\omega_{B1}$ are considered in Sections 4.2.1–4.2.3 each producing distinct equations of motion with distinct properties. The general case where $\omega_{A1}$ and $\omega_{B1}$ are arbitrary is considered in Section 4.1 and forms the basis for the development of the parameterizations in Section 4.2.

Throughout Sections 4.1–4.2, the following definitions are assumed. Let $\{\epsilon_{A1}, \epsilon_{A2}, \epsilon_{A3}, \eta_{A}\}$ and $\{\epsilon_{B1}, \epsilon_{B2}, \epsilon_{B3}, \eta_{B}\}$ denote two sets of Euler parameters, termed here as $C_{AE}$ Euler parameters and $C_{BA}$ Euler parameters respectively. The Euler parameters define the direction cosine matrices

$$
C_{AE} = \begin{bmatrix}
1 - 2(\epsilon_{A2}^2 + \epsilon_{A3}^2) & 2(\epsilon_{A1}\epsilon_{A2} + \epsilon_{A3}\eta_{A}) & 2(\epsilon_{A1}\epsilon_{A3} - \epsilon_{A2}\eta_{A}) \\
2(\epsilon_{A2}\epsilon_{A1} - \epsilon_{A3}\eta_{A}) & 1 - 2(\epsilon_{A3}^2 + \epsilon_{A1}^2) & 2(\epsilon_{A2}\epsilon_{A3} + \epsilon_{A1}\eta_{A}) \\
2(\epsilon_{A3}\epsilon_{A1} + \epsilon_{A2}\eta_{A}) & 2(\epsilon_{A3}\epsilon_{A2} - \epsilon_{A1}\eta_{A}) & 1 - 2(\epsilon_{A1}^2 + \epsilon_{A2}^2)
\end{bmatrix},
$$  \tag{9}

and

$$
C_{BA} = \begin{bmatrix}
1 - 2(\epsilon_{B2}^2 + \epsilon_{B3}^2) & 2(\epsilon_{B1}\epsilon_{B2} + \epsilon_{B3}\eta_{B}) & 2(\epsilon_{B1}\epsilon_{B3} - \epsilon_{B2}\eta_{B}) \\
2(\epsilon_{B2}\epsilon_{B1} - \epsilon_{B3}\eta_{B}) & 1 - 2(\epsilon_{B3}^2 + \epsilon_{B1}^2) & 2(\epsilon_{B2}\epsilon_{B3} + \epsilon_{B1}\eta_{B}) \\
2(\epsilon_{B3}\epsilon_{B1} + \epsilon_{B2}\eta_{B}) & 2(\epsilon_{B3}\epsilon_{B2} - \epsilon_{B1}\eta_{B}) & 1 - 2(\epsilon_{B1}^2 + \epsilon_{B2}^2)
\end{bmatrix},
$$  \tag{10}

where frames $E$, $A$, and $B$ are the aforementioned observation, position, and velocity frames. The $C_{AE}$ Euler parameters, $C_{BA}$ Euler parameters, and the magnitudes $r$ and $v$ of vectors $r$ and $\vec{v}$ comprise a ten parameter set that define the position and relative velocity of point $P$ relative to point $O$. The differential equations of motion describing the evolution of the parameters are derived next.

### 4.1 General Form

The kinematic and kinetic equations are derived next by assuming $\omega_{A1}$ and $\omega_{B1}$ are defined by two arbitrary constraints. Specific choices for these constraints are discussed in Sections 4.2.1–4.2.3. Throughout the derivation, it is assumed that the forces acting on the particle are thrust, lift, drag, and gravity.
4.1.1 Kinematic Equations

The position and velocity of point \( P \) relative to point \( O \) as viewed by an observer in frame \( E \) is described by

\[
\begin{align*}
\mathbf{r} &= r \mathbf{a}_1, \\
\mathbf{v} &= v \mathbf{b}_1,
\end{align*}
\]

(11)

where \( r \) is the magnitude of the position and \( v \) is the speed of the particle as viewed by an observer in the observation frame \( E \). The relative velocity, \( \mathbf{v} \), is also defined by

\[
\mathbf{v} = \frac{d}{dt}(\mathbf{r}) = \mathbf{a}_1 \times \omega_1 A + \mathbf{b}_1 \times \omega_2 A \times \mathbf{r},
\]

(12)

where \( \{\omega^A\} = [\omega_A1 \, \omega_A2 \, \omega_A3]^\top \). Expressing Eq. (12) in the basis fixed in frame \( A \) yields

\[
\mathbf{C}_{AB}\{\mathbf{v}\}_B = \left\{\frac{d}{dt}(\mathbf{r})\right\}_A + \{\omega^A\}_A \times \{\mathbf{r}\}_A,
\]

(13)

which is rewritten in matrix form and simplified to produce

\[
\begin{bmatrix}
\dot{r} \\
\dot{r}_A1 \\
-\dot{r}_A2 \\
\end{bmatrix}
= \mathbf{C}_{AB}
\begin{bmatrix}
v \\
0 \\
0 \\
\end{bmatrix}.
\]

(14)

Applying the definition of \( \mathbf{C}_{AB} \) and solving for \( \dot{r} \), \( \omega_{A2} \), and \( \omega_{A3} \) yields the system of equations

\[
\dot{r} = v \left(1 - 2(\epsilon_{B2}^2 + \epsilon_{B3}^2)\right), \quad \omega_{A2} = \frac{2v}{r}(\eta_B \epsilon_{B2} - \epsilon_{B1} \epsilon_{B3}), \quad \omega_{A3} = \frac{2v}{r}(\eta_B \epsilon_{B3} + \epsilon_{B1} \epsilon_{B2}),
\]

(15)

where \( \omega_{A1} \) is unconstrained in Eqs. (14) and (15). Moreover, the ability to choose \( \omega_{A1} \) is a direct consequence of the remaining degree of freedom in defining frame \( A \) (rotations of \( \{\mathbf{a}_2, \mathbf{a}_3\} \) about \( \mathbf{r} \)) as discussed earlier. Thus, a family of parameterizations exists, each with distinct properties, simply constraining \( \omega_{A1} \) in different ways. For example, suppose \( \omega_{A1} \) is arbitrary. The Euler parameter rates are then determined by Eq. (17) as

\[
\begin{align*}
\dot{\epsilon}_{A1} &= \frac{1}{2} \left( \eta_A \omega_{A1} - \epsilon_{A3} \omega_{A2} + \epsilon_{A2} \omega_{A3} \right), \quad \dot{\epsilon}_{A2} = \frac{1}{2} \left( \epsilon_{A3} \omega_{A1} + \eta_A \omega_{A2} - \epsilon_{A1} \omega_{A3} \right), \\
\dot{\epsilon}_{A3} &= \frac{1}{2} (-\epsilon_{A2} \omega_{A1} + \epsilon_{A1} \omega_{A2} + \eta_A \omega_{A3}), \quad \dot{\eta}_A = -\frac{1}{2} \left( \epsilon_{A1} \omega_{A1} + \epsilon_{A2} \omega_{A2} + \epsilon_{A3} \omega_{A3} \right),
\end{align*}
\]

(16)

Equations (15) and (16) then define the kinematics. Although five differential equations define the motion of the parameters \( \{r, \epsilon_{A1}, \epsilon_{A2}, \epsilon_{A3}, \eta_A\} \), one degree of freedom is removed via the constraint \( \epsilon_{A1}^2 + \epsilon_{A2}^2 + \epsilon_{A3}^2 + \eta_A^2 = 1 \) (which is implicit in Eq. (16)), while another degree of freedom is removed with an appropriate constraint on \( \omega_{A1} \).
4.1.2 Kinetic Equations

Consider now the kinetics. Newton’s second law is then expanded in terms of the relative velocity as

$$\frac{1}{m} \mathbf{F} = \frac{d}{dt} (\mathbf{v}^E) + (\mathbf{A} \mathbf{\omega}^B + \mathbf{\varepsilon} \mathbf{\omega}^A + 2 \mathbf{N} \mathbf{\alpha}^E \times \mathbf{r} + \mathbf{N} \mathbf{\omega}^E \times \mathbf{N} \mathbf{\omega}^E \times \mathbf{r}),$$

(17)

where \(\{A \mathbf{\omega}^B\} = [\omega_{B1} \omega_{B2} \omega_{B3}]^T\), \(\{E \mathbf{\omega}^A\} = [\omega_{A1} \omega_{A2} \omega_{A3}]^T\), \(\{N \mathbf{\omega}^E\} = [0 0 \omega_e]^T\), and \(\mathbf{N} \mathbf{\alpha}^E = 0\). Note that the previous statement assumes the central body rotates with constant angular velocity \(\omega_e\) about \(e_3\).

Next, suppose that thrust, lift, drag, and gravity are the forces acting on the particle, denoted \(\mathbf{F}_T\), \(\mathbf{F}_L\), \(\mathbf{F}_D\), and \(\mathbf{F}_g\) respectively. Suppose further that the thrust vector lies in the lift-drag plane and that the atmosphere is fixed in frame \(E\) (fixed to the central, rotating body). The net force acting on the particle is then expressed as

$$\mathbf{F} = (T \cos(\alpha + \delta) - D) \mathbf{b}_1 + (T \sin(\alpha + \delta) + L) \cos(\sigma) \mathbf{b}_2 + (T \sin(\alpha + \delta) + L) \sin(\sigma) \mathbf{b}_3 - \frac{\mu_e}{r^2} \mathbf{a}_1,$$

(18)

where \(T\), \(L\), and \(D\) are the thrust, lift, and drag force magnitudes (noting that \(L\) may be positive or negative), \(\alpha\) is the angle of attack, \(\sigma\) is the bank angle (measured as the angle of rotation about \(\mathbf{b}_1\) from \(\mathbf{b}_2\) to the positive lift direction), \(\delta\) is the offset of the thrust vector from the body x-axis, and \(\mu_e\) is the gravitational parameter of the central, rotating body. Figure 1 illustrates the free body diagram (excluding gravity).

Figure 1: Free body diagram (excluding gravity) and assuming \(L\) is positive.

Next, the net force, denoted \(\mathbf{\tilde{F}}\), is related to the resultant force acting on the particle via the relationship

$$\mathbf{\tilde{F}} = \mathbf{F} - m \left(2 \mathbf{N} \mathbf{\omega}^E \times \mathbf{v} + \mathbf{N} \mathbf{\omega}^E \times \mathbf{N} \mathbf{\omega}^E \times \mathbf{r}\right),$$

(19)
such that $\tilde{F}/m = \xi a$ and it has been assumed that $N\alpha^\xi = 0$. Expressing the result of Eq. (19) in the basis fixed in frame $\mathcal{B}$ and dividing by $m$ yields

$$\frac{1}{m}\left\{\tilde{F}\right\}_B = \frac{1}{m}\left\{F\right\}_B - 2C_{BE}\{N\omega_5\}^x_\xi C_{\xi B}\{\xi v\}_B - C_{BE}\{N\omega^\xi\}^x_\xi C_{\xi A}\{\xi v\}_B - \frac{\mu_e}{r^2}C_{BA}(;),\right.$$

Expressing this last in matrix form and simplifying gives

$$\frac{1}{m}\left[\begin{array}{c}
\tilde{f}_1 \\
\tilde{f}_2 \\
\tilde{f}_3 \\
\end{array}\right] = \frac{1}{m}\left[\begin{array}{c}
f_1 \\
f_2 \\
f_3 \\
\end{array}\right] - 2\omega_\xi v\left[\begin{array}{c}
0 \\
C_{BE}(3,3) \\
-C_{BE}(2,3) \\
\end{array}\right] - \frac{\mu_e}{r^2}C_{BA}(;),\right.$$

where $\{\tilde{F}\}_B = [\tilde{f}_1 \tilde{f}_2 \tilde{f}_3]^T$, $\{F\}_B = [f_1 f_2 f_3]^T$, and $C_{BE} = C_{BA}C_{BE}$. Notice that the force components $f_1$, $f_2$, and $f_3$ are given by

$$\left[\begin{array}{c}
f_1 \\
f_2 \\
f_3 \\
\end{array}\right] = \left[\begin{array}{c}
T \cos(\alpha + \delta) - D \\
(T \sin(\alpha + \delta) + L) \cos(\alpha) - \frac{\mu_e}{r^2}C_{BA}(;),1) \\
(T \sin(\alpha + \delta) + L) \sin(\alpha) \\
\end{array}\right].$$

Now return to Eq. (17). Substituting the definition for $\tilde{F}$, expressing all vectors in the basis fixed in frame $\mathcal{B}$, and reordering terms produces

$$\left\{\frac{d}{dt}\left(\xi v\right)\right\}_B + \{A \omega^\mathcal{B}\}^x_\mathcal{\xi} C_{\mathcal{\xi} B}\{\mathcal{\xi} v\}_B = \frac{1}{m}\left\{\tilde{F}\right\}_B - C_{BA}\{\xi \omega^A\}^x_A C_{AB}\{\xi v\}_B,$$

which is equivalent to

$$\left[\begin{array}{c}
\dot{v} \\
v\omega_{B3} \\
-v\omega_{B2} \\
\end{array}\right] = \frac{1}{m}\left[\begin{array}{c}
\tilde{f}_1 \\
\tilde{f}_2 \\
\tilde{f}_3 \\
\end{array}\right] - v\left[\begin{array}{c}
0^T \\
C_{BA}(;), \\
-C_{BA}(;), \\
\end{array}\right] \omega_{A1}.$$

Equation (24) is solved for $\dot{v}$, $\omega_{B2}$, and $\omega_{B3}$ to produce

$$\dot{v} = \frac{1}{m}\tilde{f}_1,$$

$$\omega_{B2} = -\frac{1}{mv}\tilde{f}_3 - \omega_{A1}C_{BA}(2,1) - \frac{v}{r}C_{BA}(3,1),$$

$$\omega_{B3} = \frac{1}{mv}\tilde{f}_2 - \omega_{A1}C_{BA}(3,1) + \frac{v}{r}C_{BA}(2,1),$$

where the definitions of $\omega_{A2}$ and $\omega_{A3}$ in Eq. (15) have been used. An equivalent expression of Eq. (24)
could be obtained solely in terms of the Euler parameters, but is omitted here for clarity and brevity.

Observing Eqs. (24) and (25) it is noticed that $\omega_{B1}$ is unconstrained. The freedom to choose $\omega_{B1}$ stems from the remaining degree of freedom in the definition of frame $\mathcal{B}$ (That is, rotations of $\{b_2, b_3\}$ about $\xi v$ are
arbitrary). Following the same reasoning as in Section 4.1.1, suppose $\omega_{1}$ is arbitrary for now. The Euler parameter rates are then determined by Eq. (7) as

$$
\dot{\epsilon}_{B1} = \frac{1}{2} \left( \eta_{B1} \omega_{B1} - \epsilon_{B3} \omega_{B2} + \epsilon_{B2} \omega_{B3} \right), \quad \dot{\epsilon}_{B2} = \frac{1}{2} (\epsilon_{B3} \omega_{B1} + \eta_{B1} \omega_{B2} - \epsilon_{B1} \omega_{B3}), \\
\dot{\epsilon}_{B3} = \frac{1}{2} (-\epsilon_{B2} \omega_{B1} + \epsilon_{B1} \omega_{B2} + \eta_{B2} \omega_{B3}), \quad \dot{\eta}_{B} = -\frac{1}{2} (\epsilon_{B1} \omega_{B1} + \epsilon_{B2} \omega_{B2} + \epsilon_{B3} \omega_{B3}).
$$

(26)

Together, Eqs. (25), and (26) define the kinetic equations. The kinetic equations define the evolution of five parameters, $\{v, \epsilon_{B1}, \epsilon_{B2}, \epsilon_{B3}, \eta_{B}\}$, in addition to the five introduced in the kinematics derivation, $\{r, \epsilon_{A1}, \epsilon_{A2}, \epsilon_{A3}, \eta_{A}\}$. Once again, it is noted that there are only three degrees of freedom, because one degree of freedom is removed by the constraint $\epsilon_{B1}^2 + \epsilon_{B2}^2 + \epsilon_{B3}^2 + \eta_{B}^2 = 1$ (implicit in Eq. (23)) and one more degree of freedom is removed once a constraint on $\omega_{B1}$ is applied.

### 4.1.3 Bank Angle Conversion

Section 4.1.2 defines the bank angle as the angle of rotation about $b_{1}$ from $b_{2}$ to the positive lift direction. The previous definition remains well defined even in vertical flight ($a_{1}$ and $b_{1}$ co-linear). In contrast, traditional definitions of the bank angle rely upon the $\{r, \xi, v\}$ plane for reference when measuring the bank angle. For instance, the following definition is commonly used. Let $\beta$ denote the bank angle measured as the angle of rotation about $g_{3}$ from $g_{1}$ to the positive lift direction, where the orthonormal basis $\{g_{1}, g_{2}, g_{3}\}$ is defined as

$$
g_{1} = g_{2} \times g_{3}, \quad g_{2} = -\frac{r \times \xi}{\|r \times \xi\|}, \quad g_{3} = \frac{\xi v}{\|\xi v\|}.
$$

(27)

Figure 2 provides a visual of the relationship between $\sigma$ and $\beta$.

Figure 2: Relationship between $\beta$ and $\sigma$ (positive $L$ assumed).

While the definition for $\beta$ is not well defined in vertical flight, it is more physically meaningful than the definition for $\sigma$. Thus, it is useful (and insightful) to derive a mapping from $\sigma$ to $\beta$. The map is derived as
follows. Begin by noticing that $g_3 = b_1$ and that $g_2$ may be expressed as

$$g_2 = -\frac{a_1 \times b_1}{||a_1 \times b_1||} \quad (28)$$

Expressing all vectors in Eq. (28) in the basis fixed in frame $B$ and simplifying yields

$$\{g_2\}_B = \frac{1}{\sqrt{1 - (C_{BA}(1,1))^2}} \begin{bmatrix} 0 \\ -C_{BA}(3,1) \\ C_{BA}(2,1) \end{bmatrix} \quad (29)$$

Likewise, $g_1$ is expressed in the basis fixed in frame $B$ as

$$\{g_1\}_B = \frac{1}{\sqrt{1 - (C_{BA}(1,1))^2}} \begin{bmatrix} 0 \\ C_{BA}(2,1) \\ C_{BA}(3,1) \end{bmatrix} \quad (30)$$

Next, observe Fig. 2 and notice that the positive lift direction may be equivalently expressed as $F_L/L = \cos(\beta)g_1 + \sin(\beta)g_2$ or as $F_L/L = \cos(\sigma)b_2 + \sin(\sigma)b_3$. It follows that

$$\beta = \text{atan2} \left( \frac{F_L}{L} \cdot g_2, \frac{F_L}{L} \cdot g_1 \right) \quad (31)$$

where $\text{atan2}(y,x)$ is the four-quadrant inverse tangent operator. Expressing the vectors in Eq. (31) in the basis fixed in frame $B$ and simplifying yields the relationship

$$\beta = \text{atan2} \left( \sin(\sigma)C_{BA}(2,1) - \cos(\sigma)C_{BA}(3,1), \cos(\sigma)C_{BA}(2,1) + \sin(\sigma)C_{BA}(3,1) \right) \quad (32)$$

The map from $\sigma$ to $\beta$ in Eq. (32) may be differentiated to provide the relationship between the bank angle rates $\dot{\sigma}$ and $\dot{\beta}$ as well. Differentiating Eq. (32) and simplifying extensively produces the relationship

$$\dot{\beta} = (\dot{\sigma} + \omega_{B1}) - \frac{C_{BA}(1,1)}{1 - (C_{BA}(1,1))^2} (\omega_{B2}C_{BA}(2,1) + \omega_{B3}C_{BA}(3,1)) \quad (33)$$

where it is noted that the relationship $\dot{C}_{BA} = -\{A\omega^B\}_B C_{BA}$ has been used.

4.2 Angular Velocity Constraints

In Section 4.1 it was found that $\omega_{A1}$ and $\omega_{B1}$ could be arbitrarily chosen. While it may seem a trivial task to choose two constraints that define $\omega_{A1}$ and $\omega_{B1}$, the nuances of such choices have major implications for the equations of motion (as will become clear shortly). Three potentially useful combinations of the constraints
on $\omega_{A1}$ and $\omega_{B1}$ are now explored. Each pair of constraints gives rise to a distinct parameterization with distinct properties. For ease of communication, the three parameterizations are termed here as the $rv$, $rvL$, and $rvh$-Euler parameterizations.

### 4.2.1 The $rv$-Euler Parameterization

The $rv$-Euler parameterization applies perhaps the simplest and most obvious constraints on $\omega_{A1}$ and $\omega_{B1}$, setting them both equal to zero. The constraints are equivalent to

\[ 0 = \eta_A \dot{\omega}_{A1} - \dot{\eta}_A \omega_{A1} + \epsilon_{A3} \dot{\omega}_{A2} - \dot{\epsilon}_{A3} \omega_{A2}, \]
\[ 0 = \eta_B \dot{\omega}_{B1} - \dot{\eta}_B \omega_{B1} + \epsilon_{B3} \dot{\omega}_{B2} - \dot{\epsilon}_{B3} \omega_{B2}, \]

by Eq. (8) and are implicitly applied in the equations of motion by removing all $\omega_{A1}$ and $\omega_{B1}$ terms from Eqs. (16), (25), and (26) in Section 4.1. The kinematic equations are then summarized by

\[ \dot{\omega}_{A2} = 2\nu \left( \eta_B \omega_{B2} - \epsilon_{B1} \omega_{B3} \right), \quad \omega_{A3} = 2\nu \left( \eta_B \omega_{B3} + \epsilon_{B1} \omega_{B2} \right), \]

and

\[ \dot{\epsilon}_{A1} = -\frac{1}{2} \left( -\epsilon_{A3} \omega_{A2} + \epsilon_{A2} \omega_{A3} \right), \quad \dot{\epsilon}_{A2} = 2\nu \left( \eta_A \omega_{A2} - \epsilon_{A1} \omega_{A3} \right), \]
\[ \dot{\epsilon}_{A3} = \frac{1}{3} \left( \epsilon_{A1} \omega_{A2} + \eta_A \omega_{A3} \right), \quad \dot{\eta}_A = -\frac{1}{2} \left( \epsilon_{A2} \omega_{A2} + \epsilon_{A3} \omega_{A3} \right). \]

Likewise, the kinetic equations are summarized as

\[ \dot{\omega}_{B2} = -\frac{1}{m} \tilde{f}_3 - \frac{2v}{r} (\epsilon_{B1} \omega_{B3} + \epsilon_{B2} \eta_B), \]
\[ \omega_{B3} = \frac{1}{m} \tilde{f}_2 + \frac{2v}{r} (\epsilon_{B1} \omega_{B2} - \epsilon_{B3} \eta_B), \]

and

\[ \dot{\epsilon}_{B1} = -\frac{1}{2} \left( -\epsilon_{B3} \omega_{B2} + \epsilon_{B2} \omega_{B3} \right), \quad \dot{\epsilon}_{B2} = \frac{1}{2} \left( \eta_B \omega_{B2} - \epsilon_{B1} \omega_{B3} \right), \]
\[ \dot{\epsilon}_{B3} = \frac{1}{3} \left( \epsilon_{B1} \omega_{B2} + \eta_B \omega_{B3} \right), \quad \dot{\eta}_B = -\frac{1}{2} \left( \epsilon_{B2} \omega_{B2} + \epsilon_{B3} \omega_{B3} \right), \]

where $\tilde{f}_1$, $\tilde{f}_2$, and $\tilde{f}_3$ remain defined by Eq. (21). Finally, it is noted that the bank angle map of Eq. (32) remains unchanged and that the bank angle rate relationship in Eq. (33) simplifies to

\[ \dot{\beta} = \dot{\sigma} - \frac{C_{BA}(1,1)}{1 - (C_{BA}(1,1))} \left( \omega_{B2} C_{BA}(2,1) + \omega_{B3} C_{BA}(3,1) \right), \]

### 4.2.2 The $rvL$-Euler Parameterization

The $rvL$-Euler parameterization takes a more nuanced approach. Suppose $\omega_{A1} = 0$ once again. Thus, the kinematic relations of Eqs. (34) and (35) still hold. Next, suppose $\omega_{B1}$ is a control variable and suppose the
basis vector $b_2$ defines the positive lift direction. The net force components in Eq. (22) are then expressed more compactly as

$$
\begin{bmatrix}
  f_1 \\
  f_2 \\
  f_3
\end{bmatrix}
= 
\begin{bmatrix}
  T \cos(\alpha + \delta) - D \\
  (T \sin(\alpha + \delta) + L) - \frac{\mu}{m} C_{BA}(\cdot, 1),
\end{bmatrix}
$$

where it is noted that the bank angle $\sigma$ no longer appears. Given $\omega_{A1} = 0$ and $\omega_{B1}$ is a control variable, the kinetic equations are summarized as

$$
\dot{\mathbf{v}} = \frac{1}{m} \tilde{f}_1,
\omega_{B2} = -\frac{1}{me} \tilde{f}_3 - \frac{2}{r}(\epsilon_B \omega_{B2} + \epsilon_B \omega_{B3}),
\omega_{B3} = \frac{1}{me} \tilde{f}_2 + \frac{2}{r}(\epsilon_B \omega_{B2} - \epsilon_B \omega_{B3}),
$$

and

$$
\begin{align*}
\dot{\epsilon}_{B1} &= \frac{1}{2} (\eta_B \omega_{B1} - \epsilon_B \omega_{B2} + \epsilon_B \omega_{B3}), \\
\dot{\epsilon}_{B2} &= \frac{1}{2} (\epsilon_B \omega_{B1} + \eta_B \omega_{B2} - \epsilon_B \omega_{B3}), \\
\dot{\epsilon}_{B3} &= \frac{1}{2} (-\epsilon_B \omega_{B1} + \epsilon_B \omega_{B2} + \eta_B \omega_{B3}),
\end{align*}
$$

where $\tilde{f}_1$, $\tilde{f}_2$, and $\tilde{f}_3$ remain defined by Eq. (21). Notice that the bank angle $\sigma$ is entirely removed from the equations of motion. Finally, it is noted that the bank angle and bank angle rate relationships of Eqs. (32) and (33) simplify to

$$
\beta = \text{atan2} (-C_{BA}(3, 1), C_{BA}(2, 1)),
$$

and

$$
\dot{\beta} = \omega_{B1} - \frac{C_{BA}(1, 1)}{1 - (C_{BA}(1, 1))^2} (\omega_{B2} C_{BA}(2, 1) + \omega_{B3} C_{BA}(3, 1)),
$$

respectively. Notice that the bank angle $\sigma$ does not appear and that $\omega_{B1}$ is effectively a bank angle rate command.

### 4.2.3 The rvh-Euler Parameterization

The rvh-Euler parameterization offers a simpler set of equations, but at a cost. The equations of motion contain a singularity in vertical flight. While still useful in non-vertical flight applications, the rvh-Euler parameterization also serves as a reminder that the constraints placed on $\omega_{A1}$ and $\omega_{B1}$ should be chosen with care. The constraints on $\omega_{A1}$ and $\omega_{B1}$ in the rvh-Euler parameterization are derived as follows.

Suppose both the $a_3$ and $b_3$ basis vectors are directed along the specific angular momentum $\epsilon h = r \times \epsilon v$. Notice that the previous statement implies that the bases $\{a_1, a_2, a_3\}$ and $\{b_1, b_2, b_3\}$ are offset from one
another by a simple rotation about \( a_3 = b_3 \). Thus, the definition of the direction cosine matrix \( C_{BA} \) in Eq. (10) simplifies to
\[
C_{BA} = \begin{bmatrix}
1 - 2\epsilon_{B3}^2 & 2\epsilon_{B3}\eta_{B} & 0 \\
-2\epsilon_{B3}\eta_{B} & 1 - 2\epsilon_{B3}^2 & 0 \\
0 & 0 & 1
\end{bmatrix},
\]
where it is noted that \( \epsilon_{B1} \) and \( \epsilon_{B2} \) are identically zero. Given that \( a_3 \) and \( \dot{\mathbf{h}} \) are aligned at all times, the condition
\[
\frac{\dot{\mathbf{h}}}{\mathbf{h}} = \frac{\dot{\mathbf{h}}}{\mathbf{h}^2} \frac{d}{dt}(\mathbf{a}_3),
\]
must hold, noting that \( \mathbf{h} \) is the magnitude of \( \dot{\mathbf{h}} \). Expanding both sides of Eq. (46) produces
\[
\left( \frac{1}{\mathbf{h}} \right) \frac{\dot{\mathbf{h}}}{\mathbf{h}} \frac{d}{dt}(\mathbf{e}_\mathbf{a}) - \left( \frac{\dot{\mathbf{h}}}{\mathbf{h}^2} \right) \frac{d}{dt}(\mathbf{h}) = \frac{\mathbf{A}}{\mathbf{m}} \frac{d}{dt}(\mathbf{a}_3) + \mathbf{\omega} \times \mathbf{a}_3,
\]
where
\[
\frac{\dot{\mathbf{h}}}{\mathbf{h}} = \mathbf{r} \times \frac{\dot{\mathbf{e}}_\mathbf{a}}{\mathbf{h}},
\]
and noting that \( \dot{\mathbf{e}}_\mathbf{a} \) is the acceleration of point \( P \) relative to point \( O \) as viewed by an observer in the observation frame \( \mathcal{E} \). Substituting Eq. (48) into Eq. (47) and further simplifying yields
\[
\frac{1}{\mathbf{h}} \left( \mathbf{r} \times \frac{\dot{\mathbf{e}}_\mathbf{a}}{\mathbf{h}} - \mathbf{a}_3 \cdot \left( \mathbf{r} \times \frac{\dot{\mathbf{e}}_\mathbf{a}}{\mathbf{h}} \right) \right) = \omega_{A2} \mathbf{a}_1 - \omega_{A1} \mathbf{a}_2,
\]
where \( \{ \mathbf{\omega} \}_{A} = [\omega_{A1} \omega_{A2} \omega_{A3}]^T \). Next, recall that the apparent force, denoted \( \mathbf{\tilde{F}} \), satisfies \( \mathbf{\tilde{F}} = m \frac{\dot{\mathbf{e}}_\mathbf{a}}{\mathbf{h}} \). Substituting \( \frac{\dot{\mathbf{e}}_\mathbf{a}}{\mathbf{h}} = \frac{\mathbf{r}}{\mathbf{h} \mathbf{m}} \mathbf{\tilde{F}} \) and \( \mathbf{r} = \mathbf{r} \mathbf{a}_3 \) into Eq. (49), expressing all vectors in the basis fixed in frame \( \mathcal{A} \), and simplifying produces
\[
\begin{bmatrix}
\omega_{A2} \\
\omega_{A1} \\
0
\end{bmatrix} = \begin{bmatrix}
0 \\
\frac{\mathbf{r}}{\mathbf{h} \mathbf{m}} \\
0
\end{bmatrix} \hat{f}_3,
\]
where \( \{ \mathbf{\tilde{F}} \}_{\mathcal{B}} = [\hat{f}_1, \hat{f}_2, \hat{f}_3]^T \) and noting that \( \hat{f}_3 \mathbf{a}_3 = \hat{f}_3 \mathbf{b}_3 \) because \( \mathbf{a}_3 \) is aligned with \( \mathbf{b}_3 \). Equation (50) produces the conditions
\[
\omega_{A1} = \frac{\mathbf{r}}{\mathbf{h} \mathbf{m}} \hat{f}_3,
\]
\[
\omega_{A2} = 0.
\]

Notice in Eq. (51) that the constraint on \( \omega_{A1} \) includes the magnitude of the specific angular momentum. An equivalent expression without \( \mathbf{h} \) is derived as follows. Recall that \( \dot{\mathbf{h}} = \mathbf{r} \times \dot{\mathbf{v}} \) and notice that \( \mathbf{h} \) can be
expressed as
\[ h = rv \sin \phi, \]  
(52)

where \( \phi \in [0, \pi] \) is the angle between \( r \) and \( \mathbf{v} \). Notice also that a simple rotation about \( a_3 = b_3 \) by the same angle \( \phi \) aligns the basis vectors fixed in frame \( A \) with those fixed in frame \( B \). Thus, \( C_{BA} \) is expressed in terms of the angle \( \phi \) as
\[
C_{BA} = \begin{bmatrix}
\cos \phi & \sin \phi & 0 \\
-\sin \phi & \cos \phi & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]  
(53)

Comparing Eq. (53) with Eq. (45) it is observed that \( \sin \phi = 2\epsilon_B\eta_B \). Therefore, an equivalent expression for \( h \) is
\[ h = 2rv\epsilon_B\eta_B, \]  
(54)

and the constraint on \( \omega_{A1} \) in Eq. (51) is rewritten as
\[
\omega_{A1} = \frac{\tilde{f}_3}{2mve_B\eta_B}. \]  
(55)

Given the \( \omega_{A1} \) constraint of Eq. (55) and the updated definition of \( C_{BA} \) in Eq. (45), the kinematic equations are summarized as
\[
\dot{r} = v \left( 1 - 2\epsilon_B^2 \right),
\]
\[
\omega_{A1} = \frac{\tilde{f}_3}{2mve_B\eta_B},
\]
\[
\omega_{A3} = \frac{2v}{r} \eta_B \epsilon_B, \]  
(56)

and
\[
\dot{\epsilon}_{A1} = \frac{1}{2} \omega_{A1} \eta_A + \frac{1}{2} \omega_{A3} \epsilon_{A2},
\]
\[
\dot{\epsilon}_{A2} = \frac{1}{2} \omega_{A1} \epsilon_{A3} - \frac{1}{2} \omega_{A3} \epsilon_{A1},
\]
\[
\dot{\epsilon}_{A3} = -\frac{1}{2} \omega_{A1} \epsilon_{A2} + \frac{1}{2} \omega_{A3} \eta_A,
\]
\[
\dot{\eta}_A = -\frac{1}{2} \omega_{A1} \eta_A + \frac{1}{2} \omega_{A3} \epsilon_{A3}, \]  
(57)

noting that \( \omega_{A2} = 0 \) in Eqs. (58) and (59). Next, the kinematic equations are summarized as
\[
\dot{\mathbf{v}} = \frac{1}{m} \tilde{f}_1, \]  
(58)

and
\[
\dot{\omega}_{B3} = \frac{1}{me} \tilde{f}_2 - \frac{2v}{r} \eta_B \epsilon_B, \]  
(59)

\[
\dot{\epsilon}_{B3} = \frac{1}{2} \omega_{B3} \eta_B, \]
\[
\dot{\eta}_B = -\frac{1}{2} \omega_{B3} \epsilon_{B3}, \]  
(59)
where it is noted that $\omega_{B1} = 0$ and $\omega_{B2} = 0$ because the basis fixed in frame $B$ is offset from the basis fixed in frame $A$ by a simple rotation about $a_3 = b_3$ (that is, $\{A\omega^B\}_B = [0 0 \omega_{B3}]^T$). It is also noted that the apparent force components $\hat{f}_1$, $\hat{f}_2$, and $\hat{f}_3$ remain defined by Eq. (21). Finally, the bank angle and bank angle rate relations in Eqs. (32) and (33) reduce to

$$\beta = \sigma \pm \pi,$$
$$\dot{\beta} = \dot{\sigma}.$$  \hspace{1cm} (60)

5 Example: Atmospheric Entry Trajectory Optimization

Consider the following variation of the atmospheric entry optimal control problem detailed in Refs. [31, 32].

The optimal control problems stated in Refs. [31, 32] avoid enforing an exact vertical impact condition (terminal flight path angle equal to $-90$ deg) due to singularity concerns. Here, the $rv$-Euler parameterization is employed to allay singularity concerns and the vertical impact condition is enforced exactly.

5.1 Problem Statement

The atmospheric entry optimal control problem is stated in terms of the $rv$-Euler parameters as follows.

First, the objective functional to be minimized is given as

$$J = \int_0^{t_f} \left[ k_1 \left( \frac{\alpha - \bar{\alpha}}{\alpha_{\text{max}}} \right)^2 + k_2 \left( \frac{u_\alpha}{u_{\alpha,\text{max}}} \right)^2 + k_3 \left( \frac{u_\sigma}{u_{\sigma,\text{max}}} \right)^2 \right] dt,$$  \hspace{1cm} (61)

where $\alpha$ is the angle of attack, $u_\alpha$ is the angle of attack rate, $u_\sigma$ is the bank angle rate, $t_f$ is the terminal time, $(k_1, k_2, k_3)$ are design parameters (and are constants), $\bar{\alpha}$ is the value of $\alpha$ where the lift-drag ratio is a maximum, and $(\alpha_{\text{max}}, u_{\alpha,\text{max}}, u_{\sigma,\text{max}})$ are constants. It is noted that $u_\alpha$ and $u_\sigma$ are the controls for this example. Next, the dynamics are given as

$$\dot{r} = v \left( 1 - 2(\epsilon_{B2}^2 + \epsilon_{B3}^2) \right), \quad \dot{v} = \frac{1}{m} \hat{f}_1,$$
$$\dot{\epsilon}_{A1} = -\frac{3}{2} \omega_{A2} \epsilon_{A3} + \frac{1}{2} \omega_{A3} \epsilon_{A2}, \quad \dot{\epsilon}_{B1} = -\frac{1}{2} \omega_{B2} \epsilon_{B3} + \frac{3}{2} \omega_{B3} \epsilon_{B2},$$
$$\dot{\epsilon}_{A2} = \frac{1}{2} \omega_{A2} \eta_A - \frac{3}{2} \omega_{A3} \epsilon_{A1}, \quad \dot{\epsilon}_{B2} = \frac{1}{2} \omega_{B2} \epsilon_{B1} - \frac{3}{2} \omega_{B3} \epsilon_{B2},$$
$$\dot{\epsilon}_{A3} = \frac{3}{2} \omega_{A2} \epsilon_{A1} + \frac{1}{2} \omega_{A3} \eta_A, \quad \dot{\epsilon}_{B3} = \frac{1}{2} \omega_{B2} \epsilon_{B1} + \frac{1}{2} \omega_{B3} \eta_B,$$
$$\dot{\eta}_A = -\frac{3}{2} \omega_{A2} \epsilon_{A2} - \frac{1}{2} \omega_{A3} \epsilon_{A3}, \quad \dot{\eta}_B = -\frac{1}{2} \omega_{B2} \epsilon_{B2} - \frac{1}{2} \omega_{B3} \epsilon_{B3},$$  \hspace{1cm} (62)

where $m$ is the mass, $r$ is the geocentric radius, $\{\epsilon_{A1}, \epsilon_{A2}, \epsilon_{A3}, \eta_A\}$ are the $C_{AE}$ Euler parameters, $v$ is the Earth-relative speed, and $\{\epsilon_{B1}, \epsilon_{B2}, \epsilon_{B3}, \eta_B\}$ are the $C_{BA}$ Euler parameters. Note that frame $\mathcal{N}$ is the
Earth-centered inertial (ECI) frame, frame $\mathcal{E}$ is the Earth-centered, Earth-fixed (ECEF) frame, and frames $\mathcal{A}$ and $\mathcal{B}$ are the position and velocity frames as defined in Section 4. Moreover, the angular velocity terms in Eq. (62) are given by
\[
\begin{align*}
\omega_{A2} &= \frac{2\nu}{r} (\eta B \epsilon B_2 - \epsilon B_1 \epsilon B_3), \\
\omega_{A3} &= \frac{2\nu}{r} (\eta B \epsilon B_3 + \epsilon B_1 \epsilon B_2), \\
\omega_{B2} &= -\frac{1}{2m \epsilon} f_3 - \omega_{A2} (1 - 2(\epsilon^2 B_1 + \epsilon^2 B_3)) - 2\omega_{A3} (\epsilon B_2 \epsilon B_3 + \epsilon B_1 \eta B), \\
\omega_{B3} &= \frac{1}{2m \epsilon} f_2 - 2\omega_{A2} (\epsilon B_2 \epsilon B_3 - \epsilon B_1 \eta B) - \omega_{A3} (1 - 2(\epsilon^2 B_1 + \epsilon^2 B_2)).
\end{align*}
\]

The apparent force terms in Eqs. (62) and (63) are given by Eq. (21), where $\omega_e$ now represents the rotation rate of the Earth. The forces present are lift, drag, and gravity. Thus, Eq. (22) simplifies to
\[
\begin{bmatrix}
  f_1 \\
  f_2 \\
  f_3
\end{bmatrix} =
\begin{bmatrix}
  -D \\
  L \cos \sigma \\
  L \sin \sigma
\end{bmatrix} - m \frac{\omega_e}{r} C_{BA}(\cdot, 1),
\]
where $L = qS C_L(\alpha)$ is the magnitude of the lift force, $D = qS C_D(\alpha)$ is the magnitude of the drag force, $q = \rho v^2/2$ is the dynamic pressure, $S$ is the reference area, $\sigma$ is the bank angle (defined as a rotation about $b_1$ from the $b_2$ direction to the positive lift direction), and $\mu_e$ is the gravitational parameter of the Earth.

The details of the aerodynamic model are omitted here but can be found in Refs. [31, 32].

Next, $\alpha$ and $\sigma$ are augmented components of the state such that
\[
\dot{\alpha} = u_\alpha \quad \text{and} \quad \dot{\sigma} = u_\sigma.
\]

Furthermore, the following path constraints are imposed during flight (where $a_{max}$, $q_{min}$, $u_{\alpha,max}$, and $u_{\sigma,max}$ are constants):
\[
\sqrt{L^2 + D^2} / m \leq a_{max}, \quad q \geq q_{min},
\]
\[
\alpha \geq 0, \quad \alpha \leq a_{max},
\]
\[
|u_\alpha| \leq u_{\alpha,max}, \quad |u_\sigma| \leq u_{\sigma,max}.
\]

Next, the boundary conditions are given in Table 2. Note that requiring $\epsilon B_1(t_f) = \eta B(t_f) = 0$ imposes the vertical impact condition by forcing the velocity direction ($b_1$) at impact to point in the opposite direction as the position direction ($a_1$) at impact. Finally, the endpoint constraints
\[
\begin{align*}
\text{atan2} \left( C_{AE}(1, 2), \sqrt{(C_{AE}(1, 1))^2 + (C_{AE}(1, 2))^2} \right) \bigg|_{t_f} &= \phi_T, \\
\text{atan2} \left( C_{AE}(1, 3), \sqrt{(C_{AE}(1, 1))^2 + (C_{AE}(1, 2))^2} \right) \bigg|_{t_f} &= \theta_T.
\end{align*}
\]
force the terminal position to coincide with the Earth-relative longitude and geocentric latitude of the target, where \( \phi_T = 25.15 \, \text{deg} \) is the Earth-relative longitude of the target and \( \theta_T = 0 \, \text{deg} \) is the geocentric latitude of the target.

Table 2: Boundary Conditions for the Atmospheric Entry Example.

| Symbol | Value       | Symbol | Value       |
|--------|-------------|--------|-------------|
| \( t_0 \) | 0 s         | \( t_f \) | FREE         |
| \( r(t_0) \) | \( R_e + 37 \, \text{km} \) | \( r(t_f) \) | \( R_e \)   |
| \( \epsilon_{A1}(t_0) \) | 0          | \( \epsilon_{A1}(t_f) \) | FREE         |
| \( \epsilon_{A2}(t_0) \) | 0          | \( \epsilon_{A2}(t_f) \) | FREE         |
| \( \epsilon_{A3}(t_0) \) | 0          | \( \epsilon_{A3}(t_f) \) | FREE         |
| \( \eta_A(t_0) \) | 1          | \( \eta_A(t_f) \) | FREE         |
| \( v(t_0) \) | 7.138 km/s  | \( v(t_f) \) | 1.219 km/s  |
| \( \epsilon_{B1}(t_0) \) | \( \sqrt{2}/2 \) | \( \epsilon_{B1}(t_f) \) | 0            |
| \( \epsilon_{B2}(t_0) \) | \( \sqrt{2}/2 \) | \( \epsilon_{B2}(t_f) \) | FREE         |
| \( \epsilon_{B3}(t_0) \) | 0          | \( \epsilon_{B3}(t_f) \) | FREE         |
| \( \eta_B(t_0) \) | 0          | \( \eta_B(t_f) \) | 0            |
| \( \alpha(t_0) \) | FREE       | \( \alpha(t_f) \) | 0  \, \text{deg} |
| \( \sigma(t_0) \) | FREE       | \( \sigma(t_f) \) | FREE         |

The atmospheric entry optimal control problem is summarized as follows. Determine the state \( (r(t), \epsilon_{A1}(t), \epsilon_{A2}(t), \epsilon_{A3}(t), \eta_A(t), v(t), \epsilon_{B1}(t), \epsilon_{B2}(t), \epsilon_{B3}(t), \eta_B(t), \alpha(t), \sigma(t)) \) and the control \( (u_{\alpha}(t), u_{\sigma}(t)) \) on the time interval \( t \in [0, t_f] \) which minimizes the cost functional of Eq. (61) while satisfying the state dynamics, the path constraints, the endpoint constraints, and the boundary conditions.

### 5.2 Solution Method and Implementation

The atmospheric entry problem described in Section 5.1 is implemented and solved using \( hp \)-adaptive Gaussian quadrature collocation via the software of Ref. 33. Special precautions must be taken when implementing Eq. (62) using a collocation method. Recall that the unit norm constraints \( \epsilon_{A1}^2 + \epsilon_{A2}^2 + \epsilon_{A3}^2 + \eta_A^2 = 1 \) and \( \epsilon_{B1}^2 + \epsilon_{B2}^2 + \epsilon_{B3}^2 + \eta_B^2 = 1 \), as well as the angular velocity constraints \( \omega_{A1} = 0 \) and \( \omega_{B1} = 0 \) are all implicit in Eq. (62). Thus, the system of differential equations loses four degrees of freedom and may become inconsistent when solving the problem numerically. The remedy employed here is to introduce four additional control variables, denoted \( (u_1, u_2, u_3, u_4) \), such that \( \dot{\epsilon}_{A2} = u_1, \dot{\epsilon}_{A3} = u_2, \dot{\epsilon}_{B2} = u_3, \dot{\epsilon}_{B3} = u_4 \) replaces the corresponding differential equations in Eq. (62). Next, the additional path constraints

\[
|u_1 - (\frac{1}{2}\omega_{A2}\eta_A - \frac{1}{2}\omega_{A3}\epsilon_{A1})| \leq \kappa , \quad |u_2 - (\frac{1}{2}\omega_{A2}\epsilon_{A1} + \frac{1}{2}\omega_{A3}\eta_A)| \leq \kappa , \quad |u_3 - (\frac{1}{2}\omega_{B2}\eta_B - \frac{1}{2}\omega_{B3}\epsilon_{B1})| \leq \kappa , \quad |u_4 - (\frac{1}{2}\omega_{B2}\epsilon_{B1} + \frac{1}{2}\omega_{B3}\eta_B)| \leq \kappa , \quad (68)
\]
are enforced with $\kappa = 10^{-6}$ chosen to be one order of magnitude larger than the NLP solver accuracy tolerance.

### 5.2.1 Optimal Entry Trajectory

Figure 3 shows the optimal entry trajectory where it is seen that the terminal state corresponds to vertically downward flight ($\epsilon B_1(t_f) = \eta B(t_f) = 0$). Notice that Eqs. (62) and (63) remain well defined at $\epsilon B_1 = \eta B = 0$. In contrast, in a spherical coordinate parameterization the differential equation for azimuth, given by

$$\dot{\psi} = \frac{L \sin \beta}{mv \cos \gamma} + \frac{v^2}{v \cos \gamma} \sin \psi \tan \theta - 2\omega_c (\tan \gamma \cos \psi \cos \theta - \sin \theta) + \frac{v^2}{v \cos \gamma} \sin \psi \sin \theta \cos \theta,$$

where $\gamma$ is the Earth-relative flight path angle, is not well-defined for vertical flight ($\gamma = \pm 90 \text{ deg}$). Thus, the vertical flight singularity using spherical coordinates is eliminated when using the $rv$-Euler parameterization.

### 6 Discussion

The atmospheric entry example in Section 5 demonstrates the utility of the parameterizations developed in Section 4. In particular, the example focuses on the ability to use the $rv$-Euler parameters to reformulate the trajectory optimization problems in Refs. [31, 32] into a form that does not contain a singularity in vertical flight. Thus, vertical flight applications such as rocket launches or missile impacts may benefit from using the $rv$- or the $rvL$-Euler parameterizations to model the motion. Likewise, other applications (such as flight over the poles) may also benefit by modeling the motion with the $rv$-, $rvL$-, or $rvh$-Euler parameterizations due to their lack of singularities.

Each of the three parameterizations developed have distinct advantages over each other as well. For instance, the $rvh$-Euler parameterization employs just 8 variables $\{r, \epsilon A_1, \epsilon A_2, \epsilon A_3, \eta A, v, \epsilon B_3, \eta B\}$ to parameterize position and velocity (as opposed to 10 in the $rv$- and $rvL$-Euler parameterizations). The equations of motion are also simpler than those of the $rv$- and $rvL$-Euler parameterizations, but do contain a singularity at $\xi h = 0$ (vertical flight). The $rv$- and $rvL$-Euler parameterizations have their advantages too, with nonsingular equations of motion in vertical flight at the top of the list. In addition, the $rvL$-Euler parameterization removes the bank angle from the equations of motion entirely, simplifying the equations slightly and reducing the number of variables needed to model the motion. Last, the $rv$-Euler parameterization decouples the bank angle rotation from the $C_{BA}$ Euler parameters, potentially offering slower-varying rates.
Figure 3: Optimal solution obtained for the atmospheric entry example. (f) includes the bank angle $\beta(t)$ of Eq. (32) for reference. Note that $\beta(t_f)$ is undefined and is returned as zero by default.
of change for the $C_{RLA}$ Euler parameters when compared to those of the $rvl$-Euler parameterization.

Taken together, the $rv$, $rvl$, and $rvh$-Euler parameterizations each offer certain advantages over the others depending upon the particular task at hand. No doubt parameterizations already in existence offer some advantages over the parameterizations developed in this research as well. Many considerations must be taken into account when considering employing one parameterization over another. The presence or absence of singularities, the ease with which forces can be modeled, computational efficiency, scaling, convenience, and physical meaning are a few of the considerations that come to mind. The relative importance of each consideration will likely vary depending upon the application at hand. While the $rv$, $rvl$, and $rvh$-Euler parameterizations may not be the perfect fit for every application, they do lend themselves as useful alternatives to many parameterizations in wide use today.

7 Conclusions

Three parameterizations of the equations of motion for a point mass in flight about a central, rotating body have been derived. The equations of motion have been shown to avoid singularities found in commonly used parameterizations. Moreover, it was found that both position-dependent and velocity-dependent forces could be quantified in a tractable manner using any of the three parameterizations. Finally, a trajectory optimization example involving vertical flight was used to demonstrate the nonsingular nature of the equations of motion.
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