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Abstract: In this paper, we investigate a single machine scheduling problem (SMSP). We try to reach the optimal or near optimal solution which minimize the sum of three objective functions: total completion times, total tardiness and total earliness. Firstly, we solve this problem by Branch and bound algorithm (BAB alg) to find optimal solutions, dominance rules (DR)s are used to improve the performance of BAB alg, the resulting is BABDR, secondly, we solve this problem by simulated annealing algorithm (SA alg) as metaheuristic algorithm (MET alg). It is known that combining MET alg with other algorithms can improve the resulting solutions. In this paper we developed the concept of insertion preselected jobs one by one through all positions of remaining jobs of considered sequence, the proposed MET alg called Insertion Metaheuristic Algorithm (IMA). This procedure improves the performance of SA alg in two directions: in the first one, we use the IMA to generate initial solution for SA alg, in the second one, we use the IMA to improve the solution obtained through the iterations of SA alg. The experiments showed that IMA can improve the performance of SA alg in these two directions.
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1 Introduction
In this work, we consider the problem (Q) of minimization the sum of three objective functions: total completion times (\(\sum C_i\)), total tardiness (\(\sum T_i\)) and total earliness (\(\sum E_i\)) in single machine framework, the objective is to reach the optimal solution for the problem (Q). In view of the fact that the problem has been considered as NP-hard problem because the minimization of \(\sum T_i\) in single machine problem is NP-hard [1]. Most of the works of researchers in scheduling for many years focused on a single (objective) performance measure, the focused works are on Bi-objective or Tri-objective scheduling problems. Using multi-objective against single objective in fact, makes the scheduling problem more realistic. In single objective problems, only one schedule's performance aspect is considered, and the others are not, where the multi-objective scheduling consider more than one aspect so that tradeoffs between conflicting objectives can be achieved. Due to the hardness of the problem, it is very hard to solve the problem (Q) by exact methods in which all possible solutions are considered to find the optimal one. These methods guarantee finding the best solution, but the computational times are exponentially increase. Another alternative search strategies are the use of heuristic (metaheuristic) methods. Various MET alg were proposed in literature: SA alg [2], Tabu search algorithm [3], Iterated local search [4], variable neighborhood search [5] etc. Although these methods offer good results, they do guarantee to reach optimal solutions. In the other hand, using MET alg alone can rather restrictive for advancing optimization problems [6]. Therefore, researchers tended to combine MET alg with other algorithms to obtain more efficient algorithms especially for large sized problems called hybrid MET alg. [7], combined an iterated local search algorithm with an evolutionary algorithms and then the comparison made with to local search algorithms proposed in the literature. [8] hybridize GRASP with evolutionary path relinking to find approximate solution for maximum diversity problem (MMDP). [9] hybridize GA algorithm with Tabu search algorithm to find the best locations for installing back to back (BtB) converters in a power grid to decrease fault current levels. [10] proposed a hybrid algorithm based on CS and GSA algorithms, the objective is to develop the exploration capability of gravitational search algorithm. Simulation results show that the proposed algorithm better solutions than both CS and GSA algorithms. [11] hybridize the IWSSr method and Shuffled Frog Leaping Algorithm (SFLA), the objective is to reach effective features in a large-scale gene dataset, the
results show effectiveness of the combination of the two algorithms.

In this work, we propose an insertion heuristic algorithm (IMA) which is use the idea of NEH algorithm (NEH alg.) [12], then it is combined with SA alg. The IMA procedure uses the idea of insertion of preselected jobs and insert these jobs one by one to all positions of the remaining jobs, the development of this idea is by using this idea through several runs and at each run the neighborhood used to perturbate the current sequence. With the simplicity of the algorithm, its performance was reasonable, especially if it is combined with another algorithm such as SA alg. Several approaches in literature proposed a hybrid SA alg. [13] combined two algorithms which are genetic algorithm and cross entropy algorithm with the SA alg, and the proposed algorithm compared with NSGA-II and GA-SA algorithms. [14] embedded SA alg in a whale optimization algorithm (WOA), the experimental results showed the effectiveness of the proposed algorithm. [15] proposed a hybrid SA alg and reduced variable neighborhood search to find the near optimal solutions in a mixed-integer linear programming formulation, experimental results on a large set of benchmarks demonstrate the efficiency of the proposed algorithm. [16] combine SA alg with ant colony optimization (ACO) for dynamic traveling salesman problem, the results compared with four other MET alg and showed that the proposed algorithms out performed these algorithms. [17] combined a genetic-algorithm and SA alg for prediction of the ultimate bearing capacity of the pile. [18] combined an atom search optimization with SA alg. [19] proposed a hybrid bio inspired clustering routing protocol using Cuckoo Search and SA alg.

The rest of this paper is organized as follows: In section 2 we discuss the problem formulation and state some notations and definitions. Section 3 include the proposed BAB alg and dominance rule, while section 4 introduced proposed MET alg. Computational experiments (results and discussions) are included in section5. Conclusion and some recommendations are placed in section 6.

2 Problem Formulation and Some Notations.

We investigate a SMSP with a set of n jobs and considering the following assumptions:

- Processing times contains the set-up times.
- All jobs sequence is ready at time zero.
- No Precedence relationships between jobs
- Preemption is not allowed.
- The idle time of machine is not allowed.

The notations used to describe the scheduling problems:

- \( n \): is the number of jobs to be processed.
- \( p_j \): “Processing time” of the job \( j \)
- \( d_i \): “Due date” of the job \( i \)
- \( J_i \): Is the job in the \( i \) th position.
- \( S_i \): “Slack time” of the \( i \) th job, \( S_i = d_i - p_i \).
- \( C_i \): “Completion time” of job \( i \).
- \( T_i \): “Tardiness” of job \( i \), \( T_i = \max(C_i - d_i, 0) \).
- \( E_i \): “Earliness” of job \( i \), \( E_i = \max(d_i - C_i, 0) \).

Let \( B = (J_1, J_2, ..., J_n) \) be a schedule of \( n \) jobs, then:
\[
\Sigma J C_j \text{ is the total completion times.}
\]
\[
\Sigma J T_j \text{ is the total tardiness.}
\]
\[
E_{max} = \max(E_i) = \max(d_i - C_i, 0).
\]
The objective is to minimize the function \( g(\beta) \) of the sum of the three objective functions:
\[
g(\beta) = \Sigma C_j(\beta) + \Sigma T_j(\beta) + \Sigma E_j(\beta) .
\]
The mathematical form of the problem \( Q \) can be written as follows:
\[
g(B) = \min (\Sigma C_j + \Sigma T_j + \Sigma E_j) .
\]
\[
s.t \quad C_j \geq p_j, \ \ j = 1,2,\ldots,n
\]
\[
C_j \geq C_{j-1} + p_j, \ \ j = 2,3,\ldots,n .
\]
\[
T_j \geq C_j - d_j, \ \ j = 1,2,\ldots,n .
\]
\[
T_j \geq 0, \ \ j = 1,2,\ldots,n .
\]
\[
E_j \geq d_j - C_j, \ \ j = 1,2,\ldots,n .
\]
\[
E_j \geq 0, \ j = 1,2,\ldots,n .
\]

According to the three field notation, the problem \( Q \) can be written: \( 1 | \Sigma J C_j + \Sigma J T_j + \Sigma J E_j . \)

3 Proposed BAB algorithm

Finding optimal solution for NP-hard discrete optimization problems needs to use very efficient algorithms. One of the main tools to solve these problems is the BAB alg. In order to use the BAB alg and to avoid exponentially increasing number of potential solutions, the BAB alg use two types of bounds (lower and upper bounds) for the optimized function combined with the value of the current best solution which enables the algorithm to search parts of the solution space [20]. To implement BAB alg, the problem \( Q \) can be decomposed into three sub-problems \( Q_i \), the first sub-problem is \( Q_1: 1||Z_1 \), the second sub-problem is \( Q_2: 1||Z_2 \) and the third sub-problem is \( Q_3: 1||Z_3 \) where \( Z_1 = \min(\Sigma J C_j) \), \( Z_2 = \min(\Sigma J T_j) \) and \( Z_3 = \Sigma J E_j \).
To construct upper and lower bounds, we start with the following basic definitions:

**Definition (1): Shortest Processing Times (SPT)** [21]: the jobs are sorted in non-decreasing order of job processing times \( p_i \).

**Definition (2): Earliest Due Dates (EDD)** [22]: The sequence ordered in non-decreasing of jobs due dates \( d_i \).

**Definition (3): Minimum slack time (MST)** [23]: The problem \( 1\|E_{\text{max}} \) can be minimized by sorting the jobs sequence in non-decreasing of slack times \( s_j = d_j - p_j \).

These rules are used to compute the first and second upper bounds as follows:

**UR1**: \( ILB = \sum_{j=1}^{n} C_j \) (SPT) + \( \sum_{j=1}^{n} T_j \) (SPT) + \( \sum_{j=1}^{n} E_j \) (SPT)

**UR2**: \( ILB = \sum_{j=1}^{n} C_j \) (EDD) + \( \sum_{j=1}^{n} T_j \) (EDD) + \( \sum_{j=1}^{n} E_j \) (EDD)

And the upper bound (UR) for problem (Q) is the minimum value of these bounds.

To construct the lower bound for problem (Q), we use the following theorem:

**Theorem (1)**: Suppose \( M_1, M_2, M_3 \) be the lower bounds for the sub-problem \( Q_1, Q_2, Q_3 \) respectively and let \( M \) be the lower bound of the problem (Q), then \( M \geq M_1 + M_2 + M_3 \).

**Proof**: Suppose the schedule \( \beta \) be the optimal of problem (Q), then \( M = M_1(\beta) + M_2(\beta) + M_3(\beta) \), on the other hand the schedule \( \beta \) is a feasible for each of sub-problems: \( Q_i, \quad i = 1,2,3 \).

Then \( M_i(\beta) \geq M_i \), \( \forall i = 1,2,3 \).

Then \( M = M_1(\beta) + M_2(\beta) + M_3(\beta) \geq M_1 + M_2 + M_3 \). Hence \( M \geq M_1 + M_2 + M_3 \).

We use the following initial lower bound (ILB):

**ILB**: \( \sigma = \sum_{i=1}^{n} C_i(\rho_1) + \sum_{i=1}^{n} T_i(\rho_2) + \sum_{i=1}^{n} E_i(\rho_3) \), where \( p_i \) is the jobs, sequence obtained by SPT rule to minimize the objective function \( \sum_{i=1}^{n} C_i \), \( \rho_2 \) is the jobs sequence obtained by EDD rule to get the minimum objective function \( T_{\text{max}} \) and then use the relation \( T_{\text{max}}(\rho_2) \leq \sum_{i=1}^{n} T_i \). \( \rho_3 \) is the jobs sequence obtained by MST rule to get the minimum objective function \( E_{\text{max}} \) and then use \( E_{\text{max}}(\rho_3) \leq \sum_{i=1}^{n} E_i \). The following theorem help to reduce the search space by using the DR:

**Theorem 2**: If \( p_i \leq p_j \) and \( d_i \leq d_j \) for each job \( i \) and \( j \) from 1 to \( n \), then job \( i \) precede job \( j \) in optimal solution when solving problem (Q).

**Proof**: Suppose we have a sequence \( \beta = \beta_1 \beta_2 \) and \( \beta = B_j B_1 B_2 \) be a sequence obtained by interchange the position of jobs \( i \) and \( j \).

We have two cases for the sequence \( \beta \) and \( \tilde{\beta} \):

**Case 1**: If \( p_i \leq p_j \) and \( d_i \leq d_j \) implies \( s_i \leq s_j \) for every \( i, j = 1,2,...,n \)

From \( p_i \leq p_j \) we have: \( \sum_{k} C_k(\beta) \leq \sum_{k} C_k(\tilde{\beta}) \)

From the condition of slack time \( s_i \leq s_j \), we have \( \sum_{k} E_k(\beta) \leq \sum_{k} E_k(\tilde{\beta}) \).

From \( p_i \leq p_j \) and \( d_i \leq d_j \), we have \( \sum_{k} T_k(\beta) \leq \sum_{k} T_k(\tilde{\beta}) \).

Hence, we have: \( \sum_{k} C_k(\beta) + \sum_{k} T_k(\beta) + \sum_{k} E_k(\beta) \leq \sum_{k} C_k(\tilde{\beta}) + \sum_{k} T_k(\tilde{\beta}) + \sum_{k} E_k(\tilde{\beta}) \).

**Case 2**: If \( p_i \leq p_j \) and \( d_i \leq d_j \) implies \( s_i > s_j \) for every \( i, j = 1,2,...,n \)

From \( p_i \leq p_j \) we have:

**4. Proposed Metaheuristic Algorithms**

**4.1 Insertion Metaheuristic Algorithm (IMA)**

One of the most powerful algorithm that proposed to minimize makespan objective function in two machine permutation flow shop is the NEH alg which proposed by [12]. The algorithm uses the concept of job insertion technique after sorting the considered sequence in descending order of the total processing times. The first two jobs considered as a partial sequence and the other jobs are inserted between the jobs of this partial sequence one by one to obtain a final complete sequence. We use the
idea of NEH alg to develop a new metaheuristic algorithm called Insertion Metaheuristic Algorithm (IMA). The IMA algorithm run three times, in the first run it use the SPT sequence as initial sequence for NEH alg, in the second run it uses the EDD sequence and in the last run it use the MST sequence. In each run (ith run) the NEH alg uses the initial sequences to find the (ith) best solution for problem (Q), and the obtained sequence perturbed using swap neighborhood in which one job removed from one position randomly in a solution and reinserted in another position chosen randomly, the resulting solution then used as new initial solution for NEH alg, this process repeated three times in each run. There are three best solutions resulting in three runs and the final best solution is the best one of them. Figure (1) present the flow chart of IMA alg.

### NEH Algorithm.

1. Sort the initial solution in SPT rule.
2. Set W=2, from the obtained solution select the first two jobs, then select the best one that minimize the objective function, and set this solution as the current solution.
3. Set W=W+1, and generate W partial solutions by insert the first job from the selected set of jobs into each position of the current solution, from these solutions choose the best one. Set the obtained partial solution as the new current solution.
4. If W=n go to step (5), otherwise go to step .(3)
5. Stop.

| Algorithm | 5.1 Parameter Setting |
|-----------|-----------------------|
| 5.2 Combining IMA with SA alg. | All algorithms are executed on nine instances problem for each n and results reported are the mean values obtained from these instances. For SA alg, initial temperature is set to 10, α (a physical annealing) is set to 0.99, the number of iterations is equal to 2000 iterations when 4 ≤ n ≤ 15 and equal to 5000 iterations when n = 20, 30, 40, 50, 75, 100. |

| SA Algorithm |  |
|---------------|------------------|
| 1. Choose Initial solution Isol |  |
| 2. Set $t_0$ Initial temperature |  |
| 3. Set $h_i$=Isol, calculate $F(h_i)$ |  |
| 4. Repeat |  |
| i. Perturbation $h_i$ to generate $h_j$. |  |
| ii. Calculate $F(h_j)$. |  |
| iii. if $F(h_i) < F(h_j)$ then $h_i = h_j$ |  |
| iv. else |  |
| v. If $\text{Exp}(|F(h_i) - F(h_j)|/t_k) < \text{rand}(0,1)$ then $h_i = h_j$. |  |
| vi. Set $t_k = \alpha t_{k-1}$ |  |
| 5. Return $h_i$ and $F(h_i)$ |  |

Metaheuristic) Figure (2). Where $F(\_)$ is the value of the objective function,
For IMA, the algorithm runs three times in each run the number of iterations is equal to three.

5.2. Results
From table 1, the results show the efficiency of using DR in BAB alg, the comparison made between two algorithms BAB and BABDR compared with optimal solutions obtained by CEM method for $4 \leq n \leq 15$, the results showed that DR reduce the search space and then computational times when solving problem (Q), for $n=12$ BAB one problem not optimal (ex 9).

Also, the results show that BAB alg failed to reach optimal solutions within the 1800 seconds for some problem instances and solved about 81%, while BABDR solved 97% of all problem instances for $4 \leq n \leq 15$. The mean of computational results and mean values of execution times of SA alg, IMA, HIM-SA, and HSA-IM are summarized in table (2), the results showed that for $4 \leq n \leq 14$ where the BABDR reach optimal solution for problem Q. SA alg and IMA does not give optimal solution in some instances ($n=12$ for SA alg and $10 \leq n \leq 14$ for IMA). For $15 \leq n \leq 100$, the results shows that the three algorithms SA alg, IMA-SA, and HAS-IM give best solution with the preference of HAS-IM followed by IMA-SA. This mean that when we combined IMA and SA algs, the combined algorithms give better results than the results obtained by each algorithm alone, also we see that the results obtained when we use the SA alg to improve the best solution obtained by NEH alg in IMA in table 2 shows reasonable computational times for all algorithms with the preference of HAS-IM when

5.3. Discussions
When solving the problem (Q) by BAB alg, the results in table (1) show that using dominance rules can improve the performance of BAB alg but within certain limits of the number of jobs, this calls us to use more flexible algorithms, through which the problem can be solved for a greater number of jobs, for example in this research (100 jobs). We use the so-called hybrid metaheuristics algorithms and propose the IMA procedure combined it with SA alg in two directions. In this paper, we see that the concept of inserting some jobs on one by one on

\[
\begin{align*}
\text{Start} \\
\text{For each i, Set Isol (1) = SPT} \\
\quad \text{Isol (2) = EDD} \\
\quad \text{Isol (3) = MST} \\
\text{For each j use NEH alg with Isol (i) as initial solution to generate best solution } k_j , \text{ stor it in A} \\
\text{Perturbation } k_j \text{ and use it as Isol of NEH alg.} \\
\text{If } j > 3 \text{ Set } S_j \text{ is the bet solution in A, stor it in B} \\
\text{If } i > 3 \text{ Yes} \\
\text{Return S is the best solution in B} \\
\text{End}
\end{align*}
\]
remaining jobs of considered sequence which firstly proposed by [12] can be developed to use through can improve the performance of the original algorithms. Some relevant studies can be found in [24] and [25].

6. Conclusions and future research
In this work, we study a SMSP, the objective is to reach the optimal solution that minimize the sum of three objective functions. BAB without and with dominance rules were used to find optimal solution which compared with CEM method. We proposed a metaheuristic algorithm IMA based on the NEH alg, and then combined this algorithm with SA alg in two ways and the resulting is two MET algs (HIM-SA) and (HAS-IM). These two MET algs compared with the original algorithms: SA alg and IMA algorithm, the results show that this combination gives better performance than the original algorithm in reasonable execution times. The proposed algorithms can be developed to multi-objective scheduling to find non dominating solutions through multi-objective insertion algorithm based on the concept of NEH alg and multi-objective simulated annealing proposed in literature.

Fig 1 Proposed IMA algorithm.

Fig 2 Proposed HSA-IM algorithm.
Table 1 The mean values of results of BAB and BABDR algorithms compared with CEM method.

| n  | CEM  | BAB  | NODS | T.BAB   | BABDR | NODS | T. BABDR |
|----|------|------|------|---------|-------|------|----------|
| 4  | 688.33 | 688.33 | 22.89  | 0.028  | 688.33 | 12.89 | 0.0187  |
| 5  | 918.89 | 918.89 | 103.78 | 0.009  | 918.89 | 31.78 | 0.0034  |
| 6  | 1276.00 | 1276.00 | 266.33 | 0.018  | 1276.00 | 40.11 | 0.0034  |
| 7  | 1723.33 | 1723.33 | 1507.78 | 0.087  | 1723.33 | 193.44 | 0.0141  |
| 8  | 1877.33 | 1877.33 | 972.22  | 0.643  | 1877.33 | 537.00 | 0.0375  |
| 9  | 2274.67 | 2274.67 | 12430.44 | 8.190  | 2274.67 | 1098.22 | 0.0821  |
| 10 | 2346.67 | 2346.67 | 110770.44 | 73.014 | 2346.67 | 7342.11 | 0.5568  |
| 11 | 3397.11 | 3397.11 | 253986.44 | 16851.33 | 3397.11 | 131597 | 1.947   |
| 12 | 4256.56 | 4256.56 | 10171043.78 | 45029.56 | 4256.56 | 131597 | 5.287   |
| 13 | 5057.33 | 5057.33 | 15508451.78 | 109800.44 | 5057.33 | 131597 | 131597  |
| 14 | 5521.00 | 5521.00 | 1926510.22 | 5370.00 | 5521.00 | 1926510.22 | 212.031 |
| 15 | 6774.00* | 6774.00* | 690525.778 | 803.709 | 6774.00* | 690525.778 | 803.709 |

**NODS**: Total active nodes. **T.BAB**: Mean value of execution time of BAB Alg. **T. BABDR**: Mean value of execution time of BABDR Algorithm

Table 2 The mean values of BAB.DR, SA, IMA, HIM-SA, and HSA-IM algorithms of objective function for problem instances size $4 \leq n \leq 15$, and $n = 20,30,40,50,75,100$.

| n   | BABDR  | SA     | IMA    | HIM-SA  | HSA-IM  |
|-----|--------|--------|--------|---------|---------|
| 4   | 688.33 | 688.33 | 688.33 | 688.33  | 688.33  |
| 5   | 918.89 | 918.89 | 918.89 | 918.89  | 918.89  |
| 6   | 1276.00 | 1276.00 | 1276.00 | 1276.00 | 1276.00 |
| 7   | 1723.33 | 1723.33 | 1723.33 | 1723.33 | 1723.33 |
| 8   | 1877.33 | 1877.33 | 1881.33 | 1877.33 | 1877.33 |
| 9   | 2274.67 | 2274.67 | 2274.67 | 2274.67 | 2274.67 |
| 10  | 3234.67 | 3234.67 | 3234.89* | 3234.67 | 3234.67 |
| 11  | 3397.11 | 3397.11 | 3401.11* | 3397.11 | 3397.11 |
| 12  | 4256.56 | 4256.78* | 4261.00* | 4256.56 | 4256.44 |
| 13  | 5055.56 | 5055.56 | 5065.11* | 5055.56 | 5055.56 |
| 14  | 5521.00 | 5521.00 | 5546.56* | 5521.00 | 5521.00 |
| 15  | 6774.00* | 6817.78 | 6770.89** | 68470.33 | 6770.89** |
| 20  | 12127.22** | 12144.11** | 12127.22** | 12127.22** | 12127.22** |
| 30  | 25646.89 | 25757.56 | 25629.33** | 25629.33** | 25629.33** |
| 40  | 40979.44 | 40993.89 | 40922.78 | 40906.11** | 40906.11** |
| 50  | 68591.22 | 68470.33 | 68395.22 | 68336.78** | 68336.78** |
| 75  | 150198.89 | 149052.00 | 148967.11 | 148830.89** | 148830.89** |
| 100 | 256401.89 | 253150.11 | 253412.11 | 252957.00** | 252957.00** |

The symbol (*) mean that the mean value is near optimal. (i.e., some problem instances cannot be solved within 1800 second of CPU time). (**) The result is not optimal for some instances. (**) The result is the best.
Table 3 The mean execution times in seconds (T.) for SA, IMA, HIM-SA, HAS-IM.

| n  | T.SA | T.IMA | T.HIM-SA | T.HSA-IM |
|----|------|-------|-----------|----------|
| 4  | 0.0886 | 0.0157 | 0.2480 | 0.0851 |
| 5  | 0.0797 | 0.0330 | 0.2673 | 0.0851 |
| 6  | 0.0867 | 0.0538 | 0.2814 | 0.0870 |
| 7  | 0.0830 | 0.0764 | 0.3056 | 0.0869 |
| 8  | 0.0834 | 0.1093 | 0.3192 | 0.0781 |
| 9  | 0.0818 | 0.1456 | 0.3611 | 0.0814 |
| 10 | 0.0851 | 0.1786 | 0.3768 | 0.0868 |
| 11 | 0.0848 | 0.2100 | 0.4167 | 0.0869 |
| 12 | 0.0886 | 0.2553 | 0.4372 | 0.0798 |
| 13 | 0.0813 | 0.2969 | 0.4738 | 0.0869 |
| 14 | 0.0817 | 0.3401 | 0.4964 | 0.0884 |
| 15 | 0.0763 | 0.3487 | 0.4758 | 0.0677 |
| 20 | 0.2083 | 0.7133 | 1.1197 | 0.2097 |
| 30 | 0.2188 | 1.5620 | 1.8274 | 0.2152 |
| 40 | 0.2117 | 2.8291 | 2.6934 | 0.2051 |
| 50 | 0.2206 | 4.3112 | 4.0161 | 0.2378 |
| 75 | 0.3663 | 10.8913 | 8.7844 | 0.2363 |
| 100| 0.2724 | 20.5304 | 16.0068 | 0.2724 |
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