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Abstract We present an efficient algorithm to decompose the ultraviolet (UV) divergences of Feynman integrals to local divergences and various types of sub-divergences. With some reasonable assumptions the local divergences of Feynman integrals can be uniquely defined in dimensional regularization scheme. By an asymptotic expansion in the hard momenta, the computation of local and sub-divergences is reduced to the computation of local divergences of massless vacuum integrals. In theories with spin \( \leq \frac{1}{2} \), the beta functions and anomalous dimensions can be extracted directly from the local divergence of integrals. We also propose two methods to reduce the tensor structures which can be used in the computation of local divergence. The first method is based on dimensional shift and is extremely powerful for integrals with loop number \( L \leq 3 \). The second method is based on a PV reduction in a \( d_\infty \) dimension subspace, and it is more suited in four and more loops.

1 Introduction

The beta functions and anomalous dimensions govern the renormalization group flow of physical quantities in quantum fields theories, and their evaluation involves the computation of ultraviolet (UV) divergences of Feynman integrals. In the MS-scheme (or MS-scheme) all the UV counterterms are polynomial of momenta and in masses [1], so it is tempting to carry out a Taylor expansion in external momenta and masses before integration over loop momenta, and reduce the complicated Feynman integrals with multiple scales to vacuum integrals with no scale. However, besides UV divergences, these vacuum integrals also has IR(infrared) divergences, which must be regulated or subtracted. In [2, 3] the ‘infrared rearrangement’ approach was introduced which regulate the IR divergence by adding artificial masses or external momenta in certain lines of a given Feynman diagram. IR divergences can also be removed using a more sophisticated \( R^* \) operation [4–9] technique, and the UV counterterm of \((L+1)\)-loop Feynman integral can be expressed in terms \( L \)-loop massless propagators.

Another way of regulating IR divergence is achieved by introducing the same artificial mass to all propagators, which reduces the computation of complicated Feynman diagrams to relatively simple vacuum integrals [10]. Combined with IBP reduction, the fully massive vacuum integrals was used in the computation of the beta functions of \( \phi^4 \) theory in 6-dimension [11]. Similar IR regulator was used in [12–17] to study the UV behavior of super Yang-Mills and supergravity amplitudes at the critical dimensions.

Most of the known methods are less efficient when applied to integrals with high rank tensor structures, which appear for instance during the computation of UV divergences in gravity theories, and anomalous dimensions of high dimensional operators in effective field theories. This work is part of the effort to address this problem.

We mainly follow the storyline of \( R^* \) operation, but will propose multiple improvements to the algorithm by exploiting the UV structure of massless vacuum integrals. The UV divergence of generic Feynman integrals are decomposed into local divergences \( L \) and sub-divergences in different regions, in which \( L \) can be related to the local counterterm \( Z \) in BPHZ [18–21] renormalization scheme by \( L = -Z \). The local divergences of generic Feynman integrals are expressed by the local divergences of massless vacuum integrals via an asymptotic expansion around hard loop momenta, and the sub-divergences can be computed from the local divergences of the corresponding lower loop sub-integrals. The local IR divergences of massless vacuum integrals are regulated by adding an auxiliary mass to a single propagator. Then the local UV divergences are obtained by subtracting the remaining lower loop IR and UV sub-divergences from the mass regulated integral.

In order to evaluate the local divergence of integrals with high rank tensor structures, we need efficient tensor reduction methods which reduce the local divergence of tensor integrals to that of scalar integrals. The conventional Passarino-Veltman (PV) reduction [22] cannot be employed because the local divergence operator does not commute with Lorentz contraction. We propose two new tensor reduction methods which are suited for this task. The first method is based on dimensional shift [23, 24], which relates tensor integrals to scalar integrals in higher dimensions, and it is extremely powerful at lower loops (\( L \leq 3 \)). The second method is based
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on the PV reduction in a $d_\infty$ dimensional subspace, which relates tensor integrals to scalar integrals containing $d_\infty$ dimensional Lorentz products, and it is more efficient in higher loops.

We will try to give a self-contained introduction to the whole program. In Sect. 2, we demonstrated the efficiency of massless vacuum integral approach by evaluating the 1-loop UV divergences. In Sect. 3, after presenting some examples and introducing conventions on integrals and divergence degrees, we discuss the UV decomposition formula which holds for a single Feynman integral. In Sect. 4, we evaluate the local divergence of two and three loop massless vacuum integral using UV decomposition. In Sect. 5, we discuss the computation of IR divergences. We propose a scheme in which the total IR divergence is a simple sum of all IR divergences in different regions. In Sect. 6, we present two approaches to tensor reduction based on dimensional shift and $d_\infty$ dimensional PV reduction. We also evaluate the local divergence of some 5-loop tensor integrals. In Sect. 7, we extend the UV decomposition formula to correlation functions. In our formalism, the sub-divergences automatically cancel each other, and the renormalization factors are simply given by the local divergences of the corresponding “unrenormalized” correlation functions. We also demonstrate the method by computing the renormalization factors in the 6-d $\phi^3$ theory to 3-loop, and discuss its application in generic quantum field theories.

2 The UV divergence of 1-loop integrals

We start by considering a one loop integral in Euclidean space which would appears in the two-gluon correlation function $\langle A^\mu A^\nu \rangle$:

$$I^{\mu\nu} = S_e \int \frac{d^D l}{(2\pi)^D} \frac{l^{\mu\nu}}{l^2(l+p)^2}$$

(2.1)

in which $S_e = (4\pi)^2 \delta^4(\nu) e^{\epsilon \nu}$ is a prefactor which is introduced in the $\overline{MS}$ scheme to make the expression compact, and for $L$ loop integrals the prefactor is $S^L_e$. We will work in dimensional regularization scheme, and use $d$ to denote the unregularized spacetime dimension, and $D = d - 2\epsilon$. In this example $d = 4$, but later we will also study integrals in other dimensions.

We will mainly work in Euclidean space $\mathbb{R}^D$ in this paper. As far as UV divergences and soft IR divergences are concerned, there is no essential difference between Euclidean and Minkowski space. In Minkowski space there are collinear divergences in the presence of external momenta. However, in this work the only IR divergences we are interested in are those of vacuum integrals.

The UV divergence of $I^{\mu\nu}$ can be obtained by expanding its analytic expression,

$$I^{\mu\nu} = \frac{e^{\epsilon \nu}(2-\epsilon)\Gamma^2(1-\epsilon)\Gamma'(\epsilon)}{2(3-2\epsilon)\Gamma(2-2\epsilon)(-p^2)^\epsilon} \left( p^\mu p^\nu - \frac{p^2 \eta^{\mu\nu}}{4-2\epsilon} \right) \sim \frac{1}{3\epsilon} \left( p^\mu p^\nu - \frac{p^2 \eta^{\mu\nu}}{4} \right)$$

(2.2)

where $A \sim B$ means $A$ and $B$ have the same UV divergence. However, it can be very difficult to find the analytic expression of integrals with more scales and/or loops, so we need alternative methods to evaluate the UV divergences. A very illuminating approach was presented in [10], which we briefly review in the next subsection.

2.1 Regulating IR divergence with an auxiliary mass

Following [10] one can perform a regulated expansion to the propagators in its external momentum,

$$\frac{1}{(l+p)^\epsilon} = \frac{1}{l^2 + m^2} + \frac{m^2 - p^2 - 2l \cdot p}{(l^2 + m^2)^2} + \frac{(m^2 - p^2 - 2l \cdot p)^2}{(l^2 + m^2)^3} + \frac{(m^2 - p^2 - 2l \cdot p)^3}{(l^2 + m^2)^4}$$

(2.3)

in which $m$ is an auxiliary mass which serves as a regulator of IR divergence. We have chosen the regulated propagator $\frac{1}{l^2+m^2}$ instead of $\frac{1}{l^2-m^2}$ as in [10], because we work in Euclidean space.

Apply (2.3) to both propagators in $I^{\mu\nu}$, and drop UV finite terms,

$$I^{\mu\nu} \sim \frac{l^{\mu\nu}}{(l^2 + m^2)^2} + \frac{(2m^2 - p^2 - 2l \cdot p)(l^{\mu\nu})}{(l^2 + m^2)^3} + \frac{(2l \cdot p)^2(l^{\mu\nu})}{(l^2 + m^2)^4}.$$  

(2.4)

The one loop vacuum integral in (2.4) vanishes when there are odd number of $l^{\mu}$ in the numerator. When there are even number of $l^{\mu}$,

$$\frac{l^{\mu_1} \cdots l^{\mu_{2a}}}{(l^2 + m^2)^p} = \frac{\Gamma(n-a-\frac{D}{2})}{2^n \Gamma(n)} m^{D+2a-2n} \eta^{\mu_1 \cdots \mu_{2a}},$$

(2.5)

where

$$\eta^{\mu_1 \cdots \mu_{2a}} = \eta^{\mu_2 \cdots \mu_{2a-1} \mu_{2a}} + \text{non-repetitive permutations of } \mu_i.$$  

(2.6)

1 $A \sim B$ does not mean $A$ and $B$ have the same $\epsilon$-poles, because $A$ and $B$ may have different IR divergences.
When \( n \leq a + \frac{d}{2} \), the UV divergence is non-zero:

\[
\frac{l^{\mu_1} \ldots l^{\mu_{2\alpha}}}{(l^2 + m^2)^{\alpha}} \sim \frac{(-m^2)^{\frac{d}{2} + a - n}}{2^{\alpha} \Gamma(n) (\frac{d}{2} + a - n)!} \epsilon_{\mu_1 \ldots \mu_{2\alpha}}.
\]  

(2.7)

Plug into (2.4),

\[
\frac{l^{\mu_1 l^{\nu}}}{l^2(l + p)^2} \sim -\frac{m^2}{2 \epsilon} \eta^{\mu\nu} + \frac{(2m^2 - p^2)\eta^{\mu\nu}}{4 \epsilon} + \frac{p^2 \eta^{\mu\nu} + 2p^\mu p^\nu}{6 \epsilon} = -\frac{p^2 \eta^{\mu\nu} + 4p^\mu p^\nu}{12 \epsilon}.
\]  

(2.8)

which is in agreement with (2.2).

The UV divergence of generic one-loop integrals with more external momenta and masses can be obtained using the same technique. The key idea of this method is reducing the UV divergence of complicated integrals to that of massive vacuum integrals, which can be simply evaluated. In the next subsection we will show that the method can be further refined by considering massless vacuum integrals.

### 2.2 The UV divergence of massless vacuum integrals

An auxiliary mass \( m \) was introduced in [10] as an IR regulator of the resulting vacuum integrals. However, the UV divergence of one-loop vacuum integrals can be easily obtained even if they are massless. The simplest way is setting \( m = 0 \) in (2.7),

\[
\frac{l^{\mu_1} \ldots l^{\mu_{2\alpha}}}{(l^2)^{\alpha}} \sim \frac{\delta_{\alpha - a, \frac{d}{2}}}{2^{\alpha} \Gamma(n) \epsilon} \eta^{\mu_1 \ldots \mu_{2\alpha}}.
\]

(2.9)

Using a Taylor expansion about \( p = 0 \), the integral \( I_{\mu\nu} \) in (2.4) can be decomposed to some massless vacuum integrals and a UV finite remainder term \( R(l) \),

\[
\frac{l^{\mu_1 l^{\nu}}}{l^2(l + p)^2} = \frac{l^{\mu_1 l^{\nu}}}{(l^2)^3} + \frac{(-p^2 - 2l \cdot p)l^{\mu_1 l^{\nu}}}{(l^2)^3} + \frac{(2l \cdot p)^2 l^{\mu_1 l^{\nu}}}{(l^2)^4} + R(l)
\]

\[
\sim -\frac{p^2 l^{\mu_1 l^{\nu}}}{(l^2)^3} + \frac{(2l \cdot p)^2 l^{\mu_1 l^{\nu}}}{(l^2)^4} \sim -\frac{p^2 \eta^{\mu\nu} + 4p^\mu p^\nu}{12 \epsilon}
\]

(2.10)

which is again in agreement with (2.2).

There is a crucial difference between the massive and massless vacuum integrals. In the massive case, the integral has non-zero UV divergence if the superficial degree of divergence \( \omega = 2a + d - 2n \geq 0 \), while in the massless case, the UV divergence is non-zero only if \( \omega = 2a + d - 2n = 0 \). So a smaller number of integrals contribute in the massless approach compared with the massive approach. This simplification can be important in multiloop calculations, where a large number of vacuum integrals may appear after the decomposition.

The UV divergence degree \( \omega \) for generic integrals will be discussed in Sect. 3.2. Massless vacuum integrals with \( \omega = 0 \) will be extensively studied and used in this work, and we will call them **critical vacuum integrals** (CV). The condition \( \omega = 0 \) gives a relation among the number of propagators, the rank of tensor structure and the dimension \( d \), and will be called the **critical condition**.

### 3 The decomposition of UV divergence

Now let us investigate the UV divergence of multiloop integrals. A multiloop integral contains both local UV divergence and sub UV divergences (see e.g. Chapter 10.4 of [25]). The local divergence is the overall divergence in the region where all loop momenta are hard compared with external momenta and masses \( \{|l_i| > \max(|m_i|, |p_i|)\} \). During renormalization, it is canceled by a local counterterm which has polynomial dependence on momentum variables. An example of local divergence and the corresponding counterterm is shown in Fig. 1 (a) and (b). The sub-divergences appear in regions where only a subset of the loop momenta are hard, and they are canceled by non-local counterterms which are lower loop integral containing local counterterms as vertices. An example of sub-divergence and the corresponding counterterm is shown in Fig. 1 (c) and (d).

In this section we will start with the integral in Fig. 1 and show that the UV divergence of this integral can be naturally decomposed into a local divergence part and sub-divergence part. Then we will study the UV decomposition of generic multiloop integrals systematically.
3.1 The UV decomposition of a two-loop integral

The Feynman diagrams in Fig. 1 appear in the \(\langle \phi \phi \rangle\) correlation function in 6-d field theory at two-loop. The integral in Figure 1(a) is

\[
I = \frac{1}{(l_1^2)^2(l_1 + p)^2l_2^2(l_1 - l_2)^2} \equiv \mathcal{S}_l \int \frac{d^Dl_1 d^Dl_2}{(2\pi)^D} \frac{1}{(l_1^2)^2(l_1 + p)^2l_2^2(l_1 - l_2)^2}.
\]

From now on, for compactness we will drop \(\mathcal{S}_l\) factor and the integration symbol, and use the integrand to represent the integral.

The integral has no IR divergence in Euclidean space. The 2 loop local UV divergence corresponds to the region where \(|l_1|, |l_2| \gg |p|\). The integral may have 3 different one loop sub UV divergences corresponding to the following regions:

1. Region 1: \(|l_1| \gg |l_2|, |p|\).
2. Region 2: \(|l_2| \gg |l_1|, |p|\). (Shown in Fig. 1(c).)
3. Region 3: \(|l_1|, |l_2| \gg |l_1 - l_2|, |p|\).

Both Region 1 and Region 3 contain four hard propagators and are free of UV divergence in 6-d, but there is a non-zero sub-divergence in Region 2. In order to isolate this sub-divergence from the local divergence, we decompose the \(l_1 + p\) propagators following (2.3),

\[
I = I_v + \frac{1}{(l_1^2)^2l_2^2(l_1 - l_2)^2} R(l_1) = \frac{1}{(l_1^2)^2l_2^2(l_1 - l_2)^2}\left[ \frac{1}{l_1^2 + m^2} - \frac{m^2 - p^2 - 2l_1 \cdot p}{(l_1^2 + m^2)^2} + \frac{(2l_1 \cdot p)^2}{(l_1^2 + m^2)^3} \right].
\]

Then the original integral is split into several vacuum integrals \(I_v\) and a remainder part which has negative superficial degree of divergence. The UV divergence of the \(I_v\) can be evaluated using (see e.g. [26]),

\[
\frac{1}{(l_1^2)^2l_2^2(l_1 - l_2)^2} \sim m^2 \left( \frac{1}{24\epsilon^2} + \frac{1}{\epsilon} \left[ \frac{25}{144} - \frac{\ln m}{6} \right] \right),
\]

\[
\frac{1}{(l_1^2)^2l_2^2(l_1 - l_2)^2} \sim -\frac{1}{24\epsilon^2} + \frac{1}{\epsilon} \left[ \frac{13}{144} + \frac{\ln m}{6} \right],
\]

\[
\frac{(l_1 \cdot p)^2}{(l_1^2)^2l_2^2(l_1 - l_2)^2} \sim p^2 \left( -\frac{1}{144\epsilon^2} + \frac{1}{\epsilon} \left[ -\frac{1}{96} + \frac{\ln m}{36} \right] \right),
\]

and the result is

\[
I_v \sim \frac{m^2}{12\epsilon} + p^2 \left( \frac{1}{72\epsilon^2} + \frac{1}{\epsilon} \left[ \frac{7}{72} - \frac{\ln m}{18} \right] \right).
\]

The UV divergence of the remainder part comes from the divergence of the \(l_2\) integral,

\[
\frac{R(l_1)}{(l_2^2)^2l_2^2(l_1 - l_2)^2} \sim \frac{1}{6l_1^2} \left[ \frac{1}{l_1^2 + m^2} + \frac{m^2 - p^2 - 2l_1 \cdot p}{(l_1^2 + m^2)^2} + \frac{(2l_1 \cdot p)^2}{(l_1^2 + m^2)^3} - \frac{1}{(l_1 + p)^2} \right]
\]

\[
\sim -\frac{p^2}{36\epsilon^2} + \frac{9m^2 - 5p^2 + 12p^2 \ln m}{216} - \frac{1}{6l_1^2(l_1 + p)^2},
\]

where in the first line we replaced \(\frac{1}{(l_2(l_1 - l_2))^2} \rightarrow \frac{1}{l_2^2}\), and the expression of \(R(l_1)\) can be obtained from (3.2). To derive the second line we evaluated the 1-loop vacuum integrals with the help of (2.5). Combining (3.4) and (3.5), we find

\[
\frac{1}{(l_1^2)^2(l_1 + p)^2l_2^2(l_1 - l_2)^2} \sim p^2 \left( -\frac{1}{72\epsilon^2} + \frac{1}{\epsilon} \left[ \frac{11}{432} \right] \right) - \frac{1}{6l_1^2(l_1 + p)^2}.
\]

Besides Feynman integrals, the complete correlation functions also contain \(\mu^s\) factors which are introduced by the bare coupling constants. The UV divergences of correlation functions may contain \(\ln \frac{m^2}{\mu^2}\) and \(\ln \frac{p^2}{\mu^2}\) terms. In this paper we neglect the \(\mu^s\) factors, so we have terms like \(\ln m\) and \(\ln p^2\) in UV divergences.

\[\copyright\ Springer\]
One may continue to evaluate the 1 loop integral in (3.6) and find the total UV divergence, but the current form demonstrates the structure of UV divergence more clearly. The UV divergence of the integral is decomposed into two terms. The first term is the local UV divergence, and can be canceled by the local counterterm in Fig. 1(b). The second term is the sub-divergence from the region $l_2 \gg l_1, p$, which matches the form of counterterm in Fig. 1(d).

3.2 Degree of superficial UV and IR divergences

The UV divergences of generic multiloop integrals have similar structures as the two-loop integral we studied in the last subsection. Before discussing these structures, in this subsection we present some formal definitions about integrals and their divergences.

A Feynman integral is a product of several “lines”,

$$ F = \prod_{i=1}^{N} \text{Line}(l_i). \quad (3.7) $$

The line $\text{Line}(l_i)$ contains all numerators with the form $l_i^{\mu}$ or $l_i \cdot k$, and all propagators\(^3\) whose loop momentum is $l_i$, for example,

$$ \text{Line}(l_i) = \frac{l_i^{\mu_1} \cdots l_i^{\mu_a} l_i \cdot k_1 \cdots l_i \cdot k_b}{(l_i^2)^{n_1}(l_i + p_1)^2 + M_1^{2}\cdots} \cdots. \quad (3.8) $$

As an example, the integral $I$ in (3.1) can be written as $I = \text{Line}(l_1, l_2, l_1 - l_2)$ in terms of lines, in which

$$ \text{Line}(l_1) = \frac{1}{(l_1^2)^{n_1}(l_1 + p)^2}, \quad \text{Line}(l_2) = \frac{1}{l_2^2}, \quad \text{Line}(l_1 - l_2) = \frac{1}{(l_1 - l_2)^2}. \quad (3.9) $$

The UV degree, $\omega$, of a line characterize the behavior of the line when $|l_i| \to \infty$, and the IR degree, $\omega_f$, characterize the behavior of the line when $|l_i| \to 0$.

$$ \text{Line}(l_i)|_{l_i \to \infty} \to |l_i|^\omega, \quad \text{Line}(l_i)|_{l_i \to 0} \to |l_i|^{-\omega_f}. \quad (3.10) $$

For example, for (3.8), $\omega = a + b - 2 \sum_i n_i$ and $\omega_f = 2n_0 - a - b$.

An integral $\gamma$ is called a sub-integral of $F$, if the lines of $\gamma$ is a subset of the lines of $F$. Since sub-integrals will be used extensively all through this paper, we find it convenient to regard an integral as a set composed of all its lines:

$$ F = \{\text{Line}(l_i)|i = 1, 2, \cdots, N\}. \quad (3.11) $$

In this formalism, $\gamma \subset F$ means that $\gamma$ is a sub-integral of $F$. We will use (3.7) and (3.11) in different scenarios, and regard them as two representations of the same quantity.

For compactness, sometimes we will also use the following notation,

$$ \text{Line}(l_1, \cdots, l_n) = \{\text{Line}(l_1), \cdots, \text{Line}(l_n)\}. \quad (3.12) $$

$\gamma$ will be called an IR sub-integral, if $\forall \text{Line}(l_i) \in F \setminus \gamma$, $l_i$ cannot be written as a linear combination of loop momenta of $\gamma$. The set of all IR sub-integrals of $F$ is denoted by $\Upsilon(F)$. The complement of an IR sub-integral is called a UV sub-integral. The set of all UV sub-integrals is denoted by $\Theta(F)$.

The loop number of a sub-integral $\gamma$ will be denoted by $\mathcal{L}(\gamma)$. The loop number of an IR sub-integral equals the number of independent line momenta. The loop number of a UV sub-integral $\theta \subset F$ is given by

$$ \mathcal{L}(\theta) = \mathcal{L}(F) - \mathcal{L}(F \setminus \theta). \quad (3.13) $$

For example, in Fig. 2, $F = \text{Line}(l_1, l_2, l_3, l_2 - l_3, l_2 - l_1, l_1 - l_3)$, $\gamma_1 = \{\text{Line}(l_1)\}$ is a 1-loop IR sub-integral, $\gamma_2 = \text{Line}(l_1, l_2, l_1 - l_2)$ is a 2-loop IR sub-integral, $F \setminus \gamma_2 = \text{Line}(l_3, l_2 - l_3, l_1 - l_3)$ is a 1-loop UV sub-integral, and $F \setminus \gamma_1 = \text{Line}(l_2, l_3, l_2 - l_1, l_1 - l_3, l_1 - l_3)$ is a 2-loop UV sub-integral.

We can see that although the IR sub-integral $\gamma_2$ is a vacuum integral, it is not a “closed” diagram when it is embedded in the original integral (the lines in red color in Fig. 2). In order to obtain the correct topology for $\gamma_2$, we should shrink $F \setminus \gamma_2$ to a point in $F$.

In a UV sub-integral, not all independent line momenta can be regraded as loop momenta of the sub-integral. For example, in the UV sub-integral $F\setminus \gamma_1 = \text{Line}(l_3, l_2 - l_3, l_1 - l_3)$, only $l_3$ is the loop momenta. $l_1$ and $l_2$ should be regarded as as external momenta of $F \setminus \gamma_1$.

Some useful properties of IR and UV sub-integrals are:

1. The empty set and the integral itself are both IR and UV sub-integrals.
2. The intersection of two IR sub-integrals is also an IR sub-integral.
3. The union of two UV sub-integrals is also a UV sub-integral.

\(^3\)We will not discuss linear propagators like $l_i \cdot p$ in this work, and assume all propagators are quadratic in it loop momentum.
4. However, the union of two IR sub-integrals is not always an IR sub-integral.
5. If $\gamma \in \{ \emptyset, F \}$ is both a UV sub-integral and an IR sub-integral of $F$, then $F$ is called a **disconnected integral**, and $\gamma$ and $F \setminus \gamma$ are components of $F$. A disconnected Feynman diagram corresponds to a disconnected integral.

An $L$-loop (soft\(^4\)) IR divergence is defined in the region where $L$ independent loop momenta $\{ l_i^s \}$ become soft, i.e. $l_i^s$ is much smaller than external momenta, masses and other (hard) loop momenta $l_i^h$. In this region, a propagator depending on both soft and hard loop momenta behaves like $\frac{1}{(l_i^s + l_i^h)^2 + M^2} \to \frac{1}{l_i^2 + M^2}$, and does not change the degree of IR divergence. So each IR divergence corresponds to an IR sub-integral, and the (superficial) degree of IR divergence is

$$\omega_{ir}(\gamma) = -dL + \sum_{L_i \in \gamma} \omega_{ir}(L_i). \quad (3.14)$$

Similarly, each UV sub-divergence corresponds to a UV sub-integral. An $L$-loop UV divergence appears in the region where $L$ independent loop momenta $\{ l_i^h \}$ become hard, i.e. $l_i^h$ is much larger than external momenta, masses and other (soft) loop momenta $l_i^s$. In this region, the propagator $\frac{1}{(l_i^s + l_i^h)^2 + M^2} \to \frac{1}{l_i^2}$, and alters the degree of UV divergence.

$$\omega(\theta) = dL + \sum_{L_i \in \theta} \omega(L_i). \quad (3.15)$$

### 3.3 The BPHZ R-operation

A milestone in the development of renormalization in quantum field theory is the famous BPHZ renormalization scheme \cite{18–21}, which provides a standard approach to the systematic subtraction of divergences in Feynman diagrams. A Feynman diagram $\Gamma$ can be rendered finite by the BPHZ R-operation:

$$R(\Gamma) = \sum_{\theta \subset \Gamma} (\Gamma \setminus \theta) Z(\theta) \quad (3.16)$$

in which $R(\Gamma)$ is the finite renormalized integral, $Z$ is the counterterms operator, and $\theta$ runs over all “spinneys” contained in $\Gamma$. We will not discuss the definition and properties of “spinneys” here, but would like to point out that they are equivalent to UV sub-integrals defined in the last subsection, so in our notation (3.16) becomes

$$\sum_{\theta \subset \emptyset(\Gamma)} (\Gamma \setminus \theta) Z(\theta) \sim 0. \quad (3.17)$$

An artifact in the definition of $Z$ is that $Z(\emptyset) = 1$, and (3.17) can be written as

$$\Gamma + \sum_{\theta \subset \emptyset(\Gamma)} (\Gamma \setminus \theta) Z(\theta) \sim 0 \quad (3.18)$$

\(^4\)We will only consider the IR divergence of vacuum integrals in this paper, so IR divergence always mean soft IR divergence.
in which $\emptyset$ means the set of non-empty UV sub-integrals. The physical meaning of Eq. (3.18) is very clear: the UV divergence of $\Gamma$ can be canceled by the counterterms in all different regions. We would like to use a different form of (3.18) which we believe to be more natural when discussing the UV divergence of a single Feynman integral $F$, 

$$F \sim \sum_{\theta \in \emptyset(F)} \mathcal{V}_\theta F, \quad \mathcal{V}_\theta F \equiv (F^\theta)\mathcal{L} \theta$$

(3.19)

in which $\mathcal{L}$ is the **local divergence operator**, and $\mathcal{V}_\theta$ is the **sub-divergence operator** corresponding to $\theta$. $\mathcal{L} \theta = -Z(\theta)$ if $\theta$ is non-empty, but we define $\mathcal{L} \emptyset = 0$ because $\emptyset$ corresponds to a constant.

The local divergence is a special type of sub-divergence which corresponds to the integral itself, and (3.19) can also be written as

$$F \sim \mathcal{L} F + \sum_{\theta \in \emptyset(F)} \mathcal{V}_\theta F$$

(3.20)

which states that the UV divergence of an integral $F$ can be decomposed into a local divergence and various types of sub-divergences. Therefore, (3.19) and (3.20) will be called the **UV decomposition formula**. The formula seems to be only a simple paraphrase of the BPHZ $R$-operation, but as will be discussed in Sect. 5, it can be conveniently extended to integrals with IR divergences.

Since $\mathcal{L} F$ can be determined once the total UV divergence and all sub-divergences are known, and sub-divergences can be computed from lower loop local divergences, the UV decomposition formula actually gives a recursive definition of $\mathcal{L}$ operator. In this section, we will show that in the MS scheme, $\mathcal{L}$ can be uniquely determined for arbitrary Feynman integrals, given the following two requirements:

**R1** The local divergence has polynomial dependence on mass and external momenta.  
**R2** An integral with $\omega < 0$ has no local divergence.

For completeness, in Sect. 3.6 we will also directly prove that the UV decomposition formula holds with our definition of $\mathcal{L}$.

In the next subsection we would like to study the properties of $\mathcal{L}$ in the case of massless vacuum integrals, which will useful in order to prove (3.19) for generic Feynman integrals.

### 3.4 Massless vacuum integrals

Suppose $V$ is a $L$-loop massless vacuum integral with $\omega \geq 0$. The IR divergence of $V$ can be regulated by adding mass $m$ to all the propagators, and the resulting massive integral will be denoted by $V(m)$. In order for $\mathcal{L} V(m)$ to have the correct mass dimension, it must be of the form

$$\mathcal{L} V(m) = f(\epsilon)m^\omega \equiv m^\omega \sum_{i=1}^k f_i\epsilon^i,$$

(3.21)

in which $k$ is a positive integer and $f_i$ are constants.

Using $V = V(0)$, the $m \to 0$ limit of (3.21) gives

$$\mathcal{L} V = f(\epsilon), \quad \text{if } \omega = 0,$$

$$\mathcal{L} V = 0, \quad \text{if } \omega > 0.$$  

(3.22)

This means a massless vacuum integral has no local divergence unless it is a CV, and the local divergence of a CV is unaltered after IR regulation.

Let $V$ be a CV, and $\theta$ be a $L_1$-loop UV sub-integral of $V$ with $\omega(\theta) \geq 0$, then the local divergence of $\theta$ has the form

$$\mathcal{L} \theta = f_0(\epsilon)(l^2)^{\omega(\theta)} + f_1(\epsilon)(l^2)^{\omega(\theta)-1}m + \cdots + f_k(\epsilon)m^{\omega(\theta)}$$

(3.23)

therefore the sub-divergence corresponding to $\theta$ can be written as

$$\mathcal{V}_\theta V(m) = (V(m) \setminus \theta) \mathcal{L} \theta = f_0(\epsilon)m^{-2(L-L_1)\epsilon}.$$  

(3.24)

Using these expressions, we can prove the following property of CV:

**CV1** If (3.19) holds for any integral with at most $L_0$-loop sub-divergence, then it also holds for $(L_0+1)$-loop CV.

Let $V$ be a $(L_0+1)$-loop CV, and $V(m)$ be the IR regulated integral. Then using relations like

$$\frac{1}{(l^2)^y} - \frac{1}{(l^2+m^2)^y} = \frac{m^2}{(l^2+m^2)^y} + \frac{m^2}{(l^2+m^2)^y} + \cdots + \frac{m^2}{(l^2+m^2)^y}$$

(3.25)

the integral $V - V(m)$ can be rearranged into a form which has $\omega < 0$, and so it has at most $L_0$-loop sub-divergence. Since we assumed (3.19) holds for any integral with at most $L_0$-loop sub-divergence, we have

$$V - V(m) \sim \sum_{\theta \in \emptyset, \theta \neq V} \mathcal{V}_\theta \left[ V - V(m) \right].$$

(3.26)
Using (3.24), the UV divergence of \( V \) can be expressed by
\[
V \sim \sum_{\theta \in \Theta, \theta \neq \nu} V_0 V + V(m) - \sum_{\theta \in \Theta, \theta \neq \nu} V_0 V(m) \\
\sim \sum_{\theta \in \Theta, \theta \neq \nu} V_0 V + v(\varepsilon)m^{-2L_0+1}\varepsilon - \sum_{\theta \in \Theta, \theta \neq \nu} f_\theta(\varepsilon)m^{-2L_0+1-L(0)\varepsilon},
\]
(3.27)
in which we used (3.24), and expressed \( V_m \) by \( v(\varepsilon)m^{-2L_0+1}\varepsilon \).

Since \( V \) does not depend on \( m \), the \( \varepsilon \)-pole part of the quantity
\[
f(\varepsilon, m) \equiv v(\varepsilon)m^{-2L_0+1}\varepsilon - \sum_{\theta \in \Theta, \theta \neq \nu} f_\theta(\varepsilon)m^{-2L_0+1-L(0)\varepsilon},
\]
(3.28)
must be free of \( m \)-dependence:
\[
f(\varepsilon, m) = \sum_{k=1}^{k=M} \frac{f_k}{\varepsilon^k} + O(\varepsilon^0).
\]
(3.29)
We will define \( LV \equiv \sum_{i=1}^{i=M} \frac{f_i}{\varepsilon^i} \), then
\[
V \sim \sum_{\theta \in \Theta, \theta \neq \nu} V_0 V + LV = \sum_{\theta \in \Theta} V_0 V,
\]
(3.30)
which finishes the proof of CV1.

Before ending this subsection, let us point out that (3.27) provides a method to compute the local divergence of CV:
\[
LV \sim V(m) - \sum_{\theta \in \Theta, \theta \neq \nu} V_0 V(m).
\]
(3.31)
The local divergence is obtained by adding masses to the CV, and subtract the sub-divergences from the total divergence of the massive integral.

3.5 The asymptotic expansion

As shown in (2.10), the local divergence of 1-loop integrals can be computed from the local divergence of 1-loop CV. In the following we will show that this is also true for generic multiloop integrals.

An integral \( F \) depends on loop momenta \( l_i \), external momenta\(^5\) \( p_i \) and mass \( M_i \),
\[
F = F(l_i, p_i, M_i).
\]
(3.32)
Since \( |l_i| \geq |p_i|, M_i \), we can define a large number \( \Lambda \), so that \( \frac{l_i}{\Lambda} \) are in the same order as \( |p_i| \) and \( M_i \). Now let us expand the integral into asymptotic series around large \( \Lambda \),
\[
F = F(\Lambda l_i, p_i, M_i) = \sum_{i=0}^{\omega(F)} \frac{1}{\Lambda^i} F_k(l_i, p_i, M_i) + O \left( \frac{1}{\Lambda} \right),
\]
(3.33)
in which we have included the \( \Lambda^{d_{\omega}(F)} \) term from the loop integration measure. The \( \frac{1}{\Lambda^i} \) factors can be absorbed if we replace \( \frac{l_i}{\Lambda} \rightarrow l_i^j \), and (3.33) can be written as
\[
F = AF + R(F), \quad AF = \sum_{i=0}^{\omega(F)} \Lambda^i F_k(l_i, p_i, M_i),
\]
(3.34)
in which \( A \) will be called the asymptotic expansion operator, and \( R(F) \) is remainder term with \( \omega < 0 \).

One might be worried about whether the local divergence operator \( L \) commutes with the asymptotic expansion, since the latter seems to produce an infinite series. However, as was demonstrated in (2.10), we only need to expand the propagators to finite orders as \([10]\)
\[
\frac{1}{(l + p)^2 + M^2} = \sum_{i=0}^{\omega(F)} \frac{(-2l \cdot p - M^2)^i}{(l^2)^{i+1}} + \frac{(-2l \cdot p - M^2)^{\omega(F)+1}}{(l^2)^{\omega(F)+1}(l^2 + M^2)}.
\]
and the remainder term \( R(F) \) only contain a finite number of terms. Therefore it is clear that the asymptotic expansion does not alter the local divergence (More discussions can be found in e.g. [27]).

\(^5\) In a UV sub-integral only \( l_i^j \) are regarded as loop momenta, while \( l_i^j \) are regarded as external momenta.
Obviously, $A^i F$ has polynomial dependence on $p_i$ and $M_i$, and it is a massless vacuum integrals with $\omega = i$. The local divergence of $A^i F$ vanishes unless $i = 0$, so we have

$$L F = L A^0 F. \quad (3.36)$$

Since $A^0 F$ is a CV, (3.36) implies that the local divergence of general integrals can be determined by the local divergence of CV. But as discussed in Sect. 3.4, the local divergence of a $(L_0 + 1)$-loop CV can be determined by the local divergence of some $L \leq L_0$ loop integrals. Therefore, as long as the UV decomposition formula (3.19) holds, the local divergence of a CV can be uniquely defined, which is determined recursively from the local divergence of lower loop CV.

Another implication of (3.36) is that if $d$ is not an even integer, UV divergence only appear at certain loops. This is will be discussed in Appendix B.

Using (3.36), the sub-divergence operator can be written as

$$\nu_0 F = (F \setminus \theta) L A^0 \theta. \quad (3.37)$$

The following property of $A^0$ will be useful later: the $A^0 \theta$ operator does not increase the divergence degree of $F$ if it acts on $\theta \in \Theta(F)$:

$$\omega \left[ (F \setminus \theta) A^0 \theta \right] \leq \omega(F). \quad (3.38)$$

To prove (3.38), let us denote the loop momenta of $F \setminus \theta$ by $l_1^i$ and $l_0^i$, respectively, then $\theta$ can be written as $\theta(l_0^i, l_1^i, p_i, M_i)$. $A^0 \theta$ has polynomial dependence on $l_1^i, p_i, M_i$, and it has the form

$$A^0 \theta = \sum_{a, b \geq 0} (p_i)^a (M_i)^b (l_1^i)^{d(\theta) - a - b} A_{ab} (l_0^i), \quad (3.39)$$

in which $\omega(A_{ab}) = 0$. Combined with the $F \setminus \theta$ term,

$$\omega \left[ (F \setminus \theta) (l_1^i)^{d(\theta) - a - b} A_{ab} (l_0^i) \right] = \omega(F) - \omega(\theta) + \omega(\theta) - a - b = \omega(F) - a - b \leq \omega(F). \quad (3.40)$$

So all terms in $(F \setminus \theta) A^0 \theta$ have $\omega \leq \omega(F)$.

Let us demonstrate the computation of $A$ by revisiting the sub UV divergence of the integral $I$ in (3.1) and (3.9). The sub-divergence of the integral corresponds to the UV sub-integral $\theta = \Lambda l_1 \in [l_1, l_1 - l_2]$, the only hard momenta is $l_2$. Replacing $l_2 \rightarrow \frac{\Lambda}{\lambda}$, we obtain

$$\theta = \frac{l_1}{(l_2)^2} \rightarrow \frac{\Lambda^6}{(l_1 - \Lambda l_2)^2 \Lambda^2 (l_2)^2} = \frac{\Lambda^2}{(l_2^2 - 2 l_1 l_2 + \frac{l_1^2}{\Lambda^2} (l_2)^2)}$$

$$= \frac{\Lambda^2}{(l_2^2)^2} + \frac{\Lambda^2 (2 l_1 l_2 l_2^2)}{(l_2)^2} + \frac{\Lambda^2 (2 l_1 l_2^2)}{(l_2)^4} + \cdots, \quad (3.41)$$

where in the first line we have included a $\Lambda^6$ factor from integration measure.

Therefore the corresponding asymptotic expansion is given by:

$$A \theta = A^2 \theta + A^1 \theta + A^0 \theta$$

$$A^2 \theta = \frac{1}{(l_2^2)^2}, \quad A^1 \theta = \frac{2 l_1 \cdot l_2}{(l_2)^3}, \quad A^0 \theta = - \frac{l_1^2}{(l_2)^3} + \frac{2 l_1 \cdot l_2}{(l_2)^4}. \quad (3.42)$$

The local divergences of one-loop integrals are equal to the total UV divergences, so from (2.9) one obtains:

$$L \frac{l_1^{\mu_1} \cdots l_2^{\mu_20}}{(l_2)^n} = \frac{\delta_{n-2d} \Gamma(d+2)}{2^{n-2d} \Gamma(n) \pi^d} \eta^x l_1^{\mu_1} l_2^{\mu_20}. \quad (3.43)$$

The sub-divergence in of $I$ is given by

$$\nu_0 I = \frac{1}{(l_2^2)^2 (l_2 + p_2)^2} L \left[- \frac{l_1^2}{(l_2)^3} + \frac{2 l_1 \cdot l_2}{(l_2)^4} \right] = - \frac{1}{6 \epsilon} \frac{l_1^2 (l_2 + p_2)^2}{l_2}, \quad (3.44)$$

which is in agreement with the sub-divergence in (3.6).

3.6 The proof of UV decomposition

Now we are ready to prove the UV decomposition formula (3.19) for generic Feynman integrals. Still we will prove it by induction: let us assume (3.19) holds if the integral has at most $L_0$ loop sub-divergences, and prove that it also holds if the integral has at most $L_0 + 1$ loop sub-divergences.
Suppose $F$ has at most $L_0 + 1$ loop sub-divergences. Let $\Theta_1$ be the set of $L_0 + 1$ loop UV sub-integrals, and let $\Theta_0$ be the set of $L \leq L_0$ loop UV sub-integrals. We can split $F$ into $F_0$ and $F_1$,
\[
F_0 = F - \sum_{\theta \in \Theta_1} (F \setminus \theta)A^0 \theta, \quad F_1 = \sum_{\theta \in \Theta_1} (F \setminus \theta)A^0 \theta. \tag{3.45}
\]

First we observe that $F_0$ has no $L_0 + 1$ loop sub-divergences. To see this, let $\eta$ be an arbitrary $L_0 + 1$ loop UV sub-integral of $F$, then
\[
\mathcal{V}_\eta \left[ F - \sum_{\theta \in \Theta_1} (F \setminus \theta)A^0 \theta \right] = \mathcal{V}_\eta F - \sum_{\theta \in \Theta_1} \mathcal{V}_\eta \left[ (F \setminus \theta)A^0 \theta \right] = - \sum_{\theta \in \Theta_1} \mathcal{V}_\eta \left[ (F \setminus \theta)A^0 \theta \right], \tag{3.46}
\]
where we used $\mathcal{V}_\eta \left[ (F \setminus \eta)A^0 \eta \right] = (F \setminus \eta)\mathcal{L}A^0 \eta = \mathcal{V}_\eta F$ in the last step.

Notice that $(F \setminus \theta)A^0 \theta$ is a disconnected integral with two components $F \setminus \theta$ and $A^0 \theta$. In Appendix A the local divergences of disconnected integrals are studied. Let $\eta_1 = \eta \cap (F \setminus \theta)$, and then using (A.1) we find
\[
\mathcal{V}_\eta \left[ (F \setminus \theta)A^0 \theta \right] = \mathcal{V}_{\eta_1} (F \setminus \theta)\mathcal{V}_{\eta_2} A^0 \theta. \tag{3.47}
\]
We will denote the loop momenta of $\eta_1$ and $A^0 \theta$ by $l_{\eta_1}$ and $l_\theta$, respectively. $\{l_{\eta_1}, l_\theta\}$ are also the loop momenta of $\eta \cup \theta$. Since $\mathcal{L}(\eta \cup \theta) > L_0 + 1$, using the induction assumption we have $\omega(\eta \cup \theta) < 0$. Using (3.38), the action of $A^0$ on $\theta$ will not increase the UV divergence degree of $\eta \cup \theta$, so we have
\[
\omega(A^0 \theta) + \omega(\eta_1) \leq \omega(\eta \cup \theta) < 0. \tag{3.48}
\]
Since $\omega(A^0 \theta) = 0$, (3.48) implies $\omega(\eta_1) < 0$, and consequently $\mathcal{V}_{\eta_1} (F \setminus \theta) = 0$. So we have found that $\mathcal{V}_\eta \left[ (F \setminus \theta)A^0 \theta \right] = 0$, and $F_0$ has no $L_0 + 1$ loop sub-divergence.

By the induction assumption $F_0$ has the following UV decomposition,
\[
F_0 \sim \sum_{\eta \in \Theta_0} \mathcal{V}_\eta \left[ F - \sum_{\theta \in \Theta_1} (F \setminus \theta)A^0 \theta \right]. \tag{3.49}
\]
In (3.49), if $\eta \subseteq \theta$, it can be shown the sub-divergence vanishes for the same reason as the $\mathcal{L}(\eta) = L_0 + 1$ case above. If $\eta \subset \theta$,
\[
\mathcal{V}_\eta \left[ (F \setminus \theta)A^0 \theta \right] = (F \setminus \theta)\mathcal{V}_{\eta_1} A^0 \theta, \tag{3.50}
\]
and (3.49) becomes
\[
F_0 \sim \sum_{\eta \in \Theta_0} \mathcal{V}_\eta (F) - \sum_{\theta \in \Theta_1} \sum_{\eta \in \Theta(\theta)} (F \setminus \theta)\mathcal{V}_{\eta_1} A^0 \theta. \tag{3.51}
\]
The second term in the r.h.s. of (3.51) can be combined with $F_1$,
\[
F_1 - \sum_{\theta \in \Theta_1} \sum_{\eta \in \Theta(\theta)} (F \setminus \theta)\mathcal{V}_{\eta_1} A^0 \theta = \sum_{\theta \in \Theta_1} (F \setminus \theta)\mathcal{V}_{\eta_2} A^0 \theta \tag{3.52}
\]
Since $A^0 \theta$ is a $L_0 + 1$ loop CV, using CV1 in Sect. 3.4, it satisfies the UV decomposition,
\[
A^0 \theta = L A^0 \theta + \sum_{\eta \notin \Theta(\theta)} \mathcal{V}_\eta A^0 \theta + \text{UV finite terms}. \tag{3.53}
\]
The $F \setminus \theta$ term in (3.52) is UV finite, because $F$ has no $\mathcal{L} > L_0 + 1$ loop sub-divergences, therefore $A^0 \theta - \sum_{\eta \notin \Theta(\theta)} \mathcal{V}_\eta A^0 \theta$ can be replaced by $L A^0$,
\[
F_1 = \sum_{\theta \in \Theta_1} (F \setminus \theta)\mathcal{V}_{\eta_2} A^0 \theta \sim \sum_{\theta \in \Theta_1} (F \setminus \theta)\mathcal{L} A^0 \theta = \sum_{\theta \in \Theta_1} \mathcal{V}_\theta. \tag{3.54}
\]
Combined with the first term on the r.h.s. of (3.51), $F$ has the following decomposition:
\[
F \sim \sum_{\eta \in \Theta_0} \mathcal{V}_\eta F + \sum_{\theta \in \Theta_1} \mathcal{V}_\theta F = \sum_{\theta \in \Theta(F)} \mathcal{V}_\theta. \tag{3.55}
\]
which completes the proof of (3.19).
4 The local divergence of 2 and 3 loop scalar CV

The evaluation of local divergence of CV is the kernel problem in UV decomposition, because the local divergences of generic Feynman integrals can be obtained from that of CV. Equation (3.31) provides an efficient approach to this problem. We will demonstrate this approach by evaluating the local divergence of two and three loop scalar CV, which are CV without tensor structures like $\tilde{t}_1^{\mu_1} \cdots \tilde{t}_n^{\mu_n}$ in the numerators.

The basis of 2 loop scalar CV can be chosen as $\{I_{n_{123}}\}$, with
\[
I_{n_{123}} = \frac{1}{(l_1^2+m^2)^{n_1}(l_2^2+m^2)^{n_2}(l_1-l_2)^2}.
\]

The critical condition requires $n_1 + n_2 + n_3 = d$. In Sect. 4.1 we evaluate the local divergence for arbitrary choice of $n_i$.

The basis of 3 loop massless scalar vacuum integrals can be chosen as $\{I_{n_{12345}}\}$, with
\[
I_{n_{12345}} = \frac{1}{(l_1^2+m^2)^{n_1}(l_2^2+m^2)^{n_2}(l_3^2+m^2)^{n_3}(l_1-l_2)^2(l_2-l_3)^2}.
\]

Critical condition requires $\sum_{i=1}^{5} n_i = \frac{3d}{2}$. We will demonstrate the computation by 3 examples: $I_{311211}$, $I_{441111}$ and $I_{411411}$.

4.1 The local divergence of 2 loop scalar CV

Without loss of generality, we can assume $n_1 \geq n_2 \geq n_3$ in (4.1). As discussed in Sect. 3.4, we can regulate the IR divergence of the integral by adding masses to the propagators without changing its local divergence. The evaluation of a vacuum integral usually becomes more and more difficult as more propagators become massive, so it would be preferable to add mass to as less propagators as possible.

The integral $I_{n_{123}}$ has 1 loop IR divergences when $n_1 \geq \frac{d}{2}$. Suppose $n_2 < \frac{d}{2}$, then the IR divergence can be regulated by a single mass, $I(m) = \frac{1}{(l_1+m^2)^{n_1}(l_2^2)^{n_2}(l_1-l_2)^2}$. The integral is recursively one loop, and can be easily evaluated [26],
\[
I(m) = \frac{e^{D\varepsilon}(2\varepsilon)\Gamma(\frac{d}{2} - n_1 + \varepsilon)\Gamma(\frac{d}{2} - n_2 - \varepsilon)\Gamma(\frac{d}{2} - n_3 - \varepsilon)}{(\Gamma(n_1)\Gamma(n_2)\Gamma(n_3)\Gamma(\frac{d}{2} - \varepsilon)(m^2)^{2\varepsilon}}. (4.3)
\]

The gamma functions behave as
\[
e^{\varepsilon D}(n + \varepsilon) = \Gamma(n)[1 + H_{n-1}\varepsilon] + O(\varepsilon^2), \quad n > 0.
\]
\[
e^{-\varepsilon D}(n + \varepsilon) = \frac{(-1)^n}{n!}\left[1 + \frac{1}{\varepsilon} + H_n\right] + O(\varepsilon), \quad n \geq 0,
\]
where $H_n = 1 + \frac{1}{2} + \cdots + \frac{1}{n}$ is the harmonic number.

If $n_1 < \frac{d}{2}$, the integral has no sub-divergence, and the local divergence is
\[
L_{I_{n_{123}}} = \frac{\Gamma(\frac{d}{2} - n_1)\Gamma(\frac{d}{2} - n_2)\Gamma(\frac{d}{2} - n_3)}{2\varepsilon\Gamma(n_1)\Gamma(n_2)\Gamma(n_3)\Gamma(\frac{d}{2})}. (4.5)
\]

If $n_1 \geq \frac{d}{2}$, the integral has a divergent sub-integral $\gamma_1 = 1 \neq (l_2, l_1 - l_2)$,
\[
V_{\gamma_1} I(m) = \frac{1}{(l_1^2)^{n_1}(l_2^2)^{n_2}(l_1-l_2)^2} - \frac{1}{(l_1^2+m^2)^{n_1}(l_2^2+m^2)^{n_2}(l_1-l_2)^2}.
\]
\[
= \frac{(l_1^2)^{n_1-\frac{d}{2}}(l_2^2)^{n_2-\frac{d}{2}}(l_1-l_2)^{2-n_3}}{(l_1^2+m^2)^{n_1}((n_1)\Gamma(n_2)\Gamma(n_3)(n_1 - \frac{d}{2})^\varepsilon}
\]
\[
\frac{(-1)^{n_1-\frac{d}{2}}e^{\varepsilon D}\Gamma(\frac{d}{2} - n_2)\Gamma(\frac{d}{2} - n_3)\Gamma(\frac{d}{2} - n_1 - \varepsilon)\Gamma(\frac{d}{2} - \varepsilon)}{(\Gamma(n_1)\Gamma(n_2)\Gamma(n_3)\Gamma(\frac{d}{2}))^{n_1 - \frac{d}{2}}(m^2)^{2\varepsilon}}. (4.6)
\]

In the first line, the local divergence equals the total divergence of bubble diagram because the diagram has no IR divergence ($n_2, n_3 < \frac{d}{2}$).

Subtract the sub-divergence (4.6) from the total divergence (4.3), we find
\[
L_{I_{n_{123}}} = \frac{\Gamma(\frac{d}{2} - n_2)\Gamma(\frac{d}{2} - n_3)}{2(n_1 - \frac{d}{2})\Gamma(n_1)\Gamma(n_2)\Gamma(n_3)\Gamma(\frac{d}{2})} \left[ - \frac{1}{\varepsilon^2} + \frac{1}{\varepsilon} Z_{n_{123}} \right]
\]
\[
Z_{n_{123}} = 2H_{n_1-1} + H_{n_1-\frac{d}{2}} - H_{n_2-1} - H_{n_2-\frac{d}{2}} - H_{n_3-1} - H_{n_3-\frac{d}{2}}. (4.7)
\]
Now we consider the case $n_2 \geq \frac{d}{2}$. Using $n_1 + n_2 + n_3 = d$ and $n_1 \geq n_2 \geq n_3$, we find $n_3 \leq 0$, and

$$L_{I_{n_1,n_2,n_3}} = \sum_{0 \leq i, j \leq -n_3} \frac{(-n_3)!}{i! j! ((-n_3 - i - j)! L_{i}^{(n_1 - i)}(l_2^{n_2 - j})}$$

$$= \sum_{i=\frac{d}{2}}^{n_2} \frac{(-n_3)!}{(n_1 - i)!(n_2 - i)!(2i - d)! L_{i}^{2i-d}(l_2^{n_2 - i})}$$

$$= \sum_{i=\frac{d}{2}}^{n_2} \frac{(-n_3)!}{(n_1 - i)!(n_2 - i)!(i - \frac{d}{2})! \Gamma(i) \Gamma(\frac{d}{2}) \left[ \frac{1}{\epsilon^2} + \frac{1}{\epsilon} (H_{\frac{d}{2} - 1} - H_{\frac{d_2}{2} - 1}) \right].$$

where we used (A.10) to derive the last line.

In summary, the local divergences of 2 loop scalar CV are:

$$L_{I_{n_1,n_2,n_3}} = \begin{cases} 
\Gamma(d - n_1) \Gamma(d - n_2) \Gamma(\frac{d}{2} - n_3), & n_1 < \frac{d}{2} \\
2\epsilon \Gamma(n_1) \Gamma(n_2) \Gamma(n_3) \Gamma(\frac{d}{2}), & n_2, n_3 < \frac{d}{2} \leq n_1 \\
(1)^{n_1 - \frac{d}{2}} \Gamma(\frac{d}{2} - n_2) \Gamma(\frac{d}{2} - n_3) \left( \frac{1}{\epsilon^2} + \frac{Z_{n_1,n_2,n_3}}{\epsilon} \right), & n_2, n_3 < \frac{d}{2} \leq n_1 \\
\text{min}(n_1,n_2), & n_1, n_2 < \frac{d}{2} \leq n_3 \\
\sum_{i=\frac{d}{2}}^{n_3} \frac{(-n_3)!}{(n_1 - i)!(n_2 - i)!(i - \frac{d}{2})! \Gamma(i) \Gamma(\frac{d}{2}) \left[ \frac{1}{\epsilon^2} + \frac{1}{\epsilon} (H_{\frac{d}{2} - 1} - H_{\frac{d_2}{2} - 1}) \right]}, & n_1, n_2 < \frac{d}{2} \leq n_3.
\end{cases}$$

in which

$$Z_{n_1,n_2,n_3} \equiv 2H_{n_1-1} + H_{n_2-1} - H_{\frac{d}{2} - n_2 - 1} - H_{\frac{d}{2} - n_3 - 1}.$$ (4.10)

4.2 IR regulation by adding a single mass

In the most simple case, for example $I_{311211}$ in 6-d, a single massive propagator is suffice to regulate all IR divergences,

$$I_{311211}^{m} = \frac{1}{(l_1^2 + m^2)^3 l_2^2 l_3^2 l_4^2 l_5^2 l_6^2}.$$ (4.11)

To evaluate the integral, first we perform an IBP reduction using FIRE [28],

$$I_{311211}^{m} = \frac{4(D - 5)(D - 2) (3D - 8)}{(D - 6)^2 (D - 4)^2 m^10} (I_{101010}^{m} + I_{101010}) + \frac{(D - 3)(3D - 16)(3D - 14)}{2(D - 6)m^8} I_{111011}^{m}.$$ (4.12)

The analytic expression of each of these 3 master integrals can be easily obtained by evaluating several 1-loop simple integrals successively (these integrals are called 1-loop-reducible integrals),

$$I_{101010}^{m} = I_{101010}^{m} = -3e^{3y} m^{3D-8} \Gamma(3 - \frac{3D}{2}) \Gamma(3 - D) \Gamma^2(-1 + \frac{D}{2})$$

and the total divergence of the integral is

$$I_{311211}^{m} \sim \frac{1}{24\epsilon^2} + \frac{29 - 24\zeta_3}{144\epsilon}.$$ (4.14)

The integral has a 2 loop sub-divergence, corresponding to the UV sub-integral $\theta = F \setminus \{l_1 \in \{l_1\}$,

$$\nu_0 I_{311211}^{m} = \frac{1}{(l_1^2 + m^2)^3} L_{l_2}^2 l_3^2 l_4^2 l_5^2 l_6^2 \sim \frac{1}{8\epsilon^2} - \frac{\ln m}{4\epsilon},$$ (4.15)

and the local divergence is found to be

$$L_{I_{311211}} = -\frac{1}{12\epsilon^2} + \frac{29 - 24\zeta_3}{144\epsilon}.$$ (4.16)
Fig. 3 3 loop vacuum diagrams with two $n_i \geq \frac{d}{2}$ (the red lines). The IR divergences can be regulated by adding masses to the red lines.

4.3 IR regulation by adding two masses

Some three-loop CV have IR divergences in multiple soft regions, and adding mass to a single propagator is not enough to regulate all these IR divergences. In this subsection we consider two integrals $I_{441111}$ and $I_{411141}$ in 8-d, for which both propagators with $n_i = 4$ require regulation, as shown in Fig. 3.

First we consider the integral with two adjacent massive propagators,

$$ F = I_{441111}^{adj} = \frac{1}{(l_1^2 + m^2)^4(l_2^2 + m^2)^2(l_2 - l_3)^2(l_3 - l_1)^2(l_1 - l_2)^2}. $$

After integral reduction, we end up with 5 master integrals, $I_{411010}^{adj}$, $I_{411100}^{adj}$, $I_{411011}^{adj}$, $I_{401111}^{adj}$, and $I_{401011}^{adj}$, which can be evaluated with the help of the following formula [26],

$$ \frac{1}{(l_1^2 + m^2)^4(l_2^2 + m^2)^4[(l_1 - l_2)^2]^{n_3}} = \frac{e^{2\gamma_E} \Gamma(n_1 + n_3 - \frac{D}{2}) \Gamma(n_2 + n_3 - \frac{D}{2}) \Gamma(n_1 + n_2 + n_3 - D)}{\Gamma(n_1) \Gamma(n_2) \Gamma(n_1 + n_2 + 2n_3 - D) \Gamma(D)(m^2)^{n_1+n_2+n_3-D}}. $$

The total UV divergence of $F$ is found to be

$$ F \sim -\frac{7776}{1296\epsilon^2} - \frac{\ln m}{216 \epsilon} + \frac{5 - 9\pi^2 + 252 \ln m - 648 \ln m^2}{46656 \epsilon}. $$

$F$ has a 1-loop sub-divergence, corresponding to $\theta_1 = l_1 \text{line}(l_3, l_2 - l_3, l_3 - l_1)$,

$$ \mathcal{V}_{\theta_1} F = \frac{1}{(l_1^2 + m^2)^4(l_2^2 + m^2)^4(l_1 - l_2)^2} \left[ -l_1^2 l_2^2 - (l_1^2 l_2^4) \right] L \left[ \frac{l_1^2 + l_2^2}{(l_3^2)^2} \right] + \frac{4 l_1^2 l_2^2 l_3^4}{(l_3^2)^3} \left( l_1^4 + l_2^4 + l_3^4 \right) $$

$$ \sim -\frac{1}{432 \epsilon^3} - \frac{\ln m}{702 \epsilon} + \frac{5 - 3\pi^2 + 12 \ln m - 144 \ln m^2}{7776 \epsilon}, $$

where we used (4.18) in the last step.

There are two identical 2-loop sub-divergences, corresponding to $\theta_2 = F \setminus \{l_1 \text{line}(l_1)\}$ and $\theta_3 = F \setminus \{l_1 \text{line}(l_2)\}$, respectively,

$$ \mathcal{V}_{\theta_2} F = \frac{1}{(l_1^2 + m^2)^4} \left[ \frac{l_2^2}{l_3^2} \left( l_2^2 - l_3^2 \right) \right] $$

$$ \sim \frac{1}{864 \epsilon^3} - \frac{5 \ln m}{48 \epsilon^2} + \frac{\pi^2 + 20 \ln m + 24 \ln^2 m}{10368 \epsilon}. $$

The local divergence is

$$ L I_{441111} = -\frac{1}{1296 \epsilon^3} + \frac{11}{7776 \epsilon^2} - \frac{25}{46656 \epsilon}. $$

Next we compute the local divergence of $I_{411141}$,

$$ F = I_{411141}^{non-adj} = \frac{1}{(l_1^2 + m^2)^4 l_2^2 (l_2 - l_3)^2 + m^2)^4(l_3 - l_1)^2(l_1 - l_2)^2}. $$
After integral reduction, we end up with 9 master integrals. 8 of them are 1 loop reducible, \( I_{111111}^{\text{non-adj}} \), \( I_{111110}^{\text{non-adj}} \), \( I_{11111}^{\text{non-adj}} \), \( I_{11110}^{\text{non-adj}} \), \( I_{11101}^{\text{non-adj}} \), \( I_{11101}^{\text{non-adj}} \), \( I_{11101}^{\text{non-adj}} \), and \( I_{11101}^{\text{non-adj}} \). The last master integral, \( I_{111111}^{\text{non-adj}} \), is not 1 loop reducible. In Appendix C we compute this master integral using DRa method [29–31]. Combining (C.1), (C.2) and (C.11), we find at \( D = 8 - 2\epsilon \),

\[
I_{111111}^{\text{non-adj}} \sim m^{12-6\epsilon} \left[ \frac{23}{12960\epsilon^3} + \frac{841}{97200\epsilon^2} + \frac{119027 + 7875\pi^2 + 129600\zeta_3}{1166400\epsilon} \right].
\]

The total UV divergence of \( F \) is

\[
F \sim \frac{1}{648\epsilon^3} - \frac{\ln m}{\epsilon^2} + \frac{901 + 45\pi^2 + 180\ln m + 3240\ln^2 m + 648\zeta_3}{116640\epsilon}.
\]

\( F \) has a 1-loop UV divergence corresponding to the UV sub-integral \( \theta_1 = \{l_2, l_3, l_3 - l_1, l_1 - l_2\} \),

\[
\mathcal{V}_{\theta_1} F = \frac{1}{6\epsilon (l_1^2 + m^2)^4(l_2^2 + m^2)^4} \sim \frac{1}{216\epsilon^3} \ln m + \frac{\pi^2 + 48\ln^2 m}{1296\epsilon}.
\]

\( F \) has two identical 2-loop UV divergences, corresponding to \( \theta_2 = F \setminus \{l_1\} \) and \( \theta_3 = F \setminus \{l_2 - l_3\} \), respectively,

\[
\mathcal{V}_{\theta_2} F = \frac{1}{(l_1^2 + m^2)^4} \mathcal{L} \left( \frac{1}{(l_2^2 + m^2)^2(l_3^2 + m^2)^2} \right)^2 \sim \frac{\pi^2 + 4\ln m - 24\ln^2 m}{5184\epsilon}.
\]

The local divergence is

\[
L_{I_{411411}} \sim \frac{1}{648\epsilon^3} + \frac{1}{1944\epsilon^2} + \frac{1}{\epsilon} \left( -\frac{901}{116640} + \frac{\zeta_3}{180} \right).
\]

## 5 The subtraction of IR divergence

In the last section in order to regulate the IR divergence of 3-loop vacuum integrals, we added masses to one or two propagators. The integral reduction takes more time with more massive propagators. For example, on my laptop using FIRE5, the 3-loop vacuum integral \( I_{222222} \) takes 54 s when there is a single massive propagator, 103 s when there are two adjacent massive propagators, and 122 s when there are two non-adjacent massive propagators. In addition, as can be seen in Sect. 4.3, the expressions of master integrals also become more complicated, and more effort needs be paid on the evaluation of master integrals. In order to regulate more complicated IR divergence, for example in \( I_{221212-21} \), even more masses must be added to the integral.

Alternatively, we may make less propagators massive, leaving some IR divergences in the integral, and subtract these IR divergence afterwards. It is preferable to make only a single propagator massive. Because when \( L \geq 3 \), the integral reduction is usually the most time consuming part in the computation, and by adding a single mass we can minimize this time. Although the regulated integral may have multiple IR divergences, adding a single mass always remove the most difficult IR divergence: the local IR divergence. The lower loop sub IR divergences take much less time to evaluate compared with IBP. Moreover, the analytic expressions of \( L \)-loop vacuum integrals with a single massive propagators can be easily obtained from \( (L - 1) \)-loop massless propagator integrals, for which the analytic expressions are known to 5 loops [32–36].

In Sect. 5.1, we propose a modified version of UV decomposition formula which can be used to compute the local divergence of vacuum integrals in the presence of IR divergences. In Sect. 5.2 we study the IR divergence of multiloop integrals, then in Sect. 5.3 we compute the total IR divergence of 2-loop scalar CV. Last, in Sect. 5.4, we evaluate the local divergence of a vacuum integral with multiple IR divergences.

### 5.1 The UV decomposition with IR divergence

We will use \( \mathcal{U} \) to denote the **IR divergence operator**, and \( \mathcal{U} \setminus \mathcal{V} \) is the **IR subtraction operator**. Start with the UV decomposition formula (3.19), we can subtract IR divergence on both sides of the formula, and obtain the following “UV decomposition with IR subtraction” formula,

\[
\mathcal{U} F \sim \sum_{\theta \in \mathcal{E}(F)} \mathcal{U} \mathcal{V}_\theta.
\]

The l.h.s. and r.h.s. of (5.1) not only have the same UV divergence, but also have the same \( \epsilon \)-poles.

In the language of \( R^* \) operation [4–9], the UV subtraction is performed by the operation \( R_{UV} \), which corresponds to

\[
R_{UV} F = F - \sum_{\theta \in \mathcal{E}(F)} \mathcal{V}_\theta.
\]
The IR subtraction is performed by the operation \( R_{IR} \), which corresponds to our \( \mathcal{U} \) operator,

\[
R^* F = R_{IR} R_{UV} F = \mathcal{U} F - \sum_{\theta \in \Theta(F)} \mathcal{U} \mathcal{V}_\theta.
\]  

(5.3)

Therefore (5.1) is equivalent to the \( R^* \) operation.

The local divergence of \( F \) is not affected by the \( \mathcal{U} \) operator, so (5.1) can be rewritten as

\[
\mathcal{L} F \sim F - \mathcal{I} F - \sum_{\theta \in \Theta(F)} \mathcal{U} \mathcal{V}_\theta.
\]  

(5.4)

Eq. (5.4) states that the local divergence of an IR-divergent integral can be obtained by subtracting the IR divergence and various sub-divergences from the integral.

Let \( V \) be a CV, and \( V(m) \) be the massive integral obtained by adding mass to a single propagator of \( V \). Then

\[
\mathcal{L} V(m) \sim V(m) - \mathcal{I} V(m) - \sum_{\theta \in \Theta(V)} \mathcal{U} \mathcal{V}_\theta V(m).
\]  

(5.5)

provides a new approach to the local divergence of CV.

Similar as UV divergence, IR divergence can also be split into local IR divergence and sub IR divergences. Each sub IR divergence corresponds to an IR sub-integral, and the local IR divergence is a special type of sub IR divergence corresponding to the integral itself.

First let us consider the simplest example, the IR divergence of the 1-loop scalar vacuum integral \( \frac{1}{q^2} \). Since the integral vanishes, its UV divergence and IR divergence must cancel each other, so we have

\[
\mathcal{I} \frac{1}{(l^2)^n} = -\mathcal{L} \frac{1}{(l^2)^n} = -\frac{\delta_{n,2}}{\Gamma(\frac{2}{2})} \varepsilon. 
\]  

(5.6)

A key feature of \( \mathcal{I} \) is that it commutes with the contraction of Lorentz indices\(^6\). Let \( F^{\mu_1 \mu_2 \cdots \mu_n} \) be a tensor integral,

\[
\eta_{\mu_1 \mu_2} \mathcal{I} F^{\mu_1 \mu_2 \cdots \mu_n} = \mathcal{I} \left( \eta_{\mu_1 \mu_2} F^{\mu_1 \mu_2 \cdots \mu_n} \right) + \text{IR finite terms}.
\]  

(5.7)

This allows us to relate the IR divergence of tensor integrals to that of scalar integrals using PV reduction. The IR finite terms in (5.7) can be different in different schemes, and we will choose the most simple scheme in which these IR finite terms vanish:

\[
\eta_{\mu_1 \mu_2} \mathcal{I} F^{\mu_1 \mu_2 \cdots \mu_n} = \mathcal{I} \left( \eta_{\mu_1 \mu_2} F^{\mu_1 \mu_2 \cdots \mu_n} \right). 
\]  

(5.8)

With this choice, the IR divergence of one loop tensor vacuum integral is found to be,

\[
\mathcal{I} \frac{\mu_1 \cdots \mu_{2n}}{(l^2)^n} = -\frac{\delta_{n-2,0} n^{01 \cdots 2n}}{2^n (\frac{D}{2})_n \Gamma(\frac{D}{2})} \varepsilon. 
\]  

(5.9)

The one-loop sub IR divergence of a multiloop integral \( F \) can be computed in two steps. Suppose \( \gamma \) is the IR sub-integral corresponding to the sub IR divergence, and \( l_\gamma \) is the loop momenta of \( \gamma \). First, one can expand the integral into Taylor series around \( l_\gamma = 0 \). And second, one evaluates the IR divergence in the \( l_\gamma \) integral.

As an example, consider the following 2-loop integral in 6-d:

\[
F = \frac{1}{(l_1^2)^4 (l_2^2 - l_2^2(l_2^2 + 2m^2)}.
\]  

(5.10)

Let \( \gamma = \text{line}(l_1) \), and the expansion around the soft momenta of \( \gamma \) will be denoted by \( \mathcal{R}_\gamma \),

\[
\mathcal{R}_\gamma F = \frac{1}{l_1^2 (l_1^2 + 2m^2)} \frac{1}{l_2^2 (l_2^2 + 2m^2)} - \frac{1}{l_1^3 (l_1^2 + 2m^2)} \frac{1}{l_2^3 (l_2^2 + 2m^2)} + R(F).
\]  

(5.11)

\(^6\) The total UV divergence also commutes with the contraction of Lorentz indices. However, the local divergence operator \( \mathcal{L} \) does not commute with the contraction of Lorentz indices, and more details can be found in Sect. 6.
In which $R(F)$ is remainder term with negative IR divergence degree. The sub-divergence corresponding to $\gamma$ will be denoted by $I_\gamma F$:

$$
I_\gamma F = -\frac{1}{(l^2_1)^2(l^2_2 + m^2)^2} \gamma + \frac{4\mu_i^i}{(l^2_1)^3(l^2_2 + m^2)^2} l_1^{i\mu} l_1^{i\nu} + \ldots
$$

$$
= D - 4 \frac{1}{2D\epsilon} (l^2_1)^2(l^2_2 + m^2).
$$

(5.12)

A more complicated example is given in Appendix D, in which the local divergence of $I_{411411}$ in Sect. 4.3 is reproduced using IR subtraction.

5.2 The sub IR divergence

The IR divergence corresponding to a multiloop IR sub-integral can be defined similarly as the one-loop case. Suppose $\gamma$ is an IR sub-integral of $F$, and let $l^i_1$ and $l^i_2$ be the loop momenta of $\gamma$ and $F \setminus \gamma$, respectively. Let us define a large number $\Lambda$, so that $\Lambda l^i_j$ are in the same order as $l^i_1$, $p_i$, $M_i$, and expand the integral $F(l^i_j, p_i, M_i)$ into asymptotic series around large $\Lambda$. Following similar procedures as in Sect. 3.5, $F$ can be written as

$$
F = \mathcal{R}_\gamma F + R(F) \equiv \sum_{i=0}^{\omega_i(F)} \mathcal{R}^i_\gamma F + R(F),
$$

in which $R(F)$ is a remainder term without negative IR divergence degree in the region. $\mathcal{R}^i_\gamma F$ is a disconnected integral with a soft component $\mathcal{H}^i_\gamma(F)$ and a hard component $S^i_\gamma(F)$:

$$
\mathcal{R}^i_\gamma F = \mathcal{H}^i_\gamma(F)S^i_\gamma(F),
$$

(5.14)

in which $S^i_\gamma(F)$ has $\omega_{tr} = i$. The sub IR divergence corresponding to $\gamma$ is given by

$$
I_\gamma F \equiv \mathcal{H}^0_\gamma(F)I_\gamma S^0_\gamma(F).
$$

(5.15)

There is an important different between the sub UV divergence and the sub IR divergence. In (5.4), the sub UV divergence $V_\gamma F$ is preceded by the UV subtraction operator, so if a CV appears in $V_\gamma F$, it cannot be dropped. However, massless vacuum integrals in $\mathcal{Z}(m)$ can be set to zero using dimensional regularization. This implies that in (5.15), massless vacuum integrals in $\mathcal{H}^0_\gamma(F)$ can also be dropped. Using this property it can be shown that if $\gamma$ and $\rho$ are IR sub-integrals of $F$,

$$
I_\rho \mathcal{R}_\gamma F = 0, \text{ unless } \gamma \subset \rho.
$$

(5.16)

The total IR divergence is given by the sum of sub IR divergences corresponding to all IR sub-integrals,

$$
\mathcal{I} F = \sum_{\gamma \in \mathcal{Y}(F)} I_\gamma.
$$

(5.17)

Equation (5.17) can be proved by induction. First we assume it holds for vacuum integrals with at most $L_0$ loop IR divergences. If $F$ has at most $L_0 + 1$ loop IR divergences, we can split $F$ into $F_0$ and $F_1$, where $\mathcal{Y}_1(F)$ is the set of $L_0 + 1$ loop IR sub-integrals.

$$
F_0 \equiv F - \sum_{\gamma \in \mathcal{Y}_1(F)} \mathcal{R}_\gamma F, \quad F_1 \equiv \sum_{\gamma \in \mathcal{Y}_1(F)} \mathcal{R}_\gamma,
$$

(5.18)

Suppose $\rho \in \mathcal{Y}_1(F)$, and by using (5.16) we find

$$
I_\rho F_0 = -\sum_{\gamma \in \mathcal{Y}_1(F)} I_\rho \mathcal{R}_\gamma F = 0.
$$

(5.19)

So $F_0$ has no $L_0 + 1$ loop IR divergences, and by induction assumption its IR divergence is given by

$$
\mathcal{I} F_0 = \sum_{\rho \in \mathcal{Y}_0(F)} I_\rho F - \sum_{\rho \in \mathcal{Y}_0(F)} \sum_{\gamma \in \mathcal{Y}_1(F)} I_\rho \mathcal{R}_\gamma.
$$

(5.20)

where $\mathcal{Y}_0(F)$ is the set of $L \leq L_0$ loop IR sub-integrals. The second term on the r.h.s. of (5.20) vanishes because $\gamma$ cannot be a sub-integral of $\rho$. The IR divergence of $F$ is given by

$$
\mathcal{I} F = \sum_{\rho \in \mathcal{Y}_0(F)} I_\rho F + \sum_{\gamma \in \mathcal{Y}_1(F)} I_\gamma F = \sum_{\rho \in \mathcal{Y}_0(F)} I_\rho F + \sum_{\gamma \in \mathcal{Y}_1(F)} \mathcal{I}[S^0_\gamma(F)\mathcal{H}^0_\gamma(F)].
$$

(5.21)
The $H_\gamma(F)$ term has no IR divergence, otherwise $F$ would have an IR divergence with $L > L_0 + 1$. Therefore we have
\[ \mathcal{I} \left[ S_\gamma^0(F)H_\gamma^0(F) \right] = H_\gamma^0(F)I S_\gamma^0(F) = \mathcal{I}_\gamma, \] (5.22)
and
\[ \mathcal{I}F = \sum_{\gamma \in \mathcal{T}_a(F)} \mathcal{I}_\gamma F + \sum_{\rho \in \mathcal{T}_a(F)} \mathcal{I}_\rho F = \sum_{\gamma \in \mathcal{T}(F)} \mathcal{I}_\gamma. \] (5.23)
This means (5.17) holds for $F$, and completes the proof of (5.17).

Using (5.17), the IR divergence of generic (Euclidean) integrals are reduced to that of CV. In the next subsection, we will discuss the IR divergence of 2-loop scalar CV.

Different approaches to IR subtraction have been proposed in e.g. [4, 5, 37, 38] (see section 7 of [8] for a detailed discussion of the literature). One of the advantages of our definition is that the total IR divergence is a simple sum of the IR divergences in all regions, therefore we do not need to worry about nested or overlapped divergences. Another nice feature is that the IR subtraction operator commutes with the Lorentz contraction, and the IR divergence of tensor integrals can be easily reduced to that of scalar integrals through PV reduction.

### 5.3 IR divergence of 2 and 3-loop scalar CV

In the last section we expressed the IR divergence of vacuum integrals using the IR divergence of CV. The IR divergence of tensor CV can be reduced to that of scalar CV using PV reduction. The IR divergence of a scalar vacuum integral $V$ can be obtained by
\[ \mathcal{I}V = V - \mathcal{U}V = -\mathcal{U}V, \] (5.24)
which reduces the problem to the computation UV divergences.

As an example, let us consider the 2-loop CV $I_{n_1n_2n_3}$ in (4.1). In the case $n_1 \geq -\frac{d}{2}$ and $n_2 < -\frac{d}{2}$, there is a sub UV divergence
\[ \mathcal{U}V \equiv \frac{1}{(l_1^2)^{n_1}} \frac{1}{(l_2^2)^{n_2}} [l_1(l_1 - l_2)^2]^{n_3} = \mathcal{U}V \equiv \frac{1}{(l_1^2)^{n_1}} \frac{1}{(l_2^2)^{n_2}} \frac{(-1)^{n_1} - \frac{d}{2} \Gamma\left(\frac{d}{2} + n_2\right) \Gamma\left(\frac{d}{2} - n_3\right)}{\Gamma(n_1) \Gamma(n_2) \Gamma(n_3) (n_1 - \frac{d}{2})!} \epsilon \]
\[ = \frac{(-1)^{n_1} - \frac{d}{2} \Gamma\left(\frac{d}{2} + n_2\right) \Gamma\left(\frac{d}{2} - n_3\right)}{\Gamma(n_1) \Gamma(n_2) \Gamma(n_3) \Gamma\left(\frac{d}{2}\right)} (n_1 - \frac{d}{2})! \epsilon^2. \] (5.25)

The local divergence is given in (4.7). Using (5.24), one obtains
\[ \mathcal{I} I_{n_1n_2n_3} = \frac{(-1)^{n_1} - \frac{d}{2} \Gamma\left(\frac{d}{2} + n_2\right) \Gamma\left(\frac{d}{2} - n_3\right)}{(n_1 - \frac{d}{2})!} \Gamma(n_1) \Gamma(n_2) \Gamma(n_3) \Gamma\left(\frac{d}{2}\right) \left[ \frac{1}{2\epsilon^2} - \frac{1}{2\epsilon} Z n_{1n_2n_3} \right]. \] (5.26)
Comparing with (4.7), we find that if we write the local divergence as $\frac{d}{2} \epsilon + \frac{b}{\epsilon}$, then the IR divergence is $\frac{d}{2} \epsilon + \frac{b}{\epsilon}$. This relation holds for generic 2 loop scalar CV, and can be proved as follows.

The IR divergence of $V = I_{n_1n_2n_3}$ can be regulated by adding mass $m$ to 1 or 2 of its propagators. We denote the regulated integral by $V(m)$, and the UV decomposition of $V(m)$ has the following form
\[ V(m) \sim \frac{a}{\epsilon^2} + \frac{b}{\epsilon} + \frac{1}{\epsilon} I_1(m), \] (5.27)
in which the last term is the sub UV divergence and $I_1(m)$ is some 1 loop integral.

An important feature of (5.27) is that the expression is formally "smooth" in the $m \to 0$ limit. The analytic expression of $I_1(m)$ has the form
\[ I_1(m) = m^{-2} \left( \frac{a}{\epsilon} + \beta \right) + \mathcal{O}(\epsilon), \] (5.28)
and it is non-analytical in the $m \to 0$ limit. However, the integrand of $I_1(m)$ must be smooth, since neither the original integrand of $V(m)$ nor the $L \Lambda^{00}$ operation introduce singularity to the expression. Therefore the UV decomposition of $V = V(0)$ is given by
\[ \mathcal{U}V \sim \frac{a}{\epsilon^2} + \frac{b}{\epsilon} + \frac{1}{\epsilon} \mathcal{U}I_1(0). \] (5.29)
Since $I_1(0)$ is a 1-loop scalar CV, $\mathcal{U}I_1(0)$ is equal to $\frac{\alpha}{\epsilon}$ with some constant $\alpha$. By using
\[ \mathcal{U}I_1(m) \sim L I_1(m) \sim L I_1(0) = \mathcal{U}I_1(0), \] (5.30)
we find
\[ \mathcal{U}I(0) = \frac{\alpha}{\epsilon}. \] (5.31)

On the other hand, \( V(m) \) itself is proportional to \( m^{-4\epsilon} \), and has the form
\[ V(m) \sim m^{-4\epsilon} \left( \frac{x}{\epsilon^2} + \frac{y}{\epsilon} \right). \] (5.32)

Compare this expression with (5.27) we find \( \alpha = -2\alpha \), then the IR divergence of \( V \) is given by
\[ \mathcal{I}V = -\mathcal{U}V = \frac{a}{\epsilon^2} - \frac{b}{\epsilon}. \] (5.33)

Similar discussion can also be applied to higher loop scalar CV, which gives relations between the \( \frac{1}{\epsilon} \) and \( \frac{1}{\epsilon^2} \) terms of local UV divergence and total IR divergence:
\[ \mathcal{L}V = \frac{a_1}{\epsilon^2} + \frac{a_1}{\epsilon} + \sum_{i=2}^{L-1} \frac{a_i}{\epsilon^i}, \] (5.34)
\[ \mathcal{I}V = (-1)^L \frac{a_0}{\epsilon^L} - \frac{a_1}{\epsilon} + \sum_{i=2}^{L-1} \frac{b_i}{\epsilon^i}. \]

However, the exact form of total IR divergence cannot be completely determined by these relations at \( L \geq 3 \).

As an example, let us compute the total IR divergence of the 8-d scalar CV \( I_{441111} \) which was considered in Sect. 4.3:
\[ I_{441111} = \frac{1}{(l_1^2)^4(l_2^2)^4(l_3^2)(l_2 - l_3)^2(l_1 - l_3)^2(l_1 - l_2)^2}. \] (5.35)

\( I_{441111} \) has 3 sub UV divergences corresponding to
\[ \theta_1 = \text{Line}(l_1 - l_2, l_2 - l_3), \]
\[ \theta_2 = \text{Line}(l_1, l_3, l_1 - l_2, l_1 - l_3, l_2 - l_3), \]
\[ \theta_3 = \text{Line}(l_2, l_3, l_1 - l_2, l_1 - l_3, l_2 - l_3), \] (5.36)

and
\[ \mathcal{U}\mathcal{V}_\theta I_{441111} = \mathcal{U} \left( \frac{1}{(l_1^2)^4(l_2^2)^4(l_1 - l_2)^2} \right) \mathcal{L} \left( \frac{1}{l_3^2(l_2 - l_3)^2(l_1 - l_3)^2(l_1 - l_2)^2} \right) = -\frac{1}{432\epsilon^3} - \frac{1}{2592\epsilon^2}, \]
\[ \mathcal{U}\mathcal{V}_\theta I_{441111} = \mathcal{U} \left( \frac{1}{l_1^2} \frac{1}{l_2^2} \frac{1}{l_3^2} \frac{1}{l_2 - l_3} \frac{1}{l_1 - l_3} \frac{1}{l_1 - l_2} \right) = \frac{1}{864\epsilon^3} - \frac{5}{5184\epsilon^2}, \] (5.37)
\[ \mathcal{U}\mathcal{V}_\theta I_{441111} = \mathcal{U}\mathcal{V}_0 I_{441111}. \]

The total IR divergence is
\[ \mathcal{I}I_{441111} = -\mathcal{U}I_{441111} \left( -\mathcal{L} - \sum_{i=1}^{3} \mathcal{U}\mathcal{V}_\theta \right) I_{441111} = \frac{1}{1296\epsilon^3} + \frac{7}{7776\epsilon^2} + \frac{25}{46656\epsilon}. \] (5.38)

The local divergence of this integral was given in (4.22),
\[ \mathcal{L}I_{441111} = -\frac{1}{1296\epsilon^3} + \frac{11}{7776\epsilon^2} - \frac{25}{46656\epsilon}, \] (5.39)

which is consistent with (5.34).

5.4 A vacuum integral with multiple IR divergences

Combining (5.5) and (5.17), the local divergence of mass regulated CV can be computed using
\[ \mathcal{L}V(m) \sim V(m) - \sum_{\gamma \neq V} \mathcal{I}_\gamma V(m) - \sum_{\theta \neq \emptyset} \mathcal{U}\mathcal{V}_\theta V(m). \] (5.40)

Since \( V(m) \) has no local IR divergence, its IR divergence can be determined by the IR divergence of lower loop CV.
As an example of (5.40), let us compute the local divergence of \( V = I_{2212(-2)1} \) in 4-d using IR subtraction. The integral has multiple IR divergences even after adding mass to the \( l_1 \) propagator. The total divergence is

\[
V(m) \equiv \frac{[(l_3 - l_1)^2] \gamma}{(l_{l_1}^2 + m^2)(l_{l_2}^2 + m^2)(l_{l_3}^2 - l_1 l_2)^2} \sim -\frac{1}{3\epsilon^3} + \frac{1 + 24 \ln m}{12\epsilon^2} - \frac{25 - 10\pi^2 + 12\ln m - 144\ln^2 m}{24\epsilon}. 
\] (5.41)

The integral has three 1-loop UV divergences, corresponding to \( \theta_1 = \{L(l_1), L(l_3 - l_1), L(l_1 - l_2), L(l_1 - l_3)\} \) respectively.

\[
\begin{align*}
\mathcal{U}V_{\theta_1} &= \mathcal{U} - \frac{2l_2 \cdot l_3 - 2m^2}{(l_{l_2}^2 + m^2)(l_{l_3}^2 - l_1 l_2)^2} \sim \frac{2}{\epsilon^3}, \\
\mathcal{U}V_{\theta_2} &= \mathcal{U} - \frac{3l_3^2 + 2l_2 \cdot l_3 - 2m^2}{(l_{l_2}^2 + m^2)(l_{l_3}^2 - l_1 l_2)^2} \sim \frac{1}{\epsilon^3} - \frac{2\ln m}{\epsilon^2} + \frac{\pi^2}{12} + \frac{2\ln^2 m}{\epsilon}, \\
\mathcal{U}V_{\theta_3} &= \mathcal{U} - \frac{3l_3^2 + l_2^2 - 4l_1 \cdot l_2}{(l_{l_2}^2 + m^2)(l_{l_3}^2 - l_1 l_2)^2} \sim \frac{2}{\epsilon^3} - \frac{2\ln m}{\epsilon^2} + \frac{\pi^2}{4} + \frac{2\ln^2 m}{\epsilon}. 
\end{align*}
\] (5.42)

The integral also has three 2-loop UV divergences, corresponding to \( \theta_4 = F\{L(l_1)\}, \theta_5 = F\{L(l_2)\} \) and \( \theta_6 = F\{L(l_2 - l_3)\} \) respectively.

\[
\begin{align*}
\mathcal{U}V_{\theta_4} &= \mathcal{U} - \frac{1}{(l_{l_1}^2 + m^2)(l_{l_3}^2 - l_1 l_2)^2} \sim \frac{1}{\epsilon^3} + \frac{2\ln m}{\epsilon^2} + \frac{\pi^2}{12} - \frac{2\ln^2 m}{\epsilon}, \\
\mathcal{U}V_{\theta_5} &= \mathcal{U} - \frac{1}{(l_{l_2}^2)^2} \frac{[(l_1 - l_2)^2]}{(l_{l_1}^2) \gamma} \sim \frac{3}{\epsilon^3} + \frac{2\ln m}{\epsilon^2}, \\
\mathcal{U}V_{\theta_6} &= \mathcal{U} - \frac{1}{(l_{l_3}^2)^2} \frac{[(l_1 - l_2)^2]}{(l_{l_2}^2)^2} \sim \frac{1}{\epsilon^3}. 
\end{align*}
\] (5.43)

The integral has three IR divergences, corresponding to \( \gamma_1 = \{L(l_2)\}, \gamma_2 = \{L(l_2 - l_3)\} \) and \( \gamma_3 = \{L(l_2), L(l_3), L(l_2 - l_3)\} \) respectively.

\[
\begin{align*}
\mathcal{I}R_{\gamma_1} &= -\frac{1}{\epsilon} \frac{[(l_3 - l_1)^2]}{(l_{l_1}^2 + m^2)^2(l_{l_3}^2)^3} = 0, \\
\mathcal{I}R_{\gamma_2} &= -\frac{1}{\epsilon} \frac{(l_1 - l_2)^2}{(l_{l_1}^2 + m^2)^2(l_{l_2}^2)^3} = 0, \\
\mathcal{I}R_{\gamma_3} &= -\frac{1}{\epsilon} \frac{2l_2 \cdot l_3 + 2l_1 \cdot l_3 + 2l_1 \cdot l_2 + 2l_1 \cdot l_3 + 2l_1 \cdot l_3}{(l_{l_1}^2 + m^2)^2(l_{l_2}^2)^2(l_{l_3}^2 - l_1 l_2)^2} \sim \frac{2}{\epsilon^3} + \frac{-\frac{3}{4} + 4\ln m}{\epsilon^2} + \frac{-\frac{3}{8} - \frac{\pi^2}{6} + \ln m}{\epsilon^2} - \frac{4\ln^2 m}{\epsilon}. 
\end{align*}
\] (5.44)

After subtracting all sub-divergences, one obtains

\[
\mathcal{L}I_{2212(-2)1} = \frac{5}{3\epsilon^3} - \frac{1}{3\epsilon^2} = \frac{2}{3\epsilon}. 
\] (5.45)

6 The tensor reduction

We discussed the local divergences of scalar vacuum integrals in Sect. 4, but generic vacuum integrals contain tensor structures of the form \( \gamma_{1_{\alpha_1}} \cdots \gamma_{n_{\alpha_n}} \) in the numerator. Tensor structures may come from the original integral (for example in scattering amplitudes of spinning particles), or from the asymptotic expansion (3.34) during the computation of sub-divergence.
The local divergence of tensor vacuum integrals can of course be computed by directly subtracting or regulating the IR and sub-UV divergences, similar as how we treated scalar vacuum integrals in the last section. As an example, consider the integral \( \int_{\Omega}^{} \) in 8-d. We regulate the IR divergence by adding mass to the \( l_i \)-propagator,

\[
F = \frac{l_1^\mu l_1^\nu}{(l_1^2 + m^2)^5(l_2^2)^3(l_1 - l_2)^2} \sim \eta^{\mu\nu} \left[ -\frac{1}{1152\epsilon^2} + \frac{1}{\epsilon} \left( \frac{\ln m}{288} - \frac{7}{13824} \right) \right].
\]  

(6.1)

The sub-divergence is

\[
\mathcal{V}_{l_i} F = \frac{1}{\epsilon} \left( \frac{l_1^\mu l_1^\nu}{60} - \frac{l_2^\mu l_2^\nu}{80} \right) \eta^{\mu\nu} \left[ -\frac{1}{576\epsilon^2} + \frac{1}{\epsilon} \left( \frac{\ln m}{288} + \frac{1}{1920} \right) \right].
\]  

(6.2)

The local divergence is

\[
\mathcal{L} \frac{l_1^\mu l_1^\nu}{(l_1^2)^5(l_2^2)^3(l_1 - l_2)^2} = \eta^{\mu\nu} \left[ -\frac{1}{1152\epsilon^2} + \frac{71}{69120\epsilon} \right].
\]  

(6.3)

However, this method becomes less efficient because extra efforts must be paid to treat tensor structures in each step: in the computation of the total divergence, the sub UV divergences and the IR divergences. The problem become more severe as the tensor rank increases. It would be desirable if a tensor reduction can be performed before all these steps, and reduce the problem to the computation of local divergence for scalar integrals.

As will be shown later, the traditional PV reduction is not applicable in this case because the contraction of Lorentz indices does not commute with the Lorentz contraction. To see this, let us go back to the previous example in (6.1), but first perform a PV reduction:

\[
\frac{l_1^\mu l_1^\nu}{(l_1^2)^5(l_2^2)^3(l_1 - l_2)^2} \rightarrow \frac{1}{D} \frac{l_1^\mu l_1^\nu}{(l_1^2)^5(l_2^2)^3(l_1 - l_2)^2}
\]  

(6.4)

Then a wrong local divergence will be produced,

\[
\mathcal{L} \frac{1}{D} \frac{l_1^\mu l_1^\nu}{(l_1^2)^5(l_2^2)^3(l_1 - l_2)^2} = \eta^{\mu\nu} \left[ -\frac{1}{1152\epsilon^2} + \frac{7}{13824\epsilon} \right].
\]  

(6.5)

Apparently, the local and sub-divergence structures are disrupted by the explicit \( \epsilon \)-dependence in \( D \), which makes it impossible to extract the local divergence using the \( \mathcal{L} \) operator. The dimensional shift [23, 24] does not explicitly depend on \( \epsilon \), and provides an alternative way to perform tensor reduction: rank-\( 2a \) tensor integrals in \( D \) dimension are reduced to scalar integrals in \( D + 2a \) dimension.

Let us start with a two loop critical vacuum integral in \( D = d - 2\epsilon \) dimension,

\[
I_{n_1 n_2 n_3} = \frac{1}{(l_1^2)^{y_1}(l_2^2)^{y_2}(l_1 - l_2)^2} x_1^{n_1} x_2^{n_2} x_3^{n_3}.
\]  

(6.6)

Using the alpha-parameterization, the integral can be rewritten as

\[
I_{n_1 n_2 n_3} = \int_{0}^{\infty} \prod_{i=1}^{3} \frac{d x_i x_i^{n_i-1}}{\Gamma(n_i)} e^{-x_1(l_1^2) + x_2(l_2^2) + x_3(l_1 - l_2)^2}.
\]  

(6.7)

After integrating over the loop momenta \( l_1, l_2 \), one obtain

\[
I_{n_1 n_2 n_3} = \int_{0}^{\infty} \prod_{i=1}^{3} \frac{d x_i x_i^{n_i-1}}{\Gamma(n_i)} U(x)^{\frac{a}{2}}
\]  

(6.8)

\[
U(x) = x_1 x_2 + x_2 x_3 + x_3 x_1.
\]
The generating function of tensor integrals is defined by:

\[
Z(x, v) = \int_0^\infty d^3x \frac{x_1^{n_1-1}x_2^{n_2-1}x_3^{n_3-1}}{\Gamma(n_1)\Gamma(n_2)\Gamma(n_3)} e^{-x_1 l_1^2 + x_2 l_2^2 + x_3 l_3^2} + v_1 l_1 + v_2 l_2 + \ldots
\]

\[
= \int_0^\infty \prod_{i=1}^3 d^3x_i x_i^{n_i-1} \Gamma(n_i)
\]

\[U^{-\frac{\partial}{\partial v} e^{K(v)}} \]

where \( K(v) = x_1 v_1^2 + x_2 v_2^2 + x_3 (v_1 + v_2)^2 \). Using the generating function, the tensor integrals can be expressed as

\[
\frac{l_1^{\alpha_1} \cdots l_3^{\alpha_3}}{(l_1^2)^{\nu_1}(l_2^2)^{\nu_2}(l_3^2)^{\nu_3}} = \frac{\partial}{\partial v_{\nu_1}} \frac{\partial}{\partial v_{\nu_2}} \frac{\partial}{\partial v_{\nu_3}} \left. Z(x, v) \right|_{v=0}
\]

(6.10)

The \( v \)-derivative produces \( x_i \) and \( U^{-1} \) factors. Each \( x_i \) increases the \( n_i \) index to \( n_i + 1 \), and each \( U^{-1} \) increases \( D \) to \( D + 2 \).

As an example, let us reduce the integral in (6.3) using dimensional shift.

\[
\frac{l_2^{\nu_2}}{(l_1^2)^{\nu_1}(l_2^2)^{\nu_2}(l_3^2)^{\nu_3}} = \frac{\partial}{\partial v_{\nu_1}} \frac{\partial}{\partial v_{\nu_2}} \frac{\partial}{\partial v_{\nu_3}} \left. Z(x, v) \right|_{v=0}
\]

(6.11)

The local divergences of the scalar integrals can be obtained using (4.7), and we have

\[
L \frac{l_2^{\nu_2}}{(l_1^2)^{\nu_1}(l_2^2)^{\nu_2}(l_3^2)^{\nu_3}} = L \left( \frac{5}{2} I_{631} + \frac{1}{2} I_{352} \right) \eta^{\mu \nu} = \eta^{\mu \nu} \left( \frac{1}{1152} - \frac{71}{69120} \right)
\]

(6.12)

which is consistent with the direct computation in (6.3).

A possible problem with (6.9) is that \( Z(x, v) \) becomes singular when some \( n_i \leq 0 \), because of the \( \Gamma(n_i) \) in the numerator. To regulate this singularity, we can shift \( n_i \) by an infinitesimal number \( \delta \), \( n_i \rightarrow n_i + \delta \). Suppose the \( y \)-derivative produces a \( x_i^\nu \) term, then

\[
\frac{x_i^{n_i+\delta-1}}{\Gamma(n_i+\delta)} x_i^\nu = \frac{x_i^{n_i+\delta-1}}{\Gamma(n_i+\delta)} \frac{\Gamma(n_i+\alpha+\delta)}{\Gamma(n_i+\alpha)} = \frac{x_i^{n_i+\delta-1}}{\Gamma(n_i+\alpha)} (n_i+\alpha)\alpha
\]

(6.13)

Notice that \( (n_i+\alpha)\alpha = (n_i+\delta)(n_i+\delta+1) \cdots (n_i+\delta+\alpha-1) \) is regular when \( \delta \rightarrow 0 \), so (6.13) can be formally written as

\[
\frac{x_i^{n_i+\alpha-1}}{\Gamma(n_i+\alpha)} = \frac{x_i^{n_i+\alpha-1}}{\Gamma(n_i+\alpha)} (n_i+\alpha)\alpha
\]

(6.14)

which means replacing \( n_i \rightarrow n_i + \alpha \) in the integral, and multiplying the integral by \( (n_i+\alpha)\alpha \). We also notice that \( (n_i+\alpha)\alpha = 0 \) if \( n_i \leq 0 \) and \( \alpha > |n_i| \), which means a negative \( n_i \) never become positive, therefore dimensional shift never convert a numerator into a propagator.

The dimensional shift method is extremely efficient for \( L \leq 3 \) integrals, this allows us to handle the high rank tensor integrals in gravity and effective field theories. For example, the local divergence of the following 3-loop rank-8 tensor integral can be evaluated within seconds:

\[
\frac{l_1^{\mu_1}l_2^{\mu_2}l_3^{\mu_3}}{(l_1^2)^2(l_2^2)^2(l_3^2)^2} \left( \Gamma(n_1+\alpha)l_1^{n_1+\alpha-1} \right)
\]

\[
\left[ \begin{array}{c}
\frac{1}{11520e^\omega} - \frac{47}{345600e^\omega} + \frac{2085}{4147200e^\omega} \\
\frac{1}{11520e^\omega} - \frac{47}{345600e^\omega} + \frac{280}{4147200e^\omega} \\
\frac{1}{11520e^\omega} - \frac{47}{345600e^\omega} + \frac{280}{4147200e^\omega} \\
\frac{1}{11520e^\omega} - \frac{47}{345600e^\omega} + \frac{280}{4147200e^\omega}
\end{array} \right] \left( \eta^{\mu_1\mu_2}\eta^{\mu_3\nu_1}\eta^{\nu_1\nu_2}\eta^{\nu_2\nu_3} + (\mu_i \leftrightarrow \nu_i) \right)
\]

(6.15)

in which “permutations” means the non-repetitive permutations of \( (\mu_1, \mu_2, \mu_3), (\nu_1, \nu_2, \nu_3), \) and \( (\rho_1, \rho_2) \).

The dimensional shift method can also be applied to higher loops, but it is less efficient if \( L \geq 4 \). This is because dimensional shift produces scalar integrals with larger \( n_i \), and it can be very difficult to evaluate their local divergences. In the next subsection, we propose a new approach based on \( d_\infty \) dimensional PV reduction which is more effective at higher loops.
6.2 The $d_\infty$ dimensional PV reduction

As has been discussed in the previous subsection, the “naive” PV reduction does not commute with $L$ because the reduction formula contains explicit $\epsilon$-dependence. To avoid this problem, we choose a $d_\infty = d + 2k$ dimensional subspace of $\mathbb{R}^D$, in which $k$ is an integer. Although it seems to make more sense to require $0 < d_\infty \leq d$, as discussed in e.g. [39–41], $R^D$ should be regarded as an infinite dimensional space, so $d_\infty$ can be an arbitrarily large number. We will assume that $d_\infty$ is sufficiently large so that all external momenta $p_a$ and loop momenta $l_a$ are all independent.

The metric in the $d_\infty$ dimensional subspace will be denoted by $\tilde{\eta}_{\mu\nu}$, which satisfies

$$\tilde{\eta}_{\mu
u} \tilde{\eta}^{\nu\rho} = \tilde{\delta}_\mu^\rho, \quad \tilde{\delta}_\mu^\mu = d_\infty. \quad (6.16)$$

The $d_\infty$ dimensional component of a vector $l$ will be denoted by $\tilde{l}_\mu \equiv \tilde{\eta}_{\mu
u} l^\nu$.

This contraction of $\tilde{\eta}^{\mu\nu}$ produces no explicit $\epsilon$-dependence, so the $d_\infty$ dimensional PV reduction commutes with $L$. As an example, the local divergence of the integral in (6.1) can be written as

$$L \frac{l_2^{\mu\nu}}{(l_1^2)^3(l_2^2)^3(l_1 - l_2)^2} = c\eta^{\mu\nu}. \quad (6.17)$$

Contracting both sides of (6.17) with $\tilde{\eta}_{\mu\nu}$ renders

$$L \frac{\tilde{l}_2^{\mu\nu}}{(l_1^2)^3(l_2^2)^3(l_1 - l_2)^2} = cd_\infty. \quad (6.18)$$

The value of $c$ can be fixed by (6.18) and we find

$$L \frac{l_2^{\mu\nu}}{(l_1^2)^3(l_2^2)^3(l_1 - l_2)^2} = \frac{\eta^{\mu\nu}}{d_\infty} L \frac{\tilde{l}_2^{\mu\nu}}{(l_1^2)^3(l_2^2)^3(l_1 - l_2)^2}. \quad (6.19)$$

Using the $d_\infty$ dimensional PV reduction, the local divergences of generic tensor integrals can be expressed by that of scalar integrals containing $l_a \cdot \tilde{l}_b$ terms. These scalar integrals will be called $(D, d_\infty)$ integrals. We will present and discuss several approaches to the local divergences of $(D, d_\infty)$ integrals in the following subsections.

6.3 Reducing $(D, d_\infty)$ integrals using dimensional shift

A variant of dimensional shift (see e.g. [42]) reduces integrals with $\mu^2$ (products of loop momenta in $-2\epsilon$ dimension) to scalar integrals in $D + 2a$ dimension. In this subsection, we will briefly review this variant of dimensional shift, and then we will use the method to evaluate the local divergence of $(D, d_\infty)$ integrals.

First let us consider a 2-loop vacuum integral which contains Lorentz products in $-2\epsilon$ dimension, $\mu_i : \mu_j$, in the numerator:

$$(I_{\mu_i\mu_j\mu_a\mu_b})_{n_1, n_2} \equiv \frac{(\mu_1^2)^{n_1} (\mu_2^2)^{n_2} (\mu_1 - \mu_2)^2 \mu_3^n}{(\mu_1^2 + m_1^2)^{n_1} (\mu_2^2 + m_2^2)^{n_2} (l_1^2 - l_2^2)^2 + m_3^2 \mu_3^n}. \quad (6.20)$$

This integral can be regarded as the coefficient of $y_1^{a_1} y_2^{a_2} y_3^{a_3}$ in a generating function $G_{\mu}(x, y)$:

$$G_{\mu}(x, y) \equiv \int_0^\infty \frac{3 x_1^{n_1-1}}{\Gamma(n_1)} e^{-F(x)\bigl[1+2j^2(l_1-l_2)^2\bigr]} \bigl[1+2j^2(l_1-l_2)^2\bigr] G_{\mu}(x, y) \bigg|_{y_1=0}. \quad (6.21)$$

In order to evaluate $G_{\mu}(x, y)$, we split the loop integration into a $d$ dimension part and a $-2\epsilon$ dimension part, and we find

$$G_{\mu}(x, y) \equiv \int_0^\infty \frac{3 x_1^{n_1-1}}{\Gamma(n_1)} U(x)^{\frac{d}{2}} U(x+y)^{-\frac{d}{2}} e^{-F}. \quad (6.22)$$

Then $(I_{\mu_i\mu_j\mu_a\mu_b})_{n_1, n_2}$ can be written as scalar integrals in $D + 2(a_1 + a_2 + a_3)$ dimension.
As an example, consider the following integral in 8-d:

\[
\frac{\mu_2^2}{(l_1^2)^3(l_2^2)^3(l_1 - l_2)^2} = (I_{\mu \nu 010}^{010})_{331} \frac{\partial}{\partial y_2} \int_0^\infty \prod_{i=1}^3 \frac{d x_i x_i^{i-1}}{\Gamma(n_i)} U(x)^{-\frac{2}{l_2} U(x + y)} \left|_{y_1 = 0}\right.
\]

\[
= D - \frac{d}{2} \int_0^\infty \prod_{i=1}^3 d^3 x \cdot \frac{x_i^2 x_i}{\Gamma(5)\Gamma(3)} U(x)^{-\frac{2}{l_2} (x_1 + x_3)}
\]

\[
= D - \frac{d}{2} (5I_{631} + I_{532}).
\]

(6.23)

Again, this tensor reduction produced explicit \(\epsilon\)-dependence and it does not commute with \(L\). In order to avoid the \(\epsilon\)-dependence, we replace the \(\mu_i \cdot \mu_j\) terms by \(\tilde{l}_i \cdot \tilde{l}_j\), and define

\[
I_{n1 n2 n3}^{a_1 a_2 a_3} = \frac{(l_1^2)^\mu_1 (l_2^2)^\nu_2 (l_1 - l_2)^2 \nu_3}{(l_1^2)^\mu_1 (l_2^2)^\nu_2 (l_1 - l_2)^2 \nu_3} = (-1)^{\mu_1 + \nu_2 + \nu_3} \frac{\partial^{\mu_1 + \nu_2 + \nu_3}}{\partial y_1^{\nu_2} \partial y_2^{\nu_3}} G(x, y) \left|_{y_1 = 0}\right.
\]

\[
G(x, y) = \int_0^\infty \prod_{i=1}^3 \frac{d x_i x_i^{i-1}}{\Gamma(n_i)} e^{-[y_1 l_1^2 + y_2 l_2^2 + y_3 (l_1 - l_2)^2]} \left[ y_1 \Gamma l_1^2 + y_2 l_2^2 + y_3 (l_1 - l_2)^2 \right]
\]

\[
= \int_0^\infty \prod_{i=1}^3 \frac{d x_i x_i^{i-1}}{\Gamma(n_i)} U(x)^{-\frac{2}{l_2} \infty U(x + y)} \left|_{y_1 = 0}\right._{y_2 = \infty}.
\]

(6.24)

As an example, let us go back to the \((D, d_\infty)\) integral in (6.19), the reduction is similar to (6.23) but \(D - d\) should be replaced by \(d_\infty\):

\[
L - \frac{I_{L L}^{\mu \nu}}{(l_1^2)^3(l_2^2)^3(l_1 - l_2)^2} = \frac{\eta^{\mu \nu}}{d_\infty} L L_{\epsilon 632}^{010} = L \left( \frac{5}{2} I_{631} + \frac{1}{2} I_{532} \right) \eta^{\mu \nu},
\]

(6.25)

and the result is consistent with (6.11).

This “\(d_\infty\) dimension PV reduction plus dimensional shift” approach is equivalent to the direct dimensional shift approach, but it seems to be more complicated. In the next subsection, we will see that its efficiency can be enhanced by taking the large \(d_\infty\) limit.

6.4 The large \(d_\infty\) limit

In the previous subsections, we see that although the intermediate result from \(d_\infty\) dimensional PV reduction depends on \(d_\infty\), after dimensional shift the final result is free of \(d_\infty\)-dependence. In this section we show that the computation can be simplified using this property.

First let us consider a slightly more complicated integral in 4-d,

\[
F = \frac{I_{L L}^{\mu \nu}}{(l_1^2)^3(l_2^2)^3(l_1 - l_2)^2}.
\]

(6.26)

The \(d_\infty\) dimensional PV reduction gives

\[
F \rightarrow \frac{d_\infty^2 (I_{321}^{000} + I_{321}^{020} + I_{321}^{002} - 2I_{321}^{011} - 2I_{321}^{010}) + 2(d_\infty - 2)I_{321}^{110} (\eta^{\mu \rho} \eta^{\nu \sigma} + \eta^{\mu \sigma} \eta^{\nu \rho})}{4d_\infty (d_\infty - 1)(d_\infty + 2)} + \frac{2d_\infty I_{321}^{110} - I_{321}^{200} + I_{321}^{020}}{2d_\infty (d_\infty - 1)(d_\infty + 2)} \eta^{\mu \nu} \eta^{\rho \sigma}.
\]

(6.27)
The reduction of \((D, d_\infty)\) integrals using dimensional shift is given by,

\[
\begin{align*}
I_{321}^{(20)} &= \frac{d_\infty(d_\infty + 2)}{2} (I_{323} + 2I_{332} + 3I_{341}), \\
I_{321}^{(020)} &= \frac{d_\infty(d_\infty + 2)}{2} (I_{323} + 3I_{422} + 6I_{521}), \\
I_{321}^{(002)} &= \frac{d_\infty(d_\infty + 2)}{2} (I_{321} - 2I_{332} + 3I_{341} - 3I_{422} + 6I_{521}), \\
I_{321}^{110} &= \frac{d_z^2}{4} I_{321} + \frac{d_\infty(d_\infty + 2)}{2} I_{323}, \\
I_{321}^{011} &= \frac{d_z^2}{4} I_{321} + 3d_\infty(d_\infty + 2) I_{521}, \\
I_{321}^{101} &= \frac{d_z^2}{4} I_{321} + 3d_\infty(d_\infty + 2) I_{341},
\end{align*}
\]

(6.28)

in which we have reduced some 8-d integrals to the 6-d integral \(I_{321}\) by replacing \(x_1x_2 + x_1x_3 + x_2x_3\) by \(U(x)\).

Plug (6.28) back into (6.27), the final result is independent of \(d_\infty\), as expected:

\[
F \rightarrow \frac{1}{2} I_{323} \eta^\mu\rho \eta^\nu\sigma + \eta^\mu\sigma \eta^\nu\rho) + \left(\frac{1}{4} I_{323} + \frac{1}{2} I_{323}\right) \eta^\mu\nu \eta^\rho\sigma.
\]

(6.29)

Now let us examine the behavior of these quantities in the \(d_\infty \to \infty\) limit. The \((D, d_\infty)\) integrals behaves as

\[
I_{n_1\cdots n_A}^{(a_1\cdots a_A)} = \mathcal{O}(d_\infty^a), \ a \equiv a_1 + \cdots + a_A.
\]

(6.30)

It is convenient to rescale them by

\[
\hat{I}_{n_1\cdots n_A}^{(a_1\cdots a_A)} = d_\infty^{-a} I_{n_1\cdots n_A}^{(a_1\cdots a_A)},
\]

(6.31)

then \(\hat{I}_{n_1\cdots n_A}^{(a_1\cdots a_A)} \sim \mathcal{O}(d_\infty^0)\). Only keep the leading \(d_\infty\) terms, (6.28) becomes

\[
\begin{align*}
\hat{I}_{321}^{(20)} &= \frac{1}{2} (I_{323} + 2I_{332} + 3I_{341}) + \mathcal{O}\left(\frac{1}{d_\infty}\right), \\
\hat{I}_{321}^{(020)} &= \frac{1}{2} (I_{323} + 3I_{422} + 6I_{521}) + \mathcal{O}\left(\frac{1}{d_\infty}\right), \\
\hat{I}_{321}^{(002)} &= \frac{1}{2} (I_{321} - 2I_{332} + 3I_{341} - 3I_{422} + 6I_{521}) + \mathcal{O}\left(\frac{1}{d_\infty}\right), \\
\hat{I}_{321}^{110} &= \frac{1}{4} I_{321} + \frac{1}{2} I_{323} + \mathcal{O}\left(\frac{1}{d_\infty}\right), \\
\hat{I}_{321}^{011} &= \frac{1}{4} I_{321} + 3I_{521} + \mathcal{O}\left(\frac{1}{d_\infty}\right), \\
\hat{I}_{321}^{101} &= \frac{1}{4} I_{321} + \frac{3}{2} I_{341} + \mathcal{O}\left(\frac{1}{d_\infty}\right).
\end{align*}
\]

(6.32)

Eq. (6.27) becomes

\[
F \rightarrow \frac{1}{4} \left(\hat{I}_{321}^{(20)} + \hat{I}_{321}^{(020)} + \hat{I}_{321}^{(002)} - 2\hat{I}_{321}^{110} + 2\hat{I}_{321}^{101}\right) \eta^\mu\rho \eta^\nu\sigma + \eta^\mu\sigma \eta^\nu\rho)
\]

\[
+ \hat{I}_{321}^{110} \eta^\mu\nu \eta^\rho\sigma + \mathcal{O}\left(\frac{1}{d_\infty}\right)
\]

\[
= \frac{1}{2} I_{323}(\eta^\mu\rho \eta^\nu\sigma + \eta^\mu\sigma \eta^\nu\rho) + \left(\frac{1}{4} I_{321} + \frac{1}{2} I_{323}\right) \eta^\mu\nu \eta^\rho\sigma + \mathcal{O}\left(\frac{1}{d_\infty}\right)
\]

\[
= \frac{1}{2} I_{323}(\eta^\mu\rho \eta^\nu\sigma + \eta^\mu\sigma \eta^\nu\rho) + \left(\frac{1}{4} I_{321} + \frac{1}{2} I_{323}\right) \eta^\mu\nu \eta^\rho\sigma.
\]

(6.33)

In the last step, we have dropped the \(\mathcal{O}(\frac{1}{d_\infty})\) terms, since they must vanish because the final result should not depend on \(d_\infty\).
For general tensor structures, the PV reduction in the large $d_{\infty}$ limit is given by:

$$I_1^{\mu_1} \cdots I_{2n}^{\mu_{2n}} = \left[ \left( \frac{l_1 \cdot \tilde{l}_2}{d_{\infty}} \eta^{\mu_1 \mu_2} \right) \cdots \left( \frac{l_{2n-1} \cdot \tilde{l}_{2n}}{d_{\infty}} \eta^{\mu_{2n-1} \mu_{2n}} \right) + \text{permutations} \right] + O\left( \frac{1}{d_{\infty}} \right). \quad (6.34)$$

Eq (6.34) is completely symmetric and only contain $(2a - 1)!$ terms. It can be proved by contracting both sides of the equation with $\eta^{\mu_1 \mu_2} \cdots \eta^{\mu_{2n-1} \mu_{2n}}$, and notice that only the $(l_1 \cdot \tilde{l}_2) \eta^{\mu_1 \mu_2} \cdots (l_{2n-1} \cdot \tilde{l}_{2n}) \eta^{\mu_{2n-1} \mu_{2n}}$ term contribute in the large $d_{\infty}$ limit.

The dimensional shift formula (6.24) also simplifies in the large $d_{\infty}$ limit. In order to have highest power of $d_{\infty}$, each y-derivative should act on the $U(x + y) = \frac{1}{d_{\infty}}$ term:

$$I_{a_1 \cdots a_A}^{Ia_1 \cdots Ia_A} = \left( \frac{d_{\infty}}{2} \right)^{A} \left[ U(x) \right] \prod_{i=1}^{A} \frac{x_{i}^{n_{i}-1}}{\Gamma(n_{i})} \left[ \frac{\partial U(x + y)}{\partial y_{i}} \right]_{y=0}^{a_{i}} + O(d_{\infty}^{a_{i}-1}) \quad (6.35)$$

As a simple example, let us consider the 1-loop $(D, d_{\infty})$ CV,

$$I_{a}^{a} = \left( \frac{d_{\infty}}{2} \right)^{a} \frac{1}{\Gamma(a + \frac{1}{2})} + O(d_{\infty}^{a-1}) \quad (6.36)$$

in which we used $U(x) = x$. The local divergence is given by

$$LI_{a}^{a} = \left( \frac{d_{\infty}}{2} \right)^{a} \frac{1}{\Gamma(\frac{1}{2} + a)} + O(d_{\infty}^{a-1}). \quad (6.37)$$

Both (6.34) and (6.35) are much simpler compared with the original version of PV reduction and dimensional shift, because the majority of terms are suppressed by $\frac{1}{d_{\infty}}$ and can be neglected. However, as has been discussed before, at higher loops the bottleneck in the computation is the evaluation of higher dimensional scalar integrals, and it is preferable to compute the local divergence of $(D, d_{\infty})$ integrals directly.

6.5 The local divergence of $(D, d_{\infty})$ integrals

As discussed in previous subsections, in 4 and higher loops, it is more efficient to compute the local divergence of $(D, d_{\infty})$ integrals directly using UV decomposition (5.5). This means we need to find efficient ways to evaluate sub UV divergences, IR divergences and the complete expression of $(D, d_{\infty})$ integrals in the large $d_{\infty}$ limit.

The $(D, d_{\infty})$ integrals contain $d_{\infty}$ dimensional Lorentz products $\hat{l}_i \cdot \hat{l}_j$ in the numerator. During the evaluation of the complete integral and IR divergence, the $\hat{l}_i \cdot \hat{l}_j$ terms can be reduced to $l_i \cdot l_j$ terms with the help of PV reduction. To see this, let us consider a tensor structure with rank-2n vectors, $T^{\mu_1 \cdots \mu_{2n}} = I_1^{\mu_1} \cdots I_{2n}^{\mu_{2n}}$. After PV reduction, the tensor structures have the basis $[E_a^{\mu_1 \cdots \mu_{2n}}]_{a = 1, \cdots, (2n - 1)!}$, in which $E_a$ can be generated from the following $E_1$ by permuting $\mu_i$,

$$E_1^{\mu_1 \cdots \mu_{2n}} = \eta^{\mu_1 \mu_2} \cdots \eta^{\mu_{2n-1} \mu_{2n}}. \quad (6.38)$$

We can define the metric $G_{ab}(D) = E_a \cdot E_b$, in which $\cdot$ means contracting all $\mu_i$ indices.

The $D$ dimensional PV reduction of $T^{\mu_1 \cdots \mu_{2n}}$ is given by

$$T = \sum_{b,c} G^{bc}(D)(T \cdot E_c)E_b, \quad (6.39)$$

in which $G^{bc}$ is the inverse of $G_{ab}$.

If we contract both sides of (6.39) with $\hat{E}_a \equiv E_a|_{\eta \rightarrow \hat{\eta}}$,

$$T \cdot \hat{E}_a = \sum_{b,c} G^{bc}(D)(T \cdot E_c)E_b = \sum_{b,c} G_{ab}(d_{\infty})G^{bc}(D)(T \cdot E_c). \quad (6.40)$$

We observe that $T \cdot \hat{E}_a$ and $T \cdot E_b$ are products of $\hat{l}_i \cdot \hat{l}_j$ and $l_i \cdot l_j$, respectively. Therefore, $(D, d_{\infty})$ integrals can be converted to $D$ dimensional integrals using (6.40).

The number of elements in $\{E_a\}$ can be reduced by observing some of $l_i$ are the same. For example, the tensor structures of 2-loop integrals are of the form $I_1^{\mu_1} \cdots I_{12}^{\mu_{12}} \cdots I_{12}^{\mu_{12}}$, so one only need to consider $E_a^{\mu_1 \cdots \mu_{12} v_1 \cdots v_{12}}$ which is invariant under the permutations of $v_i$ and $v_j$. Equation (6.40) can be further simplified taking the large $d_{\infty}$ limit in $G_{ab}(d_{\infty})$.  
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The large $d_\infty$ limit also helps in the computation of sub UV divergences. Suppose $\theta$ is a UV sub-integral of the integral $V(m)$, and let $l^h_i$ ($l^f_i$) be the loop (external) momenta of $\theta$, respectively. After the asymptotic expansion, $A^{0}\theta$ contains terms like

$$N_{abc} = (\tilde{l}_i^{h} \cdot \tilde{l}_j^{h})^{4b_{+}}(\tilde{l}_i^{f} \cdot \tilde{l}_j^{f})^{b_{-} - 2n}(l_i^{h} \cdot l_j^{f})^{n + \frac{c - b}{2}}$$

in the numerator. In the large $d_\infty$ limit, $N_{abc} = \mathcal{O}(d_\infty^{a+b})$.

We know that $\tilde{l}_i^{h}, l^f_i \in \mathbb{R}^P$, and $\tilde{l}_i^{h}, l^f_i \in \mathbb{R}^{d_\infty} \subset \mathbb{R}^P$. However, there is an important difference between the soft momenta and the hard momenta. Both $\tilde{l}_i^{h}$ and $l^f_i$ should be regarded as external momenta of the sub-integral $\theta$, so they are some constant vectors when we integrate over the hard loop momenta. Therefore it is always possible to choose $\mathbb{R}^{d_\infty}$ properly so that $\tilde{l}_i^{h}, l^f_i \in \mathbb{R}^{d_\infty}$. With this choice, $\tilde{l}_i^{h} \cdot l^f_i = \tilde{l}_i^{h} \cdot \tilde{l}_i^{h}$, and

$$N_{abc} = (\tilde{l}_i^{h} \cdot \tilde{l}_j^{h})^{4b_{+}}(\tilde{l}_i^{f} \cdot \tilde{l}_j^{f})^{b_{-} - 2n}(l_i^{h} \cdot l_j^{f})^{n + \frac{c - b}{2}}.$$  

(6.42)

$N_{abc}$ can be regarded tensor structures of $l_i^{h}$ contracted with $\tilde{l}_i^{h}$ and $l_j^{f}$. We can reduce the tensor structures using a $d_\infty$ dimensional PV reduction, and then contract the resulting $\eta^{\mu\nu}$ with $\tilde{l}_i^{h}$ and $l_i^{f}$:

$$N_{abc} \rightarrow d_\infty^{-b_{+}} \sum_{n} (\tilde{l}_i^{h} \cdot \tilde{l}_j^{h})^{4b_{+}}(\tilde{l}_i^{f} \cdot \tilde{l}_j^{f})^{b_{-} - 2n}(l_i^{h} \cdot l_j^{f})^{n + \frac{c - b}{2}}$$

$$= d_\infty^{-b_{+}} \sum_{n} (\tilde{l}_i^{h} \cdot \tilde{l}_j^{h})^{4b_{+}}(\tilde{l}_i^{f} \cdot \tilde{l}_j^{f})^{b_{-} - n}(l_i^{h} \cdot l_j^{f})^{n + \frac{c - b}{2}},$$

(6.43)

in which we used $\tilde{l}_i^{h} \cdot l_i^{f} = \tilde{l}_i^{h} \cdot \tilde{l}_i^{h}$.

It can be seen that in (6.43) only the term with $n = 0$ contributes in the large $d_\infty$ limit, because otherwise the term behaves like $\mathcal{O}(d_\infty^{a+b-c})$. This means all $\tilde{l}_i^{h}$ must be contracted to $l_i^{f}$ during the $d_\infty$ dimensional PV reduction, which also requires $b \leq c$. So during the evaluation of sub UV divergences, a lot of terms can be dropped using the large $d_\infty$ limit.

6.6 5-loop tensor integrals

In this subsection we shall demonstrate the $d_\infty$ dimensional PV reduction by evaluating the local divergences of some 5-loop tensor integrals.

Let us consider the integral in Fig. 4. The integral can be parameterized as $l_i^{\mu_1} l_j^{\mu_2} l_k^{\mu_3} l_3^{\mu_4}$.

$$T = \frac{l_i^{\mu_1} l_j^{\mu_2} l_k^{\mu_3} l_3^{\mu_4}}{l_i^{\mu_1} l_j^{\mu_2} l_k^{\mu_3} l_4^{\mu_4} - (l_1 - l_2)^2(l_2 - l_3)^2(l_3 - l_4)^2(l_1 - l_4)^2(l_2 - l_3)^2(l_3 - l_4)^2(l_4 - l_5)(l_4 - l_5)^2}.$$  

(6.44)

The $d_\infty$ dimensional PV reduction produces:

$$l_i^{\mu_1} l_j^{\mu_2} l_k^{\mu_3} l_3^{\mu_4} \rightarrow \frac{1}{d_\infty^{b_{+}}} [l_i^{\eta_1} l_j^{\eta_2} l_3^{\eta_3}]$$

$$\eta_1 = \eta^{\mu_1 \mu_2} \eta^{\mu_3 \mu_4}, \quad \eta_2 = \eta^{\mu_1 \mu_3} \eta^{\mu_2 \mu_4}, \quad \eta_3 = \eta^{\mu_1 \mu_4} \eta^{\mu_2 \mu_3}.$$  

(6.45)

\footnote{Strictly speaking we should define a new $\mathbb{R}^{d_\infty}$ which satisfies $\mathbb{R}^{d_\infty} \subset \mathbb{R}^{d_\infty}$, and perform a $d_\infty$ dimensional PV reduction and determine the local divergence of $N_{abc}$. The $(l_i^{h} \cdot l_j^{f})^{\nu}$ term lives in $\mathbb{R}^{d_\infty}$, and should be treated as a tensor during the $d_\infty$ dimensional PV reduction.}
Evaluating the local divergences of \((D, d_\infty)\) integrals, we obtain

\[
\begin{align*}
\mathbf{LT} &= \left[ -\frac{\zeta^5}{24\epsilon^2} + \frac{-10\pi^6 - 2268\zeta^2 + 31500\zeta_5 - 36603\zeta_7}{90720\epsilon} \right] (\eta_1 + \eta_3) \\
&\quad + \left[ -\frac{\zeta^5}{24\epsilon^2} + \frac{-5\pi^6 + 7938\zeta^2 + 15750\zeta_5 - 33516\zeta_7}{45360\epsilon} \right] (\eta_2 + \eta_3).
\end{align*}
\]

(6.46)

If we modify the numerator but keep the propagator unchanged, we obtain

\[
\begin{align*}
I_{11}^{\mu_1\mu_2\mu_3\mu_4} &\rightarrow \left[ -\frac{\zeta^5}{24\epsilon^2} + \frac{-10\pi^6 - 6804\zeta^2 + 36540\zeta_5 - 18963\zeta_7}{90720\epsilon} \right] (\eta_1 + \eta_3) \\
&\quad + \left[ -\frac{\zeta^5}{24\epsilon^2} + \frac{-20\pi^6 - 4536\zeta^2 + 73080\zeta_5 - 60417\zeta_7}{181440\epsilon} \right] (\eta_2 + \eta_3) \\
I_{11}^{\mu_1\mu_2\mu_3\mu_4} &\rightarrow \left[ -\frac{\zeta^5}{24\epsilon^2} + \frac{-10\pi^6 - 6804\zeta^2 + 21420\zeta_5 - 18963\zeta_7}{90720\epsilon} \right] (\eta_1 + \eta_2 + \eta_3) \\
&\quad + \left[ -\frac{\zeta^5}{24\epsilon^2} + \frac{-20\pi^6 - 73080\zeta^2 + 60417\zeta_5 - 18963\zeta_7}{45360\epsilon} \right] (\eta_2 + \eta_1 + \eta_3) \\
I_{11}^{\mu_1\mu_2\mu_3\mu_4} &\rightarrow \left[ -\frac{\zeta^5}{24\epsilon^2} + \frac{-10\pi^6 - 4536\zeta^2 + 1638\zeta_5}{90720\epsilon} \right] (\eta_1 + \eta_2 + \eta_3) \\
&\quad + \left[ -\frac{\zeta^5}{24\epsilon^2} + \frac{-20\pi^6 - 18144\zeta_5}{45360\epsilon} \right] (\eta_2 + \eta_1 + \eta_3) \\
I_{11}^{\mu_1\mu_2\mu_3\mu_4} &\rightarrow \left[ -\frac{\zeta^5}{24\epsilon^2} + \frac{-10\pi^6 - 6804\zeta^2 + 126\zeta_5}{90720\epsilon} \right] (\eta_1 + \eta_2 + \eta_3) \\
&\quad + \left[ -\frac{\zeta^5}{24\epsilon^2} + \frac{-20\pi^6 - 4536\zeta^2 + 126\zeta_5}{45360\epsilon} \right] (\eta_2 + \eta_1 + \eta_3) \\
I_{11}^{\mu_1\mu_2\mu_3\mu_4} &\rightarrow \left[ -\frac{\zeta^5}{24\epsilon^2} + \frac{-10\pi^6 - 4536\zeta^2 + 23310\zeta_5}{90720\epsilon} \right] (\eta_1 + \eta_2 + \eta_3) \\
&\quad + \left[ -\frac{\zeta^5}{24\epsilon^2} + \frac{-20\pi^6 - 18144\zeta_5}{45360\epsilon} \right] (\eta_2 + \eta_1 + \eta_3) \\
I_{11}^{\mu_1\mu_2\mu_3\mu_4} &\rightarrow \left[ -\frac{\zeta^5}{12\epsilon^2} + \frac{-10\pi^6 - 4536\zeta^2 + 1638\zeta_5}{45360\epsilon} \right] (\eta_1 + \eta_2 + \eta_3).
\end{align*}
\]

(6.47)

7 UV decomposition and renormalization

By now we have been focused on the UV decomposition of Feynman integrals. In this section, we discuss the UV divergences of physical quantities. Anomalous dimensions and beta functions can be extracted from the UV divergences of correlation functions, scattering amplitudes and form factors, which can be regarded as the combination of several one-particle-irreducible (1PI) correlation functions. We show that local divergence and sub-divergence can be naturally extended to correlation functions. After the UV decomposition, the local divergence and various types of sub-divergences vanish separately.

In Sect. 7.1, we demonstrate the UV decomposition of correlation functions using the 6-d \(\phi^3\) theory as an example. Then in Sect. 7.2, we will discuss the UV decomposition in more general theories.

7.1 The UV decomposition in \(\phi^3\) theory

The \(\phi^3\) theory is one of the simplest quantum field theory. The beta functions and anomalous dimensions in this theory have been computed to 5-loop \([43, 44]\), and they can be used to study the phase transitions in the Lee-Yang edge singularity problem \([45]\). Here we re-examine the UV divergences of this theory using the UV decomposition method.

The Lagrangian of 6-d \(\phi^3\) in Euclidean space is given by

\[
L = \frac{1}{2} (\partial^2 \phi) + \frac{1}{2} (Z_\phi - 1)(\partial^2 \phi) + \frac{Z_\phi \phi^3}{3!}.
\]

(7.1)

in which we have split the Lagrangian into the free part and the interaction part.
Fig. 5 Feynman rules of $\phi^3$ theory

\[ \cdots = \frac{1}{p^2} \cdots \infty \cdots = (1 - Z_\phi)p^2 \cdots = -Z_g g \]

We will use the Feynman rules in Fig. 5. The 1PI part of two-point correlation function can be written as

\[
(\phi\phi)^{1\text{PI}} = \frac{1}{p^2} + \frac{1 - Z_\phi}{p^2} + \frac{Z_\phi^2 Z_\phi^{-2} g^2}{(p^2)^2} A_2^{(1)} + \frac{Z_\phi^4 Z_\phi^{-5} g^4}{(p^2)^2} A_2^{(2)} + \frac{Z_\phi^6 Z_\phi^{-8} g^6}{(p^2)^2} A_2^{(3)} + \cdots
\]

\[
A_2^{(1)} = \frac{1}{2l^2(l + p)^2}
\]

\[
A_2^{(2)} = \frac{1}{2l^2 l^2(l_1 - l_2)^2(l_2 + p)^2} + \frac{1}{2l^2 l^2 l_1 - l_2)^2(l_1 + p)^2(l_2 + p)^2}
\]

\[
A_2^{(3)} = \frac{1}{8} I_{210201011} + \frac{1}{4} I_{3110001011} + \frac{1}{2} I_{3111000111} + \frac{1}{2} I_{2111001011}
\]

\[
+ \frac{1}{4} I_{110110112} + \frac{1}{2} I_{1101111011} + \frac{1}{2} I_{2111110111}
\]

\[
+ \frac{1}{4} I_{111011112} + \frac{1}{2} I_{1110111111} + \frac{1}{2} I_{2111111111}
\]

\[
+ \frac{1}{4} I_{1110111112} + \frac{1}{2} I_{111011111111} + \frac{1}{2} I_{211111111111}
\]

\[
+ \frac{1}{4} I_{111011111112} + \frac{1}{2} I_{11101111111111} + \frac{1}{2} I_{21111111111111}
\]

in which all 3-loop planar integrals are expressed using

\[
I_{n_1\cdots n_9} = \frac{\prod_{i=1}^{3} (l_i^2 - n_i [l_i + p]^2]^{-n_i}}{[(l_2 - l_3)^2]^{p_2} [(l_1 - l_3)^2]^{p_3} [(l_1 - l_2)^2]^{p_9}}.
\]

In (7.2) we used an effective loop propagator in the loop integrand:

\[
\frac{1}{l^2} + \frac{1}{l^2} (1 - Z_\phi) l^2 \frac{1}{l^2} + \frac{1}{l^2} (1 - Z_\phi) l^2 \frac{1}{l^2} (1 - Z_\phi) l^2 \frac{1}{l^2} + \cdots = \frac{Z_\phi^{-1}}{l^2}.
\]

But in the tree part, only the first two terms contribute, since the other terms are one-particle-reducible (1PR).

Let us examine the structure of local and sub-divergences in $(\phi\phi)^{1\text{PI}}$. First, let us split the loop integrands into the “unrenormalized part” and the “counterterm part”:

\[
(\phi\phi)^{1\text{PI}} = \frac{1}{p^2} + \frac{g^2}{(p^2)^2} A_2^{(1)} + \frac{g^4}{(p^2)^2} A_2^{(2)} + \frac{g^6}{(p^2)^2} A_2^{(3)} + \cdots
\]

\[
+ \frac{1 - Z_\phi}{p^2} + \frac{(Z_\phi^2 Z_\phi^{-2} - 1) g^2}{(p^2)^2} A_2^{(1)} + \frac{(Z_\phi^4 Z_\phi^{-5} - 1) g^4}{(p^2)^2} A_2^{(2)}
\]

Then we decompose the UV divergence of the “unrenormalized part”:

\[
A_2^{(1)} \sim -\frac{p^2}{12 \epsilon}
\]

\[
A_2^{(2)} \sim \left( \frac{5}{144 \epsilon^2} - \frac{13}{864 \epsilon} \right) p^2 + \frac{5}{6 \epsilon} A_2^{(1)}
\]

\[
A_2^{(3)} \sim \zeta_\phi^3 p^2 + \frac{-285 + 194 \epsilon}{432 \epsilon^2} A_2^{(1)} + \frac{19}{12 \epsilon} A_2^{(2)}
\]

\[
\zeta_\phi^3 = -\frac{95}{5184 \epsilon^3} + \frac{341}{10368 \epsilon^2} + \frac{-5195 + 2592 \zeta_3}{186624 \epsilon}
\]

8 By “tree part” we mean the part of correlation function without loop integrals. For example, the $1/p^2$ term in (7.2). Strictly speaking, $1/p^2$ is a loop contribution since it contains counterterms.
The sub-divergences of $A_2^{(L)}$ can be neatly expressed by lower loop integrands times some coefficients with $\epsilon$-poles, which must be canceled by the “counterterm part”. Collecting all coefficients of $A_2^{(L)}$ in the “counterterm part” and the decomposition of the “unrenormalized part”, we find

$$
\langle \phi \phi \rangle^{1PI} \sim \left[ 2 - Z_\phi - \frac{g^2}{12\epsilon} + g^4 \left( \frac{5}{144\epsilon^2} - \frac{13}{864\epsilon} \right) + g^6 \zeta_3 \frac{1}{p^2} \right]
$$

$$
+ \left[ Z_g^2 Z_\phi^{-2} - 1 + \frac{5g^2}{6\epsilon} + g^4 \frac{-285 + 194\epsilon}{432\epsilon^2} \right] \frac{g^2 A_2^{(1)}}{(p^2)^2}
$$

$$
+ \left[ Z_g^4 Z_\phi^{-5} - 1 + \frac{19g^2}{12\epsilon} \right] \frac{g^4 A_2^{(2)}}{(p^2)^2} + \cdots .
$$

(7.8)

All three different types of UV divergences in (7.8) must vanish separately, because each divergence must be canceled by the corresponding counterterm. This gives the following constraints to the Z-factors:

$$
Z_\phi = 1 - \frac{g^2}{2\epsilon} + g^4 \left( \frac{5}{144\epsilon^2} - \frac{13}{864\epsilon} \right) + g^6 \zeta_3 + O(g^8)
$$

$$
Z_g^2 Z_\phi^{-2} = 1 - \frac{5g^2}{6\epsilon} + g^4 \frac{285 - 194\epsilon}{432\epsilon^2} + O(g^6)
$$

$$
Z_g^4 Z_\phi^{-5} = 1 - \frac{19g^2}{12\epsilon} + O(g^4).
$$

(7.9)

Similarly, the decomposition of UV divergence of the three-point function gives

$$
Z_\phi = 1 - \frac{g^2}{2\epsilon} + (30 - 23\epsilon) g^4 + g^6 \left( -\frac{5}{24\epsilon^3} + \frac{83}{216\epsilon^2} - \frac{1595 + 432\zeta_3}{5184\epsilon} \right) + O(g^8)
$$

$$
Z_g^3 Z_\phi^{-3} = 1 - \frac{5g^2}{4\epsilon} + (180 - 97\epsilon) g^4 + O(g^6)
$$

$$
Z_g^5 Z_\phi^{-6} = 1 - \frac{2g^2}{\epsilon} + O(g^4).
$$

(7.10)

It can be checked that the second and third line in (7.9) and (7.10) are consistent with the first line. Also, $Z_\phi$ and $Z_g$ are consistent with known results (see e.g. [43, 44]).

7.2 The UV decomposition in general quantum field theories

Let us summarize the rules to compute local divergences of 1PI correlation functions:

1. In the tree part, $L$ picks the terms with $\epsilon$-poles. For example,

$$
L Z_\phi = Z_\phi - 1, \quad L Z_g g = (Z_g - 1) g.
$$

(7.11)

2. In the loop part, $L$ acts on the loop integrals, while $Z$ factors are set to 1. For example, let $F(l_i)$ be the loop integral,

$$
L Z_g g F(l_i) = g L F(l_i).
$$

(7.12)

Using these rules, the local divergences of 2 and 3 point correlation functions in $\phi^3$ theory are given by

$$
L \langle \phi \phi \rangle^{1PI} = \frac{1 - Z_\phi}{p^2} + \frac{g^2}{(p^2)^2} L A_2^{(1)} + \frac{g^4}{(p^2)^2} L A_2^{(2)} + \frac{g^6}{(p^2)^2} L A_2^{(3)} + \cdots
$$

$$
L \langle \phi \phi \rangle^{1PI} = -(Z_g - 1) g + g^3 L A_3^{(1)} + g^5 L A_3^{(2)} + g^7 L A_3^{(3)} + \cdots.
$$

(7.13)

As expected, the $Z$-factors are completely determined by the local divergence of the corresponding correlation functions. Actually, they can be determined by the local divergences of “unrenormalized” correlation functions:

$$
Z_\phi = 1 + \frac{1}{p^2} \sum_{i=1}^{\infty} g^{2i} L A_2^{(L)} \quad Z_g = 1 + \sum_{i=1}^{\infty} g^{2i} L A_3^{(L)}.
$$

(7.14)
Similar relations appear in generic theories with spin $\frac{1}{2}$. For example, in a $\lambda \phi^4$ model the Z factors are

$$Z_\phi = 1 + \frac{1}{\epsilon^2} \sum_{i=1}^{\infty} \lambda^i L A_2^{(L)}(\lambda), \quad Z_\lambda = 1 + \sum_{i=1}^{\infty} \lambda^i L A_4^{(L)}.$$ \hfill (7.15)

Using UV decomposition, we have reproduced the beta functions in $\phi^3$ and $\phi^4$ theories to 5-loop. In a recent work [46], we also computed the full $Q$-dependence of 5-loop anomalous dimensions of $\phi^0$ operator in $O(N) \phi^4$ theory, and the results are in agreement with the scaling dimensions obtained using semi-classical method [47, 48].

In gauge and gravity theories, the correlation functions contain powers of $D$ or $\epsilon$, produced by the contraction of $\eta^{\mu\nu}$ in loops. Therefore the local divergence of the correlation functions cannot be directly extracted from the local divergence of the integrals. But relations similar to (7.14) exist in super-Yang-Mills and supergravity theories, in which the correlation functions in dimensional reduction scheme are free of explicit $\epsilon$-dependence.

In generic gauge theories, one may compute the Z factors by evaluating the total UV divergence of correlation functions [49]. Alternatively, $R$-operation can be applied before contracting Lorentz indices in Feynman rule to avoid $\epsilon$-terms, at the price of introducing new differentiated Feynman rules [50]. It would be desirable if the Z factors can still be determined solely from the local divergences, as in (7.14), and we will discuss this possibility in a future work.

8 Discussions

The method only apply to integrals with quadratic propagators. It would be interesting to study the UV decomposition of integrals with linear propagators, which would appear in CSW [51, 52], partial fraction, SCET [53–55], Q-cut [56, 57], HQET [58, 59], light cone gauge, etc.

Unitarity based methods (see e.g. [13, 15, 51, 52, 60–63]) are very efficient in the computation of multi-loop scattering amplitudes and form factors. However, unitarity cut fails to capture some bubble-type integrals which attach to the external legs. In massless theories, these integrals integrate to zero and do not contribute the the amplitude, but they may have non-zero UV divergences, and their contribution must be included in order to find the correct UV divergence using our approach. It is desirable to develop a compensation method to solve this problem.

In this paper we mainly worked Euclidean space. The local divergences of integrals in Minkowski space are the same as the Euclidean counterparts except for some extra factors from Wick rotation. More details can be found in Appendix E.
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The local divergences of disconnected integrals

In this appendix, we will prove the following statement which will be useful to understand the UV decomposition of generic integral:

**DC1** If the UV decomposition formula (3.19) holds for any integral with loop number $L \leq L_0$, then a $L_0$-loop disconnected integral with two components $A$ and $B$ satisfies

$$L(AB) \sim -L(A)L(B).$$ \hfill (A.1)

We will prove (A.1) by induction. We will assume (A.1) holds for any disconnected integral $A_1B_1$ with $L(A_1) \leq L(A)$, $L(B_1) < L(B)$, or $L(A_1) < L(A)$, $L(B_1) \leq L(B)$. Using the definition of UV and IR sub-integrals, it can be shown that

$$\Theta(AB) = \left\{ \theta \cup \eta \Big| \theta \in \Theta(A), \eta \in \Theta(B) \right\}$$

$$= \left\{ \theta \cup \eta \Big| \theta \in \Theta'(A), \eta \in \Theta'(B) \right\} \cup \Theta(A) \cup \Theta(B),$$ \hfill (A.2)

in which $\Theta'(A)$ is the set of non-empty UV sub-integrals of $A$.

Using (A.2), the UV divergence of $AB$ has the following decomposition,

$$AB \sim \sum_{\theta \in \Theta'(A)} \sum_{\eta \in \Theta'(B)} \nu_{\theta \cup \eta}(AB) + \nu_{\eta}(AB) + \sum_{\theta \in \Theta(A)} \nu_{\eta}(B).$$ \hfill (A.3)

If $(\theta, \eta) \neq (A, B)$, the first term on the r.h.s. of (A.3) can be written as

$$\nu_{\theta \cup \eta}(AB) = (A \setminus \theta)(B \setminus \eta)L(\theta \rho) = -(A \setminus \theta)(B \setminus \eta)L\theta L\rho = -\nu_{\theta}(A)\nu_{\eta}(B).$$ \hfill (A.4)
In the last step, we dropped the second term on the r.h.s. of (A.3) can be simplified using
\[ V_\eta(A) = A \{(B \setminus \eta) L_\eta = AV_\eta(B) \} \] (A.6)

Then (A.3) becomes
\[ AB \sim L(AB) + L(A)L(B) - \sum_{\theta \in \Theta(A)} V_\theta(A) \sum_{\eta \in \Theta(B)} V_\eta(B) + A \sum_{\eta \in \Theta(B)} V_\eta(B) \]
\[ = L(AB) + L(A)L(B) + AB \left[ A - \sum_{\theta \in \Theta(A)} V_\theta(A) \right] \left[ B - \sum_{\eta \in \Theta(B)} V_\eta(B) \right] \] (A.7)
\[ \sim AB + L(A)L(B) + L(AB). \]

In the derivation we used (2.9), (A.1) and finished the proof of (A.1).

The formula will be free of the \((-1)^{n-1}\) factor if it is rewritten in terms of the counterterm function \(Z\) in (3.16), since \(Z(F_i) = -L(F_i)\):
\[ Z(F_1 \cdots F_n) = Z(F_1) \cdots Z(F_n). \] (A.9)

As an example, we compute the local divergence of the following disconnected CV,
\[ L \frac{(-2l_1 \cdot l_2)^{2i-d}}{(l_1^2)^{l_1} \cdot (l_2^2)^{l_2}} \sim -(-2)^{2i-d} L \frac{\eta_1 \eta_2 \cdots \eta_{2i-d}}{(l_1^2)^{l_1} \cdot (l_2^2)^{l_2}} L \frac{2i^{2i-d}}{l_1 \cdot l_2} \]
\[ = -\frac{1}{\Gamma(2i)/\epsilon^{2i}} \eta_1^{\mu_1 \cdots \mu_{2i-d}} \eta_2^{\cdots \nu_{2i-d}} = -\frac{1}{\Gamma(2i)/\epsilon^{2i}} \frac{(2i-d)!}{(i-\frac{d}{2})!} \frac{d}{2} - \frac{\epsilon}{2} \] (A.10)
\[ \sim \frac{(2i-d)!}{\Gamma(2i)(i-\frac{d}{2})!} \left[ -\frac{1}{\epsilon^{2i}} + \frac{1}{\epsilon} (H_{i-1} - H_{i-1}) \right], \]

in which we used (2.9), (A.1) and
\[ \eta_1^{\mu_1 \cdots \mu_{2i}} \eta_2^{\cdots \nu_{2i}} = \frac{(2a)!}{a!}, \] (A.11)

In (A.11), \(\frac{d}{2}\) is the Pochhammer symbol.

The local divergence of disconnected integrals are free of \(\frac{1}{\epsilon}\) terms if there are no Lorentz contractions among different components. For example, if \(i = \frac{d}{2}\) in (A.10),
\[ L \frac{1}{(l_1^2)^{l_1} \cdot (l_2^2)^{l_2}} \sim \frac{1}{\epsilon^{2i} \Gamma^2(\frac{i}{2})}. \] (A.12)

Notice that only \(O(\frac{1}{\epsilon})\) order terms contribute to beta functions and anomalou dimensions, so disconnected integrals without Lorentz contractions have no contribution to beta functions or anomalous dimensions, assuming that the amplitude has no \(\epsilon\) dependence. For example in \(\phi^4\) theory, the disconnected integral \(\frac{\epsilon^d}{\Gamma(1+d)\Gamma^2(\frac{d}{2})}\) would not contribute the beta functions(anomalous dimensions). This is not true in gauge and gravity theories, where extra \(\epsilon\) dependence may appear from the contraction of metric, gamma matrices, etc.
UV divergence in odd and fractional dimension space

As discussed in Sect. 3.5, the local divergences of generic integrals can be determined by local divergences of CV. If there is no CV in a certain loop, then there is no UV divergence in this loop.

Let $V$ be a $L$-loop CV in $d$-dimension. $V$ can be written as

$$V = \prod_{j=1}^{K} l_j^{n_j} / \prod_{i=1}^{N} l_i^{n_i}.$$  \hspace{1cm} (B.1)

In order for $LV \neq 0$, $K$ must be even. Otherwise $V \rightarrow -V$ under the transformation $l_i \rightarrow -l_i$. Let us define $n = N - \text{even}$, then $n$ is an integer. The critical condition is given by $L = \frac{2n}{d}$, then there are UV divergences in $L$ loop with

$$L \in \Omega_d \equiv \frac{2}{d} \mathbb{Z}_+ \cap \mathbb{Z}_+,$$  \hspace{1cm} (B.2)

in which $\mathbb{Z}_+$ represents the set of positive integers. Obviously, $\Omega_d = \mathbb{Z}_+$ if $d$ is an even integer, and $\Omega_d = 2\mathbb{Z}_+$ if $d$ is an odd integer.

Sometimes one may also consider fractional dimensions. $d$ can be written as $\frac{p}{q}$, in which $p$ and $q$ are coprime integers. It can be checked that

$$\Omega_{\frac{p}{q}} = \begin{cases} 2q \mathbb{Z}_+, & \text{if } p \text{ is odd,} \\ q \mathbb{Z}_+, & \text{if } p \text{ is even.} \end{cases}$$  \hspace{1cm} (B.3)

For example in [16, 17] the 5-loop UV divergence of 4-point amplitude in $N = 8$ Supergravity are considered in $\frac{22}{3}$ and $\frac{24}{7}$ dimensions.

The UV divergences in even dimension have most complicated structures, because local and sub-divergences appear in any loop. In this work we assume $d$ is an even integer unless otherwise specified.

The 3 loop master integral with non-adjacent masses

In this appendix we give details in the evaluation of the 3 loop vacuum integral in Fig. 3(b) in Sect. 4.3 following the DRA approach. The master integral $I_{11111}$ has poles at $D = 4$, and it is more convenient to compute $I_{21111}$, which only has one simple pole at $D = \frac{11}{2}$ in the basic stripe $(2, 4)$,

$$F(D) = I_{21111} = \frac{3(4 - D)}{4} I_{11111}. $$  \hspace{1cm} (C.1)

Dimensional shift gives

$$F(D - 2) = \frac{(D - 6)(D - 3)(D - 2)}{4} F(D) + R_4(D - 2) + R_-(D)$$

$$R_4(D - 2) = -\frac{3(-6 + D)\pi^2 \csc(\frac{D\pi}{2})^2 \Gamma(4 - D)}{\Gamma(-1 + \frac{D}{2})}$$

$$+ \frac{9(-6 + D)\pi^2 \csc(\frac{D\pi}{2})^2 \csc(\frac{3D\pi}{2})}{2^{D-3} \Gamma(-\frac{5D}{2}) \Gamma(-3 + D)}$$

$$R_-(D) = \frac{3(-6 + D)(-24 + 5D)\pi^2 \csc(\frac{D\pi}{2}) \Gamma(-1 + \frac{D}{2}) \Gamma(4 - D)}{4^{5-D} \Gamma(\frac{11}{2} - D)}.$$  \hspace{1cm} (C.2)

The special solution is

$$F_1(D) = \sum_{k=0}^{\infty} \left( -\frac{3(-\frac{1}{2})^k \pi^3 \csc(\frac{D\pi}{2})^2 \csc(\frac{D\pi}{2})}{(3 + D)(-2 + D + 2k)\Gamma(-4 + D)\Gamma(\frac{D}{2})} \right.$$  \hspace{1cm} (C.3)

$$+ \frac{9\pi^2 \csc(\frac{D\pi}{2})^2 \csc(\frac{D\pi}{2})^2}{2^{D+3k} \Gamma(-3 + D)\Gamma(-4 + D)\Gamma(\frac{D}{2}) \Gamma(-\frac{1+D}{2} + k)}$$

$$+ \frac{3(24 - 5D + 10k)\pi^3 \csc(\frac{D\pi}{2})^2 \Gamma(-2 + D)\Gamma(3 - \frac{D}{2})\Gamma(6 - \frac{3D}{2} + 3k)}{2^{8-2D+3k} \Gamma(3 - \frac{D}{2} + k) \Gamma(\frac{11}{2} - D + 2k)} \right).$$
We choose the summing factor as
\[ \Sigma^{-1}(D) = \frac{2\pi^2 \Gamma(3 - \frac{D}{2}) \Gamma(2 - D)}{\sin \frac{\pi}{D}(D - \frac{8}{3})}. \] (C.4)

When \( Im(D) \to \pm \infty \),
\[ F(D) \sim |\Gamma(7 - \frac{3D}{2})| |ImD|^{\frac{13 - 10|\Im D|}{4}} e^{-\frac{5\pi|\Im D|}{4}}, \]
\[ F_1(D) \sim e^{-\frac{5\pi|\Im D|}{4}}, \quad \Sigma(D) = e^{-\frac{5\pi|\Im D|}{4}}. \] (C.5)

So we have \( \Sigma(D)F(D) \to 0 \) and \( \Sigma(D)F_1(D) \to 0 \).

\( \Sigma(D)F_1(D) \) has simple poles at \( D = \frac{10}{3} + 2\mathbb{Z} \), and has \( \frac{1}{\epsilon} \) pole at \( D = 4 + 2\mathbb{Z} \). Notice \( \Sigma(D)F(D) \) has no poles in the basic stripe, and the pole structure of \( \omega(D) = \Sigma(D)F(D) - \Sigma(D)F_1(D) \) can be determined from \( \Sigma(D)F_1(D) \). We choose the following form for \( \omega(D) \),
\[ \omega(D) = a + b_1 \cot \frac{\pi}{2} \left( D - \frac{10}{3} \right) + b_2 \cot \frac{\pi}{2} (D - 4) + b_3 \cot \frac{\pi}{2} (D - 4). \] (C.6)

At \( D = \frac{10}{3} - 2\epsilon \),
\[ \omega + \Sigma F_1 \sim \frac{1}{\epsilon} \left( -b_1 + \frac{\pi}{4} \right) + \mathcal{O}(\epsilon^0). \] (C.7)

At \( D = 4 - 2\epsilon \),
\[ \omega + \Sigma F_1 \sim \frac{1}{\epsilon^2} \left( \frac{b_3}{2^2} - \frac{\sqrt{3}}{4} \right) + \frac{1}{\epsilon} \left( -b_2 + \pi \right) + \mathcal{O}(\epsilon^0). \] (C.8)

The constant \( a \) can be fixed at \( D = 3 \), where \( \Sigma(D)F(D) = \Sigma(D)F_1(D) = 0 \), and
\[ \omega(3) = a - \sqrt{3}b_1 \] (C.9)

So we have
\[ \omega(D) = \pi^2 \left[ \frac{\sqrt{3}}{4} + \frac{1}{4} \cot \frac{\pi}{2} \left( D - \frac{10}{3} \right) + \cot \frac{\pi}{2} (D - 4) + \sqrt{3} \cot \frac{\pi}{2} (D - 4) \right]. \] (C.10)

To verify the result, we evaluated \( F(D) \) at \( D = 4 - 2\epsilon \), and found that
\[ \frac{I_{111111}}{\Gamma^3(1 - \frac{D}{2})} \bigg|_{D=4-2\epsilon} = -2\zeta_3 \epsilon^2 + \left( \frac{7\pi^4}{60} + \frac{2}{3} \ln^2 2(\pi^2 - \ln^2 2) - 16 \text{Li}_4 \left( \frac{1}{2} \right) \right) \epsilon^3 + 28.6007184522938416617755059822969702148 \epsilon^4 + \ldots \] (C.11)

which is in agreement with the numerical result in [64].

**An example of local divergence from IR subtraction**

As an example of IR subtraction we recompute the local divergence of \( I_{114111} \) in Sect. 4.3 using IR subtraction. We regulate the overall IR divergence by adding a single mass to the \( l_1 \)-propagator, and the total divergence of the integral is
\[ I_{114111}^m = \frac{1}{(l_1^2 + m^2)^2 l_2^2 (l_2^2 - l_3^2)^2 (l_3^2 - l_1^2)^2 (l_1^2 - l_2^2)^2} \] (D.1)
\[ \sim \frac{1}{1296\epsilon^3} + \frac{1 + 36 \ln m}{7776\epsilon^2} + \frac{-1637 - 225\pi^2 - 180 \ln m - 3240 \ln m - 1296\zeta_3}{233280\epsilon}. \]

The integral has a single IR divergence\(^9\) corresponding to \( \gamma_4 = \{ \text{Lim}(l_2 - l_3) \} \), We can
\[ \mathcal{I}\mathcal{R}_{\gamma_4} I_{114111}^m = -\frac{1}{6\epsilon^3 (l_1^2 + m^2)^2 (l_2^2 - l_3^2)^2 (l_3^2 - l_1^2)^2 (l_1^2 - l_2^2)^2} \] (D.2)
\[ \sim \frac{1}{432\epsilon^3} + \frac{1 + 24 \ln m}{2592\epsilon^2} + \frac{11 - 18 \pi^2 - 24 \ln m - 288 \ln m}{15552\epsilon}. \]

\(^9\) In the computation of (D.2) it is helpful to first redefine \( l_3 \to l_2 - l_3 \), and shift the IR divergence to the region \( l_3 \to 0 \).
The UV divergence structures of \( I_{411411}^m \) and \( I_{411411}^{mm} \) are the same. Still there is a 1 loop UV divergence,

\[
u \mathcal{V}_{\gamma_1} I_{411411}^m = \frac{1}{6\epsilon} \mathcal{U} \left(\frac{l_1^2 + m^2}{l_1^2} \right)^4 \left[ (l_2 - l_3)^2 \right]^4 \sim \frac{1}{36 \epsilon^2} \left(\frac{l_1^2 + m^2}{l_1^2} \right)^4
\]

and two 2 loop UV divergence,

\[
u \mathcal{V}_{\gamma_2} I_{411411}^m = \frac{1}{6\epsilon} \mathcal{U} \left(\frac{l_1^2 + m^2}{l_1^2} \right)^4 \left(\frac{l_1^2 + m^2}{l_1^2} \right)^4 \sim \frac{1}{432\epsilon^3} \left(\frac{l_1^2 + m^2}{l_1^2} \right)^4
\]

In the last line, we used the fact that \( \mathcal{U} \) is the same as \( L \) for 1 loop scalar vacuum integrals.

Combining these results, we find the same local divergence as in (4.28):

\[
u \mathcal{V}_{\gamma_3} \mathcal{V}_{\gamma_1} \mathcal{V}_{\gamma_2} - \nu \mathcal{V}_{\gamma_1} \mathcal{V}_{\gamma_3} \mathcal{V}_{\gamma_2} - \nu \mathcal{V}_{\gamma_3} \mathcal{V}_{\gamma_1} \mathcal{V}_{\gamma_2} L_{411411}^m \sim \frac{1}{648\epsilon^3} + \frac{1}{1944\epsilon^2} + \frac{901 + 648\zeta_3}{116640}\epsilon.
\]

**Wick rotation of local divergence**

We discussed the computation of local divergence in Euclidean space. In order to apply our method to theories in Minkowski space, we need to do a Wick rotation. The asymptotic expansion \( A \) is not sensitive to the signature of the metric. After the expansion

\[A(F) \sim \prod_{i=1}^A l_{\mu_i} \prod_{j=1}^B L_j \]

is a massless tensor vacuum integral.

We can pair each \( l_{\mu_i} \) with an auxiliary momentum \( p_{\mu_i} \), and after the Wick rotation,

\[
\prod_{i=1}^A l_{\mu_i} \cdot p_i \prod_{j=1}^B L_j \to (-1)^{A-N} \prod_{i=1}^A l_{E \mu_i} \cdot p_{E i} \prod_{j=1}^B L_{E j}
\]

Then the local divergence of the tensor integral can be computed in Euclidean space. Each term of the result is a product of \( \frac{d}{2} \) metric tensors,

\[
\prod_{i=1}^A l_{\mu_i} \cdot p_i \sim (-1)^{A-N} \prod_{i=1}^A p_{E \mu_i} \cdot p_{E \beta_i} \sim (-1)^{\frac{d}{2} - N} \prod_{i=1}^A p_{\alpha_i} \cdot p_{\beta_i}.
\]

We know that the local divergence vanishes unless \( A + Ld = 2N \), so the factor \((-1)^{\frac{d}{2} - N} = i^{Ld}\). Combining with the extra \( i \) factor associated with each loop integration, we have in all an \( i^{Ld(d+1)} \) factor. So we can do the computation pretending we are working in Euclidean space, and add a \( i^{Ld(d+1)} \) factor in the end. In 4-d, the factor is \( i^L \).
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