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Abstract

Systemic risk, in a complex system with several interrelated variables, such as a financial market, is quantifiable from the multivariate probability distribution describing the reciprocal influence between the system’s variables. The effect of stress on the system is reflected by the change in such a multivariate probability distribution, conditioned to some of the variables being at a given stress’ amplitude. Therefore, the knowledge of the conditional probability distribution function can provide a full quantification of risk and stress propagation in the system. However, multivariate probabilities are hard to estimate from observations. In this paper, I investigate the vast family of multivariate elliptical distributions, discussing their estimation from data and proposing novel measures for stress impact and systemic risk. Specific examples are developed for the multivariate Student-t and the multivariate Normal distributions applied to financial stress testing. An example of the US equity market illustrates the practical potentials of this approach.
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1. Introduction

The most general approach for stress testing consists in estimating the effects of the stress applied from a part of a system, say the ‘stressing’ variables $X$, onto the statistical properties of another part of the system, say the ‘stressed’ variables $Y$. This requires the computation of the conditional probability $P(Y|X)$. The computation of such a conditional probability can be challenging in multivariate systems comprising a large number of variables, such as financial markets. However, for a vast set of probability distributions that belong to the elliptical family, the challenge is mainly reduced to estimate, with accuracy, the covariance matrix $\Pi$. In this paper, I report how, for this probability distribution family, one can introduce practical multivariate systemic risk measures, useful for stress testing and quantification of risk [2].
There is a vast literature on systemic risk in financial systems (see for instance in [3] for an overview); where, through different approaches, researchers study the propagation and amplification of losses in markets caused by externalities that can trigger shortfalls when the system is undercapitalized. Stress on an industry sector can cause fire-sales and trigger externalities on other institutions and different industry sectors. Spillover effects can propagate and they can be amplified through the system causing distortions and systemic effects that eventually can involve the whole system compromising its stability. They are therefore called systemic. To ensure the stability of the system, it is important to be able to quantify the propagation of stress through the system from institution to institution across sectors. Several methodologies have been proposed to quantify systemic risk with approaches ranging from general economic perspectives [4] to network theoretical approaches [5, 6, 7], specific econometric tools [8, 9], machine learning techniques [10] and game-theoretic reasoning [11]. Overall, all these approaches are aiming at capturing the propagation of stress and consequently losses through the system [12, 13, 14, 15, 16, 17] and assess the criticality of the system identifying specific fragilities. This task requires the modeling of the complex set of variables and mechanisms characterizing the highly interconnected system of financial institutions, industries and banks at the basis of our economy.

Mathematically, this is a system comprised of many dependent variables that can be statistically described by a joint probability distribution. The risk in the system is measured by the probability of the losses. The systemic risk is associated with the interdependency between the variables in the system and therefore with the probability of occurrence of several losses across different institutions. Propagation of stress is instead associated with the conditional probability of a loss given that some other variables are stressed at a certain amount of loss. This is the approach adopted in [18, 19] where a conditional definition of value at risk, named CoVaR, was introduced. Such a conditional value at risk is the value at risk (VaR) of the ‘stressed’ variable, \( Y \), computed conditioned on the ‘stressing’ variable \( X \) being at its VaR value for a certain level of risk. This is an instance of the use of conditional probability to compute a measure of risk when two variables are involved. Two major limits of the CoVaR approach are that it applies to only two variables and it measures risk in terms of VaR. Conversely, in these system collective phenomena play a very important role and VaR is only one of many possible risk quantification measures.

Stress applied to a subset of variables does not only change the quantile (VaR) of the other variables, rather it changes both location and shape of the multivariate distribution of the stressed variables. In this paper I argue that the most important contribution to risk
in a system under stress is caused by the shift of the centroid of the conditional probability
distribution with respect to the centroid of the unconditioned probability distribution. For
markets, such a shift can be quantified in money value and interpreted as propagation of
stress.

The value of such a shift is the same for all elliptical distribution and it is therefore rather
general. For this family of probability distributions, the other important contributions to
systemic risk are the change in the shape of the distribution and the rotation of the principal
axis of the equi-probability ellipsoid. In this paper I present three measures of systemic risk
for multivariate systems under stress which are associated to these three contributions. I
also introduce some other measures in the appendix and discuss their relations with the
previous.

This paper is organized as follows: in Section 2 to set the tone and introduce some im-
portant concepts, I briefly report about the CoVaR reasoning, adopting however a slightly
different perspective with respect to the original paper. Expressions for the conditional mul-
tivariate probabilities for the whole elliptical distribution family are obtained in Section 3
with a detailed discussions for the multivariate Normal and multivariate Student-t distribu-
tions. In Section 4 the effect of conditioning on the properties of elliptical distributions is
discussed and systemic risk measures and stress testing tools from these conditional proba-
bilities are introduced. In Section 5 I discuss an example concerning the study of systemic
impacts between industry sectors under stress from the analysis of equity returns in the US
market. Conclusions and perspectives are given in Section 6. Two sections in the Appendix
A introduce other measures of stress testing and systemic risk and discuss their relation
with the ones introduced in section 4.

2. Univariate measure of risk in terms of Value at Risk and Conditional Value
   at Risk

2.1. Value at Risk (VaR)

For continuous variables VaR(q) is the q-quantile of the loss distribution, meaning that
with probability q, losses will not exceed the value VaR(q). Specifically, for a random variable
X representing the losses, \( VaR_X(q) \) is defined by

\[
P(X \leq VaR_X(q)) = q.
\]  

(1)

When the random variable X belongs to the location scale family, then it has the property
that the distribution function of the scaled, shifted variable \( a + bX \) also belongs to the same
family. Therefore, I can arbitrary scale the variable while preserving the distribution and in particular I can always write the distribution with respect to the standard form:

\[ P(X \leq \text{VaR}_X(q)) = \Phi_X\left(\frac{\text{VaR}_X(q) - \mu_X}{\sigma_X}\right) = q, \quad (2) \]

where \( \mu_X \) is the location parameter, \( \sigma_X \) is the scale parameter and \( \Phi_X(\cdot) \) is the standard form of the cumulative distribution function associated with the statistics of the standardized variable. If the inverse of such cumulative distribution exists, then

\[ \frac{\text{VaR}_X(q) - \mu_X}{\sigma_X} = \Phi^{-1}_X(q). \quad (3) \]

and therefore I have a general expression for the \( \text{VaR}(q) \):

\[ \text{VaR}_X(q) = \mu_X + \Phi^{-1}_X(q)\sigma_X. \quad (4) \]

2.2. Conditional Value at Risk (CoVaR)

In [18, 19] a conditional version of the \( \text{VaR}_X(q) \) was proposed as a measure of impact of a variable on the risk of another. In analogy with the definition of \( \text{VaR} \) from Eq. 1, the conditional \( \text{VaR} \) is

\[ P(Y \leq \text{VaR}_{Y|X}(q)|X) = q. \quad (5) \]

Which is identical to the definition of \( \text{VaR}_X \) in Eq. 1 except that the probability is now a conditional probability. In analogy with Eq. 4, the conditional \( \text{VaR} \) is

\[ \text{VaR}_{Y|X}(q) = \mu_{Y|X} + \Phi^{-1}_{Y|X}(q)\sigma_{Y|X}. \quad (6) \]

where \( \Phi_{Y|X}(\cdot) \) is the standard form of the cumulative distribution function associated with the statistics of the standardized variable, it can be different from \( \Phi_X(\cdot) \) due to conditioning that can change the parameters of the distribution (for instance, this is the case for the Student-t, as we shall see). In [18, 19] the value of \( X \) is stressed at its \( \text{VaR} \) value \( X = \text{VaR}_X(q) \).

For the location scale family the conditional probability has the same form as the unconditional probability but with shifted location parameter and modified scale parameter. For the whole location scale family the location parameter under conditioning becomes:

\[ \mu_{Y|X} = \mu_Y + \rho_{X,Y} \frac{\sigma_Y}{\sigma_X} (x - \mu_X) \quad (7) \]
where $\rho_{X,Y}$ is the Pearson correlation coefficient between variable $X$ and variable $Y$. Note that this shifted location parameter $\mu_{Y|x}$ is the least squares linear regression of $Y$ given $X = x$.

The scale parameter change depends on the distribution. Let me here report explicitly for the case of the Normal and Student-t distributions.

2.3. Normal distribution

For the normal distribution the scale parameter becomes:

$$\sigma^2_{Y|X} = (1 - \rho^2_{X,Y}) \sigma^2_Y,$$

Eqs.7 and 8 can be quite straightforwardly retrieved with elementary algebra by completing the square in the expression of the joint distribution considering $X = x$ as a constant and shifting $Y$. Essentially, for the normal case the probability distribution shifts its location by the factor in Eq.7 and changes the scale by a factor $\sqrt{1 - \rho^2_{X,Y}}$. This also implies that any increase in the value at risk of the conditioned variable is only driven by the linear shift because the variance of $Y$ is reduced by the conditioning.

2.4. Student-t

In the case of Student-t distribution we have the same shift in the location parameter as in Eq.7. However, the degrees of freedom increase to $\nu + 1$ and the scale parameter changes to:

$$\sigma^2_{Y|x} = \frac{\nu + d^2_x}{\nu + 1} (1 - \rho^2_{X,Y}) \sigma^2_Y,$$

with $d^2_x = (x - \mu_x)^2/\sigma^2_X$. Contrary to the normal case, in the Student-t case the scale factor depends on the values of $X = x$. Therefore, the scale of the distribution of $Y|X = x$ around the shifted centre $\mu_{Y|x}$ can be smaller or larger than the scale of the unconditional $Y$. For instance, when the system is not stressed and $x = \mu_X$, then the conditional scale is smaller than the unconditional one. However, when the stress is deviating from the mean more than one standard deviation, then the conditional scale becomes larger than the unconditional. This has relevant consequences for any risk measure which can increase substantially beyond the linear shift of the conditional mean.

In this non-linear case, due to the dependence of $\sigma^2_{Y|x}$ from the values of $X = x$, the residual $Y - \mu_{Y|x}$ is not independent from $X$. However, its scaled counterpart $\frac{Y - \mu_{Y|x}}{\nu + d^2_x}$ is instead independent from $X$.

---

1Note that we consistently used lower case $x$ to indicate the value of the random variable $X$. Consistently,
3. Conditional probability for the elliptical family

Let us now extend the reasoning illustrated in the previous Section to a multivariate case with $X \in \mathbb{R}^{p \times 1}$ and $Y \in \mathbb{R}^{p' \times 1}$. I consider the case when the multivariate probability distribution of the random variables $Z = (X^T, Y^T)^T \in \mathbb{R}^{p \times 1}$ (with $p_Z = p_X + p_Y$) belongs to the elliptical family, which implies that the multivariate probability density function can be written as

$$f_Z(Z) = k|\Omega|^{-1/2} g(d_Z^2)$$  \hspace{1cm} (10)

where $g(\cdot)$ is a scalar function which is the standardized form of the distribution, its expression is independent from the location and scale parameters but dependent on dimension $p_Z$ and eventually on other parameters (such as the degrees of freedom $\nu$ in the Student-t case), $k$ is a constant that also can depend on these parameters. The quantity $d_Z^2$ is the scalar:

$$d_Z^2 = (Z - \mu_Z)^T \Omega^{-1} (Z - \mu_Z).$$  \hspace{1cm} (11)

which is the square Mahalanobis distance \[23\] when $\Omega$ is the covariance matrix, as in the case of the multivariate normal distributions, and it is its generalization in all other cases.

The multivariate normal has $g(d_Z^2) = \exp(-d_Z^2/2)$ and the multivariate Student-t has $g(d_Z^2) = (1 + d_Z^2/\nu)^{-(\nu+p_Z)/2}$ with $\nu$ the degrees of freedom. The matrix $\Omega \in \mathbb{R}^{p_Z \times p_Z}$ is a positive definite matrix, which is equal or proportional to the shape matrix and equal or proportional to the covariance matrix when it is defined. $\mu_Z \in \mathbb{R}^{p_Z \times 1}$ is the position of the centroid of the equi-probability elliptical surface and it is give by the vector of means or location parameters of the marginals. The symbol $|\cdot|$ indicates the determinant.

When the probability density function is defined, the multivariate conditional probability of $Y \in \mathbb{R}^{p' \times 1}$ given $X \in \mathbb{R}^{p \times 1}$ is defined through the Bayes formula

$$f_{Y|X}(Y) = \frac{f_{XY}(X, Y)}{f_X(X)}.$$  \hspace{1cm} (12)

When conditioning, one variable is fixed to some values, $X = x$, therefore $f_X(X = x)$ in the previous formula is a constant and consequently

$$f_{Y|X}(Y) \propto f_{XY}(X = x, Y) \propto g(d_Y^2|x + d_X^2).$$  \hspace{1cm} (13)

$d_Y^2$ is a number, whereas $d_X^2$ is instead a random variable.
with

\[ d^2_{Y|x} = (Y - \mu_{Y|x})^\top \Omega^{-1}_{YY|x} (Y - \mu_{Y|x}) \]  

(14)

and

\[ d^2_x = (x - \mu_x)^\top \Omega^{-1}_{xx} (x - \mu_x), \]  

(15)

with \( \Omega_{xx} \) assumed to be invertible. Note that for any given \( X = x \), the term \( d^2_x \) is a constant. The other terms are:

\[ \mu_{Y|x} = \mu_Y + \Omega_{YX} \Omega^{-1}_{XX} (x - \mu_X), \]  

(16)

are the vector of conditional centroids; and

\[ \Omega_{YY|x} = \Omega_{YY} - \Omega_{YX} \Omega^{-1}_{XX} \Omega_{XY}, \]  

(17)

which is the inverse of the Shur complement \( (\Omega^{-1})_{YY} \). The terms \( \Omega_{XX}, \Omega_{XY}, \Omega_{YY} \) and \( \Omega_{YX} \) are the block elements of the joint shape matrix \( \Omega \)

\[ \Omega = \begin{pmatrix} \Omega_{XX} & \Omega_{XY} \\ \Omega_{YX} & \Omega_{YY} \end{pmatrix}. \]  

(18)

Summarizing, the conditional probability density function (when is defined) for any probability of the elliptical family with \( f_Z = k |\Omega|^{-1/2} g(d^2_Z) \) is in the form:

\[ f_{Y|x}(Y) = \tilde{k} |\Omega_{YY|x}|^{-1/2} g(d^2_{Y|x} + d^2_x), \]  

(19)

with \( \tilde{k} \) a normalization constant that does not depend on \( Y \). The functional form of the conditional probability is therefore very similar to the form of the joint beside the additive constant \( d^2_x \) in the argument. It is clear that \( g(d^2_{Y|x} + d^2_x) \) can always be written as \( \tilde{g}(d^2_{Y|x}) \) and therefore this conditional probability density function is still a member of the elliptical distribution family. For all these conditional distributions, the expected values are

\[ \mathbb{E}[Y|X = x] = \mu_{Y|x}, \]  

(20)

and the shape matrix is equal or proportional to \( \Omega_{YY|x} = \Omega_{YY} - \Omega_{YX} \Omega^{-1}_{XX} \Omega_{XY} \). The coefficient of proportionality depends on the distribution and it can be affected by the constraining. For what concerns risk, the relevant factor is the relation between \( \Omega_{YY|x} \) and
the covariance (when defined). Indeed, it is the covariance which quantifies the fluctuations of the variables around the mean. Hereafter, I discuss in further details the cases for the multivariate normal and the multivariate Student-t distributions.

3.0.1. Conditional distribution for the multivariate normal

The multivariate normal case is particularly simple because the function

\[ g(d_Z^2) = \exp(-d_Z^2/2) \]  

is an exponential and therefore the additive constant term, \( d_x^2 \) introduces an irrelevant multiplicative constant in front, yielding to

\[ f_{Y|x}(Y) = \tilde{k} |\Omega_{YY|x}|^{-1/2} \exp(-d_{Y|x}^2/2) \]  

which is a multivariate normal with expectation values \( \mu_{Y|x} \) and conditional covariance

\[ \Sigma_{YY|x}^{nor} = \Omega_{YY|x}. \]  

Notably, the conditional covariance is different from the unconditional, it is shaped by the correlations between the conditioning and conditioned variables but it does not depend on the value of the conditioning variable \( X = x \).

3.0.2. Conditional distribution for the multivariate Student-t

For the multivariate Student-t case we have

\[ g(d_Z^2) = (1 + (d_Y^2 + d_Z^2)/\nu)^{-\nu+p_Z/2}. \]  

The additive constant term in the conditional probability \( (1 + (d_Y^2 + d_Z^2)/\nu)^{-\nu+p_Z/2} \) can be handled so to keep the formula in the same form as Eq\.[24] obtaining through simple algebra

\[ f_{Y|x}(Y) = \tilde{k} |\Omega_{YY|x}|^{-1/2} \left( 1 + \frac{d_{Y|x}^2}{\nu_{Y|x}} \right)^{-\nu_{Y|x}+p_Y/2}. \]  

where \( \nu_{Y|x} = \nu + p_X \) which depends on the dimension of \( X \) but not its values. This is clearly still a multivariate Student-t with expectation values \( \mu_{Y|x} \) and shape matrix

\[ \Omega_{YY|x}^{St.t} = \frac{\nu + d_x^2}{\nu + p_X} \Omega_{YY|x}. \]
When defined, the conditional covariance is

\[
\Sigma_{YY|x}^{St.t} = \frac{\nu + d_x^2}{\nu + p_x - 2} \Omega_{YY|x}. \quad (27)
\]

therefore the covariance in the Student-t case is proportional to the conditional covariance of the multivariate normal distribution, however the extra coefficient in front is now dependent on the values of the conditioning variable \(x\).

There are two considerations that need to be made here. First, one can note that the degrees of freedom becomes \(\nu_{Y|X} = \nu + p_x\), which, from a systemic perspective, when \(p_x\) is large, means that the degrees of freedom becomes large and the conditional Student-t becomes closer to a multivariate normal. This effect reduces the probability of large deviations from the mean of the conditioned variable. Second, the term \(d_x^2\) has expected value \(E[d_x^2] = p_x\) and it can vary in the range \([0, \infty)\); it can therefore have a very large impact on the conditional probability distribution and it can increase the probability of large deviations from the mean of the conditioned variable.

Finally, let me note that, analogously to the Student-t bivariate case, and differently from normal modeling, the residuals \(Y - \mu_{Y|x}\) are not independent from \(X\), however the scaled quantity \(\hat{Y} = \frac{\nu + p_x}{\nu + d_x^2}(Y - \mu_{Y|x})\) is instead independent from \(X\).

4. Risk and stress measures for the multivariate elliptical family distributions

Let me now discuss some specific effects of conditioning on the properties of multivariate elliptical family distributions focusing on the few that, in my opinion, have the greatest relevance for the quantification of systemic risk and for stress testing. First, let me provide an intuitive vision of a multivariate distribution from the elliptical family from a geometrical perspective. The general expression \(f_Z(Z) = k|\Omega|^{-1/2}g(d_z^2)\) in Eq.10 indicates that for the whole family the value of the probability density at any given point in space is determined by the generalized Mahalanobis distance: two observations at the same Mahalanobis distance have the same probability density value. From Eq.11 one observes that the equation for the equi-probability region at constant Mahalanobis distance \(d_z^2 = \text{const.}\) corresponds to an ellipsoidal surface in a \(p_Y\)-dimensional space. Finally, from Eq.19 one observes that conditioning to \(X = x\) provokes a shift of the barycentre of the ellipsoid \(d_Y^2 = \text{const.}\) by a vector \(\Lambda_{Y|x}\), it rotates the most elongated axis by an angle \(\Theta_{X\to Y}\) and it changes the length of such axis from \(\hat{\lambda}_Y^{1/2}\) to \(\hat{\lambda}_{Y|X}^{1/2}\). Figure 1 depicts such effect in a schematic way.

Let me now associate these major changes in the conditional probability density function
4.1. Shift of the centroid

For the whole elliptical distribution family, the conditioning of a set of variables $\mathbf{Y}$ to another set of variables $\mathbf{X}$ produces as effect a shift in the position of the centroid of the probability distribution of the $\mathbf{Y}$ variables by the vector (see Eq 16 and Fig 1)

$$\Lambda_{\mathbf{Y}|\mathbf{x}} = \mu_{\mathbf{Y}|\mathbf{x}} - \mu_{\mathbf{Y}} = \Omega_{\mathbf{Y}\mathbf{X}}\Omega_{\mathbf{XX}}^{-1}(\mathbf{x} - \mu_{\mathbf{X}}).$$  \hfill (28)

It must be noted that, analogously to the uni-dimensional case, also in this case the shift in the locations coincide with the multilinear regression of $\mathbf{Y}$ with respect to $\mathbf{X} = \mathbf{x}$.

As simple measure for stress test, I here propose to use the average extra losses on the subset $\mathbf{Y}$ provoked by extreme losses on the subset $\mathbf{X}$. This is in analogy with the reasoning beyond the CoVaR approach [18], the idea is to stress the set of variables $\mathbf{X}$ to some extent.
and then measure the losses caused in the $Y$ set. This is:

$$L^q_{X \rightarrow Y} = \frac{1}{p_Y} 1_Y^\top \Omega_{YX} \Omega_{XX}^{-1} \text{VaR}_X^q,$$

(29)

where $\text{VaR}_X^q \in \mathbb{R}^{p_X \times 1}$ is the vector of losses in $X$ at value at risk $q$ and $1_Y \in \mathbb{R}^{p_Y \times 1}$ is a column vector of ones.

Let me argue that, from a risk perspective this shift is the important factor because conditioning always reduces uncertainty. This is discussed in the next session.

4.2. Reduction of uncertainty

Uncertainty associated with a set of variables $Z$ can be quantified in terms of the Shannon entropy:

$$H(Z) = -\mathbb{E}_Z[\log f_Z(Z)].$$

(30)

With analogous definitions for $X$ and $Y$. The larger the entropy the greater is the uncertainty on the variables. When the scale matrices are invertible, the explicit expressions for the elliptical family are [24]:

$$H(Z) = \frac{1}{2} \log(\|\Omega_{ZZ}\|) + H_{Z_0}$$

$$H(X) = \frac{1}{2} \log(\|\Omega_{XX}\|) + H_{X_0}$$

$$H(Y) = \frac{1}{2} \log(\|\Omega_{YY}\|) + H_{Y_0},$$

(31)

where $H_{Z_0}$, $H_{X_0}$, $H_{Y_0}$ are the entropies associated with the standardized random vector with zero expected values and the identity as shape matrix. These quantities are therefore independent from the location vectors and the shape matrices. The effect on uncertainty of $Y$ caused by the conditioning to $X$ can be quantified from the difference between the entropy of the unconditioned set of variables, $H(Y)$ and the conditioned one $H(Y|X)$. It should be noted that $H(Y|X) = H(X, Y) - H(X)$ and therefore the difference is

$$H(Y) - H(Y|X) = H(X) + H(Y) - H(X, Y) = I(X; Y)$$

(32)

which is the mutual information [24]. The mutual information $I(X; Y)$ is a non-negative quantity which is equal to zero when the two variables are independent. This tells us that conditioning always reduces uncertainty on the conditioned variable except in the case when the two sets are independent. From the previous expressions in Eq 31 the mutual information is

$$I(X; Y) = \frac{1}{2} \log(\frac{\|\Omega_{XX}\|\|\Omega_{YY}\|}{\|\Omega_{ZZ}\|}) + \text{const.},$$

(33)
where the constant does not depend on the location vectors or the shape matrices. In the present context, the mutual information is interpreted as a measure of reduction of uncertainty on the variable $Y$ deriving from constraining $X$ at some stressing value. Such a reduction is not dependent on the value of variable $X$. This measure must be interpreted in combination with the previous. A larger mutual information means a greater reduction in uncertainty deriving from constraining but not necessarily a reduction in risk which is mainly carried by the shift of the centroid. Furthermore, as we shall see shortly in the next subsection, that even if uncertainty is always reduced by constraining, variability might increase instead when non-normal models are considered.

Let me note that the conditional entropy $H(Y|X)$ is the entropy associated with the shifted and scaled variable $\bar{Y} = \frac{1}{\nu + \sigma_x^2}(Y - \mu_{Y|x})$. It is not dependent on the values of $X = x$ and it is not given by $-\mathbb{E}_{Y|X}[\log f_{Y|x}(Y)]$ which is instead a function of $x$.

In terms of risk and stress testing, we have two opposite factors. The more two parts of the system are dependent, the larger will be the effect of one part on the shift of the centroid of the other part. This implies an increase in risk. However, the same large dependency between the variables cause a large reduction in uncertainty under conditioning. Therefore, one has two competing mechanisms: risk increases with dependency due to the shift of the centroid but it decreases with dependency due to the reduction in uncertainty.

4.3. Rotation of the principal axis

The eigenvector $\hat{u}_{Y|X}$ associated with the largest eigenvalue of the conditional covariance is not the same as the eigenvector $\hat{u}_Y$ associate with the largest eigenvalue of the to the unconditional covariance. They are respectively the eigenvectors of $\Omega_{YY|X}$ and $\Omega_{YY}$. They are both unitary in module and therefore the change is a rotation by the angle:

$$\Theta_{X \to Y} = \arccos(\hat{u}_Y^\top \hat{u}_{Y|X}).$$

This rotation of the axis of largest elongation of the equi-probility elliptical surface provides information on relative increase or decrease of risk associated with each variable. Under stress, some variables might take larger weights than in normal unstressed situations highlighting systemic fragility. The larger the rotation the larger is the disruptive effect of conditioning on the variables. I therefore propose that this angle is a simple measure of systemic effect of the stress. Such effect is not directly a measure of risk because this will depend on the assets in the investors’ portfolios. However it implies a change in the market conditions and must be taken into account for risk management purposes.
These eigenvectors are the same for the whole family of elliptical distributions. Indeed, the whole family share the same shape matrices that might differ only by a scalar factor. Therefore, this is also a general measure of risk independent from modeling details. Note that they do not depend on the values of the stressing variables.

There are many other possible measures of the effect of conditioning on the statistical properties of the system. Some of them are mentioned in Appendix A. Specifically, one can look at the change in the size of the axis (Appendix A.1); at the change in the variance of an arbitrary portfolio (Appendix A.1) and; at the change in total variance (Appendix A.3). All these measures are not independent and indeed most of them align with the mutual information measure.

Figure 2: $L_{X \rightarrow Y}^{0.95}$: average losses in a sector as consequence of conditioning another sector. The color map corresponds to the average amount of losses (negative log-returns) on the sector reported on the columns (conditioned variables) caused by stressing at 95% VaR the sector reported on the rows (conditioning variables).
5. Stress testing experiment with US equity market

To provide an example of stress testing I collected data for 623 equities continuously traded on the US market between 01/02/1999 and 07/04/2020 for a total of 5329 trading days. I computed the log-returns of daily prices and performed the analysis as described in the previous sessions. In particular, I computed the centroid shift $\Lambda_{Y|X}$ caused on the losses in an industry sector by stressing the losses at 95% VaR on another industry sector $X$ with the VaR computed empirically from the historic data.

Results for $L_{X \rightarrow Y}^{0.95}$ are reported in Fig. 2 where the columns report in color map the average amount of losses in the relative sector caused by stressing the sectors reported on rows. For instance, for the technology industry sector I measure 22% average losses on oil and gas caused by stressing the basic materials industry sector. Whereas, in the other direction, stressing on oil and gas causes only 7% losses on basic materials. Note that this is not the CoVaR, it is the mean that is moved by this quantity. A shift of 22% of the mean...
indicates that without any endogenous stress, the exogenous stress propagating from the basic materials sector moves already considerably the losses in the oil and gas sector from close to zero to 0.22. It is evident from this example that the effects of a sector on another are not symmetrical. It is also noticeable that telecommunications and utilities are little influenced by stress on other sectors whereas oil and gas, healthcare and technology are much more influenced.

I computed also the effect of each industry sector on the rest of the market and vice-versa. The results are reported in Fig. 3. One can note that, oil and gas, healthcare and technology sectors are the most impacted by stressing the rest of the market while consumer (goods and services), financials and industrials are the sectors that impact most the whole market.

Let me note that, in some analogy with the CoVaR approach, I stressed the variables set $X$ at their 95% VaR. However, this is relatively arbitrary way to set stressed values. I verified that other levels of VaR give similar results, for instance stressing the more extreme 99% VaR produces very similar outcomes though with roughly doubled values of average losses. Another possibility is to stress with a uniform stress of, for instance, all equal to 1 (the number itself is irrelevant because the results scale linearly with it). Results in this case are consistent with the previous but quantitatively quite different. It is beyond the purpose of the present work to investigate which kind of stressing is the most adequate and, most likely, this depends on the purpose of the stress testing exercise.

As discussed in the previous section, while losses are induced by the shift of the centroid, uncertainty is instead reduced by conditioning and endogenous losses under conditioning are lower than expected in the unconstrained case. The effect of uncertainty reduction and consequent of conditioning is illustrated in Fig. 4 where the values of the mutual informations, $I(X; Y)$, are reported for the various industry sectors. Note that, in this case, the matrix is symmetric and the results do not depend on the values of $X$ and its level of stress. Interestingly, the map is quite different from the one for the stress propagation in Fig. 2. Note, for instance, that telecommunications and utilities have large levels of mutual information while had small induced losses. This is confirmed by looking at correlations between the values of the two measures $Λ_{Y|X}$ and $I(X; Y)$ across all the cross-sectors which does not reveal overall significant overlapping patterns.

The angle of rotation of the principal axis, $Θ_{X→Y}$, is reported in Fig. 5. I note that the effect of conditioning a sector over the other sectors can be quite severe on the change in direction of the principal axis. I observe, for instance, that the industrial sector is highly
affected by stressing and technology and consumer services tend to strongly affect a number of other sectors. Telecommunications is the least influencing while, contrary to the results for $L_{X \rightarrow Y}^{0.95}$, under this measure, oil and gas is the least influenced. These rotations are not directly a measure of losses, they indicate systemic effects of a sector onto another sector measuring the change in relevance of the contribution of some variables towards the principal axis of variability. By looking at the relation with the previous measures I observe that this measure has small overlaps with $L_{X \rightarrow Y}^{0.95}$ with no significant correlation, while instead it reflects well the mutual information with a strong negative correlation around 70%.

6. Conclusions

The effects of stress testing a multivariate system of interacting variables are described by the conditional probability distribution where all statistical properties of the stressed variables can be expressed as function of the values of the stressing variables. In this work I have shown that for the vast class of multivariate models described by elliptical distributions, the conditional probability density function is strictly linked to the original unconditional
Figure 5: Angles of rotation, $\Theta_{X \rightarrow Y}$, of the principal axes as consequence of conditioning (degrees). The rows are the conditioning variables and the columns the conditioned ones.

probability. I pointed at three main effects of conditioning affecting the elliptical equi-probability surface: 1. shift in the centroid; 2. rotation of the axis and; 3. elongation of the axis. I have introduced three measures that quantitatively captures these three effects. I have argued that the shift in the centroid is the primary cause of stress and loss propagation showing that in general the uncertainty on the conditioned variables is reduced by conditioning. Specifically, for multivariate normal modeling the shift is the centroid is the only possible source of extra losses induced by stressing part of the system. Instead, for Student-t there could potentially be other amplification effects. The centroid shift coincides with the multivariate linear regression factor and therefore strongly dependent variables propagate stress more strongly than weakly dependent ones. However, the opposite is instead true for what concerns uncertainty and endogenous losses: the larger is the dependency and the smaller is the residual uncertainty on the constrained variables.

Application to an example of equity returns shows meaningful outcomes. The three measures reveal consistent but different mutual effects between industry sectors.
The proposed risk measures are quite intuitive and easy to implement. The elliptical distribution family includes the multivariate Student-t distributions that are quite realistic models for risk in financial systems. The practical limitation of this approach is the estimate of the parameters of the multivariate distribution and in particular the shape matrix $\Omega$ which comprises $p(p-1)/2$ parameters and therefore requires a large number of consistent observations to be properly estimated. However, this limitation can be dealt with by using recently developed techniques that allow $L_0$ topological regularization using network filtering techniques [25] which overcome the curse of dimensionality problem. Stress testing using specific market states can be performed by using the clustering method presented in [26] which also overcome non-stationarity issues.
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Appendix A. Other measures for systemic risk and stress testing

There are several possible measures that can be used to capture systemic risk and the effects of stress in multivariate systems.

Appendix A.1. Change in principal axis size

Together with the rotation discussed in the subsection 4.3 the principal axis also change in size. The length of the largest axis is the square root of the largest eigenvalues of the unconditional and conditional covariance matrices, which I denote $\hat{\lambda}_Y$, $\hat{\lambda}_{Y|X}$ respectively.

A simple measure is the relative change in value for the constrained variables with respect the unconstrained one:

$$\Delta_{X \rightarrow Y} = \frac{\hat{\lambda}_Y - \hat{\lambda}_{Y|X}}{\hat{\lambda}_Y}.$$ (A.1)

The largest eigenvalue is associated with the most elongated principal axis of the shape matrix and it is proportional to the variance of the linear combination $\hat{Y} = \hat{u}^\top Y$: the portfolio of the ‘riskiest’ component.

These are the eigenvalues of the covariance matrix, they are directly proportional to the eigenvalues of the shape matrix. The coefficients of proportionality depend on the kind of
elliptical distribution assumed in the model. For the multivariate normal distribution the covariance and shape matrices coincide whereas for the Student-t the constant of proportionality is $\frac{\nu + d_X^2}{\nu + p_X - 2}$ (see Eq.27).

We shall see later, with real data experiments, that the size of the principal axis shrinks under conditioning. This is intuitive because, as pointed out in section 4.2, uncertainty decreases under conditioning.

Appendix A.2. Change in the variance of an arbitrary portfolio

For risk and stress testing purposes the relevant measure is the likelihood of losses for a given set of assets in a portfolio. Of course, this quantity depends on the portfolio weights and indeed the main task in risk management is to optimize the choice of such weights. The average losses are simply related to the shift in the centroid. For a given portfolio $\tilde{Y} = w^\top Y$, the average losses caused by a conditioning to $X = x$ are: $w^\top \Lambda_{Y|X}$. This is universal for the whole elliptical family distribution. Conversely, the changes of the variance of the portfolio is not general and it depends on the kind of elliptical distribution one considers. Indeed, generally speaking, for the elliptical family distribution the likelihood of large variations is directly related to the covariance and the covariance is proportional to the shape matrix with a proportionality constant that depends on the kind of distribution.

The variance of any conditioned linear combination of variables $\tilde{Y} = w^\top Y$ is:

$$\sigma_{\tilde{Y}|X}^2 = \beta_x \left( \sigma_{\tilde{Y}}^2 - w^\top \Omega_{Y|X} \Omega_{XX}^{-1} \Omega_{XY} w \right). \tag{A.2}$$

where $w^\top \Omega_{Y|X} \Omega_{XX}^{-1} \Omega_{XY} w \geq 0$ for any $w$ and

$$\beta_x = \begin{cases} 1 & \text{Normal case;} \\ \frac{\nu + d_X^2}{\nu + p_X - 2} & \text{Student-t case.} \end{cases} \tag{A.3}$$

Therefore, for the multivariate normal case this variability measure is always reduced by conditioning. Conversely, this is not the case for the Student-t where the multiplicative factor $\beta_x$ can increase variability. This factor multiplies the shape matrix (see Eq.27) and therefore it affects all risk measures associated with the covariance. Let me note that, when the variables $X$ are set at their expected values $x = \mu_X$, then $d_X^2 = 0$. This is a ‘zero stress’ condition and the factor is smaller than one. However, $E(d_X^2) = p_X$ and one expects $d_X^2 > p_X$ when the stress level is above the mean. In general, the distance $d_x$ measures how distant a datapoint is from the equi-probability elliptical surface which contains the body
of the elliptical distribution. Any stressing variable is meant to have values outside such an envelop. We can see from Eq.19 that \( d_x^2 \) plays a very important role as an additive factor to the generalized Mahalanobis distance in the expression for the conditional probability density for the whole elliptical family. We have seen that the effect of this term is different for each specific distribution and, in the Student-t case, it lead to the multiplicative factor \( \beta_x = \frac{\nu + d_x^2}{\nu + p_X - 2} \). The multivariate nature of the problem makes very hard to identify a simple scalar measure of stress impact in this context. I argue that, in general the relative value of \( d_x^2 \) with respect to \( p_X = \) is a good measure of extra risk factor in non-normal modeling. Therefore, I propose the following measure:

\[
B_X = \frac{d_x^2}{p_X}, \tag{A.4}
\]

where, in some analogy with the CoVar approach I propose to assign to \( d_x^2 \) the value of the top \( q \)-quantile of the \( d_x^2 \) distribution. Values of \( \Delta_X \) significantly larger than one are expected to significantly increase the effect of conditioning on risk in the Student-t case and in general when the system does not follow multivariate normal statistics. This factor depends only on the stressing variables \( X \) and quantify the relative impact of subset of variables on the other.

**Appendix A.3. Total variance change**

The total variance is defined as the determinant of the covariance matrix and it is a global measure of variability; it quantifies the overall occupied volume in the probability phase space. The change in the total variance as consequence of conditioning is a measure of change in global variability. Such a change depends on the modeling. Specifically:

\[
|\Sigma_{YY}|_X = \begin{cases} 
|\Omega_{YY}|_X & \text{Normal case;} \\
\left(\frac{\nu + p_X}{\nu + p_X - 2}\right)^\nu |\Omega_{YY}|_X & \text{Student-t case.}
\end{cases} \tag{A.5}
\]

Constraining always reduces the determinant and therefore:

\[
|\Omega_{YY}|_X \leq |\Omega_{YY}|. \tag{A.6}
\]

However, for Student-t multivariate modeling the total variance could in principle increase as consequence of the factor in front. Indeed, when \( d_x^2 > p_X - 2 \), the total variance of \( Y|X \) can increase with respect to the total variance of \( Y \), it will instead devrease when
\[ d_x^2 < p_X - 2. \] The presence of \( p_Y \) at the exponent in the Student-t case makes the effect of the multiplicative factor much stronger for large \( p_Y \).

**Appendix B. Experiment results on the other stress measures**

**Appendix B.1. Change in the eigenvectors’ length**

The change in the length of the principal axis, \( \Delta_{X \rightarrow Y} \) (Eq. A.1), is reported in Fig. B.6. This measure is significantly correlated with the mutual information with about negative 60% correlation across sectors. The negative correlation indicates that larger dependency has as a consequence smaller variability.

![Max eigenvalue change](image)

Figure B.6: Change in the length of the principal axis, \( \Delta_{X \rightarrow Y} \)

**Appendix B.2. Effect of \( d_{x^2} \) term**

The effect of \( d_{x^2} \) (Eq. A.4) is reported in Fig. B.7. It results that \( d_{x^2} < p_X \) for all sectors with the largest effect is from the Telecommunication sector. This means that for this example also for the Student-t case stressing a sector always reduces the variability on
the other sectors. This is quite remarkable, given that $X$ are stressed at their 95% VaR, but indeed it turns out that values of $d_{X_i^*} > p_X$ are recorded only for stresses above the 99% quantile. Note that the values reported are computed using the covariance and therefore are the coefficients for the multivariate normal case. For the multivariate Student-t case they will be further reduced by a factor $(\nu - 2)/\nu$.

![Mahalanobis impact factor](image)

**Figure B.7**: Value of $d_{X_i^*}/p_X$ (for the multivariate Normal case) for $q = 95%$.

### References

[1] Kai Wang Fang. *Symmetric multivariate and related distributions*. CRC Press, 2018.

[2] Zachary Feinstein, Birgit Rudloff, and Stefan Weber. Measures of systemic risk. *SIAM Journal on Financial Mathematics*, 8(1):672–708, 2017.

[3] Viral V Acharya, Lasse H Pedersen, Thomas Philippon, and Matthew Richardson. Measuring systemic risk. *The Review of Financial Studies*, 30(1):2–47, 2017.

[4] Franklin Allen and Douglas Gale. Financial contagion. *Journal of political economy*, 108(1):1–33, 2000.

[5] Annika Birch and Tomaso Aste. Systemic losses due to counterparty risk in a stylized banking system. *Journal of Statistical Physics*, 156(5):998–1024, 2014.
[6] Fabio Caccioli, Paolo Barucca, and Teruyoshi Kobayashi. Network models of financial systemic risk: a review. *Journal of Computational Social Science*, 1(1):81–114, 2018.

[7] Sachapon Tungsong, Fabio Caccioli, and Tomaso Aste. Relation between regional uncertainty spillovers in the global banking system. *arXiv preprint arXiv:1702.05944*, 2017.

[8] Francesca Biagini, Jean-Pierre Fouque, Marco Frittelli, and Thilo Meyer-Brandis. A unified approach to systemic risk measures via acceptance sets. *Mathematical Finance*, 29(1):329–367, 2019.

[9] Monica Billio, Mila Getmansky, Andrew W Lo, and Loriana Pelizzon. Econometric measures of connectedness and systemic risk in the finance and insurance sectors. *Journal of financial economics*, 104(3):535–559, 2012.

[10] Gang Kou, Xiangrui Chao, Yi Peng, Fawaz E Alsaadi, and Enrique Herrera-Viedma. Machine learning methods for systemic risk analysis in financial sectors. *Technological and Economic Development of Economy*, 25(5):716–742, 2019.

[11] Nikola A Tarashev, Claudio EV Borio, and Kostas Tsatsaronis. The systemic importance of financial institutions. *BIS Quarterly Review, September*, 2009.

[12] Carol Alexander and Elizabeth Sheedy. Developing a stress testing framework based on market risk models. *Journal of Banking & Finance*, 32(10):2220–2236, 2008.

[13] Younes Bensalah et al. *Steps in applying extreme value theory to finance: a review*. Citeseer, 2000.

[14] Olivier de Bandt, Catherine Bruneau, and Widad El Amri. Stress testing and corporate finance. *Journal of Financial Stability*, 4(3):258–274, 2008.

[15] Francois M Longin. From value at risk to stress testing: The extreme value approach. *Journal of Banking & Finance*, 24(7):1097–1130, 2000.

[16] Matt Pritsker. An overview of regulatory stress-testing and steps to improve it. *Global Finance Journal*, 39(C):39–43, 2019.

[17] Riccardo Rebonato. Coherent stress testing, 2010.

[18] Tobias Adrian and Markus K Brunnermeier. Covar. Technical report, National Bureau of Economic Research, 2011.

[19] Tobias Adrian and Markus K Brunnermeier. Covar. *American Economic Review*, 106:1705–41., 2016.

[20] Francis Galton. *Natural inheritance*. Macmillan and Company, 1894.

[21] Karl Pearson. Vii. mathematical contributions to the theory of evolution.—iii. regression, heredity, and panmixia. *Philosophical Transactions of the Royal Society of London. Series A, containing papers of a mathematical or physical character*, (187):253–318, 1896.

[22] ES Pearson. Mathematical statistics and data analysis, 1938.

[23] Mahalanobis Prasanta Chandra et al. On the generalised distance in statistics. In *Proceedings of the National Institute of Sciences of India*, volume 2, pages 49–55, 1936.

[24] Reinaldo B Arellano-Valle, Javier E Contreras-Reyes, and Marc G Genton. Shannon entropy and mutual information for multivariate skew-elliptical distributions. *Scandinavian Journal of Statistics*, 40(1):42–62, 2013.

[25] Wolfram Barfuss, Guido Previde Massara, Tiziana Di Matteo, and Tomaso Aste. Parsimonious modeling with information filtering networks. *Physical Review E*, 94(6):062306, 2016.

[26] Pier Francesco Procacci and Tomaso Aste. Forecasting market states. *Quantitative Finance*, 19(9):1491–1498, 2019.