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Abstract
Non-negative matrix factorization (NMF) is a knowledge discovery method that is used in many fields. Variational inference and Gibbs sampling methods for it are also well-known. However, the variational approximation error has not been clarified yet, because NMF is not statistically regular and the prior distribution used in variational Bayesian NMF (VBNMF) has zero or divergence points. In this paper, using algebraic geometrical methods, we theoretically analyze the difference in negative log evidence (a.k.a. free energy) between VBNMF and Bayesian NMF, i.e., the Kullback-Leibler divergence between the variational posterior and the true posterior. We derive an upper bound for the learning coefficient (a.k.a. the real log canonical threshold) in Bayesian NMF. By using the upper bound, we find a lower bound for the approximation error, asymptotically. The result quantitatively shows how well the VBNMF algorithm can approximate Bayesian NMF; the lower bound depends on the hyperparameters and the true non-negative rank. A numerical experiment demonstrates the theoretical result.
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1. Introduction

1.1. Algorithms for Non-negative Matrix Factorization
Non-negative matrix factorization (NMF) \cite{1, 2} has been applied to text mining \cite{3}, signal processing \cite{4}, bioinformatics \cite{5}, consumer analysis \cite{6}, and recommender systems \cite{7}. NMF experiments discover knowledge and use it to make predictions about the future in the real world; however, the method suffers from many local minima and seldom reaches the global minimum. Also, the results of numerical experiments have strongly depended on the initial values; a rigorous method has not yet been established.

To resolve these difficulties, Bayesian inference has been established for NMF \cite{2}. It uses, as a numerical calculation of the Bayesian posterior distribution, the Gibbs sampling method, which
is a kind of Markov chain Monte Carlo method (MCMC). Bayesian NMF is more robust than the usual recursive methods of NMF, because it numerically expresses the posterior distribution; the parameters are subject to a probability distribution, and that makes it possible to determine the degree of fluctuation of the learning/inference result. As described later, the Bayesian method generally has higher estimation accuracy than maximum likelihood estimation and maximum posterior estimation if the model has a hierarchical structure or hidden variables, like in NMF.

On the other hand, a variational Bayesian algorithm (VB) for NMF has also been established \(^2\), inspired by the mean-field approximation. The variational Bayesian NMF algorithm (VBNNMF) is also more numerically stable than the usual recursive algorithms, since VB approximates the Bayesian posterior distribution. Moreover, VBNMF is faster to compute than the usual Bayesian inference such as MCMC. However, its free energy (called the variational free energy) is larger than the Bayesian free energy, since VB raises the evidence lower bound (ELBO), but it is not the true model evidence. Note that the marginal likelihood is also called the model evidence, and the negative log ELBO is equal to the variational free energy. From the above, it is important to clarify the approximation error of variational inference for not only theoretical reasons but also practical ones.

1.2. Learning Theory of Bayesian and Variational Inference

A statistical model is called regular if a function from a parameter set to a probability density function set is one-to-one and if the likelihood function can be approximated by a Gaussian function. It has been proven that if a statistical model is regular and if a true distribution is realizable by a statistical model, then the generalization error is asymptotically equal to \(d/(2n)\), where \(d\), \(n\), and the generalization error are the dimension of the parameter, the sample size, and the expected Kullback-Leibler (KL) divergence of the true distribution and the estimated learning machine, respectively \(^8\). Moreover, let \(S_n\) be the empirical entropy; then, the negative log marginal likelihood or the free energy asymptotically behaves as \(nS_n + (d/2) \log n + O_p(1)\) \(^9\). However, the statistical model used in NMF is not regular, because the map from a parameter to a probability density function is not injective. As a result, its generalization error and free energy are still unknown.

There are many non-regular statistical models in machine learning, for example, reduced rank regressions, normal mixture models, neural networks, hidden Markov models, and Boltzmann machines. From a theoretical point of view, the free energy and the generalization error of a non-regular learning machine in Bayesian learning have been proved to be asymptotically equal to \(nS_n + \lambda \log n\) and \(\lambda/n\), respectively, where \(\lambda\) is the real log canonical threshold (RLCT) \(^11\). Moreover, in non-regular cases, \(\lambda < d/2\) holds, and \(\lambda\) is also much less than the learning coefficients of maximum likelihood/posterior methods \(^8\). The RLCTs for several learning machines have been studied. In fact, normal mixture models \(^13\), reduced rank regressions \(^14\), naive Bayesian networks \(^15\), hidden Markov models \(^16\), Markov models \(^17\), Gaussian latent tree and forest models \(^18\), NMF \(^19\), \(20\), and latent Dirichlet allocation \(^21\) have been studied by using resolution of singularities. A setting method for the temperature parameter of the replica Monte Carlo by using RLCTs has been studied \(^22\). Moreover, a statistical model selection method \(sBIC\) using RLCTs has been proposed \(^23\).

On the other hand, for several statistical models, it was proved that the variational free energy asymptotically equals \(nS_n + \lambda_{vb} \log n + O_p(1)\), where \(\lambda_{vb}\) is a learning coefficient depending on the model; examples include normal mixture models \(^24\), reduced rank regression \(^25\), hidden Markov models \(^26\), and NMF \(^27\). In general, the learning coefficient of VB may not be equal to the RLCT, but becomes an upper bound of it: \(\lambda_{vb} \geq \lambda\), since the variational free energy is larger than the free energy even if the sample size diverges to infinity. Unfortunately, the variational generalization error is not asymptotically equal to \(\lambda_{vb}/n\). Moreover, variational inference seeks the mode of the true posterior, and variational posterior distributions tend to concentrate in a fraction of the true posterior distributions. One might say that a variational posterior distribution is equivalent to a posterior distribution; however, for these reasons, variational inference is only an approximation of Bayesian inference and is not equivalent. As far as we know, there has been no
direct theoretical comparison between them, except for [28]. The difference between VB and the local variational approximation, which is an approximation of VB, has been studied theoretically [29], but there have been few theoretical comparisons of Bayesian inference and VB.

VBNMF has been devised [2], and the exact learning coefficient of VBNMF has been derived [27]. Nevertheless, the variational approximation error has not been found yet because the RLCT of NMF is still unknown. An upper bound of the RLCT of NMF has been proved if the prior distribution is a strictly and entirely positive bounded analytic function on the domain [19, 20]. Moreover, if the non-negative restriction is not assumed in the matrix factorization, the exact value of the RLCT is equal to that of the reduced rank regression models [14]. However, the RLCT is still unknown in the case that the prior is a gamma distribution, which may be zero or infinite.

1.3. Rest of the Paper

In this paper, we theoretically give a lower bound for the KL divergence between the variational posterior and true posterior in NMF. Let $\psi$ be the true posterior and $\psi_{vb}$ be the variational posterior. The KL divergence $\text{KL}(\psi_{vb} \parallel \psi)$ is equal to $F_n - F_n \approx (\lambda_{vb} - \lambda) \log n$. Hence, we theoretically derive a lower bound of the learning coefficient difference $\lambda_{vb} - \lambda$ in NMF, by which we can find a lower bound of the approximation error of VBNMF for Bayesian NMF; in this way, we can show how different the variational posterior is from the true posterior.

The rest of this paper is organized as follows. In the second section, we briefly explain Bayesian inference and the VB algorithm. In the third section, we present the Main Theorems and sketches of their proofs. In the fourth section, we discuss the results from theoretical application points of view and carry out numerical experiments aimed at verifying the numeric behavior of the Main Theorems. The fifth section concludes this paper. Rigorous proofs of the lemmas and theorems are in the appendices.

2. Inference Frameworks

In this section, we explain the framework of Bayesian inference and the VB algorithm.

2.1. Framework of Bayesian Inference

First, we will briefly explain the general theory of Bayesian inference.

Let $q(x)$ and $p(x|w)$ be probability density functions on a finite-dimensional real Euclidean space, where $w$ is a parameter; $w$ is an element of a compact subset of a finite-dimensional real Euclidean space. In learning theory, $q(x)$ and $p(x|w)$ represent a true distribution and a learning machine with $w$ respectively. A probability density function on a set of parameters $\phi(w)$ is called a prior. Usually, the prior has a parameter $\phi$ that is called a hyperparameter. Let $X^n = (X_1, X_2, ..., X_n)$ be a set of random variables that are independently subject to $q(x)$, where $n$ and $X^n$ are referred to as the sample size and training data, respectively. The posterior of $w$ is defined by

$$
\psi(w|X^n) = \frac{1}{Z_n} \varphi(w) \prod_{i=1}^{n} p(X_i|w) dw,
$$

where $Z_n$ is the normalizing constant that is determined by the condition $\int \psi(w|X^n) = 1$. This constant $Z_n$ is called the marginal likelihood, evidence, or partition function, and it is also the probability density function of the training data: $Z_n = Z_n(X^n)$. The Bayesian predictive distribution is defined by

$$
p(x|X^n) = \int p(x|w)\psi(w|X^n) dw.
$$

The negative log marginal likelihood (or free energy) is defined by

$$
F_n = - \log Z_n = - \log \int \varphi(w) \prod_{i=1}^{n} p(X_i|w) dw.
$$
The generalization error $G_n$ is defined by the KL divergence from the true distribution $q(x)$ and the predictive one $p(x|X^n)$:

$$G_n = \int q(x) \log \frac{q(x)}{p(x|X^n)} dx.$$ 

Note that $F_n$ and $G_n$ are functions of $X^n$; hence, they are also random variables. The expected value of $G_n$ overall training data $E[G_n]$ is called the expected generalization error, where the expectation $E[\cdot]$ is defined by

$$E[\cdot] = \int Q(x_1, \ldots, x_n)(\cdot) dx_1 \ldots dx_n,$$

where

$$Q(X^n) = Q(X_1, \ldots, X_n) = \prod_{i=1}^n q(X_i).$$

Assume there exists a parameter $w_0$ that satisfies $q(x) = p(x|w_0)$. From singular learning theory [11, 12, 9], it can be proven that

$$F_n = nS_n + \lambda \log n - (m - 1) \log \log n + O_p(1),$$

$$E[G_n] = \frac{\lambda}{n} + o\left(\frac{1}{n}\right)$$

hold when $n$ tends to infinity, even if the posterior distribution cannot be approximated by any normal distribution, where $S_n = -\frac{1}{n} \sum_{i=1}^n \log q(X_i)$ is the empirical entropy. The constant $\lambda$ is the real log canonical threshold (RLCT) which is an important birational invariant in algebraic geometry. The constant $m$ is called the multiplicity and is also a birational invariant. From a mathematical point of view, RLCT is characterized by the following property. We define a zeta function by

$$\zeta(z) = \int K(w)^z \varphi(w) dw,$$

where

$$K(w) = \int q(x) \log \frac{q(x)}{p(x|w)} dx.$$

This is holomorphic in $\text{Re}(z) > 0$ which can be analytically continued to a unique meromorphic function on the entire complex plane [30]. The poles of this extended function are all negative rational numbers. Let $(-\lambda)$ be the nearest pole to the origin; $\lambda$ is then equal to the RLCT. The multiplicity $m$ is denoted by the order of the nearest pole. If the model is regular then $\lambda = d/2$ and $m = 1$; however, NMF is not regular.

2.2. Variational Bayesian Algorithm

The variational Bayesian algorithm (VB), or variational inference, is an approximation method for Bayesian inference. VB is based on the mean-field approximation and is also called variational approximation. VB makes the cost of its numerical calculation is less than that of usual Bayesian inference.

Let the training data be $X^n = (X_1, \ldots, X_n)$ and the posterior be $\psi(w|X^n) = \psi(w^1, \ldots, w^d|X^n)$. In general, the posterior distribution cannot be found analytically; thus, we approximate the posterior $\psi(w|X^n)$ by the variational posterior defined by

$$\psi_{vb}(w|X^n) := \prod_{j=1}^d \psi_{vb}^j(w^j|X^n).$$
This approximation is performed by minimizing the KL divergence:

$$\min_{\psi_{vb}} \text{KL}(\psi_{vb}\|\psi) = \int \psi_{vb}(w|X^n) \log \frac{\psi_{vb}(w|X^n)}{\psi(w|X^n)} dw.$$ 

The problem of Bayesian inference is to find a numerical realization of the posterior and VB solves the problem by using the above optimization. In practical cases, the parameters are often decomposed into parts, especially just two, and are assumed to be independent:

$$\psi(w|X^n) \approx \psi_{vb}(w|X^n) = \psi_{vb}^a(w_a|X^n)\psi_{vb}^b(w_b|X^n),$$

where \(w = (w_a, w_b); w_a = (w_{a_1}, \ldots, w_{a_k}), w_b = (w_{b_1}, \ldots, w_{b_{d-a}}).\)

VB optimizes the above KL divergence by searching for \(\psi_{vb}\), but the objective function might not be able to be calculated analytically. This is because the marginal likelihood is contained in the KL divergence:

$$\text{KL}(\psi_{vb}\|\psi) = \int \psi_{vb}(w|X^n) \log \frac{\psi_{vb}(w|X^n)}{\psi(w|X^n)} dw = \int \psi_{vb}(w|X^n) \log \frac{\psi_{vb}(w|X^n)}{P(X^n|w)\varphi(w)/Z_n(X^n)} dw = \int \psi_{vb}(w|X^n) (\log \psi_{vb}(w|X^n) - \log P(X^n|w)\varphi(w)) dw + \int \psi_{vb}(w|X^n) \log Z_n(X^n) dw = \int \psi_{vb}(w|X^n) (\log \psi_{vb}(w|X^n) - \log P(X^n|w)\varphi(w)) dw + \log Z_n(X^n),$$

where \(P(X^n|w) = \prod^n_{i=1} p(X_i|w).\)

The marginal likelihood and the prior \(\varphi(w)\) are designed manually, and the first term of the above KL divergence only contains known variables. The minimization KL(\(\psi_{vb}\|\psi)\) problem is to minimize the following functional of \(\psi_{vb}\):

$$F(\psi_{vb}) := \int \psi_{vb}(w|X^n) (\log \psi_{vb}(w|X^n) - \log P(X^n|w)\varphi(w)) dw.$$

If there exists \(\hat{\psi}_{vb}\) such that \(\hat{\psi}_{vb} = \psi\), then the KL divergence is equal to 0; i.e., the functional is equal to the free energy: \(F(\hat{\psi}_{vb}) = -\log Z_n(X^n) = F_n.\) Nevertheless, in general, there might not be any \(\hat{\psi}_{vb}\) such that \(\hat{\psi}_{vb} = \psi\). The variational free energy \(\overline{F}_n\) is defined by the minimum of \(F:\)

$$\overline{F}_n = \min_{\psi_{vb}} F(\psi_{vb}).$$

The inequality \(\overline{F}_n \geq F_n\) immediately follows from the definition.

For example, if one applies the approximation

$$\psi(w|X^n) \approx \psi_{vb}(w|X^n) = p_{vb}^a(w_a|X^n)p_{vb}^b(w_b|X^n),$$

then

$$\overline{F}_n = \min_{\psi_{vb}=\psi_{vb}^a}\psi_{vb}^b} \left\{ \int \psi_{vb}^a(w_a|X^n) \log \psi_{vb}^a(w_a|X^n) dw_a + \int \psi_{vb}^b(w_b|X^n) \log \psi_{vb}^b(w_b|X^n) dw_b + \int\int \psi_{vb}^a(w_a|X^n)\psi_{vb}^b(w_b|X^n) \log(P(X^n|w)\varphi(w)) dw_a dw_b \right\}. $$
In addition, $\psi_{\alpha}^{u}$ and $\psi_{\beta}^{v}$ satisfy the following self-consistency condition:

$$
\log \psi_{\alpha}^{u}(w_{a}|X^{n}) = C_{1} + \int \psi_{\beta}^{u}(w_{b}|X^{n}) \log \psi(w_{a}, w_{b}|X^{n}) dw_{b},
$$

$$
\log \psi_{\beta}^{v}(w_{b}|X^{n}) = C_{2} + \int \psi_{\alpha}^{v}(w_{a}|X^{n}) \log \psi(w_{a}, w_{b}|X^{n}) dw_{a},
$$

where $C_{1}$ and $C_{2}$ are normalizing constants.

In this way, VB is an approximation of Bayesian inference and its accuracy can be expressed as $\mathcal{F}_{n} - F_{n} \geq 0$; the smaller the difference is, the more accurate the approximation is. From a theoretical point of view, $\mathcal{F}_{n}$ has asymptotic behavior similar to that of $F_{n}$. For example the following theorem has been proved for VBNMF [27].

**Theorem 2.1** (Kohjima). Let the elements of the data matrices $x_{ij}$ ($i = 1, \ldots, M; j = 1, \ldots, N$) be independently generated from a Poisson distribution whose mean is equal to the $(i, j)$th element of $U_{0}V_{0}$, where the number of columns in $U_{0}$ (= the number of rows in $V_{0}$) is $H_{0}$; $H_{0}$ is called the non-negative rank of $U_{0}V_{0}$ [27].

Let the likelihood model and the prior be the following Poisson and gamma distributions, respectively:

$$
p(X|U, V) = \prod_{i=1}^{M} \prod_{j=1}^{N} \frac{((UV)_{ij})^{x_{ij}}}{x_{ij}!} e^{-(UV)_{ij}},
$$

$$
\varphi(U, V) = \text{Gam}(U|\phi_{U}, \theta_{U}) \text{Gam}(V|\phi_{V}, \theta_{V}),
$$

where

$$
\text{Gam}(U|\phi_{U}, \theta_{U}) = \prod_{i=1}^{M} \prod_{k=1}^{H} \frac{\phi_{U}^{\theta_{U}}}{\Gamma(\theta_{U})} u_{ik}^{\phi_{U} - 1} e^{-\theta_{U} u_{ik}},
$$

$$
\text{Gam}(V|\phi_{V}, \theta_{V}) = \prod_{k=1}^{H} \prod_{j=1}^{N} \frac{\phi_{V}^{\theta_{V}}}{\Gamma(\theta_{V})} v_{ik}^{\phi_{V} - 1} e^{-\theta_{V} v_{ik}},
$$

are gamma distributions of the matrices $U$ and $V$, and $\phi_{U}, \theta_{U}, \phi_{V}, \theta_{V} > 0$ are hyperparameters, where the size of $U$ and $V$ are $M \times H$ and $H \times N$, and $(UV)_{ij}$ is the $(i, j)$th entry of $UV$.

Assume the elements of $U_{0}V_{0}$ are strictly positive. Then, the variational free energy $\mathcal{F}_{n}$ satisfies the following asymptotic equality:

$$
\mathcal{F}_{n} = nS_{n} + \lambda_{\alpha\beta} \log n + O_{p}(1) \ (n \to \infty),
$$

where

$$
\lambda_{\alpha\beta} = \begin{cases} 
(H - H_{0})(M \phi_{U} + N \phi_{V}) + \frac{1}{2} H_{0} (M + N), & \text{if } M \phi_{U} + N \phi_{V} < \frac{M+N}{2} \\
\frac{1}{2} H (M + N), & \text{otherwise}.
\end{cases}
$$

In this paper, we mathematically show an upper bound $\overline{\lambda}$ for the RLCT $\lambda$ of the NMF in the case that is same as VBNMF; the model consists of Poisson distributions, and the prior consists of gamma distributions; the prior may have zero or divergence points in $K^{-1}(0)$. By using the upper bound, we also derive a lower bound for the approximation error of VBNMF.

**3. Main Theorems and Proof**

In this section, we introduce the main results and prove them.
3.1. Main Theorems

In the following, \( w = (U, V) \) is a parameter and \( x = X \) is an observed random variable (matrix).

Let \( M(M, N, C) \) be a set of \( M \times N \) matrices whose elements are in \( C \), where \( C \) is a subset of \( \mathbb{R} \). Let \( K \) be a compact subset of \( \mathbb{R}_{\geq 0} \) and let \( K_0 \) be a compact subset \( \mathbb{R}_{>0} = \{ x \in \mathbb{R} | x > 0 \} \). Put \( U \in M(M,H,K) \), \( V \in M(H,N,K) \), \( U_0 \in M(M,H_0,K_0) \) and \( V_0 \in M(H_0,N,K_0) \). The non-negative rank \( [31] \) of \( U_0V_0 \), where \( H \geq H_0 \) and \( \{ (x,y,a,b) \in K^2 \times K_0^2 | xy = ab \} \neq \emptyset \) are attained.

**Definition 3.1 (RLCT of NMF).** Assume that the largest pole of the function of one complex variable \( z \),
\[
\zeta(z) = \int_{M(M,H,K)} dU \int_{M(H,N,K)} dV \left( \|UV - U_0V_0\|^2 \right)^z \varphi(U,V)
\]
is equal to \((-\lambda)\). Then \( \lambda \) is said to be the RLCT of NMF.

We have already derived an upper bound of the RLCT of NMF in the case that the prior \( \varphi(U,V) \) is strictly positive and bounded \([19, 20]\). However, to compare with VBNMF, we express the prior in terms of gamma distributions:
\[
\varphi(U,V) = \text{Gam}(U|\phi_U,\theta_U)\text{Gam}(V|\phi_V,\theta_V).
\]

In this paper, we prove the following theorems.

**Theorem 3.1.** If the prior is the above gamma distributions, then the RLCT of NMF \( \lambda \) satisfies the following inequality:
\[
\lambda \leq \frac{1}{2} \left[ (H-H_0) \min\{M\phi_U,N\phi_V\} + H_0(M+N-1) \right].
\]
The equality holds if \( H = H_0 = 1 \).

We prove this theorem in the next section. As two applications of it, we obtain upper bounds for the free energy and Bayesian generalization error of NMF in this case.

**Theorem 3.2.** Under the same assumption as Theorem \([22]\), the free energy \( F_n \) and the expected generalization error \( \mathbb{E}[G_n] \) satisfy the following inequality:
\[
F_n \leq nS_n + \frac{1}{2} \left[ (H-H_0) \min\{M\phi_U,N\phi_V\} + H_0(M+N-1) \right] \log n + O_p(1),
\]
\[
\mathbb{E}[G_n] \leq \frac{1}{2n} \left[ (H-H_0) \min\{M\phi_U,N\phi_V\} + H_0(M+N-1) \right] + o \left( \frac{1}{n} \right).
\]

In Theorem \([32]\) we study a case when a set of random matrices \( X^n = (X_1, X_2, \ldots, X_n) \) are observed and the true decomposition \( U_0 \) and \( V_0 \) are statistically estimated. NMF has studied in the case when only one target matrix is decomposed; however, in general, decomposition of a set of independent matrices should be studied because the target matrices are often obtained daily, monthly, or in different places \([2]\). In such cases, decomposition of a set of matrices amounts to making a statistical inference. We will consider this situation, which is common to \([23]\) and Theorem \([24]\). A statistical model \( p(X'|U,V) \) which has parameters \((U,V)\) is used for the estimation. The upper bounds of the free energy and generalization error in Bayesian inference are given by Theorem \([32]\).

**Theorem 3.3.** Let the variational free energy of VBNMF be \( \mathcal{T}_n \). From the assumption of Theorem \([27]\) the entries of \( U_0V_0 \) are not zero; thus \( H_0 > 0 \). Then, the following inequality holds:
\[
\mathcal{T}_n - F_n \geq \lambda \log n + O_p(1),
\]
where
\[
\lambda = \begin{cases} \frac{1}{2}[(H - H_0)(M \phi_U + N \phi_V + \max\{M \phi_U, N \phi_V\}) + H_0], & \text{if } M \phi_U + N \phi_V < \frac{M+N}{2} \\ \frac{1}{2}[(H - H_0)(M + N - \min\{M \phi_U, N \phi_V\}) + H_0], & \text{otherwise.} \end{cases}
\]

Theorem 3.3 gives a lower bound for the KL divergence of the variational posterior and the true one (the difference between the variational free energy and the free energy).

3.2. Lemmas and Sketches of Proofs for Main Theorems

In order to prove Theorem 3.1, we use the following three lemmas proved in Appendix A.

**Lemma 3.1.** Let \( \lambda \) be the absolute of the maximum pole of
\[
\zeta(z) = \int \int dU dV (\|UV\|^2)^z \text{Gam}(U|\phi_U, \theta_U)\text{Gam}(V|\phi_V, \theta_V).
\]
Then,
\[
\lambda = \frac{H \min\{M \phi_U, N \phi_V\}}{2}
\]
holds; this corresponds to equality in Theorem 3.1 in the case \( H_0 = 0 \).

**Lemma 3.2.** If \( H_0 = H = 1 \), equality in Theorem 3.1 holds:
\[
\lambda = \frac{M + N - 1}{2}.
\]

**Lemma 3.3.** If \( H = H_0 \), Theorem 3.1 holds:
\[
\lambda \leq \frac{H_0(M + N - 1)}{2}.
\]

Let the entries of the matrices \((U, V)\) be
\[
U = (u_1, \ldots, u_H), u_k = (u_{ik})_{i=1}^M,
\]
\[
V = (v_1, \ldots, v_H)^T, v_k = (v_{kj})_{j=1}^N,
\]
and the ones of \((U_0, V_0)\) be
\[
U_0 = (u_0^1, \ldots, u_0^H), u_0^k = (u_{0ik})_{i=1}^M,
\]
\[
V_0 = (v_0^1, \ldots, v_0^H)^T, v_0^k = (v_{0kj})_{j=1}^N.
\]

Now, let us sketch the proof of Theorem 3.1 using the above lemmas. The rigorous proof is given in Appendix B.

**Sketch of Proof of Theorem 3.1.** Let \( K \) and \( L \) be non-negative analytic functions on a finite-dimensional Euclidean space. A binary relation \( \simeq \) is defined by
\[
K(w) \simeq L(w) \iff \text{RLCT of } K(w) \text{ is equal to the one of } L(w).
\]

Put
\[
K_1(U, V) = \sum_{k=1}^{H_0} \left\| u_k(v_k)^T - u_k^0(v_0_k)^T \right\|^2
\]
and
\[
K_2(U, V) = \left\| \begin{pmatrix} u_{1(H_0+1)} & \cdots & u_{1H} \\ \vdots & \ddots & \vdots \\ u_{M(H_0+1)} & \cdots & u_{MH} \end{pmatrix} \begin{pmatrix} v_{(H_0+1)1} & \cdots & v_{(H_0+1)N} \\ \vdots & \ddots & \vdots \\ v_{H1} & \cdots & v_{HN} \end{pmatrix} \right\|^2.
\]
By developing $\|UV - U_0V_0\|^2$, we have

\[
\|UV - U_0V_0\|^2 \leq C \sum_{i=1}^{M} \sum_{j=1}^{N} \left( \sum_{k=1}^{H_0} (u_{ik}v_{kj} - u_{ik}^0v_{kj}^0)^2 + \sum_{k=H_0+1}^{H} u_{ik}^2v_{kj}^2 \right) \quad \text{for } \exists C > 0 (\text{const.})
\]

\[
\simeq K_1(U,V) + K_2(U,V).
\]

Because the prior $\varphi(U,V) \geq 0$ and $K_1(U,V) > 0$ in $\{(U,V) \mid \varphi(U,V) = 0\}$, all we have to do is find the RLCT of $K_1(U,V) + K_2(U,V)$ to derive an upper bound.

Since $K_1(U,V)$ corresponds to the proof of Lemma 3.3 in the case that $H$ is replaced by $H_0$, the RLCT of $K_1(U,V)$ equals

\[
\lambda_1 = H_0 \frac{M + N - 1}{2}.
\]

In contrast, $K_2(U,V)\varphi(U,V)$ corresponds to Lemma 3.1 in the case that $H$ is replaced by $H - H_0$.

That causes the RLCT of $K_2(U,V)\varphi(U,V)$ to be equal to

\[
\lambda_2 = \frac{(H - H_0) \min \{M \phi_{U}, N \phi_{V}\}}{2}.
\]

Considering the relation of the variables, the RLCT $\lambda$ satisfies the following inequality:

\[
\lambda \leq \frac{1}{2} \left[ (H - H_0) \min \{M \phi_{U}, N \phi_{V}\} + H_0(M + N - 1) \right].
\]

There is a proposition giving a sufficient condition for equality in Theorem 3.1.

**Proposition 3.1.** Under the same assumption of Theorem 3.1, suppose

\[
f_{ij}^k = \begin{cases} 
  u_{ik}v_{kj} - u_{ik}^0v_{kj}^0 & (k \in \{1, \ldots, H_0\}) \\
  u_{ik}v_{kj} & (k \in \{H_0 + 1, \ldots, H\})
\end{cases}
\]

If $f_{ij}^k \geq 0$, i.e., $u_{ik}v_{kj} - u_{ik}^0v_{kj}^0 \geq 0$ ($k \in \{1, \ldots, H_0\}$),

\[
\lambda = \frac{1}{2} \left[ (H - H_0) \min \{M \phi_{U}, N \phi_{V}\} + H_0(M + N - 1) \right].
\]

**Proof.** Owing to $f_{ij}^k \geq 0$, we have

\[
\sum_{k=1}^{H} (f_{ij}^k)^2 \leq \left( \sum_{k=1}^{H} f_{ij}^k \right)^2 \leq H \sum_{k=1}^{H} (f_{ij}^k)^2.
\]

Thus,

\[
\sum_{k=1}^{H} (f_{ij}^k)^2 \sim \left( \sum_{k=1}^{H} f_{ij}^k \right)^2.
\]
Using the above relation, we get

\[ \|UV - U_0V_0\|^2 \approx \sum_{i=1}^{M} \sum_{j=1}^{N} \left( \sum_{k=1}^{H} (f^i_{kj})^2 \right) \]

\[ = \sum_{i=1}^{M} \sum_{j=1}^{N} \left( \sum_{k=1}^{H_0} (u_{ik}v_{kj} - u_{ik}^0v_{kj}^0)^2 + \sum_{k=H_0+1}^{H} u_{ik}^2v_{kj}^2 \right) \]

\[ \approx K_1(U,V) + K_2(U,V). \]

∴ \[ \lambda = \frac{1}{2} [(H - H_0) \min\{M\phi_U, N\phi_V\} + H_0(M + N - 1)]. \]

Next, Theorem 3.2 and 3.3 are derived using Theorem 3.1. Rigorous proofs are given in Appendix C.

Sketch of Proof for Theorem 3.2 and 3.3: Theorem 3.2 is proved using the equalities (1) and (2), and Theorem 3.1. Theorem 3.3 is derived as follows. From Theorem 3.2 we have

\[ F_n \leq nS_n + \lambda \log n + O_p(1), \]

where

\[ \lambda = \frac{1}{2} [(H - H_0) \min\{M\phi_U, N\phi_V\} + H_0(M + N - 1)]. \]

Also, because of Theorem 2.1,

\[ \overline{F}_n = nS_n + \lambda_{vb} \log n + O_p(1) \]

holds, where

\[ \lambda_{vb} = \begin{cases} 
(H - H_0)(M\phi_U + N\phi_V) + \frac{1}{2} H_0(M + N), & \text{if } M\phi_U + N\phi_V < \frac{M+N}{2} \\
\frac{1}{2} H(M + N), & \text{otherwise.} 
\end{cases} \]

We compute their difference

\[ \overline{F}_n - F_n = (\lambda_{vb} - \lambda) \log n + O_p(1) \geq (\lambda_{vb} - \lambda) \log n + O_p(1) \]

both when \( M\phi_U + N\phi_V < \frac{M+N}{2} \) and \( M\phi_U + N\phi_V \geq \frac{M+N}{2} \), from which we obtain Theorem 3.3.

4. Discussion

Here, we will discuss the results of this paper from three points of view. After that, we will describe the numerical behavior of the theoretical result by conducting numerical experiments.
4.1. Application to Model Selection

First, we will explain an application of the Main Theorems. In this paper, we theoretically clarify the difference between the variational free energy and the usual free energy in NMF. From a practical point of view, the free energy $F_n$ can be calculated from the data; however, the entailed numerical integration is very hard and the sampling approximation, such as an exchange Monte Carlo method, spends a long time finding $F_n$. On the other hand, we can compute the variational one $\tilde{F}_n$ more easily than $F_n$. If the estimator of VBNMF is found, all we have to do is substitute it for the functional $\tilde{F}$ whose minimum value is equal to $\tilde{F}_n$.

It has not been clarified how much the variational free energy differs from the free energy; however, the Main Theorems give the lower bound. We can use the lower bound to approximate the free energy from the variational one. Namely, when $\tilde{F}_n$ is known, we have the approximation

$$F_n \approx \tilde{F}_n - \lambda \log n.$$  

The usual VBNMF gives $F_n \approx \tilde{F}_n$; here though, we can obtain a more accurate value\(^1\). In this way we should be able to more accurately select the model in VBNMF by using $\tilde{F}_n - \lambda \log n$.

4.2. Generalization Error

Second, we describe the generalization error in NMF. Theorem 3.2 also gives an upper bound of the generalization error $G_n$ as well as the free energy $F_n$. Generally speaking, the learning coefficients that control the asymptotic behavior of the $F_n$ and $G_n$ are the same RLCTs\(^1\); hence, we can clarify both behaviors at once. Since the situation in which the probability model $p(X|U,V)$ is a Poisson distribution and the prior $\varphi(U,V)$ is a gamma distribution is a case where the Gibbs sampling of NMF is performed, it can be regarded that not only $F_n$ but also $G_n$ are theoretically clarified when Gibbs sampling is applied.

By contrast, in Theorem 2.1 only the learning coefficient of the variational free energy $\tilde{F}_n$ is determined. This is because the learning coefficient of the variational generalization error is not equal to the one of $\tilde{F}_n$. Generally, in the case of VB, no zeta function is capable of uniformly handling $F_n$ and $G_n$, and the RLCT cannot obtain the learning coefficient\(^2\). For example, in VB of three-layered linear neural networks, the asymptotic behaviors are clarified not only with the variational free energy but also the variational generalization error\(^2\), and their learning coefficients are different. A linear neural network is also known as a reduced rank regression, a dimension reduction model, and the parameters are equivalent to a matrix factorization model without a non-negative value constraint. In contrast in Bayesian inference in matrix factorization and NMF, the RLCT of matrix factorization is a lower bound for the RLCT of NMF, and it is known that the non-negative rank is dominant rather than the rank of the matrix in NMF, as described in\(^1\)\(, 20\). Therefore, we cannot directly apply the results of linear neural networks to VBNMF.

In this way, theoretical generalization error in VB is rarely clarified, although that in Bayesian inference has been clarified with the free energy. The Main Theorems show that Gibbs sampling is more reliable than VB, in the sense that it gives a theoretical guarantee not only about the free energy but also the generalization error. We can estimate the sample size to achieve the needed inference performance and tune the hyperparameters. Although various factors determine whether Gibbs sampling or VB is appropriate, our research can answer the question of whether or not the theoretical generalization error is clarified.

---

\(^1\) Actually $\lambda$ has the true non-negative rank $H_0$; however, in the same way as sBIC\(^2\), we can avoid using the true knowledge by considering $H_0 = 0, \ldots, H$.

\(^2\) The learning coefficient of VB is not equal to RLCT.
4.3. Robustness on Probability Distributions

Third, let us discuss the true distribution and the model of the data. In this study, we consider the case in which the probability model $p(X|U,V)$ is a Poisson distribution and the prior $\varphi(U,V)$ is gamma distribution in the same way as in the derivation of the Gibbs sampling algorithm of NMF by Cemgil [2]. These assumptions are necessary for Gibbs sampling and the derivation of VB, but other models can be considered when using other MCMC methods. Is the main result applicable to these cases?

According to our prior research [19, 21], several distributions satisfy the condition that the RLCT of NMF is equal to the absolute of the maximum pole of the following zeta function

$$\zeta(z) = \int_{M(M,H,K)} dU \int_{M(H,N,K')} dV \left( \|UV - U_0V_0\|^2 \right)^z \varphi(U,V).$$

Specifically, when the elements of the data matrix follow a normal distribution, a Poisson distribution, an exponential distribution, or a Bernoulli distribution, the behavior of the free energy and the generalization error can be described using the same RLCT defined by the above zeta function. In these previous studies, the prior distribution was limited to being positive and bounded, but when proving that the true distribution and the KL divergence of the probabilistic model have the same RLCT as the square norm error of the matrix, the prior distribution is arbitrary.

Therefore, if the prior distribution is a gamma distribution, the Main Theorems are valid not only when the probability model and the true distribution are Poisson distributions but also when they are normal distributions, exponential distributions, or Bernoulli distributions. Indeed, if the hyperparameters are $\phi_U = \phi_V = 1$, then the prior is strictly positive and bounded, and the upper bound equals the result of [19]. Thus this study gives an extension to the case where the prior distribution is a gamma distribution of the main theorem of the previous work [19].

4.4. Experiment

Here, we run numerical experiments to check the numeric behavior of the theoretical results. Theorem 2.1 gives the exact value of the learning coefficient $\lambda_{vb}$ of VBNMF and its validity was confirmed in Kohjima’s previous research [27]. The core result is Theorem 3.1. Therefore, we only has to run experiments for it; i.e., the RLCT $\lambda$ of Bayesian NMF is calculated using Gibbs sampling.

Let $\hat{\lambda}$ be the numerically calculated RLCT. The widely applicable information criterion (WAIC) [32] is defined by the following random variable $W_n$:

$$W_n = T_n + V_n/n,$$

where $T_n$ is the empirical loss and $V_n$ is the functional variance:

$$T_n = -\frac{1}{n} \sum_{i=1}^{n} p^*(X_i) = -\frac{1}{n} \sum_{i=1}^{n} E_w[p(X_i|w)], \quad (3)$$

$$V_n = \frac{1}{n} \sum_{i=1}^{n} \left[ E_w[\log p(X_i|w)]^2 - \left( E_w[\log p(X_i|w)] \right)^2 \right] = \frac{1}{n} V_w[\log p(X_i|w)]. \quad (4)$$

Even if the posterior distribution cannot be approximated by any normal distribution (i.e., the model is singular), the expected WAIC $E[W_n]$ is asymptotically equal to the expected generalization loss $E[G_n + S]$ [32]:

$$E[G_n + S] = E[W_n] + o(1/n^2).$$

Moreover, the generalization error and $W_n - S_n$ have the same variance:

$$G_n + W_n - S_n = 2\lambda/n + o_p(1/n). \quad (5)$$
Eq. 5 is useful for computing \( \hat{\lambda} \) because the leading term \( 2\lambda/n \) is deterministic. Nevertheless, the left hand side is probabilistic. This means that the needed number of simulation \( D \) is smaller than that in the case using eq. 2.

The method was as follows. First, the training data \( X^n \) was generated from the true distribution \( q(X) \). Second, the posterior distribution was calculated by using Gibbs sampling 2. Third, \( G_n \) and \( W_n - S_n \) were computed by using the training data \( X^n \) and the artificial test data \( (X^*)^\text{art} \) generated from \( q(X) \). These three steps were repeated and each value of \( n(G_n + W_n - S_n)/2 \) was averaged over the simulations. The average value was \( \hat{\lambda} \).

The pseudo-code is listed in Algorithm 1 where \( K \) is the sample size of the parameter subject to the posterior. We used the programming language named Julia 1.3.0 [32] for this experiment.

**Algorithm 1 How to Compute \( \hat{\lambda} \)**

**Require:** \( \phi = (\phi_U, \theta_U, \phi_V, \theta_V) > 0 \): the hyperparameters,

\( U_0 \): the true parameter matrix whose size is \( (M, H_0) \),

\( V_0 \): the true parameter matrix whose size is \( (H_0, N) \),

\( \text{GS} \): the Gibbs sampling function whose return value consists of the samples from the posterior.

**Ensure:** The numerical computed RLCT \( \hat{\lambda} \).

Allocate an array \( \Lambda[D] \).

**for** \( d = 1 \) to \( D \)**  

Generate \( X^n \sim q(X) = p(X|w_0) \), where \( w_0 = (U_0, V_0) \).

Allocate arrays \( U[M, H, K] \) and \( V[H, N, K] \).

Get \( U, V \leftarrow \text{GS}(X^n, \phi) \).

Generate \( (X^*)^\text{art} \sim q(X) \).

Calculate \( G_n = \frac{1}{M} \sum_{t=1}^{M} \log \frac{q(X_t)}{\mathbb{E}_w[p(X_t|w)]}, \quad S_n = -\frac{1}{n} \sum_{i=1}^{n} \log q(X_i), \quad n(G_n + W_n - S_n)/2 \).

and \( W_n \approx -\frac{1}{n} \sum_{i=1}^{n} \left[ \mathbb{E}_w[p(X_i|w)] + \frac{1}{K} \sum_{k=1}^{K} w_k \log p(X_i|w) \right] \), where \( \mathbb{E}_w[f(w)] \approx \frac{1}{K} \sum_{k=1}^{K} f(w_k) \) and \( w_k = (U[;:, k], V[;:, k]) \).

Save \( \Lambda[d] \leftarrow n(G_n + W_n - S_n)/2 \).

**end for**

Calculate \( \hat{\lambda} = \frac{1}{D} \sum_{d=1}^{D} \Lambda[d] \).

We set \( M = N = 4 \), \( H = 2 \), \( H_0 = 1 \), and \( n_T = 100n \). To examine the behavior given different sample sizes, we set \( n = 500, 1000 \) and \( K = 1000, 2000 \), respectively. To decrease the probabilistic effect of eq. 5, we conducted the simulations twenty times, i.e., \( D = 20 \).

The hyperparameters were set to \( \theta_U = \theta_V = 1 \) and \( (\phi_U, \phi_V) = (0.25, 0.25), (0.5, 0.5), (1, 1), (2, 2) \). We chose four pairs of \( (\phi_U, \phi_V) \) in view of a theoretical point: the critical line of the learning coefficient in VBNMF. Under the condition \( M = N \), \( \phi_U + \phi_V = 1 \) is the phase transition line (see Theorem 2.1). Each point on the straight line \( \phi_U = \phi_V \) is characterized as follows. \((0.25, 0.25)\) is before the phase transition line, and \((0.5, 0.5)\) is a phase transition point. \((1, 1)\) is a case where the prior distribution \( p(U, V) \) is strictly positive and bounded, which was treated in the previous research 13, 20. \((2, 2)\) is beyond the critical line.

In the Gibbs sampling, we had to conduct a burn-in to decrease the effect of the initial values and thin the samples in order to break the correlations. The sample size for the burn-in was 20000, while the sample size for the thinning was 20; thus, the sample sizes of the parameter was \( 20000 + 20K = 40000 \) and \( 60000 \) \( (K = 1000 \) and \( 2000) and we used the \((20000 + 20k)\)-th sample as the entry of \( U[;:, k] \) and \( V[;:, k] \) for \( k = 1 \) to \( K \).
Table 1. Numerically Calculated and Theoretical Values of the Learning Coefficients

| Hyperparam. / Coeff. | $\n = 500$ | $\n = 1000$ |
|----------------------|-----------|-----------|
| $\phi_U = \phi_V = 0.25$ | $\lambda_{vb}$ | $6$ | $6$ |
|                      | $\lambda$ | $4$ | $4$ |
|                      | $\bar{\lambda}$ | $3.74 \pm 0.0412$ | $3.73 \pm 0.0508$ |
|                      | $\bar{x} - \bar{\lambda}$ | $0.260 \pm 0.0412$ | $0.268 \pm 0.0508$ |
| $\phi_U = \phi_V = 0.5$ | $\lambda_{vb}$ | $8$ | $8$ |
|                      | $\lambda$ | $9/2$ | $9/2$ |
|                      | $\bar{\lambda}$ | $4.05 \pm 0.0706$ | $4.15 \pm 0.0842$ |
|                      | $\bar{x} - \bar{\lambda}$ | $0.450 \pm 0.0706$ | $0.346 \pm 0.0842$ |
| $\phi_U = \phi_V = 1$ | $\lambda_{vb}$ | $8$ | $8$ |
|                      | $\lambda$ | $11/2$ | $11/2$ |
|                      | $\bar{\lambda}$ | $4.52 \pm 0.0492$ | $4.54 \pm 0.0628$ |
|                      | $\bar{x} - \bar{\lambda}$ | $0.976 \pm 0.0492$ | $0.965 \pm 0.0628$ |
| $\phi_U = \phi_V = 2$ | $\lambda_{vb}$ | $8$ | $8$ |
|                      | $\lambda$ | $15/2$ | $15/2$ |
|                      | $\bar{\lambda}$ | $4.76 \pm 0.0454$ | $4.79 \pm 0.0477$ |
|                      | $\bar{x} - \bar{\lambda}$ | $2.74 \pm 0.0454$ | $2.71 \pm 0.0477$ |

The experimental results are shown in Table 1. The symbol $\lambda$ denotes the theoretical upper bound of the RLCT $\lambda$ in Theorem 3.1. There are columns for each sample size, and each row contains the hyperparameter (Hyperparam.) and the learning coefficient (Coeff.). The experimental values have three significant digits.

As shown in Table 1, all numerically calculated values are smaller than the theoretical upper bound, thus, the Theorem 3.1 is consistent with the experimental result. Since $\lambda_N$ is larger in the case $\phi_U = \phi_V = 2$ than in the case $\phi_U = \phi_V = 1$, it is conjectured that the larger $\phi_U$ and $\phi_V$ are, the larger $\lambda$ will be, while $\lambda_{vb}$ saturates to $H(M + N)/2 \approx 8$ (owing to Theorem 2.1) and the upper bound of $\lambda$ looks less tight than that in the other case. In the case $\phi_U = \phi_V = 0.5$, when the hyperparameter is on the phase transition line, $\lambda_N$ fluctuates more than in the other case. We can see that learning is unstable on the critical line. Hence, the hyperparameters should be set to avoid the neighborhood of the phase transition line.

5. Conclusion

We gave an upper bound of the real log canonical threshold for non-negative matrix factorization whose priors are gamma distributions and described theoretical applications to Bayesian and variational inference. Owing to the Main Theorems, the variational approximation error, i.e., the difference between the variational free energy and the free energy, can be quantitatively evaluated and the difference depends on the true non-negative rank and the hyperparameters of the gamma distributions. The numerical results are consistent with the theoretical results and suggest the exact values and the stability of learning. Future tasks include conducting large-scale experiments and clarifying the exact value of the real log canonical threshold.

Appendix A. Proofs of the Lemmas

Let $K(U, V)$ be the KL divergence between the true distribution $q(X)$ and the model $p(X|U, V)$ and $\Phi(U, V) = \|UV - U_0V_0\|^2$. In the same way as [19], $K(U, V) \simeq \Phi(U, V)$ follows. Thus we consider the zero points of $\Phi(U, V)$ and $\varphi(U, V)$ to calculate the RLCT.
If $\Phi^{-1}(0) \neq \emptyset$, $\varphi^{-1}(0) \neq \emptyset$, and $\Phi^{-1}(0) \cap \varphi^{-1}(0) = \emptyset$, then $\varphi(U, V)$ does not affect the maximum pole of the zeta function. The prior $\varphi(U, V)$ is a gamma distribution, hence,

$$
\varphi^{-1}(0) = \left( \bigcup_{i=1}^{M} \bigcup_{k=1}^{H} \{(U, V) \mid u_{ik} = 0\} \right) \cup \left( \bigcup_{k=1}^{H} \bigcup_{j=1}^{N} \{(U, V) \mid v_{kj} = 0\} \right).
$$

In the case of Lemma 3.1, the set $\{(U, V) \mid \|UV\| = 0\}$ has intersections with $\varphi^{-1}(0)$. However, in the case of Lemma 3.2, the matrices $(U, V)$ cannot have zero elements. Therefore, Lemma 3.2 can be proved in the same way as [19], as can Lemma 3.3.

Here, we prove Lemma 3.1.

**Proof of Lemma 3.1** We will consider the simultaneous resolution $\Phi(U, V) = 0$ and $\varphi(U, V) = 0$, since $\{(U, V) \mid \|UV\| = 0\}$ has intersections with $\varphi^{-1}(0)$.

The zeta function is equal to

$$
\zeta(z) = \int dUdV (\|UV\|^2) \text{Gam}(U|\phi_U, \theta_U)\text{Gam}(V|\phi_V, \theta_V).
$$

Since the elements of the matrices are non-negative, the inequality

$$
\sum_{k=1}^{H} u_{ik}^2 v_{kj}^2 \leq \left( \sum_{k=1}^{H} u_{ik} v_{kj} \right)^2 \leq H \sum_{k=1}^{H} u_{ik}^2 v_{kj}^2
$$

holds. Thus, we have

$$
\sum_{i=1}^{M} \sum_{j=1}^{N} \sum_{k=1}^{H} u_{ik}^2 v_{kj}^2 \leq \|UV\|^2 \leq H \sum_{i=1}^{M} \sum_{j=1}^{N} \sum_{k=1}^{H} u_{ik}^2 v_{kj}^2.
$$

As an RLCT is not changed by any constant coefficient and it is order isomorphic; $\exists(c_1, c_2) \in \mathbb{R}^2$ s.t. $c_1 F \leq G \leq c_2 F \Rightarrow F \simeq G$, all we have to do is to calculate the RLCT of

$$
\sum_{i=1}^{M} \sum_{j=1}^{N} \sum_{k=1}^{H} u_{ik}^2 v_{kj}^2 = H \sum_{i=1}^{M} \sum_{j=1}^{N} \sum_{k=1}^{H} u_{ik}^2 v_{kj}^2.
$$

The RLCT $\lambda$ becomes a sum of RLCTs about $k$. For each $k$, we blow-up the variables $(u_{ik})$, $(v_{kj})$ each other. Simultaneously, we perform blow-ups of $\prod_{k=1}^{H} (\prod_{i=1}^{M} u_{ik} \prod_{j=1}^{N} v_{kj})$ and the determinant $\det J$ of their Jacobi matrix $J$; $\det J$ is called the Jacobian.

Let $A$ be either $U$ or $V$ and $b_{c[A]}(U, V) \rightarrow (U', V')$ be a blow-up such that the $(i, k)$th-entry of $U'$ and the $(k, j)$th-entry of $V'$ are equal to $U'_{ik}$ and $V'_{kj}$:

$$
U'_{ik} = \begin{cases} 
 u_{ik} & (i = r \text{ and } k = c) \text{ or } k \neq c \neq r \text{ and } k = c \\
 u_{rc} u_{ik} & \text{otherwise}
\end{cases}, \quad V'_{kj} = v_{kj} \quad A = U,
$$

$$
U'_{ik} = u_{ik}, \quad V'_{kj} = v_{kj} \quad k = r \text{ and } j = c \quad A = V.
$$

For example, let $M = N = H = 2$ and apply $b_{11}[U]$ to

$$
\|UV\|^2 \simeq \sum_{k=1}^{H} \left( \sum_{i=1}^{M} u_{ik}^2 \right) \left( \sum_{j=1}^{N} v_{kj}^2 \right) = H \left( \sum_{i=1}^{M} \left( \sum_{k=1}^{H} u_{ik} \right)^2 \right) \left( \sum_{j=1}^{N} \left( \sum_{k=1}^{H} v_{kj} \right)^2 \right).
$$
Thus, we have

\[ U' = \begin{pmatrix} u_{11} & u_{12} \\ u_{11u_{21}} & u_{22} \end{pmatrix}, \quad V' = \begin{pmatrix} v_{11} & v_{12} \\ v_{21} & v_{22} \end{pmatrix} \]

and

\[ \sum_{k=1}^{2} \left( \sum_{i=1}^{2} u_{ik} \right)^{2} \left( \sum_{j=1}^{2} v_{kj} \right)^{2} \mapsto u_{11}^{2} (1 + u_{11}^{2}) (v_{11}^{2} + v_{12}^{2}) + (u_{11}^{2} + u_{22}^{2}) (v_{21}^{2} + v_{22}^{2}), \]

\[ \prod_{k=1}^{2} \left( \prod_{i=1}^{2} \phi_{ui}^{-1} \prod_{j=1}^{2} v_{kj}^{2} \right) \mapsto v_{11}^{2}(\phi_{1} - 1) u_{21}^{2} v_{12}^{2} v_{11}^{2} v_{12}^{2} u_{22}^{2} v_{21}^{2} v_{22}^{2} v_{22}^{2}. \]

The Jacobian matrix is an 8 × 8 matrix as follows:

\[
J = \frac{\partial (U', V')}{\partial (U, V)} = \begin{pmatrix}
1 & 0 & u_{21} & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & u_{11} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

and its determinant is \( \det J = (u_{11})^{1} = u_{11}. \)

We choose \( k \in \{1, \ldots, H\} \) arbitrarily and fix it. In the general case, because of the symmetry of the variables, only the blow-ups \( b_{ik}[U] \) and \( b_{k1}[V] \) should be treated. Hence, we have

\[
\left( \sum_{i=1}^{M} u_{ik}^{2} \right) \left( \sum_{j=1}^{N} v_{kj}^{2} \right) \mapsto u_{ik}^{2} v_{kj}^{2} \left( 1 + \sum_{i=2}^{M} u_{ik}^{2} \right) \left( 1 + \sum_{j=2}^{N} v_{kj}^{2} \right),
\]

\[ \prod_{i=1}^{M} \phi_{uk}^{-1} \prod_{j=1}^{N} v_{kj}^{2} \mapsto u_{ik}^{M} v_{kj}^{N} \prod_{i=2}^{M} \phi_{uk}^{-1} \prod_{j=2}^{N} v_{kj}^{2} v_{kj}^{2}. \]

The Jacobian \( \det (J)_{k} \) is equal to \( \det J = u_{1k}^{M-1} v_{k1}^{N-1}. \) The term \( \left( 1 + \sum_{i=2}^{M} u_{ik}^{2} \right) \left( 1 + \sum_{j=2}^{N} v_{kj}^{2} \right) \) is strictly positive; thus, we should consider the maximum pole of the following meromorphic function:

\[
\tilde{\zeta}(z) = \int dUdV (u_{1k} v_{k1} z) \left( u_{1k}^{M} v_{k1}^{N} v_{kj}^{N} \prod_{i=2}^{M} \phi_{uk}^{-1} \prod_{j=2}^{N} v_{kj}^{2} \right) \left| \det (J)_{k} \right|
\]

\[ = C \int dU dV v_{k1}^{2z+M \phi_{U}} u_{1k}^{2z+M \phi_{U}} v_{k1}^{2z+M \phi_{U}} \prod_{i=2}^{M} \phi_{uk}^{-1} v_{k1}^{N-1} \]

\[ = D \frac{1}{2z + M \phi_{U}} \times \frac{1}{2z + N \phi_{V}} ,\]

where \( C \) and \( D \) are positive constants. The poles are \( z = -M \phi_{U}/2, -N \phi_{V}/2; \) therefore, the RLCT \( \lambda_{k} \) is

\[ \lambda_{k} = \min \{ M \phi_{U}, N \phi_{V} \} \]

\[ \frac{2}{2} . \]
Let $U_k$ be $(u_{ik})_{i=1}^M$, $V_k$ be $(v_{kj})_{j=1}^N$, and $\Phi_k(U_k, V_k)$ be $\left(\sum_{i=1}^M u_{ik}^2\right) \left(\sum_{j=1}^N v_{kj}^2\right)$ for each $k$. The RLCT $\lambda$ becomes the sum over $k$:

$$\lambda = \sum_{k=1}^H \lambda_k,$$

since $\Phi(U, V) \simeq \sum_{k=1}^H \Phi_k(U_k, V_k)$ and the RLCT of $\Phi_k$ is $\lambda_k$. Thus, we have

$$\lambda = \frac{H \min\{M\phi_U, N\phi_V\}}{2}.$$

**Appendix B. Proof of Theorem 3.1**

**Proof of Theorem 3.1.** From the zeta function in Definition 3.1, we consider the zero points of the algebraic set $\{(U, V) \mid \|UV - U_0V_0\|^2 \phi(U, V) = 0\}$. Then, we have

\[
\begin{align*}
\|UV - U_0V_0\|^2 &= \sum_{i=1}^M \sum_{j=1}^N (u_{i1}v_{1j} + \ldots + u_{iH}v_{Hj} - v_{i1}^0v_{1j}^0 - \ldots - v_{iH0}^0v_{Hj0}^0)^2 \\
&= \sum_{i=1}^M \sum_{j=1}^N \left( \sum_{k=1}^H u_{ik}v_{kj} - \sum_{k=1}^H u_{ik}^0v_{kj}^0 \right)^2 \\
&= \sum_{i=1}^M \sum_{j=1}^N \left( \sum_{k=1}^H (u_{ik}v_{kj} - u_{ik}^0v_{kj}^0) + \sum_{k=H_0+1}^H u_{ik}v_{kj} \right)^2 \\
&\leq C \sum_{i=1}^M \sum_{j=1}^N \left( \sum_{k=1}^H (u_{ik}v_{kj} - u_{ik}^0v_{kj}^0)^2 + \sum_{k=H_0+1}^H u_{ik}^2v_{kj}^2 \right) \text{ for } \exists C > 0(\text{const.}) \\
&\sim \sum_{i=1}^M \sum_{j=1}^N \left( \sum_{k=1}^H (u_{ik}v_{kj} - u_{ik}^0v_{kj}^0)^2 + \sum_{k=H_0+1}^H u_{ik}^2v_{kj}^2 \right) \\
&= \sum_{i=1}^M \sum_{j=1}^N \left( \sum_{k=H_0+1}^H (u_{ik}v_{kj} - u_{ik}^0v_{kj}^0)^2 + \sum_{k=H_0+1}^H u_{ik}^2v_{kj}^2 \right) \\
&= \sum_{k=1}^{H_0} \left( \sum_{i=1}^M \sum_{j=1}^N (u_{ik}v_{kj} - u_{ik}^0v_{kj}^0)^2 + \sum_{k=H_0+1}^H u_{ik}^2v_{kj}^2 \right) \\
&\sim \sum_{k=1}^{H_0} \left\| u_k(v_k)^T - U_k^0(v_k^0)^T \right\|^2 + \left\| \begin{pmatrix} u_{11}(H_0+1) & \ldots & u_{1H} \\ \vdots & \ddots & \vdots \\ u_{M}(H_0+1) & \ldots & u_{MH} \end{pmatrix} \begin{pmatrix} v_{1(H_0+1)} & \ldots & v_{(H_0+1)N} \\ \vdots & \ddots & \vdots \\ v_{H1} & \ldots & v_{HN} \end{pmatrix} \right\|^2.
\end{align*}
\]

Write the first and second terms above as

$$K_1(U, V) = \sum_{k=1}^{H_0} \left\| u_k(v_k)^T - U_k^0(v_k^0)^T \right\|^2$$

and

$$K_2(U, V) = \left\| \begin{pmatrix} u_{11}(H_0+1) & \ldots & u_{1H} \\ \vdots & \ddots & \vdots \\ u_{M}(H_0+1) & \ldots & u_{MH} \end{pmatrix} \begin{pmatrix} v_{1(H_0+1)} & \ldots & v_{(H_0+1)N} \\ \vdots & \ddots & \vdots \\ v_{H1} & \ldots & v_{HN} \end{pmatrix} \right\|^2.$$
respectively. Because the prior \( \varphi(U, V) \geq 0 \), all we have to do is find the RLCT of
\[
K_1(U, V)\varphi(U, V) + K_2(U, V)\varphi(U, V)
\]
to derive an upper bound.

Let \( \lambda \) be the RLCT of the right side, \( \lambda_1 \) be an RLCT of first term in the right side, and \( \lambda_2 \) be the RLCT of the second one. If \( \varphi(U, V) = 0 \), then \( K_1(U, V) \neq 0 \), and, thus, the first prior term can be ignored when calculating the RLCT; we have
\[
K_1(U, V) + K_2(U, V)\varphi(U, V)
\]
Because the variables are independent and RLCTs are order isomorphic,
\[
\lambda \leq \lambda_1 + \lambda_2.
\]
Since \( K_1(U, V) \) corresponds to a proof of Lemma 3.3 in the case that \( H \) is replaced by \( H_0 \), we have
\[
\lambda_1 = H_0 \frac{M + N - 1}{2}.
\]
In contrast, \( K_2(U, V) \) corresponds to Lemma 3.1 when \( H \) is replaced with \( H - H_0 \). This leads to
\[
\lambda_2 = \frac{(H - H_0) \min\{M\phi_U, N\phi_V\}}{2}.
\]
Using the above two equalities for inequality (B.1), we find that
\[
\lambda \leq \lambda_1 + \lambda_2
\]
\[
= \lambda_1 + \lambda_2
\]
\[
= H_0 \frac{M + N - 1}{2} + \frac{(H - H_0) \min\{M\phi_U, N\phi_V\}}{2}.
\]
Therefore, the RLCT \( \lambda \) satisfies the following inequality:
\[
\lambda \leq \frac{1}{2} [(H - H_0) \min\{M\phi_U, N\phi_V\} + H_0(M + N - 1)]
\]

**Appendix C. Proofs of Theorem 3.2 and 3.3**

**Proof of Theorem 3.2 and 3.3** First, we prove Theorem 3.2. Owing to the equality (1) and (2), we have
\[
F_n = nS_n + \lambda \log n - (m - 1) \log \log n + O_p(1),
\]
\[
\mathbb{E}[G_n] = \frac{\lambda}{n} + o\left(\frac{1}{n}\right).
\]
On account of Theorem 3.1
\[
\lambda \leq \frac{1}{2} [(H - H_0) \min\{M\phi_U, N\phi_V\} + H_0(M + N - 1)]
\]
holds. Theorem 3.2 follows from the above three formulas and \( m \geq 1 \):
\[
F_n \leq nS_n + \frac{1}{2} [(H - H_0) \min\{M\phi_U, N\phi_V\} + H_0(M + N - 1)] \log n + O_p(1),
\]
\[
\mathbb{E}[G_n] \leq \frac{1}{2n} [(H - H_0) \min\{M\phi_U, N\phi_V\} + H_0(M + N - 1)] + o\left(\frac{1}{n}\right).
\]
Next, we prove Theorem 3.3. Let $\lambda$ be the upper bound of $\lambda$ in Theorem 3.1:

$$\lambda = \frac{1}{2} [(H - H_0) \min \{ M \phi_U, N \phi_V \} + \frac{1}{2} H_0 (M + N - 1)]$$

In the same way as the above, we have

$$F_n \leq n S_n + \lambda \log n + O_p(1).$$

Also, because of Theorem 2.1,

$$\mathcal{F}_n = n S_n + \lambda_{vb} \log n + O_p(1)$$

holds, and we have

$$\lambda_{vb} = \begin{cases} (H - H_0)(M \phi_U + N \phi_V) + \frac{1}{2} H_0 (M + N), & \text{if } M \phi_U + N \phi_V < \frac{M + N}{2} \\ \frac{1}{2} H (M + N), & \text{otherwise.} \end{cases}$$

Thus, we compute their difference,

$$\mathcal{F}_n - F_n = (\lambda_{vb} - \lambda) \log n + O_p(1) \geq (\lambda_{vb} - \lambda) \log n + O_p(1).$$

When $M \phi_U + N \phi_V < \frac{M + N}{2}$, we have

$$\lambda_{vb} - \lambda = (H - H_0)(M \phi_U + N \phi_V) + \frac{1}{2} H_0 (M + N) - \frac{1}{2} [(H - H_0) \min \{ M \phi_U, N \phi_V \} + \frac{1}{2} H_0 (M + N - 1)]$$

$$= (H - H_0) \left( M \phi_U + N \phi_V - \frac{1}{2} \min \{ M \phi_U, N \phi_V \} \right) + \frac{1}{2} H_0 (M + N - M - N + 1)$$

$$= \frac{1}{2} [(H - H_0)(M \phi_U + N \phi_V + M \phi_U + N \phi_V - \min \{ M \phi_U, N \phi_V \}) + H_0]$$

$$= \frac{1}{2} [(H - H_0)(M \phi_U + N \phi_V + \max \{ M \phi_U, N \phi_V \}) + H_0].$$

On the other hand, if $M \phi_U + N \phi_V \geq \frac{M + N}{2}$, then

$$\lambda_{vb} - \lambda = \frac{1}{2} (H + M + N) - \frac{1}{2} [(H - H_0) \min \{ M \phi_U, N \phi_V \} + H_0 (M + N - 1)]$$

$$= \frac{1}{2} (H + M + N) - \frac{1}{2} (H - H_0) \min \{ M \phi_U, N \phi_V \} - \frac{1}{2} H_0 (M + N) + \frac{1}{2} H_0$$

$$= \frac{1}{2} (H - H_0)(M + N) - \frac{1}{2} (H - H_0) \min \{ M \phi_U, N \phi_V \} + \frac{1}{2} H_0$$

$$= \frac{1}{2} [(H - H_0)(M + N - \min \{ M \phi_U, N \phi_V \}) + H_0].$$

This completes the proof of Theorem 3.3.
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