A Path-Based Distribution Measure for Network Comparison
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Abstract: As network data increases, it is more common than ever for researchers to analyze a set of networks rather than a single network and measure the difference between networks by developing a number of network comparison methods. Network comparison is able to quantify dissimilarity between networks by comparing the structural topological difference of networks. Here, we propose a kind of measures for network comparison based on the shortest path distribution combined with node centrality, capturing the global topological difference with local features. Based on the characterized path distributions, we define and compare network distance between networks to measure how dissimilar the two networks are, and the network entropy to characterize a typical network system. We find that the network distance is able to discriminate networks generated by different models. Combining more information on end nodes along a path can further amplify the dissimilarity of networks. The network entropy is able to detect tipping points in the evolution of synthetic networks. Extensive numerical simulations reveal the effectivity of the proposed measure in network reduction of multilayer networks, and identification of typical system states in temporal networks as well.
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1. Introduction

Network approach is a powerful tool to describe complex systems [1–3], since the basic unit in a complex system can be represented by node, and the interaction between nodes can be represented by edge. Identifying and quantifying the structural differences between networks is a very important and challenging problem in network science, and it can be applied to compare brain networks [4,5], detect sequences of system states in temporal networks [6], and even reduce multilayer networks [7].

Many methods have been proposed for network comparison, and are often described as similarity measures or distances between two networks [8,9]. Basic approaches usually measure how many nodes or edges the two graphs have in common, such as Hamming distance and Jaccard distance [10]. The former measures the number of edge deletions and insertions necessary to transform one graph into another, which is more sensitive to the density of the network; while the latter includes a normalization process with respect to the total number of edges in two networks. Both the Hamming distance and Jaccard distance tend to grossly oversimplify the problem and miss key information of the similarities and differences in the network topology, since they treat all the change of edges uniformly, and they can be seen as special instances of graph edit distance (GED) [11–13]. Furthermore, according to the eigenvalues of either the adjacency matrix or the Laplacian matrix of the network, researchers defined a class of measures based on spectral distance for network comparison [9,14,15]. Then, a more general measure
extended the spectral distance with the power of eigenvalues, capturing network information from local to global scale, has been proposed [9]. Very recently, researchers propose a class of methods for network comparison by embedding the network into a low dimensional space [16]. For instance, Shrivastava et al. proposed a covariance matrix composed of normalized vectors of the adjacency matrix, describing the spectrum of the adjacency matrix and sub-structures in the network [17].

Recently, some studies took use of network topology information with information theory for network comparison [7,18–21]. For instance, according to the topological information of nodes and their neighbors in the network, Carpi et al. proposed a diversity measure of a system composed of several components, then identified similar network layers according to there contribution to a global diversity value [18]. With quantum theory, Domenico et al. treats two networks as two mixed states and then compare them with information theory [7]. Paths in the network usually describes the communication capability between nodes. The shorter the path is, the stronger the interaction between the nodes will be. Based on this observation, Schieber et al. proposed a method based on quantifying the difference between distance probability distributions, which can identify and quantify structural difference in networks that have a practical impact on the information flow through the network, such as the presence or absence of critical links that connect or disconnect connected components [19]. Wang et al. used the communicability between two nodes to define the communicability sequence entropy of networks, then use the Jensen-Shannon divergence as distance measure between two networks [20]. It not only can accurately quantify the structural dissimilarities between synthetic networks, but also be able to identify the critical percolation probability of the random network in the evolutionary process. Bagrow et al. introduced a new measure, named as network portrait, to compare networks. The portrait matrix describes the distance distribution, which is mathematically principled and incorporates the topological characteristics of networks at all structural scales [21].

Although path-based methods are able to capture characteristics of network topology on a global scale, the information they provide is still very limited or incomplete. Inspired by their work, here, we propose a new measure for network comparison by making use of the path information as well as node centrality, such as degree, capturing network features from local to global scale. Depending on the availability of the two end nodes’ information along a given path, we propose a path-based distribution, combined with one or two end nodes’ information, respectively, to characterize the network topology. Furthermore, we define the network entropy and network distance according to the path-based distributions. We find that, combining more end nodes’ information to the path distribution can further amplify the distance between two networks. We also apply our method to resolve network reduction of multilayer networks, which successfully aggregates layered networks. The applications of our measures in temporal networks are also able to identify typical states shown in the interaction patterns. In all, experiments on synthetic networks and real networks reveal the effectiveness of our measures in identifying the critical percolation probability in network evolution, quantifying dissimilarity of two networks, reducing multilayer networks, and identifying typical system states in temporal networks.

The rest of this paper is organized as follows. In Section 2, we describe the basic path distribution, and combine the path distribution with end node’s information, based on which we further define the network entropy and network distance between two networks. Next, we apply our measures to both synthetic networks and real-world datasets in Section 3, demonstrating its effectiveness in characterizing network evolution, network distance of two networks, as well as network reduction and identification of typical status in temporal networks. Finally, we conclude and summarize our work in Section 4.

2. Methods

2.1. Path Distribution Combined with End Nodes’ Information

For a network $G$ with $N$ nodes, let $n_l(v_i)$ denote the number of nodes whose distance to $v_i$ is $l$, where $0 \leq l \leq L_{\text{max}}$, and $L_{\text{max}}$ is the diameter of the network $G$. We define the distance between
Thus, the path distribution and the corresponding network entropy are given as follows:

In complete networks, the distance between each pair of nodes is 1. Similarly, the number of nodes at distance 2 to node $i$ is equal to the number of triple structure from node $i$, and so on.

By using the distribution of nodes accounting for the given path length, a lot of information can be traced. For instance, Stella et al. [22] considered the distribution of nodes whose distance to a given node $i$ is $l$, that is, $p_i(l) = \frac{n_l(v_i)}{\sum_{l=0}^{\max} n_l(v_i)}$, to define distance entropy of a node in the network, given by $H_l = \sum_{l=0}^{\max} p_i(l) \log p_i(l)$. Chen et al. [23] proposed the network entropy by focusing on a given path length $l$, where the ratio of nodes at distance-$l$ to a given node is counted, described as

$$H_l = -\sum_{i=1}^{N} \frac{n_l(v_i)}{\sum_{j=1}^{N} n_l(v_j)} \log \left( \frac{n_l(v_i)}{\sum_{j=1}^{N} n_l(v_j)} \right).$$

In the present work, instead of using the local information around a specific node or a fixed distance between nodes, here, we focus on the distribution of all pairs of nodes at a given distance $l$. Note that $n_l(v_i)$ encodes many structural features of the network. Obviously, $\sum_{i=1}^{N} n_0(v_i) = N$ stores the number of nodes in the graph, while $\sum_{i=1}^{N} n_1(v_i)$ is twice as much as the number of edges in networks. Similarly, $\frac{1}{2} \sum_{i=1}^{N} n_2(v_i)$ depicts the number of triple structures in the network.

Based on the above analysis, we propose a distribution characterized by distance $l$, $p(l)$, that is, the number of pairs of nodes whose distance being $l$ over the number of all pairs of the nodes at all the possible distances, given by

$$p(l) = \frac{\sum_{i=1}^{N} n_l(v_i)}{\sum_{i=0}^{\max} \sum_{j=1}^{N} n_l(v_j)}.$$  (2)

In other words, $p(l)$ is the probability that a pair of randomly selected nodes is at distance $l$. Then, based on the path distribution, we can define the network entropy as the Shannon entropy [24], given by

$$H_l = -\sum_{l=0}^{\max} p(l) \log p(l).$$  (3)

$H_l$ is able to characterize the path distribution in the network. A network with a high diversity of distance patterns would has a high value of $H_l$.

To demonstrate how the measure $H_l$ characterizes the network models, we consider several specific networks with size $N$. In complete networks, the distance between each pair of nodes is 1. Thus, the path distribution and the corresponding network entropy are given as follows:

$$p(l) = \left\{ p(0) = \frac{N}{N^2}, p(1) = \frac{N(N-1)}{N^2} \right\}, \quad H_l = \log N - \frac{N-1}{N} \log (N-1) \to 0.$$  (4)

If the network size is sufficiently large, the network entropy $H_l$ will approach to 0.

In star networks, there exists a central node linked to all other nodes. The distance between peripheral nodes is 1, while the distance between peripheral nodes and the central node is 2. Then, the path distribution and the network entropy are calculated as:

$$p(l) = \left\{ p(0) = \frac{N}{N^2}, p(1) = \frac{2(N-1)}{N^2}, p(2) = \frac{(N-1)(N-2)}{N^2} \right\}, \quad H_l = \frac{2N-1}{N} \log N - \frac{2(N-1)}{N^2} \log 2(N-1) - \frac{(N-1)(N-2)}{N^2} \log(N-1)(N-2).$$  (5)

Note that the path distribution of star networks is broader than complete networks, where most of the shortest path length is 2. Although $H_l$ for star networks is higher than that of complete network, $H_l \to 0$ when $N \to \infty$ in star networks.
In ring networks, each node connects to its left and right nodes, the diameter $L_{\text{max}}$ of ring networks is $\lfloor N/2 \rfloor$, where $\lfloor \cdot \rfloor$ is floor function. In ring networks the length of the shortest path between an arbitrary pair of node is uniformly distributed. If $N$ is odd, then, the distribution of the shortest path is $p(l) = 2N/N^2$ for $l \neq 0$, and $p(0) = N/N^2$. Consequently, the network entropy for ring networks is given by:

$$H_l = \frac{1}{N} \log N + \frac{N-1}{N} \log \frac{N}{2}.$$  

(6)

If $N$ is even, $p(l) = 2N/N^2$ for $l \neq 0$, $L_{\text{max}}$, and $p(0) = p(L_{\text{max}}) = N/N^2$. Then, the network entropy becomes:

$$H_l = \frac{2}{N} \log N + \frac{N-2}{N} \log \frac{N}{2}.$$  

(7)

In all, $H_l \approx \log N/2$. Notably, since ring network is a special case of ring lattice network, where each node has $K$ neighbors ($K = 2$ in ring network), the analytical results for ring network can also be extended to ring lattice network with $K > 2$ as $H_l \approx \log N/K$. If $K = N - 1$, the network becomes a complete network and $H_l \to 0$.

Note that $p(l)$ measures the global distribution of paths with length $l$ and $H_l$ depicts the property of distance between an arbitrary pair of nodes in the network while neglecting the end nodes’ properties along the path. A combination of the end nodes’ properties, such as degree, closeness centrality, betweenness centrality and eigenvector centrality [25,26], with the path distribution would further detail characteristics of the path. To further explore how the path distribution $p(l)$ relates to the end nodes’ properties, we combine one of the end nodes’ centrality $c$ into the distribution $p(l)$ to define an extended path distribution, $p(c,l)$, where $p(c,l)$ is the probability that a pair of randomly selected nodes is at a distance $l$ and one end node’s centrality is $c$. Moreover, since some centrality measures, such as degree, betweenness, and eigenvector centrality are positively correlated [27], here, for simplicity, a node’s degree $k$ is borrowed into the path distribution being represented as $p(k,l)$.

Let $p(k,l)$ denote the fraction of a pair of nodes with distance $l$ and one of the end nodes’ degree being $k$. The relationship between $p(k,l)$ and $p(l)$ is demonstrated by simple calculations. Obviously, $p(k,l)$ is able to recover the shortest path distribution $p(l)$ by summing up all the possible degree obtained at the end node, given by,

$$p(l) = \sum_{k=0}^{K_{\text{max}}} p(k,l),$$  

(8)

where $K_{\text{max}}$ is the maximum degree in network $G$. Besides, $p(k,l)$ can also recover to the degree distribution $p(k)$ by setting $l = 0$, read as

$$p(k) = \frac{p(k,0)}{\sum_{k=0}^{K_{\text{max}}} p(k,0)}.$$  

(9)

The distribution of the nearest neighbors in the network is also captured with $l = 1$. Similarly, $\frac{p(k,l)}{\sum_{k=0}^{K_{\text{max}}} p(k,l)}$ can also been taken as degree distribution of $l$-order neighboring nodes.

As mentioned above, the distribution $p(k,l)$ incorporates one end node’s degree into the path distribution. To further explore how the end nodes’ properties affect the path distribution, it is natural to extend the above definition to consider two end nodes’ properties into the path distribution, that is, $p(k,k',l)$, which describes the probability that a pair of randomly selected nodes are at a distance $l$ and the end nodes’ degree are $k$ and $k'$ respectively. Obviously, $p(k,k',l)$ captures all the information that $p(k,l)$ contains, since $p(k,l) = \sum_{k'=0}^{K_{\text{max}}} p(k,k',l)$. Compared to the one end node path distribution $p(k,l)$, $p(k,k',l)$ further details the characteristics of a path.

Based on the above analysis, we can define the network entropy with the above two extended path distributions, respectively. Since network entropy is scalar and can be used as a complexity
measure to describe a network system [28,29], we apply the Shannon entropy with the probability distribution to serve as an index of the feature of the network structure. By combining one end node’s degree into the path distribution, \( p(k, l) \), the network entropy is defined as follows:

\[
H_{k,l} = - \sum_{k=0}^{K_{\text{max}}} \sum_{l=0}^{L_{\text{max}}} p(k, l) \log p(k, l).
\]  

(10)

Furthermore, by combining the two end nodes’ degree into the path distribution, \( p(k, k', l) \), we have

\[
H_{k,k',l} = - \sum_{k'=0}^{K_{\text{max}}} \sum_{k=0}^{K_{\text{max}}} \sum_{l=0}^{L_{\text{max}}} p(k, k', l) \log p(k, k', l).
\]  

(11)

So far, the two extended network entropies are defined, that is, \( H_{k,l} \) and \( H_{k,k',l} \), by combining the end node’s degree.

Let us illustrate the path-based network entropies with a simple example in Figure 1. There are totally 32 nodes in network \( G \). By removing one edge from \( G \), we obtain four networks denoted as the set \( \{G_1, G_2, G_3, G_4\} \). As one edge is removed, depending on the choice of the removed edge, network \( G \) is separated into different components. For instance, \( G_1 \) is composed of two components with one isolated node, which is most similar to network \( G \). While \( G_4 \) is composed of two balanced components and it would be the most different one from network \( G \). We calculate the three network entropies, \( H_l, H_{k,l}, \) and \( H_{k,k',l} \) for each network, respectively. As Table 1 shows, after the one edge being removed, the shortest path distribution and the network entropy for each network has changed. For instance, when the critical edge that linked the two balanced components, is removed from \( G_4 \), and the network entropy has a significant change compared to \( G \). \( H_{k,k',l} \) describes the network with the most detailed information. As more nodes’ degree combined into the path, the path distribution is better discriminated, and the value of network entropy increases.

We have to remark that the proposed network entropy can also be applied to directed networks by counting directed paths as well as weighted networks by summing up all edge weights along a path. The network is not necessary to be connected, since the path can be counted in network components.

\[\text{Figure 1. Schematic representation of five different networks with the same number of nodes.} \]

\[\text{G,} \quad G_1, \quad G_2, \quad G_3, \quad G_4 \]

\[\text{are obtained by deleting one edge from network G.} \]

\[\text{G}_1 \quad \text{has one isolated node;} \quad \text{G}_2 \quad \text{has one disconnected component with two nodes;} \]

\[\text{G}_3 \quad \text{has one disconnected component with five nodes;} \quad \text{G}_4 \quad \text{is disconnected into two balanced connected components.} \]

\[\text{Table 1. The path-based entropies of networks in the example in Figure 1.} \]

|        | \( G \) | \( G_1 \) | \( G_2 \) | \( G_3 \) | \( G_4 \) |
|--------|---------|---------|---------|---------|---------|
| \( H_l \) | 2.763   | 2.764   | 2.785   | 2.832   | 2.710   |
| \( H_{k,l} \) | 4.221   | 4.254   | 4.247   | 4.281   | 3.994   |
| \( H_{k,k',l} \) | 5.025   | 5.199   | 5.166   | 5.175   | 4.487   |
2.2. Network Distance between Two Networks

Based on the above proposed path distributions combined with end nodes’ properties, we can define the distance between two networks. Here, the Kullback–Leibler divergence ($D_{KL}$) is used to calculate the difference between two probability distributions,

$$D_{KL}(p||q) = p \log \frac{p}{q},$$

where $p$ and $q$ are path-based distributions of network $P$ and network $Q$. In this paper, $p(l)$, $p(k,l)$, and $p(k,k',l)$ are used to describe the characterized distribution of networks, respectively. Since the Kullback–Leibler divergence is not symmetric and does not define a distance, a more suitable quantity to measure the dissimilarity between two distributions is necessary. Let us set $\mu = \frac{(p+q)}{2}$, the Jensen-Shannon divergence ($D_{JS}$) is defined as:

$$D_{JS}(p||q) = \frac{1}{2} (D_{KL}(p||\mu) + D_{KL}(q||\mu)) = H(\mu) - \frac{1}{2} (H(p) + H(q)),$$

where $H(p) = -\sum p \log p$, which is the Shannon entropy for distribution $p$. $D_{JS}$ is reflexive and symmetric. In addition, $\sqrt{D_{JS}}$ takes values in $[0,1]$ and satisfies all the properties of a metric [30]. In the following, we deploy $d_{PQ} = \sqrt{D_{JS}}$ to quantify the distance between two distinct networks $P$ and $Q$. We note that $d_{PQ} = 0$ only if $P$ and $Q$ have same path-based distributions. $d_{PQ} = 1$ if $p$ and $q$ are completely disjointed, which means $p(x) \neq 0$ and $q(x) = 0$ for all $x$.

Let us verify if the distance between the networks becomes larger with the proposed path distributions, $p(l)$, $p(k,l)$, and $p(k,k',l)$. We calculate the $\sqrt{D_{JS}}$ between each pair of the five networks, respectively, and obtain the distance matrix in Figure 2. We see that the distance between $G$ and $G_4$ is the largest for each path distribution in Figure 2a–c. The distances between $G_4$ and the remaining networks decrease in order. All the three measures show that $G_1$, $G_2$, and $G_3$ are more similar to $G$ than $G_4$, as $G_1$, $G_2$, and $G_3$ have small disconnected components, which have less impact on information flow in the network. This result is reasonable and acceptable. Moreover, with the introduction of the end nodes’ degree in the path distribution, $p(k,l)$ and $p(k,k',l)$, we see that the distance between each pair of networks becomes larger (Figure 2b,c).

![Figure 2](image-url) - The distance matrices between networks presented in Figure 1 are calculated. (a) Distances between $G$ and $\{G_1, G_2, G_3, G_4\}$ are calculated with $p(l)$; (b) Distances between $G$ and $\{G_1, G_2, G_3, G_4\}$ is calculated with $p(k,l)$; (c) Distances between $G$ and $\{G_1, G_2, G_3, G_4\}$ is calculated with $p(k,k',l)$.

As another example, let us observe the distances between $G_4$ and $G_1$, and $G_4$ and $G_2$. Intuitively, the information flow in both $G_2$ and $G_4$ is blocked more than $G_1$. We see that the distances based on $p(l)$ and $p(k,k',l)$ correctly find the fact that $G_4$ is more similar to $G_2$ than $G_1$, while the distance calculated with $p(k,l)$ does not. In addition, the distance value increases with the introduction of more detailed properties on the end nodes of the path, thus, networks can be more effectively discriminated.
Our proposed measure of network distance is grounded in information theory, which fully utilizes the structural topological information of the network and the divergence measure. Both undirected and directed networks can be treated naturally, and disconnected networks can also be handled without any specifications.

3. Results

In this section, we testify if the network entropy defined on the path distribution combined with end node’s degree can effectively identify percolation point in the network evolution. We also evaluate the performance of the network distance measure, calculated with different path distributions, for discriminating distinct network models. We also apply the network distance measure to network reduction of multilayer networks composed of synthetic networks as well as real data.

3.1. Experiments on Synthetic Networks

We build three types of network models usually considered in the literature, that is, Erdos–Renyi (ER) random graphs \[31\], Watts–Strogatz small-world (WS) networks \[32\], and Barabasi–Albert (BA) networks \[33\], respectively. Without specification, the network size is set as \(N = 200\).

3.1.1. Comparison of Network Entropies Based on Different Path Distributions

Firstly, we testify if the network entropy calculated with different path distributions, \(H_i\), \(H_{k,l}\), and \(H_{k,k',l}\) can identify the emergence of the giant component in ER networks, and the presence of small world phenomena in WS networks, respectively. In order to achieve the goal, we generate ER networks with different connecting probability \(p\) and calculate the network entropy \(H_i\), \(H_{k,l}\), and \(H_{k,k',l}\), respectively, for each case. Similarly, we generate WS networks with different rewiring probability \(r\) and calculate the three network entropies in a similar way.

From Figure 3a, we see that when \(p\) is small, most of the nodes in the network are isolated and there are very few paths between them, and thus, all the three entropies are very small. As \(p\) increases, at some critical value of \(p \approx 1/N\), the three network entropies increase sharply, where the giant component of the network appears. After the emergence of the giant component, the addition of more edges shortens the distance between arbitrary pair of nodes, thus, \(p(l)\) is more narrowly distributed, so \(H_i\) decreases. When the degree distribution becomes wider, the curve of \(H_{k,l}\) reaches a plateau. The curve of \(H_{k,k',l}\) still rises until the degree distribution becomes narrow again. The more detailed end nodes’ degree of the path distribution is obtained, the higher the network entropy is, that is, \(H_{k,k',l} > H_{k,l} > H_i\). With further increase of \(p\) approaching to 1, the network almost becomes a complete graph, where the degree distribution and the path distribution are more homogeneous, thus, all the three network entropies are close to 0.

In a similar way, Figure 3b shows the network entropies measured for the three path distributions on WS networks with different rewire probability \(r\). When \(r = 0\), the network is regular and all nodes’ degree are same with \(\frac{k}{2}\), while the path of each pair of nodes is diversely distributed, hence, \(H_i\) achieves the maximum value. With more edges being rewired, the path distribution becomes more homogeneous, thus, \(H_i\) decreases gradually. For \(H_{k,l}\), we see that \(H_{k,l}\) decreases slightly and then increases to a stable value. The decrease of the entropy \(H_{k,l}\) is due to the appearance of small world characteristics by rewiring edges. With the rewiring process, the average path length of the network becomes less and the nodes’ degree is broadly distributed. Finally, for \(H_{k,k',l}\), with the rewiring of edges, the network becomes more irregular and nodes’ degrees are further widely distributed, thus, the network entropy \(H_{k,k',l}\) also increases to a high value.

In all, all the three network entropies are able to capture the features of evolving networks, such as the emergence of the giant component and the appearance of small world characteristics. With more detailed information on the end nodes of the path, the network entropy becomes larger.
Figure 3. Comparison of network entropies defined on different path distributions. (a) Network entropies calculated for Erdos–Renyi (ER) networks with connecting probability $p$. The right panel highlights the critical connecting probability $p_c$ where the giant component emerges. (b) Network entropies calculated for WS networks with rewiring probability $r$. The right panel highlights the critical rewiring probability $r_c$ at which the “Small World” characteristics appears within the range of $A$ to $B$.

3.1.2. Comparison of Network Entropy for Network Models with Different $\langle k \rangle$

Next, we compare the three network entropies on three types of networks, that is, ER networks, WS networks, and BA networks for different average degree $\langle k \rangle$.

In Figure 4a, we see that with the increase of the average degree $\langle k \rangle$, $H_l$ for the all three types of networks decreases monotonically. This result can be explained as, with the increase of the average degree $\langle k \rangle$, the network becomes denser and the distance between an arbitrary pair of nodes becomes less.

Hence, the path $p(l)$ is narrowly distributed. For WS networks, since the paths are heterogeneously distributed, the entropy $H_l$ is the largest. For BA networks, since the distance between peripheral nodes and hub nodes is small, and the peripheral nodes can reach the remaining nodes through hub nodes, paths in BA networks are more narrowly distributed, thus, the entropy $H_l$ calculated with $p(l)$ for BA networks is the smallest. The entropy $H_l$ for ER networks is in between the WS and BA networks.

In Figure 4b, the network entropies $H_{k,l}$ calculated with the path distribution with one end node’s degree, $p(k,l)$, are compared for ER networks, BA networks, WS networks, respectively. For BA networks, with the increase of the average degree $\langle k \rangle$, since the length of paths between nodes is shorter, the path distribution becomes narrower, whereas the possible maximum degree becomes larger. Due to the variable possibility of the end nodes’ degree along the path, the distribution $p(k,l)$ becomes wider and the network entropy $H_{k,l}$ increases monotonically with $\langle k \rangle$. In ER networks, with the increase of the average degree, the wider degree distribution and the narrower path distribution seem to play an opposite role in affecting the network entropy $H_{k,l}$, thus we see a stable curve of $H_{k,l}$ independent of the average degree. For WS networks, with the increase of $\langle k \rangle$, since the degree distribution does not change much and the path distribution becomes narrower, the curve of $H_{k,l}$ shows a significant downward trend.

Next, we explore how the network entropy $H_{k,k'}$ evolves with more information obtained from the two end nodes along the path for three types of networks in Figure 4c. With the increase of the average degree $\langle k \rangle$, the distance between nodes is shorter and the end nodes’ degree are increased, which results in a narrower path distribution and a broader degree values. Due to the limited possible values of path lengths, the end nodes’ degree plays a more fundamental role in evaluating $H_{k,k'}$. Thus, $H_{k,k'}$ increases with $\langle k \rangle$ monotonically. Compared with the other two models, that is, WS networks and ER networks, due to the more heterogeneous degree distribution in BA networks, the network entropy value is the largest.
Figure 4. Comparison of network entropies defined on different path distributions on ER networks, Watts–Strogatz small-world (WS) networks, and Barabasi–Albert (BA) networks, respectively. (a) Network entropy $H_I$ versus average degree $\langle k \rangle$; (b) Network entropy $H_{k,l}$ versus average degree $\langle k \rangle$; (c) Network entropy $H_{k,k',l}$ versus average degree $\langle k \rangle$. The parameters $r = 0.2$ for WS networks.

As shown by all the above experiments, network entropies, based on different probability distributions, can characterize the network structure in a certain extent. As more topological information is considered, the absolute value of the network entropy is also increased and the gap of the network entropy value between different types of networks is enlarged, which helps to discriminate networks more precisely.

3.1.3. Comparison of Network Distance Based on Different Path Distributions

In order to understand if the three types of network models are discriminated by the proposed method, we generate 30 networks for each type of the network models, including ER model, WS model, and BA model. Then, we calculate the network distance between each pair of networks based on the path distribution, $p(l)$, $p(k,l)$, and $p(k,k',l)$, respectively, and mapped it into the coordinate system by Multi-dimensional Scaling (MDS) method [34]. As shown in Figure 5, three types of networks are clearly detected as three clusters for all the three path distributions $p(l)$, combined with one end node’s degree $p(k,l)$, two end nodes’ degree $p(k,k',l)$. Furthermore, for each type of networks, with the introduction of the end node’s degree, the dissimilarity between networks is also amplified. More information on the end node’s degree is combined, the better the networks are separated.

Figure 5. The Multi-dimensional Scaling (MDS) projections of the ER (blue points), BA (red points), and WS networks (orange points). (a) Projection of distance matrix $\sqrt{D_{JS}}$ between networks calculated with $p(l)$; (b) Projection of distance matrix $\sqrt{D_{JS}}$ between networks calculated with $p(k,l)$. (c) Projection of distance matrix $\sqrt{D_{JS}}$ between networks calculated with $p(k,k',l)$.

3.2. Application of Network Comparison to Network Reduction in Multilayer Networks

Distance-based network comparison approach can also be applied to the issue of network reduction [7,20,35]. Network reduction aims to reduce the number of network layers to a minimum number by merging similar network layers while preserving more information of the multilayer
networks. Multilayer networks are usually used to represent complex systems with multiple interactions among units and edges in one network layer represent one type of interaction. Given a multilayer network $G$, with $N$ nodes and a total number of $M$ network layers, the adjacency matrix of each subnetwork $G_i$ is represented as $A^i$ for $i = 1, \ldots, M$ [36]. The reduction process of the multilayer network $G$ is described as follows:

1. **Step 1:** Compute the topological distribution, $p_i$, for each subnetwork $G_i$. Then compute the distance between each pair of subnetworks $G_i$ and $G_j$, denoted as $d_{ij}$ and calculated by $d_{ij} = \sqrt{D_{ij}(p_i||p_j)}$.

2. **Step 2:** Calculate the average distance $D_{ave}$ between all pairs of subnetworks as the objective function, given by,

$$D_{ave} = \frac{2}{X(X-1)} \sum_{j=i+1}^{X} \sum_{i=1}^{X} d_{ij}, \quad (14)$$

where $X$ is the number of subnetworks. If $X = 1$, let $D_{ave} = 0$ and stop the reduction process.

3. **Step 3:** Perform hierarchical clustering of layered networks. Aggregate subnetworks $G_x$ and $G_y$, whose distance $d_{xy}$ is the minimum, into a new subnetwork $G_z$. The updated adjacency matrix of the subnetwork $G_z$, $A^z$ is described as $A^z_{ij} = \max(A^x_{ij}, A^y_{ij})$, that is, edges in $G_z$ are the union set of the edges in $G_x$ and $G_y$.

4. **Step 4:** Update the multilayer network $G$, $G = G - \{G_x, G_y\} \cup \{G_z\}$, that is, removing $G_x$ and $G_y$ from $G$, and adding $G_z$ to $G$. Then go to Step 1.

It is to note that the distribution $p_i$ can be arbitrary topological distribution of subnetwork $G_i$. In order to study the influence of different topological distributions in the reduction process, all the three path distributions, $p(l), p(k,l)$ and $p(k,k',l)$, are applied in the multilayer structural reducibility procedure. Moreover, we choose the partition of the networks that maximizes $D_{ave}$ as the optimal structure of layered networks, that is, the distinguishability between the reduced network layers is as much as possible.

### 3.2.1. Network Reduction on Synthetic Networks

In order to verify if the proposed method could distinguish three types of network models, we generate benchmark multilayer networks composed of three types of network models, each of which is generated with the same model but different connection by rewiring. For each MODEL $\in \{ER, WS, BA\}$, we generate MODEL0, that is, ER0, BA0, WS0, as basin networks, and then we randomly rewire $n\% (n \in \{10, 20, \ldots, 90\})$ of edges in MODEL0 to generate more networks with the same model. By doing so, networks generated with the same model are characterized by a different amount of edge redundancy. Totally, we have 30 subnetworks as layered networks, each of which is labeled as MODEL $+ n$, where MODEL is one of $\{ER, WS, BA\}$ and $n$ is the percentage of rewired edges. Intuitively, networks generated with the same network model should be more similar than those generated with distinct mechanisms. For example, ER random networks should be more similar than BA networks. In the following, without specification, parameters are set as $N = 200$ and the average degree $\langle k \rangle = 10$. In the WS model, the rewiring probability $p$ is set as $p = 0.2$.

In Figure 6a,d,g, we show the distance matrices calculated with the path distribution $p(l)$, the path distribution with one end node’s degree, $p(k,l)$, and the path distribution with two end nodes’ degree, $p(k,k',l)$, respectively. We see that with the path distribution $p(l)$, the three types of networks are not clearly separated (Figure 6a) due to the less difference in the distance measure. With more information being involved in the path distribution (Figure 6d,g), the distance between three types of networks is further amplified and the dissimilarity between them is enlarged. Distances between networks within the same group are much less than those in different groups, forming block matrices. Finally, distance calculated with $p(k,k',l)$ distinguishes networks of different groups best.
Figure 6. Network reduction process with different path distributions in multilayer networks generated with ER, WS, and BA networks. (a,d,g) (the left panels): The distance matrix between 30 layered networks calculated with the path distribution \( p(l) \), the path distribution with one end node’s degree \( p(k,l) \), and the path distribution with two end nodes’ degree \( p(k,k’,l) \), respectively; (b,e,h) (the middle panels): The dendrogram of clustering process with different path distributions; (c,f,i) (the right panels): The average distance of layered networks \( D_{\text{ave}} \) during the reduction process. The optimal reduced network structure is the one that corresponds to the maximal \( D_{\text{ave}} \) (yellow star in the right panels).

In addition, we can also aggregate networks in dendrogram according to the distance between networks as shown in Figure 6b,e,h. The final partition of the optimal reduced network is determined by the maximal distance \( D_{\text{ave}} \) calculated during the aggregation process (Figure 6c,f,i). As expected, the reduction process based on \( p(l) \) aggregates networks randomly, and the distance between networks increases monotonically and then decreases to zero when aggregating as one network, as shown in Figure 6b,c.

For the dendrogram with the distribution \( p(k,l) \), we see that BA networks are partially partitioned as one group and the remaining networks as the other group (Figure 6e). Interestingly, by using the path distribution with two end nodes’ degree \( p(k,k’,l) \), networks associated with the same network model, which are highly overlapped and similar, tend to be aggregated earlier (Figure 6h) and are clearly partitioned into three groups.

Therefore, incorporating more information on the end node’s degree into the path distribution is able to characterize network topology, and discriminate a network from another, especially in measuring dissimilarity between networks in network comparison.
3.2.2. Network Reduction on Real Data

In this part, we testify whether our methods can detect typical variation in system status in temporal networks. We use the subset of interaction data from the Copenhagen network study, referred as Copenhagen Bluetooth data. Copenhagen Bluetooth data was recorded from university students over four weeks. We specify the duration of the time window, \( \tau \) as 1 day, to partition the temporal network into 28 snapshots. Thus, the set of weekends is represented as \( S_{\text{weekend}} = \{1, 7, 8, 14, 15, 21, 22, 28\} \) and the set of the remaining weekdays is denoted as \( S_{\text{weekday}} \). The network size is \( N = 706 \). The multilayer network is built by taking each snapshot as one network layer and the total network layer is 28. Then, we implement network reduction process on the multilayer networks we built, and testify if our method can discriminate weekdays from weekends in the data set.

We calculate the distance between networks in days and then clustering networks in days according to the distance between them. In Figure 7a,d,g, we show the distance matrices obtained with distributions \( p(l) \) (a), \( p(k, l) \) (d), and \( p(k, k', l) \) (g), respectively. Firstly, we find that for all the distance matrices, a clear separation between weekdays and weekends is observed. The distance matrix suggests that the weekdays and weekends constitute distinct, in that the distance between weekdays or weekends in the same set is small, while it is large in different sets. With more information of the end nodes’ degree along the path, the distance between networks is enlarged (Figure 7b,c).

![Figure 7](image_url)

**Figure 7.** Network reduction process in multilayer networks built by the Copenhagen Bluetooth data. (a–c) (the top panels) are the reduction process based on \( p(l) \); (d–f) (the middle panels) are based on \( p(k, l) \); (g–i) (the bottom panels) are based on \( p(k, k', l) \). (a,d,g): The distance matrices between layered networks; (b,e,h): The hierarchical clustering process; (c,f,i): The average distance \( D_{\text{ave}} \) calculated during the reduction process. The optimal reduced network structure is the one that corresponds to the maximal value of \( D_{\text{ave}} \) (yellow star in the right panels).
Secondly, observing Figure 7b,e,h, we see that with the three measures, the optimal reduced network is clustered into two groups (cut by yellow lines). During the clustering process with $p(k,k',l)$, we see that networks for weekdays cluster hierarchically, while networks for weekends cluster together (Figure 7h,i). In addition, it is to note that the reduction process based on $p(k,l)$ mistakenly assigned weekday 4 to the set $S_{\text{weekend}}$ (Figure 7e). The performance of the reduction process based on $p(l)$ is much unsatisfactory, since it mistakenly assigned weekends {7, 14, 21} to the set of $S_{\text{weekday}}$. Hence, from the above results, we conclude that incorporating more information on the end nodes’ degree along a path is able to capture characteristics of the network structure and measure the dissimilarity of the two networks.

4. Conclusions and Discussion

In this paper, we have introduced a path-based distribution measures by combining the end nodes’ centrality for network comparison, and validated its performance on synthetic networks and real data. The results reveal that the network entropy can effectively identify the tipping point in the process of network evolution, and the network distance can capture tiny difference between networks. These results also confirm our intuition that, more information on the end nodes’ degree of a given path is able to precisely quantify and amplify the structural difference between networks. As more nodes’ centrality is introduced to the path-based distributions, the paths are divided into more details. As a result, the distance between networks, that is, the difference between paths, increases. The application of the proposed measure in real world data also reveals that our method can efficiently identify the optimal network structure for multilayer networks and detect typical states in temporal networks.

It has to note that the proposed measure still has some limitations, such as higher computational complexity, since all the shortest paths between an arbitrary pair of nodes have to be computed. Hence, all the experimental results are simulated with relatively small network size. Moreover, we only take node’s degree as an example being introduced into path-based distribution, other node’s centrality measures such as betweenness can also be applied. As pointed by Meghanathan et al., there are poor correlations between degree-based centrality metrics (degree and eigenvector centrality) and the shortest-path based centrality metrics (betweenness, closeness, farness and eccentricity) for regular networks, but high correlations for scale-free networks [27]. Applying these centrality metrics into the path distribution to network comparison is still an opening question and can be explored in the future. The application of our proposed measure in network reduction of multilayer networks and identification of typical system status in temporal networks reveals the effectivity of our method. Further applications to other fields for network comparison are also expected in the future.

Author Contributions: Conceptualization, B.W. and Y.H.; formal analysis, B.W. and Z.S.; writing–original draft preparation, B.W. and Z.S.; writing–review and editing, B.W. and Y.H.; funding acquisition, B.W. All authors have read and agreed to the published version of the manuscript.

Funding: This work was funded by the National Key Research and Development Program of China under Grant No. 2017YFE0117500, and the Program for Professor of Special Appointment (Eastern Scholar) at Shanghai Institutions of Higher Learning.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Albert, R.; Barabási, A.L. Statistical mechanics of complex networks. Rev. Mod. Phys. 2002, 74, 47. [CrossRef]
2. Boccaletti, S.; Latora, V.; Moreno, Y.; Chavez, M.; Hwang, D.U. Complex networks: Structure and dynamics. Phys. Rep. 2006, 424, 175–308. [CrossRef]
3. Newman, M.E. The structure and function of complex networks. SIAM Rev. 2003, 45, 167–256. [CrossRef]
4. Mandke, K.; Meier, J.; Brookes, M.J.; O’Dea, R.D.; Van Mieghem, P.; Stam, C.J.; Hillebrand, A.; Tewarie, P. Comparing multilayer brain networks between groups: Introducing graph metrics and recommendations. NeuroImage 2018, 166, 371–384. [CrossRef] [PubMed]
5. Fraiman, D.; Fraiman, R. An ANOVA approach for statistical comparisons of brain networks. *Sci. Rep.* 2018, 8, 4746. [CrossRef] [PubMed]
6. Masuda, N.; Holme, P. Detecting sequences of system states in temporal networks. *Sci. Rep.* 2019, 9, 1–11. [CrossRef]
7. De Domenico, M.; Nicosia, V.; Arenas, A.; Latora, V. Structural reducibility of multilayer networks. *Nat. Commun.* 2015, 6, 1–9. [CrossRef]
8. Van Wijk, B.C.; Stam, C.J.; Daffertshofer, A. Comparing brain networks of different size and connectivity density using graph theory. *PLoS ONE* 2010, 5, e13701. [CrossRef]
9. Donnat, C.; Holmes, S. Tracking network dynamics: A survey using graph distances. *Ann. Appl. Stat.* 2018, 12, 971–1012. [CrossRef]
10. Levandowsky, M.; Winter, D. Distance between Sets. *Nat. Phys. Ence* 1972, 235, 60. [CrossRef]
11. Donnat, C.; Holmes, S. Tracking network dynamics: A survey using graph distances. *Ann. Appl. Stat.* 2018, 12, 971–1012. [CrossRef]
12. Wallis, W.D.; Shoubridge, P.; Kraetz, M.; Ray, D. Graph distances using graph union. *Pattern Recognit. Lett.* 2001, 22, 701–704. [CrossRef]
13. Gao, X.; Xiao, B.; Tao, D.; Li, X. A survey of graph edit distance. *Pattern Anal. Appl.* 2010, 13, 113–129. [CrossRef]
14. Jurman, G.; Visintainer, R.; Riccadonna, S.; Filosi, M.; Furlanello, C. The HIM glocal metric and kernel for network comparison and classification. In Proceedings of the 2015 IEEE International Conference on Data Science and Advanced Analytics (DSAA), Paris, France, 19–21 October 2015; pp. 1–10. [CrossRef]
15. Banerjee, A.; Jost, J. Spectral plot properties: Towards a qualitative classification of networks. *Netw. Heterog. Media* 2017, 3, 395–411. [CrossRef]
16. Cai, H.Y.; Zheng, V.W.; Chang, C.C. A Comprehensive Survey of Graph Embedding: Problems, Techniques, and Applications. *IEEE Trans. Knowl. Data Eng.* 2018, 30, 1616–1637. [CrossRef]
17. Shrivastava, A.; Li, P. A new space for comparing graphs. In Proceedings of the 2014 IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining (ASONAM), Beijing, China, 17–20 August 2014; pp. 62–71. [CrossRef]
18. Carpi, L.C.; Schieber, T.A.; Pardalos, P.M.; Marfany, G.; Masoller, C.; Diaz-Guilera, A.; Ravetti, M.G. Assessing diversity in multiplex networks. *Sci. Rep.* 2019, 9, 1–12. [CrossRef]
19. Schieber, T.A.; Carpi, L.; Diaz-Guilera, A.; Pardalos, P.M.; Masoller, C.; Ravetti, M.G. Quantification of network structural dissimilarities. *Nat. Commun.* 2017, 8, 1–10. [CrossRef]
20. Wang, X.; Liu, J. A layer reduction based community detection algorithm on multiplex networks. *Phys. A Stat. Mech. Its Appl.* 2017, 471, 244–252. [CrossRef]
21. Bagrow, J.P.; Bollt, E.M. An information-theoretic, all-scales approach to comparing networks. *Appl. Netw. Sci.* 2019, 4, 45. [CrossRef]
22. Stella, M.; De Domenico, M. Distance entropy cartography characterises centrality in complex networks. *Entropy* 2018, 20, 268. [CrossRef]
23. Chen, Z.; Dehmer, M.; Shi, Y. A Note on Distance-based Graph Entropies. *Entropy* 2014, 16, 5416–5427. [CrossRef]
24. Zenil, H.; Kiani, N.A.; Tegner, J. A Review of Graph and Network Complexity from an Algorithmic Information Perspective. *Entropy* 2018, 20, 551. [CrossRef]
25. Bonacich, P. Factoring and weighting approaches to status scores and clique identification. *J. Math. Sociol.* 1972, 2, 113–120. [CrossRef]
26. Freeman, L.C. Centrality in social networks conceptual clarification. *Soc. Netw.* 1978, 1, 215–239. [CrossRef]
27. Meghanathan, N. Correlation Coefficient Analysis of Centrality Metrics for Complex Network Graphs. In Proceedings of the 4th Computer Science On-line Conference: Intelligent Systems in Cybernetics and Automation Theory (CSOC 2015), Zlin, Czech Republic, 27–30 April 2015; pp. 11–20. [CrossRef]
28. Dehmer, M.; Mowshowitz, A. A history of graph entropy measures. *Inf. Sci.* 2011, 181, 57–78. [CrossRef]
29. Demetrius, L.; Manke, T. Robustness and network evolution—An entropic principle. *Phys. A Stat. Mech. Its Appl.* 2005, 346, 682–696. [CrossRef]
30. Endres, D.; Schindelin, J. A new metric for probability distributions. *IEEE Trans. Inf. Theory* 2003, 49, 1858–1860. [CrossRef]
31. Erdős, P.; Rényi, A. On random graphs. I. *Publ. Math.* 1959, 4, 3286–3291. [CrossRef]
32. Watts, D.J.; Strogatz, S.H. Collective dynamics of ‘small-world’ networks. *Nature* 1998, 393, 440–442. [CrossRef]
33. Barabasi, A.L.; Albert, R. Emergence of scaling in random networks. *Science* 1999, 286, 509–512. [CrossRef]
34. Kiers, H. Modern multidimensional scaling: Theory and applications. *Psychometrika* 1999, 64, 683.
35. Santoro, A.; Nicosia, V. Algorithmic Complexity of Multiplex Networks. *Phys. Rev. X* 2020, 10, 021069. [CrossRef]
36. Kivela, M.; Arenas, A.; Barthelemy, M.; Gleeson, J.P.; Moreno, Y.; Porter, M.A. Multilayer networks. *J. Complex Netw.* 2014, 2, 203–271. [CrossRef]

**Publisher’s Note:** MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).