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Abstract

Given a function \( f : (0, \infty) \to \mathbb{R} \) and a positive semidefinite \( n \times n \) matrix \( P \), one may define a trace functional on positive definite \( n \times n \) matrices as \( A \mapsto \operatorname{Tr}(P f(A)) \). For differentiable functions \( f \), the function \( A \mapsto \operatorname{Tr}(P f(A)) \) is differentiable at all positive definite matrices \( A \). Under certain continuity conditions on \( f \), this function may be extended to certain non-positive-definite matrices \( A \), and the directional derivatives of \( \operatorname{Tr}(P f(A)) \) may be computed there. This note presents conditions for these directional derivatives to exist and computes them. These conditions hold for the function \( f(x) = \log(x) \) and for the functions \( f_p(x) = x^p \) for all \( p > -1 \). The derivatives of the corresponding trace functionals are computed here.

1 Introduction

Let \( H_n \) denote the set of \( n \times n \) Hermitian matrices over \( \mathbb{C} \), let \( P_n \) denote the subset of positive semidefinite \( n \times n \) matrices, and let \( P_n^+ \) denote the positive definite ones. Any function of real numbers \( f : (0, \infty) \to \mathbb{R} \) can be extended to positive definite matrices by means of the spectral decomposition. Given a positive matrix \( A \in P_n^+ \) with spectral decomposition

\[ A = \sum_{i=1}^{n} \alpha_i v_i v_i^* \]

where \( \alpha_1, \ldots, \alpha_n \in (0, \infty) \) are the eigenvalues of \( A \) and \( v_1, \ldots, v_n \in \mathbb{C}^n \) are the corresponding normalized eigenvectors, one defines \( f(A) \) as

\[ f(A) = \sum_{i=1}^{n} f(\alpha_i) v_i v_i^* \]

where \( v^* \) denotes the conjugate transpose of a vector \( v \in \mathbb{C}^n \). For a positive semidefinite \( n \times n \) matrix \( P \in P_n \) and a function \( f : (0, \infty) \to \mathbb{R} \), one may define a function \( f_P : P_n^+ \to \mathbb{R} \) defined as

\[ f_P(A) = \operatorname{Tr}(P f(A)) \quad (1) \]

for all positive definite matrices \( A \in P_n^+ \). Functions of this type arise frequently, for example, in the study of quantum information theory [GGF14]. In this note, we investigate continuity and differentiability properties of functionals of the form in (1).

If the function \( f : (0, \infty) \to \mathbb{R} \) can be continuously extended to be defined at 0, the function \( f_P \) can be continuously extended to be defined at all non-positive-definite \( n \times n \) matrices in the natural way. However, if the limit \( \lim_{t \to 0^+} f(t) \) does not exist, it is still possible to define \( f_P(A) \) for certain non-positive-definite \( n \times n \) matrices \( A \) by restricting \( f \) to the subspace spanned by the eigenvectors corresponding to nonzero
eigenvalues of $A$. For example, the quantum relative entropy of two positive $n \times n$ matrices $P,Q \in \mathbb{P}_n$ is defined by [Wat18]

$$S(P\|Q) = \begin{cases} \text{Tr}(P \log P) - \text{Tr}(P \log Q) & \text{whenever } \text{im}(P) \subseteq \text{im}(Q) \\ +\infty & \text{otherwise}, \end{cases}$$

where im$(P)$ denotes the image of $P$ and Tr$(P \log Q)$ has a natural interpretation whenever im$(P) \subseteq$ im$(Q)$. Indeed, for any continuous function $f : (0,\infty) \to \mathbb{R}$ and any matrix $P \in \mathbb{P}_n$, it is natural to define $f_p(A)$ for non-positive-definite matrices $A \in \mathbb{P}_n$ (with im$(A) \subseteq$ im$(P)$) as

$$f_p(A) = \sum_{i=1}^r f(\alpha_i) \text{Tr}(Pv_i v_i^*),$$

where we assume that $A \in \mathbb{P}_n$ has rank $r$ with nonzero eigenvalues $\alpha_1, \ldots, \alpha_r > 0$ and $\alpha_{r+1} = \cdots = \alpha_n = 0$ (see, e.g., equation (2.2) in [Ras11]).

### 1.1 Directional derivatives of matrix trace functions

Let $g : \mathcal{A} \to \mathbb{R}$ be a real-valued function on some subset $\mathcal{A} \subset \mathbb{H}_n$. For any $A \in \mathcal{A}$ and any matrix $B \in \mathbb{H}_n$, the (one-sided) directional derivative of $g$ at $A$ in the direction $B$ is defined as

$$dg(A;B) = \lim_{t \to 0^+} \frac{g(A+tB) - g(A)}{t}.$$

Here we are interested in computing the directional derivatives of functions of the form $f_p(A) = \text{Tr}(P f(A))$. If $f$ is differentiable and $A$ is positive definite, then these directional derivatives certainly exist, since the function $f$ when extended to positive definite matrices is differentiable as a function of matrices. However, if $A$ is not necessarily positive definite, these directional derivatives may still be computed. Knowing the derivatives is important for determining optimality conditions for certain types of optimization problems that arise in quantum information [GGF14]. The directional derivatives are presented in Theorem 1 and make use of the following notation.

Let $f : (0,\infty) \to \mathbb{R}$ be a differentiable function. The first order divided differences of $f$ defined as

$$f^{[1]}(x,y) = \begin{cases} f''(x) & \text{if } x = y \\ f(x) - f(y) & \text{if } x \neq y \end{cases} \frac{x - y}{x - y}$$

for all $x,y \in (0,\infty)$. For any positive semidefinite $n \times n$ matrix $A \in \mathbb{P}_n$, we may define a linear mapping $\Phi_{f,A} : \mathbb{H}_n \to \mathbb{H}_n$ of $n \times n$ matrices as follows. If $A = \text{diag}(\alpha_1,\ldots,\alpha_n)$ is diagonal, we can write $A$ as

$$A = \sum_{i=1}^n \alpha_i e_i e_i^*,$$

where $e_1, \ldots, e_n \in \mathbb{C}^n$ are the standard orthonormal basis vectors of $\mathbb{C}^n$ such that the entries of any other matrix $B \in \mathbb{H}_n$ are given by $B_{ij} = \langle e_i, B e_j \rangle$. The matrix of divided differences of $A$ (restricted to the nonzero eigenvalues of $A$) as the matrix $D_{f,A} \in \mathbb{H}_n$ whose entries are given by

$$(D_{f,A})_{ij} = \begin{cases} f^{[1]}(\alpha_i,\alpha_j) & \text{if } X_i > 0 \text{ and } X_j > 0 \\ 0 & \text{if } X_i = 0 \text{ or } X_j = 0, \end{cases}$$

and for all $B \in \mathbb{H}_n$ define $\Phi_{f,A}(B)$ as

$$\Phi_{f,A}(B) = D_{f,A} \otimes B$$

(4)
where \( X \odot Y \) denotes the entrywise product of matrices \( X, Y \in \mathbb{H}_n \) with matrix elements \((X \odot Y)_{ij} = X_{ij}Y_{ij}\) for all \( i, j \in \{1, \ldots, n\} \). If \( A \) is not diagonal, there exists an \( n \times n \) unitary matrix \( U \) such that \( UAU^* \) is diagonal, and one defines

\[
\Phi_{f,A}(B) = U^*(D_{f,UAU^*} \circ (UBU^*))
\]  

for all \( B \in \mathbb{H}_n \), and this is independent of the choice of diagonalizing unitary \( U \). We may now state the main theorem of this work.

**Theorem 1.** Let \( f : (0, \infty) \to \mathbb{R} \) be a differentiable function satisfying \( \lim_{t \to 0^+} tf(t) = 0 \), let \( P \in \mathbb{P}_n \) be a positive semidefinite \( n \times n \) matrix, and consider the function \( f_P : \mathbb{P}_n^+ \to \mathbb{R} \) as defined above. Let \( A \in \mathbb{P}_n \) be a positive matrix satisfying \( \text{im}(P) \subseteq \text{im}(A) \) such that we may define \( f_P(A) \) as in (2), and let \( B \in \mathbb{H}_n \). Suppose there exists \( \varepsilon > 0 \) such that \( A + tB \in \mathbb{P}_n \) holds for all \( t \in [0, \varepsilon) \). The directional derivative of \( f \) at \( A \) in the direction \( B \) exists and can be computed by

\[
df_P(A; B) = \lim_{t \to 0^+} \frac{f_P(A + tX) - f_P(A)}{t} = \text{Tr}(P \Phi_{f,A}(B)),
\]  

where \( \Phi_{f,A} : \mathbb{H}_n \to \mathbb{H}_n \) is the linear mapping defined above in (5).

In the case when \( A \) is positive definite, we remark that the directional derivative in (6) coincides with well known results in [Bha97, Theorem V.3.3] and [HP14, Theorem 3.25]. For non-positive-definite \( A \in \mathbb{P}_n \), these derivatives were provided in [GGF14], but no proof of the existence of the directional derivatives were provided there. We note that the function \( f \) in Theorem 1 must satisfy the condition that

\[
\lim_{t \to 0^+} tf(t) = 0
\]

in order for the derivatives to be computed in this manner.

The remainder of this note is dedicated to the proof of Theorem 1 (which will be proved using matrix perturbation methods) and to provide some examples. In particular, we note that the condition in the theorem is met for the function \( f(t) = \log(t) \) and the functions \( f(t) = t^p \) for all real values \( p > -1 \), as these functions satisfy (7). The derivatives of the function \( A \mapsto \text{Tr}(P \log(A)) \) at non-positive-definite matrices \( A \) were studied in [FG11]. For the function \( f(t) = t^{-1} \), the directional derivatives are no longer able to be computed in this manner, as this function does not satisfy the condition in (7), however the expression in (6) still provides a lower bound for the directional derivative.

The remainder of the note is organized as follows. Section 2 introduces the notation that will be used in this note, recalls some basic notions of differentiation of matrix functions, and presents some facts from perturbation theory for Hermitian matrices. The proof of Theorem 1 is presented in Section 3. In Section 4, we consider the functions \( f(t) = \log(t) \) and \( f(t) = t^p \) for \( p \in (-1, 1) \) as examples, and provide alternate proofs of the directional derivatives for these functions by the method of integral representations rather than matrix perturbation methods. Finally, in Section 5, we show that this method finds a lower bound to the directional derivatives for the choice of function \( f(t) = t^{-1} \).

## 2 Background

Notions of differentiability of matrix functions are recalled in Section 2.1. Some results on spectral perturbation theory are reviewed in 2.2.

### 2.1 Derivatives of matrix functions

We refer to [Bha97] for more details. Let \( \mathcal{A} \subseteq \mathbb{H}_n \) be a subset of the \( n \times n \) Hermitian matrices and let \( f : \mathcal{A} \to \mathbb{H}_n \) be a function of matrices. The function \( f \) is said to be (Fréchet) differentiable at a matrix \( A \in \mathcal{A} \) if
there exists a linear mapping \( \Phi : H_n \to H_n \) of matrices satisfying
\[
\lim_{H \to 0} \frac{\|f(A + tH) - f(A) - \Phi(H)\|}{\|H\|} = 0,
\]
where \( \|\cdot\| \) denotes the spectral norm on the space of matrices \( n \times n \). If such a mapping exists, it is called the (Fréchet) derivative of \( f \) at \( A \) and is denoted by \( \Phi = Df(A) \). In cases where the function is not differentiable at a point, it may still possess directional derivatives.

Let \( f : (0, \to \mathbb{R}) \) be a differentiable functions. If \( A \in P_n^+ \) is a positive definite matrix, then \( f \) is differentiable (as a function of matrices) at \( A \) with Fréchet derivative
\[
Df(A)(B) = \Phi_{f,A}(B),
\]
where \( \Phi_{f,A} : H_n \to H_n \) is the linear mapping defined in (5). Moreover, for any positive semidefinite matrix \( P \in P_n \), the directional derivatives of the function \( f_P : P_n^+ \to \mathbb{R} \) (as defined in (1)) at any positive definite matrix \( A \in P_n^+ \) are given by
\[
df_P(A; B) = \text{Tr}(P Df(A)(B))
\]
for all \( B \in H_n \).

### 2.2 Spectral perturbation theory for Hermitian matrices

Consider now families of Hermitian matrices of the form \( A + tB \) for some choice of Hermitian matrices \( A, B \in H_n \) and variable \( t \in \mathbb{R} \). It is a remarkable fact from perturbation theory of linear operators (see, e.g., [Kat80, II.6.2]) that there exists a spectral decomposition of \( A + tB \) that behaves *analytically* in the variable \( t \). That is, there exist analytic functions \( \lambda_1, \ldots, \lambda_n : \mathbb{R} \to \mathbb{R} \) for the eigenvalues of \( A + tB \) and analytic vector-valued functions \( u_1, \ldots, u_n : \mathbb{R} \to \mathbb{C}^n \) such that \( A + tB \) may be expressed as
\[
A + tB = \sum_{i=1}^{n} \lambda_i(t) u_i(t) u_i^*(t),
\]
for all \( t \in \mathbb{R} \). As this is a spectral decomposition of \( A + tB \), one has that \( (A + tB)u_i(t) = \lambda_i(t)u_i(t) \) and that
\[
\langle u_i(t), u_j(t) \rangle = \begin{cases} 
1 & \text{if } i = j \\
0 & \text{if } i \neq j 
\end{cases}
\]
holds for all \( t \in \mathbb{R} \). Suppose that the eigenvalues \( \alpha_1, \ldots, \alpha_n \) and the eigenvectors \( v_1, \ldots, v_n \) of \( A \) are such that \( \alpha_i = \lambda_i(0) \) and \( v_i = u_i(0) \) for each \( i \in \{1, \ldots, n\} \). The first-order derivatives \( \lambda_i'(0) \) and \( u_i'(0) \) can be computed from \( B \) and the spectral decomposition of \( A \), as the following proposition shows.

**Proposition 2.** Suppose \( A \in H_n \) and \( B \in H_n \) are Hermitian matrices and let \( \lambda_1(t), \ldots, \lambda_n(t) \) and \( u_1(t), \ldots, u_n(t) \) denote the eigenvalues and corresponding eigenvectors (which are analytic as functions of \( t \)) of the matrix \( A + tB \) comprising the spectral decomposition in (9). The following statements hold.

(i) For all \( i \in \{1, \ldots, n\} \), it holds that \( \lambda_i'(0) = \langle v_i, Bv_i \rangle \).

(ii) For all \( i \) and \( j \) with \( i \neq j \), it holds that \( \langle \alpha_i - \alpha_j, v_i, u_j'(0) \rangle = \langle v_i, Bv_j \rangle \).

(iii) For all \( i \) and \( j \), it holds that \( \langle u_i'(0), v_j \rangle + \langle v_j, u_i'(0) \rangle = 0 \).

Here, \( \alpha_1, \ldots, \alpha_n \) are the eigenvalues and \( v_1, \ldots, v_n \) are the eigenvectors of \( A \) such that \( \alpha_i = \lambda_i(0) \) and \( v_i = u_i(0) \) for each \( i \in \{1, \ldots, n\} \).
Proof. For each index \( j \), note that the expression \((A + tB)u_j(t) - \lambda_j(t)u_j(t) = 0\) is constant with respect to \( t \). Differentiating this expression at \( t = 0 \) yields

\[
0 = \frac{d}{dt} \left((A + tB)u_j(t) - \lambda_j(t)u_j(t)\right)\big|_{t=0} = Bv_j + Au'_j(0) - \lambda'_j(0)v_j - \alpha_ju'_j(0).
\]

Taking the inner product of this expression with \( v_i \), one finds that

\[
0 = \langle v_i, (Bv_j + Au'_j(0) - \lambda'_j(0)v_j - \alpha_iu'_j(0)) \rangle \\
= \langle v_i, Bv_j \rangle + \alpha_i \langle v_i, u'_j(0) \rangle - \alpha_i \langle v_i, u'_j(0) \rangle - \lambda'_j(0) \langle v_i, v_j \rangle \\
= \langle v_i, Bv_j \rangle + (\alpha_i - \alpha_i) \langle v_i, u'_j(0) \rangle - \lambda'_j(0) \langle v_i, v_j \rangle.
\]

Taking \( i = j \) yields property (i) while taking \( i \neq j \) yields property (ii). To prove (iii), note that \( \langle u_i(t), u_j(t) \rangle \) is constant for all \( i \) and \( j \). Taking the derivative yields

\[
0 = \frac{d}{dt} \langle u_i(t), u_j(t) \rangle \big|_{t=0} = \langle u'_i(0), u_j(0) \rangle + \langle u_i(0), u'_j(0) \rangle = \langle u'_i(0), v_j \rangle + \langle v_i, u'_j(0) \rangle,
\]

as desired. \( \square \)

3 Proof of Theorem 1

Proof (of Theorem 1). Let \( \lambda_1, \ldots, \lambda_n : \mathbb{R} \to \mathbb{R} \) and \( u_1, \ldots, u_n : \mathbb{R} \to \mathbb{C}^n \) be the analytic functions denoting the eigenvalues and corresponding orthonormal eigenvectors of \( A + tB \), and let \( a_1, \ldots, a_n \) be the eigenvalues and \( v_1, \ldots, v_n \) the corresponding orthonormal eigenvectors of \( A \) comprising the spectral decomposition

\[
A = \sum_{i=1}^{n} \alpha_i v_i v_i^T,
\]

such that \( \lambda_i(0) = \alpha_i \) and \( u_i(0) = v_i \) for all \( i \in \{1, \ldots, n\} \). We may assume that \( a_1, \ldots, a_r > 0 \) are the nonzero eigenvalues of \( A \) and that \( a_{r+1} = \cdots = a_n = 0 \). Define the value of \( f_P(A) \) as

\[
f_P(A) = \sum_{i=1}^{r} f(a_i) \langle v_i, Pv_i \rangle,
\]

where one sums only over the nonzero eigenvalues of \( A \). Note from Proposition 2 that \( \langle v_i, Bv_i \rangle = \lambda'_i(0) \), and moreover that \( \lambda'_i(0) \geq 0 \) must hold by assumption for all \( i \in \{r+1, \ldots, n\} \) since \( A + tB \) is assumed to be positive semidefinite for all \( t \in [0, \varepsilon) \). Furthermore, it may assumed without loss of generality that \( \langle v_i, Bv_i \rangle > 0 \) for all \( i \in \{r+1, \ldots, n\} \). Indeed, if it holds that \( \langle v_i, Bv_i \rangle = 0 \) for some \( i \in \{r+1, \ldots, n\} \) then \( \langle v_i, (A + tB)v_i \rangle = 0 \) holds for all \( t \), and one may restrict to the problem to the subspace perpendicular to \( v_i \). One therefore has that

\[
df_P(A; B) = \lim_{t \to 0^+} \frac{f_P(A + tB) - f_P(A)}{t} \\
= \lim_{t \to 0^+} \frac{\text{Tr}(P f(A + tB)) - f_P(A)}{t} \\
= \lim_{t \to 0^+} \frac{\sum_{i=1}^{r} f(\lambda_i(t)) \langle u_i(t), Pu_i(t) \rangle - f(a_i) \langle v_i, Pv_i \rangle}{t} + \lim_{t \to 0^+} \sum_{i=r+1}^{n} \frac{f(\lambda_i(t)) \langle u_i(t), Pu_i(t) \rangle}{t} \\
= \sum_{i=1}^{r} f'(a_i) \lambda'_i(0) \langle u_i(0), Pu_i(0) \rangle + \sum_{i=1}^{r} f(a_i) \left( \langle u'_i(0), Pu_i(0) \rangle + \langle u_i(0), Pu'_i(0) \rangle \right) \\
+ \sum_{i=r+1}^{n} \lim_{t \to 0^+} \frac{f(\lambda_i(t)) h_i(t)}{t},
\]
where we define the functions \( h_i(t) = \langle u_i(t), Pu_i(t) \rangle \) for each \( i \in \{r+1, \ldots, n\} \). Note that each \( h_i \) is analytic with \( h_i(0) = h_i'(0) = 0 \), since \( Pu_i = 0 \) holds for all \( i \in \{r+1, \ldots, n\} \) by the assumption that \( \text{im}(P) \subseteq \text{im}(A) \).

The second sum in (10) reduces to

\[
\sum_{i=1}^{r} f(\alpha_i) \left( \langle u_i'(0), Pu_i(0) \rangle + \langle u_i(0), Pu_i'(0) \rangle \right)
\]

\[
= \sum_{i,j=1}^{r} f(\alpha_i) \left( \langle u_i'(0), v_j \rangle \langle v_j, Pu_i \rangle + \langle v_j, Pu_i \rangle \langle v_j, u_i'(0) \rangle \right)
\]

\[
= \sum_{i,j=1}^{r} \langle v_j, Pu_i \rangle \left( f(\alpha_i) \langle u_i'(0), v_j \rangle + f(\alpha_i) \langle v_j, u_i'(0) \rangle \right)
\]

\[
= \sum_{i,j=1}^{r} f(\alpha_i) \langle v_j, Pu_i \rangle \left( \langle u_i'(0), v_j \rangle + \langle v_j, u_i'(0) \rangle \right) + \sum_{i,j=1}^{r} \langle v_j, Pu_i \rangle \left( f(\alpha_i) \langle u_i'(0), v_j \rangle + f(\alpha_i) \langle v_j, u_i'(0) \rangle \right)
\]

where the term \( \langle u_i'(0), v_j \rangle + \langle v_j, u_i'(0) \rangle \) in the last line above vanishes by statement (iii) in Proposition 2. Thus the second sum in (10) further reduces to

\[
\sum_{i,j=1}^{r} \langle v_j, Pu_i \rangle \left( f(\alpha_i) \frac{\langle v_j, Bu_i \rangle}{\alpha_j - \alpha_i} + f(\alpha_i) \frac{\langle v_j, Bv_i \rangle}{\alpha_i - \alpha_j} \right)
\]

\[
= \sum_{i,j=1}^{r} \langle v_j, Pu_i \rangle \langle v_j, Bu_i \rangle \frac{f(\alpha_i) - f(\alpha_j)}{\alpha_i - \alpha_j}
\]

\[
= \sum_{i,j=1}^{r} \langle v_j, Pu_i \rangle \langle v_j, Bu_i \rangle f^{[1]}(\alpha_i, \alpha_j).
\]

Noting from statement (ii) of Proposition 2 that \( \langle v_j, Bu_i \rangle = 0 \) for all pairs of indices \( i \neq j \) with \( \alpha_i = \alpha_j \), the first two sums in (10) reduce to

\[
\sum_{i=1}^{r} f'(\alpha_i) \lambda_i'(0) \langle u_i(0), Pu_i(0) \rangle + \sum_{i=1}^{r} f(\alpha_i) \left( \langle u_i'(0), Pu_i(0) \rangle + \langle u_i(0), Pu_i'(0) \rangle \right)
\]

\[
= \sum_{i=1}^{r} \langle v_j, Pu_i \rangle \langle v_i, Bu_i \rangle f'(\alpha_i) + \sum_{i,j=1}^{r} \langle v_j, Pu_i \rangle \langle v_j, Bu_i \rangle f^{[1]}(\alpha_i, \alpha_j)
\]

\[
= \sum_{i=1}^{n} \langle v_j, Pu_i \rangle \langle v_i, Bu_i \rangle f^{[1]}(\alpha_i, \alpha_j)
\]

\[
= \text{Tr}(P \Phi_{f,A}(B)).
\]

Finally, as \( \lambda_i(0) = \alpha_i = 0 \) and \( \lambda_i'(0) = \langle v_j, Bu_i \rangle > 0 \) for all \( i \in \{r+1, \ldots, n\} \), it holds that

\[
\lim_{t \to 0^+} \frac{f(\lambda_i(t))h_i(t)}{t} = \lim_{t \to 0^+} tf(\lambda_i(t)) \frac{h_i(t)}{t^2} = \lim_{t \to 0^+} tf(\lambda_i(t)) \frac{h_i''(0)}{2} = 0,
\]

for all \( i \in \{r+1, \ldots, n\} \), where the limit vanishes from the fact that \( \lambda_i(0) = 0 \) and \( \lambda_i'(0) > 0 \), and by the assumption that \( \lim_{t \to 0^+} tf(t) = 0 \). Plugging the results of (11) and (12) into (10) yields \( df_{P}(A; B) = \text{Tr}(P \Phi_{f,A}(B)) \), as desired. \( \square \)
4 Alternative proofs of differentiability via integral representations

In this section, alternative proofs for the computations of the directional derivatives of \( f_p \) are provided in the case when \( f(x) = \log(x) \) or \( f(x) = x^p \) for some value \( p \in (-1, 1) \) following the method in [VP98, Thm. 3]. This method makes use of integral representations of these functions, which may be extended to matrices in the usual way.

4.1 Directional derivatives of \( f_{p,p} \)

Let \( p \in (-1, 0) \cup (0, 1) \) and consider the function \( f_p : (0, \infty) \to \mathbb{R} \) defined as \( f_p(x) = x^p \) for all \( x \in (0, \infty) \). The divided differences of this function are given by

\[
\frac{p x^{p-1}}{x - y} \quad x = y
\]

and

\[
\frac{x^p - y^p}{x - y} \quad x \neq y.
\]

For a positive matrix \( P \in P_n \), consider the function \( f_{p,p} \) defined on positive matrices as

\[
f_{p,p}(A) = \begin{cases} 
\text{Tr}(PA^p) & \text{im}(P) \subseteq \text{im}(A) \text{ or } p \in (0,1) \\
+\infty & \text{else}
\end{cases}
\]

for all \( A \in P_n \). Note that \( f_{p,p} \) is differentiable at all positive definite matrices \( A \), as the function \( f_p \) is differentiable. As indicated by Theorem 1, the directional derivatives of \( f_{p,p} \) at a positive semidefinite matrix \( A \) can be computed as

\[
df_{p,p}(A; B) = \text{Tr}(P \Phi_{f_{p,p}}(B))
\]

as long as \( \text{im}(P) \subseteq \text{im}(A) \), where \( B \in H_n \) is any Hermitian matrix such that \( A + tB \) is positive for all \( t > 0 \) small enough. Here we show how to directly compute these directional derivatives using a method of integral representations for \( f_p \).

The calculation is split into the cases \( p \in (-1,0) \) and \( p \in (0,1) \), which are considered in Sections 4.1.1 and 4.1.2 respectively. The following integral representations will be used.\(^1\) For all \( x \in (0, \infty) \) one has

\[
x^p = -\sin(p\pi x) \int_0^\infty \frac{s^p}{x+s} ds \quad \text{for all } p \in (-1,0) \quad (13)
\]

and

\[
x^p = \sin(p\pi x) \int_0^\infty \frac{s^p}{x+s} ds \quad \text{for all } p \in (0,1). \quad (14)
\]

Furthermore, for all \( x, y \in (0, \infty) \) with \( x \neq y \), and all \( p \in (-1,1) \), one has

\[
px^{p-1} = \frac{\sin(p\pi x)}{\pi} \int_0^\infty \frac{s^p}{(x+s)^2} ds
\]

and

\[
x^p - y^p = \frac{\sin(p\pi x)}{\pi} \int_0^\infty \frac{s^p}{(x+s)(y+s)} ds.
\]

In particular, for all \( p \in (-1,1) \), the divided differences of the function \( f_p : (0, \infty) \to \mathbb{R} \) defined by \( f_p = x^p \) can be given by

\[
f_p^{[1]}(x,y) = \frac{\sin(p\pi x)}{\pi} \int_0^\infty \frac{s^p}{(x+s)(y+s)} ds \quad (15)
\]

for all \( x, y \in (0, \infty) \). For the function \( g : (0, \infty) \to \mathbb{R} \) defined as \( g(x) = x^{-1} \) for all \( x \in (0, \infty) \), note that the divided differences can expressed compactly as

\[
g^{[1]}(x,y) = -\frac{1}{xy} \quad (16)
\]

\(^1\)c.f. [Car10, Lemma2.8]
for all $x, y \in (0, \infty)$, since $g'(x) = -1/x^2$ and $g^{[1]}(x, y) = (1/x - 1/y)/(x - y) = -1/xy$ for all $x, y \in (0, \infty)$ with $x \neq y$. For any positive definite matrix $A \in P_n^+$ and any other matrix $B \in H_n$, one has that

$$\lim_{t \to 0} \frac{(A + tB)^{-1} - A^{-1}}{t} = Dg(A)(B),$$

where $Dg(A) : H_n \to H_n$ is the linear Fréchet differential operator (as defined in (8)) for $g(x) = x^{-1}$. In the case when $A = \text{diag}(a_1, \ldots, a_n)$ is diagonal and positive definite, the $ij$-entry of the matrix $Dg(A)(B)$ are computed as

$$(Dg(A)(B))_{ij} = s^{[1]}(a_i, a_j) B_{ij} = -\frac{B_{ij}}{a_i a_j}$$

for any $B \in H_n$.

### 4.1.1 The case $p \in (-1, 0)$

First consider the case when $p \in (-1, 0)$. Let $A \in P_n$ be a positive matrix satisfying $\text{im}(P) \subseteq \text{im}(A)$, which we may suppose without loss of generality is diagonal with $A = \text{diag}(a_1, \ldots, a_n)$. We may assume that $a_1, \ldots, a_r > 0$ are the nonzero eigenvalues and that $a_{r+1} = \cdots = a_n = \infty$. Let $B \in H_n$ be an $n \times n$ Hermitian matrix and suppose there exists a positive value $\varepsilon > 0$ such that $A + \varepsilon B \in P_n$ for all $t \in [0, \varepsilon)$. One may compute $f_{\alpha, p}(A + tB)$ for any $t \in [0, \varepsilon)$ using the integral representation in (13) as

$$f_{\alpha, p}(A + tB) = \text{Tr}(P(A + tB)^p)$$

$$= \frac{-\sin(p \pi)}{\pi} \int_0^\infty \text{Tr} \left( P(A + tB + s\mathbb{I})^{-1} \right) s^p \, ds,$$

where $\mathbb{I}$ denotes the $n \times n$ identity matrix. This holds even when $t = 0$. The directional derivative $df_{p, p}(A; B)$ can be computed as

$$df_{p, p}(A; B) = \lim_{t \to 0^+} \frac{f_{\alpha, p}(A + tB) - f_{\alpha, p}(A)}{t}$$

$$= \frac{-\sin(p \pi)}{\pi} \int_0^\infty \text{Tr} \left( P \left( (A + tB + s\mathbb{I})^{-1} - (A + s\mathbb{I})^{-1} \right) \right) s^p \, ds$$

$$= \frac{-\sin(p \pi)}{\pi} \int_0^\infty \text{Tr} \left( P \lim_{t \to 0^+} \frac{(A + tB + s\mathbb{I})^{-1} - (A + s\mathbb{I})^{-1}}{t} \right) s^p \, ds$$

$$= \frac{-\sin(p \pi)}{\pi} \int_0^\infty \text{Tr} (PDg(A + s\mathbb{I})(B)) s^p \, ds$$

where $g : (0, \infty) \to \mathbb{R}$ is the function (defined earlier) $g(x) = x^{-1}$ for all $x \in (0, \infty)$. Note that $A + s\mathbb{I}$ is positive definite and diagonal for all $s \in (0, \infty)$ with eigenvalues $a_i + s$. Extending $g$ to all positive definite matrices, one sees that $g$ is Fréchet differentiable at the positive definite matrix $A + s\mathbb{I}$ for all $s > 0$ where the matrix entries of the derivative $Dg(A + s\mathbb{I})(B)$ are given by

$$(Dg(A + s\mathbb{I})(B))_{ij} = s^{[1]}(a_i + s, a_j + s) \langle e_i, Be_j \rangle = -\frac{(e_i, Be_j)}{(a_i + s)(a_j + s)}$$

for all $i, j \in \{1, \ldots, n\}$, and the divided differences are computed as in (16). As it has been assumed that $\text{im}(P) \subseteq \text{im}(A)$, it holds that $P_{ij} = \text{Tr}(Pe_i e_j^*) = 0$ whenever $i \in \{r + 1, \ldots, n\}$ or $j \in \{r + 1, \ldots, n\}$. It follows that

$$\text{Tr}(PDg(A + s\mathbb{I})(B)) = - \sum_{i,j=1}^{r} \frac{(e_i, Be_j)(e_j, Pe_i)}{(a_i + s)(a_j + s)}$$
for all $s > 0$, where one notes that the sum above is taken from 1 to $r$. Making use of the integral representation for the divided differences $f_p^{[1]}(\alpha, \alpha_j)$ in (15), it follows that

$$d f_{p,p}(A; B) = \sum_{i,j=1}^r \langle e_i, Be_j \rangle \langle e_p, Pe_i \rangle \frac{\sin(p\pi)}{\pi} \int_0^\infty \frac{s^p}{(\alpha_i + s)(\alpha_j + s)} \, ds$$

$$= \sum_{i,j=1}^r e_i^* \langle e_i, Be_j \rangle \langle e_p, Pe_i \rangle f_p^{[1]}(\alpha, \alpha_j)$$

$$= \text{Tr}(P \Phi_{f_{p,A}}(B)),$$

where $\Phi_{f_{p,A}}$ is the linear mapping defined earlier.

4.1.2 The case $p \in (0, 1)$

Now let $p \in (0, 1)$. One may compute $f_{p,p}(A + tB)$ using integral representation in (14) as

$$f_{p,p}(A + tB) = \text{Tr}(P(A + tB)^p)$$

$$= \frac{\sin(p\pi)}{\pi} \int_0^\infty \text{Tr} \left( P \left( (s^{-1}I - (A + tB + sI)^{-1}) \right) s^p \, ds, \right.$$

for all $t \in (0, \epsilon)$. The directional derivative $d f_{p,p}(A, B)$ can be computed by

$$d f_{p,p}(A; B) = \lim_{t \to 0^+} \frac{f_{p,p}(A + tB) - f_{p,p}(A)}{t}$$

$$= \frac{\sin(p\pi)}{\pi} \int_0^\infty \text{Tr} \left( P \left( (A + sI)^{-1} - (A + tB + sI)^{-1} \right) \right) s^p \, ds$$

using the same arguments as before.

4.2 Directional derivatives of $\text{Tr}(P \log(A))$

The same methods can be used to compute the derivatives of $\text{Tr}(P \log(A))$. One may use the integral representation of logarithm function, which holds for all $x \in (0, \infty)$:

$$\log(x) = \int_0^\infty \left( \frac{1}{s} - \frac{1}{x + s} \right) \, ds.$$

Let $f : (0, \infty) \to \mathbb{R}$ be the function defined as $f(x) = \log x$ for all $x \in (0, \infty)$. For a positive matrix $P \in \mathbb{P}_n$, define the function $f_P$ as

$$f_P(A) = \text{Tr}(P \log A) = \int_0^\infty \text{Tr} \left( P \left( \frac{1}{s}I - (A + sI)^{-1} \right) \right) ds$$
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for all $A \in P_n$. Let $A \in P_n$ be a matrix satisfying $\text{im}(P) \subseteq \text{im}(A)$. One may suppose without loss of generality that $A = \text{diag}(\alpha_1, \ldots, \alpha_n)$ is diagonal. Let $B \in H_n$ and suppose there is a value $\varepsilon > 0$ such that $A + tB \in P_n$ holds for all $t \in [0, \varepsilon)$. Then

$$
\frac{df_p(A; B)}{dt} = \lim_{t \to 0^+} \frac{f_p(A + tB) - f_p(A)}{t} = \lim_{t \to 0^+} \frac{\text{Tr}(P \log(A + tB)) - \text{Tr}(P \log(A))}{t} = \int_0^\infty \text{Tr} \left( P \lim_{t \to 0^+} \frac{(A + sI)^{-1} - (A + tB + sI)^{-1}}{t} \right) ds = -\int_0^\infty \text{Tr} \left( PDg(A + sI)(B) \right) ds = \sum_{i,j=1}^r \langle e_i, Be_j \rangle \langle e_j, Pe_i \rangle f^{[1]}(\alpha_i, \alpha_j) = \text{Tr}(P \Phi_{f,A}(B)),
$$

where the steps are analogous to those in Section 4.1.2. This generalizes the method in [VP98, Theorem 3]. Note that the divided differences of the function $f(t) = \log(t)$ are given by

$$
f^{[1]}(x, y) = \begin{cases} 
\frac{1}{x} & \text{if } x = y \\
\frac{\log(x) - \log(y)}{x - y} & \text{if } x \neq y
\end{cases}
$$

for all $x, y \in (0, \infty)$.

5 Lower bound for derivative of $A \mapsto \text{Tr}(PA^{-1})$

We now consider the function $f : (0, \infty) \to \mathbb{R}$ defined by $f(t) = t^{-1}$ and the corresponding trace functional $f_p : P_n^+ \to \mathbb{R}$ defined as

$$
f_p(A) = \text{Tr}(PA^{-1})
$$

for all positive definite matrices $A$. Let $A \in P_n$ be a positive semidefinite matrix with spectral decomposition

$$
A = \sum_{i=1}^n \alpha_i v_i v_i^T,
$$

where $\alpha_1, \ldots, \alpha_r > 0$ are the nonzero eigenvalues. Let $B \in H_n$ and suppose there exists a positive value $\varepsilon > 0$ such that $A + tB \in P_n$ for all $t \in [0, \varepsilon)$. Let $\lambda_1(t), \ldots, \lambda_n(t)$ and $u_1(t), \ldots, u_n(t)$ be the analytic eigenvalues and eigenvectors of $A + tB$ such that $\lambda_i(0) = \alpha_i$ and $u_i(0) = v_i$ for all $i \in \{1, \ldots, n\}$. As in the proof of Theorem 1, for each $i \in \{r, \ldots, n\}$ we define the function $h_i : \mathbb{R} \to \mathbb{R}$ by $h_i(t) = \langle u_i(t), Pu_i(t) \rangle$ such that $h_i(0) = h_i'(0) = 0$. Moreover, note that

$$
h_i''(0) = \langle u_i''(0), Pu_i'(0) \rangle \geq 0,
$$
since $P$ is positive semidefinite. Furthermore, we may assume (as in the proof of Theorem 1) that $\lambda'_i(0) > 0$ holds for all $i \in \{r+1, \ldots, n\}$. Then

$$
\frac{df_P(A; B)}{dt} = \lim_{t \to 0^+} \frac{f_P(A + tB) - f_P(A)}{t} \\
= \text{Tr}(P \Phi_{f,A}(B)) + \sum_{i=r+1}^n \lim_{t \to 0^+} \frac{h_i(t)}{t} \\
= \text{Tr}(P \Phi_{f,A}(B)) + \sum_{i=r+1}^n \lim_{t \to 0^+} \frac{h_i(t)}{t\lambda_i(t)},
$$

(17)

where, for $i \in \{r+1, \ldots, n\}$, the limits in the final line reduce to

$$
\lim_{t \to 0^+} \frac{h_i(t)}{t\lambda_i(t)} = \frac{h''_i(0)}{2\lambda_i(0)} \geq 0
$$

since $\lambda'_i(0) = 0$ and $h''_i(0) \geq 0$. Thus $\text{Tr}(P \Phi_{f,A}(B))$ provides the lower bound for the directional derivative,

$$
\frac{df_P(A; B)}{dt} \geq \text{Tr}(P \Phi_{f,A}(B)),
$$

(18)

and this inequality is strict in general unless $\text{im}(B) \subseteq \text{im}(A)$.

Indeed, to show that the inequality in (18) can be strict, consider the following example. Let $A, P \in \mathbb{P}_2$ and $B \in \mathbb{H}_2$ be the $2 \times 2$ matrices

$$
A = P = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 0 & 1 \\ 1 & 1 \end{bmatrix}.
$$

For the function $f(x) = x^{-1}$, we may define $f_P(A)$ as $f_P(A) = 1$, and the linear mapping $\Phi_{f,A} : \mathbb{H}_2 \to \mathbb{H}_2$ is given by

$$
\Phi_{f,A} \left( \begin{bmatrix} a & * \\ * & * \end{bmatrix} \right) = \begin{bmatrix} a & 0 \\ 0 & 0 \end{bmatrix}
$$

(i.e., it simply picks out the entry in the upper-left corner and zeros out the other entries). It follows that $\text{Tr}(P \Phi_{f,A}(B)) = 0$ for these matrices, but that

$$
(A + tB)^{-1} = \begin{bmatrix} 1 & t \\ t & t \end{bmatrix}^{-1} = \frac{1}{1-t} \begin{bmatrix} 1 & -1 \\ -1 & 1/t \end{bmatrix}
$$

such that $\text{Tr}(P(A + tB)^{-1}) = 1/(1-t)$ for all $t > 0$, and thus

$$
\frac{df_P(A; B)}{dt} = \lim_{t \to 0^+} \frac{f_P(A + tB) - f_P(A)}{t} \\
= \lim_{t \to 0^+} \frac{\text{Tr}((A + tB)^{-1}) - 1}{t} = \lim_{t \to 0^+} \frac{1}{1 - t} = 1.
$$

Hence $\frac{df_P(A; B)}{dt} > \text{Tr}(P \Phi_{f,A}(B))$ for these matrices.
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