Combining multiple fluorescence imaging techniques in biology: when one microscope is not enough
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ABSTRACT While fluorescence microscopy has proven to be an exceedingly useful tool in bioscience, it is difficult to offer simultaneous high resolution, fast speed, large volume, and good biocompatibility in a single imaging technique. Thus, when determining the image data required to quantitatively test a complex biological hypothesis, it often becomes evident that multiple imaging techniques are necessary. Recent years have seen an explosion in development of novel fluorescence microscopy techniques, each of which features a unique suite of capabilities. In this Technical Perspective, we highlight recent studies to illustrate the benefits, and often the necessity, of combining multiple fluorescence microscopy modalities. We provide guidance in choosing optimal technique combinations to effectively address a biological question. Ultimately, we aim to promote a more well-rounded approach in designing fluorescence microscopy experiments, leading to more robust quantitative insight.

INTRODUCTION

Cell and developmental biologists have historically relied on light microscopy to visualize the complex, minute structures and their behavior that govern living organisms (Amos, 2000). As advances in optical engineering (Power and Huisken, 2017; Girkin and Carvalho, 2018; Sigal et al., 2018; Schermelleh et al., 2019; Wan et al., 2019), fluorescent probe development (Dempsey et al., 2011; Lavis, 2017, 2021; Specht et al., 2017), and computation (Arganda-Carreras et al., 2017; Rueden and Elceiri, 2017; McQuin, Goodman, Chernyshev, Kamentsky L, Cimini, Karhohs, et al., 2018; Berg et al., 2019; Haase, Royer, et al., 2020) have progressed in the ensuing years, so too has the power and utility of light microscopy to answer increasingly difficult biological questions. Indeed, fluorescence microscopy has progressively broadened its reach from an observational, often supplementary, tool into an essential analytical platform for hypothesis-driven discovery (Wait et al., 2020).

The term “fluorescence microscopy” encompasses a broad variety of technologies and techniques, from comparatively simple wide-field (WF) microscopes to complex superresolution (SR) (Sigal et al., 2018; Schermelleh et al., 2019) and light-sheet imaging systems (Huiskens et al., 2004; Power and Huisken, 2017; Girkin and Carvalho, 2018). Indisputably, the enormous technological advancements in optical microscopy have revolutionized many aspects of bioscience research. However, no single technique offers the ability to image a specimen at combined high resolution, fast speed, long duration, large field of view (FOV) and depth, all while preserving signal strength and sample health. Maximizing any one of these parameters requires a sacrifice in one or more of the others (Jonkman et al., 2020). As a result, a technique that excels in one aspect—for example, by achieving extremely high spatial resolution—but will be lacking in another regard, such as being limited by poor imaging speed (Marx, 2013). For many imaging-savvy researchers, combining multiple fluorescence microscopy techniques makes intuitive sense to address the limitations of any single method. This reinforces the notion that a
single “best” microscopy technique does not necessarily exist for addressing a particular biological question. This Technical Perspective aims to guide readers toward a more holistic appreciation of how to leverage the increasingly diverse set of optical microscopy technologies for biological inquiry. We will not provide an in-depth discussion of the principles behind individual fluorescence microscopy technologies themselves, as there are numerous reviews and guides to which readers may refer (Lichtman and Conchello, 2005; North, 2006; Waters, 2009; Combs, 2010; Lambert and Waters, 2016; Demmerle et al., 2017; Lemon and McDole, 2020). Rather, we will illustrate, by highlighting recent exemplary studies, how multiple fluorescence microscopy techniques can be effectively combined to yield insight that no single technique may offer. These approaches are distinct from other “multi-modal” approaches such as correlative light and electron microscopy (CLEM) (Razi and Tooze, 2009; Lucas et al., 2012; Timmermans and Otto, 2015; Hoffman et al., 2020) or combined optical and atomic force microscopy (AFM) (Kassies et al., 2005; Harke et al., 2012; Odermatt et al., 2015; Gómez-Varela et al., 2020; Hirvonen et al., 2020; Nelsen et al., 2020; Miranda, Gómez-Varela, et al., 2021). These approaches merge imaging modalities with wholly different underlying principles, and while powerful, they have been discussed elsewhere. Rather, we seek to fill an apparent gap in the literature by discussing how multiple forms of fluorescence microscopy can complement one another, particularly when facing the task of understanding complex biological phenomena.

To guide readers, we divide the following discussion into three experimental classes and showcase studies in each category from which readers can extrapolate to formulate their own multitechnique studies. The first of these experimental scenarios involves interrogating related, but not necessarily the same, biological specimens using multiple instruments, after which the results are combined. The complementary results obtained from the data collected with each method can be combined and synthesized to provide a more thorough working model of a biological process. But while studies that utilize multiple microscopy techniques are commonly encountered in the literature, a judicious choice of which instruments to utilize, and how best to merge and interpret the results, can remain elusive for many researchers. It requires appreciating the weaknesses inherent to a technique and selecting the appropriate complementary method to compensate. In this scenario, however, images from each microscopy system do not correspond to the same FOV, or even the same specimen. Thus, each image type cannot be directly compared or combined but only the results derived from these data.

We then explore a second experimental scenario that can ameliorate the weaknesses found in the first case. In many instances, multiple microscopes can be used to interrogate the same FOV within a specimen, followed by spatial registration of the image data—termed correlative light microscopy (CLM) (Figure 1, middle). Capturing and registering multiple images of the same FOV can provide tremendous advantages; however, it also requires more complex experimental, data processing, and analysis procedures. For instance, samples may need to be labeled in an “orthogonal” manner, such that the fluorophores used in one modality do not adversely affect those used for another technique. Furthermore, spatially registering images is a nontrivial computational and experimental undertaking. More fundamentally, this scenario provides limited dynamic information, due to the usual requirement that specimens be immobilized before moving between imaging systems.

Finally, we will detail a third scenario wherein the same FOV is examined using a single instrument that is capable of dynamically

**FIGURE 1:** Three classes of multitechnique microscopy experiments. (Left) Scenario 1: multi-instrument experiments image related, but not the same, biological specimens using multiple instruments, after which the results are combined. (Middle) Scenario 2: correlative light microscopy uses two or more techniques to image the same FOV in a specimen; the images from each instrument are subsequently registered, forming a correlated data set. (Right) Scenario 3: dynamic, multitechnique acquisition rapidly switches between microscopy methods on a single system, enabling correlated time-series imaging.
switching between multiple imaging modalities (Figure 1, right)—ideally in a manner that is guided by the biology itself. By combining multiple techniques into a single imaging system, computational image registration is often much simpler or even unnecessary. Furthermore, it allows researchers to dynamically correlate image data in a way that is impossible with the preceding two scenarios. While relatively underutilized compared with the other two cases, these capabilities are currently possible using commercially available systems. Furthermore, expanding these capacities is an active forefront of microscopy development. From each of these three experimental scenarios and corresponding examples, we will draw useful guidelines and themes that researchers may refer to when contemplating multitechnique microscopy experiments.

**SCENARIO 1: MULTI-INSTRUMENT EXPERIMENTS**

Utilizing multiple types of optical microscopy to dissect a biological problem can seem like an obvious—even trivial-way to build a more convincing body of data to support a hypothesis. A temptation exists, however, to simply utilize a combination of either the most readily accessible instruments or the most advanced systems available, with the assumption that the combined results will necessarily provide a “fuller picture.” In reality, an effective combination of microscopy techniques requires an appreciation of their relative strengths and weaknesses and how they can be leveraged to produce the desired results.

For example, an often-repeated desire among many life scientists is to see their specimens in greater detail. Indeed, the dawn of SR microscopy has borne out many hypotheses that would have been difficult or impossible to prove otherwise (Badeley and Bewersdorf, 2018; Sigal et al., 2018). Yet, imaging at higher spatial resolution often comes at the cost of a smaller FOV (Mahecic et al., 2019). This limitation is significant in two ways. First, it can make imaging a statistically robust number of biological replicates considerably more time-consuming, or even impractical. Second, it can force researchers to focus on relatively small subregions within a specimen. However, a study by Cai et al. (2019) is a useful example that combines confocal imaging and photoactivation and localization microscopy (PALM) to manage the trade-off between resolution and FOV. In this report, confocal microscopy revealed that the transcriptional coactivator Yes-associated protein (YAP) exhibits strong phase condensation behavior in response to hyperosmotic conditions. The ubiquity and replicability of this molecular behavior was established across many dozens of biological replicates. Furthermore, confocal imaging permitted measurements of condensate number and colocalization with various effector molecules throughout the cellular volume. PALM imaging, in contrast, allowed the authors to precisely characterize how YAP condensation altered the nanoscale distribution of transposase-accessible chromatin regions in the nucleus. While SR imaging was restricted to only three biological replicates, combining these results with those from confocal microscopy supported the hypothesis that YAP phase separation was responsible for altering genome topology during hyperosmosis.

Similarly, Stubb, Guzmán, et al. (2019) conducted a study of focal adhesion (FA) morphology in human pluripotent stem cells (hPSCs). Lower-resolution, live-cell imaging allowed quantification of the micron-scale FA morphology throughout a hPSC colony and across multiple biological replicates. These data identified so-called “cornerstone” FAs, located at the hPSC colony periphery, that were responsible for altering genome topology during hyperosmosis. Moreover, the authors were able to draw a possible connection between the dynamic, micron-scale behavior of cornerstone FAs and their nanoscale architecture.

From these examples and others (Fabrowski, Necakov, et al., 2013; Sato et al., 2019; Nava, Miroshnikova, et al., 2020; Costa, Rodia, et al., 2021; Moore et al., 2021), the trade-off between resolution and FOV is brought into relief. The studies by Cai et al. (2019) and Stubb, Guzmán, et al. (2019) show microscopy technique combinations that effectively bring together the exquisite structural detail afforded by SR microscopy with the larger FOV that is possible with conventional microscopy. This general strategy is useful in multiple contexts. First, natural questions of statistical significance, possible selection bias, and overall replicability often arise when analyzing SR data sets representing only a few biological replicates (Jost and Waters, 2019). However, conventional techniques can be used to support or complement lower-throughput SR microscopy data by establishing the presence (if not the fine structural details) of a biological phenomenon over a statistically relevant number of samples. Second, a small FOV can make finding biological structures of interest difficult, if not impossible. Thus, it is advantageous to use conventional microscopy to first identify objects of interest based on their micron-scale phenotype or dynamic behavior. These signatures can then be used to readily find similar structures when employing SR imaging. The FOV of a chosen microscopy technique should be carefully assessed before using it. If, as is often the case with SR microscopy, a technique is found to impose unacceptable limits on the amount or extent of data that can be practically acquired, other techniques should be paired with it to compensate. Such higher-throughput techniques may include confocal microscopy, total internal reflection fluorescence (TIRF) microscopy, or even simple WF microscopy.

These studies showcase how the superior image detail provided by SR microscopy combined with the larger FOV available with more conventional imaging techniques can successfully compensate for each other’s shortcomings. In a similar way, life scientists are often tasked with needing to probe fine structural detail, while at the same time characterizing the highly dynamic behavior of a biological process. Owing to the trade-off between spatial resolution and imaging speed, however, multiple microscopy methods are often required to accomplish these tasks. A study by Jaumouillé et al. (2019) serves as a noteworthy example. Here, the authors characterized both the dynamic behavior and fine structures related to macrophage complement receptor (CR)-mediated phagocytosis using a well-designed selection of microscopy techniques. Initially, spinning-disk (SD) confocal microscopy indicated a tantalizing mechanism whereby actin-containing macrophage protrusions “reached” around an opsonized particle to engulf and internalize it (Figure 3A). However, more information was needed to better characterize this process. Higher imaging speed was needed to uncover the nature of the actin flow. At the same time, better spatial resolution was needed to characterize the actin structure and its associated adhesion complexes. To accomplish the first aim, the authors employed fluorescence speckle microscopy (FSM) (Danuser and Waterman-Storer, 2006), revealing that actin flowed in only one direction toward the extending protrusion, without retrograde flow (Figure 3B). While fast, FSM gives almost no structural detail. Thus, a frustrated...
phagocytosis assay was performed using TIRF structured illumination microscopy (TIRF-SIM) (Figure 3C). Although lacking dynamic information, it permitted a twofold resolution increase beyond the diffraction limit, allowing the authors to delineate the denser peripheral actin network from the sparser interior network that notably lacked stress bundles. It also revealed that phosphorylated paxillin occurred in sub–100-nm puncta, reminiscent of focal complexes formed by macrophages on extracellular matrix (ECM) substrates (Pixley, 2012). Together, the results highlighted the role of the “molecular clutch,” most often seen in the context of cellular migration (Case and Waterman, 2015), in phagocytosis, albeit with important differences.
FIGURE 3: Multi-instrument microscopy experiments inform complement receptor–mediated phagocytosis. (A) SD confocal microscopy images of a RAW 264.7 macrophage expressing F-tractin-eGFP (green) engulfing an iC3b-opsonized polystyrene bead (red). (B) Fluorescence speckle microscopy of RAW macrophages expressing actin-mEos3.2 during phagocytosis of opsonized target beads. Red circles and triangles depict detected speckles, and red lines show tracks of speckles through time. (C) Immunofluorescence TIRF-SIM images of a RAW macrophage engaging with an anti-αMβ2-coated coverslip. Images of actin labeled with fluorescent phalloidin (green) and immunostained for phosphorylated paxillin (red) were collected. Right images depict the square inset region shown in the left image. Images are reproduced with permission from Jaumouillé et al. (2019).

This example highlights a nearly ubiquitous challenge faced by microscopists—that is, the tension between achieving good image detail and high imaging speed. However, by subjecting specimens to multiple techniques that span the spectrum of resolution and speed, better biological insight is possible (Nixon-Abell, Obara, Weigel, et al., 2016; Barger et al., 2019; Pfisterer et al., 2020; dos Santos et al., 2021; Moore et al., 2021). As was shown in the preceding example, a technique with moderate spatial resolution and speed such as SD confocal microscopy can be useful to identify a biological process of interest. Inevitably, however, more nuance is nearly always needed. The questions of actin flow as well as actin network and adhesion arrangement were critical and required both higher temporal and spatial resolution, respectively. The key to answering these related questions was the realization that a single microscopy technique could not meet these demands; rather, the hypothesis was best served by a multipronged approach. Yet, in each of the previous studies noted so far, a critical limitation remains: the images collected from each microscopy technique do not spatially correspond to each other. So, while the results from multiple microscopy experiments were effectively combined, the structures of interest over time. Unfortunately, visualizing a single biological component within the context of its microenvironment is often needed to tell the full story. Furthermore, this surrounding spatial context may need to be resolved on length scales below the diffraction limit. These types of scenarios are well-suited to be addressed by correlative CLM microscopy. Such experiments require using conventional microscopy to capture a dynamic process before fixation, followed by SR imaging of surrounding structures (Bálint et al., 2013; Tam et al., 2014). The work of Bálint et al. (2013) expertly demonstrates coupling of time series DL microscopy with SR imaging (Figure 4). Lysosomes were first tracked using high-speed WF microscopy, after which the cells were fixed in situ and the nanoscale microtubule network was subsequently reconstructed using three-dimensional (3D) STORM. By directly correlating the two data sets, the investigators were able to map lysosome trajectories onto individual microtubules. Doing so showed how lysosomes pause at the intersection of two microtubules before either navigating across the junction or transitioning to the crossing microtubule (Bálint et al., 2013). Importantly, such analyses are possible only using CLM methods. The DL imaging was necessary to follow the lysosome data from one technique cannot be directly considered within the context of another.

SCENARIO 2: CORRELATIVE LIGHT MICROSCOPY

In many instances, microscopy data from a single technique may not be interpretable by itself—that is, a biological process must be contextualized within its surroundings. Such cases may then necessitate acquiring and overlaying images of identical areas within the same specimen using additional microscopy techniques, termed CLM (Figure 1, middle). In contrast to merely combining the results from different modalities, CLM involves spatially registering images from multiple techniques with respect to each other to create information that may be otherwise unavailable. In principle, any combination of fluorescence microscopy techniques may be used in tandem. As discussed in the preceding section, however, these choices should be made judiciously to best overcome the limitations of individual techniques. One practical consideration in CLM is that generally the specimen must be fixed and rendered static before being transferred between microscopes to allow accurate image registration. As a result, using CLM to study biological processes across multiple time scales is generally not feasible. It is, however, achievable to use CLM to juxtapose multiple length scales within a biological specimen. Therefore, CLM very often takes the form of a diffraction-limited (DL) microscopy, such as WF or confocal, combined with SR microscopy, such as STED (stimulated emission depletion), PALM, and STORM (stochastic optical reconstruction microscopy) (Hauser, Wojcik, Kim, et al., 2017).

Biology is intrinsically dynamic, and many relevant questions require tracking structures of interest over time. Unfortunately, visualizing a single biological component within the context of its microenvironment is often needed to tell the full story. Furthermore, this surrounding spatial context may need to be resolved on length scales below the diffraction limit. These types of scenarios are well-suited to be addressed by correlative DL-SR microscopy. Such experiments require using conventional microscopy to capture a dynamic process before fixation, followed by SR imaging of surrounding structures (Bálint et al., 2013; Tam et al., 2014). The work of Bálint et al. (2013) expertly demonstrates coupling of time series DL microscopy with SR imaging (Figure 4). Lysosomes were first tracked using high-speed WF microscopy, after which the cells were fixed in situ and the nanoscale microtubule network was subsequently reconstructed using three-dimensional (3D) STORM. By directly correlating the two data sets, the investigators were able to map lysosome trajectories onto individual microtubules. Doing so showed how lysosomes pause at the intersection of two microtubules before either navigating across the junction or transitioning to the crossing microtubule (Bálint et al., 2013). Importantly, such analyses are possible only using CLM methods. The DL imaging was necessary to follow the lysosome.
trajectories at high speed, and the SR microscopy provided the necessary resolving power to trace the intricate cytoskeletal network, thereby providing spatial context to the lysosome trafficking data. CLM can also serve to contextualize SR images of one structure with DL images of other relevant cellular components (Crossman et al., 2015; Dudok, Barnav, et al., 2015; Vangindertael et al., 2015; Barna et al., 2016; Soeller et al., 2017; Xiang, Julia Roberti, et al., 2018). As was discussed previously, single molecule localization methods (SMLM) such as PALM and STORM are generally limited by smaller FOVs (Lelek et al., 2021), while conventional WF and confocal microscopy allow a user to quickly image a relatively large FOV. Practically speaking, it is then grossly inefficient to use SR methods to both locate a region of interest as well as image it in this sense, correlative “screening” with a DL imaging modality not only allows a user to select an optimal region of interest but also allows for assessing sample health in a more global sense. This is exemplified by Xu, Zhong, et al. (2013) wherein DL imaging was first used to locate a dendrite within a fixed hippocampal neuron. Subsequently, 3D STORM was used to create a “zoomed-in” image of actin within the selected dendrite and ultimately show that it is distributed as extended, cortical filaments along the long axis of the dendrite (Xu, Zhong, et al., 2013). Beyond its use in correlative screening, DL imaging also allows one to visualize multiple structures within the same specimen, which is currently challenging using SR methods due to the relative lack of dyes and labels compatible with such methods (Dempsey et al., 2011; Li and Vaughan, 2018). Crossman et al. (2015) showed how the additional color channels accessible through conventional microscopy facilitate analysis of correlative imaging (Figure 5). By visualizing the surface of cardiac myocytes with confocal microscopy, the investigators were able to segment the cardiac myocytes into “plasma membrane” and “cytoplasm” regions (Figure 5A). Combining this mask with dSTORM (direct stochastic optical reconstruction microscopy) imaging of junctophilin (JPH) and ryanodine receptor (RyR), they showed that these macromolecular complexes have a higher colocalization near the plasma membrane as opposed to the intracellular compartments (Figure 5, B–E) (Crossman et al., 2015). The spatial context provided by DL microscopy enabled a much more biologically relevant interpretation of the SR images; indeed, without CLM, conclusions such as this may not be possible. Importantly, however, correlative DL and SR microscopy is not the only useful form of CLM.

Several groups have correlated SR images with “enhanced” resolution microscopy techniques, such as through correlative STORM and 3D SIM (Hamel et al., 2014; Mönkemöller, Öie, et al., 2015; Burri et al., 2017; Pinnington et al., 2018; Reinhard et al., 2019). The benefit of such combinations is that many enhanced-resolution techniques are capable of live-cell imaging, after which cells can be fixed and imaged with molecular-scale precision using SMLM. In another example, STED was combined with fluorescence lifetime imaging microscopy— Förster resonance energy transfer (FLIM-FRET) to incorporate molecular interaction information into SR images (Günther et al., 2019). Furthermore, not all correlative microscopy involves SR microscopy. Lightsheet fluorescence microscopy (LSFM) images have been correlated with confocal microscopy to show how sample mounting conditions alter blood vessel morphology in a murine retinal model (Prahst, Ashrafzadeh, Mead, et al., 2020). Additionally, correlative LSFM and two-photon microscopy has been used to combine in vivo mouse brain imaging with the enhanced clarity of cleared tissue imaging (Silvestri et al., 2014a,b).

As can be seen, CLM offers a powerful means to directly merge image data from multiple microscopy methods—and thereby support biological conclusions that could not otherwise be supported. While this represents a clear advantage over the examples discussed in Scenario 1, there are significant technical hurdles that can complicate CLM. Chiefly, these revolve around how best to properly register images from each imaging method (Pitkeathly et al., 2012). From a sample preparation perspective, image registration can most readily be achieved by embedding fiducial markers throughout the specimen that act as common fixed points to align each image type (Tam et al., 2014; Burri et al., 2017). Introducing foreign fiducial markers such as polymer beads, however, can be both experimentally challenging and potentially harmful to the biological specimen. Therefore, other algorithms have been developed to use structures within the images themselves to enable image registration (Lowe, 1999; Reinhard et al., 2019), though this may require dual labeling one or more structure within the sample. In either case, image registration necessitates some form of digital transformation to map one image onto the spatial coordinate system of another. In the simplest case, this may only require translating and/or rotating one image to match another. Indeed, such transformations are virtually guaranteed to be necessary due to the transportation of the specimen from one microscope to another. Unfortunately, what may be considered an innocuous difference between microscopes during correlative imaging can noticeably complicate the registration processes afterward. For example, changes in the objective lens magnification—as is commonplace in correlative SR and DL imaging—require
stretching or shrinking one image (in addition to translation and rotation) to match the other. To complicate matters further, CLM generally requires fixation of the specimen during the transition between modalities. As has been shown (Gusnard and Kirschner, 1977; Lee et al., 1989; Cross and Williams, 1991; Talman and Boughner, 1995; Zhu et al., 2021), fixation can locally “warp” the specimen. Therefore, it cannot always be assumed that relatively simple transformations such as shifting or stretching will achieve the needed alignment accuracy. Yet, computing optimal image warping parameters not only greatly increases the computational complexity but also requires more fiducial markers or internal structures to accurately register images.

While image registration may appear to be a daunting task, a variety of freely available tools have been built into Fiji (Schindelin et al., 2012) with varied levels of intricacy, which can be readily accessed through online documentation (https://imagej.net/imaging/registration). The available tools range in scope and usability depending on the application at hand. For instance, some tools are designed for fiducial-free image registration (Lowe, 1999; Cardona et al., 2012), and are capable of correcting beyond just translational motion. One particular tool of interest is Fijiyama (Fernandez and Moisy, 2021), which has been developed with multi-instrument microscopy data in mind. In the case of images that require significant warping for effective registration, BigWarp (Bogovic et al., 2016) is available within Fiji and has been used previously with great success (Gao et al., 2019; Wan et al., 2019; Hoffman et al., 2020). However, even with proper image correlation in hand, quantitative analysis of correlated data sets is still nontrivial. Several groups have developed software packages for specific correlative techniques to quantify molecular abundance, clustering, and distance, among other parameters (Barna et al., 2016). As can be seen, image registration represents a major challenge for a CLM approach. Many of these issues can be ameliorated, however, by using a single microscope to perform imaging with multiple modalities.

**SCENARIO 3: DYNAMIC MULTITECHNIQUE IMAGING**

The preceding scenarios highlighted the benefits of using multiple instruments to visualize either the same sample at multiple length scales or the same biological process in multiple specimens across modalities. Unfortunately, there are certain scenarios where neither of these approaches is sufficient for understanding the animate and hierarchical nature of biological phenomena. This necessitates a single system capable of both dynamic and correlative imaging: that is, multimodal light microscopy in its truest sense (Figure 1, right). Technological complexity has rendered such systems predominantly elusive until recent years, wherein both commercial and custom microscopes can now enable rapid transitions between modalities for correlative, time-series imaging. This is usually achieved by using “modules.” A single module houses all the necessary and unique aspects of a given modality, and it can be added to or removed from the light path by a simple switching mechanism. Such modules are becoming more commonplace among commercial systems and can be readily added to existing systems to extend their capabilities. While the notion of dynamically switching imaging modalities during a single experiment may seem unnecessary, there are several key scenarios wherein dynamic multitechnique imaging may be required to properly characterize a biological process.
The first such scenario occurs when a specimen needs to be optically manipulated during an imaging experiment. Photomanipulation modules enable a user to do just this by illuminating a small portion of their specimen to activate a specific biological process of interest and are commonly found in commercial systems. The work of Liu, Hobson, et al. (2019) is an informative example of using modular designs for photomanipulation on a custom-built instrument. This system utilized a unique combination of electrically tunable lenses and steering mirrors to dynamically switch between TIRF microscopy and localized photoactivation. In doing so, the local activation of Rac1 was shown to alter the dynamics of thin lamellipodia protrusions at the site of activation (Figure 6). This same multimodal system has more recently been used for controlling the small GTPase Rap1 (Elston, Pablo, Pimenta, et al., 2021). A version of this experiment could indeed be performed on a single-mode commercial system. For example, a laser-scanning confocal microscope could be used to both image and photoactivate; however, this means that the benefits of low phototoxicity and high speed associated with TIRF microscopy are lost. Similarly, a TIRF microscope could be used for both imaging and activation, but this comes at the cost of no 3D spatial specificity for the activation region. It is therefore clear that the dynamic switching between TIRF illumination and point activation captured the benefits of both techniques simultaneously to optimize the imaging experiment at hand. This benefit is not unique to combined photomanipulation modules and TIRF microscopy. Photomanipulation modules can readily be adopted and integrated with conventional microscopes such as the SD confocal (Sorkina et al., 2013; Ch'ng et al., 2015; Hayer et al., 2016) and even more complex systems such as light-sheet microscopes (Rieckher et al., 2015; Ducros et al., 2019; Pfisterer et al., 2020; Sapoznik et al., 2020) to leverage the benefits unique to each modality. However, photomanipulation modules are useful only in activating and hindering specific processes. Performing correlative, multimodal imaging wherein each module is used for image acquisition rather than stimulation or activation requires additional considerations.

As discussed in depth previously, each imaging modality has its unique strengths and weaknesses in balancing speed, resolution, sample viability, and depth. Similarly, different biological components can exhibit heterogeneity in depth, size, motility, and light tolerance. Therefore, some imaging modalities are simply better suited than others for imaging certain biological structures. In experiments where two very different structures must be imaged within the same specimen, dynamic multitechnique imaging can dramatically improve the interpretable results garnered from an imaging experiment. For example, Zobiak and Failla (2018) sought to localize the interaction of intracellular vesicles with the basal cell membrane. SD confocal microscopy was an excellent modality suited for imaging vesicle movements with a full 3D volume with acceptable speed. However, the basal cell membrane is more appropriately imaged by TIRF microscopy as it provides superior contrast and lower photobleaching directly at the sample–coverslip interface. Thus, the authors adopted a dynamic, multitechnique approach capturing the benefits of both modalities. This allowed the investigators to track vesicle movements throughout the cell body and precisely detect interaction events with the basal cell membrane (Figure 7). Similar approaches have also been developed to dynamically combine TIRF microscopy and WF microscopy (Smith et al., 2009; Walker et al., 2009; Ellefsen et al., 2015; Chen et al., 2018; Liu et al., 2019). These cases are illustrative because the biological structures and their behavior are matched to the most suitable microscopy modality, thus extracting the most information out of each imaging experiment.

Our previous discussion of static correlative microscopy highlighted the benefits of using DL-SR microscopy to provide spatial context to an imaging experiment. In some instances, however, the spatial context is dynamic, requiring a different approach. Some SR techniques are live-cell compatible, and therefore allow for dynamic, correlative SR microscopy. Such a system was recently demonstrated by Inavalli et al. (2019) wherein they combined three separate SR techniques into a single system: 3D-STEED, sptPALM (single particle
tracking photoactivation and localization microscopy), and uPAINT (Universal Point Accumulation for Imaging in Nanoscale Topography). Though predominantly limited by the long acquisition times of SMLM methods and the high phototoxicity of STED microscopy, Inavalli et al. (2019) successfully demonstrated the feasibility of multimodal SR microscopy. In doing so, the investigators could image the mobility of the synaptic protein PSD95 within the dendrite with resolution beyond the diffraction limit (Figure 8). The additional temporal information of multimodal SR microscopy opens new opportunities for studying cell biology at the nanoscale; however, exchanging one SR module for a more conventional DL imaging modality may prove more beneficial in leveraging the strengths of multiple modalities within a single experiment. An enhanced resolution technique such as SIM (Gustafsson, 2000, 2008) or image scanning microscopy (ISM) (Sheppard, 1988; Müller and Enderlein, 2010; Sheppard et al., 2013) can easily be combined with TIRF and confocal imaging, respectively, to better leverage their live-cell imaging capabilities at the cost of some resolving power. In either case, this will mitigate some of the issues surrounding phototoxicity and acquisition time associated with multiple SR techniques.

Along with SR microscopy, LSFM has made tremendous strides over the past two decades. Light-sheet imaging is positioned to be the method of choice for fast, 3D microscopy with low phototoxicity across diverse length- and timescales. Traditional LSFM necessitates two orthogonal objective lenses positioned within the sample space: one for illuminating the sample with a thin sheet of light and a second for detecting the emitted fluorescence (Huisken et al., 2004; Girkin and Carvalho, 2018). This geometry can be a major hindrance in creating LSFM modules or integrating LSFM with other techniques. However, two LSFM designs may remedy this issue. The first is known as oblique plane microscopy (OPM) (Dunsby, 2008; Bouchard et al., 2015; Yang et al., 2019; Sapoznik et al., 2020), which is an LSFM design that can be incorporated into a traditional epifluorescence microscope. OPM utilizes a separate space and two additional objectives for remote refocusing (Botcherby et al., 2007, 2008), thus leaving the sample space with only a single objective. Such a configuration allows one to incorporate additional modules as previously described. The second solution is through external modules that generate light sheets that can be merged with commercial systems (Fadero et al., 2018). This “plug-and-play” scheme may be more immediately realizable for most users; however, they are more limited in their flexibility. While LSFM currently is underutilized in the sense of multimodal microscopy, its widespread use for single-mode imaging and recent designs enabling more flexibility promise future integration with other techniques. Multimodal microscopy experiments—whether they are multi-instrument, correlative, or dynamic multitarget—demonstrate the benefits of

---

**FIGURE 7:** Dynamic TIRF and confocal microscopy facilitates studying vesicle and basal cell membrane interactions. Z-stacks of HEK293 cells were collected first via SD confocal microscopy, after which a single TIRF microscopy image was collected. A β1AR vesicle (red) was tracked in 3D (arrowhead and insert) and observed to interact with a Snx27 vesicle (blue) at the basal cell membrane. Scale bar = 5 μm. Images are reproduced with permission from Zobiak and Failla (2018).

**FIGURE 8:** Dynamic, correlative SR microscopy of synaptic proteins within neurons. (A) Correlative STED, PALM, and uPAINT (trajectories) of a dendritic segment of a hippocampal neuron. Scale bar = 2 μm. (B) Time-lapse correlative STED and sptPALM microscopy of PSD95-mEos3.2 trajectories within the dendrite. Scale bar = 1 μm. Images are reproduced with permission from Inavalli et al. (2019).
combining methods to leverage the unique capacity of multiple tools to gain insight into biological phenomena across diverse length- and timescales.

**DISCUSSION**

Fluorescence microscopy has, and continues to be, a platform for open-ended discovery and exploration. Likewise, it plays an equally important role as a quantitative means of validating hypotheses. As articulated by Wait et al. (2020), it is in this second regard that careful microscopy experimental design is vital. At its heart, an imaging experiment is guided by the results that are needed to address the central question(s) at hand. These results, in turn, determine the critical parameters that a microscope must achieve. From these requirements, a suitable imaging technique can be selected. Yet, the preceding examples show that complex biological hypotheses are often composed of multiple interrelated questions that a single set of imaging parameters—and therefore a single technique—cannot adequately address. By using multiple microscopy methods in combination, more complete insight can often be achieved.

The value inherent to multipronged approaches for studying biological phenomena is not a new revelation; in fact, it is often accepted as good standard practice within bioscience to leverage multiple techniques with each other. For example, gel electrophoresis and mass spectrometry are routinely combined for proteomic analysis (Beranova-Giorgianni, 2003) due to their complementary capabilities. In much the same way, multiple forms of microscopy can be synergistically combined. Indeed, combinatorial imaging techniques such as CLEM have been an active area of development for at least two decades (Razi and Tooze, 2009). Nevertheless, it has been underappreciated that combining multiple fluorescence microscopy methods can yield valuable advantages when faced with complex biological phenomena. This in part can be attributed to the difficulty in purchasing, building, and accessing a wide range of imaging techniques. Microscopy core facilities and their specialized expertise represent valuable resources for researchers in this regard. Yet, the rapid pace of microscope innovation has revealed a critical gap between the development of new imaging techniques and their commercial availability. For that reason, unique facilities such as the Advanced Imaging Center at Janelia Research Campus (George, 2014) and the Advanced Bioimaging Center located at Berkeley are well-poised to offer access to unique precommercial microscopy technologies—including those that can dynamically leverage multiple image techniques in tandem.

In addition to technology access, effective experimental design is equally critical, as exemplified by the various studies cited here. Yet, in each of these cases, the experimental approach and parameters were decided a priori. Despite this, biological specimens develop, move, and interact with their environment, often in unpredictable ways. Relying on human perception and predetermined experimental designs therefore runs the risk of missing critical phenomena. Imaging systems that adapt their configuration and acquisition parameters to changes in the biological specimen itself represent a new frontier and are the topic of recent research (Royer et al., 2020; Alvelid et al., 2021; White et al., 2021). Such an automated and adaptive microscope could, in principle, change its imaging modality and/or parameters at the onset of a detected biological event. However, such adaption necessitates fast and robust biological event detection. Machine learning approaches have already been successful in this regard, such as being able to accurately detect cellular mitosis (Liu et al., 2017) and other behaviors (Zinckh and Grossenbacher-Zinckh, 2020). Combining these computational capabilities with advanced multifunctional imaging systems may well prove to be exceptionally powerful going forward for studying biological processes with intrinsically variant length- and timescales.
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