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Abstract

Divisible codes are defined by the property that codeword weights share a common divisor greater than one. They are used to design signals for communications and sensing, and this paper explores how they can be used to protect quantum information as it is transformed by logical gates. Given a CSS code C, we derive conditions that are both necessary and sufficient for a transversal diagonal physical operator $U_Z$ to preserve $C$ and induce $U_L$. The group of $Z$-stabilizers in a CSS code $C$ is determined by the dual of a classical $[n, k_1]$ binary code $C_1$, and the group of $X$-stabilizers is determined by a classical $[n, k_2]$ binary code $C_2$ that is contained in $C_1$. The requirement that a diagonal physical operator $U_Z$ fixes a CSS code $C$ leads to constraints on the congruence of weights in cosets of $C_2$. These constraints are a perfect fit to divisible codes, and represent an opportunity to take advantage of the extensive literature on classical codes with two or three weights. We construct new families of CSS codes using cosets of the first order Reed Muller code defined by quadratic forms. We provide a simple alternative to the standard method of deriving the coset weight distributions (based on Dickson normal form) that may be of independent interest. Finally, we develop an approach to circumventing the Eastin-Knill Theorem which states that no QECC can implement a universal set of logical gates through transversal gates alone. The essential idea is to design stabilizer codes in layers, with $N_1$ inner qubits and $N_2$ outer qubits, and to assemble a universal set of fault tolerant gates on the inner qubits.

I. INTRODUCTION

Quantum error-correcting codes (QECCs) protect information as it is transformed by logical gates. The aim of fault tolerance motivates designing QECCs that implement logical gates through transversal physical gates [1] that are tensor products of unitary operators on individual code blocks.

We investigate diagonal physical gates that preserve CSS codes [2]–[4] inducing logical gates. Hence we work with the resolution of the identity determined by the roup of $Z$-stabilizers. The group of $Z$-stabilizers in a CSS code $C$ is determined by the dual of a classical $[n, k_1]$ binary code $C_1$, and the signs are given by a character of this group, and are determined by a binary vector $y$, as described in Section II-C. The group of $X$-stabilizers is determined by a classical $[n, k_2]$ binary code $C_2$ that is contained in $C_1$, and we denote the CSS code $C$ by CSS($X, C_2; Z, C_1^⊥; y$).

A diagonal physical gate $U_Z$ has $2^n$ diagonal entries $d_v$, each indexed by a binary vector $v$ of length $n$. We introduce our Generator Coefficient Framework in Section III and use it to show that $U_Z$ preserves the CSS code $C$ if and only if diagonal entries $d_v$ and $d_w$ are identical whenever $v$ and $w$ belong to the same coset of $C_2$ in $C_1 + y$. By constraining only $2^{k_1}$ out of $2^n$ diagonal entries (those indexed by $C_1 + y$) we are able to guarantee not only that $U_Z$ preserves the codespace, but also to completely specify the induced logical operator. The effect of changing the signs of $Z$-stabilizers (changing the vector $y$) is to shift the subset of diagonal entries that specify the interaction of $U_Z$ with the CSS code $C$.

The approach taken in prior work is to fix a transversal physical gate $U_Z$, and a target logical gate $U_L$, then to derive sufficient conditions on a CSS code $C$ for which $U_Z$ preserves $C$ and induces $U_L$. The families of triorthogonal codes [5], [6] and quantum Reed Muller codes [7], [8] were derived in this way. In contrast, we fix a CSS code, and use our generator code framework to assemble all possible diagonal physical gates that induce a target logical gate. Our approach supports fault-tolerant architecture by enabling systematic analysis of the locality of these diagonal physical gates. Note that locality is not affected by changing the signs of $Z$-stabilizers. Our approach has the advantage that we are able to derive conditions on a CSS code $C$ that are both necessary and sufficient for a diagonal physical operator $U_Z$ to preserve $C$ and induce $U_L$.

In Section III we apply the generator coefficient framework to the broad class of Quadratic Form Diagonal (QFD) gates [9], [10], which include as a special case the physical gates considered in prior work. We characterize all CSS codes, determined by classical Reed Muller codes, that are fixed by transversal $Z$-rotations through an angle $\pi/2^l$.

When the target logical operator is the identity, the physical gates preserving the CSS code represent idling noise to which the code is oblivious. Coherent noise, with identical $Z$-rotation angles on each physical qubit, is a significant source of error in ion trap quantum computers. A CSS code is oblivious to this type of coherent noise if and only if all Hamming weights in $C_1 + y$ are identical (see [11], [12] for more details). We expect the generator coefficient perspective to be useful in designing CSS codes that mitigate the effects of other systems impairments.

The defining property of a classical divisible code [13] is that codeword weights share a common divisor greater than one. Divisible codes appear in signal design for wireless communication, in coded radar and sonar, and in the generation of pseudorandom sequences for stream ciphers and for secure authentication (see [14] for more details). In resilient quantum computation, the requirement that a diagonal physical operator $U_Z$ fixes a CSS($X, C_2; Z, C_1^⊥; y$) code leads to constraints on the congruence of weights in cosets of $C_2$ [15], [16].
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It is simple to manage congruence of weights in classical codes when the number of weights is small, and our approach creates an opportunity to design CSS codes by taking advantage of the extensive literature on classical codes with two or three weights (see [17]–[22]). In Section IV we construct new families of CSS codes using cosets of the first order Reed Muller code defined by quadratic forms. We also provide a simple alternative to the standard method of deriving coset weight distributions based on Dickson normal form (see [23 Chapter 15]).

The Eastin-Knill Theorem [24], [25] reveals that no QECC can implement a universal set of logical gates through transversal gates alone. However, several approaches have been developed to circumvent this restriction.

Magic state injection circumvents this restriction by consuming magic states to implement non-Clifford gates. State injection is usually accomplished through magic state distillation (MSD) [5]–[8], [28]–[33], which synthesizes high-fidelity magic states from multiple low-fidelity states. MSD protocols employ CSS codes where a diagonal physical gate induces a fault-tolerant non-Clifford logical gate [26]. In this context, Bravyi and Haah [6] introduced the class of triorthogonal codes, where a transversal physical $T$ gate induces a transversal logical $T$ gate up to some logical Clifford gates. Generator coefficients enable analysis of more general pairings of physical and logical gates, for example the hybrid codes introduced by Vandersypen and Kubica [34].

The set of logical operators induced by transversal circuits on two different codes can be universal, and this motivates methods of switching fault-tolerantly between the two code spaces. Hill et al. [35] proposed switching between the 5-qubit stabilizer code and the Steane code, while Anderson et al. [36] proposed switching between the Steane code and Reed-Muller codes. An alternative perspective on code switching is to implement the logical operator by fixing gauges on subsystem codes (see Paetznick and Reichardt [37], and Bombín [38]), where gauge qubits are required to do intermediate error corrections.

Jochym-O'Connor and R. Laflamme [39] proposed to implement a universal set of logical gates on a concatenated code by combining non-transversal physical gates with fault-tolerant recovery operations. Although the gates are not transversal on the concatenated code, the component codes do need to realize a complementary logical gate through transversal gates.

Finally, Knill et al. [40] introduced a fault-tolerant controlled-Phase gate on the Steane code by decomposing a non-transversal gate. However, inducing a logical gate on the inner code does require encoding/decoding algorithms to pass through the operators.

Section V describes the design of stabilizer codes in layers, with $N_1$ inner qubits and $N_2$ outer qubits, with the aim of assembling a universal set of fault tolerant gates on the inner qubits. The $N_1$ inner qubits are the logical qubits of an outer CSS code on $N_2$ qubits. A transversal diagonal physical gate on $N_2$ qubits preserves the outer code, inducing a target logical gate on the inner code. The general design is introduced through an example taken from Section III, where the outer code is a $[31,5,3]$ CSS code fixed by a transversal $T$ gate. The inner code is the $[5,1,3]$ stabilizer code and the induced logical operator is a $T$ gate on the inner qubit. It may be useful to view this combination of codes as a factorization of a $[31,1,3]$ triorthogonal code. Factorization is similar to code switching, concatenation, and pieceable fault tolerance in that it can produce a universal set of gates without requiring teleportation of magic states. The $[31,5,3]$ outer code belongs to a new $[n = 2^m - 1, 1 \leq k \leq 1 + \sum_{i=1}^{m-4} (m-i), d = 3]$ CSS code family, designed from the congruence of weights in cosets of quadratic forms. When $m = 6$, the $[63,7,3]$ CSS code can serve as the outer code of the $[7,1,3]$ Steane code to support a fault-tolerant $T$ gate. However, inducing a logical gate on the inner code does require encoding/decoding algorithms to pass between inner and outer codes. The overhead of factorization depends on the complexity of these algorithms.

II. PRELIMINARIES AND NOTATION

A. The Pauli Group

Let $i := \sqrt{-1}$ be the imaginary unit. Any $2 \times 2$ Hermitian matrix can be uniquely expressed as a real linear combination of the four single qubit Pauli matrices/operators

$$I_2 := \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad X := \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad Z := \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \quad (1)$$

and $Y := iXZ$. The operators satisfy $X^2 = Y^2 = Z^2 = I_2$, $XY = -YX$, $XZ = -ZX$, and $YZ = -ZY$.

Let $F_2 = \{0, 1\}$ denote the binary field. Let $n \geq 1$ and $N = 2^n$. Let $A \otimes B$ denote the Kronecker product (tensor product) of two matrices $A$ and $B$. Given binary vectors $a = [a_1, a_2, \ldots, a_n]$ and $b = [b_1, b_2, \ldots, b_n]$ with $a_i, b_j = 0$ or $1$, we define the operators

$$D(a, b) := X^{a_1}Z^{b_1} \otimes \cdots \otimes X^{a_n}Z^{b_n}, \quad (2)$$

$$E(a, b) := \times^{ab_1 \mod 4}D(a, b). \quad (3)$$

Note that $D(a, b)$ can have order 1, 2 or 4, but $E(a, b)^2 = \times^{2ab_1}D(a, b)^2 = \times^{2ab_1}(\times^{2ab_1}I_N) = I_N$. We define the $n$-qubit Pauli group

$$P_N := \{\times^\kappa D(a, b) : a, b \in F_2^n, \kappa \in \mathbb{Z}_4\}, \quad (4)$$
where $Z_{2^l} = \{0, 1, \ldots, 2^l - 1\}$. The $n$-qubit Pauli matrices form an orthonormal basis for the vector space of $N \times N$ complex matrices $(\mathbb{C}^{N \times N})$ under the normalized Hilbert-Schmidt inner product $(A, B) := \text{Tr}(A^\dagger B)/N$ \[1\].

The symplectic inner product is \[\langle [a, b], [c, d]\rangle_S = ad^T + bc^T \mod 2\]. Since $XZ = -ZX$, we have
\[
E(a, b)E(c, d) = (-1)^{\langle [a, b], [c, d]\rangle_S} E(c, d)E(a, b),
\]

The Clifford group in combination with \textit{any} unitary from a higher level can be used to approximate any unitary operator arbitrarily well \[43, 44\]. Hence, they form a universal set for quantum computation. A widely used choice for the non-Clifford unitary is the $T$ gate in the third level defined by $T = Z^\frac{\pi}{4} = e^{\frac{\pi}{4} Z}$.

Let $D_N$ be the $N \times N$ diagonal matrices, and $\mathcal{C}_d^{(l)} := \{a\} \cap D_N$. The diagonal gates at each level in the hierarchy form a group, but for $l \geq 3$, the gates in $\mathcal{C}_d^{(l)}$ no longer form a group. Note that $\mathcal{C}_d^{(l)}$ can be generated using the “elementary” unitaries $\mathcal{C}_d^{(0)} Z^\frac{\pi}{4}, \mathcal{C}_d^{(1)} Z^\frac{\pi}{4}, \ldots, \mathcal{C}_d^{(l-2)} Z^\frac{\pi}{4}, \mathcal{C}_d^{(l-1)} Z^{\frac{\pi}{4}}$, where $\mathcal{C}_d^{(l)} Z^\frac{\pi}{4} := \sum_{a \in \mathbb{Z}_2^{l+1}} |a\rangle \langle a| + e^{\frac{\pi}{4} i} |1\rangle \langle 1|$ and $1 \in \mathbb{Z}_2^{l+1}$ denotes the vector with every entry 1. In general, the length of $C$ can change, and should be clear in the context.

\[C. \text{ Stabilizer Codes}\]

We define a stabilizer group $S$ to be a commutative subgroup of the Pauli group $\mathcal{P}_N$, where every group element is Hermitian and no group element is $-I_N$. We say $S$ has dimension $r$ if it can be generated by $r$ independent elements as $S = \{(\nu_i, E(c_i, d_i)) : i = 1, \ldots, r\}$, where $\nu_i \in \{\pm 1\}$ and $c_i, d_i \in \mathbb{F}_2^N$. Since $S$ is commutative, we must have $\langle (c_i, d_i), (c_j, d_j) \rangle_S = c_i d_j^T + d_i c_j^T = 0$ mod 2.

Given a stabilizer group $S$, the corresponding \textit{stabilizer code} \[1\] is the fixed subspace $\mathcal{V}(S) := \{|\psi\rangle \in \mathbb{C}^N : g|\psi\rangle = |\psi\rangle \text{ for all } g \in S\}$. We refer to the subspace $\mathcal{V}(S)$ as an $[n, k, d]$ stabilizer code because it encodes $k := n - r$ logical qubits into $n$ physical qubits. The minimum distance $d$ is defined to be the minimum weight of any operator in $N\mathcal{P}_N(S) \setminus S$. Here, the weight of a Pauli operator is the number of qubits on which it acts non-trivially (i.e., as $X$, $Y$ or $Z$), and $N\mathcal{P}_N(S)$ denotes the normalizer of $S$ in $\mathcal{P}_N$.

For any Hermitian Pauli matrix $E(c, d)$ and $\nu \in \{\pm 1\}$, the operator $\frac{\nu E(c, d)}{2}$ projects onto the $\nu$-eigenspace of $E(c, d)$. Thus, the projector onto the codespace $\mathcal{V}(S)$ of the stabilizer code defined by $S = \{(\nu_i, E(c_i, d_i)) : i = 1, \ldots, r\}$ is
\[
\Pi_S = \frac{1}{\nu} \sum_{i=1}^{r} (I_N + \nu E(c_i, d_i)) = \frac{1}{2\nu} \sum_{j=1}^{2^r} \epsilon_j E(a_j, b_j),
\]

where $\epsilon_j \in \{\pm 1\}$ is a character of the group $S$, and is determined by the signs of the generators that produce $E(a_j, b_j)$:
\[
\epsilon_j E(a_j, b_j) := \prod_{1 \leq j \leq 2^r} \nu_k E(c_k, d_k)
\]

A CSS code is a particular type of stabilizer code with generators that can be separated into strictly $X$-type and strictly $Z$-type operators. Consider two classical binary codes $C_1, C_2$ such that $C_2 \subset C_1$, and let $C_1^+ \subset C_2^+$ denote the dual codes. Note that $C_1^+ \subset C_2^+$. Suppose that $C_2 = \{c_1, c_2, \ldots, c_{2^n}\}$ is an $[n, k_2]$ code and $C_1^+ = \{d_1, d_2, \ldots, d_{n-k_1}\}$ is an $[n, n-k_1]$ code. Then, the corresponding CSS code has the stabilizer group
\[
S = \{(\nu_{c_1,0} E(c_1, 0), \nu_{d_1,0} E(0, d_1))_{i=1}^{n-k_1}, j=n-k_1 \}
\]

where $\nu_{c_1,0}, \nu_{d_1,0}, \epsilon_{(a,0)}, \epsilon_{(b,0)} \in \{\pm 1\}$. We capture sign information through character vectors $y \in \mathbb{F}_2^n/C_1, r \in \mathbb{F}_2^n/C_2$ such that for any $\epsilon_{(a,0)} \epsilon_{(b,0)} E(a, 0) E(0, b) \in S$, we have $\epsilon_{(a,0)} = (-1)^{ar^T}$ and $\epsilon_{(b,0)} = (-1)^{by^T}$. If $C_1$ and $C_2^+$ can correct up to
t errors, then $S$ defines an $[[n, k = k_1 - k_2, d]]$ CSS code with $d \geq 2t + 1$, which we will represent as CSS($X, C_2, r; Z, C_1^\perp, y$). If $G_2$ and $G_1^\perp$ are the generator matrices for $C_2$ and $C_1^\perp$ respectively, then the $(n - k_1 + k_2) \times (2n)$ matrix

$$G_S = \begin{bmatrix} G_2 \\ G_1^\perp \end{bmatrix}$$

generates $S$. The encoding map $g_e : |\alpha\rangle_L \in F^2_2 \rightarrow |\overline{\alpha}\rangle \in V(S)$ of a CSS($X, C_2, r; Z, C_1^\perp, y$) code can be written as \[45\]

$$|\overline{\alpha}\rangle := \frac{1}{\sqrt{|\cal C|_2}} \sum_{x \in \cal C_2} (-1)^{x \cdot \overline{x}} |\alpha_{C_1/c_2} \oplus x \oplus y\rangle.$$ We define the generating set $\{X_j^L, Z_j^L \in \cal H W_{2^k} : j = 1, \ldots, k = k_1 - k_2\}$ for the logical Pauli operators by the actions

$$X_j^L|\alpha\rangle_L = |\alpha'\rangle_L,$$

$$Z_j^L|\alpha\rangle_L = (-1)^{\overline{\alpha}}|\alpha\rangle_L,$$

where $\alpha' = \left\{ \begin{array}{ll} \alpha_i, & \text{if } i \neq j, \\ \alpha_i \oplus 1, & \text{if } i = j. \end{array} \right.$ (11)

and $Z_j^L|\alpha\rangle_L = (-1)^{\overline{\alpha}}|\alpha\rangle_L$. Let $\bar{X}_j, \bar{Z}_j$ be the $n$-qubit operators which are physical representatives of $X_j^L, Z_j^L$ for $j = 1, \ldots, k$. Then $\bar{X}_j, \bar{Z}_j$ commute with the stabilizer group $S$ and satisfy

$$\bar{X}_i \bar{Z}_j = \left\{ \begin{array}{ll} \bar{Z}_j \bar{X}_i, & \text{if } i \neq j, \\ -\bar{Z}_j \bar{X}_i, & \text{if } i = j. \end{array} \right.$$ (12)

Given the choice of $G_{C_1/c_2}$, there exists a unique set of vectors $\{\gamma_1, \ldots, \gamma_k \in \cal C_2 : G_{C_1/c_2} \gamma_i = e_i \text{ for all } i = 1, \ldots, k\}$, where $\{e_i\}_{i=1, \ldots, k}$ is the standard basis of $F^2_2$. If $\gamma_i$ is the $i$-th row of generator matrix $G_{C_2^\perp/c_1^\perp}$, then

$$G_{C_1/c_2} G_{C_2^\perp/c_1^\perp}^T = I_k.$$ (13)

Assume $w_i, \gamma_i$ are the $i$-th rows of the above coset generator matrices $G_{C_1/c_2}, G_{C_2^\perp/c_1^\perp}$ respectively. Then, we can choose $\bar{X}_i = E(w_i, 0)$ and

$$\bar{Z}_i = (-1)^{\overline{\gamma}_i} E(0, \gamma_i) := \epsilon_{(0, \gamma_i)} E(0, \gamma_i).$$ (14)

Since we consider diagonal gates, the signs of $X$-stabilizers do not matter, and we assume $r = 0$ throughout this paper.

### III. Generator Coefficients

We review the **Generator Coefficient Framework** which describes the evolution of stabilizer code states under a physical diagonal gate $U_Z = \sum_{u \in F^2_2} d_u |u\rangle \langle u|$ (See \[45\] for more details) under matrix representation. Note that $|u\rangle \langle u| = \sum_{v \in F^2_2} (-1)^{u \cdot v} E(0, v)$. Alternatively, we may expand $U_Z$ in the Pauli basis

$$U_Z = \sum_{v \in F^2_2} f(v) E(0, v),$$ (15)

where

$$f(v) = \frac{1}{2^n} \sum_{u \in F^2_2} (-1)^{u \cdot v} d_u.$$ (16)

The Hadamard gate $H_{2^n}$ connects the coefficients in the standard basis with those in the Pauli basis as follows

$$[f(v)]_{v \in F^2_2} = [d_u]_{u \in F^2_2} H_{2^n},$$ (17)

where $H = \frac{1}{\sqrt{2}} \left( |0\rangle \langle 0| + |0\rangle \langle 1| + |1\rangle \langle 0| - |1\rangle \langle 1| \right)$ and $H_{2^n} = H \otimes H_{2^{n-1}} = H \otimes n$ is the Hadamard gate.

We consider the average logical channel induced by $U_Z$ on an $[[n, k, d]]$ CSS($X, C_2; Z, C_1^\perp, y$) code resulting from the four steps : (1) preparing any code state $\rho_1$; (2) applying a diagonal physical gate $U_Z$ to obtain $\rho_2$; (3) using $X$-stabilizers to measure $\rho_2$ (we only consider Z-errors as the same reasons in \[5\], \[6\]); to obtain the syndrome $\mu$ with probability $p_\mu$, and the post-measurement state $\rho_3$; (4) applying a Pauli correction to $\rho_3$, to obtain $\rho_4$. The correction might induce some undetectable $Z$-logical $\epsilon_{(0, \gamma_0)} E(0, \gamma_0)$ with $\gamma_0 = 0$. Let $B_\mu$ be the effective physical operator corresponding to the syndrome $\mu$. Then the evolution of code states can be described as

$$\rho_4 = \sum_{\mu \in F^2_2} B_\mu \rho_1 B_\mu^\dagger.$$ (18)

The generator coefficients $A_{\mu, \gamma}$ are obtained by expanding the logical operator $B_\mu$ in terms of $Z$-logical Pauli operators $\epsilon_{(0, \gamma)} E(0, \gamma)$,

$$B_\mu = \epsilon_{(0, \gamma_\mu)} E(0, \gamma_\mu) \sum_{\gamma \in C_2^\perp/c_1^\perp} A_{\mu, \gamma} \epsilon_{(0, \gamma)} E(0, \gamma),$$ (19)
where \( \epsilon_{(0,y)}E(0,y) \) models the Z-logical Pauli correction introduced by a decoder. For each pair of an X-syndrome \( \mu \in \mathbb{F}_2^n/C_2^+ \) and a Z-logical \( \gamma \in C_2^+/C_1^+ \), the generator coefficient \( A_{\mu,\gamma} \) corresponding to \( U_Z \) is

\[
A_{\mu,\gamma} := \sum_{z \in C_1^+ + \mu + \gamma} \epsilon_{(0,z)}f(z),
\]

(20)

where \( \epsilon_{(0,z)} = (-1)^{z^Tz} \) is the sign of the Z-stabilizer \( E(0,z) \). The chosen Z-logicals and X-syndromes are not unique, but different choices only differ by a global phase. Generator coefficients use the CSS code to organize the Pauli coefficients of \( U_Z \) into groups and to balance them by tuning the signs of Z-stabilizers. We use (16) to simplify (20) as

\[
A_{\mu,\gamma} = \frac{1}{2^n} \sum_{u \in \mathbb{F}_2^n} \sum_{z \in C_1^+ + \mu + \gamma} (-1)^{z^Tz}(-1)^{z^Tu} d_u
\]

\[
= \frac{1}{|C_1|} \sum_{u \in C_1} (-1)^{\mu^T u} d_u \sum_{y \in \mathbb{F}_2^n} H_{(c_1,c_2^+/c_1^+)}^\mu, (21)
\]

where \(|C_1| = 2^{k_1}\) is the size of \( C_1 \). We organize the generator coefficients in a matrix \( M(\mathbb{F}_2^n/C_2^+,c_2^+/c_1^+) \) with rows indexed by X-syndromes and columns by Z-logicals,

\[
M(\mathbb{F}_2^n/C_2^+,c_2^+/c_1^+) = \begin{bmatrix}
[A_{\mu=0,\gamma}]_{\gamma \in C_2^+/C_1^+} \\
[A_{\mu=1,\gamma}]_{\gamma \in C_2^+/C_1^+} \\
\vdots \\
[A_{\mu=2^k-1,\gamma}]_{\gamma \in C_2^+/C_1^+}
\end{bmatrix}_{\mu \in \mathbb{F}_2^n/C_2^+}. (22)
\]

For fixed \( \mu \in \mathbb{F}_2^n/C_2^+ \),

\[
[A_{\mu,\gamma}]_{\gamma \in C_2^+/C_1^+} = \frac{1}{|C_1|} [d_u \oplus y]_{u \in C_1} H_{(c_1,c_2^+/c_1^+)}^\mu, (23)
\]

where \( H_{(c_1,c_2^+/c_1^+)}^\mu = \left( (1) (\mu^T u)^T \right) \in \mathbb{C} \). Theorem 7 in [45]. The physical gate \( U_Z = \sum_{u \in \mathbb{F}_2^n} d_u |u\rangle \langle u| \) preserves a CSS(\( X,C_2;Z,C_1^+,y \)) code space if and only if

\[
\sum_{\gamma \in C_2^+/C_1^+} |A_{0,\gamma}|^2 = \sum_{\gamma \in C_2^+/C_1^+} \overline{A_{0,\gamma}} A_{0,\gamma} = 1. (24)
\]

Here, \(| \cdot |\) denotes the complex norm.

\section*{Proof.}
Invariance of the code space is equivalent to requiring the effective physical operator corresponding to the trivial syndrome \( B_{\mu=0} \) to be unitary.

\section*{Example 1.}
The [15, 1, 3] punctured quantum Reed-Muller code [5] is a CSS(\( X,C_2;Z,C_1^+,y = 0 \)) code, where \( C_2 \) is generated by the degree one monomials, \( x_1, x_2, x_3, x_4 \), and \( C_1^+ = \langle x_1 x_2, x_1 x_3, x_1 x_4, x_2 x_3, x_2 x_4, x_3 x_4 \rangle \), with the first coordinate removed in both \( C_2 \) and \( C_1^+ \). It’s also a triorthogonal code for which a physical transversal T gate, \( U_Z = \sum_{u \in \mathbb{F}_2^n} \left( e^{i \pi/4} \right)^{w_H(u)} |u\rangle \langle u| \), induces a logical transversal \( T \) gate up to some Clifford gates. Here, \( w_H(u) = uu^T \) denotes the Hamming weight of the binary vector \( u \). Note that \( C_1 \) is the classical punctured RM(1, 4) code with weight distribution given in Table 1 below.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
weight & 0 & 7 & 8 & 15 \\
\hline
multiplicity & 1 & 15 & 15 & 1 \\
\hline
\end{tabular}
\caption{The weight distribution of \( C_1 \) for the [15, 1, 3] code}
\end{table}
Then, \( d_u = 1 \) for \( u \in C_1 \) satisfying \( w_H(u) = 0 \) or 8, and \( d_u = e^{-i\pi/4} \) for \( u \in C_1 \) satisfying \( w_H(u) = 7 \) or 15. Since the Z-logical \( \gamma = 1 \), the all-one vector, it only changes the signs of \( d_u \) with odd weight. It follows from (25) that the induced logical operator is

\[
U_Z^L = \frac{16}{32}(1 + e^{-i\pi/4})E(0,0) + \frac{16}{32}(1 - e^{-i\pi/4})E(0,1) = T^\dagger.
\]

(26)

**Remark 2.** It follows from (25) that the induced logical operator is completely specified by \(|C_1|\) diagonal entries in the physical gate \( U_Z \). If we choose a CSS code and target a particular logical gate, then the constraints on the corresponding physical gates only apply to the diagonal elements corresponding to the coset \( C_1 + y \).

Given a CSS code, the generator coefficient framework not only represents when a physical diagonal gate preserves the codespace, but it also characterizes all the possible physical gates that realize a target diagonal logical gate. We start from the simplest case, when the logical operator is the identity.

**Lemma 3.** The physical gate \( U_Z = \sum_{u \in \mathbb{F}_2^n} d_u |u\rangle\langle u| \) acts as the logical identity on the CSS\((X,C_2;Z,C_1^\perp,y)\) codespace if and only if \( d_{u+y} \) are the same for all \( u \in C_1 \).

**Proof.** It follows from (25) that \( U_Z^L = I_{2^n} \) if and only if

\[
|A_{\mu=0,\gamma=0}| = \frac{1}{|C_1|} \sum_{u \in C_1} d_{u+y} = 1,
\]

(27)

which is equivalent to requiring that \( 2^{k_1} \) diagonal entries of the physical gate \( U_Z \) indexed by the set \( C_1 + y \) are identical.

The mapping from a physical gate that preserves a given CSS code to the induced logical operator is a group homomorphism. The kernel of this homomorphism is the group of physical gates that induce the logical identity.

**Remark 4.** Given a CSS code, Lemma 3 characterizes all the diagonal physical gates that induce the identity on the codespace. This enables code design within a decoherence-free subspace (DFS) for a particular noise system. For homogeneous coherent noise (same angle on each physical qubit), we consider

\[
U_Z = \begin{bmatrix} 1 & 0 \\ 0 & e^{i\theta} \end{bmatrix}^{\otimes n} = \sum_{u \in \mathbb{F}_2^n} (e^{i\theta})^w_H(u) |u\rangle\langle u|,
\]

(28)

with \( \theta \in (0,2\pi) \). We design CSS codes that are oblivious to all such gates by making sure all the Hamming weights in the coset \( C_1 + y \) are the same (a new perspective on the results in [11], [46]). For coherent noise with inhomogeneous angles, this perspective enables code design to mitigate these correlated errors. For example, we consider

\[
U_Z = \begin{bmatrix} 1 & 0 \\ 0 & e^{i\theta_1} \\ 1 & 0 \\ 0 & e^{i\theta_2} \\ 1 & 0 \\ 0 & e^{i\theta} \end{bmatrix} \otimes \begin{bmatrix} 1 & 0 \\ 0 & e^{i\theta} \end{bmatrix},
\]

(30)

whenever \( \theta \in (0,2\pi) \) and \( \theta_1 + \theta_2 = \theta_1' + \theta_2' = \theta \).

By selecting the diagonal elements of \( U_Z \) with the same value, we design a \([6,1,2]\) CSS code within a DFS for the inhomogeneous noise system, where

\[
G_{C_2} = \left[ \begin{array}{ccccc} 1 & 1 & 1 & 1 & 0 \\ 1 & 1 & 1 & 1 & 1 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 \end{array} \right] \subset G_{C_1} = \left[ \begin{array}{ccccc} 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 \end{array} \right] \quad \text{and} \quad y = [1,1,1,0,0,0].
\]

(29)

Given a CSS code, we now characterize all possible diagonal gates that realize a target diagonal logical gate. Consider a diagonal physical gate \( U_Z \) that preserves a CSS\((X,C_2;Z,C_1^\perp,y)\) code, inducing a diagonal logical gate \( U_Z^L \). The generator coefficients \( A_{0,\gamma} \) appear as coefficients in the Pauli expansions of \( U_Z \) and \( U_Z^L \), creating a bridge between physical and logical worlds. We can express the coefficients \( A_{0,\gamma} \) in terms of the diagonal entries \( d_u \) of \( U_Z \), and we can express them in terms of the diagonal entries \( e^{i\theta_u} \) of the logical gate \( U_Z^L \). Theorem 5 results from equating these two expressions.

**Theorem 5.** Given a CSS\((X,C_2;Z,C_1^\perp,y)\) code, the diagonal physical gate \( U_Z = \sum_{u \in \mathbb{F}_2^n} d_u |u\rangle\langle u| \) induces the logical gate \( U_Z^L = \sum_{\alpha \in \mathbb{F}_2^k} e^{i\theta_\alpha} |\alpha\rangle\langle \alpha| \) if and only if

\[
d_{u+y} = e^{i\theta_\beta} \quad \text{for} \quad G_{C_2}^{C_1 + y} \ u^T = \alpha^T.
\]

(30)

**Remark 6.** If we think of \( G_{C_2}^{C_1 + y} \ u^T \) as a syndrome, then we can observe that \( u \) and \( u + w \), \( w \in C_2 \) determine the same syndrome.

**Proof.** We express the generator coefficients \( A_{0,\gamma} \) in terms of the diagonal entries \( e^{i\theta_u} \) of the logical gate \( U_Z^L \),

\[
\left[ A_{\alpha,\beta G_{C_2}^{C_1 + y}} \right]_{\alpha,\beta \in \mathbb{F}_2^k} = \left[ e^{i\theta_\alpha} \right]_{\alpha,\beta \in \mathbb{F}_2^k} \frac{1}{2^n} \left[ (-1)^{\alpha \beta} \right]_{\alpha,\beta \in \mathbb{F}_2^k}.
\]

(31)
We then express the coefficients $A_{0,\gamma}$ in terms of the diagonal entries $d_u$ of $U_Z$,
\[
\begin{bmatrix} A_{u,\beta G_{c_2^+/c_1^+}} \end{bmatrix}_{\beta \in \mathbb{F}_2^n} = \frac{1}{|C_1|} \sum_{u \in C_1} \left[ d_{u \oplus y} | u \rangle \langle u | H_{(c_1, c_2^+/c_1^+)}^{\mu=0} \right] = \frac{1}{|C_1|} \left[ d_{u \oplus y} | u \rangle \langle u | \alpha^T \right]_{u \in C_1, \beta \in \mathbb{F}_2^n}.
\]
(32)

We permute entries in $[d_{u \oplus y}]_{u \in C_1}$ and rows in $H_{(c_1, c_2^+/c_1^+)}^{\mu=0}$ to group together elements from the same coset of $C_2$ in $C_1$. Given $u_1, u_2 \in C_2$ and $w_1, w_2 \in C_1$, we have
\[
\sum_{\beta \in \mathbb{F}_2^n} (-1)^{\beta G_{c_2^+/c_1^+}} (u_1 \oplus w_1 \oplus u_2 \oplus w_2)^T = \begin{cases} 2^k, & \text{if } w_1 \oplus w_2 \in C_2, \\ 0, & \text{otherwise}. \end{cases}
\]
(33)

Hence
\[
H_{(c_1, c_2^+/c_1^+)}^{\mu=0} \left( H_{(c_1, c_2^+/c_1^+)}^{\mu=0} \right)^T = I_{2^{k_1-k_2}} \otimes B,
\]
(34)

where $B$ is a square matrix of size $2^{k_2}$ with every entry equal to $2^k$. We multiply (31) on the right by $H_{(c_1, c_2^+/c_1^+)}^{\mu=0}$ to obtain
\[
\left[ \frac{1}{2^{k_1}} \sum_{\alpha \in \mathbb{F}_2^n} e^{i\theta \alpha} \sum_{\beta \in \mathbb{F}_2^n} (-1)^{\beta} (\alpha^T + G_{c_2^+/c_1^+} u^T) \right] = \left[ e^{i\theta \alpha(u)} \right]_{\alpha(u)^T = G_{c_2^+/c_1^+} u^T}.
\]
(35)

We then multiply (32) on the right by $H_{(c_1, c_2^+/c_1^+)}^{\mu=0}$ to obtain
\[
\frac{1}{2^{k_1}} [d_{u \oplus y}]_{u \in C_1} (I_{2^{k_1-k_2}} \otimes B) = \left[ \frac{1}{2^{k_2}} \sum_{u \in C_2 + w} d_{u \oplus y} \right]_{w \in C_1 / C_2} = [d_{u \oplus y}]_{\alpha(u)^T = G_{c_2^+/c_1^+} u^T}.
\]
(36)

We conclude the proof by equating (35) and (36).

**Corollary 7.** Set $C_2 = \{ u_0, u_1, \ldots, u_{2^{k_2}-1} \}$. A diagonal physical gate $U_Z = \sum_{u \in \mathbb{F}_2^n} d_u | u \rangle \langle u |$ preserves the CSS($X,C_2; Z,C_1^+$) codespace if and only if for each fixed $w \in C_1 / C_2$, $d_{u_0 \oplus w} \oplus y = d_{u_1 \oplus w} \oplus y = \cdots = d_{u_{2^{k_2}-1} \oplus w} \oplus y$. The induced logical operator is $U_{Z}^T = \sum_{\alpha \in \mathbb{F}_2^n} d_{u_0 \oplus \alpha} G_{c_1 / c_2^+} \alpha \langle \alpha |\alpha \rangle$. Follows Theorem [1] and Theorem [5] See Fig. 1 for visualization.

**Remark 8.** Corollary [7] provides a direct way to check whether a physical gate preserves a CSS code, and enables design of CSS codes that are preserved by a particular physical diagonal gate. It also implies that a CSS code with more Z-stabilizers (smaller $|C_1|$) can be preserved by more physical diagonal gates, which is consistent with [10, Theorem 2].
We first revisit the construction of the general stabilizer code generated by the matrix \[ G_S = \begin{bmatrix} 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\ \end{bmatrix}. \] (37)

The only non-trivial X-logical is \( u = [1, 1, 1, 0, 0] \in C_1/C_2 \). We have \( C_2 = \{0, [1, 1, 0, 1, 0], [1, 1, 0, 1, 1], [1, 0, 1, 1, 1]\} \) and \( C_2 + u = \{u, [0, 0, 1, 1, 0], [1, 0, 0, 0, 1], [0, 1, 0, 1, 1]\} \). Consider the physical diagonal gate \( U_Z = P \otimes P^\dagger \otimes P \otimes CZ = \sum_{u \in F_2^5} d_u |u\rangle\langle u| \), we have

\[
1 = d_0 = e^{i\pi} e^{-i\frac{\pi}{2}} = d_{[1,1,1,0,1]} = e^{-i\frac{\pi}{2}} e^{i\pi} = d_{[0,1,1,1,1]} = e^{i\pi} e^{-i\frac{\pi}{2}} e^{i\pi} = d_{[1,0,1,1,1]};
\]

\[
e^{i\frac{\pi}{2}} = e^{i\pi} e^{-i\frac{\pi}{2}} e^{i\pi} = d_u = d_{[0,0,1,1,0]} = d_{[1,0,0,0,1]} = e^{-i\frac{\pi}{2}} e^{i\pi} = d_{[0,1,0,1,1]}.
\]

It follows from Corollary 3 that \( U_Z \) preserves the codespace, inducing the logical Phase gate \( U_Z^L = |0\rangle\langle 0| + e^{i\frac{\pi}{2}} |1\rangle\langle 1| \). To demonstrate fault-tolerance, we first calculate the set of undetectable Z-errors,

\[
U_c = \{ [1, 1, 1, 0, 0], [0, 0, 1, 1, 0], [1, 0, 0, 0, 1], [0, 1, 0, 1, 1]\}.
\]

Since the only two weight-2 undetectable errors are not confined to the support of 2-local physical gate CZ, the logical Phase gate is fault-tolerant.

Theorem 5 and Corollary 7 can be extended to general non-CSS stabilizer codes by the results in [45, Appendix]. We consider a general stabilizer code generated by the matrix \( G_S = \begin{bmatrix} A & 0 \\ 0 & B \\ C & D \end{bmatrix} \), where the submatrices \( A \) and \( B \) are maximized.

Then, the results keep the same except to switch the tower of classical codes from \( C_2 \subset C_1 \) to \( \langle A, C \rangle \subset B^\perp \). We illustrate the generalized Corollary 7 using the \([5, 1, 3]\) stabilizer code to target a logical T gate.

Example 3. Consider the \([5, 1, 3]\) stabilizer code with generator matrix \( G_S = [C|D] \), where

\[
C = \begin{bmatrix} 1 & 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 & 1 \\ 1 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 \end{bmatrix} \quad \text{and} \quad D = \begin{bmatrix} 0 & 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 1 & 1 \\ 1 & 0 & 0 & 0 & 1 \end{bmatrix}.
\]

Note that \( B = \{0\}, \) so \( B^\perp = F_2^5 \). Consider the coset \( \langle C \rangle \) in \( F_2^5 \), where \( \langle C \rangle \) contains all the even-weight vectors while its non-trivial coset includes all the odd-weight vectors. Then, it follows from Corollary 8 with the replaced tower \( \langle C \rangle \subset F_2^5 \) that the only diagonal physical gate that preserves the \([5, 1, 3]\) code space and induces a logical T gate is

\[
U_Z = \sum_{\alpha \in F_2^5} d_\alpha |\alpha\rangle\langle \alpha|, \quad \text{where} \quad d_\alpha = \begin{cases} 1, & \text{if } w_H(\alpha) \text{ is even}, \\ e^{i\frac{\pi}{2}}, & \text{if } w_H(\alpha) \text{ is odd}, \end{cases}
\]

\[
\equiv \exp \left(-i\frac{\pi}{8}Z \otimes Z \otimes Z \otimes Z \otimes Z\right).
\]

Although \( U_Z \) is a 5-local gate, we can design an outer code that supports a fault-tolerant logical \( U_Z \) (see Section IV).

The generator coefficient framework can work either forwards form a general diagonal physical gate as Example 2 or backwards from a target diagonal logical gate as Example 3. In the following Section, we use the divisibility conditions of cosets in classical coding theory to construct a new family of CSS codes that is preserved by the transversal physical \( T^\dagger \) gate, inducing a target logical gate.
IV. A NEW FAMILY OF CSS CODES DEFINED BY QUADRATIC FORMS

The defining property of a classical divisible code $[13]$ is that codeword weights share a common divisor larger than one. Divisible codes can enable resilient quantum computation when a diagonal physical $U_Z$ preserves a CSS($X, C_2; Z, C_1^T, y$) code, inducing a target logical operator $U_Z^T$. In Example $[3]$ the requirement that the induced logical operator is a $T$-gate forces half the cosets in $C_1/C_2$ to have all weights divisible by 8, and the other half to have all weights congruent to 7 modulo 8.

Classical Reed-Muller codes are prototypical divisible codes. Codewords in the Reed-Muller codes $Rm(r, m)$ are evaluation functions $[h(x)]_{x \in F_2^m}$ of boolean functions $h \in F_2[x_1, \ldots , x_m]$ of degree at most $r$. It follows from the theorem of Ax on polynomial zeros $[47]$, that all weights in $Rm(r, m)$ are divisible by $2^{(m-1)/r}$ (see also $[23, 48]$).

Codewords in the first order Reed-Muller code $Rm(1, m)$ are evaluation functions $[\epsilon 1 \otimes L_a(x)]_{x \in F_2^m}$ where $\epsilon \in \{0, 1\}$ and $L_a = a_1 x_1 + \cdots + a_m x_m$ is the linear function determined by a non-zero vector $a \in F_2^m$. $Rm(1, m)$ is a $[2^m, m + 1]$ code, and if we puncture on the coordinate $x = 0$, we obtain the $[2^m - 1, m]$ simplex code $C(m)$, with all non-zero weights equal to $2^{m-1}$.

Codewords in the second order Reed-Muller code $Rm(2, m)$ are evaluation functions $[\epsilon 1 \otimes L_a(x) \oplus Q_R(x)]_{x \in F_2^m}$ where $\epsilon \in \{0, 1\}$, $L_a = ax^T$ is a linear function and $Q_R(x)$ is a quadratic form. The property that defines a quadratic form is

$$Q_R(x \oplus y) = Q_R(x) \oplus Q_R(y) \oplus x R y^T,$$

where $R$ is a binary symmetric matrix with zero diagonal (binary symplectic matrix). Note that if we write $R = U + U^T$, where $U$ is strictly upper triangular, then we may set $Q_R(x) = x U x^T$. Observe that if $L_a(x)$ is a linear function, then $Q_R(x) + L_a(x)$ is a quadratic form corresponding to the same binary symplectic matrix $R$.

The weight distribution of the coset $Rm(1, m) + [Q_R(x)]_{x \in F_2^m}$ depends only on the rank of the binary symplectic matrix $R$ (see for $[23]$ a proof using Dickson normal form). Lemma $[9]$ provides an alternative derivation based on the observation that $Q_R(x)$ is linear on the null space of $R$.

**Lemma 9.** $w_H \left( \left[ L_a(x) + Q_R(x) \right]_{x \in F_2^m} \right) = 2^{m-1}$ or $2^{m-1} \pm 2^{m-h-1}$.

1) All weights in the coset $C(m) + [Q_R(x)]_{x \in F_2^m, x \neq 0}$ are divisible by $2^{m-h-1}$.

2) All weights in the coset $C(m) + [Q_R(x)]_{x \in F_2^m, x = 0}$ are congruent to $2^{m-h-1} - 1$ modulo $2^{m-h-1}$.

**Proof.** We calculate the weight distribution $w_H \left( \left[ L_a(x) + Q_R(x) \right]_{x \in F_2^m} \right)$ as $L_a(x)$ ranges over the space of linear functions. Note that Rank($R$) = 2$h$ is even. Observe that the restriction of $Q_R(x)$ to the $(m - 2h)$-dimensional space $V_R = \{ x \in F_2^m | x R = 0 \}$ is a linear map. Hence

$$S_a := \sum_{x \in V_R} (-1)^{Q_R(x) + L_a(x)} = \begin{cases} 2^{m-2h}, & \text{if } L_a(x) = Q_R(x) \text{ for all } x \in V_R, \\ 0, & \text{otherwise}. \end{cases}$$

Let $w_a = w_H \left( \left[ L_a(x) + Q_R(x) \right]_{x \in F_2^m} \right)$. Then

$$2^m - 2w_a = T_a = \sum_{x \in F_2^m} (-1)^{Q_R(x) + L_a(x)}.$$ (46)

We square $T_a$ to obtain

$$T_a^2 = \sum_{x \in F_2^m} \sum_{y \in F_2^m} (-1)^{Q_R(x) + Q_R(y) + L_a(x) + L_a(y)}$$ (47)

$$= \sum_{x \in F_2^m} \sum_{y \in F_2^m} (-1)^{Q_R(x \oplus y) + L_a(x \oplus y) + x R y^T}.$$ (48)

We change variables and sum over $z = x \oplus y$ and $y$. Note that $x R z^T = 0$ for all $x \in F_2^m$ since $R$ has zero diagonal. Then

$$T_a^2 = \sum_{x \in F_2^m} (-1)^{Q_R(x) + L_a(x)} \sum_{y \in F_2^m} (-1)^{y z^T} = 2^m S_a.$$ (49)

Hence $T_a = 0$ or $T_a = \pm 2^{m-h}$, and $w_a \in \{2^{m-1}, 2^{m-1} \pm 2^{m-h-1}\}$. Parts 1) and 2) follow from the observation that $L_a(0) = Q_R(0) = 0$, so puncturing on the zero coordinate does not change the weight.

Suppose $m \geq 4$. Consider the CSS($X, C_2; Z, C_1^T, y = 0$) code, where $C_2 = C(m)$ is the simplex code of length $n = 2^m - 1$ and

$$C_1 = \langle C_2, [1 \otimes x_i x_j]_{x \in F_2^m, x \neq 0} | 1 \leq i \leq m - 4, i < j \rangle.$$ (50)
The matrix
\[
G_{C_1}/C_2 = \begin{bmatrix} 1 \\ \vdots \\ 1 \end{bmatrix}_{1 \leq i \leq m-4, i < j} \quad (51)
\]
generates the X-logicals. The minimum distance \(d\) is the minimum distance of the Hamming code \(C_2^⊥\), so the parameters of the CSS code are \([n, k = 1 + \sum_{m=1}^{m=4} (m - i), d = 3]\).

**Theorem 10.** The transversal \(T^\dagger\) gate \(U_Z = (T^\dagger)^\otimes n = \sum_{u \in F_2^n} (e^{i\pi})^{u \cdot (m)} |u\rangle\langle u|\) preserves the CSS \((X, C_2; Z, C_2^⊥, y = 0)\) code, inducing the logical operator
\[
U^L_Z = \sum_{\alpha \in F_2^n} d_\alpha |\alpha\rangle\langle \alpha|, \quad \text{where } d_\alpha = \begin{cases} 1, & \text{if } w_H(\alpha) \text{ is even}, \\ e^{i\pi}, & \text{if } w_H(\alpha) \text{ is odd}, \end{cases}
\]
\[
\equiv \exp \left( i\sum_{\alpha \in F_2^n} \pi t Z \otimes \cdots \otimes Z \right). \quad (53)
\]

**Remark 11.** Observe that (52) and (53) only differ by a global phase \(e^{-i\pi/8}\) and that (53) can be obtained from a single \(T\) gate by conjugation, using a sequence of controlled-NOT gates.

**Proof.** Given \(\xi_{i,j} = 0\) or 1 for \(1 \leq i \leq m - 4, i < j\), we observe that the rank of the symplectic matrix \(R\) determined by the quadratic form \(Q_R(x) = \sum_{1 \leq i \leq m-4, i < j} \xi_{i,j} x_i x_j\) is at most \(2(m - 4)\). Even weight X-logicals correspond to cosets \(C_2 + [Q_R(x)]\) and odd weight X-logicals correspond to cosets \(C_2 + [Q_R(x)]\) for \(m - (m - 4) - 1 = 3\). It follows from Lemma 12 that all weights in \(C_2 + [Q_R(x)]\) are congruent to 0 modulo 8, and that all weights in \(C_2 + [Q_R(x)]\) are congruent to 7 modulo 8. It now follows from Corollary 10 that the physical transversal gate \(U_Z = (T^\dagger)^\otimes n\) preserves the CSS code and that the induced logical gate \(U^L_Z\) is given by (52). \(\Box\)

**Remark 12.** The conclusions of Theorem 10 hold for any \([n = 2^m - 1, 1 \leq k \leq 1 + \sum_{m=1}^{m=4} (m - i), d = 3]\) CSS code obtained by deleting rows of the form \((1 \oplus x, x)\) \(x \in F_2^n, x \neq 0\) from \(G_{C_1}/C_2\).

The next Lemma shows that the logical gate \(U^L_Z\) given by (52) can be decomposed into a \(T\)-gate on every logical qubit, Controlled-Phase\(^t\) on every pair of the logical qubits, and Controlled-Controlled-Z on every triple of logical qubits.

**Lemma 13.** \(\pi t \left( \frac{k}{4} \right) = \pi \left( \frac{k}{4} \right) - \pi \left( \frac{k}{2} \right) + \pi \left( \frac{k}{3} \right) = \pi \left( \frac{k}{4} \right) - \frac{k(k-1)}{4} + \frac{k(k-1)(k-2)}{6} \)
\[
= \pi \frac{k(k-2)(2k-5)}{12},
\]
\[
= \left\{ \begin{array}{ll} \pi t(t-1)(4t-5) = 0 \mod 2\pi, & \text{if } k = 2t \text{ for } t \in \mathbb{Z}^+, \\ \frac{\pi}{2} t(t-1)(4t+1)+ \frac{\pi}{2} = \pi \mod 2\pi, & \text{if } k = 2t+1 \text{ for } t \in \mathbb{Z}^+. \end{array} \right. \quad (54)
\]

Given two integers \(t, \tilde{t} - 1\), one must be odd and one even. Given three integers \(t, \tilde{t} - 1, 4t+1\) or \(t, \tilde{t} - 1, 4t-5\) exactly one must be divisible by 3. This observation completes the proof. \(\Box\)

**Example 4.** Setting \(m = 5\), we consider the \([31, 5, 3]\) CSS code preserved by \((T^\dagger)^\otimes 31\). Let
\[
G_{C_1} = \begin{bmatrix} G_{C_1}/C_2 \\ G_{C_2} \end{bmatrix}, \quad \text{where } G_{C_1}/C_2 = \begin{bmatrix} 1 \end{bmatrix}_{i=2, \ldots, 5}, \quad \text{and } G_{C_2} = \begin{bmatrix} (x_i)_{x \in F_2^n, x \neq 0} \end{bmatrix}_{i=1, \ldots, 5}. \quad (55)
\]

If \(R_i, i = 2, \ldots, 5\) is the binary symmetric matrix determined by the quadratic form \(x_i x_i\), then every matrix \(R\) in \(\langle R_i \mid i = 2, \ldots, 5\rangle\) has rank at most 2. Even weight X-logicals determine cosets \(C_2 + [Q_R(x)]\) and odd weight X-logicals determine cosets \(C_2 + [Q_R(x)]\). As \(m - (m - 4) - 1 = 3\), Theorem 10 implies \((T^\dagger)^\otimes 31\) preserves the CSS code, and that the induced logical operator is given by (52).

We may obtain an \([n, k, d]\) CSS code with \(d > 3\) that is preserved by the transversal \(T\) gate, by switching the \(X\)-stabilizers from the simplex code to the dual of 2-error-correcting BCH code, or to the punctured Reed-Muller code \(RM^*(r, m)\) with higher degree \(r \geq 2\). However, to maintain the congruence conditions, we need to increase the number of physical qubits. We may optimize the parameters \(n, k, d\) of the CSS code by choosing different classical component codes.
V. Designing Stabilizer Codes in Layers

In Section [I] we start from a stabilizer code on \( N_1 \) qubits and derive all possible diagonal physical gates \( U_Z' \) on \( N_1 \) qubits that induce a target logical gate. In Example 3, the unique (up to global phase) physical gate that preserves the \([5, 1, 3]\) code and induces a logical \( T \) gate is specified by (42).

Section [IV] embeds the \( N_1 \) qubits in a larger physical space of \( N_2 \) qubits. The \( N_1 \) qubits become the logical qubits of a stabilizer code on \( N_2 \) qubits. The code is preserved by a transversal physical diagonal gate on \( N_2 \) qubits, inducing the operator \( U_Z \) on the \( N_1 \) code qubits. The transversal diagonal gate on \( N_2 \) qubits preserves the outer code, inducing the target logical operator on the inner code. For example, \((T^\dagger)^{\otimes 31}\) preserves the 5 logical qubits of the \([31, 5, 3]\) code inducing a logical \( T \) gate on the inner \([5, 1, 3]\) code.

The same method applies to the \([7, 1, 3]\) Steane code, where the inner qubits on the 7 logical qubits of a \([63, 7, 3]\) CSS code (constructed in the Remark 11). Note however, that there are physical gates other than \([52]\) that induce a logical \( T \) on the \([7, 1, 3]\) Steane code, so it may be possible to improve on the parameters of the outer code.

Figure 2 describes this method of designing stabilizer codes in two layers. What makes it feasible is the bridge between physical and logical quantum domains created by generator coefficients.

![Diagram](image)

Fig. 2: Configuring outer and inner qubits so that transversal \( T^\dagger \) gate on outer qubits induces a logical \( T \) gate on the inner qubit.

It is often possible to assemble a universal set of fault-tolerant gates on the inner qubits by bringing together transversal gates on both outer and inner qubits. It may be useful to view concatenation of the \([31, 5, 3]\) code and the \([5, 1, 3]\) code as factorization of a \([31, 1, 3]\) triorthogonal code. Factorization is similar to code switching [35]–[38] in that it can produce a universal set of gates without requiring teleportation of magic states. However, inducing a logical gate on the inner code does require encoding/decoding algorithms to pass between outer and inner codes. The overhead of factorization depends on the complexity of these algorithms. It is also interesting to optimize gate synthesis for a given quantum algorithm by minimizing the number of code switches.

VI. Discussion

Given a CSS\((X, C_2; Z, C_1^\perp, y)\) code, we have used the mathematical framework of generator coefficients to characterize all physical diagonal gates that induce a target logical gate. When the logical gate is the identity, the physical gates represent types of noise to which the CSS code is oblivious (see [11]). Diagonal entries of the physical gate outside \( C_1 + y \) are unconstrained, and diagonal entries from the same coset of \((C_2 \cap C_1^\perp) + y\) are required to be equal. Our framework is quite general, it includes CSS codes that are preserved by transversal \( T \), also the hybrid codes of Vasmer and Kubica [34].

The connection between physical and logical domains enables analysis of fault tolerance. We begin by observing that when a transversal \((d - 1)\)-local physical gate preserves an \([n, k, d]\) CSS code, the induced logical operator is at least error-detectable. Our framework provides visibility into cases where a physical gate with higher locality still induces a fault-tolerant logical gate. Vasmer and Kubica [34] have described examples where 2-local physical gates induce a fault-tolerant Phase gate on the \([5, 1, 2]\) code, and where 3-local physical gates induce a fault-tolerant \( T \)-gate on the \([10, 1, 2]\) code. Our framework shows fault-tolerance is preserved when the local support of a physical gate is not contained in the support of any undetectable error. It is easy to check this condition on the generator matrix \( G_{C_2} \) of \( X \)-stabilizers: the matrix obtained by puncturing \( G_{C_2} \) on the support of an \( r \)-local gate must be full rank.

The constraints we derived on diagonal entries of a physical gate motivate the design of CSS codes where the component codes \( C_1, C_2 \) are classical divisible codes. We have introduced a new family of CSS codes defined by quadratic forms. The family motivates the design of stabilizer codes in layers, a way of producing a universal set of gates without requiring teleportation of magic states.
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