Magic intensity trapping of the Mg lattice clock with light shift suppressed below $10^{-19}$
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Progress in atomic optical clocks with total uncertainty of $10^{-18}$ or below requires a precise estimation of multipolar and higher-order effects due to atom-field interactions. Magnesium is an attractive candidate for optical lattice clocks because it is insensitive to blackbody radiation and has a large quality factor. We employ a combined method of the Dirac-Fock plus core polarization and the relativistic configuration interaction to calculate the dynamic multipolar polarizabilities and the hyperpolarizabilities of the atomic Mg clock. The lattice light shift against variation of the laser detuning and trap depth is also investigated. We find that there exists a distinctive operational magic lattice intensity of $5.33(2)E_R$ ($E_R$ is the lattice photon recoil energy) that reduces the total light shift below $1 \times 10^{-19}$ over 14% of the trap depth variation, which will pave the way for the development of a new time-frequency standard of the Mg lattice clock.

PACS numbers: 31.15.ac, 31.15.ap, 34.20.Cf

In the past few decades, with rapid development of laser cooling and trapping techniques, there have been tremendous advances in improving performance of atomic optical clocks. Today’s leading optical clocks are based on electronic-dipole forbidden transitions in some selected atoms and singly charged ions [1–5]. Properly controlling relevant degrees of freedom in these atoms and ions has resulted in unprecedented precision in clock transition frequencies. For example, the systematic uncertainty for the Al$^+$ clock has been reduced to $9.4 \times 10^{-19}$ [6], the systematic uncertainty for the Yb$^+$ clock has been reduced to $3.2 \times 10^{-18}$ [7], and the uncertainties for the Sr and Yb lattice clocks have been reduced to $10^{-18}$ [1–4]. It is strongly desirable to develop atomic clocks with even higher precision so that they could be used for performing precision measurements of fundamental physical constants [6,8] for exploring possible variation of these constants [9–11] for probing a violation of the local Lorentz invariance [12, 13], and for detecting new forces beyond the standard model of particle physics [14, 15].

Meticulously controlling the interaction between the target atom and external field becomes the heart of developing next-generation high-precision optical clocks. For current neutral atomic clocks, eliminating the second-order light shift in clock transition frequencies, by designing an optical lattice operating at the magic wavelength, results in the systematic uncertainty below $10^{-17}$ [10, 11]. However, for pursuing a higher precision, such type of elimination is insufficient because of non-negligible contributions from the multipolar and higher-order light shifts, which are related to the electric quadrupole polarizability, the magnetic dipole polarizability, and the hyperpolarizability. Therefore, suppressing these light shifts is now a crucial issue.

The concept of magic ellipticity is proposed with the purpose of removing the fourth-order light shift that is directly related to the hyperpolarizability [17, 18]. The criterion for having such a magic ellipticity is that the signs of the differential hyperpolarizabilities under the linearly and circularly polarized lights are opposite [17, 18]. However, not all of atomic clocks satisfy this criterion. Recently, the magic intensity trapping is proposed to make the overall light shift of the lattice clocks insensitive to lattice-intensity variation, and also has been applied into the developing a single neutral atom qubit [19, 20]. For the current lattice clocks, only Yb and Sr clocks are predicted existing an operational magic intensity [16, 22], which can suppress the total light shift down to the level of $10^{-19}$. In order to find out such a magic condition, precise knowledge of multipolar polarizabilities and hyperpolarizabilities is required.

Atomic magnesium has been proposed as one of new potential candidates for developing a time-frequency standard due to its unique properties. Compared to other neutral atomic optical clocks, the blackbody radiation shift of Mg at the room temperature is about $3.9 \times 10^{-16}$ [23], which is one order of magnitude smaller than the Sr and Yb lattice clocks [24, 25]. The quality factor $Q$ of Mg is estimated as $\sim 7.1 \times 10^{18}$ from the transition frequency and the lifetime of the excited $^3P_0$ state [26], which is one or two orders of magnitude larger than that of the Sr, Yb, and Hg lattice clocks [11, 27, 28]. In 2015, Kuloa et al. carried out the measurements of the $3s^2^1S_0 \rightarrow 3s3p^3P_0$ transition frequency, the Zeeman and Stark frequency shifts of Mg. In their work, they also stated that lattices with a larger depth of more
than 40 photon recoil energies would allow more precise spectroscopic measurements [23]. Under such larger lattice depth, the multipolar and higher-order Stark shifts, which are determined by the multipolar polarizabilities and hyperpolarizabilities, need to be known quantitatively for further development of the Mg clock.

Because of the scarcity of theoretical data and the difficulty in experiment, none of accurate values for the multipolar polarizabilities and hyperpolarizabilities have been reported for Mg, except the one using the single-electron Fues’ model-potential (FMP) approach [29]. However, the predictive ability of the single-electron FMP approach for many-electron atoms is limited. In fact, for the multipolar polarizabilities and hyperpolarizabilities of the Sr clock, the results obtained from the single-electron FMP [29] show a large discrepancy with the configuration interaction (CI) calculations [31]. As we know, for multi-electron atoms, a full-electron calculation of multipolar polarizabilities and hyperpolarizabilities is challenging, because of the electron-electron correlations among all electrons. Thus, an effective many-electron atomic theory and efficient computational technique are needed to ensure that the calculations of the multipolar polarizabilities and hyperpolarizabilities for the Mg clock are accurate and reliable.

The purpose of this paper is to study high-order external field effects on the Mg lattice clock, using the Dirac-Fock plus core-polarization (DFCP) method together with the relativistic configuration interaction (RCI) method to treat divalent atoms. This combined method adopts the mean-field approximation to handle the electron-electron interactions in the core part. The interaction between two valence electrons is added into the Dirac-Coulomb Hamiltonian directly. We apply this approach to perform relativistic calculations for dynamic multipolar polarizabilities and hyperpolarizabilities of Mg. We analyze the total light shift of the Mg clock by using the obtained multipolar polarizabilities and hyperpolarizabilities, and derive a distinctive operational magic intensity that can reduce the total light shift to a level of $10^{-19}$ or below.

**DFCP+RCI method** The basic strategy of our theoretical method is to simplify a divalent electron atom into a frozen core and two valence electrons. The detailed calculations can be divided into three steps. The first step is to carry out the Dirac-Fock (DF) calculation for the frozen core to obtain the core orbital functions [31], which are used to calculate the matrix elements of the DF potential. The second step is to solve the DFCP equation to obtain the wave functions of the monovalent electron ion, which are used to construct the configuration wave functions. In this step, the static dipole polarizability of the Mg$^{2+}$ ion [32] is 0.489 a.u., which is adopted to construct a semi-empirical one-body core-polarization potential. The third step is to implement the configuration interaction calculation for a divalent electron atom. The Notre Dame basis sets [33] are used in numerical calculations. The detailed description of the DFCP+RCI method can be seen in the Ref. [34].

**Lattice light shift** For atoms trapped under a 1D optical lattice with the laser frequency $\omega$ and the linearly polarized laser field intensity $I$, the light shift for a clock transition is expressed as [22]

\[
\hbar \Delta \nu = \left[ \frac{\partial \Delta \alpha_{E1}(\omega)}{\partial \nu} \delta - \Delta \alpha_{QM}(\omega) \right] (n_z + \frac{1}{2}) \sqrt{\frac{E_R}{\alpha_{E1}(\omega)}} I^{1/2} - \left[ \frac{\partial \Delta \alpha_{E1}(\omega)}{\partial \nu} \delta + \frac{3}{8} \frac{E_R \Delta \gamma_0(\omega)}{\alpha_{E1}(\omega)} (n_z^2 + n_z + \frac{1}{2}) \right] I + \frac{1}{2} \Delta \gamma_0(\omega) \sqrt{\frac{E_R}{\alpha_{E1}(\omega)}} (n_z + \frac{1}{2}) I^{3/2} - \frac{1}{4} \frac{\Delta \gamma_0(\omega)}{I^2} I^2,
\]

where $\delta = \nu - \nu_m$ is the frequency detuning of the lattice laser frequency $\nu$ relative to the magic frequency $\nu_m = \omega_m/2\pi$, here $\omega_m$ is determined by making the differential $E1$ polarizability of the clock transition $\Delta \alpha_{E1}(\omega) = 0$, $n_z$ is the vibrational state of atoms along the $z$ axis, $E_R = h^2/(2M\lambda^2)$ is the lattice photon recoil energy with $M$ being the atomic mass. $\Delta \alpha_{QM}^M(\omega) = \Delta \alpha_{QM}^1(\omega) + \Delta \alpha_{QM}^2(\omega)$ is the differential $M1$-$E2$ polarizability, and $\Delta \gamma_0(\omega)$ represents the differential hyperpolarizability between the upper and lower energy levels associated with the clock transition.

For an initial state $|0\rangle \equiv |n_0, J_0 = 0\rangle$, where $n_0$ denotes all other quantum numbers, the dynamic $2^k$-pole polarizability in the atomic units (a.u.) can be written as [35]

\[
\alpha^{\lambda k}(\omega) = \frac{(k + 1)(2k + 1)}{k!(2k + 1)!!} (\alpha \omega)^{2k-2} \times \sum_n \frac{\Delta E_{n0} |\langle 0|T_{E1}|nJ_n\rangle|^2}{\Delta E_{n0} - \omega^2},
\]

where $\alpha$ is the fine structure constant, $\Delta E_{n0}$ is the transition energy between the initial state $|0\rangle$ and the intermediate state $|nJ_n\rangle$, $\lambda$ distinguishes the electric ($\lambda = E$) and magnetic ($\lambda = M$) multipoles, $T_{E1} \equiv D$, $T_{M1} \equiv \mu$, and $T_{E2} \equiv Q$ are respectively the $E1$, $M1$, and $E2$ transition operators.

The dynamic hyperpolarizabilities $\gamma_0^\ell(\omega)$ and $\gamma_0^\ell(\omega)$ under the linearly and circularly polarized lights for the initial state $|0\rangle \equiv |n_0, J_0 = 0\rangle$ can be written as

\[
\gamma_0^\ell(\omega) = \frac{1}{9} \mathcal{T}(1, 0, 1, \omega, -\omega, \omega) + \frac{2}{45} \mathcal{T}(1, 2, 1, \omega, -\omega, \omega),
\]

\[
\gamma_0^\ell(\omega) = \frac{1}{9} \mathcal{T}(1, 0, 1, \omega, -\omega, \omega) + \frac{1}{90} \mathcal{T}(1, 2, 1, \omega, -\omega, \omega),
\]

where $\mathcal{T}(J_a, J_b, J_c, \omega_1, \omega_2, \omega_3)$ is expanded as the followed formula [36].
\[ T(J_a, J_b, J_c, \omega, -\omega, \omega) = 4 \sum_{n_an_bn_c} \langle 0 | D| n_a J_a \rangle \langle n_a J_a || D || n_b J_b \rangle \langle n_b J_b || D || n_c J_c \rangle \langle n_c J_c || D || 0 \rangle \]

\[
\begin{align*}
&\frac{1}{(\Delta E_{n,0} - \omega)(\Delta E_{n,0} - 2\omega)(\Delta E_{n,0} + \omega)} + \frac{1}{(\Delta E_{n,0} + \omega)(\Delta E_{n,0} + 2\omega)(\Delta E_{n,0} + \omega)} \nonumber \\
&+ \frac{4\Delta E_{n,0}\Delta E_{n,0}}{4\Delta E_{n,0}\Delta E_{n,0}} \nonumber \\
&\sum_{n_a} \frac{(\Delta E_{n,0} + \omega^2)}{(\Delta E_{n,0} - \omega^2)^2} \sum_{n_c} \frac{\delta_{J_a - J_b + 1}}{n_a (|0| || D || n_a J_a |)^2} + 8(-1)^{J_a + J_b + 1} \delta(J_a, J_b)
\end{align*}
\]

where the prime over the summation means that the intermediate state \(|n_i J_i| \equiv |n_0, J_0 = 0\) (i = a, b, c) should be excluded.

Since the term \(T(J_a, J_b, J_c, \omega_1, \omega_2, \omega_3)\) involves three summations over a large number of intermediate states, and the completeness of the intermediate states is vital for the reliability of the calculations, the accurate calculations of the dynamic hyperpolarizabilities are challenging. In this work, we apply the DFCP + RCI method to perform a large-scale configuration-interaction calculation to obtain the matrix elements by including sufficient configurations in an appropriate cavity to make sure the completeness of intermediate states, and use the sum-over-state approach to calculate the dynamic multipolar polarizabilities and hyperpolarizabilities of Mg by replacing the energy levels of low-lying states with the NIST values, so that the main source of our uncertainty comes from the reduced matrix elements.

Detailed comparisons for the energies, reduced matrix elements and static dipole polarizabilities Table I presents a comparison of the energy for some of low-lying states of the Mg atom between present DFCP + RCI calculations and NIST energy. All the energies are given relative to the ground state of the Mg \(\text{Mg}^{2+}\) core. The relative difference (Diff.) between present energy and the NIST energy is defined as Diff. = (Present-NIST)/NIST \times 100\%. The biggest difference between our results and NIST energy is 0.097\%

Table I presents a comparison of some selected reduced matrix elements. Table II presents the static dipole polarizabilities for the clock states of \(3s^2 1S_0\) and \(3s 3p^5 P_0^o\) of the Mg atom. For the static electric dipole polarizability, our values are 71.485 a.u. and 101.327 a.u. for the \(3s^2 1S_0\) and \(3s 3p^5 P_0^o\) clock states, respectively, which agree well with the results of 71.251 a.u. and 100.922 a.u. of Ref. [26] within 0.5\%. The detailed and systematic comparison of the electric dipole polarizability for the ground state of the Mg atom is given by J. F. Babb in Ref. [37].

It is seen from Table II that the difference for all the reduced matrix elements between our results and the values of Ref. [26] are within 3\% except the \(3s^2 1S_0 \rightarrow 3s 3p^5 P_0^o\) and \(3s^2 1S_0 \rightarrow 3s 5p^1 P_0^o\) transitions. However, from Table III we can see that the contributions from both of \(3s^2 1S_0 \rightarrow 3s 4p^1 P_1^o\) and \(3s^2 1S_0 \rightarrow 3s 5p^1 P_0^o\) transitions to the ground-state polarizability of the Mg clock are much smaller than the 95\% contribution from the \(3s^2 1S_0 \rightarrow 3s 3p^1 P_1^o\) transition. This indicates the large difference in both the reduced matrix elements of \(3s^2 1S_0 \rightarrow 3s 4p^1 P_1^o\) and \(3s^2 1S_0 \rightarrow 3s 5p^1 P_0^o\) transitions from present work and Ref. [26] has insignificant effect on the final polarizability. Therefore, we introduce \(\pm 3\%\) fluctuation into all the reduced matrix elements to estimate conservatively the uncertainties of multipolar polarizabilities and hyperpolarizabilities for the Mg clock. This method of evaluating uncertainty has been extensively used for the Ca\(^+\), Sr\(^+\), and K atomic systems [38–40].

Multipolar polarizabilities and hyperpolarizabilities under the linearly polarized light The dynamic multipolar polarizabilities and hyperpolarizabilities at the 468.46(21) nm magic wavelength for the \(3s^2 1S_0\) and \(3s 3p^5 P_0^o\) clock states are listed in Table IV. For the \(3s^2 1S_0\) state, the dynamic M1 polarizability is seven orders of magnitude smaller than the dynamic E2 polarizability, and five orders of magnitude smaller than the M1 polarizability of the \(3s 3p^5 P_0^o\) state. Thus, the contribution from \(\alpha^{M1}(\omega)\) of \(3s^2 1S_0\) to the differential M1 polarizability \(\Delta \alpha^{M1}(\omega)\) is negligible. Compared to the E2 polarizability, \(\Delta \alpha^{M1}(\omega)\) is two orders of magnitude smaller than \(\Delta \alpha^{E2}(\omega)\), which causes the final value of \(\Delta \alpha^{QM}(\omega) = 5.63(64) \times 10^{-5}\) a.u. to be determined largely by \(\Delta \alpha^{E2}(\omega)\). The differential hyperpolarizability \(\Delta \alpha^{E2}(\omega)\) is directly obtained from the dynamic hyperpolarizability of the \(3s 3p^5 P_0^o\) state. The values from the single-electron FMP approach for \(\Delta \alpha^{QM}(\omega)\) and \(\Delta \alpha^{E2}(\omega)\) are 2.92 \times 10^{-5}\) a.u. and 8.28 \times 10^{-7}\) a.u. [28], respectively. It is seen that our values for \(\Delta \alpha^{QM}(\omega)\) and \(\Delta \alpha^{E2}(\omega)\) are about twice as large as the results of the single-electron FMP approach [28].

Magic ellipticity and operational magic intensity In order to analyse the lattice light shift of the Mg clock using the Eq. (1), the Planck constant \(\hbar = 1\) is adopted, the units of the qualities \(\alpha^{E1}(\omega), \Delta \alpha^{E1}(\omega), \Delta \alpha^{QM}(\omega)\) are transformed from the atomic units to
Hz/(kW/cm²), and the units of $\Delta \gamma'_{0}(\omega)$, $E_R$ and $I$ are $\mu$Hz/(kW/cm²), Hz and kW/cm², respectively. Then we obtain the photon recoil energy $E_R = 37.9$ kHz, at the magic wavelength of 468.46(21) nm, the dipole polarizability is $\alpha_{1} (\omega) = 112(7)$ a.u., $= 21(2)$ kHz/(kW/cm²), the rate of change for the differential dipole polarizability is $\partial \Delta \alpha^{E1}(\omega)/\partial \nu = 2.56(54) \times 10^{-9}$ (kW/cm²)⁻¹, the differential M1-E2 polarizability is $\Delta \alpha^{M}(\omega) = 10.6(1.2)$ mHz/(kW/cm²), and the differential hyperpolarizability is $\Delta \gamma'_{0}(\omega) = 892(118) \mu$Hz/(kW/cm²)². Substituting these values into the Eq. [11], we can evaluate the light shift as the laser detuning $\delta$ and trap depth $U \approx \alpha^{E1}(\omega)I$ changed by assuming that all the Mg atoms are trapped in the $n_z = 0$ vibrational state, as seen in Fig. [1] When $\delta$ changes from the red-detuning to the blue-detuning at the range of $U < 1E_R$ area, since the influence of the higher-order Stark shift appears to be noticeable at smaller laser intensity, which indicates that the elimination of the higher-order light shift connected to the hyperpolarizabilities becomes important for the development of the Mg lattice clock.

The concept of magic ellipticity was originally proposed to eliminate higher-order effect of the hyperpolarizability [17, 18], which exists only when the signs of the differential hyperpolarizabilities for the linearly and circularly polarized lights are opposite. For the Mg clock, however, the differential hyperpolarizabilities at the magic wavelength are $3.39(50) \times 10^7$ a.u. and $1.67(22) \times 10^8$ a.u., under the circularly and linearly polarized light, respectively, it illustrates that there does not exist a magic ellipticity for a direct cancellation of higher-order Stark shift [17, 18]

In order to locate an operational magic intensity at which the total shift is insensitive to the trap depth, for each curve in Fig. [1] we use the condition
TABLE IV: Dynamic multipolar polarizabilities and hyperpolarizabilities (in a.u.) at the 468.46(21) nm magic wavelength for the $3s^2 \, 1S_0$ and $3s3p \, 3P^0_0$ clock states. $\alpha^{QM}_M(\omega) = \alpha^{M1}_M(\omega) + \alpha^{E2}_M(\omega)$. The last column lists the differential between the two clock states. Numbers in parentheses are computational uncertainties. Numbers in square brackets represent the power of 10.

| $3s^2 \, 1S_0$ | $3s3p \, 3P^0_0$ | $\Delta(3s^2 \, 1S_0 - 3s3p \, 3P^0_0)$ |
|---------------|----------------|-------------------------|
| $\alpha^{M1}_M(\omega)$ | 9.93(60)[2] | -1.72(10)[2] | -1.72(10)[2] |
| $\alpha^{E2}_M(\omega)$ | 4.25(26)[5] | 9.90(59)[5] | 5.65(64)[5] |
| $\gamma^M_0(\omega)$ | 6.57(81)[6] | 1.74(22)[8] | 1.67(22)[8] |
| $\gamma^M_0(\omega)$ | 5.55(69)[6] | 3.95(50)[7] | 3.39(50)[7] |
| $\alpha^{QM}_M(\omega)$ | 4.25(26)[5] | 9.88(59)[5] | 5.63(64)[5] |

\[ (\partial \Delta \nu/\partial U)|_{U=U_{op}} = 0 \] to determine the position of the operational magnetic intensity. For the range marked by a pink rectangle in Fig. 1 there exists a distinctive operational condition $U_{op} = 5.33(2)E_R$ with $\delta_{op} = -1.902(1)$ MHz that makes the variation of total light shift below $1.0 \times 10^{-19}$ over the trap depth range $4.95E_R < U < 5.71E_R$. For the blue line, the blue shaded area is given by 0.001 MHz deviation from the central detuning $\delta = -1.902$ MHz. The present operational trap depth and its allowable intensity range are feasible to be implemented experimentally [22]. Therefore, the operational condition $U_{op} = 5.33(2)E_R$ with $\delta_{op} = -1.902(1)$ MHz predicted in this work can provide a reference for developing the Mg optical lattice clock at the level of $10^{-19}$.

In summary, we have applied the DFCP+RCI method to calculate the dynamic magnetic dipole and electric quadrupole polarizabilities and the hyperpolarizabilities at the magic wavelength for the $3s^2 \, 1S_0$ and $3s3p \, 3P^0_0$ clock states of the Mg atom. The present differential multipolar polarizability and differential hyperpolarizability under the linearly polarized light are $5.63(64) \times 10^{-5}$ a.u. and $1.67(22) \times 10^8$ a.u., respectively, which are about twice as much as the results of the single-electron FMP approach [29]. Furthermore, we have illustrated that there is no operational magic ellipticity to cancel the forth-order Stark shift. Finally, we have predicted the existence of the distinctive operational condition $U_{op} = 5.33(2)E_R$ with $\delta_{op} = -1.902(1)$ MHz that reduces the total light shift below $1.0 \times 10^{-19}$ over the trap depth range $4.95E_R < U < 5.71E_R$. Our results will provide important support for the realization of the Mg lattice clock with the fractional uncertainty at $10^{-19}$.
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