On-Demand Quantum Storage of Photonic Qubits in an On-Chip Waveguide
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Photonic quantum memory plays an important role in quantum information processing (QIP). Typical applications include enabling the long-distance quantum communication based on the quantum repeater approach [1–3], enhancing the precision of quantum metrology [4,5], converting the heralded photons to on-demand photons [6], and synchronizing the operations in quantum computation [2,7]. Quantum memory based on the integrated structure can further meet the requirements of ease of use, robustness, and low consumption for scalable networking applications [8]. Photonic storage has been successfully implemented in the integrated quantum memory based on various fabrication methods applied in rare-earth-ion (REI)-doped solids, such as femtosecond-laser micromachining (FLM) [9–13], focused-ion-beam milled nanoresonators [14–17], and lithium niobate waveguides [8,18–20].

As a synchronizing tool in QIP, on-demand readout of photonic qubits is a fundamental requirement for quantum memory [1,2]. A typical solution, as widely employed in bulk material, is reversibly transferring the optical collective excitation into the spin-wave excitation using strong control pulses [21–24]. However, filtering of such strong control pulses in the integrated waveguide structure is extremely challenging due to the overlapped spatial mode between single photons and control pulses. As a result, to date, the demonstrated integrated quantum storage based on REI-doped solids is limited to a preprogrammed delay, mostly based on the atomic frequency comb (AFC) protocol [8,10,11,14,17–19]. The only exception is the recent demonstration in a nanophotonic resonator fabricated in a Nd:YVO\textsubscript{4} crystal, in which a dynamically controlled shift of AFC delay up to 10 ns is obtained [14]. Unfortunately, the controlled shift is less than the duration of the readout pulse, which severely limits its practical applications.

Here we report the high-fidelity and on-demand storage of time-bin qubits in an integrated quantum memory with a controlled storage time exceeding 2 μs, far beyond the pulse width (~100 ns). The recently proposed Stark-modulated AFC protocol [25] is implemented in a FLM on-chip waveguide to achieve the goal of noise-free on-demand photonic qubit storage. This protocol is further modified here to introduce two electric pulses with opposite directions to eliminate the dephasing caused by the unwanted inhomogeneity in Stark shifts (see Supplemental Material [26]).

The AFC scheme has been one of the most successful protocols implemented in REI-doped solids, with the advantages of wideband operation [8,29], large multimode capacity [11,19,30], and high fidelity [31,32]. The basic idea of this scheme is to prepare an absorption profile with a comb structure in the inhomogeneously broadened optical transition. An input photon will be absorbed by the AFC and the natural atomic dephasing will lead to a collective echo emission at the predetermined time of 1/Δ due to the periodical absorption structure, where Δ is the periodicity of the comb [21,31].

Originated in [33], the electric field gradient has been introduced to AFC protocol aiming at on-demand readout in discrete steps. Recently, Horvath et al. [25] proposed a Stark-modulated AFC protocol, in which two homogeneous electric field pulses are employed for storage time control,
and a high signal-to-noise ratio (SNR) storage is demonstrated in a Pr$^{3+}$:Y$_2$SiO$_5$ crystal. Since no strong control optical pulses are required here, this scheme is suitable for implementations in the integrated quantum memory.

For the Y$_2$SiO$_5$ crystal, when the electric field is applied along the crystallographic $b$ axis or in the mirror plane, the Stark effect splits two group ions that acquire frequency shifts of the same magnitudes but opposite directions [25,34]. The magnitude of the frequency shift is $\Omega = (\mu_g - \mu_e) \cdot E / h = \delta \mu \cdot E / h$, where $\delta \mu$ is the difference between the ground state electric-dipole moment $\mu_g$ and the excited state electric-dipole moment $\mu_e$. $E$ is the applied electric field, and $h$ is the Planck constant. Two groups of ions acquire the phases of $e^{i2\pi \Omega t}$ and $e^{-i2\pi \Omega t}$, respectively, for an electric field duration of $T_p$. Considering the scenario when $T_p = 1/(4\Omega)$, the two groups of ions will accumulate a relative phase of $\pi$, inducing a destructive interference, thus the original AFC echo at $t = 1/\Delta$ is effectively suppressed by the first electric pulse [25]. A second electric pulse applied at time window $((n-1)/\Delta, n/\Delta)$ cancels the relative phase and leads to the on-demand retrieval of the echo at $n/\Delta$, where $n$ is an integer and $n \geq 2$. The storage efficiency is [21,25]

$$\eta = \tilde{d}^2 e^{-\gamma} e^{-7.12\tilde{d}^2},$$

(1)

where $\tilde{d}$ is the effective absorption depth of the comb and $\gamma$ is the full width at half maximum (FWHM) of the single absorption peak.

In practice, the absorption peaks in the prepared AFC can be significantly broadened when the electric field is not homogeneous; this is the case in our experiments, as shown later. This electrically induced broadening causes an extra dephasing process during the total pulse duration ($2T_p$) of two pulses. A similar mechanism has been discussed in Ref. [35]. In our case, this broadening already leads to a strongly suppressed signal as compared to that expected from Eq. (1). Inspired by previous works [35,36], here we apply the second electric field pulse with the same magnitude but the opposite direction with respect to the first pulse.

The experimental sample is a 151Eu$^{3+}$:Y$_2$SiO$_5$ crystal with an isotope enrichment of 99% for 151Eu. The substrate crystal has a dimension of $15 \times 5 \times 4$ mm$^3$ along the crystal’s $b \times D_1 \times D_2$ axes and a dopant concentration of 0.1%. A series of type IV waveguides are fabricated on the surface of the crystal utilizing the FLM system [13]. Compared to our previous result presented in Ref. [13], now we find better fabricating parameters. The 1030 nm femtosecond laser has a pulse duration of 210 fs and a repetition rate of 201.9 kHz. A 50× objective (NA = 0.65) is utilized to focus the laser beam. Here we choose the low pulse energy of 60 nJ and adopt the multiscan method [37,38] to minimize the propagation loss in the waveguide.

The chosen waveguide has an end-to-end device efficiency of 40%, as defined by the ratio between the output of the single-mode fiber (SMF) and the input before the cryostat. This high device efficiency sets a new record for integrated photonic memories based on REI-doped solids. The waveguide mode is close to the Gaussian mode and has a FWHM of 10.5 $\times$ 7.9 $\mu$m (see Supplemental Material [26]). As a comparison, the typical coupling efficiency is 10% in the lithium niobate waveguide memory (waveguide mode size of 4.5 $\times$ 3 $\mu$m FWHM) [8,19,20,39], while the coupling efficiency from the SMF to the focused-ion-beam milled waveguide memory is less than 27% (fundamental mode volume of 0.0564 $\mu$m$^3$) [14,40].

To introduce the required electric field for storage time control, two silver lines with a diameter of 80 $\mu$m and a spacing of 300 $\mu$m are buried in two grooves beside the waveguides (as shown in Fig. 1), which can apply electric field parallel to the $D_1$ axis. The grooves have a depth of approximately 80 $\mu$m and a width of about 100 $\mu$m and are also fabricated with the FLM system.

The experimental setup for quantum storage is similar to that presented in our previous work [12]. The laser source is a frequency-doubled semiconductor laser, which is externally locked at the frequency of 516.848 THz with a linewidth of subkilohertz. A cryostat (Montana Instrument) with a base temperature of 3.2 K is employed to cool down the sample. All optical pulses are modulated by the acoustic optic modulators (AOMs), which are driven by an arbitrary waveform generator. In addition, two mechanical shutters are placed in the pump path and before the single-photon detector (SPD), respectively, to protect the SPD in the preparation procedures. An arbitrary function generator (Tektronix, AFG3102C) is utilized to directly generate the electric pulses.

We characterize the Stark effect of our sample using spectral-hole burning measurements. We create a single absorption peak in the center of a transparent spectral window. The Stark coefficient can be obtained by looking on the frequency shift of the absorption peak in a dc bias electric field. Figure 2(b) shows the linear shift of the peak when increasing the magnitude of the electric field. A linear fitting of the peak position of each peak gives a Stark coefficient of 28.2 kHz/V cm$^{-1}$. Here, we do not pick up a single class of ions; i.e., various transitions between the hyperfine levels in the excited state and the ground state are involved [41]. Then we conduct the spectral-hole burning measurements again while first isolating a single class of ions using the pumping scheme described in Ref. [12]. In this way, we specifically measure the Stark coefficient for the transition $|\pm 1/2\rangle_g \rightarrow |\pm 5/2\rangle_e$.

The measured Stark coefficient is 28.6 kHz/V cm$^{-1}$ [Fig. 2(a)], which is basically the same as that obtained in Fig. 2(b), considering the errors in identifying the peak centers of the broadened peaks. Our measurement agrees with the value reported in previous work [42].
In order to increase the available optical depth for efficient storage, we pump the ions with transition frequency of \((f_0 - 72, f_0 - 7)\) and \((f_0 + 7, f_0 + 72)\) MHz, forming a strong absorption peak at \(f_0\) with a bandwidth of 14 MHz and an optical depth of 5.9. An AFC with a total bandwidth of 11 MHz and a comb periodicity of \(\Delta = 2\) MHz is prepared. On-demand retrieval of the AFC echo is enabled by applying two electric pulses with opposite
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**FIG. 2.** Spectral-hole burning measurements of the Stark coefficient of the \(7_{F_0}^{5}D_{0}\) transition of \(^{151}\text{Eu}^{3+}\) ions doped in \(\text{Y}_2\text{SiO}_5\) crystal. The prepared absorption peak is split and broadened by the dc electric field. (a) A single class of ions is isolated and the probe laser is swept over a frequency range of 6 MHz. (b) No class cleaning is implemented and the probe laser is swept over a frequency range of 12 MHz.

![Diagram of experimental setup](image)

**FIG. 1.** (a) Level structure of \(^{151}\text{Eu}^{3+}\) ions at zero magnetic field. (b) Diagram of the experimental setup. The acoustic optic modulators labeled as AOM 1 and AOM 2 are employed to generate the preparation and input beams. The input and preparation beams are combined by a beam splitter (BS) with a reflection-to-transmission ratio of 90:10. The combined beam is coupled into the waveguide and then collected into a single-mode fiber with a lens group. The mechanical shutter 1 and shutter 2 ensure that the single-photon detector is protected from the strong preparation light. Inset: top view of the on-chip quantum memory under a microscope. Six tracks are fabricated on the sample with a spacing of 23 \(\mu\)m, forming five type IV waveguides. The central one with the minimum insertion loss is employed for the quantum storage. Silver lines provide the electric field for storage time control. FC: Fiber coupler, HWP: half-wave plate.
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**FIG. 3.** (a) The storage efficiency as a function of the storage time. The peak width \(\gamma\) is fitted as \(332 \pm 8\) kHz using Eq. (1). (b) Photon counting histograms of on-demand storage with a weak coherent input of 0.5 photons per pulse. The AFC echo at the first order is completely suppressed after applying the first electric field pulse. After applying the second electric field pulse, the signal can be read out on demand. The histograms in the pink shaded region are enlarged by 5 times.
directions, as explained above. The electric pulse has a FWHM of 55 ns to induce a relative phase shift of $\pi$ between the two groups of ions to suppress the ordinary AFC echo. Figure 3(b) presents the photon counting histograms of the on-demand AFC storage with a variable storage time up to 2 $\mu$s, with an input of weak coherent pulse with the average photon number $\mu_{\text{in}} = 0.5$. The input signal pulse has a FWHM of 100 ns. The efficiency for a storage time of 1 $\mu$s is 16.1% $\pm$ 0.3%, while a SNR of 870 $\pm$ 430 is obtained (see Supplemental Material [26]). The storage efficiency as a function of the storage time [as shown in Fig. 3(a)] is well fitted by Eq. (1) with $\gamma = 332 \pm 8$ kHz and $\delta = 0.94 \pm 0.03$, demonstrating that the dephasing caused by the inhomogeneity of Stark shifts is completely eliminated.

The above results demonstrate high-SNR storage of single-photon-level coherent states in the integrated memory and this device is ready for the qubit storage. Here we choose the time-bin encoded qubits, which are particularly robust for long-distance transmission in optical fibers [43,44]. The analysis of time-bin qubits requires an unbalanced Mach-Zehnder interferometer (MZI) for projection on a superposition basis [23,31]. Here we rely on two superimposed AFC to serve as a built-in unbalanced MZI [31] and a dynamical phase is introduced by the frequency-detuned AFC [45] for projection on arbitrary superposition states [26].

The double AFC are programmed to give standard AFC storage times of 600 and 710 ns, respectively. Two single-photon-level coherent Gaussian pulses with a FWHM of 100 ns and a spacing of $\tau = 220$ ns serve as input, generating a time-bin qubit with the form $|\psi\rangle = c_e |e\rangle + c_l |l\rangle$ [23,31], where $|e\rangle$ and $|l\rangle$ denote the early and late time bin, respectively. $\Delta \alpha$ is the relative phase between two pulses and $c_e^2 + c_l^2 = 1$. As shown in Fig. 4(a), the memory outputs three time bins $\{|ee\rangle, |el\rangle, |le\rangle, |ll\rangle\}$ after applying the second electric pulse.

The characterization of the $|el\rangle + |le\rangle$ is accomplished by introducing a certain amount of frequency detuning $\delta_f$ of the AFC featuring delay of $1/\Delta = 600$ ns. The phase introduced by the detuned AFC is $\Delta \beta = 2\pi \delta_T / T$, with a storage time of $T$ [45].

The fidelity for $|e\rangle$ and $|l\rangle$ is defined as $F_{el} = (S + N)/(S + 2N)$, while $N$ is the noise and $S$ is the signal without including the noise [23]. The fidelity of $|e\rangle$ and $|l\rangle$ is measured to be $F_{el} = 99.0\% \pm 0.5\%$ and $F_l = 99.1\% \pm 0.5\%$. We calculate the average fidelity as $F_{el} = 99.1\% \pm 0.4\%$. The fidelity of the coherence measurement is defined as $F = (1 + V)/2$ [46]. By varying the measurement phase $\Delta \beta$ through the frequency-detuned AFC, we measure the interference visibility for input states of $|e\rangle + i|l\rangle$ and $|e\rangle + e^{i\pi/4} |l\rangle$, as shown in Fig. 4. The interference visibility is $V = (\text{max} - \text{min})/(\text{max} + \text{min})$, with max and min corresponding to the maximum and minimum photon counts measured with $\Delta \beta = -\Delta \alpha + \pi$, respectively. The storage fidelity for $|e\rangle + i|l\rangle$ and $|e\rangle + e^{i\pi/4} |l\rangle$ is $99.1\% \pm 0.3\%$ and $99.6\% \pm 0.2\%$, respectively, and the mean fidelity $F_{el} = 99.4\% \pm 0.2\%$.

The total storage fidelity, as defined by $F_T = \frac{1}{3} F_{el} + \frac{1}{3} F_{ll}$ [23] is calculated to be $99.3\% \pm 0.2\%$. Table I presents the storage fidelities for various input states. As a comparison, one can calculate the best achievable fidelity using the classical measure-and-prepare strategy, taking into account the Poissonian statistics of the input and the finite storage efficiency [24,47]. Considering the average photon number of 0.5 and the storage efficiency of 1.1% $\pm$ 0.1% in double AFC measurements, the strict classical fidelity bound is 81.4%. The experimentally

**TABLE I. Storage fidelities for various input states.**

| Input state  | $|e\rangle$ | $|l\rangle$ | $|e\rangle + i|l\rangle$ | $|e\rangle + e^{i\pi/4} |l\rangle$ | $F_T$ |
|--------------|-------------|-------------|--------------------------|---------------------------------|------|
| Fidelity (%) | 99.0 $\pm$ 0.5 | 99.1 $\pm$ 0.5 | 99.1 $\pm$ 0.3 | 99.6 $\pm$ 0.2 | 99.3 $\pm$ 0.2 |
achieved fidelity violates the classical bound by more than 89 standard deviations, demonstrating its high reliability in qubit storage.

In conclusion, based on an on-chip waveguide memory combined with on-chip electrodes, we demonstrate on-demand storage of photonic time-bin qubits with the fidelity of 99.3% ± 0.2%. This is approximately the same as the highest fidelity obtained in a quantum memory based on the bulk material [32]. The small volume of the integrated memory enables the use of a transistor-transistor-logic-compatible voltage for actively controlling the storage time. In the current demonstration, the storage time is limited by the broadened absorption peaks. The storage time can be greatly extended with much narrower AFC peaks and is fundamentally limited by the optical coherence time [26]. This compact, reliable, and low-insertion-loss integrated quantum memory shall enable plentiful applications in QIP, especially in the construction of large-scale quantum networks based on integrated quantum nodes.
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