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Abstract

With the maturity and popularity of dialogue systems, detecting user’s unknown intent in dialogue systems has become an important task. It is also one of the most challenging tasks since we can hardly get examples, prior knowledge or the exact numbers of unknown intents. In this paper, we propose SofterMax and deep novelty detection (SMDN), a simple yet effective post-processing method for detecting unknown intent in dialogue systems based on pre-trained deep neural network classifiers. Our method can be flexibly applied on top of any classifiers trained in deep neural networks without changing the model architecture. We calibrate the confidence of the softmax outputs to compute the calibrated confidence score (i.e., SofterMax) and use it to calculate the decision boundary for unknown intent detection. Furthermore, we feed the feature representations learned by the deep neural networks into traditional novelty detection algorithm to detect unknown intents from different perspectives. Finally, we combine the methods above to perform the joint prediction. Our method classifies examples that differ from known intents as unknown and does not require any examples or prior knowledge of it. We have conducted extensive experiments on three benchmark dialogue datasets. The results show that our method can yield significant improvements compared with the state-of-the-art baselines.
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1. Introduction

With the rapid development of natural language processing technologies, dialogue systems, such as virtual assistant and smart speaker, gradually plays an essential role in our daily life. The critical component of a dialogue system is to classify the user utterance into corresponding intents, which is usually from a predefined category of the training set. Then, the system can give the corresponding response based on the user intent. Nevertheless, the users’ new intent appear regularly in real-world scenarios. It is important to identify the intents that have never appeared in the training set before. Although a small number of known intents can cover most conversations, the unknown intents in the remaining unsatisfied cases may have huge potential. For example, we can leverage unknown intents to identify business opportunities in task-oriented dialogue systems.

However, finding out users unknown intents is challenging. On the one hand, it is difficult to obtain prior knowledge about unknown intents because there is usually a lack of examples of it. On the other hand, it is hard to estimate the exact number of unknown intents. Also, since user intents are strongly
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Only a few previous studies are related to unknown intent detection. For example, Kim and Kim [5] try to train an intent classifier and out-of-domain detector jointly, but they still need out-of-domain examples during the training process. Generative methods [6] try to generate positive and negative examples from known classes by using adversarial learning to augment training data. However, the method does not work well in the discrete data space (like text data), and a recent study [7] suggests that this approach may not work well on real-world data. Brychcín and Král [8] model the through clustering. Still, it does not make good use of label information of known intents, and clustering results are usually unsatisfactory.

How do we detect unknown intent without any prior knowledge about it? In [9, 10], a $m$-class classifier should be able to reject examples from unknown class while performing $m$-class classification tasks. It is because not all test classes are known in the training set, which forms a $(m+1)$-class classification problem where the $(m+1)$th class represents the unknown class. This problem is called open-world classification. We illustrate an example of open-world classification in Figure 1. As we can see, an open-world classifier should not only classify examples correctly but also reject examples which do not belong to any known classes. In this case, we can effectively use the label information of known intents to find unknown intents without any prior knowledge or examples of it and simplify the problem by grouping unknown intents into a single unknown class. The main idea is that if an example does not belong to any known intents, it will be considered as the unknown.

Inspired by open-world classification, we want to detect unknown user intents on top of existing classifiers. Nevertheless, traditional discriminative models (such as SVM) have limited ability to model the high-level semantic concept of intents. We can resolve this problem by using deep neural networks. In deep open-world classification, DOC [11] achieve the state-of-the-art performance by building a multi-class deep neural network classifier with a 1-vs-rest final layer of sigmoid functions and tightening the decision boundary of sigmoid function to reject unknown examples. However, it limits the activation function in the output layer to be sigmoid, whereas most classifiers use softmax in the output layer.

To address the issues mentioned above, we propose SoftMax and deep novelty detection method (SMDN), a simple post-processing method that does not require any change to the model structure. To begin with, we calibrate the confidence of softmax outputs to get more reasonable probability distributions. Then, we calculate the per-class decision threshold with calibrated softmax output (i.e., SoftMax) to reject unknown examples. Furthermore, we combine traditional novelty detection algorithm with feature representations learned by deep neural networks to detect unknown intent. Last but not least, we scale the novelty score of the above methods into novelty probability and make the joint prediction with SoftMax. We conduct extensive experiments on three different dialogue datasets: SNIPS, ATIS, and SwDA. Then, we use macro F1-score as a metric to evaluate the effectiveness of the proposed method and compare the results with the state-of-the-art baselines. To the best of our knowledge, this is the first attempt to detect unknown intents in multi-turn dialogue systems without any hand-crafted features.
We summarize the main contributions of this paper as follows. Firstly, we proposed a flexible post-
processing method for detecting unknown intent, which can be easily applied on top of any classifiers
trained in deep neural networks without affecting the training process. Secondly, the proposed SoftenMax
method can learn a better decision threshold for detecting unknown intent through probability calibration.
Thirdly, the proposed deep novelty detection method can combine traditional novelty detection algorithm
with feature representations learned by the deep neural network. Then, we further make the joint prediction
with SoftenMax and deep novelty detection method. Finally, the experiments conducted on three benchmark
dialogue datasets show the effectiveness and robustness of the proposed method comparing with the state-
of-the-art baselines.

The rest of this paper is structured as follows. In Section 2, we will briefly survey previous studies in
open-world classification and others. In section 3, we will introduce the proposed method, SoftenMax and
Deep Novelty detection (SMDN), in details and report the experiment settings and results in Section 4. We
will compare the results of different methods on three benchmark datasets with different settings in Section 5
and conclude the paper in Section 6.

2. Related Work

The research of detecting unknown class in dialogue systems is still in its infancy stage. In this section,
we briefly review the related work in open-world classification, probability calibration, and novelty detection.

One-vs-Rest Support Vector Machine (1-vs-rest SVM) [12] is a margin-based method which trains the
binary classifier for the individual classes. Given a class \( C_i \) in a set of classes \( C = \{C_1, C_2, C_3, ... C_N \} \), it
treats the examples within \( C_i \) as positive and the examples outside \( C_i \) as negative. Then, we use those data to
learn the decision boundary and generate \( N \) binary classifiers. We consider an example to be unknown if all
binary classifiers classify it as negative. In the field of computer vision, 1-vs-set machine [9] is an extension of
1-vs-rest SVM. They first introduce the concept of open space risk as a measure of open-world classification.
The main idea is that a classifier should not cover too much open space with few or no training data, thereby
rejecting the unknown images. cbsSVM [10] shares the similar ideas in text classification. However, these
methods are all based on SVM, which fails to effectively capture the high-level semantic concept of intents
comparing with deep neural networks.

Bendale and Boult [13] propose OpenMax, which extends the idea of reducing open space risk to the
deep neural network. It suggests that a classifier should reduce the open risk in feature space rather than
pixel space. They reject unknown images by utilizing the logits trained on deep neural networks. However,
this method requires examples from unknown classes to tune the hyperparameters. It has been shown that
DOC [11] outperforms all previous methods. We can apply DOC on top of deep neural network by using
a 1-vs-rest final layer of sigmoids to preserve probability of each class. Furthermore, DOC tightens the
decision boundary of sigmoid by calculating the probability threshold of each class through the statistical
approach. This method tries to reduce open space risk in probability space. Yet, it limits the activation
function of the output layer to be sigmoid.

Our work is also related to probability calibration. Guo et al. [14] have shown that modern neural
network tends to be overconfident compared to its ground truth correctness likelihood. Liang et al. [15]
have shown that a well-calibrated model can benefit the outlier detection task, but it also requires examples
from the unknown class to tune the hyperparameters.

Novelty detection method allows us to detect abnormal examples (unknown class) that have not appeared
in the training set during the testing stage. Local outlier factor (LOF) [16] is a density-based novelty
detection method. Its main idea is that if the local density of an example is significantly lower than
its neighbors, it may be considered as abnormal. [17] and [18] use novelty detection algorithms to detect
abnormal examples in the feature space extracted by autoencoder, and we can further improve this approach
by learning better feature representations in deep neural networks.
3. Proposed Method

In this section, we will give a detailed description of the proposed SofterMax and deep novelty detection method. The experiment flowchart for unknown intent detection in the single-turn and multi-turn dialogue system are shown in Figure 2 and 3, respectively.

To start with, we train an intent classifier based on deep neural networks and take it as the prerequisite. Next, we calibrate the predicted confidence of the classifier through temperature scaling and then tighten the decision boundary of calibrated softmax (SofterMax) for detecting unknown intent. Also, we feed the feature representations learned by the deep neural network to the density-based novelty detection method, LOF, to discover unknown intents from different perspectives. Finally, we transform the confidence score of SofterMax and novelty score of LOF into novelty probability through Platt scaling [19] and make the joint prediction.

3.1. Classifiers

The key idea of the proposed method is to detect unknown intents based on the existing intent classifier without modifying any network architecture. If an example is different from all known intents, it will be classified as the unknown. Because we detect the unknown intent based on the classifier, the performance of the intent classifier is crucial. The better the classifier we have, the better the result we get. Therefore, we implement classifiers similar to the state-of-the-art models of each dataset and compare different detection methods under the same classifier.

3.1.1. BiLSTM

For modeling intents of single-turn dialogue dataset, SNIPS and ATIS, we use simplified structure described in [20] and [21]. We use bidirectional LSTM (BiLSTM) [22] followed by a fully-connected layer and activation layer. BiLSTM is a many-to-one design where the dropout applies to the non-recurrent connections. We illustrate the experiment flowchart in Figure 2. Given an utterance with maximum word sequence length $\ell$, we transform a sequence of input words $w_{1:\ell}$ into a sequence of m-dimensional word embedding...
Figure 3: The experiment flowchart for unknown intent detection in the multi-turn dialogue system. We use hierarchical CNN to learn contextual feature representation of the intent. Then, we feed feature representation to fully-connected (FC) layer to obtain logits. Within the dashed box is the proposed SMDN method. We first train and validate the classifier on known samples, then test it with samples mixed with known and unknown intents.

$x_{1:t}$, which is used by forward and backward LSTM to produce feature representations $h$:

\[
\begin{align*}
\widehat{h}_t &= LSTM(x_t, \overrightarrow{c}_{t-1}) \\
\widehat{h}_t &= LSTM(x_t, \overleftarrow{c}_{t+1}) \\
\overrightarrow{c}_t, \overleftarrow{c}_t &= \text{cell state vector of forward and backward LSTM, respectively.}
\end{align*}
\]

where $x_t \in \mathbb{R}^m$ denotes the m-dimension word embedding of input at time step $t$, $\overrightarrow{h}_t$ and $\overleftarrow{h}_t$ are the output vector of forward and backward LSTM, respectively. Before going through the softmax activation function, logit $z$ is the output of the fully connected layer, where the number of neurons is equal to the number of known classes. We consider the last output vector of forward LSTM $\overrightarrow{h}_t$ and the first output vector of backward LSTM $\overleftarrow{h}_t$ as the sentence representation learned by BiLSTM and concatenate them into $h$ to represent high-level semantic concepts learned by the model. We will take $h$ as the input of LOF and the $z$ as the input of Softmax.

### 3.1.2. CNN+CNN

For modeling intents of multi-turn dialogue dataset, SwDA, we use hierarchical CNN (CNN+CNN) similar to the structure described in [23]. We illustrate the experiment flowchart in Figure 3. Given a sentence in the conversation, we set the maximum length of the word sequences to $\ell$ and the context window size of sentence sequences to $c$. To begin with, we perform convolution operations on word sequences to produce features as the following:

\[
s_t = \text{ReLU}(W_{f1} \cdot x_{t:t+n-1} + b_{f1})
\]

where $x_t \in \mathbb{R}^m$ denotes the m-dimensional word embedding corresponding to the $t^{th}$ word in the sentence. ReLU is a non-linear function and $b_{f1}$ is a bias term. The symbol $\cdot$ denotes element-wise multiplication. The filter $W_{f1} \in \mathbb{R}^{n \times m}$ performs convolution operation on a window of $n$ consecutive words to produce the feature $s_t$. Then, we apply the filter $W_{f1}$ on all possible window of words $\{x_1:n, x_{2:n+1}, \ldots, x_{t-n+1:t}\}$ in the sentence to produce feature maps:

\[
s = [s_1, s_2, \ldots, s_{t-n+1}]
\]
where \( s \in \mathbb{R}^{t-n+1} \). To get the specific feature \( \hat{s} \) for the filter \( W_f1 \), we apply max-pooling operation over feature maps:

\[
\hat{s} = \max\{s\}
\]

(6)

where \( \hat{s} \) is the scalar feature learned by \( W_f1 \). By repeating convolution operations with \( k_1 \) different filters, we get the sentence representations \( z \):

\[
z = [\hat{s}_1, \ldots, \hat{s}_{k_1}]
\]

(7)

where \( z \in \mathbb{R}^{k_1} \) denotes the \( k_1 \)-dimensional sentences vector.

Furthermore, we perform another convolution operations on a window of \( c \) sentences to produce context representations of the target sentence as the following:

\[
Z = [z_{t-c-1}, \ldots, z_{t-1}, z_t, z_{t+1}, \ldots, z_{t+c-1}]
\]

(8)

\[
h_t = \text{ReLU}(W_{f2} \bullet Z_{t+n-1} + b_{f2})
\]

(9)

where \( Z \in \mathbb{R}^{2c-1 \times k_1} \) denotes the sentences representations within the context window size \( c \) for the \( t^{th} \) sentence in the conversation. The filter \( W_{f2} \in \mathbb{R}^{n \times k_1} \) performs convolution operation on a window of \( n \) consecutive sentences to produce the feature \( h_t \). Then, we apply the filter \( W_{f2} \) on all possible window of sentences to produce feature maps:

\[
h = [h_{t-c-1}, \ldots, h_{t-1}, h_t, h_{t+1}, \ldots, h_{t+c-1}]
\]

(10)

where \( h \in \mathbb{R}^{2c-1} \). To get the specific feature \( \hat{h} \) for the filter \( W_{f2} \), we apply max-pooling operation over feature maps:

\[
\hat{h} = \max\{h\}
\]

(11)

where \( \hat{h} \) is the scalar feature learned by \( W_{f2} \). Finally, we repeat convolution operations with \( k_2 \) different filters to get the context representations \( r \):

\[
r = [\hat{h}_1, \ldots, \hat{h}_{k_2}], \quad z = Wr + b
\]

(12)

where \( r \in \mathbb{R}^{k_2} \) denotes the \( k_2 \)-dimensional context vector of the target sentence. Logits \( z \) is the output of the fully connected layer before passing the softmax activation function, where the number of neurons is equal to the number of known classes. Similar to the approach mentioned in BiLSTM model, we take \( r \) as the input of LOF and the \( z \) as the input of SofterMax. As we can see in Figure 2 and 3, the proposed method can be flexibly applied to all kinds of pre-trained deep neural network classifiers.

3.2. SofterMax

Based on the pre-trained classifier, we calibrate the confidence of the softmax outputs to get more reasonable probability distributions. Then, we tighten the decision boundary of calibrated softmax (i.e., SofterMax) to reject unknown examples. In Figure 4, we can see the difference between softmax and SofterMax.

DOC [11] have shown that it is feasible to reject examples for unknown classes by reducing the open space risk in probability space. Meanwhile, the softmax output probabilities of deep neural network classifiers may be overconfident. It not only exposes too much open space risk (i.e., misclassified an example belonged to unknown class into a known class with high confidence) but also fails to provide a reasonable probability representation for output classes. Since cross-entropy loss tries to minimize the probability of other classes as much as possible, the probability of the most likely class will have the largest value. For other classes, the output probabilities will be around zero. It is unfavorable to calculate the per-class decision threshold for detecting unknown intent. In [24], they have proposed temperature scaling to distill knowledge in neural networks by generating soft labels for student network. Here we apply temperature scaling to soften the output (i.e., raises the entropy) of softmax.
Figure 4: An example illustrates the difference between Softmax and SofterMax with temperature parameter around 1.4. When $T > 1$, SofterMax will output more conservative probability distribution over classes compared with Softmax.

3.2.1. Temperature Scaling

Given a neural network trained for N-classes classification and an input $x_i$, the network outputs a class prediction $\hat{y}_i = \arg\max_n (z_i)^{(n)}$. The network logits $z_i$ are vectors, and confidence score $\hat{p}_i$ is computed by the softmax function $\sigma_{SM}$ as the following:

$$
\sigma_{SM}(z_i)^{(n)} = \frac{\exp(z_i^{(n)})}{\sum_{j=1}^{N} \exp(z_j^{(j)})}
$$

$$
\hat{p}_i = \max_n \sigma_{SM}(z_i)^{(n)}
$$

We define SoftMax $\hat{\sigma}_{SM}$ and the soften confidence score $\hat{q}_i$ as the following:

$$
\hat{\sigma}_{SM}(z_i)^{(n)} = \sigma_{SM}(z_i/T)^{(n)}
$$

$$
\hat{q}_i = \max_n \hat{\sigma}_{SM}(z_i)^{(n)}
$$

where $T$ is the temperature parameter. $\sigma_{SM}$ is a special case of $\hat{\sigma}_{SM}$ when $T$ equals to 1. We can produce a more conservative probability distribution over classes with $T > 1$. When $T$ approaches to infinity, the probability $\hat{q}_i$ approaches to $\frac{1}{N}$ and degenerate into a uniform distribution, which means that entropy reaches its maximum.

Choosing a suitable $T$ within a narrow range is essential [24]. $T$ is an empirical hyperparameter that can be tuned in the validation set and it requires unknown examples to do so. Therefore, to get a suitable $T$, we perform probability calibration on the model by temperature scaling [14]. The method does not require unknown examples and get optimal $T$ automatically through optimization.

3.2.2. Probability Calibration

We consider a model as well-calibrated when the calibrated confidence is close to its ground truth correctness likelihood. Our goal is to transform the original confidence $\hat{p}_i$ into the calibrated confidence $\hat{q}_i$ with temperature scaling. Given a one-hot representation $t$ and a model prediction $y$, we can express the negative log-likelihood in an example like the following:

$$
\mathcal{L} = -\sum_{j=1}^{N} t_j \log y_j
$$
Then we optimize $\hat{T}$ with respect to negative log-likelihood on the validation set to calibrate the confidence score. We obtain the optimal temperature parameter for Softmax $\hat{\sigma}_{\text{SM}}$ via probability calibration and set $T$ equal to $\hat{T}$ during testing. By applying temperature scaling on softmax, Softmax retains a relatively more conservative probability distribution for all classes as illustrated in Figure 4. Note that we set $T$ equals to 1 during training. Besides, the probability calibration will not affect the prediction result of known intents.

### 3.2.3. Decision Boundary

We further tighten the decision boundary of Softmax outputs by calculating the probability threshold for each class $c_i$ to detect unknown intents. We first calculate the mean $\mu_i$ and standard deviation $\sigma_i$ of $p(y = c_i|x_j, y_j = c_i)$ for each class where $j$ denotes for the $j^{th}$ examples, so that each class $c_i$ will have their own probability threshold $t_i$. It can further reduce the open space risk in the probability space. We calculate $t_i$ as the following:

$$t_i = \max\{0.5, \mu_i - \alpha \sigma_i\}$$

(18)

The intuition is that we will treat the example whose probability score is $\alpha$ standard deviations away from mean value as an outlier. For instance, if an example’s Softmax output confidence of each class is lower than the corresponding probability threshold, it will be considered as unknown.

To compare the confidence between different samples, we must calculate a single, comparable confidence score for each sample. We subtract the per-class probability thresholds $t_i$ from the calibrated confidence scores and take the highest value among categories. The lower the confidence score it has, the more likely it is an unknown intent. If the confidence score is lower than 0, we consider the example as unknown. For each sample, we transform the confidence score over classes into a single confidence score as the following:

$$\text{confidence}_{j,i} = p_{j,i} - t_i$$

(19)

$$\text{confidence}_j = \max_i (\text{confidence}_{j,i})$$

(20)

Since Softmax is a non-linear transformation, the logits after temperature scaling are not completely collinear with original logits. Therefore, when the same per-class probability thresholding method is applied to the calibration confidence score, we can obtain different results for unknown intent detection.

In short, we calculate the confidence score of Softmax by applying temperature scaling to logits, subtracting the per-class probability thresholds, and taking the maximum value of the score in the sample. We will use the confidence score to perform joint prediction in the proposed SMDN method.

### 3.3. Deep Novelty Detection

We further combine novelty detection algorithm with feature representations learned by the deep neural networks to detect unknown intents from different perspectives.

OpenMax [13] has demonstrated the potential of open space risk reduction in the feature space. Different from OpenMax which uses logits as the feature space, we use the feature representations from the hidden layer before logits as the feature space. The reason is that previous studies [25] have shown that the feature representations contain more high-level semantic concepts than logits.

Then, we use local outlier factor (LOF) [16], a density-based novelty detection method, to reduce the open space risk in the feature space and discover unknown intents. It can detect unknown intents in the local context based on local density. We compute LOF as the following:

$$\text{LOF}_k(A) = \frac{\sum_{B \in N_k(A)} \frac{r(B)}{lrd(B)}}{|N_k(A)|}$$

(21)

where $N_k(A)$ denotes the set of k-nearest neighbors and $lrd$ denotes the local reachability density. We define $lrd$ as the following:

$$lrd_k(A) = \frac{|N_k(A)|}{\sum_{B \in N_k(A)} \text{reachdist}_k(A, B)}$$

(22)
which is the reciprocal of the average reachability distance between object A and its neighbors. We define
\( \text{reachdist}_k(A, B) \) as the following:

\[
\text{reachdist}_k(A, B) = \max\{k\text{-distance}(B), d(A, B)\}
\]

where \( d(A, B) \) denotes the direct distance between A and B, and \( k\text{-distance} \) denotes the distance of the object A to the \( k^{th} \) nearest neighbor. If an example’s local density is significantly lower than its \( k \)-nearest neighbor’s local density, then the example is more likely to be considered as abnormal. We treat the LOF score as the novelty score. The higher the novelty score it has, the more likely it is an unknown intent. Besides, we believe that other novelty detection algorithms are also applicable to this method.

### 3.4. SMDN

Finally, the proposed SMDN method combines the results of SoftMax and deep novelty detection to make the joint prediction. However, the confidence score calculated by SoftMax and the novelty score of LOF cannot be directly combined because they are not on the same scale. Therefore, we use Platt scaling\(^2\) to transform the scores into the novelty probability (between 0 and 1) and make the joint prediction.

Platt scaling can transform scores into probabilities by fitting a logistic regression model to the scores, which is widely used in maximum-margin methods such as SVM. It can produce probability estimation as the following:

\[
P(y = 1|x) = \frac{1}{1 + \exp(Af(x) + B)}
\]

where \( f(x) \) denotes the scores. \( A \) and \( B \) is the scaler parameters learned by the algorithm. The goal of Platt scaling is to let the samples near decision boundary have the 50% chance (novelty probability) to be considered as unknown, and scale the scores of the remaining samples into probability ranged from 0 to 1. After normalization, we can estimate the degree of novelty under the same measurement for SMDN and LOF, and thus make the joint prediction.

### 4. Experiments

#### 4.1. Datasets

To investigate the robustness and effectiveness of the proposed methods, we have conducted experiments on three publicly available benchmark dialogue datasets, including SNIPS, ATIS\(^3\), and SwDA\(^4\) under different experimental settings. We show the detailed statistics of datasets in Table 1.

| Dataset | Classes | Vocabulary | #Training | #Validation | #Test | Turn-taking | Class distribution |
|---------|---------|------------|-----------|-------------|------|-------------|-------------------|
| SNIPS   | 7       | 11,971     | 13,084    | 700         | 700  | Single-turn | Balanced          |
| ATIS    | 18      | 938        | 4978      | 500         | 893  | Single-turn | Imbalanced        |
| SwDA    | 42      | 21,812     | 162,862   | 20,784      | 20,146 | Multi-turn  | Imbalanced        |

Table 1: Statistics of ATIS, SNIPS, and SwDA dataset. \# indicates the total number of utterances.

---

\(^2\)https://github.com/snipsco/nlu-benchmark/tree/master/2017-06-custom-intent-engines

\(^3\)https://github.com/yvchen/JointSLU/tree/master/data

---
| Dataset  | Model    | Acc* | Acc    | Macro F₁  |
|----------|----------|------|--------|-----------|
| SNIPS    | BiLSTM [20] | 97   | 97.43  | 97.47     |
| ATIS     | BiLSTM [21] | 98.99| 98.66  | 93.99     |
| SwDA     | CNN+CNN [23] | 78.45| 77.44  | 50.09     |

Table 2: Classifier performance of using all classes for training on different datasets (%). * indicates the performance reported in their original paper.

utterances for validation and 893 utterances for testing. The classes in ATIS are highly imbalanced, where the top 25% classes account for about 93.7% of the training data.

**SwDA (Switchboard Dialog Act Corpus)**[4] SwDA is a multi-turn dialogue dataset containing 1155 telephone conversations of two people on pre-specified topics with 42 types of dialogue acts. Since the dialogue act can be treated as low-level intent, we would like to know whether the existing detection method is still valid under this scenario. However, there is no standard scheme for splitting SwDA dataset into training, validation and test sets. We follow the data splitting scheme suggested in [23] by randomly sampling 80% of conversation for the training set, 10% for the validation set and 10% for the test set. There are 162862 utterances for training, 20784 utterances for validation and 20146 utterances for testing. Each conversation contains 176 sentences on average. Besides, the classes in SwDA are highly imbalanced, where the top 25% classes account for about 90.9% of training data. We will further describe how to split existing datasets with different percentages of known intent Section 4.3.

### 4.2. Baseline methods

We have compared our detection methods with a simple baseline, the state-of-the-art method and its extension, DOC (Softmax).

1. **Softmax (t=0.5)** We apply a confidence threshold on the softmax outputs as the simplest baseline where we set the threshold as 0.5. For instance, if the output probability of each class does not exceed 0.5, then the example will be considered as unknown.

2. **DOC**[11] is the current state-of-the-art method in the open-world classification problem. The method rejects unknown examples by using the sigmoid activation function as the final layer. It further tightens the decision boundary of the sigmoid function by calculating the confidence threshold for each class through the statistics approach.

3. **DOC (Softmax)** A variant method of DOC which replaces the sigmoid activation function with softmax.

Note that we do not compare with several other baselines mentioned in [11], since they had shown that the performance of DOC is significantly better. Besides, we evaluate all detection methods under the same classifier for a fair comparison.

### 4.3. Experiment settings

We follow the similar cross-validation setting in [10][11] by keeping some classes in training as the unknown and mix them back during testing. Then we vary the number of known classes in training set in the range of 25%, 50%, and 75% classes and use all classes for testing. Using 100% classes for training is the same as a regular intent classification task. To demonstrate our classifier architecture can model the intent well, we report the results of using 100% classes for training in Table 2.

To conduct a fair evaluation for the imbalanced dataset, we randomly select known classes by weighted random sampling without replacement in training set for each run of the experiment. Therefore, if there are more examples of intents, it is more likely to be selected as a known class. Meanwhile, the class with fewer examples can still have a chance to be selected with a certain probability. We treat other classes which are not selected as the known class. Note that we remove examples considered as the unknown in the training and validation set.

[4]https://github.com/cgpotts/swda
4.4. Evaluation

We use macro F1-score as the evaluation metric and evaluate the results on all classes, known classes, and the unknown class. Here we mainly focus on the results of the unknown class for detecting unknown intent and report the average result over 10 runs.

Given a set of classes $C = \{C_1, C_2, C_3, ..., C_N\}$, we compute macro F1-score as the following:

$$F_{1,\text{macro}} = \frac{2 \cdot \text{recall}_{\text{macro}} \times \text{precision}_{\text{macro}}}{\text{recall}_{\text{macro}} + \text{precision}_{\text{macro}}}$$  \hspace{1cm} (25)

$$\text{precision}_{\text{macro}} = \frac{\sum_{i=1}^{N} \text{precision}_{C_i}}{N}, \quad \text{recall}_{\text{macro}} = \frac{\sum_{i=1}^{N} \text{recall}_{C_i}}{N}$$  \hspace{1cm} (26)

$$\text{precision}_{C_i} = \frac{TP_{C_i}}{TP_{C_i} + FP_{C_i}}, \quad \text{recall}_{C_i} = \frac{TP_{C_i}}{TP_{C_i} + FN_{C_i}}$$  \hspace{1cm} (27)

where $C_i$ denotes the individual class in the set of classes $C$.

For probability calibration, we use Expected Calibration Error [28] (ECE) to evaluate the effectiveness of temperature scaling. The main idea is to divide the confidence outputs into equally sized interval K bins and compute the weighted average of the difference between confidence and accuracy over bins. We compute ECE as the following:

$$ECE = \sum_{i=1}^{K} P(i) \ast |o_i - e_i|$$  \hspace{1cm} (28)

where $P(i)$ denotes the empirical probability of all examples that fall into bin $i$. Here $o_i$ represents true fraction of positive instances in bin $i$ (accuracy) and $e_i$ is the average post-calibrated confidence in bin $i$. The difference between confidence and accuracy represents the confidence gap. The lower the value of ECE, the better the model is calibrated.

4.5. Hyperparameters

For training classifiers, we initialize the embedding layer through publicly available GloVe [29] pre-trained word vectors (400 thousand words and 300 dimensions)\(^5\) and further fine-tune the embedding layer through back-propagation. For BILSTM model, we set the cell output dimension as 128 and dropout rate as 0.5. For both sentence CNN and context CNN in CNN+CNN model, we set the context window size as 3, the kernel size ranging from 1 to 3, and the number of filter maps as 100. We use Adam optimizer with 0.001 learning rate. The maximum training epoch is set as 30 for ATIS and SNIPS and 100 for SwDA. We set the batch size as 128 for SNIPS and ATIS, and 256 for SwDA. We set the fixed input sequence length as

\(^5\)http://nlp.stanford.edu/projects/glove/
their maximum for ATIS and SNIPS; for SwDA, we set the fixed input sequence length as sequence length’s mean plus six standard deviations. We implement all models and methods with Keras framework.

For the confidence thresholds of each class in SofterMax and the decision threshold in LOF, we set the $\alpha$ as 2. The intuition is that an example whose confidence score is two standard deviations away from mean will be considered as an outlier (unknown). We set the number of neighbors in LOF as 20 and bin size K in temperature scaling as 15 as suggested by their original implementation.

### 4.6. Results

In this subsection, we evaluate the results of unknown intent detection on two single-turn dialogue datasets and one multi-turn dialogue dataset. The results are shown in Table 3. Besides, to further investigate how will different detection methods affect the existed classification task, we also evaluate the classification performance on the known classes and all classes. The results are shown in Figure 5, 6, and 7 where the x-axis denotes the different proportion of classes treated as known intents, and the y-axis denotes the macro F1-score. The black error bars in the charts are 95% confidence level. Figures are best viewed in color. Note that the macro F1-scores for the unknown class in Figures 5, 6 and 7 are the same as in Table 2.
Here we compare its performance with known classes classification and overall classification together.

### Single-turn dialogue datasets
Firstly, we evaluate the results of unknown intent detection on SNIPS and ATIS in Table 3. In comparison, the proposed SMDN method significantly outperforms all other methods in SNIPS and ATIS datasets. Compared with the state-of-the-art baseline method, DOC, SMDN improves SNIPS dataset by 7.3% in 25% setting, 5.1% in 50% setting and 7.1% in 75% setting. Meanwhile, for the proposed SoftMax, it consistently performs better than all baselines in all datasets; for LOF, it performs better than baselines in SNIPS and similar in ATIS.

As for Softmax(t=0.5), it fails to detect unknown intents for both SNIPS and ATIS. There is no notable difference between the results of the DOC and DOC(softmax). It may imply that the key of DOC is the statistic confidence thresholds rather than the 1-vs-rest final layer of the sigmoid. When the number of unknown intents increases, the error bars in Figure 5 and 6 become smaller, indicating that the results become more robust.

We further evaluate the performance of the overall classification in Figure 5 and 6. As we can see, the proposed SoftMax and SMDN method benefit not only the unknown intent detection but also the overall classification.

### Multi-turn dialogue dataset
After we verify the effectiveness of the proposed methods on single-turn dialogue datasets, we evaluate the results of unknown intent detection on SwDA dataset. In Table 3, we can see the proposed SoftMax method consistently performs better than all baselines in the 25%, 50% settings, and the proposed SMDN method manifests slightly better performance in 75% setting. For the results of the overall classification shown in Figure 7, the proposed SoftMax method can benefit the unknown intent detection without degrading the overall classification performance.

We also report the temperature parameter and ECE in Table 4 to evaluate the performance of probability calibration. Temperature parameters that are automatically learned by probability calibration are typically in the range of 1.2 to 1.5. After calibration, the ECE has not changed much in both SNIPS and ATIS datasets, and we reduce the ECE by 3% to 4% in SwDA dataset. Notes that we use the validation set.
which does not contain any unknown intents to calculate ECE. It can only represent how well the model is calibrated with in-domain samples and can not represent the real situation when facing unknown intents. Since we can not merge the probability of unknown intent detection and known intent classification as a whole, we can not calculate the ECE during testing.

Finally, we visualize the experiment results through the confusion matrix in Figure 8 to demonstrate the effectiveness of SMDN. Results have shown that our method can effectively identify unknown intents under different dialogue scenarios since the classification results are mostly lying on the diagonal.

5. Discussion

From the results of different methods, we can observe that merely setting the softmax output confidence threshold as 0.5 does not work well. The DOC method improves performance of unknown intent detection since it calculates the sigmoid output confidence threshold for each known classes based on statistics. However, we can replace the last activation layer of DOC from sigmoid to softmax and still can get a similar performance. Based on the DOC (softmax), SofterMax performs probability calibration on the pre-trained classifier through temperature scaling. By calibrating the confidence of the classifier, we can obtain more reasonable confidence thresholds for each class, hence get better performances than baseline methods.

We further detect the unknown intent from different perspectives by feeding feature representations learned by the deep neural network to LOF algorithm. Then, we convert the confidence score of SofterMax and the novelty score of LOF into probabilities through the Platt Scaling. Finally, we obtain the final prediction of SMDN through the joint prediction of SofterMax and LOF. Although the overall performance of LOF is not as good as the SofterMax, we can still greatly improved performance of SMDN through joint prediction.

By taking the different portion of classes as known intents, we can see that when the number of known intents increases, the performance of almost all methods decreases. Taking the results on SNIPS dataset as
an example, the macro F1-score of SMDN method drops from 0.798 to 0.71 when the proportion of known intents increases from 25% to 75%. The reason is that when there are more known intents, the semantic meaning of the unknown class is partially overlapping with known classes. Especially in the imbalanced datasets like ATIS and SwDA, their performances drop even more.

We also observe that the results of SwDA dataset are worse than SNIPS and ATIS datasets. It may be due to the data quality of SwDA itself. [30] also point out the inter-labeler agreement (accuracy) of SwDA is merely 0.84. The noisy labels prevent the classifier from capturing the high-level semantic concepts of intents, thereby causing the poor performance on detecting unknown intent. While the base classifier can achieve 0.974 and 0.986 accuracy on SNIPS and ATIS, respectively, it can only achieve 0.774 accuracies on SwDA. Still, our method achieves certain improvement in SwDA compared with baselines.

Last but not least, we visualize the distribution of confidence and novelty with Figure 9 and 10 respectively. The distribution of scaled novelty probability of SoftMax, LOF, and SMDN are shown in Figure 11. Notes that the y-axis is in log scale for better visualization. The green and red bars represent the score distribution of known and unknown examples, respectively. The vertical dot line indicates the decision threshold for unknown intent detection. For SoftMax in 10, if the confidence score of an example is lower than the decision threshold, it will be considered as unknown. For LOF, if the novelty score of an example is higher than the decision threshold, it will be considered as unknown. As we can see in Figure 9 and 10, the decision threshold of SoftMax and LOF can separate the unknown intent from known intents.

For scaled novelty probability distribution in Figure 11 all scores are transformed into the same probability scale ranging from 0 to 1. If the novelty probability of an example is higher than 0.5, it will be considered as unknown. Notes that we only use the per-class probability threshold to calculate the confidence score in Figure 9. Since the novelty probability of SoftMax is derived from the confidence score, it already considers the per-class probability threshold. Therefore, we use 0.5 as the joint prediction threshold, just like the regular binary classification task. We can see that SoftMax treats some examples of unknown intents as the known, while LOF treats some example of known intents as the unknown. After the joint prediction, the probability distribution becomes more than separable, which significantly improves the performance of unknown intent detection.

6. Conclusion

In this paper, we have proposed a simple yet effective post-processing method, SMDN, for detecting unknown intent in the dialogue system. SMDN can be easily applied to a pre-trained deep neural network classifier and requires no changes in the model architecture. The proposed SoftMax calibrates the confidence of softmax output with temperature scaling to reduce the open space risk in probability space and obtains calibrated decision thresholds for detecting unknown intent. We further combine traditional novelty detection algorithm, LOF, with feature representations learned by the deep neural network. We transform the confidence score of SoftMax and novelty score of LOF into novelty probability to make the joint prediction.

Extensive experiments have been conducted on three benchmark datasets, including two single-turn and one multi-turn dialogue dataset. The results show that our method can yield significant improvements compared with the state-of-the-art baselines. We also believe our method applies to images. For future work, we plan to design a more robust solution that can distinguish unknown intent from known intents even if their semantics meanings are highly similar. Besides, we also plan to use more powerful pre-trained model such as BERT [31] to maximize the benefits of SoftMax.
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