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1 Introduction

This paper outlines a reliable comparison between two powerful methods that were recently developed which are VIM and ADM. In this paper, we consider nonlinear Volterra-Fredholm integro-differential equation of the type

$$\sum_{j=0}^{k} \xi_j(x)Z^{(j)}(x) = f(x) + \lambda_1 \int_{a}^{x} K_1(x,t)G_1(Z(t))dt + \lambda_2 \int_{a}^{b} K_2(x,t)G_2(Z(t))dt, \quad (1)$$

with the initial conditions

$$Z^{(r)}(a) = b_r, \quad r = 0, 1, 2, \cdots, (k-1), \quad (2)$$

where $Z^{(j)}(x)$ is the $j^{th}$ derivative of the unknown function $Z(x)$ that will be determined, $K_i(x,t), i = 1, 2$ are the kernels of the equation, $f(x)$ and $\xi_j(x)$ are analytic functions, $G_1$ and $G_2$ are nonlinear functions of $Z$ and $a, b, \lambda_1, \lambda_2$, and $b_r$ are real finite constants. In recent years, many authors focus on the development of numerical and analytical techniques for integro-differential equations. For instance, we can remember the following works. Abbasbandy and Elyas [2] studied some applications on variational iteration method for solving system of nonlinear Volterra integro-differential equations, Dawood et al. [8] applied the hybrid method for solving nonlinear Volterra-Fredholm integro-differential equations, Alao et al. [4] used ADM and VIM for solving integro-differential equations, Yang and Hou [17] applied the Laplace decomposition method to solve the fractional...
integro-differential equations, Mittal and Nigam [15] applied the ADM to approximate solutions for fractional integro-differential equations, and Behzadi et al. [8] solved some class of nonlinear Volterra-Fredholm integro-differential equations by homotopy analysis method. Moreover, several authors have applied the ADM and VIM to find the approximate solutions of various types of integro-differential equations [7,9–12,14,15,17].

The main objective of the present paper is to study the behavior of the solution that can be formally determined by semi-analytical approximated methods as the ADM and VIM. Moreover, we proved the existence, uniqueness results and convergence of the solutions of the IVP [1–2].

2 Description of the Methods

Some powerful methods have been focusing on the development of more advanced and efficient methods for integro-differential equations such as the ADM [1,3,5,12] and VIM [2,4,13]. We will describe these methods in this section:

2.1 Description of the ADM

Now, we can rewrite Eq.(1) in the form

$$\xi_1(x)Z^k(x) + \sum_{j=0}^{k-1} \xi_j(x)Z^j(x) = f(x) + \lambda_1 \int_a^x K_1(x,t)G_1(Z(t))dt + \lambda_2 \int_a^b K_2(x,t)G_2(Z(t))dt. \quad (3)$$

Then

$$Z^k(x) = \frac{f(x)}{\xi_k(x)} + \lambda_1 \int_a^x \frac{K_1(x,t)}{\xi_k(x)} G_1(Z(t))dt + \lambda_2 \int_a^b \frac{K_1(x,t)}{\xi_k(x)} G_2(Z(t))dt - \sum_{j=0}^{k-1} \frac{\xi_j(x)}{\xi_k(x)} Z^j(x). \quad (4)$$

To obtain the approximate solution, we integrating (k)-times in the interval $[a,x]$ with respect to $x$ we obtain,

$$Z(x) = L^{-1} \left( f(x) \xi_k(x) \right) + \sum_{r=0}^{k-1} \frac{1}{r!} (x-a)^r b_r + \lambda_1 L^{-1} \left( \int_a^x \frac{K_1(x,t)}{\xi_k(x)} G_1(Z(t))dt \right)$$

$$+ \lambda_2 L^{-1} \left( \int_a^b \frac{K_2(x,t)}{\xi_k(x)} G_1(Z(t))dt \right) - \sum_{j=0}^{k-1} L^{-1} \left( \frac{\xi_j(x)}{\xi_k(x)} Z_n^{(j)}(x) \right), \quad (5)$$

where $L^{-1}$ is the multiple integration operator given as follows:

$$L^{-1}(\cdot) = \int_a^x \int_a^x \cdots \int_a^x (\cdot) dt \cdots dt \quad (k \text{-times}).$$

Now we apply ADM

$$G_1(Z(x)) = \sum_{n=0}^{\infty} A_n, \quad G_2(Z(x)) = \sum_{n=0}^{\infty} B_n, \quad (6)$$

where $A_n, B_n; n \geq 0$ are the Adomian polynomials determined formally as follows:

$$A_n = \frac{1}{n!} \left. \frac{d^n}{d\mu^n} G_1(\sum_{i=0}^{\infty} \mu^i Z_i) \right|_{\mu=0}, \quad B_n = \frac{1}{n!} \left. \frac{d^n}{d\mu^n} G_2(\sum_{i=0}^{\infty} \mu^i Z_i) \right|_{\mu=0}$$
The Adomian polynomials were introduced in [16, 17] as:

\[A_0 = G_1(Z_0);\quad B_0 = G_2(Z_0);\]
\[A_1 = Z_1G'_1(Z_0);\quad B_1 = Z_1G'_2(Z_0);\]
\[A_2 = Z_2G'_1(Z_0) + \frac{1}{2!}Z_1^2G''_1(Z_0);\quad B_2 = Z_2G'_2(Z_0) + \frac{1}{2!}Z_1^2G''_2(Z_0);\]
\[A_3 = Z_3G'_1(Z_0) + Z_1Z_2G''_1(Z_0) + \frac{1}{3!}Z_1^3G'''_1(Z_0),\quad B_3 = Z_3G'_2(Z_0) + Z_1Z_2G''_2(Z_0) + \frac{1}{3!}Z_1^3G'''_2(Z_0),\]

The standard decomposition technique represents the solution of \(Z\) as the following series:

\[Z = \sum_{i=0}^{\infty} Z_i.\]  

(7)

By substituting \(5\) and \(7\) in Eq. 4 we have

\[\sum_{i=0}^{\infty} Z_i(x) = L^{-1} \left( \int \frac{f(x)}{\xi_k(x)} \right) + \sum_{i=0}^{k-1} \frac{1}{i!} (x-a)^i b_r + \lambda \sum_{i=0}^{\infty} L^{-1} \left( \int_a^x \frac{K_i(x,t)}{\xi_k(x)} A_i(t) dt \right) + \lambda_2 \sum_{i=0}^{\infty} L^{-1} \left( \int_a^b \frac{K_2(x,t)}{\xi_k(x)} B_i(t) dt \right) - \sum_{i=0}^{\infty} \sum_{j=0}^{k-1} \frac{1}{i!} \frac{1}{j!} (x-a)^i \cdot \xi_j(x) \cdot Z^{(j)}(x).\]

The components \(Z_0, Z_1, Z_2, \ldots\) are usually determined recursively by

\[Z_0 = L^{-1} \left( \int \frac{f(x)}{\xi_k(x)} \right) + \sum_{r=0}^{k-1} \frac{1}{r!} (x-a)^r b_r,\]  

(8)

\[Z_1 = \lambda_1 L^{-1} \left( \int_a^x \frac{K_1(x,t)}{\xi_k(x)} A_0(t) dt \right) + \lambda_2 L^{-1} \left( \int_a^b \frac{K_2(x,t)}{\xi_k(x)} B_0(t) dt \right) - \sum_{j=0}^{k-1} L^{-1} \left( \frac{\xi_j(x)}{\xi_k(x)} \cdot Z^{(j)}(x) \right),\]

\[Z_n = \lambda_1 L^{-1} \left( \int_a^x \frac{K_1(x,t)}{\xi_k(x)} A_{n-1}(t) dt \right) + \lambda_2 L^{-1} \left( \int_a^b \frac{K_2(x,t)}{\xi_k(x)} B_{n-1}(t) dt \right) - \sum_{j=0}^{k-1} L^{-1} \left( \frac{\xi_j(x)}{\xi_k(x)} \cdot Z^{(j)}_{n-1}(x) \right), \quad n \geq 1.\]

Then, \(Z(x) = \sum_{i=0}^{n} Z_i\) as the approximate solution.

**2.2 Description of the VIM**

This method is applied to solve a large class of linear and nonlinear problems with approximations converging rapidly to exact solutions [13, 16]. To illustrate, we consider the following general differential equation:

\[LZ(t) + NZ(t) = f(t),\]  

(9)
where $L$ is a linear operator, $N$ is a nonlinear operator and $f(t)$ is inhomogeneous term. According to VIM [4], the terms of a sequence $Z_n$ are constructed such that this sequence converges to the exact solution. The terms $Z_n$ are calculated by a correction functional as follows:

$$Z_{n+1}(t) = Z_n(t) + \int_0^t \lambda(\tau)(LZ_n(\tau) + N\tilde{y}(\tau) - f(\tau))d\tau. \quad (10)$$

The successive approximation $Z_n(t)$, $n \geq 0$ of the solution $Z(t)$ will be readily obtained upon using the obtained Lagrange multiplier and by using any selective function $\tilde{y}$. The zeroth approximation $Z_0$ may be selected using any function that just satisfies at least the initial and boundary conditions. With $\lambda$ determined, several approximations $Z_n(t), n \geq 0$ follow immediately.

To obtain the approximation solution of IVP (1) – (2), according to the VIM, the iteration formula (10) can be written as follows:

$$Z_{n+1}(x) = Z_n(x) + L^{-1}\left[\lambda(x)\left(\sum_{j=0}^k \xi_j(x)Z_n^{(j)}(x) - f(x) - \lambda_1 \int_a^x K_1(x,t)G_1(Z_n(t))dt\right.ight.$$ 

$$- \lambda_2 \int_a^b K_2(x,t)G_2(Z_n(t))dt]\right], \quad (11)$$

where $L^{-1}$ is the multiple integration operator given as follows:

$$L^{-1}(\cdot) = \int_a^x \int_a^x \cdots \int_a^x (\cdot)dxd\cdots dx \quad (k - \text{times}).$$

To find the optimal $\lambda(x)$, we proceed as follows:

$$\delta Z_{n+1}(x) = \delta Z_n(x) + \delta L^{-1}\left[\lambda(x)\left(\sum_{j=0}^k \xi_j(x)Z_n^{(j)}(x) - f(x) - \lambda_1 \int_a^x K_1(x,t)G_1(Z_n(t))dt\right.$$

$$- \lambda_2 \int_a^b K_2(x,t)G_2(Z_n(t))dt]\right]$$

$$= \delta Z_n(x) + \lambda(x)\delta Z_n(x) - L^{-1}\left[\delta Z_n(x)\lambda'(x)\right]. \quad (12)$$

From Eq. (12), the stationary conditions can be obtained as follows:

$$\lambda'(x) = 0, \quad \text{and} \quad 1 + \lambda(x)|_{x=t} = 0.$$ 

As a result, the Lagrangian multipliers can be identified as $\lambda(x) = -1$ and by substituting in Eq. (11), the following iteration formula is obtained:

$$Z_0(x) = L^{-1}\left[\frac{f(x)}{\xi_k(x)}\right] + \sum_{r=0}^{k-1} \frac{(x-a)^r}{r!}b_r,$$

$$Z_{n+1}(x) = Z_n(x) - L^{-1}\left[\sum_{j=0}^k \xi_j(x)Z_n^{(j)}(x) - f(x) - \lambda_1 \int_a^x K_1(x,t)G_1(Z_n(t))dt\right.$$

$$- \lambda_2 \int_a^b K_2(x,t)G_2(Z_n(t))dt]\right], n \geq 0. \quad (13)$$
There exist two constants \( a \) and \( b \) such that for any \( t \), \( 0 < t < b \), \( \alpha \) and \( \beta \) such that, for any \( Z_1, Z_2 \in C(J, \mathbb{R}) \):

\[
\begin{align*}
|G_1(Z_1) - G_1(Z_2)| &\leq \alpha |Z_1 - Z_2| \\
|G_2(Z_1) - G_2(Z_2)| &\leq \beta |Z_1 - Z_2| \\
|D^j(Z_1) - D^j(Z_2)| &\leq \gamma_j |Z_1 - Z_2|,
\end{align*}
\]

we suppose that the nonlinear terms \( G_1(Z(x)), G_2(Z(x)) \) and \( D^j(Z) = \tfrac{d^j}{dx^j}Z(x) = \sum_{i=0}^{\infty} \gamma_i, (D^j \text{ is a derivative operator}), j = 0, 1, \cdots, k \), are Lipschitz continuous.

(H2) Suppose that for all \( a \leq t \leq x \leq b \), and \( j = 0, 1, \cdots, k \):

\[
\begin{align*}
\left| \frac{\lambda_1 (x-t)^k K_1(x,t)}{k! \xi_k(x)} \right| &\leq \theta_1, & \left| \frac{\lambda_1 (x-t)^k K_1(x,t)}{k!} \right| &\leq \theta_2, \\
\left| \frac{(x-t)^{k-1} \xi_j(t)}{(k-1)! \xi_k(t)} \right| &\leq \theta_3, & \left| \frac{(x-t)^{k-1} \xi_j(t)}{(k-1)!} \right| &\leq \theta_4, \\
\left| \frac{\lambda_2 L^{-1} \left[ K_2(x,t) \right]}{\xi_k(x)} \right| &\leq \theta_5, & \left| \lambda_2 L^{-1} \left[ K_2(x,t) \right] \right| &\leq \theta_6,
\end{align*}
\]
(H3) There exist three functions $\theta^*_1, \theta^*_2,$ and $\gamma^* \in C(D, \mathbb{R}^+)$, the set of all positive function continuous on $D = \{(x,t) \in \mathbb{R} \times \mathbb{R} : a \leq t \leq x \leq b\}$ such that:

$$
\theta^*_1 = \max |\theta_1|, \quad \theta^*_2 = \max |\theta_2|, \quad \text{and} \quad \gamma^* = \max |\gamma|.
$$

(H4) $\Psi(x)$ is bounded function for all $x$ in $J = [a,b].$

**Theorem 3.1** Assume that (H1)-(H4) hold. If

$$0 < \psi = (\alpha \theta_1 + \beta \theta_2 + k \gamma \theta^*_3)(b - a) < 1.$$ 

Then there exists a unique solution $Z(x) \in C(J)$ to IVP (1) – (2).

**Proof.** Let $Z_1$ and $Z_2$ be two different solutions of IVP (1) – (2), then

$$
|Z_1 - Z_2| = \left| \int_a^b \lambda_1(x - t)^k K_1(x,t) \xi_k(x) t^{k-1} dt \right|
$$

The proof is completed.

**Theorem 3.2** Suppose that (H1)-(H4), and if $0 < \psi < 1$, hold, the series solution $Z(x) = \sum_{m=0}^{\infty} Z_m(x)$ and $\|Z_1\|_{\infty} < \infty$ obtained by the $m$-order deformation is convergent, then it converges to the exact solution of the Volterra-Fredholm integro-differential equation (1) – (2).

**Proof.** Denote as $(C[0,1], \|\cdot\|)$ the Banach space of all continuous functions on $J$, with $|Z_1(x)| \leq \infty$ for all $x$ in $J$.

Frist, we define the sequence of partial sums $s_n$, let $s_n$ and $s_m$ be arbitrary partial sums with $n \geq m$. We are going to prove that $s_n = \sum_{i=0}^{n} Z_i(x)$ is a Cauchy sequence in
this Banach space:

\[
\|s_n - s_m\|_{\infty} = \max_{\forall x \in J} |s_n(x) - s_m(x)| = \max_{\forall x \in J} \left| \sum_{i=0}^{n} Z_i(x) - \sum_{i=0}^{m} Z_i(x) \right| = \max_{\forall x \in J} \left| \sum_{i=m+1}^{n} Z_i(x) \right|
\]

\[
= \max_{\forall x \in J} \left| \sum_{i=m+1}^{n} \int_{a}^{b} \lambda_1(x-t)^{k} K_1(x,t) \frac{A_{i-1}}{k! \xi_k(t)} dt + \sum_{i=m+1}^{n} \int_{a}^{b} \lambda_2 L^{-1} \left[ \frac{K_2(x,t)}{\xi_k(t)} \right] B_{i-1} \right|
\]

\[
- \sum_{j=0}^{k-1} \int_{a}^{x} \xi_j(t)(x-t)^{k-1} \left( \sum_{i=m}^{n-1} A_i \right) dt + \int_{a}^{b} \lambda_2 L^{-1} \left[ \frac{K_2(x,t)}{\xi_k(t)} \right] \left( \sum_{i=m}^{n-1} B_i \right) dt
\]

\[
- \sum_{j=0}^{k-1} \int_{a}^{x} \xi_j(t)(x-t)^{k-1} \left( \sum_{i=m}^{n-1} \gamma_i dt \right) \right|.
\]

From (6), we have

\[
\sum_{i=m}^{n-1} A_i = G_1(s_{n-1}) - G_1(s_{m-1}), \sum_{i=m}^{n-1} B_i = G_2(s_{n-1}) - G_2(s_{m-1}), \sum_{i=m}^{n-1} \gamma_i = D^j(s_{n-1}) - D^j(s_{m-1}).
\]

So,

\[
\|s_n - s_m\|_{\infty} = \max_{\forall x \in J} \left| \int_{0}^{x} \frac{\lambda_1(x-t)^{k} K_1(x,t)}{k! \xi_k(t)} \left[ G_1(s_{n-1}) - G_1(s_{m-1}) \right] dt \right|
\]

\[
+ \int_{a}^{b} \lambda_2 L^{-1} \left[ \frac{K_2(x,t)}{\xi_k(t)} \right] \left[ G_2(s_{n-1}) - G_2(s_{m-1}) \right] dt
\]

\[
- \sum_{j=0}^{k-1} \int_{a}^{x} \xi_j(t)(x-t)^{k-1} \left( \sum_{i=m}^{n-1} A_i \right) dt + \int_{a}^{b} \lambda_2 L^{-1} \left[ \frac{K_2(x,t)}{\xi_k(t)} \right] \left( \sum_{i=m}^{n-1} B_i \right) dt
\]

\[
- \sum_{j=0}^{k-1} \int_{a}^{x} \xi_j(t)(x-t)^{k-1} \left( \sum_{i=m}^{n-1} \gamma_i dt \right) \right|.
\]

Let \(n = m + 1\), then

\[
\|s_n - s_m\|_{\infty} \leq \psi \|s_{m+1} - s_m\|_{\infty} \leq \psi^2 \|s_{m+2} - s_{m+1}\|_{\infty} \leq \cdots \leq \psi^m \|s_1 - s_0\|_{\infty},
\]

so,

\[
\|s_n - s_m\|_{\infty} \leq \left[ \psi^m + \psi^{m+1} + \cdots + \psi^{n-1} \right] \|s_1 - s_0\|_{\infty}
\]

\[
\leq \psi^m \left[ 1 + \psi + \psi^2 + \cdots + \psi^{n-1} \right] \|s_1 - s_0\|_{\infty}
\]

\[
\leq \psi^m \left( \frac{1 - \psi^{n-m}}{1 - \psi} \right) \|Z_1\|_{\infty}.
\]
Since $0 < \psi < 1$, we have $(1 - \psi^{n-m}) < 1$, then $\|s_n - s_m\|_\infty \leq \frac{\psi^m}{1-\psi}\|Z_1\|_\infty$. But $|Z_1(x)| < \infty$, so, as $m \to \infty$, then $\|s_n - s_m\|_\infty \to 0$.

We conclude that $s_n$ is a Cauchy sequence in $C[0,1]$, therefore $Z = \lim_{n \to \infty} Z_n$.

**Theorem 3.3** If problem (1) – (2) has a unique solution, then the solution $Z_n(x)$ obtained from the recursive relation (13) using VIM converges when $0 < \phi = (\alpha \theta_5 + \beta \theta_6 + k \gamma^* \theta_4^*)(b-a) < 1$.

**Proof.** We have from Eq. (13):

$$Z_{n+1}(x) - Z(x) = Z_n(x) - Z(x) - \left( L^{-1} \left[ \sum_{j=0}^{k} \xi_j(x) [Z_n^{(j)}(x) - Z^{(j)}(x)] \right] \right)$$

$$- L^{-1} \left[ \lambda_1 \int_a^x K_1(x,t) [G_1(Z_n(t)) - G_1(Z(t))] dt \right]$$

$$- L^{-1} \left[ \lambda_2 \int_a^b K_2(x,t) [G_2(Z_n(t)) - G_2(Z(t))] dt \right].$$

If we set, $\xi_k(x) = 1$, and $W_n(x) = Z_{n+1}(x) - Z(x)$, $W_n(x) = Z_n(x) - Z(x)$, since $W_n(a) = 0$, then

$$W_{n+1}(x) = W_n(x) + \int_a^x \frac{\lambda_1 K_1(x,t)(x-t)^k}{k!} [G_1(Z_n(t)) - G_1(Z(t))] dt$$

$$+ \int_a^b \lambda_2 K_2(x,t) [G_2(Z_n(t)) - G_2(Z(t))] dt$$

$$- \sum_{j=0}^{k-1} \int_a^x \frac{\lambda_1 \xi_j(t)(x-t)^{k-1}}{(k-1)!} [D^j(Z_n(t)) - D^j(Z(t))] dt - (W_n(x) - W_n(a)).$$

Therefore,

$$|W_{n+1}(x)| \leq \int_a^x \left| \frac{\lambda_1 K_1(x,t)(x-t)^k}{k!} \right| W_n |\alpha dt + \int_a^b \left| \lambda_2 K_2(x,t) |W_n| \beta \right| dt$$

$$+ \sum_{j=0}^{k-1} \int_a^x \left| \frac{\lambda_1 \xi_j(t)(x-t)^{k-1}}{(k-1)!} \right| \max |\gamma_j| |W_n| dt$$

$$\leq |W_n| \left[ \int_a^x \alpha \theta_5 dt + \int_a^b \beta \theta_6 dt + \sum_{j=0}^{k-1} \int_a^x \theta_4^* \max |\gamma_j| \right]$$

$$\leq |W_n| (\alpha \theta_5 + \beta \theta_6 + k \gamma^* \theta_4^*)(b-a) = |W_n| \phi.$$ 

Hence,

$$\|W_{n+1}\| = \max_{\forall x \in J} |W_{n+1}(x)| \leq |W_n(x)| \leq \phi |W_n| = \phi \|W_n\|.$$  

Since $0 < \phi < 1$, then $\|W_n\| \to 0$. So, the series converges and the proof is complete.
4 Numerical Results

Example 1. Consider the following Volterra-Fredholm integro-differential equation.

\[ Z''(x) + Z'(x) - Z(x) = e^{x-1} - e^x - 1 + \int_0^x Z(s)ds + \int_0^1 e^{s+x}(Z(s))^2ds, \]

with the initial condition \( Z(0) = 1, Z'(0) = -1 \), and the exact solution is \( Z(x) = e^{-x} \).

| x    | Exact solution | ADM   | Error ADM | VIM   | Error VIM |
|------|----------------|-------|-----------|-------|-----------|
| 0.1  | 0.904837418    | 0.896160501 | 0.008676917 | 0.904350694 | 0.000486724 |
| 0.2  | 0.818730753    | 0.783594511 | 0.035136242 | 0.817029618 | 0.001701135 |
| 0.3  | 0.740818221    | 0.660685557 | 0.080132664 | 0.737405770 | 0.003412451 |
| 0.4  | 0.670320046    | 0.525762821 | 0.144557225 | 0.664765171 | 0.005554875 |
| 0.5  | 0.606530659    | 0.377106516 | 0.229424144 | 0.598327465 | 0.008203194 |
| 0.6  | 0.548811636    | 0.212950800 | 0.335860836 | 0.537264396 | 0.011547240 |
| 0.7  | 0.496858303    | 0.031483915 | 0.465101388 | 0.480719900 | 0.015865403 |
| 0.8  | 0.449328964    | -0.169154690 | 0.618483654 | 0.427831430 | 0.021497534 |
| 0.9  | 0.406569659    | -0.390880529 | 0.797450188 | 0.377571090 | 0.028818569 |
| 1.0  | 0.367879441    | -0.635673673 | 1.003553114 | 0.329664630 | 0.038214811 |

![Figure 1](https://example.com/figure1.png)

(a) Comparative between ADM, VIM, and Exact solutions
(b) Comparative between Error of ADM, VIM

**Figure 1:** Numerical Results of the Example 1.
Comparison Among the Methods

The comparison among the methods, it can be seen from the results of the above example:

- The methods are powerful, efficient and give approximations of higher accuracy. Also, they can produce closed-form solutions if they exist.
- Although the results obtained by these methods when applied to Volterra-Fredholm integro-differential equations are the same approximately. VIM is seen to be much easier and more convenient than the ADM.
- One advantage of VIM is that the initial solution can be freely chosen with some unknown parameters. An interesting point about this method is that with few number of iterations, or even in some cases with only one iteration, it can produce a very accurate approximate solution.
- The VIM has a more rapid convergence than the ADM. Also, the number of computations in VIM is less than the ones in ADM.

Conclusions

We present a comparative study between the Adomian decomposition and variational iteration methods for solving nonlinear Volterra-Fredholm integro-differential equations. From the computational viewpoint, the variational iteration method is more efficient, convenient and easy to use. Moreover, we proved the existence and uniqueness results and convergence of the solution. The methods are very powerful and efficient in finding analytical as well as numerical solutions for wide classes of linear and nonlinear Volterra-Fredholm integro-differential equations. The convergence theorems and the numerical results establish the precision and efficiency of the proposed techniques.
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