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ABSTRACT Individuals who demonstrate well-founded fears of persecution or face real risk of being subjected to torture, are eligible for asylum under Danish law. Decision outcomes, however, are often influenced by the subjective perceptions of the asylum applicant’s credibility. Literature reports on correlations between asylum outcomes and various extra-legal factors. Artificial Intelligence has often been used to uncover such correlations and highlight the predictability of the asylum outcomes. In this work, we employ a dataset of asylum decisions in Denmark to study the variations in recognition rates, on the basis of several application features, such as the applicant’s nationality, identified gender, religion etc. We use Machine Learning classifiers to assess the predictability of the cases’ outcomes on the basis of such features. We find that depending on the classifier, and the considered features, different predictability outcomes arise. We highlight, therefore, the need to take such discrepancies into account, before drawing conclusions with regards to the causes of the outcomes’ predictability.

INDEX TERMS Asylum adjudications, machine learning, automated decision-making.

I. INTRODUCTION

In Denmark, an individual who demonstrates a well-founded fear of being persecuted or faces a real risk of being subjected to torture is eligible for asylum. In Danish law, the exact legal thresholds reflect those established by international conventions, notably the 1951 Refugee Convention and the 1950 European Convention for Human Rights. These international treaties, however, remain largely silent when it comes to how states should go about assessing asylum claims. Asylum procedures are further subject to limited evidentiary material. As a result, national authorities are typically left to determine an individual’s legal eligibility on a narrow basis consisting of an oral testimony, which may itself be hampered by several factors, including imprecise language interpretation, insecurity or lacking trust towards the authorities among applicants, and psychosocial factors, such as PTSD, impairing the ability to precisely recount traumatic experiences.

The leaky ground, on which authorities must assess their subjective perceptions of asylum applicants’ credibility, questions whether, in all cases, adjudicators make the correct decision. Moreover, the subjective element in these assessments raises questions on whether individual asylum cases could be afflicted by implicit biases or stereotyping amongst adjudicators. In fact, recent studies have uncovered significant correlations between decision outcomes and the experience and gender of the assigned judge, as well as correlations between asylum outcomes and entirely external events such as weather and political elections [1], [2], [3], [4], [5], [6], [7]. Various researches and technological tools have been used to mitigate for such discrepancies and contribute to analysing
ML brings two key advantages to the process: (1) it is highly automated and can efficiently exploit years of experience in historical data, and (2) mined rules can be applied deterministically, thereby outputting a predictable outcome, based on each case’s characteristics. However, it also comes with a big caveat, widely known as the Garbage-In-Garbage-Out problem, where biases in historical decisions will be encoded in the data and therefore also become part of machine learned decision models [8], [9], [10].

To overcome this, the data on which a model is trained need to be reliable and representative, and we need to consider the risk of metrics and objective functions being shaped or even skewed towards political ends [11]. In addition as the data changes over the years and new variables become relevant, old models may become useless and thus need to be retrained on new, more relevant data [12].

In this paper, we analyse summaries of asylum-case decisions in Denmark, in order to explore variations in the recognition rates between different groups of applicants. Recognition rates refer to the fraction of received applications which were granted asylum. Our methodology can be summarized as follows. Firstly, we extract several features from the asylum applications in our dataset, we explore the varied recognition rates in relation to those features and discuss how such variations need careful interpretation on the basis of relevant laws. As we detail in Section II, literature plays host to a number of recent works that apply ML algorithms on datasets similar to ours, in an effort to use AI tools for uncovering biases and for building decision prediction models. Such studies often conclude on the predictability of the asylum decisions, and the existence of bias in the decision-making process. As a second task, therefore, we follow the paradigm and study the predictability of the decisions in our dataset. For this, we employ the various extracted features from the asylum applications in all possible combinations, and feed them as predictors to a number of classifiers. Different from similar works, our goal is to highlight the variation in accuracy results achieved by different classifiers and considered features. The conclusion of bias in a decision-making system requires deep understanding of the underlying system and its components, and it is influenced by the employed data and the used methodologies. As we show in Section III and discuss in Section V, different conclusions could be drawn from the results taken from different algorithms and data features. We wish to therefore impress on the importance of discussing the outcomes of different approaches, before drawing conclusions.

In summary, the paper’s contributions are as follows:

- we present and analyse a large publicly available dataset of actual decision texts on asylum cases in Denmark,
- we present variations in the asylum decisions,
- we apply Machine Learning to study the predictability of the decision outcomes,
- we find that asylum decisions’ predictability significantly varies with regards to the employed algorithms and data features, making it particularly important how one presents and interprets such results, before drawing conclusions,

II. RELATED WORKS

There is a growing body of literature both within law and data science addressing bias (or stereotyping) in legal decision-making. Recent scholarship has focused on offering empirical basis to investigate what drives a decision at law through computational methods. In this section we focus on literature that addresses: (a) bias in the outcomes of asylum cases, (b) the role of AI in decision-making and (c) computational approaches to law. For a broader literature review, see [13], [14], and [15].

A. BIAS IN ASYLUM DECISIONS

In [16], Chen and Eagle report biases stemming from several factors seemingly unrelated to the legal merits of the asylum applications themselves. The authors applied a random forest classifier to a dataset of 400,000 decisions from asylum hearings decided over a 32-year period and achieve an accuracy of 82% in outcome prediction, and suggest a number of extraneous factors which may indicate biases that can arise in asylum decision making. Dunn and Chen [17] use ML to analyse 600,000 asylum decisions of US judicial institutions, and achieve a predictability of 80% using only the identity of the judge and the applicant’s nationality. Chen et al [2] have further found the prevalence of the gambler’s fallacy in asylum adjudication, further indicating that decisions may be influenced by factors seemingly unrelated to the merits of a case. In [18] the authors analysed 400,000 asylum decisions and described the chance of receiving asylum in the US as a “refugee roulette”. In particular, the rate of success is strongly affected by random assignment of a case to a particular immigration judge, but also gender and work experience of the judge prior to appointment, as well as the quality of the applicant’s legal representation. In France, the SupraLegem project applied ML on migrant expulsion decisions to achieve a prediction accuracy of 90-99% and finding statistics indicating bias amongst certain judges, as some appear to be more likely over time to reject appeals than others, in a case load where cases are distributed randomly between judges. Other types of biases, or decision factors, have been explored in [19], where the authors show bias against applicants in Canada persecuted.
on account of bisexuality. In a study that examined decisions made by asylum officers and by immigration judges [20], from multiple countries, it was found that waning importance of human rights is more pronounced for asylum officers than for immigration judges after the attack on the World Trade Center in NY, USA. It is also reported that language heritage, specifically for asylum seekers from English, Spanish, and Arabic-speaking countries, substantially affects acceptance rates. The importance of implicit bias in immigration adjudication is highlighted in [21]. The article argues that the specific conditions under which immigration judges decide cases render them especially prone to the influence of implicit bias. Specifically, the article examines how factors such as immigration judges’ lack of independence, limited opportunity for deliberate thinking, low motivation, and the low risk of judicial review allow implicit bias to drive decision-making. Other studies suggest that biases may arise in cases where asylum seekers are represented by immigration consultants as opposed to certified lawyers [22].

This body of literature gives insight into the existence of bias in asylum decisions. However, whilst many of these works follow a rigid methodology, there are instances where the methodology is insufficiently explained, or the results are not carefully validated. In particular, the accuracy metric of a ML algorithm is not sufficient to explain variations and conclude on the existence of biases. Careful investigation of the algorithm’s performance is required, but also of the employed dataset and external information that is not accessible from the dataset (e.g., local or national laws.)

B. AI AND PUBLIC DECISION MAKING

There is a growing literature on automated decision-making in the legal domain and public administration [5], [13], [23], [24], [25], [26], [27]. Artificial intelligence itself has received controversial feedback from the community; on the one hand, machine learning algorithms have been criticised as unfair because of the bias and discrimination they may impose (see footnote examples in Section I). On the other hand, as we report further in this paragraph, machine learning has been presented as a valid solution for ameliorating the biases that may arise in human decision making. In [28] the suitability of AI is analysed for decision making in the legal profession, and is concluded that legal decisions are complicated and require a qualitative element which is not easily replaced by automation, but such tools may provide assistance in reaching those decisions. In [8] the authors propose that the use of AI can intensify asymmetries between the public authority and the immigrant. In [3] the authors engage in legal and ethical analysis of the use of AI in public administration and highlight the importance of ethical frameworks. In [29] the need for participatory design of AI decision-making systems in public administration is stressed. This view is echoed by [30] who stress the need to engage in multidisciplinary teams of researchers, policymakers and practitioners. Authors in [31] highlight how the use of AI for decision making in Canadian immigration applications may give rise to significant legal implications under international human rights law. Other studies propose the use of AI to overcome bias in decision making. In [32], the authors propose ML algorithms to predict extra-legal biases in judicial decisions. The need for in-depth empirical research to overcome uncertainties in algorithmic systems that arise in this context, is also proposed in [33]. The use of machine learning in empirical studies in the landscape of credibility is addressed in [34]. Machine learning for early acceptance or rejection of legal cases is proposed in [35]. In [36] the authors use natural language processing and ML for discovering violations of human rights law in relevant cases. The proposed models can predict the court’s decisions with an accuracy of 79%. Machine learning for predicting outcomes is also applied in [37] where an accuracy of 75% is achieved in predicting decisions of the European Court of Human Rights. The authors show that predictive accuracy depends on continuous model updating to keep track with developments in the law (with accuracy dropping to 58% when there is delay in update.)

C. COMPUTATIONAL APPROACHES TO LAW

Computational law is a rapidly growing field of research. Movzina et al. [38] use argument based machine learning to learn the rules that have been used as arguments in legal decisions. The authors construct a tool through which machine learning can adapt to new rules as they arise in new cases and thereby further elucidate the development of legal rules. The authors of [6] use random forest classifiers to predict judicial voting behaviour. In [39], the authors use natural language processing, text similarity and machine learning to identify transpositions in the national implementation of EU legal derivatives. Text analysis has also been applied in order to analyse asylum/visa decisions for the purpose of determining the accuracy of systems for assessing the credibility of applications [40]. The use of blockchain systems in refugee systems is discussed in [41]. Complex networks and language processing are considered in [42] where citation network analysis and corpus linguistics are applied to the case law of European Courts [43]. Complex networks are also applied in [44] to the study of evolution of legal precedent.

Our work joins the group of research that applies natural language processing to extract features from texts of the decisions of asylum cases and ML to investigate the predictability of the decision outcomes, on the basis of the given application features. Unlike previous similar works, we conduct our research using decision extracts from asylum appeals cases published by the Danish Refugee Appeals Board. The accuracy of the employed algorithms on predicting the outcome of asylum decisions is critically assessed, in order to validate whether it could be attributed to existing biases or to artifacts of the dataset.

III. RECOGNITION RATES IN DECISIONS OF ASYLUM CASES IN DENMARK

In this section we present our employed dataset, which contains decision summaries from asylum cases at the appeal
level in Denmark. Our dataset was taken from the publicly available repository Flygtningearven (FLN) Nævnsdatabase on the 20th of October 2020. It contains all summaries of decisions published until that day; that is, approximately 8,000 decisions to asylum applications tried by the Refugee Appeals Board, in the period 2003-2020. Those summaries were organized by the Secretariat of the Refugee Appeals Board’s along three dimensions: year of decision, country of origin of applicant and type of asylum claim (e.g., “political conditions”, “LGBT”, “first country of asylum”).

In order to get the data from the public repository, we extracted the html page containing all summaries across all three dimensions and then, by using the Python package Beautiful Soup, we removed all html markups and maintained the summaries’ useful text.

This dataset comes with a number of peculiarities which drive our methodology and shape the way we interpret our findings. Firstly, the dataset is not necessarily representative of the full set of cases and decisions treated by the Refugee Appeals Board in Denmark, as not all decisions are made publicly available. However, the yearly recognition rate published by RAB coincides with the yearly recognition rate we calculated on our dataset, therefore, we can confirm that the employed dataset is statistically representative, at least with regards to the recognition rate. Although this first peculiarity is a generally known limitation [19] and the selection criteria for the published decisions are unknown to us, analysing them remains valuable as it highlights the variations in the decisions of such datasets, as well as their characteristics. Secondly, the dataset contains only asylum cases that have been rejected by the first instance decision making authority, the Danish Immigration Service. It is therefore not representative of the complete set of asylum cases received in Denmark. Thirdly, the dataset only contains the summaries of the decisions and not complete transcripts of the interviews with the applicants, nor information on the judges making the decisions.

Despite the full case files not being available, the considered summaries represent a relative rich source from which we can extract meaningful information about the asylum seekers’ applications, the legal process followed and whether weight was accorded to external evidence. These summaries are furthermore particularly important since they represent the searchable database that legal practitioners have access to and rely on in terms of identifying relevant previous case law when preparing for a new decision. In our present analysis, we therefore focus on the considered features found in the summaries, and we concentrate on the impact such features might have on a case’s decision being overturned. This choice further ties in with previous research conducted in other countries in terms of creating a comparable basis for which to compare across different legal jurisdictions (as we detail in the Related Works section). The question therefore asked in our work is: “Are there asylum applications with such characteristics that make the Refugee Appeals Board more likely to overturn the initial decision taken at the first instance?”.

In the next paragraphs we describe the dataset, the application features we identified in the data, their distributions, as well as the techniques applied for their extraction from the decision text.

### A. DATASET FEATURES

The extracted summaries are written in Danish. As such, most of the following procedures were adjusted for the Danish language. In order to identify features of interest and to estimate the extraction error, two Danish members of our group, one a legal expert, independently studied and manually extracted features from 50 randomly sampled cases. We concluded on the following feature-set: the applicant’s country of origin (or nationality), the applicant’s identified gender, the applicant’s identified religion, the applicant’s identified ethnicity, the year the applicant entered Denmark, their marital status, their involvement in political parties and organizations, military involvement or experience, whether the applicant has applied for asylum in another country before coming to Denmark, whether discrepancies were identified in the applicant’s case, in cases of torture we check whether relevant investigation was carried out, the type(s) of asylum claim and finally, the Refugee Appeal’s Board decision on the case.

Due to variations in spelling and to a non-standard format followed in the written text across all decisions, an extraction error is expected. For its estimation, we compared the data extracted manually to the data extracted automatically for these 50 cases and estimated the accuracy error. We found that the features Country of Origin, Year of Entry, Year of Decision, existence of divergences and the type(s) of asylum claim were extracted precisely by our automated system. For Gender, we found that in some instances, some cases concern whole families, but our automated system assigned those to a Male applicant. The accuracy for Gender was estimated at 0.96. Accuracy of at least 0.83 was achieved for the rest of the extracted features. The values are presented in Table 1. The distributions presented in Section III-B have been adjusted accordingly; in particular, we have adjusted the counts within each category by adding a value calculated by using the estimated error for the particular category. Next, we present the extracted features and their distributions, separately.

1) **NATIONALITY**

The country of origin of the applicant is explicitly stated in the FLN repository. The distribution of nationalities is shown in Fig. 1(a), ignoring (for readability) nationalities with less than 10 cases. Most applicants come from the Middle East and Somalia, explained by the wars in these regions in the last decade. A number of applicants do not wish to reveal their country of origin; that appears as “Unknown homeland”.

3https://fln.dk/da/Praksis
FIGURE 1. (a) Fraction of asylum seekers per country of origin (nationality) (b) Acceptance rates per country of origin of asylum seeker (c) Fraction of asylum seekers per identified gender (d) Acceptance rates per identified gender of asylum seeker.

TABLE 1. Feature extraction accuracy.

| Feature(s)                               | Accuracy |
|------------------------------------------|----------|
| Entry Date, Date of Decision, Country of Origin | 1        |
| Type(s) of Asylum Claim, Divergences     | 1        |
| Marital Status                           | 0.97     |
| Gender                                   | 0.96     |
| Asylum elsewhere, Ethnicity              | 0.92     |
| Torture Investigation                    | 0.9      |
| Political Involvement                    | 0.84     |
| Religion, Military Involvement           | 0.83     |

2) GENDER
We employed natural language processing, using the nltk library in python, to extract and count the presence of gender specific words, such as he/male/his/man vs she/female/her/woman. We note that for cases categorised as “LGBT” or/and “Gender Persecution” (360 cases in total), the extracted gender information is the one identified and stated in the application text. Figure 1(c) shows the distribution of identified genders. Evidently, the vast majority of cases concern male applicants. Although the age range of each applicant is not stated in the decision summaries, we note that, as per the analysed text, a small fraction of these cases concern minor applicants.

3) RELIGION
Even though an applicant’s religion is not always explicitly stated in the texts, we could define regular expressions to extract the most common phrasing used for stating the applicant’s religion. As an auxiliary tool we used the library spacy, where items from the tokenized cases were labeled in a number of categories, including religion, organization, nationality, etc. Whenever a religion instance was extracted for a case, we compared it against a long constructed list of available religions and belief systems, and accepted it if it appeared more than once in the dataset; else it would be dumped in a generic category “Others”. For items not found in the religions list, we would count the frequency of the extracted item in the complete dataset. If that was more than 1 and less than 10, we dumped it in the generic category “Others”. If it was more than 10, we assigned it its own category. Otherwise, the item was ignored. The religions distributions are shown in Figure 2(a). Atheists, agnostics and non-believers are merged in the category “Non-religious”.

4) YEAR OF ENTRY
The year the applicant entered Denmark is usually not the same as the year when a decision is made by the Refugee Appeals Board. The average processing time for asylum applications at the first instance (Danish Immigration Service) is approximately 10-12 months. The case processing time at appeal level (Refugee Appeals Board) is slightly higher, approximately 14-18 months - and some cases may take significantly longer than those periods. What is more, the year the applicant entered Denmark is not necessarily the year the applicant made the asylum application, as in some cases, an applicant may have had a residence permit (e.g. family-related, work-related, or education-related) for a period of time before they decided to seek asylum. For its extraction from the text, we used regular expressions, as it is usually explicitly stated in the decision. Fig. 2(c) shows the number of analysed applications per year of entry in Denmark of the respective applicant. An obvious rise of incoming immigration appears within the last decade, especially at and around the year 2015, presumably related to the wars in Middle East and Somalia.

5) ETHNICITY
This feature was also extracted with the use of regular expressions. After we briefly inspected a large number of summaries manually, we identified common phrases used for presenting an applicant’s ethnicity. Fig 3(a) shows the fractions of found ethnicities, where cases with less than 6 instances are omitted (for readability). We observe that in 1 out of 5 cases, the applicant’s ethnicity either is not mentioned, or not detected by our method (possibly due to our regular expressions not being exhaustive).

6) BOARD’s DECISION
Because our dataset concerns appeals cases, decisions are usually given as either upholding the Immigration Service’s decision or not. To capture all possible ways of declaring the
Board’s decision, we used nltk and regular expressions. Our approach treats cases where the main applicant is accompanying some minor and only the minor was offered asylum as granted asylum. The decision rates are presented in Fig. 3(c). The high number of rejected cases is consistent with the yearly recognition rates reported by RAB.

7) TYPES OF ASYLUM CLAIM
Next, we present the types of asylum claim assigned to the scraped cases by FLN. Each case is assigned at least one type. In Fig. 3(d) we present the disjoint types and the fraction of cases with corresponding labels. The dominating type is the generic “Agents of Persecution”, followed by other generic categories, such as “General Conditions”, “Private Law Relationships”, “Political Relationships” and “Private Law Matters”.

8) INVOLVEMENT IN POLITICAL PARTIES
We employed the nltk and spacy tools and organized the decision texts into 6-grams. The ones containing any found related entities (such as political parties and organizations) were isolated and further explored for inclusion/membership phrasing around the found entity. For example, if “Hamas” was identified, we extracted the 6-grams that contained the word and looked for phrases such as “member of”, “part of” etc. Although we extracted exact information of the organizations/political parties an applicant might have been involved with, for the time being and the present analysis we have opted for a binary classification, that is, whether an applicant has any (or not) involvement with organizations and political parties. Figure 4(a) shows that for the vast majority of applicants, such involvement was not detected in the decision text.

9) MILITARY INVOLVEMENT
Following a similar procedure, a binary classification of involvement in military groups is followed. The distribution found in our dataset is shown in Figure 4(c), where we can see that for most applicants such involvement was not detected in the decision text.

10) MARITAL STATUS
Using regular expressions, we mined the marital information of the applicants, which we grouped in four classes: married, not married, used to be married, and no marital information detected in the text. The distribution of these classes is shown in Figure 5(a). A large percentage of applicants is not married or does not disclose the relevant information. 40% of our dataset corresponds to married applicants.

11) DETECTED DIVERGENCES
By using regular expressions, we extracted information indicating whether divergences were noticed in the applicant’s documents. For this, we constructed a list of possible ways that such divergences would be discussed in a legal context. As shown in Figure 5(c), a surprisingly large percentage of cases (nearly 40%) seems to have divergences detected in the asylum seeker’s application.
Similarly, we have extracted information on whether an applicant has applied for asylum in a different country, prior to their arrival in Denmark. We followed a binary classification which reflects the applicant’s seeking of asylum elsewhere, but not the outcome of that application. As shown in Fig. 6(a), such information is rarely detected in our dataset.

13) TORTURE CASES
Some cases are tagged as related to torture, or punishment. For these, we constructed regular expressions and applied language processing for extracting whether the applicant’s claims for torture were validated with medical examination. As we report in Fig. 6(c), not many of the cases in our dataset report torture. From those that do, most seem to not have the claim supported.

B. VARIATIONS IN RECOGNITION RATES
We present now the variations in the recognition (or overturn) rates detected in our dataset, that is, at what fraction within each category (i.e., feature) the initial decision by the Danish Immigration Service to deny asylum was overturned by the Refugee Appeals Board.

In Figure 1(b) we present the variations with regards the applicants’ country of origin. We observe that the applicants from Eritrea are the only group within which rejection and overturn rates are close to equal. Relatively high overturn rates are observed among Syrian and Ethiopian applicants. The absolute rejection rates in cases such as Morocco and Libya, call for further investigation, as to whether those rates are justified by the generally lower risk profiles of these nationalities, since the number of persons seeking asylum from these countries is not negligible, as shown in Fig. 1(a). Another interesting point is the absolute rejection of applicants that have not disclosed their country of origin.

Figure 1(d) shows the fraction of granted and non-granted applications per identified gender of the asylum seeker. We observe an ever so slight higher rate of overturn cases in the group of female applicants. We remark that this is not necessarily a sign of bias since gender-related persecution may itself be part of the asylum motive and women may be more at risk of being exposed to persecution than men in certain countries.

With regards to the applicant’s identified religion, as per the distribution presented in Fig. 2(a), we focus our attention on Muslim religions, Christianity, Yarsan, Non-religious and Other labels, as every other label has a much smaller representation in the dataset. As shown in Fig. 2(b), among the highlighted religions, the lowest overturn rate is found among Other Muslims, whereas specific Muslim religions, such as Shia and Sunni, enjoy similar recognition rates to Non-religious and Christians. Persecution of religious under-represented groups - as well as persons who renounce or convert to another religion - is an increasingly common phenomenon around the world. Yet a more detailed analysis, correlating religion with e.g. nationality and/or specific geographic origin, would be needed to better understand the underlying reasons for these rates.
Next, we looked at the rates per year of entry of an applicant in Denmark. As shown in Fig. 2(d), no clear-cut pattern can be observed. What we observe is an increase in the overturn rates for applicants that entered in the early 2000s and around the year 2012. The year an applicant entered the country and the year their case was tried by the Refugee Appeals Board are not necessarily the same. It is interesting therefore to examine whether specific years when the decisions were made have had higher recognition rates than others. This is presented in Fig. 7. Indeed, a higher number of granted cases at the appeals level appear for the year 2013. Different factors may help explain this shift. For example, the composition of the Refugee Appeals Board changed in 2013, introducing new members with different professional backgrounds as part of the decision making process. Yet, the fact that the overturn rate drops again already the following year, and does not change significantly as the composition of the board changes once again in 2016, does not support this conclusion. A more likely interpretation of this peak is that it signifies a moment of “legal evolution” [45], where the assessment or legal interpretation in regard to specific types of asylum cases changes. This would typically happen at the appeals level, leading the Refugee Appeals Board to overturn and/or reopen a higher number of cases until the new interpretation has been aligned at the level of the Danish Immigration Service.

Moving to the applicant’s involvement with political parties or/and organizations, we find no interesting observations in Fig. 4(b), rather a slightly higher overturn rate when no such involvement was detected. Similar results are taken with regards to an applicant’s involvement with military, as shown in Fig. 4(d).

A slightly higher percentage of overturned cases is found among applicants that are not, or used to be married, as presented in Fig. 5(b). In Figure 5(d), we observe an almost negligible higher overturn rate within cases where divergences were not detected, or were not reported, in the applicant’s decision text. Similar, with regards to an applicant’s earlier application for asylum to a country other than Denmark (Fig. 6(b)), a slightly higher overturn rate is observed for applicants that either haven’t applied elsewhere, or where such information was not detected in the decision text.

Finally, when looking at cases where torture was reported by the applicant, we find that twice as many applicants were granted asylum when their claim was supported, as opposed to those whose claim was not (Figure 6(d)). Even though the population of torture cases in our dataset is not enormous (see Fig. 6(c)), the observed variation in the torture cases can clearly indicate a (reasonable) favoritism to asylum seekers that have been victims of torture.

Discussion on the Found Variations: Although such variations (where observed) could be the result of biases in the decision process, such conclusion is neither easy, nor accurate to draw due to a number of reasons. Firstly, as already highlighted, our dataset is not fully representative. It does not include cases granted asylum at the first instance. Moreover, not all decisions by the Refugee Appeals Board are made publicly available in the FLN database. Thirdly, and perhaps more importantly, our dataset only includes features directly tied to an asylum seeker’s application, which, to some extent, are legally relevant. In other words, factors such as the applicant’s religion, gender, nationality and year of entry in a country may all have a direct impact on whether the person is at risk of persecution and meet the legal thresholds established
by international refugee and human rights law. For instance, the 1951 Refugee Convention specifically requires that a person has a well-founded risk of persecution “for reasons of race, religion, nationality, membership of a particular social group or political opinion”. Our analysis thus differs from related works focusing on factors that, from a legal perspective, ought to be irrelevant to the decision of an asylum case, such as the judge’s identity, external events or case processing number. This is not to say that bias may not be linked to core applicant characteristics such as nationality and religion [46], but such a conclusion would require a more in-depth qualitative analysis of the cases and/or access to comparable datasets from other countries. We are, at the moment, in the process of acquiring and analysing a more complete dataset of FLN decisions and comparable datasets from around the globe.

We conduct next a more in-depth analysis and understanding on the existence of predictable information in the asylum decision summaries.

**IV. MACHINE LEARNING FOR PREDICTING THE OUTCOME OF A CASE**

We study now the predictability of the decision outcomes, on the basis of the features considered in our work. First, we calculate the importance of each feature for the predictability of the outcome, using a random forest classifier. Next, we apply a number of ML classifiers on the dataset, giving as predictors every possible combination of our feature space.

Due to the categorical type of most of our features, we constructed a numerical version of each feature in the dataset. That is, binary features, such as the decision, gender, inclusion in political or military organizations, have been coded using 0 and 1 values. Features with a larger range of values, such as the applicant’s country of origin, religion and ethnicity, were coded using numbers in the range of the feature’s size.

As we observed in Fig. 3(c), our dataset is skewed, with regards to the decision outcomes. Such imbalance could make it difficult for any significant patterns to be revealed. We therefore created a second, balanced dataset, where an equal number of cases of either outcome were sampled from the complete dataset. We discuss our findings on both datasets, referring to them as complete and sampled dataset.

**A. FEATURE IMPORTANCE**

We use a Random Forest Classifier to calculate the importance score that each feature has in predicting the outcome of an asylum case. Figure 8 shows the importance scores, calculated using the library Scikit-learn in python on the complete dataset. We observe that Religion, the Asylum Category and the Date of Entry of the applicant in Denmark are the top-3 predictors, with the applicant’s Ethnicity, Nationality (Country of Origin) and Date of the case’s Decision following next. Similar results were achieved on the sampled dataset, with the applicant’s Nationality ranking as the 3rd highest feature and ethnicity as the 5th. This analysis suggests that some of these features could be carrying information that can be used for predicting a case’s outcome.

**B. CLASSIFICATION MODELS**

Next, we build classifiers to investigate whether we could predict the outcome of an asylum case, and with what accuracy, by looking at some of the applicant’s characteristics. We repeat that this predictability may or may not imply a bias in the system, as some of the considered features are legally relevant for the outcome of a case.

We build a number of classifiers, each of them using as input a different combination of features, and a different learning method. Given our 13 features, we ended up with a total of $2^{13} \approx 8000$ combinations. For testing each classifier, we randomly divide our dataset in a training subset (containing 80% of the cases) and a validation subset (containing the remaining 20% of the cases) and applied 10-fold cross validation.

We use the following learning methods [47]: Decision Tree, Random Forest, Support Vector Machine, Logistic Regression, Neural Networks and Naive Bayes. We use the algorithms implemented with the python library sklearn. For Neural Networks, we use Keras.

An overwhelming large number of models and learning methods achieved accuracy of at least 70%, suggesting that certain features (or combinations of features) can predict the cases’ outcomes decided by the Refugee Appeals Board. Such predictability constitutes a worrisome finding, with controversial implications for the trust of asylum applicants in the relevant systems. We look next at the results in detail.

**1) NAIVE BAYES**

All Naive Bayes models on the sampled dataset achieved accuracy between 44% and 62%. The Asylum Type, Date of Decision, Entry date, applicant’s gender and involvement
in political parties are the features that jointly achieved the highest accuracy. On the complete dataset the accuracy was around 78%, with negligible variance. By looking closely at the performance results, in the complete dataset we notice significantly higher accuracy and precision on the class “Not granted asylum” whereas the class “Granted asylum” had lesser performance. On the sampled dataset, the accuracy and precision values within the two classes where similar, and of at least 46% precision. This suggests that the models primarily guess the outcome and do not really use any input feature as informative predictor.

2) DECISION TREE
Accuracy between 44 − 78% is achieved by the models built using a Decision Tree on the sampled dataset and between 83% and 92% in the complete dataset. Interestingly, on the sampled dataset, most models achieve accuracy on the highest scores (at least 65%) where the accuracy and the precision of both classes is at least 64%. The within-class accuracy and precision is lower in the case of the complete dataset, with values of 45%. The models achieving the higher accuracy on both datasets are trained on combinations of most features we consider in the study, but most of these models contain the applicant’s Nationality, ethnicity, religion and date of entry in Denmark. Other features that appear in the higher ranking models are the Gender of the applicant and their involvement in military and in political parties.

3) RANDOM FOREST
Similar results as the Decision Tree where achieved with a Random Forest classifier, but with the highest achieved accuracy at 82% in the sampled dataset, and 85% in the complete dataset. The same subsets of features as for the Decision Tree are the ones achieving the best performance. The features achieving the highest performance are indeed the ones scoring highest in Fig 8. Although the performance values cannot be used to concretely establish bias in the decision system, these are nevertheless worth highlighting for further exploration, as an at least 78% precision is achieved with those.

4) SUPPORT VECTOR MACHINE
Accuracy between 42% and 61% is achieved when we use SVMs on the sampled dataset. On the complete dataset, however, the accuracy varies from 22% to 78%. By looking closely at those results, we observe that in the sampled dataset, the dominant class “Not-granted asylum” exhibits poor accuracy and precision as opposed to the secondary class, whereas the exact opposite results are observed in the complete dataset. Given the poor in-class performance of the SVMs models, we cannot draw any conclusions and further investigation of the model is necessary.

5) LOGISTIC REGRESSION
Logistic Regression models returned results comparable with Naive Bayes on both datasets.

6) NEURAL NETWORK
Using the library Keras, we built a neural network for predicting the outcome of an asylum case, given the considered features. We tried a number of configurations, in terms of number of hidden layers and length of each layer. Accuracy of at most 69% was achieved by the models that had 2 or 3 hidden layers and 95-120 nodes each, on the sampled dataset. On the complete dataset, the same configuration achieved an accuracy of at most 77%. For the hidden layers, we used the activation function relu, whereas for the output layer we used a sigmoid activation function. Our networks ran in 100 epochs, of batch size 30. These results motivate us for future further exploration and deeper analysis of the neural network approach.

An overview of the classification results on the sampled dataset can be seen in Fig. 9. We omit the confusion matrices, due to the large number of models employed and the variability of the matrices contents across the models, which prevent us from aggregating them in a meaningful way.

![Boxplots of classification accuracy over all built models, across all tested classifiers, and on the sampled dataset.](image)

V. DISCUSSION
A number of observations can be made from our analysis, in the context of using Machine Learning for predicting outcomes in the legal domain, or/and building models for automated decision-making, in the same domain.

- First, we underscore the need for representative datasets.
- Secondly, we highlight the value of using incomplete datasets, like the one employed in our study, for revealing and studying variations in adjudications.
- Third, we remark on how the choice of the classifier significantly affects the prediction accuracy. Although this does not constitute news in the ML community, it should be considered and discussed when presenting classification and prediction results, especially when the end goal is to conclude to discrepancies caused by biases in the system. Unfortunately, a lot of relevant studies in literature opt for reporting the best results from one classifier without discussing the use of alternate models. In our work, we employed the most popular prediction classifiers, with Random Forest and Decision Tree being the algorithms used in the majority of similar researches.
(for instance, references [16], [17]). We found that the large variation of the accuracy results across algorithms, makes the choice of the algorithm an important decision to discuss.

- Fourth, our analysis suggests that some features carry information with potentially predictive properties with regards to the outcome of an asylum case. Information such as an applicant’s cultural background, the year they entered the country and/or the year their case was appealed, could be used to predict whether their initially rejected case would be overturned by the Refugee Appeals Board, with as high as 82% accuracy, when a Random Forest Classifier is used. However, such features are to some extent legally relevant for the decision on granting asylum to an applicant. This fourth observation calls for further analysis, in order to validate the predictability of the outcome on the basis of such (or other) features, on a more representative dataset, which is left for future work.

- Last, we would like to define the borders of our analysis. Even though there are international and European treaties which establish the thresholds within which granting or refusing asylum should be practised, individual countries decide on how to assess asylum claims, resulting in possible variability on recognition rates for seemingly similar applications. What is more, asylum decision-making entities vary from country to country, from single judges to boards of also varying capacity. Consequently, the results of our study, as well as studies similar to ours, cannot be directly applied or used to explain the recognition rates of other countries. We hope, however, that our work and works similar to ours will inspire more researches across the globe to explore the recognition rates of asylum cases in their countries, resulting in a large database of international asylum law which could serve for in depth analysis of the topic.

Next, we raise some additional points, with regards to asylum case law.

The widespread variations in recognition rates for asylum claims constitute a fundamental puzzle in refugee research: Why, despite decades of regional harmonization and growing international jurisprudence, are national adjudicatory outcomes not more aligned [48], [49]? While political shifts have led to a host of changes in national immigration laws, legislative changes rarely impact the structure of procedures or criteria for awarding asylum [50]. Asylum decision-making, or refugee status determination, is moreover a complex process. The use of ML appears to be an efficient way to interrogate this process and the legal outcomes emanating from it. In areas such as asylum law, where decision-making remains non-transparent, subject to administrative discretion and/or more inter-subjective assessments of how the law should be applied, ML may help both researchers/social organisations who wish to identify systemic issues and biases across large numbers of legal decisions as well as courts and legal institutions who seek to preempet bias arising in their institutional practices [52].

VI. CONCLUSIVE REMARKS

Asylum decision-making, or refugee status determination, is a complex process. The use of ML appears to be an efficient way to interrogate this process and the legal outcomes that result from it, granted of course the availability of representative datasets. In this study we analysed a publicly available dataset containing a large number of summaries of asylum cases, initially rejected, and re-tryed by the Refugee Appeals Board in Denmark. We highlight variations in the recognition rates, with regards to a number of applicants’ features, and apply ML classification in order to study the predictability of the cases’ outcomes. We conclude that the choice of applied classifier shapes the predictability outcome. Being in the process of acquiring and analysing an even larger and representative dataset of asylum cases treated in Denmark and in other countries, we are on our way to validate and compare the present results with new findings. Given the more detailed dataset, we plan to identify and extract more elaborate features, and study the predictability of the decision on the basis of those.
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