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Abstract—Optimization algorithms are of great importance to efficiently and effectively train a deep neural network. However, the existing optimization algorithms show unsatisfactory convergence behavior, either slowly converging or not seeking to avoid bad local optima. Learning rate dropout (LRD) is a new gradient descent technique to motivate faster convergence and better generalization. LRD aids the optimizer to actively explore in the parameter space by randomly dropping some learning rates (to 0); at each iteration, only parameters whose learning rate is not 0 are updated. Since LRD reduces the number of parameters to be updated for each iteration, the convergence becomes easier. For parameters that are not updated, their gradients are accumulated (e.g., momentum) by the optimizer for the next update. Accumulating multiple gradients at fixed parameter positions gives the optimizer more energy to escape from the saddle point and bad local optima. Experiments show that LRD is surprisingly effective in accelerating training while preventing overfitting.

Index Terms—Neural network, optimization algorithm, regularization.

I. INTRODUCTION

The principle of training a deep neural network is to minimize a high-dimensional nonconvex loss function. This is performed by gradient-descent-based algorithms, which update the network parameters along the opposite direction of their gradients. The existing optimization algorithms exhibit differentiated convergence behavior when searching for the optimal point in the high-dimensional parameter space due to different update paradigms. Specifically, nonadaptive algorithms (e.g., stochastic gradient descent momentum (SGDM) [1]) converge slowly, but tend to reach good local optima, where the generalization of the trained network is decent. In contrast, adaptive algorithms (Adam [2], Amsgrad [3], RMSprop [4], RAdam [5], etc) apply adaptive learning rates to accelerate training, but usually converge to bad local optima. Given the imperfections of these optimization algorithms, how to achieve rapid convergence while maintaining good generalization has become a focus topic.

To accelerate the training process, the most widely used technique is batch normalization (BN) [6]. BN normalizes the features along the sample dimension in a mini-batch for training, and its efficiency is related to a proper batch size. Another popular technique is momentum, which uses gradient statistics to stabilize training. Beyond these sophisticated methods, the most effective and simplest trick for accelerating training is to reduce the parameters to be updated. As is known, small networks are easier to converge than big networks. The rationale behind is that a small network has fewer parameters to be updated, so it is easier for the optimizer to find a local optimum in the parameter space. This inspires us to freeze some parameters of a big network and update only the remaining parameters to speed up convergence (as shown in Fig. 1).

Recently, some regularization techniques (e.g., dropout [7], weight decay [8], noisy label [9]) have achieved great success in improving model generalization. The most impressive one is dropout, which can prevent feature coadaptation (a sign of overfitting) effectively by randomly dropping the hidden units (i.e., their activation is zeroed). Dropout can be interpreted as a way to apply Bernoulli noise to the hidden units. Other methods can achieve similar regularization effects by injecting noise into gradients [10], label [9], and activation functions [11]. The effectiveness of these regularization techniques stems from their perturbation to the training process. These unexpected perturbations give the optimizer more opportunities to escape from bad local optima and find better results. However, many researchers have found that these regularization methods can improve generalization at the cost of training time [12]. This is because the random perturbation at each training step hinders the network from learning and memorizing the training data. Therefore, it is hard to achieve both rapid convergence and good generalization.

Based on the above observations, we propose a new optimization technique, learning rate dropout (LRD), to help the optimizer accelerate the training process and improve the model generalization capability. The key difference between LRD and standard dropout [7] is that LRD randomly drops the learning rate of model parameters rather than dropping hidden units. This means that LRD does not interfere with the forward propagation of the network, but only performs in the process of gradient back propagation. During training,
the optimizer dynamically calculates the gradient and assigns a learning rate to each updated parameter. LRD works by randomly determining which parameters are not updated (i.e., the learning rate is set to zero) for the current training iteration. To do this, the learning rate for each parameter is retained with a fixed probability $p$, independently of other parameters, or is dropped with probability $1 - p$. A dropped learning rate is temporarily set to zero, which does not affect the update of other parameters or subsequent updates.

At each training step, LRD allows a random subset of network parameters to be updated, while the rest are fixed. Since the parameters to be updated are reduced, the optimizer finds the local optimum in the parameter space more easily. Therefore, convergence is accelerated [13]. For parameters whose learning rate is dropped, the update is paused (parameter values are temporarily fixed), but their gradients are stored by the gradient accumulation component (e.g., momentum) of the optimizer. This means that LRD enables the optimizer to perform multiple gradient estimation and accumulation on the parameters (whose values are fixed). The accumulated gradient gives the optimizer more energy to escape from the bad local optima. Extensive experiments demonstrate the effectiveness of LRD. LRD can be trivially embedded into the existing optimization algorithms and consistently show improvements in both training speed and generalization.

II. RELATED WORK

Various optimization algorithms and techniques are devoted to improving neural network training. The following is a brief review of some related work.

A. Optimization Algorithms

The task of training a neural network is an optimization problem which is commonly solved by gradient-descent-based algorithms. SGD [14] is a widely used approach, which performs well in many research fields. However, it has been observed that SGD has slow convergence since it scales the gradient uniformly in all the directions. To address this issue, variants of SGD adaptively rescale the gradient to achieve fast convergence. Examples include RMSprop [4], Adadelta [15], and Adam [2]. In particular, Adam is the most popular adaptive optimization algorithm due to its rapid training speed. However, Adam [16] tends to converge to the bad local optimum, resulting in disappointing generalization. Recently, Amsgrad [3] and Adabound [17], two variants of Adam, were proposed to solve the convergence issues of Adam by bounding the learning rates. Furthermore, RAdam [5] also aims to further improve Adam by rectifying the variance of the adaptive learning rate. While these adaptive methods [18] often display faster progress in training, they have also been observed to fail to converge well in many cases.

B. Optimization Techniques

Many techniques enhance model generalization by introducing noise into different parts of training (e.g., input [19], weight [20], activation [21], label [9], and gradient [10]). Kirkpatrick et al. [22] demonstrate that noise can help stabilize the state of a complex system using small random perturbations to change it. Bishop [23] proves that applying additive noise to the input is equivalent to a regularization term in a loss function if the noise amplitude is sufficiently small. Gulcehre et al. [11] show that noisy activation functions (e.g., softmax [21] and tanh) are easier to optimize. Replacing the nonlinearities by their noisy counterparts usually leads to better results. Neelakantan et al. [10] add noise to gradients to avoid overfitting and result in lower training loss. Xie et al. [9] imposes regularization within the loss layer by randomly setting the labels to be incorrect. Similarly, the standard dropout [7] is a way of regularizing a neural network by adding Bernoulli noise to its hidden units. Wan et al. [24] further propose DropConnect, which is a generalization of dropout. DropConnect sets a randomly selected subset of weights to zero, rather than hidden units. The random perturbation caused by these regularization techniques makes the trained model not easily trapped in bad local optima, but slows down the convergence [25]. Slow convergence is annoying, especially for training deep neural networks. A fast and efficient training is what researchers desire. However, compromise often occurs between training speed and model generalization. The LRD in this article can effectively alleviate these problems, which significantly contributes to the training speed and model generalization.

III. METHODOLOGY

We start our discussion on LRD by integrating it into an online optimization problem [26].
Algorithm 1 Generic Framework of Optimization With LRD.

\( \odot \) Indicates Elementwise Multiplication

**Require:** \( \alpha : \) learning rate, \( \{\phi_i, \psi_i\}_{i=1}^n : \) functions to calculate momentum and adaptive rate, \( W_0 : \) initial parameters, \( f(W) : \) stochastic objective function, \( p : \) dropout rate, and \( \text{AdaptiveMethod} : \) False or True.

**Ensure:** \( W_T : \) resulting parameters.

1: for \( t = 1 \) to \( T \) do
2: \( G_t = \nabla f_t(W_{t-1}) \) (Calculate gradients w.r.t. stochastic objective at timestep \( t \)).
3: \( M_t = \phi_t(G_1, \cdots, G_t) \) (Accumulation of past and current gradients).
4: if \( \text{AdaptiveMethod} \) is True then
5: \( V_t = \psi_t(G_1, \cdots, G_t) \) (Accumulation of squared gradients).
6: \( \Delta W_t = M_t / \sqrt{V_t} \).
7: else
8: \( \Delta W_t = M_t \).
9: end if
10: Randomly sample learning rate dropout mask \( D_t \) with each element \( d_t^{(i)} \sim \text{Bernoulli}(p) \).
11: \( A_t = \alpha D_t \) (Randomly drop learning rates at timestep \( t \)).
12: \( W_t = W_{t-1} - A_t \odot \Delta W_t \).
13: end for

**A. Online Optimization**

A generic framework of optimization methods with LRD is presented in Algorithm 1 (all multiplications are elementwise). Consider a neural network with weight parameters \( W \). Assume \( W = (w^{(1)}, \ldots, w^{(n)}) \), where \( n \) is the number of parameters. In the online setup, at each time step \( t \), a mini-batch of data passes through the network. A loss function \( f_t \) is then revealed, and the model incurs loss \( f_t(W_{t-1}) \). The optimization algorithm modifies the current parameters \( W_{t-1} \) using the gradient \( G_t = \nabla f_t(W_{t-1}) \) and possibly other terms including earlier gradients.

Algorithm 1 encapsulates many popular adaptive and non-adaptive methods by the definition of gradient accumulation terms \( \phi(\cdot) \) and \( \psi(\cdot) \). In particular, the adaptive methods are distinguished by the choice of \( \psi(\cdot) \), which is absent in nonadaptive methods. Most methods contain the similar momentum component

\[
M_t = \phi_t(G_1, \cdots, G_t) = \beta M_{t-1} + \eta G_t \tag{1}
\]

where \( \beta > 0 \), \( \eta > 0 \), and \( \beta \) are the momentum factors. The momentum accumulates the exponentially moving average (EMAvg) of previous gradients to correct the current update.

**B. Learning Rate Dropout**

During training, the optimizer assigns a learning rate \( \alpha \), which is typically a constant, to each parameter. Embedding LRD into the optimization process, the learning rate of each parameter at each training step is kept with probability \( p \), independently of other parameters, or set to zero otherwise. At each time step \( t \), a random binary mask \( D_t \) (\( D_t \) has the same dimension as \( W \)) is sampled to encode the learning rate information with each element \( d_t^{(i)} \sim \text{Bernoulli}(p) \). Then the masked learning rate \( A_t \) at time step \( t \) is obtained by

\[
A_t = \alpha D_t. \tag{2}
\]

For a model parameter \( w^{(i)}_t \), a learning rate of 0 means not updating its value. For a model, applying LRD is equivalent to randomly sampling one from \( 2^n \) parameter subsets and updating it at the current training step (see Fig. 2).

**C. Gradient Accumulation**

In general training (without LRD), each model parameter is updated at each training step. Therefore, for a parameter \( w^{(i)}_t \), the time interval \( \lambda \) between its two adjacent updates is 1. With LRD, each parameter is updated intermittently because the learning rate may be dropped. Then, the update interval of the parameter \( w^{(i)}_t \) is \( \lambda \geq 1 \), and its expectation is the reciprocal of the dropout rate \( p \)

\[
E(\lambda) = \frac{1}{p}. \tag{3}
\]
TABLE I

| Dataset          | Model    | SCGD / LRD | RMSprop / LRD | Adam / LRD | AMSGrad / LRD | RAdam / LRD |
|------------------|----------|------------|---------------|------------|---------------|-------------|
| MNIST            | FCNet    | 97.75 ±0.32 | 98.46 ±0.28   | 97.92 ±0.29 | 98.40 ±0.25   | 96.05 ±0.35 |
|                  |          | 98.30 ±0.35 | 98.23 ±0.38   | 98.09 ±0.20 | 98.50 ±0.31   | 97.97 ±0.29 |
| CIFAR-10         | ResNet-34| 95.25 ±0.16 | 95.54 ±0.30   | 92.71 ±0.35 | 93.68 ±0.29   | 93.05 ±0.27 |
|                  |          | 93.45 ±0.27 | 93.77 ±0.26   | 93.31 ±0.19 | 93.73 ±0.28   | 94.04 ±0.23 |
| CIFAR-100        | DenseNet-121 | 79.09 ±0.14 | 79.42 ±0.18   | 70.21 ±0.43 | 74.82 ±0.37   | 72.55 ±0.36 |
|                  |          | 73.91 ±0.26 | 75.23 ±0.22   | 71.81 ±0.30 | 73.04 ±0.25   |             |

Note that LRD disturbs the update of parameters, but all gradient information is stored by gradient accumulation technology (e.g., momentum). Generally, momentum only stores the gradient once for the parameter \( w(i) \) at its value \( w(i-1) \) [i.e., \( \nabla f_i(w(i-1)) \)]

\[
m_{i}^{(i)} = \lambda m_{i-1}^{(i)} + \eta \nabla f_i(w(i-1)). \tag{4}
\]

Then, \( w(i) \) is updated by

\[
w_i^{(i)} = w_{i-1}^{(i)} - \alpha m_i^{(i)}. \tag{5}
\]

However, LRD changes this routine. LRD makes the parameter update interval \( \lambda \) greater than or equal to 1, which means that the optimizer calculates the gradient for \( w_{i-1}^{(i)} \) \( \lambda \) times until \( w_{i-1}^{(i)} \) is updated (i.e., the learning rate is not dropped)

\[
w_{i-1+\epsilon} = \begin{cases} w_{i-1}, & 1 \leq \epsilon < \lambda \\ w_{i-1} - \alpha m_{i-1+\lambda}, & \epsilon = \lambda. \end{cases} \tag{6}
\]

According to (4) and (6), \( m_{i-1+\lambda} \) can be expressed as

\[
m_{i-1+\lambda} = \lambda m_{i-2+\lambda} + \eta \nabla f_{i-1+\lambda}(w_{i-2+\lambda}) = \lambda m_{i-2+\lambda} + \eta \nabla f_{i-1+\lambda}(w_{i-1}). \tag{7}
\]

Further expanding (7), then

\[
m_{i-1+\lambda} = \lambda^2 m_{i-1} + \eta \sum_{\epsilon=1}^{\lambda} \beta^{\lambda-\epsilon} \nabla f_{i-1+\epsilon}(w_{i-1}). \tag{8}
\]

In (8), all the gradients for \( w_{i-1} \) are stored by momentum. This multiple gradient estimation helps correct the update of the parameters. Moreover, accumulating multiple gradients at the same parameter position (i.e., \( w_{i-1} \)) gives the optimizer more energy to escape from the local optimum. Specifically, accumulating gradients may significantly amplify the gradients of some parameters. When updating the parameters, the amplified gradient forces the optimizer to deviate from the poor local optimum and search for other flatter optima. In the following toy example, we will more intuitively demonstrate the effect of gradient accumulation.

**D. Toy Example**

LRD randomly samples some parameters at each training step to update. Due to the limitation of the parameter space, the speed of the optimizer to search local optimum is significantly improved. More importantly, LRD enables optimizers with gradient accumulation components to actively explore in the parameter space, thus preventing overfitting.

To better understand how LRD helps training, we show a toy example to visualize the loss descent path during optimization. Consider the following nonconvex function:

\[
f(x, y) = (1.5 - x^2 + y^2) + (2.25 - x^2 + y^2)^2 + (2.625 - x^2 + y^2)^3 \tag{9}
\]

where \( x \in [-4, 0], y \in [-2, 0, 3, 0] \). The optimizer is Adam, which searches for the minima of this function in the 2-D parameter space. For this function, the point \((-0.74, 1.40)\) is the optimal solution. As shown in Fig. 3, the convergence of Adam is sensitive to the initial point. Different initializations lead to different convergence results. Adam is easily trapped by the minimum near the initial point, even if it is a bad local minimum. In contrast, LRD makes Adam more active and exploratory. During training, the optimizer explores various optimization directions. Even if the optimizer reaches a local minimum, it tends to search for other better and flatter minima due to gradient accumulation and LRD. This example illustrates that the LRD can effectively help the optimizer escape from suboptimal points and find a better result.

**IV. EXPERIMENTS**

In this section, extensive experiments are performed to validate the effectiveness of LRD. The experiments involve multiple computer vision tasks, including image classification, segmentation and detection. To further demonstrate the generality of LRD, different models and optimization algorithms are used in the experiments.

**A. Image Classification**

LRD is first applied to multiclass classification problems. The datasets are MNIST, CIFAR-10/100, tiny ImageNet, and ImageNet. To make a comprehensive evaluation, various optimizers are used for training, including SGDM [1], RMSprop [4], Adam [2], AMSGrad [3], and RAdam [5]. The hyperparameters of each optimizer keep their default settings. For example, the initial learning rates for SGDM, RMSprop, Adam, AMSGrad, and RAdam are 0.1, 0.001, 0.001, 0.001, and 0.03, respectively. For optimizers with LRD, if not specified, the dropout rate \( p \) (the probability of performing an individual parameter update in any given iteration) is set to 0.5. Each experiment is repeated five times, and the results are reported in the format of mean ± standard deviation (std). All the experiments are performed on a server with two NVIDIA RTX6000 GPUs.

1) **MNIST:** The MNIST digits dataset [27] contains 60000 training and 10000 test images of size 28 x 28. The task is to classify the images into ten digit classes. Following the previous publications [28], a fully connected neural network (FCNet) with two hidden layers is adopted.
Fig. 4. Learning curves for a fully connected network on MNIST. Top: training loss. Middle: training accuracy. Bottom: test accuracy. (a) SGDM. (b) RMSprop. (c) Adam. (d) AMSGrad. (e) RAdam.

to handle this digit classification problem. Each hidden layer contains 1000 neurons and is followed by the rectified linear unit (ReLU) [29] activation function. The training is on mini-batches with 128 images per batch for 100 epochs through the training set. A decay scheme is not used. The learning curves are shown in Fig. 4, and the test accuracies are reported in Table I.

2) CIFAR: The CIFAR-10 and CIFAR-100 datasets consist of 60000 RGB images of size 32 x 32, drawn from 10 and 100 categories, respectively. About 50000 images are used for training and the rest for testing. In both the datasets, training and testing images are uniformly distributed over all the categories. To show the broad applicability of the proposed method, we use ResNet-34 [30] for CIFAR-10 and DenseNet-121 [31] for CIFAR-100. Following the parameter setting in [17], both the models are trained for 200 epochs with a mini-batch size 128. The learning rate is reduced by ten times at the 100th and 150th epochs. The weight decay rate is set to $5e-4$. The results are reported in Figs. 5 and 6 and Table I.

3) Tiny ImageNet: The Tiny ImageNet [32] dataset is a subset of the ILSVRC2014 dataset with 200 categories. Each
Fig. 6. Learning curves for DenseNet-121 on CIFAR-100. Top: training loss. Middle: training accuracy. Bottom: test accuracy. (a) SGDM. (b) RMSprop. (c) Adam. (d) AMSGrad. (e) RAdam.

class contains 500 training images and 50 validation images. Each image has been downsampled to the size of 64 × 64. This classification task is performed by ResNeXt50(32-4d) [33], which is trained by SGDM. This network is trained for 90 epochs, and the learning rate is reduced by multiplying 0.1 at the 30th and 60th epochs. The weight decay rate is set to $5 \times 10^{-4}$, and the batch size is 100. The comparison results are shown in Fig. 7.

4) ImageNet: ILSVRC-2012 [34] is a large-scale image classification dataset with 1000 classes. The training data contain 1.2 million images, and the validation set contains 50,000 images. LRD is used by ResNet-50. This network is trained by SGDM with an initial learning rate of 0.1. The learning rate is divided by 10 at the 20th, 40th, and 60th epochs, and the training ends at the 80th epoch. The weight decay rate is set to $5 \times 10^{-4}$, and the batch size is 256. The top-1 and top-5 classification accuracies are reported in Fig. 8.

5) Discussion: The above results validate the effectiveness of LRD for various classification tasks, ranging from the simple MNIST to the difficult ImageNet. Classification networks with LRD consistently show performance improvements, which proves the broad applicability of LRD. Its effectiveness is not limited to a specific task or network architecture. Besides the optimizers with and without LRD exhibit distinct convergence behaviors. These optimization algorithms without LRD either have slow training or lead to poor generalization. In contrast, LRD benefits all the optimization algorithms by improving the training speed and generalization. In particular, by embedding LRD into the nonadaptive method SGD, its promoted convergence speed is even comparable to the adaptive methods. This is achieved by reducing the parameters updated at each iteration. For other adaptive methods, the classification accuracies are significantly improved. This is because the gradient accumulation in LRD helps prevent the trained models from overfitting.

6) Computational Efficiency: LRD is simple and efficient. It can be easily embedded into the existing gradient descent algorithms by adding two lines of code. LRD only performs two additional operations, sampling a random matrix and multiplying it with a predefined learning rate. In each iteration, updating a model with or without LRD has the same complexity $O(n)$, where $n$ is the number of model parameters. The additional computational cost incurred by LRD is negligible. For example, it takes 31.3 s per epoch to train ResNet-34 on CIFAR-10 with SGDM. To perform LRD, it only takes an additional 1.2 s (i.e., 32.5 s per epoch).

B. Image Segmentation

Image segmentation can be regarded as a pixelwised classification task, which assigns each pixel in an image a semantic label [35]. It is more difficult than image classification. To further evaluate LRD, we conduct experiments on the PASCAL Visual Object Classes (VOC) 2012 semantic segmentation dataset [36]. This dataset consists of 20 object categories and one background category. Following the conventional setting in [37], the dataset is augmented by extra annotated VOC images provided in [38], which results in 10,582, 1449, and 1456 images for training, validation, and testing, respectively. The state-of-the-art segmentation model PSPNet [39] is used to perform the experiments. The optimizer is Adam, and its initial learning rate is 0.001. Other hyperparameters such as batch size and weight decay follow the setting in [39]. The segmentation performance is measured by the mean of classwise intersection over union (mean IoU) and pixelwise accuracy (pixel accuracy). The results for this experiment are reported in Fig. 9. With our proposed LRD, the network yields
results 0.688/0.921 in terms of mean IoU and pixel accuracy, exceeding the vanilla Adam of 0.637/0.905. In addition, the mean IOU of the network with LRD is 0.5 in the fifth epoch of training. Without LRD, similar results will not be reached until the 20th epoch. These experiments demonstrate that the segmentation network with LRD has stronger learning ability. With the help of LRD, the network can quickly learn useful knowledge from the training data. More importantly, LRD also helps the segmentation network avoid the problem of overfitting. Therefore, the network can output more accurate segmentation results.

C. Object Detection

Object detection is a challenging and important problem in the computer vision community. In this section, LRD is applied to an object detection task. The training data are a mixture of VOC2012 trainval and VOC2007 trainval, and the validation data are VOC2007 test. A single-stage network single shot multibox detector (SSD) [40] is used to detect objects from these data. SSD is trained with the optimizer Adam. Its initial learning rate is 0.001. Other hyperparameter settings are the same as in [40]. To show the effect of LRD on training, training loss and validation loss are used as evaluation
metrics. The detection model is trained for 100 epochs, and the results are shown in Fig. 10. It is obvious that LRD causes the training loss and validation loss to drop faster and lower. Without LRD, the model is easily trapped in a local optimum so that the training loss flattens prematurely. Instead, LRD gives the optimizer more opportunities to escape from local optima and search for better results. Therefore, the detector can achieve higher detection accuracy.

**D. Comparison With Other Regularizations**

To show the superiority of LRD over other regularization methods, we compare LRD with three regularization methods: standard dropout [7], noisy label [9], and gradient centralization [25]. The standard dropout regularizes the network on hidden units, and the probability that each hidden unit is retained is set to 0.9. The noisy label disturbs each training sample with the probability 0.1 (i.e., a label is correct with a probability 0.9). For each disturbed sample, the label is randomly drawn uniformly from the other labels except the correct one. The gradient centralization regularizes both the weight space and the output feature space to prevent overfitting.

These regularization techniques are applied to ResNet-34 trained on CIFAR-10. This model is trained multiple times using SGDM and Adam. For clarity, we use the terms “_SD,” “_NL,” and “_GC” to denote training with standard dropout, noisy label, and gradient centralization, respectively.

The learning curves are reported in Fig. 11. As can be seen, LRD can speed up training, while other regularization methods (SD and NL) slow down convergence. This is because...
these methods impose random perturbations on the training process, hindering network learning, and memorizing training data. The test accuracies are reported in Table II. The results show that the standard dropout and our LRD can effectively improve generalization, while the effects of noisy label and gradient centralization are not satisfactory. Furthermore, it is surprising that LRD can be complementary to other regularization methods. As can be seen from Fig. 11 and Table II, the combination of LRD and dropout can further improve the model performance. Note that the suffix “_LRD_SD” indicates that LRD and standard dropout are used in the same network. These results suggest that LRD is not limited to being a substitute for dropout or other methods.

E. Ablation Study

We provide ablation studies to explore the effects of each hyperparameter on LRD.

1) Effect of Dropout Rate $p$: As mentioned, the hyperparameter $p$ can be tuned to control the amount of the parameters to be updated. Since $p$ is a key hyperparameter of LRD, it is necessary to explore the effect of various $p$. The experiments are performed with ResNet-34 trained on CIFAR-10, where $p$ is chosen from a broad range $\{0.1, 0.3, 0.5, 0.7, 0.9\}$. The smaller the $p$, the greater the probability that the learning rate of each parameter will be dropped. Adam and SGDM are adopted to train the models, and other hyperparameters are the same as previous experiments. The results are shown in Fig. 12. For any $p$, LRD can speed up training, but the smaller the $p$, the faster the convergence. This is because the smaller $p$ leads to fewer parameters to be updated at each training step, so it is easier for the optimizer to find the local optimum in the parameter space. The test accuracies are reported in Table III. As can be seen, almost all the values of $p$ lead to an improvement of test accuracy. To balance the training speed and generalization, it is recommended to set $p$ in the range of $0.3–0.7$.

2) Effect of Momentum Factor $\beta$: The existing optimization algorithms are typically equipped with gradient accumulation components, such as momentum. Here, we discuss the effect of momentum factor $\beta$ (1) on LRD. The experiments are performed with a ResNet-34 trained on CIFAR-10. The optimizer is SGDM, where $\beta$ is selected from $\{0, 0.5, 0.9, 0.99\}$. Note that in the above experiments, $\beta$ defaults to 0.9. The comparison results are reported in Table IV. As observed, LRD results in significant performance gains when $\beta$ is not zero. The key for LRD to improve model generalization is gradient accumulation (i.e., momentum). $\beta = 0$ means canceling momentum, which prevents LRD from accumulating gradients. In the absence of momentum, LRD still accelerates convergence but leads to overfitting (see Fig. 13). When momentum is available, LRD enables the optimizer to accumulate multiple gradients for model parameters whose value is fixed (the learning rate is dropped), so the optimizer has more energy to escape from the bad local optimum and achieve better model generalization.

3) Effect of Batch Size: Batch size is a critical hyperparameter for training classification networks. Studying the effect of batch size can give us more insight into LRD. The experimental results are shown in Table V. As observed, the batch size has a great impact on classification accuracy. An unreasonably large batch size may lead to overfitting and much computational cost. In this task (i.e., CIFAR-10), 128 is...
an appropriate batch size for SGDM. In addition, the smaller the batch size, the better the effect of LRD. The possible reason is that small batch sizes tend to induce large gradients. By accumulating multiple gradients, LRD prevents overfitting more effectively.

4) Change Momentum: The above experiments have demonstrated the significance of momentum for LRD. In most optimizers, momentum is updated by (1). We further test the impact of the momentum update scheme on LRD. Specifically, the EMAvg term in (1) is changed to a simple average (Avg) of $k$ gradients

$$M_t = \frac{1}{k} \sum_{\varepsilon=0}^{k-1} G_{t-\varepsilon}.$$  

The results are reported in Table VI. The simple average gives $k$ gradients the same weight at time step $t$. Obviously, this is not a good solution compared with EMAvg. $G_t$ is more important than the previous $k - 1$ gradients, so it deserves a larger weight. It is also observed that LRD still contributes to model generalization even if the momentum update scheme is changed. These experiments further prove the effectiveness of gradient accumulation to prevent overfitting.

F. Limitations and Future Work

LRD contains a tunable parameter $p$, and the choice of $p$ will affect the training results. Although LRD is simple and effective, it is sometimes necessary to repeat experiments to find the best $p$. To further simplify LRD, a plausible solution is to set $p$ as a trainable parameter. In this way, $p$ is automatically updated rather than manually tuned, which may lead to better training results. We will demonstrate the feasibility of this solution in future work.

V. CONCLUSION

LRD is new gradient descent technique for regularizing neural network training. This technique encourages the optimizer to actively explore in the parameter space by randomly dropping some learning rates. At each training step, only the parameters whose learning rate is not dropped can be updated. Since only fewer parameters are to be updated, convergence becomes easier. LRD allows the optimizer to accumulate multiple gradients for model parameters whose value is fixed (the learning rate is dropped). The accumulated gradient helps the optimizer escape from the bad local optimum. The experiments show the substantial ability of LRD to accelerate training and enhance generalization. In addition, this technique is found to be effective in a wide variety of application domains including image classification, segmentation, and object detection. This shows that LRD is a general technique, which has great potential in practical applications.
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