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Abstract. DPLL algorithm for solving the Boolean satisfiability problem (SAT) can be represented in the form of a procedure that, using heuristics $A$ and $B$, select the variable $x$ from the input formula $\varphi$ and the value $b$ and runs recursively on the formulas $\varphi[x := b]$ and $\varphi[x := 1 - b]$. Exponential lower bounds on the running time of DPLL algorithms on unsatisfiable formulas follow from the lower bounds for tree-like resolution proofs. Lower bounds on satisfiable formulas are also known for some classes of DPLL algorithms such as “myopic” and “drunken” algorithms [1].

All lower bounds are made for the classes of DPLL algorithms that limit heuristics access to the formula. In this paper we consider DPLL algorithms with heuristics that have unlimited access to the formula but use small memory. We show that for any pair of heuristics with small memory there exists a family of satisfiable formulas $\Phi_n$ such that a DPLL algorithm that uses these heuristics runs in exponential time on the formulas $\Phi_n$.
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1 Introduction

DPLL (are named after the authors: Davis, Putnam, Logemann, Loveland [6,5]) algorithms are one of the most popular approaches to Boolean satisfiability problem (SAT). DPLL is an algorithm that takes the formula $\varphi$, uses heuristics $A$ and $B$ (which are the parameters of an algorithm) to choose a variable $x$ and the value $b$ that would be investigated first and makes recursive calls on formulas $\varphi[x := b]$ and $\varphi[x := 1 - b]$ if the first one is not satisfiable.

Every DPLL algorithm on any formula finds either its satisfying assignment or its tree-like resolution refutation. Therefore, exponential lower bounds for tree-like resolution (e.g. Tseitin formulae and its generalizations [13,14] and formulas based on pigeonhole principle [7]) imply that any DPLL algorithm should work exponential time proving that corresponding formulas are unsatisfiable. However,
the running time on satisfiable formulas may differ from the running time on unsatisfiable formulas and be even linear if heuristic $B$ is able to solve SAT. Moreover, satisfiable formulas are simpler for DPLL-based SAT solvers that used on practice (and therefore more restrictive to the choice of its heuristics) rather than unsatisfiable ones.

Despite the fact that there is no hope to prove any nontrivial bounds for the running time of DPLL algorithms on satisfiable formulas with arbitrary polynomial time heuristics unless $P = NP$, it is still interesting to prove lower bounds for DPLL algorithms that use heuristics from more narrow classes than $P$. Alekhnovich, Hirsch, and Itsykson [1] proved exponential lower bounds on satisfiable formulas for two wide classes of DPLL algorithms: myopic DPLL and drunken DPLL. Drunken DPLL has no restrictions on heuristic $A$, but the heuristic $B$ chooses its answer at random with equal probabilities. In myopic DPLL both heuristics has limited access on the input formula: they can read the whole formula with all negation signs erased and also they are able to read $n^{1-\varepsilon}$ clauses precisely. Many formula simplification heuristics, such as elimination of a unit clauses can be simulated by myopic DPLL, but others, such as subsumption heuristic (i.e. deletion of a clause that is a superset of an another clause) can not.

There are also a number of works concerning lower bounds for generalizations of DPLL algorithms. The paper [11] gives lower bounds for DPLL algorithms with a cut heuristic, i.e. such additional heuristic $C$ that is able to decide not to make recursive calls of subformulas that it considered not “perspective” enough, and the paper [9] gives lower bounds for DPLL($\oplus$) algorithms that can split not only by values of some variables, but also by values of its linear combinations. Papers [3,10,4] consider the generalization of DPLL designed to invert Goldreich’s one-way function candidate and provide lower bounds on it.

Our contribution. All discussed lower bounds are made for the classes of heuristics that limits access to the formula rather than computational power of a heuristic. In this work we consider ordinary DPLL with classes of deterministic heuristics that are bounded only by its space usage and not limited in its access to the formula, in particular $\text{DSPACE}(o(\log))$. In order to prove an exponential lower bound for DPLL with heuristics from this class we use the notion of an online Turing machines which can be considered as a formalization of streaming algorithms. Then we build an exponential reduction to its slight modification and prove an exponential lower bound for DPLL using online heuristics with sublinear memory. Note that although the class of online heuristics using sublinear memory appears to be relatively small, it is easy to see that it can express some formula simplification heuristics that can not be done using myopic or drunken algorithms, such as a subsumption of clauses that are not far away from each other (namely, at the distance $O(\frac{n}{\text{polylog}(n)})$ where $n$ is the size of the input) in the $k$-SAT formula.

Further research. Our reduction of offline algorithms to online is specific to deterministic algorithms and cannot be straightforward generalized to randomized algorithms. It would be interesting to find a proper generalization of notion
of an online algorithm and a similar reduction to it for randomized algorithms. Also, despite the fact that almost all bounds presented in this work cannot be significantly improved without proving that \( L \neq \text{NP} \) there is a logarithmic gap between lower and upper bounds in the reduction of offline algorithms to online which is interesting to close.

2 Sublinear space

In order to work with classes of small memory we use the definition of a Turing machine with separate read-only input tape and read-write working tape. We also add separate write-only output tape for Turing machines whose output is more than one bit. By memory configuration of a Turing machine we mean a tuple of configuration of the working tape and the current state of the Turing machine.

**Definition 1.** An online Turing machine is a Turing machine with the additional restriction that the input tape head can be shifted only in one direction.

**Definition 2.** \( \text{1DSPACE}(f) \) is the class of all languages recognized by online Turing machine using at most \( f(n) \) memory.

Obviously, any online Turing machine is also an offline Turing machine, so \( \text{1DSPACE}(f) \subseteq \text{DSPACE}(f) \). However, \( \text{1DSPACE}(f) = \text{DSPACE}(f) \) for any \( f = \Omega(n) \).

**Definition 3.** Online Turing machine with shifted input is an online Turing machine with a modification that the input string is shifted on the input tape to the size of the input. Thus, if the size of the input string is \( n \), an online Turing machine with shifted input must read \( n \) empty symbols before it starts to read the input itself.

**Definition 4.** \( \text{1DSPACE}'(f) \) is a class of all languages recognized by online Turing machine with shifted input.

This modification gives additional ability to read size of the input before reading input string itself. Obviously, \( \text{1DSPACE}(f) \subseteq \text{1DSPACE}'(f) \). Now we show that modified online Turing machines are strictly more powerful than regular Turing machines even when the latters are restricted to a substantially larger space.

**Lemma 1.** \( \text{1DSPACE}'(\log n) \setminus \text{1DSPACE}(o(n)) \) is not empty.

*Proof.* Consider language \( L \) consisting of binary strings \( s \) such that the binary representation of \( |s| \) is a prefix of \( s \). It is easy to see that \( L \in \text{1DSPACE}'(\log) \). Consider arbitrary online Turing machine \( M \) that recognizes \( L \). We show that after reading \( k \) symbols \( M \) should use at least \( Ck \) cells on working tape for some input where \( C \) is some constant depending only on \( M \). Assume the opposite, then
there are two distinct words $s$ and $t$ such that $|s| = |t| = k$, their first symbol is $1$ and $M$ moves to the same configuration after reading $s$ and $t$. Consider words $S = s \cdot 1^{[s]-k}$ and $T = t \cdot 1^{[t]-k}$, where $[s]$ means number which binary representation is $s$. Configuration of $M$ after reading $s$ and $t$ are the same, so $M$ accepts $S$ if and only if $M$ accepts $T$, but $S \in L$ when $T \notin L$ which leads us to contradiction.

However, there is no difference when the space is very low.

Lemma 2 ([12]). $\text{1DSPACE}(o(\log)) = \text{REG}$

Lemma 3. $\text{1DSPACE}'(o(\log)) = \text{REG}$.

Proof. Consider arbitrary online Turing machine with shifted input $M$. We show that $M$ either uses $\Omega(\log)$ memory or recognizes a regular language. We split the work of $M$ into two phases. During the first phase it reads empty symbols before the start of the input and on the second phase it reads the input itself. Consider the graph of the memory configurations which $M$ passes when its input consists of infinite number of empty cells (informally, during the infinite first phase). Every vertex of this graph (i.e. configuration of $M$) has exactly one outgoing edge, since all symbols on the input tape are identical. Therefore, this graph may be either an infinite simple path or a cycle. In the case when this graph is a path $M$ should use $\Omega(\log)$ cells of memory after the first phase since no to memory configuration can appear twice. In the other case $M$ appears only in constant number of memory configurations during (and therefore after) the first phase. If $M$ uses at least $\Omega(\log)$ memory we already done, otherwise we can construct an online Turing machine $M_0$ which invokes the same computation as $M$ does on the second phase with all possible results of the first phase simultaneously and chooses one of them on the end of computation. Therefore, $M_0$ uses the same amount of memory as $M$ up to multiplicative constant and recognizes the same language as $M$, so by Lemma 2 $M$ either uses $\Omega(\log)$ memory or recognizes a regular language.

Definition 5. $\text{DSPACE}(f,g)$ is a class of all functions computable by online Turing machine using $O(f)$ cells of working tape and $O(g)$ cells of output tape.

Similarly, we define $\text{1DSPACE}(f,g)$ and $\text{1DSPACE}'(f,g)$ for online Turing machines and online Turing machines with shifted input respectively.

Note that $\text{DSPACE}(f) = \text{DSPACE}(f,1)$ by definition. From now on we will consider only Turing machines with at least $\Omega(\log n)$ memory.

Lemma 4. For any function $f(n) = \Omega(\log n)$ such that $f(n) \leq \frac{n}{2}$ for all sufficiently large $n$, if the function $1^n \mapsto f(n)$ belongs to $\text{DSPACE}(\log f, \log f)$, then there exists language $L$ such that $L \in \text{DSPACE}(\log f) \cap \text{1DSPACE}'(f)$ and $L \notin \text{1DSPACE}'(o(f))$.

Proof. Let $L$ be the set of all $f$-periodic strings. More formally $L = \{s \mid |s| = n \Rightarrow (\forall i < n - f(n) : s[i] = s[i + f(n)])\}$. 

First we show that $L \in \text{DSPACE}(\log f)$. Consider offline Turing machine that first computes the value $f(n)$, then rewinds the input tape to the start and checks equality in all pairs of symbols on distance of $f(n)$ in the input tape. It is easy to see that both parts can be done using only $O(\log f)$ memory.

Consider the computation of $f(n)$ as a function $1^n \mapsto f(n)$ on offline Turing machine. In order to simulate this computation it suffices to store the configuration of the working tape and the position of the reading head on the input tape since all the symbols in the input tape are the same. It takes $O(\log n)$ memory to store position on the input tape and $O(\log f)$ memory to store configuration of working tape which is equal to $O(\log n)$ in total since $f(n) \leq \frac{n}{2}$ for all sufficiently large $n$. Recall that $f = \Omega(\log n)$. Note that $f(n)$ can also be computed on an online Turing machine with shifted input with $O(f)$ memory by counting the number of empty symbols and simulation of the computation of function $f(n)$ on an offline Turing machine.

Any online algorithm that recognizes $L$ should be in different configurations after reading different prefixes of the input of size $f(n)$, so $L \notin \text{1DSPACE}(\alpha(f))$. On the other hand, it suffices to store only the last $f(n)$ symbols of the input tape to recognize $L$ on an online Turing machine, therefore, $L \in \text{1DSPACE}'(f)$.

**Theorem 1.** For any function $f(n) = \Omega(\log \log n)$, if function $F$ can be computed on an offline Turing machine $M$ using $f$ cells of working tape and binary working alphabet and $f$ can be computed on an offline Turing machine as a function $1^n \mapsto f(n)$ using $O(f \cdot 2^f \cdot \log F)$ memory, then $F \in \text{1DSPACE}'(f \cdot 2^f \cdot \log F, \log F)$.

**Proof.** Consider an offline Turing machine $M$ that computes $F$. Without loss of generality we can assume that $M$ moves working tape head on every step and stops only when it has its input tape head on the end of the input string. By position of a Turing machine we mean position of its head on the input tape.

We construct an online Turing machine $M'$ that computes $F$. At the start $M'$ reads the size of the input $n$ and finds the value of the function $f(n)$ by simulation of computation of the function $1^n \mapsto f(n)$. Then, $M'$ reads its input and simulates the work of $M$. We show how to do this explicitly.

Let $M$ be in the memory configuration $x$ at position $k$. Consider path $\rho$ that $M$ will traverse over pairs of its memory configuration and the position of the input tape head, starting from the current position until it reaches position $k+1$ or some halting configuration. Note that $\rho$ implicitly depends on the input and can be infinite. Let $h_k(x)$ be the function that returns memory configuration at the end of $\rho$ and string that $M$ prints on the output tape in $\rho$. If $\rho$ is infinite or the string of all printed symbols is longer than $\log F$, i.e. the longest possible output, then $h_k(x)$ returns a special loop marker.

Note that in order to simulate the work of $M$ it is enough for $M'$ only to maintain $h_k(x)$ for all $x$ and current position $k$ and memory configuration in which $M$ first comes into position $k$. $h_0$ can be computed trivially. We show that for every $k$ function $h_k$ can be computed using only $h_{k-1}$ and the $k$-th input symbol.
Consider some fixed $k$ and memory configuration $x$. Recall that $M$ moves the input tape head on every step of its computation. Then, $M$ either moves head to the right and reaches position $k+1$ or moves head to the left and then using $h_{k-1}$ we can compute in which memory configuration $M$ will reach position $k$ next time and the string that $M$ will print to the output until it reaches this position. Let $g_k(x)$ be the function that computes these two values. Note that $h_k(x)$ is either equal to $g_i(x)$ for some $i$ or returns the loop marker. In order to recognize a cycle in $g_i(x)$ we compute $g_i(x)$ and $g_{2i}(x)$ in parallel and then if at some step of this computation the string printed in $g_{2i}(x)$ becomes too long or configurations computed by these two functions becomes equal, we mark $h_k(x)$ with the loop marker, otherwise the computation halts.

In order to compute the value of $h_k(x)$ we need $O(f \cdot \log|Q| \cdot \log F)$ memory where $Q$ denotes the set of finite states used by $M$. Let $q$ be the number of memory configurations of $M$. Then $M'$ uses $O(q \log q \cdot \log F)$ cells of memory and hence $F \in \text{1DSPACE}'(f \cdot 2f \cdot \log F, \log F)$.

**Corollary 1.** For any function $f(n) = \Omega(\log \log(n))$, if language $L$ can be computed on offline Turing machine $M$ using $f$ cells of working tape and binary working alphabet and $f$ can be computed on an offline Turing machine as a function $1^n \mapsto f(n)$ using $O(f \cdot 2f)$ memory, then $L \in \text{1DSPACE}'(f \cdot 2f)$.

**Proof.** Immediately follows from the fact that any language is a function with only one bit output.

## 3 DPLL

Consider DPLL$_{A,B}$ algorithm for deciding the satisfiability of CNF-formula $\varphi$ parametrized by two heuristics $A$ and $B$. Heuristic $A$ takes formula $\varphi$, chooses some variable in $\varphi$ and returns its number. Heuristic $B$ takes $\varphi$ and the number of a variable (chosen by $A$) and returns a value for this variable.

For purposes of our proof from now on we will consider the DPLL$_H$ algorithm, which has a single heuristic for both choosing a variable and a value for it.

```
Algorithm 1 DPLL$_H$
1: procedure DPLL$_H$(\varphi) ▷ \varphi — formula in CNF
2: if \varphi is empty then
3: return satisfiable
4: if \varphi contains empty clause then
5: return unsatisfiable
6: (x, b) ← H(\varphi) ▷ H choose both variable and its value
7: if DPLL$_H$(\varphi[x = b]) = satisfiable then
8: return satisfiable
9: return DPLL$_H$(\varphi[x = \neg b])
```
The following lemma shows that DPLL_{A,B} and DPLL_H are almost equivalent in terms of space complexity of its heuristics.

**Lemma 5.** Let A and B use at most \( f(n) \) memory on all inputs of size \( n \). Then there is a heuristic \( H \), such that \( H \) uses at most \( f(n) + \mathcal{O}(\log \log n) \) memory and DPLL_H makes the same recursive calls as DPLL_{A,B}.

**Proof.** Let \( S \) be the string returned by \( A \). Since \( |S| = \mathcal{O}(\log n) \), memory \( f(n) + \mathcal{O}(\log \log n) \) suffices to compute the \( k \)-th symbol of string \( S \). Consider algorithm \( H \) which emulates algorithm \( B \) and computes symbols of string \( S \) every time \( B \) access them using additional \( f(n) + \mathcal{O}(\log \log n) \) memory.

4 Lower bounds for the running time of DPLL algorithms on satisfiable formulae

We need the construction of boundary expander matrices from [1].

**Definition 6 ([1, Definition 2.1]).** Let \( A \) be Boolean matrix. For a set of rows \( I \) of \( A \), its boundary \( \partial I \) is a set of all columns such that there exists exactly one row in \( I \) that contains 1 on the intersection. \( A \) is an \((r,s,c)\)-boundary expander if

1. Every row of \( A \) has at most \( s \) ones.
2. For any set of rows \( I \) if \( |I| \leq r \), then \(|\partial I| \geq c \cdot |I|\)

The formula \( \Phi_{A,\vec{b}} \) encoding the system of linear equations \( A\vec{x} = \vec{b} \) is the formula constructed as follows. For each row of the matrix \( A \) we construct CNF-formula \( \Phi_{A,\vec{b},i}(x) \), encoding \((\bigoplus_{j \in S_i} x_j = b[i])\), where \( i \) is the number of row, and \( S_i \) is the set of column numbers in which the row with the number \( i \) contains ones. We take \( \Phi_{A,\vec{b}}(x) := \bigwedge_i \Phi_{A,\vec{b},i}(x) \). Note that the resulting formula has a conjunctive normal form. We identify the system of linear equations with the formula encoding it.

**Lemma 6 ([1, Theorem 3.1, Lemma 2.1, Remark 3.1]).** There exists a family of Boolean matrices \((A_n)\) such that for every \( n \),

1. \( A_n \) has size \( n \times n \).
2. \( A_n \) is a full rank matrix.
3. Every row in \( A_n \) has exactly three ones.
4. Every column in \( A_n \) has \( \mathcal{O}(\log n) \) ones.
5. \( A_n \) is an \((\frac{n^{1 + \epsilon}}{\log n}, 3, \frac{11}{13})\)-boundary expander.

**Lemma 7 ([1, Lemma 3.7, Lemma 3.8] [2, Corollary 3.4]).** For any matrix \( A \) which is an \((r,3,c)\)-boundary expander and any vector \( \vec{b} \notin \text{Im}(A) \) size of any tree-like resolution refutation of the system \( A\vec{x} = \vec{b} \) must be at least \( 2^{rac{3}{2}r - 3} \).

**Definition 7.** A subformula is called elementary if it is obtained from the original formula by substituting a single variable.
Let $A$ be a matrix of size $n \times n$ satisfying the conditions of Lemma 7. Consider a family of functions $f_{i,j}(x) = x_i \oplus x_j$.

**Definition 8.** Consider a CNF-formula $\Phi_{i,j,b}$ encoding the system of a linear equations $A\vec{x} = \vec{b}$ with additional equation $f_{i,j}(x) = 0$. We call a pair of indices $(i,j)$ bad if $i < j$ and for some value of $b$ there exists elementary unsatisfiable subformula of formula $\Phi_{i,j,b}$ such that the size of its tree-like resolution refutation is less than $2^{\frac{n}{50}}$, where $r$ is parameter of $A$.

**Lemma 8.** Let $A$ be a matrix of size $n \times n$ satisfying the conditions of Lemma 7. There exist at most $O(n \log^2 n)$ bad pairs of indices.

**Proof.** $\Phi_{i,j,b}$ encodes some system of a linear equations $B\vec{x} = \vec{d}$ where matrix $B$ depends on parameters $i,j$. We show that if $|\partial B| \geq \max(2, \frac{18}{65}|I|)$ holds for any set $I$ of rows of the matrix $B$, then the pair $(i,j)$ is good. Consider an arbitrary elementary unsatisfiable subformula of $\Phi_{i,j,b}$. Let $B'$ be the matrix obtained by removing the column that corresponds to a substituted variable. We show that $B'$ is an $(r, 3, \frac{9}{65})$-boundary expander.

We identify rows of the matrix $B'$ with corresponding rows of the matrix $B$. Let $c' := \min I \frac{|\partial B'|}{|I|}$ be the parameter $c'$ of $B'$.

$$c' = \min \{ \frac{|\partial B'|}{|I|} \} \geq \min \{ \frac{|\partial B'|}{|I|} - 1 \} \geq \frac{\max(2, \frac{18}{65}|I|) - 1}{|I|}.$$

Let function $f(t)$ be $\frac{\max(2, \frac{18}{65}t) - 1}{t}$. It attains its minimum of $\frac{9}{65}$ at $t = \frac{9}{65}$, so $c' \geq \frac{9}{65}$ and $B'$ is an $(r, 3, \frac{9}{65})$-boundary expander. By Lemma 7 the size of the minimal tree-like resolution refutation of the considered subformula is at least $2^{\frac{n}{50}}$, and the pair $(i,j)$ is good.

Consider a bad pair of indices $(i,j)$. This pair corresponds to some set of rows $I$ of the matrix $A$ such that the condition $|\partial B| < \max(2, \frac{18}{65}|I'|)$ holds for the set of rows $I'$ obtained from $I$ by adding the row encoding $f_{i,j} = 0$. It is easy to see that $|\partial B| \geq |\partial B| - 2$. The condition $|\partial B| < 2$ does not hold for $|I| \geq 4$ because parameter $c$ of the matrix $A$ equals $\frac{1}{3}$, which is greater than $\frac{4}{9}$. Then $\frac{|\partial B'|}{|I|} \geq \frac{|\partial B| - 2}{|I| + 1} \geq \frac{|I| - 2}{|I| + 1} = c - \frac{2 + c}{|I| + 1}$. But $c - \frac{2 + c}{|I| + 1} \geq \frac{18}{65}$ when $|I| \geq 4$, therefore $|I| \leq 3$.

Now for each $k \leq 3$ we bound the amount of bad pairs corresponding to the sets of rows of the size $k$.

Each set of the size 1 corresponds to exactly three bad pairs. Consider a set of the size 2. If $|\partial B| \geq 4$, then it cannot correspond to any bad pair because $\frac{|\partial B|}{|I|} \geq \frac{2}{3} > \frac{18}{65}$. Otherwise this set consists of two rows that have two common variables. Each set of this type corresponds to exactly one bad pair, but there are at most $O(n \log n)$ such sets because every column of the matrix $A$ contains $O(\log n)$ ones and therefore every row can be in at most $O(\log n)$ pairs.

---

3 This bound is not tight, but we need only $o(n^2)$. 
The only remaining case is $|I| = 3$. If $|\partial_B I| \geq 4$ then $I$ can not correspond to any bad pair because $|\partial_B I'| \geq |\partial_B I| - 2$, and $\frac{|\partial_B I'|}{|I'|} \geq \frac{1}{2} > \frac{18}{65}$. Moreover $|\partial_B I| = 3$ because $c|I| > 2$. Therefore, $I$ can correspond to some bad pair only of $|\partial_B I| = 3$ and in this case it corresponds to exactly three bad pairs. Note that $|\partial_B I| = 3$ can be only if each row in $I$ has at least one common variable with some of the remaining two. But then there is a row that has common variables with both other rows and there are at most $O(n \log^2 n)$ sets of this type because every column of the matrix $A$ contains $O(\log n)$ ones.

**Definition 9.** A family of unsatisfiable formulae $(\Phi_k)$ is a family of hard unsatisfiable formulae, if the size of a minimal tree-like resolution refutation of any formula from $(\Phi_k)$ is at least $2^{\frac{\ell}{c\ell}}$ for some constant $c$, where $\ell = \Omega(|\Phi_k|)$.

**Definition 10.** A family of satisfiable formulae $(\Phi_k)$ is a family of hard satisfiable formulae, if the family of all its elementary unsatisfiable formulae is hard.

**Definition 11.** Two Boolean vectors are called opposite if their sum is equal to a vector of all ones.

**Lemma 9.** Let $A$ be the full rank Boolean matrix. If $A$ contains an odd number of ones in each row, then operators $A$, $A^{-1}$ and the addition of a unit vector commute.

**Proof.** It suffices to prove that $A(\bar{x} \oplus \vec{1}) = (A\bar{x}) \oplus \vec{1}$ for all $x$. There is an odd number of ones in each row, so $A\vec{1} = \vec{1}$. Then

$$A(\bar{x} \oplus \vec{1}) = A\bar{x} \oplus A\vec{1} = (A\bar{x}) \oplus \vec{1}$$

**Theorem 2.** For any online algorithm $H$ using $o\left(\frac{n}{\log n}\right)$ memory there exists a family of pairs of hard satisfiable formulae $(\Phi^1_m, \Phi^2_m)$ satisfying the following conditions

1. $\Phi^i_m$ is a formula over $O(m)$ variables.
2. Each formula has exactly one satisfying assignment and formulae in one pair have opposite satisfying assignments.
3. $H$ returns the same answers for formulae in one pair.

**Proof.** Without loss of generality we can assume that $H$ prints its answer only after reading the entire input. Fix $m$. Let $A$ be the Boolean matrix of size $m \times m$ from Lemma 6. We will construct a formula with the number of literals linear in $m$. The bit size of the resulting formula will be $O(m \log m)$, so $H$ will use at most $o\left(\frac{m \log m}{\log(m \log m)}\right) = o(m)$ memory. From now on we will identify the size of the formula with the number of literals in it.

We create a variable for each column and each “1” in matrix $A$. Let $x_{i,j}$ denote the variable that corresponds to the “1” in the $i$-th row and the $j$-th column and $x_j$ denote the variable that corresponds to the $j$-th column. Note that we have a linear number of $x_{i,j}$ variables since each row of $A$ contains exactly three ones.
Consider an arbitrary Boolean vector $\vec{q}$ and the $i$-th row of matrix $A$. Let $a, b$ and $c$ be the column numbers corresponding to ones in the $i$-th row of $A$. Consider formula $\varphi_{q,i} := (x_{i,a} \oplus x_{i,b} \oplus x_{i,c} = q[i])$. Note that CNF representation of $\varphi_{q,i}$ consists of $O(1)$ literals. We define the formula $\varphi_q := \bigwedge_i \varphi_{q,i}$.

Now consider the formula $\Phi_{q,w,d,a,b} := (\varphi_q \lor u) \land (\varphi_{w} \lor u) \land \bigwedge_{i,j} (x_{i,j} = x_j \oplus d[i]) \land \psi_{a,b}$ where $\psi_{a,b} := x_a \oplus x_b$. $\varphi_q$ and $\varphi_w$ are formulae of size linear in $m$, so the size of the formulae $(\varphi_q \lor u)$ and $(\varphi_w \lor u)$ after conversion to CNF will also be linear, and therefore the formula $\Phi_{q,w,d,a,b}$ will have linear size.

Consider the formula $\xi_{q,d} := \varphi_q \land \bigwedge_{i,j} (x_{i,j} = x_j \oplus d[i])$. The values of the variables $x_{i,j}$ are uniquely determined by $x_j$ according to the formula $x_{i,j} = x_j \oplus d[i]$, therefore $\xi_{q,d}$ is true if and only if the condition $\bigoplus_{j \in I}(x_j \oplus d[i]) = q[i]$ is satisfied for all rows of the matrix $A$, where $I$ denotes the set of columns containing one in the $i$-th row. Every row of $A$ contains exactly three ones, so this condition is equivalent to $\bigoplus_{j \in I} x_j = q[i] \oplus d[i]$. The conjunction of these conditions encodes the system $A\vec{x} = \vec{q} \oplus \vec{d}$ which means that $\xi_{q,d}$ has unique satisfying assignment $A^{-1}(\vec{q} \oplus \vec{d})$. Therefore, for a fixed value of $u$, the formula $\Phi_{q,w,d,a,b}$ will have at most one satisfying assignment.

The part of the formula depending on the parameter $\vec{d}$ begins later than the end of the part of the formula depending on $\vec{q}$ and ends before the part of the formula depending on $\vec{d}$, therefore $H$ will read the formula parameters in the order $q, w, d$. Let $Q$ be the largest set of vectors $q$ that $H$ cannot distinguish, and $W$ be the largest set of vectors $w \in Q \oplus \vec{1}$ that $H$ cannot distinguish under assumption that $q \in Q$. It is easy to see that $|Q| \geq 2^{m-o(m)}$, and therefore $|W| \geq 2^{m-o(m)}$. Let $\Phi_{q,w,a,b} := \Phi_{q,w,d,a,b}$ where arbitrary element of $W \oplus \vec{1}$ is selected as $\vec{d}$. Consider $\vec{W} := W \oplus \vec{1}$ and $\vec{Q} := \vec{W} \oplus \vec{1}$. Note that $\vec{0} \in \vec{Q}$ (and therefore $\vec{1} \in \vec{W}$).

By Lemma 9, $A$ and the unit vector addition commute and $\vec{Q} = \vec{W} \oplus \vec{1}$, therefore $A^{-1}Q = (A^{-1}W) \oplus \vec{1}$.

We choose $a_0, b_0$ in order that $\psi_{a_0,b_0}$ is not constant on the set $A^{-1}\vec{Q}$. We show that this can be done. We construct an equivalence relation on the coordinates of the space $\{0,1\}^m$ (i.e. bits) as follows. $i \sim j$ if and only if $q[i] \oplus q[j]$ is constant on all $q \in A^{-1}\vec{Q}$. There are at least $m - o(m) \geq 2^{m-o(m)}$ equivalence classes since $|A^{-1}\vec{Q}| \geq 2^{m-o(m)}$. Therefore there exist $\Omega(m^2)$ functions that are not constants on $A^{-1}\vec{Q}$, and by Lemma 9 there is also such $\psi_{a_0,b_0}$ that the size of the refutation of any unsatisfiable elementary subformula of the formula $(A\vec{x} = \vec{q}) \land \psi_{a_0,b_0}$ is exponential.

Note that the chosen $\psi_{a_0,b_0}$ will be also non constant on the set $A^{-1}\vec{W}$, since these sets consist of opposite elements. Now we choose $q_0 \in \vec{Q}$ and $w_0 \in \vec{W}$ such that $\psi_{a_0,b_0}(A^{-1}q_0) \neq \psi_{a_0,b_0}(\vec{0}) = \psi_{a_0,b_0}(A^{-1}\vec{0})$ and $\psi_{a_0,b_0}(A^{-1}w_0) \neq \psi_{a_0,b_0}(\vec{1})$. Recall that $A$ contains exactly three ones in each row, which means that $A\vec{1} = \vec{1}$ and therefore $\psi_{a_0,b_0}(A^{-1}w_0) \neq \psi_{a_0,b_0}(A^{-1}\vec{1})$. Consider formulae $\Phi_{q_0,d,\hat{w}_0,d_0,a_0,b_0}$ and $\Phi_{q_0,d,\hat{1},d_0,a_0,b_0}$. Note that the corresponding formula parameters are indistinguishable for $H$ by construction, which means that $H$ answers the same on both formulae.
We show that both formulae have exactly one satisfying assignment and their satisfying assignments are opposite. The formula $\Phi_{q,a,b}$ with $\psi_{a_0,b_0}$ removed, it has exactly one satisfying assignment for each value of $\nu$ ($A^{-1}(\vec{q} \oplus \vec{d})$ for $\nu = 0$ and $A^{-1}(\vec{w} \oplus \vec{d})$ for $\nu = 1$). For the considered formulae, $q$ takes the values $\vec{0} \oplus \vec{d}$ and $\vec{q}_0 \oplus \vec{d}$ (and $w$, respectively, $\vec{w}_0 \oplus \vec{d}$ and $\vec{1} \oplus \vec{d}$), on which $\psi_{a_0,b_0}$ takes different values by construction. Moreover, $\psi_{a_0,b_0}$ takes value 1 on assignments corresponding to parameters $q = \vec{0} \oplus \vec{d}$ and $w = \vec{1} \oplus \vec{d}$, which correspond to opposite values of $\nu$ and are themselves opposite, since $A$ commutes with the unit vector addition by Lemma 3.

It remains to show that the constructed family of a formulae is a family of hard formulae. After substitution of any variable, if the formula becomes unsatisfiable, then the resulting formula has an unsatisfiable subformula of the form $\varphi_q \land \bigwedge_{i,j}(x_{i,j} = x_{j,i} \lor \vec{d}[i]) \land \psi_{a,b}$, possibly with one substituted variable, the size of the refutation of which is not less than the size of the refutation of an elementary unsatisfiable subformula of a formula of the form $(A\vec{x} = \vec{q}) \land \psi_{a,b}$ which is exponential.

Corollary 2. For any online heuristic $H$ that uses $o\left(\frac{n}{\log n}\right)$ memory, there exists a family of satisfiable formulae such that DPLL$_H$ makes at least $2^{\frac{\nu}{1-\epsilon}}$ recursive calls on formulae from this family for some $c$, where $\ell \geq \Omega\left(\frac{n}{\log n}\right)$.

Proof. Consider the family of pairs of formulae from Theorem 2 and in each pair choose the formula on which $H$ goes into an unsatisfiable subformula after the first step. The size of the minimal tree-like resolution refutation of this subformula is exponential, so DPLL$_H$ runs exponential time on it.

Corollary 3. For any offline heuristic $H$ that uses $(1-\epsilon)\log n$ cells of memory over the binary alphabet for some positive $\epsilon$, there exists a family of satisfiable formulae such that DPLL$_H$ makes at least $2^{\frac{\nu}{1-\epsilon}}$ recursive calls on formulae from this family for some $c$, where $\ell \geq \Omega\left(\frac{n}{\log n}\right)$.

Proof. By Theorem 1 there exists an equivalent online heuristic $H'$ that uses $O(n \cdot (1-\epsilon)\log n \cdot 2^{(1-\epsilon)\log n})$ memory. It is easy to see that $\log n \cdot (1-\epsilon)\log n \cdot 2^{(1-\epsilon)\log n} = o\left(\frac{n}{\log n}\right)$. Thus, $H' \in 1\text{DSpace}'(o(\frac{n}{\log n}), \log)$.
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