Abstract. In this paper, we provide local convergence analysis for the two phase Nonlinear Polyhedral Active Set Algorithm (NPASA) designed to solve nonlinear programs. In particular, we establish local quadratic convergence of the primal iterates and global error estimator for NPASA under reasonable assumptions. Additionally, under the same set of assumptions we prove that only phase two of NPASA is executed after finitely many iterations. This paper is companion to a paper that provides motivation and global convergence analysis for NPASA \cite{2}.
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1. Introduction. In this paper, we establish local convergence properties for the Nonlinear Polyhedral Active Set Algorithm (NPASA) designed to solve nonlinear programming problems that was presented in a companion paper \cite{2}. In the analysis of NPASA, we will commonly refer to a general nonlinear program in the form

\begin{equation}
\min_{x \in \mathbb{R}^n} \quad f(x) \quad \text{s.t.} \quad h(x) = 0, \quad r(x) \leq 0
\end{equation}

where $f : \mathbb{R}^n \rightarrow \mathbb{R}$ and $h : \mathbb{R}^n \rightarrow \mathbb{R}^\ell$ are nonlinear functions and $r : \mathbb{R}^n \rightarrow \mathbb{R}^m$ is a linear function defined by

\begin{equation}
r(x) := Ax - b,
\end{equation}

where $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$. Additionally, note that we will often write $\Omega$ to denote the polyhedral constraint set given by $\Omega = \{x \in \mathbb{R}^n : r(x) \leq 0\}$.

The focus of this paper is solely on establishing local convergence properties of NPASA. Global convergence properties of NPASA were established in a companion paper \cite{2}. Additionally, as thorough motivation for NPASA was presented in the companion paper, we omit a typical motivation and discussion of NPASA from this paper and refer the reader to Sections 1 and 3 from \cite{2} for these details. In order to facilitate the local convergence analysis and to maintain a sense of completeness in this paper, key details from \cite{2}, such as pseudocode and essential theorems, are included in Sections 2 and 3 of this paper. The paper is organized as follows. In Section 2, we briefly outline the error estimators used by NPASA for solving problem (1.1). In Section 3, we provide pseudocode for the NPASA algorithm. Section 4 focuses on establishing a local convergence result for phase two of NPASA and in Section 5 we prove that the primal iterates and global error estimator for NPASA are locally quadratically convergent. We now provide notation used throughout the paper.

1.1. Notation. We will write $\mathbb{R}_+$ to denote the set $\{x \in \mathbb{R} : x \geq 0\}$. Scalar variables are denoted by italicized characters, such as $x$, while vector variables are denoted by boldface characters, such as $\mathbf{x}$. 
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For a vector $x$ we write $x_j$ to denote the $j$th component of $x$ and we write $x^\top$ to denote the transpose of $x$. Outer iterations of NPASA will be enumerated by boldface characters with subscript $k$, such as $x_k$, and we will write $x_{kj}$ to denote the $j$th component of the iterate $x_k$. Inner iterations of NPASA will be enumerated by boldface characters with subscript $i$. If $S$ is a subset of indices of $x$ then we write $x_S$ to denote the subvector of $x$ with indices $S$. Additionally, for a matrix $M$ we write $M_S$ to denote the submatrix of $M$ with row indices $S$. The ball with center $x$ and radius $r$ will be denoted by $B_r(x)$. Real valued functions are denoted by italicized characters, such as $f(\cdot)$, while vector valued functions are denoted by boldface characters, such as $h(\cdot)$. The gradient of a real valued function $f(x)$ is denoted by $\nabla f(x)$ and is a row vector. The Jacobian matrix of a vector valued function $h : \mathbb{R}^n \to \mathbb{R}^\ell$ is denoted by $\nabla h \in \mathbb{R}^{\ell \times n}$. Given a vector $x$, we will write $A(x)$ denote the set of active constraints at $x$, that is $A(x) := \{i \in \mathbb{N} : a_i^\top x = 0\}$ where $a_i^\top$ is the $i$th row of matrix $A$. For an integer $j$, we will write $f \in C^j$ to denote that the function $f$ is $j$ times continuously differentiable. We write $c$ to denote a generic nonnegative constant that takes on different values in different inequalities. Given an interval $[a, b] \subset \mathbb{R}$, we write $\text{Proj}_{[a,b]}(x)$ to denote the euclidean projection of each component of the vector $x$ onto the interval $[a, b]$. That is, if $v = \text{Proj}_{[a,b]}(x)$ then the $j$th component of $v$ is given by

$$v_j = \begin{cases} a & : x_j \leq a \\ x_j & : a < x_j < b \\ b & : x_j \geq b \end{cases} \quad (1.3)$$

In order to simplify the statement of several results throughout the paper, we provide abbreviations for several assumptions that are used in the convergence analysis. Note that each assumption will be clearly referenced when required.

- **LICQ** (Linear Independence Constraint Qualification): Given $x$, $[\nabla h(x), A_{\partial(x)}]$ has full row rank.
- **SCS** (Strict complementary slackness) holds at a minimizer of problem (1.1). That is, Definition A.3 holds at a minimizer of problem (1.1).
- **SOSC** (Second-order sufficient optimality conditions) hold for a feasible point in problem (1.1).
- **SSOSC** (The strong second-order sufficient optimality conditions) hold for a feasible point in problem (1.1). That is, the hypotheses of Theorem A.6 hold.

### 2. Error Estimators for Nonlinear Optimization

We now briefly recall the definitions of error estimators for problem (1.1) and any useful results relating to these error estimators. For more discussion and overview of these error estimators or proofs of these results please refer to Section 2 of [2]. Both error estimators make use of the Lagrangian function $L : \mathbb{R}^n \times \mathbb{R}^\ell \times \mathbb{R}^m \to \mathbb{R}$ for problem (1.1) defined by

$$L(x, \lambda, \mu) = f(x) + \lambda^\top h(x) + \mu^\top r(x). \quad (2.1)$$

The first error estimator is defined over the set $D_0 := \{(x, \lambda, \mu) : x \in \Omega, \lambda \in \mathbb{R}^\ell, \mu \geq 0\}$ and denoted $E_0 : D_0 \to \mathbb{R}$ by

$$E_0(x, \lambda, \mu) = \sqrt{\|\nabla_x L(x, \lambda, \mu)\|^2 + \|h(x)\|^2} - \mu^\top r(x). \quad (2.2)$$

The second estimator, denoted by $E_1$, makes use of the componentwise minimum function, denoted here by $\Phi : \mathbb{R}^m \times \mathbb{R}^m \to \mathbb{R}^m$, so that the $i$th component is defined by

$$\Phi_i(x, y) = \min\{x_i, y_i\}, \quad (2.3)$$

for $1 \leq i \leq m$. Then $E_1 : \mathbb{R}^n \times \mathbb{R}^\ell \times \mathbb{R}^m \to \mathbb{R}$ is defined by

$$E_1(x, \lambda, \mu) = \sqrt{\|\nabla_x L(x, \lambda, \mu)\|^2 + \|h(x)\|^2 + \|\Phi(-r(x), \mu)\|^2}. \quad (2.4)$$
The error bound properties for $E_1$ and $E_0$ are provided in Theorem 2.2 and Corollary 2.3, respectively.

We define the multiplier portion of the error estimators $E_0$ and $E_1$ by

\begin{equation}
E_{m,0}(x, \lambda, \mu) := \| \nabla_x \mathcal{L}(x, \lambda, \mu) \|^2 - \mu^T r(x)
\end{equation}

and

\begin{equation}
E_{m,1}(x, \lambda, \mu) := \| \nabla_x \mathcal{L}(x, \lambda, \mu) \|^2 + \| \Phi(-r(x), \mu) \|^2,
\end{equation}

respectively, and the constraint portion of the error estimators by

\begin{equation}
E_c(x) := \| h(x) \|^2.
\end{equation}

Then from the definitions of $E_0$ and $E_1$ in (2.2) and (2.4) it follows that

\begin{equation}
E_j(x, \lambda, \mu) := E_{m,j}(x, \lambda, \mu) + E_c(x),
\end{equation}

for $j \in \{0,1\}$.

We now state results pertaining to $E_0$ and $E_1$ that are required in the local convergence analysis of NPASA. Additional discussion of these results can be found in [2].

**Lemma 2.1.** Suppose $(x, \lambda, \mu) \in \mathcal{D}_0 := \{(x, \lambda, \mu) : x \in \Omega, \lambda \in \mathbb{R}^n, \mu \geq 0\}$. Then

\begin{equation}
E_{m,1}(x, \lambda, \mu) \leq E_{m,0}(x, \lambda, \mu) \quad \text{and} \quad E_1(x, \lambda, \mu) \leq E_0(x, \lambda, \mu).
\end{equation}

**Theorem 2.2.** Suppose that $x^*$ is a local minimizer of problem (1.1) and that $f, h \in C^2$ at $x^*$. If there exists $\lambda^*$ and $\mu^* \geq 0$ such that the KKT conditions and the second-order sufficient optimality conditions hold satisfied at $(x^*, \lambda^*, \mu^*)$ then there exists a neighborhood $\mathcal{N}$ of $x^*$ and a constant $c$ such that

\begin{equation}
\| x - x^* \| + \| \lambda - \lambda^* \| + \| \mu - \mu^* \| \leq cE_1(x, \lambda, \mu)
\end{equation}

for all $x \in \mathcal{N}$ where $(\lambda, \mu)$ denotes the projection of $(\lambda, \mu)$ onto the set of KKT multipliers at $x^*$.

**Corollary 2.3.** Suppose that the hypotheses of Theorem 2.2 are satisfied at $(x^*, \lambda^*, \mu^*)$. Then there exists a neighborhood $\mathcal{N}$ of $x^*$ and a constant $c$ such that

\begin{equation}
\| x - x^* \| + \| \lambda - \lambda^* \| + \| \mu - \mu^* \| \leq cE_0(x, \lambda, \mu)
\end{equation}

for all $(x, \lambda, \mu) \in \mathcal{D}_0$ with $x \in \mathcal{N}$ where $(\lambda, \mu)$ denotes the projection of $(\lambda, \mu)$ onto the set of KKT multipliers at $x^*$.

**Lemma 2.4.** Let $(x^*, \lambda^*, \mu^*)$ be a KKT point for problem (1.1) that satisfies assumption (SCS) and suppose that $f, h \in C^2$ in a neighborhood of $x^*$. Then there exists a neighborhood $\mathcal{N}$ about $(x^*, \lambda^*, \mu^*)$ such that $E_1(x, \lambda, \mu) \in C^2$, for all $(x, \lambda, \mu) \in \mathcal{N}$.

3. NPASA: Algorithm for Nonlinear Constrained Optimization Problems. In this section, we provide pseudocode for NPASA designed to solve problem (1.1). For a detailed motivation and discussion of NPASA we direct the reader to Section 3 of the companion paper [2]. NPASA is made up of two phases and each phase consists of a set of subproblems. To simplify the presentation of NPASA, we composed algorithms that make up the bulk of each phase. Phase one of NPASA contains the Global Step (GS) algorithm while phase two contains the Local Step (LS) algorithm. Pseudocode for GS and LS can be found in Algorithm 3.1 and Algorithm 3.2, respectively. Note that the LS algorithm makes use of the following function

\begin{equation}
\mathcal{L}_p^*(z, \nu) := f(z) + \nu^T h(z) + p \| h(z) - h(z_i) \|^2
\end{equation}
and that we will write \((x_k, \lambda_k, \mu_k)\) to denote the current primal-dual iterate of NPASA.

NPASA is then comprised of the GS and LS algorithms with criterion for branching between these algorithms. Pseudocode for NPASA can be found in Algorithm 3.3. The focus of the analysis in this paper is on phase two of NPASA which contains the LS algorithm. Phase one contains the GS algorithm and updates for the penalty parameter used in GS which were analyzed in Section 4 of [2] to establish global convergence properties for NPASA. As such, there is no analysis of phase one of NPASA included in this paper as all necessary analysis was completed in [2].

### Algorithm 3.1 GS - Global Step Algorithm

**Inputs:** Initial guess \((x, \lambda, \mu)\) and scalar parameters \(\phi > 1, \lambda > 0, \text{ and } q\)

\[
\lambda = \text{Proj}_{[-\lambda, \lambda]}(\lambda)
\]

\[
x' = \arg\min \{ L_q(x, \lambda) : x \in \Omega \}
\]

Set \(\lambda' \leftarrow \lambda + 2q\eta(x')\)

Construct \(\mu(x', 1)\) from PPROJ output\(^1\) and set \(\mu' \leftarrow \mu(x', 1)\)

**Return** \((x', \lambda', \mu')\)

### Algorithm 3.2 LS - Local Step Algorithm

**Inputs:** Initial guess \((x, \lambda, \mu)\) and scalar parameters \(\theta \in (0, 1), \alpha \in (0, 1], \beta \geq 1, \sigma \in (0, 1), \tau \in (0, 1), \text{ and } p \gg 1, \delta \in (0, 1), \gamma \in (0, 1)\)

**Constraint Step:** Set \(w_0 \leftarrow x\) and set \(i \leftarrow 0\)

while \(E_{\gamma}(w_i) > \theta E_{m,1}(x, \lambda, \mu)\) do

Choose \(p_i\) such that \(p_i \geq \max \{\beta^2, \|h(w_i)\|^{-2}\}\) and set \(s_i = 1\)

\[
[\bar{w}_{i+1}, y_{i+1}] = \arg\min \{\|w - w_i\|^2 + p_i\|y\|^2 : \nabla h(w_i)(w - w_i) + y = -h(w_i), w \in \Omega\}
\]

Set \(\alpha_{i+1} \leftarrow 1 - \|y_{i+1}\|\)

if \(\alpha_{i+1} < \alpha\) then

**Return** \((x, \lambda, \mu)\)

else

while \(\|h(w_i + s_i(\bar{w}_{i+1} - w_i))\| > (1 - \tau\alpha_{i+1}s_i)\|h(w_i)\|\) do

Set \(s_i \leftarrow \sigma s_i\)

Set \(w_{i+1} \leftarrow w_i + s_i(\bar{w}_{i+1} - w_i)\) and set \(i \leftarrow i + 1\)

Set \(w \leftarrow w_i\)

**Multiplier Step:** Set \(z_0 \leftarrow w\), set \(p_0 \leftarrow p\), and set \(i \leftarrow 0\)

\((\nu_0, \eta_0) \in \arg\min \{E_{m,0}(z_0, \nu, \eta) + \gamma\|\nu, \eta\|^2 : \|\eta\| \geq 0\}\)

\(\eta'_0 \in \arg\min \{E_{m,1}(z_0, \nu_0, \eta) : \eta \geq 0\}\)

while \(E_{m,1}(z_i, \nu_i, \eta_i') > \theta E_c(w)\) do

Increase \(p_i\) if necessary

\[
z_{i+1} = \arg\min \{L_p^i(z, \nu_i) : \nabla h(z)(z - z_i) = 0, z \in \Omega\}
\]

\((\nu_{i+1}, \eta_{i+1}) \in \arg\min \{E_{m,0}(z_{i+1}, \nu, \eta) + \gamma\|\nu, \eta\|^2 : \eta \geq 0\}\)

\(\eta'_{i+1} \in \arg\min \{E_{m,1}(z_{i+1}, \nu_{i+1}, \eta) : \eta \geq 0\}\)

if \(E_{m,1}(z_{i+1}, \nu_{i+1}, \eta'_{i+1}) > \delta E_{m,1}(z_i, \nu_i, \eta_i')\) then

**Return** \((x, \lambda, \mu)\)

else

Set \(i \leftarrow i + 1\)

**Return** \((z_i, \nu_i, \eta_i')\)

---

\(^1\)Using formula (B.20)
4. Convergence Analysis for Phase Two of NPASA. In this section, we provide conditions under which phase two of NPASA satisfies desirable local convergences properties. From the pseudocode in Algorithms 3.2 and 3.3, observe that the LS algorithm in phase two of NPASA is decomposed into constraint and multiplier steps. The constraint step is designed to move the primal iterates to a point satisfying the nonlinear constraints, \( h(x) = 0 \), while the multiplier step provides updates for the dual iterates while attempting to maintain primal iterates satisfying the nonlinear constraints. First, we prove fast local convergence properties of the constraint step in Section 4.1. Then we provide a local convergence analysis of the multiplier step in Section 4.2. Lastly, in Section 4.3 we use our analysis of the constraint and multiplier steps to provide a local convergence result for phase two of NPASA.

For several results in this section we will require some subset of the assumptions (LICQ), (SCS), (SOSC), and (SSOSC) provided in Section 1. We will clearly specify which assumptions are used in the statement of each convergence result. Additionally, note that for the purposes of simplifying the analysis in Theorem 4.1, we will express the polyhedral constraint set for problem (1.1), originally defined by \( \Omega = \{ x : r(x) \leq 0 \} \), in an equivalent form \( \Omega = \{ x : g(x) = 0 \} \), for some function \( g(x) \). Note that this equivalent formulation of \( \Omega \) can be constructed by adding a slack variable to the inequality constraints in problem (1.1) and performing a change of variables to define \( g(\cdot) \), as illustrated in Section 3.3.2 of [1]. Further, using this approach we have that \( \nabla g_S(x) \) is of full row rank provided that \( A_S \) is of full row rank, for any \( S \subseteq \{1, 2, \ldots, m\} \). It should be noted that the choice to represent \( \Omega \) in this equivalent form is solely to simplify the convergence analysis and that an implementation of NPASA can still use the definition of the set \( \Omega \) as originally defined in Section 1.

4.1. Convergence Analysis for Constraint Step. In this section, we establish a local quadratic convergence rate of the multiplier error estimator \( E_c \). Recall the iterative scheme for determining \( w \in \Omega \)
such that \( h(w) = 0 \) used in the constraint step of the LS algorithm for a given initial point \( w_0 \):

\[
(4.1) \quad (w_{i+1}, y_{i+1}) = \arg\min \left\{ \|w - w_i\|^2 + \|y\|^2 : \nabla h(w_i)(w - w_i) + \frac{1}{\sqrt{p_i}} y = -h(w_i), w \in \Omega \right\}
\]

\[
(4.2) \quad w_{i+1} \leftarrow w_i + s_i(w_{i+1} - w_i)
\]

where \( p_i \geq 1 \) is a penalty parameter and where \( s_i \leq 1 \) is chosen such that

\[
(4.3) \quad \|h(w_i + s_i(w_{i+1} - w_i))\| \leq (1 - \tau \alpha_i s_i)\|h(w_i)\|.
\]

Here, \( \alpha_i \) is defined by \( \alpha_i := 1 - \|y_i\| \) and to continue performing the scheme we require that \( \alpha_i \in [\alpha, 1] \) for some fixed parameter \( \alpha > 0 \). Note that this is the iterative scheme in the constraint step of the LS algorithm, Algorithm 3.2, where we have made the change of variables \( y \leftarrow \frac{1}{\sqrt{p_i}} y \) to simplify the analysis in Theorem 4.1. By introducing the slack variable, \( y_i \), into our update scheme, it is no longer necessary to consider the solvability of this problem as the constraint set is always nonempty.

**Theorem 4.1.** Suppose \( x^* \) satisfies \( h(x^*) = 0 \), \( g(x^*) = 0 \), \( g, h \in C^2 \) near \( x^* \), and that assumption (LICQ) holds at \( x^* \). Then there exists a neighborhood \( N \) about \( x^* \) and a constant \( c \in \mathbb{R} \) such that for any \( w_0 \in N \cap \Omega \) and sequence of penalty parameters \( \{p_i\}_{i=0}^\infty \) satisfying \( p_i \geq \max \{\beta, \|h(w_i)\|^2\} \), with \( \beta \geq 1 \), the iterative scheme (4.1) – (4.2) converges to a point \( w^* \) with the following properties:

\[
(4.4) \quad h(w^*) = 0, g(w^*) = 0, \quad \text{and} \quad s_i = 1 \text{ satisfies Armijo line search given by } (4.3) \text{ for each } i.
\]

Moreover, for all \( i \geq 0 \):

\[
(4.5) \quad \|w_i - w_0\| \leq c\|h(w_0)\|,
\]

\[
(4.6) \quad \|w_i - w^*\| \leq c\|h(w_0)\|2^{-2^i},
\]

\[
(4.7) \quad \|h(w_{i+1})\| \leq c\|h(w_i)\|^2.
\]

**Proof.** Let \( S \subseteq [m] := \{1, 2, \ldots, m\} \) and let \( A := A(x^*) \), for simplicity. Define \( F_{p,S} : \mathbb{R}^{2\ell + |S|} \times \mathbb{R}^n \rightarrow \mathbb{R}^{2\ell + |S|} \) by

\[
(4.8) \quad F_{p,S}(u, y, x) = \begin{bmatrix}
\nabla h(x)M_S(x)u + \frac{1}{\sqrt{p_i}} y + h(x) \\
g_S(x + M_S(x)u)
\end{bmatrix}
\]

where \( u \in \mathbb{R}^{\ell + |S|}, y \in \mathbb{R}^{\ell}, M_S(x) = [\nabla h(x) M_S(x)] \in \mathbb{R}^{n \times (\ell + |S|)}, \) and \( p \geq 1 \) is a scalar. Taking \( S = [m] \), we claim that there exists neighborhoods \( \mathcal{N}_1 \) of \([0, 0] \in \mathbb{R}^{\ell + m} \times \mathbb{R}^{\ell} \) and \( \mathcal{N}_2 \) of \( x^* \in \mathbb{R}^n \) such that the equation

\[
(4.9) \quad F_{p,[m]}(u, y, x) = 0
\]

has a unique solution \([u, y] = [u_p(x), y_p(x)] \in \mathcal{N}_1 \) for every \( x \in \mathcal{N}_2 \). To prove this claim, we will make use of Theorem 2.1 in [7]. It follows from Corollary 3.2 in [7] that if \( \nabla_{[u,y]}F_{p,A}(0,0,x^*) \) is nonsingular and the Lipschitz constant of \( \nabla_{[u,y]}F_{p,A}(0,0,x^*)^{-1} \) is uniformly bounded for sufficiently large values of \( p \) then the hypothesis of Theorem 2.1 in [7] is satisfied for equation (4.9). Evaluating the Jacobian of \( F_{p,A} \) with respect to \([u, y]\) at \( u = 0, y = 0 \), and \( x = x^* \) yields

\[
(4.10) \quad \nabla_{[u,y]}F_{p,A}(0,0,x^*) = \left[ \nabla_u F_{p,A}(0,0,x^*) | \nabla_y F_{p,A}(0,0,x^*) \right] = \begin{bmatrix}
M_A(x^*)^\top M_A(x^*) & \frac{1}{\sqrt{p_i}} I_\ell \\
0 & I_\ell
\end{bmatrix}
\]

which is nonsingular by the (LICQ) hypothesis and choice of \( M_A(x) \). Note that \( I_\ell \) denotes the identity matrix of dimension \( \ell \times \ell \). It remains to show that the Lipschitz constant of \( \nabla_{[u,y]}F_{p,A}(0,0,x^*)^{-1} \) is
uniformly bounded for sufficiently large values of \( p \). For simplicity, define \( B_p := \nabla_{[u,y]} F_{p,A}(0,0,x^*)^{-1} \), \( C := (M_A(x^*)^\top M_A(x^*))^{-1} \), and

\[
D := C \begin{bmatrix} I_t \\ 0 \end{bmatrix}
\]

and observe that

\[
B_p = \begin{bmatrix} C \frac{1}{\sqrt{p}} D \\ 0 \frac{1}{\sqrt{p}} D I_t \end{bmatrix}.
\]

As the desired Lipschitz constant is given by \( \|B_p\| \), it suffices to determine the singular values of \( B_p \). Since

\[
B_p B_p^\top = \begin{bmatrix} C \frac{1}{\sqrt{p}} D \\ 0 \frac{1}{\sqrt{p}} D I_t \end{bmatrix} \begin{bmatrix} C^\top \frac{1}{\sqrt{p}} D^\top \\ 0 \frac{1}{\sqrt{p}} D^\top I_t \end{bmatrix} = \begin{bmatrix} CC^\top + \frac{1}{p} DD^\top \\ \frac{1}{\sqrt{p}} D I_t \end{bmatrix}
\]

we have that

\[
\lim_{p \to \infty} B_p B_p^\top = \begin{bmatrix} CC^\top \\ 0 \frac{1}{\sqrt{p}} D I_t \end{bmatrix}.
\]

As the matrix in (4.14) is a block diagonal matrix, its eigenvalues are the eigenvalues of \( CC^\top \) and \( I_t \). As the nonzero singular values of \( B_p \) are the square roots of the nonzero eigenvalues of \( B_p B_p^\top \), we conclude that the singular values of \( B_p \) are uniformly bounded for sufficiently large \( p \). Hence, the hypothesis of Theorem 2.1 in [7] holds for equation (4.9). Thus, there exist neighborhoods \( \mathcal{N}_1 \) of \([0,0] \) and \( \mathcal{N}_2 \) of \( x^* \) such that equation (4.9) has a unique solution \([u,y] = [u_p(x), y_p(x)] \) in \( \mathcal{N}_1 \) for every \( x \in \mathcal{N}_2 \). Further, Theorem 2.1 of [7] yields that \( \|u_p(x), y_p(x)\| \leq \sigma \|F_{p,[m]}(0,0,x) - F_{p,[m]}(0,0,x^*)\| \) for all \( x \in \mathcal{N}_2 \) and sufficiently large \( p \), where \( \sigma \) is independent of \( x \) and \( p \). It follows from the definition of \( F_{p,[m]}(u,y,x) \) and equation (4.9) that \( y_p(x) = 0 \) for every \( x \in \mathcal{N}_2 \), which, in turn, yields

\[
\|u_p(x)\| \leq \sigma \|F_{p,[m]}(0,0,x) - F_{p,[m]}(0,0,x^*)\|.
\]

Observing that

\[
F_{p,[m]}(0,0,x) = \begin{bmatrix} \nabla h(x) M(x) 0 + \frac{1}{\sqrt{p}} 0 + h(x) \\ g(x + M(x) 0) \\ 0 \end{bmatrix} = \begin{bmatrix} h(x) \\ g(x) \\ 0 \end{bmatrix}
\]

and

\[
F_{p,[m]}(0,0,x^*) = \begin{bmatrix} h(x^*) \\ g(x^*) \\ 0 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}
\]

we now have that

\[
\|u_p(x)\| \leq \sigma \left\| \begin{bmatrix} h(x) \\ g(x) \end{bmatrix} \right\|,
\]

for all \( x \in \mathcal{N}_2 \).

Now let \( \eta > 0 \) be given such that \( h, g \in C^2(B(x^*,\eta)) \) and \( B(x^*,\eta) \subset \mathcal{N}_2 \). Define \( B := B(x^*,\eta) \). Let

\[
\eta = \max \left\{ \max_{x \in B} \|M(x)\|, 1 \right\},
\]

\[
\delta = \left[ \sum_{j=1}^t \max_{x_j \in B} \|\nabla^2 h_j(x_j)\|^2 \right]^{1/2},
\]
and let \( w_0 \in B \cap \Omega \) be any point such that both
\[
\eta \sigma \| h(w_0) \| \leq \min \{ 1/2, 1 - \tau, \gamma(1 - \alpha) \}
\]
and \( B(w_0, 2\eta\sigma \| h(w_0) \|) \subseteq B \cap \Omega \), where \( \gamma = \left(1 + \frac{\delta\eta\sigma}{2}\right) \).

Suppose that \( w_i \in B \cap \Omega \) and that \( w_{i+1} \) is generated using the scheme in (4.1) with \( p_i \) chosen such that \( p_i \geq \max \{ \beta^2, \|h(w_i)\|^2\} \), for some \( \beta > 1 \), and with \( s_i = 1 \). By our definition of \( F_{p_i}\{u, y, x\} \) and the fact that \( F_{p_i}\{u_p, (w_i), 0, w_i\} = 0 \), we have that
\[
\nabla h(w_i) M(w_i) u_{p_i}(w_i) = -h(w_i)
\]
and
\[
g(w_i + M(w_i) u_{p_i}(w_i)) = 0 \iff w_i + M(w_i) u_{p_i}(w_i) \in \Omega.
\]

Hence, the vector \( [w_i + M(w_i) u_{p_i}(w_i), 0]^T \) satisfies the constraints of the minimization problem in (4.1). Thus, the objective value of problem (4.1) at a solution, \( w_{i+1} \), is bounded above by the objective evaluated at \( [w_i + M(w_i) u_{p_i}(w_i), 0]^T \). Using this fact with the definition of \( \eta \) and inequality (4.18) we have that
\[
\|w_{i+1} - w_i\|^2 + \|y_{i+1}\|^2 \leq \|M(w_i) u_{p_i}(w_i)\|^2 \leq \eta^2 \| u_{p_i}(w_i) \|^2 \leq \eta^2 \sigma^2 \| h(w_i) \|^2.
\]

In particular, recalling that \( \alpha_i := 1 - \|y_i\| \), it follows from (4.24) that
\[
1 - \eta \sigma \| h(w_i) \| \leq \alpha_{i+1}.
\]

Now suppose that \( w_i, w_{i+1} \in B \) where \( w_{i+1} \) is generated using the scheme in (4.1) with \( p_i \) chosen such that \( p_i \geq \max \{ \beta^2, \|h(w_i)\|^2\} \), for some \( \beta > 1 \), and with \( s_i = 1 \). In particular, since \( w_i \) is known at the time of choosing \( p_i \) we can take
\[
p_i = \max \left\{ \beta^2, \frac{1}{\| h(w_i) \|^2} \right\}
\]
for some \( \beta \geq 1 \) to satisfy this requirement. By Taylor’s Theorem and the problem constraint, we have that
\[
h(w_{i+1}) = h(w_i) + \nabla h(w_i)(w_{i+1} - w_i) + \frac{1}{2} \sum_{j=1}^{\ell} (w_{i+1} - w_i)^\top \nabla^2 h_j(\xi_j)(w_{i+1} - w_i)e_j,
\]
\[
= -\frac{1}{\sqrt{p_i}} y_{i+1} + \frac{1}{2} \sum_{j=1}^{\ell} (w_{i+1} - w_i)^\top \nabla^2 h_j(\xi_j)(w_{i+1} - w_i)e_j,
\]
for some vectors \( \xi_j \) between \( w_i \) and \( w_{i+1} \), for \( 1 \leq j \leq \ell \). This yields the inequality
\[
\|h(w_{i+1})\| \leq \frac{1}{\sqrt{p_i}} \| y_{i+1} \| + \frac{\delta}{2} \| w_{i+1} - w_i \|^2.
\]

Combining (4.29) with inequality (4.24) yields
\[
\|h(w_{i+1})\| \leq \frac{\eta \sigma}{\sqrt{p_i}} \| h(w_i) \| + \frac{\delta \eta^2 \sigma^2}{2} \| h(w_i) \|^2.
\]
By our choice of $p_i$ in (4.26), we have that $\frac{1}{\sqrt{i+1}} \leq \|h(w_i)\|$. Combining this with (4.30) yields

$$\|h(w_{i+1})\| \leq \eta\sigma \left(1 + \frac{\delta\eta\sigma}{2}\right) \|h(w_i)\|^2 = \eta\sigma \gamma \|h(w_i)\|^2,$$

which concludes the proof of (4.7).

It remains to show that the sequence of iterates $\{w_i\}_{i=0}^{\infty}$ generated by (4.1) is contained in the ball $B$ and that $\alpha_i \geq \alpha$, for all $i \geq 1$. We proceed by way of induction. First, $w_0 \in B$ by definition. Additionally, using (4.25) and (4.21) we have that

$$\alpha_0 \geq 1 - \eta\sigma \|h(w_0)\| \geq \alpha.$$

Hence, the base case of induction holds. Suppose now that $w_0, w_1, \ldots, w_i$ are contained in $B$, that $\|w_i - w_{i-1}\| \leq \eta\sigma \|h(w_0)\| 2^{-2^{i-1}+1}$, and that $s_j = 1$ and $\alpha_{j+1} \geq 0$, for $0 \leq j < i$. As the inequality in (4.31) holds for $w_0, w_1, \ldots, w_i$ by the inductive hypothesis, repeated applications of (4.31) yield

$$\|w_{i+1} - w_i\| \leq \eta\sigma \|h(w_i)\| \leq \frac{1}{\gamma} (\eta\sigma \|h(w_0)\|)^{2^i} = \eta\sigma \|h(w_0)\| (\eta\sigma \|h(w_0)\|)^{2^{i-1}}.$$

By our choice of $w_0$ in (4.21), it follows from (4.33) that

$$\|w_{i+1} - w_i\| \leq \eta\sigma \|h(w_0)\| 2^{-2^{i}+1},$$

as desired. Next, observe that (4.5) follows from applying (4.34), the inductive hypothesis, and the triangle inequality

$$\|w_{i+1} - w_0\| = \|w_{i+1} - w_i + w_i - w_0\| \leq \|w_{i+1} - w_i\| + \|w_i - w_0\|$$

$$\leq \sum_{j=0}^{i} \|w_{j+1} - w_j\|$$

$$\leq \eta\sigma \|h(w_0)\| \sum_{j=0}^{i} 2^{-2^j+1}$$

$$< 2\eta\sigma \|h(w_0)\|.$$

Additionally, observe that

$$\|h(w_{i+1})\| \leq \eta\sigma \|h(w_i)\|^2 \leq (\eta\sigma \|h(w_0)\|)^{2^i} \|h(w_i)\| \leq (1 - \tau) \|h(w_i)\|,$$

where the final inequality holds from our choice of $w_0$ in (4.21). By our choice of $w_0$ in (4.21), we have that

$$\eta\sigma \|h(w_0)\| 2^{-2^{i}+1} \leq 1 - \alpha,$$

for all $i \geq 0$. Hence, using (4.25), (4.33), and (4.40) yields

$$\alpha_{i+1} \geq 1 - \eta\sigma \|h(w_i)\| \geq 1 - \eta\sigma \|h(w_0)\| 2^{-2^{i}+1} \geq \alpha,$$

as desired. As $\alpha_{i+1} \leq 1$ by definition, we have $\alpha_{i+1} \in [\alpha, 1]$. Hence, $1 - \tau \leq 1 - \tau \alpha_i \leq 1 - \tau \alpha$. Combining this with (4.39) yields that the Armijo line search update in (4.3) is satisfied for $s_i = 1$. This concludes the inductive phase of the proof.

Lastly, as $1 - \tau \leq 1 - \tau \alpha$ we have that

$$\|h(w_{i+1})\| \leq (1 - \tau \alpha) \|h(w_i)\|,$$

holds for all $i \geq 0$. Hence the sequence $\{w_i\}_{i=0}^{\infty}$ is Cauchy so there exists a vector $w^* \in B$ such that $w_i \to w^*$ as $i \to \infty$ which, combined with (4.39), yields the inequality in (4.6). Lastly, as $\tau \in (0, 1)$, it follows from (4.42) that $\|h(w^*)\| = 0$. As $g(w_i) = 0$ for all $i \geq 0$, we conclude that (4.4) holds. □
4.2. Convergence Analysis for Multiplier Step. We now work towards establishing local convergence for the multiplier step in the LS algorithm. Before stating and proving the local convergence result for the multiplier step, we require several results that will be used in the proof. First, we restate Theorem 3.1 and Corollary 3.1 from [3] in terms of our current analysis. Note that there are no significant changes to the details of these results and the same proofs from [3] hold. As such, the proof is omitted here.

**Theorem 4.2.** Suppose \( x^* \) satisfies \( h(x^*) = 0, x^* \in \Omega, h \in C^2 \) near \( x^* \), and assumptions (LICQ) and (SOSC) hold. Then there exists a neighborhood \( \mathcal{N} \) about \( (x^*, \lambda^*) \) for which the problem

\[
\min \{ \mathcal{L}_{p_i}(z, \nu_i) : \nabla h(u_i)(z - u_i) = 0, z \in \Omega \}
\]

has a local minimizer \( z = z_{i+1} \), whenever \( (u_i, \nu_i) \in \mathcal{N} \). Moreover, there exists a constant \( c \in \mathbb{R} \) such that

\[
\|z_{i+1} - x^*\| \leq c\|\nu_i - \lambda^*\|^2 + c\|u_i - x^*\|^2 + c\|h(u_i)\|,
\]

for every \( (u_i, \nu_i) \in \mathcal{N} \) with \( u_i \in \Omega \).

**Corollary 4.3.** Suppose \( x^* \) satisfies \( h(x^*) = 0, x^* \in \Omega, h \in C^2 \) near \( x^* \), and assumptions (LICQ) and (SOSC) hold. Then there exists a neighborhood \( \mathcal{N} \) about \( (x^*, \lambda^*) \) for which the problem

\[
\min \{ \mathcal{L}_{p_i}(z, \nu_i) : \nabla h(u_i)(z - u_i) = 0, z \in \Omega \}
\]

has a local minimizer \( z = z_{i+1} \), whenever \( (x_k, \nu_i) \in \mathcal{N}, x_k \in \Omega, \) and any \( u_i = w_j \) for any \( j \geq 1 \), where \( w_j \) are generated by the scheme in (4.1) starting from \( w_0 = x_k \). Moreover, there exists a constant \( c \in \mathbb{R} \) such that

\[
\|z_{i+1} - x^*\| \leq c\|\nu_i - \lambda^*\|^2 + c\|x_k - x^*\|^2,
\]

where \( c \) is independent of \( (x_k, \nu_i) \in \mathcal{N} \cap (\Omega \times \mathbb{R}^m) \).

In order to prove the local convergence result for the multiplier step, we make use of the following problem:

\[
\min_{x \in \mathbb{R}^n} f(x) \quad \text{s.t.} \quad h(x) = u, \quad r(x) \leq 0,
\]

where \( u \) is a fixed vector in \( \mathbb{R}^m \). Note that (4.47) is very similar to problem (1.1) with the only difference being the perturbation applied to the nonlinear portion of the constraint set, namely changing \( h(x) = 0 \) to \( h(x) = u \). Lemma 4.4 will provide insight into how close a solution of problem (4.47) is to a solution of (1.1) for different values of \( u \) by performing stability analysis of problem (4.47) for values of \( u \) in a neighborhood of \( u = 0 \).

**Lemma 4.4.** Suppose that \( f, h \) from problem (1.1) are twice continuously differentiable and that either assumptions (LICQ), (SCS), and (SOSC) are satisfied at \( (x^*, \lambda^*, \mu^*) \) or assumptions (LICQ) and (SOSC) are satisfied at \( (x^*, \lambda^*, \mu^*) \). Then there exists a neighborhood \( \mathcal{N} \) of \( 0 \) such that, for every \( u \in \mathcal{N} \), problem (4.47) has a local minimizer \( x(u) \) and associated multipliers \( \lambda(u) \) and \( \mu(u) \) satisfying

\[
(x(0), \lambda(0), \mu(0)) = (x^*, \lambda^*, \mu^*),
\]

\[
(x(u), \lambda(u), \mu(u)) \text{ satisfies the KKT system for problem (4.47)}.
\]

Additionally, there exists a constant \( c \in \mathbb{R} \) such that, for every \( u_1, u_2 \in \mathcal{N} \), we have

\[
\| (x(u_1), \lambda(u_1), \mu(u_1)) - (x(u_2), \lambda(u_2), \mu(u_2)) \| \leq c\|u_1 - u_2\|.
\]
Proof. We first establish that the KKT system for problem (1.1) is strongly regular at \((x^*, \lambda^*, \mu^*)\). In Section 4 of [7], Robinson outlines conditions under which the KKT system for a nonlinear program is strongly regular. One set of assumptions that guarantees a strongly regular KKT system for problem (1.1) at \((x^*, \lambda^*, \mu^*)\) is that (LICQ), (SCS), and (SSOSC) hold at \((x^*, \lambda^*, \mu^*)\). Additionally, Theorem 4.1 of [7] proves that if assumptions (LICQ) and (SSOSC) hold at \((x^*, \lambda^*, \mu^*)\) then this guarantees strong regularity for the KKT system in (1.1). Under either set of hypotheses for our lemma, we have that the KKT system for problem (1.1) is strongly regular at \((x^*, \lambda^*, \mu^*)\). We now prove the lemma using some results from [7].

Now denote the Lagrangian of problem (4.47) by

\[
\mathcal{L}(u; x, \lambda, \mu) = f(x) + \lambda^T (h(x) - u) + \mu^T r(x).
\]

Using \(f(\cdot)\) in this proof in the context of [7], we define

\[
f(u, x, \lambda, \mu) := \begin{bmatrix}
\nabla_x \mathcal{L}(x; \lambda, \mu) \\
-r(x) \\
-h(x) + u
\end{bmatrix}.
\]

By the hypotheses of our lemma, we have that the hypotheses of Theorem 2.1 of [7] are satisfied. To apply Corollary 2.2 from [7], it remains to show that there exists a constant \(\nu\) such that

\[
\|f(u_1, x, \lambda, \mu) - f(u_2, x, \lambda, \mu)\| \leq \nu\|u_1 - u_2\|,
\]

for all \(u_1, u_2 \in \mathcal{N}\) and \((x, \lambda, \mu) \in V\), where \(V\) is a closed neighborhood of \((x^*, \lambda^*, \mu^*)\). Noting that

\[
\nabla_x \mathcal{L}(u; x, \lambda, \mu)^T = \nabla_x f(x)^T + \nabla_x h(x)^T \lambda + \nabla_x r(x)^T \mu
\]

it follows that

\[
\|f(u_1, x, \lambda, \mu) - f(u_2, x, \lambda, \mu)\| = \left\| \begin{bmatrix} 0 \\ 0 \\ u_1 - u_2 \end{bmatrix} \right\| = \|u_1 - u_2\|,
\]

which concludes the proof.

Next, we consider the problem where we fix a vector \(u\) then solve

\[
\min_{\lambda, \mu} E_{m,0}(u, \lambda, \mu) + \gamma \|\lambda, \mu\|^2
\]

s.t.

\[
\mu \geq 0.
\]

where \(\gamma > 0\) is a constant. This problem appears in the LS algorithm and it will simplify the upcoming convergence analysis for the multiplier step of the LS algorithm to consider it individually beforehand. For this problem, we have a stability result that follows from an application of Corollary 2.2 in [7].

Lemma 4.5. Suppose that \(f, h \in C^1\) and that \((x^*, \lambda^*, \mu^*)\) is a KKT point for problem (1.1). Then there exists a neighborhood \(\mathcal{N}\) of \(x^*\) such that, for every \(u \in \mathcal{N}\), problem (4.56) has a local minimizer \((\lambda(u), \mu(u))\) and associated multiplier \(\alpha(u)\) satisfying

\[
(\lambda(x^*), \mu(x^*)) = (\lambda^*, \mu^*),
\]

(\(\lambda(u), \mu(u), \alpha(u)\)) satisfies the KKT system for problem (4.56).

Additionally, there exists a constant \(c \in \mathbb{R}\) such that, for every \(u_1, u_2 \in \mathcal{N}\), we have

\[
\|\lambda(u_1), \mu(u_1), \alpha(u_1)\| - (\lambda(u_2), \mu(u_2), \alpha(u_2))\| \leq c\|u_1 - u_2\|
\]
Proof. Denote the Lagrangian for problem (4.56) by
\[
\mathcal{L}(u; \lambda, \mu, \alpha) = E_{m,0}(u, \lambda, \mu) + \gamma \|\lambda, \mu\|^2 - \mu^\top \alpha.
\] (4.60)
As in the proof of Lemma 4.4, we first establish that the KKT system for problem (4.56) is strongly regular at \((\lambda^*, \mu^*, \alpha^*)\) under the given hypotheses. Using (4.60) we have that the hessian of the Lagrangian for problem (4.56) is given by \(\nabla^2 \mathcal{L}(u; \lambda, \mu, \alpha) = B(u)^\top B(u) + \gamma I\), where \(I\) is the identity matrix and \(B(u)\) is the matrix defined by
\[
B(u) := \begin{bmatrix}
\nabla_x h(u)^\top & \nabla_x r(u)^\top
\end{bmatrix}.
\] (4.61)
Hence, for every vector \(v = [\lambda, \mu]^\top\) with \(v \neq 0\) we have
\[
v^\top \nabla^2 \mathcal{L}(u; \lambda, \mu, \alpha)v = \|B(u)v\|^2 + \gamma \|v\|^2 > 0.
\] (4.62)
So we have that the hessian of the Lagrangian for problem (4.56) is positive definite. As (4.70) only has bound constraints, the gradients of the active constraints are linearly independent. Thus, the KKT system in problem (4.56) satisfies the strong regularity condition from [7].

Now define \(f(u; \lambda, \mu, \alpha) := \begin{bmatrix} \nabla_{[\lambda, \mu]} \mathcal{L}(u; \lambda, \mu, \alpha) \end{bmatrix}^\mu\), where \(f(\cdot)\) is used in this proof in the context of [7]. By our hypotheses, we have that the hypotheses of Theorem 2.1 of [7] are satisfied. To apply Corollary 2.2 from [7], it remains to show that there exists a constant \(\nu\) such that
\[
\|f(u_1; \lambda, \mu, \alpha) - f(u_2; \lambda, \mu, \alpha)\| \leq \nu \|u_1 - u_2\|,
\] (4.63)
for all \(u_1, u_2 \in N\) and \((\lambda, \mu, \alpha) \in V\), where \(V\) is a closed neighborhood of \((\lambda^*, \mu^*, \alpha^*)\). To this end, observe that
\[
\nabla_\lambda \mathcal{L}(u; \lambda, \mu, \alpha)^\top = \nabla h(u) \nabla f(u)^\top + \nabla h(u) \nabla h(u)^\top \lambda + \nabla h(u) \nabla r(u)^\top \mu + 2\gamma \lambda.
\] (4.64)
Hence,
\[
\|\nabla_\lambda \mathcal{L}(u_1; \lambda, \mu, \alpha)^\top - \nabla_\lambda \mathcal{L}(u_2; \lambda, \mu, \alpha)^\top\| \leq \|\nabla h(u_1) \nabla f(u_1)^\top - \nabla h(u_2) \nabla f(u_2)^\top\|
+ \|\nabla h(u_1) \nabla h(u_1)^\top - \nabla h(u_2) \nabla h(u_2)^\top\| \|\lambda\|
+ \|\nabla h(u_1) \nabla r(u_1)^\top - \nabla h(u_2) \nabla r(u_2)^\top\| \|\mu\|.
\] (4.65)
As \((\lambda, \mu, \alpha)\) is in a closed neighborhood \(V\) of \((\lambda^*, \mu^*, \alpha^*)\), there exist constants \(c_1\) and \(c_2\) such that \(\|\lambda\| \leq c_1\) and \(\|\mu\| \leq c_2\) for all \((\lambda, \mu, \alpha) \in V\). As \(f, h, r \in C^1\), the functions \(\nabla h(\cdot) \nabla f(\cdot)^\top, \nabla h(\cdot) \nabla h(\cdot)^\top,\) and \(\nabla h(\cdot) \nabla r(\cdot)^\top\) are Lipschitz continuous on \(N\). Combining these facts with (4.65) yields that there exists a constant \(\nu\) such that
\[
\|\nabla_\lambda \mathcal{L}(u_1; \lambda, \mu, \alpha)^\top - \nabla_\lambda \mathcal{L}(u_2; \lambda, \mu, \alpha)^\top\| \leq \nu \|u_1 - u_2\|,
\] (4.66)
for all \(u_1, u_2 \in N\) and \((\lambda, \mu, \alpha) \in V\). Next, observe that
\[
\nabla_\mu \mathcal{L}(u; \lambda, \mu, \alpha)^\top = \nabla r(u) \nabla f(u)^\top + \nabla r(u) \nabla h(u)^\top \lambda + \nabla r(u) \nabla r(u)^\top \mu - r(u) - \alpha + 2\gamma \mu.
\] (4.67)
Hence,
\[
\|\nabla_\mu \mathcal{L}(u_1; \lambda, \mu, \alpha)^\top - \nabla_\mu \mathcal{L}(u_2; \lambda, \mu, \alpha)^\top\| \leq \|\nabla r(u_1) \nabla f(u_1)^\top - \nabla r(u_2) \nabla f(u_2)^\top\|
+ \|\nabla r(u_1) \nabla h(u_1)^\top - \nabla r(u_2) \nabla h(u_2)^\top\| \|\lambda\|
+ \|\nabla r(u_1) \nabla r(u_1)^\top - \nabla r(u_2) \nabla r(u_2)^\top\| \|\mu\|
+ \|r(u_1) - r(u_2)\|.
\] (4.68)
By an argument similar to the one establishing (4.66), there exists a constant $\nu$ such that

$$\|\nabla_{\mu} \mathcal{L}(u_1; \lambda, \mu, \alpha)^T - \nabla_{\mu} \mathcal{L}(u_2; \lambda, \mu, \alpha)^T\| \leq \nu \|u_1 - u_2\|,$$

for all $u_1, u_2 \in \mathcal{N}$ and $(\lambda, \mu, \alpha) \in \mathcal{V}$. Now combining (4.66) and (4.69) yields (4.63). Corollary 2.2 from [7] can now be applied to conclude the proof.

Note that the inclusion of $\gamma \| [\lambda, \mu]\|^2$ in the objective function of problem (4.56) is to ensure positive definiteness of the hessian. If we instead considered the problem

$$\min_{\lambda, \mu} E_{m, 0}(u, \lambda, \mu) \quad \text{s.t.} \quad \mu \geq 0,$$

then achieving a result analogous to Lemma 4.5 for problem (4.70) would require the additional, and much stronger, hypothesis that $\begin{bmatrix} \nabla h(x^*) \end{bmatrix}$ is of full row rank.

Before moving to the convergence analysis for the multiplier step, we provide a remark on what can be said on the stability of problem (4.56) if $E_{m, 0}$ is replaced with $E_{m, 1}$. To this end, we note that $E_{m, 1}(u, \lambda, \mu)$ must be twice continuously differentiable with respect to $\lambda$ and $\mu$ in a neighborhood of a solution $(\lambda^*, \mu^*)$ to establish a satisfiability result similar to Lemma 4.5. We can guarantee this holds provided that the hypotheses of Lemma 2.4 are satisfied, that is, in addition to the hypotheses of Lemma 4.5 we require that assumption (SCS) holds at $(x^*, \lambda^*, \mu^*)$. This result is much more restrictive as it would limit future analysis to only nondegenerate stationary points of problem (1.1). As such, this provides some motivation behind the choice of minimizing $E_{m, 0}$ with respect to $\lambda$ and $\mu$ instead of $E_{m, 1}$ in the Multiplier Step of NPASA. We note that the additional minimization of $E_{m, 1}$ with respect to $\mu$ in the Multiplier Step is required in order to ensure local quadratic convergence of the multiplier step in the LS algorithm as will be illustrated in the proof of Theorem 4.6.

With these lemmas in place, we are now ready to state and prove a convergence result for the multiplier step of NPASA, found in Algorithm 3.2.

**Theorem 4.6.** Suppose that $f, h \in C^2$ and that either assumptions (LICQ), (SCS), and (SSOSC) are satisfied at $(x^*, \lambda^*, \mu^*)$ or assumptions (LICQ) and (SSOSC) are satisfied at $(x^*, \lambda^*, \mu^*)$. Then there exists a neighborhood $\mathcal{N}_1$ and $\mathcal{N}_2$ of $x^*$ and a constant $c$ such that, for every $z_0 \in \mathcal{N}_1 \cap \Omega$, the primal variables and equality multipliers, $(z, \nu)$, generated using the scheme

$$\begin{align}
(\nu_i, \eta_i) & \in \arg\min \left\{ E_{m, 0}(z_i, \nu, \eta) + \gamma \| [\lambda, \mu]\|^2 : \eta \geq 0 \right\} \\
\eta_i' & \in \arg\min \left\{ E_{m, 1}(z_i, \nu_i, \eta) : \eta \geq 0 \right\} \\
z_{i+1} & = \arg\min \left\{ L^i_{p_i}(z, \nu_i) : \nabla h(z_i)(z - z_i) = 0, z \in \mathcal{N}_2 \cap \Omega \right\}
\end{align}$$

converge to a point $(z^*, \nu^*)$ and

$$\min_{\eta \geq 0} E_{m, 1}(z^*, \nu^*, \eta) = 0.$$

Furthermore, the following properties hold for $i \geq 0$:

$$\begin{align}
(4.75) \quad & \|z_i - z^*\| \leq c 2^{-i}, \\
(4.76) \quad & \|z_{i+1} - z_i\| \leq c \|z_0 - x^*\|^2, \\
(4.77) \quad & \|z_{i+1} - x^*\| \leq c \|z_0 - x^*\|^2 + c \|h(z_0)\|, \\
(4.78) \quad & E_{m, 1}(z_{i+1}, \nu_{i+1}, \eta_{i+1}^\prime) \leq c E_{m, 1}(z_i, \nu_i, \eta_i^\prime)^2, \\
(4.79) \quad & E_1(z_i, \nu_i, \eta_i^\prime) \leq \|z_i - x^*\|.
\end{align}$$
Before providing the proof for this theorem, we note that the iterative scheme in (4.71) – (4.73) is the same update provided in the LS pseudocode, Algorithm 3.2, without checking for a sufficient decrease in the error estimator at each iteration. As a result, it follows from (4.78) that the criterion $E_{m,1}(z_{i+1}, \nu_{i+1}, \eta_{i+1}) \leq \delta E_{m,1}(z_i, \nu_i, \eta_i)$ in the Multiplier Step of the LS algorithm will always be satisfied under the hypotheses of Theorem 4.6 for $i$ sufficiently large. Hence, this local convergence result can be applied to the Multiplier step of the LS algorithm without modification. We now provide a proof for Theorem 4.6.

**Proof of Theorem 4.6.** We will perform our analysis of this method by considering the perturbed problem (4.47). As problem (1.1) is equivalent to problem (4.47) with $u = 0$, we have that $x^*$ is a solution of problem (4.47) with $u = 0$. Additionally, we will let $z_i^*$ denote the local minimizer of (4.47) with $u = h(z_i)$ and $(\nu_i^*, \eta_i^*)$ be corresponding multipliers for which $E_{m,1}(z_i^*, \nu_i^*, \eta_i^*) = 0$. To justify the existence of $(\nu_i^*, \eta_i^*)$, observe that the Lagrangian for problem (4.47) with $u = h(z_i)$ is

$$f(x) + \lambda^T(h(x) - h(z_i)) + \mu^T r(x)$$

which has gradient

$$\nabla f(x) + \lambda^T \nabla h(x) + \mu^T \nabla r(x).$$

As this gradient is the same as the gradient of the Lagrangian for problem (1.1), we have that a KKT point $(z_i^*, \nu_i^*, \eta_i^*)$ for problem (4.47) satisfies $E_{m,1}(z_i^*, \nu_i^*, \eta_i^*) = 0$, as desired.

Suppose that $z_i$ is near $x^*$. By (4.48) in Lemma 4.4, we have $x(h(z_i)) = z_i^*$ and $x(h(x^*)) = x^*$. Hence, using (4.50) in Lemma 4.4 with $u_1 = h(z_i)$ and $u_2 = h(x^*) = 0$, it follows that

$$\|z_i - x^*\| \leq c\|h(z_i) - h(x^*)\| = c\|h(z_i)\|.$$  

Since $\|h(z_i)\| \to 0$ as $z_i \to x^*$, we have that $z_i^*$ is near $x^*$ when $z_i$ is near $x^*$. As $x = z_i$ satisfies the constraint $h(x) = u$ when $u = h(z_i)$, it follows from Theorem 4.2 that

$$\|z_{i+1} - z_i^*\| \leq c\|\nu_i - \nu_i^*\|^2 + c\|z_i - z_i^*\|^2 + c\|h(z_i) - h(z_i)\|$$

$$= c\|\nu_i - \nu_i^*\|^2 + c\|z_i - z_i^*\|^2$$

$$\leq c\|\nu_i, \eta_i - \nu_i^*, \eta_i^*\|^2 + c\|z_i - z_i^*\|^2,$$

for some constant $c$. As a note of interest to the reader, observe that the penalized Lagrangian function for problem (4.47) is given by

$$\mathcal{L}_p(\nu, z) = f(z) + \nu^T h(z) + p\|h(z) - u\|^2.$$  

Hence, when we take $u = h(z_i)$ we have that the penalized Lagrangian function for problem (4.47) is equal to $\mathcal{L}_p(\nu, z)$. As the hypotheses of Lemma 4.5 are satisfied, it follows from (4.59) in Lemma 4.5 with $u_1 = z_i$ and $u_2 = z_i^*$ that

$$\|\nu_i, \eta_i - \nu_i^*, \eta_i^*\| = O(\|z_i - z_i^*\|).$$

Similarly, $\|\nu_{i+1}, \eta_{i+1} - \nu_i^*, \eta_i^*\| = O(\|z_{i+1} - z_i^*\|)$ follows from an additional application of (4.59) in Lemma 4.5. Now (4.85) and (4.87) together imply that

$$\|z_{i+1} - z_i^*\| + \|\nu_{i+1}, \eta_{i+1} - \nu_i^*, \eta_i^*\| \leq c\|z_i - z_i^*\|^2.$$  

By our choice of Problem (4.47), for $u = h(z_i)$ we have that $h(z_i^*) = h(z_i)$. Hence,

$$\|h(z_{i+1}) - h(z_i)\| = \|h(z_{i+1}) - h(z_i^*)\| \leq c\|z_{i+1} - z_i^*\| \leq c\|z_i - z_i^*\|^2,$$
where (4.89) follows from performing a first order Taylor expansion of \( h \) and using (4.88). Next, from (4.48) in Lemma 4.4 we have that \( x(h(z_{i+1})) = z_{i+1}^* \) and \( x(h(z_i)) = z_i^* \). Hence, using (4.50) in Lemma 4.4 with \( u_1 = h(z_{i+1}) \) and \( u_2 = h(z_i) \) together with (4.89) yields

\[
\|z_{i+1}^* - z_i^*\| \leq c\|h(z_{i+1}) - h(z_i)\| \leq c\|z_i - z_i^*\|^2.
\]

Now define

\[
r_{i+1} := \|z_{i+1} - z_i^*\| + \|z_{i+1}^* - z_i^*\|.
\]

We claim that \( r_{i+1} = O(r_i^2) \). To prove this claim, first note that combining (4.88), (4.90), and (4.91) yields

\[
r_{i+1} \leq c\|z_i - z_i^*\|.
\]

By Cauchy, we have

\[
\|z_i - z_i^*\| \leq 2\|z_i - z_{i-1}^*\|^2 + 2\|z_i^* - z_{i-1}^*\|^2
\]

which combined with (4.92) yields \( r_{i+1} = O(r_i^2) \), as claimed. So there exists a constant \( \gamma \) such that \( r_{i+1} \leq \gamma r_i^2 \). Then we have

\[
r_{i+1} \leq \frac{1}{\gamma} (\gamma r_i)^2 \leq \ldots \leq \frac{1}{\gamma} (\gamma r_1)^2 = r_1 \gamma r_1^2 = 1.
\]

By applying (4.88) and (4.90) together with the triangle and Cauchy inequalities we have

\[
r_1 = \|z_1 - z_0^*\| + \|z_1^* - z_0^*\| \leq c\|z_0 - z_0^*\|^2 \leq c\|z_0 - x^*\|^2 + c\|z_0^* - x^*\|^2.
\]

Using (4.50) in Lemma 4.4 with \( u_1 = h(z_0) \) and \( u_2 = h(x^*) \) it follows that

\[
\|z_0^* - x^*\| \leq c\|h(z_0) - h(x^*)\| \leq c\|z_0 - x^*\|
\]

which combined with the bound on \( r_1 \) yields

\[
r_1 \leq c\|z_0 - x^*\|^2.
\]

It now follows that \( r_1 \to 0 \) as \( z_0 \to x^* \). Thus, there exists a constant \( c \) such that \( r_i \leq cr_i 2^{i-1} \), for all \( z_0 \) sufficiently close to \( x^* \). It now follows that the sequence \( \{z_i\}_{i=0}^{\infty} \) is Cauchy since

\[
\|z_{i+1} - z_i\| \leq \|z_{i+1} - z_i^*\| + \|z_i^* - z_{i-1}^*\| + \|z_i - z_{i-1}^*\| \leq r_{i+1} + r_i \leq cr_i 2^{2^i},
\]

for all \( i \geq 1 \). Thus, \( \{z_i\}_{i=0}^{\infty} \) has a limit, say \( z^* \), and it follows from (4.98) that \( z^* \) satisfies

\[
\|z_i - z^*\| \leq c2^{-2^i},
\]

for all \( i \geq 0 \), hence, establishing (4.75). In particular, note that (4.88) also implies that \( \{z_i^*\}_{i=0}^{\infty} \) converges to \( z^* \).

Now we claim that \( \{[\nu_i, \eta_i]\}_{i=0}^{\infty} \) converges to a limit. Let \( \varepsilon > 0 \) be given. As \( z_i \to z^* \) and \( z_i^* \to z^* \), there exists a \( M \geq 0 \) such that \( \|z_i - z_i^*\|^2 < \varepsilon \), for all \( i \geq M \). Hence,

\[
\|[\nu_{i+1}, \eta_{i+1}] - [\nu_i, \eta_i]\| \leq c\|z_i - z_i^*\|^2 + c\|z_i - z_i^*\|^2 \\
\leq 2c\varepsilon,
\]

\[
\|[\nu_{i+1}, \eta_{i+1}] - [\nu_i, \eta_i]\| \leq c\|z_i - z_i^*\|^2 + c\|z_i - z_i^*\|^2
\]

\[
\leq 2c\varepsilon.
\]
for all \( i \geq M \). So \( \{ [\nu_i, \eta_i] \}_{i=0}^\infty \) is Cauchy and therefore has a limit, say \( [\nu^*, \eta^*] \). Similarly, it follows that \( \{ [\nu^*_i, \eta^*_i] \}_{i=0}^\infty \) converges to \( [\nu^*, \eta^*] \). As \( E_{m,1}(z^*, \nu^*, \eta^*) \) is continuous, we now have that

\[
(4.103) \quad \min_{\eta \geq 0} E_{m,1}(z^*, \nu^*, \eta) \leq E_{m,1}(z^*, \nu^*, \eta^*) = \lim_{i \to \infty} E_{m,1}(z_i^*, \nu_i^*, \eta_i^*).
\]

Since \( E_{m,1}(z_i^*, \nu_i^*, \eta_i^*) = 0 \) for all \( i \geq 0 \), it follows that from (4.103) that (4.74) holds.

Recalling (4.88) and (4.90) it follows that

\[
(4.104) \quad r_1 = \|z_1 - z_0\|^2 + \|z_i^* - z_0^*\|^2 \leq c\|z_0 - z_0^*\|^2 + c\|h(z_0)\|^2.
\]

Using \( h(x^*) = 0 \) we have that

\[
(4.105) \quad \|h(z_0)\| = \|h(z_0) - h(x^*)\| = \|\nabla h(\xi_0)(z_0 - x^*)\| \leq c\|z_0 - x^*\|,
\]

for some \( \xi_0 \) between \( z_0 \) and \( x^* \). Also, using (4.50) in Lemma 4.4 with \( u_1 = h(z_0) \) and \( u_2 = h(x^*) = 0 \) together with the fact that \( h(z_i^*) = h(z_0) \) we have that

\[
(4.106) \quad \|z_0^* - x^*\| \leq c\|h(z_0^*) - h(x^*)\| = c\|h(z_0) - h(x^*)\| \leq c\|z_0 - x^*\|.
\]

Hence,

\[
(4.107) \quad \|z_0 - z_0^*\| \leq \|z_0 - x^*\| + \|z_0^* - x^*\| \leq c\|z_0 - x^*\|
\]

which, when substituted into (4.104) with (4.105), yields

\[
(4.108) \quad r_1 \leq c\|z_0 - x^*\|^2.
\]

Next, applying the triangle inequality and using (4.98) and (4.105) we find that

\[
(4.109) \quad \|z_{i+1} - z_1\| \leq \sum_{j=1}^{i} \|z_{j+1} - z_j\| \leq cr_1 \sum_{j=1}^{i} 2^{-2^j} \leq cr_1 \leq c\|z_0 - x^*\|^2,
\]

which proves (4.76).

Next, from (4.106) we have that

\[
(4.110) \quad \|z_0^* - x^*\| \leq c\|h(z_0^*) - h(x^*)\| = c\|h(z_0)\|
\]

and from (4.88) and (4.107) we have \( \|z_1 - z_0^*\| \leq c\|z_0 - x^*\|^2 \). Using these together with the triangle inequality and (4.77) we have

\[
(4.111) \quad \|z_{i+1} - x^*\| \leq \|z_{i+1} - z_1\| + \|z_1 - z_0^*\| + \|z_0^* - x^*\| \leq c\|z_0 - x^*\|^2 + c\|h(z_0)\|,
\]

concluding the proof of (4.77).

To prove the remaining parts of the theorem, we proceed by defining

\[
(4.112) \quad E_u(z, \nu, \eta) = \sqrt{\|\nabla L(z, \nu, \eta)\|^2 + \|h(z) - u\|^2}
\]

where \( u \) is a fixed vector and we note that \( E_u \in C^2 \) in a neighborhood of \( (x^*, \lambda^*, \mu^*) \) by our hypotheses. First, we show that (4.78) holds. As \( (z_i^*, \nu_i^*, \eta_i^*) \) is sufficiently close to \( (x^*, \lambda^*, \mu^*) \), by fixing \( \eta = \eta_i^* \) we can apply Lemma 13.2 in [3] to \( E_u(z, \nu, \eta_i^*) \) with \( u = h(z_i) \) to yield that

\[
(4.113) \quad \|z_{i+1} - z_i^*\| + \|\nu_{i+1} - \nu_i^*\| \geq c_1 E_u(z_{i+1}, \nu_{i+1}, \eta_i^*)
\]

\[
(4.114) \quad = c_1 \sqrt{\|\nabla L(z_{i+1}, \nu_{i+1}, \eta_i^*)\|^2 + \|h(z_{i+1}) - h(z_i)\|^2}
\]

\[
(4.115) \quad \geq c_1 \|\nabla L(z_{i+1}, \nu_{i+1}, \eta_i^*)\|,
\]
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for some constant $c_1$. From (4.59) in Lemma 4.5 with $u_1 = z_{i+1}$ and $u_2 = z_i^*$ we have that

$$
||\nu_{i+1} - \nu_i^*|| = O(||z_{i+1} - z_i^*||)
$$

which combined with (4.115) yields

$$
||z_{i+1} - z_i^*||^2 \geq c_1 ||\nabla L(z_{i+1}, \nu_{i+1}, \eta_i^*)||^2.
$$

Now recall the function $\Phi : \mathbb{R}^m \times \mathbb{R}^m \to \mathbb{R}^m$ where the $j$th component of $\Phi$ is defined to be $\Phi_j(a, b) = \min\{a_j, b_j\}$. As $(z_i^*, \nu_i^*, \eta_i^*)$ is a KKT point for problem (4.47), we have that $\eta_i^* r_j(z_i^*) = 0$, for $1 \leq j \leq m$. Now fix $j \in \{1, 2, \ldots, m\}$. Suppose $\eta_i^* = 0$. As $r(z_{i+1}) \leq 0$, we have

$$
\Phi_j(\eta_i^*, -r(z_{i+1}))^2 = \min\{\eta_j^*, -r_j(z_{i+1})\}^2 = \min\{0, -r_j(z_{i+1})\}^2 = 0.
$$

On the other hand, suppose $r_j(z_i^*) = 0$. As $r(z) = Az - b$, we have that

$$
\Phi_j(\eta_i^*, -r(z_{i+1}))^2 = \min\{\eta_j^*, -r_j(z_{i+1})\}^2 \\
\leq (r_j(z_{i+1}))^2 \\
= (r_j(z_{i+1}) - r_j(z_i^*))^2 \\
\leq ||A||^2 ||z_{i+1} - z_i^*||^2.
$$

Combining (4.118) and (4.122) we have that

$$
c_1 ||\Phi(\eta_i^*, -r(z_{i+1}))||^2 \leq ||z_{i+1} - z_i^*||^2.
$$

Recalling that $E_{m,1}(z, \nu, \eta) = ||\nabla L(z, \nu, \eta)||^2 + ||\Phi(\eta, -r(z))||^2$ it follows from (4.117) and (4.123) that

$$
c_1 E_{m,1}(z_{i+1}, \nu_{i+1}, \eta_i^*) \leq ||z_{i+1} - z_i^*||^2.
$$

Recalling (7.2) we have that $\eta_{i+1} \in \text{arg min}\{E_{m,1}(z_{i+1}, \nu_{i+1}, \eta): \eta \geq 0\}$. As $\eta_{i+1}^* \geq 0$, it follows from (4.124) and (7.2) that

$$
c_1 E_{m,1}(z_{i+1}, \nu_{i+1}, \eta_{i+1}^*) \leq ||z_{i+1} - z_i^*||^2.
$$

Next, applying Theorem 2.2 to problem (4.47) with $u = h(z_i)$ yields that

$$
||z_i - z_i^*||^2 \leq c_2 (||\nabla L(z_i, \nu_i, \eta_i)||^2 + ||\Phi(\eta_i, -r(z_i))||^2) = c_2 E_{m,1}(z_i, \nu_i, \eta_i).
$$

Now combining (4.88), (4.125), and (4.126) yields

$$
E_{m,1}(z_{i+1}, \nu_{i+1}, \eta_{i+1}^*) \leq c E_{m,1}(z_i, \nu_i, \eta_i)^2,
$$

which proves (4.78).

Now we show that (4.79) holds. By definition of (4.112) and the fact that $h(x^*) = 0$, note that $E_u(z, \nu, \eta) = \sqrt{||\nabla L(z, \nu, \eta)||^2 + ||h(z)||^2}$ when $u = h(x^*)$. So by fixing $\eta = \mu^*$ then applying Lemma 13.2 in [3] to $E_u(z, \nu, \mu^*)$ with $u = h(x^*)$ we have that there exists a constant $c_1$ such that

$$
||z_{i+1} - x^*|| + ||\nu_{i+1} - \lambda^*|| \geq c_1 E_u(z_{i+1}, \nu_{i+1}, \lambda^*)
$$

$$
= c_1 \sqrt{||\nabla L(z_{i+1}, \nu_{i+1}, \lambda^*)||^2 + ||h(z_{i+1})||^2}.
$$

From (4.59) in Lemma 4.5 with $u_1 = z_{i+1}$ and $u_2 = x^*$ we have

$$
||\nu_{i+1} - \lambda^*|| = O(||z_{i+1} - x^*||)
$$

This manuscript is for review purposes only.
which combined with (4.129) yields
\begin{equation}
\|z_{i+1} - x^*\|^2 \geq c_1 \left( \|\nabla \mathcal{L}(z_{i+1}, \nu_{i+1}, \mu^*)\|^2 + \|h(z_{i+1})\|^2 \right).
\end{equation}
By an argument similar to the one establishing (4.123), we can show that
\begin{equation}
c_1 \|\Phi(\mu^*, -r(z_{i+1}))\|^2 \leq \|z_{i+1} - x^*\|^2.
\end{equation}
It now follows from (4.131) and (4.132) that
\begin{equation}
c_1 E_{m,1}(z_{i+1}, \nu_{i+1}, \mu^*) \leq \|z_{i+1} - x^*\|^2.
\end{equation}
As $\mu^* \geq 0$, using the definition of $\eta'_{i+1}$ in (4.72) with (4.133) we now have
\begin{equation}
c_1 E_{m,1}(z_{i+1}, \nu_{i+1}, \eta'_{i+1}) \leq c_1 E_{m,1}(z_{i+1}, \nu_{i+1}, \mu^*) \leq \|z_{i+1} - x^*\|^2.
\end{equation}
Finally, recalling that $E_1(z, \nu, \eta)^2 = E_{m,1}(z, \nu, \eta) + \|h(z)\|^2$ it follows from (4.131) and (4.134) that
\begin{equation}
E_1(z_{i+1}, \nu_{i+1}, \eta'_{i+1}) \leq c \|z_{i+1} - x^*\|,
\end{equation}
which concludes the proof of (4.79).

\subsection{4.3. Local Convergence of Phase Two of NPASA.}

Now that we have established local convergence results for the constraint and multiplier step problems, we are ready to provide a local convergence result for phase two of NPASA. Phase two of NPASA is comprised of the LS algorithm, Algorithm 3.2, and branching criterion.

\textbf{Corollary 4.7.} Suppose $f, h \in C^2$ and that either assumptions (LICQ), (SCS), and (SSOSC) are satisfied at $(x^*, \lambda^*, \mu^*)$ or assumptions (LICQ) and (SSOSC) are satisfied at $(x^*, \lambda^*, \mu^*)$. Then there exists a neighborhood $N_1$ of $x^*$ and a constant $c$ such that, for every $x_0 \in N_1 \cap \Omega$ and every $k \geq 0$, the iterates of phase two of NPASA satisfy
\begin{equation}
\|x_{k+1} - x^*\| \leq c\|x_k - x^*\|^2,
\end{equation}
\begin{equation}
E_1(x_{k+1}, \lambda_{k+1}, \mu_{k+1}) \leq cE_1(x_k, \lambda_k, \mu_k)^2.
\end{equation}

\textbf{Proof.} The proof of (4.136) follows from applying Theorems 4.1 and 4.6. Applying (4.77), (4.7), and (4.5) together with the triangle and Cauchy inequalities yields
\begin{align}
\|x_{k+1} - x^*\| &\leq c\|w - x^*\|^2 + c\|h(w)\| \\
&\leq c\|w - x^*\|^2 + c\|h(x_k)\| \\
&\leq c\|w - x_k\| + c\|x_k - x^*\|^2 + c\|h(x_k)\|^2 \\
&\leq c\|h(x_k)\| + c\|x_k - x^*\|^2 + c\|h(x_k)\|^2 \\
&\leq \frac{5c}{2}\|h(x_k)\|^2 + \frac{3c}{2}\|x_k - x^*\|^2.
\end{align}
By performing a first-order Taylor expansion of $h(x)$ and using the fact that $h(x^*) = 0$, there exists some $\xi_k$ between $x_k$ and $x^*$ such that $h(x_k) = \nabla h(\xi_k)(x_k - x^*)$. Hence, $\|h(x_k)\| \leq c\|x_k - x^*\|^2$. Making this substitution into our previous inequality yields
\begin{equation}
\|x_{k+1} - x^*\| \leq \frac{5c^2}{2}\|x_k - x^*\|^2 + \frac{3c}{2}\|x_k - x^*\|^2 = C\|x_k - x^*\|^2,
\end{equation}
which proves (4.136).
To prove (4.137), we use (4.79), (4.136), and Theorem 2.2. Observe that
\begin{equation}
E_1(x_{k+1}, \lambda_{k+1}, \mu_{k+1}) \leq C\|x_{k+1} - x^*\| \leq C\|x_k - x^*\|^2 \leq C E_1(x_k, \lambda_k, \mu_k)^2,
\end{equation}
which concludes the proof.
5. Convergence Analysis of NPASA. Now that we have established local convergence of phase two of NPASA we are ready to prove the local convergence result for NPASA. The statement of the main result requires two other assumptions that arise during the global convergence analysis of NPASA. These assumptions are considered in more detail in the phase one analysis of NPASA in the companion paper [2] but for the sake of completeness we include these assumptions here with minimal details. First, note that these assumptions make use of the augmented Lagrangian function given by

\begin{equation}
\mathcal{L}_q(x, \nu) = f(x) + \nu^T h(x) + q \|h(x)\|^2,
\end{equation}

where \( q \in \mathbb{R} \) is a penalty parameter. Additionally, given \( u \in \mathbb{R}^n, \nu \in \mathbb{R}^s \), and \( q \) we define the level set \( \mathcal{S}(u, \nu, q) := \{ x \in \Omega : \mathcal{L}_q(x, \nu) \leq \mathcal{L}_q(u, \nu) \} \). Lastly, we define \( D(u, \nu, q) \) to be the set of search directions generated by phase one of the algorithm PASA [4] when solving the problem

\begin{equation}
\min_x \mathcal{L}_q(x, \nu) \text{ s.t. } x \in \Omega
\end{equation}

starting at the initial guess \( x = u \). Note that the definition of the search directions generated in phase one of PASA can be found in Algorithm 1 in Section 2 of [4] and that problem (5.2) is found in line 3 of the GS pseudocode, Algorithm 3.1, in Section 3. We are now ready to state the assumptions:

(G1) Given \( u \in \mathbb{R}^n, \nu \in \mathbb{R}^s \) and \( q \), \( \mathcal{L}_q(x, \nu) \) is bounded from below on the level set \( \mathcal{S}(u, \nu) \) and \( d_{\max} = \sup_{d \in D(u, \nu, q)} \|d\| < \infty \),

(G2) Given \( u \in \mathbb{R}^n \) and \( \nu \in \mathbb{R}^s \), if \( \mathcal{S}(u, \nu) \) is the collection of \( x \in \Omega \) whose distance to \( \mathcal{S}(u, \nu) \) is at most \( d_{\max} \), then \( \nabla_x \mathcal{L}_q(x, \nu) \) is Lipschitz continuous on \( \mathcal{S}(u, \nu) \).

We now state the main result which establishes local quadratic convergence for the primal iterates and global error estimator for NPASA. Furthermore, this result establishes that only phase two of NPASA is executed after finitely many iterations.

**Theorem 5.1** (NPASA Local Convergence Theorem). Suppose that \( \Omega \) is compact and that \( f, h \in C^2(\Omega) \). Suppose that NPASA (Algorithm 3.3) with \( \epsilon = 0 \) generates a sequence \( \{(x_k, \lambda_k, \mu_k)\}_{k=0}^\infty \) with \( x_k \in \Omega \) and let \( \mathcal{S}_j \) be the set of indices such that if \( k \in \mathcal{S}_j \) then \( x_k \) is generated in phase \( j \) of NPASA, for \( j \in \{1, 2\} \). Suppose that the following assumptions hold:

(H1) For every \( k \in \mathcal{S}_1 \), assumptions (G1) and (G2) hold at \((x_{k-1}, \nu_{k-1}, q_k)\), where we have \( \nu_{k-1} = \text{Proj}_{[-\lambda, \lambda]}(\lambda_{k-1}) \) and \( \lambda > 0 \) is a scalar parameter.

(H2*) If \( x^* \) is a subsequential limit point of \( \{(x_k)\}_{k=0}^\infty \) then (LICQ) holds at \( x^* \) and there exist KKT multipliers \( \lambda^* \) and \( \mu^* \) such that either (SCS) and (SOSC) hold at \((x^*, \lambda^*, \mu^*)\) or (SSOSC) holds at \((x^*, \lambda^*, \mu^*)\).

Then there exists an integer \( M \) such that if \( k > M \) then \( k \in \mathcal{S}_2 \). Additionally, there exists a constant \( c \) such that the following hold for all \( k \geq M \):

\begin{align}
\|x_{k+1} - x^*\| &\leq c\|x_k - x^*\|^2, \\
E_1(x_{k+1}, \lambda_{k+1}, \mu_{k+1}) &\leq cE_1(x_k, \lambda_k, \mu_k)^2.
\end{align}

**Proof.** Let \( \mathcal{N} \) and \( C \) be the neighborhood and constant given in Corollary 4.7, respectively. As the hypotheses of Theorem 1.1 from the companion paper [2] are satisfied, there exists an integer \( M \) such that \((x_M, \lambda_M, \mu_M) \in \mathcal{N} \) and

\begin{equation}
E_1(x_M, \lambda_M, \mu_M) \leq \frac{\theta}{C^*}.
\end{equation}

Suppose \( M \in \mathcal{S}_1 \). As the branching criterion for phase one are always satisfied under our hypothesis, we then branch to phase two of NPASA. If \( M \in \mathcal{S}_2 \), then we remain in branch two by definition of NPASA in Algorithm 3.3. Hence, after generating the point \((x_M, \lambda_M, \mu_M) \) we are in phase two of NPASA. Now
starting at the point \((x_M, \lambda_M, \mu_M)\), phase two of NPASA generates an iterate which we will denote by \((x'_M, \lambda'_M, \mu'_M)\). Applying (4.137) yields that
\[
E_1(x'_M, \lambda'_M, \mu'_M) \leq CE_1(x_M, \lambda_M, \mu_M)^2.
\] (5.6)

Now combining (5.5) and (5.6) it follows that
\[
E_1(x'_M, \lambda'_M, \mu'_M) \leq C \left(\frac{\theta}{C}\right) E_1(x_M, \lambda_M, \mu_M) \leq \theta E_1(x_M, \lambda_M, \mu_M).
\] (5.7)

From (5.7) it follows that we set \((x_{M+1}, \lambda_{M+1}, \mu_{M+1}) \leftarrow (x'_M, \lambda'_M, \mu'_M)\) so that \((M + 1) \in S_2\) and NPASA does not branch to phase one. Additionally, as \(\theta \in (0, 1)\) we note that (5.5) and (5.6) yield
\[
E_1(x_{M+1}, \lambda_{M+1}, \mu_{M+1}) \leq C \left(\frac{\theta}{C}\right)^2 = \frac{\theta^2}{C} < \frac{\theta}{C}.
\] (5.8)

Now it follows from (5.7) and (5.8) that \(k \in S_2\) for every \(k > M\). Finally, (5.3) and (5.4) follow from (4.136) and (4.137), respectively.

6. Conclusion. In this paper, we provided local convergence analysis for NPASA which supports the design of NPASA originally presented and motivated in the companion paper [2]. Specifically, we proved that NPASA only executes phase two after finitely many iterations and that the primal iterates and global error estimator for NPASA achieve a quadratic convergence rate in a neighborhood of a minimizer under certain sets of assumptions. Based on the sets of assumptions, this local convergence result holds for nondegenerate and degenerate minimizers of problem (1.1). To continue this research we plan to implement the NPASA algorithm in order to compare this method to other algorithms designed to solve nonlinear programs.

This work was performed, in part, under the auspices of the U.S. Department of Energy by Lawrence Livermore National Laboratory under Contract DE-AC52-07NA27344.
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Appendix A. Constrained Optimization Definitions and Results. In this appendix, we highlight key definitions and results from the constrained optimization theory that were used as assumptions in our analysis of NPASA. Statements of these results are included here for completeness but we note that more details on these theorems and proofs can be found by referencing \cite{6, 1}. As the hypotheses of many of these results are used as assumptions in establishing global and local convergence properties for NPASA, these results are only referenced in Section 1.1 where we provide simplified abbreviations for the hypotheses of these theorems. In this appendix, given \(i \in \mathbb{N}\) note that we will write \([i]\) to denote the set of integers \(\{1, 2, \ldots, i\}\).

Definition A.1. A vector \(x\) is said to satisfy the linear independence constraint qualification condition for problem (1.1) if the matrix \(\begin{bmatrix} \nabla h(x) \\ A_A(x) \end{bmatrix}\) is of full row rank.

As in Section 1.1, note that if \(x\) satisfies the linear independence constraint qualification condition then we abbreviate this by writing (LICQ) holds at \(x\). We now state the first order optimality or KKT conditions.

Theorem A.2 (Karush-Kuhn-Tucker Conditions \cite{6}). Suppose \(x^*\) is a local solution of problem (1.1), that \(f, h \in C^1\), and (LICQ) holds at \(x^*\). Then there exist KKT multipliers \(\lambda^*\) and \(\mu^*\) such that the following conditions hold at \((x^*, \lambda^*, \mu^*)\):

\[
\text{(KKT.1) Gradient of Lagrangian equals zero: } \nabla_x L(x^*, \lambda^*, \mu^*)^T = 0
\]

\[
\text{(KKT.2) Satisfies equality constraints: } h(x^*) = 0
\]

\[
\text{(KKT.3) Satisfies inequality constraints: } r(x^*) \leq 0
\]

\[
\text{(KKT.4) Nonnegativity of inequality multipliers: } \mu^* \geq 0
\]

\[
\text{(KKT.5) Complementary slackness: } r_i(x^*)\mu_i^* = 0 \text{ for } i \in [m].
\]

Before stating second order optimality conditions we first provide several definitions required for the statements of these theorems.

Definition A.3. A point \((x, \lambda, \mu)\) is said to satisfy strict complementary slackness for problem (1.1) if it satisfies (KKT.1) – (KKT.5) and exactly one of \(r_i(x)\) and \(\mu_i\) is zero for each \(i \in [m]\).

Definition A.4. A point \(w\) is said to be in the critical cone at the point \((x^*, \lambda^*, \mu^*)\), denoted \(w \in C(x^*, \lambda^*, \mu^*)\), if and only if

\[
\begin{align*}
\nabla h_i(x^*)^T w &= 0 : \text{ for all } i \in [s] \\
\nabla r_i(x^*)^T w &= 0 : \text{ for all } i \in A(x^*) \cap [m] \text{ with } \mu_i^* > 0 \\
\nabla r_i(x^*)^T w &\leq 0 : \text{ for all } i \in A(x^*) \cap [m] \text{ with } \mu_i^* = 0
\end{align*}
\]

(A.1)

Definition A.5. A point \(w\) is said to be in the modified critical cone at the point \((x^*, \lambda^*, \mu^*)\), denoted \(w \in C'(x^*, \lambda^*, \mu^*)\), if and only if

\[
\begin{align*}
\nabla h_i(x^*)^T w &= 0 : \text{ for all } i \in [s] \\
\nabla r_i(x^*)^T w &= 0 : \text{ for all } i \in A(x^*) \cap [m] \text{ with } \mu_i^* > 0
\end{align*}
\]

(A.2)

Based on the definitions of the critical cone and the modified critical cone, note that \(C(x^*, \lambda^*, \mu^*) \subset C'(x^*, \lambda^*, \mu^*)\). We now state two theorems that provide sufficient second order optimality conditions for problem (1.1).

Theorem A.6 (Second-Order Sufficient Optimality Conditions \cite{6}). Suppose \(f, h \in C^2(\Omega)\) and that for some feasible point \(x^*\) for problem (1.1) there are KKT multipliers \(\lambda^*\) and \(\mu^*\) such that (KKT.1) – (KKT.5) hold for \((x^*, \lambda^*, \mu^*)\). Additionally, suppose that

\[
(w^T \nabla^2_{xx} L(x^*, \lambda^*, \mu^*) w) > 0, \text{ for all } w \in C(x^*, \lambda^*, \mu^*) \setminus \{0\}
\]

(A.3)

Then \(x^*\) is a strict local solution for problem (1.1).
THEOREM A.7 (Strong Second-Order Sufficient Optimality Conditions [7]). Suppose \( f, h \in C^2(\Omega) \) and that for some feasible point \( x^* \) for problem (1.1) there are KKT multipliers \( \lambda^* \) and \( \mu^* \) such that (KKT.1) - (KKT.5) hold for \( (x^*, \lambda^*, \mu^*) \). Additionally, suppose that

\[
\text{(B.4)} \quad w^T \nabla^2_{xx} L(x^*, \lambda^*, \mu^*) \mathbf{w} > 0, \quad \text{for all } w \in \mathcal{C}'(x^*, \lambda^*, \mu^*) \setminus \{0\}
\]

Then \( x^* \) is a strict local solution for problem (1.1).

Appendix B. Constructing Inequality Multiplier in Global Step. We now discuss how to construct the inequality multiplier \( \mu(x_k, 1) \) required by the GS algorithm, Algorithm 3.1, by using information already computed internally by modified PASA (Algorithm 3.4 of the companion paper [2]) when solving the minimization problem in Algorithm 3.1. The vector \( \mu(x_k, 1) \) is required to compute \( E_1(x_k, \lambda_k, \mu(x_k, 1)) \) to update \( e_k \) and check the branching and stopping criterion in NPASA.

When checking the stopping criterion for modified PASA (Algorithm 3.4 of the companion paper [2]) it is necessary to solve the problem

\[
\text{(B.1)} \quad \min \frac{1}{2} \|x - g(x) - y\|^2
\]

s.t.

\[y \in \Omega', \]

where \( x \) is fixed and we let \( \Omega' \) be of the general form \( \Omega' = \{y : \ell \leq Ay \leq u, lo \leq y \leq hi\} \). In an implementation of NPASA, problem (B.1) can be solved using a dual technique with the algorithm PPROJ [5]. From equation (1.5) in [5] PPROJ computes a solution for the dual variable, which we will denote by \( \pi^* \), that is used to reconstruct the primal solution, \( y(\pi^*) \). Letting \( a_i \) denote the \( i \)th column of \( A \) and \( a_j \) denote the \( j \)th row of \( A \), using equation (1.5) in [5] we have that this primal solution satisfies

\[
\text{(B.2)} \quad y_i(\pi^*) = \begin{cases} lo_i & : x_i - g_i(x) + a_i^\top \pi^* \leq lo_i \\ hi_i & : x_i - g_i(x) + a_i^\top \pi^* \geq hi_i \\ x_i - g_i(x) + a_i^\top \pi^* & : \text{otherwise} \end{cases}
\]

and

\[
\text{(B.3)} \quad a_j^\top y(\pi^*) = \begin{cases} \ell_j & : \pi_j^* > 0 \\ u_j & : \pi_j^* < 0 \end{cases}
\]

for \( 1 \leq i \leq n \) and \( 1 \leq j \leq m \). Now consider the Lagrangian for problem (B.1) given by

\[
\text{(B.4)} \quad L(y, \gamma_1, \gamma_2, v_1, v_2) = \frac{1}{2} \|x - g(x) - y\|^2 + \gamma_1^\top (\ell - Ay) + \gamma_2^\top (Ay - u) + v_1^\top (lo - y) + v_2^\top (y - hi).
\]

It follows that

\[
\text{(B.5)} \quad \nabla_y L(y, \gamma_1, \gamma_2, v_1, v_2) = y - (x - g(x)) - A^\top \gamma_1 + A^\top \gamma_2 - v_1 + v_2.
\]

Now let \( y^* = y(\pi^*) \) and define the index sets \( S_1 = \{i \in \mathbb{N} : y_i^* = lo_i\}, S_2 = \{i \in \mathbb{N} : y_i^* = hi_i\}, \) and \( S_3 = \{i \in \mathbb{N} : lo_i < y_i^* < hi_i\} \). Using \( y^*, \pi^* \), and the sets \( S_j \), for \( j \in \{1, 2, 3\} \), we work to construct multiplier vectors \( \gamma_1^*, \gamma_2^*, v_1^*, \) and \( v_2^* \) that satisfy the KKT conditions for problem (B.1) given by:

\[
\text{(B.6)} \quad \text{Gradient of Lagrangian equals zero: } \nabla_y L(y^*, \gamma_1^*, \gamma_2^*, v_1^*, v_2^*) = 0,
\]

\[
\text{(B.7)} \quad \text{Satisfies problem constraints: } y^* \in \Omega,
\]

\[
\text{(B.8)} \quad \text{Nonnegativity of inequality multipliers: } \gamma_1^*, \gamma_2^* \in \mathbb{R}^m_{\geq 0} \text{ and } v_1^*, v_2^* \in \mathbb{R}^n_{\geq 0},
\]

\[
\text{(B.9)} \quad \text{Compl. slackness: } (\ell - Ay^*)^\top \gamma_1^* = 0, (Ay^* - u)^\top \gamma_2^* = 0, (lo - y^*)^\top v_1^* = 0, (y^* - hi)^\top v_2^* = 0.
\]
Note that (B.7) is already satisfied. First, we define the components of vectors $\gamma_1^*$ and $\gamma_2^*$ by

\begin{equation}
\gamma_{1,j}^* := \begin{cases} 
\pi_j^* : & \pi_j^* > 0 \\
0 : & otherwise
\end{cases}
\end{equation}

and

\begin{equation}
\gamma_{2,j}^* := \begin{cases} 
-\pi_j^* : & \pi_j^* < 0 \\
0 : & otherwise
\end{cases}
\end{equation}

respectively, for $1 \leq j \leq m$. By definition, we have that $\gamma_1^*, \gamma_2^* \in \mathbb{R}_{\geq 0}^m$. Also, it follows from definition that

\begin{equation}
\gamma_1^* - \gamma_2^* = \pi^*.
\end{equation}

Additionally, combining (B.3), (B.10), and (B.11) it follows that $(\ell - Ay^*)^T \gamma_1^* = 0$ and $(Ay^* - u)^T \gamma_2^* = 0$. Next, we define vectors $v_1^*$ and $v_2^*$ componentwise by

\begin{equation}
v_{1,i}^* := \begin{cases} 
lo_i - (x_i - g_i(x)) - a_i^T \pi^* : & i \in S_1 \\
0 : & i \in S_2 \cup S_3
\end{cases}
\end{equation}

and

\begin{equation}
v_{2,i}^* := \begin{cases} 
-hi_i + x_i - g_i(x) + a_i^T \pi^* : & i \in S_2 \\
0 : & i \in S_1 \cup S_3
\end{cases}
\end{equation}

respectively. By the definition of $S_1$ and (B.2), we have that

\begin{equation}
lo_i - (x_i - g_i(x)) - a_i^T \pi^* \geq 0, \quad \text{for all } i \in S_1.
\end{equation}

As $v_{1,i}^* = 0$ for $i \in S_2 \cup S_3$ it now follows that $v_1^* \in \mathbb{R}_{\geq 0}^n$. Similarly, by the definition of $S_2$ and (B.2) it follows that

\begin{equation}
-hi_i + x_i - g_i(x) + a_i^T \pi^* \geq 0, \quad \text{for all } i \in S_2.
\end{equation}

As $v_{2,i}^* = 0$ for $i \in S_1 \cup S_3$ it now follows that $v_2^* \in \mathbb{R}_{\geq 0}^n$. Hence, (B.8) holds. Next, combining (B.3), (B.15), and (B.16) it follows that $(lo - y^*)^T v_1^* = 0$ and $(y^* - hi)^T v_2^* = 0$. Hence, (B.9) holds. Lastly, it remains to show that (B.6) holds. Combining (B.5) and (B.12) we have that

\begin{equation}
\nabla_y l(y^*, \gamma_1^*, \gamma_2^*, v_1^*, v_2^*)^T = y^* - (x - g(x)) - A^T \pi^* - v_1^* + v_2^*.
\end{equation}

To show that (B.6) holds, we need to show that

\begin{equation}
y_i^* - (x_i - g_i(x)) - a_i^T \pi^* - v_{1,i}^* + v_{2,i}^* = 0.
\end{equation}

for $1 \leq i \leq n$. Accordingly, fix $i \in \{1, 2, \ldots, n\}$. Suppose $i \in S_1$. Then using (B.2), (B.15), and (B.16) we have that $y_i^* = lo_i$, $v_{1,i}^* = lo_i - (x_i - g_i(x)) - a_i^T \pi^*$, and $v_{2,i}^* = 0$, respectively. Hence, (B.18) holds for $i \in S_1$. Next suppose $i \in S_2$. Then using (B.2), (B.15), and (B.16) we have that $y_i^* = hi_i$, $v_{1,i}^* = 0$, and $v_{2,i}^* = -hi_i + x_i - g_i(x) + a_i^T \pi^*$, respectively. Hence, (B.18) holds for $i \in S_2$. Lastly, suppose $i \in S_3$. Then using (B.2), (B.15), and (B.16) we have that $y_i^* = x_i - g_i(x) + a_i^T \pi^*$, $v_{1,i}^* = 0$, and $v_{2,i}^* = 0$, respectively. Hence, (B.18) holds for $i \in S_3$. As $S_1 \cup S_2 \cup S_3 = \{1, 2, \ldots, n\}$, we conclude that (B.6) holds. Thus, $(y^*, \gamma_1^*, \gamma_2^*, v_1^*, v_2^*)$ is a KKT point for problem (B.1). As our goal was to construct the inequality multiplier $\mu(x, 1)$, we now note that $y^* = y(x^*, 1)$. Hence, when the polyhedral constraints for the original problem are in the general format

\begin{equation}
1 \leq i \leq n.
\end{equation}

\begin{equation}
r(x) = \begin{bmatrix} 
\ell - Ax \\
Ax - u \\
lo - x \\
x - hi
\end{bmatrix}
\end{equation}
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then it follows that we should construct $\mu(x^*, 1)$ by

$$\mu(x^*, 1) := \begin{bmatrix} \gamma_1^* \\ \gamma_2^* \\ \nu_1^* \\ \nu_2^* \end{bmatrix}. \quad (B.20)$$

As $y^*$ and $\pi^*$ are available upon completion of PPROJ, we can always perform this construction.