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Abstract—Coordinated multi-point (CoMP) transmission is a cooperating technique among base stations (BSs) in a cellular network, with outstanding capability at inter-cell interference (ICI) mitigation. ICI is a dominant source of error, and has detrimental effects on system performance if not managed properly. Based on the theory of Poisson-Delaunay triangulation, this paper proposes a novel analytical model for CoMP operation in cellular networks. Unlike the classic CoMP operation that is dynamic and needs on-line updating occasionally, the proposed approach enables the cooperating BS set of a user equipment (UE) to be fixed and off-line determined according to the location information of BSs. By using the theory of stochastic geometry, the coverage probability and spectral efficiency of a typical UE are analyzed, and simulation results corroborate the effectiveness of the proposed CoMP scheme and the developed performance analysis.
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I. INTRODUCTION

COORDINATED multi-point (CoMP) transmission and reception is considered for the 3rd Generation Partnership Project (3GPP) long term evolution advanced (LTE-A) as a promising technique to mitigate inter-cell interference, thereby improving the system coverage, the spectral efficiency and in particular the quality-of-service (QoS) of cell-edge user equipments (UEs) in cellular networks. In the state-of-the-art technical report for physical layer aspects of the study item “Coordinated multi-point operation for LTE”, namely, 3GPP TR 36.819 [1], two major CoMP strategies are highlighted: coordinated scheduling/beamforming (CS/CB) and joint processing. In the CS/CB strategy, data for a UE is only available at one point of the CoMP cooperation set in a time-frequency resource block. In the joint processing strategy, on the other and, data for a UE is available at more than one point in the CoMP cooperating set. Clearly, the joint processing strategy outperforms the CS/CB, but at the cost of higher backhaul load. In practice, the joint processing strategy has two major implementation schemes: joint transmission, and dynamic point selection/muting [1]. In the former, multiple points simultaneously transmit data to a UE in a time-frequency resource block so as to improve data throughput and/or decrease outage probability. As for the latter, although data is simultaneously available at multiple points, only one point out of the cooperation set transmits data to a UE. In this paper, both implementation schemes of joint processing will be examined.

In the open literature, there are two distinct methodologies to investigate the performance of CoMP in cellular networks. One is the classic deterministic approach, which is based on the widely used regular hexagonal cellular model. This method is simple yet highly idealized and, hence, inaccurate in practice. To better reflect the actual deployment of base stations (BSs), the theory of stochastic geometry was in recent years introduced to model and analyze cellular networks, yielding the novel stochastic approach [2], where a Poisson point process (PPP) is used to describe the distribution of BSs while UEs are uniformly distributed in the coverage area of the network. Each UE is then associated with a target BS by using the nearest-neighbor criterion and, accordingly, the polygonal boundaries around BSs form a Poisson-Voronoi tessellation [3]. Using the theory of Poisson-Voronoi tessellation, when no CoMP transmission is considered among BSs, the coverage probability of a typical UE inside Poisson-Voronoi cells was analyzed in [4], and the performance of the worst-case users at the vertices of Poisson-Voronoi cells was investigated in [5]. By using CoMP, the performance of the worst-case users at the vertices of Poisson-Voronoi cells was studied in [6]. The performance of a dynamic coordinated beamforming was characterized in [7], where each UE is assumed to communicate only with the nearest BS in its CoMP cooperation set. A dynamic interference nulling strategy for small-cell networks was proposed in [8], and its average data rate was analyzed in [9]. More recently, the stochastic approach was also applied to study heterogeneous cellular networks. For instance, it was validated that the spatial distribution of macro- and micro-cell BSs can be modeled as the superposition of two independent PPPs [10]. Further, concerning CoMP among BSs, the coverage probabilities for a typical UE in heterogeneous downlink networks was studied in [11], [12].
and the signal-to-interference ratio (SIR) meta distribution for both the general UE and the worst-case UE under the Poisson multiple-tier cellular networks was analyzed in [13]. Most recently, stochastic geometry was integrated with optimization theory for optimal design and performance analysis of cellular networks, see e.g., [14]–[17].

When the theory of stochastic geometry is applied to cellular networks, the coverage area of a network is usually tessellated by Poisson-Voronoi tessellation, where one UE is associated with its nearest BS. However, since a typical cell of Poisson-Voronoi tessellation is an irregular polygon with the number of edges varying from 3 to 13, some basic features of a typical cell, for instance, the probability density function (PDF) of its area, is still unknown so far. This hinders the analytical performance evaluation of cellular networks. As the dual diagram of Poisson-Voronoi tessellation, in contrast, Poisson-Delaunay triangulation has regular triangular cells, namely, a typical cell of Poisson-Delaunay triangulation is always triangular. This regularity makes the applications of Poisson-Delaunay triangulation more mathematically tractable [18]. In our recent work [19], Poisson-Delaunay triangulation was used to model cellular networks and a novel CoMP transmission scheme was proposed. Unlike the conventional user-centric CoMP operations, such as [4–9], where on-line searching and feedback overhead are necessary to determine the cooperation set of a UE, one of the key features of the said CoMP scheme [19] is that the set of cooperative BSs pertaining to any UE is fixed and can be off-line determined once the geographic locations of BSs are known, which is feasible in real-world cellular networks. As a companion work to [19], this paper investigates the network performance of Poisson-Delaunay triangulation based CoMP transmission, in terms of the coverage probability and the spectral efficiency.

Specifically, this paper studies the performance of CoMP transmission based on Poisson-Delaunay triangulation. Since the UEs at the vertices of conventional Poisson-Voronoi tessellation suffer the worst QoS, to characterize this QoS, a typical UE is intentionally chosen to be located at a vertex of a Poisson-Voronoi cell, which exactly has equal distances from the three neighbouring BSs at the vertices of the dual Poisson-Delaunay triangle. On the other hand, two joint processing schemes, namely, joint transmission and dynamic point selection/muting, are employed at BSs. By using the theory of stochastic geometry, the coverage probability and spectral efficiency of a typical UE are analytically derived. Monte Carlo simulation results are also provided and corroborate the effectiveness of the proposed CoMP scheme and the corresponding performance analysis.

The rest of this paper is organized as follows. Section II describes the system model and the principle of constructing the cooperation set of a UE. Then, Sections III and IV are devoted to JT and dynamic point selection/muting techniques at BSs, respectively, where in each case the coverage probability and spectral efficiency of a typical UE are explicitly derived. Moreover, for comparison purposes, the performance of transmission without CoMP is investigated. Simulation results are presented and discussed in Section V. Finally, Section VI concludes the work.

Notation: The operator $E(\cdot)$ means mathematical expectation and $\text{round}(\cdot)$ takes the nearest integer of a real number. The symbols $\|x\|_1$, $\|x\|$, and $x^H$ denote the $\ell_1$-norm, $\ell_2$-norm, and Hermitian transpose of vector $x$, respectively. The function $F^{-1}(x)$ represents the inverse function of $F(x)$, and $\delta(n)$ refers to the Dirac delta function, with $\delta(0) = 1$ and $\delta(n) = 0$ if $n \neq 0$. The symbol $\binom{n}{m} = \frac{n!}{m!(n-m)!}$ refers to binomial coefficient, with $n!$ being the factorial of a positive integer $n$. The Gamma, incomplete Gamma, and regularized incomplete Gamma functions are defined as

$$
\Gamma(a) = \int_0^\infty t^{a-1} e^{-t} dt,
\Gamma(a, x) = \int_x^\infty t^{a-1} e^{-t} dt,
$$

and

$$
Q(a, x) = \Gamma(a, x)/\Gamma(a),
$$

for all $a > 0$, respectively. The generalized hypergeometric function is defined as

$$
pF_q(a_1, \ldots, a_p; b_1, \ldots, b_q; x) = \sum_{n=0}^\infty \frac{(a_1)_n \cdots (a_p)_n}{(b_1)_n \cdots (b_q)_n} \frac{x^n}{n!},
$$

with $(a)_n = a(a+\cdots(a+n-1)$ if $n \geq 1$ and $(a)_0 = 1$. Notice that these special functions can be readily computed by using built-in functions in regular numerical softwares, such as Matlab and Mathematica.

II. NETWORK MODEL

Figure I illustrates a cellular network where the BSs and the UEs are denoted by the ‘o’ and ‘x’ marks, respectively. The BSs are assumed to be distributed in a two-dimensional (2D) infinite plane as per a homogeneous PPP, denoted $\Phi$, with intensity $\lambda$. If each UE, uniformly distributed in the plane, is associated to its nearest BS in the sense of Euclidean distance, the resulting polygonal boundaries form a Poisson-Voronoi tessellation, as shown by the red dash lines in Fig. I. On the other hand, the dual Poisson-Delaunay triangulation is illustrated as the triangles with blue solid boundaries. Each red polygon associated with a BS is known as a Poisson-Voronoi cell, while each blue triangle associated with three BSs represents a Poisson-Delaunay cell. Once the locations of BSs are known, the Poisson-Voronoi tessellation and Poisson-Delaunay triangulation are uniquely determined and they are dual Siamese twins [20].

To serve UEs in triangular Poisson-Delaunay cells, each BS is assumed to be equipped with a large number of antennas, which enables multiple narrow directional beams as required. At each UE, a single receive antenna is assumed. The analysis in the rest of this paper confines to the single-antenna UE case, but it can be extended to the multi-antenna UE case in a straightforward manner, for example, by treating each UE antenna as a separate UE or using maximum ratio combining at the UE [21, Section 2.2].

A. Principles to Determine the Cooperation Set of a UE

Based on the geometric locations of BSs, the Poisson-Delaunay triangulation dual to the Poisson-Voronoi tessellation is uniquely determined and can be efficiently constructed by using, e.g., the radial sweep or divide-and-conquer algorithm [22] ch. 4. Then, for each UE, the CoMP cooperation set can be readily determined. More specifically, as shown in Fig. 5a of [19], if a UE is located inside a Poisson-Delaunay triangular cell, the three BSs at the vertices of the triangle are chosen and form the CoMP cooperating set. On the other hand, if a UE is exactly located on the edge of a triangle as shown in Fig. 5b of [19], there must be an adjacent triangle
which shares the same edge and they both form a quadrilateral (the edge effect of the whole cellular network is ignored due to its large coverage area). Among the four BSs at the vertices of the quadrilateral, the UE on the edge chooses the two BSs at both ends of the edge and a third BS among the remaining two opposite BSs which represents the one closer to the UE, so as to form the CoMP cooperating set.

B. Three Types of UEs

According to the Euclidean distances from the three BSs in a CoMP cooperation set determined as per the above principles, all UEs in the network can be classified into three types. Type I UEs are located at the centroids of triangular cells and each of them is equidistant from its three serving BSs. A Type II UE is equidistant from two BSs but has another distance from the third BS. Type III UE has distinct distances from its three serving BSs. For illustration purposes, UE$_1$, UE$_2$, and UE$_3$ in Fig. 2 correspond to Type I, Type II, and Type III, respectively, with the cooperating BS set consisting of BS$_1$, BS$_2$, and BS$_3$.

Alternatively, by taking a closer look at Fig. 2 it is not hard to recognize that Type I UEs in the proposed Poisson-Delaunay cells, while Type II UEs are on the edge of Poisson-Voronoi cells and Type III UEs are inside Poisson-Voronoi cells. Clearly, Types I and II UEs are indeed the cell-edge users in conventional cellular systems without CoMP operation, which suffer the worst QoS [5]. As well-known, by means of CoMP operation, the performance of all UEs can be significantly enhanced. To demonstrate the effectiveness of the Poisson-Delaunay triangulation based CoMP strategy, the rest of this paper focuses on Type I UEs and analyzes its coverage probability and spectral efficiency. The performance of Types II and III UEs will be investigated in our future work.

C. Received SIR at a Typical UE

By using the Slivnyak-Mecke theorem [3, p. 132], a typical UE can be assumed to be located at the origin $(0, 0) \in \mathbb{R}^2$ of the 2D plane, without loss of generality. The three BSs in the CoMP cooperating set, $\Phi_0 = \{A_0, B_0, C_0\}$, jointly transmit signals to a typical UE whereas the BSs in the $j$th adjacent set, $\Phi_j = \{A_j, B_j, C_j\}$, for all $j = 1, \cdots, \infty$, are treated as external interfering sources, where $\Phi_0 \cup \Phi_j |_{j=1}^\infty = \Phi$. As aforementioned, each BS in the network is equipped with $M$ transmit antennas while each UE has a single antenna. Consequently, the received signal at a typical UE can be expressed as

$$ y = \sum_{i \in \Phi_0} P_i^2 d_i^{-\alpha} h_i^H w_i x_0 + \sum_{j=1}^{\infty} \sum_{k \in \Phi_j} P_k^2 d_k^{-\alpha} h_k^H w_k x_j + z, $$

(1)

where $P_i$ denotes the transmit power of the $i$th BS; $d_i$ is the Euclidean distance from the $i$th BS to a typical UE; $\alpha > 2$ is the path-loss exponent; $h_i \in \mathbb{C}^{M \times 1}$ stands for the complex channel vector from the $i$th BS to a typical UE and $w_i \in \mathbb{C}^{M \times 1}$ is the precoder used at the $i$th BS; $z$ means the additive white Gaussian noise at a typical UE, with zero mean and variance $\sigma^2$. The parameters $P_i$ and $w_i$ in the second term on the right-hand side of (1) denote the transmit power and precoder at the $k$th interfering BS, for all $k \in \Phi_j$, while $d_k$ and $h_k$ refer to the distance and channel vector from the $k$th interfering BS to a typical UE located at the origin, respectively. Further, $x_0$ denotes the desired signal that is jointly transmitted by the BSs in the CoMP cooperation set pertaining to a typical UE, while $x_j$ refers to the interfering signal transmitted by the BSs belonging to the adjacent set $\Phi_j$, for all $j = 1, \cdots, \infty$. $x_0$ and $x_j$ are assumed to be independent and identically distributed (i.i.d.) random variables with zero mean and unit variance. Finally, we note that intra-cell interference is not accounted for in (1) since it can be effectively mitigated by using techniques such as orthogonal frequency division multiple access (OFDMA).

The application of Slyvniak’s theorem is not straightforward due to the location correlation between a typical UE and its serving BSs. However, for ease of mathematical tractability, we resort to Slyvniak's theorem, and its effect on the accuracy of subsequent analyses are explicitly examined in Section V.
III. JOINT TRANSMISSION

In this section, joint transmission (JT) is applied at the three BSs in the cooperation set pertaining to a typical UE, and the coverage probability and spectral efficiency are used to characterize its performance. Mathematically, given an outage threshold on the received SIR at a typical UE, say $\gamma$, the coverage probability is defined as

$$P \triangleq 1 - \Pr \{ \Gamma \leq \gamma \} .$$

(4)

To calculate $P$, next we address the distribution characteristics of $\Gamma$ shown in (3).

A. Received SIR at a Typical UE

By recalling Fig. 3, a UE at the vertex of a triangular cell, e.g., $\text{UE}_1$, is chosen as a typical point and is set to be the origin in 2D space, which implies that the Euclidean distances between a typical UE and its serving BSs are identical, i.e., $d_i = d$, for all $i \in \Phi_0$. In such a case, (3) reduces to

$$\Gamma_1 = \frac{d^{-\alpha} \sum_{i \in \Phi_0} \| h_i \|^2}{\sum_{j=1}^{\infty} \sum_{k \in \Phi_j} d_j^{-\alpha} \| h_k \|^2} = \frac{d^{-\alpha} U}{I_1} ,$$

(5)

where

$$U \triangleq \sum_{i \in \Phi_0} \| h_i \|^2 ,$$

(6)

$$I_1 \triangleq \sum_{j=1}^{\infty} \sum_{k \in \Phi_j} d_j^{-\alpha} h_k H_k h_k^H \| h_k \|^2 .$$

(7)

In the following, the distribution functions of $d$ and $U$ and the Laplace transform of $I_1$ are discussed in sequence.

1) The Distribution of the Distance $d$: Based on the theory of Palm distribution, the PDF of distance $d$ involved in (5) is derived in [23], and given by

$$f_d(x) = 2 (\lambda \pi)^2 x^3 \exp \left( -\lambda \pi x^2 \right) .$$

(8)

2) The Distribution of the Desired Signal $U$: Since each element of the channel vector $h_i \in \mathbb{C}^{M \times 1}$ is a complex Gaussian variable with zero mean and unit variance, it is evident that $\| h_i \|$ is of Nakagami distribution with PDF given by

$$f_{\| h_i \|}(x) = \frac{2^{2M-1} \Gamma(M)}{\Gamma^3(M)} \exp \left( -x^2 \right) .$$

(9)

Let an intermediate variable $T \triangleq \sum_{i \in \Phi_0} \| h_i \| = \sum_{i=1}^{3} \| h_i \|$, then $T$ is clearly the sum of three independent Nakagami random variables. In theory, an exact PDF of $T$ is obtainable by using an approach similar to [24], yielding

$$f_T(x) = \frac{8 \sqrt{\pi} \Gamma^2(M)}{\Gamma^3(M) 2^{4M-1}} \exp \left( -x^2 \right) \times \sum_{n=0}^{\infty} \frac{\Gamma(2M+n) \Gamma(4M+2n) x^{2(3M+n)-1}}{\Gamma(2M+n+\frac{1}{2}) \Gamma(6M+2n) \Gamma(n+1) 2^n} .$$

Remark 1 (Extension from single-tier to multi-tier networks).

Although a single-tier cellular network is considered in this paper, the idea of CoMP transmission based on Poisson-Delaunay triangulation can be readily applied to multi-tier networks. For instance, Fig. 3 shows a two-tier heterogeneous cellular network where the macro- and micro-cell BSs are modeled as homogeneous PPPs, denoted $\Phi_1$ and $\Phi_2$ of intensity $\lambda_1$ and $\lambda_2$, respectively. It is well-known that all BSs consisting of macro- and micro-cell BSs can be modeled as the superposition of $\Phi_1$ and $\Phi_2$ [10]. With the resulting PPP of intensity $\lambda_1 + \lambda_2$, a Poisson-Delaunay triangulation can be obtained, as shown in Fig. 3. Clearly, the BSs at the vertices of a triangle may be either macro- or micro-cell BSs, with which each UE can be associated.

Since we consider the downlink transmission without power control in a single-tier cellular network, the transmit powers of all BSs are assumed identical and normalized to unity. Also, full downlink channel state information (CSI) is assumed available at BSs interconnected via high-speed optical links. Accordingly, the channel-inverse precoder $w_i$ used by the $i^{th}$ BS is given by

$$w_i = \frac{h_i}{\| h_i \|} .$$

(2)

Also, as the network performance under study is typically interference-limited, the noise term in (1), i.e., $z$, is negligible. Thus, by substituting (2) into (1), we can express the instantaneous received signal-to-interference ratio (SIR) at a typical UE as

$$\Gamma = \frac{\sum_{i \in \Phi_0} d_i^{-\alpha} \| h_i \|^2}{\sum_{j=1}^{\infty} \sum_{k \in \Phi_j} d_j^{-\alpha} \| h_k \|^2} .$$

(3)

In the next section, the coverage probability and spectral efficiency of a typical UE in the case of joint transmission among BSs in the cooperation set is investigated, followed by the case of dynamic point selection/muting among BSs.

Fig. 3. An illustrative application of CoMP transmission based on Poisson-Delaunay triangulation in two-tier heterogeneous networks, where ‘o’ and ‘x’ denote macro- and micro-cell BSs, respectively, and ‘×’ indicate the UEs.
\[ x \sum_{j=0}^{\infty} h_j \left( \frac{x}{\Omega} \right)^j = \Gamma \left( \frac{M + \frac{n}{2}}{\Omega} \right). \]  

(15)

Next, since \( U = |T|^2 = T^2 \) by noting that \( T \) is a non-negative real number, in light of (11) the PDF of \( U \) can be expressed as

\[ f_U(x) = \left( \frac{\Omega}{\Gamma(m)} \right)^m x^{m-1} \exp \left( -\frac{m}{\Omega} x \right). \]  

(16)

Meanwhile, the complementary cumulative density function (CCDF) of \( U \) is readily given by

\[ F_U(x) = \frac{1}{\Gamma(m)} \frac{\Gamma \left( m, \frac{x}{\Omega} \right)}{\Gamma(m)} = \sum_{k=0}^{m-1} \frac{\Gamma \left( m, \frac{x}{\Omega} \right)}{\Gamma(m)} \exp \left( -\frac{m}{\Omega} x \right). \]  

(17)

**Remark 2** (The accuracy of the approximation given by Eq. (11)). For ease of analytical tractability, the value of parameter \( m \) is rounded in (13) to its nearest integer. For instance, if \( M = 2 \), after some tedious yet straightforward calculation, we get \( m = 5.79 \). The value \( m = 6 \) is taken in practice for subsequent numerical calculations such that the finite series expansion shown in (14) holds. Since the value of \( m \) is large enough, this approximation yields little deviation from the exact PDF given by (10), as illustrated in Fig. 2.

3) The Laplace Transform of the Interference \( I_1 \): According to (7), the aggregate interference received at a typical UE is given by

\[ \mathbb{E}[T^2] = \sum_{j=1}^{\infty} \sum_{k \in \Phi_j} d_{ij} h_j^H h_k. \]  

(18)

\[ \approx \sum_{j=1}^{\infty} \sum_{k \in \Phi_j} d_{ij} h_j^H h_k. \]  

(19)

where, for ease of mathematical tractability, the distances from the three BSs in the interfering set \( \Phi_j \) to a typical UE are assumed identical and given by \( d_{ij} \) in (19). Intuitively speaking, this assumption is feasible in practice since all the BSs are supposed to be distributed in the infinite 2D plane and, as such, the three BSs in a CoMP cooperation set are relatively close to each other. For illustration purposes, the PDFs of the interference calculated as per (18) and (19), with \( \lambda = 0.02 \) and \( M = 2 \) (left) or \( M = 4 \) (right). As observed, the PDFs of (18) and (19) coincide with each other. Also, Fig. 5 shows that the PDF of the interference is surprisingly independent of \( M \), i.e., the number of transmit antennas at BSs, as mathematically justified next.
Let \( \hat{h}_k \triangleq \sum_{k \in \Phi} h_{k,0}^H h_k / \| h_k \| \) where \( h_{k,0} \) is the channel vector from the \( k^{th} \) BS to a typical UE whereas \( h_k \) is the precoder for a local UE. Since \( h_{k,0} \) and \( h_k / \| h_k \| \) are not matched. By noting that \( h_k / \| h_k \| \) is isotropic, it is clear that \( h_{k,0}^H h_k / \| h_k \| \) is of normalized complex Gaussian distribution with unit mean and, hence, \( |\hat{h}_k|^2 \) is of distribution with mean \( \mu = 3 \), independent of the number of transmit antennas at BSs. As a result, substituting \(|\hat{h}_k|^2 \) into (19), the Laplace transform of the interference \( I_1 \) is given by

\[
L_{I_1}(s) \approx \mathbb{E}_{\hat{h}, \Phi} \left[ \exp \left( -s \sum_{k \in \Phi} d_{k,0}^{-\alpha} |\hat{h}_k|^2 \right) \right]
\]

(20)

\[
= \mathbb{E}_{\Phi} \prod_{k \in \Phi} \mathbb{E}_{\hat{h}_k} \left[ \exp \left( -sd_{k,0}^{-\alpha} |\hat{h}_k|^2 \right) \right]
\]

(21)

\[
= \mathbb{E}_{\Phi} \left[ \frac{1}{1 + s\mu d_{j,0}^{-\alpha}} \right]
\]

(22)

\[
= \exp \left( -2\lambda' \pi \int_0^\infty \frac{s\mu x^{-\alpha+1}}{1 + s\mu x^{-\alpha}} dx \right)
\]

(23)

\[
= \exp \left( \frac{2\mu \lambda' \pi s d_{j,0}^{-\alpha}}{2 - \alpha} \right)
\]

(24)

where \( \Phi \) is a thinned process of \( \Phi \setminus \Phi_0 \) with intensity \( \lambda = \lambda' / 3 \) and where (21) follows from the fact that \( \hat{h}_k \) are i.i.d. for all \( k \in \Phi \), (22) is due to the fact that \( |\hat{h}_k|^2 \sim \exp(\mu) \), and (23) is based on the probability generating functional of the underlying PPP (26).

With the obtained PDFs of \( d \) and \( U \) shown in (8) and (16), respectively, and the Laplace transform of \( I_1 \) given by (24), the coverage probability of a typical UE can be analyzed.

B. Coverage Probability

Now, we are in a position to formalize the coverage probability of a typical UE in the following theorem.

Theorem 1 (\( \ell_1 \)-Toeplitz matrix form of the coverage probability). Given that joint transmission is applied to BSs in the cooperation set of a typical UE, with a prescribed outage threshold \( \gamma \), the coverage probability of a typical UE can be calculated as

\[
\mathcal{P}_1(\gamma, \lambda, \alpha) = \int_{x > 0} f_d(x) \| \mathbb{E}(Q(d)) \|_1 dx,
\]

(25)

where \( f_d(x) \) is shown in (8), and \( Q(d) \) is an \( m \times m \) lower triangular Toeplitz matrix, expressed as

\[
Q(d) = \begin{bmatrix}
q_0 \\
q_1 & q_0 \\
q_2 & q_1 & q_0 \\
\vdots & \vdots & \ddots \\
q_{m-1} & \cdots & q_2 & q_1 & q_0
\end{bmatrix},
\]

(26)

with the entry \( q_n \) given by

\[
q_n = \lambda' \pi d^2 \delta(n) - \lambda' \pi d^2 \left( \frac{1}{\Omega} \mu \right)^n 
\]

\[
\times \sum_{k \in \Phi} d_{k,0}^{-\alpha} \frac{1}{\mu d_{k,0}^{-\alpha}} |\hat{h}_k|^2 
\]

(27)

**Proof:** See Appendix A

As an application of Theorem 1, we consider the special case of single transmit antenna at each BS, i.e., \( M = 1 \). In such a case, we get a simple expression as summarized in the following corollary.

Corollary 1. In the case of \( M = 1 \), the coverage probability given by (24) reduces to

\[
\mathcal{P}_1(\gamma, \alpha) = \frac{1}{(1 + \gamma(\alpha - 2))} F_1 \left[ \begin{array}{c} 1 - \frac{2}{\alpha} \\ 2 - \frac{2}{\alpha} \end{array} \right],
\]

(28)

where

\[
V_1(\gamma) \triangleq \frac{2\mu \gamma V_2(\gamma)}{\Omega}
\]

(29)

\[
V_2(\gamma) \triangleq \frac{2\mu \gamma}{\alpha - 1} F_2 \left[ \begin{array}{c} 2 - \frac{2}{\alpha} \\ 3 - \frac{2}{\alpha} \end{array} \right]
\]

(30)

\[
V_3(\gamma) \triangleq \frac{4\mu \gamma^3}{(3\alpha - 2) \Omega} F_3 \left[ \begin{array}{c} 3 - \frac{2}{\alpha} \\ 4 - \frac{2}{\alpha} \end{array} \right]
\]

(31)

**Proof:** See Appendix B

Notice that (28) demonstrates that the coverage probability in the case of \( M = 1 \) is independent of the intensity of the BSs (\( \lambda \)). By using a similar approach as described above, it is not hard to show that this conclusion holds as well even if \( M > 1 \). To sum up, this means that increasing the number of BSs will not benefit the coverage probability. An intuitive interpretation of this conclusion is that an increase in desired signal power is exactly counter-balanced by that in unwanted interference power. This conclusion agrees with empirical observations in interference-limited urban networks (4).

C. Spectral Efficiency

By using a similar method to (9) Eq. (12)), the spectral efficiency of the JT scheme can be approximated as

\[
\tau_1(\alpha) \approx \int_{x > 0} \mathbb{E} \left[ \ln \left( 1 + \frac{d_{k,0}^{-\alpha} \mathbb{E}[U_k]}{\sum_{k \in \Phi} d_{k,0}^{-\alpha} |\hat{h}_k|^2} \right) \right] f_d(x) dx
\]

(32)

\[
= \int_{x > 0} \mathbb{E} \left[ \ln \left( 1 + \frac{\Omega}{\sum_{k \in \Phi} d_{k,0}^{-\alpha} |\hat{h}_k|^2} \right) \right] f_d(x) dx
\]
while the remaining BSs keep silent. This scheme is called optimal point selection (OPS) in the sequel.

A. Optimal Point Selection

This subsection derives the coverage probability and spectral efficiency of the OPS scheme in sequence. To start with, the aggregate interference at a typical UE, denoted $I_2$, comes from all BSs in the complement set $\Phi \setminus \Phi_0$, and is given by

$$I_2 = \sum_{k \in \Phi \setminus \Phi_0} d_{k,0}^{-\alpha} \frac{h_k}{\|h_k\|^2} = \sum_{k \in \Phi \setminus \Phi_0} d_{k,0}^{-\alpha} g_k,$$

where $g_k \triangleq \frac{h_k}{\|h_k\|^2}$ is of exponential distribution with unit mean. Then, the Laplace transform of $I_2$ can be derived as

$$L_{I_2}(s) = \mathbb{E}_{\Phi,g_j} \left[ \exp \left( -s \sum_{j \in \Phi \setminus \Phi_0} g_j d_{j,0}^{-\alpha} \right) \right]$$

$$= \exp \left( \frac{2\lambda\pi d^2}{\alpha} \sum_{k \in \Phi \setminus \Phi_0} \frac{1}{2n^2} \right).$$

1) Coverage Probability: By jointly applying the theories of order statistics and stochastic geometry, the coverage probability of a typical UE in case the OPS is applied, can be formalized as follows.

**Theorem 2.** Given that the optimal point selection technique is applied to BSs in the cooperation set of a typical UE, with a prescribed outage threshold $\gamma$, the coverage probability of a typical UE can be calculated as

$$P_2(\gamma, \lambda, \alpha) = \int_{s>0} f_d(x) \left[ \mathbb{E}_{\Phi,g_j} \left[ \exp \left( -s \sum_{j \in \Phi \setminus \Phi_0} g_j d_{j,0}^{-\alpha} \right) \right] \right],$$

$$-\mathbb{E}_{I_2} \left[ 3Q^2(M, \gamma d^\alpha I_2[d]) - Q^3(M, \gamma d^\alpha I_2[d]) \right] dx, \quad \text{(41)}$$

where $Q^d(d)$ is an $M \times M$ lower triangular Toeplitz matrix, expressed as

$$Q^d(d) = \begin{bmatrix} q_0 & q_1 & q'_1 & q'_0 \\ q_1 & q_2 & q'_1 & q'_0 \\ \vdots & \vdots & \ddots & \ddots \\ q'_{M-1} & \cdots & q'_2 & q'_1 & q'_0 \end{bmatrix},$$

with the entry $q'_n$ given by

$$q'_n = \lambda\pi d^2 \delta(n) - \frac{2\lambda\pi d^2}{2n^2} \gamma^{n+1/2} F_1(n+1, n+1-n/\alpha; -\gamma) \quad (n=2, 3, \ldots),$$

and where

$$\mathbb{E}_{I_2} \left[ Q^n(M, \gamma d^\alpha I_2[d]) \right] = \left( \sum_{k=0}^{M-1} \frac{1}{k!} (-\gamma d^\alpha)^k \frac{\partial^k L_{I_2}(s)}{\partial s^k} \right)^n \bigg|_{s=\gamma d^\alpha}, \quad n=2, 3. \quad \text{(44)}$$

**Proof:** See Appendix C.

As an application of Theorem 2, we consider the special case with $M = 1$, i.e., there is only a single transmit antenna.
where $\tau$ scheme can be derived and given by

$$
\Pr \{ G > \gamma d^\alpha I_2 [d] \} = 3 L_{I_2} (\gamma d^\alpha) - 3 L_{I_2} (2 \gamma d^\alpha) + L_{I_2} (3 \gamma d^\alpha).
$$

(45)

On the other hand, by virtue of (40), performing some basic calculus yields the coverage probability:

$$
P_2(\gamma, \lambda, \alpha) = 3 (1 + V_1 (\gamma))^{-2} - 3 (1 + V_2 (\gamma))^{-2} + (1 + V_4 (3\gamma))^{-2},
$$

(46)

where

$$
V_4 (\gamma) \triangleq \frac{2\gamma}{\alpha - 2} 2 \Phi_1 \left[ \frac{1}{2} \frac{1 - \frac{2}{\alpha}}{1 - \frac{2}{\alpha}} \right].
$$

(47)

Like (28), (46) also demonstrates that the coverage probability in the case of dynamic point selection/muting with $M = 1$ is independent of the intensity of BSs (i.e., $\lambda$). By using a similar approach as above, this conclusion can be shown to hold as well even if $M > 1$.

2) Spectral Efficiency: By using a similar approach to (32), (44), the spectral efficiency of the OPS scheme can be approximated as

$$
\tau_2 (\alpha) \approx \int \int_{s > 0} \frac{1}{2} \exp (- s N (M)) \left[ \exp (- s) + s \frac{2\gamma}{\alpha - 2} \frac{1 - \frac{2}{\alpha}}{1 - \frac{2}{\alpha}} \right]^2 ds d\alpha.
$$

(48)

where $N (M) \triangleq \int_{x < 1} 2 u x (u) du$, with $x (u) = F^{-1} g' (u)$ and $F g' (x)$ given by (21).

By definition, the exact spectral efficiency of the OPS scheme can be derived and given by

$$
\tau_2 (\alpha) = \int \int_{t > 0} f_d (x) \{ 3 | \exp (Q (d)) |_1 - \mathbb{E} E \left[ 3 Q^2 (M, \gamma d^\alpha I_2 [d]) - Q^3 (M, \gamma d^\alpha I_2 [d]) \right] \} dx dt.
$$

(49)

where $\gamma = e^{t} - 1$. In the case of $M = 1$ and $\alpha = 4$, the spectral efficiency of the OPS scheme, numerically computed as per (49), is

$$
\tau_2 (\alpha = 4) = 1.03 \text{ nats/sec/Hz}.
$$

(50)

For comparison purposes, next a random point selection (RPS) scheme is discussed, where one BS in the cooperation set is randomly chosen to serve the target UE while the other BSs serve other UEs at the same time. Compared with the OPS scheme described above, RPS has higher resource utilization, yet with lower spectral efficiency, as shown below.

B. Random Point Selection

In this case, a typical UE is randomly served by only one BS without CoMP. Without loss of generality, the serving BS is denoted $A_0$. Unlike the preceding JT and OPS cases, the aggregate interference at a typical UE, denoted $I_3$, comes from all BSs in the complement set of $\Phi$, i.e., $\Phi \setminus \{ A_0 \}$. Mathematically speaking, we have

$$
I_3 = \sum_{k \in \Phi \setminus \{ A_0 \}} d_{k, 0}^{-\alpha} g_k,
$$

(51)

where $g_k$ is as defined right after (58). The Laplace transform of $I_3$ can be readily computed as

$$
L_{I_3} (s) = \frac{1}{(1 + \beta s)^2} \mathbb{E} \left[ \prod_{k \in \Phi \setminus \{ A_0 \}} \mathbb{E} g_k \left\{ \exp \left( - s g_k d_{k, 0}^{-\alpha} \right) \right\} \right] = \left\{ 1 + \frac{s}{2 - \frac{2}{\alpha}} \right\}^2 \mathbb{E} F_1 \left[ \frac{1}{2 - \frac{2}{\alpha}} \frac{1 - \frac{2}{\alpha}}{s} \right] dx.
$$

(52)

1) Coverage Probability: By using the Alzer’s lemma in (29), the coverage probability of a typical UE in the case of RPS can be derived, as formalized below.

**Theorem 3.** The coverage probability of a typical UE in the case of random point selection is upper bounded by

$$
P_3 (\gamma, \lambda, \alpha) = \int_{s > 0} f_d (x) \sum_{k = 1}^{M - 1} \frac{(- \gamma d^\alpha)^k}{k!} \frac{\partial^k L_{I_3} (s)}{\partial s^k} \bigg|_{s = \gamma d^\alpha} dx
$$

(53)

$$
\leq \sum_{k = 1}^{M} (-1)^{k+1} \left( \frac{M}{k} \right) \int_{s > 0} f_d (x) L_{I_3} (k \beta \gamma d^\alpha) dx,
$$

(54)

where $\beta = (M!)^{-1/M}$.

In particular, if single transmit antenna is deployed at each BS ($M = 1$) and Rayleigh fading is assumed, (53) reduces to

$$
P_3 (\gamma, \lambda, \alpha) = \int_{s > 0} f_d (x) L_{I_3} (\gamma d^\alpha) dx
$$

$$
= \left[ \frac{1 + \gamma}{1 + \gamma (1 + V_4 (\gamma))^{-2}} \right],
$$

(55)

where $V_4$ is previously defined in (47). Like (28), (55) also demonstrates that the coverage probability of a typical UE is independent of the intensity of BSs, i.e., $\lambda$.

2) Spectral Efficiency: Using a similar approach as in Section III-C, the spectral efficiency of the RPS scheme can be approximated as follows

$$
\tau_3 (\alpha) \approx \int_{s > 0} \frac{1}{8} \left[ \frac{(1 - \exp (- s M)) \exp (- 2s)}{\exp (- s) + s \frac{2\gamma}{\alpha - 2} \frac{1 - \frac{2}{\alpha}}{1 - \frac{2}{\alpha}}} \right]^2 ds.
$$

(56)

On the other hand, by definition, the exact spectral efficiency of the RPS scheme can be computed as

$$
\tau_3 (\alpha) = \int \int_{t > 0} f_d (x) \sum_{k = 0}^{M - 1} \frac{(- \exp (t) - 1 \exp (- t))}{k!} \frac{\partial^k L_{I_3} (s)}{\partial s^k} \bigg|_{s = (e^{t} - 1) \exp (- t)} dx dt.
$$

(57)

In the case of $M = 1$ and $\alpha = 4$, the spectral efficiency of the RPS scheme, numerically computed according to (57), is

$$
\tau_3 (\alpha = 4) = 0.27 \text{ nats/sec/Hz}.
$$

(58)

To sum up, with the obtained (37), (50), and (58), corresponding to the spectral efficiencies of the JT, OPS, and RPS schemes, respectively, it is obvious that the JT scheme attains the highest spectral efficiency whereas the RPS scheme yields the lowest. This result is not surprising since increasing coordination costs benefit higher spectral efficiency.
V. SIMULATION RESULTS AND DISCUSSIONS

In this section, numerical results computed as per the previously obtained analytical expressions are presented and discussed, in comparison with extensive Monte-Carlo simulation results. In the simulation experiments, a cellular network with a coverage area of $10^4 \times 10^4$ squared meters is considered, where the path-loss exponent and BS intensity are set to $\alpha = 4$ and $\lambda = 0.02$, respectively. The channel fading from each transmit antenna at BSs to a typical UE is subject to Rayleigh fading. Moreover, for the case with single transmit antenna at each BS, i.e., $M = 1$, according to (12)-(15) and after some algebraic calculations, we have $\Omega = 7.7$ and $m = 3$. Similarly, $\Omega = 16.6$ and $m = 6$ in the case of $M = 2$.

A. Coverage Probability

Figure 6 shows the coverage probability of a typical UE versus the outage threshold $\gamma$, where the top panel corresponds to the case of $M = 1$ while the bottom panel to the case of $M = 2$. For comparison purposes, the coverage probabilities of three different transmission schemes, namely, JT, OPS, and RPS, are plotted. For a particular outage threshold value, it is seen that the JT has the highest coverage probability whereas the RPS gets the lowest, as expected. On the other hand, taking the JT for instance, it is observed that the numerical results computed as per (25) are slightly smaller than the corresponding simulation results. Similar observations can be made in the OPS and RPS cases, as shown in Fig. 6. In other words, the coverage probability of a typical UE is slightly underestimated in the preceding analyses. The reason behind this interesting observation is far more complex than what seems at first sight. Specifically, although (11) is an approximate PDF, it is accurate and has little effect on the derived coverage probability as previously discussed in Remark 2. The approximation given by (19) is also accurate, as previously illustrated in Fig. 5.

In fact, this underestimation is introduced by the assumption of independence between BSs and a typical UE. More concrete evidence is provided below. By recalling the Slivnyak-Mecke theorem in stochastic geometry [3, p. 132], a typical UE can be assumed to be located at the origin $(0, 0) \in \mathbb{R}^2$, without loss of generality. This implies that the location of a typical UE is independent of the locations of BSs. However, as far as the worst-case UEs under study in this paper is concerned, a typical UE has the same distance from its three nearest BSs. Clearly, the location of a typical UE in our work is dependent upon the locations of BSs. For better clarity, let us take a close look at the aggregate signal power at the origin, defined as

$$S_1 \triangleq \sum_{k \in \Phi} d_{k,0}^{-\alpha} g_k,$$  \hspace{1cm} (59)

where $g_k$ is defined immediately after (38). It is well-known that $S_1$ is subject to a skewed stable distribution [30], whose probability densities exist but, with a few exceptions, they are not known in closed form. In particular, if $\alpha = 4$, the PDF of $S_1$ is of the Lévy type, explicitly expressed as

$$f_{S_1}(x) = \frac{\lambda}{4} \left( \frac{\pi}{x} \right)^{\frac{\alpha}{2}} \exp \left( -\frac{\lambda^2 \pi^4}{16x} \right).$$  \hspace{1cm} (60)

Figure 7 shows the simulation results of the aggregate signal power at the origin and at a typical UE which has the same distance to its three nearest BSs, compared with the numerical results computed with (60), given the BS intensity $\lambda = 0.02$. It is seen that the former simulation results accord fully with the numerical results whereas the latter simulation results deviate from the numerical ones significantly. In particular, the PDF of the aggregate signal power at a typical UE has higher kurtosis than that of the power at the origin. This means that the former has infrequent extreme deviations or, equivalently, this reflects the dependence of different signals transmitted from BSs to a typical UE.

As far as the JT scheme under study is concerned, the interference can be expressed as

$$S_2 \triangleq \sum_{k \in \Phi \setminus \Phi_0} d_{k,0}^{-\alpha} g_k.$$  \hspace{1cm} (61)

Figure 8 shows the simulated PDFs of the powers of $S_2$ at the origin and at a typical UE which has the same distance from its three nearest BSs, respectively (exact PDF of $S_2$...
is not mathematically tractable, to the best of the authors’ knowledge. Clearly, the difference between these two PDF curves is much smaller than that in Fig. 7. As a consequence, we may conclude that the difference between the powers of $S_1$ received at the origin and at a typical UE under study in this paper is mainly caused by the signals from the nearest three BSs. This is indeed the reason why the obtained analytical results has led to a slight underestimation of the coverage probability, as shown in Fig. 6.

**B. Spectral Efficiency**

Figure 9 compares the spectral efficiencies of the JT, OPS and RPS schemes. As expected, the spectral efficiency of all schemes increases with larger number of transmit antennas at BS (i.e., $M$). For a fixed $M$, the JT scheme has the highest spectral efficiency while the RPS gets the lowest, since the former requires higher cooperation and hardware costs. Importantly, it is observed from Fig. 9 that the numerical results pertaining to the JT and RPS schemes agree very well with the simulation results, whereas those of the OPS scheme underestimate the simulation ones. This observation implies that the dependence discussed in the previous subsection has little effect on the accurate analysis of the spectral efficiencies of the JT and RPS schemes. Also, it is seen that the approximated numerical results match well with the exact analytical results, which illustrates the effectiveness of the analysis.

**C. Poisson-Delaunay Triangulation vs. Poisson-Voronoi Tessellation**

1) **Comparison with Poisson-Voronoi tessellation without CoMP**

To illustrate the effectiveness of the Poisson-Delaunay triangulation based JT scheme, besides the performance analysis of Type I UEs, this subsection shows the simulation results pertaining to Types II and III UEs defined in Section II-B in comparison with their counterparts in the conventional cellular systems based on Poisson-Voronoi tessellation.

Figure 10 illustrates the coverage probabilities of three types of UEs, compared with their counterparts in the dual Poisson-Voronoi tessellation. It is seen that, in the conventional Poisson-Voronoi scenario, the performance of Type I UEs is the worst and Type II UEs perform worse than Type III UEs. The reason is that they have shorter and shorter distances from the serving BS by noting that Type I UEs are at the vertices of each Poisson-Voronoi cell, Type II UEs are on the edge of each cell, and Type III UEs are inside each cell (cf. Fig. 2). In the scenario of Poisson-Delaunay triangulation, similar observations can be made, namely, Type I UEs perform the worst since the strength of desired signals received at Type I UEs is the lowest whereas the strengths of interfering signals on them are almost identical. More specifically, if we consider only the path-loss effect, by recalling the inequality of arithmetic and geometric means, we have $d_1^{-\alpha} + d_2^{-\alpha} + d_3^{-\alpha} \geq 3 \sqrt[3]{d_1 d_2 d_3^{-\alpha}}$, where the equality holds if and only if $d_1 = d_2 = 2d_3$ (corresponding to Type I UEs). Finally, Fig. 10 shows that all UEs in the scenario of Poisson-Delaunay triangulation significantly outperform their counterparts in the conventional Poisson-Voronoi scenario, indicating the effectiveness of the proposed triangulation scheme. Clearly, this performance gain comes from the cooperation of BSs. Next, we will demonstrate the interference mitigation capability of our triangulation scheme.

2) **Comparison with Poisson-Voronoi tessellation with dynamic cooperation set**

For fairness, we compare the triangulation scheme with the conventional Poisson-Voronoi scheme.
with three dynamic cooperating BSs, in terms of spectral efficiency. Since the three serving BSs of a Type I UE in the triangulation scheme are exactly the nearest ones, the desired signal powers under these two schemes are identical, say $d$. Then, by recalling (66), the MGF of the desired signal conditioned on $d$ can be computed as

$$M_S = \left(1 + \frac{\Omega}{m} d^{-\alpha} z\right)^{-m}.$$ \hspace{1cm} (62)

Now, we compare their interference powers $I_1$ and $I_2$ given by (7) and (38), respectively. By inserting $\mu = 3$ into (22), for a given $d$, the MGF of $I_1$ can be readily shown as

$$M_{I_1} = E_{\Phi} \left[ \prod_{k \in \Phi} \left(1 + 3zd_{k,0}^{-\alpha} \right)^{-1} \right].$$ \hspace{1cm} (63)

Likewise, the MGF of $I_2$ given by (38) can be derived as

$$M_{I_2} = E \left[ \exp \left( -z \sum_{k \in \Phi \setminus \Phi_0} d_{k,0}^{-\alpha} g_k \right) \right] \approx E \left[ \exp \left( -z \sum_{j=1}^{\infty} \sum_{k \in \Phi_j} d_{j,0}^{-\alpha} g_k \right) \right]$$

$$= E_{\Phi} \left[ \prod_{k \in \Phi} \exp \left( -zd_{k,0}^{-\alpha} g_k \right) \right]$$

$$= E_{\Phi} \left[ \prod_{k \in \Phi} \left(1 + zd_{k,0}^{-\alpha} \right)^{-3} \right],$$ \hspace{1cm} (66)

where $\hat{\Phi}$ is a thinning process of $\Phi \setminus \Phi_0$ with intensity $\lambda' = \lambda/3$, and $\hat{g}_k \triangleq \sum_{k \in \Phi_j} g_k$, which follows a Gamma distribution with shape parameter 3 and unit scale factor.

To derive the spectral efficiency, we exploit the lemma reported in (27), which reads

$$\ln \left(1 + \frac{X}{Y} \right) = \int_{z>0} \frac{1}{z} \left(1 - \exp(-xz)\right) \exp(-zY) dz.$$

Then, the spectral efficiency can be readily computed as

$$R = \int_{z>0} E \left[ \ln \left(1 + \frac{S}{I} \right) \right] f_d(x) dx$$

$$= \int_{z>0} f_d(x) \int_{z>0} \frac{1}{z} (1 - M_S M_I) M_I dz dx,$$ \hspace{1cm} (69)

where $M_S$ and $M_I$ denote the MGFs of the desired signal power $S$ and interference power $I$, respectively. Comparing (63) with (66), since $(1 + 3zd_{k,0}^{-\alpha})^{-1} > (1 + zd_{k,0}^{-\alpha})^{-3}$ for all $z > 0$ and $d_{k,0} > 0$, we know that $M_{I_1} > M_{I_2}$. Therefore, the spectral efficiency of the proposed scheme, computed by substituting (62) and (63) into (69), is larger than that of the Poisson-Voronoi scheme, computed by substituting (62) and (66) into (69). Simulation results shown in Fig. 11 corroborates this analysis. For completeness of presentation, Fig. 11 also illustrates the spectral efficiency of the other two types of UEs. It is observed that the spectral efficiency of the Poisson-Voronoi scheme is slightly higher than that of the Poisson-Delaunay scheme, for either Type II UEs or Type III.

UEs. This is because the former can always choose the three nearest BSs through exhaustive searching.

VI. CONCLUDING REMARKS

This paper analyzed the performance of a novel coordinated multi-point (CoMP) transmission scheme based on Poisson-Delaunay triangulation. Using the theory of stochastic geometry, the coverage probabilities and the spectral efficiencies of the worst-case UEs pertaining to three different transmission schemes, namely, joint transmission, optimal point selection, and random point selection, were analytically derived and compared. Numerical results demonstrated the effectiveness of the performance analyses and the superiority of the proposed approach. Thanks to the simplicity of cooperation strategy and superiority of network performance, the proposed transmission scheme is promising in the emerging small-cell networks and/or heterogeneous networks, where CoMP transmission is indispensable for higher resource utilization.

APPENDIX A

PROOF OF THEOREM II

Since a typical UE is associated with its three nearest BSs at an equivalent distance $d$, the coverage probability can be explicitly computed as

$$P_1(\gamma, \lambda, \alpha) = E \left[ \Pr \left[ \Gamma > \gamma | d \right] \right]$$

$$= \int_{x>0} \Pr \left[ \frac{d^{-\alpha} U}{I_1} > \gamma | d \right] f_d(x) dx$$

$$= \int_{x>0} \frac{1}{\Omega} \left[ I_1^k \exp \left( -\frac{1}{\Omega} m \gamma d^\alpha \right) \right] \frac{f_d(x)}{\Omega} \left( \frac{1}{\Omega} m \gamma d^\alpha \right)^k$$

$$= \int_{x>0} f_d(x) \sum_{k=0}^{m-1} \frac{1}{k!} \left( \frac{1}{\Omega} m \gamma d^\alpha \right)^k$$

$$= \frac{\partial^k L_1(s)}{\partial s^k} \bigg|_{s=\Omega m \gamma d^\alpha},$$ \hspace{1cm} (70)
The coverage probability is finally derived. Specifically, let
\[ q \]
follow based on which a compact Toeplitz matrix expression for the
\[ \eta \]
expression follows the fact
\[ \exp (s\hat{h}v^{-\alpha}) \]
which implies that
\[ Q(z) = a \exp (T(z)) \]
By recalling (75), \( q_n = \exp (t_0) \) leads to \( a = 1 \) and,
\[ T^{(1)}(z) = \sum_{n=0}^{\infty} (n+1) t_{n+1} z^n \]
\[ Q^{(1)}(z) = \sum_{n=0}^{\infty} n q_n z^{n-1} \]
which implies that
\[ Q(z) = a \exp (T(z)) \]
By recalling (75), \( q_0 = \exp (t_0) \) leads to \( a = 1 \) and,
\[ T^{(1)}(z) = \sum_{n=0}^{\infty} (n+1) t_{n+1} z^n \]
\[ Q^{(1)}(z) = \sum_{n=0}^{\infty} n q_n z^{n-1} \]
which implies that
\[ Q(z) = a \exp (T(z)) \]

**Appendix B**

**Proof of Corollary I**

With a single antenna at each BS, i.e., \( M = 1 \), it is clear that
\[ \|h_i\| \]
is Rayleigh distributed and, as per (13), we get \( m = 3 \).

Then, the coverage probability given by (24) can be explicitly computed as
\[ \mathcal{P}_1(\gamma, \lambda, \alpha) = E_d \sum_{n=0}^{m-1} n q_n \]
\[ = E_d \left[ \sum_{n=0}^{m-1} \frac{1}{n!} \exp (Q(z)) \right] \]

Finally, by using a similar technique to that in (33), the first \( m - 1 \) coefficients of the power series \( \exp (Q(z)) \) can be derived and expressed as the first column of the matrix exponential \( \exp (Q) \), which completes the proof.
\[
\begin{align*}
  \frac{\partial L_{I_1}(s)}{\partial s} &= L_{I_1}(s) \left\{ \frac{2\mu \lambda' \pi d^{2-\alpha}}{2-\alpha} 2F_1 \left[ \frac{1 1 - \frac{2}{\alpha}}{2 - \frac{2}{\alpha}} ; -\mu d^{-\alpha} s \right] \right. \\
  &\quad + \frac{\mu^2 \lambda' \pi d^{2-2\alpha} s}{\alpha - 1} 2F_1 \left[ \frac{2 2 - \frac{3}{\alpha}}{3 - \frac{3}{\alpha}} ; -\mu d^{-\alpha} s \right] \left. \right\} \cdot \\
  \frac{\partial^2 L_{I_1}(s)}{\partial s^2} |_{s = \frac{1}{\Omega} \alpha m' \gamma d^3} &= \left( \lambda' \pi d^{2-\alpha} V_2 L_{I_1} \left( \frac{1}{\Omega} \alpha m' \gamma d^3 \right) \right), \\
\end{align*}
\]
where \( V_2 \) is shown in (30). By using a similar approach as above, we have

\[
\frac{\partial^2 L_{I_1}(s)}{\partial s^2} |_{s = \frac{1}{\Omega} \alpha m' \gamma d^3} = \left( (\lambda' \pi)^2 d^{2-2\alpha} V_2 + \lambda' \pi d^{2-2\alpha} V_3 \right) L_{I_1} \left( \frac{1}{\Omega} \alpha m' \gamma d^3 \right),
\]
where \( V_3 \) is expressed as (31). Finally, substituting Eqs. (8), (86), (88), and (89) into (88), and performing some calculus, yields the intended (28).

**APPENDIX C**

**PROOF OF THEOREM 2**

Let \( G \triangleq \max \{ g'_1, g'_2, g'_3 \} \). Since \( g'_i \triangleq || h_i ||^2, i = 1, 2, 3 \), are i.i.d. Gamma random variables, with parent PDF and CDF given by

\[
f_{g'_i}(x) = \frac{1}{\Gamma(M)} x^{M-1} \exp(-x),
\]
and

\[
F_{g'_i}(x) = 1 - \frac{\Gamma(M, x)}{\Gamma(M)} = 1 - Q(M, x),
\]
respectively, then by recalling the theory of order statistics, the CCDF of \( G \) is expressed as

\[
\Pr(G > x) = 1 - \left( F_{g'_i}(x) \right)^3.
\]
Consequently, the coverage probability can be computed as

\[
\Pr(\gamma, \lambda, \alpha) = \int_{x > 0} \Pr \left[ \frac{\gamma \times G}{I_2} > \gamma | d \right] f_d(x) \, dx
\]
\[
= \int_{x > 0} \Pr [G > \gamma d^3 I_2 | d] f_d(x) \, dx.
\]
[16] P. Chang and G. Miao, “Energy and spectral efficiency of cellular networks with discontinuous transmission,” IEEE Trans. Wireless Commun., vol. 16, no. 5, pp. 2991–3002, May 2017.

[17] A. Shojaeifard, K. K. Wong, K. A. Hamdi, E. Alsusa, D. K. C. So, and J. Tang, “Stochastic geometric analysis of energy-efficient dense cellular networks,” IEEE Access, vol. 5, no. 99, pp. 455–469, Dec. 2017.

[18] J. D. Loera, J. Ramsay, and F. Santos, Triangulations: Structures for Algorithms and Applications. Berlin, Germany: Springer, 2010.

[19] M. Xia and S. Aissa, “Unified analytical volume distribution of Poisson-Delaunay simplex and its application to coordinated multi-point transmission,” IEEE Trans. Wireless Commun., vol. 17, no. 7, pp. 4912–4921, Jul. 2018.

[20] T. M. Liebling and L. Pournin, “Voronoi diagrams and Delaunay triangulations: ubiquitous Siamese twins,” in Documenta Mathematica, Vol. Extra Volume: Optimization Stories, 2012, pp. 419–431.

[21] T. L. Marzetta, E. G. Larsson, H. Yang, and H. Q. Ngo, Fundamentals of Massive MIMO. Cambridge, U.K.: Cambridge University Press, 2016.

[22] Ø. Hjelle and M. Dæhlen, Triangulations and Applications. Berlin, Germany: Springer, 2006.

[23] P. Dharmawansa, N. Rajatheva, and K. Ahmed, “On the distribution of the sum of Nakagami-m random variables,” IEEE Trans. Commun., vol. 55, no. 7, pp. 1407–1416, Jul. 2007.

[24] Ø. Hjelle and M. Dæhlen, Triangulations: Structures for Triangulations: Structures for Triangulations: Structures for Triangulations: Ubiquitous Siamese Twins, in Fundamentals in Applied Probability, vol. 64, no. 4, pp. 1544–1556, Apr. 2016.

[25] S. A. Bandyopadhyay, J. Li, and B. S. Girotra, “A unified framework for the tractable analysis of multi-antenna wireless networks,” IEEE Trans. Wireless Commun., vol. 17, no. 12, pp. 7965–7980, Dec. 2018.