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\textbf{Abstract}. Continual Learning (CL) refers to a learning setup where data is non stationary and the model has to learn without forgetting existing knowledge. The study of CL for sequential patterns revolves around trained recurrent networks. In this work, instead, we introduce CL in the context of Echo State Networks (ESNs), where the recurrent component is kept fixed. We provide the first evaluation of catastrophic forgetting in ESNs and we highlight the benefits in using CL strategies which are not applicable to trained recurrent models. Our results confirm the ESN as a promising model for CL and open to its use in streaming scenarios.

1 Introduction

Real world environments where data is highly non stationary represent a challenge for current machine learning solutions. Continual Learning (CL) focuses on the design of new models and techniques able to learn new information while preserving existing knowledge \cite{1}. CL models receive a (possibly infinite) stream of experiences $e_1, e_2, e_3, ...$, where each experience $e_i$ contains data sampled from an associated distribution $D_i$. Drifts in data distribution usually occur during a known transition to a new experience. We study CL from the perspective of catastrophic forgetting: when trained sequentially on multiple experiences, neural networks tend to forget previous knowledge, that is, they reduce their performance on previously seen data and tasks.

We address CL in sequential data processing (where each pattern is a sequence) with a family of randomized recurrent neural networks called Echo State Networks (ESNs) \cite{2}. ESNs process sequences by means of a fixed recurrent component initialized with stable dynamics (reservoir) whose output is fed to a trainable output layer (readout). ESNs are promising architectures for challenging contexts such as neuromorphic hardware and embedded intelligence applications. The topic of CL with recurrent neural networks has started to gain attention from the CL community. Recent works on the behavior of recurrent models in non stationary environments highlighted the fact that common CL strategies may behave differently than expected when applied to recurrent models (e.g. their performance may be influenced by the sequence length) \cite{3}. While these studies focus on fully trained recurrent models, we instead provide the first experimental analysis of catastrophic forgetting in ESNs, and their use with popular CL
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strategies. By treating the untrained reservoir of an ESN as a feature extractor for sequences, we were able to 1) restrict the application of CL strategies to the final, linear readout and 2) to leverage efficient CL strategies operating solely on the final layer. The latter point marks a clear advantage in using ESNs, since many approaches in CL for computer vision often exploit pretrained feature extractors. While such methods could be directly applied to ESNs, it is generally difficult to do the same for other recurrent models, where the use of pretrained networks is not as effective. Our results indicate that ESN exhibits competitive performance with respect to LSTM and it is amenable to be applied with CL solutions operating in challenging settings like streaming learning.

2 Continual Learning and Recurrent Models

Continual Learning The study of recurrent models in CL currently focuses on deep recurrent networks trained by backpropagation [3, 4]. The problem has been tackled both by designing new techniques and learning algorithms [5] and by applying popular CL strategies not designed for sequential data [6, 4]. Notably, the CL performance of alternative recurrent paradigms like spiking neural networks [7] and reservoir computing [8] is under-documented. To the best of our knowledge, there is only one work about CL and ESNs [8] which, however, focuses on a specific application and does not give insights on how to use ESNs in different CL contexts. This highlights the need for a broad experimental evaluation with different families of CL strategies on popular benchmarks.

Continual Learning strategies Here, we briefly introduce the CL strategies used in our experiments. These strategies are not specifically designed for sequential data processing. Therefore, they allow us to draw more general conclusions on the model behavior.

Elastic Weight Consolidation (EWC) [9] and Learning without Forgetting (LwF) [10] are regularization strategies: they add a penalty to the loss function to improve model stability. EWC prevents large changes in parameters deemed important for previous experiences. The loss penalty at experience $n$ takes the form of $\sum_{t=1}^{n-1} \Omega_t (\theta_t - \theta_n)^2$, where $\theta_t$ are the model parameters at experience $t$ and $\Omega_t$ their corresponding importances. At the end of each experience, the parameters importances for that experience are computed by freezing the model, performing an additional pass over training data and averaging the squared gradients across all patterns.

LwF enforces stability in the output layer activations by keeping a copy of the previous model and by taking its output on the current training patterns as soft targets in the distillation loss. Therefore, the loss penalty takes the form of the KL-divergence $KL[p_{\theta_t}(x_t)||p_{\theta_{t-1}}(x_t)]$, where $p_{\theta_t}(x_t)$ represents the output of the model parameterized by $\theta_t$.

Replay [11] leverages a different paradigm: on each experience, it randomly samples a number of patterns from the training set and adds them to the replay memory. During training, the current minibatch is augmented with an addi-
tional minibatch of patterns sampled directly from the memory. This is one of the most effective strategies in CL [12].

Finally, Streaming Linear Discriminant Analysis (SLDA) [13] is a strategy which leverages a pretrained feature extractor $G$ (a ResNet-18 in the original paper) combined with a linear layer to compute the final output $y = W G(x) + b$, where $x$ is the current input pattern. This strategy operates in a streaming setting, where patterns are seen one at a time and only once (one epoch only). The parameters $W$ and $b$ of the linear layer are computed through an online approximation of the Linear Discriminant Analysis. The algorithm keeps a mean vector together with an associated counter per class and a shared covariance matrix, updated during training. Since SLDA requires a fixed feature extractor, we can only apply it to ESNs thanks to its untrained recurrent layer.

To provide lower and upper bounds performance, we ran experiments with other 2 strategies: Naive, which simply finetunes the network across experiences without any CL strategy, and Joint Training, which trains the model in an offline setting with all the data available from the beginning.

**Echo State Networks** Reservoir Computing provides a general framework to build recurrent networks [14]. ESNs [2] belong to the reservoir computing paradigm since they are composed by an untrained reservoir and a trained linear readout. The reservoir is composed by a set of randomly connected units and it represents the recurrent component of the architecture. The initialization of recurrent weights matrix in the reservoir is a crucial hyperparameter: usually, the matrix values are scaled such that its spectral radius is slightly smaller than one (necessary condition for the Echo State Property). The linear readout parameters can be trained with closed-form solutions like pseudo-inverse or ridge regression, which however requires to store the entire set of reservoir activations.

### 3 Experiments

We compared the performance of LSTM and ESN when equipped with the 4 CL strategies already presented: EWC, LwF, Replay, SLDA. We tested our methods on 2 different sequence classification tasks, in which each pattern (a sequence) is associated to a target class. We chose 2 popular class-incremental CL benchmarks, where each experience provides examples from new classes, which will be present only in that experience. At the end of training on the last experience, the model performance is measured against data coming from all experiences. During testing, the model has no knowledge about the experience from which each pattern is coming from.

**Experimental setup** We used Split MNIST (SMNIST) and SSC [3] as the benchmarks for our experiments. SMNIST provides 5 different experiences, each of which contains examples of MNIST dataset from 2 digit classes. In order to use SMNIST as a sequence classification task, we took each image one row at a time, resulting in input sequences with 28 steps. SSC is a dataset of spoken words.
| SMNIST | LSTM† | ESN       |
|--------|-------|-----------|
| EWC    | 0.21±0.02 | 0.20±0.00 |
| LWF    | 0.31±0.07 | 0.47±0.07 |
| REPLAY | 0.85±0.03 | 0.74±0.03 |
| SLDA   | —     | 0.88±0.01 |
| NAIVE  | 0.20±0.00 | 0.20±0.00 |
| JOINT  | 0.97±0.00 | 0.97±0.01 |

| SSC    | LSTM† | ESN       |
|--------|-------|-----------|
| EWC    | 0.10±0.00 | 0.09±0.02 |
| LWF    | 0.12±0.01 | 0.12±0.02 |
| REPLAY | 0.74±0.07 | 0.36±0.07 |
| SLDA   | —     | 0.57±0.03 |
| NAIVE  | 0.10±0.00 | 0.10±0.00 |
| JOINT  | 0.89±0.02 | 0.91±0.02 |

Table 1: Mean ACC and standard deviation over 5 runs on SMNIST and SSC benchmarks. SLDA is applied only to ESN since it assumes a fixed feature extractor. SMNIST contains 5 experiences, while SSC contains 10 experiences. † results are taken from [3], except for replay which has been recomputed to guarantee the use of the same replay policy (200 patterns in memory).

We took 10 experiences, each of which containing patterns representing 2 words. Sequences have 101 steps. We performed grid search on all the strategies for ESN and on Replay for LSTM. The other results for LSTM are taken from [3], since the experimental setup is the same. To perform grid search for SSC, we took 3 held-out experiences for model selection and 10 for model assessment. To fairly compare ESN and LSTM, we select a model configuration whose only requirement is to be able to learn effectively at training time. Then, the performance in terms of forgetting depends mostly on the CL strategy (subjected to grid search) and not on the specific model setting. We train the ESN readout with Adam optimizer and backpropagation, since CL requires to update the model continuously, possibly without storing its activations. We used the Avalanche [15] framework for all our CL experiments. We make publicly available the code together with configurations needed to reproduce all experiments.

We monitored the average accuracy (ACC) metric: after training on all experiences we measure the accuracy averaged over test patterns from all the experiences.

Results Table[1] reports the ACC metric and its standard deviation over 5 runs for the best configuration found in model selection. Our results show that ESN performs better or comparably to the LSTM network. EWC is not able to tackle class-incremental scenarios, neither with LSTM nor with ESN. It achieves a performance equal to the Naive one. LwF, instead, manages to reduce forgetting in the simplest SMNIST benchmarks. In this context, applying LwF only on the feedforward component results in a better performance with respect to the LSTM. This is compatible with results presented in [3] and highlights one of the advantage in using ESNs for CL. However, when facing more complex scenarios like SSC, LwF fails to provide any benefits with respect to Naive finetuning. For replay, we studied the performance of ESN and LSTM with different memory sizes (Fig. [1]). ESN exhibits a lower performance with respect to a fully trained
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LSTM. On SMNIST, the gap becomes significant only for large memory sizes. On SSC, instead, the difference in performance occurs also for smaller memories. This result is surprising since replay is not usually sensitive to the choice of the model. A deeper investigation of different replay policies and ESNs architectures will be needed in order to discover possible solutions to the problem. The advantage in using ESNs clearly emerges when studying the behavior of SLDA strategy. This strategy effectively tackles class-incremental benchmarks like SSC. The absolute performance of SLDA in SSC is still far from the joint training upper bound. However, this does not mean that SLDA suffers from large forgetting effect. In fact, it achieves an average experience forgetting (difference between the accuracy after training on a certain experience and the corresponding accuracy after training on all experiences) of 0.14 ± 0.02. The remaining 20% of difference from the joint training is explained by the fact that SLDA is a streaming strategy which trains the model only on a single epoch. Therefore, on complex scenarios like SSC it achieves a lower accuracy.

4 Conclusion and Future Work

We studied the ability of ESNs to mitigate forgetting in CL environments. We provided the first experimental evaluation of ESNs trained with popular CL strategies. Our analysis showed that, apart from replay strategies, ESNs perform comparably with fully trained recurrent networks like LSTM. Moreover, since the reservoir is a fixed feature extractor, it is possible to train ESNs with CL strategies like SLDA which are not applicable to LSTM. SLDA obtains a good performance in class-incremental scenarios. This work could foster new studies and applications of CL with ESNs: the renowned computational efficiency of ESNs may be particularly interesting for streaming or task-free CL. The possibility to implement ESNs in neuromorphic hardware opens to the continuous training of such models on low resources devices. ESNs are not the only family of models with an untrained component. More in general, CL with partially trained networks constitutes an interesting avenue of research, due to the fact that fixed connections are not subjected to
catastrophic forgetting. Alternatively, reservoir in ESNs may also be finetuned during training to better adapt to new experiences. In particular, unsupervised finetuning through backpropagation-free methods (e.g., Hebbian learning, intrinsic plasticity) may provide quicker adaptation and more robust representations. The design of new CL strategies which exploit reservoir finetuning while keeping forgetting into consideration would provide us with a deeper understanding of the CL learning capabilities of ESNs.
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