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Abstract

We study the optimization landscape of the log-likelihood function and the convergence of the Expectation-Maximization (EM) algorithm in latent Gaussian tree models, i.e. tree-structured Gaussian graphical models whose leaf nodes are observable and non-leaf nodes are unobservable. We show that the unique non-trivial stationary point of the population log-likelihood is its global maximum, and establish that the expectation-maximization algorithm is guaranteed to converge to it in the single latent variable case. Our results for the landscape of the log-likelihood function in general latent tree models provide support for the extensive practical use of maximum likelihood based-methods in this setting. Our results for the EM algorithm extend an emerging line of work on obtaining global convergence guarantees for this celebrated algorithm. We show our results for the non-trivial stationary points of the log-likelihood by arguing that a certain system of polynomial equations obtained from the EM updates has a unique non-trivial solution. The global convergence of the EM algorithm follows by arguing that all trivial fixed points are higher-order saddle points.

1 Introduction

Estimating latent variable models is a widely-studied task in Statistics and Machine Learning. It is also a daunting one, computationally and statistically. Even if the underlying, fully observable distribution is an exponential family and therefore has a concave log-likelihood function, marginalizing out the latent variables makes the log-likelihood non-concave, in most cases. In the same exponential-family setting, under mild conditions, the population (i.e. infinite sample) log-likelihood of the complete model has a unique maximum at the true model parameters, yet even in this setting very little is understood about the landscape of the partially observable model’s log-likelihood or its stationary points.

A widely-applicable method for estimating latent variable models is the Expectation-Maximization (EM) algorithm of [9]. Given a parametric family of distributions \( \{p_{\theta}(X, Y)\}_{\theta \in \Theta} \), where variables \( X \) are observable and variables \( Y \) are unobservable, and given independent observations \( x_1, x_2, \ldots \) from some model in this family, the EM algorithm starts with some initialization \( \theta^{(0)} \) and iteratively performs a sequence of interleaved “E-steps” and “M-steps,” a consecutive pair of which are called an “EM update.” Specifically, for all \( t \geq 0 \), the algorithm updates the current vector of parameters \( \theta^{(t)} \) by performing the following:

- (E-step) for each sample \( i \), compute a posterior belief about the values of the unobservable variables by setting, for all \( y \), \( Q^{(t)}_i(y) = p_{\theta^{(t)}}(Y = y | X = x_i) \);
- (M-step) update the parameters to \( \theta^{(t+1)} = \arg \max_{\theta} \sum_i \int_y Q^{(t)}_i(y) \log \frac{p_{\theta}(X = x_i, Y = y)}{Q^{(t)}_i(y)} dy \).

Notice that, by Jensen’s inequality, the function maximized in the M-step of the algorithm lower bounds the log-likelihood of the samples and, by the choice made in the E-step of the algorithm, this lower bound equals the log-likelihood of the samples at \( \theta = \theta^{(t)} \). Thus, whenever the EM update results in \( \theta^{(t+1)} \neq \theta^{(t)} \), the
likelihood of the samples increases. Moreover, when the class of models \( \{ p_\theta \}_{\theta \in \Theta} \) is an exponential family, the M-step becomes a concave maximization problem, making the algorithm quite attractive in this setting.

Despite its wide use and study, with north of 66k citations, relatively little is known about EM’s behavior. Conditions have been identified under which the EM iterates converge to or cluster at stationary points of the log-likelihood — see e.g. \[22, 15, 13\] or exhibit local convergence to the maximum of the likelihood — see e.g. \[22, 11, 32, 15\]. Conditions under which EM exhibits global convergence to the maximum of the likelihood are rare \[32\] with a surge of recent results inching towards establishing global convergence guarantees in more and more settings — from balanced mixtures of two Gaussians \[30, 8\] to balanced mixtures of two truncated Gaussians \[22\], balanced mixtures of two Laplace distributions \[2\], unbalanced mixtures of two Gaussians \[37\], binary variable naive Bayes models \[7\], and mixtures of linear regression models \[20, 16, 17, 10\] — and towards understanding the role of overparametrization in EM’s global convergence \[37, 10\].

To the best of our knowledge, recent works on the global convergence of EM are for single-latent-variable models. Extending this recent line of work, our paper studies the convergence of EM in Latent Gaussian Tree Models (LGTMs), i.e. tree-structured Gaussian Graphical Models whose leaf variables are observable and non-leaf variables are unobservable. Latent tree models in general, and LGTMs in particular have found wide use in scientific and applied domains due to their combined expressiveness and tractability of inference; see e.g. \[21, 40\] for recent surveys. Some notable applications of LGTMs are in phylogenetics, where they have been used to model the evolution of continuous traits \[14, 15, 31\], in network tomography, to model network delays \[4, 12, 3\], and in linguistics, for modelling the evolution of languages using acoustic data \[24, 29\].

Given observations from a latent tree model, a long line of research has studied whether the structure of the model can be recovered and, if the structure is known, whether the parameters of the model can be recovered. Most techniques with provable guarantees are based on defining and estimating tree metrics from the samples; see e.g. \[\[11, 13, 6, 25, 20, 27\]\ and their references. On the practical front, however, some of the most popular packages are based on maximum likelihood estimation; see e.g. \[38, 30\]. Even when the latent structure is known, however, the landscape of the likelihood function is not well understood \[14, 31\]. This is true even in the population limit, i.e. when infinitely many samples are available, even when the tree is trivial, i.e. there is a single latent node, and even when the latent tree model is a LGTM. For this paradigmatic and widely used family of models we study the following question:

**Main Question:** Given a LGTM model \( p_\theta^\star(\mathbf{X}, \mathbf{Y}) \) on a tree \( T \) whose leaves \( \mathbf{X} \) are observable and internal nodes \( \mathbf{Y} \) are unobservable, can we characterize the stationary points of the population log likelihood \( \ell_\theta^\star(\cdot) \equiv \mathbb{E}_{\mathbf{X} \sim p_\theta^\star(\mathbf{X})} [\log p_\theta(\mathbf{X} = \mathbf{x})] \)? Does it have spurious stationary points \( \theta \neq \theta^\star \) and under what conditions does EM converge to \( \theta^\star \)?

We study the afore-described questions in the setting where all the nodes of \( T \) are single-dimensional Gaussian variables and assume, without loss of generality, that they have zero mean and that the setting is ferromagnetic, i.e. assume that for every pair of variables their correlation lies in \((0, 1)\). Our first main result is the following (the formal version is Theorem \[3\] combined with Lemma \[11\]):

**Informal Theorem 1.** In the setting of our main question, and that of the preceding paragraph, suppose that \( \theta \) is a stationary point of the population log-likelihood \( \ell_\theta^\star(\cdot) \) that is non-trivial, i.e. in model \( p_\theta(\mathbf{X}, \mathbf{Y}) \) there is no edge of the tree whose endpoints have correlation in \((0, 1)\). Then \( \theta = \theta^\star \).

Our result guarantees that, if gradient-descent, EM, or similar method converges to a stationary point of the population log-likelihood that is non-trivial, then this point indexes the true model. While there are other criteria that can be used, our result implies that the stationarity of the log-likelihood can be used as an alternative, post-hoc criterion to argue that the correct model has been identified. In particular, our result substantiates the extensive use of maximum-likelihood-based methods in practice \[38, 30\], and the experimental evidence that EM succeeds with high probability in this setting \[34\]. Next, we study whether we can guarantee that EM converges to a non-trivial stationary point in our setting. We show this for the case where there is a single latent node in the model (the formal statement is Theorem \[1\]):

**Informal Theorem 2.** In the setting Informal Theorem \[1\] suppose additionally that there is a single latent node. In this case, EM is guaranteed to converge to \( \theta^\star \). If \( n \) is the number of leaves and \( \epsilon \) is the desired
accuracy for all the parameters (in absolute value), then the sample complexity is $O(\text{poly}(n)/\epsilon^2)$ and the number of iterations is $O(\text{poly}(n) \log(1/\epsilon))$.

**Proof Ideas.** Starting with Informal Theorem 2, it is known that EM converges to some $\theta^*$ that is a fixed point of the EM update. Hence, the proof follows by making the following arguments: (1) $\theta^*$ is the only non-trivial fixed point of the EM update; if we parametrize the model via correlations on its edges this the same as saying that $\theta^*$ is the only fixed point of the EM update in the interior of the parameter space $\Theta$; and (2) While there are fixed points at the boundary of $\Theta$, EM does not converge to any of those. To show (1), we analyze the EM update and show that its fixed points are solutions to a system of degree-2 polynomial equations. By using a simple special form of the Jacobian Conjecture we argue that these have a unique non-trivial solution. To show (2), we analyze the behavior of the EM around the fixed points at the boundary, by computing the derivatives of the update rule around these points. This requires careful analysis since these fixed points are higher-order saddle points. For the case of general trees (Informal Theorem 1), we show that the fixed points are solutions of higher-degree polynomial equations. We establish a novel reduction of these algebraic equations to the second-degree polynomial system from the single-latent-model case, and use this reduction to certify that there is a unique fixed point at the interior of the parameter space, which is $\theta^*$.

## 2 Tree models with one latent node

We start by elaborating on the simpler setting with one latent node. For simplicity, we start by analyzing the population EM, which amounts to running the EM algorithm on the whole population (rather than a finite sample). So simplify even more, we analyze asymptotic convergence, namely, in the limit as the number of iterations goes to infinity. Later, in Section 2.6 we describe the finite-sample and finite-iterate result.

### 2.1 Definitions and properties of the model

We consider the family of multivariate Gaussian distributions over zero-mean variables, with latent node $y$ and observed nodes $x_1, \ldots, x_n$, that have the property

$$
\Pr[x_1, \ldots, x_n, y] = \Pr[y] \prod_{i=1}^{n} \Pr[x_i \mid y].
$$

Each such distribution is uniquely defined by the following parameters:

$$
\sigma_y^2 := \text{Var}(y); \quad \sigma_{x_i}^2 := \text{Var}[x_i]; \quad \rho_i := \frac{\text{Cov}(x_i, y)}{\sqrt{\text{Var}(x_i) \text{Var}(y)}}, \quad \text{for } i = 1, \ldots, n,
$$

We note that generally $\rho_i \in [-1, 1]$, yet, we analyze the ferromagnetic setting where $\rho_i \in [0, 1]$. Denote by $\mathcal{P}$ the set of all such distributions with $\rho_i \in [0, 1]$ and $\sigma_y, \sigma_{x_i} > 0$. We use the following convenient properties of distributions in $\mathcal{P}$:

**Claim 1.** For any $i \neq j$, $\text{Cov}(x_i, x_j) = \sigma_{x_i} \sigma_{x_j} \rho_i \rho_j$. Further, $\mathbb{E}[x_i \mid y] = \frac{\sigma_{x_i} \rho_i}{\sigma_y} y$ and

$$
\mathbb{E}[y \mid x_1 \cdots x_n] = \sigma_y \sum_{i=1}^{n} \lambda_i \frac{x_i}{\sigma_i}, \quad \text{where } \lambda_i = \frac{\rho_i/(1 - \rho_i^2)}{1 + \sum_{j=1}^{n} \rho_j^2/(1 - \rho_j^2)}.
$$

Given any distribution $\mu \in \mathcal{P}$, denote its marginals and conditionals as $\mu_{x_1 \cdots x_n}$, $\mu_{y \mid x_1 \cdots x_n}$ etc. Lastly, denote $\mathcal{P} = (\rho_1, \ldots, \rho_n)$ and $\mathfrak{x} = (x_1, \ldots, x_n)$.
2.2 The expectation-maximization algorithm - over the population

We analyze the EM algorithm. We start by analyzing the population EM: this assumes that each iteration of the EM is executed over the whole population, rather than over a finite sample. This greatly simplifies the analysis (see Section 2.3 for the results on finite sample). The population EM can be described as follows: we set \( \mu^0 \in \mathcal{P} \) arbitrarily. Then, at any \( t > 0 \), define

\[
\mu^{t+1} = \operatorname{argmax}_{\mu \in \mathcal{P}} \mathbb{E}_{x_1, \ldots, x_n \sim \mu^t, y \sim \mu^t | x_1, \ldots, x_n} \left[ \log \Pr(x_1, \ldots, x_n, y) \right],
\]

where \( \Pr_\mu \) denotes the density with respect to \( \mu \). Denote by \( \sigma^*_t, \rho^*_t \) the parameters corresponding to \( \mu^t \) and by \( \lambda^*_t \) the coefficients from (1). Similarly, \( \sigma^*_\mu, \rho^*_\mu \) and \( \lambda^*_\mu \) correspond to \( \mu^\mu \). We would like to understand how these parameters update in each iteration of the EM algorithm. For this purpose, we have the following lemma:

**Lemma 1.** Let \( \mu^{t,*} \) denote the joint distribution over \( x_1 \cdots x_n, y \) such that

\[
\Pr[\mu^{t,*}, \mu^{t,*} | x_1, \ldots, x_n, y] = \Pr[\mu^{t,*} | x_1, \ldots, x_n] \Pr[\mu^{t,*} | y, x_1, \ldots, x_n].
\]

Then, for any \( i \), we have that

\[
\mathbb{E}_{\mu^{t+1}}[x_i | y] = \mathbb{E}_{\mu^{t,*}}[x_i | y], \quad \mathbb{E}_{\mu^{t+1}}[y] = \mathbb{E}_{\mu^{t,*}}[y] = \mathbb{E}_{\mu^{t+1}}[y].
\]

*Proof.* Notice that \( \mu^{t+1} \) is the MLE over \( \mathcal{P} \), given samples drawn from \( \mu^{t,*} \). Hence, for any \( \mu \in \mathcal{P} \),

\[
\mathbb{E}_{\mathbb{P}_{y \sim \mu^{t,*}}} \log \Pr(\mathbb{P}_{y \sim \mu^{t,*}}, y) = \mathbb{E}_{\mathbb{P}_{y \sim \mu^{t,*}}} \log \Pr(y) \prod_i \Pr(x_i | y) = \mathbb{E}_{\mathbb{P}_{y \sim \mu^{t+1}}} \log \Pr(y) + \sum_i \mathbb{E}_{\mathbb{P}_{y \sim \mu^{t+1}}} \log \Pr(x_i | y).
\]

Recall that each \( \mu \in \mathcal{P} \) can be decomposed as \( \Pr_\mu[x, y] = \Pr_{\mu_x}[y] \prod_i \Pr_{\mu_{x_i} | y}[x_i | y] \), and each term in this decomposition can be chosen to maximize its corresponding summand from (2). By Gibbs inequality, the maximizing choice is obtained by selecting \( \mu_y \sim \mu^{t,*}_y \) and \( \mu_{x_i} | y \sim \mu^{t,*}_{x_i, y} \). This choice satisfies \( \mu_y \mu_{x_i} | y \sim \mu^{t,*}_y \mu^{t,*}_{x_i, y} \). Hence, the pairwise marginals between \( x_i \) and \( y \) are conserved, which concludes the proof.

As a corollary, we obtain the following update rules for the parameters \( \sigma^{t,*}, \sigma^{t,\mu} \) and \( \rho^{t,\mu} \), using the analogous parameters of \( \mu^{t,*} \), that are calculated using formulas for the conditional Gaussian measure (proof appears in Section A.3).

**Lemma 2.** For any \( i \neq j \), denote by \( \Delta^{t}_{ij} = \rho^{t}_i \rho^{t}_j - \rho^{t}_{ij} \). For any \( t > 0 \) and any \( i, \sigma^{t}_i = \sigma^{t,*}_i ;

\[
\mathbb{E}_{\mu^{t+1}}[x_i | y] = \sigma^{t}_i \sigma^{t,*}_y \left( \lambda^{t}_i + \sum_{j \neq i} \rho^{t}_i \rho^{t,*}_j \lambda^{t}_j \right) = \sigma^{t}_i \sigma^{t,*}_y \left( \rho^{t}_i + \sum_{j \neq i} \Delta^{t}_{ij} \lambda^{t}_j \right) ,
\]

\[
\mathbb{E}_{\mu^{t+1}}[y^2] = (\sigma^{t,*}_y)^2 = (\sigma^{t}_y)^2 \left( \sum_{i=1}^{n} (\lambda^{t}_i)^2 + \sum_{i \neq j \in \{1, \ldots, n\}} \lambda^{t}_i \lambda^{t}_j \rho^{t}_i \rho^{t}_j \right) = (\sigma^{t}_y)^2 \left( 1 + \sum_{j \neq k} \Delta^{t}_{ij} \lambda^{t}_j \lambda^{t}_k \right) ,
\]

\[
\rho_{i+1}^{t} = \frac{\lambda^{t}_i + \sum_{j \neq i} \lambda^{t}_i \rho^{t}_j \rho^{t}_j}{\sqrt{\sum_{i=1}^{n} (\lambda^{t}_i)^2 + \sum_{i \neq j \in \{1, \ldots, n\}} \lambda^{t}_i \lambda^{t}_j \rho^{t}_i \rho^{t}_j}} = \frac{\rho^{t}_i + \sum_{j \neq i} \Delta^{t}_{ij} \lambda^{t}_j \lambda^{t}_k}{\sqrt{1 + \sum_{j \neq k} \Delta^{t}_{ij} \lambda^{t}_j \lambda^{t}_k}} .
\]

\(^{1}\)Gibb’s inequality states that for any distribution \( P \), \( \argmax_Q \mathbb{E}_{x \sim P} \log \Pr_Q[x] = P \), where \( Q \) is taken over all the probability measures. This inequality can be similarly applied on conditional distributions.
2.3 Asymptotic Convergence of the population EM

We would like to argue that the iterates of the EM converge to $\mu^*$, which is characterized by the parameters $\sigma^*_y, \sigma^*_z$, and $\rho^*_i$ for $i = 1, \ldots, n$. Yet, notice that one only observes samples from the marginal $\mu_{x_1 \cdots x_n}$, which is a function of only $\sigma^*_x$ and $\rho^*_i$ but not of $\sigma^*_y$. Hence, we cannot expect to learn $\sigma^*_y$. With regard to the other parameters, we prove:

**Theorem 1.** Assume that the correlations in the underlying distribution $\mu^*$ satisfy $\rho^*_i \in (0, 1)$ for all $i$ and that the first iterate of the population EM satisfies $p^*_0 \in (0, 1)$ for all $i$. Then, the iterates $p^*_i$ and $\sigma^*_i$ of the population EM converge to the parameters of the underlying distribution:

$$\lim_{t \to \infty} p^*_t = p^*_i, \quad \text{and } \sigma^*_t = \sigma^*_i \text{ for all } i = 1, \ldots, n \text{ and } t \geq 1 .$$

We will stay under the assumptions that $\rho^*_i, \rho^*_0 \in (0, 1)$ for all $i$ throughout the proof. Recall that Lemma 2 argues that for any $t \geq 1$, $\sigma^*_t = \sigma^*_{t,i}$. Hence, it remains to argue about the convergence of $\rho^*_i$ to $\rho^*_i$. We use the following definition:

**Definition 1.** A point $\mathbf{p} = (\rho_1, \ldots, \rho_n)$ is a stationary point of the EM if $\mathbf{p}^t = \mathbf{p}$ implies that $\mathbf{p}^{t+1} = \mathbf{p}$.

Denote the set of all stationary points by $S$. The following is proved in Section A.3.

**Lemma 3.** The iterates of the population EM converge to some stationary point $\mathbf{p} \in S$. Further, for any $\mathbf{p} \in S$, if $\mathbf{p}^t = \mathbf{p}$ then for any $i$, $\mu^t = \mu^i$ since the EM converges only to a stationary point, it is useful to characterize the set of stationary points, as stated below:

**Lemma 4.** The set $S$ of stationary points of the population EM equals

$$S = \{(\rho_1^*, \ldots, \rho_n^*), (0, \ldots, 0)\} \cup \{\mathbf{p}^{(i)} : i = 1, \ldots, n\}, \text{ where } p^{(i)}_j = \begin{cases} 1 & j = i \\ \rho^*_j & j \neq i \end{cases} .$$

We will rule out the possibility of convergence to any point that is not the true parameter.

**Lemma 5.** The correlation parameters of the population EM converge to a point in $(0, 1)$:

$$0 < \lim_{t \to \infty} p^*_t < 1 \quad \text{for all } i = 1, \ldots, n .$$

Combining the two lemmas above, we obtain that $\rho^*_i$ must converge to $\rho^*_i$, which concludes Theorem 1.

In Section 2.3 we will prove that there are no stationary points where $\rho_i \in (0, 1)$ for all $i$. In Section A.1 we will prove that the only stationary point with some $\rho_i = 0$ is $(0, \ldots, 0)$, and that the algorithm does not converge to this point. In Section A.2 we will prove that the only stationary points where some $\rho_i = 1$ are $\mathbf{p}^{(i)}$ and that the algorithm does not converge to these points. In Section B we combine these results to prove Lemmas 4 and 5. In Section 2.3 we sketch the proofs from Section A.1 and Section A.2.

2.4 No stationary points at the interior

In this section, we will prove that there are no stationary points of the EM with $\rho_i \in (0, 1)$ for all $i$, as summarized in the following lemma:

**Lemma 6.** Let $\mathbf{p} = (\rho_1, \ldots, \rho_n) \in (0, 1)^n$. If $\mathbf{p} \neq \mathbf{p}^*$ then $\mathbf{p}$ is not a stationary point.

Below, fix some stationary point $\mathbf{p}^* = (\rho_1, \ldots, \rho_n) \in (0, 1)^n$ and we will prove that $\mathbf{p} = \mathbf{p}^*$. By Lemma 3 $\mathbb{E}_{\mu^*} [x_i | y] = \mathbb{E}_{\mu^*} [x_i | y]$ for all $i$, and by Lemma 2 this translates to

$$\sigma^*_x \sigma^*_y \rho^*_i = \sigma^*_y \rho^*_i \left( \rho^*_i + \sum_{j \neq i} \Delta^*_y \lambda^*_j \right) \implies \sum_{j \neq i} \Delta^*_y \lambda^*_j = 0 \implies \sum_{j \neq i} \rho^*_i \rho^*_j \lambda^*_j = \sum_{j \neq i} \rho^*_i \rho^*_j \lambda^*_j .$$
Multiplying by \( \lambda_i^j \) and substitute \( \rho_i^j \lambda_i^j = u_i^j \) and \( \rho_i^j \lambda_i^j = u_i^* \), we obtain
\[
\forall i = 1, \ldots, n: \sum_{j \neq i} \rho_i^j \rho_i^j \lambda_i^j J_{ij} = \sum_{j \neq i} \rho_i^j \rho_i^j \lambda_i^j J_{ij} \implies \sum_{j \neq i} u_i^j u_i^* = \sum_{j \neq i} u_i^j u_i^*.
\] (4)

By the assumption that \( \rho_i^j, \rho_i^* \in (0, 1) \) and by definition of \( \lambda_i \) in (1), we have that \( \lambda_i^j > 0 \), hence \( u_i^j, u_i^* > 0 \). We will prove that this set of equations imply that \( \overline{\mathbf{v}} = \overline{\mathbf{v}} \), as summarized below:

**Lemma 7.** Let \( \overline{\mathbf{v}}, \overline{\mathbf{v}} \in (0, \infty)^n \), and assume that for all \( i = 1, \ldots, n \), \( \sum_{j \neq i} u_i^j u_i^* = \sum_{j \neq i} v_i v_j \). Then \( \overline{\mathbf{v}} = \overline{\mathbf{v}} \).

Lemma 7 will imply that \( \lambda_i^j \rho_i^j = \lambda_i^j \rho_i^* \) which implies that \( \rho_i^j = \rho_i^* \) as required to conclude the proof of Lemma 6.

In the remainder of this section, we prove Lemma 7. For this purpose, we have the following lemma, which is a special case of the Jacobian Conjecture on the uniqueness of solutions of polynomial systems. Its special case for degree-2 polynomials was proven by [33]. We state and prove a corollary of this statement:

**Lemma 8.** Let \( p_1, \ldots, p_n : \mathbb{R}^n \to \mathbb{R} \) a collection of quadratic polynomials. If there are two distinct vectors, \( \overline{\mathbf{v}}, \overline{\mathbf{v}} \) such that \( p_j(\overline{\mathbf{v}}) = p_j(\overline{\mathbf{v}}) \) for all \( j \), then, the Jacobian matrix of \( \overline{\mathbf{v}} \) computed at \( (\overline{\mathbf{v}} + \overline{\mathbf{v}})/2, J(\overline{\mathbf{v}} + \overline{\mathbf{v}})/2, \overline{\mathbf{v}} \), is singular, where
\[
J_{i,j}(\overline{\mathbf{v}}) = \frac{dp_i(\overline{\mathbf{v}})}{dv_j}.
\]

**Proof.** Look at the path \( \gamma : [0, 1] \to \mathbb{R}^n \) defined by \( \gamma(s) = s\overline{\mathbf{v}} + (1-s)\overline{\mathbf{v}} \). Then, \( p_i(\gamma(s)) \) is a quadratic polynomial in \( s \), that satisfies \( p_i(\gamma(0)) = p_i(\gamma(1)) \). Therefore, 1/2 is a stationary point, hence
\[
0 = \frac{dp_i}{ds} \bigg|_{s=1/2} = \sum_j \frac{dp_i}{dv_j} \bigg|_{s=1/2} \frac{dv_j}{ds} \bigg|_{s=1/2} = \sum_j \frac{dp_i}{dv_j} \bigg|_{s=1/2} (u_j' - u_j).
\]
Combining these equalities in a matrix form for all \( i = 1, \ldots, n \), we derive that \( 0 = J(\overline{\mathbf{v}}(1/2))(\overline{\mathbf{v}} - \overline{\mathbf{v}}) = J(\overline{\mathbf{v}} + \overline{\mathbf{v}})/2)(\overline{\mathbf{v}} - \overline{\mathbf{v}}) \) hence \( J(\overline{\mathbf{v}} + \overline{\mathbf{v}})/2 \) is singular. \( \square \)

To complete the proof of Lemma 7 let us substitute \( p_i(\overline{\mathbf{v}}) = \sum_{j \neq i} u_i u_j \). The following lemma proves that the Jacobian matrix of this system is non-singular at any point \( \overline{\mathbf{v}} \) with positive entries, which suffices to conclude the proof:

**Lemma 9.** Let \( u_1, \ldots, u_n > 0 \). Then the following matrix \( J \) is non-singular:
\[
J_{ij} = \begin{cases} 
\sum_{k \neq i} u_k & i = j \\
u_i & i \neq j
\end{cases}.
\] (5)

Notice that this matrix can be written as \( D + \overline{\mathbf{v}}\overline{\mathbf{v}}^\top \), where \( D \) is diagonal and \( \overline{\mathbf{v}}, \overline{\mathbf{v}} \in \mathbb{R}^n \). Such a matrix is singular if and only if \( 1 + \overline{\mathbf{v}}^\top A^{-1}\overline{\mathbf{v}} = 0 \) [28]. Proving that this matrix is non-singular from this formula is not immediate. For completeness, we present in Section 4.3 a proof that does not rely on this formula. This concludes Lemma 7 and Lemma 6 follows.

### 2.5 The limiting point is bounded away from the boundary

In this section, we sketch the proof that \( 0 < \lim_{t \to \infty} \rho_i^j \to 0 \), whose full version appears in Section 4.4 and Section 4.2. First, by inspecting the update rule from Lemma 2 it is easy to verify that the only stationary points with some \( \rho_i \in \{0, 1\} \) are \( \overline{\mathbf{u}} = (0, \ldots, 0) \) and \( \overline{\mathbf{p}}(\overline{\mathbf{u}}) \) (defined formally in Lemma 4). It remains to prove that the EM does not converge to these stationary points. To argue about \( \overline{\mathbf{u}} \), we write the Taylor series of \( \rho_i^{j+1} \) around 0 and obtain
\[
\rho_i^{j+1} \geq \rho_i^j + \sum_{j \neq i} \rho_i^j \rho_i^* - O \left( \sum_{j,k} \rho_i^j \rho_i^k \right) \geq \rho_i^j + \Omega \left( \max_{j \neq i} \rho_i^j \right) - O \left( \max_{j \in \{1, \ldots, n\}} (\rho_i^j)^2 \right).
\]
This can be used to show that whenever $\rho^t$ approaches $\bar{\rho}$, in the subsequent iteration it will repel from $\bar{\rho}$ and particularly, $\sum_i \rho_i^{t+1} \geq \sum_i \rho_i^t$. Hence, the algorithm cannot converge to $\bar{\rho}$.

Next, we explain why EM does not converge to $\rho^{(i)}$. Assume w.l.o.g that $i = 1$ and recall that $\rho^{(i)} = (1, \rho_1^*, \rho_2^*, \ldots, \rho_n^*)$. The proof is more involved than the proof at $\bar{\rho}$, due to (1) one is required to derive a second-order Taylor series (compared to a first-order computed around $\bar{\rho}$), and (2) one would like to argue that if $\rho^t \approx \rho^{(i)}$ then $||\rho^{t+1} - \rho^{(i)}|| \geq ||\rho^t - \rho^{(i)}||$ (in some norm). Yet, this is true only for some values of $\rho^t$: in particular, this holds whenever max$_i |\rho_i^t - \rho_i^{(i)}| \leq O(|\rho_i^t - \rho_i^{(1)}|)$. By analyzing the update step of the EM, it can be shown that even if $\rho^t$ does not satisfy this condition, which might happen with a bad initialization ($t = 0$), $\rho^{t+1}$ will always satisfy it and the proof follows.

2.6 Finite sample and finite iteration

In this section we assume that $m$ draws from the marginal distribution over the leaves are given, where sample $i$ is denoted by $(x^{(i)}_1, \ldots, x^{(i)}_n)$, for $i \in \{1, \ldots, m\}$. Then, the EM iterate is defined by

$$
\mu^{t+1} = \arg\max_{\mu \in \mathcal{P}} \sum_{i=1}^m y^{(i)} \mathbb{E}_{y^{(i)}, z^{(i)} \sim \mathcal{F}} \left[ \log \Pr \left( x^{(i)}_1, \ldots, x^{(i)}_n, y \right) \right].
$$

We have the following theorem, which bounds the sample complexity and the convergence time of sample-based EM (the proof appears in Section D):

**Theorem 2.** Let $\alpha, \beta > 0$ and assume that $\theta_0^i, \theta^*_0 \geq \alpha$ for all $i$ and $\theta_0^i, \theta^*_i \leq 1 - \beta$ for all $i$. Then, there exist constants $C_1(\alpha, \beta), C_3(\alpha, \beta)$ that depend only on $\alpha$ and $\beta$ and universal constants $C_2, C_4$ such that the following holds: let $\epsilon, \delta > 0$ and assume that the number of samples $m$ is at least $m \geq (C_1(\alpha, \beta)n^{C_2} + \log(1/\delta))/\epsilon^2$ and let $T \geq C_3(\alpha, \beta)n^{C_4} \log(1/\epsilon)$. Then, with probability $1 - \delta$ over the sample, for any $t \geq T$, $|\rho^*_i - \rho_i^t| \leq \epsilon$ and $|\sigma^*_i - \sigma_i^t| \leq \epsilon$ for all $i \in \{1, \ldots, n\}$.

3 General Tree models

We now extend the analysis for more complicated tree topologies.

3.1 Definitions and properties of the model

We consider a multivariate Gaussian latent-tree distribution, that is characterized by a tree $G = (V, E)$ with $n$ leaves $x_1, \ldots, x_n$ (of degree 1) and $m$ internal nodes $y_1, \ldots, y_m$ (of degree at least 2). The vertices $u \in V$ corresponds to random variables $\{z_u : u \in V\}$ with the joint distribution

$$
\Pr[z_1, \ldots, z_{n+m}] = \prod_{(i,j) \in E} \Pr[z_i, z_j]
$$

where $z_u$ are observed by the algorithm and $z_{y_i}$ are latent variables. The variables are assumed zero-mean and the distribution is uniquely characterized by the variance parameters $\sigma^2_{z_u} := \text{Var}[z_u]$ for $u \in V$ and the correlation parameters $\rho_{uv} := \text{Cov}[Z_u, Z_v]/\sqrt{\text{Var}(Z_u) \text{Var}(Z_v)}$ for each edge $(u, v) \in E$. As with one latent, we assume $\rho_{uv} \in [0, 1]$. The correlation between any two nodes $u, v \in E$ can be expressed as the product of correlations along the path connecting them,

$$
\rho_{z_iz_j} := \frac{\mathbb{E}[z_i z_j]}{\sigma_{z_i} \sigma_{z_j}} = \prod_{(u,v) \in P(z_i, z_j)} \rho_{zu} \rho_{uz}, \quad \text{where } P(z_i, z_j) \text{ is the path connecting } i \text{ and } j.
$$

Similarly to the argument regarding topologies of one latent node, the variances of the latent nodes $\sigma^2_{y_j}$ cannot be estimated (see Remark [I]).
An equivalent way to characterize the distribution is through the exponential family parametrization $(J = -\Sigma^{-1}, h)$, where $\Pr[z_1 \ldots z_{n+m}] \propto \exp \left( \sum_{ij} J_{ij} z_i z_j / 2 + \sum_i h_i z_i \right)$. Since the distribution factorizes as $\mathcal{P}_G$, the only non-zero entries $J_{ij}$ correspond to edges $(i,j) \in E$ and for diagonal elements $i = j$. While in the original model $h_i = 0$ since the random variables are zero mean, in the conditional distribution of $y$ given $x$ this is no longer true and $h_y = -J_{xy} x$.

Lastly, we remark that the parameters are information-theoretically identifiable only when all the latent nodes have degree at least 3, yet, any graph can be modified to to satisfy this property, while retaining the distribution over observables (see Remark 2).

3.2 EM and likelihood for general trees

In this section, we analyze the EM iteration on latent tree models (see Section 2.2 for an elaborate exposition). Given an initial point $\mu^0 \in \mathcal{P}_G$, its iteration $\mu^t$ is defined as:

$$
\mu^{t+1} = \max_{\mu \in \mathcal{P}_G} \mathbb{E} \left[ \log \Pr(x_1, \ldots, x_n, y_1, \ldots, y_m | \mu) \right],
$$

where $\Pr_{\mu}$ denotes the density with respect to $\mu$. Denote by $\sigma^*, \rho^*_i, J^*$ the parameters corresponding to $\mu^*$. Similarly, $\sigma^*, \rho^*_i$ and $\lambda^*$ correspond to $\mu^*$. Using the same arguments as in Lemma 1 the following can be shown:

Lemma 10. Let $\mu^{*,t}$ denote the joint distribution over $x_1 \ldots x_n, y_1, \ldots, y_m$ such that

$$
\Pr[\mu^{*,t}|x_1, \ldots, x_n, y_1, \ldots, y_m] = \Pr[\mu^t|x_1, \ldots, x_n] \Pr[y_1, \ldots, y_m | x_1, \ldots, x_n].
$$

Then, for any $u \in V$ and any $(v, w) \in E$,

$$
\text{Cov}_{\mu^{*,t}}(z_v, z_w) = \text{Cov}_{\mu^{*,t}}(z_v, z_w), \quad \text{Var}_{\mu^{*,t}}(z_u) = \text{Var}_{\mu^{*,t+1}}(z_u).
$$

Denote by $S$ the set of fixpoints of the EM, namely, the points $\rho$ such that $\mathcal{F} = \mathcal{F}$ implies $\mathcal{F}^{t+1} = \mathcal{F}$. Analogously to Lemma 9 these correspond to the set of fixpoints $\mu$ of (7). We can equivalently consider the EM iteration under the natural parametrization $J, h$, as discussed in Section 3.1. Hence, a fixed point $\hat{\rho}$ corresponds to some $\hat{J}$, meaning that $S$ remains unchanged if we change parametrization. The reason we choose the parameter $J$ is that the likelihood has a more convenient form as an exponential family. The importance of $S$ is further exemplified by the following lemma, which states that the notions of EM fixpoints and stationary points of the log-likelihood are equivalent. The proof is folklore.

Lemma 11. Let $\mu^* \in \mathcal{P}_G$ be such that $\rho^*_i \in (0, 1)$ for all $(i, j) \in E$ and define $L(J) := \mathbb{E}_{x \sim \mu^*} \log \Pr_{\mu(J)}(x)$. Then, for any $\hat{J} \in \mathbb{R}^{(n+m) \times (n+m)}$ we have that $\nabla L(\hat{J}) = 0$ if and only if $\hat{J}$ is a stationary point of the update rule (7).

3.3 Uniqueness of EM fixpoints for general trees

In this section, we prove that the only fixpoint of EM with non-degenerate edge weights is the true model $\mu^*$. A detailed proof of all the claims in this Section is given in Section 4.

Theorem 3. Let $G = (V, E)$ be a tree and $\mu^* \in \mathcal{P}_G$ be a distribution with $\rho^*_i \in (0, 1)$ for all $(i, j) \in E$. Suppose $\hat{\rho}$ is a stationary point of the EM update rule (10) with $\hat{\rho}_j \in (0, 1)$ for all $(i, j) \in E$. Then $\hat{\rho}_j = \rho^*_j$ for all $(i, j) \in E$.

We will denote by $\mu^{*,t}$ the distribution defined as $\mu^{*,t}(x, y) := \mu^*(x) \hat{\mu}(y|x)$. We begin by exploring a simple implication of the fixpoint conditions, according to the rules (7). The proof follows by noticing that the conditional distribution of $y$ given $x$ is the same in $\tilde{\mu}$ and $\mu^{*,t}$.
Lemma 12. Let $\mu^*, \bar{\mu}$ be the distributions defined in Theorem 3. Then, for any internal nodes $y_1, y_2$ that are connected by an edge in $G$

$$\mathbb{E}_{\mu^*} \left[ \frac{\mathbb{E} [y_1 | x] \mathbb{E} [y_2 | x]}{\mathbb{E} [\bar{\mu} [y_1 | x] \mathbb{E} [\bar{\mu} [y_2 | x]]} \right] = \mathbb{E}_{\bar{\mu}} \left[ \frac{\mathbb{E} [y_1 | x] \mathbb{E} [y_2 | x]}{\mathbb{E} [\bar{\mu} [y_1 | x] \mathbb{E} [\bar{\mu} [y_2 | x]]} \right]$$

$$\mathbb{E}_{\mu^*} \left[ \frac{\mathbb{E} [y_1 | x]^2}{\mathbb{E} [\bar{\mu} [y_1 | x]^2]} \right] = \mathbb{E}_{\bar{\mu}} \left[ \frac{\mathbb{E} [y_1 | x]^2}{\mathbb{E} [\bar{\mu} [y_1 | x]^2]} \right], \mathbb{E}_{\mu^*} \left[ \frac{\mathbb{E} [y_2 | x]^2}{\mathbb{E} [\bar{\mu} [y_2 | x]^2]} \right] = \mathbb{E}_{\bar{\mu}} \left[ \frac{\mathbb{E} [y_2 | x]^2}{\mathbb{E} [\bar{\mu} [y_2 | x]^2]} \right]$$

Hence, all we have to do is compute these conditional expectations in a suitable way, so as to reveal some structure. Let $N$ be the set of neighbors of $y_1$ in $G$ and assume w.l.o.g. that they are all non-leaf nodes (the case of leaf neighbors is even easier). The first step will be to marginalize all the other non-leaf nodes except $y_1$ and $y_2$. Denote by $Y^c$ the set of non-leaf nodes that are not neighbors of $y_1$. Then, let $h'_{y_1}, h'_{y_2}$ be the information parameters of $y_1, y_2$ after the marginalization of $Y^c$. Since no neighbor of $y_1$ was marginalized, we will have $h'_{y_1} = 0$. Suppose we remove the edge $(y_1, y_2)$ from the tree. Then the set of leaves is partitioned into two subsets. Call $S_{y_2}$ the subset that is connected to $y_2$ after the removal. We show that $h'_{y_2}$ is a linear combination of the values of the leaves in $S_{y_2}$. To do that, we will utilize the marginalization formulas for Gaussian distributions, as well as the fact that $\tilde{J}^{-1}_{Y^c}$ can be thought of as a covariance matrix of some Gaussian tree distribution and hence satisfies the multiplication over paths property.

Lemma 13. Let $y_2$ be a non-leaf neighbor of $y_1$ and $S_{y_2}$ be the corresponding set of leaves for the partition that $y_2$ belongs to. Then, the quantity $h''_{y_2} = h_{y_2} - \tilde{J}_{y_2, y_2} \tilde{J}_{y_2, y_2}^{-1} h_{y_2}$ is a linear combination of the leaves in $S_{y_2}$.

A similar result holds for any neighbor $y_i$ of $y_1$. Our strategy is to build a system of equations similar to the one in Lemma 7. But in the proof of one latent, the variables of the system corresponded to the covariances of the latent node with individual leaves. Here, for neighbor $y_2$ we will define some variable that depends on a linear combination of the paths leading to leaves in $S_{y_2}$. In this direction, let’s define the vector $H \in \mathbb{R}^s$, which has one entry for each node in $N$. We define $H_i = h'_{y_i}$.

So far we have marginalized on everyone except nodes in $N$. To gain specific information about the interaction of $y_1, y_2$, we now marginalize also over the neighbors of $y_1$, except $y_2$. Denote by $N_2$ that set of neighbors. Let $h''_{y_1}, h''_{y_2}, \tilde{J}'$ be the resulting parametrizations. From standard properties of the Gaussian, we can compute these as follows

$$h''_{y_1} = h_{y_1} - \tilde{J}_{y_1, N_2} (\tilde{J}_{N_2, N_2}^{-1}) h'_{N_2} = \sum_{i \in N_2} \frac{\tilde{J}_{y_1, y_i} h'_{y_i}}{\tilde{J}_{y_1, y_i}}, h''_{y_2} = h'_{y_2} - \tilde{J}_{y_2, N_2} (\tilde{J}_{N_2, N_2}^{-1}) h'_{N_2} = h'_{y_2}$$

This follows by the fact that the matrix $\tilde{J}_{N_2, N_2}$ is diagonal, since the neighbors of $y_1$ are not connected to each other, and $\tilde{J}_{y_2, N_2} = 0$. To write this more compactly, we introduce the vector $r \in \mathbb{R}^s$, where $r_i = \tilde{J}_{y_1, y_i}$ if $i \in N$. Notice that $r_i \neq 0$ always. Hence, this relation becomes

$$h''_{y_1} = \sum_{i \neq y_2} r_i H_i$$

We are now close to arriving at the desired form of the polynomial equations. Since we have marginalized over all nodes except $y_1, y_2$, we can now determine the conditional expectations by the formula

$$\begin{pmatrix} \mathbb{E}_{\bar{\mu}} [y_1 | x] \\ \mathbb{E}_{\bar{\mu}} [y_2 | x] \end{pmatrix} = \tilde{\Sigma}_{y_1, y_2 | x} \begin{pmatrix} h''_{y_1} \\ h''_{y_2} \end{pmatrix}$$

that connects the two parametrizations in a Gaussian. Here, $\tilde{\Sigma}_{y_1, y_2 | x}$ is the $2 \times 2$ covariance matrix of the conditional distribution of $y_1, y_2$ given $x$. The reason we have used $\tilde{\Sigma}_{y_1, y_2 | x}$ is that the covariance matrix does not change when we marginalize some nodes. Suppose

$$\tilde{\Sigma}_{y_1, y_2 | x} = \begin{pmatrix} c_1 & c_2 \\ c_3 & c_4 \end{pmatrix}$$
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with $c_1 c_4 - c_2 c_3 \neq 0$. The reason the variances are not necessarily 1 is that we are now in the conditional model. Then, the first fixpoint condition of Lemma 12 translates to the following:

$$
\mathbb{E}_{x \sim \mu^*}[(c_1 h''_y + c_2 h''_y)(c_3 h''_y + c_4 h_y)] = \mathbb{E}_{x \sim \mu^*}[(c_1 h''_y + c_2 h''_y)(c_3 h''_y + c_4 h_y)]
$$

We observe that this relation can be viewed as a linear equation in terms of the variables $\mathbb{E}_{x \sim \mu^*}[h''_y] - \mathbb{E}_{x \sim \mu^*}[h''_y] - \mathbb{E}_{x \sim \mu^*}[h''_y]$, $\mathbb{E}_{x \sim \mu^*}[h''_y] - \mathbb{E}_{x \sim \mu^*}[h''_y]$. The coefficients of these variables are functions of $c_1, c_2, c_3, c_4$. We can obtain two other such equations from the other two conditions of Lemma 12. It turns out that this $3 \times 3$ system has a unique solution if and only if $\Sigma_{y_1 \mid x}$ is invertible. This is the content of the following Lemma.

**Lemma 14.** Let $\Sigma_{y_1 \mid x}$ be invertible. Then the conditions of Lemma 12 imply that

$$
\mathbb{E}_{x \sim \mu^*}[h''_y, h''_y] = \mathbb{E}_{x \sim \mu^*}[h''_y, h''_y], \quad \mathbb{E}_{x \sim \mu^*}[(h''_y)^2] = \mathbb{E}_{x \sim \mu^*}[(h''_y)^2], \quad \mathbb{E}_{x \sim \mu^*}[(h''_y)^2] = \mathbb{E}_{x \sim \mu^*}[(h''_y)^2]
$$

Using the previous calculations for $h''_y, h''_y$, the first equality of this Lemma can be written as

$$
\mathbb{E}_{x \sim \mu^*} \left[H_{y_2} \left( \sum_{i \neq y_2} r_i H_i \right) \right] = \mathbb{E}_{x \sim \mu^*} \left[H_{y_2} \left( \sum_{i \neq y_2} r_i H_i \right) \right] \tag{9}
$$

Now we are almost in the algebraic form of Lemma 7. All we need to do is get rid of the expectations. So, it is time to compute them. Let $i, j \in N$ be two neighbors. Then, we know that $H_i, H_j$ are linear combinations of leaves in the partitions of $i, j$. Thus, by the multiplication property $\mathbb{E}[H_i H_j]$ involves the covariances of all pairs of leaves from $S_y$ to $S_y$. Suppose that $H_i = (a_i^T X_y)$, where $X_y$ is the vector of leaves in $S_y$. By the path multiplication property

$$
\mathbb{E}_{x \sim \mu^*} [H_i H_j] = \mathbb{E}_{x \sim \mu^*} [(a_i^T X_y)(a_j^T X_y)] = \sum_{x_i \in S_y, x_j \in S_y} a_i^T a_j^T \prod_{e \in P(x_i, x_j)} \rho_e^*
$$

where $P(x_i, x_j)$ denotes the path between leaves $x_i, x_j$. Now, notice that all the paths from $X_y$ to $X_y$ will have to go through the edges connecting $y_1$ to $y_i$ and $y_2$ to $y_j$. Let $\rho_i^*, \rho_j^*$ be the correlations in these two edges. Then, using the multiplication over paths, Equation (9) can be written as

$$
\rho_i^* \left( \sum_{x_i \in S_y} a_i^T \prod_{e \in P(x_i, y_i)} \rho_e^* \right) \sum_{y_j \in N, j \neq i} \rho_j^* \left( \sum_{x_j \in S_y} a_j^T \prod_{e \in P(x_j, y_j)} \rho_e^* \right)
$$

$$
= \tilde{\rho}_i \left( \sum_{x_i \in S_y} a_i^T \prod_{e \in P(x_i, y_i)} \tilde{\rho}_e \right) \sum_{y_j \in N, j \neq i} \tilde{\rho}_j \left( \sum_{x_j \in S_y} a_j^T \prod_{e \in P(x_j, y_j)} \tilde{\rho}_e \right) \tag{10}
$$

In this form, we can define

$$
w_i^* = \rho_i^* \left( \sum_{x_i \in S_y} a_i^T \prod_{e \in P(x_i, y_i)} \rho_e^* \right), \quad \tilde{w}_i = \tilde{\rho}_i \left( \sum_{x_i \in S_y} a_i^T \prod_{e \in P(x_i, y_i)} \tilde{\rho}_e \right).
$$

Now the condition is

$$
\mathbb{E}_{x \sim \mu^*} \left[H_{y_2} \left( \sum_{i \neq y_2} r_i H_i \right) \right] = \mathbb{E}_{x \sim \mu^*} \left[H_{y_2} \left( \sum_{i \neq y_2} r_i H_i \right) \right] \tag{11}
$$

which is exactly in the form of the system of Lemma 12. By applying this Lemma, we immediately get the following corollary.
Lemma 15. Let \( \mu^*, \tilde{\mu} \) be defined as in Theorem 3. Then for every node \( i \), if we define \( S_{y_1} \) in reference to some neighbor \( y_1 \), it holds \( w_i^* = \tilde{w}_i \).

If a node \( y_1 \) is connected to a leaf \( x_j \) with correlation \( \rho_{y_j}^* \), then we can extend all the previous statements and define \( w_j^* = \rho_{y_j}^*, \tilde{w}_j = \tilde{\rho}_j \). This immediately implies that \( \rho_{y_j}^* = \tilde{\rho}_j \). The proof of Theorem 3 relies exactly on using the equalities implied by Lemma 15 in the correct order, in order to guarantee that all correlations are the same in the two models.

Proof sketch of Theorem 3. We use the following procedure: in each iteration, we select an internal node \( y \) that only has one non-leaf neighbor in the remaining tree (there is always one such node). If \( e \) is some edge connecting \( y \) with some leaf in the tree, we declare that \( \rho_{y_i}^* = \tilde{\rho}_e \) and remove this edge along with the leaf from the tree. After we do this for all such edges, the current iteration ends.

First of all, it is clear that if a node \( y \) is selected for some iteration, then for the remaining iterations it will be a leaf and not be selected. Hence, the process terminates after \( m \) steps, at which point all edges have been examined. We prove inductively that at each step the algorithm correctly infers the equality of the edges. For the base case, we already argued that edges that are adjacent to leaves will agree in the two models. For some arbitrary iteration, if \( y \) is selected and has a leaf neighbor \( x \), then we use Lemma 15 on \( x \) with \( y_1 = y \) to infer that \( w_{x_i}^* = \tilde{w}_x \). From the definition of \( w \) and the inductive hypothesis, the parentheses multiplying \( \rho_{i}^* \) and \( \tilde{\rho}_i \) are equal in the two models, which implies that \( \rho_{y_i}^* = \tilde{\rho}_i \) and the proof is complete.
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A Deferred proofs for one latent node

We structure this Section as follows. In Section A.1 we prove that the only stationary point of EM with a zero coordinate is the all zeroes vector and EM never converges to it. In Section A.2 we prove that EM will not converge to any stationary point where some $\rho_i = 1$. The main technical result in that section is Theorem 4. In Section A.3 we collect the proofs of some Lemmas of the main text, including Lemma 9, which implies Lemma 6. Finally, in Section B we prove Lemmas 4 and 5, which combined with Lemma 3 imply Theorem 1.

A.1 The EM does not converge to 0

In this section, we will prove the following two lemmas:

**Lemma 16.** The point $\overline{0} = (0, \ldots, 0)$ is a stationary point and there is no other stationary point $\overline{\rho}$ with some $\rho_i = 0$.

**Lemma 17.** The iterate of the EM algorithm satisfies $\lim_{t \to \infty} \overline{\rho}^t \neq \overline{0}$.

First, we notice that the point $\overline{0} = (0, \ldots, 0)$ is a stationary point. Indeed, by (1), $\overline{\rho}^t = (0, \ldots, 0)$ then $\lambda_i^t = 0$. Together with, Lemma 2, this implies that $\overline{\rho}^{t+1} = (0, \ldots, 0)$ which concludes that $\overline{0}$ is a stationary point. The following concludes the proof of Lemma 16.
Lemma 18. If $\rho_i^t > 0$ for some $i_t > 0$ then, $\rho_i^{t+1} > 0$ for all $i$. Consequently, if $\overline{\rho}$ satisfies $\rho_{i_0} = 0$ and $\rho_{i_1} > 0$ for some $i_0$ and $i_1$, then $\rho$ is not a stationary point.

Proof. We start with the first part of the proof. Recall the update rule for the covariances, from Lemma 2

$$E_{\mu^{t+1}}[x_i y] = \sigma_{x_i}^t \sigma_{y}^t \left( \lambda_i^t + \sum_{j \neq i} \rho_{i}^t \rho_{j}^t \lambda_j^t \right).$$

Further, from Lemma 18, we know that $\lambda_i^t > 0$ whenever $\rho_i^t > 0$. In particular, $\lambda_i^t > 0$, which implies that for all $i$, $E_{\mu^{t+1}}[x_i y] \geq \sigma_{x_i}^t \sigma_{y}^t \rho_{i}^t \lambda_i^t > 0$. This concludes the first part of the proof. For the second part, notice that if $\mu^t = \mu$ then, by the first part, $\rho_{i_0}^{t+1} > 0 = \rho_{i_0}^t$, hence $\mu$ cannot be a stationary point.

The first part of the lemma follows from the update rule analyzed in Lemma 2 while the second part follows directly from the first part and the definition of a stationary point. This concludes Lemma 18.

For the remainder, we prove Lemma 17. The first part of Lemma 18 implies that if $\overline{\rho}^t \neq \overline{0}$ then $\overline{\rho}^t \neq \overline{0}$ for all $t > 0$. It remains to prove that $\overline{\rho}$ does not converge to $\overline{0}$ and we will analyze the updates of the EM rule in the neighborhood of $\overline{\rho} = \overline{0}$, viewing $\overline{\rho}^{t+1}$ as a function of $\overline{\rho}^t$.

Lemma 19. If $\overline{\rho} = \overline{0}$ then $\overline{\rho}^{t+1} = \overline{0}$. Further, there exists $C > 0$ such that for all $i, j, k \in \{1, \ldots, n\}$ and all $\overline{\rho} \in [0, 1/2]^n$,

$$\frac{d \rho_i^{t+1}}{d \rho_j^t} \bigg|_{\overline{\rho}^t} = \begin{cases} 1 & i = j; \\ \rho_i^t \rho_j^t & i \neq j; \end{cases}$$

$$-C \leq \frac{d^2 \rho_i^{t+1}}{d \rho_j^t d \rho_k^t} \bigg|_{\overline{\rho}^t} \leq C.$$

Proof. We use the formula for $\overline{\rho}^{t+1}$ from Lemma 2

$$\rho_i^{t+1} = \frac{\rho_i^t + \sum_{j \neq i} \Delta_{ij} \lambda_j^t}{\sqrt{1 + \sum_{j \neq k} \Delta_{ij} \lambda_j^t \lambda_k^t}} := \frac{f_i(\overline{\rho}^t)}{g_i(\overline{\rho}^t)}.$$

Before computing the derivatives of $\rho_i^{t+1}$, let us compute the derivatives of $\lambda_i^t$ as a function of $\rho_j^t$ where the formula of $\lambda_i^t$ appears in Lemma 18. For any $i, j, k$ and $\overline{\rho} \in [0, 1/2]^n$,

$$\frac{d \lambda_i^t}{d \rho_j^t} \bigg|_{\overline{\rho}^t} = \begin{cases} 1 & i = j; \\ 0 & i \neq j; \end{cases}$$

and

$$-C \leq \frac{d^2 \lambda_i^t}{d \rho_j^t d \rho_k^t} \bigg|_{\overline{\rho}^t} \leq C$$

for some constant $C > 0$. Using the fact that $\lambda_i^t = 0$ if $\rho_i^t = 0$, we derive that

$$\frac{d f_i(\overline{\rho}^t)}{d \rho_j^t} \bigg|_{\overline{\rho}^t} = \begin{cases} 1 & j = i; \\ \Delta_{ij} \rho_i^t \rho_j^t & j \neq i; \end{cases} \quad f_i(\overline{0}) = \overline{0}, \quad \frac{d g_i(\overline{\rho}^t)}{d \rho_j^t} \bigg|_{\overline{\rho}^t} = 0, \quad g_i(\overline{0}) = 1.$$

Hence,

$$\frac{d \rho_i^{t+1}}{d \rho_j^t} \bigg|_{\overline{\rho}^t} = \frac{d f_i(\overline{\rho}^t)}{d \rho_j^t} = \begin{cases} 1 & j = i; \\ \rho_i^t \rho_j^t & j \neq i; \end{cases}.$$

Similarly, the second derivatives of $\rho_i^{t+1}$ are bounded, using the bounds on the second derivatives of $\lambda_i^t$.

This implies that if $\overline{\rho}^t$ approaches $\overline{0}$, then $\overline{\rho}^{t+1}$ repels from $\overline{0}$.

Lemma 20. There exists some $c > 0$ such that if $\max_i \rho_i^t \leq c$ then $\sum_i \rho_i^{t+1} \geq \sum_i \rho_i^t$.
Proof. Using Lemma 19, we can write \( \rho_i^{t+1} \) as a Taylor series around 0

\[
\rho_i^{t+1} \geq \rho_i^t + \sum_{j \neq i} \rho_j^t \rho_i^t - \sum_{j,k} C \rho_j^t \rho_k^t.
\]

Summing over \( i \), we derive that

\[
\sum_i \rho_i^{t+1} \geq \sum_i \rho_i^t + \sum_{i \neq j} \rho_j^t \rho_i^t - \sum_{i,j,k} C \rho_j^t \rho_k^t.
\]

While the second term in the right hand side is \( \Omega(\max_j \rho_j^t) \), the third term is \( O(\max_j (\rho_j^t)^2) \). In particular, if the constant \( c > 0 \) from the definition of this lemma is sufficiently small, then the second term dominates the third and the proof follows.

To conclude the proof of Lemma 17, assume toward contradiction that \( \rho_i \to 0 \). Let \( c > 0 \) be the parameter from Lemma 20, and let \( T > 0 \) be the iteration such that for any \( t \geq T \), \( \max_i \rho_i^t < c \). From Lemma 20, this implies that for any \( t \geq T \),

\[
\sum_i \rho_i^t \geq \sum_i \rho_i^T > 0.
\]

In particular,

\[
\lim_{t \to \infty} \sum_i \rho_i^T \geq \sum_i \rho_i^T > 0.
\]

which implies that \( \lim_{t \to \infty} \rho_i^T \neq 0 \), as required.

A.2 Stationary points with some \( \rho_i = 1 \)

In this Section, we analyze the case of stationary points such that there exists at least one \( i \) with \( \rho_i = 1 \). We show that EM will never converge to any of those points. Let us start with the case where there are at least two \( i, j \) such that \( \rho_i = \rho_j = 1 \). In that case, let \( \mu \) be the distribution at this point. Also, let \( L(\rho) = \mathbb{E}_{x \sim \mu} \log \Pr_\rho(x) \) be the log-likelihood function. The following lemma shows that the EM algorithm will never converge to this stationary point.

Lemma 21. We have that

\[
\lim_{\rho_i \to 1, \rho_j \to 1} L(\rho) = -\infty
\]

Proof. We can write the log-likelihood function as follows:

\[
L(\rho) = \mathbb{E}_{x \sim \mu^*} \log \Pr_\rho(x)
= \mathbb{E}_{x \sim \mu^*} \log \frac{\Pr(x_i, x_j)}{\mu^*(x_i, x_j)}
= \mathbb{E}_{x \sim \mu^*} \log \frac{\Pr(x_i, x_j)}{\mu^*(x_i, x_j)}
+ \mathbb{E}_{x \sim \mu^*} \log \Pr_\rho(\tau_{[n]} \cup \{i, j\} | x_i, x_j)
\]

The second term is clearly upper bounded over the whole region. For the first term, it is clear that

\[
\mathbb{E}_{x \sim \mu^*} \log \Pr(x_i, x_j) = -KL(\mu^*(x_i, x_j), \mu(x_i, x_j; \rho)) - \mathbb{E}_{x \sim \mu^*} \log \mu^*(x_i, x_j)
\]

and it is clear that

\[
\lim_{\rho_i \to 1, \rho_j \to 1} KL(\mu^*(x_i, x_j), \mu(x_i, x_j; \rho)) = \infty
\]

while the second term is constant. It follows that

\[
\lim_{\rho_i \to 1, \rho_j \to 1, x \sim \mu^*} \mathbb{E}_{\rho} \log \Pr(x_i, x_j) = -\infty
\]

which completes the proof.
Since the EM is guaranteed to improve the value of the likelihood at every step, it is impossible to converge to this point.

First, we give a Lemma that characterizes the set of stationary points where some \( \rho_i = 1 \).

**Lemma 22.** Define for all \( i \in [n] \) a vector \( g^i \in \mathbb{R}^n \) as

\[
(g^i)_j = \begin{cases} 
1 & \text{if } i = j \\
\rho_i^* \rho_j^* & \text{if } i \neq j
\end{cases}
\]

The set of stationary points of the population EM update where some \( \rho_i = 1 \) is exactly the set

\[\{g^i : i \in [n]\}\]

**Proof.** Let us consider the case of a stationary point where there is exactly one \( i \) with \( \rho_i = 1 \). The reason is that if at least two coordinates are 1, then as we showed earlier, the value of the likelihood is \(-\infty\) so these are not stationary points. Without loss of generality, suppose \( \rho_1 = 1 \). The reason this is a fixpoint is that if \( \rho_{t+1}^1 = 1 \), then \( y = x_1 \) in the conditional model of \( y \) given \( x \), which means that \( \rho_{t+1}^i = 1 \). Then, by the fixpoint equations we immediately get that in the fixpoint we should have

\[\bar{\rho}_i = \rho_i^* \rho_1^*\]

for \( i \neq 1 \), which is the vector \( g^1 \). Similarly, by setting \( \rho_1 = 1 \) we get exactly one such fixpoint \( g^i \). \( \square \)

From now on, when we refer to \( \bar{\rho} \), it will be implied that it is equal to \( g^1 \). We would like to show that when we start running EM from a point in the interior of the region, we will not converge to this stationary point. However, we already know that if we start from a point with \( \rho_1 = 1 \), then inevitably in the next iteration we will converge to the stationary point values for the other variables as well. Hence, this stationary point will be a saddle point of the log-likelihood.

In particular, we will prove the following Theorem.

**Theorem 4.** Let \( \rho \) be a stationary point with \( \rho_1 = 1 \). Then, there exists an \( \epsilon_0 > 0 \), such that the following condition holds: if we start running EM from any initial point \( \rho^0 \) that satisfies \( \|\rho^0 - \rho\|_2 < \epsilon_0 \) and such that \( \rho^0_i < 1 \) for all \( i \), then after a finite number of iterations \( t = t(\rho_0) \) we have

\[\|\rho^t - \rho\|_2 > \epsilon_0\]

We stress that the number of iterations \( t \) depends on the initial value \( \rho_0 \). Let us argue why Theorem 4 implies that EM does not converge to \( \rho \) from any initial point inside the region. Indeed, if EM converged for some initial value \( \rho^0 \), then for any \( \epsilon > 0 \), and in particular for \( \epsilon = \epsilon_0 \), there exists some iteration \( T \) such that for \( t \geq T \) we get

\[\|\rho^t - \rho\|_2 \leq \epsilon\]

However, if we apply Theorem 4 for \( \rho^0 = \rho^T \), we get that there should exists some \( t > T \) with \( \|\rho^t - \rho\| \geq \epsilon_0 \). This is a contradiction to the convergence claim. Hence, it suffices to prove Theorem 4. The first step is to establish the following Lemma. It’s purpose is to show that if the distances of all the coordinates are roughly equal, then \( \rho_1 \) will move away from the fixpoint value of 1.

**Lemma 23.** Let \( \rho^t \) be the current iteration of EM and define

\[\epsilon := \max_i |\bar{\rho}_i - \rho_i^*|\]

Then, there are constants \( C, K > 0 \) such that

\[\rho_i^{t+1} \leq \rho_i^* - C|\rho_i^* - 1|^2 + K \epsilon^3\]
**Proof.** The proof consists of viewing the update rule as a function of the previous step and writing the Taylor expansion of this function around the fixpoint $\rho$. In particular, we define the function

$$f(\rho) = \frac{\rho + \sum_{j \neq 1} (\rho_j \rho_j - \rho_1 \rho_j^*) \lambda_j}{\sqrt{1 + \sum_{j,k: \ j \neq k} (\rho_j \rho_k - \rho_j \rho_k^*) \lambda_j \lambda_k}}$$

where

$$\lambda_j = \frac{\rho_j \rho_j^*}{1 + \sum_k \rho_k \rho_k^*}$$

Clearly, we have that

$$f(\rho^t) = \rho^{t+1}$$

We will compute the Taylor expansion of $f$ around the fixpoint $\tilde{\rho}$. To do that, we need the derivatives of $\lambda_j$ with $\rho_i$. We start with the case $i = j$

$$\frac{\partial \lambda_j}{\partial \rho_i} = \frac{\rho_i}{1 + \sum_j \rho_j \rho_j^*} - \frac{\rho_i}{1 + \sum_j \rho_j \rho_j^*} \left( 1 + \sum_j \frac{\rho_j \rho_j^*}{1 - \rho_j^2} \right) \left( \frac{\rho_j}{1 - \rho_j^2} \right)^2$$

$$= \frac{1}{1 - \rho_i^2} + \frac{2 \rho_i^2}{(1 - \rho_i^2)^2} - \frac{2 \rho_i}{(1 - \rho_i^2)^2} \left( \frac{\rho_i}{1 - \rho_i^2} \right)^2$$

$$= \frac{\lambda_j}{\rho_i} + 2 \frac{\rho_i \lambda_j}{1 - \rho_i^2} - 2 \frac{\lambda_j^2}{1 - \rho_i^2}$$

Let's evaluate the limit as $\rho \to \tilde{\rho}$. We know that as $\rho_1 \to 1$, we will have $\lambda_1 \to 1$ and $\lambda_j \to 0$ for $j \neq 1$. Based on these observations, we have that

$$\lim_{\rho_1 \to 1} \rho_1 - \lambda_1 \frac{1}{1 - \rho_1^2} = \frac{\rho_1 - \frac{\rho_1 \rho_1^*}{1 + \sum_j \rho_j \rho_j^*}}{1 - \rho_1^2}$$

$$= \lim_{\rho_1 \to 1} \left( \rho_1 + \rho_1 \sum_j \frac{\rho_j^2}{1 - \rho_j^2} - \frac{\rho_1}{1 - \rho_1^2} \right) \left( 1 + \sum_j \frac{\rho_j \rho_j^*}{1 - \rho_j^2} \right)$$

$$= \lim_{\rho_1 \to 1} \left( \rho_1 + \rho_1^3 - \rho_1 + \rho_1 \sum_{j \neq 1} \frac{\rho_j^2}{1 - \rho_j^2} \right)$$

$$= \sum_{j \neq 1} \frac{\rho_j^2}{1 - \rho_j^2}$$

Hence,

$$\lim_{\rho \to \tilde{\rho}} \frac{\partial \lambda_1}{\partial \rho_1} = 2 \sum_{j \neq 1} \frac{\rho_j^2}{1 - \rho_j^2} + 1 = 2 \sum_{j \neq 1} \frac{(\rho_j^*)^2 (\rho_j^2 - (\rho_j^*)^2)}{1 - (\rho_j^*)^2 (\rho_j^2 - (\rho_j^*)^2)} + 1$$
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For \( j \neq 1 \), we have

\[
\frac{\partial \lambda_j}{\partial \rho_i} = \frac{\partial}{\partial \rho_i} \left( \frac{\rho_i}{1 - \rho_i^2} \right) = -\frac{\rho_i}{1 - \rho_i^2} \left( 1 + \sum_k \rho_k^2 \right)^2 \frac{\partial}{\partial \rho_i} \left( \frac{\rho_i^2}{1 - \rho_i^2} \right)
\]

\[
= -\frac{\rho_i}{1 - \rho_i^2} \left( 1 + \sum_k \rho_k^2 \right)^2 (1 - \rho_i^2)^2
\]

\[
= -2 \frac{\lambda_1 \lambda_j}{1 - \rho_i^2}
\]

We know that as \( \rho_i \to 1 \), we have \( \lambda_1 \to 1 \). Also,

\[
\lim_{\rho_i \to 1} \frac{\lambda_j}{1 - \rho_i^2} = \frac{\rho_j}{(1 - \rho_j^2)}
\]

Hence,

\[
\lim_{\rho_i \to 1} \frac{\partial \lambda_j}{\partial \rho_i} = -2 \frac{\rho_i \rho_j}{1 - (\rho_i \rho_j)^2}
\]

What we mostly care about is that these derivatives are bounded. Now, we are ready to compute the various derivatives of \( f \) at the fixpoint. We will use the notation \( \Delta_{jk} := \rho_j \rho_k - \rho_j \rho_k \).

\[
\frac{\partial f}{\partial \rho_1} = \frac{\rho_1 + \sum_{j \neq 1} \Delta_{1j} \lambda_j}{\sqrt{1 + \sum_{j,k: j \neq k} \Delta_{jk} \lambda_j \lambda_k}} = \frac{1}{2} \left( 1 + \sum_{j,k: j \neq k} \Delta_{jk} \lambda_j \lambda_k \right)^{3/2} \frac{\partial}{\partial \rho_1} \left( 1 + \sum_{j,k: j \neq k} \Delta_{jk} \lambda_j \lambda_k \right)
\]

\[
= \frac{1 + \sum_{j \neq 1} \Delta_{1j} \frac{\partial \lambda_j}{\partial \rho_1} - \sum_{j \neq 1} \lambda_j \rho_j}{\sqrt{1 + \sum_{j,k: j \neq k} \Delta_{jk} \lambda_j \lambda_k}}
\]

\[
- \frac{1}{2} \left( 1 + \sum_{j,k: j \neq k} \Delta_{jk} \lambda_j \lambda_k \right)^{3/2} \left( 2 \sum_{j \neq 1} \frac{\partial \lambda_1 \lambda_j}{\partial \rho_1} \Delta_{1j} - 2 \sum_{j \neq 1} \lambda_1 \lambda_j \rho_j - \sum_{j \neq 1} \frac{\partial \lambda_j \lambda_k}{\partial \rho_1} \Delta_{jk} \right)
\]

Now, let us examine what happens when we plug in the fixpoint. We know that \( \Delta_{1j} \to 0 \) and \( \lambda_j \to 0 \) for \( j \neq 1 \), hence the entire first term tends to 1. As for the second term, we have

\[
\lim_{\rho_i \to 1} \frac{\rho_1 + \sum_{j \neq 1} \Delta_{1j} \lambda_j}{\left( 1 + \sum_{j,k: j \neq k} \Delta_{jk} \lambda_j \lambda_k \right)^{3/2}} = 1
\]

Also, notice that

\[
\frac{\partial \lambda_1 \lambda_j}{\partial \rho_1} = \frac{\partial \lambda_1}{\partial \rho_1} \lambda_j + \frac{\partial \lambda_j}{\partial \rho_1} \lambda_1
\]

is bounded, hence

\[
\lim_{\rho_i \to 1} \sum_{j \neq 1} \frac{\rho_1 \lambda_j}{\partial \rho_1} \Delta_{1j} = 0
\]

It is also clear that

\[
\lim_{\rho_i \to 1} \sum_{j \neq 1} \lambda_1 \lambda_j \rho_j = 0
\]

Lastly, we have

\[
\frac{\partial \lambda_j \lambda_k}{\partial \rho_i} = \lambda_j \frac{\partial \lambda_k}{\partial \rho_i} + \lambda_k \frac{\partial \lambda_j}{\partial \rho_i} \to 0
\]
Hence, the second term tends to 0. Hence,
\[
\lim_{\rho \to \rho_1} \frac{\partial f}{\partial \rho_1} = 1
\]

Let’s now calculate \( \partial f / \partial \rho_u \) for some \( u \neq 1 \). Using the exact same calculation, we arrive at the formula
\[
\frac{\partial f}{\partial \rho_u} = \frac{\sum_{j \neq 1} A_{1j} \frac{\partial \lambda_j}{\partial \rho_u} - \lambda_u \rho_1}{\sqrt{1 + \sum_{j,k: j \neq k} A_{jk} \lambda_j \lambda_k}} - \frac{1}{2} \frac{\rho_1 + \sum_{j \neq 1} A_{1j}}{(1 + \sum_{j,k: j \neq k} A_{jk} \lambda_j \lambda_k)^{3/2}} \left( 2 \sum_{j \neq u} \frac{d\lambda_u \lambda_j}{\partial \rho_u} A_{uj} - 2 \sum_{j \neq u} \lambda_j \lambda_u \rho_j - \sum_{j \neq k \neq u} \frac{\partial \lambda_j \lambda_k}{\partial \rho_u} A_{jk} \right)
\]

This time, both the first and the second terms converge to 0, hence
\[
\lim_{\rho \to \rho_1} \frac{\partial f}{\partial \rho_u} = 0
\]

Now, we move on to the second derivatives. First of all, let’s compute the ones for \( \lambda_1 \). We just want to ensure that they will be bounded.

\[
\frac{\partial^2 \lambda_j}{\partial^2 \rho_1} = \frac{\partial}{\partial \rho_1} \left( \frac{\lambda_1 \lambda_j}{1 - \rho_1^2} \right) = \frac{-2 (\partial \lambda_1 / \partial \rho_1) \lambda_j}{1 - \rho_1^2} - 2 \frac{(\partial \lambda_j / \partial \rho_1) \lambda_1}{1 - \rho_1^2} - 4 \frac{\lambda_1 \lambda_j \rho_1}{(1 - \rho_1^2)^2}
\]
\[
= \frac{-2 (\partial \lambda_1 / \partial \rho_1) \lambda_j}{1 - \rho_1^2} - 4 \frac{\lambda_1 \lambda_j \rho_1}{(1 - \rho_1^2)^2}
\]
\[
= \frac{-2 (\partial \lambda_1 / \partial \rho_1) \lambda_j}{1 - \rho_1^2} + 4 \frac{\lambda_1 \lambda_j}{1 - \rho_1^2} \left( \frac{\lambda_1 - \rho_1}{1 - \rho_1^2} \right)
\]

The first term is constant in the limit and the second term is also constant, since the limit \( \lim_{\rho_1 \to 1} (\lambda_1 - \rho_1)/(1 - \rho_1^2) \) has been shown to be constant. Similarly, we have

\[
\frac{\partial^2 \lambda_j}{\partial \rho_1 \partial \rho_u} = \frac{\partial}{\partial \rho_u} \left( \frac{\lambda_1 \lambda_j}{1 - \rho_1^2} \right) = \frac{-2 (\partial \lambda_1 / \partial \rho_u) \lambda_j + (\partial \lambda_j / \partial \rho_u) \lambda_1}{1 - \rho_1^2}
\]
\[
= \frac{\lambda_1 \lambda_j \lambda_u}{(1 - \rho_1^2)(1 - \rho_u^2)} + 4 \frac{\lambda_j \lambda_u \lambda_1}{(1 - \rho_1^2)(1 - \rho_u^2)}
\]

It’s clear that both terms tend to 0. Finally, let’s calculate

\[
\frac{\partial^2 \lambda_1}{\partial^2 \rho_1} = \frac{\partial}{\partial \rho_1} \left( \frac{\lambda_1}{\rho_1} + 2 \frac{\rho_1 \lambda_1}{1 - \rho_1^2} - 2 \frac{\lambda_1^2}{1 - \rho_1^2} \right)
\]
\[
= \frac{\partial}{\partial \rho_1} \left( \frac{\lambda_1}{\rho_1} \right) + 2 \frac{\partial}{\partial \rho_1} \frac{\rho_1 \lambda_1}{1 - \rho_1^2} + 2 \frac{\lambda_1 \lambda_1}{1 - \rho_1^2}
\]

By taking the limit \( \rho_1 \to 1 \) we verify easily that the second derivative is bounded.
Now, let’s compute the second derivative $\partial^2 f / \partial^2 \rho_1$. To make the presentation easier, we derive each of the two terms separately.

\[
\frac{\partial}{\partial \rho_1} \left( \frac{1 + \sum_{j \neq 1} \Delta_{1j} \frac{\partial \lambda_j}{\partial \rho_1} - \sum_{j \neq 1} \lambda_j \rho_j}{\sqrt{1 + \sum_{j, k : j \neq k} \Delta_{jk} \lambda_j \lambda_k}} \right) = \frac{\sum_{j \neq 1} \Delta_{1j} \frac{\partial^2 \lambda_j}{\partial^2 \rho_1} - \sum_{j \neq 1} \frac{\partial \lambda_j}{\partial \rho_1} \rho_j - \sum_{j \neq 1} \frac{\partial \lambda_j}{\partial \rho_1} \rho_j - \frac{\partial \lambda_j}{\partial \rho_1} \Delta_{jk}}{\sqrt{1 + \sum_{j, k : j \neq k} \Delta_{jk} \lambda_j \lambda_k}}
\]

In the first term, the final result once we take the limit is

\[\lim_{\rho \to \bar{\rho}} \rho_1 + \sum_{j \neq 1} \Delta_{1j} \lambda_j = 1\]

As for the second term, the rightmost parenthesis is 0, as shown in the calculation of the first derivative. Now, let’s move to the second term. We want

\[
\frac{\partial}{\partial \rho_1} \left( \frac{1}{2} \left( \frac{1}{1 + \sum_{j, k : j \neq k} \Delta_{jk} \lambda_j \lambda_k} \right) \frac{\rho_1 + \sum_{j \neq 1} \Delta_{1j} \lambda_j}{\sqrt{1 + \sum_{j, k : j \neq k} \Delta_{jk} \lambda_j \lambda_k}} \right) = \frac{1}{2} \left( \frac{1}{1 + \sum_{j, k : j \neq k} \Delta_{jk} \lambda_j \lambda_k} \right) \frac{\rho_1 + \sum_{j \neq 1} \Delta_{1j} \lambda_j}{\sqrt{1 + \sum_{j, k : j \neq k} \Delta_{jk} \lambda_j \lambda_k}} \frac{\partial}{\partial \rho_1} \left( 2 \sum_{j \neq 1} \frac{\partial \lambda_j}{\partial \rho_1} \Delta_{1j} - 2 \sum_{j \neq 1} \lambda_j \rho_j - \sum_{j \neq 1} \lambda_j \rho_j - \sum_{j \neq k \neq i} \frac{\partial \lambda_j \lambda_k}{\partial \rho_1} \Delta_{jk} \right)
\]

First of all, as usual we have

\[\lim_{\rho \to \bar{\rho}} \rho_1 + \sum_{j \neq 1} \Delta_{1j} \lambda_j = 1\]

Also, we have

\[\lim_{\rho \to \bar{\rho}} \sum_{j \neq 1} \frac{\partial^2 \lambda_j}{\partial^2 \rho_1} \Delta_{1j} = 0\]

\[\lim_{\rho \to \bar{\rho}} \sum_{j \neq 1} \frac{\partial \lambda_j}{\partial \rho_1} \rho_j = \lim_{\rho \to \bar{\rho}} \sum_{j \neq 1} \left( \frac{\partial \lambda_j}{\partial \rho_1} \rho_j \right) = \sum_{j \neq 1} \rho_1 \frac{\partial \lambda_j}{\partial \rho_1} |_{\rho = \bar{\rho}}\]

Hence, we get the same expression as in the first term and these two cancel each other. We are only left with computing the term

\[\lim \sum_{j \neq k \neq 1} \frac{\partial^2 \lambda_j \lambda_k}{\partial^2 \rho_1} \Delta_{jk}\]
If we set \( g(x) = x/(1 - x^2) \), then we get
\[
\lim_{\rho \to \bar{\rho}} \sum_{j \neq k \neq 1} \frac{\partial^2 \lambda_j}{\partial \rho_j^2} \Delta_{jk} = \lim_{\rho \to \bar{\rho}} \sum_{j \neq k \neq 1} \left( \frac{\partial^2 \lambda_j}{\partial \rho_j^2} \lambda_k + \frac{\partial^2 \lambda_k}{\partial \rho_k^2} \lambda_j + 2 \frac{\partial \lambda_j}{\partial \rho_j} \frac{\partial \lambda_k}{\partial \rho_k} \right) \Delta_{jk}
\]
\[
= 8 \sum_{j \neq k \neq 1} g(\rho_j^* \rho_k^*) g(\rho_j^* \rho_k^*) \rho_j^* \rho_k^* (1 - (\rho_j^*)^2)
\]
Hence,
\[
\frac{\partial^2 f}{\partial \rho_j^2} = -4 \sum_{j \neq k \neq 1} g(\rho_j^* \rho_k^*) g(\rho_j^* \rho_k^*) \rho_j^* \rho_k^* (1 - (\rho_j^*)^2) < 0
\]
Let’s define
\[
C := 2 \sum_{j \neq k \neq 1} g(\rho_j^* \rho_k^*) g(\rho_j^* \rho_k^*) \rho_j^* \rho_k^* (1 - (\rho_j^*)^2)
\]
Clearly \( C \) is a constant depending only on the true model. Now, let’s compute the other mixed derivatives. Let \( u \neq 1 \). We will compute \( \frac{\partial^2 f}{\partial \rho_j^2 \partial \rho_u} \). Again, for convenience we will derive each of the two terms of \( \frac{\partial \rho_j}{\partial \rho_1} \) separately. We have
\[
\frac{\partial}{\partial \rho_u} \left( 1 + \sum_{j \neq 1} \frac{\Delta_{1j} \frac{\partial \lambda_j}{\partial \rho_j}}{1 + \sum_{j, k: j \neq k} \Delta_{jk} \lambda_j \lambda_k} - \sum_{j \neq 1} \frac{\lambda_j \rho_j}{1 + \sum_{j, k: j \neq k} \Delta_{jk} \lambda_j \lambda_k} \right) = \frac{\sum_{j \neq 1} \Delta_{1j} \frac{\partial^2 \lambda_j}{\partial \rho_j^2} \rho_j - \sum_{j \neq 1} \frac{\partial \lambda_j}{\partial \rho_j} \lambda_j - \Delta_{11} \frac{\partial \lambda_1}{\partial \rho_1} - \sum_{j \neq 1} \frac{\partial \lambda_j}{\partial \rho_j} \lambda_j}{\sqrt{1 + \sum_{j, k: j \neq k} \Delta_{jk} \lambda_j \lambda_k}}
\]
\[
- \frac{1}{2} \frac{1}{\left(1 + \sum_{j, k: j \neq k} \Delta_{jk} \lambda_j \lambda_k\right)^{3/2}} \left( \sum_{j \neq u} \frac{d \lambda_u}{d \rho_u} \Delta_{u j} - 2 \sum_{j \neq u} \lambda_u \lambda_j \rho_j - \sum_{j \neq k \neq u} \frac{\partial \lambda_j}{\partial \rho_j} \Delta_{j k} \right)
\]
From the first term, the only term that survives in the limit is
\[
- \frac{d \lambda_u}{d \rho_1} \rho_1 |_{\rho = \bar{\rho}} = - \frac{d \lambda_u}{d \rho_1} |_{\rho = \bar{\rho}}
\]
We turn to the second term that needs differentiation. This is similar to what we had previously, where the only term that matters is
\[
\frac{1}{2} \frac{\rho_1 + \sum_{j \neq 1} \Delta_{1j} \lambda_j}{\left(1 + \sum_{j, k: j \neq k} \Delta_{jk} \lambda_j \lambda_k\right)^{3/2}} \frac{\partial}{\partial \rho_u} \left( \frac{2 \sum_{j \neq 1} \frac{d \lambda_1}{d \rho_1} \Delta_{1j} - 2 \sum_{j \neq 1} \lambda_1 \lambda_j \rho_j - \sum_{j \neq k \neq i} \frac{\partial \lambda_j}{\partial \rho_j} \Delta_{j k} \right) \right)
\]
\[
= \frac{1}{2} \frac{\rho_1 + \sum_{j \neq 1} \Delta_{1j} \lambda_j}{\left(1 + \sum_{j, k: j \neq k} \Delta_{jk} \lambda_j \lambda_k\right)^{3/2}} \times \left( \frac{2 \sum_{j \neq 1} \frac{d^2 \lambda_1}{d \rho_1^2} \Delta_{1j} - 2 \frac{d \lambda_1}{d \rho_1} \rho_1 - \sum_{j \neq k \neq 1} \frac{\partial^2 \lambda_j}{\partial \rho_j^2} \Delta_{j k} - 2 \sum_{j \neq 1} \frac{\partial \lambda_j}{\partial \rho_j} \rho_j \right)
\]
The only terms that survive in the second parenthesis are
\[
-2 \frac{\partial \lambda_1}{d \rho_1} \rho_1
\]
In the limit, this is equal to
\[
-2 \frac{d \lambda_1}{d \rho_1} |_{\rho = \bar{\rho}}
\]
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We see that this exactly cancels with what we got in the first term. Hence,
\[ \frac{\partial^2 f}{\partial \rho_1 \partial \rho_u} \bigg|_{\rho = \tilde{\rho}} = 0 \]
Similarly, for \( u \neq v \neq 1 \) we get
\[ \frac{\partial^2 f}{\partial \rho_u \partial \rho_v} = 0 \]
By similar calculations we can easily show that the third derivatives will also be bounded in a neighborhood of \( \tilde{\rho} \). By using the second order Taylor Theorem, we get that
\[ \rho_1^{t+1} = 1 + (\rho_1^t - 1) \frac{\partial f}{\partial \rho_1} \bigg|_{\rho = \tilde{\rho}} + \frac{1}{2} \frac{\partial^2 f}{\partial^2 \rho_1} \bigg|_{\rho = \tilde{\rho}} (1 - \rho_1^t)^2 + O(\epsilon^3) \]
\[ = \rho_1^t - C|\rho_1^t - 1|^2 + O(\epsilon^3) \]
\[ \blacksquare \]

Using Lemma 23 it is clear that there is a second order term that is pushing \( \rho_1^t \) away from 1. Notice that this implies that we do not have a strict saddle point. However, the third order term depends on the distance of all the other coordinates from their fixpoint values. Hence, in order for the second order term to dominate the third order term, we need to prove that \( |\rho_1^t - \rho_1^*\rho_1^*| \) is roughly the same size as \( 1 - \rho_1^t \) for all \( i \neq 1 \). Obviously, with a bad initialization, this might not happen. However, we can prove that after one iteration of the EM, this will always happen, no matter the starting point. This is the content of the following lemma.

**Lemma 24.** Let \( \rho^t \) be the current iteration of EM. Then, there exists an \( \epsilon > 0 \) such that if \( \|\rho^t - \hat{\rho}\|_\infty < \epsilon \), then there exists an absolute constant \( M > 0 \) such that for all \( i \neq 1 \)
\[ |\rho_1^{t+1} - \rho_1^*\rho_1^*| \leq M(1 - \rho_1^{t+1}) \]

**Proof.** Let us fix an \( i \neq 1 \) and define the functions
\[ f_i(\rho) := \rho_i + \sum_{j \neq i} (\rho_i \rho_j - \rho_i^* \rho_j^*) \lambda_j \sqrt{1 + \sum_{j,k: j \neq k} (\rho_j \rho_k - \rho_j^* \rho_k^*) \lambda_j \lambda_k} \]
\[ f_1(\rho) := \rho_1 + \sum_{j \neq 1} (\rho_1 \rho_j - \rho_1^* \rho_j^*) \lambda_j \sqrt{1 + \sum_{j,k: j \neq k} (\rho_j \rho_k - \rho_j^* \rho_k^*) \lambda_j \lambda_k} \]
\[ r_i(\rho) := \frac{f_i(\rho) - \rho_i^* \rho_i^*}{f_1(\rho) - 1} \]

We will show that the limit
\[ \lim_{\rho \to \hat{\rho}} r_i(\rho) \]
exists and is bounded. First, let’s fix the coordinates \( \rho_i \) for \( i \neq 1 \) and have \( \rho_1 \to 1 \). This means that \( \lambda_1 \to 1 \) and \( \lambda_j \to 0 \) for \( j \neq 1 \). Notice however that we do not have \( \Delta_{ij} \to 0 \), as the values of the other coordinates are not in the fixpoint yet. However, we will see that this will not matter for the computation of the limit. We have by L’Hospital’s rule
\[ \lim_{\rho_1 \to 1} r_i(\rho) = \lim_{\rho_1 \to 1} \frac{\partial f_i(\rho)}{\partial \rho_1} \bigg|_{\rho_1 = \rho_1^*} - \sum_{j \neq 1} \frac{\partial \lambda_j}{\partial \rho_1} \Delta_{ij} \]
\[ = \sum_{j \neq 1} \frac{\partial \lambda_j}{\partial \rho_1} \Delta_{ij} - \lambda_1 \rho_i - \sum_{j \neq 1} \frac{\partial \lambda_j}{\partial \rho_1} \Delta_{ij} \]
Now, we take the limit with respect to the remaining variables, which gives
\[
\lim_{\rho \to \rho} r_i(\rho) = \sum_{j \neq i} \frac{\partial \lambda_j}{\partial \rho_i} |_{\rho = \rho_0} \rho_i^j \rho_j^i (1 - (\rho_i^1)^2) - \rho_i^1 \rho_j^1
\]
This is a finite quantity that depends only on the true parameters, hence it is a constant. Since the function \( r_i(\rho) \) is continuous, we get that there exists an \( \epsilon > 0 \) such that if \( \|\rho - \tilde{\rho}\|_\infty < \epsilon \) then
\[
|r_i(\rho)| \leq M
\]
for some \( M > 0 \). Substituting \( \rho = \rho_i^t \) gives
\[
\left| \frac{\rho_i^{t+1} - \rho_i^t \rho_i^1}{\rho_i^{t+1}} \right| \leq M
\]
which is what we wanted to prove.

With Lemmas \(23\) and \(24\) in our hands, we can proceed to prove Theorem \(4\). The idea is the following: if in the starting point \( \rho^0 \) the distance of \( \rho_i^0 \) from 1 is much less that the distances of the other coordinates from the fixpoint values, then in the following iteration they will all come closer to the fixpoint, so that all the distances are comparable. This means that even if the algorithm starts from a bad angle, it will quickly correct itself to a good angle in the next iteration. After that, in the following iterations, the second order term computed in Lemma \(23\) will dominate the third order term and repel \( \rho_1 \) away from 1, until it gets out of the ball.

\textbf{Proof of Theorem 4}. Let \( \epsilon_1 \) be the value of \( \epsilon \) from Lemma \(23\) and \( \epsilon_2 \) be the value from Lemma \(24\). Also, let \( \epsilon_3 \) be small enough so that
\[
C \epsilon_3^2 / 2 > KM \epsilon_3
\]
for all \( \epsilon < \epsilon_3 \). We choose \( \epsilon_0 = \min(\epsilon_1, \epsilon_2, \epsilon_3) \). Let \( \rho^0 \) be a starting point of EM with \( \|\rho^0 - \tilde{\rho}\|_2 \leq \epsilon_0 \) and \( \rho_i^0 < 1 \) for all \( i \).

Let \( t \geq 1 \). If \( \|\rho^t - \tilde{\rho}\|_2 > \epsilon_0 \) for some \( t' \leq t \), then we have nothing to prove. Suppose \( \|\rho^t - \tilde{\rho}\|_2 < \epsilon_0 \) for all \( t' \leq t \). Then, by applying Lemma \(24\) we get that
\[
|\rho_i^t - \rho_i^* \rho_i^1| \leq M (1 - \rho_i^1)
\]
for all \( i \neq 1 \). This means that by applying Lemma \(23\) and by the particular choice of \( \epsilon_0 \), we have that
\[
\rho_i^{t+1} \leq \rho_i^t - C (1 - \rho_i^1)^2 + KM (1 - \rho_i^1)^3 \leq \rho_i^t - \frac{C}{2} (1 - \rho_i^1)^2
\]
This implies that
\[
1 - \rho_i^{t+1} \geq 1 - \rho_i^t + \frac{C}{2} (1 - \rho_i^1)^2
\]
This holds for all times up to \( t \). If we set \( \alpha_t = 1 - \rho_i^1 \), this implies the recursive relation
\[
\alpha_{t+1} \geq \alpha_t + \frac{C}{2} (\alpha_t)^2
\]
It is obvious that \( \alpha_t \) is an increasing function of \( t \), meaning that \( \alpha_t \geq \alpha_0 \). This means that \( \alpha_{t+1} \geq \alpha_t + \frac{C}{2} (\alpha_t)^2 \). Since \( \alpha_0 = 1 - \rho_i^0 > 0 \), we have that \( \lim_{t \to \infty} \alpha_t = \infty \). This implies that there exists a finite time \( T \) such that
\[
1 - \rho_i^t = \alpha_t > \epsilon_0
\]
This implies that \( \|\rho^t - \tilde{\rho}\|_2 > \epsilon_0 \) and the proof is complete.

\qed
A.3 Deffered proofs from Section 2

Proof of Lemma 2. Using Lemma 1 and Claim 1 we derive that

\[
\mathbb{E}_{\mu^{t+1}}[x_i y] = \mathbb{E}_{\mu^{t}}[x_i y] = \mathbb{E}_{\mu^{t}}\left[ \mathbb{E}_{\mu^{t+1}}[x_i y] \right] = \mathbb{E}_{\mu^{t}}\left[ x_i \mathbb{E}_{\mu^{t+1}}[y] \right] = \mathbb{E}_{\mu^{t}}\left[ x_i \sum_{j=1}^{n} \frac{\sigma_{ij}}{\sigma_{jj}} \lambda_j^t x_j \right] = \sum_{j=1}^{n} \frac{\sigma_{ij}}{\sigma_{jj}} \lambda_j^t \mathbb{E}_{\mu^{t+1}}[x_i x_j] = \sigma_{ij}^t \lambda_j^t + \sum_{j \neq i} \sigma_{ij}^t \lambda_j^t \rho_i^t \rho_j^t = \sigma_{ij}^t \lambda_i^t \left( \lambda_j^t + \sum_{j \neq i} \lambda_j^t \rho_i^t \rho_j^t \right). \tag{12}
\]

This concludes the first expression for \( \mathbb{E}_{\mu^{t+1}}[x_i y] \). Next, we would like to show that the second expression equals the first expression. First, recall that in (12) we have shown that

\[
\mathbb{E}_{\mu^t}[x_i y] = \sigma_{ij}^t \rho_i^t \rho_j^t,
\]

If we substitute \( \mu^t \) instead of \( \mu^* \), we derive that

\[
\mathbb{E}_{\mu^t} \left[ \mathbb{E}_{\mu^{t+1}}[x_i y] \right] = \sigma_{ij}^t \lambda_i^t \left( \lambda_j^t + \sum_{j \neq i} \lambda_j^t \rho_i^t \rho_j^t \right).
\]

Since the right hand side equals
\[
\mathbb{E}[x_i y] = \sigma_{ij}^t \rho_i^t \rho_j^t,
\]
we derive that
\[
\sigma_{ij}^t \lambda_i^t - \sigma_{ij}^t \left( \lambda_j^t + \sum_{j \neq i} \lambda_j^t \rho_i^t \rho_j^t \right) = 0. \tag{13}
\]

Adding the left hand side of (13) to (12), we derive that

\[
\mathbb{E}[x_i y] = \sigma_{ij}^t \left( \rho_i^t + \sum_{j \neq i} (\rho_i^t \rho_j^* - \rho_i^t \rho_j^t) \lambda_j^t \right),
\]

which is exactly the second expression for \( \mathbb{E}_{\mu^{t+1}}[x_i y] \). Next, we compute the variance for \( y \), again, using Lemma 1 and Claim 1

\[
\mathbb{E}_{\mu^{t+1}}[y^2] = \mathbb{E}_{\mu^{t+1}}[y^2] = \mathbb{E}_{\mu^{t}}\left[ \mathbb{E}_{\mu^{t+1}}[y^2] \right] = \mathbb{E}_{\mu^{t}}\left[ \left( \sum_{j=1}^{n} \frac{\sigma_{ij}}{\sigma_{jj}} \lambda_j^t x_j \right)^2 \right] = \sum_{i,j=1}^{n} \frac{\sigma_{ij}^2}{\sigma_{jj}^2} \lambda_i^t \lambda_j^t \mathbb{E}_{\mu^{t+1}}[x_i x_j] = (\sigma_{ij}^t)^2 \left( \sum_{i=1}^{n} (\lambda_i^t)^2 + \sum_{i \neq j \in \{1,\ldots,n\}} \lambda_i^t \lambda_j^t \rho_i^t \rho_j^t \right). \tag{14}
\]

This derives the first expression for the variance of \( y \). We derive the second expression using a similar logic as in the calculation in the second expression for \( \mathbb{E}_{\mu^{t+1}}[x_i y] \). First, substituting \( \rho^t \) instead of \( \rho^* \) in (14), we derive that

\[
(\sigma_{ij}^t)^2 = \mathbb{E}_{\mu^t}[y^2] = \mathbb{E}_{\mu^t} \left[ \mathbb{E}_{\mu^{t+1}}[y^2] \right] = (\sigma_{ij}^t)^2 \left( \sum_{i=1}^{n} (\lambda_i^t)^2 + \sum_{i \neq j \in \{1,\ldots,n\}} \lambda_i^t \lambda_j^t \rho_i^t \rho_j^t \right). \]
This implies that
\[
(\sigma_y^i)^2 \left( 1 - \sum_{i=1}^{n} (\lambda_i^i)^2 - \sum_{i \neq j \in \{1, \ldots, n\}} \lambda_i^i \lambda_j^i \rho_i^j \rho_j^i \right) = 0.
\]
Adding this to the expression in (14), this yields the second expression for the covariance of \( y \), as required.

Lastly, the expression of \( \rho_i^{t+1} \) is derived, by definition of \( \rho_i \),
\[
\rho_i^{t+1} = \frac{\mathbb{E}_{\mu^{t+1}}[x_i y]}{\sqrt{\text{Var}_{\mu^{t+1}}[x_i] \text{Var}_{\mu^{t+1}}[y]}},
\]
and by substituting the expressions for the covariance of \( x_i \) and \( y \), the variance of \( y \), and using Lemma 4 which argues that \( \text{Var}_{\mu^{t+1}}[x_i] = \sigma_i^2 \).

**Proof of Lemma 3.** The convergence of \( \mathbf{p}^t \) to some \( \mathbf{p} \in \mathcal{S} \) follows directly from Lemma 4. For the second part of the lemma, assume that \( \mathbf{p} \in \mathcal{S} \) and by definition of a stationary point, \( \mathbf{p}^{t+1} = \mathbf{p} \). Further, by Lemma 2 we know that \( \sigma_{x_i}^{t+1} = \sigma_{x_i}^t = \sigma_{x_i}^t \) for all \( t \). This implies that \( \mu_{x_1 \ldots x_n} = \mu_{x_1 \ldots x_n}^t \). In particular, \( \text{KL}(\mu^* || \mu^t) = \text{KL}(\mu^* || \mu^{t+1}) \). Yet, Lemma 4 implies that if \( \mu^{t+1} \neq \mu^t \) then \( \text{KL}(\mu^* || \mu^{t+1}) < \text{KL}(\mu^* || \mu^t) \). Hence, \( \mu^{t+1} = \mu^t \) as required.

**Proof of Lemma 5.** We will analyze the transpose of the matrix in (5), assuming that \( J_{ij} = u_j \) for any \( i \neq j \). Indeed, the original matrix is singular if and only if its transpose is.

We would like to show that there is no nontrivial solution \( a \) for \( Ja = 0 \). We have
\[
(Ja)_i = \sum_{j \neq i} a_j u_j + a_i (\sum_{j \neq i} u_j) = \sum_j a_j u_j + a_i (\sum_j u_j - 2u_i).
\]
Substitute \( s = \sum_j u_j \) and \( u = \sum_j a_j u_j \), we have
\[
(Ja)_i = u + a_i (s - 2u_i).
\]
To solve the system of equations \( Ja = 0 \), we assume without loss of generality that \( u_1 = \max_j u_j \) and divide into cases according to \( u_1 \). First, assume that \( u_1 < s/2 \). Then,
\[
(Ja)_i = u + a_i (s - 2u_i) = 0 \quad (15)
\]
implies
\[
a_i = \frac{-u}{s - 2u_i}.
\]
The equation \( \sum_i u_i a_i = u \) implies
\[
\sum_i u_i a_i = \sum_i \frac{-u_i u_i}{s - 2u_i} = u. \quad (16)
\]
Notice that \( u \neq 0 \). Assume towards contradiction that \( u = 0 \). Then, we have
\[
0 = a_i (s - 2u_i).
\]
Dividing by \( s - 2u_i \) we get \( a_i = 0 \) for all \( i \). Since we look for nontrivial solutions \( a \) to \( Ja = 0 \), we assume that \( a \neq 0 \) which implies that \( u \neq 0 \). Dividing (16) by \( u \) we get
\[
\sum_i \frac{-u_i}{s - 2u_i} = 1. \quad (17)
\]
By the assumption \( u_1 < s/2 \) we have \( s - 2u_i \geq s - 2u_1 > 0 \). In particular, the left hand side of (17) is negative while the right hand side is positive, hence there is no solution! Next, assume that \( u_1 > s/2 \). In this case, we have \( u_i < s/2 \) for all \( i \geq 2 \), since \( \sum_i u_i = s \). Here, (17) is still valid, and is equivalent to
\[
\frac{u_1}{2u_1 - s} - 1 = \sum_{i > 1} \frac{u_i}{s - 2u_i},
\]
which is equivalent to
\[
\frac{s - u_1}{2u_1 - s} = \sum_{i > 1} \frac{u_i}{s - 2u_i}.
\]

Here, we will show that the left hand side is strictly greater than the right hand side, which implies that there is no equality. First, notice that for any \( i \geq 2 \), \( 2u_1 - s < s - 2u_i \). Indeed, this follows from \( s = \sum_j u_j > u_1 + u_i \), since all \( u_j \) are positive and \( n \geq 3 \). We derive that
\[
\frac{s - u_1}{2u_1 - s} = \sum_{i \geq 2} \frac{u_i}{2u_1 - s} > \sum_{i \geq 2} \frac{u_i}{s - 2u_i},
\]
which arrives at a contradiction. Lastly, assume that \( u_1 = s/2 \). Since \( s = \sum_{i=1}^n u_i \) and \( n \geq 3 \), then for all \( i \geq 2 \) we have \( u_i < s/2 \). Recall (15) which states that
\[
0 = (Ja)_i = u + a_i(s - 2u_i).
\]
Applying with \( i = 1 \) we obtain
\[
u = 0.
\]
For all \( i \geq 2 \) we have
\[
a_i(s - 2u_i) = 0
\]
which implies that \( a_i = 0 \) for \( i \geq 2 \). By definition of \( u \) and by the computations above,
\[
0 = u = \sum_i a_iu_i = a_1u_1.
\]
Since \( u_1 > 0 \) we have
\[
a_1 = 0.
\]
We conclude that \( a_i = 0 \) for all \( i \) which implies that there is no nontrivial solution for \( Ja = 0 \), as required. \( \square \)

B Proofs of Lemmas 4 and 5

Proof of Lemma 4 By Lemma 16 we know that the only stationary point with some \( \rho_i = 0 \) is \((0, \ldots, 0)\). By Lemma 22 we know that the only stationary points with some \( \rho_i = 1 \) are the \( g^i \) for \( i \in [n] \) (see the statement of Lemma 22 for definitions). Finally, Lemma 6 implies that the only stationary point where \( \rho_i \in (0, 1) \) for all \( i \) is \( \rho^* \). All these facts imply the statement of the Lemma. \( \square \)

Proof of Lemma 5 By Lemma 17 we know that \( \lim_{t \to \infty} \rho^t \neq \overline{\rho} \). By the discussion after the statement of Theorem 4 we know that \( \lim_{t \to \infty} \rho^t \neq g^i \) for all \( i \). Hence, we should have for all \( i \) \( \lim_{t \to \infty} \rho^t_i \in (0, 1) \). \( \square \)

C Upper and Lower bounds for empirical EM iteration

This Section is devoted to proving that the finite sample iterates of EM are upper and lower bounded with high probability. This fact will be used repeatedly in the proof of Theorem 2 which will presented in later Sections. We denote by \( \mu_{\rho} \) the density of the distribution on leaves with correlations \( \rho \). The main Theorem that we prove in this Section is the following.
**Theorem 5.** Suppose that \( \min(\min_i \rho_i^0, \min_i \rho_i^*) \geq \alpha, 1 - \max(\max_i \rho_i^0, \max_i \rho_i^*) \geq \beta \), where \( \alpha, \beta \in (0, 1) \) are constants. Suppose we have access to \( m \) i.i.d. samples \( x^{(1)}, \ldots, x^{(m)} \) from the distribution \( \mu^* \). Let \( \rho_i^t \) be the correlations produced by the EM iteration run using these samples. Suppose \( m = \Omega(\log(n/\delta) / \min(\alpha, \beta)^2) \). Then, there are constants \( C(\alpha, \beta), C'(\alpha, \beta) > 0 \) such that with probability at least \( 1 - \delta \), for all \( t > 0 \) and \( k = 12 \):

\[
C(\alpha, \beta) \frac{n}{n^{k+2}} \leq \rho_i^t \leq 1 - \frac{C'(\alpha, \beta)}{n^{4k+9}}
\]

Theorem 5 says that if we initialize EM at a constant distance away from the optimum, it will always remain in a bounded distance within that optimum. Theorem 5 essentially follows directly by combining Lemmas 25 and 28. We will break the proof of these two Lemmas into multiple lemmas over the next few Sections. The final proof of Lemma 28 is in Section C.3 and the one for Lemma 33 is in Section C.4. In the next Section, we derive the precise formula for the finite sample EM iterate.

### C.1 Finite sample update rule for EM

To describe the EM update, we have the following analogue of Lemma 11 for the sample EM:

**Lemma 25.** Denote by \( \hat{\mu}_x \) the uniform distribution over the \( m \) samples. Let \( \mu^{t+1} \) denote the joint distribution over \( x_1 \cdots x_n, y \) such that

\[
\Pr_{\mu^{t+1}}[x_1, \cdots, x_n, y] = \Pr_{\hat{\mu}_x}[x_1, \cdots, x_n] \Pr_{\mu^t}[y | x_1, \cdots, x_n].
\]

Then, for any \( i \), we have that

\[
\mathbb{E}_{\mu^{t+1}}[x_i | y] = \mathbb{E}_{\mu^t}[x_i | y], \quad \mathbb{V} \mathbb{a} \mathbb{r}_{\mu^{t+1}}[x_i] = \mathbb{V} \mathbb{a} \mathbb{r}_{\mu^t}[x_i], \quad \mathbb{V} \mathbb{a} \mathbb{r}_{\mu^{t+1}}[y] = \mathbb{V} \mathbb{a} \mathbb{r}_{\mu^t}[y].
\]

The proof follows the same lines as the proof of Lemma 11 where the only difference is that here we are considering the sample-EM. As a consequence, we have the following analogue of Lemma 2.

**Lemma 26.** For any \( i \), denote

\[
\hat{\sigma}_i = \sqrt{\frac{1}{m} \sum_{k=1}^{m} (x^{(k)}_i)^2}
\]

For any \( i \neq j \), denote

\[
\hat{\alpha}_{ij} = \frac{1}{\hat{\sigma}_i \hat{\sigma}_j} \frac{1}{m} \sum_{k=1}^{m} x^{(k)}_i x^{(k)}_j.
\]

Denote by \( \Delta_t^{ij} = \hat{\alpha}_{ij} - \rho_i \rho_j \). Then, for any \( t > 0 \) and any \( i \):

\[
\sigma_t^i = \hat{\sigma}_i, \\
\mathbb{E}_{\mu^{t+1}}[x_i | y] = \sigma_t^i \sigma_t^y \left( \lambda_i^t + \sum_{j \neq i} \hat{\alpha}_{ij} \lambda_j^t \right) = \sigma_t^i \sigma_t^y \left( \rho_t^i + \sum_{j \neq i} \Delta_t^{ij} \lambda_j^t \right), \\
\mathbb{E}_{\mu^{t+1}}[y^2] = (\sigma_t^y)^2 = (\sigma_t^y)^2 \left( \sum_{i=1}^{n} (\lambda_i^t)^2 + \sum_{i \neq j \in \{1, \ldots, n\}} \lambda_i^t \lambda_j^t \hat{\alpha}_{ij} \right) = (\sigma_t^y)^2 \left( 1 + \sum_{j \neq k} \Delta_t^{ij} \lambda_j^t \lambda_k^t \right), \\
\rho_t^{i+1} = \frac{\lambda_i^t + \sum_{j \neq i} \lambda_j^t \hat{\alpha}_{ij}}{\sqrt{\sum_{i=1}^{n} (\lambda_i^t)^2 + \sum_{i \neq j \in \{1, \ldots, n\}} \lambda_i^t \lambda_j^t \hat{\alpha}_{ij}}} = \frac{\rho_t^i + \sum_{j \neq i} \Delta_t^{ij} \lambda_j^t}{\sqrt{1 + \sum_{j \neq k} \Delta_t^{ij} \lambda_j^t \lambda_k^t}}.
\]

(18)
Proof. The proof is similar to the proof of Lemma 2. First, \( \hat{\sigma}_i = \sigma_i^t \) follows directly from Lemma 1. Next, using Lemma 25 and Claim 1, we derive that

\[
\mathbb{E}_{\mu^{t+1}}[x_i y] = \mathbb{E}_{\mu^{t}}[x_i y] = \mathbb{E}_{\mu^{t}} \left[ x_i \mathbb{E}_{\mu^{t}}[y] \right] = \mathbb{E}_{\mu^{t}} \left[ x_i \sum_{j=1}^{n} \frac{\sigma_j^t}{\sigma_j^t} \lambda_j^t x_j \right] = \sum_{j=1}^{n} \frac{\sigma_j^t}{\sigma_j^t} \lambda_j^t \mathbb{E}_{\mu^{t}}[x_i x_j] \]

\[
= \sum_{j=1}^{n} \frac{\sigma_j^t}{\sigma_j^t} \lambda_j^t \mathbb{E}_{\mu^{t}}[x_i x_j] = \sigma_j^t \sigma_i^t \lambda_j^t + \sum_{j \neq i} \sigma_j^t \sigma_i^t \lambda_j^t \hat{\alpha}_{ij} = \sigma_i^t \sigma_i^t \left( \lambda_i^t + \sum_{j \neq i} \lambda_j^t \hat{\alpha}_{ij} \right).
\]

This concludes the first expression for \( \mathbb{E}_{\mu^{t+1}}[x_i y] \). The second equality is derived similarly to the proof of Lemma 2. Next, we compute the variance for \( y \), again, using Lemma 25 and Claim 1.

\[
\mathbb{E}_{\mu^{t+1}}[y^2] = \mathbb{E}_{\mu^{t}}[y^2] = \mathbb{E}_{\mu^{t}} \left[ \sum_{j=1}^{n} \frac{\sigma_j^t}{\sigma_j^t} \lambda_j^t x_j \right]^2 = \sum_{i=1}^{n} \mathbb{E}_{\mu^{t}}[x_i x_j] = (\sigma_y^t)^2 \left( \sum_{i=1}^{n} (\lambda_i^t)^2 + \sum_{i \neq j \in \{1, \ldots, n\}} \lambda_i^t \lambda_j^t \hat{\alpha}_{ij} \right).
\]

This derives the first expression for the variance of \( y \). The second expression is derived similarly to its analogue in Lemma 2.

Lastly, the expression of \( \rho_i^{t+1} \) is derived, by definition of \( \rho_i \),

\[
\rho_i^{t+1} = \frac{\mathbb{E}_{\mu^{t+1}}[x_i y]}{\sqrt{\text{Var}_{\mu^{t+1}}[x_i] \text{Var}_{\mu^{t+1}}[y]}},
\]

and by substituting the expressions for the covariance of \( x_i \) and \( y \), the variance of \( y \), and using that \( \text{Var}_{\mu^{t+1}}[x_i] = \hat{\sigma}_i^2 \).

From Lemma 26 it follows that the convergence rate of the EM is not affected by the variance of the nodes. In particular, the correlation parameters \( \rho_i^t \) are independent of these. Therefore, we will assume for simplicity that \( \sigma_i^t = 1 \) for all \( i \).

C.2 Two correlations cannot be close to 1

We will first be concerned with establishing that all \( \rho_i \) remain bounded away from 1 in all iterations. Our first Lemma contributes in this direction. It says that no 2 coordinates \( i, j \) can have \( \rho_i, \rho_j \) simultaneously close to 1.

**Lemma 27.** Suppose that \( \min(\min, \rho_0^0, \min, \rho^*_0) \geq c_1, 1 - \max(\max, \rho_0^0, \max, \rho^*_0) \geq c_2 \), where \( c_1, c_2 \in (0, 1) \) are constants. Suppose we have access to \( m \) i.i.d. samples \( x^{(1)}, \ldots, x^{(m)} \) from the distribution \( \mu^*_x \). Let \( \rho_t \) be the correlations produced by the EM iteration run using these samples. Suppose \( m = \Omega(\log(n/\delta)) \). Then, with probability at least \( 1 - \delta \), there exists a constant \( c = c(c_1, c_2) \) such that for all \( t \), there exists at most one \( i \in \{1, m \} \) such that \( \rho_t^i > 1 - c/(n^2) \).

**Proof.** We use the fact that EM always improves the value of the likelihood function. We consider the likelihood of a given observation on the leaves as a function of the standard deviations at the leaves \( \sigma_{x_i} \) and the correlations \( \rho_i \) between \( x_i, y \). Let \( \sigma_x \) be the vector of standard deviations and \( \rho \) the vector of correlations. The empirical likelihood function can be written as

\[
L(\rho, \sigma_x; x^{(1)}, \ldots, x^{(k)}) = \frac{1}{m} \sum_{k=1}^{m} \log \mu_{\rho, \sigma_x}(x^{(k)})
\]
From now on, we will omit the dependence on the samples \(x^{(1)}, \ldots, x^{(k)}\) whenever it is implied. We have that
\[
L(\rho, \sigma_x) = \frac{1}{m} \sum_{k=1}^{m} \log \mu_{\rho, \sigma_x}(x^{(k)})
\]
\[
= -\frac{1}{2} \log (2\pi |\Sigma_{\rho, \sigma_x}|) - \frac{1}{2m} \sum_{k=1}^{m} (x^{(k)})^\top \Sigma_{\rho, \sigma_x}^{-1} x^{(k)}
\]
\[
= -\frac{1}{2} \log (2\pi |\Sigma_{\rho, \sigma_x}|) - \frac{1}{2} \text{tr} \left( \Sigma_{\rho, \sigma_x}^{-1} \hat{\Sigma} \right)
\]
where \(\hat{\Sigma}\) is the empirical covariance matrix of the samples. Recall the closed form expression for KL of Gaussians.
\[
KL(\mathcal{N}(0, \Sigma_1)||\mathcal{N}(0, \Sigma_2)) = \frac{1}{2} \left( \log \frac{|\Sigma_2|}{|\Sigma_1|} - n + \text{tr}(\Sigma_2^{-1} \Sigma_1) \right)
\]
From this, we conclude that
\[
L(\rho, \sigma_x) = -\frac{n}{2} - \frac{1}{2} \log \left( 2\pi |\hat{\Sigma}| \right) - KL(\mathcal{N}(0, \hat{\Sigma})||\mathcal{N}(0, \Sigma_{\rho, \sigma_x}))
\]
Let us start by lower bounding \(L(\rho^0, \sigma_x^0)\). We are going to upper bound \(KL(\mathcal{N}(0, \hat{\Sigma})||\mathcal{N}(0, \Sigma_{\rho^0, \sigma_x^0}))\). The matrix \(\Sigma_{\rho, \sigma_x}\) can be written as a sum of a rank 1 matrix and a diagonal matrix. We will use this to evaluate determinants and inverses of these matrices. Specifically, for any \(\rho\), if \(\sigma_x\) is the all 1’s vector, we have that
\[
\Sigma_{\rho, \sigma_x} = \begin{pmatrix}
1 - \rho_1^2 & 0 & \cdots & 0 \\
0 & 1 - \rho_2^2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 - \rho_n^2
\end{pmatrix} + \rho \rho^\top
\]
We will denote this diagonal matrix as \(\text{diag}(1-\rho^2)\) for convenience. From now on, we will omit the dependence on \(\sigma_x\) if we have unit variances (which happens for \(\rho^0\) and \(\rho^*\) for example). Using the Sherman-Morrison formula, we get that
\[
\Sigma_{\rho}^{-1} = \text{diag}(1-\rho^2)^{-1} - \frac{\text{diag}(1-\rho^2)^{-1} \rho \rho^\top \text{diag}(1-\rho^2)^{-1}}{1 + \rho^\top \text{diag}(1-\rho^2)^{-1} \rho}
\]
We will first try to bound \(\text{tr}(\Sigma_{\rho}^{-1} \Sigma_{\rho^*})\) and then show that it is close to \(\text{tr}(\Sigma_{\rho}^{-1} \hat{\Sigma})\) Thus, after some algebraic manipulations, we have that
\[
\text{tr}(\Sigma_{\rho}^{-1} \Sigma_{\rho^*}) = n + \frac{\left( \sum_i \frac{(\rho_i^0)^2}{1-(\rho_i^0)^2} \right)^2 - \left( \sum_i \frac{\rho_i^0 \rho_i^*}{1-(\rho_i^0)^2} \right)^2 + \sum_i \frac{(\rho_i^0)^2 (\rho_i^*)^2}{(1-(\rho_i^0)^2)^2} - \sum_i \frac{(\rho_i^0)^4}{1-(\rho_i^0)^2}}{1 + \sum_i \frac{(\rho_i^0)^2}{1-(\rho_i^0)^2}}
\]
\[
= n + \frac{\left( \sum_i \frac{(\rho_i^0)^2 (\rho_i^0 - \rho_i^*)}{1-(\rho_i^0)^2} \right) \left( \sum_i \frac{(\rho_i^0)^2 + (\rho_i^*)^2}{1-(\rho_i^0)^2} \right) + \sum_i \frac{(\rho_i^0)^2 (\rho_i^*)^2}{(1-(\rho_i^0)^2)^2}}{1 + \sum_i \frac{(\rho_i^0)^2}{1-(\rho_i^0)^2}}
\]
Now, notice that the function \(x \mapsto x^2/(1-x^2)\) is increasing. This implies, using the assumption of the Lemma, that
\[
\sum_i \frac{(\rho_i^0)^2}{1-(\rho_i^0)^2} \geq n \frac{c_1^2}{1-c_1^2}
\]
Also, since the function \( x \mapsto x/(1-x^2) \) is increasing, this implies that
\[
\sum_i \frac{(\rho_i^\theta)(\rho_i^\theta + \rho_i^\gamma)}{1 - (\rho_i^\theta)^2} \leq 2n \frac{1 - c_2}{1 - (1 - c_2)^2}
\]
and
\[
\left| \sum_i \frac{(\rho_i^\theta)(\rho_i^\theta - \rho_i^\gamma)}{1 - (\rho_i^\theta)^2} \right| \leq 2n \frac{1 - c_2}{1 - (1 - c_2)^2}
\]
Also, for all \( i \) we have
\[
|\rho_i^\gamma|^2 - (\rho_i^\gamma)^2| = |\rho_i^\gamma - \rho_i^\gamma||\rho_i^\gamma + \rho_i^0| \leq 2
\]
By monotonicity again, this implies
\[
\left| \sum_i \frac{(\rho_i^\theta)^2((\rho_i^\gamma)^2 - (\rho_i^0)^2)}{1 - (\rho_i^\theta)^2} \right| \leq 2 \sum_i \frac{(\rho_i^\theta)^2}{1 - (\rho_i^\theta)^2} \leq 2n \frac{1 - c_2}{1 - (1 - c_2)^2}
\]
Putting all these facts together, we conclude that there exists a constant \( C = C(c_1, c_2) \), such that
\[
\left| \sum_i \frac{(\rho_i^\theta)(\rho_i^\theta - \rho_i^\gamma)}{1 - (\rho_i^\theta)^2} \right| \leq Cn
\]
(22)
Now, let’s focus on \( tr(\Sigma_{\rho^\theta}^{-1} \hat{\Sigma}) \). By standard Chernoff bounds, we have that with probability at least \( 1 - \delta \), for all \( i, j \)
\[
|<\Sigma_{\rho^\theta}>,_{ij} - \hat{\Sigma}_{ij}| = O \left( \sqrt{\frac{\log(n/\delta)}{m}} \right) = \eta
\]
By assumption on the number of samples \( m, \eta = O(1) \). We have
\[
tr \left( \Sigma_{\rho^\theta}^{-1} (\hat{\Sigma} - \Sigma_{\rho^\theta}) \right) = \sum_{i,j} <\Sigma_{\rho^\theta}>,_{ij} ((\Sigma_{\rho^\theta})_{ij} - \hat{\Sigma}_{ij})
\]
Hence, all we have to do is bound the entries of \( \Sigma_{\rho^\theta}^{-1} \). For this, we can use the Sherman-Morrison formula, which we also used earlier. Let’s start with a non-diagonal element \( i \neq j \). Then, the formula gives
\[
|<\Sigma_{\rho^\theta}>,_{ij}| = \left| \frac{\rho_i^\theta}{1 - (\rho_i^\theta)^2} \frac{\rho_j^\theta}{1 - (\rho_j^\theta)^2} \right| \leq \frac{1}{c_2^2}
\]
For \( i = j \), we have
\[
|<\Sigma_{\rho^\theta}>,_{ii}| = \left| \frac{1}{1 - (\rho_i^\theta)^2} - \left( \frac{\rho_i^\theta}{1 - (\rho_i^\theta)^2} \right)^2 \right| \leq \frac{1}{c_2^2} + \frac{1}{c_2^2}
\]
Hence, with probability at least \( 1 - \delta \)
\[
\left| tr \left( \Sigma_{\rho^\theta}^{-1} (\hat{\Sigma} - \Sigma_{\rho^\theta}) \right) \right| \leq Cn^2 \eta \leq C'n^2
\]
(23)
where \( C \) is some constant. Now, let’s calculate the determinant. We use the matrix determinant lemma to compute \( |\Sigma_{\rho}| \).
\[
|\Sigma_{\rho}| = (1 + \rho^\top diag(1 - \rho^2)^{-1} \rho)|diag(1 - \rho^2)| = (1 + \sum_i \frac{\rho_i^2}{1 - \rho_i^2}) \prod_i (1 - \rho_i^2)
\]
\[
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This gives us

\[
\log \frac{|\Sigma_{\rho^0}|}{|\Sigma_{\rho^*}|} = \log \frac{1 + \sum_i (\rho_{i0})^2}{1 + \sum_i (\rho_{i*})^2} + \sum_i \log \frac{1 - (\rho_{i0})^2}{1 - (\rho_{i*})^2}
\]

The function \(x \mapsto \log(1 - x^2)\) is decreasing, hence we have

\[
\sum_i \log \frac{1 - (\rho_{i0})^2}{1 - (\rho_{i*})^2} \leq n \log \frac{1 - c_1^2}{c_2}
\]

We also have

\[
\sum_i \frac{(\rho_{i0})^2}{1 - (\rho_{i0})^2} \leq n \frac{1}{c_2}
\]

Finally

\[
\sum_i \frac{(\rho_{i*})^2}{1 - (\rho_{i*})^2} \geq Cn
\]

It follows that there exists a constant \(C' = C'(M, \rho^*)\), such that

\[
\left| \log \frac{|\Sigma_{\rho^0}|}{|\Sigma_{\rho^*}|} \right| \leq C'n \tag{24}
\]

However, in the expression we have \(\hat{\Sigma}\) instead of \(\Sigma^*\). We use the property that

\[
\frac{\partial \log |A|}{\partial A} = A^{-1}
\]

We already showed that the entries of \(\Sigma_{\rho}^{-1}\) are bounded if \(\rho\) is upper and lower bounded by constants. Using this and Taylor’s Theorem, we get

\[
\left| \log \frac{|\Sigma_{\rho^0}|}{|\Sigma|} \right| \leq Cn^2 \tag{25}
\]

for some constant \(C\).

Using inequalities (22) and (23) together with the expression of KL, we conclude that

\[
KL(\mathcal{N}(0, \Sigma_{\rho^*}) || \mathcal{N}(0, \Sigma_{\rho^0})) \leq Kn
\]

where \(K = K(\rho^*)\). Also, using this result and inequalities (24) and (23) we get

\[
KL(\mathcal{N}(0, \hat{\Sigma}) || \mathcal{N}(0, \Sigma_{\rho^0})) \leq K'n^2
\]

Overall, by equation (19) we get that

\[
L(\rho^0) \geq \frac{n}{2} - \frac{1}{2} \log \left( 2\pi \left| \hat{\Sigma} \right| \right) - K'n^2
\]

for some \(K' = K'(c_1, c_2, \rho^*)\).

Now, suppose for some iteration \(t\) there exist two indices \(i, j\) with \(\rho_{i}^t > 1 - \epsilon, \rho_{j}^t > 1 - \epsilon\), where \(\epsilon\) will be determined in the sequel. Now, let us upper bound \(L(\rho^t)\). By KL subadditivity, we have

\[
L(\rho^t, \sigma_x^*) = -\frac{n}{2} - \frac{1}{2} \log \left( 2\pi \left| \hat{\Sigma} \right| \right) - KL(\mathcal{N}(0, \hat{\Sigma}) || \mathcal{N}(0, \Sigma_{\rho^t, \sigma_x^*}))
\]

\[
-\frac{n}{2} - \frac{1}{2} \log \left( 2\pi \left| \Sigma \right| \right) - KL(\mathcal{N}(0, \Sigma_{x, x}) || \mathcal{N}(0, (\Sigma_{\rho^t, \sigma_x^*})_{x, x}))
\]
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where in the last equation we are comparing the marginals of the distributions on \( x_i, x_j \). The marginal distribution of \( x_i, x_j \) is a Gaussian with zero mean. First, we will analyze the ideal situation where we have \( \Sigma^* \) instead of \( \Sigma \). Using the closed form of the KL divergence between two Gaussians, we obtain:

\[
KL(N(0, \Sigma^*_{x_i, x_j})) || N(0, (\Sigma_{\rho^t, \sigma^t_{x_i}})_{x_i, x_j}))
\]

\[
= \frac{1}{2} \left( \log \frac{1 - (\rho^t_{i,j})^2}{1 - (\rho^*_i \rho^*_j)^2} - 2 + \frac{1}{1 - (\rho^*_i \rho^*_j)^2} \right) \text{tr} \left( \begin{pmatrix} 1 & -\rho^*_i \rho^*_j \\ -\rho^*_i \rho^*_j & 1 \end{pmatrix} \begin{pmatrix} 1 & \rho^*_i \\ \rho^*_i & 1 \end{pmatrix} \right)
\]

\[
= \frac{1}{2} \left( \log \frac{1 - (\rho^t_{i,j})^2}{1 - (\rho^*_i \rho^*_j)^2} - 2 + \frac{1}{1 - (\rho^*_i \rho^*_j)^2} \right)
\]

Then,

\[
KL(N(0, \Sigma^*_{x_i, x_j})) || N(0, (\Sigma_{\rho^t, \sigma^t_{x_i}})_{x_i, x_j})) \geq \frac{1}{2} \left( \log(1 - (\rho^t_{i,j})^2) - 2 + 2 \frac{1 - \rho^*_i \rho^*_j}{1 - (\rho^*_i \rho^*_j)^2} \right)
\]

Now, for any constant \( c > 0 \), consider the function \( f(x) = x(\log x + c/x) \). This is a continuous function on \((0, 1)\) and it is easy to see that it is decreasing for \( x < 1/e \). Let \( x_0 \) be a small enough constant such that \( x_0 \log x_0 + c > c/2 \). Then, for \( x < x_0 \)

\[
f(x) \geq f(x_0) \implies \log x + c/x \geq \frac{c/2}{x}
\]

Now let \( c = 2(1 - \rho^*_i \rho^*_j/4) \). If we set \( \epsilon = c'/n^2 \) for some suitable constant \( c' \), then we have that

\[
1 - (\rho^t_{i,j})^2 < x_0
\]

and

\[
KL(N(0, \Sigma^*_{x_i, x_j})) || N(0, (\Sigma_{\rho^t, \sigma^t_{x_i}})_{x_i, x_j})) > (K' + K'')n^2
\]

where \( K'' \) is a constant that will be determined now. Using the exact same arguments as in the case of \( \rho^0 \), we can show that

\[
|KL(N(0, \Sigma^*_{x_i, x_j})) || N(0, (\Sigma_{\rho^t, \sigma^t_{x_i}})_{x_i, x_j})) - KL(N(0, \Sigma^*_{x_i, x_j})) || N(0, (\Sigma_{\rho^t, \sigma^t_{x_i}})_{x_i, x_j}))| \leq C \eta \leq K''
\]

for some constant \( C \). It follows that

\[
L(\rho^t, \sigma^t_{x_i}) < -\frac{n}{2} - \frac{1}{2} \log \left( 2\pi |\Sigma| \right) - K'n^2 < L(\rho^0)
\]

This is a contradiction, since the likelihood value increases at each step of EM. This gives us the desired result.

\[\square\]

### C.3 No correlation can be too close to 1

In the previous Section, we showed that two correlations cannot be close to 1 at the same time. In this Section, building on this result, we show that in fact no correlation can be too close to 1. Hence, each \( \rho_i \) is upper bounded at all iterations of the algorithm. This is the topic of the following Lemma:

**Lemma 28.** Suppose that \( \min(\min_i \rho^t_i, \min_i \rho^*_i) \geq c_1, 1 - \max(\max_i \rho^t_i, \max_i \rho^*_i) \geq c_2 \), where \( c_1, c_2 \in (0, 1) \) are constants. Suppose we have access to \( m \) i.i.d. samples \( x^{(1)}, \ldots, x^{(m)} \) from the distribution \( \mu^*_x \). Let \( \rho^t \) be the correlations produced by the EM iteration \([5]\) run using these samples. Suppose \( m = \Omega(\log(n/\delta)/\min(c_1, c_2)^4) \). Then, with probability at least \( 1 - \delta \), for all \( t \) and for all \( i \), \( \rho^t_i \leq 1 - C''/n^{4k+9} \), where \( C'' \) is an absolute constant and \( k \geq 12 \).
To prove it, we will essentially prove that no \( \rho_i \) will ever get really close to 1. The proof will be similar to the one that established divergence from the saddle points at the boundary. We start by stating a direct Corollary of Lemma 27.

**Corollary 1.** Suppose that \( \min_i \rho_i^0 \geq c_1, 1 - \max_i \rho_i^0 \geq c_2 \), where \( c_1, c_2 \in (0, 1) \) are constants. Suppose we run EM with \( m = \Omega(\log(n/\delta)) \) samples. Then, with probability at least \( 1 - \delta \), we have the following: if for some \( t \) we have \( \rho_i^t > 1 - c/n^2 \), then for all \( i \neq 1 \) we have \( \rho_i^t \leq 1 - c/n^2 \), where \( c \) is the constant of Lemma 27.

Our strategy now will be the following: we want to show that \( \rho_1 \) will not be very close to 1, without loss of generality. First of all, we want to argue that if it comes close to 1, it will immediately start moving away. We do this by showing that after one iteration of EM, the errors of the others will be comparable to the error of \( \rho_1 \). We showed a similar claim in the proof of divergence from stationary points. The difference here is that the errors of the other \( \rho_i \) can be close to 1, while in the original proof they were assumed to lie in some ball around the fixpoint. Hence, we prove the following Lemma.

**Lemma 29.** Suppose that for some \( t \) we have \( \rho_i^t \leq \alpha \) for all \( i \neq 1 \) and \( \rho_1^t > \beta \), for some \( \alpha, \beta \in (0, 1) \). Also, suppose \( \alpha_{ij} \in [0, 1] \) for all \( i, j \). Define

\[
R = R(\alpha, \beta, n) := n^2 \frac{1 - \beta}{\beta^4(1 - \alpha)^2} + \frac{n}{\beta^2(1 - \alpha)}
\]

and assume that \( (1 - \beta)R \leq 1/2 \). Then, for all \( i \neq 1 \)

\[
|\rho_i^{t+1} - \alpha_{1i}| \leq C \left( 1 + \frac{2n}{1 - \alpha} + R \left( 1 + \frac{2n}{1 - \alpha} \right)^{n(1 - \beta)/(1 - \alpha)^2} - \frac{C/n}{\beta^2(1 - \alpha)^2} \right)^{1 - \rho_i^t}
\]

where \( C \) is some absolute constant (it is assumed that \( \alpha, \beta \) are such that the quantity in the denominator is positive).

The first step to proving this Lemma will be to show that if all \( \rho_i \) are bounded away from 1 except \( \rho_1 \), then \( \lambda_i \) will be small for \( i \neq 1 \). This is the content of the following Lemma.

**Lemma 30.** Suppose for some \( \rho \) we have \( \rho_i \leq \alpha \) for all \( i \neq 1 \) and \( \rho_1 > \beta \), for some \( \alpha, \beta \in (0, 1) \). Then,

\[
\lambda_1 > \frac{\rho_1}{1 + 2n \frac{\rho_1}{\rho_2}}
\]

and

\[
\lambda_i \leq \frac{2(1 - \rho_1)}{\beta^2(1 - \alpha)}
\]

for all \( i \neq 1 \).

**Proof.** We have

\[
\lambda_i = \frac{\rho_i}{1 + \sum_j \frac{\rho_i}{\rho_j}} = \frac{\rho_i}{1 + \sum_{j \neq 1} \frac{\rho_i^2(1 - \rho_i)}{\rho_j^2(1 - \rho_j)}}
\]

For \( i \neq 1 \), this implies

\[
\lambda_i \leq \frac{1}{\sum_{j \neq 1} \frac{\rho_i^2(1 - \rho_i)}{\rho_j^2(1 - \rho_j)}} \leq \frac{1 - \rho_i^2}{\rho_i^2(1 - \rho_i)}
\]

We have \( 1 - \rho_i^2 = (1 - \rho_1)(1 + \rho_i) < 2(1 - \rho_1) \) and \( 1 - \rho_i^2 = (1 - \rho_i)(1 + \rho_i) \geq 1 - \alpha \). This gives

\[
\lambda_i \leq \frac{2(1 - \rho_1)}{\beta^2(1 - \alpha)}
\]
Hence, we can write
\[ \lambda_1 = \frac{\rho_1}{1 + \sum_{j \neq 1} \frac{\rho_j^{1-\alpha}}{1 - \rho_j}} \]

We have that
\[ \sum_{j \neq 1} \frac{\rho_j^2(1 - \rho_j^2)}{1 - \rho_j^2} \leq 2n \frac{1 - \rho_1}{1 - \alpha} \implies \lambda_1 \geq \frac{\rho_1}{1 + 2n \frac{1 - \rho_1}{1 - \alpha}} \]

We are now ready to prove Lemma 29.

**Proof of Lemma 29.** We will first prove that
\[ |\rho_i^{t+1} - \hat{\alpha}_{1i}| \leq C(\alpha, \beta)|\rho_i^t - 1| \]  \( (27) \)

for some constant \(C(\alpha, \beta)\) that will be specified in the sequel. We have that
\[ |\rho_i^{t+1} - \hat{\alpha}_{1i}| = \left| \frac{\rho_i^t + \sum_{j \neq i} (\hat{\alpha}_{ij} - \rho_i^t \rho_j^t) \lambda_j^t}{\sqrt{1 + \sum_{j \neq k} \lambda_j^t \lambda_k^t (\rho_j^t \rho_k^t - \rho_i^t \rho_j^t)}} - \hat{\alpha}_{1i} \right| \]

As usual, denote \(\Delta_{ij}^t = \hat{\alpha}_{ij} - \rho_i^t \rho_j^t\). Also, let
\[ U^t := \sum_{j \neq k} \lambda_j^t \lambda_k^t (\hat{\alpha}_{jk} - \rho_j^t \rho_k^t) \]

Hence, we can write
\[ |\rho_i^{t+1} - \hat{\alpha}_{1i}| = \left| \frac{\rho_i^t + \sum_{j \neq i} \Delta_{ij}^t \lambda_j^t}{\sqrt{1 + U^t}} - \hat{\alpha}_{1i} \sqrt{1 + U^t} + \sum_{j \neq i, 1} \Delta_{ij}^t \lambda_j^t \right| \]
\[ = \left| (\lambda_1 - \sqrt{1 + U^t})(\hat{\alpha}_{1i} - \rho_i^t \rho_j^t) + \rho_i^t (1 - \rho_i^t \sqrt{1 + U^t}) + \sum_{j \neq i, 1} \Delta_{ij}^t \lambda_j^t \right| \]
\[ \frac{\sqrt{1 + U^t}}{\sqrt{1 + U^t}} \]

Let’s start by bounding \(U^t\). Using Lemma 30 have that for \(j, k \neq 1\):
\[ |\lambda_j^t \lambda_k^t \Delta_{jk}| \leq 2 \left( \frac{2(1 - \rho_1^t)}{\beta^2(1 - \alpha)} \right)^2 \]

where we have used the fact that \(\hat{\alpha}_{ij} \leq 1\). If \(j = 1\) then
\[ |\lambda_1^t \lambda_k^t (\hat{\alpha}_{1k} - \rho_i^t \rho_k^t)| \leq 2 \frac{2(1 - \rho_1^t)}{\beta^2(1 - \alpha)} \]

Hence, we conclude that
\[ |U^t| \leq n^2 \frac{8(1 - \rho_1^t)^2}{\beta^4(1 - \alpha)^2} + 4n \frac{1 - \rho_1^t}{\beta^2(1 - \alpha)} \]

By Assumption 26 we have that the right hand side of the last inequality is < 1/2. This gives, by a simple Taylor approximation, that
\[ |\sqrt{1 + U^t} - 1| \leq C|U^t| \]
for some constant $C$. Hence,

$$|\lambda_1^t - \sqrt{1 + U^t}| \leq |\lambda_1^t - 1| + |\sqrt{1 + U^t} - 1| \leq 1 - \frac{\rho_1^t}{1 + 2n\frac{1 - \rho_1^t}{\beta t}} + Cn^2 \frac{8(1 - \rho_1^t)^2}{\beta^4(1 - \alpha)^2} + 4Cn \frac{1 - \rho_1^t}{\beta^2(1 - \alpha)}$$

$$\leq \left(1 + \frac{2n}{1 - \alpha}\right)(1 - \rho_1^t) + Cn^2 \frac{8(1 - \rho_1^t)^2}{\beta^4(1 - \alpha)^2} + 4Cn \frac{1 - \rho_1^t}{\beta^2(1 - \alpha)}$$

We also have

$$|1 - \rho_1^t \sqrt{1 + U^t}| \leq 1 - \rho_1^t + \rho_1^t |1 - \sqrt{1 + U^t}| \leq 1 - \rho_1^t + Cn^2 \frac{8(1 - \rho_1^t)^2}{\beta^4(1 - \alpha)^2} + 4Cn \frac{1 - \rho_1^t}{\beta^2(1 - \alpha)}$$

Lastly, we have

$$\sum_{j \neq i, 1} \Delta_{ij}^t \lambda_j^t \leq 4n \frac{1 - \rho_1^t}{\beta^2(1 - \alpha)}$$

Hence,

$$|\rho_1^{t+1} - \tilde{\alpha}_1^t| \leq \left(1 + \frac{2n}{1 - \alpha}\right)(1 - \rho_1^t) + Cn^2 \frac{8(1 - \rho_1^t)^2}{\beta^4(1 - \alpha)^2} + 4Cn \frac{1 - \rho_1^t}{\beta^2(1 - \alpha)}$$

$$\leq C(1 - \rho_1^t) \left(1 + \frac{2n}{1 - \alpha} + n^2 \frac{1 - \beta}{\beta^3(1 - \alpha)^2} + \frac{n}{\beta^2(1 - \alpha)}\right)$$

for some constant $C$, since we have assumed \[(20)\]. If we set $C(\alpha, \beta)$ equal to the multiplier of $1 - \rho_1^t$, we have obtained \[(27)\]. The second step is to show that

$$1 - \rho_1^{t+1} \geq K(\alpha, \beta)(1 - \rho_1^t) \quad (28)$$

Inequalities \[(27)\] and \[(28)\] together give us the desired result. We have that

$$\rho_1^{t+1} = \frac{\rho_1^t + \sum_{j \neq 1} (\tilde{\alpha}_{1j} - \rho_1^t \rho_j^t) \lambda_j^t}{\sqrt{1 + \sum_{j \neq k} \lambda_j^t \lambda_k^t (\tilde{\alpha}_{jk} - \rho_j^t \rho_k^t)}}$$

First of all, by Taylor we have that if $|x| \leq 1/2$

$$(1 + x)^{-1/2} \leq 1 - \frac{x}{2} + cx^2$$

We have already shown that $|U^t|$ is smaller than a constant (using also assumption \[(20)\]). This gives

$$\rho_1^{t+1} \leq \left(\rho_1^t + \sum_{j \neq 1} (\tilde{\alpha}_{1j} - \rho_1^t \rho_j^t) \lambda_j^t\right) \left(1 - \frac{U^t}{2} + c|U^t|^2\right)$$

$$= \rho_1^t + \sum_{j \neq 1} (\tilde{\alpha}_{1j} - \rho_1^t \rho_j^t) \lambda_j^t - \rho_1^t \lambda_1^t \sum_{j \neq 1} (\tilde{\alpha}_{1j} - \rho_1^t \rho_j^t) \lambda_j^t - \frac{\rho_1^t}{2} \sum_{j \neq k} \Delta_{ij}^t \lambda_j^t \lambda_k^t - \frac{U^t}{2} \sum_{j \neq 1} \Delta_{1j}^t \lambda_j^t$$

$$+ c|U^t|^2 (\rho_1^t + \sum_{j \neq 1} \Delta_{1j}^t \lambda_j^t)$$

$$\leq \rho_1^t + (1 - \rho_1^t \lambda_1^t) \sum_{j \neq 1} \Delta_{1j}^t \lambda_j^t + Cn^2 \frac{(1 - \rho_1^t)^2}{\beta^4(1 - \alpha)^2} + C\frac{n|U^t|(1 - \rho_1^t)}{\beta^2(1 - \alpha)} + C\frac{n|U^t|^2(1 - \rho_1^t)}{\beta^2(1 - \alpha)}$$
We know that
\[ \sum_{j \neq 1} \Delta_{tj} \lambda_j^t \leq 4n \frac{1 - \rho_1^t}{\beta^2(1 - \alpha)} \]
and
\[ 1 - \rho_1^t \lambda_1^t = 1 - \rho_1^t + \rho_1^t (1 - \lambda_1^t) \leq (1 - \rho_1^t) \left( 1 + \frac{2n}{1 - \alpha} \right) \]
Hence, we have that
\[ 1 - \rho_1^{t+1} \geq (1 - \rho_1^t) \left( 1 - \frac{2n}{1 - \alpha} \right) - Cn^2 \frac{(1 - \rho_1^t)^2}{\beta^4 (1 - \alpha)^2} - C \frac{n|U^t|}{\beta^2 (1 - \alpha)} \]

We now have almost all the necessary ingredients required for the proof of Lemma 28. The final Lemma we will prove says that if \( \rho_1 \) happens to come very close to 1, then after one iteration it will start moving away from 1. This is qualitatively similar to the proof of Theorem 25 in the manuscript, but now we have to make precise quantitative predictions for how close it should be to 1. This is the content of the following Lemma.

**Lemma 31.** Suppose that \( \min(\min_i \rho_0^i, \min_i \rho_\ast^i) \geq c_1, 1 - \max(\max_i \rho_0^i, \max_i \rho_\ast^i) \geq c_2 \), where \( c_1, c_2 \in (0, 1) \) are constants. Suppose we run EM [13] with \( m \) samples and suppose \( \rho_1^t > 1 - c'/n^k > 1 - c/n^2 \), where \( c' > 0 \) is a sufficiently small constant, \( k \geq 12 \) and \( c \) is the constant of Corollary 1. Finally, assume that \( m = \Omega(\log(n/\delta) / \min(c_1, c_2)^2) \). Then, with probability at least \( 1 - \delta \), for all \( t' \geq t + 1 \) we have that if \( \rho_1^t > c'/n^k \), then for some absolute constant \( C > 0 \) we have

\[ \rho_1^{t'+1} \leq \rho_1^t - \frac{C}{2}(1 - \rho_1^t)^2 \]

**Proof.** We first state a slight modification of Lemma 23. The proof is exactly the same, but now we are applying Taylor in the update rule of the empirical EM instead of the population.

**Lemma 32.** Let \( \rho^t \) be the current iteration of empirical EM [13] and define
\[ c^t := \max(1 - \rho_1^t, \max_i |\hat{\alpha}_{1i} - \rho_1^t|) \]
Suppose also that \( \min_i \hat{\alpha}_{1i} \geq c_1, 1 - \max_i \hat{\alpha}_{1i} \geq c_2 \), where \( c_1, c_2 \) are constants. Then, there exist absolute constants \( C, K > 0 \) depending on \( c_1, c_2 \) such that
\[ \rho_1^{t+1} \leq \rho_1^t - C|\rho_1^t - 1|^2 + Kn^3(c^t)^3 \]
By Corollary 1 we have that \( \rho_1^t < 1 - c/n^2 \). Thus, if we set \( \alpha = 1 - c/n^2 \) and \( \beta = 1 - c'/n^k \) we get that
\[ (1 - \beta)R(\alpha, \beta, n) \leq C \frac{1}{n^k} \left( \frac{1}{n^{k-6}} + n^3 \right) \]
which can be made less than \( 1/2 \) with \( k \geq 3 \). Thus, all the assumptions of Lemma 23 are satisfied. By applying this result, we get that for some constant \( C \)
\[ |\rho_1^{t+1} - \hat{\alpha}_{1i}| \leq C \frac{n^3}{n^{k-6}}(1 - \rho_1^{t+1}) \leq C'' n^3 (1 - \rho_1^{t+1}) \]
Similarly, for any \( t' \geq t + 1 \) such that \( \rho_1^{t'} > 1 - c'/n^k \) the previous calculations apply, hence we get for all \( t' \geq t + 1 \)
\[ |\rho_1^{t'} - \hat{\alpha}_{1i}| \leq C \frac{n^3}{n^{k-6}}(1 - \rho_1^{t'+1}) \leq C'' n^3 (1 - \rho_1^{t'}) \]
Thus, for every \( t' \geq t + 1 \) we have
\[
\epsilon' \leq C''n^3(1 - \rho'_1)
\]
To apply Lemma \[32\] notice that the assumption on \( \hat{\alpha} \) is automatically satisfied by our assumption on the number of samples \( m \). Hence, by applying Lemma \[32\] we get that
\[
\rho_i^{t'+1} = \rho_i^t - C(1 - \rho_i^t)^2 + K'n^{12}(1 - \rho_i^{t'+1})^3
\]
Now, if \( k \geq 12 \) and \( c' \) is a small enough constant, we have
\[
K'n^{12}(1 - \rho_i^{t'+1}) < C/2
\]
which implies that
\[
\rho_i^{t'+1} \leq \rho_i^t - \frac{C}{2}(1 - \rho_i^t)^2
\]

We are now ready to present the proof of the main Lemma of this section.

**Proof of Lemma \[28\]** First of all, our assumption on \( m \) implies that \( \hat{\alpha}_{ij} \) is bounded away from 0 and 1 with probability at least \( 1 - \delta \). Hence, all the claims that follow hold with probability at least \( 1 - \delta \) (because the boundedness property is required to apply some of these Lemmas). Initially, we have \( \rho_i^t < 1 - c'/n^k \) for all \( i \). Let \( t \) be the first time where \( \rho_i^t < 1 - c'/n^k \) for some \( i \). Let \( T \) be the first time after \( t \) such that \( \rho_i^t \leq 1 - c'/n^k \).

Then, by Lemma \[31\] we have that \( \rho_i^{t'+1} \leq \rho_i^t \) for all \( T > t' \geq t + 1 \). Hence, we have \( \rho_i^t \leq \max(\rho_i^t, \rho_i^{t+1}) \) for all \( t' < T \). Let us now try to upper bound \( \rho_i^{t+1} \) and \( \rho_i^t \). First of all, we can write \( y_i^t = Ax_i^t + v_i^t \), where \( x_i^t \) is the random variable of the leaf \( i \) sampled according to the parameters \( \sigma_{x_i}^{t-1} \), \( y_i^t \) is the random variable that is sampled conditional on all \( x_j^t \) and with model parameters \( \rho_i^{t-1} \) and \( v_i^t \) is independent of \( x_i^t \). Let \( v^2 \) be the variance of \( v_i^t \). Then, by definition
\[
\rho_i^t = \frac{A}{\sqrt{A^2 + v^2}} = \frac{1}{\sqrt{1 + (v/A)^2}}
\]
Then, we have that \( A = Cov(y_i^t, x_i^t)/\sigma_{x_i}^t \leq \sum \lambda_{ij}^{t-1}/\sigma_{x_i}^t \leq Cn \). Here we used the fact that \( |\sigma_{x_i}^t - 1| \leq C \), where \( C \) is a small constant, which is implied by the assumption on the number of samples \( m \). As for \( v^2 \), we can show that
\[
v^2 \geq \frac{1}{1 + \sum \frac{\lambda_{ij}^{t-1}}{1 - (\rho_i^{t-1})^2}}
\]
Indeed, the right hand side of this inequality is the conditional variance of \( y \) conditioned an all \( x_j^t \) for \( j \in [n] \). Since conditioning reduces the variance, the inequality is obvious. Now, we know that \( 1 - (\rho_i^{t-1})^2 > 1 - c'/n^k \) for all \( i \) by definition. Hence,
\[
v^2 \geq \frac{C}{n^{2k+1}}
\]
Hence,
\[
\rho_i^t \leq \frac{1}{\sqrt{1 + C/n^{2k+3}}} \leq 1 - \frac{C'}{n^{2k+3}}
\]
Using this bound, in a completely similar fashion we get that
\[
\rho_i^{t+1} \leq 1 - \frac{C''}{n^{4k+9}}
\]
Hence, we have that \( \rho_i^t \leq 1 - C/n^{4k+9} \) for all \( t' < T \). Now, let’s examine what happens after time \( T \). We proved in Lemma \[32\] that \( |\rho_j^T - \hat{\alpha}_{ij}| \leq Cn^3(1 - \rho_i^{T-1}) \leq C/n^{k-3} \) for all \( j \neq i \). Hence, for \( k \geq 2 \) and
small enough constant $q \in (0, 1)$ we have that $\rho_j^T \leq \hat{\alpha}_{ij} + q \leq 1 - c'/n^k$ for $j \neq i$. We already know that $\rho_j^T \leq 1 - c'/n^k$ by definition of $T$. Hence, at the $T$-th iteration all correlations will remain bounded away from 0. We can then consider the first time after $T$ such that some correlation becomes bigger than $1 - c'/n^k$ and the same bounds that we already established apply again and so on. Hence, we conclude that for all $i, t$, $\rho_i^t \leq 1 - C''/n^{tk+g}$.

\[\square\]

### C.4 No correlation is close to 0

In this Section, we prove a lower bound for all the correlations at any iteration of the algorithm. We will prove the following Lemma.

**Lemma 33.** Suppose that $\min(\min_i \rho_i^0, \min_i \rho_i^*) \geq c_1, 1 - \max(\max_i \rho_i^0, \max_i \rho_i^*) \geq c_2$, where $c_1, c_2 \in (0, 1)$ are constants. Suppose we have access to $m$ i.i.d. samples $x^{(1)}, \ldots, x^{(m)}$ from the distribution $\mu_+$. Let $\rho_i^t$ be the correlations produced by the EM iteration (18) run using these samples. Suppose $m = \Omega(\log(n/\delta)/\min(c_1, c_2)^2)$. Then, there exists a constant $c = c(c_1, c_2)$ such that with probability at least $1 - \delta$, for all $t$ and for all $i \in [n]$ $\rho_i > c/n^{k+2}$ for $k \geq 4$.

**Proof.** We start by stating a slight modification of Lemma 22 in the case of sample EM.

**Lemma 34.** Let $\rho^t$ be the iteration of sample EM (18). If $\rho^t = 0$ then $\rho^{t+1} = 0$. Further, there exists $C > 0$ such that for all $i, j, k \in \{1, \ldots, n\}$ and all $\rho \in [0, 1/2]^n$,

\[
\frac{d\rho_i^{t+1}}{d\rho_j^t} \bigg|_0 = \begin{cases} 1 & \text{if } i = j, \\ \hat{\alpha}_{ij} & \text{if } i \neq j. \end{cases} \quad -C \leq \frac{d\rho_i^{t+1}}{d\rho_j^t} \bigg|_\rho \leq C. \tag{29}
\]

By our assumption on the number of samples $m$, we get that all $\hat{\alpha}_{ij}$ are bounded away from 0 and 1 depending on the constants $c_1, c_2$, with probability $1 - \delta$. From now on, we will assume this holds deterministically. Using Lemma 34 and Taylor’s Theorem, we get that for all $i$

\[
\rho_i^{t+1} \geq \rho_i^t + \sum_{j \neq i} \rho_j \hat{\alpha}_{ij} - \sum_{j, k} C \rho_j^t \rho_k.
\]

We now prove that during all iterations $t$ and for all $i \neq j$, we have $\rho_i^t \geq c(n) \rho_j^t$, for some constant $c(n)$ that is independent of the iteration $t$. For $t = 0$, we can find some constant $c$ independent of $n$ such that this is satisfied (because we initially start at a constant distance from the optimum). Now, suppose $t > 1$. Suppose without loss of generality that $\rho_i^{t-1} \geq \rho_j^{t-1}$ for all $i \neq 1$. Let us fix $i \neq j$. By the update rule, we have that

\[
\rho_i^t \geq \frac{\hat{\alpha}_{ij}}{\sqrt{1 + 2n^2}} \geq \frac{\hat{\alpha}_{ij}}{n\sqrt{3}} \frac{\lambda_i^{t-1}}{\lambda_j^{t-1}}.
\]

On the other hand, we have that

\[
\rho_j^t \leq \sum_k \lambda_k^{t-1} \leq n \lambda_k^{t-1}
\]

since $\lambda_k^{t-1} \geq \lambda_k^{t-1}$ for all $k \neq 1$. Thus, we conclude that

\[
\rho_i^t \geq \frac{\hat{\alpha}_{ij}}{n^2\sqrt{3}} \rho_j^t \geq \frac{K}{n^2} \rho_j^t
\]

so we set $c(n) := K/n^2$, where $K$ is some constant that depends on the lower bound on $c_1, c_2$ (it is lower bounded by assumption).

Now that we have proven this claim, we can use inequality (29). Suppose w.l.o.g. that $1 = \arg \max_i \rho_i^t$.

Then

\[
\rho_i^{t+1} \geq \rho_i^t + \sum_{j \neq i} \rho_j \hat{\alpha}_{ij} - \sum_{j, k} C \rho_j^t \rho_k \geq \rho_i^t + \frac{K}{n^2} \rho_1^t - Cn^2(\rho_1^t)^2 = \rho_i^t + \frac{K}{n} \rho_1^t - Cn^2(\rho_1^t)^2
\]

38
Suppose $\rho_1^t < c/n^k$, where $k$ will be determined later. Then,

$$\rho_1^{t+1} \geq \rho_1^t + \rho_1^t(K/n - Cn^2/n^k) > \rho_1^t$$

if $k - 2 \geq 2$ and $c$ is small enough. Now suppose $\rho_1^t \geq c/n^k$. Then, we have already proved that

$$\rho_1^{t+1} \geq \frac{K}{n} \lambda_1^t$$

Now, we have

$$\lambda_1^t = \frac{\rho_1^t}{1 + \sum_{j \neq 1} \frac{|\rho_1^t|^2(1-(\rho_1^t)^2)}{1-(\rho_1^t)^2}} \geq \frac{\rho_1^t}{n + 1}$$

since $1 - (\rho_1^t)^2 \leq 1 - (\rho_1^t)^2$ for all $j \neq 1$. It follows that

$$\rho_1^{t+1} \geq \frac{cK}{n^{k+2}}$$

Hence, if the maximum exceeds the threshold, all correlations are lower bounded, otherwise they do not decrease. We conclude that for all iterations $t$ and all $i$ the required bound holds.

\[\Box\]

### D Proof of Theorem 2: finite sample and finite iterate

#### D.1 A deterministic assumption

Note that our theorem holds with high probability. To remove the probabilistic part, we assume a deterministic assumption on the sample, that will hold with high probability. First, we present a definition:

**Definition 2.** Let $\eta > 0$. We say that a sample $x^{(1)}, \ldots, x^{(m)}$ is $\eta$-representative of $\mu^*$ if the following hold:

- For all $i = 1, \ldots, n$,

$$1 - \eta \leq \sqrt{\frac{1}{m} \sum_{k=1}^{m} \left( x_i^{(k)} \right)^2} \leq 1 + \eta.$$  

(recall that we assumed that the variance of each coordinate of $\mu^*$ is 1).

- For all $i \neq j \in \{1, \ldots, n\}$:

$$\rho_i^* \rho_j^* - \eta \leq \frac{1}{m} \sum_{k=1}^{m} x_i^{(k)} x_j^{(k)} \leq \rho_i^* \rho_j^* + \eta.$$  

- For all $i \neq j$,

$$\rho_i^* \rho_j^* - \eta \leq \hat{\alpha}_{ij} = \frac{1}{m} \sum_{k=1}^{m} \left( x_i^{(k)} \right)^2 \left[ \frac{1}{m} \sum_{k=1}^{m} x_i^{(k)} x_j^{(k)} \right] \leq \rho_i^* \rho_j^* + \eta.$$  

We will assume that the sample is $\eta$-representative, where $\eta$ is sufficiently small. We note that from Chernoff-Hoeffding bound, the sample is $\eta$-representative with probability $1 - \delta$, if $m \geq \Omega(\log(n/\delta)/\eta^2)$.  
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D.2 Iterates are bounded away from 0 and 1

We start by recalling that in all iterates, the correlations $\rho_i$ are always bounded away from 0 and 1, assuming finite sample: (proof is in Section C)

**Theorem 5.** Suppose that $\min(\min, \rho_i^0, \min, \rho_i^*) \geq \alpha, 1 - \max(\max, \rho_i^0, \max, \rho_i^*) \geq \beta$, where $\alpha, \beta \in (0, 1)$ are constants. Suppose we have access to $m$ i.i.d. samples $x^{(1)}, \ldots, x^{(m)}$ from the distribution $\mu_\ast$. Let $\rho_i$ be the correlations produced by the EM iteration run using these samples. Suppose $m = \Omega(\log(n/\delta)/\min(\alpha, \beta)^2)$. Then, there are constants $C(\alpha, \beta), C'(\alpha, \beta) > 0$ such that with probability at least $1 - \delta$, for all $t > 0$, $i$ and $k = 12$:

$$
\frac{C(\alpha, \beta)}{n^{k+2}} \leq \rho_i \leq 1 - \frac{C'(\alpha, \beta)}{n^{k+9}}
$$

Next, we would use the fact that the iterates are always bounded away from 0 and 1 for the remainder of the proof. For that purpose, we have the following definition:

**Definition 3.** We say that the iterates of the EM are $(A, B)$-bounded if $A \leq \rho_i \leq 1 - B$ and $A \leq \rho_i \leq 1 - B$ for all $i$ and $t \geq 0$.

D.3 Sample-EM is close to the population EM

Next, we will argue that one iterate of the sample EM close to one iterate of the population EM, if the sample is $\eta$-representative.

**Lemma 35.** Assume that the sample is $\eta$-representative, for some $\eta > 0$. Fix values of $\rho_1, \ldots, \rho_n$ and let $\rho_1^{t+1}, \ldots, \rho_n^{t+1}$ denote the value of the next iterate according to the finite-sample update of Lemma 26. Similarly, denote by $\hat{\rho}_1^{t+1}, \ldots, \hat{\rho}_n^{t+1}$ the result of applying the population EM update, as described in Lemma 8. Assume that the iterates of the EM are $(A, B)$-bounded, that $A \leq 1/n$ for some $A > 0$ and assume that $\eta \leq A^2/2$. Then,

$$
|\rho_i^{t+1} - \hat{\rho}_i^{t+1}| \leq \eta \left( \frac{4\sqrt{8n^3}}{A^3} + \frac{\sqrt{8n}}{A} \right)
$$

**Proof:** Fix $i \in \{1, \ldots, n\}$. Let us denote the numerator and the denominator, for both the expressions for $\rho_i^{t+1}$ and $\hat{\rho}_i^{t+1}$, as follows:

$$
X = \lambda_i^t + \sum_{j \neq i} \lambda_j^t \hat{\alpha}_{ij}, \quad X' = \lambda_i^t + \sum_{j \neq i} \lambda_j^t \rho_i^* \rho_j^*
$$

and

$$
Y = \sum_{i=1}^n (\lambda_i^t)^2 + \sum_{i \neq j \in \{1, \ldots, n\}} \lambda_i^t \lambda_j^t \hat{\alpha}_{ij}, \quad Y' = \sum_{i=1}^n (\lambda_i^t)^2 + \sum_{i \neq j \in \{1, \ldots, n\}} \lambda_i^t \lambda_j^t \rho_i^* \rho_j^* .
$$

Then, the quantity that we wish to bound is:

$$
\left| \frac{X}{\sqrt{Y'}} - \frac{X'}{\sqrt{Y}} \right| = \left| \frac{X}{\sqrt{Y'}} - \frac{X}{\sqrt{Y'}} + \frac{X}{\sqrt{Y'}} - \frac{X'}{\sqrt{Y'}} \right| \leq |X| \left| \frac{1}{\sqrt{Y}} - \frac{1}{\sqrt{Y'}} \right| + \frac{1}{\sqrt{Y'}} |X - X'| \frac{1}{\sqrt{Y'}} + \frac{1}{\sqrt{Y'}} |X - X'| .
$$

Our goal is to upper bound $X$, lower bound $Y$ and $Y'$, and upper bound $|X - X'|$ and $|Y - Y'|$, as computed below. First, notice that

$$
|X - X'| = \left| \left( \lambda_i^t + \sum_{j \neq i} \lambda_j^t \hat{\alpha}_{ij} \right) - \left( \lambda_i^t + \sum_{j \neq i} \lambda_j^t \rho_i^* \rho_j^* \right) \right| \leq \sum_{j \neq i} \lambda_j^t |\hat{\alpha}_{ij} - \rho_i^* \rho_j^*| \leq \eta \sum_{j=1}^n \lambda_j^t ,
$$

(31)
where the last inequality follows by assumption of this lemma that $|\hat{\alpha}_{ij} - \rho_i^* \rho_j^*| \leq \eta$. Recall the expression for $\lambda^t_i$ in (1), and notice that we can bound it as follows:

$$\lambda^t_i = \frac{\rho_i^t/(1 - (\rho_i^t)^2)}{1 + \sum_{j=1}^n (\rho_j^t)^2 / (1 - (\rho_j^t)^2)} \leq \frac{\rho_i^t/(1 - (\rho_i^t)^2)}{1 + (\rho_i^t)^2 / (1 - (\rho_i^t)^2)} = \rho_i^t \leq 1.$$ 

Then, $\sum_i \lambda_i \leq n$, which implies that $|X - X'| \leq \eta n$.

Next:

$$|Y - Y'| = \left| \sum_{j \neq i} \lambda^t_j \hat{\alpha}_{ij} - \sum_{j \neq i} \lambda^t_j \rho_i^* \rho_j^* \right| \leq \sum_{j \neq i} \lambda^t_j |\hat{\alpha}_{ij} - \rho_i^* \rho_j^*| \leq \eta n^2;$$

using the fact that $\lambda^t_i \leq 1$ and the assumption of this lemma that $|\hat{\alpha}_{ij} - \rho_i^* \rho_j^*| \leq \eta$. Further,

$$X = \lambda^t_i + \sum_{j \neq i} \lambda^t_j \hat{\alpha}_{ij} \leq \sum_{j = 1}^n \lambda^t_j \leq n.$$ 

Further,

$$Y' \geq \sum_{i=1}^n \sum_{j=1}^n \lambda^t_i \lambda^t_j \hat{\alpha}_{ij} \geq \sum_{i=1}^n \sum_{j=1}^n A^2 = \left( \sum_{i=1}^n \lambda^t_i \right)^2 A^2,$$

using the assumption that $\rho_i^* \geq A$ for all $i$. Similarly, we derive that

$$Y \geq \sum_{i=1}^n \sum_{j=1}^n \lambda^t_i \lambda^t_j \hat{\alpha}_{ij} \geq \sum_{i=1}^n \sum_{j=1}^n \lambda^t_i \lambda^t_j A^2 / 2 = \left( \sum_{i=1}^n \lambda^t_i \right)^2 A^2 / 2,$$

using the assumptions that $\rho_i^* \geq \rho_i^t$ and that $|\hat{\alpha}_{ij} - \rho_i^* \rho_j^*| \leq A^2 / 2$. It remains to lower bound the value of $\sum_i \lambda^t_i$:

$$\sum_i \lambda^t_i = \frac{\sum_{i=1}^n \rho_i^t / (1 - (\rho_i^t)^2)}{1 + \sum_{i=1}^n (\rho_i^t)^2 / (1 - (\rho_i^t)^2)} \geq \frac{\sum_{i=1}^n \rho_i^t / (1 - (\rho_i^t)^2)}{1 + \sum_{i=1}^n \rho_i^t / (1 - (\rho_i^t)^2)} \geq \frac{\sum_{i=1}^n \rho_i^t}{1 + \sum_{i=1}^n \rho_i^t} \geq \frac{nA}{1 + nA},$$

where, for the last two inequalities, we used the fact that if $a \geq a' > 0$ and $b \geq 0$ then $a/(a + b) \geq a'/(a' + b)$.

We will further use the assumption that $A \geq 1/n$ to derive that the right hand side is lower bounded by $1/2$.

We derive that

$$Y, Y' \geq A^2 / 8.$$ 

Substituting our estimates from (10), we derive that, for some universal constant $C > 0$,

$$\left| \frac{X}{\sqrt{Y}} - \frac{X'}{\sqrt{Y'}} \right| \leq \frac{n \cdot \eta n^2}{A^2 / 8 \cdot 2(A / \sqrt{8})} + \frac{1}{A / \sqrt{8}} \eta = \eta \left( \frac{4\sqrt{8}n^3}{A^3} + \frac{\sqrt{8}n}{A} \right).$$

$\Box$

### D.4 KL is comparable to the parameter $\ell_2$ distance

In our argument, we will prove that in each iteration, the KL divergence between the iterate and the true distribution shrinks by a constant factor. In order to argue about that, we would like to claim that the KL divergence between two models is comparable to the $\ell_2$ distance between their correlation parameters $\rho_i$, provided that those are bounded away from $0$ and $1$:
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Lemma 36. Assume that the iterates of the EM are \((A, B)\)-bounded. Then, for some universal constant \(C > 0\) and for all \(t \geq 0\),

\[(n/AB)^{-C} \|\rho^t - \rho^*\|_2^2 \leq \text{KL}(\mu^*_x \| \mu^t_x) \leq (n/(AB))^C \|\rho^t - \rho^*\|_2^2.
\]

In the sections below we will prove statements that are slightly more general (which will also be used further in the proof).

D.4.1 Upper bounding the KL

We start by proving the following lemma:

Lemma 37. Assume that \(\rho^*_i, \rho^t_i \leq 1 - B\) for all \(i\) and some \(B > 0\). Then,

\[\left| \frac{d\text{KL}(\mu^*_x \| \mu^t_x)}{d\rho^t_i} \right| \leq \text{poly}(n, 1/B) \cdot \|\rho^t - \rho^*\|_2.
\]

Consequently, for \(\rho\) and \(\rho^t\),

\[\left| \text{KL}(\mu^*_x \| \mu^t_x) - \text{KL}(\mu^*_x \| \mu^t_x) \right| \leq \text{poly}(n, 1/B) \max(\|\rho^t - \rho^*\|, \|\rho - \rho^*\|) \|\rho^t - \rho\|.
\]

Lastly,

\[\text{KL}(\mu^*_x \| \mu^t_x) \leq \text{poly}(n, 1/B) \cdot \|\rho^t - \rho^*\|_2^2.
\]

Proof. We start by proving the first inequality. We use a few folklore equations: first, we define for any real-valued function \(f\) of a matrix \(A\) by \(d f(A)/dA\) the matrix whose \(ij\)-entry is the derivative of \(f(A)\) as a function of \(A_{ij}\). The first folklore equation is:

\[\frac{d \log \det(A)}{dA} = (A^{-1})^\top.
\]

For the second equation, assume that \(A\) is a function of some parameter \(\lambda\). Then,

\[\frac{dA^{-1}}{d\lambda} = -A^{-1} \frac{dA}{d\lambda} A^{-1},
\]

where \(dA/d\lambda\) is a matrix whose \(ij\) entry is the derivative of \(A_{ij}\) as a function \(\lambda\). Further:

\[\frac{df(A)}{d\lambda} = \text{trace} \left( \left( \frac{df(A)}{dA} \right)^\top \frac{dA}{d\lambda} \right).
\]

Lastly, if \(A \in \mathbb{R}^{n \times n}\) is symmetric and \(\|A\|\) is the operator norm of \(A\) then

\[\text{trace}(A) \leq n\|A\|.
\]

Indeed, this is true because \(\text{trace}(A)\) is the sum of its singular values of \(A\) while \(\|A\|\) is the largest singular value in absolute value.

Let us continue by analyzing the KL divergence. We note that the KL divergence between two mean-zero Gaussian vectors and covariances \(\Sigma_1\) and \(\Sigma_2\), is

\[\text{KL}(\Sigma_1 \| \Sigma_2) = \frac{1}{2} \left( -\log \frac{\det((\Sigma_2)^{-1})}{\det((\Sigma_1)^{-1})} - n + \text{trace}((\Sigma_2)^{-1} \Sigma_1) \right).
\]

Applying this on the covariances \(\Sigma^*_x\) and \(\Sigma^t_x\) that correspond to \(\rho^*_x\) and \(\rho^t_x\), we get that

\[\text{KL}(\mu^*_x \| \mu^t_x) = \frac{1}{2} \left( -\log \frac{\det((\Sigma^t)^{-1})}{\det((\Sigma^*_x)^{-1})} - n + \text{trace}((\Sigma^t)^{-1} \Sigma^*_x) \right).
\]
Let us first compute the first derivative as a function of $\rho'$. By (35), we have that
\[
\frac{d\text{KL}(\mu^*_{\rho_i} \| \mu^*_{\rho_j})}{d\rho'_i} = \text{trace} \left( \left( \frac{d\text{KL}(\mu^*_{\rho_i} \| \mu^*_{\rho_j})}{d(\Sigma^t)^{-1}} \right)^\top \frac{d(\Sigma^t)^{-1}}{d\rho'_i} \right) .
\] (35)

Let us expand on the first term. By (32),
\[
\frac{d\text{KL}(\mu^*_{\rho_i} \| \mu^*_{\rho_j})}{d(\Sigma^t)^{-1}} = \frac{1}{2} \frac{d}{d\rho'_i} \left( -\log \det((\Sigma^t)^{-1}) + \text{trace}((\Sigma^t)^{-1} \Sigma^*) \right) = \frac{1}{2} \left( -(\Sigma^t)^\top + \Sigma^* \right) = \frac{1}{2} (\Sigma^* - \Sigma^t) .
\]
Note that the derivative at $\rho^* = \rho'$ equals 0, which implies that
\[
\frac{d\text{KL}(\mu^*_{\rho_i} \| \mu^*_{\rho_j})}{d\rho'_i} \bigg|_{\rho' = \rho^*} = 0 .
\] (36)

By (33), for a general $\rho'$, we have that
\[
\frac{d\text{KL}(\mu^*_{\rho_i} \| \mu^*_{\rho_j})}{d\rho'_i} = \frac{1}{2} \text{trace} \left( (\Sigma^* - \Sigma^t)^\top \frac{d(\Sigma^t)^{-1}}{d\rho'_i} \right) = \frac{1}{2} \text{trace} \left( (\Sigma^* - \Sigma^t) \frac{d(\Sigma^t)^{-1}}{d\rho'_i} \right) .
\]
Let us differentiate this again. We have that
\[
\frac{d^2 \text{KL}(\mu^*_{\rho_i} \| \mu^*_{\rho_j})}{d\rho'_i d\rho'_j} = \frac{1}{d\rho'_i} \frac{d}{d\rho'_j} \left( (\Sigma^* - \Sigma^t)^\top \frac{d(\Sigma^t)^{-1}}{d\rho'_i} \right) = \frac{1}{2} \text{trace} \left( -\frac{d\Sigma^t}{d\rho'_i} \frac{d(\Sigma^t)^{-1}}{d\rho'_i} + (\Sigma^* - \Sigma^t) \frac{d^2(\Sigma^t)^{-1}}{d\rho'_i d\rho'_j} \right) .
\]
In order to bound the left hand side above, we use (31), to obtain that
\[
\text{trace} \left( -\frac{d\Sigma^t}{d\rho'_i} \frac{d(\Sigma^t)^{-1}}{d\rho'_i} + (\Sigma^* - \Sigma^t) \frac{d^2(\Sigma^t)^{-1}}{d\rho'_i d\rho'_j} \right) \leq n \left\| \frac{d\Sigma^t}{d\rho'_i} \frac{d(\Sigma^t)^{-1}}{d\rho'_i} + (\Sigma^* - \Sigma^t) \frac{d^2(\Sigma^t)^{-1}}{d\rho'_i d\rho'_j} \right\| \leq \left\| \frac{d\Sigma^t}{d\rho'_i} \right\| \left\| \frac{d(\Sigma^t)^{-1}}{d\rho'_i} \right\| + \left\| (\Sigma^* - \Sigma^t) \right\| \left\| \frac{d^2(\Sigma^t)^{-1}}{d\rho'_i d\rho'_j} \right\| .
\]

We note that each of the components above is bounded by $\text{poly}(n, 1/B)$, using the formulas for $\Sigma^t$ and $(\Sigma^t)^{-1}$ that appear in (20) and (21). To conclude the first part of this lemma, we use the fact that the derivative equals 0 at $\rho^* = \rho'$ as shown in (36), and we integrate the second derivative along the path $\rho(\tau) = (1 - \tau)\rho^* + \tau\rho'$. Define $\mu^*_\rho$ the distribution obtained with correlations $\rho(\tau)$, then
\[
\left| \frac{d\text{KL}(\mu^*_{\rho_i} \| \mu^*_{\rho_j})}{d\rho'_i} \right| = \left| \frac{d\text{KL}(\mu^*_{\rho_i} \| \mu^*_{\rho_j})}{d\rho'_i} - \frac{d\text{KL}(\mu^*_{\rho_i} \| \mu^*_{\rho_j})}{d\rho'_i} \right| = \int_0^1 \frac{d}{d\tau} \left| \frac{d\text{KL}(\mu^*_{\rho_i} \| \mu^*_{\rho_j})}{d\rho'_i} \right| d\tau \leq \int_0^1 \sum_{j=1}^n \left| \frac{d\text{KL}(\mu^*_{\rho_i} \| \mu^*_{\rho_j})}{d\rho'_i} \right| d\tau \leq \int_0^1 \sum_{j=1}^n \left| \frac{d\text{KL}(\mu^*_{\rho_i} \| \mu^*_{\rho_j})}{d\rho'_i} \right| d\tau \leq \text{poly}(n, 1/B) \| \rho' - \rho^* \|_1 \leq \sqrt{n} \text{poly}(n, 1/B) \| \rho' - \rho^* \|_2 .
\]

This concludes the first part of the lemma. The second part of this lemma is bounded similarly, by integrating,
We would like to compute the conditional distribution of \( \mu'_x \) for conditional Gaussians:

\[
\text{Lemma 40.}
\]

We use the formula for conditional Gaussians:

\[
\text{Lemma 38.}
\]

now over the first derivative: define by \( \rho(\tau) = (1 - \tau)\rho + \tau\rho' \). Then,

\[
\left| KL(\mu'_x \| \mu^*_x) - KL(\mu_x \| \mu^*_x) \right| = \left| \int_0^1 \frac{d KL(\mu'_x \| \mu^*_x)}{d\tau} d\tau \right| = \left| \int_0^1 \sum_{i=1}^n \frac{d KL(\mu'_x \| \mu^*_x) d\rho(\tau)_i}{d\rho(\tau)_i} d\tau \right|
\]

\[
= \left| \int_0^1 \sum_{i=1}^n \frac{d KL(\mu'_x \| \mu^*_x)}{d\rho(\tau)_i} (\rho'_i - \rho_i) d\tau \right| = \left| \int_0^1 \sum_{i=1}^n \frac{d KL(\mu'_x \| \mu^*_x)}{d\rho(\tau)_i} (\rho'_i - \rho_i) d\tau \right|
\]

\[
\leq \int_0^1 \sum_{i=1}^n \frac{d KL(\mu'_x \| \mu^*_x)}{d\rho(\tau)_i} |\rho'_i - \rho_i| d\tau \leq \int_0^1 \sum_{i=1}^n \text{poly}(n, 1/B)\|\rho(\tau) - \rho^*\|_2 |\rho'_i - \rho_i| d\tau
\]

\[
\leq \sqrt{n} \text{poly}(n, 1/B) \max_{\tau} \|\rho(\tau) - \rho^*\|_2 \|\rho' - \rho^*\| |\rho'_i - \rho_i|_2 .
\]

The last part of this lemma is obtained from the second part by substituting \( \rho' = \rho^* \).

\[\square\]

D.4.2 \ KL upper bounds the parameter difference

\[
\text{Lemma 38. Let } \mu \text{ and } \mu' \text{ be two distribution. Assume that Var}_x[y] = 1 \text{ and further that Var}_x[x_i] = \text{Var}_y[x_i] = 1. \text{ Then,}
\]

\[
KL(\mu' \| \mu) \geq \max_i \frac{(\mathbb{E}_\mu[x_i y] - \mathbb{E}_{\mu'}[x_i y])^2}{2}.
\]

We would like to lower bound \( KL(\mu' \| \mu) \) by \( (\mathbb{E}_\mu[x_i y] - \mathbb{E}_{\mu'}[x_i y])^2 \). Notice that by the data-processing inequality and the chain rule for KL divergence,

\[
KL(\mu' \| \mu) \geq KL(\mu'_{x_i y} \| \mu_{x_i y}) = KL(\mu'_{x_i} \| \mu_{x_i}) + \mathbb{E}_{x_i \sim \mu_{x_i}^{-1}} [KL(\mu'_{y|x_i} \| \mu_{y|x_i})] = \mathbb{E}_{x_i \sim \mu_{x_i}^{-1}} [KL(\mu'_{y|x_i} \| \mu_{y|x_i})]. \tag{37}
\]

We would like to compute the conditional distribution of \( y \) given \( x_i \), for both \( \mu \) and \( \mu' \). We use the following formula for conditional Gaussians:

\[
\text{Lemma 39. Let } Z \text{ and } W \text{ be jointly distributed Gaussian variables. Then,}
\]

\[
\mathbb{E}[W \mid Z] = EW + \mathbb{E}[ZW] \text{Var}[Z]^{-1} Z,
\]

and

\[
\text{Var}[W \mid Z] = \text{Var}[W] - \mathbb{E}[WZ]^2 \text{Var}[Z]^{-1}.
\]

Using the formula of Lemma \[39\]

\[
\mathbb{E}[y \mid x_i] = \mathbb{E}[y] + \mathbb{E}[x_i y] \text{Var}[x_i]^{-1} x_i,
\]

while

\[
\text{Var}[y \mid x_i] = \text{Var}[y] - \mathbb{E}[x_i y]^2 / \text{Var}[x_i].
\]

Computing some values for \( \mu \) and \( \mu' \), we get that

\[
\mathbb{E}[y \mid x_i] = \mathbb{E}_\mu[x_i y] x_i ; \quad \mathbb{E}[y \mid x_i] = \mathbb{E}_{\mu'}[x_i y] x_i ; \quad \text{Var}_\mu[y \mid x_i] = 1 - \mathbb{E}[x_i y]^2 \leq 1.
\]

We use the formula for the KL of two univariate Gaussians:

\[
\text{Lemma 40. For two univariate Gaussians } X_1, X_2 \text{ with means } \mu_1, \mu_2 \text{ and covariances } \sigma_1^2, \sigma_2^2, \text{ respectively,}
\]

\[
KL(X_1 \| X_2) = \log \frac{\sigma_2}{\sigma_1} + \frac{\sigma_1^2}{2\sigma_2^2} - \frac{1}{2} + \frac{(\mu_1 - \mu_2)^2}{2\sigma_2^2} \geq \frac{(\mu_1 - \mu_2)^2}{2\sigma_2^2}.
\]
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Proof. The first equality is folklore and follows from a direct calculation. To get the inequality, notice that 
\[
\log \frac{\sigma_1^2}{\sigma_2^2} - \frac{1}{2} = \text{KL of two Gaussians with variances } \sigma_1 \text{ and } \sigma_2 \text{ and the same means, hence it is nonnegative.}
\]
we have that
\[
\text{KL}(\mu'_y | x, \mu_y | x) \geq \frac{(E_{\nu_x} y | x, \nu_y | x) - E_{\nu_x} y | x)}{2 \text{Var}_{\nu_x} y | x) \geq x^2 (E_{\nu_x} y | x, \nu_y | x) - E_{\nu_x} y | x)}{2} .
\]
Substituting this in the right hand side of (37) and using the fact that \( \text{KL}(x_i^2) = 1 \), we get the desired result.

D.4.3 Another upper bound on the KL

Lemma 41. Let \( \mu_x \) and \( \mu'_x \) be two leaf distributions with parameters \( \rho \) and \( \rho' \), respectively, which are \( (A, B) \)-bounded, namely, for all \( i, \) \( A \leq \rho_i, \rho'_i \leq 1 - B. \) Assume further that \( \text{Var}_x[i] = \text{Var}_{\nu_x} | x_i = 1 \) for all \( i. \) Then,
\[
\text{KL}(\mu'_x || \mu_x) \geq cA^4 \max_i |\rho_i - \rho'_i|,
\]
where \( c > 0 \) is a universal constant.

Below, we prove Lemma 41. We note that there exist \( i, j \) such that \( |\rho_i \rho_j - \rho'_i \rho'_j| \) is large. Indeed, let \( i \) be the maximizer of \( |\rho_i - \rho'_i| \). For the purpose of lower bounding \( |\rho_i \rho_j - \rho'_i \rho'_j| \), we can assume that \( \rho_i > \rho'_i \).

Denote, let \( \lambda = \rho_i / \rho'_i \). Denote \( M = \max_j |\rho_j - \rho'_j| \). Notice that
\[
\lambda - 1 = (\rho_i - \rho'_i) / \rho'_i \geq \rho_i - \rho'_i = \max_i |\rho_i - \rho'_i| = M.
\]
Then, divide into cases:

• If there exist two different values, \( j, k \), such that \( \rho_j / \rho'_j, \rho_k / \rho'_k \leq \sqrt{1 / \lambda} \). Then,
\[
\frac{\rho'_j \rho'_k}{\rho_j \rho_k} \geq \lambda,
\]
hence
\[
\rho'_j \rho'_k - \rho_j \rho_k = \rho'_j \rho'_k - \rho_j \rho_k \geq (\lambda - 1) \rho_j \rho_k \geq M \rho_j \rho_k \geq MA^2 .
\]

• Otherwise, there is some \( j \) such that \( \rho_j / \rho'_j \geq \sqrt{1 / \lambda} \). Then,
\[
\frac{\rho_i \rho_j}{\rho'_i \rho'_j} \geq \sqrt{\lambda} \geq \sqrt{M + 1} \geq 1 + cM ,
\]
for some universal constant \( c > 0 \). This implies that
\[
\rho_i \rho_j - \rho'_i \rho'_j = \frac{\rho_i \rho_j - \rho'_i \rho'_j}{\rho_i \rho_j} \geq cM \rho_i \rho_j \geq cMA^2 .
\]

This derives that there exist some \( j, k \) such that \( |\rho_j \rho_k - \rho'_j \rho'_k| \geq cA^2 M \) for some universal constant \( c > 0 \). This implies that
\[
|E_{\nu_x} [x_j x_k] - E_{\nu_x} [x_j x_k]| \geq cA^2 M .
\]
From this point onwards, the proof is analogous to the proof of Lemma 38. We start by arguing that by the data processing inequality,
\[
\text{KL}(\mu'_x || \mu_x) \geq \text{KL}(\mu'_{x, x_k} || \mu_{x, x_k}).
\]
Then, we lower bound \( \text{KL}(\mu'_{x, x_k} || \mu_{x, x_k}) \) using the fact that \( |E_{\nu_x} [x_j x_k] - E_{\nu_x} [x_j x_k]| \), exactly the same way as in Lemma 38, we lower bounded \( \text{KL}(\mu'_{x, y} || \mu_{x, y}) \) using the fact that \( |E_{\nu_x} [x_i y] - E_{\nu_x} [x_i y]| \) is large. The proof follows.
D.4.4 Proof of Lemma 36
The proof follows directly from Lemma 37 and Lemma 41 that were proven in the previous subsections.

D.5 Contraction in KL - population EM

In this section, we prove that the KL between the true and the current model contracts by a constant factor in each iteration, for the population EM. Later, we will show how to derive the same results for the sample-EM as well.

Proposition 1. Let \( \rho^t \) denote iterate \( t \) of the population-EM, and assume that the iterates are \((A, B)\)-bounded. Then,
\[
\text{KL}(\mu^*_x \parallel \mu^t_x) \leq (1 - \kappa) \text{KL}(\mu^*_x \parallel \mu^{t+1}_x),
\]
where \( \kappa = AC_1 B C_2 / n C_3 \) for some universal constants \( C_1, C_2, C_3 > 0 \).

We describe the proof of Proposition 1 in the subsections below.

D.5.1 First bound on the KL difference

We will prove the following lemma:

Lemma 42.
\[
\text{KL}(\mu^*_x \parallel \mu^t_x) \geq \text{KL}(\mu^{t+1}_x \parallel \mu^t_x).
\]

First of all, we use the following well-known behavior of the EM:

Lemma 43 (Folklore.).
\[
\text{KL}(\mu^*_x \parallel \mu^t_x) \geq \mathbb{E}_{x,y \sim \mu^t_x, \mu^*_y} \left[ \log \Pr_{\mu^{t+1}}[(x, y)] - \mathbb{E}_{x,y \sim \mu^{t+1}_x} [\log \Pr_{\mu^t}[(x, y)]] \right].
\]  

Proof of Lemma 42. We conclude Lemma 42 by analyzing the right hand side of (38). Notice that by Lemma 1,
\[
\mathbb{E}_{x,y \sim \mu^t_x, \mu^*_y} \left[ \log \Pr_{\mu^{t+1}}[(x, y)] - \mathbb{E}_{x,y \sim \mu^{t+1}_x} [\log \Pr_{\mu^t}[(x, y)]] \right] = \mathbb{E}_{x,y \sim \mu^{t+1}_x} [\log \Pr_{\mu^{t+1}}[(x, y)] - \log \Pr_{\mu^t}[(x, y)]] = \text{KL}(\mu^{t+1}_x \parallel \mu^t_x),
\]

as required. \( \square \)

D.5.2 Bounding the KL by the covariance difference

We apply Lemma 38 with \( \mu = \mu^t \) and \( \mu' = \mu^{t+1} \). Note that this lemma requires that \( \text{Var}_{\mu^t}(y) = 1 \). Indeed, for the purpose of proving Proposition 1 we can assume that, since this proposition only argues about the \( x \)-marginal, and since the correlation parameters \( \rho^t \) and \( \rho^{t+1} \) are not affected by \( \text{Var}_{\mu^t}(y) \). Then, Lemma 38 in combination with Lemma 42 imply that
\[
\text{KL}(\mu^*_x \parallel \mu^t_x) - \text{KL}(\mu^*_x \parallel \mu^{t+1}_x) \geq \text{KL}(\mu^{t+1}_x \parallel \mu^t_x) \geq \max_i \frac{\left( \mathbb{E}_{\mu^t} [x_i y] - \mathbb{E}_{\mu^{t+1}} [x_i y] \right)^2}{2}.
\]  

(39)
D.5.3 Minimal eigenvalue bound

We would like to lower bound the right hand side of (39). To do so, we start with an auxiliary lemma, bounding the minimal eigenvalue of some matrix.

**Lemma 44.** Let $U$ be a matrix with $U_{ij} = u_j$ if $i \neq j$ and $\sum_{k \neq i} u_k$ otherwise, where $u_i > 0$ for all $i$. Then,

$$\sigma_{\min}(U) := \max_{a: \|a\|_2 = 1} \|Ua\|_2 \geq \left(\frac{\min_i u_i}{\|u\|_1}\right)^3 \cdot \frac{(n-2)^3}{128n^3}.$$ 

Our goal is to show that the minimal singular value of this matrix is bounded away from 0. In particular, denote $Ua = K$ for some unit vector $a = (a_1, \ldots, a_n)$ and $K = (K_1, \ldots, K_n)$ and our goal is to lower bound $\|K\|$. The proof has multiple ingredients. First, we denote by $s = \sum_i u_i$ and $t = \sum_i a_i u_i$. We have that

$$K_i = a_i \sum_{j \neq i} u_j + \sum_{j \neq i} a_j u_j = t + a_i(s - 2u_i),$$

hence

$$t + a_i(s - 2u_i) - K_i = 0,$$ (40)

In particular, we have for all $i \neq j$

$$a_i(s - 2u_i) - K_i = a_j(s - 2u_j) - K_j.$$ 

Let us assume that $u_1 \geq u_2 \geq \cdots \geq u_n \geq 0$.

**If $|s - 2u_1|$ is small.**

**Lemma 45.** Assume that $|s - 2u_1| \leq (n - 2)u_n/(8n)$. Then, $\max_i |K_i| \geq (n - 2)u_n/(16n)$.

**Proof.** Denote $\epsilon = |s - 2u_1|$ and let us lower bound $\|K\|$. Then, we have for all $i$,

$$a_i(s - 2u_i) - K_i = a_1 \epsilon - K_1.$$ 

Hence, for all $i > 1$,

$$a_i = \frac{a_1 \epsilon - K_1 + K_i}{s - 2u_i}.$$ 

Denote $K = \max_i K_i$. Then,

$$|a_i| = \left| \frac{a_1 \epsilon - K_1 + K_i}{s - 2u_i} \right| \leq \frac{|\epsilon| + 2K}{s - 2u_i}.$$ 

Notice that $s - 2u_i \geq s - u_1 - u_2 \geq (n - 2)u_n$. Then,

$$|a_i| \leq \frac{|\epsilon| + 2K}{(n - 2)u_n}.$$ 

Denote the right hand side by $m$. Then,

$$|t| = |\sum_i a_i u_i| \geq |a_1 u_1| - \sum_{i > 1} |a_i| u_i \geq |a_1| u_1 - m \sum_{i > 1} u_i.$$ 

Further, recall that $\sum_i a_i^2 = 1$ hence $a_i^2 = 1 - \sum_{i > 1} a_i^2 \geq 1 - nm$ hence $|a_i| \geq \sqrt{1 - nm} \geq 1/2$ assuming that $m < 1/(2n)$. Hence, $t \geq u_1/2 - m \sum_{i > 1} u_i \geq u_1/2 - nm u_1 \geq u_1/4$ assuming that $m < 1/(4n)$. We derive that

$$|K_1| = |t + a_1(s - 2u_1)| \geq |t| - |a_1||s - 2u_1| \geq |t| - |\epsilon| \geq u_1/4 - |\epsilon|.$$ 
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In particular, if $|\epsilon| \leq u_1/8$ then $K_1 \geq u_1/8$. Recall that we further assumed that $m \leq 1/(4n)$ which is satisfied whenever

$$|\epsilon| \leq \frac{(n-2)u_n}{8n}$$

and

$$K \leq \frac{(n-2)u_n}{16n}.$$ 

We derive that if

$$|\epsilon| \leq \frac{(n-2)u_n}{8n}$$

then

$$K \geq \frac{(n-2)u_n}{16n}.$$ 

$t$ is large or $K_i$ is large.

Lemma 46. Assume that $|s - 2u_1| \geq \epsilon$. Then, either $\sum_i |K_i| \geq \epsilon/2$ or $t \geq \epsilon/2n$.

Proof. We assume that $|s - 2u_1| \geq \epsilon$. Then, $|s - 2u_i| \geq \epsilon$ for all $i$. Further, recall from (40) that $|a_i(s - 2u_i) + t| = |K_i|$, which implies that $|K_i| \geq |a_i(s - 2u_i)| - |t| \geq |a_i|\epsilon - t$. Then, $\sum_i |K_i| \geq \epsilon \sum_i |a_i| - nt = \epsilon\|a\|_1 - nt \geq \epsilon\|a\|_2 - nt = \epsilon - nt$. In particular, either $t \geq \epsilon/2n$ or $\sum_i |K_i| \geq \epsilon/2$. □

Assuming that $u_1 < s/2$.

Lemma 47. Assume that $t \neq 0$ and that $s - 2u_1 \geq \epsilon$. Then, $\|K\|_2 \geq \epsilon t/\|u\|_2$.

Proof. From (40), for all $i$,

$$a_i = \frac{K_i - t}{s - 2u_i}.$$ 

From definition of $t$,

$$t = \sum_i a_iu_i = \sum_i \frac{u_iK_i - u_itt}{s - 2u_i} \leq \sum_i \frac{u_iK_i - u_i}{s - 2u_i} \leq \sum_i \frac{|u_iK_i|}{s - 2u_i} \leq \sum_i \frac{|u_i|}{|a_i|} \leq \frac{\|u\|_2\|K\|_2}{\epsilon}$$

(41)

Hence

$$\|K\|_2 \geq \epsilon t/\|u\|_2.$$ 

□

The case that $u_1 > s/2$.

Lemma 48. Assume that $2u_1 - s \geq \epsilon$ and that $t \neq 0$. Then,

$$\|K\|_2 \geq \frac{2(s - u_1 - u_2)\epsilon|t|}{\|u\|_2s}.$$ 

Proof. Using the first few equalities of (41) we get that

$$t = \sum_i \frac{u_iK_i - u_itt}{s - 2u_i}$$

or equivalently,

$$1 = \sum_i \frac{u_iK_i/t - u_i}{s - 2u_i} = -\sum_i \frac{u_i}{s - 2u_i} + R,$$ 

where $R = \sum_i \frac{u_iK_i}{t(s - 2u_i)}$. 48
Then,
\[
\sum_{i>1} \frac{u_i}{s-2u_i} - R = \frac{u_1}{2u_1-s} - 1 = \frac{s-u_1}{2u_1-s} = \sum_{i>1} \frac{u_i}{2u_1-s}.
\]

hence
\[
-R = \sum_i u_i \left( \frac{1}{2u_1-s} - \frac{1}{s-2u_i} \right) = 2 \sum_i u_i \frac{s-u_1-u_i}{(s-2u_i)(2u_1-s)} \geq 2 \sum_i u_i \frac{s-u_1-u_2}{s^2} = \frac{s-u_1-u_2}{s}.
\]

We derive that
\[
\frac{2(s-u_1-u_2)}{s} \leq |R| \leq \frac{1}{|t|} \left| \sum_i u_i K_i \right| \leq \frac{1}{|t|} \left| \sum_i u_i K_i \right| \leq \frac{\|u\|_2 \|K\|_2}{|t|}.
\]

In particular,
\[
\|K\|_2 \geq \frac{2(s-u_1-u_2)|t|}{\|u\|_2 s}.
\]

We would like to culminate the proof of the main lemma. From Lemma 46 we can assume that \(|s-2u_1| \geq (n-2)u_n/8n := \epsilon\), otherwise
\[
\|K\|_2 \geq \max_i K_i \geq (n-2)u_n/(16n)
\]
and the proof follows. From Lemma 47 we can assume that \(|t| \geq \epsilon/2n\), otherwise
\[
\|K\|_2 \geq \|K\|_1/\sqrt{n} \geq \epsilon/(2\sqrt{n})
\]
and the proof follows. Lastly, from Lemma 47 and Lemma 48 we can derive that
\[
\|K\|_2 \geq \frac{|t|}{\|u\|_2} \min \left( 1, \frac{2(s-u_1-u_2)}{|\|u\|_2^2 s} \right) \geq \frac{\epsilon(n-2)u_n}{2n \|u\|_2 s} = \frac{(n-2)^3 u_n^3}{128 n^3 |u|_2 s}.
\]

**D.5.4 Bounding the difference in covariance**

We are ready to bound the right hand side of (39). This is stated in the following lemma:

**Lemma 49.** Assume that the iterates of the population EM are \((A, B)\) bounded, let \(t \geq 0\). Then,
\[
\left( \mathbb{E}_{\mu^{t+1}}[x_i y] - \mathbb{E}_{\mu^t}[x_i y] \right)^2 \geq \frac{c A^{12} (1-B)^8}{n^1} \sum_i (\rho^t_i - \rho^*_i)^2,
\]
where \(c > 0\) is a universal constant.

We note that Lemma 49 together with (39) imply that
\[
\text{KL}(\mu^*_x || \mu^t_x) - \text{KL}(\mu^*_y || \mu^{t+1}_x) \geq \frac{C A^{C_1} B^{C_2}}{n^{C_3}} \sum_{i=1}^n (\rho^t_i - \rho^*_i)^2.
\]

Below, we prove Lemma 49. In the proof below, we use \(a, b\) to denote bounds on the iterates: \(a \leq \rho^t_i \leq 1-b\) for all \(t\) and \(i\). Further, we use \(a^*\) and \(b^*\) to denote bounds on \(\rho^*_i\): \(a^* \leq \rho^*_i \leq b^*\). We recall that we assume \(\sigma^t_{x_i} = \sigma^t_y = 1\) for all \(i\). By Lemma 2 we derive that
\[
\mathbb{E}_{\mu^{t+1}}[x_i y] = \lambda^t_i + \sum_{j \neq i} \rho^t_i \rho^*_j \lambda^t_j.
\]
We can use the same lemma to derive $E_{\mu_t}[x_i y]$; indeed, if we apply this lemma in a different scenario where the underlying distribution is $\mu^t$ (i.e. substituting $\mu^* = \mu^t$), then $\mu^{t+1} = \mu^t$ as well. Hence, if we substitute $\mu^* = \mu^t$ and $\mu^{t+1} = \mu^t$ in this lemma we get that

$$E_{\mu^*}[x_i y] = \lambda_i^t + \sum_{j \neq i} \rho_i^t \rho_j^t \lambda_j^t.$$

We get that

$$(\lambda_i^t)^2 \left( \frac{E_{\mu^*}[x_i y] - E_{\mu^t}[x_i y]}{\mu^t} \right)^2 = \left( \sum_{j \neq i} \rho_i^t \rho_j^t \lambda_j^t - \rho_i^t \rho_j^t \lambda_j^t \right)^2.$$

Substituting $u_i = \lambda_i^t \rho_i^*$ and $v_i = \lambda_i^t \rho_i^*$, we derive that

$$(\lambda_i^t)^2 \left( \frac{E_{\mu^{t+1}}[x_i y] - E_{\mu^t}[x_i y]}{\mu^t} \right)^2 = \left( \sum_{j \neq i} u_i u_j - v_i v_j \right)^2.$$

We will prove the following lemma:

**Lemma 50.** If $u = (u_1, \ldots, u_n)$, $v = (v_1, \ldots, v_n)$ where $u_i, v_i > 0$ for all $i$, then

$$\sum_i \left( \sum_{j \neq i} u_i u_j - v_i v_j \right)^2 \geq \sigma_{\min}(A)^2 \|u - v\|_2^2,$$

where $A_{ij} = (u_i + v_i)/2$ if $i \neq j$ and $A_{ii} = \sum_{j \neq i} (u_i + v_i)/2$.

We will first use Lemma 50 to complete the proof of Lemma 49, and then we'll prove Lemma 50.

**Proof of Lemma 50.** First,

$$\sum_i (\rho_i^t - \rho_i^*)^2 \leq \left( \min_i \lambda_i^t \right)^{-2} \sum_i (\lambda_i^t)^2 (\rho_i^t - \rho_i^*)^2 = \left( \min_i \lambda_i^t \right)^{-2} \sum_i (u_i - v_i)^2.$$

Then, by Lemma 50

$$\sum_i (u_i - v_i)^2 \leq \frac{1}{\sigma_{\min}(A)^2} \sum_i \left( \sum_{j \neq i} u_i u_j - v_i v_j \right)^2 = \frac{1}{\sigma_{\min}(A)^2} \sum_i (\lambda_i^t)^2 \left( \frac{E_{\mu^{t+1}}[x_i y] - E_{\mu^t}[x_i y]}{\mu^t} \right)^2 \leq \frac{1}{\sigma_{\min}(A)^2} \sum_i \left( \frac{E_{\mu^{t+1}}[x_i y] - E_{\mu^t}[x_i y]}{\mu^t} \right)^2,$$

as $\lambda_i^t \leq 1$. We conclude that

$$\sum_i (\rho_i^t - \rho_i^*)^2 \leq \frac{1}{\min_i \lambda_i^t \sigma_{\min}(A)^2} \sum_i \left( \frac{E_{\mu^{t+1}}[x_i y] - E_{\mu^t}[x_i y]}{\mu^t} \right)^2.$$

We would like to expand on this bound. Using the expression of $\lambda_i^t$ from (41), we derive that

$$\lambda_i^t = \frac{\rho_i^t/(1 - (\rho_i^t)^2)}{1 + \sum_{i=1}^n (\rho_i^t)^2/(1 - (\rho_i^t)^2)}.$$

From the assumption that $0 < a \leq \rho_i < b \leq 1$, we derive that

$$\rho_i^t/(1 - (\rho_i^t)^2) \geq \rho_i^t \geq a.$$
\[
(p_j'^2) / (1 - (p_j^2)^2) \leq 1 / (1 - (p_j^2)^2) \leq 1 / (1 - b^2).
\]

Therefore,
\[
\lambda_i^2 \geq \frac{a}{1 + n/(1 - b^2)} = \frac{a(1 - b^2)}{1 - b^2 + n} \geq \frac{a(1 - b^2)}{n + 1}.
\]

Further, we want to bound \(\sigma_{\text{min}}(A)\). Using Lemma 44 applied on \(u \leftarrow (u + v)/2\), it suffices to estimate properties of \((u + v)/2\). First of all, using the assumption \(a^* \leq \rho_i^* \leq b^*\),
\[
\frac{u_i + v_i}{2} \geq \frac{u_j}{2} = \frac{\lambda_i^2 \rho_i^*}{2} \geq \frac{a(1 - b^2)a^*}{2n + 2}.
\]

Further, we have that
\[
\frac{\lambda_i^2 (\rho_i^* + \rho_i^*')}{2} \leq 1,
\]

which implies that
\[
\|((\pi + v)/2)\|_1 \leq n, \quad \|((\pi + v)/2)\|_2 \leq \sqrt{n}.
\]

Using Lemma 43, the minimal eigenvalue of \(A\) is at least
\[
\frac{(\min_i (u_i + v_i)/2)^3}{\|u + v)/2\|_2^2 \|u + v)/2\|_2^2} \cdot \frac{(n - 2)^3}{128n^3} \geq \frac{a^3(1 - b^2)^3(a^*)^2}{(2n + 2)^3n^3/2} \cdot \frac{(n - 2)^3}{128n^3} \geq \frac{c}{n^{9/2}},
\]
where \(c > 0\) is some universal constant. Substituting this and the lower bound on \(\lambda_i^2\) (Eq. 44), in 43, we derive that
\[
\left( \mathbb{E}_{x 
mid x \sim p_i} [x \cdot y] - \mathbb{E}_{x \sim p_i} [x \cdot y] \right)^2 \geq \frac{c}{n^{11}} \sum_i (\rho_i^* - \rho_i^*)^2
\]
where \(c' > 0\) is a universal constant.

Now we will prove Lemma 50. Define for \(i = 1, \ldots, n\) functions \(p_i(w) = \sum_{j \neq i} w_i w_j\) where \(w = (w_1, \ldots, w_n)\). Let \(p(w) = (p_1(w), \ldots, p_n(w))\), then we want to show that \(\|p(u) - p(v)\|^2 \geq C \cdot \|u - v\|^2\). We use the following simple observation:

**Lemma 51.** Let \(p(x)\) be a second-degree polynomial of one variable \(x\) and let \(p'(x)\) denote its derivative. Then, for any \(s, t \in \mathbb{R}\),
\[
p(s) - p(t) = p'((s + t)/2)(s - t).
\]

**Proof.** Let \(p(x) = ax^2 + bx + c\). Then, \(p'(x) = 2ax + b\). Then,
\[
p(s) - p(t) = a(s^2 - t^2) + b(s - t)
\]
while
\[
p'((s + t)/2)(s - t) = (a(s + t) + b)(s - t) = as^2 - at^2 + b(s - t) = p(s) - p(t).
\]

We use the following corollary:

**Lemma 52.** Let \(p : \mathbb{R}^n \rightarrow \mathbb{R}^n\) be a system of second-degree polynomials, namely, \(p(x) = (p_1(x), \ldots, p_n(x))\) where each \(p_i\) is a second degree polynomial. Then,
\[
p(\bar{x}) - p(\bar{t}) = J_p|_{\bar{x} + \bar{t}} = J_p|_{\bar{x} + \bar{t}}(\bar{x} - \bar{t}),
\]
where \(J_p|_{\bar{x}}\) is the Jacobian matrix of \(p\) evaluated at \(\bar{x}\), namely,
\[
(J_p|_{\bar{x}})_{ij} = \frac{dp_i(\bar{x})}{dx_j}.
\]
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Consequently,\[ ||\rho(s) - \rho(t)|| \geq \sigma_{\min}(J_{P}[\rho]) ||s - t||,\] where $\sigma_{\min}(A)$ is the minimal singular value of a matrix $A$.

**Proof.** To show the first part, look at the path $\gamma(\lambda) = \lambda \bar{t} + (1 - \lambda)\bar{\rho}$. Then, $\gamma(1) = \bar{t}$ while $\gamma(0) = \bar{\rho}$. Applying Lemma 51 on the polynomials $p_i(\gamma(\lambda))$ while substituting $s = 0$ and $t = 1$, one obtains (45). Then, (46) follows from taking the norm in both sides of the above equality, and using the fact that for a matrix $A$ and a vector $\pi$, $\| A\pi \| \geq \sigma_{\min}(A)\| \pi \|$.

To complete the proof of Lemma 50 notice that the matrix $A$ in this lemma is the Jacobian of $P$ evaluated at $(u + v)/2$.

**D.5.5 Bounding the parameter difference by the KL: conclusion of Proposition 1**

To conclude Proposition 1 we would like to bound the right hand side of (42). Recall that this right hand side contains the term $\| \rho^t - \rho^* \|^2_2$. By Lemma 57 this is lower bounded by

$$\frac{B^{C_1}}{n^{C_2}} \text{KL}(\mu_x^s||\mu_x^t).$$

In combination with (42), this concludes the proof of Proposition 1.

**D.6 Contraction for the sample EM**

While we have proven in Proposition 1 that the sample-EM contracts, we now prove that the population EM contracts as well:

**Lemma 53.** Let $\mu^t$ denote the $t$'th iterate of the sample EM, and assume that the sample is $\eta$-representative. Assume that $\eta \leq \min\left(1, \sqrt{\text{KL}(\mu_x^s||\mu_x^t)}\right)(AB/n)^C$ for some sufficiently large universal constant $C > 0$. Then,

$$\text{KL}(\mu_x^s||\mu_x^{t+1}) \leq (1 - \kappa)\text{KL}(\mu_x^s||\mu_x^t),$$

where $\kappa \geq (AB/n)^{C'}$ for some universal constant $C' > 0$.

**Proof.** Below, we prove Lemma 53. To argue about that, we would use the Lemma 55 which argues that the sample step is close to the population step, in parameter distance, and further, we will use Lemma 57 to argue that this implies that the KL distance after one population step is close to that after one sample step. To be more concrete, let $\rho^t$ denote the $t$'th iterate of the sample EM, let $\tilde{\rho}^{t+1}$ denote the result of applying one step of the population EM on $\rho^t$ and let $\rho^{t+1}$ denote iterate $t + 1$ of the sample EM, namely, $\rho^{t+1}$ is obtained from $\rho^t$ via one iterate of the sample EM. Let $\tilde{\mu}_{x}^{t+1}$ and $\mu_{x}^{t+1}$ denote the corresponding distributions. Then, from Lemma 55 we obtain that for all $i$,

$$|\tilde{\rho}^{t+1} - \rho^{t+1}| \leq \eta \text{poly}(1/A, 1/B, n).$$

By Lemma 57 this implies that

$$|\text{KL}(\mu_x^s||\mu_x^{t+1}) - \text{KL}(\mu_x^s||\tilde{\mu}_{x}^{t+1})|$$

$$\leq \text{poly}(n, 1/A, 1/B)\|\rho^t - \rho^{t+1}\| \max (\|\rho^{t+1} - \rho^*\|, \|\tilde{\rho}^{t+1} - \rho^*\|)$$

$$\leq \text{poly}(n, 1/A, 1/B)\eta \max (\|\rho^{t+1} - \rho^*\|, \|\tilde{\rho}^{t+1} - \rho^*\|)$$

$$\leq \text{poly}(n, 1/A, 1/B)\eta \max (\|\rho^t - \rho^*\| + \|\rho^{t+1} - \rho^*\|, \|\tilde{\rho}^{t+1} - \rho^*\|)$$

$$= \text{poly}(n, 1/A, 1/B)\eta (\|\rho^t - \rho^*\| + \|\rho^{t+1} - \rho^*\|)$$

$$\leq \text{poly}(n, 1/A, 1/B)\eta (\|\rho^t - \rho^*\| + \text{poly}(n, 1/A, 1/B)\eta).$$
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By Lemma 36, the right hand side is at least
\[ \text{poly}(n, 1/A, 1/B)\eta \left( \sqrt{KL(\mu^*_x \parallel \mu^*_y)} + \eta \right) \]

By the assumption of Lemma 53 on \( \eta \), this is at least
\[ 2 \text{poly}(n, 1/A, 1/B)\eta \sqrt{KL(\mu^*_x \parallel \mu^*_y)}. \]

Again, by the assumption on this lemma on \( \eta \), if the constant \( C \) in this assumption is sufficiently large, then the last term is bounded by
\[ KL(\mu^*_x \parallel \mu^*_y)(AB/n)^C, \]
where \( C_1 \) can be chosen arbitrarily large (if \( C \) is). Combining with Proposition 1, this concludes the proof: indeed, let \( \kappa \) be the constant from the proposition. Then,
\[ KL(\mu^*_x \parallel \mu^*_y) \leq KL(\mu^*_x \parallel \mu^*_y^{t+1}) + KL(\mu^*_x \parallel \mu^*_y^{t+1}) - KL(\mu^*_x \parallel \mu^*_y^{t+1}) \leq (1 - \kappa) KL(\mu^*_x \parallel \mu^*_y) + KL(\mu^*_x \parallel \mu^*_y) (AB/n)^C. \]

Recall that \( \kappa = (AB/n)^C_2 \) for some universal constant \( C_2 \). Since we can select \( C_1 \) to be arbitrarily large, we can ensure that \( (AB/n)^C_1 \leq \kappa/2 \). This implies that
\[ KL(\mu^*_x \parallel \mu^*_y^{t+1}) \leq (1 - \kappa/2) KL(\mu^*_x \parallel \mu^*_y) \]
which suffices to conclude the proof.

\[ \square \]

D.7 Concluding the proof of Theorem 2

Proof of Theorem 2. We will assume that the sample is \( \eta \)-representative, for \( \eta \leq (AB/n)^C \epsilon \) for a sufficiently large \( C > 0 \). This can be guaranteed if the sample size is \( m = O(\log(1/\delta)/\eta^2) = \text{poly}(n, 1/A, 1/B) \log(1/\delta)/\epsilon^2 \). With this value of \( \eta \), Lemma 53 guarantees that as long as \( KL(\mu^*_x \parallel \mu^*_y) \geq \epsilon (AB/n)^C_1 \), then,
\[ KL(\mu^*_x \parallel \mu^*_y^{t+1}) \leq (1 - \kappa') KL(\mu^*_x \parallel \mu^*_y^{t}), \]
where \( \kappa \) can be chosen arbitrarily large and \( \kappa' \) is polynomial in \( A, B, 1/n \). The initial value of \( KL(\mu^*_x \parallel \mu^*_y) \) is bounded by \( \text{poly}(1/A, 1/B, n) \| \hat{\rho} - \rho^* \|^2 \leq n \text{poly}(1/A, 1/B, n) \), from Lemma 36. Hence, the number of iterations that it takes \( KL(\mu^*_x \parallel \mu^*_y) \) to drop below \( \epsilon (AB/n)^C_1 \) is bounded by \( \text{poly}(n, 1/A, 1/B) \log(1/\epsilon) \). Using Lemma 36 if \( C_1 \) is sufficiently large then once the KL divergence drops below that value, \( |\hat{\rho} - \rho^*| \leq \epsilon \) for all \( i \).

Lastly, notice that for all \( t \geq 1 \) and all \( i \), \( \sigma^*_i = \hat{\sigma}_i \), from Lemma 29. Since the sample is \( \eta \leq \epsilon \) representative, this implies that \( |\sigma^*_i - \sigma^*_i| \leq \eta \leq \epsilon \). This concludes the proof.

E General tree model

We consider a multivariate Gaussian latent-tree distribution, that is characterized by a tree \( G = (V, E) \). Each vertex \( u \in V \) corresponds to a random variable \( z_u \). Suppose the total number of nodes in the tree is \( n + m \). From now on, we might refer to the node itself as the random variable, when it is clear from the context what we mean. We define a joint probability distribution over the nodes as follows:

\[ \Pr[z_1, \ldots, z_{n+m}] = \prod_{(i,j) \in E} \Pr[z_i, z_j] \quad (47) \]

The vertices \( V \) are divided into two groups: nodes of degree 1 (leaves), denoted by \( x_1, \ldots, x_n \) and nodes of degree at least 2 (internal nodes), denoted by \( y_1, \ldots, y_m \). When we want to refer to some node in the tree without wanting to specify whether it is a leaf or an internal node, we will use the symbol \( z \). The edges \( e \in E \) are divided into two groups: the ones that are between \( y \) nodes, called internal edges and denoted
by $E_{yy}$, and the ones between one $y$ node and one $x$ node, called boundary edges and denoted by $E_{xy}$. Each leaf $x_i$ has a variance $\sigma^2_{x_i}$, and so it corresponds to a random variable $x_i \sim N(0, \sigma^2_{x_i})$. Likewise, each internal node $y_i$ has a variance $\sigma^2_{y_i}$, and so it corresponds to a random variable $y_i \sim N(0, \sigma^2_{y_i})$. For each edge $(y_i, y_j) \in E_{yy}$, we define the correlation $\rho_{y_i,y_j}$ of variables $y_i, y_j$ and similarly, for each edge $(x_i, y_j) \in E_{xy}$, we define the correlation $\rho_{x_i,y_j}$ between $x_i, y_j$. It can be shown that in a Gaussian Graphical Model that satisfies the product decomposition [17], it can be shown that these parameters are enough to specify the joint distribution over all $x$ and $y$.

$$
\rho_{z_i,z_j} := \frac{\mathbb{E}[z_i z_j]}{\sigma_{z_i} \sigma_{z_j}} = \prod_{(z_u,z_v) \in P(z_i,z_j)} \rho_{z_u,z_v}.
$$

In other words, the correlation between a pair of nodes is the product of the correlations along the edges of the path that connects them.

Define such distribution by $\mu_G,\mathbf{\Sigma}$ where $G$ is omitted if it is clear from context. A sample $\mathbf{z} \sim \mu_G,\mathbf{\Sigma}$ can be drawn as follows: first, $y_r \sim N(0, \sigma^2_r)$ is drawn for the root $r$ (the root can be assigned as any node of the tree). For any choice of the root, there is a unique way to direct the edges going away from the root. This defines parent-child relationships between the nodes. One assigns random values from the remaining of the nodes, from top to bottom. Assuming that the value $z_u$ on the parent $u$ of a node $v$ was already set, we draw $z_v$ as follows:

$$
z_v = \sigma_{v} \left( \rho_{uv} \frac{z_u}{\sigma_u} + \sqrt{1 - \rho_{uv}^2} \epsilon_v \right),
$$

where $\epsilon_v \sim N(0,1)$ independently of the other variables and $\rho_{uv} = \rho_e$ for the edge $e$ that connects $u$ and $v$. Up to scaling the individual variables, one can assume that $\sigma_v = 1$ for all $v$.

An equivalent way to characterize the distribution is through the information matrix $J = \mathbf{\Sigma}^{-1}$. Because of the factorization of the distribution, the only non-zero entries $J_{ij}$ will be when $(i,j)$ is an edge or if $i = j$. In general, the distribution could have an external field $h$. This will not happen in the joint distribution, since we assume the means to be 0.

In the following, we will also need the conditional distribution of the internal nodes $y$ given the leaves $x$. Since the model is Gaussian, we know that there exists a matrix $\lambda \in \mathbb{R}^{m \times n}$ such that

$$
\mathbb{E}[y_i | x] = \sum_j \lambda_{y_i,x_j} x_j
$$

(48)

Lastly, the external field of $y$ in the conditional distribution is given by the relation

$$
h_y = -J_{yz} x
$$

All these properties will prove useful in the sequel.

In an estimation setting, we observe independent samples from the latent distribution over the leaves of the tree. In particular, each sample contains the information of $(x_l)_{l=1}^n$, obtained using one draw from the marginal (joint) distribution over the leaves. The goal is to learn the parameters $\rho_e$ for all the edges of the tree and the variances $\sigma^2_l$ for all leaves $l$.

**Remark 1.** The variances $\sigma^2_{y_v}$ on the internal nodes $y_v$ of the tree cannot be estimated. This is due to the fact that samples from two distributions $\mu_{G,\mathbf{\Sigma}}, \mu_{G',\mathbf{\Sigma}}$ that have the same correlations $\mathbf{\Sigma}$ and the same variances on the leaves, differ only by a scaling of the unobserved nodes. In particular, we can transfer a sample from one distribution to a sample from the other by just multiplying the hidden nodes by constants. This change does not affect the marginal distribution over the observed nodes.

**Remark 2.** One has to assume that each internal node has degree at least 3. Indeed, if $v$ is an internal node with neighbors $u_1, u_2$, then, as long as $\rho_{v,u_1}\rho_{v,u_2}$ remains constant, the distribution over the leaves is not affected. In case that such a node $v$ exists, one can remove it while keeping the same distribution over the leaves. In particular, $u_1$ is connected with $v$ and one sets $\rho_{u_1,u_2}$ as equal to the value $\rho_{u_1v}\rho_{vu_2}$ in the old graph.
F  EM and the likelihood function for general trees

We are interested in analyzing the landscape of the likelihood function over the space of unknown parameters $J$. In particular, we show that we can characterize the stationary points of the likelihood function for a general tree. To help us identify the stationary points, it is convenient to view them as fixpoints of the EM algorithm.

Let $\mathcal{P}_G$ be the set of all distributions of the form $\mu_{G,\rho,\sigma}$ for any possible values of $\rho$ and $\sigma$. In each iteration $t = 0, 1, \ldots$, the algorithm will hold some distribution $\mu^t$, such that $\mu^0$ is arbitrary, and $\mu^t$ is obtained using $\mu^{t-1}$. The goal is to find some unknown distribution $\mu^* \in \mathcal{P}_G$, given only samples from $\mu^*_{x_1 \ldots x_n}$, namely, $y_1, \ldots, y_m$ is not observed. The algorithm can be described as follows: we set $\mu^0 \in \mathcal{P}$ arbitrarily. Then, at any $t > 0$, define

$$\mu^{t+1} = \max_{\mu \in \mathcal{P}_G} \mathbb{E}_{\mu} \[ \log \Pr(x_1, \ldots, x_n, y) \],$$

(49)

where $\Pr_{\mu}$ denotes the density with respect to $\mu$. Denote by $\sigma^t, \rho^t, J^t$ the parameters corresponding to $\mu^t$ and by $\lambda^t$ the coefficients from [45]. Similarly, $\sigma^*, \rho^*$ and $\lambda^*$ correspond to $\mu^*$. We would like to understand what are the fixpoints of this iteration rule and how they relate to the stationary points of the likelihood function. For this purpose, we first describe more explicitly the update rule in each iteration. The proof follows along the same lines as Lemma 1.

**Lemma 54.** Let $\mu^{t,*}$ denote the joint distribution over $x_1 \ldots x_n, y_1, \ldots, y_m$ such that

$$\mu^{t,*}(x_1, \ldots, x_n, y_1, \ldots, y_m) = \mu^*(x_1, \ldots, x_n)\mu_{y_1 \ldots y_m|x_1 \ldots x_n}(y).$$

Then, for any $x_i, y_j, y_k$, we have that

$$\mathbb{E}_{\mu^{t+1}}[x_i y_j] = \mathbb{E}_{\mu^{t,*}}[x_i y_j], \quad \mathbb{E}_{\mu^{t+1}}[y_j y_k] = \mathbb{E}_{\mu^{t,*}}[y_j y_k], \quad \text{Var}_{\mu^{t+1}}[x_i] = \text{Var}_{\mu^{t,*}}[x_i], \quad \text{Var}_{\mu^{t+1}}[y_j] = \text{Var}_{\mu^{t,*}}[y_j].$$

We notice that the variance of the leaves remains the same at each iteration. This means that the determining quantity for the distribution in each iteration are the correlations $\rho^t$. In particular, during the execution of the algorithm, the variances of the internal nodes might be different than 1, however the correlations always dictate the next iteration. Hence, for any fixpoint $\hat{\mu}$ of the procedure that is given by some parameters $\sigma, J$ can be converted into a fixpoint with the same likelihood value but with all internal nodes $y$ having variance 1. Therefore, in the sequel when we analyze the fixpoint of this rule, we assume w.l.o.g. that all variances are equal to 1. By scaling the variances of the internal nodes, we can obtain all equivalent fixpoints.

To see how the fixpoint of this rule relates to the stationary points of the log-likelihood, let’s first choose a parametrization in terms of the inverse covariance matrix $J$. This exponential family parametrization will enable us to compute the stationary points easily by setting the derivatives to 0.

We first define the function $L : \mathbb{R}^{(n+m) \times (n+m)}_+ \rightarrow \mathbb{R}$ as

$$L(J) := \mathbb{E}_{x^* \sim \mu^*} \log \Pr_j(x) \quad \text{for} \ J.$$ 

We have the following Lemma, which connects the stationary points of $L$ with the fixpoints of EM. The proof is standard and is omitted.

**Lemma 55.** Let $\mu^* \in \mathcal{P}_G$ be such that $\rho^{*}_{ij} \in (0, 1)$ for all $(i, j) \in E$. Then, for any $\hat{J} \in \mathbb{R}^{(n+m) \times (n+m)}_+$ we have that $\nabla L(\hat{J}) = 0$ if and only if $\hat{J}$ is a stationary point of the update rule [19].

Hence, the two notions of stationarity are equivalent and we can focus on understanding when the update rule [19] has a fixpoint.
G Uniqueness of stationary points of EM for general trees

We would like to prove that the only stationary point of the log-likelihood if \( \tilde{\rho}_{ij} \in (0, 1) \) is when \( \tilde{\rho} = \rho^* \). This is the content of the following Theorem.

**Theorem 3.** Let \( G = (V, E) \) be a tree and \( \mu^* \in P_G \) be a distribution with \( \rho^*_{ij} \in (0, 1) \) for all \((i, j) \in E\). Suppose \( \tilde{\rho} \) is a stationary point of the EM update rule \([19]\) with \( \tilde{\rho}_{ij} \in (0, 1) \) for all \((i, j) \in E\). Then \( \tilde{\rho}_{ij} = \rho^*_{ij} \) for all \((i, j) \in E\).

**Proof.** Let \( \tilde{\mu} \) denote the distribution induced by the fixpoint \( \tilde{\rho} \). Let \( \tilde{J} \) be the information matrix and \( \tilde{\Sigma} \) the covariance matrix corresponding to \( \tilde{\mu} \). Hence, this term will appear in both sides of the equation and can be cancelled. So, we only need to compute the second term, which will depend on the values for gaussians). Hence, this term will appear in both sides of the equation and can be cancelled. So, we only need to compute the second term, which will depend on the value of \( \tilde{\rho}_{ij} \).

Using Lemma\([54]\) we get that in the fixpoint we should have for all \( z_i, z_j \in V \)

\[
\text{Var}_{\mu^*, f}(z_i) = \text{Var}_{\tilde{\mu}}(z_i), \quad \text{Cov}_{\mu^*, f}(z_i, z_j) = \text{Cov}_{\tilde{\mu}}(z_i, z_j)
\]

where \( z_i, z_j \) are either leaf or non-leaf nodes that are connected in the topology of \( G \).

We will show that the only possible solution to this system of equations is \( \tilde{\rho} = \rho^* \). First, let us analyze these equations for two non-leaf nodes \( y_1, y_2 \) that are connected in \( G \). Since all the variables are zero mean, we have by the definition of \( \mu^*, f \) that

\[
\text{Cov}_{\mu^*, f}(y_1, y_2) = \mathbb{E}_{x \sim \mu^*}[y_1 y_2] = \mathbb{E}_{x \sim \mu^*}[\mathbb{E}[y_1 | x] \mathbb{E}[y_2 | x]] = \mathbb{E}_{x \sim \mu^*}[\text{Cov}_{\tilde{\mu}}(y_1, y_2 | x) + \mathbb{E}[y_1 | x] \mathbb{E}[y_2 | x]]
\]

We get a similar equation for \( \tilde{\mu} \), namely that

\[
\text{Cov}_{\tilde{\mu}}(y_1, y_2) = \mathbb{E}_{x \sim \tilde{\mu}}[\text{Cov}_{\tilde{\mu}}(y_1, y_2 | x) + \mathbb{E}[y_1 | x] \mathbb{E}[y_2 | x]]
\]

At this point, we notice that the first of the two terms contains the quantity \( \text{Cov}_{\tilde{\mu}}(y_1, y_2 | x) \), which does not depend on the value \( x \) that we condition upon (this can be seen by just applying the conditioning formula for gaussians). Hence, this term will appear in both sides of the equation and can be cancelled. So, we only need to compute the second term, which will depend on the values \( x \). A similar argument for the variance shows that

\[
\text{Var}_{\mu^*, f}(y_1) = \mathbb{E}_{x \sim \mu^*} \left[ \text{Var}_{\tilde{\mu}}(y_1 | x) + \mathbb{E}[y_1 | x]^2 \right]
\]

\[
\text{Var}_{\tilde{\mu}}(y_1) = \mathbb{E}_{x \sim \tilde{\mu}} \left[ \text{Var}_{\tilde{\mu}}(y_1 | x) + \mathbb{E}[y_1 | x]^2 \right]
\]

Again, the conditional variance does not depend on the value of \( x \), hence it will be the same for the two distributions.

After this preliminary observations, let’s see how the we can reduce this problem to the one latent case. Suppose \( y_1 \) is a latent node and denote its set of neighbors in \( G \) by \( N \). Notice that some of the neighbors will be leaves and some will be non-leaves, which prompts us to partition \( N \) into corresponding subsets \( N_x, N_y \). Let’s denote \( s = |N|, s_x = |N_x|, s_y = |N_y| \). There is a natural partition of the leaves \( R_1, \ldots, R_s \), which is induced by removing \( y_1 \) from the graph and taking the leaves in each connected component. We will focus on the fixed point equations that we get for the covariances of \( y_1 \) with it’s neighbors. To do that, we should calculate the conditional expectations of \( y_1 \) and it’s neighbors, given \( x \). We will need to be careful when calculating them, since we would like certain quantities to appear. Therefore, we will start by marginalizing out all the non-leaf nodes except \( y_1 \) and \( N_y \). Let \( Y^c \) denote these nodes. We first compute what is the external field of \( y_1 \) and the nodes in \( N_y \) when we do this marginalization. Indeed, if \( h_{y_1} \) was the original external field of \( y_1 \) and the new external field is \( h'_{y_1} \), then we have that

\[
h'_{y_1} = h_{y_1} - \tilde{J}_{y_1, Y^c} \tilde{J}_{Y^c, Y^c}^{-1} h_{Y^c}
\]
However, notice that the vector \( \tilde{J}_{y_1,Y^c} \) is the 0 vector, since \( Y^c \) does not contain any neighbor of \( y_1 \). Hence, the external field of \( y_1 \) does not change. Now let \( y_2 \) be a neighbor in \( N_y \). Then,

\[
h'_{y_2} = h_{y_2} - \tilde{J}_{y_2,Y^c} \tilde{J}_{Y^c,Y^c}^{-1} h_{Y^c}
\]

Notice that \( h_{y_2} \) is a linear combination of the leaves that are neighbors of \( y_2 \). Also, we can show that the second term of the right hand side is a linear combination of the leaves that belong to the connected component corresponding to \( y_2 \) and are not neighbors of \( y_2 \). This is established in the following Lemma.

**Lemma 13.** Let \( y_2 \) be a non-leaf neighbor of \( y_1 \) and \( S_{y_2} \) be the corresponding set of leaves for the partition that \( y_2 \) belongs to. Then, the quantity \( h'_{y_2} = h_{y_2} - \tilde{J}_{y_2,Y^c} \tilde{J}_{Y^c,Y^c}^{-1} h_{Y^c} \) is a linear combination of the leaves in \( S_{y_2} \).

**Proof.** The leaves in \( S_{y_2} \) can be partitioned into subsets \( A, B \), where \( A \) are the leaves that are neighbors of \( y_2 \) and \( B \) the remaining leaves. Let \( T_2 \) be the topology of the connected component that \( y_2 \) belongs to, when we remove \( y_1 \). Also, let \( N_2 \) be the neighborhood of \( y_2 \) in \( T_2 \), with corresponding subsets \( N_{2x}, N_{2y} \). Clearly, \( h_{y_2} \) is a linear combination of the leaves in \( A \). We will show that the second term is a linear combination of the leaves in \( B \), thus concluding the claim. First of all, notice that \( \tilde{J}_{Y^c,Y^c} \) is the information matrix of a gaussian model, whose graphical representation is the tree \( G \) when \( y_1 \) and all nodes in \( N_y \) have been removed. Let’s call \( T_3 \) this new topology. In this topology, \( T_2 \) has been partitioned into \( |N_{2y}| \) subtrees, one for each neighbor of \( y_2 \) (because \( y_2 \) is removed). Hence, the leaves \( B \) of \( T_2 \) have been partitioned into \( |N_{2y}| \) subsets \( Q_1, \ldots, Q_{|N_{2y}|} \).

Since \( \tilde{J}_{Y^c,Y^c} \) is an information matrix, it’s inverse \( \tilde{J}_{Y^c,Y^c}^{-1} \) is a covariance matrix, where the nodes have standard deviations \( w_1 \) and normalized covariances (correlations) \( w_{ij} \). Since \( T_3 \) is a forest, there is at most one path connecting each one of the nodes. Hence, it is well known that the covariances multiply across paths in this structure, namely:

\[
(\tilde{J}_{Y^c,Y^c})^{-1}_{ij} = \begin{cases} 0 & \text{if } i, j \text{ are not connected in } T_3 \\ w_i w_j \prod_{c \in P_{ij}} w_{ij} & \text{if } P_{ij} \text{ is the unique path connecting } i, j
\end{cases}
\]

Given this description, it is easy to see that for each \( i \in Y^c \), we have that \( (\tilde{J}_{Y^c,Y^c}^{-1})_{i} \) is a linear combination of leaves that belong to the same component as \( i \) in \( T_3 \). Hence, for each \( i \in N_{2y} \), \( (\tilde{J}_{Y^c,Y^c}^{-1})_{i} \) is a linear combination of the leaves of the \( Q_i \) that \( i \) is connected to. Hence, \( \tilde{J}_{y_2,Y^c} \tilde{J}_{Y^c,Y^c}^{-1} h_{Y^c} \) is simply a linear combination of the leaves in all the \( Q_i \)'s, which means it is a linear combination of the leaves in \( B \). \( \square \)

Hence, overall the external field \( h''_{y_1} \) will be a linear combination of the leaves in \( S_{y_2} \). The same is true for all nodes in \( N_y \). It will be convenient to define the vector \( H \in \mathbb{R}^s \), which has one entry for each node in \( N \). If the node is a \( y_i \in N_y \), then define \( H_i = h''_{y_i} \). If the node is an \( x_i \in N_x \), then define \( H_i = x_i \). Let’s focus on some \( y_2 \in N_y \) and see what relations we get in the fixed point. As we say in the earlier computation, the relation for the covariance becomes

\[
\mathbb{E}[\mathbb{E}[y_1|x] \mathbb{E}[y_2|x]] = \mathbb{E}[\mathbb{E}[y_1|x] \mathbb{E}[y_2|x]]
\]

The inner expectation is common on both sides, so let’s start by calculating that. Since we have already marginalized out all the nodes in \( Y^c \), we only need to marginalize out the nodes in \( N_y \) other than \( y_2 \). For convenience, denote \( N_2 = N_y \setminus \{y_2\} \). Then, if we marginalize out nodes in \( N_2 \), the resulting external field \( h''_{y_1} \) will be

\[
h''_{y_1} = h_{y_1} - \tilde{J}_{y_1,N_2}(\tilde{J}_{N_2,N_2})^{-1} h_{N_2}
\]

The reason why we write \( J' \) is that the information matrix has been altered when marginalizing \( Y^c \). Now, notice that since the neighbors of \( y_1 \) are not connected with each other, the matrix \( \tilde{J}_{N_2,N_2} \) is diagonal. This means that we have

\[
h''_{y_1} = \sum_{x_i \in N_x} \tilde{J}_{y_1,x_i,x_i} + \sum_{y_j \in N_y, y_j \neq y_2} \frac{\tilde{J}_{y_2,y_j}}{J'_{y_2,y_j}} h''_{y_j}
\]

57
To write this more compactly, we introduce the vector $r \in \mathbb{R}^s$, where $r_i = \tilde{J}_{y_i} x_i$, if $i \in N_x$ and $r_i = \tilde{J}_{y_i y_i} / \tilde{J}_{y_i y_i}$, if $i \in N_y$. Notice that $r_i \neq 0$ always. With this notation, the previous equation becomes

$$h''_{y_1} = \sum_{i \neq y_2} r_i H_i$$

(53)

We also need to compute $h''_{y_2}$, which is a much easier task, since

$$h''_{y_2} = h'_{y_2} - \tilde{J}_{y_2 N_2} (\tilde{J}_{N_2 N_2})^{-1} h'_{y_2} = h'_{y_2}$$

since $J_{y_2 N_2}$ is the zero vector (no connections between neighbors). Hence, we have calculated the external field of $y_1, y_2$ in the marginal model that contains only these two nodes. Now, to calculate the conditional expectations of these two nodes, we just have to use the relation

$$\left( \frac{\mathbb{E}_\mu [y_1 | x]}{\mathbb{E}_\mu [y_2 | x]} \right) = \tilde{\Sigma}_{y_1 y_2 | x} \begin{pmatrix} h''_{y_1} \\ h''_{y_2} \end{pmatrix}$$

that connects the external field to the mean of a gaussian. Here, $\tilde{\Sigma}_{y_1 y_2 | x}$ is the $2 \times 2$ covariance matrix of the conditional distribution of $y_1, y_2$ given $x$. The reason we have used $\tilde{\Sigma}_{y_1 y_2 | x}$ is that the covariance matrix does not change when we marginalize some nodes. Suppose

$$\tilde{\Sigma}_{y_1 y_2 | x} = \begin{pmatrix} c_1 & c_2 \\ c_3 & c_4 \end{pmatrix}$$

with $c_1 c_4 - c_2 c_3 \neq 0$. The reason the variances are not necessarily 1 is that we are now in the conditional model. Then, condition $\mathbf{52}$ translates to the following:

$$\mathbb{E}_{x \sim \mu^*} [(c_1 h''_{y_1} + c_2 h''_{y_2})(c_3 h''_{y_1} + c_4 h_{y_2})] = \mathbb{E}_{x \sim \mu} [(c_1 h''_{y_1} + c_2 h''_{y_2})(c_3 h''_{y_1} + c_4 h_{y_2})]$$

This implies that

$$c_1 c_3 (\mathbb{E}_{x \sim \mu^*} [(h''_{y_1})^2] - \mathbb{E}_{x \sim \mu} [(h''_{y_1})^2]) + c_2 c_4 (\mathbb{E}_{x \sim \mu^*} [(h''_{y_2})^2] - \mathbb{E}_{x \sim \mu} [(h''_{y_2})^2])$$

$$+ (c_1 c_4 + c_2 c_3) (\mathbb{E}_{x \sim \mu^*} [h''_{y_1} h''_{y_2}] - \mathbb{E}_{x \sim \mu} [h''_{y_1} h''_{y_2}]) = 0$$

(54)

Similarly, from the variance condition on $y_1$ (Equations $\mathbf{51}$) we obtain

$$\mathbb{E}_{x \sim \mu} [(c_1 h''_{y_1} + c_2 h''_{y_2})^2] = \mathbb{E}_{x \sim \mu} [(c_1 h''_{y_1} + c_2 h''_{y_2})^2]$$

This implies

$$c_1^2 (\mathbb{E}_{x \sim \mu^*} [(h''_{y_1})^2] - \mathbb{E}_{x \sim \mu} [(h''_{y_1})^2]) + c_2^2 (\mathbb{E}_{x \sim \mu^*} [(h''_{y_2})^2] - \mathbb{E}_{x \sim \mu} [(h''_{y_2})^2])$$

$$+ 2 c_1 c_2 (\mathbb{E}_{x \sim \mu^*} [h''_{y_1} h''_{y_2}] - \mathbb{E}_{x \sim \mu} [h''_{y_1} h''_{y_2}]) = 0$$

(55)

Similarly, for $y_2$ we get

$$c_3^2 (\mathbb{E}_{x \sim \mu^*} [h''_{y_1}^2] - \mathbb{E}_{x \sim \mu} [h''_{y_1}^2]) + c_4^2 (\mathbb{E}_{x \sim \mu^*} [h''_{y_2}^2] - \mathbb{E}_{x \sim \mu} [h''_{y_2}^2])$$

$$+ 2 c_3 c_4 (\mathbb{E}_{x \sim \mu^*} [h''_{y_1} h''_{y_2}] - \mathbb{E}_{x \sim \mu} [h''_{y_1} h''_{y_2}]) = 0$$

(56)
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We can think of equations (54), (55) and (56) as a $3 \times 3$ system with matrix
\[
\begin{pmatrix}
c_1 c_3 & c_2 c_4 & c_1 c_4 + c_2 c_3 \\
c_1^2 & c_2^2 & 2c_1 c_2 \\
c_3^2 & c_4^2 & 2c_3 c_4
\end{pmatrix}
\]
where the three unknown variables are
\[
\mathbb{E}_{x \sim \mu^*} [h_1^2] - \mathbb{E}_{x \sim \mu^*} [h_2^2], \quad \mathbb{E}_{x \sim \mu^*} [h_3^2] - \mathbb{E}_{x \sim \mu^*} [h_2^2], \quad \mathbb{E}_{x \sim \mu^*} [h_1 h_2] - \mathbb{E}_{x \sim \mu^*} [h_1 h_2]
\]
The determinant of this matrix is $-(c_1 c_4 - c_2 c_3)^2$, which is non-zero, since the matrix $\Sigma_{y_1,y_2|x}$ is invertible. The reason is that we have assumed that in the fixpoint $\tilde{\rho}$ all correlations are strictly less than 1. Hence, we conclude that
\[
\mathbb{E}_{x \sim \mu^*} [h''_1 h''_2] = \mathbb{E}_{x \sim \mu^*} [h''_1 h''_2]
\]
Based on the calculations that were done earlier (equation (53)), this equation can be written as
\[
\mathbb{E}_{x \sim \mu^*} \left[ H_{y_2} \left( \sum_{i \neq y_2} r_i H_i \right) \right] = \mathbb{E}_{x \sim \mu^*} \left[ H_{y_2} \left( \sum_{i \neq y_2} r_i H_i \right) \right]
\]
If $x_j$ is a non-leaf neighbor, the fixed point equations give us
\[
\mathbb{E}_{x \sim \mu^*} [x_j \left( \sum_{i \neq j} r_i H_i \right)] = \mathbb{E}_{x \sim \mu^*} [x_j \left( \sum_{i \neq j} r_i H_i \right)] \implies \mathbb{E}_{x \sim \mu^*} [H_j \left( \sum_{i \neq j} r_i H_i \right)] = \mathbb{E}_{x \sim \mu^*} [H_j \left( \sum_{i \neq j} r_i H_i \right)]
\]
The key observation here is that the coefficients $r_i$ that appear will be the same in all equations involving $y_1$. The last step of the argument involves actually computing the expectation and seeing what it implies for $\mu^{*J}$. First, let’s try to compute $\mathbb{E}[H_i H_j]$ for $y_i, y_j \in N_y$. Remember that we have established already that for each $i \in N, H_i$ is a linear combination of the leaves in the partition corresponding to $i$. Hence, computing $\mathbb{E}[H_i H_j]$ amounts to computing the covariance between all pairs of leaves from the two different subsets. Suppose $H_i = (a^j)^T X_i$, where $X_i$ is the vector of leaves in $S_i$. As we said, correlations multiply across paths, so in particular we have that
\[
\mathbb{E}_{x \sim \mu^*} [H_i H_j] = \mathbb{E}_{x \sim \mu^*} [(a^j)^T X_i (a^j)^T X_j] = \sum_{x_k \in S_i, x_l \in S_j} a_k^j a_l^j \mathbb{E}_{x \sim \mu^*} [x_k x_l^j]
\]
where $P(x_k, x_l)$ denotes the path between leaves $x_k, x_l$. Now, notice that all the paths from $X_i$ to $X_j$ will have to go through the edges connecting $y_1$ to $i$ and $y_1$ to $j$. Let $\rho_i^*, \rho_j^*$ be the correlations in these two edges. Then, there is a convenient factorization that can be written as follows
\[
\mathbb{E}_{x \sim \mu^*} [H_i H_j] = \rho_i^* \rho_j^* \left( \sum_{x_k \in S_i} a_k^j \prod_{e \in P_{x_k,y_1}} \rho_e^* \right) \left( \sum_{x_l \in S_j} a_l^j \prod_{e \in P_{x_l,y_j}} \rho_e^* \right)
\]
The exact same relations hold for $\tilde{\rho}$, since the topology is the same. Hence, by writing out the condition
\[
\rho_i^* \left( \sum_{x_r \in S_i} a_r^j \prod_{e \in P_{x_r,y_1}} \rho_e^* \right) \sum_{z_j \in N \neq i} \rho_j^j \left( \sum_{x_s \in S_j} a_s^j \prod_{e \in P_{x_s,z_j}} \rho_e^* \right)
\]
\[
= \tilde{\rho}_i \left( \sum_{x_r \in S_i} a_r^j \prod_{e \in P_{x_r,y_1}} \tilde{\rho}_e \right) \sum_{z_j \in N \neq i} \tilde{\rho}_j \left( \sum_{x_s \in S_j} a_s^j \prod_{e \in P_{x_s,z_j}} \tilde{\rho}_e \right)
\]
(57)
The reason we used the notation $z_j$ is that this neighbor could be either a leaf or an internal node. Hence, for each $i \in N_y$ we set

$$w^*_i = \rho^*_i \left( \sum_{r \in X^i} a^i_r \prod_{e \in P_{r_i}} \rho^*_e \right)$$

and similarly

$$\tilde{w}_i = \tilde{\rho}_i \left( \sum_{r \in X^i} a^i_r \prod_{e \in P_{r_i}} \tilde{\rho}_e \right).$$

Notice that if $i$ or $j$ is a leaf neighbor, then we get the same expression, except that the parenthesis will be 1 and we will simply have $\rho^*_i$ or $\rho^*_j$ as the variable. Hence, this definition can be extended to all $i \in N$. Now, given these parametrizations, the fixed point conditions are

$$r_j w^*_j \left( \sum_{i \neq j} r_i w^*_i \right) = r_j \tilde{w}_j \left( \sum_{i \neq j} r_i \tilde{w}_i \right) \quad (58)$$

for each $i \in N$. But this is exactly the system that we got for one latent. As we proved in Lemma 7, the only solution for this system is $\tilde{\rho} = \rho^*$, which implies that $\tilde{w}_i = w^*_i$ for each $i$. Notice that if $N_x$ is nonempty, then this implies that $\rho^*_e = \tilde{\rho}_e$ for all edges $e$ between $y_1$ and its neighboring leaves.

We can use this result to show that $\tilde{\rho} = \rho^*$. Our argument is inductive. At each step, we pick an internal node $y$ that only has one non-leaf neighbor (it’s parent). Then, for all edges of the form $e = (y, x_i)$ for some $x_i$, we have that $\rho^*_e = \tilde{\rho}_e$ by the previous argument. Once we establish that, we remove all the leaf nodes that are connected to $y$ from the tree along with their corresponding edges. This means that in the next iteration, $y$ will be a leaf, so it will no longer be selected. This means that this process terminates after $m$ steps.

The correctness of this procedure can be proven inductively as follows: for the base case, we already saw that edges that are connected to leaves will be equal in the two models. In each step, for the node $y$ that is selected at that step, we know from the induction hypothesis that all of it’s leaves in the remaining tree are either true leaves, or internal nodes who have already been selected. This means that are descendants of $y$ have already been proven to be equal in the two models. Then, for each leaf neighbor $z$ of the node $y$ (it might not be a true leaf in the original tree) we have parameters $w^*, \tilde{w}$. These are proven to be equal by the previous arguments. Let $e$ be the edge connecting $z, y$. Then $w^*$ is a multiple of $\rho^*_e$ and $\tilde{w}$ is a multiple of $\tilde{\rho}_e$. The multiplier for both of these is the same in both quantities, since it only depends on descendant edges, which are proven to be equal for the two models. It follows that $\rho^*_e = \tilde{\rho}_e$ and the induction step is complete.

\[\square\]