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Aiming at the defects of wavelet transform-based feature extraction and extreme learning machine-based classification, a novel fault diagnosis method for motor bearing, based on dual tree complex wavelet transform and artificial fish swarm optimization-kernel extreme learning machine (DTCWT-AFSO-KELM), is proposed in this paper. Firstly, the dual tree complex wavelet transform instead of the discrete wavelet transform is used to decompose the motor bearing signal; then, the features with large differentiation of motor-bearing fault are extracted; finally, the states of motor bearing are classified by using artificial fish swarm optimization-kernel extreme learning machine. In order to better prove the superiority of this method, four kinds of state data of motor bearing under the conditions of 0 HP (horsepower) load, 1 HP load, 2 HP load, and 3 HP load are used to test. The experimental results indicate that the diagnosis accuracies of DTCWT-AFSO-KELM are obviously better than those of discrete wavelet transform and artificial fish swarm optimization-kernel extreme learning machine (DWT-AFSO-KELM) or discrete wavelet transform and extreme learning machine (DWT-ELM) under different loads.

1. Introduction

Fault diagnosis of motor bearing is very significant to ensure the normal operation of the motor. At present, fault diagnosis methods of motor bearing include artificial neural network, support vector machine, and extreme learning machine. [1–3], among which extreme learning machine [4–9] has a wide application in classification and prediction fields due to its advantages of fast network training speed and good generalization performance, and extreme learning machine is a promising fault diagnosis method of motor bearing. However, it is necessary to set the number of hidden layer nodes in the training process of extreme learning machine. The existence of multicollinearity in data samples may lead to singularity, resulting in inconsistent input weights of the hidden layer, which affects the generalization performance of extreme learning machine. In this paper, kernel mapping is used to replace the random mapping of extreme learning machine, and the extreme learning machine is denoted as kernel extreme learning machine (KELM).

The penalty factor and kernel parameter of the kernel extreme learning machine need to be optimized due to the influence of the penalty factor and kernel parameter on the classification performance of the kernel extreme learning machine. Because of the shortcomings of ant colony algorithm and bee colony algorithm, artificial fish swarm optimization (AFSO) algorithm is used to optimize the parameters of kernel extreme learning machine to realize the parameter optimization of kernel extreme learning machine effectively. AFSO algorithm has the characteristics of fast search speed, high precision, and avoiding local minimum. Therefore, the kernel extreme learning machine optimized by artificial fish swarm optimization algorithm has better classification performance than ordinary extreme learning machine.

Feature extraction plays an important role in fault diagnosis of motor bearing, and signal decomposition algorithm is the key to accurately extract the running features of motor bearing. The dual tree complex wavelet transform (DTCWT) is a new wavelet transform method with many
excellent characteristics developed in recent years. It has the advantages of approximate translation invariance, antiband aliasing, and complete reconstruction. Therefore, this paper uses dual tree complex wavelet transform to replace the commonly used discrete wavelet transform (DWT) [10–12] to decompose the motor bearing signal, which is helpful to improve the feature differentiation of different states of motor bearing in fault diagnosis of motor bearing.

Aiming at the defects of wavelet transform-based feature extraction and extreme learning machine-based classification, a novel fault diagnosis method for motor bearing based on dual tree complex wavelet transform and artificial fish swarm optimization-kernel extreme learning machine is proposed in this paper. Firstly, the dual tree complex wavelet transform is used to decompose the signal of motor bearing, and the features of large differentiation of different states of motor bearing are extracted, and the kernel extreme learning machine optimized by artificial fish swarm optimization is used to classify the state of motor bearing. The motor bearing data set of Case Western Reserve University is used as the experimental data. The common faults of motor bearing include inner ring fault, outer ring fault, and ball fault. In order to better prove the superiority of this method, four kinds of state data of motor bearing under the conditions of 0 HP load, 1 HP load, 2 HP load, and 3 HP load are used to test.

Firstly, the dual tree complex wavelet transform is introduced; secondly, the kernel extreme learning machine optimized by artificial fish swarm optimization is described; thirdly, the detailed experimental results and analysis are described; finally, conclusions are described.

2. Dual Tree Complex Wavelet Transform

Dual tree complex wavelet transform is a new wavelet transform method developed in recent years with many excellent characteristics, such as approximate translation invariance, anti-aliasing, and complete reconstruction. DTCWT adopts two parallel DWTs with different low-pass and high-pass filters. In order to obtain better symmetry, the filter length of one branch tree is odd and the other branch tree is even. There is a delay of one sampling interval between two branch tree filters, and the real part tree is missing. The sample value can be acquired by the imaginary part tree without losing the hidden information contained in the original signal hide information.

The reconstruction algorithm of dual tree complex wavelet coefficients is described as [13–15]

\[ d_i(t) = 2^{(i-1)/2} \left[ \sum_m d_m^{re}(k)\phi_m(2^it - m) + \sum_n d_n^{im}(k)\psi_m(2^it - n) \right], \]
\[ c_j(t) = 2^{(j-1)/2} \left[ \sum_m c_m^{re}(k)\phi_m(2^jt - m) + \sum_n c_n^{im}(k)\psi_m(2^jt - n) \right], \]

where \( m \) and \( n \) denote the lengths of the real and imaginary part filters of the dual tree.

This paper uses the dual tree complex wavelet transform to replace the commonly used discrete wavelet transform to decompose the motor-bearing signal, which is helpful to improve the feature differentiation of fault diagnosis of motor bearing. The number of subsignals of the motor-bearing signal is determined according to the amplitude-frequency contrast algorithm for the purpose of achieving the separation of signal frequencies accurately.

3. Kernel Extreme Learning Machine Optimized by Artificial Fish Swarm Optimization

3.1. Kernel Extreme Learning Machine. The classification function of extreme learning machine is described as

\[ f(x) = h(x)\beta, \]

where \( h(x) \) is the feature mapping function matrix and \( \beta = [\beta_1, \ldots, \beta_L]^T \) is the weight vector connecting the hidden layer and the output layer.

The training objective of extreme learning machine is to calculate the output weight vector \( \beta = H^{-1}T \), where \( H = [h(x_1), \ldots, h(x_N)]^T \) is the hidden layer feature mapping matrix and the training objective matrix.

For KELM, \((I/C)\) is added to the main diagonal of the unit diagonal matrix, and the KELM weight matrix is described as

\[ \beta = H^T\left( I/C + HH^T \right)^{-1}T, \]

where \( C \) is the penalty factor and \( I \) is the identity matrix. KELM introduces the kernel function instead of the characteristic matrix, and the corresponding KELM classification function is

\[ f(x) = \begin{bmatrix} K(x, x_1) \\ K(x, x_2) \\ \ldots \\ K(x, x_N) \end{bmatrix}^T \left( I/C + \Delta \right)^{-1}T, \]

where \( \Delta = K(x, x_j) \) is the kernel function, KELM selects the Gaussian radial basis function, and \( K(x, x_j) = \exp(-\alpha\|x - x_j\|^2) \), where \( \alpha \) is the kernel parameter.

The penalty factor \( C \) and radial basis function kernel parameter \( \alpha \) of KELM need to be optimized. The suitable intelligent optimization algorithm needs to be selected to optimize the penalty factor \( C \) and radial basis function kernel parameter \( \alpha \) of KELM.

3.2. Parameter Optimization of Kernel Extreme Learning Machine Based on Artificial Fish Swarm Optimization Algorithm. Artificial fish swarm optimization algorithm makes up for the shortcomings of ant colony algorithm and bee colony algorithm [16] and has the
characteristics of fast search speed, high precision, and avoiding local minimum. Therefore, the parameters of kernel extreme learning machine can be effectively optimized by artificial fish swarm optimization algorithm. The process of optimizing kernel extreme learning machine by artificial fish swarm is shown in Figure 1, and the optimization process of kernel extreme learning machine by artificial fish swarm optimization is described as follows:

Step 1: KELM’s penalty factor $C$ and radial basis function kernel parameter $\alpha$ constitute the individual position of the artificial fish, and the parameters of the fish group are set, including the size of the fish group $m$, the maximum number of iterations, and the moving step; $m$ artificial fish individuals are randomly generated as the initial fish group;

Step 2: individual artificial fish foraging and update their position according to the following formula:

$$Y_{\text{next}} = Y_p + \left( \text{step} \cdot \frac{Y_c - Y_i}{\|Y_c - Y_i\|} \right) + \left( \text{step} \cdot \frac{Y_{\text{max}} - Y_i}{\|Y_c - Y_i\|} \right),$$

where $Y_c$ is the center position of the whole artificial fish group, $Y_{\text{max}}$ is the optimal position of the whole artificial fish group at present, $Y_p$ is the position of the artificial fish after foraging behavior, and $Y_i$ is the current position of the artificial fish.

Step 3: the yield of each individual artificial fish is calculated and compared with the bulletin board to update the bulletin board information.

Step 4: follow the fish to choose the food source according to the probability.

Step 5: update food sources in the field.

Step 6: check the update threshold of the food source. If the update threshold is reached, the food source will be abandoned and one of the fish will be turned into a detective fish to generate a new food source.

Figure 1: Parameter optimization of kernel extreme learning machine based on artificial fish swarm optimization algorithm.
detective fish to generate a new food source; otherwise, go to step 7.

Step 7: check whether the maximum number of iterations is satisfied. If it is satisfied, the optimal solution will be recorded on the bulletin board, namely, the penalty factor $C$ and the radial basis function kernel parameter $\alpha$ of the optimal KELM are output, and the algorithm ends; otherwise, calculate the fish yield, update the bulletin board information, and go to step 3.

4. Experimental Results and Analysis

The motor bearing data set of Case Western Reserve University is used as the experimental data. The experimental device is shown in Figure 2 [17]. Motor-bearing faults are usually inner ring fault, outer ring fault, and ball fault. In order to better prove the superiority of this proposed method, four kinds of state data of motor bearing under 0 HP load, 1 HP load, 2 HP load, and 3 HP load are used to test. Firstly, 280 samples (70 samples expressing normal state, 70 samples expressing inner ring fault, 70 samples expressing outer ring fault, and 70 samples expressing ball fault) of motor bearing under 0 HP load were used as the training samples and another 200 samples (50 samples expressing normal state, 50 samples expressing inner ring fault, 50 samples expressing outer ring fault, and 50 samples expressing ball fault) of motor bearing under 0 HP load were tested. Secondly, 280 samples (70 samples expressing normal state, 70 samples expressing inner ring fault, 70 samples expressing outer ring fault, and 70 samples expressing ball fault) of motor bearing under 1 HP load were used as the training samples and another 200 samples (50 samples expressing normal state, 50 samples expressing inner ring fault, 50 samples expressing outer ring fault, and 50 samples expressing ball fault) of motor bearing under 1 HP load were tested. Thirdly, 280 samples (70 samples expressing normal state, 70 samples expressing inner ring fault, 70 samples expressing outer ring fault, and 70 samples expressing ball fault) of motor bearing under 2 HP load were used as the training samples and another 200 samples (50 samples expressing normal state, 50 samples expressing inner ring fault, 50 samples expressing outer ring fault, and 50 samples expressing ball fault) of motor bearing under 2 HP load were tested. Finally, 280 samples (70 samples expressing normal state, 70 samples expressing inner ring fault, 70 samples expressing outer ring fault, and 70 samples expressing ball fault) of motor bearing under 3 HP load were used as the training samples and another 200 samples (50 samples expressing normal state, 50 samples expressing inner ring fault, 50 samples expressing outer ring fault, and 50 samples expressing ball fault) of motor bearing under 3 HP load were used to test. The decomposition signal of motor bearing based on the dual tree complex wavelet transform is shown in Figure 3.

Figure 4 shows the diagnosis results of DTCWT-AFSO-KELM, DWT-AFSO-KELM, and DWT-ELM under different load conditions. As shown in Table 1, under 0 HP load condition, the diagnosis accuracy of motor bearing by using DTCWT-AFSO-KELM is 99.5%, the diagnosis accuracy of
motor bearing by using DWT-AFSO-KELM is 96%, and the diagnosis accuracy of motor bearing by using DWT-ELM is 94.5%. Under 1 HP load condition, the diagnosis accuracy of motor bearing by using DTCWT-AFSO-KELM is 99%, the diagnosis accuracy of motor bearing by using DWT-AFSO-KELM is 94.5%, and the diagnosis accuracy of motor bearing by using DWT-ELM is 92.5%. Under 2 HP load condition, the diagnosis accuracy of motor bearing by using DTCWT-AFSO-KELM is 99%, the diagnosis accuracy of motor bearing by using DWT-AFSO-KELM is 94%, and the diagnosis accuracy of motor bearing by using DWT-ELM is 92%. Under 3 HP load condition, the diagnosis accuracy of motor bearing by using DTCWT-AFSO-KELM is 97.5%, the diagnosis accuracy of motor bearing by using DWT-AFSO-KELM is 92.5%, and the diagnosis accuracy of motor bearing by using DWT-ELM is 90.5%. It can be seen that the diagnosis results of motor bearing by using DTCWT-AFSO-KELM are obviously better than those by using DWT-AFSO-KELM or DWT-ELM.

5. Conclusions

In this paper, a novel fault diagnosis method for motor bearing based on dual tree complex wavelet transform and artificial fish swarm optimization-kernel extreme learning machine is proposed because of the defects of wavelet transform-based feature extraction and extreme learning machine-based classification. The contributions of this paper are reduced as follows:

(1) The dual tree complex wavelet transform is used to replace the commonly used discrete wavelet transform to decompose the motor bearing signal, which is helpful to improve the feature differentiation of different states of motor bearing in fault diagnosis of motor bearing.

(2) The parameters of kernel extreme learning machine are optimized by artificial fish swarm optimization algorithm which has the characteristics of fast search speed, high precision, and avoiding local minimum, and the artificial fish swarm optimization-kernel extreme learning machine is used to classify the state of motor bearing. The experimental results show that the diagnosis accuracies of DTCWT-AFSO-KELM are obviously better than those of DWT-AFSO-KELM or DWT-ELM. The future research and development focus on the improvement for artificial fish swarm optimization algorithm to obtain the kernel extreme learning machine with more excellent classification performance.
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