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ABSTRACT

We present an updated model for the average cluster pressure profile, adjusted for hydrostatic mass bias by combining results from X-ray observations with cosmological simulations. Our model estimates this bias by fitting a power-law to the relation between the “true” halo mass and X-ray cluster mass in hydrodynamic simulations (IllustrisTNG, BAHAMAS, and MACSIS). As an example application, we consider the REXCESS X-ray cluster sample and the Universal Pressure Profile (UPP) derived from scaled and stacked pressure profiles. We find adjusted masses, $M_{500c}$, that are $\lesssim 15\%$ higher and scaled pressures $P/P_{500c}$ that have $\lesssim 35\%$ lower normalization than previously inferred. Our Debiased Pressure Profile (DPP) is well-fit by a Generalized Navarro-Frenk-White (GNFW) function, with parameters $[P_0, c_{500}, \alpha, \beta, \gamma] = [5.048, 1.217, 1.192, 5.490, 0.433]$ and does not require a mass-dependent correction term. When the DPP is used to model the Sunyaev-Zel’dovich (SZ) effect, we find that the integrated Compton $Y-M$ relation has only minor deviations from self-similar scaling. The thermal SZ angular power spectrum is lower in amplitude by approximately 30\%, assuming nominal cosmological parameters (e.g. $\Omega_m = 0.3$, $\sigma_8 = 0.8$), and is broadly consistent with recent Planck results without requiring additional bias corrections.
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1. INTRODUCTION

Galaxy clusters are formed by the gravitational collapse of large overdensities and are accompanied by a complex interplay of gravity and baryonic processes. They are ideal probes to study dark energy and the evolution of large scale structure (e.g. Voit 2005; Allen et al. 2011), and their abundance is sensitive to cosmology, meaning that accurate measurements of the cluster mass function and its evolution can provide meaningful cosmological constraints and further our understanding of cosmology in upcoming cluster surveys.

Galaxy clusters have deep gravitational potential wells, and the potential energy of material falling into clusters leads to shock-heating of the gas. This hot, ionized gas emits X-rays through bremsstrahlung radiation, making clusters of galaxies the most common, bright, extended extragalactic X-ray sources. It also makes X-ray observation one of the most attractive methods to detect and characterize galaxy clusters. Due to tight X-ray observable-mass relations, the X-ray temperature $T_X$, gas mass $M_g$, $Y_X = T_X M_g$ and X-ray luminosity $L_X$ inferred from X-ray spectroscopy, have been used as robust mass proxies of galaxy clusters (e.g. Arnaud et al. 2007). The ACT and the Planck collaborations (e.g. Hasselfield et al. 2013; Planck Collaboration et al. 2016a; Hilton et al. 2018) have been used stacked pressure profiles of the Intracluster Medium (ICM) in galaxy clusters (Arnaud et al. 2010; see also, Nagai et al. 2007a), modeled on X-ray measurements, to interpret survey data of the SZ effect (Sunyaev & Zeldovich 1970), represented as a distortion in the spectrum of the cosmic microwave background (CMB) due to relic CMB photons inverse Compton scattering off energetic electrons in the galaxy clusters.

When estimating cluster masses from X-ray measurements of density and temperature profiles of the ICM, clusters are generally assumed to be in a dynamical state of hydrostatic equilibrium. However, in the hierarchical
structure formation model, galaxy clusters are dynamically active systems and are not in exact hydrostatic equilibrium. Both the latest observations (e.g. Bautz et al. 2009; George et al. 2009; Reiprich et al. 2009; Hoshino et al. 2010; Kawaharada et al. 2010; Urban et al. 2011; Simionescu et al. 2011; Hitomi Collaboration et al. 2018; Siegel et al. 2018) and numerical simulations (e.g. Evrard 1990; Rasia et al. 2004; Lau et al. 2009; Battaglia et al. 2012; Nelson et al. 2012; Lau et al. 2013; Nelson et al. 2014; Gupta et al. 2017) find non-thermal gas processes like virialized bulk motions and turbulent gas flows, generated primarily by mergers and accretion during cluster formation, lead to non-trivial pressure support especially in the outskirt of galaxy clusters. Analytical models have also been developed to describe the non-thermal pressure support in intracluster gas and found that it was in excellent agreement with high resolution cosmological hydrodynamic simulations (e.g. Shi & Komatsu 2014; Shi et al. 2015).

Recent work suggests that neglecting the existence of non-thermal pressure in X-ray observations causes systematic underestimation of the hydrostatic masses of galaxy clusters and is a major source of bias in the inferred hydrostatic masses. This is referred to as hydrostatic mass bias. Studies have shown that correcting the absence of non-thermal pressure in hydrostatic equilibrium will help mitigate the tension between cluster mass estimates from weak lensing surveys and from X-ray surface brightness and SZ observations (e.g. Shi et al. 2016).

Hydrostatic mass bias has often been assumed to be a constant, parameterized in terms of $b = 1 - M_{X/SZ}/M_{WL}$ where $M_{X/SZ}$ refers to hydrostatic masses obtained from X-ray or SZ observation and $M_{WL}$ refers to results of weak-lensing measurements. Observations give a range of biases $b = 5 - 30\%$ (e.g. von der Linden et al. 2014; Hoekstra et al. 2015; Simet et al. 2015; Simet et al. 2016; Battaglia et al. 2016; Smith et al. 2016; Penna-Lima et al. 2017; Sereno et al. 2017; Medezinski et al. 2018). Numerical simulations (e.g. Nagai et al. 2007b; Battaglia et al. 2012; Kay et al. 2012; Rasia et al. 2012; Le Brun et al. 2014) also point to typical mass biases around $b=0.20$. That hydrostatic bias could depend on cluster mass was not proposed until recently (e.g. Rasia et al. 2012): Henson et al. (2017) find that mass bias climbs from 0.20 to 0.40 as cluster masses increase from $M_{500c} = 10^{14}$ to $10^{15}h^{-1}M_{\odot}$. Barnes et al. (2020) introduced the Mock-X analysis framework, a multi-wavelength tool that generates synthetic images from cosmological simulations and derives directly observable and reconstructed properties from these images via observational methods, and applied this framework to explore hydrostatic mass bias for the IllustrisTNG (e.g. Pillepich et al. 2018; Nelson et al. 2018; Naiman et al. 2018; Marinacci et al. 2018; Springel et al. 2018), BAHAMAS (McCarthy et al. 2017), and MACSIS (Barnes et al. 2017) simulations. They find hydrostatic bias recovered from synthetic X-ray images which shows a significantly stronger mass dependence, increasing from $b = 0.0$ at $10^{14}M_{\odot}$ to $b = 0.2$ at $2 \times 10^{15}M_{\odot}$. Both studies claim that the key factor causing this mass dependence is the increase in dense, cold gas in cluster outskirts as mass increases. The quadratic dependence of X-ray emission on density causes this cool gas to lower mass estimates for the most massive clusters. Carefully treating hydrostatic mass bias in the recalibration of the ICM pressure models derived from X-ray observation is crucial for better interpreting the angular power spectrum of the thermal SZ signal, reducing systematic uncertainties in cosmological parameters.

This paper is organized as follows. In Section 2, we begin by introducing an analytical approach for correcting hydrostatic mass bias in clusters based on the “true” simulated mass and the X-ray mass of clusters drawn from the IllustrisTNG, BAHAMAS and MACSIS simulations. We then discuss how to apply this model to the best-fit Generalized Navarro–Frenk–White (GNFW; Zhao 1996) ICM pressure profiles measured in X-ray surveys. In Section 3, we apply the correction discussed in Section 2 to the X-ray measurements of cluster masses and the GNFW fit correction to the scaled pressure profiles of the REXCESS cluster sample (Böhringer et al. 2007). We use the corrected characteristic pressures and masses of the REXCESS sample to modify the Universal Pressure Profile (UPP), which gives us a new model for cluster pressures: the Debiased Pressure Profile (DPP). We use the DPP to study the power-law relation between the integrated Compton parameter and cluster mass. We also calculate the thermal Sunyaev-Zeldovich (tSZ) angular power spectrum with the DPP, and compare with Planck, ACT, and SPT measurements of the tSZ power spectrum. In Section 4, we conclude our findings for the mass bias of clusters in the REXCESS sample, the self-similarity of both the new pressure model and the $Y - M$ relation, and the change in amplitude of the tSZ angular power spectrum we get based on the new pressure model. In the end, we also bring up the remaining questions and possible directions for future work. We adopt the following cosmological parameters: $\Omega_m = 0.3$, $\Omega_{\Lambda} = 0.7$, $\Omega_b = 0.045$, $h = 0.7$, $n_s = 0.96$, $\sigma_8 = 0.8$ in this paper.

2. METHODS

2.1. $M_{500c}^{\text{True}}$ v.s. $M_{500c}^{X{\text{-ray}}}$ of Mock-X
For a spherically symmetrical cluster, hydrostatic equilibrium occurs when the the force of gravity exerted on gas in the cluster is balanced by the gradient of gas pressure:

\[
\frac{dP(r)}{dr} = -\rho_{\text{gas}}(r) \frac{GM(< r)}{r^2},
\]

with the gravitational constant, \( G \), enclosed mass profile, \( M(< r) \), gas pressure profile, \( P(r) \), and gas density profile, \( \rho_{\text{gas}}(r) \), all with respect to the distance \( r \) from the center of the cluster. A combination of X-ray observations like XMM – Newton, CHANDRA and analysis technique taking into account projection and PSF effects have achieved high resolution measurements of the radial electron density profiles, \( n_e(r) \), and the radial temperature profiles, \( T(r) \), of galaxy clusters (e.g. Vikhlinin et al. 2006; Croston et al. 2008), which can be used to determine the radial electron pressure profile, \( P_e(r) \), by assuming an ideal gas equation of state, \( P_e(r) = k_B n_e(r) T(r) \). Given the electron pressure, the gas thermal pressure \( P_{\text{th}} \) is defined by \( P_{\text{th}}(r) = P_e(r) \mu_e / \mu \) where \( \mu \) is the mean mass per gas particle, and \( \mu_e \) is the mean mass per electron.

In addition to the thermal motion of the gas, other sources of gas pressure - including viralized bulk motion, turbulence, cosmic rays, and magnetic fields - also provide non-trivial pressure support (e.g. Ensslin et al. 1997; Churazov et al. 2008; Brüggen & Vazza 2015). For realistic equilibrium systems, the gas pressure, \( P \), in Eq. 1 is replaced by \( P = P_{\text{th}} + P_{\text{nth}} \), where \( P_{\text{nth}} \) refers to any non-thermal pressure acting on the intracluster gas. X-ray-measured cluster masses are derived from the assumption of hydrostatic equilibrium with only thermal gas pressure, which means that the contribution of non-thermal pressure can cause X-ray measurements to underestimate cluster masses systematically.

Numerical simulations provide a vital resource for characterizing the mass bias as the properties of simulated galaxy clusters are known exactly. Barnes et al. (2020) developed the Mock-X analysis framework, which can generate synthetic X-ray images and derives halo properties (e.g. gas density and temperature profiles) via observational methods, which can be used to derive hydrostatic mass in mock X-ray observations. Hydrostatic mass bias is equal to the ratio of the hydrostatic mass to the “true” (overdensity) mass of simulated clusters identified through SUBFIND (e.g. Springel et al. 2005).
tion to model the likelihood of a simulated cluster, we use a truncated normal distribution $\text{Norm}(a,b,\sigma)$, where $\mu = \ln(500c)X$ is the truncation parameter defined by $T = \ln(500c)X$. However, observationally, one only has access to $M^{X\text{-ray}}_{500c}$ as a function of $M^{X\text{-ray}}_{500c}$ (a deceptively complex task). Here, $M_{500c}$ is the “overdensity mass” and corresponds to the mass within a spherical boundary which has an average density equal to 500 times the critical density, $\rho_{\text{crit}}$.

In this work, we present an efficient approach to estimate the true cluster mass by utilizing both the X-ray and “true” masses of simulated clusters, $M_{500c}^{\text{true}}$ from Barnes et al. (2020). We adopt a power-law model for the scaling relation between $M_{500c}^{\text{true}}$ and $M_{500c}^{X\text{-ray}}$. This is a linear model in logarithmic scale. For convenience, we denote

$$S_X = \ln(M_{500c}^{X\text{-ray}}/M_0),$$
$$S_M = \ln(M_{500c}^{\text{true}}/M_0),$$

(2)

with $M_0 = 3 \times 10^{14} M_\odot$. For fixed $S_X$, we assume a linear relation between $S_M$ and $S_X$ where the error, $\epsilon$, follows a Gaussian distribution:

$$S_M = aS_X + b + \epsilon,$$
$$\epsilon \sim \text{Norm}(0,\sigma^2),$$

(3)

(4)

where $a, b, \sigma$ are free parameters.

We notice that clusters drawn from simulations are selected in terms of a certain mass threshold, which means we also need to consider this selection effect in our model when fitted to simulation data. For given $S_X$ and $S_M$ of a simulated cluster, we use a truncated normal distribution to model the likelihood

$$p(S_M|S_X, S_T, \tilde{\theta}) = \frac{A(S_X, S_T, \tilde{\theta})}{\sqrt{2\pi\sigma^2}} \exp\left[\frac{(aS_X + b - S_M)^2}{2\sigma^2}\right],$$

(5)

where $\tilde{\theta} = (a,b,\sigma)$ denotes the free parameters. $S_T$ is the truncation parameter defined by $S_T = \log(M_{500c}^{T}/M_0)$ and $M_{500c}^{T}$ is the mass threshold for a given simulated cluster sample. $A(S_T, S_X, \tilde{\theta})$ is the normalization factor for a normal distribution, $\text{Norm}(aS_X + b,\sigma^2)$, truncated with a lower bound $S_T$:

$$A(S_T, S_M, \tilde{\theta}) = \left[1 - \Phi\left(\frac{S_T - aS_X - b}{\sigma}\right)\right]^{-1},$$

(6)

where $\Phi$ denotes the cumulative distribution function (CDF) of standard normal. We set

$$a, b \sim \mathcal{U}(-5, 5)$$
$$\sigma \sim \mathcal{U}(0, 5)$$

(7)

(8)

as priors, where $\mathcal{U}$ denotes the uniform distribution. We can then write out the posterior for the parameters

$$p(\tilde{\theta}|D) \propto p(a)p(b)p(\sigma)\prod_{\alpha} \prod_{i=1}^{N_\alpha} p(S_{M,\alpha}|S_{X,\alpha}, S_{T,\alpha}, \tilde{\theta}),$$

(9)

where $D = \{D_1, D_2, D_3\}$ is a data vector of log-scaled masses of simulated cluster sample drawn from IllustrisTNG, BAHAMAS and MACSIS simulations denoted by $\alpha = 1, 2, 3$, and $D_\alpha = \{(S_{M,\alpha}, S_{X,\alpha}), i = 1, \ldots, N_\alpha\}$. Each simulation uses a different $S_{T,\alpha}$. Mass thresholds, $M_{500c}^{T}$, are set to be $10^{14} M_\odot$ for IllustrisTNG and BAHAMAS, and $4 \times 10^{14} M_\odot$ for MACSIS. Details about these simulations can be found in Barnes et al. (2020).

We note that the IllustrisTNG, BAHAMAS, and MACSIS simulations adopt different numerical methods or subgrid physics, which may introduce differences in the derived cluster profiles and systematics in the mass estimation of the mock X-ray observation. This will be accounted in the intrinsic scatter in our regression model for the relation of $M_{500c}^{\text{true}}$ v.s. $M_{500c}^{X\text{-ray}}$ since the fit is performed on all simulations simultaneously.

We explore the parameter space by Markov Chain Monte Carlo (MCMC), using emcee (Foreman-Mackey et al. 2013) for the sampling. We discard the initial steps suggested by the integrated autocorrelation time (Foreman-Mackey et al. 2019), which estimate the number of steps that are needed before the chain “forgets” where it started. This step ensures the samples well “burnt-in”. Regression results for the linear model and uncertainty are reported in Table 1.

A small fraction, $\sim 9\%$, of simulated clusters have abnormally high or abnormally low $M_{500c}^{\text{true}}/M_{500c}^{X\text{-ray}}$, suggesting ratios outside the observed range (e.g. Miyatake et al. 2019). Most cases appear in low-mass clusters, and may be due to the numerical noise when resolving the X-ray mass of simulated clusters from synthetic images. The steep slope of the mass function causes these unreliable low-mass data points to significantly influence the mean $M_{500c}^{\text{true}}$ at high $M_{500c}^{X\text{-ray}}$. In addition to the numerical noise, merging events, or certain AGN activities...
in the unrelaxed clusters could lead to a less spherical cluster. The thermodynamic profiles and corresponding X-ray mass of these less regular clusters will be recovered with more systematic uncertainty because clusters’ profiles and masses are derived assuming spherical symmetry in the Mock-X analysis (Barnes et al. 2020), which could also result in an extreme value of $M_{500c}^{\text{True}}/M_{500c}^{\text{X-ray}}$. For a more concrete conclusion, detailed studies are required for these peculiar cluster samples with abnormal values of $M_{500c}^{\text{True}}/M_{500c}^{\text{X-ray}}$ in the future work.

To mitigate the effect introduced by the simulated clusters with extreme values of $M_{500c}^{\text{True}}/M_{500c}^{\text{X-ray}}$, we iteratively remove outlier clusters falling outside the $2\sigma$ region of the regression results until the prediction for $M_{500c}^{\text{True}}$ derived from the linear model for $M_{500c}^{\text{True}}$ v.s. $M_{500c}^{\text{X-ray}}$ converges to $1\%$ agreement with the previous iteration. This is performed for clusters within the X-ray mass range $M_{500c}^{\text{X-ray}} = 10^{14} - 10^{16} M_\odot$. To test the impact of this method for removing outliers, we also used a truncated t-distribution (e.g. Pfanzagl & Sheynin 1996) to model the uncertainty, $\epsilon$, which is another approach to alleviate the effect of outlier samples.

In Figure 1, we plot $S_M$ v.s. $S_X$ for the IllustrisTNG, BAHAMAS, and MAC-SIS cluster samples. We also show the regression results for the linear relation between log-scaled “true” and X-ray masses, considering both truncation effects and the influence of outlier clusters. The intrinsic scatter in our linear model is determined by the parameter $\sigma$. We find the slope parameter $a = 1.079$ is greater than 1, which indicates the ratio of $M_{500c}^{\text{True}}$ to $M_{500c}^{\text{X-ray}}$ is mass-dependent, and hydrostatic mass bias increases with cluster mass. We also plot the regression results for the linear relation by modeling the uncertainty, $\epsilon$, with a truncated t-distribution. For comparison, we also show regression results without removing outlier clusters and without modeling truncation effects.

The alternative fit for $M_{500c}^{\text{True}}$ v.s. $M_{500c}^{\text{X-ray}}$, which does not perform clipping but uses a truncated t-distribution to account for outliers, is in good agreement with the results of iterative $2\sigma$ clipping methods. Regression results of the two methods find similar values for the slope parameter and the discrepancy between $M_{500c}^{\text{True}}$ for $10^{14} M_\odot < M_{500c}^{\text{X-ray}} < 10^{15} M_\odot$ is at the $\sim 1\%$ level. Comparing with the fit which did not account for outliers, we find outlier removal has a modest but statistically significant effect on fit results. We also find failing to account for mass selection effects results in a bad fit to the simulation data and a substantially different power-law index.

### 2.2. Hydrostatic Bias for Pressure Models

| Model parameters | $a$    | $b$    | $\sigma$ |
|------------------|--------|--------|-----------|
| iterative clipping | 1.079  | 0.074  | 0.191     |
| $\pm 0.003$      | $\pm 0.002$ | $\pm 0.001$ |
| t-distribution   | 1.070  | 0.067  | 0.201     |
| $\pm 0.004$      | $\pm 0.003$ | $\pm 0.002$ |
| no clipping      | 1.080  | -0.011 | 0.332     |
| $\pm 0.005$      | $\pm 0.005$ | $\pm 0.003$ |

Table 1. Best-fitting parameters for Eq. 3 for the cluster data from the IllustrisTNG, BAHAMAS, and MAC-SIS simulations. Each row shows a different method for accounting for outlier clusters.

When we fit an analytical model like a GNFW profile to the radial pressure profile of a galaxy cluster, a common approach taken is to normalize the pressure and radius by the characteristic pressure $P_{500c}$ and radius $R_{500c}$, both of which can be directly computed at a given cluster mass. If the mass of galaxy clusters in X-ray measurements suffers from hydrostatic bias, the characteristic pressure and radius will as well. For convenience, we define a new variable for the hydrostatic mass bias,

$$B_M = M_{500c}^{\text{True}}/M_{500c}^{\text{X-ray}},$$

then the radius bias, $B_R$, and pressure bias, $B_P$, can be obtained from scaling relations, although the latter relies on the assumption of a specific model for the pressure profile. For a spherical cluster, $R_{500c} \propto M_{500c}^{1/3}$, so hydrostatic bias for cluster radius is defined by

$$B_R = B_M^{1/3}. \tag{11}$$

If we assume that pressure follows a GNFW profile given by $P(r) = P_{500c}(M_{500c}, z)P(x)$ (Nagai et al. 2007a), where $x = r/R_{500c}$ and

$$P_{500c}(M_{500c}, z) = 1.65 \times 10^{-3} h(z)^{8/3} \times \left[ \frac{M_{500c}}{3 \times 10^{14} M_\odot} \right]^{2/3} h_{70}^2 \text{keV cm}^{-3}, \tag{12}$$

$P(x)$ is the scaled profile, with the form

$$P(x) = \frac{P_0}{(c_{500}x)\gamma \left[ 1 + (c_{500}x)^{\alpha} \right]^{(\gamma-\alpha)/\alpha}}, \tag{13}$$

where $c_{500}$ is the concentration, $P_0$ is the normalization parameter, and the parameters $\alpha$, $\beta$, $\gamma$ determine the power-law slopes of different region of the cluster. Since $P_{500c} \propto M_{500c}^{2/3}$ according to Eq. 12, the pressure bias is

$$B_P = B_M^{2/3}. \tag{14}$$
The bias parameters $B_R$ and $B_P$ can be used to debias GNFW fits to X-ray measurements of thermal pressure profiles by rescaling $c_{500}$ and $P_0$ with the following bias correction factors:

$$c_{500} = c_{500}^{\text{bias}} \times B_R, \quad (15)$$

$$P_0 = P_0^{\text{bias}} / B_P. \quad (16)$$

We note that radius and pressure biases have a one-to-one relation with $B_M$, so uncertainty in $B_M$ can be converted to $B_R$ and $B_P$ by

$$\sigma_{\ln B_R} = \sigma_{\ln B_M}/3, \sigma_{\ln B_P} = 2\sigma_{\ln B_M}/3. \quad (17)$$

3. RESULTS

3.1. Mass Adjustment of the REXCESS Sample

We apply our linear model for $S_M$ vs. $S_X$ to the hydrostatic X-ray masses of the REXCESS cluster sample to estimate the true masses of these clusters. REXCESS is a representative sample of local clusters at redshifts $0.0 < z < 0.2$ which spans a mass range of $10^{14} M_\odot < M_{500c} < 10^{15} M_\odot$ (Arnaud et al. 2010). REXCESS clusters are drawn from the REFLEX catalog and were studied in-depth by the XMM–Newton Large Programme. A description of the REFLEX sample and of XMM–Newton observation details can be found in Böhringer et al. (2007). We correct the hydrostatic mass of 31 local clusters from the REXCESS sample measured by X-ray observation,

$$M_{500c}^{\text{True}} / M_0 = e^b \times (M_{500c}^{\text{X-ray}} / M_0)^a, \quad (18)$$

where $a$ and $b$ are the regression parameters for the linear model reported in Table 1. We find that the X-ray measured hydrostatic masses of clusters in the REXCESS sample are underestimated by approximately 7% on average. The bias climbs from 0% to 15% as cluster X-ray mass increases from $10^{14} M_\odot$ to $10^{15} M_\odot$.

The regression parameter $\sigma$ is the intrinsic scatter in $S_M = \ln(M_{500c}^{\text{X-ray}} / M_0)$ and can be used to characterize the uncertainty in the corrected mass of REXCESS clusters at a given predicted $M_{500c}^{\text{True}}$:

$$\sigma_{M_{500c}^{\text{True}}} \simeq M_{500c}^{\text{True}} \sigma. \quad (19)$$

With the first order approximation, this scatter yields significant uncertainties for individual objects, around $\approx 20\%$, for corrected cluster masses. $\sigma$ also defines scatter in the mass bias $B_M$, radius bias $B_R$, and pressure bias $B_P$ in log scale:

$$\sigma_{\ln B_M} = \sigma, \sigma_{\ln B_R} = \sigma/3, \sigma_{\ln B_P} = 2\sigma/3. \quad (20)$$

These allow us to estimate the modeling uncertainty in the debiased pressure, radius and mass.

![Figure 2. Top: Individual GNFW fits for the scaled pressure profiles of each cluster in REXCESS sample after $R_{500c}$ and $P_{500c}$ have been corrected for hydrostatic mass bias (solid green lines) with uncertainty estimated from the scatter in the mass bias (green semitransparent bands). Also shown are the mean profile (dashed blue line) of the corrected samples and the best-fitting GNFW profile to the median, $P(x)$ (solid red line). The best-fitting $P(x)$ of the uncorrected UPP model (dashed black line) is also plotted for comparison. Bottom: The ratio between $P(x)$ of the UPP model (dashed black line) and the mean corrected profile of the REXCESS sample (solid red line) with respect to the corrected $P(x)$ (dashed blue line) is shown. Uncertainty in the adjusted mean pressure profile (red semitransparent band) is calculated through the procedure discussed in Section 3.2.](image-url)
and is expressed as

\[ P(x, M_{500c}, z) = P_{b500c}(M_{500c}, z) \times P(x) \left[ \frac{M_{500c}}{3 \times 10^{14} h^{-1}_{70} M_\odot} \right]^{\alpha_P(x)}, \] (21)

with variables taking the same meaning as in Section 2.2. The empirical term, \((M_{500c}/3 \times 10^{14} h^{-1}_{70} M_\odot)^{\alpha_P(x)}\), reflects the deviation from standard self-similar scaling with \(\alpha_P(x) = 0.22/(1 + 8x^3)\). A GNFW profile, \(P(x)\), is fit against the (geometric) mean profile of the scaled REXCESS sample.

The hydrostatic bias that we found for \(M_{500c}\) in the REXCESS sample is transferred to the normalization of observed pressure profiles through the resultant changes in \(P_{b500c}\) and \(R_{500c}\). For each REXCESS cluster, we use the GNFW pressure profile provided in Arnaud et al. (2010) and rescale \(P_b\) and \(c_{500}\) according to Eq. 15 and 16 to get the debiased fits for each cluster. We then evaluate the geometric mean of the scaled profiles, \(P_m\), and fit it with a GNFW model in the log-log plane. We also estimate the uncertainty in the mean profile by approximating the uncertainty in each corrected pressure profile via lognormal distributions with variances \(\sigma_{\ln P}\) and \(\sigma_{\ln \rho}\). Moreover, we use this uncertainty to define the 68% range for the mean profile confined by a high profile, \(P_h\), and a low profile, \(P_l\).

We fit new GNFW models to the mean, high and low profiles discussed above, fixing the outer slope parameter to \(\beta = 5.490\) as was done in the original UPP model. In Arnaud et al. (2010), the GNFW model of the UPP is fitted to the observed average scaled profile in the radial range \([0.03 - 1] R_{500c}\), combined with the average simulation profile beyond \(R_{500c}\) which is crucial for determining the outer slope \(\beta\). In our paper, the GNFW model is fitted to the debiased observed profiles within \(R_{500c}\), but we lack information beyond this radius. So we choose to keep \(\beta\) as same as its original value in the UPP model. The best fitting parameters of the GNFW models for \(P_m\), \(P_h\), and \(P_l\) are reported in Table 2.

In the top panel of Figure 2, we plot corrected GNFW fits to the debiased pressure profiles for each of the 31 REXCESS clusters. As discussed in Section 3.1, the scatter in \(B_M\) is significant and introduces non-negligible uncertainty to the debiased pressure profiles of the REXCESS sample. We also show the uncertainty in the debiased pressure profile for each REXCESS cluster considering the uncertainty as determined by \(\sigma_{\ln B_M}\) and \(\sigma_{\ln B_P}\). We show the geometric mean of these scaled profiles, the fit to this curve, and the UPP model for comparison. The dispersion in these scaled pressure profiles is significant in the core both before and after deblending regions due to the various dynamical states, including both the cool core and morphologically disturbed clusters of the REXCESS sample (Arnaud et al. 2010). The mean of the debiased scaled pressure profile and its GNFW fit, \(P(x)\), is lower than in the original UPP model. In the bottom panel of Figure 2, we plot the fractional difference between both the UPP and the debiased mean scaled profile against our best fit to the mean scaled profile. We also show uncertainty in the pressure model with the red semitransparent region.

The UPP is \(\approx 5\%\) higher than the mean of the debiased pressure profile in the center of the cluster and gradually climbs to 20% at \(R_{500c}\), and reaches almost \(\approx 35\%\) at the outermost outskirts. Only weak scattering is found for the adjusted scaled pressure profile compared to the uncertainty of scaled pressure profile of each REXCESS cluster, which is due to the assumption of using Gaussian approximating the uncertainty of individual profile in logarithmic scale at fixed radii, and uncertainty of the mean decreases with the growth of the sample size of the REXCESS clusters.

### 3.3. Self-similarity of the Pressure Profile

We also explore whether the REXCESS pressure profiles deviate from self-similarity by studying their radial variation as a function of mass. To do this, we look for mass trends in \(P(x)/P_{500c}\) in our debiased profiles. We evaluate these profiles at \(x = r/R_{500c} = 0.1, 0.2, 0.4, 0.8\). This range of radii avoids either too small or too large values of \(x\). We avoid larger scaled radii because X-ray measurements pressure profiles in REXCESS clusters rarely get beyond \(R_{500c}\) (Arnaud et al. 2010).\(^1\) We avoid taking a smaller value of \(x\) because the REXCESS sample contains systems with various dynamical states which can alter the state of gas in the center of the cluster. Following Arnaud et al. (2010), we fit a power-law

---

\(1\) Also note that the \(R_{500c}\) values in (Arnaud et al. 2010) are biased low by \(R_{500c,x-ray}/R_{500c} \sim 0.95\), meaning that the profiles extend to smaller radii than reported in the original paper.
of the form $P/P_{500c} \propto M_{500c}^{\alpha_P(x)}$ to each set of points weighted by uncertainties on both cluster masses and pressure following the orthogonal regression approach, proposed for the analysis when both the dependent and the independent variables are random. Best fitting results are represented in Table 3.

In Figure 3, we show the results of this fit, with different colors representing different scaled radii and error bars representing uncertainty due to the intrinsic scatter in $B_M$. We show the best-fit power-laws to each set of points and the values of their power indices.

| $\alpha_P(x)$ | $x=0.1$ | $x=0.2$ | $x=0.4$ | $x=0.8$ |
|---------------|---------|---------|---------|---------|
| UPP           | 0.22    | 0.21    | 0.15    | 0.06    |
| DPP           | 0.12    | 0.08    | 0.01    | -0.06   |
|               | $\pm 0.10$ | $\pm 0.05$ | $\pm 0.01$ | $\pm 0.06$ |

Table 3. Comparison of the best-fitting $\alpha_P(x)$ in the UPP and DPP models. Note that under the DPP model, $\alpha_P(x)$ is consistent with zero at all radii.

Our study of the debiased scaled pressure profiles of the REXCESS cluster sample finds that $\alpha_P(x)$ at all radii are consistent with zero, which means a less significant deviation from standard self-similarity compared to the UPP model. We can observe a radial dependence of $\alpha_P(x)$ similar to that found in the UPP model. However, this term in UPP is treated as a second-order deviation term in addition to a constant modification of the standard self-similarity, $\alpha_P \sim 0.12$, which can be neglected in first-order approximation. Based on the discussion above, we see no evidence for deviations from self-similarity, which would require the mass-dependent term in Eq. 21. We modify the UPP by eliminating the deviation term and get a simplified model for ICM pressure profiles, Debiased Pressure Profile (DPP):

$$P_{DPP}(x, M_{500c}, z) = P_{500c}(M_{500c}, z) \times P(x).$$ (22)

Here, parameters take on the same meaning as in $P_m$ in Table 2.

### 3.4. $Y - M$ Relation

The spherical volume-integrated Compton parameter, $Y_{500c}$, of a cluster is the integral of the gas’s thermal pressure profile over a spherical region and is defined as:

$$E(z) \propto Y_{500c} \times M_{500c}^{\frac{1}{3}}.$$ (3.4.1)
\[
Y_{\text{sph}}(r) = \frac{\sigma_T}{m_e c^2} \int_0^R 4\pi P_e(r) r^2 \, dr,
\]
(23)

where \(\sigma_T\) is the Thomson cross-section, \(m_e\) is the electron mass, and \(P_e\) is the thermal electron pressure. Since the pressure is directly related to the depth of cluster gravitational potential, the integrated Compton parameter, \(Y_{\text{sph}}\), is closely related to the mass of the cluster. Studies (e.g. Da Silva et al. 2004; Nagai 2006) find a low intrinsic scatter in the relation between integrated Compton parameter and cluster mass, indicating that the Compton parameter \(Y_{\text{sph}}\) serves as a good proxy for cluster mass. The \(Y_{\text{sph}} - M\) relation was previously modeled with a power-law (Kravtsov et al. 2006; Nagai et al. 2007a; Arnaud et al. 2007). Accordingly, we parameterize the \(Y_{\text{sph}}(R_{500c}) - M_{500c}\) relation as

\[
h(z)^{-2/3} Y_{\text{sph}}(R_{500c}) = 10^4 \left[ \frac{M_{500c}}{3 \times 10^{14} M_\odot} \right]^\alpha \left[ \frac{h_{70}}{r_{70}} \right]^{-5/2} \text{Mpc}^2.
\]
(24)

We fit Eq. 24 to the X-ray-measured Compton parameter and the biased X-ray hydrostatic masses of the REXCESS sample and find that \(\alpha = 1.790 \pm 0.015\), and \(A = -4.739 \pm 0.003\). The \(Y_{\text{sph}} - M\) relation can be derived from the UPP model by combining Eq. 21 for the UPP and Eq. 23 and gives \(\alpha = 1.787\), and \(A = -4.745\). The analytical calculations based on UPP and direct fits to observation data are in excellent agreement: both claimed a deviation from the slope predicted by self-similarity, \(\alpha_s = 5/3\), of approximately \(\Delta \alpha = \alpha - \alpha_s \approx 0.12\). Notice this deviation \(\Delta \alpha\) corresponds to the \(\alpha_p(x)\) for the pressure model, which is characterized by a function of cluster mass and radius, however, Arnaud et al. (2010) showed this term can be approximated by a constant in the calculation of the spherical Compton signal and only causes a difference of \(\leq 1\%\) for clusters in the mass range \([10^{14} M_\odot, 10^{15} M_\odot]\).

However, the hydrostatic masses used for constructing the UPP model are systematically underestimated, which means that the cluster radii are also biased. Integrating an X-ray-measured pressure profile over a biased volume leads to a biased Compton signal. We apply the rescaling methods discussed in Section 2.2 to the GNFW fits to scaled pressure profiles and correct the X-ray measured radii of every REXCESS cluster, and correct the bias in the Compton parameter derived from X-ray measurements. We also calculate \(Y_{\text{sph}}\) analytically by integrating our DPP over the cluster within the radius \(r = xR_{500c}\)

\[
Y_{\text{sph}}(xR_{500c}) = \frac{4\pi \sigma_T}{3m_e c^2} R_{500c}^3 P_{500c} \times \int_0^x 3(x')^2 \tilde{P}(x') \left[ \frac{M_{500c}}{3 \times 10^{14} h_{70}^{-1} M_\odot} \right]^{\alpha_p(x')} \, dx',
\]
(25)

then we simplify the integral, getting

\[
h(z)^{-2/3} Y_{\text{sph}}(xR_{500c}) = C(x) \left[ \frac{M_{500c}}{3 \times 10^{14} h_{70}^{-1} M_\odot} \right]^\alpha,
\]
(26)

where \(\alpha = 5/3\) given by \(P_{500c} R_{500c}^2\), since \(\alpha_p(x)\) is set to be 0 in DPP and has no contribution to \(\alpha\), and

\[
C(x) = 2.925 \times 10^{-5} I(x) h_{70}^{-1} \text{Mpc}^2,
\]

\[
I(x) = \int_0^x 3 \tilde{P}(x')(x')^2 \, dx'.
\]
(27)

We use the value for the parameters \(P_0, c_{500}, \alpha, \beta, \gamma\) of \(P_m\) reported in Table 2 to get \(I(1) = 0.554\). Rewriting C(1) to the logarithmic form \(10^A\), we get \(A = -4.790\), along with \(\alpha = 5/3\), as previously discussed for \(Y_{\text{sph}} - M\) relation, which agrees well with the direct fit to the REXCESS sample after correcting for hydrostatic bias: \(\alpha = 1.673 \pm 0.014\) and \(A = -4.786 \pm 0.004\).

In Figure 4, we plot fits for the integrated Compton signal versus cluster mass after correction for hydrostatic bias and analytical calculated \(Y - M\) relation based on DPP. For comparison, we also plot \(Y - M\) relation reported in Arnaud et al. (2010).

The corrected \(Y - M\) relation leads to smaller \(Y\) values at a given \(M\) compared to the UPP model, which indicates that our \(Y - M\) relation predicts a higher mass for the observed cluster given the same measured Compton signal. The new fit also shows a negligible difference from analytical results based on DPP. The value of the best-fit slope is close to the self-similar scaling with a tiny deviation \(\Delta \alpha = 1.673 - 5/3 = 0.006\).

We find no evidence for a power-law index of the \(Y_{\text{sph}} - M_{500c}\) relation which deviates from the predictions of self-similarity, which is consistent with a small deviation from standard self-similarity of the \(Y_{\text{sph}}\)-mass scaling relation in Gupta et al. (2017). The disappearance of the deviation from self-similarity is mainly due to the dependence of hydrostatic bias on cluster mass. We find changes in the spherical Compton signal of clusters in the REXCESS sample after adjusting for hydrostatic bias are much less significant, \(< 2\%\) compared to the correction of cluster masses, which means the shift in cluster masses is the key factor for the modification on the power-law index of the \(Y - M\) relation. Notice that the relation of \(M_{500c}^{\text{true}}\) vs. \(M_{500c}^{\text{X-ray}}\) for the REXCESS sample we derived yields \(B_M \propto M^{0.08}\), equal to the
shift of cluster mass after correction. To a great extent, this explains the variation – around 0.12 – of the power-law index of the \( Y - M \) relation after adjusting for hydrostatic bias.

The slope of the \( Y - M \) relation being consistent with the standard self-similar model after adjusting for hydrostatic bias indicates that the studies that claim deviations from self-similarity in mass scaling relation like \( L_X - M \) and \( Y_X - M \) (e.g. Allen et al. 2003; Arnaud et al. 2007) may need to be revised as their results are also affected by similar X-ray mass biases. Additionally, the existence of self-similarity in the mass independence of our pressure model and the \( Y - M \) relation makes us more confident in extrapolating out the DPP model to higher redshifts in the calculation of thermal SZ power spectrum by assuming a self-similarity in the redshift dependence according to the standard self-similar model. We also note that the REXCESS sample has a limited mass range. Further confirmation of self-similarity in the \( Y - M \) relation requires joint work of simulations and further observations with extended mass range.

3.5. Thermal SZ Angular Power Spectrum

The tSZ power spectrum is a powerful probe of cosmology and can provide promising constraints on cosmological parameters: \( C_\ell \propto \sigma_8^2 \) (e.g. Komatsu & Seljak 2002; Shaw et al. 2010; Trac et al. 2011). Since clusters are the dominant source of tSZ anisotropies, due to the number density of clusters and the gas thermal pressure profile, the tSZ power spectrum can be adequately modeled by an approach referred to as the halo formalism (e.g. Cole & Kaiser 1988; Komatsu & Kitayama 1999).

The tSZ angular power spectrum at a multipole moment, \( \ell \), for the one-halo term is given by

\[
C_\ell^{\text{tSZ}} = f^2(\nu) \int_z \frac{dV}{dz} \int_M \frac{dn(M,z)}{dM} |\tilde{y}_\ell(M,z)|^2 dM dz,
\]

where \( f(\nu) = x \coth(x/2) - 4 \) is the spectral dependence with \( x = h\nu/(k_B T_{\text{CMB}}) \). Integration over redshift and mass are carried out from \( z = 0.0 \) to \( z = 6.0 \) and from \( M = 10^{10} M_\odot \) to \( M = 10^{16} M_\odot \) respectively. For the differential halo mass function \( dn(M,z)/dM \), we adopt the fitting function from Tinker et al. (2008) based on N-body simulations.

Following Komatsu & Seljak (2002), the 2D Fourier transform of the projected Compton \( y \)-parameter, \( \tilde{y}_\ell(M,z) \) is given by

\[
\tilde{y}_\ell(M,z) = \frac{4\pi r_s}{\ell_x^2} \frac{\sigma_T}{m_e c^2} \int x^2 P_e(x) \frac{\sin(\ell_x/\ell_s)}{\ell_x/\ell_s} dx,
\]

with the limber approximation (Limber 1953), which is used to relate the angular correlation function to the corresponding three-dimensional spatial clustering in an approximate way and to avoid spherical Bessel function calculations, where \( x = r/r_s \) is a scaled dimensionless radius, \( r_s \) is characteristic radius for a NFW profile defined by \( R_{500c}/c_{500c} \), and we use average halo concentrations, \( c_{500c} \), calibrated as a function of cluster mass and redshift from Diemer & Kravtsov (2015). The corresponding angular wave number \( \ell_s = d_A/r_s \), where \( d_A(z) \) is the proper angular-diameter distance at redshift \( z \). \( P_e(x) \) is the electron pressure we’ve discussed about Section 2.1.

The integral is carried out within a spherical region with radius \( R \sim 4R_{500c} \).

In Figure 5, we compare the measured tSZ power spectrum to the one-halo term predicted by the UPP and DPP models. Our predictions for the tSZ spectrum are made by assuming the fiducial parameters \( \Omega_m = 0.3, \Omega_\Lambda = 0.7, \Omega_b = 0.045, h = 0.7, n_s = 0.96, \sigma_8 = 0.8 \). We use measurements of the tSZ power spectrum from the analysis of ACT (Dunkley et al. 2013), SPT (George et al. 2015), and Planck (Planck Collaboration et al. 2016b), all rescaled to 146 GHz, at which \( f^2(\nu) = 1 \), for direct comparison. The uncertainties in the Planck 2015 data points account for

![Figure 5. Predictions for the one-halo term of the tSZ power spectrum calculated with the UPP model (red line) and the DPP model (blue line). The tSZ power spectrum calculated with the UPP model (black line) with error bars due to uncertainties of foreground contamination and statistical errors. ACT (orange dot with error bar), and SPT (green dot with error bar) values correspond to \( \ell = 3000 \) are also shown, but they have been shifted in the plot for clarity. All tSZ data are rescaled to 146GHz for direct comparison, the uncertainty of the tSZ power spectrum (blue semitransparent band) is due to the uncertainty in the pressure profile used for the integral.](image-url)
statistical and systematic errors, as well as modeling uncertainties associated with correcting for foreground contamination.

The tSZ power spectrum derived from the original UPP model predicts much higher values than observational data while our DPP model leads to the tSZ power spectrum matches the tSZ data of Planck within $1 - \sigma$ uncertainty for multipoles $100 \leq \ell \leq 1300$. However, the tSZ power spectrum calculated with our DPP model still shows a significant tension with ACT and SPT data at $\ell = 3000$. Our work shows adjusting ICM pressure profiles for hydrostatic bias due to non-thermal pressure has a significant effect on lowering the amplitude of the power spectrum by 30-40%. This is in agreement with other work studying the change in the shape of the tSZ power spectrum after including the effect of non-thermal pressure (e.g. Shaw et al. 2010; Battaglia et al. 2012).

In the analytical calculation of the tSZ power spectrum, we extrapolate our pressure model to redshifts as high as $z = 6.0$, even though our pressure model is built on simulation data from a low redshift snapshot ($z = 0.1$). However, we show in Figure 5 that galaxy clusters of redshift $z \geq 1.0$ will not significantly affect our calculation of the tSZ power spectrum at $\ell \leq 1300$. The tSZ power spectrum at $\ell \geq 3000$ shows it is more sensitive to the high redshift clusters, which may indicate that redshift dependence could potentially lower the tension between our calculation of the tSZ power spectrum and high-multipole observations.

4. DISCUSSION AND CONCLUSIONS

In this paper, we presented a simulation-based model to characterize the relation between the “true” masses and the X-ray-estimated hydrostatic masses of galaxy clusters. We use X-ray masses measured from synthetic images of simulated clusters drawn from the IllustrisTNG, the BAHAMAS, and the MACSIS simulations (Barnes et al. 2020) to fit a power-law relation for $M_{500c}^{\text{True}}$ v.s. $M_{500c}^{\text{X-ray}}$. We then use this model to correct the X-ray measured hydrostatic masses for the 31 clusters in the REXCESS sample:

1. We find that X-ray-measured hydrostatic masses underestimate masses of the clusters in the REXCESS sample by around 7% on average and that the bias increases with mass from $\approx 0\%$ at $M_{500c}^{\text{X-ray}} = 10^{14} M_\odot$ to $\approx 15\%$ at $M_{500c}^{\text{X-ray}} = 10^{15} M_\odot$, showing the same significant mass dependence as the simulation results.

2. The significant scatter in simulation results has been incorporated into our model. This scatter also induces non-negligible uncertainties in the corrected of masses of individual REXCESS clusters, around $\pm 20\%$.

In this work, we assume mass bias does not or only weakly depends on the redshift. The REXCESS sample spans a redshift range of $0 < z < 0.2$ and our correction is based only on $z = 0.1$ snapshots. To study the dependence of mass bias on redshift, one could look into more snapshots of the simulations we used. As we mention in Section 3.2, the dynamical states of different of REXCESS clusters could vary significantly, which could also be considered a selection criterion in addition to the cluster mass. Furthering modeling may be improved by accounting for dynamical state when correcting X-ray-measured hydrostatic masses.

We discussed how the mass bias we found transfers to other X-ray observables. Scaling relations between cluster mass, radius, and characteristic pressure ($R \propto M^{1/3}, P \propto M^{2/3}$), enable a convenient correction of GNFW fits to scaled pressure profiles, through the modification of the $P_0$ and $c_{500}$ parameters.

We adjusted the universal galaxy cluster pressure profile for hydrostatic mass bias through recalibrating the scaled pressure profiles of each cluster in the REXCESS samples used to construct the UPP model:

1. In our updated pressure model, DPP, pressures are $5\%$ lower than the UPP model in the inner region of the clusters, and $15\%$ lower at $R_{500c}$.

2. We achieve a good agreement on a small value of $\alpha_P$ in the respective study of pressure model and $Y_{\text{sph}} - M$ relation, which implies standard self-similarity still stands for the scaling relation of the adjusted universal pressure model and the $Y_{\text{sph}} - M$ relation.

3. An analytical calculation of the thermal SZ angular power spectrum derived from DPP is consistent with the analysis of Planck thermal SZ survey data without requiring extreme cosmological parameters.

Many avenues remain for future work on this topic. Our analysis is restricted to late times, meaning that we do not explore the redshift dependence of hydrostatic mass bias. Analysis that incorporates redshift evolution would likely lead to more accurate cosmological constraints from the tSZ power spectrum. Similar to the UPP, our DPP does not differentiate between relaxed and unrelaxed clusters or cool core and non-cool-core clusters. The impact of hydrostatic mass bias on these clusters sub-categories has not yet been determined. Lastly, we note that even our corrected fit
cannot simultaneously match the $\ell = 3000$ tSZ power spectrum measurements from ACT and SPT. This discrepancy remains an open question.
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