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Abstract

The history of deep learning has shown that human-designed problem-specific networks can greatly improve the classification performance of general neural models. In most practical cases, however, choosing the optimal architecture for a given task remains a challenging problem. Recent architecture-search methods are able to automatically build neural models with strong performance but fail to fully appreciate the interaction between neural architecture and weights.

This work investigates the problem of disentangling the role of the neural structure and its edge weights, by showing that well-trained architectures may not need any link-specific fine-tuning of the weights. We compare the performance of such weight-free networks (in our case these are binary networks with \{0, 1\}-valued weights) with random, weight-agnostic, pruned and standard fully connected networks. To find the optimal weight-agnostic network, we use a novel and computationally efficient method that translates the hard architecture-search problem into a feasible optimization problem.

More specifically, we look at the optimal task-specific architectures as the optimal configuration of binary networks with \{0, 1\}-valued weights, which can be found through an approximate gradient descent strategy. Theoretical convergence guarantees of the proposed algorithm are obtained by bounding the error in the gradient approximation and its practical performance is evaluated on two real-world data sets. For measuring the structural similarities between different architectures, we use a novel spectral approach that allows us to underline the intrinsic differences between real-valued networks and weight-free architectures.

1 Introduction

The exceptionally good performance of neural-based models can be considered the main responsible for the recent huge success of AI. To obtain the impressive learning and predictive
power of nowadays models, computer scientists have spent years designing, fine-tuning and trying different and increasingly sophisticated network architectures. In particular, it has become clear that the optimal edge structure greatly depends on the specific task to be solved, e.g. CNNs for image classification [23, 26], RNNs for sequence labeling [16, 9] and Transformers for language modeling [24, 6]. But this has been a pretty painful path as designing new neural architectures often requires considerable human effort and testing them is a challenging computational task.

Existing methods for a fully-automated architecture search are mostly based on two strategies: (i) architecture search schemes [33, 15, 8, 28], which look for optimal neural structures in a given search space \(^1\), and (ii) weight pruning procedures [11, 7, 31], which attempt to improve the performance of large (over-parameterized) networks by removing the ‘less important’ connections. Neural models obtained through these methods have obtained good results on benchmark data sets for image classification (e.g. CIFAR-10) or language modeling (e.g. Penn Treebank) [29]. What remains unclear is whether such networks perform well because of their edge structures, their optimized weight values or a combination of the two. A puzzling example can be found in the framework of weight-agnostic neural networks [8], where models are trained and tested by enforcing all connections to share the same weight value. Their decent classification power suggests that the contribution of fine-tuned weights is limited [8] but the conclusion should probably be revised as recent studies [30] show that the output can actually be very sensitive to the specific value of the shared weight.

In this work, we try to disentangle the role of neural architecture and weight values by considering a class of weight-free neural models which do not need any tuning or random-sampling of the connections weight(s). To train such models in a weight-free fashion, we define a new algorithm that optimizes their edge structure directly, i.e. without averaging over randomly-sampled weights, as for weight-agnostic networks [8], or training edge-specific real-value weights, as in other architecture search methods [15, 7]. The proposed scheme is obtained by formulating the architecture search problem as an optimization task over the space of all possible binary networks with \(\{0, 1\}\)-valued weights. Given a fully connected neural model with connections \(\mathcal{C} = \{i\}_{i=1}^d\), for example, the search space is the power set \(\mathcal{P}(\mathcal{C})\) and the goal is to find a subset of nonzero connections \(\mathcal{C}_* \subset \mathcal{C}\) that minimizes a given objective function.\(^2\) In practice, formulating architecture search as a discrete optimization problem is advantageous because i) the neural architecture associated with the optimal binary-weight optimal assignment, \(\mathcal{C}_* \subset \mathcal{C}\), does not depend on specific weight values and ii) the discrete optimization problems can be approximated arbitrarily well by continuous optimization problems.

To analyze the intrinsic predictive power of weight-free networks, we compare their performance with a real-valued version of them, where fine-tuned weights are attached to all non-vanishing connections, i.e. a real-valued network with weights \(\{w_i > 0\}_{i \in \mathcal{C}}\). Figure 1 illustrates the major steps of our strategy. Finally, we summarize the structural differences of the obtained networks, by looking at the spectrum of their Laplacian matrix. Graph spectral analysis has been used in computational biology for comparing the structure of physical

\(^1\) Usually, the boundary of the search spaces are set by limiting the number of allowed neural operations, e.g. node or edge addition or removal.

\(^2\) Not surprisingly, the size of the search space is exponentially large, as \(|\mathcal{P}(\mathcal{C})| = 2^d\), which reflects the hardness of the original discrete optimization problem.
neural networks, e.g. the brain connectome [5, 25, 19], but, to the best of our knowledge, rarely exploited to evaluate or classify artificial neural models in an AI or machine learning framework.

The contributions of this work are the following:

- We formulate the architecture search task as a binary optimization problem and propose a computationally efficient algorithm.
- We provide theoretical convergence guarantees for the proposed method. To the best of our knowledge, this is the first time convergence guarantees have been provided for an architecture-search method.
- We quantitatively measure the contribution of neural architectures and weight by comparing the performance of weight-free and real-valued networks on image and text classification tasks. Results suggest that binary networks trained through the proposed algorithm often outperform both binary networks obtained through other techniques and real-valued ones (probably because they are less prone to training data over-fitting).
- We propose a novel and biologically-inspired method to measure the similarity between neural architectures based on the eigen-spectrum of their Laplacian matrix [5].

2 Related Work

Neural architecture-search methods construct a neural architecture incrementally, by augmenting a connection or an operation at each step. Early methods [22, 33, 18] employ expensive genetic algorithms or reinforcement learning (RL). More recent schemes either design differentiable losses [15, 27], or use random weights to evaluate the performance of the architecture on a validation set [8, 17]. Unlike these methods, that search architectures by adding new components, our method removes redundant connections from an over-parameterized ‘starting’ network, e.g. a fully-connected multi-layer perceptron (MLP). Network pruning approaches start from pre-trained neural models and prune the unimportant connections to reduce the model size and achieve better performance [10, 2, 11, 7, 29]. These methods prune

Figure 1: We first obtain the optimal neural architecture $N^*_{\text{bin}}$ by performing binary weight optimization on the base network $N_{\text{full}}$, and then fine tune real-value weights on top of $N^*_{\text{bin}}$ to obtain $N^*_{\text{bin} \rightarrow \text{real}}$. The performance gap between $N^*_{\text{bin}}$ and $N^*_{\text{bin} \rightarrow \text{real}}$ is the contribution of the weight values.
existing task-specific network architectures e.g. CNNs for image classification, whereas our method starts from generic architectures (that would perform poorly without pruning), e.g. fully-connected MLPs. In addition, our method does not require any pre-training. **Network quantization and binarization** reduces the computational cost of neural models by using lower-precision weights [14, 32], or mapping and hashing similar weights to the same value [1, 12]. In an extreme case, the weights, and sometimes even the inputs, are binarized, with positive/negative weights mapped to $\pm 1$ [21, 4, 13, 20, 3]. As a result, these methods keep all original connections, i.e. do not perform any architecture search.

3 Background

**Supervised learning of real-valued models** Let $\mathcal{D} = \{ z_i = (x_i, y_i) \in \mathcal{X} \times \mathcal{Y} \}_{i=1}^n$ be a training set of vectorized objects, $x_i$, and labels, $y_i$. Let $f : \mathcal{W} \times \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}$, where $\mathcal{W}$ is a given parameter space, be such that $f(w, z)$ yields the miss-classification value associated with object-label pair $z \in \mathcal{D}$. Furthermore, let $f$ be of the form $f(w, z) = \ell(\psi(w, z), y)$, where $\ell : \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}$ is a fixed cost function and $\psi : \mathcal{W} \times \mathcal{X} \rightarrow \mathcal{Y}$ the classification model. For any fixed choice of parameter $w \in \mathcal{W}$, $\psi(w, z)$ maps vectorized objects $x \in \mathcal{X}$ into labels $y \in \mathcal{Y}$. Classifiers such as $\psi$ can be trained by minimizing the average loss

$$F(w) = |\mathcal{D}|^{-1} \sum_{z \in \mathcal{D}} f(w, z).$$

In standard neural training $\mathcal{W} = \mathbb{R}^d$ and $w_* = \arg \min_{w \in \mathcal{W}} F(w)$ is usually found through Stochastic Gradient Descent (SGD) updates

$$w^t \leftarrow w^{t-1} - \eta^t \frac{1}{|\mathcal{Z}^t|} \sum_{z \in \mathcal{Z}^t} \frac{\partial f(z; w^{t-1})}{\partial w^{t-1}},$$

where $\eta^t > 0$ is the learning rate and $\mathcal{Z}^t \subseteq \mathcal{D}$ a randomly selected mini-batch at step $t$.

**Training binary networks** Unlike conventional neural models, where $\mathcal{W} = \mathbb{R}^d$, a binary-weight neural model is a function $\psi : \mathcal{W} \times \mathcal{X} \rightarrow \mathcal{Y}$, where $\mathcal{W} = \{a, b\}^d$, with $a, b \in \mathbb{R}$ being fixed values. Here we focus on a special class of binary models where $a = 0$ and $b = 1$ but other choices are possible, e.g. a popular setting is $a = -1$ and $b = 1$.

Similarly to the case $\mathcal{W} = \mathbb{R}^d$, the single-input miss-classification value is $f : \{0, 1\}^d \times \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}$ and $\psi$ can be trained by setting $\mathcal{W} = \{0, 1\}^d$ (1). Minimizing (1) over $\{0, 1\}^d$, however, is a challenging discrete optimization problem, with the size of the search space, $P(\{i\}_{i=1}^d)$, increasing exponentially with the growth of $d$.

**SGD for binary optimization** One possible way to minimize (1) over $\mathcal{W} = \{0, 1\}^d$ is to i) define a suitable continuous approximation of the minimization problem $\min_{w \in \{0, 1\}^d} F(w)$, ii) solve such a continuous approximation through standard SGD updates and iii) binarize the obtained solution at the end. The strategy proposed here is to consider an approximate binary-weight constraints, $\{0, 1\} \rightarrow [0, 1]$ and minimize (1) over $\mathcal{V} = [0, 1]^d$ under the further (but more handable) constraint $v = B_M(w)$, where $B_M : \mathbb{R}^d \rightarrow \mathcal{V}$, $w \in \mathbb{R}^d$ is an
approximate binarization function and $M > 0$ a parameter controlling the ‘sharpness’ of the approximation. More explicitly, we propose to train $\psi$ by solving

$$\minimize \ F(B_M(w)) \quad \Rightarrow \quad \minimize \ F(v) \quad \text{s.t.} \quad v = B_M(w) \text{ and } w \in \mathbb{R}^d$$

where $F$ is given in (1) and $B_M : \mathbb{R}^d \to [0, 1]^d$ is the approximate step function

$$B_M(w) = \sigma(Mw) = (1 + \exp(-M \cdot w))^{-1}$$

As $B_M$ is differentiable for all $M < \infty$, we can solve (3) through SGD updates

$$w^t \leftarrow w^{t-1} - \frac{\eta^t}{|Z|^t} \sum_{z \in Z^t} \nabla f(v^{t-1}, z) \circ \sigma'_M(w),$$

where $[\nabla f(v, z)]_i = \frac{\partial f(v, z)}{\partial v_i}$, ‘$\circ$’ denotes element-wise vector multiplication and $\sigma'_M(w) = \sigma_M(w) \circ (1 - \sigma_M(w)) = B_M(w) \circ (1 - B_M(w))$ is the first derivative of $B_M(w)$.

4  Method

A major difficulty of solving (3) is that, as $M$ in $B_M$ increases, the approximation quality improves but gradient-based updates may become exponentially small. Figure 2 shows the shape of $B_M(w)$ and its first derivative, $B'_M(w) = \nabla B_M(w) = B_M(w) \circ (1 - B_M(w))$, for different values of $M$. In particular, note that $B'_M(w) \approx 0$ in large parts of its domain, even for reasonably small values of $M$. Inspired by the BinaryConnect approach [3], we define two binarization functions (by setting $M$ to two different values): i) $B_{M_{\text{hard}}}$ with $M_{\text{hard}} >> 1$, to be used at forward-propagation time, and ii) $B_{M_{\text{soft}}}$, with $M_{\text{soft}} < M_{\text{hard}}$, to compute the gradient updates. The idea is to solve (3) with $M = M_{\text{hard}}$, which is a good approximation of the original discrete optimization problem, through the relaxed SGD weight updates:

$$w^t \leftarrow w^{t-1} - \frac{\eta^t}{|Z|^t} \sum_{z \in Z^t} \nabla f(B_{M_{\text{hard}}}(w^{t-1}), z) \circ B'_{M_{\text{soft}}}(w^{t-1})$$

Algorithm 1 is a pseudo-code implementation of this idea.

3 The original problem is recovered for $M = \infty$, as $B_{\infty}(w)$ is 1 if $w \geq 0$ and 0 otherwise.
4 The extra factor in 4 (compared to (2)) takes into account the composition $F(v) = F(B_M(w))$.
5 Note that $w \in \mathbb{R}^d$ is now a completely unconstrained optimization variable.
Algorithm 1 SGD-based architecture search (one epoch)

**Inputs:**
Randomly initialized neural model with real-valued weights, $w^0 \in \mathbb{R}^d$, training data set, $\{z_i, \cdots, z_n\}$, learning rates, $\{\eta^1, \cdots, \eta^T\}$, binarization function, $B_M$, soft- and hard-binarization constants, $M_{hard} >> 1$ and $M_{soft} < M_{hard}$

**Binary optimization by SGD:**

for $t=1, \cdots, T$

Obtain mini-batch: $Z = \{z_i, \cdots, z_{i+k-1}\}$

Compute hard-binarized weights: $v = B_{M_{hard}}(w^{t-1})$

Compute loss: $F(v) = k^{-1} \sum_{z \in Z} f(v, z)$

Update unconstrained weights: $w^t \leftarrow w^{t-1} - \eta^t k^{-1} \sum_{z \in Z} \nabla f(v, z) \circ B'_{M_{soft}}(w^{t-1})$

end for

**Extract architecture:**

Obtain binary network $\psi_{bin} = \lim_{M \to \infty} \psi(B_M(w^T), z)$

Figure 2: Shape of the parameterized binarization function $B_M$ (upper) and its derivative (bottom) with different values of $M$.

**Remarks** The hard-binarization parameter, $M_{hard}$, which defines the optimization problem to be solved, should be fixed a priori (we set $M_{hard} = 50$ in the experiments of Section 5). The soft-binarization parameter, $M_{soft}$, which defined the slackness of the gradient approximations, could in principle be tuned through standard cross-validation procedures, but we keep it fixed in this work ($M_{soft} = M_{hard}/10$ in Section 5). Figure 2 shows the quality of the continuous approximation for different values of $M_{hard}$. Large values of $M_{hard}$ make the optimization task harder but reduce the error made in converting the approximately-binary trained network, $\psi(B_{M_{hard}}(w_*), z)$ with $B_{M_{hard}}(w_*) \in [0, 1]$ and $w_* = w^T$ in Algorithm 1, to the ‘true’ binary network $\psi_{bin}(w, z) = \lim_{M \to \infty} \psi(B_M(w_*), z)$ (see last line of Algorithm 1). Figure 3 shows the convergence of Algorithm 1 for different choices of $M_{hard}$ and $M_{soft}$. Note that choosing $M_{soft} << M_{hard}$ may be counterproductive when $M_{hard}$ is small but
Figure 3: Convergence of Algorithm 1 for varying values of $M_{\text{hard}}$ and $M_{\text{soft}}$. The learning task is to distinguish between two groups of hand-written digits, $\{1, 2, 3\}$ and $\{4, 5, 6\}$. We use a constant learning parameter and 100 images of each class as training set (see Section 5 for detailed experimental setup). Solid and dashed lines correspond to the median and the 25th/75th percentiles over 10 independent runs.

consistently helps the SGD updates converge when $M_{\text{hard}} >> 1$.\(^6\)

**Algorithm convergence** In the remaining of this section, we consider single-input mini-batch, i.e. we set $\mathcal{Z}_t = \{\tilde{z}\}$ for all $t = 1, \ldots, T$ and prove that the Algorithm 1 converges to a local optimum of (3). As a consequence, we can state that Algorithm 1 can be consistently used to solve arbitrarily good approximations of the unfeasible discrete optimization problem “min$_{w \in \{0,1\}^d} F(w)”$ with $F$ given in (1). We show that the approximate gradient updates (5) are close-enough to the gradient updates needed for solving (3), i.e. the sharp ($M = M_{\text{hard}}$) approximation of the original discrete problem.

We first assume that the loss function $f$ is differentiable over $\mathcal{V} = [0,1]^d$ and

$$\max_{v \in \mathcal{V}, z \in X \times Y} \|\nabla f(v, z)\|^2 \leq G^2,$$

and $f(v, z) - f(v', z) \geq \nabla f(v', z)^T(v - v')$ (6)

and prove the following lemma.\(^7\)

**Lemma 4.1.** Assume that $f$ meets the requirements in (6), then $F(v) : [0,1]^d \to \mathbb{R}$ defined as $F(v) = |\mathcal{D}|^{-1}\sum_{z \in \mathcal{D}} f(v, z)$ is also a convex function, i.e. $F(v) - F(v') \geq \nabla F(v')^T(v - v')$

**Remarks** The convergence of the stochastic gradient descent does not follow automatically from the assumption on $f$ and Lemma 4.1 for two reasons: i) $F(v) = |\mathcal{D}|^{-1}\sum_{z \in \mathcal{D}} f(v, z)$ is component-wise composed with the non-convex function $B_{M_{\text{hard}}}(w)$ and ii) we use an approximation of the ‘true’ gradient of $F(B_{M_{\text{hard}}}(w))$.

To show that the approximated updates (5) can be used to solve (3) we need the following lemma.

\(^6\)Intuitively, this is because too-small values of $M_{soft}$ make (5) a very bad approximation of the true SGD updates, i.e. (5) with ($M_{soft} = M_{hard}$).

\(^7\)Due to the space limit, proofs for all lemmas and theorems are put to the Supplementary Materials.
Lemma 4.2. For any \( w^t, t = 0, \ldots, T \), and \( \tilde{z} \in \mathcal{D} \), the gradient updates (5) are equivalent to

\[
v^{t+1} \leftarrow v^t - \eta_t (\nabla f(v^t, \tilde{z}) + r^t),
\]

where \( v^t = B_{M_{hard}}(w^t) \),

\[
r^t = \nabla f(v^t, \tilde{z}) - B'_{M_{hard}}(\xi^t) \circ \nabla f(v^t, \tilde{z}) \circ B'_{M_{soft}}(w^t),
\]

with \( \xi^t \in [w^t, w^t - \eta_t \nabla f(v^t, \tilde{z})] \). Furthermore, the error terms, \( r^t, t = 1, \ldots, T \), obey

\[
\|r^t\|^2 \leq G^2 C^2 \quad C = 1 + \frac{M_{hard} M_{soft}}{16}
\]

with \( G \) defined in (6).

Remark Lemma 4.2 is essentially a consequence of the Mean Value Theorem. The proof starts by applying \( B_{M_{hard}} \) to both sides of (5) and then uses \( f(a + b) = f(a) + \nabla f(c)^T b, c \in [a, a + b] \) to isolate the first term in the right-hand side of (8).

Finally, based on the lemmas above and an additional assumption that \( \eta_t = \frac{\xi}{t} \) for all \( t = 1, \ldots, T \), \( c \in \mathbb{R}_+ \), we obtain the following theorem, which proves that the approximate updates (7) converge to \( w^* = \arg \min_{w \in \mathbb{R}^d} F(B_{M_{hard}}(w)) \).

Theorem 4.3. Assume that the cost function \( f : [0, 1]^d \to \mathbb{R} \) meet the requirements in (6), and let \( F(w) = |\mathcal{D}|^{-1} \sum_{z \in \mathcal{D}} f(B_{M_{hard}}(w), z) \), \( w^T \) be the output of Algorithm 1, \( w^* = \arg \min_{w \in \mathbb{R}^d} F(B_{M_{hard}}(w)) \), then

\[
\mathbb{E} \left( F(B_{M_{hard}}(w^T)) - F(B_{M_{hard}}(w^*)) \right) \leq G^2 C \frac{(1 + C^2) 1 + \log T}{2T},
\]

where \( \mathbb{E}(\cdot) \) is the expectation over the random sampling of \( \tilde{z} \in \mathcal{D} \) and \( C \) is the constant defined in Lemma 4.2.

5 Experiments

Data sets We run a series of similar training-testing experiments on two real-world data sets, \( \mathcal{D} \in \{\mathcal{D}_{mnist}, \mathcal{D}_{citeseer}\} \). The first is a collection of vectorized images of hand-written digits from the MNIST database\(^8\) and the second a collection of vectorized abstracts of scientific papers from the Citeseer database\(^9\). Both data sets consist of labeled objects that we represent through \( (I = 64) \)-dimensional, real-valued, unit norm vectors, i.e. \( |x| = 64 \) and \( x^T x = 1 \) for all \( x \in \mathcal{D}_u, u \in \{\text{mnist}, \text{citeseer}\} \). The original MNIST images are resized (by cropping 2 pixels per side and pooling over 64 non-overlapping windows), vectorized and normalized. The original bag-of-words, 3703-dimensional, integer-valued embedding vectors\(^10\) of the Citeseer abstracts are reduced to \( I \) dimensions by projecting into the \( d \)-dimensional space spanned by the first \( I \) Principal Components of the entire corpus.

---

\(^8\)We use the csv files from [https://www.kaggle.com/oddrationale/mnist-in-csv](https://www.kaggle.com/oddrationale/mnist-in-csv).

\(^9\)Data available at [http://networkrepository.com/citeseer.php](http://networkrepository.com/citeseer.php).

\(^10\) See ‘readme.txt’ in the Citeseer dataset for more details of the pre-processing steps performed.
Models

For all experiments, the architecture search-space boundaries are defined by

\[
\psi(w, x) = \text{ReLU} \left( \sum_{i=1}^{I} \tanh \left( \sum_{j=1}^{I} [w_2]_{ij} \tanh \left( \sum_{k=1}^{I} [w_1]_{jk} x_k \right) \right) \right)
\]

(11)

where \( x \in \mathcal{X} = \mathbb{R}^I \), \([w_1, w_2] \in \mathcal{W} \), \( \mathcal{W} = \{0, 1\}^d \) for the binary networks and \( \mathcal{W} = \mathbb{R}_+^d \) for the real networks. \( w, 2 \in \mathcal{W} \), \( \mathcal{W} = \{0, 1\}^d \) for the binary networks and \( \mathcal{W} = \mathbb{R}_+^d \) for the real networks. \( d = 2I^2 \), \( \tanh(w) \) is the hyperbolic tangent activation function and \( \text{ReLU}(w) = \log(1 + e^w) \). In all cases, the classifier \( \psi \) in (11) is trained by minimizing

\[
F(w) = |\mathcal{D}|^{-1} \sum_{(x,y) \in \mathcal{D}} \psi(w, x)(1 - 2y)
\]

(12)

over \( \mathcal{W} \in \{\{0, 1\}^d, \mathbb{R}_+^d\} \).\(^{12}\) The nonnegativity constraint imposed on real-networks is not essential but we introduce it here to make the comparison between real- and \( \{0, 1\} \)-valued networks fairer and conceptually easier. We compare five different training strategies:

- **real** and **real→bin**: the real network is \( \psi(w, x) \) with \( w = \min_{w \in \mathbb{R}_+^d} F(w) \) and the binary network \( \psi(w', x) \) with

\[
w' = B_\infty(w - \xi_*), \quad \xi_* = \arg \min_{\xi \in T_w} F(B_\infty(w - \xi))
\]

(13)

where \( T_w \) is the set of the \{10, \cdots, 100\}th percentiles of all entries of \( w \).

- **lottery** and **lottery→bin**: the real network is \( \psi(w, z) \) with

\[
w = \arg \min_{1 \leq t \leq T} F(w^t)
\]

where the elements of the sequence \( w^1, \ldots, w^T, w^t \in \mathbb{R}_+^d \) are defined recursively by \( w^1 = \min_{w \in \mathbb{R}_+^d} F(w) \) and \( w^t = w^{t-1} \circ w' \), with \( w' \) obtained as in (13) with \( w = w^{t-1} \), and the binary network is \( \psi(w', x) \) with \( w' = w \circ \tilde{w} \), with \( \tilde{w} \) obtained as in (13) (see [7] for more details about this procedure).

- **bin** and **bin→real**: the binary network is \( \psi(w', z) \) with

\[
w' = \min_{w \in \{0, 1\}^d} F(w)
\]

obtained from Algorithm 1 and the real network is \( \psi(w, z) \) where

\[
w = \arg \min_{w \in \mathbb{R}_+^d} F(w \circ w')
\]

- **random** and **random→bin**: the real network is \( \psi(w, x) \) with \( w = u^2, u \sim \mathcal{N}(0, 1)^d \) and the binary network is \( \psi(w', x) \) with \( w' \) obtained as in (13).\(^{13}\)

\(^{11}\)For all real-valued networks, we enforce nonnegativity by letting \( w = u^2, u \in \mathbb{R}_+^d \). Preliminary simulations (data not shown) suggest that, in most cases, the constraint does not compromise significantly the model performance.

\(^{12}\) Note that (12) is equivalent to (1) where \( f(y, y') = y'(1 - 2y) \) and \( y' = \psi(w, x) \).

\(^{13}\) This optimization step may partially explain why **random→bin** performs consistently better than **random**, which is purely untrained.
Figure 4: Runtime vs. AUC (over 50 test images) of the models trained to solve different tasks with training data sets of different sizes from the MNIST data set (columns 1 and 2) and the Citeseer data set (columns 3 and 4).

- **agnostic and agnostic→real**: the binary network is $\psi(w', x)$ with

$$w' = \arg \min_{\tilde{w} \in S} \left( \min_{\tilde{w} \in R_{\tilde{w}}} F(\tilde{w}) \right)$$

where $\tilde{w} \in S$ are random architectures $\tilde{w} = B_{\infty}(w^t - \xi), \xi \in T_w$ defined as in (13), $w^t = u^2, u \sim \mathcal{N}(0, 1)^d, t = 1, \ldots, T$, and $\tilde{w} \in R_{\tilde{w}}$ are shared-weight networks defined by $\tilde{w} = u_0 \tilde{w}, u_0 \sim \mathcal{N}(0, 1)$, and the real network is $\psi(w, x)$ with $w = u_0 \tilde{w}', u_0 \sim \mathcal{N}(0, 1)$.

**Results** Figure 4 shows the performance of all methods listed above. For each data set, we train the models to distinguish between the two (non-overlapping) groups of classes reported by the plot titles. The scatter plots show the median and quantiles (error bars) of the run time over 10 independent experiments (x-axis) and AUC scores of the models (y-axis). For each task, we use a test set of 50 objects per class and three training sets of different sizes. The proposed model, **bin** or **bin→real** (in green), achieves the best performance with comparable run time in all but one cases. In particular, it is striking to see that weight-free networks may so often outperform fine-tuned more flexible models.
optimization perspective, the proposed method seems to produce better networks than both weight-agnostic search (agnostic, in yellow) and pruning (lottery ticket, in red) methods.

**Laplacian spectra** Figure 5 shows the spectrum of the normalized Laplacian matrix of real and binary networks trained for discriminating images of digits 1 and 2 from the MNIST data set.\(^{14}\) Solid and dashed lines in the first two plots correspond to the median and quartiles of the eigenvalues (ordered by magnitude) obtained in 10 independent runs. The last plot is a 2-dimensional reduction (PCA) of the 3I-dimensional vector space associated with the Laplacian spectra. Distances between different markers can be seen as a representation of the structural differences between models.\(^{15}\)

## 6 Discussions

The experiments show that weight-free networks found by our method can perform surprisingly well on different classification tasks and even outperform more flexible models. Real-valued fine-tuning of the edge structures may help when the classification task is hard but may also cause performance drop due to data overfitting. An analysis of the obtained networks based on their Laplacian spectra shows that different training strategies lead to highly different real-valued models but ‘spectrally similar’ architectures. An interesting question is whether such spectral similarities may be exploited in a transfer learning framework, and we leave this as future work.
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A Definitions

Here is a summary of the notation used throughout this work:

- $d \in \mathbb{N}$ maximum number of network connection
- $M_{\text{hard}} > 0$ hard-binarization constant
- $0 < M_{\text{soft}} \geq M_{\text{hard}}$ soft-binarization constant
- $\mathcal{X}$ input space
- $\mathcal{Y}$ label space
- $\mathcal{W} \in \{\{0,1\}^d,[0,1]^d,\mathbb{R}^d\}$ parameter space
- $P_Z$ joint object-label distribution
- $Z = (X,Y) \sim P_Z$, $X \in \mathcal{X}$ and $Y \in \mathcal{Y}$ object-label random variable
- $\mathcal{D} = \{z = (x,y)\}$ realization of $Z \sim P_Z$ training data set
- $\psi : \mathcal{W} \times \mathcal{X} \rightarrow \mathcal{Y}$ classifier
- $\ell : \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}$ loss function
- $f : \mathcal{W} \times \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}$ single-input classification error
- $F : \mathcal{W} \rightarrow \mathbb{R}$, $F(w) = |\mathcal{D}|^{-1} \sum_{z \in \mathcal{D}} f(w,z) \approx E_{Z \sim P_Z}(f(w,Z))$ average classification error
- $B_M : \mathbb{R}^d \rightarrow [0,1]^d$, $B_M(w) = \sigma_M(w)$ and $M > 0$, binarization function
- $B'_M : \mathbb{R}^d \rightarrow [0,\frac{M}{4}]^d$, $B'_M(w) = \sigma'_M(w)$ and $M > 0$, first derivative of the binarization function
- $\sigma_M : \mathbb{R}^d \rightarrow [0,1]^d$, $\sigma_M(w) = \frac{1}{1 + e^{-Mw}}$ and $M > 0$, sigmoid function
- $\sigma'_M : \mathbb{R}^d \rightarrow [0,\frac{M}{4}]^d$, $\sigma'_M(w) = M\sigma_M(w) \circ (1 - \sigma_M(w))$ and $M > 0$, first derivative of the sigmoid function
- $[\nabla g(w,z)]_i = \frac{\partial g(u,z)}{\partial u_i}|_{u=w}$ gradient of $g_z : \mathcal{W} \rightarrow \mathbb{R}$, $g_z(w) = g(w,z)$ at $(w,z) \in \mathcal{W} \times \mathcal{X} \times \mathcal{Y}$
Assumption 1. \( f : [0, 1]^d \to \mathbb{R} \), is differentiable over \([0, 1]^d\) and obeys

\[
\max_{v \in [0, 1]^d, z \in \mathcal{X} \times \mathcal{Y}} \|\nabla f(v, z)\|^2 \leq G^2,
\]

\( f(v, z) - f(v', z) \geq \nabla f(v', z)^T (v - v'), \)

for all \( v, v' \in [0, 1]^d \) and \( z \in \mathcal{X} \times \mathcal{Y} \).

Lemma B.1. Let \( f : [0, 1]^d \to \mathbb{R} \) satisfy Assumption 1, then \( F(v) : [0, 1]^d \to \mathbb{R} \) also obeys

\[
F(v) - F(v') \geq \nabla F(v')^T (v - v'),
\]

for all \( v, v' \in [0, 1]^d \) and \( z \in \mathcal{X} \times \mathcal{Y} \).

Proof of Lemma B.1  The convexity of \( f \) implies the convexity of \( F \) as

\[
F(v) - F(v') = |\mathcal{D}|^{-1} \sum_{z \in \mathcal{D}} f(v, z) - f(v', z) \geq |\mathcal{D}|^{-1} \sum_{z \in \mathcal{D}} \nabla f(v', z)^T (v - v') = \nabla F(v')^T (v - v').
\]

Lemma B.2. Let \( \eta_t > 0 \), \( t = 1, \ldots, T \), and \( w^t \in \mathcal{W} \) be defined by

\[
(20)
\]

\[
(21)
\]

where

\[
(22)
\]

\[
(23)
\]

for all \( z \in \mathcal{Z} \). Furthermore, the error terms, \( r^t \), \( t = 1, \ldots, T \), obey

\[
\|r^t\|^2 \leq G^2 C^2 \quad C = 1 + \frac{M_{\text{hard}}M_{\text{soft}}}{16}
\]

with \( G \) defined in (1).
Proof of Lemma B.2 Let \( v = \sigma_M(w) \), for any \( w \in \mathbb{R}^d \) and \( M > 0 \). Then (20) is equivalent to (21) as

\[
v^{t+1} = \sigma_{M_{\text{hard}}} \left( w^t - \eta_t \nabla f(\sigma_{M_{\text{hard}}}(w^t), z) \circ \sigma'_{M_{\text{soft}}}(w^t) \right)
\]

\[
= v^t - \eta_t \sigma'_{M_{\text{hard}}}(\xi^t) \circ \nabla f(\sigma_{M_{\text{hard}}}(w^t), z) \circ \sigma'_{M_{\text{soft}}}(w^t) 
\]

\[
= v^t - \eta_t \nabla f(v^t, z) + \eta_t r^t
\]

\[
r^t = \nabla f(v^t, z) - \text{diag} \left( \sigma'_{M_{\text{hard}}}(\xi^t) \circ \sigma'_{M_{\text{soft}}}(w^t) \right) \cdot \nabla f(\sigma_{M_{\text{hard}}}(w^t), z)
\]

\[
\xi^t \in [w^t, w^t - \nabla f(v^t, z) \circ \sigma'_{M_{\text{soft}}}(w^t)]
\]

where the first equality follows from the mean value theorem. For any \( w \in \mathbb{R} \) and \( z \in \mathcal{Z} \), one has

\[
\|r^t\|^2 = \|\nabla f(v^t, z)\|^2 + \|\text{diag} \left( \sigma'_{M_{\text{hard}}}(\xi^t) \circ \sigma'_{M_{\text{soft}}}(w^t) \right) \cdot \nabla f(v^t, z)\|^2
\]

\[
- 2\nabla f(v^t, z)^T \text{diag} \left( \sigma'_{M_{\text{hard}}}(\xi^t) \circ \sigma'_{M_{\text{soft}}}(w^t) \right) \cdot \nabla f(v^t, z)
\]

\[
\leq G^2 + G^2 \left( \frac{M_{\text{soft}} M_{\text{hard}}}{16} \right)^2 + 2G^2 \frac{M_{\text{soft}} M_{\text{hard}}}{16}
\]

\[
= G^2 \left( 1 + \frac{M_{\text{soft}} M_{\text{hard}}}{16} \right)^2
\]

as, by definition, \( G^2 = \max_{(v,z) \in [0,1]^d \times \mathcal{Z}} \|\nabla f(v, z)\|^2 \) and we have used \( \max_{w \in \mathbb{R}^d} \sigma'_M(w) = \frac{M}{4} \) for any \( M > 0 \), the Cauchy-Schwarz inequality \( v^T v' \leq \|v\|\|v'\| \) and \( v^T \text{diag}(v') \cdot v \leq \max_i |v_i| \|v\|^2 \). \( \Box \)

Theorem B.3. Let \( f : [0,1]^d \rightarrow \mathbb{R} \) satisfy Assumption (1), \( \{w^t \in \mathbb{R}^d\}_{t=1}^T \) be the sequence of weights defined in (20), \( \eta_t = \frac{\eta}{t} \), \( t = 1, \ldots, T \), and \( c > 0 \). Then

\[
E \left( F(B_{M_{\text{hard}}}(w^T)) - F(B_{M_{\text{hard}}}(w^*)) \right) \leq G^2 c \left( 1 + C^2 \right) \frac{1 + \log T}{T},
\]

where \( E(w, z) \) is a short notation for \( E_{Z \sim P_Z}(w, Z) \) and \( G^2 \) and \( C \) are defined in Lemma B.2.

Proof of Theorem B.3 Assumption (1) and Lemma (B.1) imply that \( F : [0,1]^d \rightarrow \mathbb{R} \) is a convex function over \([0,1]^d\). The first part of Lemma B.2 implies that the sequence of approximated \( \mathbb{R}^d \)-valued gradient updates (20) can be rewritten as the sequence of approximated \( [0,1]^d \)-valued gradient updates (21). The second part of Lemma B.2 implies that the norm of all error terms in (21) is bounded from above. In particular, as each \( r^t \) is multiplied by the learning rate, \( \eta_t \), it is possible to show that (21) converges to a local optimum of \( F : [0,1]^d \rightarrow \mathbb{R} \). This implies that (20) converges to a local optimum of \( F : \mathbb{R}^d \rightarrow \mathbb{R} \), since,
by definition, the mapping $F(B_{\text{hard}}(w))$ is one-to-one and hence

$$v^* := \arg \min_{v \in [0,1]^d} F(v)$$

(36)

$$= B_{M_{\text{hard}}} \left( \arg \min_{w \in \mathbb{R}^d} F(B_{M_{\text{hard}}}(w)) \right)$$

(37)

$$= B_{M_{\text{hard}}}(w_*)$$

(38)

To show that (21) converges to a local optimum of $F : [0,1]^d \to \mathbb{R}$ we follows a standard technique for proving the convergence of stochastic and make the further (standard) assumption

$$E(r^t) = 0, \quad t = 1, \ldots, T.$$  

(39)

First, we let $v^t$, $r^t$ and $\eta_t$, $t = 1, \ldots, T$, be defined as in Lemma B.2, and $z \in \mathcal{D}$ be the random sample at iteration $t + 1$. Then

$$\|v^{t+1} - v^*\|^2 = E \left( \|v^{t+1} - v^*\|^2 \right)$$

(40)

$$= \|v^t - v^*\|^2 - 2\eta_t E(\nabla f(v^t, \tilde{z}) - r^t)^T(v^t - v^*)$$

(41)

$$+ \eta_t^2 E \left( \|\nabla f(v^t, \tilde{z}) - r^t\|^2 \right)$$

$$\leq \|v^t - v^*\|^2 - 2\eta_t E(\nabla f(v^t, \tilde{z})^T(v^t - v^*) + \eta_t^2 (G^2 + E(\|r^t\|^2))$$

(42)

$$\leq \|v^t - v^*\|^2 + 2\eta_t (F(v^*) - F(v^t)) + \eta_t^2 G^2 (1 + C^2)$$

(43)

where $G^2$ and $C$ are defined in (1) and (31). Rearranging terms one obtains

$$F(v^t) - F(v^*) = \frac{\|v^t - v^*\|^2 - \|v^{t+1} - v^*\|^2}{2\eta_t} + \frac{\eta_t}{2} G^2 (1 + C^2)$$

(44)

and hence

$$E \left( F(v^T) - F(v^*) \right) = E \left( \frac{1}{T} \sum_{t=1}^T (F(v^t) - F(v^*)) \right)$$

(45)

$$\leq \frac{1}{T} \sum_{t=1}^T E \left( F(v^t) - F(v^*) \right)$$

(46)

$$= \frac{1}{T} \sum_{t=1}^T \left( \frac{\|v^t - v^*\|^2 - \|v^{t+1} - v^*\|^2}{2\eta_t} + \frac{cG^2 (1 + C^2)}{2t} \right)$$

(47)

$$= -\frac{\|v^{T+1} - v^*\|^2}{2\eta_T} + \frac{cG^2 (1 + C^2)}{2T} \sum_{t=1}^T \frac{1}{t}$$

(48)

$$\leq \frac{cG^2 (1 + C^2)}{2} \frac{1 + \log T}{T}$$

(49)

where the second line follows from the Jensen’s inequality and we use $\sum_{t=1}^T \frac{1}{t} \leq 1 + \log T$. □
C  More results

C.1  MNIST: single class experiments

Figure 6: Runtime and performance of different training strategies and different tasks. The size of the training data set and the class names of each experiment are indicated on the title of each plots.
C.2 MNIST: multi-class experiments

Figure 7: Runtime and performance of different training strategies and different tasks. The size of the training data set and the class names of each experiment are indicated on the title of each plots.
C.3 Citeseer: single-class experiments

Figure 8: Runtime and performance of different training strategies and different tasks. The size of the training data set and the class names of each experiment are indicated on the title of each plots.
C.4 Citeseer: multi-class experiments

Figure 9: Runtime and performance of different training strategies and different tasks. The size of the training data set and the class names of each experiment are indicated on the title of each plots.
D  More Laplacian spectra

D.1 Mnist: single-class experiments

Figure 10: Spectrum of the normalized Laplacian matrix of real and binary models trained on different tasks. The size of the training data set is 150 images per class and the class names are indicated on the title of each plots.