1. Introduction

Integral Algebraic Equations (IAEs) are not as well known as integral equations or Differential Algebraic Equations (DAEs). But there are some major reasons that make their investigation important. One of these is that IAEs are more general than integral equations or Differential Algebraic Equations (DAEs). But there are some major reasons that make the existence and uniqueness of a solution to this system are studied. The well-known piecewise continuous collocation methods are used to solve this system numerically, and the convergence properties of the perturbed piecewise continuous collocation methods are investigated to obtain the order of convergence for the given numerical methods. Finally, some numerical experiments are provided to support the theoretical results.
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integral equations of the first kind for \( \nu = 1 \):

\[
\int_0^t k_{1,1}(t,s)y_1(s)\,ds = f_1(t),
\]

and we suppose that \( k_{1,1} \) is an invertible \( r \times r \) matrix-valued.

There are different notions of index for classification of IAEs. For example, Gear (1990) introduced a differential index for IAEs. The left index for \( \mathfrak{D} \) is another notion that was used firstly by Russian mathematicians (Bulatov, 1994; Chistyakov, 1996). For the ‘degree’ of ill-posedness, Lamm (2005) as well as Lamm and Scofield (2000) introduced ‘v-smoothing’ for Volterra integral equations of the first kind, which is equivalent with a differential index. The tractable index 1 and 2 problems are defined respectively by Brunner (2004, 1978; 1977), De Hoog and Weiss (2002; 1994; Chistyakov, 1996).

Piecewise polynomial collocation methods are popular methods for solving various types of operator equations, such as integral, differential and partial differential equations. From many existing papers on this subject, those which are close to our study the ones introduced by Brunner (2004) and Hadizadeh et al. (2011).

In Section 4, we introduce generalized difference collocation methods for IAEs with differential index 1 of (1973a; 1973b), Kauthen and Brunner (1997), as well as Weiss (1972). Piecewise (discontinuous) polynomial collocation methods for IAEs with differential index 1 of the form

\[
y(t)+K_{11}y(t) + K_{12}z(t) = q_1(t), \tag{3}
\]

\[
K_{21}y(t) + K_{22}z(t) = q_2(t), \tag{4}
\]

where \( K_{i,j}y(t) = \int_0^t k_{i,j}(t,s)y(s)\,ds \) for \( i,j \in \{1,2\} \) with \( \det k_{i,j} \neq 0 \), were investigated by Kauthen (1997; 2001). He showed that the order of the error for these methods is \( m \) and \( m-1 \) if the stability function

\[ R(\infty) = (-1)^m \prod_{i=1}^m \frac{1-c_i}{c_i} \]

respectively satisfies the condition \( R(\infty) \in [-1,1) \) and \( R(\infty) = 1 \), where \( c_i, i = 1,\ldots,m \), are the collocation parameters. The paper deals with application of the piecewise polynomial collocation method to higher index IAEs of Hessenberg form, since there are fewer investigations on these equations and their analysis is not as easy as that of index one IAEs.

The paper is organized as follows. In Section 2, we introduce a new definition based on the left index. In Section 3, we recall application of the piecewise polynomial collocation method for the system (1). In Section 4, we introduce generalized difference inequalities for supporting our analysis. In Section 5, a global convergence theorem is proved which implies the convergent properties of the given methods for the research problem given by Brunner (2004, p. 499). In Section 6, we extend the results to the nonlinear case. Finally, in Section 7, we illustrate the obtained results by numerical experiment.

2. Existence and uniqueness of the solution

The existence and uniqueness theorems for the solution of IAEs depend on the definitions of the index. One of the definitions for the index of IAE, was introduced by Gear using index reduction procedure (Gear, 1990).

**Definition 1.** The differential index of the system (1) is \( m (\text{ind}_d = m) \), if \( m \) is the minimum possible number of differentiations of (1) required to obtain a system Volterra integral equations of the second kind.

By accepting this definition, in order to find the index of a given IAE, we must use a new proof associated with it. So there may exist different concepts of the index which are well formulated and working with them is simple. The left regularization index is one of them that was introduced by Bulatov and his collaborators (Bulatov, 2002; 1994; Chistyakov, 1996).

This definition and related powerful theorems make the investigation of existence and uniqueness results for solutions of IAEs comfortable. It is clear that for each IAE of the left index \( m \) we have \( \text{ind}_d = m \), but its converse has not been investigated yet.

**Definition 2.** (Chistyakov, 1987) The matrix pencil \( \lambda A(t) + k(t,t) \) satisfies the ‘rank-degree’ criterion on the interval \( I \), if \( \text{rank} A(t) = \deg \det(\lambda A(t) + k(t,t)) = \text{const} > 0 \), for all \( t \in I \).

The following conditions are necessary and sufficient for the existence of a semi-inverse matrix \( A^{-1}(t) \) with elements in \( C^p(I, \mathbb{R}^{\times r}) \) (Chistyakov, 1996):

1. the elements of \( A(t) \) belong to \( C^p(I, \mathbb{R}^{\times r}) \),
2. \( \text{rank} A(t) = \text{const}, \forall t \in I \).

**Definition 3.** Suppose that \( A \in C^\nu(I, \mathbb{R}^{\times r}) \) and \( k \in C^\nu(D, \mathbb{R}^{\times r}) \). Let

\[
A_0 \equiv A, \quad k_0 \equiv k, \quad k_{i+1} = \Lambda_i k_i,
\]

\[
A_i y = \frac{d}{dt} \left( (E - A_i(t)A_i^{-1}(t))y \right) + y,
\]

\[
A_{i+1} \equiv A_i + (E - A_i(t)A_i^{-1}(t))k_i(t, t).
\]

Then we say that the ‘rank degree’ index of \( A, k \) is \( \nu \) if

\[
\text{rank} A(t) = \text{const}, \forall t \in I \text{ for } i = 0,\ldots,\nu,
\]

\[
\det A_i = 0, \text{ for } i = 0,\ldots,\nu - 1, \quad \det A_\nu \neq 0.
\]

Moreover, we say that the ‘rank degree’ index of the system (1) is \( \nu (\text{ind}_d = \nu) \) if, in addition to the above hypotheses, we have \( f \in C^\nu(I, \mathbb{R}) \) and

\[
F_{i+1} \equiv \Lambda_i F_i, \quad F_0 \equiv f,
\]

where \( E \) is an identity operator.
Lemma 1. (Bulatov, 2002) Let \( \text{rank} A(t) = \text{const}, \forall t \in I \) and the elements of \( A(t) \) are in \( C^r(I, \mathbb{R}^{r \times r}) \). Then the initial value problem

\[
(E - AA^-)x(t)^{(p)} + x(t) = 0,
\]

\[
x(0) = x'(0) = \ldots = x^{(p-1)}(0) = 0, \quad t \in I,
\]

has only a trivial solution. Now we can state the following uniqueness and existence theorem for higher index IAEs.

Theorem 1. Suppose the following conditions are satisfied for \( I \):

1. \( \text{ind}_i = \nu \geq 1 \),
2. \( A(t) \in C^r(I, \mathbb{R}^{r \times r}), f(t) \in C^r(I, \mathbb{R}) \) and \( \frac{\partial^k \kappa_i(t, s)}{\partial t^k} \in C(I, \mathbb{R}^{r \times r}), \) for \( i = 1, \ldots, \nu \),
3. \( A_i(0)y(0) = F_i(0), \) for \( i = 0, \ldots, \nu - 1 \) (consistency conditions).

Then the system \( I \) has a unique solution on \( I \).

Proof. The proof is based on the fact that the systems

\[
A_i(t)y(t) + \int_0^t k_i(t, s)y(s) \, ds = F_i(t), \quad t \in I := [0, T], i = 0, \ldots, \nu,
\]

are equivalent (i.e., every solution of the system \( i + 1 \) is a solution of the system \( i \)) and vice versa, if the consistency conditions were satisfied. To prove this assertion, let \( y \) be a solution of the system \( i \) and apply the operator \( A_i \) on the system \( i \). Then the system \( i + 1 \) will be obtained. Hence \( y \) is a solution of the system \( i + 1 \). Conversely, let \( y \) be a solution of system \( i + 1 \), and define

\[
D_{i+1}y = A_i(t)y(t) + \int_0^t k_i(t, s)y(s) \, ds - F_i(t).
\]

Then

\[
d \left( (E - A_i(t)A_i^-(t))D_{i+1}y \right) + D_{i+1}y = 0,
\]

\[
D_{i+1}y(0) = A_i(0)y(0) - F(0) = 0.
\]

Because \( y \) is a solution of system \( i + 1 \), from Lemma 1, we conclude that \( D_{i+1}y = 0 \). Since the final system is a Volterra integral one of the second kind, it has a unique solution. Therefore, a unique solution satisfies all systems in \( I \).

We need to check whether or not the matrix \( A_i \) is invertible. To this end, we use the following lemma.

Lemma 2. (Bulatov, 1994) Let the matrix pencil \( \lambda A(t) + k(t, t) \) satisfy the ‘rank-degree’ criterion on the interval \( I \). Then

\[
\det (A(t) + V(t)k(t, t)) \neq 0, \quad \forall t \in I,
\]

and

\[
\det (A(t) + V(t)(A'(t) + k(t, t))) \neq 0, \quad \forall t \in I,
\]

where \( V(t) = E - A(t)A^-(t) \).

To prove the existence of the solution for the system \( I \), it is enough to show that its index is \( \nu \), and the consistency conditions hold. The proof is given in Appendix.

3. Collocation method for IAEs

The contents of this section is recalled after Brunner (2004). Let \( I_h := \{t_n : 0 = t_0 < t_1 < \cdots < t_N = T\} \) be a given (not necessarily uniform) partition of \( I \), and set \( \sigma_n := (t_n, t_{n+1}], \pi_n := [t_n, t_{n+1}] \), with \( h_n = t_{n+1} - t_n \) \((n = 0, 1, \ldots, N - 1)\) and diameter \( h = \max \{h_n : 0 \leq n \leq N\} \). Each component of the solution of \( I \) is approximated by elements of the piecewise polynomial space

\[
S_m^0(I_h) := \{v \in C(I) : v|\pi_n \in \pi_m(n = 0, 1, \ldots, N - 1)\},
\]

where \( \pi_m \) denotes the space of all (real valued) polynomials of degree not exceeding \( m \). A collocation solution \( u_h \in \left( S_m^0(I_h) \right)^r \) for \( I \) is defined by the equation

\[
A(t)u_h(t) + \int_0^t k(t, s)u_h(s) \, ds = f(t),
\]

for \( t \in X_h = \{t_n, i := t_n + c_hn : 0 < c_h < c_{n+1} < \cdots < c_m \leq 1, n = 0, 1, \ldots, N - 1\} \) and the continuity conditions

\[
u_{n-1}(t_n) = u_n(t_n), \quad n = 1, \ldots, N - 1.
\]

The collocation parameters \( c_j \) completely determine the set of collocation points \( X_h \). By defining \( u_n = u_h|\pi_n \in (\pi_m)^r \), we have

\[
u_n(t_n + sh_n) = \sum_{j=0}^m L_j(s)u_{n,j}, \quad s \in (0, 1],
\]

where

\[
L_j(v) := \prod_{k=0}^m \frac{v - c_k}{c_j - c_k}, \quad j = 0, \ldots, m,
\]

\( \lambda \in C(I) \).
denote the Lagrange fundamental polynomials with respect to the distinct collocation parameters \( c_i \). By partitioning the domain of integral in (7) and changing the variables, we have
\[
f(t_{n,i}) = A(t_{n,i})U_{n,i} + F_{n,i} + h \int_0^{c_i} k(t_{n,i}, t_n + s h_n) u_n(t_n + s h_n) \, ds,
\]
where the lag terms are defined by
\[
F_{n,i} = h \sum_{l=0}^{n-1} \int_0^1 k(t_{n,i}, t_l + s h_l) u_l(t_l + s h_l) \, ds.
\]
Substituting from (9) in (10), for \( i = 1, \ldots, m \) and using the continuity conditions (8), we obtain the \( rm \times rm \) system
\[
A(t_{n,i})U_{n,i} + \sum_{j=1}^m c_j \int_0^{c_i} k(t_{n,i}, t_n + s h_n) L_j(s) \, ds U_{n,j} = -h \int_0^{c_i} k(t_{n,i}, t_n + s h_n) L_0(s) \, ds U_{n-1}(t_n) - F_{n,i} + f(t_{n,i}),
\]
with
\[
F_{n,i} = h \sum_{l=0}^{n-1} \sum_{j=1}^m \left( \int_0^1 k(t_{n,i}, t_l + s h_l) L_j(s) \, ds U_{l,j} \right) + \int_0^1 k(t_{n,i}, t_l + s h_l) L_0(s) \, ds U_{l-1}(t_l).
\]
By solving the system (11), the approximate solution of (1) is determined at the collocation points and \( t_{n+1} \) by
\[
u_n(t_{n+1}) = L_0(1)u_{n-1}(t_n) + \sum_{j=1}^m L_j(1)u_n(t_{n,j}).
\]

Remark 1. To apply this method, it is necessary to compute the integrals appearing in (11) and (12). To do this, we apply the following quadrature rule by using the same collocation parameters \( c_i \), \( i = 0, \ldots, m \), such that the order of the quadrature rule is at least the same order of the method \( O(h^{m+1}) \)
\[
\int_0^{c_i} k(t_{n,i}, t_n + s h_n) L_j(s) \, ds \simeq a_{i,j} k(t_{n,i}, t_n + c_j h_n),
\]
\[
\int_0^1 k(t_{n,i}, t_l + s h_l) L_j(s) \, ds \simeq b_{j} k(t_{n,i}, t_l + c_j h_l),
\]
with \( a_{i,j} = \int_0^{c_i} L_j(t) \, dt \) and \( b_{j} = \int_0^1 L_j(t) \, dt \). Using this quadrature rule considerably simplifies our computations. When all the integrals are computed by the quadrature rule, the method is called fully discretised.

Remark 2. Choosing \( c_m = 1 \), we have \( t_{n+1} = t_{n,m} \) and \( u(t_{n+1}) = u(t_{n,m}) \). Thus we obtain \( u_{n+1} = U_{n,m} \) without reusing (9). This also makes the analysis of existence and uniqueness of the approximate solution simple, which will be discussed in the next section.

Some existence and uniqueness conditions for the solution of continuous collocation methods can be found in the work of Brunner (2004).

4. Difference inequalities

Firstly, we recall the following lemmas. Note that we write \( v = O(h^m) \) whenever \( \|v\| = O(h^m) \).

Lemma 3. (Gronwall’s inequality (Brunner, 2004)) Assume that \( \{k_j\}, (j \geq 0) \) is a given non-negative sequence, and the sequence \( \{\epsilon_n\} \) satisfies \( \epsilon_0 \leq \rho_0 \) and
\[
\epsilon_n \leq \rho_0 + \sum_{j=0}^{n-1} q_j + \sum_{j=0}^{n-1} k_j \epsilon_j
\]
with \( \rho_0 \geq 0, q_j \geq 0, (j \geq 0) \). Then
\[
\epsilon_n \leq \left( \rho_0 + \sum_{j=0}^{n-1} q_j \right) \exp \left( \sum_{j=0}^{n-1} k_j \right).
\]

Lemma 4. Let \( B_{jl}, \ j \geq 0, \) be a uniformly bounded sequence of \( v \times v \) matrices, \( M = \text{diag}(\lambda_1, \ldots, \lambda_v) \) and \( \lambda = \max_{i} |\lambda_i| \). Let also \( \{E_n\} \) be a set of vectors with
\[
E_0 = O(h^{u_1})
\]
and
\[
E_n \leq ME_{n-1} + h \sum_{l=0}^{n-1} B_l E_l + O(h^{u_2}), \quad n = 1, \ldots, N.
\]
Then
\[
\lim_{N \to \infty} \left\| E_N \right\| = \infty
\]
for \( \lambda > 1 \), and
\[
\lim_{N \to \infty} \left\| E_N \right\| \leq O(h^{\min(u_1, u_2)})
\]
for \( \lambda_i \in [-1, 1], \ i = 1, \ldots, v \).

Proof. The proof can be derived easily by using Gronwall’s inequality.

5. Convergence analysis

Before stating the convergence properties of continuous collocation methods, we investigate the convergence properties of perturbed continuous collocation methods.
for a System of First kind Volterra Integral Equations (SFVIE). The proof of Theorem II in this section is similar to the standard technique introduced by De Hoog and Weiss (1973a; 1973b), Brunner (1978; 1977), as well as Kauthen and Brunner (1997). An excellent book for this technique is the one by Brunner (2004). However, for the convenience of the readers and self-dependency of the paper, we give the proofs of all theorems in detail.

Consider the SFVIE

$$\int_0^t k(t, s)y(s)\, ds = f(t), \quad (15)$$

where $k(t, l)$ is an invertible $r \times r$ matrix for all $l \in I$. We analyze the convergence properties of the perturbed continuous spline collocation method. Solving the SFVIE, we perturb the system (11) as

$$h \sum_{j=1}^{m} \int_{c_i}^{c_{i+1}} k(t_{n,i}, t_n + sh_n)J_j(s)\, ds \, U_{n,j}$$

$$= -h \sum_{j=1}^{m} \int_{c_i}^{c_{i+1}} k(t_{n,i}, t_n + sh_n)L_j(s)\, ds \, U_{n-1,j} - F_{n,i} + f(t_{n,i}) + \delta(h, n, i), \quad (16)$$

where

$$F_{n,i} = h \sum_{j=1}^{m} \int_{c_i}^{c_{i+1}} k(t_{n,i}, t_{l_1} + sh_l)L_j(s)\, ds \, U_{l_1,j}$$

$$+ \int_{c_i}^{c_{i+1}} k(t_{n,i}, t_{l_1} + sh_l)L_0(s)\, ds \, U_{l_1-1,l_1} \quad (17)$$

with

$$F_{0,i} = 0.$$ 

Here, the perturbed term $\delta(h, n, i)$ only depends on $h$ and $t_{n,i}$, and it is of order $O(h^{m+1})$.

**Theorem 2.** Let

$$f(t) \in C^{m+2}(I, \mathbb{R}^r), \quad \frac{\partial^2 k(t, s)}{\partial t^r} \in C(D, \mathbb{R}^{r \times r})$$

for $i = 1, \ldots, m + 1$, satisfy the system (15). Then the approximate solution $u_h(s)$ of the perturbed continuous collocation method with distinct collocation parameters $c_1, \ldots, c_m \in (0, 1]$ and $c_m \leq 1$ (if exists) converges to the solution $y$ for any $m \geq 2$ if and only if

$$\varrho = \max\{|\lambda_1|, |\lambda_2|\} \leq 1,$

where $\lambda_1$ and $\lambda_2$ are the eigenvalues of the matrix $\tilde{A}^{-1}B$ with

$$\tilde{A} = \begin{pmatrix}
1 & 0 & \cdots & 0 \\
a_{10} & a_{11} & \cdots & a_{11} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m0} & a_{m1} & \cdots & a_{mm}
\end{pmatrix}$$

and

$$B = \begin{pmatrix}
L_0(1) & L_1(1) & \cdots & L_m(1) \\
a_{m0} - b_0 & a_{m1} - b_1 & \cdots & a_{mm} - b_m \\
\vdots & \vdots & \ddots & \vdots \\
a_{m0} - b_0 & a_{m1} - b_1 & \cdots & a_{mm} - b_m
\end{pmatrix},$$

and the collocation error satisfies

$$\|y - u_h\| \leq \begin{cases}
O(h^{\min(m-1,m+1)}) & \text{if } \lambda_1, \lambda_2 \in [-1, 1), \\
O(h^{\min(m-2,m)}) & \text{if } \lambda_1 = 1 \text{ or } \lambda_2 = 1.
\end{cases} \quad (18)$$

**Remark 3.** The eigenvalues $\lambda_1$ and $\lambda_2$ can be computed by

$$\lambda_1 = \frac{1}{2} \left( \text{tr}(\tilde{A}^{-1}B) + \sqrt{(\text{tr}(\tilde{A}^{-1}B))^2 - 4(\text{tr}(\tilde{A}^{-1}B))^2} \right),$$

$$\lambda_2 = \frac{1}{2} \left( \text{tr}(\tilde{A}^{-1}B) - \sqrt{(\text{tr}(\tilde{A}^{-1}B))^2 - 4(\text{tr}(\tilde{A}^{-1}B))^2} \right), \quad (19)$$

for $c_m < 1$ and

$$\lambda_1 = 0, \quad \lambda_2 = (-1)^m \prod_{i=1}^{m-1} \frac{1 - c_i}{c_i}, \quad (20)$$

for $c_m = 1$ (see Kauthen and Brunner, 1997).

**Proof.** Solving (16) and (17) is equivalent to finding $u_h(s) \in \left( S_0^{(0)}(I_h) \right)$ such that

$$\int_0^{t_{n,1}} k(t_{n,1}, s)u_h(s)\, ds = f(t_{n,1}) + \delta(h, n, i). \quad (23)$$

Subtracting this equation from (15) with $t = t_{n,1}$, we obtain

$$\int_0^{t_{n,1}} k(t_{n,1}, s)e(s)\, ds = \delta(h, n, i), \quad (24)$$

where $e(s) = y(s) - u(s)$. Introducing $e_n = e|\tau_n \in C^{m+1}[t_n, t_{n+1}]$, we have

$$e_n(t_n + v) = e_n(t_n) + \sum_{j=1}^{m} L_j(v)e_n(t_{n,j}) + r_n(v), \quad (25)$$

$v \in [0, 1]$, where the interpolation error is determined by

$$r_n(v) = h^{m+1} \frac{y^{(m+1)}(\xi_n(v))}{(m+1)!} \prod_{i=1}^{m}(v-c_i), \quad \xi_n(v) \in (t_n, t_{n+1}). \quad (26)$$
(Notice that we have $f(t) \in C^{m+2}(I, \mathbb{R}^r)$, $\frac{\partial^k(t,s)}{\partial t^k} \in C(D, \mathbb{R}^{r \times r})$, for $i = 1, \ldots, m + 1$, by assumption.)

From (24), we have

$$\int_0^{c_1} k(t_{ni}, t_n + sh)e(t_n + sh) \, ds$$

$$= - \sum_{i=0}^{n-1} \int_0^1 k(t_{ni}, t_l + sh)e(t_l + sh) \, ds$$

$$+ \delta(h, n, i).$$

Rewriting (27) with $n$ replaced by $n - 1$ and $j = m$ and subtracting it from (27), we obtain

$$\int_0^{c_1} k(t_{ni}, t_n + sh)e_n(t_n + sh) \, ds$$

$$= \int_0^{c_n} k(t_{n-1,m}, t_{n-1} + sh)e_{n-1}(t_{n-1} + sh) \, ds$$

$$- \int_0^1 k(t_{ni}, t_n + sh)e_n(t_n + sh) \, ds$$

$$+ \sum_{i=0}^{n-2} \int_0^1 (k(t_{n-1,m}, t_l + sh) - k(t_{ni}, t_l + sh)) e_l(t_l + sh) \, ds$$

$$+ \delta(h, n, i) - \delta(h, n - 1, m).$$

Using

$$\int_0^{c_1} k(t_{ni}, t_n + sh)L_j(s) \, ds$$

$$= k(t_n, t_n)a_{ij} + O(h),$$

$$\int_0^{c_n} k(t_{n-1,m}, t_{n-1} + sh)L_j(s) \, ds$$

$$= k(t_n, t_n)a_{mj} + O(h),$$

$$\int_0^1 k(t_{ni}, t_n + sh)L_j(s) \, ds$$

$$= k(t_n, t_n)b_j + O(h)$$

and

$$k(t_{n-1,m}, t_l + sh) - k(t_{ni}, t_l + sh)$$

$$= h(1 + c_i - c_m)k_2(\xi, t_l) + O(h)$$

in (28), we obtain

$$(k(t_n, t_n) + O(h)) \left( \sum_{j=0}^{m} a_{ij}e_n(t_{nj}) + O(h^{m+1}) \right)$$

$$= (k(t_n, t_n) + O(h))$$

Since $k(t, t)$ is invertible and continuous with respect to $t$, $k(t_n, t_n) + O(h)$ has a continuous inverse, say $W$, for sufficiently small $h$. Hence, Eqn. (29) can be written as

$$\sum_{j=0}^{m} a_{mj}e_n(t_{nj})$$

$$= \sum_{j=0}^{m} a_{mj}e_{n-1}(t_{n-1,j})$$

$$- \sum_{j=0}^{m} b_j e_{n-1}(t_{n-1,j}) + hWU \sum_{j=0}^{m} b_j e_l(t_{l,j})$$

$$+ O(h^{m_1-1}) + O(h^{m+1}),$$

where $hU := h(1 + c_i - c_m)k_2(\xi, t_l) + O(h)$ and so $U$ is bounded with respect to its variables. Using (25) and the continuity conditions (6), we have

$$e_n(t_n) = e_{n-1}(t_{n-1} + h)$$

$$= e_{n-1}(t_{n-1})L_0(1)$$

$$+ \sum_{j=1}^{m} L_j(1)e_{n-1}(t_{n-1,j}) + r_{n-1}(1).$$

Thus from Eqns. (31) and (30), we can write

$$\begin{pmatrix}
1 & O & \ldots & O \\
a_{10} & a_{11} & \ldots & a_{1m} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m0} & a_{m1} & \ldots & a_{mm}
\end{pmatrix}
\begin{pmatrix}
e_n(t_n) \\
e_{n-1}(t_{n-1,1}) \\
\vdots \\
e_{n-1}(t_{n-1,m})
\end{pmatrix}
= hU
\begin{pmatrix}
L_0(1) & \ldots & L_m(1) \\
(a_{m0} - b_0) & \ldots & (a_{mm} - b_m)
\end{pmatrix}
\begin{pmatrix}
e_n(t_{n,m}) \\
e_{n-1}(t_{n-1,1}) \\
\vdots \\
e_{n-1}(t_{n-1,m})
\end{pmatrix}$$
of degree \( l \) where \( \lambda \) exists an invertible matrix and by using (25) the proof is completed for the case that is not as simple as the ideas of Kauthen and Brunner (1997) to use the interpolation formula for \( e \n \) given ideas of Kauthen and Brunner (1997) to use the matrices, we have

\[
\text{summarize Eqn. (32) in the form}
\]

\[
(\tilde{A} \otimes I)E_n = (B \otimes I)E_{n-1} + h \sum_{l=0}^{n-2} B_l E_l + O(h^u), \quad (33)
\]

\( u = \min\{m_1 - 1, m + 1\} \). Since \( \tilde{A} \) and \( I \) are invertible matrices, we have

\[
E_n = ((\tilde{A}^{-1} B) \otimes I)E_{n-1} + h \sum_{l=0}^{n-2} (\tilde{A}^{-1} \otimes I)B_l (P \otimes I)^{-1} (P \otimes I)E_l + O(h^u).
\]

(34)

After Kauthen and Brunner (1997, Lemma 2), there exists an invertible matrix \( P \) such that \( D := P(\tilde{A}^{-1} B)P^{-1} = \text{diag}(\lambda_1, \lambda_2, 0, \ldots, 0) \). Thus, we can use \( (P \otimes I)((\tilde{A}^{-1} B) \otimes I)(P \otimes I)^{-1}(P \otimes I) = D \otimes I \) to write (33) as

\[
(P \otimes I)E_n = (D \otimes I)(P \otimes I)E_{n-1} + h \sum_{l=0}^{n-2} (\tilde{A}^{-1} \otimes I)B_l (P \otimes I)^{-1} (P \otimes I)E_l + O(h^u),
\]

(35)

where \( \lambda_1 \) and \( \lambda_2 \) are obtained by (18)–(20). It is obvious that \( E_0 = O(h^{\min\{m_1, m+1\}}) \). Thus we can use Lemma 4 to prove

\[
\lim_{N \to \infty} \|(P \otimes I)E_N\| \leq O(h^{\min\{m_1 - 1, m+1\}}),
\]

and by using (23) the proof is completed for the case \( \lambda_1, \lambda_2 \in [-1, 1] \).

For the case \( \lambda_1 = 1 \) or \( \lambda_2 = 1 \), we apply the given ideas of Kauthen and Brunner (1997) to use the interpolation formula for \( e(t) \) at a smaller number of collocation points, but this application in the perturbation case is not as simple as the ideas of Kauthen and Brunner (1997) and we need the following remarks.

Remark 4. Let \( a_{ij} = \int_0^1 T_j(s) \, ds \) and \( b_j = \int_0^1 T_j(s) \, ds \), where \( T_j(s) \), \( j = 1, \ldots, l \), are the Lagrange polynomials of degree \( l \) defined with respect to the points \( 0 < d_1 < \ldots < d_l < 1 \). Then \( M = A^{-1} B \) has only the eigenvalue

\[
\bar{R}(\infty) = (-1)^l \prod_{i=1}^{l} \frac{1 - d_i}{d_i},
\]

where \( A = (a_{ij}) \) and \( B = (B_{ij}) \) with \( B_{ij} = a_{m+1} - b_j \). Moreover,

\[
e(t_n + vh) = \sum_{j=1}^{l} T_j(v) e_{n} (t_{n,j}) + h^n e_{n}^\cdot (T_n^\cdot) \prod_{i=1}^{l} (\tau - c_i),
\]

(36)

\( \tau \in [0, 1] \), where \( T_{n,j} = t_n + d_j h \), (see, e.g., Kauthen and Brunner, 1997).

Remark 5. For the case \( \lambda_1 = 1 \) or \( \lambda_2 = 1 \), we know the matrix \( M \) from Remark 4 with respect to the points \( e_1, \ldots, e_m \) has the only eigenvalue

\[
\bar{R}(\infty) = (-1)^m \prod_{i=1}^{m} \frac{1 - c_i}{c_i} < 1
\]

(see Kauthen and Brunner, 1997). Hence it can be easily proved that, for each \( l \leq m \), we can choose \( l \) points \( d_1, \ldots, d_l \) through \( c_1, \ldots, c_m \) such that

\[
\bar{R}(\infty) = (-1)^l \prod_{i=1}^{l} \frac{1 - d_i}{d_i} < 1.
\]

Let \( l_1 = \min\{m_1 - 1, m + 1\} \). Then we use the above remarks with \( l = l_1 - 1 \) and the collocation points \( d_1, \ldots, d_l \) to get

\[
e_{n}(t_n + vh) = \sum_{j=1}^{l} T_j(v) e_{n} (t_{n,j}) + O(h^l), \quad v \in [0, 1].
\]

(37)

By substituting (37) into (28) and following the lines of the proof after Eqn. (28), we obtain

\[
E_n = (M \otimes I)E_{n-1} + h \sum_{l=0}^{n-1} B_{nl} E_l + O(h^l).
\]

Since \( M \) is diagonalizable, there exists \( P \) such that \( D = PMP^{-1} = \text{diag}(\bar{R}(\infty), 0, \ldots, 0) \) with \( |\bar{R}(\infty)| < 1 \). Now applying Lemma 4 to the equation

\[
(P \otimes I)E_n = (M \otimes I)(P \otimes I)E_{n-1} + h \sum_{l=0}^{n-1} (P \otimes I)B_{nl} E_l + O(h^l)
\]

completes the proof.

Remark 6. The trivial conclusion of Theorem 2 is for the case \( \delta(h, n, i) = 0 \), (e.g., \( m_1 = \infty \)). This case is equivalent to using the continuous collocation method for the system of first kind Volterra integral equations, where one can use this theorem to prove

\[
\|e\| \leq \left\{ \begin{array}{ll}
O(h^{m+1}) & \text{if } \lambda_1, \lambda_2 \in [-1, 1],
O(h^{m}) & \text{if } \lambda_1 = 1 \text{ or } \lambda_2 = 1,
\end{array} \right.
\]

which is the same as the result of Kauthen and Brunner (1997) for the Volterra integral equation of the first kind.
This perturbed analysis on the numerical solution of the Volterra integral equations of the first kind makes it easy for the Hessenberg form (we claim that without this perturbation analysis, the proof of the next theorem will be more complicated).

**Theorem 3.** Let \( f(t) \in C^{m+2}(I, \mathbb{R}^r), \frac{\partial^2 k(t,s)}{\partial t \partial s} \in C(D, \mathbb{R}^{r \times r}) \) for \( i = 1, \ldots, m + 1 \) and \( A(t) \in C^{m+1}(I, \mathbb{R}^{r \times r}) \) be satisfied for the system (37) and suppose that the system has Hessenberg form of index \( \nu \) (see Eqn. (2)). Also suppose that the consistency conditions of Theorem 7 hold for this system. Then the approximate solution \( u_h \) of the continuous collocation method with distinct collocation parameters \( c_1, \ldots, c_m \in (0, 1) \) (if it exists) converges to the solution \( y \) if and only if

\[
\psi = \max(|\lambda_1|, |\lambda_2|) \leq 1,
\]

where \( \lambda_1 \) and \( \lambda_2 \) are given by (45-48), and the collocation error satisfies

\[
\|y_1 - u_1\| \leq \begin{cases} O(h^{m+1}) & \text{if } \lambda_1, \lambda_2 \in [-1, 1), \\ O(h^m) & \text{if } \lambda_1 = 1 \text{ or } \lambda_2 = 1, \\ \end{cases}
\]

\[
\|y_2 - u_2\| \leq \begin{cases} O(h^m) & \text{if } \lambda_1, \lambda_2 \in [-1, 1), \\ O(h^{m-2}) & \text{if } \lambda_1 = 1 \text{ or } \lambda_2 = 1, \\ \end{cases}
\]

\[
\|y_\nu - u_\nu\| \leq \begin{cases} O(h^{m+2-\nu}) & \text{if } \lambda_1, \lambda_2 \in [-1, 1), \\ O(h^{m+2-2\nu}) & \text{if } \lambda_1 = 1 \text{ or } \lambda_2 = 1, \\ \end{cases}
\]

and hence

\[
\|y - u_h\| \leq \begin{cases} O(h^{m+2-\nu}) & \text{if } \lambda_1, \lambda_2 \in [-1, 1), \\ O(h^{m+2-2\nu}) & \text{if } \lambda_1 = 1 \text{ or } \lambda_2 = 1, \\ \end{cases}
\]

where \( u_h = [u_1, \ldots, u_m]^T \).

**Proof.** The proof is derived by induction on \( \nu \). For the case \( \nu = 1 \), it is trivial (Remark 6). Suppose that it is true for \( \nu = n \). For \( \nu = n + 1 \), the problem takes the form

\[
\begin{bmatrix}
A_{1,1}(t) & \ldots & A_{1,n}(t) & \vdots & y_1(t) \\
\vdots & \ddots & \vdots & \vdots & \vdots \\
A_{n,1}(t) & \ldots & 0 & 0 & \vdots \\
0 & \ldots & 0 & 0 & y_n(t) \\
\end{bmatrix} + \int_0^t \begin{bmatrix}
k_{1,1}(t,s) & k_{1,2}(t,s) & \ldots & k_{1,n+1}(t,s) \\
\vdots & \vdots & \ddots & \vdots \\
k_{n,1}(t,s) & k_{n,2}(t,s) & \ldots & 0 \\
k_{n,n+1}(t,s) & 0 & \ldots & 0 \\
\end{bmatrix} \begin{bmatrix}
y_1(t) \\
y_2(t) \\
\vdots \\
y_n(t) \\
y_{n+1}(t) \\
\end{bmatrix} ds = \begin{bmatrix}
f_1(t) \\
f_2(t) \\
\vdots \\
f_n(t) \\
f_{n+1}(t) \\
\end{bmatrix}.
\]

The last \( n \) equations of this system form an IAE of index \( n \). By the hypothesis of induction, we have

\[
\|e_1\| \leq \begin{cases} O(h^{m-1}) & \text{if } \lambda_1, \lambda_2 \in [-1, 1), \\ O(h^m) & \text{if } \lambda_1 = 1 \text{ or } \lambda_2 = 1, \\ \end{cases}
\]

\[
\|e_2\| \leq \begin{cases} O(h^m) & \text{if } \lambda_1, \lambda_2 \in [-1, 1), \\ O(h^{m-2}) & \text{if } \lambda_1 = 1 \text{ or } \lambda_2 = 1, \\ \end{cases}
\]

\[
\|e_n\| \leq \begin{cases} O(h^{m+2-n}) & \text{if } \lambda_1, \lambda_2 \in [-1, 1), \\ O(h^{m+2-2n}) & \text{if } \lambda_1 = 1 \text{ or } \lambda_2 = 1, \\ \end{cases}
\]

(here \( e_i = y_i - u_i \) for \( i = 1, \ldots, n \)), and hence

\[
|A_{1,1}(t)e_1(t) + \ldots + A_{1,n}(t)e_n(t) + \int_0^t k_{1,1}(t,s)e_1(s) ds + \ldots + \int_0^t k_{1,n}(t,s)e_n(s) ds |
\]

\[
\leq \begin{cases} O(h^{m+2-n}) & \text{if } \lambda_1, \lambda_2 \in [-1, 1), \\ O(h^{m+2-2n}) & \text{if } \lambda_1 = 1 \text{ or } \lambda_2 = 1, \\ \end{cases}
\]

(39)

The first equation of the system (38) is a Volterra integral equation of the first kind, i.e.,

\[
\int_0^t k_{1,n+1}(t,s)y_{n+1}(s) ds = f_1(t) - A_{1,1}(t)y_1(t) - \ldots - A_{1,n}(t)y_n(t) - \int_0^t k_{1,1}(t,s)y_1(s) ds - \ldots - \int_0^t k_{1,n}(t,s)y_n(s) ds.
\]

(40)

From (39), the corresponding continuous collocation method for Eqn. (40) is equivalent to the perturbed continuous collocation method with the perturbation term

\[
\delta(h, n, i) = \begin{cases} O(h^{m+2-n}) & \text{if } \lambda_1, \lambda_2 \in [-1, 1), \\ O(h^{m+2-2n}) & \text{if } \lambda_1 = 1 \text{ or } \lambda_2 = 1, \\ \end{cases}
\]

Then Theorem 2 yields

\[
\|y_{n+1} - u_{n+1}\| \leq \begin{cases} O(h^{m+1-n}) & \text{if } \lambda_1, \lambda_2 \in [-1, 1), \\ O(h^{m+2-2n}) & \text{if } \lambda_1 = 1 \text{ or } \lambda_2 = 1, \\ \end{cases}
\]

which completes the proof. □

The fully discretised perturbed continuous collocation solution \( \hat{u}(t_n + sh_n) = \sum_{j=0}^m L_j(s)\hat{U}_{n,j} \) for the Fully Discretised Continuous Collocation Method.
(FDCCM) is obtained by solving the system
\[
\sum_{j=1}^{m} a_{ij} k(t_{n,i}, t_{n,j}) \tilde{U}_{n,j} = -ha_{ij} k(t_{n,i}, t_{n,j}) \tilde{U}_{n-1}(t_n) + f(t_{n,i})
\]
\[
- h \sum_{i=1}^{n} \left( \sum_{j=1}^{m} b_{ij} k(t_{n,i}, t_{n,j}) \tilde{U}_{i,j} + b_0 k(t_{n,i}, t_{n,j}) \tilde{U}_{i-1}(t_l) \right) + \delta(h, n, i).
\]
(41)

Then using
\[
\lambda \quad \text{where}
\]
completes the proof.

The FDCCM has also the same order of convergence which we obtained for the continuous collocation method. To prove this, we need a new version of Theorem 4.

**Theorem 4.** Let \( f(t) \in C^{m+2}(I, \mathbb{R}^r) \), \( \frac{\partial^k f(t,s)}{\partial t^k} \in C(D, \mathbb{R}^{r \times r}) \) for \( i = 1, \ldots, m + 1 \) be satisfied for the system (5). Then the approximate solution \( u_h \) of the fully discretised perturbed continuous collocation method with distinct collocation parameters \( c_1, \ldots, c_m \in (0, 1) \) and \( c_m \leq 1 \) (if it exists) converges to the solution \( y \) for all \( m \geq 2 \) if and only if
\[
\rho = \max |\lambda_1|, |\lambda_2| \leq 1,
\]
where \( \lambda_1 \) and \( \lambda_2 \) are given by (18)–(22) and the collocation error satisfies
\[
\|y - u_h\| \leq \left\{ \begin{array}{ll}
O(h^{m_{1-1,m+1}}) & \text{if } \lambda_1, \lambda_2 \in [-1, 1), \\
O(h^{m_{1-2,m}}) & \text{if } \lambda_1 = 1 \text{ or } \lambda_2 = 1.
\end{array} \right.
\]

**Proof.** We can proceed similarly to the proof of Theorem 2 to show that \( \|\tilde{u}_h - u_h\| \) has the same order of \( \|y - u_h\| \). Then using
\[
\|y - \tilde{u}_h\| \leq \|\tilde{u}_h - u_h\| + \|y - u_h\|
\]
completes the proof. \( \blacksquare \)

Analysis of index 2 IAEs of the form (2) was introduced as a research problem by Brunner (2004), (p. 499), so by using the previous theorems we have following corollary for this problem.

**Corollary 1.** Consider the system of IAEs (2) of size \( r \equiv r_1 + r_2 \) and suppose following conditions are satisfied:

1. the functions \( f_i(t) \in C^{m+1}(I, \mathbb{R}^r) \) and \( A_{i,j}(t) \in C^{m+1}(I, \mathbb{R}^{r \times r}) \), for \( i, j = 1, 2 \).

2. \( \frac{\partial^k A_{i,j}(t,s)}{\partial t^l} \in C^{m+1}(D, \mathbb{R}^{r \times r}) \), for \( l = 1, \ldots, m + 1 \) and \( i, j = 1, 2 \).

3. \( f_2(0) = 0 \) and \( f_1(0) = f_2(0)/k_{21}(0, 0) \) (the consistency conditions).

Then the following statements hold on \( I \):

1. The system (2) has a unique solution.

2. The approximate solution \( u_h \) of the collocation method with distinct collocation parameters \( c_1, \ldots, c_m \in (0, 1) \) (if it exists) satisfies
\[
\|y - u_h\| \leq \left\{ \begin{array}{ll}
O(h^m) & \text{if } \lambda_1, \lambda_2 \in [-1, 1), \\
O(h^{m-2}) & \text{if } \lambda_1 = 1 \text{ or } \lambda_2 = 1.
\end{array} \right.
\]

6. **Nonlinear case**

Suppose that the equation
\[
A(t)y(t) + \int_0^t \kappa(t, s, y(s)) \, ds = f(t),
\]
\( t \in I := [0, T], \quad \) (42)
has a unique solution. Then, the collocation solution \( u_h \in (S^m(I_h))^{r} \) to Eqn. (42) is defined by the equation
\[
A(t)u_h(t) + \int_0^t k(t, s, u_h(s)) \, ds = f(t), \quad \) (43)
for \( t \in X_h \). Proceeding as in Section 3, we obtain the nonlinear equations
\[
f(t_{n,i}) = A(t_{n,i})U_{n,i} + F_{n,i}
\]
\[
+ h \int_0^{c_i} \kappa(t_{n,i}, t_n + sh, L_0(s)U_{n-1}(t_n) + \sum_{j=1}^m L_j(s)U_{n,j}) \, ds,
\]

for \( i = 1, \ldots, m \), where the lag terms are defined by
\[
F_{n,i} = h \sum_{i=0}^{n-1} \int_0^f \kappa(t_{n,i}, t_n + sh, L_0(s)U_{n-1}(t_n) + \sum_{j=1}^m L_j(s)U_{n,j}) \, ds.
\]

A suitable method for solving this system is Newton’s iterative method, since it can be proved (see Atkinson (2001)) that this method converges to the solution \( U_{n,i} \) by the initial value \( U_{n-1,i} \) for sufficiently small \( h \). Subtracting (43) from (42), we obtain
\[
A(t)e(t) + \int_0^t (\kappa(t, s, y(s)) - \kappa(t, s, u_h(s))) \, ds = 0,
\]
for \( t \in X_h \). Now supposing \( k(t, s, y) \) is continuously differentiable with respect to \( y \), using the mean value theorem and letting \( t = t_{n,i} \), we obtain
\[
A(t_{n,i})e(t_{n,i}) + \int_0^{t_{n,i}} \kappa_y(t_{n,i}, s, \eta(s))e(s) \, ds = 0,
\]
where \( \eta(s) \) is between \( y(s) \) and \( u(s) \). This equation is linear and its index can be considered an index for the nonlinear system \([42]\). Hence for the nonlinear equation of the Hessenberg type

\[
\begin{bmatrix}
A_{1,1}(t) & \cdots & A_{1,\nu-1}(t) & 0 \\
\vdots & \ddots & \vdots & \vdots \\
A_{\nu-1,1}(t) & \cdots & 0 & 0 \\
0 & \cdots & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
y_1(t) \\
y_2(t) \\
y_\nu(t) \\
\end{bmatrix}
+ \int_0^t \begin{bmatrix}
k_1(t, s, y_1(s), y_2(s), \ldots, y_\nu(s)) \\
\vdots \\
k_{\nu-1}(t, s, y_1(s), y_2(s)) \\
k_\nu(t, s, y_1(s)) \\
\end{bmatrix}
ds
\]

\[
= \begin{bmatrix}
f_1(t) \\
f_2(t) \\
\vdots \\
f_\nu(t) \\
\end{bmatrix},
\]

the index is \( \nu \), if \( \prod_{i=1}^\nu k_{1, y_{i-1}+\nu-1}(t, t, y_1(t), \ldots, y_{\nu+1-i}(t)) \) is invertible in a neighborhood of \( (y_1(t), \ldots, y_\nu(t)) \). We should have the same results for the order of the collocation methods that we obtained in previous sections.

**Theorem 5.** Let

\[
f(t) \in C^{m+2}(I, \mathbb{R}^r),
\]

\[
\frac{\partial^i}{\partial t^i}k(t, s, y_1(s), \ldots, y_{\nu+1-j}(s)) \in C(D, \mathbb{R}^{r \times r})
\]

for \( i = 1, \ldots, m+1 \) and \( j = 1, \ldots, \nu \) and \( A(t) \in C^{m+1}(I, \mathbb{R}^{r \times r}) \) be satisfied the system \([45]\), and suppose that the system has Hessenberg form of index \( \nu \). Also suppose that the consistency conditions of Theorem 4 hold for this system. Then the approximate solution \( u_h \) of the (fully discretised) continuous collocation method with distinct collocation parameters \( c_1, \ldots, c_m \in (0, 1] \) (if it exists) converges to the solution \( y \) if and only if

\[
\varrho = \max\{|\lambda_1|, |\lambda_2|\} \leq 1,
\]

where \( \lambda_1 \) and \( \lambda_2 \) are given by \([43]-[42]\), and the collocation error satisfies

\[
\|y_1 - u_1\| \leq \begin{cases} 
O(h^{m+1}) & \text{if } \lambda_1, \lambda_2 \in [-1, 1), \\
O(h^{m}) & \text{if } \lambda_1 = 1 \text{ or } \lambda_2 = 1,
\end{cases}
\]

\[
\|y_2 - u_2\| \leq \begin{cases} 
O(h^{m}) & \text{if } \lambda_1, \lambda_2 \in [-1, 1), \\
O(h^{m-2}) & \text{if } \lambda_1 = 1 \text{ or } \lambda_2 = 1,
\end{cases}
\]

\[
\vdots
\]

\[
\|y_\nu - u_\nu\| \leq \begin{cases} 
O(h^{m+2-\nu}) & \text{if } \lambda_1, \lambda_2 \in [-1, 1), \\
O(h^{m+2-2\nu}) & \text{if } \lambda_1 = 1 \text{ or } \lambda_2 = 1
\end{cases}
\]

and hence

\[
\|y - u_h\| \leq \begin{cases} 
O(h^{m+2-\nu}) & \text{if } \lambda_1, \lambda_2 \in [-1, 1), \\
O(h^{m+2-2\nu}) & \text{if } \lambda_1 = 1 \text{ or } \lambda_2 = 1,
\end{cases}
\]

where \( u_h = \begin{bmatrix} u_1, \ldots, u_\nu \end{bmatrix}^T \).

### 7. Numerical experiments

In this section, we illustrate the efficiency of the introduced methods by applying them to some linear and nonlinear problems, in comparison with the existing methods (e.g., Kauthen, 2001; Hadizadeh et al., 2011). In the designed package for these methods, we have provided techniques for solving linear and nonlinear systems. It is also worth mentioning that the capability of these methods for solving nonlinear and higher index problems distinguishes them from the methods mentioned above. We do the comparison after presenting some examples for confirming the theoretical results. We note that the order of the error is the slope of the function \( \log(\|e(h)\|) \) with respect to \( \log(h) \) with \( h = 1/N \). The numerical computations have been done using MATLAB and MAPLE.

**Example 1.** Let

\[
A(t) = \begin{pmatrix} 
\cos(t) & t + 1 & 0 \\
5 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix},
\]

\[
k(t, s) = \begin{pmatrix} 
-6 & ts - 1 & 3 \\
sin(t) & s + 1 & 0 \\
\sin(ts) + 1 & 0 & 0
\end{pmatrix},
\]

and determine the function \( f \) in such a way that the exact solution of \([41]\) is

\[
y = \begin{pmatrix} 
\sin(t) \\
\cos(t) \\
e^t
\end{pmatrix}.
\]

For solving the system \([41]\) on \([0, 1]\), we use the FDCCM with \( c = [0, .35, .8, .95] \). With this vector, \( c \), we have \( \lambda_1 = -7.2578e-004 \) and \( \lambda_2 = 0.8227 \). Figure 1 shows logarithmic plots of three components of the error function with respect to \( \log(h) = -\log(N) \), \( N = 2, \ldots, 40 \), where the slopes of lines are 4, 3, 2, respectively. These plots confirm the results of Theorem 5.

In the proof of convergence properties of the perturbed continuous collocation methods for the SFVIE, we use interpolation of the error function with a smaller number of collocation parameters in the case \( \lambda_1 = 1 \) or \( \lambda_2 = 1 \). Hence, the order of the method may be greater than \( m \). However, the existence of an example with
approximate solution of order \( m \) shows that the obtained order is optimal. For the SFVIE, we refer the reader to the examples given by Kauthen and Brunner (1997). For IAEs, we give the following example.

**Example 2.** Let

\[
A(t) = \begin{pmatrix}
2 + t & 0 \\
0 & 0
\end{pmatrix},
\]

\[
k(t, s) = \begin{pmatrix}
\exp(-ts) & \exp(s) \\
\exp(-ts) & 0
\end{pmatrix},
\]

\[
f = \begin{pmatrix}
-t + t \times \exp(t) + \sin(t) + (2 + t) \exp(t) \\
(1 - \exp(-t^2 + t))(t - 1)
\end{pmatrix}.
\]

Then the exact solution of the index 2 IAE in (1) is given by

\[
y = \left(\begin{array}{c}
\exp(t) \\
\cos(t) \exp(-t)
\end{array}\right).
\]

For solving this IAE on \([0, 1]\), we use FDCCMs with

\[
c = [0, 0.3, 4, c_3, 0.95]
\]

and

\[
c_3 = 0.88501924090344463501423282610332225369809888641879.
\]

With this vector, \( c \), we have \( \lambda_1 = 1 \) and \( \lambda_2 = 0.0005727614821446677 \). To obtain this collocation parameters, we use (18)–(20) to change the value of \( c_3 \) continuously until obtaining \( \lambda = 1 \). We set “Digits:=50” in the MAPLE software to obtain more accurate results.

Tables 1 and 2 show the error of each component at the collocation points \( t_{N,i} \), \( i = 1, \ldots, m \), for different values of \( N \).

### Table 1. Error of the continuous collocation method for Example 2 at the collocation points \( t_{N,1}, \ldots, t_{N,4} \)

| \( N \) | \( 16 \) | \( 32 \) | \( 64 \) | \( 128 \) |
|---|---|---|---|---|
| \( \| e_1(t_{N,1}) \| \) | 9.580e-12 | 5.896e-13 | 3.659e-14 | 2.278e-15 |
| \( \| e_1(t_{N,2}) \| \) | 8.458e-12 | 5.312e-13 | 3.326e-14 | 2.081e-15 |
| \( \| e_1(t_{N,3}) \| \) | 1.321e-11 | 8.074e-13 | 4.990e-14 | 3.102e-15 |
| \( \| e_1(t_{N,4}) \| \) | 1.741e-11 | 1.077e-12 | 6.997e-14 | 4.175e-15 |
| \( \| e_2(t_{N,1}) \| \) | 1.322e-12 | 3.373e-13 | 8.514e-14 | 2.139e-15 |
| \( \| e_2(t_{N,2}) \| \) | 1.765e-12 | 3.233e-13 | 7.985e-14 | 1.984e-15 |
| \( \| e_2(t_{N,3}) \| \) | 3.885e-12 | 4.549e-13 | 1.152e-14 | 2.970e-15 |
| \( \| e_2(t_{N,4}) \| \) | 2.747e-12 | 6.587e-13 | 1.612e-14 | 3.986e-15 |

### Table 2. Order of the continuous collocation method for Example 2, where \( \rho \) denotes the order.

| \( N \) | 8 | 16 | 32 | 64 | 128 |
|---|---|---|---|---|---|
| \( p_l(\| e_1(t_{N,1}) \|) \) | 4.0890 | 4.0437 | 4.0217 | 4.0108 | 4.0054 |
| \( p_l(\| e_1(t_{N,2}) \|) \) | 3.9699 | 3.9853 | 3.9935 | 3.9969 | 3.9985 |
| \( p_l(\| e_1(t_{N,3}) \|) \) | 4.1452 | 4.0679 | 4.0328 | 4.0161 | 4.0080 |
| \( p_l(\| e_1(t_{N,4}) \|) \) | 4.0544 | 4.0285 | 4.0145 | 4.0073 | 4.0037 |
| \( p_l(\| e_2(t_{N,1}) \|) \) | 1.8685 | 1.9395 | 1.9710 | 1.9858 | 1.9929 |
| \( p_l(\| e_2(t_{N,2}) \|) \) | 2.1237 | 2.0656 | 2.0358 | 2.0172 | 2.0087 |
| \( p_l(\| e_2(t_{N,3}) \|) \) | 1.7907 | 1.9097 | 1.9577 | 1.9795 | 1.9899 |
| \( p_l(\| e_2(t_{N,4}) \|) \) | 2.2144 | 2.1155 | 2.0603 | 2.0308 | 2.0156 |

**Remark 7.** Tables 1 and 2 show that the order of the errors cannot be exceeded from what we proved in the case \( \lambda_1 = 1 \). These tables confirm the fact that the order of continuous collocation methods decreases by two when the index of the method increases by one for the special case \( \lambda_1 = 1 \).

**Example 3.** Let

\[
A(t) = \begin{pmatrix}
1 & 0 \\
0 & 0
\end{pmatrix},
\]

\[
k_1(t, s, y_1, y_2) = (y_2^2 + 2)y_2 + e_2^1,
\]

\[
k_2(t, s, y_1) = (1 + s)y_1
\]

and

\[
f = e^t + \sin(t) - \frac{t \sin(2t)}{4} + \frac{\sin(t)^2}{4} + \frac{5t^2}{4} - 1
\]

Then the system has the exact solution

\[
y = \begin{pmatrix}
\sin(t) \\
t
\end{pmatrix}.
\]

For this system,

\[
\frac{\partial k_1}{\partial y_1} \frac{\partial k_2}{\partial y_2} = ((y_1^2 + 2) + e_2^1)(1 + s)
\]
which is positive for all \( y_1 \) and \( y_2 \) and \( s > -1 \). Hence the index of this nonlinear system on \( I := [0, 1] \) is 2. For solving this IAE on \( I \), we use FDCCMs with

\[
c = [0.7, 0.9].
\]

With this vector, \( c \), we have \( \lambda_1 = 0.8484 \) and \( \lambda_2 = 0.0027 \).

Table 3 shows the maximum error of each component at the collocation points and their convergence orders for different values of \( N \). This table confirms the theoretical results for the nonlinear case (see Theorem 5).

### 7.1. Comparison

We chose the following examples by Hadizadeh et al. (2011) to make a comparison between the presented methods and Jacobi spectral methods of Hadizadeh et al. (2011).

#### Example 4. (Hadizadeh et al., 2011)

Let

\[
A(t) = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{pmatrix},
\]

\[
k(t, s) = \begin{pmatrix}
-\frac{3-2s}{2} & -\frac{3s}{2} & -2(2-s) \\
-\frac{s}{2} & 1 & -1 \\
-(s+2) & -(s^2-4) & 0
\end{pmatrix},
\]

where \( f \) is determined so that the exact solution of the index 2 IAE in (1), is

\[
y = \left( e^t, e^t, -\frac{e^t}{2-t} \right)^T
\]

on \( I = [0, 1] \). Let \( \{d_i\}_{i=1}^N \) be the roots of the Chebyshev polynomial of degree \( N \). Then the collocation parameters proposed for FDCCMs are

\[
c = [0, \frac{1+d_1}{2}, \frac{1+d_2}{2}, \ldots, \frac{1+d_N}{2}, 1],
\]

with \( \lambda_2 = (-1)^{N+1} \), for \( N = 1, \ldots, 12 \). First, by setting \( h = 1 \), we compare these methods with the Jacobi spectral method of degree \( m + 1 \) (if the criteria of the comparison are the size of linear system it may be \( m \)). In Table 3 we compare these results with the corresponding results of Hadizadeh et al. (2011), which shows the efficiency of the introduced methods.

Now, since the convergence results were only guaranteed for sufficiently small \( h \), let us fix \( m = 7 \) and compare those with the results of \( h = 1/2^N \), \( N = 1, \ldots, 4 \). Table 3 shows that these results are a little less efficient than the previous ones. Therefore, one may question, why we use the piecewise polynomials instead of one large degree polynomial as done by Hadizadeh et al. (2011). The answer is that, although the methods which use large degree polynomial in the whole interval of the solution are efficient for simple linear cases, they cannot be packaged for the nonlinear cases or stiff equations.

#### Example 5. (Hadizadeh et al., 2011)

Let

\[
A(t) = \begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix},
\]

\[
k(t, s) = \begin{pmatrix}
-e^{t+s} & -(s+1)^2 & 0 \\
-(s+t+2) & 0 & 0
\end{pmatrix},
\]

where \( f \) is determined so that the exact solution of the index 2 Hessenberg form in (1), is

\[
y = (\sin(t), \cos(2t))^T
\]

on \( I = [0, 1] \). For this example we use the FDCCM with \( c = [0, 0.13, 0.36, 0.77, 0.84, 0.93, 1] \), \( \lambda_1 = 0 \) and \( \lambda_2 = 0.05095 \). Table 6 shows the results of this method for \( N = 1, 2, 3, 4 \). This table shows that these methods are as efficient as those of Hadizadeh et al. (2011).

Table 6. Maximum absolute error of applying the FDCCM with

\[
c = [0, 0.13, 0.36, 0.77, 0.84, 0.93, 1], m = 7
\]

different values of \( h \) for Example 5.

| \( N \) | \( h \) | \( \|e^1\| \) | \( \|e^2\| \) |
|---|---|---|---|
| 1 | 1/2 | 0.0005 | 1.2356e−07 | 4.4706e−05 |
| 2 | 1/2 | 0.0015 | 1.0300e−09 | 4.9106e−07 |
| 3 | 1/4 | 0.0160 | 8.0768e−12 | 3.2952e−09 |
| 4 | 1/8 | 0.0360 | 7.871e−14 | 3.4259e−11 |

### 8. Conclusion

In this paper, we investigated integral algebraic equations of the Hessenberg type. We also stated a useful existence and uniqueness theorem for IAEs and analyzed the convergence properties of collocation methods and perturbed collocation methods for IAEs and SVIEs, respectively. The analysis showed that the order of collocation methods decreases by one when the index of methods increases by one for the case \( \lambda_1 < 1 \) or \( \lambda_2 < 1 \) and by two when one of the stability parameters \( \lambda_1 \) or \( \lambda_2 \) is equal to one. In the future it can be investigated if each IAE of index \( \nu \) has the same convergence properties that we obtained for the Hessenberg type.
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Appendix

**Lemma A1.** *Suppose that in the system [2], $A \in C^\omega(I, \mathbb{R}^{r \times r})$, $f \in C^\omega(I, \mathbb{R}^n)$, $k \in C^\omega(D, \mathbb{R}^{r \times r})$, $\prod_{i=1}^{\nu} A_i$, $\nu = 1$ and $\prod_{i=1}^{\nu} k_i$, $\nu = 1$ are invertible, then the index of this system is $\nu$.***

**Proof.** We prove the following statement by induction on $\nu$. There exist $A_i$ for $i = 0, \ldots, \nu$, where the last $r_1$ columns of $A_i$ for $i = 0, \ldots, \nu - 1$ are zero column vectors and the ‘rank degree’ index of $A, k$, is $\nu$.

For $\nu = 1$ this statement is true. We assume that the statement is true for $\nu = n$, and we show it is true for $\nu = n + 1$. Set

$$A_0 := A = \begin{pmatrix} a & 0 \\ \Pi & 0 \end{pmatrix},$$

$$k = \begin{pmatrix} \kappa & k_{1,n+1} \\ H & 0 \end{pmatrix}$$

with $a = [A_{1,1}, \ldots, A_{1,n}], \kappa = [k_{1,1}, \ldots, k_{1,n}],$

$$\Pi = \begin{pmatrix} A_{2,1}(t) & \cdots & A_{2,n-1}(t) & 0 \\ \vdots & \ddots & \vdots \\ A_{n,1}(t) & \cdots & 0 & 0 \\ 0 & \cdots & 0 & 0 \end{pmatrix}$$

and

$$H = \begin{pmatrix} k_{2,1}(t, s) & k_{2,2}(t, s) & \cdots & k_{2,n}(t, s) \\ \vdots & \ddots & \vdots \\ k_{n,1}(t, s) & k_{n,2}(t, s) & \cdots & 0 \\ k_{n+1,1}(t, s) & 0 & \cdots & 0 \end{pmatrix}.$$
Using the hypothesis of induction, we proceed similarly to obtain
\[
A_i = \begin{pmatrix}
a & 0 \\
\Pi_i & 0 \\
\end{pmatrix}, \quad k_i = \begin{pmatrix}
\kappa & k_{1,n+1} \\
H_i & 0 \\
\end{pmatrix}
\]
for \(i = 1, \ldots, \nu\).

Since the ‘rank degree’ index of \(\Pi\) and \(H\) is \(\nu\), we use Lemma 2 to show that there exists invertible \(A_{\nu+1}\), which completes the proof. To this end, we show that \(\lambda A_{\nu} + k_{\nu}\) satisfy the ‘rank degree’ criterion
\[
\text{rank } A_{\nu} = r - r_1
\]
and
\[
\begin{align*}
\deg \det(\lambda A_{\nu} + k_{\nu}) &= \deg(-1)^{n+2} \det(k_{1,n+1}(\lambda(\Pi_i) + H_i)) \\
&= \deg(-1)^{n+2} \lambda^{r-r_1} \det(k_{1,n+1}\Pi_i) = r - r_1.
\end{align*}
\]