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Abstract. In this paper we provide necessary and sufficient conditions for the existence of a unique positive weak solution for some sublinear Dirichlet problems driven by the sum of a quasilinear local and a nonlocal operator, i.e.,

\[ \mathcal{L}_{p,s} = -\Delta_p + (-\Delta)_s^p. \]

Our main result is resemblant to the celebrated work by Brezis–Oswald [11]. In addition, we prove a regularity result of independent interest.

1. Introduction

In this paper we are concerned with quasilinear problems driven by the sum of a local and a nonlocal operator. More precisely, the leading operator is

\[ \mathcal{L}_{p,s} u := -\Delta_p u + (-\Delta)^s_p u. \]

Here, \( \Delta_p u = \text{div}(|\nabla u|^{p-2} \nabla u) \) is the classical \( p \)-Laplacian operator and, for fixed \( s \in (0,1) \) and up to a multiplicative positive constant, the fractional \( p \)-Laplacian is defined as

\[ (-\Delta)^s_p u(x) := 2 \text{P.V.} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))}{|x - y|^{n+ps}} \, dy, \]

where P.V. denotes the Cauchy principal value, namely

\[ \text{P.V.} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))}{|x - y|^{n+ps}} \, dy = \lim_{\epsilon \to 0} \int_{\{ y \in \mathbb{R}^n : |y-x| \geq \epsilon \}} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))}{|x - y|^{n+ps}} \, dy. \]

Problems driven by operators like \( \mathcal{L}_{p,s} \) have raised a certain interest in the last few years, both for the mathematical complications that the combination of two so different operators imply and for the wide range of applications, see for instance [5, 4, 6, 12, 13, 15, 16] and the references therein. A common feature of the aforementioned papers is to deal with weak solutions, in contrast with other results
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existing in the literature where viscosity solutions have been considered, see e.g. \[2, 3\].

The purpose of this paper is to prove an existence and uniqueness result in the spirit of the celebrated paper by Brezis-Oswald for the Laplacian, see [11]. So, let us consider the Dirichlet problem

\[
\begin{cases}
-\Delta_p u + (-\Delta)^s_p u = f(x, u) & \text{in } \Omega, \\
u \geq 0 & \text{in } \Omega, \\
u = 0 & \text{in } \mathbb{R}^n \setminus \Omega.
\end{cases}
\]

Here $\Omega$ is a bounded open set with $C^1$-smooth boundary. Under standard assumptions on $f$, we show that if $u$ solves (1.1) (in some sense to be made precise later on), then $u > 0$ in $\Omega$, and we give precise conditions under which such a solution exists and is unique. For this, as in [11] for the local case with $p = 2$, a crucial role is played by the monotonicity of the map

\[t \mapsto \frac{f(x, t)}{t^{p-1}}.\]

Indeed, in [11] the authors considered the problem

\[
\begin{cases}
-\Delta u = f(x, u) & \text{in } \Omega, \\
u \geq 0, & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega.
\end{cases}
\]

where $f : \Omega \times [0, \infty) \to \mathbb{R}$ satisfies suitable growth assumptions, and the map

\[t \mapsto \frac{f(x, t)}{t}\]

is decreasing in $(0, \infty)$. Under these conditions, the authors showed that (1.2) has at most one solution and that such a solution exists if and only if

\[
\lambda_1(-\Delta - \tilde{a}_0(x)) < 0
\]

and

\[
\lambda_1(-\Delta - \tilde{a}_\infty(x)) > 0,
\]

where $\lambda_1(-\Delta - a(x))$ denotes the first eigenvalue of $-\Delta - a(x)$ with zero Dirichlet condition and

\[
\tilde{a}_0(x) := \lim_{u \downarrow 0} \frac{f(x, u)}{u} \quad \text{and} \quad \tilde{a}_\infty(x) := \lim_{u \uparrow \infty} \frac{f(x, u)}{u}.
\]

As already mentioned, in this paper we want to prove an analogous result in the quasilinear case given by problem (1.1), where $f$ satisfies the following conditions:

- $(f_1)$ $f : \Omega \times [0, +\infty) \to \mathbb{R}$ is a Carathéodory function.
- $(f_2)$ $f(\cdot, t) \in L^\infty(\Omega)$ for every $t \geq 0$.
- $(f_3)$ There exists a constant $c_p > 0$ such that
  \[|f(x, t)| \leq c_p(1 + t^{p-1})\quad \text{for a.e. } x \in \Omega \text{ and every } t \geq 0.\]
- $(f_4)$ For a.e. $x \in \Omega$, the function $t \mapsto \frac{f(x, t)}{t^{p-1}}$ is strictly decreasing in $(0, \infty)$.
We can then consider functions $a_0$ and $a_\infty$ akin to those in (1.5), see (2.5) for the precise definition. Moreover, we denote respectively by
\begin{equation}
\lambda_1(L_{p,s} - a_0) \quad \text{and} \quad \lambda_1(L_{p,s} - a_\infty),
\end{equation}
the smallest eigenvalues of $L_{p,s} - a_0$ and $L_{p,s} - a_\infty$, both in presence of nonlocal Dirichlet boundary condition (i.e. $u = 0$ in $\mathbb{R}^n \setminus \Omega$). Since the function $a_0$ can be unbounded, (notice that, on the other hand, $a_\infty$ is bounded by (f3)), similarly to Brezis-Oswald [11], the precise definition of (1.6) is the following:
\begin{equation}
\lambda_1(L_{p,s} - a_0) := \inf_{u \in X_p(\Omega)} \left\{ \frac{Q_{p,s}(u) - \int_{\{u \neq 0\}} a_0 |u|^p \, dx}{\|u\|_{L^p(\Omega)}^p} \right\};
\end{equation}
\begin{equation}
\lambda_1(L_{p,s} - a_\infty) := \inf_{u \in X_p(\Omega)} \left\{ \frac{Q_{p,s}(u) - \int_{\Omega} a_\infty |u|^p \, dx}{\|u\|_{L^p(\Omega)}^p} \right\},
\end{equation}
where $X_p(\Omega)$ is defined in (2.1), and we have introduced the simplified notation
\begin{equation}
Q_{p,s}(u) := \int_{\Omega} |\nabla u|^p \, dx + \int_{\mathbb{R}^{2n}} \frac{|u(x) - u(y)|^p}{|x - y|^{n + ps}} \, dx \, dy.
\end{equation}
In order to prove uniqueness, we shall add the following additional hypothesis:
\begin{equation}
f(x,t) > 0 \quad \text{for a.e. } x \in \Omega \text{ and every } 0 < t < \rho_f.
\end{equation}
We observe that, in the particular case of power-type nonlinearities $f(x,u) = u^\theta$ (with $0 \leq \theta \leq p - 1$), assumption (f5) is trivially satisfied.

**Remark 1.1.** As a matter of fact, assumption (f5) is just a technical one (far from being optimal) which permits to overcome the lack of boundary regularity for $L_{p,s}$. In fact, since we do not know the $C^{1,\alpha}$-regularity up to the boundary of weak solutions of (1.1), we do not have at our disposal a Hopf-type lemma for $L_{p,s}$ and we cannot follow directly the approach by Brezis-Oswald to get the uniqueness of solutions for (1.1). We then need to exploit a suitable approximation argument (see Theorem 4.3 below), and for this approach assumption (f5) seems to be essential.

We are now ready to state our main result:

**Theorem 1.2.** Let $\Omega \subset \mathbb{R}^n$ be a bounded open set with $C^1$-smooth boundary $\partial \Omega$. Assume that $f$ satisfies (f1)–(f5). Then, the following assertions hold.

1. There exists a unique positive solution to (1.1) if
\[ \lambda_1(L_{p,s} - a_0) < 0 < \lambda_1(L_{p,s} - a_\infty). \]
Moreover, if a solution to (1.1) exists, then it is unique and
\[ \lambda_1(L_{p,s} - a_0) < 0. \]

2. In the linear case $p = 2$, there exists a unique positive solution to (1.1) if and only if
\[ \lambda_1(L_{2,s} - a_0) < 0 < \lambda_1(L_{2,s} - a_\infty). \]
Let us now spend a few comments on the proof of Theorem 1.2. Despite the apparent simplicity in working with operators like $\mathcal{L}_{p,s}$, we have to face some difficulties related to the scarce literature available for such operators. First of all, we need to prove the validity of the strong maximum principle as stated in [29], namely: if $u$ is a nonnegative weak solution of $\mathcal{L}_{p,s}u = f(x,u)$ (with zero-boundary conditions), then

either $u \equiv 0$ in $\Omega$ or $u > 0$ a.e. in $\Omega$,

see Theorem 3.1 for the precise statement. We believe that this preliminary result is of independent interest, and we stress that Theorem 3.1 cannot be deduced as a corollary of the maximum principles proved in [5] nor in [12].

A second delicate point concerns the uniqueness of the solution. Indeed, the lack of even a basic boundary regularity for $\mathcal{L}_{p,s}$ prevents from applying the original argument in [11]. For this reason, we have to exploit an approximation argument inspired by the one in [9], with the additional aid of a further assumption on $f$ (see (1.9)).

Finally, we emphasize that in order to get a complete characterization of the existence and uniqueness of a positive weak solution, we must restrict ourselves to the linear case $p = 2$, see Proposition 6.4, since we cannot prove the inequality $\lambda_1(\mathcal{L}_{p,s} - a_\infty) > 0$ in the general case. Indeed, two fundamental tools would be needed to prove this fact: first, an $L^\infty$ bound on solutions, and this is the content of Theorem 4.1 second, some nonlinear Green identities, used in [17] and in [19] for the local case. To the best of our knowledge, the nonlocal counterparts of such identities are still missing in the literature. Nevertheless, we think that the global boundedness result in Theorem 4.1 as well as the very recent results in [21], can be a useful tool for further investigations in the general case $p \neq 2$.

We conclude by noticing that, in the purely nonlocal case, the complete characterization is possible for any $p$ since the precise behaviour of the solutions at the boundary is known, see [23]. Actually, even if an analogous result is not known in our mixed context, after the submission of this paper we found a way to bypass both the absence of appropriate nonlinear Green identities and the lack of boundary regularity for $\mathcal{L}_{p,s}$; thus, we can go full circle and obtain a complete characterization of the (unique) solvability of (1.1) for $p \neq 2$ as well, see [7].

We close this introduction with a plan of the paper: in Section 2 we introduce the relevant notation and we list the standing assumptions needed in the rest of the paper. Then, in Section 3 we prove the strong maximum principle for weak solutions of problem (1.1). Uniqueness and boundedness of positive solutions is proved in Section 4. In order to prove conditions analogous to those established in (1.3) and (1.4), in Section 5 we shall study the eigenvalue problem associated to $\mathcal{L}_{p,s}$ in presence of a bounded and indefinite weight. In fact, although the analogue of the functions defined in (1.5) could be unbounded, for the existence-uniqueness result we will reduce to study an eigenvalue problem in presence of a bounded weight, see Proposition 6.4. Finally, existence is proved in Section 6.
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2. Notation and Preliminary Results

In this first section, we introduce the main assumptions and notation which shall be used throughout the rest of the paper. Moreover, we state and prove some auxiliary results which shall be exploited in the next sections.

To begin with, we fix \( p \in (1, +\infty) \) and we let \( \Omega \subseteq \mathbb{R}^n \) be a connected and bounded open set with \( C^1 \)-smooth boundary \( \partial \Omega \). Accordingly, we define

\[
X_p(\Omega) := \{ u \in W^{1,p}(\mathbb{R}^n) : u \equiv 0 \text{ a.e. on } \mathbb{R}^n \setminus \Omega \},
\]

In view of the regularity assumption on \( \partial \Omega \), it is well-known that (see e.g. [10, Proposition 9.18]) \( X_p(\Omega) \) can be identified with the space \( W^{1,p}_0(\Omega) \): more precisely, we have

\[
(2.2) \quad u \in W^{1,p}_0(\Omega) \iff u \cdot 1_\Omega \in X_p(\Omega),
\]

where \( 1_\Omega \) is the indicator function of \( \Omega \). From now on, we shall tacitly identify a function \( u \in W^{1,p}_0(\Omega) \) with its ‘zero-extension’ \( \hat{u} := u \cdot 1_\Omega \in X_p(\Omega) \).

By the Poincaré inequality and (2.2), we get that the quantity

\[
\|u\|_{X_p} := \left( \int_{\Omega} |\nabla u|^p \, dx \right)^{1/p}, \quad u \in X_p(\Omega),
\]

endows \( X_p(\Omega) \) with a structure of (real) Banach space, which is actually isometric to \( W^{1,p}_0(\Omega) \). In particular, the following properties hold true:

1. \( X_p(\Omega) \) is separable and reflexive (since \( p > 1 \));
2. \( C^\infty_0(\Omega) \) is dense in \( X_p(\Omega) \).

Due to its relevance in the sequel, we also introduce an ad-hoc notation for the (convex) cone of the nonnegative functions in \( X_p(\Omega) \):

\[
X_p^+(\Omega) := \{ u \in X_p(\Omega) : u \geq 0 \text{ a.e. in } \Omega \}.
\]

As anticipated in the Introduction, the aim of this paper is to provide necessary and sufficient conditions for solving the Dirichlet problem (1.1).

First of all, we give the definition of “solution” for (1.1).

**Definition 2.1.** Let the above assumptions and notation be in force. We say that a function \( u \in X_p(\Omega) \) is a weak solution of (1.1) if

1. for every function \( \varphi \in X_p(\Omega) \) one has

\[
(2.3) \quad \int_{\Omega} |\nabla u|^{p-2}(\nabla u, \nabla \varphi) \, dx + \iint_{\mathbb{R}^{2n}} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))(\varphi(x) - \varphi(y))}{|x - y|^{n+ps}} \, dx \, dy = \int_{\Omega} f(x, u) \varphi \, dx;
\]

2. \( u \geq 0 \) a.e. in \( \Omega \) and \( |\{x \in \Omega : u(x) > 0\}| > 0 \), \( |A| \) denoting the Lebesgue measure of the set \( A \).
Remark 2.2. A couple of remarks on Definition 2.1 are in order.

(1) We explicitly notice that the definition above is well-posed. Indeed, we know from [18, Proposition 2.2] that there exists $c_{n,s,p} > 0$ such that
\[
\left( \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^p}{|x - y|^{n+ps}} \, dx \, dy \right)^{1/p} \leq c_{n,s,p} \|f\|_{W^{1,p}(\mathbb{R}^n)} \quad \forall f \in W^{1,p}(\mathbb{R}^n).
\]
Thus, by using Hölder’s inequality, we find that if $u, \varphi \in X_p(\Omega)$, then
\[
\int_{\mathbb{R}^{2n}} \frac{|u(x) - u(y)|^{p-1} |\varphi(x) - \varphi(y)|}{|x - y|^{n+ps}} \, dx \, dy
\leq \left( \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^p}{|x - y|^{n+ps}} \, dx \, dy \right)^{1-1/p} \left( \int_{\mathbb{R}^n} \frac{|\varphi(x) - \varphi(y)|^p}{|x - y|^{n+ps}} \, dx \, dy \right)^{1/p}
\leq c_{n,s,p} \|u\|_{W^{1,p}(\mathbb{R}^n)}^{p-1} \cdot \|\varphi\|_{W^{1,p}(\mathbb{R}^n)} < +\infty.
\]
On the other hand, since $u \in X_p(\Omega) \subseteq L^p(\Omega)$, by exploiting (f3), we have
\[
\int_{\Omega} |f(x,u)\varphi| \, dx \leq c_p \left( \int_{\Omega} |\varphi| \, dx + \int_{\Omega} |u|^{p-1} |\varphi| \, dx \right) < +\infty.
\]

(2) It is clear from (1) that the notion of solution similarly holds if we replace the growth assumption in (f3) with the more general one
\[
|f(x,t)| \leq c_p (1 + t^{q-1}) \quad \text{for a.e. } x \in \Omega \text{ and every } t \geq 0,
\]
where $q \in \left[p, \frac{pn}{n-p}\right]$ if $p < n$, or $q \in [p, +\infty)$ if $p \geq n$.

We conclude this section with some consequences of assumptions (f1)–(f4) which shall be useful in the sequel (see, e.g., [19] for related remarks). First, taking into account assumption (f4), we introduce the functions
\[
a_0(x) := \lim_{t \to 0^+} \frac{f(x,t)}{t^{p-1}} \quad \text{and} \quad a_\infty(x) := \lim_{t \to +\infty} \frac{f(x,t)}{t^{p-1}},
\]
noticing that the first one is allowed to be identically equal to $+\infty$.

Then, we notice that:

(1) by combining (f2) and (f4), we get that
\[
\frac{f(x,t)}{t^{p-1}} \geq f(x,1) \geq -\|f(\cdot,1)\|_{L^\infty(\Omega)} =: -c_f > -\infty,
\]
for a.e. $x \in \Omega$ and every $t \in (0,1]$. In particular, from (f1) and (2.6) we get
\[
f(x,0) \geq 0 \quad \text{for a.e. } x \in \Omega.
\]

(2) Using again assumption (f4), we have
\[
a_0(x) \geq \frac{f(x,t)}{t^{p-1}} \geq a_\infty(x)
\]
for a.e. $x \in \Omega$ and every $t > 0$. In particular, by (2.6) we get
\[
a_0(x) \geq -c_f \geq a_\infty(x) \quad \text{for a.e. } x \in \Omega.
\]
3. Strong maximum principle

While dealing with nonnegative weak solutions \( u \) of \( \mathcal{L}_{p,s} u = f(x,u) \) (with zero-boundary conditions), it should be desirable to know that either

\[
\begin{align*}
\quad & u \equiv 0 \text{ in } \Omega & \text{or} & \quad & u > 0 \text{ a.e. in } \Omega,
\end{align*}
\]

namely, that a strong maximum principle holds.

The next theorem shows that this is indeed true in our context.

**Theorem 3.1.** Let \( f \) satisfy (f1)–(f3) and let \( u \in X^+_p(\Omega) \) satisfy identity (2.3) for every function \( \varphi \in X_p(\Omega) \). Then, either \( u \equiv 0 \) or \( u > 0 \) almost everywhere in \( \Omega \).

**Remark 3.2.** Actually, as it will be clear from the proof, we prove a logarithmic inequality - inequality (3.8) - which implies, when \( u \) is not the trivial function, that the set \( \{ x \in \Omega : u(x) = 0 \} \) has zero \( W^{1,p} \)-capacity, as in [25, Theorem 2.4].

**Proof of Theorem 3.1.** We suppose that there exists a set \( Z \subseteq \Omega \), with positive Lebesgue measure, such that \( u \equiv 0 \) a.e. on \( Z \). Then, we claim that

\[
\exists \ x_0 \in \Omega, \ R > 0 \text{ such that } u \equiv 0 \text{ a.e. on } B(x_0, R) \subset \Omega.
\]

Taking this claim for granted for a moment, we now choose a nonnegative function \( \varphi \in C_0^\infty(\Omega) \) satisfying the properties

\[
\text{supp}(\varphi) \subseteq B(x_0, R) \quad \text{and} \quad \int_{B(x_0, R)} \varphi \, dx = 1.
\]

Using \( \varphi \) as a test function in (2.3), from (3.1) we get

\[
\begin{align*}
\int_{B(x_0, R)} f(x,0) \varphi \, dx &= \int_{\Omega} f(x, u) \varphi \, dx \\
&= \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))(\varphi(x) - \varphi(y))}{|x - y|^{n+ps}} \, dx \, dy \\
&= -2 \int_{\Omega \setminus B(x_0, R)} \int_{B(x_0, R)} \frac{u(y)^{p-1} \varphi(y)}{|x - y|^{n+ps}} \, dx \, dy \\
&\leq -\frac{2}{\text{diam}(\Omega)^{n+ps}} \int_{\Omega \setminus B(x_0, R)} u(x)^{p-1} \, dx.
\end{align*}
\]

On the other hand, since \( \varphi \) is nonnegative, by (2.7) we have

\[
\int_{B(x_0, R)} f(x,0) \varphi \, dx \geq 0.
\]

Gathering (3.2) and (3.3), we obtain

\[
\int_{\Omega \setminus B(x_0, R)} u(x)^{p-1} \, dx = 0
\]

and thus \( u \equiv 0 \) a.e. on \( \Omega \setminus B(x_0, R) \) (remind that, by assumption, \( u \in X^+_p(\Omega) \)).

Owing to (3.1), we then conclude that \( u \equiv 0 \) a.e. in \( \Omega \), as desired.

To complete the proof, we are left to show the claim (3.1). First of all, since we are assuming that \( Z \subseteq \Omega \) has positive Lebesgue measure, it is possible to find a point \( x_0 \in \Omega \) and some \( R > 0 \) such that

\[
B(x_0, 2R) \subseteq \Omega \quad \text{and} \quad |Z \cap B(x_0, R)| > 0.
\]
Moreover, we choose a nonnegative function \( \varphi \in C_c^\infty(\Omega) \) such that \( \varphi \equiv 1 \) a.e. in \( B(x_0, R) \) and \( \text{supp}(\varphi) \subseteq B(x_0, 2R) \). For every fixed \( \varepsilon > 0 \), we then set
\[
\varphi_\varepsilon := \frac{\varphi^p}{(u + \varepsilon)^{p-1}}.
\]
Since \( \varphi \in C_c^\infty(\Omega) \) and \( u \in X^+_p(\Omega) \), it is easy to recognize that \( \varphi_\varepsilon \in X_p(\Omega) \) (see, e.g., [27 Lem. 2.3]); we can then use \( \varphi_\varepsilon \) as a test function in (2.3), obtaining
\[
(p - 1) \int_\Omega \frac{|\nabla u|^p}{(u + \varepsilon)^p} \varphi_\varepsilon^p \, dx
\leq \int \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))(\varphi_\varepsilon(x) - \varphi_\varepsilon(y))}{|x - y|^{n+ps}} \, dx \, dy
\]
\[
+ p \int_\Omega \frac{|\nabla u|^{p-1} |\nabla \varphi|}{(u + \varepsilon)^{p-1}} \varphi_\varepsilon^{p-1} \, dx - \int_\Omega f(x, u) \frac{\varphi^p}{(u + \varepsilon)^{p-1}} \, dx.
\]
We now turn to provide ad-hoc estimates for the three integrals on the right-hand side of (3.4). First of all, in the proof of [14 Lem. 1.3] it is showed that
\[
\frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))(\varphi_\varepsilon(x) - \varphi_\varepsilon(y))}{|x - y|^{n+ps}} \leq -K \frac{1}{|x - y|^{n+ps}} \left| \log \left( \frac{u(x) + \varepsilon}{u(y) + \varepsilon} \right) \right|^p \varphi^p(y) + K \frac{|\varphi(x) - \varphi(y)|^p}{|x - y|^{n+ps}}
\]
for some positive constant \( K = K_p > 0 \). Hence, by integrating we find
\[
\int \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))(\varphi_\varepsilon(x) - \varphi_\varepsilon(y))}{|x - y|^{n+ps}} \, dx \, dy
\leq\:
K \int \int_{\mathbb{R}^n} \frac{|\varphi(x) - \varphi(y)|^p}{|x - y|^{n+ps}} \, dx \, dy.
\]
Moreover, using the weighted Young inequality, for every \( \varepsilon > 0 \) one has
\[
p \int_\Omega \frac{|\nabla u|^{p-1} |\nabla \varphi|}{(u + \varepsilon)^{p-1}} \varphi_\varepsilon^{p-1} \, dx
\leq \frac{p - 2}{2} \int_\Omega \frac{|\nabla u|^p}{(u + \varepsilon)^p} \varphi^p \, dx + 2^{p-1} \int_\Omega |\nabla \varphi|^p \, dx.
\]
As for the remaining integral, we proceed essentially as in [27 Lem. 2.4]: by exploiting (2.6) and (2.7), we have the following chain of inequalities:
\[
- \int_\Omega f(x, u) \frac{\varphi_\varepsilon^p}{(u + \varepsilon)^{p-1}} \, dx = - \int_{\Omega \cap \{u = 0\}} f(x, 0) \frac{\varphi^p}{\varepsilon^{p-1}} \, dx
\]
\[
- \int_{\Omega \cap \{0 < u < 1\}} \frac{f(x, u) \varphi^p}{(u + \varepsilon)^{p-1}} \, dx - \int_{\Omega \cap \{u \geq 1\}} \frac{f(x, u) \varphi^p}{(u + \varepsilon)^{p-1}} \, dx
\]
\[
\leq c_f \int_{\Omega \cap \{0 < u < 1\}} \frac{u^{p-1}}{(u + \varepsilon)^{p-1}} \varphi^p \, dx + c_p \int_{\Omega \cap \{u \geq 1\}} \frac{1 + u^{p-1}}{(u + \varepsilon)^{p-1}} \varphi^p \, dx
\leq (c_f + 2c_p) \|\varphi\|_{L^p(\Omega)}^p.
\]
Gathering (3.4)–(3.7), we then obtain
\[
\int_{B(x_0,R)} \left| \nabla \log \left( 1 + \frac{u}{\varepsilon} \right) \right|^p dx = \int_{B(x_0,R)} \frac{|\nabla u|^p}{(u + \varepsilon)^p} dx \\
\leq \int_{B(x_0,R)} \frac{|\nabla u|^p}{(u + \varepsilon)^p} \varphi^p dx \leq \kappa,
\]
where \( \kappa = \kappa_\varepsilon > 0 \) is a suitable constant independent of \( \varepsilon \).

With (3.8) at hand, we are finally ready to prove (3.1). In fact, recalling that
\[
E := Z \cap B(x_0, R)
\]
has positive Lebesgue measure and \( u \equiv 0 \) a.e. in \( E \), by Chebyshev’s inequality and the Poincaré inequality in [24, Theorem 13.27] for every \( t > 0 \) we have
\[
\int_{B(x_0,R)} \left| \log \left( 1 + \frac{t}{\varepsilon} \right) \cdot \{u \geq t\} \cap B(x_0, R) \right|^p dx \\
= \int_{B(x_0,R)} \left| \log \left( 1 + \frac{u}{\varepsilon} \right) - m_E \right|^p dx \\
\leq C_p \int_{B(x_0,R)} \left| \nabla \log \left( 1 + \frac{u}{\varepsilon} \right) \right|^p dx \leq \kappa'.
\]
where \( m_E \) is the mean of \( v := \log(1 + u/\varepsilon) \in W^{1,p}(\mathbb{R}^n) \) on the set \( E \), that is,
\[
m_E := \frac{1}{|E|} \int_E \log \left( 1 + \frac{u}{\varepsilon} \right) dx = 0.
\]
As a consequence, since identity (3.9) holds for every \( \varepsilon > 0 \) and the constant \( \kappa' \) is independent of \( \varepsilon \), we readily infer that
\[
\{u \geq t\} \cap B(x_0, R) = 0 \quad \text{for every } t > 0.
\]
This obviously implies that \( u \equiv 0 \) a.e. in \( B(x_0, R) \), and the proof is complete. \( \square \)

From Theorem 3.1 we immediately deduce the following result.

**Corollary 3.3.** Let \( f \) satisfy (f1)–(f3) and let \( u \in X_p(\Omega) \) be a weak solution of (1.1). Then,
\[
u > 0 \text{ a.e. in } \Omega.
\]

**Proof.** Since \( u \) is a weak solution of (1.1), it follows from Definition 2.1 that
(a) \( u \in X_p^+(\Omega) \) (i.e., \( u \geq 0 \) a.e. in \( \Omega \));
(b) \( |\{x \in \Omega : u(x) > 0\}| > 0 \).
In particular, from (b) we get that \( u \) is not identically vanishing (a.e.) in \( \Omega \), and the conclusion follows immediately from Theorem 3.1. \( \square \)

**Remark 3.4.** By carefully scrutinizing the proof of Theorem 3.1, one can easily check that the properties of \( f \) which have actually played a role are:
1. \( f(x,0) \geq 0 \) for a.e. \( x \in \Omega \);
2. \( f(x,t) \geq -c_ft^{p-1} \) for a.e. \( x \in \Omega \) and every \( 0 < t < 1 \);
3. \( f(x,t) \geq c_p(t^{p-1}) \) for a.e. \( x \in \Omega \) and every \( t \geq 1 \).
We explicitly point out that, in view of these definitions, one has

\[ \begin{cases} L_{p,s}u = g(x,u) & \text{in } \Omega, \\ u \gtrless 0 & \text{in } \Omega, \\ u \equiv 0 & \text{in } \mathbb{R}^n \setminus \Omega, \end{cases} \tag{3.10} \]

where \( g : \Omega \times \mathbb{R} \to \mathbb{R} \) is a Carathéodory function satisfying (1)–(3) and the growth condition in (2.1).

A remarkable example of a map \( g \) satisfying conditions (1)–(3) above is

\[ g_\lambda(x,t) := (-a(x) + \lambda)|t|^{p-2}t, \]

where \( \lambda \in \mathbb{R} \) and \( a \in L^\infty(\Omega) \). The boundary-value problem associated with this function \( g_\lambda \) is the (Dirichlet) \( L_{p,s} \)-eigenvalue problem

\[ \begin{cases} L_{p,s}u + a(x)|u|^{p-2}u = \lambda|u|^{p-2}u & \text{in } \Omega, \\ u \equiv 0 & \text{in } \mathbb{R}^n \setminus \Omega, \end{cases} \]

which shall be extensively studied in Section 5.

4. Uniqueness and Boundedness of Weak Solutions

The aim of this section is to establish uniqueness and boundedness of weak solutions to problem (1.1).

We start by proving that weak solutions are globally bounded. We stress this “regularity result” requires \( f \) to satisfy only assumptions (F1)–(F3).

**Theorem 4.1.** Let \( u_0 \in X_p(\Omega) \) be a nonnegative weak solution of (1.1) with \( f \) satisfying (F1)–(F3). Then \( u_0 \in L^\infty(\Omega) \).

**Proof.** To begin with, we arbitrarily fix \( \delta \in (0,1) \) and we set

\[ \bar{u}_0 := \delta^{1/(p-1)}u_0. \]

Then \( \bar{u}_0 \) solves

\[ \begin{cases} -\Delta_p \bar{u}_0 + (-\Delta)_p^su_0 = \delta f(x,u_0) & \text{in } \Omega, \\ \bar{u}_0 \gtrless 0 & \text{in } \Omega, \\ \bar{u}_0 \equiv 0 & \text{in } \mathbb{R}^n \setminus \Omega. \end{cases} \tag{4.1} \]

Now, for every \( k \geq 0 \), we define \( C_k := 1 - 2^{-k} \) and

\[ v_k := \bar{u}_0 - C_k, \quad w_k := (v_k)_+ := \max\{v_k,0\}, \quad U_k := \|w_k\|_{L^p(\Omega)}. \]

We explicitly point out that, in view of these definitions, one has

\[ \begin{align*} (a) & \|\bar{u}_0\|_{L^p(\Omega)} = \delta^{p'}\|u_0\|_{L^p(\Omega)} \text{ (with } 1/p' = 1 - 1/p); \\
(b) & w_0 = v_0 = \bar{u}_0 \text{ (since } C_0 = 0); \\
(c) & v_{k+1} \leq v_k \text{ and } w_{k+1} \leq w_k \text{ (since } C_k < C_{k+1}). \end{align*} \]

We now observe that, since \( u_0 \in X_p(\Omega) \subseteq W^{1,p}(\mathbb{R}^n) \), we have \( v_k \in W^{1,p}_{loc}(\mathbb{R}^n) \) furthermore, since \( \bar{u}_0 = u_0 \equiv 0 \) a.e. in \( \mathbb{R}^n \setminus \Omega \), one also has

\[ v_k = \bar{u}_0 - C_k = -C_k < 0 \quad \text{on } \mathbb{R}^n \setminus \Omega, \]
and thus $w_k = (v_k)_+ \in X_p(\Omega)$ (remind that $\Omega$ is bounded). We are then entitled to use the function $w_k$ as a test function in (4.1), obtaining

\begin{equation}
\int_{\Omega} |\nabla \tilde{u}_0|^{p-2} (\nabla \tilde{u}_0, \nabla w_k) \, dx + \int_{\mathbb{R}^n} \frac{J_p(\tilde{u}_0(x) - \tilde{u}_0(y))(w_k(x) - w_k(y))}{|x-y|^{n+2s}} \, dx \, dy
\end{equation}

\begin{equation}
= \delta \int_{\Omega} f(x, u_0) w_k \, dx.
\end{equation}

To proceed further, we notice that for any measurable function $z$ and for (almost every) couple of points $x, y \in \mathbb{R}^n$, one has

$$|z_+(x) - z_+(y)|^p \leq |z(x) - z(y)|^{p-2}(z(x) - z(y))(z_+(x) - z_+(y))$$

see [20, Equation (14)] or [28, Equation (16)], so that, by choosing $z = v_k$, since $v_k(x) - v_k(y) = \tilde{u}_0(x) - \tilde{u}_0(y)$,

\begin{equation}
|w_k(x) - w_k(y)|^p \leq |\tilde{u}_0(x) - \tilde{u}_0(y)|^{p-2}(\tilde{u}_0(x) - \tilde{u}_0(y))(w_k(x) - w_k(y)).
\end{equation}

Moreover, taking into account the definition of $w_k$, we get

\begin{equation}
\int_{\Omega} |\nabla \tilde{u}_0|^{p-2} (\nabla \tilde{u}_0, \nabla w_k) \, dx = \int_{\Omega \setminus \{\tilde{u}_0 > C_k\}} |\nabla \tilde{u}_0|^{p-2} (\nabla \tilde{u}_0, \nabla v_k) \, dx
\end{equation}

\begin{equation}
= \int_{\Omega} |\nabla w_k(x)|^p \, dx.
\end{equation}

Gathering (4.2), (4.4) and assumption (B3), we obtain

\begin{equation}
\int_{\Omega} |\nabla w_k|^p \, dx \leq \delta \int_{\Omega} |f(x, u_0)| \, w_k \, dx
\end{equation}

\begin{equation}
\leq c \int_{\Omega} (\delta + \tilde{u}_0^{p-1}) \, w_k \, dx \leq c \int_{\Omega} (1 + \tilde{u}_0^{p-1}) \, w_k \, dx,
\end{equation}

since $\delta < 1$. We then recall that, for every $k \geq 1$, one has

\begin{equation}
\tilde{u}_0(x) < (2^k - 1) w_{k-1}(x) \quad \text{for} \quad x \in \{w_k > 0\},
\end{equation}

and the inclusions

\begin{equation}
\{w_k > 0\} = \{\tilde{u}_0 > C_k\} \subseteq \{w_{k-1} > 2^{-k}\}
\end{equation}

hold true for every $k \geq 1$, see [20] or [28]. By combining (4.6) and (4.7) with (4.5), and taking into account that $w_k \leq w_{k-1}$ a.e. in $\mathbb{R}^n$, for every $k \geq 1$, we get

\begin{equation}
\int_{\Omega} |\nabla w_k|^p \, dx \leq c \int_{\{w_k > 0\}} (1 + \tilde{u}_0^{p-1}) \, w_k \, dx
\end{equation}

\begin{equation}
\leq c \int_{\{w_k > 0\}} [w_{k-1} + (2^k - 1)^{p-1} w_{k-1}^{p}] \, dx
\end{equation}

\begin{equation}
\leq c 2^{kp} \int_{\{w_{k-1} > 2^{-k}\}} w_{k-1}^p \, dx
\end{equation}

\begin{equation}
\leq c 2^{kp} \int_{\Omega} w_{k-1}^p \, dx = c 2^{kp} U_{k-1}.
\end{equation}
We now estimate from below the term $U_{k-1}$ in the right-hand side of (4.8). To this end we first observe that, as a consequence of (4.7), we obtain

$$U_{k-1} = \int_{\{w_{k-1} > 2^{-k}\}} w_{k-1}^p \, dx \geq \int_{\{w_{k-1} > 2^{-k}\}} w_{k-1}^p \, dx$$

(4.9)

Using the Hölder inequality (with exponents $p^*/p$ and $n/p$), jointly with the Sobolev inequality, from (4.8)-(4.9) we obtain the following estimate:

$$\begin{align*}
U_k &= \|w_k\|_{L^p(\Omega)}^p \leq \left( \int_{\Omega} \|w_k^p\| \, dx \right)^{p/p^*} \left( \left\{w_k > 0\right\} \right)^{p/n} \\
&\leq c_S \left( \int_{\Omega} |\nabla w_k|^p \, dx \right) \left( \left\{w_k > 0\right\} \right)^{p/n} \\
&\leq c_S \left( c 2^{kp} U_{k-1} \right) \left( 2^{kp} U_{k-1} \right)^{p/n} \\
&= c' \left( 2^{p-p^2/n} \right)^{k-1} U_{k-1}^{1+p/n} \quad \text{(with } c' := c 2^{p-p^2/n} c_S),
\end{align*}$$

(4.10)

for every $k \geq 1$, where $c_S$ is given by the Sobolev inequality.

Estimate (4.10) can be re-written as

$$U_k \leq c' \eta^{k-1} U_{k-1}^{1+p/n},$$

where

$$\eta := 2^{p-p^2/n} > 1.$$

Hence, from [22, Lem. 7.1] we get that $U_k \to 0$ as $k \to \infty$, provided that

$$U_0 = \|\tilde{u}_0\|_{L^p(\Omega)}^p = \delta^p \|u_0\|_{L^p(\Omega)}^p < (c')^{-n/p} \eta^{-n^2/p^2}.$$

As a consequence, if $\delta > 0$ is small enough, we obtain

$$0 = \lim_{k \to \infty} U_k = \lim_{k \to \infty} \int_{\Omega} (\tilde{u}_0 - C_k)^2 \, dx = \int_{\Omega} (\tilde{u}_0 - 1)^2 \, dx.$$

Bearing in mind that $\tilde{u}_0 = \delta^{1/(p-1)} u_0$ (and $u_0 \geq 0$), we then get

$$0 \leq u_0 \leq \frac{1}{\delta^{1/(p-1)}} \quad \text{a.e. in } \Omega,$$

from which we conclude that $u_0 \in L^\infty(\Omega)$.

**Remark 4.2.** We notice that an analogous result still holds true, with suitable adaptations in the powers of $u_0$ or $w_k$ in the right-hand sides of the inequalities in the above proof, also when $f$ satisfies (f1), (f2) and (2.4). However, in view of the $p-$linear growth in the Brezis-Oswald theorem, we preferred to maintain such a case for the presentation of the proof.

We are now ready to state and prove the main result of this section.

**Theorem 4.3.** Let $f$ satisfy (f1)–(f5). Then there exists at most one weak solution $u \in X_p(\Omega)$ of problem (1.1).

In order to prove Theorem 4.3 we need the following elementary lemma.
Lemma 4.4. Let \( v, w \in \mathbb{R}^n \) and set

\[
\mathcal{A}_p(v, w) := |v|^p + (p - 1)|w|^p - p|w|^{p-2}(v, w).
\]

Then, \( \mathcal{A}_p(v, w) \geq 0 \).

Proof. We first notice that, if \( v = 0 \) or \( w = 0 \), the conclusion of the lemma is trivial. We then assume that \( v, w \neq 0 \), and we let \( t > 0 \) be such that

\[
|w| = t|v|.
\]

Using Cauchy-Schwarz’s inequality and (4.11), we have

\[
\mathcal{A}_p(v, w) \geq |v|^p + (p - 1)|w|^p - p|w|^{p-1}|v|
\]

\[
= |v|^p(1 + (p - 1)t^p - pt^{p-1}) =: |v|^p \cdot \ell_p(t).
\]

From this, since an elementary computation shows that

\[
\ell_p(s) \geq \ell_p(1) = 0 \quad \text{for every } s \geq 0,
\]

we readily conclude that \( \mathcal{A}_p(v, w) \geq 0 \), as desired. \( \square \)

Thanks to Lemma 4.4, we can proceed with the proof of Theorem 4.3.

Proof of Theorem 4.3. Let \( u_1, u_2 \in X_p(\Omega) \) be two solutions of (1.1). In order to show that \( u_1 = u_2 \) a.e. in \( \Omega \), we arbitrarily fix \( \varepsilon > 0 \) and we define

\[
\varphi_{1,\varepsilon} := r_{1,\varepsilon} - u_1, \quad \varphi_{2,\varepsilon} := r_{2,\varepsilon} - u_2,
\]

where

\[
r_{1,\varepsilon} := \frac{u_1^p}{(u_1 + \varepsilon)^{p-1}}, \quad r_{2,\varepsilon} := \frac{u_2^p}{(u_2 + \varepsilon)^{p-1}}.
\]

Taking into account that \( u_1, u_2 \in X_p(\Omega) \), \( u_1, u_2 \geq 0 \) a.e. in \( \Omega \) and that \( u_1, u_2 \) are globally bounded in \( \Omega \) (as it follows Theorem 4.1), we readily infer that \( \varphi_{i,\varepsilon} \in X_p(\Omega) \) for every \( \varepsilon > 0 \) and \( i = 1, 2 \). Hence, using \( \varphi_{i,\varepsilon} \) as a test function in (2.3) for \( u_i \) and adding the resulting identities, we get

\[
\int_{\Omega} |\nabla u_1|^{p-2} (\nabla u_1, \nabla \varphi_{1,\varepsilon}) \, dx + \int_{\Omega} |\nabla u_2|^{p-2} (\nabla u_2, \nabla \varphi_{2,\varepsilon}) \, dx
\]

\[
+ \int_{\mathbb{R}^{2n}} |u_1(x) - u_1(y)|^{p-2}(u_1(x) - u_1(y))(\varphi_{1,\varepsilon}(x) - \varphi_{1,\varepsilon}(y)) \, dx \, dy
\]

\[
+ \int_{\mathbb{R}^{2n}} |u_2(x) - u_2(y)|^{p-2}(u_2(x) - u_2(y))(\varphi_{2,\varepsilon}(x) - \varphi_{2,\varepsilon}(y)) \, dx \, dy
\]

\[
= \int_{\Omega} (f(x, u_1) \varphi_{1,\varepsilon} + f(x, u_2) \varphi_{2,\varepsilon}) \, dx.
\]

(4.12)

Now, a direct computation based on the very definition of \( \varphi_{i,\varepsilon} \) gives

\[
\int_{\Omega} |\nabla u_1|^{p-2} (\nabla u_1, \nabla \varphi_{1,\varepsilon}) \, dx + \int_{\Omega} |\nabla u_2|^{p-2} (\nabla u_2, \nabla \varphi_{2,\varepsilon}) \, dx
\]

\[
= - \int_{\Omega} \mathcal{A}_p (\nabla u_1, \frac{u_1}{u_1 + \varepsilon} \nabla u_1) \, dx - \int_{\Omega} \mathcal{A}_p (\nabla u_2, \frac{u_2}{u_1 + \varepsilon} \nabla u_1) \, dx,
\]
where \( A_p \) is as in Lemma [4.4] as a consequence, taking into account that \( A_p(\cdot, \cdot) \geq 0 \) (as we know from Lemma [4.4], identity [4.12] boils down to

\[
\int_{\Omega} (f(x, u_1)\phi_{1,\varepsilon} + f(x, u_2)\phi_{2,\varepsilon}) \, dx \\
\leq \int_{\mathbb{R}^{2n}} J_p(u_1(x) - u_1(y))(r_{1,\varepsilon}(x) - r_{1,\varepsilon}(y)) \frac{dx \, dy}{|x - y|^{n+p}} \\
+ \int_{\mathbb{R}^{2n}} J_p(u_2(x) - u_2(y))(r_{2,\varepsilon}(x) - r_{2,\varepsilon}(y)) \frac{dx \, dy}{|x - y|^{n+p}} \\
- \int_{\mathbb{R}^{2n}} J_p(u_1(x) - u_1(y))(u_1(x) - u_1(y)) \frac{dx \, dy}{|x - y|^{n+p}} \\
- \int_{\mathbb{R}^{2n}} J_p(u_2(x) - u_2(y))(u_2(x) - u_2(y)) \frac{dx \, dy}{|x - y|^{n+p}} \\
=: I_{1,\varepsilon} + I_{2,\varepsilon} - J_1 - J_2,
\]

(4.13)

where we have introduced the standard notation

\[ J_p(t) := |t|^{p-2}t \quad (t \in \mathbb{R}). \]

We now aim at passing to the limit as \( \varepsilon \to 0^+ \) in the above (4.13).

To this end, we first remind the following discrete Picone inequality: for every fixed \( p \in (1, +\infty) \) and every \( a, b, c, d \in [0, +\infty) \) with \( a, b > 0 \), one has

\[ J_p(a - b) \left( \frac{c^p}{(ap-1)^{p-1}} - \frac{d^p}{(bp-1)^{p-1}} \right) \leq |c - d|^p, \]

and equality holds if and only if \( ad = bc \)

(for a proof of this inequality see, e.g., [8 Proposition 4.2] or [9 Proposition 2.2]). By using this inequality, we have

(i) \( J_p(u_1(x) - u_1(y))(r_{1,\varepsilon}(x) - r_{1,\varepsilon}(y)) \leq |u_2(x) - u_2(y)|^p; \)

(ii) \( J_p((u_2(x) - u_2(y))(r_{2,\varepsilon}(x) - r_{2,\varepsilon}(y)) \leq |u_1(x) - u_1(y)|^p. \)

Hence, we are entitled to apply the Fatou lemma for the integrals \( I_{1,\varepsilon}, I_{2,\varepsilon} \), obtaining

\[
\limsup_{\varepsilon \to 0^+} (I_{1,\varepsilon} + I_{2,\varepsilon} - J_1 - J_2) \\
\leq \int_{\mathbb{R}^{2n}} J_p(u_1(x) - u_1(y)) \frac{u_1^p}{u_1^{p-1}(x)} \frac{dx \, dy}{u_1^{p-1}(y)} \\
+ \int_{\mathbb{R}^{2n}} J_p(u_2(x) - u_2(y)) \frac{u_2^p}{u_2^{p-1}(x)} \frac{dx \, dy}{u_2^{p-1}(y)} \\
- \int_{\mathbb{R}^{2n}} |u_1(x) - u_1(y)|^p \frac{dx \, dy}{|x - y|^{n+p}} \\
- \int_{\mathbb{R}^{2n}} |u_2(x) - u_2(y)|^p \frac{dx \, dy}{|x - y|^{n+p}} \\
=: \kappa(u_1, u_2, p),
\]

where \( \kappa(u_1, u_2, p) \in [0, \infty] \) again by the discrete Picone inequality (here, to give a meaning to the integrals when \( x \) or \( y \) are not in \( \Omega \), we have tacitly set \( 0/0 = 0 \)).
We now turn our attention to the left hand side of (4.13). Taking into account the very definition of \( \varphi_{i, \varepsilon} \), we first write
\[
\int_{\Omega} (f(x, u_1) \varphi_{1, \varepsilon} + f(x, u_2) \varphi_{2, \varepsilon}) \, dx = \int_{\Omega} f(x, u_1) \, r_{1, \varepsilon} \, dx + \int_{\Omega} f(x, u_2) \, r_{2, \varepsilon} \, dx
\]
\[
- \int_{\Omega} f(x, u_1) u_1 \, dx - \int_{\Omega} f(x, u_2) u_2 \, dx
\]
\[
= A_{1, \varepsilon} + A_{2, \varepsilon} - B_1 - B_2.
\]
Moreover, recalling the value \( \rho_f > 0 \) in (1.9), we further split \( A_{i, \varepsilon} \) as
\[
A_{i, \varepsilon} = \int_{\{u_i < \rho_f\}} f(x, u_i) \, r_{i, \varepsilon} \, dx + \int_{\{u_i \geq \rho_f\}} f(x, u_i) \, r_{i, \varepsilon} \, dx =: A'_{i, \varepsilon} + A''_{i, \varepsilon}.
\]
Now, by assumption (f3), for every \( \varepsilon > 0 \) we have
\[
|f(x, u_1) \, r_{1, \varepsilon}| \cdot 1_{\{u_1 \geq \rho_f\}} \leq c_p (1 + \rho_f^{1-p}) \, u_2^p \equiv c_{p,f} \, u_2^p
\]
and, analogously,
\[
|f(x, u_2) \, r_{2, \varepsilon}| \cdot 1_{\{u_2 \geq \rho_f\}} \leq c_{p,f} \, u_1^p.
\]
Thus, we can then apply the Dominated Convergence theorem, obtaining
\[
A''_i := \lim_{\varepsilon \to 0^+} A''_{i, \varepsilon} = \int_{\{u_i \geq \rho_f\}} \frac{f(x, u_i)}{u_i^{p-1}} \, u_i^p \, dx \in \mathbb{R} \quad \text{and}
\]
\[
A''_i := \lim_{\varepsilon \to 0^+} A''_{2, \varepsilon} = \int_{\{u_2 \geq \rho_f\}} \frac{f(x, u_2)}{u_2^{p-1}} \, u_1^p \, dx \in \mathbb{R}.
\]
Hence, it remains to study the behavior of \( A'_{i, \varepsilon} \) when \( \varepsilon \to 0^+ \).

First of all, using (1.9) and the fact that \( r_{i, \varepsilon} \) is nonnegative and monotone increasing with respect to \( \varepsilon \), we can apply the Beppo Levi theorem, obtaining
\[
A'_1 := \lim_{\varepsilon \to 0^+} A'_{1, \varepsilon} = \int_{\{u_1 < \rho_f\}} \frac{f(x, u_1)}{u_1^{p-1}} \, u_1^p \, dx \in [0, +\infty] \quad \text{and}
\]
\[
A'_2 := \lim_{\varepsilon \to 0^+} A'_{2, \varepsilon} = \int_{\{u_2 < \rho_f\}} \frac{f(x, u_2)}{u_2^{p-1}} \, u_2^p \, dx \in [0, +\infty].
\]
On the other hand, going back to estimate (4.13) and taking into account the very definitions of the integrals \( A'_{1, \varepsilon}, A'_{2, \varepsilon}, B_1, B_2 \), we get
\[
0 \leq A'_{1, \varepsilon}, A'_{2, \varepsilon} \leq A'_{1, \varepsilon} + A'_{2, \varepsilon}
\]
\[
\leq I_{1, \varepsilon} + I_{2, \varepsilon} - J_1 - J_2 + B_1 + B_2 - A''_{1, \varepsilon} - A''_{2, \varepsilon}.
\]
Then, by letting \( \varepsilon \to 0^+ \) with the aid of (4.14)-(4.15), we obtain
\[
0 \leq A'_1, A'_2 \leq A'_1 + A'_2 \leq \kappa(u_1, u_2, p) + B_1 + B_2 - A''_1 - A''_2,
\]
from which we derive at once that
\[
\kappa(u_1, u_2, p) > -\infty \quad \text{and} \quad A'_1, A'_2 < +\infty.
\]
Let Proposition 5.1.

\[ \int_{\Omega} (f(x, u_1) \varphi_{1,\varepsilon} + f(x, u_2) \varphi_{2,\varepsilon}) \, dx \]
\[ = \lim_{\varepsilon \to 0^+} (A'_{1,\varepsilon} + A'_{2,\varepsilon} + A''_{1,\varepsilon} + A''_{2,\varepsilon} - B_1 - B_2) \]
\[ = \int_{\Omega} \left( f(x, u_1) \frac{u_2^p}{u_1^{p-1}} + \frac{f(x, u_2)}{u_2^{p-1}} u_1^p - f(x, u_1) u_1 - f(x, u_2) u_2 \right) \, dx \]
\[ = - \int_{\Omega} \left( f(x, u_1) \frac{u_1^p}{u_2^{p-1}} - \frac{f(x, u_2)}{u_2^{p-1}} \right) (u_1^p - u_2^p) \, dx. \]

With (4.14) and (4.18) at hand, we can easily conclude the proof of the theorem. Indeed, using these cited identities we can let \( \varepsilon \to 0^+ \) in (4.13), obtaining
\[ - \int_{\Omega} \left( \frac{f(x, u_1)}{u_1^{p-1}} - \frac{f(x, u_2)}{u_2^{p-1}} \right) (u_1^p - u_2^p) \, dx \leq \kappa(u_1, u_2, p) \leq 0. \]

From this, by crucially exploiting assumption (f4) we conclude that
\[ u_1 \equiv u_2 \text{ a.e. in } \Omega, \]
and the proof is complete. □

5. The eigenvalue problem

As announced, here we consider the eigenvalue problem associated to \( \mathcal{L}_{p,s} \) in presence of a weight \( a \in L^\infty(\Omega) \), namely
\[
\begin{cases}
-\Delta_p u + (-\Delta)^p_s u + a(x)|u|^{p-2}u = \lambda|u|^{p-2}u & \text{in } \Omega, \\
u \neq 0, & \text{in } \Omega, \\
u = 0 & \text{in } \mathbb{R}^n \setminus \Omega.
\end{cases}
\]

**Proposition 5.1.** Let \( a \in L^\infty(\Omega) \). Then, problem (5.1) admits a smallest eigenvalue \( \lambda_1(\mathcal{L}_{p,s} + a) \in \mathbb{R} \) which is simple, and whose associated eigenfunctions do not change sign in \( \mathbb{R}^n \). Moreover, every eigenfunction associated to an eigenvalue
\[ \lambda > \lambda_1(\mathcal{L}_{p,s} + a) \]
is nodal, i.e., sign changing.

**Proof.** Let \( \gamma : X_p(\Omega) \to \mathbb{R} \) be the \( C^1 \)-functional defined as
\[ \gamma(u) = \int_{\Omega} |\nabla u|^p \, dx + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^p}{|x - y|^{|s|+p}} \, dx \, dy + \int_{\Omega} a(x)|u|^p \, dx \]
for all \( u \in X_p(\Omega) \), and let it be constrained on the \( C^1 \)-Banach manifold
\[ M := \left\{ u \in X_p(\Omega) : \int_{\Omega} |u|^p \, dx = 1 \right\}. \]

Define
\[ \lambda_1(\mathcal{L}_{p,s} + a) := \inf \{ \gamma(u) : u \in M \}. \]

Let \( \{u_n\}_{n \geq 1} \subseteq M \) be a minimizing sequence for (5.2). Since
\[ \lambda_1(\mathcal{L}_{p,s} + a) \geq -\|a(x)\|_{L^\infty(\Omega)}, \]
we immediately get that \( \{u_n\}_{n \geq 1} \subseteq X_p(\Omega) \) is bounded and so we may assume that there exists \( e_1 \in M \) such that
\[
(5.3) \quad u_n \rightharpoonup e_1 \quad \text{in} \quad X_p(\Omega) \quad \text{as} \quad n \to +\infty.
\]
In particular, by the Rellich-Kondrachev embedding theorem, we know that
\[
(5.4) \quad u_n \to e_1 \quad \text{in} \quad L^p(\Omega).
\]
By (5.3) and (5.4), we have
\[
\gamma(e_1) = \int_\Omega |\nabla e_1|^p dx + \int_{\mathbb{R}^n} \frac{|e_1(x) - e_1(y)|^p}{|x - y|^{n+ps}} dx dy + \int_\Omega a(x)|e_1|^p dx \leq \liminf_{n \to +\infty} \gamma(u_n) = \lambda_1(L_{p,s} + a).
\]
Since \( e_1 \in M \), due to (5.4), by (5.2) we get
\[
\gamma(e_1) = \lambda_1(L_{p,s} + a).
\]
By the Lagrange multiplier rule, we infer that \( \lambda_1(L_{p,s} + a) \) is the smallest eigenvalue for problem (5.1), with associated eigenfunction \( e_1 \in X_p(\Omega) \). Finally, notice that
\[
\gamma(|u|) \leq \gamma(u) \quad \text{for all} \quad u \in X_p^0,
\]
and so we may assume that \( e_1 \geq 0 \) in \( \mathbb{R}^n \). Since \( \|e_1\|_{L^p(\Omega)} = 1 \) by construction, we can then apply Theorem 3.1 and Remark 3.4 to conclude that
\[
e_1(x) > 0, \quad \text{for a.e.} \quad x \in \mathbb{R}^n.
\]
Now, we prove that \( e_1 \) is simple. To this end, let \( u \in X_p(\Omega) \) be another eigenfunction associated to \( \lambda_1(L_{p,s} + a) \). We first claim that \( u \) has constant sign: in fact, taking into account that the eigenfunctions associated to \( \lambda_1(L_{p,s} + a) \) are precisely the constrained minimizers of \( \gamma \), we have
\[
\gamma(u) = \lambda_1(L_{p,s} + a)\|u\|^p_{L^p(\Omega)};
\]
on the other hand, if both \( \{u > 0\} \) and \( \{u < 0\} \) have positive Lebesgue measure, by arguing exactly as in the proof of [30, Proposition 9], we have
\[
\gamma(|u|) < \gamma(u) = \lambda_1(L_{p,s} + a)\|u\|^p_{L^p(\Omega)},
\]
which is clearly in contradiction with the fact that \( \lambda_1(L_{p,s} + a) \) is the minimum of \( \gamma \). Hence, \( u \) has constant sign in \( \Omega \) and we can assume that \( u \geq 0 \) a.e. in \( \Omega \); from this, using once again Theorem 3.1 and Remark 3.4 we obtain
\[
(5.5) \quad u > 0 \quad \text{a.e. in} \quad \Omega.
\]
With (5.5) at hand, we now turn to prove that there exists \( \alpha \geq 0 \) such that
\[
e_1 = \alpha u.
\]
To this end we observe that, on account of Theorem 4.1 and (3.11) in Remark 3.4 we know that \( e_1, u \in L^\infty(\Omega) \). Given any \( \varepsilon > 0 \), we then define
\[
\nu_\varepsilon = \frac{u^p}{(e_1 + \varepsilon)^{p-1}}.
\]
Since \( \nu_\varepsilon \in X_p(\Omega) \) (as the same is true of both \( e_1 \) and \( u \)), we are entitled to use \( \nu_\varepsilon \) as test function in the problem solved by \( e_1 \). Thus, using again the notation
\[
J_p(t) := |t|^{p-2}t, \quad (t \in \mathbb{R}),
\]
we obtain
\[
\int_{\Omega} |\nabla e_1|^{p-2}(\nabla e_1, \nabla v_\varepsilon) \, dx \\
+ \iint_{\mathbb{R}^{2n}} J_p((e_1 + \varepsilon)(x) - (e_1 + \varepsilon)(y))(v_\varepsilon(x) - v_\varepsilon(y)) \, dx \, dy \\
= \lambda_1(\mathcal{L}_{p,s} + a) \int_{\Omega} e_1^{p-1} v_\varepsilon \, dx - \int_{\Omega} a(x)e_1^{p-1} v_\varepsilon \, dx.
\]

By the already recalled discrete Picone inequality, we find
\[
J_p((e_1 + \varepsilon)(x) - (e_1 + \varepsilon)(y))(v_\varepsilon(x) - v_\varepsilon(y)) \leq |u(x) - u(y)|^p.
\]

Now, consider the function
\[
R(u, e_1 + \varepsilon) = |\nabla u|^p - |\nabla e_1|^{p-2}(\nabla e_1, \nabla v_\varepsilon).
\]

As a consequence of the nonlinear Picone identity by Allegretto - Huang in [1] (see also [26, p. 244]), we have that \( R(u, e_1 + \varepsilon) \geq 0 \). Then
\[
\int_{\Omega} |\nabla e_1|^{p-2}(\nabla e_1, \nabla v_\varepsilon) \leq |\nabla u|^p.
\]

On the other hand, by using again inequality (5.7), we have the estimate
\[
\int_{\Omega} |\nabla e_1|^{p-2}(\nabla e_1, \nabla u) \, dx \\
+ \iint_{\mathbb{R}^{2n}} J_p((e_1 + \varepsilon)(x) - (e_1 + \varepsilon)(y))(u(x) - u(y)) \, dx \, dy \\
\leq \int_{\Omega} |\nabla u|^p \, dx + \iint_{\mathbb{R}^{2n}} \frac{|u(x) - u(y)|^p}{|x - y|^{n+ps}} \, dx \, dy.
\]

Hence, all the inequalities in (5.8) and (5.9) are actually identities. In particular, the discrete Picone inequality implies that
\[
\frac{e_1(x)}{e_1(y)} = \frac{u(x)}{u(y)} \text{ in } \mathbb{R}^{2n},
\]
and so we can conclude that there exists \( \alpha \geq 0 \) such that
\[
e_1 = \alpha u \text{ in } \mathbb{R}^n.
\]
Now, suppose that $\lambda > \lambda_1(L_{p,s} + a)$ is another eigenvalue of (5.1) with associated $L^p$–normalized eigenfunction $u \in X_p(\Omega)$, and assume by contradiction that $u$ has constant sign, say $u \geq 0$. By Theorem 3.1 we have $u > 0$.

Then, starting from the equation solved by $u$ and using $e_1^p/(u + \varepsilon)^{p-1}$ as test function, by arguing exactly as for reaching (5.8)-(5.9), we get
\[
\int_{\Omega} |\nabla e_1|^p \, dx + \int_{\mathbb{R}^{2n}} \frac{|e_1(x) - e_1(y)|^p}{|x - y|^{n+ps}} \, dx \, dy = \lambda - \int_{\Omega} a(x)e_1^p \, dx.
\]
On the other hand, $e_1$ being a solution to (5.1) with $\lambda_1$, we have
\[
\int_{\Omega} |\nabla e_1|^p \, dx + \int_{\mathbb{R}^{2n}} \frac{|e_1(x) - e_1(y)|^p}{|x - y|^{n+ps}} \, dx \, dy + \int_{\Omega} a(x)e_1^p \, dx = \lambda_1(L_{p,s} + a).
\]
Since $\lambda > \lambda_1(L_{p,s} + a)$, we get a contradiction, and thus $u$ must change sign. $\square$

6. Existence

In this last section we combine all the results established so far in order to give the proof of Theorem 1.2. Throughout what follows, we tacitly adopt all the notation introduced in Sections 2-5: in particular,
- $\Omega \subseteq \mathbb{R}^n$ is a bounded open set with $C^1$ boundary;
- $f : \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies (f1)–(f5);
- $a_0$ and $a_\infty$ are the functions defined in (2.5);
- $\lambda_1(L_{p,s} - a_0)$ and $\lambda_1(L_{p,s} - a_\infty)$ are defined in (1.7).

Remark 6.1. As already pointed out in the Introduction, the ‘sign assumption’ (f5) is needed only to prove the uniqueness part of Theorem 1.2, since it allows us to invoke Theorem 4.3; all the other results we are going to establish in this section actually hold under assumptions (f1)–(f4) solely.

To begin with, we set
\[
F(x, u) = \int_0^u f(x, t) \, dt,
\]
and we consider the functional $E : X_p(\Omega) \rightarrow \mathbb{R}$ defined as follows:
\[
E(u) := \frac{1}{p} \int_{\Omega} |\nabla u|^p \, dx + \frac{1}{p} \int_{\mathbb{R}^{2n}} \frac{|u(x) - u(y)|^p}{|x - y|^{n+ps}} \, dx \, dy - \int_{\Omega} F(x, u) \, dx.
\]
The functional $E$ is well-defined, differentiable and its critical points are weak solutions of problem (1.1).

Proposition 6.2. Let $E$ be the functional defined in (6.1), and assume that
\[
\lambda_1(L_{p,s} - a_0) < 0 < \lambda_1(L_{p,s} - a_\infty).
\]
Then, the following hold:
(a) $E$ is coercive on $X_p(\Omega)$.
(b) $E$ is weakly l.s.c. in $X_p(\Omega)$, so it has a minimum $v \in X_p(\Omega)$.
(c) There exists $\phi \in X_p(\Omega)$ such that $E(\phi) < 0$, so that
\[
\min_{u \in X_p(\Omega)} E(u) < 0,
\]
and $u = |v|$ is a solution to (1.1).
Proof. (a) It is sufficient to note that, by its very definition,

\begin{equation}
E(u) \geq J(u) := \frac{1}{p} \int_{\Omega} |\nabla u|^p \, dx - \int_{\Omega} F(x, u) \, dx,
\end{equation}

for every $u \in X_p(\Omega)$. Since we can identify $X_p(\Omega)$ with $W^{1,p}_0(\Omega)$, the functional $J$ is precisely the one considered in [17] and therefore coercive, see [11] for the details in the linear case $p = 2$. For completeness, we recall that the condition

$$\lambda_1(L_{p,s} - a_{\infty}) > 0$$

is used at this stage.

(b) Let $u \in X_p(\Omega)$ be fixed, and let $\{u_n\}_n$ be a sequence in $X_p(\Omega)$ which weakly converges to $u$ as $n \to +\infty$. By (13), we have

$$|F(x, u)| \leq c_p(|u| + |u|^p);$$

hence, by the Rellich-Kondrachov theorem we get

$$\lim_{n \to +\infty} \int_{\Omega} F(x, u_n) \, dx = \int_{\Omega} F(x, u) \, dx,$$

which immediately implies the claim.

(c) To prove this assertion, we can follow the argument originally presented in [13]. Since $\lambda_1(L_{p,s} - a_0) < 0$, there exists $\phi \in X_p(\Omega)$ such that $||\phi||_{L_p(\Omega)} = 1$ and

\begin{equation}
\int_{\Omega} |\nabla \phi|^p \, dx + \int_{\mathbb{R}^n} \frac{|\phi(x) - \phi(y)|^p}{|x - y|^{n+sp}} \, dx \, dy < \int_{\{\phi \neq 0\}} a_0 |\phi|^p \, dx.
\end{equation}

We then claim that it is not restrictive to assume that $\phi \geq 0$ and $\phi \in L^\infty(\mathbb{R}^n)$. In fact, since $||x| - |y|| \leq |x - y|$ for every $x, y \in \mathbb{R}$, from (6.3) we find

$$\int_{\Omega} |\nabla |\phi|^p \, dx + \int_{\mathbb{R}^n} \frac{||\phi(x) - |\phi(y)||^p}{|x - y|^{n+sp}} \, dx \, dy$$

$$\leq \int_{\Omega} |\nabla |\phi|^p \, dx + \int_{\mathbb{R}^n} \frac{||\phi(x) - \phi(y)||^p}{|x - y|^{n+sp}} \, dx \, dy < \int_{\{\phi \neq 0\}} a_0 |\phi|^p \, dx,$$

so that we can assume $\phi \geq 0$. As for the assumption $\phi \in L^\infty(\mathbb{R}^n)$, we define

$$\phi_M = \min\{\phi, M\} \quad \text{(for } M > 0)\).$$

As usual, $\phi_M \in X_p(\Omega)$; moreover, since a direct computation gives

$$|\phi_M(x) - \phi_M(y)| \leq |\phi(x) - \phi(y)|,$$

from (6.3) we obtain

$$\int_{\Omega} |\nabla \phi_M|^p \, dx + \int_{\mathbb{R}^n} \frac{||\phi_M(x) - \phi_M(y)||^p}{|x - y|^{n+sp}} \, dx \, dy$$

$$\leq \int_{\Omega} |\nabla |\phi|^p \, dx + \int_{\mathbb{R}^n} \frac{||\phi(x) - \phi(y)||^p}{|x - y|^{n+sp}} \, dx \, dy < \int_{\{\phi \neq 0\}} a_0 |\phi|^p \, dx.$$

On the other hand, since $a_0$ is bounded from below (see [28]), we have

$$\int_{\Omega} a_0 \phi^p \leq \liminf_{M \to +\infty} \int_{\Omega} a_0 \phi^p_M.$$

...
as a consequence, can find $M > 0$ large enough so that
\[
\int_{\Omega} |\nabla \phi_M|^p \, dx + \int_{\mathbb{R}^n} \frac{|\phi_M(x) - \phi_M(y)|^p}{|x - y|^{n+sp}} \, dx \, dy < \int_{\{\phi \neq 0\}} a_0 |\phi_M|^p \, dx.
\]

Summing up, by replacing $\phi$ with $|\phi_M|$, we can choose $\phi \geq 0$ and bounded.

Now, we have that
\[
\liminf_{u \to 0} \frac{F(x,u)}{u^p} \geq a_0(x)
\]
and proceeding as in [11, Proof of (15)] we get
\[
\liminf_{\varepsilon \to 0} \int_{\mathbb{R}^n} \frac{F(x,\varepsilon \phi)}{\varepsilon^p} \geq \frac{1}{p} \int_{\{\phi \neq 0\}} a_0 \phi^p.
\]
Therefore using (6.3) we conclude that
\[
\int_{\Omega} |\nabla \phi|^p \, dx + \int_{\mathbb{R}^n} \frac{|\phi(x) - \phi(y)|^p}{|x - y|^{n+sp}} \, dx \, dy - p \int_{\mathbb{R}^n} \frac{F(x,\varepsilon \phi)}{\varepsilon^p} < 0
\]
for any $\varepsilon > 0$ small enough. Clearly, the latter can be rewritten as
\[E(\varepsilon \phi) < 0,\]
and this closes the proof.

Concerning the “necessity” part, we start from the next result.

**Lemma 6.3.** Let $u \in X_p(\Omega)$ be a solution of (1.1). Then
\[\lambda_1(\mathcal{L}_{p,s} - a_0) < 0.\]

**Proof.** On one hand, by the very definition of $\lambda_1(\mathcal{L}_{p,s} - a_0)$, we have
\[\lambda_1(\mathcal{L}_{p,s} - a_0) \leq \frac{Q_{p,s}(u) - \int_{\{u \neq 0\}} a_0 |u|^p}{\|u\|_{L^p(\Omega)}},\]
where $Q_{p,s}$ is as in (1.8). On the other hand, since $u$ solves (1.1), we have that
\[
\int_{\Omega} |\nabla u|^p \, dx + \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^p}{|x - y|^{n+sp}} \, dx \, dy = Q_{p,s}(u) = \int_{\Omega} f(x,u)u \, dx.
\]
By the strong maximum principle, $u > 0$ in $\Omega$. Therefore, by definition of $a_0$ and by assumption (f4), we get that
\[
\frac{f(x,u)}{u^{p-1}} < a_0(x) \text{ a.e. in } \Omega,
\]
so that
\[
\int_{\Omega} f(x,u)u \, dx < \int_{\Omega} a_0 u^p \, dx
\]
and the conclusion follows.

Although up to now we have been able to treat the general case, we are now led to focus on the semilinear case.

**Proposition 6.4.** Assume that $p = 2$, and let $u \in X_2(\Omega)$ be a nonnegative solution of problem (1.1). Then
\[\lambda_1(\mathcal{L}_{2,s} - a_\infty) > 0.\]
Proof. First of all we observe that, in view of Theorem 4.1, we know that 
\( u \in L^\infty(\Omega) \).

Hence, as in [11], we define the bounded and indefinite weight
\[
\overline{\sigma}(x) := \frac{f(x, \|u\|_{L^\infty(\Omega)} + 1)}{\|u\|_{L^\infty(\Omega)} + 1}.
\]

Notice that \( \overline{\sigma} \in L^\infty(\Omega) \) by (f2). Then, we consider the auxiliary eigenvalue problem
\[
\begin{aligned}
\mathcal{L}_{2,s}\psi - \overline{\sigma}(x)\psi &= \mu \psi & \text{in } \Omega, \\
\psi &\geq 0 & \text{in } \Omega, \\
\psi &= 0 & \text{in } \mathbb{R}^n \setminus \Omega.
\end{aligned}
\] (6.4)

By Proposition 5.1 we get the existence of a principal eigenvalue with associated bounded and nonnegative eigenfunction \( \psi \in \tilde{H} \). We can therefore use such a \( \psi \) as test function for (1.1), finding
\[
\int_\Omega u \psi (\overline{\sigma} + \mu) \, dx = \int_\Omega f(x, u) \psi \, dx.
\] (6.5)

Clearly,
\[
\int_\Omega u \psi (\overline{\sigma} + \mu) \, dx = \int_{\Omega \cap \{u > 0\}} u \psi (\overline{\sigma} + \mu) \, dx,
\]
and on \( \Omega \cap \{u > 0\} \) we can exploit condition (f4), which yields
\[
\int_{\Omega \cap \{u > 0\}} f(x, u) \psi \, dx > \int_{\Omega \cap \{u > 0\}} \overline{\sigma}(x) u \psi \, dx = \int_\Omega \overline{\sigma}(x) u \psi \, dx.
\]
Therefore, we find that
\[
\mu \int_\Omega u \psi \, dx > 0,
\]
and then conclude as in [11]. ☐

By combining the results in this section, we can finally prove Theorem 1.2.

Proof of Theorem 1.2. As for the uniqueness, it is a consequence of Lemma 6.3, together with Theorem 4.3. Moreover, the strict positivity is contained in Corollary 3.3.

The existence part of assertion (1) is exactly the content of Proposition 6.2. As for assertion (2), it follows from Lemma 6.3 and Proposition 6.4. ☐
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