Impact of Training Instance Selection on Domain-Specific Entity Extraction using BERT
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Abstract

State of the art performances for entity extraction tasks are achieved by supervised learning, specifically, by fine-tuning pretrained language models such as BERT. As a result, annotating application specific data is the first step in many use cases. However, no practical guidelines are available for annotation requirements. This work supports practitioners by empirically answering the frequently asked questions (1) how many training samples to annotate? (2) which examples to annotate? We found that BERT achieves up to 80% F1 when fine-tuned on only 70 training examples, especially on biomedical domain. The key features for guiding the selection of high performing training instances are identified to be pseudo-perplexity and sentence-length. The best training dataset constructed using our proposed selection strategy shows F1 score that is equivalent to a random selection with twice the sample size. The requirement of only a small number of training data implies cheaper implementations and opens door to wider range of applications.

1 Introduction

Information extraction (IE) is the process of turning unstructured texts into structured data (Jurafsky and Martin, 2021), and is one of the most widely used natural language processing (NLP) tasks in industrial applications. Named entity recognition (NER) is an IE task of tagging entities in text with their corresponding types. Most existing NER methods require either handcrafted features, and/or a large number of annotated examples (Jurafsky and Martin, 2021), both of which are labor intensive.

Recent advances in transformers (Vaswani et al., 2017) and BERT (Devlin et al., 2019) changed the landscape for many NLP tasks. Significant performance gain can be achieved by fine-tuning language models on a small number of training examples due to transfer learning. As a result, the pipeline of annotating – fine-tuning becomes common practice. Following this pipeline, the first step for each use case is to annotate application specific data. It is therefore beneficial to estimate in advance how many training samples need to be annotated, as well as which samples to annotate.

This work answers these two frequently asked questions through empirical studies on the NER task. Specifically, we repeatedly down-sample benchmark datasets and fine-tune BERT models for the downstream task of token classification. Two benchmark datasets (1) general domain CoNLL2003 (F. and De Meulder, 2003) and (2) biomedical domain BC5CDR (Li et al., 2016) are used in this study.

In summary, our main contributions are:

- Empirically identified the relation between sample size and model performance on the entity extraction task for corpora of different domains.
- Proposing key measures for selecting training examples that yield high performances in our evaluation, which can serve as a promising starting point for many other application scenarios.

2 Experimental Setting

The goal of the experiments is to answer before-mentioned questions on how many and which training samples to annotate for the named entity extraction task.

We repeatedly down-sample benchmark NER datasets and compared model performances fine-tuned on different number of training examples and different samples. Two datasets of different domains, and two BERT models pretrained on different datasets are used in this study.

2.1 Fine-Tuning Language Models

As recommended in Devlin et al. (2019), the NER task is formulated as a token-level classification
task. Namely, a pretrained BERT model is stacked with a linear layer on top of the hidden-states output, before fine-tuned on training examples. The transformers library from Hugging Face (Wolf et al., 2020) is used for fine-tuning. Two BERT models are compared: (1) BERT\(^1\) pretrained on BooksCorpus (Zhu et al., 2015) and Wikipedia, which represent general domain. (2) BioBERT\(^2\) (Lee et al., 2020) where also PubMed abstracts and PMC articles are added to the pretraining data. As a result, the pretraining data for BioBERT also covers the biomedical domain. For both pretrained models, we choose the base setting with 12 transformer layers and 768 hidden embedding sizes. Following recommendations from both Devlin et al. (2019) and Lee et al. (2020), the cased vocabulary is used for the NER task.

2.2 Datasets

Two NER datasets with different domains were used and statistics for both graphs are provided in Table 1.

CoNLL2003 (English) dataset (F. and De Meulder, 2003)) is one of the most commonly used NER datasets. The corpus consists of 1.4K news articles with four types of entities (LOCations, ORGanizations, PERsons, and MISCellaneous) being annotated.

BC5CDR dataset (Li et al., 2016) consists of 1.5K PubMed articles, where two types of entities (chemical and disease) are annotated.

2.3 Down-Sample

To study the relation between model performance and training sample size, we uniformly draw \( N \) (\( N \in \{50, 150, 500, 1000, 2000\} \)) sentences at random from the training split, with the constraint that at least one instance from each IOB (In-side–Outside–Beginning) class is present in the sample.

3 Results

We first establish a baseline using the full dataset, which also serves as an upper bound. Next, we compare the F1 scores for each dataset for different random sample-sizes and for the training subset selected using our proposed method. Finally, we conclude the analysis with a recommended workflow for training instance selection.

3.1 Corpora Domain for Pretraining and Fine-Tuning

We first select a pretrained BERT model for each dataset. Table 2 shows the best F1 score on the test data for CoNLL2003 and BC5CDR datasets, using pretrained BioBERT and BERT.

|                  | CoNLL2003 | BC5CDR |
|------------------|-----------|--------|
| BERT             | 91.4      | 84.9   |
| BioBERT          | 89.1      | **88.2** |

Table 2: F1 score on test data for CoNLL2003 and BC5CDR datasets, using pretrained BioBERT and BERT. Best performance is observed when the domain for pretraining matches that of the downstream task.

Similar to previous work (Lee et al., 2020; Gururangan et al., 2020), best performance is observed when the domain for language model pretraining matches that of the downstream task. For further experiments, we choose pretrained BERT model for CoNLL2003 dataset and BioBERT for BC5CDR dataset.

3.2 Effect of Sample Size

Next, we fine-tune a BERT language model on the randomly down-sampled datasets of different size, and the F1 performance in entity extraction on the test split is summarized in Figure 1. For sample size below 200 sentences, the model performance

---

\(^1\)https://huggingface.co/bert-base-cased

\(^2\)https://huggingface.co/dmis-lab/biobert-v1.1
Figure 1: Top: performance (micro F1) in entity extraction on the test split for random selection of the training data subset of different sample sizes (number of sentences). The shading represents 95% confidence interval over 8 different runs using the same data and same training parameter. To reach F1 score of 80%, only 150 and 300 sentences are needed for BC5CDR and CoNLL2003 dataset, respectively. Bottom: F1 per NER class as a function of the number of tokens tagged per class. We observe a difference in performance between the NER classes, which cannot be explained by the number of respective tokens in the training set.

The increase in F1 score slows down when more training examples become available.

Different fine-tuning runs show very low variance (shown as shaded band in Figure 1). The variance, however, increases as the sample size decreases, as expected.

Within each sample, the number of observations for each entity class may be different from each other. Would the same scaling hold for each entity class? In other words, can the differences in F1 score per class be explained by the differences in the number of observations? Figure 1 plots F1 score per class as a function of number of tokens tagged per class. We observe that although NER classes with less observations show lower F1 score than those with a larger number of observations, the curves per class do not fall on the same line. This suggests that the difference in the number of observations is not the only reason for the differences in F1 per NER class.

Furthermore, for CoNLL2003, the F1 score for MISC entities shows the lowest value for all sample sizes. The MISC class has the lowest number of observations (see also Table 1), which causes the lower F1-MISC, which in turn reduces the overall F1 score.

3.3 Effect of Sample Seed

In this experiment, we empirically investigate if fine-tuning on different training samples results in similar performance.

10 different random samples of size 50 are generated, following Section 2.3, and F1 performances of the BERT models fine-tuned on the different samples are reported in Table 3. 7 to 8 points difference in F1 score observed between best and worst random samples, which is much higher than the variations between different runs of the same sample. The difference is the highest for the lowest sample size, suggesting the importance of sampling optimization, especially when annotated data is limited.

3.4 Training Instance Selection

The large difference in model performance between different random training samples raises the pos-
sibility to improve training instance selection. In order to identify the key features that differentiate a "good" random sample from a "bad" one, we first investigate several potential features to characterise the different random samples, before selecting the two most differential features. Finally, we propose a sampling strategy guided by the identified key features.

**Identifying Key Features**

Since the goal is to select training instances before annotation, we only include features that can be computed without labeled data. Three types of features are investigated for characterising the training examples. (1) Descriptive statistics including sentence-length and coverage over different documents. (2) "Fluency" measures include perplexity and pseudo-perplexity (Salazar et al., 2020) for masked language model like BERT, which are computed by masking tokens one by one. (3) Diversity measures as recommended in McCarthy and Jarvis (2010).

The most differentiating features turn out to be sentence length (number of tokens) and pseudo-perplexity, while all three diversity measures are very similar across different samples. Thus we omitted diversity measures in this study and leave it to future research.

Figure 2 top row shows median sentence-length per random sample vs median pseudo-perplexity, where the coloring represents F1 score on the evaluation split when model is trained on this random sample. Fine-tuning model on samples on the periphery result in higher F1 score than those in the center.

**Training Instance Selection**

2-dimensional kernel density estimation is used to capture the observed relation between sentence length, pseudo-perplexity and F1 score (Figure 2 bottom). We then proceed to generate training instances based on the kernel density profile\(^3\). Different sampling ratios are tested, and the best performing setting is to sample 85% of the training instances from the 15% sentences at the lowest density. The results on the improved training sample can be found in Table 3.

For the BC5CDR dataset, the best sampling achieves F1 of 78.5 and 83.4 for sample size of 50 and 150, respectively. The optimised sampling can also be intuitively understood: (1) longer sentences have higher chance to contain more NER tagged tokens; (2) instances with higher perplexities offer more "learnings" for the pretrained model; (3) samples that weigh more on rare instances are apparently more enabling for BERT language models.

We notice that although our best sampling leads

---

\(^3\)We release all code for future studies at https://github.com/tugraz-isds/kd
to 2 - 4 points improvement in F1 over the best random samples, our empirical way for sample selection is possibly only at a local maximum.

Training instance selection work flow

Based on this result, our recommended workflow for training instance selection is summarized in Figure 3.

![Figure 3: Recommended workflow for annotating customised dataset.](image)

To select the best sample for annotation, first of all, pseudo-perplexity and sentence length should be calculated for all unlabelled text. A kernel density estimator can then be used to fit the relation. Finally, the optimised samples can be drawn weighing on kernel density, before being annotated.

We notice that the proposed workflow differs from typical active learning (Olsson, 2009) approaches, in the sense that no active feedback or interaction with oracle is included. It is thereby a complementary simpler approach for training instance selection.

4 Conclusions

It can be shown that domain-specific pre-trained BERT performs well even when fine-tuned only on small amounts of training samples. Initial increase in amount of data leads to large performance gain before saturating at around 200 training examples. For small data sizes, the F1 scores of different random samples vary greatly.

A sampling strategy is proposed in this work which uses kernel density estimate to balance the instance selection between pseudo-perplexity and sentence length.

The F1 scores of BERT models fine-tuned on training sets constructed using our method are equivalent to the same model fine-tuned on a random sample using twice as many training examples.

This work provides practical guidelines for annotation requirements, namely, data size and sampling strategy. Given the reduced number of training instances needed due to sampling optimisation, data annotation becomes less expensive and can be achievable in more use cases.
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