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Abstract

ISO 24617-2, the ISO standard for dialog act annotation, sets the ground for more comparable research in the area. However, the amount of data annotated according to it is still reduced, which impairs the development of approaches for automatic recognition. In this paper, we describe a mapping of the original dialog act labels of the LEGO corpus, which have been neglected, into the communicative functions of the standard. Although this does not lead to a complete annotation according to the standard, the 347 dialogs provide a relevant amount of data that can be used in the development of automatic communicative function recognition approaches, which may lead to a wider adoption of the standard. Using the 17 English dialogs of the DialogBank as gold standard, our preliminary experiments have shown that including the mapped dialogs during the training phase leads to improved performance while recognizing communicative functions in the Task dimension.
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1. Introduction

It is valuable for a dialog system to identify the intention behind its conversational partners’ words since it provides an important cue concerning the information contained in a segment and how it should be interpreted. According to Searle (1969), that intention is revealed by dialog acts, which are the minimal units of linguistic communication. Consequently, automatic dialog act recognition is an important task in the context of Natural Language Processing (NLP), which has been widely explored over the years. However, dialog act annotation has typically been performed in the context of projects or the development of datasets, each introducing new tag sets or modifying the existing ones. This led to a wide scattering of data in terms of annotation, which hardens the comparison of results and conclusions obtained using different automatic dialog act recognition approaches.

In an attempt to set the ground for more comparable research in the area, a standard for dialog act annotation was developed (Bunt et al., 2012; Bunt et al., 2017). However, annotating dialogs according to this standard is an exhaustive process, especially since the annotation does not consist of a single label, which in the standard nomenclature is called a communicative function, but rather of a complex structure which includes information regarding the semantic dimension of the dialog act and relations with other segments, among others. Consequently, currently, the only publicly available annotated dialogs are those provided in the DialogBank (Bunt et al., 2016; Bunt et al., 2019) (Bunt et al., 2019).

These are not enough for training models using the data-hungry deep learning approaches that are the current state-of-the-art on automatic dialog act recognition (Ribeiro et al., 2019a; Ribeiro et al., 2019b).

In this paper, we describe a mapping of the dialog act annotations of the LEGO corpus (Schmitt et al., 2012) (Schmitt et al., 2012) into the communicative functions of the standard. This corpus, which features human-machine dialogs in the bus information domain, has been widely explored in dialog related tasks (Ültes et al., 2013; Griol et al., 2016). However, its original dialog act annotations have been neglected. This is due to the high domain dependence of the labels, which are only relevant for that specific dataset. However, such specificity also simplifies the mapping of the labels into the higher level domain-independent communicative functions of the standard. Although this mapping does not lead to a complete annotation according to the standard and not all semantic dimensions are covered, it enables the use of the corpus to improve the performance on automatic recognition of the communicative functions of the standard. Furthermore, since we publicly distribute the mapped annotations (Ribeiro et al., 2019), the corpus can be used in future research in the area, promoting a more widespread adoption of the standard.

In the remainder of this document, we start by describing the standard for dialog act annotation in Section 2. and the LEGO corpus in Section 3.. Then, Section 4. describes the mapping process and Section 5. analyzes the distribution of communicative functions in the mapped corpus. Section 6. describes our preliminary experiments that confirm that the mapped corpus can be used to improve the performance on automatic communicative function recognition. Finally, in Section 7., we discuss the most important contributions described in the paper and provide pointers for future work.

2. ISO Standard for Dialog Act Annotation

ISO 24617-2, the ISO standard for dialog act annotation (Bunt et al., 2012; Bunt et al., 2017), states that, in order to isolate intentions, the annotation should not be performed on turns or utterances, but rather on functional segments (Carroll and Tanenhaus, 1978). Furthermore, according to the standard, the dialog act annotation of a segment does not consist of a single label, but rather of a complex structure containing information about the participants, relations with other functional segments, the semantic di-
mension of the dialog act, its communicative function, and optional qualifiers concerning certainty, conditionality, partiality, and sentiment.

The standard defines nine semantic dimensions – Task, Auto-Feedback, Allo-Feedback, Turn Management, Time Management, Discourse Structuring, Own Communication Management, Partner Communication Management, and Social Obligations Management – in which different communicative functions may occur. These communicative functions are the standard equivalent to the dialog act labels used to annotate dialogs before the introduction of the standard. They are divided into general-purpose functions, which can occur in any semantic dimension, and dimension-specific functions. The set of general-purpose functions is organized hierarchically as shown in Figure 1. On the other hand, dimension-specific functions, listed in Table 1, are all at the same level. However, the five communicative functions specific to the Social Obligations Management dimension are sometimes specialized into their initial and return counterparts. Furthermore, there are no functions specific to the Task dimension. That is, it features general-purpose functions only.

| Semantic Dimension                      | Communicative Functions                  |
|-----------------------------------------|------------------------------------------|
| Auto-Feedback                           | Auto Positive                           |
|                                         | Auto Negative                           |
| Allo-Feedback                           | Allo Positive                           |
|                                         | Allo Negative                           |
|                                         | Feedback Elicitation                    |
| Own Communication Management            | Retraction                              |
|                                         | Self Correction                         |
|                                         | Self Error                              |
| Partner Communication Management        | Correct Misspeaking                      |
|                                         | Completion                              |
| Turn Management                         | Turn Accept                             |
|                                         | Turn Assign                             |
|                                         | Turn Grab                               |
|                                         | Turn Keep                               |
|                                         | Turn Release                            |
|                                         | Turn Take                               |
| Time Management                         | Stalling                                |
|                                         | Pausing                                 |
| Discourse Structuring                   | Interaction Structuring                 |
|                                         | Opening                                 |
| Social Obligations Management           | Greeting                                |
|                                         | Self Introduction                       |
|                                         | Apology                                 |
|                                         | Thanking                                |
|                                         | Goodbye                                 |

Table 1: Dimension-specific communicative functions defined by the ISO standard for dialog act annotation.

Since automatic, and even manual, functional segmentation is a complex task on its own and the annotation process is non-trivial, the amount of data annotated according to the standard is reduced. To our knowledge, the only publicly available source of annotated dialogs is the DialogBank (Bunt et al., 2016; Bunt et al., 2019) (Bunt et al., 2016). It features (re-)annotated dialogs from four English corpora – MapTask (Anderson et al., 1991) (5 dialogs), Switchboard (Jurafsky et al., 1997) (4 dialogs), TRAINS (Allen and Schubert, 1991) (3 dialogs), and DBOX (Petukhova et al., 2014) (5 dialogs) – and four Dutch corpora – DIAMOND (Geertzen et al., 2004) (3 dialogs), OVIS (Strik et al., 1997) (3 dialogs), MapTask (1 dialog), and Schiphol (Prust et al., 1985) (2 dialogs). There is a total of 17 annotated dialogs in English and 9 in Dutch. However, even though these dialogs are the closest we have to a gold standard, not all of them are segmented or annotated exactly as specified by the standard. Overall, this means that in order to disseminate the standard and perform solid experiments using its annotation methodology, it is important to put some effort into obtaining larger amounts of data annotated according to it.

3. LEGO Corpus

The LEGO corpus (Schmitt et al., 2012) (Schmitt et al., 2012) is an annotated subset of 347 calls from the Carnegie Mellon University (CMU’s Let’s Go Bus Information System (Raux et al., 2006) recorded during 2006. It features 14,186 utterances – 9,083 system utterances and 5,103 user utterances. Since system utterances are generated through slot filling of fixed templates, they have no errors and contain casing and punctuation information. In contrast, the transcriptions of user utterances were obtained using an Automatic Speech Recognition (ASR) system and, thus, contain no casing nor punctuation information. Furthermore, the recognition was not always correct. However, a concrete value for the Word Error Rate (WER) is not revealed.

| System Turns (9,083) | User Turns (5,103) |
|----------------------|-------------------|
| Label                | % Label           |
| Confirm Understood   | 10.04 Place Information |
| Confirm Departure    | 9.06 Unqualified / Unrecognized |
| Ask Another Query    | 8.01 Reject       |
| Ask Bus              | 7.86 Line Information |
| Ask Confirm Time     | 5.47 Time Information |
| Ask Time             | 5.43 Confirm Departure |
| Ask Confirm Destination | 4.82 Confirm Time |
| Explain              | 4.82 Confirm Time |
| Ask Confirm Bus      | 4.68 Confirm      |
| Ask Departure        | 4.51 Confirm Bus  |
| Deliver Result       | 4.51 Request Next Bus |
| Filler               | 4.51 Reject Departure |
| Announce Querying    | 4.01 New Query   |
| Offer Help           | 3.83 Reject Time  |
| Greeting             | 3.82 Request Previous Bus |
| Ask Destination      | 3.80 Reject Bus   |
| Inform No Schedule   | 3.78 Reject Destination |
| Ask Confirm With Keys| 1.56 Request Help |
| Ask Confirm Neighborhood| 1.41 Goodbye      |
| Announce Restart     | 0.92 Request Schedule |
| Inform Shorter Answer| 0.82 Polite       |
| Inform Help          | 0.74 Inform       |
| Goodbye              | 0.40              |
| Disambiguate Bus Stop| 0.35              |
| Inform No Route      | 0.28              |
| Instruct Louder      | 0.11              |
| Confirm Restart      | 0.07              |
| Instruct More Quiet  | 0.01              |

Table 2: Original label distribution in the LEGO corpus.

In terms of dialog acts, the LEGO corpus was originally annotated with two distinct and domain-dependent tag sets for system and user turns. The set for system turns contains 28 labels, with the three most common being Confirm Understood (10%), Confirm Departure (9%), and Ask Another Query (8%). The set for user turns contains 22 labels, with the three most common being Place Information (17%),
Unqualified / Unrecognized (15%), and Reject (14%). This reveals a high number of communication problems between the user and the system. The complete distribution of the labels in the corpus is shown in Table 2.

Although the LEGO corpus has been used to research many aspects related to dialog and interaction with Interactive Voice Response (IVR) systems (Ultes et al., 2013; Sidorov et al., 2014; Brester et al., 2015; Griol et al., 2016; Ribeiro et al., 2016), its dialog act annotations have been neglected. This is due to the high domain and task dependence of the labels, which are only relevant for this specific dataset. In fact, to our knowledge, their only relevant use was in the context of our study on dialog act recognition using character-level tokenization (Ribeiro et al., 2019a), in which they were used to show that sub-word information is relevant not only to identify generic dialog acts, but also domain-dependent dialog acts.

4. Label Mapping

As discussed in the previous section, the original dialog act annotations of the LEGO corpus have been neglected because they are too specific. However, that specificity also leads to an almost direct mapping of those labels into the higher level communicative functions of the ISO standard for dialog act annotation. This section describes that mapping, starting with the labels of system turns and then the labels of user turns.

Note that this mapping does not produce a complete dialog act annotation according to the standard for three main reasons. First, not all the communicative functions present in the turns are covered, since it is not possible to obtain information related to certain dimensions from the transcriptions and the original labels alone. Secondly, communicative functions are just part of the annotation. Thirdly, according to the standard, annotations are made at the functional segment level and not at the turn level. Still, the mapping of the original labels into the communicative functions of the standard is able to provide a significant amount of data for developing automatic communicative function recognition systems.

4.1. System Labels

Since the system turns of the LEGO corpus are generated through slot filling, each dialog act label is attributed to a set of templates. Thus, in order to map the labels into the communicative functions of the standard, we analyzed those templates and attributed them the corresponding functions. The strategies used for each label are presented below.

4.1.1. Announce Querying

The turns annotated with this label consist of techniques for pausing the dialog which fall under the Time Management dimension defined in the standard. Thus, we annotated them with the Pausing communicative function. Furthermore, in cases such as Example 2, the system makes a promise to look for some information. Those cases were also annotated with the Promise label in the Task dimension.

Examples:
1. “Just a second.”
2. “Hold on. I’ll look that up.”

4.1.2. Announce Restart

All turns annotated with this label contain the same utterance, which reveals the intention of the system to restart the current interaction. Thus, we annotated them with the Pausings communicative function. Furthermore, in cases such as Example 2, the system makes a promise to look for some information. Those cases were also annotated with the Promise label in the Task dimension.

Example: “Okay, let’s start from the beginning.”

4.1.3. Ask Another Query

Turns annotated with this label state the different options available at the time, in an attempt to elicit one of the behaviors. These turns provide instructions to the user about the task and, thus, were annotated with the Instruct communicative function in the Task dimension. Furthermore, they are an attempt to structure the dialog and, thus, were also annotated with the Interaction Structuring communicative function in the Discourse Structuring dimension.

Examples:
1. “You can say, when is the next bus, when is the previous bus, start a new query, or goodbye.”
2. “To ask about a different trip, you can say, start a new query. If you are finished, you can say goodbye.”

4.1.4. Ask <Parameter>
In the turns annotated with this kind of label, the system prompts the user for the value of some parameter concerning the bus he or she wants to obtain information on. Thus, these turns correspond to Set Questions in the Task dimension.

Examples:
1. “What can I do for you?”
2. “What bus schedule information are you looking for?”
3. “Where are you leaving from?”
4. “What is your destination”
5. “When do you want to travel?”

4.1.5. Ask Confirm <Parameter>
The turns annotated with this kind of label consist of two segments. The first states the information understood by the system, which is a case of auto-feedback, leading to annotation with the Auto Positive communicative function in the Auto-Feedback dimension. The second asks for confirmation by the user, which is a Check Question in the Task dimension. However, note that some of these turns seem to be wrongly annotated, as they correspond to instructions by the system on how to confirm or reject using the keys and, thus, should have the Ask Confirm With Keys label. These cases were converted using the strategy for that label, as described in Section 4.1.6.

Examples:
1. “The 54C. Did I get that right?”
2. “Leaving from Oakland. Is this correct?”
3. “Going to Fifth Avenue. Is this correct?”
4. “Leaving at 5 a.m. Did I get that right?”

4.1.6. Ask Confirm With Keys
The turns labeled as Ask Confirm With Keys are similar to the previous in the sense that they state the understood information to provide feedback and request confirmation. However, instead of making a question, the system instructs the user on how to answer using the keypad. Thus, while in the Auto-Feedback dimension, these turns were also annotated with the Auto Positive communicative function, in the Task dimension, the Instruct communicative function is used instead of Check Question.

Example: “If you want the schedule of the 54C say yes or press one, otherwise say no or press three.”

4.1.7. Confirm Restart
Similarly to the turns annotated with the Announce Restart label (Section 4.1.2.), all turns annotated with the Confirm Restart label contain the same utterance. However, in this case, it is a check by the system on whether the user really wants to restart the interaction. Thus, we annotated these turns with the Check Question communicative function in the Task dimension. Furthermore, since the system states that it understood a restart request, we also annotated these turns with the Auto Positive communicative function in the Auto-Feedback dimension.

Example: “Are you sure you want to start over?”

4.1.8. Confirm Understood / Filler
These turns signal the system’s understanding of the user’s intention through feedback utterances. Accordingly, we annotated them with the Auto Positive communicative function in the Auto-Feedback dimension.

Examples:
1. “Right.”
2. “Ok.”
3. “Alright.”

4.1.9. Deliver Result
In the turns annotated with this label the system provides the bus schedule information according to the parameters discussed along the dialog. Thus, we annotated them with the Inform communicative function in the Task dimension.

Example: “The next 61C leaves Eighth Avenue at Ann at 7:45 p.m. and arrives at Second Street at Grant at 7:59 p.m.”

4.1.10. Disambiguate Bus Stop
The turns annotated with this label occur when there is some confusion about the requested bus stops. Some cases, such as Example 1, correspond to questions that ask for a specific bus stop instead of a zone, while others, such as Example 2, request a different start or ending point. Thus, we annotated the first with the Set Question and the latter with the Request communicative functions in the Task dimension.

Examples:
1. “Which stop in Duquesne are you leaving from?”
2. “Downtown and Forbes are both the same stop. Please provide a different start or end point.”

4.1.11. Explain
The turns annotated with this label provide instructions and examples to the user according to what he or she can do at that time. Accordingly, we annotated them with the Instruct communicative function in the Task dimension.

Example: “For example, you can say, Forbes and Murray, Downtown, or McKeesport.”

4.1.12. Goodbye
These turns correspond to the system politely ending the dialog. Thus, they fall on the Social Obligations Management dimension of the standard and were annotated with the Goodbye communicative function.

Example: “Thank you for using the CMU Let’s Go Bus Information System. Goodbye.”
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4.1.13. Greeting
All turns annotated with this label feature the same utterance, which opens the interaction and greets the user. Thus, we annotated them with the Opening communicative function in the Discourse Structuring dimension and with Greeting in the Social Obligations Management dimension.

Example: “Welcome to the CMU Let’s Go bus information system.”

4.1.14. Inform Help
Similarly to the turns annotated with the previous label, all turns annotated with the label Inform Help label contain the same utterance. In this case, that utterance informs the user of the system that has information about. Thus, we annotated them with the Inform communicative function in the Task dimension.

Example: “I am an automated spoken dialogue system that can give you schedule information for bus routes in Pittsburgh’s East End. You can ask me about the following buses: 28X, 54C, 56U, 59U, 61A, 61B, 61C, 61D, 61F, 64A, 69A, and 501.”

4.1.15. Inform No Route / Inform No Schedule
The turns annotated with these labels state that there are no buses satisfying the indicated parameters and apologize for that. Thus, we annotated them with the Inform communicative function in the Task dimension and with the Apology communicative function in the Social Obligations Management dimension. However, many turns were wrongly annotated with the Inform No Schedule label and required manual and individual mapping.

Examples:
1. “I am sorry, but there is no bus that goes between CMU and Squirrel Hill at that time.”
2. “I am sorry but I do not have the schedule for the 500. The routes I currently cover are the following: 28X, 54C, 56U, 59U, 61A, 61B, 61C, 61D, 61F, 64A, 69A, and 501.”

4.1.16. Inform Shorter Answer
In these turns, the system asks the user to use shorter answers, both using polite requests, such as Example 1, and more assertive commands, such as Example 2. In the Task dimension, the polite requests were annotated with the Request communicative function, while the remaining were annotated with Instruct.

Examples:
1. “Please use shorter answers because I have trouble understanding long sentences.”
2. “I need you to give me a short answer.”

4.1.17. Instruct Louder / Instruct More Quiet
In turns annotated with these labels, the system asks the user to speak louder (Example 1) or quieter (Example 2) using a polite request. Thus, we annotated them with the Request communicative function in the Partner Communication Management dimension.

Examples:
1. “I’m having some trouble hearing you. If you’re still there, please try to talk a little bit louder or closer to the phone.”
2. “I can’t understand loud speech. Please speak more quietly.”

4.1.18. Offer Help
All turns annotated with this label contain the same utterance, which instructs the user on how to get help. Accordingly, we annotated them with the Instruct communicative function in the Task dimension.

Example: “To get help at any time, just say ’Help’ or press zero.”

4.2. User Labels
Contrarily to system turns, the user turns are open and contain recognition errors. Thus, the mapping of their labels into the communicative functions of the standard is not as straightforward. Still, since the turns are typically short and the labels are highly domain-dependent, there are still mapping strategies that can be applied. For each label, they are presented below. Note that although the user turns do not contain casing nor punctuation information, we complemented them with that information in the examples.

4.2.1. Confirm <Parameter>
The turns annotated with this kind of label consist of user confirmations that the system understood correctly. Thus, we annotated them with the Confirm communicative function in the Task dimension. We also annotated them with the Allo Positive communicative function in the Allo-Feedback dimension, since they serve as feedback for the system.

Examples:
1. “Correct.”
2. “Yes.”

4.2.2. Goodbye
This label is the user counterpart of the same label for system turns (Section 4.1.12.). Consequently we also mapped it into the Goodbye communicative function in the Social Obligations Management dimension.

Example: “Goodbye.”

4.2.3. Inform
Only three turns are annotated with this label and one of them should be annotated with the Time Information label (Section 4.2.5.) instead. The remaining provide information unrelated to the system’s question and were annotated with the Inform communicative function in the Task dimension.

4.2.4. Line Information
The turns annotated with this label provide information about the bus that the user wants to obtain information about. However, this information may come in the form of a question, such as Example 1, or a statement, such as Example 2. Thus, in the Task dimension, these turns were annotated with either the Set Question or Inform communicative functions, respectively.
Examples:
1. “When is the next 28X from Downtown to the Airport?”
2. “The 61A.”

4.2.5 Place / Time Information
The turns annotated with these labels answer a system prompt for place (Example 1) or time (Examples 2 and 3) information. Since these are answers to specific questions, we annotated them with the Answer communicative function in the Task dimension.

Examples:
1. “Downtown.”
2. “Eleven o’clock.”
3. “Now.”

4.2.6 New Query
In these turns, the user instructs the system to start a new query, guiding the dialog in that direction. Thus, we annotated them with the Instruct communicative function in the Task dimension and the Interaction Structuring communicative function in the Discourse Structuring dimension.

Example: “Start a new query.”

4.2.7 Polite
In the turns annotated with this label, the user thanks the system for some reason. Thus, we annotated them with the Thanking communicative function in the Social Obligations Management dimension.

Example: “Thank you.”

4.2.8 Reject <Parameter>
The turns annotated with this kind of label consist of user rejections or corrections of the system’s understanding. Thus, we annotated them with the Disconfirm label in the Task dimension. Furthermore, we also annotated them with the Allo Negative communicative function in the Allo-Feedback dimension, since they serve as feedback for the system.

Examples:
1. “No.”
2. “No, I need the next bus.”

4.2.9 Request Help
In the turns annotated with this label, the user asks for help using the keyword “Help” or by pressing the corresponding numeric key. Thus, we annotated them with the Request communicative function in the Task dimension.

Example: “Help.”

4.2.10 Request Next Bus / Request Previous Bus
These turns consist of the user asking for information about the next or previous bus. This request may come in the form of a question, such as Example 1, or a statement, such as Example 2. Furthermore, when a statement is used, it may be in response to a time request by the system. Thus, in the Task dimension, we used three different communicative functions to annotate these turns. Respectively, Set Question, Inform, and Answer.

Examples:
1. “When is the next bus?”
2. “The previous bus.”

4.2.11 Request Schedule
These turns consist of the user stating that he or she wants schedule information. Thus, we annotated them with the Inform communicative function in the Task dimension.

Example: “Holiday schedule.”

4.2.12 Unqualified / Unrecognized
The turns annotated with these labels typically correspond to problems in the dialog. For instance, cases when the ASR system failed to recognize most of the sentence and only output a small part of it, cases of self-talk or third-party talk, and cases when the user says utterances unrelated to the task or that disrupt the dialog flow. Many of these turns are gibberish and do not correspond to any communicative function of the standard. However, around two thirds of them actually reveal an intention and, thus, should be annotated regardless of whether they make sense according to the flow of the dialog. Those turns were annotated manually with different communicative functions, with Answer and Inform in the Task dimension being the most common.

5. Corpus Analysis
By applying the mapping described in the previous section, the LEGO corpus gets the communicative function distribution shown in Table 3. As expected in a corpus featuring task-oriented dialogs, communicative functions in the Task dimension are predominant, with 78.15% of system turns and 92.87% of user turns having functions in that dimension. The lower percentage in system turns is due to the necessity of structuring the dialog to follow the system’s predefined interaction templates. The most frequent communicative functions in system turns are Check Question (24.84%), Set Question (21.88%), and Instruct (19.95%). In user turns, those are replaced by the Answer (28.70%), Confirm (22.81%), and Disconfirm (21.69%) functions. This is coherent with the nature of the dialogs, which typically consist of the system questioning the user to obtain the required information. All turns considered, 83.33% have communicative functions in the Task dimension, with the most frequent functions being the same as in system turns, but with lower impact – 15.92%, 15.50%, and 13.53%, respectively. In terms of the feedback dimensions, 44.50% of the user turns have communicative functions in the Allo-Feedback dimension and no functions in the Auto-Feedback dimension. In system turns, the values are reversed, with 41.99% having communicative functions in the Auto-Feedback dimension and only 1.77% in the Allo-Feedback dimension. Once again, these values are coherent with the nature of the dialogs, since the system typically uses feedback functions to check whether it understood what the user said, while the user confirms or disconfirms that.

As for the remaining semantic dimensions, it is important to refer that it is difficult to find communicative functions in those dimensions by simply converting the original labels of the LEGO corpus. Thus, the identified functions are just a
In our experiments, we use the same classification approach we used to achieve the best results on the automatic recognition of the original labels for user turns in the LEGO corpus (Ribeiro et al., 2019a). As revealed by the architecture shown in Figure 2, it is a deep learning approach that generates two complementary segment representations, one based on Word2Vec (Mikolov et al., 2013) representations of its words and another on its characters. In both cases, the representations are generated by a set of three parallel Convolutional Neural Networks (CNNs) that capture functional patterns of different sizes – one, two, and three for words and three, five, and seven for characters. Additionally, context information is provided in the form of a flag stating whether the speaker changed in relation to the previous segment and the one-hot representations of the classifications of the three preceding segments. The two segment representations and the context information are then concatenated and passed through a dense layer that generates a reduced representation of the segment and applies dropout during the training phase to reduce the probability of overfitting. Finally, the reduced representation is passed through a dense layer with the softmax activation to identify the communicative function with highest probability.

### Table 3: Distribution of ISO standard communicative functions in the LEGO corpus after the mapping.

| Dimension | Function                  | System (%) | User (%) |
|-----------|---------------------------|------------|----------|
| Discourse | Answer                    | 0.00       | 28.70    |
| Structuring| Check Question            | 24.84      | 0.02     |
| Task      | Confirm                   | 0.00       | 22.81    |
|           | Disconfirm                | 0.00       | 21.69    |
|           | Inform                    | 7.22       | 11.78    |
|           | Instruct                  | 19.95      | 2.08     |
|           | Promise                   | 3.05       | 0.00     |
|           | Request                   | 0.59       | 1.67     |
|           | Set Question              | 21.88      | 4.12     |
|           | Suggest                   | 0.44       | 0.00     |
|           | Total                     | **78.97**  | **92.87**|
| Allo-Feedback | Allo Negative              | 0.00       | 21.69    |
|           | Allo Positive             | 0.00       | 22.81    |
|           | Total                     | **0.00**   | **44.50**|
| Auto-Feedback | Auto Negative             | 0.00       | 0.37     |
|           | Auto Positive             | 41.99      | 1.39     |
|           | Total                     | **41.99**  | **1.77** |
| Social Obligations Management | Apology                 | 1.79       | 0.06     |
|           | Goodbye                   | 0.40       | 0.61     |
|           | Greeting                  | 3.82       | 0.92     |
|           | Thanking                  | 0.00       | 0.20     |
|           | Total                     | **6.01**   | **1.79** |
| Time Management | Pausing                  | 4.01       | 0.00     |
|           | Total                     | **4.01**   | **0.00** |
| Partner Comm. Management | Request                 | 0.18       | 0.00     |
|           | Total                     | **0.18**   | **0.00** |

Small part of all those that exist in the corpus and that could be found through a manual and exhaustive processing of each turn. Still, it is interesting to note that at least 13.20% of the system turns contain communicative functions in the Discourse Structuring dimension. This reveals the rigid nature of the system’s utterances and its intention to structure the dialog according to a specific path.

### 6. Communicative Function Recognition

Since the mapping of the original dialog act labels of the LEGO corpus into the communicative functions of the standard does not lead to a complete dialog act annotation according to the standard, the mapped corpus cannot be used as a gold standard for future dialog act research. However, it is 13 times the size of DialogBank in number of dialogs, when considering all the dialogs. If only English dialogs are considered, it is 20 times the size of DialogBank. Thus, the mapped dialogs are relevant for the development of systems able to automatically recognize the communicative functions of the standard. In this section, we describe a set of preliminary experiments that confirm that ability.

#### 6.1. Classification Approach

In our experiments, we use the same classification approach we used to achieve the best results on the automatic recognition of the original labels for user turns in the LEGO corpus (Ribeiro et al., 2019a). As revealed by the architecture shown in Figure 2, it is a deep learning approach that generates two complementary segment representations, one based on Word2Vec (Mikolov et al., 2013) representations of its words and another on its characters. In both cases, the

![Figure 2: The architecture of the communicative function recognition approach.](image-url)
Since there are only 17 English dialogs in the DialogBank, we evaluated the performance using a leave-one-dialog-out cross-validation approach. That is, the communicative functions of each dialog in the DialogBank were predicted by a classifier trained on the remaining dialogs. To assess the performance improvement enabled by considering the mapped LEGO corpus, the same procedure was followed, but with the LEGO dialogs added to the training data of every classifier. In every case, the training phase stopped after ten epochs without improvement.

Since there are only 17 English dialogs in the DialogBank, the average performance is of just 51.40% in terms of exact match ratio. However, by looking at the hierarchical metrics, we can see that most predictions follow at least part of the correct path and that most errors occur because a more abstract communicative function is predicted.

By considering the LEGO dialogs during the training of the classifiers, the average performance improves by 19 percentage points in terms of exact match ratio and 13 in terms of hierarchical F-measure. Furthermore, the difference between precision and recall is reduced to two percentage points, from the original eight. This reveals the importance of the mapped dialogs, which provide additional information that enables the prediction of more specific communicative functions without deviating from the correct path.

In the second scenario, which also considers the identification of segments that have communicative functions in the Task dimension, the difference between the results in terms of exact match ratio and hierarchical F-Measure is less pronounced. This occurs because the segments without communicative functions in the Task dimension have a label that is in the top level of the hierarchy. Furthermore, these segments are easier to predict, leading to an average exact match ratio of 73.53%, even without considering the LEGO dialogs. However, in this case, the average hierarchical F-measure is of just 69.90%, which, in combination with the 62.36% recall, suggests that the need for identifying which segments have communicative functions in the Task dimension impairs the ability to identify the actual communicative functions, especially those which are more specific.

In this scenario, by considering the LEGO dialogs during the training phase, the improvement in terms of average exact match ratio is of just one percentage point. This is explainable by the high predominance of the Task dimension in the mapped dialogs, which impairs the ability to identify segments which do not have communicative functions in that dimension. However, the average hierarchical F-measure increases by four percentage points, which shows that the mapped dialogs are still useful. This improvement in terms of F-measure is due to the improvement of seven percentage points in terms of recall, which confirms that the additional information provided by the mapped dialogs improves the ability to recognize more specific communicative functions.

### 7. Conclusions

We have described a mapping of the original dialog act labels of the LEGO corpus into the communicative functions of the ISO standard for dialog act annotation. Although communicative functions alone do not make a complete dialog act annotation according to the standard, by performing this mapping, the 347 dialogs can now be used to improve the ability to recognize communicative functions. This is particularly relevant given the limited amount of existing data annotated according to the standard. We have confirmed this importance in our preliminary experiments, which have shown that considering the mapped dialogs during the training phase leads to improved performance while recognizing communicative functions in the Task dimension in the English dialogs of the DialogBank.

As future work, it is important to perform a more thorough study on automatic communicative function recognition, considering all semantic dimensions and including an error analysis. Also, the use of contextualized word representations and a summary of the dialog history should be explored (Ribeiro et al., 2019b). Finally, the performance on the recognition of general-purpose functions is expected to improve by using a hierarchical classifier that leverages the dependencies between the functions.
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