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Abstract

Few-shot algorithms aim at learning new tasks provided only a handful of training examples. In this work we investigate few-shot learning in the setting where the data points are sequences of tokens and propose an efficient learning algorithm based on Transformers. In the simplest setting, we append a token to an input sequence which represents the particular task to be undertaken, and show that the embedding of this token can be optimized on the fly given few labeled examples. Our approach does not require complicated changes to the model architecture such as adapter layers nor computing second order derivatives as is currently popular in the meta-learning and few-shot learning literature. We demonstrate our approach on a variety of tasks, and analyze the generalization properties of several model variants and baseline approaches. In particular, we show that compositional task descriptors can improve performance. Experiments show that our approach works at least as well as other methods, while being more computationally efficient.

1 Introduction

The problem of learning a classifier from a handful examples has received considerable attention in the vision domain under the name of \textit{few-shot learning} (Fink, 2005; Fei-Fei et al., 2006). However, less work exists in the space of few-shot problems involving \textit{discrete} sequences, such as sequences of discrete actions in reinforcement learning or sequences of words in natural language processing. In this work, we study the problem of sequence classification and modeling in the few-shot regime. Specifically, we assume there are several training tasks available for learning and, at test time, we are interested in performing few-shot adaptation to a given new task.

Transformers (Vaswani et al., 2017) have been very successful at modeling discrete sequences (Barrault et al., 2019; Devlin et al., 2018; Parisotto et al., 2019). Further, they have been shown to use context tokens appended to an input to adapt their generations or to switch between different tasks (Lample et al., 2019; Shen et al., 2019; Zellers et al., 2019; Keskar et al., 2019). Thus, one might hope that such context tokens could be effectively used in the meta-learning setting for discrete sequences.

In this work, we show that this is indeed the case. Our approach to few-shot learning introduces a set of task specific parameters (a \textit{task embedding}), in addition to the parameters of the model that are shared among all tasks. Unlike other approaches that require architectural changes (Houlsby et al., 2019), task embeddings are simply fed to the input of the transformer. Learning a new task consists of inferring an appropriate task embedding for the task, leaving the shared model parameters intact. Towards this end, we propose a simple training algorithm where the task embedding is found via gradient based optimization, which is simpler and computationally less expensive than second order optimization methods (Finn et al., 2017; Zintgraf et al., 2019).

To summarize, our contributions in this work are as follows. First, we show that a simple alternating-minimization approach for few-shot learning works well in combination with the transformer architecture. Second, we show that a simple yet effective way to condition the transformer with task information is via input conditioning (i.e., feeding task information as input to the transformer);
this naturally extends to compositional task information. Third, we introduce a battery of synthetic sequence classification and modeling tasks to benchmark in a controlled setting various baseline approaches and model variants for few shot learning of discrete sequences. And finally, we demonstrate that the proposed approach offers a better trade-off between few-shot performance and run time cost compared to other baselines, including meta-learning approaches.

2 Problem Definition

We assume a distribution \( p_{data}(T) \) over tasks from which disjoint sets of training, validation and test sets of tasks are drawn. The set of training tasks is denoted by \( \{T_i^{train}\}_{i=1}^N \), where each task \( T_i^{train} \) has an associated set of training examples \( \{(x_j^i, y_j^i)\}_{j=1}^{N_i} \). Validation and test tasks are defined similarly, except each test task only has \( k \) training examples. We use the training tasks to learn the model parameters and the validation tasks to determine hyperparameters. The optimal parameters and hyperparameters identified are used for evaluating average model performance on test tasks. This involves first (optionally) training on the small set of training examples accompanied by a test task, followed by testing on the corresponding test set.

We focus on two types of tasks that involve discrete sequences as inputs and outputs: sequence classification and transduction. In sequence classification, the inputs \( x \) are sequences and the output \( y \) is a discrete categorical label. In sequence transduction, each task consists of modeling the joint distribution of a sequence \( y \), conditioned on some input context sequence \( x \). The performance metrics for these settings are respectively accuracy and perplexity, averaged across the test tasks.

3 Approach

3.1 Architecture

In this work, we explore an adaptation of transformers to the few-shot regime. Previous works have shown that the behavior of a transformer model can be conditioned by appending special tokens describing the task to be performed on the input sequence [Lample et al., 2019; Zellers et al., 2019]. We append a task embedding vector which represents information about the task of interest to the input sequence of token embeddings. We intend to control the overall behavior of the model for a particular task by altering the task embeddings while keeping the rest of the model parameters intact.

For classification tasks, we use a transformer encoder similar to the BERT model [Devlin et al., 2018]. A classification head sits on the final layer representation of a special token at the beginning of the sequence. We replace this special token with the task embedding vector \( z \) in our model. We use a transformer decoder architecture for the transduction tasks and append the task embedding vector to the input sequence similar to the classification setting.

In both settings we compute a log-likelihood of the form \( \log p(y|x, z; \theta) \), where \( x \) is the input sequence, \( z \) is the task embedding and \( \theta \) the model parameters. In the classification setting \( y \) is a single categorical value. In the sequence transduction setting, \( y \) is a sequence and the log likelihood decomposes as the sum of the conditional log-likelihood terms via the chain rule of probability theory:

\[
\log p(y|x, z; \theta) = \sum_i \log p(y_i|y_{i-1}, \ldots, y_1, x, z; \theta).
\]

Note that in practical applications \( \theta \) can be high-dimensional, in the order of hundreds of millions. Our goal is to alleviate overfitting in the few-shot regime by adapting only \( z \) to learn a new task, where \( z \) is a small vector with at most a few hundred components. Next, we describe how we learn the model parameters \( \theta \) and how we estimate the task embedding \( z \) for a given task.

3.2 Training and Inference Algorithm

We train our models with an alternating-minimization scheme similar to [Maurer et al., 2013] and [Kumar & Daume III, 2012], that can be considered a simplification of the CAVIA approach in [Zintgraf et al., 2019] (or as a refinement of the “first-order” method in that work). See Algorithm 1 for pseudo-code. We separate the weights of the network defining the model into shared weights \( \theta \), and per-task weights, as in CAVIA. In our case, the per-task weights form the embedding \( z \), one for each task; while all other parameters \( \theta \) are shared.

Given a few examples from the training task \( T_i^{train} \) (line 3), we alternate training \( z_{T_i^{train}} \) (the task embedding of the \( T_i^{train} \) task) for a few gradient descent steps keeping \( \theta \) fixed (see line 5 and 6), and
Algorithm 1: TAM for k-shot Learning

**Input:** Training tasks $T_{\text{train}}^1, \ldots, T_{\text{train}}^N$

**Output:** Model parameters $\theta$

1. repeat
2. Sample a training task: $T_{\text{train}}^i$
3. Sample $N_i \geq k$ training examples from the task $\{(x^j, y^j)_{j=1,\ldots,N_i} \sim T_{\text{train}}^i\}$
4. Initialize: $z_{T_{\text{train}}^i} = 0, \Delta \theta = 0$
5. while loss improves and max number of updates not reached do
6. $z_{T_{\text{train}}^i} \leftarrow z_{T_{\text{train}}^i} - \nabla_{z_{T_{\text{train}}^i}} \sum_j - \log p(y^j | x^j, z_{T_{\text{train}}^i}; \theta)$
7. $\Delta \theta \leftarrow \Delta \theta - \nabla_\theta \sum_{j=1}^{N_i} - \log p(y^j | x^j, z_{T_{\text{train}}^i}; \theta)$
8. $\theta \leftarrow \theta + \Delta \theta$
9. until max training iterations;

then update $\theta$ based on the optimal task embedding. In practice, however, we found it helpful to update $\theta$ based on gradients accumulated for the intermediate values of the task embedding encountered in the inner loop optimization (line 7). We surmise that this optimization choice helps the model finding better task embeddings as the whole parameter vector $\theta$ is updated to account for this search. Task embedding gradient updates (line 6) are performed until the loss no longer improves or the maximum number of update steps has been reached. Note that unlike prior methods such as MAML or CAVIA we do not backpropagate gradients through an optimization process, which simplifies and speeds up our optimization. We call our method, transformer trained with Alternating Minimization (TAM) – although the alternating minimization algorithm could be applied to other architectures as well. At test time, given a new task $T_{\text{test}}$, $z_{T_{\text{test}}}$ is trained with a few steps of gradient descent (similar to line 6), with all other parameters held fixed. Since TAM is trained to optimize task embeddings on the fly, we expect it to find good embeddings of the new task at test time as well.

4 Related work

**Few-shot learning and meta-learning** There is now a vast literature on learning methods designed for quickly adapting to new settings. At a coarse level, one can consider classes of methods that adapt the learning algorithm based on the task (and so are “meta-learners”) (Schmidhuber 1987; Hochreiter et al., 2001; Andrychowicz et al., 2016; Finn et al., 2017; Nichol & Schulman, 2018), or describe model architectures that can adapt to learn sample-efficiently over a task distribution (Vinyals et al., 2016; Snell et al., 2017). Many methods have elements of both of these, e.g. Mishra et al. (2018); Rusu et al. (2019); Zintgraf et al. (2019).

The method we describe in this work can be considered squarely in the class of model architectures for sample efficient learning. It is a descendant of Hinton & Plaut (1987); Schmidhuber (1992); Ba et al. (2016) and is closely related to Rusu et al. (2019); Zintgraf et al. (2019) in that we pick a subset of the weights of the model that are task specific (the “fast” weights), and update them using the training examples for a specific task; but update the other (“slow”) weights on all training examples for all tasks. Our approach is closest to Zintgraf et al. (2019), but differs in the way the fast weights are used by the model. We do not use higher-order gradients for the slow weights, instead we use an alternating minimization type update.

**Task transfer for transformers** Our approach is also related to other recent work in natural language processing. We leverage the particular structure of the transformer architecture (Vaswani et al., 2017), which has been successful in many NLP tasks. Several works have shown that adding a token to an input can be used to switch between different tasks (Lample et al., 2019; Shen et al., 2019; Zellers et al., 2019; Keskar et al., 2019). Transformer language models trained on large corpora have also been recently shown to have impressive few-shot learning capabilities (Brown et al., 2020). More generally, with the success of methods based on pretraining transformer models (Devlin et al., 2018), and finetuning on target tasks, there have been several works discussing how to adapt a pre-trained model without full finetuning (Houlsby et al., 2019; Stickland & Murray, 2019) but their focus has been on reducing the number of parameters subject to optimization at finetuning time as opposed to reducing the number of examples as in this study.
5 Experiments

5.1 Model and Training Details

In the classification setting, TAM is a bidirectional transformer that takes the input sequence \( x \) and the task embedding \( z \) as input, and outputs a distribution over classes. In the sequence transduction setting, TAM is a transformer decoder with a causal attention mechanism and takes as additional input the output sequence \( y \) up to the token before the last. In this case the model is trained to predict the sequence \( y \) at the last \(|y|\) (length of sequence \( y \)) time steps. Since model parameters are shared across tasks, TAM needs to leverage the task embedding to perform the tasks well. Both classification and transduction models are trained with cross-entropy loss.

Unless otherwise specified, our transformer has 4 layers with an embedding size of 128. We use the Adam optimizer (Kingma & Ba, 2015) for both outer and inner loop optimization. The maximum number of task embedding optimization steps is set to 25 during training. We train a single model using \( N \) samples at training time, treating \( N \) as a hyperparameter and apply it to \( k \)-shot problems with different values of \( k \) at test time. The size of the task embedding was set to match the embedding dimension of the transformer (128). We discuss more details about hyperparameter choices and how they influence model performance in section 5.6.

5.2 Baselines

Task-Agnostic transformer  This baseline uses the same architecture as TAM but is not informed about the existence of different tasks at training time, i.e., no task embedding is fed at the input. At test time, the model is fine-tuned on the \( k \) training examples from the test task.

Multitask transformer  This is a transformer that is conditioned on the current task both in the classification and transduction settings. It is identical to TAM except all parameters including task embeddings are trained by standard back-propagation, without any alternating minimization.

Matching Networks (Vinyals et al., 2016) We consider Matching Networks only in our classification setting, as it is not straightforward to use it for transduction. We use a transformer to model the similarity between a query instance and support set instance which takes the concatenation of the two sequences as input and outputs a similarity score. The prediction is a convex sum of the training example labels, the weights being similarity scores.

SNAIL (Mishra et al., 2018) This model is similar to the task-agnostic transformer except the input is augmented with the concatenation of all input-output training pairs. For both Matching Networks and SNAIL, we construct training episodes by sampling \( k \) training examples to define a task, to match the test scenario. We train different models for each \( k \)-shot problem. Both Matching Networks and SNAIL are trained using the multi-task training loss and applied to test tasks without any finetuning.

MAML (Finn et al., 2017) All model parameters are trained using MAML, with the same model architecture as TAM. The entire model is fine-tuned on test tasks.

CAVIA (Zintgraf et al., 2019) Similar to TAM, CAVIA has a set of task-specific parameters and shared parameters. The training algorithm is similar to MAML, but inner loop updates are performed on the task-specific parameters as opposed to the entire model.

5.3 Sequence Classification and Transduction

Most prior work on few-shot learning have focused on computer vision benchmarks such as Omniglot (Lake, 2019) and Mini-ImageNet (Vinyals et al., 2016). In the sequential data setting, Bao et al. (2019) constructed synthetic benchmarks from existing text datasets but the number of tasks is rather limited. In this work we construct a new set of benchmarks involving synthetic sequential data, allowing us to evaluate models in a more controlled setting after training on a larger number of tasks.

5.3.1 Synthetic Benchmarks

We construct a synthetic few-shot classification benchmark as follows. The benchmark consists of tasks that involve a non-negative integer sequence as input and a discrete label as output. A task is constructed by applying a sequence of mathematical transformations to input sequences as follows: Element-wise transform \( (T_1) \rightarrow \) Subsequence extraction \( (T_2) \rightarrow \) Labeling function \( (T_3) \). The arrows indicate function composition and the sequence of transformations maps an input sequence to a single integer. The transformations are defined as \( T_1 \in S_1, T_2 \in S_2, T_3 \in S_3 \) where \( S_1 = \{ \text{mul} \)
We use 500, 16, 64 tasks respectively for training, validation and testing for all three setups. Tasks are similar to the classification tasks where we consider a sequence of transformations mapping an input sequence to an output sequence (Eg: \(a \rightarrow b\)). A task is defined by start and end positions in a square grid of size \(N \times N\). We apply the transformation sequence \(T = (T_1, T_2, T_3)\) to these sequences \(x \in X\) and get the corresponding outputs \(T_3(T_2(T_1(x)))\). The \(C\) most frequent outputs are then defined to be the \(C\) classes of interest. We obtain a uniform amount of data from each class and discard input sequences for which the output does not belong to one of the chosen \(C\) classes. Cases where at least \(C\) distinct outputs cannot be obtained are discarded. These \(C\) classes then constitute a \(C\)-way classification task. An example task is \(\text{mul} \ 2 \rightarrow \text{less than} \ 5 \rightarrow \text{count}\), where the goal is to count the number of input elements which, when multiplied by 2, are less than 5 (i.e., count number of input integers less than 3). The semantics of each of the transforms are defined in the appendix.

We set \(C = 4\) in our experiments. Vocabulary size and input sequence length are set to 12 and 5, respectively. Combinations of transforms that have identical input-output relationship are identified and removed during task construction. All tasks are thus unique in terms of input-output mapping.

We also construct two sequence transduction benchmarks. The first benchmark is constructed in a way similar to the classification tasks where we consider a sequence of transformations mapping an input sequence to an output sequence \(T_1 \rightarrow T_2 \rightarrow T_3\), where \(T_1 \in S_1, T_2 \in S_2, T_3 \in S_3\); \(S_1 = \{\text{mul} \ v, \text{add} \ v, \text{div} \ v, \text{mod} \ v\}; S_2 = \{(\text{not}) \text{ multiple of} \ v, \ (\text{not}) \text{ greater than} \ v, \ (\text{do not}) \text{ have exactly} \ v \text{ divisors}\}; S_3 = \{\text{count, min, max, mean, median, mode, first, last, max-min, middle}\}, \) where \(v \in \{1 \cdots n\}\) for some integer \(n\). We randomly generate a large number of sequences \(X\) of integers from \(\{0 \cdots N\}\). We apply the transformation sequence \(T_1, T_2, T_3\) to these sequences \(x \in X\) and get the corresponding outputs \(T_3(T_2(T_1(x)))\). The \(C\) most frequent outputs are then defined to be the \(C\) classes of interest. We obtain a uniform amount of data from each class and discard input sequences for which the output does not belong to one of the chosen \(C\) classes. Cases where at least \(C\) distinct outputs cannot be obtained are discarded. These \(C\) classes then constitute a \(C\)-way classification task. An example task is \(\text{mul} \ 2 \rightarrow \text{less than} \ 5 \rightarrow \text{count}\), where the goal is to count the number of input elements which, when multiplied by 2, are less than 5 (i.e., count number of input integers less than 3). The semantics of each of the transforms are defined in the appendix.

We use 500, 16, 64 tasks respectively for training, validation and testing for all three setups. Tasks are unique and randomly assigned to these sets, in other words we test generalization under the condition of distributional match between the training and the test set. Each training task has 500 examples.

### 5.3.2 Results

Table 1 reports the results on this benchmark. In the extreme few-shot setting (\(k = 1\)), all methods perform poorly, although memory based methods such as matching networks and SNAIL fare the best. However, they start performing relatively worse when more labelled data is available, where

| Model | Sequence Classification | Sequence Transduction | Path Finding |
|-------|------------------------|------------------------|--------------|
|       | 1 5 10 20              | 1 5 10 20              | 1 5 10 20    |
| Task  | 40.50 68.75 74.25 82.50| 6.27 5.56 4.71 4.01   | 3.17 1.75 1.55 1.39 |
| Agnostic| ±1.73 ±1.129 ±1.129 ±1.58 | ±0.17 ±0.04 ±0.05 ±0.07 | ±0.27 ±0.03 ±0.02 ±0.01 |
| Multitask| 38.75 66.00 77.50 87.50 | 13.80 6.80 5.18 2.91 | 6.39 1.98 1.64 1.44 |
|       | ±0.96 ±0.82 ±1.29 ±0.58 | ±3.36 ±0.26 ±1.01 ±0.49 | ±1.96 ±0.12 ±0.05 ±0.02 |
| Matching Network | 43.00 58.75 64.50 67.00 | – | – |
| SNAIL | 43.00 44.00 68.25 67.50 | 2.48 3.80 4.98 4.11 | 2.63 1.95 3.47 3.04 |
|       | ±1.15 ±2.45 ±1.26 ±1.41 | ±0.38 ±0.38 ±0.03 ±2.94 | ±0.27 ±0.25 ±1.56 ±1.01 |
| MAML | 39.60 63.40 71.80 78.80 | 6.73 5.84 5.19 4.20 | 5.49 2.05 1.65 1.44 |
|       | ±0.55 ±0.89 ±0.84 ±0.84 | ±0.16 ±0.2 ±0.08 ±0.10 | ±0.85 ±0.03 ±0.01 ±0.01 |
| CAVIA| 43.00 78.00 87.00 91.00 | 11.05 2.75 1.78 1.53 | 2.21 1.31 1.25 1.21 |
|       | ±0.58 ±1.26 ±0.50 ±0.58 | ±2.94 ±0.51 ±0.14 ±0.06 | ±0.21 ±0.03 ±0.03 ±0.02 |
| TAM  | 40.50 75.50 89.50 94.50 | 8.47 2.92 1.47 1.15 | 1.82 1.27 1.22 1.17 |
|       | ±0.82 ±0.50 ±0.58 ±0.82 | ±1.42 ±0.67 ±0.18 ±0.03 | ±0.08 ±0.01 ±0.01 ±0.01 |
We hold out a subset of primitives \( S \) which walkam et al., 2019). The underlying assumption is that there exist primitive skills which can be (except non-compositional TAM) get information on the primitives present in the tasks via extra tokens appended to the input sequence, except that one such primitive is unseen at test time. Non-compositional TAM is not given information about primitives, and estimates a single task embedding instead.

Table 2: Compositional models for few-shot sequence classification and sequence transduction. All models (except non-compositional TAM) get information on the primitives present in the tasks via extra tokens appended to the input sequence, except that one such primitive is unseen at test time. Non-compositional TAM is not given information about primitives, and estimates a single task embedding instead.

| Model | Sequence Classification | | | Sequence Transduction | | | Path Finding | | |
|-------|------------------------|---|---|------------------------|---|---|-------------------|---|---|
|       | 1 | 5 | 10 | 20 | 1 | 5 | 10 | 20 | 1 | 5 | 10 | 20 |
| Multitask | 57.50 | 74.00 | 81.00 | 88.5 | 43.32 | 7.50 | 3.48 | 2.16 | 3.08 | 1.62 | 1.32 | 1.23 |
| | ±3.51 | ±5.48 | ±4.24 | ±2.08 | ±10.87 | ±0.43 | ±0.12 | ±0.05 | ±0.61 | ±0.33 | ±0.05 | ±0.02 |
| Matching Network | 61.25 | 69.50 | 72.25 | 67.5 | 7.00 | 6.24 | 6.93 | 17.10 | 1.53 | 1.71 | 3.36 | 4.22 |
| | ±4.35 | ±5.45 | ±6.08 | ±5.92 | ±2.03 | ±0.27 | ±3.25 | ±9.66 | ±0.29 | ±0.09 | ±0.57 | ±0.79 |
| SNAIL | 63.5 | 71.75 | 76.25 | 80.25 | 4.15 | 3.43 | 2.69 | 2.13 | 2.33 | 1.30 | 1.23 | 1.19 |
| | ±4.80 | ±4.86 | ±4.75 | ±2.87 | ±0.91 | ±0.05 | ±0.04 | ±0.02 | ±0.18 | ±0.02 | ±0.01 | ±0.01 |
| CAVIA | 57.25 | 66.25 | 67.50 | 68.50 | 36.72 | 6.01 | 3.99 | 3.27 | 1.99 | 1.27 | 1.21 | 1.17 |
| | ±12.09 | ±14.73 | ±15.67 | ±16.42 | ±8.83 | ±0.88 | ±0.50 | ±0.24 | ±0.11 | ±0.01 | ±0.10 | ±0.00 |
| TAM (Comp) | 63.00 | 76.50 | 82.75 | 88.5 | 5.35 | 1.62 | 1.32 | 1.23 | 2.33 | 1.30 | 1.23 | 1.19 |
| | ±5.35 | ±4.65 | ±3.86 | ±2.65 | ±0.91 | ±0.05 | ±0.04 | ±0.02 | ±0.18 | ±0.02 | ±0.01 | ±0.01 |
| TAM (Non-comp) | 45.25 | 72.5 | 81.5 | 89.75 | 7.80 | 5.08 | 3.60 | 2.42 | 4.37 | 1.27 | 1.17 | 1.11 |
| | ±3.59 | ±3.70 | ±2.89 | ±0.96 | ±0.09 | ±0.24 | ±0.15 | ±0.08 | ±3.59 | ±0.01 | ±0.00 | ±0.00 |

5.4 Compositional Task Representations

Compositional reasoning is arguably an important skill for few-shot learning (Lake 2019, Purushwalkam et al. 2019). The underlying assumption is that there exist primitive skills which can be learned and combined together to solve entirely new tasks. If a learner can leverage the compositional structure of the learning task, it may learn with even less labeled data.

In this section we assess how much better TAM works when we expose the compositional structure of the tasks described in [5.3]. Specifically, we assess the ability to learn new tasks which are composed of primitives, some of which were unseen during training. To present an example from the classification setting, assume the models know that tasks are composed of three transforms \( T_1, T_2, T_3 \). We henceforth refer to the elements of \( S_1 \cup S_2 \cup S_3 \) as primitives. Further assume the model never saw the add \( k \) primitive during training. Given a new test task for which \( T_1 = \text{add} \ 3 \) (and \( T_2, T_3 \) are known primitives seen during training), we expect the model to infer the concept of \( \text{add} \) from the few training examples of the test task.

5.4.1 Task Construction

In the compositional setting, we provide models with information about the primitives used to construct the task. For the classification and transduction tasks, the training and test tasks are constructed as follows. Assume the set of primitives available for the three transforms to be \( S_1, S_2, S_3 \). We hold out a subset of primitives \( S'_1, S'_2, S'_3 \) respectively from each of these three sets, which shall constitute the unseen primitives. The training tasks are made up of primitives from \( S_1 - S'_1, S_2 - S'_2, S_3 - S'_3 \), which we will refer to as seen primitives. The test tasks are made up of seen and unseen primitives where exactly one primitive is unseen (For instance, \( T_1 \in S_1 - S'_1, T_2 \in S'_2, T_3 \in S_3 - S'_3 \)). Model performance is averaged over multiple (8) different choices of \( S'_1, S'_2, S'_3 \).
Table 3: k-shot classification accuracy when plugging the task embedding in various ways for different values of k.

| Model       | Sequence Classification (Accuracy) | Arch | Sequence Classification (Acc.) |
|-------------|-----------------------------------|------|--------------------------------|
|             | 1-shot   | 5-shot | 10-shot | 20-shot | Training | 1-shot   | 5-shot | 10-shot | 20-shot |
| Input token | 0.41     | 0.76   | 0.89    | 0.94    | LSTM     | 0.38     | 0.57   | 0.72    | 0.87    |
| Adapters    | 0.43     | 0.75   | 0.88    | 0.94    | Alt      | 0.35     | 0.78   | 0.83    | 0.85    |
| Layer Norm  | 0.42     | 0.64   | 0.78    | 0.88    | Transf.  | 0.39     | 0.68   | 0.80    | 0.88    |

Table 4: k-shot accuracy for different architectures with multitask and the proposed training algorithms.

5.4.2 Training

For all the models, a sequence of primitive ids representing the primitives that make up the task is appended to the input sequence. These primitive embeddings \( \theta_e \) are learned along with the other model parameters. To simulate the testing conditions, at training time we pretend some primitives are unknown. For the multitask, matching network and SNAIL baselines we learn an unknown primitive embedding, which is used to initialize embeddings of unknown primitives encountered at test time. Although the tasks themselves are harder (because entire primitives are unseen), modeling them is easier because the primitive information is given to the model. For CAVIA and TAM, we infer embeddings for unknown primitives on the fly using gradient descent during train and test. See Algorithm 2 in the appendix for the complete algorithm. We use 5000 training tasks, and 100 validation and test tasks each. Each training task has 500 examples.

5.4.3 Results

Table 2 summarizes the results in the compositional setting. We observe similar trends as before for the non-compositional case. Multitask learning becomes competitive only for larger values of \( k \). Vice versa, matching networks and SNAIL suffer with long sequences (larger values of \( k \)). TAM performs at least comparably if not better than methods relying on second order derivatives like CAVIA. In fact, CAVIA sometimes fail to converge as shown by the rather large error bars. Finally, the compositional version of TAM often yields higher accuracy than the corresponding non-compositional version, showing that the model is able to cleverly leverage the additional knowledge about a subset of primitives (two out of three) that compose the new task. Compositionality is particularly helpful with fewer shots (e.g., 1-shot) – with sufficient training examples (e.g., 20-shot) models benefit less from compositionality.

5.5 Ablation experiments

Where to plug task embeddings  The experiments in the paper so far consider a simple conditioning scheme where the task embedding appears as an additional embedding in the input sequence of token embeddings. We compare this against other ways of incorporating task-specific parameters into the model. Houlsby et al. (2019) introduce adapter layers, parameter modules that are inserted at every layer of a pre-trained transformer. An adapter layer down-projects its input, applies a non-linearity, and up-projects the representation back to the original size. Our first baseline considers parameters in the adapter layers as the task embedding. Another popular method for adapting pre-trained networks to new tasks is adapting parameters in normalization layers (Perez et al., 2018; Ghiasi et al., 2017). In our second baseline, we consider the scale and bias parameters in the Layer Normalization layers of the transformer as the task embedding.

The results in Table 3 on non-compositional classification tasks show that using adapter layer parameters as task embedding yields similar results to the simplest conditioning scheme where the task embedding is fed as an additional input. Using normalization parameters as the task embedding instead performs slightly worse. This shows that our input conditioning scheme is simple yet effective.

Importance of transformer architecture  The experiments presented in this paper so far have used a transformer architecture. Although transformers are a natural choice for problems involving sequences owing to their recent success, the proposed training algorithm applies equally well to other architectures. We study the impact of swapping out the transformer with a recurrent model in Table 4 on non-compositional tasks. We use a bidirectional LSTM with a comparable number of parameters to our transformer model. The classifier head acts on the final representation of the final
layer of the LSTM. We examine the performance of the two architectures when trained using both multitasking and the proposed alternating minimization training algorithm. First, we observe that the transformer generally performs better than the recurrent model. Second, the proposed training algorithm yields consistent improvements over the multitask baseline for the transformer. This shows that the proposed algorithm is general, but particularly effective when used in conjunction with the transformer architecture.

**Visualizing learned task embeddings** In Figure 1, we visualize task embeddings learned by the non-compositional TAM model in our gridworld task. We visualize the first two principal components of task embeddings corresponding to tasks which have the same start position. The projections are color coded by the horizontal and vertical coordinates of the end position for each task. This shows that the task embeddings have learned the structure of the tasks.

### 5.6 Discussion

**Optimizing Task Embeddings** We observed that both CA VIA and TAM generally attain better performance when trained with a larger number of inner loop updates. In this work, we use a maximum of 25 inner loop updates for TAM because it strikes a good balance between finding an optimal task embedding and containing training time. CA VIA performed best with 10 inner loop updates, beyond which we hit the computational limitations of our hardware. We also found that TAM works better when trained with a number of examples per task much greater than \( k \), in our case 300. All these empirical findings suggest that optimizing for the task embedding and replacing the second order optimization with TAM’s first order is an intrinsically difficult problem that requires more iterations and a larger number of examples.

**Training Efficiency** We discuss the training efficiency of different models in Table 5. The multitask baseline is not expensive to train, but it doesn’t perform well on few-shot scenarios. CA VIA does well especially in the extreme few-shot scenarios, but has stability issues. TAM is simple, easy to implement, performs comparably or better than the baselines and trains more efficiently than CA VIA.

**First vs. Second Order Gradients** Double backprop to optimize the test optimization has become a standard method of meta-learning. In the appendix of Finn et al. (2017), and in Zintgraf et al. (2019) (the “first order” variant), similar approaches to TAM were shown to perform relatively worse than the methods with second order gradients. In contrast, in our settings, we have found that first order gradients (via alternating minimization) are sufficient if done correctly, despite being simpler and more efficient. Although CA VIA (Zintgraf et al., 2019) sometimes outperforms TAM, especially for very small numbers of test examples, TAM is always competitive; with more test examples, TAM is usually superior. TAM always outperforms MAML (Finn et al., 2017).

### 6 Conclusion

In this work we demonstrate a simple and effective approach to adapt transformer models to new tasks with limited data. TAM is trained to adapt to new tasks by inferring a small set of parameters called the **task embedding** using gradient descent. On synthetic sequence classification and transduction benchmarks we constructed TAM yields comparable or superior performance to approaches relying on second order derivatives, while being computationally more efficient.
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A Sequence transformations used to construct classification and transduction tasks

In tables 6, 7 we describe the transformations used to construct classification and transduction tasks, respectively.

| Transformation | Description |
|----------------|-------------|
| $S_1$ mul $v$  | Elementwise multiply by $v$ |
| add $v$        | Elementwise add $v$ |
| div $v$        | Elementwise integer division by $v$ |
| mod $v$        | Elementwise modulo $v$ operation |
| $S_2$ (not) multiple of $v$ | Extract subset of integers that are (not) multiples of $v$ |
| (not) greater of $v$ | Extract subset of integers that are (not) greater than $v$ |
| (do not) have exactly $v$ divisors | Extract subset of integers that (do not) have exactly $v$ divisors |
| $S_3$ count | Sequence length |
| min           | Smallest integer in sequence |
| max           | Largest integer in sequence |
| mean          | Mean of sequence elements |
| median        | Median of sequence elements |
| mode          | Mode of sequence elements |
| first         | First element in sequence |
| last          | Last element in sequence |
| max-min       | Difference between largest and smallest elements in sequence |
| middle        | Element in the middle position of sequence |

Table 6: Sequence transformations used to construct classification tasks and their descriptions. Each transformation takes a sequence as input and outputs a sequence (transformations in $S_1$ and $S_2$), or a single integer (transformations in $S_3$).

| Transformation | Description |
|----------------|-------------|
| $S_1$ mul $v$  | Elementwise multiply by $v$ |
| add $v$        | Elementwise add $v$ |
| div $v$        | Elementwise integer division by $v$ |
| mod $v$        | Elementwise modulo $v$ operation |
| reverse $v$ with $v'$ | Replace all occurrences of $v$ in the sequence with $v'$ |
| $S_2$ replace $x_i$ with $f(x_i, x_j)$ | Replace element $x_i$ with one of the following: \(a x_i + b, x_j, \text{abs}(x_i - x_j), x_i + x_j\) where $a, b$ are integer constants and $x_i, x_j$ are elements of the sequence at position $i, j$ respectively |
| $S_3$ sort ascending | Sort the sequence in ascending order |
| sort descending | Sort the sequence in descending order |
| reverse | Reverse the sequence |
| swap$(x_i, x_j)$ | Swap elements at positions $i, j$ of the sequence |
| shift right $v$ | Cyclic shift the sequence right by $v$ positions |

Table 7: Sequence transformations used to construct transduction tasks and their descriptions. Each transformation takes a sequence as input and outputs a sequence.
B Path-finding task

B.1 Non-compositional path-finding task

We present an example task from the path-finding task below. The grids are $10 \times 10$. The following task is defined by the start position $(7, 0)$ and end position $(1, 4)$, indicated by the green and red squares, respectively. Each example in the task corresponds to a particular configuration of obstacles in the grid. The source sequence represents the locations of obstacles. The obstacles are represented by the top left position of a $2 \times 2$ blob. The target sequence represents the optimal path from source to target. Source and target sequences consist of rasterized grid coordinates (Eg. rasterized start and end positions are 70 and 14, respectively). In addition, elements of the target sequence have an offset of 100 (Eg. rasterized position 14 is represented as 114).

- Source: [39, 78, 51, 9, 31, 63, 44, 69], Target: [170, 160, 140, 130, 121, 112, 103, 114]
- Source: [12, 35, 99, 22, 62, 44, 25, 21], Target: [170, 161, 143, 134, 124, 114]
- Source: [90, 99, 1, 96, 34, 50, 94, 31], Target: [170, 171, 162, 152, 143, 133, 123, 114]

B.2 Compositional path-finding task

In the compositional setting, we require the optimal path to pass through a way-point, indicated in yellow in the following grids. A task is thus defined by a start position, end position and way-point position. The possible values for each of these three parameters represent the primitives in this compositional setting.

- Source: [63, 38, 90, 93, 73, 68, 18, 67], Target: [126, 115, 124, 133, 142, 131, 122]
- Source: [95, 60, 95, 70, 23, 34, 83, 85], Target: [126, 115, 104, 113, 122, 131, 142, 131, 122]
- Source: [91, 29, 57, 96, 8, 53, 77, 13], Target: [126, 125, 134, 133, 142, 131, 122]
C Compositional TAM

Algorithm 2 presents the training algorithm for compositional TAM. We draw a training task \( \mathcal{T}_{\text{train}} \) with primitive ids \( T_1 = i_1, T_2 = i_2, T_3 = i_3 \) respectively in line 3. These primitive ids index into the primitive embedding table \( \theta_e \). We pretend that one of the primitives is unknown, and to illustrate the algorithm, we assume without loss of generality that \( T_2 = i_2 \) is unknown (line 5). In the inner loop optimization, we infer an embedding \( z \) for this unknown primitive using gradient descent, while using the primitive embedding table to load the known primitive embeddings \( \theta_e[i_1], \theta_e[i_3] \) in this case (lines 8, 9).

Algorithm 2: Compositional TAM for k-shot Learning

```plaintext
Input : Training tasks \( T_{\text{train}}^1, \ldots, T_{\text{train}}^N \)
Output : Model parameters \( \theta \), primitive embeddings \( \theta_e \)
1 \( \theta' = \theta \cup \theta_e \)
2 repeat
3 Sample training task \( T_{\text{train}} \) with primitive ids \( T_1 = i_1, T_2 = i_2, T_3 = i_3 \)
4 Sample \( k \) training examples from the task \( \{(x^j, y^j)_{j=1,\ldots,k}\} \sim T_{\text{train}} \)
5 Pretend one of the primitives (chosen at random) is unknown, say \( T_2 \)
6 Initialize \( z = 0, \Delta \theta' = 0 \)
7 while loss improves and max iterations not reached do
8 \( z \leftarrow z - \nabla_z \sum_{j=1}^k -\log p(y^j | x^j, z_1 = \theta_e[i_1], z_2 = z, z_3 = \theta_e[i_3]; \theta') \)
9 \( \Delta \theta' \leftarrow \Delta \theta' - \nabla_{\theta'} \sum_{j=1}^k -\log p(y^j | x^j, z_1 = \theta_e[i_1], z_2 = z, z_3 = \theta_e[i_3]; \theta') \)
10 \( \theta' \leftarrow \theta' + \Delta \theta' \)
11 until max training iterations;
```

D Model Architecture

Figure 2 shows an illustration of how we use transformers for sequence classification (left) and sequence transduction (right) problems. In the classification setting the input is a sequence \( (x_1 \cdots x_n) \) and the output is a discrete label \( y \). In the transduction setting, the input \( (x_1 \cdots x_n) \) and output \( (y_1 \cdots y_m) \) are sequences. \( z \) is an embedding vector we refer to as the task embedding and appears in the input to the transformer, in addition to the input sequence. The task embedding \( z \) is task specific, and is inferred on the fly for each task during training. Learning a new task \( \mathcal{T} \) at test time involves inferring the corresponding task embedding \( z_{\mathcal{T}} \), leaving the rest of the model parameters untouched.

![Figure 2: Illustration of how we use transformers for sequence classification (left) and sequence transduction (right) problems.](image-url)