NON-ITERATIVE COMPUTATION OF GAUSS-JACOBI QUADRATURE BY ASYMPTOTIC EXPANSIONS FOR LARGE DEGREE∗
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Abstract. Asymptotic approximations to the zeros of Jacobi polynomials are given, with methods to obtain the coefficients in the expansions. These approximations can be used as standalone methods for the non-iterative computation of the nodes of Gauss–Jacobi quadratures of high degree (n ≥ 100). We also provide asymptotic approximations for functions related to the first order derivative of Jacobi polynomials which can be used to compute the weights of the Gauss–Jacobi quadrature. The performance of the asymptotic approximations is illustrated with numerical examples.
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1. Introduction. The Jacobi polynomials $P_n^{(\alpha,\beta)}(x)$ constitute an orthogonal set with weight function $w(x) = (1 - x)^{\alpha}(1 + x)^{\beta}$ on the interval $[-1, 1]$. We give a few properties relevant for the paper, for further details we refer to [13].

We have the symmetry relation

$$P_n^{(\alpha,\beta)}(-x) = (-1)^n P_n^{(\beta,\alpha)}(x).$$  

An explicit representation can be given in the form of a Gauss hypergeometric function

$$P_n^{(\alpha,\beta)}(x) = \sum_{\ell=0}^{n} \frac{(n + \alpha + \beta + 1)_{\ell}}{\ell! (n - \ell)!} \frac{(x - 1)^{\ell}}{2\ell} (\alpha + 1)^n \sum_{\ell} \left( \frac{n}{\alpha + 1} \right) \frac{\alpha + 1}{2}(1 - x),$$  

and the many transformation formulas of the Gauss function give many other representations.

The Rodrigues formula is

$$P_n^{(\alpha,\beta)}(x) = \frac{(-1)^n}{2^n n! w(x)} \frac{d^n}{dx^n} (w(x)(1 - x^2)^n),$$  

and this gives the integral representation

$$P_n^{(\alpha,\beta)}(x) = \frac{(-1)^n}{2^n w(x)} \frac{1}{2\pi i} \int_{C} \frac{w(z)(1 - z^2)^n}{(z - x)^{n+1}} dz, \quad x \in (-1, 1),$$  

where the contour $C$ is a circle around the point $z = x$ with radius small enough to have the points $\pm 1$ outside the circle.
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The recurrence relation is

$$P_{n+1}^{(\alpha, \beta)}(x) = (A_n x + B_n) P_n^{(\alpha, \beta)}(x) - C_n P_{n-1}^{(\alpha, \beta)}(x),$$

(1.5)

where

$$A_n = \frac{(2n + \alpha + \beta + 1)(2n + \alpha + \beta + 2)}{2(n + 1)(n + \alpha + \beta + 1)},$$

$$B_n = \frac{(\alpha^2 - \beta^2)(2n + \alpha + \beta + 1)}{2(n + 1)(n + \alpha + \beta + 1)(2n + \alpha + \beta)},$$

$$C_n = \frac{(n + \alpha)(n + \beta)(2n + \alpha + \beta + 2)}{(n + 1)(n + \alpha + \beta + 1)(2n + \alpha + \beta)},$$

(1.6)

with initial values $P_0^{(\alpha, \beta)}(x) = 1$, $P_1^{(\alpha, \beta)}(x) = \frac{1}{2}(\alpha - \beta) + \frac{1}{2}(\alpha + \beta + 2)x$.

In this paper we consider two large-degree asymptotic expansions of the Jacobi polynomial, one in \(\S 2\) in terms of elementary functions, which is valid for $x \in [-1 + \delta, 1 - \delta]$, where \(\delta\) is a small positive number. The other one is considered in \(\S 3\) and is in terms of the J-Bessel function. For both expansions we have evaluated enough terms to compute $P_n^{(\alpha, \beta)}(x)$ for $n \geq 100$ in double precision. For smaller values of $n$ direct computation is possible by using the explicit representation or the recurrence relation.

We use the asymptotic representations to derive asymptotic expansions of the zeros of $P_n^{(\alpha, \beta)}(x)$ and the corresponding weights, which are needed in Jacobi-Gauss quadrature. In \(\S 4\) we give details of the numerical performance of these expansions.

In a recent paper \cite{10} we have considered similar methods for Gauss–Hermite and Gauss–Laguerre quadratures.

The present paper extends the results in \cite{3}, where the case of the Legendre polynomials ($\alpha = \beta = 0$) has been considered and those in \cite{12}, where an iterative Newton method for the Jacobi zeros is used with initial values obtained by asymptotic approximations with a limited number of terms.

2. Expansions in terms of elementary functions. We give details for an asymptotic expansion of the Jacobi polynomial $P_n^{(\alpha, \beta)}(x)$ that is valid inside the interval $[-1 + \delta, 1 - \delta]$, with \(\delta\) a fixed small positive number. We use this expansion for the zeros of $P_n^{(\alpha, \beta)}(x)$ around the origin. Because of the relation $P_n^{(\alpha, \beta)}(x) = (-1)^n P_n^{(\beta, \alpha)}(-x)$ we can concentrate on the positive zeros.

2.1. An expansion derived by Hahn. In \cite{13} \(\S 18.15(i)\) an expansion is given derived in \cite{11}, which has the nice property that the coefficients are known in explicit form.

The expansion is described in terms of several formulas. We have for large values of $n$

$$P_n^{(\alpha, \beta)}(\cos \theta) = \frac{2^{2n+\alpha+\beta+1}B(n + \alpha + 1, n + \beta + 1)}{\pi \sin^{\alpha+\beta+\frac{1}{2}} \theta \cos^{\alpha+\beta+\frac{1}{2}} \theta} \left( \sum_{m=0}^{M-1} \frac{f_m(\theta)}{2^m(2n + \alpha + \beta + 2)_m} + O\left(n^{-M}\right) \right),$$

(2.1)
where

\[
\begin{align*}
    f_m(\theta) &= \sum_{\ell=0}^{m} C_{m,\ell}(\alpha, \beta) \cos \theta \frac{m! \ell!(m-\ell)!}{(\sin \frac{1}{2} \theta)^{\ell} (\cos \frac{1}{2} \theta)^{m-\ell}}, \\
    C_{m,\ell}(\alpha, \beta) &= \left(\frac{1}{2} + \alpha\right)_{\ell} \left(\frac{1}{2} + \beta\right)_{m-\ell} \left(\frac{1}{2} - \beta\right)_{m-\ell}, \\
    \theta_{n,m,\ell} &= \frac{1}{2} (2n + \alpha + \beta + m + 1) \theta - \frac{1}{2} (\alpha + \ell + \frac{1}{2}) \pi.
\end{align*}
\]  

(2.2)

This expansion has been used in a paper by Gatteschi and Pittaluga \[7\] to derive an approximation of the mid range zeros, and this approximation in terms of elementary functions is used in \[12\] as first estimates for these zeros.

For deriving more accurate approximations of the mid-zeros we prefer a different expansion, which will be given in the next section. Differently to \[12\], iterative methods (Newton) will not be needed in order to improve the accuracy.

2.2. A compound Poincaré-type expansion. In this section we give an expansion which has the canonical form

\[
\begin{align*}
P_n^{(\alpha, \beta)}(\cos \theta) &= \frac{1}{\sqrt{\pi \kappa}} \cos \chi P(x) - \sin \chi Q(x) \\
    P(x) &\sim \sum_{m=0}^{\infty} p_m(x), \quad Q(x) \sim \sum_{m=0}^{\infty} q_m(x), \quad \kappa \to \infty,
\end{align*}
\]  

(2.5)

for \(x \in [-1 + \delta, 1 - \delta]\), and \(\alpha\) and \(\beta\) bounded. A few steps to obtain these expansions will be given in §2.2.3.

The first coefficients are

\[
\begin{align*}
p_0(x) &= 1, \quad q_0(x) = 0, \\
p_1(x) &= -\frac{1}{2} \alpha \beta, \quad q_1(x) = \frac{2\alpha^2 - 2\beta^2 + (2\alpha^2 + 2\beta^2 - 1)x}{8 \sin \theta}, \\
p_2(x) &= -(4\alpha^4 + 4\beta^4 - 16\beta^2 - 16\alpha^2 - 24\alpha^2 \beta^2 + 8 + 4(2\alpha^2 + 2\beta^2 - 5)(\alpha^2 - \beta^2)x + (4\alpha^4 + 4\beta^4 + 24\alpha^2 \beta^2 - 4\alpha^2 - 4\beta^2 + 1)x^2)/(128 \sin^2 \theta), \\
    q_2(x) &= -\frac{1}{2} \alpha \beta q_1(x).
\end{align*}
\]  

(2.6)

The expansions in (2.5) have negative powers of \(\kappa\). We can modify the expansions by introducing the front factor\[4\]

\[
G_\kappa(\alpha, \beta) = \frac{\Gamma(n + \alpha + 1)}{n! \kappa^n} = \frac{\Gamma \left( \kappa + \frac{1}{2} (\alpha - \beta + 1) \right)}{\Gamma \left( \kappa - \frac{1}{2} (\alpha + \beta - 1) \right) \kappa^n},
\]  

(2.7)

\[1\]This function is also present in the expansions in terms of Bessel functions, see \[3\].
and by multiplying the expansions in (2.5) by the asymptotic expansion of $1/G_κ(α, β)$. The result is the representation

$$P_n(α, β)(\cos θ) = \frac{G_κ(α, β) \cos χ U(x) − \sin χ V(x)}{\sqrt{πκ} \sin^{α + ½} \frac{1}{2} \theta \cos^{β + ½} \frac{1}{2} \theta},$$  

(2.8)

with expansions

$$U(x) \sim \sum_{m=0}^{∞} \frac{u_{2m}(x)}{κ^{2m}}, \quad V(x) \sim \sum_{m=0}^{∞} \frac{v_{2m+1}(x)}{κ^{2m+1}}.$$  

(2.9)

The first coefficients are

$$u_0(x) = 1, \quad v_1(x) = q_1(x),$$

$$u_2(x) = \frac{1}{384 \sin^2 θ} (12(5 - 2α^2 - 2β^2)(α^2 - β^2)x + 4(-3(α^2 - β^2)^2 + 3(α^2 + β^2) - 6 + 4α(α^2 - 1 + 3β^2) + (-12(α^2 + β^2)((α^2 + β^2) - 1) - 16α(α^2 - 1 + 3β^2) - 3)x^2).$$  

(2.10)

We give the first terms of the expansion of $G_κ(α, β)$:

$$G_κ(α, β) \sim 1 - \frac{αβ}{2κ} \frac{α(α-1)(1+α-3β^2)}{24κ^2} + \frac{α(α-1)(α-2)β(1+α-β^2)}{48κ^3} + \ldots.$$  

(2.11)

A more efficient expansion in negative powers of $(κ - \frac{1}{2}β)^2$ reads

$$G_κ(α, β) \sim (w/κ)^α \sum_{m=0}^{∞} \frac{C_m(ρ)(−α)2m}{w^{2m}},$$  

(2.12)

where

$$w = κ - \frac{1}{2}β, \quad ρ = \frac{1}{2}(α + 1),$$  

(2.13)

and the first $C_m(ρ)$ are

$$C_0(ρ) = 1, \quad C_1(ρ) = -\frac{1}{12}ρ, \quad C_2(ρ) = \frac{1}{144} (5ρ + 1).$$  

(2.14)

For more details we refer to [11 §5.11(iii)] and [16 §6.5.2-6.5.3].

Remark 1. When $α = β = -\frac{1}{2}$ the Jacobi polynomial becomes a Chebyshev polynomial. We have

$$P_n(-\frac{1}{2}, -\frac{1}{2})(\cos θ) = \frac{2^{-2n}(2n)!}{(n!)^2} \cos(nθ) = \frac{Γ(\frac{n+1}{2})}{\sqrt{π} Γ(n+1)} \cos(nθ).$$  

(2.15)

In this special case we have $κ = n, χ = nθ$. The $q_m(x)$ and $v_m(x)$ all vanish, $p_m(x)$ and $u_m(x)$ all become independent of $x$, and we obtain $P(x) = \sqrt{n} Γ(\frac{n+1}{2}) / Γ(n+1)$. 


2.2.1. Expansions of derivatives. A representation of the derivative can be written in the form

$$\frac{d}{d\theta} P_n^{(\alpha, \beta)}(\cos \theta) = \sqrt{\frac{\kappa}{\pi}} G_\kappa(\alpha, \beta) \sin \chi Y(x) + \cos \chi Z(x),$$

with expansions

$$Y(x) \sim \sum_{m=0}^{\infty} \frac{y_{2m}(x)}{\kappa^{2m}}, \quad Z(x) \sim \sum_{m=0}^{\infty} \frac{z_{2m+1}(x)}{\kappa^{2m+1}},$$

(2.17)

where $y_0(x) = 1$ and for $m = 0, 1, 2, \ldots$

$$y_{2m}(x) = u_{2m}(x) + \frac{d}{d\theta} v_{2m-1}(x) + \frac{\beta - \alpha - (\alpha + \beta + 1)x}{2 \sin \theta} v_{2m-1}(x),$$

$$z_{2m+1}(x) = \frac{d}{d\theta} v_{2m}(x) - v_{2m+1}(x) + \frac{\beta - \alpha - (\alpha + \beta + 1)x}{2 \sin \theta} u_{2m}(x).$$

(2.18)

For computing the Gauss weights it is convenient to have an expansion of the derivative of the function

$$W(\theta) = \cos \chi U(x) - \sin \chi V(x),$$

(2.19)

which is the oscillatory part in the representation given in (2.8). We have

$$\frac{d}{d\theta} W(\theta) = -\kappa (\sin \chi M(x) + \cos \chi N(x)),$$

(2.20)

with expansions

$$M(x) \sim \sum_{\ell=0}^{\infty} \frac{m_{2\ell}(x)}{\kappa^{2\ell}}, \quad N(x) \sim \sum_{\ell=0}^{\infty} \frac{n_{2\ell+1}(x)}{\kappa^{2\ell+1}},$$

(2.21)

where $m_0(x) = u_0(x) = 1$, $n_1(x) = v_1(x)$, and for $\ell = 1, 2, 3, \ldots$

$$m_{2\ell}(x) = u_{2\ell}(x) - \sin \theta \frac{d}{dx} v_{2\ell-1}(x),$$

$$n_{2\ell+1}(x) = v_{2\ell+1}(x) + \sin \theta \frac{d}{dx} u_{2\ell}(x).$$

(2.22)

2.2.2. An expansion of the zeros. We denote the zeros of $P_n^{(\alpha, \beta)}(\cos \theta)$ by $x_1, x_2, \ldots, x_n$.

As a first-order approximation in terms of the $\theta$ variable we take

$$\theta_0 = \frac{(n+1-k+\frac{1}{2}\alpha-\frac{1}{4})\pi}{\kappa}, \quad k = 1, 2, \ldots, n.$$  

(2.23)

For this value of $\theta$, $\chi$ defined in (2.4) becomes $\chi_0 = (n-k+\frac{1}{2})\pi$, which gives $\cos \chi_0 = 0$. This initial value $\theta_0$ is given in [7], together with the expansion $\theta = \theta_0 + \theta_1/\kappa^2 + O(\kappa^{-4})$, with

$$\theta_1 = (\frac{1}{16} - \frac{1}{4}\alpha^2) \cot \left(\frac{1}{2}\theta_0\right) - (\frac{1}{16} - \frac{1}{4}\beta^2) \tan \left(\frac{1}{2}\theta_0\right).$$

(2.24)
This is \(-v_1(x) = -q_1(x)\), see (2.4).

To find a few more details, we use \(W(\theta)\) defined in (2.19), and expand this function at \(\theta_0\) by writing \(\theta = \theta_0 + \varepsilon\), which gives for a zero \(\theta\)

\[
W(\theta) = W(\theta_0 + \varepsilon) = W(\theta_0) + \frac{\varepsilon}{1!}W'(\theta_0) + \frac{\varepsilon^2}{2!}W''(\theta_0) + \ldots = 0,
\]

where the derivatives are with respect to \(\theta\). We assume for \(\varepsilon\) an expansion in the form

\[
\varepsilon \sim \frac{\theta_1}{\kappa^2} + \frac{\theta_2}{\kappa^4} + \frac{\theta_3}{\kappa^6} + \ldots
\]

Using this expansion and those of \(U(\theta)\) and \(V(\theta)\) in (2.20), and comparing equal powers of \(\kappa\), we find

\[
\begin{align*}
\theta_1 &= -v_1, \\
\theta_2 &= u_2 v_1 + v_1' v_1 + \frac{1}{3} v_1^3 - v_3, \\
\theta_3 &= -\frac{4}{3} v_1^3 v_1^2 - \frac{2}{9} v_1^5 - v_5 + v_3 v_1^2 + \frac{1}{2} v_1 v_1^2 v_1 - 2 v_1' u_2 v_1 - (v_1')^2 v_1 + \\
&\quad v_1' v_3 - u_2' v_1 - u_2 v_1^2 + u_4 v_1 - u_2 v_1^3 + u_3 v_3 + v_3^2 v_1,
\end{align*}
\]

where \(u_m, v_m\) have argument \(x\), and \(x = \cos(\theta_0)\). The derivatives are with respect to \(\theta\). In terms of the original variables:

\[
\begin{align*}
\theta_1 &= -\frac{1}{8 \sin \theta} (2 \beta^2 x + 2 \alpha^2 x - x - 2 \beta^2 + 2 \alpha^2), \\
\theta_2 &= \frac{1}{384 \sin^4 \theta} \left(-33 x - 36 \beta^2 x^2 + 36 \alpha^2 x^2 + 24 \beta^4 x^2 - 24 \alpha^4 x^2 + 2 x^3 +
\right.
\left. 84 \beta^2 x - 60 \alpha^4 x - 60 \beta^4 x + 84 \beta^4 x + 4 \beta^4 x + 4 \alpha^4 x - 8 \beta^2 x^3 +
\right.
\left. 40 \alpha^2 - 80 \alpha^2 x^3 - 40 \beta^2 + 32 \beta^2 - 32 \alpha^4 + 24 \alpha^2 \beta^2 x^3 - 24 \alpha^2 \beta^2 x\right).
\end{align*}
\]

We summarize the steps for finding a zero \(x_k\), \(1 \leq k \leq n\), given \(n, \alpha, \) and \(\beta\).

1. Compute \(\theta_0\) defined in (2.23).
2. With this \(\theta_0\), compute the coefficients given in (2.24) or (2.28), with \(x = \cos \theta_0\). The coefficients \(u_{2m}(x)\) and \(v_{2m+1}(x)\) are those in the expansions in (2.10).
3. Compute \(\varepsilon\) from (2.26) and next \(\theta = \theta_0 + \varepsilon\).
4. Compute \(x_k \sim \cos \theta\).

### 2.2.3. Details on computing \(\cos \chi\)

When we evaluate the functions \(W(\theta)\) or \(W'(\theta)\) (see (2.10) and (2.20)), with \(\theta\) in the form \(\theta = \theta_0 + \varepsilon\), see (2.23), we can write \(\chi\) defined in (2.4) as

\[
\chi = \kappa \varepsilon + \left(n - k + \frac{1}{2}\right) \pi,
\]

and, hence,

\[
\cos \chi = (\cos(\kappa \varepsilon)) = (-1)^{n-k+1} \sin(\kappa \varepsilon), \quad \sin \chi = (-1)^{n-k} \cos(\kappa \varepsilon).
\]

In the original forms, especially for the zeros in the middle of the interval, the argument \(\chi\) may be of order \(\kappa\), in the new forms the arguments are of order \(1/\kappa\). As a
consequence, the evaluation of these functions can be done with better accuracy when
we use (2.30).
For example, when we take \( n = 100, \alpha = \frac{1}{3}, \beta = \frac{1}{5} \) and the expansion in (2.27) with the given three terms in (2.27), we obtain for the middle zero \( x_{50} \), using Maple with Digits=16,

\[
\cos \chi = 0.0001908363241002135, \\
(-1)^{n-k+1} \sin(\kappa \varepsilon) = 0.000190836324284274, 
\]

(2.31)
with a relative error \( 9.64 \times 10^{-10} \). Corresponding values of \( W(\theta) \) are, when using both forms,

\[
-0.1837567 \times 10^{-12} \text{ and } 0.3013 \times 10^{-15}. 
\]

(2.32)
This feature is more relevant for the middle zeros than for the other ones. However, the middle zeros are more interesting than those near the endpoints \( \pm 1 \), because the expansions are not valid there.

A similar problem may occur when evaluating \( x = \cos \theta \) when we have found the approximation of a zero \( \theta \) near \( \frac{1}{4} \pi \), that is, near \( x = 0 \). Assume that \( n \) is even, and write \( n = 2m \). Then \( m = \frac{1}{2} k - \frac{1}{4} (\alpha + \beta + 1) \) and for a zero \( x_k \) near the origin, we write \( k = m + j \). Then, \( \theta_0 = \frac{1}{2} \pi + \delta \), where \( \delta = (\alpha - \beta + 2 - 4 j)/(4 \kappa) \), and \( x = \cos(\theta_0 + \varepsilon) = -\sin(\varepsilon + \delta) \). Similar for odd \( n = 2m + 1 \) and the zero \( x_k \) with \( k = m + j \). Then we have \( \delta = (\alpha - \beta + 4 - 4 j)/(4 \kappa) \). When \( \alpha = \beta \) and \( j = 1 \) (the zero at the origin in this case), we have \( \delta = 0 \).

### 2.2.4. The saddle point method for obtaining the expansion.

To obtain the representation in (2.28) and the expansions in (2.29) we use the integral representation given in (1.4) where \( w(z) = (1 - z)^\alpha (1 + z)^\beta \). We write the integral in the form

\[
P_n^{(\alpha, \beta)}(x) = \frac{(-1)^n}{2^n n! w(x) 2\pi i} \int_C e^{-\kappa \phi(z)} \frac{w(z)(z-x)^{\gamma-1}}{(1-z^2)^\gamma} dz, 
\]

(2.33)
where \( \kappa \) is given in (2.4) and

\[
\gamma = \frac{1}{2} (\alpha + \beta + 1), \quad \phi(z) = \ln(z-x) - \ln(1-z^2). 
\]

(2.34)
The saddle points \( z_{\pm} \) follow from the zeros of

\[
\phi'(z) = \frac{z^2 - 2xz + 1}{(z-x)(1-z^2)}, \quad z_{\pm} = e^{\pm i \theta}, \quad x = \cos \theta. 
\]

(2.35)
The saddle point contour runs through \( z_- \) from \( z = -1 \) to \( z = 1 \) (below the real \( z \)-axis), and then through \( z_+ \) from \( z = 1 \) to \( z = -1 \) (above the real axis).

The contribution \( P^+ \) from \( z_+ \) follows from the substitution

\[
\phi(z) - \phi(z_+) = \frac{1}{2} s^2, 
\]

(2.36)
with corresponding points \( z = \pm 1 \) and \( s = \pm \infty \). This gives

\[
P^+ = \frac{(-1)^n}{2^n n! w(x) 2\pi i} \int_{-\infty}^{\infty} e^{-\frac{1}{2} \kappa s^2} f^+(s) ds, 
\]

(2.37)
where
\[ f^+(s) = \frac{w(z)}{(z-x)} \left( \frac{z-x}{1-z^2} \right)^7 \frac{dz}{ds}. \]  (2.38)

By expanding \( f^+(s) = f^+(0) \sum_{k=0}^{\infty} c_k^+ s^k \), the following expansion is obtained:
\[ P^+ \sim A^+ \sum_{m=0}^{\infty} \frac{2^m (\frac{1}{2})_m c_{2m}^+}{\kappa^m}, \quad A^+ = -\frac{(\frac{-1}{2})^n e^{-\kappa\phi(z)}}{2^n w(x) \frac{dz}{ds}} f^+(0), \]  (2.39)

For \( A^+ \) we evaluate
\[ \frac{w(z_+)}{w(x)} = \frac{e^{\frac{i}{2}(\alpha\theta+\beta\theta-\pi\alpha)}}{\sin^{\frac{\alpha}{2}} \frac{\theta}{2} \cos^{\frac{\beta}{2}} \frac{\theta}{2}} \quad \frac{1-z_+^2}{z_+ - x} = -2\pi, \]  (2.40)
and this gives
\[ A^+ = \frac{e^{i\chi}}{2\sqrt{\pi\kappa} \sin^{\frac{\alpha+1}{2}} \frac{\theta}{2} \cos^{\frac{\beta+1}{2}} \frac{\theta}{2}}, \]  (2.41)

with \( \chi \) defined in (2.24).

The contribution from the saddle point \( z^- \) is the complex conjugate of \( P^+ \) (assuming that \( \alpha \) and \( \beta \) are real), and by splitting up the coefficients of the expansion in (2.39) in real and imaginary parts, we obtain (2.3) and (2.5).

**Remark 2.** The starting integrand in (2.4) has a pole at \( z = x \), while the one of (2.33) shows an algebraic singularity at \( z = x \) and \( \phi(z) \) defined in (2.34) has a logarithmic singularity at this point. To handle this from the viewpoint of multi-valued functions, we can introduce a branch cut for the functions involved from \( z = x \) to the left, assuming that the phase of \( z-x \) is zero when \( z > x \), equals \( -\pi \) when \( z \) approaches \( -1 \) on the lower part of the saddle point contour in (2.33), and \( +\pi \) on the upper side. Because the saddle points \( e^{\pm i\theta} \) stay off the interval \((-1, 1)\), we do not need to consider function values on the branch cuts for the asymptotic analysis.

3. An expansion in terms of Bessel functions.
\[ P_n^{(\alpha, \beta)}(\cos \theta) \sim \frac{G_{\kappa}(\alpha, \beta)}{\sin^{\frac{1}{2}} \frac{\theta}{2} \cos^{\frac{1}{2}} \frac{\theta}{2}} \sqrt{\frac{\theta}{\sin \theta}} \sum_{m=0}^{\infty} \frac{A_m(\theta)}{\kappa^m} J_{\alpha+m}(\kappa \theta), \]  (3.1)

where \( G_{\kappa}(\alpha, \beta) \) is defined in (2.7), and
\[ \kappa = n + \frac{1}{2}(\alpha + \beta + 1). \]  (3.2)

This holds uniformly valid with respect to \( \theta \in [0, \pi - \delta] \), with \( \delta \) an arbitrary small positive number. The expansion is derived in [5] and in [3.3] we give more details on the coefficients \( A_m(\theta) \), which are analytic functions for \( 0 \leq \theta < \pi \). The first ones are \( A_0(\theta) = 1 \) and
\[ A_1(\theta) = \frac{(4\alpha^2 - 1) (\sin \theta - \theta \cos \theta) + 2\theta (\alpha^2 - \beta^2) (\cos \theta - 1)}{8\theta \sin \theta}. \]  (3.3)
We convert the expansion into the representation (see also [2] and [13, Eqn. 18.15.6])

\[
\begin{align*}
P_n^{(\alpha,\beta)}(\cos \theta) &= \frac{G_{\kappa}(\alpha,\beta)}{\sin^{\alpha} \frac{\theta}{2} \cos^{\beta} \frac{\theta}{2}} \sqrt{\frac{\theta}{\sin \theta}} W(\theta), \\
W(\theta) &= J_\alpha(\kappa \theta) S(\theta) + \frac{1}{\kappa} J_{\alpha+1}(\kappa \theta) T(\theta) ,
\end{align*}
\]

where \( S(\theta) \) and \( T(\theta) \) have the expansions

\[
\begin{align*}
S(\theta) &\sim \sum_{m=0}^{\infty} \frac{S_m(\theta)}{\kappa^{2m}}, \quad T(\theta) \sim \sum_{m=0}^{\infty} \frac{T_m(\theta)}{\kappa^{2m}}, \quad \kappa \to \infty,
\end{align*}
\]

with \( S_0(\theta) = A_0(\theta) = 1, T_0(\theta) = A_1(\theta), \) and for \( m = 1, 2, 3, \ldots \)

\[
\begin{align*}
S_m(\theta) &= -\frac{1}{\theta^{m-1}} \sum_{j=0}^{m-1} \binom{m-1}{j} A_{j+m+1}(\theta)(-\theta)^j 2^{m-j}(\alpha + j + 2)_{m-j-1} ,
T_m(\theta) &= \frac{1}{\theta^m} \sum_{j=0}^{m} \binom{m}{j} A_{j+m+1}(\theta)(-\theta)^j 2^{m-j}(\alpha + j + 1)_{m-j} ,
\end{align*}
\]

The first few terms are also given in [2], where the expansion is derived by using the differential equation of the Jacobi polynomials.

To compute the coefficients \( A_m(\theta) \) for small values of \( \theta \) in a stable way we need expansions. We can write

\[
A_m(\theta) = \chi^m \theta^m \sum_{j=0}^{\infty} A_{jm} \theta^{2j}, \quad \chi = \frac{\theta}{\sin \theta} ,
\]

where the series represent entire functions of \( \theta \). The first few \( A_{jm} \) are

\[
\begin{align*}
A_{0,1} &= \frac{1}{24} (\alpha^2 + 3\beta^2 - 1) ,
A_{1,1} &= \frac{1}{480} (-3\alpha^2 - 5\beta^2 + 2) ,
A_{0,2} &= \frac{1}{5760} (-16\alpha - 140\beta^2 + 5\alpha^4 + 4\alpha^3 + 45\beta^4 + 30\beta^2 \alpha^2 + 60\beta^2 \alpha + 21) .
\end{align*}
\]

The coefficients \( S_m(\theta) \) and \( T_m(\theta) \) can be expanded in the form

\[
\begin{align*}
S_m(\theta) &= \theta^2 \chi^{2m} \sum_{j=0}^{\infty} S_{jm} \theta^{2j}, \quad m \geq 1 ,
T_m(\theta) &= \theta^{m+1} \sum_{j=0}^{\infty} T_{jm} \theta^{2j}, \quad m \geq 0 ,
\end{align*}
\]

in which the series represent entire functions of \( \theta \).

**3.1. Expansions of a derivative.** For computing the Gauss weights it is convenient to have an expansion of the derivative of the function \( U(\theta) = \sqrt{\theta} W(\theta), \) with \( W(\theta) \) defined in [33]. We have

\[
\frac{d}{d\theta} U(\theta) = -\kappa \sqrt{\theta} \left( J_{\alpha+1}(\kappa \theta) Y(\theta) - \frac{1}{2\theta \kappa} J_{\alpha}(\kappa \theta) Z(\theta) \right) ,
\]
with expansions

\[
Y(\theta) \sim \sum_{m=0}^{\infty} \frac{Y_m(\theta)}{\kappa^{2m}}, \quad Z(\theta) \sim \sum_{m=0}^{\infty} \frac{Z_m(\theta)}{\kappa^{2m}}, \quad \kappa \to \infty,
\]

where \(Y_0(\theta) = S_0(\theta) = A_0(\theta) = 1\), \(Z_0(\theta) = (2\alpha + 1) + 2\theta A_1(\theta)\), and for \(m = 1, 2, 3, \ldots\)

\[
Y_m(\theta) = S_m(\theta) + 2\alpha + 1 \frac{2\theta}{T_{m-1}(\theta)} - \frac{d}{d\theta} T_{m-1}(\theta), \\
Z_m(\theta) = (2\alpha + 1) S_m(\theta) + 2\theta T_m(\theta) + 2\theta \frac{d}{d\theta} S_m(\theta).
\]

For small values of \(\theta\) we need expansions, similar as in (3.10). We have

\[
Y_m(\theta) = \chi^2 \sum_{j=0}^{\infty} Y_{jm} \theta^{2j}, \quad m \geq 1, \\
Z_m(\theta) = \theta^2 \chi^2 + \sum_{j=0}^{\infty} Z_{jm} \theta^{2j}, \quad m \geq 0,
\]

in which the series represent entire functions of \(\theta\).

### 3.2. Expansions of the zeros.

For obtaining accurate approximations of the zeros for large degree Jacobi polynomials we can use the Bessel-type expansion given earlier. We give asymptotic expansions that can be used for all positive zeros. However, the most interesting region of application of Bessel-type expansions is close to the endpoints of the interval \([-1, 1]\), because for the rest of the interval the previous elementary expansions are accurate enough and they are simpler to handle (and therefore more efficient). We explain how to compute explicitly enough coefficients of the expansions so that the zeros are computed accurately, without the need to use iterative methods to refine the results.

We write the zeros \(x_{n+1-m}\) (with \(x_1 < x_2 < \cdots < x_n\)) of \(P_n^{(\alpha,\beta)}(x)\) in terms of the zeros \(j_m\) of the Bessel function \(J_\alpha(x)\). The zero \(x_n\) correspond to \(j_1\), \(x_{n-1}\) to \(j_2\), and so on. Because the representation in (3.3) cannot be used as \(x \to -1\), we consider only the positive zeros. For the other zeros we can use the symmetry relation (1.1).

A zero of \(P_n^{(\alpha,\beta)}(x)\) is a zero of \(W(\theta)\) defined in (3.3), and we approximate a zero \(x_{n+1-m}\) with corresponding \(\theta\) value following from \(x_{n+1-m} = \cos \theta\). We write \(\theta\) in the form

\[
\theta = \theta_0 + \varepsilon, \quad \theta_0 = j_m/\kappa.
\]

We assume for \(\varepsilon\) an expansion in the form

\[
\varepsilon \sim \frac{\theta_1}{\kappa^2} + \frac{\theta_2}{\kappa^4} + \frac{\theta_3}{\kappa^6} + \ldots
\]

By expanding \(W(\theta)\) at \(\theta_0\) we have upon expanding

\[
W(\theta) = W(\theta_0 + \varepsilon) = W(\theta_0) + \frac{\varepsilon}{1!} W'(\theta_0) + \frac{\varepsilon^2}{2!} W''(\theta_0) + \ldots = 0.
\]

Using the representation of \(W(\theta)\) given in (3.3), substituting the expansion of \(\varepsilon\) and those of \(S(\theta)\) and \(T(\theta)\) given in (3.4), and comparing equal powers of \(\kappa\), we can obtain the coefficients \(\theta_j\) of (3.15).
The first coefficient is \( \theta_1 = T_0(\theta_0) = A_1(\theta_0) \) (see \([\text{49}]\)), and the second one follows from

\[
6\theta_2 = 6\theta T_1(\theta) + 6\theta(T_0(\theta) - S_1(\theta))T_0(\theta) - 3(1 + 2\alpha)T_0(\theta)^2 - 2\theta T_0(\theta)^3, \tag{3.17}
\]
evaluated at \( \theta = \theta_0 \).

The coefficients can be expanded in the form

\[
\theta_m = \theta \chi^{2m-1} \sum_{j=0}^{\infty} t_{jm} \theta^{2j}, \quad m \geq 1, \tag{3.18}
\]
evaluated at \( \theta_0 \), where the series represent entire functions of \( \theta \). The first few \( t_{jm} \) are

\[
t_{0,2} = \frac{1}{2}(2T_{0,1} + T_{0,0}^2 - 2\alpha T_{0,0}^3),
\]
\[
t_{1,2} = \frac{1}{12}(-4T_{0,0}^3 + 12T_{1,1} - 12T_{0,0}S_{0,1} - 24\alpha T_{0,0}T_{1,0} + 36T_{0,0}T_{1,0} + 3T_{0,0}^2 + 2\alpha T_{0,0}^2), \tag{3.19}
\]
\[
t_{0,3} = \frac{1}{12}(12T_{0,2} + 12T_{0,0}T_{0,1} + 2T_{0,0}^3 + 16\alpha T_{0,0}^3 - 12\alpha T_{0,0}T_{0,1}).
\]

The numerical steps to obtain the zeros are as explained at the end of \([22.3]\).

For example, with \( n = 100, \alpha = \frac{4}{7}, \beta = \frac{1}{7} \), we have for the largest zero \( x_{100} = 0.9995853721163790 \) (computed by Maple), \( \theta_0 = 0.02879787927325625 \), and an approximation of \( x_{100} \) given by \( \cos \theta_0 = 0.9995853697308934 \), with relative error \( 2.39 \times 10^{-9} \). Compute \( \theta_1 = -0.8416536425087086 \times 10^{-3} \), and we have \( \theta \sim \theta_0 + \theta_1/\kappa^2 \), which gives \( x_{100} \sim \cos \theta = 0.9995853721164185 \), with relative error \( 3.96 \times 10^{-11} \). Computations are done in Maple with Digits=16.

### 3.3. Details on computing Bessel functions near a zero

The numerical evaluation of the Bessel function \( J_\alpha(\kappa \theta) \) that occurs in \( W(\theta) \) defined in \([3.3]\) and in the derivative of \( U(\theta) \) in \([3.10]\), may become unstable when \( \kappa \theta \) is near a zero of \( J_\alpha(z) \). This problem shows up when computing the Gauss weights and when we use the standard software for the Bessel functions. A related problem is discussed in \([2.2.3]\) for the elementary case.

To handle this, we can use the following expansion (see \([14]\) Eqn. 10.23.1)

\[
J_\alpha(\lambda z) = \lambda^\alpha \sum_{m=0}^{\infty} \frac{w^m}{m!} J_{\alpha+m}(z), \quad w = \frac{1}{2} z (1 - \lambda^2), \tag{3.20}
\]

with \( z = u \) and \( \lambda = 1 + h/u \). This gives

\[
J_\alpha(u + h) = \lambda^\alpha \sum_{m=0}^{\infty} \frac{w^m}{m!} J_{\alpha+m}(u), \quad w = \frac{h(2u + h)}{2u}. \tag{3.21}
\]

When \( h \) is small the series works as a Taylor expansion, because \( w = \mathcal{O}(h) \). When \( u \) is a zero of \( J_\alpha(u) \), the first term of the series vanishes.

This happens when we take \( u + h = \kappa \theta \) with \( u = \kappa \theta_0 = \sqrt{k} \) (a zero of \( J_\alpha(u) \), see \([3.11]\)) and \( h = \kappa \varepsilon \). The mentioned computational problems arise for largest zeros \( x_k \) (with small \( k \)). In that case, \( u = \mathcal{O}(1) \) and \( h = \mathcal{O}(1/\kappa) \), and the series in \([3.21]\) converges quite fast.
Relative errors in the computation of the Bessel function $J_{\alpha}(u + h)$ for $\alpha = \frac{1}{4}$, $u = j_5 = 15.32 \ldots$ and several small values of $h$ by using the standard Maple code for this Bessel function with Digits = 16 and the series expansion in (3.21); $m$ indicates the number of terms used in the expansion.

| $h$    | $m$ | standard algorithm | series expansion (3.21) |
|-------|-----|--------------------|------------------------|
| $10^{-1}$ | 9   | $0.26 \times 10^{-13}$ | $0.26 \times 10^{-15}$ |
| $10^{-2}$ | 5   | $0.26 \times 10^{-12}$ | $0.68 \times 10^{-16}$ |
| $10^{-3}$ | 4   | $0.26 \times 10^{-11}$ | $0.17 \times 10^{-15}$ |
| $10^{-4}$ | 3   | $0.26 \times 10^{-10}$ | $0.55 \times 10^{-15}$ |
| $10^{-5}$ | 2   | $0.26 \times 10^{-09}$ | $0.13 \times 10^{-15}$ |

The terms of the series can be generated by using the recurrence relation of the Bessel function

$$J_{\alpha+1}(u) = \frac{2\alpha}{u} J_{\alpha}(u) - J_{\alpha-1}(u), \quad (3.22)$$

which gives for $m = 1, 2, 3, \ldots$

$$m(m + 1)f_{m+1} = \frac{2m(\alpha + m)w}{u} f_m - w^2 f_{m-1}, \quad f_m = \frac{w^m}{m!} J_{\alpha+m}(u), \quad (3.23)$$

with starting value $f_0 = 0$ (when $u$ is a zero of $J_{\alpha}(u)$) and $f_1 = wJ_{\alpha+1}(u)$.

In Table 3.1 we show the relative errors in the computation of the Bessel function $J_{\alpha}(u + h)$ for $\alpha = \frac{1}{4}$, $u = j_5 = 15.32 \ldots$ and several small values of $h$ by using the standard Maple code for this Bessel function and the series expansion in (3.21), both with Digits = 16. The value $m$ indicates the number of terms used in the expansion. The errors follow from comparing the results with Bessel function values obtained in Maple with Digits = 64. We observe a good performance of the series expansions, the standard algorithm gives poorer results as $h$ becomes smaller.

**Remark 3.** We know that the forward recursion of the Bessel functions in (3.23) may be unstable. However, because we start in the domain where the zeros are ($u > \alpha$), the recursion of the first terms will be stable, and for the later terms we can accept less accurate values. Because of the fast convergence of the series for the values of $u$ and $h$ to compute the Gauss weights, it is not needed to use a backward recursion scheme for the Bessel functions.

### 3.4. Details on the coefficients $A_m(\theta)$

We verify the expansion in (3.1) and give details on the coefficients $A_m(\theta)$. We introduce

$$b_j(\theta) = \frac{(-1)^j \left(\frac{1}{2} \alpha + \frac{1}{2} \beta\right)_j \left(\frac{1}{2} \alpha - \frac{1}{2} \beta\right)_j}{j! \left(\alpha + \frac{1}{2}\right)_j (1 + \cos \theta)^j}, \quad j = 0, 1, 2, \ldots, \quad (3.24)$$

and for $m = 0, 1, 2, \ldots$ functions $\psi_{j,m}(\theta)$ defined by the generating functions

$$\left(\frac{2\theta (\cos \phi - \cos \theta)}{\sin \theta (\theta^2 - \phi^2)}\right)^{m+\alpha-\frac{1}{2}} = \sum_{j=0}^{\infty} \psi_{j,m}(\theta) (\theta^2 - \phi^2)^j. \quad (3.25)$$
Then, the coefficients $A_m(\theta)$ are given by
\[
A_m(\theta) = (2\theta)^m \left( \alpha + \frac{1}{2} \right)_m \sum_{j=0}^{m} b_j(\theta) \left( \frac{\sin \theta}{2\theta} \right)^j \psi_{m-j,j}(\theta). \tag{3.26}
\]

The starting point in [5] is the integral representation (due to George Gasper [6]) in terms of the Gauss hypergeometric function
\[
P_n^{(\alpha, \beta)}(\cos \theta) = Q_n^{(\alpha, \beta)}(\theta) \times \int_0^{\theta} \frac{\cos(\kappa \phi)}{(\cos \phi - \cos \theta)^{\frac{1}{2} - \alpha}} \frac{\Gamma(n + \alpha + 1)}{\sqrt{n! \Gamma(n + \alpha + 1)} \sin^{2\alpha} \left( \frac{1}{2} \theta \right) \cos^{\alpha + \beta} \left( \frac{1}{2} \theta \right)} d\phi, \tag{3.27}
\]
where $\kappa$ is defined in (3.2) and
\[
Q_n^{(\alpha, \beta)}(\theta) = \frac{2^{\frac{1}{2} - \alpha} \Gamma(n + \alpha + 1)}{\sqrt{n! \Gamma(n + \alpha + 1)} \sin^{2\alpha} \left( \frac{1}{2} \theta \right) \cos^{\alpha + \beta} \left( \frac{1}{2} \theta \right)} \tag{3.28}
\]
By expanding the $2F_1$-function, it follows that
\[
P_n^{(\alpha, \beta)}(\cos \theta) = Q_n^{(\alpha, \beta)}(\theta) \times \sum_{m=0}^{\infty} b_m \int_0^{\theta} \cos(\kappa \phi)(\cos \phi - \cos \theta)^{m+\frac{1}{2} - \alpha} d\phi, \tag{3.29}
\]
where $b_m(\theta)$ is defined in (3.25)
Next, the expansion in (3.25) is used and the integral representation
\[
\int_0^{\theta} (\theta^2 - \phi^2)^{\sigma - \frac{1}{2}} \cos(\kappa \phi) d\phi = 2^{\sigma - 1} \sqrt{\pi} \Gamma(\sigma + \frac{1}{2}) \theta^\sigma \kappa^{-\sigma} J_\sigma(\kappa \theta), \tag{3.30}
\]
with $\sigma = j + m + \alpha$. This gives the double sum
\[
P_n^{(\alpha, \beta)}(\cos \theta) = Q_n^{(\alpha, \beta)}(\theta) \sqrt{\frac{\pi}{2}} \left( \frac{\sin \theta}{\theta} \right)^{\alpha - \frac{1}{2}} \left( \frac{\theta}{\kappa} \right)^\alpha \times \sum_{m=0}^{\infty} p_m \sum_{j=0}^{m} q_{j+m} \psi_{j,m}(\theta)
= Q_n^{(\alpha, \beta)}(\theta) \sqrt{\frac{\pi}{2}} \left( \frac{\sin \theta}{\theta} \right)^{\alpha - \frac{1}{2}} \left( \frac{\theta}{\kappa} \right)^\alpha \times \sum_{m=0}^{\infty} q_m \sum_{j=0}^{m} p_j \psi_{m-j,j}(\theta), \tag{3.31}
\]
where $\psi_{j,m}(\theta)$ are the coefficients in (3.25), and
\[
p_m = b_m(\theta) \left( \frac{\sin \theta}{2\theta} \right)^m, \quad q_m = \left( \frac{2\theta}{\kappa} \right)^m \Gamma(m + \alpha + \frac{1}{2}) J_{m+\alpha}(\kappa \theta). \tag{3.32}
\]
This verifies the expansion in (3.1) with the $A_m(\theta)$ defined in (3.26).
We give a few details from [5] on evaluating the functions $\psi_{j,m}(\theta)$. First consider the expansion (see [17, p. 140 (3)])

$$\frac{2\theta(\cos \phi - \cos \theta)}{\sin \theta (\theta^2 - \phi^2)} = \sum_{j=0}^{\infty} \chi_j(\theta) (\theta^2 - \phi^2)^j,$$  \hspace{1cm} (3.33)

where the $\chi_j(\theta)$ are available in the form of Bessel functions of fractional order:

$$\chi_j(\theta) = \frac{1}{(j+1)!} \left( \frac{J_{j+\frac{1}{2}}(\theta)}{J_{\frac{1}{2}}(\theta)} \right), \quad j = 0, 1, 2, \ldots$$  \hspace{1cm} (3.34)

These functions follow from a simple recursion, and then the $\psi_{j,m}(\theta)$ follow from

$$\left( \sum_{j=0}^{\infty} \chi_j(\theta) w^j \right)^{\mu} = \sum_{j=0}^{\infty} \psi_{j,m}(\theta) w^j, \quad w = \theta^2 - \phi^2, \quad \mu = m + \alpha - \frac{1}{2}. \hspace{1cm} (3.35)$$

The first two are

$$\psi_{0,m}(\theta) = 1, \quad \psi_{1,m}(\theta) = \frac{\mu}{2} \frac{1 - \theta \cot \theta}{\sin^2 \theta}. \hspace{1cm} (3.36)$$

4. Numerical performance of the expansions for computing the nodes and weights of the G-J quadrature. Next, we discuss in more detail the performance of the expansions given in §2.2 and §3 for computing the nodes and weights of the Gauss-Jacobi quadrature.

In terms of the derivatives of the orthogonal polynomials, the weights of the Gauss-Jacobi quadrature are given by

$$w_i = \frac{M_{n,\alpha,\beta}}{(1 - x_i^2)[P_n^{(\alpha,\beta)}(x_i)]^2} = \frac{M_{n,\alpha,\beta}}{\left[ \frac{d}{d\theta} P_n^{(\alpha,\beta)}(\cos \theta_i) \right]^2},$$  \hspace{1cm} (4.1)

$$M_{n,\alpha,\beta} = 2^{\alpha+\beta+1} \frac{\Gamma(n + \alpha + 1) \Gamma(n + \beta + 1)}{n! \Gamma(\alpha + \beta + 1)},$$

where $x_i = \cos \theta_i$.

As we did in [10] for the Gauss–Hermite and Gauss–Laguerre quadratures, it is convenient to introduce scaled weights:

$$\omega_i = \dot{u}(\theta_i)^{-2} \hspace{1cm} (4.2)$$

where the dot indicates the derivative with respect to $\theta$ and

$$u(\theta) = M_{n,\alpha,\beta}^{-\frac{1}{2}} \left( \sin \frac{1}{2} \theta \right)^{\alpha+\frac{1}{2}} \left( \cos \frac{1}{2} \theta \right)^{\beta+\frac{1}{2}} P_n^{(\alpha,\beta)}(\cos \theta). \hspace{1cm} (4.3)$$

The weights are related with the scaled weights by

$$w_i = \left( \sin \frac{1}{2} \theta_i \right)^{2\alpha+1} \left( \cos \frac{1}{2} \theta_i \right)^{2\beta+1} \omega_i. \hspace{1cm} (4.4)$$
The advantage of computing scaled weights is that, similarly as described in \cite{10}, scaled weights do not underflow/overflow for large parameters and, additionally, they are well-conditioned as a function of the roots \( \theta_i \). Indeed, the scaled weights are \( \omega_i = W(\theta_i) \) with \( W(\theta) = \dot{u}(\theta)^{-2} \), but \( \dot{W}(\theta_i) = 0 \) because \( \ddot{u}(\theta_i) = 0 \). In addition, as \( n \to +\infty \), the scaled weights are essentially constant and the main dependence on the nodes of the unscaled weights \( w_i \) is given by the elementary sine and cosine factor of (4.4). This is related to the circle theorem for Gaussian quadratures in \([-1,1]\) (see \cite{4,8}), which states that, as \( n \to +\infty \),
\[
\frac{n w_i}{\pi w(x_i)} \sim \sqrt{1 - x_i^2},
\]
where in the Gauss-Jacobi case \( w(x) = (1 - x)^\alpha (1 + x)^\beta \).

When considering the asymptotic expansion for Jacobi polynomials in terms of elementary functions, the function \( u(\theta) \) can be written in terms of the function \( W(\theta) \) given in (2.15)
\[
u(\theta) = \frac{\Gamma(n + \alpha + 1)}{n! \kappa^\alpha \sqrt{2}} U(\theta),
\]
and for the computation of \( \dot{u}(\theta) \) we use the expansion (2.20).

When considering the asymptotic expansion in terms of Bessel functions, the function \( u(\theta) \) is given by
\[
u(\theta) = \frac{\Gamma(n + \alpha + 1)}{n! \kappa^\alpha \sqrt{2}} U(\theta),
\]
where \( U(\theta) \) is given in Section 3.1. In this case, the expansion (3.10) is used for computing the derivative of \( u(\theta) \).

Examples of the performance of the asymptotic expansions for the evaluation of the nodes and scaled weights of the Gauss-Jacobi quadrature are given in Figures 4.1, 4.2, 4.3 and 4.4. We concentrate on the positive zeros; for the negative zeros we can use the relation (1.1). In our tests, we use finite precision implementations (double precision accuracy) of the expansions. We compare the approximations to the nodes obtained with the asymptotic expansions against the results of a Maple implementation (with a large number of digits) of an iterative algorithm which uses the global fixed point method of [15]. The Jacobi polynomials used in this algorithm are computed using the intrinsic Maple function. The scaled weights for testing have also been computed using Maple.

Figure 4.1 shows the performance of the expansion in terms of elementary functions for \( P_\alpha(\alpha, \beta)(x) \) for \( \alpha = 0.1, \beta = -0.3 \) and \( n = 100, 1000 \). For computing the scaled weights (SW in the figure) for \( n = 100 \), five terms have been considered in the expansions of the coefficients \( M(x) \) and \( N(x) \) in (2.21). For the nodes, we have used six terms in the expansion (2.20). For \( n = 1000 \), fewer terms were needed to obtain the accuracy shown in the figure. The label \( i \) in the abscissa represents the order of the zero (starting from \( i = 1 \) for the smallest positive zero). The points not shown in

\[\text{A file with explicit expressions of some of the coefficients of the expansions used in our calculations is available at } \text{http://personales.unican.es/gila/CoefsExpansions.txt}\]
Fig. 4.1. Performance of the asymptotic expansions in terms of elementary functions for computing the nodes and scaled weights of $P_n^{(\alpha,\beta)}(x)$ for $\alpha = 0.1$, $\beta = -0.3$ and $n = 100, 1000$.

the plot correspond to values with all digits correct in double precision accuracy. As can be seen, for $n = 100$ the use of the elementary expansion allows the computation of more than $3/4$ of the first zeros with 15-16 digits correct and it fails for the largest zeros, as expected. When $n = 1000$, only the last few nodes are not computed with double precision accuracy. It is important to note that, using the idea given in §2.2.3 for the computation of cos $\theta$, there is no loss of accuracy for the first nodes and then double precision accuracy is also possible in the relative error of these nodes.

The asymptotic expansion for the scaled weights performs also well for the first half of the nodes ($n = 100$) with the number of terms used in the computation. For $n = 1000$, only the last 15 scaled weights are computed with an accuracy larger than $10^{-15}$.

For the computation of the nodes using the Bessel expansion, an algorithm for computing the zeros of Bessel functions is needed. In the finite precision implementation of the expansion we use the algorithm given in [9] for the first few zeros. For larger zeros, a very efficient method of computation is the use of the MacMahon’s expansion (see [14, §10.21(vi)])

$$j_{\nu,m} \sim a - \frac{\mu - 1}{8a} - \frac{4(\mu - 1)(7\mu - 31)}{3(8a)^3} - \frac{32(\mu - 1)(83\mu^2 - 982\mu + 3779)}{15(8a)^5} - \cdots ,$$  

(4.7)

where $\mu = 4\nu^2$, $a = (m + \nu/2 - 1/4)\pi$.

On the other hand, the $J$-Bessel functions needed to compute the weights, are evaluated using our own algorithm for Bessel functions. Two first examples of the performance of the Bessel expansion are shown in Figure 4.2. For comparison, the choice of parameters is the same as in Figure 4.1. For computing the scaled weights for $n = 100$, four terms have been considered in the expansions of the coefficients $Y(x)$ and $Z(x)$ in (3.11). For the nodes, we have used three terms in the expansion (3.15). As can be seen, the expansion performs well even for the smallest nodes (and their corresponding scaled weights), although higher accuracy is obtained for larger nodes as expected. Regarding the computation of scaled weights, it is important to mention that the accurate evaluation of the two Bessel functions appearing in the expansion, seems to be crucial in order to obtain more than 14 digits of accuracy for few of the points closest to $x = 1$. For computing the Bessel function $J_\alpha(\kappa \theta)$ the scheme given in [3.3] is used in our calculations for the last points.
Two other examples of the computation of nodes and scaled weights with the expansions considered in this paper are shown in Figures 4.3 and 4.4. In Figure 4.3, the parameter $\alpha$ is chosen now larger than before ($\alpha = 5$) in order to show the performance of the expansions for moderate values of the parameters. On the other hand, Figure 4.4 illustrates the performance when both parameters ($\alpha$ and $\beta$) are negative. As can be seen, the performance of the expansions is very similar in all cases.
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