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In order to mine geological mineral energy and study on geological mineral energy classification, a method based on a wireless sensor was proposed. Of logistic regression, artificial neural networks, random forests, and main wireless sensor algorithms of support vector machine (SVM) with the model in the application of the energy mineral resource prediction practice effects are reviewed and discuss the practical application in the process of sample selection, the wrong points existing in the cost, the uncertainty evaluation, and performance evaluation of the model using wireless sensor algorithm, random forest of the probability distribution of mineralization in the study area is calculated, and five prospecting potential areas are delineated. The results show that the ratio of ore-bearing unit and non-ore-bearing unit is 1 : 1, and the best random forest training model is obtained. 70% of the training sample set was randomly selected as the training set, and the remaining 30% was used as the test set to construct the random forest model. The training accuracy of the model is 96.7%, and the testing accuracy is 96.5%. Both model training accuracy and model testing accuracy are very high, which proves the accuracy of RF model construction and achieves satisfactory results. In this study, a wireless sensor is successfully applied to 3D mineral energy prediction, which makes a positive exploration for mineral resource prediction and evaluation in the future. Finally, the prediction of mineral resource energy based on a wireless sensor is an important trend of future development.

1. Introduction

The reserves of mineral resources are a symbol of economic development. With the increasing social demand for mineral resources and the increasing difficulty of prospecting for mineral resources, the research on new theories and methods of prediction and evaluation of mineral resource energy has been promoted. Mineral resource energy evaluation has gone through three stages: the stage of mineral deposit statistical prediction, marked by the application of probability statistics and multivariate statistics [1]. The stage of resource and energy prediction and evaluation based on the theory of seeking difference is mainly marked by the theory and method of “geological anomaly mineralization and metallogenic prediction” initiated in 1990 and “comprehensive information metallogenic prediction” [2]. In the stage of “digital ore prospecting” and resource and energy prediction and evaluation, the application of data science in mineral exploration is emphasized, and the practical problems in mineral exploration are solved by data analysis theory and method, with “triple” metallogenic prediction and resource evaluation theory and method as the main symbol [3]. The introduction of nonlinear and complexity theory and model into mineral resource evaluation is a rising research field in the world, and the representative one is the prediction theory and model of multiple formation proposed by Cheng Qiuming. In recent years, with the advent of the age of geological information, all kinds of geological data show an explosive growth trend, which brings challenges and opportunities to the development and innovation of mineral resource prediction and evaluation theories and methods. In order to solve the high dimension, high computational complexity, and uncertainty and realize multisource heterogeneous prospecting space data intelligent mining and integration, wireless sensor methods to dig deeper into the geological data, information fusion, and prediction
evaluation provide a useful tool and have become the focus in the current energy mineral resource prediction and frontier [4].

The core of mineral prediction is feature extraction and integration of geospatial data. The current research focus and frontier focus on feature extraction and integration of deep-level mineralized information. Deep mineralization information refers to the mineralization information that is difficult to be identified by traditional methods and technologies, including hidden mineralization information, deep mineralization information, and specific information extracted under complex geological background [5]. Mining and integration of deep mineralization information are the keys to successfully discover concealed ore and deep ore. In the era of big data, how to carry out deep-level mineralization information mining and integration based on a wireless sensor is the frontier field of mineral prediction [6]. Nurmaini et al. found in the study that when large sample MNIST data set was used, SVM accuracy was 0.88 and CNN accuracy was 0.98. When the small sample COREL1000 data set was used, the accuracy of SVM was 0.86 and CNN was 0.83 [7]. Aravinda and Lin proposed the 3D prediction process of deep mineral resources, namely, "geological information integration - quantitative extraction of metallogenic information - three-dimensional quantitative prediction," and studied the 3D quantitative analysis of geological body shape, quantitative extraction of ore-controlling geological factors, and three-dimensional quantitative prediction of ore bodies [8]. Siomos et al., with the application of three-dimensional comprehensive information metallogenic prediction method, carried out a case study on large-scale three-dimensional metallogenic prediction [9].

Based on this, this paper proposes a method based on a wireless sensor. Random forest has higher prediction accuracy and stability and can make energy evaluation on the importance of ore control elements. This study has successfully applied a wireless sensor to 3D mineral energy prediction, which makes a positive exploration for mineral resource prediction and evaluation in the future.

2. Mineral Resource Prediction by a Wireless Sensor

2.1. Random Forest Algorithm. Random forest is an important ensemble algorithm in the wireless sensor model. It is a combinatorial classifier composed of a decision tree classifier set proposed by Breiman in 2001 on the basis of decision tree and bagging method. The basic idea of random forest is to merge multiple unrelated decision trees together, and each tree has the same distribution [10, 11]. The classification error of the model depends on the classification ability of the decision tree and the correlation between the trees. For the classification algorithm, the new input samples are classified and predicted according to the decision tree in the forest.

2.1.1. Decision Tree. Decision tree is also a prediction model in a wireless sensor, which represents the mapping between object attributes and object values. It uses the structure of tree to divide data records into three types of nodes: root node, middle node, and leaf node. A leaf node of tree represents the record set corresponding to the leaf node of decision tree under certain conditions. The decision tree is generated by repeatedly establishing lower-level nodes in branch subsets [12]. CART is a typical binary decision tree, which can do both classification and regression. The CART algorithm uses the Gini coefficient as impurity to measure the impurity of a set sample. For a classification problem with characteristic variable \( M \), there are \( n \) samples in the training sample set \( T \); then, the Gini coefficient of the training sample set is

\[
G(T) = 1 - \sum_{i=1}^{n} p_i^2.
\]

In the formula, \( p_i \) represents the conditional probability of the occurrence of the \( i \)th category in the classification results. According to a certain classification standard \( S \) (such as \( j \) attribute values of attribute \( A \)), the sample is divided into \( K \) subsets, which are, respectively, \( T_1, T_2, \ldots, T_k \); then, the Gini coefficient of this classification is

\[
G(T, S) = \sum_{i=1}^{k} \left( \frac{n_i}{n} \right) \cdot G(T_i).
\]

The smaller the Gini coefficient is, the higher the purity of the subclass after dichotomy is, and the branching of the decision tree generated by this splitting method can represent the direct difference between different categories, because the division standard \( S \) with the minimum Gini coefficient is selected as the optimal splitting attribute and the optimal splitting node [13].

2.1.2. Bagging Method. The bagging method, also known as the self-help method, adopts equiprobabilistic random repeated sampling technique with put back to select training data to construct classifier and finally combine. In other words, every time a fixed number of samples are randomly collected from the original training set, the samples are put back and the next round of random sampling is conducted again. Since the data outside the bag does not participate in the model fitting, it can be used to estimate the classification accuracy without bias. The realization process is as follows: (1) \( T \) training samples are extracted from the original sample set \( D \) with the method of random sampling with replacement in each round, and \( n \) independent training sets are obtained through \( n \) rounds of extraction. (2) The \( N \)TH weak learner is obtained by using a training set \( D_n \) each time. (3) For the classification problem, the final strong learner can be obtained by adopting the majority voting method for the \( N \) weak learners obtained in the previous step; (4) for regression problems, the arithmetic mean of regression results is used as the final strong learner. Random forest is applied to mineral prediction, and its characteristic variables are the ore-controlling elements in the energy...
prediction model, and its classification ability is used to judge the characteristics of ore-bearing attributes [14–16].

2.2. Support Vector Machine Regression Model

2.2.1. Model Principle. Support vector machine (SVM) is based on the statistical learning theory developed wireless sensor method, it can be through the kernel function can be used to convert the actual problem to high-dimensional feature space and through the structure in the high-dimensional space linear discriminant function to realize nonlinear discriminant in the original space, usually can get global optimal solution of support vector machine (SVM). Moreover, it has good generalization ability for large volume and high-dimensional data sets. In this chapter, the principle of the SVM model is firstly described based on the classification model, and then, it is extended to regression problems. The basic principles of the SVM model are as follows:

Let me define my matrix \( m \times n \), \( X \), and my column vector \( W, Y \), where \( X \) is the input variable; \( x_i \) is the column vector: \( [x_1, x_2, x_3, \cdots, x_m]^T \); \( m \) is the sample number; \( n \) is the number of attribute features; \( W \) is the corresponding weight; and \( Y \) is the output variable.

\[
X = [x_1, x_2, x_3, \cdots, x_m],
\]

\[
Y = [y_1, y_2, y_3, \cdots, y_m],
\]

\[
W = [w_1, w_2, w_3, \cdots, w_n].
\]

The partition hyperplane in the sample space is defined by a linear equation:

\[
W^TX + b = 0.
\]

In the formula, normal vector \( W \) determines the direction of the hyperplane. The displacement term \( b \) determines the distance between the hyperplane and the origin. In this definition, the distance between any point \( x \) in the sample space and the hyperplane is

\[
r = \frac{|W^TX + b|}{||W||}.
\]

Considering the dichotomous problem, in order to obtain a good classification effect, if all samples are correctly classified, the sample points should meet the following constraints:

\[
y_i = \begin{cases} +1, & W^Tx_i + b \geq +1, \\ -1, & W^Tx_i + b \leq -1. \end{cases}
\]

The training sample point closest to the hyperplane and satisfying formula (5) is defined as the support vector; then, the sum of the distance between the two dissimilar support vectors and the hyperplane is defined as

\[
y = \frac{2}{||W||}.
\]

In the formula, \( y \) is called interval, and the support vector machine algorithm is to find the hyperplane with the maximum interval \( y \), that is, to find the model parameter \( W, b \) that satisfies the constraint of formula (5) and maximizes \( y \):

\[
\max_{W,b} \frac{2}{||W||} \text{ s.t. } y_i(W^Tx_i + b) \geq 1, \quad i = 1, 2, \cdots, m. \tag{8}
\]

Obviously, in order to maximize the interval, only maximizing \( ||W||^{-1} \) is equivalent to minimizing \( ||W||^2 \), and the relaxation factor \( \xi \) and regularization parameter \( C \) are added on this basis:

\[
\min_{w,b} \frac{1}{2} ||W||^2 + C \sum_{i=1}^{m} \xi_i s.t. \ y_i(W^Tx_i + b) \geq 1 - \xi_i, \quad i = 1, 2, \cdots, m. \tag{9}
\]

The duality problem can be obtained through the Lagrange bearing method used for (9):

\[
L(w, b, \xi, a, \mu) = \frac{1}{2} ||w||^2 + C \sum_{i=1}^{m} \xi_i - a_i (y_i(W^Tx + b) - 1 + \xi_i) - \sum \mu i. \tag{10}
\]

The support vector machine model with maximum soft interval can be obtained by solving the equation above, where the relaxation factor \( \xi \) is the classification error term. The degree of punishment for misclassification samples is controlled by regularization parameter \( C \).

The SVM classification model is extended to the regression problem, and the error function with regularization term in the linear regression model is considered:

\[
\frac{1}{2} \sum_{i=1}^{n} (h(x_n, w) - y_n)^2 + \frac{\lambda}{2} ||w||^2. \tag{11}
\]

To ensure the sparsity of the model, the quadratic error term is replaced, where \( h(x_n, w) = W^TX + b \) can obtain a new error function:

\[
\frac{1}{2} ||w||^2 + C \sum E(h(x_n, w) - y_n). \tag{12}
\]

Same as the classification model, relaxation factor \( \xi \) is introduced, where

\[
y_n \leq h(x_n, w) + \varepsilon + \xi, \\
y_n \geq h(x_n, w) - \varepsilon - \xi. \tag{13}
\]

After sorting out, the final error function of the SVM
The regression model is
\[
\frac{1}{2} \|W\|^2 + C \sum (\xi + \bar{\xi}).
\] (14)

The specific solving process of this model is the same as that of the SVM classification model.

### 3. Three-Dimensional Geological Modeling

3D geological modeling is an important basis for 3D geological mapping, deep geological survey, and large-scale 3D metallogenic prediction of key metallogenic zones and also an important way to solve some deep geological problems and study geological laws. Surpac6.3, the 3D modeling software of GEMCOM International Mining Software Co., LTD., was adopted for this 3D geological modeling based on plane geological map, borehole data, exploration line profile, and geophysical comprehensive interpretation map. The modeling data are shown in Table 1. Section modeling method was adopted to construct three-dimensional solid models of stratum, rock mass, fault, low resistivity anomaly, and ore body in the study area "vertical cube" [17]. The coordinate range of modeling in this study is 2899615~2903025 m from north to south, 792980~796250 m from east to west, and 1000~2050 m above sea level. Considering the spacing of boreholes, the spacing of geological section exploration lines, the amount of data after subdividing 3D geological solid model blocks, and the computer computing capacity, the running speed of the computer can be improved as much as possible on the premise that the size of block units can meet the calculation accuracy of 3D metallogenic prediction. Therefore, the whole solid model area was divided into blocks according to the block unit size of 25 m × 25 m × 25 m, and the total number of block units divided in the whole research area was 3,099,906. There are a large number of vein ore bodies in the study area. When dividing the whole study area with the above-mentioned unit block size, as long as ore bodies are included, they are assigned as vertical blocks of ore bodies, and there are a total of 14064 known ore bodies. It should be pointed out that it is extremely inaccurate to divide ore bodies at this scale for reserve estimation, but the block model constructed is intended to serve as positive sample markers in a wireless sensor [18, 19].

### 4. Three-Dimensional Energy Prediction

#### 4.1. Extraction of Favorable Metallogenic Information.

In the process of energy prediction, it is the prediction model that finally decides which GIS layer participates in the model operation. The prediction model is based on the prospecting model, through the cube (or grid unit) to establish the characteristic variables of different parts, and combined with the
4.2. Formation Favorable Information. Five stratigraphic units are mainly modeled in this study. The number of ore bodies contained in different stratigraphic blocks is shown in Figures 1–4. If we consider the difference of distribution range of different strata, we can use the concept of ore-bearing ratio for comparative analysis. The ore-bearing rate can be obtained by the number of ore bearing in different strata/the number of formation blocks (Figure 1). The ore-bearing rate is the highest in the lower Tiantianba Formation, followed by the upper, Xinqiao, upper and lower Tiantianba Formation of Luodang Formation. Through the statistical analysis of the above two aspects, it can be found that the main ore-bearing strata in the Hongnipo mining area are the lower member of Tiantianba Formation and the upper member of Luodang Formation.

4.3. Construct Favorable Information. The formation of Hongnipo copper deposit is closely related to regional basement faults. From the perspective of extraction of favorable metallogenic information energy, the number of fault blocks in the study area is 41462, and the number of superposition with ore bodies is 110, so the ore-bearing rate of the fault is 0.0025, reaching a certain level of ore-bearing rate. Therefore, the fault is the ore controlling factor for energy prediction. In addition, ore-forming migration channels are often characterized by fault buffer zones. In this paper, the “expansion buffer method” is used to quickly build the fault buffer of different distances and then determine the best fault buffer distance through the analysis of ore bearing. The expansion buffering method adopts the expansion algorithm in morphological analysis and applies it to the 3D block model. The size of the cube model in this study is 25 m, and one square is buffered each time, 25 m distance. The buffer of 0–N * 25 m can be obtained by N times of buffering, and the model obtained by n–1 times of buffering can be removed to achieve different grades of fracture buffer block model. Statistical results of fracture buffer in this study are shown in Figure 2. When the fracture buffer is 100 m, it is the optimal fracture buffer distance. In addition to the direct analysis of faults and their buffer zones, favorable metallogenic information can often be mined by energy analysis of the characteristic parts of faults in energy prediction.

4.4. Favorable Information of Rock Mass. In this three-dimensional geological modeling of rock mass, only gabbro and gabbro intercalated breccia are constructed, which are collectively referred to as “rock mass” in energy prediction. In the block model, the total number of rock mass is 35812, among which the number of ore-bearing blocks is 584, and the ore-bearing rate is 0.016, reaching a certain level of ore-bearing rate. Therefore, rock mass is the ore-controlling factor for energy prediction. Similarly, through statistical analysis of “expansion buffer method” in this study, when the rock mass buffer range is 50 m, the ratio of actual and theoretical ore concentration in the buffer reaches 28.993, so the rock mass buffer distance is determined to be 50 M (Figure 3).

4.5. Geophysical Favorable Information. The CSAMT method adopted in this study plays an important role in stratigraphic division, fault location, and rock mass inference. In addition, through the superposition analysis of apparent resistivity profile and known ore body, combined with the ore-controlling environment of the study area and the interpretation and inference results of each survey line, 12 middle-low resistivity abnormal areas are delineated on 12 comprehensive interpretation profiles, and then, three-dimensional reconstruction is carried out to form mineralized abnormal bodies. The total number of vertical blocks of abnormal mineralized bodies is 32033, including 1407 ore blocks, and the ore-bearing rate is 0.044. Since the apparent resistivity is continuous and the medium and low resistivity are defined as relative regions, information leakage can be reduced as much as possible by making buffers. The
expansion buffer method was adopted to analyze the ore-bearing rate under different buffer zones, and the optimal buffer distance was determined to be 50 m (Figure 4). Based on the above extraction of metallogenic information and combined with the regional mineral characteristics of the study area, the three-dimensional energy prediction model of copper mine is formed (Table 2), as shown in Table 2.

4.6. Classification of Ore-Forming Energy. The ore-forming energy anomalies delineated in the study area are classified according to the following principles:

(1) There should be 3 or more geochemical sampling points within the anomaly.

(2) For small anomalies with sampling points less than 3, if they belong to the same third-order catchment basin, several small anomaly groups with the same anomaly source can be divided into one anomaly according to the drainage distribution and the relationship between sampling points.

(3) The anomaly numbers are individually numbered according to the four geochemical subzones, in the form of \(^{E3-2}\), where \(E\) represents the comprehensive anomaly of metallogenic energy, 3 represents geochemical partition, and 2 is the sequence number of the anomaly.

Table 2: Quantitative prediction model of copper mine.

| Types of ore deposits          | Ore-controlling factors | Element type         | Characteristics of the variable | The eigenvalue         |
|-------------------------------|-------------------------|----------------------|---------------------------------|-----------------------|
| Volcanic sedimentary         |                         |                      |                                 |                       |
| metamorphism                  |                         |                      |                                 |                       |
| Type E copper (iron) ore      |                         |                      |                                 |                       |
| Formation                     | Ore formation           |                      | A natural dam group             | A natural dam group   |
|                               | Ore-controlling fracture|                      | The new bridge group            | The new bridge group  |
|                               | Fracture zone           |                      | Fall dang group                 | Fall dang group       |
|                               |                         |                      | Basement faults                 |                       |
|                               |                         |                      | Rupture zone                    |                       |
|                               |                         |                      | Azimuth anomaly                 |                       |
|                               |                         |                      | Structural isodensity           |                       |
|                               |                         |                      | Degree of central symmetry      |                       |
|                               |                         |                      | Structural frequency            |                       |
|                               | Tectonic site           |                      |                                 |                       |
| Rock mass                     | Rock contact zone       |                      | Rock buffer zone                | Buffer 50 m           |
|                               | Favorable rock          |                      | Rock mass differentiation       | (0.07, 3.04)          |
|                               | characteristics         |                      |                                 |                       |
|                               | Abnormal apparent resistivity |              | CSAMT abnormal                  | Low resistivity abnormal body |
|                               |                         |                      | CSAMT exception buffer          | Buffer 50 m           |

5. Conclusions

In this study, a machine learn-based study on geological and mineral energy and mineral energy classification was proposed, and a three-dimensional geological entity model was constructed. After the cube of the entity model, the three-dimensional quantitative prediction model of the study was determined through the extraction of metallogenic information. Under the guidance of the quantitative prediction model, the wireless sensor algorithm was used to carry out the 3D quantitative prediction based on the wireless sensor algorithm. The training accuracy of the model and the test accuracy of the model were over 96%, which proved the accuracy of the RF model construction and achieved satisfactory results. In this study, a wireless sensor is successfully applied to 3D mineral energy prediction, which makes a positive exploration for mineral resource prediction and evaluation in the future. Finally, the prediction of mineral resource energy based on a wireless sensor is an important trend of future development.
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