Analysis of point-contact models of the bounce of a hard spinning ball on a compliant frictional surface.
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Abstract

Inspired by the turf-ball interaction in golf, this paper seeks to understand the bounce of a ball that can be modelled as a rigid sphere and the surface as supplying an elasto-plastic contact force in addition to Coulomb friction. A general formulation is proposed that models the finite time interval of bounce from touch-down to lift-off. Key to the analysis is understanding transitions between slip and roll during the bounce. Starting from the rigid-body limit with an energetic or Poisson coefficient of restitution, it is shown that slip reversal during the contact phase cannot be captured in this case, which result generalises to the case of pure normal compliance. Yet, the introduction of linear tangential stiffness and damping, does enable slip reversal. This result is extended to general weakly nonlinear normal and tangential compliance. An analysis using Filippov theory of piecewise-smooth systems leads to an argument in a natural limit that lift-off while rolling is non-generic and that almost all trajectories that lift off, do so under slip conditions. Moreover, there is a codimension-one surface in the space of incoming velocity and spin which divides balls that lift off with backspin from those that lift off with topspin. The results are compared with recent experimental measurements on golf ball bounce and the theory is shown to capture the main features of the data.
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1 Introduction

Golf is a highly technical sport with large amounts of sponsorship and prize money. Yet, until relatively recently there have been relatively few academic studies on the dynamics of a golf ball.

Those studies which do exist tend to focus on club-ball interaction and on the aerodynamic properties of the ball in flight. Perhaps the most influential work is the paper by Quintavalla [31], which provides a practical, parametrised model for the flight of a golf ball. Backed by a physical principles, the model relies on relatively few input parameters, such as lift and drag coefficients. The ease with which these can be estimated from experimental campaigns, have made the model one of the most well-known and commonly used in the field, both by manufacturers and legislators of the game of golf, and has enabled this mathematical model to define industry standards.

Following its flight however, a golf ball will bounce, perhaps several times, then typically roll, before coming to rest. Surprisingly little has been established for this bounce and roll phase. One of the difficulties is that while the launch conditions of a golf shot are typically well controlled, those of its landing are not. There are many variables both related to the surface and viscoelastic properties of the turf, as well the spin and velocity of the ball upon first landing.

Current literature on ball bounce tends to focus on cases where a deformable ball bounces on a rigid surface – see for example [16, 8, 10, 13, 20]. The results of such studies are more applicable to sports such as tennis, cricket or football, but less is known for the case of an almost rigid ball bouncing on a compliant surface, the type of bounce most commonly observed in golf.
One of the most comprehensive studies of golf ball-turf interaction was that of Haake \cite{21}, with the aim of identifying apparatus for a quantitative classification of golf turf. A number of models of bounce were also considered as part of that investigation, involving nonsmooth transitions between contact and non-contact phases, and also between slip and stiction. However, the models contained a wide range of parameters that would be hard to measure in the field, thus limiting their predictive power. A limited experimental data set was available at the time and as such the model never became widely verified and used.

Based on the same data set as Haake, a new study by Penner \cite{29} introduced an idea where the multiple forces acting on the ball’s surface during a compliant bounce are summed to a single force acting at a point at an angle. Penner thus suggested that a compliant bounce can be modelled as a rigid bounce (as defined in \cite{16}) against an inclined surface. This appeared to agree with the limited data set available, but appears to be too simplistic for a wider range of initial conditions.

Another study looking at golf ball bounce was presented by Cross in \cite{14} and models the bounce using a generalisation of the concept of Newtonian rigid impact to include a tangential coefficient of restitution (see also \cite{32}). Such a phenomenological coefficient can be fit to data and is said to allow for backwards bounce, but there is little physics incorporated into such a parameter and it cannot be used to predict \textit{a priori} what happens at the transition between roll and slip occur during a bounce. Once again, the theoretical result is backed by a limited set of experimental data.

Although each of the studies considered and explained a wide range of behaviours seen in golf (such as spin reversal) the lack of experimental validation or sound physical background leaves a gap in the applicability of the models. We thus seek a model that can be physically valid, can be described using a minimal number of parameters, and can be verified experimentally.

The key issue seems to be to understand possible transitions between slip and roll during the bounce. Such an approach requires the definition of a dry friction model; which can be a painful process to match to data – a central problem in the field of tribology \cite{3}. Common dry friction models include the simple Coulomb model, or its generalisation to models such as those due to Stribeck \cite{22}, LuGre \cite{17}, Dahl \cite{15}. The state of the art seems to be so-called rate-and-state friction which includes effects of slow creep and pre-slip through an auxiliary state variable that tries to capture the deformation of surface asperities; see e.g. \cite{30} and references therein. Fitting such models’ parameters to data can be crucial during sustained contact motion. However, in this work, we shall stick to the simple Coulomb model, as what seems to be important is understanding the nature of the transition between slip and stick (roll) during a rapid bounce. Also, we shall allow for a change in the nature of the surface during the bounce through the tangential compliance of the surface, rather than through more complex friction laws. We shall also allow for quite general forms of coupling between tangential and normal compliance, as in \cite{23} under certain natural scaling hypotheses on the relative size of normal and tangential forces.

Figure 1: A combination of frames from a recorded high-speed video of a ball bounce.
Modelling processes with rigid bounce and Coulomb friction can be a complex process and is known to lead to several different inconsistencies that are loosely termed the Painlevé paradox [11, 26, 28]. However, such paradoxes only occur for slender objects (where there is a sufficiently large coupling between normal and tangential degrees of freedom at contact) and do not come into play in this work. As we shall see, though, there are a range of finite-time singularities that are inherent in nonsmooth frictional contact problems associated with transitions between stick and slip, as are inherent in this work. These can be understood in terms of the theory of Filippov systems, see [18, 5, 25] and references therein.

In this paper we analyse the behaviour of a spinning uniform sphere as it bounces off a generic nonlinear compliant surface. Although applicable to a wide range of problems, our physical constraints and intuition will be directed here by the example of a golf ball bouncing. The key question we want to address is whether, under parsimonious assumptions about the nature of the surface presented in detail in Sec. 4, equations (30)-(34), a ball that enters a bounce spinning and subsequently grips the surface and enters a roll phase during the bounce, will lift off rolling or will lift off with reverse spin.

The rest of the paper is outlined as follows. We begin in Section 2 with a summary of the problem and present some experimental observations the details of which will be presented elsewhere. We show how a purely rigid-bounce model cannot account for what is observed, in which the ball is found to lift off with either topspin or backspin, but rarely, if ever, in a state of rolling. An improved model is presented in Section 3 which captures the finite time of contact and allows for linear visco-elastic behaviour in both the normal and tangential degrees of freedom. It is shown that such a model gives the correct qualitative behaviour. Section 4 then presents a generalised visco-elastic model, that allows for nonlinearity and coupling between normal and tangential degrees of freedom. We analyse the critical transition between topspin and backspin at lift-off and show that this represents a so-called two-fold singularity within the Filippov systems. We conclude that, in the natural limit of a small ratio between tangential and normal stiffness, the lift-off with rolling represents the codimension-one manifold of trajectories that passes through the singularity. Moreover, this manifold separates two open sets of initial conditions that enter a rolling state at some stage during the bounce, yet lift off with topspin, or with backspin. Section 5 contains conclusions and discusses open problems.

## 2 Preliminaries

Throughout this paper, we consider an isotopic rigid sphere of uniform density that is free to rotate about an axis through its centre and is moving in a plane that is perpendicular to its axis of rotation. The coordinates of the centre of mass of the ball will be denoted by \((x, y)\) and we denote its angular speed as \(\omega\). It is assumed for simplicity that there is a single point of contact between the ball and a compliant surface. The contact force acting on the ball can be decomposed into the normal and tangential components, denoted by \(\lambda_N\) and \(\lambda_T\) respectively. See Figure 2 for an illustration.

![Figure 2: Setting of the notation used.](image-url)

We shall consider different models for the visco-elastic compliance of the surface, starting from the
Table 1: Range of initial conditions used in the experimental campaigns. For nondimensionalisation of data see the main text.

|                | Astroturf          | Real turf          |
|----------------|--------------------|--------------------|
|                | Dimensional range  | Dimensionless range| Dimensional range  | Dimensionless range|
| \( \dot{x}_0 \) | (1.53, 38.6) [m s\(^{-1}\)] | (71.1, 1810) | (0.0171, 36.8) [m s\(^{-1}\)] | (0.801, 1720) |
| \( \dot{y}_0 \) | (−36.4, −4.61) [m s\(^{-1}\)] | (−1710, −216) | (−33.0, −2.14) [m s\(^{-1}\)] | (−1550, −101) |
| \( \omega_0 \) | (−4550, 1040) [rpm] | (−477, 1090) | (−3880, 1090) [rpm] | (−407, 1140) |

simplest models of finite-time impact with friction \cite{33}, to those that allow for a finite time interval of contact from impact to lift off, under assumptions about the visco-elastic properties of the surface. To establish some notation, we shall choose an origin of co-ordinates so that at the moment of impact, the ball is at the origin, so that \((x_0, y_0) = (0, 0)\) and is travelling with initial horizontal velocity \(\dot{x}_0\) and vertical velocity \(\dot{y}_0 < 0\). We shall henceforth choose a length scale such that the ball has unit radius \(R = 1\). Similarly, the spin in the plane of motion at impact is denoted by \(\omega_0\), which can either be positive (counter-clockwise rotation, or \text{backspin}) or negative (clockwise rotation, or \text{topspin}). This quantity will always be expressed in rad s\(^{-1}\). In this study the ball is modelled as a rigid sphere.

2.1 Experimental observations

The main motivation for this paper is the recent set of experimental measurements obtained on golf ball bounce, the details of which are presented in the companion paper \cite{7}. Using a bespoke launcher, golf balls with a wide variety of incoming velocities and spins were launched at two different surfaces: an artificial turf and a well-maintained teeing turf. The results were captured using high-speed photography at frame rates of up to 10,000 frames per second. Figure 1 shows an example field of view. Automatic image processing enabled accurate measurement of time series of velocities and spin within the plane of the ball’s motion. In all cases it was found that the ball remained in contact with the surface for a finite amount of time, during which clear deformation of the ground could be seen, by noting that the position of the top of the ball fell and then rose. The range of initial conditions covered by the experimental campaign can be seen in Table 1, and its visual representation is given in Figure 3.

![Figure 3](image-url)

Figure 3: An overview of the span of the initial condition space. Note that data is dimensionless here \((R = 1)\). (a) Initial conditions obtained for the testing of artificial turf; (b) Initial conditions obtained for the teeing turf.

Figure 4 presents just one aspect of the data, namely the relation between the incoming and outgoing relative tangential velocity \(H(t)\) between the ball and the surface at the start and the end of the bounce. The results are presented using the notation of Sec. 4 below, where (recalling that we rescale length so that
We have that

\[ H(t) = \dot{x}(t) + \omega(t). \]

(1)

We also use the notation \( H_0 = \dot{x}_0 + \omega_0 \) to denote the tangential velocity component at the moment of impact and \( H_F = \dot{x}_F + \omega_F \) at the moment of lift off.

![Figure 4: Scatter of the experimental results of tangential velocity at lift off versus tangential velocity at first contact; (a) using artificial turf, (b) using fairway turf.](image)

We observe that for both the synthetic and actual turf, the data falls roughly into two classes. For one class, the tangential velocity at lift off is large and positive. Further examination of the data reveal that these cases correspond to trajectories that land with a large amount of backspin (that is, a large positive angular velocity), slip throughout the bounce impact, and lift off with a reduced amount of backspin. Another somewhat larger class of samples, appear to lift off with small negative relative velocity. Analysis of the trajectories show that these trajectories typically enter with a small amount of backspin, no spin or topspin but lift off with a small amount of topspin. In particular, there is little evidence of balls lifting off rolling, that is with the relative tangential velocity being zero. Examples of the raw time-series data for each of the two cases are illustrated in Figure 5. Note how the changes during the bounce are not recorded, as the ball is not fully visible in that phase due its immersion within the surface.

![Figure 5: Changes in the (non-dimensional) velocities before and after the bounce. (a) High tangential velocity at lift off. (b) Negative tangential velocity at lift off. All data gathered from the experimental session using teeing turf. Colours blue, red, orange and green represent vertical, horizontal, angular and tangential velocities respectively.](image)
2.2 Rigid impact with friction

Let us first look at the case of a purely rigid bounce, that is where the rigid ball bounces off a rigid surface subject to Coulomb friction. During the bounce normal force due to the contact, gravity and tangential force due to Coulomb friction act on the body, yielding the equations of motion

\[
\ddot{x} = \lambda_T, \quad \ddot{y} = \lambda_N - g, \quad \dot{\omega} = \frac{5}{2} \lambda_T. \quad (2)
\]

Many authors have considered impact problems of this type and results typically only differ by the assumptions made about how to capture energy loss through a coefficient of friction; see e.g. [9] and references therein.

Here we follow the approach used in [33] where the impact is assumed to last an infinitesimal amount of time and the contact forces are assumed to be $\delta$-function-like distributions. An important part of the process is to model transitions between roll and slip during the infinitesimal time of impact. This can lead to subtle effects if the impacting body is slender [27]. In the case of sphere, however, the implementation of an analogue to the single degree-of-freedom coefficient of restitution is straightforward and most methods lead to the same answer [4]. In particular here we assume, given the landing normal velocity $\dot{y}_0$, that lift-off is deemed to occur when the ball reaches a normal velocity $\dot{y}_F = -r \dot{y}_0$, where $r$ is called a kinematic coefficient of restitution. For simplicity, we assume $r$ is constant (although note the empirical studies [29, 32] which suggests golf turf may be modelled by a velocity-dependent coefficient of restitution). We are concerned about the dynamics of the point of contact, at which we can write the tangential and normal velocities as

\[
v = [v_Y, v_N]^T = [\dot{x} + \omega, \dot{y}]^T,\]

so that

\[
\frac{dv}{dt} = \begin{bmatrix} \frac{7}{2} & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \lambda_T \\ \lambda_N \end{bmatrix} = m^{-1} \lambda, \quad (4)
\]

where $\lambda$ is the vector of contact forces and $m^{-1}$ can be thought of as the inverse of the mass matrix in the “coordinate system” of $(v_T, v_N)$.

Let us denote by $t = t_0$ the time at which the impact is initiated. The subscript 0 will denote evaluation of other quantities at the time impulse

\[
\begin{equation}
\frac{dv}{dt} = m^{-1} \lambda + O(\varepsilon).
\end{equation}
\]

We now follow the idea introduced by Stronge in [33], where we replace our independent time variable by the new one, namely the normal impulse

\[
n = \int \lambda_N dt,
\]

which is a strictly increasing function of $\tilde{t}$. Dropping the tilde (for simplicity of notation) and ignoring terms $O(\varepsilon)$ we now have, with respect to the new independent variable,

\[
\frac{dv}{dn} = \frac{1}{\lambda_N} m^{-1} \lambda = \begin{bmatrix} \frac{7}{2} \lambda_T \\ \frac{2}{\lambda_N} \lambda_N \end{bmatrix}.\]

During the slipping phase of the motion $\lambda_T = -\text{sign}(v_T) \mu \lambda_N$, where $\mu$ is the coefficient of friction. Substituting this into Equation (7) and rearranging the derivatives to eliminate $n$ we have that during the slipping phase of the rigid bounce

\[
\frac{dv_T}{dv_N} = \pm \frac{7}{2} \mu. \quad (8)
\]

However, defining the tangential force during the roll needs a bit more care. We note that during the roll $v_T = \dot{x} + \omega = 0$ and thus it must also be true that $\ddot{x} + \dot{\omega} = \lambda_T + \frac{5}{2} \lambda_T = \frac{7}{2} \lambda_T = 0$. This in turns requires
\( \lambda_T = 0 \) during the roll, which implies that once the ball enters rolling, it may never leave it, and during the roll. Combined with Equation (7) we have for the rolling stage of the bounce

\[
\frac{dv_T}{dv_N} = 0. 
\] (9)

With these equations it is straightforward to work out conditions under which \( v_N \) and \( v_T \) vary, which can be expressed graphically using the method presented in [27], see in Figure 6. In particular, we distinguish between three cases in the space of initial conditions \((\dot{x}_0, \dot{y}_0, \omega_0)\):

**Case I:** the ball will slip through the impact (case \( I_{\pm} \)) if

\[
\left| \frac{\dot{x}_0 + \omega_0}{\dot{y}_0} \right| > \frac{7}{2}\mu (1 + r);
\]

**Case II:** the ball will enter the roll in the restitution phase (case \( II_{\pm} \)) if

\[
\frac{7}{2}\mu < \left| \frac{\dot{x}_0 + \omega_0}{\dot{y}_0} \right| < \frac{7}{2}\mu (1 + r);
\]

**Case III:** the ball will enter the roll in the compression phase (case \( III_{\pm} \)) if

\[
\left| \frac{\dot{x}_0 + \omega_0}{\dot{y}_0} \right| < \frac{7}{2}\mu.
\]

Note that none of the cases allows the ball to enter slipping once it has begun to roll during the bounce. This contravenes what we saw in the experimental data. Specifically, if we consider balls entering bounce with \( v_T > 0 \) then, this theory allows lift-off from bounce to occur either in forward slip (\( v_T > 0 \)) or in roll (\( v_T = 0 \)); there is no initial condition that leads to ‘spin reversal’ during bounce. (Note though that this observation that this does not actually preclude a ‘backwards bounce’ because with high backspin a ball that has \( v_T = 0 \) would lift off with \( \dot{x} < 0 \)).

Note that the absence of spin reversal also occurs if we introduce normal compliance into the theory, so that the bounce occupies a short \( O(\varepsilon) \) period of time, while keeping the Coulomb friction assumption in the tangential direction. For example, a straightforward calculation (see [6] for details) can be performed assuming a Kelvin-Voigt-like model of a spring and damper connected in parallel. Assuming the stiffness of the spring to be \( 1/\varepsilon \) and the damping parameter of the dashpot to be \( d/\varepsilon \), where \( d \) is a damping ratio, then one obtains the same conclusion about the absence of spin reversal. In particular, in the limit \( \varepsilon \to 0 \), with \( d < \frac{1}{2} \) (to assure the underdamped solution), one recovers the rigid bounce theory, with the coefficient of restitution

\[
r \sim \exp \left[ -\frac{\pi}{2} d + \frac{1}{2} d^2 + O(d^3) \right] + O(\varepsilon). \] (10)

More generally, it is clear that in order to observe spin reversal in a simple point-contact model, a more complex model of the mechanics in the tangential degree of freedom is required.

### 3 Linear elasto-plastic model

Let us now consider a model where the ball remains rigid as before, but compliance in both horizontal and vertical directions can be observed. As depicted in Figure 7 the elasto-plastic behaviour is assumed to follow one of a spring and damper connected in parallel, known in the literature as the Kelvin-Voigt model, see e.g. [19]. The dynamics between the normal and vertical directions is decoupled, and it is assumed that the ball is in contact with the surface at a single point only, where the normal and tangential forces again follow the Coulomb friction law. The equations of motion for such a system can be written in dimensionless form

\[
\ddot{x} + \frac{2d_1}{\varepsilon_1} \dot{x} + \frac{1}{\varepsilon_1^2} x = \lambda_T,
\]
\[
\ddot{y} + \frac{2d_2}{\varepsilon_2} \dot{y} + \frac{1}{\varepsilon_2^2} y = -g,
\]
\[
\dot{\omega} = \frac{5}{2} \lambda_T.
\] (11)
The start of the impact is denoted with solid black dot, and the end is denoted with a white rhombus. We differentiate between cases of slip throughout the impact (I±) and slip followed by stick in the restitution (II±) or compression (III±) phase. Here \( g \) is the acceleration due to gravity, \( \varepsilon_{1,2} \) are the stiffness ratios in horizontal and vertical directions and \( d_{1,2} \) are the damping ratios in the respective directions. Note the scaling that \( \varepsilon_{1,2} \ll 1 \) is consistent with a time scale in which the bounce take places over a rapid time scale, and passing to the limit \( \varepsilon_{1,2} \to 0 \) will result in a rigid model with a horizontal and vertical coefficients of restitution (determined by the damping ratios \( d_{1,2} \), provided that \( d_{1,2} < 1 \) so that the system is underdamped. In particular, we will assume \( d_2 < 1 \), which will insure that a ball coming into contact with the ground with \( \dot{y}_0 < 0 \) will lift-off at some later time with \( \dot{y}_F > 0 \).

Specifically, we can readily compute that the ball will remain in contact with the compliant surface for as long as

\[
\lambda_N = -\frac{2d_2}{\varepsilon_2} \dot{y} - \frac{1}{\varepsilon_2^2} y - g > 0
\]

and will lift off when \( \lambda_N = 0 \)

Returning to the physical motivation of golf-ball turf interaction, in addition to the scaling that \( \varepsilon_{1,2} \ll 1 \), we shall additionally assume that \( \varepsilon_1 \ll \varepsilon_2 \). Such a scaling implies that there is far greater compliance in the normal direction than the tangential. That this is a natural assumption can be understood by briefly considering instead the motion that would occur if \( \varepsilon_1 = \varepsilon_2 \), so that the stiffness experience is isotropic. In that case, in the absence of spin or damping, and assuming \( \dot{x} \) a ball with inbound angle \( \phi = \arctan(\dot{x}, \dot{y}) \)
would move along a straight line in the \((x,y)\)-plane and would lift-off with angle \(\phi + \pi\). This is not how turf behaves. Instead, observational data suggest that such a ball would lift with outbound angle close to \(-\phi\).

With such scaling, it is useful to introduce a new time rescaling

\[
\tau = \varepsilon_2^{-1} t = \mathcal{O}(1)
\]

and a dimensionless parameter

\[
\eta = \varepsilon_2/\varepsilon_1 \ll 1.
\]

The equations of motion can now be written in the dimensionless form

\[
X'' + 2d_1\eta X' + \eta^2 X = \Lambda_T, \\
Y'' + 2d_2 Y' + Y = -\varepsilon_2^2 g, \\
\Omega' = \frac{5}{2} \Lambda_T,
\]

where \(X(\tau) = x(t)\), \(Y(\tau) = y(t)\), \(\Omega(\tau) = \omega(t)\), \(\Lambda_T = \varepsilon_2^{-2} \lambda_T\), and a prime represents differentiation with respect to \(\tau\). We also define \(\Lambda_N = \varepsilon_2^{-2} \lambda_N\), that is

\[
\Lambda_N = -2d_2 Y' - Y - \varepsilon_2^2 g > 0.
\]

The Coulomb friction law (in the new variables) dictates that for \(|\Lambda_T| = \mu \Lambda_N\) the ball slips on the surface. However, greater care is needed for the rolling motion, that is when \(|\Lambda_T| = \mu \Lambda_N\).

### 3.1 Defining rolling; a Filippov formulation

To consider what happens during rolling, it is useful to model the system as a Filippov System \([5, 18, 25]\). That is, with \(\Lambda_T\) well defined for the cases of slip, we note that the equations (15) can be written in the form

\[
p' = \begin{cases} F_1(p) & \text{if } H(p) > 0, \\ F_2(p) & \text{if } H(p) < 0, \end{cases}
\]

where \(p\) is the vector of state variables. Specifically, we have

\[
p = [X, X', Y, Y', \Omega]^	op
\]

and the smooth function

\[
H(p) = X' + \Omega.
\]

In 1988 Filippov \([18]\) proposed a consistent method of defining dynamics along the surface of discontinuity \(\{H(p) = 0\}\) in which a new vector field is introduced

\[
F_s(p) = (1 - \alpha) F_1(p) + \alpha F_2(p) \quad \text{when } H(p) = 0,
\]

where \(\alpha \in [0,1]\). That is, the vector field along the discontinuity surface is the unique convex linear combination of the two neighbouring vector fields, such that the resulting vector lies along the discontinuity. The vector field \(F_s\) in our system would define rolling, but confusingly, in deference to control applications, in Filippov systems \(F_s\) is termed the sliding vector field.

A ‘sliding’ trajectory is allowed to leave the surface of discontinuity when either \(\alpha = 0\) (therefore leaving into the region \(H(p) > 0\) where vector field \(F_1\) applies) or when \(\alpha = 1\) (where \(F_2\) applies). At the same time, \(\alpha\) can be explicitly calculated during the sliding motion by making that the assumption that the vector field must be orthogonal to \(\nabla H\). Thus, we have

\[
\alpha(p) = \frac{F_1(p) \cdot \nabla H}{(F_1(p) - F_2(p)) \cdot \nabla H}.
\]

9
Figure 8: Definition of the sliding dynamics — the discontinuity surface is denoted here with a plane \( H(p) = 0 \), the dynamics according to the two vector fields \( F_1 \) and \( F_2 \) are denoted with red and green arrows (above and below the discontinuity surface). Their convex linear combination lies along the dashed line, and we chose the unique solution that also aligns with the sliding surface.

### 3.2 Analysis of roll, slip and lift-off transitions

Having now defined the dynamics fully to be

\[
p'(p) = \begin{cases} 
   F_1(p) & \text{if } H(p) > 0, \\
   F_s(p) & \text{if } H(p) = 0, \\
   F_2(p) & \text{if } H(p) < 0,
\end{cases}
\]

(22)

with \( F_s \) specified in Equation (20), we can consider different cases of dynamics during the bounce. We represent possible geometries in Figure 9. In it we note that a ball can either slip throughout the bounce (either forward slip with \( H(p) > 0 \) or negative slip with \( H(p) < 0 \)) or can at some time \( t \) begin to roll (that is, the dynamics evolves along the discontinuity set where \( H(p) = 0 \)).

Let us now direct our attention to the latter of the presented cases, that is when the ball is rolling and in particular, we shall study how exiting such state is possible. As discussed before, exiting will be dependent on the value of the function \( \alpha(p) \), which for our system is explicitly calculated to be

\[
\alpha(p) = \frac{7\mu (2d_2Y' + Y) - 4d_1\eta X' - \eta^2 X}{7\mu (2d_2Y' + Y)} + \mathcal{O}(\varepsilon^2).
\]

(23)

We now analyse the transitions between rolling and slipping.

Suppose, for definiteness, that a trajectory along the discontinuity surface \( H(p) = 0 \) reaches a point \( p_1 \) where \( F_1(p_1) \cdot \nabla H = 0 \). That means that the sliding field definition is equal to the vector field \( F_1 \) at this point. Moreover, as dictated by (21), the trajectory should leave the surface into the half-space \( H(p_1) > 0 \).

Such a trajectory leaving the discontinuity surface must be tangent to \( H(p_1) = 0 \), therefore we have

\[
F_1(p_1) \cdot \nabla H = -2d_1\eta X' - \eta^2 X + \frac{7}{2} \mu [2d_2Y' + Y + \varepsilon^2g] = 0.
\]

(24)

Notice that the term \( 2d_2Y' + Y + \varepsilon^2g \) is in fact the \(-\Lambda_N\), given by (16) and thus remain negative throughout the bounce. On the other hand, in order to balance the first two terms on the right-hand side of (24), at \( p_1 \) we must have that \( \Lambda_N = \mathcal{O}(\eta) \ll 1 \).

Given this information, let us now consider the possible signs of the state variables at \( p_1 \). The bounce is initiated at \( Y = 0 \) and \( Y \leq 0 \) throughout the bounce. Suppose that at \( Y' < 0 \) at \( p_1 \), so that we are in the downwards (compression) phase of the bounce. Then since \( \Lambda_N = \mathcal{O}(\eta) \) and \( Y < 0 \) it must follow that both \( Y, Y' = \mathcal{O}(\eta) \) at \( p_1 \). \( Y \) being small means we must be close to the time of initiation of bounce. However, initially \( Y'(0) = \mathcal{O}(1) \) which gives a contradiction. Thus, we must have that \( Y' > 0 \) at \( p_1 \). That is, the transition from roll into slip can only happen during the upward (restitution) phase of the bounce.
Figure 9: Possible trajectories during the generic elasto-plastic bounce (in reduced geometry). The grey plane represents the lift off condition, the dotted plane is the codimension-1 discontinuity, the solid black curves represent surfaces where $F_1 \cdot \nabla = 0$ and $F_2 \cdot \nabla = 0$, which corresponds to the surfaces where a trajectory leaves the surface of discontinuity and enters either $F_1$ or $F_2$ (respectively). Point $s$ is an intersection of the two switching surfaces (known as a two-fold bifurcation point [24]) and lies on the lift off plane as well.

Red trajectory (a): The ball goes through the bounce with positive slip only ($H(p) > 0$). The bounce is terminated by the intersection with the grey plane, which represents the lift off condition.

Blue trajectory (b): The ball goes through the bounce with negative slip only ($H(p) < 0$). The bounce is terminated by the intersection with the grey plane, which represents the lift off condition.

Green trajectories (c-d): The ball enters the bounce with positive or negative slip (respectively) and eventually reaches the system discontinuity by entering roll ($H(p) = 0$). The bounce dynamics continue along the surface of discontinuity and are to be determined in the next sections.
Next, let us compute the second directional derivative at such a point $p_1$. We obtain

\[
\begin{align*}
(F_1(p_1) \cdot \nabla)^2 H &= \frac{7}{2} \mu Y'' + (7d_2 + 2d_1 \eta) \left[ -2d_2 Y'' - Y - \varepsilon_2^2 g \right] + \mathcal{O}(\eta^2) \\
&= \frac{7}{2} \mu Y'' + (7d_2 + 2d_1 \eta) \Lambda_N + \mathcal{O}(\eta^2).
\end{align*}
\]

Now, the above argument shows that both of the terms on the right-hand side of (25) are positive. Thus $(F_1(p_1) \cdot \nabla)^2 H > 0$, which confirms that the ball will leave the rolling region consistently into the $F_1$ region. 

We can similarly analyse the case where the ball transitions from rolling to slipping via the sliding flow becoming tangent to the vector field $F_2$ at some point $p = p_2$. We now have

\[
F_2(p_2) \cdot \nabla H = -2d_1 \eta X' - \eta^2 X - \frac{7}{2} \mu \left[ 2d_2 Y' + Y + \varepsilon_2^2 g \right] = 0,
\]

As before, we see that such a point can only occur if $\Lambda_N = \mathcal{O}(\eta)$. A similar argument shows that $Y'' > 0$ at any such point $p_2$. The argument then follows as before. The second directional derivative at the switching point will thus be negative, once again confirming consistency of Filippov’s theory.

The key question for final consideration is whether the ball can lift off (that is, reach the termination point of bounce) while rolling. For that to be the case, we would need $\Lambda_N = 0$ as the lift off condition, but thus also $\Lambda_T = 0$, which can be thought of as $F_s$ being tangent to $F_1$ and $F_2$ simultaneously. Considering the form of the function $\alpha(p)$ we would have that precisely at lift off we must simultaneously satisfy the two conditions

\[4d_1 \eta X' + \eta^2 X = 0 \quad \text{and} \quad 2d_2 Y' + Y + \varepsilon_2^2 g = 0,
\]

which imposes an additional constraint on the initial-value problem. Thus there will be at most a codimension-one surface in the space of initial conditions for which both conditions can be simultaneously satisfied and lift off with rolling would occur with probability zero. However, to make this statement more precise requires a proper analysis of the singularity where $F_s$ is simultaneously tangent to $F_1$ and $F_2$, because it is possible that the point satisfying (27) could be an attractor for sliding initial conditions. Such an analysis forms the subject of the next section.

Briefly though, Figure 10 shows a numerical verification that lift-off with roll seems to not be an attractor in this case. Here trajectory (A) with initial conditions $p_0 = [0.3543, -0.1603128, -0.1608, 3.4739, 0.1603128]^T$ is the trajectory which leaves the bounce within the friction cone, thus rolling. Initial conditions of trajectory (A) is perturbed slightly and gives rise to trajectories (B) and (C), which lift off on the boundary of the slipping cone, therefore slipping. (b) Tangential velocities of each of the trajectories. Note how trajectories (B) and (C) enter slipping motion (non-zero tangential velocity $H$) shortly before lift-off.

![Figure 10](image-url)

Figure 10: Numerical results for the system (15) for $\mu = 0.3$, with three different initial conditions; (a) projected onto the friction cone $(\lambda_T, \lambda_N)$ and as slip velocity $H$ as a function of time. See text for details.
Thus we have found precisely the opposite conclusion from the rigid impact model in Section 2.2, namely that an introduction of even minimal, compliance in the normal direction causes the ball to always lift off slipping. That is, despite a transition to roll during the bounce, with probability zero does does the ball lift off rolling. This conclusion appears to be consistent with the experimental data, but it would be useful to check whether it is an artefact of the specific linear Kelvin-Voigt model we have chosen.

4 A generalised elasto-plastic model

To test the generality of our findings to refinements in the surface model, we now consider a generalisation of the model form the previous section by posing equations of motion of the form

\[
\ddot{x} + u(x, \dot{x}, y, \dot{y}, \omega) \dot{x} + z(x, \dot{x}, y, \dot{y}, \omega) x = \lambda_T, \\
\ddot{y} + d(y, \dot{y}) \dot{y} + k(y, \dot{y}) y = -g, \\
\dot{\omega} = \frac{5}{2} \lambda_T,
\]

where \(u, z, d, k\) are general, possibly nonlinear, functions, \(g\) is the acceleration due to gravity and all other variables have the same meaning as before. Note this model allows for nonlinear, and velocity dependent stiffness and damping coefficients, as well dependence of the tangential mechanics on depth, spin and normal velocity. We will however impose some asymptotic constraints on the functions \(u, z, d\) and \(k\) in the course of our theory (see equations (30)-(34) below).

Under our assumption of a point of contact, we assume that the frictional contact between the ball and the surface can be modelled according to the Coulomb friction law, that is

\[|\lambda_T| = \mu \lambda_N = \mu (-d(y, \dot{y}) \dot{y} - k(y, \dot{y}) y - g)\]
during slipping and

\[|\lambda_T| < \mu \lambda_N = \mu (-d(y, \dot{y}) \dot{y} - k(y, \dot{y}) y - g)\]
when the ball is rolling (sticking), where \(\mu\) is the coefficient of friction.

The ball will remain in contact with the surface until normal forces due to the mechanism are balanced by those due to gravity, that is when

\[\lambda_N = -d(y, \dot{y}) \dot{y} - k(y, \dot{y}) y - g = 0\]  (29)

We will refer to (29) as the lift-off condition; the horizontal and vertical velocities at this instance will be denoted by \(\dot{x}_F\) and \(\dot{y}_F\) respectively, and the lift-off spin denoted by \(\omega_F\).

One can think of the form of (28) as a Kelvin-Voigt-like model, where springs and dampers, connected in parallel, dictating the behaviour of the sphere during the bounce in the vertical and horizontal direction independently. The major difference, between the classical Kelvin-Voigt model and the one used here is that the springs and dampers are allowed to be nonlinear and to feature coupling between normal and tangential degrees of freedom. An illustration of this setup can be seen in Figure 11.

We impose certain conditions on our functions \(u, z, d, k\) suggested by physical intuition. Firstly, we require the stiffness and damping in both vertical and horizontal directions to increase as the ball moves further into the bouncing surface, that is those values should increase as the vertical position \(y\) decreases:

\[u_y(x, \dot{x}, y, \dot{y}, \omega) < 0,\]
\[d_y(y, \dot{y}) < 0.\]  (30)

The motivation for this, is that in reality, point contact is an approximation to a Hertzian-like contact in which the true area of contact increases with depth \(-y\). In a similar fashion, we require that the normal force acting on the body increases with depth

\[\frac{\partial}{\partial y} \lambda_N = \frac{\partial}{\partial y} (-d(y, \dot{y}) \dot{y} - k(y, \dot{y}) y - g) < 0.\]  (31)
Given that the ball is landing with $\dot{x}_0 > 0$, in the horizontal direction we will require that the stiffness increases when the ball is moving to the right, and decreases when the ball reverses (moves to the left):
\[
\text{sign} \left( u_\dot{x}(x, \dot{x}, y, \dot{y}, \omega) \right) < 0 = \text{sign} \ (\dot{x}) .
\] (32)

Our analysis is motivated by the case of a rapid ball bounce, which we suppose to take $O(\varepsilon)$ amount of time, where $\varepsilon \ll 1$. We thus introduce a re-scaling of time
\[
\tau = \varepsilon^{-1} t
\] (33)
and with it, we denote state variables in the new variable as $X(\tau) = x(t), Y(\tau) = y(t), \Omega(\tau) = \omega(t)$. To ensure the appropriate balance of terms in (28) we now require
\[
k(y, \dot{y}) = \varepsilon^{-1} \kappa(Y, Y'),
d(y, \dot{y}) = \varepsilon^{-2} \delta(Y, Y'),
\] (34)
where $' = \frac{d}{d\tau}$ denotes the derivative with respect to the new time variable $\tau$, and $\kappa(Y, Y'), \delta(Y, Y') \sim O(1)$ are general functions.

At the same time, we anticipate a much greater stiffness in the horizontal direction than in the vertical section. One can think of this requirement as avoiding the case of a “jelly-like” surface, where the symmetry in vertical and horizontal direction would causes an outbound trajectory, in the absence of spin, to be the time-reverse of the incoming trajectory, irrespective of the angle of incidence with the surface. We will thus introduce a distinguished scaling so that the damping and stiffness function in the horizontal directions to be
\[
v(X, X', Y, Y', \Omega) = u(x, \dot{x}, y, \dot{y}, \omega) \sim O(1),
\]
\[
\zeta(X, X', Y, Y', \Omega) = z(x, \dot{x}, y, \dot{y}, \omega) \sim O(1).
\] (35)

Our final requirement on the rescaled function $\kappa$, $\zeta$, $\delta$ and $\upsilon$ is that their (partial) derivatives with respect to the state variables be at most of $O(1)$. That is we do not expect abrupt changes in the material constants with displacement or velocity. That is, taking $q$ to be any of the state variables $X, X', Y, Y', \Omega$ we have that
\[
\frac{\partial}{\partial q} \upsilon, \frac{\partial}{\partial q} \zeta, \frac{\partial}{\partial q} \delta, \frac{\partial}{\partial q} \kappa \sim O(1).
\] (36)

Following the rescaling and the introduction of new functions, the resulting dynamical system for modelling the bounce becomes
\[
X'' + \varepsilon \upsilon(X, X', Y, Y', \Omega) X' + \varepsilon^2 \zeta(X, X', Y, Y', \Omega) X = \Lambda_T,
\]
\[
Y'' + \delta(Y, Y') Y' + \kappa(Y, Y') Y = -\varepsilon^2 g,
\]
\[
\Omega' = \frac{5}{2} \Lambda_T,
\] (37)
where \( \Lambda_T = \varepsilon^2 \lambda_T \).

The conditions introduced in (30), (31) and (32) can now be written in the form

\[
\begin{align*}
&v_Y(X, X', Y, Y', \Omega) < 0, \\
&\delta_Y(Y, Y') < 0, \\
&\text{sign} (v_X(X, X', Y, Y', \Omega)) = \text{sign} (X')
\end{align*}
\]

and

\[
\frac{\partial}{\partial Y} \Lambda_N = \frac{\partial}{\partial y} \left( -\delta(Y, Y') Y' - \kappa(Y, Y') Y - \varepsilon^2 g \right) < 0.
\]

The Coulomb friction law once again defines our dynamics for the slipping motion, where

\[
\Lambda_T = -\text{sign} (H(p)) \Lambda_N,
\]

where

\[
H(p) = X' + \Omega \quad \text{and} \quad \Lambda_N = - (\delta Y' + \kappa Y + \varepsilon^2 g),
\]

and \( p \) is once again the five-dimensional vector of dynamical coordinates defined by (18). Compared to the simple analysis in Section 3 additional consideration is needed for the rolling motion, when \( H(p) = X' + \Omega = 0 \). Precise study of the onset and loss of rolling motion and their implication for the overall dynamics will be our main interest in what follows.

### 4.1 The two-fold singularity

Let us consider again the possibility of lift off whilst rolling. Recall that at lift off \( \Lambda_N = 0 \) and as such the definition of friction dictates that we must also have \( \Lambda_T = 0 \). At the same time, to agree with the formulation as a Filippov System, the lift off point must coincide with the lower dimensional spaces where \( \alpha(p) = 0 \) and \( \alpha(p) = 1 \). Such point is denoted as \( s \) in Figure 9.

The point where the two switching surfaces (\( \alpha = 0 \) and \( \alpha = 1 \)) coincide is known in the literature as the two-fold singularity [24]. It is now of our interest to determine whether such point is attracting or not. Indeed, an attracting two-fold singularity (which we will from now on denote as point \( s \)), will mean that rolling trajectories will tend towards it, therefore reaching lift off with \( H(p) = 0 \). Alternatively, if \( s \) is not attracting, there will only be a finite, number of lower-dimensional trajectories tending to \( s \).

A full unfolding of two-fold singularity can be found in [24] with the formal results following from Theorems 6.1 & 6.2 in the aforementioned book. We look at the case of our interest only in this paper.

Let us consider an \( n \)-dimensional discontinuous system

\[
p' = \begin{cases} 
F_1(p) & \text{if } H(p) > 0, \\
F_2(p) & \text{if } H(p) < 0,
\end{cases}
\]

where \( H(p) = 0 \) is the discontinuous surface, along which \( p' = F_s(p) = (1 - \alpha(p)) F_1(p) + \alpha(p) F_2(p) \), with \( \alpha \) defined by Equation (21) as before.

Suppose the system possesses two switching surfaces \( \alpha(p) = 0 \) (equivalent with \((F_1 \cdot \nabla) H(p)\)) and \( \alpha(p) = 1 \) (equivalent with \((F_2 \cdot \nabla) H(p)\)) which intersect at a point \( s \).

We define new coordinates:

\[
\begin{align*}
&z_1 = \theta(p) H(p), \\
&z_2 = -\varphi(p) F_1 \cdot \nabla (\theta(p) H(p)), \\
&z_3 = \frac{F_2 \cdot \nabla (\theta(p) H(p))}{\varphi(p)},
\end{align*}
\]

where

\[
\theta(p) = \left| (F_1 \cdot \nabla)^2 H(p) (F_2 \cdot \nabla)^2 H(p) \right|^{-1/2}, \quad \varphi(p) = \left| \frac{F_2 \cdot \nabla^2 H(p)}{(F_1 \cdot \nabla)^2 H(p)} \right|^{1/4}.
\]

We note that \( z_1 = 0 \) is precisely the discontinuity surface of (4.1) with \( z_2 = 0 \) being equivalent to the switching surface \( \alpha = 0 \) and \( z_3 \) being equivalent to \( \alpha = 1 \). Thus, the two-fold singularity is precisely the
n - 3 dimensional manifold \( \{ (z = z_1, \ldots, z_n) : z_1 = z_2 = z_3 = 0 \} \), with \( z_4, \ldots, z_n \) defined to be any \( n - 3 \) dimensional coordinates orthogonal to \( z_1, z_2 \) and \( z_3 \).

In deriving the normal form of the dynamics we apply a time rescaling \( t \mapsto \varphi t \) when \( z_2 < 0 \) and \( t \mapsto t/\varphi \) when \( z_2 > 0 \). Since \( \varphi > 0 \) the phase portrait remains unchanged under this transformation.

With details and series expansions presented in the original source, one finds that in the neighbourhood of the two-fold singularity, under the transformations outlined before, the flow becomes

\[
\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2 \\
\dot{z}_3 \\
\dot{z}_4, \ldots, n
\end{bmatrix} = \begin{bmatrix}
-\sigma_1, \nu_1 \\
\sigma_2, \nu_2 \\
\sigma_3, \nu_3
\end{bmatrix} \quad \text{if} \quad z_1 > 0
\]
\[
\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2 \\
\dot{z}_3 \\
\dot{z}_4, \ldots, n
\end{bmatrix} = \mathcal{O}(|z|), \quad \text{if} \quad z_1 < 0
\]

where

\[
\sigma_i = \text{sign} \left( (F_i \cdot \nabla)^2 H(s) \right) \quad \text{and}
\]

\[
\nu^1 = \frac{(F_1 \cdot \nabla) (F_2 \cdot \nabla) H}{\sqrt{(F_1 \cdot \nabla)^2 H \cdot (F_2 \cdot \nabla)^2 H}} \bigg|_{z=s}, \quad \nu^2 = -\frac{(F_2 \cdot \nabla) (F_1 \cdot \nabla) H}{\sqrt{(F_1 \cdot \nabla)^2 H \cdot (F_2 \cdot \nabla)^2 H}} \bigg|_{z=s}
\]

As discussed in [24] the quantities \( \nu_{1,2} \) characterise the local curvature of the flow, with \( \nu_1 \nu_2 \) quantifying the jump in the vector field \( F_{1,2} \) and the singularity.

With the new variables, along the discontinuity surface \( z_1 = 0 \) we define (as before)

\[
\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2 \\
\dot{z}_3 \\
\dot{z}_4, \ldots, n
\end{bmatrix} = (1 - \alpha) \begin{bmatrix}
-\sigma_2, \nu_1 \\
\sigma_1, \nu_2, \sigma_2
\end{bmatrix} + \alpha \begin{bmatrix}
\nu_2, -\sigma_1, \nu_1 \\
\sigma_2, \nu_1
\end{bmatrix} \begin{bmatrix}
0 \\
0
\end{bmatrix}, \quad \text{if} \quad z_1 < 0
\]

where \( \alpha \) is solved so that \( \dot{z}_1 = z_1 = 0 \). To the leading order the dynamics in (47) are independent of \( z_4, \ldots, n \). Therefore, the dynamics in \( z_2 \) and \( z_3 \) can be separated and, with \( \alpha \) evaluated explicitly, we have the two-dimensional system

\[
\begin{bmatrix}
\dot{z}_2 \\
\dot{z}_3
\end{bmatrix} = \frac{1}{z_2 + z_3} \begin{bmatrix}
\nu_2 & -\sigma_1 \\
\sigma_2 & \nu_1
\end{bmatrix} \begin{bmatrix}
z_2 \\
z_3
\end{bmatrix}. \quad \text{(48)}
\]

The two switching surfaces (or folds) \( z_2 \) and \( z_3 \) will divide the vector field along the discontinuity \( z_1 = 0 \) into four regions

\[
\begin{align*}
D_{\text{att.}} &= \{ z : z_1 = 0; z_2, z_3 > 0 \}, \\
D_{\text{rep.}} &= \{ z : z_1 = 0; z_2, z_3 < 0 \}, \\
D_{C^1} &= \{ z : z_1 = 0; z_2 < 0 < z_3 \}, \\
D_{C^2} &= \{ z : z_1 = 0; z_3 < 0 < z_2 \}.
\end{align*}
\]

With such definition, the vector field outside of the discontinuity \( z_1 = 0 \) is directed into \( D_{\text{att.}} \), away from \( D_{\text{rep.}} \), and crosses \( D_{C^1} \) in the direction of increasing \( z_1 \), and crosses \( D_{C^2} \) in the direction of decreasing \( z_1 \).

According to [25], three types of two-fold singularity can be distinguished based on the nature of the flow outside of the discontinuity surface, specifically the nature of the grazing tangencies at the sliding region; see Fig[12] Each of these cases are analysed in detail, here we analyse only the case that is relevant to the ball-bounce problem, namely the visible case.

### 4.2 Visible two-fold singularity

When \( \sigma_1 > 0 > \sigma_2 \) then \( s \) is the intersection of visible folds, and we call such point a visible two-fold. Trajectories away from the discontinuity are presented in Figure[12a]. In this case (48) becomes

\[
\begin{bmatrix}
\dot{z}_2 \\
\dot{z}_3
\end{bmatrix} = \frac{1}{z_2 + z_3} \begin{bmatrix}
\nu_2 & -1 \\
-1 & \nu_1
\end{bmatrix} \begin{bmatrix}
z_2 \\
z_3
\end{bmatrix}. \quad \text{(50)}
\]

Understanding the nature of the fixed point \( (0, 0) \) is a straightforward, albeit laborious, exercise in algebra. Detailed derivation can be found in [23 Chapter 13.4], we give the simple summary here.
Figure 12: Classification of two-fold singularities, depending on the flow outside of the discontinuity surface. (a) Visible two-fold (interpreted for the case of a ball bounce, with the lift-off surface indicated). Here, red trajectories correspond to flow with $H > 0$ and green trajectories with $H < 0$. (b,c) Adaptions to the above figure to deal with the (b) invisible two-fold and (c) the visible-invisible two-fold. Figure redrawn based on images in [21].
The linearised system \[ (\nabla \cdot F_1)^2 H(s) = \frac{7}{2} \mu \frac{\partial}{\partial Y'} (\Lambda_N) Y' + O(\varepsilon), \]

where we have used that \( \Lambda_N(s) = 0 \) together with the constraint on the size of the derivatives \[36\]. Noting that \( s \) can only be reached in the restitution phase (i.e. when \( Y' > 0 \)) we see that \( (\nabla \cdot F_1)^2 H(s) > 0 \), confirming thus that a trajectory leaving the rolling surface \( H = 0 \) through the switching region \( \alpha = 0 \) will indeed enter the \( F_1 \) vector field as expected. A similar direct calculation shows that

\[ (\nabla \cdot F_2)^2 H(s) = \frac{7}{2} \mu \frac{\partial}{\partial Y'} (\Lambda_N) Y' + O(\varepsilon), \]

which in turns confirms a consistent behaviour when leaving the rolling surface \( H = 0 \) through the switching surface \( \alpha = 1 \).

Recalling that the classification of the two-fold singularity depends on the quantities \( \sigma_{1,2} \) (as defined by

Figure 13: Phase portraits for the visible two-fold singularity. (a) case where \( \nu_1 \nu_2 < 1 \) or when \( \nu_{1,2} < 0 \) and \( \nu_1 \nu_2 > 1 \). Reproduced from \[24\].
Equation (45) from Equations (51) and (52) we find that
\[ \sigma_1 = \text{sign} \left( (\nabla \cdot F_1)^2 H(s) \right) \]
\[ = \text{sign} \left( -\frac{7\mu}{2} \partial_y (\Lambda_N) Y' + \mathcal{O}(\varepsilon) \right) = 1 \]  
\[ \sigma_2 = \text{sign} \left( (\nabla \cdot F_2)^2 H(s) \right) \]
\[ = \text{sign} \left( \frac{7\mu}{2} \partial_y (\Lambda_N) Y' + \mathcal{O}(\varepsilon) \right) = -1. \]  

We thus have \( \sigma_1 > 0 > \sigma_2 \), which indeed confirms from (28) that this is an is a visible two-fold singularity.

Let us now determine \( \nu_1, \nu_2 \). From (46) we have that
\[ \nu_1 \nu_2 = 1 + 20 \frac{\partial^{(v)}(v)}{\partial Y} \frac{X'}{2} Y' g \varepsilon^3 + \mathcal{O}(\varepsilon^4). \]  

By our assumption (39) the denominator in (54) is negative. Furthermore, the condition introduced in (38) dictates that \( \frac{\partial^{(v)}(v)}{\partial Y} X' > 0 \), therefore yielding \( \nu_1 \nu_2 < 1 \), and thus we obtain a phase portrait shown in Figure 13a. This is the case where \( s \) is a non-attracting point, with only a single trajectory passing through it within the normal form.

Interpreting our result with respect to the ball bounce, we note that the ball that enters rolling during the bounce (governed by the aforementioned conditions) can only leave with a roll along a codimension-one manifold within the space of initial conditions. Thus, with probability 1, the ball must leave slipping.

4.3 Rigid bounce revisited

Let us briefly return to the case of the rigid bounce studied in 2.2. We concluded the studies in that section with a result, where a ball that entered rolling during the bounce could no longer enter the slip. One could think that this contradicts our main result here — but the case is more subtle than that.

The rigid bounce is a limiting case of the model studied in this paper, where the tangential compliance tends to zero; \( \varepsilon \to 0 \). This, in turn, means that the quantity \( \nu_1 \nu_2 = 1 \), and hence the normal form of the visible two-fold singularity given by (50) is based on a singular matrix. Classification is thus more convoluted than that for the general case, but has already been studied in detail in [25, chapter 13] and is known as the diabolo bifurcation.

Rather than studying the singularity for that case in detail, one can notice interesting geometries about that case. Since the lack of tangential compliance affects the tangential force during the roll, the Filippov formulation should lead to an “equal” contribution from the two vector fields \( F_1 \) and \( F_2 \). Explicit calculation of the function \( \alpha(p) \) as given by Equation (21) shows \( \alpha = 1/2 \) throughout the roll, and thus \( F_s(p) = (F_1(p) + F_2(p))/2 \).

The geometry on the friction cone is thus quite simple — all trajectories that enter the discontinuity (roll) region land precisely on the attracting trajectory that leads to a lift off with roll. In other words — that attracting trajectory is the only trajectory allowed in the rolling region for the case of the rigid bounce under Filippov’s formulation.

5 Conclusion

Inspired by empirical observations on the experimental data from [77], we used Filippov theory to analyse ball bounce within generalised point contact models that have both normal and tangential compliance. Under physically realistic scaling laws, we show that a rigid spinning sphere will typically lift off with some non-zero relative tangential velocity. The case of rolling lift off forms the boundary case between forward and backward slipping cases, and therefore should not be observed in practice. This is contrary to a much more well studied and well understood problem of a rigid ball bouncing off a rigid surface. We have identified the underlying principle of the slip and roll transition, which has not been considered in detail before, and a careful understanding of that will be paramount to future modelling.
We are now in possession of what is thought to be the largest data set on the given problem, however fitting the models to the data remains to be an issue. Indeed, the focus of our analysis, that is the discontinuity, makes it difficult to find a structured and widely applicable ways of fitting the models to the data.

With appropriate measurements, is easy to decide whether the observed bounce trajectory entered roll at some point or not. One of the most challenging tasks of the modelling will thus be to solve that problem in the initial condition space. That is, given the data, future work will be aimed at identifying the lower dimensional divide of the space which will identify the initial condition that will lead to the bounce with slip only and those that will enter gripping at some point.

The aim of identifying such key features is to allow for more precise modelling of the compliant surface, in particular in the game of golf. A particular basis of nonlinear functions can be selected and thus fitted with appropriate parameters using the data available. Avoiding high-dimensional problems or finite element solutions remains an open problem.

A part of the problem at hand is identifying parameters together with their physical meaning and the ways to measure them. The golf industry currently tends to quantify the ground’s firmness and stiffness using either USGA TruFirm (Turf-thumper) device or the Clegg Hammer – the measurements performed by these are centred around measuring the deceleration of a free-falling object. There is some evidence, however, showing that behaviour of a ball on two turfs with similar measurements can be significantly different, thus suggesting that important properties are not captured by either of the tools [2].

Some immediate extensions of the problem considered are evident and present an interesting challenge. One could possibly resolve more complex contacts such as Hertzian using the current formulation therefore extending the current study to the models of elastic half spaces [3 21]. A further idea to explore would also involve a side spin, that is a spin off. This could present a generalisation of the problem to many other disciplines, applicable to a further ball-sports but also a wider set of impact-problems in general. Both of the aforementioned extensions would require the extension of modelling friction in 3D, a problem that presents a far greater order of complexity and requires a more considerate approach, whether through the extension of the current models or the regularisation of such in higher dimensions – see e.g. [1, 12].
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