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Abstract

Fine-tuning is a popular way of exploiting knowledge contained in a pre-trained convolutional network for a new visual recognition task. However, the orthogonal setting of transferring knowledge from a pretrained network to a visually different yet semantically close source is rarely considered: This commonly happens with real-life data, which is not necessarily as clean as the training source (noise, geometric transformations, different modalities, etc.).

To tackle such scenarios, we introduce a new, generalized form of fine-tuning, called flex-tuning, in which any individual unit (e.g. layer) of a network can be tuned, and the most promising one is chosen automatically. In order to make the method appealing for practical use, we propose two lightweight and faster selection procedures that prove to be good approximations in practice. We study these selection criteria empirically across a variety of domain shifts and data scarcity scenarios, and show that fine-tuning individual units, despite its simplicity, yields very good results as an adaptation technique. As it turns out, in contrast to common practice, rather than the last fully-connected unit it is best to tune an intermediate or early one in many domain shift scenarios, which is accurately detected by flex-tuning.

1. Introduction

Deep convolutional networks have substantially advanced the state of the art in many areas of computer vision. These networks are often interpreted as a feature extraction stage (typically convolutional layers), followed by a small classifier (fully connected layers), and have the ability to learn features from data directly instead of having them hard-coded, as was the case for previous shallow techniques. However, this comes with a cost, as it requires a lot more training data than methods relying on fixed ad-hoc feature extraction. Consequently, it is not surprising that the first successes of deep networks in image classification occurred as large annotated datasets were made available, e.g. MNIST [22] for digit recognition (60,000 training samples) or ImageNet [32] for object classification (1.2 million).

When only little available training data is available, however, training a deep feature extraction pipeline from scratch is not possible, as it often leads to severe overfitting. Instead, two main transfer learning strategies have emerged, exploiting the fact that deep convolutional networks pre-trained on large datasets are freely available these days [25, 38, 39]: Either, one isolates and “freezes” the feature extraction stage of the pre-trained model and then uses the available new data to train only the smaller, less prone to overfitting, classifier stage, or alternatively, one fully fine-tunes the model, i.e. initializes the network parameters from the pre-trained network, and then trains all layers using the new data, typically only for a few steps, to avoid overfitting.

Choosing the best solution depends not only on the amount of available samples, though, but also on the data characteristics. For example, it has been observed that features learned on large and varied natural images datasets, e.g. ImageNet, transfer well to related domains such as aerial or even biomedical images [19]. However, for domains with very different low-level image statistics, e.g. sketches, fine-tuning all layers is preferable [3]. Moreover, fine-tuning only a few classification layers is often easier, hence when both options are viable, one might prefer this alternative.

In this work, we argue for a more systematic approach to exploiting pre-trained networks, in situations where the new input domain can vary greatly in terms of visual appearance, but its output space shares similar semantics with the one the model was pre-trained on. We introduce the idea of flex-tuning, a general-purpose transfer learning scheme that leverages the information of an available pre-trained model by fine-tuning a targeted part of the model, not necessarily the last layer or all layers, but any individual layer or block of consecutive layers, selected in a data-dependent way. In fact, the idea of focusing training resources on specific intermediate layers draws inspiration from an important transfer learning paradigm: It has been consistently observed across various networks and datasets in the literature that early convolutional layers capture elementary local properties of images such as edges or local textures, while middle layers rather represent configurations of several such elements, and the last feature layers extract information about
high-level concepts, such as object parts and their configura-
tions [5, 27, 41]. Thus, in order to adapt, for instance, a
network trained on clean natural images to work with noisy
ones, we hypothesize it is easier to fine-tune early layers,
while for adapting the same network to artistic paintings,
focusing on a later layer would be more promising.

Our contribution is three-fold: First, we formally de-
finite flex-tuning, which is a strategy for, given a pre-trained
network and a new training dataset, deciding in a data-
dependent and automatic way which of the available layers
to fine-tune, based on a selection criterion on a held-out val-
ification dataset. Second, in order to make flex-tuning more
appealing for practical use, we further introduce two vari-
ants based on a more efficient selection criterion, called fast
flex-tuning and even faster flex-tuning, that avoid the need
to train multiple fine-tuned models for the selection pro-
cess. Finally, we design an extensive experimental setup
that covers varied visual domain shifts, data scarcity sce-
narios and architectures. We show that flex-tuning almost
always improves classification accuracy over standard fine-
tuning techniques, particularly in settings where fine-tuning
all layers is prone to overfitting, such as settings with small
sample size and large networks. Furthermore, the (even)
faster flex-tuning variants are generally on par with flex-
tuning while providing a much lighter selection procedure.

2. Related work

Transferrability of pretrained convolutional networks
across visual tasks has been often observed and extensively
studied in the computer vision literature [1, 7, 8, 40, 42]. In
fact, many state-of-the-art computer vision models are not
trained from random initialization, but rely crucially on the
re-use of weights from networks pre-trained on large classi-
fication tasks, such as ImageNet [32]. Popular examples in-
clude the YOLO object detector [31] or fully-convolutional
networks for segmentation [24]. In the weakly supervised
learning literature, pre-trained features are also used as a
compact and semantically meaningful image representa-
tion, e.g. for image retrieval [2], style transfer [11, 16], col-
orization [21], or unsupervised part detection [35]. All of
these approaches typically aim at transferring knowledge
between two tasks that have different output structures but
similar input domain appearances and distributions. Cloz-
est to our work is [40], which studies the outcome of fine-
tuning from different levels of a pre-trained network for the
standard transfer learning setting. In comparison, we anal-
yze the effect of tuning a single unit of a pre-trained net-
work, in particular for situations where source and target
domains are visually dissimilar but semantically close.

In fact, our interest lies exactly in these orthogonal sce-
narios, i.e. where one has a similar output task, typically
multi-class classification, but with –potentially signifi-
cantly – different source and target input distributions. This setting
resembles, yet differs from, the problem of domain adapta-
tion [33, 12, 10], where the goal is to construct a classifier
for a, usually unlabelled, target task by exploiting one or
more source tasks. In domain adaptation one typically as-
sumes that samples from both source and target domain are
available, while in the fine-tuning situation, one only has
access to a pre-trained network, not the data distribution
it was trained on: This aspect rules out adversarial train-
ing [17, 43], paired samples [14], or more generally, ex-
ploring any concrete knowledge from the source distribu-
tion to improve predictions on the target domain.

In fact, with the growth of datasets and necessary com-
pute resources, the ability to tune networks without access
to the original training data is becoming more and more im-
portant: First, when dealing with very large source datasets,
training jointly on the source and target domains (as many
domain adaptation methods require) is computationally im-
practical. Second, source training data is sometimes non-
public, especially in commercial settings. Third, specific
applications require data privacy, preventing public data re-
lease, for instance for protecting individuals identities in
face recognition models. As such, learning under privacy
constraints has become a popular topic in recent years [28].

Recent work has also tackled the problem of domain
adaptation by transferring from source to target directly at
the pixel level, either via generative models [4] or by iden-
tifying simpler causal transformations [29]. Weight tuning
methods are nonetheless simpler to use, as they directly act
on feature representations, rather than learning a transfor-
mation that holds independently of the pre-trained network.

3. Flex-Tuning

Our first contribution in this work is to highlight that sim-
ple and lightweight, but surprisingly effective, model adapta-
tion is possible by fine-tuning the weights of only a single
unit in a pretrained network, provided that the right unit is
chosen. Which is the right unit depends crucially, and in a
non-trivial way, on the relation between source and target
domains as well as on the amount of available data. We
propose to identify the best unit automatically in a data-
dependent manner using a procedure we call flex-tuning.

3.1. Transferring knowledge across domain shifts

First, we formally introduce the transfer learning sce-
nario we are interested in: We are given a pre-trained con-
volutional network, N, mapping input space X to an output
space Y, and whose weights were pre-trained on a training
dataset from a source domain, that is however not available
anymore. Our goal is to learn a network for a target domain,
for which a new, and potentially small, annotated dataset,
D ≈ P(X,Y), is available. In contrast to the standard
transfer learning application scenario, we consider practi-
cal settings where the target domain is semantically close but visually different from the source domain. Here, by semantically close, we mean that the output space of the target task is a subset of the source task. Extending the framework to different output structures, e.g. from a classification task to a detection task, would be possible by fine-tuning both the unit selected by flex-tuning and the last fully-connected layer. In this work, we focus on thoroughly analyzing and characterizing the influence of single units on transferring knowledge across visually different domains and leave the possibility of combining multiple units for future work.

Nonetheless, the setting we consider encompasses a variety of real-world scenarios, where the source and target domains do not overlap well. For example, we can consider a source network trained on natural images, with the target task of classifying monochrome sketches; or a source network trained on scenes under daylight, that should also operate at night, etc. Here we work with images as inputs, and discrete labels as outputs. However, the underlying principles apply equally to other input domains and tasks.

3.2. Flex-tuning

We consider pre-trained multi-layer convolutional architectures, that we decompose into smaller units, which we denote by \( N = N_L \circ \cdots \circ N_1 \). In practice, a unit can simply be a single convolutional or fully-connected layer, or, for more complex architectures, a block of consecutive layers. Intuitively, we think of units \( N_1 \) to \( N_{L-1} \) as the feature extraction part, while the last layer \( N_L \) is the performs the actual classification, however the method applies to arbitrary decompositions. Given such a decomposition, the goal of flex-tuning is to analyze the influence of tuning specific units, not only the last one, for transferring knowledge across domains with different visual appearances. Algorithm 1 describes the steps of flex-tuning in pseudo-code: For each unit of the network, we construct a fine-tuned network \( N_{ft-\ell} \) by training the network on the available target data, allowing only the weights of the \( \ell \)-th unit to change, while keeping all the others frozen. We also create a network \( N_{ft-all} \), for which all layers are fine-tuned. We train each network with an early stopping criterion, monitoring its performance on the validation set, \( D_{val} \). This prevents overfitting in a way that is data-dependent and adaptive to each training setting. In fact, different units might have very different numbers of weight parameters, and therefore will often need different numbers of epochs to converge. Finally, we choose the best model out of these \( L+1 \) networks by comparing their accuracy on the validation set and output it as the flex-tuned model, \( N_{flex} \).

3.3. Practicality of the method

Technically, Algorithm 1 performs an exhaustive search over the potential fine-tuned models. Therefore, the exist-
respectively. Then the total runtime complexity of flex-
tuning is $O(L E_{\text{one}} + E_{\text{all}} c_{\text{all}})$). Even when taking into 
account that typically $E_{\text{all}} > E_{\text{one}}$ and $c_{\text{all}} > c_{\text{one}}$, for rea-
sonably large networks the complexity is often dominated 
by the computational cost of fine-tuning the network once 
for each unit. Since ultimately only one of the models is 
chosen, these computations end up wasted. To address this 
issue, we introduce two improved selection criteria in the 
following section to efficiently approximate flex-tuning.

4. Efficient Selection Criteria

4.1. Fast flex-tuning

To overcome the aforementioned computational ineffi-
ciency of flex-tuning, we propose a different criterion, fast 
flex-tuning, for selecting the unit to be fine-tuned. It relies 
on the idea that a given unit’s influence can be approximated 
by a few feed-forward passes rather than a full training 
process. While it does not come with formal guarantees, we 
found it to work nearly as well as the exhaustive search in 
practice, while at the same time requiring only 2 networks to 
be trained instead of $L + 1$. Algorithm 2 describes fast 
flex-tuning in pseudo-code: The method starts by training 
one new model, $N_{\text{ft-all}}$, by fine-tuning all units of the pre-
trained network on the training data available for the target 
domain. From this, we construct $L$ new networks by 
network surgery. For any $\ell = 1, \ldots, L$, we create a proxy 
network, $N_{\text{prox}-\ell}$, by copying all units from $N$, except the $\ell$-th 
one, which is copied from the fine-tuned network, $N_{\text{ft-all}}$. 
Clearly, the resulting hybrid networks are not functional 
models, as the $\ell$-th unit and the other units were not trained 
together. Nevertheless, the construction allows us to derive 
a measure which of the network units is the most promising 
candidate for fine-tuning, namely the one that leads to the 
biggest improvement in accuracy (if any) when applied to the 
target domain. Numerically, we compute the accuracy of each model $N_{\text{prox}-\ell}$ on the validation dataset and iden-
tify the value for $\ell$ with highest accuracy. We then create a 
viable model by fine-tuning the selected unit on the target 
dataset $D$. Finally, we output either this model, or the one 
in which all layers were fine-tuned (which is available as we 
created it at the beginning of the procedure), depending on 
which achieved the higher validation accuracy. We report 
the validation accuracies of the $N_{\text{prox}-\ell}$ models for our dif-
cerent experimental settings in the supplemental material.

In comparison to flex-tuning, fast flex-tuning only has to 
fine-tune two networks instead of $L + 1$. Its runtime com-
plexity is hence $O(E_{\text{one}} c_{\text{one}} + E_{\text{all}} c_{\text{all}})$, thereby providing 
substantial computational savings for large networks.

4.2. Even faster flex-tuning

In some situations, training from scratch or fine-tuning 
the complete network is simply computationally too costly:

Algorithm 2 Fast Flex-Tuning (fast-flex)

```
input target training and validation sets, $D_{\text{train}}$ and $D_{\text{val}}$
pre-trained network with $L$ units, $N = N_L \circ \cdots \circ N_1$

1: $N_{\text{ft-all}} \leftarrow$ fine-tune all units of $N$ on $D_{\text{train}}$ until 
accuracy on $D_{\text{val}}$ stops improving
2: $a_{\text{ft-all}} \leftarrow$ accuracy of $N_{\text{ft-all}}$ on $D_{\text{val}}$
3: for $\ell = 1, \ldots, L$ do
4:    $N_{\text{prox}-\ell} \leftarrow N_L \circ \cdots \circ N_{\ell+1} \circ [N_{\text{ft-all}}]_{\ell} \circ N_{\ell-1} \circ \cdots \circ N_1$
5:    $a_{\ell} \leftarrow$ accuracy of $N_{\text{prox}-\ell}$ on $D_{\text{val}}$
6: end for
7: best $\leftarrow \arg \max_{\ell} a_{\ell}, \ell \in \{1, \ldots, L\}$
8: $N_{\text{best}} \leftarrow$ fine-tune unit $\text{best}$ of $N$ on $D_{\text{train}}$ until 
accuracy on $D_{\text{val}}$ stops improving
9: $a_{\text{ft-best}} \leftarrow$ accuracy of $N_{\text{best}}$ on $D_{\text{val}}$
10: if $a_{\text{ft-best}} \geq a_{\text{ft-all}}$ then $N_{\text{best}}$ else $N_{\text{ft-all}}$
output $N_{\text{best}}$
```

Algorithm 3 Even Faster Flex-Tuning (faster-flex)

```
input target training and validation sets, $D_{\text{train}}$ and $D_{\text{val}}$
pre-trained network with $L$ units, $N = N_L \circ \cdots \circ N_1$

1: $N_{\text{ft-all}} \leftarrow$ fine-tune all units of $N$ on $D_{\text{train}}$ 
for a single epoch
2: for $\ell = 1, \ldots, L$ do
3:    $N_{\text{prox}-\ell} \leftarrow N_L \circ \cdots \circ N_{\ell+1} \circ [N_{\text{ft-all}}]_{\ell} \circ N_{\ell-1} \circ \cdots \circ N_1$
4:    $a_{\ell} \leftarrow$ accuracy of $N_{\text{prox}-\ell}$ on $D_{\text{val}}$
5: end for
6: best $\leftarrow \arg \max_{\ell} a_{\ell}, \ell \in \{1, \ldots, L\}$
7: $N_{\text{best}} \leftarrow$ fine-tune unit $\text{best}$ of $N$ on $D_{\text{train}}$ until 
accuracy on $D_{\text{val}}$ stops improving
output $N_{\text{best}}$
```

Neither flex-tuning nor fast flex-tuning are applicable, as 
both require training a network by fine-tuning all units as 
the first step of their selection process. To overcome this, we 
propose an even faster variant, as described in Algorithm 3.

Even faster flex-tuning resembles fast flex-tuning in that 
it selects a unit to be fine-tuned based on the accuracies 
of different proxy models that are obtained by network 
surgery, each time preserving $L - 1$ units from the pre-
trained source network and replacing the remaining one 
with its fine-tuned counterpart. The difference lies in that 
the fine-tuned units are obtained from a network in which 
all units have been fine-tuned for just a single epoch. This 
results in a total computational runtime of $O(E_{\text{one}} c_{\text{one}} + E_{\text{all}} c_{\text{all}})$. 
We consider this close to optimal for an adaptive technique, 
as at least the cost $E_{\text{one}} c_{\text{one}}$ clearly cannot be avoided, if the 
goal is to produce a network in which at least one unit has 
been fine-tuned. The drawback of the acceleration is that 
the even faster flex-tuning algorithm does not have access 
to a reliable estimate of what performance a network with 
all units fully fine-tuned would have achieved. This is how-
ever not relevant here as, by assumption, the computational
In this section, we introduce our experimental setup, covering a large number of domain shifts and data scarcity scenarios. We then describe fine-tuning baselines commonly used in the literature, and compare them to the proposed methods, flex-tuning (flex), fast flex-tuning (fast-flex) and even faster flex-tuning (faster-flex).

5.1. Experimental set-up

We build several domain shift scenarios, ranging from simple parametric transformations to severe visual appearance shifts. In order to explore the impact of data scarcity, we additionally consider several subsampled versions of each target dataset, ranging from a few images per class to hundreds of them. The different settings are thus mainly characterized by: (i) the depth of the base source network, (ii) the size of the target dataset we tune on, and (iii) the type of input domain shift: simple parametric transformations, e.g. manipulating color channels, complex (non-trivially invertible) parametric transformations, and general free-range transformations. We summarize our setup in Table 2.

Medium-sized experiments. We first consider a small 4 layers network (which we decompose in 4 one-layer units: 2 convolutional layers followed by 2 fully-connected ones) pretrained on a subset of MNIST training images. We use the remaining samples (except 5000 of them that we keep for validation) to build synthetic domain shifts such as affine transformations (randomized or fixed for all images), or random occlusions. Second, we build a 7 layers network (7 one-layer units: 5 convolutional and 2 fully connected ones) that we pre-train on half of the CIFAR training set [20]. As target domains, we consider several synthetic transformations of the remaining samples, as well as a subset of the QuickDraw dataset [6]: We restrict ourselves to the object classes they have in common, i.e. all CIFAR classes except for “deer”. We also consider the converse setting, i.e. pre-training on QuickDraw and using as target domains CIFAR and synthetically generated blurry and noisy QuickDraw samples. Since both aforementioned architectures have two fully connected layers, we consider two baselines, ft-fc (1) and ft-fc (2), corresponding to fine-tuning only the last, or the last two fully-connected layers respectively.

Large-scale setting. Finally, we consider two large-scale settings using the Inception2 architecture [13, 39, 37]. We decompose the model so as to not separate layers belonging to the same Inception module, which results in 13 units, the last one being the single fully-connected classification layer of the architecture. We first experiment on synthetic transformations of natural images. For this setting, we use a network pretrained on ILSVRC2012-train. We then split ILSVRC2012-val in three parts: 25k images are used to create target datasets, 5k are kept for validation and the remaining 20k are used for testing. Second, we consider the more challenging setting of stylistic transformations using the PACS dataset [23], initially introduced for the task of domain generalization: We use art paintings, cartoons and sketches, as target domains, which we further split into train/val/test sets. In this setting, the target task is a subset of the source ILSVRC classification task (ignoring the “person” class in PACS as it does not have an equivalent).

Baselines. We first consider the two most common transfer learning schemes as baselines. Starting with a network initialized with the same weights and architectures as the source pre-trained network, \( N \): (i) ft-all consists in fine-tuning all layers \( N_1, \ldots, N_L \) on the training set \( D \) from the target domain, and (ii) ft-fc, which corresponds to fine-tuning only the last fully-connected units of the network, while keeping earlier units frozen. We also consider using scaling and shifting operations as in [36] and refer to this baseline as ft-ss: It consists in fine-tuning the last classification layer as well as lightweight kernel-scaling and bias-shifting parameters at every layer. Thus ft-ss acts on all levels of the architecture, but requires few additional learning parameters, hoping to prevent overfitting problems.

Training. We measure performance as top-1 classification accuracy, and top-5 for ILSVRC-based domains. We use the same hyperparameters as were used during training of the base source network. As is common, for finetuning, we use a lower base learning rate: \( 10^{-3} \) for the small convolutional networks, and \( 10^{-4} \) for the Inception2 networks. We train all models using the Adam [18] optimizer. As mentioned previously, we also employ an early stopping criterion based on validation accuracy, regularly computed.
Table 2. Source domains and architectures (left) we consider, with the corresponding target domains (right) and the training dataset subsampling ratios we consider, as the average number of images per class: the last entry corresponds to the full dataset size.

during training (every 5-10 epochs). This also dampens the negative effect of overfitting in scenarios that are overly prone to it (e.g. ft-all with small sample size and a large network). Finally, in the very scarce data setting (~1 image per class) we report metrics averaged over 20 runs, to avoid a potential bias towards the sampled training images.

5.2. Main results

In Table 3 we compare the proposed method and baselines on the MNIST, CIFAR and ILSVRC-based settings, for one subsampling ratio of the target training set. Results for other ratios show similar trends and are available in the supplemental material. For the more challenging PACS scenario, which exhibits both a strong visual shift and slight semantic labels shift from the source task, we report complete results across all subsampling ratios.

We observe that flex outperforms fine-tuning baselines in almost all settings. It very rarely loses to the ft-fc baseline, but is sometimes tied with ft-all, which is a subcase of flex and fast-flex through the selection criterion. More precisely, over all subsampling ratios and domain shifts we have in total 72 transfer scenarios. Out of these, the two overall best methods are flex and fast-flex, achieving best accuracy 60 and 41 times respectively. Compared to this, ft-all only reaches the best accuracy 26 times, mostly for large sample size and medium-sized networks. It consistently loses due to overfitting in other scenarios. More interestingly, in terms of absolute values, we observe that when flex strictly wins, i.e. when it reaches the best accuracy and not in a tie with ft-all, it typically does so by a higher margin than in the reverse scenario, i.e. when one of the baselines strictly wins. We detail our main observations in the rest of the section.

Comparison to baselines. In the medium network or large sample size settings, flex-tuning expectedly chooses to fine-tune all layers, i.e. flex recovers ft-all. However, as the dataset size to network depth ratio decreases, fine-tuning all layers becomes more prone overfitting. In that case, flex prefers to fine-tune a specific unit, which generally performs better than the ft-fc baseline. More generally, the behavior of ft-fc strongly correlates with the difficulty of the input domain shift: it performs best in settings where the source domain early layers generalize well to the target domain, e.g. in the noisy CIFAR setting where the small additive random noise does not impact activations significantly. When the domain shift is more pronounced however, ft-fc is often outperformed by flex, fast-flex and faster-flex which pick a more adequate unit to tune. This shows there is a benefit to having the method pick the best unit to fine-tune, rather than restricting transfer learning to the last fully-connected layers. These conclusions also hold for ft-ss, although it provides a much stronger baseline than ft-fc and is sometimes on-par or outperforms the faster flex-tuning variants. However, its performance seems to depend on the type of domain shift: For instance, ft-ss performs moderately well on the colorized-ILSVRC setting. We attribute it to the fact that this setting involves a recombination of the channels which is not well captured by affine transformations of the parameters. Finally, flex and its variants are easier to implement in practice as they do not introduce additional parameters nor require to know how layers actually operate.

Selecting the best unit. We observe that the most promising unit selected by flex-tuning is often an intermediate one and does not follow an obvious pattern, showing that different domain shifts affect layer representations at different depths of the architecture: This is illustrated in Figure 2. On the same figure, we see that fast flex-tuning and even faster flex-tuning are good approximations of flex-tuning as...
Table 3. Break-down of results comparing our proposed *flex*, *fast-flex* and *faster-flex*, to fine-tuning baselines, *ft-all* and *ft-fc*. In each table, the first column lists each source→target domain shift, with the base accuracy reached by the pretrained source network on the target test set. Bold entries indicate the score is better than that of all baselines (*ft-*). For space reason, we only report results for a specific subsampling ratio for settings other than PACS (roughly 30 images per class for MNIST, 20 for CIFAR, 12 for ILSVRC). Full results are in the supplemental material.

Figure 2. Individual units selected by *flex*, *fast-flex* and *faster-flex*, based on validation set accuracy. Triangles denote actual picks for *flex*, *fast-flex* (if ignoring the option to fine-tune all units) and *faster-flex*. The background values is obtained by summing the selection ranks of each unit across ratios, based on their test performance: in other words, the darker the color, the best performance fine-tuning this unit yields on the test set. We observe that flex-tuning’s selection criterion generally chooses the best performing unit. The two variants’ choices are more scattered, but overall positively correlate with flex-tuning’s decisions.

they often pick similar units. Similarly in Table 3 we observe that they both often outperform fine-tuning baselines, although still being somewhat subpar to *flex*. This shows that only a few gradient updates, as is done in even faster flex-tuning, are enough to pin-point relevant units.

**Effect of the domain shift on flex.** From Figure 2, we distinguish three input domain shifts categories: For local pixel-level transformations, such as noisy CIFAR, or YUV/HSV ILSVRC, flex-tuning tends to choose early units. This coincides with the fact that (i) early layers are most affected by local pixel-level changes, and (ii) such transformations are easy to correct in early layers: e.g. YUV is a linear transformation of RGB. For geometric affine transformations, flex-tuning picks more central units of the architecture. In fact, such transformations do not change the global appearance of images and, moreover, most modern deep learning architecture are trained for invariance to small geometric manipulations (e.g. flip, rotations) via synthetic data augmentation, hence earlier layers are more easily transferable across these domain shifts. The free-transform scenarios are harder to generalize: First, we observe that natural images features transfer particularly well across various domains. As such, flex-tuning often picks later layer in the architecture for general transforms scenarios with natural images as their source domain, e.g. *photo*→{|art, cartoon, sketch}. However, this does not seem to be
the case in the reverse scenario, e.g. QuickDraw → CIFAR and MNIST → SVHN, which indicates that features learned from the simple structure and particular distribution of binary sketches do not generalize as well to natural images. Second, in some complex settings such as PACS, it can be the case that two non-consecutive units are good fine-tuning candidates. This suggests that units sometimes interact in complex patterns and that considering combination of units rather than single ones is an interesting future direction.

5.3. Retrieval Experiments

A benefit of fine-tuning the last layer only is that it preserves a common feature representation across domains. However this property breaks in our setting: Images visually different from the training set fall out of the usual operation zone of the feature extractor. One can still learn a good classifier from these features [30], but the representations themselves are meaningless with respect to the initial source domain. On the other hand, tuning an intermediate unit instead could help to “mend” the representation. To evaluate this, we use a retrieval experiment: We extract features for the initial source validation domain through the flex-tuned or finetuned network. For each target sample, we retrieve its top-k nearest neighbors in the source domain and evaluate the average precision (AP@k). This suggests that units sometimes interact in complex patterns and that considering combination of units rather than single ones is an interesting future direction.

5.4. Towards pixel-level adaptation

An alternative to tuning a pre-trained network is to instead learn to map target samples back to the source domain while keeping the network’s weights untouched; This has the advantage of only depending on the domain shift and not on the architecture. Such image-to-image mapping modules have been studied for domain adaption, but typically require data from both source and target domains [4, 43].

Building on this idea, we introduce an image-to-image transformation unit as a pre-processing module before the feature extraction phase of the pre-trained source network. The resulting architecture is considered as a new model selection option for flex-tuning, where only the image-to-image unit’s weights are trained and the rest of the network is frozen. We implement this image-to-image unit as a small Pix2Pix network [14] except in a few scenarios where we leverage our prior knowledge of the domain shift: For example, color channel transformations occur pixel-wise, thus we build the preprocessing module for YUV and HSV ILSVRC with 1x1 convolutions. Similarly, for geometric transforms, we use a Spatial Transformer Network [15]. Figure 3 shows exemplary outputs of the learned image-to-image units. Quantitative results are in the supplemental material. The specialized pre-processing modules performs very well for simple parametric transformations, and results are also encouraging on simple domain shifts such as blur, noise and added random background. We believe this to be a consequence of the skip connections in the Pix2Pix architecture, which enforce local pixel constraints between the input and output. In all these successful cases, flex-tuning’s selection criterion also selects the image-to-image unit as the most promising unit to tune. For complex transformations, e.g. photo → sketch, the pre-processing module performs poorly. Nevertheless, flex-tuning is able to notice this and falls back to one of the other units to adapt.

6. Conclusions

We introduce a new transfer learning method for neural networks, flex-tuning, that adapts a pre-trained network to a new domain by tuning just a single network unit (e.g. a layer or block layers). Our experiments on a variety of scenarios show that this is a surprisingly strong adaptation technique, as long as the right unit is chosen. Specifically, we study the case where output classes stay consistent but the input data characteristics change, potentially dramatically, e.g. from images to sketch drawings. We find that, contrary to common practice, it is then rarely the last fully-connected unit, but rather an intermediate or early unit, that leads to the best adaptation results, and flex-tuning reliably identifies it. We also introduce two accelerated variants that perform almost equally good but are significantly more computationally efficient in selecting the unit to be fine-tuned.
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