Charge transport in the Hubbard model at high temperatures: triangular versus square lattice
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High-temperature bad-metal transport has been recently studied both theoretically and in experiments as one of the key signatures of strong electronic correlations. Here we use the dynamical mean field theory (DMFT) and its cluster extensions, as well as the finite-temperature Lanczos method (FTLM) to explore the influence of lattice frustration on the thermodynamic and transport properties of the Hubbard model at high temperatures. We consider the triangular and the square lattice at half-filling and at 15% hole-doping. We find that for $T \gtrsim 1.5t$ the self-energy becomes practically local, while the finite-size effects become small at lattice-size $4 \times 4$ for both lattice types and doping levels. The vertex corrections to optical conductivity, which are significant on the square lattice even at high temperatures, contribute less on the triangular lattice. We find approximately linear temperature dependence of dc resistivity in doped Mott insulator for both types of lattices.

I. INTRODUCTION

Strong correlation effects in the proximity of the Mott metal-insulator transition are among the most studied problems in modern condensed matter physics. At low temperatures material specific details play a role, and competing mechanisms can lead to various types of magnetic and charge density wave order, or superconductivity. At higher temperatures physical properties become more universal, often featuring peculiarly high and linear-in-temperature resistivity (the bad metal regime) and gradual metal-insulator crossover obeying typical quantum critical scaling laws.

There are a number of theoretical studies of transport in the high-$T$ regime based on numerical solutions of the Hubbard model, high-$T$ expansion, and field theory. Finding numerically precise results is particularly timely having in mind a very recent laboratory realization of the Hubbard model using ultracold atoms on the optical lattice. This system enables fine tuning of physical parameters in a system without disorder and other complications of bulk crystals, which enables a direct comparison between theory and experiment. In our previous work (Ref. 25) we have performed a detailed analysis of single- and two-particle correlation functions and finite-size effects on the square lattice using several complementary state-of-the-art numerical methods, and established that a FTLM solution on the $4 \times 4$ lattice is nearly exact at high temperatures. The FTLM, which calculates the correlation functions directly on the real frequency axis, is recognized as the most reliable method for calculating the transport properties of the Hubbard model at high temperatures. The dependence of charge transport and thermodynamics on the lattice geometry has not been examined in Ref. 25 and it is the subject of this work.

Numerical methods that we use are (cluster) DMFT and FTLM. The DMFT treats an embedded cluster in a self-consistently determined environment. Such a method captures long distance quantum fluctuations, but only local (in single-site DMFT), or short-range correlations (in cluster DMFT). The results are expected to converge faster with the size of the cluster than in the FTLM, which treats a finite cluster with periodic boundary conditions. FTLM suffers from the finite-size effects in propagators as well as in correlations. The conductivity calculation in DMFT is, however, restricted just to the bubble diagram, while neglecting the vertex corrections. Approximate calculation of vertex corrections is presented in few recent works. This shortcoming of DMFT is overcome in FTLM where one calculates directly the current-current correlation function which includes all contributions to the conductivity. Also, the FTLM calculates conductivity directly on the real frequency axis, thus eliminating the need for analytical continuation from the Matsubara axis which can, otherwise, lead to unreliable results (see Supplementary Material of Ref. 25). Both DMFT and FTLM methods are expected to work better at high temperatures when single- and two-particle correlations become more local, and finite-size effects less pronounced. Earlier work has shown that the single-particle nonlocal correlations become small for $T \gtrsim t$ for both the triangular and the square lattice.

In this paper we calculate the kinetic and potential energy, specific heat, charge susceptibility, optical and dc conductivity in the Hubbard model on a triangular lattice and make a comparison with the square lattice re-
We consider strongly correlated regime at half-filling and at 15 % hole-doping. In agreement with the expectations, we find that at high temperatures, $T \gtrsim 1.5t$, the nonlocal correlations become negligible and the results for thermodynamic quantities obtained with different methods coincide, regardless of the lattice type and doping. At intermediate temperatures, $0.5t \lesssim T \lesssim 1.5t$, the difference between DMFT and FTLM remains rather small. Interestingly, we do not find that the thermodynamic quantities are more affected by nonlocal correlations on the square lattice in this temperature range, although the self-energy becomes more local on the triangular lattice due to the magnetic frustration. On the other hand, the vertex corrections to optical conductivity remain important even at high temperatures for both lattice types, but we find that they are substantially smaller in the case of a triangular lattice. For the doped triangular and square lattice the temperature dependence of resistivity is approximately linear for temperatures where the finite-size effects become negligible and where the FTLM solution is close to exact.

The paper is organized as follows. In Section II we briefly describe different methods for solving the Hubbard model. Thermodynamic and charge transport results are shown in Section III, and conclusions in Section IV. The Appendix contains a detailed comparison of the results. We consider strongly correlated regime at half-filling and at 15 % hole-doping. In agreement with the expectations, we find that at high temperatures, $T \gtrsim 1.5t$, the nonlocal correlations become negligible and the results for thermodynamic quantities obtained with different methods coincide, regardless of the lattice type and doping. At intermediate temperatures, $0.5t \lesssim T \lesssim 1.5t$, the difference between DMFT and FTLM remains rather small. Interestingly, we do not find that the thermodynamic quantities are more affected by nonlocal correlations on the square lattice in this temperature range, although the self-energy becomes more local on the triangular lattice due to the magnetic frustration. On the other hand, the vertex corrections to optical conductivity remain important even at high temperatures for both lattice types, but we find that they are substantially smaller in the case of a triangular lattice. For the doped triangular and square lattice the temperature dependence of resistivity is approximately linear for temperatures where the finite-size effects become negligible and where the FTLM solution is close to exact.

The paper is organized as follows. In Section II we briefly describe different methods for solving the Hubbard model. Thermodynamic and charge transport results are shown in Section III, and conclusions in Section IV. The Appendix contains a detailed comparison of the DMFT optical conductivity obtained with different impurity solvers and a brief discussion of the finite-size effects at low temperatures.

**II. MODEL AND METHODS**

We consider the Hubbard model given by the Hamiltonian

$$H = -t \sum_{\langle i,j \rangle, \sigma} c_{i \sigma}^\dagger c_{j \sigma} + U \sum_i n_{i \uparrow} n_{i \downarrow} - \mu \sum_i n_{i \sigma}, \quad (1)$$

where $t$ is the hopping between the nearest neighbors on either triangular or square lattice. $c_{i \sigma}^\dagger$ and $c_{i \sigma}$ are the creation and annihilation operators, $U$ is the on-site repulsion, $n_{i \sigma}$ is the occupation number operator, and $\mu$ is the chemical potential. We set $U = 10t$, $t = 1$, lattice constant $a = 1$, $e = \hbar = k_B = 1$ and consider the paramagnetic solution for $p = 1 - n = 1 - \sum_{\sigma} n_{\sigma} = 0.15$ hole-doping and at half-filling. We use the FTLM and DMFT with its cluster extensions to solve the Hamiltonian. FTLM is a method based on the exact diagonalization of small clusters (4x4 in this work). It employs Lanczos procedure to obtain approximate eigenstates and uses sampling over random starting vectors to calculate the finite temperature properties from the standard expectation values.\textsuperscript{26} To reduce the finite size effects, we further employ averaging over twisted boundary conditions.

The (cluster) DMFT equations reduce to solving a (cluster) impurity problem in a self-consistently determined effective medium. We consider the single-site DMFT, as well as two implementations of cluster DMFT: cellular DMFT (CDMFT)\textsuperscript{38,39} and dynamical cluster approximation (DCA).\textsuperscript{27} In DMFT the density of states is the only lattice-specific quantity that enters into the equations. In CDMFT we construct the supercells in the real space and the self-energy obtains short-ranged nonlocal components within the supercell. In DCA we divide the Brillouin zone into several patches and the number of independent components of the self-energy equals the number of inequivalent patches. The DCA results on 4x4 and 2x2 clusters are obtained by patching the Brillouin zone in a way that obeys the symmetry of the lattice, as shown in Fig. 1. As the impurity solver we use the continuous-time interaction expansion (CTINT) quantum Monte Carlo (QMC) algorithm.\textsuperscript{40,41} In the single-site DMFT we also use the numerical renormalization group (NRG) impurity solver.\textsuperscript{42–45}

The (cluster) DMFT with QMC impurity solver (DMFT-QMC) gives the correlation functions on the imaginary (Matsubara) frequency axis, from which static quantities can be easily evaluated. The kinetic energy per lattice site is equal to

$$E_{\text{kin}} = \frac{1}{N} \sum_{\mathbf{k}} \varepsilon_{\mathbf{k}} n_{\mathbf{k} \sigma} = \frac{2}{N} \sum_{\mathbf{k}} \varepsilon_{\mathbf{k}} G_k(\tau = 0^-), \quad (2)$$

where for the triangular lattice $\varepsilon_{\mathbf{k}} = -2t(\cos k_x + \cos k_y + \cos k_z)$. The finite-size effects, we further employ averaging over twisted boundary conditions.

The (cluster) DMFT equations reduce to solving a (cluster) impurity problem in a self-consistently determined effective medium. We consider the single-site DMFT, as well as two implementations of cluster DMFT: cellular DMFT (CDMFT)\textsuperscript{38,39} and dynamical cluster approximation (DCA).\textsuperscript{27} In DMFT the density of states is the only lattice-specific quantity that enters into the equations. In CDMFT we construct the supercells in the real space and the self-energy obtains short-ranged nonlocal components within the supercell. In DCA we divide the Brillouin zone into several patches and the number of independent components of the self-energy equals the number of inequivalent patches. The DCA results on 4x4 and 2x2 clusters are obtained by patching the Brillouin zone in a way that obeys the symmetry of the lattice, as shown in Fig. 1. As the impurity solver we use the continuous-time interaction expansion (CTINT) quantum Monte Carlo (QMC) algorithm.\textsuperscript{40,41} In the single-site DMFT we also use the numerical renormalization group (NRG) impurity solver.\textsuperscript{42–45}

The (cluster) DMFT with QMC impurity solver (DMFT-QMC) gives the correlation functions on the imaginary (Matsubara) frequency axis, from which static quantities can be easily evaluated. The kinetic energy per lattice site is equal to

$$E_{\text{kin}} = \frac{1}{N} \sum_{\mathbf{k}} \varepsilon_{\mathbf{k}} n_{\mathbf{k} \sigma} = \frac{2}{N} \sum_{\mathbf{k}} \varepsilon_{\mathbf{k}} G_k(\tau = 0^-), \quad (2)$$

where for the triangular lattice $\varepsilon_{\mathbf{k}} = -2t(\cos k_x + \cos k_y + \cos k_z)$.
where \( d = \langle n_{i\uparrow} n_{i\downarrow} \rangle \) is the average double occupation. In DCA the cluster double occupation is the same as on the lattice, and we used the direct calculation of \( d \) in the cluster solver to cross-check the consistency and precision of the numerical data. In CDMFT we calculated \( E_{\text{pot}} \) from periodized quantities \( G \) and \( \Sigma \), where the periodization is performed on the self-energy and then the lattice Green’s function is calculated from it. The total energy is \( E_{\text{tot}} = E_{\text{kin}} + E_{\text{pot}} \). The specific heat

\[
 C = C_{\mu} - \frac{T \zeta^2}{\chi_c} = \frac{1}{N T^2} \left[ \langle H^2 \rangle - \langle H \rangle^2 - \frac{(\langle H N_e \rangle - \langle H \rangle \langle N_e \rangle)^2}{\langle N_e^2 \rangle - \langle N_e \rangle^2} \right],
\]

which is directly calculated in FTLM. Here \( C_{\mu} = \frac{1}{N T} \langle \langle H - \mu N_e \rangle^2 \rangle - \langle H - \mu N_e \rangle^2 \rangle \), \( \zeta = \frac{1}{N T} \langle \langle H - \mu N_e \rangle N_e \rangle - \langle H - \mu N_e \rangle \langle N_e \rangle \rangle \), \( \chi_c = \frac{1}{N T} (\langle N_e^2 \rangle - \langle N_e \rangle^2) \), and \( N_e = \sum_{\sigma} n_{i\sigma} \) is the operator for the total number of electrons on the lattice.

We calculate the conductivity using DMFT and FTLM. Within the DMFT the optical conductivity is calculated from the bubble diagram as

\[
\sigma(\omega) = \sigma_0 \int d\varepsilon d\nu X(\varepsilon) A(\varepsilon, \nu) A(\varepsilon, \nu + \omega) \times \frac{f(\nu) - f(\nu + \omega)}{\omega},
\]

where \( X(\varepsilon) = \frac{1}{N} \sum_k \left( \frac{\partial \varepsilon_k}{\partial \varepsilon_k} \right)^2 \delta(\varepsilon - \varepsilon_k) \) is the transport function, \( A(\varepsilon, \nu) = -\frac{1}{\nu} \text{Im}(\nu + \mu - \varepsilon - \Sigma(\nu))^{-1} \), and \( f \) is the Fermi function. For the square lattice \( \sigma_0 = 2\pi \) and for triangular \( \sigma_0 = 4\pi/\sqrt{3} \). For the calculation of conductivity in DMFT-QMC we need the real frequency self-energy \( \Sigma(\omega) \), which we obtain by Padé analytical continuation of the DMFT-QMC \( \Sigma(i\omega_n) \). In the DMFT with NRG impurity solver (DMFT-NRG) we obtain the correlation functions directly on the real frequency axis, but this method involves certain numerical approximations (see Appendix B).

In order to put into perspective the interaction strength \( U = 10t \) and the temperature range that we consider, in Fig. 2 we sketch the paramagnetic (cluster) DMFT phase diagram for the triangular and square lattice at half-filling adapted from Refs. 46 and 47 (see also Refs. 36, 37, 48–54). In the DMFT solution (blue lines) the critical interaction for the Mott metal-insulator transition (MIT) is \( U_c \approx 2.5D \), where the half-bandswidth \( D \) is 4.5t and 4t for the triangular and the square lattice, respectively. The phase diagram features the region of coexistence of metallic and insulating solution below the critical end-point at \( T_c \). The critical interaction is smaller in the cluster DMFT solution. Above \( T_c \), there is a gradual crossover from a metal to the Mott insulator. In this work we consider \( T > T_c \) and \( U = 10t \).
III. RESULTS

We will first present the results for the thermodynamic properties in order to precisely identify the temperature range where the nonlocal correlations and finite-size effects are small or even negligible. In addition, from the thermodynamic quantities, e.g., from the specific heat, we can clearly identify the coherence temperature above which we observe the bad-metal transport regime. We then proceed with the key result of this work by showing the contribution of vertex corrections to the resistivity and optical conductivity.

Before going into this detailed analysis, and in order to obtain a quick insight into the strength of nonlocal correlations, we compare in Fig. 3 the self-energy components in the cluster DMFT solution at two representative temperatures. We show the imaginary part of the DCA $4 \times 4$ self-energy at different patches of the Brillouin zone according to the color scheme of Fig. 1. At $T = 0.4t$ the differences in the self-energy components are more pronounced on the square than on the triangular lattice, which goes along the general expectations that the frustrated magnetic fluctuations lead to the more local self-energy. At $T \sim 1.5t$ all the components of the self-energy almost coincide for both lattices. We note that for the triangular lattice the components of the self-energy marked by red and cyan colors are similar, but they do not coincide completely. There are four independent patches in this case. For the square lattice the red and cyan components of the self-energy are very similar, while we have six independent patches.

A. Thermodynamics

1. $p = 0.15$

We first show the results for hole-doping $p = 0.15$. The results for the triangular lattice are shown in the left column of Fig. 4, and the results for the square lattice in the right column. Different rows correspond to the kinetic energy per lattice site $E_{\text{kin}}$, potential energy $E_{\text{pot}}$, total energy $E_{\text{tot}}$, specific heat $C = dE_{\text{tot}}/dT|_{\mu}$, and charge susceptibility $\chi_c$. The DMFT results are shown with blue solid lines and FTLM with red dashed lines. The red circles correspond to DCA $4 \times 4$, light green to DCA $2 \times 2$, green to CDMFT $2 \times 2$, and magenta to the CDMFT $2 \times 1$ result.

The FTLM results are shown down to $T = 0.2t$. The FTLM finite-size effects in thermodynamic quantities are small for $T \gtrsim 0.2t$, see Appendix A. The DMFT results are shown for $T \gtrsim 0.05t$ and cluster DMFT for $T \gtrsim 0.2t$. Overall, the (cluster) DMFT and FTLM results for 15% doping look rather similar. The kinetic and potential energy do not differ much on the scale of the plots, and the specific heat looks similar.

The Fermi liquid region, with $C \propto T$, is restricted to very low temperatures. For the triangular lattice we find a distinct maximum in $C(T)$ at $T \approx 0.4t$ in FTLM, and at $T \approx 0.3t$ in DMFT. This maximum is a signature of the coherence-incoherence crossover, when the quasiparticle peak in the density of states gradually diminishes and the bad metal regime starts. The increase in the specific heat for $T \gtrsim 2t$ is caused by the charge excitations to the Hubbard band. The specific heat of the square lattice looks qualitatively the same. (A very small dip in the DMFT specific heat near $T = 0.4t$ for the square lattice may be an artefact of the numerics, where $C$ is calculated by taking a derivative with respect to temperature of the interpolated $E_{\text{tot}}(T)$.) We note that the specific heat, shown here for the fixed particle density, is slightly different than the one for the fixed chemical potential, $C_\mu = dE_{\text{tot}}/dT|_{\mu}$, as in Refs 28, 51, and 55.

For the square lattice all thermodynamic quantities obtained with different methods practically coincide for $T \gtrsim t$. This means that both the nonlocal correlations and the finite-size effects have negligible effect on thermodynamic quantities. For $T \lesssim t$ the DMFT and FTLM results start to differ. Interestingly, for the triangular lattice there is a small difference in the DMFT and FTLM kinetic energy up to higher temperatures $T \sim 1.5t$. The FTLM and DCA $4 \times 4$ results coincide for $T \gtrsim t$, implying the absence of finite-size effects in the kinetic energy for both lattice types. We also note that the agreement of the CDMFT and DMFT solution for the total energy on the square lattice at low temperatures is coincidental, as a result of a cancellation of differences in $E_{\text{kin}}$ and $E_{\text{pot}}$.

![FIG. 3. Imaginary part of the self-energy at the Matsubara frequencies at different patches of the Brillouin zone for several temperatures for $p = 0.15$ hole-doping. The position of the patches is indicated by the same colors as in Fig. 1. The solid lines are guide to the eye.](image-url)
The intersite correlations in the square lattice lead to an increase in the charge susceptibility at low temperatures, bottom panel in Fig. 4. Here the FTLM and DCA $4 \times 4$ results are in rather good agreement. For the triangular lattice we found a sudden increase of $\chi_c$ at low temperatures in the DCA results (see Appendix A) but not in FTLM. These DCA points are not shown in Fig. 4 since we believe that they are an artefact of the particular choice of patching of the Brillouin zone. In order to keep the lattice symmetry, we had only four (in DCA $4 \times 4$) and two (in DCA $2 \times 2$) independent patches in the Brillouin zone for triangular lattice (Fig. 1). The average over twisted boundary conditions in FTLM reduces the finite-size error (see Appendix A), and hence we believe that the FTLM result for $\chi_c$ is correct down to $T = 0.2t$. We note that an increase of $\chi_c$ cannot be inferred from the ladder dual-fermion extension of DMFT$^T$ either. Still, further work would be needed to precisely resolve the low-$T$ behavior of charge susceptibility for the triangular lattice.

2. $p = 0$

We now focus on thermodynamic quantities at half-filling (Fig. 5). In this case, the results can strongly

![FIG. 4. Kinetic, potential, total energy, specific heat, and charge susceptibility as a function of temperature for the triangular and the square lattice at 15% doping.](image1)

![FIG. 5. Kinetic, potential, total energy, specific heat, and charge compressibility as a function of temperature for the triangular and the square lattice at half-filling.](image2)
depend on the method, especially since we have set the interaction to $U = 10t$, which is near the critical value for the Mott MIT in DMFT, while well within the insulating phase in the cluster DMFT and FTLM. The results with different methods almost coincide for $T \gtrsim 2t$ and are very similar down to $T \sim t$. The difference between the cluster DMFT and FTLM at half-filling is small, which means that the finite-size effects are small down to the lowest shown temperature $T = 0.2t$. Therefore, the substantial difference between the FTLM and single-site DMFT solutions at half-filling is mostly due to the absence of nonlocal correlations in DMFT.

The specific heat at half-filling is strongly affected by nonlocal correlations and lattice frustration. For triangular lattice the low temperature maximum in $C(T)$ has different origin in the DMFT and FTLM solutions. The maximum in the FTLM is due to the low energy spin excitations in frustrated triangular lattice, while in DMFT it is associated with the narrow quasiparticle peak since the DMFT solution becomes metallic as $T \to 0$. Our DMFT result agrees very well with the early work from Ref. 36 for $T \gtrsim t$. At lower temperatures there is some numerical discrepancy which we ascribe to the error due to the imaginary time discretization in the Hirsch-Fye method used in that reference. For the square lattice the DMFT and FTLM solutions are both insulating. The maximum in the FTLM $C(T)$ is due to the spin excitations at energies $\sim 4t^2/U = 0.4t$, and it is absent in the paramagnetic DMFT solution which does not include dynamic nonlocal correlations. The increase in $C(T)$ at higher temperatures is due to the charge excitations to the upper Hubbard band.

### B. Charge transport

The analysis of thermodynamic transport quantities has shown that the FTLM results for static quantities are close to exact down to $T \sim 0.5t$ or even $0.2t$. For charge transport we show the results for higher temperatures, $T \gtrsim t$, since the finite-size effects are more pronounced in the current-current correlation function at lower temperatures.

An indication of the finite-size effects in optical conductivity can be obtained from the optical sum rule

$$\int_0^{\infty} d\omega \sigma(\omega) = \frac{\pi}{4V_{u,c}}(-E_{\text{kin}}), \quad (6)$$

where $V_{u,c}$ is equal to 1 and $\sqrt{3}/2$ for the square and triangular lattice, respectively. The deviation from the sum rule in FTLM can be ascribed to the finite charge stiffness and $\delta$ function at zero frequency in optical conductivity.\(^{28}\) The FTLM result for dc resistivity, shown by the red lines in Fig. 6, corresponds the temperature range where the weight of the $\delta$ function peak at zero frequency (charge stiffness)\(^{28}\) is smaller than 0.5% of the total spectral weight. The other finite size effects are small and the FTLM resistivity is expected to be close to the exact solution of the Hubbard model. The remaining uncertainty, due to the frequency broadening is estimated to be below 10% (see Supplementary Material in Ref. 25). Smallness of the finite-size effects for the square lattice at $T \gtrsim t$ was also confirmed from the current-current correlation function calculated on the $4 \times 4$ and $8 \times 8$ lattices using CTINT QMC, see Ref. 25. For doped triangular lattice we show the conductivity data for $T \gtrsim 1.5t$ since below this temperature the weight of the charge stiffness $\delta$ function is larger than 0.5% of the total weight, which indicates larger finite-size effects.

The DMFT resistivity is shown in Fig. 6 by the blue lines. It is obtained using the NRG impurity solver. Numerical error of the DMFT-NRG method is small, as we confirmed by a comparison with the DMFT-QMC calculation followed by the Padé analytical continuation, see Appendix B.

Since the FTLM resistivity in Fig. 6 is shown only for temperatures when both the nonlocal correlations and the finite-size effects are small, the difference between the DMFT and FTLM resistivity is due to the vertex corrections. Their contribution corresponds to the connected part of the current-current correlation function whereas the DMFT conductivity is given by the bubble diagram. A detailed analysis of vertex corrections for the square lattice is given in our previous work (Ref. 25).
Here, our main focus is on the comparison of the importance of vertex corrections for different lattices: the numerical results show that the vertex corrections to conductivity are less important in the case of the triangular lattice.

In the doped case, the FTLM solution gives the resistivity which is approximately linear in the entire temperature range shown in Fig. 6. This bad metal linear-\( T \) temperature dependence is one of the key signatures of strong electronic correlations. The resistivity is here above the Mott-Ioffe-Regel limit which corresponds to the scattering length one lattice spacing within the Boltzmann theory. The Mott-Ioffe-Regel limit can be estimated as\( \rho_{\text{min}} \sim \sqrt{2\pi} \approx 2.5 \).

At half-filling and low temperatures the result qualitatively depends on the applied method. For the half-filled triangular lattice at \( U = 10t \) the DMFT solution gives a metal, whereas the nonlocal correlations lead to the Mott insulating state. Still, similar as for thermodynamic quantities, the numerically cheap DMFT gives an insulating-like behavior and a rather good approximation down to \( T \sim 0.5t \).

The optical conductivity, shown in Fig. 7 for \( T = 1.4t \), provides further insight into the dependence of the vertex correction on the lattice geometry. The DMFT-QMC conductivity is calculated using Eq. (5) with \( \Sigma(\omega) \) obtained by the Padé analytical continuation of \( \Sigma(i\omega_n) \) (see Appendix B for a comparison with DMFT-NRG). In the DMFT solution the Hubbard peak is determined by the single-particle processes and it is centered precisely at \( \omega = U \). The vertex corrections in FTLM shift the position of the Hubbard peak to lower frequencies. The total spectral weight is the same in FTLM and DMFT solution since it obeys the sum rule of Eq. (6), while the kinetic energies coincide. The Ward identity for vertex corrections, \( \Lambda^{\text{conn}}(i\nu = 0) = -2T \frac{1}{N} \sum_{k} v_{k} \sum_{n} G_{k}^{2} (i\omega_{n}) \partial_{\nu} \Sigma_{k} (i\omega_{n}), \) also implies that the vertex corrections do not affect the self-energy if the self-energy is local. Here \( \Lambda(i\nu) \) is the current-current correlation function and \( \Lambda(i\nu = 0) = \frac{1}{\pi} \int d\omega \sigma(\omega) \).

The results clearly show the much stronger effect of vertex corrections on the square lattice on all energy scales. In addition to a very different \( \omega \rightarrow 0 \) (dc) limit, we observe the more significant reduction of the Drude peak width and a larger shift of the Hubbard peak on the square lattice, with a more pronounced suppression of the optical weight at intermediate frequencies.

IV. CONCLUSION

In summary, we have performed a detailed comparison of the thermodynamic and charge transport properties of the Hubbard model on a triangular and square lattice. We identified the temperatures when the finite-size effects become negligible and the FTLM results on the \( 4 \times 4 \) cluster is close to exact. In the doped case, for both lattice types, the resistivity is approximately linear in temperature for \( T \gtrsim 1.5t \). In particular, we found that the contribution of vertex corrections to the optical and dc conductivity is smaller in the case of a triangular lattice, where it leads to \( \sim 20\% \) decrease in dc resistivity as compared to the bubble term. The vertex corrections also leave a fingerprint on the position of the Hubbard peak in the optical conductivity, which is shifted from \( \omega = U \) to slightly lower frequencies.

With this work we also made a benchmark of several state-of-the-art numerical methods for solving the Hubbard model and calculating the conductivity at high temperatures. This may be a useful reference for calculations of conductivity using a recent approach that calculates perturbatively the correlation functions directly on the real frequency axis,\(^{56-59}\) thus eliminating a need for analytical continuation, while going beyond the calculation on the \( 4 \times 4 \) cluster.
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Appendix A: Finite-size effects in charge susceptibility

In Fig. 8 we show the charge susceptibility obtained with different methods. The single-site DMFT result agrees very well with the 4 × 4 FTLM after averaging over the twisted boundary conditions. We show χc, averaged over Ntbc = 1, 4, 16, 64, and 128 clusters with different boundary conditions. χc, obtained with a single set up of boundary conditions deviates at low temperatures from the averaged values. The DCA results for T ≤ 0.5t are also inconsistent. We believe that this is an artefact of the particular choice of the Brillouin zone patches. In DCA 4 × 4 and 2 × 2 we have just 4 and 2 independent patches in the Brillouin zone for triangular lattice, respectively.

FIG. 8. Charge susceptibility as a function of temperature for the triangular lattice at p = 0.15 hole-doping.

Appendix B: Comparison of the DMFT-NRG and DMFT-QMC conductivity

Here we compare the DMFT results for the dc resistivity and optical conductivity obtained with two different impurity solvers. The optical conductivity σ(ω) is calculated according to Eq. (5). The dc resistivity is equal to ρ = σ−1(ω → 0).

Within DMFT-NRG solver the self-energy is obtained directly on the real frequency axis. There are three sources of errors in this approach: discretization errors, truncation errors, and (over)broadening errors. The method is based on the discretization of the continuum of states in the bath; the ensuing discretization errors can be reduced by performing the calculation for several different discretization meshes with interleaved points and averaging these results. It has been shown 45 that in the absence of interactions the discretization error can be fully eliminated in a systematic manner. For an interacting problem, the cancellation of artifacts is only approximate, but typically very good, so that this is a minor source of errors. The truncation errors arise because in the iterative diagonalization one discards high-energy states after each set of diagonalizations. For static quantities this error is negligible, but it affects the dynamical (frequency-resolved) quantities because they are calculated from contributions linking kept and discarded states. 61–63 Finally, the raw spectral function in the form of δ peaks needs to be broadened in order to obtain the smooth spectrum. If the results are over-broadened, this can result in a severe overestimation of resistivity, and this is typically the main source of error in the NRG for this quantity. Fortunately, the resistivity is calculated as an integrated quantity, thus the broadening kernel width can be systematically reduced. 20,64 The lower limit is set by the possible convergence issues in the DMFT self-consistency cycle due to jagged aspect of all quantities, where the actual limit value is problem dependent. In the NRG results reported in this work, it was possible to use very narrow broadening kernel. By studying the dependence of the ρ(T) curves on the kernel width, we estimate that the presented results have at most a few percent error even at the highest temperatures considered.

The DMFT-QMC gives the self-energy Σ(iωn) at the Matsubara frequencies and the analytical continuation is necessary to obtain Σ(ω). The statistical error in QMC makes the analytical continuation particularly challenging. However, at high temperatures the CTINT QMC algorithm is very efficient. Running a single DMFT iteration for 10 minutes on 128 cores and using 20 or more iterations, we obtained the self-energies with the statistical error |δΣ(iω0)| ≈ 5 × 10−4 and |δG(iω0)| ≈ 2 × 10−5 at the first Matsubara frequency at T = t. Such a small statistical error makes the Padé analytical continuation possible for temperatures T ≲ 2t.

We have checked that Padé continuation gives similar results for Σ(ω) when performed on Σ(iωn) taken from last few DMFT iterations. We then used Σ(iωn) averaged over the last five iterations to further reduce the noise in Σ(iωn), before performing the Padé analytical continuation subsequently used in the calculation
FIG. 9. DMFT-QMC (blue dots) and DMFT-NRG (red lines) resistivity as a function of temperature. The analytical continuation of the self-energy is performed with the Padé method. At high temperatures the DMFT-NRG result agrees rather well with the RAIPT (green dashed lines).

A comparison of the DMFT-NRG (red lines) and DMFT-QMC (blue lines) optical conductivity at $T = 1.4t$ is shown in Fig. 10. The overall agreement is very good. We, however, find a small discrepancy at $\omega \sim 10t$. The DMFT-QMC result has the Hubbard peak in $\sigma(\omega)$ centered exactly at $\omega = U$, whereas it is shifted to slightly lower frequency in the DMFT-NRG solution. This shift is an artefact of numerical approximations in DMFT-NRG. A position of the Hubbard peak at $U = 10t$ is another manifestation of the precision of analytical continuation of the QMC data.

It is also interesting to note how the lattice geometry can influence the range of the Fermi liquid $\rho \propto T^2$ behavior in the DMFT solution. In the DMFT equations the lattice structure enters only through the noninteracting density of states. We observe $\rho \propto T^2$ behavior up to much lower temperatures on the square lattice. In this case, $\rho \propto T^2$ region is hardly visible on the scale of the plot, while $\rho \propto T^2$ up to $T \sim 0.3t$ on the triangular lattice. This observation is in agreement with the extension of the $C \propto T$ region in $C(T)$, which is restricted to lower temperatures in the case of a square lattice (Fig. 4).

Fig. 9 shows the temperature dependence of resistivity calculated with the DMFT-NRG (red lines) and DMFT-QMC (blue dots). For the square lattice we find excellent agreement between the two methods. For the triangular lattice we find some discrepancy for $T \sim 1.5t$, which is likely due to the approximations in DMFT-NRG. We also find that the the real axis iterative perturbation theory\textsuperscript{65–67} (RAIPT) agrees rather well with the DMFT-NRG solution for $T \gtrsim 2t$.

It is also interesting to note how the lattice geometry can influence the range of the Fermi liquid $\rho \propto T^2$ behavior in the DMFT solution. In the DMFT equations

\begin{equation}
\rho \propto T^2
\end{equation}

of the conductivity. We also obtained $G(\omega)$ directly by the Padé analytical continuation of $G(i\omega_n)$, and checked that the result is consistent with the one calculated as $G(\omega) = \int d\varepsilon \rho_0(\varepsilon)(\omega + \mu - \varepsilon - \Sigma(\omega))^{-1}$. These cross-checks have confirmed that Padé analytical continuation is rather reliable.
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