Simple machine-learned interatomic potentials for complex alloys

J. Byggmästar,1,2 K. Nordlund,1 and F. Djurabekova1,3

1Department of Physics, P.O. Box 43, FI-00014 University of Helsinki, Finland
2Finnish Center for Artificial Intelligence, FCAI
3Helsinki Institute of Physics, Helsinki, Finland

(Dated: August 16, 2022)

Developing data-driven machine-learning interatomic potentials for materials containing many elements becomes increasingly challenging due to the vast configuration space that must be sampled by the training data. We study the learning rates and achievable accuracy of machine-learning interatomic potentials for many-element alloys with different combinations of descriptors for the local atomic environments. We show that for a five-element alloy system, potentials using simple low-dimensional descriptors can reach meV/atom-accuracy with modestly sized training datasets, significantly outperforming the high-dimensional SOAP descriptor in data efficiency, accuracy, and speed. In particular, we develop a computationally fast machine-learned and tabulated Gaussian approximation potential (tabGAP) for Mo–Nb–Ta–V–W alloys with a combination of two-body, three-body, and a new simple scalar many-body density descriptor based on the embedded atom method.

I. INTRODUCTION

Machine-learning (ML) interatomic potentials are now popular tools to achieve near-quantum accuracy in classical molecular dynamics simulations [16]. The development of new ML frameworks with different ways of quantifying the local atomic environments with atomistic descriptors has been rapid and still continues. The typical starting point for developing a new type of ML potential is to demonstrate good accuracy for single-element materials with structural diversity (e.g., different phases or various crystallographic defects), molecules, or fixed-composition alloys and compounds [17]. This has left the challenges of developing ML potentials for materials of multiple elements much less explored, especially potentials that are transferable to arbitrary compositions of the included elements [9–13]. The main challenge for materials with many elements is the vast composition space that needs to be sampled by the training data. For a general and transferable ML potential, the combined configuration space of both chemical and structural diversity of the material must be sampled.

The structures that make up the training data are typically computed within density functional theory (DFT) to obtain accurate total energies and forces. The size of the training dataset of structures must be kept at a tractable level, partly due to the computational cost of DFT, but also due to practical computer memory limits. For multicomponent materials, this calls for a data-efficient ML potential. The success heavily relies on how well the ML potential can interpolate between chemical compositions. A counterproductive fact to this is that the dimensionality of many commonly used many-body descriptors scales poorly with the number of elements, so that the descriptor space that the training data should cover becomes enormous [14][17]. This issue was discussed and addressed for the SOAP descriptor [15] in a recent article [17], where the dimensionality scaling is reduced from quadratic to linear with respect to the number of elements.

These challenges are particularly demanding when developing ML potentials for high-entropy alloys, which is an intensely studied class of materials that typically contain five or more elements with significant concentrations in random solid solutions [19–22]. To our knowledge, our previous work [9] is to date the only ML potential for a five-element alloy system (Mo–Nb–Ta–V–W) that is general enough to be applicable to the entire range of compositions, and from single crystals to defects and the liquid phase. Due to the novelty of the work, the training database was constructed in a somewhat tedious trial-and-error manner until good testing errors and material properties were achieved. In the process of generating the training database, we found that a typical Gaussian approximation potential (GAP) [5] with the high-dimensional SOAP descriptor never reached satisfactory accuracy when incrementally adding more training data. Instead, we found that using simple low-dimensional two-body and three-body descriptors in a GAP was enough to outperform a SOAP-GAP for crystalline alloys. This came with the significant added bonus that a pure 2+3-body potential can be tabulated and evaluated efficiently using cubic-spline interpolations (which we called tabGAP), leading to a speed-up of two orders of magnitude [9] [23, 24].

Motivated by these findings and the above-mentioned challenges, the aim of this work is to systematically study and compare the learning curves and achievable accuracies of ML potentials for many-element materials with different combinations of descriptors. Specifically, we wish to answer the following questions when developing many-element ML potentials, using the five-element Mo–Nb–Ta–V–W system as a case study: (1) how do various computationally fast low-dimensional descriptor combinations compare with more expensive high-dimensional descriptors? (2) how much training data does one need for a given set of descriptors? and (3), with a given practically feasible amount of training data and computational speed in consideration, what is the
optimal set of descriptors?

II. METHODS

A. Machine-learning potentials

We use the Gaussian approximation potential (GAP) framework as implemented in the quip code [5] [25], with an external fixed analytical screened Coulomb potential for the short-range repulsion [26]. GAP uses Gaussian process regression to establish a prediction for the energy, which can be written as a sum over kernels $K$ weighted linearly by the optimised regression coefficients $\alpha_s$. An appealing feature of GAP is that multiple different descriptors can be used in separate terms and simultaneously trained as one model. This makes direct comparison of different combinations of descriptors easy without changing the underlying ML regression. With the external repulsive potential $E_{\text{rep}}$, the total energy of a system of atoms can in general then be expressed as

$$E_{\text{tot.}} = E_{\text{rep.}} + \sum_d \delta_d^2 \sum_i \sum_s \alpha_s K_d(q_{d,i}, q_{d,s}).$$

Here, $d$ denotes a given descriptor, $i$ runs over all descriptor environments in the system, and the final sum over $s$ is the sparse Gaussian process regression sum that runs over a selected set of descriptor environments from the training data. $E_{\text{rep.}}$ is the screened Coulomb potential, $\delta_d^2$ is a weighting prefactor for the descriptor $d$, $K_d$ is the kernel function used for descriptor $d$, and $q_{d,i}$ the descriptor output for the local atomic environment $i$. For more details about GAP and the repulsive potential, we refer to previous work [20] [28].

B. Descriptors

In all trained potentials, we always use a pair descriptor (“2b”), i.e. the interatomic distance, to get a machine-learned pair-potential contribution. Together with the screened Coulomb pair potential $E_{\text{rep.}}$ they provide a good basis that accounts for accurate pair repulsion and a rough cohesives interaction. Beyond 2b, we combine additional descriptors of different complexity. These include the three-body (“3b”) descriptor $[(r_{ij} + r_{ik}), (r_{ij} - r_{ik})^2, r_{jk}]$ [27] (where e.g. $r_{ij}$ is the distance between atoms $i$ and $j$), the smooth overlap of atomic positions (SOAP) descriptor [18], one of the recently introduced compressed SOAP versions (cSOAP) [17], and a simple scalar density descriptor (“EAM”) based on the embedded atom method [29] [30] which we introduce in detail below. The compression of the full SOAP descriptor in cSOAP is beneficial for many-element materials, as the scaling of descriptor vector length with number of elements is reduced from quadratic to linear. Here we include only the $\nu, \mu = 1, 1$ compression discussed in [17], as it provides the best accuracy.

We introduced and used the EAM descriptor previously for pure Fe [31] (inspired by Ref. [32]) and showed that it, despite its simplicity, provides a significant boost in accuracy at negligible computational cost when combined with the 2b and 3b descriptors. In the following, we generalise it for many-element interactions. The EAM descriptor for the local environment of an atom $i$ surrounded by neighboring atoms $j$ is the total pairwise-contributed scalar density, just like in conventional EAM potentials:

$$\rho_i = \sum_{j \neq i} \kappa_{ij} \varphi(r_{ij}).$$

Here $\kappa_{ij}$ is a prefactor that depends on the chemical species of $i$ and $j$ and $\varphi(r)$ is a scalar function for the pair-density contribution. Compared to conventional EAM potentials, the machine-learning task when using the EAM descriptor is simply the fitting of an embedding function for each element (while simultaneously including the contributions of possible other descriptors to the total energy).

The pairwise density contributions given by $\varphi(r)$ can in principle be any function that smoothly reaches zero at the cutoff distance. It could also be a freely adjustable spline-like function like in many conventional EAM potentials [33]. However, since it is part of the descriptor and must be treated as a set of hyperparameters that need to be fixed before the ML training, in this case it would have to be pre-fitted or adjusted with a hyperparameter-optimisation strategy. Here, we instead use simple analytical functions for $\varphi(r)$, favouring functions that reach finite values as $r \to 0$ so that the strongly repulsive range is well-behaved. We have currently implemented three different functions (listed and illustrated in Appendix A). One is a simple smoothly decaying polynomial function of arbitrary degree, and the other two are functions that are often used as cutoff functions for potentials and descriptors. The latter two can be shifted to reach a constant value for distances $r < r_{\text{min}}$, where $r_{\text{min}}$ is user-defined. Setting $r_{\text{min}} > 0$ can be useful so that the ML energy contribution from the EAM descriptor is forced to a constant (and the force to zero), because at short distances the external screened Coulomb potential (calculated with separate DFT calculations) should dominate the interaction [34] [35].

Just like in normal EAM-like potentials, the pair-density contribution of atom $j$ (element $B$) to the position of atom $i$ (element $A$) can depend: (1) only on the element of $j$: $\kappa_{AB} = \kappa_B$, like in the original EAM alloy potentials [36], (2) on the element pair $AB$ symmetrically: $\kappa_{AB} = \kappa_{BA}$, as is typical for Finnis-Sinclair-like potentials [39] [47], or (3) asymmetrically $\kappa_{AB} \neq \kappa_{BA}$. In addition to the trivial case of $\kappa_{AB} = 1$, where the descriptor is blind with respect to the elements of the neighboring atoms, we have implemented these options.
as functions of the atomic numbers \( Z_A, Z_B \): \[
\kappa_{AB} = \begin{cases} 
1 & \sqrt{Z_B/10} \\
\sqrt{Z_AZ_B/40} & Z_A^{0.1}\sqrt{Z_B/10}
\end{cases}
\] (3)

Square roots are taken to limit the dependence on very different atomic numbers and the division by 10 or 40 is purely out of convenience to produce similar values of \( \kappa \). The corresponding names in the code are \texttt{blind}, \texttt{EAM}, \texttt{FSsym}, and \texttt{FSgen}. One could also implement ways to freely optimise the values of \( \kappa_{AB} \) for the involved elements instead of the above fixed dependencies on atomic numbers (although it is unclear how much it would help with the model accuracy given the simplicity of the descriptor).

\( \varphi(r) \) and \( \kappa_{AB} \) can be chosen independently of each other from the above options. Note that multiple EAM descriptor terms with different \( \varphi(r) \) and \( \kappa_{AB} \) can be used for the same element in GAP, which can be seen as a generalisation of the two-band EAM potential [38] or as analogous to using multiple radial functions in high-dimensional many-body descriptors [4].

For comparison of accuracy, data efficiency, and computational speed, we choose to test the following combinations of descriptors: 2b only, 2b+EAM, 2b+NEAM, 2b+3b, 2b+3b+EAM, 2b+SOAP, and 2b+cSOAP. NEAM refers to using multiple (\( N \)) EAM descriptors per element. Note that we neglect combinations such as 2b+3b+NEAM, 2b+EAM+SOAP, and 2b+3b+SOAP because they provide similar accuracy to some of the above combinations but at much higher computational cost. Additionally, for reasons discussed in the next section, we focused on comparing all reasonable combinations of low-dimensional descriptors (such as 2b+3b+EAM) to a few high-dimensional GAPs such as 2b+SOAP.

\[ \varphi(r) + \sum_{i<j} S(r_{ij}) + \sum_{i<j<k} S(r_{ijk}, \cos \theta_{ijk}) \]

D. Learning curves and training and testing data

For investigating the learning curves of the different combinations of descriptors for many-element materials, we use the Mo–Nb–Ta–V–W training and testing data from [9]. The dataset consists of various crystalline and liquid structures spanning the entire range of compositions from the pure metals to five-element alloys. The actual training data are the total energies, forces, and for some structures virial stresses computed with density functional theory using the \textsc{vasp} code [11] (see details in [9]). The training dataset includes subsets of the pure-element training data from [12], finite-temperature randomly ordered and ordered single-crystals of the entire alloy composition range, defects (vacancies and self-interstitial atoms) in the equiatomic MoNbTaVW alloy, liquid structures for various alloy compositions, surfaces, dimers, and structures with short interatomic separations for fitting repulsion. The training structures are described in more detail in the Supplemental document of Ref. [9] and is available from Ref. [13].

To study the learning rates, we generate different sized subsets of the full training dataset by picking increasingly many structures (from 2% to 100%). The structures are picked (almost) randomly as follows. First, since we are mainly interested in the learning curves of alloy structures, all pure-element training structures are kept as a basis for all subsets. Second, in the remaining alloy structures, the random sampling is done separately for each class of structures \( \text{config.type} \) in GAP language, so that e.g. 10% each of the single-crystal random alloys, ordered alloys, liquid, vacancy structures, etc. are picked separately. Three random subsets are generated for each training data size to assess the statistical differences of the random picking. All reported test and train errors are the averages of the resulting three potentials per training data subset.

The full training dataset contains 2859 structures with total energies and in total 146101 atoms, each with three force components. 1614 structures (105535 atoms) of these are the alloy structures from which different examples.
fractions are picked as described above. The remaining 1245 structures make up the pure-element data that are always included.

The testing data is the same for all training runs and contains single-crystal alloys of random compositions and equiatomic MoNbTaVW, ordered alloys, interstitials and vacancies in equiatomic MoNbTaVW, and liquid MoNbTaVW. When studying the learning curves, we compute the root-mean-squared errors (RMSE) of the training and testing data. For both training and testing data, the structures are grouped into “crystals” and “liquids”, where “crystals” contain all crystalline (body-centred-cubic) structures, including structures with defects. The RMSEs are calculated separately for these two groups. Together, they provide a good measure how well a potential is able to model both high-symmetry lattice structures and completely disordered structures.

The crystal test set contains in total 325 structures (13520 atoms in total) and the liquid test set 11 structures (1408 atoms). Because the liquid test set only includes 11 total energies, we sometimes only report the force errors for liquids as they provide a more statistically reliable test error (4224 force components). Both the training and testing data are available from Ref. [43].

E. Hyperparameters

The necessary hyperparameters of GAP and the different descriptors are similar as in our previous work [9]. In short, the cutoff distances are 5 Å for the simplest and computationally fastest 2b and EAM descriptors and 4.1 Å for 3b, SOAP, and cSOAP (in Ref. [9] we used 5 Å also for 3b). \( n_{\text{max}} \) and \( l_{\text{max}} \) for the radial and spherical harmonics expansion of SOAP were 8 and 6, respectively. The choice is based on a balance between sufficient accuracy and manageable memory requirement (which for five elements is substantial, up to the maximum 1.5 TB available per node in our computer cluster). The regularisation parameters for energies and forces in GAP [27] are the same for all combinations of descriptors. In short, high accuracy for crystals is emphasized by using five times stronger weighting factors than for liquids. All input hyperparameters and necessary input files are provided in Ref. [43] for reproducibility.

Perhaps the most critical hyperparameter is the number of sparse descriptor environments picked from the training data for the Gaussian process regression (\( N_{\text{sparse}} \) in GAP language [27]). \( N_{\text{sparse}} \) effectively defines the number of degrees of freedom of the fit and should be converged to a suitable value for each descriptor. Since we have different-sized training sets, one should in principle increase the degrees of freedom as a function of the training data size, to optimise the computational speed of the potential and to avoid under- or overfitting. However, we found that using the same values for all training data sizes does not affect the training and testing errors significantly and is therefore appropriate for our main purpose of studying learning curves.

The convergence of the test errors as a function of number of degrees of freedom for potentials using the 3b and SOAP descriptors, showed separately for the crystal alloy test set (top) and the liquid alloy test set (bottom). The insets show the same data on logarithmic scales.

For the EAM descriptor discussed above, there are several hyperparameters. We found that all options of Eq. 3 for the prefactor \( \kappa_{AB} \) produce similar results. Somewhat surprisingly, the “blind” option \( \kappa_{AB} = 1 \) proved to be slightly better than the others. This is likely because most Mo–Nb–Ta–V–W alloys have mixing enthalpies very close to zero [9], so that differentiating between elements in the pair-density contributions is not critical (but note that the machine-learning “embedding energy” is still unique to each element). Hence, we set \( \kappa_{AB} = 1 \) for all EAM descriptors. For the 2b+NEAM potential, we also need to choose the num-
The difference in accuracy compared to using only one EAM potential. Three EAM terms were used in all other 2b+NEAM results.

FIG. 2: Convergence of the test errors as a function of the number of embedding terms for each element (i.e., number of EAM density descriptors) in the 2b+NEAM potential. Three EAM terms were used in all other 2b+NEAM results.

III. RESULTS AND DISCUSSION

A. Learning curves

Figs. 1 and 3 show the main results of the learning curves using the different combinations of descriptors. As briefly discussed above, Fig. 1 shows the test errors as functions of the total number of degrees of freedom for the 3b and SOAP-like descriptor terms of the potentials. Both Figs. 1 and 3 show that the low-dimensional 2b+3b+EAM combination of descriptors reaches the best accuracy. Remarkably, it outperforms 2b+SOAP for both crystals and liquids. 2b+3b also outperforms 2b+SOAP, as we previously discovered in Ref. 9, but only for crystalline structures. The improvement when including the EAM descriptor in 2b+3b+EAM compared to 2b+3b is significant, especially for liquids. The compressed SOAP version also provides a significant improvement over the full SOAP descriptor and the overall accuracy of 2b+cSOAP is almost identical to 2b+3b+EAM when using the full training dataset.

Fig. 3 also shows that combinations of only the simple scalar-valued descriptors (2b, 2b+EAM, and 2b+NEAM) have limits in accuracy that are reached already with very little training data (at around 20–30 % of the full training set). The learning curves of the more flexible combinations (2b+3b, 2b+3b+EAM, 2b+SOAP, 2b+cSOAP) are also quite different. For crystals, 2b+3b and 2b+3b+EAM both reach an acceptable 10 meV/atom test error for crystals already with 25–35 % of the full training data, while 2b+SOAP needs the full training set and 2b+cSOAP 60–70 % to reach this level of accuracy. With the full training set, 2b+3b, 2b+3b+EAM, and 2b+cSOAP reach 2–3 meV/atom test errors for crystals with trends that still display learning if more training data were to be added.

We can conclude from Fig. 3 that adding more data would mostly benefit the accuracy for energies of crystalline structures, and especially for 2b+SOAP. For liquids, all combinations of descriptors show a weak almost-converged level of accuracy, indicating that the error is limited by the flexibility of the descriptors and the finite interaction range, not the amount of training data. The faster convergence of the force errors compared to energies is likely because the actual training data is dominated by force components.

To estimate the theoretically achievable accuracies (given enough training data) in more detail, we plot in Fig. 4 both the train and test errors for the four most interesting descriptor combinations. A good and well-trained model should produce similar train and test errors. As noted above, 2b+3b+EAM and 2b+cSOAP show the lowest test errors. Since the 2b+3b+EAM descriptors are relatively simple and low-dimensional, one could expect that given enough training data, the more flexible SOAP and cSOAP descriptors should eventually outperform all other potentials. However, Fig. 4 suggests that at least for force components, 2b+SOAP and 2b+cSOAP are close to their achievable accuracy, as the learning rates are weak and the train and test errors have converged. For energies, extrapolation of the train- and test-error curves in Fig. 4 indicates that 2b+SOAP and 2b+cSOAP would at best converge to similar or slightly better accuracy than 2b+3b+EAM.

Given that the accuracy of 2b+3b+EAM for crystals is down to 2 meV/atom with the full training dataset, there is after all not much room for improvement. Fig. 4 also shows that 2b+NEAM quickly becomes oversaturated with data, showing almost no change in the train or test errors above 30 % of the full training data.

From Fig. 4 we can also conclude that the size of the full training dataset is appropriate for 2b+3b+EAM. With this set of descriptors, the train and test errors have converged towards each other in all cases except for the energies of liquids. The overfitting gaps between the train and test errors for the liquid energies indicate either a lack of data, an inherent limit in the flexibility of the descriptors with the given hyperparameters and cutoff range, or suboptimal regularisation parameters. Given the almost-flat learning curves for the test errors, adding more data would yield diminishing returns (and mainly raise the training errors towards the test errors). Tests also revealed that tuning the regularisation parameters had the same effect, i.e. raising the train errors without improving the test errors. Nevertheless, the liquid energy test error for 2b+3b+EAM potential reaches 12.4 meV/atom with the full training database, which we consider excellent accuracy for liquid five-element alloys.
FIG. 3: Learning curves for the different combinations of descriptors. Test errors are shown as functions of the size of the training set of Mo–Nb–Ta–V–W alloys, given as fractions of the full alloy training dataset or number of structures (top axis). A training dataset of size zero contains only pure-element structures. The learning curves are showed separately for energy and force test errors (RMSE) and for the crystal and liquid test sets.

B. Speed versus accuracy

Perhaps of most practical relevance when comparing machine-learning potentials is the balance between speed and accuracy. Fig. 5 shows again the crystal test errors but as functions of the computational cost in molecular dynamics simulations. The cost is expressed in seconds per time step per atom, tested with a 1024-atom MoNbTaVW lattice on a single i5-7500 3.4 GHz CPU core with a GNU compilation of LAMMPS. The different points for the same set of descriptors correspond to using different degrees of freedom (from Fig. 1), which affects the computational speed significantly. Fig. 5 also shows the speedup and final computational cost of the tabGAPs, i.e., the tabulated versions of the 2b+EAM, 2b+NEAM, 2b+3b, and 2b+3b+EAM GAPs. Note that since all tabGAPs are evaluated using tabulated grids of energies, their speed is independent of the degrees of freedom used in the underlying GAP.

Fig. 6 also includes our previous 2b+3b tabGAP from [9] for comparison, which is not exactly the same as the 2b+3b tabGAP trained here and shown in previous figures. The difference is in the cutoff distance of the 3b descriptor, which was 5 Å in [9] and 4.1 Å in this work.

It is clear from Fig. 5 that the 2b+3b+EAM tabGAP is the most practically useful potential, being the most accurate while also 2–3 orders of magnitude faster than the 2b+SOAP and 2b+cSOAP GAPs. However, we should note that the tested cSOAP implementation is not fully optimised, and that we here only included the most accurate but computationally most costly compressed-SOAP version [17]. Ref. [17] discusses many more cSOAP options that are faster but not as accurate, although they are still at least two orders of magnitude slower than the 2b+3b+EAM tabGAP.

The 2b+NEAM tabGAP (or even 2b+EAM) is not
FIG. 4: Learning curves of selected combinations of descriptors, showing the evolution of both train and test errors for the crystal and liquid alloy test sets.

FIG. 5: Accuracy versus computational cost of the GAPs with different combinations of descriptors and degrees of freedom (unfilled markers). The arrows show the speed-up following tabulation of the low-dimensional GAPs into the corresponding tabGAPs (filled markers). The accuracy is shown as the test errors for the crystal alloy test set. The previous 2b+3b tabGAP from Ref. [9] is also shown. It is slower than the current 2b+3b version due to longer 3b cutoff. Approximate computational costs of some traditional interatomic potentials for bcc metals (EAM [29], MEAM [44], Tersoff [45]) are shown above for comparison (from Ref. [31]).

C. tabGAP for Mo–Nb–Ta–V–W high-entropy alloys

Here, we report the final test errors in more detail for the most practically useful potentials trained to the full training dataset. In Fig. 6, the test errors are separated by the different classes of structures in the test sets (where HEA refers to the MoNbTaVW high-entropy alloy). The figure also includes some pure-element test data from [42] as well as the liquids from the W–Mo dataset [13] and the W–Mo–Ta dataset [46], which were not included in the alloy test sets in the previous figures. The 2b+3b tabGAP in Fig. 6 is the one from Ref. [9].

Fig. 6 shows that the 2b+3b+EAM tabGAP is more accurate than the previous 2b+3b tabGAP [9] for all classes of structures, with the biggest improvement for liquids. Adding the EAM descriptor is therefore beneficial for both speed and accuracy. First, it decreases the liquid test errors by factors of 2–3 and provides similar test errors for the crystal test errors. Second, it allows using a shorter 3b cutoff without losing accuracy, which makes the present 2b+3b+EAM tabGAP around nearly as accurate as 2b+3b+EAM but is significantly faster. In fact, a 2b+EAM tabGAP runs simply as a normal EAM potential using existing implementations. Hence, they can be considered extremely data-efficient and fast options when developing potentials for many-element alloys, but only if one can accept sacrificing meV/atom-accuracy in favour of computational speed.
4 times faster than the previous 2b+3b tabGAP [9].

Fig. 6 shows that 2b+3b+EAM and 2b+cSOAP are similar in accuracy for most classes of materials, with the former overall more accurate for liquid energies but less accurate for liquid forces. The W–Mo liquids provide an interesting test set, as Fig. 6 shows that all potentials are significantly less accurate for their energies (although the same trend is not visible for the force test errors). The reason is that the W–Mo test data includes liquids spanning the entire composition range, while the HEA and W–Mo–Ta test data only contain liquids with the equiatomic composition. Hence, the W–Mo test set provides a good test of transferability, as the Mo–Nb–Ta–V–W training set also contains equiatomic liquid compositions (but for all binary, ternary, quaternary, and quinary alloys). Fig. 6 shows that the 2b+3b+EAM tabGAP is most transferable to the W–Mo liquid compositions, while 2b+NEAM and 2b+SOAP show the poorest transferability.

It is important to remember that to validate a potential for molecular dynamics simulations, only looking at statically computed test errors is dangerous and does not ensure that the potential behaves physically well in simulations. It is crucial to perform tests of actual material properties and to run finite-temperature simulations. We used the previous 2b+3b tabGAP [9] extensively in MD simulations and validated it against material properties computed with DFT. Since the present 2b+3b+EAM tabGAP is trained to the same data, we expect it to produce similar (but more accurate) material behaviour and lead to the same conclusions as in Ref. [9] for the MoNbTaVW high-entropy alloy. We confirmed this by computing the lattice constant, mixing energy, bulk modulus, melting temperature, vacancy formation energies and relaxation volumes, as well as the short-range-order parameters in equiatomic MoNbTaVW optimised by hybrid Metropolis Monte Carlo and MD simulations at 300 K. The results are given in Table I and calculated as the average of 50 different randomly ordered lattices (except for the melting temperature, which is simulated using the solid-liquid interface method and sampling different temperatures [14]). The uncertainty of the DFT mixing energy and lattice constant are larger than for tabGAP, since for DFT we used small 54-atom boxes while for the tabGAPs we used 2000-atom boxes. The methods are explained in more detail in [9].

Table I shows that the present 2b+3b+EAM tabGAP predicts overall similar material properties to the previous 2b+3b tabGAP from Ref. [9], and in good agreement with the DFT results (also from [9]). Most noteworthy is the improvement in the vacancy properties, for which the 2b+3b+EAM tabGAP matches the DFT results well. For comparison, we also compare to approximate experimental values calculated with Vegard’s law, i.e. the concentration-weighted mean of the pure-metal properties. The experimental Vegard’s law produces similar values to the tabGAP predictions, with a 7 % difference in the melting point.

The short-range order parameters are almost identical in the present tabGAP, showing local ordering of primarily the MoTa binary but also VW and MoNb. The short-range order parameters of the Mo–Ta, V–W, and Mo–Nb first-nearest-neighbour pairs are −1.42, −0.60, and −0.80 in the present 2b+3b+EAM tabGAP and −1.37, −0.66, and −0.78 in the previous 2b+3b tabGAP.

As an additional test, we investigated the effect of vanadium concentration on the lattice constant and mixing energy in both DFT and with the 2b+3b+EAM tabGAP. For DFT, we used vasp [19] at the GGA-PBE [50] level with the same input parameters as the training and testing data (see Ref. [9]). We fully relaxed randomly ordered alloys with increasing vanadium concentration from the vanadium-free equiatomic alloy to pure vanadium, i.e. Mo(1−x)TaV5W(1−x)4 alloys with x varying from 0 to 1. From the relaxed alloys, we compute the mixing energies and the lattice constants. For DFT, we used 128-atom boxes, and for tabGAP both 128-atom boxes but also larger boxes of 16 000 atoms to obtain a smoother and more reliable trend. The results are shown in Fig. 7. For the lattice constant we also plot the trend given by Vegard’s law. The tabGAP reproduces the DFT data well. For the mixing energy, there is a small systematic offset of a few meV/atom, which is the expected accuracy of the tabGAP. In Fig. 7 we also plot the mixing entropy, ΔS_{mix} = −N_k_B \sum_i c_i \ln c_i,
TABLE I: Properties of equiatomic MoNbTaVW predicted by the tabGAP 2b+3b+EAM compared to the previous tabGAP 2b+3b from Ref. [9], DFT from Ref. [9], and experimental estimates calculated as averages of the pure metals (Vegard’s law) using data from Ref. [48]. $a_i$ is the concentration of element $i$, to highlight the maximised mixing entropy for the equiatomic MoNbTaVW alloy.

| Property          | tabGAP 2b+3b+EAM | tabGAP 2b+3b [9] | DFT [9] | Expt. (Vegard’s law) |
|-------------------|------------------|-----------------|--------|----------------------|
| $a$ (Å)           | 3.195 ± 0.001    | 3.195 ± 0.001   | 3.195 ± 0.004 | 3.188               |
| $E_{\text{mix}}$ (meV/atom) | −38.3 ± 0.7      | −41.8 ± 0.7     | −43.8 ± 7.3 | −43.8 ± 7.3         |
| $B$ (GPa)         | 216.4 ± 0.1      | 210.4 ± 0.3     | 217.6   |                      |
| $E_{\text{vac}}$ (eV) | 3.29 ± 0.03      | 3.13 ± 0.04     | 3.33 ± 0.05 |                    |
| $\Omega_{\text{vac}}$ (at. vol.) | −0.33 ± 0.01     | −0.39 ± 0.01    | −0.34 ± 0.01 |                    |
| $T_{\text{melt}}$ (K) | 2760 ± 20        | 2760 ± 20       | 2961    |                      |

where $c_i$ is the concentration of element $i$. To highlight the maximised mixing entropy for the equiatomic MoNbTaVW alloy.

We conclude that the new 2b+3b+EAM tabGAP will be useful in simulations of Mo–Nb–Ta–V–W alloys. It should be preferred over the previous version [9], given that it is both more accurate and 4 times faster.

IV. CONCLUSIONS

We have systematically investigated the data efficiency, achievable accuracy, and computational cost of machine-learning interatomic potentials for many-element materials using different combinations of atomistic descriptors. The main conclusion is that when training ML potentials for multicomponent alloys, one can achieve remarkably good accuracy with simple low-dimensional descriptors for the local atomic environments. This is an encouraging and practically helpful result, as we showed that low-dimensional ML potentials are also quite data-efficient, reaching 2 meV/atom accuracy for five-element alloys with a modest amount of training data. Additionally, low-dimensional ML potentials are computationally efficient compared to ML potentials using many-body descriptors since they can be tabulated and evaluated using conventional interpolation methods.

Our results show that when developing ML interatomic potentials for many-element systems, it is not necessary to use flexible and high-dimensional many-body descriptors (such as SOAP). Instead, low-dimensional descriptors can provide the desired near-quantum accuracy, with the added benefits of making the potential more interpretable, data-efficient, faster, and also seemingly more transferable than high-dimensional ML potentials. However, we also showed that for single-element materials where data efficiency is a lesser issue, the accuracy of high-dimensional ML potentials (such as SOAP-GAP) is still out of reach for low-dimensional ML potentials (such as tabGAP).

We also introduced a simple scalar multi-element embedded atom method density descriptor, and showed that a GAP using two-body, three-body, and the EAM descriptor performs best among the tested combinations of descriptors for the five-element Mo–Nb–Ta–V–W...
FIG. 7: Mixing energy (top) and lattice constant (bottom) of randomly ordered Mo–Nb–Ta–V–W alloys with increasing vanadium concentration ($x$ in Mo$(1-x)/2$Nb$(1-x)/2$Ta$(1-x)/4$V$x$W$(1-x)/4$). The results are compared between the tabGAP 2b+3b+EAM and DFT. For the lattice constant we also compare with Vegard’s law, i.e. the weighted average of the pure-element lattice constants. The inset shows the analytically calculated mixing entropy $\Delta S_{\text{mix}}$ which reaches its maximum for the equiatomic MoNbTaVW composition $x = 0.2$, for reference.

W system. When tabulated into a tabGAP, the computational cost is reduced by two orders of magnitude, making molecular dynamics simulations with millions of atoms and nanosecond time scales well within reach. The tabGAP is available from Ref. [43] and is, because of the EAM descriptor, an improvement over our previously published tabGAP [9] in both speed (around 4 times faster) and accuracy (especially for the liquid phase).
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Appendix A: Pair-density functions

The following are the pair-density functions implemented into quip [25] for the EAM descriptor discussed in the main text:

$$\varphi(r) = \begin{cases} 
(1 - \frac{r}{r_{\text{cut}}})^n, & r < r_{\text{cut}} \\
0, & r \geq r_{\text{cut}}
\end{cases} \tag{A1}$$

$$\varphi(r) = \begin{cases} 
1, & r \leq r_{\text{min}} \\
1 - \chi^2(6\chi^2 - 15\chi + 10), & r_{\text{min}} < r < r_{\text{cut}} \\
0, & r \geq r_{\text{cut}}
\end{cases} \tag{A2}$$

$$\varphi(r) = \begin{cases} 
1, & r \leq r_{\text{min}} \\
\frac{1}{2} \left[ 1 + \cos(\pi \chi) \right], & r_{\text{min}} < r < r_{\text{cut}} \\
0, & r \geq r_{\text{cut}}
\end{cases} \tag{A3}$$

where $\chi = (r - r_{\text{min}})/(r_{\text{cut}} - r_{\text{min}})$. The first function can be considered a generalised Finnis-Sinclair-like [30] pair-density function (hence named $\text{FSgen}$ in the code) and the other two are common “cutoff-like” functions ($\text{polycutoff}$ and $\text{coscutoff}$ in the code). $\cos$
is the cutoff function used in Tersoff-like potentials [45] and also for most descriptors implemented in the GAP code. The user-defined parameters are the polynomial order $n$ (integer $\geq 2$), the cutoff radius $r_{\text{cut}}$, and $r_{\text{min}}$ ($0 \leq r_{\text{min}} < r_{\text{cut}}$). The functions are illustrated in Fig. 9 along with the first and second derivatives. $\text{FSgen}$ with $n \geq 3$ and the $\text{polycutoff}$ functions have continuous second derivatives, but not $\text{coscutoff}$.

FIG. 9: Examples of the different pair-density functions $\varphi(r)$ and their first and second derivatives.
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