Toda equations for surface defects in $\mathcal{N} = 2$ SYM and instanton counting for classical Lie groups
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Abstract

The partition function of $\mathcal{N} = 2$ super Yang-Mills theories with arbitrary simple gauge group coupled to a self-dual $\Omega$ background is shown to be fully determined by studying the renormalization group equations relevant to the surface operators generating its one-form symmetries. The corresponding system of equations results in a non-autonomous Toda chain on the root system of the Langlands dual, the evolution parameter being the RG scale. A systematic algorithm computing the full multi-instanton corrections is derived in terms of recursion relations whose gauge theoretical solution is obtained just by fixing the perturbative part of the IR prepotential as its asymptotic boundary condition for the RGE. We analyze the explicit solutions of the $\tau$-system for all the classical groups at the diverse levels, extend our analysis to affine twisted Lie algebras and provide conjectural bilinear relations for the $\tau$-functions of linear quiver gauge theory.
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1. Introduction

Extended supersymmetry in gauge theories allow for a detailed study of the non-perturbative aspects of the latter in terms of precise mathematical structures. The most used approach in the literature makes use of equivariant localization formulas which are very powerful for the direct computation of the partition function and observables from the path integral. However, this approach has not been yet developed for general simple gauge groups. In this paper, we follow an alternative route, by showing that the partition function in presence of suitably chosen observables satisfies a set of non-linear differential equations whose solution can be used to compute via iterative methods the non-perturbative contributions. Moreover, the solution of these differential equations has an interesting interpretation unveiling mathematical physics structures which will be explained in detail in the following. More precisely, in this paper we study the partition function of $\mathcal{N} = 2$ super Yang Mills theories with general simple gauge group $G$ in presence of a surface defect. The latter is described by a two-dimensional $\mathcal{N} = (2, 2)$ gauged linear $\sigma$-model living on the defect and coupled to the bulk four-dimensional theory. This implies that the defect partition function obeys $tt^*$ equations [1], which for the theories under consideration correspond to a de-autonomized Toda system. The defect partition function is vector-valued according to the set of admissible boundary conditions, labeled by the roots of the affine Langlands dual Lie algebra $(\hat{g})^\vee$ [2]. The de-autonomization corresponds to studying the gauge theory in the so-called self-dual $\Omega$-background $(\epsilon, -\epsilon)$. The limit $\epsilon \to 0$ reproduces the classical Seiberg-Witten (SW) theory [3] which is known to be described by the autonomous Toda chain of type $(\hat{G})^\vee$ [4, 5].

The system of equations we study is the radial reduction of $tt^*$-equations which describes complex deformations of a $Z(G)$-singularity, $Z(G)$ being the center of the gauge group. These are the equations of non-autonomous twisted affine Toda chain of type $(\hat{G})^\vee$, where $(\hat{G})^\vee$ is the Langlands dual of the untwisted affine Kac–Moody algebra $G$. In order to clarify the appearance of the Langlands dual group, we start from the analysis of the surface operators in the $\mathcal{N} = 2^+$ theory in terms of the de-autonomized Calogero system, whose limit to super Yang-Mills naturally produces the relevant root system. Each node of the resulting affine Dynkin diagram defines a surface operator, the associated $\tau$-function being its vacuum expectation value. A special rôle is played by the surface operators associated to affine nodes. These are simple surface operators whose monodromy is twisted by elements of the center of the gauge group $Z(G)$. As such, they are bounded by fractional ‘t Hooft lines and generate the corresponding one-form symmetry of the gauge theory. This is manifest as a $Z(G)$-symmetry of the $\tau$-system and will be used to simplify its solution. Our analysis will be based on the observation that the surface operators associated to affine nodes are described in a perturbative regime of the bulk gauge theory and as such the partition function of the theory in their presence admits the ansatz (3.6).

Indeed, the time flow of the non-autonomous system corresponds in the gauge theory to the renormalization group flow, the time playing the rôle of the gauge coupling constant. The system of equations produces recurrence relations for the coefficients of expansion in the gauge coupling (3.6) thus providing a new effective algorithm to calculate instanton contributions for all classical groups $G$. Actually, general recursion formulas based on bilinear relations can be provided for the $A, B$ and $D$ groups, while for gauge group of type $C, E, F$ and $G$ a case by case analysis is needed.

On the mathematical side, the $\tau$-functions we obtain provide the general solution at the canonical rays for the Jimbo-Miwa-Ueno isomonodromic deformation problem [6, 7] on the sphere with two-irregular punctures for all classical groups, which to the best of our knowledge was not known in the previous literature.
The recursion relations we obtain are indeed different from the blow-up equations of [8] and further elaborated in [9]. The latter necessarily involve the knowledge of the partition function in different $\Omega$-backgrounds, which makes the recursion relations and the results from blow-up equations more involved and difficult to handle. Nonetheless, we expect a relation between the two approaches to follow from surface defects blow-up relations. The isomonodromic $\tau$-function for the sphere with four regular punctures was obtained in a similar way from $SU(2)$ gauge theory with $N_f = 4$ in [10]. An analogous analysis for general classical groups is still missing in the literature.

Some of the results we discuss were anticipated in the letter [11]. Here we elaborate on them, by giving more detailed proofs and checks and by extending to other cases. In particular we study the cases of twisted affine Lie algebras and linear quiver theories. We find that the $\tau$ function for the twisted affine Lie algebra $BC_1$ interestingly satisfies the radial reduction of Bullough-Dodd equations, and it is related to the v.e.v. of surface defect in $\mathcal{N} = 2$ $SU(2)$ gauge theory with one massless hypermultiplet in the fundamental representation. We also study the $BC_2$ for which we do not have at present a gauge theory interpretation.

We conjecture bilinear relations satisfied by the $\tau$-functions of $SU(2)$ linear quiver theories which can be obtained from $M$-theory compactification on a Riemann sphere with two irregular punctures and $n - 2$ regular ones [12]. From the mathematical viewpoint these $\tau$ functions describe isomonodromic deformations of $SL(2, \mathbb{C})$ flat connections on the very same Riemann sphere, and can be obtained from a suitable confluence limit of the Garnier system on the Riemann sphere with $n + 2$ regular singularities. While the bilinear equations we write govern just the isomonodromic flow in the moduli of the two irregular punctures, we observe that a general solution can be found by imposing consistency of the system in suitable asymptotic limits. It would be interesting to complete the $\tau$-system with the equations governing the dependence on the moduli of the regular punctures and study the relation of the results we find with bilinear systems for the $\tau$-functions of the Garnier system [13].

Let us comment on other interesting directions to investigate further. From the bulk four-dimensional gauge theory perspective the $\tau$-system we find and its possible generalizations are expected to describe chiral ring relations in presence of a surface operator. Schematically, we expect equation (3.5) to derive from the following fusion rule among the chiral operator $O = \text{tr}\phi^2$ and the surface operator $W_\beta$

$$<: O^2 : W_\beta > = -\frac{\beta^\vee \cdot \beta^\vee}{2} l/\hbar \prod_{\alpha \in A, \alpha \neq \beta} < W_\alpha > ^{-\alpha \cdot \beta^\vee},$$

while higher chiral observables should generate the flows of the full non-autonomous Toda hierarchy.

The $\tau$-functions we compute in this paper could be used to describe through their zeroes the spectrum of the quantum Toda chain integrable system along the lines of [14, 15]. It should be possible to apply the approach proposed here to general class-$S$ theories [12] by studying the related isomonodromic deformation problem, for example for circular quivers, generalizing to other classical groups the results of [16, 17]. It would be also interesting to extend the analysis to non-self-dual $\Omega$-background, which should amount to the quantization of the $\tau$-systems, and its lift to five-dimensional gauge theories on $\mathbb{R}^4 \times S^1$, which should correspond to quantum $q$-difference $\tau$-systems [18–23].

The expansion in the large couplings regime should also be considered by extending the analysis of [24, 25]. Actually, the RG evolution at strong coupling can be analyzed through late time expansion of the $\tau$-functions. In particular, in [26] the solution in this regime for the $A_n$ series has been given in terms of a matrix model describing the theory around the massless
monopoles point which generalizes the $O(2)$ matrix model of [27]. As a related problem, it would be also interesting to provide a Fredholm determinant/Pfaffian representation for the $\tau$-functions presented here, see for example [28] for the case of orthogonal groups. It would also be interesting to study the extension to defects in supergroup gauge theories, see for example [29].

Outline of the paper: The content of the paper is organized as follows. In section 2 we describe the non autonomous Calogero Moser system corresponding to $\mathcal{N} = 2$ gauge theory with general simple gauge group $G$ as an isomonodromic deformation problem on the elliptic curve and its limit to the non autonomous Toda system which instead describes the isomonodromic deformation problem on the Riemann sphere with two irregular singularities. We show how the limiting procedure directly gives the twisted affine Toda chain of type $(\hat{G})^\vee$. In section 3 we derive the $\tau$-form of the above non autonomous Toda system and fix the asymptotic conditions which are relevant to describe the gauge theory surface operators. In section 4 we analyze the explicit solution of the $\tau$-system for all the classical groups at the diverse levels of accuracy we could reach. In section 5 we extend our analysis to affine twisted Lie algebras and in section 6 we comment on conjectural bilinear relations for the $\tau$-functions of linear quiver gauge theory.

In the appendices we collect some technical results needed in the main text. In particular in appendix B.5 we discuss the blow-up formula in four dimensions for general groups (B.9) and in appendix C we describe the universal asymptotic behavior of the instanton partition functions for large Coulomb moduli.

2. Isomonodromic deformations

In this section we derive the relevant equations on the $\tau$-functions for the Toda system related to any simple classical group. These are derived starting from the elliptic case in which Langland duality is manifest.

On the one-pointed torus, $\mathcal{C}_{1,1} \equiv T_{\tau} \cong \mathbb{C}/\mathbb{Z} \oplus \mathbb{Z}_{\tau}$, where $\tau \in \mathcal{M} \cong (\mathbb{H}_+)^{PSL(2,\mathbb{Z})} \cup \{\sqrt{-1}\infty\}$ denotes a complex structure and corresponds to the isomonodromic time $\tau$. The isomonodromic system is given by a Fuchsian system together with an isomonodromic flow

$$\partial_z \Phi(z) = L(z)\Phi(z), \quad (2\pi \sqrt{-1})\partial_\tau \Phi(z) = -M(z)\Phi(z)$$

where $z \in \mathcal{C}_{1,1}$ [30]. The related autonomous integrable system is the elliptic Calogero-Moser system [31] which in gauge theory corresponds to $\mathcal{N} = 2^+$. The reason for starting with an extra adjoint hypermultiplet as opposed to the pure theory is that the limit to pure theory gives the context as to why the Langland dual extended root system plays a role, since these are the only roots whose contributions survive in the decoupling limit to the de-autonomized Toda system.

The deautonomized elliptic Calogero-Moser system can be formulated for any complex simple Lie algebra $g$ of finite rank $k$, whose root system we realize in a finite dimensional $\mathbb{C}$-vector space $V$ equipped with an explicit basis $\{e_i\}_{i=1,\ldots,\dim V}$, so the root system is $R \subseteq V$. We identify $V^\vee \cong V$ using the canonical product. Let $\varphi : \mathcal{M} \to V$ be a vector valued function satisfying the deautonomized elliptic Calogero-Moser system

$$(2\pi \sqrt{-1})\partial_\tau^2 \varphi = -\frac{M^2}{2} \sum_{\alpha \in R} \varphi'(\alpha \cdot \varphi|\tau)\alpha$$

where $\varphi'(z|\tau)$ denotes the $z$-derivative of the Weierstrass elliptic function, and $M$ is the mass of the adjoint hypermultiplet. There is a well-defined autonization procedure which maps
the isomonodromic to the integrable system [32]. These deautonomized systems are quite non-trivial. Indeed, in [33] the so-called elliptic sixth Painlevé transcendent was defined as the solution to the equation \( \partial^2_z z = -\varphi'(z|\tau)/(8\pi)^2 \), and this is the simplest of such systems, corresponding to the Lie algebra \( g = A_1 \). Let us briefly recall how the autonomization procedure works. Essentially, here we need to pass from the full problem formulated on the moduli space \( M \) of the one-punctured torus with complex structure \( \tau \), \( T_\tau \), to its tangent space at some fixed complex structure \( \tau_0 \), \( T_{\tau_0}M \cong H^0(T_{\tau_0}, \Omega^1) \cong \mathbb{C} \). As described in [34], we take \( \tau = \tau_0 + \epsilon t, \partial \tau \rightarrow \epsilon \partial \tau \), and take the \( \epsilon \rightarrow 0 \) limit, perhaps ridding ourselves of some convenient \( 2\pi i \) factors as well. In the context of gauge theory, this limit corresponds to turning off the Omega-background.

Let \( \rho^\vee \) and \( h^\vee \) denote the dual Weyl vector and dual Coxeter number, respectively. The decoupling of the hypermultiplet which brings to pure \( \mathcal{N} = 2 \) Super Yang-Mills or non-conformal AGT [35] is the Inosentsev limit, achieved by setting

\[
\tau = \frac{1}{2\pi \sqrt{-1}} \log \left( \frac{\Lambda}{M} \right)^{2h^\vee}, \\
\phi \mapsto \phi + \frac{1}{2\pi \sqrt{-1}} \frac{1}{h^\vee} \log \left( \frac{\Lambda}{M} \right)^{2h^\vee} \rho^\vee
\]

and then sending \( M \rightarrow \infty, \Lambda \in \mathbb{C} \) plays the role of the time.

To perform the limit, we quote the \( q \)-series of the relevant elliptic function [36], which can be proved using the Lipschitz summation formula [37, §2.2],

\[
(2\pi \sqrt{-1})^{-3} \varphi'(z|\tau) = \sum_{n \geq 0} q^n w_z \left( 1 + q^n w_z \right) \left( 1 - q^n w_z \right)^3 = \sum_{n \geq 1} q^n w_z \left( 1 + q^n w_z \right) \left( 1 - q^n w_z \right)^3
\]

where \( q = e^{2\pi \sqrt{-1} \tau} \) is the so-called nome and \( w_z = e^{2\pi \sqrt{-1} z} \). To perform the limit, first note that we may restrict ourselves to positive roots, as \( \varphi'(-\alpha, Q|\tau)(-\alpha) = \varphi'(\alpha, Q|\tau)\alpha \). Second, examine the powers of \( (\Lambda/M)^{2h^\vee} \), and use the properties of positive simple coroots and the longest coroot given by the level function, as follows. Following [38], define the level function \( \ell : R \rightarrow \mathbb{R} \) by \( \alpha \mapsto \ell(\alpha) := (\rho^\vee, \alpha) \), where \( \rho^\vee := \frac{1}{\pi} \sum_{j=1}^\infty \alpha^\vee_j \in \mathcal{g}^\vee \) is the dual Weyl vector. Then, \( \ell(\alpha^\vee) = 1 \) if and only if \( \alpha \in \Delta^+ \), and \( \ell(\alpha^\vee) = h^\vee - 1 \) if and only if \( \alpha = \theta^\vee \), where \( h^\vee \) is the dual Coxeter number. Examining the terms remaining after the limit, we see we have contributions either from positive simple coroots, or from \( \theta^\vee \).

The elliptic system reduces to a trigonometric one, and only the roots corresponding to the dual extended root system survive, namely the ones whose affine Cartan matrix got transposed. The significance of the dual affine system to SW theory is well-known [5, 39]. The resulting system is

\[
\partial_{\log t}^2 \varphi = -t^{1/h^\vee} \sum_{\alpha \in \hat{\Delta}^+} \alpha^\vee e^{\alpha^\vee \cdot \varphi}
\]

(2.1)

where \( t := \Lambda^{2h^\vee}, \hat{\Delta}^+ = \{ \theta \} \cup \Delta^+ \) are the extended positive roots, and we redefined \((2\pi \sqrt{-1}) \varphi \mapsto \varphi \) for simplicity. Once the asymptotic form of the solution is specified, the solution can be found by series expansion with a non zero (possibly infinite) convergence radius. The natural choice is to start with the homogenous solution and let \( \varphi = a + \log t \cdot b + \xi \) for constant \( a \) and \( b \). The prefactor \( t^{1/h^\vee} \) can be eliminated by setting \( b = \sigma = \frac{1}{n} \rho^\vee \). After this, a solution in terms of a power series in \( t \) and \( \{ r^\vee \}_{i=1}^k \) can be found recursively from
&+ h \sigma \to the automorphism is the reflection around the origin. Then we have
diagram exist. For the simplest case is the Hamiltonian of the deautonomised system. Indeed, we check that
The effect of the reflection is
the dual root system, as
up to constant and logarithmic terms.

Therefore, solutions are in bijection with points of $W_{\text{fund}}^\vee$. The choice of the affine root is not unique if outer automorphisms of the affine Dynkin diagram exist. For the simplest case $A_1$, there is one root which we realize as $\sigma = (1, -1)$ and the automorphism is the reflection around the origin. Then we have $\rho = 1/2 \cdot \sigma = (1/2, -1/2)$ and $h^\vee = 2$, so

$$b = \left( \begin{array}{c} b_1 \\ b_2 \end{array} \right) = \sigma - \frac{1}{h^\vee} \rho^\vee = \left( \begin{array}{c} \sigma_1 - 1/4 \\ \sigma_2 + 1/4 \end{array} \right) \quad \Rightarrow \quad \left( \begin{array}{c} b_2 \\ b_1 \end{array} \right) = \left( \begin{array}{c} \sigma_2 + 1/4 \\ \sigma_1 - 1/4 \end{array} \right).$$

The effect of the reflection is $\sigma_1 \mapsto \sigma_2 + 1/2$, $\sigma_2 \mapsto \sigma_1 - 1/2$. We should really be specializing to the $\mathfrak{sl}_2$ slice $\sigma_1 + \sigma_2 = 0$, which we often neglect to make expressions simpler; setting $\sigma = \sigma_1 = -\sigma_2$, however, we see that this is really the Bäcklund transformation $\tau(\sigma | t) \mapsto \tau(1/2 - \sigma | t)$ of Painlevé III, analyzed in detail in [40]. In $A_n$, cyclic transformations may be seen to shift $\sigma$ by fundamental weights. We use this redundant to solve the system, since as we will see it reduces the order of the equations drastically.

### 3. The Hirota relations

For any $\alpha \in \hat{\Delta}_+$ we define the formal power series $\tau_\alpha \in \mathbb{C}[[t, t^{\rho^\vee_1}, \ldots, t^{\rho^\vee_n}]]$ associated to $\varphi$ as a solution to the following equation

$$\partial_{\log_t}^2 \log \tau_\alpha(\varphi, t) = t^{\frac{1}{2}} e^{t^{\rho^\vee} \varphi}$$

up to constant and logarithmic terms.

We claim that the $\tau$ functions generate the Hamiltonian, in the sense that they satisfy

$$\sum_{\alpha \in \hat{\Delta}_+} \partial_{\log_t} \log \tau_\alpha = h^\vee t \mathcal{H}$$

up to a constant, where

$$t \mathcal{H}(\varphi, \pi, t) = \frac{1}{2} \pi^2 + t^{\frac{1}{2}} \sum_{\alpha \in \hat{\Delta}_+} e^{\rho^\vee_\alpha \varphi}$$

is the Hamiltonian of the deautonomised system. Indeed, we check that

$$(t \partial_t) (t \mathcal{H}) = (t \partial_t) \left( \frac{\pi^2}{2} + t^{\frac{1}{2}} \sum_{\alpha \in \hat{\Delta}_+} e^{\rho^\vee_\alpha \varphi} \right)$$

$$= \pi \cdot \partial_{\log_t} \pi + \left( t^{\frac{1}{2}} \sum_{\alpha \in \hat{\Delta}_+} \rho^\vee_\alpha e^{\rho^\vee_\alpha \varphi} \right) \cdot \partial_{\log_t} \varphi + \frac{1}{h^\vee} t^{\frac{1}{2}} \sum_{\alpha \in \hat{\Delta}_+} e^{\rho^\vee_\alpha \varphi}$$
and since the first two terms vanish on-shell, so the claim follows. Equipped with these \( \tau \) functions, we note that (2.1) can be rewritten as

\[
\partial_{\log t}^2 \left( \varphi + \sum_j \alpha_j \log \tau_{\alpha_j} \right) = 0.
\]

We can integrate this and then reconstruct the solution \( \varphi \) in terms of \( \tau \) functions from the components in the expansion \( \varphi = \sum_i \varphi_i e_i \), namely

\[
\varphi_i = c_{1,i} + c_{2,i} \log t - \log \prod_{\alpha \in \Delta^+} [\tau_\alpha(\varphi)]^{\alpha \cdot e_i} \quad \text{(3.2)}
\]

where the integration constants \( c_{1,2} \) follow from the ambiguity in the definition of the \( \tau \) functions. Feeding back into (3.1), the isomonodromic system may be reformulated purely in terms of the \( \tau \) functions as

\[
\partial_{\log t}^2 \log \tau_\alpha = - t^{1/\alpha} \prod_{\beta \in \Delta^+} [\tau_\beta]^{-\beta \cdot \alpha} \quad \text{(3.3)}
\]

were the minus sign in the R.H.S. of (3.3) is obtained by a rescaling the time variable as \( t \to e^{\sqrt{-1} \pi h^\vee t} \). We will find it useful to rewrite this expression in terms of a logarithmic Hirota derivative defined as

\[
D^2(f) = f^2 \partial_{\log t}^2 \log f = f^2 \partial_{\log t}^2 f - (\partial_{\log t} f)^2
\]

and satisfying

\[
D^2(f^n) = 2n f^{n-1} D^2(f^n) \quad \text{and} \quad D^2(f \cdot g) = f^2 D^2(g) + g^2 D^2(f).
\]

We can then rewrite the system as

\[
\tau_\alpha^{\alpha \cdot \alpha - 2} D^2(\tau_\alpha) = - t^{1/\alpha} \prod_{\beta \neq \alpha} [\tau_\beta]^{-\beta \cdot \alpha} \quad \text{(3.4)}
\]

where the factor of \( \tau_\beta^{\beta \cdot \beta} \) has been extracted from the product and carried to the other side and the definition of the Hirota derivative was used. Moreover, using the first Hirota derivative identity, we get

\[
\tau_\alpha^{\alpha \cdot \alpha - 2} D^2(\tau_\alpha) = \frac{2}{\alpha \cdot \alpha} D^2 \left( \left[ \tau_\alpha \right]^{\alpha \cdot \alpha} \right)
\]

\[
= - t^{1/\alpha} \prod_{\beta \neq \alpha} [\tau_\beta]^{\beta \cdot \alpha} (-\alpha \cdot \alpha + \beta \cdot \alpha)
\]

and redefining \( \left[ \tau_\alpha \right]^{\alpha \cdot \alpha} \mapsto \tau_\alpha \) for every root \( \alpha \) we finally get the equation

\[
D^2(\tau_\alpha) = - \frac{\alpha \cdot \alpha}{2} t^{1/\alpha} \prod_{\beta \in \Delta^+, \beta \neq \alpha} [\tau_\beta]^{-\beta \cdot \alpha}. \quad \text{(3.5)}
\]

The above redefinition leaves unchanged the \( \tau \)-functions corresponding to miniscule coweights. By the ambiguity in the constants of integration, both (3.3) and (3.4) may be modified by a constant or a power of \( t \). Further, we will be writing \( D^4 := D^2 \circ D^2 \), \( D^6 := D^2 \circ D^{2h^\vee} \). Finally, the \( \tau \) function associated to the constant solution \( \varphi_0 = a \) is immediate from (3.1),

\[
\tau_\alpha(\varphi_0, t) = \exp(h^\vee)^2 t^{1/\alpha} e^{\alpha \cdot a}.
\]
Equation (3.5) is the de-autonomization of the \( \tau \)-form of the standard Toda integrable system. From [4, 5] it is known that this governs the classical SW theory [41]. The de-autonomization is induced by coupling the theory to a self-dual \( \Omega \)-background \((\epsilon_1, \epsilon_2) = (\epsilon, -\epsilon)\) [25]. In the autonomous limit \( \epsilon \to 0 \), the relevant \( \tau \)-functions boil down to Riemann \( \theta \)-functions on the classical SW curve [16]. These were used to provide recursion relations on the coefficients of the expansion of the SW prepotential in [42].

The actual form of equations (3.5) depends on the Dynkin diagram. In particular, these reduce to bilinear equations for the classical groups \( A, B \) and \( D \), which we solve via general recursion relations. Instead, for \( C, E, F \) and \( G \) groups the equations of the \( \tau \)-system are of higher order and must be studied by a case by case analysis. The \( \tau \)-system displays a finite symmetry generated by the center of the group \( G \), namely

\[
\begin{array}{cccccccc}
g & A_n & B_n & C_n & D_{2n} & D_{2n+1} & E_n & F_4 & G_2 \\
Z(G) & \mathbb{Z}_{n+1} & \mathbb{Z}_2 & \mathbb{Z}_2 & \mathbb{Z}_2 \times \mathbb{Z}_2 & \mathbb{Z}_4 & \mathbb{Z}_{9-n} & 1 & 1
\end{array}
\]

The center is isomorphic to the coset of the affine coweight lattice by the affine coroot lattice, and coincides with the automorphism group of the affine Dynkin diagram. As in\(^4\), the coweights, and by extension the lattice cosets, corresponding to these nodes are the minuscule coweights. We recall that a representation of \( g \) is minuscule if all its weights form a single Weyl-orbit. This remark will be crucial to solve the \( \tau \)-system.

The \( \tau \)-functions corresponding to the affine nodes, namely the ones which can be removed from the Dynkin diagram while leaving behind that of an irreducible simple Lie algebra, play a special rôle. In the gauge theory interpretation of the Introduction, these are related to simple surface operators associated to elements of the center \( Z(G) \), and are bounded by fractional 't Hooft lines. As such, they are the generators of the one-form symmetry of the corresponding gauge theory, [43]. Since their magnetic charge is defined modulo the magnetic root lattice, a natural Ansatz for their expectation value is

\[
\tau_{\alpha\sigma}(\sigma, \eta|\kappa_n|t) = \sum_{n \in Q^\vee} e^{2\pi i \sqrt{-1} \eta \kappa_n n_2 (\sigma + n)^2} B(\sigma + n|t) \quad (3.6)
\]

where \( B(\sigma|t) = B_0(\sigma) \sum_{i \geq 0} t^i Z_i(\sigma) \) with \( Z_0(\sigma) \equiv 1 \) and \( Q^\vee = \lambda^\vee_{\text{aff}} + Q^\vee \), \( Q^\vee \) being the coroot lattice equipped with the canonical inner product normalized such that the norm of the short coroots is 2, and \( (\lambda^\vee_{\text{aff}}, \alpha) = \delta_{\alpha\text{aff, aff}} \) for any non-extended simple root \( \alpha \). The constant \( \kappa_n = (-n_2)^{r_{\alpha, \ell}} \), where \( n_2 \) is the ratio of the squares of long vs. short roots and \( r_{\alpha, \ell} \) is the number of short simple roots. For simply laced, all roots are long and \( \kappa_n = 1 \).

In the \( A_n \) case, (3.6) is known as the Kiev Ansatz. In particular, in the \( A_1 \) case, it was used to give the general solution of Painlevé III\(_{\ell} \) equation in [24] and further analyzed in [44]. It was crucial for these results to identify the expansion coefficients of (3.6) with the full Nekrasov partition function in the self-dual \( \Omega \)-background. We will now show that this still holds for general classical groups. More precisely, this follows upon the identification \( \sigma = a/\epsilon \), where \( a \) is the Cartan parameter of the gauge theory. Let us remark that the variables \( \eta, \sigma \in Q^\vee \) are the integration constants of the second order differential equations (3.5) and correspond to the initial position and velocity of the de-autonomized Toda particle.

\(^4\) Bourbaki [Lie gps Ch. VIII section 7].
Let us set now the boundary conditions which we impose to the solutions of equation (3.5). We consider the asymptotic behavior of the solutions at \( t \to 0 \) and \( \sigma \to \infty \) as

\[
\log(B_0) \sim -\frac{1}{4} \sum_{r \in R} (r \cdot \sigma)^2 \log (r \cdot \sigma)^2
\]

(3.7)

up to quadratic and log-terms.

Notice that the \( r \)-system knows itself the one-loop exactness of the \( \mathcal{N} = 2 \) gauge theory! Indeed, if one chooses a more general ansatz for the Wilsonian effective action as \( \log(B_0) \sim \sum_{r \in R} \epsilon^{n,m}(r \cdot \sigma)^{2n} \log ((r \cdot \sigma)^{2})^{m} \), then the consistency of the equation itself implies that \( (n,m) = (1,1) \) and \( (n,m) = (2,0) \) are the only allowed terms.

We will show that the solution of (3.5) which satisfies the above asymptotic condition is

\[
B_0(\sigma) = Z_{1-loop}(\sigma) \equiv \prod_{r \in R} \frac{1}{G(1 + r \cdot \sigma)}
\]

(3.8)

where \( G(z) \) is the Barnes’ G-function and \( R \) is the adjoint representation of the group \( G \). The expansion of the above function matches the one-loop gauge theory result upon the appropriate identification of the log-branch. This reads, in the gauge theory variables, as \( \ln \left[ \frac{1}{\Gamma(1 - \epsilon)} \right] \in \mathbb{R} \) and in the \( \Lambda \_ \) case matches the canonical Stokes rays obtained in [45]. Equation (3.8) corresponds to the 1-loop term in the self-dual \( \Omega \)-background. To see this more clearly, recall the perturbative Coleman-Weinberg 1-loop term for a massless hypermultiplet in four dimensions with IR regulator \( \mu \),

\[
\mathcal{F}_{1-loop}(\sigma) = \frac{3}{4} \text{Tr} \sigma^2 - \frac{1}{4} \text{Tr} \sigma^2 \log \left( \frac{\sigma}{\mu} \right)^2 = \int_{\mu}^{\infty} \frac{ds}{s} \text{Tr} e^{-s\sigma} + O \left( \frac{1}{\mu^2} \right)
\]

(3.9)

where the trace is taken in the relevant representation. In the self-dual \( \Omega \)-background with parameter \( \epsilon \), this gets deformed to

\[
\int_{\mu}^{\infty} \frac{ds}{s} \frac{e^{-s\sigma} \cdot \text{Tr} e^{-s\sigma}}{(1 - e^{s\epsilon})(1 - e^{-s\epsilon})}
\]

which we can write in terms of the Barnes’ G function by using its Lévy-Khintchine type representation valid for \(|z| < 1\)

\[
\frac{1}{G(1 + z)} = \exp \left\{ -\log 2 \pi - \frac{1}{2} z + \frac{1 + \gamma}{2} z^2 - \int_{0}^{\infty} \frac{d\nu}{s} \frac{e^{-\nu s - 1 + zs - \frac{1}{2}s^2z^2}}{(1 - e^{s\epsilon})(1 - e^{-s\epsilon})} \right\}
\]

where the subtractions in the integrand serve as an infrared regulator. For a general gauge group in the Coulomb phase, tracing over the Cartan yields

\[
e^{\mathcal{F}_{1-loop}} = \exp \int_{\mu}^{\infty} \frac{ds}{s} \frac{e^{-s\sigma} \cdot \text{Tr} e^{-s\sigma}}{(1 - e^{s\epsilon})(1 - e^{-s\epsilon})} \prod_{\alpha \in R} \frac{1}{G(1 + \sigma \cdot \alpha)} =: B_0(\sigma).
\]

The most important property of this expression is that, given some \( \beta \in R^\vee \),

\[
B_0(\sigma + \beta) = B_0(\sigma) \prod_{\alpha \in R, n \geq 1} \frac{(-1)^{\lfloor n/2 \rfloor} \Gamma(-\alpha \cdot \sigma)^n}{\Gamma(\alpha \cdot \sigma)^n (\alpha \cdot \sigma)^n} \prod_{k=1}^{n-1} (\alpha \cdot \sigma + k)^{2n-2k}
\]

(3.10)

where we can pick only positive \( n \)'s since the product runs over the whole root system.
4. Lie algebras

4.1. $A_n$

The $A_n$ case is the simplest but already illustrates most of the ideas of our analysis. The simplification in this case comes from the fact that every node of the extended Dynkin diagram corresponds to a miniscule (co)weight and that the resulting equations are strictly bilinear, none of which are true in general for different algebras.

We realize the roots using an orthonormal basis $\{e_i\}$ of $\mathbb{R}^{n+1}$ as $\{\pm (e_i - e_j)\}$ for $i \neq j$. The algebra is simply laced so the coroot lattice is the root lattice and is $Q' = Q = \{\sum_{i=1}^{n+1} c_i e_i \mid \sum_{i=1}^{n+1} c_i = 0\}$, while the fundamental weights

$$\lambda_i = (1, 0^{n+1-i}) - \frac{i}{n+1}(1^{n+1}),$$

are all minuscule. Here $(1^p, 0^{n+1-p})$ stands for a vector whose first $p$ entries are 1 and the remaining entries vanish, while in $(1^{n+1})$ all entries are 1. Moreover we label the $\tau$-functions as $\tau_\alpha \equiv \tau_j$ and identify $\eta_j = \tau_{n+1+j}$ periodically. Then the $\tau$-system can be written succinctly as

$$D^2(\tau_j) = -t \frac{1}{\tau_j-\tau_{j+1}} \tau_j \tau_{j+1}. \quad (4.1)$$

Due to the $Z_{n+1}$ outer automorphism group of the Dynkin diagram, each of the nodes of $A_n$ can be taken as the affine one so that the corresponding $\tau$-functions can be expressed through the Kiev Ansatz (3.6). Therefore, all the $\tau$-functions are determined by a single one, say $\tau_0$, as $\tau_j = \tau_0 |_{QQ}$. Owing to the $Z_{n+1}$ symmetry, it is enough to solve (4.1) corresponding to $j = 0$. Henceforth we adopt the shorthand $f(y \pm x) \equiv f(y+x)f(y-x)$. The Ansatz (3.6) for $\tau_0$ reads

$$\tau_0(\sigma, \eta|l) = \sum_{n \in Q, i \geq 0} e^{2\pi \sqrt{-1} \eta} n_j^i (\sigma + n)^2 + i B_0(\sigma + n) Z_j(\sigma + n). \quad (4.2)$$

Inserting the Kiev Ansatz (4.2) into (4.1) gives us

$$\sum_{m_i, n_i \in Q, i_j \geq 0} e^{2\pi \sqrt{-1} \eta} n_j^i (\sigma + n)^2 + i B_0(\sigma + n) Z_j(\sigma + n)$$

$$\times \left( \frac{1}{2} m_1^2 + \frac{1}{2} m_2^2 + i_1 - i_2 + \sigma \cdot (n_1 - n_2) \right)^2$$

$$\times B_0(\sigma + n_1) B_0(\sigma + n_2) Z_{i_1}(\sigma + n_1) Z_{i_2}(\sigma + n_2)$$

$$= - \sum_{m_i, n_i \in Q, j_1, j_2 \geq 0} e^{2\pi \sqrt{-1} \eta} n_j^i (\sigma + n)^2 + i B_0(\sigma + n) Z_j(\sigma + n)$$

$$\times B_0(\sigma + m_1 + e_1) B_0(\sigma + m_2 - e_1) Z_{j_1}(\sigma + m_1 + e_1) Z_{j_2}(\sigma + m_2 - e_1).$$
This is solved as a power series in \( t, t^{r_1}, \ldots, t^{r_n} \). To fix \( B_0(\sigma) \), we look at the lowest order. The lowest order is linear in \( t \) and produces the quadratic constraint

\[
\frac{1}{2} n_1^2 + \frac{1}{2} n_2^2 + i_1 + i_2 = 1 + \frac{1}{2} m_1^2 + \frac{1}{2} m_2^2 + e_1 \cdot (m_1 - m_2) + j_1 + j_2 = 1 \tag{4.3}
\]
as well as \( n + 1 \) linear constraints on the root lattice variables \( (n_1, n_2) \) and \( (m_1, m_2) \). Let us fix \( p, q \in \{0, \ldots, n + 1\} \), \( p \neq q \) and look for terms with \( t^{r_p-r_q} \). The linear constraints are \( n_1 + n_2 = m_1 + m_2 = e_p - e_q \). Up to Weyl reflections, the only solution to the above mentioned constraints is given by \( n_1 = e_p - e_q, n_2 = 0 \) and \( m_1 = e_p - e_1, m_2 = -e_q + e_1 \), with \( i_s \) and \( j_s \) in (4.3) vanishing, leading to the functional equation

\[
(1 + (e_p - e_q) \cdot \sigma)^2 B_0(\sigma + e_p - e_q)B_0(\sigma) = -B_0(\sigma + e_p)B_0(\sigma - e_q). \tag{4.4}
\]

Now we suppose that \( B_0(\sigma) = f(\sigma) \prod_{r \in \mathcal{R}} \frac{1}{1 + r \cdot \sigma} \). First of all we show that of ratios of \( \Gamma \)-functions which arise from manipulating the Barnes’ \( G \)-functions cancels. Namely, consider,

for \( \beta \in \mathcal{Q}' + \lambda' \) in a general Lie algebra

\[
\hat{\Gamma}(\beta) := \prod_{\alpha \in \mathcal{R}, \alpha \neq 1} \left( \frac{\Gamma[-\alpha \cdot \sigma]}{\Gamma[\alpha \cdot \sigma]} \right)^{\alpha \beta}
\]

which is the product of \( \Gamma \)-functions in (3.10). Noting that

\[
\hat{\Gamma}(\beta) = \prod_{\alpha \in \mathcal{R}, \alpha \beta \geq 0} \left( \frac{\Gamma[-\alpha \cdot \sigma]}{\Gamma[\alpha \cdot \sigma]} \right)^{\alpha \beta} = \prod_{\alpha \in \mathcal{R}, \alpha \beta \geq 0} \left( \frac{1}{\Gamma[-\alpha \cdot \sigma]} \right)^{\alpha \beta} = \prod_{\alpha \in \mathcal{R}} \left( \frac{1}{\Gamma[-\alpha \cdot \sigma]} \right)^{\alpha \beta}
\]

we get

\[
\hat{\Gamma}^{(\beta_1)} \hat{\Gamma}^{(\beta_2)} = \hat{\Gamma}(\beta_1 + \beta_2).
\]

In particular if \( \sum \beta_k = \sum \gamma_k \), which corresponds to the linear constrains,

\[
\prod_k \hat{\Gamma}(\beta_k) = \hat{\Gamma} \left( \sum \beta_k \right) = \hat{\Gamma} \left( \sum \gamma_k \right) = \prod_k \hat{\Gamma}(\gamma_k).
\]

Therefore, these products of \( \Gamma \)-functions cancels from all formulas, as we obtain all of them by matching equal powers of \( t^{r_1}, \ldots, t^{r_n} \). This discussion is valid for all Lie algebras. For the \( A_n \) case, the LHS of (4.4), after discarding products of \( \Gamma \)-functions, becomes

\[
\frac{(1 + (e_p - e_q) \cdot \sigma)^2 f(\sigma + e_p - e_q) f(\sigma)}{-(e_p - e_q)^2 (1 + (e_p - e_q)^2 \prod_{\beta(\epsilon_p - \epsilon_q)_1} \beta \cdot \sigma)} = -\frac{f(\sigma + e_p - e_q)}{f(\sigma)} \prod_{p \neq q, k \neq l} \left( \frac{\sigma_p - \sigma_k}{\sigma_p - \sigma_l} \cdot \frac{\sigma_k - \sigma_q}{\sigma_l - \sigma_q} \right).
\]

This has to equal the RHS

\[
\frac{f(\sigma + e_p)}{\prod_{k \neq p} (\sigma_p - \sigma_k)} \frac{f(\sigma - e_q)}{\prod_{k \neq q} (\sigma_k - \sigma_q)}.
\]
Simple arithmetics converts this to \( f(\sigma + e_p - e_q)f(\sigma) = f(\sigma + e_p)f(\sigma - e_q) \) which implies that \( f \) is periodic on the lattice. The asymptotic condition \( (3.7) \) reads as \( f \sim 1 \) when \( \sigma \to \infty \), so that \( f = 1 \).

The higher order terms in \( t, t^\alpha_1, \ldots, t^\alpha_\alpha \) provide the recursion relations

\[
k^2 Z_k(\sigma) = \sum_{n \in \mathbb{Z}^2 \cap Q} \frac{B_0(\sigma \pm n)}{B_0(\sigma)^2} Z_{\mu_1}(\sigma - n) Z_{\mu_2}(\sigma + n)
\]

\[
+ \sum_{n \in \mathbb{Z}^2 \cap Q, i_1 < k} (i_1 - i_2 + 2n \cdot \sigma)^2 \frac{B_0(\sigma \pm n)}{B_0(\sigma)^2} Z_{\mu_1}(\sigma + n) Z_{\mu_i}(\sigma - n),
\]

where \( B_0(\sigma) \) is given by \( (3.8) \). In particular, \( k = 1 \) gives the simple expression

\[
Z_1(\sigma) = \sum_{i=1}^{n+1} \frac{B_0(\sigma \pm e_i)}{B_0(\sigma)^2} = (-1)^{n+1} \frac{1}{\prod_{j \neq i}(\sigma_i - \sigma_j)^2}.
\]

Upon abbreviating \( \sigma_{ij} = \sigma_i - \sigma_j \), the \( k = 2 \) term gives

\[
Z_2(\sigma) = -\frac{1}{4} \sum_{i=1}^{n+1} \frac{B_0(\sigma \pm e_i)}{B_0(\sigma)^2} \left[ Z_1(\sigma + e_i) + Z_1(\sigma - e_i) \right]
\]

\[
+ \sum_{i < j} (\sigma_i - \sigma_j) \frac{B_0(\sigma \pm (e_i - e_j))}{B_0(\sigma)^2}
\]

which we can write as

\[
Z_2(\sigma) = \frac{1}{4} \sum_i \prod_{j \neq i} \sigma_{ij}^2 \left( \frac{1}{\prod_{k \neq i} (\sigma_{ik} + \delta_{ik} + \delta_{ik})^2} + \frac{1}{\prod_{k \neq i} (\sigma_{ik} - \delta_{ik} + \delta_{ik})^2} \right)
\]

\[
- \sum_{i < j} (\sigma_{ij} + 1)^2 (\sigma_{ij} - 1)^2 \frac{1}{\prod_{k \neq i \neq j} \sigma_{ik}^2 \sigma_{jk}^2}
\]

\[
= \frac{1}{4} \sum_i \prod_{k \neq i} \sigma_{ik}^2 \cdot \frac{1}{\prod_{k \neq i} (\sigma_{ik} - 1)^2} + \frac{1}{4} \sum_i \prod_{k \neq i} \sigma_{ik}^2 \cdot \frac{1}{\prod_{k \neq i} (\sigma_{ik} + 1)^2}
\]

\[
+ \sum_{i < j} (\sigma_{ij} - 1)^2 \prod_{k \neq i \neq j} \sigma_{ik}^2 \cdot \frac{1}{\prod_{k \neq i \neq j} \sigma_{jk}^2}
\]

where in the second step we cancelled the off-diagonal terms in the double product, to simplify the comparison with Nekrasov formulas for \( k = 2 \) for \( \epsilon_1 = -\epsilon_2 = 1 \). Indeed, the three sums above correspond exactly to \( Z^{SU(n+1)}(\mathcal{Y}) \) of \( (B.1) \) with \( \mathcal{Y} \) having two boxes \( \square \) or two boxes \( \square \) in the \( i \)th position and the last double sum is over \( \mathcal{Y} \) such that one box is in the \( i \)th and another in the \( j \)th position. These are all the possible tuples \( \mathcal{Y} \) such that \( |\mathcal{Y}| = 2 \). To summarize, the above coincide with one and two instanton contributions to the \( SU(n+1) \) Nekrasov partition function as computed from supersymmetric localization \([46, 47]\). Let us remark that the use of the \( \tau \)-system \( (4.1) \) provides a completely independent tool to compute all instanton corrections just starting from the asymptotic behavior \( (3.7) \). This procedure extends to all classical groups.
4.2. $B_n, D_n$

Due to our strategy of solving the problem by attaching Kiev Ansätze to nodes corresponding to minuscule coweights, we treat the algebras $B_n$ and $D_n$ simultaneously. The coroot lattices are likewise the same, so the only difference between $B_n$ to $D_n$ is the asymptotic condition the extra roots of $B_n$ impose.

$D_n$ is a simply laced algebra, whose coroot lattice is the checkerboard lattice $Q = Q' = \{ \sum_{i=1}^n c_i e_i \mid \sum_{i=1}^n c_i \in 2\mathbb{Z} \}$. In this section we consider only $n \geq 4$ and leave the special cases of $n = 2, 3$ to the appendix D. There are four minuscule weights, $\lambda_0 = (0^n)$, $\lambda_1 = (1,0^{n-1})$, $\lambda_{n-1} = ((\frac{1}{2})^{n-1},-\frac{1}{2})$, $\lambda_n = ((\frac{1}{2})^{n-1},+\frac{1}{2})$ and these correspond to the ‘legs’ of the affine diagram. Whatever the rank we consider, we always have the consistency conditions

$$D^2(\tau_0) = D^2(\tau_1), \quad D^2(\tau_{n-1}) = D^2(\tau_n)$$

which immediately follow from the equations $D^2(\tau_0) = -t^{1/2n}\tau_2$, $D^2(\tau_1) = -t^{1/2n}\tau_2$ and the analogue ones at the other end of the diagram. The second consistency condition is morally just the first one with $\sigma$ shifted by $((\frac{1}{2})^n)$. In the special case $n = 4$ we have a further equality, due to the enhanced symmetry of $D_4$,

$$D^2(\tau_0) = D^2(\tau_1) = D^2(\tau_3) = D^2(\tau_4).$$

Practically, however, the first condition is sufficient to solve the problem.

$B_n$ is not simply laced. In addition to the roots of the corresponding $D_n$, $\{ e_i \pm e_j \}_{i \neq j}$, it has shorter roots $\{ e_i \}$. This is the first case, however, in which we have to worry about looking at the Langlands dual algebra, and send each root to the coroot via $R \ni \alpha \mapsto 2\alpha/(\alpha \cdot \alpha) \in R'$. Therefore, the extended Dynkin diagram above has reversed arrows compared to the usual, since the roots $\{ e_i \}$ get rescaled to $\{ 2e_i \}$. The coroot lattice is still the checkerboard lattice $Q' = \{ \sum_{i=1}^n c_i e_i \mid \sum_{i=1}^n c_i \in 2\mathbb{Z} \}$ of $D_n$, and the two minuscule weights are $\lambda_0' = (0^n)$ and $\lambda_1' = (1,0^{n-1})$, corresponding to the ‘antennae’ of the new diagram, provided $n > 3$. The
The case functional equation we get, analogous to (3.6), modification that (i) there is no additional $\mathbb{Z}_2$ symmetry of $D_n$ is broken. The $\tau$-system coincides with that of $D_{n+1}$, with the modification that (i) there is no $\tau_{n+1}$ node and (ii) that

$$D^2(\tau_{n-1}) = -2t^{\tau_{n-1}}\tau_{n-2}\tau_n, \quad D^2(\tau_n) = -t^{\tau_{n-1}}\tau_{n-2}.$$

The case $n = 3$ is discussed separately along with the algebra $C_2$ in section 4.3.2. We limit the present discussion to $n > 3$ so the analysis proceeds as for $D_n$, except we can only consider the first equation in (4.5). This unifies the approach to both $D_n$ and $B_n$. Explicitly, inserting (3.6) and $\tau_1(\sigma|t) = \tau_0(\sigma + \lambda_1|t)$ into the first equation of (4.5) we get

$$\sum_{n_1, n_2 \in \mathbb{Q}^+; n_1, n_2 > 0} e^{2\pi i \sqrt{-1}(n_1 + n_2) \eta_1 j n_1^2 + \frac{1}{2} n_1^2 + j + n_2 + \sigma \cdot (n_1 + n_2)}
\times \left(\frac{1}{2} n_1^2 - \frac{1}{2} n_2^2 + i_1 - i_2 + \sigma \cdot (n_1 - n_2)\right)^2
\times B_0(\sigma + n_1) B_0(\sigma + n_2) Z_n(\sigma + n_1) Z_n(\sigma + n_2)
= \sum_{m_1, m_2 \in \mathbb{Q}^+; m_1, m_2 > 0} e^{2\pi i \sqrt{-1}(m_1 + m_2) \eta_1 j m_1^2 + \frac{1}{2} m_1^2 + i_1 - i_2 + \lambda_1 \cdot (m_1 + m_2) + j_1 - j_2 + \sigma \cdot (m_1 + m_2 + 2\lambda_1)}
\times \left(\frac{1}{2} m_1^2 - \frac{1}{2} m_2^2 + j_1 - j_2 + (\sigma + \lambda_1) \cdot (m_1 - m_2)\right)^2
\times B_0(\sigma + m_1 + \lambda_1) B_0(\sigma + m_2 + \lambda_1) Z_n(\sigma + m_1 + \lambda_1) Z_n(\sigma + m_2 + \lambda_1).$$

In the following, $p, q = 1, \ldots, n, p \neq q$, and following the discussion in the previous section, we look for the lowest terms in powers of $t$ and $\{\ell^{\ell'}\}$. Explicitly, the term to consider is $t^{1+\sigma} (e_p + e_q)$, which we get by putting $n_1 = e_p + e_q$ and $n_2 = 0$ on the LHS, up to symmetry. To get this term we need to impose $m_1 = e_p - e_1, m_2 = e_q - e_1$ on the RHS, with all $i$’s and $j$’s vanishing. The functional equation we get, analogous to (4.4), is

$$(1 + (e_p + e_q) \cdot \sigma)^2 B_0(\sigma) B_0(\sigma + e_p + e_q)
= ((e_p - e_q) \cdot \sigma)^2 B_0(\sigma + e_p) B_0(\sigma + e_q). \quad (4.6)$$

The two cases are distinguished by the different asymptotic conditions (3.7) the root systems impose. Indeed, we have

$$B_0^{[D_n]}(\sigma) = \prod_{i < j} \frac{1}{G(1 \pm \sigma_i \pm \sigma_j)},$$

$$B_0^{[B_n]}(\sigma) = \left(\prod_{k=1}^n \frac{1}{G(1 \pm \sigma_k)}\right) B_0^{[D_n]}(\sigma).$$

One can show that the large $\sigma$ asymptotics of these different solutions are consistent with the full $\tau$ system, not only the reduced consistency condition we are considering. Next, since the equation and the Ansatz are the same, the recursion relations are as well, and turn out to be
This result is in line with the contour integral formulas for the relevant Nekrasov partition functions. Indeed the poles in the $D_n$ and $B_n$ cases are the same, but with different residues, as noticed in [48]. From the above recursion relation we can compute the 1-instanton terms

$$Z_1(\sigma) = \sum_{k=1}^{n} 4\sigma_k^2 \frac{B_0(\sigma \pm e_k)}{B_0(\sigma)^2} = \begin{cases} \frac{4}{\prod_{j \neq k} (\sigma_k - \sigma_j)^2}, & B_n \\ \frac{4\sigma_k^2}{\prod_{j \neq k} (\sigma_k - \sigma_j)^2}, & D_n \end{cases}$$

and the 2-instantons

$$Z_2(\sigma) = \sum_{\alpha \in Q^\vee, \alpha^2 = 2} \frac{-1}{(\alpha \cdot \sigma)^2(\alpha \cdot \sigma)^2 - 1} \frac{1}{\prod_{\beta \alpha = 1}} (\beta \cdot \sigma)^2$$

and so on. These are easily compared to the instanton counting from appendix B, and the appendix of [48] where the results were first presented.

### 4.3. $C_n$

Here there is a potential issue of normalizing the roots, so we must make note of our conventions. In writing (3.6) we have stressed that the bilinear form is fixed by demanding $|\alpha|^2 = 2$ for all long roots $\alpha$. If we decide to choose roots of $C_n$ as \{D_n roots\}$ \cup \{ \pm 2e_i \}$, clearly $|2e_i|^2 = 4$. So we should normalize them as \{ $\pm \frac{1}{\sqrt{2}} e_i, \pm \frac{1}{\sqrt{2}} e_j \} \cup \{ \pm \sqrt{2} e_i \}$. The dual lattice is then $Q^\vee = \sqrt{2} Z^n$. In literature, the factors of $\sqrt{2}$ are sometimes avoided, which can be accommodated in this approach by rescaling time and working with

$$\tau_i = \sum_{m \in \mathbb{Z} \overset{\lambda \vee}} e^{m \cdot \eta_i^2} \eta_i \sum_{n} (\sigma_i + m)^2 B(\sigma + m\sqrt{\lambda}). \tag{4.8}$$
The minuscule weights are \( \lambda_0 = 0 \) and \( \lambda_n = \left( \frac{1}{\sqrt{2}} \right)^n \). Bilinear relations are only available for \( n = 1, 2 \), where accidental isomorphisms map the algebras to those already considered. We explore the lower ranks explicitly up to and including \( C_4 \).

As for the analysis of the higher order algebras, these produce more complicated recurrence relations to be solved by a case by case analysis, unlike in the \( A, B, D \) types which allow for a unified treatment. We performed explicit checks for \( C_5 \) and \( C_6 \) up to one-instanton, again in agreement with [48].

4.3.1. \( C_1 \). This is the simplest case, in fact isomorphic to \( A_1 \). The coroot lattice is \( Q^\vee = \sqrt{2} \mathbb{Z} \), \( \lambda_1 = \frac{1}{\sqrt{2}} \), and the equations are formally the same as \( A_1 \),

\[
D^2(\tau_0) = -\tau_1^2, \quad D^2(\tau_1) = -\tau_0^2.
\]

4.3.2. \( C_2 \). For the subsequent rank, the lattice is \( Q^\vee = \sqrt{2} \mathbb{Z}^2 \), \( \lambda = \left[ \left( \frac{1}{\sqrt{2}} \right)^2 \right] \). The full system

\[
D^2(\tau_0) = -\tau_1^2, \quad D^2(\tau_1) = -2\tau_0^2 \tau_2, \quad D^2(\tau_2) = -\tau_1^2
\]

leads to the single equation

\[
D^2(\tau_0) = D^2(\tau_1).
\]

As with the rank 1 case, there is an accidental isomorphism at this level, namely, \( C_2 \cong B_2 \), i.e. \( \mathfrak{sp}_2 \cong \mathfrak{so}_5 \), leading to the same equation. The isomorphism is realized by

\[
2\sigma_1^{[C]} = (\sigma_1 + \sigma_2)^{[B]} \quad 2\sigma_2^{[C]} = (\sigma_1 - \sigma_2)^{[B]}.
\]

As such, we find a recurrence relation for the equivariant volumes of the instanton moduli space which resembles the other recurrence relations we have already found, but it does not generalize to higher rank and pertains only to \( C_2 \).

One easily finds that

\[
B_0(\sigma) = \frac{1}{G(1 + \sqrt{2} \sigma_1)G(1 + \sqrt{2} \sigma_1)G(1 + \frac{1}{\sqrt{2}} (\sigma_1 + \sigma_2))}
\]

as well as the simple recurrence relation which we can write as

\[
2 \left( \frac{k}{2} \right)^2 \mathcal{Z}_k(\sigma) = \sum_{m+\lambda \atop m+j=j_1+j_2=\pm 1} (j_1 - j_2 + 2(\lambda + m) \cdot \sigma)^2 \times \mathcal{Z}_{2j_1}(\sigma + \lambda + m) \mathcal{Z}_{2j_2}(\sigma - \lambda - m) \frac{B_0(\sigma + \lambda + m)}{B_0(\sigma)^2} - \sum_{n^2+i_1 \atop i_1+j < k/2} (i_1 - i_2 + 2n \cdot \sigma)^2 \mathcal{Z}_{2i_1}(\sigma + n) \mathcal{Z}_{2i_2}(\sigma - n) \frac{B_0(\sigma + n)}{B_0(\sigma)^2}.
\]

4.3.3. \( C_3 \). In higher ranks one gets higher order relations among the \( \tau \)-functions. In particular, while for \( C_n \) with \( n \) even the central node is seen to be invariant, \( n \) being odd presents an interesting challenge. In the following, \( Q^\vee = \sqrt{2} \mathbb{Z}^3 \), and \( \lambda_3 = \left( \frac{1}{\sqrt{2}} \right)^3 \), and the \( \tau \)-system is
\[ D^2(\tau_0) = -i^4 \tau_1 \] (4.9)

\[ D^2(\tau_1) = -2i^4 \tau_0^2 \tau_2 \] (4.10)

\[ D^2(\tau_2) = -2i^4 \tau_1 \tau_3^2 \] (4.11)

\[ D^2(\tau_3) = -i^4 \tau_2. \] (4.12)

By multiplying (4.12) by \( \tau \delta \), we obtain

\[ \tau D^2(\tau_3) = -i^{3} \tau \tau_2 = \frac{1}{2} D^2(\tau_1) = \frac{1}{2} i^{3} \tau^4 D^4(\tau_0). \]

Dividing by \( \tau_0 \) and using the \( \sum \) operators defined in appendix A, we rewrite this as the cubic system

\[ Y^3(\tau_0) = 2i^{1/2} \tau \tau_0 D^2(\tau_3). \]

Inserting (4.8) we obtain

\[
\sum_{n_1, 2, 3 \in \sqrt{2}Z_3} \prod_{k=1}^{3} e^{i^2 \tau_n n_k (\sigma + n_k)^2 + i \eta} B_0(\sigma + n_k) Z_\sigma(\sigma + n_k)
\times \frac{1}{3!} \prod_{k_1 < k_2} \left( \frac{1}{2} n_{k_1}^2 + i n_{k_1} - \frac{1}{2} n_{k_2}^2 - i n_{k_2} + (n_{k_1} - n_{k_2}) \cdot \sigma \right)^2
= 2i^{1/2} \sum_{n_1, 2, 3 \in \sqrt{2}Z_3} \prod_{k=1}^{3} e^{i^2 \tau_n n_k (\sigma + n_k)^2 + i \eta} B_0(\sigma + n_k) Z_\sigma(\sigma + n_k)
\times \left( \frac{1}{2} m_{k_1}^2 + j_{k_1} - \frac{1}{2} m_{k_2}^2 - j_{k_2} + (m_{k_1} - m_{k_2}) \cdot \sigma \right)^2.
\]

Then, seeing that \( 2 \times \frac{1}{2} \lambda_3^2 = \frac{3}{2} \) and rewriting \( m_1 = m_1^{(0)} \) \( m_{2, 3} = m_{2, 3}^{(0)} + \lambda_3 \) where \( m_{1, 2, 3}^{(0)} \in \sqrt{2}Z_3 \), we reduce to the constraints

\[
\sum_{k=1}^{3} \frac{1}{2} n_k^2 + i k = 2 + \lambda_3 \cdot \left( m_2^{(0)} + m_3^{(0)} \right) + \sum_{k=1}^{3} \frac{1}{2} \left( m_k^{(0)} \right)^2 + j_k \] (4.13)

\[
\sum_{k=1}^{3} n_k = 2 \lambda_3 + \sum_{k=1}^{3} m_k^{(0)}. \] (4.14)

Let \( p_1, p_2, p_3 \) be a permutation of \( \{1, 2, 3\} \). We consider factors of \( i^{3 \sigma} (e_{p_1} + e_{p_2})^2 \), in other words (4.13) = 2 and (4.14) = \( \sqrt{2}(e_{p_1} + e_{p_2}) \). For the LHS we find the solutions \( n_1 = \sqrt{2}(e_{p_1} + e_{p_2}) \), \( n_2 = n_3 = 0 \) and permutations thereof, for which the LHS vanishes due
to degeneracy, and $n_1 = \sqrt{2}e_p$, $n_2 = \sqrt{2}e_{p^2}$, $n_3 = 0$. For the RHS, there are two solutions $m_1^{(0)} = m_2^{(0)} = 0$, $m_3^{(0)} = -\sqrt{2}e_{p^1}$, and $m_1^{(0)} = m_3^{(0)} = 0$, $m_2^{(0)} = -\sqrt{2}e_{p^1}$. We are led then to the equation

$$(1 + \sqrt{2}\sigma_{p^1})^2(1 + \sqrt{2}\sigma_{p^2})^2(\sigma_{p^1} - \sigma_{p^2})^2 B_0(\sigma + \sqrt{2}e_{p^1})B_0(\sigma + \sqrt{2}e_{p^2})$$

$$= 4\sigma_{p^1}^2 B_0(\sigma + \lambda_3)B_0(\sigma + \lambda_3 - \sqrt{2}e_{p^1})$$

Using (3.10) we find on the LHS

$$(\sigma_{p^1} - \sigma_{p^2})^2 \frac{2}{\sigma_{p^1}^2(\sigma_{p^1} - \sigma_{p^2})^2(\sigma_{p^1} - \sigma_{p^2})} \frac{2}{\sigma_{p^2}^2(\sigma_{p^1} - \sigma_{p^2})^2(\sigma_{p^1} - \sigma_{p^2})}$$

and on the RHS

$$4\sigma_{p^1}^2 \sigma_{p^2}^2 \sigma_{p^1}^2 \sigma_{p^2}^2 (\sigma_{p^1} + \sigma_{p^2}) (\sigma_{p^1} + \sigma_{p^2}) (\sigma_{p^2} + \sigma_{p^1}) (\sigma_{p^2} + \sigma_{p^1})$$

$$\times \frac{1}{\sigma_{p^1}^2 \sigma_{p^2}^2 (\sigma_{p^1} + \sigma_{p^2}) (\sigma_{p^1} - \sigma_{p^2}) (\sigma_{p^2} + \sigma_{p^1}) (\sigma_{p^2} - \sigma_{p^1})}$$

as there are no roots $\beta^\vee$ such that $\beta^\vee \cdot \lambda_3 = 2$. Due to this an equality, we get

$$B_0(\sigma) = \prod_{i=1}^3 \frac{1}{G(1 \pm \sqrt{2} \sigma_i)} \prod_{i<j=1}^3 \frac{1}{G(1 \pm \frac{1}{\sqrt{2}} (\sigma_i \pm \sigma_j))}.$$

Keeping (4.13) = 2, but letting (4.14) = $\sqrt{2}e_{p^1}$, we find one nonvanishing solution for the LHS, $n_1 = \sqrt{2}e_{p^1}$, $n_2 = n_3 = 0$, and $i_2 = 1$ or $i_3 = 1$, with the rest zero. This leads to the term

$$-\frac{4}{(\sigma_{p^1} \pm \sigma_{p^2})(\sigma_{p^1} \pm \sigma_{p^2})} Z_1(\sigma).$$

On the RHS we can describe the four solutions as the two couples $m_1 = 0$, $m_2 = 1/\sqrt{2}e_{p^1} \mp 1/\sqrt{2}(e_{p^2} \pm e_{p^3})$ and $m_3 = 1/\sqrt{2}e_{p^1} \mp 1/\sqrt{2}(e_{p^2} \mp e_{p^3})$ and $m_1 = 0$, $m_2 = 1/\sqrt{2}e_{p^1} + 1/\sqrt{2}(\pm e_{p^2} \mp e_{p^3})$ and $m_3 = 1/\sqrt{2}e_{p^1} + 1/\sqrt{2}(\mp e_{p^2} \mp e_{p^3})$. This gives the RHS

$$\frac{16}{\sigma_{p^1}^2 \sigma_{p^1}^2 \sigma_{p^2}^2 (\sigma_{p^1} \pm \sigma_{p^2})(\sigma_{p^1} \pm \sigma_{p^2})}$$

so that $Z_1(\sigma) = \frac{4}{\sigma_{p^1}^2 \sigma_{p^2}^2}$, which is indeed the 1 $Sp(6)$ instanton equivariant volume, with the v.e.v.’s rescaled by $\sqrt{2}$ factors.

Continuing to two instantons, we have to collect $t^{\sqrt{2}\sigma \cdot \epsilon_{p^1}}$ terms, as we find that $t^{\sqrt{2}\sigma \cdot (\epsilon_{p^2} + \epsilon_{p^3})}$ ones do not involve $Z_2$ and lead to an identity involving shifts of $Z_1$ and rational
functions. The structure of solutions is more involved. By picking \((p_1, p_2, p_3) = (1, 2, 3)\) for readability, we find the relation 
\[
\left(\sqrt{2} \sigma^1 - 1\right)^2 \sigma^2 \sigma^3 Z_2(\sigma) =
\]
\[
= \sum_{(w_1, w_2) \in \{(-1, -1), (-1, 1), (1, -1), (1, 1)\}} \frac{2}{(\sigma_1 + \sigma_2 w_1 + \sigma_3 w_2)^2} \left(\sigma_1 + \sigma_2 w_1 + \sigma_3 w_2\right)^2 (\sigma_1 + \sigma_3 w_2)^2 (\sigma_2 w_1 + \sigma_3 w_2)^2 + 2Z_i(\sigma)
\]
\[
+ \sum_{(w_1, w_2) \in \{(-1, -1), (-1, 1), (1, -1), (1, 1)\}} \frac{2 \sigma^2_i}{\sigma_1^3 (\sigma_2^2 - \sigma_3^2)^2 (1 - \sqrt{2}\sigma_1w)^2 (\sigma_1w + \sigma_3)^2}
\]
\[
\times + \frac{2 \sigma^2_i}{\sigma_1^3 (\sigma_2^2 - \sigma_3^2)^2 (1 - \sqrt{2}\sigma_1w)^2 (\sigma_2w + \sigma_3)^2}
\]
\[
+ \sum_{w = \pm 1} \frac{2 \sigma^2_i}{\sqrt{2}\sigma_1 + \sqrt{2}\sigma_1w + 1)^2 (\sigma_2 - \sigma_3)^2 (\sigma_1 - \sigma_3 w)^2 (\sqrt{2}\sigma_2 + 1)^2}
\]
\[
- \frac{2 \sigma^2_i}{\sqrt{2}\sigma_1 + \sqrt{2}\sigma_1w + 1)^2 (\sigma_2 - \sigma_3)^2 (\sigma_1 - \sigma_3 w)^2 (\sqrt{2}\sigma_2 + 1)^2}
\]
\[
- \frac{32 \sigma^2_i}{(\sqrt{2}\sigma_1 + 2)^2 (\sigma_1 - \sigma_3)^2 (\sigma_2 - \sigma_3)^2}
\]
\[
- \frac{32 \sigma^2_i}{(\sqrt{2}\sigma_1 + 2)^2 (\sigma_1 - \sigma_3)^2 (\sigma_2 - \sigma_3)^2}
\]
\[
- \frac{32 \sigma^2_i}{(\sqrt{2}\sigma_1 + 2)^2 (\sigma_1 - \sigma_3)^2 (\sigma_2 - \sigma_3)^2}
\]
which gives the correct 2-instanton equivariant volume compared to instanton counting, although in a vastly different presentation.

4.3.4. \(C_d\). In this case \(n\) is even, so under shifts, the middle node gets mapped to itself, up to some power of \(t\) as required by asymptotics. The relevant lattice is \(Q^V = \sqrt{2}Z^d\), the shift \(\lambda_4 = \left(\frac{1}{\sqrt{2}}\right)^d\), and the full system is
\[
D^2(\tau_0) = -t^0 \tau_1, \quad D^2(\tau_1) = -2t^1 \tau_0^2 \tau_2,
\]
\[
D^2(\tau_2) = -2t^2 \tau_1 \tau_3,
\]
\[
D^2(\tau_3) = -2t^2 \tau_2 \tau_4^2, \quad D^2(\tau_4) = -t^2 \tau_3.
\]

We can eliminate the middle node tau function \(\tau_2\) from the following
\[
D^4(\tau_0) = -2t^{-1} \tau_0^3 \tau_2, \quad D^4(\tau_4) = -2t^{-1} \tau_2 \tau_4^2
\]
to write
\[
\tau_4 Y^3(\tau_0) = \gamma_0 Y^3(\tau_4),
\]
(4.15)
We can repeat the calculation in the previous section, this time in short. Inserting (4.8) we obtain

\[ \sum_{\mathbf{n}_i \in \mathbb{Z}^4 + \lambda_i} \prod_{k=1}^{4} e^{\pm i \sqrt{-1} \eta \mathbf{n}_i \cdot (\mathbf{\sigma} + \mathbf{m})^2 + i \mathbf{B}_0(\mathbf{\sigma} + \mathbf{m}) \mathbf{Z}_{\mathbf{i}}(\mathbf{\sigma} + \mathbf{m})} \times \prod_{k_1 < k_2 = 2}^{4} \left( \frac{1}{2} \mathbf{n}^2_{k_1} + i \mathbf{k}_1 - \frac{1}{2} \mathbf{n}^2_{k_2} - i \mathbf{k}_2 + (\mathbf{n}_{k_1} - \mathbf{n}_{k_2}) \cdot \mathbf{\sigma} \right)^2. \]

Then, as \( 2 \times \frac{1}{2} \lambda^2 = 2 \), we decompose the vectors in terms of the coroot lattice as \( \mathbf{n}_1 = \mathbf{n}_1^{(0)} + \lambda_4 \), \( \mathbf{n}_{2,3,4} = \mathbf{n}_{2,3,4}^{(0)} \), \( \mathbf{m}_1 = \mathbf{m}_1^{(0)} \), \( \mathbf{m}_{2,3,4} = \mathbf{m}_{2,3,4}^{(0)} + \lambda_4 \) which implies the constraints

\[ \lambda_4 \cdot \mathbf{n}_1^{(0)} + \sum_{k=1}^{4} \frac{1}{2} (\mathbf{n}_1^{(0)})^2 + i \mathbf{k} = 2 + \lambda_4 \cdot \left( \mathbf{m}_2^{(0)} + \mathbf{m}_3^{(0)} + \mathbf{m}_4^{(0)} \right) \]

\[ + \sum_{k=1}^{4} \frac{1}{2} (\mathbf{m}_k^{(0)})^2 + j \mathbf{k} \tag{4.16} \]

\[ \sum_{k=1}^{4} \mathbf{n}_k^{(0)} = 2\lambda_4 + \sum_{k=1}^{4} \mathbf{m}_k^{(0)}. \tag{4.17} \]

Let \( p_1, p_2, p_3, p_4 \) be a permutation of \( \{1, 2, 3, 4\} \). To obtain the functional equations for the one-loop term we consider factors of \( i^{\sqrt{2} \mathbf{\sigma} \cdot (\mathbf{e}_1 + \mathbf{e}_2)} \). (4.16) = 2 and (4.17) = \( \sqrt{2}(\mathbf{e}_p + \mathbf{e}_q) \).

For the LHS the only nonvanishing solutions are \( \mathbf{n}_1^{(0)} = 0 \) and \( \mathbf{n}_{2,3,4} \) permutations of \( \{ \sqrt{2} \mathbf{e}_{p_1}, \sqrt{2} \mathbf{e}_{p_2}, 0 \} \), while on the RHS the only nonvanishing ones are \( \mathbf{m}_1^{(0)} = 0 \) and \( \mathbf{m}_{2,3,4}^{(0)} \) permutations of \( \{- \sqrt{2} \mathbf{e}_{p_1}, - \sqrt{2} \mathbf{e}_{p_2}, 0\} \). Some factors cancel, leading to

\[ 2(1 + \sqrt{2} \mathbf{\sigma}_{p_1})^2 (1 + \sqrt{2} \mathbf{\sigma}_{p_2})^2 (\mathbf{\sigma}_{p_3} - \mathbf{\sigma}_{p_1})^2 B_0(\mathbf{\sigma} + \sqrt{2} \mathbf{e}_{p_1}) B_0(\mathbf{\sigma} + \sqrt{2} \mathbf{e}_{p_2}) \]

\[ - 4\sigma_{p_1}^2 (\mathbf{\sigma}_{p_1} - \mathbf{\sigma}_{p_2})^2 \sigma_{p_2}^2 B_0(\mathbf{\sigma} + \lambda_4 - \sqrt{2} \mathbf{e}_{p_1}) B_0(\mathbf{\sigma} + \lambda_4 - \sqrt{2} \mathbf{e}_{p_2}) \]

We checked that (3.8) satisfies this relation also in this case. To find the one-instanton term, we need to collect factors of \( i^{\sqrt{2} \mathbf{\sigma} \cdot \mathbf{e}_{p_1}} \). The solutions on the LHS are either with all \( i \)'s vanishing, that is with \( \mathbf{n}_1^{(0)} = -\mathbf{n}_k^{(0)} = -\sqrt{2} \mathbf{e}_p \) for any \( k, p \in \{2, 3, 4\} \) and the remaining two vectors equal to \( \sqrt{2} \mathbf{e}_{p_1} \) and zero respectively, or with one out of \( i_{2,3,4} \) being 1 with a single vector—of index different from both 1 and from the index of the \( i \)—being equal to \( \sqrt{2} \mathbf{e}_p \). On the RHS, \( j \)'s vanish, \( \mathbf{m}_1^{(0)} = 0 \) and the rest are a permutation of \( \{ \sqrt{2} \mathbf{e}_{p_1}, \sqrt{2} \mathbf{e}_{p_2}, \sqrt{2} \mathbf{e}_{p_3}, 0 \} \) with \( p_{2,3,4} \) a permutation of \( \{p_2, p_3, p_4\} \). After some cancellation of rational functions, we find the correct one-instanton term \( Z_i(\mathbf{\sigma}) = -8/\sigma_1^2 \sigma_2^2 \sigma_3^2 \sigma_4^2 \).
One continues similarly up to higher order. We have checked agreement with instanton counting until four instantons.

4.4. $E_6$

Even though the equations presented up to this point were novel, the instanton volumes were able to be obtained by means of instanton counting as in appendix B. We now turn to non-classical Lie algebras and describe novel ways of obtaining instanton volumes where instanton counting is unavailable. We note that yet another way to obtain them is via blowup relations, likewise conjectural at time of writing, and these serve as a cross-check. They are also described in appendix B. Computationally, however, the equations we find are quicker, because they only involve instanton volumes at the same $\Omega$-background. We begin with the simplest simply laced exceptional Lie algebra, $E_6$.

Due to the similarities of the root systems of the $E$-type algebras, we will give a brief overview of $E_8$ at this point and describe the others as its reductions. The root system is the union of $D_8$ roots $\{e_i \pm e_j\}_{i \neq j}$ and $(x_1, \ldots, x_8) \in \mathbb{R}^8$ of length 2 such that all $x_i \in \mathbb{Z} + \frac{1}{2}$ and $\sum x_i$ is even. The coroot lattice can be obtained from two cosets of the $D_8$ one as $Q^{[E_8]} = Q^{[D_8]} \cup (Q^{[E_8]} + ((\frac{1}{2})^{n-1}, -\frac{1}{2}))$. $E_6$ is then obtained by projecting all of the roots to have the last three coordinates equal, $(x_1, \ldots, x_5, x_6, x_6, x_6)$. Clearly, this forces the $D_8$-type roots to an embedding of $D_5$, with the last three coordinates zero. Unlike $E_8$, which is unimodular and has no minuscule coweights, $E_6$ has three: $\lambda_0 = 0$, $\lambda_1 = (1.0^4, (-\frac{1}{2})^3)$, and $\lambda_6 = (0^5, (-\frac{2}{3})^3)$. The Dynkin diagram exhibits an outer $\mathbb{Z}_3$ symmetry. For this exceptional algebra we obtain the $\tau$-system

$$\tau_4 = -\tau^\pm \hat{D}^2(\tau_0), \quad \tau_2 = -\tau^\pm \hat{D}^2(\tau_1), \quad \tau_3 = -\tau^\pm \hat{D}^2(\tau_6) \quad (4.18)$$

$$D^2(\tau_3) = -\tau^\pm \tau_2 \tau_4 \tau_5 \quad (4.19)$$

$$-\tau^\pm \tau_3 = \tau_0^{-1}D^2(\tau_4) = \tau_1^{-1}D^2(\tau_2) = \tau_6^{-1}D^2(\tau_5). \quad (4.20)$$

Focusing on the legs with $\tau_0$ and $\tau_6$, inserting (4.18) in the last equation (4.20) and using the operators defined in (A.1) gives us

$$Y^3(\tau_0) = Y^3(\tau_6). \quad (4.21)$$
The Kiev Ansatz we insert likewise has $\sigma, \eta \in \mathbb{C}^8$, but with the last three components restricted to be same. The equation to be solved becomes

$$
\sum_{m_{1,2,3} \in Q} \prod_{k=1}^{3} e^{i2\pi \sqrt{-1} \eta \cdot m_k} i_0^2 (\sigma + m_k)^2 + \lambda B_0(\sigma + m_k) Z_i(\sigma + m_k)
\times \prod_{k_1 < k_2} \left( \frac{1}{2} n_{k_1}^2 + i_{k_1} - \frac{1}{2} n_{k_2}^2 - i_{k_2} + (n_{k_1} - n_{k_2}) \cdot \sigma \right)^2
= \sum_{m_{1,2,3} \in Q} \prod_{k=1}^{3} e^{i2\pi \sqrt{-1} \eta \cdot m_k} i_0^2 (\sigma + m_k)^2 + \lambda B_0(\sigma + m_k + \lambda_0)
\times \prod_{k_1 < k_2} \left( \frac{1}{2} m_{k_1}^2 + j_{k_1} - \frac{1}{2} m_{k_2}^2 - j_{k_2} + (m_{k_1} - m_{k_2}) \cdot (\sigma + \lambda_0) \right)^2.
$$

To get the lowest order equations which specify $B_0$, let $p_1, \ldots, p_5$ be a permutation of $\{1, \ldots, 5\}$ and let $\delta := ((\frac{1}{2})^5)$. Then looking at the coefficients of $i^5 + \sigma (2\sigma_{p_1} + \sigma_{p_2} + \sigma_{p_3})$ gives the equation

$$
(1 + \sigma_{p_1} + \sigma_{p_2})^2 (1 + \sigma_{p_1} + \sigma_{p_3})^2 (\sigma_{p_2} - \sigma_{p_3})^2 B_0(\sigma)
\times B_0(\sigma + \epsilon_{p_1} + \epsilon_{p_2}) B_0(\sigma + \epsilon_{p_1} + \epsilon_{p_3})
= ((\delta - \epsilon_{p_2} - \epsilon_{p_3} - \epsilon_{p_4} - \epsilon_{p_5}) \cdot \sigma)^2 ((\delta - \epsilon_{p_2} - \epsilon_{p_3} - \epsilon_{p_4} - \epsilon_{p_5}) \cdot \sigma)^2 (\sigma_{p_2} - \sigma_{p_3})^2 (\sigma_{p_1} + \sigma_{p_3})^2
\times B_0(\sigma + \delta + \lambda) B_0(\sigma + \delta + \lambda - \epsilon_{p_4} - \epsilon_{p_5}) B_0(\sigma + \epsilon_{p_1} + \epsilon_{p_2} - \lambda / 2).
$$

The solution satisfying the asymptotic behavior (3.7) is

$$
B_0^{[\epsilon_{i_0}]} = \prod_{i < j = 1}^{5} \frac{1}{G(\pm \epsilon_i \pm \epsilon_j)} \prod_{\epsilon_i = \pm 1} \frac{1}{\prod_{\epsilon_{i'} = \epsilon_i} \epsilon_{i'}} \frac{1}{G \left( 1 + \frac{1}{2} \sum_{i=1}^{n} \epsilon_{i} \sigma_{i} \right)}
$$

We also solved the recurrence relation arising from (4.21) up to three instantons. For one instanton, our results agree with the ones of [49], and for two instantons they agree with the blowup formula. Three instantons proved to be too computationally intensive to check using the blowup formula, however it obeys the expected large-$\sigma$ limit described in appendix C. The one instanton contribution follows most easily by looking at the coefficients of $i^3 + \sigma_{p_1} + \sigma_{p_2}$, where we obtain

$$
3! (\sigma_{p_1} + \sigma_{p_2})^2 (1 + \sigma_{p_1} + \sigma_{p_2})^2 B_0(\sigma) B_0(\sigma + \epsilon_{p_1} + \epsilon_{p_2}) Z_i(\sigma)
= \sum_{n_1 + n_2 + n_3 = 3} \prod_{i < j} (\sigma \cdot (n_i - n_j))^2 \prod_{i=1}^{3} B_0(\sigma + n_i)
- \sum_{n_1 + n_2 = \epsilon_{p_1} + \epsilon_{p_2}} \prod_{i < j} (\sigma \cdot (n_i - n_j))^2 (\sigma \cdot n_1)^2 (\sigma \cdot n_2)^2 B_0(\sigma + n_1) B_0(\sigma + n_2).
$$
The higher instanton expressions are too cumbersome and unenlighting to display here.\(^5\)

4.5. \(E_7\)

The roots of \(E_7\) are obtained by projecting the \(E_8\) ones to have the last two coordinates equal, \((x_1, \ldots, x_5, x_6, x_7, x_7)\). \(E_7\) has two minuscule coweights \(\lambda_0 = 0\) and \(\lambda_1 = (1, 0^5, (-1/2)^7)\). The Dynkin diagram exhibits an outer \(\mathbb{Z}_2\) symmetry. For this exceptional algebra we obtain the \(\tau\)-system

\[
\begin{align*}
\tau_7 &= -t^{-\frac{1}{2}} D^2(\tau_0), \quad \tau_2 = -t^{\frac{1}{2}} D^2(\tau_1) \\
\tau_6 &= -t^{\frac{1}{2}} \tau_0^{-1} D^4(\tau_0), \quad \tau_3 = -t^{-\frac{1}{2}} \tau_1^{-1} D^4(\tau_1) \\
\tau_2^{-1} D^2(\tau_3) &= -t^{-\frac{1}{2}} \tau_4 = \tau_7^{-1} D^2(\tau_6).
\end{align*}
\]

When we rewrite (4.24) in terms of the single equation, the powers of \(t^{\frac{1}{2}}\) drop out to give

\[
\frac{1}{D^2(\tau_0)} D^2 \left( \frac{D^4(\tau_0)}{\tau_0} \right) = \frac{1}{D^2(\tau_1)} D^2 \left( \frac{D^4(\tau_1)}{\tau_1} \right).
\]

Here we recognize an operator defined in (A.1), which enables us to write

\[
Y^4(f) = \frac{1}{D^2(f)} D^2 \left( \frac{D^4(f)}{f} \right) \Rightarrow Y^4(\tau_0) = Y^4(\tau_1).
\]

The Kiev Ansatz we insert likewise has \(\sigma, \eta \in \mathbb{C}^8\), but with the last two components restricted to be same. The equation to be solved becomes

\[
\sum_{\mathbf{m} \in \mathbb{Z}^8} \prod_{i=1}^4 \frac{1}{2} e^{2\pi \sqrt{-1} \eta \cdot \mathbf{n}_i + i \mathbf{n}_i \cdot (\sigma + \mathbf{m})} + \mathbf{m}_0 B_0(\sigma + \mathbf{m}) Z_0(\sigma + \mathbf{m})
\]

\[
\times \prod_{k_1 < k_2} \left( \frac{1}{2} \mathbf{n}_{k_1}^2 + i_{k_1} - \frac{1}{2} \mathbf{n}_{k_2}^2 - i_{k_2} + (\mathbf{n}_{k_1} - \mathbf{n}_{k_2}) \cdot \sigma \right)^2
\]

\[
= \sum_{\mathbf{m} \in \mathbb{Z}^8} \prod_{i=1}^4 \frac{1}{2} e^{2\pi \sqrt{-1} \eta \cdot \mathbf{m}_i + i \mathbf{m}_i \cdot (\sigma + \mathbf{m}) + \mathbf{m}_0} B_0(\sigma + \mathbf{m}_0 + \lambda_1) Z_0(\sigma + \mathbf{m}_0 + \lambda_1)
\]

\[
\times \prod_{k_1 < k_2} \left( \frac{1}{2} \mathbf{m}_{k_1}^2 + j_{k_1} - \frac{1}{2} \mathbf{m}_{k_2}^2 - j_{k_2} + (\mathbf{m}_{k_1} - \mathbf{m}_{k_2}) \cdot (\sigma + \lambda_1) \right)^2.
\]

\(^5\) These can be provided privately to any interested reader.
With regards to the linear and quadratic constraints obtained from comparing exponents of $t$, \( \{t^n\} \), this is similar to \( C_4 \). In, \( \lambda_1^2 = \frac{1}{2} \), so in the analogue of (4.16) we end up with \( \frac{1}{2}\lambda_1^2 = 3 \) in pure powers of $t$. Likewise, we have even powers of $\tau_1$, and $2\lambda_1 \in \mathbb{Q}$. Both of these lead to well defined analogues of (4.16) and (4.17). The lowest possible order in $t$ is $t^3$. If we pick \( p_1, \ldots, p_6 \) to be a permutation of \( \{1, \ldots, 6\} \), looking at powers of $t^3+\sigma^3(2\tau_1+2\tau_2+2\tau_3)$ we get

\[
B_0(\sigma) \prod_{i<j}^3 (1 + \sigma_i + \sigma_j)^2 (\sigma_i - \sigma_j)^2 B_0(\sigma + e_i + e_j)
= B_0(\sigma + \delta - e_1 - e_{p_4} - e_{p_5} - e_{p_6}) \prod_{i<j}^3 (-\delta_{i,j} + \sigma_i \pm \sigma_j)^2
\times \prod_{i=1}^3 B_0(\sigma + \delta - e_1 - e_{p_{i+1}})
\]

with $\delta := (\frac{1}{2})^8$ as above. Clearly, the only lattice points satisfying the quadratic constraint while sumning up to $2(e_{p_4} + e_{p_5} + e_{p_6})$ are $e_{p_1}, e_{p_2}, e_{p_3}, e_{p_4}, e_{p_5}, e_{p_6}$ and zero, while the ones on the shifted lattice, which can be inferred from the above equation, are similarly unique up to permutation. The solution satisfying the asymptotic behavior (3.7) is

\[
B_{0}^{\{j\}} = \prod_{i<j=1}^6 \frac{1}{G(1 \pm \sigma_j \pm \sigma_i)} \prod_{\varepsilon_{i,j} = \pm 1} \frac{1}{\prod_{\varepsilon_i = \pm 1} G(1 + \frac{1}{2} \sum_{i=1}^8 \varepsilon_i \sigma_i)}.
\]

The one instanton contribution follows most easily by looking at the coefficients of $t^{3+2\sigma_1+\sigma_2+\sigma_3}$, where we obtain

\[
4!(\sigma_i - \sigma_j)^2 (1 + \sigma_i + \sigma_j)^2 (\sigma_i + \sigma_j)^2 (1 + \sigma_i + \sigma_j)^2 (\sigma_i + \sigma_j)^2 B_0(\sigma + e_i + e_j) B_0(\sigma + e_i + e_j) Z_2(\sigma)
= \sum_{n_i + n_j = 4\lambda} \prod_{i<j} (\sigma_i \cdot (n_i - n_j))^2 \prod_{i=1}^4 B_0(\sigma + n_i)
- \sum_{n_i + n_j = 0} B_0(\sigma) \prod_{i<j} (\sigma_i \cdot (n_i - n_j))^2 \prod_{i=1}^4 (\sigma_i \cdot n_i) B_0(\sigma + n_i).
\]

This can be compared with the general one instanton term, most easily when we specialize all variables except one; for example, leaving intact $\sigma_7$ yields a ratio of a degree 50 and a degree 66 polynomial in $\mathbb{C}[\sigma_7]$. Comparing other powers, i.e. $t^{3+\tau_1+\tau_2}$ and $t^3$ yields different expressions for $Z_2(\sigma)$. To obtain the two instanton term, we can look at $t^{4+2\tau_1+\tau_2+\tau_3}$. Similarly to the previous case, we obtain a ratio of a degree 166 to one of 198 in $\mathbb{C}[\sigma_7]$. The large-\( \sigma \) limit conforms to the expected limit from appendix C.
4.6. \( E_8 \)

For the exceptional algebra \( E_8 \) we obtain the system

\[
Y^6(\tau_0) = Y^3(\tau_8) \quad (4.25)
\]

\[
\tau_8 D^2(\tau_8) = Y^2(\tau_0) \quad (4.26)
\]

\[
D^2(\tau_8) = Y^6(\tau_0). \quad (4.27)
\]

Here, \( \tau_8 \) needs to be determined from (4.25), and then fed into (4.27), once \( \tau_6 \) has been eliminated using (4.26). As the algebra with the largest root system, it was not practical to explicit calculations for the above \( E_8 \) system.

4.7. \( G_2 \)

\( G_2 \) is a non-simply laced exceptional algebra. As can be seen from the (dual) extended Dynkin diagram, eliminating the node corresponding to \( \tau_2 \) leaves us with a copy of \( A_2 \), which is a subalgebra which we previously embedded into a hyperplane orthogonal to \((1,1,1)\) in \( \mathbb{R}^3 \).

We will use the same embedding for \( G_2 \), with \( \sigma_1 + \sigma_2 + \sigma_3 = 0 \). Besides the 6 roots of \( A_2 \), \( G_2 \) has 6 other roots of the form \( e_{p_1} + e_{p_2} - 2e_{p_3} \), for \( p_{1,2,3} \) permutations of \( \{1,2,3\} \). In the normalization where \( G_2 \)'s longest roots have length 2, the coroot lattice is the span \( Q' = \mathbb{Z}(\frac{1}{\sqrt{3}}(-2,1,1)) \oplus \mathbb{Z}(1,1,0) \)—we are not aware of a simpler definition. The \( \tau \)-system is

\[
D^2(\tau_0) = -\frac{1}{4} \tau_1 \quad (4.28)
\]

\[
D^2(\tau_1) = -\frac{1}{4} \tau_0 \tau_2 \quad (4.29)
\]

\[
D^2(\tau_2) = -3 \tau_1 \quad (4.30)
\]

By using (4.28) to eliminate \( \tau_1 \) from (4.29) and then using (4.29) to eliminate \( \tau_2 \) from (4.30), the \( \tau \)-system reduces to the single equation

\[
D^2(\tau_0^{-1} D^4(\tau_0)) = 3t(D^2(\tau_0))^3 \quad (4.31)
\]

which can be simplified to

\[
Y^4(\tau_0) = 3t(D^2(\tau_0))^2 \quad (4.32)
\]
since the Kiev Ansatz (3.6) implies $D^2(\tau_0) \neq 0$. We insert

$$\tau_0(\sigma, \eta | t) = \sum_{n \in Q^1} e^{2\pi \sqrt{-1} \eta n} \left(\frac{-1}{3}\right)^\frac{1}{2}(\sigma + n)^2 B_0 \left(\sigma + n \left| \frac{-1}{3}\right.\right)$$

and after a rescaling $t \mapsto -3t$ we obtain the equation

$$\sum_{n_{1,2,3} \in Q^1} \prod_{k=1}^4 e^{2\pi \sqrt{-1} \eta n_k} \frac{1}{4!} \prod_{k_i < k_2} \left(\frac{1}{2} n_{k_1}^2 + i_{k_1} - \frac{1}{2} n_{k_2}^2 - i_{k_2} + (n_{k_1} - n_{k_2}) \cdot \sigma \right)^2$$

$$= \frac{9}{4} t \left(\frac{1}{2} n_{k_1}^2 + i_{k_1} - \frac{1}{2} n_{k_2}^2 - i_{k_2} + (n_{k_1} - n_{k_2}) \cdot \sigma \right)^2$$

$$\times \left(\frac{1}{2} n_{k_3}^2 + i_{k_3} - \frac{1}{2} n_{k_4}^2 - i_{k_4} + (n_{k_3} - n_{k_4}) \cdot \sigma \right)^2 = 0. \quad (4.33)$$

The coefficients of $t^{3+1} \sigma \left(\frac{\sigma}{\sqrt{3}}, \frac{-2\sigma}{\sqrt{3}}, \frac{-\sigma}{\sqrt{3}}\right)$ are the lowest order powers which give the functional equation for $B_0(\sigma)$. Instead of a quartic relation we find that it simplifies to the following quadratic one

$$B_0(\sigma)B_0 \left(\sigma + \frac{1}{\sqrt{3}}(2, -1, -1)\right)$$

$$= \left(\sigma_1 - \sigma_2 - \sigma_3 \sqrt{3}\right)^2 \left(\sigma_1 + \sigma_2 - 2 \sigma_3 \sqrt{3}\right)^2 \left(\sigma_1 - 2 \sigma_2 + \sigma_3 \sqrt{3}\right)^2$$

$$\times \left(\sigma_1 + \sigma_2 - 2 \sigma_3 \sqrt{3} + 1\right)^2 \left(\sigma_1 - 2 \sigma_2 + \sigma_3 \sqrt{3} + 1\right)^2$$

$$\times B_0 \left(\sigma + \frac{1}{\sqrt{3}}(1, -2, 1)\right) B_0 \left(\sigma + \frac{1}{\sqrt{3}}(1, 1, -2)\right).$$

By imposing (3.7), these are solved by $B_0^{G_2}(\sigma) = \prod_{i<j} \frac{1}{G(1 + \frac{1}{\sqrt{3}}(\sigma_i - \sigma_j))} \prod_{i<j} \frac{1}{G(1 + \frac{1}{\sqrt{3}}(2\sigma_j - \sigma_j - \sigma_k))}$. However, such a simplification does not apply to the higher orders or different powers of $t$, $\{t^j\}$. The 1-instanton contribution is obtained by considering the coefficient of the next order $t^{1+\sigma/\sqrt{3},0,-\sqrt{3}}$ term: curiously, all $B_0(\sigma)$ factors drop out and we obtain just

$$Z_1(\sigma)^{G_2} = -\frac{486}{(\sigma_1 + \sigma_2 - 2\sigma_3)^2(\sigma_1 - 2\sigma_2 + \sigma_3)^2}$$

$$= -\frac{3}{2}(\sigma_1 - \sigma_2)^2(\sigma_1 + \sigma_2)^2.$$
\[ t^4 + \sigma(\sqrt{3} i, \sqrt{3} i) \] gives the 2-instanton term \( Z_3(\sigma)^\left[G_2\right]_{\sigma_1 = -\sigma_1 - \sigma_2} \)
\[
= \frac{3 \left( 9 \sigma_1^3 (6 \sigma_2^2 + 1) + 18 \sigma_1^2 (6 \sigma_2^2 + \sigma_2) + 3 \sigma_1^2 (18 \sigma_2^2 + 9 \sigma_2^2 - 2) + 6 \sigma_1 \sigma_2 (3 \sigma_2^2 - 1) + (1 - 3 \sigma_2^2)^3 \right)}{\sigma_1^2 (1 - 3 \sigma_2^2)^3 \sigma_2^2 (1 - 3 \sigma_2^2)^3 (\sigma_1 + \sigma_2)^2 (1 - 3 (\sigma_1 + \sigma_2)^2)^2}
\]
which agrees with the expression obtained from the blowup formula of appendix B. \( Z_3(\sigma) \) can be obtained by looking at \( t^5 + \sigma(4, 5, 1) / p_3 \), although it is much too cumbersome to display. At this point, comparison with the blowup formula again becomes impossible, and we have to be content with checking that the large-\( \sigma \) limit of appendix C is correct.

4.8. \( F_4 \)

\[ \tau_0 \rightarrow \tau_1 \rightarrow \tau_2 \rightarrow \tau_3 \rightarrow \tau_4 \rightarrow \tau_0 \]

\( F_4 \) is another non-simply laced unimodular exceptional algebra. As such, we have to express the system of equations in terms of the single tau function \( \tau_0 \) associated to the extended node. From the system
\[
D^2(\tau_0) = -t^{1/3} \tau_1, \quad D^2(\tau_1) = -t^{1/9} \tau_0 \tau_2, \quad D^2(\tau_2) = -t^{1/9} \tau_1 \tau_3, \quad D^2(\tau_3) = -t^{1/9} \tau_2 \tau_4, \quad D^2(\tau_4) = -t^{1/9} \tau_3 \tau_0.
\]
we obtain the single equation
\[
D^2 \left( \frac{Y^5(\tau_0)}{Y^3(\tau_0)} \right) = -8t^2 Y^4(\tau_0). \tag{4.34}
\]
Like for \( E_8 \), we leave it as it is, being beyond our computational power.

5. Twisted affine Lie algebras: radial Bullough-Dodd and \( BC_1 \)

\[ \tau_0 \rightarrow \tau_1 \rightarrow \tau_0 \]

We consider the twisted affine Lie algebra, called either \( A^{(2)} \) or \( BC_n \), with roots of three different lengths inherited from a folding of affine \( D_{2n+2} \); the roots are \( \pm e_k, \pm e_j \pm e_k \) as well as \( \pm 2e_k \) of lengths 1, 2, 4 respectively. The simplest case \( n = 1 \) is slightly exceptional in this regard. Indeed, it comes from a quotient of affine \( D_4 \) by its order 4 automorphism and possessing no middle roots. It gives us
\[
D^2(\tau_0) = -\frac{1}{2} t^{1/3} \tau_1, \quad D^2(\tau_1) = -2 t^{1/3} \tau_0^4.
\]

Note that the \( BC \) nomenclature refers to both sets of roots \( \pm e_k \) and \( \pm 2e_k \), which are peculiar to algebras of \( B_n \) and \( C_n \) respectively, being present along with the usual roots of \( D_n \) algebras.
We redefine $t \mapsto 32^{-4t^2}$ from which we obtain the single equation
\[ Y^3(t_0) = -6t^2 + \frac{1}{t_0} \] (5.1)
suitable for inserting an Ansatz analogous to the one used for the $A_1$ case,
\[ \tau_0(\sigma, \eta |t) = \sum_{n \in \mathbb{Z}, \nu \in \mathbb{N}} e^{2\pi \sqrt{-1} \nu \eta} (\sigma + n)^2 + iB_0(\sigma + n)Z_0(\sigma + n), \] (5.2)
yielding from (5.1) the equation
\[ \sum_{n, \nu \in \mathbb{Z}, k, i \in \mathbb{N}} \prod_{k=1}^{3} e^{2\pi \sqrt{-1} \nu \eta} (\sigma + n_k)^2 + iB_0(\sigma + n_k)Z_0(\sigma + n_k) \]
\[ \times \left( \prod_{k, i < k} (n_{k_i}^2 + i_{k_i} - n_{k_i}^2 - i_{k_i} + 2(n_{k_i} - n_{k_i})\sigma)^2 + 6t^2 \right) = 0. \] (5.3)
The lowest order terms are the ones proportional to $t^2$. For terms proportional to the $6t^2$, the solution has no shifts or instanton numbers, while for rest of the the only nonvanishing possibilities are $n_1 = 1, n_2 = -1, n_3 = 0$ and permutations. After a cancellation of a $B_0(\sigma)$ factor, this leads to
\[ 4 \sigma^2 (1 - 4 \sigma^2)^2 B_0(\sigma + 1) = B_0(\sigma)^2. \] (5.4)
At this point we have to discuss what kind of asymptotics would be suitable. Notice that we have the roots $\pm 2$. If we identify these with the ones of the usual SU(2) adjoint representation, then the roots $\pm 1$ correspond to the fundamental representation. Both representations are obtained from the folding of a pure $D_4$ Super Yang-Mills theory. As the parent theory has no mass parameters, it is natural to consider asymptotic conditions corresponding to an SU(2) with one massless fundamental flavor, i.e.
\[ \log(B_0) \sim \frac{1}{4}(\sigma)^2 \log(\sigma)^2 - \frac{1}{4}(2\sigma)^2 \log(2\sigma)^2. \]
We find that the solution to equation (5.4) with the appropriate asymptotics is
\[ B_0(\sigma) = \frac{G(1 \pm \sigma)}{G(1 \pm 2\sigma)}. \] (5.5)
Further, by looking at $t^{2k+2\sigma}$ terms in (5.3), we find that there is a unique term proportional to
\[ (2k - 1)^2 (1 - 2k + 2\sigma)^2 (1 + 2\sigma)^2 B_0(\sigma + 1)B_0(\sigma)Z_{2k-1}(\sigma) \] (5.6)
which comes from a factor from the Kiev Ansatz with $t^{1+2\sigma}$, one with no shifts, and another with only an instanton contribution $t^{2k-1}$. All the other terms are necessarily combinations of terms proportional to $Z_{2k-1}$ with $k' < k$. To get $t^{2k+2\sigma}$ we have to solve
\[ n_1 + n_2 + n_3 = 1 \] (5.7)
\[ n_1^2 + n_2^2 + n_3^2 + i_1 + i_2 + i_3 + (2) = 2k. \] (5.8)
The first equation, however, implies $n_1^2 + n_2^2 + n_3^2$ is odd, and so one of the $i$'s always has to be odd and accordingly $Z_{2k-1} = 0$. Indeed, for $k = 1$ there is only one such term possible and we find that it has to vanish due to (5.3), so by induction we can conclude that
\[ Z_{\text{odd}}(\sigma) = 0. \]
For the rest we find
\[ Z_2(\sigma) = -\frac{3}{2^2(1 - 4 \sigma^2)^2} \]
\[ Z_4(\sigma) = -\frac{9(4 \sigma^2 + 1)}{2^7 \sigma^2 (1 - 4 \sigma^2)^2 (9 - 4 \sigma^2)^2} \]
\[ Z_6(\sigma) = -\frac{576 \sigma^6 - 2160 \sigma^4 + 5324 \sigma^2 + 75}{2^9 \sigma^2 (1 - 4 \sigma^2)^4 (9 - 4 \sigma^2)(25 - 4 \sigma^2)} \]
\[ Z_8(\sigma) = \frac{3}{2^{6} \sigma^2 (1 - \sigma^2)^2 (1 - 4 \sigma^2)^4 (9 - 4 \sigma^2)^2 (25 - 4 \sigma^2)^2 (49 - 4 \sigma^2)^2}. \]

We can recognize here exactly the SU(2) Nekrasov functions with one massless flavor in the fundamental representation. Note that this is different from the tau function defined in (2.25) and (2.29) of [55].

Setting \( q = \tau^2 \), gives us
\[ \frac{\partial}{\partial \log t} w = \tau \frac{\partial}{\partial \log t} X = e^{2n \lambda a} e^{2X} - 2 e^{\mu - 2 n} e^{-X}. \]

This cannot be obtained by directly applying (2.1) to this affine root system. Instead we must start from \( D_4 \) and require a solution of the form \( \phi_1 = \phi_4 = 0, \phi_3 = -\phi_2 \). Let us comment on other interesting directions to investigate further and look at the equation for the surviving degree of freedom. This is exactly the folding which gives the diagram BC1 depicted at the beginning of this subsection. Solving the equation we find
\[ X(\sigma, a|t) = 2 \log \tau_0(\sigma, a|\sqrt{-1}t) - \log \tau_1(\sigma, a|t) \]
where \( \partial_{\log t} \log \tau_1(\sigma, a|t) = e^{2a \lambda a} e^{2X} \), normalized such that \( \tau_1(\sigma, a|0) = 1, \tau_0(1.5) \) with perturbative term (5.5), first four instanton terms we found and the initial condition
\[ \tilde{a} = a - \log \left( \frac{\Gamma(1 - 2 \sigma) \Gamma(\sigma)}{\Gamma(2 \sigma) \Gamma(1 - \sigma)} \right) - i \pi \sigma + \frac{i \pi}{2}. \]

Note that this is different from the tau function defined in (2.25) and (2.29) of [50].

![Diagram](image)

The slightly more general case of \( n = 2 \) gives us the system
\[ D^2(\tau_0) = -\frac{1}{2} t^{1/5} \tau_1 \]
\[ D^2(\tau_1) = -t^{1/5} \tau_0^2 \tau_2 \]
\[ D^2(\tau_2) = -2 t^{1/5} \tau_1^2 \]
from which we obtain the single equation
\[ \tau_0^2 Y^2(\tau_0) - (Y^2(\tau_0))^2 = -\frac{1}{2} \tau_0^4 D^2(\tau_0). \]

(5.9)
The lattice is $O^c = \mathbb{Z}^2$, rescaled by a factor of $\sqrt{2}$, as the underlying finite root system is $C_2$. Examining the lowest order terms we find that from the Ansatz, where the rescaling is taken care of by fractional $t$,

$$\tau_0(\sigma, n) = e^{2\pi \sqrt{2} \eta t} \sum_{n \in \mathbb{Z}, t \in \mathbb{N}/2} e^{2\pi \sqrt{2} \eta t} \eta^{(\sigma+n)^2+i} B_0(\sigma + n) Z_0(\sigma + n)$$

we find that $Z_1(\sigma)$ should vanish again. Looking at the lowest order gives us the equation

$$16 (2 \sigma_1 + 1) (\sigma_1 - \sigma_2)^2 \sigma_2^2 (\sigma_1 + \sigma_2)^2 (2 \sigma_2 - 1) (2 \sigma_2 + 1)$$

$\times B_0(\sigma) B_0(\sigma + e_1) B_0(\sigma + e_2) B_0(\sigma - e_2) = -(2 \sigma_1 + 1)^2 B_0(\sigma)^3 B_0(\sigma + e_1)$

with the solution

$$B_0(\sigma) = \frac{G(1 + \sigma_1) G(1 + \sigma_2)}{G(1 + 2\sigma_1) G(1 + 2\sigma_2) G(1 + \sigma_1 + \sigma_2)}$$

and further we find

$$Z_2(\sigma) = \frac{24 \sigma_1^4 - 32 \sigma_1^3 \sigma_2^2 - 4 \sigma_1 \sigma_2^2 + 24 \sigma_2^4 - 4 \sigma_1^2 + 1}{2 (2 \sigma_1 - 1)^2 (2 \sigma_1 + 1)^2 (\sigma_1 - \sigma_2)^2 (\sigma_1 + \sigma_2)^2 (2 \sigma_2 - 1)^2 (2 \sigma_2 + 1)^2}$$

We do not have at present a clear 4D gauge theory interpretation for this case.

6. $SU(2)^n$ linear quiver gauge theories

In this section we will be focusing on the case of linear $SU(2)^n$ quivers in the pure, non-conformal case. Our proposal is the following modification of the $SU(2)$ system

$$\tau_0^2 \partial_{\log t_1} \partial_{\log t_n} \log \tau_0 = -l_1^{1/4} \cdots l_n^{1/4} \tau_0$$

(6.1)

$$\tau_1^2 \partial_{\log t_1} \partial_{\log t_n} \log \tau_1 = -l_1^{1/4} \cdots l_n^{1/4} \tau_0$$

(6.2)

Notice that, in the case $n > 2$, the system of equations explicitly describes only the dynamics associated to the irregular punctures moduli. As we will see in the following, the dependence on the moduli of the regular punctures is uniquely fixed by suitable asymptotic conditions on the solutions. These are obtained in the limiting cases of identity punctures leading to trivial monodromy or degenerating limits dividing the punctured Riemann sphere into disconnected components.

We solve to above equations in terms of the following generalized $SU(2)$ quiver Kiev Ansatz

$$\tau_j(\{\sigma_i\}, \{n_k\}; l_1, \ldots, l_n) = \sum_{n_1, \ldots, n_k \in \mathbb{N}, n_{i_1, \ldots, i_k} \in \mathbb{N}/0} \prod_{i=1}^n \left( e^{2\pi \sqrt{2} \eta t_i (\sigma_i + n_i)^2 + i} \right)$$

$$\times B_0(\{\sigma_i + n_i\}) Z_{i_1, \ldots, i_k}(\{\sigma_i + n_i\})$$

$$\times B_0(\{\sigma_i + n_i\}) Z_{i_1, \ldots, i_k}(\{\sigma_i + n_i\})$$
where $Z_{0,\ldots,0} \equiv 1$. Notice that the shift is simultaneous in all the lattices as there is no mixing. In the next subsection, by imposing appropriate asymptotic conditions, we will find that $B_0(\{\sigma_k + n_k\}) = B^{bifund}(\{\sigma_k + n_k\})$ where

$$B^{\text{bifund}}(\{\sigma_k\}) = \frac{\prod_{i=1}^{n-1} G(1 + m_{i,i+1} + \sigma_i \pm \sigma_{i+1})G(1 + m_{i,i+1} - \sigma_i \pm \sigma_{i+1})}{\prod_{k=1}^n G(1 \pm 2\sigma_k)}$$

where $m_{ij} \in \mathbb{C}$ are arbitrary bifundamental masses. We conjecture that these one-loop terms, along with the recursion relations arising from (6.1) and suitable additional constraints, lead to the identification

$$Z_{i_1,\ldots,i_n}(\{\sigma_k\}) = \sum_{(\tilde{y}_1,\ldots,\tilde{y}_n)} \prod_{p=1}^{n-1} Z^{\text{bifund}}(\sigma_i, \tilde{y}_i, \sigma_{i+1}, \tilde{y}_{i+1}, m_{i,i+1})$$

where $Z^{\text{bifund}}$ is defined in appendix B.

6.1. One-loop normalization

Examining the $\prod_i (\nu_i + 2\sigma)$ term in (6.1) gives, for general $n$,

$$(1 + 2\sigma_1)(1 + 2\sigma_n) \sum_{p_1,\ldots,p_n \in \{0,1\}} \frac{(-1)^{1+p_n+p_0}}{2} B_0(\{\sigma_k + p_k\}) B_0(\{\sigma_k + 1 - p_k\})$$

$$= -B_0\left(\left\{\sigma_k + \frac{1}{2}\right\}\right)^2.$$  \hspace{1cm} (6.3)

We prove this by induction. First, we need the auxiliary result that, for $k_1^+ \leq k_1^- \leq k_2^+ \leq k_2^- \leq \ldots \leq k_i^+ \leq k_i^-$, if we denote

$$\sigma_+ := (\sigma_1, \ldots, \sigma_{k_1^- - 1}, \sigma_{k_1^+} + 1, \ldots, \sigma_{k_1^- + 1}, \sigma_{k_2^- - 1}, \sigma_{k_2^+} + 1, \ldots, \sigma_{k_2^- + 1}, \sigma_{k_3^- - 1}, \sigma_{k_3^+} + 1, \ldots, \sigma_{k_3^- + 1}, \ldots)$$

$$\sigma_- := (\sigma_1 + 1, \ldots, \sigma_{k_1^+ - 1} + 1, \sigma_{k_1^-}, \sigma_{k_2^-}, \sigma_{k_1^- + 1} + 1, \ldots, \sigma_{k_2^- - 1}, \sigma_{k_2^+} + 1, \ldots, \sigma_{k_3^-}, \sigma_{k_3^- + 1} + 1, \ldots, \sigma_{k_3^+} + 1)$$

then it follows that

$$\frac{B^{\text{bifund}}(\{\sigma_k\}) B^{\text{bifund}}(\{\sigma_-\})}{B^{\text{bifund}}\left(\left\{\sigma_k + \frac{1}{2}\right\}\right)^2}$$

$$= \prod_{i=1}^{n-1} (1 + \sigma_i + \sigma_{i+1} \pm m_{i,i+1})$$

$$\times \prod_{q=1}^{i} \frac{(\sigma_{k-q} - \sigma_{k-q} \pm m_{k-q-1,k-q}^+)(\sigma_{k-q} - \sigma_{k-q} \pm m_{k-q-1,k-q-1}^-)}{(1 + \sigma_{k-q} + \sigma_{k-q} \pm m_{k-q,k-q}^+)(1 + \sigma_{k-q} + \sigma_{k-q} \pm m_{k-q,k-q}^-)}.$$
Next we need another auxiliary result which we use to tame the summation in (6.3). Namely, for \( n \geq 3 \)

\[
\begin{align*}
&\frac{-(\sigma_1 - \sigma_2 \pm m_{1,2})}{(1 + \sigma_1 + \sigma_2 \pm m_{1,2})} \left( 1 + \sum_{i=2}^{n-1} \frac{-(\sigma_i - \sigma_{i+1} \pm m_{i,i+1})}{(1 + \sigma_i + \sigma_{i+1} \pm m_{i,i+1})} \right) \\
&\quad + \sum_{i=2}^{n-1} \frac{-(\sigma_i - \sigma_{i+1} \pm m_{i,i+1})}{(1 + \sigma_i + \sigma_{i+1} \pm m_{i,i+1})} \sum_{i=2}^{n-1} \frac{-(\sigma_i - \sigma_{i+1} \pm m_{i,i+1})}{(1 + \sigma_i + \sigma_{i+1} \pm m_{i,i+1})} \\
&\quad \times \sum_{i=2}^{n-1} \frac{-(\sigma_i - \sigma_{i+1} \pm m_{i,i+1})}{(1 + \sigma_i + \sigma_{i+1} \pm m_{i,i+1})} \cdots + \prod_{i=2}^{n-1} \frac{-(\sigma_i - \sigma_{i+1} \pm m_{i,i+1})}{(1 + \sigma_i + \sigma_{i+1} \pm m_{i,i+1})} \\
&= \frac{(\sigma_1 - \sigma_2 \pm m_{1,2})(1 + 2\sigma_1)(1 + 2\sigma_2)\prod_{i=3}^{n-1}(1 + 2\sigma_i)}{\prod_{i=1}^{n-1}(1 + \sigma_i + \sigma_{i+1} \pm m_{i,i+1})}.
\end{align*}
\]

This also follows from induction starting from \( n = 3 \), for which

\[
-1 + \frac{(\sigma_2 - \sigma_3 \pm m_{2,3})}{(1 + \sigma_2 + \sigma_3 \pm m_{2,3})} = -\frac{(1 + 2\sigma_2)(1 + 2\sigma_3)}{(1 + \sigma_2 + \sigma_3 \pm m_{2,3})}
\]

by iterating the identity we get

\[
\begin{align*}
&\frac{(\sigma_1 - \sigma_2 \pm m_{1,2})(1 + 2\sigma_2)(1 + 2\sigma_{n-1})\prod_{i=3}^{n-2}(1 + 2\sigma_i)}{\prod_{i=1}^{n-2}(1 + \sigma_i + \sigma_{i+1} \pm m_{i,i+1})} \\
&\quad + \frac{-(\sigma_{n-1} - \sigma_n \pm m_{n-1,n})}{(1 + \sigma_{n-1} + \sigma_n \pm m_{n-1,n})} \left( 1 + \sum_{i=2}^{n-2} \frac{-(\sigma_i - \sigma_{i+1} \pm m_{i,i+1})}{(1 + \sigma_i + \sigma_{i+1} \pm m_{i,i+1})} \right) \cdots \\
&\quad \times \left( 1 + \frac{-(\sigma_{n-1} - \sigma_n \pm m_{n-1,n})}{(1 + \sigma_{n-1} + \sigma_n \pm m_{n-1,n})} \right) \\
&= \frac{(\sigma_1 - \sigma_2 \pm m_{1,2})(1 + 2\sigma_2)(1 + 2\sigma_{n-1})\prod_{i=3}^{n-2}(1 + 2\sigma_i)}{\prod_{i=1}^{n-2}(1 + \sigma_i + \sigma_{i+1} \pm m_{i,i+1})} \\
&\quad \times \left( 1 + \frac{-(\sigma_{n-1} - \sigma_n \pm m_{n-1,n})}{(1 + \sigma_{n-1} + \sigma_n \pm m_{n-1,n})} \right) \\
&= \frac{(\sigma_1 - \sigma_2 \pm m_{1,2})(1 + 2\sigma_2)(1 + 2\sigma_n)\prod_{i=3}^{n-1}(1 + 2\sigma_i)}{\prod_{i=1}^{n-1}(1 + \sigma_i + \sigma_{i+1} \pm m_{i,i+1})}
\end{align*}
\]

which is what we wanted. Using both results, (6.3) becomes equivalent to the following identity after some reorganizing,
The first condition is the one corresponding to the identity puncture. This implies that when

The second condition is the one associated to the dividing degeneration limit. This is

In the D-brane language, this condition can be seen most easily from the Hanany-Witten brane setup—this is the

need to impose correct boundary conditions.

no bifundamental, and the branes are fixed to move in unison, ignoring the intermediate NS5 brane.

point at which the theory touches the Higgs branch and the gauge group gets broken down to the diagonal. There is

analysis of the simplest cases, starting with that of

6.2. Instanton terms

The one instanton contributions can be obtained in a similar way. Let us focus on the detailed

of this is provided in appendix B.

The second condition is the one associated to the dividing degeneration limit. This is obtained by sending $m_{1,2} \to \infty$ while scaling $t_{1,2} \to t_{1,2}/m_{1,2}^2$, inducing the factorization

$$Z_{k_1,k_2}(\sigma_1, \sigma_2) \left( \frac{t_1}{m_{1,2}} \right)^{k_1} \left( \frac{t_2}{m_{1,2}} \right)^{k_2} \to Z_{k_1}(\sigma_1)Z_{k_2}(\sigma_2)t_1^{k_1}t_2^{k_2}.$$ This is consistent with (6.1). Indeed, under the scaling itself, the RHS goes to zero as $1/m_{1,2}$, while, the LHS automatically vanishes if the tau function factorizes.

The equation for $n = 2$ yields two bilinear equations related one to the other by $\sigma_i \mapsto \sigma_{i+1}/2$ symmetry:

$$
\sum_{n,m,i,j} 2^{n+m} n_1^{i+1}(a_1+i_1+b_1)^{i_1+j_1} (a_2+i_2+b_2)^{i_2+j_2} \times (i_1+i_2+j_1+j_2) (m_1+m_2+2\sigma_1) \\
\times (i-j-(n_1+n_2)(a_1+n_1+b_1)^{i_1+j_1} (m_1+n_1+b_1)^{i_1+j_1} (a_2+n_2+b_2)^{i_2+j_2} (m_1+n_2+b_2)^{i_2+j_2} \\
\times B_0(\sigma_1+n_1,\sigma_2+m_1)B_0(\sigma_1+n_2,\sigma_2+m_2) \\
\times Z_{\sigma_1,\sigma_2}(\sigma_1+n_1,\sigma_2+m_1)Z_{\sigma_1,\sigma_2}(\sigma_1+n_2,\sigma_2+m_2)
$$

\vspace{0.5cm}

\textsuperscript{7} In the D-brane language, this condition can be seen most easily from the Hanany-Witten brane setup—this is the point at which the theory touches the Higgs branch and the gauge group gets broken down to the diagonal. There is no bifundamental, and the branes are fixed to move in unison, ignoring the intermediate NS5 brane.
When up to while mixed terms are determined uniquely. We checked agreement with instanton counting.

Note also the obvious symmetry once we put we are free to set the remaining mass to zero and reach pure SU3 quiver. Similar considerations apply if setting

The \( t_1 \ t_2 \) term gives

\[
Z_{1,0}(\sigma_1, \sigma_2 + 1) - Z_{1,0}(\sigma_1, \sigma_2) = -\frac{2B_0(\sigma_1 + \frac{1}{2}, \sigma_2 + \frac{1}{2}) B_0(\sigma_1 - \frac{1}{2}, \sigma_2 + \frac{1}{2})}{(1 + 2\sigma_2) B_0(\sigma_1, \sigma_2) B_0(\sigma_1, \sigma_2 + 1)}
\]

\[
= -\frac{1 + 2\sigma_2}{2\sigma_1^2}
\]

once we put \( B_0 = B_{\text{quiver}} \). The unique solution satisfying the boundary conditions is

\[
Z_{1,0}(\sigma_1, \sigma_2) = \frac{m_{1,2}^2 + \sigma_1^2 - \sigma_2^2}{2\sigma_2^2}
\]

Note also the obvious symmetry \( Z_{i,j}(\sigma_1, \sigma_2) = Z_{j,i}(\sigma_2, \sigma_1) \) which leads to \( Z_{0,1} \). Finally, the \( i_1 + 2a_1 \ t_2 + 2\sigma_2 \) term gets us

\[
Z_{1,1}(\sigma_1, \sigma_2) - Z_{1,0}(\sigma_1, \sigma_2) Z_{0,1}(\sigma_1, \sigma_2)
\]

\[
= 2B_0(\sigma_1 + \frac{1}{2}, \sigma_2 - \frac{1}{2}) B_0(\sigma_1 - \frac{1}{2}, \sigma_2 + \frac{1}{2}) + B_0(\sigma_1 + \frac{1}{2}, \sigma_2 + \frac{1}{2}) B_0(\sigma_1 - \frac{1}{2}, \sigma_2 - \frac{1}{2})
\]

\[
= -\frac{m_{1,2}^2 - \sigma_1^2 - \sigma_2^2}{4\sigma_1^2 \sigma_2^2}
\]

giving the correct mixed 2-instanton term

\[
Z_{1,1}(\sigma_1, \sigma_2) = \frac{m_{1,2}^2(m_{1,2}^2 - 1) + \sigma_1^2 + \sigma_2^2 - (\sigma_1^2 - \sigma_2^2)^2}{4\sigma_1^2 \sigma_2^2}
\]

In general, we find that the coefficients of the form \( Z_{k,0}(\sigma) \) satisfy simple recurrence relations, while mixed terms are determined uniquely. We checked agreement with instanton counting up to \( Z_{3,1}(\sigma) \).

For the \( SU(2)^3 \) quiver, the boundary conditions are the logical extension of the above.

- When \( m_{1,2} = 0 \), setting \( \sigma_1 = \sigma_2 \) has to kill all terms \( Z_{k_1, k_2, k_3} \) with \( k_1 \neq k_2 \). Further, if we put \( t_1 \rightarrow t_1^{1/2} \) and \( t_2 \rightarrow t_1^{1/2} \), then

\[
(Z_{k_1, k_2, k_3}(\sigma_1, \sigma_1, \sigma_3) |_{m_{1,2} = 0}) t_1^{k_1} t_2^{k_2} t_3^{k_3} = Z_{k_1, k_2, k_3}(\sigma_1, \sigma_3)^{t_1^{k_1} t_2^{k_2} t_3^{k_3}}
\]

where on the RHS we have the partition functions of the \( SU(2) \times SU(2) \) quiver. Similar considerations apply if \( m_{2,3} = 0 \) and \( \sigma_2 = \sigma_3 \). Clearly, at this point previous considerations apply, and we are free to set the remaining mass to zero and reach pure \( SU(2) \) again.
We can decouple bifundamental hypermultiplets individually. For instance, by sending $m_{1,2} \to \infty$ while scaling $t_{1,2} \to t_{1,2}/m_{1,2}^2$, we obtain the factorization

$$Z_{k_1,k_2,k_3}(\sigma_1,\sigma_2,\sigma_3) \left( \frac{t_1}{m_{1,2}} \right)^{k_1} \left( \frac{t_2}{m_{1,2}} \right)^{k_2} \to Z_{k_1}(\sigma_1)Z_{k_2}(\sigma_2,\sigma_3)k_1k_2k_3.$$ 

Again, under any factorization, the LHS of (6.1) vanishes.

Noting the symmetry ‘1 ↔ 3’, we list in the appendix E the first several equations and their solutions, which are the same as those obtained by instanton counting as in appendix B. Indeed the calculations are analogous to the ones already presented for the quiver with two nodes.
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Appendix A. The operators $Y^n$

In the main text we made frequent use of the operators recursively defined as

$$Y^1(f) = f \quad \text{(A.1)}$$

$$Y^2(f) = D^2(f) \quad \text{(A.2)}$$

$$Y^n(f) = (Y^{n-2}(f))^{-1}D^2(Y^{n-1}(f)), \quad n \geq 2. \quad \text{(A.3)}$$

Besides being shorthands, their utility consists in the property that they act on a formal power series as

$$Y^n\left(\sum_i y_i x^i\right) = \sum_{i_1,\ldots,i_n} \prod_{j=1}^n y_{i_j} x^{i_j} \prod_{k<j} (x_{i_k} - x_{i_j})^2. \quad \text{(A.4)}$$

It is easy to calculate by hand that is true for $n = 2$. For $n>2$, suppose we only have a total of $n$ distinct exponents $x_{i_k}$ in the sum $\sum_i y_i x^i$. Then if we assume (A.4) holds for $n-1$, $Y^{n-1}$ will by assumption have only $nC_{n-1} = n$ terms, differing by one pair of indices. Without loss of generality, consider two terms with the last index labeled differently. That is, let
\( x_{\text{same}} := \sum_{k=1}^{n-2} x_k \) and \( x_{\text{same}} \neq x_i \). By assumption of the induction we have that in applying \( Y^{n-1} \) to \( \sum_i y_i t^i \) we end up with two different terms

\[
c_1 t^{x_{\text{same}}+x_{\text{same}}}, c_2 t^{x_{\text{same}}+x_k} \in Y^{n-1} \left( \sum_i y_i t^i \right)
\]

where the coefficients \( c_{1,2} \) are

\[
c_1 = y_{n-1} \prod_{k=1}^{n-2} (x_k - x_{n-1})^2 \cdot c_{\text{same}}
\]

\[
c_2 = y_k \prod_{k=1}^{n-2} (x_k - x_k)^2 \cdot c_{\text{same}}
\]

where

\[
c_{\text{same}} = \prod_{j=1}^{n-2} y_j \prod_{k<j=1}^{n-2} (x_k - x_j)^2
\]

comes from the exponents purely inside \( x_{\text{same}} \). Considering the application of \( D^2 \) to just those two terms we obtain

\[
D^2 \left( c_1 t^{x_{\text{same}}+x_{\text{same}}} + c_2 t^{x_{\text{same}}+x_k} \right) = c_1 c_2 t^{x_{\text{same}}+x_{\text{same}}} + c_2 t^{x_{\text{same}}+x_k}
\]

which we can write as

\[
\prod_{j=1}^{n-2} y_j t^{y_j} \prod_{k<j}^{n-2} (x_k - x_j)^2 \cdot \prod_{j=1}^{n-2} y_j t^{y_j} \prod_{k<j}^{n-2} (x_k - x_j)^2 = \prod_{j=1}^{n-2} y_j t^{y_j} \prod_{k<j}^{n-2} (x_k - x_j)^2 \cdot Y^n \left( \sum_i y_i t^i \right)
\]

and in the last line we have used (A.4) in this particular case of only \( n \) distinct exponents. The term in front explicitly lacks the pair of indices we chose. Now if we extend by linearity to all such pairs, we see that we have shown that \( D^2(Y^{n-1}(f)) = Y^{n-2}(f)Y^n(f) \). But now we are done since we can reduce the general case of more than \( n \) distinct exponents to this one by multilinearity.

**Appendix B. Instanton counting**

Here we review the Nekrasov partition function of interest for this work \([51, 52]\). Given two partitions \( Y_1 = (k_1 \geq k_2 \geq \ldots \geq k_1 > 0) \), \( Y_2 = (k_1 \geq k_2 \geq \ldots \geq k_1 > 0) \) and a cell \( c = (i,j) \in Y_1 \) we define the auxiliary functions

\[
\phi(a,c) = a + \epsilon_1 (i-1) + \epsilon_2 (j-1)
\]

\[
\xi(a,b,Y_1,Y_2,c) = a - b + \epsilon_1 \left( \log(c,Y_1) + 1 \right) - \epsilon_2 \left( \text{arm}(c,Y_2) \right)
\]

the last of which, a deformed hook length, uses \( \text{arm}(c,Y) = k_i - j \), \( \log(c,Y') = k_i - i \), and finally set

\[
E(a,b,Y_1,Y_2) = \prod_{c \in Y_1} \xi(a,b,Y_1,Y_2,c) (\epsilon_1 + \epsilon_2 - \xi(a,b,Y_1,Y_2,c)).
\]
B.1. The classical gauge groups SU(n), SO(2n + χ), Sp(n)

In the following we consider \( n \) partitions \((Y_1, \ldots, Y_n) = \vec{Y}\) with the total number of boxes \( k \). Then the equivariant volume of the \( k \) instanton moduli space for \( U(n) \) is given by

\[
Z^U(n)_{\vec{Y}} = \prod_{i,j = 1}^{n} (E(\sigma_i, \sigma_j, Y_i, Y_j))^{-1}
\]

(B.1)

\[
Z^U_{k} = \sum_{|\vec{Y}| = k} Z^U(n)_{\vec{Y}}
\]

(B.2)

and \( SU(n) \) is obtained by restricting to the \( \sum_k \sigma_k = 0 \) slice. For the orthogonal groups, if \( \chi \in \{0, 1\} \),

\[
Z^O(2n+\chi)_{k} = \sum_{|\vec{Y}| = k} \prod_{i=1}^{n} \prod_{j \in Y_i} 4(\phi(\sigma_i, c))^2(4\phi(\sigma_i, c)^2 - 1)^2 \]

\[
\times \prod_{i=1}^{n} E(\sigma_i - \sigma_j, Y_i, Y_j)^2 E(-\sigma_i - \sigma_j, Y_i, Y_j) E(\sigma_i + \sigma_j, Y_i, Y_j)^{-1}
\]

(B.3)

The combinatorial expressions for \( Sp(n) \) are more involved. Namely, one has to multiply (B.3) by extra factors depending just on the \( \Omega \)-background parameters. A combinatorial solution is proposed in \[49\], the issue can also be approached using Jeffrey-Kirwan residues as in \[54\]. For the self-dual background we can simplify the latter procedure via \( \epsilon_{1,2} = \pm 1 \) \( \equiv 0 \) prescription which renders the pole structure easier to handle. Namely, in that case we need to define two-indexed functions \( Z^{Sp(n)}_{2k,l} \) such that

\[
Z^{Sp(n)}_{2k,0} = \sum_{|\vec{Y}| = k} \prod_{i=1}^{n} \left( \prod_{j \in Y_i} 4(\phi(\sigma_i, c))^2(4\phi(\sigma_i, c)^2 - 1)^2 \right)^{-1}
\]

\[
\times \prod_{i=1}^{n} E(\sigma_i - \sigma_j, Y_i, Y_j)^2 E(-\sigma_i - \sigma_j, Y_i, Y_j) E(\sigma_i + \sigma_j, Y_i, Y_j)^{-1}
\]

(B.4)

and then the fractional instanton contributions are given as

\[
Z^{Sp(n)}_{2k,1} = \frac{1}{2} Z^{Sp(n)}_{2k,0} \prod_{i=1}^{n} \frac{1}{\sigma_i^2} \sum_{|\vec{Y}| = k} \prod_{j \in Y_i} \phi(\sigma_i, c)^4 (\phi(\sigma_i, c)^2 - 1)^2
\]

\[
Z^{Sp(n)}_{2k,2} = \frac{1}{8} Z^{Sp(n)}_{2k,0} \prod_{i=1}^{n} \frac{1}{(\sigma_i^2 - 1/4)^2} \sum_{|\vec{Y}| = k} \prod_{j \in Y_i} (\phi(\sigma_i, c)^2 - 1/4)^2 (\phi(\sigma_i, c)^2 - 9/4)^2
\]

\[
Z^{Sp(n)}_{2k,3} = \frac{1}{144} Z^{Sp(n)}_{2k,0} \prod_{i=1}^{n} \frac{1}{(-\sigma_i^2)(\sigma_i^2 - 1/4)^2}
\]

\[
\times \sum_{|\vec{Y}| \neq k \in \Gamma} \prod_{j \in Y_i} \phi(\sigma_i, c)^4 (\phi(\sigma_i, c)^2 - 1/4)^2 (\phi(\sigma_i, c)^2 - 9/4)^2
\]

\[
+ \frac{1}{72} Z^{Sp(n)}_{2k,0} \prod_{i=1}^{n} \frac{1}{(-\sigma_i^2)(\sigma_i^2 - 1)^2} \sum_{|\vec{Y}| \neq k \in \Gamma} \prod_{j \in Y_i} (\phi(\sigma_i, c)^2 - 1)^2 (\phi(\sigma_i, c)^2 - 9/4)^2
\]

(B.5)

8 In the brane realization of instanton counting these are usually dubbed fractional instantons, stuck at the orientifold plane \[53\].
where the summands in the last expressions are due to \( V = T^{3/2} + 1 + T^{-1/2}, \ V_2 = T + 1 + T^{-1} \) and \( V = T^3 + 1 + T^{-1}, \ V_2 = T^2 + 1 + T^{-2} \) contributions to be put in the character (4.16) of [53], which can be continued further easily. This finally enables one to compute

\[
Z_k^{Sp(n)} = \sum_{2m+l=k} Z_{2m,l}^{Sp(n)}
\]

and it agrees with appendix B of [48]. Further, we can add fundamental matter by adding a factor of

\[
\prod_{i=1}^{N_f} \prod_{j=1}^{n} \prod_{c \in Y_i} (\phi(\sigma_j, c)^2 - m_i^2)
\]

in the numerators.

**B.2. SU(2) with fundamental matter**

Given the partitions \( Y_{1,2}, W_{1,2} \) we can define

\[
Z_{\text{bifund}} (a_1, a_2, Y_1, Y_2, b_1, b_2, W_1, W_2, m) = \prod_{i,j=1}^{2} \prod_{c \in Y_i} (\xi(a_i - b_j, Y_i, c) - m) \prod_{c \in W_j} (\epsilon_1 + \epsilon_2 - \xi(b_j - a_i, W_j, Y_j, c) - m).
\]

Further we define,

\[
Z_{\text{adj}} (a_1, a_2, Y_1, Y_2) = Z_{\text{bifund}} (a_1, a_2, Y_1, Y_2, a_1, a_2, Y_1, Y_2, 0)^{-1}
\]

\[
Z_{\text{fund}} (a_1, a_2, Y_1, Y_2, m) = \prod_{i,j=1}^{2} \prod_{c \in Y_i} (\phi(a_i, c) + m).
\]

Then for SU(2) with \( N_f \) fundamental flavors we have

\[
Z_k(\sigma) = \sum_{|Y_1| + |Y_2| = k} \frac{\prod_{i=1}^{N_f} Z_{\text{fund}} (\sigma_i, -\sigma_i, Y_1, Y_2, m_i)}{Z_{\text{adj}} (\sigma_i, -\sigma_i, Y_1, Y_2)}.
\]

To obtain U(2), replace \((\sigma, -\sigma)\) with \((\sigma_1, \sigma_2)\) in the above.

**B.3. Linear SU(2)^n quivers**

Here we have to consider \( n \) pairs of Young diagrams \( \{Y_{i,1}, Y_{i,2}\}_{i=1}^{n} \), with the total box number of each pair fixed to \(|Y_{i,1}| + |Y_{i,2}| = k_i \geq 0\). Then the \((k_1, \ldots, k_n)\)-instanton partition function is given by

\[
Z_{k_1, \ldots, k_n} (\sigma_1, \ldots, \sigma_n) = \sum_{|Y_1| + |Y_2| = k} \prod_{i=1}^{n} Z_{\text{fund}} (\sigma_i, -\sigma_i, Y_{i+1,1}, Y_{i+1,2}, \sigma_{i+1}, -\sigma_{i+1}, Y_{i+1,1}, Y_{i+1,2}, m_{i+1}) \prod_{i=1}^{n-1} Z_{\text{adj}} (\sigma_i, -\sigma_i, Y_{i,1}, Y_{i,2}).
\]
In the main text, several claims about this function were made, and among them, for $n = 2$,

$$Z_{k_1,k_2} (\sigma, \sigma) |_{m_1,z = 0} = \sum_{|Y_1| + |Y_2| = k_1} \sum_{|W_1| + |W_2| = k_2} \frac{Z_{\text{bifund}} (\sigma, \sigma, Y_1, Y_2, \sigma, \sigma, W_1, W_2, 0)}{Z_{\text{adj.}} (\sigma, \sigma, Y_1, Y_2) Z_{\text{adj.}} (\sigma, \sigma, W_1, W_2)} \tag{B.6}$$

This can be seen to follow from

$$Z_{\text{bifund.}} (\sigma, \sigma, Y_1, Y_2, \sigma, \sigma, W_1, W_2, 0) = \delta_{Y_1,W_1} \delta_{Y_2,W_2} Z_{\text{adj.}} (\sigma, \sigma, Y_1, Y_2) \tag{B.7}$$

which we show to be true in the self-dual case. In the general $\Omega$-background, the equality (B.7) is not true. Nevertheless, the full sum (B.6) seems to be true universally, although this follows from more complicated cancellations. In any case, we are interested only in the self-dual case $\epsilon_1 = 1$, $\epsilon_2 = -1$. With that in mind, we write

$$Z_{\text{bifund.}} (\sigma, \sigma, Y_1, Y_2, \sigma, \sigma, W_1, W_2, 0) = \prod_{i=1}^2 \prod_{c \in Y_i} \xi((-1)^{i-1} 2\sigma, Y_i, W_{1-i}, c) \prod_{c \in W_i} (-\xi((-1)^{i-1} 2\sigma, W_i, Y_{1-i}, c)) \times \prod_{i=1}^2 \prod_{c \in Y_i} \xi(0, Y_i, W_i, c) \prod_{c \in W_i} (-\xi(0, W_i, Y_i, c)).$$

We prove the last line vanishes unless the Young diagrams are equal as $Y_1 = W_1$, $Y_2 = W_2$. Focusing on just one factor,

$$\xi(0, Y, W, c) = \text{leg}(c, Y) + \text{arm}(c, W) + 1$$

consider row diagrams $Y = (l^1)$ and $W = (l^2)$ with $l_1 \neq l_2$. WLOG, assume $l_1 > l_2$. In this case for $c = (l_1, 1)$ we have

$$\begin{align*}
\text{leg}(c, Y) &= (l^1)_1 - l_1 = l_1 - l_1 = 0 \\
\text{arm}(c, W) &= 0 - 1 = -1
\end{align*} \implies \xi(0, Y, W, c) = 0 - 1 + 1 = 0.$$  

However, adding any amount of rows to any of the diagrams after the $j = 1$ one does not change this calculation. The other case is $l_1 = l_2$. Then, for the same cell, arm$(c, W) = 1 - 1 = 0$, and $\xi(0, Y, W, c) \neq 0$. In fact, both the arm and the leg lengths have to be positive indefinite, since the cell $c$ is contained within the diagrams $Y$ and $W$, so $\xi(0, Y, W, c) \neq 0$ for the whole row, i.e. $i \in [1, l_1]$, $j = 1$. Next, we add rows to both diagrams, and we are in the same situation as before. If the rows are of equal length, the cell will be contained in both diagrams and the relative hook length will never vanish. Otherwise, if the $j$'th row is the first one of unequal length, with lengths $l_1 > l_2$, say, then the relative hook length of the cell $c = (l_i, j)$ vanishes by an analogous calculation. If all rows are equal, the diagrams are obviously the same, and there is no vanishing factor. Along with the trivial equality

$$Z_{\text{bifund.}} (\sigma, \sigma, Y_1, Y_2, \sigma, \sigma, Y_1, Y_2, 0) = Z_{\text{adj.}} (\sigma, \sigma, Y_1, Y_2)$$

this proves our claim.

### B.4. universal one instanton formula

It was found in [55] that an instanton of topological charge 1 may be constructed by means of an $a_1$ triple corresponding to a long root. This was used to calculate the 1-instanton corrections to the SW curve [56]. Besides this embedding in the internal degrees of freedom, the instanton
has a $\mathbb{C}^2$ of moduli specifying its position, therefore the holomorphic functions on this product space is a $U(1)_{\epsilon_1} \times U(1)_{\epsilon_2} \times W$-module. It is precisely its character that the five-dimensional uplift of the theory will be calculating, and the four-dimensional formula may be seen as its ‘Weyl dimension’ analogue, and in

$$
\Lambda^{2k'} Z_1 = -\frac{1}{\epsilon_1 \epsilon_2} \sum_{B_{\text{long}}} \left( \epsilon_1 + \epsilon_2 + \beta \cdot a \right) \left( \beta' \cdot a \right) \prod_{\alpha, \beta' = 1}^{1} (\alpha \cdot a)
$$

rewritten in $\epsilon$-units [49]. Comparisons with ADHM calculations [48, 53, 57] tend to reveal some sign differences, e.g., $Z_1^{\mathbb{C}^2} |_{(B.8)} = Z_{\mathbb{C}^2}^{\mathbb{C}^2} |_{\text{ADHM}}$, which is why the rescalable instanton counting factor of $\Lambda$ ought to be kept in mind.

### B.5. Blowup equations

The instanton moduli spaces for exceptional groups lack an ADHM description since their fundamental representation is different from their defining one. Thus to compute higher instanton terms one cannot resort to the usual localization techniques. An alternative approach, besides the one discussed in this paper, is by blowup equations, although these do not give compact expressions such as (B.8). Generalizing the 4d expression in [8] to general gauge groups as was done for 5d in [49], except noting that in 4d the partition function with flux on the exceptional divisor vanishes—so $Z_{d=0} = Z$ but $Z_{d=1} = 0$—we obtain

$$
Z(n, \epsilon_1, \epsilon_2, \sigma) = \frac{1}{n^2} \epsilon_1 \epsilon_2 \sum_{m \in \mathbb{Z}^r, \ell_1, \ell_2 < n} \frac{\left( \epsilon_1 \ell_1 + (\epsilon_1 + \epsilon_2) \ell_2 + m \cdot \sigma + \frac{1}{2} m^2 (2 \epsilon_1 + \epsilon_2) \right)}{L(\epsilon_1, \epsilon_1 + \epsilon_2, \sigma, m)}
$$

$$
\times \left( \epsilon_1 \ell_1 + (\epsilon_1 + \epsilon_2) (\ell_2 - n) + m \cdot \sigma + \frac{1}{2} m^2 (2 \epsilon_1 + \epsilon_2) \right)
$$

$$
\times Z_0(\epsilon_1, \epsilon_2, \sigma + \epsilon_1 m) Z_0(-\epsilon_2, \epsilon_1 + \epsilon_2, \sigma + (\epsilon_1 + \epsilon_2) m)
$$

(B.9)

starting from $Z_0(\epsilon_1, \epsilon_2, \sigma) = 1$, where $L(\epsilon_1, \epsilon_2, \sigma, m) := \prod_{\alpha \in \mathbb{R}} \ell(\epsilon_1, \epsilon_2, \sigma, m, \alpha)$ and

$$
\ell(\epsilon_1, \epsilon_2, \sigma, m, \alpha) = \begin{cases} 
\prod_{i,j \neq 0} \left( -i \epsilon_1 - j \epsilon_2 + m \cdot \sigma \right), & \text{if } m \cdot \alpha < 0, \\
\prod_{i,j \neq 0} \left( (i+1) \epsilon_1 + (j+1) \epsilon_2 + m \cdot \sigma \right), & \text{if } m \cdot \alpha > 1, \\
1 & \text{otherwise.}
\end{cases}
$$

(B.10)

Since we are interested in the self-dual background, we see that naively taking it leads to some singular terms in the summands due to the NS limit getting involved, so care must be taken to first preform the summation and then to take the limit. In particular, one can take $\epsilon_1 = 1 + \delta$, $\epsilon_2 = -1$ and then safely send $\delta \to 0$ in the final expression.

### Appendix C. The deep Coulomb approximation, and Lie algebraic theta function identities

Many times in the main text it was useful to check equivariant volume calculations by performing a large $\sigma$ limit and studying the leading term, especially when we had either nothing
to compare with at all or the blowup technique turned out to be too computationally costly. To describe this, we first define the auxiliary function

\[ Z^{dc}_n(\epsilon_1, \epsilon_2, \sigma) = \frac{1}{m} \left( \frac{-1}{\epsilon_1 \epsilon_2} Z_1(1, -1, \sigma) \right)^n \]

which we call the deep Coulomb instanton function. This is going to be the large \( \sigma \) limit, in which the only contribution to the equivariant volume given by the \( n \)-fold symmetric product of one instantons terms and more complicated configurations of Young diagrams are not involved. We claim that

\[ Z^{dc}_n(\epsilon_1, \epsilon_2, \sigma) = \lim_{\gamma \to 0} \gamma^{-(2h^\vee - 2)n} Z_n(\epsilon_1, \epsilon_2, \sigma / \gamma). \]  

(C.1)

In other words, this is the leading part under the scaling

\[ Z_n(\epsilon_1, \epsilon_2, \sigma / \gamma) = \gamma^{(2h^\vee - 2)n} Z^{dc}_n(\epsilon_1, \epsilon_2, \sigma) + \mathcal{O}\left( \gamma^{(2h^\vee - 2)n+1} \right). \]

Clearly, \( Z^{dc}_1(1, -1, \sigma) = Z_1(1, -1, \sigma) \). In this case, the subleading terms are absent, and that the scaling is correct can be seen from the universal 1-instanton term, since there are \( 2h^\vee - 2 \) terms in the denominator of (B.8). In the refined case \( \epsilon_1 + \epsilon_2 \neq 0 \), this is no longer true, but it is immediate that (C.1) is true.

We prove the rest by induction, using (B.9). In the following we split the sum into one with \( m = 0 \) and the rest. For \( n > 1 \) write

\[
\lim_{\gamma \to 0} \frac{Z_n(\epsilon_1, \epsilon_2, \sigma / \gamma)}{Z^{dc}_n(\epsilon_1, \epsilon_2, \sigma / \gamma)} = \lim_{\gamma \to 0} \frac{1}{n! \epsilon_1 \epsilon_2} \sum_{i_1, i_2 < n} (\epsilon_1 i_1 + (\epsilon_1 + \epsilon_2) i_2)(-\epsilon_2 i_2) \\
\times 
\frac{Z_n(\epsilon_1, \epsilon_2, \sigma / \gamma) Z_n(-\epsilon_2, \epsilon_1 + \epsilon_2, \sigma / \gamma)}{Z^{dc}_n(\epsilon_1, \epsilon_2, \sigma / \gamma)} \\
+ \sum_{\frac{1}{2}m^2 + i_1 + i_2 = n} \sum_{\emptyset \neq m \in \mathbb{Z}^r, i_1, i_2 < n} (\epsilon_1 i_1 + (\epsilon_1 + \epsilon_2) i_2 + (\mathbf{m} \cdot \sigma) / \gamma + \frac{1}{2} \mathbf{m}^2 (2\epsilon_1 + \epsilon_2)) \\
\times \left( \epsilon_1 i_1 + (\epsilon_1 + \epsilon_2)(i_2 - n) + (\mathbf{m} \cdot \sigma) / \gamma + \frac{1}{2} \mathbf{m}^2 (2\epsilon_1 + \epsilon_2) \right) \\
\times 
\frac{Z_n(\epsilon_1, \epsilon_2, \sigma / \gamma + \epsilon_1 \mathbf{m}) Z_n(-\epsilon_2, \epsilon_1 + \epsilon_2, \sigma / \gamma + (\epsilon_1 + \epsilon_2) \mathbf{m})}{Z^{dc}_n(\epsilon_1, \epsilon_2, \sigma / \gamma)} \right).
\]
Assume (C.1) is true for all \( n' < n \). Then the first sum becomes
\[
\frac{1}{n^2} \epsilon_1 \epsilon_2 \sum_{\substack{i_1 + i_2 = n \\i_1, i_2 \in \mathbb{Z}}} (\epsilon_1 i_1 + (\epsilon_1 + \epsilon_2) i_2) (-\epsilon_2 i_2) \frac{(i_1 + i_2)!}{i_1! i_2!} \left( -\frac{\epsilon_1}{\epsilon_1 + \epsilon_2} \right)^i
\]
\[
= \frac{1}{n^2} \epsilon_1 \epsilon_2 \sum_{i=1}^{n-1} \left( -(n - i)^2 \epsilon_1 \epsilon_2 + n(n - i)(\epsilon_1 + \epsilon_2) \right) \frac{(n)!}{i!} \left( -\frac{\epsilon_1}{\epsilon_1 + \epsilon_2} \right)^i
\]
\[
= 1 - \frac{\epsilon_2^{-2}(n - 1)\epsilon_1 + n\epsilon_2}{n(\epsilon_1 + \epsilon_2)^{n-1}} + \frac{(n - 1)\epsilon_2^{-2}}{n(\epsilon_1 + \epsilon_2)^{n-2}} = 1 - \frac{\epsilon_2^{-1}}{n(\epsilon_1 + \epsilon_2)^{n-1}}.
\]
In the second sum, all terms except the ones proportional to \( \sigma \) can be ignored, as well as all the shifts. It becomes
\[
\frac{1}{n^2} \epsilon_1 \epsilon_2 \sum_{\substack{i_1 + i_2 + \sigma = n \\i_1, i_2, \sigma \in \mathbb{Z}}} (\mathbf{m} \cdot \mathbf{\sigma})^2 \lim_{\gamma \to 0} \frac{Z_{\mathbf{m}}^{\mathbf{\sigma}}(\epsilon_1, \epsilon_2, \mathbf{\sigma}/\gamma)Z_{\mathbf{m}}^{\mathbf{\sigma}}(-\epsilon_2, \epsilon_1 + \epsilon_2, \mathbf{\sigma}/\gamma)}{Z_{\mathbf{0}}^{\mathbf{\sigma}}(\epsilon_1, \epsilon_2, \mathbf{\sigma}/\gamma)}
\]
\[
= \frac{1}{n^2} \epsilon_1 \epsilon_2 \sum_{\substack{i_1 + i_2 + \sigma = n \\i_1, i_2, \sigma \in \mathbb{Z}}} (\mathbf{m} \cdot \mathbf{\sigma})^2 \frac{(i_1 + i_2 + 1)!}{i_1! i_2!} \left( -\frac{\epsilon_1}{\epsilon_1 + \epsilon_2} \right)^i
\]
\[
\times \left( \frac{\epsilon_1}{\epsilon_1 + \epsilon_2} \right)^2 \frac{1}{n(\epsilon_1 + \epsilon_2)^{n-1}}.
\]
The limit is dependent on the incidence properties of the colattice vector with respect to the roots. Note that if \( \mathbf{m}^2 = 2 \), \( \{\alpha \in R|\alpha \cdot \mathbf{m} = -1\} = 2h^\vee - 4 \) which contribute 1 term each in (B.10) and \( \{\alpha \in R|\alpha \cdot \mathbf{m} = \pm 2\} = 2 \) which contribute 2 terms each. These vectors are the short coroots. For any other nonzero vector, the number of terms is greater than \( 2h^\vee \).

Explicitly,
\[
\lim_{\gamma \to 0} \gamma^{2h^\vee} L(\epsilon_1, \epsilon_1 + \epsilon_2, \mathbf{\sigma}/\gamma, \mathbf{m}) = \begin{cases} 0, & \text{if } \mathbf{m} = 0, \\ (\mathbf{m} \cdot \mathbf{\sigma})^4 \prod_{\alpha = 1}^{\infty} (\alpha \cdot \mathbf{\sigma}), & \text{if } \mathbf{m} \in R_{\text{short}}^\vee, \\ \infty & \text{otherwise.} \end{cases}
\]
Therefore, the sum becomes
\[
\frac{1}{n^2} \sum_{\mathbf{m} \in R_{\text{short}}^\vee} (\mathbf{m} \cdot \mathbf{\sigma})^2 \prod_{\alpha = 1}^{\infty} (\alpha \cdot \mathbf{\sigma}) \sum_{\substack{i_1 + i_2 + \sigma = n \\i_1, i_2, \sigma \in \mathbb{Z}}} \frac{(i_1 + i_2 + 1)!}{i_1! i_2!} \left( -\frac{\epsilon_1}{\epsilon_1 + \epsilon_2} \right)^i
\]
\[
\times \left( \frac{\epsilon_1}{\epsilon_1 + \epsilon_2} \right)^2 \frac{1}{n(\epsilon_1 + \epsilon_2)^{n-1}}
\]
using (B.8). This proves the claim. Moreover, we can prove quite easily that the full expansion around \( \gamma = 0 \) has to be even,
\[
\frac{Z_{\mathbf{m}}^{\mathbf{\sigma}}(\epsilon_1, \epsilon_2, \mathbf{\sigma}/\gamma)}{Z_{\mathbf{0}}^{\mathbf{\sigma}}(\epsilon_1, \epsilon_2, \mathbf{\sigma}/\gamma)} = 1 + \sum_{k>1} 2k(\mathbf{\sigma})^{2k},
\]
since this expression is holomorphic and Weyl invariant, and the Weyl group is generated by reflections. This can also be inferred from the blowup formula by a more involved, but straightforward calculation.
Appendix D. The algebras $D_2$ and $D_3$

D.1. $D_2 = A_1 \times A_1$

An interesting thing about (4.7) is that it generalizes to lower $n$. Explicitly, under the isomorphism

$$\sigma_1^{[D_2]} = (\sigma_1 + \sigma_2)^{[A_1 \times A_1]}$$  \hspace{1cm} (D.1)$$
$$\sigma_2^{[D_2]} = (\sigma_1 - \sigma_2)^{[A_1 \times A_1]}$$  \hspace{1cm} (D.2)$$

we find

$$Z_1(\sigma)^{[D_2]} = Z_1(\sigma_1)^{[A_1]} + Z_1(\sigma_2)^{[A_1]}$$

$$Z_2(\sigma)^{[D_2]} = Z_2(\sigma_1)^{[A_1]} + 2Z_1(\sigma_1)^{[A_1]}Z_1(\sigma_2)^{[A_1]} + Z_2(\sigma_2)^{[A_1]}.$$  

That this continues can be confirmed by the recursion relations or instanton counting. Together with (D.1) which splits $Q_{D_2} \cong Q_{A_1} \times Q_{A_1}$, this suggests

$$\tau_0^{[D_2]} = \left(\tau_0^{[A_1]}\right)^2, \quad \tau_1^{[D_2]} = \left(\tau_1^{[A_1]}\right)^2.$$  

Since $D^2\left(\tau_0^{[A_1]}\right) = -t^{1/2}\left(\tau_0^{[A_1]}\right)^2$ and $D^2\left(\tau_1^{[A_1]}\right) = -t^{1/2}\left(\tau_1^{[A_1]}\right)^2$,

$$D^2\left(\tau_0^{[A_1]}\right)^2 = 2\left(\tau_0^{[A_1]}\right)^2D^2\left(\tau_0^{[A_1]}\right)^2 = 2t^{-1/2}D^2\left(\tau_0^{[A_1]}\right)^2D^{1/2}\tau_1^{[A_1]}$$

$$= D^2\left(\tau_1^{[A_1]}\right)^2.$$  

So (4.5) is valid in this case as well. From the isomonodromic viewpoint, a linear quiver such as $A_1 \times A_1$ corresponds to the degeneration of the sphere with 5 points where we have two complex deformations, the Garnier system. Up to now, we have not considered masses. However, due to this identification, we expect an identification between $D_n$ with one fundamental flavor and the $SU(2) \times SU(2)$ quiver with one bifundamental. Indeed, we find

$$\sum_{i \neq 0} Z_i^{[D_2]}(b_1 - b_2, b_1 + b_2, m)^i = e^{4t} \sum_{i \neq 0} Z_i^{[A_1 \times A_1]}(b_1, b_2, m)(-1)^i.$$

This agrees with [58].

D.2. $D_3 = A_3$

Paralleling the previous discussion, there is a linear isomorphism of $D_3$ and $A_3$. Their extended root systems are the same, and from (3.3) for $D_3$ we can obtain (4.5) and (4.7) since

$$D^2(\tau_0) = -t^{1/4}\tau_2\tau_3 = D^2(\tau_1)$$

so the equations are likewise the same.

Appendix E. Three node quiver calculations

We present in brief the lowest order calculations for the $SU(2)^3$ quiver. The $t_1^{4+2\sigma_1}t_2^{4+2\sigma_2}t_3^{4+2\sigma_3}$ term leads to the one-loop term already discussed in general in the main text. Next,
the $Z_{a,b,c}$ coefficients with positive integers $a^2 + b^2 + c^2 = 1$ are accessed by looking at $t_1^{1+2(1-a)}t_2^{1+2(1-b)}t_3^{1+2(1-c)}$, terms. This leads to

$$(-2 m_{2,3}^2 + 2 \sigma_2 (\sigma_2 + 1) + 2 \sigma_3 (\sigma_3 + 1) + 1) Z_{1,0,0}(\sigma_1, \sigma_2, \sigma_3)$$

$$= \left( (\sigma_2 - \sigma_3)^2 - m_{2,3}^2 \right) (2Z_{1,0,0}(\sigma_1, \sigma_2, \sigma_3 + 1) - Z_{1,0,0}(\sigma_1, \sigma_2 + 1, \sigma_3))$$

$$+ (1 + \sigma_2 + \sigma_3)^2 - m_{2,3}^2 \right) Z_{1,0,0}(\sigma_1, \sigma_2 + 1, \sigma_3 + 1) + \frac{(2 \sigma_3 + 1)(2 \sigma_2 + 1)^2}{2 \sigma_1^2}$$

$$\Rightarrow Z_{1,0,0}(\sigma_1, \sigma_2, \sigma_3) = \frac{m_{2,3}^2 + \sigma_1^2 - \sigma_2^2}{2 \sigma_1^2}, \quad (E.1)$$

an analogous equation for $Z_{0,0,1}$ which we omit, and finally

$$Z_{0,1,0}(\sigma_1, \sigma_2, \sigma_3) + Z_{0,0,1}(\sigma_1 + 1, \sigma_2, \sigma_3 + 1)$$

$$= Z_{0,1,0}(\sigma_1, \sigma_2, \sigma_3 + 1) + Z_{0,1,0}(\sigma_1 + 1, \sigma_2, \sigma_3) + \frac{(2 \sigma_1 + 1)(2 \sigma_2 + 1)}{2 \sigma_2^2}$$

$$\Rightarrow Z_{0,1,0}(\sigma_1, \sigma_2, \sigma_3)$$

$$= -4 \sigma_2^2 m_{1,2m,3}^2 + m_{1,2m}^2 \left( m_{2,3}^2 - \sigma_1^2 + \sigma_2^2 \right) + \left( \sigma_1^2 - \sigma_2^2 \right) \left( m_{2,3}^2 - \sigma_1^2 + \sigma_2^2 \right) \frac{2 \sigma_1^2}{2 \sigma_2^2} \quad (E.2)$$

The $Z_{a,b,c}$ coefficients with positive integers $a^2 + b^2 + c^2 = 2$ are likewise accessed by looking at $t_1^{1+2(1-a)}t_2^{1+2(1-b)}t_3^{1+2(1-c)}$, terms. They feature the terms we calculated in the previous step.

$$(Z_{0,1,0}(\sigma_1, \sigma_2, \sigma_3) + Z_{0,1,0}(\sigma_1, \sigma_2, \sigma_3 + 1)) Z_{1,0,0}(\sigma_1, \sigma_2, \sigma_3) + Z_{1,1,0}(\sigma_1, \sigma_2, \sigma_3)$$

$$= \frac{(2 \sigma_3 + 1)(-m_{1,2}^2 + \sigma_1^2 + \sigma_2^2)}{4 \sigma_1^2 \sigma_2^2}$$

$$+ 2Z_{0,1,0}(\sigma_1, \sigma_2, \sigma_3) Z_{1,0,0}(\sigma_1, \sigma_2, \sigma_3 + 1) + Z_{1,1,0}(\sigma_1, \sigma_2, \sigma_3 + 1)$$

$$\Rightarrow Z_{1,1,0}(\sigma_1, \sigma_2, \sigma_3)$$

$$= -4 \sigma_1^2 m_{1,2m,3}^2 \left( m_{1,2}^2 + \sigma_1^2 - \sigma_2^2 \right) - m_{1,2}^2 \left( m_{2,3}^2 - 1 \right) \left( m_{2,3}^2 + \sigma_2^2 - \sigma_3^2 \right)$$

$$= \frac{\left( \sigma_1^4 - (2 \sigma_2^2 + 1) \sigma_1^2 + \sigma_2^4 - \sigma_2^2 \right) \left( m_{2,3}^2 + \sigma_2^2 - \sigma_3^2 \right)}{4 \sigma_1^2 \sigma_2^2} \quad (E.3)$$

as well as an analogous equation for $Z_{0,1,1}$, and

$$2Z_{1,0,1}(\sigma_1, \sigma_2, \sigma_3) + Z_{1,0,1}(\sigma_1, \sigma_2 + 1, \sigma_3)$$

$$= Z_{0,0,1}(\sigma_1, \sigma_2 + 1, \sigma_3) Z_{1,0,0}(\sigma_1, \sigma_2, \sigma_3) + Z_{0,0,1}(\sigma_1, \sigma_2, \sigma_3)$$

$$\times Z_{1,0,0}(\sigma_1, \sigma_2 + 1, \sigma_3) + Z_{1,0,0}(\sigma_1, \sigma_2, \sigma_3) Z_{0,1,0}(\sigma_1, \sigma_2, \sigma_3) + \frac{(2 \sigma_2 + 1)^2}{4 \sigma_2^2}$$

$$\Rightarrow Z_{1,0,1}(\sigma_1, \sigma_2, \sigma_3) = \frac{(m_{1,2}^2 + \sigma_2^2 - \sigma_3^2) \left( m_{2,3}^2 + \sigma_2^2 + \sigma_3^2 \right)}{4 \sigma_1^2 \sigma_2^2}. \quad (E.4)$$
Finally, $Z_{1,1,1}$ is found from the $t_1 t_2 t_3$ terms,

$$Z_{1,1,1}(\sigma_1, \sigma_2, \sigma_3) = \frac{(-m_{1,2}^2 + \sigma_1^2 + \sigma_2^2) \left(-m_{2,3}^2 + \sigma_2^2 + \sigma_3^2\right)}{8 \sigma_1^2 \sigma_2^2 \sigma_3^2}$$

$$= Z_{0,0,1}(\sigma_1, \sigma_2, \sigma_3) Z_{0,1,0}(\sigma_1, \sigma_2, \sigma_3) Z_{1,0,0}(\sigma_1, \sigma_2, \sigma_3)$$

$$+ Z_{1,0,0}(\sigma_1, \sigma_2, \sigma_3) Z_{0,1,1}(\sigma_1, \sigma_2, \sigma_3) Z_{1,0,1}(\sigma_1, \sigma_2, \sigma_3) Z_{0,0,1}(\sigma_1, \sigma_2, \sigma_3)$$

$$- 2 Z_{0,1,0}(\sigma_1, \sigma_2, \sigma_3) Z_{1,0,1}(\sigma_1, \sigma_2, \sigma_3)$$

$$\Rightarrow Z_{1,1,1}(\sigma_1, \sigma_2, \sigma_3)$$

$$= \frac{4 \sigma_2^2 (\sigma_2^2 - \sigma_1^2) m_{1,2} m_{2,3} (m_{2,3}^2 - \sigma_2^2 + \sigma_3^2)}{8 \sigma_1^2 \sigma_2^2 \sigma_3^2} - 4 \sigma_2^3 \sigma_1^2 \sigma_2 \sigma_3 (m_{2,3}^2 - \sigma_2^2 + \sigma_3^2)$$

$$+ \sigma_2^3 (\sigma_1^2 - 2 \sigma_2^2 + 1) \sigma_2^2 (\sigma_1^2 + \sigma_2^2 - \sigma_3^2) \left(-m_{1,2}^4 + m_{2,3}^4 + \sigma_2^4 - (2 \sigma_2^1 + 1) \sigma_2^4 + \sigma_3^4 - \sigma_3^2\right)$$

$$- \frac{m_{1,2}^2 \left(m_{1,2}^2 - 1\right) (-m_{2,3}^4 + m_{2,3}^2 + \sigma_2^4 - (2 \sigma_2^1 + 1) \sigma_2^4 + \sigma_3^4 - \sigma_3^2)}{8 \sigma_1^2 \sigma_2^2 \sigma_3^2} \tag{E.5}$$
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