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Abstract—Autonomous vehicles clearly benefit from the expanded Field of View (FoV) of 360° sensors, but modern semantic segmentation approaches rely heavily on annotated training data which is rarely available for panoramic images. We look at this problem from the perspective of domain adaptation and bring panoramic semantic segmentation to a setting, where labelled training data originates from a different distribution of conventional pinhole camera images. To achieve this, we formalize the task of unsupervised domain adaptation for panoramic semantic segmentation and collect DensePASS - a novel densely annotated dataset for panoramic segmentation under cross-domain conditions, specifically built to study the Pinhole→Panoramic domain shift and accompanied with pinhole camera training examples obtained from Cityscapes. DensePASS covers both, labelled- and unlabelled 360° images, with the labelled data comprising 19 classes which explicitly fit the categories available in the source (i.e. pinhole) domain. Since data-driven models are especially susceptible to changes in data distribution, we introduce P2PDA - a generic framework for Pinhole→Panoramic semantic segmentation which addresses the challenge of domain divergence with different variants of attention-augmented domain adaptation modules, enabling the transfer in output-, feature-, and feature confidence spaces. P2PDA intertwines uncertainty-aware adaptation using confidence values regulated on-the-fly through attention heads with discrepant predictions. Our framework facilitates context ex- change when learning domain correspondences and dramatically improves the adaptation performance of accuracy- and efficiency-focused models. Comprehensive experiments verify that our framework clearly surpasses unsupervised domain adaptation- and specialized panoramic segmentation approaches as well as state-of-the-art semantic segmentation methods.
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I. INTRODUCTION

Semantic segmentation assigns a category label to every image pixel [1] and is vital for perception of autonomous vehicles as it enables to locate key entities of a driving scene, such as road, sidewalk or person [2]. Although the semantic segmentation accuracy has increased at a rapid pace thanks to the resilience of Convolutional Neural Networks (CNNs), most of the previously published frameworks are developed under the assumption that the driving scene images are captured with a pinhole camera [3]. However, the comparably narrow Field of View (FoV) largely limits the perception capacity. Mounting multiple sensors can mitigate this issue, but requires additional data fusion mechanisms in return [4], [5]. Recently, leveraging a single panoramic camera, which offers a unified 360° perception of the driving environment, as depicted in Fig. 1(b), started to gain attention as a novel alternative way for expanding the FoV [6], [7].

Unfortunately, the scarcity of pixel-wise annotation of panoramic images still hinders the progress of the semantic segmentation research for such data. At the same time, recent progress in the area of Domain Adaptation (DA) has lead to highly effective techniques, giving a new perspective to complement the insufficient coverage of training data in driving scenarios, e.g., at the nighttime [8] or in accident scenes [9].
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Fig. 1: (a) An overview of the formalized task of domain adaptation for panoramic semantic segmentation. The source domain (green background) contains pinhole images with semantic annotations, while the target domain (blue background) contains panoramic images without annotations. (b) FoV comparison between pinhole forward-view and 360° panoramic surround-view imaging of self-driving scenes.
In this paper, we look at the problem of label-scarce panoramic segmentation through the lens of domain adaptation and target knowledge transfer from the significantly larger datasets available in the domain of standard images. To this intent, we formalize the task of unsupervised domain adaptation for panoramic segmentation in a novel Dense PAnoramic Semantic Segmentation (DENSEPASS) benchmark, where images in the label-scarce panoramic target domain are handled by adapting from data of the label-rich pinhole source domain (Fig. 1(a) provides an overview of the formalized task).

To foster research of panoramic semantic segmentation under cross-domain conditions, we introduce DENSEPASS – a new dataset covering $360^\circ$ images captured from all around the globe to facilitate diversity. To provide credible quantitative evaluation, our benchmark comprises (1) an unlabelled panoramic training set used for optimization of the domain adaptation model and (2) a panoramic test set manually labelled with 19 classes defined in accordance to Cityscapes [3], a dataset with pinhole images which we use as the label-rich training data from the source domain.

Unfortunately, a straightforward transfer of models trained on pinhole images to panoramic data often results in a significant drop in accuracy, as the panoramic layout of images passed through the equirectangular projection deviates from the standard pinhole camera data. For example, as shown in Fig. 1(b), panoramic images have longer horizontal distribution or geometric distortion on both sides of the viewing direction, resulting in a considerable domain shift.

To meet the challenge of label-scarce panoramic segmentation by learning from label-rich pinhole image datasets, we implement P2PDA - a generic framework for the Pinhole to Panoramic Domain Adaptation. We examine different domain adaptation mechanisms: (i) Segmentation Domain Adaptation Module (SDAM), (ii) Attentional Domain Adaptation Module (ADAM), (iii) Regional Context Domain Adaptation Module (RCDAM), and (iv) Feature Confidence Domain Adaptation Module (FCDAM).

Specifically, the proposed SDAM module allows greater flexibility than the previous DA methods [10], [11] used in the output-space as it can be plugged in at different feature levels. Another challenge is learning robust representations, which are not only discriminative for various categories with similar appearances, but also connect regions of the same category at diverse locations across the $360^\circ$. To address this, we leverage the progress of attention-based models [12], [13], [14] and propose the ADAM module for capturing long-range dependencies and positional relations. Besides, the RCDAM module addresses the horizontal distribution of panoramic images and obtains region-level context in order to effectively resist the geometric distortion caused by the equirectangular projection. Lastly, the FCDAM module enforces the backbone model to generate features with higher confidence in the respective domain. These modules can be flexibly activated through our P2PDA framework individually or jointly.

According to our observations, despite the different FoVs, the predictions of the two domains in the output-space still have similar contextual distributions. For instance, sky is still distributed in the upper part of the image, vegetation in the middle part, the road-related mostly in the lower part, etc. Therefore, we advocate multi-level alignment by deploying our building blocks for domain adaptation in different spaces. Through the complementary nature of the DA modules and their combination through P2PDA, we achieve simultaneous adaptation in the output-, feature-, and feature confidence spaces. Furthermore, P2PDA intertwines an uncertainty-aware adaptation phase using confident online panoramic pseudo-labels, where the uncertainty estimation is regulated by attention heads with discrepant predictions.

Extensive evaluation of the PINHOLE→PANORAMIC transfer demonstrates the effectiveness of our framework, significantly boosting the domain adaptation performance of both accuracy- and efficiency-oriented models [13], [14], [15]. Finally, the proposed P2PDA strategy outperforms recent panoramic segmentation and domain adaptation frameworks, with our P2PDA-driven DANet surpassing > 20 state-of-the-art CNN- and transformer-based segmentation models.

This work is the extension of our conference paper [16], extended with several domain adaptation modules, a detailed description of the DensePASS dataset, and an extended set of experiments and analysis. In summary, our main contributions are summarized as follows:

- We create and publicly release DENSEPASS – a new benchmark for panoramic semantic segmentation collected from locations all around the world and densely annotated with 19 classes in accordance to the pinhole camera dataset Cityscapes to enable proper PINHOLE→PANORAMIC evaluation.
- We propose a generic P2PDA framework and investigate various DA modules both in a separate and joint manner, validating their effectiveness with various networks designed for self-driving scene segmentation.
- We advocate attentional domain adaptation by integrating attention-augmented adversarial- and attention-regulated self-learning adaptation, verifying that uncertainty-aware distillation with adapted knowledge can further boost the DA performance significantly.
- With the DANet [13] baseline, our P2PDA framework achieves +13.5% and +16.2% mIoU gains by adapting from Cityscapes [3] and further adding WildDash [17].

II. RELATED WORK

A. Semantic Segmentation and Self-attention Modules

Semantic segmentation has progressed almost exponentially due to the architectural advances of Fully Convolutional Networks [1] and the increasing amount of available real-life training data [18]. Models such as PSPNet [19] and DeepLabV3+ [20] attain great accuracy improvements on conventional benchmarks by harvesting multi-scale feature representations using atrous convolution or pyramid pooling. In [21], a dense prediction branch, Semantic-FPN, is attached on top of the feature pyramid, individually for semantic segmentation. While these composite architectures achieve fine-grained precise segmentation, efficient and compact networks like ERFNet [15], SwiftNet [22], and Fast-SCNN [23] aim
to perform both fast and accurate segmentation. For self-driving scene parsing, most of existing benchmark datasets are captured by pinhole cameras, for example Cityscapes [3], Mapillary Vistas [24], ApolloScape [25], BDD [26], IDD [27], KITTI [28], and WildDash [17]. Despite large receptive fields, most segmentation algorithms are driven by data availability and are therefore designed for standard narrow-FoV images.

Another line of work leverages self-attention modules [29], which automatically weighs input positions (i.e., temporal [29] or spatial [12]), gains increasing attention in the field. Such mechanisms are broadly used for capturing long-range contextual dependencies, which are crucial for dense-pixel prediction tasks [30]. The success of attention mechanisms in visual recognition [12], leads to various explorations in semantic segmentation works focused on both, accuracy-oriented networks [13], [31], [32] and efficiency-oriented networks [14], [33], [34]. For instance, Fast Attention Network (FANet) [14] uses a fast attention mechanism by replacing the Softmax normalization with cosine similarity, whereas Dual Attention Network (DANet) [13] appends position- and channel attention modules to model semantic associations between any two pixels or channels. Other prominent techniques include criss-cross attention [35] and disentangled non-local attention blocks [33], [36], [37]. In particular, ECANet [33] concurrently highlights horizontally-driven dependencies and collects omni-range contextual information for large-FoV semantic segmentation.

We leverage such attention principles to mitigate the domain shift by highlighting regional context and present a cross-domain segmentation framework with attentional domain adaptation modules. We experiment with both, accuracy- and efficiency-focused networks [13], [14], [15] as the segmentation architecture, and demonstrate the consistent effectiveness of our adaptation modules for bringing standard semantic segmentation models to panoramic imagery.

### B. Semantic Segmentation for 360° Panoramic Images

Segmentation of panoramic data, which is often captured through distortion-pronounced fisheye lenses [38], [39], [40] or multiple surround-view cameras [41], [42], [43], is challenging as it entails a set of hard tasks like distortion elimination, camera synchronization and calibration, as well as data fusion, resulting in higher latency and complexity. Yang et al. introduce the PASS [7] and the DS-PASS [44] frameworks which naturally mitigate the effect of distortions by using a single-shot panoramic annular lens system, but come with an expensive memory- and computation cost, as it requires separating the panorama into multiple partitions for predictions, each resembling a narrow-FoV pinhole image. This is significantly improved by the OSSS framework [45] through multi-source omni-supervised learning. The latest advancements include frameworks focusing on dimension-wise positional priors [46], omni-range contextual dependencies [33], or leveraging contrastive pixel-propagation pre-training [47].

All previous frameworks [7], [33], [47] are developed under the assumption that the labelled training data are implicitly or partially available in the target domain of panoramic segmentation. Since panoramic datasets are comparably small in size, we argue, that panoramic segmentation might strongly benefit from the significantly larger datasets available in the domain of pinhole camera image segmentation. While synthetic omnidirectional datasets exist [48], [49], [50], [51], [52], they lack diversity and realism present in the large-scale pinhole image collections with rich ontologies [3], [17]. In this work, we look at panoramic segmentation from a domain adaptation perspective and introduce the DENSEPASS dataset covering images with 19 annotated categories available in both, standard- and panoramic domains. We introduce a framework for unsupervised domain adaptation for panoramic semantic segmentation, where we combine prominent segmentation approaches with attention-based domain adaptation modules involving attention-augmented adversarial learning and attention-regulated self-training.

### C. Unsupervised Domain Adaptive Semantic Segmentation

To tackle model generalization to new scenes, domain adaptation became an increasingly popular topic, offering new ways to complement the insufficient coverage of training data in driving scenarios, e.g., at the nighttime [8], [53], [54], [55], or in accident scenes [9]. As neural networks are especially vulnerable to changes in data distribution, various domain adaptation frameworks have been proposed to address this challenge with the most common practices being self-training [56], [57], [58], [59], [60] and adversarial learning [10], [11], [61], [62], [63]. Self-training based methods are grounded in iterative improvement, e.g., through pseudo-labels. PyCDA [57] views self-training from the perspective of curriculum adaptation by introducing a pyramid curriculum consisting of various properties about the target domain. CRST [58] is formulated as a regularized self-training framework, which takes the confident predictions in target domains as soft pseudo-labels for segmentation network re-training. Zheng and Yang [59] leverage uncertainty estimation to enable automatic thresholding of noisy pseudo-labels for unsupervised segmentation adaptation. The recent ProDA [60] resorts to representative prototypes, namely class-wise cluster centroids, to gradually rectify soft pseudo-labels and produce a compact target feature structure.

The second prominent group of approaches is driven by Generative Adversarial Networks (GANs) [64], which learn domain translations, e.g., via image-to-image conversions [8], [53], [62], feature alignment [61], or semantic layout matching [10], [11], [65], [66]. To utilize the significant amount of source-target similarities in the resulting segmentation masks, Tsai et al. [10] align the domains in output-space via adversarial learning (AdaptSegNet). Chang et al. [11] construct the DISE framework which extracts domain-invariant structure and domain-specific texture information to reduce source-target discrepancies. More recent works further prioritize category-level alignment (CLAN) [63], minimize adversarial entropy [67], or perform affinity-space domain adaptation [68].

Domain adaptation also increasingly leverages attention mechanisms by, e.g., attending feature maps to highlight transferable areas [69], [70], minimizing the source-target distribution divergence of the attention maps [71], or using multiple cross-domain attention modules for obtaining
context dependencies from both local and global perspectives [72]. mDALU [73] performs partially-supervised learning and attention-guided fusion to tackle a specific problem of multi-source domain adaptation and label unification. In this work, we specifically focus on domain transfer for panoramic semantic segmentation, which differs from the standard pinhole images in several important aspects, such as discontinuous boundaries and distorted objects. To exploit long-range correlations between pixels and semantic regions, we extend AdaptSegNet [10] with attention-augmented modules plugged in at different network depths with an overview provided in Fig. 2. The main components of our framework are a weight-shared segmentation network \( G \) with attention modules and multiple DA modules equipped with the corresponding discriminators \( D \). For unsupervised domain adaptation methods, only the source domain dataset \( D_s = \{(x_s, y_s)|x_s \in \mathbb{R}^{H \times W \times 3}, y_s \in \mathbb{R}^{H \times W \times 1}\} \) and the unlabelled target domain dataset \( D_t = \{(x_t)|x_t \in \mathbb{R}^{H \times W \times 3}\} \) are given, where \( x_s \) and \( x_t \) denote the input images from source and target domains, and \( y_s \) are the ground truth labels in source domain. We note that \( (H_s, W_s) \) and \( (H_t, W_t) \) are the height and width of the source and target images, respectively.

For ease of understanding, we only list the formulas for a single classifier on \( G \) and single \( D \). For multiple \( G \) or \( D \), they will be combined through specific hyper-parameters. First, the source domain images \( x_s \) are fed into the segmentation network \( G \) (also referred to as the generator) to create prediction results \( \hat{y}_s = G(x_s) \) and the source ground-truth labels \( y_s \) are used to compute the segmentation loss \( \mathcal{L}_{\text{seg}} \) as follows:

\[
\mathcal{L}_{\text{seg}}(G) = \mathbb{E}[\ell(G(x_s), y_s)],
\]

III. P2PDA: Proposed Framework

In this work, we introduce a generic framework for 360\(^{o}\) perception of self-driving scenes by learning to adapt semantic segmentation networks from a label-rich source domain of standard pinhole camera images to the unlabelled target domain of panoramic data. Conceptually, our framework covers an encoder-decoder based semantic segmentation network and four different building blocks for domain alignment: Segmentation domain adaptation module (SDAM), Attentional domain adaptation module (ADAM), Regional context domain adaptation module (RCDAM), and Feature confidence domain adaptation module (FCDAM), which we place at two different network stages: after and before the decoder of the segmentation network. In the following, we give an overview of the proposed framework (Sec. III-A) and present the integrated domain adaptation modules in detail (Sec. III-B).

A. Framework Overview

**Attention-augmented adversarial adaptation.** Our framework builds on the AdaptSegNet architecture [10] extending it with multiple variants of region- or attention-augmented DA modules plugged in at different network depths with an overview provided in Fig. 2. The main components of our framework are a weight-shared segmentation network \( G \) with attention modules and multiple DA modules equipped with the corresponding discriminators \( D \). For unsupervised domain adaptation methods, only the source domain dataset \( D_s = \{(x_s, y_s)|x_s \in \mathbb{R}^{H \times W \times 3}, y_s \in \mathbb{R}^{H \times W \times 1}\} \) and the unlabelled target domain dataset \( D_t = \{(x_t)|x_t \in \mathbb{R}^{H \times W \times 3}\} \) are given, where \( x_s \) and \( x_t \) denote the input images from source and target domains, and \( y_s \) are the ground truth labels in source domain. We note that \( (H_s, W_s) \) and \( (H_t, W_t) \) are the height and width of the source and target images, respectively.

For ease of understanding, we only list the formulas for a single classifier on \( G \) and single \( D \). For multiple \( G \) or \( D \), they will be combined through specific hyper-parameters. First, the source domain images \( x_s \) are fed into the segmentation network \( G \) (also referred to as the generator) to create prediction results \( \hat{y}_s = G(x_s) \) and the source ground-truth labels \( y_s \) are used to compute the segmentation loss \( \mathcal{L}_{\text{seg}} \) as follows:

\[
\mathcal{L}_{\text{seg}}(G) = \mathbb{E}[\ell(G(x_s), y_s)],
\]
where $E[\cdot]$ is the statistical expectation and $\ell(\cdot, \cdot)$ is the standard cross entropy loss.

Next, the discriminator $D$ is trained with the binary objective to distinguish between the source and target domains of the input, so that the discriminator loss is formulated as:

$$L_d(D) = \mathbb{E} [\ell(D(G(x_s)), 0)] + \mathbb{E} [\ell(D(G(x_t)), 1)],$$

where $\ell(\cdot, \cdot)$ is binary cross entropy, with 0 and 1 being the two-class labels (panoramic and pinhole).

Then, to enforce the generator $G$ to align the distribution of $\hat{y}_t$ closer to $\hat{y}_s$, the prediction results $\hat{y}_t = G(x_t)$ for the target domain is directly used to estimate the adversarial loss, which is updated alongside with $L_{seg}$ and is formulated as:

$$L_{adv}(G) = \mathbb{E} [\ell(D(G(x_t)), 0)].$$

The adversarial loss is high if the discriminator prediction is correct, so the adversarial loss facilitates generation of segmentation masks in the target domain which successfully “fool” the discriminator. In other words, the discriminators are trained to distinguish between the source and target domains with $L_d(D)$, while the segmentation network $G$ is trained to 1) correctly segment the images from the source domain with $L_{seg}$, and 2) “fool” the discriminator by making the target domain data indistinguishable from the source domain data.

The join loss from Eqn. (1) and Eqn. (3) used to train the generator $G$ becomes:

$$L(G) = \lambda_{seg}L_{seg}(G) + \lambda_{adv}L_{adv}(G),$$

where $\lambda_{adv}$ and $\lambda_{seg}$ are weights used to balance the domain adaptation and semantic segmentation losses. To perform end-to-end training for multiple classifiers of $G$ and multiple $D$, our final loss function is denoted as:

$$L(G, D) = \sum_i \lambda_{seg}L_{seg}^i(G) + \sum_i \lambda_{adv}L_{adv}^i(G)$$

$$+ \sum_i \lambda^i_{d}(D).$$

**Attention-regulated self-learning adaptation.** Our network can readily generate highly qualified segmentation masks on panoramic images, after the main stage of multi-level alignment through the domain adaptation modules described in Sec. III-B. Our next goal is to advance the training procedure by leveraging the inherent knowledge present in the pixel-wise predictions obtained after the first training stage as panoramic pseudo-labels. To achieve this, P2PDA intertwines an uncertainty-aware domain adaptation stage by using panoramic pseudo-labels with high confidences on-the-fly, therefore improving the prediction in iterative fashion. In this stage, the source images are replaced by the self-supervised panoramic images, i.e., the predictions are used to refine the model itself. The key idea of this training stage is to employ multiple classifiers with attention heads naturally encouraged to produce discrepant predictions in order to assess the uncertainty of the pseudo-labels. First, we estimate the uncertainty map by using the variance operation on predictions produced with two different classifiers with disparate attention modules as in [13], [31]. Then, we apply element-wise multiplication of the pseudo-labels with the resulting uncertainty map and, finally, we threshold the resulting value to obtain the certain pseudo-labels. An overview of our uncertainty-driven self-training is illustrated in the bottom part of Fig. 2.

In the next section, we describe our building blocks for domain alignment and adaptation.

**B. Domain Adaptation Modules**

**Segmentation domain adaptation module.** Our initial domain adaptation module SDAM is derived from AdaptSegNet and attempts to match the source and target segmentation output (the module is illustrated in Fig. 3). After a segmentation network forward pass with images from both domains ($x_s$ and $x_t$), feature maps of both representations are used as input to the discriminator $D$ which learns to distinguish the domain with $L_d(D)$, while the segmentation network $G$ learns to segment the pinhole images with $L_{seg}(G)$ and align the domains with $L_{adv}(G)$. SDAM learns a PINHOLE→PANORAMIC domain adaptation model at multiple levels jointly within our P2PDA framework, as shown in Fig. 2.

**Attentional domain adaptation module.** Next, we design ADAM, an attentional domain adaptation module, aimed at detecting and magnifying the significant amount of pinhole-panoramic correspondences at both, local and global levels (overview in Fig. 4). ADAM differs from SDAM as it leverages the attention mechanism to learn an optimal weighting scheme for the discriminator input. As in the Dual Attention Module (DAM) [13] shown in Fig. 2, the feature map extracted by the backbone model is denoted as $F \in \mathbb{R}^{h \times w \times c}$, where the $h$, $w$, and $c$ are the height, width, and channel of the feature map. After this representation is reshaped as $F' \in \mathbb{R}^{(h \times w) \times c}$, the position-wise attended feature is calculated as:

$$S = \sigma(F^T, F' \otimes F^T), S \in \mathbb{R}^{(h \times w) \times c},$$

where $\sigma$ is the Softmax function. Similarly, the channel-wise attended feature is denoted as $R = \sigma(F', F^T \otimes F'), R \in \mathbb{R}^{(h \times w) \times c}$. Then, the final
The inputs to this stage are the feature maps of \( F \). It includes two blocks: a Region Construction Block (RCB) and a Region Interaction Block (RIB). The second stage is conducted by the RAM module, which follows a hierarchical adversarial learning scheme with two-stage discriminators, where the source and target representations \( s \) and \( t \) are both used to optimize the corresponding discriminator \( D \).

Regional domain adaptation module. Next, we focus on region relationship of the panoramic images. Inspired by RANet, we design the RCDAM module based on the Regional Attention Module (RAM) [31] to configure the information flow between different regions and within the same region, as illustrated in Fig. 5. RCDAM follows a hierarchical adversarial learning scheme with two-stage discriminators, where the first stage is identical to the previously described SDAM. The second stage is conducted by the RAM module, which includes two blocks: a Region Construction Block (RCB) and a Region Interaction Block (RIB) first introduced in RANet. The inputs to this stage are the feature maps of \( F_s \) and \( F_t \) after a segmentation network forward pass. Fig. 6 gives a detailed overview of the RCB and RIB building blocks.

In contrast to [31], we define three classifiers for the given feature map. As shown in Fig. 2, the \( B1 \) classifier outputs the binary boundary map, whereas the \( C1 \) and \( C2 \) classifiers are for the semantic maps according to the number of classes. To perform the hierarchical learning and to lead the discrepancy between two semantic classifiers \( C1 \) and \( C2 \), we utilize the semantic classifier from the original RCB block. Then, RCB receives the binary boundary map and semantic maps as in [31] to link each pixel (the red dot in Fig. 6) to different semantic regions, so as to conduct a region decision map with the representative pixels (the larger dots) for each region. According to the given feature map, RIB can select representative pixels (the larger dots in color) for each region. The given feature map, RIB will back-project the prototypical information to each pixel (the smaller dots) in the same region to form the global contextual representations which are afterwards propagated to all pixels in the image. Finally, regional context is sufficiently exchanged and the regional context-driven feature maps are built to generate final prediction outputs, which will be used to perform the same operations as in the first stage.

It is worth noting that the second stage helps improving the segmentation result in the first stage, which can make the outcome more compact and helps the PINHOLE→PANORAMIC adaptation by exchanging regional context. Consequently, the given feature map belongs to the first stage of our framework (see Fig. 5) and this domain adaptation module does not impact the original segmentation architecture. It can therefore be flexibly used in models with or without attention layers.

Feature confidence domain adaptation module. Compared to the aforementioned domain adaptation model, our next module FCDAM mainly operates in the feature confidence space. After the model undergoes the alignment operation in feature- and output-space, FCDAM is used to further improve the confidence of domain-specific features given by the backbone architecture. Different from [67], the feature map \( E \in [0,1]^{h \times w} \) is calculated by the given feature map. Thus, the loss of entropy map is formulated as:

\[
L_{ent}(F) = -\sum_{h,w}((\phi(F(h,w))) \log(\phi(F(h,w))))
\]

where \( \phi \) is the Sigmoid function applied at each pixel of feature map \( F \in \mathbb{R}^{h \times w} \). During training, the feature map \( F \) from source- and target domain, FCDAM can improve the feature confidence by minimizing the loss of the feature entropy map. Differing from previous DA modules, \( L_{adv}(G) \) for FCDAM in Eqn. (5) is replaced by:

\[
L_{ent}(G(F)) + \lambda_{ent}L_{ent}(G(F_s)) + \lambda_{ent}L_{ent}(G(F_t))
\]

where both \( \lambda_{ent} \) are same as \( \lambda_{adv} \). Note that, as shown in Fig. 2, this FCDAM module eases the process of adding feature confidence learning to the original backbone without modification to the architecture of the whole domain adaptation framework.

IV. EXPERIMENTS

We conduct extensive experiments with different variants of our P2PDA framework in order to validate our idea of panoramic segmentation through domain adaptation from the pinhole camera images. First, we introduce DENSEP-ASS – a novel dataset for dense panoramic segmentation of driving scenes annotated in accordance to the pinhole camera benchmark Cityscapes (Sec. IV-A). Then, we quantitatively evaluate how well our P2PDA framework can handle the PINHOLE→PANORAMIC transfer and conduct extensive ablation studies for different versions of DA modules and two segmentation networks: the speed-oriented FANet [14] (Sec. IV-B) and accuracy-oriented DANet [13] (Sec. IV-C). We further benchmark our framework against > 20 state-of-the-art semantic segmentation models (Sec. IV-D), compare our approach with competitive panoramic segmentation and domain adaptation frameworks (Sec. IV-E), and examine the impact of expanding the training set with more examples (Sec. IV-F). Finally, we showcase multiple qualitative results (Sec. IV-G). We adopt Mean Intersection over Union (mIoU) as our primary evaluation metric.
A. Datasets and Experimental Settings

**Source dataset (pinhole).** We leverage Cityscapes [3] as our label-rich source dataset providing a high amount of annotated pinhole camera images. Cityscapes comprises 2979 training- and 500 validation images (1024×2048 resolution) captured in 50 different European cities and annotated with 19 categories. In most experiments, we use the 2979 training samples as our source training data. To investigate the potential of P2PDA, in some cases, we also leverage the WildDash [17] dataset which includes 4256 pinhole images (1080×1920 resolution) for improving the generalization.

**DensePASS target dataset (panoramic).** Since no established segmentation benchmarks address the PINHOLE→PANORAMIC recognition and previous panoramic test-beds cover a very limited number of classes [7][33], we collect DensePASS – a novel densely annotated dataset for panoramic segmentation of driving scenes. It is created with the PINHOLE→PANORAMIC transfer in mind, so that the test data is annotated with 19 categories present in the pinhole camera dataset Cityscapes and other prominent semantic segmentation benchmarks [17], [26]. To facilitate the unsupervised domain adaptation task, DensePASS covers both, labelled data (100 panoramic images used for testing) and unlabelled training data (2000 panoramic images used for the domain transfer optimization). A FoV of 70°×360° is covered in the captured panoramic images with a 400×2048 resolution. The data is collected using Google Street View and includes images from different continents (25 different cities for testing and 40 for training).

In Fig. 7, we compare label distributions of DensePASS with Cityscapes [3] and WildDash [17] datasets in terms of pixel counts by averaging the number of images used in our domain adaptation study. Our histogram analysis indicates that DensePASS and the mentioned pinhole camera datasets follow a relatively close distribution of categories. This observation indicates, that distribution alignment not only in the feature-space but also in the semantic output-space might be beneficial and is therefore integrated in our framework.

**Training settings.** We use stochastic gradient descent (initial learning rate of $1e−5$, momentum of 0.9, decay of $5e−4$) for optimization of the segmentation network $G$ and the Adam optimizer [74] for discriminators $D$ (initial learning rate set to $4e−6$). For both optimizers, the learning rate is decreased polynomially through multiplication with $(1−\frac{\text{iter}}{\text{max_iter}})^{0.9}$ after each iteration, where max_iter is set to 200000 with a batch-size of 2. The semantic loss (i.e. the cross-entropy loss) in Eqn. (1) is updated with class weights, which are calculated in advance from the source annotated dataset, following ERFNet [15]. The loss balancing weights regarding to Eqn. (5), $\lambda_{adv}$ and $\lambda_{seg}$ are set to 0.001 and 1.0 for SDAM/FCDAM, and 0.0002 and 0.1 for ADAM. In the RCDAM module, $\lambda_{seg}$ is set to 1.5 for the prediction result before RCB. During training, pinhole data is resized to 720×1280 while panoramic images remain at the 400×2048 resolution. In the FCDAM training stage and the pseudo-label self-supervised learning stage, the learning rate is decreased as $1e−8$ for the generators and $4e−9$ for the discriminators. Horizontal flipping and random translation between $[−2, 2]$ pixels are performed for data augmentation.

Different from the attended feature map setting of DANet, which forwards the attended feature map with a downsampling rate of 16 as the input of two classifiers ($B1$ and $C1$), FAxNet has multi-level attended feature maps. After our experiment, the feature maps with downsampling rates of 16 and 4 are concatenated and upsampled as input to the $B1$ classifier. At the same time, feature maps with downsampling rates of 16 and 8 are concatenated and upsampled as input to the $C1$ classifier in the FAxNet setting.

B. Ablation Studies for Segmentation Network with FAxNet

We first consider FAxNet [14], a lightweight speed-oriented network, as the segmentation model and investigate different combinations of our four domain adaptation modules. As shown in Table I, before adaptation, FAxNet yields a mIoU of 26.90% indicating large room for improvement in cross-domain generalization. Our framework improves the result to 32.17% by using the SDAM module in both feature- and output-space (+5.27% gain). Integrating the attentional ADAM module also leads to a considerable boost (32.67% in mIoU, a +5.77% gain over the source-only baseline). A combination of our four modules yields the recognition result of 33.52% in mIoU. Furthermore, the pseudo-label self-supervised learning boosts our $S+A+R$ and $S+A+F+R$ adaptation results to 34.26% and 35.67% in mIoU, respectively.

C. Ablation Studies for Segmentation Network with DANet

Our main architecture for the in-depth experiments is the accuracy-oriented segmentation network DANet [13] (results provided in Table II). The native source-trained DANet achieves a mIoU of only 28.50%, highlighting
the sensitivity of modern segmentation networks to the PINHOLE→PANORAMIC domain shift. The performance is strongly improved (+10.01% boost) through SDAM modules placed in feature- and output-space, achieving 38.51% in mIoU. Similarly, using the ADAM module yields a result of 39.16% (a +10.66% improvement over the source-only baseline). Combining both the SDAM and ADAM modules again slightly improves the performance (39.28% in mIoU).

We further explore the use of the RCDAM module in output-space, yielding 39.46% mIoU (+10.96% boost over the baseline). The performance of 39.76% (+11.26% boost with respect to the original segmentation network) is achieved by combining three modules: SDAM, ADAM and RCDAM. Integrating FCDAM leads 40.52% in mIoU (a +12.02% increase). Overall, our experiments showcase that direct cross-domain semantic segmentation is a hard task and P2PDA framework with attentional and regional domain adaptation modules clearly helps to close the domain gap. Furthermore, applying pseudo-label self-supervised learning based on prediction uncertainties improves the results to 41.99% in mIoU.

D. Benchmarking and Comparison with the State-of-the-Art

Until now, we compared different framework configurations with each other and the native segmentation network. Next, we aim to quantify pinhole-panoramic domain gap and extend our evaluation with over 20 off-the-shelf segmentation models trained on Cityscapes and evaluated on both, Cityscapes (no domain shift) and the panoramic DensePASS images.1 Table III summarizes our results. It is evident, that modern CNN-based segmentation models trained on pinhole camera images struggle with generalization to panoramic data, with performance degradation by ~50% as we move from the standard PINHOLE→PINHOLE setting to the PINHOLE→PANORAMIC evaluation. The recent transformer-based method SETR [76] with a powerful computation-intensive backbone is more robust, yet also suffering from >40% accuracy drops.

We also verify our P2PDA domain adaptation strategy with three different segmentation models (bottom part of Table III). Our P2PDA strategy with regional and attentional context exchange improves the PINHOLE→PANORAMIC outcome by a

---

1For a fair comparison, model weights are provided by the same framework MMSegmentation: https://github.com/open-mmlab/mmsegmentation
large margin (mIoU gains of +17.4%, +8.8% and +13.5% for ERFNet, FA*Net and DA*Net, respectively). Our experiments provide encouraging evidence that P2PDA can be successfully deployed for cross-domain 360° understanding.

We now consider the inference speed and test the forward pass time with the batch-size of 1 to stimulate real driving applications. We report the mean Frames Per Second (FPS) running through the 100 panoramic images at the resolution of 400×2048 on a GTX 1080Ti GPU processor. It turns out that ERFNet, FA*Net and DA*Net reach 32.3, 67.7 and 17.2 FPS, respectively. We see clear speed-accuracy trade-offs, with FA*Net being the fastest and DA*Net being the most accurate.

### E. Comparison to Panoramic Semantic Segmentation, Unsupervised Domain Adaptation, and Multi-Supervision Methods

Before delving into more comparisons, we note that the category definitions of ApolloScape [25], IDD [27], and Mapillary Vistas [24] datasets are different from other datasets, in which the identical 19 categories following Cityscapes [3] can be obtained by class mapping. Models trained on ApolloScape [25] perform segmentation with 16 overlapping categories, where the terrain, sky, and train classes are discarded. The train class in IDD [27] and Mapillary Vistas [24] is excluded, thus other classes are remained.

Next, we compare our approach with previous segmentation frameworks specifically developed for panoramic images, including PASS [7] and ECANet [33]. PASS elevates the accuracy of ERFNet by fusing the semantically-meaningful features of panorama segments (4 segments as suggested by [7]). ECANet [33] highlights horizontal dependencies and relies on omni-supervised learning using heavy training data, thereby reaching a high performance. Our P2PDA-driven DA*Net trained with Cityscapes and WildDash sources (detailed in Sec. IV-F) outperforms these works, achieving 44.66% by using pinhole data annotations only and successfully transferring beyond the FoV. Performing another run of the self-supervised learning stage elevates the mIoU to 48.52%, leading to the best segmentation result.

We now compare P2PDA with two state-of-the-art approaches for unsupervised domain adaptation: one method based on adversarial learning (CLAN [63]) and one built on self-training (CRST [58]), both adapting from Cityscapes to DensePASS. Our proposed framework clearly stands out in front of other domain adaptation pipelines, improving the performance by ~10%, showcasing the effectiveness of the attention-based design which intertwines attention-augmented adversarial learning and attention-regulated self-training for an effective knowledge transfer.

To broaden our comparison, we also consider several multi-supervision methods which benefit from multi-source data for a better generalization. Seamless-Scene-Segmentation [77] uses instance segmentation labels for auxiliary supervision, whereas U*SSS [78] performs multi-source semi-supervised learning. The outputs of these models are mapped to the 19 classes in DensePASS to be comparable with other models. ISSAFE [9] merges multiple training datasets including Cityscapes, KITTI-360 [28], and BDD [26] for safety-critical accident scene segmentation. Our experiments indicate that all these multi-source frameworks are sub-optimal in contrast to P2PDA which consistently leads to the best recognition rates. At the same time, P2PDA is trained on far less training data as the above approaches leverage larger databases, such as BDD/IDD and Mapillary, for training [9], [33]. Especially for the classes building, truck, train, and bicycle, our framework is a front-runner by a large margin, as seen in Table IV.

To grasp the key prediction differences before and after the domain adaptation with P2PDA, we compare the Pixel Accuracy (Acc) and IoU in different directions of the panoramic image in Fig. 8, where the blue-tinted regions indicate the section visible to a forward-facing narrow-FoV pinhole camera. We partition the 360° into 8 directions and compute the class-wise accuracy of navigation-critical categories separately for each direction. Our model leads to a considerable performance increase in all directions and for all the classes. While the same panoramic view can be achieved from multiple cameras surrounding a vehicle, our system enables reliable deployment

| Network      | Backbone      | Cityscapes | DensePASS | mIoU | Gap     |
|--------------|---------------|------------|-----------|------|---------|
| SwiftNet     | ResNet-18     | 75.4       | 25.7      | -49.7|         |
| DeepLabV3    | ResNet-18     | 76.8       | 25.6      | -51.2|         |
| OCRNet       | HRNetV2p-W18s | 77.1       | 25.9      | -51.2|         |
| Fast-SCNN    | Fast-SCNN     | 69.1       | 24.6      | -44.5|         |
| DeepLabV3+   | ResNet-50     | 80.1       | 29.0      | -51.1|         |
| PSPNet       | ResNet-50     | 78.6       | 29.5      | -49.1|         |
| DNL [36]     | ResNet-50     | 79.3       | 28.7      | -50.6|         |
| Semantic-FPN | ResNet-50     | 74.5       | 29.9      | -44.6|         |
| OCRNet       | HRNetV2p-W18s | 78.6       | 30.8      | -47.8|         |
| DeepLabV3+   | ResNet-101    | 80.9       | 32.5      | -48.4|         |
| PSPNet       | ResNet-101    | 79.8       | 30.4      | -49.4|         |
| DA*Net       | ResNet-101    | 80.4       | 29.5      | -51.9|         |
| DNL [36]     | ResNet-101    | 80.4       | 32.1      | -48.3|         |
| Semantic-FPN | ResNet-101    | 75.8       | 28.8      | -47.0|         |
| ResNeSt [75] | ResNet-101    | 79.6       | 28.8      | -50.8|         |
| OCRNet       | HRNetV2p-W48  | 80.7       | 32.8      | -47.9|         |
| SETR-MLA [76]| Transformer-Large | 77.2   | 35.6      | -41.6|         |
| SETR-PUP [76]| Transformer-Large | 79.3   | 35.7      | -43.6|         |
TABLE IV: Per-class results on DensePASS. Comparison with state-of-the-art panoramic semantic segmentation (PASS [7] and ECANet [33]), unsupervised domain adaptation (CLAN [63] and CRST [58]), and multi-supervision methods [9], [77], [78]. * denotes performing two runs of the self-supervised learning.

| Methods | Mean IoU |
|---------|----------|
| ERFNet [15] | 16.65 |
| PASS [7] (ERFNet) | 23.66 |
| ECANet (Omnisupervised) [33] | 43.02 |
| CLAN (Adversarial training) [63] | 31.46 |
| CRST-LRENT (Self-training) [58] | 31.67 |
| Seamless (Mapillary) [77] | 34.14 |
| USSS (IDD) [78] | 26.98 |
| SwiftNet (ApolloScape) | 14.08 |
| SwiftNet (Cityscapes) [22] | 25.67 |
| SwiftNet (KITTI-360) | 25.00 |
| SwiftNet (BDD) | 24.69 |
| SwiftNet (Merge3) [9] | 32.68 |
| Ours (Cityscapes) | 41.99 |
| Ours (Cityscapes+WildDash) | 44.66 |
| Ours* (Cityscapes+WildDash) | 48.52 |
| road | 63.59 |
| sidewalk | 18.22 |
| building | 47.01 |
| wall | 9.45 |
| fence | 12.79 |
| pole | 17.00 |
| traffic signal | 8.12 |
| traffic light | 6.41 |
| traffic sign | 34.24 |
| vegetation | 10.15 |
| person | 18.43 |
| rider | 4.96 |
| car | 2.31 |
| truck | 46.03 |
| bus | 3.19 |
| train | 0.59 |
| motorcycle | 0.00 |
| bicycle | 8.30 |
| Quality of sidewalk, person, and motorcycle is improved by an especially large margin through the domain adaptation paradigm. For the critical road and car segmentation relevant to autonomous driving, we have reached pixel accuracy at the level of 90% around the 360°.

F. Complementing the Cityscapes Source with WildDash

Since most of the pinhole images are captured in the front view [3], the features differ from the ones of 360° panoramic images, which leads to the feature insufficiency of the side and rear views. With the self-supervised learning phase, from high-confidence pseudo-labels, our model can learn more panoramic-oriented features including the side and rear views. While the attentional- and regional adaptation modules already help address this issue by propagating features across the entire FoV and reduce the domain gap, to further complement the image feature from these perspectives, we consider exploiting a more diverse dataset in the P2PDA framework.

Thereby, our next area of investigation is the impact of expanding the source data with a more complex dataset, since DensePASS contains highly composite scenes due to larger FoV, while Cityscapes is large but relatively simple. To achieve this, we leverage the WildDash dataset [17] with 4256 pinhole images, pixel-level annotations and more unstructured surroundings. For the training, we aggregate Cityscapes and WildDash sources without any complex joint training methodologies. As shown in the last rows of Table II, we obtain better mIoU with the expanded training set, achieving 42.87% and 44.66% with different P2PDA variants. Interestingly, the IoUs of road, sidewalk, fence, terrain, and car are significantly improved, which we link to the strong positional priors of these categories in structured urban scenes, while DensePASS and WildDash environment is more chaotic and unconstrained. Moreover, direct comparison of the different P2PDA variants further verifies the effectiveness of the attention-augmented and uncertainty-aware adaptation strategies.

G. Qualitative Analysis

In our final study, we showcase multiple examples of representative qualitative results in Fig. 9, Fig. 10, and Fig. 11. Fig. 9 displays the segmentation results of ERFNet. The segmentation boundaries of regions such as sky, building, and vegetation are clearly improved through the P2PDA strategy in every case, while sidewalk segmentation clearly benefits from domain adaptation in the second row example. At the same time, some misclassified categories are corrected after using a single camera together with good performances in certain safety-critical directions. In particular, the recognition quality of sidewalk, person, and motorcycle is improved by an especially large margin through the domain adaptation paradigm. For the critical road and car segmentation relevant to autonomous driving, we have reached pixel accuracy at the level of 90% around the 360°.
adaptation (e.g., car and truck in all examples). There is also more clarity as it comes to detailed segmentation of small objects, such as traffic light and traffic sign in the first and the second row, as well as pole in all rows. These qualitative examples consistently confirm the conclusions of our quantitative evaluation, highlighting the benefits of the proposed P2PDA strategy for 360° self-driving scene understanding through attention-augmented adaptation from pinhole camera data.

We now deepen the analysis and study the influence of our framework on the attention maps. As shown in Fig. 10, for each input panorama, we select two points and visualize their corresponding position attention maps generated by DANet. Prior to adaptation, the results are very chaotic and it is hard to find correct meaningful correlations. However, after adaptation, the network has learned to capture semantic associations with clear similarity and long-range dependencies that can stretch across the 360°. For example, for the point on the car in the third row, the attention map allows to focus and highlights other pixels of car. In the fourth row, the position attention successfully distinguishes road and sidewalk, which are crucial for self-driving applications. In the last row, for the point marked on terrain, the corresponding attention map spotlights the other area of terrain lying at a long distance. In a nutshell, these results further demonstrate that the attention-augmented P2PDA enables to seamlessly adapt to and effectively exploit semantic correlations in the panoramic imagery.

We further demonstrate multiple predictions of our adapted DANet in Fig. 11, showing a clear performance decline of the source-only DANet when applied on panoramic images. In some of the top examples, the baseline often confuses the segmentation of some foreground categories, such as cars. Even in the last three lines, it cannot distinguish other categories from the building category in complex scenarios which is clearly better with the adapted DANet version. Despite lacking sharp boundaries, the adapted model is superior at distinguishing the categories, which is particularly important for autonomous vehicles. Strategies to augment the details include leveraging disentangled attention to handle detailed dependencies [33] or directly using detail-sensitive networks [21], [44] for adaptation. We want to mention, that while the uncertainty maps are mainly used to select high-confident pseudo-labels for the self-supervised learning, they could also be utilized as an attention cue for the assistance system during driving.

V. Conclusion

Semantic scene understanding is vital for self-driving cars but requires models which can deal with changes in data distribution. Panoramic image segmentation is able to provide
an entire 360° surrounding perception. While appealing, it is challenging due to the discrepancy to common pinhole image segmentation in terms of the field of view and semantic distribution. In this work, we introduced the new task of cross-domain semantic segmentation for panoramic driving scenes, which extends the standard panoramic segmentation with the premise of the training data originating from a different domain (e.g. pinhole camera images).

First, we formulate the problem of unsupervised domain adaptation for panoramic segmentation and introduce the novel DensePASS dataset which we use to study the PINHOLE→PANORAMIC transfer. To meet the challenge of domain divergence, we developed a generic P2PDA framework enhancing conventional segmentation algorithms with different domain adaptation modules. While our experiments demonstrate that cross-domain panoramic segmentation task is difficult for modern algorithms, our proposed domain-agnostic framework with attention-based and uncertainty-aware adaptation modules consistently improves the results. Our dataset will be publicly released upon publication and we believe that DensePASS has strong potential to motivate the needed development of generalizable semantic segmentation models.

In the future, we aim to explore efficient transformer architectures and investigate their adaptation and distillation for semantic segmentation. We intend to incorporate dense 360° top-view LiDAR data panoramic segmentation to establish a more complete surrounding perception system and perform cross-view multi-dimensional semantic mapping. Further, we seek to expand the applicability of omnidirectional sensing and are particularly interested in aerial image segmentation by lifting panoramic scene parsing in drone videos.
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