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Abstract

In an intelligent transportation system, the effects and relations of traffic flow at different points in a network are valuable features which can be exploited for control system design and traffic forecasting. In this paper, we define the notion of causality based on the directed information, a well-established data-driven measure, to represent the effective connectivity among nodes of a vehicular traffic network. This notion indicates whether the traffic flow at any given point affects another point’s flow in the future and, more importantly, reveals the extent of this effect. In contrast with conventional methods to express connections in a network, it is not limited to linear models and normality conditions.

In this work, directed information is used to determine the underlying graph structure of a network, denoted directed information graph, which expresses the causal relations among nodes in the network. We devise an algorithm to estimate the extent of the effects in each link and build the graph. The performance of the algorithm is then analyzed with synthetic data and real aggregated data of vehicular traffic.
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1. Introduction

Traffic control systems heavily rely on our understanding of driving patterns and models which describe particular traffic features. Adequate inference enables us to have a better prediction of traffic flow, and thus shape it accordingly; this, in turn, improves the efficiency of the whole network and the experience for road users. That is the goal of modern intelligent transport systems (ITS). For instance, in a vehicle routing service, the knowledge about an imminent congestion and its predicted impact on other local links can be considered in choosing the optimal route. Furthermore, this type of information is also valuable in urban traffic planning to characterize the required public road infrastructure Keimer et al. (2018). Private enterprises also benefit from leveraging information from ITS. In Besselink et al. (2016) a cyber-physical transportation system is studied for a freight network; the knowledge of the underlying effects and causation patterns among nodes of such a network improves the efficiency of the system, e.g., by reducing fuel consumption.

There are many examples of measures reflecting different aspects of traffic data which have been adopted as inputs in ITS. The origin-destination matrix, for instance, is estimated in many macroscopic applications to capture traffic behaviors and is demanded in long-term planning (Ma et al. (2017); Tympakianaki et al. (2015); Alexander et al. (2015)). The spatio-temporal correlation, or a similar metric denoted coefficient of determination (CoD), is another valuable data-driven feature which has gained attention in recent studies since advances in traffic monitoring have provided adequate data for development of models and forecasting mechanisms. This measure is obtained by observing time series of traffic flows at different points and computing the empirical correlation (Vlahogianni et al. (2014); Cheng et al. (2012); Cai et al. (2016); Min and Wynter (2011); Ermagun et al. (2017)). In particular, in Salamanis et al. (2016); Diamantopoulos et al. (2013), CoD is employed to create spatio-temporal models which are shown to be better, compared to non-parametric models such as $k$-nearest neighbors and support vector machine, in terms of prediction power. Salamanis et al. (2016) investigate graph-based techniques to optimize computations of CoD for a whole network, which are used to build its spatio-temporal model. In addition to prediction, spatio-temporal measures can reveal information about the causal effects and structures. The value and location of peaks in the cross-covariance function, which is empirically computed from the data, can be employed to
identify causal relationships (Cheng et al. (2012)). A positive/negative peak indicates an excitation/inhibition, while the location determines the time shift that the effect needs to propagate. One limitation of these studies is that they are based on auto regressive models which work optimally only if the effects operate linearly.

The direction of the effect is paramount to describe the relationship between two nodes in a traffic network. Even in a one-way road, congestion can propagate backward and affect the future flow of preceding points. Cheng et al. (2012) discuss this backward effect in the traffic flow due to congestion in a scenario of merging roads. A more thorough study focused on congestion is done by Treiber and Kesting (2012) which is based on speed time series. The authors consider a wave model for back propagation of congestion and compute the parameters using the cross-covariance function and location of the peak. In spatio-temporal correlation analysis, by fixing the time lag, the obtained cross-covariance matrix (expressed as a spatial weight matrix) is symmetric; thus, the network is described by a undirected graph. Nonetheless, the physical direction of the road can be enforced to create the appropriate adjacency matrix and obtain a directed graph (Kamarianakis and Prastacos (2005)). Furthermore, although the location of the peaks can indicate the direction of the effect for a specific time shift, it is not trivial to determine the extent of the effect in either direction. In this paper we try to answer the following question: how much does the traffic in one point causally affect the traffic in another point?

The debate regarding how to quantify causal effects between two time series has been around for many years in statistics, and different notions have been suggested for causality. Granger (1969) compares the variance of the noise between two possible models to identify the causal effects while Pierce and Haugh (1977) investigate the relationship between causality and cross-covariance. In both studies, the analysis is tied to enforce linear models and normality on the time series to perform optimally. Moreover, the extent of the causal influence is not clear to measure. Subsequently, Granger’s notion is extended with the likelihood criterion (Rissanen and Wax (1987)) and the discussion on inferring causality is taken by the community of information theory. The notions of directed information and transfer entropy are then introduced to measure causality, which is no longer restricted to linear models while still consistent with Granger’s notion and cross-covariance metrics (see Quinn et al. (2011) for a review).

In order to graphically describe the structure of causal effects in a net-
work, Quinn et al. (2011); Amblard and Michel (2011) introduce and justify directed information graphs (DIG), which is the motivation of our study. This model is also adopted and used to analyze a wide variety of different applications such as economy Jiao et al. (2013), neuroscience Cai et al. (2017), and social networks Quinn et al. (2015). Jiao et al. (2013) and Quinn et al. (2011) address the problem of estimating the directed information by proposing a context-tree based and plug-in estimator, respectively. The performance of detecting the DIG is investigated as a hypothesis test problem in Kontoyiannis and Skoularidou (2016); Molavipour et al. (2017).

In this paper, we present and motivate the use of an algorithm that identifies the underlying causal structures of vehicular networks. The algorithm is oblivious to the true physical structure of the network and it works by estimating the DIG from aggregated data of vehicular flow. The main purpose of this work is to introduce a new measure for causal dependencies in traffic networks which can be used alongside more traditional model-based approaches. The rest of the work is organized as follows. In Section 2 we first review the preliminaries and definition of directed information graph and we proceed by outlining the steps of our method. We present two different estimators for the directed information and we elaborate on some relevant aspects to reduce their complexity; the memory of the estimator, which is related on how much past information should be analyzed, and the quantization of data prior to the estimation are two important considerations. Next, we validate our approach by applying it to different scenarios in Section 3. The evaluation is performed on synthetic data, modeled by either a Poisson distribution or the cell transmission model (CTM), and on real data aggregated from the California Department of Transportation. Finally the paper is concluded in Section 4.

2. Methods

2.1. Notation

For two integers \( i \) and \( j \), \( i : j \) indicates the sequence \( i, i+1, \ldots, j \). For two sets \( S \) and \( Q \), \( S \setminus Q \) denotes the difference of set \( Q \) and \( S \). Moreover, \(|S|\) indicates the size of the set.

For a matrix \( A \) with elements \( A_{ij} \), \(|A|\) denotes the matrix with elements \(|A_{ij}|\). The normalized matrix is then defined as \( A_{\text{norm}} \triangleq |A|/\max\{|A|\} \).

For a random process \( X \), the randomly generated time series with \( n \) elements is expressed by \( X^n = X_1, \ldots, X_n \), or simply \( X^n \), and \( x_i \in \mathcal{X} \) denotes
the realization of the $i$-th sample. If the process is indexed with $(m)$, i.e., $X_{(m)}$, we use $X_{(m)}^n$ to show the time series. A random process corresponds to a node in the graph representation of a network.

For two random variables $X$ and $Y$, the mutual information between them is expressed as $I(X;Y)$, and $H(X)$ stands for the entropy of $X$.

### 2.2. Vehicular traffic flow

Vehicular flow conventionally denotes the number of cars passing by a specific point on the road per unit of time. Among parameters to monitor traffic, the flow of vehicles plays an important role in controlling the behavior of the system. Many aspects of the traffic at a certain point, such as congestion or patterns of rush hour, can be captured directly from the data of one sensor. However, as the transportation infrastructure is physically connected, the traffic flow at one point can effectively influence another point in a local area. Although the effect of a direct physical link could be expressed with models, it seems non-trivial to capture indirect links in spite of their possibly dominant influence. Furthermore, models would get complicated as the scale changes from microscopic to mesoscopic and macroscopic.

By analyzing time series data from different sensors, we can infer statistical influences among sensors on a network. A conventional undirected graph which reveals the connection between two points is the correlation graph, in which an undirected link between two nodes exists if they are correlated. In this work, we are interested in testing if the signal at one sensor is causally controlling the signal at another sensor. For instance, if the highway is in free flow, the changes in flow are sensed with a delay at a downstream location, while in a case of congestion the effect propagates backward. Directed information is a well-established information-theoretic measure to test the existence of such causal links. Based on this notion, the concept of directed information graph (DIG) is proposed; in the following, we review its characteristics.
2.3. Directed information graph

Consider three random processes $X$, $Y$, and $Z$, then the directed information rate from $X$ to $Y$ causally conditioned on $Z$ is defined as:

$$I(X \rightarrow Y || Z) \triangleq \lim_{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} I(Y_i; X_i|X_{i-1}, Y_{i-1}, Z_i).$$ (1)

The definition in (1) is based on non-strictly causal dependency. In this sense, instantaneous effects between two nodes appear in both causal directions; in other words, both $I(X \rightarrow Y || Z)$ and $I(Y \rightarrow X || Z)$ share the common terms $I(Y_i; X_i|X_{i-1}, Y_{i-1}, Z_i)$, $\forall i \in \{1 : n\}$, by the chain rule of the mutual information. Without considering the effect of $Z$, a causal link exists from $X$ to $Y$ if and only if $I(X \rightarrow Y) > 0$ (given that the mutual information is always non-negative). However, the signal from $Y$ may become causally independent of $X$ if the signal from $Z$ is known.

In fact there are two possible cases where the knowledge of $Z$ can change the causal relation from $X$ to $Y$: the proxy effect (Figure 1.a) and the cascade effect (Figure 1.b). In the first scenario, information does flow from $X$ to $Y$ but not directly; thus, by causally conditioning on $Z$, the directed information from $X$ to $Y$ becomes zero. However, without conditioning, $I(X \rightarrow Y)$ is positive and we would wrongly assume that there is a direct causation from $X$ to $Y$. In the second scenario, the node $Z$ affects both two other nodes, which causes a statistical correlation between them. If the effect on $X$ appears before the one in $Y$, we will detect a positive $I(X \rightarrow Y)$ and we would again incorrectly assume that a causal link exists between them. These two examples motivate the notion of directed information graph in which there exists a causal link from $X$ to $Y$ if and only if $I(X \rightarrow Y || Z) > 0$.

Extending this definition to larger networks requires the assumption that $Z$ is a hyper-node (collection of several nodes) which represents the whole network excluding $X$ and $Y$ (Figure 2). To detect edges in a DIG, the causally conditioned directed information is estimated for each pair of nodes and a threshold test on the value indicates the existence of directed links. In the following section, we review methods for estimating the directed information.

2.4. Estimation

Various techniques have been suggested to estimate information-theoretic measures such as entropy, and mutual and directed information. In this paper, we focus on two methods in which the probability distribution is
Figure 2: Causally conditioned directed information between $X$ and $Y$ requires the history of the hyper-node $Z$.

estimated and subsequently used to compute the measure: the empirical and context tree (CT) estimators. In general, the joint distribution $P(X^i, Y^i, Z^i)$ for any $i \in \{1 : n\}$ is needed in order to estimate (1), where $n \to \infty$. The following assumptions ensure consistency of the estimation while they make the computations feasible.

**Assumption 1.** For a graph with three nodes $(X, Y, Z)$ the following should hold true:

(a) $X$, $Y$, and $Z$ are jointly stationary irreducible Markov of order $k$.

(b) All transition probabilities $Q(X_{k+1}, Y_{k+1}, Z_{k+1}|X_k, Y_k, Z_k)$ are positive.

(c) For any pairs of nodes such as $X$ and $Y$, the Markov chain

$$\tilde{X}_i \rightarrow (\tilde{X}_{i-k+1}^{i-k} \tilde{Y}_{i-k}^{i-k}) \rightarrow (\tilde{X}_1^{i-k-1} \tilde{Y}_1^{i-k-1})$$

must hold for $k < i \leq n$.

If Assumption 1 holds true, the directed information in (1) can be simplified as:

$$I(X \rightarrow Y \mid Z) = I(Y_{k+1}; X^{k+1}|Y^k, Z^{k+1}),$$

(2)

and estimating $P(X^{k+1}, Y^{k+1}, Z^{k+1})$ is sufficient. Note that if only Assumption 1a and 1b hold, the quantity in (2) is in fact an upper bound for the directed information in (1):
\[ I(X \to Y \mid Z) = \lim_{n \to \infty} \frac{1}{n} \sum_{i=k+1}^{n} I(Y_i; X_i^i|Y_i^{i-1}, Z_i^i) \]

\[ = \lim_{n \to \infty} \frac{1}{n} \sum_{i=k+1}^{n} \left[ H(Y_i|Y_i^{i-1}, Z_i^i) - H(Y_i|X_i^i, Y_i^{i-1}, Z_i^i) \right] \]

\[ = I(Y_{k+1}; X^{k+1}|Y^k, Z^{k+1}) - \lim_{n \to \infty} \frac{1}{n} \sum_{i=k+1}^{n} I(Y_i; Y_i^{i-k-1}, Z_i^{i-k-1}|Y_{i-k}^{i-1}, Z_{i-k}^{i-k}) \]

\[ \leq I(Y_{k+1}; X^{k+1}|Y^k, Z^{k+1}). \quad (3) \]

2.4.1. Plug-in empirical estimator

In this method, the distribution \( P(X^{k+1}, Y^{k+1}, Z^{k+1}) \) is estimated empirically, by counting the patterns in the observation. Then by plugging-in the empirical distribution into (2), we obtain an estimate of the directed information, denoted \( \hat{I}_{\text{emp}}(X \to Y \mid Z) \).

For a pair of nodes, the plug-in estimator \( \hat{I}_{\text{emp}}(X \to Y) \) is shown to be consistent with probability one (almost surely) when the source is stationary ergodic and both \((X, Y)\) and \(Y\) are Markov sources (Quinn et al., 2011, Thm. 1). The extension to networks with more than two nodes implies that the plug-in estimator \( \hat{I}_{\text{emp}}(X \to Y \mid Z) \) is consistent with probability one if \((X, Y, Z)\) and \((Y, Z)\) are ergodic stationary Markov sources of the same order (Assumption 1).

To test a graph structure, it is required to perform a threshold test on all links, i.e., the estimated conditional directed information should be above a predefined threshold \( I_{\text{th}} \). We say the graph is detected correctly if the adjacency matrix of the estimated graph is equal to the one of the true underlying graph. The performance of such a test is addressed in the following theorem. It indicates that using the empirical estimator, the type I and type II errors of testing DIG are asymptotically zero, given a proper choice of \( I_{\text{th}} \).

**Theorem 1** (Molavipour et al. (2017)). Consider a network of \( M \) sensors. For a directed information graph with adjacency matrix \( V \) of size \( M \times M \), if Assumption 1 holds, the performance of the test for the hypothesis \( V^* \) is
bounded as:

\[ P_F \leq 1 - P_G \left( \frac{R}{2}, I_{th} \right), \]

\[ P_D \geq \max \left\{ 1 - W_0 \left[ 1 - P_G \left( \frac{R}{2}, I_{th} \right) \right], 0 \right\}, \tag{4} \]

using the plug-in estimation of \( n \) samples with \( n \to \infty \). The function \( P_G \) is the regularized gamma function, and \( W_0 = M(M-1) - W_1 \) with \( W_1 \) denoting the number of directed edges in the hypothesis graph, and \( R = |X|^M k \). Finally, \( I_{th} \) is the threshold value used to decide the existence of an edge, and its order is \( O(1) \).

2.4.2. Context tree estimator

Although the empirical estimator is consistent in evaluating the distribution, as the dimension of the model increases, it requires more samples to achieve good estimates. Consequently, in practice, it is crucial to reduce the computational complexity of the estimation. In addition, by the Markov assumption (Assumption 1.a), we consider all patterns of sequence with a depth \( k \), while in practice some patterns may rarely appear compared to others, and computing all possible patterns would not be efficient. To address this, the context tree algorithm was proposed by Willems et al. (1995); Willems (1998) for a class of stationary ergodic finite-alphabet sources, and shown to be linear in the number of samples (\( n \)). In Jiao et al. (2013), the estimation of the directed information based on CT is investigated and the consistency is assured with probability one, as long as the source is irreducible aperiodic Markov (Assumption 1).

The estimated directed information can be computed in several ways (Jiao et al. (2013)); each estimator has a different convergence speed and behavior with respect to \( n \). In our method, we have chosen our CT estimator to be

\[ \hat{I}_{CT}(X \rightarrow Y \parallel Z) \triangleq \frac{1}{n} \sum_{i=1}^{n} D \left( \hat{P}_{CT}(y_i|X^i,Y^{i-1},Z^i) \parallel \hat{P}_{CT}(y_i|Y^{i-1},Z^i) \right), \tag{5} \]

where \( D(\cdot \parallel \cdot) \) is the relative entropy where we average over different choices of \( y_i \), and \( \hat{P}_{CT}(\cdot) \) is the estimated distribution based on the context tree method. Note that the estimator is non-negative due to the non-negativity of the relative entropy.
2.5. Estimation of memory depth

For both estimators, the maximum memory depth $d$ for which the causal effects are taken into consideration—through $\hat{P}(X^{d+1}, Y^{d+1}, Z^{d+1})$—needs to be determined. If the source is Markov, one can fix any memory greater than the order of the Markov process. However, in real data where the process is unknown, determining the memory depth is not trivial. In simple traffic scenarios where the physical location of the sensors and average speeds of the vehicles are available, an approximate depth can be calculated. Nevertheless, our approach to determine the memory depth is data-driven, depends only on the traffic flows, and it is based on statistics of signals from each sensor.

Motivated by spatio-temporal analysis, for any pair of nodes $X$ and $Y$, we evaluate the cross-covariance between traffic flows and the location of the peak determines how much delay is required such that the signals become statically correlated:

$$\text{cov}_{X,Y}(\tau) = \frac{1}{n-\tau} \sum_{i=1}^{n-\tau} (X_{i+\tau} - \mu_X)(Y_i - \mu_Y) \quad \tau \in \{0, \ldots, n-1\}$$

(6)

$$d_{XY} = \arg \max_\tau \{\text{cov}_{X,Y}(\tau)\},$$

(7)

where $\mu_X$ and $\mu_Y$ are the sample means. Then we choose the depth $d$ for estimation to be the maximum among all computed delays.

Choosing an insufficient depth will likely cause an erroneous estimation with either of the estimators in this paper. In the sequel, we only discuss the effects on the plug-in empirical estimator due to its simplicity, and later comment on the CT estimator.

Consider a network with three nodes $\{X, Y, Z\}$ which fulfills Assumption [1] and suppose we estimate the causal link from $X$ to $Y$. Let us indicate the empirical estimator with the assumption of a $d$-th order Markov process as

$$\hat{I}_{\text{emp}}^{(d)}(X \to Y \mid\mid Z) \triangleq \hat{I}_{\text{emp}}(Y_{d+1}^{d+1}; X_1^{d+1} | Y_1^{d}, Z_1^{d+1}).$$

(8)

Note that in the limit of large number of samples, this estimation is consistent. If the estimated depth were $\hat{d} = k - 1$, i.e., one order smaller than the true value, then the empirical plug-in estimator is given by

$$\hat{I}_{\text{emp}}^{(k-1)}(X \to Y \mid\mid Z) = \hat{I}_{\text{emp}}(Y_{k+1}^{k+1}; X_1^{k+1} | Y_1^{k}, Z_2^{k+1}).$$

(9)
Therefore, the (asymptotical) difference between \( \hat{I}_{emp}^{(k)} \) and \( \hat{I}_{emp}^{(k-1)} \) is:

\[
\hat{I}_{emp}(Y_{k+1}; X_{k+1}^{1} | Y_{1}^{k}, Z_{1}^{k+1}) - \hat{I}_{emp}(Y_{k+1}; X_{2}^{k+1} | Y_{2}^{k}, Z_{2}^{k+1}) \\
= H(Y_{k+1} | Y_{1}^{k}, Z_{1}^{k+1}) - H(Y_{k+1} | X_{1}^{k+1}, Y_{1}^{k}, Z_{1}^{k+1}) \\
- H(Y_{k+1} | Y_{2}^{k}, Z_{2}^{k+1}) + H(Y_{k+1} | X_{2}^{k+1}, Y_{2}^{k}, Z_{2}^{k+1}) \\
= I(Y_{k+1}; X_{1}, Y_{1}, Z_{1} | X_{k}^{k+1}, Y_{k}^{k}, Z_{k}^{k+1}) - I(Y_{k+1}; Y_{1}, Z_{1} | Y_{k}^{k}, Z_{k}^{k+1}).
\]

(10)

In the case of the CT estimator, estimating \( P(X_{k}^{k+1}, Y_{k}^{k+1}, Z_{k}^{k+1}) \), i.e., the marginal of the joint probability corresponding to the \( k \)-th order Markov, is consistent only if we use the algorithm proposed in Willems (1998). The proof of consistency for \( \hat{I}_{CT}^{(k-1)} \) requires a deeper analysis which is not the focus of this paper.

To understand how the trade-off in (11) behaves, consider the full network \( \{X, Y, Z\} \) and the sub-network \( \{Y, Z\} \) in the following extreme cases. If the sub-network is Markov of order \( k - 1 \) (while the whole network is of order \( k \)) the difference in (11) is positive, so the estimation of the directed information is always below the true value. On the other hand, (11) becomes strictly negative when the full network is Markov of order \( k - 1 \) and the sub-network is not. Trivially, if the Markov property with order \( k - 1 \) holds for both of them, the difference is zero.

Erroneous estimations are also possible in less extreme scenarios as we see next. Consider three sensors \( X, Y, \) and \( Z \) in a network such that:

\[
\begin{align*}
X_{i} &= a_{1} Z_{i-1} + N_{i}, \\
Y_{i} &= a_{2} X_{i-1} + a_{3} Z_{i} + N'_{i}, \\
Z_{i} &= a_{4} Z_{i-2} + N''_{i},
\end{align*}
\]

(12)

where \( N, N', \) and \( N'' \) are independent random Poisson noise\(^1\); the coefficients in (12) can be chosen to ensure stability of the system. It is easy to see that the whole network and the sub-network \( \{Y, Z\} \) are both second order Markov processes, and thus our previous analysis regarding (11) does not hold. For this model, a consistent estimator of \( I(X \rightarrow Y \| Z) \) should consider a depth \( d = 2 \). In the following, we show that with \( n \rightarrow \infty \), estimators with smaller depths produce varying outputs, in particular:

\[
\hat{I}_{emp}^{(0)}(X \rightarrow Y \| Z) \leq \hat{I}_{emp}^{(2)}(X \rightarrow Y \| Z) \leq \hat{I}_{emp}^{(1)}(X \rightarrow Y \| Z).
\]

(13)

\(^1\)The Poisson model is a conventional way to express links of traffic as queues [Vandaele et al. (2000)], and we have also used it to validate our method in Section 3.1.
In other words, by choosing the depth to be \( d = 1 \) we get an upper bound for the correct estimator, while choosing \( d = 0 \) yields a lower bound.

The right inequality in \((13)\) can be proved as follows:

\[
\hat{I}_{\text{emp}}^{(2)}(X \rightarrow Y || Z) - \hat{I}_{\text{emp}}^{(1)}(X \rightarrow Y || Z) \\
= H(Y_i|Y_{i-2}^{i-1}, Z_{i-2}^i) - H(Y_i|X_{i-2}^i, Y_{i-2}^{i-1}, Z_{i-2}^i) - H(Y_i|Y_{i-1}, Z_{i-1}^i) \\
+ H(Y_i|X_{i-1}^i, Y_{i-1}, Z_{i-1}^i) \\
= H(a_2N_{i-1} + N'_i) - H(N'_i) - H(a_1a_2Z_{i-2} + a_2N_{i-1} + N'_i|Y_{i-1}, Z_{i-1}^i) \\
+ H(N'_i) \\
\leq H(a_2N_{i-1} + N'_i) - H(a_2N_{i-1} + N'_i|a_2N_{i-2} + N'_i, Z_{i-2}^{i-1}, N''_i) \\
= 0, \quad (14)
\]

where the inequality holds since conditioning on \( N''_i \) reduces the entropy, and the final equality is due to \( a_2N_{i-1} + N'_i \) being independent of the quantities in the conditioning. On the other hand, the left inequality in \((13)\) is trivial if we note that

\[
\hat{I}^{(0)}(X \rightarrow Y || Z) \\
= I(X_i; Y_i|Z_i) \\
= I(a_1Z_{i-1} + N_i; a_1a_2Z_{i-2} + a_2N_{i-1} + N'_i|a_4Z_{i-2} + N''_i) \\
= 0. \quad (15)
\]

The preceding analysis shows that, in this particular example, the choice of estimator depth may substantially change the final estimated graph. Assume first that the coefficient \( a_2 \) is very small, which induces a small value of \( I(X \rightarrow Y || Z) \), and further assume that we are only interested in finding strong connections between nodes. In this case, the choice \( d = 1 \) may increase the estimated value of the directed information above the desired threshold, and thus we determine a causal connection \( X \rightarrow Y \) when it was not the case. On the contrary, if we are interested in detecting all causal connections and we choose \( d = 0 \), we will fail to detect this relationship.

### 2.6. Quantization

The estimation cost is affected by the dimension of the data, in the sense of number of nodes and range of values that the vehicular flow can take. To picture the effect of range, note that the computational complexity of the empirical estimator is polynomial in the alphabet size of the flow values.
Algorithm 1 Detecting Directed Information Graph

1: procedure Estimate DIG($X(1), X(2), \ldots, X(M)$)
2: \hspace{1em} $r \leftarrow$ Fix number of quantization levels
3: \hspace{1em} $\alpha \leftarrow$ Fix threshold for test
4: \hspace{2em} for every pair of ($m, l$) do
5: \hspace{3em} $\text{cov}_{m,l} \leftarrow$ cross covariance($X(m), X(l)$)
6: \hspace{3em} $d_{m,l} \leftarrow$ |position of peak of $\text{cov}_{m,l}$|
7: \hspace{2em} end for
8: \hspace{1em} $d \leftarrow \max_{m,l} \{d_{m,l}\}$
9: \hspace{1em} for every $m \in [1 : M]$ do
10: \hspace{2em} $X(m) \leftarrow$ Quantize($X(m), r$)
11: \hspace{1em} end for
12: \hspace{1em} for every pair of ($m, l$) do
13: \hspace{2em} Compute $\hat{P}(X(d^+1)(m), X(d^+1)(l) \mid X(1:M) \setminus \{m,l\})$
14: \hspace{2em} $I(m, l) \leftarrow \hat{I}(X(m) \rightarrow X(l) \mid X(1:M) \setminus \{m,l\})$
15: \hspace{2em} $H(m, l) \leftarrow \hat{H}(X(l) \mid X(1:M) \setminus \{m,l\})$
16: \hspace{2em} $G_{m,l} \leftarrow \frac{I(m, l)}{H(m, l)}$
17: \hspace{2em} end for
18: \hspace{1em} $G_{\text{norm}} \leftarrow$ normalize $G$
19: \hspace{1em} $\text{DIG} \leftarrow (G_{\text{norm}} \geq \alpha)$
20: \hspace{1em} return $G$, DIG
21: end procedure

To resolve this issue, the data of each sensor can be initially quantized to $r$ levels. In consequence, we no longer estimate for the true traffic data, but a quantized value of that. Nevertheless, it makes sense as small variations in the number of cars have low impact on the overall flow of a link. There is a trade-off in choosing $r$ between complexity and accuracy of the estimation which depends on the data and computational resources. Hereafter and with a slight abuse of terminology, we consider all traffic flows to be quantized.

To estimate the joint distribution of few random variables, we combine them into one with a larger alphabet. For example, $X$ and $Y \in \mathcal{X} \triangleq \{0, 1, \ldots, |\mathcal{X}| - 1\}$ can be combined in a new random variable $W \triangleq |\mathcal{X}|Y + X$ with alphabet size $|\mathcal{X}|^2$. 
2.7. Test for the directed information graph

The DIG can be created by applying a threshold test on the estimated values of directed information. It is however difficult to determine a proper value for the threshold given that we are a priori unaware of the range of values of the directed information, which may also vary depending on the quantization levels. Note that for any $n$, by the definition in (5), $\hat{I}_{CT}(X \rightarrow Y \mid| Z) \leq \hat{H}_{CT}(Y \mid| Z)$ holds true where:

$$\hat{H}_{CT}(Y \mid| Z) \triangleq -\frac{1}{n} \sum_{i=1}^{n} \sum_{y_i} \hat{P}_{CT}(y_i|X^i, Y^{i-1}, Z^i) \log \left( \hat{P}_{CT}(y_i|Y^{i-1}, Z^i) \right),$$

(16)

and $\hat{I}_{emp}(X \rightarrow Y \mid| Z) \leq \hat{H}_{emp}(Y \mid| Z)$ by the following definition:

$$\hat{H}_{emp}(Y \mid| Z) \triangleq -\sum_{y^{k+1}, z^{k+1}} \hat{P}_{emp}(y^{k+1}, z^{k+1}) \log \left( \hat{P}_{emp}(y_{k+1}|y^k, z^{k+1}) \right).$$

(17)

As a result, we are able to normalize the causally conditioned directed information from $X$ to $Y$ for either of the estimators as:

$$\hat{I}_{X \rightarrow Y} \Delta = \frac{\hat{I}(X \rightarrow Y \mid| Z)}{\hat{H}(Y \mid| Z)},$$

(18)

where $\hat{I}$ and $\hat{H}$ correspond to the same estimator.

We can construct an adjacency matrix $G$ of the network using (18), where the off-diagonal entries are given by $\hat{I}_{X \rightarrow Y}$. By the definition of the DIG, detecting links is performed by a threshold test on the entries of $G$. We may adjust the threshold to detect significant causal links in the graph or just the strongest ones. The detection steps are presented in Algorithm 1.

3. Results and validations

In this section we evaluate our method in different scenarios both with simulated and real-world data. The graph representation of the network (DIG) is obtained by computing the matrix $G$ through the values of the normalized directed information $\hat{I}^*$ as stated in Algorithm 1. We further normalize the entire matrix $G$ (denoted as $G_{\text{norm}}$), and we choose a threshold $0 < \alpha \leq 1$ as the level of significance in order to distinguish the most
important links. \( \alpha \) is chosen such that we capture the links that are expected to exist (i.e., the links inferred from generative model in simulated scenarios, and the ones which follow the physical direction of the road in real data scenarios). Trivially by decreasing and increasing the threshold we can have type I and II errors in detecting a link. \( \alpha \) can also be determined automatically by evaluating entries of \( G_{\text{norm}} \) which is not the focus of this paper.

In the following, we first simulate two common situations in road networks: the scenario where sensors are located along a single road and the scenario in which two roads merge into one. The simulations are performed in MATLAB and the road traffic is modeled either as a queue with Poisson input (Section 3.1) or with Cell Transmission Model (CTM) (Section 3.2). Then we analyze real data collected by installed sensors in highways and show how directed information can explain the direction of influence (Section 3.3).

3.1. Synthetic data (Poisson model)

Motivated by queue models for roads such as in [Vandaele et al. (2000)], we simulate road data by considering the roads as buffers in which traffic is injected following an i.i.d. Poisson distributed random variable with mean \( \lambda \), i.e.,

\[
\Pr(X_{(1)}, i = x) = e^{-\lambda} \frac{\lambda^x}{x!}, \tag{19}
\]

for the incoming traffic at node \( X_{(1)} \). Each car proceeds independently of the others and the traffic propagates through the network. Finally, a random Poisson noise with mean \( \mu_{(j)} \) is independently added at each sensor \( X_{(j)} \); the noise represents unobserved cars from side roads or instrumental error of the sensors. For each case, we generated \( n = 10^6 \) samples.

Assume that the maximum time distance between sensors is one. In real scenarios, if the sensors are too close, it may happen that the same car appears in two consecutive sensors in one time slot. By the definition of the directed information [1], such instantaneous events are accounted for in the information flowing in both directions. To verify this, in the synthetic model we also investigate the case where the cars can only appear in two successive sensors with one step delay, i.e., removing any instantaneous effect.

Sensors in sequence: In this setup, four sensors are located consecutively with equal distance. To model both the rush hour and the low traffic period of a normal road, the mean of the input traffic alternates every 20 samples between \( \lambda = 5 \) and \( \lambda = 1 \) periodically. The noise parameters are
(a) Traffic on a single road.  
(b) Merging traffic scenario.

Figure 3: Synthetic models.

Table 1: Estimated $G_{\text{norm}}$ for Poisson queue model using Algorithm 1.

| S-I | S-II | S-III |
|-----|------|-------|
| $\begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0.9 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{bmatrix}$ | $\begin{bmatrix} 0 & 1 & 0.1 & 0 \\ 0.6 & 0 & 0.4 & 0 \\ 0 & 0.2 & 0 & 0.5 \\ 0 & 0 & 0.3 & 0 \end{bmatrix}$ | $\begin{bmatrix} 0 & 0.1 & 0.7 \\ 0.1 & 0 & 1 \\ 0.5 & 0.1 & 0 \end{bmatrix}$ |

$\mu(j) = 1, \forall j$. In the first scenario (S-I), each car appears at the next sensor with one frame delay, while in the second scenario (S-II), a car is allowed to appear simultaneously in two consecutive sensors.

**Merging traffic:** In this scenario, two flows merge into one; we consider here three sensors as in Figure 3b. The injected traffic ($X(1), X(2)$) is assumed to be two independent Poisson random variables with means alternating periodically between 5 and 1, and the mean for the additive noise is set to be $\mu(j) = 1, \forall j$. Furthermore, by allowing only the cars from $X(1)$ to reach $X(3)$ instantaneously (less than the sampling time), we expect to detect flow of information in the backward direction $X(3) \rightarrow X(1)$ due to the definition (1) (see also the discussion therein). In a real traffic scenario, besides this instantaneous effect, a backward flow (with respect to the direction of traffic on the road) is expected to appear also when there is a congestion. However, in order to have a better control on the queue model and avoid complexity, we did not consider capacity for the link and model the congestion.

The graphs are estimated using Algorithm 1 with the context tree estimator and two levels of quantization; the adjacency matrix $G$ and $G_{\text{norm}}$ are computed. Table 1 states the normalized matrix $G_{\text{norm}}$, with stronger links indicated with boldface (values above or equal to $\alpha = 0.4$). Finally the DIG is depicted for each scenario in Figure 4. It can be observed how the
Figure 4: Estimated DIG from synthetic data (Poisson model) with $d = 1$ and threshold $\alpha = 0.4$.

(a) S-I.  
(b) S-II. 
(c) S-III.

Figure 5: The computed CoD for each pair of nodes and different time shifts $\tau$, corresponding to scenarios S-I, S-II and S-III respectively from left.

The instantaneous effect changes the flow of information in all links. Note that in S-II a car can be fast enough to be observed at all sensors in one frame, while in S-III, only one link allows fast cars and that is the link where we observe a backward flow.

To complete our discussion, the values of CoD, defined as

$$
CoD_{X_{(i)},X_{(j)}}(\tau) = \left[ \frac{E\left\{ (X_{(i),t} - \mu_{X_{(i)}})(X_{(j),t+\tau} - \mu_{X_{(j)}}) \right\}}{\sigma_{X_{(i)}},\sigma_{X_{(j)}}} \right]^2,
$$

are computed for each pair of nodes in Figure 5. $\mu_X$ and $\sigma_X$ denote mean and standard deviation of $X$ respectively. The location of peak indicates the time shift in which two traffic flows are alike, while the value of peak determines similarity in the corresponding time shift. However, it is non-trivial to obtain the causality and extent of the effect from one node to another by the values of CoD. Additionally, CoD does not isolate the effect from other nodes in the transportaion network and exhibits only a pairwise relation (see the discussion corresponding to Figure [1]).
3.2. Synthetic data (CTM model)

We consider the scenario of sensors on a single road (C-I) and merging traffic (C-II). The traffic dynamics are modeled according to a modification of the well-known Cell Transmission Model (Daganzo (1994)), where we divide the road into a number of cells and track the evolution of traffic density in each of them,

\[ \rho_{i,l}(t + 1) = \rho_{i,l}(t) + \frac{T}{L} \left( \Phi^+_{i,l}(t) - \Phi^-_{i,l}(t) \right), \quad i \in \{1 : N_l\}, \ l \in \{1 : K\}. \tag{20} \]

Here \( \rho_{i,l}(t) \) is the traffic density in cell \( i \) of link \( l \) at time \( t \), \( L \) the cell length, \( T \) is the length of the time step, \( N_l \) the number of cells in link \( l \), \( K \) the number of links in the considered road network, and \( \Phi^+_{i,l}(t) \) and \( \Phi^-_{i,l}(t) \) are the total flow during one time step into and out of cell \( i \) of link \( l \), respectively. In scenario (C-I), we consider \( K = 1 \) link with \( N_1 = 100 \) cells, and in scenario (C-II), we have \( K = 2, N_1 = 200, N_2 = 100, \) and link 2 merges into cell \( C_{2 \to 1} = 100 \) of link 1.

The flows between cells are given by

\[
\Phi^-_{i,l}(t) = \Phi^+_{i+1,l}(t) = \min \left( D_{i,l}(t), S_{i+1,l}(t) \right),
\]

\[
D_{i,l}(t) = \min \left( V_{i,l}(t) \rho_{i,l}(t), Q_{i,l}^{\max} \right),
\]

\[
S_{i,l}(t) = \min \left( W_{i,l}(t) \left( P_{i,l} - \rho_{i,l}(t) \right), Q_{i,l}^{\max} \right), \tag{21}
\]

for \((i, l), i \in \{1 : N_l\}\), except for the two cells before and one cell after the merge, in which case we have

\[
\Phi^-_{C_{2 \to 1},-1,1}(t) = \min \left( D_{C_{2 \to 1},-1,1}(t), S_{C_{2 \to 1},1}(t) \frac{\rho_{C_{2 \to 1},-1,1}(t)}{\rho_{C_{2 \to 1},1}(t) + \rho_{N_2,2}(t)} \right),
\]

\[
\Phi^-_{N_2,2}(t) = \min \left( D_{N_2,2}(t), S_{C_{2 \to 1},1}(t) \frac{\rho_{N_2,2}(t)}{\rho_{C_{2 \to 1},1}(t) + \rho_{N_2,2}(t)} \right),
\]

\[
\Phi^+_{C_{2 \to 1},-1,1}(t) = \Phi^-_{C_{2 \to 1},-1,1}(t) + \Phi^-_{N_2,2}(t), \tag{22}
\]

effectively assuming proportional priority is assumed to the two merging roads. The flow into the first cells of each link, \( \Phi^+_{i,l} \), is defined externally. In order to add stochasticity to the model, free flow speed \( V_{i,l}(t) \) and congestion wave speed \( W_{i,l}(t) \) of each cell are taken as uniformly distributed random variables: \( V_{i,l}(t) \sim \mathcal{U}(V_{\min}, V_{\max}) \) and \( W_{i,l}(t) \sim \mathcal{U}(W_{\min}, W_{\max}) \).
Table 2: Estimated matrix \( G_{\text{norm}} \) for scenarios C-I and C-II, with \( d = 6 \) and \( d = 4 \), respectively.

|       | C-I                      | C-II                     |
|-------|--------------------------|--------------------------|
|       | \[
\begin{bmatrix}
0 & 1 & 0.6 & 0.6 \\
0.6 & 0 & 0.8 & 0.6 \\
0.5 & 0.6 & 0 & 0.9 \\
0.4 & 0.6 & 0.6 & 0
\end{bmatrix}
\] | \[
\begin{bmatrix}
0 & 0.6 & 1 \\
0.5 & 0 & 1 \\
0.5 & 0.6 & 0
\end{bmatrix}
\] |

Among all cells in scenario C-I we have chosen four at the beginning of the link to avoid the saturation due to the congestion which is propagating backward (Figure 6a). On the other hand, in C-II, we are interested in seeing the behavior at the merging point and three sensors are chosen accordingly (Figure 6b). We simulated \( n = 10^4 \) samples for the two scenarios with the CT method and estimated the corresponding adjacency matrices using Algorithm 1. We obtained the DIGs with similar \( G_{\text{norm}} \) as in the Poisson model (Table 2).

3.3. Real data

To further test our estimator, traffic data for three different scenarios from the California Department of Transportation (Caltrans\footnote{Available at \url{http://pems.dot.ca.gov}}) is used. The data is aggregated traffic flow for every 5 minutes, extracted from installed sensors at the interstate 5 south in Fresno (R-I), the interstate 15 north in...
San Diego (R-II), and the downtown area of San Jose (R-III). We collected data from January 2017 to June 2019, every day, 24 hours. To avoid missing the cars that change lane, the aggregated data of all lanes in one side of the road is considered.

In the first setup, three sensors are chosen sequentially on the interstate 5 south, Fresno, CA such that, with an average speed, the distances between the sensors are approximately 5 and 25 minutes, respectively. As a result, the suggested depth to detect all causal links is $d = 6$. However, estimated depth according to Algorithm 1 is $d = 5$.

In the second setup, we selected three sensors on a merging traffic scenario in San Diego, where the highway 160 north merges into the interstate 15 north. Despite the distance between sensors being approximately 5 minutes, the estimated depth obtained by cross-correlation is $d = 6$.

Table 3 contains the matrix $G_{norm}$ estimated by the context tree method. The initial hypothesis for causal structure for R-I is having two directed link $1 \rightarrow 2$ and $2 \rightarrow 3$, while for R-II we expect the main effects to be from sensors $1 \rightarrow 3$ and $2 \rightarrow 3$. The estimated adjacency matrices confirm the initial hypothesis for both cases with a proper choice of the threshold. However, $G_{norm}$ reveals a non-negligible causal effect in other links that could
be explained with the following ad hoc hypothesis. The existence of vehicles that appear in several sensors in the period of $d$ time steps (instantaneous observations in the controlled simulated scenarios S-II and S-III) results in a bidirectional dependency among sensors which appears in the values of the directed information. By changing the notion of causality to be strict, we may isolate such effects, forming a potential future research direction.

In Figure 9 the values of $I(\mathbf{X}_{(i)} \to \mathbf{X}_{(j)} \mid \mathbf{X}_{\{1,2,3\}\{i,j\}})$ for the scenario R-I are shown for different choices of $d$ and $i, j$. We note that all the values seem to have converged when $d = 6$ which validates the estimation we have used for the depth of the Markov model. Furthermore, the trend of values before convergence can be explained by the discussion in Section 2.5 for an
insufficient memory depth of the estimator.

The last real-world scenario (R-III) is a combination of sensors mounted in San Jose, CA in a more complex road structure (Figure 10). The most direct physical connections among sensors, depicted in Figure 11a as a directed graph, are expected to be detected as causal links. The DIG is estimated from the aggregated data using Algorithm 1 with $\alpha = 0.7$ and memory depth of 3. The obtained graph for the whole network is depicted in Figure 11b and shows that most of the expected links are indeed correctly detected. The missing edges $X_{(1)} \rightarrow X_{(2)}$, $X_{(5)} \rightarrow X_{(4)}$ and $X_{(6)} \rightarrow X_{(5)}$ correspond to indirect highway connections so the links were not significant, while the backward links can be due to back propagation of downstream congestion. Moreover, we have limited the number of sensors in order to provide a simple visual result; this, in turn, implies that not all the inbound and outbound traffic of the network is accounted for and it is possible to miss part of the flow, which may result in an inaccurate estimation of the causal links. In fact, DIG heavily depends on the nodes included in the network. In other words, latent nodes which are excluded can affect the overall estimation due to the creation of fictitious causal links among other nodes. Such phenomena
Figure 10: Sensors installed on highways in the downtown area of San Jose, CA. An arrow indicates physical direction of the lane(s) where a sensor is mounted. Note that there is no direct path from $X_{(2)}$ to $X_{(3)}$ since the major traffic from $X_{(2)}$ passes above a bridge.

Figure 11: (a) shows the major connections of the roads in R-III. The DIG is estimated with $d = 3$ and threshold $\alpha = 0.7$ in (b) and (c). Sensor $X_{(7)}$ is excluded in (c) to experiment effect of latent node.

are explained as cascade and proxy effects in Section 2.3. To observe this, we designed the following experiment.

**Latent node experiment**

The aim of this experiment is to show the effect of excluding the sensor $X_{(7)}$ from the estimation. The obtained graph is depicted in Figure 11c where we observe an unexpected link $X_{(4)} \rightarrow X_{(6)}$ (indicated with a dashed line). A possible explanation is that both $X_{(6)}$ and $X_{(7)}$ are mounted on the same direction on two parallel major highways, so a hidden variable such as rush hour flow or an unaccounted sensor upstream can make them dependent (i.e., share information) as in the cascade effect. As a result, without considering $X_{(7)}$, it is inferred that a link exists between $X_{(4)}$ and $X_{(6)}$, i.e., there is a flow of information.

The above experiment suggests that in order to have an accurate esti-
mation for complex networks, it is necessary to include as many sensors as possible in the network. Although we have shown how directed information works as a measure of causality in synthetic scenarios and more isolated real world cases (R-I and R-II), with larger networks, the algorithm becomes computationally expensive and dealing with the consequent issues requires further investigation.

4. Conclusion

In this paper we have introduced a new method to study the causal effects of vehicular flow in traffic networks. By estimating the causally conditioned directed information among the network nodes, the underlying graph is obtained; the intensity of the effects, given by the value of the directed information, determines the weights of each edge. The results of this method on synthetic scenarios and real data collected from roads suggest that the directed information graph can be used to identify the underlying causal relations in a transportation network.

In this work the traffic flow was quantized with fixed thresholds; however, since the flow patterns differ depending on the time of the day, e.g., rush hours, a more advanced quantizer to capture all traffic fluctuations may be needed. Moreover, the proposed algorithm, as it is presented here, becomes computationally expensive as the number of nodes increases and an improved version needs to be developed to efficiently deal with large sets of sensors. Additionally, investigating the backward effect in congestion scenarios with the help of information flow requires a deeper study, which was out of the scope of this paper.
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