Abstract—This paper studies the minimum-age scheduling problem in a wireless sensor network where an access point (AP) monitors the state of an object via a set of sensors. The freshness of the sensed state, measured by the age-of-information (AoI), varies at different sensors and is not directly observable to the AP. The AP has to decide which sensor to query/sample in order to get the most updated state information of the object (i.e., the state information with the minimum AoI). In this paper, we formulate the minimum-age scheduling problem as a multi-armed bandit problem with partially observable arms and explore the greedy policy to minimize the expected AoI sampled over an infinite horizon. To analyze the performance of the greedy policy, we 1) put forth a relaxed greedy policy that decouples the sampling processes of the arms, 2) formulate the sampling process of each arm as a partially observable Markov decision process (POMDP), and 3) derive the average sampled AoI under the relaxed greedy policy as a sum of the average AoI sampled from individual arms. Numerical and simulation results validate that the relaxed greedy policy is an excellent approximation to the greedy policy in terms of the expected AoI sampled over an infinite horizon.
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I. INTRODUCTION

Information freshness has long been an important Quality of Service (QoS) consideration in communication networks [1]–[5]. In the 5G era, a host of mission-critical applications, e.g., robotic control in Industrial Internet of Things (IIoT) [6], vehicle-to-vehicle communications (V2V) [7], requires sub-millisecond end-to-end latency to guarantee the prompt delivery of the time-critical information.

The Age-of-Information (AoI), originally proposed in [1], [2], is a new performance metric capturing information freshness from the receiver’s perspective. Specifically, AoI measures the time elapsed since the generation of the freshest packet delivered to the receiver. In comparison, the traditional latency metric measures the time consumed by queuing and transmission/propagation from the transmitter’s perspective. The advent of AoI has shed new light on the design and optimization of wireless networks to support time-sensitive applications.

A. Minimum-age Scheduling in Sensor Networks

This paper considers a general minimum-age scheduling problem in wireless sensor networks. The system model is shown in Fig. 1 where an access point (AP) monitors the state of an object or process via multiple randomly-deployed sensors. The sensing channels are unreliable and mutually independent. As a result, the ages of the sensed states at different sensors vary.

We assume a time-slotted model. The age of the sensed state (i.e., AoI) at each sensor is updated to one if the sensor successfully receives the state of the object at the end of a time slot. Otherwise, the AoI increases by one. The dynamic of the aging process can thus be captured by a Markov chain with a countably infinite number of states, wherein the state of the Markov chain corresponds to the AoI of the sensed state of the object.

In each time slot, the AP queries/samples one of the sensors to collect its sensed state. However, the real-time AoIs of all sensors are unknown to the AP because transmitting AoI information consumes extra energy of the sensors. Therefore, the AP can obtain the AoI of a sensor only when the AP samples it. The minimum-age scheduling problem considered in this paper is as follows: at any slot, given a sequence of past sampling decisions and observations, which sensor should the AP sample to minimize the expected AoI sampled over an infinite horizon?

Mathematically, the problem under study belongs to a class of Multi-Armed Bandit (MAB) problems [8]. The MAB problem is a stochastic control problem wherein a controller sequentially allocates a limited resource amongst alternative arms so as to minimize the costs incurred by the allocations. In our case, the arms are the sensors, the limited resource is the channel access opportunity in each slot for a sensor to report its sensed information to the AP, and the cost is the expected AoI sampled from the sensors over an infinite horizon.

In classical MAB, only the chosen arm can evolve and incur costs, while the unchosen arms remain frozen [8], [9]. This framework was then generalized by Whittle [10] to a restless MAB (RMAB) wherein the state of each arm evolves continuously, whether it is sampled or not. In Whittle’s original formulation, the states of the arms are fully observable to the controller, whereas in our problem, the AoIs of the sensors are partially observable. Thus, our problem is a partially observable RMAB.

The considered system model has a variety of applications in practice. Due to the unreliable nature of randomly-deployed sensors, often a set of sensors (instead of one) are deployed in the area of interest so that a subset of sensors can be in good positions to monitor the target. Typical applications include underwater sensing [11], smart city [12], military surveillance [13], intelligent agriculture [14], and planetary exploration [15], especially when the area of interest is harsh, hostile, or inaccessible via conventional means [16]. Two specific
the MAB problems themselves are MDP problems. However, algorithm of the Markov decision process (MDP) theory [27] since standard way to solve RMAB is to use the value iteration algo-
past decisions and observations. This leads to a fundamental
are partially observable – they can only be inferred from
our problem, however, the AoIs of users at a decision epoch
decisions can be made based on the exact AoI of users. In
to the central controller at any time, whereby the scheduling
paper is the observability of the AoI at the users/sensors. I n
art in this domain.

generate at will [21], [22], stochastic arrivals [19], [25] ), in the network. V arious network architectures (e.g., broadcast
to minimize the expected weighted sum of the AoIs of all users
research focus is on the scheduling policies of the coordina
to the central controller where a central controller
efforts have been devoted to the minimum-age scheduling
problem in centralized networks where a central controller
functions, provided that the underlying Markov chains are
the partially observable RMAB [28], [33]–[38], to the best
assumptions are made on the POMDP model [32].

The difference between prior works and our study in this paper is the observability of the AoI at the users/sensors. In prior arts, the AoI of the users are assumed to be fully known to the central controller at any time, whereby the scheduling decisions can be made based on the exact AoI of users. In our problem, however, the AoIs of users at a decision epoch are partially observable – they can only be inferred from past decisions and observations. This leads to a fundamental difference in the analytical approaches.

RMAB – RMAB is closely related to our problem. One standard way to solve RMAB is to use the value iteration algorithm of the Markov decision process (MDP) theory [27] since the MAB problems themselves are MDP problems. However, the complexity of value iteration grows exponentially with the number of arms.

On the other hand, as shown by Gittins [8] and Whittle [10], MAB problems admit index policies, the complexity of which only increases linearly with the number of arms. The heuristic index policy proposed by Whittle to solve RMAB is known as the Whittle index policy [10]. The basic idea is to decouple the RMAB problem to multiple single-armed-bandit problems (by a Lagrangian relaxation) so that the arms are independent of each other. After decoupling, the scheduling problem associated with a single arm is then modeled as single-bandit MDP, whereby a Whittle index is computed. Given the Whittle indexes computed for individual arms, the controller simply chooses the arm with the largest index in each decision epoch. For this approach to be viable, however, the single-bandit problem must have the indexability property [8].

Whittle’s original formulation assumed fully observable arms, but it is possible to apply the Whittle index to partially observable arms [28], [29], in which case the scheduling problem associated with a single arm is modeled as a partially observable MDP (POMDP) [30], [31], as opposed to the MDP in the fully-observable case. However, a problem is that POMDPs are polynomial space (PSPACE) hard to solve, the optimal policy of which is tractable only when strict assumptions are made on the POMDP model [32].

Existing works on the Whittle index’s approach to solve the partially observable RMAB [28], [33]–[38], to the best of our knowledge, are limited to the case where the state of each arm evolves as a two-state (on-off) Markov chain. Ref [33], for example, proved the indexability of binary RMABs and derived the Whittle index in closed-form considering a linear cost function. Our recent work, [38], further generalized the Whittle index approach to RMABs with any concave cost functions, provided that the underlying Markov chains are binary. Yet, the general partially observable RMAB problem beyond the two-state arms, as the problem faced by this paper, is still open.

POMDP – POMDP is a useful framework to model sequential decision problems with incomplete state information. To minimize the long-term average cost, an agent performs actions in the environment based on its observations on the system states. In particular, the observations contain only partial information of the current system state, from which the agent forms a belief (in the form of a probability distribution) on the current state the system. The execution of an action steers the environment to a new state and incurs a cost to the agent. The optimal solution to the POMDP is then the policy that yields the minimum cost over an infinite horizon at each decision epoch. In this context, the partially observable RMAB problems are POMDPs.

POMDP problems are PSPACE hard as they require exponential computational complexity and memory [31]. The optimal policy to a POMDP is analyzable only when strict assumptions are made on the POMDP model. A series of notable works that developed the structural results for the optimal policy of POMDPs can be found in [32], [39], [40]. Specifically, the authors aim to establish sufficient conditions
on the cost function, dynamics of the Markov chain, and observation probabilities so that the optimal policy to the POMDP presents a threshold structure with respect to a monotone likelihood ratio (MLR) ordering. By doing so, the computational complexity of the optimal policy is inexpensive.

For general POMDP models that do not satisfy the sufficient conditions, investigators resorted to heuristic policies (e.g., the index policy [10, 33], the greedy policy [41–43], or suboptimal algorithms (e.g., Lovejoy’s algorithm [44], point-based methods [45]). As will be shown later, the problem considered in this paper does not satisfy the sufficient conditions established in the above mentioned works, hence the monotonicity of the optimal policy is unknown.

C. Contributions

In the context of minimum-age scheduling, this paper studies the partially observable RMAB problem where each arm has a large number of states. The optimal policy to this problem, which minimizes the long-term expected AoI, is not practically computable due to the PSPACE hardness of POMDP. In this paper, we explore the greedy policy that minimizes the immediate expected AoI to solve this problem. Despite the simple descriptions, the greedy policy is by no means trivial to analyze since the AP observes a POMDP governed by multiple non-binary Markov chains – this leads to two main obstacles:

a) The POMDPs associated with individual sensors are coupled together since the evolutions of the POMDPs are steered by the same sampling decision.

b) The sampling decisions over consecutive time slots are coupled together because a decision steers the POMDP to a new state, from which a later decision is made.

To circumvent the performance-analytical challenge a), we put forth a relaxed greedy policy as an approximation to the greedy policy. Unlike the greedy policy, the relaxed greedy policy allows the AP to sample all the sensors whose expected AoI is less than a constant. The constant is carefully chosen so that the AP samples on average one sensor per time slot. In so doing, the sampling processes (and hence the POMDPs) associated with individual sensors are decoupled, the AoI sampled per slot is then the sum of the expected AoI sampled from each sensor.

For the decoupled POMDP, we tackle challenge b) by exploiting the recurrent structure of the POMDP. The expected AoI sampled from each sensor is found to satisfy a set of recurrence relations and can be derived by finding a particular solution to the recurrence relations. Numerical and simulation results validate that the relaxed greedy policy is an excellent approximation to the greedy policy as far as the expected AoI sampled over an infinite horizon is concerned.

II. SYSTEM MODEL

We consider a wireless sensor network wherein $N$ sensors are randomly deployed in an area to monitor the state of an object or process, as shown in Fig. 1. An access point (AP) collects the sensed data from the $N$ sensors by periodically broadcasting a beacon signal and asking one of the sensors to report its sensed data. As such, the sensors are aligned by the beacon signal in a time-slotted manner.

A. Age of Information of the Sensors

In a time slot, the probability that $n$-th sensor successfully captures the state of the object is $q_n$. Thus, if we denote by $\{H_n^t: n = 1, 2, ..., N\}$ the event that the $n$-th sensor captures the state of the object in slot $t$, then $H_n^t$ follows Bernoulli distribution with parameter $q_n$, and is time-invariant (constant over time).

The $N$ sensors monitor the same information, i.e., the state of the object, but their information freshness can be different owing to the probabilistic sensing channels. The information freshness of a sensor is measured by the age-of-information (AoI).

Definition 1 (AoI of sensors). The Age of Information of the $n$-th sensor at the end of time slot $t$, denoted by $a_n^t$, is the number of slots elapsed since the last slot the $n$-th sensor successfully sensed the state of the object. Specifically, if a sensor successfully sensed the data in slot $t$, the AoI of this sensor at the end of slot $t$ is updated to $a_n^t = 1$ (the sensed data is already one slot old); if the sensor failed to sense the data in slot $t$, the AoI of this sensor at the end of slot $t$ is increased by 1, i.e., $a_n^t = a_n^{t-1} + 1$. That is,

$$a_n^t = \begin{cases} 
1 & \text{w. p. } q_n, \\
 a_n^{t-1} + 1 & \text{w. p. } p_n = 1 - q_n.
\end{cases} \quad (1)$$

Let us define the AoI of a sensor as its state. As illustrated in Fig. 2, the state transitions of each sensor form a discrete-time Markov chain (MC). The transition matrix of this MC is given by

$$\mathbf{T}_n = \begin{bmatrix}
q_n & p_n & 0 & 0 & \cdots \\
q_n & 0 & p_n & 0 & \cdots \\
q_n & 0 & 0 & p_n & \cdots \\
q_n & 0 & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{bmatrix}. \quad (2)$$

The Markov chain shown in Fig. 2 has an infinite number of states. To ease analysis, we consider a truncated version of the MC with a finite number of $M$ states. That is, AoI equals or larger than $M$ are grouped as a single state ($M$ can be very

1More generally, the problem being considered in this paper is relevant to a scenario in which a monitor attempts to monitor the state of an entity. The state of entity is collected by a set of state collector. The state information possessed by the collectors has varying degrees of out-datedness because of the varying random delays and reliabilities in their state collection processes. The monitor has to decide which collector to query in order to get the most updated state information of the entity.
The sampling process is measured by the expected sampled AoI over the infinite time slot. A sampling decision is made before a slot begins, and the sensed data about the object is delivered to the AP by the end of a slot.

large to avoid the impact of AoI truncation. After truncation, the $M \times M$ transition matrix becomes

$$
\mathbf{T}_n = \begin{bmatrix}
q_n & p_n & 0 & \cdots & 0 & 0 \\
q_n & 0 & p_n & \cdots & 0 & 0 \\
q_n & 0 & 0 & \ddots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \ddots & p_n & 0 \\
q_n & 0 & 0 & \cdots & 0 & p_n \\
q_n & 0 & 0 & \cdots & 0 & p_n 
\end{bmatrix}.
$$

(3)

B. Sampling Policy of the AP

Now that the AoIs of different sensors vary, the AP aims to query/sample the sensor with the minimum AoI in each slot as it carries the freshest state information of the object. The sampling process in each slot is error-free thanks to the error correction code in the PHY layer and the automatic repeat request (ARQ) protocol in the MAC layer.

Fig. 3 shows the sampling process and the AoI update from the sensors to the AP in consecutive time slots. At the beginning of a slot $t$, the AP broadcasts the beacon signal and query/sample one of the sensors, say, the $n$-th sensor. The sampling decision, i.e., which sensor to sample in slot $t$, is made at the end of the time slot $t - 1$. Then, at the end of the slot $t$, the AP receives the feedback from the $n$-th sensor and the age of the received information is $a_{n,t-1}$, i.e., the AoI of the $n$-th sensor at the end of slot $t - 1$ (the received AoI is $a_{n,t-1}$ rather than $a_{n,t}$ because the $n$-th sensor transmits the sensed data upon receiving the beacon signal at the beginning of the slot $t$, at which time $a_{n,t}$ is unknown). Next, the AP has to determine which sensor to sample in the next slot $t + 1$, and the cycle continues.

When making the sampling decision at the end of the slot $t$, the exact AoIs of sensors $\{a_{n,t} : n = 1, 2, ..., N\}$ are not directly observable by the AP. The only information known to the AP that can be used to make the sampling decision is a sequence of past decisions and observations $Z^t = \{n^{t-\tau}, a_{n,t-\tau-1} : \tau = 0, 1, 2, 3, \ldots\}$, where $n^{t-\tau}$ and $a_{n,t-\tau-1}$ are the indexes of the sampled sensors in slot $t - \tau$ and the observed AoI at the end of slot $t - \tau$, respectively.

Given $Z^t$, a sampling policy $\mu$ makes the sampling decision by $n^{t+1} = \mu(Z^t)$, and receives an AoI $a_{n^{t+1},t}$ at the end of slot $t + 1$. Over time, given a sequence of sampled AoIs $\{a_{n,t}^{t-1} : t = 1, 2, 3, \ldots\}$, the performance of the sampling policy $\mu$ is measured by the expected sampled AoI over the infinite horizon

$$
J(\mu) = \mathbb{E}_\mu \left[ \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} a_{n,t}^{t-1} \right].
$$

(4)

The optimal sampling policy, $\mu^*$, is the policy that minimizes $J(\mu)$, giving,

$$
\mu^* = \arg \min_{\mu} J(\mu).
$$

(5)

III. A POMDP FORMULATION

The decision problem in (5) is essentially a POMDP: the system dynamics are governed by the $N$ Markov Chains of the $N$ sensors, the real-time state of which are unknown to the AP. At a decision epoch, the AP determines which sensor to sample based on a set of past decisions and observations $Z^t$ because the instantaneous states (AoI) of the sensors are unobservable.

A. Belief-state POMDP

To the AP, the instantaneous state of each sensor at the end of slot $t$ is a random variable, denoted by $A_{n,t}$, distributed on $\{a_n = 1, 2, \cdots, M\}$. Although the exact states of the sensors are unknown, a joint distribution of the random variables $\{A_{n,t} : n = 1, 2, \cdots, N\}$ can be constructed from the history $Z^t$.

Definition 2 (belief state of the $N$ sensors). The belief state of the POMDP at the end of slot $t$ is an $MN$-dimensional posterior probability distribution

$$
\Pi^t = \{\Pi^t(a_1, a_2, ..., a_N) : a_1, a_2, ..., a_N \in \{1, 2, ..., M\}\},
$$

where each entry $\Pi^t(a_1, a_2, ..., a_N) = \Pr(A_{1,t} = a_1 \mid Z^t) \Pr(A_{2,t} = a_2 \mid Z^t)\cdots\Pr(A_{N,t} = a_N \mid Z^t)$ is the probability that the $N$ sensors are in states $a_1, a_2, ..., a_N$, respectively, at the end of slot $t$.

Writing $Z^t$ as $Z^t = \{Z^{t-1}, n^t, A_{n,t-1}\}$, it is easy to show that the belief state $\Pi^t$ is a sufficient statistic of $Z^t$ [30]. In other words, $\Pi^t$ summarizes all the information gained prior to the decision epoch at the end of slot $t$.

The belief state allows the POMDP to be formulated as a continuous-state MDP with states being the belief state $\Pi^t$. The optimal policy in (5) is then the solution to Bellman's dynamic programming recursion [27]:

$$
\mu^*(\Pi) = \arg \min_{\mu} \left\{ \bar{A}_n(\Pi) + \sum_{\Pi'} \Pr(\Pi' \mid \Pi, n)V^*(\Pi') \right\}.
$$

(6)

Note that in (6), we have dropped the time index $t$ because the optimal policy is stationary, and

1) the relative cost-to-go function on $V^*(\Pi)$ is the difference between the total cost incurred by a system that starts with the state $\Pi$ and the total cost incurred by a system that starts with a reference state over an infinite time horizon. If we set the equilibrium state as the reference state, $V^*(\Pi)$ is the extra cost incurred by the transient behavior of being in the state $\Pi$.

2) $\bar{A}_n(\Pi)$ is the expected AoI incurred in one step by executing action $n$ (i.e., sample the $n$-th sensor), giving

$$
\bar{A}_n(\Pi) = \sum_{a_n=1}^{M} a_n \Pr(A_n = a_n \mid Z^t).
$$

(7)
3) \(\Pr(\Pi' \mid \Pi, n)\) is the transition probability that the controller evolves from \(\Pi\) to \(\Pi'\) if action \(n\) is executed.

In general, POMDPs are PSPACE hard problems to solve since the computation of the optimal policy requires exponential computational complexity and memory. Therefore, we need to resort to suboptimal policies or algorithms for practical purposes.

**Remark.** As stated in the introduction, prior works have established a few sufficient conditions on the POMDP model under which the optimal policy is monotone in belief states (i.e., the optimal policy is a threshold policy). It is easy to verify that our problem does not satisfy the sufficient conditions. For example, one condition is that the transition probability matrix is “totally positive of order 2” (TP2), i.e., all the second-order minors of the transition matrix are non-negative. In our problem, however, \(\mathcal{T}_n\) is not TP2 since \(\det(q_n p_n 0) < 0\). As a result, the monotonicity of the optimal policy (and hence inexpensive computation of the optimal policy) for our problem is unknown.

**B. The greedy policy**

This paper explores the greedy policy to solve the POMDP. Compared with the optimal policy that minimizes the expected AoI over the infinite horizon, the greedy policy minimizes the expected AoI in the immediate step. That is, the greedy policy greedily samples the sensor with the minimum expected AoI in each slot. This policy is formally defined as follows:

**Definition 3** (the greedy policy \(\mu'\)). In each time slot, the greedy sampling policy \(\mu'\) instructs the AP to sample the sensor that yields the minimum expected AoI in one step, i.e.,

\[
\mu'(\Pi) = \arg \min_n \bar{A}_n(\Pi) = \arg \min_n \sum_{a_n=1}^M a_n \Pr(A_n = a_n \mid Z^t).
\]

The performance of the greedy policy is

\[
J(\mu') = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \min_n \bar{A}_n(\Pi^t), \tag{8}
\]

i.e., the average sampled AoI over the infinite horizon.

Despite its simple descriptions, the analysis of the greedy policy is non-trivial because the current decision will affect the performance going forward as expressed in (8). In other words, computing the greedy decision is simple; but computing the performance as a consequence of the decision is not trivial. For performance-analytical purposes, we consider a relaxed greedy policy as an approximation to the greedy policy. For the relaxed greedy policy, instead of restricting sampling to exactly one sensor for every time slot, we allow the AP to sample on average one sensor per time slot. That is, different numbers of sensors may be sampled in different time slots, but the average is one sensor per time slot. With this relaxation, we can decouple the original POMDP to \(N\) independent POMDPs, each of which is associated with the sampling process of only one sensor.

**Definition 4** (the relaxed greedy policy \(\hat{\mu}'\)). In each time slot, the AP samples the \(n\)-th sensor if and only if its expected AoI is smaller than a constant \(\eta\). Denote by \(u^t_n\) an indication of whether the \(n\)-th sensor is sampled in time slot \(t\): \(u^t_n = 1\) means “sampled” and \(u^t_n = 0\) means “not sampled”. We have

\[
u^t_n = \mathbb{1}_{\{\hat{A}^t_n < \eta\}} = \begin{cases} 1 & \text{if } \hat{A}^t_n < \eta, \\ 0 & \text{if } \hat{A}^t_n \geq \eta, \end{cases}
\]

where \(\hat{A}^t_n\) is the expected AoI that can be obtained from the \(n\)-th sensor if the AP samples it (see equation (7)). The constant \(\eta\) is chosen such that on average the AP samples one sensor per time slot. The performance of the relaxed greedy sampling policy \(\hat{\mu}'\) can then be expressed as

\[
J(\hat{\mu}') = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{n=1}^N \hat{A}^t_n u^t_n, \tag{10}
\]

i.e.,

\[
s. t. \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{n=1}^N u^t_n = 1. \tag{11}
\]

With the greedy policy, the AP has to compare the expected AoI that can be sampled from each sensor and choose the sensor that yields the minimum expected AoI. With the relaxed greedy policy, on the other hand, the AP only needs to compare the expected AoI of each sensor with a constant \(\eta\), and samples the sensors whose expected Aois are smaller than \(\eta\). By doing so, the sampling processes of the \(N\) sensors are decoupled with each other, thereby making the relaxed greedy policy analyzable. In the main body of this paper, we shall focus on the relaxed greedy policy and analyze its performance in terms of the expected sampled AoI over the infinite horizon.

**IV. THE DECOUPLED POMDP**

The relaxed greedy policy is analyzable in that it allows the decoupling of the sampling process of the \(N\) sensors. To understand the behavior of the relaxed greedy policy, it is important to study the sampling process of a single sensor. To this end, this section considers a single-sensor sampling problem: the AP monitors the object via only one sensor. At the end of a slot \(t\), the AP has to determine whether to “sample” or “rest” in the next slot. The state (AoI) of the sensor is determined by the MC in Fig. 2 but the AP cannot directly observe the instantaneous state. Instead, the AP maintains a probability distribution \(\pi^t\) over the set of possible states of the sensor, and makes the sampling decisions (i.e., sample or rest) in consecutive slots based on \(\pi^t\).

It is evident that the single-sensor sampling problem itself constitutes a POMDP and the distribution \(\pi^t\) is the belief state of one sensor.

**Definition 5** (belief state of one sensor). The belief state of one sensor is an \(M\)-dimensional posterior probability distribution \(\pi^t = \{\pi^t[k] : k = 1, 2, ..., M\}\), where each entry \(\pi^t[k]\) is the probability that the sensor is in state \(k\) at the end of slot \(t\), given the past decisions and observations \(\{u^{t-\tau}, a^{t-\tau} : \tau = 0, 1, 2, 3, \ldots\\}\), where \(u^{t-\tau}\) and \(a^{t-\tau}\) are the action of the AP and the observed AoI at the end of slot \(t - \tau\), respectively.
The expected AoI that can be obtained from a belief state $\pi$ is given by

$$A(\pi) = \sum_{k=1}^{M} k\pi[m] \triangleq \pi Z_M,$$

where $Z_M = [1, 2, 3, ..., M]^T$.

The belief state $\pi$ is a probability distribution. Thus, the space that $\pi$ resides in is a unit simplex [32]. Denoted by $e_m$ the unit belief state with one being in the $m$-th position. The unit belief states $\{e_1, e_2, ..., e_M\}$ are the vertices of the unit simplex. An example is shown in Fig. 4(a), where $M = 3$ and the belief space is an equilateral triangle.

At any belief state $\pi^i$, the AP has two alternative actions: $u^t = 1$ (sample) and $u^t = 0$ (rest). For different actions, Lemma 1 specifies the transitions of belief states in the belief space.

**Lemma 1** (transitions of $\pi$). The belief state $\pi^i$ is Markovian. Given a belief state $\pi^{i-1}$ and an action $u^t$, $\pi^i$ is determined by

$$\pi^i = \begin{cases} e_k^T & \text{if } u^t = 1, \\ \pi^{i-1} & \text{if } u^t = 0, \end{cases} \quad (12)$$

where the transition matrix $T$ is given in (3), and we have assumed the AP observes an AoI $a^{t-1} = k \in \{1, 2, 3, ..., M\}$ when $u^t = 1$. If the AP samples in slot $t$ ($u^t = 1$) and then never sample, the belief state evolves from $e_k^T$ to a steady state $h$ and stays in the steady state afterward. The steady-state distribution is given by $h = h T = h$.

Lemma 1 indicates that 1) the belief state will gradually evolve to a steady state if the AP does not sample the sensor; 2) once sampled, the belief state will be reset to one of the $M$ initial states $\{e_k^T : k = 1, 2, ..., M\}$, depending on which state is sampled. In this light, we can divide the evolution of the belief states into $M$ evolution branches, each of which starts from an initial belief state $e_k^T$.

**Definition 6** (evolution branches). Suppose the AP samples the sensor in slot $t + 1$, observes an AoI $a^t = k$, and then never sample, we have

$$\pi^t = e_k, \quad \pi^{t+i} = e_k T^i.$$

Let $\pi^{t+i} \triangleq \pi_{k,i}$, we call the evolution $\{\pi_{k,i} : i = 1, 2, 3, ...\}$ the $k$-th evolution branch of the belief states. Any belief state belongs to at least one evolution branch.

Given the definition of the evolution branches, we can now characterize any belief state by two variates: the branch $k$ – the observed AoI in the last sampling; and the elapsed slot $i$ – how many slots elapsed since the last sampling.

**Lemma 2** (belief states in an evolution branch). The belief states in the $k$-th evolution branch are given by

$$\pi_{k,i} = [q, q \pi, q \pi^2, ..., q \pi^{i-1}, 0, 0, 0, p^i, 0, ..., 0], \quad (13)$$

for $i = 1, 2, 3, ..., M-1$, and the location of the last non-zero entry $p^i$ is $\min \{i + k, M\}$. When $i \geq M - 1$, the evolution branch enters the steady state and the belief state no longer changes, giving $\pi_{k,i} = h = [q, q \pi, q \pi^2, ..., q \pi^{M-2}, p^{M-1}]$.

Lemma 2 can be proven by induction. First, it is easy to verify that $\pi_{k,1} = e_k T = [q, 0, 0, p, 0, 0, ..., 0]$, and the location of $p$ is $\min \{k+1, M\}$. This satisfies (13).

Let $i = 1, 2, 3, ..., M - 2$. If $\pi_{k,i}$ satisfies (13), i.e., $\pi_{k,i} = [q, q \pi, q \pi^2, ..., q \pi^{i-1}, 0, 0, 0, p^i, 0, ..., 0]$, with $p^i$ being in the $\min \{i + k, M\}$-th position, then we have $\pi_{k,i+1} = \pi_{k,i} T = [q, q \pi, q \pi^2, ..., q \pi^{i-1}, q \pi^i, 0, 0, 0, p^{i+1}, 0, ..., 0]$, with $p^{i+1}$ being in the $\min \{i + k + 1, M\}$-th position. This satisfies (13).

Let $i = M - 1$, we have $\pi_{k,M-1} = [q, q \pi, q \pi^2, ..., q \pi^{M-2}, p^{M-1}]$ and $\pi_{k,M-1} = \pi_{k,M-1} T$. That is, $\pi_{k,M-1}$ satisfies $h = h T$ and hence is the steady state. The belief state no longer changes for $i \geq M - 1$.

An important result of Lemma 2 is that it takes a finite number of $M - 1$ slots for an initial state $\pi_{k,1}$ to evolve to the steady state $h$ if the AP does not sample the sensor. A simple example is shown in Fig. 4(b), wherein $M = 3$. The three evolution paths start from $e_1 T$, $e_2 T$, and $e_3 T$, respectively, and evolve to the steady state $h = [q, q \pi, q \pi^2]$ in $M - 1 = 2$ slots (i.e., takes only one step). If the AP samples the sensor during the evolution, the belief state is reset to one of the $\{e_1 T, e_2 T, e_3 T\}$, as per (12).

For the greedy and the relaxed greedy policies, a critical statistic of a belief state is the expected AoI $A(\pi)$ that can be obtained if the AP samples the sensor in state $\pi$. With the relaxed greedy policy, for example, the AP compares the expected AoI of a state with a constant $\eta$: if $A(\pi) < \eta$, the AP samples the sensor; and if $A(\pi) \geq \eta$, the AP does not sample the sensor. In other words, the expected AoI measures the quality of a belief state.

Given the useful representation of the belief state in Lemma 2 the expected AoI of a belief state is simply a function of $k$ and $i$. Next, we analyze how the expected AoI evolves in each evolution branch. Proposition 3 below summarizes our main results in the section.

**Proposition 3** (evolutions of the expected AoI). Denote by $\tilde{A}_{k,i}$ the expected AoI that can be obtained in the belief state $\pi_{k,i}$. We have,

$$\tilde{A}_{k,i} = \pi_{k,i} Z_M = \frac{1 - p^i}{1 - p} - p^i + p^i \min \{i + k, M\}, \quad (14)$$
where $k = 1, 2, ..., M$ and $i = 1, 2, 3, ..., M - 1$. In particular, the expected AoI of the steady state

$$h = \tilde{A}_{k,M-1} = \frac{1 - p^M}{1 - p}. \quad (15)$$

For different evolution branches $k = 1, 2, ..., M$, the evolution from $\tilde{A}_{k,1}$ to $\tilde{A}_{k,M-1}$ goes through two phases:

1) Phase 1, $1 \leq i \leq M - k$: if $k < \frac{1}{1 - p}$, $\tilde{A}_{k,1}$ increases monotonically to $\tilde{A}_{k,M-k}$; if $k > \frac{1}{1 - p}$, $\tilde{A}_{k,1}$ decreases monotonically to $\tilde{A}_{k,M-k}$.

2) Phase 2, $M - k < i \leq M - 1$: $\tilde{A}_{k,M-k}$ decreases monotonically to $\tilde{A}_{k,M-1}$. In particular, $\tilde{A}_{k,i}$ is irrelevant to $k$ in this process, i.e., $\tilde{A}_{1,i} = \tilde{A}_{2,i} = ... = \tilde{A}_{M,i}$.

Whenever the AP samples the sensor, the expected AoI is reset to an initial expected AoI $\tilde{A}_{k',1}$ if the sampled AoI is $k' = 1, 2, ..., M$.

Proof. Eq. (14) and (15) follows from (12) and (13). In particular,

1) If $i + k \leq M$, we have $\tilde{A}_{k,i} = \frac{1 - p^i}{1 - p} - p^i + p(i + k) = \frac{1 - p^i}{1 - p} + kp^i$. Differentiate $\tilde{A}_{k,i}$ with respect to $i$ gives us

$$\frac{\partial \tilde{A}_{k,i}}{\partial i} = p^i \left( \frac{1}{1 - p} + \ln p + i - M \right) \ln p, \quad (16)$$

where $p^i \ln p < 0$ for $p \in (0, 1)$. Thus, if $k > \frac{1}{1 - p}$, $\tilde{A}_{k,i}$ is a decreasing function of $i$, and $k \leq \frac{1}{1 - p}$, $\tilde{A}_{k,i}$ is a (weakly) increasing function of $i$.

2) If $i + k > M$, we have $\tilde{A}_{k,i} = \frac{1 - p^i}{1 - p} - p^i + pM$. Since $\tilde{A}_{k,i}$ is not a function of $k$, we have $A_{1,i} = A_{2,i} = ... = A_{M,i}$. Differentiate $\tilde{A}_{k,i}$ with respect to $i$ gives us

$$\frac{\partial \tilde{A}_{k,i}}{\partial i} = -p^i \left( \frac{1}{1 - p} + \ln p + i - M \right) \ln p, \quad (17)$$

where $-p^i \ln p > 0$, $\frac{1}{1 - p} + \frac{1}{p} < 0$ for $p \in (0, 1)$, and $i - M < 0$. Thus, $\tilde{A}_{k,i}$ is a decreasing function of $i$.

Overall, 1) For $k \leq \frac{1}{1 - p}$, $\tilde{A}_{k,1}$ first increases monotonically to $\tilde{A}_{k,M-k}$, and then decreases monotonically to $\tilde{A}_{k,M-1}$; 2) For $k > \frac{1}{1 - p}$, $\tilde{A}_{k,1}$ decreases monotonically to $\tilde{A}_{k,M-1}$.

Corollary 4. If $k_1 \geq k_2$, $\tilde{A}_{k_1,i} \geq \tilde{A}_{k_2,i}$.

Proposition 3 is a cornerstone of our analysis in Section VI. We next give an example in Fig. 5 to show visually the evolutions of the expected AoI in each evolution branch. In Fig. 5, we set $M = 10$, $p = 0.8$, and plot $\tilde{A}_{k,1}$ as a function of $i$ for different $k$ (i.e., one curve in Fig. 5 corresponds to one evolution branch). As can be seen, 1) from $\tilde{A}_{k,1}$, it takes $M - 1 = 9$ slots for the expected AoI to evolve to $h = \tilde{A}_{k,M-1}$; 2) for $k \leq \frac{1}{1 - p} = 5$, $\tilde{A}_{k,1}$ increases monotonically to $\tilde{A}_{k,M-k}$ and then decreases monotonically to $\tilde{A}_{k,M-1}$; for $k > 5$, $\tilde{A}_{k,1}$ decreases monotonically to $\tilde{A}_{k,M-1}$. These observations are consistent with Proposition 3.

V. THE RELAXED GREEDY POLICY

Section IV dissects the decoupled POMDP associated with the sampling process of one sensor and studies the evolutions of the expected AoI in different evolution branches. With the results established in Section IV, we are ready to analyze the performance of the relaxed greedy sampling.

A. Thresholds for the Evolution Branches

Assuming that the AP never samples the sensor, Proposition 3 describes the evolution of the expected AoI in each evolution branch — in a finite number of $M - 1$ slots, the expected AoI evolves from one of the $M$ initial expected AoI $\{A_{k,1} : k = 1, 2, ..., M\}$ to a steady-state expected AoI $\tilde{A}_{k,M-1}$ following (14). If the AP samples the sensor in this process, however, the expected AoI is reset to one of the $M$ initial expected AoI, and the cycle continues.

With the relaxed greedy policy, the AP samples the sensor if $\tilde{A}_{k,i} < \eta$. Thus, the $k$-th evolution branch terminates at $i = \gamma_k$, where

$$\gamma_k = \inf \{\gamma : \tilde{A}_{k,\gamma_k} < \eta\}. \quad (18)$$

Visually, one can think of $\gamma_k = \eta$ as a straight line in Fig. 5. For the $k$-th branch, $\gamma_k$ is the $x$-coordinate (i.e., the number of elapsed slots $i$) of the first point whose $y$-coordinate (i.e., the expected AoI) is smaller than $\eta$. At this point, the AP will sample the sensor and the expected AoI will evolve back to one of the $M$ initial points.

For a single sensor, the threshold $\gamma_k$ for each evolution branch is characterized in Theorem 5.

Theorem 5 (thresholds for the evolution branches). Consider a single sensor. With the relaxed greedy policy, the AP samples the sensor if and only if the expected AoI obtained from this sensor is less than a constant $\eta$.

1) If $\eta$ is larger than the initial expected AoI of the $M$-th evolution branch, i.e., $\eta > A_{M,1} = q + M\eta$, we have $\gamma_k = 1, \forall k$.

2) If $\eta$ is smaller than or equal to the initial value of the $M$-th branch but larger than the steady-state expected AoI, i.e., $h < \eta \leq A_{M,1}$, we have

$$\begin{cases} 
\gamma = 1, \text{ for } \{k : \tilde{A}_{k,1} = q + \min\{k + 1, M\}p < \eta\} \\
\gamma_k = \left[\frac{1}{Mp} W_0 \left(\psi(\eta)p^{\psi(M)} \ln p - \psi(M)\right)\right], \\
\quad \text{for } \{k : \tilde{A}_{k,1} \geq \eta, k \leq \frac{1}{1 - p}\} \\
\quad \text{or } \{k : \tilde{A}_{k,1} \geq \eta, k > \frac{1}{1 - p}, \tilde{A}_{k,M-k-1} > \eta\}, \\
\gamma_k = \left[\log_p \left(\frac{1 - \eta(1 - p)}{1 - k^{1 - p}}\right)\right], \\
\quad \text{for } \{k : \tilde{A}_{k,1} \geq \eta, k > \frac{1}{1 - p}, \tilde{A}_{k,M-k-1} \leq \eta\}
\end{cases}$$

\[\text{Figure 5. An example of the evolutions of the expected AoI for each evolution branch, wherein } M = 10, p = 0.8.\]
where $W_{0}(\ast)$ is the principal branch of a Lambert $W$ function and $\psi(x) = 1/x - x$.

3) If $\eta$ is smaller than or equal to the steady-state expected AoI, i.e., $0 \leq \eta \leq \bar{\eta}$, we have

$$
\gamma_k = \begin{cases} 
\infty & \text{if } \eta \leq \bar{\eta}_{k,1}, \\
\log_p \left( \frac{1-n(1-p)}{1-k(1-p)} \right) & \text{if } \eta > \bar{\eta}_{k,1}.
\end{cases}
$$

In this case, the AP would never sample the sensor if at some point in time the AP samples an AoI $k' \in \{k' : \eta \leq \bar{\eta}_{k',1}\}$ because $\gamma_{k'} = \infty$.

\textbf{Proof.} See Appendix A.

\textbf{Corollary 6.} For a single sensor, $1 \leq \gamma_1 \leq \gamma_2 \leq \ldots \leq \gamma_M$.

\textbf{B. Performance of the Relaxed Greedy Policy}

With the relaxed greedy policy, the sampling processes of the $N$ sensors are decoupled because the AP only needs to compare the state of each sensor with a constant $\eta$ to determine whether to sample it or not. Following (10) and (11), the performance of the relaxed greedy policy, i.e., the average sampled AoI over the infinite horizon, can be rewritten as

$$
J(\hat{\mu}) = \lim_{T \to \infty} \frac{1}{T} \sum_{n=0}^{T-1} \sum_{k=1}^{N} \tilde{A}_{kn} \mathbb{1}(\tilde{A}_{kn} < \eta) = \sum_{n=1}^{N} \bar{R}_n,
$$

s. t. $\lim_{T \to \infty} \frac{1}{T} \sum_{n=0}^{T-1} \sum_{k=1}^{N} \mathbb{1}(\tilde{A}_{kn} < \eta) = \sum_{n=1}^{N} \bar{d}_n = 1.$

These two variables can be further manipulated as

$$
\bar{R}_n = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \tilde{A}_{nt} \mathbb{1}(\tilde{A}_{nt} < \eta) \triangleq \lim_{T \to \infty} \frac{R_n(T)}{T},
$$

and

$$
\bar{d}_n = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{1}(\tilde{A}_{nt} < \eta) \triangleq \lim_{T \to \infty} \frac{d_n(T)}{T}.
$$

These recurrence relations are very important in that they define $d(k,T)$ recursively - provided that $d(j,\tau) : j = 1, 2, \ldots, M$ are known, $d(k,\gamma_k + \tau) : k = 1, 2, \ldots, M$ can be computed accordingly.

\textbf{Proposition 7.} For a given $\eta$ and the corresponding thresholds $\{\gamma_k : k = 1, 2, \ldots, M\}$ associated with the $M$ evolution branches, the average number of times that a sensor is sampled per slot

$$
d = \frac{\text{det}(B_M)}{\text{det}(B)}.
$$

where the matrices $B_M$ and $B$ are given by

$$
B_M = \begin{bmatrix}
\pi_{1,\gamma_1}[1-1] & \pi_{1,\gamma_2}[1-2] & \ldots & \pi_{1,\gamma_M}[M-1-1] \\
\pi_{2,\gamma_1}[1-1] & \pi_{2,\gamma_2}[1-2] & \ldots & \pi_{2,\gamma_M}[M-1-1] \\
\ldots & \ldots & \ldots & \ldots \\
\pi_{M,\gamma_1}[M-1-1] & \pi_{M,\gamma_2}[M-2-1] & \ldots & \pi_{M,\gamma_M}[M-1-1]
\end{bmatrix},
$$

and

$$
B = \begin{bmatrix}
\pi_{1,\gamma_1}[1-1] & \pi_{1,\gamma_2}[1-2] & \ldots & \pi_{1,\gamma_M}[M-1-1] \\
\pi_{2,\gamma_1}[1-1] & \pi_{2,\gamma_2}[1-2] & \ldots & \pi_{2,\gamma_M}[M-1-1] \\
\ldots & \ldots & \ldots & \ldots \\
\pi_{M,\gamma_1}[M-1-1] & \pi_{M,\gamma_2}[M-2-1] & \ldots & \pi_{M,\gamma_M}[M-1-1]
\end{bmatrix}.
$$

\textbf{Proof.} For different starting state $k = 1, 2, \ldots, M$, $d = d(k,\tau)/\tau$ converges to the same value because the average number of times that a sensor is sampled per slot is irrelevant to the initial state that the sampling trajectory starts with.

Let $\lim_{T \to \infty} \frac{d(k,T)}{T} = \alpha$, we have

$$
d(k,T) = \alpha T + b(k),
$$

where $\{b(k)\}$ are constants for different $k = 1, 2, \ldots, M$. Notice that our target value $d = \lim_{T \to \infty} \frac{d(k,T)}{T} = \alpha$. Our aim is then to derive $\alpha$.

Substituting (26) into (24) gives us

$$
\begin{bmatrix}
\alpha(\gamma_1+1)+b(1) \\
\alpha(\gamma_2+1)+b(2) \\
\vdots \\
\alpha(\gamma_M+1)+b(M)
\end{bmatrix} = \begin{bmatrix}
\frac{1}{2} \\
\frac{1}{2} \\
\vdots \\
\frac{1}{2}
\end{bmatrix} \begin{bmatrix}
\alpha(\gamma_1+1)+b(1) \\
\alpha(\gamma_2+1)+b(2) \\
\vdots \\
\alpha(\gamma_M+1)+b(M)
\end{bmatrix} = \alpha \begin{bmatrix}
\frac{1}{2} \\
\frac{1}{2} \\
\vdots \\
\frac{1}{2}
\end{bmatrix} \begin{bmatrix}
\alpha(\gamma_1+1)+b(1) \\
\alpha(\gamma_2+1)+b(2) \\
\vdots \\
\alpha(\gamma_M+1)+b(M)
\end{bmatrix}.
$$
After some manipulations, we have
\[
\begin{pmatrix}
\ldots & \pi_{1,1} \gamma_1 & \ldots \\
\ldots & \pi_{2,1} \gamma_2 & \ldots \\
\ldots & \pi_{M,1} \gamma_M & \ldots
\end{pmatrix} = \text{eye}(M)
\begin{pmatrix}
b(1) \\
b(2) \\
b(M)
\end{pmatrix} =
\begin{pmatrix}
\alpha \gamma_1 - 1 \\
\alpha \gamma_2 - 1 \\
\alpha \gamma_M - 1
\end{pmatrix},
\] (27)
where \(\text{eye}(M)\) denotes a unit matrix of size \(M \times M\). We can then derive \(\alpha\) by finding a particular solution of (27). Let \(b(M) = 0\), we have
\[
\begin{pmatrix}
\pi_{1,1} \gamma_1 & \ldots & \pi_{1,M} \gamma_M \\
\pi_{2,1} \gamma_2 & \ldots & \pi_{2,M} \gamma_M \\
\ldots & \ldots & \ldots \\
\pi_{M,1} \gamma_1 & \ldots & \pi_{M,M} \gamma_M
\end{pmatrix} =
\begin{pmatrix}
b(1) \\
b(2) \\
\ldots \\
b(M)
\end{pmatrix} =
\begin{pmatrix}
\alpha \gamma_1 - 1 \\
\alpha \gamma_2 - 1 \\
\ldots \\
\alpha \gamma_M - 1
\end{pmatrix},
\]
The \(d\) in (23) then follows from the Cramer’s rule.

2) Finding the optimal \(\eta^*\): Given any \(\eta\), we can compute the \(\bar{d}\) for each sensor following (25). As specified in Theorem 5 if the steady-state expected AoI of a sensor is larger than or equal to \(\eta\) (i.e., \(0 \leq \eta \leq \bar{h}\)), the AP will never sample this sensor at some point in time (i.e., \(\gamma_k = \infty\) and \(d = 0\)). This means, in terms of satisfying the constraint (20), we only need to consider the sensors whose steady-state expected AoI is smaller than the \(\eta\), because the \(d\) of other sensors are zero (they will never be sampled by the AP).

In light of this, we sort the \(N\) sensors so that sensors with larger indexes have larger steady-state expected AoI. Given a constant \(\eta\), we compute the \(\bar{d}\) for each sensor following (25), and denote them by \(\{\bar{d}_1(\eta), \bar{d}_2(\eta), \ldots, \bar{d}_N(\eta)\}\). The set of sensors that can be sampled by the AP is \(\{n : \bar{h}_n < \eta\}\).

The optimal \(\eta^*\) is then found by
\[
\eta^* = \arg \min_\eta \left\{ \bar{d}(\eta) - 1 \right\}.
\]
(29)

That is, given an \(\eta\), we first calculate \(\bar{d}(\eta)\) following (23), i.e., the sum of \(\bar{d}_n(\eta)\) for sensors whose steady-state expected AoI is smaller than the \(\eta\). As per (20), we have to find the \(\eta^*\) that yields \(\bar{d}(\eta^*) = 1\). A caveat here is that such \(\eta^*\) may not exist. Thus, we choose the \(\eta^*\) to minimize the difference between \(\bar{d}(\eta)\) and 1. This gives us (29).

3) Compute \(R_n(T), \bar{R}_n\), and \(J(\bar{\mu}')\) for the relaxed greedy policy: In steps 1 and 2, we have determined the optimal \(\eta^*\) and the set of sensors that can be sampled by the AP, i.e., \(\{n : \bar{h}_n < \eta^*\}\). For each sensor in this set, \(R(T)\) (i.e., the sum of the expected AoI obtained from a sensor in \(T\) slots, the subscript \(n\) is omitted) can be computed by the following recurrence relation. Considering a sampling trajectory of one sensor, for \(\tau \in [1, \infty)\),
\[
\begin{pmatrix}
R(1, \gamma_1 + \tau) \\
R(2, \gamma_2 + \tau) \\
\ldots
\end{pmatrix} =
\begin{pmatrix}
\bar{A}_{1,1} \gamma_1 & \ldots & \bar{A}_{1,M} \gamma_M \\
\bar{A}_{2,1} \gamma_2 & \ldots & \bar{A}_{2,M} \gamma_M \\
\ldots & \ldots & \ldots
\end{pmatrix}
\begin{pmatrix}
R(1, \tau) \\
R(2, \tau) \\
\ldots
\end{pmatrix},
\]
(30)
where we have added index \(k\) onto \(R(T)\) to denote that the sampling trajectory starts from \(\pi^0 = k\). This relation is derived in a similar fashion to (24). Suppose the AoI of the sensor is initialized to \(a^0 = k\) at the end of slot \(t = 0\), and the belief state of the sensor is initialized to \(\pi^0 = e_k\) at the AP. For the optimal \(\eta^*\), we can compute the optimal threshold \(\gamma_k^*\) for the \(k\)-th evolution branch. The AP will sample the sensor at \(T = \gamma_k^*\), thus we have
\[
R(k, T) = 0, \quad T \in (0, \gamma_k^* - 1], \quad R(k, \gamma_k^*) = \bar{A}_{k, \gamma_k^*},
\]
where \(\bar{A}_{k, \gamma_k^*}\) is the expected AoI obtained at slot \(T = \gamma_k^*\). The belief state then evolves back to one of the \(M\) initial belief states \(\pi_{1,j}, j = 1, 2, \ldots, M\) with probability \(\pi_{k, \gamma_k^*}[j]\). Eq. (30) thus follows.

Proposition 8. For the optimal \(\eta\) and the corresponding thresholds \(\{\gamma_k^* : k = 1, 2, \ldots, M\}\) associated with the \(M\) evolution branches, the average AoI that can be obtained from a sensor per slot
\[
\bar{R} = \frac{\det(B_M^*)}{\det(B^*)},
\]
where the matrices \(B_M^*\) and \(B^*\) are given by
\[
B_M^* = \begin{pmatrix}
\pi_{1,1} \gamma_1 & \ldots & \pi_{1,M}\gamma_M & \bar{A}_{1,1} - \gamma_1 \\
\pi_{2,1} \gamma_2 & \ldots & \pi_{2,M} \gamma_M & \bar{A}_{2,1} - \gamma_2 \\
\ldots & \ldots & \ldots & \ldots \\
\pi_{M,1} \gamma_1 & \ldots & \pi_{M,M}\gamma_M & \bar{A}_{M,1} - \gamma_M
\end{pmatrix},
\]
\[
B^* = \begin{pmatrix}
\pi_{1,1} \gamma_1 & \ldots & \pi_{1,M}\gamma_M & \gamma_1 \\
\pi_{2,1} \gamma_2 & \ldots & \pi_{2,M} \gamma_M & \gamma_2 \\
\ldots & \ldots & \ldots & \ldots \\
\pi_{M,1} \gamma_1 & \ldots & \pi_{M,M}\gamma_M & \gamma_M
\end{pmatrix},
\]
Finally, the performance of the relaxed greedy policy, i.e., the average sampled AoI, is given by the sum of \(\bar{R}\) for the sensors in the set \(\{n : \bar{h}_n < \eta^*\}\):
\[
J(\bar{\mu}') = \frac{1}{\bar{d}(\eta^*)} \sup_{\{n : \bar{h}_n < \eta^*\}} \bar{R}_n,
\]
(31)
where the constant \(\frac{1}{\bar{d}(\eta^*)}\) is a correction term coming from (28) as \(\bar{d}(\eta^*)\) may not be exactly 1.

VI. LOWER AND UPPER BOUNDS TO THE RELAXED GREEDY POLICY

Before presenting the numerical and simulation results, we derive in this section lower and upper bounds to the average AoI sampled per slot of the relaxed greedy policy. Let us start from a symmetric setup where the error probabilities of sensors are the same.

Theorem 9 (lower and upper bounds in symmetric networks). In a symmetric network where the error probabilities of sensors \(p_1 = p_2 = \ldots = p_N = p\), the average sampled AoI of the relaxed greedy policy is bounded by \(L_B^* \leq J(\bar{\mu}') \leq U_B^*\), where
\[
L_B^* = \frac{1 - p^{M+1}}{1 - p} + (1 + 2p - \zeta - p^{M-1})p^{M+1},
\]
\[
U_B^* = \frac{1 - p^{M+\zeta}}{1 - p} - \zeta p^{M+1},
\]
and $\zeta = \frac{1 - p^{M-1}}{1 - p}$, provided that the number of sensors in the network $N \geq 1 + (M - 2)p^2$.

Proof. See Appendix B.

Theorem 9 bounds the performance of the relaxed greedy policy in a symmetric setting. In the general asymmetric setting, bounding the performance of the relaxed greedy policy turns out to be a nontrivial task. In the following, we shall present a universal lower bound to the average sampled AoI in (3). In particular, by "universal," we mean that the bound is not tailored for the relaxed greedy policy, but for any possible sampling policies $\mu$ at the AP.

**Theorem 10 (universal lower bound).** A universal lower bound to (3) for any policy $\mu$ is given by

$$L_B = \sum_{n=1}^{N} \left[ \frac{1}{q_n} \left( p^{L^*_n} - p^{L^*_n-1} \right) + q_n \omega^* p^{L^*_n-1} \right],$$

where

$$L^* = \inf_L \left\{ L : \sum_{n=1}^{N} (1 - p^n) \geq 1 \right\},$$

$$\omega^* = \inf_\omega \left\{ \omega : \sum_{n=1}^{N} [1 - \omega p^{L_n^*} - (1 - \omega)p^{L_n^*-1}] \geq 1 \right\}.$$ 

Proof. See Appendix C.

**Corollary 11.** In the symmetric setting where $p_1 = p_2 = \ldots = p_N = p$, the $L^*$ and $\omega^*$ in the lower bound (32) are given by

$$L^* = \left\lceil \log_p \left( \frac{1}{1 - \frac{1}{N}} \right) \right\rceil, \quad \omega^* = \frac{p^{L^*_n-1} + \frac{1}{N} - 1}{p^{L^*_n-1} - 1}.$$ 

Proof. See Appendix C.

Next, we investigate random sampling as an upper bound to the greedy policy.

**Definition 7 (random sampling).** A random sampling policy instructs the AP to randomly sample the sensors, regardless of the belief state $\bar{I}_t$.

Proposition 12 below characterizes the average AoI received by the AP per time slot when operated with the random policy. We then prove in Theorem 13 that random sampling is an upper bound to the relaxed greedy policy. The gap between random sampling and the relaxed greedy policy is quantified in Corollary 14 considering the symmetric network setup.

**Proposition 12 (Performance of random sampling).** With the random sampling policy, the average sampled AoI over the infinite horizon is given by

$$J_{\text{random}} = \frac{1}{N} \sum_{n=1}^{N} \frac{1 - p^n}{1 - p}.$$ 

In the symmetric setting where $p_1 = p_2 = \ldots = p_N = p$, let $M \to \infty$, we have $J_{\text{random}} \to 1/p$.

Proof. The random sampling policy samples each sensor with probability $1/N$ in each slot. The average sampled AoI over the infinite horizon $J_{\text{random}}$ can then be written as $J_{\text{random}} = \frac{1}{N} \sum_{n=1}^{N} \bar{R}_n$, where $\bar{R}_n$ is the average sampled AoI from the $n$-th sensor.

For each sensor, the dynamic of the AoI is governed by the MC in Fig. 2. The steady-state distribution of the MC, denoted by $h_n$, is a left eigenvector (corresponding to eigenvalue one) of the stochastic matrix $T_n$, giving $h_n \mathbf{T} = h_n$. For the transition matrix $T_n$ in (3), solving $h_n \mathbf{T} = h_n$ gives us $h_n = [q_n, q_n p_n, q_n p_n^2, \ldots, q_n p_n^{M-2}, p_n^{M-1}]$. The expected AoI sampled from the $n$-th sensor is then $\bar{R}_n = \sum_{k=1}^{M-1} k q_n p_n^{k-1} + M p_n^{M-1} = \frac{1 - p^n}{1 - p}$. Substituting $\bar{R}_n$ into $J_{\text{random}}$ gives us (33).

**Theorem 13.** The relaxed greedy policy is strictly better than random sampling: $J(\hat{\mu}) < J_{\text{random}}$.

Proof. See Appendix D.

**Corollary 14.** In the symmetric settings where $p_1 = p_2 = \ldots = p_N = p$, the gap between random sampling and the relaxed greedy policy is bounded by

$$\frac{p^M - \zeta - p^M}{1 - p} + \zeta p^{M+1} \leq J_{\text{random}} - J(\hat{\mu}) \leq \frac{p^{M+1} - p^M}{1 - p} - (1 + 2p - \zeta - p^{M-1})p^{M+1}. \quad (34)$$

Proof. Corollary 14 follows directly from Theorem 9 and Proposition 12.

VII. NUMERICAL AND SIMULATION RESULTS

This section presents the numerical and simulation results to compare the performance of the relaxed greedy policy and the greedy policy. Throughout this section, a large $M = 100$ is set to avoid the impact of AoI truncation. We shall consider four system settings to verify the approximation of the relaxed greedy policy to the greedy policy. 1) A symmetric network with equal error probabilities $\{p_n\}$. Such a setting can be mapped to scenarios where the sensors are deployed in a homogeneous environment, e.g., underwater (to test the water quality) or desert (to monitor dust storms). 2) An asymmetric network with deterministic error probabilities. 3) An asymmetric network with random error probabilities sampled from uniform distributions. 4) An asymmetric network with random error probabilities sampled from Gaussian distributions. Sensors with randomly-distributed error probabilities can be mapped to scenarios where there are a vast number of sensors. For example, when deployed in an area to monitor the state of a target, the qualities of the sensing channels, and hence the error probabilities, are determined by the distances from the sensors to the target. When the number of sensors is large, in general we can assume the error probabilities follow a Gaussian distribution.

Let us start from the symmetric network setting wherein the sensing channels of the $N$ sensors are equally good, i.e., the error probabilities $p_1 = p_2 = \ldots = p_N = p$. Fig. 4 presents the expected AoI sampled per slot versus $p$ for the random policy, the greedy policy, and the relaxed greedy policy, respectively. The lower and upper bounds of the relaxed greedy policy, as derived in Theorem 9 are also plotted. The number of sensors in the network $N = 4$. 
As can be seen, 1) The expected AoI attained by the random policy is consistent with the analytical results. The performance gap between the random policy and the greedy policy increases as $p$ increases. When $p = 0.9$, the AoI gap is about 3.8. 2) For the relaxed greedy policy, our analytical result matches the simulation results as the two curves coincide with each other. 3) The relaxed greedy policy approximates the greedy policy very well. The gap between the two performance curves is negligible.

Next, we consider asymmetric networks where the qualities of the $N$ sensing channels vary and we have a set of error probabilities $\{p_n : n = 1, 2, ..., N\}$. In particular, the set of error probabilities can be deterministic or random.

For the case of deterministic error probabilities, we follow two rules to set $\{p_n : n = 1, 2, ..., N\}$: 1) the mean of the set of $p_n$ is fixed to 0.5; 2) all the $p_n$ are equally spaced. As such, $p_n = 0.5 + (n - 8)p'N^{-1}$, $n = 1, 2, ..., N$, where the constant $p'$ is the span of $\{p_n\}$, i.e., $p' = \max p_n - \min p_n$.

The numerical and simulation results presented in Fig. 7 yield the following observations:

1) With the increase of $p'$, the performance of the random policy deteriorates. This matches our intuition because a larger $p'$ means more dispersed error probabilities, in which case the random sampling policy performs worse.
2) The approximation of the relaxed greedy policy to the greedy policy is accurate. The two curves coincide with each other.
3) With the increase of $p'$, the performance of the greedy policy improves. This is because half of the sensing channels get better as $p'$ increases, while the other half gets worse. With the greedy policy, AP samples the sensor with the minimum expected AoI in each slot. Therefore, the performance of the greedy policy is dominated by the better channels. This explains the performance improvement of the greedy policy.

For the case of random error probabilities, we assume the set of $\{p_n : n = 1, 2, ..., N\}$ is sampled from a uniform distribution or a Gaussian distribution in an i.i.d. manner. For each policy, the expected-AoI performance is averaged over a large number of realizations of the distribution.

In Fig. 8 the set of error probabilities $\{p_n\}$ are sampled uniformly from the interval $[1/2 - p'/2, 1/2 + p'/2]$ (that is, $p'$ is the width of the interval). The expected AoI per slot versus $p'$ curves for different policies are plotted in Fig. 8 where the number of sensors $N = 4, 8, 12$.

A first observation is that the performance of the random policy is irrelevant to the number of sensors $N$. This can be understood from (33). Specifically, when the error probabilities are sampled from a distribution $\varphi(x)$, we have

\[
J_{\text{random}} = \mathbb{E}_{p_n \sim \varphi(x)} \left[ \frac{1}{N} \sum_{n=1}^{N} \frac{1 - p_n^M}{1 - p_n} \right]
\]

where (a) follows because $\{p_n\}$ are sampled in an i.i.d. manner. Eq. (35) verified that $J_{\text{random}}$ is irrelevant to the number of sensors $N$. Furthermore, when $\varphi(x)$ is a uniform distribution in $[1/2 - p'/2, 1/2 + p'/2]$, we have

\[
J_{\text{random}} = \mathbb{E}_{p_n \sim \varphi(x)} \left[ \frac{1}{1 - p_n} \right] = \frac{1}{p'} \ln \left( \frac{1 + p'}{1 - p'} \right).
\]

This exactly matches the simulation results in Fig. 8.

The second observation from Fig. 8 is that the performance of the greedy policy improves with the increase of the number of sensors.

This implies that more sensors yield better performance in monitoring, but can also lead to a low sensor utilization rate since the performance is often dominated by the better channels. An interesting topic that is worth further study is the optimal number of sensors that strikes the best tradeoff between the average sampled AoI and the sensor utilization rate.
of sensors. This can be easily understood since the performance of the greedy policy is dominated by the better channels – the more sensors there are, the higher the probability that a better channel (with lower error probability) is sampled from the uniform distribution. Moreover, the relaxed greedy policy approximates the greedy policy very well. The maximum gap between the two policies is only 1.75%, as shown in Fig. 8.

Finally, we repeat our simulations in Fig. 8 but sample the error probabilities \( \{p_n\} \) from a Gaussian distribution with mean 1/2 and standard deviation \( \sigma \). The performance comparisons among different policies are irrelevant to the number of sensors \( N \) if the error probabilities are sampled in an i.i.d. manner. This is verified in Fig. 9. For the relaxed greedy policy, our analytical results match the simulation results very well. Further, the maximum gap between the greedy and the relaxed greedy policies is only 1.6% – the relaxed greedy policy is thus an excellent approximation to the greedy policy.

VIII. CONCLUSION

Restless multi-armed bandit (RMAB) problems with partially observable arms are open problems due to the polynomial space (PSPACE) hardness of the partially observable Markov decision process (POMDP). This paper explored the greedy policy to solve this class of problems in the context of minimum-age scheduling. 

In the minimum-age scheduling problem considered, an access point (AP) monitors the state of an object via a set of sensors. The ages of the sensed information (AoI) at different sensors vary and are unknown to the AP unless the AP samples them. Time is divided into slots. At any slot, the AP queries/samples one sensor to collect the most updated state information about the object. In particular, the sampling decision can only be made based on a sequence of past sampling decisions and AoI observations. The sampling process associated with each sensor is thus a POMDP with two possible actions “sample” and “rest”. At any one time, only one action can be “sample” and the other actions are “rest”. In general, the goal is to minimize the average sampled AoI over an infinite time horizon.

The greedy policy is the policy that attempts to minimize the average sampled AoI in the next immediate step rather than the average sampled AoI over an infinite time horizon. With the greedy policy, the AP compares the expected AoI that can be obtained from each sensor at a decision epoch and samples the sensor that yields the minimum expected AoI. Our goal in this paper was to analyze the averaged sampled AoI over an infinite horizon for the greedy policy.

The underpinning of our analysis was a relaxed greedy policy constructed to approximate the performance of the greedy policy. In each slot, the relaxed greedy policy instructs the AP to sample the sensors whose expected AoI is less than a constant, and the constant was chosen so that the AP samples one sensor per slot on average.

With the relaxed greedy policy, the RMAB is decoupled since the sampling process of each sensor is independent of the others. In particular, the decoupled problem of sampling a single sensor can be modeled as a POMDP with two possible actions – sample or rest. Dissecting the inner structure of the POMDP gave us the average sampled AoI from the sensor, and finally, the performance of the relaxed greedy policy is a sum of the average sampled AoI from all sensors. Numerical and simulation results validated that the relaxed greedy policy is an excellent approximation to the greedy policy in terms of the expected AoI sampled over an infinite horizon.

APPENDIX A

Proof (sketch) For the POMDP associated with a single sensor, the evolution of the expected AoI follows Proposition 3. For each evolution path, \( \gamma_k \) is given by 15. Let us first exclude the trivial case where \( \eta \) is larger than the initial expected AoI of the \( M \)-th evolution branch, i.e., \( \eta > \bar{A}_{M,1} = q + M \rho \). This case is trivial because \( \bar{A}_{M,1} \) is the largest expected AoI that can be obtained among all belief states. If \( \eta > \bar{A}_{M,1} \), we have \( \eta > \bar{A}_{k,1}, \forall k \), hence \( \gamma_k = 1, \forall k \).

Next, we focus on \( \eta : h < \eta \leq \bar{A}_{M,1} \). For the \( k \)-th evolution path,

1) Consider \( \{ k : \bar{A}_{k,1} = q + \min\{ k+1, M \} \rho < \eta \} \). The sensor is sampled at the initial state in this case, thus \( \gamma_k = 1, \forall k : \bar{A}_{k,1} < \eta \).

2) Consider \( \{ k : \bar{A}_{k,1} \geq \eta, k \leq \frac{1}{1-\rho} \} \). As per Theorem 3 if \( k \leq \frac{1}{1-\rho} \), the expected \( \bar{A}_{k,1} \) first increases monotonically to \( \bar{A}_{k, M-k} \) (the first phase), and then decreases monotonically.
to $\bar{A}_{k,M-1} = \bar{h}$ (the second phase). Since $\bar{A}_{k,1} \geq \eta$, all the expected AoI in the first phase is larger than $\eta$, and the AP can only sample the sensor in the second phase. Let

$$\bar{A}_{k,x_1} = \frac{1 - p^{x_1}}{1 - p} - p^{x_1} x_1 + p^{x_1} M = \eta,$$

we have

$$x_1 = \frac{1}{\ln p} W_0 \left( \psi(\eta) p^{\psi(M)} \ln p \right) - \psi(M),$$

where $\psi(x) = \frac{1}{1 - p} - x$ and $W_0(x)$ is the principal function of a Lambert W function. As shown in Fig. 10 a Lambert W function $W(z)$ has two branches $W_0(z)$ and $W_1(z)$ for real input $z$. Our region of interest is the principal branch. Thus, $\gamma_k = [x_1]$, $\forall k : \bar{A}_{k,1} \geq \eta, k \leq \frac{1}{1 - p}$.

3) Consider $\{k : \bar{A}_{k,1} \geq \eta, k > \frac{1}{1 - p}\}$. As per Theorem 3, if $k > \frac{1 - p}{p} \bar{A}_{k,1}$ decreases monotonically to $\bar{A}_{k,M-1} = \bar{h}$ in both the first phase and the second phase, the AP can sample the sensor in either phase. If the AP sample the sensor in the first phase $(i + k \leq M)$, we must have $\eta > \bar{A}_{k,M-k-1} = \frac{1 - p^{M-k-1} - p^{M-k-1}}{1 - p} + k p^{M-k-1}$.

Let $\bar{A}_{k,x_2} = \frac{1 - p^{x_2}}{1 - p} + k p^{x_2} = \eta$, we have $x_2 = \log_p \left( \frac{1 - \eta(1 - p)}{1 - k(1 - p)} \right)$, and hence

$$\gamma_k = [x_2], \forall k : \bar{A}_{k,1} \geq \eta, k > \frac{1}{1 - p}, \bar{A}_{k,M-k-1} = \eta.$$ (38)

On the other hand, if the AP sample the sensor in the second phase $(i + k > M)$, we have $\eta < \bar{A}_{k,M-k-1}$. In this case, the threshold can be derived as (39) and (37), giving

$$\gamma_k = [x_1], \forall k : \bar{A}_{k,1} \geq \eta, k > \frac{1}{1 - p}, \bar{A}_{k,M-k-1} > \eta.$$ (39)

Then, we consider the case where $\eta$ is smaller than or equal to the steady-state expected AoI, i.e., $\eta < \bar{h} = \frac{p^{M-k}}{1 - p}$. For the evolution branches whose initial states $\bar{A}_{k,1} > \eta$, the AP would never sample the sensor. As a result, $\gamma_k = \infty$. If $\bar{A}_{k,1} < \eta$, the AP can sample the sensor in the first phase $(i + k \leq M)$ according to Proposition 2. The threshold is given by (30), i.e.,

$$\gamma_k = \left[ \log_p \left( \frac{1 - \eta(1 - p)}{1 - k(1 - p)} \right) \right].$$

In actuality, if $\eta$ is smaller than or equal to the steady-state expected AoI, the AP would never sample the sensor again if at some point the AP samples an AoI $k' \in \{k' : \bar{A}_{k',1} \geq \eta\}$ because $\gamma_k' = \infty$.

Overall, we conclude that there are four kinds of thresholds for different evolution branches.

1) $\gamma = 1$, where the AP samples the sensor in the initial state with expected AoI $\bar{A}_{k,1}$. This happens when $\{\eta > \bar{A}_{M,1}\}$ or $\{\eta < \bar{h}, \bar{A}_{k,1} < \eta\}$.

2) $\gamma = [x_2]$, where the AP samples the sensor in the first phase of the evolution. This happens when $\{\bar{h} < \eta \leq \bar{A}_{M,1}, \bar{A}_{k,1} \geq \eta\}$ or $\{0 \leq \eta \leq \bar{h}, \bar{A}_{k,1} < \eta\}$.

3) $\gamma = [x_1]$, where the AP samples the sensor in the second phase of the evolution. This happens when $\{\bar{A}_{k,1} \geq \eta, k \leq \frac{1}{1 - p}\}$ or $\{\bar{A}_{k,1} \geq \eta, k > \frac{1 - p}{p}, \bar{A}_{k,M-k-1} > \eta\}$.

4) $\gamma = \infty$, where the AP will never sample the sensor. This happens when $\{0 \leq \eta \leq \bar{h}, \bar{A}_{k,1} \geq \eta\}$.

**APPENDIX B**

This appendix proves Theorem 9. Consider a randomly deployed wireless sensor network with $N$ sensors, as shown in Fig. 11. The error probabilities of the sensors are $p = \{p_n : n = 1, 2, ..., N\}$. When operated with the relaxed greedy policy, a sensor is sampled by the AP if its expected AoI is smaller than a constant $\eta$. According to Theorem 5, for the $n$-th sensor, if $\eta$ is smaller than or equal to its steady-state average AoI, i.e., $0 \leq \eta \leq \bar{h}_n = \frac{1 - p^M}{1 - p}$, the AP would stop sampling the sensor at some point in time. Thus, we only need to focus on the sensors whose steady-state average AoI is smaller than $\eta$, i.e., $\eta > \bar{h}_n$, and let $\eta = \bar{h}_n + \delta_n$.

Consider a long sample path of $T$ slots. In the sampling process, we focus on a specific sensor with error probability $p_n$ and analyze the average AoI sample from it (for brevity, the subscript $n$ is omitted in the following). According to Lemma 2, the belief states in the $k$-th evolution branch evolve as $\pi_{k,i} = [\gamma, q\lambda, q\lambda^2, ..., q\lambda^{i-1}, 0, ..., 0, q\lambda, 0, ..., 0]$ for $i = 1, 2, 3, ..., M - 1$. Each evolution branch has a lifespan of $\kappa_k$ slots, i.e., the threshold $\gamma_k$ defined in Theorem 5.

For this sensor, we denote the average number of times it is sampled per slot by $d(p, \eta)$; the average AoI sampled per slot by $R(p, \eta)$; and the average AoI obtained per sample by $R'(p, \eta)$ where

$$R'(p, \eta) = \frac{R(p, \eta)}{d(p, \eta)},$$

(39) We further denote by $\lambda_z$ the number of the slots that an AoI of $z$ is sampled from the considered sensor in $T$ slots. Then, whenever the sensor is sampled, the probability that the sampled AoI is $z$ is defined as

$$\phi[z] = \lim_{T \to \infty} \frac{\lambda_z}{T d(p, \eta)}.$$

(40) Given $\lambda_z$ and $\phi[z]$, we can write $R(p, \eta)$ and $d(p, \eta)$ as

$$R(p, \eta) = \lim_{T \to \infty} \frac{1}{T} \sum_{z=1}^{M} \lambda_z, \quad d(p, \eta) = \frac{1}{\sum_{z=1}^{M} \phi[z] \gamma_z},$$

(41) where $\gamma_k$ follows because $\sum_{z=1}^{M} \phi[z] d(p, \eta) T \gamma_z = T$. Given the above definitions, we first prove a few useful results.

**Lemma 15.** For the relaxed Greedy Policy, the average sampled AoI

$$J(\hat{\phi}) = \frac{\sum_{i=1}^{N} R(p_i, \eta)}{\sum_{i=1}^{N} d(p_i, \eta)}.$$

(42) Proof. Eq. (42) follows directly from the definitions.

**Lemma 16.** For each sensor, if the thresholds of first $k$ evolution branches $\gamma_1 = \gamma_2 = \gamma_k = 1$, we have $\phi[z] \geq q\lambda^{z-1}$, $\forall z \in [1, k+1]$.

Proof. We prove Lemma 16 by induction. Suppose a sensor is sampled in slot $t$ and let the sampled AoI be $i$. Then the
sensor will be sampled again in slot $t + \gamma_i$, the corresponding belief state is $\pi_{i, \gamma_i}$.

From Lemma 3, we know that $\pi_{i, \gamma_i}[1] = q$, $\forall i$. This means, whenever we sample, the probability that the sampled AoI is 1 is $q$. That is,

$$\phi[z = 1] = q \geq qp^{z-1}.$$ 

Next, we assume $\phi[z] \geq qp^{z-1}$ holds for $z \in [1, k]$ and prove $\phi[k + 1] \geq qp^k$.

Since $\gamma_k = 1$, we have $\pi_{k, \gamma_k}[i] = \pi_{k, 1}[i] = p$. This yields $\phi[k + 1] \geq p\phi[k] \geq p \cdot qp^{k-1} \geq qp^k$.

The lemma is proved.

**Lemma 17.** For any sensor, the average AoI obtained per sample $R'(p, \eta) \leq \bar{h}$.

**Proof.** We prove Theorem 17 by contradiction. Suppose $R'(p, \eta) > \bar{h}$. We will prove that this leads to $\gamma_1 = \gamma_2 = ... = \gamma_M = 1$, and hence, $R'(p, \eta) = \bar{h}$.

As in Proposition 3, we define $A_{\bar{h}}, i = \sum_{j=1}^{M} j \pi_{k, i}[j]$. At the beginning of the evolution branches, we have $i = 1$ and $A_{\bar{h}}, 1 = 1 + kp$.

For the first branch $k = 1$, it is easy to verify that $A_{\bar{h}}, 1 = 1 + p \leq \bar{h} \leq \eta$. This implies that $\gamma_1 = 1$. For any $k \in [1, M - 2]$, we show that if $\gamma_1 = \gamma_2 = ... = \gamma_{k-1} = 1$, then $\gamma_{k+1} = 1$.

From Lemma 16, we know $\phi[i] \geq qp^{i-1}, \forall i \in [1, k + 1]$. Thus, we can assume $\phi[i] = qp^{i-1} + \delta_i$, where $\delta_i \geq 0$. The average AoI obtained per sample can then be upper bounded by

$$R'(p, \eta) \leq \sum_{i=1}^{k} (1 + ip)\phi[i] + \eta \left(1 - \sum_{i=1}^{k} \phi[i]\right). \tag{43}$$

This follows because 1) for the first $k$ branches, $\gamma_1 = \gamma_2 = ... = \gamma_k = 1$, and hence, the average AoI is $1 + ip$; 2) for the rest $M - k$ branches, the average AoI obtained per sample must be smaller than $\eta$.

The right-hand side (RHS) of (43) can be further refined as

$$\sum_{i=1}^{k} (1 + ip)\phi[i] + \eta \left(1 - \sum_{i=1}^{k} \phi[i]\right)$$

$$= \sum_{i=1}^{k} (1 + ip)qp^{i-1} + p^i\eta + \sum_{i=1}^{k} (1 + ip - \eta)\delta_i$$

$$\leq \sum_{i=1}^{k} (1 + ip)qp^{i-1} + p^i\eta,$$

We then have

$$1 - p^M \quad 1 - p \quad \bar{h} < R'(p, \eta) \leq \sum_{i=1}^{k} (1 + ip)qp^{i-1} + p^i\eta.$$ 

This yields $\eta > 1 + (1 + kp)p$, that is, $\gamma_{k+1} = 1$. Overall, we have $\gamma_1 = \gamma_2 = ... = \gamma_{M-1} = 1$.

Finally, from Theorem 5, we have $\gamma_{M-1} = \gamma_M$, and hence, $\gamma_1 = \gamma_2 = ... = \gamma_M = 1$. This means $R'(p, \eta) = \bar{h}$, which contradicts the assumption $R'(p, \eta) > \bar{h}$. As a result, $R'(p, \eta) \leq \bar{h}$.

**Lemma 18.** For any sensor, the thresholds of the evolution branches $\gamma_1 = \gamma_2 = ... = \gamma_M = 1$, where $\zeta = \left[\frac{1 - p^M - 1}{1 - p}\right]$.

**Proof.** Lemma 18 follows from Theorem 5. In particular, $\gamma_M = 1$ if and only if

$$A_{\bar{h}, 1} \leq A_{\bar{h}, 2} \leq ... \leq A_{\bar{h}, 1} = 1 + \zeta p \leq \bar{h} = \frac{1 - p^M}{1 - p}.$$ 

Thus, $\zeta$ is at most $\left[\frac{1 - p^M - 1}{1 - p}\right]$. ■

Next, we bound the performance of the relaxed greedy policy under a symmetric network setup, wherein the error probabilities of all sensors are equal, i.e., $p_1 = ... = p_N = p$.

**Proposition 19.** In a symmetric network where $p_1 = p_2 = ... = p_N = p$, the constant $\eta^*$ of the relaxed greedy policy is $\eta^* = \bar{h} + \varepsilon$, where $\varepsilon \to 0$, if the number of sensors $N \geq 1 + (M - 2)p^2$, where $\zeta = \left[\frac{1 - p^M - 1}{1 - p}\right]$.

**Proof.** In order for a sensor to be persistently sampled by the AP, its steady-state average AoI $\bar{h}$ must be smaller than $\eta^*$ (see Theorem 5). Thus, in the symmetric case, we have $\eta^* > \bar{h}$ because no sensor would be sampled otherwise. Recall from Section V-B that $\eta^*$ is the largest $\eta$ so that the AP samples one sensor per slot on average. This implies that we only need to prove the following argument: when $\eta^* = \bar{h} + \varepsilon$ and $\varepsilon \to 0$, the average number of sensors being sampled per slot $\sum_{i=1}^{N} d(p, \eta) = N\bar{d}(p, \eta) \geq 1$.

For each node, we have from (41) and that

$$d(p, \eta) = \frac{1}{\sum_{k=1}^{M} \phi[k] \gamma_k} \geq \frac{1}{\sum_{k=1}^{M} \phi[k] + \sum_{k=\zeta + 1}^{M} \phi[k](M - 1)}, \tag{44}$$

where (a) follows from Lemma 13.

Then, from Lemma 16, we know $\phi[z] \geq qp^{z-1}, \forall z \in [1, k + 1]$, if $\gamma_1 = \gamma_2 = ... = \gamma_k = 1$. Let $\phi[z] = qp^{z-1} + \delta_z$, the RHS of (44) can be written as

$$\sum_{k=1}^{\zeta} (qp^{k-1} + \delta_k) + \left(1 - \sum_{k=1}^{\zeta} (qp^{k-1} + \delta_k)\right)(M - 1)$$

$$= \sum_{k=1}^{\zeta} qp^{k-1} + p^k(M - 1) + \sum_{k=1}^{\zeta} (2 - M)\delta_k$$

$$\geq \frac{1}{1 + p^2(M - 2)}.$$ 

Combining (44) and (45) gives us

$$\sum_{i=1}^{N} = Nd(p, \eta) \geq \frac{N}{1 + p^2(M - 2)}.$$ 

As a result, $\sum_{i=1}^{N} d(p, \eta) \geq 1$ holds if $N \geq 1 + (M - 2)p^2$.

In a symmetric network, the average sampled AoI of the relaxed greedy policy

$$J(\bar{\mu}) = \frac{\sum_{i=1}^{N} R(p, \eta)}{\sum_{i=1}^{N} d(p, \eta)} = \frac{R(p, \eta)}{d(p, \eta)} = R'(p, \eta).$$ 

Thus, we can focus on the sampling process of a single sensor to bound the average AoI obtained per sample $R'(p, \eta)$. ■
To derive the lower bound, we have

\[ J(\mu') = R'(p, \eta) \geq \sum_{i=1}^{\zeta} \phi[i] A_{1,i} + \sum_{i=\zeta+1}^{M} \phi[i] h \]

\[ = \sum_{i=1}^{\zeta} (qp^{i-1} + \delta_i)(1 + ip) + (qp^c + \delta_{\zeta+1}) \left(1 - \frac{p^M}{1 - p} \right) + \left(1 - \sum_{i=1}^{\zeta} qp^{i-1} \right) \]

\[ \frac{1 - p^M}{1 - p} + \sum_{i=1}^{\zeta} \delta_i \left(1 + ip - \frac{1 - p^M}{1 - p} \right) \]

\[ \sum_{i=1}^{\zeta} qp^{i-1} (1 + ip) + qp^c \left(1 - \frac{1 - p^M}{1 - p} \right) + \left(1 - \sum_{i=1}^{\zeta+1} qp^{i-1} \right) \]

\[ \frac{1 - p^M}{1 - p} + \sum_{i=2}^{\zeta} \delta_i \left(1 + 2p - \frac{1 - p^M}{1 - p} \right) \]

\[ \left(1 - \sum_{i=1}^{\zeta+1} qp^{i-1} \right) \]

\[ \frac{1 - p^M}{1 - p} + \left(1 + 2p - \zeta - p^{M-1} \right) \]

where (a) follows by setting \( \phi[z] = qp^{i-1} + \delta_z \), as in (45); (b) follows because \( \delta_1 = 0 \); and (c) follows from \( \sum_{i=1}^{\zeta+1} (qp^{i-1} + \delta_i) \leq 1 \), from which we have \( \sum_{i=2}^{\zeta} \delta_i \leq p^{c+1} \). As a result,

\[ \sum_{i=2}^{\zeta} \delta_i \leq p^{c+1} - \delta_{\zeta+1} \leq p^{c+1} \]

To derive the upper bound, we have

\[ J(\mu) = R'(p, \eta) \leq \sum_{i=1}^{\zeta} \phi[i] A_{1,i} + \sum_{i=\zeta+1}^{M} \phi[i] h \]

\[ = \sum_{i=1}^{\zeta} (qp^{i-1} + \delta_i)(1 + ip) + (1 - \sum_{i=1}^{\zeta} (qp^{i-1} + \delta_i)) \eta^* \]

\[ \leq \sum_{i=1}^{\zeta} (qp^{i-1} + \delta_i)(1 + ip) + p^c \eta^* = \frac{1 - p^M + \zeta}{1 - p} - \zeta p^{c+1} \]

A. The proactive Transmission Policy

For the system model considered in this paper, the sensors report the sensed data to the AP in a passive way. As described in Section II, the AP determines which sensor to transmit in the next slot and triggers the transmission by the beacon message. To construct the lower bound, we consider the sampling problem from a different angle: we let the sensors proactively transmit their sensed data if their data is fresh enough [46].

Definition 8 (proactive transmission policy). With the proactive transmission policy, a sensor 1) transmits the sensed information to the AP with probability 1 if the AoI is less than \( L \); 2) transmits its sensing data to the AP with probability \( \omega \) if the AoI equals \( L \); 3) does not transmit if the AoI is larger than \( L \).

In the following, we first derive the performance of the proactive transmission policy and then prove it is a lower bound to (4) under some constraints.

B. The Sampling Process of a Single Sensor

With the proactive transmission policy, the transmissions among different sensors are decoupled because a sensor decides to transmit or not based only on its own AoI. Therefore, we can simply consider the transmission process of a single sensor.

As shown in Fig. 2 for a single sensor, the transitions of AoI form a Markov Chain. Let us consider one evolution trajectory of the AoI that starts from the \( a_0 = 1 \), i.e., a sequence of AoI of this sensor in consecutive slots. In particular, we take the state 1 (i.e., AoI equals 1) as a reference point.

Over time, the evolution trajectory goes back to state 1 repeatedly. Let us call a subsequence of AoI that starts from state 1, ends with the state 1, and with no state in between a “cycle”. Then, the duration of a cycle (in terms of the number of slots), denoted by \( I \), is a random variable. Specifically, we have

\[ \Pr(I = 1) = p^{I-1}q, \quad I = 1, 2, 3, \ldots \]

where \( I \) is a realization of the random variable \( I \).

Given a cycle of length \( I \), we have the following results:

1) If \( I \leq M \), the AoI in this cycle increases from 1 to \( I \) monotonically (increased by 1 in every slot); If \( I > M \), the AoI in this cycle increases from 1 to \( M \) and then remains in state \( M \) until the cycle terminates.

2) The sensor transmits its sensed data to the AP only when the AoI is smaller than or equal to \( L \) (\( L \leq M \)). Thus, the number of transmissions in this cycle is

\[ c_s(I) = \begin{cases} I, & \text{if } I \leq L - 1, \\ L - 1 + \omega, & \text{if } I \geq L. \end{cases} \]

Note that the sensor transmits with probability \( \omega \) if the AoI equals \( L \).

3) The sum of AoI transmitted in this cycle is

\[ G_s(I) = \begin{cases} \frac{(I+1)I}{2}, & \text{if } I \leq L - 1, \\ \frac{(I-1)L}{2} + L\omega, & \text{if } I \geq L. \end{cases} \]
Note that if \( I > L \), there is no transmission, and the AoI \( I \) is not added to the above tally.

Suppose there are \( Q \) cycles in the evolution trajectory \((Q \to \infty)\). Then, we have

1) The total number of slots in the trajectory is
\[
T = \sum_{i=1}^{\infty} \Pr(\| = I)QI = \frac{Q}{q}.
\]
(49)

2) The total number of transmissions in the trajectory is
\[
c_{\text{all}} = \sum_{i=1}^{\infty} \Pr(\| = I)Qc_s(I)
\]
(50)
\[
= \sum_{i=1}^{L-1} p^{I-1} qQI + \sum_{i=L}^{\infty} p^{I-1} qQL(1 + \omega)
\]
\[
= Q \left\{ \frac{(L-1)p^L - Lp^{L-1} + 1}{q} + (L-1 + \omega)p^{L-1} \right\}.
\]

3) The total transmitted AoI in the trajectory is
\[
G_{\text{all}} = \sum_{i=1}^{\infty} \Pr(\| = I)QG_s(I)
\]
(51)
\[
= \sum_{i=1}^{L-1} p^{I-1} qQI + \sum_{i=L}^{\infty} p^{I-1} qQ \left( \frac{(L-1)L}{2} + L\omega \right)
\]
\[
= Q \left\{ \frac{(L-1)p^L - Lp^{L-1} + 1}{q^2} + \omega p^L \right\}.
\]

As a result, for a single sensor, the number of transmissions per slot is
\[
\frac{c_{\text{all}}}{T} = \frac{(L-1)p^L - Lp^{L-1} + 1 + (L-1 + \omega)qp^{L-1}}{1 - \omega p^L - (1 - \omega)p^{L-1}},
\]
and the average AoI transmitted per slot is
\[
\frac{G_{\text{all}}}{T} = \frac{(L-1)p^L - Lp^{L-1} + 1}{q} + \omega Lqp^{L-1}.
\]
(52)

### C. A Lower Bound to (4)

Given (54), the performance of the proactive transmission policy (i.e., the average AoI received by the AP per slot) is simply the sum of the average AoI transmitted from each sensor to the AP. Thus,
\[
J_{\text{pro}}(L, \omega) = \sum_{n=1}^{N} \left[ \frac{(L-1)p_n^L - Lp_n^{L-1} + 1}{q_n} + \omega Lqp_n^{L-1} \right].
\]
(53)

Meanwhile, the number of transmissions to the AP per slot is
\[
\sum_{n=1}^{N} [1 - \omega p_n^L - (1 - \omega)p_n^{L-1}] = \left\{ L, \omega : \sum_{n=1}^{N} [1 - \omega p_n^L - (1 - \omega)p_n^{L-1}] = 1 \right\}.
\]
(54)

Let
\[
f(L, \omega) = \sum_{n=1}^{N} [1 - \omega p_n^L - (1 - \omega)p_n^{L-1}].
\]

It is easy to show that \( f(L, \omega) \) is a monotonically increasing function of \( L \) and \( \omega \).

Denote the pair of \( L \) and \( \omega \) that satisfy (54) by \( L^\ast \) and \( \omega^\ast \). Let \( \omega = 1 \), we have
\[
L^\ast = \inf_L \left\{ L : \sum_{n=1}^{N} (1 - p_n^L) \geq 1 \right\}.
\]
(55)

Substituting \( L^\ast \) into (54) yields
\[
\omega^\ast = \inf_{\omega} \left\{ \omega : \sum_{n=1}^{N} [1 - \omega p_n^L - (1 - \omega)p_n^{L-1}] \geq 1 \right\}.
\]

For such \( L^\ast \) and \( \omega^\ast \), the \( J_{\text{pro}}(L^\ast, \omega^\ast) \) in (53) is the lower bound to (4). To see why this is true, let us consider the AoI transmitted to the AP in consecutive \( T \) slots \((T \to \infty)\). As per definition (8) the proactive transmission policy can transmit

1) zero packets to the AP in a slot, in which case the AoIs of all sensors are larger than or equal to \( L \); 2) one and only one packet to the AP in a slot, in which case the AoI of the transmitter is the smallest among all the sensors; 3) more than one packets to the AP in a slot, in which case the AoI of all the transmitters is less than or equal to \( L \).

In a slot \( t \), \( t = 1, 2, \ldots, T \), let the set of sensors that transmit in the slot be \( S^t \). Based on the above three cases, we can partition the \( T \) slots into three subsets. Subset \( \varphi_0 \) consists of slots in which no sensor transmits, i.e., \( \varphi_0 = \{ t : |S^t| = 0 \} \); Subset \( \varphi_1 \) consists of slots in which only one sensor transmits, i.e., \( \varphi_1 = \{ t : |S^t| = 1 \} \); Subset \( \varphi_2 \) consists of slots in which more than one sensor transmit, i.e., \( \varphi_2 = \{ t : |S^t| \geq 2 \} \).

As per (54), the sum of the cardinality of \( S^t \) is \( T \) because there is on average one transmission per slot. That is,
\[
\sum_{t=1}^{T} |S^t| = |\varphi_1| + \sum_{t \in \varphi_2} |S^t| = T.
\]
(56)

The AoI collected by the AP in \( T \) slots is
\[
J_{\text{pro}}^\ast = \sum_{t \in \varphi_1} a_{n_1}^t + \sum_{t \in \varphi_2} \sum_{i \in S^t} a_i^t
\]
(57)
where \( n^\ast \) is the only element in \( S^t \) for \( t \in \varphi_1 \).

We now compare the proactive transmission policy with any sampling policy \( \mu \) in (4). Suppose the policy \( \mu \) samples the \( n^\prime \)-th sensor in slot \( t + 1 \) and obtains an AoI of \( a_{n^\prime}^t \).

1) For each slot in the subset \( \varphi_1 \), there is only one sensor transmitting, the AoI of which is the minimum among all other sensors. This gives us
\[
\sum_{t \in \varphi_1} a_{n^\ast}^t \leq \sum_{t \in \varphi_1} a_i^t.
\]
(58)

2) For each slot in the subset \( \varphi_2 \), there is more than one sensor transmitting, but the AoI of these transmitting sensors is less than or equal to \( L \), according to the definition. In addition, from (56), the number of transmissions in the subset \( \varphi_2 \) is
\[
\sum_{t \in \varphi_2} |S^t| = T - |\varphi_1|.
\]
(59)
This gives us
\[
\sum_{i \in \mathcal{T}_2} \sum_{i \in \mathcal{S}_t} a_i^t = \sum_{i \in \mathcal{T}_2} a_i^t + \sum_{i \in \mathcal{T}_2 \setminus \mathcal{S}_t} a_i^t \\
\leq \sum_{i \in \mathcal{T}_2} a_i^t + \sum_{i \in \mathcal{T}_2 \setminus \mathcal{S}_t} a_i^t, \quad \text{(60)}
\]
where \(i_t^* = \arg \min_{i \in \mathcal{T}_2} a_i^t\) is the sensor with the minimum AoI in slot \(t \in \mathcal{T}_2\). The inequality follows because 1) the number of AoI summed together on the LHS and RHS is \(T - |\mathcal{T}_2|\); 2) the first term on the LHS is smaller or equal to the first term on the RHS because the AoI of the \(i_t^*\)-th sensor is the minimum for a slot \(t \in \mathcal{T}_2\). Policy \(\mu\) can never sample an AoI smaller than the AoI of the \(i_t^*\)-th sensor; 3) the second term on the LHS is smaller than or equal to the second term on the RHS because \(a_i^t \leq L\) while \(a_i^t \geq L\).

Combining (58) and (60), we have
\[
J_{pro}^\star = \sum_{i \in \mathcal{T}_2} a_i^t + \sum_{i \in \mathcal{T}_2 \setminus \mathcal{S}_t} a_i^t \\
\leq \sum_{i \in \mathcal{T}_2} a_i^t + \sum_{i \in \mathcal{T}_2} a_i^t + \sum_{i \in \mathcal{T}_2 \setminus \mathcal{S}_t} a_i^t = J(\mu). \tag{60}
\]

The performance of the proactive transmission policy is a lower bound to \(J(\mu)\).

D. The Lower Bound in the Symmetric Setting

In the symmetric setting where \(p_1 = p_2 = \ldots = p_N = p\), the constraint (53) can be written as
\[
N \left[ 1 - \omega p_N^L - (1 - \omega) p_N^{L-1} \right] = 1
\]
After some manipulation, we have
\[
(p^{L-1} - p^L)\omega + 1 - p^{L-1} - \frac{1}{N} = 0. \tag{61}
\]
Let
\[
f(L, \omega) = (p^{L-1} - p^L)\omega + 1 - p^{L-1} - \frac{1}{N},
\]
where \(L = 1, 2, 3, \ldots\) and \(\omega \in (0, 1); f(L, \omega)\) is a monotonically increasing function of \(L\) and \(\omega\). Thus, given any \(L\), we have
\[
1 - p^{L-1} - \frac{1}{N} = f(L, 0) < f(L, \omega) \leq f(L, 1) = 1 - p^{L-1} - \frac{1}{N},
\]
and \(f(1, 0) = -1/N\). Thus, there exists a unique \(L^*\) such that
\[
\begin{cases}
1 - p^{L^*-1} - \frac{1}{N} < 0, \\
1 - p^{L^*} - \frac{1}{N} \geq 0.
\end{cases} \tag{62}
\]
This gives us
\[
L^* = \left\lfloor \log_p \left( \frac{1}{1 - \frac{1}{N}} \right) \right\rfloor.
\]
Substituting \(L^*\) into (61) yields
\[
\omega^* = \frac{p^{L^*-1} + \frac{1}{N} - 1}{p^{L^*-1} - p^{L^*}}.
\]

APPENDIX D

This appendix proves Theorem 13 without loss of generality, we assume the error probabilities of the \(N\) sensors are sorted in ascending order, i.e., \(p_1 \leq p_2 \leq \ldots \leq p_N\). According to Lemma 15 we have
\[
J(\tilde{\mu}) = \sum_{i=1}^{N} R(p_1, \eta)p_1d(p_1, \eta) = \sum_{i=1}^{N} R(p_i, \eta)d(p_i, \eta)
\]
\[
= \sum_{i=1}^{N} R'(p_i, \eta)p_id(p_i, \eta) = \sum_{i=1}^{N} R'(p_i, \eta)d'(p_i, \eta)
\]
\[
\leq \sum_{i=1}^{N} \tilde{h}_i d'(p_i, \eta)
\]
\[
\text{where } d'(p_i, \eta) \text{ is defined as } d'(p_i, \eta) = \frac{d(p_i, \eta)}{\sum_{i=1}^{N} d(p_i, \eta)}.
\]
Since \(p_1 \leq p_2 \leq \ldots \leq p_N\), we have \(\tilde{h}_1 \leq \tilde{h}_2 \leq \ldots \tilde{h}_N\) and \(d'(p_i, \eta) \geq d'(p_j, \eta) \geq \ldots \geq d'(p_N, \eta)\). For any \(i, j \in [1, N]\), \(\tilde{h}_i - \tilde{h}_j)(d'(p_i, \eta) - d'(p_j, \eta)) \leq 0\) suggests that
\[
\tilde{h}_i d'(p_i, \eta) + \tilde{h}_j d'(p_j, \eta) \leq \tilde{h}_i d'(p_i, \eta) + \tilde{h}_j d'(p_j, \eta).
\]
Therefore,
\[
2J(\tilde{\mu}) = 2N \sum_{i=1}^{N} \tilde{h}_i d'(p_i, \eta)
\]
\[
= N \sum_{i=1}^{N} \tilde{h}_i d'(p_i, \eta) + N \sum_{j=1}^{N} \tilde{h}_j d'(p_j, \eta)
\]
\[
= \sum_{i=1}^{N} \tilde{h}_i d'(p_i, \eta) + \sum_{j=1}^{N} \tilde{h}_j d'(p_j, \eta)
\]
\[
\leq \sum_{i=1}^{N} \tilde{h}_i d'(p_i, \eta) + \sum_{j=1}^{N} \tilde{h}_j d'(p_j, \eta)
\]
\[
= \sum_{i=1}^{N} \tilde{h}_i d'(p_i, \eta) + \sum_{j=1}^{N} \tilde{h}_j d'(p_j, \eta)
\]
\[
= \sum_{i=1}^{N} \tilde{h}_i + \sum_{j=1}^{N} \tilde{h}_j = 2N \tilde{h}_i = 2J_{\text{random}}.
\]
Thus, we have \(J(\tilde{\mu}) \leq J_{\text{random}}\).
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