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Abstract. The study of Newton’s method in complex-valued neural networks faces many difficulties. In this paper, we derive Newton’s method backpropagation algorithms for complex-valued holomorphic multilayer perceptrons, and investigate the convergence of the one-step Newton steplength algorithm for the minimization of real-valued complex functions via Newton’s method. To provide experimental support for the use of holomorphic activation functions, we perform a comparison of using sigmoidal functions versus their Taylor polynomial approximations as activation functions by using the algorithms developed in this paper and the known gradient descent backpropagation algorithm. Our experiments indicate that the Newton’s method based algorithms, combined with the use of polynomial activation functions, provide significant improvement in the number of training iterations required over the existing algorithms.

1. Introduction

The use of fully complex-valued neural networks to solve real-valued as well as complex-valued problems in physical applications has become increasingly popular in the neural network community in recent years [1, 2, 3]. Complex-valued neural networks pose unique problems, however. Consider the problem of choosing the activation functions for a neural network. Real-valued activation functions for real-valued neural networks are commonly taken to be everywhere differentiable and bounded. Typical activation functions used for real-valued neural networks are the sigmoidal, hyperbolic tangent, and hyperbolic secant functions

\[ f(x) = \frac{1}{1 + \exp(-x)}, \quad \tanh(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}}, \quad \text{and} \quad \text{sech}(x) = \frac{2}{e^x + e^{-x}}. \]
For activation functions of complex-valued networks, an obvious choice is to use the complex counterparts of these real-valued functions. However, as complex-valued functions, these functions are no longer differentiable and bounded near 0, since they have poles near 0. Different approaches have been proposed in the literature to address this problem.

Liouville’s theorem tells us that there is no non-constant complex-valued function which is both bounded and differentiable on the whole complex plane \([4]\). On the basis of Liouville’s theorem, \([5]\) asserts that an entire function is not suitable as an activation function for a complex-valued neural network and claims boundedness as an essential property of the activation function. Some authors followed this same reasoning and use the so-called “split” functions of the type \(f(z) = f(x + iy) = f_1(x) + if_2(y)\) where \(f_1, f_2\) are real-valued functions, typically taken to be one of the sigmoidal functions \([6, 7, 8]\). Such activation functions have the advantage of easily modeling data with symmetry about the real and imaginary axes. However, this yields complex-valued neural networks which are close to real-valued networks of double dimensions and are not fully complex-valued \([1]\). Amplitude-phase-type activation functions have the type \(f(z) = f_3(|z|) \exp(i \arg(z))\) where \(f_3\) is a real-valued function. These process wave information well, but have the disadvantage of preserving phase data, making the training of a network more difficult \([1, 7]\). Some authors forgo complex-valued activation functions entirely, choosing instead to scale the complex inputs using bounded real-valued functions which are differentiable with respect to the real and imaginary parts \([9, 10, 11]\). While this approach allows for more natural grouping of data for classification problems, it requires a modified backpropagation algorithm to train the network, and again the networks are not fully complex-valued. Other authors choose differentiability over boundedness and use elementary transcendental functions \([12, 7, 13]\). Such functions have been used in complex-valued multilayer perceptrons trained using the traditional gradient descent backpropagation algorithm and in other applications \([14, 15, 16]\). However, the problem of the existence of poles in a bounded region near 0 presents again. Though one can try to scale the data to avoid the regions which contain poles \([17]\), this does not solve the problem, since for unknown composite functions, the locations of poles are not known \textit{a priori}. The exponential function \(\exp(z)\) has been proposed as an alternative to the elementary transcendental functions for some complex-valued neural networks, and experimental evidence suggests better performance of the entire exponential function as activation function than those with poles \([18]\).
In this paper, we will derive the backpropagation algorithm for fully complex-valued neural networks based on Newton’s method. We compare the performances of using the complex-valued sigmoidal activation function and its Taylor polynomial approximations. Our results give strong supporting evidence for the use of holomorphic functions, in particular polynomial functions, as activation functions for complex-valued neural networks. Polynomials have been used in fully complex-valued functional link networks [19, 20], however their use is limited as activation functions for fully complex-valued multilayer perceptrons. Polynomial functions are differentiable on the entire complex plane and are underlying our computations due to Taylor’s Theorem, and they are bounded over any bounded region. Moreover, the complex Stone-Weierstrass Theorem implies that any continuous complex-valued function on a compact subset of the complex plane can be approximated by a polynomial [21]. Due to the nature of the problems associated with the activation functions in complex-valued neural networks, different choices of activation functions can only suit different types of neural networks properly, and one should only expect an approach to be better than the others in certain applications.

We will allow a more general class of complex-valued functions for activation functions, namely the holomorphic functions. There are two important reasons for this. The first one is that holomorphic functions encompass a general class of functions that are commonly used as activation functions. They allow a wide variety of choices both for activation functions and training methods. The second is that the differentiability of holomorphic functions leads to much simpler formulas in the backpropagation algorithms. For application purpose, we will also consider the backpropagation algorithm using the pseudo-Newton’s method, since it has computational advantage. Our main results are given by Theorem 4.1, Corollary 5.1, and Theorem 6.1. Theorem 4.1 gives a recursive algorithm to compute the entries of the Hessian matrices in the application of Newton’s method to the backpropagation algorithm for complex-valued holomorphic multilayer perceptrons, and Corollary 5.1 gives a recursive algorithm for the application of the pseudo-Newton’s method to the backpropagation algorithm based on Theorem 4.1. The recursive algorithms we developed are analogous to the known gradient descent backpropagation algorithm as stated in Section III, hence can be readily implemented in real-world applications. A problem with Newton’s method is the choice of steplengths to ensure the algorithm actually converges in applications. Our setting enables us to perform a rigorous analysis for the one-step
Newton steplength algorithm for the minimization of real-valued complex functions using Newton’s method. This is done in Section VI. Our experiments, reported in Section VII, show that the algorithms we developed use significantly fewer iterations to achieve the same results as the gradient descent algorithm. We believe that the Newton’s method backpropagation algorithm provides a valuable tool for fast learning for complex-valued neural networks as a practical alternative to the gradient descent methods.

The rest of the paper is as follows. In Section II, we define holomorphic multilayer perceptrons and set up our notation for the network architecture we use throughout the rest of the paper. In Section III, we give a reformulation of the gradient descent backpropagation algorithm based on our setting of holomorphic neural networks. In Section IV, we derive the backpropagation algorithm for holomorphic multilayer perceptrons using Newton’s method, and in Section V we restrict the results of Section IV to the pseudo-Newton’s method. In Section VI we state the one-step Newton steplength algorithm, and in Section VII we report our experiments. The appendices provide the detailed computations omitted from Section IV and a detailed proof, omitted from Section VI, of the convergence of the one-step Newton steplength algorithm for the minimization of real-valued complex functions.

2. Holomorphic MLPs: Definition and Network Architecture

A well-used type of artificial neural network is the multilayer perceptron (MLP). An MLP is built of several layers of single neurons hooked together by a network of weight vectors. Usually the activation function is taken to be the same among a single layer of the network; the defining characteristic of the MLP is that in at least one layer, the activation function must be nonlinear. If there is no nonlinear activation function, the network can be collapsed to a two-layer network [22].

Definition 2.1. A holomorphic MLP is a complex-valued MLP in which the activation function in the layer indexed by $p$ of the network is holomorphic on some domain $\Omega_p \subseteq \mathbb{C}$.

Most of the publications on complex-valued neural networks with holomorphic activation functions deal with functions that have poles. We will mainly focus on entire functions for the purpose of applying Newton’s method. For these functions, we do not have to worry about the entries of a Hessian matrix hitting the poles. However, we will allow
some flexibility in our setting and set up our notation for a general $L$-layer holomorphic MLP as follows (see Figure 1).

- The input layer has $m = K_0$ input nodes denoted
  $$z_1 = x^{(0)}_1, \ldots, z_m = x^{(0)}_m.$$

- There are $L - 1$ hidden layers of neurons, and the $p$th ($1 \leq p \leq L - 1$) hidden layer contains $K_p$ nodes. We denote the output of node $j$ ($j = 1, \ldots, K_p$) in the $p$th layer by $x_j^{(p)}$. The inputted weights to the $p$th layer are denoted $w_{ji}^{(p-1)}$ ($j = 1, \ldots, K_p$, $i = 1, \ldots, K_{p-1}$), where $j$ denotes the target node of the weight in the $p$th layer and $i$ denotes the source node in the $(p-1)$th layer. With these conventions we define the weighted net sum and the output of node $j$ of the $p$th layer by
  $$\left(x_j^{(p)}\right)^{\text{net}} = \sum_{i=1}^{K_{p-1}} w_{ji}^{(p-1)} x_i^{(p-1)} \quad \text{and} \quad x_j^{(p)} = g_p \left( \left(x_j^{(p)}\right)^{\text{net}} \right),$$
  where $g_p$, which is assumed to be holomorphic on some domain $\Omega_p \subseteq \mathbb{C}$, is the activation function for all the neurons in the $p$th layer.

**Figure 1. Network Architecture**
The output layer has $C = K_L$ output nodes denoted $y_1 = x_1^{(L)}, \ldots, y_C = x_C^{(L)}$. We define the weighted net sum and the output of node $l$ ($l = 1, \ldots, C$) by

$$y_{l}^{\text{net}} = \sum_{k=1}^{K_{l-1}} w_{lk}^{(L-1)} x_k^{(L-1)}$$

and

$$y_{l} = g_L(y_{l}^{\text{net}}),$$

where $g_L$, which is assumed to be holomorphic on some domain $\Omega_L \subseteq \mathbb{C}$, is the activation function for all the neurons in the output layer.

To train the network, we use a training set with $N$ data points $\{(z_{t1}, \ldots, z_{tm}, d_{t1}, \ldots, d_{tC})| t = 1, \ldots, N\}$, where $(z_{t1}, \ldots, z_{tm})$ is the input vector corresponding to the desired output vector $(d_{t1}, \ldots, d_{tC})$. As the input vector $(z_{t1}, \ldots, z_{tm})$ of the $t$th training point is propagated throughout the network we update the subscripts of the network calculations with an additional $t$ subscript to signify that those values correspond to the $t$th training point. For example, $(x_{tj}^{(p)})^{\text{net}}$, $x_{tj}^{(p)}$, $y_{tl}^{\text{net}}$, and $y_{tl}$. Finally, we train the network by minimizing the standard sum-of-squares error function

$$E = \frac{1}{N} \sum_{t=1}^{N} \sum_{l=1}^{C} |y_{tl} - d_{tl}|^2 = \frac{1}{N} \sum_{t=1}^{N} \sum_{l=1}^{C} (y_{tl} - d_{tl}) (\overline{y_{tl} - d_{tl}}).$$

3. The Gradient Descent Backpropagation Algorithm

Minimization of the error function can be achieved through the use of the backpropagation algorithm. Backpropagation trains the network by updating the output layer weights first in each step (via an update rule from some numerical minimization algorithm), then using the updated output layer weights to update the first hidden layer weights, and so on, “backpropagating” the updates throughout the network until a desired level of accuracy is achieved (usually, this is when the error function drops below a pre-fixed value). In the case of real-valued neural networks, minimization of the error function by Newton’s method is generally thought to be too computationally “expensive,” and several different methods are commonly used to approximate the Hessian matrices instead of computing them directly: for example the conjugate gradient, truncated Newton, Gauss-Newton and Levenberg-Marquardt algorithms [23, 24, 25, 3, 26]. In contrast, for complex-valued neural networks, gradient descent methods, which are known to give stable (albeit slow) convergence, are commonly used due to their relatively simple formulations, and a number of such minimization algorithms exist [27, 17, 28].
We reformulate a backpropagation algorithm using gradient descent according to our setting of the neural networks defined in Section II for two reasons: the algorithm has a much simpler formulation compared with the known ones [22, 17] due to the activation functions being taken to be holomorphic, and we will use it for comparison purpose. A similar formulation of the backpropagation algorithm to ours is presented in [29]. The formulas of gradient descent for complex functions can be found in [30]. We use the following vector notation. For $1 \leq p \leq L$, we denote the weights that input into the $p$th layer of the network using a vector whose components correspond to the target nodes:

$$w^{(p-1)} := \left( w^{(p-1)}_{11}, ..., w^{(p-1)}_{1K_{p-1}}, ..., w^{(p-1)}_{K_p1}, ..., w^{(p-1)}_{K_pK_{p-1}} \right)^T,$$

that is, the components of $w^{(p-1)}$ are

$$w^{(p-1)} \left[j - 1, K_{p-1} + i \right] = w^{(p-1)}_{ji},$$

where $j = 1, ..., K_p$, $i = 1, ..., K_{p-1}$. Using this notation the update steps for backpropagation look like

$$w^{(p-1)}(n + 1) = w^{(p-1)}(n) + \mu(n) \Delta w^{(p-1)},$$

where $w^{(p-1)}(n)$ denotes the weight value after the $n$th iteration of the training algorithm, and $\mu(n)$ denotes the learning rate or steplength which is allowed to vary with each iteration.

Using the gradient descent method, the update for the $(p-1)$th layer of a holomorphic complex-valued neural network is ([30], p. 60)

$$\Delta w^{(p-1)} = - \left( \frac{\partial E}{\partial w^{(p-1)}} \right)^*.$$

Suppose the activation function for the $p$th layer of the network, $p = 1, ..., L$, satisfies

$$\overline{g(z)} = g(z).$$

Coordinate-wise the partial derivatives $\frac{\partial E}{\partial w^{(L-1)}_{lk}}$, taken with respect to the output layer weights $w^{(L-1)}_{lk}$, $l = 1, ..., C$, $k = 1, ..., K_{L-1}$, are given
by

\[ \frac{\partial E}{\partial w_{lk}^{(L-1)}} = \frac{\partial}{\partial w_{lk}^{(L-1)}} \left[ \frac{1}{N} \sum_{t=1}^{N} \sum_{h=1}^{C} (y_{th} - d_{th})(\overline{y_{th}} - \overline{y_{lh}}) \right] \]

\[ = \frac{1}{N} \sum_{t=1}^{N} \left[ \frac{\partial y_{tl}}{\partial w_{lk}^{(L-1)}} (\overline{y_{tl}} - \overline{d_{tl}}) + (y_{tl} - d_{tl}) \frac{\partial \overline{y}_{tl}}{\partial w_{lk}^{(L-1)}} \right] \]

\[ = \frac{1}{N} \sum_{t=1}^{N} \left( \frac{\partial y_{tl}}{\partial \overline{y}_{tl}^{Net}} \frac{\partial \overline{y}_{tl}^{Net}}{\partial w_{lk}^{(L-1)}} + \frac{\partial y_{tl}}{\partial y_{tl}^{Net}} \frac{\partial y_{tl}^{Net}}{\partial w_{lk}^{(L-1)}} \right) (\overline{y_{tl}} - \overline{d_{tl}}) \]

\[ = \frac{1}{N} \sum_{t=1}^{N} (\overline{y_{tl}} - \overline{d_{tl}}) g'_{L} (y_{tl}^{Net}) x_{tk}^{(L-1)}, \]

so that

\[ \left( \frac{\partial E}{\partial w_{lk}^{(L-1)}} \right)^* = \frac{1}{N} \sum_{t=1}^{N} (y_{tl} - d_{tl}) g'_{L} (y_{tl}^{Net}) x_{tk}^{(L-1)}. \]

The partial derivatives \( \left( \frac{\partial E}{\partial w_{ji}^{(p-1)}} \right)^* \), taken with respect to the hidden layer weights \( w_{ji}^{(p-1)} \), 1 ≤ p ≤ L − 1, j = 1, ..., K_p, i = 1, ..., K_{p-1}, are computed recursively. The partial derivatives \( \frac{\partial E}{\partial w_{ji}^{(L-2)}} \), taken with respect to the (L − 2)th hidden layer weights, are computed using the updated (L − 1)th output layer weights:

\[ \frac{\partial E}{\partial w_{ji}^{(L-2)}} = \frac{\partial}{\partial w_{ji}^{(L-2)}} \left[ \frac{1}{N} \sum_{t=1}^{N} \sum_{l=1}^{C} (y_{tl} - d_{tl})(\overline{y_{tl}} - \overline{y_{il}}) \right] \]

\[ = \frac{1}{N} \sum_{t=1}^{N} \sum_{l=1}^{C} \left[ \frac{\partial y_{tl}}{\partial w_{ji}^{(L-2)}} (\overline{y_{tl}} - \overline{d_{tl}}) + (y_{tl} - d_{tl}) \frac{\partial \overline{y}_{tl}}{\partial w_{ji}^{(L-2)}} \right], \]
where
\[
\frac{\partial y_{tl}}{\partial w_{ji}^{(L-2)}} = \frac{\partial y_{tl}}{\partial y_{tl}^{(L-1)}} \frac{\partial y_{tl}^{(L-1)}}{\partial w_{ji}^{(L-2)}} + \frac{\partial y_{tl}}{\partial y_{tl}^{(L-1)}} \frac{\partial y_{tl}^{(L-1)}}{\partial w_{ji}^{(L-2)}} \]
\[
= g'_L (y_{tl}^{(L-1)}) w_{ij}^{(L-1)} \left( \frac{\partial x_{ij}^{(L-1)}}{\partial x_{ij}^{(L-1)}} \frac{\partial (x_{ij}^{(L-1)})^{\text{net}}}{\partial w_{ji}^{(L-2)}} + \frac{\partial x_{ij}^{(L-1)}}{\partial x_{ij}^{(L-1)}} \frac{\partial (x_{ij}^{(L-1)})^{\text{net}}}{\partial w_{ji}^{(L-2)}} \right) \]
\[
= g'_L (y_{tl}^{(L-1)}) w_{ij}^{(L-1)} g'_{L-1} \left( x_{ij}^{(L-1)} \right)^{\text{net}} x_{ti}^{(L-2)}
\]
and
\[
\frac{\partial y_{tl}}{\partial w_{ji}^{(L-2)}} = \frac{\partial y_{tl}}{\partial y_{tl}^{(L-1)}} \frac{\partial y_{tl}^{(L-1)}}{\partial w_{ji}^{(L-2)}} + \frac{\partial y_{tl}}{\partial y_{tl}^{(L-1)}} \frac{\partial y_{tl}^{(L-1)}}{\partial w_{ji}^{(L-2)}} \]
\[
= g'_L (y_{tl}^{(L-1)}) \frac{\partial x_{ij}^{(L-1)}}{\partial x_{ij}^{(L-1)}} \frac{\partial (x_{ij}^{(L-1)})^{\text{net}}}{\partial w_{ji}^{(L-2)}} + \frac{\partial x_{ij}^{(L-1)}}{\partial x_{ij}^{(L-1)}} \frac{\partial (x_{ij}^{(L-1)})^{\text{net}}}{\partial w_{ji}^{(L-2)}} \]
\[
= g'_L (y_{tl}^{(L-1)}) w_{ij}^{(L-1)} \left( \frac{\partial x_{ij}^{(L-1)}}{\partial x_{ij}^{(L-1)}} \frac{\partial (x_{ij}^{(L-1)})^{\text{net}}}{\partial w_{ji}^{(L-2)}} + \frac{\partial x_{ij}^{(L-1)}}{\partial x_{ij}^{(L-1)}} \frac{\partial (x_{ij}^{(L-1)})^{\text{net}}}{\partial w_{ji}^{(L-2)}} \right) \]
\[
= 0,
\]
so that
\[
\left( \frac{\partial E}{\partial w_{ji}^{(L-2)}} \right)^* = \frac{1}{N} \sum_{i=1}^{N} \left( \sum_{t=1}^{C} (y_{tl} - d_{tl}) g'_L (y_{tl}^{(L-1)}) w_{ij}^{(L-1)} \right) \cdot g'_{L-1} \left( x_{ij}^{(L-1)} \right)^{\text{net}} x_{ti}^{(L-2)},
\]
and so on. We summarize the partial derivatives by

\[
\left( \frac{\partial E}{\partial w_{ji}^{(p-1)}} \right)^* = \frac{1}{N} \sum_{t=1}^{N} E_{tj}^{(p)} x_{ti}^{(p-1)},
\]

\(1 \leq p \leq L\), where \(j = 1, \ldots, K_p\), \(i = 1, \ldots, K_{p-1}\), and the \(E_{tj}^{(p)}\) are given recursively by

\[
E_{tj}^{(L)} = (y_{tl} - d_{tl}) g'_L \left( y_{\text{net}}^{(pL)}_{tl} \right),
\]

where \(l = 1, \ldots, C\), \(t = 1, \ldots, N\); and for \(1 \leq p \leq L - 1\),

\[
E_{tj}^{(p)} = \left[ \sum_{\alpha=1}^{K_{p+1}} E_{\alpha t}^{(p+1)} w_{\alpha j}^{(p)} \right] g'_p \left( x_{tj}^{(p)} \right) \left( x_{tj}^{(p)} \right)^{\text{net}},
\]

where \(j = 1, \ldots, K_p\), \(t = 1, \ldots, N\). The gradient descent method is well known to be rather slow in the convergence of the error function. We next derive formulas for the backpropagation algorithm using Newton’s method (compare with \([22, 17]\)).

4. Backpropagation Using Newton’s Method

The weight updates for Newton’s method with complex functions are given by formula (111) of \([30]\) (we omit the superscripts, which index the layers, to simplify our writing):

\[
\Delta w = \left( \mathcal{H}_{ww} - \mathcal{H}_{ww} \mathcal{H}_{ww}^{-1} \mathcal{H}_{ww} \right)^{-1} \left[ \mathcal{H}_{ww} \mathcal{H}_{ww}^{-1} \left( \frac{\partial E}{\partial w} \right)^* - \left( \frac{\partial E}{\partial w} \right)^* \right].
\]

To apply the Newton algorithm we need to compute the Hessian matrices (again omitting the superscripts)

\[
\mathcal{H}_{ww} = \frac{\partial}{\partial w} \left( \frac{\partial E}{\partial w} \right)^* \ \text{and} \ \mathcal{H}_{ww} = \frac{\partial}{\partial w} \left( \frac{\partial E}{\partial w} \right)^*,
\]

where the entries of \(\frac{\partial E}{\partial w}^*\) are given by (3.3). Note that although (4.1) asks for the four Hessian matrices \(\mathcal{H}_{ww}, \mathcal{H}_{ww}, \mathcal{H}_{ww}, \mathcal{H}_{ww}\), and \(\mathcal{H}_{ww}\), we have \(\mathcal{H}_{ww} = \mathcal{H}_{ww}\) and \(\mathcal{H}_{ww} = \mathcal{H}_{ww}\). Thus we only need to compute two of them.

We consider the entries of the Hessian matrices \(\mathcal{H}_{ww}\) and \(\mathcal{H}_{ww}\). For the \((p-1)\)th layer, the entries of \(\mathcal{H}_{ww}\) are given by (see (3.1))

\[
\mathcal{H}_{ww} [(j-1) \cdot K_{p-1} + i, (b-1) \cdot K_{p-1} + a] = \frac{\partial}{\partial w_{ba}^{(p-1)}} \left( \frac{\partial E}{\partial w_{ji}^{(p-1)}} \right)^*,
\]
where \( j, b = 1, \ldots, K_p \) and \( i, a = 1, \ldots, K_{p-1} \), and the entries of \( \mathcal{H}_{ww} \) are given by

\[
\mathcal{H}_{ww} \left[ (j - 1) \cdot K_{p-1} + i, (b - 1) \cdot K_{p-1} + a \right] = \frac{\partial}{\partial w_{ba}^{(p-1)}} \left( \frac{\partial E}{\partial w_{ji}^{(p-1)}} \right)^*,
\]

where \( j, b = 1, \ldots, K_p \) and \( i, a = 1, \ldots, K_{p-1} \).

First we derive an explicit formula for the entries of the Hessians \( \mathcal{H}_{ww} \). We start with the output layer and compute

\[
\frac{\partial}{\partial w_{lq}^{(L-1)}} \left( \frac{\partial E}{\partial w_{lp}^{(L-1)}} \right) = \frac{1}{N} \sum_{t=1}^{N} (y_{tl} - d_{tl}) g'_L \left( \frac{\partial E}{\partial w_{lq}^{(L-1)}} \right) x_{tp}^{(L-1)},
\]

(4.3)

where

\[
\frac{\partial y_{tl}}{\partial w_{lq}^{(L-1)}} = \frac{\partial y_{tl}}{\partial y_{tl}^{net}} \frac{\partial y_{tl}^{net}}{\partial w_{lq}^{(L-1)}} + \frac{\partial y_{tl}}{\partial y_{tl}^{net}} \frac{\partial y_{tl}^{net}}{\partial w_{lq}^{(L-1)}} = g'_L \left( y_{tl}^{net} \right) x_{tl}^{(L-1)}
\]

since \( g_L \) is holomorphic and therefore \( \frac{\partial y_{tl}}{\partial y_{tl}^{net}} = 0 \) (Cauchy-Riemann condition), and similarly

\[
\frac{\partial g'_L \left( y_{tl}^{net} \right)}{\partial w_{lq}^{(L-1)}} = \frac{\partial g'_L \left( y_{tl}^{net} \right)}{\partial y_{tl}^{net}} \frac{\partial y_{tl}^{net}}{\partial w_{lq}^{(L-1)}} + \frac{\partial g'_L \left( y_{tl}^{net} \right)}{\partial y_{tl}^{net}} \frac{\partial y_{tl}^{net}}{\partial w_{lq}^{(L-1)}} = 0.
\]
Combining these two partial derivatives with (4.3) gives the following formula for the entries of the output layer Hessian matrix:

\[
\frac{\partial}{\partial w_{kq}} \left( \left( \frac{\partial E}{\partial w_{lp}} \right)^*(L-1) \right) = \begin{cases} \frac{1}{N} \sum_{t=1}^{N} g'_L \left( y_{ti}\text{net} \right) g'_L \left( y_{ti}\text{net} \right) x_{tp}^{(L-1)} x_{tq}^{(L-1)} & \text{if } k = l, \\ 0 & \text{if } k \neq l. \end{cases}
\]

After updating the output layer weights, the backpropagation algorithm updates the hidden layer weights recursively. We compute the entries of the Hessian \( H_{w_{(p-1)}} \) for the \((p-1)\)th layer using (3.3):

\[
\frac{\partial}{\partial w_{ba}} \left( \left( \frac{\partial E}{\partial w_{ja}} \right)^{(p-1)} \right) = \frac{\partial}{\partial w_{ba}} \left[ \frac{1}{N} \sum_{t=1}^{N} E^{(p)}_{tj} x_{ti}^{(p-1)} \right] = \frac{1}{N} \sum_{t=1}^{N} \frac{\partial E^{(p)}_{tj}}{\partial w_{ba}} x_{ti}^{(p-1)}.
\]

Applying the chain rule to (3.5), we have

\[
\frac{\partial E^{(p)}_{tj}}{\partial w_{ba}} = \frac{\partial}{\partial w_{ba}} \left[ \sum_{\eta=1}^{K_{p+1}} E^{(p)}_{t\eta} \frac{\partial x^{(p)}_{tb}}{\partial x^{(p)}_{tb}} \right] g'_p \left( \left( x_{tj}^{(p)} \right)_{\text{net}} \right) = \frac{g'_p \left( \left( x_{tj}^{(p)} \right)_{\text{net}} \right)}{w_{ij}^{(p)}} \sum_{\eta=1}^{K_{p+1}} \frac{\partial E^{(p)}_{t\eta}}{\partial w_{ba}} \frac{\partial x^{(p)}_{tb}}{\partial x^{(p)}_{tb}} \frac{\partial x^{(p)}_{tb}}{\partial x^{(p)}_{tb}} = \frac{g'_p \left( \left( x_{tj}^{(p)} \right)_{\text{net}} \right)}{w_{ij}^{(p)}} \sum_{\eta=1}^{K_{p+1}} \frac{\partial E^{(p)}_{t\eta}}{\partial w_{ba}} \frac{\partial x^{(p)}_{tb}}{\partial x^{(p)}_{tb}} \frac{\partial x^{(p)}_{tb}}{\partial x^{(p)}_{tb}}.
\]
In the above computation, we have used the fact that $g_p$ is holomorphic and hence $\frac{\partial g_p}{\partial w_{ba}^{(p-1)}} = 0$ and $\frac{\partial x_{tb}^{(p)}}{\partial w_{ba}^{(p-1)}} = 0$, and $\frac{\partial x_{tb}^{(p)}}{\partial w_{ba}^{(p-1)}} = 0$. Combining (4.5) and (4.6), we have:

\[(4.7)\]
\[
\frac{\partial}{\partial w_{ba}^{(p-1)}} \left( \frac{\partial E}{\partial w_{ji}^{(p-1)}} \right) = \frac{1}{N} \sum_{t=1}^{N} \left[ \sum_{\eta=1}^{K_{p+1}} \frac{\partial E_{t_{\eta}^{(p+1)}}}{\partial x_{tb}^{(p)}} w_{\alpha_{\eta}}^{(p)} \right] \cdot g_p' \left( (x_{t_j}^{(p)})_{\text{net}} \right) g_p' \left( (x_{tb}^{(p)})_{\text{net}} \right) x_{ti}^{(p-1)} x_{ta}^{(p-1)}.
\]

Next, we derive a recursive rule for finding the partial derivatives $\frac{\partial E_{t_{\eta}^{(p+1)}}}{\partial x_{tb}^{(p)}}$. For computational purposes, an explicit formula for $\frac{\partial E_{t_{\eta}^{(L)}}}{\partial x_{tb}^{(L-1)}}$ is not necessary. What we need is a recursive formula for these partial derivatives as will be apparent shortly. Using (3.5) we have the following:

\[(4.8)\]
\[
\frac{\partial E_{t_{\eta}^{(p+1)}}}{\partial x_{tb}^{(p)}} = \frac{\partial}{\partial x_{tb}^{(p)}} \left[ \sum_{\alpha=1}^{K_{p+2}} E_{t_{\alpha}^{(p+2)}} w_{\alpha\eta}^{(p+1)} \right] g_{p+1} \left( (x_{t_{\eta}^{(p+1)})}_{\text{net}} \right)
\]
\[
= g_{p+1} \left( (x_{t_{\eta}^{(p+1)})}_{\text{net}} \right) \sum_{\alpha=1}^{K_{p+2}} \frac{\partial E_{t_{\alpha}^{(p+2)}}}{\partial x_{tb}^{(p)}} w_{\alpha\eta}^{(p+1)}
\]
\[
= g_{p+1} \left( (x_{t_{\eta}^{(p+1)})}_{\text{net}} \right) \sum_{\alpha=1}^{K_{p+2}} \sum_{\beta=1}^{K_{p+1}} \frac{\partial E_{t_{\alpha}^{(p+2)}}}{\partial x_{t_{\beta}^{(p+1)}}} \frac{\partial x_{t_{\beta}^{(p+1)}}}{\partial x_{tb}^{(p)}}
\]
\[
+ \frac{\partial E_{t_{\alpha}^{(p+2)}}}{\partial x_{t_{\beta}^{(p+1)}}} \frac{\partial x_{t_{\beta}^{(p+1)}}}{\partial x_{tb}^{(p)}} w_{\alpha\eta}^{(p+1)}.
\]
\[ g'_{p+1} \left( x_{t \eta}^{(p+1)} \right)^\text{net} \sum_{\alpha=1}^{K_{p+2}} \sum_{\beta=1}^{K_{p+1}} \frac{\partial E_{t\alpha}^{(p+2)}}{\partial x_{t \beta}^{(p+1)}} \]

\[ \cdot \left[ \frac{\partial x_{t \beta}^{(p+1)}}{\partial x_{t b}^{(p+1)}} \frac{\partial x_{t \beta}^{(p+1)}}{\partial x_{t b}^{(p+1)}} + \frac{\partial x_{t \beta}^{(p+1)}}{\partial x_{t b}^{(p+1)}} \frac{\partial x_{t \beta}^{(p+1)}}{\partial x_{t b}^{(p+1)}} \right] \frac{w_{\alpha \eta}^{(p+1)}}{w_{\alpha \eta}^{(p+1)}} \]

\[ = \sum_{\beta=1}^{K_{p+1}} \sum_{\alpha=1}^{K_{p+2}} \frac{\partial E_{t\alpha}^{(p+2)}}{\partial x_{t \beta}^{(p+1)}} w_{\alpha \eta}^{(p+1)} \left[ g'_{p+1} \left( x_{t \eta}^{(p+1)} \right)^\text{net} g'_{p+1} \left( x_{t \beta}^{(p+1)} \right)^\text{net} \right] w_{\beta b}^{(p)} \]

This gives a recursive formula for computing the partial derivatives \( \frac{\partial E_{t \alpha}^{(p+2)}}{\partial x_{t b}^{(p+1)}} \). We will combine the above calculations to give a more concise recursive algorithm for computing the entries of the matrices \( \mathcal{H}_{\mathbf{w}} \) in Theorem 4.1 below.

Next we consider the Hessians \( \mathcal{H}_{\mathbf{w}} \). Again we start with the output layer and compute \( \frac{\partial}{\partial w_{kq}^{(L-1)}} \left( \frac{\partial E}{\partial w_{lp}^{(L-1)}} \right)^* \). Using the fact that \( \frac{\partial E}{\partial w_{lp}^{(L-1)}} \) does not depend on \( w_{kq}^{(L-1)} \) if \( k \neq l \), we see that the output layer Hessian \( \mathcal{H}_{\mathbf{w}}^{(L-1)} \mathbf{w}^{(L-1)} \) is also block diagonal with blocks

\[ \left[ \frac{\partial}{\partial w_{lq}^{(L-1)}} \left( \frac{\partial E}{\partial w_{lp}^{(L-1)}} \right)^* \right]_{1 \leq p \leq K_{L-1}, 1 \leq q \leq K_{L-1}} \]

for \( l = 1, ..., C \). Computing the entries in these blocks,

\[ \frac{\partial}{\partial w_{lq}^{(L-1)}} \left( \frac{\partial E}{\partial w_{lp}^{(L-1)}} \right)^* = \frac{\partial}{\partial w_{lq}^{(L-1)}} \left[ \frac{1}{N} \sum_{t=1}^{N} \left( y_{lt} - d_{lt} \right) g'_{L} \left( y_{lt}^{\text{net}} \right) x_{tp}^{(L-1)} \right] \]

\[ = \frac{1}{N} \sum_{t=1}^{N} \left( y_{lt} - d_{lt} \right) \frac{\partial g'_{L} \left( y_{lt}^{\text{net}} \right)}{\partial w_{lq}^{(L-1)}} + \frac{g'_{L} \left( y_{lt}^{\text{net}} \right)}{\partial w_{lq}^{(L-1)}} \frac{\partial y_{lt}^{\text{net}}}{\partial w_{lq}^{(L-1)}} x_{tp}^{(L-1)} \]

where \( \frac{\partial y_{lt}^{\text{net}}}{\partial w_{lq}^{(L-1)}} = 0 \), and

\[ \frac{\partial g'_{L} \left( y_{lt}^{\text{net}} \right)}{\partial w_{lq}^{(L-1)}} = g''_{L} \left( y_{lt}^{\text{net}} \right) x_{tp}^{(L-1)}. \]
Thus:

\[ \frac{\partial}{\partial w_{kj}^{(L-1)}} \left( \frac{\partial E}{\partial w_{lp}^{(L-1)}} \right)^* = \begin{cases} \frac{1}{N} \sum_{t=1}^{N} (y_{tl} - d_{tl}) g''_L \left( \frac{y_{tl}^{\text{net}}}{x_{tl}^{(L-1)} x_{lp}^{(L-1)}} \right) & \text{if } k = l, \\ 0 & \text{if } k \neq l. \end{cases} \]  

(4.9)

The entries of the Hessian \( H_{w_{ab}^{(p-1)}} \) for the \((p-1)\)th layer can be computed similarly. We record the formula here and provide the detailed computations in Appendix A. We have:

\[ \frac{\partial}{\partial w_{ba}^{(p-1)}} \left( \frac{\partial E}{\partial w_{ji}^{(p-1)}} \right)^* = \begin{cases} \frac{1}{N} \sum_{t=1}^{N} \left\{ \sum_{\eta=1}^{K_{p+1}} \frac{\partial E_{\eta}^{(p+1)}}{\partial x_{ti}^{(p+1)}} g'_p \left( (x_{ti}^{(p)})^{\text{net}} \right) g'_p \left( (x_{tb}^{(p)})^{\text{net}} \right) \right. \\
+ \left. \sum_{\eta=1}^{K_{p+1}} E_{\eta}^{(p+1)} w_{\eta j}^{(p)} g''_p \left( (x_{ti}^{(p)})^{\text{net}} \right) \right\} x_{ti}^{(p-1)} x_{ta}^{(p-1)} & \text{if } j = b, \\
\frac{1}{N} \sum_{t=1}^{N} \left\{ \sum_{\eta=1}^{K_{p+1}} \frac{\partial E_{\eta}^{(p+1)}}{\partial x_{ti}^{(p+1)}} g'_p \left( (x_{ti}^{(p)})^{\text{net}} \right) g'_p \left( (x_{tb}^{(p)})^{\text{net}} \right) \right\} x_{ti}^{(p-1)} x_{ta}^{(p-1)} & \text{if } j \neq b, \end{cases} \]  

(4.10)

where \( j, b = 1, \ldots, K_p \) and \( i, a = 1, \ldots, K_{p+1} \), and the partial derivatives \( \frac{\partial E_{\eta}^{(p+1)}}{\partial x_{tb}^{(p)}} \) are given recursively by

\[ \frac{\partial E_{\eta}^{(p+1)}}{\partial x_{tb}^{(p)}} = \sum_{\beta=1}^{K_{p+2}} \left[ \sum_{\alpha=1}^{K_{p+2}} \frac{\partial E_{\alpha}^{(p+2)}}{\partial x_{t\beta}^{(p+1)}} w_{\alpha\eta}^{(p+1)} \right] \]

\[ \cdot g'_{p+1} \left( (x_{t\eta}^{(p+1)})^{\text{net}} \right) g'_{p+1} \left( (x_{t\beta}^{(p+1)})^{\text{net}} \right) w_{\beta b}^{(p)} \]

\[ + \sum_{\alpha=1}^{K_{p+2}} E_{\alpha}^{(p+2)} w_{\alpha\eta}^{(p+1)} g_{p+1} \left( (x_{t\eta}^{(p+1)})^{\text{net}} \right) w_{\eta b}^{(p)}. \]  

(4.11)

We now summarize the formulas we have derived in the following theorem.

**Theorem 4.1** (Newton Backpropagation Algorithm for Holomorphic Neural Networks). *The weight updates for the holomorphic MLPs with*
activation functions satisfying
\[ g(z) = g(z), \]
p = 1, ..., L, using the backpropagation algorithm with Newton’s method are given by

\[ \Delta w^{(p-1)} = \left( \mathcal{H}_{w^{(p-1)}w^{(p-1)}} - \mathcal{H}_{w^{(p-1)}w^{(p-1)}}^{-1} \mathcal{H}_{w^{(p-1)}w^{(p-1)}} \right)^{-1} \cdot \left[ \mathcal{H}_{w^{(p-1)}w^{(p-1)}} \mathcal{H}_{w^{(p-1)}w^{(p-1)}}^{-1} \left( \frac{\partial E}{\partial w^{(p-1)}} \right) * - \left( \frac{\partial E}{\partial w^{(p-1)}} \right)^* \right], \]

where:

1. the entries of the Hessian matrices \( \mathcal{H}_{w^{(p-1)}w^{(p-1)}} \) for \( p = 1, ..., L \) are given by

\[ \frac{\partial}{\partial w_{ba}^{(p-1)}} \left( \frac{\partial E}{\partial w_{ji}^{(p-1)}} \right) * = \frac{1}{N} \sum_{t=1}^{N} \gamma_{tjb}^{(p)} x_{ti}^{(p)} x_{ta}^{(p)} \]

for \( j, b = 1, ..., K_p \) and \( i, a = 1, ..., K_{p-1} \), where the \( \gamma_{tjb}^{(p)} \) are defined for \( t = 1, ..., N \) recursively on \( p \) by

\[ \gamma_{tkl}^{(L)} = \begin{cases} g'_L(y_{ti}^{\text{net}})g'_L(y_{tl}^{\text{net}}) & \text{if } k = l, \\ 0 & \text{if } k \neq l, \end{cases} \]

for \( k, l = 1, ..., C, \) and for \( p = 1, ..., L - 1 \),

\[ \gamma_{tjb}^{(p)} = \sum_{\eta=1}^{K_{p+1}} \sum_{\beta=1}^{K_{p+1}} \gamma_{tj\eta}^{(p+1)} \gamma_{\eta\beta}^{(p)} \frac{w_{ji}^{(p)}}{w_{ji}^{(p-1)}} \frac{w_{aj}^{(p)}}{w_{aj}^{(p-1)}} g'_p \left( x_{ti}^{(p)} \right) g'_p \left( x_{tb}^{(p)} \right) \]

for \( j, b = 1, ..., K_{p+1} \),

2. the entries of the Hessian matrices \( \mathcal{H}_{w^{(p-1)}w^{(p-1)}} \) for \( p = 1, ..., L \) are given by

\[ \frac{\partial}{\partial w_{ba}^{(p-1)}} \left( \frac{\partial E}{\partial w_{ji}^{(p-1)}} \right) * = \frac{1}{N} \sum_{t=1}^{N} \left( \psi_{tjb}^{(p)} + \theta_{tjb}^{(p)} \right) x_{ti}^{(p)} x_{ta}^{(p-1)} \]

for \( j, b = 1, ..., K_p \) and \( i, a = 1, ..., K_{p-1} \), where the \( \theta_{tjb}^{(p)} \) are defined for \( t = 1, ..., N \) by

\[ \theta_{tkl}^{(L)} = \begin{cases} (y_{ti} - d_{ti})g''_L \left( y_{ti}^{\text{net}} \right) & \text{if } k = l, \\ 0 & \text{if } k \neq l, \end{cases} \]
for $k, l = 1, ..., C$, and for $p = 1, ..., L - 1$,

$$
\theta_{tjb}^{(p)} = \begin{cases} 
\sum_{\eta=1}^{K_p+1} E_{t\eta}^{(p+1)} w_{\eta_j}^{(p)} \left[ g_p' \left( \left( x_{tj}^{(p)} \right)^{\text{net}} \right) \right] g_p' \left( \left( x_{tb}^{(p)} \right)^{\text{net}} \right) & \text{if } j = b, \\
0 & \text{if } j \neq b,
\end{cases}
$$

(4.16)

for $j, b = 1, ..., K_{p+1}$, where the $E_{t\eta}^{(p)}$ are given by (3.4) and (3.5), and the $\psi_{tjb}^{(p)}$ are defined for $t = 1, ..., N$ recursively on $p$ by $\psi_{tkl}^{(L)} = 0$ for $k, l = 1, ..., C$, and for $p = 1, ..., L - 1$,

$$
\psi_{tjb}^{(p)} = \sum_{\eta=1}^{K_{p+1}} \sum_{\beta=1}^{K_p+1} \left[ \psi_{t\eta\beta}^{(p+1)} w_{\beta b}^{(p)} + \theta_{t\eta\beta}^{(p+1)} w_{\eta_j}^{(p)} \right] \left[ g_p' \left( \left( x_{tj}^{(p)} \right)^{\text{net}} \right) \right] g_p' \left( \left( x_{tb}^{(p)} \right)^{\text{net}} \right)
$$

(4.17)

for $j, b = 1, ..., K_{p+1}$, and

(3) for the other two Hessian matrices we have $\mathcal{H}_{w(p-1)w(p-1)} = \mathcal{H}_{w(p-1)w(p-1)} = \mathcal{H}_{w(p-1)w(p-1)}$.

Proof. (1) Setting $\gamma_{tkl}^{(L)}$ as defined above, Equation (4.13) follows immediately from (4.4). For the hidden layer Hessian matrix entries, set

$$
\gamma_{tjb}^{(p)} = \sum_{\eta=1}^{K_{p+1}} \frac{\partial E_{t\eta}^{(p+1)}}{\partial x_{tb}^{(p)}} w_{\eta_j}^{(p)} \left[ g_p' \left( \left( x_{tj}^{(p)} \right)^{\text{net}} \right) \right] g_p' \left( \left( x_{tb}^{(p)} \right)^{\text{net}} \right)
$$

(4.18)

in (4.7), giving us (4.13). Then using (4.8) we have

$$
\frac{\partial E_{t\eta}^{(p+1)}}{\partial x_{tb}^{(p)}} = \sum_{\beta=1}^{K_{p+1}} \gamma_{t\eta\beta}^{(p+1)} w_{\beta b}^{(p)}.
$$

(4.19)

So substituting (4.19) into (4.18) we get the recursive formula (4.14).

(2) The formula (4.15) for $p = L$ follows directly from the way we defined $\theta_{tkl}^{(L)}$, $\psi_{tkl}^{(L)}$, and equation (4.9). Next, define the $\theta_{tjb}^{(p)}$ as above, and set

$$
\psi_{tjb}^{(p)} = \sum_{\eta=1}^{K_{p+1}} \frac{\partial E_{t\eta}^{(p+1)}}{\partial x_{tb}^{(p)}} w_{\eta_j}^{(p)} \left[ g_p' \left( \left( x_{tj}^{(p)} \right)^{\text{net}} \right) \right] g_p' \left( \left( x_{tb}^{(p)} \right)^{\text{net}} \right)
$$

(4.20)

in (4.10). Substituting (4.20) and (4.16) into (4.10) gives us (4.15). For the $\psi_{tjb}^{(p)}$, using (4.11) with our definition of the $\psi_{tjb}^{(p)}$.
in (4.20) we have:

\[
\frac{\partial E^{(p+1)}_{\eta \beta}}{\partial w_{ib}^{(p)}} = \sum_{\beta=1}^{K_{p+1}} \left( \psi^{(p+1)}_{\eta \beta} w^{(p)}_{\beta b} + \theta^{(p+1)}_{\eta \beta} w^{(p)}_{\eta b} \right)
\]

so substituting (4.21) into (4.20) we get (4.17).

5. Backpropagation Using the Pseudo-Newton’s Method

To simplify the computation in the implementation of Newton’s method, we can use the pseudo-Newton algorithm, which is an alternative algorithm also known to provide good quadratic convergence. For the pseudo-Newton algorithm, we take

\[
H_{w}^{(p-1)} w_{ib}^{(p-1)} = 0
\]

in (4.12), thus reducing the weight updates to

\[
\Delta w^{(p-1)} = -H_{w}^{-1} w^{(p-1)} (\frac{\partial E}{\partial w^{(p-1)}})^{\ast}.
\]

Convergence using the pseudo-Newton algorithm will generally be faster than gradient descent. The trade off for computational efficiency over Newton’s method is somewhat slower convergence, though if the activation functions in the holomorphic MLP are in addition onto, the performance of the pseudo-Newton versus Newton algorithms should be similar [30].

Corollary 5.1 (Pseudo-Newton Backpropagation Algorithm for Holomorphic Neural Networks). The weight updates for the holomorphic MLP with activation functions satisfying

\[
\overline{g(z)} = g(\overline{z}),
\]

\(p = 1, \ldots, L\), using the backpropagation algorithm with the pseudo-Newton’s method are given by

\[
\Delta w^{(p-1)} = -H_{w}^{-1} w^{(p-1)} (\frac{\partial E}{\partial w^{(p-1)}})^{\ast},
\]

where the entries of the Hessian matrices \(H_{w}^{(p-1)} w_{ib}^{(p-1)}\) for \(1 \leq p \leq L\) are given by (4.13) in Theorem 4.1.

6. The One-Step Newton Steplength Algorithm for Real-Valued Complex Functions

A significant problem encountered with Newton’s method and other minimization algorithms is the tendency of the iterates to “overshoot.” If this happens, the iterates may not decrease the function value at each step [31]. For functions on real domains, it is known that for any
minimization algorithm, careful choice of the sequence of steplengths via various steplength algorithms will guarantee a descent method. Steplength algorithms for minimization of real-valued functions on complex domains have been discussed in the literature [32, 12, 33, 34]. In [33], the problem was addressed by imposing unitary conditions on the input vectors. In [34], steplength algorithms were proposed for the BFGS method, which is an approximation to Newton’s method. With regard to applications in neural networks, variable steplength algorithms exist for least mean square error algorithms, and these algorithms have been adapted to the gradient descent backpropagation algorithm for fully complex-valued neural networks with analytic activation functions [32, 27]. Fully adaptive gradient descent algorithms for complex-valued neural networks have also been proposed [12]. However, these algorithms do not apply to the Newton backpropagation algorithm.

To provide a steplength algorithm that guarantees convergence of Newton’s method for real-valued complex functions, we need the following definitions. Let 

\[ f : \Omega \subseteq \mathbb{C}^k \rightarrow \mathbb{R} \]

The function \( f \) is called real differentiable (\( \mathbb{R} \)-differentiable) if it is (Frechet) differentiable as a mapping

\[ f(x, y) : D := \left\{ \left( \begin{array}{c} x \\ y \end{array} \right) \in \mathbb{R}^{2k} \middle| \begin{array}{l} x, y \in \mathbb{R}^k \\ z = x + iy \in \Omega \end{array} \right\} \mathbb{R}^{2k} \rightarrow \mathbb{R}. \]

We then define a stationary point of \( f \) to be a stationary point in the sense of the function \( f(x, y) : D \subseteq \mathbb{R}^{2k} \rightarrow \mathbb{R} \). If \( f \) is twice \( \mathbb{R} \)-differentiable, let \( \mathcal{H}_{xx} \) and \( \mathcal{H}_{xz} \) denote the Hessian matrices of \( f \) with respect to \( z \) given by (4.2).

Let \( z(0) \in \Omega \). If \( \Omega \) is open, we define the level set of \( z(0) \) under \( f \) on \( \Omega \) to be

\[ L_{\mathbb{C}^k}(f(z(0))) = \left\{ z \in \Omega \mid f(z) \leq f(z(0)) \right\}, \]

and let \( L_{\mathbb{C}^k}^0(f(z(0))) \) be the path-connected component of \( L_{\mathbb{C}^k}(f(z(0))) \) containing \( z(0) \). To discuss rate of convergence, recall that the root-convergence factors (R-factors) of a sequence \( \{z(n)\} \subseteq \mathbb{C}^k \) that converges to \( \hat{z} \in \mathbb{C}^k \) are

\[ R_p\{z(n)\} = \begin{cases} \limsup_{n \rightarrow \infty} \|z(n) - \hat{z}\|_{\mathbb{C}^k}^{1/n} & \text{if } p = 1, \\ \limsup_{n \rightarrow \infty} \|z(n) - \hat{z}\|_{\mathbb{C}^k}^{1/p^n} & \text{if } p > 1, \end{cases} \]

and the sequence is said to have at least an R-linear rate of convergence if \( R_1\{z(n)\} < 1 \).
The following theorem gives the one-step Newton steplength algorithm to adjust the sequence of steplengths for minimization of a real-valued complex function using Newton’s method. We provide the detailed proof in Appendix B.

**Theorem 6.1** (Convergence of the Complex Newton Algorithm with Complex One-Step Newton Steplengths). Let \( f : \Omega \subseteq \mathbb{C}^k \rightarrow \mathbb{R} \) be twice-continuously \( \mathbb{R} \)-differentiable on the open convex set \( \Omega \) and assume that \( L^0_{\mathbb{C}^k}(f(z(0))) \) is compact for \( z(0) \in \Omega \). Suppose for all \( z \in \Omega \),

\[
\text{Re}\{h^*H_{zz}(z)h + h^*H_{zz}(z)\overline{h}\} > 0 \text{ for all } h \in \mathbb{C}^k.
\]

Assume \( f \) has a unique stationary point \( \hat{z} \in L^0_{\mathbb{C}^k}(f(z(0))) \), and fix \( \epsilon \in (0, 1] \). Consider the iteration

\[
(6.3) \quad z(n+1) = z(n) - \omega(n) \mu(n) p(n), \quad n = 0, 1, ..., \text{ where the } p(n) \text{ are the nonzero complex Newton updates}
\]

\[
(6.4) \quad p(z(n)) = - \left[ H_{zz}(z(n)) - H_{zz}(z(n))H_{zz}(z(n))^{-1}H_{zz}(z(n)) \right]^{-1} \cdot \left[ H_{zz}(z(n))H_{zz}(z(n))^{-1} \left( \frac{\partial f}{\partial z}(z(n)) \right)^* - \left( \frac{\partial f}{\partial z}(z(n)) \right)^* \right],
\]

the steplengths \( \mu(n) \) are given by

\[
\mu(n) = \frac{\text{Re}\{\frac{\partial f}{\partial z}(z(n))p(n)\}}{\text{Re}\{p(n)^*H_{zz}(z(n))p(n) + p(n)^*H_{zz}(z(n))\overline{p(n)}\}},
\]

and the underrelaxation factors \( \omega(n) \) satisfy

\[
(6.5) \quad 0 \leq \epsilon \leq \omega(n) \leq \frac{2}{\gamma(n)} - \epsilon,
\]

where, taking \( z = z(n) \) and \( p = p(n) \),

\[
(6.6) \quad \gamma(n) = \sup \left\{ \frac{\text{Re}\{p^*H_{zz}(z - \mu p)p + p^*H_{zz}(z - \mu p)p\}}{\text{Re}\{p^*H_{zz}(z)p + p^*H_{zz}(z)p\}} \mid \right. \\
\left. \mu > 0, \ f(z - \nu p) < f(z) \text{ for all } \nu \in (0, \mu] \right\}.
\]

Then \( \lim_{n \to \infty} z(n) = \hat{z} \), and the rate of convergence is at least \( R \)-linear.

To apply the one-step Newton steplength algorithm to the Newton’s method or pseudo-Newton’s method backpropagation algorithm
for complex-valued holomorphic multilayer perceptrons, at the \(n\)th iteration in the training process, the one-step Newton steplength for the \(p\)th step in the backpropagation (\(1 \leq p \leq L\)) is

\[
\mu_p(n) = \frac{-\text{Re} \left( \frac{\partial E}{\partial w} \Delta w \right)}{\text{Re} \left\{ (\Delta w)^* H_{ww} \Delta w + (\Delta w)^* H_{ww}^* \Delta w \right\}},
\]

where \(\Delta w = \Delta w^{(p-1)}\) is the weight update for the \(p\)th layer of the network given by Theorem 4.1 or Corollary 5.1, respectively, and \(w = w^{(p-1)}\). (Recall (3.2), so that here \(p(n) = -\Delta w^{(p-1)}\) in (6.3).) For the pseudo-Newton’s method backpropagation, we set \(H_{w^{(p-1)}w^{(p-1)}} = 0\) in (6.4) to obtain the pseudo-Newton updates \(\Delta w^{(p-1)}\) given in Corollary 5.1, but leave \(H_{w^{(p-1)}w^{(p-1)}}\) as calculated in Theorem 4.1 in (6.7). In theory, for the \(n\)th iteration in the training process, we should choose the underrelaxation factor \(\omega_p(n)\) for the \(p\)th step in the backpropagation (\(1 \leq p \leq L\)) according to (6.5) and (6.6). However, in practical application it suffices to take the underrelaxation factors to be constant and they may be chosen experimentally to yield convergence of the error function (see our results in Section VII). It is also not necessary in practical application to verify all the conditions of Theorem 6.1. In particular we may assume that the error function has a stationary point sufficiently close to the initial weights since the initial weights were chosen specifically to be “nearby” a stationary point, and that the stationary point is unique in the appropriate compact level set of the initial weights since the set of zeros of the error function has measure zero.

7. Experiments

To test the efficiency of the algorithms in the previous sections, we will compare the results of applying the gradient descent method, Newton’s method, and the pseudo-Newton’s method to a holomorphic MLP trained with data from the real-valued exclusive-or (XOR) problem (see

| Input Pattern | Output |
|---------------|--------|
| 0 0           | 0      |
| 1 0           | 1      |
| 0 1           | 1      |
| 1 1           | 0      |

Table 1. XOR Training Set
Table 1. Note that the complex-valued XOR problem has different criteria for the data set [18]. We use the real-valued XOR problem as we desire a complex-valued network to process real as well as complex data.

The XOR problem is frequently encountered in the literature as a test case for backpropagation algorithms [8]. A multilayer network is required to solve it: without hidden units the network is unable to distinguish overlapping input patterns which map to different output patterns, e.g. (0,0) and (1,0) [35]. We use a two-layer network with \( m = 2 \) input nodes, \( K = 4 \) hidden nodes, and \( C = 1 \) output nodes. Any Boolean function of \( m \) variables can be trained to a two-layered real-valued neural network with \( 2^m \) hidden units. Modeling after the real case we choose \( K = 2^m \), although this could perhaps be accomplished with fewer hidden units, as \( 2^{m-1} \) is a smaller upper bound for real-valued neural networks [36]. Some discussion of approximating Boolean functions, including the XOR and parity problems, using complex-valued neural networks is given in [37].

In our experiments, the activation functions are taken to be the same for both the hidden and output layers of the network. The activation function is either the sigmoidal function or its third degree Taylor polynomial approximation

\[
g(z) = \frac{1}{1 + \exp(-z)} \quad \text{or} \quad T(z) = \frac{1}{2} + \frac{1}{4}z - \frac{1}{48}z^3.
\]

Notice that while \( g(z) \) has poles near zero, the polynomial \( T(z) \) is analytic on the entire complex plane and bounded on bounded regions (see Figure 2).

\(^1\)One can take a higher degree Taylor polynomial approximation, but this is sufficient for our purposes.
For each activation function we trained the network using the gradient descent backpropagation algorithm, the Newton backpropagation algorithm, and the pseudo-Newton backpropagation algorithm. The real and imaginary parts of the initial weights for each trial were chosen randomly from the interval \([-1, 1]\) according to a uniform distribution. In each case the network was trained to within 0.001 error. One hundred trials were performed for each activation function and each backpropagation algorithm (note that the same set of random initial weights was used for each set of trials). For the trials using the gradient descent backpropagation algorithm, a constant learning rate \((\mu)\) was used. It is known that for the gradient descent algorithm for real-valued neural networks, some learning rates will result in nonconvergence of the error function [38]. There is experimental evidence that for elementary transcendental activation functions used in complex-valued neural networks, sensitivity of the gradient descent algorithm to the choice of the learning rate can result in nonconvergence of the error function as well, and this is not necessarily affected by changes in the initial weight distribution [18]. To avoid these problems, a learning rate of \(\mu = 1\) was chosen both to guarantee convergence and to yield fast convergence (as compared to other values of \(\mu\)). For the trials using the Newton and pseudo-Newton backpropagation algorithms, a variable learning rate (steplength) was chosen according to the one-step Newton steplength algorithm (Theorem 6.1) to control the problem of “overshooting” of the iterates and nonconvergence of the error function when a fixed learning rate was used. For both the Newton and pseudo-Newton trials, a constant underrelaxation factor of \(\omega = 0.5\) was used; this was chosen to yield the best chance for convergence of the error function. The results are summarized in Table 2

Over the successful trials, the polynomial activation function performed just as well as the traditional sigmoidal function for the gradient descent backpropagation algorithm and yielded more successful trials than the sigmoidal function for the Newton and pseudo-Newton backpropagation algorithms. We define a successful trial to be one in which the error function dropped below 0.001. We logged four different types of unsuccessful trials (see Table 3). Convergence of the error function to a local minimum occurred when, after at least 50,000 iterations for gradient descent and 5,000 iterations for the Newton and pseudo-Newton algorithms, the error function remained above 0.001 but had stabilized to within \(10^{-10}\) between successive iterations. This occurred more frequently in the Newton’s method trials than the gradient descent trials, which was expected due to the known sensitivity
Table 2. XOR Experiment Results

| Activation Function | Training Method   | Learning Rate ($\mu$) | Underrelaxation Factor ($\omega$) | Number of Successful Trials | Average Number of Iterations* |
|---------------------|-------------------|-----------------------|-----------------------------------|----------------------------|-----------------------------|
| Sigmoidal           | Gradient Descent  | $\mu = 1$             | None                              | 93                         | 1258.9                      |
| Sigmoidal           | Newton            | One-Step Newton       | $\omega = 0.5$                    | 5                          | 7.0                         |
| Sigmoidal           | Pseudo-Newton     | One-Step Newton       | $\omega = 0.5$                    | 78                         | 7.0                         |
| Polynomial          | Gradient Descent  | $\mu = 1$             | None                              | 93                         | 932.2                       |
| Polynomial          | Newton            | One-Step Newton       | $\omega = 0.5$                    | 53                         | 107.9                       |
| Polynomial          | Pseudo-Newton     | One-Step Newton       | $\omega = 0.5$                    | 99                         | 23.7                        |

*Over the successful trials.

Table 3. Unsuccessful Trials

| Activation Function | Training Method   | Local Minimum | Blow Up | Undefined Floating Point | Singular Matrix | Total Unsuccessful Trials |
|---------------------|-------------------|---------------|---------|--------------------------|-----------------|--------------------------|
| Sigmoidal           | Gradient Descent  | 1             | 0       | 6                        | N/A             | 7                        |
| Sigmoidal           | Newton            | 0             | 0       | 68                       | 27              | 95                       |
| Sigmoidal           | Pseudo-Newton     | 0             | 0       | 14                       | 8               | 22                       |
| Polynomial          | Gradient Descent  | 0             | 0       | 7                        | N/A             | 7                        |
| Polynomial          | Newton            | 26            | 2       | 2                        | 17              | 47                       |
| Polynomial          | Pseudo-Newton     | 1             | 0       | 0                        | 0               | 1                        |

As for efficiency, the Newton and pseudo-Newton algorithms required significantly fewer iterations of the backpropagation algorithm to train of Newton’s method to the initial points. A blow up of the error function occurred when, after the same minimum number of iterations as above, the error function had increased to above $10^{10}$. The final value of the error function was sometimes an undefined floating point number, probably the result of division by zero. This occurred less frequently with the polynomial activation function than with the sigmoidal activation function. Finally, the last type of unsuccessful trial resulted from a singular Hessian matrix (occurring only in the Newton and pseudo-Newton trials). This, necessarily, halted the backpropagation process, and occurred less frequently with the polynomial activation function than with the sigmoidal activation function.
the network than the gradient descent method for each activation function. In addition to producing fewer unsuccessful trials, the pseudo-Newton algorithm yielded a lower average number of iterations than the Newton algorithm for the polynomial activation function and the same average number of iterations as the Newton algorithm for the sigmoidal activation function. The network with polynomial activation function trained using the pseudo-Newton algorithm produced the fewest unsuccessful trials. Overall, we conclude that the use of the polynomial activation function yields more consistent convergence of the error function than the use of the sigmoidal activation function, and the use of the Newton and pseudo-Newton algorithms yields significantly fewer training iterations than the use of the gradient descent method.

8. Conclusion

We have developed the backpropagation algorithm using Newton’s method for complex-valued holomorphic multilayer perceptrons. The extension of real-valued neural networks to complex-valued neural networks is natural and doing so allows the proper treatment of the phase information. However, the choice of nonlinear activation functions poses a challenge in the backpropagation algorithm. The usual complex counterparts of the commonly used real-valued activation functions are no longer unbounded: they have poles near zero, while other choices are not fully complex-valued functions. To provide experimental evidence for the choice of holomorphic functions as activation functions in addition to mathematical reasoning, we compared the results of using the complex-valued sigmoidal function as activation functions and the results of using its Taylor polynomial approximation as activation functions. Our experiments showed that when Newton’s method was used for the XOR example, Taylor polynomial approximations are better choices. The use of polynomials as activation functions allows the possibility of rigorous analysis of performance of the algorithm, as well as making connections with other topics of complex analysis, which are virtually nonexistent in complex-valued neural network studies so far. These topics are under investigation currently.
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**Appendix A. Derivation of the Entries of the Hessian Matrices for the Newton’s Method Backpropagation Algorithm**

We give the detail, which was omitted in the main body of the paper, for the computation of the entries of the Hessian matrices $H_{ww}$ for the $(p-1)$th layer of the holomorphic multilayer perceptron, $1 \leq p \leq L$, which are given recursively by (4.10) and (4.11), in a manner similar to the computation of the Hessian matrices $H_{ww}$ given in Section IV. Using the cogradients (3.3) we have:

$$\left( A.1 \right) \quad \frac{\partial}{\partial w_{ba}^{(p-1)}} \left( \frac{\partial E}{\partial w_{ji}^{(p-1)}} \right)^{*} = \frac{1}{N} \sum_{t=1}^{N} \frac{\partial E_{ij}^{(p)}}{\partial w_{ba}^{(p-1)}} x_{ti}^{(p-1)},$$

where $j,b = 1,\ldots,K_p$ and $i,a = 1,\ldots,K_{p-1}$. Using (3.5),

$$\frac{\partial E_{ij}^{(p)}}{\partial w_{ba}^{(p-1)}} = \frac{\partial}{\partial w_{ba}^{(p-1)}} \left[ \sum_{\eta=1}^{K_{p+1}} E_{\eta}^{(p+1)} w_{nj}^{(p)} \right] \frac{g_p'}{g_p} \left( x_{tj}^{(p)} \right)^{\text{net}}$$

$$= g_p' \left( x_{tj}^{(p)} \right)^{\text{net}} \sum_{\eta=1}^{K_{p+1}} E_{\eta}^{(p+1)} w_{nj}^{(p)} + \frac{\partial g_p'}{\partial w_{ba}^{(p-1)}} \sum_{\eta=1}^{K_{p+1}} E_{\eta}^{(p+1)} w_{nj}^{(p)}.$$
where

\[
\frac{\partial E^{(p+1)}_{t\eta}}{\partial w_{ba}^{(p-1)}} = \frac{\partial E^{(p+1)}_{t\eta}}{\partial x_{tb}^{(p)}} \frac{\partial x_{tb}^{(p)}}{\partial w_{ba}^{(p-1)}} + \frac{\partial E^{(p+1)}_{t\eta}}{\partial x_{tb}^{(p)}} \frac{\partial x_{tb}^{(p)}}{\partial w_{ba}^{(p-1)}}
\]

\[
= \frac{\partial E^{(p+1)}_{t\eta}}{\partial x_{tb}^{(p)}} \left[ \frac{\partial x_{tb}^{(p)}}{\partial (x_{tb}^{(p)})^{\text{net}}} \frac{\partial (x_{tb}^{(p)})^{\text{net}}}{\partial w_{ba}^{(p-1)}} + \frac{\partial x_{tb}^{(p)}}{\partial (x_{tb}^{(p)})^{\text{net}}} \frac{\partial (x_{tb}^{(p)})^{\text{net}}}{\partial w_{ba}^{(p-1)}} \right]
\]

\[
= \frac{\partial E^{(p+1)}_{t\eta}}{\partial x_{tb}^{(p)}} g_p' \left( (x_{tb}^{(p)})^{\text{net}} \right) \frac{x_{ta}^{(p-1)}}{x_{ta}^{(p-1)}}
\]

and

\[
\frac{\partial g_p' \left( (x_{tj}^{(p)})^{\text{net}} \right)}{\partial w_{ba}^{(p-1)}} = \frac{\partial g_p' \left( (x_{tj}^{(p)})^{\text{net}} \right)}{\partial (x_{tj}^{(p)})^{\text{net}}} \frac{\partial (x_{tj}^{(p)})^{\text{net}}}{\partial w_{ba}^{(p-1)}} + \frac{\partial g_p' \left( (x_{tj}^{(p)})^{\text{net}} \right)}{\partial (x_{tj}^{(p)})^{\text{net}}} \frac{\partial (x_{tj}^{(p)})^{\text{net}}}{\partial w_{ba}^{(p-1)}}
\]

\[
= \left\{ \begin{array}{ll}
g_p'' \left( (x_{tj}^{(p)})^{\text{net}} \right) x_{ta}^{(p-1)} & \text{if } j = b, \\
0 & \text{if } j \neq b,
\end{array} \right.
\]

so that

\[
\frac{\partial E^{(p)}_{t\eta}}{\partial w_{ba}^{(p-1)}} = \left\{ \begin{array}{l}
\sum_{\eta=1}^{K_{p+1}} \frac{\partial E^{(p+1)}_{t\eta}}{\partial x_{tb}^{(p)}} w_{\eta j}^{(p)} g_p' \left( (x_{tj}^{(p)})^{\text{net}} \right) g_p' \left( (x_{tb}^{(p)})^{\text{net}} \right) \\
+ \sum_{\eta=1}^{K_{p+1}} E^{(p+1)}_{t\eta} w_{\eta j}^{(p)} g_p' \left( (x_{tj}^{(p)})^{\text{net}} \right) x_{ta}^{(p-1)} & \text{if } j = b,
\end{array} \right.
\]

\[
\sum_{\eta=1}^{K_{p+1}} \frac{\partial E^{(p+1)}_{t\eta}}{\partial x_{tb}^{(p)}} w_{\eta j}^{(p)} g_p' \left( (x_{tj}^{(p)})^{\text{net}} \right) g_p' \left( (x_{tb}^{(p)})^{\text{net}} \right) x_{ta}^{(p-1)} & \text{if } j \neq b.
\]
Combining (A.1) and (A.2), we get

\[
\frac{\partial}{\partial w_{b2}^{(p-1)}} \left( \frac{\partial E}{\partial w_{j}^{(p-1)}} \right) * \]

\[
\begin{cases}
\frac{1}{N} \sum_{t=1}^{N} \left\{ \begin{array}{l}
\left[ \sum_{\eta=1}^{K_{p}+1} \frac{\partial E_{t\eta}^{(p+1)}}{\partial x_{tb}^{(p)}} w_{j}^{(p)} \right] \frac{g_{p}'((x_{tj})^{(p)})^{\text{net}})}{g_{p}'((x_{tb})^{(p)})^{\text{net}}} \\
\left[ \sum_{\eta=1}^{K_{p}+1} E_{t\eta}^{(p+1)} w_{j}^{(p)} \right] \frac{g_{p}''((x_{tj})^{(p)})^{\text{net}})}{g_{p}''((x_{tb})^{(p)})^{\text{net}}} \end{array} \right) \times x_{ti}^{(p-1)} x_{ta}^{(p-1)} \text{ if } j = b,
\end{cases}
\]

\[
\begin{cases}
\frac{1}{N} \sum_{t=1}^{N} \left\{ \begin{array}{l}
\left[ \sum_{\eta=1}^{K_{p}+1} \frac{\partial E_{t\eta}^{(p+1)}}{\partial x_{tb}^{(p)}} w_{j}^{(p)} \right] \frac{g_{p}'((x_{tj})^{(p)})^{\text{net}})}{g_{p}'((x_{tb})^{(p)})^{\text{net}}} \\
\left[ \sum_{\eta=1}^{K_{p}+1} E_{t\eta}^{(p+1)} w_{j}^{(p)} \right] \frac{g_{p}''((x_{tj})^{(p)})^{\text{net}})}{g_{p}''((x_{tb})^{(p)})^{\text{net}}} \end{array} \right) \times x_{ti}^{(p-1)} x_{ta}^{(p-1)} \text{ if } j \neq b,
\end{cases}
\]

where \( \frac{\partial E_{t\eta}^{(p+1)}}{\partial x_{tb}^{(p)}} \) can be computed recursively:

\[
\frac{\partial E_{t\eta}^{(p+1)}}{\partial x_{tb}^{(p)}} = \frac{\partial}{\partial x_{tb}^{(p)}} \left[ \sum_{\eta=1}^{K_{p}+2} E_{ta}^{(p+2)} w_{\alpha\eta q}^{(p+1)} \right] g_{p+1}' \left( \frac{(x_{tq})^{(p+1)}}{x_{tn}^{(p+1)}} \right)
\]

\[
= g_{p+1}' \left( \frac{(x_{tq})^{(p+1)}}{x_{tn}^{(p+1)}} \right) \sum_{\alpha=1}^{K_{p+2}} \frac{\partial E_{ta}^{(p+2)}}{\partial x_{tb}^{(p)}} \frac{(x_{tq})^{(p+1)}}{w_{\alpha\eta q}^{(p+1)}}
\]

\[
+ \frac{\partial g_{p+1}'(x_{tq}^{(p+1)})^{\text{net}}}{\partial x_{tb}^{(p)}} \sum_{\alpha=1}^{K_{p+2}} E_{ta}^{(p+2)} \frac{(x_{tq})^{(p+1)}}{w_{\alpha\eta q}^{(p+1)}}
\]

(A.4)
\[ g_{p+1}^{(p+1)} \left( x_{tq}^{(p+1)} \right)^{\text{net}} \sum_{\alpha=1}^{K_{p+2}} \sum_{\beta=1}^{K_{p+1}} \left[ \frac{\partial E_{\alpha}^{(p+2)}}{\partial x_{t_\beta}^{(p+1)}} \frac{\partial x_{t_\beta}^{(p+1)}}{\partial x_{tb}^{(p)}} \right. \\
\left. + \frac{\partial E_{\alpha}^{(p+2)}}{\partial x_{t_\beta}^{(p+1)}} \frac{\partial x_{t_\beta}^{(p+1)}}{\partial x_{tb}^{(p)}} \right] w_{\alpha \eta}^{(p+1)} \]

\[ + \left[ \frac{\partial g_{p+1}^{(p+1)}}{\partial x_{tq}^{(p+1)}} \frac{\partial x_{tq}^{(p+1)}}{\partial x_{tb}^{(p)}} \right] \sum_{\alpha=1}^{K_{p+2}} \sum_{\beta=1}^{K_{p+1}} \frac{\partial E_{\alpha}^{(p+2)}}{\partial x_{t_\beta}^{(p+1)}} \frac{\partial x_{t_\beta}^{(p+1)}}{\partial x_{tb}^{(p)}} \]

\[ + \left[ \frac{\partial g_{p+1}^{(p+1)}}{\partial x_{tq}^{(p+1)}} \frac{\partial x_{tq}^{(p+1)}}{\partial x_{tb}^{(p)}} \right] \sum_{\alpha=1}^{K_{p+2}} E_{\alpha}^{(p+2)} w_{\alpha \eta}^{(p+1)} \]

\[ + g_{p+1}^{(p+1)} \left( x_{tq}^{(p+1)} \right)^{\text{net}} w_{yb}^{(p)} \sum_{\alpha=1}^{K_{p+2}} E_{\alpha}^{(p+2)} w_{\alpha \eta}^{(p+1)} \]

\[ = g_{p+1}^{(p+1)} \left( x_{tq}^{(p+1)} \right)^{\text{net}} \sum_{\alpha=1}^{K_{p+2}} \sum_{\beta=1}^{K_{p+1}} \frac{\partial E_{\alpha}^{(p+2)}}{\partial x_{t_\beta}^{(p+1)}} \frac{\partial x_{t_\beta}^{(p+1)}}{\partial x_{tb}^{(p)}} \left[ \frac{\partial x_{t_\beta}^{(p+1)}}{\partial x_{tb}^{(p)}} \right. \\
\left. + \frac{\partial x_{t_\beta}^{(p+1)}}{\partial x_{tb}^{(p)}} \right] w_{\alpha \eta}^{(p+1)} \]

\[ + g_{p+1}^{(p+1)} \left( x_{tq}^{(p+1)} \right)^{\text{net}} \sum_{\alpha=1}^{K_{p+2}} E_{\alpha}^{(p+2)} w_{\alpha \eta}^{(p+1)} \]

\[ = \sum_{\beta=1}^{K_{p+1}} \left[ \frac{\partial E_{\alpha}^{(p+2)}}{\partial x_{t_\beta}^{(p+1)}} w_{\alpha \eta}^{(p+1)} \right] \]

\[ \cdot \left[ g_{p+1}^{(p+1)} \left( x_{tq}^{(p+1)} \right)^{\text{net}} w_{yb}^{(p)} \right] \]

\[ + \sum_{\alpha=1}^{K_{p+2}} E_{\alpha}^{(p+2)} w_{\alpha \eta}^{(p+1)} \]

\[ = \sum_{\alpha=1}^{K_{p+2}} E_{\alpha}^{(p+2)} w_{\alpha \eta}^{(p+1)} g_{p+1}^{(p+1)} \left( x_{tq}^{(p+1)} \right)^{\text{net}} w_{yb}^{(p)} \]
Let \( f : \Omega \subseteq \mathbb{C}^k \rightarrow \mathbb{R} \), and consider a general minimization algorithm with sequence of iterates \( \{z(n)\} \) given recursively by

\[
z(n + 1) = z(n) - \mu(n)p(n), \quad n = 0, 1, \ldots,
\]

where \( p(n) \in \mathbb{C}^k \) such that \(-p(n)\) is the direction from the \(n\)th iterate to the \((n + 1)\)th iterate and \( \mu(n) \in \mathbb{R} \) is the learning rate or steplength which we allow to vary with each step. We are interested in guaranteeing that the minimization algorithm is a descent method, that is, that at each stage of the iteration the inequality \( f(z(n + 1)) \leq f(z(n)) \) for \( n = 0, 1, \ldots \) holds. Here, we provide details of the proof of the one-step Newton steplength algorithm for the minimization of real-valued functions on complex domains. Our treatment follows the exposition in [31], with the application to the complex Newton algorithm providing a proof of Theorem 6.1.

**Lemma B.1.** Suppose that \( f : \Omega \subseteq \mathbb{C}^k \rightarrow \mathbb{R} \) is \( \mathbb{R} \)-differentiable at \( z \in \text{int}(\Omega) \) and that there exists \( p \in \mathbb{C}^k \) such that \( \text{Re} \left( \frac{\partial f}{\partial z}(z)p \right) > 0 \). Then there exists a \( \delta > 0 \) such that \( f(z - \mu p) < f(z) \) for all \( \mu \in (0, \delta) \).

**Proof.** Let \( z = x + iy \in \text{int}(\Omega) \) with \( x, y \in \mathbb{R}^k \). The function \( f : \Omega \subseteq \mathbb{C}^k \rightarrow \mathbb{R} \) is \( \mathbb{R} \)-differentiable at \( z \) if and only if \( f : D \subseteq \mathbb{R}^{2k} \rightarrow \mathbb{R} \) is (Frechet) differentiable at \( (x, y)^T \in \text{int}(D) \), where \( D \) is defined as in (??) and the (Frechet) derivative (equal to the Gateau derivative) at \( (x, y)^T \) is given by \( \left( \frac{\partial f}{\partial x}, \frac{\partial f}{\partial y} \right) \). Suppose there exists \( p = p_R + ip_I \in \mathbb{C}^k \) with \( p_R, p_I \in \mathbb{R}^k \) such that \( \text{Re} \left( \frac{\partial f}{\partial z}(z)p \right) > 0 \). Then using the coordinate and cogradient transformations (??) and (??) and the fact that \( f \) is real-valued, we have the following ([30], pg. 34):

\[
\begin{align*}
\left( \frac{\partial f}{\partial x}(x, y), \frac{\partial f}{\partial y}(x, y) \right) \left( \begin{array}{c} p_R \\ p_I \end{array} \right) &= \left( \frac{\partial f}{\partial z}(z, \bar{z}), \frac{\partial f}{\partial \bar{z}}(z, \bar{z}) \right) J \cdot \frac{1}{2} J^* \left( \begin{array}{c} p_R \\ p_I \end{array} \right) \\
&= \frac{\partial f}{\partial z}(z, \bar{z}) p + \frac{\partial f}{\partial \bar{z}}(z, \bar{z}) \bar{p} = \frac{\partial f}{\partial z}(z)p + \frac{\partial f}{\partial \bar{z}}(z)p = 2\text{Re} \left( \frac{\partial f}{\partial z}(z)p \right) > 0.
\end{align*}
\]

By (8.2.1) in [31] there exists a \( \delta > 0 \) such that \( f((x, y) - \mu(p_R, p_I)) < f(x, y) \) for all \( \mu \in (0, \delta) \). Viewing \( f \) again as a function on the complex domain \( \Omega \), this is equivalent to the statement that \( f(z - \mu p) < f(z) \) for all \( \mu \in (0, \delta) \). \( \square \)
Recall from Section VI that a stationary point of $f$ to be a stationary point in the sense of the function $f(z) = f(x, y) : D \subseteq \mathbb{R}^{2k} \to \mathbb{R}$. If $\hat{z} = \hat{x} + i\hat{y}$ with $\hat{x}, \hat{y} \in \mathbb{R}^k$, then $\hat{z}$ is a stationary point of $f$ if and only if $\frac{\partial f}{\partial x}(\hat{x}, \hat{y}) = \frac{\partial f}{\partial y}(\hat{x}, \hat{y}) = 0$. Note that if $\text{Re}\left(\frac{\partial f}{\partial z}(z)\right) \neq 0$ for $z \in \text{int}(\Omega)$ (i.e. $z$ is not a stationary point), then there always exists a $p \in \mathbb{C}^k$ such that $\text{Re}\left(\frac{\partial f}{\partial z}(z)p\right) > 0$. So this result is always true in the real domain, and the proof of Lemma B.1 only translates the result from the real domain to the complex domain.

For the sequence of iterates $\{z(n)\}$ given by (B.1), we can find a sequence $\{p(n)\}$ such that $\text{Re}\left(\frac{\partial f}{\partial z}(z(n))p(n)\right) > 0$ for $n = 0, 1, \ldots$. By Lemma B.1 for each $n$ there is at least one $\mu(n) \in (0, \infty)$ such that $f(z(n) - \mu(n)p(n)) < f(z(n))$. At each step in the algorithm we would like to make the largest descent in the value of $f$ as possible, so finding a desirable steplength $\mu(n)$ to guarantee descent translates into the real one-dimensional problem of minimizing $f(z(n) - \mu(n)p(n))$ as a function of $\mu$. For each $n$ let $z(n) = x(n) + iy(n)$ and $p(n) = p_R(n) + ip_I(n)$ with $x(n), y(n), p_R(n), p_I(n) \in \mathbb{R}^k$ and write

$$f(z(n) - \mu p(n)) = f((x(n), y(n)) - \mu(p_R(n), p_I(n))).$$

Suppose $f$ is twice $\mathbb{R}$-differentiable on $\Omega$. As an approximate solution to this one-dimensional minimization problem we take $\mu(n)$ to be the minimizer of the second-degree Taylor polynomial (in $\mu$)

$$T_2(\mu) = f(x(n), y(n)) - \mu \left( \frac{\partial f}{\partial x}(x(n), y(n)), \frac{\partial f}{\partial y}(x(n), y(n)) \right) \begin{pmatrix} p_R(n) \\ p_I(n) \end{pmatrix} + \frac{1}{2} \mu^2 \begin{pmatrix} p_R(n) \\ p_I(n) \end{pmatrix}^T \mathcal{H}_{rr}(x(n), y(n)) \begin{pmatrix} p_R(n) \\ p_I(n) \end{pmatrix}$$

(B.3)

where $\mathcal{H}_{rr}$ denotes the real Hessian matrix

$$\mathcal{H}_{rr} = \left( \begin{array}{cc} \frac{\partial}{\partial x} & \frac{\partial}{\partial y} \\ \frac{\partial}{\partial x} & \frac{\partial}{\partial y} \end{array} \right) \cdot \left( \begin{array}{c} \frac{\partial f}{\partial x} \\ \frac{\partial f}{\partial y} \end{array} \right)^T.$$

If

$$\begin{pmatrix} p_R(n) \\ p_I(n) \end{pmatrix}^T \mathcal{H}_{rr}(x(n), y(n)) \begin{pmatrix} p_R(n) \\ p_I(n) \end{pmatrix} > 0$$

then $T_2$ has a minimum at

$$\mu(n) = \frac{\left( \frac{\partial f}{\partial x}(x(n), y(n)), \frac{\partial f}{\partial y}(x(n), y(n)) \right) \begin{pmatrix} p_R(n) \\ p_I(n) \end{pmatrix}}{\begin{pmatrix} p_R(n) \\ p_I(n) \end{pmatrix}^T \mathcal{H}_{rr}(x(n), y(n)) \begin{pmatrix} p_R(n) \\ p_I(n) \end{pmatrix}}.$$

(B.4)
(Note this is equivalent to taking one step toward minimizing \( f \) over \( \mu \) via the real Newton algorithm.) Using a computation similar to (B.2) in the proof of Lemma B.1, the denominator of (B.4) translates back into complex coordinates as ([30], pg. 38):

\[
\begin{pmatrix}
\mathbf{p}_R(n) \\
\mathbf{p}_I(n)
\end{pmatrix}^T \mathcal{H}_{\mathbf{rr}}(\mathbf{x}(n), \mathbf{y}(n)) \begin{pmatrix}
\mathbf{p}_R(n) \\
\mathbf{p}_I(n)
\end{pmatrix} = 2\text{Re}\left\{ \mathbf{p}(n)^* \mathcal{H}_{zz}(\mathbf{z}(n)) \mathbf{p}(n) + \mathbf{p}(n)^* \mathcal{H}_{\mathbf{zz}}(\mathbf{z}(n)) \overline{\mathbf{p}(n)} \right\}.
\]

Combining (B.4) with (B.5) and (B.2), if

\[
\text{Re}\left\{ \mathbf{p}(n)^* \mathcal{H}_{zz}(\mathbf{z}(n)) \mathbf{p}(n) + \mathbf{p}(n)^* \mathcal{H}_{\mathbf{zz}}(\mathbf{z}(n)) \overline{\mathbf{p}(n)} \right\} > 0
\]

we can take the approximate solution to the minimization problem to be

\[
\mu(n) = \frac{\text{Re}\left\{ \frac{\partial f}{\partial z}(\mathbf{z}(n)) \mathbf{p}(n) \right\}}{\text{Re}\left\{ \mathbf{p}(n)^* \mathcal{H}_{zz}(\mathbf{z}(n)) \mathbf{p}(n) + \mathbf{p}(n)^* \mathcal{H}_{\mathbf{zz}}(\mathbf{z}(n)) \overline{\mathbf{p}(n)} \right\}}.
\]

Notice that (B.6) is in fact both a necessary and sufficient condition to obtain an approximate solution using (B.3) to the one-dimensional minimization problem of \( f(\mathbf{z}(n) - \mu \mathbf{p}(n)) \) over \( \mu \), for if

\[
\text{Re}\left\{ \mathbf{p}(n)^* \mathcal{H}_{zz}(\mathbf{z}(n)) \mathbf{p}(n) + \mathbf{p}(n)^* \mathcal{H}_{\mathbf{zz}}(\mathbf{z}(n)) \overline{\mathbf{p}(n)} \right\} < 0,
\]

the Taylor polynomial (B.3) attains only a maximum.

Since defining the sequence of steplengths \( \{\mu(n)\} \) by (B.7) is only an approximate method, to guarantee the descent of the iteration, we consider further modification of the steplengths. From Lemma B.1 it is clear that we can choose a sequence of underrelaxation factors \( \{\omega(n)\} \) such that

\[
f(\mathbf{z}(n) - \omega(n)\mu(n) \mathbf{p}(n)) < f(\mathbf{z}(n))
\]

which guarantees that the iteration

\[
\mathbf{z}(n + 1) = \mathbf{z}(n) - \omega(n)\mu(n) \mathbf{p}(n), \quad n = 0, 1, ...
\]

is a descent method. We describe a way to choose the sequence \( \{\omega(n)\} \).

First, recall some notation from Section VI. Suppose \( \Omega \) is open and let \( \mathbf{z}(0) \in \Omega \). The level set of \( \mathbf{z}(0) \) under \( f \) on \( \Omega \) is defined by (6.1), and \( L_{C^k}^0(f(\mathbf{z}(0))) \) is the path-connected component of \( L_{C^k}(f(\mathbf{z}(0))) \) containing \( \mathbf{z}(0) \). Let \( \|\cdot\|_{C^k} : \mathbb{C}^k \rightarrow \mathbb{R} \) denote the Euclidean norm on \( \mathbb{C}^k \), with \( \|\mathbf{z}\|_{C^k} = \sqrt{\mathbf{z}^* \mathbf{z}} \).

**Lemma B.2** (Complex Version of the One-Step Newton Steplength Algorithm). Let \( f : \Omega \subseteq \mathbb{C}^k \rightarrow \mathbb{R} \) be twice-continuously \( \mathbb{R} \)-differentiable
on the open set $\Omega$. Suppose $L^0_{C^k}(f(z(0)))$ is compact for $z(0) \in \Omega$ and that

\[(B.9) \quad \eta_0 h^* h \leq \text{Re}\{h^* \mathcal{H}_{zz}(z)h + h^* \mathcal{H}_{xz}(z)\bar{h}\} \leq \eta_1 h^* h\]

for all $z \in L^0_{C^k}(f(z(0)))$ and $h \in \mathbb{C}^k$, where $0 < \eta_0 \leq \eta_1$. Fix $\epsilon \in (0, 1]$. Define the sequence $\{z(n)\}$ using (B.8) with $p(n) \neq 0$ satisfying

\[(B.10) \quad \text{Re}\left(\frac{\partial f}{\partial z}(z(n))(p(n))\right) \geq 0, \]

$\mu(n)$ defined by (B.7), and

\[(B.11) \quad 0 < \epsilon \leq \omega(n) \leq \frac{2}{\gamma(n)} - \epsilon, \]

where, setting $z = z(n)$ and $p = p(n)$,

\[(B.12) \quad \gamma(n) = \sup \left\{ \frac{\text{Re}\{p^* \mathcal{H}_{zz}(z - \mu p)p + p^* \mathcal{H}_{xz}(z - \mu p)\bar{p}\}}{\text{Re}\{p^* \mathcal{H}_{zz}(z)p + p^* \mathcal{H}_{xz}(z)\bar{p}\}} \middle| \mu > 0, \quad f(z - \nu p) < f(z) \quad \text{for all } \nu \in (0, \mu] \right\}. \]

Then $\{z(n)\} \subseteq L^0_{C^k}(f(z(0)))$,

\[\lim_{n \to \infty} \frac{\text{Re}\left(\frac{\partial f}{\partial z}(z(n))(p(n))\right)}{\|p(n)\|_{C^k}} = 0, \]

and $\lim_{n \to \infty} (z(n) - z(n + 1)) = 0$.

**Proof.** Let $f : \Omega \subseteq \mathbb{C}^k \to \mathbb{R}$ be twice-continuously $\mathbb{R}$-differentiable on the open set $\Omega$, and define $D$ as in (??). Then $D$ is open and $f(x, y) : D \subseteq \mathbb{R}^{2k} \to \mathbb{R}$ is twice-continuously differentiable on $D$. Let $z(0) = x(0) + iy(0) \in \Omega$ with $x(0), y(0) \in \mathbb{R}^k$ and set

\[L^0_{\mathbb{R}^{2k}}(f(x(0), y(0))) = \left\{ \begin{pmatrix} x \\ y \end{pmatrix} \in D \bigg| \begin{array}{c} x, y \in \mathbb{R}^k, \\ z = x + iy \in L^0_{C^k}(f(z(0))) \end{array} \right\}. \]

It is clear that since $L^0_{C^k}(f(z(0)))$ is assumed to be compact, the real level set $L^0_{\mathbb{R}^{2k}}(f(x(0), y(0)))$ is also compact.

Next, observe that for $z = x + iy \in \mathbb{C}^k$ with $x, y \in \mathbb{R}^k$, if $\|\cdot\|_{\mathbb{R}^{2k}} : \mathbb{R}^{2k} \to \mathbb{R}$ denotes the Euclidean norm on $\mathbb{R}^{2k}$, then

\[\|z\|^2_{C^k} = z^* z = \left\| \begin{pmatrix} x \\ y \end{pmatrix} \right\|_{\mathbb{R}^{2k}}^2. \]
Using this fact and (B.5) we see that for \( z = x + iy \in L^0_c(f(z(0))) \) and \( h = h_R + ih_I \in \mathbb{C}^k \) with \( x, y, h_R, h_I \in \mathbb{R}^k \) the condition (B.9) is equivalent to

\[
\eta_0' \left\| \begin{pmatrix} h_R \\ h_I \end{pmatrix} \right\|_{\mathbb{R}^{2k}}^2 \leq \left( \begin{pmatrix} h_R \\ h_I \end{pmatrix} \right)^T H_{\text{rr}}(x, y) \left( \begin{pmatrix} h_R \\ h_I \end{pmatrix} \right) \leq \eta_1' \left\| \begin{pmatrix} h_R \\ h_I \end{pmatrix} \right\|_{\mathbb{R}^{2k}}^2,
\]

where again \( H_{\text{rr}} \) denotes the real Hessian matrix of \( f(x, y) : D \subseteq \mathbb{R}^{2k} \to \mathbb{R} \), and \( 0 < \eta_0' = \frac{\eta_0}{2} \leq \frac{\eta_1}{2} = \eta_1' \).

We have already seen in the proof of Lemma (B.1) (see the calculation (B.2)) that the condition (B.10) on the vectors \( p(n) \) with \( p_R(n), p_I(n) \in \mathbb{R}^k \) is equivalent to the real condition

\[
\left( \frac{\partial f}{\partial x}(x(n), y(n)), \frac{\partial f}{\partial y}(x(n), y(n)) \right) \left( \begin{pmatrix} p_R(n) \\ p_I(n) \end{pmatrix} \right) \geq 0.
\]

We have also seen that our choice (B.7) for \( \mu(n) \) is equal to (B.4).

Finally, for \( \epsilon \in (0, 1] \), using (B.5) again we have the real analogue of (B.12):

\[
\gamma(n) = \sup \left\{ \left( \begin{pmatrix} p_R(n) \\ p_I(n) \end{pmatrix} \right)^T H_{\text{rr}}((x(n), y(n)) - \mu(p_R(n), p_I(n))) \left( \begin{pmatrix} p_R(n) \\ p_I(n) \end{pmatrix} \right) \right| \mu > 0, f((x(n), y(n)) - \nu(p_R(n), p_I(n))) < f(x(n), y(n)) \text{ for all } \nu \in (0, \mu) \right\}.
\]

By (B.2),

\[
\left( \frac{\partial f}{\partial x}(x(n), y(n)), \frac{\partial f}{\partial y}(x(n), y(n)) \right) \left( \begin{pmatrix} p_R(n) \\ p_I(n) \end{pmatrix} \right) = 2\text{Re} \left( \frac{\partial f}{\partial x}(z(n))p(n) \right) \left\| p(n) \right\|_{\mathbb{C}^k},
\]

so applying (14.2.9) in [31], \( \{(x(n), y(n))^T \} \subseteq L^0_{\mathbb{R}^{2k}}(f(x(0), y(0))) \),

\[
\lim_{n \to \infty} \left\| \begin{pmatrix} p_R(n) \\ p_I(n) \end{pmatrix} \right\|_{\mathbb{R}^{2k}} = 0,
\]

and

\[
\lim_{n \to \infty} \left( \begin{pmatrix} x(n) \\ y(n) \end{pmatrix} - \begin{pmatrix} x(n+1) \\ y(n+1) \end{pmatrix} \right) = 0.
\]
Translating back to complex coordinates yields the desired conclusion. □

Assume that there is a unique stationary point \( \hat{z} \) in \( L^0_{C_k}(f(z(0))) \). We desire to guarantee that the sequence of iterates \( \{z(n)\} \) converges to \( \hat{z} \).

Before we give conditions for convergence of the complex version of the one-step Newton steplength algorithm, recall from Section VI that the R-factors of a sequence \( \{z(n)\} \subseteq C_k \) that converges to \( z \in C_k \) are given by (6.2), and the sequence has at least an R-linear rate of convergence if \( R_1\{z(n)\} < 1 \).

**Lemma B.3 (Convergence of the Complex Version of the One-Step Newton Steplength Algorithm).** Let \( f : \Omega \subseteq C_k \to \mathbb{R} \) be twice-continuously \( \mathbb{R} \)-differentiable on the open convex set \( \Omega \) and assume that \( L^0_{C_k}(f(z(0))) \) is compact for \( z(0) \in \Omega \). Assume the notation as in Lemma B.2. Suppose for all \( z \in \Omega \),

(B.13) \[ \text{Re}\{h^*H_{zz}(z)h + h^*H_{zz}(z)\bar{h}\} > 0 \] for all \( h \in C_k \),

and assume that the \( p(n) \) are nonzero vectors satisfying

(B.14) \[ \text{Re}\left(\frac{\partial f}{\partial z}(z(n))p(n)\right) \geq C \left\| \left(\frac{\partial f}{\partial z}(z(n))\right)^T \right\| \|p(n)\|_{C_k}, \quad n = 0, 1, ... \]

for some fixed \( C > 0 \). Assume \( f \) has a unique stationary point \( \hat{z} \) in \( L^0_{C_k}(f(z(0))) \). Then \( \lim_{n \to \infty} z(n) = \hat{z} \), and the rate of convergence is at least R-linear.

**Proof.** As in the proof of Lemma B.2, given the assumptions of this lemma, \( f : D \subseteq \mathbb{R}^{2k} \to \mathbb{R} \) is twice-continuously (Frechet) differentiable on the open convex set \( D \), and the set \( L^0_{\mathbb{R}^{2k}}(f(x(0), y(0))) \) is compact for \( z(0) = x(0) + iy(0) \in \Omega \), where \( x(0), y(0) \in \mathbb{R}^k \).

Using (B.5), for \( z = x + iy \in \Omega \) the condition (B.13) is equivalent to the condition

\[
\begin{pmatrix} h_1 \\ h_2 \end{pmatrix}^T \mathcal{H}_{rr}(x, y) \begin{pmatrix} h_1 \\ h_2 \end{pmatrix} > 0 \quad \text{for all} \quad \begin{pmatrix} h_1 \\ h_2 \end{pmatrix} \in \mathbb{R}^{2k} \quad \text{with} \quad h_1, h_2 \in \mathbb{R}^k.
\]

Thus for all \( (x, y)^T \in D \), the real Hessian \( \mathcal{H}_{rr}(x, y) \) of \( f \) is positive definite.

Also as in the proof of Lemma B.2, the real versions of the definitions of \( \mu(n) \) and \( \omega(n) \) given by (B.7) and (B.11), respectively, satisfy the real one-step Newton steplength algorithm (14.2.9) in [31].
Finally, for \( z = x + iy \in \mathbb{C}^k \) with \( x,y \in \mathbb{R}^k \), a simple calculation shows that

\[
2 \left\| \left( \frac{\partial f}{\partial z}(z) \right)^T \right\|_{\mathbb{C}^k} = \left\| \left( \frac{\partial f}{\partial x}(x,y), \frac{\partial f}{\partial y}(x,y) \right)^T \right\|_{\mathbb{R}^{2k}},
\]

so using the calculation (B.2) in the proof of Lemma B.1, the condition (B.14) for the nonzero vectors \( p(n) = p_R(n) + ip_I(n) \) with \( p_R(n), p_I(n) \in \mathbb{R}^k \) is equivalent to the real condition

\[
\left( \frac{\partial f}{\partial x}(x,y), \frac{\partial f}{\partial y}(x,y) \right) \left( \begin{array}{c} p_R(n) \\ p_I(n) \end{array} \right) \geq C \left\| \left( \frac{\partial f}{\partial x}(x,y), \frac{\partial f}{\partial y}(x,y) \right)^T \right\|_{\mathbb{R}^{2k}} \left\| \left( \begin{array}{c} p_R(n) \\ p_I(n) \end{array} \right) \right\|_{\mathbb{R}^{2k}}.
\]

Thus we may apply Theorem (14.3.6) in [31] and transfer back to complex coordinates to obtain that \( \lim_{n \to \infty} z(n) = \hat{z} \), where \( \hat{z} = \hat{x} + i\hat{y} \) with \( \hat{x}, \hat{y} \in \mathbb{R}^k \) is the unique stationary point of \( f \) in \( L^0_{\mathbb{C}^k}(f(z(0))) \), and the rate of convergence is at least \( R \)-linear.

We now apply the previous results to the complex Newton algorithm. Let \( f : \Omega \subseteq \mathbb{C}^k \to \mathbb{R} \) be twice-continuously \( \mathbb{R} \)-differentiable on the open convex set \( \Omega \). Let \( z(0) \in \Omega \) and assume that the level set \( L^0_{\mathbb{C}^k}(f(z(0))) \) is compact. Suppose for all \( z \in \Omega \),

\[
\Re \{ h^* \mathcal{H}_{zz}(z) h + h^* \mathcal{H}_{zz}(z) \overline{h} \} > 0 \quad \text{for all} \quad h \in \mathbb{C}^k.
\]

As in the proof of Lemma B.3, this condition is equivalent to the positive definiteness of the real Hessian matrix \( \mathcal{H}_{rr}(x,y) \) of \( f \) for all \( (x,y)^T \in D \). Since \( f \) is twice-continuously \( \mathbb{R} \)-differentiable, the Hessian operator \( \mathcal{H}_{rr}(\cdot) : D \subseteq \mathbb{R}^{2k} \to L(\mathbb{R}^{2k}) \) (where \( L(\mathbb{R}^{2k}) \) denotes the set of linear operators \( \mathbb{R}^{2k} \to \mathbb{R}^{2k} \)) is continuous. Restricting to the compact set \( L^0_{\mathbb{R}^{2k}}(f(x(0),y(0))) \) we have that \( \mathcal{H}_{rr}(\cdot) : L^0_{\mathbb{R}^{2k}}(f(x(0),y(0))) \to L(\mathbb{R}^{2k}) \) is a continuous mapping such that \( \mathcal{H}_{rr}(x,y) \) is positive definite for each vector \( (x,y)^T \in L^0_{\mathbb{R}^{2k}}(f(x(0),y(0))) \). For each \( (x,y)^T \in L^0_{\mathbb{R}^{2k}}(f(x(0),y(0))) \) set

\[
\tilde{p}(x,y) = \mathcal{H}_{rr}(x,y)^{-1} \left( \frac{\partial f}{\partial x}(x,y), \frac{\partial f}{\partial y}(x,y) \right)^T.
\]
By Lemma (14.4.1) in [31], there exists a constant \( C > 0 \) such that

\[
\begin{bmatrix}
\frac{\partial f}{\partial x}(x, y) \\
\frac{\partial f}{\partial y}(x, y)
\end{bmatrix} \hat{p}(x, y) 
\geq C \left\| \begin{bmatrix}
\frac{\partial f}{\partial x}(x, y) \\
\frac{\partial f}{\partial y}(x, y)
\end{bmatrix} \right\|_{\mathbb{R}^{2k}} \left\| \hat{p}(x, y) \right\|_{\mathbb{R}^{2k}}
\]  

for all \((x, y)^T \in L^0_{\mathbb{R}^{2k}}(f(x(0), y(0)))\). As in the proof of Lemma B.3, (B.15) is equivalent to the inequality

\[
\text{Re} \left( \frac{\partial f}{\partial z}(z)p(z) \right) \geq C \left\| \begin{bmatrix}
\frac{\partial f}{\partial z}(z)
\end{bmatrix} \right\|_{\mathbb{C}^k} \left\| p(z) \right\|_{\mathbb{C}^k}
\]

for all \( z \in L^0_{\mathbb{R}^{2k}}(f(x(0), y(0))) \), where

\[
\hat{p}(z) = - \left[ \mathcal{H}_{zz}(z) - \mathcal{H}_{zz}(z)\mathcal{H}_{zz}(z)^{-1}\mathcal{H}_{zz}(z) \right]^{-1} \cdot \left[ \mathcal{H}_{zz}(z)\mathcal{H}_{zz}(z)^{-1} \left( \frac{\partial f}{\partial z}(z) \right)^* - \left( \frac{\partial f}{\partial z}(z) \right)^* \right]
\]

is obtained from \( \hat{p}(x, y) \) (where \( z = x + iy \)) using the coordinate and cogradient transformations (??) and (??), respectively [30]. Suppose \( f \) has a unique stationary point \( \hat{z} \) in \( L^0_{\mathbb{C}^k}(f(z(0))) \). Consider the iteration

\[
z(n + 1) = z(n) - \omega(n)\mu(n)p(n), \quad n = 0, 1, \ldots,
\]

where the \( p(n) \) are the nonzero complex Newton updates defined by \( p(n) = \hat{p}(z(n)) \), and assume the notation of Lemma B.2. Then \( \{z(n)\} \subseteq L^0_{\mathbb{C}^k}(f(z(0))) \). The vectors \( p(n) \) satisfy (B.14), so by Lemma B.3 the sequence of iterates \( \{z(n)\} \) converges to \( z \), and the rate of convergence is at least R-linear. Thus we have proved Theorem 6.1.