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Abstract

This paper describes our system developed for the subtask 1c of the sixth Social Media Mining for Health Applications (SMM4H) shared task in 2021. The aim of the subtask is to recognize the adverse drug effect (ADE) mentions from tweets and normalize the identified mentions to their mapping MedDRA preferred term IDs. Our system is based on a neural transition-based joint model, which is to perform the recognition and normalization simultaneously. Our final two submissions outperform the average F1 by 1-2%.

1 Introduction

With the popularity of social media such as Twitter, people often publish messages online in regard to their health such as the information related to the adverse drug effects (ADEs). Mining such type of information from social media is helpful for pharmacological post-marketing surveillance and monitoring. The aim of the sixth Social Media Mining for Health Applications (SMM4H) shared task in 2021 (Magge et al., 2021) is to mining such invaluable health information from social media. We participate in the subtask 1c of SMM4H 2021, which is to recognize the ADE mentions from tweets and normalize the identified mentions to their mapping MedDRA preferred term IDs.

Table 1: Overall statistics of the dataset.

|        | #tweets | #mentions | #unique concepts |
|--------|---------|-----------|------------------|
| trn    | 17,375  | 1,706     | 317              |
| dev    | 915     | 86        | 57               |
| tst    | 10,984  | -         | -                |

mapping concept in KB for $m_i$, then $m_i \rightarrow NIL$, where NIL denotes that $m_i$ is unlinkable.

Table 1 shows the statistics of the dataset provided by the organizers. We use the training (trn) and development (dev) sets to build our system and submit the predictions on the testing (tst) set.

We use MedDRA v21.1 as the KB, which consists 25,463 unique preferred term IDs.

3 The Approach

Preprocessing. We preprocess all the tweets with the following steps (Ji et al., 2016): 1) tokenize the tweets with whitespace and punctuations; 2) lowercase the tokens; 3) replace the urls with "httpurl"; 4) replace the @user with "username"; 5) replace the escape characters with their original form (e.g., &amp; → &).

We preprocess all the mentions and concepts in KB with the following steps (Ji et al., 2020): 1) replace the numerical words to their corresponding Arabic numerals (e.g., one / first / i / single → 1); 2) tokenize the mentions and concepts with whitespace and punctuations; 3) remove the punctuations; 4) lowercase the tokens.

Neural Transition-based Joint Model. We cast the end-to-end task as a sequence labeling task and convert the whole task as an action sequence prediction task. We follow previous studies of applying Neural Transition-based Model for named entity recognition (NER) (Lample et al., 2016; Wang et al., 2018) with SHIFT, OUT, REDUCE, SEGMENT actions for the recognition purpose and further extend the model by adding LINKING actions for the normalization purpose.
Table 2: Results on the development set.

|                | Precision | Recall | F1   |
|----------------|-----------|--------|------|
| Submission 1   | 0.623     | 0.545  | 0.582|
| Submission 2   | 0.570     | 0.557  | 0.563|

Table 3: Results on the test set.

|                | Precision | Recall | F1   |
|----------------|-----------|--------|------|
| Submission 1   | 0.331     | 0.179  | 0.230|
| Submission 2   | 0.317     | 0.196  | 0.240|
| Average        | 0.231     | 0.218  | 0.220|

**Input Representation** We represent each token $x_i$ in a tweet $x$ by concatenating its character-level word representation, non-contextual word representation, and contextual word representation:

$$x_i = [v_{\text{char}}^i; v_{\text{w}}^i; ELMo_i]$$  \hspace{2cm} (1)

where $v_{\text{char}}^i$ denotes its character-level word representation learned by using a CNN network (Ma and Hovy, 2016), $v_{\text{w}}^i$ denotes its non-contextual word representation initialized with Glove (Pennington et al., 2014) embeddings, which is pre-trained on a large-scale Twitter corpus of two billion tweets, and $ELMo_i$ denotes its contextual word representation initialized with ELMo (Peters et al., 2018).

**Search and Training** For efficient decoding, a widely-used greedy search algorithm (Lample et al., 2016; Wang et al., 2018) is adopted to minimize the negative log-likelihood of the local action classifier, i.e., to minimize the cross-entropy loss between the output distribution with the gold-standard distribution:

$$\mathcal{L}(\theta) = - \sum_t \log p(a_t|r_t)$$  \hspace{2cm} (2)

where $\theta$ denotes all the parameters in this model.

4 Results and Conclusions

We submit the following two results with two different strategies:

- **Submission 1**: single model result with the neural transition-based joint model.
- **Submission 2**: voting result with 5 best single model results.

We report the Precision, Recall and F1 for each ADE extracted where the spans overlap either entirely or partially AND each span is normalized to the correct MedDRA preferred term ID.

Table 2 and 3 show the evaluation results on the development and test sets, respectively. Average denotes the arithmetic median of all submissions made by all the teams participate the end-to-end subtask. Results show that the proposed method outperform the average F1 by 1-2%.

In the future, we will further tune the model and explore other popular contextual word representations learned from BERT (Devlin et al., 2018).
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