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Abstract. Attacks that use sophisticated and complex methods in- creased recently, aiming to infiltrate the Supervisory Control and Data Acquisition (SCADA) system and stay undetected. Therefore, attackers often get access to authorized permissions of SCADA and bring catastrophic damages by sending ‘legitimate’ control commands. Furthermore, insiders may also misuse or abuse their permissions to damage SCADA system, which is difficult to predict and protect against them. Most existing security systems employ standard signature-based or anomaly-based approaches, which are not able to identify this type of malicious activities. In this paper, we use machine learning algorithms based on Singular Values Decomposition (SVD) to create profiles of users and devices. The major contribution of this paper is providing a general process to detect anomalies, independent of specific use cases. Suspicious actions are altered to analysts with relevant contextual information for further investigation and action. We provide detailed description of algorithms, methodology, processing of profiling and anomaly detection. Having profiles of different users and devices can provide us a baseline of normal behavior to compare against unusual behaviors. To demonstrate the proposed method, attack scenarios have been simulated at a Compressed Natural Gas (CNG) system in our lab. Experimental results illustrate that the proposed method is effective for abnormal behaviors in SCADA system.

1 Introduction

Modern SCADA system require seamless integration between human and ma- chine where human interactions with SCADA system become a large part of operations[1]. Outside attackers use sophisticated and complex methods to infiltrate SCADA network and to stay undetected, often using valid credentials and standard administrative tools to hide between legitimate user actions and to hinder detection. They get access to authorized permissions of SCADA and brings catastrophic damages by sending ‘legitimate’ control commands. While insiders may also misuse or abuse their permissions to damage SCADA system, which is difficult to predict and protect against them, because they do not include any exploit of a software implementation vulnerability (e.g., protocol implementation) and all commands are legal. As a result, insider attacks are one of the most dangerous threats organizations face today[2][3].

Most existing security systems employ standard signature-based or anomaly-based approaches, which are not able to identify this type of malicious activities. What’s worse, it is not feasible to analyze user and entity profile manually, due to the complexity of this task and the high amount of different user and entity. Thus, it is of great importance to develop new automated approaches to analyze user and entity profile for SCADA security.

In this paper, we use machine learning algorithms based on Singular Values Decomposition (SVD) to create profiles of users and devices. User and device behaviors are modeled and a baseline is created. Suspicious actions of users and devices are compared against the profile to detect any abnormal scenarios. The major contribution of this paper is providing a general process to detect anomalies, independent of specific use cases. Suspicious actions are altered to analysts with relevant contextual information for further investigation and action. We provide detailed description of algorithms, methodology, processing of profiling and anomaly detection. Having profiles of different users and devices can provide us a baseline of normal behavior to compare against unusual behaviors. To demonstrate the proposed method, attack scenarios have been simulated at a Compressed Natural Gas...
(CNG) system in our lab. Experimental results illustrate that the proposed method is effective for anomaly actions in SCADA system.

The remaining of this paper is organized as follows. Section 2 reviews related work in anomaly detection in SCADA system. Detailed explanation of our methodology is presented in Section 3, including the SCADA system model, algorithms and generic architecture of profiling. Section 4 illustrates the profiling of user and device by using enhanced algorithms. Experiments of anomaly detection on CNG testbed are displayed in Section 5. Section 6 gives the conclusion and Section 7 offers future research directions. Finally, we make our acknowledgements in Section 8.

2 Related work

Anomaly detection SCADA has become one of the hottest topics and many researchers and experts have carried out fruitful work in this area. Some employ the specification of protocols to detect anomalies. Reference [4] proposed a vulnerability assessment framework to systematically evaluate the vulnerabilities of SCADA systems at three levels: system, scenarios, and access points. Reference [5] built a model of Modbus / TCP with configuration-level specifications in addition to protocol specifications. Reference [6] considers the specification-based intrusion detection. Reference [7] proposed a way of automatically learn a DFA (deterministic finite automata). Reference [8] extended this approach for Siemens S7 protocol.

Others uses the signature-based anomaly detection in SCADA system. Reference [9] added a module to Snort to develop signatures for ICS (industrial control system) protocols used in electrical utilities, while reference [10] proposed a framework for dynamic rule generation and deep packet inspection. Reference [11] adapted the well-known Bro IDS (intrusion detection system) to support SCADA protocols. Reference [12] [13] proposed a method to model operator behavior of resolving alarms in electric power SCADA by using Petri net. Reference [14] explored the viability of machine learning methods in detecting the new threat scenarios of command and data injection.

There are also some other approaches of academic research on anomaly detection for SCADA system. Reference [15] provided an overview of standard device fingerprinting techniques and an assessment on the application feasibility in ICS infrastructures. Reference [16] proposed different fingerprinting methods designed to augment existing intrusion detection methods in the ICS environment. In reference [17] an anomaly detection method for SCADA systems based on features including network traffic, link utilization and CPU usage is proposed. All these mentioned work are not applicable to detect anomalies issued by legal users with legitimate control commands to create catastrophic damages [4].

3 Methodology

In this section, we first describe the SCADA system model to illustrate why we employ user and device profile in anomaly detection. Then a detailed explanation of the algorithms used in our method is presented. Finally a generic architecture is showed to illustrate our detection method.

3.1. SCADA system model

We divide SCADA system into three parts: users, network and physical devices. As illustrated in Fig.1, users issue a command through the SCADA network and the actuator take actions accordingly on physical equipment. When the state of physical devices changes, the data will be transmitted back to central site, carrying out any necessary analysis and control and then displaying the information on HMI (human machine interface) for users. There are two kinds of SCADA users [18]: (i) engineers and (ii) operators (or dispatchers). An engineer is responsible for managing object libraries and user interfaces, setting grid topology, normal states and setting parameters of devices, defining process set points, writing automation scripts, etc. While an operator monitors the system status in HMI server, and reacts to alarms and some events to ensure the whole system runs smoothly. The devices include RTUs (remote terminal unit), PLCs (programmable logic controller) and other IEDs (intelligent electronic device). Devices will run in a normal state only if the user issues a command.

Fig. 1. The abstract structure of SCADA system

SCADA system usually controls critical infrastructure, which affects the daily lives of millions and so the security of SCADA system is of very important. SCADA system is vulnerable to
cyberattacks, which may cause inauspicious degrees of harm to the critical infrastructure. Operators or contractors, with extensive internal knowledge of SCADA architecture and system policies/procedures, can cause insider attack. On the other hand, adversaries, with an insider role, could use valid SCADA control application to perform undesirable actions [12].

3.2. Algorithms

Intuitively, finding anomalies with low probability is equal to finding outlier-s that are far away from the common observations. Our approach is based on the concept of Mahalanobis distance [19], which is a multi-dimensional generalization of the z-score [20]. When each observation has multiple variables, Mahalanobies distance shows how many standard deviations away from an observation is from the mean value of all observations[21]. Mahalanobies distance is selected because it is unit-less and scale-invariant. Given an observation vector of n variables $x=[x_1, ..., x_n]$ and a set of observations $X=[x_1, ..., x_m]$ with mean vector $\mu=[\mu_1, ..., \mu_n]$ and covariance matrix $\Sigma$, the Mahalanobis distance is defined as the following E.q.1.

$$M_d = \sqrt{(x - \mu)^T \Sigma^{-1} (x - \mu)}$$  \hspace{1cm} (1)

However, the values of mean vector $\mu$ and the covariance matrix $\Sigma$ are not always available because we cannot get the overall distribution. As a result, we have to use the empirical estimates from the observations. What we cannot ignore is that the covariance matrix $\Sigma$ must be reversible in order to get $\Sigma^{-1}$. Reference [22] gives a detailed discussion on the calculations of Mahalanobis distance.

To compute the distance, we take an alternative approach using the observations. We use the sample to represent the whole as an approximation. Then we get mean vector $\mu$. We first normalize all variables to have zero-mean (E.q.2).

$$Y = X - \mu$$  \hspace{1cm} (2)

Where $Y=[y_1, ..., y_m]=\{x_1 - \mu, ..., x_m - \mu\}$

Then, the calculation of the covariance matrix $\Sigma$ has been simplified as E.q.3.

$$\Sigma = Y^T Y$$  \hspace{1cm} (3)

But there is another problem, the matrix Y has m rows and n columns, which is a large sparse matrix. So we use Singular Values Decomposition (SVD) [23] to simplify the computational process (E.q.4).

$$Y_{m \times n} = U_{m \times m} S_{m \times n} V_{n \times n}^T$$  \hspace{1cm} (4)

Where U and V are orthodox matrices called left singular matrix and right singular matrix respectively, S is diagonal matrix containing singular values as its diagonal elements. The columns of U indicate orthogonal direction in decreasing order of variance corresponding to decreasing magnitudes of singular values in S. Then the covariance matrix $\Sigma$ can be computed as

$$\Sigma = V S^2 V^T$$  \hspace{1cm} (5)

Finally, we get the Mahalanobis distance as E.q.6.

$$M_d = \sqrt{(Y - \mu)^T \Sigma^{-1} (Y - \mu)}$$  \hspace{1cm} (6)

To summarize, all the steps in the algorithm are shown in Algorithm 1.

We use Mahalanobis distance to cluster the normal behaviors and has made some improvements on the algorithm in several ways to adjust it to meet the actual computing needs in Section 4.

3.3. Generic architecture

The process of user and device profiling is illustrated in Fig.3. Our method is independent of use-cases and can be applied to protect specific components. The entire work flow can be divided into four distinct phases. The detailed description of each phase is given in Figure 2.

1) Data Collecting. We collect all the relevant data about user and device from all data sources: IP address, MAC address, the manufacture, operating system, the list of installed software, the list of port and services, logs of a specific user account, login/out logs, registry information, change-log for a specific file/directory, resource usage log, process operation log, USB usage log, traffic log, access log of resources..... Some information can be obtained directly from the log of the host or server, while other information only can be get from the agent installed on the host/server. Experiment results showed that our agent just increases less than 0.5% usage of CPU so as to maximize the effect. We do not give a detailed information about the agent for it is only our little trick to collect information and it is out of the scope of this paper.
2) Feature Extraction. All the gathered information is classified according to its attributes to build five tuples: (U, M), (M, F), (U, A), (A, F), (M, M), where U means users vector, M means devices vector, F means the functions vector of a specific device and A means the authorities vector of a specific user. Then the grouped features are computed and stored.

3) User and Device Profiling. Five matrix are created to profile users and devices. Mahalanobis distance and SVD are used in the profiling process. After this step, we create a correlation between users, authorities, devices, functions and actual behaviors.

4) Anomaly Detection. The aim of our method is to detect any anomalies of users and devices. The test vector are scored against the profiles with a description. If it is consistent with profiles created, the behavior is considered benign, or it will be determined as anomaly with a confidence score. As mentioned above, an event often evolves many features, so the probability of an event is the multiply outcome of multiple probabilities. For example, if the n features are involved, the probability of the event is $P(X) = \prod_{i=1}^{n} P(x_i)$.

\section*{4 User and device profiling}

In this section, we give the details of user and device profiling process. First, we make some improvements to adjust the algorithms be more appropriate for application. Then the method are described in detail.

\subsection*{4.1. Enhanced algorithms}

We extend the algorithms in five aspects to make it more flexible and friendly.

1) Simplification of Computation

We make dimensionality reduction on matrix Y. Based on empirical knowledge, one or more of the singular values have extremely low magnitudes. We can pick a threshold - say 95% or 99% - and choose only as many components from U such that the sum of squares of corresponding singular values (as a percentage of the total sum) is greater than the threshold. If the threshold is given by $t$, $0 < t < 1$, then

$$r = \arg \min_i \left( \sum_{j=1}^{i} s_j^2 / \sum_{all} s_j^2 \right) \geq t$$

(7)

We take the first r columns of U to simplify matrix Y and the computation process. Then the E.q.4 can be simplified as E.q.8

$$Y_{m \times n} = U_{m \times r} S_{r \times r} V_{r \times n}^T$$

(8)

That is to say, we only care about the key first r features of users and devices in the profiling process. What’s more, the left-singular vectors, which are r columns of U, are orthogonal and represent a semantic dimension respectively. And so does right-singular vectors, the r rows of V. Then we can classify the rows of U and the columns of V according to the singular values of S, which means we investigate users and devices in group based on different features. In other words, we don’t compare the behaviors of user against all the other users but only a small proportion of the staff based on the singular vectors interested.

2) Different Variable Weights

In practical, different variable weights to different variable is required. The security level of different devices vary, and different operations have different effects on the whole system. Furthermore, the focus of analysts also differ greatly. For instance, if we want to monitor users for writing to the SCADA system but do not care much about their reading activity, then the writing variables contribute more to the Mahalanobis distance when compared to the reading variables. We define a new vector of weights $w$ where $w_i$ is the weight for the $i$th variable. After that, all the variables have been attached with a corresponding factor $w_i$.

3) Unidirectional Detection

For a specific behavior, usually the deviations are one-sided. For example, Reference [13] proposes an alarm based statistical anomaly detection method and only detected the alarm handling behaviors lowered than his normal level. While in other scenarios, one might not really care if somebody downloads less than what is normal but would want to know if the download magnitude is much larger than his peers. So we make adjustment on the variables to specify whether to detect deviations in a positive or negative direction against the mean. In detail, we introduce a vector v, where each $v_i$ means the direction of interest.

4) Unified Scoring Mechanism

Mahalanobis distance is not bounded, so the calculation results can be arbitrarily big and we will have to build many evaluation mechanism of different features for their computations may vary largely. We map the Mahalanobis distance into a confidence score in an interval of [0,1] by using a sigmoid function $[24]$. Let assume md the distance, then the score can be calculated in the following E.q.9

$$score = \frac{1}{1 + \exp^{-km_4}}$$

(9)

Where k is the steepness of the S-curve and $m_4$ is the Mahalanobis distance.

5) Meaningful Results

What cannot be ignored is that we not only need to identify the anomaly but also need to provide information on why some behaviors are determined as anomalous to justify our detection. We will display the
context information and demonstrate how much each variable contributes to the anomaly score with its weights. The contribution of j-th variable is given by Eq.10.

\[ c_j = \left( \frac{w_j x_j}{\sum_{i=1}^{n} (w_i x_i)^2} \right) \]

\[ \text{Eq.10} \]

4.2. Profiling process

The profiling process is to build five matrices: \((U, M),(M, F),(U, A),(A, F),(M, M)\), where \(U\) means users vector, \(M\) means devices vector, \(F\) means the functions vector of a specific device and \(A\) means the authorities vector of a specific user. Firstly, relationship matrices are created by automatically analyzing the source data we have collected. The following matrices \(A, B, C, D, E\) represent the relation of \((U, M), (M, F),(U, A),(A, F),(M, M)\) respectively.

\[ A = \begin{pmatrix}
  a_{11} & a_{12} & \cdots & a_{1n} \\
  a_{21} & a_{22} & \cdots & a_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  a_{m1} & a_{m2} & \cdots & a_{mn}
\end{pmatrix} \]

\[ \text{Eq.11} \]

Where \(u\) means users and \(m\) means devices, \(a_{ij}\) means whether the \(i\)-th user can operate the \(j\)-th device. The value of \(a_{ij}\) is defined in Eq.12.

\[ a_{ij} = \begin{cases} 
1, & \text{if the } i-th \text{ user can operate the } j-th \text{ device} \\
0, & \text{otherwise}
\end{cases} \]

\[ \text{Eq.12} \]

\[ B = \begin{pmatrix}
  b_{11} & b_{12} & \cdots & b_{1n} \\
  b_{21} & b_{22} & \cdots & b_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  b_{m1} & b_{m2} & \cdots & b_{mn}
\end{pmatrix} \]

\[ \text{Eq.13} \]

Where \(m\) means devices and \(f\) means functions, \(b_{ij}\) means whether the \(i\)-th device has the \(j\)-th function. The value of \(b_{ij}\) is defined in Eq.14.

\[ b_{ij} = \begin{cases} 
1, & \text{if the } i-th \text{ device has the } j-th \text{ function} \\
0, & \text{otherwise}
\end{cases} \]

\[ \text{Eq.14} \]

\[ C = \begin{pmatrix}
  c_{11} & c_{12} & \cdots & c_{1n} \\
  c_{21} & c_{22} & \cdots & c_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  c_{m1} & c_{m2} & \cdots & c_{mn}
\end{pmatrix} \]

\[ \text{Eq.15} \]

Where \(u\) means users and \(a\) means authorities, \(c_{ij}\) means whether the \(i\)-th user has the \(j\)-th authority. The value of \(c_{ij}\) is defined in Eq.16.

\[ c_{ij} = \begin{cases} 
1, & \text{if the } i-th \text{ user has the } j-th \text{ authority} \\
0, & \text{otherwise}
\end{cases} \]

\[ \text{Eq.16} \]

where \(D = \begin{pmatrix}
  d_{11} & d_{12} & \cdots & d_{1n} \\
  d_{21} & d_{22} & \cdots & d_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  d_{m1} & d_{m2} & \cdots & d_{mn}
\end{pmatrix} \]

\[ \text{Eq.17} \]

where \(u\) means users and \(f\) means functions, \(c_{ij}\) means whether the \(i\)-th authority can operate the \(j\)-th function. The value of \(d_{ij}\) is defined in Eq.18.

\[ d_{ij} = \begin{cases} 
1, & \text{if the } i-th \text{ authority can operate the } j-th \text{ function} \\
0, & \text{otherwise}
\end{cases} \]

\[ \text{Eq.18} \]

where \(m\) means devices, \(a_{ij}\) means whether the \(i\)-th device has communicates with the \(j\)-th device. The value of \(e_{ij}\) is defined in Eq.20.

\[ e_{ij} = \begin{cases} 
1, & \text{if the } i-th \text{ device has communicates with the } j-th \text{ device} \\
0, & \text{otherwise}
\end{cases} \]

\[ \text{Eq.20} \]

The elements of these matrices are all can be attached with a corresponding factor \(w\) to show each element’s importance. After the relationship matrices have been created, SVD is used to realize dimensionality reduction to focus on the main components. Let’s take matrix \(A\) for example. We use SVD to classify the users and devices and build a relationship between users and devices.

\[ A = \begin{pmatrix}
  u_1 & u_2 & \cdots & u_n \\
  \vdots & \vdots & \ddots & \vdots \\
  u_m & u_{m+1} & \cdots & u_{m+n}
\end{pmatrix} \]

\[ \text{Eq.21} \]

where \(a_{ij} = \theta(i \neq j)\) and \(r < \min(m,n)\).

Fig. 3. The relationship of Users and Devices

The matrix multiplication form of matrix \(A\) can be illustrated in a simplified form: . In Eq.21, the left-singular vectors, which are \(r\) columns of \(U\), are orthogonal and represent a semantic dimension respectively. And so does right-singular vectors, the \(r\)}
rows of V. While singular values of diagonal matrix S demonstrated the significance of each semantic dimension. Through this manipulation, we obtain the relationship of users and devices. The left matrices B, C, D, E are handled in the same way. Then we will have the profiles of both users and devices, and also the relationship between them. These profiles will serve as the baseline of normal behaviors (See in Fig.3).

5 Anomaly detection

In section 4, we get the profiles of users and devices and the relationship between them. In this section, we will show how to use the profiles to detect anomalies. What is an anomaly? An outlier is an observation which deviates so much from other observations as to arouse suspicions that it was generated by a different mechanism[25]. We can infer that an anomaly is an outlier that appears differently from the majority and occupies a small proportion. The profiles of users can inform us what authorities a user has, which device he usually uses, what operations he usually do. The profiles of devices can tell us what functions a device has, usually operated by which user, and the specific authority needed to perform the function. And the profiles of devices can also tell us whether an illegal connection has been built and whether the communication has something abnormal. We will use these profiles to confirm each other. For example, a grudge staff may commit a damaging operation by installing a virus on different computers. As a sophisticated employee, he may choose the easiest point to launch the attack. Then, the profile of his own can alert us that he has login on a computer which is not his daily using device and the profile of device can alert us that he has installed a software, which behavior is out of his authorities. If the probability of this behavior is lower than 0.3% (which is out of the range of \( \mu \pm 3 \sigma \)), then an alarm is generated. Note that the threshold can be adjusted to adapt to different circumstances of different security level. For those critical components, or suspicious employees, the value can be lowered to detect any potential anomalies, while for common devices and general staff, the value should be set high to reduce the burden of analysts.

### Table 1. The size of dataset.

| Process       | total number | size(Bytes) |
|---------------|--------------|-------------|
| Raw Data      | 10,112,563,217 | 980M        |
| After Preprocess | 1,002,136,791 | 350M        |

To demonstrate the proposed method, we use the data collected on simulated Compressed Natural Gas(CNG) system in our lab, which consists of five operator workstations, two engineer workstations, a historian workstation, a router, a real-time database server and two PLCs(programmable logic controller). All the source data is collected of a duration of 6 months from April 17, 2016 to October 17, 2016. The total logs are 0.98T and the number of logs of different kinds is 10, 112, 563, 217(10 billion). We do some pretreatment on the logs and finally get 0.35T, 1, 002, 136, 791(about 1 billion) comprehensive records, where each new record is a ‘snapshot’ of the whole system (as showed in Table 1). During this time period, we keep the system going and perform regular operations. All the behaviors, including regular operations and abnormal actions have been logged. Some can be directly obtained from the log of devices, while others are gathered by our agent. We use 10-fold cross-validation in our experiments to ensure the accuracy.

5.1. Anomaly detection using user profile

The user profiles can inform us a user initiates what action on which device and the time of occurrence, or not do what he should do. Usually one or more features are more crucial than others, as illustrated in the following three examples.

(1) Abnormal Loading Activity

In our system, the logs of the simulated system need to be copied to a mobile hard disk on the end of day to release the space of the computer. In order to find illegal copy action, we set the anomaly detection of positive direction, which means we don’t care about the user downloads less than what is normal but would want to know it he would copy something else. The vector is defined as \( x = \{ \text{type, bytes, attributes, encryption, number} \} \), where type means the file type.log (different file type is set to different values), bytes means the total size of the file, attributes means read(1), write(2), or execute(4)(when there are more than one attributes, we use the highest value), encryption means whether the file is encrypted, number means the total number of the files. For the variable type is continuous, we use normal distribution as approximation, while for variable type is discrete and only has two values, we set \( p(x = 1) = 99.99\% \). For other discrete distribution, we use its real distribution. The normal distribution is as Fig.4.
We normalize all the variables \( \frac{X_i - \mu_i}{\sigma_i} \) to get a standard normal distribution to have 0 mean and unit variance. For example, the normal behavior is \( x = \{1, 1000, 1, 0, 160000\} \), which means the file type is .log, the total bytes is 1000M (we use MB for the sake of accuracy), file attribute is read only (attributes are), not encrypted (if encrypted, the value is 1), and the mean value of total number is 160000. If we get a new vector \( v = \{2, 1005, 4, 0, 160002\} \). Then we can calculate the probability by

\[
P(v) = \prod_{i=1}^{5} P(x_i) = 0.01 \times 0.99 \times 0.01 \times 0.99 \times 0.99 = 10^{-4},
\]

which means the new vector \( v \) is abnormal and an alarm will be generated. When we use only one feature as a threshold, the result is not satisfactory. For example, the total file number and bytes of the operator’s is recorded along the time line as in Fig.5. From the picture we can see that the total bytes is always around 1000M, while the file number has two peak points that seem abnormal. Traffic-based detection mechanism can only find a small proportion of anomalies while our method can achieve a very high accuracy. What’s more, our method provides the analyzer with a description of the user and device. In other words, we correlate all the actions to a specific user and device using the enhanced Mahalanobis distance.

(2) Not Doing What He Should Do

In SCADA system, the number of alarms generated by the system is within a small range [13]. The operator need to handle these alarms timely. In order to monitor the operator’s alarm-handling actions, we set the anomaly detection of negative direction, which means we want the operator to perform his duties and handle the alarm timely. The baseline vector is defined as \( x = \{\text{number, duration}\} \), with its value of \( x = \{5, 50\} \), which means the operator handles 5 alarms per day and the total time cost is 50min. Test vector is \( v = \{5, 200\} \). The probability of this action is 0.01, so an alert is generated.

![Fig. 4. The normal distribution with probability range](image)

![Fig. 5. File number and total bytes.](image)

![Fig. 6. Action sequence anomaly detection](image)

Also we can use his peers of the same group to confirm the result. Note that we don’t need to compare all the staff with him but only those of most similar features. From the profiles, we find that only 3 operators has the most similarities. The philosophy of simplification has been explained in detail in section 4.

(3) Wrong Operation Order

The operation is sequential in SCADA system. So if the sequence is not as normal, disastrous consequence may occur. For instance, he normal action order is action 1, action 2, action 3, and action 4. As showed in Fig.6 (a).

![Diagram A](image)

![Diagram B](image)

However, we find that the operation order is action 1, action 3, action 2, and action 4 on October 10, 2016 (Fig.6 (b)). Although this action causes no damage to our simulated system, but it is devastating in real production environment.

5.2. Anomaly detection using device profile

The device profiles can tell us a specific device is operated by whom and performs what function and has a communication with which another device.

(1) Communication Anomaly Detection

According to the traffic of all the devices, the communication vector between device 1 and device 2 can be modeled as \( x = \{n_1, n_2, \text{bytes}\} \), which means that there are two protocols between device 1 and device 2, and the packet number of the protocols are \( n_1 \) and \( n_2 \) respectively. If these two protocols have 100,000 and 20,000 packets respectively and the total bytes is 1000M, then

\[
x = \{100000, 200000, 1000\}.
\]

When the test vector is \( v = \{100000, 500000, 2500\} \), we calculate the probability to be \( 10^{-3} \), so an alarm is generated. We can also detect whether a device has something wrong by check the profiles of its own and its communication peers.

(2) Abnormal Tasks

By using the agent, we can have a detailed monitoring of the resource usage of each device. When an unknown increase or decrease of usage occurs, an
anomaly may happen. Since SCADA operations are often cyclical and the communications are deterministic, modeling normal behavior by mining its specific features is feasible [26]. The baseline vector is defined as \( x = \{ \text{CPU, IO, RAM, bandwidth} \} \), with its value of \( x = \{0.3, 0.6, 0.6, 0.5\} \), which means the usage of CPU, IO, RAM, bandwidth is 0.3, 0.6, 0.6, 0.5 respectively. Test vector is \( v = \{0.7, 0.8, 0.8, 0.6\} \). We calculate the probability to be 0.02, so an alarm is generated.

6 Conclusion

In this paper, we propose a general mechanism to build user and device profiles. We make adjustment on Mahalanobis distance by using samples to estimate the whole and using SVD to simplify the calculation. After getting the baseline, we take advantage of SVD to greatly reduce the number of peers to comparison. And all the variables have been attached with a weights \( w \) to show its importance, and the abnormal detection can be set in a positive or negative direction, which is very preferable in real application. Last but not the least, we calculate the probability of the new actions. Experimental results (detection rate up to 99%) illustrate that the proposed method is effective for abnormal actions in SCADA system.

7 Discussion and future network

However, when users cause problems with security, it may often be difficult to judge the degree to which the problem was caused by ignorance, negligence, or mischievous intent[27]. Reference [28] illustrates that attacks of users(such as social engineering) is a real-world threat and we need to develop better technical defenses against them, and learn how to effectively teach end users about these risks. Reference [29] gives a structured review of all the standards and shows us that all standards or regulations emphasize ‘management’ greatly. That is corresponding with the motto Security is 30 percent by technology, and 70 percent by management.

In future, some other machine learning methods and fine-grained feature extraction will be tested to improve detection accuracy..
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