Fast Flow Field Estimation for Various Applications with A Universally Applicable Machine Learning Concept

Michael Leer1 · Andreas Kempf1

Received: 6 May 2020 / Accepted: 23 November 2020 / Published online: 11 December 2020
© The Author(s) 2020

Abstract
This paper presents an approach for the prediction of incompressible laminar steady flow fields over various geometry types. In conventional approaches of computational fluid dynamics (CFD), flow fields are obtained by solving model equations on computational grids, which is in general computationally expensive. Based on the ability of neural networks to intuitively identify and approximate nonlinear physical relationships, the proposed method makes it possible to eliminate the explicit implementation of model equations such as the Navier–Stokes equations. Moreover, it operates without iteration or spatial discretization of the flow problem. The method is based on the combination of a minimalistic multilayer perceptron (MLP) architecture and a radial-logarithmic filter mask (RLF). The RLF acts as a preprocessing step and its purpose is the spatial encoding of the flow guiding geometry into a compressed form, that can be effectively interpreted by the MLP. The concept is applied on internal flows as well as on external flows (e.g. airfoils and car shapes). In the first step, datasets of flow fields are generated using a CFD-code. Subsequently the neural networks are trained on defined portions of these datasets. Finally, the trained neural networks are applied on the remaining unknown geometries and the prediction accuracy is evaluated. Dataset generation, neural network implementation and evaluation are carried out in MATLAB. To ensure reproducibility of the results presented here, the trained neural networks and sample applications are made available for free download and testing.
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1 Introduction
As computing capabilities increase, machine learning (ML) continues to open further areas and offers revolutionary opportunities. A widespread concept of ML are artificial neural networks, which offer suitable solutions for highly complex problems. These include physical phenomena with high-nonlinearities, where mathematical algorithms derived from the human understanding of scientific laws reach their limits. For this
reason, neural networks and ML in general receive increasing attention in the field of fluid dynamics. Advances in turbulence modeling, the acceleration of classical CFD solution methods as well as the development of completely new solution methods based on the approximation capabilities of neural networks are conceivable. The combination of ML and fluid dynamics offers great potential for simulation and fundamental understanding of fluid flow. Yet in order to benefit from ML on a large scale, adapted concepts must first be developed that consider the unique physical conditions of fluid dynamics.

In recent years, many studies have been conducted in which machine learning has been applied to turbulence modeling, reflecting the increased attention given to ML in the fluid mechanics community. Ling et al. (2016) proposed to use deep neural networks for Reynolds averaged Navier–Stokes (RANS) models. Their turbulence modeling approach embedded Galilean invariance into the network architecture using a higher-order multiplicative layer. In other works (Tracey et al. 2013; Edeling et al. 2014; Ling and Templeton 2015) machine learning techniques were used to improve RANS models, by addressing turbulence uncertainties. Neural networks were applied in the area of large eddy simulations (LES) (Wang et al. 2018; Maulik et al. 2018). Fukami et al. (2019) utilized ML to generate synthetic turbulent inflow.

Besides turbulence modeling, recent studies tried to enhance the numerical simulation of flow by maintaining the CFD approach and applying machine learning on computationally intensive, delimited steps. Tompson et al. (2017) succeeded to leverage the approximation power of deep learning with the precision of CFD solvers. A deep neural network solves the Poisson equation in order to accelerate the euler equation velocity update in a classical CFD approach. ML-based pressure projection was also proposed by Yang et al. (2016). Wiewel et al. (2019) proposed a novel long-short-term memory network (LSTM) based approach to predict the changes of pressure fields in fluid flows over time.

In addition to the work mentioned so far, steps have also been taken towards completely new solution methods independent of the CFD approach, with the aim of predicting the flow field through neural networks. ML-based flow approximation models are increasingly establishing themselves in the field of computer graphics and animation, where fast and realistic flow field solutions are required. Recent contributions are the utilization of generative networks (Xie et al. 2018; Kim et al. 2019), mainly considering smoke reconstruction. More related to this work, some authors have tried to develop machine learning concepts, which we refer to as geometry-to-flow-mapping. Guo et al. (2016) proposed to use a neural network to learn a mapping from boundary conditions and geometry to steady-state flow. They were able to show that a signed distance-from-wall function can be better processed by the neural network than a binary wall function. A signed distance function was utilized to predict flow around airfoils (Bhatnagar et al. 2019). U-net architectures were applied on randomly generated 2D-shapes and airfoils, respectively (Chen et al. 2019; Thuerey et al. 2020). A common feature of the mentioned geometry-to-flow mapping approaches is that they learn on entire flow fields of defined lateral extent. This makes the input and output layer of the neural network rigid regarding the domain size. We refer to this prediction process as field-to-field scheme. Once trained, neural networks are limited to predicting flow fields of the same lateral extent, which largely remain within the same physical problem, e.g. flow around airfoils. In order to obtain more accurate prediction near the airfoil boundary, Sekar et al. (2019) trained a neural network to predict the flow field point by point. Their network was based on two steps: a CNN to extract geometrical parameters from airfoil shapes and a multilayer perceptron (MLP) for point-wise
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The present paper introduces a new ML method for fast fluid flow estimation by geometry-to-flow-mapping using a point-to-point scheme. This method can be used for any type of geometry and offers high prediction accuracy and good generalization capability even with simple neural networks and small datasets. Also, it eliminates the explicit inclusion of model equations such as the Navier-Stokes equations, as well as time and spatial discretization. It consists of two steps: As the first step, we introduce the radial-logarithmic filter mask (RLF). Its purpose is to interpret the geometry by compressing the relevant information into a discrete number of features. In the second step, these features can be effectively processed by a subsequent minimalistic neural network as its input neurons. This network in turn provides the velocity components of the flow field as its output. The whole solution scheme is point-to-point related. This means that the RLF always refers to a single (focused) point in the geometry and the neural network provides the velocity components for this point in the flow field.

The paper is organized as follows: Details on the network setup and the functionality of the RLF are given in Sect. 2. The method is tested on three different types of geometries: primitive car shapes, airfoils and internal flows through curved and branched channels. The data preparation required for each of them is explained in Sect. 3 and the prediction results for each geometry type are presented and discussed in Sect. 4. A conclusion in Sect. 5 will discuss the current state of the method based on the achieved prediction accuracy and the practicality. Also, suggestions for future work are given.

2 Network Setup

By training with large datasets, neural networks learn to predict the correct output as a function of the input. In the case of a flow field predictor, the desired output could be for instance a velocity or a pressure field. The definition of the required input, however, is not trivial. A flow field is a function of many physical parameters, of which the flow guiding geometry, due to its arbitrary complexity, is (probably the most) difficult to provide to a neural network as an input. A suitable way must be found to encode the geometry and make the information derived from it available as discrete input features. The number of input features on the other hand has a decisive influence on the size, complexity and manageability of a neural network. Although there exist techniques like convolutional neural networks (CNN) which make the network able to transform a large input field into relevant information through a series of folding and unfolding layers, this study follows the assumption that a neural network is particularly effective in this context when the input information is made available to it in the most compressed yet appropriate form. Each input feature should provide relevant information so that each input neuron is used as effectively as possible. As a suitable way to encode the geometry and make the information derived from it available within a discrete number of features, we introduce the radial-logarithmic filter mask (RLF). Its task is to translate the geometry information into a coding, that can be effectively interpreted by a subsequent neural network.
2.1 Radial-logarithmic Filter Mask

The RLF approach is derived from a set of initial assumptions according to the behavior of steady-state incompressible flow: (1) The flow at a certain point in the field is naturally predetermined by the physical boundary conditions and the surrounding geometry. (2) Any wall in contact with the flow will affect it. (3) Elements of the geometry that are near a considered point in the flow field tend to have a greater influence on the flow at that point than those that are farther away. These three assumptions are not universally valid but can provide a crucial clue to the mapping from geometry to flow. The specification for a geometry-compressing filter can be defined by combining these assumptions: considering a point for which the flow is to be determined, the surrounding geometry is to be compressed in a way, that wall-structures near the point are weighted higher than structures that are farther away, while the overall radius of the treated geometry should include a sufficiently large part of the geometry that stands in contact to the flow. These conditions can be fulfilled by a matrix which consists of cells divided in radial and circumferential direction. For each cell, the ratio of the area occupied by geometry over the total area is determined algorithmically, leading to a continuous cell value within \([0,1]\). This approach is illustrated by Fig. 1.

In addition, Table 1 shows the input features according to the example in Fig. 1 as they would be submitted to the neural network. “Appendix A” provides further illustration on the RLF.

It always refers to a specific point in the geometry and delivers information according to this point to the subsequent neural network.

The RLF is defined by the number of radial and circumferential layers \(R\) and \(\Phi\) as well as the outer Radius \(r_R\). The cells grow exponentially in radial direction depending on a growth factor \(g\). The limit of each radial layer can be obtained by:

\[
r_n = g^{(n-R)} r_R
\]  

(1)

By default a value of 2 is set for \(g\), resulting in a doubling of each next layer in radius. The region is then divided into equal circumferential sections according to \(\Phi\). When applying the RLF, it is centered on the investigated point in the domain. For each cell, an entry \(W_{r,\phi}\)
The input is by definition \([0,1]\)-normalized and the continuous transition from flow field areas to solid areas is beneficial.

is obtained by dividing the wall-occupied area by the total cell area. All entries combined result in the input-array \(W\), which is passed to the neural network after it has been reshaped into a 1D vector according to a certain pattern.

### 2.2 Multilayer Perceptron

The sensible compression of the geometry achieved by the RLF enables even simple neural networks to further process the information. An input formulated this way can be processed by a comparatively simple regression learner like the multilayer perceptron (MLP) we use (Rosenblatt 1957; Rumelhart et al. 1995). “Appendix B” provides a brief overview of MLP. For theoretical details on MLP and its training algorithms we refer to Kruse et al. (2016).

In this study, the architecture of the MLP is adjusted differently, depending on the geometric or fluid mechanical complexity of the respective dataset. However, the depth is never set to more than three hidden layers. It is implemented in MATLAB using the

| \(\varphi\) | \(r\) |
|---|---|
| 1 | 1 0 0 0 0 0.58 1 1 1 0.03 0 0.63 0.75 |
| 2 | 0 0 0 0 0 0.32 1 1 1 0.05 0 0.68 0.99 |
| 3 | 0 0 0 0 0 0 0.74 1 1 0.33 0 0.81 1 |
| 4 | 0 0 0 0 0 0 0.04 0.64 0.97 0.93 0.21 0.34 0.99 |
| 5 | 0 0 0 0 0 0 0 0.04 0.20 0.28 0.29 0.59 |
| 6 | 0 0 0 0 0 0 0 0.06 0.38 0.68 0.94 1 1 |
| 7 | 0 0 0 0 0 0.06 0.58 0.96 1 1 1 1 |
| 8 | 0 0 0 0 0.18 0.91 1 1 1 1 1 1 |
| 9 | 0 0 0 0.02 0.89 1 1 1 1 1 1 |
| 10 | 0 0 0.46 1 1 1 1 1 1 1 1 |
| 11 | 0 0 0.75 1 1 1 1 1 1 1 1 |
| 12 | 0 0 0.82 1 1 1 1 1 1 1 1 |
| 13 | 0 0 0.64 1 1 1 1 1 1 1 1 |
| 14 | 0 0 0.20 0.99 1 1 1 1 1 1 0.99 0.93 |
| 15 | 0 0 0 0.46 0.99 1 1 1 1 1 1 0.98 0.31 |
| 16 | 0 0 0 0 0.33 0.92 1 1 1 1 1 1 |
| 17 | 0 0 0 0 0 0 0.05 0.44 0.85 1 1 1 0.93 |
| 18 | 0 0 0 0 0 0 0 0 0 0.24 0.72 1 0.99 |
| 19 | 0 0 0 0 0 0 0 0 0 0 0 0 0.52 0.87 |
| 20 | 0 0 0 0 0 0 0 0 0 0.16 0.41 0.46 0.18 0.85 |
| 21 | 0 0 0 0 0 0 0 0.06 0.67 1 1 1 0.95 0.48 |
| 22 | 0 0 0 0 0 0.01 0.76 1 1 1 0.76 0.16 0.02 |
| 23 | 0 0 0 0 0 0.32 1 1 1 0.78 0.03 0 0.50 |
| 24 | 0 0 0 0 0 0.59 1 1 1 0.23 0 0.38 0.65 |
feedforwardnet-functionality (The Mathworks 2019), largely using the default settings and the Levenberg–Marquardt algorithm for training (Levenberg 1944; Marquardt 1963). The initial goal is to train the neural network to predict the flow field at constant inlet and outlet conditions and changing geometry. This prediction refers to specific points in the flow field. This means that by giving the RLF-matrix over a specific point in the geometry, the neural network delivers the velocity components accordingly to that point. In contrast to conventional numerical approaches such as CFD, the result for this point can be determined instantaneously and independent of a total solution of the flow field. If a solution of the entire flow field is desired, this procedure can be repeated for each coordinate point separately. Fig. 2 illustrates the data flow through the neural network. A detailed data flow chart covering the entire methodology is provided in “Appendix C”.

Due to the point-to-point prediction scheme a once trained network is not limited to a certain side length of the geometry-fluid domains but can be used flexibly. This is an important distinguishing feature to field-to-field prediction schemes where a trained neural network is limited to predict flow fields which have the same domain size as the training flow fields (Chen et al. 2019; Guo et al. 2016; Thuerey et al. 2020; Bhatnagar et al. 2019). Furthermore, any type of geometry declaration can in principal be handled by the RLF, e.g. binary graphic, vector graphic or mesh data.

3 Data Generation

Thorough testing of the method requires a workflow for the generation of randomly parameterized geometries, CFD-simulation of associated flow fields and application of the data for the learning or testing stage. Such a workflow can be implemented in MATLAB.

For the training and testing of the neural network concept, three different two-dimensional datasets are generated in this study. The first one contains convex geometries inspired by cars, the second airfoil-like shapes and the third internal flow in curved and branched channels. In each case, the datasets are generated by a random-based geometric parameterization and completed by a subsequent CFD simulation with a MATLAB-based in-house code. To enable a large number of tested geometries, we had to stick to low Reynolds numbers and coarse grids.

3.1 Cars Dataset

In this dataset, geometries in the shape of cars are created and placed in a virtual 2D wind tunnel. This means that there are walls at the top and bottom, with the inlet on the left and

\[
W = \begin{bmatrix}
W_{1,1} & \ldots & W_{1,p} \\
\vdots & \ddots & \vdots \\
W_{k,1} & \ldots & W_{k,p}
\end{bmatrix}
\]

INPUTNNOUTPUT

\[
\begin{bmatrix}
u_x \\
u_y \\
u_z
\end{bmatrix}
\]

Fig. 2 Data flow chart of the learning task. On the left the RLF input-array (focused on Cartesian point \( P \)) of the size \( R \cdot \Phi \), corresponding to the number of radial and circumferential layers. On the right the velocity-components.
The wind tunnels size corresponds to $141 \times 75$ pixels, with the two first and the two last rows in y-direction forming the tunnel wall. The car bodies themselves are formed by 12 randomly based parameters, resulting in a large variety of possible geometries. Figure 3 shows as an example, a generated geometry with the associated flow field.

In this way, a total of 138 geometries are created. The associated flow fields are then simulated under constant boundary conditions, i.e. constant inlet velocity and constant viscosity. This results in Reynolds numbers between 590 and 680, measured on the random car length. Figure 4 shows 6 exemplary geometries.

To generate the training set for the neural network, a defined number of data points (pairs of input and output) are then extracted from this dataset. In order to create a data point, the RLF is applied to a random pixel in the flow field of a random training geometry. The resulting array of input features is then combined with both 2D-velocity components obtained by CFD. This sequence is repeated until the desired number of data points for the training is collected. In order to have unlearned geometries for a subsequent validation, only a part of the geometries is used for training, separating the others for validation.
3.2 Airfoil Dataset

The second dataset is generated similar to the previous one but with parametrized airfoils instead of cars. The walls above and below are replaced by periodic boundaries. The airfoils are modeled according to the 4-digit NACA series (Jacobs et al. 1933). In addition, the angle of attack (AoA) is varied. The exact value-ranges of the NACA parameters and the AoA as well as the resulting possible number of variants are summarized in Table 2.

![Airfoil parameter ranges according to the NACA four-digit series definition](image)

Table 2: Airfoil parameter ranges according to the NACA four-digit series definition

| Property                                      | Index | Range      |
|-----------------------------------------------|-------|------------|
| Maximum camber \([0.01c]\)                   | p     | \([0, 1, ..., 6]\) |
| Axial position of maximum camber \([0.1c]\)  | m     | \([0, \{2, 3, ..., 7\}]\) |
| Maximum thickness \([0.01c]\)                | xx    | \([06, 07, ..., 21]\) |
| Angle of attack \(^[\degree]\)               |       | \([-1, 0, ..., 7]\) |

Geometries are defined by four digits, p.m.xx, all related to the chord length \(c\). The chosen parameter ranges allow 784 possible combinations. With the additionally defined angle of attack range, a total of 7056 unique geometries could be created.

![Second dataset: selection of generated airfoils. Top: NACA-2412 at 0\(^\circ\) AoA, middle: NACA-3414 at 3\(^\circ\) AoA, bottom: NACA-4721 at 7\(^\circ\) AoA](image)

Fig. 5 Second dataset: selection of generated airfoils. Top: NACA-2412 at 0\(^\circ\) AoA, middle: NACA-3414 at 3\(^\circ\) AoA, bottom: NACA-4721 at 7\(^\circ\) AoA
The chord length is adjusted to a constant value of 50 pixels, so that at constant inflow conditions the Reynolds number (Re) stays the same. The Reynolds number is set to $Re_c = 125$. A total of 727 geometries are created by randomly combining the parameters and placed in a $203 \times 53$ pixels domain. Flow fields are then simulated with CFD. Figure 5 shows three exemplary geometries. (Note the low spatial resolution that was required for this study.)

In order to later test the suitability of a trained neural network especially regarding variation of the AoA and extrapolation capability beyond the training dataset bandwidth, a series of CFD simulations is carried out for the profile NACA-2412, in which AoA reaches from $-4^\circ$ to $11^\circ$ in $0.5^\circ$ steps.

### 3.3 Internal Flow Dataset

To proof the neural network concept on internal flows, a set of curved channels is generated using the GeoPhi (unpublished) geometry optimization code. The Internal Flow dataset consists of two fundamentally different geometry types, 28 curved flow channel geometries (Type I) and 45 branched flow channel geometries (Type II). For Type I, a single inlet and a single outlet of 21 pixels width each are placed at random positions in the first and last row of the initial $123 \times 123$ pixels geometry field, respectively. GeoPhi, whose optimization goal is to achieve a geometry with the lowest possible pressure loss, is then used to form the curved channel. In this way a set of 28 geometries is formed. Type II is generated analogously, just replacing the 21 pixels wide inlet and outlet with 3 randomly placed 11 pixels wide openings in the first and in the last geometry row each. Flow fields are then simulated analogous to the other two datasets by setting constant viscosity and inlet velocity. Measured by the wall distance at the inlet, the Reynolds-number is 190 for type 1 and is correspondingly smaller for type 2, or larger if several randomly generated branches merge.

Figure 6 shows 2 exemplary geometries of type I and 4 exemplary geometries of type II. These geometries are inspired by haemodynamics, but configurations of this kind can also be found in process engineering, internal flows in reactors, combustion chambers or similar applications.

![Fig. 6 Third dataset: selection of geometries generated for the Internal flow dataset. With the Type I geometries (a) and (d) and the Type II geometries (b), (c), (e), (f)](image)
4 Results and Discussion

The neural network implementation and evaluation are carried out in MATLAB using the `feedforwardnet`-functionality. First, as indicated in the previous section, a certain number of data points are extracted from the training datasets using the RLF. The number of extracted data points plays a decisive role for the prediction accuracy and generalization capability of the trained networks. Its analysis is therefore described separately in Sect. 4.1.1. Secondly, MLP’s are trained for each geometry type (car shapes, airfoils, curved and branched channels) using the extracted data points. Finally, the trained neural networks are evaluated by comparing their prediction of the flow field for the validation geometries with the CFD reference.

For each MLP, the Levenberg Marquardt algorithm is set as the training function and mean squared error (MSE) as the loss function. The mean squared error can be defined as follows:

$$L = \frac{1}{2N} \sum_{m=1}^{N} (\hat{v}_m - v_m)^2$$  \hspace{1cm} (2)

where $m$ denotes a data point, $N$ is the total number of learned data points per batch, and $\hat{v}_m$ and $v_m$ are the CFD reference and the ML-approximated velocity vectors at point $m$, respectively.

To evaluate the accuracy of a trained neural network, the average relative error (ARE), is used (Guo et al. 2016; Ahmed and Qin 2009). First, the difference between the network-approximated and the CFD solved flow field is computed. Then for a pixel, the relative error is defined as the ratio of the magnitude of the difference to the CFD solved flow field. For 2D flows, the relative error at pixel $(i, j)$ is formulated as:

$$err^n(i, j) = \frac{\sqrt{(\hat{v}_{x,ij}(g_n) - v_{x,ij}(g_n))^2 - (\hat{v}_{y,ij}(g_n) - v_{y,ij}(g_n))^2}} {\sqrt{v_{x,ij}(g_n)^2 + v_{y,ij}(g_n)^2}}$$  \hspace{1cm} (3)

with the two velocity components $v_x$ and $v_y$. The average relative error of the $n$-th data case is the mean value of the errors of all pixels outside the solid geometry, i.e. available for the flow:

$$ARE^n = \frac{\sum_i \sum_j err^n(i,j) 1_{ij}(g_n > 0)} {\sum_i \sum_j 1_{ij}(g_n > 0)}$$  \hspace{1cm} (4)

where $1_{ij}(g_n > 0)$ is 1 if and only if $(i, j)$ is outside the solid geometry of $g_n$.

4.1 Cars Dataset

From the 138 geometries of the Cars dataset, 120 (87 %) are used for training and the remaining 18 (13 %) are reserved for subsequent validation. The neural network learns from an array of data points. Each data point consists of a defined number of input features and a defined number of desired output values. The input features of a data point are created by evaluating the RLF for a random pixel within the flow field of a random training
geometry. The RLF is set as follows: 12 layers in circumferential direction and 4 layers in radial direction with an outer radius of 80 pixels. The total number of input features is therefore $4 \times 12 = 48$. The corresponding output values are the two velocity components at this coordinate, which are obtained from the CFD-simulated velocity field. With a grid study, which is described in detail in the Sect. 4.1.1, 800 can be determined as the ideal number of created data points per geometry. With an average of 7360 pixels within a flow field in the Cars dataset, this corresponds to a ratio of 10.9%. In other words, the neural network sees an average of 10.9% of the pixels of a flow field in the training set during training and does not see the remaining 89.1%. In summary, the training database consists of $800 \times 120$ data points with 48 inputs and 2 outputs each. The size of the input layer of an MLP is defined by the number of input features and the output layer is defined by the number of output values. In addition, the architecture of the neural network is supplemented by two hidden layers with 31 neurons each and one hidden layer with 7 neurons. Accordingly, the network architecture configuration is RLF(48)-31-31-7-2, with 3 hidden layers and in total 4 operating layers.

Using the given database, the neural network is trained until the loss function, Eq. (2) is converged, in this case after 27 epochs. The trained neural network can now be applied to new geometries to predict the flow field. For this purpose, an input array is formed by evaluating the RLF for each pixel outside the fixed geometry. The velocity components for each pixel are then predicted by the neural network.

Fig. 7 Visualization of the prediction (NET) compared to the reference solution (CFD) with the absolute error in the right column. On four exemplary validation geometries. Color-map axis-limits are consistent for CFD-result and NET-prediction of each geometry.
Figure 7 visualizes the network prediction compared to the CFD-reference on 4 validation geometries (absolute velocity and absolute error).

Except for the separated flow behind the rear edge of the cars, the estimated flow fields show a good agreement with the CFD reference. In order to assess the prediction accuracy quantitatively, the ARE is calculated for each geometry according to Eqs. (3) and (4). It is observed that the neural network is able to predict the flow fields of the validation set with a mean ARE of 40.16 % and reproduce the flow fields of the training set with a mean ARE of 42.78 %.

The results show that errors increase in x-direction and most errors occur behind the vehicle. Comparing the error-plots in Fig. 7 shows, that the prediction accuracy is generally better for flow fields, where the stream leaving the car-body at the bottom stays attached to the ground than for flow fields, where the flow separates. The prediction results show, that the neural network can cope with former but becomes inaccurate for the latter in the prediction of the streams behind the cars. The fact that flow fields with a horizontal stream at the bottom appear in about 80 % of the cases, while this percentage is higher if only seen the 18 validation geometries, might explain, that the validation-set prediction is slightly better than the training-set prediction. Since the accuracy of the neural networks per definition strongly depends on solid geometry, it seems plausible, that the prediction is worse in areas far away from walls. This is especially true for the area behind the cars.

Interestingly, features are observed that may appear to look like turbulence, although the neural network has never been taught about it, and the Reynolds number is far too low.

4.1.1 Grid search on number of data points

It is well known that neural networks are especially effective if they can learn on the basis of large datasets. However, in the domain of fluid dynamics, the generation of large datasets is in most cases very costly. It is not possible to provide a limitless amount of data for learning tasks of any kind. Moreover, a computationally expensive training of neural networks with a large amount of CFD data, which in turn must be provided by computationally expensive simulations, would indirectly contradict the goal of adding neural networks to save time in flow prediction.

Instead, the goal is to achieve a maximum generalization capability of the neural network from a given limited set of geometries and associated flow fields. The number of extracted data points plays a decisive role in this process: The availability of many data points enhances the learning potential of the neural network. But then, a large number of extracted data points from a given number of geometries means that the neural network receives very detailed information about the flow field of each individual geometry which favors memorizing and thereby reduces the capability to generalize. For the point-to-point prediction scheme, the need for a trade off solution becomes foreseeable: On the one hand, the need for as many data points as possible to favor the neural networks learning ability. And on the other hand, avoiding memorizing by using only a small percentage of pixels per geometry.

The goal is therefore to give an approximate recommendation, how large the proportion of the sampled to the total number of pixels should be, using a defined number of training geometries. As indicated in Sect. 4.1, a logarithmic grid search is performed in order to narrow down the optimal number of extracted data points per geometry. One after another, neural networks are trained with an increasing number of data points and evaluated. Fig. 8 shows the result of the logarithmic grid-search.
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The car geometries contain an average of 7360 pixels inside the flow field. The mean ARE of both, training and validation set show a regressive course until 1000 data points (corresponds to sampled/total pixel ratio of 13.6 %) are reached with an error of 42.6 % for the training and 42.3 % for the validation set at that point. Beginning with 2000 data points, the agreement between training and validation set prediction decreases significantly. While the training set error further decreases to 38 %, the validation set error increases immediately to 50 %. Further on, both curves seem to converge. A theoretical sampled to total pixel ratio of 100 % is reached at 7360, i.e. between 5000 and 10,000.

Based on this logarithmic grid study, a higher resolved grid search in the range of 200 to 1700 data points is performed to further narrow down the optimal number. In this resolved grid study, the optimum number of data points is reached at 800, which corresponds to a sampled to total pixel ratio of 10.9 %.

The evaluation confirms the assumption that an optimal number of extracted data points exists for which the average relative error of the validation geometry prediction and thus the overall network prediction-accuracy achieves the best value.

### 4.2 Airfoil Dataset

The division into training and validation dataset, the extraction of data points, as well as the training of the neural network are carried out analogous to the Car dataset, as described in Sect. 4.1. Of the total 727 generated NACA airfoil geometries, 650 (90 %) are used for training separating the other 77 geometries (10 %) for subsequent model validation. The RLF parameters are selected as follows: 12 layers in circumferential direction and 4 layers in radial direction with an outer radius of 194 pixels. The total number of input features
is therefore $4 \times 12 = 48$. The number of extracted data points per geometry is set to 500. In summary, the training database consists of $500 \times 650$ data points with 48 inputs and 2 outputs each. The neural network is equipped with two hidden layers with 47 neurons each and one hidden layer with 13 neurons. Accordingly, the network architecture configuration is RLF(48)-47-47-13-2, with 3 hidden layers and in total 4 operating layers.

The prediction results of the flow field (both velocity components and component error) for two validation geometries (NACA 2214, AoA = 7° and NACA 4308, AoA = 6°) are shown in Figs. 9 and 10, respectively.

The predicted flow fields show a good agreement with the CFD results. The mean ARE of the reproduced training geometry flow fields is 2.61 % and the mean ARE of the predicted validation geometry flow fields is 2.67 %. It can be seen that the deviations between the reference fields and the predicted fields are primarily found in the downstream region, i.e. in the airfoil wake. This indicates that the strong variation of this region across the
dataset is difficult to capture by the neural network. The ARE distributions of the prediction of training and validation cases are shown in Fig. 11.

Their comparison indicates a good agreement between training and validation prediction and therefore a good generalization capability of the neural network.

In order to test the prediction accuracy regarding aerodynamic properties, the lift coefficient is determined for all predicted flow fields and compared with the lift coefficient determined from the CFD reference flow fields. Figure 12 shows the correlation between both. Lift coefficients are calculated from a surface integral of momentum around a control volume covering the domain.

As described in Sect. 3, an additional dataset was created, which contains the airfoil NACA 2412 in a range of different angles of attack. While the training dataset contains geometries with AoA’s between $-1^\circ$ and $+7^\circ$, this additional dataset contains a range between $-4^\circ$ and $+11^\circ$. Figure 13 shows the predicted flow fields for NACA 2412 at five different AoA’s while the first and the last geometry are outside the training range of $-1^\circ$ to $+7^\circ$. In addition, Fig. 14 shows the lift coefficient versus AoA for this dataset.
Besides an accurate response to angle changes, it shows that the model is capable of slight extrapolation and can be numerically stable beyond the training data parameter range. However, this conclusion has no relation to a physically meaningful extrapolation covering the prediction of stall behavior, which is beyond the scope and ambitions of this paper.

### 4.3 Internal Flow Dataset

The procedure for the training and testing of the model on the Internal flow dataset is analogous to the previous two datasets. In this section only the key setting parameters and dataset partitioning are described. For a detailed explanation on the data point extraction see Sect. 4.1.

The Internal flow dataset consists of two fundamentally different geometry types Curved flow channels (Type I) and branched flow channels (Type II). A single neural network is trained using both types together. In the partitioning of this dataset, it therefore must be ensured, that the proportion of the two types is set equally between training and validation set. The training set is composed of 23 of the 28 generated Type I geometries and 37 of the 45 generated Type II geometries (both 82 % of the total number of geometries of each type). Thus, the training set contains a total of 60 geometries. The validation set is composed of 5 of the 28 generated Type I geometries and 8 of the 45 generated Type II geometries (both 18 % of the total number of geometries of each type). Hence, the validation set contains a total of 13 geometries and the ratio of the overall training set to the overall validation set is 60 to 13 (82 % to 18 %).

![Fig. 12 Correlation of lift coefficients computed from predicted flow fields over lift coefficients computed from CFD reference flow fields shows a high coefficient of determination](image-url)
Fig. 13  Predicted flow field for NACA-2412 for different AoA’s. −3.0° and +9.0° AoA are outside the training data bandwidth.

Fig. 14  CL versus AoA. Within training bandwidth (∗1) and outside (∗2)
The RLF parameters are selected similarly to the previous datasets: 12 layers in circumferential direction and 4 layers in radial direction with an outer radius of 104 pixels. The total number of input features per data point is therefore $4 \times 12 = 48$. The number of extracted data points per geometry is set to 500. In summary, the training database consists of $500 \times 60$ data points with 48 inputs and 2 outputs (2 velocity components to be predicted) each. The neural network is equipped with two hidden layers with 47 neurons each and one hidden layer with 13 neurons. Accordingly, the overall
Figures 15 and 16 show the prediction results (both velocity components compared to the CFD reference) for a Type I geometry and a Type II geometry, respectively. Both are part of the validation set and each has a prediction accuracy approximately equal to the mean prediction of the validation of its type.

The prediction of the Type I geometry shows a good agreement with the CFD reference over all areas of the flow field. In contrast, the prediction of the Type II geometry shows a significant deviation from the reference in some places of the flow domain. This difference is also confirmed by the quantitative evaluation. Table 3 shows the mean ARE for the training and validation set differentiated by the two geometry types.

Although Type II geometries are more present in the training database than Type I geometries, the neural network predicts the associated flow fields much worse. A close look at the Type II prediction in Fig. 16 shows that the neural network reproduces a velocity profile typical for a laminar flow in all channel branches but does not correctly estimate the flux within individual branches. In some areas of the fluid domain, the neural network expects a higher or lower flux than is actually present. Within the Type I prediction (Fig. 15) this error does not occur because the flux is by definition constant over all cross sections. Here the neural network not only correctly predicts the laminar flow profile, but also correctly estimates the flux.

The training and testing of the Internal flow dataset show, that the model is in principle capable of predicting internal flow fields. However, with the Type II geometries it is indicated, that the proposed machine learning model is not yet entirely capable of fulfilling the principle of mass conservation.

### 4.4 Further Testing

So far, for each data set, one neural network was trained specifically. In this part, a common neural network is trained with geometries of all datasets. The aim is to investigate whether a single neural network can be used for universal flow estimation. For this purpose, 82 % of the geometries of each category constitute the new combined training set, while 18 % of each category constitute the combined validation set. Thus the training set consists of 771 geometries and the validation set of 167 geometries. Note that viscosity and inlet velocity were the same across all datasets, while the Reynolds numbers varied due to different characteristic lengths (and definitions of the characteristic lengths).

The **RLF parameters are selected as follows** 12 layers in circumferential direction and 5 layers in radial direction with an outer radius of 192 pixels. The total number of input features is therefore $5 \times 12 = 60$. The number of extracted data points per geometry is set to 1000. In summary, the training database consists of $1000 \times 771$ data points with 60 inputs and 2 outputs each. The neural network is equipped with two hidden layers with 47 neurons each and one hidden layer with 13 neurons. Accordingly, the
network architecture configuration is RLF(60)-47-47-13-2, with 3 hidden layers and in total 4 operating layers. Figure 17 shows prediction results for one exemplary geometry of each category.

The mean error of the reproduced training geometry flow fields is 10.61 % and the mean error of the predicted validation geometries is 12.98 %. In comparison, the accordingly weighted mean error of all previously specifically trained neural networks is 8.60 % for their training sets and 10.35 % for their validation sets.

As could be expected, the prediction quality for the universally trained network is worse compared to the problem-specific trained networks. However, the decline remains within a few percentage points. It can be shown, that neural networks according to the presented method are able to be simultaneously trained on different physical problems and address these unrestricted to the shape and lateral extend of the quantity fields. To the best of our knowledge, these features are currently unique among other concepts.

Fig. 17 Visualization of the prediction (first and third row) compared to the reference solution (second and fourth row) on an exemplary geometry of each category. Color-map (not shown) axis-limits are consistent for prediction and reference of each geometry.
5 Conclusions

In this study a new machine learning model for fast flow field estimation was presented and successfully tested on laminar flow fields in various types of geometries including internal and external flow at low Reynolds numbers.

In its main components, the model consists of a multilayer perceptron (MLP) and a preceding radial-logarithmic filter (RLF) for geometrical preprocessing. As an element for spatial encoding, the RLF translates the continuously defined flow guiding geometry into a fairly small number of discreet \([0,1]\)-normalized values by systematic filtering and compression. Transferred to the MLP as its input features, these values can be effectively interpreted by it. From these inputs, the MLP is trained to provide the desired flow field quantities, e.g. the velocity components. The prediction scheme is point-to-point related. This means, that the RLF refers to a considered (focused) point in the geometry and that the neural network predicts the flow quantities at that point. For stationary flows this aspect allows to immediately predict the state at a considered point or the entire flow field without an iteration in time.

The model was tested on three different datasets of geometries and associated reference flow fields simulated by CFD: a dataset of randomly modeled car shapes placed in a virtual wind tunnel, a dataset of systematically parametrized airfoil shapes and an internal flow dataset containing curved and branched flow channels. In all categories the model could estimate flow fields with acceptable accuracy. Relative error rates less than 43% were reached for the Cars dataset, less than 2.7% for the Airfoil dataset, less than 3.9% for the curved flow channels and less than 21% for the branched flow channels.

Overall, the model proved to be universally applicable for different categories of test cases. The utilization of the RLF allows a good flow field estimation and good generalization capability even with comparatively minimalistic neural networks and small datasets. In contrast to the field-to-field prediction scheme, the applied point-to-point prediction scheme eliminates the restriction to flow domains with a fixed lateral extent. In addition, the method eliminates the explicit inclusion of model equations such as Navier–Stokes, an iteration for steady-state flow fields, as well as a classical spatial discretization with numeric meshes and the associated difficulties of traditional CFD methods.

However, the flow conditions investigated so far are unequally simple in contrast to technically relevant conditions. They offer a good starting point, but leave some essential disadvantages of the concept unresolved. At the current state, RLF-extracted features are the only input parameters for the subsequent neural network. This leads to a decreasing prediction accuracy with increasing distance from solid geometry. It also results in an insufficient ability to meet mass conservation requirements or to predict transient flow behavior. Future work is therefore intended to address these problems in order to reach a level at which flow fields can be estimated, that are relevant for practical applications. This should involve the conduction of transient and high Reynolds number studies. For this purpose, the inclusion of further input parameters, e.g. material properties, dimensionless parameters or flow quantities of past time steps in the transient case, should be considered alongside the RLF-extracted features.

The concept has been proven on standard non-deep feed-forward networks and could benefit significantly from more sophisticated architectures such as CNN and LSTM as a replacement for the MLP to process RLF-information. Although inferior to CFD in almost every respect at the current state, we suggest that ML-based methods could open up an additional perspective on the behavior of fluid flow if they are further developed.
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Appendix A: Further Illustration on the RLF

Figure 18 shows the RLF in action at four different focused points, where the cell value is indicated as gray scale ($\frac{W_r}{\nu} = 0 \rightarrow \text{white}; \frac{W_r}{\nu} = 1 \rightarrow \text{black}$). Here, exactly the same settings are made for the matrix as for the training of the neural network used for the Internal Flow dataset: A total of 48 cells with 12 layers in circumferential direction and 4 layers in radial direction and an outer radius set to 104 pixels. Note that the cells become exponentially larger with each additional radial layer. This is intended to give higher weight to wall-structures in the vicinity of a point under consideration than to structures that are farther away. Table 4 shows the RLF-extracted features as they are submitted to the neural network at the same focused points.

![RLF operation illustrated on an internal flow geometry by evaluating four different focused points. Small incline of the channel in the inlet area (a). Greater incline and slight expansion of the channel at (b). Division of the channel at (c). Position close to the wall at (d). Note that the outer radius of the RLF has been set to 104 pixels and appears smaller for illustrative reasons.](image-url)
Table 4 Input-array $W$ obtained from the RLF at the four focused points in Fig. 18. The inner radial layer is labeled $r = 1$. The first circumferential layer with $\varphi = 1$ starts at $-45^\circ$ in the lower right and all further circumferential layers follow in mathematically positive direction.

| $\varphi$ | 1   | 2   | 3   | 4   |
|-----------|-----|-----|-----|-----|
| 1         | 0.04| 0.88| 1   | 1   |
| 2         | 0   | 0.14| 0.70| 0.99|
| 3         | 0   | 0.02| 0.26| 0.32|
| 4         | 0.15| 0.91| 1   | 1   |
| 5         | 0.30| 1   | 1   | 1   |
| 6         | 0.56| 1   | 1   | 1   |
| 7         | 0.08| 0.74| 1   | 1   |
| 8         | 0   | 0   | 0.23| 0.61|
| 9         | 0   | 0.62| 0.99| 1   |
| 10        | 0.38| 1   | 1   | 1   |
| 11        | 0.45| 1   | 1   | 1   |
| 12        | 0.33| 1   | 1   | 1   |

| $\varphi$ | 1   | 2   | 3   | 4   |
|-----------|-----|-----|-----|-----|
| 1         | 0.08| 0.91| 1   | 1   |
| 2         | 0   | 0.21| 0.93| 1   |
| 3         | 0   | 0   | 0.07| 0.50|
| 4         | 0   | 0.52| 0.73| 0.75|
| 5         | 0.26| 1   | 1   | 1   |
| 6         | 0.51| 1   | 1   | 1   |
| 7         | 0.25| 1   | 1   | 1   |
| 8         | 0   | 0.42| 0.70| 0.65|
| 9         | 0   | 0   | 0.42| 0.95|
| 10        | 0   | 0.56| 1   | 1   |
| 11        | 0.17| 1   | 1   | 1   |
| 12        | 0.41| 1   | 1   | 1   |

| $\varphi$ | 1   | 2   | 3   | 4   |
|-----------|-----|-----|-----|-----|
| 1         | 0   | 0.58| 1   | 1   |
| 2         | 0   | 0.03| 0.62| 0.74|
| 3         | 0.56| 0.58| 0.61| 0.70|
| 4         | 0.88| 0.64| 0.30| 0.94|
| 5         | 0.045| 0.02| 0.90| 1   |
| 6         | 0   | 0.50| 1   | 1   |
| 7         | 0   | 0.77| 1   | 1   |
| 8         | 0   | 0.59| 1   | 1   |
| 9         | 0   | 0.02| 0.36| 0.54|
| 10        | 0   | 0.03| 0.53| 0.99|
| 11        | 0   | 0.62| 1   | 1   |
| 12        | 0   | 0.82| 1   | 1   |

| $\varphi$ | 1   | 2   | 3   | 4   |
|-----------|-----|-----|-----|-----|
| 1         | 0.98| 1   | 1   | 1   |
| 2         | 0.90| 0.92| 0.72| 0.73|
| 3         | 0.03| 0.06| 0.70| 0.71|
| 4         | 0   | 0.61| 0.55| 0.96|
| 5         | 0   | 0.85| 0.42| 1   |
| 6         | 0   | 0.88| 0.56| 1   |
| 7         | 0   | 0.80| 0.46| 1   |
| 8         | 0   | 0.14| 0.17| 0.97|
Appendix B: Details on Multilayer Perceptron

This section provides a brief overview of MLP and points out its role for the proposed method of flow estimation. For theoretical details we refer to Kruse et al. (2016).

MLP is a machine learning technique inspired by a simplification of the learning principle in biological organisms. Analogous to neurons and synaptic connections in a natural neural network, computation units are connected with each other through weights. An MLP calculates a function of the input by propagating the values from the input layer through a certain number of hidden layers to the output layer, using weights as intermediate parameters. As long as a neuron does not belong to the output layer, it is an input for all connected neurons of the next layer multiplied by the weight of the respective connection (feed-forward operation). Neurons of the output layer provide the MLP result values. The initially random weights are adjusted gradually with a suitable optimization algorithm until the MLP calculates the desired function. This adaptation of the weights is referred as learning. The learning strategy used in this study is *supervised learning*. It is the task of learning a function that maps an input to an output based on a sampling-dataset, which contains a sufficient number of input-output pairs. Figure 19 shows an MLP as it is integrated into our concept.

![MLP Architecture](image)

**Fig. 19** MLP architecture as it is used in the flow estimation network. At the left interface is the input layer, where the MLP receives the point-specific geometry features from the RLF. At the right is the output layer, which passes the predicted flow quantities at the focused point. In between are three hidden layers.
Appendix C: Overview of the Methodology

The proposed ML-concept is composed of the RLF described in "Appendix A" and the MLP described in "Appendix B". Figure 20 illustrates the communication between these parts during training stage and testing stage, respectively. Point-related input features (provided by the RLF) and flow quantities at the same point (known from reference CFD simulations) form one data point. The MLP is trained using a dataset consisting of a large number of data points extracted from different geometries. Once the MLP is trained, it can be used in the testing stage to point-wise predict flow quantities within a new geometry from RLF input.
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