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1 Introduction

Integrable field theories have been investigated for decades, while it is generally difficult to determine whether a given theory is integrable or not. To prove the integrability, one needs to find a Lax pair $\mathcal{L}$ which satisfies the on-shell flatness condition. Recently, Costello, Witten and Yamazaki proposed how to describe a lot of integrable systems in a unified way based on a 4d gauge theory, referred to as a 4d Chern-Simons (CS) theory [1–4]. The 4d CS theory includes a meromorphic 1-form $\omega$, and appropriate boundary conditions are imposed at the poles of $\omega$. 2d integrable field theories are realized by a reduction procedure. In this formalism, the origin of the flatness condition is the bulk equation of motion of the 4d CS theory. The choice of $\omega$ and the boundary condition determines the associated 2d theory.

One may include two kinds of defects, order defects and disorder defects (For the terminology, see [4]). Disorder defects lead to various nonlinear sigma models and their integrable deformations [5–15], and it is closely related to the affine Gaudin formalism [16–19]. On the other hand, order defects give rise to the models with ultralocal Poisson structures such as the Zakharov-Mikhailov theory [20] and the Faddeev-Reshetikhin model [21]. Although the sine-Gordon model has an ultralocal Lax pair, its prescription from the viewpoint of the 4d CS theory has not been clarified.

Significant examples of 2d integrable field theories are non-abelian Toda field theories (NATFTs). These include non-abelian extensions of sine-Gordon model and the Liouville theory, and the Lagrangian formulation of them is based on the Wess-Zumino-Witten
The (WZW) model plus a potential term [22–24]. It consists of a field which takes values in a non-abelian Lie group $G_0$, while the one in the standard Toda field theories takes values in a Cartan subgroup of a Lie group. NATFTs may arise as the Pohlmeyer reduction of a certain class of sigma models [25–27]. As a canonical example, the complex sine-Gordon model is obtained from the $R \times S^3$ sigma model, and soliton solutions are studied via this reduction [28, 29].

The purpose of this paper is to derive the NATFTs from a 4d CS theory with two order defects. We adopt $\omega$ with two simple poles and no zeros, and each of the order defects is located at each pole. Since the defect terms are quadratic in the gauge field $A$, the on-shell action encounters an apparent divergence similar to the one for the free scalar in [4]. This can be avoided by considering an appropriate regularization and a certain asymptotic boundary condition around the defects. As a result, an anisotropy parameter $\beta$ can be identified with the distance between the two defects. As examples, we can derive the (complex) sine-Gordon model and the Liouville theory.

This paper is organized as follows. We first give a brief review on the Lagrange formulation of NATFTs, and introduce three concrete examples in section 2. In section 3, we describe the details of the how to derive the NATFTs from a 4d CS theory. Constraints on the gauge field and the gauge invariance are also discussed. Section 4 is devoted to conclusion and discussion. Appendix A explains how to realize the gauge choice utilized in our derivation.

2 Non-abelian Toda field theory

In this section, we will briefly introduce the Lagrangian formulation of non-abelian Toda field theories (NATFTs) and present three concrete examples.

2.1 The action of the NATFT

Let us consider a NATFT on 2d Minkowski space $\mathcal{M}$. Given a compact Lie group $G$ with a Lie algebra $\mathfrak{g}$, the classical action of the NATFT is given by [22]

\[
S_{\text{NATFT}}[h] = \frac{1}{2\pi \beta^2} \left( S_{\text{WZW}}[h] - \int_{\mathcal{M}} d^2 \sigma \, V(h) \right), \quad V(h) := -m^2 \langle \Lambda_+ , h^{-1} \Lambda_- h \rangle,
\]

\[
S_{\text{WZW}}[h] := -\frac{1}{2} \int_{\mathcal{M}} d^2 \sigma \, \langle h^{-1} \partial_+ h , h^{-1} \partial_- h \rangle - \int_{\mathcal{M} \times [0, R_\sigma]} I_{\text{WZ}}[h],
\]

\[
I_{\text{WZ}}[h] := \frac{1}{3} \langle h^{-1} dh , h^{-1} dh \wedge h^{-1} dh \rangle,
\]

where $h$ is a smooth function $\mathcal{M} \rightarrow G$, and $\Lambda_{\pm}$ are generators of $\mathfrak{g}$. The bracket $\langle \cdot , \cdot \rangle$ denotes an ad-invariant bilinear form. The Lie algebra $\mathfrak{g}$ admits an action of involutive automorphism $\sigma$, which induces the following decomposition

\[
\mathfrak{g} = \mathfrak{g}_0 \oplus \mathfrak{g}_1,
\]

such that

\[
\sigma(x) = (-1)^px, \quad \forall x \in \mathfrak{g}_p, \quad p = 0, 1.
\]
Here $\mathfrak{g}_0$ is a Lie subalgebra of $\mathfrak{g}$. When a Lie group $G$ is compact, the associated NATFTs with a positive definite kinetic term are classified by the choice of $\Lambda_{\pm}$ as follows [24]:

$$
\begin{cases}
    h \in G_0, \quad \Lambda_{\pm} \in \mathfrak{g}_0 & : \text{a homogeneous sine-Gordon model} \\
    h \in G_0, \quad \Lambda_{\pm} \in \mathfrak{g}_1 & : \text{a symmetric space sine-Gordon model}
\end{cases}
$$

The Lie group $G_0$ is a subgroup of $G$ associated with $\mathfrak{g}_0$. Note that the homogeneous sine-Gordon models can be described only by the elements of $\mathfrak{g}_0$.

By taking a variation $\delta h = h \epsilon$, the action (2.1) varies as

$$
\delta S_{\text{NATFT}} = \frac{1}{2\pi \beta^2} \left[ \int_{\mathcal{M}} d\sigma^+ \wedge d\sigma^- \text{tr} \left[ \epsilon \left( -\partial_+ (h^{-1} \partial_- h) - \partial_- (h^{-1} \partial_+ h) \right) \right] \\
- \int_{\mathcal{M}} d\sigma^+ \wedge d\sigma^- \text{tr} \left( \epsilon [h^{-1} \partial_+ h, h^{-1} \partial_- h] \right) \\
- 2m^2 \int_{\mathcal{M}} d\sigma^+ \wedge d\sigma^- \text{tr} \left( \epsilon [\Lambda_+, h^{-1} \Lambda_- h] \right) \right],
$$

and thus we obtain the equation of motion (EOM)

$$
0 = \frac{1}{2} \left( \partial_+ (h^{-1} \partial_- h) + \partial_- (h^{-1} \partial_+ h) + [h^{-1} \partial_+ h, h^{-1} \partial_- h] + 2m^2 [\Lambda_+, h^{-1} \Lambda_- h] \right) \\
= \partial_- (h^{-1} \partial_+ h) + m^2 [\Lambda_+, h^{-1} \Lambda_- h].
$$

This EOM is equivalent to

$$
0 = \partial_+ (h^{-1} \partial_- h) + m^2 [h \Lambda_+, h^{-1}, \Lambda_-].
$$

These equations are can be expressed as the zero-curvature condition:

$$
0 = [\partial_+ + \mathcal{L}_+, \partial_- + \mathcal{L}_-],
$$

$$
\mathcal{L}_+ = h^{-1} \partial_+ h + imw \Lambda_+, \quad \mathcal{L}_- = \frac{im}{w} h^{-1} \Lambda_- h,
$$

where $w \in \mathbb{C}$ is the spectral parameter.

Note here that EOMs (2.6) and (2.7) indicate that the potential induces the mass-gap along the $\text{Im}(\text{ad} \Lambda_{\pm})$-direction while flat directions still remain in general. If the adjoint actions $\text{ad} \Lambda_{\pm}$ on $\mathfrak{g}$ are diagonalizable and satisfy the condition

$$
\text{Ker}(\text{ad} \Lambda_+) \cap \mathfrak{g}_0 = \text{Ker}(\text{ad} \Lambda_-) \cap \mathfrak{g}_0,
$$

then all of the flat directions of the potential can be gauged away. In order to see how this can be realized, let us couple the action $S_{\text{WZW}}[\mathcal{A}]$ with gauge fields $\mathcal{A}_{\pm}$ (which take values in $\text{Ker}(\text{ad} \Lambda_{\pm}) \cap \mathfrak{g}_0$) as the gauged WZW action $S_{\text{WZW}}[h, \mathcal{A}_{\pm}]$ in (2.1). Then the equation of motion takes the form

$$
0 = \left[ \partial_+ + h^{-1} \partial_- h + imw \Lambda_+ + h^{-1} \mathcal{A}_+, \partial_- + \frac{im}{w} h^{-1} \Lambda_- h + \mathcal{A}_- \right].
$$
Taking variations with respect to $A_{\pm}$ lead to the constraints:

\begin{align}
0 &= P \left( h^{-1} \partial_+ h + h^{-1} A_+ h \right) - A_+, \\
0 &= P \left( -\partial_- h^{-1} + h A_- h^{-1} \right) - A_- ,
\end{align}

where $P$ denotes the projection onto $\text{Ker}(\text{ad}_{\Lambda_{\pm}}) \cap g_0$. The resulting theory is invariant under a gauge symmetry $h \mapsto \alpha h \alpha^{-1}$, where $\alpha$ is an element of the Lie group associated with $\text{Ker}(\text{ad}_{\Lambda_{\pm}}) \cap g_0$. Note that the potential term $V(h)$ is invariant under this gauge transformation.

### 2.2 Examples

In the following, let us present three examples, i) the sine-Gordon model, ii) the Liouville theory, and iii) the complex sine-Gordon model.

**i) sine-Gordon model.** The first example is the sine-Gordon model which corresponds to a symmetric space sine-Gordon model with $g = su(2)$ and $g_0 = u(1)$.

Let us take the generators of $su(2)$ $T^a$ $(a = 1, 2, 3)$ as

\begin{align}
[T^a, T^b] &= \epsilon^{abc} T^c , \\
\langle T^a, T^b \rangle &= -\frac{1}{2} \delta^{ab} ,
\end{align}

where $\epsilon^{abc}$ is the anti-symmetric symbol with $\epsilon^{123} = 1$. By choosing the $u(1)$ and the elements $\Lambda_{\pm}$

\begin{align}
h &= \exp(\beta \phi T^3) , \\
\Lambda_+ = \Lambda_- = T^1 , \\
\phi &\in \mathbb{R}
\end{align}

the action (2.1) and the Lax pair (2.9) are expressed as

\begin{align}
S_{SG}[\phi] &= \frac{1}{4\pi} \int_M d^2 \sigma \left( \frac{1}{2} \partial_+ \phi \partial_- \phi - \frac{m^2}{\beta^2} \cos(\beta \phi) \right) , \\
L_+ &= imw T^1 + \beta \partial_+ \phi T^3 , \\
L_- &= \frac{im}{w} \left( \cos(\beta \phi) T^1 - \sin(\beta \phi) T^2 \right).
\end{align}

This is nothing but the sine-Gordon model.

**ii) Liouville theory.** The Liouville field theory can be obtained by setting $g = sl(2, \mathbb{R})$ and $g_0 = \mathbb{R}$. The $sl(2, \mathbb{R})$ generators satisfy

\begin{align}
[T^1, T^2] &= T^3 , \\
[T^0, T^1] &= -T^2 , \\
[T^0, T^2] &= T^1 , \\
\langle T^0, T^0 \rangle &= -\frac{1}{2} , \\
\langle T^1, T^1 \rangle &= \frac{1}{2} , \\
\langle T^2, T^2 \rangle &= \frac{1}{2} , \\
\text{otherwise} &= 0.
\end{align}

Since $sl(2, \mathbb{R})$ and $su(2)$ have the same complexification $sl(2, \mathbb{R})^C = su(2)^C = sl(2, \mathbb{C})$, the sine-Gordon model and the Liouville theory can be obtained from the same 4d CS theory. But the reality condition is different and the configuration of $\Lambda_{\pm}$ is also different. To get a familiar form of the Liouville action, let us employ the following choice:

\begin{align}
h &= \exp(2\beta \phi T^1) , \\
\Lambda_+ &= T^2 + T^0 , \\
\Lambda_- &= T^2 - T^0.
\end{align}
Then the resulting action and the associated Lax pair are given by

\[
S_{\text{Liouville}}[\phi] = \frac{1}{\pi} \int_{\mathcal{M}} d^2\sigma \left( -\frac{1}{2} \partial_+ \phi \partial_- \phi + \frac{m^2}{2 \beta^2} e^{2\beta \phi} \right),
\]

(2.19)

\[
\mathcal{L}_+ = i m w T^0 + 2 \beta \partial_+ \phi T^1 + i m w T^2,
\]

\[
\mathcal{L}_- = -\frac{i m}{w} e^{2\beta \phi} T^0 + \frac{i m}{w} e^{2\beta \phi} T^2.
\]

(2.20)

This is the classical Liouville theory.

iii) complex sine-Gordon model. The lowest rank example of non-trivial homogeneous sine-Gordon models is the complex sine-Gordon model, where the Lie algebra is given by \(\mathfrak{g}_0 = \mathfrak{su}(2)\). In this case, a \(\mathfrak{u}(1)\) gauge field can be turned on as in (2.11). Let us adopt the generators (2.13) and take the following choice

\[
\Lambda_+ = T^3, \quad \Lambda_- = -T^3.
\]

(2.21)

These obviously satisfy \(\text{Ker}(\text{ad}_{\Lambda_+}) \cap \mathfrak{g}_0 = \text{Ker}(\text{ad}_{\Lambda_-}) \cap \mathfrak{g}_0 = \text{span}\{T^3\}\), and thus the gauge field \(A_\pm\) takes values in \(\text{span}\{T^3\}\). The dynamical variable \(h\) is parametrized as

\[
h = \exp \left( \frac{\chi + \theta}{2} T^3 \right) \exp \left( (\phi - \pi) T^1 \right) \exp \left( \frac{\chi - \theta}{2} T^3 \right), \quad (\phi, \chi, \theta \in \mathbb{R}).
\]

(2.22)

Since the parameter \(\theta\) can be gauged out by the adjoint action, we work with the gauge \(\theta = 0\). Then, the constraint (2.12) can be solved by

\[
A_+ = \frac{\partial_+ \chi}{2} \tan^2 \left( \frac{\phi}{2} \right) T^3, \quad A_- = -\frac{\partial_- \chi}{2} \tan^2 \left( \frac{\phi}{2} \right) T^3,
\]

(2.23)

which leads to the following expression of EOM:

\[
0 = \partial_+ \partial_- \psi + \frac{\bar{\psi} \partial_+ \psi - \partial_- \bar{\psi}}{1 - \bar{\psi} \psi} + m^2 \psi (1 - \bar{\psi} \psi), \quad \psi := \sin \left( \frac{\phi}{2} \right) \exp \left( i \chi \right).
\]

(2.24)

As a result, the classical action can be expressed as

\[
S_{\text{CSG}}[\psi] = \frac{1}{2 \pi \beta^2} \int d^2\sigma \left( \frac{\partial_+ \bar{\psi} \partial_- \psi + \partial_- \bar{\psi} \partial_+ \psi}{2(1 - |\psi|^2)} - m^2 \left( \frac{1}{2} - |\psi|^2 \right) \right)
\]

\[
= \frac{1}{4 \pi \beta^2} \int d^2\sigma \left( \frac{1}{2} \partial_+ \phi \partial_- \phi - m^2 \cos \phi + \frac{\tan^2(\phi/2)}{2} \partial_+ \chi \partial_- \chi \right).
\]

(2.25)

This is the action for the complex sine-Gordon model [29]. Note that when \(\chi\) is constant, it reduces to the usual sine-Gordon model.

3 NATFT from 4d CS theory

In this section, we will derive NATFTs from a 4d CS theory with two order defects.
3.1 4d CS theory with order defects

First of all, let us introduce a 4d CS theory with two order defects. Although the gauge group $G$ was a Lie group in the previous section, we will work here with a complexified Lie group $G^\mathbb{C}$ and the associated Lie algebra $\mathfrak{g}^\mathbb{C}$. The theory lives on a 4d manifold $M \times \mathbb{C}$, where $M$ is 2d Minkowski spacetime and $\mathbb{C} := \mathbb{C} \setminus \{0\}$. The two defects are located at $z = \pm z_1$ on $C$. The gauge field $A$ is a smooth function $A : M \times \mathbb{C} \to \mathfrak{g}^\mathbb{C}$ except for $z = \pm z_1$.

In order to introduce the defects, we use two smooth functions $G_{(\pm)} : M \times \mathbb{C} \to \mathbb{C}$ except for $z = \pm z_1$.

Classical action. The classical action we consider is given by

$$S[G_{(\pm)}, A] = S_{4dCS}[A] + S_{\text{defect}}[G_{(\pm)}, A] ,$$

where

$$S_{4dCS}[A] := \frac{i}{4\pi} \int_{M \times \mathbb{C}} \omega \wedge \left(A \cdot dA + \frac{2}{3} A \wedge A \right) ,$$

$$S_{\text{defect}}[G_{(\pm)}, A] := C_{(+)} \int_{M \times \{+z_1\}} d\sigma^+ \wedge d\sigma^- \left(G_{(+)\pm}^{-1} D_{(+)\pm} G_{(+)\pm} \right)$$

$$+ C_{(-)} \int_{M \times \{-z_1\}} d\sigma^+ \wedge d\sigma^- \left(G_{(-)\pm}^{-1} D_{(-)\pm} G_{(-)\pm} \right) ,$$

where the covariant derivative $D_{\pm}$ is defined by

$$D_{\pm} := \partial_{\pm} + A_{\pm} .$$

The meromorphic 1-form $\omega$ here is taken as

$$\omega = \varphi(z)dz := \frac{1}{(z - z_1)(z + z_1)}dz$$

and has two simple poles and no zeros. In total, the classical action contains three real constant parameters: $z_1 \in \mathbb{R}$ and $C_{(+)} \in \mathbb{R}$. Note here that our defects are located at the positions of poles. This point is different from the treatment by Costello and Yamazaki [4]. The reason of this choice will be clarified later.

Reality condition. To ensure that the action (3.1) is real, some suitable conditions are necessary to be imposed. The reality condition is described by introducing an involution $\mu_1 : C \to C$

$$\mu_1 : z \mapsto \frac{|z_1|^2}{z} ,$$

and an involutive automorphism $\tau : \mathfrak{g}^\mathbb{C} \to \mathfrak{g}^\mathbb{C}$ which satisfies

$$\langle x, y \rangle = \langle \tau(x), \tau(y) \rangle , \quad x, y \in \mathfrak{g}^\mathbb{C} .$$

Note that defining $G_{(\pm)}$ over the entire $C$ may be too strong. In the action (3.3), only the values of $G_{(\pm)}$ at the defect positions are necessary. However, as will be seen in the next subsection, the action will be regularized by smearing the defects with constant parameters $\alpha_{\pm}$. Then the action (3.3) contains an integral over the region $|z \mp z_1|^2 \sim \alpha_{\pm}$. Hence $G_{(\pm)}$ are formally defined on the entire $C$ here.

This 1-form has no zeros and hence our analysis here cannot be based on disorder defects.
The corresponding automorphism on the Lie group is denoted by \( \tilde{\tau} : G^C \to G^C \). The action (3.1) is real if the following condition holds:

\[
\mu_i^* A = \tau A, \quad \mu_i^* \mathcal{G}(\pm) = \tilde{\tau} \mathcal{G}(\pm).
\]

(3.8)

Noting the fact \( \varpi = \mu_i^* \omega \) for \( z_1 \in \mathbb{R} \), one can confirm that

\[
\mathcal{S}\text{dCS}[A] = \mathcal{S}\text{dCS}[A], \quad \mathcal{S}\text{defect}[\mathcal{G}(\pm), A] = \mathcal{S}\text{defect}[\mathcal{G}(\pm), A].
\]

(3.9)

Due to the reality condition, the fields take values in the real Lie algebra and Lie group at fixed points of \( \tilde{\tau} \), and thus

\[
A|_{z=\pm z_1} \in \mathfrak{g}, \quad \mathcal{G}(\pm)|_{z=\pm z_1} \in G.
\]

(3.10)

**Grading constraint.** Recall that the group-valued field \( h \) of the NATFT is determined by considering the decomposition (2.2) of the Lie algebra \( \mathfrak{g} \) with the \( \mathbb{Z}_2 \)-graded involutive automorphism \( \sigma \) in (2.3), as described in section 2. This \( \sigma \) can be identified in the context of the 4d CS theory by introducing an involution \( \lambda : M \times \mathbb{C} \to M \times \mathbb{C} \) such that

\[
\lambda : (\sigma^+, \sigma^-, z) \mapsto (\sigma^+, \sigma^-, z_1^2 z/z_1).
\]

(3.11)

Under the action of \( \lambda \), the action (3.1) is invariant. Then by using this \( \lambda \), the grading structure is induced as follows:

\[
\lambda^* A = \sigma(A), \quad \lambda^* \mathcal{G}(\pm) = \tilde{\sigma}(\mathcal{G}(\pm)) \quad : \text{the grading constraint},
\]

(3.12)

where \( \sigma \) in (2.3) is naturally extended from \( \mathfrak{g} \) to \( \mathfrak{g}^C \). The automorphism \( \sigma \) also induces a map \( \tilde{\sigma} : G^C \to G^C \).

Note that this grading structure requires that the \( g_1 \)-component \( A^{(1)} \) of gauge field \( A \) should satisfy \( A^{(1)} = -A^{(1)} \) at the fixed points of \( \lambda \), i.e., \( z = \pm z_1 \). This equality is satisfied if and only if \( A^{(1)} \) is 0 or \( \infty \). Here the possibility of \( \infty \) is included because \( A \) is not smooth at \( z = \pm z_1 \) in our setup.

**3.2 Equations of motion**

Let us derive the equations of motion (EOMs) for the classical action (3.3). Taking a variation \( \delta A \), we obtain the bulk EOMs

\[
F_{+} = 0, \quad \delta A_\pm \cdot \varphi(z) F_{z_\pm} = \mp 2\pi i \delta A_\pm \cdot \sum_{x=\pm z_1} C_{(x)\delta(z-x)D_{(x)}G_{(x)}^{-1}},
\]

(3.13)

\[
\delta A_\pm \cdot \varphi(z) F_{z_\pm} = -2\pi i \delta A_\pm \cdot \sum_{x=\pm z_1} C_{(x)\delta(z-x)D_{-}(G_{(x)}^{-1})},
\]

and the boundary EOM

\[
0 = \text{Res}_{z=\pm z_1} \omega c^{\alpha\beta} \langle A_\alpha_{|z_1}, \delta A_\beta_{|z_1} \rangle + \text{Res}_{z=-z_1} \omega c^{\alpha\beta} \langle A_\alpha_{|-z_1}, \delta A_\beta_{|-z_1} \rangle
\]

\[
eq c^{\alpha\beta} (\langle A_\alpha_{|z_1}, \delta A_\beta_{|z_1} \rangle - \langle A_\alpha_{|-z_1}, \delta A_\beta_{|-z_1} \rangle).
\]

(3.14)
In comparison to the disorder defect case, the bulk EOMs (3.13) contain delta functions on the right-hand sides, while the boundary EOMs are the same as in the disorder defect case. This is a peculiar feature in the present case.

Following the Costello-Yamazaki scenario, in the first place, one needs to determine a possible boundary condition satisfying the boundary EOMs (3.14) so as to determine our setup. This process is the same as in the disorder defect case, but one should be careful for the bulk EOMs as well in the current case.

**Boundary conditions (from the boundary EOMs).** To fix our setup, it is necessary to determine a possible boundary condition satisfying the boundary EOMs (3.14).

In the following, let us suppose asymptotic behaviors of $A$ around $z = \pm z_1$ as follows:

\[
A_+ \big|_{z \to +z_1} = \mathcal{O}(z - z_1), \quad A_- \big|_{z \to -z_1} = \mathcal{O}(z + z_1).
\]

(3.15)

This is not contradictory with the grading constraint (3.12). Furthermore, to simplify our analysis, we suppose the following behaviors of $G$:

\[
\left( \partial_+ G^+(\pm) \right) \big|_{z \to +z_1} = \mathcal{O}(z - z_1), \quad \left( \partial_- G^-(\pm) \right) \big|_{z \to -z_1} = \mathcal{O}(z + z_1).
\]

(3.16)

Under these boundary conditions, $A$ and $G^\pm$ can take the forms

\[
A_+ = (z - z_1) \mathcal{A}_+, \quad A_- = (z + z_1) \mathcal{A}_-,
\]

\[
G^+(\pm) = (z - z_1) \tilde{g}^+(\pm)(\sigma^+, \sigma^-) + g^+(\pm)(\sigma^-), \quad G^-(\pm) = (z + z_1) \tilde{g}^-(\pm)(\sigma^+, \sigma^-) + g^-(\pm)(\sigma^+),
\]

(3.17)

where $\mathcal{A}_\pm$, $\tilde{g}^\pm$, and $g^\pm$ are smooth functions with $\mathcal{A}_\pm : \mathcal{M} \times \mathbb{C} \to \mathbb{C}$ and $\tilde{g}^\pm, g^\pm : \mathcal{M} \to \mathbb{C}$, respectively.

**Regularization (from the bulk EOMs).** Let us next discuss the bulk EOMs.

Recall that the bulk EOMs (3.13) contain delta functions on the right-hand sides. In order to satisfy these EOMs, delta functions should appear on the left-hand sides as well through the singular behavior of $A$ like\(^3\)

\[
A_\pm \sim \frac{1}{z - x} \quad (x = \pm z_1).
\]

(3.18)

This singularity comes from the existence of the defects. However, this singular behavior appears on the right-hand sides through $D_\pm$ and hence this contribution should be cancelled out by the poles of $\varphi(z)$. This is nothing but the reason that why the defect should be located at the poles of $\varphi(z)$.

For careful treatment, let us regularize the delta functions in (3.13) and the singularity of $A$. As usual, the delta functions can be regularized by introducing smearing parameters $\alpha_x \in \mathbb{R}_{>0} (x = \pm z_1)$:

\[
\int_{\mathcal{M} \times \{x\}} = \int_{\mathcal{M} \times \mathbb{C}} dz \wedge d\bar{z} \delta(z - x) \sim \int_{\mathcal{M} \times \mathbb{C}} dz \wedge d\bar{z} \frac{ie^{-|z-x|^2/\alpha_x}}{2\pi \alpha_x}.
\]

(3.19)

\(^3\)This singular behavior is not contradictory with the grading constraint (3.12). In addition, although it seems likely that this behavior is inconsistent with the boundary condition (3.15), there is no problem after taking account of regularization.
Then the singularity of $A$ can be regularized as

$$A_\pm \sim \frac{1}{z-x} \left(1 - e^{-|z-x|^2/\alpha_x}\right), \quad (3.20)$$

so as to satisfy the relation $\partial_z(1/z) = -2\pi i \delta(z)$. Note that the orientation of the complex plane is defined as

$$1 = \int_C dz \wedge d\bar{z} \delta(z) = -2\pi i \int_C dz \wedge d\bar{z} \frac{1}{z} = 2\pi i \int_C d\bar{z} \wedge \partial_z \left(\frac{dz}{z}\right). \quad (3.21)$$

Unless otherwise noted, these regularizations are used.

Due to the smearing effect, the gauge field $A$ is expanded as

$$A_\pm = \frac{\bar{z} - \bar{x}}{\alpha_x} + \mathcal{O}(|z-x|^3) \quad \text{as} \quad z \to x \quad (3.22)$$

and this behavior is consistent with the boundary condition (3.15).

### 3.3 Gauge invariance

In this subsection, let us discuss the gauge invariance of the action (3.1). Actually, the gauge invariance is not always ensured for arbitrary boundary conditions at $z = \pm z_1$ on the gauge field $A$ and the defect fields $G_\pm$. In the following, we will show that the boundary condition (3.15) enjoys the gauge invariance.

Under the boundary condition (3.15), the gauge transformation

$$A \mapsto A^u := u A u^{-1} - d u u^{-1}, \quad G_\pm(\pm) \mapsto G_{\pm}^u(\pm) := u G_\pm(\pm) \quad (3.23)$$

is restricted because the gauge function $u (u : M \times C \to G^C)$ needs to satisfy

$$\lambda^* u = \tilde{\sigma}(u). \quad (3.24)$$

Note here that from the condition (3.24), $u$ at the defects can always be parametrized as

$$u|_{\pm z_1} = \exp(\alpha_a T^a) \in G_0^C \quad (\alpha_a : M \to \mathbb{C}), \quad (3.25)$$

where $T^a$ are the generators of $g_0^C$. Furthermore, the boundary condition (3.15) restricts the gauge parameter $u$ as

$$\partial_+ u|_{+ z_1} = 0, \quad \partial_- u|_{- z_1} = 0. \quad (3.26)$$

Then the reality condition (3.8) restricts the condition (3.25) to be real:

$$u|_{\pm z_1} : M \to G_0, \quad u|_{\pm z_1} = \exp(\alpha_a T^a) \quad (\alpha : M \to \mathbb{R}). \quad (3.27)$$

For later convenience, it is helpful to make a comment on the transformations which do not satisfy (3.26) and (3.27). In our terminology, these are referred to as *formal gauge transformations* since such transformations are not symmetry of the action in general. These transformations are utilized in the next subsection.
Let us show the gauge invariance of th action (3.1). By construction, the defect terms (3.3) are invariant under the gauge transformation (3.23). Hence, we shall focus on the CS part (3.2) in the following. Under the gauge transformation (3.23), the CS part (3.2) varies as

$$S_{4dCS}[A^u] = S_{4dCS}[A] + \frac{i}{4\pi} \int_{M \times C} \omega \wedge I_{WZ}[u] + \frac{i}{4\pi} \int_{M \times C} \omega \wedge d(u^{-1}du, A).$$

(3.28)

For the gauge invariance, the second and third terms of (3.28) should vanish.

To show this, it is convenient to utilize the following formula:

$$\int_{M \times C} \omega \wedge d\eta = 2\pi i \sum_{x \in \partial} k_x \int_{M \times \{x\}} \eta,$$

(3.29)

where $\eta$ is an arbitrary 2-form-valued smooth function and $k_x$ denotes the residues of $\omega$. In the case of the twist function (3.5), we have $k_{z_1} = -k_{-z_1} = 1/(2z_1)$.

Then the formula (3.29) can be shown as

$$\int_{M \times C} \omega \wedge d\eta = \int_{M \times C} \omega \wedge (dM + dz \partial z) \eta = \int_{M \times C} \omega \wedge d\bar{z} \partial z \eta - \int_{M \times C} dM(\omega \wedge \eta)$$

$$= 2\pi i \sum_{x \in \partial} k_x \int_{M \times \{x\}} \eta,$$

(3.30)

where $dM := d\tau \partial_\tau + d\sigma \partial_\sigma$. In the second line, we utilized the Cauchy-Pompeiu formula

$$f(x) = \frac{1}{2\pi i} \oint_{\partial C} f(z, \bar{z}) \frac{dz}{z-x} + \frac{1}{2\pi i} \int_{C} \frac{dz \wedge d\bar{z}}{z-x} \partial z f(z, \bar{z}), \quad f \in C^1(C).$$

(3.31)

Note here that the manifold $C = \mathbb{C}^x$ has boundaries at $z = 0, \infty$, and the first term of the right-hand side equals to zero because of the regularity of $f(z, \bar{z}).$

It is also helpful to use the formula

$$\int_{M \times C} \omega \wedge I_{WZ}[\tilde{g}] = -2\pi i \sum_{x \in \partial} k_x \int_{M \times \{0, R_x\}} I_{WZ}[\tilde{g}].$$

(3.32)

Here $\tilde{g} : M \times [0, R_x] \to G^C$ is a lazy homotopy such that $\tilde{g}(\sigma^\pm, 0) = g(\sigma^\pm, x)$ and $\tilde{g}(\sigma^\pm, R_x) = e$, where $e$ is a constant map to the identity element of $G$. Note that the integral (3.32) does not depend on the choice of $\tilde{g}$. The expression (3.32) corresponds to Proposition 2.10 in [30].

By the use of the formulae (3.29) and (3.32), let us evaluate the second and third terms in (3.28). First of all, the third term of (3.28) can be evaluated by taking $\eta = \langle u^{-1}du, A \rangle$ in the formula (3.29). Then by using the boundary conditions (3.15) and (3.26) of $A$ and $u$ respectively, the third term vanishes.

To evaluate the second term of (3.28), we take $g = u$ in the formula (3.32) and the value of the right-hand side depends only on $u(\sigma^\pm, x)$. Then due to the boundary condition (3.26), we can always take $\partial z u = 0$ inside $M \times [0, R_{z_1}]$.

After all, we obtain $S_{4dCS}[A^u] = S_{4dCS}[A]$, and then the action (3.2) is gauge-invariant.

---

4The contour integral around $z = \infty$ is evaluated as follows: we define a local coordinate around $\infty$ by $\xi_\infty := 1/z$. In the case of the twist function (3.5), the corresponding integral is given by $\oint f(z, \bar{z})dz/z^2 = -\oint f(\xi_\infty, \xi_\infty^{-1})d\xi_\infty$ at $z \to \infty$. This integral vanishes if $f(\xi_\infty^{-1}, \xi_\infty^{-1}) \to 0$ at the $\xi_\infty \to 0$ limit.
3.4 Lax form

Next, let us introduce the Lax form associated with the action (3.1).

The Lax form \( \mathcal{L} \) is introduced by using a formal gauge transformation with \( \hat{g} : \mathcal{M} \times \mathbb{C} \rightarrow G^\mathbb{C} \) as

\[
A = -d \hat{g} \hat{g}^{-1} + \hat{g} \mathcal{L} \hat{g}^{-1}, \quad \mathcal{G}_{(\pm)} = \hat{g} \mathcal{G}_{(\pm)}. \tag{3.33}
\]

Here we take a gauge \( \mathcal{L}_{\bar{z}} = 0 \) by taking the following gauge field configuration

\[
A_{\bar{z}} = -\left( \partial_{\bar{z}} \hat{g} \right) \hat{g}^{-1}. \tag{3.34}
\]

That is, \( \mathcal{L} \) takes the form

\[
\mathcal{L} = \mathcal{L}_\tau d\tau + \mathcal{L}_\sigma d\sigma = \mathcal{L}_+ d\tau^+ + \mathcal{L}_- d\sigma^- . \tag{3.35}
\]

The choice of \( \hat{g} \) and \( \mathcal{G}_{(\pm)} \) has an ambiguity under the transformation

\[
\mathcal{L} \mapsto \hat{h}^{-1} d\hat{h} + \hat{h}^{-1} \mathcal{L} \hat{h}, \quad \hat{g} \mapsto \hat{g} \hat{h}, \quad \mathcal{G}_{(\pm)} \mapsto \hat{h}^{-1} \mathcal{G}_{(\pm)} , \tag{3.36}
\]

where \( \hat{h} \) is a smooth function of \( \mathcal{M} \) to \( g^\mathbb{C} \). In contrast to the gauge symmetry (3.23), the gauge field \( A \) and the defect fields \( \mathcal{G}_{(\pm)} \) are invariant under the transformation (3.36), and hence the action (3.1) is also invariant. In the following, we will call (3.36) the 2d gauge transformation.

In terms of the Lax form \( \mathcal{L}_\pm \) and the defect fields \( \mathcal{G}_{(\pm)} \), the bulk EOMs in (3.13) read

\[
0 = \partial_+ \mathcal{L}_- - \partial_- \mathcal{L}_+ + [\mathcal{L}_+, \mathcal{L}_-], \tag{3.37}
\]

\[
\frac{1}{z^2 - z_1^2} \delta A_- \partial_z \mathcal{L}_+ = +2\pi i \delta A_- \sum_{x = \pm z_1} C(x) \delta(z - x)(\partial_+ + \mathcal{L}_+)[g(x) \cdot g^{-1}_-(x)],
\]

\[
\frac{1}{z^2 - z_1^2} \delta A_+ \partial_z \mathcal{L}_- = -2\pi i \delta A_+ \sum_{x = \pm z_1} C(x) \delta(z - x)(\partial_- + \mathcal{L}_-)[g(x) \cdot g^{-1}_+(x)]. \tag{3.38}
\]

The \( \bar{z} \)-derivative of the Lax form \( \partial_\bar{z} \mathcal{L} \) vanishes at the points other than \( z = \pm z_1 \). The Lax form is thus a meromorphic 1-form with the poles at \( z = \pm z_1 \). Then, a possible ansatz for \( \mathcal{L} \) is given by

\[
\mathcal{L}_+ = \frac{U_{1,+} z + U_{0,+} z_1}{z + z_1}, \tag{3.39}
\]

\[
\mathcal{L}_- = \frac{U_{1,-} z + U_{0,-} z_1}{z - z_1},
\]

where \( U_{1,\pm}, U_{0,\pm} \) are smooth functions \( \mathcal{M} \rightarrow g^\mathbb{C} \).

Recalling the relation (3.33), sufficient conditions for the grading constraint (3.12) are given by

\[
\lambda^* \mathcal{L} = \sigma(\mathcal{L}), \quad \lambda^* \hat{g} = \hat{\sigma}(\hat{g}) , \tag{3.40}
\]

\[
\mathcal{H} = \frac{\mathcal{L}_+}{\mathcal{L}_+ + \mathcal{L}_-} - \frac{\mathcal{L}_-}{\mathcal{L}_+ + \mathcal{L}_-}.
\]
because the map \( \sigma \) is automorphic. More concretely, the constraint (3.40) leads to the following expressions:

\[
\begin{align*}
\sigma(\mathcal{L}_+) &= \lambda^+ \mathcal{L}_+ = \frac{U_{0,+}z + U_{0,+}z_1}{z + z_1}, \\
\sigma(\mathcal{L}_-) &= \lambda^- \mathcal{L}_- = \frac{U_{0,-}z + U_{0,-}z_1}{z - z_1},
\end{align*}
\]

\( \Leftrightarrow \) \( U_{0,+} = \sigma(U_{1,+}), \quad U_{0,-} = -\sigma(U_{1,-}). \) (3.41)

Then the Lax form can be rewritten as

\[
\begin{align*}
\mathcal{L}_+ &= \frac{U_{0,+}z + \sigma(U_{0,+})z_1}{z + z_1} = \frac{z - z_1}{z + z_1} \tilde{V}_+ + V_+, \\
\mathcal{L}_- &= \frac{U_{0,-}z + \sigma(U_{0,-})z_1}{z - z_1} = \frac{z + z_1}{z - z_1} \tilde{V}_- + V_-, \\
V_\pm &= \frac{U_{0,\pm} + \sigma(U_{0,\pm})}{2}, \quad \tilde{V}_\pm &= \frac{U_{0,\pm} - \sigma(U_{0,\pm})}{2}.
\end{align*}
\] (3.42)

We can see that \( V_\pm \in g_0 \) and \( \tilde{V}_\pm \in g_1 \). Moreover, the reality condition (3.8) constrains \( V_\pm, \tilde{V}_\pm \) as

\[
\overline{\tilde{V}}_\pm = -\tilde{V}_\pm, \quad \overline{\bar{V}}_\pm = V_\pm.
\] (3.43)

Here we have taken a regularization similar to (3.19) like

\[
\frac{1}{z - x} \sim \frac{1}{z - x} \left(1 - \exp\left(-|z - x|^2/\alpha_x\right)\right). \tag{3.45}
\]

Utilizing the gauge transformations, one of natural parametrizations is given by

\[
\hat{g}|_{z_1} = h, \quad \hat{g}|_{-z_1} = 1, \quad g_{(+)}|_{z_1} = h^{-1}, \quad g_{(-)}|_{-z_1} = 1. \tag{3.46}
\]

For the detail of realizing this gauge, see appendix A.

By substituting (3.42) and (3.46), the EOMs (3.38) read

\[
\begin{align*}
\epsilon_- \cdot \delta(z + z_1) \tilde{V}_+ &= -C_{(+)} \epsilon_- \cdot \delta(z + z_1) \left(-\epsilon(z + z_1)h^{-1} \partial_+ h + (z - z_1) \tilde{V}_+ + (z + z_1)V_+ \right) \\
&\quad - C_{(-)} \epsilon_- \cdot \delta(z + z_1) \left(\frac{1}{2} (z - z_1) \tilde{V}_+ + (z + z_1)V_+ \right), \\
\epsilon_+ \cdot \delta(z - z_1) \tilde{V}_- &= +C_{(+)} \epsilon_+ \cdot \delta(z - z_1) \left(-\epsilon(z - z_1)h^{-1} \partial_- h + \frac{1}{2} (z + z_1) \tilde{V}_- + (z - z_1)V_- \right) \\
&\quad + C_{(-)} \epsilon_+ \cdot \delta(z + z_1) \left(\epsilon(z + z_1) \tilde{V}_- + (z - z_1)V_- \right),
\end{align*}
\] (3.47)

where the variation \( \delta A_\pm \) is expressed as

\[
\delta A_+ = (z - z_1) \epsilon_+, \quad \delta A_- = (z + z_1) \epsilon_-, \quad \epsilon_\pm|_{z \rightarrow \pm z_1} = \mathcal{O}(1). \tag{3.48}
\]

In the computation of (3.47), \( 1/2 \) factors have appeared because the regularization factor can be evaluated as

\[
\frac{ie^{-|z-x|^2/\alpha_x}}{2\pi \alpha_x} \cdot (1 - e^{-|z-x|^2/\alpha_x}) = \frac{ie^{-|z-x|^2/\alpha_x}}{2\pi \alpha_x} - \frac{1}{2} \frac{ie^{-|z-x|^2/(\alpha_x/2)}}{2\pi (\alpha_x/2)} \sim \frac{1}{2} \delta(z - x). \tag{3.49}
\]
The bulk EOMs thus read
\begin{align}
\delta(z + z_1)\hat{V}_+ &= +2z_1 C_{(+)\delta}(z - z_1) (- \delta h \partial_+ h + V_+) - z_1 C_{(-)\delta}(z + z_1)\hat{V}_+ , \\
\delta(z - z_1)\hat{V}_- &= -z_1 C_{(+)\delta}(z - z_1)V_- + 2z_1 C_{(-)\delta}(z + z_1)V_- .
\end{align}
(3.50)

To avoid a trivial solution \( \hat{V}_\pm = 0 \), the constants should be taken as
\[ C_{(+)\delta} = C_{(-)\delta} = \frac{1}{z_1} , \]
(3.51)
and then the solution to (3.50) is obtained as
\[ V_+ = h^{-1} \partial_+ h , \quad V_- = 0 . \]
(3.52)

Let us consider a variation \( \delta G(\pm) = \mathcal{G}(\pm)\epsilon(\pm) \), such that \( \partial_\pm \epsilon(\pm)|_{z \to \pm z_1} = \mathcal{O}(z \mp z_1) \).

Then, due to the boundary condition (3.16), \( \epsilon(\pm) \) can be rewritten as
\[ \epsilon(\pm) = (z \mp z_1)\tilde{\epsilon}(\pm)(\sigma^+, \sigma^-) + \epsilon(\pm)(\sigma^\mp) , \quad \tilde{\epsilon}|_{z \to \pm z_1} = \mathcal{O}(1) . \]
(3.53)

By using (3.53), the EOMs with respect to \( \delta \mathcal{G}(\pm) \) are given by
\begin{align}
0 &= (z - z_1)\tilde{\epsilon}(\pm) \partial_+ \left( h(\partial_- + \frac{1}{2} \frac{z + z_1}{z - z_1} \hat{V}_- h^{-1}) \right) \bigg|_{z \to + z_1} \\
&\quad + \epsilon(\pm) \partial_- \left( h(\partial_+ + \frac{1}{2} \frac{z - z_1}{z + z_1} \hat{V}_+ h^{-1}) \right) \bigg|_{z \to + z_1} , \\
0 &= \epsilon(-\partial_+) \left( \frac{z + z_1}{z - z_1} \hat{V}_- \right) \bigg|_{z \to - z_1} + (z + z_1)\tilde{\epsilon}(\pm) \partial_- \left( h^{-1} \partial_+ h + \frac{1}{2} \frac{z - z_1}{z + z_1} \hat{V}_+ \right) \bigg|_{z \to - z_1} ,
\end{align}
(3.54)
where the 1/2 factors due to (3.49) have appeared again. In the \( \alpha_x \to 0 \) limit, the relevant terms are expressed as
\[ \partial_+ \left( h \hat{V}_- h^{-1} \right) = 0 , \quad \partial_- \hat{V}_+ = 0 , \]
\[ \Rightarrow \quad \hat{V}_- = im h^{-1} \Lambda_- h , \quad \hat{V}_+ = im \Lambda_+ h , \]
(3.55)
where we introduced smooth functions \( \Lambda_\pm : \mathcal{M} \to \mathfrak{g}_0 \) such that \( \partial_\pm \Lambda_\pm = 0 \). After all, the solution to EOMs (3.38) and (3.54) are given by
\begin{align}
\mathcal{L}_+ &= h^{-1} \partial_+ h + im \frac{z - z_1}{z + z_1} \Lambda_+ , \\
\mathcal{L}_- &= im \frac{z + z_1}{z - z_1} h^{-1} \Lambda_- h .
\end{align}
(3.56)

This is exactly the Lax pair for the NATFTs (2.9) with \( w = (z - z_1)/(z + z_1) \). Note that \( \Lambda_\pm \) may depend on \( \sigma^\pm \) here, in comparison to the usual case where these are constants.

At a glance, the Lax pair (3.56) is written with the rational form of \( z \) and this seems to indicate that the system should be of rational type. However, this is not written in terms of \( z - z_1 \) only. In fact, the Lax pair (3.56) depends only on \( z/z_1 \) and we can see that the
system is of trigonometric type as follows. To make the periodicity explicit, one can define a map from the cylinder \( \mathbb{C}/\mathbb{Z} \) to \( \mathbb{C}^* := \mathbb{C}P^1 \setminus \{0, \infty\} \)

\[
f : \tilde{z} \mapsto z = e^{\alpha \tilde{z}}.
\]

In terms of \( \tilde{z} \in \mathbb{C}/\mathbb{Z} \), the expression (3.56) is given by

\[
f^* \mathcal{L}_+ = h^{-1} \partial_+ h + im \coth \left( \frac{\alpha \tilde{z} - \alpha \tilde{z}_1 - i\pi}{2} \right) \Lambda_+ = h^{-1} \partial_+ h + im \tanh \left( \frac{\alpha \tilde{z} - \alpha \tilde{z}_1}{2} \right) \Lambda_+ ,
\]

\[
f^* \mathcal{L}_- = im \coth \left( \frac{\alpha \tilde{z} - \alpha \tilde{z}_1}{2} \right) h^{-1} \Lambda_- h ,
\]

where \( \tilde{z}_1 \) is defined through \( z_1 := \exp(\alpha \tilde{z}_1) \). Thus, we see that the system is of trigonometric.

A rational limit is realized by rescaling \( \Lambda_\pm \) as \( \Lambda_\pm = \alpha^\pm \Lambda_\pm \) and then taking the limit \( \alpha \to 0 \). The resulting Lax pair takes the rational form as follows:

\[
f^* \mathcal{L}_+ = h^{-1} \partial_+ h + im \frac{\tilde{z} - \tilde{z}_1}{2} \Lambda_+ ,
\]

\[
f^* \mathcal{L}_- = im \frac{2}{\tilde{z} - \tilde{z}_1} h^{-1} \Lambda_- h ,
\]

\[
z_1 = 1 .
\]

3.5 Reduction to 2d action

Now let us reduce the action (3.1) to the associated 2d action.

For this purpose, we first rewrite the 4d action (3.1) in terms of the Lax form. Under the formal gauge transformation (3.33), the CS part (3.2) varies according to the formula (3.28) with \( u = \tilde{g} \), and the 4d action (3.1) can be rewritten as

\[
S[\tilde{G}(\pm), A] = \frac{i}{4 \pi} \int_{\mathcal{M} \times C} \omega \wedge I_{WZ}[\tilde{g}] + \frac{i}{4 \pi} \int_{\mathcal{M} \times C} \omega \wedge d \text{tr} \left( \tilde{g}^{-1} d \tilde{g} \mathcal{L} \right)
\]

\[
+ \frac{i}{4 \pi} \int_{\mathcal{M} \times C} \omega \wedge \text{tr}(\mathcal{L} \wedge d \mathcal{L}) + S_{\text{defect}}[\mathcal{L}, h],
\]

(3.61)

\[
S_{\text{defect}}[\mathcal{L}, h] = \int_{\mathcal{M} \times \{+z_1\}} \frac{d\sigma^+ \wedge d\sigma^-}{z_1} \text{tr} \left( h(\partial_+ + \mathcal{L}_+) h^{-1} \cdot h(\partial_- + \mathcal{L}_-) h^{-1} \right)
\]

\[
+ \int_{\mathcal{M} \times \{-z_1\}} \frac{d\sigma^+ \wedge d\sigma^-}{z_1} \text{tr}(\mathcal{L}_+ \mathcal{L}_-) .
\]

(3.62)

The first and second terms in the first line of (3.61) are already evaluated at (3.32) and (3.29) with \( \eta = \frac{i}{4 \pi} \text{tr} (\tilde{g}^{-1} d \tilde{g} \mathcal{L}) \), respectively. Hence, the action (3.61) is simplified to

\[
S_{2d}[h; \Lambda_\pm] = \sum_{x = \pm z_1} \frac{1}{2} \int_{\mathcal{M}} \text{tr} \left( (\text{Res}_x \varphi \mathcal{L}) \wedge g_x^{-1} d g_x \right) - \frac{1}{2} \sum_{x = \pm z_1} \int_{\mathcal{M} \times [0, R_x]} (\text{Res}_x \omega) \wedge I_{WZ}[\tilde{g}_x]
\]

\[
+ \frac{i}{4 \pi} \int_{\mathcal{M} \times C} \omega \wedge \text{tr}(\mathcal{L} \wedge d \mathcal{L}) + S_{\text{defect}}[\mathcal{L}, h],
\]

(3.63)

where \( g_x := g|_{z=x} \), and \( \tilde{g}_x : \mathcal{M} \times [0, R_x] \to \mathbb{C}^C \) is a smooth map such that \( \tilde{g}_x(\sigma^\pm, R_x) = g_x(\sigma^\pm, z) \) and \( \tilde{g}_x(\sigma^\pm, 0) = e \). This action is almost a 2d object, but the first term in the second line of (3.63) is still a 4d integral.
Next, we substitute the explicit expression (3.56) of the Lax form $\mathcal{L}$ into (3.63). The first line of (3.63) is reduced to the action of the PCM with WZ term

$$\sum_{x=\pm z_1} \frac{1}{2} \int_{\mathcal{M}} \text{tr} \left( (\text{Res}_{x} \varphi \mathcal{L}) \wedge g_{x}^{-1} dg_{x} \right) - \frac{1}{2} \sum_{x=\pm z_1} (\text{Res}_{x} \omega) \int_{\mathcal{M} \times [0, R_x]} I_{\text{WZ}}[g_x]$$

$$= \frac{1}{4z_1} \int_{\mathcal{M}} d\sigma^+ \wedge d\sigma^- \text{tr} \left( h^{-1} \partial_+ h h^{-1} \partial_- h \right) - \frac{1}{4z_1} \int_{\mathcal{M} \times [0, R_x]} I_{\text{WZ}}[\hat{h}] . \quad (3.64)$$

The first term in the second line of (3.63) is evaluated as

$$\frac{i}{4\pi} \int_{\mathcal{M} \times \mathcal{C}} \omega \wedge \text{tr}(\mathcal{L} \wedge d\mathcal{L})$$

$$= \frac{i}{4\pi} \int_{\mathcal{M} \times \mathcal{C}} dz \wedge d\sigma^+ \wedge d\bar{z} \wedge d\sigma^- \left[ m^2 \frac{1}{z + z_1} - 2 \pi i \delta(z - z_1) \right] \int \left( \Lambda_+ h^{-1} \Lambda_- h \right)$$

$$+ \frac{i}{4\pi} \int_{\mathcal{M} \times \mathcal{C}} dz \wedge d\sigma^- \wedge d\bar{z} \wedge d\sigma^+ \left[ m^2 \frac{1}{z - z_1} - 2 \pi i \delta(z + z_1) \right] \int \left( h^{-1} \Lambda_- h \Lambda_+ \right)$$

$$= \frac{m^2}{2z_1} \int_{\mathcal{M}} d\sigma^+ \wedge d\sigma^- \text{tr} \left( \Lambda_+ h^{-1} \Lambda_- h \right) . \quad (3.65)$$

Thus, the 4d integral is reduced to a 2d one. Finally, the defect action (3.62) becomes

$$S_{\text{defect}}[\mathcal{L}, \hat{h}] = - \int_{\mathcal{M}} d\sigma^+ \wedge d\sigma^- \frac{m^2}{z_1} \text{tr} \left( \Lambda_+ h^{-1} \Lambda_- h \right) . \quad (3.66)$$

After all, the resulting 2d action is obtained as

$$S_{2d}[h; \Lambda_{\pm}] = \frac{1}{4z_1} \int_{\mathcal{M}} d\sigma^+ \wedge d\sigma^- \text{tr} \left( h^{-1} \partial_+ h h^{-1} \partial_- h \right) - \frac{1}{4z_1} \int_{\mathcal{M} \times [0, R_x]} I_{\text{WZ}}[\hat{h}]$$

$$- \frac{m^2}{2z_1} \int_{\mathcal{M}} d\sigma^+ \wedge d\sigma^- \text{tr} \left( \Lambda_+ h^{-1} \Lambda_- h \right) . \quad (3.67)$$

The expression (3.67) precisely agrees with the action (2.1) of the NATFT by relating the parameters $\beta$ and $z_1$ in the relation

$$\frac{1}{2\pi \beta^2} = \frac{1}{4z_1} . \quad (3.68)$$

In the discussion so far, we have fixed the coefficients of the defects for $C_{(+)} = C_{(-)} = 1/z_1$ so that the bulk EOMs (3.50) have a nontrivial solution. Otherwise, the Lax pair becomes $\mathcal{L}_+ = h^{-1} \partial_+ h$ and $\mathcal{L}_- = 0$, and the 2d action is just the one of the conformal WZW model.

**Another gauge choice for the sine-Gordon model.** As discussed in section 2.2, the sine-Gordon model corresponds to $\mathfrak{g}_0 = \mathfrak{u}(1)$. In the case where $\mathfrak{g}_0$ is a direct product of $\mathfrak{u}(1)$, we can choose a different gauge than (3.46). The fields $\hat{g}$ and $g_{(\pm)}$ at each pole are expressed as

$$\hat{g}|_{z_1} = h^{1/2} , \quad \hat{g}|_{-z_1} = h^{-1/2} , \quad g_{(+)}|_{z_1} = h^{-1/2} , \quad g_{(-)}|_{-z_1} = h^{1/2} . \quad (3.69)$$
This gauge can be achieved by performing the 2d gauge transformation (3.36) with \( h = h^{-1/2} \). By using the notation (2.14), the explicit form is \( h^{1/2} = \exp(\beta \phi T^3/2) \). The Lax form for this configuration is obtained as

\[
L_\pm = h^{\mp 1/2} \partial_\pm h^{\pm 1/2} + im \frac{z \mp z_1}{\sqrt{2} z \mp z_1} h^{\pm 1/2} \Lambda_\pm h^{\mp 1/2},
\]

\[
= \frac{im}{\sqrt{2}} \frac{z \mp z_1}{z \pm z_1} e^{\pm \frac{1}{2} \beta \phi T^+} - \frac{im}{\sqrt{2}} \frac{z \pm z_1}{z \pm z_1} e^{\pm \frac{1}{2} \beta \phi T^-} \pm \frac{\beta \partial_\pm \phi}{2} T^3,
\]

where we introduced \( \Lambda_\pm = T^2 \) and \( T^\pm := (T^1 \pm iT^2)/\sqrt{2} \). This is another Lax pair for the sine-Gordon model, and indeed the expression (3.63) leads to the 2d action (2.15) of the sine-Gordon model.

4 Conclusion and discussion

We have presented a 4d CS theory with two order defects which lead to NATFTs. In contrast to the case of the Faddeev-Reshetikhin model [21], the kinetic term of the 2d fields \( G(\pm) \) takes a quadratic form. Although this form leads to the divergence at the classical level, an appropriate regularization (3.19) and boundary conditions (3.15) can resolve this divergence. The \( \mathbb{Z}_2 \)-grading structure for NATFTs is realized by imposing the constraint (3.12) on the gauge field.

A nontrivial potential term is possible only if the coefficients of the defect actions take the particular value \( C(\pm) = 1/z_1 \). Otherwise, the equations of motion (3.50) indicates that \( m \) vanishes, and the theory just reduces to the WZW model. The parameter \( z_1 \in \mathbb{R} \) characterizes integrable deformations. In the \( z_1 \to 0 \) limit, the simple poles degenerate into one double pole at \( z = 0 \). The condition (3.15) then becomes just the Dirichlet boundary condition \( A_\pm = 0 \), and the resulting 2d theory becomes a principal chiral model.

A further extension of the derivation of the NATFTs is to lift up all of the flat directions. This would be possible by considering a doubled 4d CS theory [31] (with disorder defects). In this formalism, there is a pair of gauge fields \( A \) and \( B \), which take value in a Lie algebra \( \mathfrak{g} \) and its subalgebra \( \mathfrak{h} \), respectively. The interaction term between \( A \) and \( B \) leads to “gauged” boundary conditions. It is interesting to explore such a scenario in the presence of order defects.

It is well-known that the Bäcklund transformation in 2d integrable field theories is realized as a spectral parameter-dependent gauge transformation which preserves the pole structure. It would be interesting to discuss it in the context of a 4d CS theory. After realizing it in terms of the 4d CS theory, one may get a hint on a new solution-generating technique in 2d integrable field theories.
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A Gauge choice (3.46)

In this appendix we confirm that the gauge choice (3.46) can be realized by performing the gauge transformation (3.23) and the 2d gauge transformation (3.36).

The system is originally described in terms of $A$ and $G(\pm)$. Then by performing the gauge transformation (3.33) characterized by $\hat{g}$ such that $A_{\bar{z}} = - (\partial_{\bar{z}} \hat{g}) \hat{g}^{-1}$, the system is described by $\mathcal{L}$ and $g(\pm)$ with $L_{\bar{z}} = 0$.

The gauge transformation (3.23) for the above setup leads to the relations:

$$
A \mapsto A^u = u \hat{g} \mathcal{L} \hat{g}^{-1} u^{-1} - u d \hat{g} \cdot \hat{g}^{-1} u^{-1} - du u^{-1},
$$

$$
G(\pm) \mapsto G^u(\pm) = u \hat{g} g(\pm) = (u \hat{g}) g(\pm).
$$

This expression means that $\hat{g}$ is replaced by $\hat{g}^u \equiv u \hat{g}$ in the transformation (3.33). Hence $L$ and $g(\pm)$ are invariant:

$$
L \mapsto \mathcal{L}^u = \mathcal{L}, \quad g(\pm) \mapsto g^u(\pm) = g(\pm).
$$

The gauge-fixing condition is not changed as well:

$$
L_{\bar{z}}^u = L_{\bar{z}} = 0.
$$

In the above discussion, we would like to take $u$ as

$$
|z_1| = (\hat{g} g(\pm))^{-1} \big|_{|z_1|} \quad \iff \quad G^u(\pm) \big|_{z_1} = 1.
$$

As discussed in section 3.3, the gauge function $u$ needs to satisfy the boundary condition (3.26) and the reality condition (3.27). Hence this operation does not seems trivial at a glance. But this is indeed the case because $G(\pm)$ should also satisfy the boundary condition (3.16) and the grading constraint (3.12). As for the boundary condition, we see that

$$
\partial_{\pm} u \big|_{z_1} = 0 \quad \text{and} \quad \left( \partial_{\pm} G^{-1}(\pm) \right) \big|_{z_1} = 0.
$$

Hence there is no obstruction for the choice (A.4). As for the reality condition, the constraints (3.8) and (3.12) indicate that $G(\pm)$ must take values in $G_0$ because $z = \pm z_1$ are fixed points of $\mu_t$ and $\lambda$.

Note that the condition (A.4) is equivalent to $G^u(\pm) \big|_{z_1} = (\hat{g}^u)^{-1} \big|_{z_1}$. By employing the 2d gauge transformation (3.36), we can take

$$
g^u(\pm) \big|_{-z_1} = (\hat{g}^u)^{-1} \big|_{-z_1} = 1.
$$

Setting the remaining degrees of freedom as $\hat{g}^u \big|_{z_1} = h$, we have realized the following condition:

$$
\hat{g}^u \big|_{z_1} = h, \quad \hat{g}^u \big|_{-z_1} = 1, \quad g^u(\pm) \big|_{z_1} = h^{-1}, \quad g^u(\pm) \big|_{-z_1} = 1.
$$

After removing the superscript $u$, the expression (3.46) is obtained.
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