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Abstract

We study the sample complexity of estimating the covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$ of a distribution $D$ over $\mathbb{R}^d$ given independent samples, under the assumption that $\Sigma$ is graph-structured. In particular, we focus on shortest path covariance matrices, where the covariance between any two measurements is determined by the shortest path distance in an underlying graph with $d$ nodes. Such matrices generalize Toeplitz and circulant covariance matrices and are widely applied in signal processing applications, where the covariance between two measurements depends on the (shortest path) distance between them in time or space.

We focus on minimizing both the vector sample complexity: the number of samples drawn from $D$ and the entry sample complexity: the number of entries read in each sample. The entry sample complexity corresponds to measurement equipment costs in signal processing applications. We give a very simple algorithm for estimating $\Sigma$ up to spectral norm error $\epsilon \|\Sigma\|_2$ using just $O(\sqrt{D})$ entry sample complexity and $\tilde{O}(r^2/\epsilon^2)$ vector sample complexity, where $D$ is the diameter of the underlying graph and $r \leq d$ is the rank of $\Sigma$. Our method is based on extending the widely applied idea of sparse rulers for Toeplitz covariance estimation to the graph setting.

In the special case when $\Sigma$ is a low-rank Toeplitz matrix, our result matches the state-of-the-art, with a far simpler proof. We also give an information theoretic lower bound matching our upper bound up to a factor $D$ and discuss some directions towards closing this gap.

1 Introduction

Estimating the covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$ of a distribution $D$ over $\mathbb{R}^d$ from independent samples $x^{(1)}, \ldots, x^{(n)} \in \mathbb{R}^d$ is a fundamental statistical problem [And62, KM81, BLW82]. When $D$ is e.g., a multivariate sub-Gaussian distribution, it is known that $\Theta(d/\epsilon^2)$ samples are necessary and sufficient to estimate $\Sigma$ up to $\epsilon$ error in the spectral norm with high probability [Ver18] using the empirical covariance matrix $\frac{1}{n} \sum_{i=1}^{n} x^{(i)} x^{(i)\top}$.

When the dimension $d$ is large, this sample complexity can be high, and significant work has focused on giving improved bounds by leveraging structure arising in various applications. Many types of structure have been considered, including when $\Sigma$ is low-rank [CCG15], sparse [EK+08], low-rank plus sparse [RSV12, CCG14], and banded or generally decaying away from the diagonal [BL+08]. Significant work focuses on the case when $\Sigma$ is Toeplitz, a structure that arises in signal processing and spatial statistics, when the covariance between measurements depends on the distances between them in time or space [BLW82, BS97, CCG15, QP17, ELMM20, LLMM19].

1.1 Graph-Structured Covariance Estimation

In this work we focus on approximating graph-structured covariance matrices. Graph structure has been used to describe correlations within complex data-sets in many domains, including gene regulatory networks [BO04], transportation networks [GMA05], and social and economic networks [GMTA05].
The entire field of graph signal processing focuses on analyzing data with covariance structure based on an underlying graph [SNF+13, OFK+18]. Most commonly, the literature considers vectors whose covariance matrix is of the form $\Sigma = U\Lambda U^T$, where the columns of $U \in \mathbb{R}^{d \times d}$ are the eigenvectors of some underlying graph Laplacian and $\Lambda$ is any positive diagonal matrix, whose entries are known as the ‘graph power spectrum’ [PV17, MSLR17]. Covariance estimation under this model has been studied extensively [CL17, SM14, MSLR17], although generally not in the style of giving formal sample complexity bounds for estimation up to a certain error.

Graph structured covariance matrices also arise in the study of Gaussian Markov random fields, where the inverse covariance $\Sigma^{-1}$ (the precision matrix) of a multivariate normal distribution is assumed to be sparse, with nonzero entries corresponding to the edges in some underlying dependency graph [RH05, Uhl17]. These edges correspond to conditionally dependent variables. Again, covariance estimation has been studied extensively in this model [RWR+11, CLL11, JJR12].

1.2 Shortest Path Covariance Matrices

In this work we consider a simple combinatorial notion of graph-structure. We assume that each entry of $x \sim \mathcal{D}$ corresponds to a node in some underlying graph $G$ and the covariance between entries $i$ and $j$, $\Sigma_{i,j}$ depends only on the shortest path distance between the corresponding vertices $G$. Formally we define a shortest path covariance matrix as:

**Definition 1** (Shortest Path Covariance Matrix). A positive semidefinite matrix $\Sigma \in \mathbb{R}^{d \times d}$ is said to be a shortest path covariance matrix if there is some unweighted graph $G = (V, E)$ with $d$ nodes and diameter $D$, along with a vector $a = [a_0, \ldots, a_D]$ such that for all $i, j \in [d]$, $\Sigma_{i,j} = a_{d(v_i,v_j)}$, where $d(v_i,v_j)$ is the shortest path distance between $v_i$ and $v_j$ in $G$.

Shortest path covariance matrices arise in many applications when the covariance between measurements depends on the distance between them. The most important example is when $G$ is a path graph. In this case, $\Sigma$ is Toeplitz, with $\Sigma_{i,j}$ depending only on $d(v_i,v_j) = |i - j|$. As discussed, Toeplitz covariance matrices are widely employed in signal processing, with applications ranging from signal direction of arrival estimation [KV96, DMP+14, BL16], to spectrum sensing [MLJ09, CTE18], to medical and radar imaging [AM12, CE18, BVR+08, RSTLV88, SOM89].

When $G$ is a cycle, $\Sigma$ is a circulant matrix, a special case of a Toeplitz matrix with ‘wrap-around’ structure [Gra06]. When $G$ is a grid or torus, $\Sigma$ is a multi-dimensional Toeplitz or circulant matrix, a covariance structure arising in signal processing on two dimensional grids [YXS16].

More general graph structure arises in fields such as ecology and geostatistics, when the shortest path distance over an appropriate graph is found to more effectively reflect the covariance of measurements than simple measures like Euclidean distance [LEP97, KMM+15]. For example, [Arn03] uses shortest path distances over a geographically-determined graph to study genetic variance among separated populations. [GSL03] models the covariances between measurements of stream temperatures as depending on the shortest path distance between these measurements along a graph whose edges correspond to paths in the river system. Similarly, shortest path covariance matrices are used for Gaussian process regression (kriging) when modeling phenomena in estuaries and other aquatic environments, where distances along a waterway graph reflect covariance between measurements better than Euclidean distance [Rat98, BD11].

1.3 Our Contributions

As far as we are aware, outside the special case of Toeplitz matrices (path graphs), sample complexity bounds for estimating shortest path covariance matrices have not been studied formally.
We study such bounds, focusing on two notions of sample complexity, which have been considered also in the study of Toeplitz covariance estimation \cite{CCG15, QP17, ELMM20}:

1. **Vector Sample complexity (VSC)** The number of independent samples from $x^{(1)}, \ldots, x^{(n)} \sim \mathcal{D}$ required to estimate $\Sigma$ to a specified tolerance.

2. **Entry Sample complexity (ESC)** The number of entries in each $d$-dimensional sample $x^{(i)} \sim \mathcal{D}$, an algorithm must read, assuming the same subset of entries is read in each sample.

VSC is the classic notion of sample complexity in high-dimensional statistics, while ESC complexity has received less attention, since for many covariance matrices (e.g., even when $\Sigma$ is diagonal or rank-1), one cannot achieve ESC less than the trivial $d$. However, surprisingly when $\Sigma$ is Toeplitz, much lower ESC of $O(\sqrt{d})$ or $O(\sqrt{\text{rank}(\Sigma)})$ can be achieved \cite{QP17, ELMM20, LLMM19}. In a signal processing setting, this complexity corresponds to the number of sensing devices needed, while VSC corresponds to the number of measurements that must be taken. In different applications, these different complexities have different costs and generally there is a tradeoff between achieving small ESC and small VSC.

Our main result shows that for a general graph $G$ we can achieve ESC complexity depending on the square root of $G$’s diameter, while simultaneously achieving reasonable vector sample complexity, depending polynomially on the rank $d$ and the error parameter $\epsilon$.

**Theorem 1** (Main Theorem – Informal). For any shortest path covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$ (Def. [4]), there is an efficient algorithm which, given $n$ independent samples from the multivariate Gaussian distribution $\mathcal{N}(0, \Sigma)$, returns $\tilde{\Sigma}$ such that $\|\Sigma - \tilde{\Sigma}\|_2 \leq \epsilon \|\Sigma\|_2$ with probability $\geq 1 - \delta$, using entry sample complexity $O(\sqrt{D})$ and vector sample complexity $n = O\left(\frac{d^2 \log(\frac{D}{\delta})}{\epsilon^2}\right)$, where $D \leq d - 1$ is the diameter of the underlying graph $G$.

Our entry sample complexity $O(\sqrt{D})$ is significantly less than the naive bound of $d$, and matches the start-of-the-art for the special case of Toeplitz matrices, where $D = d - 1$ ($G$ is a path graph). It is easily seen to be optimal since reading $o(\sqrt{D})$ entries will only give access to $o(D)$ possible covariance values (between all pairs of entries read), and so we will receive no information about some entries in $\Sigma$.

We generalize our bound to when $\Sigma$ has rank-$k$, in which case $O\left(\frac{k^2 \log(\frac{D}{\delta})}{\epsilon^2}\right) \text{ VSC}$ can be achieved. This slightly improves on the best known result for Toeplitz covariance matrices \cite{ELMM20}, while at the same time using a much simpler proof that relies only on shortest path structure. We show that our vector sample complexity is also near optimal given $O(\sqrt{D})$ ESC:

**Theorem 2** (Lower Bound – Informal). Any algorithm that is given $n$ independent samples from the multivariate Gaussian distribution $\mathcal{N}(0, \Sigma)$ where $\Sigma$ is a shortest path covariance matrix whose underlying graph has diameter $D$, reads a fixed subset of $O(\sqrt{D})$ entries from each sample, and returns $\tilde{\Sigma}$ such that $\|\Sigma - \tilde{\Sigma}\|_2 \leq \epsilon \|\Sigma\|_2$ with good probability requires $n = \Omega\left(\frac{d^2}{\epsilon^2 D^2}\right)$ vector samples.

Our work leaves open the question of if we can close the gap of $D$ in our vector sample complexity upper and lower bounds. \cite{ELMM20} achieves this in the special case of Toeplitz matrices, where $D = d - 1$. They give an algorithm achieving ESC $\Theta(\sqrt{d})$ and VSC $O(\frac{d}{\epsilon^2})$. We extend this to certain restricted types of trees, leaving open further extensions.
1.4 Our Techniques

Our primary technique in achieving ESC $O(\sqrt{D})$ for shortest path covariance estimation is a simple extension of the idea of sparse rulers to the graph setting. A sparse ruler is a subset of integers $R \subseteq \{1, \ldots, d\}$ so that every distance in $\{0, \ldots, d-1\}$ can be ‘measured’ as the the distance $|i-j|$ between some pair $i, j \in R$ [Lee56, Wic02]. It is not hard to see that one can construct a ruler $R$ with just $O(\sqrt{d})$ entries (see Proposition 1). Using such a ruler, one can read just $O(\sqrt{d})$ entries of $x \sim \mathcal{D}$ with Toeplitz covariance $\Sigma$ and still obtain an estimate of all entries in $\Sigma$. Since $\Sigma_{k,\ell}$ depends only on the distance $|k-\ell| \in \{0, \ldots, d-1\}$, at least one pair of entries read $x_i, x_j$ (determined by the ruler $R$) will have the same distance and hence covariance as entries $k$ and $\ell$. So $x_i \cdot x_j$ will be an unbiased estimator of $\Sigma_{k,\ell}$. This simple but ingenious observation lets sparse rulers to be used to achieve $O(\sqrt{d})$ ESC for Toeplitz covariance estimation, and generally to improve the ESC of many signal processing problems in both theory and practice [Mof68, PBNH85, RATL15, QP17, ELMM20].

We show how to extend the notion of a sparse ruler to the graph setting, selecting a small subset of $O(\sqrt{D})$ nodes from $G$ whose pairwise shortest path distances include all distances from 0 to the diameter $D$. By reading entries of $x \sim \mathcal{D}$ at the indices corresponding to these nodes, we can thus obtain estimates of all entries of a shortest path covariance matrix $\Sigma$ with underlying graph $G$. With enough vector samples, these estimates are accurate enough to give a good estimate $\widehat{\Sigma}$ of the full covariance matrix, yielding our main Theorem 1.

2 Background and Problem Formulation

We start by introducing necessary notation and technical tools and formally defining our covariance estimation setting.

2.1 Notation and Technical Tools

Throughout we use boldface $\mathbf{X}$ to denote a matrix and boldface $\mathbf{x}$ to denote a vector. We let $\mathbf{X}_{i,j}$ denote the entry of $\mathbf{X}$ in the $i^{th}$ row and $j^{th}$ column and $\mathbf{x}_i$ denote the $i^{th}$ entry of $\mathbf{x}$. We use $\|\mathbf{X}\|_2$ to denote the matrix spectral norm and for square $\mathbf{X}$, we use $\text{det}(\mathbf{X})$ to denote the determinant. We use $\text{Tr}(\mathbf{X})$ to denote the trace, which is the sum of the diagonal entries of $\mathbf{X}$, or equivalently, the sum of $\mathbf{X}$’s eigenvalues. For any two distributions $P$ and $Q$ on any domain $\mathcal{X}$, we let $\|P-Q\|_{TV}$ denote the total variation distance $KL(P\|Q)$ denote the KL-divergence: $KL(P\|Q) \overset{\text{def}}{=} \int_{x \in \mathcal{X}} P(x) \log \left( \frac{P(x)}{Q(x)} \right) \, dx$. In our sample complexity bounds we use a few standard probability tools related to concentration bounds for sub-exponential random variables.

**Definition 2** (Sub-Exponential Random Variable [Wai19]). A random variable $X$ with mean $\mu$ is sub-exponential with parameter $(\tau^2, \nu)$ if:

$$\mathbb{E}[e^{s(X-\mu)}] \leq e^{\frac{s^2\nu}{2}}, \quad \forall s \text{ with } |s| \leq \frac{1}{\nu}. $$

Any random variable behaves sub-exponentially if it satisfies the Bernstein condition:

**Fact 1** (Bernstein Condition [Wai19]). A random variable $X$ with mean $\mu$ and variance $\sigma^2$ satisfies the Bernstein condition if there exists $b > 0$ such that

$$\left| \mathbb{E}[(X-\mu)^k] \right| \leq \frac{1}{2} k! \sigma^2 b^{k-2} \quad \text{for } k \geq 2. \quad (1)$$

If $X$ satisfies $(1)$, then it is sub-exponential with parameter $\tau = \sqrt{2\sigma}, \nu = 2b$. 
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Theorem 3 (Sub-Exponential Concentration Bound [Wai19]). Let $X_1, \ldots, X_n$ be independent sub-exponential random variables each with parameters $(\tau^2, \nu)$ and $E[X_i] = \mu$. Then:

$$P \left[ \left| \frac{1}{n} \sum_i X_i - \mu \right| > t \right] \leq \exp \left( -\frac{n}{2} \min \left\{ \frac{t^2}{\tau^2}, \frac{t}{\nu} \right\} \right).$$

(2)

We will also use:

Theorem 4 (Isserlis’s Theorem [Wai19]). If $(X_1, X_2, \ldots, X_n)$ is a zero-mean multivariate normal random vector and $P_n^2$ is the set of all possible pairings of the set $\{1, \ldots, n\}$:

$$E[X_1 \ldots X_n] = \sum_{p \in P_n^2} \prod_{(i,j) \in p} E[X_i X_j] = \sum_{p \in P_n^2} \prod_{(i,j) \in p} \text{Cov}[X_i, X_j].$$

2.2 Shortest Path Covariance Estimation

We consider the problem of estimating a positive semidefinite covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$ given $n$ independent samples $x^{(1)}, \ldots, x^{(n)} \in \mathbb{R}^d$ drawn independently from the multivariate Gaussian distribution $\mathcal{N}(0, \Sigma)$, with mean $0$ and covariance $\Sigma$. We assume that $\Sigma$ is a shortest path covariance matrix (Definition [1]) with the covariance between entries $i$ and $j$ only depends on the shortest path distance between nodes $v_i$ and $v_j$ in some graph $G$. Our objective is to use samples from $\mathcal{N}(0, \Sigma)$ to estimate $\hat{\Sigma} \in \mathbb{R}^{d \times d}$ such that with high probability ($\geq 1 - \delta$ for some small $\delta > 0$):

$$\| \Sigma - \hat{\Sigma} \|_2 \leq \epsilon \| \Sigma \|_2.$$  

(3)

In particular, we are interested in the sample complexity (both ESC and VSC) of the problem i.e. the minimum number of samples needed to achieve $\epsilon$ error. We will not focus on computational complexity in particular, but the algorithms we present are computationally efficient, with low polynomial runtime.

3 Main Results

We now present our shortest path covariance estimation algorithm and give our main sample complexity bound. We start by introducing our primary technique for achieving low entry sample complexity – sparse rulers on graph nodes.

3.1 Sparse Rulers on Graphs

We can see from Definition [1] that in principle, to learn $\Sigma$ it is enough to estimate the covariance $a_s$ for all possible shortest path distances $s$ in the graph $G$. We will see how to do this by using just a small fraction of nodes in $G$ to represent all possible distances. As the nodes of the graph correspond to entries of the samples $x^{(1)}, \ldots, x^{(n)}$, this allows us to access just a fraction of the entries in each sample and achieve entry sample complexity much lower than $d$ when estimating $\Sigma$.

We start with the simple observation that a graph with diameter $D$ has at least one pair of nodes $v_i, v_j$ whose shortest connecting path contains $D$ edges. The nodes along this path have shortest path distances ranging from 0 to $D$. Further, we can measure all possible distances in this set by choosing a subset of just $\Theta(\sqrt{D})$ nodes along this path according to a sparse ruler. Formally:
Definition 3. A subset \( R \subseteq \{0, 1, \ldots, D\} \) is a ruler if for all \( s = \{0, \ldots, D\} \), there exist \( j, k \in R \) so that \( s = |j - k| \). We let \( R_s = \{(j, k) \in R \times R : |j - k| = s\} \) be the ordered set of pairs in \( R \times R \) with distance \( s \). \( R \) is called sparse if \( |R| < D + 1 \).

For any \( D \), it is simple to construct a \( \Theta(\sqrt{D}) \) sparse ruler deterministically:

Proposition 1. For any \( D \), there is an explicit ruler \( R \) of size \( |R| = 2\lceil \sqrt{D} \rceil - 1 \).

Proof. We can observe that for any \( D \), the set \( R = \{0, 1, \ldots, \lceil \sqrt{D} \rceil\} \cup \{D, D - \lceil \sqrt{D} \rceil, \ldots, D - (\lceil \sqrt{D} \rceil - 2)\lceil \sqrt{D} \rceil\} \), is a ruler and has size \( |R| = 2\lceil \sqrt{D} \rceil - 1 \).

We note that while Proposition 1 suffices for our results, a large body of work has studied sparse ruler design, aimed at improving the constant 2 in front of \( \lceil \sqrt{D} \rceil \) in the ruler size \cite{CV11, QZA15, CE19, Lee56, Wic02}. Plugging in such optimized rulers will directly translate to constant factor improvements in entry sample complexity.

In Figure 1, we illustrate how to use a sparse ruler to represent all shortest path distances on a graph using a small subset of nodes. The idea, formalized in Algorithm 1, is simple: 1) label the nodes along any length- \( D \) shortest path in order 2) take the nodes with labels corresponding to the indices in any sparse ruler \( R \). The set of all shortest path distances between these \( \Theta(\sqrt{D}) \) nodes will include all distances in \( \{0, \ldots, D\} \). Thus, we can use measurements at just these nodes to estimate all entries in \( \Sigma \).

When e.g., \( G \) is a clique, \( \Sigma \) has just two unique entries: one value \( a_0 \) on diagonal and one value \( a_1 \) off diagonal. We can just pick any two nodes to estimate these two values. When \( G \) is just a path, with diameter \( D = d - 1 \), a sparse ruler of \( \Theta(\sqrt{d}) \) entries can be applied to estimate the Toeplitz covariance matrix \( \Sigma \) \cite{ELMM20}. Of course, while this technique will reduce our entry sample complexity, by taking measurements at fewer nodes, we obtain fewer overall samples. Thus, the challenge becomes bounding the required vector sample complexity of this method.

3.2 Shortest Path Covariance Estimation Algorithm

As discussed, for a shortest path covariance matrix \( \Sigma \) with underlying graph \( G \), for any \( i, j \), \( \Sigma_{i,j} = a_s \), where \( s = d(v_i, v_j) \) is the shortest path distance between vertices \( v_i \) and \( v_j \) in \( G \). Given a sparse ruler \( R^G \) constructed as in Algorithm 1 let:

\[
R_s^G = \{(i,j) \in R^G \times R^G : d(v_i, v_j) = s\}. \tag{4}
\]
Algorithm 1: Computing a Graph Sparse Ruler

**Input:** Graph $G = (V,E)$.
Calculate all pairs shortest path distances and the diameter $D$ of $G$.
Let $P$ be the shortest path between any pair of nodes $v,u$ with shortest path distance $d(v,u) = D$.
Let $v_0, v_1, \ldots, v_D$ be the nodes in $P$ listed in order from $v$ to $u$.
Find a sparse ruler $R$ for $D$ (e.g., using Proposition 1).
Let $R^G \subseteq \{v_0, v_1, \ldots, v_D\}$ be the set of nodes in $P$ indexed by the entries in $R$

**Output:** $R^G \subseteq V$.

For any $(i,j) \in R^G_s$ and $x^{(l)} \sim \mathcal{N}(0, \Sigma)$, $E[x^{(l)}_i \cdot x^{(l)}_j] = a_s$ – that is, by considering the $i^{th}$ and $j^{th}$ entries of our sample, we obtain an unbiased estimate of the covariance at distance $s$. If we average $x^{(l)}_i \cdot x^{(l)}_j$ over sufficiently many independent samples $n$, we will thus obtain a good estimate $\tilde{a}_s$ of $a_s$. We can then construct an approximation to $\Sigma$ using these covariance estimates. In particular, for $\tilde{a} = [\tilde{a}_0, \ldots, \tilde{a}_D]$, let $\text{Graph-Cov}(G, \tilde{a}) \in \mathbb{R}^{d \times d}$ be the shortest path covariance matrix with underlying graph $G$ and corresponding covariance values given by $\tilde{a}$. Setting $\tilde{\Sigma} = \text{Graph-Cov}(G, \tilde{a})$, we will prove that $\tilde{\Sigma}$ gives a good estimate of the true covariance $\Sigma$. We formally describe our method in Algorithm 2.

Algorithm 2: Covariance Estimation with Sparse Ruler

**Input:** Graph $G$ and independent samples $x^{(1)}, \ldots, x^{(n)} \sim \mathcal{N}(0, \Sigma)$, where $\Sigma$ is a shortest path covariance matrix (Def. 1) with underlying graph $G$.
Compute all pairs shortest path distances, diameter $D$, and a sparse ruler $R^G$ for $G$ using Algorithm 1.

for $s = 0, \ldots, D$ do

Choose any $(i,j) \in R^G_s$ (i.e., with $d(v_i, v_j) = s$).
Set $\tilde{a}_s = \frac{1}{n} \sum_{i=1}^{n} x^{(l)}_i \cdot x^{(l)}_j$.

end

return $\tilde{\Sigma} = \text{Graph-Cov}(\tilde{a}, G)$.

3.3 Sample Complexity Bound

It is clear that the ESC of Algorithm 2 is $\Theta(\sqrt{D})$ where $D$ is the diameter of the underlying graph $G$. The challenge is in bounding the VSC $n$ necessary to estimate $\Sigma$ up to $\epsilon$ error in the spectral norm. We provide this analysis in this section.

**Theorem 5** (Algorithm 2 Sample Complexity Bound). Consider any shortest path covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$ with underlying graph $G$ and rank $r$. For any $\epsilon, \delta > 0$, Algorithm 2 returns $\tilde{\Sigma}$ such that with probability $\geq 1 - \delta$, $\|\Sigma - \tilde{\Sigma}\|_2 \leq \epsilon \|\Sigma\|_2$, using entry sample complexity $\Theta(\sqrt{D})$ and vector sample complexity $n = O\left(\frac{r^2 \log(\frac{d}{\delta})}{\epsilon^2}\right)$, where $D$ is the diameter of $G$.

**Proof.** Our proof will show that each covariance estimate $\tilde{a}_s$ is close to the true covariance $a_s$, and in turn that $\tilde{\Sigma}$ is close to $\Sigma$. First we prove that each term $x^{(l)}_i \cdot x^{(l)}_j$ for all $i,j \in [d]$ and $l \in [n]$ satisfies the Bernstein condition (Fact 3) and thus behaves sub-exponentially (Def. 2).
Thus, each term $c_P$ in $k$ bounded in magnitude by $3$ we have for each estimate $\tilde{a}$:

$$E[(x_i^{(l)} x_j^{(l)})^m] = \left(\sum_{i=1}^{m} x_i^{(l)} \cdots x_i^{(l)} \cdots x_j^{(l)} \cdots x_j^{(l)}\right)_{m \text{ times}}$$

Using Isserlis’s Theorem (Theorem 4) we thus have:

$$E[(x_i^{(l)} x_j^{(l)})^m] = \sum_{p \in P_{2m}} \prod_{(z,w) \in p} c_{z,w} $$

(5)

where $c_{z,w} = \Sigma_{i,i} = \Sigma_{j,j} = a_0$ if both $z$ and $w$ are either $\leq k$ or $> k$, and $c_{z,w} = \Sigma_{i,j}$ if $z \leq k$ and $w > k$ or vice-versa. By the fact that $\Sigma$ is positive semidefinite we have $|\Sigma_{i,j}| \leq \Sigma_{i,i} + \Sigma_{j,j} \leq 2a_0$. Thus, each term $c_{z,w}$ is bounded in magnitude by $2a_0$. Additionally, the number of possible pairing in $P_{2m}$ is $\frac{2m!}{m!2^m} \leq 2^m m! \leq 2^m k!$.

$$|E[(x_i^{(l)} x_j^{(l)})^m]| \leq 2^m k!(2a_0)^m$$

$$\leq k!(4a_0)^m.$$ 

Thus we have each of the $2^k$ terms of $E\left[(x_i^{(l)} x_j^{(l)})^m - E[x_i^{(l)} x_j^{(l)}]^k\right]$, of the form $E\left[(x_i^{(l)} x_j^{(l)})^m\right] \Sigma_{i,j}^{k-m}$ bounded in magnitude by $k!(4a_0)^m \cdot \Sigma_{i,j}^{k-m} \leq k!(4a_0)^k$. So overall, via triangle inequality

$$|E\left[(x_i^{(l)} x_j^{(l)})^m - E[x_i^{(l)} x_j^{(l)}]^k\right]| \leq 2^k \cdot k! \cdot (4a_0)^k = k! \cdot (8a_0)^k.$$ 

(6)

Now we can bound $a_0$ (the diagonal value of $\Sigma$) by using that $\Sigma$ has rank $\tau$. In particular letting $\lambda_i(\Sigma)$ denote the $i^{th}$ eigenvalue of $\Sigma$:

$$Tr(\Sigma) = \sum_{i=1}^{r} \lambda_i(\Sigma) \Rightarrow d \cdot a_0 \leq r \left\|\Sigma\right\|_2 \Rightarrow a_0 \leq \frac{r}{d} \left\|\Sigma\right\|_2.$$ 

(7)

Plugging the bound of (7) into (6) we have:

$$E\left[(x_i^{(l)} x_j^{(l)})^k\right] \leq k! \cdot \left(\frac{8r}{d} \left\|\Sigma\right\|_2\right)^k \leq \frac{1}{2} k! \cdot \left(\frac{8r}{d} \left\|\Sigma\right\|_2\right)^2 \left(\frac{8r}{d} \left\|\Sigma\right\|_2\right)^{k-2}$$

So each $(x_i^{(l)} x_j^{(l)})$ is sub-exponential with mean $\mu = \Sigma_{i,j}$ and parameters $\tau = \nu = \frac{16r}{d} \left\|\Sigma\right\|_2$ by the Bernstein condition (Theorem 3). Applying the sub-exponential concentration bound of Theorem 3 we have for each estimate $\tilde{a}$:

$$\mathbb{P}\left[|\tilde{a}_s - a_s| \geq t\right] = \mathbb{P}\left[\frac{1}{n} \sum_{l=1}^{n} x_i^{(l)} x_j^{(l)} - a_s \geq t\right] \leq \exp\left(-\frac{n}{2} \min\left\{\frac{t^2}{\tau^2}, \frac{t}{\tau}\right\}\right).$$
Now applying union bound over all $s = 0, 1, \ldots, D$ we have that the above bound holds with probability $(D + 1) \exp \left( -\frac{n}{2} \min \{ \frac{t^2}{\tau^2}, \frac{t}{\tau} \} \right)$ for all estimates in $\tilde{a}$ simultaneously. If we set $n \geq 2 \log \left( \frac{D + 1}{\delta} \right)$ we have:

$$(D + 1) \exp \left( -\frac{n}{2} \min \{ \frac{t^2}{\tau^2}, \frac{t}{\tau} \} \right) \leq \delta.$$  

Choosing $t = \epsilon \frac{\|\Sigma\|_2}{d}$ and recalling that $\tau = \frac{16r}{\epsilon d} \|\Sigma\|_2$, we thus have that for $n = O \left( \frac{\epsilon^2 \log(D)}{\epsilon^2} \right)$, with probability $\geq 1 - \delta$, $s \left| \tilde{\Sigma}_{i,j} - \Sigma_{i,j} \right| \leq \epsilon \frac{\|\Sigma\|_2}{d}$ simultaneously for all $i, j$. Finally this entrywise bound gives:

$$\|\Sigma - \tilde{\Sigma}\|_2 \leq \|\tilde{\Sigma} - \Sigma\|_F = \sqrt{\sum_{i,j} \left| \tilde{\Sigma}_{i,j} - \Sigma_{i,j} \right|^2} \leq d \cdot \frac{\epsilon \cdot \|\Sigma\|_2}{d} = \epsilon \|\Sigma\|_2,$$  

with probability at least $1 - \delta$, completing the theorem.

Plugging in full-rank $r = d$ to Theorem 5 immediately gives:

**Corollary 5.1.** For any shortest path covariance matrix $\Sigma$, Algorithm 2 returns $\tilde{\Sigma}$ such that $\|\Sigma - \tilde{\Sigma}\|_2 \leq \epsilon \|\Sigma\|_2$ with probability $\geq 1 - \delta$, using entry sample complexity $\Theta(\sqrt{D})$ and vector sample complexity $O \left( \frac{d^2 \log(D)}{\epsilon^2} \right)$.

**Remark 6.** Notice that the bound of the Theorem 5 actually upper bounds the Frobenius norm $\|\Sigma - \tilde{\Sigma}\|_F$, which is only larger than the spectral norm. We believe that the given bound is tight for the Frobenius norm, and establishing a tighter bound for the spectral norm error (without going through the Frobenious norm) to match the lower bound of Section 4 is an interesting problem. This is what is done, e.g., in [ELMM20], which matches our lower bound in the special case when $G$ is a path and so $\Sigma$ is Toeplitz.

**Remark 7.** If we consider a rank $r \leq \sqrt{d}$ Toeplitz covariance matrix (when $G$ is a path graph), the bound of Theorem 5 slightly improves on the bound of Theorem 2.8 in [ELMM20]. We note that our approach is much simpler and more general – using nothing specific about Toeplitz structure, beyond that it is a special case of a shortest path covariance.

We can also give a simple extension to the case when $\Sigma$ is near low-rank in that its spectrum is dominated by at most $r < d$ large eigenvalues.

**Theorem 8 (Algorithm 2 Near Low-Rank Sample Complexity Bound).** Consider any shortest path covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$ with underlying graph $G$ which is near rank-$r$ i.e.,

$$Tr(\Sigma) \leq r \|\Sigma\|_2 + \xi \|\Sigma\|_F$$  \hspace{1cm} (8)

for small $\xi > 0$. For any $\epsilon, \delta > 0$, Algorithm 2 returns $\tilde{\Sigma}$ such that with probability $\geq 1 - \delta$, $\|\Sigma - \tilde{\Sigma}\|_2 \leq \epsilon \|\Sigma\|_2$, using entry sample complexity $\Theta(\sqrt{D})$ and vector sample complexity $n = O \left( \frac{\epsilon^2 \log(D)}{\epsilon^2} \right)$, where $D$ is the diameter of $G$ and $r = r + \xi \frac{\|\Sigma\|_F}{\|\Sigma\|_2}$. 
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Proof. Consider the characterization of near low rank matrix in the equation (8) and using it in (7) in the proof of Theorem 5 we have

\[ \text{Tr}(\Sigma) \leq r \|\Sigma\|_2 + \xi \|\Sigma\|_F. \]

\[ \Rightarrow da_0 \leq r \|\Sigma\|_2 + \xi \|\Sigma\|_F \]

\[ \Rightarrow a_0 \leq \frac{1}{d} \left( r + \frac{\xi \|\Sigma\|_F}{\|\Sigma\|_2} \right) \|\Sigma\|_2 \]

\[ \Rightarrow a_0 \leq \frac{r}{d} \|\Sigma\|_2. \]

The rest follows from the proof of Theorem 5. \qed

4 Lower Bound

We now prove a simple lower bound on the sample complexity of shortest path covariance estimation when a fixed subset of entries \(S\) (e.g. corresponding to a sparse ruler) are read in each sample. We prove the lower bound via a reduction to a property testing problem. Consider the class of distributions \(\mathcal{C} = \{\mathcal{N}(0, \Sigma) : \Sigma\text{ is a shortest path covariance}\}\) and a particular property \(\mathcal{P}\), which is defined by a subset of distributions over \(\mathbb{R}^d\). Consider a (deterministic) testing algorithm \(T_n\) for \(\mathcal{P}\) which takes \(x^{(1)}, \ldots, x^{(n)}\) independent samples from some \(C \in \mathcal{C}\) as input and outputs \{ACCEPT, REJECT\}. The testing algorithm fails if the algorithm outputs ACCEPT on a no instance (i.e. the property does not hold for \(C\)) and REJECT on a yes instance (i.e. the property holds for \(C\)). Let \(\mathcal{D}_1 \subseteq \mathcal{C}\) and \(\mathcal{D}_2 \subseteq \mathcal{C}\) be the families of yes and no instances respectively. We can formally bound the failure probability of any such testing algorithm using e.g., Corollary D.5.8 of [Can15].

**Theorem 9.** Fix \(\epsilon \in (0,1)\) and a property \(\mathcal{P}\). Let \(\mathcal{D}_1, \mathcal{D}_2 \subseteq \mathcal{C}\) be the families of yes and no instances respectively such that \(\mathcal{D}_1 \subseteq \mathcal{P}\), while any \(D \in \mathcal{D}_2\) and \(D' \in \mathcal{P}\) have \(\|D - D'\|_{TV} \geq \epsilon\). For all \(n \geq 1\),

\[
\inf_{\text{algorithms } T_n} \sup_{C \in \mathcal{C}} \mathbb{P}_{x^{(1)}, \ldots, x^{(n)} \sim C} \left[ T_n(x^{(1)}, \ldots, x^{(n)}) \text{ fails} \right] \geq \frac{1}{2} \left( 1 - \inf_{D_1 \in \text{conv}_n(\mathcal{D}_1)} \inf_{D_2 \in \text{conv}_n(\mathcal{D}_2)} \|D_1 - D_2\|_{TV} \right),
\]

(9)

where \(\text{conv}_n\) denotes the convex hull of a family of \(n\)-fold product distributions defined as:

\[ \text{conv}_n(D) \stackrel{\text{def}}{=} \left\{ \sum_{i=1}^{k} \alpha_i D_i^{\otimes n} : k \geq 1; D_1, \ldots, D_k \in D; \alpha_1, \ldots, \alpha_k \geq 0, \sum_{i=1}^{k} \alpha_i = 1 \right\}. \]

Now, if \(n\) and \(\mathcal{D}_1, \mathcal{D}_2\) satisfy \(\inf_{D_1 \in \text{conv}_n(\mathcal{D}_1)} \inf_{D_2 \in \text{conv}_n(\mathcal{D}_2)} \|D_1 - D_2\|_{TV} \leq \frac{1}{3}\) in equation (9), the above Theorem 9 (along with Yao’s principle) implies a lower bound of \(\Omega(n)\) for the testing algorithm for any possibly randomized algorithm that that can only fail with probability \(\frac{1}{3}\).

**Theorem 10** (Sample Complexity Lower Bound). Any (possibly randomized) algorithm that is given \(n\) independent samples from the multivariate Gaussian distribution \(\mathcal{N}(0, \Sigma)\) where \(\Sigma\) is a shortest path covariance matrix, reads a fixed subset \(S\) of \(s\) entries from each sample, and returns \(\hat{\Sigma}\) such that \(\|\Sigma - \hat{\Sigma}\|_2 \leq \epsilon \|\Sigma\|_2\) with probability \(\geq 2/3\) requires \(n = \Omega\left(\frac{d^2}{\epsilon^2 s^2 C^2}\right)\) vector samples. When \(s = O(\sqrt{D})\), as when using a graph sparse ruler, this gives \(n = \Omega\left(\frac{d^2}{D C^2}\right)\).
Fact 2 (Pinsker’s Inequality). For any two distributions $P$ and $Q$ we have
\[ \|P - Q\|_{TV}^2 \leq \frac{1}{2} KL(P\|Q). \]

And for product distributions $P^n = P_1 \times \ldots \times P_n$ and $Q^n = Q_1 \times \ldots \times Q_n$, we have
\[ \|P^n - Q^n\|_{TV}^2 \leq \frac{1}{2} \sum_{i=1}^n KL(P_i\|Q_i). \]

We bound the total variation distance between $D_1$ and $D_2$ using Fact 2
\[ \|D_1 - D_2\|_{TV}^2 = \left\| P_1^{\otimes n} - P_2^{\otimes n} \right\|_{TV}^2 \leq \frac{n}{2} KL(P_1, S\|P_2, S). \]  

(10)

Fact 3 (KL divergence between multivariate Gaussians). The KL-divergence between two $d$-dimensional multivariate Gaussian distributions $\mathcal{N}(0, \Sigma_1)$ and $\mathcal{N}(0, \Sigma_2)$ is:
\[ KL(\mathcal{N}(0, \Sigma_1)\|\mathcal{N}(0, \Sigma_2)) = \frac{1}{2} \left[ \text{Tr} (\Sigma_2^{-1} \Sigma_1) - d - \log \left( \frac{\text{det}(\Sigma_1)}{\text{det}(\Sigma_2)} \right) \right]. \]

Proof. We consider two distributions $P_1 = \mathcal{N}(0, \Sigma_1)$ and $P_2 = \mathcal{N}(0, \Sigma_2)$ where $\Sigma_1 = I$ and $\Sigma_2 = I + \frac{\epsilon}{d} J$, with $J$ denoting the all ones matrix. Note that both are shortest path covariance matrices, valid for any graph $G$ (where covariance at every distance more than zero is either 0 or $\epsilon/d$). We make the following observation:
\[
\|\Sigma_1 - \Sigma_2\|_2^2 = \left\| \frac{\epsilon}{d} J \right\|_2^2 = \left\| \frac{\epsilon}{d} J \right\|_F^2 = \frac{\epsilon^2 d^2}{d^2} = \epsilon^2.
\]
Thus we have $\|\Sigma_1 - \Sigma_2\|_2 = \epsilon$. Also notice that $\|\Sigma_1\|_2^2 = 1$ and $\|\Sigma_2\|_2^2 = 1 + \epsilon^2$ are both upper bounded by 2 provided $\epsilon < 1$ which implies $\|\Sigma_1 - \Sigma_2\|_2^2 \geq \frac{\epsilon}{2} \|\Sigma_i\|_2$ for $i = 1, 2$.

Now if we have an learning algorithm that can estimate a given shortest path covariance matrix $\Sigma$ within error $\frac{\epsilon}{2} \|\Sigma\|_2$, we can distinguish between the two distributions with covariance $\Sigma_1$ and $\Sigma_2$. If the problem of distinguishing between these two distribution requires $n$ samples then the estimation problem requires at least $n$ samples.

Here we have access to data samples according to a fixed subset of $s$ entries $S$. Thus, our input is just $n$ $s$-variate Gaussian random vectors from either $\mathcal{N}(0, [\Sigma_1]_S)$ or $\mathcal{N}(0, [\Sigma_2]_S)$ where the subscript $S$ denote the principal sub-matrix corresponding to the set $S$. Here $[\Sigma_1]_S = I_S$ is an $s \times s$ identity matrix and $[\Sigma_2]_S = I_S + \frac{\epsilon}{s} J_S$ where $J_S$ is the $s \times s$ all ones matrix.

Now we consider $P_{1,S} = \mathcal{N}(0, [\Sigma_1]_S)$ and $P_{2,S} = \mathcal{N}(0, [\Sigma_2]_S)$ and the property $P$ that the distribution is $\mathcal{N}(0, [\Sigma_1]_S)$, which is equivalent to the property that the full distribution is $\mathcal{N}(0, [\Sigma_1])$. To apply Theorem 9, we need to show that $\|D_1 - D_2\|_{TV} \leq \frac{\epsilon}{3}$ for some $D_1$ and $D_2$ in the convex hulls of $n$-fold product distributions of $P_{1,S} = \mathcal{N}(0, [\Sigma_1]_S)$ and $P_{2,S} = \mathcal{N}(0, [\Sigma_2]_S)$ respectively. Since these sets are just singletons, this means we must show the bound for $D_1 = P_{1,S}^{\otimes n}$ and $D_2 = P_{2,S}^{\otimes n}$.

Now we provide an upper bound to the total variation distance using Pinsker’s inequality.
Now we bound the term in equation (10) using Fact 3 with $\Sigma_1 = I_S$ and $\Sigma_2 = I_S + \frac{\epsilon}{d} J_S$

$$KL(P_1, S \parallel P_2, S) = \frac{1}{2} \left[ \log \left( \frac{\det(I_S + \frac{\epsilon}{d} J_S)}{\det(I_S)} \right) - s + Tr \left( (I_S + \frac{\epsilon}{d} J_S)^{-1} I_S \right) \right].$$

Now the matrix $(I_S + \frac{\epsilon}{d} J_S)$ has the top eigen-value $1 + \frac{\epsilon}{d} s$ and the rest are 1. As determinant is the product of the eigen-values of the matrix, we have the determinant to be $1 + \frac{\epsilon}{d} s$. Using Sherman-Morrison-Woodbury Inversion lemma we have $(I_S + \frac{\epsilon}{d} J_S)^{-1} = I_S - \frac{\epsilon}{1 + \frac{\epsilon}{d} s} J_S$. So $Tr \left( (I_S + \frac{\epsilon}{d} J_S)^{-1} I_S \right)$ is $s(1 - \frac{\epsilon}{1 + \frac{\epsilon}{d} s})$. We have

$$KL(P_1, S \parallel P_2, S) \leq \frac{1}{2} \left[ \frac{\epsilon}{d} s - \frac{\epsilon}{d} s \frac{1 + \frac{\epsilon}{d} s}{1 + \frac{\epsilon}{d} s} \right] \leq \frac{\epsilon^2 s^2}{d^2}.$$

Now plugging the value in equation (10), we have $\|D_1 - D_2\|_{TV}^2 = O \left( n \frac{\epsilon^2 s^2}{d^2} \right)$. So we need $n = \Omega \left( \frac{d^2}{\epsilon^2 s^2} \right)$ to make value large so that the failure probability can be small.

### 4.1 Star Graphs

We now study the shortest path covariance matrix of a star graph and show that the sample complexity for estimation matches the lower bound of Theorem 10. This extends the result of [ELMM20] for Toeplitz matrices and an interesting direction is to see if we can close the gap between the upper and lower bounds for more general graph structures.

We consider a star with $l$ branches with $\Delta$ nodes and one center node. So we have $\Delta l + 1 = d$.

![Figure 2: (a) Star graph. (b) the corresponding covariance matrix.](image)

**Theorem 11** (Sample Complexity Upper Bound for Star Graph). Consider the shortest path covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$ with underlying graph that is a star with $l$ branches and $\Delta$ nodes in
each branch such that \( \ell \Delta + 1 = d \) (see Figure 2b). For any \( \epsilon, \delta > 0 \), using entry sample \( \Theta(\sqrt{\Delta}) \) and vector sample complexity \( n = \tilde{O}\left(\frac{d^2}{\Delta^2} \epsilon^2\right) \), an approximate covariance \( \tilde{\Sigma} \) can be estimated such that

\[
\| \tilde{\Sigma} - \Sigma \|_2 \leq \epsilon \|\Sigma\|_2 \quad \text{with probability } \geq 1 - \delta.
\]

**Proof.** By exploiting the structure and shortest path distance property, the covariance matrix \( \Sigma \) can be thought to be made of different blocks as shown in Figure 2b. The blocks are:

- The covariance of an individual branch (in Figure 2b this is drawn as a blue square and denoted by the \( \Delta \times \Delta \) matrix \( \Sigma_2 \)).

- The covariance between a pair of branches (in Figure 2b this is drawn as an orange square and denoted by the \( \Delta \times \Delta \) matrix \( \Sigma_3 \)).

- The covariance between the center node and a branch (in Figure 2b this is drawn as a grey rectangle and denoted by the \( \Delta \times 1 \) matrix \( \Sigma_4 \)).

Now we consider the path (corresponding to the diameter of the star graph) with branches 1 and 2 along with the center node. The covariance of this path is a \( (2\Delta + 1) \times (2\Delta + 1) \) Toeplitz matrix (denoted by \( \Sigma_1 \) in Figure 2b). The matrices \( \Sigma_2, \Sigma_3, \Sigma_4 \) are sub-matrices of \( \Sigma_1 \). So given an estimate \( \tilde{\Sigma}_1 \), the corresponding submatrices \( \tilde{\Sigma}_2, \tilde{\Sigma}_3, \tilde{\Sigma}_4 \) all have spectral norm error upper bounded by \( \| \tilde{\Sigma}_i - \Sigma_i \|_2 \leq \| \Sigma_1 - \Sigma_1 \|_2 \). According to Algorithm 2, we apply a sparse ruler on the path which results in entry sample complexity \( O(\sqrt{\Delta}) \). As the matrix \( \Sigma_1 \) is Toeplitz, following the algorithm and analysis of [ELMM20], we can have an estimate \( \tilde{\Sigma}_1 \) such that \( \| \tilde{\Sigma}_1 - \Sigma_1 \|_2 \leq \epsilon \|\Sigma_1\|_2 \) with \( \tilde{O}\left(\frac{\Delta}{\epsilon^2}\right) \) vector samples. The estimation of \( \Sigma_1 \) leads to the estimation of the whole matrix \( \Sigma \), which is composed of blocks of type \( \Sigma_2, \Sigma_3, \Sigma_4 \). Specifically, \( \Sigma \) can be decomposed into \( O\left(\frac{d^2}{\Delta^2}\right) \) blocks. The error matrix \( \tilde{\Sigma} - \Sigma \) is thus also composed of this many blocks, each with error bounded by \( \| \tilde{\Sigma}_i - \Sigma_i \|_2 \leq \| \Sigma_1 - \Sigma_1 \|_2 \leq \epsilon \|\Sigma_1\|_2 \) for \( i \in \{2, 3, 4\} \). Thus, using that the squared spectral norm of a block matrix is bounded by the sum of squared spectral norms of its blocks [Aud06],

\[
\| \tilde{\Sigma} - \Sigma \|_2^2 \leq c_1 \frac{d^2}{\Delta^2} \epsilon^2 \| \tilde{\Sigma}_1 - \Sigma_1 \|_2^2 \leq c_1 \frac{d^2}{\Delta^2} \epsilon^2 \|\Sigma_1\|_2^2 \leq c_1 \frac{d^2}{\Delta^2} \epsilon^2 \|\Sigma\|_2^2 .
\]

Now we consider \( \epsilon_1 = \frac{\Delta}{\delta^2} \). With \( \tilde{O}\left(\frac{\delta}{\epsilon_1^2}\right) = \tilde{O}\left(\frac{d^2}{\Delta^2 \epsilon^2}\right) \) samples we have from the above bound that \( \| \tilde{\Sigma} - \Sigma \|_2 \leq \epsilon \|\Sigma\|_2 \). As the diameter of the graph is \( D = 2\Delta + 1 \), we have overall sample complexity \( \tilde{O}\left(\frac{d^2}{\Delta^2 \epsilon^2}\right) \) which matches the lower bound.

5 Conclusion and Future Work

We have studied the sample complexity of graph-structured covariance estimation, specifically focusing on shortest path covariance matrices. We have established an entry sample complexity bound depending on the square root of the underlying graph diameter using a generalization of sparse rulers to shortest path distances. We have also given a bound on the required vector sample complexity of our method, and a near matching lower bound in the case when the diameter \( D \) is small. Our work leaves open a number of open questions.
1. Our upper and lower bounds (Theorems 5 and 10) differ by a $D$ factor. Thus it is conceivable that our vector sample complexity when using a $\Theta(\sqrt{D})$ sparse ruler can be improved from $\tilde{O}\left(\frac{d^2}{\epsilon^2}\right)$ to $\tilde{O}\left(\frac{d^2}{\epsilon^2D}\right)$. When $D$ is small, this improvement is minor. However, in important special cases, such as when $\Sigma$ is Toeplitz and $D = d - 1$, it is a major gap. The work of [ELMM20] closes the gap when $\Sigma$ is Toeplitz, however it heavily relies on the Fourier analytic structure of Toeplitz matrices, which does not extend to more general graph classes. We believe that matching our lower bound for more general graph classes is an interesting challenge that will require a deeper understanding of the structure of shortest path covariance matrices. Our bound for the star graph in Section 4.1 is a first step.

2. We give an algorithm with optimal entry sample complexity $\Theta(\sqrt{D})$ and polynomially bounded vector sample complexity $\tilde{O}(d^2/\epsilon^2)$. At the other extreme, if we use full entry sample complexity $d$, then standard matrix concentration bounds show that $\Sigma$ can be estimated with $O(d/\epsilon^2)$ vector sample complexity [Ver18]. Can we obtain a smooth tradeoff between these measures? This has been done again in the special case of Toeplitz covariance approximation [ELMM20]. Extending the results to general graphs seems to require overcoming two challenges: (1) we need to design graph sparse rulers that measure a larger number of entries and in turn obtain multiple estimates of the covariance $a_s$ at each distance $s$ and (2) we need to understand how to bound the correlations between these measurements, to show that they actually lead to lower vector sample complexity. Challenge (2) is likely related to the general goal of improving the vector sample complexity to match our lower bound.

3. Our work specifically applies to shortest path covariance matrices, however an interesting question is if low entry sample complexity using sparse rulers or other techniques can be achieved for other graph-structure covarianced matrices, such as those arising in graph signal processing [SNF+13, OFK+18] and Gaussian Markov random fields [RH05, Uhl17]. Some work has be done in this direction [CL17], and obtaining rigorous sample complexity bounds would be very interesting. In general, can one characterize the class of covariance matrices for which $o(d)$ entry sample complexity can be obtained?
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