A Local Energy Estimate for Wave Equations on Metrics Asymptotically Close to Kerr
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Abstract. In this article, we prove a local energy estimate for the linear wave equation on metrics with slow decay to a Kerr metric with small angular momentum. As an application, we study the quasilinear wave equation $\Box g(u, t, x) u = 0$ where the metric $g(u, t, x)$ is close (and asymptotically equal) to a Kerr metric with small angular momentum $g(0, t, x)$. Under suitable assumptions on the metric coefficients, and assuming that the initial data for $u$ is small enough, we prove global existence and decay of the solution $u$.
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1. Introduction

In this paper, we consider energy estimates for the wave operator $\Box_g$ on the background of a metric $g$ that is close to the Kerr black hole metric $g_K$ with small angular momentum $a$ expressed in the modified Boyer–Lindquist coordinates that are smooth over the event horizon, see Sect. 2.1.1. We show that if the metric decays slowly in time toward Kerr then we have local energy decay estimates. We also use our estimate to prove global existence of solutions to quasilinear wave equations close to Kerr, as well as pointwise decay for solutions to the linear problem.

The paper is structured as follows. In Sect. 1, we discuss the estimate and present some heuristics of why it should hold. Section 2 contains a detailed proof of the estimate in the case of the Kerr metric. In Sect. 3, we prove some estimates for pseudodifferential operators with limited regularity. Section 4 contains our main linear estimate for perturbations of the Kerr metric. Section 5 deals with how to apply the estimate to obtain global well-posedness for the quasilinear problem following [41]. Section 6 applies the estimate to obtain pointwise decay for solutions to the linear problem, following [46].

1.1. Statement of the Results and History

1.1.1. Assumptions on the Metric. We consider metrics that are perturbations of a Kerr metric $(g_K, M, a)$ with mass $M$ and angular momentum per unit mass $0 < a \ll M$. In Boyer–Lindquist coordinates, the Kerr metric has a singularity at $r = 0$, the event horizon $r_+ = M + \sqrt{M^2 - a^2}$ and the Cauchy horizon $r_- = M - \sqrt{M^2 - a^2}$. By a suitable change of coordinates, the metric can be extended past $r = r_+$ (see Sect. 2.1.1 for details). We fix some $r_- < r < r_+$ and consider the manifold $\mathcal{M} = \{ r > r_e \}$, which in particular includes the domain of outer communication.

An important role in our analysis will be played by the trapped set of null geodesics in the exterior region $r > r_+$. It is well known that they are spatially contained in a small neighborhood of $r = 3M$ of size $O(a)$. The most delicate part of our analysis will take place in this region.

We now define a metric $g$ on $\mathcal{M}$ that is a perturbation of $g_K$. We assume that

$$|h^{\alpha\beta}| + |r \partial h^{\alpha\beta}| \lesssim \epsilon r^{-\delta},$$

where $h = g - g_K$, (1.1)

for some $\delta > 0$, where $r = |x|$ is the radial coordinate. This condition can be modified in the wave zone $|t - r| < t/2$ to take into account the weak null
structure of the wave operator, see Sect. 4.1, but let us leave this aside for now since here we focus on the analysis close to the photon sphere \(|r - 3M| < M/4\). The analysis in this region is quite delicate due to lack of decay due to trapped geodesics. Because of that, we need to assume that the metric is asymptotically approaching the Kerr black hole metric \(g_K\) as time tends to infinity
\[
|h^{\alpha\beta}| + |h^{\alpha\beta}| \leq \kappa_1(t) \lesssim \epsilon(t)^{-1/2}, \quad \text{when } |r - 3M| < M/4, \quad (1.2)
\]
\[
|h^{\alpha\beta}| \leq \kappa_0(t) \lesssim \epsilon(t)^{-1}, \quad \text{when } |r - 3M| < M/4. \quad (1.3)
\]
In contrast to our previous result on Schwarzschild, see Section 4 of [41], we also need smallness (but not decay) on higher-order derivatives of \(h\). This is due to the use of pseudodifferential operators, which generate errors involving such derivatives. We will assume that the Hölder norms satisfy
\[
\|h^{\alpha\beta}(t, \cdot)\|_{C^{3,\lambda}(I_{ps})} \lesssim \epsilon, \quad \text{where } I_{ps} = \{x; |r - 3M| < M/4\}. \quad (1.4)
\]

### 1.1.2. The Local Energy Decay Estimate

Our main result is the following:

**Theorem 1.1.** Let \(u\) solve the inhomogeneous linear wave equation \(\Box_g u = F\) in \(\mathcal{M}\), where \(g\) is a Lorentzian metric satisfying the conditions (1.1), (1.2), (1.3) and (1.4) or alternatively the conditions in section 4. Then for any \(0 \leq \tilde{t}_0 < \tilde{t}_1\)
\[
\|\partial u\|^2_{L^2[\tilde{t}_0, \tilde{t}_1]L^2} + \|u\|^2_{L^2_k[\tilde{t}_0, \tilde{t}_1]} \lesssim \|\kappa \partial u\|^2_{L^2_{ps}} + \|\partial u(\tilde{t}_0)\|^2_{L^2} + B(F, u)[\tilde{t}_0, \tilde{t}_1],
\]
(1.5)
where \(\kappa^2 = \kappa_0 + \kappa_1^2\) and the implicit constant is independent of \(\tilde{t}_0, \tilde{t}_1, \epsilon\). Here, \(B(F, u)\) is a bilinear norm defined in section 4, see (4.9), the \(L^2_k\) norm is defined in (2.4), and \(L^2_{ps} = L^2[\tilde{t}_0, \tilde{t}_1]L^2(I_{ps})\).

The theorem is an improvement of the result for the Kerr metric by the second author and Tataru [61].

The bilinear form \(B(F, u)[\tilde{t}_0, \tilde{t}_1]\) vanishes for a solution of the homogeneous equation \(F = 0\) and in general can be estimated in different ways in terms of the other norms in the estimate above multiplied with norms of \(F\) depending on the application. In particular, we have
\[
B(F, u)[\tilde{t}_1, \tilde{t}_2] \lesssim \|F\|_{L^1[\tilde{t}_1, \tilde{t}_2]L^2} \|\partial u\|_{L^\infty[\tilde{t}_1, \tilde{t}_2]L^2}.
\]
The local energy norm \(\|u\|_{L^2_k[\tilde{t}_0, \tilde{t}_1]}\) is expressed in terms of pseudodifferential operator, but in particular bounds the following local norms:
\[
\|(1 - \chi)\partial u\|_{L^2[\tilde{t}_0, \tilde{t}_1]} + \|\partial_r u\|_{L^2[\tilde{t}_0, \tilde{t}_1]} + \|r^{-1} u\|_{L^2[\tilde{t}_0, \tilde{t}_1]} \lesssim \|u\|_{L^2_k[\tilde{t}_0, \tilde{t}_1]}, \quad (1.6)
\]
where
\[
\|u\|_{L^2[\tilde{t}_0, \tilde{t}_1]} = \sup_{R \geq 0} \|\langle r \rangle^{-\frac{1}{2}} u\|_{L^2((\tilde{t}_0, \tilde{t}_1) \times A_R)},
\]
\[
A_R = \{x \in \mathbb{R}^3; R/2 \leq |x| \leq 2R + 1\},
\]
and \(\chi\) is a cutoff that selects a small neighborhood of the trapped set.
Remark 1.2. We are thus able to estimate both the energy and the space-time norm of the solution globally. Moreover, whereas we spend most of the analysis in understanding high-frequency behavior near trapping, our estimate includes low frequencies, since the $L^2 L^2$ norm of $u$ is included in the local energy norm.

Remark 1.3. Since one cannot control the $L^2$ space-time norm of all derivatives close to $I_{ps}$ in the right-hand side of (1.5), the best we can do is to control it with the energy $\|\partial u\|_{L^\infty[\tilde{\tau}_0,\tilde{\tau}_1]} + \|u\|_{L^2_{t,K}[\tilde{\tau}_0,\tilde{\tau}_1]} \lesssim e^{C \int_{\tilde{\tau}_0}^{\tilde{\tau}_1} \kappa(t)^2 dt} \left( \|\partial u(\tilde{\tau}_0)\|_{L^2}^2 + \|F\|_{L^1[\tilde{\tau}_0,\tilde{\tau}_1]}^2 \right)$.

Remark 1.4. The result for exactly Kerr can be used to prove that the norms in the left-hand side of (1.7) are bounded under much stronger decay assumptions for perturbations $h \sim \epsilon t^{-1-\epsilon}$. The novelty of our estimate is that we require less decay and that this is relevant for the applications. In general, for nonlinear equations that only satisfy the weak null condition one cannot prove better than $u \sim \epsilon t^{-1+\epsilon}$ interior decay even using the most advanced energy methods and even without a black hole [33,37,38]. Additionally, using the nonradial fundamental solution one can for certain equations satisfying the weak null condition prove asymptotics $u \sim \epsilon t^{-1}$, see [15,39,40], but these methods are unlikely to work in the presence of a black hole.

Remark 1.5. We remark that it is natural to assume additional decay for the time derivative (1.3) since this is likely to hold in the nonlinear applications. In fact, one gets decay estimates from energy estimates for vector fields applied to the equation and the scaling vector field $S = t\partial_t + r\partial_r$ gives a good decay estimate for $\partial_t$ for bounded $r$ since the local energy gives a good estimate for $\partial_r$ and for $S$ applied to the equation.

Remark 1.6. As mentioned above one gets decay estimates from energy estimates for vector fields applied to the equation. The decay estimates that scales the same as the energy and local energy estimate are $u \sim \epsilon t^{-1/2}$, so one cannot hope to get anything better from just boundedness of the energy and local energy applied to scale-invariant vector fields. However, with $\kappa_1(t) = \epsilon t^{-1/2}$ in (1.2) the estimate (1.7) grows like $t^{C\epsilon}$ and we would hence not get back bounded energies. This has to be the case for the highest order energies for the most vector fields applied to the solution. However, for lower-order energies the term with $\kappa$ that is causing the growth in (1.5) can be controlled by the $L^2$ part of the local energy norm, the last term in the left of (1.6), from higher-order energies, since this gives control also close to the photon sphere. This means that one can get bounds for lower-order energies and hence get back the sharp decay $\epsilon t^{-1/2}$ decay. We have carried out this procedure for quasilinear equations close to black hole background in [41] and here in Sect. 5.

Remark 1.7. In order to prove better than $u \sim \epsilon t^{-1/2}$ decay in the presence of a black hole, one has to use energies with positive $r$ weights, see [21,49]. For
equations satisfying the weak null condition, we hope to prove interior decay $u \sim \epsilon t^{-1+\epsilon}$. As remarked above, one cannot expect to prove better.

1.1.3. The History. In the Minkowski case, one can prove the stronger estimate

$$\|\partial u\|_{L^2[\tilde{t}_0, \tilde{t}_1]} + \|u\|_{LE^{1}_{\infty}[\tilde{t}_0, \tilde{t}_1]} \lesssim \|\partial u(\tilde{t}_0)\|_{L^2} + B(F, u)[\tilde{t}_0, \tilde{t}_1],$$

where

$$\|u\|_{LE^{1}_{\infty}[\tilde{t}_0, \tilde{t}_1]} = \|\partial u\|_{LE[\tilde{t}_0, \tilde{t}_1]} + \|r^{-1}u\|_{LE[\tilde{t}_0, \tilde{t}_1]}.$$

The first estimate of this kind was obtained by Morawetz for the Klein–Gordon equation [47]. There are many similar results obtained in the case of small perturbations of the Minkowski space-time; see, for example, [1,32,34,43,45,57–59]. Even for large perturbations, in the absence of trapping, (1.8) still sometimes holds, see, for instance, [12,44]. In the presence of trapping, (1.8) is known to fail, see [53,55]. On the other hand, if the trapping is weak enough, similar types of estimates with loss of regularity have been established, see, for instance, [14,16,50,64].

In the Schwarzschild case, one can prove that

$$\|\partial u\|_{L^2[\tilde{t}_0, \tilde{t}_1]} + \|u\|_{LE^{1}_{\infty}[\tilde{t}_0, \tilde{t}_1]} \lesssim \|\partial u(\tilde{t}_0)\|_{L^2} + B(F, u)[\tilde{t}_0, \tilde{t}_1],$$

where

$$\|u\|_{LE^{1}_{\infty}[\tilde{t}_0, \tilde{t}_1]} = \| (r - 3M)r^{-1}\partial u\|_{LE[\tilde{t}_0, \tilde{t}_1]} + \|\partial_r u\|_{LE[\tilde{t}_0, \tilde{t}_1]} + \|r^{-1}u\|_{LE[\tilde{t}_0, \tilde{t}_1]}.$$

In the previous estimate, there is no loss of derivatives, but the weights degenerate at the trapped set.

Local energy estimates were first proved in [35] for radially symmetric Schrödinger equations on Schwarzschild backgrounds. In [6–8], those estimates are proved for the wave equation and general initial data. The same authors, in [9,10], have provided studies that give certain improved estimates near the photon sphere $r = 3M$. Moreover, we note that variants of these bounds have played an important role in the works [11] and [18,19] which prove analogues of the Morawetz conformal estimates on Schwarzschild backgrounds. See also [36,56] for a similar result on higher-dimensional Schwarzschild black holes.

The estimate (1.9) with the precise weights at infinity was proved in [42]. The same estimate for perturbations decaying at an integrable rate near the trapped set was established in [46], while for perturbations satisfying weaker conditions akin to (1.2) and (1.3) it was proved in [41].

The estimate for Kerr with small angular momentum was proved in [61] (see also [2,20] for related works), for large angular momentum $|a| < M$ in [22] and for extremal Kerr $|a| = M$ in [5].

There is also a rich literature of high-frequency estimates and resonance distribution near weakly trapped sets in a variety of settings, see, for instance, [16,17,27,50,64]. For the Schwarzschild (and de Sitter–Schwarzschild) metric, we refer the interested reader to [13,54], and for the Kerr metric, see [24–26]. See also the recent paper of Hintz [29], who proves a microlocal estimate
near the trapped set for a variety of space-times, including asymptotically converging perturbations of Kerr.

1.1.4. Applications. In the last two sections, we apply our main estimate to two different problems.

The main application of our estimate comes in showing global existence of solutions to quasilinear wave equations $\square_{g(u,t,x)} u = 0$ with small initial data, where the metric $g(u,t,x)$ is close (and asymptotically equal) to a Kerr metric with small angular momentum $g(0,t,x)$. This can be seen as a toy model for Einstein’s equations close to Kerr metrics and extends previous results of the first author [37] in the Minkowski case and of both authors [41] in the Schwarzschild case; see also [65,66] for similar results for time-dependent metrics close to Minkowski and [31] for the asymptotically Kerr–de Sitter case. Once the local energy for perturbations of the Kerr metric, Theorem 4.1, is established, global existence can be established by using the same methods as in [41]. We refer the reader to Section 5 for a sketch of the argument and on how to deal with the minor differences in the proof.

For our second application, we establish sharp pointwise decay estimates for solutions to the linear wave equation on perturbations of Kerr metrics with small angular momentum. In the case of the Schwarzschild metric, the solution to the wave equation was conjectured to decay at the rate of $\tilde{t}^{-3}$ on a compact region by Price [52], and this rate of decay was shown to hold for a variety of space-times, including Schwarzschild and Kerr with small $a$, see [23,46,60]. It is by now well understood that once local energy decay is established in a compact region on an asymptotically flat region, one can obtain pointwise decay rates that are related to how fast the metric coefficients decay to the Minkowski metric; see, for example, [3,4,30,48,49,51,60]. In this paper, we improve on the result of the second author and collaborators [46], which proves $\tilde{t}^{-3}$ decay on compact regions assuming certain conditions on the metric, see Sect. 6.

1.2. The Heuristics

Below we explain why the result should be true, without going into all the technical details.

1.2.1. The Schwarzschild Case. The estimate (1.9) with the precise weights at infinity was proved in [42]. The idea of the proof is that there exist a smooth vector field

$$\tilde{X} = C\partial_{\tilde{t}} + b(r) \left(1 - \frac{3M}{r}\right)\partial_r + c(r)\partial_{\tilde{t}},$$

and a function $q$ so that

$$\nabla^\alpha P_\alpha[g, \tilde{X}, q, m] = \square_g u(\tilde{X}u + qu) + Q[g, \tilde{X}, q, m]. \quad (1.10)$$
Here, $Q$ and $P$ are quadratic forms in $u$ and $\partial u$ with coefficients depending on $g$ so that $Q[g_S, \tilde{X}, \tilde{q}, \tilde{m}]$ is positive definite, and

$$Q[g_S, \tilde{X}, \tilde{q}, \tilde{m}] \geq r^{-2} |\partial_r u|^2 + \left(1 - \frac{3M}{r}\right)^2 (r^{-2} |\partial_t u|^2 + r^{-1} |\partial \theta u|^2) + r^{-4} u^2.$$  

(1.11)

Let $T$ be the future pointing unit normal on the hypersurface $\tilde{t} = \tilde{t}_1$ or the normal pointing toward the black hole at the hypersurface $r = r_e$. We have

$$-P_\alpha[g, X, q, m]T^\alpha \gtrsim |\partial u|^2.$$  

(1.12)

Integrating (1.10) over the domain $[\tilde{t}_0, \tilde{t}_1] \times \{r > r_e\}$ gives an interior integral with (1.11) and boundary integrals with (1.12):

$$\int_{\tilde{t}_0}^{\tilde{t}_1} \int_{\tilde{t}_0}^{\tilde{t}_1} \Box_g u \cdot (\tilde{X} u + q u) \sqrt{|g|} dx dt = \int_{\tilde{t}_0}^{\tilde{t}_1} \int_{\tilde{t}_0}^{\tilde{t}_1} Q[g, \tilde{X}, \tilde{q}, \tilde{m}] \sqrt{|g|} dx dt$$

$$+ \text{BDR}|_{t = \tilde{t}_1} + \text{BDR}|_{r = r_e}.$$  

1.2.2. Perturbations of Schwarzschild. Let us now consider perturbations $g = g_S + h$. Schematically near the trapped set one has for any smooth $X$ and $q$ modulo boundary terms

$$\int_{\tilde{t}_0}^{\tilde{t}_1} \int_{\tilde{t}_0}^{\tilde{t}_1} \Box_h u \cdot (X u + q u) dx dt \lesssim \int_{\tilde{t}_0}^{\tilde{t}_1} \int_{\tilde{t}_0}^{\tilde{t}_1} (|h| + |\partial h|)(|\partial u|^2 + |u|^2) dx dt + BDR,$$

where $\Box_h = \sqrt{g} \Box_g - \sqrt{g_S} \Box_{g_S}$. Hence, if, for instance, $|h| + |\partial h| \lesssim \varepsilon \tilde{t}^{-1-\delta}$, the error terms can be absorbed by Grönwall’s inequality.

A more careful computation (see [41]) shows that for the specific $\tilde{X}$ and $q$ above, we have

$$\int_{\tilde{t}_0}^{\tilde{t}_1} \int_{\tilde{t}_0}^{\tilde{t}_1} \Box_h u \cdot (X u + q u) dx dt \lesssim \int_{\tilde{t}_0}^{\tilde{t}_1} \int_{\tilde{t}_0}^{\tilde{t}_1} |\partial_t h| |\partial u|^2$$

$$+ (|h| + |\partial h|) \left(|r - 3M||\partial u|^2 + |\partial_r u||\partial u| + |u|^2 \right) dx dt + BDR.$$  

Thus, if one only assumes $|\partial_t h| \lesssim \varepsilon \tilde{t}^{-1-\delta}$ and $|h| + |\partial h| \lesssim \varepsilon \tilde{t}^{-1/2-\delta}$, the error terms can be absorbed by using Cauchy, Schwarz, Grönwall and the local energy norm.

1.2.3. Trapped Geodesics and a Pseudodifferential Operator Vanishing on the Trapped Set. In order to define pseudodifferential operators, we use Cartesian coordinates $x^j$ and dual variables in the cotangent bundle $\xi_j$. On the other hand, it is easier to understand trapping in spherical coordinates $(t, r, \phi, \theta)$. Let $\tau, \xi_r, \Phi$ and $\Theta$ be the dual variables in the cotangent bundle corresponding to $t, r, \phi$ and $\theta$; they are related to $x_j$ and $\xi_j$ by

$$\xi_r = \frac{\partial x^k}{\partial r} \xi_k, \quad \Phi = \frac{\partial x^k}{\partial \phi} \xi_k, \quad \Theta = \frac{\partial x^k}{\partial \theta} \xi_k, \quad \tau = \xi_0.$$  

Let

$$p_K(r, \theta, \tau, \xi_r, \Phi, \Theta) = g_K^{\alpha \beta} \xi_\alpha \xi_\beta = g_K^{tt} \tau^2 + 2g_K^{t\phi} \tau \Phi + g_K^{\phi \phi} \Phi^2 + g_K^{rr} \xi_r^2 + g_K^{\theta \theta} \Theta^2,$$
be the principal symbol of $\Box_{g_K}$. On any null geodesic, one has

$$p_K(r, \theta, \tau, \xi_r, \Phi, \Theta) = 0.$$ 

The Hamilton flow equations also give us, in particular, that

$$\dot{r} = -\frac{\partial p_K}{\partial \xi_r} = -2\rho^{-2}\Delta \xi_r, \quad \text{where} \quad \Delta = r^2 - 2Mr + a^2,$$

$$\dot{\xi}_r = \frac{\partial p_K}{\partial r} = -2\tilde{R}_a(r, \Phi/\tau)\rho^{-2}\tau^2 + \partial_r(\rho^{-2})p_K + 2(r - M)\rho^{-2}\xi_r^2,$$

where

$$\tilde{R}_a(r, \Phi/\tau) = \tilde{R}_a(r, \Phi/\tau)(r - r_a(\Phi/\tau)), \quad \tilde{R}_0 = (1 - \frac{2M}{r})^{-2}, \quad r_0 = 3M.$$ 

As it turns out, there are trapped null geodesics satisfying

$$r - r_a(\Phi/\tau) = 0, \quad \xi_r = 0, \quad \Phi = \Phi_0, \quad \tau = \tau_0.$$ 

Heuristically we will replace the vector field from Schwarzschild with a pseudodifferential operator of order 1 with symbol

$$\tilde{s}(x, \xi) = i(r - r_a(\Phi/\tau))\xi_r.$$ 

### 1.2.4. Positive Commutator Estimates.

Let $P_g = D_{\alpha}g^{\alpha\beta}D_{\beta}$ be a symmetric operator. Suppose $S$ is a skew-adjoint and $E$ is a self-adjoint operator; in what follows, $S$ will be taken to be a pseudodifferential operator of order 1 generalizing the vector field $X$ used in Schwarzschild and $E$ will be a pseudodifferential operator of order 0 generalizing the function $q$ in Schwarzschild. Integrating by parts and using that $S$ is skew-adjoint and $E$ self-adjoint, we obtain modulo boundary terms

$$\Re \int_{t_0}^{t_1} \int P_g u \cdot (Su + Eu) \, dx dt = \int_{t_0}^{t_1} \int \tilde{T}[P_g] u \cdot \bar{u} \, dx dt + \text{BDR} \bigg|_{t=t_0}^{t=t_1},$$

(1.13)

where

$$\tilde{T}[P_g] = \frac{1}{2}([P_g, S] + P_gE + EP_g).$$

We now apply this to

$$P_g = \hat{\Box}_g = \sqrt{|g|} \Box_g = \partial_{\alpha}(\hat{g}^{\alpha\beta}\partial_{\beta}),$$

where $\hat{g}^{\alpha\beta} = \sqrt{|g|} g^{\alpha\beta}$ is also symmetric with respect to $dxdt$. In this case, we also use the abbreviated notation $\hat{T}_g = \tilde{T}[P_g]$.

$\hat{T}_g$ is an operator of order 2 and after further integration by parts will give a quadratic form. The principal symbol of the commutator $[\hat{\Box}_g, S]$ is given by the Poisson bracket

$$\{\hat{p}, s\} = \frac{\partial \hat{p}}{\partial \xi_\alpha} \frac{\partial s}{\partial x^\alpha} - \frac{\partial \hat{p}}{\partial x^\alpha} \frac{\partial s}{\partial \xi_\alpha}, \quad \text{where} \quad \hat{p} = \sqrt{|g|} p.$$
Let us now look at the special case of the Kerr metric. The Poisson bracket is invariant under changes of coordinates and takes a particularly simple form in spherical coordinates due to the form of \( p_K \) and \( \tilde{s} \):

\[
\{ \hat{p}_K, \tilde{s} \} = \frac{\partial \hat{p}_K}{\partial \xi_r} \frac{\partial \tilde{s}}{\partial r} - \frac{\partial \hat{p}_K}{\partial r} \frac{\partial \tilde{s}}{\partial \xi_r}.
\]

We get

\[
\{ \rho^2 p_K, \tilde{s} \} = 2 \tilde{R}_a(r, \Phi/\tau)(r - r_a(\Phi/\tau))^2 \tau^2 + 2(\triangle - (r - M)(r - r_a(\Phi/\tau)))\xi_r^2,
\]

and hence,

\[
\{ \rho^2 p_K, \tilde{s} \} \geq \tilde{\mu}_0^2 + \tilde{\mu}_r^2,
\]

where \( \tilde{\mu}_0 = (r - r_a(\Phi/\tau))\tau/4 \), \( \tilde{\mu}_r = 2M\xi_r \), when \(|r - 3M| < M/4\) and \( \alpha \) is sufficiently small.

Hence, control of the commutator would, after integrating one of the factors by parts, give us control of the space-time integrals \( \| \tilde{\mu}_0(x, D)u \|_{L^2_{ps}} \) and \( \| \tilde{\mu}_r(x, D)u \|_{L^2_{ps}} \), modulo lower-order terms.

Similarly, with the principal symbol of \( E \)

\[
\tilde{e} = c(r - r_a(r, \Phi/\tau))^2\xi_r^2,
\]

The term \( E \Box g_K + \Box g_K E \) has principal symbol

\[
2c(r - r_a(r, \Phi/\tau))^2 p_K,
\]

which given that we have control of \( \tilde{\mu}_0 \) gives us control of the additional derivatives \( \tilde{\mu}_i(x, \xi) = (r - r_a(r, \Phi/\tau))\xi_i \).

Following [61], to localize the estimates in time we will replace \( \tilde{s} \) by an operator that is a differential operator in time and pseudodifferential in space only. In this case, the proof is quite a bit more involved, and the above argument is only heuristic.

### 1.2.5. Kerr with Small Angular Momentum \( \alpha \).

When using Poisson bracket to calculate the leading-order term in the commutator of pseudodifferential operators as described above, we produce lower-order errors. However, the pseudodifferential operators can be constructed so that they are equal to the differential operators used in the Schwarzschild case plus a pseudodifferential part of size \( O(\alpha) \). Therefore, also the lower-order errors are bounded by a constant times \( \alpha \) multiplied by the space-time \( L^2 \) norm of the function itself.

Moreover, since we control the space-time \( L^2 \) norm of the function itself in the Schwarzschild case we will be able to absorb these errors and do so in the Kerr case for sufficiently small \( \alpha \).

There are additional errors coming from cutoffs that we have to multiply the pseudodifferential corrections with to localize them close to the trapped set. These are also of size \( \alpha \), but multiplied by the derivative of the function. They can be controlled because they are supported away from the trapped set, where the \( LE^1 \) norm does not degenerate.
We now consider symmetric operators 

\[ P_\hat{h} \] 

with \( h \) satisfying (1.1)–(1.4). Integration by parts in (1.13) gives modulo different boundary terms

\[
\Re \int_{t_0}^{\tilde{t}_1} \int \hat{P}_h u \cdot (Su + Eu) \, dx \, dt = \int_{t_0}^{\tilde{t}_1} \int \hat{Q}[P_\hat{h}, S, E] \, dx \, dt + B \left| \left| t = \tilde{t}_1 \right| \right|_{t = \tilde{t}_0},
\]

where

\[
\hat{Q}[P_\hat{h}, S, E] = \Re \left( h^{\alpha\beta} [D_\beta, S] u \cdot \overline{D_\alpha u} + \frac{1}{2} [h^{\alpha\beta} S] D_\beta u \cdot \overline{D_\alpha u} \right.
\]

\[
+ h^{\alpha\beta} E D_\beta u \cdot \overline{D_\alpha u} + \frac{1}{2} h^{\alpha\beta} [D_\beta, E] u \cdot \overline{D_\alpha u},
\]

(1.14)

We can now consider \( \tilde{S} \) and \( \tilde{E} \) with symbols \( \tilde{s} \) and \( \tilde{e} \) defined above. The principal symbol of \([D_\beta, \tilde{S}]\) is given by the Poisson bracket \( \{ \xi_\beta, (r - r_a(\Phi/\tau)) \xi_r \} = \omega_\beta \xi_r \). Therefore, the first term can be estimated by \( h | \partial_r u | | du | \) plus lower order. Similarly the principal symbol of \([h^{\alpha\beta}, \tilde{S}]\) given by \( \{ h^{\alpha\beta}, (r - r_a(\Phi/\tau)) \xi_r \} = \partial_\gamma h^{\alpha\beta} \partial_\xi_\gamma \left( (r - r_a(\Phi/\tau)) \xi_r \right) \), has a factor of either a factor of \( \xi_r \) or \( r - r_a(\Phi/\tau) \) multiplied by \( \partial h \). The third term also has at least one factor of \( r - r_a(\Phi/\tau) \) and the last is lower order.

Again the above is only heuristics since the actual proof will use operators that are only differential operators in time and pseudodifferential in space. Moreover, one cannot just use the standard pseudodifferential calculus for the terms involving \( h \) since we require finite regularity of \( h \).

### 1.3. The Proof

In section 2, we start by giving a more streamlined overview of the proof from [61] in the Kerr case described in Sects. refsec:schwarz–1.3.2. Then we continue to describe our proof for perturbations in Sects. 1.3.3–1.3.5

#### 1.3.1. The Schwarzschild Multiplier Written as a pseudodifferential Operators.

The microlocal analysis close the trapped set alone does not give us an estimate for the \( L^2 \) norm of the function itself, but rather is assuming this to control lower terms. This analysis therefore has to be combined with the global estimates already done for Schwarzschild. Since we are assuming that the angular momentum \( a \) is small, Kerr can be considered as a small perturbation of Schwarzschild away from the trapped set where the norms are not degenerate. However, close to the trapped set it is not a small perturbation and has to be dealt with using microlocal analysis.

We must therefore first write the Schwarzschild multipliers as pseudodifferential operators close to the trapped set in order to write the operators in the Kerr case as a perturbations of size \( a \) supported close to the trapped set of the Schwarzschild case. With respect to the Weyl quantization, any vector field \( X = X^j \partial_j \) can be written as

\[
X = i \left( (X^j \xi_j)^w - (\partial_j X^j)/2 \right).
\]
In particular, we see that
\[ \frac{1}{i} b(r)\left(1 - \frac{3M}{r}\right) \partial_r = \left(b(r)\left(1 - \frac{3M}{r}\right) \xi_r \right)^w - \frac{1}{2r^2} \partial_r \left(r^2 b(r)\left(1 - \frac{3M}{r}\right) \right), \]
and thus, near the trapped set we can express the multiplier in the Weyl quantization as
\[ b(r)\left(1 - \frac{3M}{r}\right) \partial_r + q(r) = i \left(b(r)\left(1 - \frac{3M}{r}\right) \xi_r \right)^w + q_S^w, \]
\[ q_S = q - \frac{1}{2r^2} \partial_r \left(r^2 b(r)\left(1 - \frac{3M}{r}\right) \right). \]

1.3.2. Construction of the Space Operators and the Local Energy Norm. One could now try to define a space-time multiplier by quantizing a (multiple of) \( q_a = r - r_a(\Phi/\tau) \). Whereas this works well at the symbol level, it has the disadvantage of having a complicated dependence on \( \tau \), which makes it inconvenient for energy estimates on constant time slices.

From now on, we will use \( \tilde{~} \) on top of a symbol to denote homogenous symbols.

We factor
\[ p_K = g^{tt}_K(\tau - \tilde{\tau}_1)(\tau - \tilde{\tau}_2), \]
where \( \tilde{\tau}_i = \tilde{\tau}_i(r, \phi, \theta, \xi_r, \Phi, \Theta) \), are real distinct smooth 1-homogeneous symbols with respect to the space Fourier variables.

On the cone \( \tau = \tilde{\tau}_i \), the symbol \( r - r_a(\Phi/\tau) \) equals
\[ \tilde{q}_i(r, \phi, \xi_r, \Phi, \Theta) = r - r_i(r, \phi, \theta, \xi_r, \Phi, \Theta), \quad \text{where} \quad r_i = r_a(\Phi/\tau_i), \quad i = 1, 2. \]

Note that when \( a = 0 \) then \( b(r)r^{-1}\tilde{s} = b(r)\left(1 - \frac{3M}{r}\right) \xi_r \), i.e., the symbol of the vector field used in the Schwarzschild case. We can thus write \( b(r)r^{-1}\tilde{s} \) as a linear function of \( \tau \) plus a smooth function of \( \tau \) times \( (\tau - \tilde{\tau}_1)(\tau - \tilde{\tau}_2) \):
\[ b(r)\left(1 - \frac{r_a(\Phi/\tau)}{r}\right) \xi_r = b(r)\left(1 - \frac{3M}{r}\right) \xi_r + \tilde{s}_1(r, \xi_r, \theta, \Phi) \]
\[ + \tilde{s}_0(r, \xi, \Theta, \Phi) \tau + h(\tau, r, \xi, \theta, \Theta, \Phi) p_K, \]
with \( \tilde{s}_1 \in aS^0_{hom}, \tilde{s}_0 \in aS^0_{hom} \) and \( h \) a homogeneous symbol of space-time.

We now define
\[ \frac{1}{i} \tilde{s}_K = b(r)\left(1 - \frac{3M}{r}\right) \xi_r + \tilde{s}_1 + \tilde{s}_0 \tau. \]

It is possible to pick \( \tilde{e}_K \) so that \( \tilde{e}_K - q_S = \tilde{e}_0 + \tilde{e}_{-1} \tau \in aS^0_{hom} + a\tau S^{-1}_{hom} \), and
\[ \frac{1}{2i} \{ \tilde{p}_K, \tilde{s}_K \} + \tilde{e}_K \tilde{p}_K = \sum_{j=1}^{s} \mu_j^2. \]

Moreover, the symbols \( \tilde{q}_1(\tau - \tilde{\tau}_1), \tilde{q}_2(\tau - \tilde{\tau}_1) \) and \( \xi_r \) can be written as linear combinations of \( \mu_j \) with coefficients in \( S^0 \). See Lemma 2.3 for more details.
In order to use smooth symbols, we define \( g_i, \tau_i, s_i \) and \( e_i \) by multiplying \( \tilde{g}_i, \tilde{\tau}_i \) and \( \tilde{s}_i \) by a suitable cutoff in frequency that removes the singularity at 0 and define
\[
\frac{1}{i} \tilde{s}_K = b(r) \left( 1 - \frac{3M}{r} \right) \xi_r + s_1 + s_0 \tau, \quad e_K = qS + e_0 + e_{-1} \tau.
\]

Given (1.13), we can estimate \( \int |M_j u|^2 \) for suitably defined operators with symbol \( \mu_j \), which in turn will control the local energy norm defined so that
\[
\|\varrho_2(D, x)\chi(D - \tau_1(D, x))u\|_{L^2[\tilde{\tau}_0, \tilde{\tau}_1]}^2 + \|\varrho_1(D, x)\chi(D - \tilde{\tau}_2(D, x))u\|_{L^2[\tilde{\tau}_0, \tilde{\tau}_1]}^2 + \|D_r u\|_{L^2[\tilde{\tau}_0, \tilde{\tau}_1]}^2 \lesssim \|u\|_{LEK[\tilde{\tau}_0, \tilde{\tau}_1]}^2
\]
for suitable cutoffs \( \chi \) supported near the trapped set. The \( L^2 \) norm can be absorbed in the positive \( L^2 \) term from the Schwarzschild case for \( |a| \ll M \).

### 1.3.3. Vanishing of Symbols on the Trapped Set and Estimating the Perturbation.

The crucial observation that allows us to estimate the error term is the fact that the symbols \( \tilde{s}_K, \partial \tilde{s}_K \) and \( \tilde{e}_K \) vanish on the trapped set. More precisely, we can explicitly compute
\[
\frac{1}{i} \tilde{s}_K = \frac{b(r)}{r} \frac{\tilde{g}_1(\tau - \tilde{\tau}_2) - \tilde{g}_2(\tau - \tilde{\tau}_1)}{\tilde{\tau}_2 - \tilde{\tau}_1} \xi_r,
\]
which implies that exist homogeneous symbols \( s_{ij}^\ell \) of order \( \ell \) so that
\[
\partial_{x^i} \tilde{s}_K = s_{1i}^0 \tilde{g}_1(\tau - \tilde{\tau}_2) + s_{2i}^0 \tilde{g}_2(\tau - \tilde{\tau}_1) + (s_{3i}^0 + s_{0i}^{-1} \tau) \xi_r,
\]
\[
\partial_{x^j} \tilde{s}_K = s_{1j}^1 \tilde{g}_1(\tau - \tilde{\tau}_2) + s_{2j}^1 \tilde{g}_2(\tau - \tilde{\tau}_1) + (s_{3j}^1 + s_{0j}^{-2} \tau) \xi_r.
\]
Moreover, there are homogeneous symbols \( e_{ij}^\ell, e_{ij}^\ell \) of order \( \ell \) so that
\[
\tilde{e}_K = e_{1i}^{-1} \tilde{g}_1(\tau - \tilde{\tau}_2) + e_{2i}^{-1} \tilde{g}_2(\tau - \tilde{\tau}_1) + (e_{3i}^{-1} + e_{0i}^{-2} \tau) \xi_r.
\]
This is the content of Lemma 2.8, and it was not obvious, since the symbols \( \tilde{s}_K \) and \( \tilde{e}_K \) were defined indirectly in [61]. In particular, the symbol \( \tilde{e}_K \) seems difficult to compute explicitly, and we use an indirect argument to show that it vanishes.

This observation allows us to conclude that the principal term coming from the perturbation \( h \) in the bilinear form \( \tilde{Q} \) in (1.14) satisfies
\[
\tilde{Q}[h, S, E] = \Re \left( \tilde{Q}^\alpha[h, S, E] u \cdot D^\alpha u \right),
\]
where
\[
\tilde{Q}^\alpha[h, S, E] = h^{\alpha\beta}[D^\beta, S] + \frac{1}{2}[h^{\alpha\beta}, S]D^\beta + h^{\alpha\beta}ED_\beta + \frac{1}{2}h^{\alpha\beta}[D^\beta, E]
\]
(1.16)
has principal symbol
\[
\frac{1}{i} \left( h^{\alpha\beta} \partial_{x^\alpha} s_K - \frac{1}{2} \partial_{x^\alpha} h^{\alpha\beta} \partial_{x^\beta} s_K \right) + h^{\alpha\beta} e_K \xi_\beta
\]
\[
= \sum_{|\gamma| \leq 1} \partial_\gamma h^{\alpha\beta} \left( d_{1\gamma\beta} \varphi_1 (\tau - \tau_2) + d_{2\gamma\beta} \varphi_2 (\tau - \tau_1) + \left( d_{3\gamma\beta} + d_{0\gamma\beta} \tau \right) \xi_\tau \right),
\]
where \( d_{k\gamma\beta} \) and \( d_{ki} \) are operators of order \( \ell \). In other words, each of the terms has a factor of the operators that we can estimate in (1.15) and (1.19). In turn, this allows us to estimate the principal part of the error by the right-hand side of (1.5), see Proposition 3.6.

1.3.4. Pseudodifferential Operators with Low Regularity Coefficients.

In order to estimate the lower-order terms coming from \( h \), we need \( L^2 \to L^2 \) and \( H^{-1} \to H^{-1} \) bounds for operators with symbols with limited regularity. Since such results are not as standard in the literature as the corresponding results for classical symbols, we provide all the needed estimates in Section 3. We also tried to optimize the number of derivatives on \( h \) that one must control. We believe that this is sharp, with the possible exception of the \( \delta \) in (1.4).

We first notice that the first term in (1.16), i.e., \( h^{\alpha\beta}[D_\beta, S] \), is particularly easy to estimate since we do not have to worry about the regularity of \( [D_\beta, S] \), and its principal part is estimated above. We write
\[
\langle h^{\alpha\beta}[D_\beta, S]u, D_\alpha u \rangle = \langle [D_\beta, S]u, h^{\alpha\beta} D_\alpha u \rangle,
\]
and bound the first term by local energy and the second by \( \| h^{\alpha\beta} \|_{L^\infty} \| Du \|_{L^2} \).

We would like to try to do the same thing for the second term in (1.16), i.e., \( [h^{\alpha\beta}, S]D_\beta \). The explicit expression for the Weyl quantization is
\[
\int [h^{\alpha\beta}, S] D_j u \cdot \overline{D_\beta u} \, dx = \iint \int [h^{\alpha\beta}(x) \overline{s_K(x^\alpha + y^\alpha + \frac{x^\beta + y^\beta}{2}, \xi, D_t)} D_j u(y) e^{i(x-y)\xi} D_\beta u(x) \, d\xi dy \, dx.
\]

This can already be seen to be of the same form, if one moves \( h^{\alpha\beta}(x) \) to \( D_\beta u(x) \) and \( h^{\alpha\beta}(y) \) to \( D_j u(y) \). However, this wouldn’t take into account the cancelation which makes the commutator lower order. We now write
\[
h^{\alpha\beta}(x) - h^{\alpha\beta}(y) = \frac{1}{2} (x - y) \partial_{x^k} h^{\alpha\beta}(x) + \partial_{y^k} h^{\alpha\beta}(y) + r^{\alpha\beta}(x, y),
\]
where these things are just multiplications and the remainder \( r^{\alpha\beta} \) cancels to higher-order \( |x - y|^{3+\delta} \). The factor \( i(x^k - y^k) e^{i(x-y)\xi} \) can be integrated by parts to fall on \( s_K(x^\alpha + y^\alpha + \frac{x^\beta + y^\beta}{2}, \xi, D_t) \) and decrease the order by one, and then, we are left with multiplication operators by \( \partial_{x^k} h^{\alpha\beta}(x) \) that can multiply \( D_\beta u(x) \) and \( \partial_{y^k} h^{\alpha\beta}(y) \) that can multiply \( D_j u(y) \). A similar argument is used to control the remainder when the difference in (1.17) is replaced by \( r^{\alpha\beta} \). Since it cancels to order \( |x - y|^{3+\delta} \), we can as above integrate by parts in \( \xi \) three times to reduce the order of the operator so the integral (1.17) is a bilinear form on \( L^2 \), see Lemma 3.3 and Proposition 3.6. It is here that we need extra smallness (but not decay!) assumptions on higher-order derivatives of \( h \).
1.3.5. How to Deal with Time Derivatives. There are two technical issues involving the presence of time derivatives that we need to address. Both of these issues stem from the fact that $S$ and $E$ contain a term including $\partial_t$, and thus do not appear in the Schwarzschild case.

The first issue is that for general metrics $g$ and operators $S$ and $E$ the operator $\hat{T}_g$ could have a term that has three time derivatives. This issue already arises in the case of the Kerr metric, and it was dealt with by imposing on $S$ and $E$ an extra condition, see (2.15), under which there is no such term.

The same problem arises for perturbations, but we can deal with it in a simpler way. Our approach will be to multiply $S$ and $E$ by a suitable function $f_0$ to achieve that $h^{00} = 0$. If we multiply $\Box_g = \partial_\alpha (\hat{g}^{\alpha\beta} \partial_\beta)$, where $\hat{g}^{\alpha\beta} = \sqrt{|g|} g^{\alpha\beta}$, with $f_0$ we get

$$f_0 \Box_g u = \partial_\alpha (f_0 \hat{g}^{\alpha\beta} \partial_\beta u) - \hat{g}^{\alpha\beta} \partial_\alpha f_0 \partial_\beta u. \quad (1.18)$$

We achieve that for the perturbation $h^{00} = 0$ by choosing $f_0$ so that $f_0 \hat{g}^{00} = \hat{g}_K^{00}$ close to the trapped set, see (4.16). This destroys the symmetry of the operator, but the additional term introduced in the energy identity (1.13) is under control since it is the additional term in (1.18), where $\partial f_0 = O(\partial h)$, multiplied by the operator $(S + E)u$ that has the cancelation on the trapped set.

The second issue is that the errors will have terms containing $D_t \langle D_x \rangle^{-1}$ which are not directly included in the local energy norms. We thus introduce a new norm,

$$\| D_t u \|_{LE^0[\tilde{t}_0, \tilde{t}_1]} = \| \chi D_x \langle D_x \rangle^{-1} \chi D_t u \|_{L^2[\tilde{t}_0, \tilde{t}_1]} + \| \chi \langle D_x \rangle^{-1} \chi D_t u \|_{L^2[\tilde{t}_0, \tilde{t}_1]},$$

and use the equation to control this by the local energy norms and the inhomogeneous term. In particular, we prove that (see (4.10))

$$\| D_t u \|_{LE^0[\tilde{t}_0, \tilde{t}_1]} \lesssim \| u \|_{LE_E^1[\tilde{t}_0, \tilde{t}_1]} + E[u](\tilde{t}_0) + E[u](\tilde{t}_1)$$

$$+ \| \kappa \partial u \|_{L^2[\tilde{t}_0, \tilde{t}_1]} + B(F, u)[\tilde{t}_0, \tilde{t}_1]. \quad (1.19)$$

2. Local Energy Estimates on Kerr Backgrounds

2.1. The Setup and Statement

2.1.1. The Coordinates. The Kerr geometry in Boyer–Lindquist coordinates is given by

$$ds^2 = g^K_{tt} dt^2 + g^K_{t\phi} dt d\phi + g^K_{rr} dr^2 + g^K_{\phi\phi} d\phi^2 + g^K_{\theta\theta} d\theta^2,$$

where $t \in \mathbb{R}$, $r > 0$, $(\phi, \theta)$ are the spherical coordinates on $S^2$ and

$$g^K_{tt} = -\frac{\Delta - a^2 \sin^2 \theta}{\rho^2}, \quad g^K_{t\phi} = -2a M \frac{\sin^2 \theta}{\rho^2}, \quad g^K_{rr} = \frac{\rho^2}{\Delta},$$

$$g^K_{\phi\phi} = \frac{(r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta}{\rho^2} \sin^2 \theta, \quad g^K_{\theta\theta} = \rho^2,$$
with
\[ \Delta = r^2 - 2Mr + a^2, \quad \rho^2 = r^2 + a^2 \cos^2 \theta. \]

Here, \( M \) represents the mass of the black hole and \( aM \) its angular momentum.

A straightforward computation gives us the inverse of the metric:
\[
\begin{align*}
    g_{tt}^\ast &= -\frac{(r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta}{\rho^2 \Delta},
    \quad g_{t\phi}^\ast = -a \frac{2Mr}{\rho^2 \Delta},
    \quad g_{rr}^\ast = \frac{\Delta}{\rho^2},
    \\
    g^{\phi\phi} &= \frac{\Delta - a^2 \sin^2 \theta}{\rho^2 \Delta \sin^2 \theta},
    \quad g^{\theta\theta} = \frac{1}{\rho^2}.
\end{align*}
\]

The case \( a = 0 \) corresponds to the Schwarzschild space-time. We shall subsequently assume that \( a \) is small \( 0 < a \ll M \), so that the Kerr metric is a small perturbation of the Schwarzschild metric. Note also that the coefficients depend only on \( r \) and \( \theta \), but are independent of \( \phi \) and \( t \). We denote the Kerr metric by \( g_K \) and the Schwarzschild metric by \( g_S \). For any Lorentzian metric \( g \), let \( \Box_g \) denote the d’Alembertian associated with it.

In the above coordinates, the Kerr metric has singularities at \( r = 0 \), on the equator \( \theta = \pi/2 \) and at the roots of \( \Delta \), namely \( r_\pm = M \pm \sqrt{M^2 - a^2} \).

To remove the singularities at \( r = r_\pm \), we introduce functions \( r_K^\ast = r_K^\ast(r) \), \( v_+ = t + r_K^\ast \) and \( \phi_+ = \phi_+(\phi, r) \) so that (see [28])
\[
    dr_K^\ast = (r^2 + a^2) \Delta^{-1} dr, \quad dV_+ = dt + dr_K^\ast, \quad d\phi_+ = d\phi + a \Delta^{-1} dr.
\]

Note that when \( a = 0 \) the \( r_K^\ast \) coordinate becomes the Schwarzschild–Regge–Wheeler coordinate
\[ r^\ast = r + 2M \log(r - 2M). \]

The Kerr metric can be written in the new coordinates \((v_+, r, \phi_+, \theta)\)
\[
    ds^2 = -(1 - \frac{2Mr}{\rho^2})dV_+^2 + 2drdV_+ - 4a \rho^{-2} Mr \sin^2 \theta dV_+ d\phi_+
    \quad - 2a \sin^2 \theta dr d\phi_+ + \rho^2 d\theta^2 + \rho^{-2}[(r^2 + a^2)^2 - \Delta a^2 \sin^2 \theta] \sin^2 \theta d\phi_+^2
\]
which is smooth and nondegenerate across the event horizon up to but not including \( r = 0 \). We introduce the function
\[ \tilde{t} = v_+ - \mu(r), \]
where \( \mu \) is a smooth function of \( r \). In the \((\tilde{t}, r, \phi_+, \theta)\) coordinates, the metric has the form
\[
    ds^2 = (1 - \frac{2Mr}{\rho^2})d\tilde{t}^2 + 2 \left(1 - (1 - \frac{2Mr}{\rho^2})\mu'(r)\right) d\tilde{t} dr
    \quad - 4a \rho^{-2} Mr \sin^2 \theta d\tilde{t} d\phi_+ + \left(2\mu'(r) - (1 - \frac{2Mr}{\rho^2})(\mu'(r))^2\right) dr^2
    \quad - 2a \theta(1 + 2\rho^{-2} Mr \mu'(r)) \sin^2 \theta dr d\phi_+ + \rho^2 d\theta^2
    \quad + \rho^{-2}[(r^2 + a^2)^2 - \Delta a^2 \sin^2 \theta] \sin^2 \theta d\phi_+^2.
\]

On the function \( \mu \), we impose the following two conditions:
\( \mu(r) \geq r^a \) for \( r > 2M \), with equality for \( r > 5M/2 \).

(ii) The surfaces \( \tilde{t} = \text{const} \) are space-like, i.e.,
\[
\mu'(r) > 0, \quad 2 - \left(1 - \frac{2Mr}{\rho^2}\right) \mu'(r) > 0.
\]

As long as \( a \) is small, we can use the same function \( \mu \) as in the case of the Schwarzschild space-time in [42].

For convenience, we also introduce
\[
\tilde{\phi} = \zeta(r)\phi_+ + (1 - \zeta(r))\phi,
\]
where \( \zeta \) is a cutoff function supported near the event horizon and work in the \((\tilde{t}, r, \hat{\phi}, \theta)\) coordinates which are identical to \((t, r, \phi, \theta)\) outside of a small neighborhood of the event horizon, and in particular near the trapped set, where most of our analysis takes place.

Much of the analysis we will need to do, in particular using the Fourier transforms close to the photon sphere, is easiest to do in rectangular coordinates \( x \in \mathbb{R}^3 \). We will therefore let the rectangular coordinates \((x^1, x^2, x^3)\) stand for the coordinates which in spherical coordinates are given by \((r, \phi, \theta)\), and we let \( x^0 = \tilde{t} \).

2.1.2. The Domain and Boundary Energies. Given \( 0 < r_e < r_+ \), we consider the wave equation
\[
\Box_{g_R} u = f,
\]
in the cylindrical region
\[
\mathcal{M}_{[\tilde{t}_0, \tilde{t}_1]} = \{ \tilde{t}_0 \leq \tilde{t} \leq \tilde{t}_1, \ r \geq r_e \}.
\]
The lateral boundary of \( \mathcal{M}_{[\tilde{t}_0, \tilde{t}_1]} \),
\[
\Sigma^+_R = \mathcal{M}_{[\tilde{t}_0, \tilde{t}_1]} \cap \{ r = r_e \},
\]
is space-like and can be thought of as the exit surface for all waves which cross the event horizon.

We define the outgoing energy on \( \Sigma^+_R \) as
\[
E[u](\Sigma^+_R) = \int_{\Sigma^+_R} \left( |\partial_r u|^2 + |\partial_t u|^2 + |\hat{\partial} u|^2 \right) r_e^2 dt d\omega
\]
and the energy on an arbitrary slice \( T = \tilde{t} \) as
\[
E[u](T) = \int_{\mathcal{M}_{[\tilde{t}_0, \tilde{t}_1]} \cap \{ \tilde{t} = T \}} \left( |\partial_r u|^2 + |\partial_t u|^2 + |\hat{\partial} u|^2 \right) r^2 dr d\omega.
\]
2.1.3. Trapped Geodesics. We will use the results from [61], which we now recall. In order to define pseudodifferential operators, we will use the usual Cartesian coordinates $x^j$ and the dual variables in the cotangent bundle $\xi_j$. On the other hand, it is easier to understand trapping in spherical coordinates $(t, r, \phi, \theta)$. Let $\tau, \xi_r, \Phi$ and $\Theta$ be the dual variables in the cotangent bundle corresponding to $t, r, \phi$ and $\theta$; they are related to $x_j$ and $\xi_j$ by

$$\xi_r = \frac{\partial x^k}{\partial r} \xi_k, \quad \Phi = \frac{\partial x^k}{\partial \phi} \xi_k, \quad \Theta = \frac{\partial x^k}{\partial \theta} \xi_k, \quad \tau = \xi_0.$$  

Let

$$p_K(r, \phi, \xi_r, \Phi, \Theta) = g_\alpha^\beta \xi^k \xi^\beta = g_{t}^{tt} \tau^2 + 2g_{t}^{t\phi} \tau \Phi + g_{\phi}^{\phi} \Phi^2 + g_{\xi_r}^{\xi_r} \xi_r^2 + g_\tau^{\theta \theta} \Theta^2,$$

be the principal symbol of $\Box g_K$.

On any null geodesic one has

$$p_K(r, \phi, \xi_r, \Phi, \Theta) = 0 \quad (2.1)$$

The Hamilton flow equations also give us, in particular, that

$$\dot{\xi}_r = -\frac{\partial p_K}{\partial \xi_r} = -\frac{2\Delta}{\rho^2} \xi_r,$$

$$\rho^2 \dot{\xi}_r = \rho^2 \frac{\partial p_K}{\partial r} = -2R_a(r, \tau, \Phi) \Delta^{-1} + \rho^2 \partial_r (\rho^{-2}) p_K + 2(r - M) \xi_r^2, \quad (2.2)$$

where

$$R_a(r, \tau, \Phi) = (r^2 + a^2)(r^3 - 3Mr^2 + a^2 r + a^2 M) \tau^2 - 2aM(r^2 - a^2) r \Phi - a^2 (r - M) \Phi^2.$$  

As a consequence, all trapped null geodesics in the exterior $r > r_+$ must lie in the region $|r - 3M| \leq 2a$ and also satisfy (see [61] for more details):

$$\xi_r = 0,$$

$$R_a(r, \tau, \Phi) = 0.$$  

By (2.1), we can bound $\Phi$ in terms of $\tau$,

$$|\Phi| \leq 4M|\tau|. \quad (2.3)$$

For $\Phi$ in this range and small $a$, the polynomial $\tau^{-2} R_a(r, \tau, \Phi)$ can be viewed as a small perturbation of

$$\tau^{-2} R_0(r, \Phi, \tau) = r^4 (r - 3M),$$

which has a simple root at $r = 3M$. Hence, for small $a$ the polynomial $R_a$ has a simple root close to $3M$, which we denote by $r_a(\Phi/\tau)$:

$$\tau^{-2} R_a(r, \Phi/\tau) = \tilde{R}_a(r, \Phi/\tau) (r - r_a(\Phi/\tau)), \quad \tilde{R}_a(r, \Phi/\tau) \geq c > 0.$$  

Thus, if we denote

$$M_{ps}([\tilde{t}_0, \tilde{t}_1] = [\tilde{t}_0, \tilde{t}_1] \times I_{ps}, \quad \text{where} \quad I_{ps} := \{ r \mid r - 3M \leq M/4 \},$$

all the trapped null geodesics in the exterior region lie in $M_{ps}([\tilde{t}_0, \tilde{t}_1])$. This is the region where most of our analysis will take place.
2.1.4. The Local Energy Decay Norm. One could now try to define a space-time multiplier by quantizing a (multiple of) \( q_a = r - r_a(\Phi/\tau) \). Whereas this works well at the symbol level, it has the disadvantage of having a complicated dependence on \( \tau \), which makes it inconvenient for energy estimates on constant time slices. Instead, we factor

\[
p_K = g^{tt}_K(\tau - \tilde{\tau}_1)(\tau - \tilde{\tau}_2),
\]

where \( \tilde{\tau}_i = \tilde{\tau}_i(r, \phi, \xi_r, \Phi, \Theta) \) are real distinct smooth 1-homogeneous symbols with respect to the space Fourier variables.

On the cone \( \tau = \tilde{\tau}_i \), the symbol \( r - r_a(\Phi/\tau) \) equals

\[
\tilde{g}_i(r, \phi, \xi_r, \Phi, \Theta) = r - r_i(r, \phi, \xi_r, \Phi, \Theta),
\]

where

\[
r_i = r_a(\Phi/\tau_i) = 3M - aF\left(\frac{a}{M}, \frac{\Phi}{M\tau_i}\right), \quad i = 1, 2.
\]

If \( r \) is close to \( 3M \) and \( |a| \ll M \), then on the characteristic set of \( p_K \) we have (2.3); therefore, the symbols \( \tilde{g}_i \) are well defined, smooth and homogeneous.

We use the symbols \( g_i \) to define associated microlocally weighted function spaces \( L^2_{g_i} \) in \( I \). In order to remove the singularity at zero frequencies, we define

\[
g_i = \chi_{\geq 1}(r - r_a(\Phi/\tau_i)), \quad i = 1, 2,
\]

where \( \chi_{\geq 1} \) is a smooth symbol which equals 1 for large frequencies and 0 for small ones.

For functions \( u \) supported in \( I_{ps} \), we set

\[
\|u\|_{L^2_{g_i}}^2 = \|g_i(D, x)u\|_{L^2}^2 + \|u\|_{H^{-1}}^2,
\]

and the dual norm

\[
\|g\|_{g_i, L^2}^2 = \inf_{g_i(D, x)} (\|g_1\|_{L^2}^2 + \|g_2\|_{H^1}^2), \quad \|g\|_{g_i, L^2} := \|g\|_{g_1L^2 + g_2L^2}.
\]

Here, \( P(D, x)u(x) = \int\int p(\xi, y)e^{(x-y)\cdot \xi} u(y) dy d\xi / (2\pi)^3 \).

We consider a partition of \( \mathbb{R}^3 \) into the dyadic sets \( A_R = \{ \langle r \rangle \approx R \} \) for \( R \geq 1 \), with the obvious change for \( R = 1 \), and define the local energy norm \( LE \)

\[
\|u\|_{LE} = \sup_R \|\langle r \rangle^{-\frac{1}{2}} u\|_{L^2(\mathbb{R} \times A_R)}, \quad \|u\|_{LE[\vec{t}_0, \vec{t}_1]} = \sup_R \|\langle r \rangle^{-\frac{1}{2}} u\|_{L^2([\vec{t}_0, \vec{t}_1] \times A_R)};
\]

its \( H^1 \) counterpart

\[
\|u\|_{LE^1} = \|\nabla u\|_{LE} + \|\langle r \rangle^{-1} u\|_{LE}, \quad \|u\|_{LE^1[\vec{t}_0, \vec{t}_1]} = \|\nabla u\|_{LE[\vec{t}_0, \vec{t}_1]} + \|\langle r \rangle^{-1} u\|_{LE[\vec{t}_0, \vec{t}_1]},
\]

as well as the dual norm

\[
\|f\|_{LE^*} = \sum_R \|\langle r \rangle^{\frac{1}{2}} f\|_{L^2(\mathbb{R} \times A_R)}, \quad \|f\|_{LE^*[\vec{t}_0, \vec{t}_1]} = \sum_R \|\langle r \rangle^{\frac{1}{2}} f\|_{L^2([\vec{t}_0, \vec{t}_1] \times A_R)}.
\]

Now we can define local energy norms associated with the Kerr space-time. Let \( \chi(r) \) be a smooth cutoff function which is supported in \( I_{ps} \) and which equals 1 in \( I_{ps}’ = \{ r ; |r - 3M| \leq M/8 \} \subset I_{ps} \). Let \( \chi_d^2 = 1 - \chi^2 \) and let
\( \tilde{\chi}_0 \) be a smooth cutoff so that \( \tilde{\chi}_0 = 1 \) on the support of \( \chi_0 \), and \( \tilde{\chi}_0 = 0 \) in \( I_{ps}'' = \{ r \mid r - 3M \leq M/16 \} \). We define
\[
\|u\|_{LE^h_k[\tilde{t}_0, \tilde{t}_1]} = \|\chi(D_t - \tau_2(D, x))u\|_{L^2[\tilde{t}_0, \tilde{t}_1]} + \|\chi(D_t - \tau_1(D, x))u\|_{L^2[\tilde{t}_0, \tilde{t}_1]} + \|\tilde{\chi}_0 \partial_t u\|_{LE[\tilde{t}_0, \tilde{t}_1]},
\]
and similarly for \( LE^h_K \). We remark that this norm is equivalent to the \( LE^1 \) norm outside of \( I_{ps} \).

For the nonhomogeneous term in the equation, we define a dual structure,
\[
\|f\|_{LE^*} = \|\chi(1 - \chi) f\|_{LE^*} + \|\chi f\|_{L^2[I_{ps}]}.
\]
Similarly we define the \( LE^1_k[\tilde{t}_0, \tilde{t}_1] \) and \( LE^*_k[\tilde{t}_0, \tilde{t}_1] \) to be the analogous norms when the integration in time is on the interval \([\tilde{t}_0, \tilde{t}_1]\).

The following result was proved in [61]:

**Theorem 2.1.** Let \( u \) be so that \( \Box g_{\kappa} u = f \). Then we have
\[
E[u](\Sigma^+) + \sup_{\tilde{t}_0 \leq t \leq \tilde{t}_1} E[u](\tilde{t}) + \|u\|_{L^1[E^h_k]}^2 \lesssim E[u](\tilde{t}_0) + \|f\|_{L^1[\tilde{t}_0, \tilde{t}_1]}^2 + LE^h_K[\tilde{t}_0, \tilde{t}_1].
\]

**Remark 2.2.** Note that here
\[
\|f\|_{L^1[\tilde{t}_1, \tilde{t}_2]L^2 + LE^h_K[\tilde{t}_1, \tilde{t}_2]} \lesssim \inf_{f_1 + f_2 = f} \left( \|f_1\|_{L^1[\tilde{t}_0, \tilde{t}_1]L^2} + \|\partial \leq \chi f_2\|_{L^2[\tilde{t}_0, \tilde{t}_1]} \right).
\]

As we will generalize Theorem 2.1 to perturbations of the Kerr metric, we recall and expand on the key steps in its proof from [42], [61], and [41].

### 2.2. The Schwarzschild Case

We now discuss the key results from [42] and [41] that we will need in the next section.

#### 2.2.1. The Energy Momentum Tensor and Deformation Tensor

Let
\[
P_{\alpha}[g, X] = Q_{\alpha\beta}[g]X^\beta,
\]
where \( Q_{\alpha\beta}[g] = \partial_\alpha u \partial_\beta u - \frac{1}{2} g_{\alpha\beta} \partial^\gamma u \partial_\gamma u \),
be the energy–momentum tensor and \( X \) any vector field. Then
\[
\nabla^\alpha P_{\alpha}[g, X] = \Box g_{\alpha} u \cdot Xu + Q[g, X],
\]
where \( Q[g, X] = \frac{1}{2} Q_{\alpha\beta}[g] \pi_{X}^{\alpha\beta} \),
and \( \pi_{X}^{\alpha\beta} \) is the deformation tensor of \( X \). In terms of the Lie derivative of the inverse of the metric, we have
\[
\pi_{X}^{\alpha\beta} = \nabla^\alpha X^\beta + \nabla^\beta X^\alpha = -\mathcal{L}_X g^{\alpha\beta} = -X(g^{\alpha\beta}) + g^{\alpha\gamma} \partial_\gamma X^\beta + g^{\beta\gamma} \partial_\gamma X^\alpha.
\]
This can also be expressed in terms of the Poisson bracket of the symbols \( p_g = g^{\alpha\beta} \xi_\alpha \xi_\beta \) and \( s_X = X^\alpha \xi_\alpha \):
\[
\pi_{X}^{\alpha\beta} \xi_\alpha \xi_\beta = \{p_g, s_X\}, \quad \text{where} \quad \{p, s\} = \frac{\partial p}{\partial \xi_\alpha} \frac{\partial s}{\partial x^\alpha} - \frac{\partial p}{\partial x^\alpha} \frac{\partial s}{\partial \xi_\alpha}.
\]
We also note that with $|g| = |\det g|$

$$\pi_{X}^{\alpha\beta}Q_{\alpha\beta}[g] = \pi_{X}^{\alpha\beta}\partial_{\alpha}u\partial_{\beta}u - \text{div}X\partial^{\gamma}u\partial_{\gamma}u, \quad \text{where}$$

$$\text{div}X = \nabla_{\alpha}X^{\alpha} = |g|^{-1/2}\partial_{\alpha}(|g|^{1/2}X^{\alpha}). \quad (2.6)$$

For a vector field $X$, a scalar function $q$ and a 1-form $m$, we further define

$$P_{\alpha}[g, X, q, m] = P_{\alpha}[g, X] + qu\partial_{\alpha}u + \frac{1}{2}(m_{\alpha} - \partial_{\alpha}q)u^{2}. \quad (2.7)$$

The divergence formula gives

$$\nabla^{\alpha}P_{\alpha}[g, X, q, m] = \Box_{g}u(Xu + qu) + Q[g, X, q, m],$$

where

$$Q[g, X, q, m] = Q[g, X] + q\partial^{\alpha}u\partial_{\alpha}u + m_{\alpha}u\partial^{\alpha}u$$

$$+ \frac{1}{2}(\nabla^{\alpha}m_{\alpha} - \nabla^{\alpha}\partial_{\alpha}q)u^{2}. \quad (2.7)$$

### 2.2.2. The Vector Field in the Schwarzschild Case.

In the Schwarzschild case, let us recall the results of [42] and Section 2 of [41]. Pick any $0 < \delta \ll 1$. There is a smooth vector field (in the nondegenerate coordinate system)

$$X = b(r)(1 - \frac{3M}{r})\partial_{r} + c(r)\partial_{\bar{r}} + f(r)\partial_{\bar{t}},$$

with $c$ supported near $r = 2M$, $b > 0$ bounded, and $f$ supported on $r \geq R_{1}$ for $R_{1}$ large, a smooth function

$$q(r) = \frac{1}{2r^{2}}(1 - \frac{2M}{r})\partial_{r}\left(\frac{r^{2}(r - 3M)}{r - 2M}b(r)\right)$$

$$- \delta \frac{(r - 3M)^{2}}{r^{2}} + \frac{f(r)}{r}, \quad 0 < \delta \ll 1,$$

so that $\Box_{gs}q < 0$, and a smooth 1-form $m$ supported near $r = 2M$ so that

$$Q[gs, X, q, m] \gtrsim r^{-1-\delta}|\partial_{r}u|^{2} + (1 - \frac{3M}{r})^{2}r^{-1-\delta}$$

$$((|\partial_{t}u|^{2} + |\partial\bar{u}|^{2}) + r^{-3-\delta}u^{2}. \quad (2.8)$$

Moreover, for a large constant $C$,

$$\int_{M_{[t_{0}, \bar{t}_{1}]}}, Q[gs, C\partial_{t} + X, q, m]dV_{S} = - \int_{M_{[t_{0}, \bar{t}_{1}]}}, (\Box_{gs}u)(C\partial_{t} + X + q)u dV_{S}$$

$$- BDR^{S}[u]_{t = \bar{t}_{1}} - BDR^{S}[u]_{r = r_{e}},$$

where the boundary terms are positive and satisfy

$$BDR^{S}[u]_{t = \bar{t}_{i}} \approx \|\nabla u(\bar{t}_{i})\|_{L^{2}}, \quad \text{and} \quad BDR^{S}[u]_{r = r_{e}} \approx \|u\|_{H^{1}(\Sigma^{+}_{[t_{0}, \bar{t}_{1}]}),} \quad (2.8)$$

The principal symbol of $\Box_{gs}$ can be written

$$p_{S} = - \left(1 - \frac{2M}{r}\right)^{-1}(\tau^{2} - \tau_{S}^{2}), \quad \text{where}$$

$$\tau_{S}^{2} = \left(1 - \frac{2M}{r}\right)\left(1 - \frac{2M}{r}\right)\xi_{r}^{2} + \frac{1}{r^{2}}\left(\frac{1}{\sin^{2}\theta} - \Phi^{2} + \Theta^{2}\right).$$
For later use, we record that \( Q[g_S, X, q, m] \) near \( r = 3M \) is given by
\[
Q[g_S, X, q, m] = q^{S,\alpha\beta} \partial_\alpha u \partial_\beta u + q^{S,0} u^2,
\]
where
\[
q^{S,0} = -\Box g_S q/2 \geq c_0 > 0,
\]
and by (2.5) and (2.6), the coefficients are given by
\[
q^S := q^{S,\alpha\beta} \xi_\alpha \xi_\beta = \frac{1}{2} \{ p_S, b(r) \left( 1 - \frac{3M}{r} \right) \xi_r \} + (q - q_X) p_S,
\]
where
\[
q_X := \frac{1}{2} \text{div}(X).
\]
We also compute
\[
q_S := q - q_X = -\delta_1 \frac{(r - 3M)^2}{r^4} - \frac{M(r - 3M)}{r^2(r - 2M)} b(r).
\]

The exact formulas for \( b \) and \( m \) are not important, but we emphasize the following two facts: The coefficient of \( \partial_r \) in \( X_S \) vanishes on the trapped set \( r = 3M \), and so does the expression \( q_S \). This observation was already used in our previous paper [41], and we will prove that a similar phenomenon happens in Kerr.

A straightforward computation gives (see (4.32) in [61])
\[
r^2 q^S = \alpha_S^2(r) \tau^2 + \beta_S^2(r) \xi^2 + \tilde{q}_S(r) r^2 p_S.
\]
In fact,
\[
r^2 q^S = \frac{1}{2} \{ r^2 p_S, b(r) \left( 1 - \frac{3M}{r} \right) \xi_r \} + (q - q_X + r^{-2} b(r)(r - 3M)) r^2 p_S.
\]
Here,
\[
\frac{1}{2} \{ r^2 p_S, b(r) \left( 1 - \frac{3M}{r} \right) \xi_r \} = \alpha_S^2(r) \tau^2 + \beta_S^2(r) \xi^2,
\]
where, near \( r = 3M \),
\[
\alpha_S^2(r) = \frac{rb(r)(r - 3M)^2}{(r - 2M)^2}, \quad \text{and}
\]
\[
\beta_S^2(r) = \frac{3M r^2}{r^2} b(r^2 - 2Mr) + \left( 1 - \frac{3M}{r} \right) (b'(r^2 - 2Mr) - b(r - M)),
\]
respectively,
\[
\tilde{q}_S(r) = q_S + r^{-2} b(r)(r - 3M) = -\delta_1 \frac{(r - 3M)^2}{r^4} + \frac{(r - 3M)^2}{r^2(r - 2M)} b(r).
\]
Let \( \nu(r) \) be defined as
\[
(1 - \nu) \alpha_S^2 = \delta_1 \frac{(r - 3M)^2}{r^4}, \quad 0 < \nu(r) < 1.
\]
We can rewrite (2.9) as the following sum of squares representation
\[
r^2 q^S = (1 - \nu) \alpha_S^2 \tau^2 + \nu \alpha_S^2 \tau_S^2 + \beta_S^2 \xi^2.
\]
The above expression has the disadvantage that $\tau_{S}$ is not the symbol of a differential operator. We can rectify this by writing the spherical Laplacian a sum of squares of differential symbols,

$$\lambda^2 := \frac{1}{\sin^2 \theta} \Phi^2 + \Theta^2 = \lambda_1^2 + \lambda_2^2 + \lambda_3^2,$$

where in Euclidean coordinates have

$$\{\lambda_1, \lambda_2, \lambda_3\} = \{x_i \xi_j - x_j \xi_i, \ i \neq j\}.$$ (2.12)

We can now write

$$r^2 q^S = (1 - \nu(r))\alpha_2^2(r) r^2 + \beta_2^2(r) \xi^2 + \frac{r - 2M}{r^3} \nu(r) \alpha_2^2(r) \left(\lambda_1^2 + \lambda_2^2 + \lambda_3^2 + (r^2 - 2rM) \xi^2\right).$$ (2.13)

In the next section, we describe a similar decomposition in the case of the Kerr metric that is a small perturbation of the one above.

2.3. The Kerr Case

Moving to the Kerr case, we perturb $X$ and $q$ microlocally near the trapped set.

2.3.1. The Generalized Energy Momentum Tensor for Operators. We will consider a pseudodifferential operator of order 1, which is differential in $t$,

$$C\partial_t + X + S + q + E,$$

where $S$ is a skew-adjoint and $E$ is a self-adjoint operator of the form

$$S = S_1 + S_0 \partial_t, \quad E = E_0 + E_{-1} \partial_t.$$ (2.14)

Here, $S_j, E_j \in aOPS^j$ are real-valued, time-independent operators with kernels supported near $r = 3M$, and moreover, $S_1$ and $E_{-1}$ are self-adjoint, while $S_0$ and $E_0$ are skew-adjoint with respect to $dx dt$.

In order to ensure that there is no term with three time derivatives, we also require that

$$[g^{tt}, S_0] + g^{tt} E_{-1} + E_{-1} g^{tt} = 0.$$ (2.15)

Then with $dV_g = \sqrt{|g|} dx dt$, we have

$$\int_{t_0}^{t_1} \int \Box_g u \cdot (Su + Eu) dV_g = \int_{t_0}^{t_1} \int \tilde{\Box}_g u \cdot (Su + Eu) dx dt,$$

where $\Box_g = \sqrt{|g|} \Box = \partial_\alpha (\sqrt{|g|} g^{\alpha\beta} \partial_\beta)$ is also symmetric with respect to $dx dt$. Integrating by parts and using that $S$ is skew-adjoint and $E$ self-adjoint, we obtain modulo boundary terms

$$\Re \int_{t_0}^{t_1} \int \tilde{\Box}_g u \cdot (Su + Eu) dx dt = \int_{t_0}^{t_1} \int \tilde{T}_g u \cdot \bar{u} \ dx dt + \text{BDR}|_{t=t_0}^{t=t_1},$$

$$\tilde{T}_g = \frac{1}{2} (\tilde{\Box}_g, S) + \tilde{\Box}_g E + E \tilde{\Box}_g).$$

We remark that this definition depends on a choice of coordinates. We will assume that for this definition the Kerr metric is expressed in the rectangular
coordinates corresponding to the above spherical coordinates, in which case
\[ \sqrt{|g_K|} = (\rho/r)^2 = 1 + O(a). \]

2.3.2. The Operators in the Kerr Case. Let \( dV_K = \rho^2 dr dt d\omega \) denote the Kerr induced measure, and \( S \) and \( E \) be as in (2.14), (2.15). Integrating by parts, we obtain
\[
\Re \int_{\mathcal{M}_{[t_0, t_1]}} \Box g_K u \cdot (S + E) u \, dV_K = \int_{\mathcal{M}_{[t_0, t_1]}} \hat{T}_K u \cdot \pi \, dx dt + \mathcal{BDR}_1^K[u, S, E]|_{t = \hat{t}_1}.
\]

We can write
\[
\hat{T}_K = \frac{1}{2} \left( [\hat{\Delta} g_K, S] + \hat{\Delta} g_K E + E \hat{\Delta} g_K \right) = Q_2 + 2Q_1D_t + Q_0D_t^2,
\]
where \( Q_j \in \text{OPS}^j \) are self-adjoint pseudodifferential operators. Note that, due to (2.15), there is no \( D_t^3 \) term in \( Q \).

Moreover, (2.14) and (2.15) imply that the boundary terms satisfy
\[
|\mathcal{BDR}_1^K[u, S, E]| \lesssim a(E[u](\hat{t}_0) + E[u](\hat{t}_1)). \tag{2.16}
\]
Motivated by this, we define
\[
\mathcal{IQ}[g_K, S, E] = \int_{\mathcal{M}_{[t_0, t_1]}} Q_2 u \cdot \pi + 2\Re Q_1 u \cdot \bar{D}_t u + Q_0D_t u \cdot \bar{D}_t u \, dx dt.
\]
Note that \( Q_2 \) is a second-order space operator with compact support, so one can integrate by parts to express \( \mathcal{IQ}[g_K, S, E] \) as a quadratic form bounded by first-order derivatives of \( u \).

We have
\[
\mathcal{IQ}[g_K, S, E] = -\Re \int_{\mathcal{M}_{[t_0, t_1]}} (\Box g_K u)(S + E) u \, dV_K + \mathcal{BDR}_2^K[u, S, E]|_{t = \hat{t}_1} - \mathcal{BDR}_1^K[u, S, E]|_{t = \hat{t}_0},
\]
where \( \mathcal{BDR}_2^K[u, S, E] \) also satisfies (2.16).

We now define
\[
\mathcal{IQ}[g_K, X, q, m, S, E] = \int_{\mathcal{M}_{[t_0, t_1]}} Q[g_K, X, q, m] dV_K + \mathcal{IQ}[g_K, S, E].
\]

We thus have
\[
\mathcal{IQ}[g_K, X, q, m, S, E] = -\int_{\mathcal{M}_{[t_0, t_1]}} (\Box g_K u)(C\partial_t + X + S + q + E) u \, dV_K
\]
\[
- \mathcal{BDR}_K^K[u]|_{t = \hat{t}_1} - \mathcal{BDR}_1^K[u]|_{r = r_e}.
\]

The boundary terms satisfy
\[
\mathcal{BDR}_K^K[u]|_{t = \hat{t}_1} = \mathcal{BDR}_1^S[u]|_{t = \hat{t}_1} + \mathcal{BDR}_2^K[u, S, E]|_{t = \hat{t}_1},
\]
and thus, due to (2.8) and (2.16) we have
\[
\mathcal{BDR}_K^K[u]|_{t = \hat{t}_1} \approx \|\nabla u(\hat{t}_1)\|_L^2 \quad \text{and} \quad \mathcal{BDR}_K^K[u]|_{r = r_e} = \mathcal{BDR}_S^K[u]|_{r = r_e} \approx \|u\|_{H^1(\Sigma_{t_0, \hat{t}_1})}^2.
The main result of [61] is that, for a suitable choice of $S$ and $E$, one has
\[ IQ[g_K, X, q, m, S, E] \geq C||u||^2_{L^2_{E}\chi_{0,\tilde{r}}} - a||D_t u||^2_{L^2_{H}H^{1}_{\text{comp}}}, \tag{2.17} \]
where the last term on the right represents the $H^{-1}$ norm of $D_t u$ in a compact region in $r$ (precisely, a neighborhood of $3M$), and
\[ ||u||^2_{L^2_{E}\chi_{0,\tilde{r}}} = ||\chi(D_t - \tau_2)(D, x))\chi u||^2_{L^2_{E}v_1} + ||\chi(D_t - \tau_1)(D, x))\chi u||^2_{L^2_{E}v_2} + ||r^{-1}\partial_r u||^2_{L^2_2} + ||r^{-2}u||^2_{L^2_2} + ||(1 - \chi^2)r^{-1}\nabla u||^2_{L^2_2}. \]

The estimate (2.17), combined with the elliptic estimate (see p. 38 of [61])
\[ ||D_t u||^2_{H^{1}_{\text{comp}}} \lesssim ||u||^2_{L^2_{\text{comp}}} + ||\Box g_K u||^2_{L^2_{EK^*}} + E[u](\tilde{t}_0) + E[u](\tilde{t}_1), \tag{2.18} \]
immediately yields Theorem 2.1.

2.3.3. The Weyl Calculus. Let $S^m$ be the class of space symbols $s(t, x, \xi)$ of order $m$ depending on $t$ that satisfy $|\partial_t^\alpha\partial_x^\nu\partial_\xi^\beta s(t, x, \xi)| \leq |\xi|^{m-|\beta|}$. The Weyl quantization is the pseudodifferential operator of order $m$:
\[ (s^w u)(t, x) = \frac{1}{(2\pi)^3} \int \int s(t, x + \frac{y}{2}, \xi)e^{i(x-y)\cdot \xi} u(t, y) dy d\xi. \]

We will work with symbols that are a priori defined only in a small neighborhood of the trapped set and are applied to functions with support in $I_{ps}$. In order to make sense of the Weyl quantization in this case, we consider $\chi_0$ a cutoff that is identically 1 on $I_{ps}$ and supported in a slightly larger neighborhood, and redefine
\[ s^w u = (\chi_0 s)^w u. \]

We also consider space-time symbols that are polynomials in $\tau = D_t$ with coefficients $s_k(t, x, \xi) \in S^k$:
\[ s(t, x, \tau, \xi) = s_m(t, x, \xi) + s_{m-1}(t, x, \xi)\tau + \cdots + s_{m-k}(t, x, \xi)\tau^k \in S^{m,k} \]
\[ = S^{m + \tau S^{m-1}} + \cdots + \tau^k S^{m-k} \tag{2.19} \]
The Weyl quantization of a real symbol is self-adjoint with respect to the complex inner product. In particular, the Weyl quantization of the symbol $X^j \xi_j$ is the operator $X^j D_j + (D_j X^j)/2$, where $D_j = i^{-1}\partial_j$, and the Weyl quantization of the symbol $a^{j k} \xi_j \xi_k$, with $a^{j k} = a^{k j}$, is the operator $a^{j k}D_j D_k + (D_j a^{j k})D_k + (D_j D_k a^{j k})/4$, see [62]. In order to make this true also for space-time symbols $X^\alpha \xi_\alpha$ and $a^{\alpha \beta} \xi_\alpha \xi_\beta$, with $\xi_0 = \tau$, we define
\[ s^w = s^w_m + s^w_{m-1} D_t + (D_t s^w_{m-1})/2 + s^w_m D_t^2 + (D_t s^w_{m-2})D_t 
+ (D_t^2 s^w_{m-2})/4 + \ldots. \]
With this definition, the Weyl quantization of $\sqrt{|g|} a^{\alpha \beta} \xi_\alpha \xi_\beta$ is related the operator $\hat{\Box}_g u = \partial_\alpha(\sqrt{|g|}g^{\alpha \beta}\partial_\beta u)$ by
\[ -(\sqrt{|g|}g^{\alpha \beta} \xi_\alpha \xi_\beta)^w = \hat{\Box}_g + (\partial_\alpha \partial_\beta(\sqrt{|g|}g^{\alpha \beta}))/4. \]
If \( s \) is a symbol of order \( m \) and \( p \) a symbol of order \( n \) then the commutator 
\[ [p^w, s^w] = p^w s^w - s^w p^w \] 
is an operator of order \( m + n - 1 \) which to principal order is given is \( \frac{1}{2i} \{ p, s \} \), the Poisson bracket (2.5) of the symbols. Moreover, 
\[ [p^w, s^w] - \frac{1}{2i} \{ p, s \} \] 
is an operator of order \( m + n - 3 \). With the above definitions, this is also true for space-time symbols of the form (2.19) and the space-time Poisson bracket.

Finally, recall that the Poisson bracket is invariant under changes of coordinates in the sense that
\[
\{ p, s \}(y, \eta) = \{ p, s \}(x(y), \xi(y, \eta)), \quad \text{if} \quad \bar{p}(y, \eta) = p(x(y), \xi(y, \eta)), \quad \text{where} \quad \xi_\alpha(y, \eta) = \eta_\alpha \partial y^\alpha / \partial x^\alpha.
\]

This will allow us to work in polar coordinates later on.

2.3.4. The Construction of the Operators. Let us recall how the operators \( S \) and \( E \) were chosen. Consider the symbol
\[
s(r, \tau, \xi, \Phi) = ir^{-1}b(r)(r - ra(\Phi/\tau))\xi_r,\]
which coincides with the principal symbol for \( X \) when \( a = 0 \) and vanishes on the trapped set. Using (2.2), one can compute the Poisson bracket (2.5)
\[
\frac{1}{t} \{ p^2 r K, s \} = 2r^{-1}b(r)R_a(r, \tau, \Phi)\Delta^{-2}(r - ra(\Phi/\tau)) 
+ [2\Delta \partial_r (r^{-1}b(r)(r - ra(\Phi/\tau))) 
- 2(r - M)r^{-1}b(r)(r - ra(\Phi/\tau))]\xi_r^2.
\]

Since \( r_a(\tau, \Phi) \) is the unique zero of \( R(r, \tau, \Phi) \) near \( r = 3M \) and is close to \( 3M \), it follows that we can write
\[
\frac{1}{2t} \{ p^2 r K, s \} = \alpha^2(r, \tau, \Phi)(r - ra(\Phi/\tau))^2 \tau^2 + \beta^2(r, \tau, \Phi)\xi_r^2, \tag{2.20}
\]
where \( \alpha, \beta \in S^0_{hom} \) are positive symbols.

The drawback of this computation is that \( s \) is not a polynomial in \( \tau \), and thus, we cannot integrate by parts in time. Instead, we write \( s \) as a linear function of \( \tau \) plus a smooth function of \( \tau \) times \( (\tau - \tilde{\tau}_1)(\tau - \tilde{\tau}_2) \):
\[
\frac{1}{t} s = b(r) \left( 1 - \frac{3M}{r} \right) \xi_r + \tilde{s}_1(r, \xi_r, \theta, \Theta, \Phi) 
+ \tilde{s}_0(r, \xi_r, \theta, \Theta, \Phi) \tau + ah(\tau, r, \xi_r, \theta, \Theta, \Phi)p_K, \tag{2.21}
\]
with \( \tilde{s}_1 \in aS^K_{hom}, \tilde{s}_0 \in aS^0_{hom} \) and \( h \) a homogeneous symbol of space-time.

We now define and \( \tilde{s}_K \) by
\[
\frac{1}{t} \tilde{s}_K = b(r) \left( 1 - \frac{3M}{r} \right) \xi_r + \tilde{s}_1 + \tilde{s}_0 \tau.
\]

Then \( \frac{1}{2t} \{ p^2 r K, \tilde{s}_K \} \) is a polynomial of degree 3 in \( \tau \) which coincides with (2.20) when \( \tau = \tilde{\tau}_1 \) or \( \tau = \tilde{\tau}_2 \), since \( \{ p^2 r K, hp_K \} \) is a multiple of \( p_K \). It follows that
there are $\tilde{\gamma}_0, \tilde{\gamma}_1, \tilde{\gamma}_2 \in S^0_{\text{hom}}, \tilde{\gamma}_1 \in aS^{-1}_{\text{hom}}$ such that
\[
\frac{1}{2i} \{ \rho^2 p_K, \tilde{s}_K \} = \tilde{\gamma}_2 (\tau - \tilde{\gamma}_1)^2 + \tilde{\gamma}_1 (\tau - \tilde{\gamma}_2)^2 \\
+ (\tilde{\gamma}_0 + \tilde{\gamma}_1 \tau) (\tau - \tilde{\gamma}_1) (\tau - \tilde{\gamma}_2).
\] (2.22)

Using that this has to agree with (2.20) when $\tau = \tilde{\gamma}_i$, we get that
\[
\tilde{\gamma}_i = \frac{\alpha_i^2}{4} + \frac{\beta_i^2 \xi_i^2}{(\tilde{\gamma}_1 - \tilde{\gamma}_2)^2},
\]
where
\[
\alpha_i = \frac{2|\tilde{\gamma}_i|}{\tilde{\gamma}_1 - \tilde{\gamma}_2} \alpha(r, \tilde{\gamma}_i, \Phi)(r - r_a(\Phi/\tilde{\gamma}_i)) \in S^0_{\text{hom}}, \quad \beta_i = \beta(r, \tilde{\gamma}_i, \Phi).
\]
Moreover, since (2.22) has to agree with (2.10) up to terms of size $a$ we can determine $\tilde{\gamma}_0$ and $\tilde{\gamma}_1$ modulo terms of size $a$ by equating powers of $\tau^2$, respectively, $\tau^3$ which gives:
\[
\frac{1}{2} \{ \rho^2 p_K, \tilde{s}_K \} = \tilde{\gamma}_2 (\tau - \tilde{\gamma}_1)^2 + \tilde{\gamma}_1 (\tau - \tilde{\gamma}_2)^2 + (\alpha_S r^2 - \tilde{\gamma}_2 - \tilde{\gamma}_1) (\tilde{\gamma}_1 - \tilde{\gamma}_2) (\tilde{\gamma}_1 - \tilde{\gamma}_2),
\]
where $e = e_0 + e_{\tau} \in a(S^0_{\text{hom}} + \tau S^{-1}_{\text{hom}})$. We would like to show that $\{ \rho^2 p_K, \tilde{s}_K \}/2 + \tilde{q} S p_K$ is a sum of squares plus a small multiple of $p_K$ of size $a$. This follows from rewriting
\[
\alpha_2^2 (\tau - \tilde{\gamma}_1)^2 + \alpha_1^2 (\tau - \tilde{\gamma}_2)^2 = \nu (\alpha_1 (\tau - \tilde{\gamma}_2) - \alpha_2 (\tau - \tilde{\gamma}_1))^2 \\
+ (1 - \nu) (\alpha_1 (\tau - \tilde{\gamma}_2) + \alpha_2 (\tau - \tilde{\gamma}_1))^2 \\
- 2(1 - 2\nu) \alpha_1 \alpha_2 (\tau - \tilde{\gamma}_1) (\tau - \tilde{\gamma}_2)
\]
and comparing with (2.13). One can now prove the following, which is essentially Lemma 4.3 in [61]:

**Lemma 2.3.** With notation as above there is an $\tilde{\epsilon} \in a(S^0_{\text{hom}} + \tau S^{-1}_{\text{hom}})$ so that if we define $\tilde{\epsilon}_K = q_S + \tilde{\epsilon}$ then close to the trapped set we have
\[
\rho^2 \left( \frac{1}{2i} \{ p_K, \tilde{s}_K \} + p_K \tilde{\epsilon}_K \right) = \sum_{j=1}^{8} \mu_j^2,
\] (2.23)
where (recall (2.11) for the definition of $\nu$ and (2.12) for the definition of $\lambda_i$):
\[
\mu_1^2 = \frac{1 - \nu}{4} (\alpha_1 (\tau - \tilde{\gamma}_2) + \alpha_2 (\tau - \tilde{\gamma}_1))^2, \quad \mu_2^2 = \frac{1}{2} (\beta_1^2 + \beta_2^2 - Ca) \xi_r^2,
\]
\[
\mu_3^{3,4,5} = \frac{\lambda_{1,2,3}}{\lambda^2 + (r^2 - 2rM) \xi_r^2} r - 2M \nu \frac{\nu}{4} (\alpha_1 (\tau - \tilde{\gamma}_2) - \alpha_2 (\tau - \tilde{\gamma}_1))^2,
\]
\[
\mu_6^2 = \frac{(r^2 - 2rM) \xi_r^2}{\lambda^2 + (r^2 - 2rM) \xi_r^2} \nu (\alpha_1 (\tau - \tilde{\gamma}_2) - \alpha_2 (\tau - \tilde{\gamma}_1))^2,
\]
\[
\mu_7^2 = \frac{(Ca - \beta_2^2 + \beta_1^2) (\tau - \tilde{\gamma}_2)^2}{2(\tilde{\gamma}_1 - \tilde{\gamma}_2)^2} \xi_r^2, \quad \mu_8^2 = \frac{(Ca - \beta_1^2 + \beta_2^2) (\tau - \tilde{\gamma}_1)^2}{2(\tilde{\gamma}_1 - \tilde{\gamma}_2)^2} \xi_r^2,
\]
and $C$ is a constant so that all three terms in the last line are nonnegative.
We remark that when $a = 0$ we have that $\alpha_1 = \alpha_2 = \alpha_S$ and $\beta_1 = \beta_2 = \beta_S$, so (2.23) is identical to (2.13). Moreover, $\mu_j$ are symbols of differential operators for $a = 0$.

In order to use the classical pseudodifferential calculus, we need to remove the singularity at zero frequency. Let $\chi_{>1}(x)$ be a smooth cutoff that equals 1 when $x \geq 1$ and 0 when $x \ll 1$ and define

$$s_i = \chi_{>1}(|\xi|)^2 \tilde{s}_i, \quad e_i = \chi_{>1}(|\xi|)^2 \tilde{e}_i, \quad \tau_i := \chi_{>1}(|\xi|) \tilde{\tau}_i,$$

$$s_K = b(r) \left(1 - \frac{3M}{r}\right) \xi + s_1 + s_0 \tau, \quad e_K = qS + e_0 + e_{-1} \tau.$$

The errors we make are smoothing and small, $O(a)$, so they can be easily dealt with.

The operator $S$ is now defined as

$$S = iS_1 + S_0 \partial_t, \quad S_j = \chi s_j^w \chi.$$

The operator $E$ is defined similarly, with the extra twist that (2.15) is satisfied. We first note that, by the Weyl calculus,

$$\left[ g^{tt}_{K}, S_0 \right] + g^{tt}_{K} e_{-1}^w + e_{-1}^w g^{tt}_{K} \in OPS^{-3},$$

since its principal part must be 0 by Lemma 2.3.

We can now define

$$E = E_0 + \frac{1}{i} E_{-1} \partial_t, \quad E_0 = \chi e_0^w \chi, \quad E_{-1} = e_{-1}^w - e_{aux}^w,$$

where the operator $e_{aux}^w$ is chosen so that

$$g^{tt} e_{aux}^w + e_{aux}^w g^{tt} = [g^{tt}_{K}, S_0] + g^{tt}_{K} e_{-1}^w + e_{-1}^w g^{tt}_{K}.$$

This is possible since the coefficient $g^{tt}_K$ of $\tau^2$ in $p_K$ is a scalar function which is nonzero near $r = 3M$. (In fact, if $\tilde{K}(x,y)$ is the kernel of the operator on the right-hand side then the operator $e_{aux}^w$ with kernel $\tilde{K}(x,y)/(g^{tt}(x) + g^{tt}(y))$ solves the equation.) Also as defined $e_{aux}^w \in OPS^{-3}$ (so the principal symbol calculation does not change) and has kernel supported near $r = 3M$.

For the convenience of the reader, we also give the proof of (2.17). We first note that, away from the trapped set, we can estimate

$$\int_{\mathcal{M}[\bar{t}_0, \bar{t}_1]} \left(1 - \chi^2\right) Q[g_K, X, q, m] dV_K \leq \int_{\mathcal{M}[\bar{t}_0, \bar{t}_1]} \left(1 - \chi^2\right) (r^{-2}|\partial u|^2 + r^{-4}|u|^2) dV_K. \quad (2.24)$$

For simplicity, for any operator $S = \sum_{j=0}^2 S_{m+2-j} D_t^j \in S^{m,2}$ we will define the integrated bilinear form

$$IQ[S, u] = \int_{\mathcal{M}[\bar{t}_0, \bar{t}_1]} S_{m+2} u \cdot \bar{u} + 2R S_{m+1} u D_t u \cdot \bar{u} + S_m D_t u \cdot \bar{D_t u} dV_K.$$

We now write for the microlocal part

$$IQ[g_K, S, E] = IQ^{K}_{\text{prime}}[g_K, S, E] + IQ^K_{\text{aux}}[g_K, S, E],$$
where the main component is given by

\[
IQ^K_{\text{prim}}[g_K, S, E] = IQ[\chi \left( \frac{1}{2i} \{p_K, s\} + p_K e \right)^w, \chi],
\]

The remainder can be controlled by a small constant times norms we control in the Schwarzschild case, and the energy away from the trapped set:

**Lemma 2.4.**

\[
|IQ^K_{\text{aux}}[g_K, S, E]| \lesssim a \left( \|r^{-2} u\|_{L^2[\tilde{t}_0, \tilde{t}_1]}^2 + \|D_t u\|_{H^{-1}\text{comp}}^2 \right),
\]

where \( \chi_1 \) is a cutoff that is identically 1 on the support of \( \chi' \).

**Proof.** We have that

\[
\chi \left( \frac{1}{2i} \{p_K, s\} + p_K e \right)^w \chi - \left( \frac{1}{i} \chi s \{p_K, \chi\} \right)^w \in aOPS^{0,2}.
\]

Since

\[
\int_{\mathcal{M}[\tilde{t}_0, \tilde{t}_1]} OPS^{-2} D_t u \cdot D_t u \, dV_K \lesssim \|OPS^{-2} D_t u\|_{L^2[\tilde{t}_0, \tilde{t}_1]} \|D_t u\|_{H^{-1}\text{comp}} \lesssim \|D_t u\|_{H^{-1}\text{comp}},
\]

we obtain

\[
|IQ^K_{\text{aux}}[g_K, S, E]| \lesssim |IQ[\left( \frac{1}{i} \chi s \{p_K, \chi\} \right)^w, u]| + a \left( \|u\|_{L^2[\tilde{t}_0, \tilde{t}_1]}^2 + \|D_t u\|_{H^{-1}\text{comp}}^2 \right).
\]

Moreover, after factorizing the symbol and integrating by parts in space we easily obtain

\[
|IQ[\left( \frac{1}{i} \chi s \{p_K, \chi\} \right)^w, u]| \lesssim a \left( \|\chi_1 \partial u\|_{L^2[\tilde{t}_0, \tilde{t}_1]}^2 + \|u\|_{L^2[\tilde{t}_0, \tilde{t}_1]}^2 + \|D_t u\|_{H^{-1}\text{comp}}^2 \right)
\]

which finishes the proof of the lemma.

We now define

\[
M_k = \chi \mu_k(0)(x, D) + \nu_k^w \chi, \quad \nu_k := \chi_{>1}(|\xi|) (\mu_k(a) - \mu_k(0)) \in aS^{1,1}.
\]

Note that, since \( \chi \) appears in different places in the expression \( \text{LHS}(2.25) \), we need to also carefully define \( M_k \) with the cutoff in different places; otherwise, the lower-order errors could be large. We also defined the operators so that they equal to their counterparts in Schwarzschild when \( a = 0 \).

We first prove the following:
Lemma 2.5. We have
\[
\int_{\mathcal{M}[\tilde{t}_0, \tilde{t}_1]} \chi^2 Q[g_K, X, q, m] dV_K + IQ^K_{\text{princ}}[g_K, S, E] \\
\geq \int_{\mathcal{M}[\tilde{t}_0, \tilde{t}_1]} \sum_j |M_j u|^2 + q^{K,0} \chi^2 u^2 dV_K \\
- O(a) \left( \|\chi_1 \partial u\|_{L^2}^2 L^2_{[\tilde{t}_0, \tilde{t}_1]} + \|u\|_{L^2_{[\tilde{t}_0, \tilde{t}_1]}}^2 L^2_{\text{comp}} + \|D_t u\|_{L^2_{[\tilde{t}_0, \tilde{t}_1]}}^2 H^{-1}_{\text{comp}} \right).
\]

(2.25)

Proof. Note that for \(X\) and \(q\) we have near the trapped set
\[Q[g_K, X, q, m] = q^{\alpha \beta} \partial_\alpha u \partial_\beta u + q^{K,0} u^2,\]
where
\[q^{K,0} = -\frac{1}{2} \Box g_K > 0.\]

We now write
\[\chi^2 q^{\alpha \beta} \partial_\alpha u \partial_\beta u = \sum_j \chi \mu_j(0)(x, D) u^2 + \chi^2 (q^{\alpha \beta}_K - q^{\alpha \beta}_S) \partial_\alpha u \partial_\beta u.
\]

Since \(q^{\alpha \beta}_K - q^{\alpha \beta}_S = O(a)\), we obtain
\[
\int_{\mathcal{M}[\tilde{t}_0, \tilde{t}_1]} (q^{\alpha \beta}_K - q^{\alpha \beta}_S) \partial_\alpha u \partial_\beta u dV_K \\
- \Re IQ \left[ \chi \left( \frac{1}{2i} \{p_K - p_S, X\} + (p_K - p_S) q \right) \chi, u \right] \\
\lesssim a \left( \|u\|_{L^2_{[\tilde{t}_0, \tilde{t}_1]}}^2 L^2_{\text{comp}} + \|D_t u\|_{L^2_{[\tilde{t}_0, \tilde{t}_1]}}^2 H^{-1}_{\text{comp}} \right).
\]

On the other hand, since
\[\mu_j(a)^2 - (\mu_j(0) + \nu_j)^2 \in aS^{1,1}\]
we have by Lemma 2.3
\[
\frac{1}{2i} \{p_K, s\} + p_K e = \sum_j (\mu_j(0) + \nu_j)^2 - \frac{1}{2i} \{p_K, X\} - p_K q \\
= \sum_j \nu_j^2 + 2 \nu_j \mu_j(0) - \frac{1}{2i} \{p_K - p_S, X\} - (p_K - p_S) q
\]
modulo a term in \(aS^{1,1}\).

We thus obtain
\[
\text{LHS}(2.25) \geq \int_{\mathcal{M}[\tilde{t}_0, \tilde{t}_1]} \sum_j |\chi \mu_j(0)(x, D) u|^2 \\
+ q^{K,0} \chi^2 u^2 dV_K + IQ[\chi (\nu_j^2 + 2 \nu_j \mu_j(0)) \chi, u] \\
- O(a) \left( \|u\|_{L^2_{[\tilde{t}_0, \tilde{t}_1]}}^2 L^2_{\text{comp}} + \|D_t u\|_{L^2_{[\tilde{t}_0, \tilde{t}_1]}}^2 H^{-1}_{\text{comp}} \right).
\]

By the Weyl calculus, we have
\[ IQ[\chi \left( \nu_j^2 + 2\nu_j \mu_j(0) \right) w, \chi, u] - IQ[\chi \left( (\nu_j^w)^2 + 2\nu_j^w \mu_j^w(0) \right) \chi, u] \]
\[ \lesssim a \left( \|u\|^2_{L^2[H_{\text{comp}}]} + \|D_t u\|^2_{L^2[H_{\text{comp}}]} \right). \]
Since \( \mu_j(0) \) is a differential operator of first order, we have that \( \mu_j(0)(x, D) - \mu_j^w(0) \) is skew-adjoint, which implies
\[ \Re IQ[\chi \nu_j^w \mu_j^w(0) \chi, u] = \Re IQ[\chi \nu_j^w \mu_j(0)(x, D) \chi, u], \]
and thus,
\[ IQ[\chi \left( (\nu_j^w)^2 + 2\nu_j^w \mu_j^w(0) \right) \chi, u] = \int_{\mathcal{M}} \left| \chi \nu_j^w \chi u \right|^2 \]
\[ + 2\Re \left( \mu_j(0)(x, D) \chi u \cdot \nu_j^w \chi u \right) dV_K. \]
On the other hand, we compute
\[ \int_{\mathcal{M}} |M_j u|^2 dV_K = \int_{\mathcal{M}} \chi^2 |\mu_j(0)(x, D) u|^2 \]
\[ + 2\Re \left( \chi \mu_j(0)(x, D) u \cdot \nu_j^w \chi u \right) + |\chi \nu_j^w \chi u|^2 dV_K \]
\[ = \int_{\mathcal{M}} \chi^2 |\mu_j(0)(x, D) u|^2 + 2\Re \left( \mu_j(0)(x, D) \chi u \cdot \nu_j^w \chi u \right) \]
\[ + |\chi \nu_j^w \chi u|^2 - 2\Re \left( [\mu_j(0)(x, D), \chi] u \cdot \nu_j^w \chi u \right) dV_K. \]
Since \( \nu_j \in a(S^1 + \tau S^0) \),
\[ \|\nu_j^w \chi_1 u\|_{L^2}^2 \lesssim a^2 \|\partial_{t,x} \chi_1 u\|_{L^2}^2 \lesssim \|\chi_1 \partial_{t,x} u\|_{L^2}^2 + \|\chi u\|_{L^2}^2. \]
Finally, since \( \chi_1 = 1 \) on the support of \( \chi' \),
\[ \int_{\mathcal{M}} \left| \mu_j(0)(x, D), \chi] u \cdot \nu_j^w \chi u \right| dV_K \]
\[ \lesssim a \left( \|\nu_j^w \chi_1 u\|^2_{L^2[H_{\text{comp}}]} + \|\chi' u\|^2_{L^2[H_{\text{comp}}]} \right) \lesssim \|\chi_1 \partial_{t,x} u\|^2_{L^2[H_{\text{comp}}]} \]
\[ \square \]
In order to absorb the errors created when the derivative falls on the cutoff, we show

**Lemma 2.6.** We have
\[ \int_{\mathcal{M}} (1 - \chi^2) Q[g_K, X, q, m] + \sum_j |M_j u|^2 dV_K \lesssim \|\chi_1 \partial u\|^2_{L^2[H_{\text{comp}}]} \]
\[ - \left( \|u\|^2_{L^2[H_{\text{comp}}]} + \|D_t u\|^2_{L^2[H_{\text{comp}}]} \right). \]

**Proof.** We can express the symbol of any derivative in \( I' \) as a linear combination
\[ \xi_\alpha = \sum_k \gamma_k^0 h_k, \]
where $\gamma^0_k$ are symbols of order 0. We can thus write

$$\chi_1 \chi D_\alpha = \sum_k \gamma^0_k(D, x) \chi_1 M_k u + (R_0 + R_{-1} D_t)$$

where $R_j \in OPS^j$ with compactly supported kernel. This implies

$$\|\chi_1 \partial_\alpha u\|^2_{L^2[\tilde{t}_0, \tilde{t}_1]} \lesssim \sum_k \|\gamma^0_k(D, x) \chi_1 M_k u\|^2_{L^2[\tilde{t}_0, \tilde{t}_1]}$$

$$+ \left(\|u\|^2_{L^2[\tilde{t}_0, \tilde{t}_1]} + \|D_t u\|^2_{H^{-1}_c}\right)$$

$$\lesssim \sum_k \|M_k u\|^2_{L^2[\tilde{t}_0, \tilde{t}_1]} + \left(\|u\|^2_{L^2[\tilde{t}_0, \tilde{t}_1]} + \|D_t u\|^2_{H^{-1}_c}\right).$$

We also have

$$\int_{\mathcal{M}[\tilde{t}_0, \tilde{t}_1]} (1 - \chi^2) |\partial_\alpha u|^2 dV_K \lesssim \int_{\mathcal{M}[\tilde{t}_0, \tilde{t}_1]} (1 - \chi^2) Q[g_K, X, q, m] dV_K.$$

The conclusion follows by adding the last two inequalities. \qed

We now prove that, on any fixed time slice:

**Lemma 2.7.** We have

$$\sum_k \|\chi M_k u\|^2_{L^2} \gtrsim \|\varrho_2(D, x) \chi(D_t - \tau_2(D, x)) \varrho_1 u\|^2_{L^2}$$

$$+ \|\varrho_2(D, x) \chi(D_t - \tau_1(D, x)) \varrho_1 u\|^2_{L^2}$$

$$+ \|\chi D_t u\|^2_{L^2} - \|u\|^2_{L^2_{\text{comp}}} - \|D_t u\|^2_{H^{-1}_c}.$$ \hspace{1cm} (2.26)

**Proof.** To prove (2.26), we notice that, by Lemma 2.3, the symbols $\varrho_1(\tau - \tau_2)$, $\varrho_2(\tau - \tau_1)$ and $\xi_r$ can be recovered in an elliptic fashion from the principal symbols $\mu_k$ of $M_k$. We can thus write

$$\tilde{\varrho}_1(x, \xi)(\tau - \tilde{\tau}_2(x, \xi)) = \sum_{k=1,3,4,5} \tilde{\gamma}^k_1(x, \xi)(\mu^1_k(x, \xi) + \mu^0_k(x, \xi)\tau),$$

where $\tilde{\gamma}^k_1(x, \xi)$ are homogeneous symbols of order 0. It follows from the composition formula for pseudodifferential operators that

$$\varrho_1(D, x) \chi(D_t - \tau_2(D, x)) \varrho_1 u = \sum_{k=1,3,4,5} \gamma^k_1(D, x) \chi M_k + (R_0 + R_{-1} D_t),$$

where $\gamma^k_1 \in S^0$ and $R_j \in OPS^j$ with compactly supported kernels. Since $\gamma^k_1(D, x)$ map $L^2$ to $L^2$ and $R_j$ map $L^2$ to $H^{-j}$, we obtain

$$\|\varrho_1(D, x) \chi(D_t - \tau_2(D, x)) \varrho_1 u\|^2_{L^2} \lesssim \sum_{k=1,3,4,5} \|\chi M_k u\|^2_{L^2} + \|\chi u\|^2_{L^2} + \|D_t \chi u\|^2_{H^{-1}},$$

which bounds the first term on the RHS of (2.26). The next two terms are bounded in a similar manner. \qed
Multiplying (2.26) by a small (but $\alpha$-independent) constant $c \ll \inf q^{K,0}$, integrating in time and using (2.25) yield
\[
\int_{\mathcal{M}[\tilde{t}_0, \tilde{t}_1]} \chi^2 Q[g_K, X, q, m]dV_K + IQ^K_{princ}[g_K, S, E] \\
\geq C_1 \left( \|\varrho_1(D, x)\chi(D_t - \tau_2(D, x))\chi u\|_{L^2[\tilde{t}_0, \tilde{t}_1]}^2 \\
+ \|\varrho_2(D, x)\chi(D_t - \tau_1(D, x))\chi u\|_{L^2[\tilde{t}_0, \tilde{t}_1]}^2 + \|\chi D_t u\|_{L^2[\tilde{t}_0, \tilde{t}_1]}^2 \right) \\
- c\|D_t u\|_{H_{comp}}^2. 
\] (2.27)

(2.17) follows after adding (2.24) and (2.27). One can now use cutoffs to improve the weights at infinity to the optimal ones, see, for instance, [42]. Finally, using Lemma 2.6 we can control $\|\chi_0 \varrho u\|_{L^2[\tilde{t}_0, \tilde{t}_1]}$, and thus, also $\|\chi_0 \partial u\|_{L^2[\tilde{t}_0, \tilde{t}_1]}$. This concludes the proof of Theorem 2.1.

2.4. Vanishing of Symbols on the Trapped Set

The rest of the section will be devoted to proving that the symbols $s_K$ and $e_K$ from Lemma 2.3 have certain vanishing property on the trapped set. This is essential for the results in the next section, as it allows us to prove local energy estimates for metrics that decay slower than $t^{-1}$ near the trapped set to the Kerr metric.

The main result of the section is the following lemma:

Lemma 2.8. There exist symbols $s^i_1$, $s^i_{1,j} \in S^\ell$ and smoothing symbols $r_i \in S^{-\infty} + \tau S^{-\infty}$ so that
\[
s_K = s^0_1 \varrho_1(\tau - \tau_2) + s^0_2 \varrho_2(\tau - \tau_1) + s^0_3 \xi_r + r_1, \\
\partial_{\xi_k} s_K = s^0_{1k} \varrho_1(\tau - \tau_2) + s^0_{2k} \varrho_2(\tau - \tau_1) + (s^0_{3k} + s^0_{4k} \tau) \xi_r + r_2, \\
\partial_{\xi_k} s_{1,k} s_K = s^0_{1k} \varrho_1(\tau - \tau_2) + s^0_{2k} \varrho_2(\tau - \tau_1) + (s^0_{3k} + s^0_{4k} \tau) \xi_r + r_3. \] (2.28)

Moreover, there are symbols $e^i_1 \in S^\ell$ and $r_i \in S^{-\infty} + \tau S^{-\infty}$ so that
\[
e_K = e^0_1 \varrho_1(\tau - \tau_2) + e^0_2 \varrho_2(\tau - \tau_1) + (e^0_3 + e^0_4 \tau) \xi_r + r.
\]

We remark that, since $s_K$ and $e_K$ were defined implicitly, this is not at all obvious.

Proof. It is enough to prove the corresponding decomposition for the homogeneous counterparts $\tilde{s}_K$ and $\tilde{e}_K$, since the errors we make are supported at small frequencies and thus are smoothing.

We start by proving (2.28), which is easier, since $\tilde{s}_K$ can be computed explicitly without much effort. Indeed, let $\tau = \tilde{\tau}_1$ and $\tau = \tilde{\tau}_2$ in (2.21). We are left with solving the system
\[
r^{-1} b(r) \tilde{\varrho}_1 \xi_r = r^{-1} b(r)(r - 3M) \xi_r + (\tilde{s}_1 + \tilde{s}_0) \tilde{\tau}_i, \quad i = 1, 2,
\]
which has the solutions
\[
\tilde{s}_0 = r^{-1} b(r) (\tilde{\varrho}_1 - \tilde{\varrho}_2) \frac{\tilde{\tau}_1}{\tilde{\tau}_1 - \tilde{\tau}_2}, \quad \tilde{s}_1 = r^{-1} b(r) \xi_r \left( \tilde{\varrho}_1 - (r - 3M) \frac{(\tilde{\varrho}_1 - \tilde{\varrho}_2) \tilde{\tau}_1}{\tilde{\tau}_1 - \tilde{\tau}_2} \right).
\]
Thus,
\[ \tilde{s}_K = r^{-1}b(r)(r - 3M)\xi_r + \tilde{s}_1 + \tilde{s}_0 = r^{-1}b(r)\xi_r \tilde{g}_1(\tau - \tilde{\tau}_2) - \tilde{g}_2(\tau - \tilde{\tau}_1) \]
which immediately yields (2.28).

Unfortunately it seems difficult to compute \( \tilde{e}_K \) explicitly; instead, we will use the decomposition in Lemma 2.3. Recall that we have
\[ \frac{1}{2i}\{p_K, \tilde{s}_K\} + p_K \tilde{e}_K = \frac{\nu}{4}(\alpha_1(\tau - \tilde{\tau}_2) + \alpha_2(\tau - \tilde{\tau}_1))^2 \]
\[ + \frac{1 - \nu}{4}(\alpha_1(\tau - \tilde{\tau}_2) - \alpha_2(\tau - \tilde{\tau}_1))^2 + A\xi_r^2, \] (2.29)
where
\[ 0 < \nu(r) < 1 \]
is a smooth function
\[ \alpha_i = \tilde{\gamma}_i \tilde{g}_i, \quad \tilde{\gamma}_i = \frac{2|\tilde{\tau}_i|}{\tilde{\tau}_1 - \tilde{\tau}_2}\alpha(r, \tilde{\tau}_i, \Phi) \]
are elliptic multiples of \( \tilde{g}_i \), and \( A \in S^{0}_{\hom} + \tau S^{-1}_{\hom} + \tau^2 S^{-2}_{\hom} \).

The conclusion will follow if we can find \( d_1 \) and \( d_2 \) so that
\[ \tilde{e}_K = d_1 \tilde{g}_1(\tau - \tilde{\tau}_2) + d_2 \tilde{g}_2(\tau - \tilde{\tau}_1) \] (2.30)
when \( \xi_r = 0 \). Indeed, by Taylor’s formula we can now write
\[ \tilde{e}_K = \tilde{e}_K|_{\xi_r=0} + \hat{d}\xi_r, \]
for some \( \hat{d} \in S^{-1}_{\hom} + a\tau S^{-2}_{\hom} \).

In order to prove (2.30), we will let \( \xi_r = 0 \) in (2.29), and assume until the end of the proof that all functions are evaluated at \( \xi_r = 0 \). We obtain
\[ (\partial_r p_K) \left( \frac{\tilde{g}_1(\tau - \tilde{\tau}_2)}{\tilde{\tau}_1 - \tilde{\tau}_2} + \frac{\tilde{g}_2(\tau - \tilde{\tau}_1)}{\tilde{\tau}_2 - \tilde{\tau}_1} \right) + p_K \tilde{e}_K \]
\[ = \frac{1}{4}(\alpha_1^2(\tau - \tilde{\tau}_2)^2 + \alpha_2^2(\tau - \tilde{\tau}_1)^2) + \frac{2\nu - 1}{2}\alpha_1\alpha_2(\tau - \tilde{\tau}_1)(\tau - \tilde{\tau}_2). \] (2.31)

Since \( p_K = g_{tt}^K(\tau - \tilde{\tau}_1)(\tau - \tilde{\tau}_2) \), we have that
\[ \partial_r p_K = (\partial_r g_{tt}^K)(\tau - \tilde{\tau}_1)(\tau - \tilde{\tau}_2) - g_{tt}^K(\partial_r \tilde{\tau}_1)(\tau - \tilde{\tau}_2) - g_{tt}^K(\partial_r \tilde{\tau}_2)(\tau - \tilde{\tau}_1). \]
Thus, letting \( \tau = \tilde{\tau}_1 \) and \( \tau = \tilde{\tau}_2 \), respectively, in (2.31) we obtain
\[ - g_{tt}^K \partial_r \tilde{\tau}_1 = \frac{1}{4} \tilde{g}_1 \tilde{\gamma}_1^2(\tilde{\tau}_1 - \tilde{\tau}_2), \quad - g_{tt}^K \partial_r \tilde{\tau}_2 = \frac{1}{4} \tilde{g}_2 \tilde{\gamma}_2^2(\tilde{\tau}_2 - \tilde{\tau}_1), \] (2.32)
and so,
\[ \partial_r p_K = (\partial_r g_{tt}^K)(\tau - \tilde{\tau}_1)(\tau - \tilde{\tau}_2) + \frac{1}{4} \tilde{g}_1 \tilde{\gamma}_1^2(\tau - \tilde{\tau}_2)(\tilde{\tau}_1 - \tilde{\tau}_2) \]
\[ + \frac{1}{4} \tilde{g}_2 \tilde{\gamma}_2^2(\tau - \tilde{\tau}_1)(\tilde{\tau}_2 - \tilde{\tau}_1). \]
Write $\tilde{e}_K = e_1(\tau - \tilde{\tau}_1) + e_2(\tau - \tilde{\tau}_2)$. Replacing in (2.31), using (2.32) to cancel the square terms and dividing by $(\tau - \tilde{\tau}_1)(\tau - \tilde{\tau}_2)$ yield

$$
(\partial_r g^{tt}_K) \left( \frac{\tilde{g}_1(\tau - \tilde{\tau}_2)}{\tilde{\tau}_1 - \tilde{\tau}_2} + \frac{\tilde{g}_2(\tau - \tilde{\tau}_1)}{\tilde{\tau}_2 - \tilde{\tau}_1} \right) - \frac{1}{4} \tilde{g}_1 \tilde{g}_2 (\tilde{\gamma}_1^2 + \tilde{\gamma}_2^2) + g^{tt}_K (e_1(\tau - \tilde{\tau}_1) + e_2(\tau - \tilde{\tau}_2)) = \frac{2\nu - 1}{2} \alpha_1 \alpha_2.
$$

We can now solve explicitly for $e_1$ and $e_2$. We obtain

$$
e_1 = \frac{1}{g^{tt}_K(\tilde{\tau}_1 - \tilde{\tau}_2)} \left[ \frac{2\nu - 1}{2} \tilde{\gamma}_1 \tilde{\gamma}_2 \tilde{g}_1 \tilde{g}_2 + \frac{1}{4} \tilde{g}_1 \tilde{g}_2 (\tilde{\gamma}_1^2 + \tilde{\gamma}_2^2) - (\partial_r g^{tt}_K) \tilde{g}_2 \right] := d_1 \tilde{g}_2,
$$

$$
e_2 = \frac{1}{g^{tt}_K(\tilde{\tau}_1 - \tilde{\tau}_2)} \left[ \frac{2\nu - 1}{2} \tilde{\gamma}_1 \tilde{\gamma}_2 \tilde{g}_1 \tilde{g}_2 + \frac{1}{4} \tilde{g}_1 \tilde{g}_2 (\tilde{\gamma}_1^2 + \tilde{\gamma}_2^2) - (\partial_r g^{tt}_K) \tilde{g}_1 \right] := d_2 \tilde{g}_1,
$$

which proves (2.30). \qed

2.5. The Operator Quadratic Form

Let $P = D_\alpha (g^{\alpha \beta} D_\beta)$ be symmetric with respect to $dx dt$. If $X$ and $q$ are a vector field and scalar function, we can define in analogy to (2.7)

$$
Q[P, X, q] = \left( -X(g^{\alpha \beta}) + g^{\alpha \gamma} \partial_\gamma X^{\beta} + g^{\beta \gamma} \partial_\gamma X^{\alpha} - g^{\alpha \beta} \partial_\gamma X^{\gamma} + g^{\alpha \beta} q \right) \partial_\alpha u \partial_\beta u - \frac{1}{2} (\partial_\alpha g^{\alpha \beta} \partial_\beta q) u^2. \quad (2.33)
$$

Assume now that $S$ is a skew-adjoint and $E$ is a self-adjoint operator of the form

$$
S = S_1 + S_0 \partial_t, \quad E = E_0 + E_{-1} \partial_t.
$$

Here, $S_j, E_j \in aOPS^j$ are real-valued, time-independent operators with kernels supported near $r = 3M$, and moreover, $S_1$ and $E_{-1}$ are self-adjoint, while $S_0$ and $E_0$ are skew-adjoint with respect to $dx dt$. We will also require that

$$
[g^{tt}, S_0] + g^{tt} E_{-1} + E_{-1} g^{tt} = 0. \quad (2.34)
$$

Then modulo boundary terms

$$
\int_{\tilde{t}_0}^{\tilde{t}_1} \int \left[ P u \cdot (Su + Eu) \right] dx dt = \int_{\tilde{t}_0}^{\tilde{t}_1} \int \frac{1}{2} ([P, S] + PE + EP) u \cdot \pi \ dx dt + BDR \bigg|_{\tilde{t}_1}^{\tilde{t}_0}.
$$

where due to (2.34) there is no term containing two time derivatives on the boundary. In particular, we have

$$
\left| BDR_{\tilde{t}_1} \right| \lesssim E[u](\tilde{t}_1). \quad (2.35)
$$

The space-time term can be written as

$$
\frac{1}{2} \left( [P, S] + PE + EP \right) = P_2 + 2P_1 D_t + P_0 D_t^2,
$$

where $Q_j \in OPS^j$ are self-adjoint pseudodifferential operators. Note that, due to (2.34), there is no $D_t^3$ term.
When it comes to estimating, it will be more convenient to rewrite the space-time term as a quadratic form. We define

\[ \tilde{Q}[P, S, E] = \Re \left( g^{\alpha\beta}[D_\beta, S]u \cdot \overline{D_\alpha u} + \frac{1}{2} [g^{\alpha\beta}, S]D_\beta u \cdot \overline{D_\alpha u} + \frac{1}{2} g^{\alpha\beta} E D_\beta u \cdot \overline{D_\alpha E u} \right). \]

It is easy to see that

\[
\int_{t_0}^{\tilde{t}_1} \int \frac{1}{2} \left( [P, S] + PE + E P \right) u \cdot \overline{u} \ dx dt = - \int_{t_0}^{\tilde{t}_1} \int \tilde{Q}[g, S, E] \ dx dt + \text{BDR}\bigg|_{t_0}^{\tilde{t}_1},
\]

where the boundary terms again satisfy (2.35). Moreover, our definition agrees with the definition of \( Q[g, X, q] \) from the previous section.

Indeed, let \( P = \tilde{\Box} g = \partial_\alpha (\sqrt{g} g^{\alpha\beta} \partial_\beta) \), and \( X = X^\alpha \partial_\alpha \). We write

\[
X = S_X + E_X, \quad X = X^\alpha \partial_\alpha, \quad \text{where} \quad S_X = X + \tilde{q}_X,
\]

in order that \( S_X \) be skew symmetric with respect to \( dx dt \). Then

\[
2\tilde{Q}[\tilde{\Box}_g, S_X, E_X] = 2\sqrt{g} \Re \left( g^{\alpha\beta}[\partial_\alpha, X]u \cdot \overline{\partial_\beta u} \right)
\]

\[
- (g^{\alpha\beta}(\tilde{q}_X D_\alpha u) \cdot \overline{\partial_\beta u}) - X(\sqrt{g} g^{\alpha\beta})\partial_\alpha u \cdot \overline{\partial_\beta u}) = \sqrt{g} \Re \left( (-L_X g^{\alpha\beta} - \text{div} X g^{\alpha\beta}) \partial_\alpha u \cdot \overline{\partial_\beta u} \right) = 2\sqrt{g} Q[g, X].
\]

Moreover, with the previous notation

\[ \tilde{Q}[g, S_X, E_X + q] = \sqrt{g} Q[g, X, q]. \]

### 2.5.1. How to Deal with 3 Time Derivatives.

Finally, consider the operator \( P \) with the additional assumption that \( g^{00} = 0 \). In this case, (2.15) is automatically satisfied. It will be convenient in this case to define the quadratic form so that there are no \( D_t^2 \) terms appearing. We can define

\[
IQ[P, S, E] = \int_{\mathcal{M}[t_0, \tilde{t}_1]} \tilde{Q}[P, S] + \tilde{Q}[P, E] \ dx d\tilde{t},
\]

where

\[
\tilde{Q}[P, S] = \Re \left( g^{\alpha\beta}[D_\beta, S]u \cdot \overline{D_\alpha u} + \frac{1}{2} [g^{\beta\gamma}, S]D_\beta u \cdot \overline{D_\alpha u} \right),
\]

\[
\tilde{Q}[P, E] = \Re \left( g^{\alpha\beta} D_\alpha u \cdot \overline{D_\beta E u} + g^{0j} D_0 u \cdot \overline{D_j E u} + ((D_0 g^{0j}) D_j u - (D_j g^{0j}) D_0 u) \cdot \overline{E u} \right).
\]

Again we have

\[
\int_{t_0}^{\tilde{t}_1} \int P u \cdot (Su + Eu) \ dx dt = IQ[P, S, E] + \text{BDR}\bigg|_{t_0}^{\tilde{t}_1},
\]

where, under the additional assumption that \( |g| \lesssim \epsilon \), we have

\[ |\text{BDR}|_{\tilde{t}_1} \lesssim \epsilon E[u](\tilde{t}_1). \]
3. Norm Estimates for the Pseudodifferential Operators and Commutators

In this section, we provide the estimates that we will use in our main result. For a thorough treatment of symbols with low regularity, we refer the interested reader to [63].

3.1. Estimates for Operators with Low Regularity Symbols

We start with the following useful bound:

**Lemma 3.1.** Let $M$ be an operator with kernel

$$K(x, y) = \int m(x, y) R(x, y, \xi) e^{i(x-y)\xi} d\xi.$$ 

Here, $R$ is of order 0, smooth and compactly supported in $I \times I$

$$m(x, y) = m_1(x) + m_2(x, y),$$

so that

$$\|m\|_\delta := \|m_1\|_{L^\infty} + \sup_{x \neq y} \frac{|m_2(x, y)|}{|x-y|^\delta} < \infty,$$

for some (small) $\delta > 0$ on the support of $R$. Then $M : L^2(I) \rightarrow L^2(I)$, and

$$\|M\|_{L^2 \rightarrow L^2} \leq C_R \|m\|_\delta. \tag{3.1}$$

Moreover, if also

$$\|\partial_x m_1\|_{L^\infty} + \|\partial_x m_2\|_\delta < \infty,$$

then $M : H^{-1}(I) \rightarrow H^{-1}(I)$, and

$$\|M\|_{H^{-1} \rightarrow H^{-1}} \leq C_R (\|m\|_\delta + \|\partial_x m\|_\delta). \tag{3.2}$$

Here, the constant $C_R$ only depends on a few derivatives of $R$, but does not depend on $m$.

**Proof.** We define

$$K_j(x, y) = \int m_j(x, y) R(x, y, \xi) e^{i(x-y)\xi} d\xi,$$

$$M_j u(x) = \int K_j(x, y) u(y) dy, \quad j = 1, 2.$$

We clearly have

$$M_1 u(x) = m_1(x) \int R(x, y, \xi) e^{i(x-y)\xi} u(y) dy d\xi := m_1(x) Q_0 u, \quad Q_0 : L^2 \rightarrow L^2,$$

and thus,

$$\|M_1\|_{L^2 \rightarrow L^2} \lesssim \|m_1\|_{L^\infty}.$$

Moreover, by duality

$$\|M_1 u\|_{H^{-1}(I)} = \sup_{\|v\|_{H^1(I)} = 1} \langle m_1 Q_0 u, v \rangle \lesssim \|u\|_{H^{-1}}$$

$$\sup_{\|v\|_{H^1(I)} = 1} \|Q_0^* (\overline{m_1 v})\|_{H^1(I)} \lesssim (\|m_1\|_{L^\infty} + \|\partial_x m_1\|_{L^\infty}) \|u\|_{H^{-1}}.$$

$$\|M_1\|_{L^2 \rightarrow L^2} \lesssim \|m_1\|_{L^\infty}.$$
We now estimate $M_2$. Pick $i$ so $|x_i - y_i| > |x - y|/4$, say. Integrating by parts (in the sense of distributions), we get
\[
K_2(x, y) = \int m_2(x, y)R(x, y, \xi)(x_i - y_i)^{-N}D^N_{\xi_i}e^{i(x-y)\xi}d\xi
= \int m_2(x, y)(D^N_{\xi_i}R(x, y, \xi))(x_i - y_i)^{-N}e^{i(x-y)\xi}d\xi,
\]
and since $|D^N_{\xi_i}R(x, y, \xi)| \leq C_\alpha \langle \xi \rangle^{-|\alpha|}$, we have for any $N \geq 0$
\[
|K_2(x, y)| \leq C_R \int \frac{|m_2(x, y)| d\xi}{(1 + \langle \xi \rangle |x - y|)^N}.
\]
If $N = n + 1$, where $n$ is the dimension we obtain if we make the change of variables $y \rightarrow z = \langle \xi \rangle(x - y)$:
\[
\int |K_2(x, y)| dy \leq C_R \|m\|_\delta \int \int \frac{|x - y|^\delta dy d\xi}{(1 + \langle \xi \rangle |x - y|)^{n+1}} = C_R \|m\|_\delta
\]
\[
\int \int \frac{|z|^\delta dz d\xi}{(1 + |z|)^{n+1}} \leq C_R \|m\|_\delta.
\]

A similar result follows for $|K_2(x, y)|dx$. (3.1) now follows by Schur’s lemma.
To prove (3.2), we again use duality. We have
\[
\|M_2u\|_{H^{-1}} = \sup_{\|v\|_{H^1}=1} \langle M_2u, v \rangle \lesssim \sup_{\|v\|_{H^1}=1} \|u\|_{H^{-1}} \|M^*_2v\|_{H^1}.
\]

We now compute
\[
D_j M^*_2 v(x) = \int \int D_{x_j}(m_2(x, y)R(y, x, \xi)e^{i(x-y)\xi}) d\xi v(y) dy
= \int \int (D_{x_j}(m_2(x, y)R(y, x, \xi)) e^{i(x-y)\xi}) d\xi v(y) dy
+ \int \int ((m_2(x, y)R(y, x, \xi)) e^{i(x-y)\xi}) d\xi D_y v(y) dy,
\]
and thus, (3.2) follows using (3.1). □

In our subsequent proof, $m(x, y)$ will contain all the dependence on $h$, and $R$ will come from the smooth symbol used in [61] for the Kerr metric.

A quick corollary, which we will use in Sect. 5, is the following:

**Corollary 3.2.** If $Q = \chi q^w \chi$ with $q(x) = q_1(x) + \tau q_0(x) \in S^1 + \tau S^0$ and
\[
v \in C^{1, \delta},
\]
then
\[
\|v, Q\|_{L^2} \lesssim \|v\|_{C^{1, \delta}} \left(\|u\|_{L^2_{e^{\tau t}}} + \|D_t u\|_{H^{-1}_{e^{\tau t}}} \right).
\]

**Proof.** We write
\[
Q = Q_1 + Q_0 D_t, \quad Q_i = \chi q^w_i \chi.
\]
The kernel of $[v, Q_1]$ is
\[
K_1(x, y) = \int (v(x) - v(y)) e^{i(x-y)\xi} R_1(x, y, \xi), \quad R_1(x, y, \xi) = \chi(x) \chi(y) q_1(\frac{x+y}{2}, \xi).
\]
By Taylor’s theorem, we can write
\[ v(x) - v(y) = \sum_k (x^k - y^k) \int_0^1 (\partial_k v)(sx + (1 - s)y) ds, \]
and thus, after integrating by parts
\[ K_1(x, y) = \int \sum_k \left( \int_0^1 (D_k v)(sx + (1 - s)y) ds \right) e^{ix-y} \xi D_{\xi k} R_1(x, y, \xi). \]
By Lemma 3.1, we obtain, with
\[ m(x, y) = (D_k v)(x) + \int_0^1 (D_k v)(sx + (1 - s)y) - (D_k v)(x) ds, \]
that
\[ \| [v, Q_1] u \|_{L^2} \lesssim \| v \|_{C^{1, \delta}} \| u \|_{L^2_{cpt}}. \]
A similar argument yields that
\[ \| [v, Q_0] u \|_{L^2} \lesssim \| v \|_{C^{1, \delta}} \| u \|_{H^{-1}_{cpt}}, \]
which yields
\[ \| [v, Q_0 D_t] u \|_{L^2} \lesssim \| (D_t v) Q_0 u \|_{L^2} + \| [v, Q_0] D_t u \|_{L^2} \lesssim \| v \|_{C^{1, \delta}} \| u \|_{L^2_{cpt}} + \| D_t u \|_{H^{-1}_{cpt}}. \]

The next lemma will be used to prove the main commutator estimate, Proposition 3.6.

**Lemma 3.3.** Let \( s_\ell(x, y, \xi) \) be a symbol of order \( \ell \), where \( \ell = 0, 1 \), that is compactly supported in \( x \) and \( y \) in a region \( I \times I \). Suppose that \( r_\ell(x, y) \) is a functions that vanish to order 3 at the diagonal: For \( |\mu| \leq 1 \) and \( |\nu| \leq 1 \),
\[ D^\mu_x D^\nu_y r_\ell(x, y) = \sum_{|\gamma|=2+|\mu|-|\nu|} (x-y)^\gamma r_\ell^{\mu\nu}(x, y), \]
where \( r_\ell^{\mu\nu} \) satisfy:
\[ |\partial_x^{1-\ell} (r_\ell^{\mu\nu}(x, y) - r_\ell^{\mu\nu}(x, x))| \lesssim C_\delta |x-y|^\delta, \quad \text{and} \quad |\partial_x^{1-\ell} (r_\ell^{\mu\nu}(x, x))| \lesssim C_0. \]
for all \( x, y \in I \).

Then the bilinear forms
\[ B^j[u, v] = \iint r_\ell(x, y) s_\ell(x, y, \xi) e^{ix-y} \xi D_{\xi y} u(y) v(x) d\xi dy dx \]
satisfy the estimate
\[ |B^j[u, v]| \lesssim (C_\delta + C_0) \| u \|_{H^{\ell-1}(I)} \| v \|_{H^{-1}(I)}. \]
Proof. Integrating by parts in $y$, we get
\[
\iint r_\ell(x, y)s_\ell(x, y, \xi) e^{i(x-y)\xi} D_{y^j} u(y)\bar{v(x)} \, \mathrm{d}y \, \mathrm{d}x
= \iint D_{y^j} \left(r_\ell(x, y)s_\ell(x, y, \xi) e^{i(x-y)\xi}\right) u(y)\bar{v(x)} \, \mathrm{d}y \, \mathrm{d}x
\leq \|R_j u\|_{H^1(I)} \|v\|_{H^{-1}(I)},
\]
where
\[
R_j u(x) = \iint D_{y^j} \left(r_\ell(x, y)s_\ell(x, y, \xi) e^{i(x-y)\xi}\right) u(y) \, \mathrm{d}y.
\]
We will now show that
\[
\|R_j u\|_{H^1(I)} \lesssim (C_\delta + C_0)\|u\|_{H^{-1}(I)},
\tag{3.5}
\]
which finishes the proof. Indeed, let $k = \vec{e}_k$ and $j = \vec{e}_j$. We write
\[
D_{x^k} R_j u(x) = \iint D_{x^k} D_{y^j} \left(r_\ell(x, y)s_\ell(x, y, \xi) e^{i(x-y)\xi}\right) u(y) \, \mathrm{d}y \, \mathrm{d}x
\]
\[
= \sum_{\gamma_1 + \gamma_2 + \gamma_3 = (j,k)} c_{\gamma_1 \gamma_2 \gamma_3} \iint r_{\ell}^{\gamma_1}(x, y)s_{\ell}^{\gamma_2}(x, y, \xi) \xi^{\gamma_3} e^{i(x-y)\xi} u(y) \, \mathrm{d}y \, \mathrm{d}x,
\]
where $r_{\ell}^{\gamma_1}(x, y) = D_{x^y} r_\ell(x, y)$ and $s_{\ell}^{\gamma_2}(x, y, \xi) = D_{x^y} s_\ell(x, y, \xi)$. We now write
\[
r_{\ell}^{\gamma_1}(x, y) = \sum_{|\gamma| = 2+\ell - |\gamma_1|} (x-y)^\gamma r_{\gamma_1 \ell}^{\gamma}(x, y).
\]
Also $(x - y)^\gamma e^{i(x-y)\xi} = \partial_\xi^\gamma$ so integrating by parts in $\xi$ we can write the RHS as
\[
\sum_{\gamma_1 + \gamma_2 + \gamma_3 = (j,k)} c_{\gamma_1 \gamma_2 \gamma_3} \sum_{|\gamma| = 2+\ell - |\gamma_1|} \iint r_{\ell}^{\gamma_1}(x, y)s_{\ell}^{\gamma_2\gamma_3}(x, y, \xi) \xi^{\gamma_3} e^{i(x-y)\xi} u(y)\bar{v(x)} \, \mathrm{d}y \, \mathrm{d}x.
\]
Here, $s_{\ell}^{\gamma_2\gamma_3}(x, y, \xi) = \partial_\xi^\gamma \left(s_{\ell}^{\gamma_2}(x, y, \xi) \xi^{\gamma_3}\right)$ are symbols of order $\ell + |\gamma_3| - |\gamma| = |\gamma_3| + |\gamma_1| - 2 \leq 0$.

Due to (3.3), we have
\[
\|\partial_x^{\leq 1-\ell} r_{\gamma_1 \ell}(x, x)\|_{L^\infty} \lesssim C_0,
\]
\[
\|\partial_x^{\leq 1-\ell} (r_{\gamma_1 \ell}(x, y) - r_{\gamma_1 \ell}(x, x))\|_\delta \lesssim C_\delta.
\]
The conclusion (3.5) now follows directly from Lemma 3.1. \qed

3.2. Estimates for the Kerr Operators

In terms of symbols to operator bounds, the following lemma will quantize the decomposition (2.28):

\[
\text{Integrating by parts in } \text{Proof.} \quad \text{Vol. 21 (2020) A Local Energy Estimate for Wave 3697}
\]

\[
\int \int \int r_\ell(x, y)s_\ell(x, y, \xi) e^{i(x-y)\xi} D_{y^j} u(y)\bar{v(x)} \, \mathrm{d}y \, \mathrm{d}x
= \int \int \int D_{y^j} \left(r_\ell(x, y)s_\ell(x, y, \xi) e^{i(x-y)\xi}\right) u(y)\bar{v(x)} \, \mathrm{d}y \, \mathrm{d}x
\leq \|R_j u\|_{H^1(I)} \|v\|_{H^{-1}(I)},
\]
where
\[
R_j u(x) = \int \int D_{y^j} \left(r_\ell(x, y)s_\ell(x, y, \xi) e^{i(x-y)\xi}\right) u(y) \, \mathrm{d}y.
\]
Lemma 3.4. Assume that $q_j \in S^j$, $j \in \{-1, 0\}$. We then have
\[
\|\chi(q_0 \varrho_1(\tau - \tau_2))w\chi u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2} + \|\chi(q_0 \varrho_2(\tau - \tau_1))w\chi u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2} + \|\chi(q_0 \xi_\tau)w\chi u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2} \lesssim \|u\|_{L^1_{s_0}} + \|D_t u\|_{L^2[\tilde{t}_0, \tilde{t}_1]H^{-1}_{sp}},
\]
\[
\|\chi(q_1 \varrho_1(\tau - \tau_2))w\chi D_t u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2} + \|\chi(q_1 \varrho_2(\tau - \tau_1))w\chi D_t u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2} + \|\chi(q_1 \xi_\tau)w\chi D_t u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2} \lesssim \|u\|_{L^1_{s_0}} + \|D_t u\|_{L^2[\tilde{t}_0, \tilde{t}_1]H^{-1}_{sp}}.
\]

Proof. We will only control the first term, as the rest follow in a similar manner.

Let $\chi_0$ be a cutoff that is identically 1 on the support of $\chi$. Since $\chi \chi_0 = \chi$, we can write
\[
\chi(q_0 \varrho_1(\tau - \tau_2))w\chi = q_0(D,x)\chi_0 \varrho_1(D,x)\chi(D_t - \tau_2(D,x))\chi + Q_1 D_t + Q_0
\]
where $Q_j \in OPS^j$ have compactly supported kernels. We clearly have
\[
\|Q_1 D_t u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2} + \|Q_0 u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2} \lesssim \|u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2} + \|D_t u\|_{L^2[\tilde{t}_0, \tilde{t}_1]H^{-1}_{sp}}.
\]

Since $q_0 \in S^0$, we obtain
\[
\|q_0(D,x)\chi_0 \varrho_1(D,x)\chi(D_t - \tau_2(D,x))\chi u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2} \lesssim \|u\|_{L^1_{s_0}}.
\]
which finishes the proof.

As a quick corollary, we see that Lemma 2.8 and Lemma 3.4 imply that
\[
\|\chi s^w_k \chi u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2} \lesssim \|u\|_{L^1_{s_0}},
\]
\[
\|\chi(D_x s^w_k)w\chi u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2} \lesssim \|u\|_{L^1_{s_0}} \chi(s^{-1}k_\tau)w\chi D_t u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2},
\]
\[
\|\chi(D_x s^w_k)w\chi D_t u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2} \lesssim \|u\|_{L^1_{s_0}} \chi(s^{-2}k_\tau)w\chi D_t u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2},
\]
\[
\|\chi D_t u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2} \lesssim \|u\|_{L^1_{s_0}} \chi D_t u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2}.
\]

Define
\[
\|v\|_{L^0[\tilde{t}_0, \tilde{t}_1]} := \|\chi D^{-1}_r(D_x)v\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2} + \|\chi(D_x)^{-1}v\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2}.
\]

Corollary 3.5. We have that
\[
\|\chi s^w_k \chi u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2} \lesssim \|u\|_{L^1_{s_0}},
\]
\[
\|\chi(D_1 s K)^w \chi u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2} \lesssim \|u\|_{L^1_{s_0}},
\]
\[
\|\chi e^w_{iK} \chi D_t u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2} \lesssim \|u\|_{L^1_{s_0}} \chi e^w_{iK} \chi u\|_{L^2[\tilde{t}_0, \tilde{t}_1]L^2},
\]
In particular, the norms on the left-hand side, which show up in our proof, are controlled by the $L^1_{s_0}$ norm and extra terms that involve the time derivative of $u$. We will control the latter by using the equation in Lemma 4.3.
3.3. Commutator Estimates

We finish the section with proving the following commutator estimate:

**Proposition 3.6.** Let $h^{\alpha \beta}$ be symmetric and assume that $h^{00} = 0$. Define

$$h_1(t) = \sup_{\alpha, \beta} \|h^{\alpha \beta}\|_{L^\infty_x(I_{ps})} + \|\partial_t x h^{\alpha \beta}\|_{L^\infty_x(I_{ps})},$$

$$h_3(t) = \sup_{\alpha, \beta} \|h^{\alpha \beta}(t, x)\|_{C^3_{\alpha, \beta}(I_{ps})},$$

for some small $\delta > 0$. Here, the Hölder norms are taken with respect to only the space variable

$$\|w(t, x)\|_{C^k_{\alpha, \beta}(I_{ps})} = \|\partial_x^k w(t, x)\|_{L^\infty_x} + \sum_{|\gamma| = 3, \gamma \neq y} \sup_{|t| = 3, \gamma \neq y} |\partial_x^\gamma w(t, x)| / |x - y|^\delta.$$

Then the following holds

$$\int_{\tilde{t}_0}^{\tilde{t}_1} \int_{\tilde{t}_0}^{\tilde{t}_1} h^{\alpha \beta}[D_\beta, \chi s^w_K \chi] u \cdot D_\alpha u + \frac{1}{2} [h^{\beta \alpha}, \chi s^w_K \chi] D_j u \cdot D_\beta u \, dx \, dt \lesssim \left( \|u\|_{LE^0_{[\tilde{t}_0, \tilde{t}_1]}} + \|D_t u\|_{LE^0_{[\tilde{t}_0, \tilde{t}_1]}} \right)$$

$$\left( \|h_1 \partial u\|_{L^2_{[\tilde{t}_0, \tilde{t}_1]}} + \|h_3 u\|_{L^2_{[\tilde{t}_0, \tilde{t}_1]}} + \|h_3 D_t u\|_{L^2_{[\tilde{t}_0, \tilde{t}_1]} H^{-1}(I_{ps})} \right).$$

**Proof.** The first term is easy to bound, as the coefficient $h^{\alpha \beta}$ does not enter the commutator. We have

$$[D_\beta, \chi s^w_K \chi] = \chi[D_\beta, s^w_K] \chi + [D_\beta, \chi] s^w_K \chi + \chi s^w_K [D_\beta, \chi].$$

The last two terms clearly satisfy

$$\|D_\beta, \chi s^w_K \chi u\|_{L^2_{[\tilde{t}_0, \tilde{t}_1]}} + \|\chi s^w_K [D_\beta, \chi] u\|_{L^2_{[\tilde{t}_0, \tilde{t}_1]}} \lesssim \|u\|_{LE^1_{[\tilde{t}_0, \tilde{t}_1]}, \chi}.$$

due to the support properties of $\chi$.

On the other hand,

$$\chi[D_\beta, s^w_K] \chi = \chi(D_\beta s^w_K) \chi + \chi s^w_K [D_\beta, \chi], \quad \tilde{l}_0 \in S^0 + \tau S^{-1},$$

and thus, by (3.6)

$$\|\chi[D_\beta, s^w_K] \chi u\|_{L^2_{[\tilde{t}_0, \tilde{t}_1]}} \lesssim \|u\|_{LE^1_{[\tilde{t}_0, \tilde{t}_1]}} + \|D_t u\|_{LE^0_{[\tilde{t}_0, \tilde{t}_1]}}.$$

By Cauchy–Schwarz and the last two inequalities, we get

$$\int_{\tilde{t}_0}^{\tilde{t}_1} \int_{\tilde{t}_0}^{\tilde{t}_1} h^{\alpha \beta}[D_\beta, \chi s^w_K \chi] u \cdot D_\alpha u \, dx \, dt \lesssim \left( \|u\|_{LE^1_{[\tilde{t}_0, \tilde{t}_1]}} + \|D_t u\|_{LE^0_{[\tilde{t}_0, \tilde{t}_1]}} \right) \|h_1 \partial u\|_{L^2_{[\tilde{t}_0, \tilde{t}_1]}}.$$

We are left with estimating the second term in (3.7). Recall that at the symbol level, $s_K = s_1 + \tau s_0$, where $s_j \in S^j$. We will use the notation

$$S_j(x, y, \xi) := \chi(x) \chi(y) s_j \left( \frac{x + y}{2}, \xi \right).$$

Now fix $\tilde{t}_0 \leq \tilde{t} \leq \tilde{t}_1$. Since we will only work on a fixed time slice, we suppress the $\tilde{t}$ in the notation.
We have
\[ \int [h^{j\beta}, \chi s_K w] D_j u \cdot \overline{D_\beta u} \, dx \]
\[ = \iint \left[ h^{j\beta}(x) - h^{j\beta}(y) \right] [S_1(x, y, \xi) D_j u(y) + S_0(x, y, \xi) D_\ell D_j u(y)] e^{i(x-y)\xi} \frac{D_\beta u(x)}{D_\beta u(x)} \, d\xi \, dy. \]

We now write
\[ h^{j\beta}(x) - h^{j\beta}(y) = \frac{1}{2} (x - y)^k (\partial_x^k h^{j\beta}(x) + \partial_y^k h^{j\beta}(y)) + r^{j\beta}(x, y). \]

The first term on the right-hand side is the principal part of the commutator. To estimate it, we note that after integrating by parts in $\xi$ we obtain
\[ \int \left( \partial_x^k h^{j\beta}(\partial_{\xi^k} s_K)^w \chi D_\alpha u + \chi (\partial_{\xi^k} s_K)^w \partial_x^k h^{j\beta} D_j u \right) \cdot \overline{D_\beta u} \, dx \]
\[ = \Re \int \chi (\partial_{\xi^k} s_K)^w \chi D_j u \cdot \overline{\partial_x^k h^{j\beta} D_j u} \, dx. \]

By Cauchy–Schwarz and (3.6), we have after integrating in time
\[ \int_{\tilde{t}_0}^{\tilde{t}_1} \int \left| \chi (\partial_{\xi^k} s_K)^w \chi D_j u \cdot \overline{\partial_x^k h^{j\beta} D_j u} \right| \, dx \, dt \]
\[ \lesssim \left\| \chi (\partial_{\xi^k} s_K)^w \chi D_\alpha u \right\|_{L^2[\tilde{t}_0, \tilde{t}_1]} \left\| h_1 \partial u \right\|_{L^2_p[\tilde{t}_0, \tilde{t}_1]} \lesssim RHS(3.7). \]

In order to control the error, we check that $r^{j\beta}$ satisfies the hypotheses of Lemma 3.3 with $C_0 = C_\delta = h_3(\tilde{t})$. Assuming this holds, we obtain by (3.4) with $l = 1$
\[ \int \int \int r^{j\beta} S_1(x, y, \xi) D_j u(y) e^{i(x-y)\xi} \overline{D_\beta u(x)} \, d\xi \, dy \, dx \lesssim h_3 \| u \|_{L^2(I_{ps})}. \]

Moreover, (3.4) for $l = 0$ implies
\[ \int \int \int r^{j\beta} S_0(x, y, \xi) D_\ell D_j u(y) e^{i(x-y)\xi} \overline{D_\beta u(x)} \, d\xi \, dy \, dx \]
\[ \lesssim h_3 \| D_\ell u \|_{H^{-1}(I_{ps})} \| D_\beta u \|_{H^{-1}(I_{ps})}. \]

The conclusion follows after integrating in time and applying Cauchy–Schwarz.

We are left with proving the following

Lemma 3.7. Suppose that $h^{j\beta} \in C^{3,\delta}$ and let
\[ r^{j\beta}(x, y) = h^{j\beta}(x) - h^{j\beta}(y) - \frac{1}{2} (x - y)^k (\partial_x^k h^{j\beta}(x) + \partial_y^k h^{j\beta}(y)). \]

Then for $|\mu| \leq 1$ and $|\nu| \leq 1$, and $\ell = 0, 1$, we have
\[ \partial_\nu \partial_\nu r^{j\beta}(x, y) = \sum_{|\gamma| = 2 + \ell - |\mu| - |\nu|} (x - y)^{\gamma} r^{j\beta, \mu\nu}(x, y), \quad (3.8) \]
where
\[
\left| \partial_x^{\leq 1-\ell} (r^\beta_{\gamma \ell, \mu} (x, y) - r^\beta_{\gamma \ell} (x, x)) \right| \lesssim |x - y|^{\delta} \| h^\beta \|_{C^{3,\delta}}, \quad \text{and}
\left| \partial_x^{\leq 1-\ell} r^\beta_{\gamma \ell, \mu} (x, x) \right| \lesssim \| h^\beta \|_{C^3}.
\]  
(3.9)

Let \( h(t) = (\partial^\mu \partial^\nu h^\beta)(\frac{x+y}{2} + t \frac{x-y}{2}) \). Then \( \partial_x^\mu \partial_x^\nu r^\beta_j (x, y) = r_{mn}(1) \), where \( m = |\mu|, \ n = |\nu| \) and
\[
r_{00}(t) = h_1 - th'_1(t), \quad r_{01}(t) = h_1(t)/2 - th'(t), \quad r_{11}(t) = -h_1(t), \quad h_1(t) = h(t) - h(-t).
\]

Since \( r_{00}(0) = r'_{00}(0) = 0 \), we have \( r_{00}(1) = \int_0^1 (1-t) r''_{00}(t) \, dt = -\int_0^1 (1-t) (h''_1(t) + th''_1(t)) \, dt \), and integrating by parts \( r_{00}(1) = -\int_0^1 \left( \frac{1}{2} (1-t)^2 h''_1(t) + (1-t)th''_1(t) \right) \, dt \) and since \( h'''_1(t) = h'''(t) + h'''(-t) \), we have
\[
r_{00}(1) = \frac{1}{2} \int_{-1}^1 (t^2 - 1) h'''(t) \, dt = \frac{1}{2} \int_{-1}^1 (t^2 - 1) \sum_{|\gamma|=3} (\frac{x-y}{2})^\gamma \left( \partial^\gamma h^\beta \right)(\frac{x+y}{2} + t \frac{x-y}{2}) \, dt = \sum_{|\gamma|=3} (x-y)^\gamma r^\beta_{\gamma 0}(x, y),
\]
which proves (3.8) and (3.9) for \( |\mu| = |\nu| = 0 \) and \( \ell = 1 \).

Since \( r_{00}(0) = 0 \), we compute
\[
r_{00}(1) = \int_0^1 r'_{00}(t) \, dt = \int_0^1 -th'_1(t) \, dt = \int_{-1}^1 -th''(t) \, dt = \sum_{|\gamma|=2} (x-y)^\gamma r^\beta_{\gamma 0}(x, y),
\]
for
\[
r^\beta_{\gamma 0}(x, y) = \frac{1}{2^2} \int_{-1}^1 -t \partial^\gamma h^\beta(\frac{x+y}{2} + t \frac{x-y}{2}) \, dt,
\]
which proves (3.8) and (3.9) for \( |\mu| = |\nu| = 0 \) and \( \ell = 1 \).

Similarly \( r_{00}(0) = r'_{00}(0) = 0 \) so \( r_{10}(1) = \int_0^1 (1-t) r''_{10}(t) \, dt = \int_0^1 (1-t) (h''_1(t)/2 - 2h''(t) - th'''(t)) \, dt \), and if we integrate the last term by parts we get \( r_{10}(1) = \int_0^1 (1-t) \left( -3h''(t)/2 - h'''(t)/2 + (1-2t)h''(t) \right) \, dt \), which with \( H(t) = 1, \) when \( t > 0 \) and \( H(t) = 0, \) when \( t < 0 \) we as above can write as
\[
r_{10}(1) = \frac{1}{2} \int_{-1}^1 (1-|t|) + 2t H(t) \, h''(t) \, dt = \sum_{|\gamma|=2} (x-y)^\gamma r^\beta_{\gamma 1}(x, y),
\]
where
\[
r^\beta_{\gamma 1}(x, y) = \frac{1}{2^3} \int_{-1}^1 (1-|t|) + 2t H(t) \left( \partial^\gamma \partial^\mu h^\beta \right)(\frac{x+y}{2} + t \frac{x-y}{2}) \, dt,
\]
which proves (3.8) and (3.9) for the case \( |\mu| = 1 \) and \( |\nu| = 0 \) and \( \ell = 1 \).
On the other hand, we can write
\[
r_{10}(1) = \int_0^1 r'_{10}(t) dt = -\int_0^1 (h'(t) - h'(-t))/2 + th''(t) dt = -h'(1) + \int_1^0 (h'(t) + h'(-t)) dt/2.
\]

where
\[
r_{\gamma \beta}(1) = -h'(1) + 1/2 \int_{-1}^1 h'(t) dt = \sum_{|\gamma| = 1} (x - y)^\gamma r_{\gamma \beta}(x, y),
\]

which proves (3.8) and (3.9) for the case $|\mu| = 1$ and $|\nu| = 0$ and $\ell = 0$.

Since the proof of the case $|\mu| = 0$ and $|\nu| = 1$ is the same it only remains to prove the case $|\mu| = 1$ and $|\nu| = 1$, in which case
\[
r_{11}(1) = -\int_{-1}^1 h'(t) dt = \sum_{|\gamma| = 1} (x - y)^\gamma r_{\gamma \beta}(x, y), \quad \text{where}
\]
\[
r_{\gamma \beta}(x, y) = -1/2 \partial^\gamma \partial^\mu h^{j\beta}(x) + 1/2 \int_{-1}^1 (\partial^\gamma \partial^\mu h^{j\beta})(x + y, t) dt,
\]

and
\[
r_{11}(1) = -h(t) + h(-t) = r_{\gamma \beta}(x, y), \quad \text{where}
\]
\[
r_{\gamma \beta}(x, y) = -\partial^\mu \partial^\nu h^{j\beta}(x) + \partial^\mu \partial^\nu h^{j\beta}(y).
\]

4. Local Energy Estimates Close to the Trapped Set

4.1. Conditions on the Metric

Let $g_K$ be the Kerr metric, $R$ be a large constant and $\delta > 0$ be an arbitrarily small number. Let $g$ be a metric that is a small perturbation of $g_K$ in the sense that the difference $h^{\alpha \beta} := g^{\alpha \beta} - g_K^{\alpha \beta}$ satisfies
\[
|\partial h^{\alpha \beta}| + |h^{\alpha \beta}| \lesssim \epsilon, \quad (4.1)
\]
everywhere. Moreover, near the trapped set and the light cone we need additional decay estimates as follows:

i) When $|r - 3M| < M/4$ (which is a region close to the trapped set), we have
\[
|\partial h^{\alpha \beta}| + |h^{\alpha \beta}| \lesssim \epsilon(t)^{-1/2}, \quad (4.2)
\]
\[
|\partial_t h^{\alpha \beta}| \lesssim \epsilon(t)^{-1}. \quad (4.3)
\]

In contrast to our previous result on Schwarzschild, see Section 4 of [41], we also need smallness (but not decay) on higher-order derivatives of $h$. This is due to the use of pseudodifferential operators, which generate errors involving such derivatives. We will assume that
\[
\|h^{\alpha \beta}\|_{C^{3,\delta}} \lesssim \epsilon, \quad (4.4)
\]
for some small $\delta > 0$. Here, the Hölder norms are taken with respect to only the space variable, but include all the derivatives

$$\|u\|_{C^{k,\delta}} = \|\partial_{t,x}^{\leq k} u\|_{L^\infty L^\infty} + \sup_{t} \sup_{x \neq y} \frac{|\partial_{t,x}^{\leq k} (u(t, x) - u(t, y))|}{|x - y|^\delta}.$$

ii) In the intermediate region $R_1^* \leq r^* \leq \frac{1}{2}$, we will assume that

$$|\partial h^{\alpha\beta}| + |h^{\alpha\beta}| r^{-1} \lesssim \epsilon r^{-1-\delta}, \quad (4.5)$$

iii) In the region close to the cone $r^* > \frac{1}{2}$ we will distinguish two cases.

The first case, which is the most natural for proving pointwise decay estimates for the linear problem, is to assume that $(4.5)$ also holds in this region.

For applications to the quasilinear wave equations, we need to be able to also handle the case where the derivative of the metric decays like $\frac{1}{r}$ near the cone. In this second case, we need to assume different decay rates for different components.

The component of the metric that multiply the derivatives with worst decay $\partial_{L}^2 u$ will be required to satisfy the better decay estimates

$$|\partial h^{LL}| + |h^{LL}| \langle t - r^* \rangle^{-1} \lesssim \epsilon \langle t \rangle^{-1-\delta}. \quad (4.6)$$

This is needed for the estimates and is consistent with what holds for Einstein’s equations.

The other components of $h$ only need to satisfy the weaker estimates:

$$|\partial h| + |h| \langle t - r^* \rangle^{-1} \lesssim \epsilon \langle t \rangle^{-\frac{1}{2}-\delta} \langle t - r^* \rangle^{-\frac{1}{2}-\delta}. \quad (4.7)$$

We will denote by

$$\mathcal{M}_{ps}[\tilde{t}_0, \tilde{t}_1] = \mathcal{M}[\tilde{t}_0, \tilde{t}_1] \cap \{ r ; |r - 3M| \leq M/4 \},$$

a neighborhood of the photonsphere, and by $\chi$ a smooth cutoff supported on $I_{ps}$ so that $\chi = 1$ on $\{ r ; |r - 3M| \leq M/8 \}$. We also let $\tilde{\chi}$ be a smooth cutoff supported on $\tilde{I}_{ps} = \{ r ; |r - 3M| \leq 3M/8 \}$ such that $\tilde{\chi} = 1$ on $I_{ps}$.

We define

$$\|u\|_{L^2_{\kappa}[\tilde{t}_0, \tilde{t}_1]}^2 = \int_{\mathcal{M}_{ps}[\tilde{t}_0, \tilde{t}_1]} |u|^2 dV_g,$$

$$\kappa(t)^2 = \kappa_1(t)^2 + \kappa_0(t).$$

The main goal of this section is to prove the following local energy estimate, which is the counterpart of Theorem 4.1 in [41].

**Theorem 4.1.** Let $u$ solve the inhomogeneous linear wave equation

$$\Box_g u = F,$$

where $g$ is a Lorentzian metric satisfying the above conditions, with either $(4.5)$ or $(4.6)$ and $(4.7)$ being satisfied close to the cone. Then for any $\tilde{t}_0 < \tilde{t}_1$

$$\|\partial u\|_{L^\infty L^\infty}^2 + \|u\|_{L^2_{\kappa}[\tilde{t}_0, \tilde{t}_1]}^2 + \|D_{\tilde{t}} u\|_{L^2_{\kappa}[\tilde{t}_0, \tilde{t}_1]}^2 \lesssim \|\kappa \partial u\|_{L^2_{\kappa}[\tilde{t}_0, \tilde{t}_1]}^2 + \|\partial u(\tilde{t}_0)\|_{L^2}^2 + B(F, u)_{[\tilde{t}_0, \tilde{t}_1]}, \quad (4.8)$$
where the implicit constant is independent of \( \tilde{t}_0, \tilde{t}_1 \) and \( \epsilon \). Here, \( B(F, u) \) is a bilinear norm
\[
B(F, u)_{[\tilde{t}_0, \tilde{t}_1]} = \inf_{f_1 + f_2 = F} \left( \| \tilde{x} f_1 \|_{L^1[\tilde{t}_0, \tilde{t}_1]} L^2 \| \partial u \|_{L^\infty[\tilde{t}_0, \tilde{t}_1]} L^2 \right.
\]
\[
+ \| \partial \leq 1(\tilde{x} f_2) \|_{L^2[\tilde{t}_0, \tilde{t}_1]} L^2 \| u \|_{L^2_K[\tilde{t}_0, \tilde{t}_1]} + \int_{\mathcal{M}[\tilde{t}_0, \tilde{t}_1]} (1 - \chi) |F|(|\partial u| + |u|/r) dV_g. \tag{4.9}
\]

Note that here
\[
\| \kappa \partial u \|_{L^2_{\rho_0}[\tilde{t}_0, \tilde{t}_1]} \leq \int_{\tilde{t}_0}^{\tilde{t}_1} \kappa(\tilde{t})^2 \| \partial u(\tilde{t}) \|_{L^2_{\rho_0}} d\tilde{t},
\]
and using Grönwall’s lemma we obtain
\[
\| \partial u \|_{L^\infty[\tilde{t}_0, \tilde{t}_1]} L^2 + \| u \|_{L^2_{E_K}[\tilde{t}_0, \tilde{t}_1]} \leq e^{\int_{\tilde{t}_0}^{\tilde{t}_1} \kappa(\tilde{t})^2 d\tilde{t}} \left( \| \partial u(\tilde{t}_0) \|_{L^2_{\rho_0}}^2 + B(F, u)_{[\tilde{t}_0, \tilde{t}_1]} \right).
\]

If \( \int_{\tilde{t}_0}^{\tilde{t}_1} \kappa(\tilde{t})^2 d\tilde{t} \leq C \), this estimate implies the estimate in Theorem 2.1 for perturbations of Kerr. This is the case if we assume, for instance, that
\[
\kappa(t) = \langle t \rangle^{-1/2-\delta}, \quad \delta > 0,
\]
in which case we obtain
\[
\| \partial u \|_{L^\infty[\tilde{t}_0, \tilde{t}_1]} L^2 + \| u \|_{L^2_{E_K}[\tilde{t}_0, \tilde{t}_1]} \leq \| \partial u(\tilde{t}_0) \|_{L^2_{\rho_0}}^2 + F(2)_{[\tilde{t}_0, \tilde{t}_1]} L^2 + \| u \|_{L^2_{E_K}[\tilde{t}_0, \tilde{t}_1]}.
\]

On the other hand, if we assume that
\[
\kappa(t) = \epsilon^{1/2} \langle t \rangle^{-1/2},
\]
we obtain
\[
\| \partial u \|_{L^\infty[\tilde{t}_0, \tilde{t}_1]} L^2 + \| u \|_{L^2_{E_K}[\tilde{t}_0, \tilde{t}_1]} \leq \int_{\mathcal{M}_{\rho_0}[\tilde{t}_0, \tilde{t}_1]} \epsilon \| \partial u \|_{L^2_{\rho_0}}^2 dV_g + \| \partial u(\tilde{t}_0) \|_{L^2_{\rho_0}}^2 + B(F, u)_{[\tilde{t}_0, \tilde{t}_1]},
\]
which is the estimate we need for the quasilinear problem. Note that this estimate in particular implies by Gronwall’s inequality that for the homogeneous problem the energy increases at most as \( t^C \).

### 4.2. Additional Control of \( \langle D_x \rangle^{-1} D_t \)

The extra norm that we control in (4.8),
\[
\| D_t u \|_{L^2_{E_0}[\tilde{t}_0, \tilde{t}_1]} = \| \chi D_r \langle D_x \rangle^{-1} \chi D_t u \|_{L^2[\tilde{t}_0, \tilde{t}_1]} L^2 + \| \chi \langle D_x \rangle^{-1} \chi D_t u \|_{L^2[\tilde{t}_0, \tilde{t}_1]} L^2,
\]
is needed to control commutator terms in the proof, see (3.6). It is in fact bounded by the other terms in (4.8):
Proposition 4.2.
\[ \|D_t u\|_{L^2_{t_0,t_1} L^2_x} \lesssim \|u\|_{L^2_{t_0,t_1} L^\infty_x} + E[u](t_0) + E[u](t_1) \]
\[
+ \|k\partial u\|_{L^2_{t_0,t_1} L^2_x} + B(F,u)(t_0,t_1). \tag{4.10}
\]

The proof follows from the following lemma:

Lemma 4.3. For any compactly supported operator \(Q_0 = \chi q_0^w \chi\), where \(q_0 \in S^0\), and \(\Box_g u = F\) we have
\[
\|D_t Q_0 u(t)\|_{L^2_{t_0,t_1} L^2_x} \lesssim E[u](t_0) + E[u](t_1) + \|D_x Q_0 u\|_{L^2_{t_0,t_1} L^2_x}
+ \|k\partial u\|_{L^2_{t_0,t_1} L^2_x} + B(F,u)(t_0,t_1). \tag{4.11}
\]

Similarly, we have that
\[
\|D_t u\|_{H^1_{t_0,t_1} L^2_x} \lesssim E[u](t_0) + E[u](t_1) + \|u\|_{L^2_{t_0,t_1} L^2_x} + B(F,u)(t_0,t_1). \tag{4.12}
\]

Proof. Let us prove (4.11). Since \(\partial_t\) and \(Q_0\) commute, we obtain after integrating by parts in time
\[
\|D_t Q_0 u(t)\|_{L^2_{t_0,t_1} L^2_x} \lesssim E[u](t_0) + E[u](t_1) + \int_{\mathcal{M}_{ps}[t_0,t_1]} \partial_t(g^{00}\sqrt{|g|}\partial_t u)
\times \frac{1}{g^{00}\sqrt{|g|}} Q_0^2 u + g^{00}\sqrt{|g|}\partial_t u \partial_t \left( \frac{1}{g^{00}\sqrt{|g|}} \right) Q_0^2 u \, dx \, dt.
\]

Clearly due to (4.3), we have
\[
\int_{\mathcal{M}_{ps}[t_0,t_1]} g^{00}\sqrt{|g|}\partial_t u \partial_t \left( \frac{1}{g^{00}\sqrt{|g|}} \right) Q_0^2 u \, dx \, dt
\lesssim \int_{\mathcal{M}_{ps}[t_0,t_1]} \kappa^2 |\partial u|^2 + u^2 \, dx \, dt \lesssim RHS(4.11).
\]

On the other hand, we write
\[
\sqrt{|g|}\Box_g u = \partial_t(g^{00}\sqrt{|g|}\partial_t u) + \partial_t(g^{ij}\sqrt{|g|}\partial_j u)
+ \partial_t(g^{ij}\sqrt{|g|}\partial_j u) + \partial_j(g^{00}\sqrt{|g|}\partial_t u).
\]

We multiply \(\Box_g u = F\) by \(\frac{1}{g^{00}} Q_0^2 u\) and integrate by parts. We clearly have
\[
\int_{\mathcal{M}_{ps}[t_0,t_1]} F \left( \frac{1}{g^{00}\sqrt{|g|}} Q_0^2 u \right) \, dx \, dt
\lesssim \inf_{F_1 + F_2 = F} \left( \|F_1\|_{L^1_t L^2_x} \|\tilde{x} u\|_{L^\infty_{t_x}} + \|F_2\|_{L^2_{t_0,t_1}} \|u\|_{L^2_{t_0,t_1}} \right)
\lesssim B(F,u)(t_0,t_1),
\]
where we used a version of Hardy’s inequality to bound the first term.
We will show that
\[ \int_{\mathcal{M}_{ps}[\tilde{t}_0, \tilde{t}_1]} g^{ij} \sqrt{|g|} \partial_j u \cdot \partial_i \left( \frac{1}{g^{00} \sqrt{|g|}} Q^2_0 \right) \, dx \, dt \lesssim \text{RHS}(4.11), \quad (4.13) \]
\[ \int_{\mathcal{M}_{ps}[\tilde{t}_0, \tilde{t}_1]} \left( g^{ij} \sqrt{|g|} \partial_j u \right) \cdot \partial_i \left( \frac{1}{g^{00} \sqrt{|g|}} Q^2_0 \right) \, dx \, dt \]
\[ + \left( g^{ij} \sqrt{|g|} \partial_t u \right) \cdot \partial_j \left( \frac{1}{g^{00} \sqrt{|g|}} Q^2_0 \right) \, dx \, dt \]
\[ \lesssim \text{RHS}(4.11) + a \| D_t Q_0 u(t) \|^2_{L^2[\tilde{t}_0, \tilde{t}_1]} L^2. \]

Since the terms involving $D_t Q_0 u$ on the right-hand side can be absorbed on the left-hand side for small enough $a$ and $\epsilon$, this completes the proof of (4.11).

Recall that by (4.2)–(4.3) we have
\[ \left| \partial_{\leq 1} \left( g^{ij} \sqrt{|g|} - \frac{1}{g^{00} \sqrt{|g|}} \right) \right|^2 \lesssim \kappa_1, \]
and thus, by Cauchy–Schwarz
\[ \int_{\mathcal{M}_{ps}[\tilde{t}_0, \tilde{t}_1]} \left| g^{ij} \sqrt{|g|} \partial_j u \cdot \partial_i \left( \frac{1}{g^{00} \sqrt{|g|}} - \frac{1}{g^{00} \sqrt{|g|}} \right) Q^2_0 \right| \, dx \, dt \]
\[ \lesssim \int_{\mathcal{M}_{ps}[\tilde{t}_0, \tilde{t}_1]} \kappa^2 |\partial u|^2 + |D_x Q^2_0 u|^2 + |Q^2_0|^2 \, dx \, dt \]
\[ \lesssim \text{RHS}(4.11). \]

Similarly, since
\[ \left| \partial_{\leq 1} \left( g^{ij} \sqrt{|g|} - \frac{1}{g^{00} \sqrt{|g|}} \right) \right| \lesssim \kappa_1, \]
we obtain
\[ \int_{\mathcal{M}_{ps}[\tilde{t}_0, \tilde{t}_1]} \left| (g^{ij} \sqrt{|g|} \partial_j u - g^{ij} \sqrt{|g| K}) \partial_j u \cdot \partial_i \left( \frac{1}{g^{00} \sqrt{|g|}} Q^2_0 \right) \right| \, dx \, dt \]
\[ \lesssim \int_{\mathcal{M}_{ps}[\tilde{t}_0, \tilde{t}_1]} \kappa^2 |\partial u|^2 + |D_x Q^2_0 u|^2 + |Q^2_0|^2 \, dx \, dt \]
\[ \lesssim \text{RHS}(4.11). \]

Finally, after using the symmetry of $Q_0$, we obtain
\[ \int_{\mathcal{M}_{ps}[\tilde{t}_0, \tilde{t}_1]} g^{ij} \sqrt{|g|} \partial_i u \cdot \partial_j \left( \frac{1}{g^{00} \sqrt{|g|}} Q^2_0 \right) \, dx \, dt \]
\[ = \int_{\mathcal{M}_{ps}[\tilde{t}_0, \tilde{t}_1]} g^{ij} \sqrt{|g|} \partial_i u \cdot [\partial_j, \frac{1}{g^{00} \sqrt{|g|}} Q_0] Q_0 u \]
\[ + \left[ Q_0, \frac{g^{ij}}{g^{00}} \right] u \cdot \partial_j Q_0 u + \frac{g^{ij}}{g^{00}} \partial_i Q_0 u \cdot \partial_j Q_0 u \, dx \, dt. \]
Here, one sees directly that the last two terms are bounded by the right-hand side of (4.11). To prove that this is true also for the first one integrates $\partial_t$ by parts. This finishes the proof of (4.13).

The proof of (4.14) is similar. Using that $g_k^{0j} = O(a)$, we obtain

$$
\int_{M_{\partial s}[\tilde{t}_0, \tilde{t}_1]} g_k^{0j} \sqrt{|g_k|} \partial_j u \cdot \partial_t \left( \frac{1}{g_k^{00} \sqrt{|g_k|}} Q_0^2 u \right) \, dx dt
$$

$$
= \int_{M_{\partial s}[\tilde{t}_0, \tilde{t}_1]} g_k^{0j} \partial_j Q_0 u \cdot \partial_t Q_0 u + [Q_0, \frac{g_k^{0j}}{g_k^{00}} \partial_j] u \cdot \partial_t Q_0 u \, dx dt
$$

$$
\lesssim RHS(4.11) + a \| D_t Q_0 u(t) \|_{L^2[\tilde{t}_0, \tilde{t}_1]}^2.
$$

The other terms are similar to the ones above.

The proof of (4.12) is similar to the analogous statement (2.18) in Kerr. One multiplies $\Box g u = F$ by $Q^2$, where $Q \in OPS^{-1}$ is compactly supported, and integrates by parts. □

### 4.3. Proof of the Main Theorem

We will now prove Theorem 4.1. Away from $r = 3M$, the argument is identical to the one in [41]. The main difficulty comes from the complicated nature of the trapped set, which is best described in phase space. We will use the same pseudodifferential operator as the one used in the proof of Theorem 2.1. As we shall see, at the principal symbol level, under assumptions (4.1), (4.2), (4.3), the error terms will satisfy

$$
Err \lesssim \epsilon \left( g_1^2 (\tau - \tau_2)^2 + g_2^2 (\tau - \tau_1)^2 + \xi^2 \right) + \kappa(t) |\xi|^2.
$$

The first three terms are controlled by the left-hand side, while the last one gives rise to the first term on the right-hand side of (4.8).

We will prove the slightly weaker version of (4.8):

$$
\| \partial u \|_{L^\infty[\tilde{t}_0, \tilde{t}_1]} L^2 + \| u \|_{L^2_{K, \delta}[\tilde{t}_0, \tilde{t}_1]}^2
\lesssim \int_{M_{\partial s}[\tilde{t}_0, \tilde{t}_1]} \kappa(\tilde{t}) |\partial u|^2 dV_g + \| \partial u(\tilde{t}_0) \|_{L^2_2}^2 + B(F, u)[\tilde{t}_0, \tilde{t}_1],
$$

(4.15)

where

$$
\| u \|_{L^2_{K, \delta}[\tilde{t}_0, \tilde{t}_1]} = \| (1 - \chi_{R_1}) u \|_{L^2_{K}[\tilde{t}_0, \tilde{t}_1]} + \| \chi_{R_1} r^{-1/2 - \delta} \partial u \|_{L^2[\tilde{t}_0, \tilde{t}_1]} L^2 + \| \chi_{R_1} r^{-3/2 - \delta} u \|_{L^2[\tilde{t}_0, \tilde{t}_1]} L^2,
$$

for some $R_1 \gg M$. This estimate is identical to (4.8), except for a loss of $r^\delta$. The transition to (4.8) once (4.15) holds is straightforward, see the end of Section 4 in [41].

Let $f_0$ be a function so that

$$
f_0(\tilde{t}, x) = \begin{cases} \sqrt{g_k^{00} g_k^{00}} / \sqrt{|g_k|}, & |r - 3M| \leq M/4, \\ 1 & |r - 3M| > 3M/8 \end{cases}
$$

(4.16)
and so that
\[ |f_0 - 1| + |\partial f_0| \lesssim \kappa_1(t). \]
This is possible due to (4.2). The role of \( f_0 \) is to simplify the problem by making \( h^{00} = 0 \) near the trapped set.

We compute
\[ f_0 \Box_g = P_0 - g^{\alpha\beta}(\partial_\alpha f_0)\partial_\beta, \quad P_0 := \frac{1}{\sqrt{|g|}}\partial_\alpha(g^{\alpha\beta}f_0\sqrt{|g|}\partial_\beta). \]

In order to apply the results of [41], it will be convenient to work with a metric that is identically Kerr near the trapped set and identically \( g \) away from it. We thus define
\[ \tilde{g} = \tilde{\chi}g_K + (1 - \tilde{\chi})g. \]

We can now write
\[ f_0 \hat{\Box}_g = \hat{\Box}_g + P_h - g^{\alpha\beta}(\partial_\alpha f_0)\partial_\beta, \quad (4.17) \]
where
\[ P_h = \partial_\alpha(\tilde{h}^{\alpha\beta}\partial_\beta), \quad \tilde{h}^{\alpha\beta} := f_0\sqrt{|g|}g^{\alpha\beta} - \sqrt{|\tilde{g}|}\tilde{g}^{\alpha\beta}. \]

Clearly \( \tilde{h}^{\alpha\beta} \) are supported near the trapped set, and \( \tilde{h}^{00} = 0 \) in \( \mathcal{M}_{ps}[\tilde{t}_0, \tilde{t}_1] \).

It is easy to check (see also Lemma 4.2 in [41]) that \( \tilde{h} \) also satisfy (4.1)–(4.4).
We will thus slightly abuse notation and redefine \( \tilde{h} = h \) for the rest of the section.

The multiplier we will use will be of the form \( C\partial_t + S_g \), with
\[ S_g = f_0S_K, \quad S_K = X + S + q + E. \]

For the \( C\partial_t \) term, we have
\[ \int_{\mathcal{M}[\tilde{t}_0, \tilde{t}_1]} (\Box_g u)C\partial_t u \, dV_g = \int_{\mathcal{M}[\tilde{t}_0, \tilde{t}_1]} Q[g, C\partial_t] \, dV_g - C BDR^3[\tilde{u}]_{t=\tilde{t}_1} - C BDR^3[\tilde{u}]_{r=\tilde{r}_e}. \]

On the other hand, we also compute
\[ \int_{\mathcal{M}[\tilde{t}_0, \tilde{t}_1]} (\hat{\Box}_g u)S_K u \, dx \, dt = \int_{\mathcal{M}[\tilde{t}_0, \tilde{t}_1]} Q[\tilde{g}, X, q, m] \, dx \, dt + IQ[\tilde{g}, S, E] - BDR^2[\tilde{u}]_{t=\tilde{t}_0} - BDR^2[\tilde{u}]_{r=\tilde{r}_e}. \]

We can now write
\[ S_K = \chi(s^w_K + e^w_K)\chi + S_{\text{out}}, \quad S_{\text{out}} = X_{\text{out}} + q_{\text{out}}. \]

Clearly \( X_{\text{out}} \) and \( q_{\text{out}} \) are a first-order vector field and scalar function, respectively.

We thus have (recall the definitions (2.33) and (2.36))
\[ \int_{\mathcal{M}[\tilde{t}_0, \tilde{t}_1]} (P_h u)S_K u \, dx \, dt = \int_{\mathcal{M}[\tilde{t}_0, \tilde{t}_1]} Q[P_h, X_{\text{out}}, S_{\text{out}}] \, dx \, dt + IQ[P_h, \chi s^w_K \chi, \chi e^w_K \chi] - BDR^3[\tilde{u}]_{t=\tilde{t}_0}. \]
Since
\[
\int_{\mathcal{M}[\bar{t}_0, \bar{t}_1]} (f_0 \square_g u) S_K u \, dx \, dt = \int_{\mathcal{M}[\bar{t}_0, \bar{t}_1]} \square_g u \cdot S_g u \, dV_g,
\]
we obtain, using (4.17)
\[
\left\|ight.\int_{\mathcal{M}[\bar{t}_0, \bar{t}_1]} \sqrt{|g|} Q[g, C \partial_t] + \sqrt{|g|} Q[\bar{g}, X, q, m] + Q[P_h, X_{\text{out}}, S_{\text{out}}]
\]
\[-\sqrt{|g|} g^{\alpha \beta} \partial_\alpha f_0 \partial_\beta u S_K u \, dt \, dx
\]
\[+IQ[\bar{g}, S, E] + IQ[P_h, \chi s_K^w \chi, \chi e_K^w \chi] = -\int_{\mathcal{M}[\bar{t}_0, \bar{t}_1]} \square_g u \cdot (C \partial_t + S_g) u \, dV_g
\]
\[-BDR^g[u]|_{t=\bar{t}_1} - BDR^g[u]|_{r=r_e}. \tag{4.18}
\]

The boundary terms are small perturbations of the boundary terms for the Kerr metric and thus satisfy
\[
BDR^g[u]|_{t=\bar{t}_1} \approx \left\| \partial u(\bar{t}_1) \right\|^2_{L^2}, \quad i = 1, 2,
\]
\[
BDR^g[u]|_{r=r_e} \approx \left\| u \right\|^2_{H^1(\Sigma^+[\bar{t}_0, \bar{t}_1])}. \tag{4.19}
\]

For the inhomogeneous term, we prove the following:

**Lemma 4.4.** We have
\[
-\int_{\mathcal{M}[\bar{t}_0, \bar{t}_1]} \square_g u \cdot (C \partial_t + S_g) u \, dV_g \lesssim B(F, u)[\bar{t}_0, \bar{t}_1].
\]

**Proof.** Away from the trapped set, we have that $S_g = X + q$. Thus, the inhomogeneous term satisfies
\[
-\int_{\mathcal{M}[\bar{t}_0, \bar{t}_1] \setminus \mathcal{M}_p[\bar{t}_0, \bar{t}_1]} \square_g u \cdot (C \partial_t + S_g) u \, dV_g
\]
\[\lesssim \int_{\mathcal{M}[\bar{t}_0, \bar{t}_1]} (1 - \chi) \left| F \right| \left( \left| \partial u \right| + r^{-1} \left| u \right| \right) dV_g,
\]
by the choice of $X$ and $q$ in the Schwarzschild case.

On the other hand, we also have
\[
\left| \int_{\mathcal{M}_p[\bar{t}_0, \bar{t}_1]} \square_g u \cdot (C \partial_t + S_g) u \, dV_g \right| \lesssim B(F, u)[\bar{t}_0, \bar{t}_1]. \tag{4.20}
\]

Indeed, by Cauchy–Schwarz we have
\[
\left| \int_{\mathcal{M}_p[\bar{t}_0, \bar{t}_1]} F_1 \cdot (C \partial_t + S_g) u \, dV_g \right| \lesssim \left\| \tilde{\chi} F_1 \right\|_{L^1[\bar{t}_0, \bar{t}_1] L^2} \left\| \tilde{\chi} (C \partial_t + S_g) u \right\|_{L^\infty[\bar{t}_0, \bar{t}_1] L^2}
\]
\[\lesssim \left\| \tilde{\chi} F_1 \right\|_{L^1[\bar{t}_0, \bar{t}_1] L^2} \left\| \partial u \right\|_{L^\infty[\bar{t}_0, \bar{t}_1] L^2},
\]
\[
\left| \int_{\mathcal{M}_p[\bar{t}_0, \bar{t}_1]} F_2 \cdot S_g u \, dV_g \right| \lesssim \left\| F_2 u \right\|_{L^2_p[\bar{t}_0, \bar{t}_1]} \left\| S_g u \right\|_{L^2_p[\bar{t}_0, \bar{t}_1]}
\]
\[\lesssim \left\| \tilde{\chi} F_2 u \right\|_{L^2[\bar{t}_0, \bar{t}_1] L^2} \left\| u \right\|_{LE_p^4[\bar{t}_0, \bar{t}_1]}.\]
Finally, integration by parts in time, the trace theorem and Cauchy–Schwarz gives

\[
\left| \int_{\mathcal{M}_{ps}[\tilde{t}_0, \tilde{t}_1]} F_2 \cdot \mathcal{C} \partial_t u \, dV_g \right| \\
\lesssim \|\partial_t F_2\|_{L^2_{ps}[\tilde{t}_0, \tilde{t}_1]} \|u\|_{L^2_{ps}[\tilde{t}_0, \tilde{t}_1]} + \|F_2 u\|_{L^\infty[\tilde{t}_0, \tilde{t}_1]} \|
\]

This finishes the proof of (4.20). \qed

We will also prove that

\[
LHS(4.18) + \int_{\mathcal{M}_{ps}[\tilde{t}_0, \tilde{t}_1]} \kappa(\tilde{t}) |\partial u|^2 \, dV_g + (a + \epsilon) \\
\left( E[u](\tilde{t}_0) + E[u](\tilde{t}_1) + B(F, u)_{[\tilde{t}_0, \tilde{t}_1]} \right) \gtrsim \|u\|_{L^2_{E^{k,\delta}[\tilde{t}_0, \tilde{t}_1]}}^2.
\]

The estimates (4.19), (4.20) and (4.21) imply the desired conclusion (4.15) for small enough \(a\) and \(\epsilon\).

We now prove (4.21).

We start with the following lemma that gives control of the local energy estimate. The other terms on the left-hand side of (4.18) are perturbative.

Lemma 4.5. We have

\[
\int_{\mathcal{M}[\tilde{t}_0, \tilde{t}_1]} \sqrt{g} Q[g, C \partial_t] + \sqrt{\tilde{g}} Q[\tilde{g}, X, q, m] \, dt \, dx + IQ[\tilde{g}, S, E] \\
+ \int_{\mathcal{M}_{ps}[\tilde{t}_0, \tilde{t}_1]} \kappa(\tilde{t}) |\partial u|^2 \, dV_g + (a + \epsilon) \\
\left( E[u](\tilde{t}_0) + E[u](\tilde{t}_1) + B(F, u)_{[\tilde{t}_0, \tilde{t}_1]} \right) \gtrsim \|u\|_{L^2_{E^{k,\delta}[\tilde{t}_0, \tilde{t}_1]}}^2.
\]

Proof. Due to (2.17), we have that

\[
\int_{\mathcal{M}[\tilde{t}_0, \tilde{t}_1]} \sqrt{gK} |Q[gK, X, q, m] \, dt \, dx \\
+ IQ[gK, S, E] \gtrsim \|u\|_{L^2_{E^{k,\delta}[\tilde{t}_0, \tilde{t}_1]}}^2 - a \|D_t u\|_{L^2_{H^{1,0}}[\tilde{t}_0, \tilde{t}_1]}^2.
\]

The last term on the right can be controlled by (4.12).

Moreover, since \(\tilde{g} = gK\) on \(\mathcal{M}_{ps}[\tilde{t}_0, \tilde{t}_1]\), we obtain

\[
IQ[\tilde{g}, S, E] = IQ[gK, S, E], \quad \int_{\mathcal{M}_{ps}[\tilde{t}_0, \tilde{t}_1]} Q[\tilde{g}, X, q, m] \, dV_{\tilde{g}} = \int_{\mathcal{M}_{ps}[\tilde{t}_0, \tilde{t}_1]} Q[gK, X, q, m] \, dV_K.
\]

On the other hand, away from the trapped set both \(g\) and \(\tilde{g}\) are small perturbations of the Schwarzschild metric \(g_S\) with the same mass \(M\) (and are
actually equal away from a compact set). In the first case when (4.5) holds everywhere, an easy computation yields

\[
\int_{\mathcal{M}([t_0, \tilde{t}_1]) \setminus \mathcal{M}_{ps,[t_0, \tilde{t}_1]}} \sqrt{|g|} Q[g, C \partial_t] + \sqrt{|g|} Q[\tilde{g}, X, q, m] \\
- \sqrt{|g_s|} Q[g_s, C \partial_t + X, q, m] \, dt \, dx \\
\lesssim \epsilon \int_{\mathcal{M}([t_0, \tilde{t}_1]) \setminus \mathcal{M}_{ps,[t_0, \tilde{t}_1]}} r^{-1-\delta} |\partial u|^2 + r^{-3-\delta}|u|^2 \, dt \, dx \\
\lesssim \epsilon \|u\|_{L^2_{K, \epsilon}[t_0, \tilde{t}_1]}^2.
\]

In the second case, when (4.6) and (4.7) hold, the proof of (4.25) in [41] yields

\[
\int_{\mathcal{M}([t_0, \tilde{t}_1]) \setminus \mathcal{M}_{ps,[t_0, \tilde{t}_1]}} \sqrt{|g|} Q[g, C \partial_t] \\
+ \sqrt{|g|} Q[\tilde{g}, X, q, m] - \sqrt{|g_s|} Q[g_s, C \partial_t + X, q, m] \, dt \, dx \\
\lesssim \epsilon \left( \int_{\mathcal{M}([t_0, \tilde{t}_1]) \setminus \mathcal{M}_{ps,[t_0, \tilde{t}_1]}} Q[g_s, C \partial_t + X, q, m] \sqrt{|g_s|} \\
+ |F|(|\partial u| + r^{-1}|u|) \, dt \, dx + \|\partial u\|_{L^\infty_{K, \epsilon}[t_0, \tilde{t}_1] L^2}^2 \right).
\]

Moreover, since $|\partial|^{\leq 1}(g_K - g_s) | \lesssim \frac{\epsilon}{r}$ we trivially have that

\[
\int_{\mathcal{M}([t_0, \tilde{t}_1]) \setminus \mathcal{M}_{ps,[t_0, \tilde{t}_1]}} Q[g_K, C \partial_t + X, q, m] \sqrt{|g|} - Q[g_s, C \partial_t + X, q, m] \sqrt{|g_s|} \, dt \, dx \\
\lesssim a \int_{\mathcal{M}([t_0, \tilde{t}_1]) \setminus \mathcal{M}_{ps,[t_0, \tilde{t}_1]}} Q[g_s, X, q, m] \sqrt{|g_s|} \, dt \, dx.
\]

Finally, (4.3) shows that

\[
\int_{\mathcal{M}_{ps,[t_0, \tilde{t}_1]}} Q[g, C \partial_t] \, dV_g \lesssim \|\kappa_0 \partial u\|_{L^2_{ps}}^2.
\]

This finishes the proof of the lemma. \[\square\]

Let us now control the error caused by $f_0$.

**Lemma 4.6.** We have

\[
\int_{\mathcal{M}([\tilde{t}_0, \tilde{t}_1])} \left| \left( g^{\alpha \beta} (\partial_\alpha f_0) \partial_\beta u \right) (S_K u) \right| \, dV_{\tilde{g}} \\
\lesssim \epsilon \left( \|u\|_{L^2_{K, \epsilon}[\tilde{t}_0, \tilde{t}_1]} + E[u](\tilde{t}_0) + E[u](\tilde{t}_1) + B(F, u)_{[\tilde{t}_0, \tilde{t}_1]} \right).
\]

We first note that $\partial f_0 = 0$ outside $[\tilde{t}_0, \tilde{t}_1] \times \tilde{I}_{ps}$. Secondly, we write as above

\[
S_K = \chi (s_K^w + e_K^w) \chi + S_{\text{out}}.
\]
Clearly $S_{\text{out}}$ is a first-order differential operator with support outside $I'_{ps}$, and thus, since $\partial f_0 = O(\epsilon)$:

$$
\int_{M[I_0, I_1]} |(g^{\alpha\beta}(\partial_\alpha f_0)\partial_\beta u)(S_{\text{out}} u)| \, dV_\tilde{g} \\
\lesssim \epsilon \int_{I_0}^{I_1} \int_{I_{ps} \setminus I_{ps}} |\partial u|^2 + u^2 \\
\, dV_\tilde{g} \lesssim \epsilon \|u\|_{LE_K[I_0, I_1]}^2.
$$

Finally by Cauchy–Schwarz, (4.2), (3.6) and (4.10), we can now estimate the error near the trapped set:

$$
\int_{M[I_0, I_1]} |(g^{\alpha\beta}(\partial_\alpha f_0)\partial_\beta u)(\chi(s_K^w + e_K^w)\chi u)| \, dV_\tilde{g} \\
\lesssim \int_{M_{ps}[I_0, I_1]} \kappa(\tilde{t})|\partial u|^2 \, dV_\tilde{g} + \epsilon |\chi(s_K^w + e_K^w)\chi u|^2 \, dV_\tilde{g} \\
\lesssim \int_{M_{ps}[I_0, I_1]} \kappa(\tilde{t})|\partial u|^2 \, dV_\tilde{g} + \epsilon \|u\|_{LE_K[I_0, I_1]}^2 + E[u](\tilde{t}_0) + E[u](\tilde{t}_1) + B(F, u)[I_0, I_1].
$$

We are thus left with proving that:

**Lemma 4.7.** We have

$$
\left| \int_{M[I_0, I_1]} Q[P_h, X_{\text{out}}, q_{\text{out}}] dx \, dt + IQ[P_h, \chi s_K^w \chi, \chi e_K^w \chi] \, dV_\tilde{g} \right| \\
\lesssim \int_{M_{ps}[I_0, I_1]} \kappa(\tilde{t})|\partial u|^2 \, dV_\tilde{g} \\
+ \epsilon \|u\|_{LE_K[I_0, I_1]}^2 + E[u](\tilde{t}_0) + E[u](\tilde{t}_1) + B(F, u)[I_0, I_1].
$$

**Proof.** Since $X_{\text{out}}$ and $q_{\text{out}}$ are supported away from the trapped set, and $h$ is supported in a compact region, it is immediate that

$$
\left| \int_{M[I_0, I_1]} Q[P_h, X_{\text{out}}, q_{\text{out}}] dx \, dt \right| \lesssim \epsilon \|u\|_{LE_K[I_0, I_1]}^2.
$$

It is thus enough to show that

$$
\left| IQ[P_h, \chi s_K^w \chi, \chi e_K^w \chi] \right| \lesssim \int_{M_{ps}[I_0, I_1]} \kappa(\tilde{t})|\partial u|^2 \, dV_\tilde{g} \\
+ \epsilon \|u\|_{LE_K[I_0, I_1]}^2 + E[u](\tilde{t}_0) + E[u](\tilde{t}_1) + B(F, u)[I_0, I_1]. \quad (4.22)
$$

Let us first estimate the error coming from the zeroth-order term $\chi e_K^w \chi$. Using the definition (2.38), we need to show that

$$
\int_{I_0}^{I_1} \left| h^{\alpha j} D_\alpha u \cdot \partial_j \chi e_K^w \chi u + h^{0 j} D_0 u \cdot D_j \chi e_K^w \chi u \right. \\
\left. + \left( D_0 h^{0 j} D_j u - D_j h^{0 j} D_0 u \right) \cdot \chi e_K^w \chi u \right| \, dx \, dt \lesssim RHS(4.22). \quad (4.23)
$$
Since by (3.6) and (4.10) we have
\[ \int_{\hat{t}_0}^{\hat{t}_1} \left| \chi e^K u D_j u \right|^2 + \left| D_j \chi e^K u \right|^2 + \left| \chi e^K \chi D_j u \right|^2 \, dx \, dt \]
\[ \lesssim \|u\|_{LE_1 K[\hat{t}_0, \hat{t}_1]}^2 + E[u](\hat{t}_0) + E[u](\hat{t}_1) + B(F, u)_{[\hat{t}_0, \hat{t}_1]} , \]
(4.23) follows by Cauchy–Schwarz and (4.2).

We are left with dealing with the contribution coming from the first-order term \( \chi s w K \chi \). Indeed, using the definition (2.37) combined with Proposition 3.6, (4.2), (4.4) and (4.10) we obtain
\[ \int_{\hat{t}_0}^{\hat{t}_1} \left| h \alpha \beta [D_\beta, \chi s w K \chi] u \cdot D_\alpha u \right| \, dx \, dt \]
\[ \lesssim \left( \|u\|_{LE_1 K[\hat{t}_0, \hat{t}_1]} + \|D_t u\|_{LE_1[\hat{t}_0, \hat{t}_1]} \right) \left( \|\kappa_1 \partial u\|_{L^2_1 [\hat{t}_0, \hat{t}_1]} + \|\epsilon u\|_{L^2_1 [\hat{t}_0, \hat{t}_1]} \right) \]
\[ \lesssim \epsilon \left( \|u\|_{LE_1 K[\hat{t}_0, \hat{t}_1]}^2 + E[u](\hat{t}_0) + E[u](\hat{t}_1) + B(F, u)_{[\hat{t}_0, \hat{t}_1]} \right) \]
\[ + \int_{M_{ps}[\hat{t}_0, \hat{t}_1]} \kappa(\hat{t}) \left| \partial u \right|^2 \, dV_g . \]

This finishes the proof of the lemma. \( \square \)

5. Quasilinear Wave Equations Close to Kerr

The main application of Theorem 4.1 will be to establish global existence of solutions to quasilinear wave equations close to Kerr metrics with small angular momentum, which extends our previous result from [41].

Let us recall the setup from [41]. We study the equation
\[ \Box_g u_{\hat{t} = 0} = 0, \quad u|_{\tilde{t} = 0} = u_0, \quad \tilde{T} u|_{\tilde{t} = 0} = u_1 . \]
(5.1)
Here, \( \Box_g \) denotes the d’Alembertian with respect to a Lorentzian metric \( g \), which is equal the Schwarzschild metric when \( u \equiv 0 \), and \( \tilde{T} \) is a smooth, everywhere time-like vector field that equals \( \partial_{\tilde{t}} \) away from the black hole. The coordinate \( \tilde{t} \) is chosen so that the slice \( \tilde{t} = 0 \) is space-like and so \( \tilde{t} = t \) away from the black hole.

The metric \( g \) is given by
\[ g^{\alpha \beta} = g_K^{\alpha \beta} + H^{\alpha \beta}(t, x) u + O(u^2) \]
with \( g_K \) denoting the Kerr metric and \( H^{\alpha \beta} \) being smooth functions.

Let \( \tilde{r} \) denote a smooth strictly increasing function (of \( r \)) that equals \( r \) for \( r \leq R_1 \) and \( r^* \), for \( r \geq 2R_1 \), where \( R_1 > 6M \). Our favorite sets of vector fields will be
\[ \partial = \{ \partial_{\tilde{t}}, \partial_i \}, \quad \Omega = \{ x^i \partial_j - x^j \partial_i \}, \quad S = i \partial_{\tilde{t}} + \tilde{r} \partial_{\tilde{r}} , \]
namely the generators of translations, rotations and scaling. We set \( Z = \{ \partial, \Omega, S \} \).
For a triplet $\Lambda = (i, j, k)$ of multi-indices $i$, $j$ and $k$, we denote $|\Lambda| = |i| + 3|j| + 3k$ and

$$u_\Lambda = \partial^i \Omega^j S^k u, \quad u_{\leq m} = (u_\Lambda)_{|\Lambda| \leq m}.$$ We will also use the notation

$$\partial_{\leq m} u = (\partial_\alpha u)_{|\alpha| \leq m}.$$ Let $h^{\alpha\beta} := g^{\alpha\beta} - g_\Lambda^{\alpha\beta}$ be the difference in the metric coefficients. We will allow the metric $g$ to depend on the solution $u$, so that the difference in the metric coefficients $h^{\alpha\beta}(t, x, u)$ is smooth functions satisfying

$$h^{\alpha\beta}(t, x, u) = H^{\alpha\beta}(t, x) + O(u^2).$$ Since we want $h \approx u$, we want the functions $H^{\alpha\beta}$ to satisfy

$$H^{\alpha\beta} \in S_2^Z(1). \tag{5.3}$$

For the derivatives of $H$, we need to impose extra conditions to make the metric satisfy the conditions in Theorem 4.1, namely

$$\partial H^{\alpha\beta} \in S_2^Z\left(\frac{\tilde{t}^{1+\delta}}{r^{1+\delta}(\tilde{t} - r^*)^{1/2+\delta}}\right), \quad r^* \geq R_1^*, \tag{5.4}$$

where $R_1^* = r^*(R_1)$. We remark that a natural condition to impose on $\partial H^{\alpha\beta}$ is

$$\partial H^{\alpha\beta} \in S_2^Z\left(\frac{\tilde{t}}{r(t - r^*)}\right)$$ as this yields that $\partial h \approx \partial u$. However, we chose to instead work with the weakest possible assumption under which we can prove our result, which is (5.4).

In addition, we will need two technical conditions near the trapped set and the light cone. Let us define

$$W^\beta = \frac{1}{\sqrt{|g_S|}} \partial_\alpha (g^{\alpha\beta}_S \sqrt{|g_S|}) - \frac{1}{\sqrt{|g|}} \partial_\alpha (g^{\alpha\beta} \sqrt{g}).$$

A priori, near the trapped set $W$ satisfies the bound

$$|W_\Lambda| \lesssim |\partial h_\Lambda| + |h_{\leq \Lambda}| \lesssim |H| |\partial u_\Lambda| + |u_{\leq \Lambda}|, \quad |\Lambda| \leq N$$ which for the highest order term will not suffice to close the estimates under assumption (5.3). We will thus impose the extra assumption that

$$|W_\Lambda| \lesssim (t)^{-1/2} |\partial u_\Lambda| + |u_{\leq \Lambda}|, \quad |\Lambda| \leq N, \quad \text{when} \quad \frac{5M}{2} \leq r \leq \frac{7M}{2}. \tag{5.5}$$

One way to make sure this condition is satisfied is to assume, for example, that

$$|H_{\leq N}| \lesssim r^{1/2}(t)^{-1/2}$$ near the trapped set. Indeed, the above condition clearly implies (5.5). We remark that in the context of Einstein’s equations written down in generalized wave coordinates $W = 0$, so good behavior of $W$ can be expected.
On the other hand, in the region close to the cone \( r^* \sim t, r^* > \frac{t}{2} \) we need to assume additional decay for the components of \( h \) multiplying the worst decaying derivatives. To formulate this, we need to express \( h \) in a nullframe with respect to the Schwarzschild metric \( g_S \):

\[
\mathcal{L} = \partial_t - \partial_{r^*}, \quad L = \partial_t + \partial_{r^*}, \quad A = A^i(\omega)\partial_i;
\]

\[
B = B^i(\omega)\partial_i, \quad \partial_{r^*} = (1 - \frac{2M}{r})\omega^i\partial_i.
\]

Here, \( \mathcal{L} \) and \( L \) are null vectors

\[
g_S(\mathcal{L}, L) = g_S(L, \mathcal{L}) = 0, \quad g_S(L, L) = -2\left(1 - \frac{2M}{r}\right),
\]

and \( A \) and \( B \) are two orthonormal vectors

\[
g_S(A, A) = g_S(B, B) = 1, \quad g_S(A, B) = 0,
\]

tangential to the spheres where \( r \) is constant:

\[
g_S(L, B) = g_S(L, A) = g_S(L, B) = g_S(L, A) = 0.
\]

Expanding \( h \) in the nullframe

\[
h^{\alpha\beta} = h^{\mathcal{L}\mathcal{L}}\mathcal{L}^\alpha L^\beta + \sum_{T \in T} h^{LT}(L^\alpha T^\beta + T^\alpha L^\beta) + \sum_{U,T \in T} h^{UT}U^\alpha T^\beta
\]

\[
= h^{\mathcal{L}\mathcal{L}}\mathcal{L}^\alpha L^\beta + \sum_{T \in T} h^{LT}T^\alpha L^\beta + \sum_{T \in T} h^{\alpha T}T^\beta, \quad \text{where} \quad T = \{L, A, B\},
\]

we need to assume additional decay on \( h^{\mathcal{L}\mathcal{L}} \). We note that the coefficients in the nullframe expansion can be determined from \( h \) applied to the dual vectors with respect to the Schwarzschild metric

\[
U_\alpha = g_S^\alpha_\beta U^\beta, \quad U^\alpha V_\alpha = g_S(U, V).
\]

A calculation shows that \( A_i = A^i, B_i = B^i, \) and

\[
L_0 = -(1 - \frac{2M}{r}), \quad L_i = \omega_i, \quad L_0 = -(1 - \frac{2M}{r}), \quad L_i = -\omega_i.
\]

With the notation

\[
h_{\alpha\beta} = g_S^\alpha_\gamma g_S^\gamma_\delta h^{\delta\beta}, \quad h(U, V) = h_{\alpha\beta}U^\alpha V^\beta = h^{\alpha\beta}U_\alpha V_\beta,
\]

we have in particular

\[
h^{\mathcal{L}\mathcal{L}} = h(L, L)/g_S(L, L)^2.
\]

Geometrically the \( h^{\mathcal{L}\mathcal{L}} \) component controls the bending of the outgoing light cones. For the reduced Einstein’s equations, the metric satisfies the wave coordinate condition which in particular gives control of this component through the wave coordinate condition that heuristically says that \( \partial h^{\mathcal{L}\mathcal{L}} = O(\partial h) + O(h^2) \).

We need to assume that \( h^{\mathcal{L}\mathcal{L}} \) decays at a faster rate like in (4.6) because it is the coefficient multiplying the second derivative transversal to the outgoing
light cones that has the least decay. More explicitly, we assume that it satisfies the decay estimates
\[
|h_{LL}^{\Lambda}| \lesssim \langle t-r^* \rangle^{-\delta}|u_{\leq \Lambda}|, \quad |\partial h_{LL}^{\Lambda}| \lesssim \langle t-r^* \rangle^{-\delta}(|\partial u_{\leq \Lambda}| + \langle t-r^* \rangle^{-1/2}|u_{\leq \Lambda}|)
\]
(5.6)
for some small $\delta > 0$ and all $|\Lambda| \leq N$.

Again, in the context of Einstein’s equations in wave coordinates, we expect (5.6) to hold (see [38, 39]). Here, it follows from the following assumption on $H$:
\[
|H_{LL}^{\leq N}| \lesssim \langle t-r^* \rangle^{-\delta},
\]
\[
|\partial H_{LL}^{\leq N}| \lesssim \langle t-r^* \rangle^{-1/2}\langle t \rangle^{-\delta}.
\]
(5.7)

The metric coefficient $h_{LL}$ is in front of the derivative with the least decay $\partial_L^2 u$. In [38, 39], it was proved that for Einstein’s equations in wave coordinates
\[
|Z^I h_{LL}^{\leq N}| \leq \frac{C\varepsilon}{1+t+r}\left(\frac{1+|t-r^*|}{1+t}\right)^\gamma,
\]
if initial data are asymptotically flat, i.e., $h|_{t=0} = M/r + O(r^{-1-\gamma})$, $0 < \gamma < 1$. Our method here works for the case corresponding to any small $\gamma > 0$; if one assumes more decay of the coefficient $|H_{LL}^{\leq N}| \lesssim C\varepsilon(t-r^*)^\gamma(t)^{-\gamma}$ corresponding to larger $\gamma$, it may be possible to prove some additional decay for the solution in the interior.

We are now ready to state the our main result. We pick a large enough integer $N$ and define
\[
\mathcal{E}_N(t) = \|\partial u_{\leq N}\|_{L^\infty[0,t]}^2 L^2 + \|u_{\leq N}\|_{LE^1_K[0,t]}^2.
\]

**Theorem 5.1.** Assume that the metric $g$ is like in (5.2) and satisfies the extra conditions (5.3), (5.4), (5.5) and (5.7). Then there exists a global classical solution to (5.1), provided that the initial data are smooth, compactly supported and satisfies, for a certain $\epsilon_0 \ll 1$,
\[
\mathcal{E}_N(0) \leq \epsilon_0^2.
\]
Moreover, the solution satisfies the estimates (5.10) and (5.11).

We will now outline the bootstrap argument. There are three main theorems one needs to prove.

**Theorem 5.2.** Let $u$ solve (5.1), where $g$ is a Lorentzian metric satisfying the conditions from Section 3. Then for some constant $C_N$ independent of $\bar{t}_0$, $\bar{t}_1$, we have:
\[
\|\partial u_{\leq N}\|_{L^\infty[\bar{t}_0,\bar{t}_1]}^2 L^2 + \|u_{\leq N}\|_{LE^1_K[\bar{t}_0,\bar{t}_1]}^2 \leq C_N\bar{t}^{CN\epsilon} \|\partial u_{\leq N}(\bar{t}_0)\|_{L^2}.
\]
(5.8)
**Theorem 5.3.** Let $T$ be a fixed time and $u$ solve (5.1) in the time interval $T \leq t \leq 2T$. Assume that $g(u, t, x)$ satisfies the conditions from Section 3. Then for any multi-index $|\Lambda| \leq N - 13$, we have for $T \leq t \leq 2T$:

\[
|u_\Lambda| \leq C'_{|\Lambda|}(t)^{-1}(t - r^*)^{1/2}\|u_{L_2}^{LE_k}[T, 2T]_{|\Lambda| + 13} \|
\]

\[
|\partial u_\Lambda| \leq C'_{|\Lambda|}(r)^{-1}(t - r^*)^{-1/2}\|u_{L_2}^{LE_k}[T, 2T]_{|\Lambda| + 13} \|
\]

**Theorem 5.4.** Let $u$ solve (5.1), where $g$ is as in Theorem 5.2. Then for $N \leq N - 3$, we have:

\[
\|\partial u_{\leq N}\|^2_{L^\infty[\tilde{t}_0, \tilde{t}_1]} + \|u_{\leq N}\|^2_{L_2^{LE_k}[\tilde{t}_0, \tilde{t}_1]} \leq \|\partial u_{\leq N}(\tilde{t}_0)\|^2_{L_2}
\]

Let us now assume that the initial data are small enough,

\[
\mathcal{E}_N(0) \leq \mu_N \epsilon^2
\]

where $N \geq 36$ and $\mu_N > 0$ is a fixed, small $N$-dependent constant to be determined below.

Let $N_1 = \frac{N}{2} + 2$ and $\tilde{N} = N - 3$. We will assume that the following a priori bounds hold for some large constant $\tilde{C}$ independent of $\epsilon$ and $t$, and a fixed small $\delta > 0$

\[
\mathcal{E}_N(t) \leq \tilde{C} \mu_N \epsilon^2 (t)^{\delta}, \quad \mathcal{E}_{\tilde{N}}(t) \leq \tilde{C} \mu_N \epsilon^2,
\]

\[
|u_{\leq N_1}| \leq \frac{\epsilon (t - r^*)^{1/2}}{\langle t \rangle}, \quad |\partial u_{\leq N_1}| \leq \frac{\epsilon}{\langle t \rangle (t - r^*)^{1/2}}.
\]

Clearly (5.10) and (5.11) are true for small enough times by standard local theory existence combined with (5.9) and Sobolev embeddings. We will now assume that (5.10) and (5.11) hold for all $0 \leq t \leq T$, and we will improve the constants on the right-hand side by a factor of $1/2$. By a standard continuity argument, this will imply the desired result.

Due to assumptions (5.11), we can apply Theorem 5.2. We obtain

\[
\mathcal{E}_N(t) \leq C_N(t)^{C_N \epsilon} \mathcal{E}(0).
\]

If we take $\tilde{C} = 2C_N$ and $\epsilon < \frac{\delta}{C_N}$, we improve the a priori bound for $\mathcal{E}_N(t)$ to

\[
\mathcal{E}_N(t) \leq \frac{1}{2} \tilde{C} \mu_N \epsilon^2 (t)^{\delta}.
\]

Similarly due to assumptions (5.11), we can apply Theorem 5.4 to obtain

\[
\mathcal{E}_{\tilde{N}}(t) \leq \frac{1}{2} \tilde{C} \mu_N \epsilon^2.
\]

Finally, since $N_1 \leq \tilde{N} - 13$, we can apply Theorem 5.3 and obtain

\[
|u_{\leq N_1}| \leq C'_{N_1} \frac{(t - r^*)^{1/2}}{\langle t \rangle} \sqrt{\mathcal{E}_{\tilde{N}}(T)} \leq \frac{1}{2} \frac{(t - r^*)^{1/2}}{\langle t \rangle}
\]

\[
|\partial u_{\leq N_1}| \leq C'_{N_1} \frac{1}{\langle r \rangle (t - r^*)^{1/2}} \sqrt{\mathcal{E}_N(T)} \leq \frac{1}{2} \frac{\epsilon}{\langle r \rangle (t - r^*)^{1/2}}
\]

since we can choose $\mu_N$ so that $C'_{N_1} \tilde{C}^{1/2} \mu_N^{1/2} \leq 1/2$. This finishes the proof of Theorem 5.1.
The proofs of Theorems 5.2–5.4 in the Schwarzschild case are given in detail in Sections 5, 6 and 7 of [41]. They are very similar in the Kerr case, replacing $g_S$ by $g_K$ in the argument. There are two minor differences: the use of the microlocal norm $LE_k^1$ instead of $LE_S^1$, and the fact that there is one extra term in the estimates coming from the difference $\Box g_K - \Box g_S$. The starting point is Theorem 4.1, which replaces Theorem 4.1 from [41].

It is easy to check that

$$\left| (g_K^{\alpha\beta} - g_S^{\alpha\beta}) \Lambda \right| \leq C|\Lambda| \frac{a}{r^2},$$

and thus,

$$\left| (\Box g_K u - \Box g_S u) \Lambda \right| \lesssim \frac{a}{r^2} (|\partial^2 u \Lambda| + |\partial u_{\leq|\Lambda|}|) \quad (5.12)$$

$$\left| (\Box g_K - \Box g_S, Z^\Lambda) \right| \lesssim \frac{a}{r^2} (|\partial^2 u_{<|\Lambda|}| + |\partial u_{<|\Lambda|}|) \quad (5.13)$$

We use (5.12) to bound the extra term in Lemma 5.4 and Lemma 6.3 from [41], and (5.13) to bound the extra term when commuting with vector fields in Sections 5 and 7.

We now outline the proof of Theorem 5.2. Theorem 4.1 applied to $u_{\Lambda}$ gives for any multi-index $\Lambda$

$$\|\partial u_{\Lambda}\|_{L^\infty[\tilde{t}_0, \tilde{t}_1]} + \|u_{\Lambda}\|_{LE_k^1[\tilde{t}_0, \tilde{t}_1]}$$

$$\lesssim \int_{\mathcal{M}_{p^*}[\tilde{t}_0, \tilde{t}_1]} \epsilon|\partial u_{\Lambda}|^2 dV_g + \|\partial u_{\Lambda}(\tilde{t}_0)\|^2_{L^2} + B(F_{\Lambda}, u_{\Lambda})_{[\tilde{t}_0, \tilde{t}_1]}$$

where

$$F_{\Lambda} = [\Box g, Z^\Lambda]u.$$
The main difference in the proof of (5.14) comes in proving the analogue of (5.11) from [41], which in this case means proving the following:

\[
\|\chi_{\text{out}} \partial u\|^{2}_{LE_{K}^{i}[\bar{t}_{0}, \bar{t}_{1}]} \lesssim \sum_{i=1}^{2} \|\partial \partial_{\leq 1} u(\bar{t}_{i})\|^{2}_{L^{2}} + \|\partial_{t} u\|^{2}_{LE_{K}^{i}[\bar{t}_{0}, \bar{t}_{1}]} + \|\Box g u\|^{2}_{LE_{K}^{i}[\bar{t}_{0}, \bar{t}_{1}]}.
\] (5.15)

Here, \(\chi_{\text{out}} = 1\) when \(2M + 2\varepsilon \leq r\), \(\chi_{\text{out}} = 0\) when \(r < 2M + \varepsilon\) for some \(\varepsilon \ll M\).

We postpone the proof of (5.15) to the end of the section.

Once (5.14) is proved, one starts commuting with vector fields. The proof is identical to the one in section 5 in [41], with the exception of the fact that we need to estimate \([\Box g_{K} - \Box g_{S}, Z^{\Lambda}] u\). One immediately sees that

\[
\|\partial \partial_{\leq 1} u\| \lesssim \frac{a}{r^{2}} |\partial \partial_{\leq 1} u|,
\]

and thus, if either \(j > 0\) or \(k > 0\), we have that the commutator is of lower order:

\[
\left|\left[\Box g_{K} - \Box g_{S}, Z^{\Lambda}\right]\right| \lesssim \frac{a}{r^{2}} |\partial u_{<|\Lambda|}|.
\]

In particular, using the second term in the definition of \(B(F, u)_{[\bar{t}_{0}, \bar{t}_{1}]}\), we have near the trapped set

\[
\|\partial \partial_{\leq 1} \left(\chi_{[\Box g_{K} - \Box g_{S}, Z^{\Lambda}]}\right)\|^{2}_{L^{2}[\bar{t}_{0}, \bar{t}_{1}]L^{2}} \lesssim a \int_{M_{ps}[\bar{t}_{0}, \bar{t}_{1}]} |\partial u_{<|\Lambda|}|^{2}dt dx
\]

\[
\lesssim a \|u_{<N}\|^{2}_{LE_{K}^{i}[\bar{t}_{0}, \bar{t}_{1}]}
\]

and away from the trapped set

\[
\int_{M[\bar{t}_{0}, \bar{t}_{1}]} (1 - \chi) \left|\left[\Box g_{K} - \Box g_{S}, Z^{\Lambda}\right]\right| (|\partial u_{\Lambda}| + r^{-1}|u_{\Lambda}|)dt dx
\]

\[
\lesssim \int_{M[\bar{t}_{0}, \bar{t}_{1}]} (1 - \chi) \frac{a}{r^{2}} |\partial u_{<|\Lambda|}| (|\partial u_{\Lambda}| + r^{-1}|u_{\Lambda}|)dt dx \lesssim a \|u_{<N}\|^{2}_{LE_{K}^{i}[\bar{t}_{0}, \bar{t}_{1}]}
\]

which suffices.

Let us now prove (5.15). The only difficulty is in dealing with the norms near the trapped set, as the rest is identical to the proof of (5.11) in [41]. Recall that near the trapped set

\[
\|u\|_{LE_{K}^{i}} \lesssim \|g_{1}(D, x)\chi(D_{t} - \tau_{2}(D, x))\chi u\|_{L^{2}L^{2}} + \|g_{2}(D, x)\chi(D_{t} - \tau_{1}(D, x))\chi u\|_{L^{2}L^{2}} + \|D_{t} u\|_{L^{2}} + \|u\|_{L^{2}L^{2}}.
\]

We will bound the first term, as the rest follow similarly. We will show that

\[
\|g_{1}(D, x)\chi(D_{t} - \tau_{2}(D, x))\chi D_{x} u\|^{2}_{L^{2}[\bar{t}_{0}, \bar{t}_{1}]L^{2}}
\]

\[
\lesssim \sum_{i=0}^{1} \|\partial \partial_{\leq 1} u(\bar{t}_{i})\|^{2}_{L^{2}} + \|\partial_{t} u\|^{2}_{LE_{K}^{i}[\bar{t}_{0}, \bar{t}_{1}]}
\]

\[
+ \|\partial \partial_{\leq 1} u\|^{2}_{L^{2}[\bar{t}_{0}, \bar{t}_{1}]L^{2}_{cpt}} + \|\Box g u\|^{2}_{L^{2}[\bar{t}_{0}, \bar{t}_{1}]L^{2}_{cpt}}.
\]
We write
\[ \mathcal{L}_0 u = \mathcal{L}_t u + \Box_g u, \]
where
\[ \mathcal{L}_t u = -\frac{1}{\sqrt{|g|}} \partial_t (\sqrt{|g|} g^{ij} \partial_j u) \]
\[ -\frac{1}{\sqrt{|g|}} \partial_j (\sqrt{|g|} g^{ij} \partial_t u) - \frac{1}{\sqrt{|g|}} \partial_t (\sqrt{|g|} g^{tt} \partial_t u) \]
\[ \mathcal{L}_0 u = \frac{1}{\sqrt{|g|}} \partial_i (\sqrt{|g|} g^{ij} \partial_j u). \quad (5.16) \]

Let \( Q_1 = \chi(g_1(t - \tau_2))^w \chi. \) We multiply (5.16) by \( \overline{Q_1^2} u \) and integrate with respect to \( dV_g. \) We compute
\[
\int_{\mathcal{M}_{ps} \left[ t_0, t_1 \right]} \mathcal{L}_0 u \ Q_1^2 u dV_g = \int_{\mathcal{M}_{ps} \left[ t_0, t_1 \right]} \sqrt{|g|} g^{ij} D_j u D_i Q_1^2 u dtdx \\
= \int_{\mathcal{M}_{ps} \left[ t_0, t_1 \right]} \sqrt{|g|} g^{ij} D_j u (\overline{Q_1^2} D_i u) dtdx \\
= \int_{\mathcal{M}_{ps} \left[ t_0, t_1 \right]} Q_1 (\sqrt{|g|} g^{ij} D_j u) \cdot \overline{Q_1} D_i u \\
+ \sqrt{|g|} g^{ij} D_j u \cdot [D_i, Q_1^2] u dtdx + BDR \bigg|^{t=t_1}_{t=t_0} \\
= \int_{\mathcal{M}_{ps} \left[ t_0, t_1 \right]} g^{ij} Q_1 D_j u Q_1 D_i u dV_g \\
+ \int_{\mathcal{M}_{ps} \left[ t_0, t_1 \right]} [Q_1, \sqrt{|g|} g^{ij} D_j u] \cdot \overline{Q_1} D_i u + \sqrt{|g|} g^{ij} D_j u \\
\cdot [D_i, Q_1^2] u dtdx + BDR \bigg|^{t=t_1}_{t=t_0},
\]
where the boundary terms are
\[ BDR(t_i) = \int_{t=t_i} g^{ij} \sqrt{|g|} D_j u \cdot \overline{\chi g_1^w \chi Q_1} D_i u dx. \]

By Cauchy–Schwarz, we can bound
\[ \left| BDR(t_i) \right| \lesssim \| \partial \partial \leq u(t_i) \|_{L^2}^2. \]

By the ellipticity of \( g^{ij}, \) we have that
\[ \int_{\mathcal{M}_{ps} \left[ t_0, t_1 \right]} g^{ij} (Q_1 D_j u) Q_1 D_i u dV_g \gtrsim \| Q_1 D_x u \|_{L^2}^2 \]

On the other hand, since
\[ [D_i, Q_1^2] = 2[D_i, Q_1] Q_1 + [Q_1, [D_i, Q_1]] \]
and
\[ [D_i, Q_1], [Q_1, [D_i, Q_1]] \in OPS^1 + D_t OPS^0 \]
we have that
\[ \|D_t, Q_1^2 u\|_{L^2 L^2} \lesssim \|D_{t,x} Q_1 u\|_{L^2 L^2} + \|\partial \leq 1 u\|_{L^2 L^2_{cpt}} \]
\[ \lesssim \|Q_1 D_{t,x} u\|_{L^2 L^2} + \|\partial \leq 1 u\|_{L^2 L^2_{cpt}} \]
and by Cauchy–Schwarz
\[ \left| \int_{\mathcal{M}_{ps}[\tilde{r}_0, \tilde{r}_1]} (\sqrt{|g|} g^{ij} D_j u) \cdot \left[ D_t, Q_1^2 \right] u dt dx \right| \]
\[ \leq \delta_0 \|Q_1 D_{t,x} u\|_{L^2 L^2} + C(\delta_0) \|\partial \leq 1 u\|_{L^2 L^2_{cpt}} \]
Moreover, Corollary 3.2 implies that
\[ \|Q_1, \sqrt{|g|} g^{ij} D_j u\|_{L^2 L^2} \lesssim \|\sqrt{|g|} g^{ij}\|_{C^1, 0} \|D_j u\|_{L^2 L^2_{cpt}} \]
\[ + \|D_t u\|_{L^2 L^2_{cpt}} \lesssim \|\partial \leq 1 u\|_{L^2 L^2_{[\tilde{r}_0, \tilde{r}_1]}} \]
and by Cauchy–Schwarz
\[ \left| \int_{\mathcal{M}_{ps}[\tilde{r}_0, \tilde{r}_1]} [Q_1, \sqrt{|g|} g^{ij} D_j u] \cdot Q_1 D_t u dt dx \right| \]
\[ \leq \delta_0 \|Q_1 D_{t,x} u\|_{L^2 L^2} + C(\delta_0) \|\partial \leq 1 u\|_{L^2 L^2_{[\tilde{r}_0, \tilde{r}_1]}} \]
For small enough \(\delta_0\), we thus obtain
\[ \|Q_1 D_{t,x} u\|_{L^2 L^2} \lesssim \int_{\mathcal{M}_{ps}[\tilde{r}_0, \tilde{r}_1]} (\mathcal{L}_0 u)(Q_1^2 u) dV_g + \text{RHS}((5.15)) \]
On the other hand, a similar computation yields
\[ \left| \int_{\mathcal{M}_{ps}[\tilde{r}_0, \tilde{r}_1]} (\mathcal{L}_t u)(Q_1^2 u) dV_g \right| \lesssim \text{RHS}((5.15)) \]
Since
\[ \|Q_1 D_{t,x} u\|_{L^2 L^2} \leq \int_{\mathcal{M}_{ps}[\tilde{r}_0, \tilde{r}_1]} |\partial \leq 1 u|^2 dV_g \gtrsim \|\mathcal{L}_1(D, x)\chi(D_t - \tau_2(D, x))\chi D_{x} u\|^2_{L^2 L^2} \]
the conclusion (5.15) follows.

6. Price’s Law for Perturbations of Kerr

As a second application of our estimate, we will prove pointwise decay for solutions to the linear wave equation on perturbations of the Kerr metric.

The main result of the section is the following:

**Theorem 6.1.** Let \( g \) be a Lorentzian metric close to \( g_K \), in the sense that \( h = g - g_K \) satisfies, for large enough \( N \) and small \( \epsilon \)
\[ |h_{< N}^{\mu \nu}| \lesssim \epsilon r^{-2} \]
In addition, we assume that the metric decays to \( g_K \) near the photon sphere,
\[ |\partial^{\leq 1} h^{\mu \nu}| \lesssim \kappa_1(\tilde{t}), \quad |\partial_t h^{\mu \nu}| \lesssim \kappa_0(\tilde{t}), \quad \text{when } |r - 3M| < \frac{M}{4} \]
where $\int_0^\infty \kappa_1^2(\tilde{t}) + \kappa_0(\tilde{t}) d\tilde{t} < \infty$. In particular, we can assume that
\[
\kappa_1(\tilde{t}) = \tilde{t}^{-1/2-\delta}, \kappa_0(\tilde{t}) = \tilde{t}^{-1-\delta}
\]

Let $u$ solve
\[
\square_g u = 0, \quad u(0) = u_0, \quad \partial_t u(0) = u_1
\]
with smooth, compactly supported initial data. Then we have:
\[
|u(\tilde{t}, x)| \lesssim \frac{1}{\langle \tilde{t} \rangle \langle \tilde{t} - r^* \rangle^{2}}, \quad |
abla u(\tilde{t}, x)| \lesssim \frac{1}{\langle \tilde{t} \rangle \langle \tilde{t} - r^* \rangle^{3}}.
\]

The improvement over Theorem 4.6 in [46] comes from the fact that we do not require integrability of $h$ and $\partial_r \omega h$ near the trapped set.

The proof of Theorem 6.1 is identical to the proof of Theorem 4.6 in [46]. Clearly Theorem 4.1 implies that
\[
\|u\|_{H^1(\Sigma_\pm)}^2 + \sup_{\tilde{t} \geq 0} \|\nabla u(\tilde{t})\|_{L^2}^2 + \|u\|_{LE^{1,k}}^2 \lesssim \|\nabla u(0)\|_{L^2}^2 + \|f\|_{LE^{1,k}}^2,
\]
which is the same as (4.23) from [46]. Commuting with derivatives as in the proof of Theorem 4.5 in [46] yields
\[
\|u\|_{H^k(\Sigma_\pm)}^2 + \sup_{\tilde{t} \geq 0} \|\nabla u(\tilde{t})\|_{H^k}^2 + \|u\|_{LE^{1,k}}^2 \lesssim \|\nabla u(0)\|_{H^k}^2 + \|f\|_{LE^{1,k}}^2,
\]
and so, Theorem 4.5 in [46] holds in this context.
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