On the Arithmetic Complexity of the Bandwidth of Bandlimited Signals

Holger Boche®, Fellow, IEEE, Yannik N. Böck®, and Ullrich J. Mönich®, Senior Member, IEEE

Abstract—The bandwidth of a signal is an important physical property that is of relevance in many signal- and information-theoretic applications. In this paper we study questions related to the computability of the bandwidth of computable bandlimited signals. To this end we employ the concept of Turing computability, which exactly describes what is theoretically feasible and can be computed on a digital computer. Recently, it has been shown that there exist computable bandlimited signals with finite energy, the actual bandwidth of which is not a computable number, and hence cannot be computed on a digital computer. In this work, we consider the most general class of band-limited signals, together with different computable descriptions thereof. Among other things, our analysis includes a characterization of the arithmetic complexity of the bandwidth of such signals and yields a negative answer to the question of whether it is at least possible to compute non-trivial upper or lower bounds for the bandwidth of a bandlimited signal. Furthermore, we relate the problem of bandwidth computation to the theory of oracle machines. In particular, we consider halting and totality oracles, which belong to the most frequently investigated oracle machines in the theory of computation.
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I. INTRODUCTION

The applications of bandlimited signals are a prominent field of research within the community of information theory. While most real-world physical systems are analog and continuous in time, the actual processing of information is often done on digital devices that operate in discrete-time computational cycles. Hence, the conversion of signals from the analog to the digital domain and vice versa is indispensable for modern technology [2], [3]. The link between both domains is established by various sampling theorems [4], [5], including signal recovery in the presence of noise [6], estimates for the error arising from finite-length sampling-series approximations [7], and refined theories for the treatment of multi-band signals [8], [9]. All of the mentioned applications include the bandwidth of the involved signals as an essential parameter. The processing of discrete-time representations of bandlimited signals has been studied as well, see e.g. [10], [11]. There, the authors consider the replication of time-continuous LTI systems in the discrete-time domain. Again, the bandwidth of the involved signals appears as a crucial quantity. Furthermore, bandlimited signals play a significant role in wireless communication systems, where the spectrum of the transmit signal has to be controlled in order to not interfere with other systems [12], [13].

For a bandlimited signal \( f \), we refer to the smallest number \( \sigma \), such that \( f \) is bandlimited with bandwidth \( \sigma \), as the actual bandwidth of \( B(f) \). According to Shannon’s sampling theorem, a bandlimited signal \( f \) with finite energy is uniquely determined by the sequence of samples \( \{ f(\frac{k}{r}) \}_{k \in \mathbb{Z}} \), if \( r \geq r_{\min} = \frac{B(f)}{\pi} \) holds true, in which case it may be reconstructed by means of the Shannon sampling series. Hence, the actual bandwidth of a bandlimited signal is a decisive quantity from a practical point of view.

The problem of computing the actual bandwidth of a bandlimited signal is a special case of a general question: Which physical parameters of a given class of computable signals are computable? This general question is of particular relevance for many different areas of engineering and physics. For example, another explicit and well-known problem that falls into the latter category is the task of computing the period of computable periodic signals. This task is fundamental in Shor’s algorithm for prime factorization [14]. It constitutes the algorithm’s so called quantum part, i.e., the sub-problem that has to be solved by means of a quantum computer. Essentially, it delivered the initial motivation for the development and design of hardware for quantum computing.

In this paper we will study questions related to the computability of the actual bandwidth \( B(f) \) of computable bandlimited signals. Our analysis is based on the theory of Turing computability, which characterizes the fundamental limits of
digital computation. There exists a variety of problems that have been shown to be uncomputable on a digital computer, e.g., the computation of the Fourier transform for certain signals [15], [16] or the spectral factorization [17]. That is, all of these problems lack a way to control the approximation error involved in the computation.

Today, simulations in science and engineering rarely treat the involved approximation error explicitly, which, for example, can be observed in the absence of error bars in plots. In those cases, the computer computes some rational number, which serves as an approximation of the solution, without any quality guarantees. A framework which establishes such quality guarantees, i.e., an algorithmic control of the approximation error, is provided by the concept of computability. There, the algorithm obtains the desired approximation error \( \epsilon \), which could be the maximum tolerable error, along with the actual data \( f \) as an input, and returns a solution that satisfies the error specification. This algorithmic control of the error is illustrated in Fig. 1.

In [18], it has been shown that there exist computable bandlimited signals \( f \) for which the actual bandwidth \( B(f) \) is not a computable number. This means that there cannot exist any algorithm for the computation of \( B(f) \) with an effective control of the approximation error. To the best of our knowledge, [18] is the first work on computable signals that satisfy essential properties of high practical relevance, like finite energy, continuity, etc., and at the same time defy computability with respect to a fundamental signal parameter.

In this work we aim to further develop the theory of computability of bandlimited signals. Several open questions and conjectures were posed in [18] with regard to the class of computable entire functions of exponential type \( CE_\pi \), which corresponds to the most general class of bandlimited signals:

1) For specific classes of computable bandlimited signals, the bandwidth \( B(f) \) is the limit value of a monotonically non-decreasing computable sequence of rational numbers. Does this hold true for the class \( CE_\pi \) as well? It was conjectured that the answer is no.

2) For specific classes of computable bandlimited signals, the subset of signals that satisfy \( B(f) > \lambda \) for a given \( \lambda \) is semi-decidable. Does this hold true for the class \( CE_\pi \) as well? Again, it was conjectured that the answer is no.

3) Even if it not possible to compute \( B(f) \) for problematic signals in \( CE_\pi \), it might still be possible to compute meaningful bounds for \( B(f) \). Hence, the question is: Do there exist Turing machines \( TM_{BW} \) and \( \overline{TM}_{BW} \) such that for all signals \( f \) in \( CE_\pi \) that satisfy \( B(f) \leq \pi \), we have \( TM_{BW}(f) \leq B(f) \leq \overline{TM}_{BW}(f) \)?

It was conjectured that the only Turing machines that satisfy this requirement yield trivial values, i.e., \( TM_{BW}(f) = 0 \) and \( \overline{TM}_{BW}(f) = \pi \), for all signals in \( CE_\pi \).

In this work, we provide a comprehensive study of the computability properties of the bandwidth \( B(f) \) of signals \( f \) in the class \( CE_\pi \), proving all of the above conjectures correct. As indicated above, the class \( CE_\pi \) respects the common general definition of bandlimited signals, which is a broad extension of the class of admissible signals compared to [18]. In particular, we present a sharp characterization of the “degree” of non-computability of the number \( B(f) \) in the following sense. On the one hand, the arithmetic complexity of the number \( B(f) \) can never exceed the class \( \Pi_2 \) (which will subsequently be introduced in a formal manner). On the other hand, for every number \( x \in \Pi_2 \cap [0, \pi] \), there exists a signal \( f \in CE_\pi \) with \( B(f) \) equal to \( x \). This characterization is analogous to the notion of achievability and converse in information theory.

Our analysis leads to interesting insights about the general limits of computability. In recent years, attempts have been made to push the boundaries of computing through various approaches, including analog, neuromorphic and quantum hardware. At least in theory, the computational capabilities of these technologies go beyond those of digital computers. For the question of whether any of them may also yield practical advantages at some point in the future, it is essential to precisely understand the phenomena underlying the limitations of digital computing, especially in the context of mathematical models that describe practically relevant problems from engineering and science.

Furthermore, our analysis uncovers interesting property of bandlimited signals, concerning the relation between the arithmetic complexity of \( B(f) \) and the structural properties of \( f \) in the time-domain. To the authors’ knowledge, no distinguished physical quantity other than the bandwidth of bandlimited signals has yet been identified to show a comparable behavior. The class \( CE_\pi \) includes the subclass \( CB^{\infty}_\pi \) of bandlimited signals with finite \( L_\infty \)-norm, which, in contrast to \( CE_\pi \), exhibits a Banach space structure. In particular, this structure restricts the decay of the corresponding signals on the time-axis, While all signals in \( CE_\pi \) are computationally well-behaved in the time domain, we observe a jump in the arithmetic complexity of the bandwidth when extending the class of feasible signals from \( CB^{\infty}_\pi \) to \( CE_\pi \). Hence, the computability properties of the bandwidth are coupled directly with the presence or absence of a Banach space structure in the time domain. Although not previously observed, the authors believe that such characteristics may occur for a variety of mathematical models used in the applied sciences.

The remainder of the paper is structured as follows. Sections II to VI are dedicated to preliminaries. There, we introduce the basic concepts of bandlimited signals, Turing machines and \( A \)-computable functions, as well as the arithmetical hierarchy of real numbers, which provides the theoretical framework for classifying different
degrees of uncomputability. Our main results are presented in Sections VII to XI. We consider different computable descriptions of bandlimited signals and derive the answers to the above-mentioned conjectures. Furthermore, we characterize the problem of computing the bandwidth of bandlimited signals by means of the arithmetical hierarchy of real numbers. Last but not least, we relate the problem of computing the bandwidth of bandlimited signals to a class of oracle computation machines. The paper closes in Section XII, with a discussion on our results and their implications.

II. BANDLIMITED SIGNALS

Our analysis of bandlimited signals is based on commonly used definitions, several of which have already been employed in [18]. For the sake of self-containedness, we introduce all of the relevant definitions in the following.

By \( \mathbb{N}_+ := \{1,2,3,\ldots\} \), we denote the set of (positive) natural numbers. By \( \mathbb{N} := \mathbb{N}_+ \cup \{0\} \) the set of natural numbers including zero. For \( \Omega \subseteq \mathbb{R} \), let \( L^p(\Omega), 1 \leq p < \infty \), be the space of all measurable, \( p \)-th power Lebesgue integrable functions on \( \Omega \), with the usual norm \( \| \cdot \|_p \). A function \( f \) is said to be entire if it is defined and holomorphic on all of \( \mathbb{C} \).

**Definition 1:** An entire function \( f \) is called bandlimited if there exists \( \sigma \geq 0 \) such that for all \( \epsilon > 0 \) there exists a constant \( C(\epsilon) \) with
\[
|f(z)| \leq C(\epsilon) e^{(\sigma+\epsilon)|z|}
\]
for all \( z \in \mathbb{C} \) [5], [19]. By \( \mathcal{E}_\sigma \) we denote the set of all entire functions that are bandlimited with bandwidth \( \sigma \).

In particular, we will consider signals that are bandlimited with bandwidth \( \pi \).

According to the definition above, \( f \in \mathcal{E}_\sigma \) implies \( f \in \mathcal{E}_{\sigma_2} \) whenever \( \sigma_1 \) satisfies \( \sigma_1 \leq \sigma_2 \). That is, a signal that is bandlimited with bandwidth \( \sigma_1 \) is also bandlimited with any bandwidth \( \sigma_2 \) larger than \( \sigma_1 \). For a given bandlimited signal \( f \), we denote by
\[
B(f) = \min\{\sigma \geq 0 : f \in \mathcal{E}_\sigma\}
\]
the actual bandwidth of the signal.

**Remark 1:** For an entire function \( f \) that satisfies (1) for some \( \sigma \in \mathbb{R} \), the minimum in (2) does exist. For details, see [18, Appendix B, p. 15].

In the following, we introduce further signal spaces with practically relevant properties. If we additionally restrict the set \( \mathcal{E}_\pi \) to signals with finite \( L^1 \)-norm in the time domain, i.e.,
\[
\int_{-\infty}^{\infty} |f(t)| \, dt < \infty,
\]
we obtain the Bernstein space \( B^1_\pi \). On the other hand, if we restrict the set \( \mathcal{E}_\pi \) to signals with well-defined Fourier transform in \( L^2 \), we obtain the Bernstein space \( B^2_\pi \). According to Plancherel’s theorem, these signals also have a finite \( L^2 \)-norm in the time domain. The Bernstein space \( B^2_\pi \) is the frequently used space of bandlimited signals with finite energy. According to the Paley–Wiener theorem [5, Th. 7.2, p. 68], the support of the Fourier transform \( \hat{f} \) of a signal \( f \in B^2_\pi \) is contained in \([-\pi, \pi]\), and we have
\[
f(t) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \hat{f}(\omega) e^{i\omega t} \, d\omega.
\]

Hence, for the space \( B^2_\pi \) we have a further, different characterization of the actual bandwidth. For \( f \in B^2_\pi \), \( B(f) \) is the smallest number \( \sigma > 0 \) such that
\[
f(t) = \frac{1}{2\pi} \int_{-\sigma}^{\sigma} \hat{f}(\omega) e^{i\omega t} \, d\omega
\]
holds true for all \( t \in \mathbb{R} \). According to Plancherel’s identity, this is also the smallest \( \sigma > 0 \) such that
\[
\int_{-\infty}^{\infty} |f(t)|^2 \, dt = \frac{1}{2\pi} \int_{-\sigma}^{\sigma} |\hat{f}(\omega)|^2 \, d\omega
\]
is satisfied. The actual bandwidth \( B(f) \) of a bandlimited signal \( f \) is a distinguished quantity, because it determines the minimum sampling rate that is required so that the samples uniquely determine \( f \).

The general definition of the Bernstein spaces is as follows. **Definition 2:** The Bernstein space \( B^p_\pi \), \( 1 \leq p \leq \infty \), consists of all functions in \( \mathcal{E}_\pi \), whose restriction to the real line is in \( L^p(\mathbb{R}) \) [5, p. 49]. The norm for \( B^p_\pi \) is given by the \( L^p \)-norm on the real line.

**Remark 2:** We have \( B^1_\pi \subset B^p_\pi \subset \mathcal{E}_\pi \) for all \( 1 \leq r < s \leq \infty \). We will discuss properties of signals \( f \in \mathcal{E}_\pi \) next. Since every signal \( f \in \mathcal{E}_\pi \) is entire, it can be represented as a power series that converges uniformly on all compact subsets of \( \mathbb{C} \). Denote the \( n \)-th derivative of \( f \) by \( f^{(n)} \). Then, defining \( a_n := f^{(n)}(0) \) for all \( n \in \mathbb{N} \), we have
\[
f(z) = \sum_{n=0}^{\infty} \frac{a_n}{n!} z^n = \sum_{n=0}^{\infty} \frac{f^{(n)}(0)}{n!} z^n, \quad z \in \mathbb{C}.
\]

The actual bandwidth \( B(f) \) can be determined directly from the family of coefficients \( (a_n)_{n \in \mathbb{N}} \) according to
\[
B(f) = \limsup_{n \to \infty} \sqrt[2n]{|a_n|}.
\]
For details, see [20, pp. 356] or [19, Th. 3, p. 6].

Following standard contemporary design procedures, the bandwidth of signals in a communication system is usually determined on a theoretical basis during the system’s development. Regarding the practical implementation, however, there exist a variety of issues that need to be addressed: non-ideal components and hardware platforms, a high dynamic range of the implemented signals, non-linear amplifier characteristics and saturation effects, noise, timing errors, and many more [21]. All of these phenomena have a direct impact on the bandwidth of the real-world, analog signals, that later occur in the actual implementation on the communication system. In extreme cases, they can lead to a prohibition of the operation of the system, if, for example, the assigned frequency ranges are violated. In computer-aided design and simulation, it is therefore of crucial importance to be able to compute the bandwidth (and more generally all relevant physical parameters) of the signals that will actually occur in the physical system [21]. In contrast, the results of this work show that for several classes of computable bandlimited signals, it is not possible to compute the bandwidth based on...
a machine-readable signal description. In fact, the bandwidth of individual bandlimited signals is not even necessarily a computable number. For the above applications, it is therefore of interest to characterize restricted classes of computable bandlimited signals that allow for an algorithmic computation of the bandwidth. To the best of the authors’ knowledge, this is a completely unsolved problem.

III. PRELIMINARIES ON TURING MACHINES AND RECURSIVE FUNCTIONS

The theory of Turing machines, recursive functions and computable analysis are well-established fields in theoretical computer science. Nevertheless, in order to establish a self-contained work, we introduce all definitions and results that will be required subsequently, even if they have already been given in [18]. A comprehensive treatment of the topic may be found in [22], [23], [24], [25], [26] and [27].

Turing machines, as introduced by Turing in [28] and [29], are a mathematical model of what we intuitively understand as computation machines. In this sense, they yield an abstract idealization of today’s real-world computers. Even though the model is relatively simple in structure, any algorithm that can be executed by a real-world computer can be simulated by a Turing machine. In contrast to real-world computers, however, Turing machines are not subject to any restrictions regarding energy consumption, computation time or memory size. All computation steps on a Turing machine are furthermore assumed to be executed with zero chance of error. Thus, computability in the sense of Turing is the exact characterization of what can be achieved by digital hardware, e.g., central processing units (CPUs), digital signal processors (DSPs), or field programmable gate arrays (FPGAs), if practical limitations, such as energy constraints, computing errors, and hardware restrictions, are disregarded.

In formal terms, a Turing machine consists of a formal language over a finite alphabet, together with a list of transformation rules for the associated words. The transformation rules can be seen as an “algorithm”, where the words represent the “data” being processed. Since formal languages exhibit a number of intuitive encodings into the set of natural numbers (cf. Remark 4), each Turing machine may be characterized by some element of the set

\[
\mathcal{N} := \bigcup_{n=1}^{\infty} \{ g : \mathbb{N}^n \rightarrow \mathbb{N} \},
\]

where we use the symbol “\(\rightarrow\)” to denote a partial mapping.

Recursive functions, more specifically referred to as \(\mu\)-recursive functions, characterize the notion of computability by means of different approach and were, amongst others, considered by Kleene [30]. According to (5), the set \(\mathcal{N}\) contains all possible functions \(g : \mathbb{N}^n \rightarrow \mathbb{N}\) for all \(n \in \mathbb{N}_+\), and is thus uncountably infinite in cardinality. The set of those functions \(g \in \mathcal{N}\) that correspond to our intuitive understanding of computability in the sense that they can be fully described by a finite sequence of fundamental arithmetic-logic operations, must necessarily be of countable cardinality, and thus be a proper subset of the set \(\mathcal{N}\). Contrary to Turing machines, the notion of recursive functions tries to characterize this subset directly by defining a set of fundamental computable operations on the natural numbers, rather than starting from formal languages. Yet, Turing machines and recursive functions turned out to be equivalent in the following sense: the class of functions characterized by the concept of Turing machines coincides with the set of recursive functions [31]. Hence, a function \(g \in \mathcal{N}\) can be computed on some Turing machine if and only if it is a recursive function.

In the following, we will look further into the properties of recursive functions. For \(A \subseteq \mathbb{N}\), denote by \(C(A) \subseteq \mathcal{N}\) the set which consists of the indicator function \(\mathbb{I}_A\) of \(A\), the successor function, and all constant and identity functions on tuples of natural numbers [26, Definition 2.1, p. 8]. By \(C^*(A)\), denote the closure of \(C(A)\) with respect to composition, primitive recursion and unbounded search [26, Definition 2.1, p. 8, Definition 2.2, p. 10]. Then, the set \(C^*(A)\) is referred to as the set of \(A\)-computable functions. In particular, the set \(C^*(\emptyset)\) is the set of recursive functions. For brevity, we write \(C^*\) instead of \(C^*(\emptyset)\). Furthermore, for \(n \in \mathbb{N}_+\), we denote by \(C^*_{\mathbb{N}}(A)\) and \(C^*_{\mathbb{N}}\) the set of \(A\)-computable functions in \(n\)-variables and the set of recursive functions in \(n\)-variables, respectively. That is, we have

\[
C^*_{\mathbb{N}}(A) := C^*(A) \cap \{ g : \mathbb{N}^n \rightarrow \mathbb{N} \},
\]

\[
C^*(A) = \bigcup_{n=1}^{\infty} C^*_{\mathbb{N}}(A)
\]

for all \(n \in \mathbb{N}_+\) and all \(A \subseteq \mathbb{N}\).

Definition 3: A set \(A \subseteq \mathbb{N}\) is said to be recursively enumerable if there exists a recursive function \(g : \mathbb{N} \rightarrow \mathbb{N}\) with domain \(D(g)\) equal to \(A\).

In the context of Turing machines, the domain \(D(g) \subseteq \mathbb{N}\) of a function \(g \in C^*\) has a dedicated interpretation. Consider a Turing machine \(TM_g\) that computes the function \(g\). Then, given an input \(m \in \mathbb{N}\), the Turing machine \(TM_g\) reaches its halting state after a finite number of computational steps if and only if \(m \in D(g)\) is satisfied. In contrast, if \(m \in \mathbb{N} \setminus D(g)\), the Turing machine \(TM_g\) runs forever.

Definition 4: A set \(G \subseteq \mathbb{N}\) is said to be recursive if the corresponding indicator function \(\mathbb{I}_G : \mathbb{N} \rightarrow \{0, 1\}\) is a recursive function.

Remark 3: A set \(G \subseteq \mathbb{N}\) is recursive if and only if both \(G\) and \(G^c := \mathbb{N} \setminus G\) are recursively enumerable sets. Furthermore, for a set \(G \subseteq \mathbb{N}\), we have \(C^*(G) = C^*\) if and only if \(G\) is a recursive set.

The set of \(A\)-computable functions in one variable, \(C^*_{\mathbb{N}}(A)\), which will be of special significance in the following, is recursively enumerable itself. In this context, recursive enumerability refers to the existence of a universal \(A\)-computable function \(\Phi^A \in C^*_{\mathbb{N}}(A)\) such that for all \(A\)-computable functions \(g \in C^*_{\mathbb{N}}(A)\), there exists a number \(n \in \mathbb{N}\) such that

\[
\forall m \in D(g) : \Phi^A(n, m) = g(m),
\]

\[
\forall m \notin D(g) : (n, m) \notin D(\Phi^A)
\]

hold true [27, Th. 1.5.3, p. 11]. In short, we say that \(g\) satisfies \(\Phi^A(n, m) = g(m)\) for all \(m \in \mathbb{N}\), implicitly (and with some abuse of notation) including the case of \(\Phi^A(n, m)\) and \(g(m)\) being undefined for some \(m \in \mathbb{N}\). For all \(n, m \in \mathbb{N}\), define
The universal function $\Phi^A$ is not unique, and hence, neither is the recursive enumeration $(\varphi^A_n)_{n \in \mathbb{N}}$. Thus, we consider an arbitrary but fixed recursive enumeration $(\varphi^A_n)_{n \in \mathbb{N}}$ for the rest of this work. For the sake of simplicity, we write $(\varphi^A_n)_{n \in \mathbb{N}}$ instead of $(\varphi^\emptyset_n)_{n \in \mathbb{N}}$ in the special case of $A = \emptyset$. Within the scope of this work, we will consider this case most of the time.

The case of $A \subseteq \mathbb{N}$ being some non-recursive set leads to the idea of oracle computations, which we will investigate in Section XI. From the equivalence of Turing machines and recursive functions, we deduce the existence of a recursive runtime function, which will be essential in the context of oracle computations. Intuitively speaking, given a universal Turing machine $TM^A_{\varphi}$, we count the number of steps of calculation (that is, the number of successive applications of the specified transformation rules) that are required for $TM^A_{\varphi}$, given an input $(n, m) \in \mathbb{N}^2$, to reach its halting state. If $m \in D(\varphi_n)^*$, the counting continues for an infinite amount of time. Expressed in a formal way, there exists a (total) recursive function $\Psi : \mathbb{N}^3 \rightarrow \{0, 1\}$ such that the following holds true:

- For all $n, m, k \in \mathbb{N}$ that satisfy $\Psi(n, m, k) = 1$ we have $\Psi(n, m, k + 1) = 1$.
- For all $n, m \in \mathbb{N}$ that satisfy $m \in D(\varphi_n)$, there exists $k \in \mathbb{N}$ such that we have $\Psi(n, m, k) = 1$.
- For all $n, m \in \mathbb{N}$ that satisfy $m \notin D(\varphi_n)$, we have $\Psi(n, m, k) = 0$ for all $k \in \mathbb{N}$.

Even for a fixed enumeration $(\varphi_n)_{n \in \mathbb{N}}$ of $C^*_1$, the runtime function $\Psi$ is not unique. Hence, we again consider an arbitrary but fixed runtime function $\Psi$ for the remainder of this work.

**Definition 5:** For a universal recursive function $\Phi$ with runtime function $\Psi$, we denote by

$$A^\Phi := \{n \in \mathbb{N} : \forall m \in \mathbb{N} : \exists k \in \mathbb{N} : \Psi(n, m, k) = 1\}$$

the totality set of $\Phi$.

From the properties of $\Psi$, it follows that the totality set contains exactly the indices of all total functions in $(\varphi_n)_{n \in \mathbb{N}}$. Hence, we have

$$A^\emptyset := \{n \in \mathbb{N} : D(\varphi_n) = \mathbb{N}\},$$

which yields a direct relation to the family $(D(\varphi_n))_{n \in \mathbb{N}}$, which enumerates the set of recursively enumerable sets according to the universal function $\Phi$. In this context, we will reconsider the runtime function $\Psi$ in Lemma 3 and Lemma 4 at the end of Section VI. Ultimately, the set $C^*(A^\emptyset)$ of $A^\emptyset$-computable functions and the set $C^*(D(g))$ of $D(g)$-computable functions for $g \in C^*$ will play a fundamental role in Section XI in the scope of oracle computations.

IV. ENCODING ABSTRACT STRUCTURES INTO THE NATURAL NUMBERS

Throughout this work, we consider computations on different abstract structures, like, for example, real numbers and sequences thereof. By the term “abstract structure”, we refer to sets whose elements are no natural numbers. In this section, we will prepare the formalization of computability on abstract structures, following the presentations given in [22, 24, 26] and [27].

In the previous section, we have stated that Turing machines are characterized by the set $C^*$, which is a subset of the set $\mathcal{N}$. In other words, Turing machines characterize algorithms that operate on the natural numbers. Hence, the elements of an abstract structure are not directly accessible to Turing machines and thus need to be represented in a suitable manner. In particular, we want to represent each element of the abstract structure in question by at least one natural number. In formal terms, for an abstract structure $A$, we consider partial surjective mappings $\nu_A : \mathbb{N} \rightarrow A$. We refer to a mapping of this kind as notation.

**Remark 4:** In [22, Definition 2.3.1, p. 33], Weihrauch employs the word “notation” as a name for the concept of describing abstract objects by words of a formal language. For example, every definable object (to be precise: every definable set) in ZFC set theory can, by definition, be described by a formula in first-order predicate logic, see [32, Definition 2.8, p. 26] for details. A formal language may be encoded into the natural numbers, as was done by Turing [31] in order to prove the equivalence of Turing machines and recursive functions, or earlier by Gödel [33] in the context of his work on incompleteness theorems. On the other hand, natural numbers may be denoted by words of a formal language, as is the case for the usual representation of natural numbers by means of the Arabic numerals. Ultimately, both the use of formal languages and the use of natural numbers as “fundamental” structure lead to the same notion of computability on abstract structures.

As indicated at the end of the previous section, we will mostly concern ourselves with recursive functions regarding questions of computability, since they characterize the capabilities of real-world computers. Thus, we will restrict ourselves to considering the set $C^*$ within this section. In principle, all of the following considerations apply to general $A$-computable functions in the same manner.

The set $C^*_1$ of recursive functions in one variable yields a direct way to characterize recursive sets. For every recursive indicator function $\mathbb{I}_G$, there exists an $n \in \mathbb{N}$ such that $\mathbb{I}_G = \varphi_n$ holds true. Accordingly, we define the notation

$$n \mapsto G \iff \varphi_n = \mathbb{I}_G \text{ for } G \subseteq \mathbb{N}. \tag{7}$$

This notation is (truly) partial in the following sense: a function $\varphi_n$ satisfies $\varphi_n = \mathbb{I}_G$ for some recursive set $G \subseteq \mathbb{N}$ if and only if it is total and attains no values other than 0 and 1. Clearly, there exists $n \in \mathbb{N}$ such that $\varphi_n$ does not satisfy these requirements. Hence, only a proper subset of the natural numbers actually represents recursive sets with respect to the notation defined in (7).

In the following, we consider $n$-tuples $m = (m_j)_{j=1}^n = (m_1, m_2, \ldots, m_n)$ of natural numbers and, for $l \leq k \leq n$, the projection $[m]_k^l = (m_j)_{j=1}^k$ on the subtuple $(m_j)_{j=1}^k = (m_l, \ldots, m_k)$ consisting of those components of $m$ with index between $l$ and $k$. In particular, for $l = k$, we write $[m]_k = m_k$. 


Given tuples \( m \in \mathbb{N}^k \) and \( s \in \mathbb{N}^k \) for \( l, k \in \mathbb{N} \), we define \( m \circ s := (m_1, \ldots, m_l, s_1, \ldots, s_k) \in \mathbb{N}^{l+k} \).

**Remark 5:** For \( k, n \in \mathbb{N}_+ \) with \( k \leq n \), the function \( [\cdot]_k : \mathbb{N}^n \to \mathbb{N} \) is an element of the set of identity functions, which we have previously used to define the set \( C^* \) of \( \emptyset \)-computable functions. Hence, the function \( [\cdot]_k : \mathbb{N}^n \to \mathbb{N} \) is recursive by definition for all \( k, n \in \mathbb{N}_+ \) with \( k < n \).

In order to extend the idea of notations to structures that involve tuples of natural numbers, we make use of the Cantor pairing function:

\[
\langle m, n \rangle := m + \frac{1}{2} (m + 1) (m + 2),
\]

which maps the set \( \mathbb{N}^2 \) bijectively to the set \( \mathbb{N} \). For \( n > 2 \), the \( n \)-th extension \( \langle \cdot \rangle_n : \mathbb{N}^n \to \mathbb{N} \) of the Cantor pairing function is defined inductively by

\[
\langle m \rangle_n := \langle \langle m \rangle_{n-1} \rangle_{n-1},
\]

For the sake of completeness, we also define the trivial Cantor “pairing” \( \langle \cdot \rangle_1 : \mathbb{N} \to \mathbb{N}, \langle m \rangle_1 = m \). For all \( n \in \mathbb{N}_+ \), the function \( \langle \cdot \rangle_n \) is total and for all \( m \in \mathbb{N} \), there exists exactly one \( m \in \mathbb{N}^n \) such that \( \langle m \rangle_n = m \) holds true. Hence, the inverse Cantor pairing function \( \Pi_n : \mathbb{N} \to \mathbb{N}^n \) is well-defined. Furthermore, \( \langle \cdot \rangle_n \) is recursive, as is \( \Pi_n(\cdot) \) for all \( n, k \in \mathbb{N}_+ \) that satisfy \( k \geq n \). Using the inverse Cantor pairing function for \( n = 3 \), we can specify a notation for the set of rational numbers \( \mathbb{Q} \) by defining

\[
m \mapsto q := (-1)^{[\Pi_3(m)]_1} \frac{[\Pi_3(m)]_2}{1 + [\Pi_3(m)]_3}
\]

for \( m \in \mathbb{N} \).

We define \( \omega_1(\cdot) := [\Pi_2(\cdot)]_1 \) and \( \omega_2(\cdot) := [\Pi_2(\cdot)]_2 \) for the special case of \( n = 2 \). Then, inverse Cantor pairing function also yields a notation for the set of finite tuples of natural numbers \( \bigcup_{n=1}^{\infty} \mathbb{N}^n \) by setting

\[
m \mapsto \Pi_{\omega_1(m)}(\omega_2(m)),
\]

which is particularly useful whenever we want to define a notation for the set of finite tuples of elements of some abstract structure \( \mathcal{A} \). If \( \mathcal{A} \) admits a notation itself, a notation for \( \bigcup_{n=1}^{\infty} \mathcal{A}^n \) can then be defined by means of composition.

For the sake of readability, we write \( \Pi_k(\varphi_n(m)) \) instead of \( \Pi_k(\varphi_{n+1}(m)) \) in the following.

**Definition 6:** An \( n \)-fold sequence of rational numbers \( (r_m)_{m \in \mathbb{N}^n} \) is said to be computable if there exists a number \( k \in \mathbb{N} \) such that

\[
r_m = (-1)^{[\Pi_3(\varphi_k(m))]_1} \frac{[\Pi_3(\varphi_k(m))]_2}{1 + [\Pi_3(\varphi_k(m))]_3}
\]

holds true for all \( m \in \mathbb{N}^n \).

In general, real numbers defy exact computability by Turing machines due to their irrational and hence infinite nature. Practically relevant functions, like \( \exp, \sin \) and \( \cos \) are not computable exactly, even when their domain is restricted to the rational numbers. Hence, a shift from the domain of exact computability, which we have considered so far, to the domain of approximate computability is necessary. In order for approximate computations to be meaningful, it is necessary to incorporate a procedure for estimating the approximation error.

**Definition 7:** A sequence \( (x_m)_{m \in \mathbb{N}} \) of real numbers is said to converge effectively towards a number \( x_e \in \mathbb{R} \) if there exists a number \( c \in \mathbb{N} \) such that \( \xi := \varphi_c \) is a total recursive function and

\[
|x_m - x_e| < \frac{1}{2^M}
\]

holds true for all \( m, M \in \mathbb{N} \) that satisfy \( m \geq \xi(M) \).

The function \( \xi : \mathbb{N} \to \mathbb{N}, M \mapsto \xi(M) \) is referred to as (recursive) modulus of convergence for the sequence \( (x_m)_{m \in \mathbb{N}} \).

**Definition 8:** A real number \( x \) is said to be computable if there exists a computable sequence of rational numbers that converges effectively towards \( x \).

We denote the set of computable real numbers by \( \mathbb{R}_c \), by \( \mathbb{R}_c^+ \) the non-negative numbers in \( \mathbb{R}_c \), and by \( \mathbb{C}_c = \mathbb{R}_c + i\mathbb{R}_c \) the set of computable complex numbers. Prominent examples of computable, irrational numbers are \( \sqrt{2}, e, \) and \( \pi \). Given a computable real number \( x \), a pair \( (r_m)_{m \in \mathbb{N}}, x \) consisting of a computable sequence \( (r_m)_{m \in \mathbb{N}} \) of rational numbers that satisfies \( \lim_{m \to \infty} r_m = x \) and a corresponding recursive modulus of convergence \( \xi(x) \) such that (8) holds true is called a standard description of the number \( x \).

**Remark 6:** On the set of standard descriptions of computable real numbers, the computable real numbers induce an equivalence relation as follows: Two standard descriptions \( (r_m)_{m \in \mathbb{N}}, x \) and \( (r_m')_{m \in \mathbb{N}}, x' \) are equivalent, denoted by \( (r_m)_{m \in \mathbb{N}} \sim (r_m')_{m \in \mathbb{N}} \), if they represent the same number \( x \in \mathbb{R}_c \).

By \( (r_m)_{m \in \mathbb{N}}, x \) \( \Rightarrow \) \( x \), we indicate that \( (r_m)_{m \in \mathbb{N}}, x \) is a representative of \( x \in \mathbb{R}_c \). In general, we will employ the symbol ‘\( \Rightarrow \)’ in the context of computation on abstract sets whenever we want to indicate that some abstract object is represented by some “less abstract” object which is accessible to Turing machines.

By Definition 6, the family \( (\varphi_k)_{k \in \mathbb{N}} \) induces for all \( n \in \mathbb{N}_+ \) a notation for the set of \( n \)-fold computable sequences of rational numbers. Since Definition 6 implicitly requires the function \( \varphi_k \) to satisfy \( D(\varphi_k) = \mathbb{N} \), the notation is partial. Furthermore, the mapping

\[
l \mapsto (\omega_1(l), \omega_2(l)) := (k, c) \mapsto (\varphi_k, \varphi_c),
\]

provides a notation for the set \( \mathbb{R}_c \). For every standard description \( (r_m)_{m \in \mathbb{N}}, x \) of some computable number \( x \), there exist \( k, c \in \mathbb{N} \), such that \( \varphi_k \) characterizes the sequence \( (r_m)_{m \in \mathbb{N}} \) in the sense of Definition 6 and \( \varphi_c \) characterizes the function \( \xi(x) \) in the sense of Definition 7.

**Definition 9:** An \( n \)-fold sequence \( (x_m)_{m \in \mathbb{N}^n} \) of computable real numbers is called computable if there exists an \((n+1)\)-fold computable sequence \( (r_m)_{m \in \mathbb{N}^{n+1}} \) of rational numbers as well as a number \( c \in \mathbb{N} \) such that \( \xi := \varphi_c \) is a total recursive function and

\[
|x_m - r_m| < \frac{1}{2^M}
\]
holds true for all \( s \in \mathbb{N} \), \( m \in \mathbb{N}^n \), \( M \in \mathbb{N} \) that satisfy \( s \geq \xi((m \circ M)_{n+1}) \).

The pair \( (r_{\text{mos}}, m_{\text{mos}})_{n+1} \) is referred to as a standard description of the sequence \( (x_m)_{m \in \mathbb{N}^n} \). Again, the mapping \( l \mapsto (\varphi_l, \varphi_c) \) defined in (9) provides a notation for set of \( n \)-fold computable sequences of computable numbers. Every standard description \( (r_{\text{mos}}, m_{\text{mos}})_{n+1} \) of some sequence \( (x_m)_{m \in \mathbb{N}^n} \) may be characterized by a pair \( (\varphi_l, \varphi_c) \) according to Definitions 6 and 7, analogous to the notation for the set \( \mathbb{R}_c \) defined above.

Finally, returning to the domain of exact computation, we introduce for all \( n \in \mathbb{N}_+ \) a notation for the set \( C_n \) of recursive functions in \( n \) variables by defining

\[
m \mapsto \varphi_m (\langle n \rangle). \tag{10}
\]

Clearly, \( \varphi_m (\langle n \rangle) : \mathbb{N}^n \mapsto \mathbb{N} \) is a recursive function for all \( m \in \mathbb{N} \). On the other hand, consider an arbitrary recursive function \( g : \mathbb{N}^n \mapsto \mathbb{N} \). Then, \( g(\Pi_n (\langle n \rangle)) \) is a recursive function in one variable. Consequently, there exists an \( m \in \mathbb{N} \) such that \( \varphi_m (\langle n \rangle) \) holds true and we have

\[
\varphi_m (\langle n \rangle) = g(\Pi_n (\langle n \rangle)) = g(\cdot).
\]

Hence, (10) yields for all \( n \in \mathbb{N}_+ \) a notation for the set \( C_n \).

By setting

\[
m \mapsto \varphi_{\pi_1 (m)} (\langle \pi_2 (m) \rangle),
\]

we extend this notation to a notation for the set \( C^* \) of all recursive functions.

V. COMPUTATIONS AND ALGORITHMS ON ABSTRACT STRUCTURES

In the previous section, we have introduced the notion of notations. In this section, we will employ notations to formally define the idea of computability on a Turing machine for abstract structures.

Let \( A \) and \( A' \) be two abstract structures with fixed notations \( \nu_A : \mathbb{N} \mapsto A \) and \( \nu_{A'} : \mathbb{N} \mapsto A' \). That is, \( \nu_A \) and \( \nu_{A'} \) are (not necessarily total) surjections from \( \mathbb{N} \) onto \( A \) and \( A' \), respectively. Furthermore, consider a mapping \( \mathcal{G} : A \mapsto A' \). If there exists a recursive function \( g : \mathbb{N} \mapsto \mathbb{N} \) such that for all pairs \((a, n) \in A \times \mathbb{N} \), we have

\[
a \in D(\mathcal{G}) \land \nu_A (n) = a \Rightarrow \nu_{A'} (g(n)) = \mathcal{G}(a),
\]

then we say that there exists a Turing machine \( TM_{\mathcal{G}} \) that returns \( a' = \mathcal{G}(a) \) for input \( a \). This Turing machine computes the mapping \( a \mapsto a' = \mathcal{G}(a) \) in the following sense:

- Whenever \( TM_{\mathcal{G}} \) is presented with a number \( n \) that denotes the object \( a = \nu_A (n) \in D(\mathcal{G}) \) with respect to the notation \( \nu_A \), it returns a number \( g(n) \) that denotes the object \( a' = \nu_{A'} (g(n)) \in A' \) with respect to the notation \( \nu_{A'} \).
- If \( \mathcal{G} \) is undefined at the point \( a = \nu_A (n) \in A \), then either \( TM_{\mathcal{G}} \) does not halt in a finite number of steps for input \( n \), or \( g(n) \) is not an element of \( D(\nu_{A'}) \).
- In particular, \( TM_{\mathcal{G}} \) maps the set of numbers that denote the object \( a \in A \) with respect to \( \nu_A \) to a subset of the set of numbers that denote the object \( \mathcal{G}(a) \in A' \) with respect to \( \nu_{A'} \), i.e., for all \( a \in D(\mathcal{G}) \), we have

\[
g\{n : \nu_A (n) = a\} \subseteq \{n : \nu_{A'} (n) = \mathcal{G}(a)\}.
\]

With some abuse of notation, we also write \( TM_{\mathcal{G}} : A \mapsto A' \). When \( a \mapsto TM_{\mathcal{G}}(a) = a' \), despite the fact that \( TM_{\mathcal{G}} \) actually computes a mapping on natural numbers rather than a mapping on the abstract structures \( A \) and \( A' \),

**Remark 7**: If both \( A \) and \( A' \) are either the set of computable reals \( \mathbb{R}_c \) or the set of computable complex numbers \( \mathbb{C}_c \), then a function \( f : A \mapsto A' \) that satisfies the above notion of computability is referred to as Markov computable. Markov computability is not the strongest notion of computability on \( \mathbb{R}_c \) and \( \mathbb{C}_c \) that has been used in the literature: Turing computability, which is applicable to functions on all of \( \mathbb{R} \) and \( \mathbb{C} \), implies Markov computability when restricted to \( \mathbb{R}_c \) and \( \mathbb{C}_c \). For a comparison, see [25, Appendix 2.9, p. 21].

The majority of notations introduced in Section IV is induced by the enumeration \( (\varphi_n)_{n \in \mathbb{N}} \). If the notations of two abstract structures \( A \) and \( A' \) are induced by a recursive enumeration of \( C_1 \), then any mapping \( \mathcal{G} : A \mapsto A' \) is, in principle, a transformation of recursive functions. In the following, we will introduce a consequence of the s-m-n Theorem [26, Th. 3.5, p. 16], which captures a fundamental structural property of the set \( C^* \). In particular, we will characterize the conditions under which a transformation of recursive functions is computable on a Turing machine.

Consider the following case: for a tuple \( m \in \mathbb{N}^n \), the abstract structure \( A \) equals the set \( C_{m_1} \times \cdots \times C_{m_n} \), while the abstract structure \( A' \) equals the set \( C^* \). For all \( j \in \{1, \ldots, n\} \), the set \( C_{m_j} \) is equipped with an individual notation. We can extend the individual notations to a joint notation \( \nu_A \) for the set \( C_{m_1} \times \cdots \times C_{m_n} \) by first enumerating all \( n \)-tuples of natural numbers and then applying the individual notations to the respective component. Furthermore, for the set \( C^* \), a notation \( \nu_{A'} \) was introduced at the end of Section IV. Now, consider a mapping

\[
\mathcal{G} : C_{m_1} \times \cdots \times C_{m_n} \mapsto C^*,
\]

\[
(g_1, g_2, \ldots, g_n) \mapsto h,
\]

which, for some number \( k \in \mathbb{N}_+ \), is of the form

\[
(g_j)_{j=1}^n =: h_0 \mapsto h_1,
\]

\[
(g_j)_{j=1}^n \circ (h_j)_{j=1}^k =: h_1 \mapsto h_2,
\]

\[
\vdots
\]

\[
(g_j)_{j=1}^n \circ (h_j)_{j=1}^{k-1} =: h_{k-1} \mapsto h_k =: h,
\]

such that for all \( j \in \{1, \ldots, k\} \), the function \( h_j \) is either an element of \( C(\emptyset) \) or emerges from \( h_{j-1} \) through concatenation, primitive recursion or unbounded search. Then, there exists a mapping \( \mathcal{G}' \in C_1 \) such that for all \( l \in \mathbb{N} \) and all \( (g_j)_{j=1}^n \in C_{m_1} \times \cdots \times C_{m_n} \) that satisfy \( \nu_A (l) = (g_j)_{j=1}^n \), we have \( \nu_{A'} (\mathcal{G}'(l)) = h \). That is, there exists a Turing machine \( TM_{\mathcal{G}} \) that computes the mapping \( (g_1, g_2, \ldots, g_n) \mapsto h \).

As a rule of thumb, if we can implement a mapping \( \mathcal{G} : C_{m_1} \times \cdots \times C_{m_n} \rightarrow C^* \) on a real world computer, it is computable by a Turing machine, which applies to all
common arithmetic and logic operations. Throughout the rest of this work, we make implicit use of this principle on several occasions.

VI. THE ARITHMETICAL HIERARCHY OF REAL NUMBERS

Since Turing published his work on the theory of computation, it has been known that almost all real numbers are uncomputable. In an attempt to characterize different degrees of (un)computability, Zheng and Weihrauch introduced the arithmetical hierarchy of real numbers [34], which is strongly related to the Kleene-Mostowski hierarchy of subsets of natural numbers [35], [36]. The hierarchical level of a real number solely depends on the logical structure that is used to define the number.

**Definition 10** (Kleene-Mostowski Hierarchy, cf. [35] and [36]): For $n \in \mathbb{N}_+$, consider $m = (m_1, \ldots, m_n) \in \mathbb{N}^n$. Then, the sets $\Sigma^0_n \subseteq 2^\mathbb{N}$, $\Pi^0_n \subseteq 2^\mathbb{N}$ and $\Delta^0_n \subseteq 2^\mathbb{N}$ are defined as follows:

- A set $A \subseteq \mathbb{N}$ satisfies $A \in \Sigma^0_n$ if there exists a recursive set $G \subseteq \mathbb{N}$ such that for all $j \in \mathbb{N}$, we have $j \in A$ if and only if
  \[ \exists m_1 \forall m_2 \exists m_3 \ldots Q m_n (j \in G) \]
  holds true, where “$Q$” is replaced by “$\forall$” if $n$ is even and by “$\exists$” if $n$ is odd.

- A set $A \subseteq \mathbb{N}$ satisfies $A \in \Pi^0_n$ if there exists a recursive set $G \subseteq \mathbb{N}$ such that for all $j \in \mathbb{N}$, we have $j \in A$ if and only if
  \[ \forall m_1 \exists m_2 \forall m_3 \ldots Q m_n (j \in G) \]
  holds true, where “$Q$” is replaced by “$\exists$” if $n$ is even and by “$\forall$” if $n$ is odd.

- A set $A \subseteq \mathbb{N}$ satisfies $A \in \Delta^0_n$ if satisfies both $A \in \Sigma^0_n$ and $A \in \Pi^0_n$. Hence, we have $\Delta^0_n = \Sigma^0_n \cap \Pi^0_n$.

**Definition 11** (Zheng-Weihrauch Hierarchy, cf. [34]): For $n \in \mathbb{N}_+$, consider $m = (m_1, \ldots, m_n) \in \mathbb{N}^n$. Then, the sets $\Sigma^0_n \subseteq \mathbb{R}$, $\Pi^0_n \subseteq \mathbb{R}$ and $\Delta^0_n \subseteq \mathbb{R}$ are defined as follows:

- A number $x_* \in \mathbb{R}$ satisfies $x_* \in \Sigma^0_n$ if there exists an $n$-fold computable sequence $(r_m)_{m \in \mathbb{N}^n}$ of rational numbers such that
  \[ x_* = \sup_{m_1 \in \mathbb{N}} \inf_{m_2 \in \mathbb{N}} \ldots \Theta (r_m) \]
  holds true, where “$\Theta$” is replaced by “$\inf$” if $n$ is even and by “$\sup$” if $n$ is odd.

- A number $x_* \in \mathbb{R}$ satisfies $x_* \in \Pi^0_n$ if there exists an $n$-fold computable sequence $(r_m)_{m \in \mathbb{N}^n}$ of rational numbers such that
  \[ x_* = \inf_{m_1 \in \mathbb{N}} \sup_{m_2 \in \mathbb{N}} \ldots \Theta (r_m) \]
  holds true, where “$\Theta$” is replaced by “$\sup$” if $n$ is even and by “$\inf$” if $n$ is odd.

- A number $x_* \in \mathbb{R}$ satisfies $x_* \in \Delta^0_n$ if satisfies both $x_* \in \Sigma^0_n$ and $x_* \in \Pi^0_n$. Hence, we have $\Delta^0_n = \Sigma^0_n \cap \Pi^0_n$.

**Remark 8**: A real number $x$ is computable if and only if it satisfies both $x \in \Pi_1$ and $x \in \Sigma_1$. Hence, we have $\mathbb{R}_c = \Delta_1$.

Given a set $A \subseteq \mathbb{N}$, we denote $x[A] := \sum_{j \in A} (1/2^{j+1})$. Zheng and Weihrauch showed that for all $n \in \mathbb{N}_+$, if $A$ satisfies $A \in \Sigma^0_n$, $A \in \Pi^0_n$ or $A \in \Delta^0_n$, then $x[A]$ satisfies $x[A] \in \Sigma_n$, $x[A] \in \Pi_n$, or $x[A] \in \Delta_n$, respectively.

Assuming the finiteness of the respective suprema and infima, an $n$-fold computable sequence $(x_m)_{m \in \mathbb{N}^n}$ of computable numbers is referred to as $n$-th order lower Zheng-Weihrauch (ZW) description of the real number

\[ x_* = \sup_{m_1 \in \mathbb{N}} \inf_{m_2 \in \mathbb{N}} \ldots \Theta (x_m), \]

where “$\Theta$” is replaced by “$\inf$” if $n$ is even and by “$\sup$” if $n$ is odd.

Likewise, again assuming the finiteness of the respective suprema and infima, an $n$-fold computable sequence $(x_m)_{m \in \mathbb{N}^n}$ of computable numbers is referred to as $n$-th order upper Zheng-Weihrauch (ZW) description of the real number

\[ x_* = \inf_{m_1 \in \mathbb{N}} \sup_{m_2 \in \mathbb{N}} \ldots \Theta (x_m), \]

where “$\Theta$” is replaced by “$\sup$” if $n$ is even and by “$\inf$” if $n$ is odd.

**Lemma 1**: If there exists an $n$-th order upper ZW description for a number $x_* \in \mathbb{R}$, then $x_* \in \Pi_n$ is satisfied.

**Proof**: Consider the standard description $(r^*_m)_{m \in \mathbb{N}^n+1}$ of an $n$-th order upper ZW description $(x_m)_{m \in \mathbb{N}^n}$ of $x_*$ and define

\[ g'(m) := (\omega_1(m_1), m_2, \ldots, m_n), \]

\[ g(m) := g'(m) \circ \xi (g'(m), \omega_2(m_1)), \]

\[ r_m := r_{g(m)} + \frac{1}{\omega_2(m_1)}, \]

for all $m \in \mathbb{N}^n$. Then, $(r_m)_{m \in \mathbb{N}^n}$ is an $n$-fold computable sequence of rational numbers that satisfies $r_m \geq x'_{g'(m)}$ for all $m \in \mathbb{N}^n$, and hence

\[ x_* \leq \sup_{m_2 \in \mathbb{N}} \inf_{m_3 \in \mathbb{N}} \ldots \Theta (x'_{g'(m)}) \leq \sup_{m_2 \in \mathbb{N}} \inf_{m_3 \in \mathbb{N}} \ldots \Theta (r_m) \]

for all $m_1 \in \mathbb{N}$ as well. Since $(r^*_m)_{m \in \mathbb{N}^n}$ is a standard description of $(x_m)_{m \in \mathbb{N}^n}$, we have

\[ \sup_{m_2 \in \mathbb{N}} \ldots \Theta (x_m) \ldots \sup_{m_2 \in \mathbb{N}} \inf_{m_3 \in \mathbb{N}} \ldots \Theta (r_m) \leq \frac{1}{2^M} \]

for all $m_1, M \in \mathbb{N}$. Since furthermore, $(x_m)_{m \in \mathbb{N}^n}$ is an upper ZW description of $x_*$, we conclude that for $\epsilon > 0$ arbitrary, there exist $l, k \in \mathbb{N}$ such that for $m' := (l, m_2, \ldots, m_n) \in \mathbb{N}^n$, $x_* + \epsilon \geq \sup_{m_2 \in \mathbb{N}} \ldots \Theta (r'_{m'\circ \xi ((m'), k)}) \geq 1/2k$ holds true. The mapping $(\cdot)^{-1} : \mathbb{N} \to \mathbb{N}^2$ is bijective. Hence, for all $l, k \in \mathbb{N}$, there exists $m_1 \in \mathbb{N}$ such that
\( \langle m_1 \rangle_2^{-1} = (\varpi_1(m_1), \varpi_2(m_1)) = (l, k) \) holds true. Consequently, there exists \( m_1 \in \mathbb{N} \) such that
\[
x_* + \epsilon \geq \sup_{m_2 \in \mathbb{N}} \inf_{m_3 \in \mathbb{N}} \Theta (r_m)
\]
holds true. Joining (11) and (12), we conclude that
\[
x_* + \epsilon \geq \sup_{m_1 \in \mathbb{N}} \inf_{m_2 \in \mathbb{N}} \inf_{m_3 \in \mathbb{N}} \Theta (r_m) \geq x_*
\]
is satisfied. Since \( \epsilon > 0 \) was chosen arbitrary, the claim follows.

**Remark 9:** From the definition of computable sequences of computable numbers, it is immediate that every computable sequence of rational numbers is also a computable sequence of computable numbers. Hence, a converse to Lemma 1 is straightforward to prove, and we conclude that if a number \( x_* \in \mathbb{R} \) satisfies \( x_* \in \Pi_\infty \), there exists an \( n \)-th order upper ZW description for \( x_* \). Likewise, if a number \( y_* \in \mathbb{R} \) satisfies \( y_* \in \Sigma_n \), there exists an \( n \)-th order lower ZW description for \( y_* \). Furthermore, the line of reasoning presented in the proof of Lemma 1 applies analogously to \( n \)-th order lower ZW description of some number \( y_* \in \mathbb{R} \). In summary, we arrive at the following: a number \( x_* \in \mathbb{R} \) satisfies \( x_* \in \Pi_\infty \) if and only if there exists an \( n \)-th order upper ZW description for \( x_* \), while a number \( y_* \in \mathbb{R} \) satisfies \( y_* \in \Sigma_n \) if and only if there exists an \( n \)-th order lower ZW description for \( y_* \).

The following lemma was stated in a slightly different form by Zheng and Weihrauch. A close examination shows that the corresponding proof is constructive and exclusively employs operations that can be computed on a Turing machine. Hence, the derivations provided by Zheng and Weihrauch is sufficient to prove the subsequent version of the lemma.

**Lemma 2 (34, Lemma 3.2, p. 55):** Let \( (r_m)_{m \in \mathbb{N}} \) be a computable double sequence of rational numbers such that \( \inf_{m_1 \in \mathbb{N}} \sup_{m_2 \in \mathbb{N}} (r_m) \) exists. There exists a Turing machine which computes a mapping \( (r_m)_{m \in \mathbb{N}} \mapsto (r'_m)_{m \in \mathbb{N}} \) such that \( (r'_m)_{m \in \mathbb{N}} \) is a computable sequence of rational numbers and \( \lim_{m \to \infty} (r'_m) = \inf_{m_1 \in \mathbb{N}} \sup_{m_2 \in \mathbb{N}} (r_m) \) is satisfied.

In Section III, we introduced the totality set \( A_T^m \) and its relation to the family \( (\mathcal{D}(\varphi_n))_{n \in \mathbb{N}} \). As indicated, these sets will play a role in the context of oracle computations. In the following, we will characterize \( A_T^m \) and \( (\mathcal{D}(\varphi_n))_{n \in \mathbb{N}} \) with respect to the Kleene-Mostowski hierarchy.

**Lemma 3:** For all \( n \in \mathbb{N} \), we have \( \mathcal{D}(\varphi_n) \subseteq \mathbb{N}^n \).

**Proof:** Define \( \mathcal{G}^m_n := \{ m \in \mathbb{N} : \mathcal{D}(m, \varpi_2(m), \varpi_1(m)) = 1 \} \). Since \( \mathcal{G}^m_n \) is a recursive function, the set \( \mathcal{G}^m_n \) is recursive. Furthermore, incorporating the definition of \( \Psi \), we have
\[
\mathcal{D}(\varphi_n) = \{ j \in \mathbb{N} : \exists k \in \mathbb{N} : \mathcal{D}(n, j, k) = 1 \}
= \{ j \in \mathbb{N} : \exists k \in \mathbb{N} : (k, j)_2 \in \mathcal{G}^m_n \}.
\]
The claim then follows from Definition 10.

**Lemma 4:** The totality set \( A_T^\Psi \) satisfies \( A_T^\Psi \subseteq \Pi_2 \).

**Proof:** Again, the claim follows from the existence of a suitable recursive set, which is induced by the runtime function \( \Psi \). Define
\[
\mathcal{G}^\Psi := \{ m \in \mathbb{N} : \mathcal{D}(m, \varpi_3(m), \varpi_3(m), \varpi_3(m), \varpi_3(m), \varpi_3(m), \varpi_3(m)) = 1 \},
\]
Since \( \mathcal{G}^\Psi \) is a total recursive function, the set \( \mathcal{G}^\Psi \) is recursive. Furthermore, by Definition 5, we have
\[
A_T^\Psi = \{ n \in \mathbb{N} : \forall j \in \mathbb{N} : \exists k \in \mathbb{N} : \mathcal{D}(n, j, k) = 1 \}
= \{ n \in \mathbb{N} : \forall j \in \mathbb{N} : \exists k \in \mathbb{N} : (j, k)_3 \in \mathcal{G}^\Psi \}.
\]
The claim then follows from Definition 10.

**VII. Computable Bandlimited Signals**

Having introduced a framework for computable analysis, we are now equipped to formalize the concept of computable bandlimited signals. Again, for the sake of self-containedness, we repeat some of the definitions found in [18].

**Definition 12:** We call a signal \( f \) elementary computable if there exists a natural number \( L \) and a sequence of computable numbers \( (c_k)_{k=-L}^L \) that satisfy
\[
f(t) = \sum_{k=-L}^L c_k \frac{\sin(\pi(t-k))}{\pi(t-k)}.
\]
The building blocks of an elementary computable signal are sinc functions. Hence, elementary computable signals are exactly those functions that can be represented by a finite Shannon sampling series with computable coefficients \( (c_k)_{k=-L}^L \). Note that every elementary computable signal \( f \) is a finite sum of computable continuous functions and hence a computable continuous function. As a consequence, for every \( t \in \mathbb{R} \), the number \( f(t) \) is computable. Further, the sum of finitely many elementary computable signals is elementary computable, as well as the product of an elementary computable signal with a computable number.

**Definition 13:** A signal in \( f \in \mathcal{B}_\infty \), \( p \in (1, \infty) \cap \mathbb{R} \), is called computable in \( \mathcal{B}_\infty \) if there exists a computable sequence \( (f_m)_{m \in \mathbb{N}} \) and a recursive function \( \xi : \mathbb{N} \to \mathbb{N} \) such that for all \( M \in \mathbb{N} \) we have
\[
\| f - f_m \|_{\mathcal{B}_\infty} \leq \frac{1}{2^M}
\]
for all \( m \geq \xi(M) \). By \( \mathcal{C}_\infty \), \( p \in (1, \infty) \cap \mathbb{R} \), we denote the set of all signals in \( \mathcal{B}_\infty \) that are computable in \( \mathcal{B}_\infty \).

According to this definition, we can approximate any signal \( f \in \mathcal{C}_\infty \), \( p \in (1, \infty) \cap \mathbb{R} \), by an elementary computable signal, where we have an “effective”, i.e., computable control of the approximation error. For every prescribed approximation error \( \epsilon > 0 \), \( \epsilon \in \mathbb{R} \), we can compute a number \( M \in \mathbb{N} \) such that \( M \geq 1 - \log_2(\epsilon) \) holds true. Hence, the approximation error \( \| f - f_m \|_{\mathcal{B}_\infty} \) is less than or equal to \( \epsilon \) for all \( m \geq \xi(M) \).

We finally give the definition of computability for bandlimited signals in \( \mathcal{E}_\pi \).

**Definition 14:** We call a signal \( f \in \mathcal{E}_\pi \) a computable bandlimited signal if the coefficients \( (a_n)_{n \in \mathbb{N}} \) of the Taylor series (3) form a computable sequence of computable numbers. By \( \mathcal{C}_\pi \), we denote the set of all signals in \( \mathcal{E}_\pi \) that are computable.

Note that a signal \( f \in \mathcal{C}_\pi \) is completely determined by the computable sequence \( (a_n)_{n \in \mathbb{N}} \) of computable numbers according to the representation (3). Hence, a program for \( (a_n)_{n \in \mathbb{N}} \) gives a complete description of \( f \).
For \( f_1, f_2 \in \mathcal{CE}_\pi \) and \( \alpha_1, \alpha_2 \in \mathbb{C}_c \), we have \( \alpha_1 f_1 + \alpha_2 f_2 \in \mathcal{CE}_\pi \), i.e., \( \mathcal{CE}_\pi \) has a linear structure.

**Remark 10:** We have \( \mathcal{CB}_\pi^1 \subseteq \mathcal{CB}_\pi^2 \subseteq \mathcal{CE}_\pi \), which shows that \( \mathcal{CE}_\pi \) is the largest of these three sets.

**Remark 11:** For \( f \in \mathcal{B}_\pi^2 \), it follows from the properties of the Fourier transform \( \hat{f} \) that the family \( (a_n)_{n \in \mathbb{N}} \) of Taylor coefficients satisfies

\[
a_n = \frac{1}{2\pi} \int_{-\pi}^{\pi} \hat{f}(\omega)(i\omega)^n \, d\omega
\]

for all \( n \in \mathbb{N} \). If \( f \) furthermore satisfies \( f \in \mathcal{CB}_\pi^2 \), the Fourier transform \( \hat{f} \) is a computable signal in \( L^2[-\pi, \pi] \) and the family of coefficients \( (a_n)_{n \in \mathbb{N}} \) forms a computable sequence of computable numbers.

**Definition 15:** Let \( f \) satisfy \( f \in \mathcal{E}_\pi \). If there exists a computable double sequence \( (p_m)_{m \in \mathbb{N}^2} \) of rational polynomials as well as a recursive function \( \xi : \mathbb{N} \to \mathbb{N} \) such that

\[
|f(z) - p_{m_1, m_2}(z)| < \frac{1}{2^n}
\]

holds true for all \( z \in \mathbb{C}, m_1, m_2, m \in \mathbb{N} \) that satisfy \( |z| \leq m_2 \) and \( m_1 \geq \xi(m, m_2) \), then \( f \) is referred to as Weierstrass effective. We denote \( \mathcal{WE}_\pi \) the set of Weierstrass effective \( \pi \)-bandlimited entire functions.

**Theorem 1:** The sets \( \mathcal{CE}_\pi \) and \( \mathcal{WE}_\pi \) coincide.

**Proof:** We start by proving that \( f \in \mathcal{CE}_\pi \Rightarrow f \in \mathcal{WE}_\pi \) holds true for all \( f \in \mathcal{CE}_\pi \). Let \( f \in \mathcal{CE}_\pi \) satisfy (3), where \( (a_n)_{n \in \mathbb{N}} \) is a computable sequence of computable numbers with standard description \( ((r_{n,m})_{n,m \in \mathbb{N}}, \xi) \). Without loss of generality, assume that \( \xi \) is the identity function, i.e., \( (r_{n,m})_{n,m \in \mathbb{N}} \) and \( (a_n)_{n \in \mathbb{N}} \) satisfy

\[
|a_n - r_{n,m}| < \frac{1}{2^n}
\]

for all \( n, m \in \mathbb{N} \). Since \( f \in \mathcal{CE}_\pi \) holds true, there exists \( L \in \mathbb{N} \) such that

\[
\sqrt{|a_n|} \leq L
\]

is satisfied for all \( n \in \mathbb{N} \). For \( K, m, n, z \in \mathbb{N} \), define

\[
\mathcal{J}_{K,m}(z) := f(z) - \sum_{n=0}^{K} \frac{r_{n,m}}{n!} t^n + \left( \sum_{n=K+1}^{\infty} \frac{a_n}{n!} t^n \right)
\]

The function \( \mathcal{J}_{K,m} \) characterizes the error that arises when approximating the signal \( f \) by a computable polynomial based on the standard description \( ((r_{n,m})_{n,m \in \mathbb{N}}, \xi) \) of \( (a_n)_{n \in \mathbb{N}} \). We will prove the first part of the theorem by deriving a computable upper bound on \( \mathcal{J}_{K,m} \). Set \( \pi_{n,m} := a_n - r_{n,m} \) for all \( n, m \in \mathbb{N} \). We have

\[
\max_{|z| \leq 1} |\mathcal{J}_{K,m}(z)| \leq \left( \sum_{n=0}^{K} \frac{\pi_{n,m}}{n!} t^n \right) + \left( \sum_{n=K+1}^{\infty} \frac{L^n}{n!} t^n \right)
\]

\[
\leq \left( \sum_{n=0}^{K} \frac{(1/2)^m}{n!} J^n \right) + \left( \sum_{n=K+1}^{\infty} \frac{L^n}{n!} J^n \right)
\]

where the bound on the first sum in (13) follows from the series expansion of the function \( x \mapsto e^x \) and the bound on the second sum in (13) follows from the inequality \( n! \geq (\lfloor 1/4 \rfloor)^n \), which in turn follows from Stirling’s approximation for factorials. The remaining sum converges if \( x(L, J) \) is sufficiently close to 0. In particular,

\[
\sum_{n=K+1}^{\infty} \frac{L^n}{n!} J^n
\]

holds true for all \( x \in [0, 1] \). Hence, consider \( K \in \mathbb{N} \) such that \( K + 1 > 8LJ \) is satisfied. Then, we have

\[
\max_{|z| \leq 1} |\mathcal{J}_{K,m}(z)| \leq 2^{2J-m} + 2^{-K}.
\]

For \( M, J \in \mathbb{N}, z \in \mathbb{C} \), we define

\[
N(M, J) := 2J + M + 2,
\]

\[
K(M, J) := \max\{8LJ, M + 2\},
\]

\[
p_{M,J}(z) := \sum_{n=0}^{N(M,J)} \frac{M,J(n)}{n!} z^n.
\]

Then, \( (p_{M,J})_{M,J \in \mathbb{N}} \) is a computable family of polynomials such that

\[
|f(z) - p_{M,J}(z)| < \frac{1}{2^n}
\]

holds true for all \( M, J \in \mathbb{N}, z \in \mathbb{C} \) that satisfy \( |z| \leq J \). Hence, \( f \) satisfies \( f \in \mathcal{WE}_\pi \).

It remains to show that \( f \in \mathcal{WE}_\pi \Rightarrow f \in \mathcal{CE}_\pi \) holds true for all \( f \in \mathcal{WE}_\pi \). Since \( f \) is an entire function, there exists a unique sequence \( (a_n)_{n \in \mathbb{N}} \) of real numbers such that (3) holds true. Hence, we can prove the second part of the theorem by showing that \( (a_n)_{n \in \mathbb{N}} \) is indeed a computable sequence of computable numbers, whenever \( f \) satisfies \( f \in \mathcal{WE}_\pi \). Observe that by Cauchy’s integral formula, we have

\[
a_n = \frac{1}{2\pi i} \oint_{|z|=1} \frac{f(z)}{z^{n+1}} \, dz.
\]

Assume the pair \( ((p_m)_{m \in \mathbb{N}^2}, \xi) \) satisfies the requirements of Definition 15. Furthermore, assume without loss of generality that \( \xi(m_1, m_2) = m_1 \) holds true for all \( m_1, m_2 \in \mathbb{N} \), i.e., \( (p_m)_{m \in \mathbb{N}^2} \) satisfies

\[
|f(z) - p_{m_1, m_2}(z)| < \frac{1}{2m_1}
\]

for all \( m_1, m_2 \in \mathbb{N}, z \in \mathbb{C} \) that satisfy \( |z| \leq m_2 \). In the following, for \( m \in \mathbb{N} \), consider the family \( (c_m)_{m \in \mathbb{N}} \) of coefficients of \( p_{m,1} \). That is, we have

\[
p_{m,1}(z) = \sum_{k=0}^{K(m)} c_m^k \cdot z^k
\]
for all $z \in \mathbb{C}, m \in \mathbb{N}$. Then, for $m \in \mathbb{N}, z \in \mathbb{C}$, we define
\[
\rho_{n,m} = \frac{n!}{2\pi i} \int_{|z|=\rho} \frac{p_m(z)}{z^{n+1}} \, dz = e^{\rho}.
\]
We now show that the sequence $(\rho_{n,m})_{m \in \mathbb{N}}$ converges effectively towards $a_n$ for all $n \in \mathbb{N}$, with $|a_n - \rho_{n,m}| \leq n! \cdot (1/2^m)$ satisfied for all $m \in \mathbb{N}$. We have
\[
|a_n - \rho_{n,m}| \leq n! \int_{-1/2}^{1/2} \left| \frac{f \left( e^{i2\pi \phi} \right) - p_m \left( e^{i2\pi \phi} \right)}{e^{i2\pi \phi (n+1)}} \right| \, d\phi \\
< n! \int_{-1/2}^{1/2} (1/2^m) \, d\phi \\
= \frac{n!}{2^m},
\]
which proves the assertion made above. Hence, $(a_n)_{n \in \mathbb{N}}$ is a computable sequence of computable numbers, making $f$ and element of $\mathcal{CE}_\pi$. \hfill \Box

**Corollary 1:** If $f$ satisfies $f \in \mathcal{CE}_\pi$, then $f$ is Markov computable.

In other words, if $f$ satisfies $f \in \mathcal{CE}_\pi$, there exists a Turing machine $T_M$ that computes the mapping $x \mapsto f(x)$ for $x \in \mathbb{R}_\pi$. Hence, for all $x \in \mathbb{R}_\pi$, we have $f(x) \in \mathbb{R}_\pi$.

While $\mathcal{CE}_\pi = \mathcal{WE}_\pi$ holds true in set-theoretic terms, both $\mathcal{CE}_\pi$ and $\mathcal{WE}_\pi$ have an individual structure in the sense of computability, which we will discuss in the following.

From the proof of Theorem 1, we conclude that there exists a Turing machine TM which, given any description $((p_s)_{s \in \mathbb{N}^2}, \xi') \mapsto f$, computes a mapping
\[
((p_s)_{s \in \mathbb{N}^2}, \xi') \mapsto (a_n)_{n \in \mathbb{N}},
\]
such that $(a_n)_{n \in \mathbb{N}} \equiv f$ holds true.

The remainder of this section is dedicated to proving that the converse is not satisfied. That is, there does not exist a Turing machine that transforms any description $(a_n)_{n \in \mathbb{N}} \mapsto f$ into a corresponding description $((p_s)_{s \in \mathbb{N}^2}, \xi') \mapsto f$. Note that since $f$ is bandlimit, there exists a number $L \in \mathbb{N}$ such that $\sqrt{|a_n|} \leq L$ holds true for all $n \in \mathbb{N}$. However, no such $L$ can be determined algorithmically from the sequence $(a_n)_{n \in \mathbb{N}}$. This observation will play a crucial role in the subsequent lemma.

**Lemma 5:** There exists a sequence $(f_m)_{m \in \mathbb{N}}$ of signals in $\mathcal{E}_\pi$ that simultaneously satisfies the following:
(a) For all $m \in \mathbb{N}$, we have $f_m \in \mathcal{CE}_\pi$ (and, consequently, $f_m \in \mathcal{WE}_\pi$ as well).
(b) There exists a computable double sequence $(a_{m,n})_{n,m \in \mathbb{N}}$ of computable numbers such that $(a_{m,n})_{n \in \mathbb{N}} \equiv f_m$ in the sense of Definition 14 holds true for all $m \in \mathbb{N}$.
(c) There does not exist a pair $((p_m, a)_{m \in \mathbb{N}^2}, \xi'(m, \cdot))$ such that $((p_m, a)_{m \in \mathbb{N}^2}, \xi'(m, \cdot)) \mapsto f_m$ in the sense of Definition 15 holds true for all $m \in \mathbb{N}$.

**Proof:** Let $A \subseteq \mathbb{N}$ be a non-recursive set such that there exists $g \in \mathcal{C}_1$ that satisfies $D(g) = A$, i.e., $A$ is recursively enumerable. Fix any $n \in \mathbb{N}$ such that $D(\varphi_n) = A$ holds true and consider the recursive function $h : \mathbb{N}^2 \rightarrow \mathbb{N}$ that satisfies
\[
h(m, k) = \begin{cases} 
\min\{l : \Phi(n, m, l) = 1\}, & \text{if } \Phi(n, m, k) = 1, \\
0, & \text{otherwise}.
\end{cases}
\]
Using this function, define the computable triple sequence $(r_m)_{m \in \mathbb{N}^2}$ of rational numbers by
\[
r_m := \begin{cases} 
2^{-h(m_2, m_3)}, & \text{if } 0 \leq m_1 \leq 2^{h(m_2, m_3)} - 1, \\
0, & \text{otherwise},
\end{cases}
\]
for all $m \in \mathbb{N}^3$. Next, we introduce the sequence $(a_m)_{m \in \mathbb{N}^2}$ of real numbers defined by
\[
a_{m_1, m_2} := \begin{cases} 
2^{-k}, & \text{if } \sup_{m_3} h(m_2, m_3) = k \\
0, & \text{otherwise},
\end{cases}
\]
which we will show to be the effective limit of $(r_m)_{m \in \mathbb{N}^3}$ in $m_3$ for all $m_1, m_2 \in \mathbb{N}$. In other words, we want to show that $(r_m)_{m \in \mathbb{N}^2}$ is a computable double sequence of computable numbers such that for some recursive function $\xi : \mathbb{N}^3 \rightarrow \mathbb{N}$, the pair $((r_m)_{m \in \mathbb{N}^2}, \xi)$ is a standard description of $(a_m)_{m \in \mathbb{N}^2}$. The fact that
\[
\lim_{m_3 \rightarrow \infty} r_{m_1, m_2, m_3} = a_{m_1, m_2}
\]
holds true for all $m_3 \in \mathbb{N}$ follows directly from the definitions of $(r_m)_{m \in \mathbb{N}^3}$ and $(a_m)_{m \in \mathbb{N}^2}$. It thus only remains to show that the convergence is effective for all $m_1, m_2 \in \mathbb{N}$. In particular, we want to show that the function $\xi : (m_1, m_2, M) \mapsto M + 1$ satisfies
\[
\left| \left( \lim_{m_3 \rightarrow \infty} r_{m_1, m_2, m_3} \right) - r_{m_1, m_2, m_3} \right| < \frac{1}{2M}
\]
for all $m_1, m_2, m_3 \in \mathbb{N}$ that satisfy $m_3 \geq \xi(m_1, m_2, M)$. Consider the following case distinction:

1. **Fix $m_1, m_2 \in \mathbb{N}$ and assume that there exists $k \in \mathbb{N}$ such that $\sup_{m_3} h(m_2, m_3) = k$ and $2^k - 1 < m_1$ hold true. Then, $r_{m_1, m_2, m_3} = 0$ holds true for all $m_3 \in \mathbb{N}$. Hence, (14) is satisfied trivially.**

2. **Fix $m_1, m_2 \in \mathbb{N}$ and assume that there exists $k \in \mathbb{N}$ such that $\sup_{m_3} h(m_2, m_3) = k$ and $2^k - 1 \geq m_1$ hold true. Then, for all $m_3 \in \mathbb{N}_+$ that satisfy $m_3 < \log_2(m_1 + 1)$, we have**
\[
|a_{m_1, m_2} - r_{m_1, m_2, m_3}| = |0 - 2^{-k}| \leq 2^{-m_3 - 1}.
\]
For all $m_3 \in \mathbb{N}_+$ that satisfy $\log_2(m_1 + 1) \leq m_3 \leq k$, we have
\[
|a_{m_1, m_2} - r_{m_1, m_2, m_3}| = |2^{-m_3} - 2^{-k}| < 2^{-m_3 - 1}.
\]
For all $m_3 \in \mathbb{N}_+$ that satisfy $k < m_3$, we have
\[
|a_{m_1, m_2} - r_{m_1, m_2, m_3}| = |2^{-k} - 2^{-k}| < 2^{-m_3 - 1}.
\]
Hence, (14) is satisfied for all $m_3 \in \mathbb{N}_+$.**

3. **Fix $m_1, m_2 \in \mathbb{N}$ and assume that there does not exist $k \in \mathbb{N}$ such that $\sup_{m_3} h(m_2, m_3) = k$ holds true. Then, for all $m_3 \in \mathbb{N}_+$ that satisfy $m_3 < \log_2(m_1 + 1)$, we have**
\[
|a_{m_1, m_2} - r_{m_1, m_2, m_3}| = |0 - 0| < 2^{-m_3 - 1}.
\]
For all $m_3 \in \mathbb{N}_+$ that satisfy $\log_2(m_1 + 1) \leq m_3$, we have
\[
|a_{m_1, m_2} - r_{m_1, m_2, m_3}| = |2^{-m_3} - 0| < 2^{-m_3 - 1}.
\]
Hence, (14) is satisfied for all $m_3 \in \mathbb{N}_+$. We conclude that (14) is satisfied for all $m_1, m_2, m_3 \in \mathbb{N}$ that satisfy $m_3 \geq M = \xi(m_1, m_2, M)$. Hence, the pair $((r_m)_{m \in \mathbb{N}}, \xi)$ is a standard description of the computable double sequence $(a_m)_{m \in \mathbb{N}^2}$ of computable numbers. Consider now the sequence $(a_m')_{m \in \mathbb{N}^2}$ defined by
\[ a_{m_1, m_2}' := a_{m_1} \cdot a_{m_2} \]
for all $m_1, m_2 \in \mathbb{N}$. Since $(a_m)_{m \in \mathbb{N}^2}$ is a computable double sequence of computable numbers, so is $(a_m')_{m \in \mathbb{N}^2}$. Hence, the sequence $(f_m)_{m \in \mathbb{N}}$ defined by
\[ f_m(z) := \sum_{n=0}^{\infty} \frac{a_{m,n}'}{m!} z^n = \sum_{n=0}^{\infty} a_{m,n} z^n, \quad z \in \mathbb{C}, \]
is a computable sequence of entire functions in the sense of Definition 14, i.e., $(a_m')_{m \in \mathbb{N}^2} \Rightarrow (f_m)_{m \in \mathbb{N}}$. Furthermore, we have $B(f_m) = 0$ for all $m \in \mathbb{N}$. Thus, $(f_m)_{m \in \mathbb{N}}$ satisfies $f_m \in \mathcal{C}_\pi$ for all $m \in \mathbb{N}$. Defining $\sup_{l \in \mathbb{N}} h(m, l) := k(m)$, we have
\[ f_m(z) = \frac{2^{k(m)} - 1}{2^{k(m)}} z^n, \quad z \in \mathbb{C} \] (15)
for all $m \in \mathbb{N}$ that satisfy $m \in A$, while for all $m \in \mathbb{N}$ that satisfy $m \notin A$, we have
\[ f_m(z) = 0, \quad z \in \mathbb{C}. \]
In particular, as follows from (15) by direct calculation, we obtain that
\[ f_m(1) = 1_A(m) \] (16)
holds true for all $m \in \mathbb{N}$. We now show that $(f_m)_{m \in \mathbb{N}}$ is not a computable sequence in the sense of Definition 15. That is, there does not exist a pair $((p_m, a_m)_{m \in \mathbb{N}, n \in \mathbb{N}^2}, \xi'(m, \cdot, \cdot))$ consisting of a computable triple sequence $(p_m, a_m)_{m \in \mathbb{N}, n \in \mathbb{N}^2}$ of rational polynomials and a recursive function $\xi : \mathbb{N} \to \mathbb{N}$ such that $((p_m, a_m)_{m \in \mathbb{N}, n \in \mathbb{N}^2}, \xi'(m, \cdot, \cdot)) \Rightarrow (f_m)_{m \in \mathbb{N}}$ holds true. We show this claim by contradiction: assume there exists a pair $((p_m, a_m)_{m \in \mathbb{N}, n \in \mathbb{N}^2}, \xi'(m, \cdot, \cdot))$ such that $((p_m, a_m)_{m \in \mathbb{N}, n \in \mathbb{N}^2}, \xi'(m, \cdot, \cdot)) \Rightarrow (f_m)_{m \in \mathbb{N}}$ holds true. Since $(p_m, a_m)_{m \in \mathbb{N}, n \in \mathbb{N}^2}$ is a computable sequence of polynomials, there exists a Turing machine $TM$ that computes the mapping
\[ m \mapsto p_m, \xi'(m, (1/2), 1, 1). \]
Then, for all $m \in \mathbb{N}$, this Turing machine satisfies
\[ |f_m(1) - TM(m)| < \frac{1}{2}. \] (17)
Since TM furthermore satisfies $TM(m) \in \mathbb{Q}$ for all $m \in \mathbb{N}$, there exists a recursive function $g : \mathbb{N} \to \{0, 1\}$ that satisfies
\[ g(m) = \begin{cases} 1, & \text{if } (1/2) < TM(m), \\ 0, & \text{otherwise}. \end{cases} \]
Incorporating (16) and (17), we obtain $g = 1_A$, which, since $g$ is a recursive function, is a contradiction to the nonrecursivity of $A$. □

**Theorem 2:** There does not exist a Turing machine that computes a mapping $(a_n)_{n \in \mathbb{N}} \mapsto ((p_m)_{m \in \mathbb{N}^2}, \xi)$, such that $(p_m)_{m \in \mathbb{N}^2}, \xi \Rightarrow f$ holds true for every signal $f \in \mathcal{C}_\pi$ and every description $(a_n)_{n \in \mathbb{N}} \Rightarrow f$.

**Proof:** The claim is a direct consequence of Lemma 5 by contradiction: assume there exists a Turing machine $TM$ that computes a mapping $((a_n)_{n \in \mathbb{N}} \mapsto ((p_m)_{m \in \mathbb{N}^2}, \xi)$ for $(a_n)_{n \in \mathbb{N}} \Rightarrow f \in \mathcal{C}_\pi$, such that $((p_m)_{m \in \mathbb{N}^2}, \xi \Rightarrow f$ holds true. Consider any pair $((f_m)_{m \in \mathbb{N}}, (a_m)_{n \in \mathbb{N}}, (a_m)_{m \in \mathbb{N}})$ consisting of a sequence $((f_m)_{m \in \mathbb{N}}$ of signals in $\mathcal{C}_\pi$ and a computable double sequence $(a_m)_{m \in \mathbb{N}}$ of computable numbers such that $f_m \Rightarrow (a_m)_{n \in \mathbb{N}}$ holds true for all $m \in \mathbb{N}$. Then, setting
\[ ((p_m, a_m)_{m \in \mathbb{N}^2}, \xi'(m, \cdot, \cdot)) := TM((a_m)_{m \in \mathbb{N}}) \]
for all $m \in \mathbb{N}$ yields a pair $((p_m, a_m)_{m \in \mathbb{N}, n \in \mathbb{N}^2}, \xi'(m, \cdot, \cdot))$ such that $((p_m, a_m)_{m \in \mathbb{N}^2}, \xi'(m, \cdot, \cdot)) \Rightarrow f$ holds true for all $m \in \mathbb{N}$. Hence, if the Turing machine $TM$ existed, any sequence $(f_m)_{m \in \mathbb{N}}$ of signals in $\mathcal{C}_\pi$ that satisfies conditions (a) and (b) of Lemma 5 would necessarily violate condition (c). □

In Section VIII and Section IX, we will analyze whether $B(f)$ can be computed for $f \in \mathcal{C}_\pi$, or, if that is not possible, whether we can at least algorithmically determine upper and lower bounds for $B(f)$. In Section X, we will characterize the bandwidth of computable bandlimited signals with specific properties to a number of common computational oracles.

**VIII. Computability of Upper and Lower Bounds**

Let $f \in \mathcal{C}_\pi$. Then we have $B(f) \leq \pi$. As indicated in the introduction, it was posed as an open question in [18] whether it is possible to compute meaningful bounds for the number $B(f)$, given that $f$ satisfies $f \in \mathcal{C}_\pi$. Hence, we study the following questions:

1. Let $TM_{BW}$ be a Turing machine with $TM_{BW} : \mathcal{C}_\pi \to \mathbb{R}^+$ and $TM_{BW}(f) \geq B(f)$ for all $f \in \mathcal{C}_\pi$. What is the output behavior of this Turing machine?
2. Let $TM_{BW}$ be a Turing machine with $TM_{BW} : \mathcal{C}_\pi \to \mathbb{R}^+$ and $TM_{BW}(f) \leq B(f)$ for all $f \in \mathcal{C}_\pi$. What is the output behavior of this Turing machine?

Question 1 is concerned with finding Turing machines that compute an upper bound for the actual bandwidth of the input signal. Similarly, Question 2 is concerned with finding Turing machines that compute a lower bound for the actual bandwidth of the input signal.

In [37] we have constructed a real-valued signal $f_1 \in \mathcal{C}_\pi^1$ such that $B(f_1) \notin \mathbb{R}_c$, i.e. the actual bandwidth $B(f_1)$ is not computable. However, for some practical applications, it might be sufficient to know a non-trivial lower or upper bound for the number $B(f_1)$. In light of this, Questions 1 and 2 are of high importance. We show in the following that Turing machines that satisfy the above requirements and yield non-trivial bounds on the number $B(f)$ for at least some feasible signals $f \in \mathcal{C}_\pi$ cannot exist, proving the corresponding conjecture from [18] correct.

**Theorem 3:** Let $TM_{BW}$ be an arbitrary Turing machine such that for all $f \in \mathcal{C}_\pi$ and all $(a_n)_{n \in \mathbb{N}} \Rightarrow f$, $TM_{BW}$ computes
a mapping 
\[(a_n)_{n \in \mathbb{N}} \mapsto ((r_n)_{n \in \mathbb{N}}, \xi) \mapsto \mathbb{TM}_{\text{BW}}(f) \in \mathbb{R}_c\]
that satisfies \(\mathbb{TM}_{\text{BW}}(f) \geq B(f)\) for all \(f \in \mathcal{C}_\pi\). Then we have \(\mathbb{TM}_{\text{BW}}(f) = \pi\) for all \(f \in \mathcal{C}_\pi\).

Theorem 3 provides an answer to Question 1. Any Turing machine that computes an upper bound of \(B(f)\) for all signals \(f \in \mathcal{C}_\pi\) is necessarily trivial in the sense that it returns the value \(\pi\) for all signals \(f \in \mathcal{C}_\pi\).

**Proof of Theorem 3:** We do a proof by contradiction and assume that there exists a Turing machine \(\mathbb{TM}_{\text{BW}}\) with properties as in the theorem and a signal \(f \in \mathcal{C}_\pi\) such that \(\mathbb{TM}_{\text{BW}}(f) < \pi\). Since \(\mathbb{TM}_{\text{BW}}(f) \geq B(f)\), we also have \(B(f) < \pi\). For \(\lambda \in [0, 1] \cap \mathbb{R}_c\), let
\[f_\lambda(z) = (1 - \lambda)f(z) + \lambda \frac{\sin(\pi z)}{\pi z}.
\]
We have \(B(f_\lambda) = \pi\) for all \(\lambda \in (0, 1] \cap \mathbb{R}_c\), as well as \(f_\lambda \in \mathcal{C}_\pi\) for all \(\lambda \in [0, 1] \cap \mathbb{R}_c\), the latter being due to the linear structure of \(\mathcal{C}_\pi\). Furthermore, observe that the mapping \(\lambda \mapsto f_\lambda(z)\) is computable, i.e., there exists a Turing machine which, for all \(\lambda \in [0, 1] \cap \mathbb{R}_c\) and all \((r_n)_{n \in \mathbb{N}}, \xi) \mapsto \lambda\) computes a mapping \(((r'_n)_{n \in \mathbb{N}}, \xi') \mapsto (a_n)_{n \in \mathbb{N}}\), such that \((a_n)_{n \in \mathbb{N}} \equiv f_\lambda\) if and only if \(f\) is satisfied. Hence, by concatenation, we obtain a computable mapping
\[((r'_n)_{n \in \mathbb{N}}, \xi') \mapsto (a_n)_{n \in \mathbb{N}} \mapsto ((r_n)_{n \in \mathbb{N}}, \xi),
\]
where \(((r_n)_{n \in \mathbb{N}}, \xi)\) is a standard description of \(\mathbb{TM}_{\text{BW}}(f) \in \mathbb{R}_c\), such that
\[\lim_{n \to \infty} r'_n = 0 \iff \lim_{n \to \infty} r_n < \pi\]
holds true. Since \(\pi\) satisfies \(\pi \in \mathbb{R}_c\), there exists a non-negative, monotonically non-decreasing, computable sequence \((s_n)_{n \in \mathbb{N}}\) of rational numbers that satisfies \(\lim_{n \to \infty} s_n = \pi\). For all \(n \in \mathbb{N}\) define
\[\tau_n := \min \{r_\xi(m) + (1/2^m) : m \leq n\} - s_n.
\]
Then, \((\tau_n)_{n \in \mathbb{N}}\) is a monotonically non-increasing, computable sequence of rational numbers that satisfies
\[\lim_{n \to \infty} r_n < \pi \iff \exists n \in \mathbb{N} : \tau_n < 0.
\]
Likewise, for \(n \in \mathbb{N}\) define
\[\mathbb{S}_n := \max \{r'_\xi(m) - (1/2^m) : m \leq n\}.
\]
Then, \((\mathbb{S}_n)_{n \in \mathbb{N}}\) is a monotonically non-decreasing, computable sequence of rational numbers that satisfies
\[\lim_{n \to \infty} r'_n = 0 \iff \forall n \in \mathbb{N} : \mathbb{S}_n \leq 0.
\]
In summary, we observe that both
\[\lambda = 0 \iff \exists n \in \mathbb{N} : \tau_n < 0,
\]
\[\lambda > 0 \iff \exists n \in \mathbb{N} : \mathbb{S}_n > 0
\]
are satisfied. Define
\[n_0 := \min \{n \in \mathbb{N} : \tau_n < 0 \lor \mathbb{S}_n > 0\}.
\]
Then, the mapping \(((r'_n)_{n \in \mathbb{N}}, \xi') \mapsto n_0\) is recursive and the Turing machine
\[\mathbb{TM}_0(((r'_n)_{n \in \mathbb{N}}, \xi')) := \begin{cases} 1 & \text{if } r_{n_0} > 0 \\ 0 & \text{if } r_{n_0} < 0 \end{cases}
\]
is well-defined. But \(\mathbb{TM}_0\) satisfies \(\mathbb{TM}_0(((r'_n)_{n \in \mathbb{N}}, \xi')) = 0\) if and only if \(((r'_n)_{n \in \mathbb{N}}, \xi') \mapsto 0\) holds true, which is a contradiction to [23, Proposition 0, p. 14].

**Remark 12:** For the proof of Theorem 3, the linear structure of \(\mathcal{C}_\pi\) is essential. For all \(p \in (1, +\infty)\), the set \(\mathcal{C}_\mathbb{E}_p\) exhibits a linear structure in the same manner. Furthermore, observe that \(f_\lambda\) satisfies \(f_\lambda \in \mathcal{C}_\mathbb{E}_p\) for all \(\lambda \in [0, 1]\), provided that \(f\) satisfies \(f \in \mathcal{C}_\mathbb{E}_p\). Indeed, we can always find a suitable \(f \in \mathcal{C}_\mathbb{E}_p\), such that the proof of Theorem 3 can be carried out for the set \(\mathcal{C}_\mathbb{E}_p\) instead of \(\mathcal{C}_\pi\). Hence, for all \(p \in (1, +\infty)\), a statement analogous to Theorem 3 holds true.

**Theorem 4:** Let \(\mathbb{TM}_{\text{BW}}\) be an arbitrary Turing machine such that for all \(f \in \mathcal{C}_\pi\) and all \((a_n)_{n \in \mathbb{N}} \equiv f\), \(\mathbb{TM}_{\text{BW}}\) computes a mapping
\[(a_n)_{n \in \mathbb{N}} \mapsto ((r_n)_{n \in \mathbb{N}}, \xi) \mapsto \mathbb{TM}_{\text{BW}}(f) \in \mathbb{R}_c\]
that satisfies \(\mathbb{TM}_{\text{BW}}(f) \leq B(f)\) for all \(f \in \mathcal{C}_\pi\). Then we have \(\mathbb{TM}_{\text{BW}}(f) = 0\) for all \(f \in \mathcal{C}_\pi\).

Since zero is the trivial lower bound for \(B(f)\), Theorem 4 shows that for \(\mathcal{C}_\pi\), it is not possible to construct a Turing machine that computes a non-trivial lower bound for \(B(f)\) for all \(f \in \mathcal{C}_\pi\). Hence, Theorem 4 provides an answer to Question 2.

**Proof of Theorem 4:** Assume that there exists a Turing machine \(\mathbb{TM}_{\text{BW}}\) with properties as in the theorem and a signal \(f \in \mathcal{C}_\pi\) such that \(\mathbb{TM}_{\text{BW}}(f) = 0\). Since \(\mathbb{TM}_{\text{BW}}(f) \leq B(f)\), we also have \(B(f) > 0\). Let
\[f(z) = \sum_{n=0}^{\infty} \frac{a_n}{n!} z^n, \quad z \in \mathbb{C},
\]
be the power series representation of \(f\). Then the sequence \((a_n)_{n \in \mathbb{N}}\) is a computable sequence of computable numbers, and we have
\[\limsup_{n \to \infty} \sqrt[n]{|a_n|} \leq \pi.
\]
Let
\[a_n(m) = \begin{cases} a_n, & 0 \leq n \leq m, \\ 0, & n > m. \end{cases}
\]
The sequence \((a_n(m))_{n \in \mathbb{N}, m \in \mathbb{N}}\) is a computable double sequence of computable numbers. Let \(A \subset \mathbb{N}\) be a recursively enumerable non-recursive set, and \(\phi_A : \mathbb{N} \to A\) a recursive enumeration of the elements of \(A\), where \(\phi_A\) is a one-to-one function, i.e., for every element \(m \in A\) there exists exactly one \(\hat{k} \in \mathbb{N}\) with \(\phi_A(\hat{k}) = m\). Let
\[a_n(m, k) = \begin{cases} a_n(\hat{k}), & m \in \{\phi_A(1), \ldots, \phi_A(k)\}, \\ a_n(\hat{k}), & \text{otherwise.} \end{cases}
\]
Then \((a_n(m, k))_{n \in \mathbb{N}, m \in \mathbb{N}, k \in \mathbb{N}}\) is a computable triple sequence of computable numbers. For \(n, m \in \mathbb{N}\), we will analyze the
behavior of the sequence \((a_n(m,k))_{k \in \mathbb{N}}\) next. For \(m \in \mathcal{A}\), we have
\[
\lim_{k \to \infty} a_n(m,k) = a_n(\hat{k}),
\]
where \(\phi_A(\hat{k}) = m\). For \(m \notin \mathcal{A}\), we have
\[
\lim_{k \to \infty} a_n(m,k) = a_n.
\]
For \(n \in \mathbb{N}\), we set
\[
\hat{a}_n(m) = \begin{cases} a_n(\hat{k}), & \text{if } m \in \mathcal{A}, \\ a_n, & \text{if } m \notin \mathcal{A}, \end{cases}
\]
where \(\phi_A(\hat{k}) = m\).

Next, we show that there exists a recursive function \(\xi : \mathbb{N}^3 \to \mathbb{N}\) such that for all \(M \in \mathbb{N}, n \in \mathbb{N}, \text{ and } m \in \mathbb{N}\), we have
\[
|\hat{a}_n(m) - a_n(m,k)| \leq 2^{-M}
\]
for all \(k \geq \xi(M, m, n)\).

Let \(n \in \mathbb{N}\) and \(m \notin \mathcal{A}\) be arbitrary but fixed. Then, for \(k \geq n\), we have
\[
a_n(m,k) = a_n(\hat{k}) = \hat{a}_n(m).
\]
It follows that for \(M \in \mathbb{N}\) we have
\[
|\hat{a}_n(m) - a_n(m,k)| \leq 2^{-M},
\]
for all \(k \geq \xi(M, m, n)\). Let \(n \in \mathbb{N}\) and \(m \in \mathcal{A}\) be arbitrary but fixed. Then, for \(k \geq n\), we have: If \(m \in \{\phi_A(1), \ldots, \phi_A(k)\}\), i.e., if \(m = \phi_A(k)\) for \(k \leq k\), then we have
\[
a_n(m,k) = a_n(\hat{k}) = \hat{a}_n(m),
\]
and it follows that
\[
|\hat{a}_n(m) - a_n(m,k)| \leq 2^{-M}
\]
for all \(M \in \mathbb{N}\). If \(m \notin \{\phi_A(1), \ldots, \phi_A(k)\}\), i.e., if \(\hat{k} > k\), then we have
\[
a_n(m,k) = a_n(k) = a_n = \hat{a}_n(m),
\]
where we used that \(\hat{k} > k \geq n\) in the second to last equality. Hence, for \(M \in \mathbb{N}\) we have
\[
|\hat{a}_n(m) - a_n(m,k)| \leq 2^{-M}
\]
for all \(k \geq \xi(M, m, n)\).

Combining all partial results, we see that, for all \(M \in \mathbb{N}, m \in \mathbb{N}, n \in \mathbb{N}, \text{ and } k \geq \xi(M, m, n)\) we have
\[
|\hat{a}_n(m) - a_n(m,k)| \leq 2^{-M}.
\]
This shows that \((\hat{a}_n(m))_{n,m \in \mathbb{N}}\) is a computable double sequence of computable numbers.

Let
\[
g_m(z) = \sum_{n=0}^{\infty} \frac{\hat{a}_n(m)}{n!} z^n, \quad z \in \mathbb{C}.
\]
Since
\[
\limsup_{n \to \infty} |\sqrt{\hat{a}_n(m)}| \leq \limsup_{n \to \infty} |\sqrt{a_n}| \leq \pi,
\]
we see that \((g_n)_{m \in \mathbb{N}}\) is a computable sequence of computable signals in \(\mathcal{C}E_\pi\).

We now construct a Turing machine \(T M\) that consists of two Turing machines. The first Turing machine, which we denote by \(T M_1 : \mathbb{N} \to \{\text{TM stops}, \text{TM runs forever}\}\) stops for an input \(m \in \mathbb{N}\) if and only if \(m \in \mathcal{A}\). The second Turing machine \(T M_2 : \mathbb{N} \to \{\text{TM stops}, \text{TM runs forever}\}\) works as follows. For an input \(m \in \mathbb{N}\), it first computes \(g_m \in \mathcal{C}E_\pi\). Then it computes \(T M_{BW}(g_m)\). We use the fact that there exists a Turing machine \(T M_\sigma\) that, given an input \(\lambda \in \mathbb{R}_c\), stops if and only if \(\lambda > 0\) [23, Proposition 0, p. 14]. Our Turing machine \(T M_2\) now starts \(T M_\sigma\) with \(T M_{BW}(g_m)\) as an input. Hence, \(T M_2\) will stop if and only if \(T M_{BW}(g_m) > 0\). For \(m \in \mathcal{A}, g_m\) is a polynomial, for which we have \(B(g_m) = 0\), according to (4). Hence, for \(m \in \mathcal{A}\), we have \(T M_{BW}(g_m) = 0\). Consequently, \(T M_2\) stops if and only if \(m \notin \mathcal{A}\). Thus, \(T M\), which runs \(T M_1\) and \(T M_2\) in parallel, is a Turing machine that, for any input \(m \in \mathbb{N}\), can decide whether \(m \in \mathcal{A}\) or \(m \notin \mathcal{A}\). This implies that the set \(\mathcal{A}\) is recursive, which is a contradiction. Hence, \(T M_{BW}\) cannot exist. □

**IX. Semi-Decidability**

On a related note, one may ask whether, for a given value \(\sigma \in (0, \pi) \cap \mathbb{R}_c\), it is possible to algorithmically detect if a signal \(f \in \mathcal{C}E_\pi\) satisfies the bandwidth condition \(B(f) > \sigma\). Ideally, we would like to have a Turing machine \(T M_\sigma : \mathcal{C}E_\pi \to \{\text{true, false}\}\) that satisfies \(T M_\sigma(f) = \text{true}\) if and only if \(B(f) > \sigma\) holds true. However, such a Turing machine cannot exist: relabeling the output-values of \(T M_\sigma\) by “\(\sigma\)” for “true” and “\(\lambda\)” for “false”, we immediately obtain a Turing machine that computes a non-trivial lower bound on \(B(f)\) for some \(f \in \mathcal{C}E_\pi\), thereby contradicting Theorem 4.

As discussed in the introduction, another open question was posed in [18], concerning a weakening of the above problem: Does there exist an algorithm \(T M_{BW,\sigma}\) that, upon being presented with an input \(f \in \mathcal{C}E_\pi\), halts its computation in a finite number of steps if \(B(f) > \sigma\) holds true, and computes forever otherwise?

To answer this question we introduce the concept of semi-decidability. We call a set \(\mathcal{M} \subset \mathcal{C}E_\pi\) semi-decidable if there exists a Turing machine \(T M : \mathcal{C}E_\pi \to \{\text{TM stops, TM runs forever}\}\) that, given an input \(f \in \mathcal{C}E_\pi\), stops if and only if \(f \in \mathcal{M}\). Consequently, the question about the existence of \(T M_{BW,\sigma}\) for some value \(\sigma \in (0, \pi)\) is equivalent to the question about the semi-decidability of the set \(\{f \in \mathcal{C}E_\pi : B(f) > \sigma\}\).

In [37], this question was studied for signals in \(B_1\), and it was proved that the set \(\{f \in B_2^1 : B(f) > \sigma\}\) is semi-decidable. Next, we show that \(\{f \in \mathcal{C}E_\pi : B(f) > \sigma\}\) is not semi-decidable.

**Theorem 5:** For all \(\sigma \in (0, \pi) \cap \mathbb{R}_c\), the set
\[
\{f \in \mathcal{C}E_\pi : B(f) > \sigma\}
\]
is not semi-decidable.

**Proof:** We do a proof by contradiction and assume that there exists \(\sigma \in (0, \pi) \cap \mathbb{R}_c\) and a Turing machine \(T M_{BW,\sigma}\) that accepts exactly the set \(\mathcal{C}E_\pi(\sigma)\). Let \(f_* \in \mathcal{C}E_\pi\) with \(B(f_*) > \sigma\) be arbitrary. Analogous to the proof of Theorem 4,
we construct a computable sequence \((g_m)_{m \in \mathbb{N}_+}\) of functions in \(CE_\pi\) that satisfies
\[
B(g_m) = \begin{cases} B(f_\sigma), & \text{if } m \in \mathbb{N}_+ \setminus \mathcal{A}, \\ 0, & \text{otherwise}, \end{cases}
\]
for some recursively enumerable, non-recursive set \(\mathcal{A} \subseteq \mathbb{N}_+\). Then, the Turing machine \(TM_{\mathbb{N}_+ \sigma}\) provides an algorithm that semi-decides the set \(\mathbb{N}_+ \setminus \mathcal{A}\), which contradicts the assumption.

In the broadest sense, the Theorems 3, 4 and 5 yield a fundamental limit to the capabilities of computer-aided design. Algorithms for automated system design commonly feature an exit flag functionality, that, upon termination of the algorithm, indicates whether the computation was successful or not.

In our context, a hypothetical computer-aided design tool might want to sample a signal with a given sampling rate \(\sigma/\pi\). It would return the sampled signal together with a boolean exit flag that signals whether we had a problematic input signal, having a bandwidth that exceeds \(\sigma\). However, as Theorem 5 shows, such an exit flag functionality cannot be implemented for signals in \(CE_\pi\).

X. STRUCTURAL PROPERTIES OF THE BANDWIDTH OF COMPUTABLE SIGNALS

The bandwidth of signals in \(CB^1_\sigma\) is not always a computable number, as was shown in [18]. Hence, the question arises whether it is possible to characterize the degree of uncomputability of the elements of \(B[CB^p_\sigma]\) for \(1 \leq p \leq +\infty\) and, more generally, \(B[CE_\pi]\). That is, we want to classify the elements of \(B[CB^p_\sigma]\) for \(1 \leq p \leq +\infty\) and \(B[CE_\pi]\) with respect to the arithmetical hierarchy of real numbers.

The majority of mathematical models in science and engineering are, in the final analysis, supposed to yield quantitative results. Despite not having received much attention in the past, a classification of such models regarding their arithmetical complexity is highly desirable. Not only does it yield essential insights concerning the mathematical structure of the model itself, but also answers whether, given a certain type of computation machine, we can expect the model to produce meaningful quantitative results in the first place. To the best of our knowledge, the present work is the first one to yield such a characterization for a problem from engineering.

As mentioned above, the bandwidth of signals in \(CB^1_\sigma\) is generally not a computable number. The proof presented in [18] relies on the construction of a signal \(f \in CB^1_\sigma\) which exhibits this property. Implicitly, the following assertion was proven as well (c.f. [18, Th. 2, p. 7]):

Lemma 6: Let \((r_m)_{m \in \mathbb{N}}\) be a bounded, monotonically non-decreasing, computable sequence of positive rational numbers. Then, there exists a signal \(f \in CB^1_\sigma\) that satisfies
\[
\sigma := B(f) = \lim_{m \to \infty} r_m. \tag{19}
\]

Proof: Consider the indicator function \(I_{[-(1/2),(1/2)]} : \mathbb{R} \to \{0,1\}\) of the real interval \([- (1/2), (1/2)]\) in the frequency domain and set \(\hat{f}^a := I_{[-(1/2),(1/2)]}\). Then, we have
\[
f^a(t) = \frac{\sin ((t/2))}{\pi t}.
\]
Consider furthermore the convolution \(\hat{f}^b := \hat{f}^a * \hat{f}^b\) of \(\hat{f}^a\) with itself. We have
\[
f^b(\omega) = \begin{cases} 1 - |\omega|, & \text{if } |\omega| \leq 1, \\ 0, & \text{otherwise}, \end{cases}
\]
\[
f^b(t) = \left(\frac{\sin ((t/2))}{\pi t}\right)^2.
\]
Hence, \(f^b\) satisfies \(f^b(t) \geq 0\) for all \(t \in \mathbb{R}\) and we have
\[
||f^b||_{L^1} = \int_{-\infty}^{+\infty} |f^b(t)| \, dt = \int_{-\infty}^{+\infty} f^b(t) \, dt = f^b(0) = 1.
\]
We conclude that \(f^b\) satisfies \(f^b \in B^1_1\). It can be shown that \(f^b\) is also computable in \(B^1_\sigma\) [18, Appendix E, p. 16], i.e., \(f^b \in CB^1_\sigma\). We will now consider signals \(f_m\) that emerge from \(f^b\) by shortening and shifting in the frequency domain. For \(m \in \mathbb{N}\), define
\[
f^c_m(\omega) := f^b \left(\frac{2}{r_{m+1} - r_m} \left(\omega - \frac{r_{m+1} + r_m}{2}\right)\right),
\]
\[
f^c_m(t) := e^{i \frac{r_{m+1} + r_m}{2} t} \left(\frac{r_{m+1} - r_m}{2}\right) f^b \left(\frac{r_{m+1} - r_m}{2} t\right),
\]
whenever \(r_m < r_{m+1}\) holds true. If \(r_m = r_{m+1}\) holds true instead, set \(f^c_m = f^c_0 = 0\) (here, \(0\) refers to the trivial signal in \(L_1\)). We observe that \(f^c_m\) satisfies
\[
||f^c_m||_{L^1} = ||f^b||_{L^1} = 1
\]
for all \(m \in \mathbb{N}\) that satisfy \(r_m < r_{m+1}\) and \(f^c_m\) satisfies
\[
\text{esssupp } f^c_m = [r_{m}, r_{m+1}]
\]
for all \(m \in \mathbb{N}\) that satisfy \(r_m < r_{m+1}\). Hence, since \(r_m\) is a rational number for all \(m \in \mathbb{N}\), we have \(f^c_m \in CB^1_{r_{m+1}}\) and \(B(f^c_m) = r_{m+1}\) for all \(m \in \mathbb{N}\) that satisfy \(r_m < r_{m+1}\). We now define
\[
f_k(t) := \sum_{m=1}^{k} \frac{1}{m^2} \cdot f^c_m(t),
\]
\[
f(t) := \lim_{k \to \infty} f_k(t),
\]
and, in the following, show that \(f\) is indeed a signal \(f \in CB^1_\sigma\) that satisfies (19). Define \(\mathcal{M} := \{m \in \mathbb{N} : r_m < r_{m+1}\}\). First, observe that
\[
||f||_{L^1} \leq \sum_{m=1}^{\infty} \frac{1}{m^2} \cdot ||f^c_m||_{L^1} = \sum_{m \in \mathcal{M}} \frac{1}{m^2} \leq \frac{\pi^2}{6}
\]
is satisfied. Since \(f^c_m(\omega) \geq 0\) holds true for all \(\omega \in \mathbb{R}\), we have
\[
B(f) = \sup \bigcup_{m \in \mathcal{M}} \text{esssupp } f^c_m = \sup \bigcup_{m \in \mathcal{M}} [r_m, r_{m+1}] = \lim_{m \to \infty} r_{m+1}
\]
It remains to show that \(f\) is computable in \(CB^1_\sigma\). Since \(f^c_m\) is computable in \(CB^1_\sigma\) for all \(m \in \mathbb{N}\), so is \(f_k\) for all \(k \in \mathbb{N}\).
Hence, it is sufficient to prove that \( f_k \) converges effectively towards \( f \) for \( k \to \infty \). We have
\[
\| f - f_k \|_{L^1} \leq \sum_{m=k+1}^{\infty} \frac{1}{m^2} \cdot \| f_m \|_{L^1} \\
\leq \sum_{m=k+1}^{\infty} \frac{1}{m^2} \\
= \frac{\pi^2}{6} - \sum_{m=1}^{k} \frac{1}{m^2},
\]
which is a computable sequence of computable numbers in \( k \) that converges monotonically decreasingly towards 0. Hence, the convergence of \( f_k \) towards \( f \) is effective and we have \( f \in CB^p \) with \( f \) satisfying (19).

For the full characterization of \( B[CB^p_\sigma] \) for \( 1 \leq p \leq + \infty \) we first need another lemma. Again, the statement was proven in a related form in [18, Th. 5, p. 10]: for all \( \sigma \in (0, \pi) \cap \mathbb{R}_c \) and all \( 1 \leq p \leq + \infty \), the set \( CB^p_\pi \setminus CB^p_\sigma \) is semi-decidable with respect to \( CB^p \). That is, for all \( \sigma \in (0, \pi) \cap \mathbb{R}_c \) and all \( 1 \leq p \leq + \infty \), there exists a Turing machine TM that computes a partial mapping \( f \mapsto m \in \mathbb{N} \), where \( D(TM) \) equals \( CB^p_\pi \setminus CB^p_\sigma \). Such a Turing machine exists for all \( \sigma \in (0, \pi) \cap \mathbb{R}_c \) and all \( 1 \leq p \leq + \infty \), and takes a description of \( f \in CB^p_\pi \). In order to establish the hierarchical characterization of \( B[CB^p_\sigma] \), we require the analogous statement for input \( \sigma \in (0, \pi) \cap \mathbb{R}_c \) instead of \( f \in CB^p_\sigma \). That is, we want to show that for all \( f \in CB^p_\sigma \) and all \( 1 \leq p \leq + \infty \), there exists a Turing machine that semi-decides the set \( \{ \sigma \in (0, \pi) \cap \mathbb{R}_c : \sigma < B(f) \} \) for input \( \sigma \in (0, \pi) \cap \mathbb{R}_c \).

**Lemma 7:** For all \( f \in CB^p_\sigma \) and all \( 1 \leq p \leq + \infty \), the set \( \{ \sigma \in (0, \pi) \cap \mathbb{R}_c : \sigma < B(f) \} \) is semi-decidable with respect to the set \( (0, \pi) \cap \mathbb{R}_c \).

**Proof:** If \( f \) satisfies \( f \in CB^p_\sigma \) for some \( 1 < p < + \infty \), then there exists a signal \( f' \in CB^1_\sigma \) that satisfies \( B(f) = B(f') \) [18, Proof of Theorem 5, p. 10]. Hence, without loss of generality, we can assume that \( f \in CB^p_\sigma \) holds true. Since \( f \) satisfies \( f \in CB^p_\sigma \), the Fourier transform \( f \) of \( f \) is Turing computable on the interval \( (-\pi, \pi) \). In particular, this implies the existence of a Turing machine \( TM \) that computes a mapping
\[
\sigma \mapsto ((r_m)_{m \in \mathbb{N}}, \xi)
\]
for \( \sigma \in (0, \pi) \cap \mathbb{R}_c \), where \( ((r_m)_{m \in \mathbb{N}}, \xi) \) is a standard description of the number
\[
x(\sigma) := \max \{ f(\omega) : \omega \in [-\pi, -\sigma) \cup (\sigma, \pi] \} \in \mathbb{R}_c.
\]
Then, \( x(\sigma) \) satisfies \( x(\sigma) > 0 \) if and only if \( \sigma < B(f) \) holds true. Consider the computable sequence \( (r'_m)_{m \in \mathbb{N}} \) of rational numbers that satisfies
\[
r'_m := r_m - 2^{-\xi(m)}.
\]
We have \( \lim_{m \to \infty} r'_m = x(\sigma) \) as well as \( r'_m \leq x(\sigma) \) for all \( m \in \mathbb{N} \). Hence, there exists an \( m \in \mathbb{N} \) such that \( r'_m > 0 \) holds true if and only if \( \sigma \) satisfies \( \sigma < B(f) \). Finally, we conclude the existence a Turing machine \( TM' \) that computes the mapping
\[
\sigma \mapsto \min \{ m \in \mathbb{N} : r'_m > 0 \}
\]
for input \( \sigma \in (0, \pi) \cap \mathbb{R}_c \). The Turing machine \( TM' \) then satisfies \( D(TM') = \{ \sigma \in (0, \pi) : \sigma < B(f) \} \), which is the required property.

We will now use the above results to prove the full characterization of \( B[CB^p_\sigma] \) for \( 1 \leq p \leq + \infty \) with respect to the arithmetical hierarchy of real numbers.

**Theorem 6:**
1. If \( f \) satisfies \( f \in CB^p_\sigma \) for \( 1 \leq p \leq + \infty \), then \( B(f) \) satisfies \( B(f) \in \Sigma_1 \).
2. If \( x \) satisfies \( x \in \Sigma_1 \cap [0, \pi] \) then there exists \( f \in CB^p_\pi \) such that \( B(f) = x \) holds true.

Hence, the set \( B[CB^p_\sigma] \) coincides with the set \( \Sigma_1 \cap [0, \pi] \) for all \( 1 \leq p \leq + \infty \).

**Proof:**
1. From Lemma 7, we know that there exists a Turing machine \( TM \) that computes a mapping \( \sigma \mapsto m \in \mathbb{N} \) for input \( \sigma \in (0, \pi) \cap \mathbb{R}_c \), such that
\[
D(TM) = \{ \sigma \in (0, \pi) \cap \mathbb{R}_c : \sigma < B(f) \}
\]
holds true. In the following, we consider for all \( m \in \mathbb{N}^3 \) the rational number
\[
q(m) := (-1)^{m_1 + m_2} m_2
\]
Since \( Q \) is a subset of \( \mathbb{R}_c \), Lemma 7 implies the existence of a recursive function \( g'' : \mathbb{N}^3 \to \mathbb{N} \) such that
\[
D(g'') \cap \{ m \in \mathbb{N}^3 : q(m) \in (0, \pi) \}
\]
holds true. Since both 0 and \( \pi \) are computable numbers, the set \( (0, \pi) \cap \mathbb{R} \) is recursive in the following sense: there exists a total recursive mapping \( g' : \mathbb{N} \to \mathbb{N} \) such that
\[
q(\Pi_3 g'(n)) \in (0, \pi)
\]
holds true for all \( n \in \mathbb{N} \) and for all \( \sigma \in (0, \pi) \cap \mathbb{Q} \), there exists an \( n \in \mathbb{N} \) such that
\[
q(\Pi_3 g'(n)) = \sigma
\]
holds true. Define \( g(n) := g''(\Pi_3 g'(n)) \) for all \( n \in \mathbb{N} \). Then, \( g \) is a recursive function that satisfies
\[
D(g) = \{ n \in \mathbb{N} : q(\Pi_3 g'(n)) \in (0, B(f)) \},
\]
\[
g[\mathbb{N}] = (0, B(f)) \cap \mathbb{Q}.
\]
We have \( \sup(0, B(f)) \cap \mathbb{Q} = \sup \{ q \in \mathbb{Q} : q < B(f) \} \), where \( \{ q \in \mathbb{Q} : q < B(f) \} \) is the Dedekind cut of \( B(f) \). Hence, \( g \) satisfies \( g[E] = B(f) \). Now consider \( k \in \mathbb{N} \) such that \( g = \varphi_k \) and define the set
\[
Q(l) := \{ q(\Pi_3 g'(\varphi_k(m))) : m \in \{ 1, \ldots, l \}, \Psi(k \circ \Pi_2(m)) = 1 \}.
\]
Then, we have \( Q(l) \subseteq Q(l+1) \) for all \( l \in \mathbb{N} \) as well as
\[
\bigcup_{l=1}^{\infty} Q(l) = g[\mathbb{N}] = (0, B(f)) \cap \mathbb{Q}.
\]
and the monotonically non-decreasing, computable sequence \((r_m)_{m \in \mathbb{N}}\) of rational numbers, defined by
\[
    r_m := \begin{cases} 
        \max Q(m), & \text{if } Q(m) \neq \emptyset, \\
        0, & \text{otherwise,}
    \end{cases}
\]
for all \(m \in \mathbb{N}\), satisfies \(\sup_{m \in \mathbb{N}} r_m = B(f)\).

2. If \(x\) satisfies \(x \in \Sigma_L\), then, per definition, there exists a computable sequence \((r'_m)_{m \in \mathbb{N}}\) of rational numbers that satisfies
\[
    \sup_{m \in \mathbb{N}} (r'_m) = x.
\]
Now, for all \(m \in \mathbb{N}\), define
\[
    r_m := \max \{ (r_k : k \leq m) \cup \{0\} \}.
\]
Then, \((r_m)_{m \in \mathbb{N}}\) is a non-negative, computable sequence of rational numbers that converges monotonically non-decreasingly towards \(x\). Hence, the claim follows from Lemma 6.

As Theorem 6 shows, the computability properties of \(B[CE_\pi^p]\) do (for \(p \geq 1\)) not depend on the actual value of \(p\). In other words, the computability behavior of signals in \(CE_\pi^\infty\) is not getting any more benevolent if the requirements on the signal decay for \(t \to \infty\) in the time domain are strengthened. However, a transition between hierarchical levels does occur when the class of allowed signals is expanded from \(CE_\pi^\infty\) to \(CE_\pi\), as we will see in the following.

**Theorem 7:**

1. If \(f\) satisfies \(f \in CE_\pi\), then \(B(f)\) satisfies \(B(f) \in \Pi_2\).
2. If \(x\) satisfies \(x \in \Pi_2 \cap [0, \pi]\) then there exists \(f \in CE_\pi\) such that \(B(f) = x\) holds true.

Hence, the set \(B[CE_\pi]\) coincides with the set \(\Pi_2 \cap [0, \pi]\).

**Proof:**

1. By (4), there exists a computable sequence \((a_m)_{m \in \mathbb{N}}\) of computable numbers such that \(B(f) = \lim sup_{m \to \infty} \sqrt[n]{a_m}\) holds true. Define \(b_m := \sqrt[n]{a_m}\) for all \(n \in \mathbb{N}\). Then, \((b_m)_{m \in \mathbb{N}}\) is a computable sequence of computable numbers and
\[
    B(f) = \lim sup_{m \to \infty} (b_m)
\]
holds true. In the following, we employ a technique applied by Zheng and Weihrach. By definition, we have
\[
    \lim sup_{m \to \infty} (b_m) = \lim_{m \to \infty} \left( \sup \{ b_{m_2} : m_2 \in \mathbb{N}, m_1 \leq m_2 \} \right)
\]
\[
= \lim_{m \to \infty} \left( \sup \{ b_{m_1+m_2} : m_2 \in \mathbb{N} \} \right)
\]
Observe that \(\{ b_{m_1+m_2} : m_2 \in \mathbb{N} \} \subseteq \{ b_{m_1+m_2} : m_2 \in \mathbb{N} \}\) is satisfied for all \(m_1 \in \mathbb{N}\), and hence \(\sup \{ b_{m_1+m_2} : m_2 \in \mathbb{N} \}\) is monotonically non-increasing in \(m_2\). Thus,
\[
    \lim sup_{m \to \infty} (b_m) = \lim_{m_1 \to \infty} \left( \sup \{ b_{m_1+m_2} : m_2 \in \mathbb{N} \} \right)
\]
\[
= \inf_{m_1 \in \mathbb{N}} \left( \sup \{ b_{m_1+m_2} : m_2 \in \mathbb{N} \} \right)
\]
holds true. For all \(m_1, m_2 \in \mathbb{N}\), define \(b'_{m_1+m_2} := b_{m_1+m_2}\). Then, \((b'_m)_{m \in \mathbb{N}}\) is a computable double sequence of computable numbers that satisfies
\[
    B(f) = \inf_{m_1 \in \mathbb{N}} \sup_{m_2 \in \mathbb{N}} (b'_{m_1+m_2}).
\]
That is, \((b'_m)_{m \in \mathbb{N}}\) is a second order upper ZW description of \(B(f)\). The claim then follows by Lemma 1.

2. Consider a computable sequence \((r_m)_{m \in \mathbb{N}}\) of rational numbers that satisfies \(\inf_{m_1 \in \mathbb{N}} \sup_{m_2 \in \mathbb{N}} (r_m) = x\). Without loss of generality, we can assume that \(r_m\) is non-negative for all \(m \in \mathbb{N}\). Following Lemma 2, there exists a Turing machine that maps a computable sequence \((r_m)_{m \in \mathbb{N}}\) to \((r_m)_{m \in \mathbb{N}}\) such that \(\sup_{m \to \infty} (r'_m) = x\). We define \(r'_m := (r'_m)^m\) for all \(m \in \mathbb{N}\). Then \((r'_m)_{m \in \mathbb{N}}\) is a computable sequence of rational numbers, and hence a computable sequence of computable numbers as well. By (4), the signal
\[
    f(z) = \sum_{m=0}^{\infty} \frac{a_m}{m!} (r'_m)^m = \sum_{m=0}^{\infty} \frac{(r'_m)^m}{m!}, \quad z \in \mathbb{C},
\]
then satisfies \(B(f) = x\).

Remark 13: Observe that the proof of the second statement of Theorem 7 is constructive and all involved operations can, in principle, be computed by a Turing machine. Hence if we have a hypothetical Taylor signal generator available, i.e., a machine that maps a non-negative, \(\pi\)-bounded, computable sequence of rational numbers \((r_m)_{m \in \mathbb{N}}\) to the “analog” signal \(\sum_{m=1}^{\infty} ((r_m z)^m/m!) = f(z)\), we can in principle build an apparatus that receives a second order upper ZW description of a number \(x\) as an input and returns an analog signal \(f\) that satisfies \(B(f) = x\).

For \(1 \leq p \leq +\infty\) and \(f \in CE_\pi^p\), there exists a monotonically non-decreasing, computable sequence of rational numbers \((r_n)_{n \in \mathbb{N}}\), such that \(\lim_{n \to \infty} r_n = B(f)\) is satisfied. As Theorem 7 shows, this does not hold true for signals \(f \in CE_\pi\), even if the monotonicity requirement is made void.

Assume for some signal \(f \in CE_\pi\), there exists a computable sequence \((r_n)_{n \in \mathbb{N}}\) of rational numbers such that \(\lim_{n \to \infty} r_n = B(f)\) holds true. For all \(m_1, m_2 \in \mathbb{N}\), define
\[
    r'_{m_1+m_2} := r_{m_1+m_2}.
\]
Then, \((r'_{m_1+m_2})_{m_1, m_2 \in \mathbb{N}}\) is a computable double sequence of rational numbers that satisfies
\[
    \inf_{m_1 \in \mathbb{N}} \sup_{m_2 \in \mathbb{N}} (r'_{m_1+m_2}) = \sup_{m_1 \in \mathbb{N}} \sup_{m_2 \in \mathbb{N}} (r'_{m_1+m_2}) = B(f).
\]
Hence, we have \(B(f) \in \Pi_2 \cap \Sigma_2 = \Delta_2\). But, since \(B[CE_\pi] = \Pi_2 \cap [0, \pi]\) and \((\Pi_2 \\ [0, \pi]) \backslash \Sigma_2 \neq \emptyset\) hold true, there exist signals \(f \in CE_\pi\) that satisfy \(B(f) \notin \Delta_2\). Hence, for these signals, there cannot exist computable sequences \((r_n)_{n \in \mathbb{N}}\) of rational numbers that satisfy \(\lim_{n \to \infty} r_n = B(f)\).
XI. BANDWIDTH COMPUTATION AND ORACLE MACHINES

In this section, we consider bandlimited signals in the context of oracle computations. A machine $OM$ that computes a function $g \in C^*(A)$ for an arbitrary, non-recursive set $A \subseteq \mathbb{N}$ is referred to as an oracle machine. In particular, we refer to the oracle machine

$$OM_T : n \mapsto I_{A_T^n}(n)$$

as totality oracle, and to the members

$$OM_{H,n} : m \mapsto I_{D(\varphi_n)}(m)$$

of the family $(OM_{H,n})_{n \in \mathbb{N}}$ as halting oracles.

The properties of oracle computations and their relation to non-recursive sets have been intensively studied in the relevant literature; for a comprehensive introduction, we refer to [26]. Hence, any relation to a real world problem from science or engineering is interesting for the field of theoretical computer science. Furthermore, it yields another perspective on the degree of computability present in the problem.

In the following, we want to relate the problem of computing the bandwidth of a bandlimited signal to these oracles. Therefore, we consider two hypothetical devices that operate on the set $CE_x$:

- The device $O^<_x$ evaluates the mapping
  
  $$f \mapsto \begin{cases} 1, & \text{if } B(f) < (1/2), \\ 0, & \text{otherwise}. \end{cases}$$

  In other words, the device $O^<_x$ decides, for a signal $f \in CE_x$, whether $B(f)$ is smaller than $(1/2)$ or not. Hence, $O^<_x$ yields a non-trivial bound on $B(f)$.

- For $x \in (0,4]$, we denote by $A[x] \subseteq \mathbb{N}$ the unique countably infinite set that satisfies
  
  $$x = 4 \cdot \sum_{m \in A[x]} \frac{1}{2^m}.$$  

  Furthermore, we set $A_n[x] := \{m \in A[x] : m \leq n + 2\}$. The device $O^\pi$ then evaluates the mapping

  $$(f,n) \mapsto x[A_n[B(f)]].$$  

  Hence, the device $O^\pi$ yields an approximation of the number $B(f)$ which is accurate up to $n$-binary places.

Additionally, we consider a device $G$ which, for $(a_n)_{n \in \mathbb{N}} \mapsto f$, evaluates the mapping $(a_n)_{n \in \mathbb{N}} \mapsto f$. That is, $G$ maps the description $(a_n)_{n \in \mathbb{N}}$ of $f$ to the actual signal $f \in CE_x$, according to (3).

In the following, we will investigate the computational strength of the oracle machines $O^<_x$ and $O^\pi$. Given the fact that $B(CE_x) = \Pi_2 \cap [0,1]$ and $A^P_2 \in \Pi_2$ hold true, it may not be surprising that $O^<_x$ and $O^\pi$ are at least as strong as the totality oracle $OM_T$.

**Theorem 8:** There exists a Turing machine TM which, for $n \in \mathbb{N}$, computes a mapping $n \mapsto (a_n)_{n \in \mathbb{N}}$, such that

$$O^<_x(G(TM(n))) = OM_T(n)$$

holds true for all $n \in \mathbb{N}$.

**Proof:** Consider the runtime function $\Psi : \mathbb{N}^3 \rightarrow \{0,1\}$. For $n \in \mathbb{N}$ fixed, define the computable double sequence $(r''_{n,m})_{m \in \mathbb{N}^2}$ of rational numbers by setting

$$r''_{n,m} := \Psi(n,m_1,m_2)$$

for all $m \in \mathbb{N}^2$. Then, the sequence $(r''_{n,m})_{m \in \mathbb{N}^2}$ satisfies

$$\sup_{m \in \mathbb{N}} (r''_{n,m}) = \begin{cases} 1, & \text{if } D(g_n) = 0, \\ 0, & \text{otherwise}, \end{cases}$$

for all $n, m, 1 \in \mathbb{N}$, and hence

$$\inf_{m \in \mathbb{N}} \sup_{m \in \mathbb{N}} (r''_{n,m}) = \begin{cases} 1, & \text{if } D(g_n) = 0, \\ 0, & \text{otherwise}. \end{cases}$$

for all $n \in \mathbb{N}$. Following Lemma 2, there exists a Turing machine which computes a mapping $(r''_{n,m})_{m \in \mathbb{N}^2} \mapsto (r''_{n,m})_{m \in \mathbb{N}^2}$, and $(r''_{n,m})_{m \in \mathbb{N}^2}$ is a computable sequence of rational numbers that satisfies

$$\limsup_{m \rightarrow \infty} (r''_{n,m}) = \inf_{m \in \mathbb{N}} \sup_{m \in \mathbb{N}} (r''_{n,m}).$$

Consider the mapping $\zeta : M \mapsto 1$ and define the computable double sequence $(r''_{n,m})_{m \in \mathbb{N}^2}$ of rational numbers via

$$r''_{n,m} := \begin{cases} 1, & \text{if } D(g_n) = 0, \\ 0, & \text{otherwise}. \end{cases}$$

for all $n, m, 1 \in \mathbb{N}$. The pair $(r''_{n,m})_{m \in \mathbb{N}^2}$ is the standard description of a computable sequence $(a_n,m)_{m \in \mathbb{N}}$ of computable numbers that satisfies

$$\limsup_{m \rightarrow \infty} |a_n,m| = \limsup_{m \rightarrow \infty} (r''_{n,m}) = \begin{cases} 1, & \text{if } D(g_n) = 0, \\ 0, & \text{otherwise}. \end{cases}$$

We now define $TM : n \mapsto TM(n) := (a_n,m)_{m \in \mathbb{N}}$. Then, by (4), the signal $f(n) := G(TM(n))$ satisfies

$$B(f) = \begin{cases} 1, & \text{if } D(g_n) = 0, \\ 0, & \text{otherwise}. \end{cases}$$

Consequently, for all $n \in \mathbb{N}$, we have $(1/2) < B(f)$ if and only if $\varphi_n$ is a total function. Hence, $O^<_x(G(TM(n))) = OM_T(n)$ holds true for all $n \in \mathbb{N}$.

**Theorem 9:** There exist a $f \in CE_x$ as well as a Turing machine TM which, for $n \in \mathbb{N}$ and $x \in \mathbb{Q}$, computes a mapping $(x,n) \mapsto m \in \{0,1\}$, such that

$$TM(O^\pi(f,n)) = OM_T(n)$$

holds true for all $n \in \mathbb{N}$.

**Proof:** We have $x[A^\pi_1] \in \Pi_2$, c.f. Lemma 4. Hence, by Theorem 7, there exists a signal $f \in CE_x$ such that $B(f) = x[A^\pi_1]$ holds true. Observe that for all $n \in \mathbb{N}$, we have $D(\varphi_n) = \mathbb{N}$ if and only if

$$n \in A_n[x[A^\pi_1]] = A_n[B(f)]$$

is satisfied. In particular, $D(\varphi_n) = \mathbb{N}$ holds true if and only if the n-th binary place of $x[A_n[B(f)]]$ equals one. Hence, with $O^\pi(f,n) = x[A_n[B(f)]]$, we have $B(f) = x[A^\pi_1]$ if and only if

$$O^\pi(f,n) \cdot 2^{n+2} - [O^\pi(f,n) \cdot 2^{n+1}] \cdot 2 = 1.$$
Defining
\[ \text{TM}(O^\infty(f, n), n) := \begin{cases} 1, & \text{if } g(O^\infty(f, n), n) = 1, \\ 0, & \text{otherwise,} \end{cases} \]
yields the required Turing machine.

The remainder of this section will be dedicated to relating the set \( CB^\infty_\pi \) to the family of halting oracles \((OM_{H,n})_{n \in \mathbb{N}}\) as halting oracles.

**Theorem 10:** Let \( f \) satisfy \( f \in CB^\infty_\pi \). There exists a Turing machine \( \text{TM} \) that computes a mapping
\[ ((OM_{H,n})_{n \in \mathbb{N}}, f, n) \mapsto q \in \mathbb{Q}, \]
such that \(|B(f) - q| < 2^{-m}\) holds true for all \( m \in \mathbb{N} \).

**Proof:** The proof again employs the dyadic expansion of the number \( B(f) \). Without loss of generality we assume \( B(f) \in [0, 1] \cap \Sigma_1 \). There exists a Turing machine \( \text{TM}' \) that computes a mapping \( f \mapsto (r_l)_{l \in \mathbb{N}} \), such that \( (r_l)_{l \in \mathbb{N}} \) is a monotonically non-decreasing, computable sequence of rational numbers, such that \( \lim_{l \to \infty} r_l = B(f) \) holds true, c.f. [37] for details. Denote by \( A_l \) the largest subset of \( \mathbb{N} \) such that \( x[A_l] \leq B(f) \) holds true and define
\[ A := \bigcup_{l \in \mathbb{N}} A_l. \]

Then, we have \( B(f) = x[A] \) as well as \( A_l \subseteq A_{l+1} \) for all \( l \in \mathbb{N} \). Furthermore, the set \( A \) is recursively enumerable and the mapping \( (r_l)_{l \in \mathbb{N}} \mapsto g \), where \( g \) is a recursive function that satisfies \( D(g) = A \), can be computed by a Turing machine. Using the family \((OM_{H,n})_{n \in \mathbb{N}}\) of halting oracles, we can now compute the set
\[ B_m := \{ k \in \mathbb{N} : k \leq m + 1, k \in D(g) \}. \]
For all \( m \in \mathbb{N} \), we have
\[ B_m = \{ k \in A : k \leq m + 1 \}. \]
Since \( A \) contains the dyadic expansion of \( B(f) \), we have
\[ |B(f) - x[B_m]| < 2^{-m}. \]

**Remark 14:** For \( f \in CE_\pi \) such that \( B(f) \in \Delta_2 \) holds true, the family \((OM_{H,n})_{n \in \mathbb{N}}\) allows for the computation of \( B(f) \) as well, c.f. [34, Lemma 5.4, p. 58]. However, the dependency on \( f \) is non recursive, since the description \((a_n)_{n \in \mathbb{N}}\) in the sense of Definition 14 is not a feasible input.

**XII. Conclusion**

In the previous chapters, we have considered different descriptions for the signal classes \( CB^p_\pi \) for \( 1 \leq p \leq +\infty \) and \( CE_\pi \), and showed that \( B[CB^p_\pi] = \Sigma_1 \cap [0, \pi] \) and \( B[CE_\pi] = \Pi_2 \cap [0, \pi] \) hold true for all \( p \) that satisfy \( 1 \leq p \leq +\infty \), which is a full characterization of \( B[CB^p_\pi] \) and \( B[CE_\pi] \) in terms of the arithmetical hierarchy of real numbers. In the scope of our analysis, we were able to confirm all conjectures posed in [18]:

1) There exist signals \( f \in CE_\pi \) such that no computable sequence \((r_n)_{n \in \mathbb{N}}\) of rational numbers satisfies \( \lim_{n \to \infty} r_n = B(f) \).
2) For signals \( f \in CE_\pi \) and numbers \( \sigma \in (0, \pi) \cap \mathbb{R}_c \), the set \( \{ f \in CE_\pi : B(f) > \sigma \} \) is not semi-decidable.
3) If \( \text{TM}_{BW} \) and \( \text{TM}'_{BW} \) are Turing machines such that for all signals \( f \in CE_\pi \) that satisfy \( B(f) \leq \pi \), we have
\[ \text{TM}_{BW}(f) \leq B(f) \leq \text{TM}'_{BW}(f), \]
then \( \text{TM}_{BW} \) and \( \text{TM}'_{BW} \) necessarily return trivial values, i.e., \( \text{TM}_{BW}(f) = 0 \) and \( \text{TM}'_{BW}(f) = \pi \) holds true for all feasible signals \( f \).

Last but not least, we showed that the problem of computing the bandwidth of a signal \( f \in CE_\pi \) is as hard as computing a totality oracle for the set of recursive functions. Computing the bandwidth of a signal \( f \in CE_\pi \), for \( 1 \leq p \leq +\infty \), on the other hand, can be reduced to computing a halting oracle.

It is interesting to note that some of the questions can be positively answered for \( CB^p_\pi \). For example, the set \( \{ f \in CB^p_\pi : B(f) > \sigma \} \) is semi-decidable. Further, for \( f \in CB^p_\pi \), we can find a computable monotonically increasing sequence of lower bounds for \( B(f) \) that converges to \( B(f) \). The restrictions that we have in the time and frequency domain for signals in \( CB^p_\pi \) and \( CB^p_\pi' \) make it possible that important signal processing problems, such as those above, can be algorithmically solved. In contrast, signals in \( CE_\pi \) have—except for a simple growth condition—no such restrictions.

Questions of computability have not received much attention in control theory and signal processing so far. Recent results have shown that there are important problems that cannot be solved on a digital computer. For example, problems can occur in the computation of the Fourier transform [15], the Fourier series [38], and the spectral factorization [39], as well as in downsampling and the computation of the bandlimited interpolation [40].

In [41], conditions were analyzed under which the computability of a discrete-time signal implies the computability of the corresponding continuous-time signal. The computability of the actual bandwidth was studied in [37] and [18]. In [37] it was shown that there exist signals \( f \in CB^p_\pi \) for which the actual bandwidth \( B(f) \) is not computable. In contrast to [37], we study the most general class of bandlimited signals in this paper and the question whether upper and lower bounds can be algorithmically determined.

As indicated in Section I and discussed in [18], the problem of computing the period of a computable periodic continuous function is similar to the problem studied in this paper. In particular, it is another well-known special case of the general problem of computing relevant physical parameters of computable signals and functions. In Shor’s famous algorithms for factorizing natural numbers and computing the discrete logarithm [14], the core task—and the only part that has to be implemented on a universal quantum computer—is the computation of the period of certain computable continuous functions. Interestingly, all candidates for a “post-quantum cryptography” that already failed, were broken by quantum algorithms that compute the period of certain functions. It seems as if finding periods of functions is the only class of well-investigated mathematical problems for which it was possible to develop quantum algorithms that have a
substantial complexity advantage over the best known classical algorithms.

As indicated in the introduction, our results contribute to the problem of understanding the differences between different approaches for computation. Since the problem of sampling analog signals inherently involves analog technology, the question arises if, for example, an analog or neuromorphic computer could solve the bandwidth estimation problem up to any accuracy. To answer questions of this kind, it is important to understand the mathematical structure behind the different approaches for computation. The authors believe that this topic will gain further importance in the future.

The approach presented in the scope of this article is also relevant for the design of digital twins for metaverse applications. For certain classes of bandlimited signals, we derived different digital descriptions that, from an engineering point of view, perfectly describe the underlying analog signals without any loss of information, e.g., due to quantization. Especially for metaverse applications, it is essential (as has implicitly been shown within this work) to find digital descriptions of analog objects that are suitable with respect to the requirements of the individual use cases. Digital twin and metaverse technologies are substantial to 6G communication networks, and initial standardization efforts are already underway for the 19th release of 5G [42]. Nevertheless, the relevant theoretical basis does not seem to be particularly elaborated.

The authors hope that this article may serve as a starting point for further work on related problems in information theory. In this context, several different research directions are relevant:

1) Clearly, the exact ways of representing “information” by means of different carrier media are of high relevance for information theory. In this regard, information theory is related to computing theory in an interesting manner. This relation played a crucial role in Shannon’s contribution to the 1956 Dartmouth workshop [43], which laid the foundation for research on artificial intelligence as an interdisciplinary field of information theory, computing theory and neuro-science. 1 In his works, Shannon also provided many results on classical computability theory, see e.g. [44].

2) Computability theory provides a suitable mathematical framework for the study of various open questions from information theory. In particular, this concerns questions about the existence of single- or multi-letter expressions for channel capacities, e.g., in the context of quantum, compound wiretap and broadcast channels or secure communication.

3) The approach by Zheng and Weihrauch that has been introduced by Zheng and Weihrauch may bring to light analog technologies inherently involves analog technology, the question arises if, for example, an analog or neuromorphic computer could solve the bandwidth estimation problem up to any accuracy. To answer questions of this kind, it is important to understand the mathematical structure behind the different approaches for computation. The authors believe that this topic will gain further importance in the future.

The approach presented in the scope of this article is also relevant for the design of digital twins for metaverse applications. For certain classes of bandlimited signals, we derived different digital descriptions that, from an engineering point of view, perfectly describe the underlying analog signals without any loss of information, e.g., due to quantization. Especially for metaverse applications, it is essential (as has implicitly been shown within this work) to find digital descriptions of analog objects that are suitable with respect to the requirements of the individual use cases. Digital twin and metaverse technologies are substantial to 6G communication networks, and initial standardization efforts are already underway for the 19th release of 5G [42]. Nevertheless, the relevant theoretical basis does not seem to be particularly elaborated.

The authors hope that this article may serve as a starting point for further work on related problems in information theory. In this context, several different research directions are relevant:

1) Clearly, the exact ways of representing “information” by means of different carrier media are of high relevance for information theory. In this regard, information theory is related to computing theory in an interesting manner. This relation played a crucial role in Shannon’s contribution to the 1956 Dartmouth workshop [43], which laid the foundation for research on artificial intelligence as an interdisciplinary field of information theory, computing theory and neuro-science. 1 In his works, Shannon also provided many results on classical computability theory, see e.g. [44].

2) Computability theory provides a suitable mathematical framework for the study of various open questions from information theory. In particular, this concerns questions about the existence of single- or multi-letter expressions for channel capacities, e.g., in the context of quantum, compound wiretap and broadcast channels or secure communication.

3) The approach by Zheng and Weihrauch that has been employed in this work can also be interpreted as a new measure of model complexity for problems from information theory. Due to its generality (in essence, the approach is based directly on mathematical logic and arithmetic, without the necessity of abstract constructions) it can be applied to almost any mathematical theory that incorporates asymptotic quantities, as is heavily the case in information theory. Hence, one can hope that the framework introduced by Zheng and Weihrauch may bring to light structural similarities between models from information theory and other such branches of mathematical sciences. In this context, the authors would like to hint to the problem of computing the radius of convergence of the discrete Z-transform on different spaces of complex-valued sequences, a prominent task in control engineering and the theory of LTI-systems. The problem appears to be very similar in structure to the task of computing the bandwidth of bandlimited signals, and the authors conjecture that it can be fully characterized by the methods presented in this work.
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