Interacting spin-1 bosons in a two-dimensional optical lattice
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We study, using quantum Monte Carlo (QMC) simulations, the ground state properties of spin-1 bosons trapped in a square optical lattice. The phase diagram is characterized by the mobility of the particles (Mott insulating or superfluid phase) and by their magnetic properties. For ferromagnetic on-site interactions, the whole phase diagram is ferromagnetic and the Mott insulators-superfluid phase transitions are second order. For antiferromagnetic on-site interactions, spin nematic order is found in the odd Mott lobes and in the superfluid phase. Furthermore, the superfluid-insulator phase transition is first or second order depending on whether the density in the Mott is even or odd. Inside the even Mott lobes, we observe a singlet-to-nematic transition for certain values of the interactions. This transition appears to be first order.
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I. INTRODUCTION

Ultracold atoms in optical lattices have been used in the recent years to explore the physics of well known quantum statistical discrete models [1], such as the Bose-Fermi single-band Hubbard models. Purely optical traps allow the trapping of alkali atoms, such as \( ^{23}\text{Na}, ^{39}\text{K}, \) and \( ^{87}\text{Rb} \), in the \( F = 1 \) hyperfine state without freezing \( F_\sigma \). The presence of these spin degrees of freedom allows the study of multi-band condensed matter Hamiltonians and the interplay between magnetism and superfluidity [3, 6].

Such systems are governed by extended Hubbard Hamiltonians, with spin-dependent terms [8, 9], able to describe the spinful nature of the particles. The on-site spin-spin interaction can be tuned by using optical Feshbach resonance [10] and the nature of the spin-spin interaction can be either ferromagnetic (\( ^{87}\text{Rb} \)) or antiferromagnetic (\( ^{23}\text{Na} \)) depending on the relative magnitudes of the scattering lengths in the singlet and quintet channels [11]. In the strong coupling limit and with integer filling, the spinor Bose-Hubbard model can be mapped onto the Heisenberg model with biquadratic interactions which exhibits singlet, dimerized or nematic phases [12-14].

Several approaches have been used to study the spin-1 bosonic model: mean field methods [15, 16], variational Monte Carlo [17], analytical [12, 18], strong coupling expansion [19], Density Matrix Renormalization Group (DMRG) [20, 21], and quantum Monte Carlo simulations in 1D [22, 23]. The overall picture emerging at zero temperature is that, as expected, the system adopts Mott-insulating (MI) phases, when the filling is commensurate with the lattice size and for large enough repulsion between particles, and a superfluid phase (SF) otherwise. The richness of these systems comes from the magnetic behavior of these phases that changes dramatically with the sign of the spin-dependent interaction parameter \( U_2 \).

For negative spin-dependent interaction \( U_2 < 0 \) (see below) corresponding to the ferromagnetic case, a 1D QMC study [23] shows that all Mott lobes shrink, and eventually disappear, as one increases \( |U_2| \). The whole phase diagram is ferromagnetic and the same is expected in larger dimension. This was confirmed by a recent theorem that shows that the ground state of such a system is always ferromagnetic [15].

The positive \( U_2 \) antiferromagnetic case exhibits a richer phase diagram. For even densities, \( \rho \), the Mott lobes are expected to have spin singlets on every site but a first order transition to a nematic state is predicted for \( U_2/U_0 < 0.025 \) in two dimensions [12, 24, 25]. For odd \( \rho \), a nematic order is also expected in two dimensions, depending on the interaction \( U_2 \) (in one dimension, this nematic phase is changed into a dimerized phase [20, 23]). The superfluid phase is expected to be polarized: superfluidity is carried either by the \( F_\sigma = 0 \) component or by the \( F_\sigma = \pm 1 \) components [15]. The theorem previously mentioned [18] proves that the global magnetization is zero in the whole phase diagram in the subspace of zero total spin along the \( z \) axis (\( \rho_{tot,z} = 0 \)). This is compatible with the nematic or dimerized phases observed in other studies.

As for the nature of the MI-SF phase transitions, it was predicted to be affected by the spin-spin interactions [15, 16]. For \( \rho = 2 \) it is argued to be first-order for small positive \( U_2 \) (and second order in all other cases) whereas the transition for \( \rho = 1 \) should always be second order. The one-dimensional QMC investigation [23] presented evidence of singlet and dimerized phases but found only second order transitions, which is expected in one dimension. Recent 1D and 2D QMC studies [26, 27] of a similar system with only two species showed a first order transition for even lobes occurring in two dimensions, as predicted by previous mean-field studies [25, 29], but not in the one-dimensional case.

The purpose of this paper is to extend the QMC study...
of the spin-1 system to the two-dimensional square lattice at zero temperature. The paper is organized as follows: in Sec. II, we will introduce the model and QMC techniques used to study it. Secs. III and IV will be devoted to the presentation of the results obtained for the $U_2 < 0$ and $U_2 > 0$ cases, respectively. In Sec. V, we will summarize these results and give some final remarks.

II. SPIN-1 MODEL

We consider a system of bosonic atoms in the hyperfine state $F = 1$ characterized by the magnetic quantum number $F_z = 0, \pm 1$. When these atoms are loaded in an optical lattice, the system is governed by the Bose-Hubbard Hamiltonian [8, 24]:

$$\mathcal{H} = -t \sum_{\sigma, \langle \mathbf{r}, \mathbf{r}' \rangle} \left( a_{\mathbf{r} \sigma}^\dagger a_{\mathbf{r}' \sigma} + \text{h.c.} \right) + \frac{U_0}{2} \sum_{\mathbf{r}} \hat{n}_{\mathbf{r}} (\hat{n}_{\mathbf{r}} - 1) + \frac{U_2}{2} \sum_{\mathbf{r}} \left( \mathbf{F}_{\mathbf{r}}^2 - 2n_{\mathbf{r}} \right),$$

where operator $a_{\mathbf{r} \sigma} (a_{\mathbf{r} \sigma}^\dagger)$ annihilates (creates) a boson of spin $\sigma = -1, 0, 1$ (also denoted $-0, +$ when needed) on site $\mathbf{r}$ of a periodic square lattice of size $L \times L$.

The first term in the Hamiltonian is the kinetic term which allows particles to hop between neighboring sites $\langle \mathbf{r}, \mathbf{r}' \rangle$. The hopping parameter $t$ sets the energy scale and the number operator $\hat{n}_{\mathbf{r}} = \sum_{\sigma} n_{\mathbf{r} \sigma} = \sum_{\mathbf{r}} n_{\mathbf{r} \sigma}$ will give the sign of dependent interaction terms. The nature of the bosons is determined, the $U_0$ case, and the $U_2 \neq 0$ cases, respectively. In Sec. V, we will introduce the model and QMC technique as well as measurements of many-particle Green functions. The global magnetization is given by [32]

$$\rho_s = \frac{(W^2)}{4\beta},$$

where the total winding number $W = W_+ + W_0 + W_-$ is a topological quantity, and $\beta = 1/k_B T$. The analysis of the magnetic structure requires the equal-time spin-spin correlation functions

$$F_{\alpha \alpha} (\mathbf{R}) = \frac{1}{L^2} \sum_{\mathbf{r}} \langle F_{\alpha \mathbf{r} \alpha} F_{\alpha \mathbf{r} + \mathbf{R}} \rangle.$$  

The global magnetization is given by

$$F_{\text{tot}}^2 = L^2 \sum_{\alpha, \mathbf{R}} F_{\alpha \alpha} (\mathbf{R})$$

and the magnetic structure factor by

$$S(k) = \frac{1}{L^2} \sum_{\alpha, \mathbf{R}} e^{i\mathbf{k} \cdot \mathbf{R}} F_{\alpha \alpha} (\mathbf{R})$$

where $\mathbf{k} = (k_x, k_y)$ and $k_x, y$ are integer multiples of $2\pi/L$. Other important quantities are the diagonal components of the nematic order parameter traceless tensor $Q$ given by

$$Q_{\alpha \alpha} = \langle F_{\alpha \alpha} (0) - \frac{1}{3} F^2 (0) \rangle.$$  

These are the indicators of the on-site spin isotropy if $Q_{\alpha \alpha} = 0$ for all $\alpha$, and of the spin anisotropy characteristic of the nematic order if $Q_{\alpha \alpha} \neq 0$ and if, at the same time, no magnetic order is present. As $Q_{xx} = Q_{yy}$ in our simulations, then $2Q_{xx} + Q_{zz} = 0$ and it is sufficient to calculate $Q_{zz}$. Since nematic order can develop
along any axis and as there is not always an ergodicity breaking in MC simulations on finite clusters, $Q_{zz}$ can change sign and average to zero even if it is non-zero in each individual measurements. To avoid such an effect, we use the absolute value of the sums of spin operators in $Q_{zz} = \langle |F_{zz}(0) - \frac{1}{2}F^2(0)| \rangle$.

We also calculate the Green functions

$$G_\sigma(R) = \frac{1}{2L^2} \sum_\sigma \langle a_{\sigma r}^\dagger a_{\sigma r}^\dagger + a_{\sigma r}^\dagger a_{\sigma r} + h.c. \rangle, \quad (8)$$

which measure the phase coherence of particles. The anticorrelated motions of particles, which govern the dynamics inside Mott lobes, as the particles of different types exchange their positions are described by the two-particle anticorrelated Green functions

$$G_{\sigma\sigma'}(R) = \frac{1}{2L^2} \sum_\sigma \langle \hat{a}_{\sigma r}^\dagger \hat{a}_{\sigma' r}^\dagger + \hat{a}_{\sigma r}^\dagger \hat{a}_{\sigma' r} + h.c. \rangle. \quad (9)$$

If perfect phase coherence is established by means of particle exchange, $G_{\sigma\sigma'}(R)$ reaches its limiting upper value of $\rho_0 \rho_{\sigma'}$ at long distances $R$. Due to its definition, $G_{\sigma\sigma'}(R) = G_\sigma(R)G_{\sigma'}(R)$ if there is no correlation between the movements of particles of spin $\sigma$ and $\sigma'$.  

III. FERROMAGNETIC CASE: $U_2 < 0$

We start with the ferromagnetic case, $U_2 < 0$. Several approaches have been used to study this case. A recent theorem by Katsura and Tasaki, independent of the lattice dimension, shows that the ground state universally exhibits saturated ferromagnetism both in superfluid and Mott insulator phases [18]. Mean field analyses predicted the same magnetic behavior and continuous MI-SF phase transitions [15, 16]. The 1D investigation [23], by means of QMC simulations, showed that the magnetic local moment on a site with $n$ bosons is maximized $F^2(0) = n(n+1)$ and that the whole phase diagram is ferromagnetic, in agreement with the above theorem. In the 2D system, studied with variational Monte Carlo at $\rho = 1$ [17], Mott and superfluid phases were also found to be ferromagnetic. In the first subsection, we calculate the 2D phase diagram in the $(\mu/U_0, t/U_0)$ plane at a fixed ratio $U_2/U_0 = -0.1$ and we discuss the phase transitions in the second subsection.

A. Phase diagram

In the no-hopping limit, $t/U_0 \to 0$, the system is in a MI phase with $n$ bosons per site with energy per site $\varepsilon(n) = n(n-1)(U_0 + U_2)/2$ when $\mu$ satisfies the condition $(n-1)(U_0 + U_2) < \mu < n(U_0 + U_2)$. Therefore, the bases of both the odd and even Mott lobes, given by $\Delta \mu/U_0 = 1 - |U_2|/U_0$, shrink with increasing $|U_2|$ and disappear completely when $|U_2| = U_0$. The on-site energy is minimized by maximizing the quantum number $F$ corresponding to $F^2(0) = F(F+1)$, that is by adopting any of the $F = 1$ triplet states for $\rho = 1$ and any of the $F = 2$ quintuplet states for $\rho = 2$. Thus, in the $t/U_0 \to 0$ limit, the Mott phases are highly degenerate. As $t/U_0$ increases, the MI regions are reduced and eventually disappear, giving the familiar Mott lobes (Fig. 1). Outside the MI region the system is superfluid. Note that the shape of the lobes is very different from the 1D case [23] where the lobes end in cusps. The MF results obtained with the technique used in [15] are in very good agreement with QMC results at large interactions, as expected. The tip of the $\rho = 2$ is also well reproduced by the MF approximation whereas there is a quantitative difference between QMC and MF for $\rho = 1$.

In the Mott insulator phases, the superfluid density is zero and the densities are $\rho_0 = 2\rho_+ = 2\rho_- = \rho/2$. The degenerate states of the MI phases in the $t/U_0 \to 0$ limit are coupled by second-order contributions from the hopping term which exchange the position of different particles. The degeneracy is, then, lifted by establishing a phase coherence of such exchanges [25, 33, 34]. Figure 2 shows single-particle and anticorrelated Green functions in the MI phases for $\rho = 1$ and $\rho = 2$. As expected in the MI phase, we see that the individual Green functions $G_\sigma(R)$ decay exponentially to zero with distance $R$. Figure 2 shows that the $G_{\sigma\sigma'}(R)$ quickly saturate to a constant value at large separations, indicating coherent exchange moves in the MI phase for both $\rho = 1$ and $\rho = 2$. Furthermore, the plateau reached by this function takes on its maximum possible value at large distances, $\rho_0 \rho_{\sigma'}$, showing perfect phase coherence. The equalities $G_\sigma(R) = G_{\sigma}(R)$ and $G_{\sigma(+0)}(R) = G_{\sigma(-0)}(R)$ are due to the $F_{\sigma\sigma}(z) = 0$ constraint. As $\rho_0 > \rho_\pm$, the Green func-
tions involving spin-0 particles ($G_0(R)$ and $G_\sigma(\pm0,R)$) are larger than Green functions involving only ±1 particles, which will also be true in the superfluid case.

FIG. 2: (Color online) The single-particle and the anticorrelated Green functions for $U_2/U_0 = -0.1$, $L = 12$ and $\beta = 2L/t$ as a function of distance $R$ in the Mott insulator phases with $\rho = 1$ and $\rho = 2$. Individual movements of particles are strongly suppressed, as shown by the exponential decay of $G_\sigma$ and $G_- = G_+$, whereas perfect anticorrelated movements of particles remain, which is shown by the plateau in $G_\sigma(+-) \to \rho_-\rho_+$ and $G_\sigma(+0) = G_\sigma(-0) \to \rho_+\rho_0$ when $R \to L/2$.

In the superfluid phase, we observe the same density distribution $\rho_0 = 2\rho_+ = 2\rho_- = \rho/2$. Figure 2 shows phase coherence both for exchange moves and for individual movements of particles. The saturation of the single-particle Green functions $G_\sigma(R)$ to a constant value at large separations is the signature of the existence of a Bose-Einstein condensate as the condensed fraction is given by $\rho(k = 0) = \sum_\sigma \rho_\sigma(k = 0)$, where the $\rho_\sigma(k)$ are Fourier transforms of single-particle Green functions. For both densities, $\rho = 1$ and $\rho = 2$, the three species remain correlated, of course, since the system is still in a strongly interacting regime ($t/U_0 = 0.10$). This correlation can be inferred from the fact that $G_\sigma(+,-,R) > G_+(R)G_-(R)$ and $G_\sigma(\pm0,R) > G_\pm(R)G_0(R)$ at large separations. This means that, while particles can move independently, exchanges of different particles are still present. This is typical of a strongly correlated superfluid where different kinds of phase coherence can be observed: phase coherence of the individual particles, but also, at the same time, phase coherence of exchange moves of particles.

We now focus on the magnetic properties of MI and SF phases for $U_2/U_0 = -0.1$. The ground state exhibits saturated ferromagnetism in the whole phase diagram, as predicted by Katsura and Tasaki’s theorem [18] and previously observed in [17, 22]. In both MI and SF phases with integer density $\rho = 1, 2$ we measure the largest possible spin on-site, given by $F^2(0) = \rho(\rho + 1)$. Furthermore, the ground state has the maximum possible total spin $F_{tot}^2 = N(N+1)$, thus $F_{tot}^2/L^4 = \rho(\rho + 1)/L^2 \approx \rho^2$ (Fig. 3) in the whole phase diagram, in the superfluid phase as well as in the Mott phase. Figure 3 shows that the ground state energy $E(F_{tot,z})$ is independent of the $F_{tot,z}$ chosen in the simulation, in the MI or in the SF phase with $\rho = 1$ or 2. As mentioned earlier, $F_{tot,z}$ is imposed by the initial values of $N_+$ and $N_-$ used in a given simulation. The ground states are then $(2N + 1)$-
fold degenerate, as expected if $F^2_{\text{tot}} = N(N+1)$. This also shows that the constant $F^2_{\text{tot},z}$ we impose just select one of these $2N+1$ states and does not alter the physics.

Figure 5 shows $F^2_{\text{tot}}/L^4$, $F^2(0)$, and the superfluid density $\rho_s$ versus the density $\rho$. It shows that $F^2_{\text{tot}} = N(N+1)$ and that the magnetic properties are not influenced by the superfluid or solid nature of the underlying phases. The linear step by step evolution of $F^2(0)$ is simply explained by the strong on-site repulsion $U_0$. For a density $\rho$ we define $\rho_i$, the integer part of the density (for $2 \leq \rho < 3$, $\rho_i = 2$). To minimize the repulsion cost, a system with density $\rho$ will have the minimal number of sites occupied by $\rho_i + 1$ particles, that is $(\rho - \rho_i)L^2$. These sites contribute $(\rho_i + 1)(\rho_i + 2)$ to the local moment and the remaining $(\rho_i + 1 - \rho)L^2$ sites occupied by $\rho_i$ particles contribute $\rho_i(\rho_i + 1)$. Averaging these contributions yields the observed dependence which is $F^2(0) = (\rho_i + 1)(2\rho - \rho_i)$.

**B. Phase transitions**

Figure 6 shows the evolution of the superfluid density $\rho_s$ at the MI-SF transition at fixed total density while varying $t/U_0$, in other words the transition at the tip of the Mott lobe. All quantum phase transitions appear to be continuous and there are no signs of possible discontinuities in the superfluid density at the transition between the MI and SF phases. The finite size effects are small and the transitions appear continuous, which means that they should be in the universality class of the three-dimensional XY model, which is expected from general scaling arguments \[32\]. These results are in agreement with the mean field analysis \[13\].

Figure 7 shows a cut in the phase diagram as a function of $\mu$ at $t/U_0 = 0.02$ (dashed vertical line in Fig. 1) and clearly exhibits the first three incompressible Mott plateaux where the superfluid density vanishes. Here again, we do not observe discontinuities in $\rho$ or $\rho_s$ and conclude that the transitions are continuous.
IV. ANTIFERROMAGNETIC CASE: $U_2 > 0$

A. Phase diagram

In the no-hopping limit, $t/U_0 \to 0$, the system is in a MI phase with $n$ bosons per site when $\mu$ satisfies the condition $(n-1)U_0 < \mu < nU_0 - 2U_2$ for odd density and $U_0(n-1) - 2U_2 < \mu < nU_0$ for even density. Therefore, the base of the Mott lobes for odd filling is $\Delta \mu/U_0 = 1 - 2U_2/U_0$, whereas it is $\Delta \mu/U_0 = 1 + 2U_2/U_0$ for even filling. The even lobes grow at the expense of the odd ones, which disappear entirely for $U_2/U_0 = 0.5$.

The on-site energy is minimized by minimizing $F^2(0)$, that is, by adopting one of the $F = 1$ triplet states for $\rho = 1$ and a unique $F = 0$ singlet state for $\rho = 2$, which is given at site $r$ by

$$|\Phi_{sg,r}\rangle = A_{sg,r}^\dagger |0\rangle = \frac{1}{\sqrt{6}} \left( 2a_{r}^\dagger a_{-r}^\dagger - a_{0r}^\dagger a_{0r}^\dagger \right) |0\rangle$$

This defines the singlet creation operator. Thus, in the $t/U_0 \to 0$ limit, the MI $\rho = 1$ phase is highly degenerate (as in the $U_2 < 0$ case) whereas the MI $\rho = 2$ state is unique. As $t/U_0$ increases, quantum fluctuations cause the MI region to shrink and eventually disappear. The system is superfluid outside the MI region (Fig. 10). As in the $U_2 < 0$ case, the MF approximation reproduces well the base of the Mott lobes and the tip of the $\rho = 2$ lobe, whereas there is a significant difference for the position of the tip of the $\rho = 1$ lobe. Throughout phase diagram the global magnetization is zero, $F_{tot,z}^2 = 0$, in the subspace $F_{tot,z} = 0$. Despite this, we will see below that the two Mott lobes exhibit distinct behavior: the lifting of degeneracy in the first lobe will yield a nematic phase whereas the second lobe exhibits in most cases a singlet phase, with a transition to a nematic phase under certain conditions.

For the $\rho = 1$ MI, the density distribution (Fig. 10 (a)) shows that the system is essentially composed of the $F_s = \pm 1$ components. These results agree with Ref. [12]. This is in contradistinction to the $U_2 < 0$ case where $\rho_0$ was larger than $\rho_\pm$. Accordingly, in the present case, the largest Green functions will be those involving $\pm 1$ particles. As observed for the $U_2 < 0$ case, Fig. 10 (c) shows that $G_a(\pm,-,\mathbf{R})$ quickly saturates to its maximum possible value $\rho_-\rho_+$ at large distances and is larger than $G_a(\pm,0,\mathbf{R})$. This indicates the presence of coherent exchange moves, whereas the individual $G_a(R)$ decay exponentially with distance.

In the $\rho = 2$ MI phase, the system is frozen in a state with two particles per site, which form a singlet pair. In this phase, the singlet density, defined as

$$\rho_{sg} = \frac{1}{L^2} \sum_r \langle \tilde{A}_{sg,r}^\dagger \tilde{A}_{sg,r} \rangle,$$

is approximately equal to 1 (see, for example, Fig. 20). The densities are, accordingly, $\rho_+ = \rho_- = \rho_0 = 2/3$ as shown in Fig. 10 (b) where the density distributions are all centered around 2/3. All the Green functions decay exponentially to zero with distance (Fig. 10 (d)): the anticorrelated movements are absent in this phase because there is no degeneracy to lift when $t/U_0 \neq 0$. 

\[FIG. 8: \) (Color online) The total density, $\rho$ as a function of the chemical potential, $\mu$, showing the first three incompressible Mott phases. Also shown is the superfluid density $\rho_s$ in the compressible phases. All the transitions are second-order.\]

\[FIG. 9: \) (Color online) $F_{tot,z} = 0$ phase diagram at $\beta = 2L/t$ or $\beta = 4L/t$ for $U_2/U_0 = 0.1$ and several linear system sizes $L$. In the whole phase diagram, the global magnetization is zero, $F_{tot}^2 = 0$. In the $\rho = 2$ MI, the on-site spin is zero, $F^2(0) = 0$, the pair of particles forming a singlet. The $\rho = 1$ MI and the superfluid phase exhibit nematic order and the system is essentially composed of spin $\pm 1$ particles. The MI-SF phase transition with $\rho = 1 (\rho = 2)$ is second (first)-order. The dashed vertical line indicates where the cut in Fig. 17 was taken. The dotted line corresponds to the MF phase diagram obtained with a technique similar to [13], the two lines at the tip of the $\rho = 2$ lobe correspond a SF-MI coexistence region.\]
In the superfluid phase, Fig. 11 (a) and (b) show that the peak of spin-\pm 1 distribution approaches the density \( \rho/2 \), while the peak for spin-0 approaches 0 for both densities \( \rho = 1, 2 \). Consequently, the superfluid is mostly composed of \( F_2 = \pm 1 \) particles, same as in the \( \rho = 1 \) Mott phase. This density distribution, observed in Ref. \[17\] for \( \rho = 1 \), differs from the mean field one which predicts that superfluidity is carried either by the \( F_2 = 0 \) component or by the \( F_2 = \pm 1 \) components \[13\]. Furthermore, Figure 11 (c) and (d) show a phase coherence both for exchange moves and for individual movements of spin-\pm 1 particles in a way similar to the \( U_2 < 0 \) case.

We now focus on the dependence of the global magnetization and energy on \( F_{\text{tot},z} = N_+ - N_- \). According to Ref. \[18\], the ground state is unique, for all values of the parameters, and has a global magnetization \( F^{\text{tot},z}_{\text{tot}} = F_{\text{tot}} (F_{\text{tot}+1}) \) with quantum number \( F_{\text{tot}} = |F_{\text{tot},z}| \) if \( F_{\text{tot},z} \) is even and \( F_{\text{tot}} = |F_{\text{tot},z}| + 1 \) if \( F_{\text{tot},z} \) is odd (we focus on the even \( N \) case). Figure 12 shows that the global magnetization \( F^{\text{tot},z}_{\text{tot}} \) agrees very well with the theoretical predictions of Ref. \[18\] and behaves in the same way whatever \( t/U_0 \) and \( \rho \), as expected.

![Figure 12](image_url)  
**FIG. 12:** (Color online) Global magnetization versus \( F_{\text{tot},z} \). The global magnetization agrees very well with the theoretical predictions of Ref. \[18\] and behaves in the same way whatever \( t/U_0 \) and \( \rho \), as expected.

### B. Phase transitions

An important difference between one and two dimensions is that first-order phase transitions may appear in the latter whereas they are rather rare in the former \[22\]. Since MFT predicts a first-order phase transition for even
This interval disagrees with the variational study and then decreases back to zero as $E = 2$ is observed for different values of $\rho$. The jump in $\rho$ discontinuous with $\rho = 1$ (a) the transition is continuous whereas the jump in $\rho_s$ marks the presence of a first-order phase transition for $\rho = 2$ (b).

FIG. 13: (Color online) The energy difference $\Delta E = E(F_{tot,z}) - E(F_{tot,z} = 0)$ versus $F_{tot,z}$ in the MI and SF phases for $\rho = 1$ (a), $\rho = 1.5$ (b) and $\rho = 2$ (c). The energy minimum at $F_{tot,z} = 0$, increases plateau by plateau with $F_{tot,z}$ as predicted in the theorem of Ref. [18].

Mott lobes [13, 16], we used QMC simulations to study this transition in detail. Figure 14 shows the evolution of the superfluid density, $\rho_s$, at the MI-SF transition at fixed total density while varying $t/U_0$. The MI-SF transition with $\rho = 1$ is continuous (Fig. 14 (a)), whereas it is discontinuous with $\rho = 2$ (Fig. 14 (b)): the jump in the superfluid density indicates a first-order phase transition. In Fig. 14, the finite size effects are small and the MI-SF transition with $\rho = 1$ is continuous which disagrees with Ref. [17] where a first order phase transition is observed. The transition should be in the universality class of the three dimensional XY model [35].

The jump in $\rho_s$ at the MI-SF phase transition with $\rho = 2$ is observed for different values of $U_2/U_0$. Fig. 15 shows that the transition is continuous for $U_2/U_0 = 0$, then it becomes discontinuous for small values, $U_2/U_0 < 0.15$, and is again continuous for $U_2/U_0 \geq 0.15$. The jump in the superfluid density varies continuously from zero at $U_2/U_0 = 0$ to a maximum for $U_2/U_0 \simeq 0.05$ and then decreases back to zero as $U_2/U_0$ is increased further. This interval disagrees with the variational study [16] which predicted the first-order transition for $U_2/U_0 < 0.32$. A similar behavior was observed for a spin 1/2 model in Ref. [27].

FIG. 14: (Color online) The superfluid density as a function of $t/U_0$ at fixed total particle density for $U_2/U_0 = 0.1$. The transition from the MI (small $t/U_0$) to the SF phase is signaled by $\rho_s$ becoming finite. For $\rho = 1$ (a) the transition is continuous whereas the jump in $\rho_s$ marks the presence of a first-order phase transition for $\rho = 2$ (b).

FIG. 15: (Color online) The superfluid density as a function of $t/U_0$ for $\rho = 2$ and for several positive values of $U_2/U_0$. The jump in $\rho_s$ indicate the presence of a first-order transition at the tip of the $\rho = 2$ Mott lobe for small but finite values of $U_2/U_0$. The jumps increase from 0 at $U_2/U_0 = 0$ to a maximum for $U_2/U_0 \simeq 0.05$ and then decrease back to zero for $U_2/U_0 \geq 0.15$.

To confirm the presence of first-order phase transitions near the tip of the MI lobe for even densities, we studied the behavior of $\rho$ as a function of $\mu$ as one cuts across the lobe at fixed $t/U_0$, using QMC simulations in the canonical and grand canonical ensembles. In the
canonical ensemble, a first-order transition is signaled by negative compressibility \( \kappa < 0 \). In the grand canonical ensemble, there will be a corresponding discontinuous jump in the \( \rho \) versus \( \mu \) curve. Figure 16 shows both these cases. The canonical simulations clearly show negative \( \kappa \) just before and after the Mott plateau at \( \rho = 2 \). On the other hand, the grand canonical ensemble shows discontinuous jumps in \( \rho \) at the corresponding values of \( \mu \). The canonical and grand canonical simulations are in quantitative agreement on the size of the unstable region, which is extremely narrow: the system is stable for densities smaller than \( \rho = 1.92 \) or larger than \( \rho = 2.06 \) for the chosen value of \( t/U_0 = 0.052 \) with \( U_2/U_0 = 0.05 \).

Figure 16 shows a vertical slice of the phase diagram for \( t/U_0 = 0.04 \) (Fig. 9). This slice goes through the first two incompressible Mott plateaux (\( \kappa \propto \partial \rho / \partial \mu = 0 \) and \( \rho_s = 0 \)) but remains outside of the \( \rho = 3 \) Mott phase. MFT predicts that the MI-SF transition near the tip of the even Mott lobes is first order [13, 14]. For \( t/U_0 = 0.04 \), \( \rho_s \) vanishes continuously as a function of \( \mu \) as the MI phase is approached and the compressibility is positive for all \( \mu \), indicating that the MI-SF transitions are second order. Nevertheless, \( |\kappa| \propto |\partial \rho / \partial \mu| \), increases to a huge value as the \( \rho = 2 \) MI phase is approached. This behavior is not observed as the \( \rho = 1 \) MI phase is approached and indicates one approaches the metastable region close to the tip of the even Mott lobes.

We now examine in detail the magnetic properties of the system and their behavior across the phase transitions. For \( \rho = 1 \) (Fig. 18), the local moment \( F^2(0) = 2 \) is constant in the Mott lobe, as one have exactly one particle per site, and slightly decreases to \( F^2(0) \approx 1.8 \) at \( t/U_0 = 0.15 \) because of the fluctuations of the density in the superfluid phase. The global magnetization, equal to zero, is not affected by the transition. The nematic order parameter \( Q_{zz} \) is always non zero in the Mott and superfluid phases, which indicates a spin anisotropy in these phases. At the same time, the magnetic structure factor \( S(k) \) (Fig. 19) shows no trace of magnetic order anywhere in the phase diagram, especially no sign of antiferromagnetic spin order that would be compatible with zero total magnetization. We, therefore, conclude that there is nematic order in these two phases. Figure 18 also shows the evolution of the singlet density \( \rho_{sg} \) (Eq. 11) which is zero in the MI phase and remains weak in the superfluid.

Whereas the nature of magnetism does not change for the MI-SF transition with \( \rho = 1 \), things change dramatically for \( \rho = 2 \). In Fig. 20, the values of \( t/U_0 \) take the system from deep in the second Mott lobe (\( \rho_s = 0 \)) to the superfluid phase (\( \rho_s \neq 0 \)). As shown for \( \rho = 1 \) (Fig. 18), the global magnetization \( F^2_{tot} \) is zero all along the transition. Deep in the MI lobe, the system has only singlets: \( F^2(0) = 0 \) with \( \rho_{sg} = 1 \), while it is nematic in the superfluid phase: \( F^2(0) \neq 0 \) and \( Q_{zz} = 0 \). In spite of the nematic order in the superfluid phase, pairs of singlet are still present: \( \rho_{sg} \neq 0 \). The precision of our results does not allow us to study the coherence of singlet pairs. Thus, we cannot conclude if the su-
nematic moment parameter $Q$ at fixed density remains nematic in the superfluid phase. The vertical dashed line indicates the position of the MI-SF transition.

According to Refs. [12, 24, 29], for insulating states with an even number of particles per site, there is always a spin singlet phase, but there may also be a first order transition between a singlet and a nematic phase inside the $\rho = 2$ Mott phase for small values of $U_2/U_0 < 0.025$ in two dimensions. In Fig. [21] we elucidate this question by using smaller values of $U_2/U_0$: 0.01 and 0.005. As observed for $U_2/U_0 = 0.10$, the system is singlet deep in the Mott lobe and nematic in the superfluid phase. Figure [21] (top) shows that the SF-MI transition, $\rho_s \to 0$, occurs at a larger $t/U_0$ than the transition to nematic order $Q_{zz} \to 0$ for $U_2/U_0 = 0.01$. Thus the singlet-nematic transition seems to take place inside the MI phase, but quite close to the MI-SF transition. More interestingly, we see that the position of the singlet-nematic transition is shifted to the left with increasing sizes whereas the position of the MI-SF transition is almost unchanged, which gives a clearer separation of the two transition points for larger sizes. For example, for $L = 12$, the MI-SF transition happens for $t/U_0 \simeq 0.037$, whereas the nematic transition happens for $t/U_0 \simeq 0.031$. This effect is more pronounced in the second case $U_2/U_0 = 0.005$ (Fig. [21] (bottom)) where the transitions take place at $t/U_0 \simeq 0.037$ and $t/U_0 \simeq 0.025$ respectively and where the nematic region in the Mott phase is much wider. In both these cases, it is difficult to conclude if there is a first or a second order MI-SF transition. We observe a seemingly continuous transition but we are close to $U_2/U_0 = 0$ where the transition is continuous. If there is a discontinuity, we would except the jump in $\rho_s$ to be very small and, hence, very difficult to observe. In the $U_2/U_0 = 0.01$ case, there is also no evidence of a first-order transition for the singlet-nematic transition, as $F^2(0)$ and $Q_{zz}$ evolve in a seemingly continuous way.

FIG. 18: (Color online) Global magnetization $F^2_{\text{tot}}$, local magnetic moment $F^2(0)$, superfluid density $\rho_s$, nematic order parameter $Q_{zz}$ and singlet density $\rho_{sg}$ for the MI-SF transition at fixed density $\rho = 1$. The system, nematic in the MI phase, remains nematic in the superfluid phase. The vertical dashed line indicates the position of the MI-SF transition.

FIG. 19: (Color online) Magnetic structure factor as a function of wave vector $k_x$ in different phases. The magnetic structure factor always remains negligible. Especially, we do not find a peak at $k = (\pi, \pi)$ that would signal an antiferromagnetic order.

FIG. 20: (Color online) Global magnetization $F^2_{\text{tot}}$, local magnetic moment $F^2(0)$, superfluid density $\rho_s$, nematic order parameter $Q_{zz}$ and singlet density $\rho_{sg}$ for the MI-SF transition at fixed density $\rho = 2$. The system, singlet in the MI phase, becomes nematic in the superfluid phase. The vertical dashed line indicates the position of the MI-SF transition.
with our precision (Fig. 21 (top)). However, a discontinuity is observed in these quantities (Fig. 21 (bottom)) for the largest size, \( L = 12 \), for \( U_2/U_0 = 0.005 \); this signals a discontinuous transition. A rigorous investigation with larger sizes \( L > 12 \), currently inaccessible with QMC, would be required to specify the exact point where the transition occurs and to see if this discontinuous transition is also present in the \( U_2/U_0 = 0.01 \) case. We have also studied the \( U_2/U_0 = 0.05 \) case but it was impossible to distinguish the MI-SF phase transition from the singlet-nematic one, which then appears similar to the \( U_2/U_0 = 0.10 \) case.

Figure 22 shows the local magnetic moment, \( F^2(0) \), the singlet density, \( \rho_{sg} \), the superfluid density, \( \rho_s \), the nematic order parameter, \( Q_{zz} \), and the global magnetization, \( F_{tot}^2 \), versus the density taken from Fig. 17. All along this slice, the global magnetization \( F_{tot}^2 \) is zero, as expected. As the density is increased, we see that the number of singlet increases regularly for \( \rho \geq 1 \) as expected. The behavior of the local magnetic moment can be understood in terms of a minimization process. For an even number of particles on a site, the minimum value of the local moment is zero whereas it is \( F^2(0) = 2 \) for an odd number of particles. We then observe this alternation of increases of the local moment when the number of sites with an odd number of particles is increasing \((\rho < 1 \text{ or } 2 < \rho < 3)\) and of decreases when the number of sites with an even number is increasing \((1 < \rho < 2)\). In this case, we measured \( Q'_{zz} \) because \( Q_{zz} \) is ill behaved for \( \rho < 1 \), as explained in section III. We find that the spin anisotropy and nematic order is present in the whole superfluid phase, whatever the density. It is also present, as seen before, in odd density Mott phases and essentially absent from even density Mott phases.

V. CONCLUSION

We studied spin-1 bosons with interactions on a lattice. The interactions are among the simplest possible for such a system: an on-site repulsion independent of spin and an on-site ferromagnetic or antiferromagnetic coupling between spins on the same site.

We have shown that, for both ferromagnetic \((U_2 < 0)\) and antiferromagnetic \((U_2 > 0)\) interactions, our QMC results are in good agreement with the theorem of Ref. 18.

For \( U_2 < 0 \) we showed that all MI-SF transitions are continuous and that the whole phase diagram is ferromagnetic. This is very similar to what was observed in the one dimensional case 22, although the nature of the MI-SF transitions with fixed integer density differs from the 1D case. The ferromagnetism of the whole phase diagram was demonstrated by Katsura and Tasaki and we verified numerically their theorem. We also determined the extent of the different Mott and superfluid phases and showed that the magnetic behavior is indeed not affected by the different natures (superfluid or solid) of these phases. This is rather surprising as our model does not include explicit coupling between spins on different sites. These couplings arise due to the movement of the particles, and these movements are quite different in solid and superfluid phases.

For \( U_2 > 0 \), the situation is more interesting as Katsura and Tasaki’s theorem only predicts the global value of the magnetization \( F_{tot}^2 \) to be zero in the simple case where \( F_{tot,z} = 0 \). This value is compatible with several magnetic orders, namely an antiferromagnetic order or a
nematic order, and the theorem does not specify which order, if any, will emerge in the ground state. Analysing the magnetic structure factor, we excluded the possibility of antiferromagnetic order. The first Mott lobe was expected to be nematic via a mapping on a spin-1 Heisenberg model and, indeed, we found that the nematic order parameter $Q_{zz}$ was non zero in this phase. More surprisingly, nematic order is also present in the superfluid phase. Furthermore, the density distribution differs from that expected from MFT which predicts another possible ground state where the spin-0 population dominates. In the second Mott lobe, we observe the formation of singlet order for $U_2/U_0 = 0.1$, and a singlet-nematic transition inside the Mott lobe, close to the tip of the lobe with $U_2/U_0 = 0.01$ and $U_2/U_0 = 0.005$ as expected. We observed such a transition on the sizes we could study, and were able to find evidence of a first order transition for the $U_2/U_0 = 0.005$ case (although we did not observe such evidence for $U_2/U_0 = 0.01$) as predicted with MFT in. Finally, we demonstrate that the MI-SF transition in the $\rho = 1$ lobe is continuous, independently of $U_2$, whereas the transition in the $\rho = 2$ lobe is discontinuous (first-order) for $0.05 < U_2/U_0 < 0.15$ and continuous for larger values.
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