I. INTRODUCTION

The progress of artificial intelligence (AI) in science and technology is leading to significant changes in society. Faster solving of combinatorial optimization problems is a prerequisite condition for efficient development of AI algorithms such as deep-learning machine algorithms. The quantum annealing machine (QAM) is expected to efficiently solve the combinatorial optimization problems in a shorter time than is possible with classical annealing methods. Nishimori et al. developed the theoretical foundation of the QAM, and QAMs based on superconducting circuits are widely used. In a QAM, NP-hard problems, such as the traveling salesman problem, can be mapped to problems in finding the ground states of the Ising Hamiltonian, expressed by

$$H = \sum_{i<j} J_{ij} s_i^z s_j^z + \sum_i h_i s_i^z,$$

where the variable $s_i^z$ is a classical bit of two values ($s_i^z = \pm 1$). The first term denotes the interaction, with a coupling constant $J_{ij}$, and the second term denotes the Zeeman energy with an applied magnetic field $h_i$. For a QAM, a tunneling term is added and the Hamiltonian is given by

$$H = \sum_{i<j} J_{ij} Z_i Z_j + \sum_i [h_i Z_i + \Delta_0(t) X_i],$$

and the variables are expressed by Pauli matrices given by $X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ and $Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$. The tunneling term is controlled such that it disappears at the end of the calculation, given by $\Delta(t \to \infty) \to 0$. To solve many combinatorial problems, all connections between two cells are required. By contrast, interactions between solid-state qubits are limited to the nearest or next-nearest interactions. Choi introduced the minor embedding method to solve this problem in the D-Wave superconducting circuit structure. Lechner, Hauke, and Zoller (LHZ) proposed the construction method of using controlled- NOT (CNOT) gates. He showed that the number of the CNOT gates required for constructing a single four-qubit interaction is six. However, in general, the CNOT gates are complicated to build, and it is difficult to use many CNOT gates for constructing the quantum annealing process. Herein, we propose a method that enables every qubit system interacting with nearest-neighbor Ising interactions to realize the LHZ Hamiltonian. We dynamically form the many-body interactions by using appropriate pulse sequences.

We propose a more concrete method to construct the four-qubit interactions without directly using the CNOT gates. It is shown that the dynamic pulse sequences by single-qubit rotations and two-body interactions enable the formation of the four-body and three-body interactions.

The rest of this paper is organized as follows. In Section II, we show our dynamical pulse sequence using the effective Hamiltonian method. In Section III, we show the numerical results of the success probability of our method. In Section IV, we discuss our results. In Section V, we summarize and conclude this study.
antiparallel spins correspond to qubit “1.” Such that two parallel spins correspond to qubit “0” and two antiparallel spins correspond to qubit “1.”

FIG. 1: LHZ scheme for generating the all-to-all connections. (a) Ten connections exist for five logical spins. (b) In LHZ, one physical qubit represents two physical spins such that two parallel spins correspond to qubit “0” and two antiparallel spins correspond to qubit “1.”

A. Previously proposed method for constructing many-body interactions

In the LHZ method, the all-to-all connections shown in Fig. 1(a) are realized by the replacement of Fig. 1(b). The key point is to introduce the four-body interaction into the Hamiltonian described by

\[ H_{LHZ} = \sum_i [A(t_a)X_i + B(t_a)J_iZ_i] - \lambda \sum_i Z^*_C^{(i)}Z^*_C^{(i)}Z^*_C^{(i)}Z^*_C^{(i)}, \]  

where \( A = 1 \) and \( B = 0 \) at \( t_a = 0 \) and \( A = 0 \) and \( B = 1 \) at the end of the calculation. \( C^{(i)}_e, \{e \in u, d, l, r\} \) are the neighboring qubits of qubit \( i \). The four-body interaction represents the constraint of Fig. 1(b), which means that the physical spin states consist of an even number of spins. At the boundary sites, this four-body interaction changes to three-body interaction. Lechner also used the quantum approximate optimization algorithm (QAOA) scheme, in which the Hamiltonian \( H_0 + H_{int} \) is separated into components of the single-qubit rotations \( H_0 \) and the interaction parts \( H_{int} \). The rotation angles of the single qubits and the interactions are determined by a feedback loop of measuring the outcome of the previous measurements. Once the interaction part \( \sum_i Z_C^{(i)}Z^{(i)}C_C^{(i)}Z^{(i)}C_C^{(i)} \) is separated, this part is constructed by a series of qubit operations.

Let us estimate the number of processes required to construct the four-body interactions proposed by Lechner. For the Ising Hamiltonian \( H_{int} = \sum_{i<j} J_{i,j} Z_i Z_j \), the conditional phase flip (CPF) gate is given by \( R^C_i(\theta_{i}) = e^{i\theta_z Z_i Z_j} \), where \( \theta_i = \pi/4 \), and \( R^C_i(\theta_{i}) = \exp\{i\theta_{i}\} \) is a single-qubit rotation. The CNOT gate between qubits 1 and 2 is given by \( U^{\text{CNOT}}_{12} = R^C_1(-\theta_1)R^C_2(\theta_1)U^{\text{ISWAP}}_{12}R^C_1(\theta_1) \), and the time to obtain the CNOT gate is given by \( \tau_{\text{CNOT}} = 4\tau_{rot} + \tau_j \), where \( \tau_{rot} \) represents the time of the single-qubit rotation and \( \tau_j = \pi/(4J) \). Then, the time required to obtain the conditions in Fig. 2(c) is given by \( 25\tau_{rot} + 6\tau_j \). For the XY model, the CNOT gate is expressed by

\[ U^{\text{CNOT}}_{12} = R^C_1(-\theta_1)R^C_2(\theta_1)U^{\text{ISWAP}}_{12}R^C_1(\theta_1) \times U^{\text{ISWAP}}_{12}R^C_2(\theta_1) \]

where \( U^{\text{ISWAP}}_{12} = \exp\{i\theta_{i}[X_1 Z_2 + X_2 Z_1]\} \). Thus, we have

\[ \tau_{\text{CNOT}} = 4\tau_{rot} + 2\tau_{rot} \]

Then, the required conditions in Fig. 2(c) is given by \( 25\tau_{rot} + 12\tau_j \). Thus a lot of qubit operations are required to construct a single four-body interaction.

B. A creation of the four-body interaction using the effective Hamiltonian method

Here, we show our scheme for creating the effective Hamiltonian of Eq. (1). In order to see the true effect of our method, we do not use the feedback of the QAOA approach, and we simply approximate the time evolution of the total Hamiltonian into small intervals of time. A given time \( t \) is separated into smaller pieces \( t = \sum_{i=0}^{N_a} \Delta t \) with \( \Delta t = t/N_a \) with an integer \( N_a \). Thus, in our method, the time evolution is expressed by

\[ U(t) = \prod_{i=1}^{N_a} U_{\text{unit}}(t_i, t_{i-1}) \]

where \( t_{N_a} = t \) and \( t_0 = 0 \), and \( t_i - t_{i-1} = \tau_{sq} + \tau_{mb} \).}

\[ U_{\text{unit}}(t_i, t_{i-1}) \approx e^{-i\tau_{sq} \sum_j [A(t_i)X_j + B(t_i)h_jZ_j]} \times e^{-i\tau_{mb} \sum Z_j Z_k Z_l}. \]
By using the Baker-Campbell-Hausdorff (BCH) formula 
\[ e^{H_1}e^{H_2} = e^{H_3}, \] 
where \( H_3 = H_1 + H_2 + \frac{[H_1, H_2]}{2} + \frac{[H_1, [H_1, H_2]]}{12} - \frac{[H_2, [H_1, H_2]]}{12}. \) we neglect the 
commutation relations \([H_1, H_2].\) In our method, the magnitude of the 
constraint term is adjusted by the time period of \( \tau_{mb}. \) Once the 
unitary evolution is separated into each component, we can multiply those 
unitary operations directly one-by-one, and we can construct many-body interactions starting from two-body interactions. Here we focus on the case of the Ising 
interaction, and we consider the conversion of the two-body interaction 
\[ \sum_{i,j,k,l} J_{ijkl} Z_i Z_j Z_k Z_l, \] 
to the four-body interaction \( \sum_{i,j,k,l} J_{ijkl} Z_i Z_j Z_k Z_l. \) The core idea is to apply 
the effective Hamiltonian method \( H_{\text{eff}} \) to the Hamiltonian 
\( H_{\text{ini}} \) is produced from its initial form \( H_{\text{ini}} \) by applying a series 
of operations \( H_{j \text{op}} \) such that

\[ H_{\text{eff}} \rightarrow \prod_{j=1}^{n} \exp(-i \tau_{j \text{op}} H_{j \text{op}}) H_{\text{ini}} \prod_{j=n}^{1} \exp(i \tau_{j \text{op}} H_{j \text{op}}). \] (5)

The increase in the degree of the many-body interactions is carried out by the basic equations: \(e^{-i \theta Z_i Z_j X_1 e^{i \theta Z_i Z_j}} = \cos(2 \theta) X_1 + \sin(2 \theta) Y_1 Z_2, \) (6) 
\(e^{-i \theta Z_i Z_j Y_1 e^{i \theta Z_i Z_j}} = \cos(2 \theta) Y_1 - \sin(2 \theta) X_1 Z_2. \) (7)

For example, if we apply the pulse during \( \theta = J \tau J, \) we obtain

\[ Y_1 \rightarrow X_1 Z_2. \] (8)

Repetitions of these equations enable the transformation of \( m \)-body interactions into \((m + 1)\)-body interactions.

As a simple example, we consider the construction of a single four-body interaction including four spins (Fig. 2). We assume that there is a mechanism for switching interactions on and off. The initial Hamiltonian is given by \( H_{\text{ini}} = J Z_2 Z_3, \) where other interactions \( Z_1 Z_2, Z_3 Z_4, \) and \( Z_4 Z_1 \) are initially switched off. Once we prepare 
\( H_{\text{ini}} = J Z_2 Z_3, \) we can change this Hamiltonian by three

\[ \frac{dZ_2}{dt} = \frac{H_{\text{eff}}}{\gamma}, \] (4)

steps given by

\[ H_{\text{ini}} = J Z_2 Z_3 \Rightarrow J X_1 Z_2 \begin{array}{c} \text{[step1]} \\ \Rightarrow J(Y_1 Z_1(Y_3 Z_4)) \begin{array}{c} \text{[step2]} \\ \Rightarrow J Z_1 Z_2 Z_3 Z_4 \begin{array}{c} \text{[step3]} \\ \end{array} \end{array} \end{array} \] (9)

Here, in step 1, we apply a \( \pi/2 \) pulse around the \( y \)-axis, given by \( e^{-i \pi/4} Y_1 Z_1 e^{i \pi/4} Y_1 = X_i \) for qubits 2 and 3. In step 2, free running of the system during the period of \( \pi/(4 J) \) leads to the use of Eq. (8). In step 3, we apply a \( \pi/2 \) pulse around the \( x \)-axis such that \( e^{i \pi/4} X_2 Z_2 e^{-i \pi/4} X_2 = Y_I \) for qubits 2 and 3. These 
processes are described in Fig. 3:

\[ R_{2,3}^X(-\theta_1)[R_{2,3}^X(2\theta_4)e^{-i \tau j [Z_i Z_2 + Z_i Z_4]} R_{2,3}^X(-2\theta_4)] \times R_{2,3}^Y(-\theta_4) e^{-i \tau j [Z_2 Z_3 + Z_2 Z_4]} \] 
\[ R_{2,3}^X(\theta_2) e^{-i \tau j [Z_1 Z_2 + Z_1 Z_4]} R_{2,3}^Y(\theta_4), \] (10)

steps given by

\[ H_{\text{ini}} = J Z_2 Z_3 \Rightarrow J X_2 Z_3 \Rightarrow J Y_3 Z_4 \Rightarrow J Z_1 Z_2 Z_3 Z_4 \] (9)

steps given by

\[ H_{\text{ini}} = J Z_2 Z_3 \Rightarrow J X_2 Z_3 \Rightarrow J Y_3 Z_4 \Rightarrow J Z_1 Z_2 Z_3 Z_4 \] (9)

steps given by

\[ H_{\text{ini}} = J Z_2 Z_3 \Rightarrow J X_2 Z_3 \Rightarrow J Y_3 Z_4 \Rightarrow J Z_1 Z_2 Z_3 Z_4 \] (9)
where $R_{2,3}^X(\theta) = \exp(i(\alpha_2 + \alpha_3))$ (\(\alpha = X, Y\)). The square bracket is required to change $e^{-i\tau J[Z_1Z_2 + Z_3Z_4]}$ into $e^{i\tau J[Z_1Z_2 + Z_3Z_4]}$ and we can reduce $R_{2,3}^X(-\theta_4)R_{2,3}^X(\theta_4) = R_{2,3}^X(\theta_4)$ in the first line of the equation. Thus, the required time is $5\tau_{\text{rot}} + 2\tau_j$, which is 1/6 times less than that of Lechner's method.

The general case is the repetition of the single-four qubit case. Figure 4 shows the order of the operations for 13 qubits. The initial Hamiltonian is given by

$$H_{\text{ini}} = Z_{a1}Z_{a2} + Z_{a2}Z_{a3} + Z_{a3}Z_{a4} + Z_{b1}Z_{b2} + Z_{b2}Z_{b3} + Z_{c1}Z_{c2}. \quad (11)$$

We start from block [1], and blocks [2] and [3] are followed serially. The detailed pulse sequence of the 13 qubits is given by the following, where the bold characters show the operations at each step:

$$H_{\text{ini}} \Rightarrow Z_{a1}Z_{a2} + Z_{a2}Z_{a3} + Z_{a3}Z_{a4} + Z_{b1}Z_{b2} + Z_{b2}Z_{b3} + Z_{c1}Z_{c2} : \text{[step 1]}$$
$$\Rightarrow Z_{a1}Z_{a2} + Z_{a2}Z_{a3} + Z_{a3}Z_{a4} + Z_{b1}Z_{b2} + Z_{b2}Z_{b3} + Z_{c1}Z_{c2} + Y_{c1}Y_{c2}Y_{c3} + Z_{c1}Z_{d1}Z_{c1}Z_{d2} : \text{[step 2]}$$
$$\Rightarrow Z_{a1}Z_{a2} + Z_{a2}Z_{a3} + Z_{a3}Z_{a4} + Z_{b1}Z_{b2} + Z_{b2}Z_{b3} + Z_{c1}Z_{c2} + Y_{c1}Y_{c2}Y_{c3} + Z_{c1}Z_{d1}Z_{c1}Z_{d2} + Y_{c1}Z_{d2} + Z_{c1}Z_{d2} : \text{[step 3]}$$
$$\Rightarrow Z_{a1}Z_{a2} + Z_{a2}Z_{a3} + Z_{a3}Z_{a4} + Z_{b1}Z_{b2} + Z_{b2}Z_{b3} + Z_{c1}Z_{c2} + Y_{c1}Z_{d2} + Z_{c1}Z_{d2} + Z_{c1}Z_{d3}Z_{c1}Z_{d2} : \text{[step 4]}$$
$$\Rightarrow Z_{a1}Z_{a2} + Z_{a2}Z_{a3} + Z_{a3}Z_{a4} + Z_{b1}Z_{b2} + Z_{b2}Z_{b3} + Z_{c1}Z_{c2} + Z_{c1}Z_{d3}Z_{c1}Z_{d2} + Z_{c1}Z_{d3}Z_{c1}Z_{d2} : \text{[step 5]}$$
$$\Rightarrow Z_{a1}Z_{a2} + Z_{a2}Z_{a3} + Z_{a3}Z_{a4} + Z_{b1}Z_{b2} + Z_{b2}Z_{b3} + Z_{c1}Z_{c2} + Z_{c1}Z_{d3}Z_{c1}Z_{d2} + Z_{c1}Z_{d3}Z_{c1}Z_{d2} + Y_{c1}Z_{d4} + Z_{c1}Z_{d4} : \text{[step 6]}$$
$$\Rightarrow Z_{a1}Z_{a2} + Z_{a2}Z_{a3} + Z_{a3}Z_{a4} + Z_{b1}Z_{b2} + Z_{b2}Z_{b3} + Z_{c1}Z_{c2} + Z_{c1}Z_{d3}Z_{c1}Z_{d2} + Z_{c1}Z_{d3}Z_{c1}Z_{d2} + Z_{c1}Z_{d4} + Z_{c1}Z_{d4} : \text{[step 7]}$$

$$\Rightarrow \ldots$$

Note that the process of $Y_jZ_j \rightarrow Z_jZ_j$, which is the third step in Eq. (9), can overlap the next four-body generation step. Thus, for the three blocks ($N_b = 3$), we have $2 \times 2 + 3 = 7$ steps of operations.

These processes are easily extended to a general case. The addition of one block line adds two steps. As shown in Fig. 4 the $[N_b]$-th block includes $N_b$ squares and $N_b$ four-qubit interactions. Thus, the $[N_b]$-block system includes $(N_b + 1)(N_b + 2)/2 + N_b$ qubits and $N_b(N_b + 1)/2$ initial interactions by $2N_b + 1$ steps. The number of logical qubits, $N_b(N_b + 1)/2$ interactions, is feasible. The generation time is estimated from the graphical description of Fig. 5. The right part includes a time of $N_b(\tau_j + \tau_{\text{rot}}) + \tau_{\text{rot}}$, and the left part includes a time of $N_b(2\tau_j + 3\tau_{\text{rot}}) + 2\tau_{\text{rot}}$. Thus, we need a total time of $N_b(2\tau_j + 3\tau_{\text{rot}}) + 2\tau_{\text{rot}}$ by using parallel processing (Fig. 4).

C. Creation of the three-body interaction

As Lechner[25] derived, the LHZ condition is also satisfied by a three-qubit interaction using ancilla qubits. The replacement of the four-body interaction by the three-body interaction is expressed by

$$Z_1Z_2Z_3Z_4 \rightarrow Z_1Z_2Z_a + Z_3Z_4Z_a, \quad (13)$$

where $Z_a$ is the element of the ancilla qubit. It can be shown that the three-body interaction is derived from the two-body interactions similarly to the four-body interaction mentioned above. Figure 6 shows the formation process of three blocks, where six ancilla qubits ($p_i, q_i, \tau_i$) are prepared. The initial Hamiltonian is given by

$$H_{\text{ini}} = Z_{a1}Z_{p1} + Z_{a2}Z_{p2} + Z_{a3}Z_{p3} + Z_{b1}Z_{p1} + Z_{b2}Z_{p2} + Z_{b3}Z_{p3} + Z_{b1}Z_{q1} + Z_{b2}Z_{q2} + Z_{c1}Z_{q1} + Z_{c2}Z_{q2} + Z_{c1}Z_{r1} + Z_{d1}Z_{r1}. \quad (14)$$

We start from block [1], which includes the line with the smallest number of qubits. The transformation of the Hamiltonian is carried out stepwise by using Eqs. (6) and (7), similar to the four-body interaction. The number of steps is the same as that of the four-body interaction (see Appendix B). The graphical description of the three-body generation is shown in Fig. 7. The generation time is the same as that of the four-body interaction and is given by $N_b(2\tau_j + 3\tau_{\text{rot}}) + 2\tau_{\text{rot}}$. The difference between the four-body generation and the three-body interaction is that the qubits that are controlled are mutually separated in the three-body generation case because of the existence of the ancilla qubits. This will be helpful in fabricating the gate electrodes to control the qubits. The disadvantage of the three-body interaction array is that the number of qubits is larger than that of the four-body interaction case.

III. NUMERICAL CALCULATION

We calculate the success probability of our method for the four-body interaction in six qubits. The time evolution of the unitary matrix is calculated using the Chebyshev expansion and overlapping the evolution with the exact wave functions is estimated. The initial input data $h_i$ are randomly chosen ($i = 1, \ldots, 6$). The limited number of qubits is caused by the calculation resources. For this reason, the number of qubits (six qubits) in the three-body interaction is not calculated here.

The three types of the annealing schedules considered for $A(t_a) = \Delta(t_a)$ and $B(t_a) = 1 - \Delta(t_a)$ in Eq. (1) are given by

$$\Delta(t_a) = 1 - t_a, \quad (I)$$
$$\Delta(t_a) = 1 - \exp(-t_a), \quad (II)$$
$$\Delta(t_a) = 1/\sqrt{t_a} + 1. \quad (III)$$
FIG. 6: An application of our method to the LHZ scheme of three-body interactions. The distribution of interactions realizes all-to-all connections for six logical qubits by three-body interactions. Bold lines show the interactions of the initial Hamiltonian $H_{\text{ini}}$. Dotted lines show the interactions to be created from the pulse sequence. The three-body interactions of Fig. 6 are generated; in the first block [1], the three-body interaction regarding the middle line is generated; in the second block [2], the three-body interaction regarding the rightmost line is generated; in the third block [3], the three-body interaction regarding the left line is generated. In total, a seven-pulse sequence is required. The extension to more qubits is straightforward.

In this calculation, $A = 1$ and $B = 0$ at $t_a = 0$ and $A = 0$ and $B = 1$ at $t_a = 1$. The time $0 < t_a < 1$ is divided into $N_a$ steps, during each of which the single unit of Eq. (4) is carried out.

In order to use the BCH formula in Eq. (3), the time step $t_a / N_a$ should be sufficiently small. When we follow the calculational procedure of Eq. (3), we have to calculate many sets of $U_{\text{unit}}(t_l, t_{l-1})$. In this procedure, the $N_a$ times of the formation of the many-body interactions is repeated, and the operations complexity increases as the time step $t_a / N_a$ becomes smaller. It is found that the success probabilities do not reach one in the calculations of the range $N_a \sim 10^6$ (figures not shown). Thus, we think that, if the time step is sufficiently small, we can reorganize the order of the operations $U_{\text{unit}}(t_l, t_{l-1})$ such as

\[ U_{\text{unit}}(t_l, t_{l-1})U(t_{l+1}, t_l) \approx e^{-i\tau_{qS}H_{qS}^{\text{SQ}}(t_l)}e^{-i\tau_{qS}H_{qS}^{\text{SQ}}(t_{l+1})} \times e^{-i\tau_{mb}H_{\text{MB}}}, \]  

where $H_{qS}^{\text{SQ}}(t_l) \equiv \sum_i |A(t_l)X_i + B(t_l)h_iZ_i|$ and $H_{\text{MB}} \equiv J \sum_i Z_iZ_jZ_kZ_l$. Then we can collect parts of Eq. (3), and the whole unitary operations consist of the lumps of smaller processes each of which has $N_q$ times of $H_{qS}^{\text{SQ}}$ and $H_{\text{MB}}$. That is, one lump contains $\prod_{i=l}^{l'}e^{-i\tau_{qS}H_{qS}^{\text{SQ}}(t_i)}$ and $e^{-iN_q\tau_{mb}H_{\text{MB}}}$.

This method has the advantage of maximizing the effect of the constraints of the four-body interaction, for $J\tau_m = \pi / 2 + m\pi$ with integer $m$ where $\tau_m \equiv N_q\tau_{mb}$, because of the relationship $e^{-i\tau_mH_{\text{MB}}} = \cos(J\tau_m) - i\sin(J\tau_m)H_{\text{MB}} / J$. Hereafter, we treat this method to estimate the success probabilities.

Figure 8 shows the result of $N = 10^5$ and $N_q = 50$. It is found that type (II) is the best for scheduling. As $N$ and $N_q$ become larger, the success probability increases.
the form of the four-body interaction can be constructed without directly using CNOT gates. The processes for generating the four-body interaction and the three-body interaction have the same number of steps. As the number of steps increases, the success probability increases. The total annealing time is determined by the size of the system and the coherence time. The findings of this study will help reduce computation costs for solving combinatorial problems in quantum annealing. We treated the simple case of no feedback in the process of obtaining optimal annealing parameters. In future work, it should be discussed whether the number of steps can be reduced using the feedback loop as in the QAOA methods.
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Appendix A: Basic formula

The operations treated here are derived from the fundamental mathematical equations. The single-qubit rotation is given by

$$\exp(-i\theta \sigma^\alpha) \exp(i\sigma^\alpha) = \cos(2\theta) \sigma^\beta + \epsilon_{\alpha\beta\gamma} \sin(2\theta) \sigma^\gamma$$

(A1)

where $\epsilon_{\alpha\beta\gamma}$ is the Levi-Civita symbol ($\{\alpha, \beta, \gamma\} = \{x, y, z\}$), and $\sigma_\alpha$ are the Pauli matrices. These equations are derived by the relationship $e(i\theta \sigma^\alpha) = \cos \theta + i \sigma^\alpha \sin \theta$.

Appendix B: Steps in the three-body interaction

The detailed pulse sequence for generating the three-body interactions in Fig. 7 is given by the following (bold...
characters show the operations at each step):

\[ H_{\text{ini}} \Rightarrow Z_{a1}Z_{p1} + Z_{a2}Z_{p2} + X_{a3}Z_{p3} \]
\[ + Z_{b1}Z_{p1} + Z_{b2}Z_{p2} + X_{b3}Z_{p3} + ... : \text{[step 1]} \]
\[ \Rightarrow Z_{a1}Z_{p1} + Z_{a2}Z_{p2} + Y_{a3}Z_{a4}Z_{p3} \]
\[ + Z_{b1}Z_{p1} + Z_{b2}Z_{p2} + Y_{b3}Z_{b4}Z_{p3} + ... : \text{[step 2]} \]
\[ \Rightarrow Z_{a1}Z_{p1} + X_{a2}Z_{a3}Z_{p2} + Z_{a3}Z_{a4}Z_{p3} \]
\[ + Z_{b1}Z_{p1} + X_{b2}Z_{b3}Z_{p2} + Z_{b3}Z_{b4}Z_{p3} \]
\[ + Z_{a1}Z_{q1} + X_{a2}Z_{a3}Z_{q2} + Y_{a1}Z_{a4}Z_{q2} + ... : \text{[step 3]} \]
\[ \Rightarrow X_{a1}Z_{p1} + Y_{a2}Z_{a3}Z_{p2} + Z_{a3}Z_{a4}Z_{p3} \]
\[ + X_{b1}Z_{p1} + Y_{b2}Z_{b3}Z_{p2} + Z_{b3}Z_{b4}Z_{p3} \]
\[ + X_{a1}Z_{q1} + Y_{a2}Z_{a3}Z_{q2} + X_{a1}Z_{q1} + Y_{i2}Z_{c3}Z_{q2} + ... : \text{[step 4]} \]
\[ \Rightarrow X_{a1}Z_{r1} + X_{a1}Z_{r1} : \text{[step 5]} \]
\[ \Rightarrow Y_{a1}Z_{a2}Z_{p1} + Z_{a2}Z_{a3}Z_{p2} + Z_{a3}Z_{a4}Z_{p3} \]
\[ + Y_{b1}Z_{b2}Z_{p1} + Z_{b2}Z_{b3}Z_{p2} + Z_{b3}Z_{b4}Z_{p3} \]
\[ + Y_{i1}Z_{i2}Z_{q1} + Z_{i2}Z_{i3}Z_{q2} + Y_{i1}Z_{i2}Z_{q1} + Y_{i2}Z_{c3}Z_{q2} + ... \]
\[ + Y_{i1}Z_{c2}Z_{r1} + Y_{i1}Z_{c2}Z_{r1} : \text{[step 6]} \]
\[ \Rightarrow Z_{a1}Z_{a2}Z_{p1} + Z_{a2}Z_{a3}Z_{p2} + Z_{a3}Z_{a4}Z_{p3} \]
\[ + Z_{b1}Z_{b2}Z_{p1} + Z_{b2}Z_{b3}Z_{p2} + Z_{b3}Z_{b4}Z_{p3} \]
\[ + Z_{a1}Z_{b2}Z_{q1} + Z_{a2}Z_{b3}Z_{q2} + Z_{b1}Z_{a2}Z_{q1} + Z_{b2}Z_{a3}Z_{q2} + ... \]
\[ + Z_{c1}Z_{c2}Z_{r1} + Z_{d1}Z_{d2}Z_{r1} : \text{[step 7]} \]

(B1)
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