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Abstract

An edge stream is a common form of presentation of dynamic networks. It can evolve with time, with new types of nodes or edges being continually added. Existing methods for anomaly detection rely on edge occurrence counts or compare pattern snippets found in historical records. In this work, we propose Isconna, which focuses on both the frequency and the pattern of edge records. The burst detection component targets anomalies between individual timestamps, while the pattern detection component highlights anomalies across segments of timestamps. These two components together produce three intermediate scores, which are aggregated into the final anomaly score. Isconna does not actively explore or maintain pattern snippets; it instead measures the consecutive presence and absence of edge records. Isconna is an online algorithm, it does not keep the original information of edge records; only statistical values are maintained in a few count-min sketches (CMS). Isconna’s space complexity $O(rc)$ is determined by two user-specific parameters, the size of CMSs. In worst case, Isconna’s time complexity can be up to $O(rc)$, but it can be amortized in practice. Experiments show that Isconna outperforms five state-of-the-art frequency- and/or pattern-based baselines on six real-world datasets with up to 20 million edge records.

Introduction

An edge stream, or a stream of edge records, represents a set of connections on a time-evolving graph. Unlike its static counterpart, in a stream, edge records reach the detection system one after another. Therefore, some statistical values for the whole dataset are not available as a priori; this causes problems in data preprocessing and other aspects.

In the real world, an edge stream can be used as the abstraction of various applications, such as network connections, social network posts. Within these streams, anomalies may occasionally appear, like distributed denial of service (DDoS) attacks in a network graph, breaking events in a social network graph, or money laundering in a transaction network. As an informal definition, anomalies in an edge stream are behaviors, represented as edges, that deviates from the usual pattern or are known to be harmful to the system’s regular operation. The goal of anomaly detection algorithms is to mark those anomalous behaviors, where a typical method is to assign a score to each edge record indicating the degree of anomalousness.

Existing methods, like SedanSpot, process each edge record individually without considering the contextual information. If edge records are extracted outside of the original context, the algorithm tends to produce the same result. However, in different environments, what should be regarded as anomalous are significantly different. The normal level of an industry network is unlikely to be the same as a home network. While recent methods take into account contextual information, they only focus on a specific attribute; for example, MIDAS uses the occurrence count for burst detection. In this work, as a preliminary attempt, we combine the characteristics of multiple contextual attributes, proposing the Isconna, a streaming anomaly detection algorithm focusing on both robustness and efficacy.

![Figure 1: Example of bursts (left) and pattern changes (right)](image)

Informally, a burst is a sudden change in the number of occurrences (frequency).

As an example, Fig. 1 (left) shows the number of out-bound connections from a workstation within consecutive timestamps. Before timestamp 11, there are around 100 connections in each timestamp. From timestamp 11, it surges to about 10,000 and maintains in the following timestamps. Intuitively, we can believe something happens to the machine, e.g., the user account is compromised, or the network adapter is malfunctioning.

Likewise, the change of pattern may also indicate irregular events. Fig. 1 (right) gives an example. It represents whether a user visits a news website, and each timestamp is one day. Before day 60, the user visits the website for five consecutive days, then does not visit it for another five days, and loop. After day 60, the length of the consecutive visiting and non-visiting are both doubled. This potentially indicates some event occurs and changes the user’s reading habit.
Our algorithm is motivated by the burst and the pattern change. It learns the frequency, the consecutive occurrence and absence from the history data, then uses them to predict the anomalous degree of future data.

Existing methods in the streaming anomaly detection are briefly introduced in the next section. The details of the Isconna is given in the Proposed Algorithm section. The Experiments section demonstrates the performance of Isconna using various experiments with different conditions and configurations.

**Related Works**

Anomaly Detection is a vast topic by itself and cannot be fully covered in this manuscript. See [Chandola, Banerjee, and Kumar 2009](#) for an extensive survey on anomaly detection, and [Akoglu, Tong, and Koutra 2015](#) for a survey on graph-based anomaly detection.

OddBall ([Akoglu, McGlohon, and Faloutsos 2010](#)), CatchSync ([Jiang et al. 2016](#)) and [Kleinberg 1999](#) detect anomalous nodes. AutoPart ([Chakrabarti 2004](#)) spots anomalies by finding edge removals that significantly reduce the compression cost. NRMF ([Tong and Lin 2011](#)) detect anomalous edges by factoring the adjacency matrix and flagging edges with high reconstruction errors. FRAUDAR ([Hooi et al. 2017](#)) and k-cores ([Shin, Eliassi-Rad, and Faloutsos 2018](#)) target anomalous subgraphs detection. However, these approaches work on static graphs only.

Among methods that focus on dynamic graphs, DTA/STA ([Sun, Tao, and Faloutsos 2006](#)) approximate the adjacency matrix of the current snapshot using the matrix factorization. AnomRank ([Yoon et al. 2019](#)), which is inspired by PageRank ([Page et al. 1999](#)), iteratively updates two score vectors and compute anomaly scores. Copycatch ([Beutel et al. 2013](#)) and Spotlight ([Eswaran and Faloutsos 2018](#)) detect anomalous subgraphs. HotSpot ([Yu et al. 2013](#)), IncGM+ ([Abdelhamid et al. 2017](#)) and DenseAlert ([Shin et al. 2017](#)) utilize incremental method to process graph updates or subgraphs more efficiently. SPOT/DSPOT ([Siffer et al. 2017](#)) use the extreme value theory to automatically set thresholds for anomalies. However, these approaches work on graph snapshots only and are unable to handle the finer granularity of edge streams.

As for methods focusing on edge streams, RHSS ([Ran- shous et al. 2016](#)) focuses on sparsely-connected parts of a graph. SedanSpot ([Eswaran and Faloutsos 2018](#)) identifies edge anomalies based on edge occurrence, preferential attachment, and mutual neighbors. MIDAS ([Bhatia et al. 2020](#)) identifies microcluster-based anomalies, or suddenly arriving groups of suspiciously similar edges. CAD ([Srcharan and Das 2014](#)) localizes anomalous changes in the graph structure using the commute time distance measurement. However, these methods are unable to detect any seasonality or periodic patterns in the data.

PENminer ([Belth, Zheng, and Koutra 2020](#)) explores the persistence of activity snippets, i.e., the length and regularity of edge-update sequences’ reoccurrences. P-FADE ([Chang et al. 2021](#)) aims to detect anomalous interaction patterns by factorizing the frequency of those patterns. These methods can effectively detect periodic patterns, but they require a considerable amount of time to explore and maintain possible patterns in the network.

Recently, several deep learning based methods have also been proposed for anomaly detection; see [Chalapathy and Chawla 2019](#) for an extensive survey. However, such approaches are unable to detect in a streaming manner.

**Theory**

**Table of Notations**

Due to the page limit, the table of notations is given in the supplementary.

**Definitions**

**Edge Record** An edge record $e$ is an individual entry in the dataset. It is defined as an ordered tuple $(s, d, t)$. The array of all edge records sorted in non-descending order of timestamp is called an edge stream $\mathcal{S}$.

**Edge Type** An edge type $t$ is an abstract edge without the timestamp $t$. It is defined as an ordered tuple $(s, d)$. The set of all edge types is the edge set $\mathcal{E}$.

**Segment** A segment $g$, or $[t_i, t_j]$, is an set of consecutive timestamps, defined as $\{t_k | t_i \leq t_k \leq t_j \}$. For a segment $[t_i, t_j]$, if there is an edge type $e := (s, d)$ additionally satisfies $\forall t \in [t_i, t_j], \exists e \in \mathcal{S}, s = s_e \land d = d_e \land t = t_e$, then the segment is called an occurrence segment of edge type $e$ on the interval $[t_i, t_j]$, or an occurrence segment. Similarly, a segment is called an absence segment iff $\forall t \in [t_i, t_j], \nexists e \in \mathcal{S}, s = s_e \land d = d_e \land t = t_e$. In this work, we only consider non-expandable segments, that is, $[t_i, t_j]$ is an occurrence segment or an absence segment, but neither $[t_i - 1, t_j]$ nor $[t_i, t_j + 1]$ is. We additionally define $g(e)$ as the occurrence segment that contains edge record $e$ and $g(e, t)$ as the absence segment of edge type $e$ with timestamp $t$ included.

**Problem 1 (Anomaly Detection)** Given an edge stream $\mathcal{S}$ on a time-evolving graph $G$, assign a score to each edge record $e$ according to the contextual information, where a higher score indicates a higher degree of anomalousness.

**Proposed Anomalosity Measure**

An anomalousness measure is a function that evaluates the anomalousness of a given edge record according to its internal states. Formally, $A(e; \theta) := \mathcal{S} \times \Theta \rightarrow \mathbb{R}$, where $\theta \in \Theta$ is the contextual information maintained as the internal state of the detector, $\Theta$ is the set of all possible internal states, $A(\cdot)$ is the anomalousness measure. We first propose the combined form of the anomalousness measure

$$A(e; \theta) := f(B(e; \theta), P(e; \theta))$$  \tag{1}$$

where $B(\cdot)$ is a function that evaluates the burst anomalousness, $P(\cdot)$ is a function that evaluates pattern change anomalousness, and $f(\cdot)$ is a function that combines these components.
**Burst Anomalousness Measure** For burst detection, we adopt the idea of the MIDAS algorithm, using a statistical hypothesis test to evaluate the degree of deviation from the learned mode. For simplicity, we derive the formula of anomalousness from the G-test. The comparison between the chi-squared test and the G-test is out of the scope of this work, a detailed discussion can be found at (Cressie and Read 1984).

Given an edge record \( e \in \mathcal{E} \) and the detector's internal state \( \theta \), the burst anomalousness measure is defined as

\[
G := 2 \sum_i O_i \cdot \log \frac{O_i}{E_i}
\]

\[
= 2 \left( O_{\text{current}} \cdot \log \frac{O_{\text{current}}}{E_{\text{current}}} + O_{\text{past}} \cdot \log \frac{O_{\text{past}}}{E_{\text{past}}} \right)
\]

\[
= 2 \left[ c \cdot \log \frac{c}{a} + a \cdot \log \frac{a}{t-1} \right]
\]

\[
= 2c \cdot \log \left[ \frac{c}{a} \cdot \frac{1}{t-1} \cdot (t-1) \right]
\]

where \( G \) is the G-test statistic, \( O_i \) is the observed count of class \( i \), \( E_i \) is the expected count of class \( i \), \( t \) is the timestamp of edge record \( e \), \( c \) is the current occurrence count of \( e \) in timestamp \( t \), \( a \) is the accumulated occurrence count of \( e \) up to timestamp \( t-1 \).

The derived statistic ranges from negative infinity to positive infinity. However, as an anomalousness measure, we only concern the extent of deviations. Hence, we take its absolute value. The formal definition of the burst anomalousness measure is given in Definition 1.

**Definition 1 (Burst Anomalousness Measure)** Given an edge record \( e \in \mathcal{E} \) and the detector’s internal state \( \theta \), the burst anomalousness measure is defined as

\[
B(e; \theta) := 2c(e; \theta) \cdot \log \left[ \frac{c(e; \theta)(t_e - 1)}{a(e; \theta)} \right]
\]

\[
c(e; \theta) := \left| \{e_j | e = e_j, e_j \in \mathcal{E}, t_{e_j} = t_\theta \} \right|
\]

\[
a(e; \theta) := \left| \{e_j | e = e_j, e_j \in \mathcal{E}, t_{e_j} < t_\theta \} \right|
\]

where \( B(e; \theta) \) is the burst anomalousness measure, \( t_e \) is the timestamp of edge record \( e \), \( t_\theta \) is detector’s internal timestamp.

**Pattern Change Anomalousness Measure** For pattern change detection, an intuitive idea is to maintain a portion of the history, then detect the repeated pattern. If we regard each edge record as a character and the maintained history as a string, this becomes the repeated substring pattern problem. For example, string “abcabcabc” is four repeats of substring “abc”. There are many different algorithms to solve this problem efficiently. However, as string comparison is unavoidable, it would be difficult, if not impossible, to decrease the time complexity below linear. Additionally, with the edge stream keeps evolving, the maintained records are also constantly updated. In the worst case, the above algorithm for detecting repeated patterns is executed whenever a new edge record reaches the system. On the other hand, the maintained stream history may be a combination of multiple patterns with different periods. As a result, such an exact pattern tracking solution may not be practical.

We try to use various methods to solve or bypass those problems. The first method is to track individual edge types rather than exact patterns. In theory, if there are \( n \) edge types and the maximum pattern length is \( m \), then the number of unique patterns would be \( O(n^m) \). Therefore, targeting edge types can significantly reduce the space complexity, and thus the time complexity.

The second method is to abstract patterns into several statistical values. We choose the length of patterns and the interval between pattern occurrences because they are easier to maintain. For simplicity, we call them width and gap, respectively. Note that we do not use the term “period”, because in the real world, patterns do not always have a strict period, but may have a rough range of intervals between occurrences. This method alone does not help solve the aforementioned problems. However, with different edge types being tracked separately, updating the maintained history is equivalent to modifying the recorded width and gap values of affected edge types.

As a quick summary, two statistical values, the length of consecutive edge type occurrences (width) and the interval between occurrences (gap), are used to compute the pattern change anomalousness, whose formula is not discussed yet.

For the formula of pattern change anomalousness measure, we still prefer the statistical hypothesis tests due to their high interpretability. To achieve this, we split the tracking of width and gap into the current and the historical values, and use the concept of segments to differentiate them. Table 1 shows those combinations and corresponding notations that will be used in the definition. The formal definition of the pattern change anomalousness measure is given in Definition 2.

| Occurrence | Current | Accumulated |
|------------|---------|-------------|
| \( c(g(e); \theta) \) | \( a(g(e); \theta) \) |

**Table 1: Notations of concept combinations**

**Definition 2 (Pattern Change Anomalousness Measure)** Given an edge record \( e \in \mathcal{E} \) and the detector’s internal state \( \theta \), the pattern change anomalousness measure is defined as

\[
P(e; \theta) := f(P(g(e); \theta), P(g(e, t'); \theta))
\]

\[
P(g; \theta) := 2c(g; \theta) \cdot \log \left[ \frac{c(g; \theta)(\bar{t}(g) - 1)}{a(g; \theta)} \right]
\]

\[
cia(g(e); \theta) := \left| \{t | t \in g \} \right|
\]

\[
\ncia(a(g(e, t); \theta)) := \sum_{[t_i, t_j] \in \mathcal{G}_a \setminus \mathcal{G}_e \cap [t_i, t_j] < t} \left| \{t | t \in [t_i, t_j] \} \right|
\]

\[
\ncia(a(g(e, t); \theta)) := \sum_{[t_i, t_j] \in \mathcal{G}_a \setminus \mathcal{G}_e \cap [t_i, t_j] < t} \left| \{t | t \in [t_i, t_j] \} \right|
\]
where \( P(e; \theta) \) is the pattern change anomalousness measure, \( t' \) is the largest timestamp that is smaller than the initial timestamp of \( g(e) \), \( i(g) \) is the index number of \( g \), \( \mathcal{G}_e \) is the set of occurrence segments, \( \mathcal{G}_a \) is the set of absence segments.

**Component Combinator** In Equation 1 and Equation 5 we use a combinator \( f(\cdot) \) without giving its definition. Since the components defined above represent different aspects of the stream, they may not have the same scale. Thus we define \( f(\cdot) \) as the product of components with exponential weights. The anomalousness measure can be therefore converted into the following formula.

\[
A(e; \theta) := B(e; \theta)^{\alpha} \cdot P(g(e); \theta)^{\beta} \cdot P(g(e, t'); \theta)^{\gamma} \quad (10)
\]

where the exponents \( \alpha, \beta, \gamma \in [0, +\infty) \) are the weight of components, depending on the goals of the actual scenario.

As a general guide, \( \beta \) is usually greater than \( \gamma \), because an occurrence segment includes the information about this edge type, while an absence segment is about other edge types and is already covered by their corresponding occurrence segments. For \( \alpha \) vs. \( \beta \), it depends on the characteristics of the edge stream. For example, in a stable scenario where fluctuations are relatively small, a higher \( \alpha \) helps spot bursts that are difficult to notice. While in the scenario where edges follow strong patterns, users may prefer a high \( \beta \) and \( \gamma \) value to capture any abnormal changes.

**Proposed Method: Isconna**

In this section, we will describe the algorithm procedure and implementation details. Fig 2 gives an overview of our proposed Isconna algorithm.

**Count-Min Sketches**

From Equation 10, we learn that for each edge record, the detector needs to compute the anomalousness measure for the three different components. As edges are tracked by edge types, ideally, the detector should maintain the information of each edge type independently. However, this is impractical due to the memory limit and the streaming nature.

To resolve this problem, we use Count-Min Sketches (CMS) \cite{Cormode2004} to store the intermediate information. A CMS consists of a few hash tables with different hash functions but the same number of cells. In addition to the Hash, Add and Query operations provided by the original CMS, we also define the ArgQuery operation. A brief introduction to CMS is given in the supplementary.

For simplicity, we apply the Same-Layout Assumption to CMSs in the detector, that is, all CMSs share the same shape and the same group of hash functions, thus an item can be hashed into the same group of cells for all CMSs. In practice, this assumption reduces the number of required hashing operations and helps decrease the running time.

---

1 Occurrence segments and absence segments are counted separately.

**Busy Indicators**

The tracking for the burst anomalousness measure is straightforward. As it only counts the number of occurrences, when an edge reaches the detector, it is hashed and the corresponding cells in CMSs increment by 1. However, for the pattern change anomalousness measure, it tracks the length of occurrence/absence segments, which requires special data structures to track the beginning and the ending of segments. Therefore, we propose a special type of CMS, Busy Indicators (BI).

A group of BIs consists of two CMSs with Boolean elements, one tracks the edge occurrence of the current timestamp, another for the last timestamp. All possible element combinations are listed in Table 2. Note that the beginning of an occurrence segment is at the same time the ending of the adjacent absence segment, and vice versa.

**Table 2: Combination of BI element values**

| Occurrence Type | Last Occurrence | Last Absence |
|-----------------|-----------------|--------------|
| \( \top > 0 \)  | Occ. cont.      | Occ. init.   |
| \( \bot = 0 \)  | Abs. init.      | Abs. cont.   |

**Procedure**

Algorithm 1: Isconna-EO (\( \mathcal{S}, \mathcal{C}, \alpha, \beta, \gamma \))

**Require:** Stream \( \mathcal{S} \), scale factor \( \mathcal{C} \), weight \( \alpha, \beta, \gamma \)

**Ensure:** Anomalousness measure \( A \)

1. Initialize CMS \( H_{B, cur}, H_{B, acc}, H_{occ, cur}, H_{occ, acc}, H_{abs, cur}, H_{abs, acc}, H_{abs, t}, BI_{cur} \) and \( BI_{last} \)
2. Initialize internal state \( \theta \)
3. for new edge record \( e \in \mathcal{S} \) do
4. if \( t_\theta < t_e \) then
5. \( \text{ABSENCE} (\theta, \mathcal{C}) \)
6. \( H_{B, cur} \leftarrow \mathcal{C} \cdot H_{B, cur} \)
7. \( t_\theta \leftarrow t_e \)
8. \( I \leftarrow \text{HASH} (H_{B, cur}, e) \)
9. \( \text{ADD} (H_{B, cur}, I) \)
10. \( \text{ADD} (H_{B, acc}, I) \)
11. \( c(e; \theta) \leftarrow \text{QUERY} (H_{B, cur}, I) \)
12. \( a(e; \theta) \leftarrow \text{QUERY} (H_{B, acc}, I) \)
13. Compute \( B(e; \theta) \) according to Equation 2
14. \( \text{OCCURR} (\theta, \mathcal{C}, I) \)
15. \( i \leftarrow \text{ARGQUERY} (H_{occ, i}, I) \)
16. \( c(g(e); \theta) \leftarrow H_{occ, cur}(i) \)
17. \( a(g(e); \theta) \leftarrow H_{occ, acc}(i) \)
18. \( l(g(e)) \leftarrow H_{occ, t}(i) \)
19. Compute \( P(g(e); \theta) \) according to Equation 6
20. \( i \leftarrow \text{ARGQUERY} (H_{abs, i}, I) \)
21. \( c(g(e, t'); \theta) \leftarrow H_{abs, cur}(i) \)
22. \( a(g(e, t'); \theta) \leftarrow H_{abs, acc}(i) \)
23. \( l(g(e, t')) \leftarrow H_{abs, t}(i) \)
24. Compute \( P(g(e, t'); \theta) \) according to Equation 6
25. yield \( A(e; \theta) \) according to Equation 10
Algorithm 2: Functions for Pattern Change Anomalousness
1: function \text{Occurrence}(\theta, \zeta, I) 
2:     for index \(i \in I\) do 
3:         if \(\neg BI_{cur}(i)\) then 
4:             \(BI_{cur}(i) \leftarrow T\) 
5:         if \(\neg BI_{last}(i)\) then 
6:             \(H_{occ,acc}(i) \leftarrow H_{occ,acc}(i) + H_{occ,cur}(i)\) 
7:             \(H_{occ,cur}(i) \leftarrow \zeta \cdot H_{occ,cur}(i)\) 
8:             \(H_{occ,i}(i) \leftarrow H_{occ,i}(i) + 1\) 
9:             \(H_{occ,cur}(i) \leftarrow H_{occ,cur}(i) + 1\) 
10:     function \text{Absence}(\theta, \zeta) 
11:         for \(i \in 0 : \text{sizeof}(H_{abs,cur})\) do 
12:             if \(\neg BI_{cur}(i)\) then 
13:                 if \(BI_{last}(i)\) then 
14:                     \(H_{abs,acc}(i) \leftarrow H_{abs,acc}(i) + H_{abs,cur}(i)\) 
15:                     \(H_{abs,cur}(i) \leftarrow \zeta \cdot H_{abs,cur}(i)\) 
16:                     \(H_{abs,b}(i) \leftarrow H_{abs,b}(i) + 1\) 
17:                     \(H_{abs,cur}(i) \leftarrow H_{abs,cur}(i) + 1\) 
18:                     \(BI_{last}(i) \leftarrow BI_{cur}(i)\) 
19:                     \(BI_{cur}(i) \leftarrow \bot\) 

Algorithm 1 gives the pseudocode of the Isconna algorithm. The high-level structure of the algorithm includes two stages: regular processing (line 8-25) and additional steps when the timestamp advances (line 4-7).

Line 8-13 are for the burst anomalousness measure. Due to the same-layout assumption, we only need to hash once for the cell indices, they can be reused on all other CMSs.

Line 14-24 are for the pattern change anomalousness measure. It first calls function Occurrence to update the information of occurrence segment \(g(e)\). Function Occurrence (Algorithm 2, line 19) first checks if this edge type is already processed in the current timestamp. If not, it checks whether \(e\) is the beginning of a new occurrence segment, and performs merging and resetting steps. Line 15 and line 20 call function ArgQuery function to retrieve the cell index of the minimum segment index number. Since counts in CMSs are no less than their actual value, the minimum segment index is the fewest updated one, and thus the most accurate one.

Line 4-7 are the additional steps when the timestamp advances. Function Absence (Algorithm 2, line 10-19) resembles function Occurrence. However, since it is called at the end of timestamps, it iterates over all cells and additionally resets BIs.

Like the predecessor MIDAS algorithm, we take into account the temporal effect, thus the algorithm requires an additional parameter \(\zeta\), the scale factor. The value of \(\zeta\) depends on the density of edge records in each timestamp. As an empirical guide, if there are many edge records in each timestamp or the same edge type is expected to reoccur within a few timestamps, then a low \(\zeta\) is preferred. For example, in a wide area network (WAN), each timestamp is one second, there will be more than millions of connections per second, and the connection between the same pair of nodes is highly likely to reoccur in the next second. On the contrary, if edge records are sparse in the stream, a high \(\zeta\) maintains the information for a longer time and prevents too many near-empty cells in the CMSs.

**Edge-Node (EN) Variant**

Apart from the edge-only (EO) version as shown in Algorithm 1, we also propose an edge-node (EN) variant which additionally incorporates the node information. Due to the space limit, the pseudocode of the Isconna-EN algorithm is given in the supplementary.

Processing nodes are similar to processing edge records, except that function Hash takes one argument instead. For simplicity, we replace the intermediate steps with three instances of Isconna-EO, but note that those sub-instances return the anomalousness measure of each component and do have a for loop inside.

Compared with edge records, there are fewer nodes in a graph. This has several advantages: (1) The CMS conflict occurs less often; (2) The average length of occurrence segments is higher, and that of absence segments is lower, which makes width scores and gap scores more balanced.

However, this does not necessarily mean the EN variant
is always better than the original EO variant. Although extra information provides a more comprehensive understanding of the graph, it may also interfere with the algorithm’s decision making.

**Theoretical Guarantee**

Our theoretical guarantee establishes a bound on the false positive probability of the detection.

**Theorem 1** Let $\chi^2_{1-\delta}(1)$ be the $1 - \delta$ quantile of a $\chi^2$ random variable with $1$ degree of freedom. Then

$$P(\tilde{G} > \chi^2_{1-\delta}(1)) < \delta$$

(11)

where $\delta$ is a parameter of the CMS; $\tilde{G}$ is the adjusted $G$-test statistic.

In other words, if $\tilde{G}$ is the test statistic and $\chi^2_{1-\delta}(1)$ is the threshold, the probability of producing a false positive, i.e., $\tilde{G}$ is incorrectly higher than $\chi^2_{1-\delta}(1)$, is at most $\delta$. Details and the proof are given in the supplementary.

**Time and Space Complexity**

For the space complexity, the algorithm does not keep the original edge information, only count/length values in CMSs are maintained. As the CMS is the only data structure used in the algorithm, if we denote $r$ as the number of rows of a CMS, $c$ as the number of columns of a CMS, then Isconna’s space complexity is $O(rc)$.

For the time complexity, the end-of-timestamp processing (the if block in Alg. 1) and the rest part are discussed separately. In the end-of-timestamp processing, function Absence iterates over all the cells in $H_{abs, cur}$. If we denote each CMS has $r$ rows and $c$ columns, the time complexity of this part is $O(rc)$. For the rest processing steps (after the if block in Alg. 1), all the CMS operations and the UpdateWidth function only visit one cell in each row; hence the time complexity is $O(r)$. However, we cannot simply combine the time complexity of both parts, as the number of edge records in each timestamp is unknown. In the worst case, where there is only one edge record in each timestamp, the overall time complexity is $O(rc)$ for each edge record, although this is unlikely in practice.

**Experiments**

**Datasets** We use six real-world datasets, CIC-IDS2019 (Sharafaldin et al. 2019), CIC-IDS2018 (Sharafaldin, Lashkari, and Ghorbani 2018), CTU-13 (García et al. 2014), DARPA (Lippmann et al. 1999), ISCX-IDX2012 (Shiravi et al. 2012) and UNSW-NB15 (Moustafa and Slay 2015). Due to the space limit, the statistical details are given in the supplementary.

**Baselines** We use SedanSpot, PENminer, F-Fade, and MIDAS as baselines. All the algorithms have their open-source implementation provided by the authors, where SedanSpot and MIDAS are implemented in C++, PENminer, and F-Fade are implemented in Python. Apart from the default parameter provided in the source code, we further tested some other combinations of parameters. The detailed parameter combinations are listed in the supplementary.

**Evaluation Metrics** All methods output an anomaly score for each input edge record (higher is more anomalous). The area under the receiver operating characteristic curve (AUROC) is reported as the accuracy metric. For the speed metric, the running time of the program (excluding I/O) is used as the metric. Unless explicitly specified, all experiments including baselines are repeated 11 times and the median is reported.

**Experimental Setup** We implement Isconna in C++. Experiments are performed on a Windows 10 machine with a 4.20GHz Intel i7-7700K CPU and 32GiB RAM.

**Performance**

Isconna produces higher accuracy (AUROC) while being fast in comparison to the baselines.

Table 3 shows the AUROC of baselines and our proposed algorithms on the 6 real-world datasets. Parameter values that produce the highest AUROC on each dataset are reported in the supplementary. Note that the PENminer algorithm on CIC-DDoS2019 cannot finish within 24 hours; thus, this result is not reported in Table 3. Our proposed Isconna outperforms SedanSpot, PENminer, F-Fade, and MIDAS on all datasets.

Fig. 3 shows the speed comparison of SedanSpot, MIDAS, MIDAS-R, Iscoona-EO, and Isconna-EN algorithms. F-Fade and PENminer are omitted since they are implemented in Python and spend minutes to hours processing large datasets (orders of magnitude slower). Note that on datasets other than ISCX-IDS2012, SedanSpot is significantly slower than other algorithms. On the other hand, MIDAS is the fastest among all algorithms. However, as seen in Table 3, this fast speed is at the cost of low detection accuracy.

**Effectiveness of Pattern Detection**

In this part, we demonstrate the effectiveness of the pattern detection component by comparing the anomaly scores with and without width score and gap scores, i.e., comparing $A(e; \theta)$ and $B(e; \theta)$. We run Isconna-EO on the CIC-IDS2018 dataset. Fig. 4 (left) shows edge records whose anomaly scores are increased after multiplying the pattern change score, i.e., $A(e; \theta)/B(e; \theta) > 1$. Among them, 99.49% are true positive and 0.51% are false positive. This demonstrates that pattern detection can help better distinguish anomalous edge records by producing higher anomaly scores. On the other hand, Fig. 4 (right) shows edge records where $A(e; \theta)/B(e; \theta) < 1$, of which 97.07% are true negative and 2.93% are false negative. This indicates that pattern detection is able to reduce the probability of incorrectly labeling normal edge records as anomalous, with an acceptable false negative rate.

**Scalability**

Fig. 5a shows the scalability of edge records. We test the required time to process the first $2^{16}, 2^{17}, \ldots, 2^{22}$ and all edge records of the CIC-IDS2018 dataset. The results are spread around two lines, which indicates the running time of the algorithm on the whole dataset is linear to the number
of edge records in it. Thus we can confirm the constant time complexity for processing individual edge records.

Fig. 5b and Fig. 5c show the CMS column scalability and the CMS row scalability, respectively. We can see the running time is linear to the number of columns/rows. This demonstrates that the size of CMSs is one of the terms of time complexity. Additionally, we may notice the slope of the EN variant is about three times of the EO variant. This is due to the extra CMSs for source nodes and destination nodes; both have a group of CMSs that resembles those of edges.

**Conclusion**

In this paper, we propose Isconna-EO and Isconna-EN algorithms, which detect burst and pattern anomalies in a streaming manner, without actively exploring or maintaining pattern snippets. The time complexity of processing an individual edge records is constant with respect to the data scale. Additionally, we provide a theoretical guarantee on the false positive probability. Our experimental results show that Isconna outperforms 5 state-of-the-art frequency- or pattern-based baselines on 6 real-world datasets, and demonstrate the scalability effectiveness of the pattern detection component. Future work could consider compatibility for general types of data and techniques for automatic parameter tuning.
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