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Recently, Self-Supervised Representation Learning (SSRL) has attracted much attention in the field of computer vision, speech, natural language processing (NLP), and recently, with other types of modalities, including time series from sensors. The popularity of self-supervised learning is driven by the fact that traditional models typically require a huge amount of well-annotated data for training. Acquiring annotated data can be a difficult and costly process. Self-supervised methods have been introduced to improve the efficiency of training data through discriminative pre-training of models using supervisory signals that have been freely obtained from the raw data. Unlike existing reviews of SSRL that have predominantly focused upon methods in the fields of CV or NLP for a single modality, we aim to provide the first comprehensive review of multimodal self-supervised learning methods for temporal data. To this end, we 1) provide a comprehensive categorization of existing SSRL methods, 2) introduce a generic pipeline by defining the key components of a SSRL framework, 3) compare existing models in terms of their objective function, network architecture and potential applications, and 4) review existing multimodal techniques in each category and various modalities. Finally, we present existing weaknesses and future opportunities. We believe our work develops a perspective on the requirements of SSRL in domains that utilise multimodal and/or temporal data.
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Fig. 1. Electrocardiogram (ECG) signals in two different views: (1) A sample ECG waveform of a) cardiac arrhythmia (ARR) and c) Normal Sinus Rhythm (NSR); and (2) scalogram of ARR(b) and NSR (d) using continuous wavelet transform.

1 Introduction

The past decades have witnessed the great success of deep learning techniques, which has led to a proliferation of applications in which large datasets are available. Despite the significant impact of deep learning, many state-of-the-art techniques still require human intervention, e.g. manual data preprocessing and data annotation. This is a major bottleneck for supervised learning models given acquiring data annotations can often be an unwieldy process that requires some domain knowledge. Self-supervised representation learning (SSRL) address this bottleneck by attempting to uncover meaningful information about the data through training the network model with a supervisory signal obtained from the data itself. This significantly increases the data bandwidth available for training the model and has been shown to reduce the reliance on manual data annotations [69]. This might also be considered an early step in the path towards general artificial intelligence, given the computer learns from the observed data with far less human input than a supervised learning approach. In what next, we give an overview of representation learning and related self-supervised learning techniques.

1.1 Representation Learning

How input data is represented usually has a crucial impact on the performance of machine learning models. Therefore, the important ingredients of a successful machine learning model are preprocessing the input data and finding effective representation for it so that informative features can be easily extracted by a model later during training [20]. Fig. 1 presents an example of time-series data and shows two electrocardiogram (ECG) samples, one obtained from a patient with cardiac arrhythmia and the other with a normal sinus rhythm. Although representing the ECG samples in one-dimensional waveform (see Fig. 1a and Fig. 1c) provides a straightforward view of the ECG signals, this representation is usually noisy due to the existence of various types of interference that can occur during ECG monitoring, such as baseline wanders, power line interference and machine interference. Performing the wavelet transform over the ECG sample and representing the signal in the time-frequency domain (see Fig. 1b and Fig. 1d), however, can facilitate the model in attenuating this noise and extracting discriminative features from ECG signals [121, 162].

Research on data representation initially relied on feature engineering, i.e. defining manual steps for transforming raw data into meaningful features. Examples of such transformation include the computation of statistical properties (e.g. mean and standard deviation) and shape- or pattern-based characteristics (e.g. wavelet transformation in Fig. 1). However, designing a good selection of features for a complex task usually requires a huge amount of human effort and substantial domain knowledge to ensure the quality of the features. In addition, the features selected for one task may not be suitable for another task, making it infeasible to generalise using these approaches. To this end, representation learning, which aims to automatically extract discriminative features from data, has been proposed. The rationale is that dimensionality reduction algorithms, e.g. principle component analysis, manifold learning and deep learning will...
preserve only the most informative features of high-dimensional data and eliminate noise in data when mapping it into its lower-dimensional representations. The preserved and denoised features can thereafter be used as inputs to subsequent machine learning models. Since representation learning is minimally dependent on human intervention, it is no longer perceived as a task for a machine to solve but as learning a skill (Satinder Singh) to develop a generic understanding of the world and converge to create a general common understanding \[89\] that can be generalised to new scenarios (transfer learning). Therefore, representation learning has attracted extensive attention in many domains, including computer vision (CV), speech recognition and natural language processing (NLP).

1.2 Self-Supervised Representation Learning

A supervised model takes an annotated dataset for a given task (e.g. ImageNet for image classification) and learns data representations. Due to the generality of the trained task, the learned representation can serve as a good starting point for a new but similar task (e.g. object detection). However, the main limitation of supervised representation learning is the requirement for annotated datasets. Data annotation is an expensive and time-consuming process that requires significant human effort. To acquire high-quality datasets, it requires extensive expertise in the data domain (e.g. medical, legal or biology datasets). In addition, for some application domains (e.g. human-related applications), it is infeasible to obtain labelled datasets due to privacy issues.

Self-supervised representation learning is proposed to overcome the above issues. It works directly on unlabelled data without the need for external annotation. Similar to human beings’ self-learning process, which is a repeated cycle of ‘Observation, Action, Observation and Inference’, SSRL takes original data as the input, applies one or more predefined actions on the input data, observes the outcome of actions and infers the next optimisation steps for the model parameters. Repeating this procedure, SSRL models can extract the distribution and local/global features of data.

A critical component of SSRL is the predefined action on the data input, which generates the pseudo labels to supervise the training process. An example of such an action is the pretext task of masked learning, which masks a proportion of data, uses the masked part as a label and guides the model to recover the masked part.

Since SSRL does not need external supervision, it can leverage the vast amount of available unlabelled data (e.g. all images posted on the internet). This has led to the remarkable success of SSRL. In the 2000s, Hinton et al. (2006) \[70\] and Bengio et al. (2007) \[21\] proposed a self-supervised algorithm for pretraining Deep Belief Networks before fine-tuning the model using ground truth labels. They showed that using pretrained weights can improve the performance of the supervised task. Nowadays, with deep learning-based models, SSRL not only achieves competitive accuracy in many downstream tasks when compared with other fully supervised rival methods but also has the advantage of far fewer parameters and smaller networks, when compared with similar supervised models; therefore, they are less prone to over-fitting \[78\]. In addition, use cases for SSRL are not limited to serving as a pre-processing step in the machine learning pipeline (e.g. transfer learning) but also include applications in other fields, such as continual learning \[113\] and reinforcement learning \[124\] by improving the label/reward efficiency of those learning systems.

1.3 Self-Supervised Representation Learning of Multimodal and Temporal Data

Multimodal and temporal data are ubiquitous in daily life. The widespread use of digital devices and proliferation of digital applications, e.g. IoT applications, wireless communications and media consumption, have led to the increasing availability of temporal data. Examples of temporal data include sensor readings, stock prices and medical records, just to name a few. Temporal data analysis has widespread application in various domains, including the environment (e.g. climate modelling), public safety (e.g. crime prediction) and intelligent transportation (e.g. urban traffic management).
In addition, a large quantity of data is generated in heterogeneous formats and thus covers multiple data modalities. For example, autonomous cars rely on both vision and sensor data for decision making. These data from different sources can be seen as different viewpoints on the same topic and provide complementary information. Therefore, utilising these two types of data simultaneously can enhance the effectiveness and reliability of machine learning models.

Despite the importance of multimodal and temporal data, analysing them is nontrivial. Temporal data has unique characteristics when compared with other data types (e.g. image and text data), as it is strongly correlated with the collection time. It is critical to extract dynamic temporal patterns, e.g. periodic patterns, to discover how the data evolves over time. When there are multiple modalities of data available, it is critical to learn representations that are not only effective but also semantically consistent across different modalities.

To address these issues, many SSRL models have been proposed that leverage the large amount of unlabelled multimodal and/or temporal data available to learn data representations that can be transferred to downstream predictors. These models differ across various aspects in terms of data modalities (e.g. audio, image, text or time series or combinations of these modalities), methods for generating supervision signals (e.g. pretext tasks, clustering, contrasting data samples and similarity computation) and objective functions (e.g. cross-entropy, triplet loss and InfoNCE). In this paper, we provide a systematic review of the recent works on SSRL of multimodal and temporal data. We present an overview of these works, position and compare them, and point out potential future research directions.

1.4 Motivation and Contributions

In this paper, we introduce the rapidly evolving field of representation learning, and review SSRL techniques. In particular, we discuss modalities that are less covered by existing surveys (temporal data) and specifically focus on cross-modal learning models. This paper will benefit the research community with the following contributions:

- To the best of our knowledge, this is the first comprehensive survey of SSRL that covers multiple modalities beyond vision data. We include audio and time series data types and their combinations with vision and text. This will provide a panorama which researchers can quickly apprehend the state-of-the-art works in these fields.
- We propose a classification scheme to position, categorise and compare the reviewed works. The comparative analysis may serve as a practical guide for readers on which model to use in real-life situations.
- We identify open challenges in the fields of SSRL for multimodal and temporal data. We further discuss possible future research directions that could potentially address these challenges.

The rest of this article is organised as follows: In Section 2, we review existing review papers on SSRL. In Section 3, we explain important terms and background information to make it easy to read and understand the paper. In Section 4, we describe existing categories and specifically cover SSRL methods proposed for a single mode of temporal data. We expand the existing frameworks to cross-modal approaches in Section 5 and also investigate possible frameworks, requirements and challenges of cross-modal applications. In Section 6, we focus on the evolving trend of objective functions employed for self-supervised learning. Finally, Section 7 discusses challenges and future research directions.

2 Related Surveys

There are several comprehensive reviews on SSRL models based on Generative Adversarial Networks [57, 93], autoencoders [61] and contrastive learning [76, 78, 88] in the fields of CV and NLP. However, none of those concentrates on either multimodal or temporal data. They also do not discuss the inspiring ideas behind self-supervised learning objective functions and the evolution of architecture designs. In this work, we provide a detailed and up-to-date review of the evolution of self-supervised methods for representation learning. Although we cover only the ground-breaking
Table 1. Comparison of our survey with existing representation learning surveys

| Publication | Multimodal | Visual | Audio | Text | Time-series | Pretext | Generative | Contrastive | Reg-based | Details |
|-------------|------------|--------|-------|------|-------------|---------|------------|-------------|----------|---------|
| Bengio et. al., 2013 [20] | - | x | x | x | x | x | - | - | - | Explores the key factors in making a good representations and appropriate objective functions for three paradigms including probabilistic models, reconstruction-based, and manifold-learning. |
| Guo et. al., 2019 [61] | x | x | x | x | x | - | - | - | - | Specifically explores multimodal representation learning. They investigate different frameworks in fusing modalities and divide RL models into four categories of probabilistic, generative, auto-encoders, and attention-based. |
| Le-Khac et. al., 2020 [88] | x | x | x | x | x | - | - | - | - | The paper defines contrastive learning workflow and provide comprehensive taxonomy for different parts of the workflow. However, they consider all categories as contrastive which is not accurate. |
| Jing et. al., 2020 [78] | - | x | x | x | - | - | - | - | - | They divide SSRL models into 4 groups of Generation, Context, Free semantic label, and crossmodal techniques based on the employed tasks to generate pseudo-labels. |
| Latif et. al., 2020 [67] | - | - | - | x | - | - | - | - | - | Covers representation learning approaches in Automatic Speech Recognition (ASR), Speaker Recognition (SR), and Speaker Emotion Recognition (SER). |
| Jaiswal et. al., 2020 [76] | - | - | - | x | - | - | - | - | - | Contrastive learning for visual application |
| Mao et. al., 2020 [95] | x | - | x | x | x | - | - | - | - | Divides SSRL approaches into bottleneck and prediction-based models. Bottleneck techniques includes dimenssality reduction and auto-encoder models, while prediction-based techniques encompass methods that are categorized as pretext and contrastive models in our survey. |
| Liu et. al., 2021 [93] | x | - | - | x | - | x | x | x | x | Compares contrastive vs. gen. adverserial models. |
| Ericsson et. al., 2021 [49] | x | x | x | x | x | x | x | x | x | The most recent survey paper with comprehensive review over different types SSRL models. However they reviewed limited number of multimodal and temporal methods. |
| Ours | x | x | x | x | x | - | x | - | - | Explores crossmodal and temporal SSRL models along with evolution of self-supervised objective functions |

Focusing on multimodal representation learning, Guo et. al. [61] investigated existing supervised and unsupervised approaches in three categories based on how different modalities were fused together. They suggested three categories, i.e. joint representation, coordinated representation, and encoder–decoder. In recent years, following the introduction of the contrastive objective functions, the representation learning research community has witnessed increasing attention being paid to and progress in this field. Jaiswal et. al. [76] and Le et. al. [88] published comprehensive reviews investigating existing contrastive learning-based models mostly covering works in the CV and NLP areas. In their recent survey on self-supervised visual feature learning, Jing et. al. [78] covered current methods and the relevant datasets. They divided existing SSRL approaches into four different categories based on the pretext tasks: 1) generation-based, 2) context-based, 3) free semantic labels and 4) cross-modal pretext tasks. However, free semantic label-based
methods cannot be categorised as fully self-supervised techniques since they require human annotation to design and extract semantic labels for pretext tasks, such as moving object segmentation and relative depth prediction. They also treated contrastive-based and clustering methods as contextual pretext tasks and did not cover other well-known non-contrastive methods, such as self-distillation approaches. In contrast, Liu et al. [93] divided existing SSRL methods into three main categories based on the final objective function, namely contrastive, generative or generative–contrastive (adversarial) models. They focused on SSRL methods across various domains, including vision, NLP and graphs, but didn’t cover techniques related to temporal (e.g. audio and time-series) and multimodal data.

Similar to [93], we divided current SSRL methods based on the objective function; however, we will extend the categories to cover pretext-, contrastive-, clustering- and regularization-based methods. To provide a full comparison between the existing surveys in this topic and highlight the contribution of our work, Table 1 lists all existing review papers and compares them based on the modalities and categories they cover. Note that we do not cover Generative-adversarial Network (GAN) and Variational AutoEncoder (VAE) models as there are many works that reviewed generative and adversarial models for self-supervised techniques [57, 93, 154].

### 3 Self-Supervised Representation Learning: Definitions and Background

To make this survey easy to read, this section explains the terms and notations that will be used throughout this work and the necessary background and existing paradigms.

#### 3.1 Definitions

Given a set of \( N \) unlabeled training samples \( X_1, X_2, \cdots, X_N \) from multimodal sources of data, \( X_n = x_n^1, \cdots, x_n^M \) \((n \in N)\) contains data captured from \( M \) various input sources, and \( x_n^m \) denotes the observation of the \( n^{th} \) sample on modality \( m \). In the case of supervised learning, models consume the corresponding ground truth labels \( Y = \{y_1, y_2, \ldots, y_N\} \) for training; however, in self-supervised training/pretraining, ground truth labels are discarded.

Figure 2 compares the simple workflow in supervised (left) and self-supervised (right) models. Since data can be in various modalities, such as video, audio or other sensor data, each modality comes with a specialised embedding module, \( E_m(\cdot) \), that converts the input sample \( x_i^m \) into a vectorised representation, \( z_i^m \), and is followed by a generic model \( f(\cdot) \) that calls either the predictor, classifier, encoder or other mapping functions to map the input vector \( X \in \mathbb{R}^D \) onto \( y \), i.e. \( y = f(E(x)) \). In the supervised model (left), the model is trained based on input labels \( y \) to minimize the loss function \( L(f(E(x)), y) \). However, in self-supervised approaches (right figure), the first pseudo-labels to be used
as ground truth data $y = g(x)$ are generated based on the task and model $f(.)$. The model is trained to optimise the objective function $L(f(E(x)), g(x))$. Table 2 summarises the notation used throughout this paper. Next, we introduce the keywords and terms used in SSRL approaches.

- **Supervised** learning is a subcategory of learning methods that uses ground truth labels (annotated data) to train the learning algorithms/models and tune their parameters with respect to accurately predicting the actual labels.

- **Weakly supervised** learning is a type of machine learning technique that works on either incomplete, inexact or inaccurate labels as the input training examples. This approach alleviates the burden of preparing carefully annotated datasets, which can be expensive or infeasible, as was discussed earlier. **Semi-supervised** learning is a special case of weakly supervised approaches in which only a small subset of the training data is annotated.

- **Self-supervised** learning is a class of machine learning algorithms that works on raw data input without any external ground truth labels. Although there is no external supervision, a self-supervised learning model obtains supervisory signals from the data itself based on extracting the structure, pattern and distribution of data by learning one or more predefined tasks (pretext tasks).

- **Pretext tasks** are predesigned tasks for the self-supervised models to solve to avoid the need for data annotations. Specifically, the labels required by each task’s objective function are automatically generated or extracted from raw training data. These auxiliary tasks are customised for each modality and potential downstream task so that the model can extract the most informative and generalisable embeddings to represent the specific modality. Predicting the next few frames of a time series, learning transformations, such as negating a signal, and rotating an image are examples of pretext tasks.

- **Downstream/target tasks** are the main and final tasks for which we train a machine learning model. Employing a pretrained model, the model will be fine-tuned according to the downstream task’s objective function. The fine-tuning can be done in either a self-supervised manner without requiring externally annotated data, such as forecasting, change point detection, segmentation and clustering tasks, or they may need labelled data for training, such as classification tasks.

- **Modality**: Input data can be presented in various modalities, including text, static images or video, speech, audio, graphs or other sensor signals. Sensor modalities are defined as sensors collecting the same data modality (i.e. time series), but which are still collecting non-redundant data in each mode. For instance, the sensor modes could be measuring different phenomena or even the same phenomena but at different spatial locations.

- **Cross-modal Learning**: Cross-modal or cross-view is a multimodal model learning approach where modalities are used as supervisory signal for each other or knowledge from one modality is distilled to another modality.

- **View**: Different views of the same sample are separate pieces of data presenting the original sample or event from different perspectives. Views should relate to the same topic but may come from different modalities, such as audio and text data along with visual frames in a video or sensor readings collected by different physiological sensors deployed on the human body. Views can also include similar modalities that are captured from different perspectives, such as videos recorded by different cameras from different angles or inertial signals captured by accelerometer sensors placed on different parts of a human body.

- **Augmentation**: Data augmentation involves applying various transformation techniques to the original data and has become an important module in many self-supervised learning methods, such as contrastive models. Using augmentation, we aim to obtain slightly different views of the same data that share similar semantics of the original raw data. We denote the set of augmentation functions used by a model as $\mathcal{A}$. 

Manuscript submitted to ACM
Fig. 3. self-supervised representation learning (SSRL) workflow. First, SSRL methods take unlabeled data as inputs, extract new instances and their corresponding pseudo labels using various techniques, such as data transformation, temporal/spatial masking, innate relation and cross-modality matching. Next, representations are learned with the aim of predicting those extracted pseudo labels. Finally, a pre-trained encoder will be transferred to a supervised/unsupervised downstream task with limited labeled data.

- **Pseudo label**: To train self-supervised learning models, the supervisory signal is generated based on the raw data by the model during or before the training state. Depending on the self-supervised task and the model’s objective function, pseudo labels can be generated in different ways. To name a few, they can show the temporal (spatial) order of frames (patches) in a video (image), the content of the masked part of the input or the expected outcome of applying a specific transformation function.

- **Positive pair**: Positive samples \((x, x^+}\) used in almost all kinds of SSRL methods are derived from the original sample \(x\) through the pseudo-label generator function \((x, x^+) = g(x)\). Depending on the discrimination strategy, anchor \(x\) and its positive pair \(x^+\) share similar semantics by either 1) using different augmentation techniques so they both refer to the modality \(v\) and time step \(t\) (\(x^+_v\)), 2) referring to synchronous samples from different modalities (\(x^+_v, x^+_w\)) or 3) referring to temporally related samples (e.g. subsequent recordings in sensor data) from either the same or different modalities (\(x^+_v, x^+_w\)), where \(v, w \in \mathcal{V}\).

- **Negative pairs**, denoted as \((x, x^-)\), are mainly used in contrastive learning approaches and refer to semantically irrelevant samples.

- **Sampling** is the process or strategy of selecting positive and negative pairs from all the available samples to create a batch or choosing hard negative pairs within a batch.

With the above definitions, the general pipeline of SSRL techniques is illustrated in Figure 3. Almost all self-supervised learning approaches can fit into the workflow depicted. The workflow contains the following major steps:

- **Self-supervised label generator**: This step is mainly about defining pseudo-label generation strategies that are employed to train the representation learning encoder model. The self-supervised model first needs to extract a supervisory signal from the raw input, which will be used to train the model. Depending on the model, pseudo labels can be extracted based on (1) transformation or augmentation techniques, such as signal denoising or inversion, image colourisation or cropping. [148] explores existing techniques in create augmented samples from...
time-series data. (2) temporal/spatial relations (e.g. masked input or shuffling) and (3) cross-modal relations. All these approaches preserve similar semantics across the original data and generated samples.

- Self-supervised encoder: The underlying network architecture can be constructed from a single branch, including an encoder, followed by a predictor network (for pretext and traditional clustering models) or a dual branch of similar networks that can be trained in either a symmetric or an asymmetric fashion. In symmetric models, both branches of the networks share the weights and are trained together based on the same feedback signal, but in asymmetric models, there are two branches of networks called teacher (online) and student (target) networks that are trained in a self-knowledge distillation manner. The encoder networks, which can be similar or different, are trained or updated through a shared/separate back-propagation signal.

- Self-supervised objective function: To train the model, an appropriate objective function is needed to guide the model in parameter optimisation, which is usually considered to maximise the agreement between the predicted output ($Y'$) and the generated pseudo label ($Y$). In approaches such as pretext or regularisation-based models, the objective functions are based on instance–instance discrimination, while contrastive (and some clustering) models usually discriminate each instance against multiple instances, proposing an instance–context discrimination objective function. In addition, contrastive models also propose a strategy (sampling technique) to find a suitable set of instances (context) to discriminate a given sample against. We will review the evolutionary trend of objective functions in Section 6.

- Downstream task: After training the self-supervised model, the trained encoder module will be reused in solving other downstream tasks. Training for the downstream tasks may require external supervision (annotated data), such as tasks like classification, or not external supervision, such as forecasting, segmentation or change point detection applications. The encoder can be fixed and reused directly for the target problem over unseen data, or it may be fine-tuned according to a target optimisation function and preferences in an end-to-end manner.

The first three factors are designed to work together, depending on the model category and structure of the data. In the following sections, we will review existing categories and specify each factor for existing works.

### 3.2 Background and Frameworks

As we mentioned, SSRL models aim to efficiently learn the hidden structure of the underlying data without requiring annotated datasets. These representations will later be reused in downstream tasks with comparatively less annotated data. Recently, SSRL approaches in different fields (such as CV, NLP, speech recognition and ubiquitous sensor applications) have made great progress and can even surpass their fully supervised rivals in a more data-efficient way. There are also other frameworks, such as transfer learning, semi-supervised learning and active learning, that alleviate the limitation of labelled datasets. However, SSRL has been shown to be a serious competitor to these frameworks [49].

Various classification schemes have been proposed for SSRL, depending on the area of focus (mostly CV-based approaches) or the training objectives. For example, Jing and Tian [78] categorised self-supervised learning problems into the following four types:

1. **generation models**: in which all or parts of the samples need to be generated or reconstructed;
2. **context-based models** that consider the contextual features of data, such as spatial or temporal relationships between different parts of each sample or inter-sample similarity (e.g. clustering methods);
3. **semantic-based models** that are trained based on automatically generated semantic labels, such as depth of image and moving objects and
4. **cross-modality-based models** in which the pretext tasks are to verify whether the two channels of input data are relevant/synchronised or not, such as RGB-flow [139], visual–audio [8] or visual–text [112] correspondence correlation.

---

1 Please note that the term generation-based model used by the authors of [78] covers but is not limited to generative networks.
However, this classification scheme is specifically designed for studies on CV problems. In addition, approaches that have recently emerged, such as models based on contrastive learning, either cannot properly fit into any of the four categories or span more than one category. Liu et al. [93] divided the generation-based models in [78] into generative and adversarial categories and also considered a third category of contrastive models.

Le-Khak et al. [88] divided SSRL methods into generative, discriminative and contrastive models. Based on this definition, generative models aim to learn good representation by modelling the distribution of input data and regenerating the data based on the inferred distribution, while discriminative approaches are mostly based on learning the mapping between the data and the self-defined pseudo labels. Therefore, the discriminative objective functions are usually formulated as regressive or cross/binary entropy loss functions. They also considered contrastive-based models and generative techniques as two independent categories, according to their objective functions. Unlike a generative model that reconstructs its input samples, in contrastive learning, a representation is learned by comparing the input samples (positive vs. negative pairs). Instead of learning representations from individual data samples one at a time, contrastive learning learns by comparing various samples. The comparison can be performed between positive pairs of ‘similar’ inputs and negative pairs of ‘dissimilar’ inputs. However, this definition does not cover other self-supervised representation learning frameworks, such as clustering, and regularisation-based methods in which there are no explicit negative pairs or automatically generated pseudo labels via pretext tasks.

In this work, we review existing SSRL methods across various data modalities from a network architecture and objective function viewpoint. As shown in Figure 4, regardless of the type and number of input data modalities, we divide SSRL models into two main groups, namely generative and discriminative models, based on their underlying learning process. Differences between self-supervised generative–adversarial models and discriminator models can be summarised as follows:

- **Objective function:** While generative–adversarial models aim to estimate the distribution of data by leveraging distribution divergence (e.g. using Jensen–Shannon divergence or Wasserstein Distance), the discriminator models are mainly trained using reconstruction or contrastive loss functions.

2Please note the term ‘generative’ here is not related to generative network models (e.g. GAN).
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A well-defined pretext task should be defined in a way that enables the model to learn semantic features effectively from the unlabelled data. Nevertheless, it is generally challenging to define a task that can lead to meaningful a priori representations; it is difficult to establish if the surrogate task provides enough training signals to extract features that can be broadly usable.

4 Self-Supervised Representation Learning for Temporal Data

4.1 Pretext Task

The resurgence of self-supervised learning [40] based on deep neural networks over the last decade has led to the proposal of various pretext tasks. Pretext tasks allow us to generate pseudo labels from the unlabelled data itself without any human intervention, so that we can train the model with those labels using a standard supervised learning objective function, e.g. cross-entropy loss (see Figure 5.a). The prediction of Mel-frequency cepstral coefficients features from the raw audio waveforms [109] and the prediction of signal transformation [118] are prominent examples of pretext tasks in the temporal domain. These methods are also referred to as auxiliary, surrogate or pseudo tasks in the literature. A well-defined pretext task should be defined in a way that enables the model to learn semantic features effectively from data. Nevertheless, it is generally challenging to define a task that can lead to meaningful a priori representations; it is difficult to establish if the surrogate task provides enough training signals to extract features that can be broadly usable.

Fig. 5. Comparing overall architecture of different self-supervised representation learning models.

- Parameters: GAN models need to train heavy networks to be able to distinguish fake instances from genuine ones, but discriminator models usually come with a simple projection head (e.g. a multi-layer perceptron).
- Representations: Although many researchers have tried to leverage the representations learnt by the GAN-based model for downstream tasks (BiGAN [44], BigBiGAN [45]), the other groups of SSRL have outperformed those with fewer parameters [93].

In this work, we only cover the latter group of models, i.e. the discriminative approaches. Many other works have extensively explored self-supervised generative-adversarial-based models [57, 93]. Based on the learning strategy they mainly use to generate the supervisory signal, we divide the discriminative models into four subcategories: 1) pretext-based, 2) contrastive-based, 3) cluster-based and 4) regularisation-based models. Each group can also be divided into more fine-grained subcategories according to their approach to representation learning (e.g. employing a novel objective function and designing a new learning architecture). Figure 5 presents a high-level overview of the architectures of each category. In the next sections, we cover existing works in each category proposed for single modal data, and then we expand our review to multimodal applications in Section 5.
by downstream tasks [158]. Therefore, many efforts have been made to design effective pretext tasks. In what follows, we describe a range of self-supervised pretext tasks that can be utilised at scale to train deep neural networks with a large amount of unlabelled temporal data, e.g. video, audio, accelerometer and electroencephalogram (EEG).

We divide the pretext tasks based on their mechanisms for generating a supervisory signal into the following broad categories: prediction-based tasks and those exploiting innate relationships within the input. The methods centered around prediction encompass techniques, such as input reconstruction and denoising. Innate relationships include approaches that mainly exploit structure and context to learn features, such as odd sequence detection, correspondence and synchronisation.

To alleviate the need to collect well-annotated data, the pretext tasks are largely utilised to pretrain deep models. In this realm, [53] proposed an odd-one-out network, intending to learn video representations by identifying video clips with frames in the wrong order. A multi-branch model is trained by presenting two clips in the correct order, and one clip containing shuffled frames forces the model to extract generalisable features through analogical reasoning. Mishra et al. developed a frame order prediction task [99] to learn video representations through sequential verification. They utilised a triplet Siamese network to predict whether the temporal order of the input tuple of three frames was correct. The temporal class-activation map network proposed by [147] utilised the arrow of time in videos as supervision. The task comprised detecting whether the video was played forwards or backwards to pretrain the network.

[58] developed an audio source separation method based on deep multi-instance, multi-label learning. They provided a scalable approach to leverage large-scale, in-the-wild videos with multiple audio sources, vision-guided separation and denoising. In addition, Pascual et al. [109] developed a multi-task self-supervised learning framework for speech representations. Their problem-agnostic speech encoder was trained with a mix of seven feature prediction (e.g. log power spectrum) and reconstruction (e.g. audio waveform) tasks to obtain a better word error rate on downstream tasks via fine-tuning when compared with the supervised model.

For representation learning in a self-supervised manner from time series and signals, several auxiliary tasks have been proposed in recent years. The signal transformation prediction [118] method provides a multi-task approach to pretraining temporal models (e.g. convolutional networks) by learning to differentiate between the various transformations of the inputs. The objective is to solve multiple binary classification problems to detect if the sample has been transformed or is a clean example. The sense and learn framework [120] proposed a range of pretext tasks to teach models based on a wide variety of inputs, as in some cases utilising transformations without domain knowledge can lead to unintended biases. Specifically, the tasks of blend detection, odd segment recognition, modality denoising and feature prediction from a masked window provide an effective, scalable and inexpensive way to acquire pseudo labels from the signal itself. The proposed techniques were evaluated using a diverse set of downstream tasks ranging from human activity recognition (HAR) to sleep stage scoring. In addition, the task of signal transformation prediction was formulated as a standard multi-class classification problem to simplify the task formulation and learning process from multi-modal data. Likewise, [66] leveraged the masked reconstruction, similar to BERT [43] to learn representations from inertial measurement data for HAR applications.

4.2 Contrastive Models

Contrastive learning has become a prominent tool for unsupervised representation learning from various data modalities. To recap, it is utilised to pretrain a deep neural network using a contrastive or a metric learning objective on a large-scale unlabelled dataset. The network learns general-purpose representations by extracting similarities between embeddings of an input instance and its transformed (or augmented) variant and identifying dissimilarities with other examples.
Table 3. List of pretext models. Modalities are shown: Video | Image | Audio | Text | Inertial/Bio/Environmental Sensors

| Method       | Mod | Label generation strategy | Architecture | Objective Function | Contribution/ Downstream Task |
|--------------|-----|---------------------------|--------------|-------------------|--------------------------------|
| Shuffle [99] |     | Temporal order            | 3 parallel AlexNet | Cross entropy     | representation learning from videos for action recognition and pose estimation |
| O3N [53]     |     | Temporal order            | Odd-One-Out Net. | Cross entropy     | action recognition            |
| AoT [147]    |     | Temporal order            | Convolution    | Binary log. regression | action recognition and video forensics |
| BERT [43]    |     | Masked input / prediction | Bidirectional Transformers | Cross entropy | Bidirectional representation learning and can be applied to NLP tasks such as those defined in GLUE, MultiNLI, and SQuAD |
| PASE [109]   |     | Feature prediction and reconstruction | SincNet | Binary and regression losses | Speaker ID, emotion, and ASR |
| TPN [118]    |     | Signal transformation     | Temporal Convolutional | Multiple BCE | Multiple pretext task learning / HAR |
| MRS [66]     |     | Masked input              | Transformer    | Reconstruction    | HAR                           |
| Sense&Learn [120] |     | Signal transformation, masked input, shuffle, and others | Temporal Convolutional | Cross entropy, reconstruction +metric losses | Multiple tasks in sensory domain |
| AALBERT [34] |     | Masked input              | Transformers   | Reconstruction    | Phoneme and utterance-level speaker classification |
| PDR [26]     |     | Random permutation in spectrogram | Parallel AlexNet+shared weight concatenated FCN | FenchelYoung loss [22] | Employed a learning to rank loss function to learn the order of shuffled parts of audio. |
| TERA [92]    |     | Temporal, frequency, magnitude | Transformers | Reconstruction | Keyword spotting, speaker ID, and ASR. |
| PTS [158]    |     | Prosody and spectral descriptors | Hybrid convolutional STM | Multi-task losses | Pretext task selection / ASR, speaker ID, emotion recognition |
| TST [160]    |     | Masked input              | Transformers   | MSE               | Multivariate time series regression and classification |

Figure 5.c depicts the overall design of contrastive-based models. The deep metric learning loss [35] is the earliest attempt to use discriminative learning with a focus on face verification. For similar applications, several loss functions have been proposed to address shortcomings of vanilla metric loss, such as triplet loss [123] and N-pair loss [130]. The noise–contrastive estimation framework was proposed by [62] to estimate the parameters of a statistical model using nonlinear logistic regression to differentiate observed data from artificially generated noise. Van den Oord et al. [105] expanded the approach further and proposed the InfoNCE objective function to develop contrastive predictive coding, a universal unsupervised learning method. This method utilises a standard cross-entropy objective function to discriminate between positive samples and noisy samples in the latent space. The evaluation across a range of domains (including vision, NLP and reinforcement learning (RL)) highlighted the efficacy of the approach in learning useful representations for downstream tasks. [143] extended this method and proposed contrastive separative coding for speaker verification (using audio) by separating the target signal from contrastive interfering signals.

For visual representation learning, Deep InfoMax [71] exploits locality in the inputs into the objective function to simultaneously estimate and maximise the mutual information between the input and its high-level representations. SimCLR [31] further simplified contrastive learning without requiring a memory bank by carefully selecting data augmentation for positive generation and scaling the batch size to increase the negative samples. [68] presented momentum contrast (MoCo), which trains an encoder by matching a query (embedding) with keys from a momentum...
encoder. The momentum encoder is a dictionary comprising encoded representations of current and former mini-batches, decoupled from the batch size. Similarly, Saeed et al. [117] proposed contrastive learning for audio without explicit data augmentation; it has been shown that an encoder can be pretrained by leveraging random cropping from the same clip for anchor and positive generation. The prototypical contrastive learning approach [90] combined instance discrimination with clustering to learn low-level and semantic features using a ProtoNCE objective. It encourages representations to be closer to the prototypes modelled as latent variables. Similarly, Divide and Contrast [135] also leveraged clustering with any self-supervised learning approach to cluster representations for training independent expert models that were distilled to create a single model by predicting representations.

DeCLUTR [59] presented an approach for learning sentence-level embeddings from a large amount of unlabelled text corpora using multiple techniques, such as overlapping, for efficiently conducting anchor-positive sample generation. In the time-series realm, [120] used symmetric triple-based objectives for learning representations from various sensor input modalities. [67] applied contrastive predictive coding [105] for HAR. Similarly, [41] extended contrastive predictive coding to detect change points in multidimensional time-series data. [48] proposed a similar approach to SimCLR for time-series representation learning using a transformer by maximising context similarity between strongly and weakly augmented inputs. In addition, temporal neighbourhood coding [140] was proposed to train an encoder by predicting whether segments were from the same neighbourhood, where the neighbourhood distribution was modeled as a Gaussian distribution to capture the gradual transitions in temporal data. Contrastive learning was also leveraged in a federated learning setting to exploit unlabelled decentralised data [119] and was shown to learn useful representations from a variety of sensory data, e.g. EEG and IMUs.

In RL, [103] developed temporal predictive coding to extract features from an environment that were temporally consistent and could be predicted across time. The learned model was leveraged for planning in latent space on DMControl tasks. The backgrounds were modified with natural videos for injecting task-irrelevant information to evaluate the robustness of the learned agent. Time-contrastive networks [125] employed third-person video observations for learning representations of robotic behaviours with metric loss. They demonstrated that the trained encoder could enable robots to directly mimic human poses and included a reward function in the RL algorithm. For video representation learning with three-dimensional (3D) convolutional networks, [134] proposed an inter–intra contrastive approach. The different views of the same video clip (such as RGB frames and optical flow) were treated as positive, while those from other videos were used as negative samples for the training model with contrastive loss. A similar approach was suggested by [111] for contrastive video representation learning. It works by sampling temporal intervals that represent a number of frames between the starting points of two clips selected from a video. The clips are transformed using a temporally consistent spatial augmentation, and a contrastive objective is used to train the model by repelling embeddings of the clips from different videos and attracting clips from the same video. Along similar lines of exploiting multiple views, [65] proposed a self-supervised co-training scheme to improve video representation learning with contrastive loss.

### 4.3 Clustering

As a typical class of unsupervised learning approaches, clustering has been widely studied in machine learning and deep learning domains. Integrating clustering with representation learning has become another popular method of self-supervised learning. The core idea is to leverage clustering techniques to provide pseudo labels as training signals (see Figure 5.b). This line of work mainly focuses on learning effective visual features for various downstream tasks, including image classification, object detection, and semantic segmentation. In order to drive similar samples into the
### Table 4. List of contrastive-based models. Various modalities are shown as: Video | Image | Audio | Text | Inertial/Bio/Environmental Sensors

| Method          | Mod     | Label Generation Strategy | Architecture         | Objective Function | Contribution/Application |
|-----------------|---------|---------------------------|----------------------|--------------------|--------------------------|
| CPC [105]       | ✔️      | Temporal locality         | Multiple             | InfoNCE            | Modality-agnostic, considering temporal context |
| InfoMax [71]    | ✔️      | -                         | Convolutional        | DeepInfoMax        | Incorporating locality information and maximize the MI between input and extracted features |
| SimCLR [31]     | ✔️      | Augmentation               | Dual Symmetric       | NT-Xent            | Simple yet powerful image representations |
| MOCO [68]       | ✔️      | Augmentation               | Momentum Encoder     | InfoNCE            | Self-distillation combined with memory-bank for negative selection |
| DeCLUTR [59]    | ❌       | Spatial locality           | Pretrained Transformer-based model | InfoNCE | Proposed a span sampling strategy to sample multiple positive samples along with easy/hard negatives. |
| Wav2Vec [15]    | ✔️      | Temporal locality          | Convolution          | InfoNCE            | Replaced the RNN in CPC with convolution for context head. |
| VQ-Wav2Vec [14] | ✔️      | Temporal locality          | Convolution          | InfoNCE            | Combining Wav2Vec and BERT |
| COLCS [84]      | ❌       | Implicit augmentation via random cropping | EfficientNet-B0 | NT-Xent | General-purpose audio representations |
| SCN [119]       | ✔️      | Temp. locality + augmentation | Temporal CNN         | InfoNCE            | Electrocardiogram representation learning |
| SACL [33]       | ❌       | Augmentation               | 1D ResNet            | InfoNCE            | Biosignals (EEG, ECG) |
| IIC [134]       | ❌       | RGB + opt. flow            | R3D (ResNet)         | InfoNCE            | Inter-intra contrastive approach |
| CoCLR [65]      | ❌       | Augmentation and cross-modal | SSD [151]           | InfoNCE            | Multiple positives; Two stages of training: 1) Initialization (individual modality training), 2) Alternation (positive terms are chosen from the other modality). |
| TSCP2 [41]      | ✔️      | Temporal locality          | Symmetric Conv-based networks | InfoNCE | Used predictive coding for change point detection |
| CPC (HAR)[67]   | ✔️      | Temporal locality          | Symmetric branches with Conv+GRU | InfoNCE | Employed CPC for HAR application |
| CPC (EEG) [17]  | ✔️      | Temporal locality          | InfoNCE              | Employed CPC for Sleep Stage detection |
| TSTCC [48]      | ✔️      | Temporal locality + augmentation | SimCLR + Transformer | InfoNCE | Strong and weak augmentations |
| TCN [140]       | ✔️      | Temporal locality          | ConvLSTM             | Tripletloss        | CPC with novel sampling method |
| SleepDPC [150]  | ✔️      | Temporal locality          | ConvLSTM             | InfoNCE            | Sleep stage detection |
| CSC [143]       | ❌       | Input mixing                | SincNet              | Multiple losses    | Distinguishing the target audio from inferring signals |
| CVRL [111]      | ❌       | Temporal locality + augmentation | 3D-ResNet-50   | InfoNCE            | Employed both temporal and spatial augmentations |
| CC [91]         | ✔️      | Augmentation                | ResNet-34            | InfoNCE            | Instance- and cluster-level contrasting |

same class and learn visual representations, DeepCluster [23] adopts the k-means clustering assignments as pseudo labels to iteratively label each image. Simply using k-means assignments during training could result in a degenerate solution in which all samples tend to be mapped within the same cluster. Targeting this issue, Asano et. al. [155]
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Table 5. List of clustering models. Various modalities are shown as Image.

| Category          | Method         | Modality           | Label generation strategy | Architecture       | Objective Function                                                                 | Contribution / Application                                                                 |
|-------------------|----------------|--------------------|---------------------------|--------------------|------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------|
| Clustering        | DeepCluster [23] | clustering         |                           | AlexNet, VGG-16   | classification loss (CE) + clustering loss                                        | Alternate between clustering and cluster assignment                                         |
|                   | SeLA [155]     | clustering         |                           | AlexNet, ResNet-50 |                                                                                   | No need to alternate between clustering and cluster refinement by introducing memory bank of centroids |
|                   | ODC [161]      | NA                 |                           | Single branch ResNet-50 | loss re-weighting technique                                                        | No need to alternate between clustering and cluster refinement by introducing memory bank of centroids |
|                   | SwAV [24]      | Augmentation / Clustering |                       | ResNet-50          | Swapped prediction problem                                                         | Contrasting cluster assignments                                                             |
|                   | DnC [135]      | Augmentation       |                           | SimCLR+BYOL       | InfoNCE + MSE                                                                      | Representations clustering followed by cluster-specific CL                                  |
|                   | PCL [90]       | Augmentation / Clustering |                       | ResNet-50          | ProtoNCE (general form of InfoNCE)                                                 | Alternate between clustering and contrastive learning                                      |

considered the pseudo-label assignment problem as the optimal transport problem and further proposed using a fast version of the Sinkhorn–Knopp algorithm [38] to efficiently find the approximate solution to the transport problem. Similarly, Caron et al. [24] proposed SwAV, which extends this clustering setting using a contrastive learning setting. Under the scalable online assignments, this could simultaneously cluster the data and enforce consistency between different views. In order to further improve stability in the training of the clustering-based self-supervised learning paradigm, [161] developed ODC, and online deep clustering. Instead of alternating between feature clustering and the updating of network parameters, ODC decomposes the clustering process into mini batch-wise label updates that are integrated into iterations of network updates (e.g. convolution networks for extracting features). As a result, the feature clustering process and the updating of network parameters could be performed simultaneously.

4.4 Regularisation-Based Models

Like contrastive models, these models work on distorted views of the same sample with the aim of maximising the similarity between representations of the augmented views. However, unlike contrastive models, they do not require negative pairs to be included in the cost function. These models are comprised of two branches of encoders with similar architecture. These two branches, usually known as the student and teacher networks (or online and target networks) are trained to learn similar latent representations (see Figure 5.d).

As mentioned in the previous section, sampling plays a critical role in determining the quality of the learned representations. In contrastive models, negative sampling helps to learn the distinguishing features of data and prevent representation collapse where all embedding vectors collapse to a single trivial solution. However, using an effective sampling technique can be computationally expensive. As a result, regularisation-based techniques have been proposed. They have gained much attention as they remove the need to use negative samples, whilst still avoiding representation collapse [73]. Regularisation approaches also remove the problem of learning representations with false negative pairs.

First, Bootstrap Your Own Latent (BYOL) [60] proposed a self-distillation model that employed asymmetrical encoding networks as online and target networks. The online network was trained based on backpropagation of the objective function, while the target network was updated based on a slowly moving exponential average of the online network. Consequently, the target network used what was referred to as a momentum encoder. Although, as we discussed earlier, negative examples in a contrastive loss function prevent representation collapse, BYOL does not consider negative examples, and the objective function is entirely based on the similarity of representations learnt from the online and...
target networks. [54, 138] conducted experiments to show that batch normalisation implicitly plays the role of negative pairs by forcing the representations of each positive pair to be far from the other samples in the batch. However, later authors of BYOL claimed that their approach was still effective even without batch normalisation [114] by replacing it with group normalisation and weight standardisation in the network layers.

The Simple Siamese Network (SimSiam) [32] simplified the BYOL architecture by removing the need for a momentum encoder. [32] showed that a stop gradient on the student network and a predictor on the top of the teacher network were crucial to avoid representation collapse. Therefore, both network branches update together based on the gradient of the predictor’s output. DINO [25] expanded the momentum encoder from BYOL to avoid representation collapse by ‘centering’ and ‘sharpening’ the outputs of the teacher network. It was claimed that centering prevents one dimension from dominating the representation but encourages collapse to a uniform distribution, whilst sharpening has the opposite effect on the extracted representations. Therefore, together they can successfully replace batch normalisation.

Another category of methods [18, 50, 159] have introduced new objective functions that have been shown to achieve state of the art SSRL performance, whilst removing the need for negative samples, a momentum encoder and a ‘stop gradient’. Barlow Twins [159] replaced the simple cosine similarity-based loss function with a new cost function that learns an invariant representation that minimises the redundancy of samples. The cost function achieves this by ensuring the cross correlation matrix of positive embedding pairs are brought as close as possible to the identity matrix. Similarly, W-MSE [50] tried to force the spread of representations in a batch over the unit sphere. Very recently, Variance–Invariance–Covariance Regularisation (VICReg) [18] was proposed based on the Barlow Twins approach and improved the model in various ways. VICReg proposed a novel objective function that considers three criteria, including the distance between representations, and bound the standard deviation of each representation variable along and the covariance of each pair of representations (this one has been borrowed from Barlow Twins [159]). In addition, VICReg does not require that the architecture of the two branches be similar, and therefore, they will be trained separately based on the gradient. This recent line of designs is depicted in a high-level illustration in Figure 5(d). We will discuss the evolutionary trend of objective functions in SSRL models in Section 6. Almost all of the aforementioned approaches

### Table 6. List of regularisation-based models. Various modalities are shown as Image

| Method       | Mod. | Label Generation Strategy | Architecture                      | Objective Function                                           | Contribution/ Application                                                                 |
|--------------|------|--------------------------|-----------------------------------|-------------------------------------------------------------|------------------------------------------------------------------------------------------|
| BYOL [60]    |      | Augmentation             | Sym. encoders + Momentum          | Mean Squared Error                                          | Removed the need for memory bank in MOCO                                                |
| SimSiam [32] |      | Augmentation             | Dual Sym. encoders + one branch predictor | Mean Squared Error                                          | Removed the need for Momentum update of BYOL                                             |
| DINO [25]    |      | Augmentation             | Self-Distil. + transformer        | Cross entropy between distribution of representations from teacher and student networks | Momentum encoders combined with ‘Centring’ and ‘sharpening’ of Teacher network’s output |
| Barlow-Twins [159] |     | Augmentation             | Dual Symmetric Encoder            | Maximize agreement between the correlation and Identity matrix | A novel loss to maximize the information content and reduce redundancy of embeddings |
| W-MSE [50]   |      | Augmentation             | symmetric encoders                | Whitening MSE                                               | Proposed Whitening MSE to remove the need for negative pairs                           |
| VicReg [18]  |      | Augmentation             | Asymmetric encoders               | Regulazing Variance, Invariance, Covariance of embeddings   | Not require symmetric architecture suitable for multimodality                            |
have been proposed for vision applications, mostly images. Therefore, it is an interesting direction for future studies to apply and customise these approaches for other modalities.

5 Self-Supervised Representation Learning in Multimodal Data

In this section, we explore existing approaches in multimodal self-supervised learning from different viewpoints. First, we explain the motivation and importance of multimodal self-supervised learning. Second, we introduce the available categories of modality fusion techniques and the challenges of each model. Finally, we compare existing methods based on the number and type of modalities they can handle.

5.1 Why Self-Supervised Multimodal Learning?

The human brain is constantly learning from the data it receives from its various sensory inputs (i.e. vision, hearing, smell, touch and taste). Inference and learning are the products of a series of actions, including correlating and contradicting the data received from various sources, and can be combined with our previous experience and knowledge (i.e. memory feedback). The manner in which a baby learns is a good example of our learning process. Experiences during our lives are mostly multimodal. Each mode of received data provides a complementary view of the same incident that can help us precisely perceive our environment. For example, if we consider an apple, we can recognise it by its smell, shape and taste. Learning a concept via multiple modalities is rooted in the concept of ‘degeneracy’ in Neurobiology. Tononi et. al. [141] explained that ‘degeneracy is the ability of elements that are structurally different to perform the same function’. Therefore, each modality explains the very same event in a different language and will reveal a different perspective with extra details about the very same experience. These overlapping and complementary views from various modalities help us to understand our environment, even in situations in which we lack one or more modalities. According to [129], babies learn from their multimodal sensory system, and surprisingly, they can acquire knowledge without needing any external supervision. The more they are exposed to different environments and experiences, the faster they learn and make precise connections between different modalities. Babies achieve this self-supervised multimodal synchronous perception incrementally through their interactions (i.e. series of actions and observations) with the world around them [129].

Similarly, in the regime of artificial intelligence, fusing data from various modalities is a crucial factor in building successful applications. Multimodal learning is a well-established concept in many important tasks, such as visual question answering [82], cross-lingual speech translation [81] and audio–visual retrieval [101]. We can summarise the reasons behind the recently growing interest in multi/cross-modal self-supervised learning as follows:

• Annotated dataset: The success of traditional machine learning models depends heavily on the availability and accuracy of an annotated dataset. However, annotation of multimodal data is challenging due to (1) different levels of granularity of various modalities; (2) limitations in the number of modalities, size and generality of publicly available annotated datasets; (3) the requirement for domain experts in order to acquire annotated datasets in some domains, such as medicine, law and biology and (4) privacy issues in annotating datasets in some cases, especially in medical and other human-related applications. These challenges can result in a shortage of high-quality annotated datasets, which results in the poor performance of supervised models. However, self-supervised multimodal models can leverage an abundant amount of available unlabelled data.

• Supervisory effect: As we discussed earlier, modalities can provide supervisory signals for other modalities, such as the most well-known applications in the domain of text–speech [12] or text–vision [112] and recently in ubiquitous applications under the multi-device topic [75].
• Emerging applications: Due to the ever increasing amount of data being collected, stored and served, there is an increasing tendency towards using multimodal data within analytical applications. Modern intelligent systems are required to fuse heterogeneous data sources in order to makes predictions and inferences. With the emergence of the Internet of Things (IoT) where data is continuously being collected from a wide range of devices and individuals, there is an undeniable need for multimodal and cross-modal learning frameworks [75].

• Diversity in data: Learning from a broad range of modalities not only yields a general-purpose solution but also provides the opportunity to uncover hidden and less-studied patterns in real-world data that may not be present in small annotated datasets, which are usually captured under fully controlled and restricted conditions.

5.2 Cross-Modal Learning Categories

Traditionally, cross-modal learning in machine learning has focused upon modeling different modalities independently prior to their fusion. For example, work integrating audio and video data have used visual networks to train the audio model (such as SoundNet [11]) or vice versa [108]. Previously, it was thought that our brains processes different sensing modalities independently (in separate unisensory regions) and the understanding obtained from each modality is then integrated after this individual processing. However, it has been shown that multisensory convergence occurs much earlier than previously thought [122]. This discovery has led to the exploration of multimodal machine learning techniques. Recent work has suggested that combining different data modalities in the early stages of modeling results in more accurate and robust deep neural networks [19].

Traditional supervised multimodal deep learning models trained modality-specific or modality-generic networks separately to extract modality-specific features, and then, to consider the relationships between modalities, they would use various techniques to combine the extracted modality-specific features. Based on how and when models combine and integrate different modalities, multimodal learning can be divided into (1) immediate fusion, (2) intermediate fusion and (3) late fusion. In immediate fusion, the extracted features are concatenated and fed into a shared model; however, in intermediate fusion and late fusion, the features are fed into different or shared processing models independently and are only combined in the middle or late layers of the model.

None of these traditional models considers fusion of the input modalities before extracting representations (features) [19]. We specifically focus on this type of fusion, which occurs before representations are extracted. This approach is also called cross-modal learning in which we account for the possible relationship between modalities from the very beginning. Hence, each modality can be considered as a supervisory signal for the other modalities. For example, text data can perfectly supervise the classification of captioned images [112] or audio with transcripts [63]. Another example of cross-modal self-supervised learning is instructional videos in which the sequence of the images is highly correlated with the audio (spoken words) [6, 97, 132, 152]. Similarity ubiquitous computing applications with various sensor modalities can benefit significantly from self-supervised cross-modal learning [75]. For example, in the field of robotics, integrating data from many different domains, such as visual, audio, speech and inertial data, is a popular research topic. Much work has been done in integrating visual and motion sensor data (visual–inertial odometry) [4, 30, 83] to enable different motions and poses of mobile robots.

Amrani et. al. [7] provided a comprehensive taxonomy of cross-modal representation learning models based on how they infer modality representations and capture cross-modal information. However, in this work, we only explore existing categories proposed for SSRL models as follows:

(1) Joint representation learning models map all modalities into embedding vectors in a shared space. These models learn modality-specific representation under some constraints shared between all modalities. The most applied
constraint in multimodal SSRL models is to maximise the agreement between various modalities’ representation by maximising their correlation, similarity or mutual information [63, 75, 136, 156].

(2) Translator representations are mostly based on encoder–decoder frameworks and are learned from a single modality that can translate the input sample into the corresponding sample or representations from another modality. As an example, VirTex [42] proposed an encoder–decoder model to train visual representations by solving a proxy task based on the corresponding text from image captions. However, these methods do not exploit the full potential of each modality, as they do not consider the correlations between all modalities simultaneously.

The former model has been used in the most recent frameworks (see Table 7 and 8), especially in contrastive learning approaches in which they contrast different modalities instead of the augmented views of a single modality.

A good model for multimodal representation learning should be able to address the following criteria:

(1) Comprehensive representation: It is important to capture a compact but informative representation that is shared across all modalities. Usually, all modalities share the same high-level semantic but not necessarily the same phenomenon. For example, considering an image and its caption, they can be relevant, as they are pointing to the same topic, but their content may not be strictly the same. Some details in the image may not be covered in the text and vice versa [127, 153]. In contrast, in multimodal temporal data, the data usually comes from different sensors, such as cameras, motion sensors and wearable sensors, and all modalities represent the same phenomenon from different perspectives. Hence, a model needs to learn representations that reflect not only the features of each individual modality but also the global features at a high level.

(2) Robustness against noise: Since there is no label to select negative pairs, the method should be robust against false negatives that may exist within a mini-batch. In most methods, different pairs within batches are treated as negative pairs while some of them may be semantically related. This problem causes more issues in cases with a limited range of classes, such as medical applications, human activity and emotion recognition [41].

(3) Generic solution: The pretrained model should be extendable to various tasks, applications and modalities.

(4) Temporal structure: In the case of temporal modalities, the model should be able to capture the temporal structure of the data and the progression of the underlying temporal dynamics [140].

(5) Modality selection: In the case of multimodal temporal models, the model needs to be able to dynamically weigh each modality and emphasise the more important ones because irrelevant modalities (modalities that do not participate in the current class) can lead to a degenerate solution when the objective function maps the modalities more closely in the latent space.

Next, we will first cover cross-modal approaches that work on only two modalities, then we explore the most recent works that have expanded the number of modalities to three or more. There is a large body of research on multimodal techniques; however, they are mostly dependent on annotated data. In this work, due to the main focus of the paper, we will highlight the self-supervised models proposed for temporal cross-modal data.

5.3 Dual-Modality Self-Supervised Recognition Learning

Audio–visual correspondence (AVC) techniques [8, 9] aim to learn shared representation between an image (a single frame of a video) and its corresponding sound segment using the contrastive learning framework. The AVC has been leveraged to learn representations for both modalities. [9] proposed AVE-Net to extract aligned visual and audio embeddings for inputs’ correspondence with Euclidean distance between the features.
Similarly, [107] presented an approach to predict whether video frames and audio are temporally aligned, where misaligned samples were generated simply by a shift operation in the audio domain. SoundNet [11] capitalised on large-scale unlabelled data using a pretrained vision model to learn audio representations with knowledge distillation. Apart from pretext models, Korbar et al. [86] developed audio–visual temporal synchronisation (AVTS), a contrastive approach for AVTS that considers the temporal relationship and flow of video and audio and identifies whether they are synchronised. AVTS employs a regularised cross-entropy loss function similar to the loss functions used for Siamese networks [85]. AVID+CMA [101] improved the AVC models by employing multiple positive and negative pairs from the same and different modalities using a noise contrastive estimations objective function.

Apart from audio–visual models, vision–text retrieval models were introduced, employing the shared semantic between the visual data and the corresponding text. ViLBERT [94] extended the BERT language model [43] to jointly learn representations of images and text data through separate networks for each modality, which communicate using novel co-attentional transformer layers. CLIP [112] exploited the use of natural language as a supervisory signal to learn representations from images. Similarly, [156] proposed employing the semantic correlation between images and their captions to extract informative representations of each modality. In addition to inter-modality contrastive functions, they also suggested applying modality-specific contrastive objective functions to improve the encoders in learning representations. Hence, they trained encoders for each modality in a self-supervised manner and then mapped the representations onto a shared space using inter-modality contrastive learning.

Later, many works extended the idea of leveraging the supervisory information embedded in text and images to learn representations from temporal modalities, such as video [96, 97, 131] and audio (HuBERT [72]). However, not all of these approaches consider temporal information in the input data. For example, [131] learned to classify videos based on their title, description and tags, if available, but did not consider the temporality that can be extracted from the text and video. Due to the fact that video is usually paired with audio, and these two modalities can be highly correlated, the audio signal can play the same supervisory role for videos. In contrast to text, audio can be temporally correlated with different frames of the video, which provides a large amount of shared semantic information across both modalities over time. Alwassel et. al. proposed three different approaches to self-supervised learning from paired audio and video samples [5]. They built their model based on DeepCluster [23], which is a clustering and relabelling technique for learning from single-modality (video or image) data in a self-supervised manner. They proposed three models: 1) Multi-head deep clustering applies the DeepCluster model to each modality and adds a second classification head supervised by another modality. 2) Concatenation deep clustering obtains cluster vectors by concatenating the visual and audio features. 3) Cross-modal deep clustering (XDC), in which each encoder relies exclusively on the clusters learned from the other modality as the supervisory signal. Using modalities as supervisory signals for another modality, they showed that XDC can outperform other supervised and self-supervised baselines in activity recognition from videos. It is worth noticing that XDC and similar approaches do not take the semantics of the accompanying audio into account. For example, XDC transforms the audio signal into a spectrogram image. Similarly, [144] learned general audio representations using video, spectrograms and raw waveforms, with contrastive objective functions rather than clustering. However, in this method, they exploited the use of low-resolution video as a supervisory signal for learning quality representations from audio signals. They evaluated the effectiveness of their method across different audio-related tasks, including speaker identification, keyword spotting, language or musical instrument identification.

However, the abovementioned methods do not consider the temporal correlation across times (inter- or intra-modality). [111] showed that considering temporal constraints can improve the accuracy and quality of the learned representations. Therefore, another line of research appeared that aimed to maintain the temporal consistency and
| Model       | Mod  | Category            | Sampling                     | Objective Function | Application                                                                 | Contribution                                                      |
|------------|------|---------------------|------------------------------|--------------------|-----------------------------------------------------------------------------|--------------------------------------------------------------------|
| TCN [126]  | ⚫   | Contrastive         | cross-view (2-3 view points/camera) | Triplet Loss       | Mimicking human actions by robots; Reward function in reinforcement learning | Learning from multiview videos from multiple cameras for robotic applications |
| L3-Net [8] | ⚫ diligently    | Contrastive         | Image and corresponding audio | Binary NCE         | Audio source in the image, Cross modal retrieval                          | Detect image and audio correspondence and modality specific representations |
| AVC [9]    | ⚫ diligently | Contrastive         | Image and corresponding audio | Binary NCE         | Audio source in the image, Cross modal retrieval                          | Improve L3-Net [5] by employing Euclidean distance between modality embeddings instead of concatenation. |
| [102]      | ⚫ diligently | Contrastive         | Face-Voice pairs             | Binary NCE         | Biometrics (Person identification, Face-Speech identification)             | Learns joint embedding between face and voices. Employs curriculum learning to weight hard negatives |
| AVTS [86]  | ⚫ diligently | Contrastive         | Video-audio alignment        | Binary NCE         | Audio source detection                                                    | Learning audio-visual representation via detecting videos with not-aligned audio |
| Multisensory [107] | ⚫ diligently | Pretext             | Masked input                | CrossEntropy       | Action classification, Video captioning                                    | Using bi-directional transformers to predict masked parts of text and video |
| VideoBERT [132] | ⚫ diligently | Clustering          | Cross modal                 | K-means            | Action recognition, audio classification                                   | Iterate clustering (to generate pseudo-labels) and classification (to tune encoders) |
| XDC [5]    | ⚫ diligently | Clustering          | Cross modal                 | Sinkhorn Clustering [38] | Video clustering                                                           | Extends SeLA [155] by including audio and learning multiple clustering models. |
| SelaVi [10] | ⚫ diligently | Clustering          | Cross modal                 | MIL-NCE            | Action recognition / segmentation/localization                             | Using instructional video |
| [96]       | ⚫ diligently | Contrastive         | Crossmodal                  | Multi-class N-pair loss | OCR, action recognition in videos, geo-localization                        | Learning images from raw text directly |
| CSTNet [81] | ⚫ diligently | Pretext             | Masked input                | CrossEntropy       | Speech translation                                                         | Semi-hard negative mining / Cross lingual learning |
| CLIP [112] | ⚫ diligently | Pretext             | Masked input                | CrossEntropy       | Speech recognition                                                         | Learning images from raw text directly |
| [156]      | ⚫ diligently | Contrastive         | Cross modal + augmentation  | InfoNCE            | Image classification / tagging, segmentation, cross-modal retrieval        | Inter and Intra-modality contrastive loss function |
| HuBERT [72] | ⚫ diligently | Pretext             | Masked input                | CrossEntropy       | Speech recognition                                                         | Combined acoustic and language model learned from continuous inputs |
| AVD+CMA [101] | ⚫ diligently | Contrastive         | Cross modal                 | InfoNCE            | Audio-visual retrieval                                                     | Joint inter and intra-modal contrastive learning |
| CM-CV [79] | ⚫ diligently | Contrastive         | Augmentation crossmodal     | TL (views) + CE(modalities) | Shape retrieval, Segmentation                                              | View and modality-invariant/TL/Triple loss |
| COALA [51, 52] | ⚫ diligently | Contrastive         | Cross modal                 | KL divergence + NT-Xent [31] | Sound event recognition, music genre recognition, Instrument classification | Reconstruction task + contrastive learning to learn audio from corresponding tags |
| CRL [106]  | ⚫ diligently | Contrastive         | Cross modal                 | Triplet loss       | Handwriting                                                                | Novel application |
| ViCC [139]  | ⚫ diligently | Contrastive         | Augmentation for RGB + opt. flow | 12 x CE considers all positive pairs | Video Retrieval, Action Recognition | Alternatively optimize each view based on prototypes learned from the other view |
correlation across time. In this regard, instructional videos became a popular source of video and language data, using automatic speech recognition to generate text from the narrations (audio signal) [96, 97, 132].

5.4 Multiple Modality Self-Supervised Recognition Learning

Multimodal learning is considered a type of multiview learning technique in which data comes from different sources (modalities). For example, Time contrastive networks (TCN) [126] have been proposed for learning representations from multiple views recorded simultaneously from multiple cameras. However, TCN is only capable of considering two sources of data at a time. Recently, the idea of cross-modal learning has been extended to more than two modalities. AudioCLIP [63] built on top of the well-known image–text model, CLIP [112], by adding an audio branch and customising the contrastive objective function by contrasting each pair of text–image, text–audio and image–audio separately in a single objective function. [136] proposed contrastive multiview coding (CMC) with an objective function based on noise contrastive estimation [62]. They proposed two different settings for considering multiple modalities: the core view and full view. In the core view, one view is considered as core and a pair-wise comparison between the core view and all the other views is performed. The full-view formulation of the CMC objective function contrasts all pair-wise combinations of existing views. Therefore, the full view has an exponentially increasing cost with respect to the number of views, which means it fails to effectively scale to a large number of views. The idea of CMC has been used to extend contrastive learning models to consider multiple views (e.g. various augmentations of images and multiple sensory views, such as RGB, optical flow and depth) of the same modality. Although the model has been employed only for vision data, it is capable of considering other modalities as well. [27] applied the full view of CMC to synthetic aperture radar sensor data by extending the number of modalities and the number of augmentations that can be applied to each modality.

Similarly, Alayrac et al. proposed the multimodal versatile network (MMV) [3] that extended the dual-modal view (text–video) to three modalities and showed that including audio as an additional supervisory signal can help improve the quality of learned representations without annotated data. Therefore they employed a separate convolution-based encoder for each video, text (extracted speech from the audio) and raw audio signal to capture a shared representation between all modalities using a contrastive objective function. In contrast, VATT [2] suggested using a shared transformer-based backbone across all video, text and audio modalities and showed comparable results to MMV [3].

Apart from contrastive models, multimodal clustering networks (MCN) [29] extend the dual-modality clustering-based model (such as XDC [5] and SeLaVi [10]) to include three modalities (i.e. video, text and audio). However, MCN performs clustering across features from different modalities in the joint space to learn multimodal clusters while XDC and SeLaVi apply clustering across each modality individually.

Extending the concept of self-supervised cross-modal learning to the domain of sensors and time-series applications is quite recent. Despite the undeniable need to consider data from many different sensor sources [16] and the difficulty in annotating fast-generating time-series data in ubiquitous applications, applications of self-supervised contrastive learning in multi-modal time-series data have still not been extensively studied. In addition, applying existing contrastive methods to multimodal data requires pairwise contrasting mechanisms between modalities [136, 144], which results in combinatorial computational complexity. Assuming the dot-product of sample pairs is the atomic operation of the contrastive objective function, the time complexity of contrasting each pair of modalities will be $O(N^2)$, where $N$ is the size of the input. Extending the number of modalities, $V \geq 2$ results in $\frac{V!}{(V-2)!}$ different pairs of modalities and a complexity of $O(V^2N^2)$, which is quadratic with respect to the number of modalities $V$. However, the majority of prior contrastive models required a large number of negative pairs, which significantly increases the space and
time complexity, but larger batch sizes can potentially create a larger number of false negative pairs in ubiquitous applications, which can degrade performance [41].

Recently, ColloSSL [75] proposed an end-to-end framework for multi-device sensor applications SSRL based on contrastive learning. ColloSSL is a collaborative device self-supervised learning model that considers data from multiple accelerometers and gyroscope sensors. To extract positive samples, ColloSSL selects the most suitable sensor(s) (device) based on the maximum mean discrepancy metric. The authors of ColloSSL proposed device selection, sampling and contrastive objective functions customised for the application of HAR using motion sensor data. Although there are several approaches to SSRL from multivariate sensor data [41, 55], they are not listed here as they do not consider cross-modal correlation. Table 7 and 8 summarise existing cross-modal models proposed for two and more than two modalities, respectively, and the category they belong to along with their main contribution and applications.

6 Evolving trend in Self-Supervised Recognition Learning Objective Functions

In the absence of annotated data, self-supervised learning models design a predefined function $F$ to use the structure of data $X$ and generate pseudo labels $Y$. Depending on the function $F$, the self-supervised model can be categorised into pretext task, contrastive, cluster-based or regularisation-based models. In this section, we cover the evolving trend of the objective functions used in each category by mentioning the most notable approaches. Table 9 summarises the proposed objective functions and their main contributions to highlight the evolving trends in self-supervised objective functions. Please refer to Table 2 for the list of notations used here.

6.1 Pretext Task

As we discussed in Section 4.1, pretext-based models are divided into two broad subcategories of self-prediction and innate relation-based models. In self-prediction (also called masked prediction) models, function $F$ masks random or specific (usually future) parts of the data and forms a pair of masked and original data as the training input and ground truth labels $(X', Y') = F(X)$. Other than masking the input data, $F$ may generate the $X'$ and $Y'$ by generating noisy data from the original data. All these prediction-based approaches train to minimise a reconstruction loss, such as mean squared error (MSE), as their objective function to pretrain the underlying encoders $f$.

In innate relation-based models, the function $F$ applies one or multiple transformations, $Y'$, over the original data, $X$, and feed the transformed data, $X'$, into the model. The model needs to learn the features of the data by trying to recognise the transformation function. For example, in vision applications, the transformation could be rotating the image, and the pseudo labels are the angle of rotation, or in a multi-channel sensor application, the transformation could be shuffling the data in either temporal or spatial order, and the model needs to predict the correct order. The learning objective function can be a cross-entropy loss function if there are multiple transformations.

6.2 Contrastive

Since there is no information on the type and number of classes, in contrastive-based models, each instance is considered as a separate class. However this assumption results in three main issues: 1) a large number of classes, 2) a limited number of examples per class (one instance per class) and 3) unseen classes during inference time. Due to these issues, it is not feasible or efficient to employ the cross-entropy loss function. To address the issue of unknown classes, [36, 64] proposed a similarity metric learning method to verify and recognise the related samples (positive pair) among artificially generated noise (negative pair) samples. Their idea was to map the samples to a lower-dimensional target space where the distances in the target space approximate the ‘semantic’ distance of the samples in the original input space. Hence, instead of discriminating the negative samples in the original space, the model learned a similarity metric
Table 8. Existing methods that consider more than two modalities. Comparing modalities, categories, target application and their contributions. Various modalities are shown as: Video ★ Image ● Audio ○ Text ▼ Inertial/Bio/Environmental Sensors ▲

| Year | Model | Joint | Video | Audio | Text | Inertial/Bio/Environmental Sensors | Category                          | Contribution                                                                 |
|------|-------|-------|-------|-------|------|-----------------------------------|----------------------------------|--------------------------------------------------------------------------------|
| 2020 | CMC [136] | -     | ●     | -     | -    | -                                 | Contrastive                      | They proposed two CL-based loss function (full-graph and core-view) to learn joint representation across various augmentations of single video. They employed Info-NCE for every pair of views. |
|      | MMV [3]   | Y     | ●     | ●     | ●    | -                                 | Contrastive                      | Learns joint representation from video, audio, text by learning fine-grained audio-visual representations based on Info-NCE, and contrasting them against text (video narrations) using MIL-NCE [96]. |
|      | MVI [77]   | -     | ●     | -     | -    | -                                 | Contrastive                      | Learns representations from 3D images by considering CL for all pairwise combination of mesh, point cloud, image (cross-modal) and contrasting different augmentations of 2D images (cross-view). |
|      | [144]   | -     | -     | -     | ●    | ●                                 | Contrastive                      | 3-way contrastive function (video, waveform, spectrogram). Similar to full graph in [136], they consider all pair of modalities separately. |
|      | AudioCLIP [63] | -     | ●     | -     | -    | -                                 | Contrastive                      | Applied symmetric cross entropy loss across each pair of modalities (img-txt, img-audio, txt-audio). |
|      | VATT [2]  | Y     | -     | ●     | ●    | -                                 | Contrastive                      | Use the same architecture proposed by [3], however improved by introducing modality-specific or modality-agnostic transformers for the encoders. |
|      | MCN [29] | Y     | -     | ●     | ●    | -                                 | Clustering + Contrastive         | Combining contrastive learning to learn instance based, and clustering to enforce grouping of semantically similar topics. |
|      | ColloSSL [75] | Y     | -     | -     | -    | ●                                 | Contrastive                      | Offers an end-to-end solution including device selection, pair sampling, and cross-device contrastive objective function based on Info-NCE. |
|      | ELo [110] | Y     | -     | ●     | ●    | -                                 | Pretext + Clustering              | Multiple self-supervised tasks followed by clustering for fine-tuning the weights of the pretext tasks using an evolutionary loss function. Finally representations of different modalities (image, audio, optical flow) are infused into the main network by using distillation technique. |
| 2022 | Data2vec [13] | Y     | -     | ●     | ●    | -                                 | Pretext + Regularization         | Extends self-distillation training of BYOL [60] to 3 modalities combined with transformer encoders. |

to differentiate between irrelevant samples in the target space. This formed the first line of research on the contrastive objective function, which required some pre-processing to generate the training set, including positive and negative pairs. This idea basically turns the problem of classification with a large number of classes into a problem with binary class labels, where the label is one if a pair of inputs belong to the same sample (i.e. different augmentations of the same sample) and the label is zero if they belong to separate samples.

Triplet contrastive loss, proposed in [28] and [123], expands the loss function to consider a triplet of samples (anchor, positive and negative) as \((x, x^+, x^-)\) simultaneously in the loss function. In general, the triplet loss function outperforms...
the contrastive loss because the relationship between the positive and negative pairs are both considered in the loss calculation, whereas the positive and negative pairs are considered separately in the contrastive loss function. However, both approaches suffer from slow convergence and falling into local optima [130] mainly as a result of the following:

First, since they consider only one negative pair per update of the loss, the objective function may push the negative pair apart, but they will be closer to other negative samples. Second, since there is only one negative sample per reference sample, the selection of a good negative pair plays an important role.

To address the issue of the limited number of examples per class, ExamplarCNN [46] tried to solve the problem by applying multiple and randomly selected transformation functions on each input seed (sample) to create an augmented set of training samples for each instance (class). However, it is still infeasible to apply the cross-entropy objective function across large datasets [49]. Noise contrastive estimation (NCE) [62] proposed a novel objective function with the aim of estimating the cross-entropy loss function by recognising the related samples (positive pair) among the artificially generated noise (negative pairs). Similar to NCE, n-paired [130] and lifted structured [104] loss expanded the triplet loss function to consider multiple negative pairs instead of only one pair of positive and negative samples. It is worth noticing that n-paired loss is a special case of [104] that proposes a sampling strategy to choose positive pairs from disjoint classes. InfoNCE [105], which is probably the most popular contrastive objective function in recent works, is inspired by the NCE loss function and uses categorical cross-entropy loss to identify the positive sample against a set of unrelated noise samples. MIL-NCE [96] and soft nearest neighbor loss [56] improve the InfoNCE objective function to consider multiple positive pairs at the same time.

These approaches, however, require expensive data sampling methods to select nontrivial negative instances for training. Recent studies have shown that harder negative samples (i.e. true negative samples that are close to the anchor) make it more challenging for the encoders to learn distinguishing features and lead to higher performance. However, while the quality of negative samples is crucial in contrastive learning, existing work has typically adopted random negative sampling. This requirement introduces the new concept of hard-negative instance mining, which has been shown to play a critical role in ensuring these cost functions are effective [37, 47, 80, 149]. Several different sampling strategies have been proposed to address this issue in different ways. Some of the recent works using random sampling strategies showed that covering a more diverse range of negative pairs can increase the performance of the model [71]. Therefore, these methods increase the number of negative pairs by either increasing the batch size (SimCLR [31]) or employing a memory bank that contains all the training samples (MoCo [68]). However, increasing the batch size or using memory can create other issues.

Apart from computation and storage complexity introduced by larger batch sizes and memory usage, respectively, these techniques may increase the number of false negatives, but there is no guarantee that they introduce hard negatives [80, 100]. Since we do not know the actual labels, random sampling may accidentally sample false negatives. Several methods addressed this problem by introducing a debiased loss function to diminish the effect of fake negatives [37, 115]. Instead of proposing a new loss function, [74] tried to solve this issue by proposing a false negative cancellation method to detect and eliminate possible false negative pairs from the set of negative pairs and attract those as positive pairs. Other approaches include hard-negative sampling [128], semi-hard mining [123], distance weighted sampling [149], hard-negative class mining [130] and rank-based negative mining [146]. Recently, [80] proposed a new hard-negative mining strategy that generates a synthetic hard-negative pair by mixing the most similar negative samples.

Recently, two critical aspects related to contrastive learning loss functions were introduced and evaluated by [142]. They introduced an optimisable metric based on (1) closeness (alignment) of positive pairs and (2) uniformity of the distribution of the representations on the hypersphere. They showed that optimising these two metrics leads to better
representations for downstream tasks when compared with popular contrastive learning objective functions. Over the last couple of years, contrastive objective functions have been extended to address cross-modal contrastive learning requirements [2, 3, 75, 126, 136, 144].

6.3 Regularisation

As mentioned in Section 4.4, unlike contrastive models, regularisation-based models do not require negative pairs. Their objective function is purely based on the similarity of positive pairs, and the negative part is excluded. Regularisation-based models mostly employ symmetric similarity loss functions based on cosine similarity or dot-product across representations of positive samples [32, 60]. However, recent works have introduced a novel objective function along with their architecture-wise contributions [18, 50, 159]. To summarise the contribution of each and highlight the differences when compared with contrastive models, Table 9 compares their objective functions.

7 Discussion and Future Directions

In this section, we analyse open challenges in applying self-supervised learning on multimodal time series and discuss future research directions that can potentially address these challenges.

7.1 Constructing Contrastive Pairs

An important ingredient for the contrastive learning pipeline is constructing the contrastive pairs. The quality of positive/negative pairs significantly affects the performance of a contrastive learning model. One common and effective construction strategy in the CV domain is directly applying augmentation techniques (such as rotation and color distortion) on the raw data. However, augmentation in the raw data space is challenging for time-series data, especially for multimodal and heterogeneous time-series data. Considering the inherent characteristics of multimodal time-series data, including the complex temporal relationships between different modalities, it is difficult to design augmentation techniques that provide diverse views of the multimodal time-series data, whilst maintaining the representation invariance. For example, we should not only consider constructing sample pairs from segments at different temporal points (as in single mode scenarios), but also sample pairs from different modalities. In addition, depending upon the specific downstream task, the sample pairs could be constructed from segments of the different modalities at either the same time or different time points. Consequently, there are additional complexities associated with designing the contrastive sampling process with multimodal time-series data.

Targeting this contrastive sampling challenge, we present two possible directions. (1) Contrasting in the latent space: Instead of augmenting the temporal data as is commonly done, augmentation could be carried out in latent space (e.g. after the raw data has been encoded) in order to construct contrastive pairs of samples. Such a construction process would provide a new perspective on contrastive learning. Techniques like temporal masking, adding noise or dropout operations (applied on the latent vectors) could be exploited. (2) Hierarchical contrasting: To learn representations at various temporal resolutions, a novel hierarchical contrasting concept has recently been introduced [157]. A stack of convolutional layers was combined with the max pooling operator to generate a multi-scale temporal representation. Sample pairs of the temporal data were constructed from segments with different temporal resolutions and then contrasted against each other. This hierarchical contrasting could also potentially overcome the limitations of searching for optimal window sizes (used for generating samples of temporal clips in the sliding window manner) when constructing contrastive pairs of temporal samples. Further exploration is needed to expand it to multimodal data.
Table 9. Summarising existing self-supervised contrastive and regularisation-based learning loss functions (CM shows if the objective function is proposed for cross-modal).

| Method | CM | Objective Function | Details |
|--------|----|--------------------|---------|
| Paired [35] (2005) | - | $\frac{1}{n} \sum_{\text{vw}} \log \frac{e^{f(v)/\tau}}{\sum_{w'} e^{f(w')/\tau}}$ | $\alpha$ m is a hyperparameter, defining the lower bound distance between negative pairs. |
| Triplet [123] (2015) | - | $max(0, D(z, z^*)^2 - D(z, z^2)^2 + \alpha)$ | Generalized the triplet loss to include multiple negative samples. |
| Lifted structure [104] (2016) | - | $L = D(z_0, z_2) + \sum (\alpha - D(z_0, z'_0)) + \sum (\alpha - D(z_0, z'_2))$ | Considers multiple negative pairs. Also called CPC where $x_0$ and $x_2$ are history and future frames, respectively. |
| InfoNCE [69, 105] (2018) | - | $- \sum_{x \in P} \log \frac{e^{f(x)/\tau}}{\sum_{x'} e^{f(x')/\tau}}$ | MIL-NCE considers multiple positive candidate pairs by replacing the single term $e^{f(x')}$ in the standard NCE equation by a sum of scores over positive candidates. |
| MMV[3] (2020) | yes | $\lambda_{gap} \mathcal{L}_{NCE}(x_0, x_0^*) + \lambda_{out} \mathcal{L}_{MIL-NCE}(x_{out}, x_{out}^*)$ | $\alpha$ corresponds to video-audio pairs, and $\lambda_{out}$ points to corresponding pairs from text and audio-visual modalities. |
| alignment-uniformity [145] (2020) | - | $\mathcal{L}_{align} = \mathbb{E}_{(x, x') \in P} \left[ \frac{1}{2} \log || f(x) - f(x') ||_2^2 \right]$ | Optimizing metric based on aligning the representations of positive pairs and distributing the representations of all instances on the unit sphere. |
| DCL[37] (2020) | - | $g = \max \left\{ \frac{1}{n} \sum_{x \in P} e^{f(x)/\tau}, e^{f(x')/\tau} \right\}$ | Debaised Contrastive Learning for 1 positive sample and N negative samples across two views $e$ and $w$. The main purpose is to reduce the effect of false negative samples. |
| Hard-DCL[115] (2021) | - | $g = \max \left\{ \frac{1}{n} \sum_{x \in P} w \cdot e^{f(x)/\tau}, e^{f(x')/\tau} \right\}$ | Improves Debaised Contrastive Learning by increasing the weight of harder negative samples. |
| CMC[136][2019] [144] (2021) | Yes | $\mathcal{L}_{CMC} = \sum_{v < v'} \sum_{w \neq v, w} \mathcal{L}_{NCE}(v, w)$ | calculates the InfoNCE loss over every two-pairs of available views/modalities. |
| Barlow-Twins [159] (2021) | - | $C_{ij} = \frac{\sum_{x} f(x_i) f(x_j)}{\sqrt{\sum_{x} f(x_i)^2} \sqrt{\sum_{x} f(x_j)^2}}$ | Non-contrastive objective function that only considers positive pairs with the aim of increasing the similarity while reducing the redundancy by minimizing off-diagonal elements of representations' correlation matrix. |
| $W - MSE$ [50] (2021) | - | $W = \text{Whitened representations}$ $D(.) = \text{MSE between normalized whitened vectors}$ $x_1$ and $x_2$ are augmented versions of $x$ $\mathcal{L} = \frac{1}{2} \sum_{(x_1, x_2) \in P} D(W(f(x_1)), W(f(x_2)))$ | Non-contrastive objective function with the aim of maximizing the similarity between positive pairs while distributing the representations across the unit sphere based on whitening-MSE. |
7.2 Domain-Agnostic Representation Learning

In this rapidly changing and uncertain context, one challenge related to gaining valuable information from temporal data is quickly adapting and applying a self-supervised learning model to new tasks and environments. For example, time-series anomaly detection tasks and forecasting tasks are often related. A forecasting system with the ability to detect anomalies would be beneficial in many applications. Currently, in the self-supervised learning paradigm, pretraining (e.g. through pretext tasks or contrastive learning) is the initial step in the model training strategy. The pretrained models are then used (after being fine-tuned) for only one specific downstream task. Instead, the goal of the general framework is that the unified representations learned from the framework are expected to be applied to different time-series tasks, such as classification, forecasting, change point detection and anomaly detection. A key consideration here is whether the general framework can effectively and efficiently learn high-quality and domain-agnostic features of the multimodal data that are flexible and robust [133]. In a recent study, [157] first explored a flexible and universal representation contrastive learning-based framework for all kinds of tasks in the time-series domain. The proposed TS2Vec structure has demonstrated a generalisation capability in the single mode setting. Nevertheless, how to design a universal representation learning framework for multimodal temporal data remains unexplored. Under the multimodal setting, another valuable research question relates to dataset bias and the implication of this for transferring results across different tasks and datasets. For instance, the bias towards a specific modality under a particular task could undermine the quality of the learned representations under another task. Further study into a general multimodal self-supervised learning-based architecture would be a promising research direction.

7.3 Robustness to Irregular Data

In real-world scenarios, temporal data collected in the wild often has issues, such as sequences having irregular sampling intervals and/or data gaps. Furthermore, multimodal temporal data can be sampled at different rates leading to temporal misalignment between the samples of the different modes. Such irregularities can be challenge when applying self-supervised learning-based models to multimodal temporal data. By injecting time synchronisation errors into datasets, [75] recently analysed the robustness of its proposed SSRL model to temporal misalignment. This experiment provided valuable insight into evaluating self-supervised learning frameworks with data in the wild. To handle the irregularity of temporal data, recent studies presented ordinary differential equation (ODE)-based models, such as ODE-RNNs [116] and GRU-ODE-Bayes [39], which have shown promising results. In addition, [1] demonstrated that introducing irregularity encoders (for multimodal data sources) with attention mechanisms in parallelised structures can alleviate the influence of irregularity. Investigating approaches to integrate these techniques within the self-supervised learning paradigm would be an interesting direction for future investigation.

7.4 Effective Augmentation and Positive Sampling

In self-supervised learning, encoders are used to learn compact, informative feature vectors of the original data that can identify irrelevant samples. The quality of the final representation depends upon the use of data augmentations that are appropriate for the downstream analysis task and combination of views. If the input views (whether various augmented views or different modalities) are highly redundant, the encoders will learn trivial features that fail to provide useful representations [98]. High levels of mutual information between positive pairs can lead to the model taking a short cut during training to learn redundant, uninformative features rather than distinguishing features [137]. In the field of CV, much research has been conducted to carefully design or handcraft an appropriate set of augmentation techniques regarding the target task. However, in the field of cross-modal and temporal data, this issue has not yet been fully...
explored. For example, in the case of temporal data, we need to ensure that positive pairs that are in temporal order (e.g. subsequent frames) present a high amount of correlation. Similarly, in the case of multimodal data, different sources of temporal data may show high levels of mutual information (e.g. accelerometer and gyroscope sensors in human activity datasets). In both cases, although the encoder learns similar representations, they are not useful since they are only reflecting upon the similarities and not the distinguishing features of data. [137] explored the importance of view selection strategy and showed that there is an optimum amount of mutual information between views that is neither too high nor too low. For future works in cross-modal self-supervised learning across temporal data, it is critical to design appropriate modality selection (also known as device/channel selection) or augmentation techniques while considering downstream tasks.

8 Conclusion

In this work, we reviewed existing self-supervised approaches in learning representation vectors from various sources of data. We specifically concentrated on approaches proposed for multi-modal and temporal data, as these methods were not explored in existing review papers. To provide a comprehensive review, we introduced a new multi-attribute categorisation, which builds upon previous ones by including additional attributes; the input sampling technique, pseudo-label generation technique, training strategy and objective function. We then categorised discriminative (non-generative) SSRL models into four main categories: pretext, contrastive, clustering and regularisation-based models. Each category was introduced and outlined with respect to existing methods designed for single mode temporal data-sets. We then explored multimodal methods with respect to these existing categories and their specific requirements. Based on our review of existing SSRL approaches, we identified several challenges and weaknesses within existing methods, which need to be addressed in future research. We hope that this review helps the community in understanding the current limitations of SSRL for multi-modal temporal data, and where new research opportunities exist.
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