THE MOST IMPORTANT ASPECTS AND OPERATORS OF GENETIC ALGORITHM AS A STOCHASTIC METHOD FOR SOLVING OPTIMIZATION PROBLEMS

Abstract: This paper describes the most important aspects of the genetic algorithm as one of the stochastic methods for solving various classes of optimization problems. It also describes the basic genetic operators: selection, crossover and mutation, which are serving for a new generation of individuals to achieve optimal or good enough solution of the considered optimization problem.
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1. Introduction

Genetic algorithms (GA) are a family of algorithms that use some kind of genetic principles that are present in nature, in order to solve specific computational problems. These natural principles are: inheritance, crossover, mutations, survive of the best custom (or survival of the fittest), migration and so on. These algorithms can be used for solving various classes of problems because they are fairly general nature. By mode of action, genetic algorithms are among the methods directed random search space solutions are looking for a global optimum. In the same group can be classified several other methods based on similar principles, such as:

- evolutionary strategies,
- simulated annealing,
- genetic programming.

2. Coding and fitness functions

As the most important aspects of a genetic algorithm, point out the encryption functions (coding) and adaptability (fitness), which is very important to be well adapted to the nature of a particular problem. It has been said that the usual binary encoding or of a higher cardinality alphabet. Preferably the connec-
tion between the genetic codes and solutions to the problem is a bijective mapping. Then it is possible that the application of genetic operators in a certain generation get called incorrect individual, or the individuals whose genetic code does not correspond to any solution. Overcoming this problem is possible in several ways. One possibility is to allocate any such individuals as the adaptation of the function is zero, so that operators are already using such selection to eliminate individuals. This approach proved suitable only when the ratio of the number of incorrect and correct individuals in the population is too large, which in practice often not the case. It is possible, however, the incorrect inclusion of individuals in the population, so that any unfair individuals assigned the value of penalty function. The goal is that individuals and unfair given a chance to participate in the crossing, but to be discriminated against in relation to the correct individual. Should take into account that the value of penalty function balance, because too small values can lead to the fact that some of the genetic algorithm codes incorrect declarations of the solution, while, on the other hand, excessive punishment can cause loss of useful information from the incorrect individuals. There is another way to solve this problem - and it is unfair to individual repair to make them correct or incorrect that each individual is the correct replacement.

Calculating the function of adaptation is possible in several ways. Some of these methods are direct download, linear scaling, interval scaling, sigma clipping, etc. The simplest way of measuring the function of adaptation is a direct download, which means that the value function for the adaptation of a specimen is taken, its value of objective function. However, in practice this approach gives poor results.

In the case of linear scaling, fitness for some individuals is calculated as a linear function of the objective function values and individuals. For this there are different approaches to choosing coefficients that accurately determine the linear function.

When scaling functions in the unit interval adaptation looks at the interval $[0, 1]$, with the best individual has the adaptability which is equal to 1, and the lowest adjusted 0.

If the formation of adaptation functions using sigma clipping, then the function of adaptation calculated from the formula

$$f(x) = \begin{cases} 0, & x < \bar{x} - C\sigma \\ (x - (\bar{x} - C\sigma)), & x \geq \bar{x} - C\sigma \end{cases}$$

where $\bar{x}$ and $\sigma$ are average value of objective function and standard deviation in the population.

3. Selection

Given that selection is directly related to the function of adaptation, the main mode of implementation of this genetic operator is the simple roulette selection. This method uses a distribution where the probability of selection proportional to its adaptation to the individual. The individuals involved with the
chances of roulette in accordance with them, pass or not pass the process of creating a new generation. The lack of a simple roulette selection is the possibility of premature convergence due to the gradual prevalence of highly adapted individuals in the population that do not correspond to the global optimum.

To avoid this problem can be used selections based on the ranking of genetic codes according to their adaptability. The function of individual adaptation is equal to a range of pre-specified range of ranks, and depends only on the position of individuals in the population. It can be used in linear fashion, as well as other forms of ranking.

Another form of selection is the tournament selection. In tournament selection on randomly generated subsets of the $N$ units ($N$ is the predetermined number), then in each subset, the principle of the tournament, selects the best individual that participates in the creation of a new generation. Usually the problem is the choice of $N$ so as to reduce the adverse effects of stochastic, so that better and more diverse genetic material passed to the next generation. In cases where the size is perfect tournament is not an integer, has proved successful fine-graded tournament selection (FGTS). A detailed description of these and other types of selection and its theoretical aspects can be found in [5]. The application of finely graduated tournament selection and comparison of the practice with other operators of selection are given in [6], [7], [8].

4. Crossover

Process of exchanging genetic material between individuals of parents, in order to form new offspring individuals is performed by the operator crossover. The most common type of operators are crossing one-position, two-position, multi-position, and uniform crossover, and can also be used for crossover mixing (shuffle), reduced surrogate crossing, crossing with the parent, intermediate recombination, and linear recombination.

Operator of crossing, which is implemented in a simple genetic algorithm, is the one-position crossover. In the one-position crossover is determined by the so-called position of the crossing. All genes from the predetermined positions, changing seats to make every parental pair created two offspring. In the two-position crossover were set at two positions and is the exchange of genetic material between the parents and two positions.

As for the uniform crossover, it should be noted that for each parental pair defines a binary array of length the same as the genetic parents. This range is called a mask. The exchange of genes is performed only on those positions where the mask is 0, while the positions where there is one, the parents retain their genes.

Interference in crosses (or shuffle), choose only one crossing point, but before the parents exchange the genes they “stirred” (to deploy). The genes of offspring returning to the old place after the crossover in this way it’s also eliminates the so-called positional preference (see [4]).
The crossover with the reduced surrogate is making the crossing of the sea, whenever possible, give the new offspring. Usually, this intersection is implemented by the location of the crossing limited to, those in which the values of different genes, about this technique more in [3].

There is also a technique of crossing with the parent. It simulates the propagation of insects (bees) in which one individual (parent) with the best feature of adaptation is involved in all the crosses with other individuals (drones). In some applications, this type of crossing operators achieve significantly better results than other techniques.

In intermediate recombination (crossing) is used in animals with the real values of genes and enables the production of new phenotypes around and between the values of parental phenotypes. The offspring is obtained according to the formula \( O_1 = P_1 \times \alpha(P_1 - P_2) \), where \( \alpha \) is a scaling factor that is chosen uniformly and randomly from an interval, usually \([-0.25, 1.25]\), and \( P_1 \) and \( P_2 \) are parental individuals. Each variable of the seed is the result of combining the variables of the parents in a way that is given in the formula, by which the newly elected \( \alpha \) for each parental pair, more about this operator in [12].

Linear recombination or crossover is similar to the intermediary, except that it uses only one value for \( \alpha \) in the intersection, [9].

As in the case of determining the functions of adaptation and the other operators, selection operators crossing must be adapted to the nature of problems being solved.

5. Mutation

Mutation operator is considered one of the most important and as such it can decisively influence the operation of genetic algorithm. If the genetic algorithm uses binary encoding and the population has no incorrect units, then it is usually implemented by a simple mutation operator that runs through the genes of the genetic code of the individual and for each of these checks is muted or not. The probability of gene mutations \( p_{mut} \) is a preset small size, usually taken from the interval \([0.001, 0.01]\). Simple mutation can sometimes be implemented through a binary number - the mask, which is randomly generated for each individual, and carries information about the position in which the genetic code is made between the genes.

Accelerating the realization of a simple mutation operator can use the binomial or normal distribution. Mutations using the binomial distribution using the fact that a random variable \( X_{ind} = \) number of mutated genes has a binary distribution of individual, \( B(n, p_{mut}) \) where \( n \) is the length of the genetic code, a \( p_{mut} \) level mutations. Let \( F(K) \) its distribution function. With \( F^{-1} \) we find that the \( n_{mut} = \) number of genes to mutate in a given genetic code. The positions of genes that are mutated are chosen uniformly from \( \{0, 1, n-1\} \). In the case of a long genetic code could result in errors when calculating the number of \( n_{mut} \), so it is then convenient to use a mutation with a normal distribution. If \( n \rightarrow \infty \), then the random variable \( X_{ind} \) can be approximated by a normal distribution.
\( N(n \ast p_{\text{mut}}; n \ast p_{\text{mut}} \ast (1 - p_{\text{mut}})) \), provided that \( n \) is large enough and small enough \( p_{\text{mut}} \). As with the previous case, we use the inverse function of the normal distribution functions in order to calculate the number of genes to mutate, and their positions determined in the same way. As the mutation using genetic codes of all specimens can be viewed as one entity, then it is developed a variant of this operator that is applied to the entire population.

If the mutation is not uniform, which normally happens when the genes of the genetic code are not equal, but some parts of the code necessary to mutate with a lower or higher probability, commonly used normal mutation (applied in accordance with normal distribution), exponential mutation (number of mutated genes in the code is exponentially decreasing) and so on.

When the genetic algorithm uses the entire coding or real numbers (floating point), it was necessary to develop other concepts of mutation, which was done. These are the replacement of genes randomly chosen number (random replacement), add or subtract a small value (creep), multiply the number is close to one (geometric creep) and so on. For both creep mutation operator required values are random and can have a uniform, exponential, Gaussian or binomial distribution (see [1], [2]).

In some cases it is useful to genes, depending on the position in the genetic code, have different levels of mutation. In this regard it is especially important concept of frozen gene. Namely, if in a position of the genetic code in all or most of the population, the same gene, it is useful to the gene mutation has a higher level than the rest of the genetic code. This concept is used to restore lost diversity of genetic material, and these genes are called frozen.

6. Other aspects of genetic algorithms

Is the successful application of genetic algorithm depends largely on the choice of policy replacement. Some of the most important politics of the generation: generational genetic algorithm, steady state genetic algorithm and the elitist strategy. Of course, it is possible to combine these principles.

When applied generational genetic algorithm, then apply to all individuals all the genetic operators, i.e. there are no privileged individuals are going into the next generation, or individuals who directly pass the selection process.

On the contrary, steady state genetic algorithm favors the best individuals in the population so as to them shall not apply operator selection, but they go directly to the next stage, while other individuals applied selection and they come to the remaining places.

Elitist strategy provides a direct passage into the next generation of one of the best individuals. For these individuals do not apply to operators of selection, crossing and mutation. By applying genetic operators on the population of individuals fill the remaining seats in the next generation.

This approach leaves room for another possible improvement of genetic algorithm, which is cached. As an elite individuals pass from generation to generation unchanged, it and its value remains unchanged. Therefore, it would
be useful to value elitist individuals remain memorized, rather than constantly calculated, thus saving the time required for their computation. This process is called caching, and more details are found in [11] and [10].

Specifically, the values of the objective function of individuals are stored in so-called hash-row table, with the use CRC codes that are associated with genetic code of individuals. If, during operation of the genetic algorithm, we get again the same genetic code, then the value of the objective function is taken from a hash-table, through the CRC code.

The technique, which is used to cache genetic algorithm, a well-known technique LRU - Least Recently Used strategy. There is a limit for this concept of genetic algorithm and that is that the number of cached values of objective function is limited to $N_{cache}$, which depends on the implementation.

7. Conclusion

Genetic algorithms are robust and adaptive methods in addition to other fields of application can be used for solving combinatorial optimization problems. The central concept in the description of genetic algorithms a population of individuals, which is usually between 10 and 200, each individual represents a possible solution in the search space for a problem (the space of all solutions).

Mechanism of selection favoring above-average adjusted individuals and their above-average adjusted parts (genes), which receive a higher chance of their own play in the formation of a new generation. In this way, less-adapted individuals and genes get reduced chances of reproduction and gradually dying out.

Contribution to the diversity of genetic material gives the operator the crossing, which is recombination of genes of individuals. As a result of the crossing structure is obtained, although non-deterministic, the exchange of genetic material between individuals, with the possibility that well-adjusted individuals generate better individuals. Mechanism of crossing operators and relatively less adapted individuals, with some well-adapted genes, get their chance to recombination of good genes produce well-adjusted individuals.

However, multiple applications of selection and crossing, there may be loss of genetic material, and some regions in the search space become unavailable. Mutation operator performs random change a particular gene, given the low probability which can restore the lost genetic material in the population. This is the basic mechanism for preventing premature convergence of genetic algorithm to a local extreme.
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Милена Богдановић

НАЈВАЖНИЈИ АСПЕКТИ И ОПЕРАТОРИ ГЕНЕТСКОГ АЛГОРИТМА КАО СТОХАСТИЧКЕ МЕТОДЕ ЗА РЕШАВАЊЕ ОПТИМИЗАЦИОННИХ ПРОБЛЕМА

Сажетак: У раду се описују најважнији аспекти генетског алгоритма као једне од стохастичких метода за решавање различитих типова оптимизационих проблема. Такође, описују се основни генетски оператори: селекција, укрштање и мутација, који служе за добијање нових генерација индивидуа да би се добило оптимално или довољно добро решење разматраног оптимизационог problema.
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