Usage of a BART algorithm and cognitive services to research collaboration platforms
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Abstract. This article examines the possibility of extending the collaborative filtering method in shared information systems. The need to build recommendations dictates the volume and the intensity of the emergence of more and more new information. In the scientific world, the possibilities of building recommendations are widely explored, and this work presents the authors' vision of a possible direction of development, which is based on a preliminary iteration with the highlighting of keywords.

1. Introduction
The research process is reduced to the systematization of data obtained using various research methods (observation, experiment, and others). In this work authors try to apply a similar algorithm to specific systems, which in the study are called collaboration platforms. Such systems may include information services, which basically contain the idea of a group of users working on one or several objects in this system. The simplest example of the implementation of such a system can be an ordinary dialogue, only it occurs by means of messaging on electronic devices, and it is possible to predict the behavior of the participants in the dialogue using an analysis of previously received messages. In this work, the authors sought to emulate the work of the enterprise (company, plant) using modern information resources:

1) Office 365 provides work with e-mail (as the most common way of correspondence in companies and provides the ability to use the chat system (Skype for business, Teams). The authors deliberately turned off the use of media files to simplify the work.
2) Emulation of the operation of an industrial device (conveyor) [1].
3) Document Management System based on the SharePoint online package [2].
4) SAP modules with Azure blockchain [3].

These components of the system emulated problems, worked with documents (real users), and processes for maintaining contracts. Based on the results obtained, time series analysis was applied using the CRISP-DM (Cross-Industry Standard Process for Data Mining) methodology [4]. The effectiveness of using this approach is found as a module of the difference in the value of the estimate at the forecasting stage with the value at each stage of the iteration.

1.1. Modeling and investigations approach in collaboration systems
Most often, researchers focus on highlighting interactions between users of the system to fully describe and understand the processes involved [5,6]. The topic of research on the impact of work in shared access systems is very popular in scientific papers. This emphasis can be explained by the study of the impact of collaboration between professional groups on issues [7–11]. The implementation of the technical component of the solution for the creation, support and application of work algorithms in systems is also widely used in articles [12][13]. The technology that is used in this work to form an enterprise model is also used to develop training systems, where the factor of perception of educational material in the system plays a key role [14]. Despite the presence of works on various topics, most of them focus on a specific issue based on the purpose of the study: the
technical structure or the impact on the work of the team. This work sets its task, using the experience of previous years, to look at the process of forming interactions from a new level: the system at the same time is limited in itself and at the same time can be affected from outside.

2. Modeling interactions in a collaboration environment

2.1. Usage of CRISP-DM

We use CRISP-DM to implement a model for collecting and analyzing information that is generated by users in collaboration platforms. Fig. 1 presents 6 steps that are in the cycle of this approach.

![Figure 1. Schematic implementation CRISP-DM](image)

This method represents a continuous cycle of work on data, during which N is performed several times, the error in the predicted data tends to zero based on the information obtained in the previous step. This method is one of the most common practices for modeling the data mining process.

2.2. Regression Tree

A regression tree is a class of regression models that allows you to divide the input space of factor variables into segments. Subsequently, the whole chain of the regression model can be supplemented and processed for each of the nodes representing the regression function in an intuitive visual form [15,16]. Let us introduce a definition of how the interaction model in a collaboration environment relates to a process expression in the form of a tree:

1) The internal node of the tree is a description of the rules for partitioning the space of explanatory variables. (Example: An element of the “message” system is an indivisible unit for selecting data for a finite segment of users. One author can have many messages, while each message has a single author in a simplified model).

2) Tree Leaves - Own Model of Local Regression.

3) Branch - transition conditions between nodes.

To apply the regression tree, we will build connections in the collaboration system on the principle of dividing and isolating a set of information that does not intersect with other classes of the system. We will carry out the division sequentially until there remains the possibility of isolating a new class from the essence of the entity. Each model can be defined and limited by itself. Types of decision trees for collaboration are presented in Table 1.
Table 1. Types of decision trees

| Tree name         | Description                                                                 | Example in systems |
|-------------------|-----------------------------------------------------------------------------|--------------------|
| for classification| the result of the prediction is the data ownership class                    | Office 365 message |
| for regression    | the result in this case is the predicted value of the target function       | Media File in SharePoint |

2.3. BART algorithm

Consider a Bayesian approach to evaluating nonparametric functions using regression trees. This algorithm allows us to generalize the regression tree that was allocated above and time series for iterations using the CRISP-DM method. BART is a combination (C&RT) [17] of the algorithm and the standard autoregressive integrated moving average (ARIMA) models and their components (AR, MA). The SETAR and ASTAR models are linear models of homogeneous models (Inst message, office 365 Exchange file) that build several adaptive regression splines (MARS) based on time series in a single iteration of the processing complex. BART has two main differences from the SETAR and ASTAR models:

1) Error estimates for BART models can differ from each other both for each node and for each iteration of the cycle.
2) BART is characterized by a gap between the models of autoregression.

To convert the model according to the time series, we will use the conversion method, where the resulting variable $CD_t$ corresponds to the sum of the previous value $CD_{t-1}$ and the delayed value $CD_{t-p}$ adjusted for the Sentiment coefficient $\beta$, which in turn, it is a cumulative estimate for each node of the system over time $t$ obtained using Azure Data Text functions. Release the rules for dividing input data into segments (Fig. 2).

Figure 2. Autoregressive tree building diagram
Most algorithms use recursive separation of the data on which training takes place. BART uses an iterative construction method. Also, in our example, we add the Sentiment $\beta$ coefficient at each step of the calculation, which is in the range of values $[0,1]$ and is cumulative. This coefficient is calculated for each individual and influences the result in each node. 0 is the correspondence of an absolute negative comment in the system (message in correspondence, with pronounced indignation or discontent). 1 is a positive value. During the simulation, no 0 to 1 were met.

Consider a data processing algorithm:

Step 1: build a regression tree for the root value (the entire Collaboration system considered). The construction of a regression tree begins from a single value (root node), which is defined as the Median (ME, second quartile $Q_{50\%}$) of the entire time series $CD_t^i$ and is calculated the equation (1).

$$ME = Q_{50\%} = \frac{1}{2}(CD_{i_{\min}} + CD_{i_{\max}}) + \beta \quad (1)$$

In this expression, the median is the sum of a real number with a probability of exceeding an arbitrary size equal to 0.5 and a non-negative value $\beta$, which tends to 1 with an ideal system of interaction in the system.

Step 2: for each unprocessed node we find the best partition. The partition itself will be selected based on a predefined rule.

The split rule selection mechanism is like the C&RT algorithm. The difference lies in the rule for selecting the criterion for evaluating the termination of cleavage. During testing, we used the information criterion for a better separation based on the entropy indicator, because it prefers options with less complexity of the tree. This algorithm will determine an entropy information gain. When using BART, any vertex in the tree (except the root) has two children. The final chain is built from tree nodes from top to bottom and an informational assessment of the node predictor occurs, dividing the time series into a subset of experiments.

Entropy criterion. The value for the sample $CD_t^i$ is calculated by the formula (2):

$$H^*(P,N) = H(P/(P + N)) + N/(P + N) \quad (2)$$

After receiving information about the current node and its predecessors, the entropy value is calculated by the following relation (3):

$$H_{\varphi} (P, N, p, n) = (p + n/P + N)H^*(p, n) + (P + N - (p + n)/P + N)H^*(P - p, N - n) \quad (3)$$

$P$ is the number of objects in the subset $C$, $p$ is the number of objects, all objects that correspond to $p \in P \in C, n \in N$ are the total number of nodes in the system at each iteration step $n \in N$.

The change in entropy is calculated by the formula (4) which shows the amount of information corresponding to class $C$ and not corresponding to this separation:

$$IGain_{C}(\varphi, CD_t^{C}) = H^*(P, N) - H^*(P, N, p, n) + \beta \quad (4)$$

For the early Q information criterion, we use the extended Bayesian information criterion [18] (5):

$$EBIC = J \ast (\ln n + 2 \ln p) + n \ln n (SSE/n) \quad (5)$$

SSE – is the sum of squares of the residuals of the model; $J$ is the number of model parameters; $n$ is the training number of examples; $p$ is the mathematical ratio of the number of vertices in the tree and the unifying criteria. In a first approximation, we will use multiplication. We will calculate the EBIC value until the next value is less than the previous one.

Step 3: continue dividing the model and consider the change in entropy until the EBIC value at step $n$ is greater than at step $n-1$ and is a real number. As soon as these conditions are no longer fulfilled, the algorithm completes its work. The tree is considered formed.

We will study the effectiveness of the BART$+\beta$ approach with traditional ARIMA (Autoregressive integrated moving average) algorithms. We will build a series of experiments on the leaves of a tree according to the rule (6):
\[ F(L)(1^d + d(n - 1)L^{d-1})X_t = \mu + \theta(L)\varepsilon_t, \varepsilon_t \sim N(0, \sigma^2) \quad (6) \]

\( X_t \) – time series, \( s, L \) – is the lag operator, \( F(L) \) – is the polynomial degree \( p \) from \( L \), \( \mu \) – is the average process value, \( d \) – is the order of process integration \( X_t \). If \( d=0 \), then process \( X_t \) can be described by ARIMA \((p, q)\) or ARIMA \((p, 0, q)\). During the simulation, we also conducted studies using the classical configuration parameters for the algorithms: ARIMA \((1, 0, 1)\) and ARFIMA \((1, d, 1)\).

Step 4: we will describe methods of receiving \( \beta \). In this study, we used the existing Azure Cognitive services functionality to calculate the correction at each new iteration, considering the results of previous values for interactions in the system. This approach is since the calculation of such a coefficient is a separate area and there are several approaches to solving this problem. In our experiment, we use this service according to the black box principle: we do not know the internal structure of the service, but we introduce a correction value in the equation. Options for using the service are presented in Fig. 3 and Fig. 4 [19].

![Figure 3](image3.png)

**Figure 3.** Azure Cognitive Services as service.

![Figure 4](image4.png)

**Figure 4.** Azure Cognitive Services as service for escalation.

### 3. Empirical results

For our model, we carried out we simulated work for 30 days, with the participation of real users (who talked in the mail, worked with internal messengers, used the workflow system on SharePoint, reacted to systems simulating industrial capacities), and taking into account randomly generated events (breakdowns, failures, external contact by mail and more). According to the idea of the experiment, for each interaction node, the target variable will be the log-return value for the time period after the incident. The results of the experiment are displayed in Table 2.

**Table 2.** Simulation results for each individual node.

| System node | Description of Interactions | Interactions with other system nodes | The presence of interaction from an external source | The difference between the predicted value and the real |
|-------------|-----------------------------|-------------------------------------|---------------------------------------------------|-----------------------------------------------------|
| Exchange    | Email Correspondence, Chats, | True                                |                                                   |                                                     |
|                  |                 |                |        |
|------------------|-----------------|----------------|--------|
| emails           | SharePoint      |                | 0.245  |
| Chats            | DMS             | Emails         | 0.113  |
| SharePoint       |                 | Exchange       | 0.117  |
| DMS              |                 | SAP            | 0.430  |
| Imitation        |                 |                |        |
| conveyor belt    |                 |                |        |
| on Raspberries   |                 |                |        |
| SAP modules      |                 |                |        |
| Customer workflow|                 | Conveyors      | 0.175  |

The closer the value in the last column to zero, the more accurate the forecast gives the system about the results of future interaction. Note some interesting features in the experimental results:

1. The best value for individual nodes showed a study of the chat system. This node is not critical for maintaining the efficiency of the enterprise model, as Email can be duplicated. This fact and the fact that in the calculation we used a cognitive analysis of chat text messages that can be deeply analysed by the system at each iteration can explain the leadership in using this approach for text messages.

2. The relatively high (second) place of SharePoint DMS is due to the formalization of processes, where in the workflow for processing documents it is not possible to introduce serious disturbances (comments). At the same time, the usefulness of using cognitive services in such formalized systems can be questioned.

3. The relative success of modeling in SAP modules is also explained by the high formalization and standardization of processes. The result obtained (the value is worse than that of the previous paragraphs) may indicate the imperfection of the method when working with external disturbances and the difficulty of predicting emergency situations for the conveyor.

4. The simulation results for the conveyor may indicate the imperfection of the applied approach for a particular node.

### 4. Conclusion

During the research, an enterprise model was developed that uses various collaboration nodes to organize work. To predict the results of individual components based on the previous values, an extended implementation of the BART algorithm was used, which showed effectiveness in studying the results of individual nodes. In the future, this approach can be laid in the idea of applying emergency forecasting, possible safety problems [20] and other critical components in the enterprise. In future studies, the authors will strive to complicate and approximate the enterprise model to the existing ones; at the same time, it is planned to use various methods for working with a large amount of data on time series.
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