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ABSTRACT

Aspect-based sentiment analysis is of great importance and application because of its ability to identify all aspects discussed in the text. However, aspect-based sentiment analysis will be most effective when, in addition to identifying all the aspects discussed in the text, it can also identify their polarity. Most previous methods use the pipeline approach, that is, they first identify the aspects and then identify the polarities. Such methods are unsuitable for practical applications since they can lead to model errors. Therefore, in this study, we propose a multi-task learning model based on Convolutional Neural Networks (CNNs), which can simultaneously detect aspect category and detect aspect category polarity. Creating a model alone may not provide the best predictions and lead to errors such as bias and high variance. To reduce these errors and improve the efficiency of model predictions, combining several models known as ensemble learning may provide better results. Therefore, the main purpose of this article is to create a model based on an ensemble of multi-task deep convolutional neural networks to enhance sentiment analysis in Persian reviews. We evaluated the proposed method using a Persian language dataset in the movie domain. Jacqaud index and Hamming loss measures were used to evaluate the performance of the developed models. The results indicate that this new approach increases the efficiency of the sentiment analysis model in the Persian language.
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1 Introduction

Currently, social media and Web 2 tools are integral daily activities in our society because of their popularity and ease of use. Consequently, users of these media generate enormous amounts of data every day. By creating platforms to interact, converse, post ideas, and opinions, social media in its various forms has created a powerful forum for interaction, a way to engage in conversations, and a way to engage in social interaction. In social networks, users often provide useful comments. The different opinions and views that buyers have about a product can reflect how satisfied they are with it and how good it is, acting as a guide for other customers looking to make a similar purchase. Additionally, the results of elections can be predicted by these online comments. The vast number of reviews on one specific topic is difficult to categorize and organize manually. As a result, sentiment analysis emerged as a new field of research due to the need for an automated system for collecting opinions.

Essentially, sentiment analysis is the art of extracting the sentiments expressed in text by applying natural language processing [1-2]. Three levels of sentiment analysis are usually considered in sentiment analysis research: document level, sentence level, and aspect level. It is assumed that the whole text contains opinions only about one subject in the sentiment analysis at the document and sentence levels. This assumption is not logical in many cases [3]. There are different aspects and polarities to opinions in a sentence. We cannot determine a person’s true feelings from his or her opinions if the whole sentence includes a positive or negative opinion. In return, Aspect-Based Sentiment Analysis (ABSA), also called Aspect-Level Sentiment Analysis (ALSA), allows us to identify the point of view of the commenter for each of the features of the entity mentioned in the text [3-5].

Research into aspect-based sentiment analysis has been divided into four sub-tasks, which are [6-8]: Aspect Term Extraction (ATE), Aspect Term Polarity (ATP), Aspect Category Detection (ACD), and Aspect Category Polarity (ACP). In contrast to the ATE, which attempts to extract terms that refer to a particular aspect, ATP determines whether terms are positive, negative, or neutral. ACD, on the other hand, intends to assign a subset of these categories to a single review, given a set of predefined categories [4,6,8-15]. The last sub-task of aspect-based sentiment analysis, ACP, focuses on determining the polarity of each category identified by the previous problem [7-8]. Table 1 shows the difference between these four sub-tasks with an example.

| Sub-tasks                          | Output                                                                 |
|-----------------------------------|------------------------------------------------------------------------|
| Aspect Term Extraction            | script, film, love stories, message                                    |
| Aspect Term Polarity              | {script: Negative}, {film: Positive},                                  |
|                                  | {love stories: Positive}, {message: Positive}                          |
| Aspect Category Detection         | Screenplay, Movie, Story, Content                                      |
| Aspect Category Polarity          | {Screenplay: Negative}, {Movie: Positive},                             |
|                                  | {Story: Positive}, {Content: Positive}                                 |

In the field of sentiment analysis on reviews, a lot of work has been done. However, due to several challenges, relatively little work has been done in the field of aspect sentiment classification [11]. Since the categories of an aspect are not explicitly mentioned in the text most of the time, the problem of identifying aspect category is a more challenging problem than extracting the aspect term [4,7,11]. Because the term aspect is explicitly stated in the sentence, this is much easier than identifying aspect category [15]. Most research on aspect-based sentiment analysis has been conducted in a supervised manner. Researchers often extract features and use machine learning algorithms to train the model. These methods are based on the extraction of features manually. However, such methods require feature engineering or extensive linguistic resources. In recent years, deep neural networks, known as deep learning, have shown remarkable performance in various natural language processing tasks, such as text classification, text summarization, question and answer systems, and many more. The principal advantage of these methods is that they can learn text features automatically [16]. Long Short-Term Memory (LSTM) and Convolutional Neural Network (CNN) are two widely used networks in this field.

Most of the previous methods only focus on solving one of these sub-tasks separately. Pipeline methods first identify aspects and then identify polarity. Such methods do not meet practical applications because they can lead to model errors. That is, ACD errors are transmitted to ACP. Due to the importance of aspect-based sentiment analysis, especially its two sub-tasks, ACD and ACP, this article focuses on them. Since most of the previous work deals with solving these two sub-tasks separately, this research presents a new strategy using multi-task deep learning to aspect-based sentiment analysis in Persian comments for the two sub-tasks ACD and ACP, which can solve them simultaneously. Also, since creating a model alone may not provide the best predictions, ensemble learning has been used to enhance the model. The proposed method was evaluated using a data set from the comments provided on Persian movies. Following, after reviewing the relevant works and problem background, we describe in detail the proposed method and the evaluation results.
2 Background

2.1 DEEP LEARNING

Natural language processing has greatly been influenced by recent advancements in artificial neural networks, particularly deep learning. The use of deep learning has generated results that are superior to those obtained through traditional methods of statistical analysis and machine learning in many areas of natural language processing [17]. In the traditional machine learning method, features were extracted manually and with feature engineering, which requires background knowledge and is also a time-consuming and costly process. Deep learning, also known as feature learning or representation learning, is a subfield of machine learning. Feature detection is performed by a machine based on representation learning, without requiring any human intervention. This critical ability of deep networks, which makes them superior to other traditional machine learning methods, is made possible by many layers in its structure. Deep networks became popular due to their automatic extraction capability and replaced traditional machine learning methods.

2.1.1 CONVOLUTIONAL NEURAL NETWORKS (CNN)

Convolutional neural networks (CNNs) are a branch of deep neural networks suitable for processing data with a grid-like topology. A CNN network consists of several layers of convolutional and pooling, followed by one or more fully connected layers [18-19]. CNN’s are common in computer vision due to the repetitive patterns in the images. They’re also used to process natural language because the text contains repeating patterns as well. Instead of image pixels, the text input in natural language processing is represented as a matrix, with each row representing a word as a vector [18]. These vectors are usually obtained by word embedding or one-hot embedding. Fig. 1 shows a model of a convolutional neural network architecture for text (sentiment) classification. As the figure shows, the input to this network is a matrix in which the rows represent the vector for each word, and the number of columns represents the vector dimensions of the word. Feature vectors are obtained by applying two filters in sizes 2 and 4 to the input matrix. Once the feature vector is obtained, the max-pooling operator is applied to reduce the size of the features. Finally, the classification is done using a fully connected neural network layer and an activating function.

![Figure 1: The architecture of a CNN model for sentiment classification [20].](image)

2.2 WORD EMBEDDING

Word embedding [21-22] is a representation of real vectors mapped to words. These numerical vectors are smaller than statistical approaches in natural language processing to convert words into numbers. Also, these numerical vectors, if well trained, can show semantic and syntactic connections between words. Word embedding is the cornerstone of much natural language processing work that uses deep learning. Word embedding can be achieved in two general ways. The first approach is to be learned simultaneously with the main task by the network structure. The second approach is to use pre-trained embedding that has already been trained by specific algorithms.
2.3 MULTI-TASK LEARNING

Traditional machine learning methods are optimization for a specific measure for performing a single task. To achieve this goal, a model is trained by fine-tuning the hyperparameters. Although we can get a satisfactory result by training the model, some information that helps to improve the performance of the model is ignored. In other words, we ignore the knowledge gained from training signals related to related tasks. To make effective use of this information, a new approach called multi-task learning was proposed [23-26]. Multi-task learning is done with the aim of joint learning and simultaneously several different and at the same time-related tasks to maximize the efficiency of the model. This is done by sharing information between different tasks. Each task can benefit from other tasks, thus increasing the model’s efficiency. In general, whenever you train an optimization problem with more than one loss function, or part of your loss function stems from another task, you are using multi-task learning. [23,26-28].

In matters related to classification, two concepts are easily confused: multi-class classification, which means classification with more than two classes, and multi-label classification, which assigns sets of target tags to each instance. Since both have the prefix “multi,” it may be mistaken for both to be multi-task learning. However, this is not true, and when it comes to multi-task learning, we refer to multi-label classification [27].

2.3.1 MULTI-TASK DEEP LEARNING

To perform multi-task learning in deep learning, two general approaches of hard parameter sharing and soft parameter sharing are used. Hard parameter sharing is the most common method of multi-task deep learning [24]. In this method, hidden layers are shared between all tasks, while there are several output layers for each task. In this way, the parameters in the common hidden layer are forced to be generalized to all tasks. This results in a lower overfitting risk for each specific task. In other words, the more tasks are trained simultaneously, the model has to find a representation that represents all the tasks and reduces the occurrence of overfitting in the main task. Soft parameter, on the other hand, each task has its model with its parameters. In other words, in soft parameter sharing, each model has its set of weights and biases. In contrast, the distance between these parameters is adjusted in different models to make the parameters similar [23-24,26-27]. Fig. 2 shows the structures of these two methods.

![Figure 2: Soft parameter sharing (a) and Hard parameter sharing (b) [24].](image)

2.3.2 MULTI-TASK DEEP LEARNING

2.4 ENSEMBLE LEARNING

Ensemble learning is a technique in machine learning that tries to increase the performance of a model compared to single models by combining several models into one model [31][32][33]. The basic principle behind ensemble models is that a group of weak learners come together to help each other form a strong learner. Different approaches to ensemble learning have evolved to
lead to better generalizations of learning models. These approaches can be classified into four categories [31]: voting, boosting, bagging, and stacking. Since the voting approach has been used in this research, we will only describe this approach.

2.4.1 MAJORITY VOTING

The voting classifier is an ensemble learning approach that is trained with a set of multiple models and predicts class output based on the highest probability of class selection. Each model predicts a result for a sample of input data, which is considered as a vote in favor of the class that the model predicted. When each model predicts an outcome, the final prediction is based on voting for a particular class. The voting classifier supports two types of voting: hard voting and soft voting. In hard voting, known as majority voting, the predicted output class is the majority vote class; That is, the class that was most likely to be predicted by each of the classifiers. In hard voting to prevent equality of votes, it is better to consider the number of classifiers as an odd number. In soft voting, the output class is a prediction based on the average probability of each classifier relative to that class.

3 RELATED WORK

Kumar et al. [11] used an association rule technique to identify the aspect categories. To deal with the limitations of these statistical rules, they proposed an approach based on Combined rules, which consists of associative rules and semantic rules. They used word embedding for semantic rules. In the end, they concluded that adding these additional rules and combining them would increase the accuracy of the classification. Ghaderi et al. [9] presented a supervised model called Language-Independent Category Detector (LICD), which detects aspect categories based on text matching without special tools or extracting manual features. To do this, they developed their model with two assumptions. The first assumption is that if a high semantic similarity between a sentence and a set of words representing that category, it should be assigned to a category. And second, a sentence will belong to a category if the sentences are semantically and structurally similar to a sentence related to a category. To apply the assumptions, they used the soft cosine distance for the first assumption and the word mover’s distance for the second assumption. Movahedi et al. [13] presented a deep learning model based on the attention mechanism that can identify different categories by focusing on different parts of a sentence. Xue et al. [12] proposed a model based on the convolutional neural network and the gate mechanism, which performed better than the LSTM. The main idea of this method is to use Tanh-ReLU gate units, which can selectively produce polarity output depending on the aspect and entity. To solve the problems related to supervised approaches that require labeled data, Fu et al. [30] proposed a semi-supervised approach based on the variational autoencoder and the attention mechanism. In addition, to better learn a word, they added the sentiment vector of each word along with it to the input. Their results showed that their models could obtain more accurate sentiments for a given aspect. Ruder et al. [29] proposed a hierarchical model for aspect-based sentiment analysis. They demonstrated that by allowing the model to consider the structure of the review and the sentential context for its predictions, it could perform better than models that rely solely on sentence information and achieve competitive performance with models that use large external sources.

4 PROPOSED APPROACH

The proposed method, by changing the data labeling, or in other words, adding a neutral class gives the model the ability to simultaneously solve the two sub-tasks of aspect category detection and aspect category polarity using deep multi-task learning. To do this, we do not change the aspect categories classes and only add a neutral class to the aspect polarity classes. Accordingly, each class of the aspect polarity has three classes: positive, negative, and neutral. Neutral here means that the comment provided did not belong to that class. The reason for adding this neutral class is that it is not possible to judge the final classification by having only two classes of positive and negative polarity. More precisely, since this corresponds to multi-label classification, and it is possible that each instance is a member of one or more of these classes, then we create a third class so that if the instance did not belong to that class, the classifier could detect it. Assuming that a neutral class does not exist, the probability of being positive or negative should be considered for each aspect category. That is, an opinion must have this aspect in the category of positive or negative. It can be seen that this is not a good idea. By adding this neutral class, the model can recognize if a comment is a member of that class or not. Fig.[3] shows an example of how to label using this method for better understanding. In designing the model for the proposed method, the SoftMax function must be used in the output layer of the model because each category has three different classes of positive, negative, and neutral. Since our number of categories is 9, 9 SoftMax functions with three neurons were used. Fig.[4] shows the general architecture of the proposed method based on hard parameter sharing to solve the two sub-tasks of aspect category detection and aspect category polarity for joint learning. The proposed method uses an ensemble of multi-task deep convolutional neural networks to improve the sentiment analysis in Persian Reviews. The idea of combining different classifiers starts from the principle that there is no perfect machine learning algorithm. Each model has its limitations and weaknesses, so the goal is to make the best possible decision through a set of algorithms and overcome these limitations. Combining several algorithms is at least more accurate than random guessing because random errors cancel each other out and correct decisions are reinforced. To do this, we have used three CNN models with the same architecture. The only
Despite the flaws in the script development, I enjoyed this film, especially the ending, the compelling love stories, and the message it conveys to the audience.

Figure 3: An example of labeling in the proposed method.

Figure 4: The general architecture of the proposed method.
difference between these three CNN models is the size of the word embedding layer. In other words, each of these models learns different textual features, and finally, by combining these features, the final model is created using the majority voting classifier to use all of these features learned by each of the models and the overall error rate of the model. Reduce and thus improve the performance of the educational model. Fig. 5 shows the architecture of the proposed method using majority voting classifier. The CNN model used in this study consists of several steps: Initially, we first fed the data to the word embedding layer using the Keras library. In the next step, the convolution operator is applied to the word embedding layer, in which 256 filters with a kernel size of 3 were used to form the final features of the input sample. Finally, a fully connected layer was used to classify based on existing classes.

5 EXPERIMENT

5.1 DATASET

Every machine learning system needs a suitable data set to learn. Unfortunately, in Persian, there is no comprehensive and unified data set in aspect-based sentiment analysis. Therefore, for this study, a collection of data from the opinions of social media users about movies was collected from cinematkct.org. The number of samples for the train data set is 2000 and for the test data set is 200 samples with nine classes in both positive and negative polarities. Table 2 shows the distribution of data in different classes.

| Class/Class | Actor | Acting | Story | Style | movie | screenplay | Content | Issue | Director |
|-------------|-------|--------|-------|-------|-------|------------|---------|-------|----------|
| Positive    | train | 152    | 200   | 61    | 59    | 907        | 61      | 38    | 56       | 77       |
|             | test  | 11     | 17    | 5     | 16    | 85         | 7       | 7     | 9        | 7        |
| Negative    | train | 67     | 110   | 72    | 68    | 831        | 111     | 109   | 69       | 62       |
|             | test  | 9      | 7     | 7     | 3     | 61         | 8       | 14    | 6        | 5        |
5.2 EVALUATION METRICS

Since the topic under discussion is multi-label classification, we must use appropriate measures to evaluate the models. These measures are different from single-label classification measures. In this regard, we have used two measures of Jacquard index (multi-label accuracy), and Hamming loss, to evaluate the efficiency of the models.

The Jacquard index, also known as multi-label accuracy, is defined as the number of correctly predicted labels divided by the actual label union. Equation (1) shows how this evaluation measure is calculated.

\[
\text{JaccardIndex}(h) = \frac{1}{n} \sum_{i=1}^{n} \frac{|h(x_i) \cap Y_i|}{|h(x_i) \cup Y_i|}
\]

Hamming loss calculates the symmetric difference between the actual output and the classifier output. In other words, it shows a fraction of the labels that were not correctly predicted for a sample. Equation (2) shows how this criterion is calculated.

\[
\text{HammingLoss}(h) = \frac{1}{n} \sum_{i=1}^{n} [h(x_i) \oplus Y_i]
\]

In Equations (1) to (2), \(Y_i\) represents the actual output for sample \(i\), \(h(x_i)\) the classifier output, and \(n\) represents the number of samples in the data set.

5.3 Experimental Results

All experiments this article were performed in the Google Colab environment with the GPU enabled. The Keras library on the TensorFlow platform has been used to build and train the proposed model on dataset. Table 3 compares the models based on the two measures of Jacquard index, and Hamming loss. As can be seen, the proposed model has better results in measures of Jacquard index, and Hamming loss than the models trained as a unit model.

| Model       | Dimensionality of word | Jaccard Index | Hamming Loss |
|-------------|------------------------|---------------|--------------|
| CNN         | 100                    | 77.67%        | 0.047        |
|             | 200                    | 79.28%        | 0.043        |
|             | 300                    | 80.33%        | 0.041        |
| proposed model | 100,200,300          | %87.65        | 0.039        |

5.4 CONCLUSION

In this article, we used a simple but effective strategy to joint learn the two important sub-task of aspect-based sentiment analysis, namely, ACD and ACP in Persian. In this regard, we used a change in data labeling, or in other words, the addition of a neutral class to enable the multi-task deep learning model to detect category and polarity. Also, in order to increase the efficiency of deep learning models in solving the problem of sentiment analysis in Persian, ensemble learning based on the majority voting approach was used. In this regard, three basic convolutional neural networks were created which are architecturally the same and only the parameter of the dimensions of their embedding layer is different. Experimental results show that the deep learning model based on ensemble learning shows better results compared to the unit models. In other words, combining several models together has been able to reduce each other’s random errors and strengthen the right decision.
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