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Abstract: Machine vision has been thoroughly studied in the past, but research thus far has lacked an engineering perspective on human vision. This paper addresses the observed and hypothetical neural behavior of the brain in relation to the visual system. In a human vision system, visual data are collected by photoreceptors in the eye, and these data are then transmitted to the rear of the brain for processing. There are millions of retinal photoreceptors of various types, and their signals must be unscrambled by the brain after they are carried through the optic nerves. This work is a forward step toward explaining how the photoreceptor locations and proximities are resolved by the brain. It is illustrated here that unlike in digital image sensors, there is no one-to-one sensor-to-processor identifier in the human vision system. Instead, the brain must go through an iterative learning process to identify the spatial locations of the photosensors in the retina. This involves a process called synaptic pruning, which can be simulated by a memristor-like component in a learning circuit model. The simulations and proposed mathematical models in this study provide a technique that can be extrapolated to create spatial distributions of networked sensors without a central observer or location knowledge base. Through the mapping technique, the retinal space with known configuration generates signals as scrambled data-feed to the logical space in the brain. This scrambled response is then reverse-engineered to map the logical space’s connectivity with the retinal space locations.
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1. Introduction

The human eye is a complex device possessing unique capabilities that we have not yet been able to fully replicate in machines and computer systems. This paper analyzes the neural mapping of photoreceptors (rod and cone cells) from the retina to the brain. When light (photons) hits the photoreceptors, it is converted to electrical signals that are transmitted to the brain’s visual cortex via the optic nerve, along which the electrical signals become spatially scattered; as a result, the nerve ends (photoreceptor and neuron) may not initially at birth be associated with the same neighbors as they would when the vision system matures [1]. The brain must orient these batches of signals to reconstruct the image captured in the retina, a process which is theorized here to be achieved through statistical regression of the scrambled signals’ photoreceptor locations. In this research, we develop a mathematical formulation that arguably simulates how our brain trains itself to locate the photoreceptors and construct an image; the goal is for this spatial mapping simulation to eventually be extrapolated to machine vision applications. The techniques developed may be used for applications such as mapping distributed sensors in smart cities or in situations where multiple sensors are placed randomly without the ability to gather information on their locations by conventional means. For example, imaging sensors may be randomly dropped in hostile zones (e.g., forest fires or flooded regions) and then aligned with their locations based on the movement of the stars, sound, prominent landmarks, or sun with respect to other sensors.
Interestingly, in 1982, Churchland [2] argued that the human visual system was less complicated than it appeared. Churchland’s work was deemed foundational, yet even in the 40 years following, we have not been able to solve the mystery of vision completely. It was speculated that since the biological visual system is made up of neurons, which are not intelligent, it should be relatively straightforward to untangle visual processes. However, upon further exploration, several authors (as listed later) found that there were layers of signal passing and processing that rendered the brain’s visual processes beyond a depth that they were able to fathom. Churchland asserted the plasticity of the brain and hoped to eventually find “real” and “active” intelligence in the visual system.

A schematic of the visual neural circuits is depicted in Figure 1 (adapted from [3]). The rod and cone cells (photoreceptors), which line the back of the retina, convert light into electrical signals. These signals become scattered as they travel along the optic nerves, and the left and right fields of vision become crossed in the optic chiasm, before the signals finally reach the visual cortex (located in the back of the brain) to be processed.

![Figure 1. Schematic of the human vision system](image)

Lin and Tsai [4] explained how the optic nerve functions as a cable bundling the many nerve fibers that connect and transmit visual information from the eye to the brain. Retinal ganglion cell (RGC) axons constitute the optic nerve. Humans have about 125 million combined rod and cone photoreceptor cells. The optic nerve transmits visual signals to the lateral geniculate nucleus (LGN), followed by the visual cortex, which converts the electrical impulses into the images that we see and perceive. Lin and Tsai also observed that the optic nerve is an important living model for studying the central nervous system and its regeneration. The signal capture from the optic nerve helps us find root causes for neuronal degenerative diseases, such as Alzheimer’s disease and Huntington disease. More information on visual neurons is given as this study progresses.

It is hypothesized that at birth, the retinal cells (collectively termed the “retinal space” in the following discussions) do not have established connections with their corresponding neural cells in the visual cortex (the “logical space”) [1]. Among published literature on vision analysis [5–8], no prior work has addressed the connectivity calculations for the
It is hypothesized that at birth, the retinal cells (collectively) are not functional. To make sense of the photoreceptors’ neural signals and reconstruct an image, the brain must train itself over time by spatially mapping its connections with individual photoreceptors. In attempting to mathematically model and simulate this training, our research considers simpler monovision and does not address the split of right and left vision.

The retinal distribution of photoreceptors is relatively complex. As depicted in Figure 2 (adapted from [9]), the retina contains a network of rod and cone cells, bipolar cells, and ganglion cells, several of which are cross connected. For simplicity in this research, it was assumed that one cone cell sends a unique signal to one neuron each time it is activated. The light-activated data then travel through the ganglion cells and backward to the optic nerves. The reason for this arrangement is not completely understood; it makes more sense to have the neural circuits on the back of the retina, but instead, the nerve cells are located upstream of the path of light as illustrated by Figure 2. In this work, for simplicity in analysis, it was assumed that no light sensing signal was generated through neural interference in the ganglion cell networks.

![Retinal cell network](image)

**Figure 2.** Retinal cell network (image courtesy of open access. Adapted from ref. [9]).

2. Previous Work

2.1. Evolution and Functionality of the Visual System

Erclik et al. [10] discussed eye evolution with the neuron as a unit of homology. There exist unusual neural cell-type homologies (genetic similarities) between Drosophila visual systems and vertebrate neural systems. These similarities were used to develop models that characterize the evolution of visual systems. In the first model, the neurons of the higher vertebrate retina have common-origin based similarities with the rhabdometric cell types found in insects and the ciliary cell types found in lower vertebrates. It was suggested that the complex vertebrate retina has evolved from the merging of two evolutionary branches. The second model, as discussed by Erclik et al., is based on the genes involved in photoreceptor-target neuron development, and the model postulated that common ancestors of vertebrates and flies possessed good vision systems.

Human vision is a biologically intricate process involving several mechanisms that are still not understood by researchers. Kolb et al. [11,12] described the basics of the human vision system in two articles that serve as useful introductory reading on the topic. They described how several millions of photoreceptors are packed together in a tightly knit network in the retina. This complex neural network is contained within a
half-millimeter-thick film of tissue at the back surface of the eye. The authors illustrated the retina as a three-layered cake with one layer of neurons and two filling layers of synapses. It is accepted that there are two basic kinds of photoreceptors, namely rods and cones. The cones are further subdivided based on light wavelength into two types, long- and short-wavelength sensitive cells, which are observed in most mammals. There is a third wavelength-sensitive cone in primates; it is similar to the long-wavelength cone type but slightly more sensitive in the green wavelength. This three-color detection range is observed in humans and other primates and is known as trichromacy or tri-variant color vision. Many other species, such as reptiles, birds, and fish, have one or two more types of color sensitive cones [13,14]. To reduce complexity, this research excluded images with color distributions, addressing images with black and white contrasts only.

Rossi and Roorda [15] established a relationship between the cone spacing and visual resolution in the human fovea. It was shown that at the foveal center, image resolution is limited by cone spacing, but outside the foveal center, visual resolution is better correlated with the density of midget retinal ganglion cells. In further exploration of the limitations of human vision, Hall et al. [16] studied human visual perception of camouflaged objects under various conditions. They studied three stages of predation—detection, identification, and capture. Contrary to previous assumptions, they observed that the motion of a camouflaged object did not always break its camouflage; especially when the object was surrounded by similar objects (such as animals in a herd) or similar moving distractors, the camouflage was still effective.

Randel et al. [17] studied the interactions of photoreceptors and motor neurons in annelid Platynereis larva’s four-eyed visual system through observation of visual phototaxis (bodily motion in response to light stimuli). They argued that image-forming camera-like eyes may have evolved via several intermediate stages, beginning with light- and dark-field detection. The collected data suggested that during photoreceptor development, connections to the neural cells (primary interneurons, which connect the photoreceptors to the motor neurons) become stronger. Unused interneurons were gradually eliminated.

2.2. Visual Learning, Movement, and Memory

There is strong evidence, as proposed here, to suggest that image and eye movement play key roles in visual learning, which involves the strengthening of the brain’s neural connections to the retinal photoreceptors. Marr and Poggio [18] developed a computational theory of human stereo vision. They followed similar logic to ours, visualizing beams emanating from each eye and detecting the right intersection. Images were analyzed through channels of various coarseness resolutions, and the corresponding channels from the two eyes were matched through disparity values on the order of the channels’ resolutions. According to them, the memory roughly preserves disparity-based depth information either during the scanning of a scene with differential eye movements or during the movement of the objects of interest. Similarly, Armson et al. [19] observed that eye movements promote the retrieval of spatiotemporal detail memories. Eye movement helps to recapitulate the temporal order of previously viewed space-based visual content.

Ryan et al. [20] noted that visual exploration served to build and recollect memories. More details from the past were retrieved when similar scenarios were shown or visited. Reciprocally, past memory increased the efficacy of the current visual exploration. They described neurodegeneration detection with eye-movement-based analysis. They observed that vision processing is linked to memory, and perception of an image can be used to recall past events from memory.

Montgomery and Young [1] observed that unlike hearing, which matures in a month after birth, the vision system develops more slowly over 6 to 8 months, at which point the baby sees the surroundings nearly as well as an adult. While newborns’ eyes are physically capable of seeing normally at birth, their brains are not ready to process the sudden massive influx of visual information, so images stay fuzzy for several months. Our paper illustrates this development with mathematical procedures. As the brain develops,
so does the ability to see clearly, providing the tools the baby needs to comprehend and navigate its surroundings. Sakai [21] explained this phenomenon through a process called synaptic pruning, which shapes visual processing with improved neural wiring. It was observed that at birth, an infant has more neurons than an adult. Over the course of development, the neural circuits that are most used are strengthened and maintained, while the less used connections become weakened and fade. Our work focuses on this connection building process between the retinal space and the logical space in the brain and explores the possibility of extending that knowledge to distributed sensor technology.

Neural circuits adapt to various contexts throughout the visual training process. NIH [22] observed that most neuroscientists previously thought humans were born with a fixed number of neurons that remained constant throughout life. Scientists believed that adding any new neurons would disrupt the flow of information in the neural circuit and could disable the brain’s network system. However, more recent research indicates that children continuously produce new neurons to help build new pathways called neural circuits. Earlier in 1962, scientist Joseph Altman, as noted by the referenced NIH publication, supported this new theory of new connectivity as evidenced by neurogenesis (the birth of neurons) in the hippocampus of the adult rat brain, which modified the neural structure based on training and expertise. It was later reported that newborn neural connections migrated from their birthplace in the hippocampus to other parts of the brain. In 1979, research findings by another scientist, Michael Kaplan (as reported by the NIH publication), supported Altman’s findings in the rat brain; these discoveries in the human adult brain were surprising to several researchers, who did not think neurogenesis was possible for humans. In another example, scientists tried to understand how birds learn to sing and suggested that new neural circuits were formed in the brains of adult birds [23]. In a series of experiments, Fernando Nottebohm and his research team [24], as reported by NIH, showed that the forebrains of male canaries dramatically increased the numbers of neurons during the mating season (in which the birds invented new songs to impress female birds). These studies indicate that neural connections are not fixed, but rather adapt in response to various stimuli and activities.

In further support of the findings by NIH that the human brain is not a static device, Michelon [25] discussed the notion of plasticity, i.e., the brain’s capacity to change with learning. It is a widespread myth that neural connections in the brain become increasingly rigid with age; however, current progress in brain imaging indicates that the brain continuously changes through learning. These learning-based changes happen mostly at the interneuron connections. New neural connections are formed, and the internal structures of the existing synapses change continuously. Furthermore, expertise in a field can make a specific part of the brain grow. For instance, London taxi drivers are found to have a larger hippocampus than London bus drivers; this is because the hippocampus is responsible for handling complex spatial information. This skill is used more often by taxi drivers, who have no fixed path and must adapt to traffic, congestion, smaller streets, different destinations, and the varying needs of their passengers, than by bus drivers, who repetitively follow a limited set of fixed routes [26].

Polat et al. [27] discussed training the brain to improve the aging eye (Presbyopia). They developed a vision training method that was found to improve contrast detection thresholds at all three spatial frequencies, indicating that the aging brain retains enough plasticity to overcome biological deterioration. However, an improved detection of grey levels through training was difficult to achieve. Still, this work was the first to show that vision improvements through training were attributable not to the optical performance of the eye but to the increased efficiency of neural processing. They found that the visual system can improve its perception of blurred images using applied cognition.

2.3. Optical Illusion and Visual Learning

Optical illusions provide a means to uniquely characterize human vision, and they further attest to the importance of neural processing above optical performance in visual
perception. Thibos [28] modeled human image processing comprising two concatenated filters, the first being optical and the second being neural. Evidence of aliasing (signal frequency distortion) in human vision was discussed and illustrated through a simulation of an aliased neural image in the peripheral visual field. Optical illusion does not happen in digital image processing; therefore, it can be argued that the analysis of these illusions may provide guidance toward understanding intelligent image processing and perception.

In support of the previous discussions regarding the link between perception and memory, Rizzi and Bonanomi [29] observed that the human visual system does not register objective reality; instead, it modifies the appearance of a scene by adjusting to its content using visual memory. For this reason, optical illusions may provide important insight into the less understood inner mechanisms of the human visual system. Heller et al. [30] observed that optical illusion is not truly optical but instead is related to perception and analysis. Despite its name, the same illusion was observed between sighted and visionless participants in their study. They compared the Müller-Lyer illusions with sighted and congenitally blind people and found not only that blind testers experienced a similar illusion when they processed the images using touch, but also that the touch-based illusion could be stronger than the visual illusion on the same graphical layouts.

Williams and Yampolskiy [31] created a dataset of images that play tricks on visual perception, including causing misjudgment on color, size, alignment, and movement. Robinson et al. [32] explained brightness illusions with spatial filtering and local response normalization, illustrating that the intensity illusions could be captured by mathematical models. Filtering and changes in intensity scales were used to simulate the observed intensity mismatches, but no biological response was discussed to justify the illusions. Other animals can also experience optical illusions, and not all animals experience the same optical illusion from the same image; for example, Watanabe et al. [33] observed that pigeons’ perception of the Zollner illusion is reversed from that of humans. The reason for this discrepancy, it was argued, was that human perception has both assimilation and contrast effects, whereas pigeons’ perception only has assimilation effects.

Coren and Girgus [34] tested relative efficiency on the parametric variation of the Müller-Lyer and Ebbinghaus figures. They concluded that the methods of average error, reproduction, and graded series techniques were better than the rating scale and magnitude estimation techniques. Franz [35] worked on the neuropsychological measure of perception and found that the same neuronal signals were responsible for common illusions, size estimation, and grasping. The causes for optical illusions are still not fully understood, but it is known that they are not truly “optical” as the name indicates; rather, they are related to the perception and processing of images in the brain. Given that illusions are one of the major discrepancies remaining between human and machine vision, a better understanding of the mechanisms behind illusions may provide new insight that could aid in the replication of human visual learning and the associated development of security and intelligence-based technologies.

2.4. Modeling and Analysis of the Human Vision System

Discussion of the physics of visual perception by Campbell and Marr [36] identified that any temporal or spatial stimulus could be characterized by its Fourier transform. The visual system was analyzed using band-pass filters on waveforms. It was found that the contrast threshold (minimum contrast required for the human eye to differentiate lines) was different for a sinusoidal grating compared to a square wave grating or a point source (like a star in the moonless sky). For similar frequencies, the differently shaped waveforms had different contrast thresholds. It was thus presumed that vision had frequency tuned channels, and this work provided band-pass characteristics of these channels.

McIlhagga and Mullen [37] used classification images to illustrate chromatic edge detectors in human vision. Chromatic (color-based) edge detectors appeared larger than the luminance (light-based) edge detectors, resulting in a lower spatial resolution in chromatic
vision. Moreover, chromatic edges were sensitive to change in color (such as red vs. green or blue vs. yellow) than to the color itself.

Marr and Hildreth [38] developed a theory on edge detection as part of the artificial intelligence laboratory at MIT. Their theory was based on two parts—intensity differences within the same object and intensity changes due to surface discontinuities between different objects. They observed that an edge has a partly visual and partly physical meaning. Georgeson [39] argued that computational edge detection models can be broadly classified into either circular spatial filters or orientation selective filters. The oriented filters are not orientation detectors but rather are located spatial features.

2.5. Machine Learning

Object recognition is a major component of machine vision, and it requires machine learning methods; these methods may be improved using insight into the differences between human and machine visual learning. To characterize one of these differences, Garcia-Garibay and de Lafuente [40] analyzed the Müller-Lyre illusion through an artificial neural network. They argued that comparing line lengths in illusions is not as straightforward as it seems because visual systems process complete visual objects rather than local information. Our work is a step forward toward an intelligent visual system, and we hope to expand in the world of perception in the future. Krizhevsky [41] trained a large deep-convolutional neural network to classify 1.2 million images with an excellent error rate of 37.5%. Image analysis is highly complex, and the chosen technique included 60 million parameters and 650,000 neurons with five convolutional layers. Biological image processing and classification techniques are somewhat different from these digital techniques; our work explores the beginning of image reconstruction process, and hopefully this can be extended to image classifications later.

Zeman et al. [42] discussed the disparity between perception and objective reality. They implemented a technique called HMAX architecture, which uses an artificial network to perform linear classification of optical illusion defined in Müller-Lyre categories. Watanabe et al. [43] developed deep neural networks that were used to predict operational algorithms of the brain, including illusory rotational motion. They argued that in using sensory illusions as indicators of human perception, deep neural networks are expected to contribute significantly to the development of brain research.

Lades et al. [44] proposed a dynamic link architecture for object recognition. This link architecture, an extension of the classical artificial neural networks, used connection parameters between two neurons and provided a synaptic weight for signal transmission. This architecture is a self-organizing network with a positive feedback loop.

Talbi et al. [45] proposed a genetic quantum algorithm to perform an image registration for a vision system. The proposed system catalogued images coming from different sensors. Forcen et al. [46] illustrated spatial pooling as an important step in computer vision systems. This process combines neighboring descriptors to obtain a descriptor for a given region. Their technique used local image features for scene detection. In 1981, Grimson [47] presented a computational theory of visual surface interpolation, an impressive feat considering the lack of tools available at the time compared to what exists today. The work attempted to computationally interpolate complete surfaces from a discrete set of points; this was achieved through the calculation of variations associated with problems of minimum energy. Minimum energy could be the driving force for evolution-based biological systems, but available information is not yet sufficient for this determination. A year earlier, in 1980, Grimson [48] published ideas on implementing human stereo vision in a computer framework. The first step of the stereo vision implementation was fixing the two-eye position with two zero-crossing descriptions. We did not extend our work to stereo imaging, but the discussion is provided as a guidance for future extension of our work.

Bergstra et al. [49] proposed a hyperparameter optimization algorithm to improve on face matching verification, face identification, and object recognition. These image
processing capabilities seem to be difficult to achieve in digitized images, but our brain performs them effortlessly and with low power consumption; our work is a step toward understanding how this processing is carried out in the brain. Tsuda and Ratsch [50] developed a linear program based technique for image reconstruction. Their technique was used for de-noising the image for further processing and was based on existing statistical approaches. They concluded that the power of convex optimization was not fully utilized in image processing and that there is room for advancement. Bhusnurmath [51] studied convex optimization techniques to minimize energy in computer vision. This work effectively parallelized the linear program code on CPU and GPU with giga flops capabilities. This was complex and innovative work, but the human eye can achieve the same outcome without significant power and most likely with a different technique. Our work is a step forward in the direction of understanding the biological mechanisms behind human visual perception and how they may be used in the advancement of technological applications. Clearly, there is much progress to be made in understanding the biological mechanisms behind human visual perception; hopefully, this work can help to replicate these intelligent visual processes so that they can be used for the advancement of technological applications, such as spatially calibrating randomly placed sensors.

3. Methodology

The objective of this work is to reverse-engineer the connection between the brain’s processing unit (the “logical space”) and the photoreceptors in the eye (the “retinal space”). It is assumed that there is one-to-one connectivity between the locations; this may be a valid assumption for the fovea centralis [15]. For simplicity, optical receptors are placed in a uniformly spaced XY grid, and it is assumed that the edges in training images are aligned with either the x- or y-axis. Inclined edges and nonuniform sensor distribution may provide a more realistic representation of the true retinal configuration, but additional research is required to incorporate these complex effects.

Figure 3 highlights the basic difference between a digital camera and a human eye. The digital camera’s photosensor is manufactured with painstaking perfection to produce repeatable results. Each pixel is the same, and its exact location is in-built and identical from one sensor to the next, resulting in identical “perceived” images between different sensors. The software driving the image processing does not need to calibrate the pixel locations. Conversely, the human eye is different from one individual to another. The rods and cones are packed differently, and as a result they may produce different perceptions of the same visual stimulus, as depicted in Figure 3a. Thus, the brain must calibrate its neural connections with these unnumbered, haphazardly distributed photoreceptors in order to achieve accurate image perception. Interestingly, previous research did not question or test the accuracy of the perceived image layout (line configuration, relative positioning, shape and size) but only that of the hue and color consistency. We addressed the nonuniform distribution of photoreceptors and possibly how the brain reverse-engineers their locations. This knowledge may aid in the development of intelligent imaging technologies such as the spatial mapping of distributed sensors in smart cities and in hostile zones. The global GPS system may not be the optimal method for mapping large numbers of sensors, and in hostile zones it may not be desired to disclose GPS positions, in case the sensors are compromised.

This work documents the progress made in the simulation of retinal spatial mapping, which may be useful in further optimizing imaging technologies. It does not follow the conventional research paper format of analysis, model development, and results. Instead, we developed a hypothesis based on biological observations and adopted it to develop techniques and models that may be useful for engineering applications. Each section within the results and discussion illustrates a different concept and helps establish the technique needed to resolve the spatial mapping of sensors.
In this work, a memristor factor (MF) is used as a damper for the strengths of the connections in the neural circuit. The strength of a neural connection is iteratively updated as New Neural Connection Strength = (1 + MF × Previous Neural Connection Strength). This technique simulates the synaptic neural pruning that has been observed in biological research. The results indicate that a static image is not enough to map the retinal to logical connections. To build proper neural connections, it is shown that information from dynamic images is required.

The methodology presented here can be divided into two broad components, i.e., finding the neural connections and finding the neural node neighbors.

3.1. Finding the Neural Connections

Unlike in a digital camera, a retinal photoreceptor (the equivalent of a pixel in a camera sensor) is not initially calibrated in its spatial location. After an image is captured in the retina, the optical data are transported to the back of the brain for further processing. For vision to work properly, the brain’s visual neurons must be mapped to their corresponding retinal photoreceptors; the first two sections of the results discuss the neural training through which this connectivity is established. There are millions of photoreceptors in the retina. To simplify, let us assume a 2 × 2 matrix, i.e., [(R1,R2);(R3,R4)] on the retinal surface with four photoreceptors R1 to R4. These photoreceptors are connected to brain locations [(B1,B2);(B3,B4)]. These spaces are biologically connected to one another, but they do not provide information about the connections between individual cells (e.g., whether R1 is connected to B1 is not known to B1). They also do not provide information about the relative positions of R1, R2, R3, etc. In the first part of the research, the connectivity between R1 and B1, R2 and B2, and so on, are established using dynamic image features.

Let us say there is an edge in the image that excites R1 and R2. Due to a hardwired neural connection, both B1 and B2 will receive the excitation signals. Unless it is a point image, the brain cannot connect B1 to R1. This gets more complex when millions of sensors are working at the same time and when images are complex as well. The technique is explained for more complex environment in the results with numeric diagrams.

3.2. Finding the Neural Node Neighbors

After pairing the retinal locations with logical locations in the brain, neighborhood information is needed to process the image information. For example, to detect a line, the spatial sequence of photoreceptors is needed. A perturbation technique is developed here that uses image samples and trains the brain to identify the neighbors of photoreceptors. If we consider neighbors in x- and y-directions, R1 has R2 and R3 as neighbors, which can be detected by sampling images and moving them in x- and y-directions. For example,
let us say there is point feature and only R1 is activated. In the next perturbation, the feature is moved by one unit in the x-direction. After that x-direction move, R2 becomes activated. From this exercise, the brain could decide that R2 is the right neighbor of R1. However, the training mechanism is more complex than that because there are millions of photoreceptors and thousands of features. The problem of neighbor detection is solved by statistical methods and a memristor factor. If the perturbation is continued, the number of times R2 is detected as the right neighbor of R1 is high; this is how the training technique is implemented.

A schematic of the perturbation technique is illustrated in Figure 4. Solid green locations are where the features are present in the image to activate the photosensors. The image is then perturbed in +1 position in the x-direction as shown. From this, the brain obtains the information that the dotted line locations are the right neighbors of the feature containing photoreceptors. However, it cannot determine who is the neighbor of whom just from one exercise like this. To determine the neighbors, the process is repeated with different images, that is, the solid green locations are varied but with the same density for the simulations. The number of images used is identified as iterations in this work. In this illustration, 25% (i.e., 4 out of 16 locations) of the domain allotted for initial features are populated and is controlled by a rounding adder (RA) in the computation. For the given configuration, RA is equal to 0.25.

The perturbation is continued in all four directions, namely +x, −x, +y, and −y. For illustrative purposes, the perturbation is taken as one unit with each iteration here; it is expected that this work will be expanded by others to include random perturbations and nonorthogonal movement, which are beyond the scope of this work at the time.

4. Results and Discussion

4.1. Failure of Spatial Reconstruction with Static Images

The objective of this section is to logically simulate the spatial mapping of photoreceptors in the brain. The sensor (photoreceptor) locations in the retina are designated in the retinal space matrix, as depicted in Figure 5. The task is to reconstruct this retinal spatial distribution in the brain’s neural network, which is referenced as the logical space. In a digital camera, the pixels are numbered in the chip, and so the software does not require this spatial calibration. Contrarily, in the biological vision system, the retinal space is not structured, and the logical space of the brain is not systematically numbered. It is hypothesized that the brain identifies common features such as an edge or colored area and then trains itself to reconstruct the tentative locations of the retinal space for image perception. We suppose that 9 sensors are laid out in a $3 \times 3$ matrix in the retina as depicted in the retinal space in Figure 5. Next, we assume horizontal and vertical edges are detected by the
retina. We then suppose a vertical line of light activates the first column, which contains sensors 1, 4, and 7. The brain becomes aware that sensors 1, 4, and 7 are activated, but it will not know their correct order. The brain needs to determine this order to reconstruct the image. Here, we let the signals be arbitrarily scrambled into the order 4, 7, 1, which are activated in the presence of that edge. Similarly, the next two columns are activated by other edges and are scrambled as 8, 2, 5 and 6, 9, 3. In Python, this data structure is called a set; compared to an array, a corresponding set contains the same numbers, but unlike the array, it does not record any particular order for the numbers. In applying the same process along the horizontal direction, the horizontal edges will create scrambled rows [(3,1,2); (6,4,5); (9,7,8)], as illustrated in Figure 5.

Let us suppose that the static image information provided the brain the information that (8,2,5) are in the same column, and (3,1,2) are in the same row. Now, if we match this row and column at their shared point (2) and continue similarly adding on more rows and columns as illustrated in Figure 6 until the matrix is fully populated, the resulting reconstructed space satisfies the row and column sets (i.e., each row and column contains valid neighboring cells), but the whole set does not match the retinal space distribution (i.e., the cells are not in the correct order). This illustration demonstrates that the spatial mapping of sensors to the logical space using static images is not dependable; it may result in solutions that match the row and column sets but not the full matrix configuration.

4.2. Spatial Reconstruction with Moving Dynamic Images

Since the retinal space cannot be reliably reconstructed using static images alone, a hypothesis with moving edges is illustrated next. Figure 7 demonstrates the dynamic edge concept, in which moving images are used for spatial mapping of the retinal cells to their correct corresponding neural brain cells. If we take into consideration how the eye can detect eye movement direction and can correlate the expected corresponding image movement, then it can rearrange the scrambled columns by detecting which sensor is to the left and which is to the right. A similar method is performed in the orthogonal direction to order the rows from top to bottom. The middle matrix in Figure 7 depicts the

![Figure 5. Image reconstruction from retinal space to brain’s logical space (processor and eye image courtesy of open access [52,54,55,57]).](image-url)
alignment of the scrambled matrix after the vertical edge scan; the vertical line movement would identify that sensor 8 comes after 7, and 9 comes after 8, thus putting the columns in order. However, the vertical line cannot resolve the rows; a horizontal line (moving vertically) achieves this by identifying that sensor 4 comes after 1, and 7 comes after 4. When combined, these two processes perfectly reconstruct the retinal space. Thus, together, the vertical and horizontal scans of light stimuli can correctly reconstruct the retinal space in the logical brain space. This could not be achieved with static images, which leads to the conclusion that a moving reference is essential for the brain to place the retinal locations correctly in its logical space.

**Figure 6.** Inaccurate reconstruction of photoreceptor locations using static images.

**Figure 7.** Orthogonal image scans to identify correct spatial orientation of photoreceptors.

### 4.3. Intercept Method for Sensor ID Location

In the previous sections, it was demonstrated that a static image cannot help with identifying the sensor at a specific location; for proper sensor location identification, image or eye motion is required. The scanning of an image or view is now applied on a larger set of sensors. Figure 8 depicts the retinal space, in which each photosensor is marked with a unique color as an identifier. A horizontal scan of vertical edge lines creates scrambled...
datasets as shown at the top of Figure 8. The bag represents the “scrambling” of a row or column to obtain an unordered set of numbers; the rows and columns indicated by the bag contain all of their correct (same as retinal space) respective sensors, but they contain no information about the sequence or location of the sensors within the row/column. The vertical scan of horizontal edges is depicted in the lower portion of Figure 8. To better understand these scans, we can imagine a situation where the eye sees an edge, such as a corner or wall-ceiling intersection. With eye motion, that line is moved across the retinal space, allowing the brain to logically reconstruct the image as it enters the eye (before becoming scrambled along the neural pathways to the brain); this is the process by which these datasets are created. This may not truly be how the brain processes images, but it is a possible logical method that can be used for locating sensors in an array. The biological visual learning process is described in the next section.

**Figure 8.** A large retinal space packaged in different sets based on vertical and horizontal edges.

If the scrambling process with this larger dataset seems confusing, it may help to revisit Figures 5–7 with smaller datasets, as smaller datasets are easier to grasp and visualize.

Figure 9 depicts the reconstruction of the scrambled datasets. The reconstruction is simple in mathematical terms and can be used on orthogonally scanned datasets. The intercept of the vertical scrambled line and horizontal scrambled line gives the sensor ID at the intercept location. The sensor ID at a given location is \((\text{vertical scan dataset}) \cap (\text{horizontal scan dataset})\). However, this mathematical operation does not occur in biological learning. Rather, the brain’s visual mapping process is better understood as a statistical sampling and an enabling of neural connections, as is described in the next section. Note that the set intersection technique depicted in Figure 9 is useful for laying out and locating large arrays of sensors without knowing where they were placed. The sensor locations can be detected logically through their collective response to visual input as is illustrated with retinal and logical nodes.
4.4. Statistical Learning by the Brain Based on Photosensor Response

Unlike what is described previously, the brain’s learning does not involve set theory and manipulation of number collections. Here, an attempt is made to simulate how the brain might untangle visual information and determine the spatial locations of the retinal photoreceptors. To understand that mechanism, a perturbation method is used as described in Section 3. The human eye is not rigid, and the image captured is constantly moving. For simplicity, it is assumed that an image on the retina is sequentially perturbed by one unit in the ±x direction and one unit in the ±y direction. As illustrated in Section 3, if light is shining on the (i,j) receptor, then due to perturbation (i − 1,j), (i + 1,j), (i,j − 1), and (i,j + 1) are also stimulated. This is a simplistic assumption but a step toward understanding the learning and adaptation that happen in the early stages of brain development. The problem is that when sensor (i,j) is stimulated, many other sensors in the retina are stimulated as well. To capture this effect in simulation, a random number of sensors are stimulated in the retinal space at a time, and that random set is repeated several times. For mathematical expression, these repeats are referred to as iterations. Each iteration uses a new image map on the retinal space. The number of sensors activated is controlled by a rounding adder (RA) in the Python code; RA = 0 in the model signifies that no sensors in the retinal space are receiving light, and RA = 1 means all sensors in the retinal space are excited.

It was proven by experiments that the biological brain is not a static neural structure; rather, it continuously evolves and makes new connections through a phenomenon known as brain plasticity [25]. Initially, all neurons of an infant’s brain are connected to each other, but over time, the most frequently connections strengthen and become established as viable connections, while the unused ones perish. This process of selective development in the brain’s neural circuits is called synaptic pruning [21]. A numerical model is developed here to study the process of synaptic pruning. The effect is similar to that of a memristor, as proposed by Chua [58]. A memristor is a theoretical circuit element that has a “memory” and this element allows it to adjust its resistance depending on its usage in the electrical circuit. There are existing studies on this component in the context of electrical circuits [59,60], but our work may be the first to apply the memristor analogy to synaptic pruning. The observed medical records, as cited previously, indicate that neural resistance decreases with usage, similar to a memristor circuit element.

As discussed in Section 3, a memristor factor (MF) was implemented as a dynamic factor for establishing strengths of neural connections. The strength of a connection between
two nodes is iteratively updated as New Neural Connection Strength = (1 + MF × Previous Neural Connection Strength). There are no experimental data to validate the exact value of the MF, but as illustrated by the following figures, the numerical simulations indicate that the MF plays an important role in identifying viable connections in synaptic pruning. The MF used here indicates the residual effect of the previous usage added to the current neural connectivity.

Figure 10 illustrates the need for a memristor effect as used in synaptic pruning. The greater the column height, the more probable it is that the cell location represented by the column is a neighbor of sensor (4,4). The simulations are for 1000 iterations, meaning 1000 different images with perturbations are used. The image density is high (RA = 0.9). The memristor factor is applied in Figure 10b, in which it can be observed that the neighbors of the sensor located at (4,4) are more clearly identified. With memristor, the distant nodes’ connectivity strengths correctly drop to near zero. The neighbors are (3,4), (5,4), (4,5), and (4,3), and they all have high relative connectivity strength. Without the MF, as shown in Figure 10a, there is significant noise in the connectivity map.

![Figure 10](image1.png)

(a) No memristor effect  
(b) Memristor factor = 0.01

Figure 10. Effect of memristor factor on neighbor identification for sensor at (4,4).

Figure 11 depicts the infant stage training outcome of the simulated brain. Iterations represent the sample size (number) of images used for training. It was observed that with increased statistical sampling represented as iterations, the identities of a sensor’s neighbors become more distinguished. Like before, the presented results are for sensor (4,4). With increased training, the neighbors are more clearly identified. Neighbor information is needed for edge detection, for perception, and for visual grasping of the environment. An iteration count of 1000 means 1000 images were used for training; results show that neighbors of location (4,4) become more prominent with 5000 iterations. This simulation demonstrates that complex mathematical operations such as set intersection can be achieved through statistical sampling and memristor-like adjustments that model biological synaptic pruning. It is understood that the analyses performed here used simplified movements and sensor arrangements. Hopefully, others can see the opportunity to expand on this work and bring in the concept of perception that is missing in classical digital image processing.
5. Conclusions

In this study, we built a procedure for simulating visual spatial mapping with a hypothetical array of distributed sensors. The optical circuit of human vision was selected due to the availability of relevant medical research and the recent development of intelligence-based theories. The objective of the research was to simulate the mapping of retinal photoreceptors to their associated brain cells, which enables perception and image processing. It was argued that the neural connection from one cone cell to its associated brain cell is not established at birth. The brain and eye work together along with the movement of the eye and head to learn the spatial distribution of the retinal photoreceptor cells. We found that static images are not suitable for training the brain to recognize visual sensor locations; rather, image movement or perturbation is required to decipher the relative locations of the photoreceptors. To simulate this phenomenon, we conducted a mathematical analysis using a number set-theory based intersection of two orthogonal image scans. Lastly, we demonstrated how set intersection is implemented by the brain through statistical sampling. We observed that a memristor, which is a special type of electrical component, may be analogous to the mechanisms involved in synaptic pruning. Synaptic pruning eliminates unused neural connections and strengthens the most frequently used connections. The proposed model effectively captures the neighbor detection of the retinal photosensors by the brain with repeated training on the images by perturbation.
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