Paint by Example: Exemplar-based Image Editing with Diffusion Models
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Figure 1. Paint by Example. Users are able to edit a scene by painting with a conditional image. Our approach can automatically alter the reference image and merge it into the source image, and achieve a high-quality result.

Abstract

Language-guided image editing has achieved great success recently. In this paper, we investigate exemplar-guided image editing for more precise control. We achieve this goal by leveraging self-supervised training to disentangle and re-organize the source image and the exemplar. However, the naive approach will cause obvious fusing artifacts. We carefully analyze it and propose a content bottleneck and strong augmentations to avoid the trivial solution of directly copying and pasting the exemplar image. Meanwhile, to ensure the controllability of the editing process, we design an arbitrary shape mask for the exemplar image and leverage the classifier-free guidance to increase the similarity to the exemplar image. The whole framework involves a single forward of the diffusion model without any iterative optimization. We demonstrate that our method achieves an impressive performance and enables controllable editing on in-the-wild images with high fidelity. The code and pretrained models are available at https://github.com/Fantasy-Studio/Paint-by-Example.

1. Introduction

Creative editing for photos has become a ubiquitous need due to the advances in a plethora of social media platforms. AI-based techniques [37] significantly lower the barrier of fancy image editing that traditionally requires specialized software and labor-intensive manual operations. Deep neural networks can now produce compelling results for various low-level image editing tasks, such as image inpainting [61, 68], composition [41, 67, 72], colorization [53, 71, 74] and aesthetic enhancement [7, 11], by learning from richly available paired data. A more challenging scenario, on the other hand, is semantic image editing, which intends to manipulate the high-level semantics of image content while preserving image realism. Tremendous efforts [2, 5, 36, 49, 55, 57] have been made along this way, mostly relying on the semantic latent space of generative models, e.g., GANs [16, 28, 70], yet the majority of existing works are limited to specific image genres.
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Recent large-scale language-image (LLI) models, based on either auto-regressive models [12,69] or diffusion models [19,45,50,54], have shown unprecedented generative power in modeling complex images. These models enable various image manipulation tasks [3,22,30,52] previously unassailable, allowing image editing for general images with the guidance of text prompt. However, even the detailed textual description inevitably introduces ambiguity and may not accurately reflect the user-desired effects; indeed, many fine-grained object appearances can hardly be specified by the plain language. Hence, it is crucial to develop a more intuitive approach to ease fine-grained image editing for novices and non-native speakers.

In this work, we propose an exemplar-based image editing approach that allows accurate semantic manipulation on the image content according to an exemplar image provided by users or retrieved from the database. As the saying goes, “a picture is worth a thousand words”. We believe images better convey the user’s desired image customization in a more granular manner than words. This task is completely different from image harmonization [20,64] that mainly focuses on color and lighting correction when compositing the foreground objects, whereas we aim for a much more complex job: semantically transforming the exemplar, e.g., producing a varied pose, deformation or viewpoint, such that the edited content can be seamlessly implanted according to the image context. In fact, ours automates the traditional image editing workflow where artists perform tedious transformations upon image assets for coherent image blending.

To achieve our goal, we train a diffusion model [24,59] conditioned on the exemplar image. Different from text-guided models, the core challenge is that it is infeasible to collect enough triplet training pairs comprising source image, exemplar and corresponding editing ground truth. One workaround is to randomly crop the objects from the input image, which serves as the reference when training the inpainting model. The model trained from such a self-reference setting, however, cannot generalize to real exemplars, since the model simply learns to copy and paste the reference object into the final output. We identify several key factors that circumvent this issue. The first is to utilize a generative prior. Specifically, a pretrained text-to-image model has the ability to generate high-quality desired results, we leverage it as initialization to avoid falling into the copy-and-paste trivial solution. However, a long time of finetuning may still cause the model to deviate from the prior knowledge and ultimately degenerate again. Hence, we introduce the content bottleneck for self-reference conditioning in which we drop the spatial tokens and only regard the global image embedding as the condition. In this way, we enforce the network to understand the high-level semantics of the exemplar image and the context from the source image, thus preventing trivial results during the self-supervised training. Moreover, we apply aggressive augmentation on the self-reference image which can effectively reduce the training-test gap.

We further improve the editability of our approach in two aspects. One is that our training uses irregular random masks so as to mimic the casual user brush used in practical editing. We also prove that classifier-free guidance [25] is beneficial to boost both the image quality and the style resemblance to the reference.

The proposed method, Paint by Example, well solves semantic image composition problem where the reference is semantically transformed and harmonized before blending into another image, as shown in Figure 1. Our method shows a significant quality advantage over prior works in a similar setting. Notably, our editing just involves a single forward of the diffusion model without any image-specific optimization, which is a necessity for many real applications. To summarize, our contributions are as follows:

- We propose a new image editing approach, Paint by Example, which semantically alters the image content based on an exemplar image. This approach offers fine-grained control while being convenient to use.
- We solve the problem with an image-conditioned diffusion model trained in a self-supervised manner. We propose a group of techniques to tackle the degenerate challenge.
- Our approach performs favorably over prior arts for in-the-wild image editing, as measured by both quantitative metrics and subjective evaluation.

2. Related Work

Image composition. Cutting the foreground from one image and pasting it on another image into a realistic composite is a common and widely used operation in photo editing. Many methods [8–10,27,43,47,60,63,64] have been proposed focusing on image harmonization to make the composite look more realistic. Traditional methods [8,27,63] tend to extract handcrafted features to match the color distribution. Recent works [6,21] leverage deep semantic features to improve the robustness. Semantic Generation Pyramid [58] achieves semantic image composition by combining the deep features of the foreground image and background image, but the result is not very similar to the foreground image. A more recent work DCCF [67] proposes four human comprehensible neural filters in a pyramid manner and achieves a state-of-the-art color harmonization result. However, they all assume that the foreground and the background are semantically harmonious and only adjust the composite in the low-level color space while keeping the structure unchanged. In this paper, we target at semantic image composition, taking the challenging semantic inharmony into consideration.
Semantic image editing. Semantic image editing, to edit the high-level semantics of an image, is of great interest in the vision and graphics community due to its potential applications. A steadily-developed line of work [2, 5, 48, 55, 57] carefully dissects the GAN’s latent space, aiming to find semantic disentangled latent factors. Whereas other research efforts leverage the discriminant model like attribute classifier [15, 26] or face recognition [34, 56] model to help disentangle and manipulate images. Another popular direction of works [5, 18, 36, 65, 73, 75] utilize semantic mask to control the editing. Yet most existing methods are limited to specific image genres, such as face, car, bird, cat etc. In this work, we focus on introducing a model that works for general and complex images in a high-precision manner.

Text-driven image editing. Among the various kinds of semantic image editing, text-guided image editing has been attracting increasing attention recently. Early works [1, 4, 14, 42, 66] leverage pretrained GAN generators [29] and text encoders [44] to progressively optimize the image according to the text prompt. However, these GAN-based manipulation approaches struggle on editing images of complex scenes or various objects due to the limited modeling capability of GANs. The rapid rise and development of diffusion models [45, 46, 54] have shown powerful capability in synthesizing high-quality and diverse images. Many works [3, 13, 22, 30, 31, 38, 39, 52] exploit diffusion models for text-driven image editing. For example, DiffusionCLIP [31], dreambooth [52], and Imagic [30] finetune the diffusion models case-specifically for different text prompts. Blended Diffusion [3] proposes a multi-step blended process to perform local manipulation using a user-provided mask. While these methods achieve remarkably impressive results, we argue that the language guidance still lacks precise control, whereas images can better express one’s concrete ideas. As such in this work we are interested in exemplar-based image editing.

3. Method

We target at exemplar-based image editing that automatically merges the reference image (either retrieved from a database or provided by users) into a source image in a way that the merged image looks plausible and photo-realistic. Despite the recent remarkable success of text-based image editing, it is still difficult to use mere verbal descriptions to express complex and multiple ideas. While images, on the other hand, could be a better alternative for conveying people’s intentions, as the proverb says: “a picture is worth a thousand words”.

Formally, denote the source image as \( x_s \in \mathbb{R}^{H \times W \times 3} \) with \( H \) and \( W \) being the width and height respectively. The edit region could be a rectangular or an irregular shape (at least connected) and is represented as a binary mask \( m \in \{0, 1\}^{H \times W} \) where value 1 specifies the editable positions in \( x_s \). Given a reference image \( x_r \in \mathbb{R}^{H' \times W' \times 3} \) containing the desired object, our goal is to synthesize an image \( y \) from \( \{x_s, x_r, m\} \), so that the region where \( m = 0 \) remains as same as possible to the source image \( x_s \), while the region where \( m = 1 \) depicts the object as similar to the reference image \( x_r \) and fits harmoniously.

This task is very challenging and complex because it implicitly involves several non-trivial procedures. Firstly, the model requires understanding the object in the reference image, capturing both its shape and texture while ignoring the noise from the background. Secondly, it is critical to enable synthesizing a transformed view of the object (different pose, different size, different illumination etc.) that fits in the source image nicely. Thirdly, the model needs to inpaint the area around the object to generate a realistic photo, showing a smooth transition across the merging boundary. Last, the resolution of the reference image may be lower than the edit region. The model should involve super-resolution in the process.

3.1. Preliminaries

Self-supervised training. It is impossible to collect and annotate paired data, i.e. \( \{(x_s, x_r, m), y\} \), for the training of exemplar-based image editing. It may take great expense and huge labor to manually paint reasonable output. Thus, we propose to perform self-supervised training. Specifically, given an image and the bounding box of an object in the image, to simulate the training data, we use the bounding boxes of the object as the binary mask \( m \). We directly regard the image patch in the bounding box of the source image as the reference image \( x_r = m \odot x_s \). Naturally, the image editing result should be the original source image \( x_s \). As such, our training data is composed of \( \{(m \odot x_s, x_r, m), x_s\} \), where \( m = 1 - m \) stands for the complementary of the mask \( m \), and 1 represents the all-ones matrix.

A naive solution. Diffusion models have achieved notable progress in synthesizing unprecedented image quality and have been successfully applied to many text-based image editing works [30, 31, 40, 52]. For our exemplar-based image editing task, a naive solution is to directly replace the text condition with the reference image condition.

Specifically, the diffusion model generates image \( y \) by gradually reversing a Markov forward process. Starting from \( y_0 = x_s \), the forward process yields a sequence of increasing noisy images \( \{y_t|t \in [1, T]\} \), where \( y_t = \sqrt{\alpha_t} y_0 + \sqrt{1 - \alpha_t} \epsilon \), \( \epsilon \) is the Gaussian noise, and \( \alpha_t \) decreases with the timestep \( t \). For the generative process, the diffusion model progressively denoises a noisy image from the last step given the condition \( c \) by minimizing the following loss function:

\[
\mathcal{L} = \mathbb{E}_{t, y_0, \epsilon} \left\| \epsilon \theta(y_t, m \odot x_s, c, t) - \epsilon \right\|^2_2.
\]
For text-guided inpainting models, the condition $c$ is the given text and is usually processed by a pretrained CLIP [44] text encoder, outputting 77 tokens. Likewise, a naive solution is to directly replace it with CLIP image embeddings. We leverage the pretrained CLIP image encoder outputting 257 tokens, including 1 class tokens and 256 patch tokens, denoted as $c = \text{CLIP}_{\text{all}}(x_r)$.

This naive solution converges well on the training set. However, when we apply to test images, we found that the generated result is far from satisfactory. There exist obvious copy-and-paste artifacts in the edit region, making the generated image extremely unnatural, as illustrated in Figure 2. We argue that this is because, under the naive training scheme, the model learns a trivial mapping function: $\overline{m} \odot x_s + x_r = x_s$. It impedes the network to understand the content in the reference image and the connection to the source image, leading to failure generalization to test scenarios where the reference image is given arbitrarily but not the patch from the original image.

**Our motivation.** How to prevent the model from learning such a trivial mapping function and facilitate model understanding in a self-supervised training manner is a challenging problem. In this paper, we propose three principles. 1) We introduce the content bottleneck to force the network to understand and regenerate the content of the reference image instead of just copy. 2) We adopt strong augmentation to mitigate the train-test mismatch issue. This helps the network not only learn the transformation from the exemplar object, but also from the background. 3) Another critical feature for exemplar-based image editing is controllability. We enable control over the shape of the edit region and the similarity degree between the edit region and the reference image.

### 3.2. Model Designs

#### 3.2.1 Content Bottleneck

**Compressed representation.** We re-analyze the difference between text condition and image condition. For text condition, the model is naturally compelled to learn semantics as text is an intrinsically semantic signal. In regards to image condition, it is very easy to remember instead of understanding the context information and copying the content, arriving at the trivial solution. To avoid this, we intend to increase the difficulty of reconstructing the mask region by compressing the information of the reference image.

Specifically, we only leverage the class token of a pretrained CLIP image encoder from the exemplar image as condition. It compresses the reference image from spatial size $224 \times 224 \times 3$ to a one-dimensional vector of dimension 1024.

We find that this highly compressed representation tends to ignore the high-frequency details while maintaining the semantic information. It forces the network to understand the reference content and prevents the generator from directly copy-and-paste to reach the optimal results in training. For expressiveness consideration, we add several additional fully-connected (FC) layers to decode the feature and inject it into the diffusion process through cross attention.

**Image prior.** To further avoid the trivial solution of directly remembering the reference image, we leverage a well-trained diffusion model for initialization as a strong image prior. Specifically, we adopt a text-to-image generation model, Stable Diffusion [51], in consideration of two main reasons. First, it has a strong capability to generate high-quality in-the-wild images, thanks to the property that given any vector lying in its latent space will lead to a plausible image. Second, a pretrained CLIP [44] model is utilized to extract the language information, which shares a similar representation to our adopted CLIP image embedding, making it a good initialization.

#### 3.2.2 Strong Augmentation

Another potential issue of self-supervised training is the domain gap between training and testing. This train-test mismatch stems from two aspects.

**Reference image augmentation.** The first mismatch is that the reference image $x_r$ is derived from the source image $x_s$ during training, which is barely the case for the testing scenario. To reduce the gap, we adopt several data augmentation techniques (including flip, rotation, blur and elastic transform) on the reference image to break down the connection with the source image. We denote these data augmentation as $\mathcal{A}$. Formally, the condition fed to the diffusion model is denoted as:

$$c = \text{MLP}(\text{CLIP}(\mathcal{A}(x_r))).$$  

(2)
Mask shape augmentation. On the other hand, the mask region \( \mathbf{m} \) from the bounding box ensures that the reference image contains a whole object. As a result, the generator learns to fill an object as completely as possible. However, this may not hold in practical scenarios. To address this, we generate an arbitrarily shaped mask based on the bounding box and use it in training. Specifically, for each edge of the bounding box, we first construct a Bessel curve to fit it, then we sample 20 points on this curve uniformly, and randomly add 1 – 5 pixel offsets to their coordinates. Finally, we connect these points with straight lines sequentially to form an arbitrarily shaped mask. The random distortions \( D \) on the mask \( \mathbf{m} \) break the inductive bias, reducing the gap between training and testing. i.e.,

\[
\mathbf{m'} = 1 - D(\mathbf{m}).
\]

We find these two augmentations can greatly enhance the robustness when facing different reference guidance.

### 3.2.3 Control the mask shape

Another benefit of mask shape augmentation is that it increases the control over mask shape in the inference stage. In practical application scenarios, a rectangle mask usually cannot represent the mask area precisely. e.g. the sun umbrella in Figure 1. In some cases people would like to edit a specific region while preserving the other area as much as possible, this leads to the demand for handling irregular mask shapes. By involving these irregular masks into training, our model is able to generate photo-realistic results given various shape masks.

### 3.2.4 Control the similarity degree

To control the similarity degree between the edited area and the reference image, we find that classifier-free guidance is actually the combination strategy [25] is a powerful tool. Previous work [62] found that the classifier-free guidance is the combination of both prior and posterior constraints.

\[
\log p(\mathbf{y}_t|\mathbf{c}) + (s - 1) \log p(\mathbf{c}|\mathbf{y}_t)
\]

\[
\propto \log p(\mathbf{y}_t) + s(\log p(\mathbf{y}_t|\mathbf{c}) - \log p(\mathbf{y}_t)),
\]

where \( s \) denotes the classifier-free guidance scale. It can also be regarded as the scale to control the similarity of the generated image to the reference image. A larger scale factor \( s \) denotes the fusion result relies more on the conditional reference input. In our experiments, we follow the settings in [62] and replace 20% reference conditions with a learnable vector \( \mathbf{v} \) during training. This term aims to model \( p(\mathbf{y}_t) \) with the help of a fixed condition input \( p(\mathbf{y}_t|\mathbf{v}) \). In the inference stage, each denoising step uses the modified prediction:

\[
\tilde{e}_\theta(\mathbf{y}_t, \mathbf{c}) = e_\theta(\mathbf{y}_t, \mathbf{v}) + s(e_\theta(\mathbf{y}_t, \mathbf{c}) - e_\theta(\mathbf{y}_t, \mathbf{v})).
\]

Without causing confusion, the parameters \( t \) and \( \mathbf{m} \circ \mathbf{x}_s \) are omitted here for brevity. Above all, the overall framework of our method is illustrated in Figure 3.

### 4. Experiments

#### 4.1. Implementation Details and Evaluation

**Implementation details.** In order to manipulate the real-world images, first we utilize a powerful text-to-image generation model, Stable Diffusion [51], as initialization to provide a strong image prior. Then we select OpenImages [32] as our training dataset. It contains a total of 16 million bounding boxes for 600 object classes on 1.9 million images. During training, we preprocess the image resolution to 512 × 512, and train our model for 40 epochs, which takes about 7 days on 64 NVIDIA V100 GPUs.

**Test benchmark.** To the best of our knowledge, no previous works target at exemplar-based semantic image editing (or semantic image composition). So we build a test benchmark for qualitative and quantitative analysis. Specifically, we manually select 3,500 source images (\( \mathbf{x}_s \)) from MSCOCO [35] validation set, each image contains only one bounding box (\( \mathbf{m} \)), and the mask region is no more than half of the whole image. Then we manually retrieve a reference image patch (\( \mathbf{x}_r \)) from MSCOCO training set. The reference image usually shares a similar semantic with mask region to ensure the combination is reasonable. We named it COCO Exemplar-based image Editing benchmark, abbreviated as COCOEE. We will publish this benchmark, hoping to attract more follow-up works in this area.

**Evaluation metrics.** Our goal is to merge a reference image into a source image, while the editing region should be similar to the reference, and the fusion result should be photo-realistic. To measure these two aspects independently, we use the following three metrics to evaluate the generated images. 1) FID [23] score, which is widely used to evaluate generated results. We follow [33] and use CLIP model to extract the feature, calculating the FID score between 3,500 generated images and all images from COCO testing set. 2) Quality Score(QS) [17], which aims to evaluate the authenticity of each single image. We take average of it to measure the overall quality of generated images. 3) CLIP score [44], evaluating the similarity between the edited region and the reference image. Specifically, we resize these two images to 224 × 224, extract the features via CLIP image encoder and calculate their cosine similarity. Higher CLIP score indicates the edited region is more similar to reference image.

#### 4.2. Comparisons

Considering that no previous works aim at editing images semantically and locally based on an exemplar image, we select four related approaches as baselines to our method: 1) Blended Diffusion [3], it leverages the CLIP
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Figure 4. Qualitative comparison with other approaches. Our method can generate results that are semantically consistent with the input reference images in high perceptual quality.

model to provide gradients to guide the diffusion sampling process. We use a text prompt “a photo of C” to compute the CLIP loss, where C denotes the object class from exemplar image. 2) We slightly modify the Blended Diffusion by using the reference image to calculate the CLIP loss, denoted as Blended Diffusion (image). 3) Stable Diffusion [51]. We use the text prompt as condition to represent the reference image, and inpaint the mask region. 4) We also choose the state-of-the-art image harmonization method DCCF [67] as baseline. Considering it can only fuse a foreground image to background, we first use an unconditional image inpainting model LAMA [61] to inpaint the whole mask region, then extract the foreground of reference image through an additional semantic mask, and finally harmonize it into the source image.

Qualitative analysis. We provide the qualitative comparison of these methods in Figure 4. Text-guided Blended Diffusion is able to generate objects in the desired area, but they are unrealistic and incompatible with the source image. Another text-based method Stable Diffusion can generate much realistic results, but still fail to retain the characteristics of the reference image due to the limited representation of text information. Meanwhile, the image-guided Blended Diffusion also suffers from not similar to the reference image. We argue it may caused by the gradient guidance strategy that could not preserve enough content information. Finally, the generated result from image harmonization is almost the same as the exemplar image which is very incongruous with the background. The intrinsic reason is that the appearance of exemplar image can not match the source image directly in most cases. The generative model should transform the shape, size or pose automatically to fit the source image. In the last column of Figure 4, our method achieves a photo-realistic result while being similar to the reference.

Quantitative analysis. Table 1 presents the quantitative comparison results. The image-based editing method (including Blended Diffusion (image) and DCCF) reaches a high CLIP score, demonstrating that they are able to preserve the information from condition image, while the resulting image is of poor quality. The generated result from Stable Diffusion is much more plausible according to the FID and QS. However, it can hardly incorporate the conditional information of the image. Our approach achieves the best performance on all of these three metrics, verifying that it can not only generate high-quality images but also maintain the conditional information.

User study. In order to obtain the user’s subjective evaluation of the generated image, we conduct a user study on 50 participants who were students without relevant backgrounds. In the study, we use 30 groups of images, each
Figure 5. Visual ablation studies of individual components in our approach. We gradually eliminate the boundary artifacts through these techniques and finally achieve plausible generated results.

Table 2. Average ranking score of image quality and semantic consistency. 1 is the best, 5 is the worst. Users rated ours as the best quality, and semantic consistency is second only to the image harmonization method which copies from the exemplar image.

| Method                  | Quality (↓) | Consistency (↓) |
|-------------------------|-------------|-----------------|
| Blended Diffusion-Image [3] | 3.83        | 3.84            |
| Blended Diffusion-Text [3] | 3.93        | 3.95            |
| DCCF [67]               | 3.09        | 1.66            |
| Stable Diffusion [51]   | 2.36        | 3.48            |
| Ours                    | 1.79        | 2.07            |

4.3. Ablation Study

In order to achieve high-quality exemplar-based image editing, we introduce four key techniques, namely leveraging image prior, strong augmentation, content bottleneck and the classifier-free guidance. In this section, we perform five gradually changed setting to validate them: 1) We denote the naive solution in Section 3.1 as baseline. It’s directly modified from text-guided inpainting models by replacing the text to image as conditional signal. 2) We leverage the pretrained text-to-image generation model for initialization as an image prior. 3) To reduce the training-test gap, we adopt the strong augmentation on the reference image. 4) To further avoid falling into the trivial solution, we highly compress the image information to increase the difficulty of reconstructing the input image during training, we denote it as the content bottleneck. 5) At last, we use classifier-free guidance to further improve the performance.

Table 3. Quantitative comparison of different variants.

| Method                  | FID (↓) | QS (↑) | CLIP Score (↑) |
|-------------------------|---------|--------|----------------|
| Baseline                | 3.61    | 76.71  | 85.90          |
| + Prior                 | 3.40    | 77.63  | **88.79**      |
| + Augmentation          | 3.44    | 76.86  | 81.68          |
| + Bottleneck            | 3.26    | 76.62  | 81.41          |
| + Classifier-Free       | 3.18    | 77.80  | 84.97          |

We show the results in Table 3 and Figure 5. The baseline solution contains obvious boundary artifacts, and makes the generated image extremely unnatural. By leveraging the image prior, the image quality improved according to the lower FID score. However, it still suffers from the copy-and-paste issue. Adding augmentations can partially alleviate it. When we further leverage the content bottleneck technique to compress the information, these boundary artifacts could be completely eliminated. Meanwhile, as the mask region should be generated instead of directly copied, the quality of this region will decrease because the difficulty of the generator increased significantly. Finally, we add the classifier-free guidance to make the generated region more similar to the reference, it greatly boosts the overall image quality and achieves the best performance.

Figure 6. Effect of classifier-free guidance scale \( \lambda \). A larger \( \lambda \) makes the generated region more similar to the reference.
Figure 7. Comparison between progressively precise textual description and image as guidance. Using image as condition can maintain more fine-grained details.

Meanwhile, we also investigate how the classifier-free scale affects our result. As shown in Figure 6, as the scale $\lambda$ grows, the generated region is more and more like the reference input. In our experiment, we set $\lambda = 5$ by default.

4.4. From Language to Image Condition

In Figure 7, we provide a comparison of the controllability between language and image. From left to right, we try to inpaint the mask region with gradually detailed language description. As the language becomes more precise, the generated results indeed become more and more similar to the reference image. But it still exists a large gap with the image-guided result. Ours could maintain the fur, expression, and even the collar on the neck.

4.5. In-the-wild Image Editing

Benefiting from the stochasticity in the diffusion process, our method can generate multiple outputs from the same input. We show the diverse generated results in Figure 9. Although the synthesized images vary, all of them keep the key identity of the reference image. e.g., all the dogs have yellow fur, white chests and drooping ears. More selected exemplar-based image editing results are shown in Figure 8 and appendix.

5. Conclusion

In this paper, we introduce a novel image editing approach, *Paint by Example*, which aims to semantically alter the image content based on an exemplar image. We achieve this goal by leveraging self-supervised training based on the diffusion model. The naive approach causes the boundary artifacts issue, we carefully analyze it and solve it by proposing a group of techniques, namely leveraging image prior, strong augmentation, content bottleneck and the classifier-free guidance. Our algorithm enables the user to precisely control the editing, and achieves an impressive performance on in-the-wild images. We hope this work will serve as a solid baseline and help support future research in exemplar-based image editing area.
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