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Abstract—Big data applications and analytics are employed in many sectors for a variety of goals: improving customers satisfaction, predicting market behavior or improving processes in public health. These applications consist of complex software stacks that are often run on cloud systems. Predicting execution times is important for estimating the cost of cloud services and for effectively managing the underlying resources at runtime. Machine Learning (ML), providing black box solutions to model the relationship between application performance and system configuration without requiring in-detail knowledge of the system, has become a popular way of predicting the performance of big data applications. We investigate the cost-benefits of using supervised ML models for predicting the performance of applications on Spark, one of today’s most widely used frameworks for big data analysis. We compare our approach with Ernest (an ML-based technique proposed in the literature by the Spark inventors) on a range of scenarios, application workloads, and cloud system configurations. Our experiments show that Ernest can accurately estimate the performance of very regular applications, but it fails when applications exhibit more irregular patterns and/or when extrapolating on bigger data set sizes. Results show that our models match or exceed Ernest’s performance, sometimes enabling us to reduce the prediction error from 126-187% to only 5-19%.
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I. INTRODUCTION

Big data applications have become widespread in various domains, such as natural language processing [1], public health [2], and social media analytics [3]. These applications are characterized by very heterogeneous and irregular data accesses and computation patterns, often built on the top of massively parallel algorithms. At the same time, cloud computing platforms, such as Amazon EC2, Google Cloud, and Microsoft Azure [4] have also grown substantially in popularity in recent years. These platforms offer virtualized environments, which allow users to dynamically adjust the allocated resources to match the application’s current needs. Therefore, they offer a suitable execution environment for the often highly distributed and variable processing requirements of big data applications.

For all these reasons, users and enterprises started adopting cloud services to run their applications as a more cost-effective alternative to the traditional local server architecture [4]. This type of infrastructure often relies on distributed programming platforms, such as Apache Spark. Spark is a fast and general engine for large-scale data processing whose adoption has steadily increased and which probably will be the reference big data engine for the next five to ten years. Spark facilitates the implementation of a variety of applications, from relational data processing (e.g., SQL queries) to machine learning algorithms [5].

Cloud computing services often have an extensive list of possible configurations that may be allocated for an application. The user should choose the type of instances (processing nodes), the total number of cores, among others. These choices may drastically affect the application’s execution time and thus should be carefully planned. The performance prediction of a given application at a target configuration becomes then a key task to support the proper planning and management of the available resources.

There is a great body of work on performance prediction, most relying on traditional techniques such as analytical models [5][6][7][8] and simulation [9][10]. Some studies have focused specifically on modeling the performance of parallel applications [11], more recently addressing also specific characteristics of cloud environments [8]. Yet, these techniques require detailed knowledge of the system, which is not always available, and often rely on simplifying assumptions at the cost of losing accuracy. Thus, they are either not capable of capturing the intricacies and complexities of cloud-based big data applications or are too complex for practical use (i.e., cannot support real-time prediction).

In contrast, some recent studies have exploited supervised machine learning (ML) models for performance prediction of large systems [12][13][14][15]. These techniques are often referred to as black box solutions because they try to learn from previously collected data and make predictions without the knowledge of the system internals. Supervised
ML models require a training phase in which they use experimental data coming from different configurations to learn a prediction function. The experiments to collect these training data may be time-consuming. However, model training takes place offline, and once trained, the prediction of the learned ML model is fast and usually very accurate.

We here aim at investigating the cost-benefits of using supervised ML models in the performance prediction of Spark applications. Specifically, given a set of features extracted from a target Spark application (e.g., size of the input data) and from a platform configuration (e.g., number of cores), we want to predict with reasonable accuracy the application execution time when running on the target platform. Our goal is to learn a prediction model based on data (i.e., sets of features and execution times) from prior executions of the same application under various configurations.

The aforementioned problem can be framed as a regression task. The ML literature includes several algorithms for solving regression problems [16]. To our knowledge, the state-of-the-art in using ML algorithms to predict the performance of Spark applications is the work by Venkataraman et al. [12]. The proposed solution, referred to as Ernest model, exploits only four features which are functions of the dataset size and of the number of cores and relies on non-negative least squares (NNLS) regression.

In other words, we address the following question: To which extent can we offer more accurate predictions by exploiting other regression algorithms and/or other features? To that end, we consider four classic ML techniques, namely linear regression (LR), neural network (NN), decision tree (DT), and random forest (RF) [16], and build two different approaches. Our first approach, referred to as black box, relies only on features that capture knowledge available prior to the application execution, similarly to the Ernest model (but, as mentioned, using different ML methods). Our second approach, referred to as gray box, includes a richer set of features capturing more details of the application execution (e.g., number of tasks running within a single stage, their average execution time, etc.). We evaluate both approaches, comparing them against the Ernest model, on different scenarios, covering different application workloads and platform configurations, and also investigating the impact of the size of the training set on prediction accuracy.

Our experimental results show that the Ernest model is able to accurately estimate the performance of very regular applications (errors are in the range 1.5-10.5%), but its accuracy falls short when the application presents more irregular behavior or dataset extrapolation capabilities are required (error up to 187%). In contrast, our approach is able to address these scenarios by providing highly accurate predictions (the largest error is less than 20%). Moreover, our experiments reveal that there is no clear winner among the four ML techniques tested, and different techniques have to be explored to select the best one for the scenario.

II. RELATED WORK

The performance analysis and prediction of big data applications running on the cloud can be tackled from different perspectives. The most traditional ones rely on analytical models [5] [6] [7] [8] and simulation [9] [10]. Yet, recent studies have employed supervised machine learning models for performance prediction [12] [13] [14] [15], which is the focus of this paper. One such example is a regression model proposed by the Spark creators [12]. The model uses a reduced set of features, which are functions of the data set size and of the number of cores. The estimation of the model parameters was based on non-negative least squares. The black-box prediction models we apply in our work exploit variants of the features used by the Ernest model. Yet, instead of non-negative least squares we use the more general $\ell_1$-regularized least squares for parameter estimation, and we also consider a set of alternative regression techniques.

Mustafa et al. [13] proposed a prediction platform for Spark SQL queries and machine learning applications, which, similarly to our gray box models, also exploits features related to each stage of the Spark application. This implies the existence of previous knowledge of the application profile. However, some of these features (e.g., numbers of nonShuffledRead, shuffledReadRecords and inputPartitions) are at a lower level compared to ours, and thus require a finer-grained analysis of the Spark log to be computed. The authors reported prediction errors of 10% for SQL queries and about 25% for machine learning jobs. As we will show, our approach achieves better accuracy, and our experimental design considers more recent Spark workloads, including deep learning use cases.

CherryPick [15] is a system that leverages Bayesian optimization to find near-optimal cloud configurations that minimize cloud usage costs for MapReduce and Spark applications. Unlike other studies, the goal was not to accurately predict applications performance, but rather design a model that is accurate enough to distinguish the best configuration from the rest. Similar ideas were also exploited in the design of Hemingway [14], which embeds the Ernest model and is specialized in the identification of the optimal cluster configuration for Spark MLlib based applications.

In a related, but different direction, Nguyen et al. [17] proposed a strategy to generate training data to fit a performance model. The model is meant to be used for predicting which Spark settings yield the smallest application execution time (i.e., capacity planning). In contrast, we here compare alternative ML models and feature sets in the task of predicting the performance of an application running on a given configuration. Yet, given the significantly higher accuracy we achieve with respect to the state of art method, we argue that the proposed solution can be beneficial for addressing the capacity planning problem as well [18] [19].
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III. Machine Learning Models

In this section, we present the proposed regression models as well as the Ernest [12] model, here taken as reference. Each model learns a function that estimates the execution time of an application starting from its characteristics and from infrastructure settings. In this work, we consider three classes of applications: SQL based workloads, traditional machine learning algorithms, and SparkDL (Deep Learning pipelines for Spark). SparkDL relies also on TensorFlow [20] as an external library for deep network models evaluation. Details of the applications will be presented in Section IV-A.

We here aim at designing models that produce accurate estimates of execution time. In the future, we plan to use these estimates to drive decisions on the best size of a cluster before it is deployed, i.e., for determining the minimum amount of resources that must be allocated to meet deadline constraints. Next, we present the regression techniques and the features used by each considered model.

A. Overview of Model Techniques

The reference model, Ernest [12], is based on linear regression, with coefficients estimated through non-negative least squares (NNLS). This is a variant of the least squares algorithm with the added restriction that coefficients must be non-negative. This restriction ensures that each term provides a non-negative contribution to the overall execution time, preventing estimation of negative execution times.

As an alternative to Ernest, we consider four classic ML models for regression: $\ell_1$-regularized linear regression (LASSO) [5], neural network, decision tree, and random forest. Linear regression (LR) was chosen for being easily interpretable. Decision tree (DT) and random forest (RF), in turn, capture non-linear relationships in the data besides allowing interpretability as well. Lastly, neural networks (NN) can capture non-trivial interactions among the input features albeit less interpretable. Investigating different models is important to analyzing the performance differences across applications and identifying the solution that is best for each scenario. We refer to [21] for a description of the aforementioned regression techniques.

B. Sets of Features

Table I shows the features used by the analyzed models. In addition to those exploited by the Ernest model, we consider two feature sets which differ by the required level of detail of the application execution. Each feature set is used as input to each of the four regression techniques presented in Section III-A (LR, NN, DT, RF), thus producing eight models. We distinguish these models by the feature set used, referring to them as black box and gray box models.

The Ernest and the black box models use only features which are based on the number of cores and on the input data size, which are available $a$ priori (before execution starts). The black box models use variants of the features exploited by Ernest. The data size and the number of cores are respectively the most basic information about application and infrastructure. The logarithm of the number of cores encodes the cost of reducing operations in parallel frameworks [22]. Lastly, the ratio of data size to the number of core captures the time spent in parallel processing.

The gray box models leverage features available $a$ priori and features only available $a$ posteriori. The latter are associated with the Spark DAG (directed acyclic graph), which represents the sequence of stages executed by Spark when running an application. Features associated with the DAG can be extracted from the application logs after execution completion, and thus may be used to predict the application execution time. In general, since the relationship between these metrics and running time only holds for the same DAG, the DAG structure of an application must be fixed across different numbers of cores to be able to build a model to predict its performance.

The information provided by the DAG was encoded as features as follows. For each stage of the DAG, we extracted the number of tasks, the maximum and the average execution time of the tasks, the maximum and the average shuffle time, the maximum and the average number of bytes transmitted among the stages. Such information can be easily extracted by parsing Spark logs of previous executions. Moreover, for SparkDL, not only the number of cores assigned to Spark executors but also the inverse of the total number of cores available in the cluster are included as features. It is worth noting that our SparkDL runs were performed without the usage of GPUs to accelerate TensorFlow computation since the embedded deep network models are used for inference and are already trained. In the scenario we considered, the performance speedup achieved by GPUs would not justify the additional cost of virtual machines instances.

We emphasize that while full information for all data points in the training set was used to learn the gray box models, we use only the information available before the runs to evaluate these models on the test set. Specifically, DAG-related features in the test set were replaced by their respective averages from the training data. The rationale is that when using an ML model for prediction, we cannot use these features’ actual values to estimate completion time since they are only available $a$ posteriori.

IV. Experimental Setup

In this section, we first describe the applications used as workloads in our experiments (Section IV-A) and target platforms on which these applications were executed (Section IV-B). We then discuss the splitting of data into
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training and test sets (Section IV-C), model parameterization (Section IV-D) and the metrics used to evaluate them (Section IV-E).

A. Workloads

To evaluate the accuracy of the performance prediction models, we consider three applications, which are representatives of different types of workloads: a query (Query 26 from the TPC-DS industry benchmark\footnote{http://www.tpc.org/tpcds}), an ML benchmark (K-means from Sparkbench\footnote{https://codait.github.io/spark-bench}), and an ad-hoc benchmark for image processing we developed based on SparkDL library \footnote{https://github.com/databricks/spark-deep-learning}.

We ran each application in various scenarios, as shown below, to build our training and test sets.

Query 26 is an interactive query, representative of SQL-like workloads, which includes a small number of tasks and stages (i.e., 10). It was run for various input data set sizes: 250 GB, 750 GB, and 1000 GB.

The K-means clustering algorithm is the core of many ML applications. It is an unsupervised learning technique that is used on its own or also to perform preliminary analyses in some classification tasks. As other ML algorithms, K-means is an iterative workload, usually characterized by larger execution time variability. It was run for Spark dataframes with 100 features, with values uniformly distributed in the [0,1] range and the number of rows varying in 5, 10, 15 and 20 million. We found that the DAG was the same for all the data sizes, containing exactly 15 stages.

Lastly, the SparkDL based workload is an example of a high-level deep learning application on Spark. It is a binary image classification using InceptionV3 as featurizer and linear SVM as classifier. The number of images in the input varied in 1000, 1500 and 2500 while the number of stages is 8. As anticipated in Section III-B, the SparkDL benchmark is characterized by additional features and, hence, is the most complex of the three considered workloads. SparkDL heavily relies on TensorFlow which affects the application completion times. When SparkDL runs, the number of cores allocated to Spark workers can be limited, but spark-submit parameters cannot control the number of cores for TensorFlow, which uses all the cores available in the cluster. For this reason, also the TensorFlow number of cores (which corresponds to the number of cores available in the cluster) was included in the feature set of both black and gray box models while its inverse is used in the gray box models only.

B. Hosting Platforms

We ran Spark applications on two platforms, Microsoft Azure and a private IBM Power8 cluster, which are representatives of different computing environments. As a public cloud, Microsoft Azure is potentially affected by resource contention. Thus, application executions might experience more variability. In contrast, IBM Power8 was fully dedicated to run our benchmarks without any other concurrent activity (thus with no resource contention).

Query 26 and SparkDL were executed on Microsoft Azure using the HDInsight service with workers based on 6 D13v2 virtual machines (VMs), each with 8 CPU cores and 56 GB of memory running Spark 2.2.0 on Linux. SparkDL application requires, in addition, that TensorFlow and Keras are available on the Spark cluster: versions 1.4.0 and 2.1.5 were used, respectively. The executors memory was set to 10 GB. K-means was run on a Power8 deployment that includes Hortonworks distribution 2.6, same as Microsoft Azure, with 4 VMs, each with 12 cores and 58 GB of RAM, for a total of 48 CPU cores available for Spark workers, plus a master node with 4 cores and 48 GB of RAM. The executors memory, in this case, was set to 4GB.

For Query 26 and K-means, we ran experiments varying the number of Spark cores between 6 and 44 cores (step of 2), repeating the execution with the same configuration 6 times. For SparkDL, we varied the number of cores between 2 and 48 (step of 2), repeating each experiment with the same configuration (i.e., the number of images and cores) 5 times. By considering different workloads, hosting platforms and setup configurations, we build a rich set of scenarios to test our prediction models.

C. Training and Test Sets

To learn and evaluate the ML models, data coming from the experiments are split into training and test sets. The former is used to learn the model, whereas the latter is used to evaluate its accuracy. Since hyper-parameters tuning is performed for each ML technique (see Section IV-D), a subset of the training data is used for cross-validation to reduce over-fitting. For each workload, we evaluate the accuracy of the prediction models in terms of core interpolation and data size extrapolation capabilities, acknowledging the fact that the data available for learning the models (training set) might have been obtained via experiments on setups different from the one for which the prediction is needed (test set).

Figure \text{[I]} and Table \text{[II]} summarize the scenarios considered.
In the core interpolation scenarios, we consider runs with the same dataset size (reported in Table II) and verify the capabilities of the trained models of interpolating the number of cores. Figure 1 shows the various scenarios (y-axis) of core interpolation built for each workload based on different splits of the data into training and test sets: in each row (case number), blue boxes represent configurations for which the data were used as part of the training set (and cross-validation) and red crosses indicate configurations used as part of the test set. We designed scenarios such that larger case numbers are associated with harder predictions, as their training data include samples from a smaller range of experiments w.r.t. the number of cores.

For example, for both Query 26 and K-means, scenario C1 is built by alternating configurations in the sequence of the number of cores (x-axis) as training and test data. For Query 26, data from experiments with the number of cores equal to 6, 10, …, 40 and 44 are put in the training data (blue boxes) while the remaining samples are included in the test set (red cross). We gradually incremented the gap between the number of cores of consecutive configurations included in the training data. We varied the gap in cases 4, 5, 6, and 7 to assess its impact on model accuracy. Since there is a large difference in the application completion time in the runs where the number of cores is small, we always included the data for the smallest number of cores in the training set. For SparkDL, we proceeded along the same lines but limiting the number of cases to three.

In the data size extrapolation scenarios, we put the runs with the largest dataset size (spanning across all available cores configurations) in the test set while the runs with the other dataset sizes in the training data, as shown in the two rightmost columns of Table II. Moreover, training sets are further reduced by removing runs according to the same schema presented for core interpolation. By doing so, in these experiments we evaluate at the same time the core interpolation and the data size extrapolation capabilities. In other words, these experiments differ from the core interpolation scenarios because: (i) the dataset sizes in training and test sets are no longer the same, (ii) in the test set we also include observations where the number of cores is the same as in some observations of the training set (but again with different dataset sizes).

D. Hyper-parameter Tuning

An inhouse Python library was developed on the top of PyTorch 0.4.11 for neural network training and of scikit-learn 0.19.12 for all the other techniques to explore different values of hyper-parameters as shown in Table III. For every algorithm, we used the Mean Squared Error (MSE) to select the values that led to the best model. The hyper-parameters more frequently used are reported in bold in the table. For black box models, this evaluation was done via 5-fold cross-validation, while gray box models, which require much longer training times due to the larger feature set, were parameterized based on hold-out cross-validation.

To prevent over-fitting, a regularization term is added to LR (Linear Regression) and NN (Neural Network). For LR, LASSO was chosen providing \( \ell_1 \)-norm. The use of intercept and the penalty constant \( \alpha \) are the set of available hyper-parameters and are shown in Table III.

For the NN algorithm, the \( \ell_2 \) penalty Frobenius norm was used. Also rectified linear unit function ReLU was selected in general as the best activation function. In all cases, the training data size was not large; therefore, we set the number of minibatches to 1 in order to consume the whole input at once. The main hyper-parameter considered to evaluate the performance was the optimizer. Adam and Stochastic Gradient Descent (SGD) were evaluated as possible candidates. The former was selected as our experiments showed that it converges much faster than the latter. The number of epochs was set to 10,000.
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DT and RF share many hyper-parameters and their values, therefore, are grouped in Table III. Max Depth is the maximum depth of the tree which is specified to avoid over-fitting. Max Features is used to select the number of available features to consider when searching for the best split. A value of auto implies a maximum number of features equal to the total number of features. Values of sqrt and log imply a maximum equal to the square root and the base-2 logarithm of the number of features, respectively. Minimum Samples to Split/Per Leaf is used for setting, respectively, the minimum number of samples required to split a node and the minimum percentage/number of samples required to be a leaf. Criterion is the function used to measure the quality of a split: MSE stands for mean square error (minimizes $\ell_2$ loss), $f_{MSE}$ stands for mean squared error with Friedman’s improvement score for potential splits and, last, MAE stands for mean absolute error (minimizes $\ell_1$ loss). Parameter number of trees, the number of trees in the forest, only applies to RF. A range of values is explored to analyze diminishing return effects on the error.

E. Performance Metrics

We evaluate the performance of each model based on the mean absolute percent error (MAPE) of the predicted response time, as it is more widely used in the performance literature [24] than MSE (used for hyper-parameter tuning). Also, it allows us to consolidate results across experiments with different execution times. MAPE measures the relative error (in absolute terms) of the prediction with respect to the true response times, i.e., $\text{MAPE} (\%) = \frac{100}{N} \sum_{k=1}^{N} \left| \frac{y_k - \hat{y}_k}{y_k} \right|$, where $N$ is the number of data points, $y_k$ is the response time measured on the operating system, and $\hat{y}_k$ is the predicted response time from the learned model. For each setup, 10 runs were executed for the LR, DT and RF algorithms, and average MAPE across all 10 runs are reported. For NN, which has much longer training times, we performed a single run (i.e., random train-test split). For each of the gray box models (which include all features from black box models plus some others), Table IV reports the average time to perform the full training campaign (including the hyper-parameter tuning phase). Experiments were run on a Ubuntu 18.04 Virtual Machine with 8 cores and 10 GB of memory hosted within an Intel Xeon Silver 4114 Ubuntu 16.04 server with 20 cores and 48 GB of memory.

V. EXPERIMENTAL RESULTS

In this section, we present our prediction results for each workload on two sets of scenarios, namely core interpolation and data extrapolation. For each set, we report results for every case described in Section IV-C. We discuss the accuracy of the models described in Section III referring to each of them as gray box or black box, and, within each category, specifying the ML technique employed (LR, NN, DT or RF). We compare them against the reference model (Ernest) with respect to MAPE on the test set.

A. Results for Query 26

Tables V and VI show the MAPE results for core interpolation and data extrapolation scenarios, respectively, for Query 26. In both cases, we generally observe that: (i) MAPE of black box models is smaller than that of their gray box counterparts, (ii) Ernest performs relatively well – MAPE within $1.5 – 1.7\%$ for interpolation and within $7.3 – 8.0\%$ for extrapolation, and (iii) best results are obtained by black box LR model, which achieves even smaller MAPE values than Ernest. DT and RF yield larger MAPE on the extrapolation scenarios, which can be explained by the fact that their execution time predictions are based on the averages of observed values from the training set.

B. Results for K-means

Tables VII and VIII show the results for core interpolation and data extrapolation scenarios, respectively, for K-means. In contrast to the results for Query 26, we generally observe that (i) Ernest performs extremely poorly in both sets of scenarios, (ii) black box RF achieves the best
Table VI: MAPE (%) of execution time estimates on Power8 for Query 26 (data extrapolation; 250 GB, 750GB for training and 1000GB for testing).

|          | Gray Box Models | Black Box Models | Ernest |
|----------|-----------------|------------------|--------|
|          | DT | LR | NN | RF | DT | LR | NN | RF |        |
| C1       | 38.2| 28.6| 7.0| 39.6| 15.6| 3.9| 9.9| 19.4| 7.5     |
| C2       | 42.5| 23.5| 24.8| 33.6| 16.0| 4.0| 10.3| 16.6| 7.4     |
| C3       | 39.0| 36.7| 11.2| 37.2| 21.1| 3.7| 7.8| 19.0| 7.3     |
| C4       | 42.2| 33.3| 13.5| 35.4| 25.5| 4.0| 25.4| 23.5| 7.3     |
| C5       | 32.5| 12.4| 9.8| 35.1| 19.0| 4.4| 31.8| 17.3| 7.6     |
| C6       | 37.0| 24.8| 24.8| 37.3| 17.3| 4.9| 18.1| 19.5| 8.0     |

Table VII: MAPE (%) of execution time estimates on Power8 for K-means (core interpolation; 15M points for training and 15M points for test).

|          | Gray Box Models | Black Box Models | Ernest |
|----------|-----------------|------------------|--------|
|          | DT | LR | NN | RF | DT | LR | NN | RF |        |
| C1       | 27.7| 184.3| 17.9| 24.8| 16.0| 50.8| 38.3| 5.0| 126.7   |
| C2       | 28.7| 225.0| 109.6| 54.7| 16.9| 46.3| 18.1| 13.7| 148.1   |
| C3       | 22.9| 278.3| 435.7| 26.0| 18.5| 42.1| 10.3| 14.0| 161.3   |
| C4       | 33.8| 300.6| 455.3| 26.3| 21.4| 41.9| 23.6| 14.2| 176.5   |
| C5       | 27.1| 543.4| 1146.1| 22.5| 22.9| 42.3| 31.3| 19.3| 187.0   |
| C6       | 33.9| 414.1| 170.8| 91.3| 15.2| 48.2| 10.6| 12.0| 159.9   |
| C7       | 22.6| 363.1| 626.0| 31.3| 17.4| 41.8| 33.2| 14.8| 178.1   |

Table VIII: MAPE (%) of execution time estimates on Power8 for K-means (data extrapolation; 5M, 10M, and 15M points for training and 20M points for test).

|          | Gray Box Models | Black Box Models | Ernest |
|----------|-----------------|------------------|--------|
|          | DT | LR | NN | RF | DT | LR | NN | RF |        |
| C1       | 24.0| 20.2| 22.9| 27.1| 19.8| 40.0| 32.5| 12.5| 93.4    |
| C2       | 35.6| 16.0| 121.3| 20.7| 14.5| 39.6| 29.1| 16.5| 107.8   |
| C3       | 66.7| 31.9| 134.1| 32.6| 14.4| 41.4| 28.0| 16.5| 119.6   |
| C4       | 28.8| 24.2| 118.9| 25.8| 13.3| 31.8| 68.4| 16.0| 127.9   |
| C5       | 42.0| 34.0| 27.5| 26.7| 15.3| 25.7| 60.0| 19.5| 121.4   |
| C6       | 75.7| 37.7| 37.1| 24.2| 11.0| 52.6| 26.7| 14.9| 109.8   |
| C7       | 32.6| 43.1| 148.1| 42.6| 20.8| 34.5| 96.4| 17.9| 129.5   |

results, and (iii) for extrapolation, gray box LR outperforms its black box counterpart more often than not. Although DT and RF achieve the best results on extrapolation, this may not hold true in cases when the data size of observations in the test set is much larger (or smaller) than that of the observations in the training set (i.e., differences are more extreme than those captured by our scenarios). In those cases, we expect the other models to outperform DT and RF.

C. Results for SparkDL

Finally, results for SparkDL are shown in Tables IX and X for the core interpolation and data extrapolation scenarios, respectively. For interpolation, the black box DT and RF tend to yield the best predictions, although LR also performs well, achieving smaller MAPE than Ernest. The gray box models do not provide significant improvements (except for a few cases) but often incur great degradation in MAPE. In contrast, for extrapolation, the additional features estimated by gray box models combined with non-linear models (notably NN and RF) very often improve upon their black box counterparts. However, the black box LR is still the model with best performance, achieving a MAPE roughly 5 times smaller than that obtained by Ernest.

Table IX: MAPE (%) of execution time estimates on Azure for SparkDL (core interpolation; 1500 images for training and 1500 images for testing).

|          | Gray Box Models | Black Box Models | Ernest |
|----------|-----------------|------------------|--------|
|          | DT | LR | NN | RF | DT | LR | NN | RF |        |
| C1       | 37.0| 10.7| 25.7| 34.7| 35.9| 7.5| 34.1| 36.7| 43.5    |
| C2       | 36.3| 10.0| 31.4| 37.0| 41.5| 7.6| 15.3| 41.9| 37.4    |
| C3       | 36.9| 14.7| 9.9| 34.5| 41.0| 7.8| 33.3| 41.1| 36.8    |

Table X: MAPE (%) of execution time estimates on Azure for SparkDL (data extrapolation; 1000 and 1500 images for training and 2500 images for testing).

|          | Gray Box Models | Black Box Models | Ernest |
|----------|-----------------|------------------|--------|
|          | DT | LR | NN | RF | DT | LR | NN | RF |        |
| C1       | 37.0| 10.7| 25.7| 34.7| 35.9| 7.5| 34.1| 36.7| 43.5    |
| C2       | 36.3| 10.0| 31.4| 37.0| 41.5| 7.6| 15.3| 41.9| 37.4    |
| C3       | 36.9| 14.7| 9.9| 34.5| 41.0| 7.8| 33.3| 41.1| 36.8    |

VI. DISCUSSION

The previous section presented the prediction accuracy of each model on three quite different workloads for various scenarios. Ernest performs well (MAPE < 11%) in the simplest scenarios considered (i.e., Query 26 and core interpolation for SparkDL). Yet, in the other scenarios, the large MAPE values yielded by the model make it unsuitable for production environments. In fact, in the worst case, the error reaches up to 187%, showcasing the need for new techniques to overcome Ernest’s limitations. Our goal was to compare alternative techniques against the simple linear regression (with NNLS estimation) applied by Ernest, investigating the extent to which the additional information (i.e., features) used by gray box models increases prediction accuracy.

From the previous results, we observe that no single ML technique outperforms all the others in every scenario. Moreover, even a slight change in the composition of training and test sets (i.e., considering a different case number) may impact the technique that performs best. For example, in the data extrapolation experiments with K-means, the best gray box model is the one with LR as regression technique in cases C1, C2, C3 and C4, with RF in cases C5 and C6, and with DT in the last case (C7). Similarly, the best black box model is obtained with RF in cases C1 and C7, and DT in the remaining five cases.

The comparison between the best gray box models and the reference Ernest model leads to two different situations. In scenarios where applications are characterized by regularity (i.e., Query 26 and SparkDL with fixed data size), Ernest yields very good results with MAPE values smaller than 10%, whereas the best gray box model generally achieves worse performance (MAPE of best models is in the range 7.0-30.8%). Yet, in the remaining scenarios, which are characterized by a larger variability in the application execution times, the best gray box model outperforms the Ernest model by a large margin. The MAPE range of the latter is 37.4-187.0% while the largest error of the best gray box model is only 33.9% (C6 of core interpolation with K-means).
However, recall that gray box models do use DAG-related features which are not available for the test instance at prediction time (a priori), and thus are replaced by the averages from the training data. Thus, even though the gray box models are able to outperform Ernest in some scenarios, such feature approximations may indeed cause accuracy degradation, as it hides significant differences that may exist between runs in the training and test sets. Black box models, in turn, extract features only from information available before an application starts execution (i.e., available at prediction time), and thus do not suffer from this issue. Also, our results show that the best black model always outperforms the results of the Ernest method (possibly due to the use of more effective ML techniques) and almost always outperforms the results of the gray box model, despite using fewer features. Thus, this approach is preferable over the others. In the worst case (C5 of core interpolation with K-Means) the MAPE of the best black box model is only 19.3%, which is quite suitable in a production environment.

Finally, the black box LR model produces the best results for Query 26, in spite of Ernest’s good performance on this application. Indeed, the black box LR model outperforms Ernest in all scenarios analyzed, which indicates the benefits of using a different parameterization technique as well as slightly different feature set. However, there are scenarios where Ernest performs well (i.e., core interpolation with SparkDL), for which the best black box models are indeed DT and RF, though the black box LR performs quite similarly. The latter is indeed the best model also in data extrapolation scenario with SparkDL: it achieves MAPE values in the range 7.5-7.8%, while Ernest yields values in the range 36.8-43.5%. Yet, there is no clear winner in the K-means experiments. For core interpolation, the best results are produced with RF in all cases but C6, for which NN is the best performer. For data extrapolation, the best technique is DT in 5 out of 7 cases and RF in the others.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we investigated the accuracy of alternative supervised ML techniques and different feature sets in the performance prediction of Spark applications. Experimental results on a rich set of different scenarios demonstrated that our black box models are able to achieve at least the same accuracy of Ernest and, in many scenarios, even more accurate predictions. The percentage error is reduced from 126.7-187.0% to only 5.0-19.3% when applications present irregular patterns and/or when it is needed to extrapolate the application behavior on larger data sets. However, we also showed that there is not a single ML technique that always outperforms the others, hence different techniques have to be evaluated in each scenario to choose the best model. As future work, we plan to study the performance of Spark deep learning applications when GPU-based clusters are used and develop capacity planning solutions to identify, at deployment time, the minimum cost cluster configuration so as to guarantee application runs within an a priori deadline.
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