Are Online Haters Psychopaths? Psychological Predictors of Online Hating Behavior
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Despite growing prevalence of derogatory online behaviors, still little is known about psychological factors underlying this negative phenomenon. In the present study, we aimed to compare characteristics of persons who post hating and non-hating comments about Polish sports players during Winter Olympic Games in Pyeongchang (2018) on the Internet. Ninety-four Internet users (41% women) participated in the study, among which 46 posted hating comments. After 1 month, participants were invited to take part in a psychological survey, and filled the Dark Triad questionnaire, the Satisfaction with Life Scale, the Scale of Frustration, and the Scale of Envy. Results showed that high scores in Psychopathy subscale were significant predictors of posting hating comments online; high scores on the Envy Scale were marginally significant. Our findings provide initial evidence that persons who engage in derogatory online behavior have a high level of Psychopathy, but, contrary to previous studies, do not have elevated levels of other traits, commonly associated with disruptive behavior. Our research is one of the first to establish a psychological background of online haters, while setting a clear line between online hating and other derogatory online behaviors (e.g., trolling, cyber-bullying, or hatred speech).
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INTRODUCTION

Derogatory behavior has been long identified as a major social problem. It is not surprising that along with the growth of Internet popularity, such behaviors have been also observed in online settings (Blaya, 2019; Gauducheau, 2019; Johnson et al., 2019; Mathew et al., 2019), and thus identified as online hatred. Online hatred has been shown to inflate negative emotions (Lange, 2007), cause suicides (Marcus, 2018), and even lead to the assassination of public figures (e.g., Nyczka, 2019). Internet hate may affect not only human lives but also non-human targets. For instance, hate campaigns have been proven to be responsible for failures of big-budget movies (Bay, 2018). It seems that the phenomenon of online hate behavior is becoming more and more prevalent (Gagliardone, 2019), and so is the scholars attention to tackle this issue (Blaya, 2019; Derzsy, 2019; Johnson et al., 2019).

Despite the growing literature on hate behavior (Blaya, 2019), little is known about the personal characteristics of people who routinely engage in such behavior. There is not even an unanimous scholars’ agreement on what constitutes the definition of “Internet hating” or “haters,” as those terms have been referred to a broad range of derogatory behaviors (Shepherd et al., 2015; Cook et al., 2018). Primarily, it is worth to highlight the distinction between online hating and other forms of negative online activities. For instance, the purpose of hate
speech is to express contempt and undermine the position of a given social group (according to e.g., race, gender, and nation) by expressing a disparaging opinion about that group, its particular members or its characteristic products (Nockleby, 2000). Thus, it is not considered hate speech to express a disparaging opinion about a person independently of their belonging to a given social group (Nockleby, 2000; Ortiz, 2019). Online hating, on the other hand, does not necessarily consists in expressing a disparaging opinion about a social group. It may be derogatory without in any way referring to the social position of a given person or object, and/or aiming at diminishing the social position of a group. Typical examples found on Facebook and other websites include comments that insult, for instance: public figures, sports person, actors (i.e., “How can such a loser earn so much money?!”; “S/he must have got this job because s/he paid someone a lot or s/he has an “influential” uncle”), deceased persons (i.e., “This idiot drove so fast so s/he got what s/he deserved”; “What a stupid way to die, lol”), or any other Internet users who post things online (i.e., active users of Facebook, YouTube, Instagram, Twitter, Twitch, and so on).

Scholars’ attention has been devoted to Internet trolls (Buckels et al., 2014; March, 2019), cyber-bullies (Fearn, 2017), and those who express hate speech (i.e., statements that are explicitly aimed at a certain social group) (Ortiz, 2019), with the lack of emphasis put on the recognition of personal characteristic of online haters (who may hate on a person regardless of the victims’ e.g., age, gender, or ethnic group). Each of those three derogatory online behaviors (i.e., trolling, cyber-bulling, and hate speech) have been connected with a slightly different psychological profile (Bishop, 2013, 2014). For instance, trolls have been told to score high on Psychopathy (while high scores on other Dark Tetrad characteristics have been inconsistently reported); and cyber-bullies have been told to score high only on sadism (for a review, see Moor and Anderson, 2019). Thus, it is reasonable to assume that those who routinely engage in online hating may exhibit certain, common characteristics, different on the type or severity from aforementioned behaviors. Nevertheless, to our knowledge, there is scarce data on the individual characteristics of online haters (who remain unidentified in previous research).

The main aim of the present study is to identify psychological predictors of posting hating comments online. Based on the initial literature review, we decided to focus on the following traits: Dark Triad (i.e., Narcissism, Psychopathy, and Machiavellianism), level of experienced frustration, level of experienced envy, and satisfaction with life. Dark Triad has been frequently used in previous studies on derogatory online behaviors (e.g., Golf-Papez and Veer, 2017; Sest and March, 2017; March, 2019; Moor and Anderson, 2019), and thus, examining Dark Triad traits should be the first step in establishing the commonalities and differences of online haters to other types of persons who exhibit negative behaviors online (e.g., trolls, cyber-bullies). A classic frustration-aggression hypothesis posits that frustration may lead to aggressive behaviors (Miller, 1941). More recently, Breuer and Elson (2017) overviewed numerous empirical research, and found evidence for the frustration-aggression link. Thus, it is reasonable to assume that if the frustration fosters aggressive behaviors, such occurrence may be even more pronounce in the online setup, as internet offers various ways to express verbal aggression (Wallace, 2015). Envy has been linked not only to one of the subscales of Dark Triad – Narcissism (Krizan and Jolar, 2012), but also to indirect (verbal) aggression (Hofer and Busch, 2011), thus, we hypothesize that online haters may experience elevated levels of envy. Lastly, we expect that satisfaction with life could be negatively related to engaging in online hating, as being content with one’s life may buffer against both negative feelings, and aggressive behaviors (Valois et al., 2006). We will also examine the role of gender, as it was previously reported to be a predictor of negative online behaviors (Buckels et al., 2014; Craker and March, 2016; Sest and March, 2017).

METHODS

Participants

Ninety-four Poles (41% women) aged 15–71 years (\(M = 33.4; \ SD = 13.9\)) participated in the study. Forty-six of them (further referred to as haters; 44% women, age \(M = 33.5; \ SD = 13.7\)) exhibited hating behavior (i.e., posted at least one comment, independently classified as online hating by two of the authors), and 48 persons (40% women, age \(M = 33.4; \ SD = 14.2\)) posted neutral comments (further referred to as non-haters; i.e., comments, independently classified as non-hating by two of the authors). Ethical approval of the study’s protocol was provided by the ethics committee at the Institute of Psychology (University of Wroclaw).

Procedure

Present study was conducted during Winter Olympic Games in Pyeongchang (2018). Authors searched for sports journals where performance of Polish Olympic Games contestants was reported and followed by comments through Facebook accounts. Online comments were independently screened and identified as hating or non-hating by two of the authors. Only if the agreement between authors was reached, the person who posted a given comment was identified either as an online hater or non-hater. We operationalized online hating posts as statements expressing a negative, insulting attitudes toward sports players; evaluative but not including constructive criticism. Exemplary

| TABLE 1 | Descriptive statistics for analyzed variables with regard to the group (i.e., haters, \(N = 46\) and non-haters, \(N = 48\)). |
|---------|---------|---------|---------|---------|---------|
|         | Haters  |          | Non-haters |          |
| Age     | 33.47   | 13.65   | 33.27     | 14.18    |
| Frustration | 2.93   | 1.57    | 2.10      | 0.66     |
| Envy    | 3.39    | 1.34    | 2.64      | 0.72     |
| Narcissism | 2.40   | 1.18    | 2.17      | 1.18     |
| Psychopathy | 2.11   | 1.07    | 1.56      | 0.49     |
| Machiavellianism | 2.18  | 0.90    | 2.04      | 0.82     |
| Satisfaction with life | 3.62  | 1.03    | 4.16      | 1.00     |
Many people who do not deserve it, have a better life than me; while others work really hard not think it is fair that some people have so much fun in their life, I do. Jonason and Webster (2010) scale. We have used the three selected items: “I definitely disagree.” The Scale of Envy was highly reliable (Cronbach’s α = 0.89).

RESULTS

Table 1 shows means and standard deviations of both groups (i.e., haters and non-haters). A general overview of relationships between psychological variables, examined in the present study, is presented in Table 2. Only two variables significantly correlated with each other: persons that scored high on Machiavellianism subscale also expressed strong narcissistic tendencies; persons that expressed high frustration also scored high on Scale of Envy. In the next step, logistic regression was performed in order to investigate, which variables may account for posting hating online comments (see Table 3). Results showed that the strongest predictor of hating online comments was the Psychopathy subscale (β = 1.37, Z = 2.69, p < 0.001), whereas the Scale of Envy was close to reaching the statistical significance (β = 0.67, Z = 1.91, p = 0.056).

DISCUSSION

In the present study, we sought to investigate whether certain psychological characteristics can predict posting hating comments online. Our results showed that high scores on the Psychopathy subscale was a significant predictor of posting hating comments online.

| β  | SE  | Z   | p   |
|----|-----|-----|-----|
| −3.70 | 2.21 | −1.67 | 0.10 |
| 0.00 | 0.02 | 0.23 | 0.82 |
| −0.18 | 0.50 | −0.36 | 0.72 |
| 0.41 | 0.36 | 1.15 | 0.25 |
| 0.67 | 0.35 | 1.91 | 0.06 |
| 0.04 | 0.31 | 0.11 | 0.91 |
| 1.37 | 0.51 | 2.69 | 0.01* |
| −0.08 | 0.38 | −0.20 | 0.84 |
| −0.41 | 0.29 | −1.42 | 0.16 |

Estimates represent the log odds of “hating online comments = 1” vs. “non-hating online comments = 0.” *p < 0.05.
You don't know shit post on her Twitter page (i.e., "players ñ for instance, one of the players posted a provocative Sportowy, 2018), leading to negative reactions from the sports Games contestants, who have been widely attacked for their online hating behavior is the case of Polish Winter Olympic include constructive criticism. One of the examples that portrays or something, which is evaluative but, at the same time, does not express a negative, insulting attitude/opinion toward someone or something, which is evaluative but, at the same time, does not include constructive criticism. One of the examples that portrays online hating behavior is the case of Polish Winter Olympic Games contestants, who have been widely attacked for their (unsatisfactory from the fans perspective) performance (Przegląd Sportowy, 2018), leading to negative reactions from the sports players – for instance, one of the players posted a provocative post on her Twitter page (i.e., “You don’t know shit”), which resulted in even more heated discussions on online hating, and its influence on mental well-being and performance of sports players (Kuczyński, 2018).

Interestingly, posting online hating comments was not associated with higher levels of other Dark Triad traits (i.e., Narcissism and Machiavellianism), which were reported to correlate with personal characteristics of trolls (Buckels et al., 2014; March, 2019), cyber-bullies (Goodboy and Martin, 2015), and persons who post hate speech comments (Withers et al., 2017). Moreover, a high level of frustration and a low satisfaction of life has been previously linked to aggression (Valois et al., 2006; Breuer and Elson, 2017). Thus, we expected that both traits would be linked to verbal aggression (associated with online hating), but no such relationships were observed in the present study. Analysis revealed that there was only a weak, positive relationship between envy and hating comments, while, contrary to previous research, envy was not related to any of the subscales of Dark Triad (Krizan and Johar, 2012). Also, gender was not a significant predictor of online hating, which contradicts previous studies (Buckels et al., 2014; Craker and March, 2016; Sest and March, 2017).

One of the limitations of our study is that it reflects personal characteristics of only sports fans, and not the general population. At the same time, we believe that is also the strength of the methodology of our study, as sport is an important area of life, in which the vast majority of societies actively participate (Van Tuyckom and Scheerder, 2010; Bin and Lanjuan, 2019). Nevertheless, future studies should also focus on collecting data from people of various walks of life, scopmg more general and broad topics discussed online. Moreover, the present research was conducted only among Polish Internet users. Despite the fact that Poles are said to be rather similar to other, European societies (Gross, 2004), future cross-cultural studies could provide some further evidence that the present findings may be generalized also to other societies. It would be also interesting to collect data from trolls, cyber-bullies, persons who engage in hate speech, and haters, as this could allow for explicit comparisons between persons who exhibit derogatory behaviors online.

Considering a reported increase in online hating (Blaya, 2019), predictions are that online hating behavior will become even more and more severe. Results of the present study are one of the first steps in broadening our understanding who the online haters are, which, in turn, may help identifying the best strategies for psychological interventions for haters, and creating counter-hating strategies.
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