All-plasmonic switching effect in the graphene nanostructures containing quantum emitters
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Nonlinear plasmonic effects in perspective 2D materials containing low-dimensional quantum emitters can be a basis of a novel technological platform for the fabrication of fast all-plasmonic triggers, transistors, and sensors. This article considers the conditions for achieving a strong plasmon-exciton coupling in the system with quantum nanowire (NW) placed in proximity to the nanostructured graphene sheets. In the condition of strong coupling, nonlinear interaction between two surface plasmon-polariton (SPP) modes propagating along the graphene waveguide integrated with a stub nanoresonator loaded with a core-shell semiconductor NWs is investigated. Using the 2D full-wave electromagnetic simulation, we studied the different transmittance regimes of the stub with NW for both the strong pump SPP and weak signal SPP tuned to inter band and intraband transition in NW, respectively. We found such a regime of NW-SPP interaction that corresponds to the destructive interference with the signal SPP transmittance through the stub less than 7% in the case for pump SPP to be turned off. In contrast, the turning on the pump SPP leads to a transition to constructive interference in the stub and enhancement of signal SPP transmittance to 93%. In our model, the effect of plasmonic switching occurs with a rate of 50 GHz at wavelength 8 µm for signal SPP localized inside 20 nm graphene stub loaded with core-shell InAs/ZnS NW.

I. INTRODUCTION

The achievements of modern 2D material science ¹², graphene nanotechnologies ¹³ and nanoplastonics ¹⁶ give hope to the fabrication of novel ultra-fast plasmonic nanodevices in soon time. Such devices should be based on the new methods of surface plasmon-polariton (SPP) manipulations ¹¹ in graphene, a good feature of which is the high localization of the electromagnetic field at the interface. The interaction between SPP modes in these plasmonic nanostructures can be realized through the use of both electronic and optical nonlinearities. Such nonlinearities can be achieved through the interaction of several graphene SPPs with chromophores (emitters) placed in the proximity of the graphene sheet. However, the efficiency of such an interaction strongly depends on the conditions of SPP-chromophore coupling. This means that the SPP-chromophore coupling constant should exceed the characteristic rate of electron scattering in graphene ⁸ and the spontaneous relaxation rate in the chromophore ⁹,¹⁰. The last condition becomes very important since the spontaneous relaxation rate of the chromophore is strongly modified under the increase in the local density of optical states (LDOS) near the conductive surface.

This paper presents the results of analytical and numerical simulation of propagation the near- and mid-infrared electromagnetic fields localized on graphene sheets. The features of the SPP propagation through the empty graphene stub nanoresonator integrated with graphene waveguide are studied. It is shown that the tuning of the stub height leads to the reduction of the signal SPP transmittance through the waveguide almost to zero. We proposed to load a semiconductor nanowire (NW) into a stub nanoresonator and use it for the achievement of strong SPP-chromophore coupling using Ladder-type SPP-NW interaction scheme. Optimizing the NW parameters, we have shown the possibility to control the transmittance of the signal SPP by changing the intensity of the pump SPP. In particular, turning off the pump SPP, the transmittance of the signal SPP mode is kept constant at a level close to zero, but when the pump SPP is turned on, the signal SPP transmittance achieves 93%.

To accomplish this goal, we developed a quasiclassical approach to describe nonlinear plasmon-exciton interactions in multi-photon schemes ¹¹, and also demonstrated the possibility for the realization of strong coupling conditions in a high-LDOS system. In addition, we used analytical and numerical methods to analyze the stability of the steady-state regimes of the waveguide transmittance. The presented approaches can be used for further development of the nonlinear theory of plasmon-exciton interactions in strong-coupling condition for a high-LDOS system. At the same time, the discussed applied effect of all-plasmonic switching may have a crucial role to play in the implementation of ultrafast plasmon transistors and systems with “ultra-fast response” based on them.
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FIG. 1. Real (solid red curve) and imaginary (dashed blue curve) parts of the conductivity of doped graphene with $\mu_c = 0.6$ eV, $\tau = 0.9$ ps.

II. MATHEMATICAL MODELS FOR THE ELECTRICAL CONDUCTIVITY OF SINGLE GRAPHENE SHEET AND TWO COUPLED GRAPHENE SHEETS

We start with the consideration of the propagation problem for the surface plasmon-polaritons in 2D graphene structures [12]. The electromagnetic field couples with the graphene sheet and then SPPs start to propagate along it [8, 13] only if the photon energy is less than doubled chemical potential $\mu_c$ of graphene, $\hbar \omega < 2 \mu_c$ [1]. Because under this condition, the real part of dielectric permittivity becomes negative, i.e., graphene demonstrates metal-like properties. For example, the real part of permittivity becomes negative at wavelengths longer than $1.5$ $\mu$m for highly doped graphene with value $\mu_c = 0.6$ eV (further we assume that the electron scattering time $\tau$ is 0.9 ps) taken from the literature [14, 15].

In general case, the total conductivity of graphene can be described by the Kubo formula [16]:

$$\sigma(\omega, \mu_c, \tau, T) = -\frac{ie^2/\pi}{\omega + i/\tau} \int_0^\infty \epsilon \left( \frac{\partial f_d(\epsilon)}{\partial \epsilon} - \frac{\partial f_d(-\epsilon)}{\partial \epsilon} \right) d\epsilon$$

$$- i e^2 (\omega + i/\tau) / \pi \hbar^2 \int_0^\infty \frac{f_d(\epsilon) - f_d(-\epsilon)}{(\omega + i/\tau)^2 - 4(\epsilon/\hbar)^2} d\epsilon,$$

(1)

where $1/\tau$ is the scattering rate of electrons, $f_d(\epsilon) = 1/ (e^{(\epsilon-\mu_c)/kT} + 1)$ is the Fermi-Dirac distribution function, $T$ is the temperature (further we everywhere assume $T = 300$ K), $k$ is the Boltzmann constant, $\hbar = \frac{\hbar}{2\pi}$, $\hbar$ is the Planck constant, $e$ is the electron charge, see Fig. 1.

The expression (1) can be separated into two parts, one of which corresponds to the intraband conductivity approximated in the form

$$\sigma_{\text{intra}}(\omega, \mu_c, \tau, T) = i \frac{8 \sigma_0 kT}{\omega + i/\tau} \left( \frac{\mu_c}{kT} + 2 \ln \left( e^{-\frac{i \omega}{\tau}} + 1 \right) \right),$$

(2)

where $\sigma_0 = \pi e^2 / (2h)$. For the case when $kT \ll |\mu_c|$, $\hbar \omega$ the second integral in (1) can be approximated as follows

$$\sigma_{\text{inter}}(\omega, \mu_c, \tau, T) \approx i \frac{\sigma_0}{\pi} \ln \left( \frac{2\mu_c - (\omega + i/\tau) \hbar}{2\mu_c + (\omega + i/\tau) \hbar} \right).$$

(3)

Intraband conductivity becomes dominant under the condition $\mu_c > \hbar \omega$, as well as the interband conductivity, takes considerable values under condition $\mu_c < \hbar \omega$. Thus, for terahertz, far- and mid-infrared radiations and $\mu_c = 0.6$ eV, the effect of interband conductivity can be neglected [1]. This is confirmed by the dependence of inter- and intraband conductivity for graphene on wavelength shown in Figs. 2a and 2b.
The interband conductivity \( \sigma_{\text{inter}} \) can be approximated by the Pade formula \([17]\) in the form:

\[
\sigma_{\text{inter}}(\omega) = \frac{a_0 + a_1 \cdot (i\omega) + a_2 \cdot (i\omega)^2}{1 + b_1 \cdot (i\omega) + b_2 \cdot (i\omega)^2}.
\]  

(4)

The corresponding coefficients can be found by solving the system of equations:

\[
\begin{bmatrix}
1 & 0 & -\omega_p^2 & \omega_p \Theta(\omega_p) & \omega_p^2 \Gamma(\omega_p) \\
0 & 1 & -\omega_p \Theta(\omega_p) & \omega_p^2 \Gamma(\omega_p) \\
0 & 1 & -\omega_p \Theta(\omega_p) & \omega_p^2 \Gamma(\omega_p) \\
1 & 0 & -\omega_p^2 & \omega_p \Theta(\omega_p) & \omega_p^2 \Gamma(\omega_p)
\end{bmatrix}
\begin{bmatrix}
a_0 \\
a_1 \\
a_2 \\
b_1 \\
b_2
\end{bmatrix}
= \begin{bmatrix}
\Gamma(\omega_p) \\
\Theta(\omega_p) \\
\Theta(\omega_p) \\
\Theta(\omega_p)
\end{bmatrix},
\]

(5)

where \( \Theta(\omega) = \text{Im}(\sigma_{\text{inter}}) \) and \( \Gamma(\omega) = \text{Re}(\sigma_{\text{inter}}) \). In particular, using parameters from Table \( \text{I} \) (for approximation nearby \( \lambda \approx 8 \) um we obtained the following values of coefficients \( a_0 = 2.346 \cdot 10^{-8}, a_1 = -2.112 \cdot 10^{-20}, a_2 = 9.589 \cdot 10^{-39}, b_1 = -6.745 \cdot 10^{-19}, b_2 = 1.007 \cdot 10^{-31} \) within the fitting of Kubo formula by the following three reference wavelengths: \( \lambda_p = 7.2 \) um, \( \lambda_p = 8.2 \) um, \( \lambda_p = 9.2 \) um (\( \omega_p = \frac{2\pi c}{\lambda_p}, i = 1, 2, 3 \)). In this case, the dielectric permittivity of graphene sheet with the effective thickness \( \Delta_g \) can be calculated as follows

\[
\varepsilon_{gr} = 1 + \frac{\sigma_{\text{intra}}}{\omega \Delta_g \varepsilon_0} = 1 + i \frac{\sigma_1}{\omega \varepsilon_0 (1 - i\omega \tau)},
\]

(6)

where a new parameter \( \sigma_1 = \frac{2\pi c}{\chi_p \lambda_p} \left( \frac{\mu_e}{\mu_p} + 2 \ln(e^{-\frac{\mu_c}{\mu_p}} + 1) \right) \) was introduced \([18]\). Here, it should be noted that for the numerical algorithms, we use the relation \( \sigma_{\text{intra}} = \frac{\sigma_1 \Delta_g}{1 - i\omega \tau} \) and the effective thickness \( \Delta_g \). For the realization of the 2D finite difference time domain (FDTD) method, the permittivity of graphene is represented in the following form \([18]\):

\[
\varepsilon_{gr} = 1 + \frac{i \sigma_1}{\omega \varepsilon_0} \frac{\tau \sigma_1}{(1 - i\omega \tau) \varepsilon_0}.
\]

(7)
TABLE I. The characteristics of SPP generated at the graphene sheets with parameters: \( \mu_c = 0.6 \, \text{eV}, \tau = 0.9 \, \text{ps}, T = 300 \, \text{K}, \Delta_0 = 2 \, \text{nm}, d = 20 \, \text{nm} \).

| \( \lambda_0, \mu m \) | \( \varepsilon_d \) | \( \beta_{SP} \), nm | \( n_{SP}^{(R)} \) | \( \lambda_{SPP}, \mu m \) | \( L_{SPP}, \mu m \) | \( \sigma_{intra} \), S/m | \( \sigma_{inter} \), S/m |
|----------------|----------------|-----------------|----------------|-----------------|----------------|----------------|----------------|
| 4 (air)        | 3.88           | 3.193 \times 10^7 | 1.93 \times 10^7 | 3.5 \times 10^{-7} + 1.49 \times 10^{-4}i | 2.51 \times 10^{-8} - 1.02 \times 10^{-5}i |
| 2.103 (SiO_2)  | 3.88           | 3.193 \times 10^7 | 1.93 \times 10^7 | 3.5 \times 10^{-7} + 1.49 \times 10^{-4}i | 2.51 \times 10^{-8} - 1.02 \times 10^{-5}i |
| 1.96 (SiO_2)   | 1.9            | 3.193 \times 10^7 | 1.93 \times 10^7 | 8.4 \times 10^{-8} + 7.3 \times 10^{-5}i | 3.24 \times 10^{-8} - 2.26 \times 10^{-5}i |
| 2.56           | 2.022          | 2.483           | 3.193 \times 10^7 | 1.44 \times 10^{-7} + 9.54 \times 10^{-5}i | 2.8 \times 10^{-8} - 1.65 \times 10^{-5}i |
| 8.04           | 2.022          | 7.8             | 3.193 \times 10^7 | 1.42 \times 10^{-6} + 3.1 \times 10^{-4}i | 2.39 \times 10^{-8} - 4.98 \times 10^{-6}i |

The wave vector of SPP propagating along a single graphene sheet can be written as follows

\[
k_{SP} = k_0 \sqrt{\varepsilon_d - \left( \frac{2 \sigma_0 \varepsilon_d}{\sigma_g} \right)^2},
\]

where \( \sigma_g \equiv \sigma_{intra} \), \( k_0 = \frac{2 \pi}{\lambda_0} \) is the wave vector of the electromagnetic field at a wavelength \( \lambda_0 \) in vacuum, \( \varepsilon_d \) is the dielectric permittivity of the host medium, \( \varepsilon_0 \) is the electric constant, \( c \) is the speed of light in vacuum. The wavelength of SPP localized on the graphene sheet has the form \( \lambda_{SPP} = \frac{2 \pi}{k_{SP}} \) and the propagation length (i.e., the characteristic distance of SPP decay) is given by the expression

\[
L_{SPP} = \frac{\lambda_0}{4 \pi \text{Im} \left( k_{SP} / k_0 \right)} \quad (9)
\]

Now we will consider the formation of coupled SPPs propagating along the two parallel graphene sheets placed at a small distance \( d \) between them \[1,10\]. In this case, the dispersion relation for SPP propagation constants \( \beta \) can be written in the form \[15\]

\[
-k_h \left( \pm e^{-k_h d} - 1 \right) = 2i k_0 \varepsilon_d \varepsilon_0 \sigma_0 / \sigma_g,
\]

where \( k_h = \sqrt{k^2 - k_0^2} \). The solution \( \beta_+ \) corresponds to symmetric and \( \beta_- \) corresponds to anti-symmetric SPP mode. We will discuss the symmetric mode only because it leads to the highest density of the electromagnetic field in the space between sheets. It is necessary to increase the efficiency of matter-field interaction with chromophore loaded in the space between sheets.

The strong and weak coupling can be realized between sheets. To determine the type of coupling, we compare the distance \( d \) between sheets with the characteristic parameter \( \xi \) given by

\[
\xi = \text{Re} \left( \frac{\sigma_0}{i c \varepsilon_0 \varepsilon_d k_0} \right) \quad (11)
\]

In condition \( d > \xi \), the dispersion curves have a hyperbolic form, and wave vectors of graphene plasmons coincide with the same ones for the case of single layer graphene, which corresponds to the weak coupling. The condition \( d < \xi \) corresponds to the strong SPP-graphene coupling, and the dispersion curves can significantly differ from the same ones for a single sheet of graphene.

In our work, we use both the direct numerical simulation of \[10\] and its approximate analytical solution for the weak SPP-graphene coupling regime. In the last case, the propagation constants for the symmetric and antisymmetric SPP modes \[15\] are given by the expressions \( \beta_+ = k_{SP} + \Delta \beta_+ \) and \( \beta_- = k_{SP} + \Delta \beta_- \), where \( \Delta \beta_+ \) and \( \Delta \beta_- \) are the small quantities relative to \( k_{SP} \). After solving \[10\] the approximate expressions for \( \beta_\pm \) have the forms:

\[
\beta_\pm \approx k_{SP} + \frac{2i \varepsilon_0 \varepsilon_d \omega_2 / \sigma_g - k_p (1 \mp u_p)}{\left(1 \mp u_p\right) k_{SP} / k_p \pm u_p k_{SPP} d}.
\]
FIG. 3. Propagation constants $\beta_+$ (solid red line) and $\beta_-$ (dashed blue line) for signal SPP modes for the double-layer graphene sheets versus the interlayer distance $d$ numerically calculated from Equation (10). Parameters correspond to the strong coupling regime for wavelength 8.04 μm from Table I.

where $k_p = \sqrt{k_{SPP}^2 - \varepsilon_d k_0^2}$ and $u_p = e^{-k_p d}$.

The values of propagation constants correspond to the formation of SPPs in graphene at the wavelengths $\lambda_{SPP\pm} = \frac{2\pi}{\text{Re}(\beta_{\pm})}$ depending on distance $d$ between sheets. In this case, the effective refractive index can be determined as $n_{EF\pm} = n_{R}(R)_{EF\pm} + in_{I}(I)_{EF\pm} = \frac{\beta_{\pm}k_0}{\lambda_{0}}$ and the characteristic length of the coupling is given by the relation

$$L_C = \frac{\pi}{2\sqrt{2}|C_g|},$$

(13)

where $C_g$ is the coupling constant and it can be presented as $C_g = \frac{\beta_- - \beta_+}{2}$. The propagation length of SPP for two sheets is defined as $L_{SPP\pm} = \frac{\lambda_{0}}{4\pi \text{Im}(n_{EF\pm})}$.

Based on the simulation parameters from Table I and fixed value $d = 20$ nm, we obtained different regimes of coupling. For example, the initialization of SPP by electromagnetic field source with wavelength 8.04 μm leads to the formation of a strong coupling regime with propagation constants that can be calculated only numerically by solving Equation (10), see Fig. 3. Note that interband conductivity does not influence the curves in Fig. 3. On the other hand, Fig. 4 shows the curves calculated in accordance with (12) in the regime of weak SPP-graphene coupling for wavelength 2.56 μm. They are almost identical with the numerical solution of (10), but the contribution of interband conductivity increases at this wavelength. However, we will not take into account the correction associated with interband conductivity in FDTD simulation (see (3)), which will slightly reduce the accuracy of our numerical experiments for 2.56 μm wavelength.

III. NUMERICAL SIMULATION OF SPP GENERATION IN GRAPHENE SHEETS USING THE FDTD METHOD

We assume that the graphene sheet is located in plane $y = 0$ in Fig. 5 and the source is the electric or magnetic dipole localized near the surface. In the two-dimensional case, all the functions do not change across $z$ axis, and the derivatives of these functions with respect to $z$ are zero. Then, the system splits into two parts corresponding to the TE and TM modes.

In this case, the evolution of the electromagnetic signal is described by two independent systems of equations for the components of electric field $E$, magnetic field $H$, and electric displacement $D$ in the form [20]:

| TM-mode | TE-mode |
|---------|---------|
| $\frac{\partial D_z}{\partial t} = \frac{1}{\sqrt{\varepsilon_{p0}}} \left( \frac{\partial H_y}{\partial x} - \frac{\partial H_z}{\partial y} \right)$ | $\frac{\partial D_z}{\partial t} = \frac{1}{\sqrt{\varepsilon_{p0}}} \frac{\partial H_y}{\partial y}$ |
| $\frac{\partial H_x}{\partial t} = \frac{1}{\sqrt{\varepsilon_{p0}}} \frac{\partial E_y}{\partial y}$ | $\frac{\partial D_z}{\partial t} = \frac{1}{\sqrt{\varepsilon_{p0}}} \frac{\partial H_y}{\partial x}$ |
| $\frac{\partial H_y}{\partial t} = \frac{1}{\sqrt{\varepsilon_{p0}}} \frac{\partial E_z}{\partial z}$ | $\frac{\partial D_z}{\partial t} = \frac{1}{\sqrt{\varepsilon_{p0}}} \left( \frac{\partial E_z}{\partial y} - \frac{\partial E_y}{\partial x} \right)$ |
The quantities $E$ and $D$ are normalized:

$$E = \sqrt{\frac{\varepsilon_0}{\mu_0}} \bar{E}, \quad D = \frac{1}{\sqrt{\varepsilon_0 \mu_0}} \bar{D}.\]$$

The derivation of auxiliary difference equations for each mode was carried out using the PML method in the frequency domain. The following definitions were used:

$$\frac{1}{\sqrt{\varepsilon_0 \mu_0}} = c, \quad \frac{\partial}{\partial t} \rightarrow i \omega, \quad i = \sqrt{-1},$$

where $c$ is the speed of light in vacuum. We obtained:

| TM-mode | TE-mode |
|---------|---------|
| $i \omega D_x \varepsilon_f^x (x) \varepsilon_f^y (y) = C_0 \left( \frac{\partial H_f}{\partial x} - \frac{\partial H_f}{\partial y} \right)$ | $i \omega D_x \mu_f^x (x) \mu_f^y (y) = C_0 \left( \frac{\partial E_f}{\partial x} - \frac{\partial E_f}{\partial y} \right)$ |
| $i \omega H_x \mu_f^x (x) \mu_f^y (y) = -C_0 \frac{\partial E_f}{\partial y}$ | $i \omega D_x \varepsilon_f^x (x) \varepsilon_f^y (y) = -C_0 \frac{\partial H_f}{\partial x}$ |
| $i \omega H_y \mu_f^x (x) \mu_f^y (y) = C_0 \frac{\partial E_f}{\partial x}$ | $i \omega D_y \varepsilon_f^x (x) \varepsilon_f^y (y) = -C_0 \frac{\partial H_f}{\partial y}$ |

where permittivities of graphene are rewritten via dependencies of its conductivity on coordinates $\sigma_g (u) (u = x, y)$ as follows:

$$\varepsilon_f^x (x) = 1 + \frac{\sigma_g (x)}{\omega \varepsilon_0}, \quad \varepsilon_f^y (y) = 1 + \frac{\sigma_g (y)}{\omega \varepsilon_0},$$

$$\mu_f^x (x) = 1 + \frac{\sigma_g (x)}{\omega \varepsilon_0}, \quad \mu_f^y (y) = 1 + \frac{\sigma_g (y)}{\omega \varepsilon_0},$$

$$\sigma_f^x (x) = 1 + \frac{\sigma_g (x)}{\omega \varepsilon_0}, \quad \sigma_f^y (y) = 1 + \frac{\sigma_g (y)}{\omega \varepsilon_0}.$$
From equation (14a), we derived:

$$\omega \left( 1 + \frac{\sigma_g(y)}{\epsilon \omega \epsilon_0} \right) H_x = -C_0 \left( \frac{\partial E_z}{\partial y} + \frac{\sigma_g(x)}{\epsilon \omega \epsilon_0} \frac{\partial E_z}{\partial y} \right)$$

or in another form:

$$\frac{\partial H_x}{\partial t} + \frac{\sigma_g(y)}{\epsilon_0} H_x = -C_0 \left( \frac{\partial E_z}{\partial y} + \frac{\sigma_g(x)}{\epsilon \epsilon_0} \int_0^T \frac{\partial E_z}{\partial y} \partial t \right).$$

(15)

Next, we use standard approximation:

$$H_x \approx H_x^{n+1} \frac{i + j}{2} + H_x^n (i, j + \frac{1}{2}),$$

$$\frac{\partial H_x}{\partial t} \approx \frac{H_x^{n+1} (i, j + \frac{1}{2}) - H_x^n (i, j + \frac{1}{2})}{\Delta t},$$

$$\int_0^T \frac{\partial E_z}{\partial y} \partial t \approx \Delta t \sum_{k=0}^n \frac{E_z^{n+\frac{1}{2}} (i, j + 1) - E_z^{n+\frac{1}{2}} (i, j)}{\Delta x}.$$ 

We introduce the definition:

$$\text{curl}_x (n) = E_z^{n+\frac{1}{2}} (i, j) - E_z^{n+\frac{1}{2}} (i, j + 1)$$

and from Equation (16) we obtain:

$$\frac{H_x^{n+1} (i, j + \frac{1}{2}) - H_x^n (i, j + \frac{1}{2})}{\Delta t} + \frac{\sigma_g (j + \frac{1}{2})}{\epsilon_0} \frac{H_x^{n+1} (i, j + \frac{1}{2}) + H_x^n (i, j + \frac{1}{2})}{2} = C_0 \left( \frac{\text{curl}_x (n)}{\Delta x} + \frac{\sigma_g (i) \Delta t}{\epsilon_0 \Delta x} \sum_{k=0}^n \text{curl}_x (k) \right),$$

where $i, j$ are the spatial coordinate indexes, $n$ is the time coordinate index, $\Delta x$ is the step along the spatial axis, $\Delta t$ is the step along the time axis.

A similar transformation for other Equations (14) was carried out, and we obtained the self-consistent system of equations for all field components and numerically realized the algorithm of calculation of these components. At the same time, the field source is a harmonic function in the form

$$D_z (i, j) = \sin (\omega_0 t),$$

FIG. 5. The schematic illustration of the functioning numerical algorithm in the FDTD method for evaluating the graphene sheet.
FIG. 6. The spatial distribution of field component $E_y$ for SPP generated on a pair of graphene sheets. The FDTD method is our own implementation in MATLAB. The parameters correspond to [19]. Taking into account new values of conductivities $\sigma$, $\sigma_{\text{intra}} = 9.7 \cdot 10^{-5} + 1.6 \cdot 10^{-3}$ S (slight differences from [19] are associated with calculation accuracy). The calculated value $\lambda_{\text{SPP}} = 10.41 \mu m$.

where $\omega_0 (\lambda_0 = \frac{2\pi}{\lambda_0})$ is the frequency (wavelength) of electromagnetic field source.

We numerically realized the FDTD algorithm and developed an application for calculating electromagnetic modes in the proximity of graphene sheets. Comparing our simulation results for single and double sheets of graphene with known results, we concluded that our FDTD realization is in good agreement with them, see [15, 19] and Fig. 6. Then, using our application, we performed original full-wave electromagnetic simulation for graphene sheets with different wavelengths of source, see Table I. All numerical results correspond to analytical estimations in accordance to (9)–(13).

IV. THE MODEL OF LADDER-TYPE NONLINEAR INTERACTIONS BETWEEN TWO SPPS AND SEMICONDUCTOR NW LOADED INTO GRAPHENE STUB NANORESONATOR

Now, we will investigate the graphene waveguide integrated with the stub nanoresonator (see Fig. 7) as a more complicated model for simulation. The transmittance coefficient of SPP propagating through the waveguide with stub described by equation [21]

$$T(\lambda) = \left| t_1 + \frac{s_1 s_3}{1 - r_3 e^{i\phi(\lambda)}} e^{i\phi(\lambda)} \right|^2,$$

where $\phi(\lambda) = \frac{2\pi \Delta S}{\lambda}$; parameters $r_i, t_i, s_i$ correspond to the reflection, transmission, and splitting coefficients in the $i$th cross-section ($i$th Ports) of the stub in Fig. 7. Initially, we tune our waveguide to the condition of minimum transmittance, i.e., when electromagnetic mode localized by waveguide cannot pass further stub position. This setting is very simple and satisfies the requirement that the “plasmonic path” of mode in the stub $\Delta S = (2D + d) n_F^{(n)}$ (taking into account the distance between sheets in a waveguide) is a half-integral multiple of the wavelength $2n+1)\lambda_0$ ($n = 0, 1, 2, \ldots$), where $D$ is the height of stub nanoresonator (see Fig. 7). Using parameters taken from Table I for 8.04 $\mu m$ and tuning system to the minimum of $0$th order, we can approximately estimate $D = 23.8$ nm. The numerical simulation of the system with such parameters gives excellent evidence of our theoretical estimations. In particular, predicted characteristics (in Table I) agree with calculated values for the strong coupling regime. The most important result, as one can see in Fig. 12a, is that the SPP mode at a wavelength $\lambda_0 = 8.04 \mu m$ is completely blocked by the stub. We can consider that the “plasmonic transistor” is locked under these conditions.
In this part, we consider the possibility to control the SPP propagation due to nonlinear plasmonic resonance in nanostructures. We assume that semiconductor NW loaded into graphene stub nanoresonator interacts with two SPP modes, which simultaneously propagate along the pair of graphene sheets as shown in Fig. 7 The Hamiltonian of the system NW+SPPs has the following form:

\[
\begin{align*}
H &= H_0 + H_v, \\
H_0 &= \hbar \left( \omega_{12} \langle 2 | 2 \rangle + (\omega_{12} + \omega_{23}) | 3 \rangle \langle 3 | \right), \\
H_v &= -\hbar \left( \Omega_1 | 2 \rangle \langle 1 | + \Omega_2^* | 2 \rangle \langle 3 | + \Omega_2 | 2 \rangle \langle 3 | + \Omega_2^* | 2 \rangle \langle 3 | \right),
\end{align*}
\]  

where \( H_0 \) is the Hamiltonian of unexcited NW and \( H_v \) is the Hamiltonian of interaction between NW and two SPPs with the accordance of the Ladder-type scheme in Fig. 4. Here \(| 1 \rangle \equiv |1S(h)\rangle\) corresponds to the energy level of the hole in the valence band, \(| 2 \rangle \equiv |1S(e)\rangle\) and \(| 3 \rangle \equiv |1P(e)\rangle\) describe electronic levels in conduction band; \( \Omega_1 \) and \( \Omega_2 \) are the Rabi frequencies of pump and signal fields, respectively, \( \omega_{12} \) and \( \omega_{23} \) are the frequencies of interband and intraband transitions in NW, respectively.

The evolution of the presented system is described by the Liouville equation:

\[
\frac{\partial \tilde{\rho}}{\partial t} = -\frac{i}{\hbar} [H, \tilde{\rho}] - \tilde{\Gamma},
\]

\[
\tilde{\rho} = \tilde{\rho}_{11} | 1 \rangle \langle 1 | + \tilde{\rho}_{22} | 2 \rangle \langle 2 | + \tilde{\rho}_{33} | 3 \rangle \langle 3 | + \tilde{\rho}_{12} | 1 \rangle \langle 2 | + \tilde{\rho}_{21} | 2 \rangle \langle 1 |
\]

\[
+ \tilde{\rho}_{23} | 2 \rangle \langle 3 | + \tilde{\rho}_{32} | 3 \rangle \langle 2 | + \tilde{\rho}_{13} | 1 \rangle \langle 3 | + \tilde{\rho}_{31} | 3 \rangle \langle 1 |,
\]

\[
\tilde{\Gamma} = \gamma_{21} \left( | 2 \rangle \langle 2 | \tilde{\rho} - 2 | 1 \rangle \langle 2 | + \tilde{\rho} | 2 \rangle \langle 1 | + \tilde{\rho} | 2 \rangle \langle 2 | \right) + \gamma_{32} \left( | 3 \rangle \langle 3 | \tilde{\rho} - 2 | 2 \rangle \langle 3 | + \tilde{\rho} | 3 \rangle \langle 2 | + \tilde{\rho} | 3 \rangle \langle 3 | \right)
\]

\[
+ \gamma_{31} \left( | 3 \rangle \langle 3 | \tilde{\rho} - 2 | 1 \rangle \langle 3 | + \tilde{\rho} | 3 \rangle \langle 1 | + \tilde{\rho} | 3 \rangle \langle 3 | \right),
\]

where \( \tilde{\rho} \) is the density matrix for energy levels in NW, \( \tilde{\Gamma} \) is the Lindblad superoperator describing the processes of spontaneous relaxation in the system, \( \gamma_{ij} \) are the spontaneous relaxation rates for corresponding transitions, \( i, j = 1, 2, 3 \) and \( i \neq j \).
Using (17–18) it is possible to obtain the system of equations for the evolution of density matrix elements:

\[
\dot{\rho}_{11} = i\Omega_1^* \rho_{21} - i\Omega_1 \rho_{12} + 2\gamma_{21} \rho_{22} + 2\gamma_{31} \rho_{33}, \\
\dot{\rho}_{22} = i\Omega_1^* \rho_{21} - i\Omega_1 \rho_{12} + i\Omega_2^* \rho_{32} - i\Omega_2 \rho_{23} - 2\gamma_{21} \rho_{22} + 2\gamma_{32} \rho_{33}, \\
\dot{\rho}_{33} = i\Omega_2^* \rho_{23} - i\Omega_2 \rho_{32} - 2\gamma_{32} \rho_{33} - 2\gamma_{31} \rho_{33}, \\
\dot{\rho}_{12} = i\Omega_1^* \rho_{22} + i\omega_{12} \rho_{12} - i\Omega_1 \rho_{11} - i\Omega_2 \rho_{13} - \gamma_{21} \rho_{12}, \\
\dot{\rho}_{21} = -i\Omega_1 \rho_{22} - i\omega_{12} \rho_{21} + i\Omega_1^* \rho_{11} + i\Omega_2^* \rho_{31} - \gamma_{21} \rho_{21}, \\
\dot{\rho}_{13} = i\Omega_1^* \rho_{23} + i(\omega_{12} + \omega_{23}) \rho_{13} - i\Omega_2 \rho_{13} - \gamma_{21} \rho_{13}, \\
\dot{\rho}_{31} = -i\Omega_1 \rho_{23} - i(\omega_{12} + \omega_{23}) \rho_{31} + i\Omega_2 \rho_{21} - \gamma_{31} \rho_{31} - \gamma_{32} \rho_{31}, \\
\dot{\rho}_{23} = i\omega_{23} \rho_{23} + i\Omega_1 \rho_{31} + i\Omega_2 \rho_{33} - i\Omega_2^* \rho_{22} - \rho_{23} \left(\gamma_{21} + \gamma_{32} + \gamma_{31}\right), \\
\dot{\rho}_{32} = -i\omega_{23} \rho_{32} - i\Omega_1^* \rho_{31} - i\Omega_2^* \rho_{33} + i\Omega_2 \rho_{22} - \rho_{32} \left(\gamma_{21} + \gamma_{32} + \gamma_{31}\right).
\]

We use the approximation of slowly varying amplitudes for passing to the new variables:

\[
\tilde{\rho}_{12} = \rho_{12} e^{i\omega_1 t}, \quad \tilde{\rho}_{23} = \rho_{23} e^{i\omega_2 t}, \quad \tilde{\rho}_{13} = \rho_{13} e^{i(\omega_1 + \omega_2) t}, \\
\tilde{\rho}_{11} = \rho_{11}, \quad \tilde{\rho}_{22} = \rho_{22}, \quad \tilde{\rho}_{33} = \rho_{33}, \quad \tilde{\Omega}_1 = \Omega_1 e^{i\omega_1 t}, \quad \tilde{\Omega}_2 = \Omega_2 e^{i\omega_2 t},
\]

where \(\omega_{1(2)}\) is the frequency of the pump (signal) field. The system of Equations (19) transforms into a new form:

\[
\tilde{\rho}_{11} = i\Omega_1^* \rho_{21} - i\Omega_1 \rho_{12} + 2\gamma_{21} \rho_{22} + 2\gamma_{31} \rho_{33}, \\
\tilde{\rho}_{22} = i\Omega_1^* \rho_{21} - i\Omega_1 \rho_{12} + i\Omega_2^* \rho_{32} - i\Omega_2 \rho_{23} - 2\gamma_{21} \rho_{22} + 2\gamma_{32} \rho_{33}, \\
\tilde{\rho}_{33} = i\Omega_2^* \rho_{23} - i\Omega_2 \rho_{32} - 2\gamma_{32} \rho_{33} - 2\gamma_{31} \rho_{33}, \\
\tilde{\rho}_{12} = i\Omega_1^* \rho_{22} + i\Delta \rho_{12} - i\Omega_1^* \rho_{11} - i\Omega_2 \rho_{13} - \gamma_{21} \rho_{12}, \\
\tilde{\rho}_{21} = -i\Omega_1 \rho_{22} - i\Delta \rho_{21} + i\Omega_1 \rho_{11} + i\Omega_2^* \rho_{31} - \gamma_{21} \rho_{21}, \\
\tilde{\rho}_{13} = i\Omega_1^* \rho_{23} + i\Omega_1 \rho_{31} + i\Omega_2 \rho_{33} - i\Omega_2^* \rho_{22} - \rho_{23} \left(\gamma_{21} + \gamma_{32} + \gamma_{31}\right), \\
\tilde{\rho}_{31} = -i\Omega_1 \rho_{23} - i\Omega_1 \rho_{31} - i\Omega_2 \rho_{23} + i\Omega_2 \rho_{22} - \rho_{32} \left(\gamma_{21} + \gamma_{32} + \gamma_{31}\right),
\]

where \(\Delta = \omega_{12} - \omega_1, \delta = \omega_{12} + \omega_{23} - \omega_1 - \omega_2\). Defining new variables, we represent the system (20) in the following form:

\[
\dot{n}_{21} = 2i\Omega_1 \rho_{12} - 2i\Omega_1^* \rho_{21} + i\Omega_2^* \rho_{32} - i\Omega_2 \rho_{23} - 4\gamma_{21} \rho_{22} + 2(\gamma_{32} - \gamma_{31}) \rho_{33}, \\
\dot{n}_{32} = 2i\Omega_2 \rho_{23} - 2i\Omega_2^* \rho_{32} - i\Omega_1 \rho_{23} + i\Omega_1^* \rho_{12} - 4\gamma_{32} \rho_{33} - 2\gamma_{31} \rho_{33} + 2\gamma_{21} \rho_{22}, \\
\dot{n}_{21} = -i\Omega_1 \rho_{21} - i\Omega_1^* \rho_{21} + i\Omega_2^* \rho_{23} - \gamma_{21} \rho_{21}, \\
\dot{n}_{32} = -i\Omega_2 \rho_{32} - i(\delta - \Delta) \rho_{32} - i\Omega_1^* \rho_{31} - (\gamma_{21} + \gamma_{32} + \gamma_{31}) \rho_{32}, \\
\dot{n}_{31} = -i\Omega_1 \rho_{31} - i\Omega_2 \rho_{23} + i\Omega_2 \rho_{22} - \rho_{32} \left(\gamma_{21} + \gamma_{32} + \gamma_{31}\right),
\]

where \(n_{21} = \rho_{22} - \rho_{11}, \ n_{32} = \rho_{33} - \rho_{22}\).

In case when the system reaches the stationary regime (i.e. \(\dot{n}_{21} = \dot{n}_{32} = \dot{n}_{21} = \dot{n}_{31} = \dot{n}_{32} = 0\)) the polarization and population imbalances have the steady-state values. In particular, we express \(\rho_{31}\) from Equation (21c):

\[
\tilde{\rho}_{31} = \frac{i\Omega_2 \rho_{21} - i\Omega_1 \rho_{32}}{i\delta + \gamma_{31} + \gamma_{32}},
\]

where \(\tilde{\rho}_{21}, \tilde{\rho}_{32}\) and \(\tilde{\rho}_{31}\) are the stationary values of polarizations for corresponding transitions. We substitute \(\tilde{\rho}_{31}\) into (21b) and (21f) and obtain

\[
0 = -i\Omega_1 n_{21} - \rho_{21} \left(i\Delta + \gamma_{21} + \frac{|\Omega_2|^2}{i\delta + \gamma_{31} + \gamma_{32}}\right) + \frac{\Omega_1 \Omega_2^* \rho_{32}}{i\delta + \gamma_{31} + \gamma_{32}},
\]

\[
0 = -i\Omega_2 n_{32} + \frac{\Omega_1 \Omega_2 \rho_{31}}{i\delta + \gamma_{31} + \gamma_{32}} - \rho_{32} \left(\gamma_{21} + \gamma_{32} + \gamma_{31} + i(\delta - \Delta) + \frac{|\Omega_1|^2}{i\delta + \gamma_{31} + \gamma_{32}}\right).
\]
Solving the system (23) we find stationary solutions for $\mathcal{P}_{21}$ and $\mathcal{P}_{32}$ in the following form:

$$
\mathcal{P}_{21} = -i \Omega_1 \left( \frac{|\Omega_1|^2 \mathcal{P}_{21} + |\Omega_2|^2 \mathcal{P}_{32} + D \mathcal{P}_{21} \Gamma_{32}}{|\Omega_1|^2 D_1 + D_1 D_2 \Gamma_{32} + |\Omega_2|^2 \Gamma_{32}} \right),
$$

(24a)

$$
\mathcal{P}_{32} = -i \Omega_2 \left( \frac{|\Omega_1|^2 \mathcal{P}_{21} + D_1 D_2 \mathcal{P}_{32} + |\Omega_2|^2 \mathcal{P}_{32}}{|\Omega_1|^2 D_1 + D_1 D_2 \Gamma_{32} + |\Omega_2|^2 \Gamma_{32}} \right),
$$

(24b)

where $D_1 = i \Delta + \gamma_{21}$, $D_2 = i \delta + \gamma_{31} + \gamma_{32}$, $\Gamma_{32} = i (\delta - \Delta) + \gamma_{21} + \gamma_{31} + \gamma_{32}$, $\mathcal{P}_{21} = \mathcal{P}_{22} - \mathcal{P}_{11}$, $\mathcal{P}_{32} = \mathcal{P}_{33} - \mathcal{P}_{21}$; $\mathcal{P}_{11}$, $\mathcal{P}_{22}$ and $\mathcal{P}_{33}$ are the stationary values of populations for the corresponding energy levels. Substituting Eqs. (24) into the system (20) and solving it, we can find the stationary solutions for the populations of energy levels as follows:

$$
\mathcal{P}_{11} = 1 - \mathcal{P}_{22} - \mathcal{P}_{33},
$$

(25a)

$$
\mathcal{P}_{33} = \frac{|\Omega_1|^2 |\Omega_2|^2}{A} \left( |\Omega_2|^2 \Gamma_1^2 + (\delta - \Delta)^2 + \Gamma_1^2 \right) \Gamma_2 \gamma_{21} + \Gamma_1 \gamma_{21} |\Omega_1|^2,
$$

(25b)

$$
\mathcal{P}_{22} = \frac{|\Omega_1|^2}{A} \left( |\Omega_2|^2 \Gamma_1 \gamma_{32} + |\Omega_2|^2 \left( \delta^2 + (\Gamma_2^2 + (\Gamma_2 + \Gamma_3) \gamma_{21}) - 2 \delta \Delta \Gamma_2 \gamma_{32} + \Gamma_2 \left( \Gamma_1^2 \Gamma_2 + \Delta^2 \gamma_{32} + \Gamma_1 \gamma_{21} \gamma_{32} \right) + (\Gamma_1 \Gamma_2 + \gamma_{21} \gamma_{32}) |\Omega_1|^2 \right) + B \right),
$$

(25c)

where

$$
A = |\Omega_2|^{6} \Gamma_1 \Gamma_3 + B \left( \delta^2 + \Gamma_1^2 \Gamma_2 \gamma_{21} + |\Omega_1|^2 \right) + |\Omega_2|^4 \left( \delta^2 + \Gamma_1^2 \Gamma_2 \gamma_{31} \right) \Gamma_2 \gamma_{21} - 2 \delta \Delta \left( \Gamma_1 \Gamma_3 + \Gamma_2 \gamma_{21} \right) + \left( \Gamma_1^2 \Gamma_2 \gamma_{31} \right),
$$

$$
B = \Gamma_2 \left( \left( \delta^2 + \Gamma_2^2 \gamma_{21} + 2 \delta (\Delta - \delta) + \Gamma_1 \Gamma_2 \right) |\Omega_1|^2 + |\Omega_1|^4 \right),
$$

$$
\Gamma_1 = \gamma_{21} + \gamma_{31} + \gamma_{32}, \quad \Gamma_2 = \gamma_{31} + \gamma_{32}, \quad \Gamma_3 = \gamma_{21} + \gamma_{31}.
$$

We need to carry out the correctness and stability analysis of our stationary solutions. Initially, we substitute the fixed values of material parameters into (24)–(25) and change (optimize) the intensities of signal and pump SPPs (and field detunings) in order to achieve the stationary regime of the system with physically realizable parameter values of populations and polarizations $n_{21}$, $n_{32}$, $p_{21}$, $p_{31}$, $p_{32}$. Next, we numerically simulate system (20) with initial values of matrix elements $\rho_{11} = 1$, $\rho_{22} = \rho_{33} = \rho_{21} = \rho_{31} = \rho_{32} = 0$ and find that after evolution, all matrix elements reach the stationary values (22), (24)–(25). Note that expressions (24) can be used independently of the solutions (24) if we initially know the values of level populations satisfying to the stationary regime in the scheme. Thus, we realized the stress-test of our numerical solutions using the deviation of the initial values of the density matrix elements from stationary values and proved the stability of our stationary solutions.

Besides, we are interested in the contribution of various nonlinear processes to the formation of stationary propagation regimes of a signal SPP. For this purpose, we substitute (22) into (21) and obtain the following equation for the evolution of the density matrix element corresponding to polarization on signal transition:

$$
\dot{\rho}_{32} = -i \Omega_2 n_{32} + \frac{\Omega_1^2 \Omega_2 \rho_{21}}{i \delta + \gamma_{31} + \gamma_{32}} - \frac{|\Omega_1|^2 \rho_{32}}{i \delta + \gamma_{31} + \gamma_{32}} - \rho_{32} (\gamma_{21} + \gamma_{31} + \gamma_{32} + i (\delta - \Delta)).
$$

(26)

This representation is a power series expansion in the Rabi frequencies of the signal and pump SPPs. The expression (26) can be represented in the form that is convenient for the further analysis of various terms contribution into system dynamics:

$$
\dot{\rho}_{32} = \sum_{i=1}^{4} X_i,
$$

(27)
where $X_1 = -i\Omega_2n_{32}$ corresponds to the induced single-quantum transitions in the system, $X_2 = \frac{\Omega_1\Omega_2\rho_2}{i\delta + \gamma_{31} + \gamma_{32}}$ corresponds to the nonlinear scattering, $X_3 = -\frac{|\Omega_1|^2\rho_2}{i\delta + \gamma_{31} + \gamma_{32}}$ corresponds to the cross-interaction between SPPs and $X_4 = -\rho_2(\gamma_{21} + \gamma_{31} + \gamma_{32} + i(\delta - \Delta))$ corresponds to the linear effects associated with the dispersion and spontaneous decay of the excited states. The estimation of the contribution of various effects into graphene device functioning in the stationary regime is shown in Table IV.

### TABLE II. The contribution of various effects into the formation of the stationary regime for signal SPP.

| $\rho_{21}$ | $\rho_{32}$ | $\rho_{33}$ | $X_1$ | $X_2$ | $X_3$ | $X_4$ |
|------------|------------|------------|-------|-------|-------|-------|
| 1.56 10^{-12}i | 1.88 10^{10} - 6.86 10^{10}i | -4.87 10^{11} + 1.51 10^{12}i | 4.68 10^{11} - 2.00 10^{12}i |

### V. TUNING THE NW SIZE TO SATISFY THE RESONANCE CONDITIONS FOR INTRABAND AND INTERBAND TRANSITIONS INDUCED BY SIGNAL AND PUMP SPPS

We start with tuning intraband transition $1S(e) \rightarrow 1P(e)$ in core-shell NW to the wavelength $\lambda_2$ for signal SPP supported by a pair of graphene sheets under the condition that interband transition $1S(h) \rightarrow 1S(e)$ is tuned to the wavelength $\lambda_1$ for pump SPP supported by a graphene waveguide too. The suitable active center for this purpose is the InAs/ZnS core-shell NW [23, 26]. The parameters of such NW taken from the literature are summarized in Table III. The information about the position of the energy levels is presented in Table IV.

We assume that both NWs (source and NW inside of the stub) cannot support propagating guided modes, but the near-field interaction regime corresponds to the generation of leaky modes [27]. Since the z-guided modes are not supported by NW, to calculate the corresponding wavelengths of intraband and interband transitions we use the following equations [24]

$$\omega_{12} = \frac{eE_g}{h} + 2\hbar \kappa_{1,0}^2 \left(\frac{1}{m_e} + \frac{1}{m_h}\right),$$  \hspace{1cm} (28a)

$$\omega_{23} = \frac{2\hbar}{D_{NW}^2 m_e} \left(\kappa_{2,1}^2 - \kappa_{1,0}^2\right),$$  \hspace{1cm} (28b)

where $E_g$ is the band gap of the semiconductor, $m_e$ and $m_h$ are the effective masses of electron and hole, respectively, $\kappa_{1,1} = 4.493$ and $\kappa_{1,0} = \pi$ are the roots of the Bessel function, $a_{NW} = D_{NW}/2$ is the radius of the NW core.

### TABLE III. The parameters of core-shell NW and transitions in it.

| Semiconductor material | $\epsilon$ | $m_e$, $m_0$, $m_h$, $m_q$ | $E_g$, eV | $a_{NW}$, nm | $1S(e)$ $\rightarrow$ $1P(e)$ | $1S(h)$ $\rightarrow$ $1S(e)$ |
|------------------------|------------|-----------------------------|------------|---------------|-----------------------------|-----------------------------|
| core, InAs | 12.3 | 0.026 | 0.41 | 0.35 | 9.9 | 8.04 | 5.91 10^{-28} |
| shell, ZnS | 8.3 | 0.27 | 0.58 | 3.54 | 10 | 2.56 | 14.9 10^{-29} |

The dipole moment of the interband transition is calculated in accordance with the formula [28]

$$\mu_{12}^2 = \frac{e^2}{6m_0\omega_1^3} \left(\frac{m_0}{m_e} - 1\right) \frac{E_g e (E_g + \Delta_s)}{E_g + 2\Delta_s/3},$$  \hspace{1cm} (29)

where $\Delta_s$ is the spin-orbit splitting for the material of NW core ($\Delta_s = 0.43$ eV), $m_0$ is the free-electron mass. More complicated formulas are required to calculate the dipole moment of the intraband transition, but they can be approximated by the expression $\mu_{32} = 0.433ea_{NW}L$, where $L = 3\varepsilon_{ZnS}/(2\varepsilon_{ZnS} + \varepsilon_{InAs})$. Using NW radius 9.9 nm, we get the wavelength $\lambda_2 = 8.04$ nm for signal SPP and $\lambda_1 = 2.56$ nm for pump SPP that are simultaneously supported by graphene waveguide with $\mu_e = 0.6$ eV, $\tau = 0.9$ ps. The other working interaction parameters were obtained and summarized in Table IV.

### TABLE IV. The bands and energy levels positions in InAs/ZnS core-shell NW.

| Semiconductor material | Top of the valence band $E_{V}$, eV | Bottom of the conduction band $E_{C}$, eV | Energy level $E_{1}$, eV | Energy level $E_{2}$, eV | Energy level $E_{3}$, eV |
|------------------------|---------------------------------|---------------------------------|-----------------|-----------------|-----------------|
| core, InAs | -4.55 | -4.2 | -4.55 | -4.063 | -3.908 |
| shell, ZnS | -6.52 | -2.98 | | | |
peaks, so we choose $\Delta k$ parameter Hamiltonian and all other relaxation processes in Lindblad superoperator. The second corresponds to the relaxation seen as sharp peaks near the wave vectors $K$ where in formula (6) for $\varepsilon$ layer without NW. In our calculations, we use $\varepsilon$ corresponds to the dielectric layer with NW, 2 corresponds to the graphene layer, and 3 corresponds to the dielectric

$K$ the corresponding transition. Here $\Gamma = \Gamma_0 \int_0^k K(k) dk$ is the radiative relaxation rate, $\Gamma_0 \equiv \gamma^{(0)}_{ij}$ is the relaxation rate of an isolated emitter for the corresponding transition. Here $K(k) = \frac{4}{\kappa} \text{Re} \left\{ \left( |\mu_l|^2 |\mu_r|^2 r_r - |\mu_l|^2 |\mu_r|^2 r_p \left( 1 - \frac{k^2}{\kappa^2} \right) + 2 \frac{|\mu_l|^2 |\mu_r|^2 r_e}{\kappa} \right) \frac{k^2}{k^2 + \varepsilon_z k_{11} z_0} \right\}$

depends on both the NW-graphene distance $z_0$ and on the NW radius by [28], where $k_z = |k_0 \text{Re} (\omega_i (\omega))|$ is the absolute value of wave vector in $i$th medium with refractive index $n_i (\omega)$, $k_{||}$ is the in-plane wave vector, $\mu_{||}$ and $\mu_{\perp}$ are the components of the transition dipole parallel and perpendicular to the graphene plane, $r_p(i) = \frac{r_p(i) + r_p(i) + 2 k_{k_z} k_{z/2} d_{gr}}{1 + r_p(i) + r_p(i) + 2 k_{k_z} k_{z/2} d_{gr}}$ are the generalized Fresnel reflection coefficients for $p$- and $s$-polarized plane waves of a single layer of thickness $d_{gr}$ (we take graphene thickness $d_{gr} = 0.33 \text{ nm}$), $r_{p(i)} = \frac{\mu_{||} k_{k_z} - \mu_{||} k_{k_z}}{\mu_{||} k_{k_z} + \mu_{||} k_{k_z}}$ and $r_{s(i)} = \frac{\mu_{\perp} k_{k_z} - \mu_{\perp} k_{k_z}}{\mu_{\perp} k_{k_z} + \mu_{\perp} k_{k_z}}$ are the Fresnel reflection coefficients for $p$- and s-polarized plane waves, respectively, for a single interface $(i,j)$ with the medium of light incidence denoted by $i$, $k_{zi} = \sqrt{k_i^2 - k_{||}^2}; \varepsilon_i$ and $\mu_i$ are the permittivity and magnetic permeability, respectively, $i,j = 1, 2, 3$. Index 1 corresponds to the dielectric layer with NW, 2 corresponds to the graphene layer, and 3 corresponds to the dielectric layer without NW. In our calculations, we use $\varepsilon_1 = \varepsilon_3 = \varepsilon_d, \varepsilon_2 = \varepsilon_{gr}$ and $\mu_1 = \mu_2 = \mu_3 = 1, \mu_|| = \mu_\perp = \mu_{12(32)}$, where in formula (6) for $\varepsilon_{gr}$ we change the effective thickness of graphene $\Delta_g$ on its real thickness $d_{gr}$. Figure 8 shows the dependence of the integrand $K(k)$ as a function of the scattered field wave vector. Plasmon peaks in Fig. 8 are seen as sharp peaks near the wave vectors $k_{SPP}(\lambda_1)$ and $k_{SPP}(\lambda_2)$ of SPPs, which correspond to the wavelengths $\lambda_1$ for the pump and $\lambda_2$ for signal incident fields. With the selected parameters, the $K$ function does not have other peaks, so we choose $\Delta k = k_{SPP} - k_1$.

In full representation of the problem like [18], we can separate the coherent processes of SPP-NW interaction in Hamiltonian and all other relaxation processes in Lindblad superoperator. The second corresponds to the relaxation parameter $\kappa_R = \frac{\Gamma_{SPP} - \Gamma_0}{\Gamma_0}$ that is obtained from the law of energy conservation $\kappa_R + \kappa_{SPP} = \kappa_L + \kappa_{SPP} = \kappa$. Figure 9 demonstrates the giant enhancement of relaxation rate for distance $z_0 = 10 \text{ nm}$ between the center of NW and graphene in the selected wavelength range. We note that the dominant part of the excited NW energy is distributed to SPP generation. The contribution of other processes to the relaxation acceleration is presented in Fig. 9 for the parameter $\kappa_R$. The plot for $\kappa_R$ has a strong frequency dependence and we find that $\kappa_R(\lambda_1) = 1, \kappa_R(\lambda_2) = 827.
Then, we obtain $\gamma_{32(31)} = \kappa_R (\lambda_2) \gamma_{32(31)}^{(0)} = 8.27 \cdot 10^{11} \text{ s}^{-1}$ and $\gamma_{21} = \kappa_R (\lambda_1) \gamma_{21}^{(0)} = 5 \cdot 10^8 \text{ s}^{-1}$ ($\gamma_{21}^{(0)} = 5 \cdot 10^8 \text{ s}^{-1}$, $\gamma_{32}^{(0)} = \gamma_{31}^{(0)} = 1 \cdot 10^9 \text{ s}^{-1}$, see [33]).

When the emitter is placed in a complex micro or nanostructured medium, the relaxation rate can be presented as

$$\gamma_{ij} = \frac{\pi \omega_{ij}}{\hbar \varepsilon_0} |\mu_{ij}|^2 \rho (\omega_{ij}, \vec{r}), \quad (30)$$

where $\mu_{ij}$ are the dipole moments of corresponding transitions. For vacuum we have $\rho (\omega_{ij}, \vec{r}) = \frac{\omega_{ij}^2}{3 \pi c \varepsilon_0}$ and consequently $\gamma_{ij}^{(0)} = \frac{\omega_{ij}^2}{3 \pi c \varepsilon_0} |\mu_{ij}|^2$. In the case of an arbitrary medium, but for fixed orientation $\vec{u}$ of the dipole, the equation for LDOS can be represented as

$$\rho_{\vec{u}} (\omega_{ij}, \vec{r}) = \frac{2 \omega_{ij}}{\pi c^2} \text{Im} \left[ \vec{u} G^E (\vec{r}, \omega_{ij}) \right], \quad (31)$$

where $G^E (\vec{r}, \omega_{ij})$ is the electric Green function, $\vec{r}$ is the radius-vector of the NW position. Finally, in the case of $x$-oriented waveguide mode in Fig. 7 we can present LDOS in the form

$$\rho (\omega, \vec{r}) = \frac{1}{3 \pi^2 c} \left( \frac{n_{EF+}^{(R)} (\omega)}{\lambda_0^2} \right)^2 \kappa (\omega, \vec{r})^2 \quad (32)$$

owing to the reduction of the characteristic wavelength by a factor $n_{EF+}^{(R)} (\omega)$ and taking into account the spatial distribution of the field $\kappa (\omega, \vec{r}) = \frac{E(\omega, \vec{r})}{E^{(max)} (\omega)}$ in the waveguide, normalized to the maximum value $E^{(max)} (\omega)$. As a result, we have $\gamma_{ij} = \kappa_R (\omega) \gamma_{ij}^{(0)}$, where $\kappa_R (\omega) = \left( n_{EF+}^{(R)} (\omega) \kappa (\omega, \vec{r} = \vec{r}_c) \right)^2$ for radius-vector $\vec{r}_c$ of the NW center. Using the parameters from Tab. I and Tab. III and extracting information about $\kappa (\omega, \vec{r} = \vec{r}_c)$ from full-wave simulation, we obtain $\gamma_{21} = 1.013 \cdot 10^{11} \text{ s}^{-1}$, $\gamma_{32} = 1.094 \cdot 10^{12} \text{ s}^{-1}$ ($\gamma_{21}^{(0)} = 5 \cdot 10^8 \text{ s}^{-1}$, $\gamma_{31}^{(0)} = \gamma_{32}^{(0)} = 1 \cdot 10^9 \text{ s}^{-1}$, $\kappa_1 = 0.1045$, $\kappa_2 = 0.5577$). Note that the obtained result slightly differs from the previously obtained analytical results for an emitter near a flat graphene sheet.

We describe the energy of induced SPP-NW interaction using the coupling constants $g_{1(2)} (\vec{r}) = \sqrt{\frac{\omega_{1(2)} (\vec{r})}{\hbar c V_{EF1(2)} (\vec{r}) \mu_{1(2)}}}$, where $\mu_{1(2)}$ are the dipole moments of corresponding transitions in NW; $\omega_{1(2)} (\vec{r}) = \frac{E_{1(2)} (\vec{r})}{E_{1(2)}^{(max)}}$, $E_{1(2)} (\vec{r}) \equiv E (\omega_{1(2)} (\vec{r})$; $V_{EF1(2)} = \left( \frac{\lambda_0^{(R)} (n_{EF+}^{(R)})^3}{n_{EF+}^{(R)}} \right)$ is the effective volume of interaction. Finally, we obtain $g_1 = 5.379 \cdot 10^{12} \text{ s}^{-1}$ and $g_2 = 3.318 \cdot 10^{12} \text{ s}^{-1}$.  

**FIG. 9.** The dependence of relaxation parameters $\kappa$ (solid red line), $\kappa_{SPP}$ (dotted blue line) and $\kappa_R$ (dashed green line) as a function of incident field wavelength.
we obtained the necessary value of the matrix element of the NW susceptibility, provided with a large value of correction to the refractive index $n_{NW}$ of NW material induced by strong nonlinear interaction between SPP modes and NW and described by (24), where $n_{NW} = n_{NW}^{(R)} + i n_{NW}^{(I)}$. The correction to the complex refractive index can be expressed in the form of $n_{NW}^{(R)} = \chi_{NW}/2$, where $\chi_{NW} = \frac{N \mu_0 \epsilon_0}{\rho}$ is the resonant part of the NW susceptibility, $N = 5 \cdot 10^{19}$ cm$^{-3}$ is the carrier concentration, $E_2$ is the signal field strength. Hence, we obtained the necessary value of the matrix element $\bar{\rho}_{32}$ to realize the required phase shift in the stationary regime for signal SPP, see (24b). It corresponds to $\text{Re} (\bar{\rho}_{32}) = 0.0717$.
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We chose the amplitude of the signal field equals to $1$ photon ($a = 1$), and the amplitude of the pump field equals to $4$ photons ($B = 4$) and obtained $\Omega_1 = 2.151 \cdot 10^{13}$ s$^{-1}$ and $\Omega_2 = 3.318 \cdot 10^{12}$ s$^{-1}$ with an efficiency $E_{1(2)} (\bar{\tau}) = \chi_{1(2)} (\bar{\tau}) E_{1(2)}^{(max)}$. Based on calculated Rabi frequencies $\Omega_{1(2)}$, relaxation rates $\gamma_{ij}$ and obtained stationary solutions (24), we plotted the frequency dependencies of the complex matrix element $\bar{\rho}_{32}$ and determined that the necessary value $\text{Re} (\bar{\rho}_{32}) = 0.0717$ corresponds to parameter values $\Delta_m = -2 \cdot 10^{13}$ s$^{-1}$ and $\delta_m = 2.132 \cdot 10^{13}$ s$^{-1}$ (see Fig. 10b). Further, we determined that obtained stationary solutions completely agree with the results of direct numerical simulation of the system (20) (see Fig. 10b). All calculated parameters are summarized in Table V.
The signal SPP transmittance for the stub nanoresonator with InAs/ZnS NW in the vicinity of $\lambda_2$ in the absence (solid red line) and in the presence of pump SPP mode $E_1$ (dashed green line).

The shift $\Delta\phi_{\text{max}} = \pi$ contributes to the total phase shift of signal SPP $\phi(\lambda) = \frac{2\pi(2D+d)n_{\text{EF}}}{\lambda} + \Delta\phi$. Under such conditions, we obtain the first-order constructive interference in stub nanoresonator, when $\Delta S = \lambda_0$. As you can see in Fig. 11, the presence of the required phase shift changes the transmittance of signal SPP from minimum to maximum values at 8.04 $\mu$m. The coefficients $r_s$, $t_s$, $s_i$ in this work, we chose empirically, in particular, $\{u\} = (0.1, 0.9, 0.065, 0.9)$, where $\{u\} = (t_1, s_1, s_3, r_3)$.

In order to verify the correctness of our analytical estimations, we carried out the direct numerical simulation taking into account the Ladder-type interaction of SPP modes with NW in the stub nanoresonator. We found the complete agreement of our numerical results with the theory when the presence of pump SPP leads to opening the transistor and switching to the regime of signal SPP transmitting, see Fig. 12. Finally, we estimated the switching time of the presented effect and it is about 20 ps, which corresponds to a clock frequency of 50 GHz. At the same time, during the process of switching, the transmittance increases from 7% to 93%.

The summarized electric field $\sqrt{E_x^2 + E_y^2}$ distributions (arbitrary units) for signal SPP in the stub nanoresonator loaded with NW. The switching between regimes of (a) locking and (b) transmitting of signal SPP is demonstrated. The black lines correspond to the graphene waveguide with stub nanoresonator, and the circled white line depicts the NW.
FIG. 13. The pump SPP transmittance for the stub nanoresonator in the vicinity of $\lambda_1$ in the absence (solid red line) and in the presence (dashed green line) of signal SPP.

Besides, in the process of interaction, the pump SPP also get additional phase shift $\Delta \phi_{\text{max}12}$ due to the arising of susceptibility $\chi_{\text{NW}12} = N\mu_1 e_0 E_{1\rho_{12}}$ for NW. Under the selected conditions, this resonant shift is $\Delta \phi_{\text{max}12} = 0.619 = 0.197\pi$ radians and the transmittance of the pump SPP will change in comparison with the empty stub, as in Fig. 13. Nevertheless, this change is not dramatically and the regime of pump SPP propagation is kept for stub loaded with NW.

VIII. CONCLUSION

The paper addresses the challenges of achieving a strong coupling regime in the process of interaction between graphene SPPs and semiconductor NW under the high-LDOS condition. We have proposed the model of all-plasmonic switcher based on a graphene stub nanoresonator loaded with core-shell NW and discussed the issues of creating such a device. It should be noted that the relatively short SPP propagation lengths in graphene systems, compared with MDS structures [35], significantly restrict now the scaling of such devices up to the level of integrated circuits [36]. At the same time, the presented model can be of fundamental importance for the development of both single high-speed switchers and devices based on them using hybrid metal-graphene structures [23, 37].

Problems in the design and manufacture of all-plasmonic switchers require special attention. The creation of such devices is possible within the already available modern technologies, but using a combination of several different experimental techniques at once. We will briefly discuss the possibilities of the experimental realization of such devices. Initially, we assume that we have SiO$_2$ substrate with recess corresponding to the further stub nanoresonator. Then, using plasma-enhanced chemical vapor deposition (PECVD) method [38] for deposition of graphene on SiO$_2$ substrate, it is possible to form a single graphene layer on the top surface of the substrate. The next step is to load the core-shell NW into a stub nanoresonator. For this purpose, we propose to use the atomic force microscopy (AFM) nanomanipulation technique [39]. The atomic force microscopy allows to manipulate by a single semiconductor NW and to place it into stub with the required accuracy. The polymer buffer layer between graphene and conventional gate dielectrics can be used to improve the device characteristics [40, 41]. Such polymer coating allows achieving high carrier mobility values of over 8000 cm$^2$/V·s at room temperature [40] for graphene field-effect transistors using, for example, Al$_2$O$_3$ as the top-gate dielectric. The next step is to coat the NW and graphene sheet with dielectric. For example, the atomic layer deposition (ALD) method can be used for the deposition of dielectric on graphene [42, 44] or on a polymer buffer layer [45]. Moreover, there exists an alternative way of creating a dielectric layer on the graphene. The electron beam evaporation (EBE) method allows depositing SiO$_2$ dielectric on the graphene surface [46]. Thus, using PECVD, AFM, and ALD or EBE methods one can completely produce the graphene “transistor” shown in Fig. 7 with required device characteristics.
AUTHOR CONTRIBUTIONS

Conceptualization and methodology, A.V.P.; formal analysis, A.V.P., M.Yu.G. and A.V.S.; software and investigation, A.Yu.L., M.Yu.G. and A.V.P.; visualization, M.Yu.G. and A.V.S.; writing-original draft, A.V.P. and M.Yu.G.; writing-review and editing, V.S.V. and A.Yu.L.; conceptualization and funding acquisition, V.S.V.

CONFLICTS OF INTEREST

The authors declare no conflict of interest

ACKNOWLEDGMENTS

Authors acknowledge the Ministry of Science and Higher Education of the Russian Federation [grant number 0714-2020-0002].

[1] M. Aliofkhazraei, N. Ali, W. I. Milne, C. S. Ozkan, S. Mitura, and J. L. Gervasoni, Graphene science handbook. Electrical and Optical Properties (CRC Press, Taylor & Francis Group, LLC, Boca Raton, London, New York, 2016).
[2] L. A. Ponomarenko, B. D. Belle, R. Jalil, L. Britnell, R. V. Gorbachev, A. K. Geim, K. S. Novoselov, A. H. Castro Neto, L. Eaves, and M. I. Katsnelson, Field-effect control of tunneling barrier height by exploiting graphene’s low density of states, J. Appl. Phys. 113, 136502 (2013).
[3] P. Tonndorf, R. Schmidt, R. Schneider, J. Kern, M. Busemca, A. Castellanos-Gomez, H. S. J. van der Zant, S. M. de Vasconcellos, and R. Bratschitsch, Single-photon emission from localized excitons in an atomically thin semiconductor, Optica 2, 347 (2015).
[4] Z. Guo, X. Nie, F. Shen, H. Zhou, Q. Zhou, J. Gao, and K. Guo, Actively tunable terahertz switches based on subwavelength graphene waveguide, Nanomaterials 8, 665 (2018).
[5] F. Giubileo, A. Di Bartolomeo, N. Martucciello, F. Romeo, L. Iemmo, P. Romano, and M. Passacantando, Contact resistance and channel conductance of graphene field-effect transistors under low-energy electron irradiation, Nanomaterials 6, 206 (2016).
[6] S. I. Bozhevolnyi, L. Martin-Moreno, and F. Garcia-Vidal, Quantum Plasmonics (Springer Series in Solid-State Sciences, 2017).
[7] S. E. Hosseininejad, M. Neshat, R. Faraji-Dana, M. Lemme, P. H. Bolivar, A. Cabellos-Aparicio, E. Alarcón, and S. Abadal, Reconfigurable thz plasmonic antenna based on few-layer graphene with high radiation efficiency, Nanomaterials 8, 577 (2018).
[8] F. H. L. Koppens, D. E. Chang, and F. J. García de Abajo, Graphene plasmonics: A platform for strong light-matter interactions, Nano Lett. 11, 3370 (2011).
[9] A. V. Fedorov, A. V. Baranov, I. D. Rukhlenko, T. S. Perova, and K. Berwick, Quantum dot energy relaxation mediated by plasmon emission in doped covalent semiconductor heterostructures, Phys. Rev. B 76, 045332 (2007).
[10] A. Prokhorov and V. Volkov, Coherent optical effects in two-dimensional nanostructures with semiconductor quantum dots, EPJ Web Conf. 220, 02010 (2019).
[11] A. V. Shesterikov, M. Y. Gubin, S. N. Karpov, and A. V. Prokhorov, On the effect of dipole-dipole interactions on the quantum statistics of surface plasmons in multiparticle spaser systems, JETP Lett. 107, 435 (2018).
[12] F. J. García de Abajo, Graphene plasmonics: Challenges and opportunities, ACS Photonics 1, 135 (2014).
[13] A. N. Grigorenko, M. Polini, and K. S. Novoselov, Graphene plasmonics, Nat. Photonics 6, 749 (2012).
[14] M. Jablan, H. Buljan, and M. Soljačić, Plasmonics in graphene at infrared frequencies, Phys. Rev. B 80, 245435 (2009).
[15] B. Wang, X. Zhang, X. Yuan, and J. Teng, Optical coupling of surface plasmons between graphene sheets, Appl. Phys. Lett. 100, 131111 (2012).
[16] S. A. Mikhailov and K. Ziegler, New electromagnetic mode in graphene, Phys. Rev. Lett. 99, 016803 (2007).
[17] A. Mock, Padé approximant spectral fit for fdtd simulation of graphene in the near infrared, Opt. Mat. Express 2, 771 (2012).
[18] P. C. Sarker, M. M. Rana, and A. K. Sarkar, A simple fdtd approach for the analysis and design of graphene based optical devices, Optik 144, 1 (2017).
[19] M. B. Hossain and M. M. Rana, An effective compact-fdtd wideband modeling of graphene conductivity, IEEICT Dhaka, 1 (2015).
[20] D. M. Sullivan, Electromagnetic simulation using the FDTD method (IEEE Press, New York, 2000).
[21] X. Lin and X. Huang, Numerical modeling of a teeth-shaped nanoplasmonic waveguide filter, J. Opt. Soc. Am. B 26, 1263 (2009).

[22] H.-A. Chen, C.-L. Hsin, Y.-T. Huang, M. L. Tang, S. Dhuey, S. Cabrini, W.-W. Wu, and S. R. Leone, Measurement of inner-layer screening length of layered graphene by plasmonic nanostructure resonances, J. Phys. Chem. C 117, 22211 (2013).

[23] S. Chen, M. Autore, J. Li, P. Li, P. Alonso-Gonzalez, Z. Yang, L. Martin-Moreno, R. Hillenbrand, and A. Y. Nikitin, Acoustic graphene nanoresonators for field-enhanced infrared molecular spectroscopy, ACS Photonics 4, 3089 (2017).

[24] P. Harrison, Quantum Wells, Wires and Dots: Theoretical and Computational Physics of Semiconductor Nanostructures (John Wiley & Sons, 2005).

[25] N. Bouarissa and H. Aourag, Effective masses of electrons and heavy holes in inas, insb, gasb, gaas and some of their ternary compounds, Infrared Phys. Technol. 40, 343 (1999).

[26] Y. Cao and U. Banin, Growth and properties of semiconductor core/shell nanocrystals with inas cores, J. Am. Chem. Soc. 122, 9692 (2000).

[27] G. Grzela, Directional light emission and absorption by semiconductor nanowires (Technische Universität Eindhoven, Eindhoven, 2013).

[28] A. Uskov, J. Mork, and J. Mark, Wave mixing in semiconductor laser amplifiers due to carrier heating and spectral-hole burning, IEEE J. Quantum Electron. 30, 1769 (1994).

[29] R. R. Chance, A. Prock, and R. Silbey, Molecular fluorescence and energy transfer near interfaces, edited by I. Prigogine and S. A. Rice, Adv. Chem. Phys., Vol. 37 (John Wiley & Sons, USA, 1978) pp. 1–65.

[30] W. H. Weber and C. F. Eagen, Energy transfer from an excited dye molecule to the surface plasmons of an adjacent metal, Opt. Lett. 4, 256 (1979).

[31] I. A. Larkin, M. I. Stockman, M. Achermann, and V. I. Klimov, Dipolar emitters at nanoscale proximity of metal surfaces: Giant enhancement of relaxation in microscopic theory, Phys. Rev. B 69, 121403(R) (2004).

[32] L. Novotny and B. Hecht, Principles of nano-optics (Cambridge University Press, New York, 2006).

[33] P. D. Buckle, P. Dawson, S. A. Hall, and X. Chen, Photoluminescence decay time measurements from self-organized inas/gaas quantum dots, J. Appl. Phys. 86, 2555 (1999).

[34] O. Madelung, U. Rössler, and M. Schulz, Group IV Elements, IV-IV and III-V Compounds. Part b - Electronic, Transport, Optical and Other Properties (Technische Universität Eindhoven, Eindhoven, 2013).

[35] D. I. Yakubovsky, Y. V. Stebunov, R. V. Kirtaev, K. V. Voronin, A. A. Voronov, A. V. Arsenin, and V. S. Volkov, Graphene-supported thin metal films for nanophotonics and optoelectronics, Nanomaterials 6, 10100 (2014).

[36] O. M. Nayfeh, T. Marr, and M. Dubey, Impact of plasma-assisted atomic-layer-deposited gate dielectric on graphene transistors, IEEE Electron Device Lett. 32, 473 (2011).

[37] H. J. Hwang, L. Cheng, A. T. Lucero, B. H. Lee, and J. Kim, Ultra-thin SiO2 dielectric characteristics using e-beam evaporated system on hopg and cvd graphene, NMDT Toulouse, 1 (2016).