DERIVATION OF THE TIME-DEPENDENT GROSS-PITAEVSKII EQUATION FOR DIPOLAR GASES

ARNAUD TRIAY

Abstract. We derive the time-dependent dipolar Gross-Pitaevskii (GP) equation from the $N$–body Schrödinger equation. More precisely we show a norm approximation for the solution of the many body equation as well as the convergence of its one-body reduced density matrix towards the orthogonal projector onto the solution of the dipolar GP equation. We consider the interpolation regime where interaction potential is scaled like $N^{3\beta-1} w(N^\beta (x-y))$, the range of validity of $\beta$ depends on the stability of the ground state problem. In particular we can prove the convergence on the one-body density matrix assuming $\tilde{w} \geq 0$ and $\beta < 3/8$.
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1. Introduction

The phenomenon of Bose-Einstein Condensation (BEC) predicted in 1924 [7, 15] and experimentally observed in 1995 [2], has triggered a vast interest in the mathematical physics community. Initially analyzed for a gas of ideal particles, it has been a mathematical challenge to prove its persistence in the presence of interactions. Most of the first studies on BEC focused on the repulsive case, where the interaction is assumed to be non-negative or, at least, with a non-negative scattering length. Alongside, as experimental physicists mastered the creation process of condensates, it has been made possible to condense chemical elements with more complex interactions. In particular, the realization of dipolar BEC was achieved in 2005 for Chromium by Griesmaier et al [20] and is still an active domain of research [5, 30, 1].

The nature of the dipolar interaction opened the way to a great variety of new properties such as a stable/unstable regime, the roton-maxon shape of the excitation spectrum [35, 21] or the existence of a droplet state [12, 4]. See [24] for a survey. Yet, the dipolar interaction rarely fits the framework of the standard mathematical analysis of Bose-Einstein condensation as it is long-range and partially attractive.

In this work we give the first the derivation of the dipolar Gross-Pitaevskii (GP) equation from the $N$-body Schrödinger dynamics. The GP equation determines the evolution of the common wave function of all the particles in the condensate. In the 3D case and in the Gross-Pitaevskii regime, the rigorous derivation for a repulsive interaction was proven in a series of works by Erdös, Schlein and Yau [16, 17, 18, 19]. This is the regime where the scattering length is of order $N^{-1}$, it corresponds in the $N$ body setting to a scaled interaction potential of the form $N^2 w(N\cdot)$ for some fixed $w \in L^1(\mathbb{R}^3)$. In this regime, the scattering process plays an important role and has to be precisely taken into account. Like many other works in the subject, we will focus on an interpolation regime between the Gross Pitaevskii and the Hartree regime where the potential is scaled like $N^{3\beta-1} w(N^\beta \cdot)$ with $0 < \beta < 1$. This case is easier because no significant correlation structure is expected to take place. In our setting, the difficulty comes from the attractive part of the interaction potential that may cause instabilities, as we will discuss.
Removing the non-negativity assumption on the interacting potential or studying the attractive case is a difficult task since the system may not be stable of the second kind. For this reason, the focusing case $w \leq 0$ is only globally well-posed in low dimensions ($d \leq 2$) \cite{31}. The derivation of the 1D and 2D focusing cases was provided by Chen and Holmer \cite{10, 11} using the BBGKY hierarchy method. It relies on compactness arguments and therefore does not give any information on the rate of convergence. Later Jeblick and Pickl \cite{23} using a method of Pickl \cite{34} gave another proof in the 2D case yielding a precise estimate on the rate of convergence in trace norm for the density matrices. Then Nam and Napiórkowski \cite{31} obtained the norm approximation of the $N$-body wave function. This result gives the fluctuations around the condensate and implies the convergence in trace class of the density matrices. In these works, the range of $\beta$ depends on the stability of the second kind analyzed in \cite{25, 28}. For the 3D case, Pickl \cite{33} could deal with $0 < \beta < 1/6$ assuming the interaction $w$ is compactly supported, spherically symmetric and bounded. In \cite{13}, Chong gave, under the same assumptions and additionally that $w \leq 0$, another proof of the convergence of the density matrices. Later, Jeblick and Pickl \cite{22} proved the convergence of the density matrices in the GP regime ($\beta = 1$) for a class of non-purely non positive potentials, namely, for which one has stability of the second kind. The class of potentials treated in this last work is quite specific and does not include long-range interaction of the type considered here. In this paper, we show, in the case of long-range interactions, the norm approximation in $L^2(\mathbb{R}^{3N})$ of the solution of the $N$-body Schrödinger equation by the solution of the Bogoliubov evolution as well as the convergence in trace norm of one-body reduced density matrix towards the orthogonal projector onto the solution of the dipolar GP equation. In particular, we remove the non-negativity assumption on the interaction potential and we are able to consider the dipole-dipole interaction (DDI), given by

$$K_{\text{dip}}(x) = \frac{1 - 3 \cos(\theta_x)^2}{|x|^3},$$

where $\theta_x$ is the angle between $x$ and a fixed direction along which the dipoles are aligned. The exact type of potentials we consider will be detailed later. The derivation of the Gross-Pitaevskii energy for the ground state of a Bose gas with dipolar interaction was studied in \cite{37}.

A quantitative method developed in \cite{34} consists in applying the Grönwall lemma on the expectation of the average number of particles outside the condensate which controls the distance of the one-body density matrix to the orthogonal projection onto the solution of the Gross-Pitaevskii equation. The next order, i.e. the norm approximation of the $N$ body wave function, requires the study of the fluctuations around the condensate. To do so and following the work of Lewin, Nam, Serfaty and Solovej \cite{27} where the authors analyzed the second order of the ground state energy of a Bose gas, one re-writes the $N$-body Schrödinger evolution in the Fock space of excitations and study their dynamics. In this new setting, one tries to verify Bogoliubov’s approximation according to which the evolution of the fluctuation can be obtained by neglecting the terms of order 3 and 4 in creation an annihilation operators. This transformation was used in \cite{26} to prove the norm approximation in the mean-field regime by the solution of the Bogoliubov’s equation. In this paper, we follow the same method together with the localization method of \cite{31} where the idea is to use an auxiliary evolution equation defined on the restricted Fock space of at most $M$ excitations. This type of localization in the number of excitations was already present in \cite{29, 27} and also in \cite{34}.
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2. Setting and main result

2.1. The effective equation. The purpose of this study is to prove the convergence to the dipolar Gross-Pitaevskii time-dependent equation given by

\[ i\partial_t \varphi(t) = (-\Delta + a|\varphi(t)|^2 + bK * |\varphi(t)|^2 - \mu(t)) \varphi(t), \]  

(1)

where \( a \in \mathbb{R} \) accounts for the strength of the short range interaction, \( b \in \mathbb{R} \) is proportional to the norm of the dipoles and

\[ \mu(t) = \frac{1}{2} \left( a \int_{\mathbb{R}^3} |\varphi(t)|^4 + b \int_{\mathbb{R}^3} K * |\varphi(t)|^2 |\varphi(t)|^2 \right). \]

The chemical potential \( \mu(t) \) is just a phase factor that we add for convenience but that can be removed by a gauge transformation. The dipolar part is given by

\[ K(x) = \frac{\Omega(x/|x|)}{|x|^3} \]  

(2)

where \( \Omega \in L^q(S^2) \), for some \( q \geq 2 \), is a pair function satisfying the following cancellation property on \( S^2 \), the unit sphere of \( \mathbb{R}^3 \),

\[ \int_{S^2} \Omega(\omega)d\sigma(\omega) = 0, \]  

(3)

with \( d\sigma \) denoting the Haar measure on \( S^2 \). This includes the dipolar potential with \( \Omega_{dip}(x) = 1 - 3\cos^2(\theta_x) \) where \( \cos(\theta_x) = n \cdot x/|x| \) and where \( n \) is a fixed unit vector aligned with all the dipoles. The dipolar interaction is large distance approximation of a system of Coulomb charges where the size of the dipoles is small compared to the distance between the dipoles. Hence, it is physically relevant to consider interaction looking like \( K \) outside of a ball of fixed radius. The convolution with \( K \) (in the sense of the principal values) defines a bounded operator in \( L^p(\mathbb{R}^3) \), \( 1 < p < \infty \) \([14]\) and corresponds to the multiplication in Fourier space by some function \( \hat{K} \in L^\infty(\mathbb{R}^3) \).

In order to simplify the computations to come, it is easier to work with the following approximate Gross-Pitaevskii equation

\[ \begin{cases} 
  i\partial_t u_N = (-\Delta + w_N * |u_N|^2 - \mu_N(t)) u_N \\
  u_N(0) = u_0,
\end{cases} \]

(4)

where,

\[ \mu_N(t) = \frac{1}{2} \int_{\mathbb{R}^3 \times \mathbb{R}^3} |u_N(t,x)|^2 w_N(x-y)|u_N(t,y)|^2 dx dy, \]

and \( w_N(x) = N^{-3} w(N^{-3} x) \) for some interaction potential \( w : \mathbb{R}^3 \to \mathbb{R} \) and some \( \beta > 0 \). Choosing

\[ w = w_0 + b\mathbf{1}_{|x|>R}K \]  

(5)

where \( w_0 \in L^1(\mathbb{R}^3) \cap L^2(\mathbb{R}^3) \), \( b > 0 \), \( R > 0 \) with \( a = \int_{\mathbb{R}^3} w_0 \), one can show that the solutions of \([1]\) and \([4]\) are close in \( L^2\)-norm as is stated in Proposition \([4]\) below. For the truncated dipolar potential, we also have \([4]\) the existence for all \( 1 < p < \infty \) of some constant \( C_p \) independent of \( R > 0 \) such that for all \( f \in L^p(\mathbb{R}^3) \), \( \| (\mathbf{1}_{|x|>R}K) * f \|_{L^p(\mathbb{R}^3)} \leq C_p \| f \|_{L^p(\mathbb{R}^3)} \).

The regularity of the solutions of \([1]\) and \([4]\) has already been well studied. But since \([1]\) depends on \( N \), one has to make sure that the Sobolev norms of the solution can be bounded independently of \( N \). We do so in the following proposition which is an easy adaptation of \([3]\) Proposition 3.1].

**Proposition 1.** Let \( a, b \in \mathbb{R} \) and let \( w \) satisfy \([3]\), then the Cauchy problems \([1]\), respectively \([4]\) (with initial date \( u_0 \)), admit unique maximal solutions respectively \( u_N, \varphi \in C^1((0,T), L^2(\mathbb{R}^3)) \cap C^0([0,T), H^1(\mathbb{R}^3)) \) for some \( T > 0 \). If \( \overline{w} \geq 0 \) (respectively \( a \geq b \inf K \) or \( \| \nabla u_0 \|_{L^2(\mathbb{R}^3)} \) is
small enough, the solutions $u_N$ and $\varphi$ are global in time, $T = +\infty$, and we have the following bounds
\begin{align}
\|u_N(t)\|_{H^1(\mathbb{R}^3)} + \|\varphi(t)\|_{H^1(\mathbb{R}^3)} & \leq C, \\
\|u_N(t)\|_{H^k(\mathbb{R}^3)} + \|\varphi(t)\|_{H^k(\mathbb{R}^3)} & \leq Ce^{Ct}, \text{ when moreover } u_0 \in H^k(\mathbb{R}^3),
\end{align}
where in the last equation $C$ depends only on $\|u_0\|_{H^k(\mathbb{R}^3)}$ and $C'$ on $\|u_0\|_{H^1(\mathbb{R}^3)}$. Moreover, we have
\begin{equation}
|\bar{w}_0(k) - a| \leq C|k|,
\end{equation}
for some constant $C > 0$, where $a = \int_{\mathbb{R}^3} w_0$, and if $u_0 \in H^2(\mathbb{R}^3)$ then
\begin{equation}
\|u_N(t) - \varphi(t)\|_{L^2(\mathbb{R}^3)} \leq C\exp(c_1 \exp(c_2 t))
\end{equation}
where $C, c_1, c_2 > 0$ depend on $\|u_0\|_{H^2(\mathbb{R}^3)}$.

**Remark 2.** The assumption [S] is technical and could be reduced with a trade off on the rate of convergence in [3]. This condition holds for instance as soon as $|x|^2u_0(x) \in L^1(\mathbb{R}^3)$. Assuming the latter, the parity of $w$ actually implies [S] with on the right-hand side $|k|^{1+\alpha}$ for all $\alpha < 1$. In a similar way, we have automatically
\begin{equation}
\mathbf{1}_{|x| \leq R} K(k) \leq CR^2 k^2
\end{equation}
with a constant $C$ independent of $R$ and $k$. This can be deduced from the following formula [37, Lemma 9]
\[
\mathbf{1}_{|x| \leq R} K(k) = \int_{\mathbb{R}^3} \int_0^R \frac{\cos(\omega \cdot k)}{r} - \frac{1}{\omega} \Omega(\omega) \, dr \, d\sigma(\omega).
\]

**Proof of Proposition 7.** The existence and uniqueness are standard, see [9], and comes from the regularity properties of the convolution with $K$ [30]. We also have from usual techniques the blow-up alternative, that is if $T < \infty$ then $\|u(t)\|_{H^1(\mathbb{R}^3)} \to \infty$ as $t \to T$. Hence if $\hat{w} \geq 0$ then we have
\[
C = \int_{\mathbb{R}^3} |\nabla u_N(t)|^2 + \int_{\mathbb{R}^3 \times \mathbb{R}^3} |u_N(t)|^2 w_N * |u_N(t)|^2 \geq \|\nabla u_N(t)\|^2_{L^2(\mathbb{R}^3)},
\]
and similarly for $\varphi(t)$. From this and the blow-up alternative we deduce global existence in this case. If $\|\nabla u_0\|_{L^2(\mathbb{R}^3)}$ is small enough, it is also standard that $\|u_N(t)\|_{H^1(\mathbb{R}^3)}$ and $\|\varphi(t)\|_{H^1(\mathbb{R}^3)}$ have to remain bounded [8,30]. Hence the global existence yields in this case too.

The bounds on the growth of $\|u_N(t)\|_{H^k(\mathbb{R}^3)}$ and $\|\varphi(t)\|_{H^k(\mathbb{R}^3)}$ are obtained via the same proof of [6, Proposition 3.1] where the authors only used that $w \in L^p(\mathbb{R}^3)$, for $p > 1$ and $\hat{w} \in L^\infty(\mathbb{R}^3)$. Finally, the bound on $\|u_N(t) - \varphi(t)\|_{L^2(\mathbb{R}^3)}$ is also obtained the same way as in [6, Proposition 3.1] using [8] and Remark 2.

**2.2. Main result: derivation of the Gross-Pitaevskii equation.** We consider $N$ bosons in $\mathbb{R}^3$ interacting via a pair potential $w_N(x - y) := N^{3\beta} w(N^{\beta}(x - y))$, where $w \in L^{6/5}(\mathbb{R}^3) \cap L^2(\mathbb{R}^3)$ is such that $\hat{w} \in L^\infty(\mathbb{R}^3)$. Note that the interaction potential is possibly long-range and is allowed to be (partly) attractive. The system is entirely described at any time $t$ by its wave function $\Psi_N(t)$ evolving in $L^2(\mathbb{R}^3)^{\otimes N}$, the symmetric tensor product of $N$ copies of $L^2(\mathbb{R}^3)$, whose dynamics is given by the Schrödinger equation
\begin{equation}
\mathbf{i}\partial_t \Psi_N = H_N \Psi_N.
\end{equation}
Here $H_N$ is the Hamiltonian of the system given by
\begin{equation}
H_N = \sum_{j=1}^N -\Delta x_j + \frac{1}{N - 1} \sum_{1 \leq i < j \leq N} w_N(x_i - x_j).
\end{equation}

Even though we are interested in the dynamics, the behavior of the ground state energy plays an important role. In such a system where the interaction has a negative part, proving stability
of the second kind (that is, \( H_N \geq -CN \) for some constant \( C > 0 \) independent of \( N \)) is a
difficult problem. In \cite{37}, it was proven that in the presence of an external confining potential
\( V(x) \geq C|x|^s \) for some \( s > 0 \), if \( w \) satisfies \cite{5} and \( \beta < 1/3 + s/(45 + 42s) \) the Hamiltonian \( H_N \)
is stable of the second kind. Note that with the only assumption that \( \tilde{w} \geq 0 \), \( \tilde{w} \in L^1(\mathbb{R}^3) \) we
automatically have \( H_N \geq -CN \) for all \( \beta \leq 1/3 \).

The goal of this paper, loosely speaking, is to show that if the initial wave function \( \Psi_N(0) \)
is close to a product state \( \varphi(0) \otimes N \), then the propagated wave function \( \Psi_N(t) \) remains well
approximated by the product state \( \varphi(t) \otimes N \), where \( \varphi(t) \) solves the non-linear Gross-Pitaevskii
equation \cite{1}. This approximation is true at first order, that is we can prove that the one-body
reduced density matrix of \( \Psi_N(t) \) converges towards the orthogonal projector onto \( \varphi(t) \). But this
fails as a norm approximation in \( L^2(\mathbb{R}^{3N}) \) since \( \Psi_N \) is never a pure condensate and contains
fluctuations around it. The dynamics of these fluctuations is encoded in the time-dependent
Bogoliubov equation that we define later on.

Before stating our main result, we recall the definition of the \( k \)-particle reduced density matrix of a
pure state \( \Psi \in L^2(\mathbb{R}^3)^{\otimes N} \),

\[
\Gamma^{(k)}_{\Psi} := \text{Tr}_{k+1\to N} |\Psi\rangle \langle \Psi| \tag{13}
\]

where \( |\Psi\rangle \langle \Psi| \) is the orthogonal projection onto \( \Psi \), or in terms of kernel,

\[
\Gamma^{(k)}_{\Psi}(x_1, ..., x_k, y_1, ..., y_k) = \int \Psi(x_1, ..., x_k, z_{k+1}, ..., z_N) \overline{\Psi(y_1, ..., y_k, z_{k+1}, ..., z_N)} \, dz_{k+1} ... dz_N.
\]

In the following we denote by \( \Psi_N(t, x) \) the solution to \cite{11} and \( u_N(t, x) \) the solution to \cite{14}.
We will denote by \( \mathcal{H} := L^2(\mathbb{R}^3) \) the one particle space and by \( \mathcal{H}^N := L^2(\mathbb{R}^3)^{\otimes N} \) the \( N \)
particle bosonic space. We define \( P(t) = |u_N(t)\rangle \langle u_N(t)| \) the orthogonal projector onto \( u_N(t) \in L^2(\mathbb{R}^3) \)
and \( Q(t) = 1 - P(t) \).

To describe the excitations orthogonal to the condensate, we follow the technique of \cite{27} \cite{26}.
Let us denote by \( \mathcal{H}_+ = \{ u_N \} \perp \) the orthogonal space of \( u_N \) in \( \mathcal{H} \), then note that the \( N \)-body wave function \( \Psi_N \) admits the unique decomposition

\[
\Psi_N = u_N^{\otimes N} \varphi_0 + u_N^{\otimes N-1} \otimes_s \varphi_1 + u_N^{\otimes N-2} \otimes_s \varphi_2 + ... + \varphi_N
\]

with \( \varphi_k \in \mathcal{H}_+^{\otimes k} \) for all \( k \geq 0 \) with the convention that \( \varphi_0 \in \mathbb{C} \). The above decomposition allows to
define the unitary map

\[
U_N : \mathcal{H}^N \rightarrow \mathcal{F}(\mathcal{H}_+), \quad \Psi_N \mapsto \Phi_N := \bigoplus_{k=0}^{N} \varphi_k. \tag{14}
\]

The unitary transformation \( U_N \) is a one-to-one correspondence between a \( N \) particle state and its
excitations orthogonal to the condensate.

In the sequel we will denote by \( \Phi_N(t) = U_N(t) \Psi_N(t) \) the corresponding state describing the
excitations in the truncated Fock space \( \mathcal{F}^{\leq N}(\mathcal{H}_+) \). The Bogoliubov approximation consists in
approximating \( \Phi_N(t) \) by the solution \( \hat{\Phi}(t) \) of the time dependent Bogoliubov equation

\[
\begin{cases}
    i\partial_t \hat{\Phi}(t) = \mathcal{H}(t) \hat{\Phi}(t) \\
    \hat{\Phi}(0) = U_N(0) \Psi_N(0),
\end{cases} \tag{15}
\]

where the Bogoliubov Hamiltonian \( \mathcal{H} \) is the operator acting on the entire Fock space \( \mathcal{F}(\mathcal{H}) \) (not
only \( \mathcal{F}(\mathcal{H}_+) \)) given by

\[
\mathcal{H}(t) = d\Gamma(h(t)) + \frac{1}{2} \int_{\mathbb{R}^3 \times \mathbb{R}^3} \left(K_2(t, x, y)a_x^* a_y^* + \overline{K_2(t, x, y)}a_x a_y\right) \, dx \, dy.
\]

Where

\[
h(t) = -\Delta + w_N * \| u_N(t, x) \|^2 + Q(t) \tilde{K}_1(t) Q(t) - \mu_N(t), \quad K_2(t) = Q(t) \otimes Q(t), \tilde{K}_2(t) \in \mathcal{H}^2,
\]

with \( \tilde{K}_1(t) \in \mathcal{B}(\mathcal{H}) \) is the operator of kernel

\[
\tilde{K}_1(t)(x, y) = u_N(t, x)w_N(x - y)u_N(t, y),
\]
and $\tilde{K}_2(t) \in \mathcal{H}^2$ is the function given by

$$\tilde{K}_2(t, x, y) = u_N(t, x)w_N(x - y)u_N(t, y).$$

It was proven in [24] that the Cauchy problem (13) is well posed when $(\Phi(0), d\Gamma(1 - \Delta)\Phi(0)) < \infty$ and when $u_N \in C^0([0, T), H^1(\mathbb{R}^3)) \cap C^1((0, T), H^{-1}(\mathbb{R}^3))$. Then there is unique corresponding solution of (13), $\Phi \in C^0([0, T], \mathcal{F}(\mathcal{H})) \cap L^\infty_{\text{loc}}([0, T], Q(d\Gamma(1 - \Delta)))$. We emphasize that even if the Cauchy problem (13) is posed in $\mathcal{F}(\mathcal{H})$, the solution satisfies $\Phi(t) \in \mathcal{F}(\mathcal{H}_+)$ as one can verify by computing the time-derivative of the quantity $\|a(u_N(t))\Phi(t)\|_{L^2(\mathbb{R}^{3N})}$ and observe that it vanishes.

We recall that the norm approximation of $\Psi_N(t)$ by $U_N^*\Phi(t)$ is stronger than the convergence of the one body reduced density matrix $\Gamma^{(1)}$ towards $|u_N(t)\rangle \langle u_N(t)|$. This is why in our result below the range of validity for the parameter $\beta$ is wider when we look at the convergence of the one-body reduced density matrix.

We can now state our main result.

**Theorem 3** (Main Theorem). Let $\beta > 0$ and let $w = w_0 + b1_{|x| > R}K$ where $w_0 \in L^1(\mathbb{R}^3) \cap L^2(\mathbb{R}^3)$, $b > 0$, $R > 0$ and where $K$ is given by (2). Let $u_N$ be a solution of the Gross-Pitaevskii equation (4) on some interval $[0, T)$ with $T \in \mathbb{R}^+ \cup \{\infty\}$ such that (2) and (7) hold. Let $(\Psi_N(0))_N$ be such that

$$\text{Tr}((-\Delta)^{1/2}Q(0)\Gamma^{(1)}_NQ(0)(-\Delta)^{1/2}) \leq C_0N^{-1}$$

for some constant $C_0 > 0$ and $\Psi_N(t)$ be the solution to the Schrödinger equation (11) with initial condition $\Psi_N(0)$. Let $\Phi(t) = (\varphi_k(t))_{k \geq 0}$ be the solution of the Bogoliubov equation (17).

1. If $0 < \beta < 1/6$ then for all $0 < \alpha < \min((1 - 6\beta)/4, (2 - 7\beta)/4)$ we have

$$\left\|\Psi_N(t) - \sum_{k=0}^N u_N(t) \otimes_k \varphi_k(t)\right\|^2_{L^2(\mathbb{R}^{3N})} \leq C_0e^{C't}N^{-\alpha},$$

where $C_\alpha$ depends on $\alpha$, $C_0$ and $\|u(0)\|_{H^1(\mathbb{R}^3)}$ and where $C'$ depends on $\|u(0)\|_{H^1(\mathbb{R}^3)}$.

2. If $0 < \beta < 1/4$ then for all $0 < \alpha < \min((3 - 10\beta)/4, (1 - 4\beta)/4)$ we have

$$\|\Gamma_N^{(1)} - |u_N(t)\rangle \langle u_N(t)|\|_{L^1} \leq C_\alpha e^{C't}N^{-\alpha},$$

where $C_\alpha$ depends on $\alpha$, $C_0$, and $\|u(0)\|_{H^1(\mathbb{R}^3)}$ and $C'$ depends on $\|u(0)\|_{H^1(\mathbb{R}^3)}$.

3. Let moreover assume that $\tilde{w} \geq 0$ and that $\tilde{w} \in L^1(\mathbb{R}^3)$.

(a) If $0 < \beta < 1/5$ then we have (17) for $0 < \alpha < \min((3 - 10\beta)/4, (1 - 5\beta)/4)$.

(b) If $0 < \beta < 3/8$ then we have (18) for $0 < \alpha < \min((1 - \beta)/2, (2 - 5\beta)/2, (3 - 8\beta)/4)$.

**Remark 4.** As said earlier, a priori estimates on the kinetic energy are crucial in our proof. This is why the assumption $\tilde{w} \geq 0$ allows us to extend the range of $\beta$. Assuming stability of the second kind, one could improve it again.

**Remark 5.** Note that the range of $\beta$ includes regimes where the stability of the second kind is not established. In particular, when $\tilde{w} \geq 0$ we allow $0 < \beta < 3/8$ which is above the threshold $1/3$. In such a regime $\beta > 1/3$, the system is very dilute since the range of the interaction is much smaller than the mean distance between particles.

The rest of the paper is devoted to the proof of Theorem 3.

### 3. The localization method

**3.1. Presentation of the method.** To simplify notations, we will in the sequel denote by $u_N(t)$ the solution of modified Gross-Pitaevskii equation (11). The Schrödinger evolution (11) is unitarily equivalent to the following dynamics for the excitations outside the condensate. Recalling that $\Phi_N(t) = U_N(t)\Psi_N(t)$, we have

$$\begin{cases}
    i\partial_t \Phi_N(t) = G_N(t)\Phi_N(t) \\
    \Phi_N(0) = U_N(0)\Psi_N(0),
\end{cases}$$

where $G_N(t)$ is the effective interaction hamiltonian.
with
\[ G_N(t) = \mathbb{1}^{\leq N}_{\mathbb{H}} (H(t) + E_N(t)) \mathbb{1}^{\leq N} = U_N H_N U_N^* \]
and \( E_N(t) \) is an error term which is given by
\[ E_N(t) = \frac{1}{2} \sum_{j=0}^4 (R_j + R^*_j). \]

\( R_0 = R^*_0 = d\Gamma(Q(t)|w_N + |u_N(t)|^2 + \tilde{K}_1(t) - \mu(t)|Q(t)) \frac{1-N}{N-1}, \)
\[ R_1 = -2\sqrt{N-\frac{N-N}{N-1}} a(Q(t)|w_N + |u_N(t)|^2)u_N(t), \]
\[ R_2 = \int \int K_2(t,x,y)a^*_y a_x \, dx \, dy \left( \frac{\sqrt{(N-N)(N-N-1)}}{N-1} - 1 \right), \]
\[ R_3 = \frac{\sqrt{N-N}}{N-1} \int \int \int \int (1 \otimes Q(t)w_N Q(t) \otimes Q(t))(x,y,x',y')u(t,x)a^*_y a_x a^*_y a_x \, dx \, dy \, dx' \, dy', \]
\[ R_4 = R^*_4 = \frac{1}{2(N-1)} \int \int \int (Q(t) \otimes Q(t)w_N Q(t) \otimes Q(t))(x,y,x',y')a^*_y a_x a^*_y a_x \, dx \, dy \, dx' \, dy'. \]

This computation can be found in [26]. Besides this reformulation of the Schrödinger equation, we will use the localization method which consists in using an auxiliary dynamics localized in the truncated Fock space \( \mathcal{F}^{\leq M}(\mathcal{H}_+) \) for \( M = N^1-\delta \), for some \( \delta > 0 \). Having an \( a \text{ priori} \) bound on the number of excitations allows to control accurately the error terms above and hence also the expectation of the kinetic energy \( d\Gamma(1-\Delta) \), which itself controls the expectation of the number of excitations \( N_+ \). More precisely, the localized dynamics is given, for \( 1 \leq M \leq N \), by
\[
\begin{aligned}
\left\{ \begin{array}{l}
    i\partial_t \Phi_{N,M}(t) = 1^{\leq M} G_N(t) 1^{\leq M} \Phi_{N,M}(t) \\
    \Phi_{N,M}(0) = U_N(0) \Psi_N(0).
\end{array} \right.
\end{aligned}
\]  

We have denoted by \( 1^{\leq M} := 1 (N \leq M) \) the spectral projection associated to the number operator \( N \). The existence and uniqueness of the solution of (19) follows from [26, Theorem 7]. Here as well, a direct computation shows that the time derivative of \( \|a(\mu_N(t))\Phi_{N,M}(t)\|_{L^2(\mathbb{R}^3)} \) and \( \|a(\mu_N(t))\Phi_{N,M}(t)\|_{L^2(\mathbb{R}^3)} \) vanish, see [31] [26], implying that \( \Phi_N(t) \in \mathcal{F}(\mathcal{H}_+) \) and \( \Phi_{N,M}(t) \in \mathcal{F}^{\leq M}(\mathcal{H}_+) \) for all \( t \geq 0 \).

3.2. Estimate on the kinetic energy. We start by proving that the assumption (16) is enough to bound the whole energy of \( \Psi_N(t) \).

Proposition 6. Assume (17) then for all \( t \in [0,T) \)
\[
\langle \Psi_N(t), H_N \Psi_N(t) \rangle = \langle \Psi_N(0), H_N \Psi_N(0) \rangle \leq CN.
\]

Proof. The equality follows from differentiating \( \langle \Psi_N(t), H_N \Psi_N(t) \rangle \) and the use of (11). We focus on proving the inequality. By the Cauchy-Schwartz inequality we have that
\[
\begin{align}
\text{Tr}_H(-\Delta \Gamma^{(1)}_{\Psi_N}) & \leq 2 \text{Tr}_H(P(0)(-\Delta)P(0)\Gamma^{(1)}_{\Psi_N}) + 2 \text{Tr}_H(Q(0)(-\Delta)Q(0)\Gamma^{(1)}_{\Psi_N}) \\
& \leq 2 \| \nabla u(0) \|^2_{L^2(\mathbb{R}^3)} + 2 \frac{C_0}{N} \leq C,
\end{align}
\]  

(20)
where we have used assumption (10). Similarly
\[ w_N(x-y) = P(0) \otimes 1 w_N(x-y)P(0) \otimes 1 + P(0) \otimes 1 w_N(x-y)Q(0) \otimes 1 \]
\[ + Q(0) \otimes 1 w_N(x-y)P(0) \otimes 1 + Q(0) \otimes 1 w_N(x-y)Q(0) \otimes 1 \]
\[ \leq w_N * |u_N(t)|^2(y) + \eta |w_N| * |u_N(t)|^2(y) + (1 + \eta^{-1})Q(0) \otimes 1 |w_N(x-y)|Q(0) \otimes 1 \]
\[ \leq 2(\|w_N * |u_N(t)|^2\|_{L^2(\mathbb{R}^3)} + \eta \|w_N * |u_N(t)|^2\|_{L^2(\mathbb{R}^3)})(-\Delta y) \]
\[ + (1 + \eta^{-1})\|w_N\|_{L^2(\mathbb{R}^3)}Q(0) \otimes 1 (-\Delta x)Q(0) \otimes 1 \]
for all \( \eta > 0 \), where we used Sobolev’s inequality in the last inequality. Since \( w \) satisfies (5), we have
\[ \|w_N * |u_N(t)|^2\|_{L^2(\mathbb{R}^3)} \leq (\|w_0\|_{L^1(\mathbb{R}^3)} + C)\|u_N(t)\|_{L^2(\mathbb{R}^3)} \leq C \]
for some constant \( C > 0 \) depending only on \( \|u(0)\|_{H^1(\mathbb{R}^3)} \) and
\[ \|w_N * |u_N(t)|^2\|_{L^2(\mathbb{R}^3)} \leq \|w_N\|_{L^{1+}(\mathbb{R}^3)}\|u_N\|_{L^{3+2\varepsilon}(\mathbb{R}^3)} \leq C N^{3\beta/[1+\varepsilon]} \|w\|_{L^{1+}(\mathbb{R}^3)} \]
where \( \varepsilon, \varepsilon' > 0 \), \( \varepsilon' \leq 1/2 \) are such that
\[ \frac{1}{1+\varepsilon} + \frac{1}{3/2 - \varepsilon'} = 1 + \frac{2}{3}, \]
and where \( \varepsilon > 0 \) is some other constant depending only \( \|u(0)\|_{H^1(\mathbb{R}^3)} \). Hence we obtain
\[ w_N(x-y) \leq C(1 + \eta N^{3\beta/[1+\varepsilon]}(-\Delta y) + (1 + \eta^{-1})Q(0) \otimes 1 (-\Delta x)Q(0) \otimes 1, \]
for all \( \varepsilon, \eta > 0 \). From this, we deduce
\[ \langle \Psi_N H_N \Psi_N \rangle = N \left( \mbox{Tr}_{H}(\Delta \Gamma_{\Psi_N}^{(1)}) + \mbox{Tr}_{H^2}(w_N(x-y)\Gamma_{\Psi_N}^{(2)}) \right) \]
\[ \leq 2N \mbox{Tr}_{H}(\Delta \Gamma_{\Psi_N}^{(1)}) + CN \mbox{Tr}_{H^2}((1 + \eta N^{3\beta/[1+\varepsilon]}(-\Delta y)\Gamma_{\Psi_N}^{(2)}) \]
\[ + C \mbox{Tr}_{H^2}((1 + \eta^{-1})Q(0) \otimes 1 (-\Delta x)Q(0) \otimes 1) \Gamma_{\Psi_N}^{(2)} \]
\[ \leq CN(1 + \eta N^{3\beta/[1+\varepsilon]}) \mbox{Tr}_{H}(\Delta \Gamma_{\Psi_N}^{(1)}) + (1 + \eta^{-1}) \mbox{Tr}_{H}(Q(0)(-\Delta)Q(0)\Gamma_{\Psi_N}^{(1)}) \]
for all \( \varepsilon, \eta > 0 \). Now using the assumption (20) and (10) we obtain
\[ \langle \Psi_N H_N \Psi_N \rangle \leq CN(1 + \eta N^{3\beta/[1+\varepsilon]}) + (1 + \eta^{-1})G_0N^{-1} \]
and taking \( \eta = N^{-3\beta/[1+\varepsilon]} \) for \( \varepsilon \leq 3\beta \) proves the result.

Denote by
\[ \epsilon_N = \inf \sigma \left( \frac{1}{2} \sum_{k=1}^{N} -\Delta x_k + \frac{1}{N-1} \sum_{1 \leq j < k \leq N} w_N(x_j - x_k) \right). \]
A computation shows the following.

**Corollary 7.** For all \( t \in [0, T) \),
\[ \langle \Phi_N(t), d\Gamma(1 - \Delta)\Phi_N(t) \rangle \leq 2 \langle \Psi_N(t), H_N \Psi_N(t) \rangle - 2 \epsilon_N \leq C(|\epsilon_N| + N), \]
(21)

We will need the following two intermediate results. But first, we establish the convention that throughout the rest of the paper \( C_{t,\varepsilon} \) denotes a constant that can always be bounded by \( C_{t,\varepsilon} e^{C't} \) where \( C_{t,\varepsilon} \) depends on \( \varepsilon > 0 \) and \( \|u(0)\|_{H^1(\mathbb{R}^3)} \) and \( C' > 0 \) depends on \( \|u(0)\|_{H^1(\mathbb{R}^3)} \). It is easily verified in the proofs using Proposition 1. In this way we can retrieve the right hand-side of the estimates of Theorem 3.

**Proposition 8** (Kinetic estimate for the truncated dynamics). Let \( 0 < \beta < 1 \) and \( M = N^\alpha \) with \( 0 < \alpha < 1 - \beta \), let \( \varepsilon > 0 \), Then, for \( N \) large enough, we have
\[ \langle \Phi_{N,M}(t), d\Gamma(1 - \Delta)\Phi_{N,M}(t) \rangle \leq C_{t,\varepsilon} N^{3\beta + \varepsilon}, \]
for some constant \( C_{t,\varepsilon} > 0 \).
Proposition 9. Let $0 < \beta < 1$ and let $\varepsilon > 0$, we have 
$$
\langle \Phi(t), \text{d}\Gamma(1 - \Delta)\Phi(t) \rangle \leq C_{t,\xi}N^{\beta + \varepsilon},
$$
for some constant $C_{t,\xi} > 0$.

The proofs of Proposition 8 and Proposition 9 are similar and we will only give the one of Proposition 8. It is a consequence of the following lemmas whose proofs are postponed until the end of the proof of Proposition 9.

Lemma 10. Let $\beta, \varepsilon > 0$. There exists some constant $C_{t,\xi} > 0$ such that for $A \in \{\text{H}(t) + \text{d}\Gamma(\Delta), \partial_t \text{H}(t), i[\text{H}, N]\}$, we have 
$$
\pm A \leq C_{t,\xi} \left( N + \eta N^{\beta + \varepsilon} + \eta^{-1} \text{d}\Gamma(1 - \Delta) \right),
$$
for any $\eta > 0$.

Lemma 11. Let $0 < \beta < 1$. For every $1 \leq m \leq N$, $\varepsilon > 0$ and for $A \in \{\mathcal{E}_N(t), \partial_t \mathcal{E}_N(t), i[\mathcal{E}_N(t), N]\}$ we have 
$$
\pm 1 \leq m A \leq C_{t,\xi} \frac{m}{N^{1 - \beta - \varepsilon}} \text{d}\Gamma(1 - \Delta) \text{ in } \mathcal{F}(\mathcal{H}_+). \tag{22}
$$

Proof of Proposition 8. Let $\varepsilon > 0$ and define $\varepsilon_\alpha = (1 - \beta - \alpha)/2$. We use Lemma 11 with $\varepsilon_\alpha$ and Lemma 10 with $\varepsilon$. For $N$ large enough we have 
$$
A(t) := C_{t,\xi} \left( N + N^{\beta + \varepsilon} \right) + \int \mathcal{G}_N(t) \mathcal{N} = \frac{1}{2} \int \text{d}\Gamma(1 - \Delta),
$$
hence we only need to control the left-hand side to show the proposition. For this we use Grönwall’s lemma 
$$
\frac{\text{d}}{\text{d}t} \langle \Phi_{N,M}(t), A(t)\Phi_{N,M}(t) \rangle = \langle \Phi_{N,M}(t), \partial_t A(t)\Phi_{N,M}(t) \rangle + i \langle \Phi_{N,M}(t), [1 \leq m \mathcal{G}_N(t) \mathcal{N}, A(t)]\Phi_{N,M}(t) \rangle
$$
$$
= \langle \Phi_{N,M}(t), (\partial_t \text{H}(t) + \partial_t \mathcal{E}_N(t) + \partial_t C_{t,\xi}(N^{\beta + \varepsilon} + N))\Phi_{N,M}(t) \rangle + i \langle \Phi_{N,M}(t), (1 \leq m \mathcal{G}_N(t) \mathcal{N}, C_{t,\xi} \mathcal{N})\Phi_{N,M}(t) \rangle
$$
$$
\leq C_{t,\xi} \langle \Phi_{N,M}(t), A(t)\Phi_{N,M}(t) \rangle,
$$
where we used Lemma 10 and Lemma 11 in the last inequality.

The proofs of Lemma 10 and Lemma 11 require the following intermediate results. The first one, Lemma 12 is a slightly adapted version of [32, Lemma 9]. And the second one, Lemma 13 is an estimate on the three body term of the error in the Bogoliubov approximation.

Lemma 12. Let $H > 0$ be a self-adjoint operator on $\mathcal{H}$. Let $K : \tilde{\mathcal{H}} \equiv \tilde{\mathcal{H}}^* \rightarrow \tilde{\mathcal{H}}$ be an operator with kernel $K(x,y) \in \mathcal{S}^2$. Assume that $KH^{-1}K^* \leq H$ and that $H^{-1/2}K$ is Hilbert-Schmidt. Let $\chi_1, \chi_2 : \mathbb{R} \rightarrow [0, 1]$ then 
$$
\tilde{\mathcal{H}} := \text{d}\Gamma(H) + \frac{1}{2} \int \left( K(x,y)\chi_1(\mathcal{N})a_x^*a_y^*\chi_2(\mathcal{N}) + \overline{K(x,y)}\chi_1(\mathcal{N})a_xa_y\chi_2(\mathcal{N}) \right) \text{d}x \text{d}y
$$
$$
\geq -\frac{1}{2}\|H^{-1/2}K\|^2_{HS}. \tag{23}
$$

Proof. The proof is a simple adaptation of the one of [32]. For $\Psi \in D(\tilde{\mathcal{H}})$ we have 
$$
\langle \Psi \tilde{\mathcal{H}} \Psi \rangle = \text{Tr}(H^{1/2}\gamma \Psi H^{1/2}) + \Re \text{Tr}(K^*\tilde{\gamma} \Psi),
$$
where the operators $\gamma : \tilde{\mathcal{H}} \rightarrow \tilde{\mathcal{H}}$ and $\tilde{\gamma} : \tilde{\mathcal{H}} \rightarrow \tilde{\mathcal{H}}^*$ are defined in the following way. For all $f, g \in \tilde{\mathcal{H}}$, 
$$
\langle f, \gamma g \rangle = \langle \Psi, a^*(g)a(f) \Psi \rangle, \quad \langle f, \tilde{\gamma} g \rangle = \langle \Psi, \chi_1(\mathcal{N})a^*(g)a^*(f)\chi_2(\mathcal{N}) \Psi \rangle.
$$
Here $a^*(f)$ and $a(f)$ for $f \in \mathcal{H}$ are the creation and annihilation operators in Fock space. Let $J : \mathcal{H} \to \mathcal{H}_F$ defined by $J(f)(g) = \langle f, g \rangle$ for all $f, g \in \mathcal{H}$, then we have
\[
\left\langle \left( \frac{f}{Jg} \right), \left( \frac{\gamma}{\alpha} + 1 + J\gamma J^* \right) \left( \frac{f}{Jg} \right) \right\rangle
= \left\langle \Psi, \left\{ \left( \chi_1(\mathcal{N})a^*(g) + \chi_2(\mathcal{N})a(f) \right) \left( a(g)\chi_1(\mathcal{N}) + a^*(f)\chi_2(\mathcal{N}) \right) \right. \\
\left. + (1 - \chi_1(\mathcal{N})^2)a^*(g)a(g) + (1 - \chi_2(\mathcal{N})^2)a^*(f)a(f) \right\} \Psi \right\rangle \geq 0.
\]
Hence we have by (22) Lemma 3 that
\[
\gamma \geq 0 \quad \text{and} \quad \gamma \geq (1 + J\gamma J^*)^{-1}\alpha.
\]
(24)
The rest of the proof proceeds as in (22). We only need to prove it for $\Psi$ such that $\gamma$ and $\tilde{\alpha}$ are finite-rank operator, in which case we have
\[
|\text{Tr}(K^*\tilde{\alpha})| = |\text{Tr}(\tilde{\alpha}K^*)| = |\text{Tr}((1 + J\gamma J^*)^{-1/2}\tilde{\alpha}H^{1/2}H^{-1/2}K^*(1 + J\gamma J^*)^{1/2})|
\leq ||(1 + J\gamma J^*)^{-1/2}\tilde{\alpha}H^{1/2}||_{\text{HS}}H^{-1/2}K^*(1 + J\gamma J^*)^{1/2}) ||_{\text{HS}}
\leq \text{Tr}(H^{1/2}\tilde{\alpha})(1 + J\gamma J^*)^{-1/2}\tilde{\alpha}H^{1/2})^{1/2}
\times \text{Tr}((1 + J\gamma J^*)^{1/2}KH^{-1}K^*(1 + J\gamma J^*)^{1/2}))^{1/2}
\leq \left( \text{Tr}(H^{1/2}\gamma H^{1/2}) \right)^{1/2} \left( \text{Tr}(KH^{-1}K^*) + \text{Tr}(H^{1/2}\gamma H^{1/2}) \right)^{1/2}
\leq \text{Tr}(H^{1/2}\gamma H^{1/2}) + \text{Tr}(KH^{-1}K^*),
\]
where we used (24) and the assumption $KH^{-1}K^* \leq JHJ^*$. Inserting this in (23) concludes the proof.

We now turn to another standard intermediate result.

**Lemma 13.** Let $w \in L^{6/5}(\mathbb{R}^3)$, $f \in L^\infty(\mathbb{R}^3)$, $\chi_1, \chi_2 \in L^\infty(\mathbb{R})$. Then we have for all $\eta > 0$
\[
\pm \left( \chi_1(\mathcal{N}) \int \int f(x)w(x - y)a_y^*a_xa_ydx dy \chi_2(\mathcal{N}) + h.c. \right)
\leq ||w||_{L^{6/5}(\mathbb{R}^3)}||f||_{L^\infty(\mathbb{R}^3)} \left( \eta \chi_1(\mathcal{N})^2\mathcal{N} + \eta^{-1}\chi_2(\mathcal{N})^2\mathcal{N}d\Gamma(-\Delta) \right).
\]

**Proof.** We recall the Cauchy-Schwarz inequality for operator:
\[
\pm(A + B^*A^*) \leq \eta AA^* + \eta^{-1}B^*B, \quad \forall \eta > 0.
\]
We will use it for $A = \chi_1(\mathcal{N})a_y^*$ and $B = f(x)w(x - y)a_xa_y\chi_2(\mathcal{N})$, we obtain for all $\eta > 0$
\[
\pm \left( \int \chi_1(\mathcal{N})f(x)w(x - y)a_y^*a_xa_ydx dy \chi_2(\mathcal{N}) + h.c. \right)
\leq \eta \int \chi_1(\mathcal{N})a_y^*a_y\chi_1(\mathcal{N})dy
\]
\[
+ \eta^{-1} \int \left( \int \int w(x - y)f(x)f(x')w(x' - y)\chi_2(\mathcal{N})a_x^*a_xa_y^*a_y\chi_2(\mathcal{N})dx dx' \right) dy.
\]
(25)
The second term above is $\chi_2(\mathcal{N})T\chi_2(\mathcal{N})$ where $T$ is the second quantization of the operator $T$ defined by
\[
T(\phi)(x, y) = w(x - y)f(x) \int w(x' - y)f(x')\phi(x', y)dx',
\]
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for all $\phi \in \mathcal{H}$. It satisfies

$$
\langle \phi, T\phi \rangle_{L^2(\mathbb{R}^3)} = \int \left| \int w(x-y)f(x)\phi(x,y) \, dx \right|^2 \, dy
$$

$$
\leq \int \|w\|^2_{L^{6/5}(\mathbb{R}^3)} \|f\|^2_{L^{\infty}(\mathbb{R}^3)} \|\phi\|^2_{L^{6}(\mathbb{R}^3)} \, dy
$$

$$
\leq \|w\|^2_{L^{6/5}(\mathbb{R}^3)} \|f\|^2_{L^{\infty}(\mathbb{R}^3)} \int \|\nabla \phi(\cdot,y)\|^2_{L^2(\mathbb{R}^3)} \, dy
$$

$$
\leq \|w\|^2_{L^{6/5}(\mathbb{R}^3)} \|f\|^2_{L^{\infty}(\mathbb{R}^3)} \langle \phi, (-\Delta \otimes 1) - \phi \rangle_{L^2(\mathbb{R}^3 \times \mathbb{R}^3)}.
$$

Hence this yields the bound

$$
\langle \phi, A\Phi \rangle \leq \mathbb{I}^m \leq C_{\varepsilon, t} \sqrt{\frac{\text{m}}{\mathcal{N}}}(\Phi, d\Gamma(1-\Delta)\Phi), \quad \forall \Phi \in F^{\mathbb{I}^m}(\mathcal{H}_+).
$$

Nevertheless, when possible, we will try to obtain first general estimates in $F(\mathcal{H})$ and then take the projection on $F^{\mathbb{I}^m}(\mathcal{H}_+)$. Let us begin by noting that $[R_0, \mathcal{N}] = [R_4, \mathcal{N}] = 0$, $[R_1, \mathcal{N}] = R_1$, $[R_2, \mathcal{N}] = -2R_2$ and $[R_3, \mathcal{N}] = R_3$. It is therefore sufficient to prove (22) only for $A \in \mathcal{E}_N(t, \partial_t\mathcal{E}_N(t))$. From Hölder’s inequality and the continuity property of the dipolar kernel $K$, see for instance [14, Theorem 4.12], for all $2 \leq p < \infty$, there exists some constant $C_p > 0$ such that for all $f \in L^p(\mathbb{R}^3)$ we have for all $N \geq 1$,

$$
\|w_N \ast f\|_{L^p(\mathbb{R}^3)} \leq C_p \|f\|_{L^p(\mathbb{R}^3)}.
$$

From this it follows that

$$
\|\tilde{K}_1(t)\|_{L^p(\mathbb{R}^3)} \leq C_2 \|\tilde{u}_N(t)\|^2_{L^\infty(\mathbb{R}^3)},
$$

$$
\|\partial_t \tilde{u}_N(t)\|_{L^p(\mathbb{R}^3)} \leq C_2 \|u_N(t)\|_{L^\infty(\mathbb{R}^3)} \|\partial_t u_N(t)\|_{L^\infty(\mathbb{R}^3)}.
$$

Similarly we have

$$
\|w_N \ast f\|_{L^\infty(\mathbb{R}^3)} \leq C_2 \|f\|_{H^2(\mathbb{R}^3)}.
$$

Using this with the Hartree equation (4) we obtain

$$
\|\partial_t u_N(t)\|_{L^\infty(\mathbb{R}^3)} \leq C(1 + C_2) \|u\|_{H^4(\mathbb{R}^3)}.
$$

For the particular case $p = 2$, we can take $C_2 = \|\widehat{w}\|_{L^\infty(\mathbb{R}^3)}$. Finally, we recall that $d\Gamma(1) = \mathcal{N}$ and that for any $f \in L^2(\mathbb{R}^3)$ we have

$$
a^*(f) a(f) \leq \|f\|^2_{L^2(\mathbb{R}^3)} \mathcal{N}.
$$

We will now pursue and estimate separately the terms involving $R_j$ for $j = 0 \ldots 4$, where we recall that $\mathcal{E}_N(t) = \frac{1}{2} \sum_{j=0}^4 R_j + R_j^*$. 

**Step 1: Bounds involving $R_0$.** We have

$$
\pm R_0 = \pm d\Gamma(Q(t)|w_N \ast |u_N(t)|^2 + \tilde{K}_1(t) - \mu_N(t)Q(t)) \frac{1 - \mathcal{N}}{N - 1}
$$

$$
\leq C\mathcal{N}^2 \frac{1}{N} \left( \|w_N \ast |u_N(t)|^2\|_{L^\infty(\mathbb{R}^3)} + \|\tilde{w}\|_{L^\infty(\mathbb{R}^3)} \|u_N(t)\|_{L^2(\mathbb{R}^3)}^2 + \|\tilde{w}\|_{L^\infty(\mathbb{R}^3)} \|u_N(t)\|_{L^4(\mathbb{R}^3)}^4 \right)
$$

$$
\leq C \mathcal{N}^2 N^{-1}.
$$
which, after noting that $\mathcal{N} \leq d\Gamma(1 - \Delta)$ and projecting on $\mathcal{F}^{\leq m}(\mathcal{H}_+)$, gives (22) for the $R_0$ part. We turn to the estimate of $\partial_t R_0$ and start by computing

$$\partial_t Q(t) = -|\partial_t u_N(t)\rangle \langle u_N(t)| - |u_N(t)\rangle \langle \partial_t u_N(t)|,$$

from which we have

$$\|\partial_t Q(t)\|_{op} \leq 2\|u_N(t)\|_{L^2(\mathbb{R}^3)} \|\partial_t u_N(t)\|_{L^2(\mathbb{R}^3)}.$$  

Using the Cauchy-Schwarz inequality for operators we obtain

$$\pm \partial_t R_0 = \pm \frac{1 - \mathcal{N}}{1 - \mathcal{N}} d\Gamma \left( \partial_t Q(t)[w_N * |u_N(t)|^2 + \tilde{K}_1(t) - \mu_N(t)]Q(t) + \text{h.c.} \right) + \frac{1 - \mathcal{N}}{1 - \mathcal{N}} d\Gamma \left( Q(t)[2w_N * \Re(\partial_t u(t)\bar{u}(t)) + \partial_t \tilde{K}_1(t) - \partial_t \mu_N(t)]Q(t) \right) \leq C \frac{\mathcal{N}^2}{N} \left( \|\partial_t Q(t)\|_{op}^2 + \|w_N * |u_N(t)|^2\|_{L^\infty(\mathbb{R}^3)}^2 + \|\tilde{K}_1\|_{op}^2 + \|w_N * \Re(\partial_t u(t)\bar{u}(t))\|_{L^\infty(\mathbb{R}^3)} + \|\partial_t \tilde{K}_1(t)\|_{op} + C_t \right) \leq C_t \frac{\mathcal{N}^2}{N}.$$  

Projecting on $\mathcal{F}^{\leq m}$ and noting that $\mathcal{N} \leq d\Gamma(1 - \Delta)$ gives the result.

**Step 2: Bounds involving $R_1$.** Recall that for any $f \in L^2(\mathbb{R}^3)$ we have $a^*(f) a(f) \leq \|f\|_{L^2(\mathbb{R}^3)}^2 \mathcal{N}$. Hence, using the Cauchy-Schwarz inequality we obtain

$$\pm (R_1 + R_1^*) = \mp 2 \left( \frac{\mathcal{N} \sqrt{\mathcal{N} - \mathcal{N}}}{N - 1} a(Q(t)[w_N * |u_N(t)|^2]u_N(t)) + \text{h.c.} \right) \leq C \eta \frac{\mathcal{N}^2}{N^{1/2}} + \eta^{-1} a^*(Q(t)[w_N * |u_N(t)|^2]u_N(t)) a(Q(t)[w_N * |u_N(t)|^2]u_N(t)) \leq C \eta \frac{\mathcal{N}^2}{N^{1/2}} \mathcal{N} \leq C \frac{\eta + \eta^{-1}}{N^{1/2}} \mathcal{N}.$$  

Projecting onto $\mathcal{F}^{\leq m}$ and optimizing over $\eta$ gives the result. The term $\partial_t R_1$ is dealt with similarly.

**Step 3: Bounds involving $R_2$.** Define $\chi(x) = 1 - \sqrt{\mathcal{N} - x}(\mathcal{N} - x - 1)/(\mathcal{N} - 1)$ for $x \leq \mathcal{N}$ and note that $0 \leq \chi(x) \leq x/(\mathcal{N} - 1)$. Writing $Q(t) = 1 - |u_N(t)\rangle \langle u_N(t)|$ in the expression of $R_2$ and expanding, we obtain after a simple computation that

$$R_2 = \left( 2a^*(u_N(t))a^*(|w_N * |u_N(t)|^2]u_N(t)) - 2\mu_N(t)a^*(u_N(t))a^*(u_N(t)) \right) - \int u(t, x)w_N(x - y)u(t, y)a^*_x a_y^* dx dy \chi(\mathcal{N}). \quad (26)$$

In the expression above, because of the $a^*(u_N(t))$ appearing in normal order, the first two terms vanish when the expectation is taken against an element of $\mathcal{F}(\mathcal{H}_+)$. We therefore focus on the last term. Applying Lemma 12 we have

$$\pm \left( \int_{1 \leq m} \int u(t, x)w_N(x - y)u(t, y)a^*_x a_y^* dx dy \chi(\mathcal{N}) + \text{h.c.} \right) \leq C \left( \eta \|1^{\leq m} \chi(\mathcal{N})\|_{op}^2 \|(1 - \Delta_{\epsilon})^{-1/2} w_N(t)w_N * (u_N(t)\cdot)\|_{L^2}^2 + \eta^{-1} d\Gamma(1 - \Delta) \right) \leq C_{t, \epsilon} \left( \frac{m^2}{N^{1 - \beta + \epsilon}} + \frac{m}{N^{1 - \beta - \epsilon}} \right) \leq C_{t, \epsilon} \frac{m}{N^{1 - \beta - \epsilon}} d\Gamma(1 - \Delta).$$
We have used that
\[
\|(1 - \Delta_x)^{-1/2}u_N(t)w_N * (u_N(t) \cdot)\|_{\mathcal{E}_2} \leq \|(1 - \Delta_x)^{-1/2}u_N(t)\|_{\mathcal{E}_{3+\varepsilon}} \|w_N * (u_N(t) \cdot)\|_{\mathcal{E}_{6-\varepsilon_2}}
\]
\[
\leq C\|u_N(t)\|_{L^{3+\varepsilon}} \|w_N\|_{L^{6/5+1}(\mathbb{R}^3)} \|u_N(t)\|_{L^{3-\varepsilon}(\mathbb{R}^3)}
\]
\[
\leq C_{t,\varepsilon} N^{3/2 + \varepsilon},
\]
where we used Hölder’s inequality in Schatten spaces and the Kato-Seiler-Simon inequality: for any \( p \geq 2 \) and \( f, g \in L^p(\mathbb{R}^3) \)
\[
\|f(x)g(p)\|_{L^p} \leq C_{p} \|f\|_{L^p(\mathbb{R}^3)} \|g\|_{L^p(\mathbb{R}^3)},
\]
for some constant \( C_p > 0 \). We choose \( \varepsilon_3, \varepsilon_2 \) and \( \varepsilon_1 \) such that
\[
\frac{1}{2} = \frac{1}{3 + \varepsilon_3} + \frac{1}{6 - \varepsilon_2}, \quad 1 = \frac{1}{6 - \varepsilon_2} + \frac{1}{6/5 + \varepsilon_1}, \quad 3\beta(1 - \frac{1}{6/5 + \varepsilon_1}) = \frac{\beta}{2} + \varepsilon.
\]
We continue with the estimation of \( \partial_t R_2 \). Differentiating (26), we have
\[
\partial_t R_2 = 2 \left( a^*(\partial_t u_N(t))a^*([w_N * |u_N(t)|^2]u_N(t)) + a^*(u_N(t))a^*(\partial_t([w_N * |u_N(t)|^2]u_N(t)))
\]
\[
- \partial_t N(t)a^*(u_N(t))a^*(u_N(t)) - 2\mu_N(t)a^*(\partial_t u_N(t))a^*(u_N(t))
\]
\[
- \iint \partial_t u(t, x)w_N(x - y)u(t, y)a^*_\alpha a^*_\beta dx \, dy \chi(N).
\]
Again, when taking the expectation with an element of \( \mathcal{F}(\mathcal{H}_+), \) all the terms above containing \( a^*(u_N(t)) \) in normal order vanish. Hence, it remains to estimate
\[
\pm 2\mathbb{I}_{\leq m} \left( a^*(\partial_t u_N(t))a^*([w_N * |u_N(t)|^2]u_N(t))
\right)
\]
\[
- \iint \partial_t u(t, x)w_N(x - y)u(t, y)a^*_\alpha a^*_\beta dx \, dy \chi(N) \mathbb{I}_{\leq m} + h.c.
\]
\[
\leq 4\|\partial_t u_N(t)\|_{L^2(\mathbb{R}^3)} \|[w_N * |u_N(t)|^2]u_N(t)\|_{L^2(\mathbb{R}^3)} \chi(m)N
\]
\[
+ \left( \eta \frac{m^2}{N^2} \|(1 - \Delta_x)^{-1/2}\partial_t u_N(t)w_N \cdot (u_N(t) \cdot)\|_{\mathcal{E}_2} + \eta^{-1}d\Gamma(1 - \Delta) \right)
\]
\[
\leq C_{t,\varepsilon} \left( \frac{m}{N} \chi(N) + \left( \eta \frac{m^2}{N^{2-\varepsilon_1}} + \eta^{-1}d\Gamma(1 - \Delta) \right) \right).
\]
Here we used again Lemma [12] and a similar argument as for estimating \( \|(1 - \Delta_x)^{-1/2}u_N(t)w_N * (u_N(t) \cdot)\|_{\mathcal{E}_2} \). Projecting on \( \mathcal{F}_{\leq m} \) and optimizing over \( \eta \) yields the desired estimate.

**Step 4: Bounds involving** \( R_3 \). Again, a computation shows that
\[
R_3 = \sqrt{\frac{N - N}{N - 1}} \left( \iint \int \int \ w_N(x - y)u(t, x)a^*_\alpha a^*_\beta dx \, dy - d\Gamma(T(t))a(u_N(t))
\right.
\]
\[
- d\Gamma([w_N * |u_N(t)|^2])a(u_N(t)) + a^*(w * |u_N(t)|^2 u_N(t))a(u_N(t))a(u_N(t))
\]
\[
+ a^*(u_N(t))a(u_N(t))a(w * |u_N(t)|^2 u_N(t)) - 2\mu_N(t)a^*(u_N(t))a(u_N(t))a(u_N(t)) \bigg), \quad (27)
\]
where \( T(t) \) is the operator defined by \( T(t)(\phi) = w_N * (\overline{u_N(t)}\phi) \) for all \( \phi \in L^2(\mathbb{R}^3) \). It is bounded with norm less than \( \|\overline{\phi}\|_{L^\infty(\mathbb{R}^3)} \|u_N(t)\|_{L^\infty(\mathbb{R}^3)} \). Dealing with \( R_3 \), and for the same reasons as previously, we only need to estimate the first term, which we do using Lemma [14]. We proceed
as follows:
\[
\pm \left( \frac{\sqrt{N} - N}{N - 1} \right) \int_0^1 \int_0^1 w_N(x - y) u(x) a_x^* a_y dx dy + h.c. \right) \\

\leq C N^{-1/2} \left\| w_N \right\|_{L^{6/5}(\mathbb{R}^3)} \left\| u_N(t) \right\|_{L^\infty(\mathbb{R}^3)} \left( \eta \mathcal{N} + \eta^{-1} \right) d\Gamma(1 - \Delta) \\
\leq C_t \eta \mathcal{N} + \eta^{-1} d\Gamma(1 - \Delta),
\]
for all $\eta > 0$. Projecting on $\mathcal{F}^{\leq m}$ and optimizing over $\eta$ gives the result. We now continue with the estimates involving $\partial_t R_3$. Differentiating (27) we have
\[
\partial_t R_3 = \frac{\sqrt{N} - N}{N - 1} \left( \int_0^1 \int_0^1 \int_0^1 \int_0^1 w_N(x - y) \partial_t u(t, x) a_x^* a_y dx dy - d\Gamma(\partial_t T(t)) a(u_N(t)) \\
- d\Gamma(T(t)) a(\partial_t u_N(t)) - d\Gamma(\partial_t([w_N * |u_N(t)|^2])) a(u_N(t)) - d\Gamma([w_N * |u_N(t)|^2]) a(\partial_t u_N(t)) \\
+ a^*(\partial_t(w * |u_N(t)|^2) u_N(t)) a(u_N(t)) + 2 a^*(w * |u_N(t)|^2) u_N(t) a(\partial_t u_N(t)) a(u_N(t)) \\
+ a^*(\partial_t u_N(t)) a(u_N(t)) a(w * |u_N(t)|^2) u_N(t)) + a^*(u_N(t)) a(\partial_t u_N(t)) a(w * |u_N(t)|^2) u_N(t)) \\
+ a^*(u_N(t)) a(\partial_t w * |u_N(t)|^2) u_N(t)) - 2 \partial_t \mu_N(t) a^*(u_N(t)) a(u_N(t)) a(\partial_t u_N(t)) a(u_N(t)) \\
- 2 \mu_N(t) a^*(\partial_t u_N(t)) a(u_N(t)) a(u_N(t)) - 4 \mu_N(t) a^*(u_N(t)) a(\partial_t u_N(t)) a(u_N(t)) \right).
\]
Again, any term containing $a^*(u_N(t))$ or $a(u_N(t))$ in normal order vanishes when taking the expectation with an element of $\mathcal{F}(\mathcal{H}_+)$. It remains to estimate
\[
\pm \frac{\sqrt{N} - N}{N - 1} \left( \int_0^1 \int_0^1 \int_0^1 \int_0^1 w_N(x - y) \partial_t u(t, x) a_x^* a_y dx dy - d\Gamma(T(t)) a(\partial_t u_N(t)) \\
- d\Gamma([w_N * |u_N(t)|^2]) a(\partial_t u_N(t)) + h.c. \right) \\
\leq C N^{-1/2} \left( \left\| w_N \right\|_{L^{6/5}(\mathbb{R}^3)} \left\| \partial_t u_N(t) \right\|_{L^\infty(\mathbb{R}^3)} \left( \eta \mathcal{N} + \eta^{-1} \right) d\Gamma(1 - \Delta) + \eta^2 (\partial_t u_N(t)) a(\partial_t u_N(t)) \\
+ (\eta^2)^{-1} \left( d\Gamma(T(t)) d\Gamma(T(t)^*) + d\Gamma([w_N * |u_N(t)|^2]) \right) \right) \\
\leq C_t N^{-1/2} \left( \left\| \mathcal{N}^{\beta/2} \left( \eta \mathcal{N} + \eta^{-1} \right) d\Gamma(1 - \Delta) + \eta^2 \left\| \partial_t u_N(t) \right\|_{L^2(\mathbb{R}^3)}^2 \mathcal{N} \\
+ (\eta^2)^{-1} \left( \left\| T(t) \right\|_{L^1(\mathbb{R}^3)}^2 + \left\| w_N * |u_N(t)|^2 \right\|_{L^\infty(\mathbb{R}^3)}^2 \right) \right) \\
\leq C_t N^{(\beta - 1)/2} \left( \eta \mathcal{N} + \eta^{-1} \right) d\Gamma(1 - \Delta),
\]
for all $\eta > 0$. We used the Cauchy-Schwarz inequality and Lemma 13 to obtain the second inequality. Projecting on $\mathcal{F}^{\leq m}(\mathcal{H}_+)$ and optimizing with respect to $\eta > 0$, we obtain the desired result.

**Step 5: Bounds involving $R_4$.** From $\pm w_N(x - y) \leq N^\beta \left\| w \right\|_{L^{3/2}(\mathbb{R}^3)} (1 - \Delta_x)$ one has
\[
\pm R_4 \leq C N^\beta d\Gamma(Q(t)(1 - \Delta_x) Q(t)) d\Gamma(Q(t)) \\
\leq C \frac{\mathcal{N}}{N^{1-\beta}} d\Gamma(Q(t)(1 - \Delta_x) Q(t))
\]
Next we turn to
\[
\partial_t R_4 = \frac{1}{(N-1)} \iint (\partial_t Q(t) \otimes Q(t) w_N Q(t) \otimes Q(t))(x, y, x', y') a_x^a a_y^a a_{x'} a_{y'} dx dy dx' dy' + h.c.
\]
\[
= -\frac{1}{(N-1)} \iint (1 \otimes Q(t) w_N Q(t) \otimes Q(t))(x, y, x', y') \times
\left( \partial_t u(t, x) a_x^a(u_N(t)) + \overline{u(t, x)} a_x^a(\partial_t u_N(t)) \right) a_y^a a_{x'} a_{y'} dx dy dx' dy' + h.c.
\]

Again, since we are interested in taking the expectation of an element of \( F(\mathcal{H}_+) \), we can ignore the terms containing \( a^a(\partial_t u_N(t)) \) or \( a(\partial_t u_N(t)) \) and consider the remaining terms where \( Q(t) \) is replaced by 1. Then the same computations as in the proof of Lemma 11 but replacing \( \chi_1 \) by \( a^a(\partial_t u_N(t)) \) give

\[
\pm \frac{1}{N-1} \left( \iint w_N(x-y) u(t, x) a_x^a(\partial_t u_N(t)) a_y^a a_x a_y dx dy + h.c. \right)
\leq \frac{1}{N-1} \left( \eta \| \partial_t u_N(t) \|_{L^2(\mathbb{R}^3)}^2 + \eta^{-1} N \| w \|_{L^6/5(\mathbb{R}^3)}^2 \| u_N(t) \|_{L^\infty(\mathbb{R}^3)}^2 N d\Gamma(1-\Delta) \right)
\leq C_{t,\epsilon} \frac{N}{N^{-\beta/2}} d\Gamma(1-\Delta),
\]
where we have optimized over \( \eta > 0 \). Projecting on \( F_{\leq m} \) concludes the proof of Lemma 11. \( \square \)

3.2.2. Bogoliubov stability: proof of Lemma 12. Recall that
\[
\mathcal{H}_N(t) + d\Gamma(\Delta) = d\Gamma(1 + w * |u_N(t)|^2 + Q(t) \tilde{K}_1(t) Q(t) - \mu_N(t))
\]
\[
+ \left( \iint K_2(t, x, y) a_x^a a_y^a dx dy + \iint \overline{K}_2(t, x, y) a_x a_y dx dy \right).
\]
For the first term we have
\[
\pm d\Gamma(1 + w_N * |u_N(t)|^2 + Q(t) \tilde{K}_1(t) Q(t) - \mu_N(t))
\leq \left( 1 + \| w_N * |u_N(t)|^2 \|_{L^\infty(\mathbb{R}^3)} + \| \tilde{K}_1(t) \|_{op} + |\mu_N(t)| \right) N.
\]

We expand the second term and we use Lemma 12
\[
\pm \left( \iint K_2(t, x, y) a_x^a a_y^a dx dy + h.c. \right)
\]
\[
= \pm \left( \iint w_N(x-y) u(t, x) u(t, y) a_x^a a_y^a dx dy
\right.
\left. - 2 a^a([w_N * |u_N(t)|^2] u_N(t)) a^a(\mu_N(t)) + 2 \mu_N(t) a^a(u_N(t)) a^a(u_N(t)) + h.c. \right)
\]
\[
\leq C \left( \eta ||(1 - \Delta_x)^{-1/2} u_N(t) w_N * (u_N(t) \cdot) \|_{L^2}^2 + \eta^{-1} d\Gamma(1-\Delta)ight.
\left. + \| [w_N * |u_N(t)|^2] u_N(t) \|_{L^2(\mathbb{R}^3)} \| u_N(t) \|_{L^2(\mathbb{R}^3)}^2 + \| u_N(t) \|_{L^2(\mathbb{R}^3)}^2 \| \mu_N(t) \| N \right)
\leq C_{t,\epsilon} \left( N + \eta N^{\beta+\epsilon} + \eta^{-1} d\Gamma(1-\Delta) \right),
\]
for \( \eta > 0 \). We then evaluate
\[
\partial_t \mathcal{H}_N(t) = d\Gamma \left( 2 w_N * \Re(\partial_t u_N(t) u_N(t)) + \partial_t (Q(t) \tilde{K}_1(t) Q(t)) - \partial_t \mu_N(t) \right)
\]
\[
+ \iint \partial_t K_2(t, x, t) a_x^a a_y^a dx dy + \iint \overline{\partial_t K}_2(t, x, t) a_x a_y dx dy.
\]
For the first term we have
\[ \pm d \Gamma (w_N * R(\bar{\partial}_t u_N(t))u_N(t)) + \partial_t (Q(t)K_1(t)) - \partial_t \mu_N(t) \]
\[ \leq \left( \| w_N * R(\bar{\partial}_t u_N(t))u_N(t) \|_{L^\infty(\mathbb{R}^3)} + \| \partial_t K_1(t) \|_{op} \right. \]
\[ \left. + \| K_1(t) \|_{op} (\| \partial_t u_N(t) \|_{L^2(\mathbb{R}^3)} + |\partial_t \mu_N(t)| + 1)N \right) \]
\[ \leq C_l N. \]

To estimate the second and third terms, we differentiate (25) and obtain that
\[ \pm \left( \int \int \partial_t K_2(t,x,y)a_x^*a_y^*dx dy + h.c. \right) \]
\[ = \pm (2 \int \int w_N(x-y)(\partial_t u(t,x))u(t,x)a_x^*a_y^*dx dy - 2a^*(\partial_t (|w_N * u_N(t)|^2)u_N(t))a^*(u_N(t)) \]
\[ + a^*(|w_N * u_N(t)|^2)u_N(t)a^*(\partial_t u_N(t)) + 2\partial_t \mu_N(t)a^*(u_N(t))a^*(u_N(t)) \]
\[ + 2\mu_N(t)a^*(\partial_t u_N(t))a^*(u_N(t)) + h.c. \]
\[ \leq C \left( \eta \| (1 - \Delta_x)^{-1/2} \partial_t u_N(t)w_N * (u_N(t) \cdot) \|_{\mathcal{L}^2}^2 + \eta^{-1}d \Gamma (1 - \Delta) \right) \]
\[ + \left( \| \partial_t (|w_N * u_N(t)|^2)u_N(t) \|_{L^2(\mathbb{R}^3)} \| u_N(t) \|_{L^2(\mathbb{R}^3)} \right. \]
\[ \left. + \| (|w_N * u_N(t)|^2)u_N(t) \|_{L^2(\mathbb{R}^3)} \| \partial_t u_N(t) \|_{L^2(\mathbb{R}^3)} \right) \]
\[ + \| \partial_t \mu_N(t) \|_{L^2(\mathbb{R}^3)} + \| u_N(t) \|_{L^2(\mathbb{R}^3)} \| \partial_t u_N(t) \|_{L^2(\mathbb{R}^3)} \right)N \]
\[ \leq C_{l,e} \left( N + \eta N^{\beta + \epsilon} + \eta^{-1}d \Gamma (1 - \Delta) \right), \]

where we used the Cauchy-Schwarz inequality and Lemma [12].

Finally, since
\[ i[\mathcal{H},N] = - \int \int (iK_2(t,x,y)a_x^*a_y^* + \overline{iK_2(t,x,y)a_xa_y}) dx dy, \]
we can estimate this term in a similar manner as before and obtain the desired bound. \( \square \)

3.3. Norm approximation. We follow and adapt the arguments in [31], we obtain the following lemma.

**Lemma 14.** Let \( M = N^{1-\delta} \) with \( \delta \in (0,1) \), then we have
\[ \| \Phi_N(t) - \Phi_{N,M}(t) \|_{L^2(\mathbb{R}^{3N})}^2 \leq C_{l,e} \left( \frac{1}{M^{1/2}} + (|e_N| + N)^{1/4} \left( \frac{N^{\beta+\epsilon}/4}{M} + \frac{N^{(\beta+\epsilon-1)/2}}{M^{1/4}} \right) \right). \]

**Proof.** The proof follows the one of [31], it differs in that it uses Lemma [13] to deal with three body terms and that one has to be a little bit more careful when estimating the two-body terms. We have
\[ \| \Phi_N(t) - \Phi_{N,M}(t) \|_{L^2(\mathbb{R}^{3N})}^2 = 2 \left( 1 - R(\Phi_N(t), \Phi_{N,M}(t)) \right). \]
Let \( M/2 \leq m \leq M - 3 \) and decompose
\[ \langle \Phi_N(t), \Phi_{N,M}(t) \rangle = \langle \Phi_N(t), 1^{\leq m} \Phi_{N,M}(t) \rangle + \langle \Phi_N(t), 1^{>m} \Phi_{N,M}(t) \rangle. \]
The second term is estimated using the Cauchy-Schwarz inequality

\[
\langle \Phi_N(t), 1^{>m}\Phi_{N,M}(t) \rangle \leq \|\Phi_N(t)\|_{L^2(\mathbb{R}^3)} \|1^{>m}\Phi_{N,M}(t)\|_{L^2(\mathbb{R}^3)}
\leq \langle \Phi_{N,M}(t), (N/m)\Phi_{N,M}(t) \rangle^{1/2}
\leq C_M^{-1/2}.
\] (29)

We now want to prove that the first term remains close to 1. To this aim we compute its time derivative

\[
\frac{d}{dt}\langle \Phi_N(t), 1^{\leq m}\Phi_{N,M}(t) \rangle = \langle \Phi_N(t), i[\mathcal{G}_N(t), 1^{\leq m}]\Phi_{N,M}(t) \rangle
\]

and consider its average over the parameter \(M/2 \leq m \leq M - 3\)

\[
\frac{1}{M/2 - 2} \sum_{m=M/2}^{M-3} \langle \Phi_N(t), i[\mathcal{G}_N(t), 1^{\leq m}]\Phi_{N,M}(t) \rangle.
\]

The gain obtained by averaging comes from the fact that the commutator \([\mathcal{G}_N(t), 1^{\leq m}]\) is localized in \(\{m - 2 \leq N \leq m + 2\}\). As was shown in [31] we have

\[
\sum_{m=M/2}^{M-3} i[\mathcal{G}_N(t), 1^{\leq m}] = A_1\chi_1(N)^2 + A_2\chi_2(N)^2 + h.c.,
\]

where

\[
A_1 = \frac{i}{2} \int \int \int (Q(t) \otimes Q(t))w_NQ(t) \otimes 1(x, y, x', y')u(t, x)a_x^*a_ya_y'dx \, dy \, dx' \, dy'
- a^*(Q(t)|w|u_N(t)u_N(t)^2|u_N(t))N
= A_1^1 + A_1^2,
\]

\[
A_2 = \frac{i}{2} \int \int K_2(t, x, y)a_x^*a_ydx \, dy,
\]

and

\[
\chi_1(N)^2 = \sqrt{N - N} \frac{\mathbb{I}(M/2 \leq N \leq M - 3)}{N - 1},
\]

\[
\chi_2(N)^2 = \sqrt{(N - N)(N' - N - 1)} \frac{\mathbb{I}(M/2 - 1 < N \leq M - 3) + \mathbb{I}(M/2 \leq N < M - 3)}{N - 1}.
\]

Note that since \(\Phi_N(t), \Phi_{N,M}(t) \in \mathcal{F}(\mathcal{H}_+), \) we can replace \(Q(t)\) by 1 in the expression of the quantities \(\langle \Phi_N(t), A_1^2\chi_1(N)\Phi_{N,M}(t) \rangle\). We have

\[
\left| \langle \Phi_N(t), A_1^2\chi_1(N)^2 + h.c. \rangle\Phi_{N,M}(t) \right|
= \frac{1}{2} \left| \langle \Phi_N(t), \left( \int iw_N(x - y)u(t, x)\chi_1(N - 1)a_x^*a_y\chi_1(N)dx \, dy + h.c. \right)\Phi_{N,M}(t) \rangle \right|
\leq CN^{-1/2} \langle \Phi_N(t), \|w_N\|_{L^{6/5}(\mathbb{R}^3)} 1^{\geq M/2 + 1} \|1^{\leq M - 2} (\eta_1N + \eta_1^{-1}N\eta\Gamma(1 - \Delta)) \Phi_N(t) \rangle^{1/2}
\times \langle \Phi_{N,M}(t), \|w_N\|_{L^{6/5}(\mathbb{R}^3)} 1^{\geq M/2 + 1} \|1^{\leq M - 2} (\eta_2N + \eta_2^{-1}N\eta\Gamma(1 - \Delta)) \Phi_{N,M}(t) \rangle^{1/2}
\leq C_{\ell}N^{-1/2}\|w\|_{L^{6/5}(\mathbb{R}^3)} \left\{ N^\beta/2 (\eta_1M + \eta_1^{-1}M(|e_N| + N)) \times \right.
\left. N^\beta/2 (\eta_2N^{\beta + \epsilon} + \eta_2^{-1}M^{\beta + \epsilon}) \right\}^{1/2}
\leq C_{\ell}N^{-1/2}N^{\beta + \epsilon/2}M^{3/4}(|e_N| + N)^{1/4}.
\]
We have used that
\[
\langle \Phi_{N,M}(t), \mathcal{N} \Phi_{N,M}(t) \rangle \leq \langle \Phi_{N,M}(t), d\Gamma(1 - \Delta) \Phi_{N,M}(t) \rangle \leq C_{t,\varepsilon} N^{3\beta+\varepsilon}
\]
and the estimate (21). Next we have
\[
\left| \langle \Phi_{N}(t), A_1^1 \chi_1(\mathcal{N})^2 \Phi_{N,M}(t) \rangle \right|
\]
\[
= \left| \langle \Phi_{N}(t), \chi_1(\mathcal{N} - 1)a_a^*(Q(t)[w \cdot |u_N(t)|^2]u_N(t))\mathcal{N} \chi_1(\mathcal{N}) \Phi_{N,M}(t) \rangle \right|
\]
\[
\leq CN^{-1/2}(\Phi_{N}(t), \mathbb{1} \leq M+1 \alpha^*(Q(t)[w \cdot |u_N(t)|^2]u_N(t))a(Q(t)[w \cdot |u_N(t)|^2]u_N(t))\Phi_{N}(t))^{1/2} \times
\]
\[
\times \langle \Phi_{N,M}(t), \mathbb{1} \leq M \mathcal{N}^2 \Phi_{N,M}(t) \rangle^{1/2}
\]
\[
\leq C\|w_N \| |u_N(t)|^2\|_{L^2(\mathbb{R}^d)} N^{-1/2} (\Phi_{N}(t), \mathbb{1} \leq M N(\mathcal{N})^{1/2} (\Phi_{N,M}(t), \mathbb{1} \leq M \mathcal{N}^2 \Phi_{N,M}(t))^{1/2}
\]
\[
\leq C_{t,\varepsilon} N^{-1/2} N^{(\beta+\varepsilon)/2} M.
\]
The term with \( \langle \Phi_{N}(t), \mathcal{N}^2 (A_1^1)^* \Phi_{N,M}(t) \rangle \) is dealt with similarly. Finally, we apply Lemma [12] as well as the Cauchy-Schwarz inequality to bound the last term,
\[
\left| \langle \Phi_{N}(t), (A_2 \chi_2(\mathcal{N})^2 + h.c.) \Phi_{N,M}(t) \rangle \right|
\]
\[
= \left| \langle \Phi_{N}(t), \left( \int \int iw_N(x - y)u(x)u(y)a_x^*a_y^\dagger \chi_2(\mathcal{N})^2 dx dy + h.c. \right) \Phi_{N,M}(t) \rangle \right|
\]
\[
\leq \left( \eta \| \chi_2(\mathcal{N}) \|_{L^\infty(\mathbb{R}^d)} (1 - \Delta) - 1/2 u_N(t)w_N \ast (u_N(t)) \|_{L^2(\mathbb{R}^d)}^2 + \eta^{-1} \langle \Phi_{N}(t), d\Gamma(1 - \Delta) \Phi_{N}(t) \rangle \right)^{1/2} \times
\]
\[
\times \left( \eta' \| \chi_2(\mathcal{N}) \|_{L^\infty(\mathbb{R}^d)} (1 - \Delta) - 1/2 u_N(t)w_N \ast (u_N(t)) \|_{L^2(\mathbb{R}^d)}^2 + (\eta')^{-1} \langle \Phi_{N,M}(t), d\Gamma(1 - \Delta) \Phi_{N,M}(t) \rangle \right)^{1/2}
\]
\[
\leq \left( \eta N^{3\beta/2} + \eta^{-1} \langle \Phi_{N}(t), d\Gamma(1 - \Delta) \Phi_{N}(t) \rangle \right)^{1/2} \times
\]
\[
\times \left( \eta' N^{3\beta/2} + (\eta')^{-1} \langle \Phi_{N,M}(t), d\Gamma(1 - \Delta) \Phi_{N,M}(t) \rangle \right)^{1/2}.
\]
Now we use again that \( \langle \Phi_{N,M}(t), d\Gamma(1 - \Delta) \Phi_{N,M}(t) \rangle \leq C_{t,\varepsilon} N^{3\beta+\varepsilon} \) and that \( \langle \Phi_{N}(t), d\Gamma(1 - \Delta) \Phi_{N}(t) \rangle \leq C(\| e_N \| + N) \). After optimizing over \( \eta \) and \( \eta' \) we obtain
\[
(30) \leq C_{t,\varepsilon} \frac{(\| e_N \| + N)^{1/4} N^{3(\beta+\varepsilon)/4}}{M}
\]
Hence we have shown that
\[
\left| \frac{d}{dt} \left( \frac{1}{M^{1/2}} \sum_{m=M/2}^{M-3} \langle \Phi_{N}(t), \mathbb{1} \leq m \Phi_{N,M}(t) \rangle \right) \right|
\]
\[
\leq C_{t,\varepsilon} \left( \frac{(\| e_N \| + N)^{1/4} N^{3(\beta+\varepsilon)/4}}{M} + \frac{(\| e_N \| + N)^{1/4} N^{(\beta+\varepsilon-1)/2}}{M^{1/4}} + N^{(\beta+\varepsilon-1)/2} \right). \quad (31)
\]
On the other hand, recall that \( \Phi_{N,M}(0) = \Phi_{N}(0) = \Phi(0), \) so that for \( M/2 \leq m \leq M - 3, \)
\[
\langle \Phi_{N}(0), \mathbb{1} \leq m \Phi_{N,M}(0) \rangle = \langle \Phi(0), \mathbb{1} \leq m \Phi(0) \rangle
\]
\[
= 1 - \langle \Phi(0), \mathbb{1} \geq m \mathcal{N}/m) \Phi(0) \rangle
\]
\[
\geq 1 - CM^{-1}. \quad (32)
\]
The second term is bounded by the Cauchy-Schwarz inequality

\[ \| N_{\beta}(t) - N_{\beta}(t) \|_{L^2(\mathbb{R}^d)}^2 \leq C_{t,\varepsilon} \left( \frac{1}{M^{1/2}} + \frac{|e_N| + N)^{1/4}N^{3(\beta+\varepsilon)/4}}{M} + \frac{(|e_N| + N)^{1/4}N^{(\beta+\varepsilon-1)/2}}{M^{1/4}} \right). \]

As in [31] we compare the Bogoliubov dynamics and the truncated one.

**Lemma 15.** Let \( M = N^\alpha \) with \( 0 < \alpha < 1 - \beta \), let \( N \) be large enough, then we have

\[ \| \Phi(t) - \Phi_{N,M}(t) \|_{L^2(\mathbb{R}^d)}^2 \leq C_{t,\varepsilon} \left( \frac{1}{M^{1/2}} + \frac{N^{\beta+\varepsilon}}{M} + \frac{M}{N^{1-2\beta-\varepsilon}} + \frac{M}{N^{1-2\beta-2\varepsilon}/2} \right). \]

**Proof.** The proof is similar as the one in [31] except that we use the estimates of Lemma 11. As before, we have

\[ \| \Phi(t) - \Phi_{N,M}(t) \|_{L^2(\mathbb{R}^d)}^2 \leq 2 \left( 1 - \Re\langle \Phi_{N,M}(t), \Phi(t) \rangle \right). \] (33)

We let \( M/2 \leq m \leq M - 3 \) and decompose

\[ \langle \Phi_{N,M}(t), \Phi(t) \rangle = \langle \Phi_{N,M}(t), 1 \geq m \Phi(t) \rangle + \langle \Phi_{N,M}(t), 1 > m \Phi(t) \rangle. \]

The second term is bounded by the Cauchy-Schwarz inequality

\[ |\langle \Phi_{N,M}(t), 1 > m \Phi(t) \rangle| \leq \| 1 > m \Phi_{N,M}(t) \| \| 1 > m \Phi(t) \| \]

\[ \leq \langle \Phi_{N,M}(t), (N/m)\Phi_{N,M}(t) \rangle^{1/2} \times \langle \Phi(t), (N/m)\Phi(t) \rangle^{1/2} \]

\[ \leq C_t M^{-1}. \] (34)

As in the proof of Lemma 14 we will show that the first term remains close to 1, we compute its time derivative

\[ \frac{d}{dt} \langle \Phi_{N,M}(t), 1 \geq m \Phi(t) \rangle = i \langle \Phi_{N,M}(t), ((G_{N}(t) - \mathbb{H})1 \geq m + i[\mathbb{H}, 1 \geq m]) \Phi(t) \rangle. \]

The first term is estimated using Lemma 11 and the Cauchy-Schwarz inequality, we obtain

\[ \left| \langle \Phi_{N,M}(t), (G_{N}(t) - \mathbb{H})1 \geq m \Phi(t) \rangle \right| \]

\[ = \left| \langle \Phi_{N,M}(t), 1 \geq M (G_{N}(t) - \mathbb{H})1 \geq M 1 \geq m \Phi(t) \rangle \right| \]

\[ \leq C_{t,\varepsilon} \langle \Phi(t), \sqrt{M} \int_{N1-\beta-\varepsilon} \Gamma(1 - \Delta)\Phi(t) \rangle^{1/2} \times \langle \Phi_{N,M}(t), \sqrt{M} \int_{N1-\beta-\varepsilon} \Gamma(1 - \Delta)\Phi_{N,M}(t) \rangle^{1/2} \]

\[ \leq C_{t,\varepsilon} \sqrt{\frac{M}{N1-\beta-3\varepsilon}}, \] (35)

where we used Proposition 8 Proposition 9. For the second term, the same computations as in Lemma 14 show that

\[ \left| \frac{1}{M^{1/2}} \sum_{m=M/2}^{M-3} \langle \Phi_{N,M}(t), i[\mathbb{H}(t), 1 \geq m] \Phi(t) \rangle \right| \leq C_{t,\varepsilon} N^{\beta+\varepsilon} \] (36)

where we have used that \( \langle \Phi(t), d\Gamma(1 - \Delta)\Phi(t) \rangle \leq C_{t,\varepsilon} N^{\beta+\varepsilon} \). On the other hand, as in Lemma 14 we have

\[ \langle \Phi_{N,M}(0), 1 \geq m \Phi(0) \rangle = \langle \Phi(0), 1 \geq m \Phi(0) \rangle \geq 1 - CM^{-1}. \] (37)

Gathering (35), (36) and (37) we obtain

\[ \Re\langle \Phi_{N,M}(t), 1 \geq m \Phi(t) \rangle \geq 1 - C_{t,\varepsilon} \left( M^{-1} + \frac{N^{\beta+\varepsilon}}{M} + \sqrt{\frac{M}{N1-\beta-3\varepsilon}} \right). \]
Together with (31) and (32), this concludes the proof. □

3.4. Proof of Theorem 3.

Proof of 1). The triangle inequality and Lemmas 14 and 15 give, for all \( \varepsilon > 0 \)
\[
\| \Phi_N(t) - \Phi(t) \|_{L^2(\mathbb{R}^3)} \leq \| \Phi_N(t) - \Phi_{N,M}(t) \|_{L^2(\mathbb{R}^3)} + \| \Phi_{N,M}(t) - \Phi(t) \|_{L^2(\mathbb{R}^3)}
\]
\[
\leq C_{t,\varepsilon} \left( \frac{1}{M^{1/2}} + (|e_N| + N)^{1/4} \left( \frac{N^{3\beta+\varepsilon}/4}{M} + \frac{N^{\beta+\varepsilon/2-1/2}}{M^{1/4}} \right) \right)
\]
\[
+ \frac{N^{\beta+\varepsilon}}{M} + \sqrt{\frac{M}{N^{1-3(\beta+\varepsilon)}}}.
\]

Using that \( |e_N| \leq N^{3\beta+1} \) and taking \( M = N^{1/2} \) and \( \varepsilon \) small enough we obtain
\[
\| \Phi_N(t) - \Phi(t) \|_{L^2(\mathbb{R}^3)} \leq C_{t,\varepsilon} \left( N^{-(6\beta-1)/4+\varepsilon} + N^{-(7\beta-2)/4+\varepsilon} \right),
\]
for any \( \varepsilon > 0 \) small enough.

Proof of 2). Using Lemma 14 and Proposition 8 we have
\[
\langle \Phi_N(t), \frac{N}{N} \Phi_N(t) \rangle = \langle \Phi_N(t), \frac{N}{N} (\Phi_N(t) - \Phi_{N,M}(t)) \rangle + \langle \Phi_N(t), \frac{N}{N} \Phi_{N,M}(t) \rangle
\]
\[
\leq \| \Phi_N(t) \|_{L^2(\mathbb{R}^3)} \left( \| \Phi_N(t) - \Phi_{N,M}(t) \|_{L^2(\mathbb{R}^3)} + \langle \Phi_{N,M}(t), \frac{N}{N} \Phi_{N,M}(t) \rangle \right)
\]
\[
\leq C_{t,\varepsilon} \left( \frac{1}{M^{1/2}} + (|e_N| + N)^{1/4} \left( \frac{N^{3\beta+\varepsilon}/4}{M} + \frac{N^{\beta+\varepsilon/2-1/2}}{M^{1/4}} \right) \right)
\]
\[
+ \frac{N^{-1}(\Phi_{N,M}(t), d\Gamma(1-\Delta)\Phi_{N,M}(t))}{M^{1/2}}.
\]

Taking \( M = N^\alpha \) with \( \beta < \alpha < 1 - \beta \) we obtain after optimizing over \( \alpha \)
\[
\| \Gamma_{\Psi_N(t)}^{(1)} - |u_N(t)\rangle \langle u_N(t)| \|_{\mathcal{E}_1} \leq \langle \Phi_N(t), \frac{N}{N} \Phi_N(t) \rangle
\]
\[
\leq C_{t,\varepsilon} \left( N^{-(3-10\beta)/4+\varepsilon} + N^{-(1-4\beta)/4+\varepsilon} \right),
\]
for any \( \varepsilon > 0 \) small enough.

Proof of 3). Using that when \( \widehat{\omega} \geq 0 \) we have the bound \( |e_N| \leq C \left( N + N^{3\beta} \right) \), the same computation as before with \( M = N^{-(1-\beta)/2} \) and assuming \( 1/6 < \beta < 1/5 \) shows that
\[
\| \Phi_N(t) - \Phi(t) \|_{L^2(\mathbb{R}^3)} \leq C_{t,\varepsilon} N^{-(1-5\beta)/4+\varepsilon},
\]
for any \( \varepsilon > 0 \) small enough. Now take \( M = N^\alpha \) with \( \beta < \alpha < 1 - \beta \), with the same computation as before, after optimizing over \( \alpha \), we obtain
\[
\| \Gamma_{\Psi_N(t)}^{(1)} - |u_N(t)\rangle \langle u_N(t)| \|_{\mathcal{E}_1} \leq \langle \Phi_N(t), \frac{N}{N} \Phi_N(t) \rangle
\]
\[
\leq C_{t,\varepsilon} \left( N^{-(1-\beta)/2+\varepsilon} + N^{-(2-5\beta)/2+\varepsilon} + N^{-(3-8\beta)/4+\varepsilon} \right),
\]
for any \( \varepsilon > 0 \). □
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