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Abstract

In recent years, Deep Learning based methods have been a revolution in the field of combinatorial optimization. They learn to approximate solutions and constitute an interesting choice when dealing with repetitive problems drawn from similar distributions. Most effort has been devoted to investigating neural constructive methods, while the works that propose neural models to iteratively improve a candidate solution are less frequent. In this paper, we present a Neural Improvement (NI) model for graph-based combinatorial problems that, given an instance and a candidate solution, encodes the problem information by means of edge features. Our model proposes a modification on the pairwise precedence of items to increase the quality of the solution. We demonstrate the practicality of the model by applying it as the building block of a Neural Hill Climber and other trajectory-based methods. The algorithms are used to solve the Preference Ranking Problem and results show that they outperform conventional alternatives in simulated and real-world data. Conducted experiments also reveal that the proposed model can be a milestone in the development of efficiently guided trajectory-based optimization algorithms.

1 Introduction

Combinatorial Optimization Problems (COPs) are present in a broad range of real-world applications, such as logistics, manufacturing or biology [1]. Due to the NP-hard nature of most of the COPs, finding the optimal solution to medium/large sized problems is intractable [2]. As a result, in the last few decades, heuristic methods have been established as an alternative to approximate hard optimization problems in a reasonable amount of time. Despite being widely used, a major drawback of such methods is the need to exhaustively evaluate a large amount of candidate solutions.

In the last decade, the rapid development of Deep Learning (DL) has enabled the creation of neural network-based models that can substantially decrease the computational effort in optimization. Two main frameworks can be distinguished: constructive methods and improvement methods. The former class generates a unique solution incrementally by iteratively adding an item to a partial solution until it is completed. Conversely, improvement methods take a candidate solution and suggest a modification to improve it. In fact, the improvement process can be repeated iteratively, using the modified solution as the new input of the model. These methods can potentially reduce the extensive search only focusing on trajectories leading to optimal solutions.

In this paper we focus on improvement methods and propose a Neural Improvement (NI) model for graph-based combinatorial problems. This model encodes a given solution by means of edge features and proposes a modification on the pairwise precedence of some items, with the aim of obtaining a better candidate. To illustrate its usage, we apply the model to solve the Preference Ranking Problem (PRP), an NP-hard problem that tries to find an optimum pairwise consensus in a set of items.

In particular, this paper makes the following contributions:
• Presents a Reinforcement Learning formulation for a Neural Improvement model parameter-
ized by Graph Neural Networks and Attention Mechanisms.
• Introduces a novel encoding-decoding process which considers as input both the stationary
instance information and a candidate solution to be improved by means of the graph-edges.
• Conducts an exhaustive analysis on the short-term (one improvement step) and long-term
(multiple improvement steps) inference capabilities of the Neural Improvement model for
the PRP. Moreover, we develop a Neural Hill Climbing based on the presented model and
compare its performance to conventional procedures.
• We demonstrate the applicability of the model by using it as the building block of two
advanced Hill climbing methods: Tabu Search and Iterated Local Search.

2 Related Work

Neural Networks (NN) have been used since the decade of the 80s to solve COPs in the form of
Hopfield Networks [3]. However, as seen in recent surveys [4, 5], the growth in the computation
power and the development of advanced architectures in the last decade has enabled more efficient
applications that are getting closer to state-of-the-art algorithms. As mentioned previously, NN-based
optimization methods can be divided into two main groups according to their strategy.

Neural Constructive Methods  Most of the DL-based works develop policies to learn a constructive
heuristic. These methods start from an empty solution and iteratively add an item to the solution
until a certain stopping criterion is met. One of the earliest works in the Neural Combinatorial
Optimization paradigm, Bello et al. [6] used a Pointer Network model [7] to parameterize a policy
that constructs a solution, item by item, for the Travelling Salesman Problem (TSP). Motivated by
the results in [6], and mainly focusing on the TSP, DL practitioners have successfully implemented
different architectures such as Graph Neural Networks [8, 9] or Transformers [10, 11].

As previously seen in the Operations Research literature, the solutions obtained by these proposals are
not competitive with state-of-the-art methods [12]. In fact, since the performance of these models is
still far from optimality (mostly in large size instances), they are usually enhanced with supplementary
algorithms that augment the solution diversity at the cost of increasing the computational time. A
common practice is to use active search [6], where rewards obtained from the evaluation instances
are used to fine-tune the parameters of a model. An alternative is to use sampling [6, 10] or beam
search [7] to further explore the neighborhood of the solution proposed by the model.

Neural Improvement Methods  Improvement methods, also known as trajectory methods, are
initialized with a given solution, and iteratively propose a (set of) modification(s) to improve it until
the solution cannot be further improved. Neural Improvement (NI) methods utilize the learned policy
to navigate intelligently across the different neighborhoods.

To that end, the architectures used for constructive methods have been reused for implementing
improvement methods. Chen et al. [13] use LSTMs to parameterize two models: a model outputs
a score or probability to each region of the solution to be rewritten, while a second model selects
the rule that modifies that region. Lu et al. [14] use the Transformer model to select a local operator
among a pool of operators to solve the capacitated vehicle routing problem (VRP). Finally, Wu et al.
[15] use a similar architecture to train a policy that selects the node-pair to apply a local operator,
e.g., 2-opt.

Improvement methods not only incorporate the stationary instance data, but also need to consider the
present solution. In fact, the difficulty of encoding the solution information into a latent space to be
understandable to the model is a major challenge for most of the combinatorial problems.

In routing problems there are various ways of representing solutions. Each node (or city) can maintain
a set of features that indicate the relative position in the current solution, such as the location and
distance to the previously and subsequently visited nodes [14]. However, this technique does not
consider the whole solution as one, instead it only contemplates consecutive pairs of nodes in the
solution. A common alternative when using the transformer architecture is to incorporate Positional
Encodings (PE), which capture the sequence of the visited cities in a given solution [10]. Recently,
Ma et al. [16] propose a cyclic PE that captures the circularity and symmetry of the routing problem,
making it more suitable in representing solutions than the conventional PE.
3 Preference Ranking Problem

Ranking items based on preferences or opinions is, in general, a straightforward task if the number of alternatives to rank is relatively small. Nevertheless, as the number of alternatives/items increases, it becomes harder to get full rankings that are consistent with the pairwise item-preferences. Think of ranking 50 players in a tournament using their paired comparisons from the best performing player to the worst. Obtaining the ranking that agrees with most of the pairwise comparisons is not trivial. This task is known as the Preference Ranking Problem (PRP) \cite{17}. Formally, given a preference matrix $B = [b_{ij}]_{N \times N}$ where entries of the matrix $b_{ij}$ represent the preference of item $i$ against item $j$, the aim is to find the simultaneous permutation of rows and columns of $B$ so that the sum of entries in the upper-triangle of the matrix is maximized (see Eq. 1).

Note that row $i$ describes the preference vector of item $i$ over the rest of $N - 1$ items, while column $i$ denotes the preference of the rest of the items over item $i$. Thus, in order to maximize the upper triangle of the matrix, preferred items must precede in the ranking (see Fig.1a).

Alternatively, the problem can be formulated as a complete bidirected graph where nodes represent the set of items to be ranked and the weighted edges denote the preference between items. A pair of nodes $i$ and $j$ has two connecting edges $(i,j)$ and $(j,i)$, with weights $b_{ij}$ and $b_{ji}$ that form the previously mentioned preference matrix $B$. A solution (permutation) to the PRP can be also represented as an acyclic tournament on the graph, where the node (item) ranked first has only outgoing edges, the second in the ranking has 1 incoming edge and the rest are outgoing, and so on until the last ranked node, which only has incoming edges (see Fig.1b and c).

Applications Ranking from pairwise comparisons is a ubiquitous problem in modern Machine Learning research. It has attracted the attention of the community due to its applicability in various research areas, including but not being limited to: machine translation \cite{18}, economics \cite{19}, corruption perception \cite{20} or any other task requiring a ranking of items, such as sport tournaments, web search, resource allocation and cybersecurity \cite{21}\cite{22}\cite{23}.
4 Method

Reinforcement Learning: Markov Decision Process The idea of solving the PRP iteratively with a NI model can be formulated as a Markov Decision Process (MDP), where a policy \( \pi \) is responsible for selecting an action \( a \) at each step \( t \) based on a given state \( s_t \) of the problem. The main entities of the MDP in this work can be described as:

- **State.** A state \( s_t \) represents the information of the environment at step \( t \). In this case, the state gathers data from two information sources: (1) stationary data, which the PRP instance to be solved, and (2) dynamic data, that is, a candidate solution \( \omega \) to the problem at step \( t \).

- **Action.** At every step, the learnt policy selects an action \( a_t \), which involves a pair of items that, according to the policy, are incorrectly ranked. Once selected, an operator is applied that alters the precedences of one, both or more items\(^1\).

- **Reward.** The transition between states \( s_t \) and \( s_{t+1} \) is derived from a local operator applied in a pair of items given by \( a_t \). The reward function represents the improvement of the solution quality across states. Different function designs can be used, as will be explained in Section 4.2.

4.1 NI Model

We will parameterize the policy \( \pi \) as a NN model with trainable parameters \( \theta \). Fig. 2 presents the general architecture of the model, composed of two sub-models: an encoder and a decoder.

**Encoder** Given a graph instance of size \( N \) that represents a PRP, there are \( N \times N \) edges or node pairs, and each edge \((i, j)\) represents the precedence of node \( i \) with respect to node \( j \). Note that only \( N \times (N - 1) \) edges need to be considered since edge \((i, i)\) does not provide any useful information. As previously noted, the policy considers both instance information (stationary) and a candidate solution at time step \( t \) (dynamic). For this purpose, we will use a bi-dimensional feature vector \( x_{ij} \in \mathbb{R}^2 \) for each edge \((i, j)\). The first dimension in \( x_{ij} \) denotes the element \( b_{ij} \) of the preference matrix when node \( i \) precedes node \( j \) in the solution, and it is set to zero otherwise. Similarly, the second dimension denotes the element \( b_{ji} \) of the preference matrix when node \( j \) precedes node \( i \) in the solution, and it is set to zero otherwise.

Conversely, nodes do not reflect any problem-specific information. In fact, following a similar strategy to that proposed by Kwon et al. [24], we select to use vectors of ones as node features \( n \in \mathbb{R}^N \). Even though all nodes are initiated with the same value, these features will help to spread edge features across the graph in the encoding: node \( i \) will gather information from edges \( ik \) and \( ki \) where \( k \in \{1, ..., N\} \).

\(^1\)The terms preference and precedence are interchangeably used throughout the paper as the preference between two items is translated to have a precedent position in the solution \( \omega \).
Node and edge features will be linearly projected to produce \( d \)-dimensional node \( h_i \) and edge \( e_{ij} \) embeddings

\[
h_i = n_i * V_h + U_h
\]

\[
e_{ij} = x_{ij}^T * V_e + U_e
\]

where \( V_h \in \mathbb{R}^{2 \times d} \) and \( V_e, U_e \) and \( U_h \in \mathbb{R}^{1 \times d} \) are learnable parameters.

The encoding process consists of \( L \) Graph Neural Network (GNN) layers (defined by the superscript \( l \)) that perform a sequential message passing between nodes and their connecting edges (see left part of Fig. 2). Eqs. 4 and 5 define the message passing in each layer, where \( W_{lh}^1, W_{lh}^2, W_{lh}^3, W_{lh}^4 \) and \( W_{lh}^2 \in \mathbb{R}^{d \times d} \) are learnable parameters, \( BN \) denotes the batch normalization layer, \( \sigma \) is the sigmoid function and \( \odot \) is the Hadamard product.

\[
h_{i}^{l+1} = h_{i}^{l} + ReLU \left( BN \left( W_{l}^{1} h_{i}^{l} + \sum_{j=1}^{N} (\sigma(e_{ij}) \odot W_{l}^{2} h_{j}^{l}) \right) \right)
\]

\[
e_{ij}^{l+1} = e_{ij}^{l} + ReLU \left( BN \left( W_{l}^{1} e_{ij}^{l} + W_{l}^{2} h_{i}^{l} + W_{l}^{3} h_{j}^{l} \right) \right)
\]

The output of the encoder, which is fed to the decoder, consists of the edge embeddings of the last layer \( e_{ij}^{L} \), plus the graph embedding \( e_G = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} e_{ij}^{L} \), which is an aggregation of the edge embeddings.

**Decoder** Graph embeddings are projected to form the query \( Q = W_p e_G \) of a multi-head attention mechanism (MHA) [25]. The MHA mechanism measures the compatibility of the query with each one of the keys or edge embeddings \( K = V = e_{ij} \). The output is a context vector \( e_c = MHA(Q, K, V) \) that is again refined in a second attention layer to produce the logit \( u_{ij} \);

\[
u_{ij} = \left\{ \begin{array}{ll}
C \cdot \tanh \left( \frac{(W_{\omega} e_{ij})^T (W_{\omega} e_{ij})}{\sqrt{d}} \right) & \text{if } i \neq j \\
-\infty & \text{otherwise}
\end{array} \right.
\]

where the \( \tanh \) function is used to maintain the logits within \([-C, C] \) (\( C = 10 \)). The logits are then normalized using the Softmax function to produce a matrix \( p \in \mathbb{R}^{N \times N} \) which gives the probability of modifying the precedence between items \( i \) and \( j \). The model will be set to sample from the probability matrix during training and to select the action with maximum probability during inference.

### 4.2 Learning

**Loss Function** The improvement policy will be learned using the REINFORCE algorithm [26]. Given a state \( s_t = (B, \omega_t) \) which includes an instance and a candidate solution at step \( t \), the model gives a probability distribution \( p_\theta(s_t | a_t, s_t) \) of all the possible pairwise preferences to be modified. After performing an operation \( O(\omega_t | a_t) = \omega_{t+1} \) with the selected pair, a new solution \( \omega_{t+1} \) is obtained. The training is performed minimizing the loss function

\[
\mathcal{L}(\theta | s) = \mathbb{E}_{p_\theta(s_t, \omega_t)} \left[ -R_t \log p_\theta(s_t, \omega_t) \right]
\]

by gradient descent, where \( R_t = \sum_{i=0}^{T-1} \gamma^i (r_i - r_{i-1}) \) corresponds to the sum of cumulative rewards \( r_i \) with a decay factor \( \gamma \) in an episode of length \( T \) (see Appendix A for further details).

In order to obtain \( r_t \), different Reward Functions (RF) can be found in the literature. Lu et al. [14] use a reward function (RF1) that takes the objective value of the initial solution as the baseline and, for each subsequent action, the reward at step \( t \) is defined as the difference between \( f(\omega_t) \) and the baseline. The drawback of this function is that rewards may get larger and larger and even bad moves far from the baseline can be defined as positive rewards.

Alternatively, the most common approach in recent works [15][16], is to define the reward (RF2) as \( r_t = \max [f(\omega_{t+1}), f(\omega^*)] - f(\omega^*) \), where \( f(\omega^*) \) is the objective value of the best solution found until time \( t \). Note that this alternative yields only non-negative rewards, and all the actions that do not improve the solution receive an equal reward \( r_t = 0 \). In our case, we use a simple but effective
reward function (RF3) \( r_t = f(\omega_{t+1}) - f(\omega_t) \) which defines the reward as the improvement of the objective value between steps \( t \) and \( t + 1 \), and also considers negative values. RF3 reward function yields a faster convergence with less variability as can be seen in the comparison of the mentioned reward functions depicted in Fig. 3 (more details in Appendix B.1).

Automated Curriculum Learning Curriculum Learning consists of training the models in a controlled manner, where the difficulty of the samples is manually increased throughout the process [27]. In this case, the difficulty can be defined as the percentage of moves that worsen the objective value with respect to all the possible moves.

We do not make use of a manual curriculum learning strategy, where the difficulty of the inputs fed to the model is manually increased, as it is done by Ma et al. [16]. Instead, we iteratively fed the previously modified solution to the model without any step limit, and finalize the epoch once the model gets stuck in local optima. This enables an automated curriculum learning that does not require any additional hyperparameter. However, learning is performed with a batch of instances and not all of them reach a local optima in the same number of steps. Thus, we save the best average reward obtained by the model, and we consider the algorithm to be stuck when it does not improve the best average reward for \( K_{max} = 5 \) iterations.

Operator The model is flexible, allowing the practitioner to define the operator that best fits the problem, we will use the insert operator as it yields good results for the PRP [28]. See Appendix A.1 for further details on the operator.

4.3 Applications of the Neural Improvement model

Neural Hill Climber The Hill Climbing heuristic (HC) is a procedure that continuously tries to improve a given solution performing local changes and looking for better candidate solutions in the neighborhood. Examples of conventional HC procedures include, among others, Best First Hill Climbing (BFHC), that selects the first candidate (neighbor) that improves the present solution; Steepest-Ascent Hill Climbing (SAHC), which selects the best candidate solution from the whole neighborhood; and Stochastic Hill Climbing (SHC), that randomly picks one solution from the neighborhood.

We propose the Neural Hill Climber (NHC), which iteratively gives the pair of items with maximum probability of being modified. Once the local operator is performed in the given pair, the new solution is again fed to the model. In general, HC heuristics do not allow the objective value to decrease. Thus, when the action given by the model does not improve the solution, we sort the probability vector and select the first action that improves it. Eventually, just as conventional HC procedures, the neural method will get stuck in a local optima where an improving move cannot be found. In this case, an alternative is to restart the procedure departing from another random candidate solution.

Advanced Hill Climbers Beyond the HC, the NI model can be used as the core of numerous methods to create intelligently guided algorithms. One of the many examples is the Tabu Search (TS) [29], which enhances the performance of the HC method allowing worsening moves whenever a local optima is reached. Instead of restarting the solution, a move in the neighborhood is made with the goal of finding a better optima. In order to avoid getting trapped in cycles, TS maintains a tabu memory of previously visited states to prevent visiting them again. Another algorithm is the Iterated Local Search (ILS). Once the search gets stuck in a local optima, instead of restarting the algorithm with a new random solution as in standard HC algorithms, ILS perturbs the best solution found so far and the search is resumed in this new solution. The perturbation level is dynamically changed based on the total budget left (number of evaluations or time).

---

2Given an edge \((i, j)\), denoting the items in positions \(i\) and \(j\) in the solution, the insert operator consists of removing the item at the position \(i\) and placing it at position \(j\).
We use the NI model to guide the local moves of a Neural Tabu Search (NTS) and a Neural Iterated Local Search (NILS) and analyse their performance together with NHC, comparing them to conventional alternatives in the following section.

5 Experiments

In this section, we present a thorough experimentation of the proposed NI model. First, we perform experiments to analyse its short-term performance (one-step) and, then, we evaluate the long-term (multi-step) capabilities of the model implemented in the different algorithms: NHC, NTS and NILS.

Setup For the experiments we follow a common practice, training the model using randomly generated instances, where gradients are averaged from a batch of 64 instances. We train two models using instances of two sizes: \( N = 20 \) and \( N = 40 \).\(^4\) We use small model sizes due to reduced computational resources. In fact, we prove the generalization capability of these models to infer larger instances than those used for training. If not mentioned differently, the model trained with instances of size \( (N = 20) \) will be used. See Appendix A.2 for more details on the hyperparameters.

We have implemented the algorithms using Python 3.8. Neural models have been trained in an Nvidia RTX 2070 GPU, while methods that do not need a GPU are run on a cluster of 55 nodes, each one equipped with two Intel Xeon X5650 CPUs and 64GB of memory. See the supplementary material for the code implementation.

5.1 NI Model Performance Analysis

One-step Short-term analysis focuses on the capability of the NI model to provide a solution that outperforms the present one. In terms of neighborhood, we would expect NI to be able to identify the best or almost some of the best neighbors. Fig. 4a sorts the rewards of all the possible operations obtained in 9 subsequent optimization steps, while the reward obtained by the model is highlighted by a vertical line. The model is capable of reaching more difficult situations over time, which can be noted by the left shift of the distribution. In fact, the lack of improvement moves in the last step (bottom-right corner) forces the model to select a negatively rewarded move. Moreover, if we were to take all the possible actions and sort them based on the obtained improvement performing each particular action, we could rank the model selection. Fig. 4b shows an histogram of selected-action rankings among all the possibilities. \(^5\) Considering that only \((N-1)^2\) insert operations are valid, on average, the action that the model takes is ranked between the 98th and 99th percentile (5th out of 361 for \( N = 20 \), 13th out of 2401 for \( N = 50 \) and 31st out of 9801 for \( N = 100 \)). More details can be found in Appendix B.2.

Multi-step The NI model learns to consistently improve the solution even in difficult situations. However, we still need to analyse its performance as the building block of a HC algorithm. For that purpose, we implement a NHC guided by the NI model trained with instances of size 20 as described in Section 4. We compare NHC to conventional HC procedures: BFHC and SAHC. The multi-step performance assessment will be performed considering a bi-objective problem: (1) obtain a high quality solution and (2) reach this solution with the minimum number of solution evaluations. For this experiment, we run the algorithms until they get stuck in a local optima. Fig. 4c illustrates the pareto analysis of the mentioned problem. NHC performs slightly better in terms of solution quality when compared to conventional hill climbing procedures. NHC, SAHC and BFHC obtain an average gap of 0.276%, 0.277% and 0.286% respectively. Regarding the number of solution evaluations, NHC is the cheapest among all three procedures evaluating on average 355 solutions. BFHC explores 1261 solutions, and SAHC 5729, being the most expensive procedure since it needs to evaluate all the

\(^3\)Note that standard designs of ILS and TS have been followed from basic literature, and it is not the aim to reach state-of-the-art results, but to illustrate the easy application of the proposed model, and its immediate beneficial impact.

\(^4\)Even though we use instances of the same size to train each model, note that due to the element-wise operations performed in the encoder, it is possible to combine instances of different size.

\(^5\)To compose the figure we randomly generated 1000 different instances with random initial solutions. Then, all the possible actions were sorted based on the improvement reward and the rank of the action selected by the model was saved.
possible actions (entire neighborhood) before performing the move. All the solutions in the pareto front belong to NHC.

Performance The second experiment examines HC algorithms explained in Section 4.3. The performance of the methods is measured for differently sized instances with three different maximum number of evaluations: N, 10N and 100N, where N is the size of the instance to be solved. In addition to the previously mentioned methods, we incorporate: an additional HC procedure, the Stochastic Hill Climbing (SHC), that randomly picks a candidate from the neighborhood; a NHC trained using instances of size 40 (NHC-40); a conventional Tabu Search algorithm with an underlying Best-First strategy (BFTS); and finally, the Neural Tabu Search (NTS) algorithm. The performance is measured by means of the average gap percentage to the optimum value, given by the state-of-the-art metaheuristic [30]. For each size, we use 1280 different, randomly generated instances.

As shown in Table 1, among the conventional HC methods, BFHC is the best performing one. SAHC suffers from its exhaustive search procedure and SHC performs poorly due to the lack of an improving strategy in its search. The NHC model is capable of finding better solutions than BFHC. Regarding NHC models, note that they perform better in those instance-sizes used for training. Fig. 5 shows the fluctuation of the quality of the obtained solutions over different optimization steps. NHC is capable of quickly (few evaluations) reducing the gap compared to BFHC and SAHC. See Appendix B.3 for results with time limits. Regarding the NTS, apart from reducing the gap with respect to the conventional method for all the sizes, it is able of outperforming HC methods in some conditions.

Lastly, we have run a Neural Iterated Local Search (NILS) for 100000 evaluations. In N=100, NILS obtained an average gap of 0.36% while the ILS method achieved a gap of 0.43% (further results in Appendix B.4).

5.2 Real-World Case: NBA Historical Ranking

Here, we use our model in a real-world application. Specifically, we use the historical data of the NBA from the 2004 season until 2020 with the aim of ranking all the NBA teams based on their historical performance [6]. The preference matrix \( B \) is formed by the pairwise comparisons between 30 NBA teams such that the preference of team A against team B is defined as the sum of matches that

---

6 Used API documentation is available at [https://github.com/swar/nba_api](https://github.com/swar/nba_api)
Table 1: Comparison of improvement methods. Average gap % to the best known value for different maximum number of solution evaluations (E). Best results among the HC procedures are highlighted in bold while the best results among TS are underlined. The overall best result has an star.

| Method | N=20 | E20 | E200 | E2000 | N=50 | E50 | E500 | E5000 | N=100 | E100 | E1000 | E10000 |
|--------|------|-----|------|-------|-----|-----|------|-------|-------|-----|-------|--------|
| BFHC   |      | 10.37% | 2.44% | 0.28% | 8.42% | 2.84% | 0.68% | 6.74% | 2.63% | 0.81% |
| SAHC   |      | 14.42% | 13.00% | 5.81% | 11.36% | 10.95% | 10.02% | 8.93% | 8.77% | 8.68% |
| SHC    |      | 13.30% | 10.21% | 8.07% | 10.60% | 9.32% | 8.42% | 8.50% | 7.86% | 7.36% |
| NHC-20 |      | 1.75% | 0.79% | 0.16% | 2.87% | 1.51% | 0.66% | 3.42% | 1.82% | 0.80% |
| NHC-40 |      | 1.98% | 0.83% | 0.17% | 2.25% | 1.24% | 0.65% | 3.03% | 1.67% | 0.79% |
| BFTS   |      | 10.82% | 2.45% | 0.32% | 8.46% | 2.87% | 0.68% | 6.76% | 2.64% | 0.82% |
| NTS    |      | 2.71% | 0.92% | 0.31% | 2.52% | 1.25% | 0.55%* | 3.12% | 1.66%* | 0.75%* |

team A have won against team B. In total, 25,697 matches are considered. The entries of the instance matrix are normalized between 0 – 1. The NHC model is able to give the solution that maximizes the objective value without any restart in a few seconds. The optimal objective value for the normalized matrix is 219.58, the ranking of the teams is shown in the Appendix B.5.

Note that using different conditions to define the preference matrix may change the ranking, i.e., using points for and against instead of won matches. In fact, a team that wins most of the matches with a small advantage would be ranked poorly when only considering difference of points.

6 Conclusion and Future Work

This paper proposes a Neural Improvement model that employs an edge-based encoding and decoding framework. This model combines the benefits of steepest ascent and best first, being able to provide a solution (almost) as good as that provided by SA, and as fast (or even faster) than BF. This has major implications for most of the state-of-the-art metaheuristics, which could use NI models instead of neighborhood-based, conventional, procedures.

From the conducted experiments, we have observed that the output of our model tends to be categorical, i.e., the model is usually certain of its selection (even if it is not the optimal). This drastically reduces the diversity of the solutions, since the model completes similar trajectories across different executions. This and other aspects require a more sound analysis, and thus we plan to investigate the following strategies: (1) Using a supplementary NN model that detects the most visited solutions, and transfers this information to the main model in order to avoid visiting solutions with similar features repeatedly; (2) Using a population of models that collaborate (or compete) for optimizing a given instance.

Regarding the operators used, in this case, the insert operators was chosen with literature support, however, it is not clear if any operation can be accurately learned by the NI model. This is another aspect that requires further research. Finally, we believe that obtaining the state-of-the-art using neural improvement heuristics will be feasible in the future, but still considerable effort needs to be devoted to the correct implementation of complex neural networks in C++ code.
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