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Abstract

Many engineering problems require the prediction of realization-to-realization variability or a refined description of modeled quantities. In that case, it is necessary to sample elements from unknown high-dimensional spaces with possibly millions of degrees of freedom. While there exist methods able to sample elements from probability density functions (PDF) with known shapes, several approximations need to be made when the distribution is unknown. In this paper the sampling method, as well as the inference of the underlying distribution, are both handled with a data-driven method known as generative adversarial networks (GAN), which trains two competing neural networks to produce a network that can effectively generate samples from the training set distribution. In practice, it is often necessary to draw samples from conditional distributions. When the conditional variables are continuous, only one (if any) data point corresponding to a particular value of a conditioning variable may be available, which is not sufficient to estimate the conditional distribution. This work handles this problem using an a priori estimation of the conditional moments of a PDF. Two approaches, stochastic estimation, and an external neural network are compared here for computing these moments; however, any preferred method can be used. The algorithm is demonstrated in the case of the deconvolution of a filtered turbulent flow field. It is shown that all the versions of the proposed algorithm effectively sample the target conditional distribution with minimal impact on the quality of the samples compared to state-of-the-art methods. Additionally, the procedure can be used as a metric for the diversity of samples generated by a conditional GAN (cGAN) conditioned with continuous variables.
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1. Introduction

1.1. Problem formulation

Simulations of physics problems often aim at predicting the average behavior of a system. For example, for design purposes, one needs to predict the average performance of a device under a variety of conditions. However, there exist situations where ensemble averages are not sufficient to achieve the desired prediction. Instead, it may be desirable to access individual realizations of the system. Additionally, in practical applications, one would want to access realizations that correspond to some information already available about the system. In mathematical terms, let $\xi \in \mathbb{R}^N$ be the state of the system, and $g(\xi) \in \mathbb{R}^M$ be observations of the system, where $1 \ll M \ll N$.

The objective of the paper is to draw samples from the conditional distribution

$$d \sim \xi \mid g(\xi) = \bar{\xi},$$

for any $\bar{\xi} \in \mathbb{R}^M$ being some partial or low-resolution observation of $\xi$ obtained from $g(\xi)$. For readability, this distribution is also written as $\xi \mid \bar{\xi}$ throughout the paper.

1.2. Motivation

In general, since the probability density function (PDF) of $d$ is unknown and high-dimensional, there is no systematic way of sampling it. Nevertheless, this problem is central to a variety of engineering fields. First, it can be used for uncertainty quantification in transient systems. For example, in weather forecasting, one attempts to predict the state of the system at a finite time-horizon using a given set of measurements at the current (and possibly previous) times. The estimation of the atmospheric state given limited observations has been the object of a large body of work [1]. However, due to the chaotic dynamics of the atmosphere, any infinitesimal error in the initial state estimate grows exponentially [2] and makes long-term predictions unreliable. To average the chaotic variability and estimate uncertainty in the forecast, it is common to run an ensemble of realizations over the desired finite-time horizon and collect statistics over that ensemble [3, Chap. 1]. Generating initial states for these multiple realizations remains an issue for ensemble prediction. It can be formulated as the conditional high-dimensional sampling problem aforementioned. Note that for
turbulent fluid flows, this task is even more complex because the underlying distribution may have a relatively small support [2] [3]. One approach in weather forecasting constructs the initial conditions by perturbing a baseline guess along directions that lead to large perturbations growth [4] [5]. While this perturbation-based approach is typically able to capture valuable information for extreme case scenarios [9], the perturbations may not sample the conditional distribution in Eq. (1). Therefore, the statistics of the ensemble forecast would not reflect the statistics of \( d \). Similar considerations apply to other transient processes, whether it refers to the feature of the device [10] or to the development of an instability [11] [12].

Second, the high-dimensional sampling problem is relevant to evolutionary algorithms that gradually march towards an objective. For instance, in importance splitting algorithms that are used for the estimation of rare event probability, one gradually marches closer and closer to a rare event [13] [15]. The path to a rare event is defined as a series of thresholds for a given quantity of interest (QoI). Every time a threshold is attained, the solution is “cloned” into other candidates while the realizations that did not reach the threshold are discarded. The cloning process is meant to explore the possible paths to a rare event and could also be treated as a high-dimensional conditional sampling process, where \( g(\xi) \) is the time history of the quantity of interest. In typical algorithms, the cloning step is done by perturbing the solution that reached a certain threshold [16] [17]. The perturbation procedure is sufficient for certain problems and only in certain cases where the perturbations are not exceedingly large [16].

Third, high-dimensional sampling is useful to collect qualitative information about a physics phenomenon. For example, if one observes a system with a coarse temporal resolution, it can be valuable to resolve the path that the system followed between two snapshots. This problem is known as “in-betweening” or “temporal super-resolution” [18]. In cases where the governing equation of the system is not fully known or the spatial resolution is coarse, many paths are possible between two snapshots. To obtain these different paths, one can formulate the “in-betweening” as a conditional sampling problem, where \( \tilde{\xi} \) are the snapshots obtained at the coarse temporal resolution, and \( \xi \) are the temporally super-resolved paths. Another example is the inference of non-resolved fields from resolved ones. This issue is particularly relevant in experiments where measuring some quantities may be difficult. For example, in turbulent combustion experiments, one may want to measure flow velocities as well as species concentrations to understand the effect of the flow field on the flame dynamics. However, measuring both quantities can be challenging from an experimental standpoint. In that case, it may be useful to infer one quantity from the other [19] [20]. Since one maps an input to a higher-dimensional output, several output fields are possible. To obtain these outputs, one can again formulate a conditional sampling problem.

Lastly, the problem targeted in this paper is relevant to the development and testing of coarse-grained models. In coarse-grained approaches, the true solution is projected onto a low-dimensional space that is computationally tractable, and the projected solution is evolved. An example of such an approach is the large eddy simulation (LES) technique for turbulent fluid flows. There, only the large scale motions of the flow are represented, i.e., the solution is projected on the space of large scale fluid motion. When applied to non-linear problems, coarse-grained approaches result in unclosed terms that need to be modeled statistically. In the LES example, the Navier-Stokes equation for an incompressible flow with homogeneous viscosity is

\[
\frac{\partial \xi_i}{\partial t} + \frac{\partial \xi_i \xi_j}{\partial x_j} + \frac{\partial p}{\partial x_i} - \nu \frac{\partial^2 \xi_i}{\partial x_i^2} = 0, \tag{2}
\]

where \( \xi_i \) is the \( i \)th velocity component, \( p \) is the pressure and \( \nu \) is the kinematic viscosity. When applying a spatial filter (\( \bar{} \)), the equation becomes

\[
\frac{\partial \bar{\xi}_i}{\partial t} + \frac{\partial \bar{\xi}_i \bar{\xi}_j}{\partial x_j} + \frac{\partial \bar{p}}{\partial x_i} - \nu \frac{\partial^2 \bar{\xi}_i}{\partial x_i^2} = \bar{\nu} \frac{\partial (\bar{\xi}_i \bar{\xi}_j - \bar{\xi}_i \bar{\xi}_j)}{\partial x_j}, \tag{3}
\]

where the right-hand-side is unclosed.

Given the true solution \( \xi \), a projection operator \( g \), and a projected solution \( \tilde{\xi} \), the ideal closure model is such that [21] [24]

\[
\frac{d\tilde{\xi}}{dt} = \left\langle g \left( \frac{d\xi}{dt} \right) \right\rangle_{g(\xi) = \tilde{\xi}}, \tag{4}
\]
where $\langle \cdot \rangle$ denotes an ensemble average and $\frac{d}{dt}$ is the time derivative. The computation of the unclosed terms can be done by directly sampling the high-dimensional space of $\xi$ conditioned on $g(\xi) = \bar{\xi}$. In the context of LES and other coarse-grained approaches [25], reconstructing $\bar{\xi}$ is called deconvolution modeling and has received significant attention since the late 90’s [26, Chap. 7]. Apart from a few notable exceptions [27, 29], most deconvolution-based closure methods approximate the unfiltered field and directly compute the unclosed terms. One approach is to approximate the filter with a truncated series of filtering operations [30]. The deconvolved field, supplemented by a stabilization term [31], can be used to model unclosed terms in the LES equations. For problems that can be solved in the Fourier space, a spectral extrapolation technique was also proposed [32] for the amplitude of unresolved wavenumber. The phases of the wavevectors are then arbitrarily set to match that of the unresolved vectors obtained from the non-linear term. An alternative popular approach consists in using a Taylor expansion to approximate the inverse of the filter operation [33–35]. A Tikhonov approach has been proposed for various applications [36, 37], where one finds $\bar{\xi}$ that minimizes $||\bar{\xi} - g(\xi)||^2$. Recently, it was also proposed to reconstruct the unresolved components using an iterative procedure that relies on the existence of an inertial manifold [38]. Finally, data-driven methods that take as the input a filtered field and output the deconvolved field have also been explored [39, 47].

While several methods have addressed the deconvolution problem, they suffer from one main deficiency: a single deconvolved field is generated for each convolved field. Instead, a low-dimensional input should map to many high-dimensional outputs, where the variance of the high-dimensional outputs should reflect the uncertainty in the upsampling step. In practice, a one-to-one mapping may be sufficient when the variance of $g(\xi) = \bar{\xi}$ is low, i.e. when $\bar{\xi}$ almost fully determined the state of the system, and $\bar{\xi}$ approaches a delta distribution. In fluid flows, this case may arise for small LES filter sizes, or in systems with low levels of turbulence. The ability to tackle cases where $\bar{\xi}$ does not have low variance could enable using LES with very large filter sizes and for large Reynolds number.

In this paper, an adversarial data-driven approach is proposed to sample conditional high-dimensional distributions. The method leverages generative adversarial networks (GANs) [48], which can theoretically sample from the distribution of any arbitrary dataset. However, GANs are notoriously difficult to train [49, 50], and the convergence of the training procedure is not guaranteed. Furthermore, conditioning a dataset on the value of continuous variables inevitably decreases the size of the pool of data available. To ensure that the samples generated are diverse enough to span the support of the target conditional distribution, the training procedure is augmented with an a priori estimate of the conditional moments of the conditional distribution. The new procedure is particularly useful in the case where the conditioning variables are continuous. The a priori estimates can be used 1) to evaluate whether the generated samples span the correct distribution, and 2) to regularize the training of the GAN. The rest of the paper is organized as follows. Section 2 discusses data-based approaches for sampling high-dimensional distributions and reviews the application of GANs to physics problems. The deficiencies of the training and evaluation procedure of GANs when sampling conditional high-dimensional distributions are highlighted. In Sec. 3 the algorithm proposed is described. The method is illustrated in Sec. 4 with the deconvolution problem applied to turbulent fluid flow data. It is shown that with the present procedure, many high-quality deconvolved fields can be obtained from a single convolved field. The results obtained with two different a priori estimation of conditional moments are shown and compared to state-of-the-art methods. Conclusions and perspectives are provided in Sec. 6.

2. Sampling unknown distributions with a data-based approach

The objective of the paper is to construct an ensemble of realizations $\xi_i$ that are consistent with a given observation $\bar{\xi}$, such that $g(\xi_i) = \bar{\xi}$. The proposed data-based algorithm to accomplish this assumes that one has access to a pool of realizations randomly sampled for the system of interest. This dataset is then used to sample unseen realizations.

2.1. Suitability of Markov Chain Monte Carlo

In addition to the aforementioned data-based deconvolution approaches [39, 47], several generic methods have been developed to address the same problem. One popular method is the Markov Chain Monte Carlo (MCMC) method [51]. In MCMC, a sequence of samples is constructed according to a rejection rule such that the ensemble of samples matches a target distribution [52, 54]. Because the samples are not independent, a significant proportion of them is not rejected, which is desirable for recovering high-dimensional PDFs. Nevertheless, MCMC requires the knowledge
of the shape of the distribution to sample, i.e., the PDF up to a proportionality constant. When one must sample an unknown distribution - as is the case for initial conditions of the atmosphere - the target PDF must be obtained via Bayesian inference. Given the data \( \mathcal{D} = \{ \xi_1, \ldots, \xi_n \} \), where \( \xi_i \in \mathbb{R}^N \), one can estimate

\[
P(\xi|\mathcal{D}) \propto P_{\text{likelihood}}(\mathcal{D}|\xi)P_{\text{prior}}(\xi),
\]

where \( P_{\text{likelihood}}(\cdot) \) is the likelihood, and \( P_{\text{prior}}(\cdot) \) is the prior. However, a reasonable likelihood is not easy to obtain in the case where the variables are correlated, such as for turbulent flow fields. Even in the case where a perfect likelihood could be obtained, a different PDF would have to be estimated for every observation \( \xi \). Furthermore, if these observations are continuous variables, then only one, if any, realization in the pool of data matches the particular observation. These difficulties make MCMC not suited for the goal of this paper.

### 2.2. Generative adversarial networks as a sampling tool

This work proposes to use GANs to perform the sampling operation. In GANs, a set of training data \( \mathcal{D} = \{ \xi_1, \ldots, \xi_n \} \) and a pair of neural networks are used to generate new samples that span the distribution of the training data. The first neural network is the generator \( G \), whose role is to generate these samples. The other neural network is the discriminator \( D \), whose role is to decide whether given data is real (i.e., coming from the training data) or fake (i.e., coming from the generator). This network outputs a scalar between 0 and 1, which reflects the probability that the input data is real. The generator and the discriminator compete during training until an equilibrium is reached. In the original version of GANs, the input of the generator is a random vector \( z \), whose dimension and distribution may be chosen arbitrarily. New samples can be generated by sampling different values of \( z \). Once converged, it can be shown that the generated samples span the same distribution as the training data \([48]\). Given \( m \) samples of \( G(z) \) and \( m \) samples from the training data, the discriminator is rewarded when it distinguishes synthetic samples from true samples. Its adversarial loss is

\[
\mathcal{L}_{\text{adv},D} = -\mathbb{E}_\xi (\log(1 - D(G(z)))) - \mathbb{E}_\xi (\log(D(\xi))),
\]

where \( \mathbb{E}_\xi \) denotes the expectation with respect to the distribution of \( z \) and \( \mathbb{E}_\xi \) denotes the expectation with respect to the distribution of \( \xi \). The generator is rewarded when it fools the discriminator, and its adversarial loss is

\[
\mathcal{L}_{\text{adv},G} = -\mathbb{E}_z (\log(D(G(z)))).
\]

In the end, the two networks play the minmax two-player game

\[
\min_G \max_D \mathcal{L}(D, G) = \mathbb{E}_\xi \log(D(\xi)) + \mathbb{E}_z \log(1 - D(G(z))).
\]

Originally, GANs were successfully applied for image generation techniques \([48,50,55,56]\) but have since been used in the physics community. For example, GANs were used to generate the solution to heat transport equation given arbitrary boundary conditions \([57]\) and to solve stochastic partial differential equations \([58]\). GANs were also able to generate realizations of turbulent flows with realistic spatial statistics despite never enforcing them explicitly \([59]\). Compared to other generative models \([60,61]\), the ability of GANs to generate high-quality realizations from the high-dimensional distributions underlying the training dataset makes them ideal to tackle the problem of interest here. In particular, the method used in this work leverages the conditional GANs (cGAN) \([62,63]\) which allows sampling from conditional distributions. For cGANs, the input to the generator is augmented with the value of the conditional variable.

#### 2.2.1. Evaluation of GANs and cGANs

Despite the remarkable abilities of GANs, the samples generated by GANs may not span the entire PDF of the training data \([49]\). In that case, the GAN is said to have entered a mode collapse, where the distribution of samples wrongly approaches a delta function. This issue has led many engineering applications to use GANs for the generation of single realizations. For the deconvolution problem, GANs have been used to generate a single deconvolved field \([47,64,65]\) and sometimes explicitly encourage the generated deconvolved field to exactly match the true deconvolved field \([66]\). In this context, evaluating a GAN is essential before deploying it, and several techniques have recently
emerged [67]. Many available methods rely on inferring some properties about the true distribution of the data to compare it to the generated data. For example, the Parzen window [68] or the coverage metric [69] approximate the shape of the distribution of the true samples. However, these methods fail if one decides to sample a conditional PDF where the conditional variables are continuous, as is the case in many physics-based applications. For any particular value of the conditioning variable, only one, if any, corresponding data point would be available in the training data, which would not be enough to approximate the true conditional distribution.

Another popular formulation is the Inception score [49] which relies on labeling the images (with discrete labels) using the pre-trained Inception network [70]. While this method could be used in a conditional or unconditional setting, it is not appropriate for physics problems. The Inception score evaluates the diversity of generated images with their labels predicted by the Inception network. These labels are names of objects which images were used to train the network, and may not correspond to the system of interest. Even in the case where one would train a different network to replace the Inception network for the specific system of interest, it is unclear what the output labels should be. Alternatively, the Fréchet Inception distance (FID) [71] approximates the moments of the feature distribution and was found to be successful at evaluating the diversity and quality of samples despite only approximating the first two moments. The work reported here shows how to extend the FID to continuous conditioning variables, i.e., how to compute the moments of a conditional PDF with continuous conditioning variables. Besides, both the Inception score and FID cannot disentangle quality and diversity. Here, it is shown how to quantify diversity alone.

2.2.2. Improving the diversity of samples

To ensure that the generated samples span the correct PDF (i.e., to combat the mode collapse), several methods have been proposed and can be categorized into four families: 1) increase the gradient of the generator with respect to the noise variable, 2) avoid vanishing gradients of the discriminator far from the training samples, 3) improve the training convergence properties, and 4) match the distribution of the training samples. The first family of methods often tries to increases the diversity of generated samples independently of the noise variables. For example, the similarity between generated samples can be used as a term in the loss function [63][72]. Other approaches explicitly include the gradient of the generator as part of the training loss function either indirectly [73] by ensuring that the generator is invertible, or directly [74][75] by estimating the gradient with each minibatch. While these methods have shown promising results in a variety of applications, they do not include a precise quantification of diversity. With the method introduced here, it is possible to estimate a priori the appropriate amount of diversity. Note that in Yang et al. [74], the authors attempt to include this information via a tunable parameter $\tau$ but leave open the question of systematically determining $\tau$. Using the method proposed here, it is possible to infer the appropriate value of $\tau$ from the training data. Instead of solely encouraging diversity, the proposed method also informs the cGAN of the spatial distribution of the diversity. For example, in the case of an image of a digit of the MNIST database, pixels at the corner of an image should be less diverse than the ones at the center. The proposed method will convey this information to the network so that diversity is only generated where needed.

The second family of methods (avoid vanishing gradients for the discriminator) received the most traction from Wasserstein GANs (WGAN) [76][77]. These methods could be combined with the present work and are left for future work. Similar to the first family of methods, WGANs do not include a quantitative measure of diversity. The third family of methods includes training procedures such as the unrollment of the generator [78]. Again, this technique could be combined with the present work and is left for future work. Finally, the fourth family of techniques explicitly attempts to ensure that the diversity of the generated samples matches that of the training samples. For example, in [79] the generator is inverted, and it is ensured that the mapping from the training data to the noise variable $z$ matches the prior distribution chosen for $z$. Alternatively, in the mini-batch discrimination technique [49], the discriminator sees multiple generated samples and compares them to the distribution of the training data to generate extra information and decide whether the generator entered a mode collapse. This family of techniques is appealing in the case of unconditional GANs or cGANs with discrete labels. For continuous conditioning variables, only one sample, if any, is available for a given conditioning value. The method proposed here alleviates the latter issue and could be categorized as part of the fourth family of methods. Using the estimates of conditional moments shown in this paper, an additional term in the loss function can be introduced to ensure that the generated samples span the correct conditional PDF. Similar methods were employed before, albeit in an unconditional setting [80].
3. Method

The core of the proposed method relies on the approximation of low-order moments of the target conditional distribution. Suppose that one wants to sample a random variable $\xi \in \mathbb{R}^N$ conditioned on some observed variable $g(\xi) = \tilde{\xi} \in \mathbb{R}^M$. Encouraging the low-order moments of the true conditional distribution to match the low-order moments of the samples generated helps ensure that the sampled elements span the true conditional PDF. To do this, one first needs to approximate the low-order moments $\mathbb{E}(\tilde{\xi}^p|g(\xi) = \tilde{\xi})$ from the true data, where $p$ is an integer corresponding to the desired moment. These quantities are then compared to the sample estimates of the low-order moments $\mathbb{E}(\tilde{\xi}^p|g(\xi) = \tilde{\xi})$, where $\tilde{\xi} \in \mathbb{R}^N$ denotes the sampled data.

For ease of notation, distributions of the type $\mathbb{E}(\tilde{\xi}^p|g(\xi) = \tilde{\xi})$ are simplified to $\mathbb{E}(\tilde{\xi}^p)$ throughout the remainder of this paper. Since other metrics that promote diversity were able to give satisfying results with only the first two moments of the target distribution [71, 81], it is chosen to use $p \in \{1, 2\}$. Since $\xi$ is a high-dimensional vector, the estimation of the full covariance matrix of $\xi$ may be intractable. Therefore, the variance of $\xi$ is approximated as a matrix made only of its diagonal entries. Mathematically, it can lead the entries of $\xi$ to vary independently of one another. However, the results reported in Sec. 4.6 suggest that the discriminator successfully inhibited this unphysical behavior. An interesting extension of this work could consist in investigating the effect of a non-diagonal covariance matrix for the regularization of the cGAN. For turbulent flow applications, a diagonal-by-block covariance matrix may be constructed using the integral length scale of the flow.

3.1. Estimate of conditional moments

The estimate of $\mathbb{E}(\tilde{\xi}^p)$ can be easily achieved if one can draw new samples of $\tilde{\xi}^p$. However, given a fixed training dataset, the estimation of these conditional moments is less straightforward. When the conditioning variable $\tilde{\xi}$ is continuous, it is almost certain that no two training data points share the value of $\tilde{\xi}$. In the deconvolution example, the larger the dimension of the convolved field, the more unlikely it is to find two deconvolved sharing the same convolved field. Therefore, the true conditional moments cannot be constructed with a simple Monte Carlo estimator. Instead, one may seek to construct an approximation of the conditional moments at $g(\xi) = \tilde{\xi}$ using observations at $g(\xi) \neq \tilde{\xi}$.

In order to estimate conditional moments, one can interpret $\mathbb{E}(\tilde{\xi}^p|g(\xi) = \tilde{\xi})$ as the function of the random variables $\tilde{\xi}$. Estimating the conditional moments can be achieved by finding the function

$$f: \mathbb{R}^M \rightarrow \mathbb{R}^N, \quad \tilde{\xi} \mapsto f(\tilde{\xi})$$

that solves the minimization problem

$$\arg\min_{f \in F \text{ s.t. } g(f) = \tilde{\xi}} ||f(\tilde{\xi}) - \tilde{\xi}^p||_2,$$  \hspace{1cm} (9)

where $||.||_2$ denotes the $L_2$ norm and $F$ denotes some function space of choice [82, Chap. 7].

Note that once the function $f$ is found, it can be applied to any conditional value $g(\xi) = \tilde{\xi}$. In other terms, once $f$ is found, one can estimate the conditional moments for any value of $\tilde{\xi}$.

3.2. Solving the optimization problem

In principle, any method can be used to obtain the function $f$. Two methods are compared in the paper and their performances are examined in Sec. 4.

3.2.1. Neural network-assisted estimation

The first method considered uses a neural network (NN) model with input $\tilde{\xi}$ and output $\tilde{\xi}$. The model is trained in a supervised manner to minimize the mean-square error (MSE) loss between $\tilde{\xi}$ and $\tilde{\xi}^p$. It can be shown that minimizing the $||\tilde{\xi} - \tilde{\xi}^p||_2^2$ is equivalent to minimizing the MSE of each variable, separately. The latter approach will be used in Sec. 3.2.2. To address the minimization problem in Eq. (9) different NN are trained with increasing complexity. In practice, one needs to start by choosing some architecture for the NN. A convolutional neural network employs a shared convolutional kernel of weights, making this architecture ideal for spatial data. Varying aspects of the network (e.g., number of layers, kernel size, etc.) changes the size and expressive capabilities of the network. The approximation to $f$
is chosen by increasing these hyperparameters until the final MSE loss stops decreasing and overfitting starts to be apparent (see Fig 2). For each value of $p$, a different NN must be constructed, and the architecture that best fits $p = 1$, may not best fit $p = 2$.
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Figure 2: Illustration of the procedure adopted for choosing an approximate solution of Eq. 9. For the NN-assisted estimation (top), one increases the number of layers until the mean square error (MSE) plateaus. For the stochastic estimation (bottom), one increases the number of terms in the functional basis until the MSE plateaus. The procedure is repeated for each value of $p$.

One can observe the similarity to existing deconvolution procedures that explicitly assign a single deconvolved output as a function of a certain convolved input [18, 39–41, 44–46]. In other terms, these methods actually estimate $\mathbb{E}(\xi|g(\xi) = \bar{\xi})$. In the case of low-turbulence intensity or if $M \sim N$, the generated output might look similar to individual realizations of $\xi$, but these methods will generate unreasonably smooth outputs in the case where $M << N$ and where the turbulence intensity is high.

The advantage of the NN-assisted estimation is the ease of implementation of this method given the availability of open-source libraries that perform the necessary operations. Additionally, it requires no assumptions about the function $f$ that one needs to learn. The disadvantage of the method is that it requires training many different networks and that an arbitrary choice for the baseline architecture of the layers must be made. Another negative aspect of the method is that the NN is used here as a black-box that approximates $f$, and is not easily interpretable.

### 3.2.2. Stochastic estimation

A second method is to choose some $q$-dimensional functional basis to build an expansion of the function $f(\bar{\xi})$. To identify the appropriate number of basis terms in the expansion, one can follow the same principles as the NN-assisted estimation (see Fig. 2). Here, one aims at approximating $f$ as

$$f_i(\bar{\xi}) = A_i + \sum_{j=1}^{q} B_{i,j} b_{i,j}(\bar{\xi}),$$  

where $f_i(\bar{\xi})$ is $i$th component of $f(\bar{\xi})$, $A_i, B_{i,j} \in \mathbb{R}$, and $b_{i,j}$ are elements of the functional basis $b_{i,j}: \mathbb{R}^M \rightarrow \mathbb{R}$. 


The coefficient $A$ can be found by requiring that $\mathbb{E}(f'(\xi)) = \mathbb{E}(\epsilon^p)'$, where $\mathbb{E}(\epsilon^p)'$ is the $i^{th}$ element of $\mathbb{E}(\epsilon^p)$. The coefficients $B^{ij}$ can be found by invoking the orthogonality principle \[82, 83\] which provides an algebraic expression for the coefficients. The coefficients $B^{ij}$ can be obtained by solving the linear system

$$
\begin{bmatrix}
\mathbb{E}(b_{i,j}(\xi)b_{i,k}(\xi))
\end{bmatrix}
\begin{bmatrix}
B_{i,j}
\end{bmatrix}
= \begin{bmatrix}
\mathbb{E}(b_{i,j}(\xi)\epsilon^p)
\end{bmatrix}.
$$

(11)

The first element in the left handside (LHS) of Eq. (11) is a $R^q \times R^q$ matrix, the second element on the LHS of Eq. (11) is $R^q \times 1$ vector and the right handside (RHS) is $R^q \times 1$ vector. Note that the coefficients are now expressed as unconditional expectations. One of the functional bases that have proven successful in other contexts is the stochastic estimation which uses a polynomial expansions of $\xi$ \[21, 83, 84\]. Here, polynomials made with entries of $\xi$ are used and the specific expression is provided Tab. 2. To reconstruct $f$, $N$ such systems must be solved - one for each component of $f(\xi)$ - and the procedure must be redone for each value of $p$. This procedure is therefore expensive but could be accelerated if one can assume some form of homogeneity in the flow field, as is common for turbulent flow problems. In this case, one may not need to solve a linear system for every component of the field. From a computational standpoint, since the stochastic estimation is applied independently for each HR pixel, the process can also be easily parallelized. Similar to the NN-assisted estimation, the elements of the basis must be expanded until $\|f(\xi) - \epsilon^p\|_2$ reaches convergence and stops decreasing. Compared to the NN-assisted estimation, the elements of the basis can be chosen to enforce certain physical constraints and reduce the risk of overfitting and allow interpretability of the result. In Sec. 4, it will be shown that one can use the spatial locality turbulent flow velocity to reduce the size of the functional basis.

Importantly, in either one of the methods, it is not possible to evaluate whether the actual optimal function $f$ has been found for any arbitrary functional space, and it is therefore not possible to know whether $\mathbb{E}(\epsilon^p)|g(\xi) = \tilde{\xi})$ is appropriately estimated. However, it is shown below that the samples generated via this technique are quantitatively more diverse than the ones generated by other methods. Furthermore, in Sec. 4, it is shown that the results of the NN-assisted estimation and the stochastic estimation are similar. Therefore, one can expect that a near-optimum of $f$ has been obtained.

### 3.3. Evaluation of the diversity of samples

Given estimates of the conditional moments of the training data, one can train the generated samples to match those moment estimates of the target conditional distribution. It is proposed to estimate the moments of the generated data with a Monte Carlo estimator and to compare the moments with the ones estimated in the a priori study. To quantify diversity, the mismatch between the a priori estimate of the field of standard deviation $\sigma(\xi\|\tilde{\xi})$ and the field of standard deviation of the generated samples $\sigma(\xi\|\tilde{\xi})$ is of primary interest. Here, $\sigma(\xi\|\tilde{\xi})$ denotes the standard deviation obtained over the values of $\xi$ and $\sigma(\xi\|\tilde{\xi})$ denotes the standard deviation obtained over the values of $\tilde{\xi}$. The norm of the difference between the aforementioned fields, rescaled by the a priori estimate can be interpreted as a percentage of mismatch between the a priori estimate of diversity and the generated diversity. The formal expression of the diversity metric is

$$
\mathbb{E}_\xi\left(\frac{\|\sigma(\xi\|\tilde{\xi}) - \sigma(\xi\|\tilde{\xi})\|_2}{\|\sigma(\xi\|\tilde{\xi})\|_2}\right),
$$

(12)

where $\mathbb{E}_\xi(.)$ denotes the expected value taken over the values of $\tilde{\xi}$.

### 3.4. Integration of the conditional moments in the training procedure

The main objective of the paper, drawing samples that span the support of high dimensional conditional distribution, can be achieved using the estimated conditional moments. Since the estimation can be done a priori, the moments can be used during the training procedure to encourage the generator to produce diverse samples. For example, it is proposed here to augment the loss function with a "diversity term" which detects and penalize mode collapse. Inspired by the Fréchet Inception Distance (FID) \[71\], $\xi$ is assumed to be a multivariate normal with a diagonal covariance matrix, and the loss function is augmented with a diversity loss that is the Fréchet distance between the generated
samples and the conditional moments of $\xi$. Under these assumptions, the diversity term for every $\bar{\xi}$ can be expressed as

$$L_{\text{div}} = \|E_{g}(\xi) - E_{q}(\xi)\|_2^2 + \sum_{j=1}^{N} E_{q}(\xi_{j}^2|\xi) - E_{g}(\xi_{j}^2|\xi) - 2\sqrt{E_{q}(\xi_{j}^2|\xi)E_{g}(\xi_{j}^2|\xi)}.$$  \hspace{1cm} (13)

The approach of moment matching has also been used in an unconditional setting to also fight mode collapse in other physics applications \[80\]. The diversity loss is used to augment the loss of the generator, but not of the discriminator, whose role is still to delineate between true and fake samples.

In practice, a mini-batch approach \[49\] is used to compute the expectations of the type $E_{g}(\cdot)$, where the generator samples $r$ elements conditioned on the same conditional variables. In this work, it was found that $r = 25$ gave satisfactory results. In Sec. [4] alternatives to the proposed diversity loss are explored.

3.5. **Enforcing $g(\xi) = \bar{\xi}$**

Finally, in order to ensure that the generated samples satisfy $g(\xi) = \bar{\xi}$, one can further augment the generator loss with a “content loss” which computes the discrepancy between $g(\xi)$ and $\bar{\xi}$. Here, the content loss is expressed as

$$L_{\text{content}} = E_{q}(\|g(\xi) - \bar{\xi}\|_2).$$ \hspace{1cm} (14)

The same approach to enforcing constraints was adopted in other works \[46, 65, 66, 86\]. The effect of the inclusion of physics constraints via a content loss is problem specific and is left for future work that will apply the method described in this paper. In the context of deconvolution, a processing technique has been proposed to exactly enforce a high-resolution image matches the low-resolution input \[87\], without using additional loss terms. For the particular problem of deconvolution of box-filtered field, this technique could also be investigated as future work. The constraint $g(\xi) = \bar{\xi}$ of the generated fields is verified a posteriori by computing

$$E_{g}(\frac{1}{||\bar{\xi}||_2}E_{\xi}(\|g(\xi) - \bar{\xi}\|_2)).$$ \hspace{1cm} (15)

Equation \[15\] can be interpreted as a relative mismatch between the targeted filtered field, and the filtered generated field.

To summarize, given a batch size $m$ (chosen here to be 20) which corresponds to the number of independent $\bar{\xi}$ parsed at each step, the discriminator is trained with $r \times m$ true samples and $r \times m$ fake generated samples. When the generator is trained, $m$ true samples of $\bar{\xi}$ are drawn and the generator generates $r$ samples for each $\bar{\xi}$. The discriminator attempts to recognize which ones of the $r \times m$ generated and true samples are fake. To train the generator, the $r \times m$ samples generated are used to compute the adversarial loss $L_{\text{adv},G}$ (Eq. \[7\]), the content loss (Eq. \[14\]) and the diversity loss (Eq. \[13\]).

With the addition of the content loss and the diversity loss to the adversarial loss, we have arrived at the final form of the generator loss $L_{G}$

$$L_{G} = \alpha L_{\text{content}} + \beta L_{\text{adv},G} + \gamma L_{\text{div}}.$$ \hspace{1cm} (16)

The coefficients ($\alpha, \beta, \gamma$) scale each term to ensure the proper balance between the three losses (see App. \[A\]). For this work, they were chosen to be $\alpha = 1$, $\beta = 0.01$, and $\gamma = 1$. To summarize, the adversarial loss is unchanged compared to traditional cGANs, the content loss verifies that the generated data is consistent with the low-resolution input. The estimated conditional moments are used only in the diversity loss. They ensure that the empirical moments of generated data match with the a priori estimate of the conditional moments. The overall arrangement of the networks and losses is schematically represented in Fig. [3].
Figure 3: Networks and losses flow. The new diversity loss is computed by sampling 25 SR fields for each LR-HR pair. The moments of the 25 SR fields (SR mean and SR STD in the figure) are compared to the estimated conditional moments (Estimated mean and Estimated STD in the figure).

4. Illustration: deconvolution of atmospheric data

In this section, the method is applied to the deconvolution of turbulent wind velocity data. The dataset considered is described in Sec. 4.1. In Sec. 4.2 the estimation of the conditional moments is performed, and it is emphasized how convergence of the estimates is assessed. The reader interested in the deconvolution implementation may skip to Sec. 4.3.

4.1. Dataset

The data was obtained from the National Renewable Energy Laboratory’s Wind Integration National Database (WIND) Toolkit [88], which contains easterly and northerly wind speeds at 100m height (a typical wind turbine hub height) over the continental United States for the years 2007-2013. The training dataset is comprised of approximately 38,000 random snapshots of 100 × 100 with a resolution of 10 km/pixel. This data is referred to as the high resolution (HR) dataset. The ground truth HR realizations, derived from NREL’s WIND Toolkit data, are noted \( \xi_{HR} \). A corresponding low resolution (LR) dataset was generated through a box filter that reduces the data size to 10 × 10 with a resolution of 100 km/pixel. For each LR snapshot \( \xi_{LR} \), the goal is to generate a distribution of plausible deconvolved or super-resolved (SR) snapshots \( \xi_{SR} \) that exhibit the correct conditional diversity. To simplify notations and visualization, an SR realization \( \xi_{SR} \) is decomposed as

\[
\xi_{SR} = \xi_{LR} + \xi_{SF},
\]

where \( \xi_{SR} \in \mathbb{R}^N \) is the SR realization, \( \xi_{LR} \in \mathbb{R}^N \) is upsampled to the HR dimension, and \( \xi_{SF} \in \mathbb{R}^N \) is the subfilter realization. The objective of the deconvolution is to sample realizations from the distribution

\[
d = (\xi_{SF}|g(\xi_{SF} + \xi_{LR}) = \xi_{LR}),
\]

where \( g \) is the box-filter operator with filter size \( \Delta = 10 \) pixel composed with a coarsening operation which downselects 1 in every 10 pixel in every direction. For ease of notations, \( d \) is written as \( (\xi_{SF}|\xi_{LR}) \). A typical snapshot of the dataset along with the LR and the true SF counterpart is shown in Fig. 4.
4.2. Estimation of conditional moments

In this section, the objective is to estimate the first two moments of the distribution shown in Eq. 18, i.e., to determine $E(\xi_{SF} | \xi_{LR})$ and $\sigma(\xi_{SF} | \xi_{LR})$, where $\sigma$ denotes the standard deviation of the distribution.

4.2.1. Neural-network-assisted estimation

First, the neural-network-assisted estimation is implemented. The architecture was chosen to follow the generator architecture of Ledig et al. [55] with a fully convolutional network with skip connections. The choice of that architecture is motivated by other observations that skip connections helped improve the quality of the generated images [44, 47]. To solve the minimization problem shown in Eq. 9, different versions of the NN are trained. Two parameters are varied: the number of residual blocks as well as the number of filters in each convolutional layers. The ratio between the number of filters and the number of residual blocks is arbitrarily held at 2. In total, five NN for each conditional moment are trained with a number of residual blocks in the set \{2, 8, 16, 32\} and the number of filters per convolutional layers in the set \{4, 16, 32, 64\}. Finer optimization procedures could be used at the cost of training a greater number of NN. Here it will be shown that even suboptimal estimations outperform state-of-the-art methods, and that differences in the conditional moments estimators lead to consistent results. The training set and the validation set are the same as the one presented in Sec. 4.1. The neural networks (training and evaluation) were implemented with the Tensorflow 2.0 library [89] and the training of each network took one day on a single graphical processing unit (GPU).

The training results are shown in Fig. 5. As expected, it can be seen that as the number of residual blocks and the number of filters increases, the accuracy of the estimator increases (MSE loss decreases). When the number of trainable parameters in the network becomes too large, overfitting of the training data can be observed and the MSE loss of the testing data stops decreasing. Except in the overfitting cases, convergence with the number of epochs is achieved. For
Table 1: Training results for the NN-assisted estimations.

| Model (# of blocks/# of filters/# of trainable parameters) | MSE $p = 1$ | MSE $p = 2$ |
|----------------------------------------------------------|-------------|-------------|
| Model 0 (2/4/8,468)                                      | 2.65        | 25.45       |
| Model 1 (8/16/20,392)                                    | 2.43        | 24.57       |
| Model 2 (16/32/69,632)                                   | 2.05        | 24.55       |
| Model 3 (32/64/366,448)                                  | 1.72        | 24.94       |
| Model 4 (64/128/2,527,568)                              | 1.70        | 26.27       |

$p = 1$ (first conditional moments), Model 3 achieved the best performances without leading to significant overfitting. The same networks were then retrained for $p = 2$ (second conditional moment) and in this case, Model 2 achieved the best predictions without overfitting. For $p = 2$, the training data was $(\xi_{SF} - \mathbb{E}_{est}(\xi_{SF}|\xi_{LR}))^2$, where $\mathbb{E}_{est}(\xi_{SF}|\xi_{LR})$ is the first moment estimate obtained from Model 3. The MSE loss for both moments and all the models are summarized in Tab. 1.

4.2.2. Stochastic estimation

Next, the estimation of the conditional moments is performed using stochastic estimation. Here, no assumption of homogeneity is used, which means that the function that approximates the first and second conditional moments differs for each HR pixel. At every pixel, the function to find is chosen to be a polynomial of the conditional data (the LR field). Note that even though the dimensionality of the (not upsampled) LR field is 100 times lower than the HR field, it is still high (200) making intractable the stochastic estimation with a naive polynomial expansion. For instance, a naive polynomial expansion of order 2 – which was found necessary here (see App. B) – would contain 20300 terms which would require inverting a $20300 \times 20300$ matrix. Instead, one can leverage the spatial locality of turbulence to reduce the number of terms in the polynomial expansion.

Figure 6: Left: stencil used around each HR pixel to deduce an estimate of conditional moments. The fine grid represents the HR pixels. The coarse grid represents the LR pixels. The moments of the SF velocity of each HR pixel within each LR pixel are obtained as a function of LR pixels in two neighborhood layers (N1-C1 cells and N2-C2 cells). Right: convergence of MSE for $p = 1$ (—) and $p = 2$ (—) plotted against the number of terms in the polynomial approximation. To ease visualization, the MSE is rescaled against the one obtained with the least amount of terms (Model 0). The the average absolute value of conditional moment error per pixel of each model compared to the most complex model.

A stencil composed of the 5 × 5 grid of the conditional variable (the LR image) is used to perform the stochastic estimation at each HR pixel. The stencil is centered on the LR pixel $N_0$ that contains the HR pixel (see Fig. 6). A Neumann boundary condition (zero-gradient) is used for the boundary pixels. The stochastic estimation is performed with 15 different models for which the size of the functional basis increases. The polynomials used in each model along with the MSE error for each moment are shown in Tab. 2. In the table, the einstein notation is used and $U^{(j)}_{XX}$ denotes the $j^{th}$ velocity component of the $i^{th}$ $XX$ LR pixel of the stencil, where $XX \in \{N0, N1, C1, N2, C2\}$ and $j \in \{1, 2\}$. The notation $U^{(j)}_{X1,adj}$ refers to the LR pixel adjacent to the $X1$ LR pixel within the immediate neighborhood of $N0$ in the clockwise direction. The notation $U^{(j)}_{X1,opp}$ refers to the LR pixel symmetric to the $X1$ LR pixel with respect to the $N0$
with the NN-assisted estimation, however the MSE for this did not exhibit a jagged structure at the edge of the LR pixels. This structure is not a numerical artifact of a suboptimal choice for the second conditional moments of the subfilter component depend on the spatial gradients at the LR resolution. This observation is unsurprising as many subgrid-scale models (SGS) have been successful while using spatial gradients of the filtered field \( \sigma_0 \). Such sanity checks can only be performed with the stochastic estimation since the polynomial basis is more easily interpretable than with the NN-assisted estimation.

For models more complex than Model 13, it can be observed that the MSE for \( p = 2 \) starts to increase, which suggests that Model 13 can be considered at the optimum of Eq. \( 10 \). The MSE for \( p = 1 \) closely match that obtained with the NN-assisted estimation, however the MSE for \( p = 2 \) is significantly larger (see Tab. 1 for comparison). This difference between both approaches is used hereafter to assess the effect of a suboptimal choice for the second conditional moments. The deconvolution will also be done with Model 7 to assess the effect of a suboptimal choice for the first and second moments.

The conditional moments obtained with stochastic estimation using a 53 terms model and a 261 terms model are shown in Fig. 7. The moments correspond to the same snapshot as the one shown in Fig. 4. Visually, all moments exhibit similar features, despite leading to significant differences in the MSE. The conditional mean of \( \xi_{SF} \) is reasonably close to the true \( \xi_{SF} \), and the SF energy is largest near shear layers, i.e., regions where turbulence intensity may be large. Likewise the conditional standard deviation of \( \xi_{SF} \) is the largest in regions of sharp gradients, which corresponds to the physical intuition. For the same LR field, there exist many SF configurations in high-turbulence intensity regions. The moments of \( \xi_{SF} \) also exhibit a jagged structure at the edge of the LR pixels. This structure is not a numerical artifact but is due to the nature of the filter used. The patterns observed are in agreement with the contour of the true \( \xi_{SF} \) (Fig. 4 right).

### 4.3. Deconvolution network

The deconvolution (or super-resolution) network architecture is based on the approach from Stengel, et al. [47] that is capable of performing single-field super-resolution of wind and solar climate data. The generator network \( G(\cdot) \) is fully convolutional and uses \( 3 \times 3 \) convolutional kernels with ReLU activations. A preprocessing layer expands the LR input tensor (not upsampled) with two input channels (corresponding to the easterly and northerly wind velocities) to 56 channels and appends a random tensor \( z \) (drawn uniformly from the interval \([-1, 1]\)) resulting in a tensor with 64 data channels. Next, sixteen residual blocks with skip connections process and prepare the data to be enhanced.

| Model (number of terms) | Terms | MSE \( p = 1 \) | MSE \( p = 2 \) |
|-------------------------|-------|-----------------|-----------------|
| Model 0 (2 terms)       | \( [U^0_{N_0}] \) | 2.78 | 73.83 |
| Model 1 (4 terms)       | Model 0 + \( [U^0_{N_0} \cdot \cdot] \) | 2.77 | 72.54 |
| Model 2 (5 terms)       | Model 1 + \( [U^0_{N_0} \cdot \cdot(2)] \) | 2.76 | 72.03 |
| Model 3 (13 terms)      | Model 2 + \( [U^0_{N_1}] \) | 2.14 | 46.2 |
| Model 4 (21 terms)      | Model 3 + \( [U^0_{C_2}] \) | 2.05 | 42.66 |
| Model 5 (37 terms)      | Model 4 + \( [U^0_{N_0} \cdot \cdot] \) | 1.98 | 39.11 |
| Model 6 (53 terms)      | Model 5 + \( [U^0_{N_0} \cdot \cdot] \) | 1.94 | 37.54 |
| Model 7 (77 terms)      | Model 6 + \( [U^0_{N_2}] \) | 1.84 | 34.77 |
| Model 8 (85 terms)      | Model 7 + \( [U^0_{C_2}] \) | 1.83 | 34.37 |
| Model 9 (133 terms)     | Model 8 + \( [U^0_{N_0} \cdot \cdot] \) | 1.78 | 32.97 |
| Model 10 (149 terms)    | Model 9 + \( [U^0_{N_0} \cdot \cdot] \) | 1.77 | 32.78 |
| Model 11 (173 terms)    | Model 10 + \( [U^0_{N_0} \cdot \cdot(2)] \) | 1.76 | 32.41 |
| Model 12 (197 terms)    | Model 11 + \( [U^0_{N_0} \cdot \cdot] \) | 1.75 | 32.30 |
| Model 13 (261 terms)    | Model 12 + \( [U^0_{N_0} \cdot \cdot(2)] \) | 1.72 | 32.06 |
| Model 14 (293 terms)    | Model 13 + \( [U^0_{N_0} \cdot \cdot] \) | 1.72 | 32.11 |
Super-resolution blocks increase the spatial resolution data using depth-to-space steps. The discriminator network $D(\cdot)$ is comprised of eight convolutional layers with leaky ReLU activations and two fully connected layers. The generator network loss function contains three terms: (i) a content loss, (ii) an adversarial loss, and (iii) a diversity loss as shown in Eq. 16.

Following the method outlined in Stengel et al. [47], a balance is maintained between the performances of the generator and the discriminator. If the generator (respectively the discriminator) outperforms the discriminator (respectively the generator) - performance is measured with the value of the adversarial loss function - multiple training iterations are performed for the discriminator (respectively the generator) without updating the generator (respectively the discriminator).

The implementation of the super-resolution network and the codes used for the moment estimation are made available in a companion repository (http://github.com/NREL/diversity_SR).

4.4. Alternative diversity losses

The proposed diversity loss (Eq. 13) is compared to other approaches that also leverage an additional loss term to enforce conditional statistics.
First, the most naive diversity loss (referred to as “Generator Similarity”) is implemented. For each $\xi_{LR}$, one also draws a minibatch of $\xi_{SR}$ fields and penalizes low variance of the minibatch. This is an attempt to generate as much diversity as possible, irrespective of the spatial distribution of diversity or the amount of diversity already present. This approach is also presumably sensitive to the batch of data. If in the batch of data, the fields have a relatively low turbulence intensity, it may not be possible to generate diverse fields. In turn, if the fields have a relatively high turbulence intensity, the generated data should be more diverse. However, this loss will equally penalize the lack of diversity by the same amount. The Generator Similarity loss is expressed as:

$$\mathcal{L}_{\text{div,GS}} = \mathbb{E}_{\xi_{LR}}[-\sigma(\xi_{SR}|\xi_{LR})].$$

(19)

For the Generator Similarity technique, it was found that $\gamma > 0.01$ in Eq. [16] led to instabilities during training. Therefore, $\gamma$ was set to 0.01 to promote as much diversity as possible.

Second, the approach of Yang et al. [74] (referred to as “DSGAN”) is implemented. It attempts to increase the gradient of the generator with respect to the noise variable, and takes the form:

$$\mathcal{L}_{\text{div,DSGAN}} = -\mathbb{E}_{\xi_{LR}}\left[\mathbb{E}_{z_1, z_2} \min \left( \frac{||\xi_{SR}(\xi_{LR}, z_1) - \xi_{SR}(\xi_{LR}, z_2)||}{||z_1 - z_2||}, \tau \right) \right],$$

(20)

where $z_1$ and $z_2$ are two different noise variable values, $\tau$ is a tunable parameter that limits the amount of diversity. In Yang et al. [74] $\tau$ is a hyperparameter that should be set a priori. Here, $\tau$ is dynamically set to $||\sigma(x_{SR}|x_{LR})||_2/||\sigma(z)||_2$. Therefore, it is attempted to set a level of diversity that is consistent with Eq. [17] but that does not take into account the spatial distribution of diversity. Consistently with Yang et al. [74], $\gamma = 8$. Similar to the Generator Similarity, it was attempted to increase the value of $\gamma$. While diversity increased, the quality of the samples significantly decreased as the generated samples exhibited strong small scale fluctuations.

4.5. Alternative deconvolution methods

For comparison to other popular deconvolution methods used for turbulent flows, the iterative approximate deconvolution method (ADM) [30, 31, 91] and the Taylor series-based deconvolution method [33, 34] are implemented. Note that ADM relies on the iterative convolution of the convolved fields to reconstruct an approximate of the deconvolved field. Formally, ADM the deconvolved field is approximated as the following truncated sum

$$\xi \approx \tilde{\xi} + \sum_{i=1}^{n} (I - g)^i \tilde{\xi},$$

(21)

where $g(\xi) = \tilde{\xi}$, $g$ is the filter composed with the coarsening operator, and $n$ is the number of terms in the truncated sum. Consistently with Stolz et al. [30], $n = 5$ is chosen for the iterative procedure. In the deconvolution problem tackled here, since $g(g(\xi)) = g(\xi)$, the ADM procedure is unsuccessful. The dependence of the ADM procedure with the type of filter used has been investigated elsewhere [22]. For the sole purpose of comparison with ADM, an alternative filtered field obtained with a Gaussian filter is constructed, and no coarsening is applied. The Gaussian filter about the point $(x_0, y_0)$ is

$$G(x_0, y_0) = \frac{6}{\pi\Delta^2} \exp(-\frac{6|\Delta|^2}{\Delta^2}) \exp(-\frac{6|y-y_0|^2}{\Delta^2}),$$

(22)

where $\Delta$ is the filter size.

The Taylor expansion-based deconvolution is also implemented in the case of a Gaussian filter. The deconvolved field can be expressed as a truncated sum. The derivation of such approaches has been described elsewhere [26] Chap. 2 and Chap. 7. Here the sum is truncated after the first term and leads

$$\xi \approx \tilde{\xi} - \frac{\Delta^2}{24} \nabla^2 \tilde{\xi}.$$

(23)

For both deconvolution methods, a single deconvolved field can be generated from a single convolved field. Therefore the diversity of the deconvolved fields cannot be compared to the proposed method. For the ADM and the Taylor-based deconvolution methods, only the quality of the samples will be assessed in Sec. 4.6.
4.6. Results

4.6.1. Qualitative assessment of sample quality

The quality of the generated samples is first assessed by visual examination of the generated samples for one LR field of the validation dataset. Figure 8 shows an example of LR, HR, and deconvolved (or SR) snapshots obtained with different methods. First, by comparing GAN based approaches (top of Fig. 8) to inverse filter approximations (bottom of Fig. 8), GANs can generate higher fidelity samples and produce high-gradients in the SR fields. By contrast, the ADM and Taylor expansion approaches tend to smear large gradients. Samples generated by all GAN-based approaches are indistinguishable from the HR fields.

Figure 8: Top: contour of easterly velocity. From left to right: (i) LR field, (ii) field generated with DSGAN, (iii) field generated with the proposed method using SE performed with Model 6 (see Tab. 2 for the conditional moments, (iv) field generated with the proposed method using SE performed with Model 13 (see Tab. 2 for the conditional moments, field generated with the Generator Similarity loss, (v) field generated with the proposed method using NN with Model 2 (see Tab. 1 for \( p = 1 \) and Model 3 for \( p = 2 \), (vi) the true HR field. Bottom: contour of easterly velocity. From left to right: (i) HR field filtered with a Gaussian filter, (ii) field generated with iterative deconvolution (ADM), (iii) field generated with a Taylor expansion approximated deconvolution, (iv) the true HR field. proposed method using SE performed with Model 6 (see Tab. 2 for the conditional moments, (iv) field generated with the proposed method using SE performed with Model 13 (see Tab. 2 for the conditional moments, field generated with the Generator Similarity loss, (v) field generated with the proposed method using NN with Model 2 (see Tab. 1 for \( p = 1 \) and Model 3 for \( p = 2 \), (vi) the true HR field.

The statistics of the velocity fields plotted in Fig. 9 lead to similar conclusions. The statistics were obtained from the validation dataset. While most GAN-based approaches give an energy spectrum indistinguishable from the HR energy spectrum (left of Fig. 9), the ADM and Taylor expansion approaches underestimate the energy of the small scales. The PDF of the longitudinal velocity gradient \( \zeta = \partial U / \langle \partial U / \rangle \) is shown in Fig. 9 (right). All methods are reasonably close to the statistics of gradients of the training data. Overall, the new diversity loss does not appear to impact the quality of the generated samples. For the ADM and Taylor expansion methods, the probability of large gradients is slightly underestimated which confirms the visual observation. To better distinguish between the different GAN models, the dissipation spectrum (bottom left) and the PDF of the subfilter easterly velocity (bottom right) are also shown. While all GAN models reasonably approximate the HR, compared to DSGAN and Generator similarity, the models introduced tend to slightly underestimate the dissipation spectrum and the tails of the subfilter PDF. This observation can be explained by the fact that the quality of the samples slightly decreased in favor of added diversity. It is in line with the results presented in Tab. 3.

4.6.2. Qualitative assessment of sample diversity

The diversity of the generated samples is first assessed via visual examination of Fig. 10. For each model, a random vector \( \mathbf{z} \) is fed to the input of the generator on top of the LR field. It can be observed that for the methods that match a priori estimated moments, diverse velocity fields are generated (first three rows of Fig. 10). The variations between the fields are mostly localized near shear layers and in regions of energetic small scales (local high levels of turbulence). In contrast, for the DSGAN method (fourth row of Fig. 10) and the Generator Similarity method (sixth row of Fig. 10), little diversity can be observed.
Conditional standard deviations of the generated samples, conditioned on the LR data are shown in Fig. 11. It can be seen that the conditional diversity of samples generated with the Generator Similarity and DSGAN are much smaller than the a priori estimate of the diversity. In contrast, for the methods proposed, the amount of diversity between the generated fields and the a priori estimate is similar. Additionally, a large amount of diversity is generated in regions of large shear layers. It can also be observed that the generated fields exhibit diversity where none is predicted by the a priori estimate. Since this effect is most pronounced for the stochastic estimates of the conditional moments, it is postulated that the difference in the distribution of diversity is due to the estimate of the conditional moments used in the diversity loss.

4.6.3. Quantitative comparison of models

The qualitative observations, along with other properties of the generated fields are assessed quantitatively in this section. The statistics shown in Table 3 are obtained from the validation dataset (not shown during the training). When applicable, the uncertainty ranges correspond to the statistical uncertainty when computing expected values of the type $E[\xi]$. To assess the level of diversity in the samples, the diversity metric (Eq. 12) is computed for all the models except ADM and Taylor expansion, which produce a single output. The a priori estimate of the moments is taken to be obtained from Model 2 of the NN-assisted estimation method (see Sec. 4.2.1). The best performances for diversity are achieved for the three models proposed (highlighted in bold in Tab. 3). Interestingly, although the model implemented with
stochastic estimation used suboptimal estimates of the conditional moments, they still achieved a better performance than DSGAN and the Generator Similarity technique. This suggests, that even suboptimal estimates of the first and second conditional moments still produce reasonable results.

For the evaluation of the quality of samples, a pointwise comparison between the generated samples and the HR samples is not appropriate. Since the objective is to generate all the possible \( \xi \) that map to \( \bar{\xi} \), it is not expected that...
The estimation of the conditional moments can be done via the Fréchet distance. An issue of the FID is that it assesses at the same time diversity and quality of the samples. To disentangle quality and diversity, precision and recall scores were developed [93, 94]. The precision, via the FID score [93] is evaluated by estimating how much of the generated data is part of the support of the true data. This estimation is also performed using the Inception network so that the support of the true and generated distribution are estimated based on the features of the data.

Since the Inception network was trained to process images, the wind data must be transformed into RGB data to compute the FID and $F_{1/8}$ scores. The easterly velocity $U^{(1)}$ and northerly velocities $U^{(2)}$ are transformed into two sets of grey scales images where pixels values are integers rescaled between 0 and 255. The FID and $F_{1/8}$ scores are then computed separately for each velocity component, and the results are shown in the last two columns of Tab. 3. The models with the least amount of diversity generate the images with the highest precision. Although the models proposed do not generate data with the highest precision, they do maintain high-fidelity spatial statistics and are the only ones to provide a good compromise between precision and diversity.

Finally, the mismatch between the filtered generated field $g(\xi)$ and the target filtered field $\bar{\xi}$ is quantified using Eq. (1) and the results are shown in Tab. 3(first column). While small deviations may be observed (at most 7.61\% of $\|\bar{\xi}\|_2$), the generated data is consistent with $\bar{\xi}$ for all the methods. This result suggests that the content loss is a reasonable technique to enforce $g(\hat{\xi}) = \bar{\xi}$.

### 5. Advantages and disadvantages

The method presented here can be used for any type of data as long as the conditional moments vary smoothly with the conditional variables. In particular, nothing prevents the same method to be used with data that is not structured. The estimation of the conditional moments can be done offline and does not impact the main computational cost which is the training process. This means that more advanced and costly techniques for the estimation of the conditional moments could be used while only marginally affecting the overall cost. For ease of implementation, the conditional moments were all precomputed and stored as part of a new dataset. In terms of memory requirements, the new diversity loss requires a dataset about three times larger: each training sample is associated with two additional fields (the first and the second moments). In the future, a more efficient approach could be developed where instead of storing the conditional moments, one could call the polynomial functions (in the stochastic estimation cases) or the external neural network (in the case of neural network-assisted estimation) to compute estimated moments on-the-fly. It was observed that the new diversity loss led to faster training than DSGAN and Generator Similarity techniques (about 1.5 times faster per epoch). This finding is in line with the work of Wu et al. [80] where enforcing statistics for the generated data led to faster and more stable training. Finally, it can be expected that quality of the samples does not strongly depend on the filter size used. For example, non-conditional GANs are able to generate high-quality samples without

| Model               | Consistency metric [%] | Diversity Metric [%] | FID $U^{(1)} / FID U^{(2)}$ | F $1/8 U^{(1)} / F 1/8 U^{(2)}$ |
|---------------------|------------------------|----------------------|------------------------------|---------------------------------|
| DSGAN               | 4.40 ± 0.02            | 89 ± 1               | 53.15 / 51.43                | 0.955 / 0.955                   |
| Generator Similarity| 4.39 ± 0.02            | 88 ± 1               | 51.08 / 53.00                | 0.975 / 0.944                   |
| SE Model 6          | 7.61 ± 0.05            | 62 ± 1               | 96.39 / 111.31               | 0.605 / 0.543                   |
| SE Model 13         | 7.23 ± 0.05            | 61 ± 2               | 100.35 / 100.92              | 0.574 / 0.589                   |
| NN Model 2,3        | 6.10 ± 0.04            | 43 ± 1               | 103.77 / 113.99              | 0.578 / 0.533                   |
| ADM n=5             | 0.78 ± 0.02            | NA                  | 201.63 / 188.80              | 0.017 / 0.108                   |
| Taylor n=2          | 2.55 ± 0.07            | NA                  | 222.80 / 208.45              | 0.024 / 0.116                   |

all the generated samples will be close to the HR observation. Instead, several metrics have been suggested in the image processing community, and are commonly used for the evaluation of samples generated by GANs. Here, the Fréchet Inception distance (FID) [71] and the $F_{1/8}$ score [93] are implemented and are briefly described. For the FID, the images generated are processed by one of the layers of the Inception network [70] to obtain a latent representation of the images. The distributions of the latent space variables between the true data and the generated data are compared via the Fréchet distance. An issue of the FID is that it assesses at the same time diversity and quality of the samples. To disentangle quality and diversity, precision and recall scores were developed [93, 94].
conditioning on any input \[^{[48]}\]. In addition, it was found in a separate study that super-resolution could be achieved for atmospheric flows with filter size five times larger than the one considered here \[^{[47]}\].

The main shortcoming of the formulation is the assumption that the covariance matrix of the unresolved data can be considered diagonal. From the results obtained, it appears that the discriminator successfully compensated for the approximation and it was still possible to generate high-quality results. Additionally, a finer description of the distribution can be implemented by assuming the covariance matrix to be diagonal-by-block. In that case, more moments would need to be computed during a priori analysis. A second issue in the method is that there is no guarantee that an optimal estimate of the conditional moments has been found. To the authors’ knowledge, the only way to minimize the estimate error is to gradually increase the complexity of the conditional moment estimator until no more improvement is observed. Albeit costly, this approach was shown to be tractable even in the case of high-dimensional \(\xi\) and \(\bar{\xi}\).

6. Conclusions

In this work, it was demonstrated how an adversarial approach can be used to sample conditional high-dimensional distributions, which is critical in many physics problems. When continuous conditioning variables are used, even if no two samples share the same conditioning variable value, conditional moments can be estimated. Conditional generative models can be evaluated against the estimated conditional moments. It is also shown that by incorporating conditional moments as part of the loss function, it is possible to improve the diversity of the generated samples.

The method was demonstrated for the deconvolution of turbulent atmospheric flow data. GAN-based methods produced significantly higher fidelity samples than other methods. The method proposed here only marginally decreased the quality of the generated samples while significantly increasing their diversity. In particular, no matter the method used for the estimation of conditional moments, the diversity of the generated samples was found to be larger than other methods which encourage diversity without telling the generator where diversity should be generated. Finally, it was found that all the methods investigated, generated deconvolved fields consistent with their convolved counterparts.

Several improvements could be explored as future work. The conditional moments are affected by modeling and statistical uncertainty. Including these uncertainties in the loss function would avoid forcing the generation of diverse samples solely because of errors in the moment estimation. For the wind data super-resolution, the moments of pixel values were evaluated but the training could be accelerated by first conducting a modal decomposition of the samples and computing the conditional moments of a reduced number of modes. Additionally, the conditional moments are obtained with neural net architecture or a functional basis that is deemed best for all the snapshots. Different neural net architecture or functional basis may likely be adequate for different snapshots. Therefore, it could be advantageous to first separate the data into different classes and then compute a different model for each class. Furthermore, the main assumption of a Gaussian field with a diagonal covariance matrix could be relaxed with a diagonal-by-block covariance matrix.

As future work, it will be useful to investigate how transferable are the learned moments. In a practical implementation, the conditional moments will likely be learned with data gathered on a surrogate of the real device. The moments may need to be adapted to take advantage, for example, of scale similarity between the real and the surrogate device.
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Appendix

A. Loss balancing

The coefficients $\alpha$, $\beta$ and $\gamma$ control the relative importance of each term in the global loss function, and dictate what is the primary focus of the GAN. For example, if $\alpha$ is too small, the box-filtered super-resolved fields will depart from the input $\xi_{LR}$. Here, an equal importance for the content, adversarial and diversity losses is desired. Therefore, each term should be appropriately balanced so that it equally affects the global loss function. In other studies, loss balancing was found to be critical for GANs in a variety of contexts [47, 95]. The rationale adopted here is to ensure that throughout the training procedure, the content, adversarial and diversity losses magnitudes should be not be negligible. We have experimented with different set of weights and eventually selected the set described in Sec. 3.5. The contribution of each term is plotted in Fig. 12 for the generator trained with neural network assisted moment estimation. It can be seen that while the magnitude of each term varies throughout the training process, no one loss contributes negligibly, thereby ensuring proper balance. Without loss balancing, the adversarial loss would dominate the generator loss which would lead to a lack of consistency with $\xi_{LR}$ or a lack of diversity.

B. Advantage of quadratic stochastic estimation

Using linear stochastic estimation (LSE), the conditional moment estimation was performed using the first neighborhood and the second neighborhood of each LR pixel (see Fig. 6). The result of the LSE should be compared to Model 6 and Model 13 (see Tab. 2), which are the best models found with a quadratic stochastic estimation that use the first and second neighborhood. The results are shown in Tab. 3. It can be observed that the LSE is outperformed by the quadratic approximation in both cases. Therefore, to get closer to the neural network assisted estimation, a LSE alone would require using larger stencil neighborhood, thereby risking overfitting the polynomial expansion. However, it can be expected that even a suboptimal LSE will provide reasonable enough moment estimates to outperform DSGAN and Generator similarity. As shown in Tab. 3 in the manuscript, Model 6, which as accurate as LSE using both stencil neighborhoods, already generates reasonably good diversity.
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