THE MIXED MOCK MODULARITY OF A NEW GENERALIZATION OF
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RELATED TO THE ANDREWS–GORDON IDENTITIES
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Abstract. In this paper we resolve a question of Bringmann, Lovejoy, and Rolen. We obtain
an expression for a family of Hecke–Appell-type sums of Bringmann, Lovejoy, and Rolen in terms
of mixed mock modular forms; that is, we express the sum in terms of Appell functions and
theta functions. These Hecke–Appell-type sums appear from considering the special polynomials
related to generating functions for the partitions occurring in Gordon’s generalization of the Rogers–
Ramanujan identities.

1. Introduction and Statement of the Main Results

Let \( q \) be a nonzero complex number with \(|q| < 1\). We recall the \( q \)-Pochhammer notation, defined
by
\[
(x)_n = (x; q)_{n} := \prod_{i=0}^{n-1} (1 - q^i x), \quad (x)_{\infty} = (x; q)_{\infty} := \prod_{i \geq 0} (1 - q^i x)
\]
along with the Gaussian polynomials:
\[
\binom{n}{k}_q := \begin{cases} 
\frac{(q)_n}{(q)_k(q)_{n-k}}, & 0 \leq k \leq n \\
0, & \text{otherwise.}
\end{cases}
\]

We begin by introducing the special polynomials \( H_n(t, m; b; q) \) for \( t \in \mathbb{N}, 1 \leq m \leq t, b \in \{0, 1\} \)
according to the [1]:
\[
H_n(t, m; b; q) := \sum_{n=n_1 \geq \cdots \geq n_1 \geq 0} \prod_{j=1}^{t-1} q^{n_j^2 + (1-b)n_j} \left[ n_{j+1} - n_j - bj + \sum_{r=1}^{j} (2n_r + \chi_{m>r}) \right]_q.
\]

Here we use the usual characteristic function \( \chi_A \), defined to be 1 if \( A \) is true and 0 otherwise.
These polynomials are related to generating functions for the partitions occurring in Gordon’s gen-
eralization of the Rogers–Ramanujan identities [9]. To describe it let \( G_{k,i,i',L}(q) \) be the generating
function for partitions of the form:
\[
\sum_{j=1}^{L-1} jf_j,
\]
with frequency conditions \( f_1 \leq i - 1, f_{L-1} \leq i' - 1, f_i + f_{i+1} \leq k \) for \( 1 \leq k \leq L - 2 \). These
conditions are a finitization of the conditions in Gordon partition identity [9, Theorem 3]. In this
way Andrews’s analytic identity [9, Theorem 4] appears to be a limiting case of some polynomial
identities.
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By making some changes of variables and comparing with \cite{9} Theorem 5, it can be shown that
\[ H_n(t, m; b; q^{-1}) = q^{(t-1)bn-2(t-1)(n+1)/2} G_{t-1, m, t, 2n-b+1}(q). \]

In this paper we will study the following function found in a recent paper of Bringmann, Lovejoy, and Rolen \cite{1}.

**Definition 1.1.** For \( x \in \mathbb{C} \setminus \{0\} \) and \( 1 \leq m \leq t \) we define
\[ U^{(m)}_t(x; q) := \sum_{n=0}^{\infty} q^n (-x)_n (-q/x)_n H_n(t, m; 0; q) \]

As stated in \cite{1} Section 4, one can use Bailey pair methods to find the following Hecke–Appell-type series.

**Theorem 1.2.** \cite{1} Section 4, Question 3] We have
\[
U^{(m)}_t(-x; q) = \frac{(x)_\infty (q^2)_\infty}{(q^2)_\infty} \left( \sum_{r,s,u \geq 0 \atop r \equiv s \pmod{2}} + \sum_{r,s,u < 0 \atop r \equiv s \pmod{2}} \right) \left( \frac{(-1)^{r-s} x^n q^{s_2 + \frac{d+3}{4} r s + \frac{s^2}{4} + \frac{d+3-2m}{4} r + \frac{1+2m}{2} r + \frac{r+s+u}{2}}}{1 - xq^{\frac{s^2}{2}}} \right).
\]

where the second identity holds for \( |q| < |x| < 1 \).

The function \( U^{(m)}_t(x; q) \) is similar to the function \( U^{(m)}_l(x; q) \) studied by Hikami and Lovejoy \cite{4} and Mortenson and Zwegers \cite{8}. In \cite{4}, one finds that \( U^{(m)}_l(-1; q) \) are vector-valued quantum modular forms which are in a sense dual to a certain generalization of the Kontsevich-Zagier function. Hikami and Lovejoy \cite{4} also expressed \( U^{(m)}_l(x; q) \) in terms of a family of Hecke–Appell-type sums analogous to Theorem 1.2 see \cite{4} Theorem 5.6]. Hikami and Lovejoy also asked what kind of modular behavior is expressed by the Hecke–Appell-type sum. Motivated by work of Hikami and Lovejoy, Bringmann, Lovejoy, and Rolen \cite{1} Section 4 posed the following three questions:

1. What sort of modular behavior is implied by the Hecke–Appell-type sum in Theorem 1.2?
2. Are the functions \( U^{(m)}_l(-1; q) \) quantum modular forms?
3. Are the functions \( U^{(m)}_l(-1; q) \) related to some sort of Kontsevich–Zagier-type series?

Recently, Mortenson and Zwegers resolved the question of Hikami and Lovejoy and expressed the family of Hecke–Appell-type sums \cite{4} Theorem 5.6] in terms of a family of mixed mock modular forms \cite{8} Theorem 1.7]. Mixed mock modular forms are functions that lie in the tensor space of mock modular forms and modular forms \cite{2}. In this paper, we will use the methods of \cite{8} to answer Bringmann, Lovejoy, and Rolen’s first question about \( U^{(m)}_l(x; q) \). Questions 2 and 3 will be the focus of future research by the author.

To state our results, we first recall some standard notation:
\[ \text{sg}(r, s) := \frac{\text{sg}(r) + \text{sg}(s)}{2}, \quad \text{where} \quad \text{sg}(r) = \begin{cases} 1 & \text{if } r \geq 0, \\ -1 & \text{if } r < 0. \end{cases} \]

For theta functions, we write
\[ \Theta(x; q) := (x)_\infty (q/x)_{\infty} (q)_{\infty} = \sum_{n=-\infty}^{\infty} (-1)^n q^{\binom{r}{2}} x^n. \]
To determine the modularity of $\mathcal{U}_t^{(m)}(x; q)$, we will mainly consider the two following functions:

Definition 1.3. We define

$$g_{t,m}(x) := \sum_{r,s \equiv 2 \pmod{2}} \sgn(r, s) \left( -1 \right)^{\frac{r-s}{2}} q^{\frac{r^2}{2}} q^{\frac{s^2}{2}} q^{4t-1} q^{\frac{r^2+s^2}{2}} q^{\frac{4t-1-2m}{4}r+\frac{1+2m}{4}s} \frac{1-xq^{\frac{r-s}{2}}}{q^{\frac{r-s}{2}}}$$

and

$$f_{t,m}(x) := \frac{\Theta(x; q)}{(q)_\infty^3} g_{t,m}(x).$$

Remark 1.4. Theorem 1.2 thus gives

$$\mathcal{U}_t^{(m)}(-x; q) = f_{t+1,m}(x),$$

which has as a special case

$$\mathcal{U}(-x; q) := \mathcal{U}_1^{(1)}(-x; q) = f_{2,1}(x).$$

Integral to the statement of our main result is the following indefinite binary theta series:

Definition 1.5. Let $t \in \mathbb{N}$ be fixed. For $p, m \in \mathbb{Z}$ we define

$$\vartheta_{p,m} := \sum_{r,s \equiv 2 \pmod{2}} \sgn(r, s) \left( -1 \right)^{\frac{r-s}{2}} q^{B_{p,m}(r,s)}$$

and

$$\vartheta^*_{p,m} := q^{C_{p,m}} \vartheta_{p,m},$$

where

$$B_{p,m}(r,s) := \frac{r^2}{8} + \frac{4t-1}{4} rs + \frac{s^2}{8} + \frac{4p-1-2m}{4} r + \frac{1+2m}{4}s$$

and

$$C_{p,m} := \frac{-2p^2-t(2m+1)(2m+1-4p)}{8t(2t-1)}.$$

Now we are able to formulate the main result of the paper.

Theorem 1.6. For $t \geq 2$ and $1 \leq m < t$ we have

$$f_{t,m}(x) = \frac{q^{-\frac{t}{2}}}{(q)_\infty^3} \sum_{k \mod{2t}} (-1)^k q^{\frac{(k+t)^2}{8}} \vartheta_{t+k,m+k} \sum_{r,l \in \mathbb{Z}} \sgn(r,l)(-1)^r q^{\frac{r^2}{2}+rl+\frac{2l-1}{4}r^2+\frac{1}{2}l^2} x^{-r}.$$

The proof of Theorem 1.6 is presented in Section 4. Prior to it the properties of indefinite binary theta series $\vartheta_{p,m}$ are developed in Section 2 and the functional equation for $f_{t,m}$ is derived in Section 3.

We will use Theorem 1.6 to derive the modular properties of $(q)_\infty^3 \mathcal{U}_t^{(m)}(x; q)$ in Section 6. We introduce the standard definition for Hecke-type double-sums:

$$f_{a,b,c}(x, y; q) := \sum_{r,s \in \mathbb{Z}} \sgn(r, s)(-1)^{r+s} x^r y^s q^a r^2 + b r + c s$$

where $a, b, c$ are positive integers with $b^2 - ac > 0$. In terms of the above definition, we obtain an interpretation of $\mathcal{U}_t^{(m)}(x; q)$ in terms of sums of binary products of Hecke-type sums.
Corollary 1.7. We have
\[
(q)_3^3 f_{t,m}(x) = \sum_{k=0}^{2t-1} (-1)^k q^{(k^2)}(f_{1,4t-1,1}(q^{2t+k-m}, q^{1+m+k}; q) + q^{2t+k} f_{1,4t-1,1}(q^{2t+k-m}, q^{2t+m+k+1}; q)) \\
\times f_{1,2t,2t(2t-1)}(x^{-1} q^{k+1}, -q^{(k+1)(2t-1)}; q).
\]

One can then use [3, Theorem 1.3] or [8, Theorem 1.8, Corollary 1.7] to evaluate the double-sums in terms of theta functions and Appell functions, where we use the following definition for an Appell function
\[
m(x, z; q) := \frac{1}{\Theta(z; q)} \sum_{r=-\infty}^{\infty} (-1)^r q^{(s)} z^r \Theta(1 - q^{2t-1}; q^{2t-1}) \Theta(q^{2t-1}; q^{2t}) m(-q^k x^{-2t}, q^s x^{2t}; q^{2t}).
\] (1.2)

In Section 5, we use a different method to solve for the functional equation for \( f_{t,m} \), and we obtain another formula.

Theorem 1.8. For \( t \geq 2 \) and \( 1 \leq m < t \) we have
\[
f_{t,m}(x) = x^{-2t+m+1} m(x^{-2t+1}; q_m, -x^{2t-1}; q^{2t-1}) \\
+ x^{-m} m(x^{-2t+1}; q^{2t-1-m}, -x^{2t-1}; q^{2t-1}) \\
- \frac{x^{2t}}{\Theta(-x^{2t-1}; q^{2t-1})} \sum_{k=0}^{2t-1} x^k q^k \theta_{t+k,m+k} \\
\times \sum_{s=0}^{2t-1} (-1)^s q^{(s)} \Theta(q^{2t-1}; q^{2t}) x^s \Theta(q^s x^{2t}; q^{2t}) m(-q^k x^{-2t}, q^s x^{2t}; q^{2t}).
\]

Theorem 1.8 also gives an interpretation of \( f_{t,m} \) in terms of theta functions and Appell functions.

We also consider special case \( \mathcal{U}(x; q) \) and study its modular properties. In Section 6 we evaluate \( \mathcal{U}(x; q) \) in terms of Hecke-type sums:
\[
(q)_3 \mathcal{U}(-x; q) = f_{1,2,3}(x^{-1} q^2, q^3; q).
\]

In Section 7 we apply Theorem 1.8 to find the Appell form and the “mod theta” congruence for \( f_{1,2,3}(x^{-1} q^2, q^3; q) \). In Section 8 we find another expression for the mock modularity of \( f_{1,2,3}(x^{-1} q^2, q^3; q) \) by using identities found in [6].

We will use the methods and results of [8] as a guide.

2. Properties of indefinite binary theta series

In this section we will consider properties of the theta functions \( \vartheta_{p,m} \) and \( \vartheta_{p,m}^* \) as in Definition 1.5

Proposition 2.1. We have
(a) \( \vartheta_{p,m} = q^{p+m} \vartheta_{p+2m+2t, m+2t}, \vartheta_{p+2m+2t} = \vartheta_{p,m}^* \);
(b) \( \vartheta_{p,m} = -q^{p-m-t} \vartheta_{p,m+2t-1}, \vartheta_{p,m+2t-1} = \vartheta_{p,m}^* \);
(c) \( \vartheta_{p,m} = -\vartheta_{p-m-1, m}, \vartheta_{p,m} = -\vartheta_{p, m-1}^* \);
(d) \( \vartheta_{p,m} = \vartheta_{p,2p-m-1}, \vartheta_{p,m}^* = \vartheta_{p,2p-m-1}^* \).

We first present a lemma which is helpful in proof of Proposition 2.1
Lemma 2.2. For a fixed \( s \in \mathbb{Z} \) we have

\[
\sum_{r \in \mathbb{Z}} (-1)^{\frac{r-s}{2}} q^{B_{p,m}(r,s)} = 0.
\]

For a fixed \( r \in \mathbb{Z} \) we have

\[
\sum_{s \in \mathbb{Z}} (-1)^{\frac{s-r}{2}} q^{B_{p,m}(r,s)} = 0.
\]

Now we present the proofs of both Lemma 2.2 and Proposition 2.1.

Proof of Lemma 2.2. To obtain the first identity it is needed to change the variable

\[
r \rightarrow -r - 2(4t - 1)s - 2(4p - 1 - 2m)
\]

and apply the following property of the binary quadratic form \( B_{p,m}(r,s) \):

\[
B_{p,m}(-r - 2(4t - 1)s - 2(4p - 1 - 2m), s) = B_{p,m}(r,s).
\]

Similarly for the second identity, change

\[
s \rightarrow -s - 2(4t - 1)r - 2(1 + 2m)
\]

and use

\[
B_{p,m}(r, -s - 2(4t - 1)r - 2(1 + 2m)) = B_{p,m}(r,s).
\]

Proof of Proposition 2.1. First we set the notation:

\[
\delta_m(r) := \begin{cases} 1 & \text{if } r = m, \\ 0 & \text{otherwise.} \end{cases}
\]

To prove (a) we use the identity

\[
sg(r, s) = sg(r - 1, s - 1) + \delta_0(r) + \delta_0(s).
\]

So we have

\[
\vartheta_{p,m} = \sum_{r \equiv s \pmod{2}} sg(r, s)(-1)^{\frac{r-s}{2}} q^{B_{p,m}(r,s)}
\]

\[
= \sum_{r \equiv s \pmod{2}} sg(r - 1, s - 1)(-1)^{\frac{r-s}{2}} q^{B_{p,m}(r,s)}
\]

\[
+ \sum_{s \equiv 0 \pmod{2}} (-1)^{\frac{s-r}{2}} q^{B_{p,m}(0,s)} + \sum_{r \equiv 0 \pmod{2}} (-1)^{\frac{r-s}{2}} q^{B_{p,m}(r,0)}.
\]

Using Lemma 2.2 and making the change of variables \((r, s) \rightarrow (r + 1, s + 1)\) yields

\[
\vartheta_{p,m} = \sum_{r \equiv s \pmod{2}} sg(r, s)(-1)^{\frac{r-s}{2}} q^{B_{p,m}(r+1,s+1)}.
\]

Apply the property

\[
B_{p,m}(r + 1, s + 1) = B_{p,m}(r, s) + tr + ts + t + p = B_{p+2t,m+2t}(r, s) + t + p
\]

(2.1) to obtain (a) for \( \vartheta_{p,m} \). To obtain (a) for \( \vartheta^*_n \) use the property

\[
C_{p+2t,m+2t} = C_{p,m} + t + p.
\]

Other identities are proved similarly. For (b) use

\[
sg(r, s) = sg(r - 1, s + 1) + \delta_0(r) - \delta_0(s + 1)
\]
and properties
\[ B_{p,m}(r+1, s-1) = B_{p,m}(r, s) - \frac{2t-1}{2}r + \frac{2t-1}{2}s + p - m - t = B_{p,m+2t-1}(r, s) + p - m - t, \]
\[ C_{p,m} = C_{p,m+2t-1} + m - p + t. \]

For (c) use
\[ \sg(-r, -s) = -\sg(r, s) + \delta_0(r) + \delta_0(s) \]
as well as
\[ B_{p,m}(-r, -s) = B_{-p, -m-1}(r, s), \]
\[ C_{-p, -m-1} = C_{p,m}. \]

For (d) use
\[ \sg(r, s) = \sg(s, r) \]
as well as
\[ B_{p,m}(r, s) = B_{p,2p-m-1}(s, r), \]
\[ C_{p,m} = C_{p,2p-m-1}. \]

3. Functional equation for \( f_{t,m}(x) \)

In this section we derive the functional equation for \( f_{t,m}(x) \) which is used in the proof of Theorem 3.6 and in the proof of Theorem 3.8.

**Proposition 3.1.** We have
\[ f_{t,m}(qx) = -x^{2t-1}f_{t,m}(x) + (x^{2t-m-1} + x^m) \times \frac{\Theta(x; q)}{(q)^3} \sum_{k=0}^{2t-1} x^{k-1} q^k \delta_{t+k,m+k}. \]

**Proof of Proposition 3.1** Let us consider
\[ \sum_{r \equiv s \pmod{2}} \sg(r, s) \left( -1 \right)^{r-s} q^\frac{s^2}{8} + \frac{2t-1}{4} rs + \frac{s^2}{8} + \frac{4t-1}{4} r + \frac{1+2s}{4} 1 \times \frac{1 - x^{2t} q^{(r+s+2)}}{1 - x q^{\frac{r+s+2}{2}}}. \]  
\[ (3.1) \]

Let us calculate this sum in two ways. The first way is to open the brackets of the last factor:
\[ g_{t,m}(qx) - x^{2t} q^{2t} \sum_{r \equiv s \pmod{2}} \sg(r, s) \times \frac{\left( -1 \right)^{r-s} q^\frac{s^2}{8} + \frac{2t-1}{4} rs + \frac{s^2}{8} + \frac{4t-1}{4} r + \frac{1+2s}{4} 1}{1 - x q^{\frac{r+s+2}{2}}} \]
\[ = g_{t,m}(qx) - x^{2t} q^{2t} \sum_{r \equiv s \pmod{2}} \sg(r, s) \times \frac{\left( -1 \right)^{r-s} q^{B_{t,m}(s, r)+(r+s+ts)}}{1 - x q^{\frac{r+s+2}{2}}}. \]

Change the variables \( (r, s) \rightarrow (r-1, s-1) \) and recall property (2.4) from the previous section:
\[ g_{t,m}(qx) - x^{2t} \sum_{r \equiv s \pmod{2}} \sg(r, s) \times \frac{\left( -1 \right)^{r-s} q^{B_{t,m}(r, s)}}{1 - x q^{\frac{r+s}{2}}} \]
\[ = g_{t,m}(qx) - x^{2t} \sum_{r \equiv s \pmod{2}} \sg(r-1, s-1) \times \frac{\left( -1 \right)^{r-s} q^\frac{s^2}{8} + \frac{2t-1}{4} rs + \frac{s^2}{8} + \frac{4t-1}{4} r + \frac{1+2s}{4} 1}{1 - x q^{\frac{r+s}{2}}}. \]
Example 3.2. Let us consider the case \( t = 1 \) and arbitrary \( m \in \mathbb{Z} \). Using properties from Proposition 2.1, we can obtain \( \vartheta_{1,m} = 0 \) and \( \vartheta_{2,m+1} = 0 \). Thus, the functional equation for \( f_{t,m}(x) \) takes the form:

\[
\vartheta_{1,m} = 0 \quad \text{and} \quad \vartheta_{2,m+1} = 0.
\]

As \( f_{t,m}(x) \) has no poles, we can calculate the solution of this equation by considering the expansion of \( f_{t,m}(x) \) into the following modified Laurent series:

\[
f_{t,m}(x) = \sum_{r \in \mathbb{Z}} (-1)^r q^{-r(r+1)/2} a_r x^r.
\]
We substitute the expansion (3.3) into the functional equation (3.2). We can equate the coefficients of \( x^r \) on both sides and divide them by \((-1)^r q^{\frac{m}{2}}\).

\[
a_r = a_{r-1} + (-1)^r q^{\frac{m}{2}} \delta_{1-m}(r) + (-1)^r q^{\frac{m}{2}} \delta_m(r).
\]

Thus, we have

\[
a_r = \begin{cases} 
(-1)^{m+1} q^{\frac{m}{2}} & \text{if } r \in \{1-m, m-1\}, \\
0 & \text{otherwise}.
\end{cases}
\]

We conclude that

\[
f(x) = (-1)^{m+1} q^{\frac{m}{2}} \sum_{r=1-m}^{m-1} (-1)^r q^{-\frac{m}{2}} x^r.
\]

4. Proof of Theorem 1.6

Now we prove Theorem 1.6 by solving the functional equation for \( f_{t,m}(x) \). As a main tool for doing it we will use the following useful lemma:

**Lemma 4.1.** Let \((a_r)_{r \in \mathbb{Z}}\) be a sequence such that

\[
a_r - a_{r+d} = b_r + C_r,
\]

with \(|b_r| < Aq^B|r|\) for some positive \(A, B \in \mathbb{R}\) and \(C_r = 0\) if \(r \notin [-d, -1]\). Then

\[
a_r = \sum_{l \in \mathbb{Z}} \text{sg}(r, l)b_{r+ld}.
\]

**Proof of Lemma 4.1.** Define the following sequence:

\[
\hat{a}_r = \sum_{l \in \mathbb{Z}} \text{sg}(r, l)b_{r+ld}.
\]

Then we have

\[
\hat{a}_r - \hat{a}_{r+d} = \sum_{l \in \mathbb{Z}} (\text{sg}(r, l) - \text{sg}(r + d, l - 1))b_{r+ld}
\]

\[
= \sum_{l \in \mathbb{Z}} (\delta_0(l) - \delta_0(r) - \cdots - \delta_0(r + d))b_{r+ld}
\]

\[
= b_r - (\delta_0(r) + \cdots + \delta_0(r + d)) \sum_{n \equiv r \pmod{d}} b_n.
\]

Note that \(\lim_{r \to \pm \infty} a_r = 0\). This fact can be derived from the recursion identity for \(a_r\) and the lemma condition on \(b_r\). From this property we have

\[
\sum_{n \equiv r \pmod{d}} b_n = \sum_{n \equiv r \pmod{d}} a_n - a_{n+d} - C_n = -\sum_{n \equiv r \pmod{d}} C_n.
\]

Because \(C_r = 0\) if \(r \notin [-d, -1]\) we have

\[
\hat{a}_r - \hat{a}_{r+d} = b_r + (\delta_0(r) + \cdots + \delta_0(r + d)) \sum_{n \equiv r \pmod{d}} C_n = b_r + C_r.
\]

We see that \(\hat{a}_r\) satisfied the same recurrence relation as \(a_r\). Hence the expression \(\hat{a}_r - a_r\) is \(d\)-periodic.

Also we can notice that \(\lim_{r \to \pm \infty} \hat{a}_r = 0\). From these facts we obtain \(\hat{a}_r - a_r = 0\). \(\square\)
Proof of Theorem 1.6. As $f_{t,m}(x)$ does not have poles, consider the Laurent series in $x \in \mathbb{C} \setminus \{0\}$ for $f_{t,m}(x)$ in the special form:

$$f_{t,m}(x) = \sum_{r \in \mathbb{Z}} (-1)^r q^{-\frac{1}{2t-1} r^2 + \frac{1}{2} r} a_r x^{-r}.$$ 

Recall Proposition 3.1 and the definition of the theta function:

$$f_{t,m}(qx) = -x^{2t-1} f_{t,m}(x) + (x^{2t-m-1} + x^m) - \frac{\Theta(x; q)}{(q)_\infty} \sum_{k=0}^{2t-1} x^{k-1} q^k \vartheta_{t+k,m+k}$$

$$= -x^{2t-1} f_{t,m}(x) + (x^{2t-m-1} + x^m) - \frac{1}{(q)_\infty^3} \sum_{l \in \mathbb{Z}} (-1)^l q^{\frac{l(l+1)}{2}} x^l \sum_{k=0}^{2t-1} x^{k-1} q^k \vartheta_{t+k,m+k}.$$ 

Making the change of variable $l \to l - k + 1$ produces

$$f_{t,m}(qx) = -x^{2t-1} f_{t,m}(x) + (x^{2t-m-1} + x^m) - \frac{1}{(q)_\infty^3} \sum_{l \in \mathbb{Z}} (-1)^l q^{\frac{l(l+1)}{2}} x^l \sum_{k=0}^{2t-1} x^{k-1} q^k \vartheta_{t+k,m+k}.$$ 

Using the identity

$$\binom{a-b}{2} = \binom{a}{2} - ab + \binom{b+1}{2},$$

we conclude

$$f_{t,m}(qx) = -x^{2t-1} f_{t,m}(x) + (x^{2t-m-1} + x^m) - \frac{1}{(q)_\infty^3} \sum_{l \in \mathbb{Z}} (-1)^l q^{\frac{l(l+1)}{2}} x^l \sum_{k=0}^{2t-1} x^{k-1} q^k \vartheta_{t+k,m+k}.$$ 

Considering the coefficient of $x^{-r}$ of both sides yields

$$a_r = a_{r+2t-1} + b_r + C_r,$$

$$b_r = q^{\frac{1}{2t-1}r^2 + \frac{1}{2} r + \frac{r+1}{2}} \frac{1}{(q)_\infty^3} \sum_{k=0}^{2t-1} (-1)^k q^{\frac{k(k+2)}{2}} \vartheta_{t+k,m+k}, \quad (4.1)$$

$$C_r = \begin{cases} (-1)^r q^{\frac{1}{2t-1} r^2 + \frac{1}{2} r}, & r \in \{-m, -2t - m + 1\} \\ 0, & r \notin \{-m, -2t - m + 1\} \end{cases}, \quad (4.2)$$

From here we can see that we are able to apply Lemma 4.1 with $d = 2t - 1$ as $b_r$ and $C_r$ satisfy the lemma conditions. Hence we have

$$a_r = \sum_{l \in \mathbb{Z}} \text{sgn}(r, l) b_{r+l(2t-1)}.$$ 

Using the definitions of $b_r$, we obtain

$$f_{t,m}(x) = \sum_{r, l \in \mathbb{Z}} \text{sgn}(r, l) (-1)^r q^{-\frac{1}{2(2t-1)} r^2 + \frac{1}{2} r} x^{-r} b_{r+l(2t-1)}$$

$$= \sum_{r, l \in \mathbb{Z}} \text{sgn}(r, l) (-1)^r q^{-\frac{1}{2(2t-1)} r^2 + \frac{1}{2} r} \times q^{\frac{1}{2t-1} (r+l(2t-1))^2 + \frac{1}{2} (r+l(2t-1) + (r+l(2t-1)))}$$

$$\times \frac{1}{(q)_\infty^3} \sum_{k=0}^{2t-1} (-1)^k q^{\frac{k(k+2)}{2}} \vartheta_{t+k,m+k} x^{-r}.$$
Interchanging sums, we find
\[ f_{t,m}(x) = \frac{1}{(q)_\infty} \sum_{k=0}^{2t-1} (-1)^k q^{k(\frac{k}{2})} \vartheta_{t+k,m+k} \]
\[ \times \sum_{r,l \in \mathbb{Z}} \text{sg}(r,l) (-1)^r q^{\frac{r^2}{2} + 2trl + 2t(2t-1)\frac{l^2}{2} + r(k+1) + l((k+1)(2t-1))} x^{-r}. \]

In conclusion, we have
\[ f_{t,m}(x) = \frac{1}{(q)_\infty} \sum_{k=0}^{2t-1} (-1)^k q^{\frac{k(k+1)}{2}} \vartheta_{t+k,m+k} \sum_{r,l \in \mathbb{Z}} \text{sg}(r,l) (-1)^r q^{\frac{r^2}{2} + 2t(l+k) + \frac{2t-1}{4}(2l+k)^2 + \frac{1}{2}r} x^{-r}. \]

5. PROOF OF THE THEOREM 1.8

In this section we again determine the functional equation for \( f_{t,m} \) but we use a different method. Firstly introduce modified theta functions \( V_t(x) \) and \( Y_t(x) \) and observe some of its properties.

**Definition 5.1.** Let \( t \in \mathbb{N} \) be fixed. We define
\[ V_t(x) := \Theta(-x^{2t-1}; q^{2t-1}) = \sum_{r=-\infty}^{\infty} q^{(2t-1)(\frac{r}{2})} x^{(2t-1)r} \]
and
\[ Y_t(x) = V_t(x) \Theta(x; q). \]

**Remark 5.2.** Note that \( V_t(x) \) and \( Y_t(x) \) have the following elliptic transformation properties:
\[ V_t(qx) = x^{-2t+1} V_t(x) \quad \text{and} \quad Y_t(qx) = -x^{-2t} Y_t(x). \]

They can be directly obtained from the elliptic transformation property for the theta function
\[ \Theta(q^n x; q) = (-1)^n q^{-\frac{n(n+1)}{2}} x^{-n} \Theta(x; q). \]

We can derive the following convenient form for the \( Y_t(x) \).

**Proposition 5.3.** We have
\[ Y_t(x) = \sum_{s=0}^{2t-1} (-1)^s q^{\frac{s(s+1)}{2}} \Theta(q^{(2t-1)(t-s)}; q^{2t(2t-1)}) x^s \sum_{n=-\infty}^{\infty} q^{2t(\frac{n}{2})} (-q^n x^{2t})^n. \]

**Proof of Proposition 5.3.** As \( Y_t(x) \) has no poles in \( x \in \mathbb{C} \setminus \{0\} \) we can consider its Laurent series \( Y_t(x) = \sum_r a_r x^r \). Using Remark 5.2 we can obtain the relation on the coefficients:
\[ q^r a_r = -a_{r+2t}. \]

We are able to iterate the previous formula and obtain
\[ a_{2tn+s} = (-1)^n q^{2t(\frac{n}{2})+ns} a_s. \]
Then using this relation we have

\[ Y_t(x) = \sum_{r=-\infty}^{\infty} a_r x^r = \sum_{s=0}^{2t-1} \sum_{n=-\infty}^{\infty} a_{2tn+s} x^{2tn+s} \]

\[ = \sum_{s=0}^{2t-1} a_s x^s \sum_{n=-\infty}^{\infty} (-1)^n q^{2t(\frac{n}{2})+ns} x^{2tn} \]

\[ = \sum_{s=0}^{2t-1} a_s x^s \sum_{n=-\infty}^{\infty} q^{2t(\frac{n}{2})} (-q^s x^{2t})^n. \]

We can also find the \( a_s \) coefficients explicitly. From

\[ Y_t(x) = \Theta(-x^{2t-1}; q^{2t-1}) \Theta(x; q) \]

we find

\[ \sum_{s=-\infty}^{\infty} a_s x^s = \sum_{k=-\infty}^{\infty} q^{(2t-1)(\frac{k}{2})} x^{(2t-1)k} \times \sum_{n=-\infty}^{\infty} (-1)^n q^{(\frac{n}{2})} x^n. \]

Hence we can conclude

\[ a_s = \sum_{r=-\infty}^{\infty} (-1)^{s-(2t-1)r} q^{(2t-1)(\frac{r}{2})+\left(\frac{s}{2}\right) r} \]

\[ = (-1)^s q^{(\frac{s}{2})} \sum_{r=-\infty}^{\infty} (-1)^r q^{(2t-1)(\frac{r}{2})-(2t-1)sr+(\frac{2t-1}{2})r+1} \]

\[ = (-1)^s q^{(\frac{s}{2})} \sum_{r=-\infty}^{\infty} (-1)^r q^{2t(2t-1)(\frac{r}{2})+(2t-1)(t-s)r} = (-1)^s q^{(\frac{s}{2})} \Theta(q^{(2t-1)(t-s)}; q^{2t(2t-1)}). \]

Comparing the two calculations above yields the desired result:

\[ Y_t(x) = \sum_{s=0}^{2t-1} (-1)^s q^{(\frac{s}{2})} \Theta(q^{(2t-1)(t-s)}; q^{2t(2t-1)}) x^s \sum_{n=-\infty}^{\infty} q^{2t(\frac{n}{2})} (-q^s x^{2t})^n. \]

**Proof of Theorem 1.8** Let us consider the function

\[ G(x) = V_t(x) f_{t,m}(x) \]

and find the functional equation for it using the functional equation for \( f_{t,m}(x) \) from Section 3

\[ G(qx) = V_t(qx) f_{t,m}(qx) \]

\[ = x^{-2t+1} V_t(x) \]

\[ \times \left(-x^{2t-1} f_{t,m}(x) + x^{2t-m-1} + x^m - \Theta(x; q) \sum_{k=0}^{2t-1} q^{k} x^k \vartheta_{t+k,m+k} \right) \]

\[ = -G(x) + x^{-m} V_t(x) + x^{-2t+m+1} V_t(x) - \frac{x^{-2t} V_t(x)}{(q)^3} \sum_{k=0}^{2t-1} q^k x^k \vartheta_{t+k,m+k}. \]
By definition of $V_t(x)$ and $Y_t(x)$ we have

$$G(qx) = -G(x) + \sum_{r=-\infty}^{\infty} q^{(2t-1)\left(\frac{r}{2}\right)} x^{(2t-1)r-m} + \sum_{r=-\infty}^{\infty} q^{(2t-1)\left(\frac{r}{2}\right)} x^{(2t-1)r-2t+m+1}$$

$$\quad - \frac{x^{-2t}}{(q)_\infty^3} \sum_{k=0}^{2t-1} x^k q^k \vartheta_{t+k,m+k} \sum_{s=0}^{2t-1} a_s x^s \sum_{r=-\infty}^{\infty} (-1)^r q^{2\left(\frac{r}{2}\right)} (q^s x^{2t})^r. \quad (5.2)$$

Now let us consider the last term in the previous sum. We find

$$G(qx) = -G(x) + \sum_{r=-\infty}^{\infty} q^{(2t-1)\left(\frac{r}{2}\right)} x^{(2t-1)r-m} + \sum_{r=-\infty}^{\infty} q^{(2t-1)\left(\frac{r}{2}\right)} x^{(2t-1)r-2t+m+1}$$

$$\quad - \frac{x^{-2t}}{(q)_\infty^3} \sum_{k=0}^{2t-1} x^k q^k \vartheta_{t+k,m+k} \sum_{s=0}^{2t-1} a_s x^s \sum_{r=-\infty}^{\infty} (-1)^r q^{2\left(\frac{r}{2}\right)} (q^s x^{2t})^r. \quad (5.2)$$

Change the variable $q$ and the previous expression for the last term we find

$$\frac{x^{-2t}}{(q)_\infty^3} \sum_{k=0}^{2t-1} x^k q^k \vartheta_{t+k,m+k} \sum_{s=0}^{2t-1} a_s x^s \sum_{r=-\infty}^{\infty} (-1)^r q^{2\left(\frac{r}{2}\right)} (q^s x^{2t})^r = \frac{1}{(q)_\infty^3} \sum_{r=-\infty}^{\infty} \sum_{s=0}^{2t-1} (-1)^r q^k \vartheta_{t+k,m+k} a_s x^s q^{2\left(\frac{r}{2}\right)} q^r s q^{2t+r+k+s-2t}.$$
Recalling the definition of the Appell function (1.2), we can write
\[ G(x) = x^{-m} \Theta(-x_2^{2t-1}; q_2^{2t-1}) m(x_2^{2t+1} q_2^{2t-1} - x_2^{2t-1} q_2^{2t-1}) \]
\[ + x^{-2t+m+1} \Theta(-x_2^{2t-1}; q_2^{2t-1}) m(x_2^{2t+1} q_2^m - x_2^{2t-1} q_2^{2t-1}) \]
\[ - \frac{x^{-2t} q_2^{t-1}}{(q_2^3)_{\infty}} \sum_{k=0}^{2t-1} x^k q^k \psi_{t+k,m+k} \]
\[ \times \sum_{s=0}^{2t-1} (-1)^s q_2^{(2t-1)(t-s)} q_2^{2t(2t-1)} x^s \Theta(q_2^{s} x_2^{2t}; q_2^{2t}) m(-q_2^k x_2^{2t}, q_2^s x_2^{2t}; q_2^{2t}). \]

In conclusion, we divide the equation by \( V_t(x) \) and find
\[ f_{t,m}(x) = x^{-2t+m+1} m(x_2^{2t+1} q_2^m - x_2^{2t-1} q_2^{2t-1}) + x^{-m} m(x_2^{2t+1} q_2^{2t-1-m} - x_2^{2t-1} q_2^{2t-1}) \]
\[ - \frac{x^{-2t}}{(q_2^3)_{\infty}} \sum_{k=0}^{2t-1} x^k q^k \psi_{t+k,m+k} \]
\[ \times \sum_{s=0}^{2t-1} (-1)^s q_2^{(2t-1)(t-s)} q_2^{2t(2t-1)} x^s \Theta(q_2^{s} x_2^{2t}; q_2^{2t}) m(-q_2^k x_2^{2t}, q_2^s x_2^{2t}; q_2^{2t}). \]

6. **Application of Theorem 1.6: Interpretation of \( \mathcal{U}^{(m)}_{t}(x; q) \) in terms of Hecke-type double-sums**

First, let us interpret the indefinite binary theta series
\[ \theta_{p,m} = \sum_{r \equiv s \pmod{2}} \sg(r, s)(-1)^{r-s} q^{\frac{r-1}{2} rs + \frac{1}{4} r + \frac{1}{4} (p-1) s + \frac{1}{4} r + \frac{1}{4} (p-1) s}. \]
in terms of Hecke-type double-sums (1.1).

**Proposition 6.1.** We have
\[ \theta_{p,m} = f_{1,4t-1,1}(q_2^{2p-m}, q_1^{1+m}; q) + q^{t+p} f_{1,4t-1,1}(q_2^{2p+2t-m}, q_2^{2t+m+1}; q). \]

**Proof of Proposition 6.1.** Change the variables \( (r, s) \) to \((2r, 2s), (2r + 1, 2s + 1)\):
\[ \theta_{p,m} = \left( \sum_{r \equiv s \equiv 0 \pmod{2}} + \sum_{r \equiv s \equiv 1 \pmod{2}} \right) \sg(r, s)(-1)^{r-s} q^{\frac{r-1}{2} rs + \frac{1}{4} r + \frac{1}{4} (p-1) s + \frac{1}{4} r + \frac{1}{4} (p-1) s}. \]

Let us consider the first sum
\[ \sum_{r \equiv s \equiv 0 \pmod{2}} \sg(r, s)(-1)^{r-s} q^{\frac{r-1}{2} rs + \frac{1}{4} r + \frac{1}{4} (p-1) s + \frac{1}{4} r + \frac{1}{4} (p-1) s} \]
\[ = \sum_{r,s \in \mathbb{Z}} \sg(r, s)(-1)^{r-s} q^{\frac{r}{2} + (4t-1) rs + \frac{2}{4} r + \frac{1}{4} (p-1) s + \frac{1}{4} r + \frac{1}{4} (p-1) s} \]
\[ = \sum_{r,s \in \mathbb{Z}} \sg(r, s)(-1)^{r-s} q^{(t+1)(2r-1) rs + (t+1)(2p-r) (m+1) s} \]
\[ = f_{1,4t-1,1}(q_2^{2p-m}, q_1^{1+m}; q). \]
Considering the second sum yields

\[
\sum_{r \equiv s \equiv 1 \pmod{2}} \text{sg}(r, s)(-1)^r \frac{q^{2r}}{2} \cdot \frac{r^2}{2} + \frac{4r^2}{2} + \frac{4r^2-2m}{2} + \frac{1+r}{2} \cdot \frac{1+r}{2}
\]

= \sum_{r, s \in \mathbb{Z}} \text{sg}(r, s)(-1)^r \cdot \frac{q^{2r}}{2} \cdot \frac{r^2}{2} + \frac{4r^2}{2} + \frac{4r^2-2m}{2} + \frac{1+r}{2} \cdot \frac{1+r}{2}

= q^{k+p} \sum_{r, s \in \mathbb{Z}} \text{sg}(r, s)(-1)^r \cdot \frac{q^{2r}}{2} \cdot \frac{r^2}{2} + \frac{4r^2}{2} + \frac{4r^2-2m}{2} + \frac{1+r}{2} \cdot \frac{1+r}{2}

= q^{k+p} f_{1,4t-1,1}(q^{2p+2t-m}, q^{2t+m+1}; q).

To obtain the final result we sum the two pieces. □

Proof of Corollary 1.7: The proof is a straightforward application of Proposition 6.1 and identity 4.3.

Using Remark 1.4, we see that Corollary 1.7 gives us a representation of \( \mathcal{U}^{(m)}_1(x; q) \) in terms of Hecke-type double-sums.

Using Corollary 1.7, we can consider cases of \( \mathcal{U}^{(m)}_2(x; q), \mathcal{U}^{(m)}_3(x; q) \). From Definition 1.4, we have

\[
\mathcal{U}^{(1)}_2(x; q) := \sum_{n \geq 0} (-x)_n (-q/x)_n q^n \sum_{k=0}^{n} q^{k^2+k} \left[ \frac{n+k}{n-k} \right]_q,
\]

\[
\mathcal{U}^{(2)}_2(x; q) := \sum_{n \geq 0} (-x)_n (-q/x)_n q^n \sum_{k=0}^{n} q^{k^2+k} \left[ \frac{n+k+1}{n-k} \right]_q.
\]

And Corollary 1.7 gives us

\[
\mathcal{U}^{(1)}_2(-x; q) = \frac{1}{(q^3)^{\frac{5}{3}}} \sum_{k=0}^{5} (-1)^k q^{\binom{k}{2}+k} (f_{1,11,1}(q^{5+k}, q^{2+k}; q) + q^{6+k} f_{1,11,1}(q^{11+k}, q^{8+k}; q)) \times f_{1,6,30}(x^{-1} q^{k+1}, -q^{5(k+3)}; q),
\]

\[
\mathcal{U}^{(2)}_2(-x; q) = \frac{1}{(q^3)^{\frac{5}{3}}} \sum_{k=0}^{5} (-1)^k q^{\binom{k}{2}+k} (f_{1,11,1}(q^{4+k}, q^{3+k}; q) + q^{6+k} f_{1,11,1}(q^{10+k}, q^{9+k}; q)) \times f_{1,6,30}(x^{-1} q^{k+1}, -q^{5(k+3)}; q).
\]
Similarly for $\mathcal{U}_3^{(m)}(x; q)$ we have

\[
\mathcal{U}_3^{(1)}(x; q) := \sum_{n \geq 0} (-x)_n (-\frac{q}{x})_n q^n \sum_{k=0}^{n} \sum_{j=0}^{k} q^{k+k} q^{j+j} \left[ \frac{k+j}{k-j} \right] q \left[ \frac{n+k+2j+2}{n-k} \right].
\]

\[
\mathcal{U}_3^{(2)}(x; q) := \sum_{n \geq 0} (-x)_n \left( -\frac{q}{x} \right)_n q^n \sum_{k=0}^{n} \sum_{j=0}^{k} q^{k+k} q^{j+j} \left[ \frac{k+j+1}{k-j} \right] q \left[ \frac{n+k+2j+1}{n-k} \right].
\]

\[
\mathcal{U}_3^{(3)}(x; q) := \sum_{n \geq 0} (-x)_n \left( -\frac{q}{x} \right)_n q^n \sum_{k=0}^{n} \sum_{j=0}^{k} q^{k+k} q^{j+j} \left[ \frac{k+j+1}{k-j} \right] q \left[ \frac{n+k+2j+2}{n-k} \right].
\]

And Corollary [1.7] gives us

\[
\mathcal{U}_3^{(1)}(-x; q) = \frac{1}{(q^3)^\infty} \sum_{k=0}^{7} \left( -1 \right)^k q^{3k} \left( f_{1,15,1}(q^{7+k}; q^2 + q^k; q) + q^{8+k} f_{1,15,1}(q^{15+k}; q^{10+k}; q) \right) \times f_{1,8,56}(x^{-1} q^{k+1}; -q^{7(k+4)}; q),
\]

\[
\mathcal{U}_3^{(2)}(-x; q) = \frac{1}{(q^3)^\infty} \sum_{k=0}^{7} \left( -1 \right)^k q^{3k} \left( f_{1,15,1}(q^{6+k}; q^3 + q^k; q) + q^{8+k} f_{1,15,1}(q^{14+k}; q^{11+k}; q) \right) \times f_{1,8,56}(x^{-1} q^{k+1}; -q^{7(k+4)}; q),
\]

\[
\mathcal{U}_3^{(3)}(-x; q) = \frac{1}{(q^3)^\infty} \sum_{k=0}^{7} \left( -1 \right)^k q^{3k} \left( f_{1,15,1}(q^{5+k}; q^4 + q^k; q) + q^{8+k} f_{1,15,1}(q^{13+k}; q^{12+k}; q) \right) \times f_{1,8,56}(x^{-1} q^{k+1}; -q^{7(k+4)}; q).
\]

7. Application of Theorem [1.6] interpretation of $\mathcal{U}(x; q)$ in terms of Hecke-type double-sums

We have defined $\mathcal{U}(x; q)$ as a special case of vector-valued $\mathcal{U}_t^{(m)}(x; q)$ with $t = m = 1$. Remark [1.4] tells us that

\[
\mathcal{U}(-x; q) = f_{2,1}(x).
\]

So let us study the properties of $f_{2,1}(x)$. Firstly, note that by Proposition [2.1] we can derived that $\vartheta_{2,1} = \vartheta_{4,3} = 0$, $\vartheta_{3,2} = -q^{-1} \vartheta_{1,1}$, $\vartheta_{5,4} = q^{-3} \vartheta_{1,1}$. Thus by Theorem [1.6]

\[
f_{2,1}(x) = \frac{q^3 \vartheta_{1,1}}{(q^3)^\infty} \left( \sum_{r,l \in \mathbb{Z}} \frac{1}{l \equiv 1 \pmod{4}} - \sum_{r,l \in \mathbb{Z}} \frac{1}{l \equiv 3 \pmod{4}} \right) \text{sg}(r,l)(-1)^r q^{r^2 + rl + \frac{3}{2} l^2 + \frac{3}{2} r x - r}.
\]

\[
= \frac{\vartheta_{1,1}}{(q^3)^\infty} \sum_{r,l \in \mathbb{Z}} \text{sg}(r,l)(-1)^r q^{r^2 + 2rl + \frac{3}{2} l^2 + \frac{3}{2} r x - r}.
\]

Hence $f_{2,1}(x)$ in terms of Hecke-type double-sums reads

\[
f_{2,1}(x) = \frac{\vartheta_{1,1}}{(q^3)^\infty} f_{1,2,3}(x^{-1} q^2, q^3; q).
\]

Now we want to calculate $\vartheta_{1,1}$. To do it, will use the following interesting identity coming from the proof of Theorem [1.6].
Lemma 7.1. For $t \geq 2$, $1 \leq m < t$ and $l \in \mathbb{Z}$ we have
\[
\sum_{k=0}^{2t-1} (-1)^k \vartheta_t^{*} \times \sum_{r \equiv 2t+(2t-1)k \pmod{2t(2t-1)}} q^{\frac{1}{2m(2t-1)^2}} = \begin{cases}
(-1)^m q^{\frac{1}{2}}(q^3)_{\infty} & \text{if } l \equiv m \pmod{2t-1}, \\
(-1)^{m+1} q^{\frac{1}{2}}(q^3)_{\infty} & \text{if } l \equiv -m \pmod{2t-1}, \\
0 & \text{otherwise.}
\end{cases}
\]

Proof of Lemma 7.1. By Definitions 4.1 and 4.2, we have
\[
b_r = q^{\frac{1}{2m(2t-1)^2} + \frac{1}{2}r + \frac{1}{2}(r+1)} \left( \frac{1}{q^3} \right)^{2t-1} \sum_{k=0}^{2t-1} (-1)^k q^{\frac{k}{2} + r(k-1)} \vartheta_t^{*}
\]
and
\[
C_r = \begin{cases}
(-1)^r q^{\frac{1}{2m(2t-1)^2} + \frac{1}{2}} & \text{if } r \in \{-m, -2t + m + 1\}, \\
0 & \text{if } r \notin \{-m, -2t + m + 1\}.
\end{cases}
\]

Then from the proof of Lemma 4.1, we have
\[
\sum_{n \equiv r \pmod{2t-1}} b_n = - \sum_{n \equiv r \pmod{2t-1}} C_n = \begin{cases}
(-1)^m q^{\frac{1}{2m(2t-1)^2} + \frac{1}{2}(m-2t+1)} & \text{if } r \equiv m \pmod{2t-1}, \\
(-1)^{m+1} q^{\frac{1}{2m(2t-1)^2} - \frac{1}{2}m} & \text{if } r \equiv -m \pmod{2t-1}, \\
0 & \text{otherwise},
\end{cases}
\]
\[
\sum_{n \equiv r \pmod{2t-1}} b_n = \begin{cases}
(-1)^m q^{\frac{1}{2m(2t-1)^2} - \frac{1}{2}m} & \text{if } l \equiv m \pmod{2t-1}, \\
(-1)^{m+1} q^{\frac{1}{2m(2t-1)^2} - \frac{1}{2}m} & \text{if } l \equiv -m \pmod{2t-1}, \\
0 & \text{otherwise.}
\end{cases}
\]

We also have
\[
\sum_{n \equiv l \pmod{2t-1}} b_n = \sum_{r \in \mathbb{Z}} b_{(2t-1)r+l}
= \frac{1}{(q^3)_{\infty}} \sum_{r \in \mathbb{Z}} q^{\frac{1}{2m(2t-1)^2}((2t-1)r+l)^2 + \frac{1}{2}((2t-1)r+l) + \frac{1}{2}(2t-1)r+l+1} \times \sum_{k=0}^{2t-1} (-1)^k q^{\frac{k}{2} + r(k-1)} \vartheta_t^{*}
= \frac{1}{(q^3)_{\infty}} \sum_{k=0}^{2t-1} (-1)^k \vartheta_t^{*} \times \sum_{r \in \mathbb{Z}} q^{(2t-1)r^2 + 2trl + \frac{1}{2}r^2 + (2t-1)r+l+\frac{1}{2}+k + (2t-1)k - (2t-1)r+l} = \frac{1}{(q^3)_{\infty}} \sum_{k=0}^{2t-1} (-1)^k \vartheta_t^{*} \times \sum_{r \in \mathbb{Z}} q^{(2t-1)r^2 + 2trl + \frac{1}{2}r^2 + (2t-1)r+l+\frac{1}{2}+k + (2t-1)k + lk}. 
\]
Using the identities

\[ C_{t+k, m+k} = \frac{1}{4t} k^2 + \frac{k}{2} + \frac{m}{2} - \frac{m^2}{2(2t-1)} + \frac{1}{8} \]

and

\[
\frac{1}{4t(2t-1)} (2t(2t-1)r + 2tl + (2t - 1)k)^2
= t(2t - 1)r^2 + \frac{t}{2t - 1} t^2 + \frac{2t - 1}{4t} k^2 + 2trl + (2t - 1)rk + lk,
\]

we can rewrite the exponent of \( q \) in the last term as

\[
t(2t - 1)r^2 + 2trl + \frac{t}{2t - 1} t^2 + \left(\frac{k}{2}\right) + k + (2t - 1)rk + lk
= C_{t+k, m+k} + \frac{1}{4t(2t-1)} (2t(2t-1)r + 2tl + (2t - 1)k)^2 - \frac{m}{2} + \frac{m^2}{2(2t-1)} - \frac{1}{8}.
\]

Using the fact that \( v^*_p,m = q^{C_p,m} \vartheta_{p,m} \), we are able to produce

\[
\sum_{n \equiv l \pmod{2t-1}} b_n = q^{\frac{m + m^2}{2(2t-1)} - \frac{1}{8}} \sum_{k=0}^{2t-1} (-1)^k \vartheta^*_{\ell+k, m+k} \sum_{r \in \mathbb{Z}} q^{\frac{1}{4t(2t-1)} (2t(2t-1)r + 2tl + (2t - 1)k)^2}.
\]

The above calculation yields

\[
\frac{q^{\frac{m + m^2}{2(2t-1)} - \frac{1}{8}}}{(q^\infty)^3} \sum_{k=0}^{2t-1} (-1)^k \vartheta^*_{\ell+k, m+k} \sum_{r \equiv 2tl + (2t - 1)k} q^{\frac{1}{4t(2t-1)} r^2} = \begin{cases} 
(-1)^m q^{\frac{1}{4t-1} m^2 - \frac{1}{4} m} & \text{if } l \equiv m \pmod{2t-1}, \\
(-1)^{m+1} q^{\frac{1}{4t-1} m^2 - \frac{1}{4} m} & \text{if } l \equiv -m \pmod{2t-1}, \\
0 & \text{otherwise}.
\end{cases}
\]

Simplifying yields

\[
\sum_{k=0}^{2t-1} (-1)^k \vartheta^*_{\ell+k, m+k} \sum_{r \equiv 2tl + (2t - 1)k} q^{\frac{1}{4t(2t-1)} r^2} = \begin{cases} 
(-1)^m q^{\frac{1}{4t} (q^\infty)^3} & \text{if } l \equiv m \pmod{2t-1}, \\
(-1)^{m+1} q^{\frac{1}{4t} (q^\infty)^3} & \text{if } l \equiv -m \pmod{2t-1}, \\
0 & \text{otherwise}.
\end{cases}
\]

Note that \( \vartheta^*_{2,1} = 0, \vartheta^*_{3,2} = -\vartheta^*_{1,1}, \vartheta^*_{1,3} = 0, \vartheta^*_{5,4} = \vartheta^*_{1,1} \). Hence we can apply Lemma 7.1 to calculate \( \vartheta_{1,1} \) taking \( t = 2, m = 1, l = 1 \):

\[
\vartheta_{1,1}^* \times \left( - \sum_{r \equiv 7 \pmod{12}} + \sum_{r \equiv 1 \pmod{12}} \right) q^{\frac{1}{4t} r^2} = q^{\frac{1}{4t} (q^\infty)^3}.
\]

Recall the definition of the \( \eta \)-function:

\[
\eta(q) := \sum_{r \in \mathbb{Z}} \chi(r) q^{\frac{1}{4t} r^2} = q^{\frac{1}{4t} (q^\infty)^3},
\]
Finally we obtain
\[ \vartheta_{1,1} = \eta^2, \]
\[ \vartheta_{1,1} = (q)^2. \]
Finally we obtain
\[ \mathcal{U}(-x; q) = f_{2,1}(x) = \frac{1}{(q)_{\infty}} f_{1,2,3}(-x^{-1} q^2, q^3; q). \] (7.1)

**Remark 7.2.** We are able to obtain identity (7.1) as a corollary of equation [6, (4.17)]:
\[ (q^2; q^2)_{\infty} \sum_{n=0}^{\infty} q^{2n+1} (-aq; q^2)_n (-q/a; q^2)_n = q f_{3,2,1}(q^6, -aq^3; q^2) \] (7.2)
To see this we take \( q \to q^2 \) and \( a = -x^{-1} q^2 \) in this equation and apply the Definition [11] for \( t = m = 1 \). Identity (7.2) can also be derived using Bailey pair method as studied in [5].

8. **Application of Theorem 1.8 Evaluations of the double-sum** \( f_{1,2,3}(-x^{-1} q^2, q^3; q) \)

In this section we convert the Hecke-type double-sum \( f_{1,2,3}(-x^{-1} q^2, q^3; q) \) to different types of Appell function form. The first expression we present does not consist theta terms. For the second expression, we minimize the number of Appell functions. We begin by introducing more convenient notation. Define
\[ \Theta_{a,m} := \Theta(q^a; q^m), \bar{\Theta}_{a,m} := \Theta(-q^a; q^m) \quad \text{and} \quad \Theta_m := \Theta_{m,3m} = (q^m; q^m)_{\infty}. \]
We give the first expression in the following proposition.

**Proposition 8.1.** We have
\[ f_{1,2,3}(-x^{-1} q^2, q^3; q) = x^{-1} m(x^{-3} q^2, -x^3; q^3)(q)_{\infty} + x^{-2} m(x^{-3} q, -x^3; q^3)(q)_{\infty} + \frac{x^{-1} \Theta_{6,12}(x^4; q^4)}{\Theta(-x^3; q^3)} [x^{-2} m(-x^{-4} q, x^4; q^4) - m(-x^{-4} q^3, x^4; q^4)] - \frac{\Theta_{3,12}(x^4; q^4)}{\Theta(-x^3; q^3)} [x^{-2} m(-x^{-4} q, q x^4; q^4) - m(-x^{-4} q^3, q x^4; q^4)] - q^3 x^3 \frac{\Theta_{-3,12}(q^3 x^4; q^4)}{\Theta(-x^3; q^3)} [x^{-2} m(-x^{-4} q, q^3 x^4; q^4) - m(-x^{-4} q^3, q^3 x^4; q^4)]. \]

**Proof of Proposition 8.1.** We need to just apply Theorem 1.8 for \( t = 2, m = 1 \) and use identities \( \vartheta_{2,1} = \vartheta_{4,3} = 0, \vartheta_{3,2} = -q^{-1} \vartheta_{1,1}, \vartheta_{3,4} = q^{-3} \vartheta_{1,1}, \vartheta_{1,1} = (q)_{\infty}, \Theta_{0,12} = 0 \). Hence we obtain
\[ f_{1,2,3}(-x^{-1} q^2, q^3; q) = x^{-1} m(x^{-3} q^2, -x^3; q^3)(q)_{\infty} + x^{-2} m(x^{-3} q, -x^3; q^3)(q)_{\infty} + \frac{1}{\Theta(-x^3; q^3)} \sum_{s=0}^{3} (-1)^s q^{2s} x^s \Theta_{6-3s,12}(q^s x^4; q^4) \times (x^{-3} m(-x^{-4} q, q^s x^4; q^4) - x^{-1} m(-x^{-4} q^3, q^s x^4; q^4)). \]

Next we use Proposition 8.1 to understand how \( f_{1,2,3}(-x^{-1} q^2, q^3; q) \) looks “mod theta”, that is, we want to minimize the number of Appell functions in the Appell function form.
Corollary 8.2. We have
\[ f_{1,2,3}(x^{-1}q^2, q^3; q) = x^{-1}m(x^{-3}q^2, -x^3; q^3)(q, \infty) + x^{-2}m(x^{-3}q, -x^3; q^3)(q, \infty) \]
\[ - x^{-1}\Theta(x; q)m(qx^{-2}, -1; q) \]
\[ - \frac{(q^2; q^2)_{3, \infty} \Theta_{1,2}(x; q)\Theta(x^{-3}, q^3)}{\Theta_{0,2} \Theta_{1,2}(qx^{-2}; q^3) \Theta(-x^{-2}; q)}. \]

Remark 8.3. Recall the definition of the universal mock theta function \( g(x; q) \):
\[ g(x; q) := x^{-1}\left(1 + \sum_{n=0}^{\infty} \frac{q^{2n}}{(x)_n (q/x)_n}\right) \] (8.1)

By [3, Proposition 4.2] it can be expressed in terms of Appell functions:
\[ g(x; q) = -x^{-1}m(x^{-3}q^2, z x^3; q^3) - x^{-2}m(x^{-3}q, z x^3; q^3) + \frac{(q^2; q^2)_{\infty, \infty} \Theta(xz; q)\Theta(z; q^3)}{\Theta(x; q)\Theta(z; q^3)\Theta(x^3; q^3)}. \]

We take \( z = -1 \) and find
\[ g(x; q) = -x^{-1}m(x^{-3}q^2, -x^3; q^3) - x^{-2}m(x^{-3}q, -x^3; q^3) + \frac{(q^2; q^2)_{\infty, \infty} \Theta(-x; q)\Theta(-1; q^3)}{\Theta(x; q)\Theta(-1; q^3)\Theta(-x^3; q^3)}. \]

Hence Corollary 8.2 tells us that
\[ f_{1,2,3}(x^{-1}q^2, q^3; q) \sim -(q, \infty) \cdot g(x; q) - x^{-1}\Theta(x; q)m(qx^{-2}, -1; q), \]
where \( \sim \) means equivalence of two objects “mod theta” [3].

Proof of Corollary 8.2 We use an identity from [7, Corollary 3.10]:
\[ m(x, z; q) = m(-qx^2, z'; q^4) - q^{-1}x^2m(-q^{-1}x^2, z'; q^4) \]
\[ z'(q^2; q^2)_{\infty, \infty} \left[\frac{\Theta(-qx^2z'; q^2)\Theta(z^2(z')^{-1}; q^4)}{\Theta(-qx^2z'; q^2)\Theta(z; q^2)} - \frac{\Theta(-q^2x^2z'; q^2)\Theta(q^2z^2(z')^{-1}; q^4)}{\Theta(-q^2x^2z'; q^2)\Theta(qz; q^2)}\right]. \]

Here we take \( x \rightarrow qx^{-2}, z \rightarrow -1 \) and for every term take the corresponding \( z' \in \{x^4, qx^4, q^2x^4, q^3x^4\} \).

Then we simplify the terms using identities \( \Theta_{4,2} = \Theta_{6,2} = 0 \) and the following equality from the proof of Proposition 5.3
\[ \frac{1}{\Theta(-x^3; q^3)} \sum_{s=0}^{3} (-1)^s q^s(z^2) x^s \Theta(q^{s(2-s)}; q^{12}) \Theta(q^s x^4; q^4) = \Theta(x; q). \]

So we find
\[ f_{1,2,3}(x^{-1}q^2, q^3; q) = x^{-1}m(x^{-3}q^2, -x^3; q^3)(q, \infty) + x^{-2}m(x^{-3}q, -x^3; q^3)(q, \infty) \]
\[ - x^{-1}\Theta(x; q)m(qx^{-2}, -1; q) \]
\[ + \frac{(q^2; q^2)_{\infty, \infty}}{\Theta(-x^3; q^3)\Theta(-qx^{-2}; q)} \left[ x^3 \Theta_{6,12} \Theta_{3,2} \Theta(x^4; q^4) - q^2 \frac{\Theta_{3,12} \Theta_{5,2} \Theta(qx^4; q^4)}{\Theta_{1,2} \Theta_{4,2}} - q^7 x \frac{\Theta_{3,12} \Theta_{7,2} \Theta(q^{-1}x^4; q^4)}{\Theta_{1,2} \Theta_{6,2}} \right]. \]
Then to get the desired result we need to use the elliptic transformation property (5.1) and the identity
\[
\Theta(x; q)\Theta(y; q^n) = \sum_{k=0}^{n} (-1)^k q^{\binom{k}{2}} x^k \Theta((-1)^n q^{\binom{n}{2}} + kn, x^n y; q^n(n+1)) \Theta(-q^{1-k} x^{-1}, y; q^{n+1})
\]
from [3] Proposition 2.2, (2.4e) with \( n = 3, x \to -x \) and \( y = x^{-3} \). \( \square \)

9. ANOTHER EVALUATION OF THE DOUBLE-SUM \( f_{1,2,3}(x^{-1} q^2; q^3; q) \)

Using [6] Section 4.2 we can derive the Appell function form for \( f_{1,2,3}(x^{-1} q^2; q^3; q) \) with the same Appell functions part as in Corollary 8.2. Let us take identity [6] (4.15) and rewrite it in the following form:
\[
\sum_{n=0}^{\infty} q^{2n+1} (-aq q^2)_n (-q/a q^2)_n = -ag(-aq q^2) + a \frac{\Theta(-aq; q^2)}{(q^2; q^2)_\infty} m(a^2, -1, q^2) - \frac{1}{2} \frac{a \Theta(aq; q^2)^3 \Theta(q^2; q^4)}{(q^2; q^2)_\infty \Theta(q^2 x^{-4}; q^2)}
\]
where \( g(x; q) \) is the universal mock theta function, defined in (8.1). Let us substitute \( q \to q^{\frac{1}{2}} \) and \( a = -x^{-1} q^{\frac{3}{2}} \) into the previous equation, so we have
\[
\sum_{n=0}^{\infty} q^n (-q/x q)_n (-q/x q)_n = -g(q/x, q) x^{-1} \frac{\Theta(q/x; q)}{(q)_\infty} m(q x^{-2}, -1, q) + \frac{1}{2} \frac{x^{-1} \Theta(-q/x; q)^3 \Theta(q x^{-2}; q^2)}{(q^2; q^2)_\infty \Theta(q^2 x^{-4}; q^2)}.
\]
Using identity [7,1] Definition 1.1 and properties of \( g(x; q) \) and \( \Theta(x; q) \) we obtain
\[
f_{1,2,3}(x^{-1} q^2; q^3; q) = -(q)_\infty \cdot g(x; q) - x^{-1} \Theta(x; q) m(q x^{-2}, -1, q) - \frac{1}{2} \frac{x^{-5}(q)_\infty \Theta(q x^{-2}; q^2)}{(q^2; q^2)_\infty \Theta(q^{-4}; q^2)}.
\]
This identity gives the same “mod theta” equivalence as stated in Remark 8.3.

If we take identity [6] (4.16) we obtain a similar representation but it does not consist theta terms:
\[
f_{1,2,3}(x^{-1} q^2; q^3; q) = -(q)_\infty \cdot g(x; q) - x^{-1} \Theta(x; q) m(q x^{-2}, x, q).
\]
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