High pointwise emergence and Katok’s conjecture for systems with non-uniform structure
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Abstract. Recently, Kiriki, Nakano and Soma introduced a concept called pointwise emergence as a new quantitative perspective into the study of non-existence of averages for dynamical systems. In the present paper, we consider the set of points with high pointwise emergence for systems with non-uniform structure and prove that this set carries full topological pressure. For the proof of this result, we show that such systems have ergodic measures of arbitrary intermediate pressures.

Keywords and phrases: pointwise emergence, topological pressure, non-uniform structure.

1 Introductions

Let \((X, \sigma)\) be a dynamical system in the sense that \(X\) is a compact metric space and \(\sigma : X \to X\) is a continuous map. Denote by \(\mathcal{M}(X), \mathcal{M}_\sigma(X), \mathcal{M}_\sigma^e(X)\) the set of Borel probability measures, \(\sigma\)-invariant Borel probability measures, and ergodic \(\sigma\)-invariant Borel probability measures on \(X\) with weak* topology respectively. The statistical behavior of a point \(x \in X\) can be reflected by empirical measures. Namely,

\[
\delta^n_x = \frac{1}{n} \sum_{k=0}^{n-1} \delta_{\sigma^k x},
\]
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where $\delta_y$ denotes the Dirac measure at $y \in X$. Consider the sequence $\{\delta^n\}$ and let $V(x)$ be the set of its limit points. Then $V(x) \subset \mathcal{M}_\sigma(X)$ is a nonempty closed connected subset.

The argument on asymptotic behavior of empirical measures is very fundamental in ergodic theory. We say a point $x \in X$ has historic behavior if $V(x)$ is not a single point set. The development in the study of historic sets is similar to those in the study of multifractal decomposition sets. Although the historic set is too small to be considered from the viewpoint of ergodic theory according to Birkhoff ergodic theorem, it turns out that the dynamical structure may be quite complex if we study its qualitative aspects of dynamics. Barreira and Schmeling [34] showed that for a class of systems, historic set carries full entropy and Hausdorff dimension. In [7], the authors proved that historic set has full topological entropy for systems with specification property. [14] generalized this result to the systems with shadowing property. See [1, 2, 30, 32, 33, 38] for more results of historic behavior in the context of thermodynamic formalism.

Recently Berger [4] introduced a quantitative viewpoint called emergence into the study of infinitude of averages, and further developed it in [5] with Bochi. Roughly speaking, the notation of emergence is to quantify how far a system is to be ergodic. It is interesting to investigate whether the dynamics of high emergence are typical, that is, the system whose statistical behavior is poorly described by finitely many probability measures. Kiriki, Nakano and Soma [18] introduced a “local” version of emergence called pointwise emergence as a new quantitative perspective of $V(x)$. Given $\epsilon > 0$ and $x \in X$, the pointwise emergence $\mathcal{E}_x(\epsilon)$ is defined as the capacity of set $V(x)$, i.e.,

$$\mathcal{E}_x(\epsilon) = N(V(x), \epsilon),$$

where $N(V(x), \epsilon)$ denotes the $\epsilon$-covering number of $V(x)$. Call $x$ has high pointwise emergence if

$$\lim_{\epsilon \to 0} \frac{\log \mathcal{E}_x(\epsilon)}{-\log \epsilon} = \infty.$$ 

It was proved that there is a residual subset with high pointwise emergence for topological mixing subshift. A generalized notation “dynamical pointwise emergence” was studied in [17]. In [22], the authors proved that the set of points with high pointwise emergence for topological mixing subshifts of finite type has full topological entropy, full Hausdorff dimension, and full topological pressure for any Hölder continuous potential. Recently, Zelerowicz [36] obtains a lower bound of the Hausdorff dimension of the set of points with high pointwise emergence for $C^{1+\alpha}$ diffeomorphisms.

A natural question is whether the above results are still valid for more general dynamical systems. To study the existence and uniqueness of measures of maximal entropy and equilibrium states under the weaker specification property, Climenhaga etc. [9] consider shift spaces with the specification property only holds for “good words”
which is large enough in an appropriate sense. After that a series of remarkable works emerged developing a theory of non-uniform specification which found application for intrinsic ergodicity and equilibrium states of various non-uniformly hyperbolic systems. Based on the works in [9,10], Climenhaga, Thompson and Yamamoto [12] derived level-2 large deviations principle for a broad class of symbolic systems, i.e., the subshifts with non-uniform structure. An important class of shifts with non-uniform structure is given by the \( \beta \)-shifts, which codes the transformations \( x \mapsto \beta x \pmod{1} \) for \( \beta > 1 \), \( x \in [0, 1] \), and has a deep connection with number theory. Inspired by the research of dimension for subshifts in [8,15], we shall discuss topological pressure for subshifts with non-uniform structure to study the dimension of the set of high pointwise emergence.

Now we present main results of this paper. Let \( C(X) \) be the Banach space of all continuous real-valued functions on \( X \) equipped with the supremum norm \( \| \cdot \| \). For \( f \in C(X) \), set

\[
P_{\inf}(\sigma, f) = \inf \{ P_{\mu}(\sigma, f) : \mu \in \mathcal{M}(X) \},
\]

where \( P_{\mu}(\sigma, f) = h_{\mu}(\sigma) + \int f \, d\mu \) and \( h_{\mu}(\sigma) \) denotes the measure theoretic entropy. Denote by \( P_Z(\sigma, f) \), \( P_{\top}(\sigma, f) \) the Pei-Pitskel pressure of \( Z \subset X \), and topological pressure with respect to \( f \) respectively.

**Theorem 1.1.** Let \( X \) be a shift space with \( \mathcal{L} = \mathcal{L}(X) \). Suppose that \( \mathcal{G} \subset \mathcal{L} \) has \((W)\)-specification and \( \mathcal{L} \) is edit approachable by \( \mathcal{G} \). For any \( f \in C(X) \) with \( P_{\inf}(f) < P_{\top}(\sigma, f) \), we have

\[
P_H(\sigma, f) = P_{\top}(\sigma, f),
\]

where \( H = \{ x \in X : \lim_{\varepsilon \to 0} \frac{\log E_x(\varepsilon)}{-\log \varepsilon} = \infty \} \).

**Remark 1.1.** Similar proof can obtain that the set of points with high pointwise emergence carries full topological entropy. That is \( h_{\top}(\sigma, H) = h_{\top}(\sigma, X) \).

To prove above theorem, we need to consider the ergodic measures of intermediate pressure for systems with non-uniform structure. This question originated from following Katok’s conjecture.

**Katok’s Conjecture.** For any \( C^2 \) diffeomorphism \( T \) on a Riemannian manifold \( X \), one has

\[
\{ h_{\mu}(T) : \mu \text{ is an ergodic measure for } (X, T) \} \supseteq [0, h_{\top}(T)).
\]

The relative work and progress on this conjecture see [16,19,21,23,29,34,35]. In [29], Sun showed that it has dense intermediate pressures and dense intermediate entropies of ergodic measures for systems with Climenhaga-Thompson structures which defined
in [11]. That is for such system \((X, \sigma)\) and a continuous real valued potential \(\phi\), the set \(\{P_\mu(\sigma, \phi) : \mu \in \mathcal{M}_\sigma^e(X)\}\) is dense in the interval \([P^*(\phi), P_{\text{top}}(\sigma, \phi)]\), where

\[
P^*(\phi) := \lim \inf_{n \to \infty} \sup_{x \in X} \left\{ \frac{1}{n} \sum_{k=0}^{n-1} \phi(\sigma^k(x)) \right\}.
\]

There is a gap between Climenhaga-Thompson structures and non-uniform structure although they are all defined by the way of gluing orbit properties. We emphasize here that Sun [27] also proved that the systems with approximate product property and asymptotic entropy expansiveness have ergodic measures of arbitrary intermediate pressures. We cannot directly use this result since there is a type of subshifts with non-uniform structure that does not satisfy approximate product property (see Section 6).

**Theorem 1.2.** Let \(X\) be a shift space with \(\mathcal{L} = \mathcal{L}(X)\). Suppose that \(\mathcal{G} \subset \mathcal{L}\) has \((W)\)-specification and \(\mathcal{L}\) is edit approachable by \(\mathcal{G}\). Then for \(f \in C(X)\) with \(P_{\text{inf}}(\sigma, f) < P_{\text{top}}(\sigma, f)\) and any \(\alpha \in (P_{\text{inf}}(\sigma, f), P_{\text{top}}(\sigma, f))\), there is \(\nu_\alpha \in \mathcal{M}_\sigma^e(X)\) such that \(P_{\nu_\alpha}(\sigma, f) = \alpha\).

## 2 Preliminaries

In this preliminary section, we provide a number of necessary terminologies and recall some lemmas that will be used in the proof of our main result.

### 2.1 Pointwise emergence and infinite dimension simplex

Let \((X, d)\) be a compact metric space, it is well known that \(\mathcal{M}(X)\) is also compact with the weak*-topology. We mainly consider the Wasserstein metric which is compatible with weak*-topology. Given \(\mu, \nu \in \mathcal{M}(X)\), define

\[
W(\mu, \nu) = \sup_{\varphi \in \text{Lip}^1(X, [-1, 1])} \left| \int_X \varphi(x) \, d\mu(x) - \int_X \varphi(x) \, d\nu(x) \right|,
\]

where \(\text{Lip}^1(X, [-1, 1])\) denotes the space of functions on \(X\) with values in \([-1, 1]\) such that the Lipschitz constant is bounded by 1. Then the map \(x \mapsto \delta_x\) becomes an isometric embedding of \(X\) into \(\mathcal{M}(X)\).
Definition 2.1. [pointwise emergence] Given $\varepsilon > 0$ and $x \in X$, the pointwise emergence $\mathcal{E}_x(\varepsilon) = \mathcal{E}_x(\varepsilon, \sigma)$ of $\sigma$ at scale $\varepsilon$ at $x$ is defined by

$$\mathcal{E}_x(\varepsilon) = \min \left\{ N \in \mathbb{N} : \text{there exists } \{\mu_j\}_{j=1}^N \subset \mathcal{P}(X) \text{ such that} \right.$$ 

$$\lim_{n \to \infty} \min_{1 \leq j \leq N} W(\delta^n_{x}, \mu_j) \leq \varepsilon \right\} = N(V(x), \varepsilon),$$

where $N(V(x), \varepsilon)$ is the $\varepsilon$-covering number of set $V(x)$ with metric $W$.

For $L \geq 1$, denote by $A_L$ the set of all $L$-dimensional probability vectors, that is

$$A_L = \left\{ t = (t_0, t_1, \ldots, t_L) \in [0, 1]^{L+1} : \sum_{i=0}^L t_i = 1 \right\}.$$

For $n = (n_0, n_1, \ldots, n_L) \in \mathbb{Z}_+^{L+1}$, define

$$\bar{t}(n) = \left( \frac{n_0}{\sum_{i=0}^L n_i}, \frac{n_1}{\sum_{i=0}^L n_i}, \ldots, \frac{n_L}{\sum_{i=0}^L n_i} \right) \in A_L.$$

Let $\mathcal{T} = \{\mu^{(i)}\}_{i \geq 0}$ be a sequence of Borel probability measures on $X$ and $t \in A_L$, set

$$\mu_t = \mu_t(\mathcal{T}) = \sum_{i=0}^L t_i \mu^{(i)} \in \mathcal{M}(X).$$

Finally, write

$$\Delta_L(\mathcal{T}) = \{\mu_t : t \in A_L\}, \quad \Delta(\mathcal{T}) = \bigcup_{L \geq 1} \Delta_L,$$

and

$$E(\mathcal{T}) = \{x \in X : \Delta(\mathcal{T}) \subset V(x)\}.$$

It was proved in [18] that for any $x \in E(\mathcal{T})$,

$$\lim_{\varepsilon \to 0} \frac{\log \mathcal{E}_x(\varepsilon)}{-\log \varepsilon} = \infty.$$

2.2 Systems with non-uniform structure

In this subsection, we recall the systems with non-uniform structure, a class of subshifts which was introduced in [12] by Climenhaga, Thompson and Yamamoto.

Let $m \geq 1$ be an integer and $\mathcal{A} = \{1, 2, \ldots, m\}$. Consider $\mathcal{A}^\mathbb{N} = \{(w_i)_{i \geq 1} : w_i \in \mathcal{A}\}$ with metric

$$d(x, y) = \sum_{j=1}^\infty \frac{|x_j - y_j|}{2^j}.$$
Let $\sigma$ be the left shift on $\mathcal{A}^\mathbb{N}$ and call $(\mathcal{A}^\mathbb{N}, \sigma)$ a full shift. For a nonempty subset $X \subset \mathcal{A}^\mathbb{N}$, we say $(X, \sigma)$ a subshift if $X$ is compact and $\sigma(X) \subset X$. Denote by $\mathcal{L}_n(X)$ be the set of all $n$-length words that appear in some $x \in X$. Then let $\mathcal{L} = \mathcal{L}(X) = \cup_{n \geq 1} \mathcal{L}_n(X)$ and call it the language of $X$. For $u \in \mathcal{L}$, let $|u|$ denote the length of $u$ and $[u]$ denote the cylinder set, that is the set of $x \in X$ beginning with the word $u$. For $x \in X$ and $n \geq 1$, write $[x]_n = [x_1, \ldots, x_n]$.

Let $X$ be a shift space with language $\mathcal{L}$. We say a subset $\mathcal{G} \subset \mathcal{L}$ has $(W)$-specification with gap length $\tau \in \mathbb{N}$ if for every $u, v \in \mathcal{G}$, there exists $w \in \mathcal{L}$ such that $uwv \in \mathcal{G}$ and $|w| \leq \tau$.

The edit of a word $w = w_1 \cdots w_n$ is defined by one of the following three actions, (1) substitution: $w \mapsto w' = w_1 \cdots w_{i-1}aw_{i+1} \cdots w_n$; (2) insertion: $w \mapsto w' = w_1 \cdots w_i a'w_{i+1} \cdots w_n$; (3) deletion: $w \mapsto w' = w_1 \cdots w_{i-1}w_{i+1} \cdots w_n$.

Here $1 \leq i \leq n$ and $a, a' \in \mathcal{A}$ are arbitrary symbols. Then given $v, w \in \mathcal{L}$, define the edit distance between $v$ and $w$ to be the minimum number of edits required to transform the word $v$ into the word $w$, which denoted by $\hat{d}(v, w)$. The edit distance does not have much effect on statistical behavior, see [12, Lemma 2.8] and [37, Lemma 2.7].

Call a non-decreasing function $g : \mathbb{N} \to \mathbb{N}$ a mistake function if $\lim_{n \to \infty} g(n)/n = 0$. For $\mathcal{G} \subset \mathcal{L}$, if there is a mistake function $g$ such that for every $w \in \mathcal{L}$, there exists $v \in \mathcal{G}$ with $\hat{d}(w, v) \leq g(|w|)$, we say that $\mathcal{L}$ is edit approachable by $\mathcal{G}$.

### 2.3 Topological pressure

Let us recall here the definitions of topological pressure and Pesin-Pitskel topological pressure on the shift space $(X, \sigma)$.

For $n \in \mathbb{N}$, let $d_n(x, y) = \max\{d(\sigma^i(x), \sigma^i(y)) : 0 \leq i \leq n - 1\}$ for any $x, y \in X$. A subset $E \subset X$ is said to be an $(n, \varepsilon)$ separated set if for any distinct $x, y \in E$, $d_n(x, y) > \varepsilon$. Write $S_n f(x) = \sum_{i=0}^{n-1} f(\sigma^i x)$ for $f \in C(X)$, $n \in \mathbb{N}$ and $x \in X$.

The topological pressure of $(X, \sigma)$ with respect to $f \in C(X)$ is given by

$$P_{\text{top}}(\sigma, f) = \lim_{\varepsilon \to 0} \lim_{n \to \infty} \frac{1}{n} \log P_n(\sigma, f, \varepsilon),$$

where

$$P_n(\sigma, f, \varepsilon) = \sup \left\{ \sum_{x \in E} e^{S_n f(x)} : E \text{ is an } (n, \varepsilon) \text{ separated set} \right\}.$$

When $f \equiv 0$, we obtain topological entropy $h_{\text{top}}(\sigma, X)$.

Let $Z \subset X$, $f \in C(X)$, $s \geq 0$ and $N \in \mathbb{N}$, define

$$M(Z, s, N) = \inf_{\alpha} \left\{ \sum_{[u] \in \alpha} \exp \left( -t|u| + \sup_{x \in [u]} S_{[u]} f(x) \right) \right\},$$
where the infimum is taken over all finite or countable collections \( \alpha \) of cylinders with length greater than \( N \) and covers \( Z \) in the sense that \( Z \subset \bigcup_{|u|\leq \alpha} [u] \). Clearly, \( M(Z, s, N) \) does not decrease as \( N \) increases. Define

\[
M(Z, s) = \lim_{N \to \infty} M(Z, s, N).
\]

The *Pesin-Pitskel topological pressure* of \( Z \) is the value where \( M(Z, s) \) jumps from \( \infty \) to 0, i.e.,

\[
P_Z(\sigma, f) = \inf \{ s \geq 0 : M(Z, s) = 0 \}.
\]

For \( \mu \in \mathcal{M}(X) \), \( f \in C(X) \) and \( x \in X \), set

\[
P_\mu(\sigma, f, x) = \lim \inf_{n \to \infty} \frac{1}{n} \log \left[ e^{S_n f(x)} \mu([x]_n)^{-1} \right].
\]

For \( \mu \in \mathcal{M}_\sigma(X) \), it follows from Birkhoff’s ergodic theorem and Brin-Katok’s entropy formula \([6]\) that

\[
P_\mu(\sigma, f, x) = h_\mu(\sigma) + \int f \, d\mu
\]

holds for \( \mu \)-almost every \( x \in X \). Write \( P_\mu(\sigma, f) = h_\mu(\sigma) + \int f \, d\mu \). The following result shows that the Pesin-Pitskel topological pressure can be determined by measure theoretic pressure.

**Theorem 2.1.** \([31]\) Let \( f \) be a continuous function on \( X \), \( \mu \) be a Borel probability measure on \( X \) and \( Z \subset X \) be a Borel subset. For \( s \in \mathbb{R} \), if \( \mu(Z) > 0 \) and \( P_\mu(\sigma, f, x) \geq s \) for all \( x \in Z \), then \( P_Z(\sigma, f) \geq s \).

### 3 Intermediate entropies and pressures

In this section we prove Theorem \([12]\). The approach arises from the work in \([27]\). For reader’s convenience we provide a proof here in our context.

First, we prove the denseness of intermediate entropies, that is,

**Theorem 3.1.** Let \( X \) be a shift space with \( \mathcal{L} = \mathcal{L}(X) \). Suppose that \( \mathcal{G} \subset \mathcal{L} \) has \((W)\)-specification and \( \mathcal{L} \) is edit approachable by \( \mathcal{G} \). Then for any \( \alpha \in [0, h_{\top}(\sigma, X)) \),

\[
\mathcal{M}_e(X, \sigma, \alpha) := \{ \mu \in \mathcal{M}_\sigma(X) : h_\mu(\sigma) = \alpha \}
\]

is a residual subset in the compact metric space

\[
\mathcal{M}(X, \sigma) := \{ \mu \in \mathcal{M}(X) : h_\mu(\sigma) \geq \alpha \}.
\]

Suppose that \( (X, \sigma) \) is a shift space. For \( \nu \in \mathcal{M}(X) \), \( n \in \mathbb{N} \) and \( \eta > 0 \), let

\[
\mathcal{L}_n^{\nu, \eta} = \{ \omega \in \mathcal{L}_n : W(\delta^n_x, \nu) < \eta \text{ for any } x \in [\omega] \}.
\]
Lemma 3.1. Let \( X \) be a shift space with \( \mathcal{L} = \mathcal{L}(X) \). Suppose that \( \mathcal{G} \subset \mathcal{L} \) has \((W)\)-specification and \( \mathcal{L} \) is edit approachable by \( \mathcal{G} \). Then for any \( \nu \in \mathcal{M}_\nu^e(X) \), \( h \in (0, h_\nu(\sigma)) \) and \( \epsilon, \xi > 0 \), there exists \( \mu \in \mathcal{M}_\mu^e(X) \) with \( W(\mu, \nu) < \xi \) such that

\[
|h_\mu(\sigma) - h| < \epsilon.
\]

Proof. Fix \( \mu \in \mathcal{M}_\mu^e(X) \), \( h \in (0, h_\nu(\sigma)) \) and \( \epsilon, \xi > 0 \). By [12, Lemma 4.7], let \( \eta = \frac{1}{4} \xi < \xi \) and then there exists \( N \) such that \( \#\mathcal{L}_{N}^{\nu, \eta} \geq e^{Nh} \). According to [37, Lemma 2.7], there exists a sequence of positive number \( \{\eta_n\} \) such that for any \( x, y \in X \) and \( m, n \in \mathbb{N} \),

\[
d(x_1 x_2 \ldots x_n, y_1 y_2 \ldots y_m) \leq g(n) \Rightarrow W(\delta^n_x, \delta^n_y) \leq \eta_n.
\]

Hence one can choose \( N \) large enough such that \( \eta_N < \eta \). It follows from [12, Proposition 4.2 and Lemma 4.3] that there exist a subset \( \mathcal{F} \subset \mathcal{L} \) with free concatenation property (for all \( u, v \in \mathcal{F} \), we have \( uv \in \mathcal{F} \)) and a map \( \phi : \mathcal{L} \rightarrow \mathcal{F} \) such that \( \hat{d}(\omega, \phi(\omega)) < g(|\omega|) \), where \( g : \mathbb{N} \rightarrow \mathbb{N} \) is a mistake function. Take \( \chi < \epsilon \) small enough such that

\[
C \chi - \chi \log \chi < \frac{1}{4} \epsilon.
\]

We may always assume that \( \frac{g(N)}{N} < \chi \). Then for any fixed \( v \in \mathcal{F} \), according to [12, Lemma 2.6],

\[
\#\{w \in \mathcal{L}^{\nu, \eta}_N : \phi(w) = v\} \leq C N^C (e^{C_\chi e^{-\chi \log \chi}})^N < e^{\frac{1}{4} N \epsilon}.
\]

(3.2)

Note that for any \( w \in \mathcal{L}^{\nu, \eta}_N \), \( N - g(N) \leq |\phi(w)| \leq N + g(N) \). For \( N - g(N) \leq t \leq N + g(N) \), we denote by \( \phi^t(\mathcal{L}^{\nu, \eta}_N) \subset \phi(\mathcal{L}^{\nu, \eta}_N) \) the collection of words whose length is \( t \). Then there exists \( t \) such that

\[
\#\phi^t(\mathcal{L}^{\nu, \eta}_N) \geq \frac{\#\{\phi(w) : w \in \mathcal{L}^{\nu, \eta}_N\}}{2g(N) + 1}.
\]

(3.3)

According to pigeonhole principle and \((3.2) \ [3.3] \), we may assume that \( \phi : \mathcal{L}^{\nu, \eta}_N \rightarrow \phi(\mathcal{L}^{\nu, \eta}_N) \) is a bijection and elements in \( \Gamma^*_M := \phi(\mathcal{L}^{\nu, \eta}_N) \) have same length \( M \) by dropping some elements of \( \mathcal{L}^{\nu, \eta}_N \). Hence,

\[
\#\Gamma^*_M \geq e^{M(h - \frac{1}{2} \epsilon)}.
\]

(3.4)

Choose a subset \( \Gamma_M \subset \Gamma^*_M \) such that

\[
e^{M(h - \frac{1}{2} \epsilon)} \leq \#\Gamma_M < e^{M(h + \frac{1}{2} \epsilon)}.
\]

Then let \( Y = (\Gamma_M)^\mathbb{N} \) and \( \Lambda = \bigcup_{i=0}^{M-1} \sigma^i(Y) \). It is clear that \( \Lambda \) is compact and \( \sigma \)-invariant. Moreover,

\[
h_{top}(\sigma, \Lambda) = \lim_{n \to \infty} \frac{1}{n} \log \#\mathcal{L}_n(\Lambda) \leq \lim_{n \to \infty} \frac{1}{n} \log(\#\Gamma_M)^{1/(2M)} + 1 \leq h + \frac{1}{2} \epsilon.
\]
and \( h_{\text{top}}(\sigma, \Lambda) = \lim_{n \to \infty} \frac{1}{n} \log \# \mathcal{L}_n(\Lambda) \geq \lim_{n \to \infty} \frac{1}{n} \log (\# \Gamma_M)^{\lfloor \frac{\Lambda}{\mu} \rfloor} \geq h - \frac{1}{2} \epsilon \),

where \( \lfloor \frac{\Lambda}{\mu} \rfloor \) denotes the largest integer no greater than \( \frac{\Lambda}{\mu} \). By the variational principle, there exists a \( \mu \in \mathcal{M}_e^\sigma(\Lambda) \subset \mathcal{M}_e^\sigma(X) \), \( |h_\mu(\sigma) - h| < \epsilon \).

There exists \( \omega \in \mathcal{L}_N^\nu, \eta \) with \( \phi(\omega) = v \) for any \( v \in \Gamma_M^* \), which follows from the definition of \( \Gamma_M^* \). Then by (\[3.1\]), for any \( x \in [\omega] \) and \( y \in [v] \),

\[
W(\delta_y^M, \nu) \leq W(\delta_y^M, \delta_x^N) + W(\delta_x^N, \nu) \leq \eta_N + \eta < 2\eta.
\]

Then if \( y \in \Lambda \) is a generic point for \( \mu \),

\[
W(\mu, \nu) \leq W(\mu, \delta_y^M) + W(\delta_y^M, \nu),
\]

we have \( W(\mu, \nu) < \xi \). \hfill \Box

**Lemma 3.2.** Let \( X \) be a shift space with \( \mathcal{L} = \mathcal{L}(X) \). Suppose that \( \mathcal{G} \subset \mathcal{L} \) has \((W)\)-specification and \( \mathcal{L} \) is edit approachable by \( \mathcal{G} \). For \( 0 \leq \alpha < \alpha' < h_{\text{top}}(\sigma) \), denote

\[
\mathcal{M}(\alpha, \alpha') := \{ \mu \in \mathcal{M}_\sigma(X) : \alpha \leq h_\mu(\sigma) < \alpha' \}.
\]

Then \( \mathcal{M}_e(\alpha, \alpha') := \mathcal{M}(\alpha, \alpha') \cap \mathcal{M}_e^\sigma(X) \) is dense in \( \mathcal{M}^\alpha(X, \sigma) \).

**Proof.** Fix any \( \mu \in \mathcal{M}^\alpha(X, \sigma) \) and \( \eta > 0 \). Let \( \mu_1 := \mu + \frac{\eta}{3D} (\mu_{\text{max}} - \mu) \) where \( D \) is the diameter of \( \mathcal{M}(X, \sigma) \) with respect to the Wasserstein metric \( W \) and \( \mu_{\text{max}} \) is an ergodic measure with maximal entropy, that is, \( h_{\mu_{\text{max}}}(\sigma) = h_{\text{top}}(X, \sigma) \). Then

\[
W(\mu, \mu_1) < \frac{\eta}{3} \text{ and } h_{\mu_1}(\sigma) > \alpha.
\]

By [\[12\] Proposition 3.6], there exists \( \mu_2 \in \mathcal{M}_e^\sigma(X, \sigma) \) such that

\[
W(\mu_1, \mu_2) < \frac{\eta}{3} \text{ and } h_{\mu_2}(\sigma) > \alpha.
\]

By Lemma [\[3.1\]], there exists \( \mu_3 \in \mathcal{M}_e^\sigma(X, \sigma) \) such that

\[
W(\mu_2, \mu_3) < \frac{\eta}{3} \text{ and } \alpha \leq h_{\mu_3}(\sigma) < \min\{h_{\mu_2}(\sigma), \alpha'\}.
\]

Therefore, we have \( W(\mu, \mu_3) < \eta \) and \( \mu_3 \in \mathcal{M}_e(\alpha, \alpha') \), which ends the proof. \hfill \Box

**Proof of Theorem [\[3.1\]** Since the map \( \mu \mapsto h_\mu(\sigma) \) is upper semi-continuous, we have \( \mathcal{M}_e^\alpha(X, \sigma) \) is a compact metric subspace of \( \mathcal{M}(X, \sigma) \), which is a Baire space. Since \( \mathcal{M}_e^\sigma(X) \) is a \( G_\delta \) set in \( \mathcal{M}_\sigma(X) \) (\[13\] Proposition 5.7), then the set \( \mathcal{M}_e^\sigma(X) \cap \mathcal{M}_\sigma^\alpha(X) \) is a \( G_\delta \) set in \( \mathcal{M}^\alpha(X, \sigma) \). By the upper semi-continuity of the entropy map, for any \( \alpha < \alpha' \),

\[
\mathcal{M}(\alpha, \alpha') = \{ \mu \in \mathcal{M}_\sigma(X) : h_\mu(\sigma) < \alpha' \} \cap \mathcal{M}^\alpha(X, \sigma)
\]
is relatively open in $\mathcal{M}^\alpha(X, \sigma)$. Then $\mathcal{M}^e(\alpha, \alpha') = \mathcal{M}(\alpha, \alpha') \cap \mathcal{M}_e^\sigma(X) \cap \mathcal{M}^\alpha(X, \sigma)$ is a $G_\delta$ set in $\mathcal{M}^\alpha(X, \sigma)$. Combining with Lemma 3.2 it implies that $\mathcal{M}^e(\alpha, \alpha')$ is a residual set in $\mathcal{M}^\alpha(X, \sigma)$. Then

$$
\mathcal{M}^e(X, \sigma, \alpha) = \bigcap_{n=1}^\infty \mathcal{M}(\alpha, \alpha + \frac{1}{n}) \cap \mathcal{M}_e^\sigma(X) \cap \mathcal{M}^\alpha(X, \sigma)
$$

is also a residual set in $\mathcal{M}^\alpha(X, \sigma)$, which ends the proof.

Next, we prove the denseness of intermediate pressures. The variational principle of topological pressure states $P_{top}(\sigma, f) = \sup \{ P_\mu(\sigma, f) : \mu \in \mathcal{M}_\sigma(X) \}$. Since $(X, \sigma)$ is expansive that there exists equilibrium state $\mu_P \in \mathcal{M}_\sigma^e(X)$, $P_{top}(\sigma, f) = P_\mu(\sigma, f)$. We always assume that $h_{top}(\sigma) > 0$.

**Lemma 3.3.** Let $X$ be a shift space satisfying the condition in Theorem [1.2]. Assume that $P_{inf}(\sigma, f) < \alpha < \alpha' < P_{top}(\sigma, f)$. Then the set

$$
P(\alpha, \alpha') = \left\{ \mu \in \mathcal{M}_\sigma^e(X) : \int f \text{ d}\mu \leq \alpha \leq P_\mu(\sigma, f) < \alpha' \right\}
$$

is dense in

$$
P^\alpha = \left\{ \mu \in \mathcal{M}_\sigma(X) : \int f \text{ d}\mu \leq \alpha \leq P_\mu(\sigma, f) \right\}.
$$

**Proof.** For $\mu_0 \in P^\alpha$ and $\delta_0 > 0$, we prove the result

$$
P(\alpha, \alpha') \cap B(\mu_0, \delta_0) \neq \emptyset
$$

in following 5 cases.

**Case 1.** $\int f \text{ d}\mu_0 < \alpha < P_{\mu_0}(\sigma, f)$.

Set

$$
\eta = \frac{1}{3} \min \left\{ \alpha - \int f \text{ d}\mu_0, \alpha' - \alpha, P_{\mu_0}(\sigma, f) - \alpha \right\}.
$$

Since $\mu \mapsto \int f \text{ d}\mu$ is continuous, there exists $\delta_1 < \delta_0$ such that for any $m \in B(\mu_0, \delta_0)$,

$$
\left| \int f \text{ d}m - \int f \text{ d}\mu_0 \right| < \eta.
$$

On the other hand, according to Theorem 3.1 there is $\nu \in B(\mu_0, \delta_1) \cap \mathcal{M}_\sigma^e(X)$ such that

$$
h_\nu(\sigma) = \min \{ P_{\mu_0}(\sigma, f), \alpha' \} - \int f \text{ d}\mu_0 - \eta \in (0, h_{\mu_0}(\sigma)).
$$

One has

$$
P_\nu(\sigma, f) = \min \{ P_{\mu_0}(\sigma, f), \alpha' \} - \int f \text{ d}\mu_0 + \int f \text{ d}\nu - \eta > \min \{ P_{\mu_0}(\sigma, f), \alpha' \} - 2\eta > \alpha;
$$

$$
P_\nu(\sigma, f) < \alpha' - \int f \text{ d}\mu_0 - \eta + \int f \text{ d}\nu < \alpha'.
$$
That is \( \nu \in B(\mu_0, \delta_0) \cap \mathcal{P}(\alpha, \alpha') \).

**Case 2.** \( \int f \, d\mu_0 = \alpha < P_{\mu_0}(\sigma, f) \).

Take \( \nu_0 \in \mathcal{M}_\sigma(X) \) such that \( P_{\inf}(\sigma, f) \leq P_{\nu_0}(\sigma, f) < \alpha \). Note that it for any \( t \in [0, 1] \), it holds that

\[
P_{t\mu_0+(1-t)\nu_0}(\sigma, f) = tP_{\nu_0}(\sigma, f) + (1-t)P_{\nu_0}(\sigma, f).
\]

Hence there exists \( \mu \in B(\mu_0, \delta_1) \) with \( \delta_1 < \delta_0/2 \) and \( P_\mu(\sigma, f) > \alpha > \int f \, d\mu \). Applying Case 1 we can find

\[
\nu \in B(\mu, \delta_1) \cap \mathcal{P}(\alpha, \alpha') \subset B(\mu_0, \delta_0) \cap \mathcal{P}(\alpha, \alpha').
\]

**Case 3.** \( \int f \, d\mu_0 < \alpha = P_{\mu_0}(\sigma, f) \).

There exists \( \mu_1 = t_0\mu_P + (1-t_0)\mu_0, t_0 < \delta_0/2 \) such that \( \int f \, d\mu_1 < \alpha \). At this time one has

\[
\mu_1 \in B(\mu_0, \delta_0/2), \quad \int f \, d\mu_1 < \alpha < P_{\mu_1}(\sigma, f).
\]

Applying Case 1 again, there exists \( \nu \) with

\[
\nu \in B(\mu_1, \delta_0/2) \cap \mathcal{P}(\alpha, \alpha') \subset B(\mu_0, \delta_0) \cap \mathcal{P}(\alpha, \alpha').
\]

**Case 4.** \( \int f \, d\mu_0 = \alpha = P_{\mu_0}(\sigma, f) \) and \( \int f \, d\mu_P \leq \alpha \).

Similar argument as Case 2 there exists

\[
\mu_1 \in B(\mu_0, \delta_0/2), \quad \int f \, d\mu_1 \leq \alpha < P_{\mu_1}(\sigma, f).
\]

Applying Case 1 (if \( \int f \, d\mu_1 < \alpha \)) or Case 2 (if \( \int f \, d\mu_1 = \alpha \)), we have \( B(\mu_0, \delta_0) \cap \mathcal{P}(\alpha, \alpha') \neq \emptyset \).

**Case 5.** \( \int f \, d\mu_0 = \alpha = P_{\mu_0}(\sigma, f) \) and \( \int f \, d\mu_P > \alpha \).

Fix \( \nu_0 \) as in Case 2 with \( \int f \, d\nu_0 \leq P_{\nu_0}(\sigma, f) < \alpha \). Pick \( \nu_1 \in \mathcal{M}_\sigma(X) \) with \( h_{\nu_1} > 0 \) and \( t \in (0, 1) \) such that for \( \mu_1 = t\nu_1 + (1-t)\nu_0 \),

\[
\int f \, d\mu_1 < \alpha, \quad h_{\mu_1}(\sigma) > 0.
\]

Since \( \int f \, d\mu_1 < \alpha < \int f \, d\mu_P \), there exists \( \mu_2 \in \mathcal{M}_\sigma(X) \) with \( \int f \, d\mu_2 = \alpha \) and \( h_{\mu_2}(\sigma) > 0 \), hence \( P_{\mu_2}(\sigma, f) > \alpha \). Consider the collection \( \{k\mu_0 + (1-k)\mu_2 : 0 \leq k \leq 1\} \). Then we can pick \( \mu_3 \) such that

\[
\mu_3 \in B(\mu_0, \delta_0/2), \quad P_{\mu_3}(\sigma, f) > \alpha = \int f \, d\mu_3.
\]

Applying Case 2 again we have \( \emptyset \neq B(\mu_3, \delta_0/2) \cap \mathcal{P}(\alpha, \alpha') \subset B(\mu_0, \delta_0) \cap \mathcal{P}(\alpha, \alpha') \). \( \square \)

Finally, we can prove the following theorem, which implies Theorem 1.2.
**Theorem 3.2.** Let $X$ be a shift space satisfying the condition in Theorem 1.2. Then for any $\alpha \in (P_{\inf}(f), P_{\top}(\sigma, f))$, the set $\{\mu \in \mathcal{M}_\sigma^e(X) : P_\mu(\sigma, f) = \alpha\}$ is a residual subset in the nonempty compact metric subspace $\mathcal{P}^\alpha$.

**Proof.** Since $\alpha \in (P_{\inf}(f), P_{\top}(\sigma, f))$, there exist $\mu_1, \mu_2 \in \mathcal{M}_\sigma(X)$ with $P_{\mu_1}(\sigma, f) < \alpha < P_{\mu_2}(\sigma, f)$. Then there exists $t \in (0, 1)$ and $\mu = t\mu_1 + (1 - t)\mu_2$ with $P_\mu(\sigma, f) = \alpha$. This ensures that $\mathcal{P}^\alpha$ is nonempty. Note that

$$\mathcal{P}^\alpha = \left\{ \mu \in \mathcal{M}_\sigma(X) : \int f \, d\mu \leq \alpha \right\} \cap \left\{ \mu \in \mathcal{M}_\sigma(X) : P_\mu(\sigma, f) \geq \alpha \right\}$$

is a closed subset since $\mu \mapsto \int f \, d\mu$ is continuous and $\mu \mapsto P_\mu(\sigma, f)$ is upper semi-continuous.

It follows from $\mathcal{M}_\sigma^e(X) \subset \mathcal{M}_\sigma(X)$ is a $G_\delta$ subset that $\mathcal{M}_\sigma^e(X) \cap \mathcal{P}^\alpha$ is a $G_\delta$ subset of $\mathcal{P}^\alpha$. According to Lemma 3.3, $\mathcal{P}(\alpha, \alpha')$ is dense in $\mathcal{P}^\alpha$, $\forall \alpha' \in (\alpha, P_{\top}(\sigma, f))$. The set $\mathcal{P}_{\alpha'} = \{\mu \in \mathcal{M}_\sigma(X) : P_\mu(\sigma, f) < \alpha'\}$ is open, then

$$\mathcal{P}(\alpha, \alpha') = \mathcal{M}_\sigma^e(X) \cap \mathcal{P}^\alpha \cap \mathcal{P}_{\alpha'},$$

is a residual subset of $\mathcal{P}^\alpha$. So

$$\{\mu \in \mathcal{M}_\sigma^e(X) : P_\mu(\sigma, f) = \alpha\} = \bigcap_{k \geq 1} \mathcal{P}\left(\alpha, \alpha + \frac{1}{k}\right)$$

is a residual set. \qed

## 4 Proof of Theorem 1.1

In this section we prove our main result. The proof consists of finding a Moran subset in the set of points with high pointwise emergence after picking up a sequence of ergodic measures whose measure theoretic pressures are close to topological pressure using Theorem 3.2.

### 4.1 Setting up the itinerary

We may assume that $P_{\top}(\sigma, f) > 0$. According to Theorem 1.2 for any small enough $\epsilon > 0$, we can take a sequence of ergodic invariant measure $\mathcal{T} = \{\mu^{(l)}\}_{l \geq 0}$ such that $0 < P_{\top}(\sigma, f) - \epsilon < P_{\mu^{(0)}}(\sigma, f) < P_{\mu^{(1)}}(\sigma, f) < \ldots < P_{\top}(\sigma, f)$. For the case of topological entropy, we use Theorem 3.1 to pick the sequence of ergodic measures.

Take a strictly decreasing sequence $\{\epsilon_L\}_{L \geq 1}$ of positive numbers with $\epsilon_L \to 0$ and $\epsilon_1 < \epsilon$. For $L \geq 1$ and $0 \leq l \leq L$, $n \in \mathbb{N}$, define

$$\Gamma_{L,l}(\bar{n}) = \left\{ x \in X : \forall n \geq \bar{n}, W(\delta_x^n, \mu^{(l)}) < \frac{\epsilon_L}{2}, \left| \frac{S_n f(x)}{n} - \int f \, d\mu^{(l)} \right| < \frac{\epsilon_L}{2}, e^{-n\left(h_{\mu^{(l)}}(\sigma) + \epsilon_L\right)} \leq \mu^{(l)}([x]_n) \leq e^{-n\left(h_{\mu^{(l)}}(\sigma) - \epsilon_L\right)} \right\}.$$
Since $\mu^{(l)}$ is ergodic, according to Birkhoff’s ergodic theorem and Brin-Katok’s entropy formula, we have
\[ \lim_{n \to \infty} \mu^{(l)}(\Gamma_{L,l}(\tilde{n})) = 1. \] (4.1)

For large enough $n_0$, take a strictly decreasing sequence $\{\epsilon_L\}$ with $\epsilon_L \to 0$, $\epsilon_1 < \frac{1}{2}$ and
\[ \log(1 - \epsilon_L) \geq -n_0\epsilon_L. \]

According to (1.1), we can take $\tilde{n}_{L,l} > n_0$ such that
\[ \mu^{(l)}(\Gamma_{L,l}(\tilde{n}_{L,l})) > 1 - \epsilon_L. \] (4.2)

Write $\Gamma_{L,l} = \Gamma_{L,l}(\tilde{n}_{L,l})$ for short.

For $L \geq 1$, take $\{t_{L,j}\}_{j=1}^{J(L)} \subset A_L$ such that $A_L \subset \bigcup_{j=1}^{J(L)} B(t_{L,j}, \frac{\epsilon_L}{L+1})$. Write $\mu_{L,j} = \mu_t$ for $t = t_{L,j}$. Let $A_1 = \{(L,j) : L \geq 1, 1 \leq j \leq J(L)\}$, $A_2 = \{(L,j,l) : L \geq 1, 1 \leq j \leq J(L), 0 \leq l \leq L\}$, and consider the lexicographic order on both two sets. For $(L,j) \in A_1$ (or $(L,j,l) \in A_2$), denote by $(L^*, j^*)$ (or $(L^*, j^*, l^*)$) its predecessor, and $(L_s, j_s)$ (or $(L_s, j_s, l_s)$) its successor with respect to the order.

For each $(L,j) \in A_1$, there exists a finite sequences of positive integers $n^\prime_{L,j} = \{n^\prime_{L,j}(l)\}_{0 \leq l \leq L}$ according to [13, Lemma 5.3] satisfying
\[ n^\prime_{L,j}(l) \geq \tilde{n}_{L,l}, \]
\[ |\tilde{f}(n^\prime_{L,j}) - t_{L,j}| \leq \frac{\epsilon_L}{L+1}, \]
where $\tilde{f}(n^\prime_{L,j}) := \left(\frac{n^\prime_{L,j}(0)}{m_{(L,j)}^{(0)}}, \ldots, \frac{n^\prime_{L,j}(L)}{m_{(L,j)}^{(L)}}\right) \in A_L$, $m_{(L,j)}^{(l)} := \sum_{0 \leq l \leq L} n^\prime_{L,j}(l)$.

For any $(L,j,l) \in A_2$ define
\[ \tilde{W}(L,j,l) = \left\{ [x]_{n^\prime_{L,j}(l)} : x \in \Gamma_{L,l} \right\}. \]

Note that $n^\prime_{L,j}(l) \geq \tilde{n}_{L,l}$, hence we have
\[ \max_{0 \leq l \leq L} \sup_{x \in \Gamma_{L,l}} W(\delta_{x_{n^\prime_{L,j}(l)}}, \mu^{(l)}) < \frac{\epsilon_L}{2}. \] (4.3)

Moreover we have $\mu^{(l)}\left(\bigcup_{L,j,l} \tilde{W}(L,j,l)\right) > 1 - \epsilon_L$. By the definition of $\Gamma_{L,l}$, one has
\[ \#\tilde{W}(L,j,l) \geq (1 - \epsilon_L)e^{n^\prime_{L,j}(l)(\tilde{h}_{n}(\sigma) - \epsilon_L)}. \]

By the assumption and [12, Proposition 4.2 and Lemma 4.3], there exists $\mathcal{F}$ with free concatenation property and $\mathcal{L}$ is editable approachable by $\mathcal{F}$. That is, there exists a mistake function $g$ and a map $\phi : \mathcal{L} \to \mathcal{F}$ such that $\tilde{d}(w, \phi(w)) \leq g(|w|)$, $\forall w \in \mathcal{L}$.

Take $\chi < \epsilon_L$ small enough such that
\[ C\chi - \chi \log \chi < \frac{1}{2}\epsilon_L. \]
We may always assume that \( \frac{g(n'_{L,j}(l))}{n'_{L,j}(l)} < \chi \). Then for any fixed \( v \in \mathcal{L} \), according to [12, Lemma 2.6],

\[
\#\{w \in \mathcal{W}(L, j, l) : \phi(w) = v\} \leq Cn'_{L,j}(l)^C(e^{Cxe^{-x\log(x)}})^{n'_{L,j}(l)} < e^{n'_{L,j}(l)e_L}.
\] (4.4)

Note that for any \( w \in \mathcal{W}(L, j, l) \), \( n'_{L,j}(l) - g(n'_{L,j}(l)) \leq |\phi(w)| \leq n'_{L,j}(l) + g(n'_{L,j}(l)) \).

For \( n'_{L,j}(l) - g(n'_{L,j}(l)) \leq t \leq n'_{L,j}(l) + g(n'_{L,j}(l)) \), we denote by \( \phi^t(\mathcal{W}(L, j, l)) \subset \phi(\mathcal{W}(L, j, l)) \) the collection of words whose length is \( t \). Then there exists \( t \) such that

\[
\#\phi^t(\mathcal{W}(L, j, l)) \geq \frac{\#\{\phi(w) : w \in \mathcal{W}(L, j, l)\}}{2g(n'_{L,j}(l)) + 1}.
\] (4.5)

According to pigeonhole principle and (4.4), we may assume that \( \phi : \mathcal{W}(L, j, l) \to \mathcal{W}(L, j, l) \) is a bijection and elements in \( \mathcal{W}(L, j, l) := \phi(\mathcal{W}(L, j, l)) \) have same length \( n_{L,j}(l) \) by dropping some elements of \( \mathcal{W}(L, j, l) \). Hence,

\[
\#\mathcal{W}(L, j, l) \geq (1 - \epsilon_L)e^{n_{L,j}(l)\left(h_{\mu(l)}(\sigma) - 3\epsilon_L\right)} \geq e^{n_{L,j}(l)\left(h_{\mu(l)}(\sigma) - 4\epsilon_L\right)}.
\] (4.6)

Moreover, according to the definition of \( \Gamma_{L,l} \), [12, Lemma 2.8], [37, Lemma 2.7] and formula (4.3), we may assume that for any \( w \in \mathcal{W}(L, j, l) \) and \( y \in [w] \),

\[
\left| W(\delta_{L,j}^{L,l}(i), \mu^{L,l}) \right| \leq \epsilon_L.
\] (4.7)

\[
\left| \frac{1}{n_{L,j}(l)} S_{n_{L,j}(l)}(y) - \int f \, d\mu^{L,l} \right| < \epsilon_L.
\] (4.8)

Write

\[
m_{L,j,l} := \sum_{0 \leq l' \leq 1} n_{L,j}(l'), \quad m_{L,j} := m_{L,j,l}.
\]

Set \( n_{L,j} = \{n_{L,j}(l)\}_{0 \leq l \leq L} \). We may assume that for any \( (L, j, l) \in \mathcal{A}_2 \),

\[
n_{L,j}(l) \geq \tilde{n}_{L,j},
\] (4.9)

\[
|\mathcal{I}(n_{L,j}) - t_{L,j}| \leq \frac{\epsilon_L}{L + 1}.
\] (4.10)

The above can be done by adjusting \( \tilde{n}_{L,j} \). Choose a strictly increasing positive integer sequence \( \{T_{L,j}\}_{L \geq 1, 1 \leq j \leq J(L)} \) such that for any \( (L, j) \in \mathcal{A}_1 \),

\[
m_{L,j} < \frac{1}{L} \sum_{(L', j') < (L, j)} m_{L', j'} T_{L', j'};
\] (4.11)

\[
\sum_{(L', j') < (L, j)} m_{L', j'} T_{L', j'} < \epsilon_L \cdot T_{L,j} m_{L,j}.
\] (4.12)

Denote by \( \mathcal{A}_3 = \{(L, j, p, l) : L \geq 1, 1 \leq j \leq J(L), 1 \leq p \leq T_{L,j}, 0 \leq l \leq L\} \) and also consider the lexicographic order. Write

\[
M_{(L,j,p,l)} = \sum_{1 \leq k < L} \sum_{j=1}^{J(k)} T_{k,j} m_{(k,j)} + \sum_{1 \leq j' < j} T_{L,j'} m_{L,j'} + (p - 1)m_{L,j} + m_{L,j,l},
\]

\[
M_{(L,j,p)} = M_{(L,j,p,l)}, \quad M_{(L,j)} = M_{(L,j,T_{L,j})}, \quad M_L = M_{(L,j(J(L)))}.
\]
4.2 Constructing Moran set

For \((L, j, p, l) \in \mathbb{A}_3\), set

\[
C(L, j, p) = \left\{ u(L, j, p) = (u(L, j, p, 0), u(L, j, p, 1), \ldots, u(L, j, p, L)) \in \prod_{l=0}^{L} W(L, j, l) \right\},
\]

\[
C(L, j) = \left\{ u(L, j) = (u(L, j, 1), \ldots, u(L, j, T_{L,j})) \in \prod_{p=1}^{T_{L,j}} C(L, j, p) \right\},
\]

\[
C(L) = \left\{ u(L) = (u(L, 1), \ldots, u(L, J(L))) \in \prod_{j=1}^{J(L)} C(L, j) \right\}.
\]

Define

\[
D(L, j, p, l) = \left\{ (u(1), \ldots, u(L - 1), u(L, 1), \ldots, u(L, j - 1), u(L, j, 1), \ldots, u(L, j, p - 1), u(L, j, p, 1), \ldots, u(L, j, p, l)) \right\}.
\]

Then for any \(u \in D(L, j, p, l)\), \(|u| = M_{(L,j,p,l)}\). Moreover set

\[
D(L, j, p, l) = \bigcup \{ [w] : w \in D(L, j, p, l) \}.
\]

Finally define

\[
\Lambda_{L,j,p} = D(L, j, p, L), \quad \Lambda = \bigcap_{(L,j,p) \in \mathbb{A}_2} \Lambda_{L,j,p}.
\]

4.3 \(\Lambda \subset E(T)\)

For fixed \(\tilde{L} \geq 1\), \(t \in A_{\tilde{L}}\) and \(\varepsilon > 0\), take \(L \geq \tilde{L}\) such that \(\epsilon_L < \varepsilon/5\). One can find

\(1 \leq j \leq J(L)\) such that

\[
|t - t_{L,j}| < \frac{\epsilon_L}{L + 1}.
\]

Fix such \(L\) and \(j\). Combining (4.10) we have

\[
|t - \overline{t}(n_{L,j})| \leq \frac{2\epsilon_L}{L + 1}.
\]

Hence

\[
W \left( \mu_t, \sum_{l=0}^{L} \frac{n_{L,j}(l)}{m_{(L,j)}} \mu(l) \right) < \frac{2\varepsilon}{5}. \tag{4.13}
\]

Write \(t_0 = M_{(L,j)} - T_{L,j} m_{(L,j)}\) and \(t_1 = M_{(L,j)}\).
Lemma 4.1. For any \( x \in \Lambda \), it holds that

\[
W\left( \delta_{x}^n, \sum_{l=0}^{L} \frac{n_{L,j}(l)}{m_{L,j}} \mu^{(l)} \right) < \frac{3\varepsilon}{5}.
\]

Proof. According to [18, Lemma 3.1] we have

\[
W\left( \delta_{x}^n, \delta_{\sigma^{l_{0}}(x)}^{l_{0}} \right) \leq \frac{2t_{0}}{t_{1}} = 2 \left( 1 - \frac{T_{L,j}m_{L,j}}{M_{L,j,T_{L,j},L}} \right).
\]

(4.14)

Now it is sufficiently to estimate \( W\left( \delta_{\sigma^{l_{0}}(x)}^{l_{0}}, \sum_{l=0}^{L} \frac{n_{L,j}(l)}{m_{L,j}} \mu^{(l)} \right) \). Write \( \sigma^{l_{0}}x|_{T_{L,j}m_{L,j}} = (u(1, 0), \ldots, u(1, L), u(2, 0), \ldots, u(2, L), \ldots, u(T_{L,j}, L)) \in \mathcal{C}(L, j) \). For fixed \( 1 \leq l \leq L \) and \( 1 \leq p \leq T_{L,j} \), according to (4.7) for any \( y_{p} \in [u(p, l)] \), it holds that \( W(\delta_{y_{p}}^{n_{L,j}(l)}(l), \mu^{(l)}) < \varepsilon_{L} \). Hence

\[
W\left( \frac{1}{T_{L,j}} \sum_{p=1}^{T_{L,j}} \delta_{y_{p}}^{n_{L,j}(l)}, \mu^{(l)} \right) < \varepsilon_{L}.
\]

Therefore

\[
W\left( \delta_{x}^n, \sum_{l=0}^{L} \frac{n_{L,j}(l)}{m_{L,j}} \mu^{(l)} \right) = W \left( \sum_{l=0}^{L} \frac{n_{L,j}(l)}{m_{L,j}} \left( \frac{1}{T_{L,j}} \sum_{p=1}^{T_{L,j}} \delta_{y_{p}}^{n_{L,j}(l)}(l) \right), \sum_{l=0}^{L} \frac{n_{L,j}(l)}{m_{L,j}} \mu^{(l)} \right) < \varepsilon_{L}.
\]

Here we set \( \sum_{l' < 0} n_{L,j}(l') = 0 \). Combing (4.12, 4.14) we have

\[
W(\delta_{x}^n, \mu_{L,j}) < 3\varepsilon_{L} < \frac{3\varepsilon}{5}.
\]

By above lemma and (4.13), we conclude that for any \( x \in \Lambda, t \in A_{L} \) and \( \varepsilon > 0 \), there exists \( n \) such that \( W(\delta_{x}^{n}, \mu_{t}) < \varepsilon \). Therefore \( \mu_{t} \in V(x) \). Since \( L \geq 1 \), \( t \) are arbitrary, we have \( \Delta(T) \subset V(x) \) for any \( x \in \Lambda \). Hence \( \Lambda \subset E(T) \).

4.4 Constructing measure

For each \([w] = [u(1), \ldots, u(L^*, j^*, p^*)], u(L, j, p, 0), u(L, j, p, 1), \ldots, u(L, j, p, L) \) \( \in \Lambda_{L,j,p} \), choose one point \( x \in [w] \), and let \( T_{L,j,p} \) be the set of all points constructed in this way. According to (4.8), it holds that

\[
\left| \frac{1}{n_{L,j}(l+1)} S_{n_{L,j}(l+1)} f(\sigma^{M_{L,j^*,p^*}+m_{L,j,l}} x) - \int f \, d\mu^{(l+1)} \right| < \varepsilon_{L}, \quad l = 0, 1, \ldots, L - 1.
\]

\[
\left| \frac{1}{n_{L,j}(l+1)} S_{n_{L,j}(l+1)} f(\sigma^{M_{L,j^*,p^*}+m_{L,j,l}} x) - \int f \, d\mu^{(l+1)} \right| < \varepsilon_{L}, \quad l = 0, 1, \ldots, L - 1.
\]
Hence combining formula (4.6),

\[
\#I_{L,j,p} = \prod_{k=1}^{L-1} \prod_{r=1}^{J(k)} \prod_{l=0}^{k} \#W(k, r, l)^{T_k,r} \times \prod_{1 \leq j' \leq L} \#W(L, j', l)^{T_{L,j'}} \times \prod_{l=0}^{L} \#W(L, j, l)^{p} \\
\geq \prod_{k=1}^{L-1} \prod_{r=1}^{J(k)} \prod_{l=0}^{k} e^{n_{k,r}(l)T_k,r} \left( h_{\mu(\sigma)} - 4e_k \right) \times \prod_{1 \leq j' \leq L} \prod_{l=0}^{L} e^{n_{L,j', l}T_{L,j'} \left( h_{\mu(\sigma)} - 4e_L \right)} \\
\geq e^{S_{M(L,j,p)}(x)} e^{M(L,j,p) \left( P_{\mu(\sigma)} - 5\epsilon \right)}. 
\]

For \((L, j, p) \in \mathcal{A}_2\) define

\[
\nu_{L,j,p} = \frac{1}{\#I_{L,j,p}} \sum_{y \in I_{L,j,p}} \delta_y.
\]

Let \(\nu\) be a limit measure for the sequence \(\{\nu_{L,j,p}\}_{(L,j,p) \in \mathcal{A}_2} \subset \mathcal{M}(X)\).

**Lemma 4.2.** \(\nu(\Lambda) = 1\).

**Proof.** Suppose that \(\nu = \lim_{k \to \infty} \nu_{L_k,j_k,p_k}\). For fixed \((L_0, j_0, l_0)\) and any \((L, j, p) > (L_0, j_0, l_0)\), \(\nu_{L,j,p}(\Lambda_{L_0,j_0,l_0}) = 1\) since \(\Lambda_{L,j,p} \subset \Lambda_{L_0,j_0,l_0}\). Thus \(\nu(\Lambda_{L_0,j_0,l_0}) \geq \limsup_{k \to \infty} \nu_{L_k,j_k,p_k}(\Lambda_{L_0,j_0,l_0}) = 1\). It follows that \(\nu(\Lambda) = \lim_{k \to \infty} \nu(\Lambda_{L_k,j_k,l_k}) = 1\). \(\square\)

Moreover, it is obviously that for any \(x \in \Lambda\) and \((L, j, p) > (L_0, j_0, l_0)\), we have

\[
\nu_{L,j,p}(\lfloor x \rfloor_{M(L_0,j_0,l_0)}) \leq \frac{1}{\#I_{L,j,p}}.
\]

Hence for any \(n \in \mathbb{N}\), take \((L, j, p) \in \mathcal{A}_2\) such that \(M(L,j,p) \leq n < M(L_{*,j,p'})\),

\[
\nu(\lfloor x \rfloor_n) \leq \nu(\lfloor x \rfloor_{M(L,j,p)}) \leq \frac{1}{\#I_{L,j,p}} \leq e^{-SM_{L,j,p}f(x)} e^{-M_{L,j,p}(P_{\mu(\sigma)} - 5\epsilon)}.
\]

Then

\[
\frac{\log \left[e^{S_n f(x) \nu(\lfloor x \rfloor_n)^{-1}}\right]}{n} \geq \frac{S_n f(x) - SM_{L,j,p}f(x) + M_{L,j,p}(P_{\mu(\sigma)} - 5\epsilon)}{M_{L*,j,p'}} \geq \frac{(M_{L,j,p} - M_{L*,j,p'})||f||}{M_{L*,j,p'}} (P_{\mu(\sigma)} - 5\epsilon) \frac{M_{L,j,p}}{M_{L*,j,p'}} \geq P_{\mu(\sigma)}(\sigma, f) - 6\epsilon.
\]

The last inequality derives from the following fact

\[
\lim_{(L,j,p) \to \infty} \frac{M_{L,j,p}}{M_{L*,j,p'}} = 1.
\]
Thus for any $x \in \Lambda$, it holds that
\[
\liminf_{n \to \infty} \frac{\log[e^{S_n f(x)} \nu([x]_n)^{-1}]}{n} \geq P_{\mu(0)}(\sigma, f) - 6\epsilon.
\]
According to Theorem 2.1, $P_{\Lambda}(\sigma, f) \geq P_{\mu(0)}(\sigma, f) - 6\epsilon \geq P_{\text{top}}(\sigma, f) - 7\epsilon$. Since $\epsilon$ is arbitrary and $\Lambda \subset H$, we have
\[
P_H(\sigma, f) = P_{\text{top}}(\sigma, f).
\]

5 Applications

In this section, we consider the Hausdorff dimension induced by potentials, and two types of subshifts as applications of Theorem 1.1.

5.1 Hausdorff dimension

Let $(X, \sigma)$ be a shift space and $\varphi \in C(X)$ be a strict positive function. We use a metric defined by Gatzouras and Peres [15]:
\[
d_\varphi(x, y) = \begin{cases} 
1 & \text{if } x_1 \neq y_1, \\
\exp[-\sup_{z \in [x \wedge y]} S_{|x \wedge y|} \varphi(z)] & \text{if } x \neq y, \\
0 & \text{if } x = y,
\end{cases}
\]
where $x \wedge y$ denotes the word with the largest length such that $x, y \in [x \wedge y]$. Let $\dim_\varphi(\cdot)$ denote the Hausdorff dimension of measures or subsets induced by metric $d_\varphi$. In [15] the authors showed that if $\varphi$ is a strictly positive continuous function, then there exists an ergodic measure $\nu$ such that
\[
\dim_\varphi(\nu) = \dim_\varphi(X).
\]

Together with the definition of Pesin-Pitskel topological pressure, we readily get that for any $Z \subset X$, $\dim_\varphi(Z)$ is the unique solution of Bowen equation $P_Z(-s\varphi) = 0$. According to Theorem 1.1, we have

**Proposition 5.1.** Let $X$ be a shift space with $\mathcal{L} = \mathcal{L}(X)$. Suppose that $\mathcal{G} \subset \mathcal{L}$ has (W)-specification and $\mathcal{L}$ is edit approachable by $\mathcal{G}$. For any strictly positive $\varphi \in C(X)$ with $P_{\inf}(\sigma, \varphi) < P_{\text{top}}(\sigma, \varphi)$, we have
\[
\dim_\varphi(H) = \dim_\varphi(X).
\]
5.2 Subshifts

S-gap shifts. For an infinite subset $S \subset \{0, 1, \ldots\}$, an $S$-gap shift $\Sigma_S$ is a subshift of $\{0, 1\}^\mathbb{Z}$ defined by the rule that the number of 0’s between consecutive 1’s is an element in $S$. That is, the language of $\Sigma_S$ is

$$\{0^n 10^n 1 \cdots 10^n 1 : 1 \leq i \leq k, n_i \in S, n, m \in \mathbb{N}\},$$

together with $\{0^n : n \in \mathbb{N}\}$.

$\beta$-shifts. Fix $\beta > 1$, write $\alpha = \{0, 1, \ldots, \lceil \beta \rceil - 1\}$, where $\lceil \beta \rceil$ denotes the smallest integer larger than $\beta$. Any $x \in [0, 1)$ can be written as

$$x = \sum_{n=1}^{\infty} \epsilon_n(x, \beta) \beta^{-n}.$$

Denote by $\epsilon(x, \beta) = (\epsilon_1(x, \beta), \epsilon_2(x, \beta), \ldots)$, then

$$\Sigma_\beta = \{\omega \in \mathcal{A}^\mathbb{N} : \text{there exists some } x \in [0, 1) \text{ such that } \epsilon(x, \beta) = \omega\}.$$

In [12], the authors showed that all the subshift factors of $S$-gap and $\beta$-shift satisfy the conditions in Theorem 1.1.

Proposition 5.2. Let $(X, \sigma)$ be any $S$-gap shift $(\Sigma_S, \sigma)$ or $\beta$-shift $(\Sigma_\beta, \sigma)$, $f \in C(X)$ with $P_{\inf}(\sigma, f) < P_{\top}(\sigma, f)$. Then

1. $h_{\top}(\sigma, H) = h_{\top}(\sigma, X)$.
2. $P_{H}(\sigma, f) = P_{\top}(\sigma, f)$.
3. $\dim_\varphi(H) = \dim_\varphi(X)$ for any strictly positive $\varphi \in C(X)$ with $P_{\inf}(\sigma, \varphi) < P_{\top}(\sigma, \varphi)$.
4. $(X, \sigma)$ has ergodic measures of arbitrary intermediate pressures for $f$.

6 Appendix: Non-uniform structure does not imply APP

In this section, we give an example which shows that our results are not included by the results in [27]. First, we shows the definition of approximate product property in [27].

For a dynamical system $(X, T)$, we call $(X, T)$ has approximate product property (or APP for short) if for any $\delta_1, \delta_2, \epsilon > 0$, there exists $M(\delta_1, \delta_2, \epsilon) > 0$ such that for any $n \geq M(\delta_1, \delta_2, \epsilon)$, any $k \in \mathbb{N}$ and any points $x_1, x_2, \ldots, x_k$, there exist a sequence $0 = t_0 < t_1 < \cdots < t_k$ with $n \leq t_i - t_{i-1} \leq (1 + \delta_1)n$ for each $i = 1, 2, \ldots, k$ and a point $z \in X$ such that

$$\#\{0 \leq j < n : d(T_{t_i+j}z, T^jx_i) > \epsilon\} < \delta_2 n.$$
for each \(i = 1, 2, \ldots, k\).

Next, we will give a class of subshift with non-uniform structure and construct the required example. Recall that \(\mathcal{A}\) is a finite alphabet. Fix some \(M \in \mathbb{N}\), let \(\mathcal{A}^M = \mathcal{F}_1 \cup \mathcal{F}_2 \cup \cdots \cup \mathcal{F}_l\) be a partition of \(\mathcal{A}^M\), that is, \(\mathcal{F}_i \cap \mathcal{F}_j = \emptyset\) for any \(1 \leq i \neq j \leq l\). For each \(1 \leq i \leq l\), let \(f_i : \mathbb{N} \to \mathbb{R}\) be an increasing function, called the frequency function. Set \(\mathcal{F} = \{(\mathcal{F}_i, f_i)\}_{i=1}^l\), which we call it the quasi-admissible words. Define

\[
X_\mathcal{F} = \left\{ x \in \mathcal{A}^\mathbb{N} : \text{for any } n, k \in \mathbb{N} \text{ and } 1 \leq i \leq l, \right. \\
\left. \# \{0 \leq j < n : x\mid_{[k+j,k+j+M]} \in \mathcal{F}_i \} \leq f_i(n) \right\}.
\]

If \(\mathcal{F} = \{(\mathcal{F}_i, f_i)\}_{i=1}^2\) where \(f_1(n) = n\) and \(f_2(n) = 0\), then \(X_\mathcal{F}\) is a shift of finite type where the set of all forbidden words is \(\mathcal{F}_2\).

Finally, we give a typical example to show that non-uniform structure does not imply APP. Set \(\mathcal{A} = \{0, 1, 2\}\) and \(\mathcal{A}^2 = \mathcal{F}_1 \cup \mathcal{F}_2 \cup \mathcal{F}_3\) where

\[
\mathcal{F}_1 = \{12, 21\}, \mathcal{F}_2 = \{00, 11, 22\} \text{ and } \mathcal{F}_3 = \mathcal{A}^2 \setminus (\mathcal{F}_1 \cup \mathcal{F}_2).
\]

Define their corresponding frequency functions

\[
f_1(n) = 0, f_2(n) = 100 + \ln n \text{ and } f_3(n) = n.
\]

Let \(\mathcal{F} = \{(\mathcal{F}_i, f_i)\}_{i=1}^3\) and then

\[
X_\mathcal{F} = \left\{ x \in \{0, 1, 2\}^\mathbb{N} : \text{for any } n, i \in \mathbb{N}, x_i x_{i+1} \notin \{12, 21\}, \right. \\
\left. \# \{0 \leq j < n : x_{i+j} x_{i+j+1} = 00, 11 \text{ or } 22 \} \geq 100 + \ln n \right\}.
\]

Set

\[
\mathcal{G} = \bigcup_{n \in \mathbb{N}} \left\{ 0a_10a_2 \cdots 0a_n : a_i \in \{1, 2\}, i = 1, \ldots, n \right\}.
\]

It is clear that \(\mathcal{G} \subset \mathcal{L}(X_\mathcal{F})\) and \(\mathcal{G}\) has \((W)\)-specification. Since \(\frac{f_2(n)}{n}\) converges to 0, \(f_2\) is a mistake function and \(\mathcal{L}(X_\mathcal{F})\) is edit approachable by \(\mathcal{G}\).

**Proposition 6.1.** Subshift \((X_\mathcal{F}, \sigma)\) does not have APP.

**Proof.** First, we choose some word in \(X_\mathcal{F}\). Fix any \(\eta, \delta > 0\). For any \(n \in \mathbb{N}\) large enough such that there exist \(p, r \in \mathbb{N}\) with

\[
\eta |\ln n| - 1 > 100 + \ln 7, \ n = (2p+1)[\ln n] + 2r, \ 2 < \ln(2p+3) \text{ and } 2r < 3[\ln n]. \quad (6.1)
\]

Then we have

\[
p > 2 \text{ and } n < 4p[\ln n]. \quad (6.2)
\]
For a word $W$, denote by $W^{(k)}$ be the word concatenated by $k$ words $W$, that is,

$$W^{(k)} = W \cdots W, \quad \text{for } k \text{ times}$$

Let $m = |\ln n|$ and $\omega = (1(10)^{(p)})^{(m)}(10)^{(r)}$. We claim that $[\omega] \cap X_\mathcal{F} \neq \emptyset$. Indeed, for any subword $u$ of $\omega$ such that 11 appears in $u$ for $i$ times, $1(10)^{(p)})^{(i)}11$ must appear in $u$, that is, $|u| \geq i(2p + 1) + 2$ and $|\omega| = n$. Noticing that $\frac{\ln(i(2p + 1) + 2)}{i + 1}$ is decreasing while $i$ increases, we have

$$\frac{\ln |u|}{i + 1} \geq \frac{\ln(i(2p + 1) + 2)}{i + 1} \geq \frac{\ln(m(2p + 1) + 2)}{m + 1} \geq \frac{n - 2m}{m + 1} \geq 1.$$  

This shows that $[\omega] \cap X_\mathcal{F} \neq \emptyset$.

Finally, we prove the proposition by contradiction. Suppose that $(X_\mathcal{F}, \sigma)$ has approximate product property. Choose $\epsilon > 0$ such that $d(x, y) > \epsilon$ if and only if $x_0 \neq y_0$ for any $x, y \in X_\mathcal{F}$. Then for $n \geq M(1, \delta, \epsilon)$ with (6.1) holds, there exist some point $x \in X_\mathcal{F}$ and $u^1, u^2, u^3, u^4, v, v', v''$ with $|u^1| = |u^2| = |u^3| = |u^4| = n$ and $|v|, |v'|, |v''| < n$ such that $x|_{(0, 4n + |v| + |v'| + |v''|)} = u^1v^2u^3v^4u^4$ and

$$\#\{0 \leq j < n : u_j^1 \neq \omega_j\} < \delta n \text{ for } i = 1, 2, 3, 4.$$  

Since $x \in X_\mathcal{F}$, then we have

$$\#\{0 \leq j < 4n + |v| + |v'| + |v''| : x_jx_{j+1} = 00, 11 \text{ or } 22\} < 100 + \ln(4n + |v| + |v'| + |v''|) < 100 + \ln(7n).$$  

Choose $u^i$ such that

$$\#\{0 \leq j < n - 1 : u_j^i u_{j+1}^i = 00, 11 \text{ or } 22\} \leq \frac{1}{4}(100 + \ln(7n)) \leq \frac{1}{4}(1 + \eta)m. \quad (6.3)$$  

Set $u^i = v^1v^2 \cdots v^m \tau$, $|v^1| = |v^2| = \cdots = |v^m| = 2p + 1$ and $|\tau| = 2r$. Let

$$\mathcal{W} = \{0a_10 \cdots 0a_p : a_i \in \{1, 2, \ldots\}, i = 1, 2, \ldots, p\} \text{ and}$$

$$\mathcal{W}' = \{a_00a_1 \cdots 0a_p : a_i \in \{1, 2\}, i = 0, 1, \ldots, p\}.$$  

Note that the length of each word in $\mathcal{W}$ and $\mathcal{W}'$ is $2p + 1$. Then

$$\#\{1 \leq j \leq m : v^i \in \mathcal{W} \cup \mathcal{W}'\} \geq m - \frac{1}{4}(100 + \ln(7n)) \geq m - \frac{1}{4}(1 + \eta)m,$$

where the last inequality holds since (6.1). On the other hand, since $\#\{0 \leq j < n : u_j^i \neq \omega_j\} < \delta n$, by (6.2), we have

$$\#\{1 \leq j \leq m : v^i \in \mathcal{W}'\} < \frac{1}{2p} \cdot \delta n < 2\delta m,$$
which implies that
\[ \#\{1 \leq j \leq m : v^j \in W\} \geq (1 - \frac{1}{4}(1 + \eta) - 2\delta)m. \]

Then
\[ \#\{1 \leq j < m : v^j, v^{j+1} \in W\} \geq 2(1 - \frac{1}{4}(1 + \eta) - 2\delta)m - m. \]

By \((6.3)\),
\[ \frac{1}{4}(1 + \eta)m \geq \#\{0 \leq j < n - 1 : u^j_{i,j+1} = 00\} \]
\[ \geq \#\{1 \leq j < m : v^j, v^{j+1} \in W\} \]
\[ \geq 2(1 - \frac{1}{4}(1 + \eta) - 2\delta)m - m \]
\[ = (\frac{1}{2} - \frac{\eta}{2} - 2\delta)m, \]
which leads to a contradiction by the arbitrariness of \(\eta, \delta\). So \((X_F, \sigma)\) does not have APP.
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