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This article is a review by the authors concerning the construction of a Poincaré covariant (owing to spacetime continuum) field-theoretic formalism in terms of step-function-type basis functions without ultraviolet divergences. This formalism analytically derives confinement/deconfinement, mass-gap and Regge trajectory for non-Abelian gauge fields, and gives solutions for self-interacting scalar fields. Fields propagate in spacetime continuum and fields with finite degrees of freedom toward continuum limit have no ultraviolet divergence. Basis functions defined in a parameter spacetime are mapped to real spacetime. The authors derive a new solution comprised of classical fields as a vacuum and quantum fluctuations, leading to the linear potential between the particle and antiparticle from the Wilson loop. The Polyakov line gives finite binding energies and reveals the deconfining property at high temperatures. The quantum action yields positive mass from the classical fields and quantum fluctuations produces the Coulomb potential. Pure Yang-Mills fields show the same mass-gap owing to the particle-antiparticle pair creation. The Dirac equation under linear potential is analytically solved in this formalism, reproducing the principal properties of Regge trajectories at a quantum level. Further outlook mentions a possibility of the difference between conventional continuum and present wave functions responsible for the cosmological constant.

1 Introduction

This article is a review concerning our published [1–3] and reported [4] works about a quantum field-theoretic approach for non-Abelian Yang-Mills gauge fields [5–7] using the localized basis functions with finite degrees of freedom in the spacetime continuum toward the continuum limit. After itemizing the motivations, we present a corresponding formalism and investigations on the properties of the non-Abelian gauge field, referring to sections where they are described.

1. The relativistic quantum field theory [8] has a limitation of ultraviolet divergences [9], which stem from higher-order terms containing such as self-energies and vacuum polarizations [10] due to the singularity of fields around...
a point source (particle). The construction of a consistent field theory without ultraviolet divergences is a requirement of fundamental theoretical physics. Many attempts such as the lattice gauge theory [11–34] and (supersymmetric) string theory [35–37] were proposed to remove the singularities.

2. A strong interacting system has specific properties such as color confinement [38–44] and mass-gap [45, 46] of the interaction field responsible for short-range interaction, and its vacuum is investigated [47–59]. Although the non-Abelian gauge field describes microscopic fundamental phenomena, efficient solutions and mechanism are not obtained using the basis equation [60]. Moreover, explicit configurations of vector potentials in the scheme of the Yang-Mills theory are not clearly presented for the fundamental fermion confinement in the form of a particle-particle pair. In a dual superconductor model [61, 62], the static electric flux tube is squeezed in the superconductor and the interaction potential between a particle and an antiparticle becomes linear. However, the gauge waves, whose energy is lower than the superconducting gap, can pass through the superconductors [63,64].

3. The masses of a pair of the fundamental particle and antiparticle were experimentally reported to be consistent with the Regge trajectory [65, 66] in the form of the squares of the masses proportional to the total angular momentum. A classical mechanical approach shows that the Hamiltonian is comprised of a linear potential and repulsive rotational energy [67,68], whose essence is summarized in Eqs. (233)-(235) of Subsection 6.1. The classical Hamiltonian is not related to the Dirac equation under the linear potential produced by the non-Abelian Yang-Mills fields. At the quantum level, the principal whole Regge trajectory is not sufficiently reproduced by the other theoretical/numerical calculations [69–72]. Moreover, the electric field is not squeezed above the superconducting critical temperature. The bound particle and antiparticle will freely move at high temperatures. [73–79] Experiments at high energies (temperatures) reported that particles and antiparticles resemble a fluid without viscosity.

Considering the above motivations, the contents of this article are organized as follows.

• In Section 2, we construct a consistent field theory based on the finite element theory (method) (FEM) [1–3, 80] for the first motivation above, but it rather differs from that proposed by Bender et al. [81] owing to the difference in motivations. The finite element theory expresses the wave function in terms of localized basis functions with finite degrees of freedom in the spacetime continuum. The final results calculated using this method are obtained in the continuum limit. This formalism enables the use of differentiation, which is consistent with the fields propagating in the spacetime continuum. The suppression of the oscillation of the wave function by the step-function-type basis function and the finite degrees of freedom remove the divergence of field quantities. The reason for the step-function-type basis functions being employed in the present theory is that the gauge transformation involving the non-Abelian gauge field requires cancellation not only for the variation of a fermion phase but also for the product of the variation of the fermion phase and the non-Abelian gauge field. Furthermore, these basis functions localized in spacetime are defined in a parameter spacetime continuum and mapped to the real spacetime continuum. By regarding the basis function like a physical object in the spacetime continuum, the formalism becomes Poincaré covariant owing to the property of continuum spacetime. This field theory is applied to a self-interacting scalar field in low-dimensions by using the path integral and variational calculus.

• Section 3 summarizes the non-Abelian Yang-Mills theory with such as matrix representation of Lie algebra, gauge invariance and the related Wilson loop as a preliminary for subsequent sections.

• Section 4 explicitly show an example of analytic classical vector potentials [2], comprised of a localized function and an unlocalized function to describe a confined fundamental fermion-antifermion pair in the center-of-mass frame, corresponding to the aforementioned second motivation. It is shown that the total classical field, shifted from the zero-amplitude field, is a solution of the classical non-Abelian Yang-Mills equations of motion as a non-perturbative vacuum. The localized and unlocalized functions are quite different types of functions, since the localized function has a soliton-like shape of a thin sheet in spacetime, whereas the unlocalized function is a spherical wave function. These two functions have useful properties such that the localized function of the classical field configuration leads to a confining potential derived from the classical Wilson loop, whereas the unlocalized function gives no contribution to the Wilson loop. The confinement is caused by the trace of matrix polynomials in Lie algebra, which does not appear in the case of the Abelian gauge field. The existence of this
classical configuration in the confining phase, which satisfies the classical equations of motion, is verified by the energy lowering in the Wilson loop, compared to the configuration in the Coulomb phase. The classical vector potentials, we have found, have not been mentioned anywhere in literature [60].

- In Section 5 it is shown that the present formalism, in which the fields are expressed in terms of step-function-type basis functions for non-Abelian Yang-Mills fields, is gauge invariant [2]. Quantum fields, which are fluctuations around the classical field presented in Section 4 as a vacuum, are expressed in terms of step-function-type basis functions in the path integral. The quadratic terms are analytically diagonalized, and eigenvalues take positive values under a non-periodic boundary condition to avoid zero eigenvalue caused by a periodic boundary condition. The quantum fluctuation for the small coupling constant according to the asymptotic freedom leads to the Coulomb potential, and the total potential derived is the sum of the classical linear potential and the quantum Coulomb potential.

- We note that the classical field produces the non-zero positive mass term for quantum fluctuations of the non-Abelian Yang-Mills field in the action. This phenomenon also occurs for the pure non-Abelian Yang-Mills fields, because a particle-antiparticle pair of the gauge field is created. The confined particle and antiparticle of the gauge source require the energy (mass) for the deconfinement [82]. The present formalism given in this article is Poincaré invariant with a cut-off to avoid ultraviolet divergences as mentioned in Section 2 and the gauge-invariance as described in this section, which states that this formalism demonstrates the existence of the non-Abelian Yang-Mills fields. Furthermore, it was shown that the pure non-Abelian Yang-Mills fields have the mass-gap. Consequently, the present formalism offers a solution to the requirement of the fundamental field theory and questions by Pauli.

- Section 6 presents the analytical solutions of the Dirac equation under a confining linear potential [3], considering the aforementioned third motivation. We obtain the eigenenergies of a confined fundamental fermion-antifermion pair using the formalism [1,2] in terms of the step-function-type basis functions with finite degrees of freedom in the spacetime continuum, mentioned in Section 3. The present formalism enables an analytical calculation unlike numerical computer simulations. The total Hamiltonian involving a given linear potential leads to the Dirac equation in spherical coordinates by variational calculus. The secular equation in the Hamiltonian matrix form is diagonalized analytically, for the large rotational energy compared to the constituent particle masses, corresponding to the classical mechanical Hamiltonian. The lowest eigenvalue derived is a function of the string tension and the relativistic quantum number of the total angular momentum [83,84]. We emphasize that the classical mechanical Hamiltonian does not contain the relativistic quantum number for the total angular momentum. The squared energies (masses), reproduce the principal properties of the Regge trajectory [65] at the quantum level.

- In Section 7 (Further outlook), it is stated that the difference between the energy derived by the continuum gravitational theory and that derived by the aforementioned step-function-type basis functions might reveal the cosmological constant of the order of the matter (atoms) energy. The conventional continuum gravitational theory cannot strictly describe the energy at the Planck scale because of the ultraviolet divergence, whereas the step-function-type basis functions describe the phenomena more precisely. Then, the aforementioned energy difference due to the difference in the wave function of fields expressing such as curvatures would compensate the energy of the continuum theory by involving the aforementioned energy difference into the cosmological constant (renormalizing the cosmological constant in an extended meaning) of the gravitational Einstein equation. The order of magnitude of this energy difference would be the same order of magnitude of the matter (atoms).

- In Section 8 we summarize the conclusions.
2 Poincaré-covariant formalism for fields with finite degrees of freedom in real spacetime associated with a parameter spacetime

2.1 Parameter spacetime and map to real spacetime

We first construct a formulation of fields that propagate in continuum spacetime with finite degrees of freedom. It is shown that, owing to the spacetime continuity, this theoretical scheme in the Lagrangian form is covariant under the Poincaré transformation including the Lorentz transformation. In this article, a four-dimensional Minkowski time-space point is denoted as \( x = (x_0, x_1, x_2, x_3) = (t, \mathbf{x}) \) \( (x = x_0 \) represents time and \( \mathbf{x} = (x_1, x_2, x_3) \) represents space) with the velocity of light set to be unity as \( c = 1 \). We define the real norm (metric) squared and four-dimensional volume element in the Minkowski time-space as

\[
x_{\mu}x_{\mu} = -x_0x_0 + x_1x_1 + x_2x_2 + x_3x_3,
\]

\[
\mathrm{d}x^4 = \mathrm{d}x_0 \mathrm{d}x_1 \mathrm{d}x_2 \mathrm{d}x_3,
\]

respectively (Latin space index \( i \) runs from 1 to 3). In the Euclidean time-space case, the above quantity is written as

\[
x_{\mu}x_{\mu} = x_0x_0 + x_1x_1 + x_2x_2 + x_3x_3.
\]

Further, we introduce a four-dimensional parameter spacetime with coordinates \( x_{\mu} \), which is divided into hypercubes. These hypercubes in the parameter spacetime are mapped to hyper-octahedrons in real spacetime, whose shape of (hyper-) surfaces is arbitrary. The coordinates of the parameter time-space are expressed as \( (x_{p0}, x_{p1}, x_{p2}, x_{p3}) = (t_p, x_p, y_p, z_p) \) and a lattice (grid) point in the parameter spacetime is defined as \( x_{p\mu} = x_{p(k,l,m,n)} = (t_{p(k)}, x_{p(l)}, y_{p(m)}, z_{p(n)}) \), where the subscript \( p \) denotes \( p = (k, l, m, n) \), and the indices \( k, l, m \) and \( n \) run from 1 to \( N_{p\mu} \) (for \( \mu = 0, 1, 2 \) and 3), respectively. Figure 1 shows a simple example of a two-dimensional \((t_p, x_p)\)-plane in the four-dimensional parameter spacetime. The corners (grid points) of the hypercube are denoted by \( P_{kl} \), which is located at \((t_{p(k)}, x_{p(l)}, 0, 0)\), where integer indices \( k \) and \( l \) (in the sample case) run from 1 to \( N_{p\mu} = 3 \) and from 1 to \( N_{p\mu} = 3 \), respectively. The corners of the hypercube are denoted such as \( P_{11}, P_{12}, P_{21}, P_{22} \).
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Figure 1: Two-dimensional \((t_p, x_p)\)-plane (with time and space coordinates \( t_p \) and \( x_p \), respectively) in a four-dimensional parameter spacetime composed of hypercubes on the left-hand side, mapped by a (total) function \( f_p \) (with four components \( f_{p\mu} \)) to the \((t, x)\)-plane in four-dimensional real spacetime on the right. The position of the point \( P_{kl} \) on the left is \((t_{p(k)}, x_{p(l)})\) (more precisely, \((t_{p(k)}, x_{p(l)}, 0, 0)\) in \((t_p, x_p, y_p, z_p)\) coordinates), and the corresponding related point on the right is \( Q_{kl} \) located at \((t_{l}, x_{l})\) (more precisely, \((t_{l}, x_{l}, 0, 0)\) in \((t, x, y, z)\) coordinates).

This parameter space is mapped to the four-dimensional real spacetime using the following total function

\[
x = f_p(x_p),
\]
The total inverse map is written as
\[ t = f_p(t_p) = f_{p\mu}(t_p, x_p). \] (5)

The total inverse map is written as
\[ x_p = f_R(x) = f_{p_t}^{-1}(x), \] (6)

with components
\[ x_{p\mu} = f_{R\mu}(x) = f_{R\mu}(t, x). \] (7)

In Fig. 1, each grid point \( P_{\alpha} \) in the parameter spacetime is mapped to \( Q_{\alpha} \) in real spacetime. More generally, the time coordinate \( t_p \) in the parameter spacetime at a three-dimensional hypersurface \( \sigma_{p_t} \), which is normal to the time axis (such as in the Euclidean spacetime) is mapped to time \( t_{\alpha} \) in real spacetime at a spacelike hypersurface \( \sigma_t \) using the following function of the Fourier series form (considering the notations such as \( n_1 f_{p_1} = n_1 f_{p_1} + n_2 f_{p_2} + n_3 f_{p_3} \))
\[ t_{\alpha} = x_0 \sigma_{\alpha_0} = \sum_{n_1, n_2, n_3} [a_{n_1, n_2, n_3} \sin(2\pi n_1 L_S x_1) + b_{n_1, n_2, n_3} \cos(2\pi n_1 L_S x_1)], \] (8)

where \( n_i (i = 1, 2, 3) \) are non-negative integers. The symbols \( a_{n_1, n_2, n_3} \) and \( b_{n_1, n_2, n_3} \) are arbitrary constants, and \( L_S \) is a large positive length for the Fourier series. From Eq. (5) and Eq. (8), we find
\[ t_{\alpha} = \sum_{n_1, n_2, n_3} [a_{n_1, n_2, n_3} \sin(2\pi n_1 L_S f_{p_1}) + b_{n_1, n_2, n_3} \cos(2\pi n_1 L_S f_{p_1})]. \] (9)

By denoting the increments in the \( x_{\mu} \) directions as \( \Delta x_{\mu} \), the spacelike hypersurface in the Minkowski spacetime satisfies
\[ (\Delta t)^2 < (\Delta x_t)^2. \] (10)

Similarly, the \( x_p \)-coordinate in the parameter spacetime at a three-dimensional hypersurface \( \sigma_{p_t} \), which is normal to the \( x_p \)-axis, is mapped to the \( x \)-coordinate \( x_{\alpha} \) in real spacetime at a hypersurface \( \sigma_t \) using the following function
\[ x_{\alpha} = \sum_{n_0, n_2, n_3} [a_{n_0, n_2, n_3} \sin(2\pi n_0 L_S f_{p_0}) x_0 + 2\pi n_2 L_S x_2 + 2\pi n_3 L_S x_3)] + b_{n_0, n_2, n_3} \cos(2\pi n_0 L_S f_{p_0}) x_0 + 2\pi n_2 L_S x_2 + 2\pi n_3 L_S x_3), \] (11)

where the symbol \( n_0 \) stands for non-negative integer. Hence, the hypercubes in the parameter spacetime are mapped to the hyper-octahedrons with arbitrary hypersurface shapes in the real spacetime.

## 2.2 Step-function-type basis functions localized in spacetime continuum

Our purpose is to construct a field theory, considering that fields propagate in the spacetime continuum and the fields are well defined when the degrees of freedom are finite. In order to realize the formulation of the field theory, fields are expressed in terms of step-function-type basis functions localized in a parameter spacetime continuum introduced in the previous Subsection 2.1 and the fields are mapped to the real spacetime continuum. For coordinates of the parameter spacetime \( (t_p, x_p, y_p, z_p) = (x_{p_0}, x_{p_1}, x_{p_2}, x_{p_3}) \), and lattice (grid) points at the corners of divided hypercubes \( x_{p_\mu} = X_{p(k, l, m, n)} = (x_{p(k)}, x_{p(l)}, x_{p(m)}, x_{p(n)}) \) (the indices \( p = (k, l, m, n) \) and \( k, l, m \) and \( n \) run over integers from 1 to \( N_p \) with \( \mu = 0, 1, 2, 3 \), let \( \Delta \) be an infinitesimal lattice spacing. Then, we define the points between lattice points as \( t_{p(k+1/2)} = t_{p(k)} - \Delta/2 \) and \( t_{p(k+1/2)} = t_{p(k)} + \Delta/2 \) in the case of time coordinate in the parameter spacetime.

We introduce the following smooth function of \( t_p \) from \(-\epsilon_G \) to \(+\epsilon_G\)
\[ f_G(t_p) = \frac{f_{t_p}^{\epsilon_G} d\nu_p(x_{p_\mu}) \exp[-a_G(t'_p)^2]}{f_{t_p}^{-\epsilon_G} d\nu_p(x_{p_\mu}) \exp[-a_G(t'_p)^2]}, \] (12)
where \( a_G \) is a positive constant, and \( \varepsilon_G \) is an infinitesimal positive quantity that is taken to be \( \varepsilon_G \to 0 \) after calculations. The above function is a normalized integral of the Gauss function, and takes from 0 to 1. The derivative of the above function becomes

\[
\frac{\partial f_G(x)}{\partial t_p} = \delta(t_p) \quad \text{in the limit of } a_G \to \infty, \tag{13}
\]

where \( \delta(t_p) \) is the Dirac’s delta function. Using the integral in Eq. (12), we define a step-function such as a smooth basis function,

\[
\Omega^G_k(t_p) = \begin{cases} 
0 & \text{for } t_p \leq t_p(k-1/2) - \varepsilon_G \\
\frac{f_G(t_p + t_p(k-1/2))}{f_G(t_p)} & \text{for } t_p(k-1/2) - \varepsilon_G < t_p < t_p(k-1/2) + \varepsilon_G \\
1 & \text{for } t_p(k-1/2) + \varepsilon_G \leq t_p < t_p(k+1/2) - \varepsilon_G \\
0 & \text{for } t_p(k+1/2) - \varepsilon_G \leq t_p
\end{cases} \tag{14}
\]

The above basis function \( \Omega^G_k(t_p) \) takes positive values in the region between \( t_p(k-1/2) - \varepsilon_G \) and \( t_p(k+1/2) - \varepsilon_G \) around the point \( t_p(k) \). This function increases from 0 to 1, subsequently maintains the value of 1, and decreases to 0 with the increase of \( t_p \). For the sake of convenience, we define the simpler basis function as

\[
\Omega^E_k(t_p) = \begin{cases} 
0 & \text{for } t_p < t_p(k-1/2) \\
1 & \text{for } t_p(k-1/2) \leq t_p < t_p(k+1/2) \\
0 & \text{for } t_p(k+1/2) \leq t_p
\end{cases} \tag{15}
\]

which plays an important role in this article. Subsequently, the derivative is given by

\[
\frac{d\Omega^E_k(t_p)}{dt_p} = \begin{cases} 
0 & \text{for } t_p < t_p(k-1/2) \\
\delta(t_p - t_p(k-1/2)) & \text{at } t_p = t_p(k-1/2) \\
0 & \text{for } t_p(k-1/2) < t_p < t_p(k+1/2) \\
-\delta(t_p - t_p(k+1/2)) & \text{at } t_p = t_p(k+1/2) \\
0 & \text{for } t_p > t_p(k+1/2)
\end{cases} \tag{16}
\]

In the four-dimensional case, the basis functions \( \Omega^4E_p(x_p) \) and \( \Omega^{34E}_{\mu p}(x_p) \) are defined as

\[
\Omega^4E_p(x_p) = \Omega^4E_{(k,l,m,n)}(x_p) = \Omega^E_k(x_p)\Omega^E_l(x_p)\Omega^E_m(x_p)\Omega^E_n(x_p), \tag{17}
\]

\[
\Omega^{34E}_{\mu p}(x_p) = \frac{d\Omega^4E_p(x_p)}{dx_{\mu p}} - \Delta = \frac{d\Omega^4E_{(k,l,m,n)}(x_p)}{dx_{\mu p}} - \Delta = \Omega^{34E}_{\mu p}^-(x_p) - \Omega^{34E}_{\mu p}^+(x_p). \tag{18}
\]

Here, the above basis functions \( \Omega^{34E}_{\mu p}^-(x_p) \) and \( \Omega^{34E}_{\mu p}^+(x_p) \) with non-vanishing values for \( \mu = 0 \) are written as

\[
\Omega^{34E}_{\mu p}^-(t_p = t_p(k-1/2)) = \frac{d\Omega^4E_p(x_p)}{dt_p}|_{t_p = t_p(k-1/2)} \Delta
\]
\[
\frac{d \Omega^k_p}{dt_p} |_{t_p = t_{p(k-1/2)}} \Omega^k_p(x_p) \Omega^m_p(y_p) \Omega^k_p(z_p) \Delta = \delta(t_p - t_p(k-1/2)) \Omega^k_p(x_p) \Omega^m_p(y_p) \Omega^k_p(z_p) \Delta, \\
\Omega^k_p \Omega^k_p + (t_p = t_p(k+1/2)) = - \frac{d \Omega^k_p}{dt_p} |_{t_p = t_p(k+1/2)} \Delta
\]

The above basis functions have the following properties:

\[
\int dt_p \Omega^k_p(t_p) = \Delta, \\
\Omega^k_p(t_p) \Omega^k_p(t_p) = \delta_{k,k'} \Omega^k_p(t_p),
\]

where \(\delta_{k,k'}\) is Kroneker’s delta.

Furthermore, the basis functions in real spacetime can be defined, by mapping the basis functions in the parameter space to real spacetime, as

\[
\Omega^4_k(x) = \Omega^k_p(f_p(x_p)), \\
\Omega^{3} \equiv \Omega^{3} \mu (x_p) = \Omega^k_p(f_p(x_p)).
\]

### 2.3 Poincaré transformation of fields described in terms of basis functions in spacetime continuum

In this subsection, we present Poincaré-covariant field formalism with finite degrees of freedom. We note that the hyper-octahedrons in spacetime may be regarded as if they are physical objects, and the Poincaré covariance is due to the spacetime continuum (with the existence of derivatives). Fields are expressed in terms of real spacetime basis functions, which have the shape of step-functions in a parameter space and are mapped to real spacetime, as defined in the previous Subsection[2.2] We consider an example of a self-interacting scalar field \(\phi(x)\) with the action

\[
S_3 = S_3^{(2)} + S_3^{(3)}, \tag{25}
\]

where

\[
S_3^{(2)} = \int dx^4 \{- \frac{1}{2} \frac{\partial \phi(x)}{\partial x_\mu} \frac{\partial \phi(x)}{\partial x_\mu} - \frac{1}{2} m^2 [\phi(x)]^2\}
\]

\[
= \int dx^4 \{- \frac{1}{2} \partial_\mu \phi(x) \partial_\mu \phi(x) - \frac{1}{2} m^2 [\phi(x)]^2\}, \tag{26}
\]

\[
S_3^{(3)} = \int dx^4 \{- \frac{g \phi(x)}{3!} [\phi(x)]^3\}, \tag{27}
\]
and $m$ stands for the mass, with $g_3$ being a coupling constant.

Further, the field is expanded in terms of the basis functions given in Eq. (23) as the following detailed form

$$\phi(x) = \sum_p \phi_p \Omega^4_{R_p}(f_p(x))$$

$$= \sum_p \phi_p \Omega^4_{R_p}(f_{px}(x), f_{py}(x), f_{pz}(x))$$

$$= \sum_p \phi_p \Omega^4_{R_p}(f_{px}(x), f_{py}(x), f_{pz}(x))$$

$$= \sum_p \phi_p \Omega^4_{R_p}(t, x) = \sum_p \phi_p \Omega^4_{R_p}(x).$$  \hspace{1cm} (28)

Then, each action term is expressed as

$$S_3^{(2)} = \int dx^4 \left\{ -\frac{1}{2} \sum_{p,q} \phi_p \phi_q \partial_\mu \Omega^4_{R_p}(x) \partial_\mu \Omega^4_{R_q}(x) \right\},$$

$$S_3^{(3)} = \int dx^4 \left\{ -\frac{g_3}{3!} \sum_{p,q,r} \phi_p \phi_q \phi_r \Omega^4_{R_p}(x) \Omega^4_{R_q}(x) \Omega^4_{R_r}(x) \right\}. \hspace{1cm} (29)$$

Further, we consider the Poincaré transformation

$$x_{L,\mu} = f_{L,\mu}(x_v) = \Lambda_{\mu \nu} x_\nu + a_\mu,$$  \hspace{1cm} (31)

which is expressed in short as

$$x_L = f_L(x) = \Lambda x + a,$$  \hspace{1cm} (32)

with its inverse transformation

$$x = f^{-1}_L(x_L) = \Lambda^{-1} (x_L - a).,$$  \hspace{1cm} (33)

Using Eq. (33), we obtain

$$\phi(x) = \phi(f^{-1}_L(x_L)) = \phi(\Lambda^{-1} (x_L - a)).$$  \hspace{1cm} (34)

Then, the field, which is expressed by $\phi(x)$ in the frame with $x$ coordinates, is defined, in the frame with $x_L$ coordinates, that

$$\phi_L(x_L) = \phi(x).$$  \hspace{1cm} (35)

Similarly, for the basis functions given by Eq. (25) in real spacetime, we have the following relation, corresponding to Eq. (34),

$$\Omega^4_{R_p}(x) = \Omega^4_{R_p}(f^{-1}_L(x_L)) = \Omega^4_{R_p}(\Lambda^{-1} (x_L - a)).$$  \hspace{1cm} (36)
Hence, analogous to Eq. (35), we define that
\[ \Omega_{4\text{E}}^{4\text{E}}(x_L) = \Omega_{4\text{E}}^{4\text{E}}(x). \]  

(37)

Using Eqs. (35) and (37), the comprising terms of the action in Eqs. (29) and (30) are transformed to
\[ S_{3}^{(2)} = \int dx_{L}^{4} J_{f_{L}} \left\{ -\frac{1}{2} \sum_{p,q} \phi_{p} \phi_{q} \frac{\partial \Omega_{4\text{E}}^{4\text{E}}(x_L)}{\partial x_{\mu}} \frac{\partial \Omega_{4\text{E}}^{4\text{E}}(x_L)}{\partial x_{\nu}} \right\} \]
\[ -\frac{1}{2} m^{2} \sum_{p,q} \phi_{p} \phi_{q} \Omega_{4\text{E}}^{4\text{E}}(x_L) \Omega_{4\text{E}}^{4\text{E}}(x_L), \]

(38)

\[ S_{3}^{(3)} = \int dx_{L}^{4} J_{f_{L}} \left\{ -\frac{g^{3}}{3!} \sum_{p,q,r} \phi_{p} \phi_{q} \phi_{r} \Omega_{4\text{E}}^{4\text{E}}(x_L) \Omega_{4\text{E}}^{4\text{E}}(x_L) \Omega_{4\text{E}}^{4\text{E}}(x_L) \right\} \]

(39)

where \( J_{f_{L}} \) is the Jacobian for the transformation of coordinates.

The relation for rotations in Minkowski/Euclidean spacetime given by
\[ \frac{\partial x_{L}^{\nu}}{\partial x_{\mu}} \frac{\partial x_{L}^{\nu'}}{\partial x_{\mu}} = \Lambda_{\nu \mu} \Lambda_{\nu' \mu} = \Lambda_{\nu \mu} \Lambda_{\mu \nu'} = \delta_{\nu \nu'}, \]

(40)

and that for the Jacobian
\[ J_{f_{L}} = 1, \]

(41)
yield
\[ S_{3}^{(2)} = \int dx_{L}^{4} \left\{ -\frac{1}{2} \sum_{p,q} \phi_{p} \phi_{q} \frac{\partial \Omega_{4\text{E}}^{4\text{E}}(x_L)}{\partial x_{\mu}} \frac{\partial \Omega_{4\text{E}}^{4\text{E}}(x_L)}{\partial x_{\nu}} \right\} \]
\[ -\frac{1}{2} m^{2} \sum_{p,q} \phi_{p} \phi_{q} \Omega_{4\text{E}}^{4\text{E}}(x_L) \Omega_{4\text{E}}^{4\text{E}}(x_L), \]

(42)

\[ S_{3}^{(3)} = \int dx_{L}^{4} \left\{ -\frac{g^{3}}{3!} \sum_{p,q,r} \phi_{p} \phi_{q} \phi_{r} \Omega_{4\text{E}}^{4\text{E}}(x_L) \Omega_{4\text{E}}^{4\text{E}}(x_L) \Omega_{4\text{E}}^{4\text{E}}(x_L) \right\}. \]

(43)

Equations (42) and (43) state that the present Lagrangian formalism, wherein the fields are expressed in terms of the step-function-type basis functions in the parameter and real spacetime, is Poincaré covariant. This is due to the property of the spacetime continuum by regarding the basis function like a physical object in the spacetime continuum. We notice that the initial and final conditions are necessarily required to be imposed at the lattice (grid) points in the parameter (real) spacetime, because the basis function such as \( \Omega_{4\text{E}}^{4\text{E}}(x_L) \) is constant around the lattice point and the coefficient (\( \phi_{p} \)) of the basis function can be given in the region, where the basis function is constant around the lattice point.

2.4 Path integral approach to a scalar field using step-function-type basis functions

We here demonstrate the properties of the present formalism for fields that use the step-function-type basis functions with finite degrees of freedom in the spacetime continuum developed in Subsections 2.1-2.3. An example chosen here is a self-interacting scalar field in two-dimensional (2D) Euclidean spacetime. The norm of a Euclidean vector and infinitesimal volume are
\[ x_{\mu} x_{\mu} = x_{t} x_{t} + x_{x} x_{x}, \]

(44)
and the field \( \phi(x) \) means

\[ \phi(x) = \phi(t, x) = \phi(t, x). \]  

(46)

The action for \( m = 0 \) is given by

\[ S_3 = S^{(2)}_3 + S^{(3)}_3, \]  

(47)

where

\[ S^{(2)}_3 = \frac{1}{2} \int d^2x \partial_\nu \phi \partial_\nu \phi \]

\[ = \frac{1}{2} \int dtdx [\partial_t \phi(x) \partial_t \phi(x) + \partial_x \phi(x) \partial_x \phi(x)], \]  

(48)

\[ S^{(3)}_3 = g_3 \frac{3!}{3!} \int dtdx [\phi(x)]^3. \]  

(49)

The spacetime domain we are considering is \( 0 < T_{(b)} \leq t \leq T_{(b)}, -X_{(b)} \leq x \leq X_{(b)} \) in real spacetime.

For the sake of simplicity, hereafter, real spacetime is treated to be identical as the parameter spacetime described in the previous section; namely, \( x = x_P \) in Eq. (4). For the square lattice in the domain of the parameter spacetime, the notation of the lattice (grid) point with the index \( p = (k, l) \) is

\[ x_P = x_{(k,l)} = (t_k, x_l), \]  

(50)

where \( N_t \) and \( N_x \) are the total numbers of lattice points along the \( t \) and \( x \) axes, respectively. The field is expressed in terms of step-function-type basis functions in the two-dimensional spacetime

\[ \phi(x) = \sum_p \phi_p \Omega^E_p(x) \]

\[ = \sum_{k,l} \phi(k,l) \Omega^E_{(k,l)}(t, x), \]  

(51)

where the basis function \( \Omega^E_p(x) \) in two-dimensional real spacetime corresponds to \( \Omega^E_p(x_P) \) in Eq. (15) for four-dimensional parameter spacetime, and is written as

\[ \Omega^E_{(k,l)}(t, x) = \Omega^E_k(t) \Omega^E_l(x), \]  

(52)

where the basis function \( \Omega^E_k(t) \) in real spacetime, corresponding to the basis function \( \Omega^E_k(t_P) \) in the parameter space, is denoted by

\[ \Omega^E_k(t) = \begin{cases} 
0 & \text{for } t < t_{(k-1/2)} \\
1 & \text{for } t_{(k-1/2)} \leq t < t_{(k+1/2)} \\
0 & \text{for } t_{(k+1/2)} \leq t 
\end{cases}. \]  

(53)

Similarly, corresponding to the four-dimensional case in Eqs. (19) and (20) for the parameter spacetime, partial derivatives of the basis functions in real spacetime are written as (with the lattice spacing \( \Delta \))

\[ \Omega^E_{p}^{\delta k - 1}(x) = \delta_{t_{(k-1/2)}(x)} \partial_t \Omega^E_k(t) |_{t = t_{(k-1/2)}} \Omega^E_l(x) \Delta \]

\[ = \delta(t - t_{(k-1/2)}) \Omega^E_l(x) \Delta, \]  

(54)
\[ \Omega_{p}^{51+}(x) = -\partial_{t}\Omega_{k}^{E}(t)|_{t=(k+1/2)} \Omega_{k}^{E}(x)\Delta \]

\[ = \delta(t-(k+1/2))\Omega_{k}^{E}(x)\Delta. \] \hspace{1cm} (55)

In the kinetic terms of the action in Eq. (48), we denote the derivative as

\[ \partial_{v} \sum_{p} \phi_{p} \Omega_{p}^{2E}(x) = \frac{\partial \sum_{p} \phi_{p} \Omega_{p}^{2E}(x)}{\partial x_{v}}, \] \hspace{1cm} (56)

and then, the action for the kinetic term is expressed as

\[ S_{3}^{(2)} = \frac{1}{2} \int d^{2}x [\partial_{v} \sum_{p} \phi_{p} \Omega_{p}^{2E}(x)][\partial_{v} \sum_{q} \phi_{q} \Omega_{q}^{2E}(x)]. \] \hspace{1cm} (57)

Using

\[ \partial_{v} \Omega_{p}^{2E} = \frac{1}{\Delta} \Omega_{p}^{\delta 1-} - \frac{1}{\Delta} \Omega_{p}^{\delta 1+}, \] \hspace{1cm} (58)

we obtain

\[ S_{3}^{(2)} = \frac{1}{\Delta} \sum_{k,l} \phi_{(k,l)} \phi_{(K,L)} \]

\[ \times \left\{ \Omega_{v(k,l)}^{\delta 1-} \Omega_{v(K,L)}^{\delta 1+} - \Omega_{v(k,l)}^{\delta 1+} \Omega_{v(K,L)}^{\delta 1-} - \Omega_{v(k,l)}^{\delta 1-} \Omega_{v(K,L)}^{\delta 1-} + \Omega_{v(k,l)}^{\delta 1+} \Omega_{v(K,L)}^{\delta 1+} \right\}. \] \hspace{1cm} (59)

Denoting \( G_{k}(K) = G_{k,K} \), we obtain

\[ \sum_{k} \int dt G_{k}(K) \delta(t-t_{k-1/2})\delta(t-t_{k-1/2}) = \sum_{k} \frac{1}{\Delta} G_{k,K} \delta_{k,K}, \] \hspace{1cm} (60)

\[ \int dx \Omega_{k}^{E}(x) \Omega_{k}^{E}(x) = \delta_{KL}\Delta, \] \hspace{1cm} (61)

and it follows that

\[ S_{3}^{(2)} = \frac{1}{2} \sum_{k,l} \phi_{(k,l)} \phi_{(K,L)} \]

\[ \times \left\{ 2\delta_{K,k} \delta_{L,l} - \delta_{K,k+1} \delta_{L,l} - \delta_{K,k+1} \delta_{L,l} \right\} \]

\[ + \sum_{k,l} \delta_{K,k} \delta_{L,l} - \delta_{K,k} \delta_{L,l-1} - \delta_{K,k} \delta_{L,l+1} \]. \hspace{1cm} (62)

The above quadratic part is diagonalized, using the analogy with the matrix in a vibrational problem [83]. We represent \( S_{3}^{(2)} \) as

\[ S_{3}^{(2)} = \sum_{p,q} \phi_{p} M_{pq}^{(2)} \phi_{q}, \] \hspace{1cm} (63)

where

\[ M_{pq}^{(2)} = \frac{1}{2} \left[ 2\delta_{K,k} \delta_{L,l} - \delta_{K,k-1} \delta_{L,l} - \delta_{K,k+1} \delta_{L,l} \right. \]

\[ \left. + \delta_{K,k} \delta_{L,l-1} - \delta_{K,k} \delta_{L,l+1} \right]. \]
The secular equation is

\[ \sum_q M_{pq}^{(2)} \chi^{(2)}_q = \eta^{(2)} \chi^{(2)}_p, \]

(65)

where \( \chi^{(2)}_q \) and \( \eta^{(2)} \) are the eigenvectors and associated eigenvalues, respectively. We derive the \( v \)-th eigenvector \( \chi^{(2)\nu}_q \) expressed by

\[ \chi^{(2)\nu}_q = \frac{1}{C_N} \sin(\vartheta_{K,j_0}) \sin(\vartheta_{L,j_1}), \]

(66)

with \( C_N^{(2)} \) being a normalization constant. A boundary condition such as

\[ \sin(\vartheta_{L,j_1}) = 0 \quad \text{for } L = 0, L = N(1) + 1, \]

(67)

with \( j_\mu \) being integers from 1 to \( N(\mu) \) (\( N(\mu) + 2 \) is the number of lattice points involving boundaries in the \( x_\mu \) axis), achieves positive eigenvalues \( \eta^{(2)} \)

\[ \eta^{(2)} = (1 - c_0) + (1 - c_1), \]

(68)

where

\[ c_\mu = \cos(z_\mu), z_\mu = \frac{j_\mu \pi}{N(\mu) + 1}. \]

(69)

(The summation convention is not used for \( (\mu) \) in parenthesis.) The periodic boundary condition provides that

\[ c_\mu = \cos(z'_\mu), z'_\mu = \frac{j_\mu (2\pi)}{N(\mu)}, \]

(70)

where \( N(\mu) \) in this case is the number of lattice points in the \( x_\mu \) axis. In order to avoid the appearance of a zero eigenvalue, the full non-periodic boundary condition (along all the axes) is not imposed.

The self-interaction part in Eq. (39) in terms of the basis functions is given by

\[ S_3^{(3)} = \frac{g^3}{3!} \int dt dx \sum_{p,q,r} \phi_p \phi_q \phi_r \Omega_{pq} \Omega_{qr} \Omega_{rp} \]

\[ = \frac{g^3}{3!} \int dt dx \sum_{k,l,m,K,L,M} \phi(k,K) \phi(l,L) \phi(m,M) \Omega_k \Omega_l \Omega_m \Omega_k^E \Omega_l^E \Omega_m^E \]

\[ = \frac{g^3}{3!} \sum_{k,l,m,K,L,M} \phi(k,K) \phi(l,L) \phi(m,M) \Delta^2 \]

\[ = \frac{g^3}{3!} \sum_{k,K} (\phi(k,K))^3 \Delta^2 = \frac{g^3}{3!} \sum_p (\phi_p)^3 \Delta^2. \]

(71)

The transformation, corresponding to the aforementioned manipulation for the diagonalization of the matrix \( M_{pq}^{(2)} \) to achieve eigenvectors described around Eq. (66),

\[ \phi'_p = \sum_q R_{pq} \phi_q, \]

(72)
Using above relations in this note, other quantities such as the action in Eq. (57) are symmetrized, thus resulting in

\[ S_3^{(2)} = \sum_p \eta_p (\phi_p')^2, \]  

\[ S_3^{(3)} = \frac{8}{3!} \sum_{q=1}^{N} (R^{-1} \phi_p')^2 \Delta^2. \]  

The expectation value of the physical quantity \( A_{\text{ph}} \) is calculated, using the path integral with the associated weight involving the action in Eq. (77),

\[ < A_{\text{ph}} > \frac{\int D[\phi_p'] (A_{\text{ph}}) \exp(-S_3)}{\int D[\phi_p'] \exp(-S_3)} = \frac{\int d\phi_p' d\phi_{p_1}' d\phi_{p_2}' \cdots (A_{\text{ph}}) \exp(-S_3)}{\int d\phi_p' d\phi_{p_1}' d\phi_{p_2}' \cdots}. \]  

The above integrand is expanded in a power series

\[ Z_{3N} = \int D[\phi_p'] \exp(-S_3) \]  

\[ = \int D[\phi_p'] \exp(-S_3^{(2)}) \prod_n \left( \frac{-1}{n!} (S_3^{(3)})^n \right). \]  

Using Eqs. (73)-(74), each one-dimensional integral of the multifold integral has the form

\[ I_k = \int d\phi_p' (\phi_p')^k \exp[-\eta_p (\phi_p')^2], \]  

and amounts to

\[ I_k = \begin{cases} \frac{(2j-1)!!}{2^{j} (\eta_p^2)^{2j+1}} 1^{1/2} & \text{for } k = 2j, \\ 0 & \text{for } k = 2j + 1. \end{cases} \]  

We further note that, to symmetrize the discontinuity of basis functions, we may introduce another set of basis functions, corresponding to those in Eqs. (15) and (52), such as

\[ \Omega_{k}^{E'} (t) = \begin{cases} 0 & \text{for } t \leq t_{(k-1)/2}, \\ 1 & \text{for } t_{(k-1)/2} < t \leq t_{(k+1)/2}, \\ 0 & \text{for } t_{(k+1)/2} < t. \end{cases} \]  

\[ \Omega_{(k,l)}^{E'} (t,x) = \Omega_{k}^{E'} (t) \Omega_{l}^{E'} (x). \]  

The field expansion, corresponding to that in Eq. (51), is written as

\[ \phi(x) = \sum_p \phi_p' \Omega_p^{E'} (x) = \sum_{k,l} \phi_{(k,l)}^{E'} (t,x). \]  

Using above relations in this note, other quantities such as the action in Eq. (57) are symmetrized, thus resulting in

\[ S_3^{(2)} = \frac{1}{2} \left\{ \frac{1}{2} \int d^2 x \left[ \partial_\nu \sum_p \phi_p' \Omega_p^{2E'} (x) \right] \left[ \partial_\nu \sum_q \phi_q' \Omega_q^{2E'} (x) \right] \right\}, \]  

\[ + \frac{1}{2} \int d^2 x \left[ \partial_\nu \sum_p \phi_p' \Omega_p^{2E'} (x) \right] \left[ \partial_\nu \sum_q \phi_q' \Omega_q^{2E'} (x) \right]. \]
2.5 Relationship between the variational approach for Hamiltonian and the path integral using step-function-type basis functions

The path integral described in the previous Subsection 2.4 has a large weight at a stationary point (frequently at a local minimum such as the ground state). One of the practical approaches is the variational method for the Hamiltonian at the stationary point. Concerning the Hamiltonian formalism in field theory, Tomonaga showed that state vectors satisfy the Schrödinger equation for second quantized fields. Thus, we inspect the relationship between the variational approach for the static (time-independent) Hamiltonian and the path integral using step-function-type basis functions.

The time-independent Hamiltonian of the scalar field considered here is

\[ H_3 = H_3^{(2)} + H_3^{(3)}, \]  

(83)

where

\[ H_3^{(2)} = \frac{1}{2} \int dx [\partial_x \phi(x) \partial_x \phi(x)], \]  

(84)

\[ H_3^{(3)} = -\frac{g_3}{3!} \int dx [\phi(x)]^3. \]  

(85)

By denoting

\[ n_\phi = \phi(x) \phi(x), \]  

(86)

the above interaction in Eq. (85) is rewritten in the form

\[ H_3^{(3)} = -\frac{g_3}{3!} \int dtdx [n_\phi(x)]^{3/2}, \]  

(87)

or it is further expanded into Taylor series

\[ H_3^{(3)} = -\frac{g_3}{3!} \int dtdx \{n_\phi(0)^{3/2} + \frac{3}{2}[n_\phi(0)]^{1/2} n_\phi(x) + \ldots \}. \]  

(88)

Further, the scalar wave function is expressed using step-function-type basis functions. Corresponding to the two-dimensional case in Eq. (52), the basis functions in one-dimension are given by

\[ \Omega^{(E)}_{l_l}(x) = \Omega^{E}(x), \]  

(89)

where \( \Omega^{E}(x) \) is defined in Eq. (53). Then, the wave function has the following form

\[ \phi(x) = \sum_p \phi_p \Omega^{(E)}_{p}(x) = \sum_l \phi_l \Omega^{(E)}_{l_l}(x). \]  

(90)

In a similar way as Eqs. (63) and (71), it follows that

\[ H_3 = H_3^{(2)} + H_3^{(3)} = \frac{1}{2} \sum_{p,q} \phi_p M^{(2)}_{pq} \phi_q - \frac{g_3}{3!} \sum_p (\phi_p)^3 \Delta, \]  

(91)

where, assigning (as in higher dimensions) \( p = L; q = l \) and \( L = 1, 2, \ldots, N_x; l = 1, 2, \ldots, N_x \), we obtain

\[ M^{(2)}_{pq} = M^{(2)}_{ll} = \frac{1}{\Delta} (2\delta_{l_1,l_1} - \delta_{l_1,l_1-1} - \delta_{l_1,l_1+1}). \]  

(92)

From the normalization condition for \( \phi \), the term \( \sum_{l,l'} E'(\phi_l \phi_l - 1/N_x) \delta_{l,l} \Delta/2 \) is added to the above Hamiltonian in Eq. (91), where \( E' \) is a Lagrange multiplier.
Variational calculus with respect to \( \phi_p = \phi_t \) in Eq. (91) leads to the following secular equation for the \( v \)-th eigenvector \( \phi_q^v = \phi_q^v \) associated with the \( v \)-th eigenenergy \( E^{hv} \)

\[
\sum_q M^{hv(2)}_{pq} \phi_q^v = \sum_q E^{hv} \delta_{pq} \phi_q^v \Lambda,
\]

where

\[
M^{hv(2)}_{pq} = M^{v(2)}_{pq} - \frac{g_s}{2} \phi_q^v \delta_{pq} \Lambda.
\]

The above Eq. (93) results in

\[
\sum_q \left( \frac{1}{\Delta} M^{hv(2)}_{pq} \right) \phi_q^v = \sum_q \left( E^{hv} \delta_{pq} \right) \phi_q^v.
\]

We note that, the above secular equation (given by Eq. (93)), for the \( v \)-th eigenvector \( \phi_q^v \), involves the self-interacting \( v \)-th eigenvector \( \phi_q^v \) in the potential of the matrix form \( M^{hv(2)}_{pq} \) (given by Eq. (94)). Then, the eigenvector is not directly derived from the above secular equation via the one-linear step, and self-consistent iterations are required to derive the eigenvector \( \phi_q^v \). In other words, at the initial step, we assign \( \phi_p^v = \phi_p^{v(0)} \) (with \( \phi_p^{v(0)} \) being an initial value) for \( M^{hv(2)}_{pq} \) (given by Eq. (94) and used in Eq. (95)); then, we derive the first-step eigenvector \( \phi_q^v = \phi_q^{v(1)} \) from the secular equation in Eq. (95). Similarly, at the second step, we assign \( \phi_p^v = \phi_p^{v(1)} \) for \( M^{hv(2)}_{pq} \) (in Eqs. (94) and (95)); subsequently, we derive the second-step eigenvector \( \phi_q^v = \phi_q^{v(2)} \). These procedures are repeated until the input eigenvector in Eq. (94) converges to coincide with the output-eigenvector solution from Eq. (95). As evident from these manipulations, the secular equation to derive \( v \)-th eigenvector and the secular equation to derive \( v' \)-th eigenvector differ from each other, because the self-interaction potentials \( M^{hv(2)}_{pq} \) for the \( v \)-th and \( v' \)-th eigenvectors differ from each other. Hence, we can observe that the eigenvectors are not always orthogonal to each other, since the secular equations for these eigenvectors differ from each other.

In this subsection, we finally include a numerical computational method to solve the time-dependent Schrödinger equation for imaginary time. As mentioned before, Tomonaga [8] formulated that the state vector of second quantized fields satisfies the time-dependent Schrödinger equation. Generally, the Schrödinger equation is transformed to a diffusion equation, by replacing real time by imaginary time in the sense of the Wick rotation. In order to solve the diffusion equations, the author developed a method [4, 86] that obtains solutions in a short computational time with a reduced memory size. We consider the Fourier’s work that a time-dependent solution is the superposition of modes with the decay constant \( \lambda_s \). (The reduced number of the decay constants are selected as representatives in practical computations.) In the present method, we then build a set of variable time grid points \( t_{\xi}^{(D)} \) (\( \xi = 0, 1, 2, ..., N_{t_{\xi}}^{(D)} - 1 \) and \( t_{0_{\xi}}^{(D)} = 0 \) for the number of grid points \( N_{t_{\xi}}^{(D)} \) ) to satisfy

\[
\frac{N_{t_{\xi}}^{(D)} - \xi}{N_{t_{\xi}}^{(D)}} = \exp(-\lambda_s t_{\xi}^{(D)}).
\]

By collecting all the time grid points, we obtain a union of all the sets with all the representatives \( \lambda_s \). Then, calculations are performed using the above time grid points of the union.

Concerning spatial grid points [4,86], an optional set of the points \( x_{\eta} \) (\( \eta = 0, 1, 2, ..., N_{x_{\eta}}^{(D)} \)) near a boundary at the coordinate origin along such as the x-axis is chosen to satisfy

\[
x_{\eta} = L_x \left( \frac{\eta}{N_{x_{\eta}}^{(D)}} \right)^\beta,
\]

where \( \beta \) is such as around 1/2, and \( L_x \) is the length of the considering region. Thus, a fast computation with a reduced memory size is attainable using the aforementioned time and space grid points.
3 General properties of gauge fields

3.1 Abelian gauge fields

An electron in the scheme of quantum electrodynamics (QED) has an intrinsic magnetic moment of up or down spin, denoted by \( \uparrow \) or \( \downarrow \), as the internal degrees of freedom. The wave function \( \psi_e(x) \) of the electron with these degrees is described in terms of the components \( \psi_e^\uparrow(x) \) and \( \psi_e^\downarrow(x) \) of up and down spins

\[
\psi_e(x) = \begin{pmatrix} \psi_e^\uparrow(x) \\ \psi_e^\downarrow(x) \end{pmatrix}.
\]

(98)

Besides the intrinsic magnetic moment, the electron has internal degrees of freedom to be a particle or antiparticle, and the above two-component wave function is generalized to spinor. The degrees of freedom for the spin and particle/antiparticle states are unified into a single spinor to completely describe the relativistic electron. In contrast, different kinds of degrees of freedom, such as color for strong interaction between fundamental fermion particles in the scheme of quantum chromodynamics (QCD), are represented by a vector whose components are different kinds of spinors associated with the matrix \( SU(N) \) \( (N = 2, 3, \ldots) \), respectively. QED for a single elementary fermion (electron) is represented by the vector composed of a single spinor associated with the \( U(1) \) rotational matrix. Meanwhile, as mentioned later, QCD, for such as three elementary fermions, is represented by the vector composed of such as three different kinds of spinors associated with the matrix \( SU(3) \).

The spinor of the electron in QED has an ambiguity, allowing the local gauge transformation. Consistent with the aforementioned symmetry matrix for the vector composed of spinor, the gauge transformation contains the matrix identical to the symmetry matrix operating on the vector. In QED, the symmetry operation matrix is \( U(1) \) for the electron wave function (with spin and particle/antiparticle states). The gauge transformation for the electron spinor \( \psi_e^{(0)}(x) \) (superscript \( (0) \) distinguishes Abelian QED quantities from non-Abelian quantities) is then written as

\[
\psi_e^{(0)}(x) \rightarrow \psi_e^{(0)}(x) \exp(i\alpha^{(0)}(x)U^{(1)}),
\]

(99)

where \( \alpha^{(0)}(x) \) is a gauge parameter and \( U^{(1)} \) is a \( U(1) \) matrix. The gauge-covariant derivative, for the gauge-invariant formalism, is defined by

\[
D_\mu^{(0)}(x) = f^{(1)}\partial_\mu - ieA_\mu^{(0)}(x)U^{(1)},
\]

(100)

where \( f^{(1)} \) is a unit matrix in the \( U(1) \) case, \( e \) is coupling constant and \( A_\mu^{(0)} \) is the \( U(1) \) gauge field introduced to hold the gauge invariance. The field tensor is given by

\[
F_{\mu\nu}^{(0)} = \frac{i}{e}[D_\mu^{(0)}(x),D_\nu^{(0)}(x)]
\]

\[
= \frac{i}{e}(D_\mu^{(0)}(x)D_\nu^{(0)}(x) - D_\nu^{(0)}(x)D_\mu^{(0)}(x))
\]

\[
= \partial_\mu A_\nu^{(0)}(x) - \partial_\nu A_\mu^{(0)}(x).
\]

(101)

Using the property of trace for the unitary (gauge) transformation of the matrix \( A_{\phi,M}(x) \), which describes a physical quantity,

\[
\text{Tr}[(U^{(1)})^{-1}A_{\phi,M}(x)U^{(1)}] = \text{Tr}(A_{\phi,M}(x)),
\]

(102)

the trace of the field tensor satisfies the following gauge invariance

\[
\text{Tr}(F_{\mu\nu}^{(0)}) = \text{Tr}[(U^{(1)})^{-1}F_{\mu\nu}^{(0)}U^{(1)}].
\]

(103)
For the infinitesimal gauge transformation of the gauge field, we have
\[ A_\mu^{(0)}(x) \rightarrow A_\mu^{(0)}(x) + \frac{1}{e} \partial_\mu \alpha^{(0)}(x). \] (104)

Hence, the following Lagrangian is invariant under the gauge transformation
\[ \mathcal{L}^{(0)} = \psi^{(0)\dagger}(x) \gamma_\mu D_\mu^{(0)}(x) \psi^{(0)}(x) + \frac{1}{4} \text{Tr}(F^{(0)\mu\nu}_\mu F^{(0)\mu\nu}_\nu), \] (105)

where \( \psi^{(0)\dagger}(x) \) is the adjoint of \( \psi^{(0)}(x) \) and \( \gamma_\mu \) are the Dirac matrices.

### 3.2 Non-Abelian gauge fields

The non-Abelian gauge field \( A_\mu(x) \) (in Euclidean spacetime with the norm \( x_\mu x^\mu = x_0^2 + x_1 x_1 + x_2 x_2 + x_3 x_3 \) at time \( x_0 = t \)) has the following form
\[ A_\mu(x) = A_\mu(t,x,y,z) = \sum_a A^a_\mu(x) T^a, \] (106)

where matrices \( T^a \) generate the following Lie algebra
\[ [T^a, T^b] = \sum_c i f^{abc} T^c. \] (107)

Here, \( f^{abc} \) are the structure constants, and the Lie group indices such as \( a, b \) and \( c \) run from 1 to \( N \) for the SU\( (N) \) gauge field, whose dimension is \( N^2 = N^2 - 1 \). The matrices \( T^a = 2T^a \) for SU(2) are represented as
\[ T^1 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad T^2 = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}, \quad T^3 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}. \] (108)

with the following totally antisymmetric real structure constants
\[ f_{123} = 1. \] (109)

In the SU(3) case, the Lie matrices are
\[ T^1 = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad T^2 = \begin{bmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad T^3 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \]
\[ T^4 = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{bmatrix}, \quad T^5 = \begin{bmatrix} 0 & 0 & -i \\ 0 & 0 & 0 \\ i & 0 & 0 \end{bmatrix}, \quad T^6 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}, \]
\[ T^7 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & -i \\ 0 & i & 0 \end{bmatrix}, \quad T^8 = \frac{1}{\sqrt{3}} \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -2 \end{bmatrix}. \] (110)
with the following totally antisymmetric real structure constants
\[ f_{123} = 1, f_{147} = \frac{1}{2}, f_{156} = -\frac{1}{2}, f_{246} = \frac{1}{2}, f_{257} = \frac{1}{2}, f_{345} = \frac{1}{2}, f_{367} = -\frac{1}{2}, \]
\[ f_{458} = -\frac{\sqrt{3}}{2}, f_{478} = -\frac{\sqrt{3}}{2}, f_{abc} = 0 \text{ for others}. \] (111)

As mentioned in the previous subsection, the fundamental fermion particles in the non-Abelian system have color degrees of freedom, and the wave function with these degrees of freedom has \( N \) components of spinors. The system has SU(\( N \)) symmetry, and the gauge transformation under this symmetry extends U(1) matrix with a scalar gauge parameter to the SU(\( N \)) Lie matrices with multi-gauge parameters for the gauge transformation to obtain
\[ \psi(x) \rightarrow \psi(x) \exp(i \sum_a \alpha^a(x) T^a). \] (112)

Here, \( \alpha^a(x) \) are gauge parameters and the gauge covariant derivative is of the form
\[ D_\mu(x) = I \partial_\mu + ig \sum_a A_\mu^a(x) T^a, \] (113)
where \( I \) is a unit matrix and \( g \) is the coupling constant in the non-Abelian case. The field tensor of the non-Abelian field is described as
\[ F_{\mu \nu} = -i g [D_\mu(x), D_\nu(x)], \] (114)
with its component
\[ F_{\mu \nu}^a = \partial_\mu A_\nu^a(x) - \partial_\nu A_\mu^a(x) - g \sum_{b,c} f^{abc} A_\mu^b A_\nu^c. \] (115)

The infinitesimal gauge transformation of the gauge field is generalized to
\[ \delta A_\mu^a(x) = -(1/g) \partial_\mu \delta \alpha^a(x) - \sum_{b,c} f^{abc} \delta \alpha^b(x) A_\mu^c(x). \] (116)

Thus, the non-Abelian Lagrangian is written in the form
\[ L_{YM} = \bar{\psi}(x) i \gamma_\mu D_\mu(x) \psi(x) + \frac{1}{4} \text{Tr}(F_{\mu \nu} F^{\mu \nu}), \] (117)
which is invariant under the gauge transformation. In the Feynman gauge
\[ 14 \]
the action of the gauge field is expressed as
\[ S = \int d^4 x L = \frac{1}{2} \sum_a \int d^4 x (\partial_\mu A_\mu^a A_\nu^a) \]
\[ - \frac{1}{2} \sum_a \int d^4 x (\partial_\mu (A_\mu^a \partial_\nu A_\nu^a - A_\nu^a \partial_\mu A_\mu^a)) - g \sum_{a,b,c} f^{abc} \int d^4 x (A_\mu^b A_\nu^c \partial_\mu A_\nu^a) \]
\[ + \frac{g^2}{4} \sum_{a,b,c,d,e} f^{abc} f^{ade} \int d^4 x (A_\mu^b A_\nu^c A_\mu^d A_\nu^e). \] (119)
4 Fermion confinement by non-Abelian gauge field

4.1 Classical solution of non-Abelian gauge field as a vacuum

Before describing the present new solution of the classical non-Abelian Yang-Mills equation, which can be regarded as a vacuum, we briefly summarize the solving procedure. The process is purely mathematical, such that the physical meaning of the mathematical object is considered after the manipulation. (The physical properties of the present confinement mechanism may differ from those of the dual superconductor model (by other researchers), for which the deconfinement occurs above the superconducting critical temperature and gauge fields with the energy less than superconducting gap pass through superconductors.) Our solution of the non-Abelian gauge field is composed of a subgroup with finite field-amplitudes embedded in the concerning group (such as SU($N$)) without a restriction unlike the former classical fields. We denote classical fields as $A_{(C)\mu}$; then, using Eq. (106), the components of the present solution of the SU($N$) field embedded in the SU($N$) field are written in the form

$$A_{(C)\mu}(x) = \begin{cases} A_{(C)\mu}^a(x)T^a = \lambda^a \tilde{A}_{(C)\mu}(x)T^a & \text{for } a = 1, 2, 3 \\ 0 & \text{for } a > 3 \end{cases}$$

(120)

where $\lambda^a$ are real constants. Then, self-interaction terms of the non-Abelian Yang-Mills equation vanish owing to the antisymmetry of Lie algebraic structure constants. We further expect that the classical Wilson loop, which is the trace of an exponential function of line integrals along the time axis (line integrals along the spatial axis are set to zero), has the following form (involving a constant $a_c$ mentioned later)

$$W_C \approx \cos\{\arccos[\exp(-a_c x_t)]\} = \cos\{\cos^{-1}[\exp(-a_c x_t)]\} = \exp(-a_c x_t).$$

(121)

Then, the above Wilson loop exhibits the area law ($a_c x_t$ is proportional to the area $x_t$) indicating the linear potential between the fundamental particle-antiparticle fermions.

The relation in Eq. (121) is the essence of the confinement, and the present solution must reproduce this relation. Since the above vector potential (localized function in the present solution explained later) in Eq. (120) do not satisfy the non-Abelian Yang-Mills equation, another vector potential (unlocalized functions in the present solution mentioned later) is added to complete the solution. Since the former vector potential yields the area law, the source of the latter vector potential is set to make no contribution to the Wilson loop. Usually, the quantum Abelian gauge field is formulated around the classical zero field in the path integral. In contrast, the non-Abelian gauge field can be constructed around a finite non-pertubative classical field as a vacuum to decrease the system energy, along with quantum fluctuations. The quantum field (fluctuation expressed in terms of the step-function-type basis functions given in Section 2 has perturbative properties for a small lattice spacing.

Now, let us consider a fermion-antifermion pair created in the form of a wave packet involving soliton-like objects at the origin of spacetime coordinates during a quantum process in a vacuum described by a classical field. We note that the non-Abelian phenomena have the scale-invariance, and the scale-invariant energy is not predicted by the theory but is a given condition. In the center-of-mass frame, the fermion and antifermerion are located at opposite positions with respect to the origin in $x$-axis ($y = z = 0$). The Euclidean classical field configuration consists of the localized function $A_{(CL)\mu}^a(x)$ and the unlocalized function $A_{(CU)\mu}^a(x)$

$$A_{(C)\mu}^a(x) = A_{(CL)\mu}^a(x) + A_{(CU)\mu}^a(x).$$

(122)

The classical localized function (object of soliton-like wave-packet) is given in the region, denoted as $0 < T_{[b]} \leq t \leq T_{[b]}$, $|x| \leq X_{[b]}$, $|y| \leq Y_{[b]}$, and $|z| \leq Z_{[b]}$, where the subscript (b) indicates boundaries and $\epsilon_t$ is the scale-invariant time to be described in detail later in the paper. The time component of the field $A_{(CL)\mu}$ has the following form

$$A_{(CL)\mu}^a(t, x) = \hat{\lambda}^a P_{(0)}(t, x)w_t(y)w_t(z) \text{ for } x \geq \epsilon_t,$$

(123)
where $\varepsilon_t$ is an infinitesimal positive quantity (putting $\varepsilon_t \to 0$ after the calculations). (A more general rotationally covariant form, which is obtained by the Lorentz transformation, in Minkowski/Euclid spacetime is found in the previous paper [2].) In Eq. (122) (which we are considering), the function $P_{(0)}(t, x)$ is written as

$$P_{(0)}(t, x) = \frac{1}{2} k_{\text{ND}}^{-1/2} h(t, x),$$

where

$$h(t, x) = \frac{-a_c x \exp(-a_c |x|)}{\left[1 - \exp(-2a_c |x|)\right]^{1/2}} \quad \text{for} \quad x \geq \varepsilon_t,$$

which is antisymmetric as

$$h(t, -x) = -h(t, x) \quad \text{for} \quad x < -\varepsilon_t.$$ (The derivative is defined in the region where the function is given.) The coefficient $k_{\text{ND}}$ and the parameter $a_c$ are determined later. The function such as $w_{t'}(y)$ is defined as

$$w_{t'}(y) = w(y) = \begin{cases} +\exp\left(-\frac{y}{d}\right) & \text{for} \quad y \geq \varepsilon_{y'} \\ -\exp\left(+\frac{y}{d}\right) & \text{for} \quad y < -\varepsilon_{y'} \end{cases},$$

where $\varepsilon_y$ is an infinitesimal positive quantity (putting $\varepsilon_y \to 0$ after calculations). The symbol $d$ denotes the thin thickness of the $xt$ sheet, and taken to be $d \to 0$ after calculations to reduce the energy of the classical localized function in Eq. (122).

The other components of the classical localized function are given by

$$A_{(\text{CL})x}^{a}(t, x) = 0,$$

$$A_{(\text{CL})y}^{a}(t, x) = \lambda^a \left(\frac{d}{2}\right)(\partial_0 P_{(0)}) w_y(y) w(z),$$

$$A_{(\text{CL})z}^{a}(t, x) = \lambda^a \left(\frac{d}{2}\right)(\partial_0 P_{(0)}) w(y) w_z(z),$$

where

$$w_y(y) = \begin{cases} +w(y) & \text{for} \quad y \geq \varepsilon_y \\ -w(y) & \text{for} \quad y < -\varepsilon_y \end{cases},$$

$$w_z(z) = \begin{cases} +w(z) & \text{for} \quad z \geq \varepsilon_{z'} \\ -w(z) & \text{for} \quad z < -\varepsilon_{z'} \end{cases},$$

($\varepsilon_z$ is an infinitesimal positive quantity, putting $\varepsilon_z \to 0$ after calculations). These classical localized functions (in such as Eq. (122)) satisfy the following Lorentz condition.

$$\partial_\mu A_{(\text{CL})\mu}^{a}(x) = 0.$$ (133)

The source charge density of the classical unlocalized function $A_{(\text{CU})\mu}^{a}(x)$ in Eq. (122) for $t \geq T_{(b)0}$ is given by

$$p_{(t,x,y,z)}^{\text{a}} = \begin{cases} \lambda^a \left[\frac{1}{2} k_{\text{ND}}^{-1/2} Q(t,x) - \frac{d}{2} \partial_0 P_{(0)}(t,x)\right] w(y) w(z) & \text{for} \quad \varepsilon_x \leq x \leq X_c \\ 0 & \text{for} \quad x > X_c \end{cases},$$ (134)
where $X_c$ is a charge (wave packet) size, and

$$Q(t,x) = a_c^3 x^3 Q_1(t,x) - 2a_c^2 t Q_2(t,x) + a_c^3 t^2 x Q_1(t,x),$$

with

$$Q_1(t,x) = Q_{1/2}(t,x) + 4Q_{3/2}(t,x) + 3Q_{5/2}(t,x),$$

$$Q_2(t,x) = Q_{1/2}(t,x) + Q_{3/2}(t,x),$$

$$Q_{1/2}(t,x) = \frac{\exp(-a_c |tx|)}{[1 - \exp(-2a_c |tx|)]^{1/2}},$$

$$Q_{3/2}(t,x) = \frac{\exp(-3a_c |tx|)}{[1 - \exp(-2a_c |tx|)]^{3/2}},$$

$$Q_{5/2}(t,x) = \frac{\exp(-5a_c |tx|)}{[1 - \exp(-2a_c |tx|)]^{5/2}}.$$

The other charge components are in the forms of

$$\rho^q_x(t,x) = 0,$$

$$\rho^q_y(t,x) = -\frac{2}{d^2} P_0(t,x)w(y)w(z),$$

$$\rho^q_z(t,x) = -\frac{2}{d^2} P_0(t,x)w(y)w(z).$$

In contrast, the unlocalized function in Eq. (122) is given by

$$A_{(CU)\mu}^a(t,x) = \int_{T_{(b=0)}}^t dt' \int_{x_{(b=0)}}^{x_{(b)}} dx' \int_{y_{(b)}}^{y_{(b)}} dy' \int_{z_{(b)}}^{z_{(b)}} dz'$$

$$\times G_4(t,x; t', x', y', z'),$$

using the Green’s function

$$G_4(t,x; t', x', y', z') = \frac{1}{4\pi^2} \frac{1}{(t-t')^2 + (x-x')^2 + (y-y')^2 + (z-z')^2}.$$  

In the denominator of the above integrand, $(t-t')^2 + (x-x')^2 + (y-y')^2 + (z-z')^2$ is replaced by $(t-t')^2 + (x-x')^2 + (y-y')^2 + (z-z')^2 + \varepsilon_{Gr}$, where $\varepsilon_{Gr}$ is an infinitesimal positive quantity (putting $\varepsilon_{Gr} \to 0$ after calculations). This antisymmetric relation

$$\rho^q_y(t,x,y,z) = -\rho^q_x(t,x,y,z),$$

$$\rho^q_z(t,x,y,z) = -\rho^q_y(t,x,y,z),$$

leads to the cancellation of charge contributions to the Green’s function integral at $y = 0$ ($z = 0$), and we derive

$$A_{(CU)\mu}^a(t,x) = 0 \quad \text{at} \quad y = 0 \quad (z = 0).$$
It is found that the classical localized function satisfies $\partial_\mu^2 A_{(CL)v}^\mu(t, x) = -\rho_\gamma^\nu(t, x)$.

The classical non-linear Yang-Mills equation for non-Abelian gauge fields has the form

$$\partial_\mu F_{(C)\mu\nu} + ig_c [A_{(C)\mu}, F_{(C)\mu\nu}] = 0,$$

with $g_c$ being the classical coupling constant. The restricted form of the vector potential in Eq. (124), Eq. (128), Eq. (129) and Eq. (130) satisfies

$$A_{(C)\mu}^b A_{(C)\nu}^c = \lambda^b \lambda^c \tilde{A}_{(C)\mu} \tilde{A}_{(C)\nu} = A_{(C)\nu}^a A_{(C)\mu}^b. \tag{150}$$

The above equality and aforementioned antisymmetry of the structure constant cause the vanishing of the self-interacting terms $-g_c \sum_{a,b,c} f^{abc} (A_{\mu}^b A_{\nu}^c \partial_\mu A_\nu^a)$ and $(g_c^2/4) \sum_{a,b,\mu,d,e} f^{abc} f^{ade} (A_{\mu}^b A_{\nu}^c A_{\mu}^d A_{\nu}^e)$ in $F_{\mu\nu}^a$. Owing to the following cancellation of the charges of the classical localized and unlocalized functions,

$$\partial_\mu^2 A_{(CL)v}^\mu(t, x) = -\rho_\gamma^\nu(t, x), \tag{151}$$

$$\partial_\mu^2 A_{(CU)v}^\mu(t, x) = \rho_\gamma^\nu(t, x), \tag{152}$$

the total classical vector potential in Eq. (122) satisfies the simplified linear equation

$$\partial_\mu^2 A_{(C)v}^\mu = 0. \tag{153}$$

### 4.2 Classical Wilson loop

It is known that the static Coulomb interaction potential (in quantum electrodynamics) between charged particles in the Coulomb gauge is canceled by the retarded potential and the dynamical Coulomb potential then appears. This implies that the interaction potential contains the dynamical exchange of interaction quanta during a long time period. We can then expect that the dynamical interaction (in the non-Abelian case) between a charged particle and charged antiparticle is evaluated by a forward integral of the vector potential parallel to the time-axis (during a long time period) for the particle, and the corresponding backward integral for the antiparticle. For this purpose, the Wilson loop

$$W_L = \text{Tr}[\exp(-ig \int dx \mu A_\mu(x))], \tag{154}$$

along a closed path of a particle and an antiparticle is suitable. The operator

$$P_W(x, dx) = \exp(-ig dx_\mu A_\mu(x))$$

$$= \exp(-ig dx_\mu \sum_\mu A_\mu^\mu(x) T^\mu), \tag{155}$$

on the curve in spacetime changes the wave function as

$$P_W(x, dx) \psi(x) = \psi(x + dx). \tag{156}$$

This operator $P_W(x, dx)$ is the integral form of the covariant derivative $D_\mu = i \partial_\mu + ig \sum_\mu A_\mu^\mu T^\mu$, where the wave function corresponds to a vector in curved space and the vector potential is regarded as a quantity, which causes a change in the vector due to the curvature. The change in the wave function by the operator $P_W(x, dx)$ contains SU(N) matrices, corresponding to a rotation matrix for a vector in curved space. Owing to the trace property of the physical quantity $A_{ph}(x)$ (as a function of a spacetime point) for the gauge transformation by a unitary matrix $U$, denoted as

$$\text{Tr}(U^{-1} A_{ph}(x) U) = \text{Tr}(A_{ph}(x)), \tag{157}$$

the trace of the Wilson (closed) loop, whose start point is identical to the end point, is gauge invariant and extracts the interaction potential. This loop integral contains the large contributions from long time integrals of the vector potentials.
parallel to the time-axis at the locations of the particle and antiparticle. We note that the vector potential in the Wilson loop is the sum of the dynamical fields created by a gauge source and antisource. These two fields that are created are generally not superposed, because of the nonlinearity of the non-Abelian Yang-Mills equation. The specific linearity in the present classical-field case mentioned in the previous Subsection 4.1, which this article concerns, makes it possible to analytically derive the Wilson loop.

We write the Wilson loop of the classical field $A_{(C)\mu}(x)$ in the form

$$ W_{(C)} = \text{Tr}[\exp(-ig \oint dx_{\mu} A_{(C)\mu}(x))]. $$

(158)

The Wilson loop we consider here is a line integral along the closed loop of a rectangle whose sides are parallel to the $x$- or $t$-axis. From Eq. (128), the line integrals along the $x$-axis yield

$$ I_{(CL)}^{a(1)} = \int_{x_1}^{x_2} dx A_{(CL)\mu}^{a}(x)|_{\mu=x=0, t=0} = 0, $$

(159)

$$ I_{(CL)}^{a(3)} = \int_{x_1}^{x_2} dx A_{(CL)\mu}^{a}(x)|_{\mu=x=0, t=0} = 0, $$

(160)

whereas, using Eqs. (123)-(127), the integrals along the $t$-axis become

$$ I_{(CL)}^{a(2)} = \int_{t_1}^{t_2} dt A_{(CL)\mu}^{a}(t)|_{\mu=x=0, z=0} $$

$$ = I_{(CL)}^{a(4)} = \int_{t_1}^{t_2} dt A_{(CL)\mu}^{a}(t)|_{\mu=x=0, z=0} $$

$$ = \lambda^a \left( \frac{1}{2} k_{N_0}^{-1/2} \right) [H_{(CL)}(t_2, x_2) - H_{(CL)}(t_1, x_2)], $$

(161)

where $x_2 = -x_1$. From Eqs. (125)-(126), it follows

$$ H_{(CL)}(t, x) = \int dt' h(t', x) $$

$$ = -\arccos[\exp(-a_c x t)], $$

(162)

where $H(t, x)$ has the property $H(t, x) = -H(t, -x)$, and the summation of the above integrals amounts to

$$ I_{(CL)}^a = I_{(CL)}^{a(1)} + I_{(CL)}^{a(2)} + I_{(CL)}^{a(3)} + I_{(CL)}^{a(4)} $$

$$ = -\lambda^a (k_{N_0}^{-1/2}) \{ \arccos[\exp(-a_c x_2 t_2)] - \arccos[\exp(-a_c x_2 t_1)] \}. $$

(163)

The last term $\arccos[\exp(-a_c x_2 t_1)]$ can be neglected for small $a_c x_2 t_1$.

In contrast, regarding the Wilson loop of the classical unlocalized function, the $x$-component of the vector potential becomes $A_{(CU)\mu}^a(t, x) = 0$ from Eqs. (141), (144) and (145), resulting in the vanishing of the following line integrals along the $x$-axis as

$$ I_{(CU)}^{a(1)} = \int_{x_1}^{x_2} dx A_{(CU)\mu}^{a}(x)|_{\mu=x=0, t=0} $$

$$ = I_{(CU)}^{a(3)} = \int_{x_1}^{x_2} dx A_{(CU)\mu}^{a}(x)|_{\mu=x=0, t=0} = 0. $$

(164)
Additionally, using Eq. (148), which states that the $t$-component of the classical unlocalized function is equal to zero at $y = 0$, we have

$$
I_{(CU)}^{a(2)} = \int_{t_1}^{t_2} dx A_{(CU)}^a|_{x=x_1, y=0, z=0} = \int_{t_1}^{t_2} dx A_{(CU)}^a|_{x=x_2, y=0, z=0} = 0.
$$

(165)

From Eqs. (164) and (165), the total contribution of the classical unlocalized function thus vanishes as

$$
I_{(CU)}^a = I_{(CU)}^{a(1)} + I_{(CU)}^{a(2)} + I_{(CU)}^{a(3)} + I_{(CU)}^{a(4)} = 0,
$$

(166)

and considering Eq. (165) we obtain

$$
I_{(C)}^a = I_{(CL)}^a + I_{(CU)}^a = I_{(CL)}^a.
$$

(167)

The interaction potential between the fermion particle and antiparticle is derived from the Wilson loop using Lie algebra. Considering the properties of the Lie matrices $T^a$

$$
\text{Tr}(T^a T^b) = \frac{1}{2} \delta_{a,b},
$$

(168)

$$
\text{Tr}(T^a) = 0,
$$

(169)

the normalization constant $k_{ND}$ is set to satisfy

$$
k_{ND}^{-1/2} g_c \sum_{a=1}^{2} \sum_{b=1}^{2} \lambda^a \lambda^b T^a T^b = \sum_{a=1}^{2} (k_{ND}^{-1/2} g_c \lambda^a)^2 T^a T^a = I^{(3)},
$$

(170)

where $I^{(3)}$ is the unit matrix for $2 \times 2$ submatrices, such as SU(2), embedded in the $N \times N$ matrix with each element being equal to zero. In the above relation, let

$$
\xi^a = k_{ND}^{-1/2} g_c \lambda^a,
$$

(171)

then, from

$$
\cos(y) = \sum_{n=0}^{\infty} (-1)^n \frac{y^{2n}}{(2n)!},
$$

(172)

$$
\sin(y) = \sum_{n=0}^{\infty} (-1)^n \frac{y^{2n+1}}{(2n+1)!},
$$

(173)

we obtain

$$
\text{Tr}[\exp(iy' \sum_{a=1}^{3} \xi_a T^a)] = \text{Tr}[\cos(y' \sum_{a=1}^{3} \xi_a T^a)] + i \text{Tr}[\sin(y' \sum_{a=1}^{3} \xi_a T^a)]
$$

$$
= \text{Tr}[\cos(y'I^{(3)}')] = |\text{Tr}(I^{(3)')}| \cos(y').
$$

(174)

Considering Eq. (163), we put $y' = \arccos[\exp(-a_c x_2 t_2)]$ in the above relation. Then, using Eqs. (159)-(167), the classical Wilson loop in Eq. (158) becomes

$$
W_C = |\text{Tr}(I^{(3)')}| \left\{ \cos\{\arccos[\exp(-a_c x_2 t_2)]\} \right\}
$$
\[
\begin{align*}
&= [\text{Tr}(I^3)] \{ \cos \{ \cos^{-1}[\exp(-a_c x_2 t_2)] \} \} \\
&= \exp[-a_c x_2 (t_2 - t_1) + \ln[\text{Tr}(I^3)]] \\
&= \exp[-\frac{a_c}{2} (x_2 - x_1)(t_2 - t_1) + \ln[\text{Tr}(I^3)]],
\end{align*}
\]

where we have used \( x_2 = -x_1 \). Note that this area law is not obtained for the Abelian gauge fields, because the matrices \( T^a \) are not involved in the Abelian gauge fields. From this relationship, we derive the linear potential

\[
V_C = -\frac{\ln(W_C)}{t_2 - t_1}
\]

\[
= \frac{a_c}{2} (x_2 - x_1). \tag{176}
\]

Here, we provide physical implications of the confining classical localized function. The localized function \( A_{(C)} \mu \), which is composed of the soliton-like function \( h(t, x) \), is related to the soliton solutions of the sine-Gordon equation \([87]\) given by

\[
\begin{align*}
\phi_-(t, x) &= 4 \arctan[\exp(-x)], \tag{177} \\
\phi_+(t, x) &= 4 \arctan[\exp(+x)]. \tag{178}
\end{align*}
\]

The function \( H_{(CL)}(t, x) \) is derived by integrating \( h(t, x) \), which composes the classical confining localized function \( A_{(CL)} \mu \). (The function \( A_{(CL)} \mu \) is part of the classical solution \( A_{(C)} \mu \).) This \( H_{(CL)}(t, x) \) for \( t = 1 \) and \( a_c = 1 \) is related to the solution of the sine-Gordon equation as

\[
\begin{align*}
H_{(CL)}(1, x) &= -\arccos[\tan(\frac{1}{4} \phi_-(t, x))] \quad \text{for } x \geq 0, \tag{179} \\
H_{(CL)}(1, x) &= \arccos[\tan(\frac{1}{4} \phi_+(t, x))] \quad \text{for } x < 0. \tag{180}
\end{align*}
\]

### 4.3 Scale-invariant energy of the non-Abelian gauge field and string tension of the linear potential and Polyakov’s confining energy

In the case of an atom, the characteristic scale is the Bohr radius, which is of the order of \( 10^{-10} \) m. The Bohr radius is a function of Planck’s constant, the electron mass and coupling constant of quantum electrodynamics (QED). The electron mass and coupling constant therefore determine the Bohr radius. In contrast, non-Abelian gauge fields have a somewhat different intrinsic scale-invariant energy (length/time) and describe quantum chromodynamics (QCD). This scale-invariant energy is a given fundamental constant similar to Planck’s constant and cannot be determined by theory. Thus, the solutions of the non-Abelian Yang-Mills equation must be consistent with this scale-invariance. This subsection examines such specific scale-invariant phenomena in the scheme of the non-Abelian gauge field.

We now evaluate the dominant energy of the confining classical field, which is a soliton-like localized function (object; wave packet). Using the energy tensor, the energy of the solitonlike object at Minkowski time \( t' \) (corresponding to Euclidean time \( t \) ) is calculated by

\[
E_{(CL)} = \int dxdydz T_{00(\text{CL})}, \tag{181}
\]
where

\[ T_{00(\text{CL})} = \frac{\partial L_{\text{F(CL)}}}{\partial (\frac{\partial A_{\text{CL},v}}{\partial x_0})} \frac{\partial A_{\text{CL},v}}{\partial x_0} - L_{\text{F(CL)}}, \tag{182} \]

and

\[ L_{\text{F(CL)}} = -\frac{2}{4} \text{Tr}(F_{\text{CL},\mu \nu})^2. \tag{183} \]

By integrating the function, the following energy of the solitonlike localized function at time \( t' \) is obtained

\[ E_{\text{(CL)}}(\varepsilon_r) = \{ 2 \int_0^\infty dx [\frac{1}{8c} h(\varepsilon_r, x)]^2 \} \times \frac{4}{2} \{ \int_0^\infty dydz [\partial_t w(y)w(z)]^2 + (w(y)) \partial_z w(z)] \}. \tag{184} \]

This integral is independent of \( d \) (the thickness of the localized function), and we have taken the limits as \( \varepsilon_r \to 0, \varepsilon_z \to 0 \) and \( \varepsilon_t \to 0 \). Using Eq. (125), the above integral yields

\[ E_{\text{(CL)}}(\varepsilon_r) = \frac{\zeta(3)\Gamma(3)}{4g_c^2} \frac{1}{a_c(\varepsilon_r)^3}, \tag{185} \]

where \( \zeta \) and \( \Gamma \) are the zeta and gamma functions, respectively.

We then considered the scale-invariant energy relationship for the linear potential. This relationship at the scale-invariant time \( \tau' \) is such that the above energy of the solitonlike object is equal to \( E_{\text{LP}}(\varepsilon_r) \), which is the energy decrease of the particle-antiparticle pair due to the linear potential, and from Eq. (176) we have

\[ E_{\text{(CL)}}(\varepsilon_r) = E_{\text{LP}}(\varepsilon_r) = | - a_c \varepsilon_r |, \tag{186} \]

with speed of light set to unity, \( c = 1 \). The symbol \( 2\varepsilon_r \) represents the maximum effective particle-antiparticle distance at the scale-invariant time \( \tau' \). (Equations (151) and (152) state that after the scale-invariant time, some energy of the solitonlike object is transferred to the field of the unlocalized function via the time-dependent source charge of the field.) The parameter of the classical field \( a_c \) is determined from the above equation. By letting the maximum effective radius of the fundamental particle \( R_p = \varepsilon_r \) at the scale-invariant time \( \tau' \), the maximum effective particle-antiparticle distance (effective diameter \( D_p \) of the fundamental particle) is the light cone diameter at time \( \varepsilon_r \), that is,

\[ D_p = 2R_p = 2\varepsilon_r. \tag{187} \]

Meanwhile, the continuum scale-invariant length, \( \lambda_{\text{MOM}} \), which is the inverse of the energy, is the following size of the particle-antiparticle pair (diameter of the pair)

\[ \lambda_{\text{MOM}} = 2D_p. \tag{188} \]

Consequently, from Eq. (176), the string tension \( \sigma \) amounts to

\[ \sigma = \frac{1}{2} a_c = 4\frac{\zeta(3)^{1/2}\Gamma(3)^{1/2}}{g_c^2} \lambda_{\text{MOM}}^2. \tag{189} \]

As mentioned in Subsection 6.4 in detail, the above theoretical relation (with the use of the classical coupling constant [88]) reproduces the experimental string tension observed from the Regge trajectory [65, 66] in the form \( 1/(4\sigma) = 0.93 \text{ GeV}^{-2} \), that is, \( \sqrt{\sigma} = 51.85 \text{ MeV} \) at \( \lambda_{\text{MOM}} = 229.9 \text{ MeV} \), which is consistent with the observed QCD scale-invariant energy of around 213 MeV [88].

Now, the binding energy between a fermion particle and antiparticle at finite temperatures is evaluated using the Polyakov line [82], which corresponds to the Wilson loop. We introduce \( \tau = 1/k_BT \), where \( k_B \) and \( T \) are the Boltzmann
constant and temperature, respectively. By replacing \( t \) by \( \tau' \) and imposing the periodic condition along the temperature axis, we obtain the classical localized function at finite temperatures

\[
A_{(CL)}^{a}(t' , x, y, z) = A_{(CL)}^{a}(\tau', x, y, z) = A_{(CL)}^{a}(\tau' , x, y, z) + A_{(CL)}^{a}(\tau - \tau' , x, y, z).
\]  

(190)

The Polyakov line is the line integral

\[
P_{\tau} = \text{Tr}\{\exp[-ig_{\mu} \sum_{a} \int_{\tau_{e}}^{\tau_{e} + \tau} d\tau' A_{a}^{\mu}(\tau' , x, y, z)\} \},
\]

(191)

where the start point can be regarded as the end point \((\tau_{e})\) is an infinitesimally small quantity. Using the unitary gauge transformation for a general physical quantity \( U^{-1}A_{\mu}U = A_{\mu}^{\text{ph}} \), the Polyakov line is gauge invariant and leads to

\[
P_{\tau} = \cos\{\arccos[\exp(-\sigma r \tau)] - \arccos[\exp(-\sigma r \tau_{e})]\}
\]

\[
\approx \cos\{\arccos[\exp(-\sigma r \tau)]\} = \cos\{\cos^{-1}[\exp(-\sigma r \tau)]\}
\]

\[
= \exp(-\sigma r \tau),
\]

(192)

where \( \tau = 1/(k_{B} T) \) \((k_{B} \text{ and } T \text{ are the Boltzmann constant and temperature, respectively). Then,}

\[
\epsilon_{q} = -\ln(P_{\tau}) \approx -\ln[\exp(-\frac{E_{B}}{k_{B} T})] = \frac{E_{B}}{k_{B} T} = \frac{\sigma r}{k_{B} T}.
\]

(193)

with \( \epsilon_{q} \) being the binding energy of the fundamental fermion and antifermion pair, and \( E_{B} = \sigma r \). Equation (193) indicates that confinement occurs for large \( \tau \) at low temperatures and deconfinement occurs for small \( \tau \) at high temperatures. This binding energy is quite different from that of the superconducting pair, which vanishes above the superconducting critical temperature. It is experimentally reported that a quark and gluon plasma (QGP) at high temperatures may be a fluid with vanishing viscosity.

5 Quantum field in path integral around classical field as a vacuum

5.1 Gauge invariance in the non-Abelian gauge field scheme with fields expressed in terms of step-function-type basis functions

Now, we present a formalism of the quantum fluctuations for non-Abelian gauge fields around the classical field as a vacuum in four-dimensional spacetime. The quantum field is expressed in terms of step-function-type basis functions and their derivatives with finite degrees of freedom to construct the gauge-invariant scheme in the spacetime continuum. We set the parameter spacetime in Subsection 2.2 to be identical to real spacetime for convenience, and we use the basis functions around the central point, \( x_{p} = (l_{k,l,m,n}) \) of the hypercube and its derivative, given by Eqs. (15)-(20). By replacing the parameter coordinates \( x_{p} \) by real coordinates \( x_{\mu} \), the basis functions become

\[
\Omega_{p}^{\delta \mu}(x) = \Omega_{(k,l,m,n)}^{\delta \mu}(x) = \Omega_{(k,l,m,n)}^{\delta \mu}(x) = \Omega_{(k,l,m,n)}^{\delta \mu}(x) = \Omega_{(k,l,m,n)}^{\delta \mu}(x),
\]

(194)

\[
\Omega_{\mu p}^{\delta \mu}(x) = \Omega_{\mu p}^{\delta \mu}(x) = \Omega_{\mu p}^{\delta \mu}(x) = \Omega_{\mu p}^{\delta \mu}(x),
\]

(195)

where the above symbols such as \( \Omega_{\mu p}^{\delta \mu}(x) \) are represented (in an example case for a function of \( t \)) by

\[
\Omega_{\mu p}^{\delta \mu}(x) = \Omega_{(k,l,m,n)}^{\delta \mu}(t, x, y, z)
\]

(196)
By equating the coefficients of the basis functions

From Eq. (201), we have

The basis function \( \Omega_{p}^{4E}(x) \) has the property that

Here, the Dirac field with its phase and the gauge field are denoted, in terms of basis functions \( \Omega_{q}^{\delta 4}(x) \), \( \Omega_{\mu p}^{\delta 3E^{ \pm}}(x) \) and \( \Omega_{\mu p}^{\delta 3E^{+}}(x) \), as

By substituting Eqs. (200)–(201) into Eq. (202), we obtain (it is also expressed in terms of the independent basis functions \( \Omega_{\mu p}^{\delta 3E^{ \pm}} \) and \( \Omega_{\mu p}^{\delta 3E^{+}} \) multiplied by the corresponding independent expansion coefficient)

From Eq. (201), we have

By equating the coefficients of the basis functions \( \Omega_{p}^{4E}(x) \), \( \Omega_{\mu p}^{\delta 3E^{ \pm}}(x) \) and \( \Omega_{\mu p}^{\delta 3E^{+}}(x) \) in Eqs. (203) and (204), the following equalities are derived

Consequently, the present formalism is gauge invariant because of the relations of Eqs. (205) and (206). The merit of using step functions is the easy evaluation of quantities such as the cross term \( \Omega_{p}^{4E}(x)\Omega_{q}^{4E}(x) \), which is equal to \( \delta_{p,q}\Omega_{p}^{4E}(x) \), and its integral.
5.2 Quantum action for non-Abelian gauge fields expanded in terms of step-function-type basis functions

As described in the previous section, the field \( A_\mu^a(x) \) in the present formalism comprises the classical field \( A_{(C)\mu}(x) \) as a vacuum and the quantum field (fluctuation) \( A_{(Q)\mu}^a(x) \) around the classical field, as denoted by

\[
A_\mu^a(x) = A_{(C)\mu}^a(x) + A_{(Q)\mu}^a(x). \tag{207}
\]

Then, the zeroth order of the action for the non-Abelian gauge fields is the classical field, and the first-order action vanishes due to the classical equations of motion, while the second-order remains. We then consider the following quantum action in the Feynman gauge

\[
S = S^{(2)} + S^{(3)} + S^{(4)}, \tag{208}
\]

where

\[
S^{(2)} = \frac{1}{2g^2} \sum_a \int d^4x (\partial_\nu A_{(Q)\mu}^a(x) \partial_\nu A_{(Q)\mu}^a(x)), \tag{209}
\]

\[
S^{(3)} = -g \sum_{a,b,c} f^{abc} \int d^4x (A_{(Q)\mu}^b A_{(Q)\nu}^c \partial_\mu A_{(C)\nu}^a - A_{(Q)\mu}^a A_{(Q)\nu}^b \partial_\mu A_{(C)\nu}^c - A_{(Q)\mu}^a A_{(Q)\nu}^c \partial_\mu A_{(C)\nu}^b + A_{(Q)\mu}^a A_{(Q)\nu}^b \partial_\mu A_{(C)\nu}^c + A_{(Q)\mu}^b A_{(Q)\nu}^c \partial_\mu A_{(C)\nu}^a \partial_\mu A_{(C)\nu}^a), \tag{210}
\]

\[
S^{(4)} = \frac{g^2}{4} \sum_{a,b,c,d,e} f^{abc} f^{ade} \int d^4x (A_{(Q)\mu}^b A_{(Q)\nu}^c A_{(Q)\mu}^d A_{(C)\nu}^e - A_{(Q)\mu}^d A_{(Q)\nu}^e A_{(Q)\mu}^b A_{(C)\nu}^c), \tag{211}
\]

The above quantum action comprises kinetic and self-interaction terms and the cubic and quartic terms contain the classical field. The cubic term is small because the quantum coupling constant \( g \) is small for short small lattice spacings, and the quartic term is smaller than the cubic term for such small lattice spacings.

The quantum field is expressed in terms of basis functions \( \Omega_{\mu p}^x(x) \), \( \Omega_{\mu p}^\delta(x) \) and \( \Omega_{\mu p}^{\delta \varepsilon}(x) \) in Eqs. \((194)\) and \((195)\), respectively, and the contribution of quantum fluctuations is evaluated using the path integral. Owing to the gauge invariance of the present formalism, the coefficients of the basis set of \( \Omega_{\mu p}^\delta(x) \) and \( \Omega_{\mu p}^{\delta \varepsilon}(x) \) can be canceled by the gauge transformation to reduce the field to the following form with only the quantum fluctuations:

\[
A_{(Q)\mu}^a(x) = \sum_p A_{(Q)\mu p}^a(x) \Omega_{\mu p}^a(x). \tag{212}
\]
Here, we consider the local mass term in the action for the limit as \( d \to 0 \) (the quantity \( d \) given in Eq. (227) is the sheet thickness of the classical soliton-like object described by the classical localized function)

\[
S_{(CQ)}^{(41)} = \frac{1}{4} g^2 f^{abc} f^{ade} \int d^4 x A^b_{(Q)\mu} A^c_{(C)\nu} A^d_{(Q)\mu}. \tag{213}
\]

When \( b = d \) and \( c = e \) in the above equation, we have

\[
S_{(CQ)}^{(41)} = \frac{1}{4} g^2 f^{abc} f^{abc} \int d^4 x A^b_{(Q)\mu} A^c_{(C)\nu} A^b_{(Q)\mu} = \frac{1}{4} g^2 (f^{abc})^2 \int d^4 x (A^c_{(C)\mu})^2 A^b_{(Q)\mu}. \tag{214}
\]

The above equation states that the following quantity

\[
m_{loc} = \frac{1}{4} g^2 (f^{abc})^2 (A^c_{(C)\mu})^2 \quad \text{with } m_{loc} > 0,
\]

which is multiplied by two identical quantum fields \( A^b_{(Q)\mu} \) and \( A^b_{(Q)\mu} \) in Eq. (214), implies a local mass (gap) \((2m_{loc})^{1/2}\) with the non-zero positive value for non-zero structure constants \( f^{abc} \) in Eqs. (109) and (111).

Now, the action of the kinetic terms in Eq. (209), denoted as \( S_{Q,Q}^{(2)a} \), is expressed in terms of the basis functions to give

\[
S_{Q,Q}^{(2)a} = \frac{1}{2} \int d^4 x (\partial_\nu \sum_p A^a_{(Q)\mu p} \Omega^4_{p\nu}) (\partial_\nu \sum_q A^a_{(Q)\mu q} \Omega^4_{q\nu}),
\]

\[
= \sum_{p,q} A^a_{(Q)\mu p} M_{pq}^{Q,Q} A^a_{(Q)\mu q}, \tag{216}
\]

where

\[
M_{pq}^{Q,Q} = \frac{1}{2} \int d^4 x (\partial_\nu \Omega^4_{p\nu}) (\partial_\nu \Omega^4_{q\nu}). \tag{217}
\]

In a similar way to Eqs. (64)-(69), the above action of the kinetic terms is diagonalized to yield the eigenvalues

\[
\eta^a_{(Q)0} = [(1 - c_0) + (1 - c_1) + (1 - c_2) + (1 - c_3)] \Delta^2,
\]

where

\[
c_\mu = \cos(z_\mu), \quad z_\mu = \frac{j_\mu \pi}{N(\mu) + 1}. \tag{219}
\]

5.3 Quantum Wilson loop

We next consider the contribution of the quantum fluctuations to the Wilson loop, neglecting higher-order contributions due to asymptotic freedom (small coupling). The quantum action we consider is

\[
S_Q = \sum_a \sum_{p,q} M_{pq}^{Q,Q} A^a_{(Q)\mu p} A^a_{(Q)\mu q}, \tag{220}
\]

and by using the classical Wilson loop \( W_C \), the \( 2 \times 2 \) unit submatrix \( f^{(3)} \) embedded in the \( N \times N \) matrix with vanishing components, and the basis set \( \Omega^4_{p\nu} \) in Eq. (194), the Wilson loop in the path integral can be given by

\[
W_Q = \text{Tr} \left\{ W_C f^{(3)} \frac{1}{Z_N} \int D[A_{(Q)\mu}] \exp(-S_Q) \exp(C) \right\}. \tag{221}
\]
Here,

\[ Z_N = \int D[A^a_{(Q)\mu p}] \exp(-S_Q), \]  

(222)

is a normalization constant in the path integral with respect to \( A^a_{(Q)\mu p} \) and

\[ C = -ig \sum_a \sum_p \beta_{\mu p} A^a_{(Q)\mu p} T^a, \]  

(223)

with

\[ \beta_{\mu p} = \oint dx_\mu \Omega^4_\mu p. \]  

(224)

In the above expression, the pre-factor is the contribution from the classical field, and the quantum fluctuations \( A^a_{(Q)\mu p} \) associated with the Lie matrices \( T^a \) are those for the non-Abelian gauge field such as SU(3).

By the diagonalization of Eq. (220) using a diagonal matrix \( R_{pq} \) associated with the eigenvalues \( \eta_{(\mu)p} \)

\[ S_Q = \sum_a \sum_p \eta_{(\mu)p} (A^a_{(Q)\mu p})^2, \]  

(225)

with

\[ A^a_{(Q)\mu p} = R_{pq} A^q_{(Q)\mu p}, \]  

(226)

we obtain

\[ W_Q = \text{Tr} \left\{ W_C I(3) \frac{1}{Z_N} \int D[A^a_{(Q)\mu p}] \exp(-i \sum_a \sum_p B^a_{\mu p} A^a_{(Q)\mu p}) \right. \]

\[ \left. \times \exp(-\sum_a \sum_p \eta_{(\mu)p} (A^a_{(Q)\mu p})^2) \right\}, \]  

(227)

where

\[ B^a_{\mu p} = g \sum_q \beta_{\mu p} R^{-1}_{q p} T^a. \]  

(228)

The integrals yield Gaussian integrals, and the odd term vanishes independently of the gauge group. We then have

\[ W_Q = \text{Tr} \left\{ W_C I(3) \frac{1}{Z_N} \Pi_a \Pi_p \int dA^a_{(Q)\mu p} \right. \]

\[ \left. \times \cos(B^a_{\mu p} A^a_{(Q)\mu p}) \exp[-\eta_{(\mu)p} (A^a_{(Q)\mu p})^2] \right\}. \]  

(229)

By using

\[ Z_N = \Pi_a \Pi_p (\frac{\pi}{\eta_{(\mu)p}})^{1/2}, \]  

(230)

and, by writing as \( B^a_{\mu p} = B^a_{\mu p} T^a \), we derive

\[ W_Q = \text{Tr} \left\{ W_C I(3) \exp\left(-\sum_a \sum_p \frac{(B^a_{\mu p})^2}{2\eta_{(\mu)p} T^a} \right) \right\}. \]  

(231)
The sum of the Lie matrices is proportional to the unit matrix, which is independent of the gauge group, and the quantum potential implies a Coulomb potential. The analytical confining potential derived above is composed of a classical linear term plus quantum Coulomb term denoted by

\[ V(x_2 - x_1) = \frac{d}{2}(x_2 - x_1) + V_C(x_2 - x_1). \]  

In the previous section, the binding energy of the particle and antiparticle at finite temperatures was derived from the Polyakov line in Eq. (192). The quantum fluctuations at finite temperatures are also independent of the gauge group, and the quantum contribution from the non-Abelian case is essentially identical to that from the Abelian case.

The confinement mechanism mentioned in this article also works for the pure Yang-Mills case, where source-antisource creation occurs and the confining potential between the source-antisource is produced. Furthermore, the non-zero classical field generates the local mass (gap) with non-zero positive values for the non-Abelian gauge field as shown in Eq. (215). We note that the mass generation in the pure Yang-Mills field occurs both from the binding between the source-antisource and from the non-zero classical field, as in Eq. (215). This prevents the gauge field, whose energy is less than the binding energy between the source-antisource, from passing through the meaningful region of the gauge fields. This is an answer to the important field-theoretic question by Pauli of whether non-Abelian gauge theory can describe the real physical field.

6 Energies of a bound fundamental fermion-antifermion pair

6.1 Experimental Regge trajectory and relativistic classical approach toward the quantum description

Experimentally, a fundamental fermion and antifermion pair reveals a remarkable phenomenon, called the Regge trajectory [65]. This trajectory indicates that the squared system energy, which is the total mass of an object comprising a fermion and antifermion, is proportional to the angular momentum. Some theoretical approaches were performed from field theory and lattice gauge theory, as can be observed in previous literature [11–34]. A relativistic classical mechanical Hamiltonian [67,68], which is comprised of the rotational kinetic energy and confining linear potential reproduces the principal properties of the Regge trajectory. The kinetic energy in the classical Hamiltonian is not deduced from the theory of Dirac fields, and the relationship between the classical angular momentum and the quantum angular momentum is not clear. Moreover, the linear potential has no basis in the non-Abelian gauge field. In contrast, attempts by other authors [69,72] to analytically solve the Dirac equation with a linear potential may not succeed in systematically reproducing the Regge trajectory [65]. Other theoretical/numerical approaches have not gained clear answers at the quantum level to the mechanism and origin of the large binding energy (mass) of the paired fermions compared with the masses of the composite fermion and antifermion.

Conversely, the present approach presented in this section obtains analytic eigenenergies of a fundamental fermion under a linear potential using the present formalism [11,2] mentioned in Section 2. Our method expresses the fermion field in terms of the step-function-type basis functions localized in the spacetime continuum with finite degrees of freedom for a continuum limit. The secular equation in the Hamiltonian matrix form corresponding to the classical Hamiltonian is analytically diagonalized, giving the lowest eigenvalue. The squared system energies, with the large rotational energy compared to the composite fermion mass, are proportional to the string tension and relativistic quantum number of the angular momentum, which stem from the secular equation structure. We note that the constant of the angular momentum in the classical solution is explicitly derived in the relativistic quantum form. This section first summarizes the relativistic classical Hamiltonian approach. We then give the corresponding relativistic Dirac equation, and the Dirac field is expressed in terms of the step-function type basis functions localized in the spacetime continuum, as mentioned in the previous section. Variational calculus leads to the secular equation, yielding the analytical eigenenergies.

The primary property of the Regge trajectory is described with the following relativistic classical mechanics. The theoretical method [67,68] using the classical mechanical Hamiltonian in spherical coordinates is briefly summarized below. The classical Hamiltonian \( H^{(cl)} \) is composed of the kinetic energy and linear potential given by

\[ H^{(cl)} = (p^2 + m^2)^{1/2} + \sigma r. \]  

(233)
where \( P \) is the relativistic momentum of a comprising fundamental fermion particle, \( m \) is the fermion mass and \( \sigma \) is the string tension between the fermion and antifermion. Using the rotational quantity written by \( J = Pr \), the above classical mechanical Hamiltonian, for the small mass compared to the kinetic (rotational) energy, is reduced to

\[
H^{(cl)} = \frac{J}{r} + \sigma r. \tag{234}
\]

The Hamiltonian \( H^{(cl)} \) takes the minimum energy \( E^{(cl)}_{\text{min}} \) at \( r = (J/\sigma)^{1/2} \), leading to

\[
(E^{(cl)}_{\text{min}})^2 = 4J\sigma. \tag{235}
\]

The above relation is essentially consistent with the principal properties of the Regge trajectory [65].

6.2 Theoretical Dirac equation for a fermion-antifermion pair under a linear potential in spherical coordinates

We write a set of relativistic radial wave functions in the radial \( r \)-axis of spherical coordinates in the form

\[
\psi_F(r) = \frac{F(r)}{r}, \quad \psi_G(r) = \frac{G(r)}{r}, \tag{236}
\]

Then, the total Hamiltonian in natural units is given by

\[
\mathcal{H} = \frac{1}{2} \int dr \left\{ (m + \frac{\alpha}{r})F - F \frac{dG}{dr} - F \frac{\kappa}{r}G + G(-m + \frac{\alpha}{r})G + G \frac{dF}{dr} - G \frac{\kappa}{r}F - \kappa F - \kappa G \right\}. \tag{237}
\]

where \( m \) is the mass of the fermion with the associated energy \( E \), and \( \alpha = g^2/(4\pi) \) with a coupling constant \( g \). The symbol \( \kappa \) refers to the relativistic quantum number for the total angular momentum [83] with the following relation to the Dirac’s notation \( j_D \) [84]

\[
\kappa = j_D = \begin{cases} 
    l + 1 & \text{for } j = l + 1/2 \\
    -l & \text{for } j = l - 1/2 
\end{cases}, \tag{238}
\]

where \( l \) is the quantum number for angular momentum. Variational calculus leads to the following Dirac equations

\[
( +m - \frac{\alpha}{r})F - \frac{dG}{dr} - \kappa \frac{G}{r} = EF, \tag{239}
\]

\[
( -m - \frac{\alpha}{r})G + \frac{dF}{dr} - \kappa \frac{F}{r} = EG. \tag{240}
\]

For the above equations we consistently add the linear potential, derived from the Wilson loop from the non-Abelian gauge field, to the Coulomb potential, considering that energy is one component of the four-vector momentum. Moreover, in the above equations, we consider the case that

\[
|F \frac{dG}{dr}| << |F \frac{\kappa}{r}G|, \quad \text{that is,} \quad \left| \frac{dG}{dr} \right| << \left| \frac{\kappa}{r}G \right|, \tag{241}
\]

33
\[ |G \frac{dG}{dr}| \ll |G \frac{\kappa}{r} F|, \quad \text{that is,} \quad |\frac{dF}{dr}| \ll \frac{\kappa}{r} F. \quad (242) \]

The above approximation corresponds to that the angular momentum, proportional to \( \kappa \), is larger than the radial momentum, corresponding to the classical Hamiltonian. Then, Eq. (237) can be rewritten as

\[ \mathcal{H'} = \frac{1}{2} \int dr \left[ (m - \frac{\alpha}{r} + \sigma r)F - F \frac{\kappa}{r} G ight] \\
+ \left[ (m - \frac{\alpha}{r} + \sigma r)G - G \frac{\kappa}{r} F \right] \\
- \left[ F E F - G E G \right], \quad (243) \]

### 6.3 Dirac equation under linear potential expressed in terms of localized step-function-type basis functions in spacetime continuum

Similarly with orthogonal coordinates, we introduce lattice (grid) points \( r_n (n = 1, 2, \ldots, N_r) \) in the radial \( r \)-axis. In terms of the step-function-type basis functions in Eq. (53), we express the fermion wave functions in Eq. (236) in the form

\[ F(r) = \sum_n F_n \Omega_n^E(r), \quad (244) \]

\[ G(r) = \sum_n G_n \Omega_n^E(r). \quad (245) \]

Then, it follows that

\[ \int dr F(r) G(r) = \int dr \sum_n \sum_k |F_n \Omega_n^E(r) G_k \Omega_k^E(r)| \]

\[ = \sum_n \sum_k |F_n G_k \int dr \Omega_n^E(r) \Omega_k^E(r)| = \sum_n \sum_k (F_n G_k \Delta \delta_{n,k}) \]

\[ = \Delta \sum_n F_n G_n. \quad (246) \]

Owing to the above relation, the aforementioned total Hamiltonian of the fermion-antifermion pair in Eq. (243) is given by

\[ \mathcal{H'} = \frac{1}{2} \sum_n \left[ (F_n(\alpha - \frac{\alpha}{r_n} + \sigma r_n)F_n - F_n \frac{\kappa}{r_n} G_n \right] \\
+ \left[ G_n(\alpha - \frac{\alpha}{r_n} + \sigma r_n)G_n - G_n \frac{\kappa}{r_n} F_n \right] - F_n E F_n - G_n E G_n \}, \quad (247) \]

where

\[ \frac{\alpha}{r_n} = \frac{\alpha}{n\Delta}, \quad \frac{\kappa}{r_n} = \frac{\kappa}{n\Delta}. \quad (248) \]

Variational calculus imposes the normalization condition on \( F \) and \( G \), by replacing the last terms \( -F_n E F_n - G_n E G_n \) in Eq. (247) by \(-E (F_n F_n - 1/N_r) - E (G_n G_n - 1/N_r)\), where \( E \) acts as a Lagrange multiplier in this condition \( (N_r \) is...
the number of lattice (grid) points in the radial \( r \)-axis. By variational calculus, we obtain the following Dirac equation in matrix form for the \( v \)-th eigenvector composed of \( \mathbf{F}^v \) and \( \mathbf{G}^v \) with the associated eigenenergy \( E^v \)

\[
H \begin{bmatrix} \mathbf{F}^v \\ \mathbf{G}^v \end{bmatrix} = E^v \begin{bmatrix} \mathbf{F}^v \\ \mathbf{G}^v \end{bmatrix},
\]

where the components of the row vector \( \mathbf{F}^v \) and \( \mathbf{G}^v \) are \( F_{vi}^v \) and \( G_{vi}^v \) respectively, with \( 1 \leq i \leq N_r \). (The notation \( i \) is not the imaginary unit in complex numbers, but an integer.) The matrix has the form of

\[
H = \begin{bmatrix} H_A & H_B \\ H_C & H_D \end{bmatrix} = \begin{bmatrix}
+ & 0 & 0 & 0 & + & 0 & 0 \\
0 & + & 0 & 0 & + & 0 & 0 \\
0 & 0 & + & 0 & 0 & + & 0 \\
0 & 0 & 0 & + & 0 & 0 & 0 \\
+ & 0 & 0 & 0 & + & 0 & 0 \\
0 & + & 0 & 0 & + & 0 & 0 \\
0 & 0 & + & 0 & 0 & + & 0 \\
0 & 0 & 0 & + & 0 & 0 & + \\
\end{bmatrix},
\]

where the matrix elements for \( 1 \leq i, j \leq N_r \) are

\[
H_{Ai,j} = H_{ij} \delta_{ij} = (+m - \frac{\alpha}{i \Delta} + \sigma i \Delta) \delta_{ij},
\]

\[
H_{Bi,j} = H_{i,Nr+j} = \begin{cases} -\frac{\kappa}{i \Delta} & \text{for } j = i \\ 0 & \text{for the others} \end{cases},
\]

\[
H_{Ci,j} = H_{N_r+i,j} = \begin{cases} -\frac{\kappa}{i \Delta} & \text{for } j = i \\ 0 & \text{for the others} \end{cases},
\]

\[
H_{Di,j} = H_{N_r+i,N_r+j} \delta_{ij} = (-m - \frac{\alpha}{i \Delta} + \sigma i \Delta) \delta_{ij}.
\]

### 6.4 Analytical derivation of eigenenergies for a fermion under linear potential with finite degrees of freedom for continuum limit

Here, we analytically calculate quantum eigenenergies recognizing that the energies of a classical mechanical Hamiltonian provide the principal properties of the Regge trajectory. From the four elements \( H_A, H_{i,Nr+1}, H_{N_r+i} \) and \( H_{N_r+i,N_r+i} \) of the Hamiltonian matrix in Eqs. (250)-(254), a \( 2 \times 2 \) sub-matrix can be constructed without the relationship to the other elements. We diagonalize this sub-matrix by a unitary transformation with the matrix

\[
U_{pq} = \begin{cases}
u_{pq} & \text{for } p, q = i, N_r + i \\
\delta_{pq} & \text{for the others} \end{cases},
\]

which has four elements \( u_{pq} \) (in rank two) distinguished from the other elements. From the following determinant of the above sub-matrix,

\[
(E - H_{ii})(E - H_{N_r+i,N_r+i}) - H_{i,N_r}H_{N_r+i} = 0,
\]

and disregarding the fermion masses, which is sufficiently small compared to the large rotational energy, we obtain

\[
E = -\frac{\alpha}{i \Delta} + \sigma i \Delta + \frac{|\kappa|}{i \Delta}.
\]
We note that \( i \) is not a complex number but an integer of the lattice index. In the above equation, the Coulomb term \(-\alpha / (i\Delta)\) is dropped for sufficiently small \( \Delta \) (in some sense beyond the regime of computer simulations with larger \( \Delta \)) considering the asymptotic freedom of the non-Abelian gauge field. Therefore, it follows that

\[
E = \sigma i\Delta + \frac{|\kappa|}{i\Delta}.
\]

(258)

Here, we obtain the continuum limit of the above solution. Let \( E_x \) be the following function of a real continuum number \( x \) with \( x > 0 \)

\[
E_x = \frac{|\kappa|}{x} + \sigma x = (\sigma x + \frac{|\kappa|}{x}).
\]

(259)

This \( E_x \) takes the minimum

\[
E_x^{\text{min}} = 2(|\kappa|\sigma)^{1/2},
\]

at

\[
x_m = (|\kappa|/\sigma)^{1/2}.
\]

(260)

(261)

We measure the \( x_m \) with the lattice spacing \( \Delta \), by expressing \( x_m \) as

\[
x_m = i_m \Delta + \epsilon_E,
\]

(262)

where \( i_m \) represents a quantity corresponding to the lattice index (integer) and \( \epsilon_E \) is a residual denoted as

\[
-\frac{\Delta}{2} \leq \epsilon_E < \frac{\Delta}{2}.
\]

(263)

In the limit of \( \Delta \to 0 \), the residual \( \epsilon_E \) approaches 0, and the eigenenergy \( E \) in Eq. (258) takes the minimum value \( E_{\text{min}}^{x} \), at a lattice point \( i = i_m \), which coincides with \( E_{\text{min}}^{x} \), resulting in

\[
E_{\text{min}}^{2} = (E_{\text{min}}^{x})^2 = 4|\kappa|\sigma,
\]

(264)

which is independent of the lattice spacing \( \Delta \).

Here, we summarize the physical implication of the obtained results. The above Eq. (264), which states that the squared energies (masses) are proportional to the absolute relativistic quantum number \( |\kappa| \) of the total angular momentum, essentially reproduces the aforementioned classical result of Eq. (235), indicating the principal property of the Regge trajectory [65]. Experimentally, the slope in natural units observed from the Regge trajectory [65, 66], is

\[
\frac{d|\kappa|}{d(E_{\text{min}}^{2})} = 0.93 \text{ [GeV}^{-2}].
\]

(265)

From Eqs. (264)-(265), we obtain \( \sqrt{\sigma} = 518.5 \text{ MeV} \), and, if we use the relation \( \sqrt{\sigma} = 2.255\Lambda_{\text{MOM}} \), derived analytically in Eq. (189), with \( \Lambda_{\text{MOM}} \) being the scale-invariant energy of quantum chromodynamics (QCD), we have \( \Lambda_{\text{MOM}} = 229.9 \text{ MeV} \). This value of the scale-invariant energy is consistent with the experimental energy of around 213 MeV for QCD [88].

### 6.5 Relationship of relativistic quantum mechanical results and field-theoretical approach

Finally, the relativistic quantum results obtained in this section for a fermion-antifermion pair under a linear potential are related to the field-theoretical approach in the quenched case. This quantum quenched process is due to the Okubo-Zweig-Iizuka (OZI) rule [89, 91], which implies the suppression of further fermion-antifermion pair creation. For this process, the path integral with respect to the fermion Grassmann numbers \( \bar{\Psi} \) and \( \Psi \), containing a matrix \( M_f \) is represented as

\[
\int d\bar{\Psi} d\Psi \exp(-\bar{\Psi} M_f \Psi) = \det(M_f) \approx 1.
\]

(266)
In the operator formalism, the Green’s (two-point correlation) function at Euclidean time $t$ has the form

$$G_{t0}(t) = \langle 0 | \hat{H}_B(t) \hat{H}_B^\dagger(0) | 0 \rangle,$$

(267)

where $| 0 \rangle$ and $| 0 \rangle$ represent the ground-state vacuum. The symbol $\hat{H}_B$ is the Heisenberg-type Hamiltonian operator of the bound state (bound-state field), which is denoted, using the energy operator $\hat{E}$, as

$$\hat{H}_B(t) = \exp(\hat{E}t) \hat{H}_B(0) \exp(-\hat{E}t).$$

(268)

From Eq. (236), the $s$-th solution of the Dirac equation $|s\rangle$ with eigenenergy $E_{(s)}$ is given by

$$|s\rangle \propto \begin{bmatrix} G_{(s)} \\ F_{(s)} \end{bmatrix}.$$

(269)

The above radial functions are multiplied by the spin-angular components and the total wave function in the center of mass coordinates. For the quenched case, the Green’s function given by Eq. (267) and the above solution $|s\rangle$ yield

$$G_{t0}(t) = \sum_s \langle 0 | \hat{H}_B(t) | s \rangle < s | \hat{H}_B^\dagger(0) | 0 \rangle = \sum_s \langle 0 | \hat{H}_B(0) | s \rangle | s \rangle^2 \exp(-E_{(s)}t).$$

(270)

Therefore, the eigenenergy of the Dirac equation derived by relativistic quantum mechanics has emerged as a decay constant for the Euclidean time in the field-theoretic formalism.

Furthermore, the Polyakov line in the field-theoretic approach described in Subsection 4.3 reveals the deconfinement of the fermion-antifermion pair at high temperatures. The classical mechanical Hamiltonian shown in Subsection 6.1 at absolute zero (temperature) does not describe the high-temperature phenomena. From the Polyakov line, which we analytically derived, the binding energy $\varepsilon_q$ of the fundamental fermion and antifermion pair is given by Eq. (193) as

$$\varepsilon_q = \left( \frac{\sigma r}{k_B T} \right),$$

where $k_B$ and $T$ are the Boltzmann constant and temperature, respectively. This expression indicates that the binding energy $\varepsilon_q$ is small at high temperatures and the deconfinement of the paired fermions occurs in some sense. This deconfinement is different from that for the squeezing of the electric flux tube by the superconductor because electric-flux-tube squeezing does not occur above the superconducting critical temperature.

Consequently, owing to the OZI rule, which states that the further fermion-pair creation beyond one loop by the pair is suppressed, the solutions of the Dirac equation and its eigenenergies are consistently involved by the operator formalism. As shown in Subsection 6.4, the Dirac equation under a confining linear potential gives the lowest masses, which reproduce the Regge trajectory that the squared masses are proportional to the relativistic quantum number of the total angular momentum, when the rotational energy is larger than the masses of the composite fermion pair. Moreover, owing to the interaction of the sources (particles) mediated by the non-Abelian gauge field, the Polyakov line describes the deconfinement at high temperatures in some sense, as shown in Eq. (192).

7 Further outlook

In this section, we describe the possibility of using the (Poincaré covariant) formalism in terms of the step-function-type basis functions presented in this paper for gravity. This formalism may be regarded as an approximation of the (quantum) field theory. However, one of the motivations for the development of the present theory is to construct a consistent (quantum field) theory, using the variational and path-integral methods involving gravity without the ultraviolet divergence. In the gravitational case, the basis differential equation of the conventional continuum theory is the Einstein equation, given by

$$R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} + \Lambda g_{\mu\nu} = k_g T_{\mu\nu},$$

(271)
where $R_{\mu\nu}$ is the curvature tensor of spacetime, $g_{\mu\nu}$ is the metric tensor, $\Lambda_g$ is the cosmological constant, $\kappa_g$ is the Einstein constant and $T_{\mu\nu}$ is the energy-momentum (stress-energy) tensor.

The above equation has ultraviolet divergences, particularly at the quantum level. By expressing the gravitational field in terms of the step-function-type basis functions presented in this paper, the ultraviolet divergences are avoided. At (or around) the Planck scale, we expect that the step-function-type basis functions are suitable to describe the field compared to the conventional continuum theory because of the ultraviolet divergence in the latter theory. Then, the difference in the energy obtained by the conventional continuum theory and the relatively realistic energy obtained using the step-function-type basis functions would compensate the energy of the continuum theory by involving the energy difference into the cosmological constant (renormalizing the cosmological constant in some extended sense) in view of the realistic theory. (At the Planck scale, the realistic energy obtained using the step-function-type basis functions is approximated by the conventional continuum theory). The order of magnitude of this energy difference would naturally be the same order of magnitude of the matter (atoms) [92], and the above energy difference may be regarded as dark energy. (An example for dark matter may be the vacuum energy of the soliton-like objects considered in Section 4 of this paper.) This cosmological constant obtained from the above energy difference would be relatively tiny compared to the huge value expected from some conventional theories. Since the continuum theory overestimates the field (such as a simple example proportional to $1/r$) and the spacetime curvature near the center of a particle compared to the step-function-type wave basis functions, the stress by the cosmological constant would be repulsive. (Even if the initial energy density is uniform, some energy gradient would arise by the energy propagation before inflation.) In a small region with a high energy density, the above energy difference owing to the difference in the wave function is huge, and could lead to inflation (expansion) of the early universe, followed by relaxation toward the decrease in the density of the energy difference due to the difference in the wave function of fields expressing such as curvatures. Therefore, as mentioned above, it may be useful to use the present step-function-type basis function for gravitational research.

8 Conclusions

In this article, we have reviewed the authors’ research concerning the construction of a consistent Poincaré covariant field-theoretic formalism in terms of step-function-type basis functions without ultraviolet divergences for non-pure/pure non-Abelian Yang-Mills gauge fields. By using this formalism, we analytically derived the characteristics for the confinement/deconfinement, mass-gap and Regge trajectory for non-Abelian gauge fields and obtained self-consistent solutions for the self-interacting scalar fields. In the present formalism, fields are expressed in terms of the step-function-type basis functions with finite degrees of freedom toward the continuum limit in a parameter spacetime continuum mapped to real spacetime continuum. The present formalism is Poincaré covariant and gauge invariant without ultraviolet divergences, showing that the consistent non-pure/pure non-Abelian Yang-Mills gauge field generated from group theory is defined to exist, which is the requirement from fundamental theoretical physics. We have derived a new classical solution of the non-Abelian Yang-Mills equation for a fundamental particle-antiparticle pair, which reveals the classical confining linear potential caused by the trace of the polynomials of the Lie matrices associated with the confining soliton-like field configuration. It was derived that the quantum action has the local mass, and the Polyakov line indicates finite binding energies (masses) at low temperatures. This mechanism also works for the pure non-Abelian Yang-Mills field because the source and antisources are created. These confinement properties indicate that non-pure/pure non-Abelian Yang-Mills fields have the positive mass-gap, which is desired to satisfy Pauli’s requirement. Furthermore, solutions of the Dirac equation under a linear potential were analytically derived in this formalism for small masses of a fermion and antifermion compared to the rotational energy, and reproduced the principal properties of Regge trajectories at a quantum level. Squared masses (energies) of the system are a function of the string tension and relativistic quantum number of angular momentum, which does not appear at the classical mechanical level. In addition, (in Further outlook) we have mentioned the possibility that the cosmological constant may be caused by the energy difference due to the difference between the wave function (of fields) of the conventional continuum theory and the wave function (of fields) in terms of the step-function-type basis functions expressing such as curvatures.
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