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Abstract

Paper is characterized by scientific novelty as it involves a very scarce research problem in Lithuanian’s energy sector, assessing the impact of renewable energy resources on the energy economy. Renewable energy sources have a multiplier effect in spurring the economy and the development of not only the energy sector but also all the supporting activities related to such industry. The impact of the development of renewable energy is one of the factors that develop the quality of technology innovation development. This study includes the impact of renewable energy on the energy economy, using multiple linear regression models. The results of the study have shown that renewable energy resources: wind, sun, water, geothermal and biomass cannot always be used together because they compete with each other and therefore reduce the efficiency of the energy economy. In this context, three combinations of renewable energy resources have been developed, which have been adapted to assess the impact of the energy economy on energy productivity and energy intensity. It has been found that the combination of resources of the second model (M2) RE is significant for the efficiency of the energy economy.
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1. Introduction

Lithuania, as in the whole of the European Union (EU), is discussing a strategy for reducing the impact of climate change. Members of the international community agree that reducing greenhouse gas emissions to the atmosphere is necessary to avoid dangerous climate change. The Energy Independence Strategy‘2020 reveals that the key priorities include energy security, diversification of energy supply, energy efficiency and integration of Lithuania’s energy network with the energy systems of the European Union. It requires each EU Member State to introduce energy efficiency obligation schemes and policy tools to increase the efficiency of energy use in households, industry and the transport sector. These targets to help the EU achieve a more competitive, secure and sustainable energy system and to meet its long-term 2050 greenhouse gas reductions target. According to them, in the long term, it will be necessary to significantly reduce global emissions, in order to avoid dangerous climate change. The EU is committed to 2050 to reduce its emissions by 80 – 95% compared to the 1990 level if developed countries work together to bring about similar efforts. The strategy sends a strong signal to the market, encouraging private investment in new pipelines, electricity networks, and low-carbon technology (2030 Energy Strategy; Directive 2012/27/EU, FMEAE 2014; REY 2016, BEM 7; ECR 2017). Renewable energy plays a substantial role in the energy economy and it is the major source for the economic development of any country. The Energy Law of the Republic of Lithuania defines energy as a branch of the state economy, which includes energy activities, including
energy exploration, extraction, recycling, production, storage, transportation, transmission, distribution, supply, trade, marketing and/or operation of energy facilities and equipment (Law of LR Energy, No. IX-884, 2002). All this shows that energy is one of the important economic objects occupying strategically important areas of activity. The energy sector as an object of research occupies an important position in scientific terms. One of the widest research objects is renewable energy resources. The majority of scientists appreciate the impact of these resources on economic growth in different foreign countries. Research by scientists has revealed these results: 1. Soava and et al. (2018), analyzed the relationship between economic growth and renewable energy consumption, using data for 28 countries of the European Union over the period 1995–2015. The results of the study showed that renewable energy consumption has a strong positive impact on economic growth. 2. Oguz and Aslan (2013), analyzed the relationship between energy consumption and economic growth for 22 Organisation for Economic Co-operation and Development (OECD) countries over the period 1960–2005. The results of the study showed that while in most cases there is a strong relationship that starts from economic growth to energy consumption, the strongest relationship from energy consumption to economic growth is shown only for Iceland and Portugal. 3. Maradin et al. (2007), found that renewable energy technologies (RET) have a multiplier effect in spurring the economy and the development of not only the energy sector but also stimulates economic growth. 4. Apergis and Payne (2012), analyzed bidirectional causality between renewable energy consumption and economic growth exists in both the short and long run in the period 1990–2007, 80 OECD countries. 5. Gan and Smith (2011), found, that GDP promotes renewable energy development, whereas R&D investment, energy prices and CO2 emissions cannot promote (1994–2003, 26 European countries) and others. However, there is a lack of research into the benefits of the development of renewable energy resources for energy economic activity. This paper investigates the energy development from renewable energy sources theoretic framework and uses annual data of 2004 – 2016 to measure energy renewable resources development in Lithuania's energy economy. Assessing the development of renewable resources in the energy economic activity is created energy efficiency model. Processes in the Energy Efficiency Model illustrate the importance of the development of renewable energy sources and the efficiency of the energy sector, which raises a problematic question: what renewable energy resources affect energy economic activity in order to ensure efficiency in the energy sector. How to improve the performance of the energy sector to maximize the energy benefits of developing renewable energies. The energy economy efficiency is measured in economic indicators: energy productivity and energy intensity. The impact of renewable energy resources on the energy economy is determined by using a linear regression model. The purpose – evaluation of the impact of renewable energy resources on the efficiency of the energy economy. The research methods used in the paper include the collection of primary and secondary information sources and quantitative data, which are then used for comparative analysis.

2. The Tendency of Lithuanian’s Energy Economy Indicators
Lithuania's National Energy Strategy has a legally binding target, in the year 2020, the share of renewable energy would account for at least 23% of the total final energy consumption of the country, and the share of renewable energy would account for at least 10% of final energy consumption in the transport sector (ECC 2017). It can be noted that in 2014, 23% of the total number of people in the EU was reached (Figure 1).

Fig.1. Energy production using renewable energy resources, % Sources: Eurostat

According to the results, energy production using renewable energy resources growth about 8,71 percentage points (p. p.) in Lithuania during the 10 years. The renewables accounted for 25,61 % of final energy consumption compared to EU 28 members state 17 % in 2016, representing more than 86 % of the 2020 target. In the future, Lithuania’s objective is to achieve a 30% share of renewables in the final energy consumption balance in 2020; a 45% share of renewables in the final energy consumption balance in 2030; and 80% share of renewables in the final energy consumption balance in 2050.

Another indicator is the share of renewable energy in gross final energy consumption by sector. The analysis shows that EU28 members states in the electricity sector, the share of renewable energy the during 2006 – 2016 years went up from 15,4 % to 29,6 %, in the transport sector went up from 2,5 % to 7,1 %, 7,1% and in the heating sector in the same period, the share of renewable energy went up from 11,4 % to 19,6 % (Table 1).

| Indicators                        | Lithuania | EU28       |
|----------------------------------|-----------|------------|
|                                  | 2006      | 2011      | 2016      | 2006      | 2011      | 2016      |
| RES-share in the general electricity, % | 4         | 9         | 16,8      | 15,4      | 19,7      | 29,6      |
| RES-share heating and cooling, %  | 29,2      | 32,8      | 46,5      | 11,4      | 15,6      | 19,6      |
| RES-share in transport, %        | 1,9       | 3,8       | 3,6       | 2,5       | 4         | 7,1       |

Sources: Eurostat

According to the results, in 2016 the largest increase in renewable energy capacities was in electricity and heating and cooling sectors — in comparison to 2006, respectively it went up by 12,8 p. p and 17,3 p.p. (Lithuania). The smallest increase in renewable energy capacities was in the transport sector – in comparison to 2006, respectively it went up by 1,7 p.p. (Lithuania). Lithuania's results show that RES –share in the heating and cooling sector is higher than the EU 28 member states, respectively, i.e. about 26,9 p.p. (2016).
In 2050, the objective is Lithuania would have to produce about 70% of its own heat and electricity, while the share of green energy in transport should reach 50%.
Renewable energy sources are understood as inexhaustible energy resources, they are continually renewed and coming from natural sources: wind, wave, tidal, solar, aerothermal, geothermal, hydrothermal and ocean, hydropower, bioenergy, biomass, biofuel, landfill gas, wastewater treatment gas, and biogas and so on. Here is a list of the main types of practically utilized alternative energy sources (Table 2).

**Table 2. Conversion of renewable energy**

| Renewable sources of energy | Conversion                      |
|-----------------------------|--------------------------------|
| Wind                        | Electricity                    |
| Solar                       | Heating / cooling, electricity |
| Biomass                     | Heating / cooling, transport, electricity |
| Water                       | Electricity                    |
| Geothermal energy           | Heating / cooling, electricity |

*Sources: John 2004; Ma L et al. 2009; Heal 2010; Lund 2010; Law on Renewable Energy, 2011; Miškinis et al. 2014; International Energy Agency 2015; Hagen 2016; Maričiukaitis et al. 2016.*

We can see five main types of renewable energy are important for our energy sector: Wind is the motion of air molecules can be harvested in wind turbines that spin the shaft of electric generators or in windmills; Sunlight is the solar photon flux can be converted to heat, electricity or chemical energy; Biomass is organic materials can be used for cooking and heating, as well as to produce electricity and liquid transportation fuels. In the transport sector two types of biofuels are used as fuel from biomass: biodiesel and bioethanol; Water is the potential and kinetic energy of flowing water can be tapped to produce electricity or mechanical tasks; Earth's internal heat (Geothermal energy) can be used for heating and electricity production.

Lithuania's governments aim to increase the efficiency of the energy economy. Two key indicators are used for energy efficiency: energy productivity and energy intensity. The energy intensity does give some indication of how efficiently economies are able to harness primary energy. Improving energy intensity is important as it encourages more energy economic activity and GDP growth. Low energy intensity is desirable as it indicates an effective energy infrastructure. The energy productivity identifies to what extent there is a decoupling between energy consumption and economic growth. It measures the productivity of energy consumption and provides a picture of the degree of decoupling of energy use from growth in GDP (Figure 2) (Štreimikienė et al. 2016).
According to the results, we can see that Lithuania's energy intensity decreased 1,0 thsd. TOE/EUR from 2006 till 2016, since entering the EU however economic crisis had a negative impact and energy intensity started to increase (EU28 increased 1,07 thsd. TOE/EUR). The trend of energy intensity decrease can be noticed following the recovery from the economic crisis in 2010. Lithuania’s energy productivity was grown up by 1,6 KGOE/EUR (EU28 increased 1,5 KGOE/EUR). These results show that energy productivity increased at the same time when the Gross domestic product (GDP) during 2006–2016 years had risen position in Lithuania 41 %. Comparing these indicators between them, we can see, that energy intensity is inversely related to energy productivity; that is the bigger the energy productivity of a given process, the smaller its energy intensity.

As mentioned earlier, there is a lack of research to assess the impact of the development of renewable energy resources on the efficiency of the energy economy. In view of this, an energy efficiency model has been developed.

3. Methodology

In this study, the energy efficiency model shown in Figure 3 is selected as a framework and theoretical starting point in understanding the ongoing processes between the energy sector and the development of renewable energy resources, using key energy economy indicators to measure the performance of the energy economy.

The proposed energy efficiency model includes the entire energy economy that reveals how the energy sector provides secure, efficient, environmentally friendly energy production, supply and transfer to consumers. The development of renewable energy resources depends on the ability of the energy sector to invest in new technologies that save energy. Another strategically important aspect of energy is to ensure the need for other industries to consume energy from renewable resources. The main economic indicators of energy productivity and energy intensity illustrate the efficiency of the energy economy. These indicators reveal the effect of the use and development of renewable energy resources, which provides continuous feedback on the efficient growth of the energy sector.
In order to test the energy efficiency model practically, a multi-linear linear regression method is chosen. This method allows you to control many other factors that simultaneously affect a dependent variable. This is important both for verifying the validity of the economic theory and for assessing the effectiveness of ongoing economic activity when the study is based on non-experimental data. Multiple regression provides links between two or more independent variables. The regression analysis model allows predicting variable values from independent variable values (Forsströmet et. al. 2011; Wooldridge, 2010; Čekanavičius and Murauskas 2001).

The standard expression of a multiple linear regression model is:

$$Y_i = \beta_0 + \beta_1 x_{1i} + \beta_2 x_{2i} + \ldots + \beta_k x_{ki} + e_i;$$

(1)

Here: $Y_i$ – dependent variable; $\beta_0, \beta_1, \beta_2, \ldots, \beta_k$ – model coefficients (not known in advance, they are found by the least squares method and by checking the hypothesis about the suitability of the model); $x_{1i}, \ldots, x_{ki}$ – analyzing factors; $e_i$ – accidental error. Multiple regression model assumptions: $e_i$ - normal distributed random values; all $e_i$ averages are zero, that is $e_i = 0$; all $e_i$ variances are equal to an unknown number $\sigma^2$; all $e_i$ independent.

In the analysis of the impact of renewable energy resources development on the energy sectors, two economic indicators have been chosen: energy productivity and energy intensity. These indicators point to the level of achievement of the country's energy economy (Table 3).

### Table 3. Energy economy indicators

| INDICATORS     | DESCRIPTION                                                                                                                                 |
|----------------|--------------------------------------------------------------------------------------------------------------------------------------------|
| Energy productivity | It is an indicator of the amount of economic output that is derived from each unit of energy consumed. Economy-wide energy productivity is generally measured as the national gross domestic product (GDP, in millions of dollars) divided by petajoules (PJ) of primary energy consumed. |
| Energy intensity  | It is a measure of the energy inefficiency of an economy. It is calculated as units of energy per unit of GDP. Energy intensity is the ratio between gross inland energy consumption (GIEC) and gross domestic product (GDP), calculated for a calendar year. |

Although most of these energy indicators measures are not directly connected with the
renewable energy sector, economic synergies exist between efficiency improvements and renewable energy. Synergies exist between energy intensity and energy productivity can support increased renewable energy deployment. The development of these indicators as a driving force promotes the growth of the country's economy through activities developed by the efficiency of the energy sector activities. Creation of the model for assessment of the impact of renewable energy resources development on the energy economy activities (Table 4).

Table 4. Description of the variables for the analysis of the impact of renewable energies on the energy economy

| NOTATION OF VARIABLE | METHOD OF INDICATOR | DESCRIPTION |
|----------------------|---------------------|-------------|
| *Energy productivity, KGOE | Economic output / Energy used | Dependent variable |
| **Energy intensity, KGOE | Gross inland energy consumption / Gross domestic product | |
| Share of renewable energy from wind sources, % | Gross inland consumption of wind, thsd. TOE / Gross inland consumption of renewable energies, thsd. TOE x 100% | Independent variable |
| Share of renewable energy from solar sources, % | Gross inland consumption of solar, thsd. TOE / Gross inland consumption of renewable energies, thsd. TOE x 100% | |
| Share of renewable energy from hydro sources, % | Gross inland consumption of hydro, thsd. TOE / Gross inland consumption of renewable energies, thsd. TOE x 100% | |
| Share of renewable energy from geothermal sources, % | Gross inland consumption of geothermal, thsd. TOE / Gross inland consumption of renewable energies, thsd. TOE x 100% | |
| Share of renewable energy from biomass sources, % | Gross inland consumption of biomass, thsd. TOE / Gross inland consumption of renewable energies, thsd. TOE x 100% | |

* Euro per kilogram of oil equivalent (KGOE); ** Kilograms of oil equivalent (KGOE) per thousand euro;

The multi-regression model requires the reliability of the results obtained to be verified, and therefore the reliability of statistical data is used (Table 5).

Table 5. Reliability tests for the regression model

| Indicators | Reliability test | Description |
|------------|-----------------|-------------|
| Pearson correlation coefficient | If [0,9; 1] - very strong correlation; [0,7; 0,89] - strong correlation; [0,4; 0,69] - medium correlation; [0,2; 0,39] - weak correlation; [0; 0,19] - very weak correlation | The correlation coefficient is a criterion for the quantification of linear dependency between variables or a measure of the strength of a relationship. |
| Determination coefficients R² | If R² ≥ 0,20 or adjusted R² ≥ 0,25, the model is appropriate | The determination coefficient acquires values from the interval [0, 1]. The higher the coefficient value, the better the data model. |
| ANOVA p-value | If p < 0,05 or df > 0, the model is appropriate | It shows whether the model has a regressor associated with the |
| Indicators                                      | Reliability test                                                                 | Description                                                                                      |
|------------------------------------------------|-----------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------|
| Multicolinearum (Value of Variance Inflation Factor (VIF)) | If VIF > 4 or tolerance < 0,25 the problem of multicolinearity. Variable Tolerance = 1/VIF. | Shows the correlation of independent variables included in the model, do they not correlate with each other. The dependency is only related to the dependent variable. |
| Autocorrelation (Durbin-Watson (DW) test)      | If p-value > 0,05, it is correlation is not statistically significant (no autocorrelation). It may vary from 0 to 4. The closer 2, the less likely it is that there is autocorrelation between residual errors. | Checking for a dependent variable Y during the period t does not correlate with error t-1 in the period. |

The correlation coefficient itself is simply a way to describe how two variables vary together, so it can be computed and interpreted for any two variables. Correlation computes the value of the Pearson correlation coefficient. Its value ranges from −1 to +1. The determination coefficient can be interpreted as the ratio of the part of the variance explained by the regression model to the whole dispersion. The value of the determination coefficient must be bigger than 0,20, and the value of the corrected determination factor (Adjusted R square) must be bigger than 0,25, then the regression model is considered appropriate. Anova p-value indicates the evaluation of a variable communication model. If this value is less than 0,05, this confirms the suitability of the model. When verifying that the independent variables are not multicolored, whether there is a strong correlation between them, the variance inflation factor (VIF) is calculated. When there is a strong correlation between the variables, there is a problem with the so-called multicollinearity. Such multipolarity means that in the regression model, leaving the variable and the variables with which it correlates, there may be a problem of forecast stability. Multipolarity is checked by the value of VIF statistics: if VIF> 4, then independent variables in the model correlate. Instead of using VIF, it is possible to use the indicator - tolerance. There are several tests to check the correlation of errors (Autocorrelation). One of them is Durbin-Watson's (DW) test. Autocorrelation means that model errors are related to each other. Durbin - Watson criteria statistics vary from 0 to 4. The absence of correlation means that the size of DW statistics is close to 2. If DW is close to 0 or 4, it can be said that $e_t$ and $e_{t-1}$ high enough correlation.

4. Empirical Results

At the initial stage of the analysis of the impact of renewable energy sources on the energy economy, the correlation between the variables has been established, there was a problem with multicollinearity because the dispersion reduction factor was bigger than 4 (VIF > 4). In this situation, the regression model created cannot be realized to support the conclusions. There are several ways to solve multicollinearity problems: 1. Removal of one or more strongly correlated factors if they overlap each other, it describes the same characteristics of the analyzed factor; 2. Inclusion of additional data (an increase of the sample); 3. Data
Correction: Multiple Linear Multiple Variables Used.
In this study will use first ways to solve multicollinearity problems (Table 6).

Table 6. The problem of multicollinearity

| Renewable sources | Wind  | Solar | Hydro | Geothermal | Biomass |
|-------------------|-------|-------|-------|------------|---------|
| Wind              | ×     |       |       |            |         |
| Solar             |       | ×     |       |            |         |
| Hydro             |       |       | ×     |            |         |
| Geothermal        |       |       |       | ×          |         |
| Biomass           |       |       |       |            | ×       |

Results of multicollinearity

- Wind = (solar, hydro, geothermal) ≠ (biomass)
- Solar = (wind, hydro) ≠ (geothermal, biomass)
- Hydro = (wind, solar, geothermal, biomass)
- Geothermal = (wind, hydro, biomass) ≠ (solar)
- Biomass = (hydro, geothermal) ≠ (wind, solar)

∨ - it means no multicollinearity problem; empty field means multicollinearity problem.

Table 6 shows four restrictions of this study: 1. Wind correlates with biomass; 2. Solar correlates with geothermal and biomass; 3. Geothermal correlates with solar; 4. Biomass correlates with wind and solar. It can be noticed that only hydro consumption does not correlate with other renewable energy resources. In view of these constraints, there are three combinations of renewable energy resources: 1. $Y_1 = f(\text{hydro, biomass, geothermal})$; 2. $Y_2 = f(\text{hydro, wind, solar})$; 3. $Y_3 = f(\text{hydro, geothermal, wind})$. Three models (M1, M2, M3) have been realized when analyzing the effect of composite combinations ($Y_1$, $Y_2$, $Y_3$) on energy productivity value (Table 7). The question posed by the study can be answered: What is the effect of the value of the combinations ($Y_1$, $Y_2$, $Y_3$) on energy productivity? What ($Y_1$, $Y_2$, $Y_3$) combinations are best for energy productivity growth?

Table 7. Empirical results of energy productivity

| Model | Dependent variables | Independent variables | Pearson’ correlation coefficient | R Square | Adjusted R Square | Durbin-Watson (DW) | Collinearity Statistics |
|-------|---------------------|-----------------------|---------------------------------|----------|-------------------|----------------------|-------------------------|
| 1     | Energy Productivity | Hydro                 | .948                            | .898     | .864              | 1.604                | .691                    | 1.448                   |
|       |                     | Biomass               |                                 |          |                   |                      | .719                    | 1.390                   |
|       |                     | Geothermal            |                                 |          |                   |                      | .526                    | 1.902                   |
| 2     | Energy Productivity | Hydro                 | .950                            | .903     | .871              | 1.508                | .359                    | 2.785                   |
|       |                     | Wind                  |                                 |          |                   |                      | .316                    | 3.165                   |
|       |                     | Solar                 |                                 |          |                   |                      | .373                    | 2.680                   |
| 3     | Energy Productivity | Hydro                 | .943                            | .889     | .853              | 1.656                | .473                    | 2.113                   |
|       |                     | Geothermal            |                                 |          |                   |                      | .696                    | 1.438                   |
|       |                     | Wind                  |                                 |          |                   |                      | .380                    | 2.634                   |

Based on the data in Table 7, the correlation coefficient between the first model (M1 = 0.948), the second model (M2 = 0.950), the third model (M3 = 0.943) and the energy...
productivity level show a very strong positive relationship. The corrected determination coefficient for the first model (M1 = $R^2 = 0.864$), the second model (M2 = $R^2 = 0.871$) and the third model (M3 = $R^2 = 0.853$) show that the variables included in the model explain respectively: 86.4%, 87.1%, 85.3% energy productivity indicator spread. This accounts for more than 25 percent. This means that the model is suitable for data. Empirically tested models (M1, M2, M3) have no multicolinearity (VIF <4) and autocorrelation (DW test p > 0.05). The three models implemented meet all the requirements and can be used to formulate the conclusions of the study. The following is a dispersal analysis (ANOVA) (Table 8).

| Model | Sum of Squares | df | Mean Square | F   | Sig. |
|-------|----------------|----|-------------|-----|------|
| Regression | 6.693 | 3 | 2.231 | 26.439 | .000* |
| Residual    | .759 | 9 | .084 |     |      |
| Total       | 7.452 | 12 |       |     |      |
| Regression | 6.731 | 3 | 2.244 | 27.986 | .000* |
| Residual    | .722 | 9 | .080 |     |      |
| Total       | 7.452 | 12 |       |     |      |
| Regression | 6.628 | 3 | 2.209 | 24.128 | .000* |
| Residual    | .824 | 9 | .092 |     |      |
| Total       | 7.452 | 12 |       |     |      |

Based on Table 8, F statistics and significance are interpreted. $F_{krit.}(3,9)$ and this statistic is significant because $p < 0.05$. It can be said that all three of the regression models that have been created are aligned and chosen correctly.

| Model | Unstandardized Coefficients | Standardized Coefficients | t  | Sig. | 95.0% Confidence Interval |
|-------|-----------------------------|---------------------------|----|------|---------------------------|
|       | B                          | Beta                      |    |      | Lower Bound | Upper Bound |
| (Constant) | 34.699                     | 7.360                     | .000 | 24.035 | 45.364 |
| Geothermal | -.815                      | -.135                     | -1.058 | .318 | -2.559 | .928 |
| Biomass    | -.317                      | -.750                     | -5.974 | .000 | -.437 | -.197 |
| Hydro      | -.263                      | -.236                     | -1.607 | .143 | -.633 | .107 |
| (Constant) | 2.838                       | 3.678                     | .005 | 1.093 | 4.583 |
| Wind       | .281                       | .785                      | 4.536 | .001 | .141 | .422 |
| Solar      | 1.027                      | .260                      | 1.408 | .193 | -.624 | 2.678 |
| Hydro      | .073                       | .065                      | .385 | .709 | -.355 | .501 |
| (Constant) | 3.189                       | 4.194                     | .002 | 1.469 | 4.909 |
| Wind       | .327                       | .914                      | 5.672 | .000 | .197 | .458 |
| Geothermal | -.627                      | -.104                     | -.784 | .453 | -2.437 | 1.183 |
| Hydro      | -.020                      | .018                      | .099 | .924 | -.434 | .473 |

The results in Table 9 showed that the expressions of all three models have a significant effect on the value of energy productivity, but this effect is manifested in different directions. Combination of the first model (M1) growth of 1 % reduce the value of
energy productivity, respectively: Geothermal 0.815 %, Biomass 0.317 %, Hydro 0.263 %.
Combination of the second model (M2) growth of 1 % increase the value of energy productivity, respectively: Wind 0.281 %, Solar 1.03 %, Hydro 0.073 %.
Combination of the third model (M3) growth of 1 % increase energy productivity, respectively: Wind 0.281 %, Solar 1.03 %, Hydro 0.073 %. Combination of the third model (M3) growth of 1 % increase energy productivity, respectively: Wind 0.281 %, Solar 1.03 %, Hydro 0.073 %.
The results showed, that the impact of all models on energy productivity can vary: M1 model: Geothermal ± 1.63 %, Biomass ± 0.63 %, Hydro ± 0.53 %; M2: Wind ± 0.28 %, Solar 2.05 %, Hydro 0.15 %; M3 model: Wind ± 0.26 %, Geothermal ± 1.25 %, Hydro 0.04 % at 95 percent of the probability.
Three models (M1, M2, M3) have been realized when analyzing the effect of composite combinations (\( Y_1, Y_2, Y_3 \)) on energy intensity value (Table 7). The question posed by the study can be answered: What is the effect of the value of the combinations (\( Y_1, Y_2, Y_3 \)) on energy intensity? Which (\( Y_1, Y_2, Y_3 \)) combinations are best for energy intensity growth?

### Table 10. Empirical results of energy intensity

| Model | Independent variables | Pearson' correlation coefficient R | Adjusted R Square | Durbin-Watson (DW) | Collinearity Statistics |
|-------|-----------------------|-----------------------------------|-------------------|-------------------|------------------------|
|       | Hydro                 | .907                              | .822              | .763              | .691                    |
|       | Biomass               | .719                              | .359              | .790              | .526                    |
|       | Geothermal            | .526                              | .902              | .190              | .316                    |
| 1     | Hydro, Wind, Solar    | .316                              | .268              | .113              | .373                    |
|       | Hydro, Geothermal     | .380                              | .264              | .473              | .696                    |
|       | Hydro, Wind           | .380                              | .264              | .473              | .696                    |
| 2     | Hydro                 | .902                              | .814              | .752              | .359                    |
|       | Wind                  | .902                              | .814              | .752              | .359                    |
|       | Solar                 | .902                              | .814              | .752              | .359                    |
| 3     | Hydro, Wind           | .902                              | .814              | .752              | .359                    |
|       | Hydro, Geothermal     | .902                              | .814              | .752              | .359                    |
|       | Hydro, Wind           | .902                              | .814              | .752              | .359                    |
| Based on the data in Table 10, the correlation coefficient between the first model (M1 = 0.907), the second model (M2 = 0.902), the third model (M3 = 0.906) and the energy productivity level show a very strong positive relationship. The corrected determination coefficient for the first model (M1 = R² = 0.763), the second model (M2 = R² = 0.752) and the third model (M3 = R² = 0.760) show that the variables included in the model explain respectively: 76.3%, 75.2%, 76.0% energy intensity indicator spread. This accounts for more than 25 percent. This means that the model is suitable for data. Empirically tested models (M1, M2, M3) have no multicolinearity (VIF <4) and autocorrelation (DW test p > 0.05). The three models implemented meet all the requirements and can be used to formulate the conclusions of the study. The following is a dispersal analysis (ANOVA) (Table 11).

### Table 11. Disperse analysis (Anova)

| Model | Sum of Squares | df | Mean Square | F       | Sig. |
|-------|----------------|----|-------------|---------|------|
| 1     | Regression     | 3  | 10980.598   | 13.890  | 0.001 |
| 2     | Residual       | 9  | 790.564     |         |      |
| Total | 40056.875      | 12 |             |         |      |
Based on Table 11, F statistics and significance are interpreted. $F_{krit}$ (3,9) and this statistic is significant because $p < 0.05$. It can be said that all three of the regression models that have been created are aligned and chosen correctly.

**Table 12. Summary of energy intensity results**

| Model | Unstandardized Coefficients | Standardized Coefficients | t | Sig. | 95.0% Confidence Interval |
|-------|-----------------------------|---------------------------|---|------|---------------------------|
|       | B                           | Beta                      |   |      | Lower Bound                | Upper Bound |
| 1     | (Constant)                  | -1896.668                 | -4.156 | .002 | -2928.926                | -864.410    |
|       | Geothermal                  | 59.476                    | .135 | .797 | .446 | -109.283                | 228.236     |
|       | Biomass                     | 22.330                    | .721 | 4.351 | .002 | 10.720                 | 33.940      |
|       | Hydro                       | 17.814                    | .218 | 1.125 | .290 | -18.003                | 53.631      |
| 2     | (Constant)                  | 329.450                   | 4.206 | .002 | 152.277                | 506.624     |
|       | Wind                        | -22.055                   | -.840 | -3.503 | .007 | -36.297               | -7.813      |
|       | Solar                       | -23.481                   | -.081 | -.317 | .758 | -191.050              | 144.088     |
|       | Hydro                       | -.138                     | -.002 | -.007 | .994 | -43.606               | 43.330      |
| 3     | (Constant)                  | 326.717                   | 4.594 | .001 | 165.828                | 487.607     |
|       | Geothermal                  | -23.264                   | -.886 | -4.308 | .002 | -35.481               | -11.048     |
|       | Hydro                       | 46.377                    | .105 | .620 | .551 | -122.929              | 215.683     |
|       | Geothermal                  | -2.528                    | -.031 | -.135 | .896 | -44.963               | 39.907      |

The results in Table 12 showed that the expressions of all three models have a significant effect on the value of energy intensity, but this effect is manifested in different directions. Combination of the first model (M1) growth of 1 % increase the value of energy intensity, respectively: Geothermal 59.5 %, Biomass 22.3 %, Hydro 17.8 %. Combination of the second model (M2) growth of 1 % reduce the value of energy intensity, respectively: Wind 22.1 %, Solar 23.5 %, Hydro 0.138 %. Combination of the third model (M3) growth of 1 % reduce energy productivity, respectively: Wind 23.3 % and Hydro 2.5 %, but Geothermal increase energy intensity by 46.4 %.

The results showed, that the impact of all models on energy productivity can vary: M1 model: Geothermal ± 118,95%, Biomass ± 23,22%, Hydro 35,63 %; M2: Wind ± 44,11%, Solar ± 92,75%, Hydro 0,28 %; M3 model: Wind ± 46,53 %, Geothermal ± 92,75 %, Hydro 5,06 % at 95 percent of the probability.

Comparing the results of the study, it can be seen that the combination of RE resources created by the M2 model is one of the best ways to increase the efficiency of the energy economy (Table 13).
Table 13. Summary of regression analysis results

| Model | Energy Productivity | Energy Intensity | Findings     |
|-------|----------------------|-----------------|--------------|
| M1    | Decrease (-)         | Increase (+)    | unsuitable   |
| M2    | Increase (+)         | Decrease (-)    | suitable     |
| M3    | Increase (+)         | Increase (+)    | partly suitable |
|       | Decrease (-)         | Decrease (-)    |              |

The combination of the M2 model has been identified as a significant combination of renewable energy (RE) resources, having the highest and most direct impact on energy efficiency and energy intensity. Using the RE combination of the Model 2, energy productivity increased and energy intensity reduced. This means that a lower value of energy intensity and a higher value for energy productivity increase the efficiency of the energy economy. The combination of the M1 model is not appropriate because the combination of RE resources in this model reduced energy productivity and increased energy intensity. This means that this combination of RE resources for the energy economy is not beneficial. The combination of the M3 model is only partially appropriate, as each RE resource has a different impact on energy productivity and energy intensity indicators, and therefore cannot deliver more efficient performance than the M2 model.

5. Discussion

It can be noted that the identified combinations are most suitable for electricity because these resources can be easily converted to electricity. For the heating/cooling sector, these combinations are not suitable because solar, geothermal and biomass cannot be used together. These resources correlate with each other, which reduces the energy economy efficiency. In order to determine which of these resources the best to choose for the efficient operation of the energy sector, it is necessary to carry out additional studies that are not dealt with in this article. In fact, biomass resources are used only in the transport sector. This resource includes the potential for the use of various local resources: straw, wood, waste, etc. However, this study also does not study which of the local resources is the most suitable for use in the transport sector and further research should be carried out.

6. Conclusions

To sum up, renewable energy resources are the key to green energy, which occupies an important position in the energy economy. It is a promising energy sector where this sector plays an important role: electricity, heat/cooling, and transport. The development of this area in Lithuania should receive much more attention. The analysis of the development of Lithuanian renewable energy resources revealed that the production of energy using RE resources is increasing every year and has exceeded the established EU28 average. From 2014 Lithuania has achieved its target (energy production from RE resources by 23% by 2020) and this figure was 23,6%. Two indicators were selected for energy efficiency: energy productivity and energy intensity. In Lithuania, energy productivity, compared to EU28, was less than 3,4 KGOE/EUR. All this shows that the
demand for energy resources has increased due to the inefficient use of energy resources in production processes. In Lithuania, the energy intensity compared to the EU28 countries was 0.88 thsd. KGOE/EUR is lower, this is a positive trend as much less energy is consumed in the production of one product than the EU28 average.

Initial research showed that RE resources cannot use available at the same time, because they compete with each other: Wind with biomass; Solar with geothermal and biomass; Geothermal with solar; Biomass with wind and solar. Only hydro can be used with other resources. Against this background, three renewable energy (RE) resource combinations have been developed to assess the impact on the efficiency of the energy economy performance. For this study used two indicators energy productivity and energy intensity. The study has shown that the combination of the model M2 RE resources is one of the most appropriate choices. Model M2 has a positive impact on the efficiency of the energy economy because it increased energy productivity and reduced energy intensity. This means that a lower value of energy intensity and a higher value of energy productivity can ensure to grow up the efficiency of the energy economy. Using the model M1 RE resource combination was determinate, that this model has a negative effect and it is not beneficial to the energy economy. The combination of the model M3 RE resources is only partially appropriate, because it has different effects on energy productivity and energy intensity indicators, and therefore cannot ensure the growth of energy economy performance.
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