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Abstract. We study the least doubling constant $C_G$ among all possible doubling measures defined on a path graph $G$. We consider both finite and infinite cases and show that, if $G = \mathbb{Z}$, $C_\mathbb{Z} = 3$, while for $G = L_n$, the path graph with $n$ vertices, one has $1 + 2 \cos(\frac{\pi}{n+1}) \leq C_{L_n} < 3$, with equality on the lower bound if and only if $n \leq 8$. Moreover, we analyze the structure of doubling minimizers on $L_n$ and $\mathbb{Z}$, those measures whose doubling constant is the smallest possible.

1. Introduction

This paper is motivated by the study of doubling measures on graphs, already started in [10]. In order to properly explain our approach, we will first recall some terminology from the abstract theory of measure metric spaces: Given a metric space $(X, d)$, a Borel measure $\mu$ on $X$ is said to be a doubling measure whenever

$$C_\mu = \sup_{x \in X, r > 0} \frac{\mu(B(x, 2r))}{\mu(B(x, r))} < \infty,$$

where $B(x, r) = \{y \in X : d(x, y) < r\}$ denotes the open ball of center $x$ and with radius $r$. The number $C_\mu$ is called the doubling constant of the measure $\mu$. Doubling measures play a fundamental role in the extension of classical results in analysis on Euclidean spaces to a more general setting (cf. [3, 7, 5, 6] for background and some recent developments).

Associated to a metric space $(X, d)$, the following invariant was introduced in [10]

$$C_{(X,d)} = \inf\{C_\mu : \mu \text{ doubling measure on } X\},$$

which will be referred to as the least doubling constant of $(X, d)$. It was shown in [10] that, if $X$ supports a doubling measure and contains more than one point, then $C_{(X,d)} \geq 2$. This invariant is somehow related to metric dimension theory and our purpose in this note is to study its properties in the context of graphs. We will only deal with connected simple graphs (without loops nor multiple edges).

A connected simple graph $G$ with vertex set $V_G$ and edges $E_G$ can be considered as a metric space with the path distance: Given vertices $x, y \in V_G$, a path joining $x$ to $y$ is a collection of edges of the form $\{\{x_{i-1}, x_i\}\}_{i=1}^k \subset E_G$ with $x_0 = x$ and $x_k = y$. In this case, we say that the path has length $k$. Thus, for $x, y \in V_G$, the
distance \(d_G(x, y)\) is defined as the smallest possible length of a path joining \(x\) to \(y\) (see [1] for standard notations and basic results for graphs).

A positive measure \(\mu\) on a graph \(G\) will always be determined by a weight function \(\mu : V_G \to (0, \infty)\), and despite the slight abuse of terminology we will write, for any set \(A \subset V_G\), \(\mu(A) = \sum_{v \in A} \mu(v)\). Note that if \(V_G\) is finite, every measure on \(G\) is doubling for an appropriate constant. However, it is worth to observe that there are graphs which do not support any doubling measures, like the infinite \(k\)-homogeneous tree \(T_k\) (see [9] and also [11] for further examples).

For simplicity, we will denote \(C_G = C(V_G, d_G)\). In [10], this invariant was computed for certain families of finite graphs. Namely, let \(K_n\) denote the complete graph with \(n\) vertices, \(S_n\) be the star-graph with \(n\) vertices (one vertex of degree \(n - 1\) and \(n - 1\) leaves), and let \(C_n\) be the cycle-graph with \(n\) vertices: Then, for \(n \geq 3\), we have

\[
\begin{align*}
(i) \quad & C_{C_n} = 3, \\
(ii) \quad & C_{S_n} = 1 + \sqrt{n - 1}, \\
(iii) \quad & C_{K_n} = n.
\end{align*}
\]

Our main goal in this work is to enlarge this list by estimating the least doubling constant of path or linear graphs \(L_n\), \(N\) and \(Z\), showing that, somehow surprisingly, the situation strongly differs from the previous similar cases. Here, for \(n \in \mathbb{N}\), the path \(L_n\) can be described as the graph with vertex set \(V_{L_n} = \{1, \ldots, n\}\) and edge set \(E_{L_n} = \{(j, j + 1) : 1 \leq j \leq n - 1\}\). Similarly, we can view \(\mathbb{N}\) and \(\mathbb{Z}\) as infinite path graphs with \(V_N = \mathbb{N}\), \(V_Z = \mathbb{Z}\), \(E_N = \{(j, j + 1) : j \in \mathbb{N}\}\) and \(E_Z = \{(j, j + 1) : j \in \mathbb{Z}\}\). In particular, we will show that \(C_N = C_Z = 3 = \lim_{n \to \infty} C_{L_n}\). In the finite case, we will actually prove, in Theorem 26, that

\[
1 + 2 \cos \left(\frac{\pi}{n + 1}\right) \leq C_{L_n} < 3,
\]

with equality on the left hand side inequality only for \(2 \leq n \leq 8\).

The paper is organized as follows: In Section 2 we prove, in Proposition 2, that the set of doubling minimizers is always a non-empty convex cone in the set of measures over a graph. In Section 3 we obtain, in Theorem 10, the exact value of the auxiliary constant

\[
C_{L_n}^0 = \sup_{x \in V_G} \frac{\mu(B(x, 1))}{\mu(x)},
\]

which provides the lower bound for \(C_{L_n}\). Section 4 is devoted to the case of the infinite linear graph, \(Z\), and we determine, in Theorem 13, that \(C_Z = C_Z^0 = 3\), as well as the uniqueness of the minimizers given by the counting measure (see Theorem 17). In Section 5 we prove in Theorem 20 that when computing the least doubling constant \(C_{L_n}\) it is not necessary to consider all possible quotients of measures of balls, thus reducing the complexity of the problem to some simpler cases. As a consequence of this, we deduce that the sequence of \(C_{L_n}\) is non-decreasing in \(n \in \mathbb{N}\) (Proposition 21). In Section 6 we consider the most important properties for the doubling minimizers on \(L_n\) and prove, in Theorem 27, the fundamental formula relating \(C_n\) to some very concrete quotients, one of the basic results for these measures. We finish, in Section 7, with some final remarks, comments and open questions which we consider to be of interest for future developments.
2. Doubling minimizers on graphs

Given a graph $G$, let $\text{diam}(G) = \sup\{d_G(x, y) : x, y \in V_G\}$. It is easy to see that

$$
C_G = \inf_{\mu} \sup \left\{ \frac{\mu(B(x, 2k + 1))}{\mu(B(x, k))} : x \in V_G, k \in \mathbb{Z}, 0 \leq k \leq \left\lfloor \frac{\text{diam}(G) - 1}{2} \right\rfloor \right\},
$$

the infimum being taken over all doubling measures $\mu$ on $G$ (if $\text{diam}(G) = \infty$, then $k \in \mathbb{N} \cup \{0\}$). Here, and throughout the rest of the paper, $B(x, r) = \{y : d(x, y) \leq r\}$ denotes the closed ball with center $x$ and radius $r$ (in the discrete setting, we can equivalently work with either open or closed balls), and $[s] = \min\{n \in \mathbb{Z} : s \leq n\}$.

If the infimum in (2) is attained at some $\mu$ (which is the case in particular for finite graphs), such a measure will be called a doubling minimizer for $G$. Given a graph $G$, with $C_G < \infty$, let us denote the set of doubling minimizers by

$$
\text{DM}(G) = \{\mu : \text{doubling measure on } G \text{ and } C_\mu = C_G\}.
$$

We will see next that the set $\text{DM}(G)$ is always a non-empty convex set. Before showing this result, the following elementary lemma will be convenient throughout.

**Lemma 1.** Let $(\alpha_j)_{j=1}^m, (\beta_j)_{j=1}^m$ be positive real scalars. We have that

$$
\sum_{j=1}^m \frac{\alpha_j}{\beta_j} \leq \max_{1 \leq j \leq m} \left\{ \frac{\alpha_j}{\beta_j} \right\} \sum_{j=1}^m \beta_j.
$$

Moreover, equality holds if and only if $\frac{\alpha_i}{\beta_i} = \frac{\alpha_j}{\beta_j}$, for every $1 \leq i, j \leq m$.

**Proof.** Since $\beta_j > 0$, for every $1 \leq j \leq m$, the inequality follows from Holder’s inequality

$$
\sum_{j=1}^m \alpha_j = \sum_{j=1}^m \frac{\alpha_j}{\beta_j} \beta_j \leq \max_{1 \leq j \leq m} \left\{ \frac{\alpha_j}{\beta_j} \right\} \sum_{j=1}^m \beta_j.
$$

In order to characterize equality in the above expression, one can proceed by induction. Suppose

$$
\frac{\alpha_j}{\beta_j} = \max_{1 \leq j \leq m} \left\{ \frac{\alpha_j}{\beta_j} \right\},
$$

and let $j_0$ be an index such that $\frac{\alpha_{j_0}}{\beta_{j_0}} = \max_{1 \leq j \leq m} \left\{ \frac{\alpha_j}{\beta_j} \right\}$. A simple algebraic manipulation yields that

$$
\frac{\alpha_{j_0}}{\beta_{j_0}} + \sum_{j \neq j_0} \frac{\alpha_j}{\beta_{j_0}} = \frac{\alpha_{j_0}}{\beta_{j_0}} \Rightarrow \frac{\sum_{j \neq j_0} \alpha_j}{\beta_{j_0}} = \frac{\sum_{j \neq j_0} \alpha_j}{\beta_{j_0}}.
$$

Hence, we have that

$$
\max_{1 \leq j \leq m} \left\{ \frac{\alpha_j}{\beta_j} \right\} = \frac{\sum_{j \neq j_0} \alpha_j}{\sum_{j \neq j_0} \beta_j} \leq \max_{j \neq j_0} \left\{ \frac{\alpha_j}{\beta_j} \right\} \leq \max_{1 \leq j \leq m} \left\{ \frac{\alpha_j}{\beta_j} \right\}.
$$

This means in particular that

$$
\frac{\sum_{j \neq j_0} \alpha_j}{\sum_{j \neq j_0} \beta_j} = \max_{j \neq j_0} \left\{ \frac{\alpha_j}{\beta_j} \right\},
$$

and we can conclude by induction. \qed

**Proposition 2.** If $G$ is a graph, with $C_G < \infty$, then $\text{DM}(G)$ is a non-empty convex cone.
Proof. We show first that $DM(G) \neq \emptyset$. For every $n \in \mathbb{N}$, let $\nu_n$ be a measure on $G$ such that $C_{\nu_n} \leq C_G + \frac{1}{n}$. Fix $v_0 \in V_G$ and set $\mu_n = \frac{\nu_n}{\nu_n(v_0)}$. Thus, we have $C_{\nu_n} = C_{\mu_n} \leq C_G + \frac{1}{n}$ and $\mu_n(v_0) = 1$, for every $n \in \mathbb{N}$.

We claim that, for every $v \in V_G$, we have that $\sup_n \mu_n(v) < \infty$. Indeed, this will follow by induction on $m = d(v, v_0)$; clearly, the statement holds for $m = 0$; that is, when $v = v_0$; now suppose $\sup_n \mu_n(v) < \infty$, for every $v \in V_G$, with $d(v, v_0) \leq m$, and let $w \in V_G$ with $d(w, v_0) = m + 1$; we can pick $v_1 \in V_G$ with $d(v_1, v_0) = m$ and $d(w, v_1) = 1$; hence, we have

$$\mu_n(w) \leq \mu_n(B(v_1, 1)) \leq C_G \mu_n(v_1),$$

and the claim follows.

Let now $\mathcal{U}$ be a free ultrafilter on $\mathbb{N}$, and define $\mu$ on $G$ by

$$\mu(v) = \lim_{n \in \mathcal{U}} \mu_n(v),$$

where $\lim_{n \in \mathcal{U}}$ denotes the limit along the ultrafilter. Note that $\mu(v)$ is well defined because of the claim. It is straightforward to check now that $C_\mu = C_G$.

Another elementary proof of this fact, in the case $G$ is finite, goes as follows: Let $\lambda$ be the counting measure and $n = \lambda(V_G)$. Then we have the trivial estimate:

$$C_G \leq C_\lambda \leq n.$$

Note also that for $\alpha > 0$, $C_{\alpha \mu} = C_\mu$, where $\alpha \mu$ is the measure given by scalar multiplication ($[\alpha \mu](j) = \alpha \cdot \mu(j)$ for every $j \in V_G$). Therefore, we can assume without loss of generality that the measures we deal with, when computing the infimum in $C_G$, satisfy $\mu(V_G) = 1$ and $C_\mu \leq n$. Thus, for any such measure and any $j \in V_G$, we have, iterating $(1)$:

$$1 = \mu(V_G) = \mu(B(j, n)) \leq C_\mu^{\log_2 n} \mu(j) \leq n^{1+\log_2 n} \mu(j),$$

which yields

$$n^{-1-\log_2 n} \leq \min_j \mu(j).$$

We also have that $\max_j \mu(j) \leq \mu(V_G) = 1$. Hence, if we consider the following compact set (as a subset of $\mathbb{R}^n$, with the Euclidean topology):

$$K = \{\mu : n^{-1-\log_2 n} \leq \mu(j) \leq 1, \text{ for } j \in V_G\},$$

then we have

$$C_G = \inf_{\mu \in K} C_\mu.$$

Finally, note that the map

$$K \quad \longrightarrow \quad \mathbb{R}$$

$$\mu \quad \longmapsto \quad C_\mu = \sup \left\{ \frac{\mu(B(j, 2k+1))}{\mu(B(j, k))} : j \in V_G, 1 \leq k \leq n - 1 \right\}$$

is a continuous function, and we conclude that there is $\mu \in K$ such that $C_G = C_\mu$, as claimed.

Let us now study the convexity property. In order to see that $DM(G)$ is a convex cone, it is enough to show that if $\mu_1, \mu_2 \in DM(G)$, then $\mu_1 + \mu_2 \in DM(G)$. Thus,
suppose \( C_{\mu_i} = C_G \), for \( i = 1, 2 \) and let \( \mu = \mu_1 + \mu_2 \). For every \( j \in V_G \) and \( k \in \{0, 1, 2, \ldots\} \), and using Lemma 1, we have
\[
\frac{\mu(B(j, 2k + 1))}{\mu(B(j, k))} = \frac{\mu_1(B(j, 2k + 1)) + \mu_2(B(j, 2k + 1))}{\mu_1(B(j, k)) + \mu_2(B(j, k))} \\
\leq \max \left\{ \frac{\mu_1(B(j, 2k + 1))}{\mu_1(B(j, k))}, \frac{\mu_2(B(j, 2k + 1))}{\mu_2(B(j, k))} \right\} \\
\leq \max \{ C_{\mu_1}, C_{\mu_2} \} = C_G.
\]
It then follows that \( C_{\mu} \leq C_G \). By definition of \( C_G \) the conclusion follows.

**Remark 3.** There is yet another proof of Proposition 2 based on a diagonalization argument, avoiding the use of ultrafilters (and, hence, the Axiom of Choice). Regarding the geometry of \( DM(G) \), we will show, in Theorem 17, a uniqueness result for the minimizers of \( G = \mathbb{Z} \); namely, \( DM(\mathbb{Z}) \) is the ray generated by the counting measure.

3. **The constant \( C_{L_n}^0 \) for finite linear graphs**

An important information, related to \( C_G \), is the consideration of the doubling constant when restricted to the collection of neighbors of a given vertex. In particular, for a doubling measure \( \mu \) of \( G \), we define

\[
C_{\mu}^0 = \sup_{x \in V_G} \frac{\mu(B(x, 1))}{\mu(x)},
\]
and

\[
C_G^0 = \inf_{\mu} C_{\mu}^0.
\]

Observe that

\[
C_G^0 \leq C_G.
\]

Similar to the result in Proposition 2, it can be proved that the constant \( C_G^0 \), which, in general, is easier to calculate, is always attained for some particular doubling measure \( \mu \). In fact, we are now going to find the exact value of the constant \( C_{L_n}^0 \). The proof will be split in some elementary lemmas. Throughout this section, for a doubling measure \( \mu \) on \( L_n \), we set \( a_j = \mu(j) \).

We first observe that, when computing the infimum defining \( C_{L_n}^0 \) or \( C_{L_n}^0 \), the following result allows us to assume that the measure is symmetric; that is, \( a_j = a_{n+1-j} \). Recall that, by assumption, we have \( a_j > 0 \), for every \( j \).

**Lemma 4.** Given \( \mu \) on \( L_n \), let \( \tilde{\mu}(j) = \mu(j) + \mu(n + 1 - j) \). Then, \( C_{\tilde{\mu}}^0 \leq C_{\mu}^0 \) and \( C_{\tilde{\mu}} \leq C_{\mu} \).

**Proof.** Given \( 0 \leq k \leq \left\lceil \frac{n-1}{2} \right\rceil \), for every \( 1 \leq j \leq n \), using Lemma 1 we have
\[
\frac{\tilde{\mu}(B(j, 2k + 1))}{\tilde{\mu}(B(j, k))} = \frac{\mu(B(j, 2k + 1)) + \mu(B(n + 1 - j, 2k + 1))}{\mu(B(j, k)) + \mu(B(n + 1 - j, k))} \\
\leq \max \left\{ \frac{\mu(B(j, 2k + 1))}{\mu(B(j, k))}, \frac{\mu(B(n + 1 - j, 2k + 1))}{\mu(B(n + 1 - j, k))} \right\} \leq C_{\mu}.
\]
Hence, \( C_{\tilde{\mu}} \leq C_{\mu} \). Setting \( k = 0 \), in the above inequality, we also get \( C_{\tilde{\mu}}^0 \leq C_{\mu}^0 \).

We say that a measure \( \mu \) on \( L_n \) has a local minimum if there is \( 1 < i < n \) such that \( a_i \leq \min\{a_{i-1}, a_{i+1}\} \).
Lemma 5. If a measure $\mu$ on $L_n$ has a local minimum, then $C_\mu^0 \geq 3$.

Proof. Let $1 < i < n$ be such that $a_i \leq \min\{a_{i-1}, a_{i+1}\}$. Clearly,

$$C_\mu^0 \geq \frac{\mu(B(i, 1))}{\mu(B(i, 0))} = \frac{a_{i-1} + a_i + a_{i+1}}{a_i} \geq 3.$$ 

\[\square\]

The following particular measure will play a key role in our computations:

Lemma 6. Given $n \in \mathbb{N}$, let $\sigma$ on $L_n$ be given by

$$\sigma(j) = \sin\left(\frac{j\pi}{n+1}\right).$$

Then, $C_\sigma^0 = 1 + 2\cos(\frac{\pi}{n+1})$.

Proof. Recall the well-known formula:

$$\sin(x + y) + \sin(x - y) = 2\sin x \cos y.$$

Note that, for $1 \leq j \leq n$, using (3), we have

$$\sin\left(\frac{(j-1)\pi}{n+1}\right) + \sin\left(\frac{j\pi}{n+1}\right) + \sin\left(\frac{(j+1)\pi}{n+1}\right) \sin\left(\frac{j\pi}{n+1}\right) = 2\cos\left(\frac{\pi}{n+1}\right).$$

Therefore, we have that

$$C_\sigma^0 = \sup_{1 \leq j \leq n} \frac{\sigma(B(j, 1))}{\sigma(B(j, 0))} = \sup_{1 \leq j \leq n} \frac{\sin\left(\frac{(j-1)\pi}{n+1}\right) + \sin\left(\frac{j\pi}{n+1}\right)}{\sin\left(\frac{j\pi}{n+1}\right)} = 1 + 2\cos\left(\frac{\pi}{n+1}\right).$$

\[\square\]

Note that the counting measure $\lambda$ (or equivalently $a_j = 1$, for every $j$), satisfies $C_\lambda = C_\lambda^0 = 3$ in $L_n$, so that when computing $C_\mu^0$ we can restrict the infimum to the set of measures with $C_\mu^0 < 3$, which is actually non-empty by Lemma 6.

Lemma 7. If $\mu$ is a symmetric measure in $L_n$, with $C_\mu^0 < 3$, then $a_i < a_j < a_i$ for $1 \leq i < j \leq \lceil \frac{n}{2} \rceil$.

Proof. Using the symmetry and Lemma 5, we already know that $a_i \leq a_j$. Suppose that for some $1 \leq j < \lceil \frac{n}{2} \rceil$ we had $a_{j-1} = a_j$. Then

$$C_\mu^0 \geq \frac{\mu(B(j, 1))}{\mu(B(j, 0))} = \frac{a_{j-1} + a_j + a_{j+1}}{a_j} \geq 3.$$ 

Similarly, for $j = \lceil \frac{n}{2} \rceil$, note that $a_{j+1}$ coincides either with $a_j$ or $a_{j-1}$ (depending on whether $n$ is even or odd), so if we had $a_{j-1} = a_j$ in this case, it also follows that

$$C_\mu^0 \geq \frac{\mu(B(j, 1))}{\mu(B(j, 0))} = \frac{a_{j-1} + a_j + a_{j+1}}{a_j} = 3.$$
For the other inequality, we will prove by induction that $a_{j+1} < \frac{j+1}{j}a_j$ for $j < \left[\frac{n}{2}\right]$: For $j = 1$, if we had $a_2 \geq 2a_1$, then

$$C_\mu^0 \geq \frac{\mu(B(1,1))}{\mu(B(1,0))} = \frac{a_1 + a_2}{a_1} \geq 3.$$ 

Now, suppose $a_j < \frac{j}{j-1}a_{j-1}$. If we had $a_{j+1} \geq \frac{j+1}{j}a_j$, then

$$C_\mu^0 \geq \frac{\mu(B(j,1))}{\mu(B(j,0))} = \frac{a_{j-1} + a_j + a_{j+1}}{a_j} > \frac{j-1}{j} + 1 + \frac{j+1}{j} = 3.$$ 

In particular, it follows that for $1 \leq i < j \leq \left[\frac{n}{2}\right]$ we have $a_j < \frac{i}{i}a_i$. □

**Lemma 8.** Let $n \in \mathbb{N}$, $a_1, \ldots, a_n \in \mathbb{R}_+$, such that $a_i = a_{n+1-i}$ and $a_i \leq a_{i+1}$, for $1 \leq i < \left[\frac{n}{2}\right]$. Setting $a_0 = a_{n+1} = 0$ we have

$$\max_{1 \leq i \leq n} \left\{ \frac{a_{i-1} + a_{i+1}}{a_i} \right\} \geq 2 \cos \left( \frac{\pi}{n+1} \right).$$

**Proof.** Let $m = \left[\frac{n}{2}\right]$. Dividing all the numbers $a_i$ by the largest of them, that is $a_m$, we can take an increasing family $(\alpha_i)_{i=1}^{m} \subset [0, \frac{\pi}{2}]$ such that for $1 \leq i \leq m$

$$a_i = \sin \alpha_i.$$ 

Note that $\alpha_m = \frac{\pi}{2}$. We set $a_0 = 0 = \alpha_{n+1}$, and for $1 \leq i \leq m$, let $d_i = \alpha_i - \alpha_{i-1}$. Let $1 \leq i_0 \leq m$ such that

$$d_{i_0} = \min_{1 \leq i \leq m} d_i.$$ 

Note that, in particular, since $\sum_{i=1}^{n+1} d_i = \pi$, we must have $d_{i_0} \leq \frac{\pi}{n+1}$.

Now, we distinguish three cases:

(a) Suppose that $d_{i_0+1} \leq \frac{\pi}{n+1}$. Hence, using the trigonometric formula for the sum of angles, the fact that $\cos x$ is a decreasing function for $x \in [0, \pi]$ and the choice of $i_0$ we have that

$$\max_{1 \leq i \leq n} \left\{ \frac{a_{i-1} + a_{i+1}}{a_i} \right\} \geq \frac{\sin \alpha_{i_0-1} + \sin \alpha_{i_0+1}}{\sin \alpha_{i_0}}$$

$$= \cos d_{i_0} + \cos d_{i_0+1} + \frac{\cos \alpha_{i_0}}{\sin \alpha_{i_0}} \left( \sin d_{i_0+1} - \sin d_{i_0} \right)$$

$$\geq 2 \cos \left( \frac{\pi}{n+1} \right).$$

(b) Suppose that $i_0 = m$. Note that we have $\alpha_{i_0} = \pi/2$ and depending on whether $n$ is even or odd, we would have $\alpha_{i_0+1} = \alpha_{i_0}$ or $\alpha_{i_0+1} = \alpha_{i_0-1}$. In either case we have $d_{i_0+1} \leq \frac{\pi}{n+1}$, and we proceed as in case (a).

(c) Suppose now that $i_0 < m$ and $\alpha_{i_0+1} - \alpha_{i_0} = d_{i_0+1} \geq \frac{\pi}{n+1}$. In this case, we have $\alpha_{i_0+1} \leq \pi/2$ and

$$\alpha_{i_0+1} \geq \alpha_{i_0} + \frac{\pi}{n+1}, \quad \alpha_{i_0-1} \geq \alpha_{i_0} - \frac{\pi}{n+1}.$$
Since \( \sin x \) is an increasing function for \( x \in [0, \pi/2] \) we have that
\[
\max_{1 \leq i \leq n} \left\{ \frac{a_{i-1} + a_{i+1}}{a_i} \right\} \geq \frac{\sin \alpha_{i_0} \cos \left( \frac{\pi}{n+1} \right) - \cos \alpha_{i_0} \sin \left( \frac{\pi}{n+1} \right)}{\sin \alpha_{i_0}}
\]
\[
= \frac{\sin \alpha_{i_0} \cos \left( \frac{\pi}{n+1} \right) + \cos \alpha_{i_0} \sin \left( \frac{\pi}{n+1} \right)}{\sin \alpha_{i_0}}
\]
\[
= 2 \cos \left( \frac{\pi}{n+1} \right).
\]

\[\square\]

**Remark 9.** A different proof of Lemma 8 can be given using the Chebyshev polynomials of the second kind [8], which are defined by means of the recurrence relation:
\[
\begin{align*}
U_0(x) &= 1 \\
U_1(x) &= 2x \\
U_k(x) &= 2xU_{k-1}(x) - U_{k-2}(x), \quad k = 2, 3, \ldots
\end{align*}
\]
and observing that the roots of the equation \( U_n(x) = 0 \), in increasing order, are precisely
\[
x^*_j = \cos \left( \frac{\pi(n - j + 1)}{n + 1} \right), \quad \text{for} \quad j = 1, \ldots, n.
\]

**Theorem 10.** For \( n \geq 2 \) we have that \( C_0^L_n = 1 + 2 \cos \left( \frac{\pi}{n+1} \right) \).

**Proof.** By Lemma 6, we know that
\[
C_0^L_n = \inf_{\mu} C_0^\mu \leq 1 + 2 \cos \left( \frac{\pi}{n+1} \right).
\]

For the converse inequality, since \( C_0^L_n < 3 \), using Lemma 5 we can restrict our attention to measures \( \mu \) with no local minimum. Moreover, by Lemma 4, we can also assume that the measure is symmetric with respect to \( \lceil \frac{n}{2} \rceil \), and by Lemma 7 that \( a_i < a_{i+1} \). In this case, Lemma 8 yields the conclusion. \[\square\]

For a finite graph \( G \), \( C_0^G \) is related to the spectral properties of \( G \), as the following theorem shows (see also [2] for further results on this topic). Recall that the adjacency matrix of a graph \( G \) is the matrix \( A_G \) whose \((i, j)\) entry is 1, if the edge \((i, j) \in E_G \), and 0, otherwise.

**Theorem 11.** [4, Theorem 5] For every finite graph \( G \), it holds that
\[
C_0^G = 1 + \lambda_1(A_G),
\]
where \( \lambda_1(A_G) \) denotes the largest eigenvalue of the adjacency matrix of \( G \). Moreover, the unique minimizer for \( C_0^G \), up to multiplicative constants, is the measure \( \mu \) given by the Perron eigenvector corresponding to \( \lambda_1(A_G) \).
4. $\mathbb{Z}$ as an infinite linear graph

One can consider an asymptotic version of Theorem 10 as follows: Since
\[ 1 + 2 \cos \left( \frac{\pi}{n+1} \right) \leq C_{L_n} \leq 3, \]
taking $n \to \infty$ we have that
\[ \lim_{n \to \infty} C_{L_n} = 3. \]
As, $\mathbb{Z}$ can be viewed as the limit of $L_n$, it is natural to expect that $C_{\mathbb{Z}} = 3$. Actually, the computation of $C_{\mathbb{Z}}$ will be considerably simpler than (and independent of) that of $C_{L_n}$.

For convenience, we need to recall the following well-known fact first.

**Lemma 12.** If $(X, d)$ is a metric space with infinite diameter, then every doubling measure $\mu$ on $X$ satisfies $\mu(X) = \infty$.

**Proof.** Assume on the contrary that $\mu(X) < \infty$. Fix any $x \in X$. Since $\mu(X) = \lim_{r \to \infty} \mu(B(x, r))$, for every $\varepsilon > 0$, we can find $r > 0$ such that
\[ \mu(B(x, r)) \geq (1 - \varepsilon) \mu(X). \]
Take $y \in X$ such that $d(x, y) > 3r$. In particular, since $B(y, d(x, y) - r) \cap B(x, r) = \emptyset$, it follows that
\[ \mu(B(y, d(x, y) - r)) \leq \varepsilon \mu(X). \]
On the other hand, because of our choice of $y$, we also have that
\[ B(x, r) \subset B(y, 2(d(x, y) - r)). \]
Hence,
\[ (1 - \varepsilon) \mu(X) \leq \mu(B(x, r)) \leq C_{\mu} \mu(B(y, d(x, y) - r)) \leq C_{\mu} \varepsilon \mu(X). \]
Taking $\varepsilon \to 0$ we reach a contradiction. $\square$

**Theorem 13.** $C_{\mathbb{Z}} = C_{\mathbb{Z}}^{0} = 3$.

**Proof.** Let $\lambda$ denote the counting measure on $\mathbb{Z}$. We have that
\[ C_{\lambda} = \sup \left\{ \frac{\lambda(B(n, 2k + 1))}{\lambda(B(n, k))} : n \in \mathbb{Z}, k \in \mathbb{N} \cup \{0\} \right\} = \sup \left\{ \frac{4k + 3}{2k + 1} : k \in \mathbb{N} \cup \{0\} \right\} = 3. \]
Hence, $C_{\mathbb{Z}} \leq 3$. Let us now see that $C_{\mathbb{Z}}^{0} \geq 3$. Let $\mu$ be any doubling measure on $\mathbb{Z}$. For $n \in \mathbb{Z}$, let $a_n = \mu(n)$. Note that we can assume that for every $n \in \mathbb{Z}$
\[ a_n > \min\{a_{n-1}, a_{n+1}\}. \tag{4} \]
Indeed, otherwise for some $n \in \mathbb{N}$ we would have
\[ C_{\mu} \geq \frac{\mu(B(n, 1))}{\mu(B(n, 0))} = \frac{a_{n-1} + a_n + a_{n+1}}{a_n} \geq 3. \]
Now, condition (4) for every $n \in \mathbb{Z}$ implies that the sequence $(a_n)_{n \in \mathbb{Z}}$ is either monotone increasing, or monotone decreasing, or there is $n_0$ such that $(a_n)_{n \leq n_0}$ is increasing and $(a_n)_{n \geq n_0}$ is decreasing. Thus, we can consider the limits
\[ L_+ = \lim_{n \to \infty} a_n \quad \text{and} \quad L_- = \lim_{n \to -\infty} a_n. \]
Note that if $L_+$ or $L_-$ belong to $(0, \infty)$, then $C^0_\mu \geq 3$. Indeed, assume for instance $L_+ \in (0, \infty)$, then for every $\varepsilon > 0$ there is $N \in \mathbb{N}$ such that $|a_n - L_+| \leq \varepsilon$, for $n \geq N$. In particular,
\[
C^0_\mu \geq \frac{\mu(B(N + 1, 1))}{\mu(B(N + 1, 0))} = \frac{a_N + a_{N+1} + a_{N+2}}{a_{N+1}} \geq \frac{3(L_+ - \varepsilon)}{L_+ + \varepsilon} \xrightarrow{\varepsilon \to 0} 3.
\]

Therefore, we can restrict our analysis to the following three cases:

(i) $(a_n)_{n \in \mathbb{Z}}$ is monotone increasing with $L_- = 0$ and $L_+ = \infty$, or
(ii) $(a_n)_{n \in \mathbb{Z}}$ is monotone decreasing with $L_- = \infty$ and $L_+ = 0$, or
(iii) there is $n_0$ such that $(a_n)_{n \leq n_0}$ is increasing, $(a_n)_{n \geq n_0}$ is decreasing, and $L_+ = L_- = 0$.

Assume case (i) holds. Note that for every $n \in \mathbb{N}$, we have $0 < \frac{a_{n-1}}{a_n} \leq 1$. Suppose first that
\[
\limsup_{n \to -\infty} \frac{a_{n-1}}{a_n} = 1. \tag{5}
\]

In this case, for every $\varepsilon > 0$, there is $m \in \mathbb{Z}$ such that
\[
1 - \varepsilon \leq \frac{a_{m-1}}{a_m} \leq 1.
\]

Hence, we have
\[
C^0_\mu \geq \frac{\mu(B(m, 1))}{\mu(B(m, 0))} = \frac{a_{m-1} + a_m + a_{m+1}}{a_m} \geq \frac{3 - \varepsilon}{\varepsilon \to 0} 3.
\]

On the contrary, suppose now that (5) does not hold. In that case, by the classical ratio test it follows that the series $\sum_{n \leq 0} a_n$ converges. Let $s = \sum_{n \leq 0} a_n$. Since, by hypothesis, $L_+ = \infty$, for every $M > 0$, there is $N \in \mathbb{N}$ such that $a_N \geq Ms$. Therefore, we have
\[
C_\mu \geq \frac{\mu(B(-N, 2N))}{\mu(B(-N, N))} = \frac{\sum_{n=-2N}^{N} a_n}{\sum_{n=-3N}^{0} a_n} \geq \frac{a_N}{s} \geq M.
\]

This shows that $C_\mu = \infty$, which is a contradiction.

Case (ii), follows by symmetry. Finally, in case (iii), Lemma 12 and the ratio test imply that either
\[
\limsup_{n \to \infty} \frac{a_{n+1}}{a_n} = 1,
\]
or
\[
\limsup_{n \to -\infty} \frac{a_{n-1}}{a_n} = 1,
\]
and we proceed as above to get $C^0_\mu \geq 3$. \hfill \square

A similar analysis can be made for $\mathbb{N}$:

**Theorem 14.** $C_\mathbb{N} = C^0_\mathbb{N} = 3$.

**Proof.** Let $\lambda$ denote the counting measure on $\mathbb{N}$. Note that for $j \in \mathbb{N}$, $k \geq 0$ we have that
\[
\lambda(B(j,k)) = \begin{cases} 2k + 1, & \text{if } k \leq j - 1, \\ j + k, & \text{if } k > j - 1. \end{cases}
\]
Hence, we get that
\[
C_\lambda = \sup \left\{ \frac{\lambda(B(j, 2k + 1))}{\lambda(B(j, k))} : j \in \mathbb{N}, k \in \mathbb{N} \cup \{0\} \right\}
= \max \left\{ \sup \left\{ \frac{4k + 3}{2k + 1} : 0 \leq k \leq \frac{j - 2}{2} \right\}, \sup \left\{ \frac{j + 2k + 1}{2k + 1} : \frac{j - 2}{2} < k \leq j - 1 \right\}, \sup \left\{ \frac{j + 2k + 1}{j + k} : j - 1 < k \right\} \right\} = 3.
\]
Thus, \( C_\mathbb{N} \leq 3 \). Let us now see that \( C_\mathbb{N}^0 \geq 3 \). Let \( \mu \) be any doubling measure on \( \mathbb{N} \). For \( n \in \mathbb{N} \), let \( \mu_n \) be the restriction of \( \mu \) to \( L_n \). Then, by Theorem 10,
\[
1 + 2 \cos \left( \frac{\pi}{n + 1} \right) = C_{L_n}^0 \leq C_{\mu_n}^0 \leq C_\mu^0.
\]
The last inequality follows trivially since the only quotient for \( \mu_n \) to calculate \( C_{\mu_n}^0 \), different for the measure \( \mu \) in \( \mathbb{N} \), is the one given at the leave \( n \), on which we have
\[
\frac{\mu_n(n - 1) + \mu_n(n)}{\mu_n(n)} = \frac{\mu(n - 1) + \mu(n) + \mu(n + 1)}{\mu(n)}.
\]
Hence,
\[
\lim_{n \to \infty} C_{L_n}^0 = 3 \leq C_{\mu_n}^0 \implies 3 \leq C_\mathbb{N}^0.
\]
In the remaining of this section we will see that the counting measure is the only doubling minimizer on \( \mathbb{Z} \) (up to multiplicative constant). To this end we need first a couple of lemmas:

**Lemma 15.** Let \( \mu \) be a doubling measure on \( \mathbb{Z} \) and set \( a_j = \mu(j) \), for \( j \in \mathbb{Z} \). If there exist \( j_1 < j_2 < j_3 \) in \( \mathbb{Z} \) such that \( a_{j_2} < \min\{a_{j_1}, a_{j_3}\} \), then \( C_\mu^0 > 3 \).

**Proof.** Let \( j_0 \in [j_1, j_3] \) be such that \( a_{j_0} = \min_{j \in [j_1, j_3]} a_j \). Let
\[
j_0^+ = \min\{j \geq j_0 : a_j > a_{j_0}\} \quad \text{and} \quad j_0^- = \max\{j \leq j_0 : a_j > a_{j_0}\}.
\]
Note that \( j_0 < j_0^+ \leq j_3 \) and \( j_1 \leq j_0^- < j_0 \). Now it is easy to check that
\[
C_\mu^0 \geq \max \left\{ \frac{\mu(B(j_0^+ - 1, 1))}{\mu(B(j_0^- + 1, 1))}, \frac{\mu(B(j_0^- - 1, 0))}{\mu(B(j_0^+ + 1, 0))} \right\} > 3.
\]

**Lemma 16.** Let \( \mu \) be a doubling measure on \( \mathbb{Z} \) with \( C_\mu^0 = 3 \). If there is \( j_0 \in \mathbb{Z} \) such that \( a_{j_0} < a_{j_0 + 1} \), then \( a_j < a_{j + 1} \) for every \( j \leq j_0 \).

**Proof.** Assuming the hypothesis we will see that \( a_{j_0 - 1} < a_{j_0} \) and the result would follow by induction. Suppose otherwise that
\[
a_{j_0 - 1} > a_{j_0}.
\]
Since \( C_\mu = 3 \), in particular we have
\[
\frac{a_{j_0 - 1} + a_{j_0} + a_{j_0 + 1}}{a_{j_0}} = \frac{\mu(B(j_0, 1))}{\mu(B(j_0, 0))} \leq C_\mu^0 = 3
\]
which can be rewritten as
\[
\frac{a_{j_0 - 1} + a_{j_0 + 1}}{2} \leq a_{j_0}.
\]
Using the hypothesis, together with (6) and (7), we would have
\[ a_{j_0} < \frac{a_{j_0-1} + a_{j_0+1}}{2} \leq a_{j_0}, \]
which is a contradiction. \qed

**Theorem 17.** A measure \( \mu \) on \( \mathbb{Z} \) is a doubling minimizer if and only if it is constant.

**Proof.** Let us denote \( a_j = \mu(j) \) for \( j \in \mathbb{Z} \) and suppose \( \mu \) is not constant. In that case, there exists \( j_0 \in \mathbb{Z} \) such that \( a_{j_0} \neq a_{j_0+1} \). Let us assume that \( a_{j_0} < a_{j_0+1} \), as the case with the opposite inequality would follow by symmetry. By Lemmas 15 and 16, we have to distinguish to possibilities:

(i) either \( a_j \leq a_{j+1} \) for every \( j \in \mathbb{Z} \); or
(ii) there exist \( j_0 \leq j_1 < j_2 \) such that \( a_j < a_{j+1} \) for \( j \leq j_1 \), \( a_j = a_{j_2} \) for \( j_1 < j \leq j_2 \) and \( a_j > a_{j+1} \) for \( j \geq j_2 \).

First, let us suppose case (i) holds. For every \( n \in \mathbb{Z} \) let \( \mu_n \) be the measure given, for \( j \in \mathbb{Z} \), by
\[ \mu_n(j) = \mu(n + j) + \mu(-j). \]
As a direct consequence of Lemma 1, it follows that \( C_{\mu_n} = 3 \) for every \( n \in \mathbb{Z} \). Note that if \( \lim_{j \to \infty} a_j = \infty \), then \( \lim_{j \to \infty} \mu_0(j) = \infty \); thus, if we set \( i_0 \) such that \( \mu_0(i_0) = \min_{j \in \mathbb{Z}} \mu_0(j) \), then for \( N > |i_0| \) large enough we have in particular that \( \mu_0(N) = \mu_0(-N) > \mu_0(i_0) \), and by Lemma 15 we would have that \( C_{\mu_0} > 3 \), which is a contradiction. Hence, we can assume that \( \lim_{j \to \infty} a_j = \sup_{j \in \mathbb{Z}} a_j = M \in \mathbb{R}_+ \). Let also \( m = \lim_{j \to \infty} a_j = \inf_{j \in \mathbb{Z}} a_j \), which satisfies \( m \geq 0 \).

We can claim that in this case, for some \( n \in \mathbb{Z} \) we must have that the measure \( \mu_n \) is not a multiple of the counting measure. Indeed, if this were not the case, then for every \( n \in \mathbb{Z} \) there would be \( t_n \) such that for every \( j \in \mathbb{Z} \)
\[ a_{n+j} + a_{-j} = t_n. \]
In particular, taking \( j \to \infty \), we get that for every \( n \in \mathbb{Z} \)
\[ t_n = \lim_{j \to \infty} (a_{n+j} + a_{-j}) = M + m. \]
Therefore, for every \( n, j \in \mathbb{Z} \) we have that \( a_{n+j} - a_{-j} = M + m \), which implies in particular that
\[ a_n = M + m - a_0 \]
for every \( n \in \mathbb{Z} \). This is a contradiction with the assumption that \( \mu \) was not constant.

Therefore, we can take some \( n \in \mathbb{Z} \) such that \( \mu_n \) is not constant. In that case, Lemma 15 implies that \( \mu_n \) must have the form as in (ii) above and we would proceed as below.

Suppose now that we have a non-constant measure \( \mu \) with \( C_{\mu} = 3 \) satisfying condition (ii). For simplicity, and without loss of generality using a translation we can assume that \( a_0 = \sup_{j \in \mathbb{Z}} a_j \). As before let \( M = a_0 \) and \( m = \lim_{j \to \infty} a_j \). Let \( 0 < \varepsilon < \frac{M-m}{3} \). Let \( N \in \mathbb{N} \) large enough so that for every \( |j| \geq N \) we have \( |a_j - m| < \varepsilon \). Let us consider a new measure \( \tilde{\mu} \) obtained by combining the original one and a translation: For \( j \in \mathbb{Z} \) let
\[ \tilde{\mu}(j) = a_j + a_{2N+j}. \]
It follows by Lemma 1 that $C_{\tilde{\mu}} = 3$. However, we have that
\[
\begin{align*}
\tilde{\mu}(0) &= a_0 + a_{2N} = M + a_{2N} > M + m - \varepsilon, \\
\tilde{\mu}(-2N) &= a_{-2N} + a_0 = M + a_{-2N} > M + m - \varepsilon, \\
\tilde{\mu}(-N) &= a_{-N} + a_N < 2m + 2\varepsilon.
\end{align*}
\]
By our choice of $\varepsilon$ we have that $\tilde{\mu}(-N) < \min\{\tilde{\mu}(-2N), \tilde{\mu}(0)\}$, which is a contradiction with Lemma 15 and the fact that $C_{\tilde{\mu}} = 3$. $\square$

**Remark 18.** It is noteworthy to mention that the symmetries of $Z$ (translations and reflections) are implicitly playing a role in the above proof. We also refer the interested reader to [4] for further examples of graphs for which doubling constants can be computed, and in particular several instances where the automorphism group of the graph can be exploited.

It is somehow curious that $DM(N)$ does not reduce to the ray generated by the counting measure $\lambda$:

**Example 19.** For $\alpha \in [\frac{1}{2}, 1]$, if $\lambda_{\alpha}$ denotes the measure on $\mathbb{N}$ given by
\[
\lambda_{\alpha}(j) = \begin{cases} 
\alpha, & \text{if } j = 1, \\
1, & \text{if } j > 1,
\end{cases}
\]
then $C_{\lambda_{\alpha}} = 3$. Indeed, by Theorem 14, $3 = C_{\mathbb{N}} \leq C_{\lambda_{\alpha}}$ and, for $j \in \mathbb{N}$, if $k < j - 1$ we have that
\[
\frac{\lambda_{\alpha}(B(j, 2k + 1))}{\lambda_{\alpha}(B(j, k))} \leq \frac{\lambda(B(j, 2k + 1))}{\lambda(B(j, k))} \leq 3;
\]
whereas for $k \geq j - 1$ we have
\[
\frac{\lambda_{\alpha}(B(j, 2k + 1))}{\lambda_{\alpha}(B(j, k))} = \frac{\alpha + j + 2k}{\alpha + j + k - 1} \leq 2 + \frac{1}{2k + 1} \leq 3.
\]

5. **Estimates for $C_{L_n}$**

The purpose of this section is to show that the measures on $L_n$, $n \geq 3$, we are interested for computing the infimum $C_{L_n}$ have some nice properties. In particular, it is not necessary to compute all possible quotients of measures of balls appearing in the definition of $C_{\mu}$. This will be useful later on to show that, actually, $C_{L_n}$ is monotone increasing in $n$.

For a measure $\mu$ on $L_n$, $n \geq 3$, let
\[
M_1(\mu) = \sup \left\{ \frac{\mu(B(1, 2k + 1))}{\mu(B(1, k))} : 0 \leq k < \left\lfloor \frac{n - 2}{3} \right\rfloor \right\}
\]
and
\[
M_2(\mu) = \sup \left\{ \frac{\mu(B(j, 2k + 1))}{\mu(B(j, k))} : 1 < j < \left\lfloor \frac{n}{2} \right\rfloor, \right. \\
\left. \left\lfloor \frac{n}{2} \right\rfloor - j - 1 < k < \min \left\{ \frac{j - 2}{2}, \left\lfloor \frac{n - 2j}{3} \right\rfloor, \left\lfloor \frac{n}{2} \right\rfloor - j \right\} \right\}.
\]

Notice that the balls in the denominator of $M_1(\mu)$ do not contain the vertex $\left\lfloor \frac{n}{2} \right\rfloor$. On the other hand, balls in the denominator of $M_2(\mu)$ do not contain the vertex $\left\lfloor \frac{n}{2} \right\rfloor$ neither, whereas balls in the numerator of $M_2(\mu)$ always contain the vertex $\left\lfloor \frac{n}{2} \right\rfloor$.

The following result is the main estimate we will use to study $C_{L_n}$:
Theorem 20. Let $\mu$ be a symmetric measure on $L_n$. If $C^0_\mu < 3$, then

$$C_\mu = \max\{M_1(\mu), M_2(\mu), C^0_\mu\}.$$ 

Proof. The proof will be split in a series of claims. Given $\mu$ with $C^0_\mu < 3$, by Lemma 7, we have that $a_j = \mu(j)$ satisfies that $a_i < a_j < \frac{i}{l}a_i$ for $1 \leq i < j \leq \left\lfloor \frac{n}{2} \right\rfloor$. Also, since $a_j = a_{n+1-j}$, when computing $C_\mu$ we only need to consider balls centered at a vertex $1 \leq j \leq \left\lfloor \frac{n}{2} \right\rfloor$. In what follows, we will use the convention that $a_l = 0$, for $l \leq 0$ or $l > n$.

First, note that to calculate $C_\mu$ we only need quotients of balls for which the ball in the denominator is contained in $\{1, \ldots, \left\lfloor \frac{n}{2} \right\rfloor\}$:

Claim 1.

$$C_\mu = \sup \left\{ \frac{\mu(B(j, 2k+1))}{\mu(B(j, k))} : 1 \leq j \leq \left\lfloor \frac{n}{2} \right\rfloor, j + k \leq \left\lfloor \frac{n}{2} \right\rfloor \right\}.$$ 

Proof. Let $1 \leq j \leq \left\lfloor \frac{n}{2} \right\rfloor$ and $k > \left\lfloor \frac{n}{2} \right\rfloor - j$. Note that

$$\mu(B(j, k)) = \sum_{i=\left\lfloor \frac{n}{2} \right\rfloor - j+1}^{\min\{k,j-1\}} a_{j-i} + \mu\left(B\left( j, \left\lfloor \frac{n}{2} \right\rfloor - j \right) \right) + \sum_{i=\left\lfloor \frac{n}{2} \right\rfloor - j+1}^{\min\{k,n-j\}} a_{j+i},$$

and

$$\mu(B(j, 2k+1)) = \sum_{i=\left\lfloor \frac{n}{2} \right\rfloor - j+1}^{\min\{k,j-1\}} (a_{j-2i-1} + a_{j-2i}) + \mu\left(B\left( j, 2\left(\left\lfloor \frac{n}{2} \right\rfloor - j \right) + 1 \right) \right) + \sum_{i=\left\lfloor \frac{n}{2} \right\rfloor - j+1}^{\min\{k,n-j\}} (a_{j+2i} + a_{j+2i+1}).$$

For each $\left\lfloor \frac{n}{2} \right\rfloor - j < i \leq k$, we have $a_{j+2i} + a_{j+2i+1} \leq 2a_{j+i}$ and if $j-i \geq 1$ we also have $a_{j-2i-1} + a_{j-2i} \leq 2a_{j-i}$. Therefore, by Lemma 1, we have that

$$\frac{\mu(B(j, 2k+1))}{\mu(B(j, k))} \leq \max \left\{ \frac{\mu(B(j, 2\left\lfloor \frac{n}{2} \right\rfloor - j) + 1)}{\mu(B(j, \left\lfloor \frac{n}{2} \right\rfloor - j))}, \frac{a_{j-2i-1} + a_{j-2i}}{a_{j-i}}, \frac{a_{j+2i} + a_{j+2i+1}}{a_{j+i}} \right\} \leq \max \left\{ \frac{\mu(B(j, 2\left\lfloor \frac{n}{2} \right\rfloor - j) + 1)}{\mu(B(j, \left\lfloor \frac{n}{2} \right\rfloor - j))}, 2 \right\}. $$

Since $C^0_\mu \geq 2$ [10], the conclusion follows. \qed

Except for $j = \left\lfloor \frac{n}{2} \right\rfloor$, we can actually assume that the ball in the denominator does not contain the vertex $\left\lfloor \frac{n}{2} \right\rfloor$:

Claim 2. For $1 \leq j < \left\lfloor \frac{n}{2} \right\rfloor$, and $k = \left\lfloor \frac{n}{2} \right\rfloor - j$ we have

$$\frac{\mu(B(j, 2k+1))}{\mu(B(j, k))} \leq \max \left\{ \frac{\mu(B(j, 2k-1))}{\mu(B(j, k-1))}, 2 \right\}. $$

Proof. As above, we have

$$\frac{\mu(B(j, 2k+1))}{\mu(B(j, k))} \leq \frac{\mu(B(j, 2k-1)) + a_{j+2k} + a_{j+2k+1}}{\mu(B(j, k-1)) + a_{j+k}} \leq \max \left\{ \frac{\mu(B(j, 2k-1))}{\mu(B(j, k-1))}, \frac{a_{j+2k} + a_{j+2k+1}}{a_{j+k}} \right\}. $$
The conclusion follows from the fact that $a_{j+k} = a_{[\frac{n}{2}]} \geq \max\{a_{j+2k}, a_{j+2k+1}\}$.  

Claim 3. If $k \geq \lceil \frac{\alpha - 2j}{2 - \alpha} \rceil$, then

$$\frac{\mu(B(j, 2k + 1))}{\mu(B(j, k))} \leq \max\left\{ \frac{\mu(B(j, 2k - 1))}{\mu(B(j, k))}, \frac{\mu(B(j + k - 1))}{\mu(B(j, k))}, \frac{\mu(B(j - k, 1))}{\mu(B(j, k))} \right\},$$

the last term in the max appearing only when $k < j$.

Proof. Suppose $k < j$, then

$$\frac{\mu(B(j, 2k + 1))}{\mu(B(j, k))} \leq \max\left\{ \frac{a_{j-2k-1} + a_{j-2k}}{a_{j-k}}, \frac{\mu(B(j, 2k - 1))}{\mu(B(j, k))}, \frac{a_{j+2k} + a_{j+2k+1}}{a_{j+k}} \right\}.$$

Since $k \geq \lceil \frac{\alpha - 2j}{2 - \alpha} \rceil$, we have that $j + 2k > n + 1 - (j + k + 1)$ and $j + 2k + 1 \geq n + 1 - (j + k)$. Hence, by monotonicity and symmetry of the weights we have

$$\frac{a_{j+2k} + a_{j+2k+1}}{a_{j+k}} \leq \frac{a_{n+1 - (j + k + 1)} + a_{n+1 - (j + k)}}{a_{j+k}} = \frac{a_{j+k} + a_{j+k+1}}{a_{j+k}} < \frac{\mu(B(j + k, 1))}{\mu(B(j, k))}.$$

Using the monotonicity we also have

$$\frac{a_{j-2k-1} + a_{j-2k}}{a_{j-k}} \leq \frac{a_{j-k-1} + a_{j-k}}{a_{j-k}} < \frac{\mu(B(j - k, 1))}{\mu(B(j, k))}.$$

The estimate when $j \leq k$ is similar, only the term $(a_{j-2k-1} + a_{j-2k})/a_{j-k}$ does not appear in the first quotient.  

Claim 4. Let $\alpha \in (0, 1)$. If $k \leq \frac{\alpha j - 1}{2 - \alpha}, \ j + 2k + 1 \leq \lceil \frac{n}{2} \rceil$, then

$$\frac{\mu(B(j, 2k + 1))}{\mu(B(j, k))} \leq \max\left\{ \frac{\mu(B(j, 2k - 1))}{\mu(B(j, k))}, 2 + \alpha \right\}.$$

Proof. For $\alpha \in (0, 1)$ we have $k \leq \frac{\alpha j - 1}{2 - \alpha} < j$, so we proceed as above:

$$\frac{\mu(B(j, 2k + 1))}{\mu(B(j, k))} \leq \max\left\{ \frac{a_{j-2k-1} + a_{j-2k}}{a_{j-k}}, \frac{\mu(B(j, 2k - 1))}{\mu(B(j, k))}, \frac{a_{j+2k} + a_{j+2k+1}}{a_{j+k}} \right\}.$$

By monotonicity $\frac{a_{j-2k-1} + a_{j-2k}}{a_{j-k}} < 2$. Now, as $j + 2k + 1 \leq \lceil \frac{n}{2} \rceil$, by Lemma 7 we have

$$\frac{a_{j+2k} + a_{j+2k+1}}{a_{j+k}} < \frac{j + 2k + j + 2k + 1}{j + k} \leq 2 + \alpha.$$

Claim 5. If $k \geq j - 1$ then

$$\frac{\mu(B(j, 2k + 1))}{\mu(B(j, k))} \leq \frac{\mu(B(1, 2(j + k - 1) + 1))}{\mu(B(1, j + k - 1))}.$$

Proof. If $k \geq j - 1$, then $B(j, k) = B(1, j + k - 1)$. Hence,

$$\frac{\mu(B(j, 2k + 1))}{\mu(B(j, k))} = \frac{\mu(B(1, j + 2k))}{\mu(B(1, j + k - 1))} \leq \frac{\mu(B(1, 2(j + k - 1) + 1))}{\mu(B(1, j + k - 1))}.$$

Claim 6. If $\frac{j-2}{2} \leq k < j - 1$ then

$$\frac{\mu(B(j, 2k + 1))}{\mu(B(j, k))} \leq \frac{\mu(B(1, 4k + 1))}{\mu(B(1, 2k))}.$$

□
Proof. As $k < j - 1$, we have that $B(j, k)$ consists of $2k+1$ vertices. By monotonicity of the measure we have then that
\[ \mu(B(j, k)) \geq \mu(B(1, 2k)). \]
Now, since $k \geq \frac{j-2}{2}$ we have
\[ B(j, 2k+1) \subset B(1, j + 2k) \subset B(1, 4k + 1). \]
Therefore, we get
\[ \frac{\mu(B(j, 2k+1))}{\mu(B(j, k))} \leq \frac{\mu(B(1, 4k+1))}{\mu(B(1, 2k))}. \]

Now, let us finish the proof of the theorem. First note that using Claim 3 for $j = 1$ it follows that
\[ M_1(\mu) \leq \max \left\{ \sup \left\{ \frac{\mu(B(1, 2k+1))}{\mu(B(1, k))} : k \geq 0 \right\}, C^0_\mu \right\}. \]
Given $1 < j \leq \left\lceil \frac{n}{2} \right\rceil$ and $1 \leq k \leq \left\lceil \frac{n}{2} \right\rceil$, in order to bound the quotient
\[ \frac{\mu(B(j, 2k+1))}{\mu(B(j, k))} \]
by Claims 1 and 2, we can assume without loss of generality that $j + k < \left\lceil \frac{n}{2} \right\rceil$.
Suppose first that $k \geq \frac{j-2}{2}$, then by Claims 5 and 6,
\[ \frac{\mu(B(j, 2k+1))}{\mu(B(j, k))} \leq M_1(\mu). \]
Hence, we can assume $k < \frac{j-2}{2}$. Let $\alpha = \frac{2j-2}{3j-2}$. By Claim 4, for $k \leq \frac{\alpha - 1}{2 - \alpha} = \frac{j-2}{2}$, as long as $j + 2k + 1 \leq \left\lceil \frac{n}{2} \right\rceil$, we get
\[ \frac{\mu(B(j, 2k+1))}{\mu(B(j, k))} \leq \max \left\{ \frac{\mu(B(j, 2k-1))}{\mu(B(j, k-1))}, 2 + \frac{2j - 2}{3j - 1} \right\}. \]
Since $j \geq 2$, for $n \geq 5$ we have that
\[ 2 + \frac{2j - 2}{3j - 2} \leq 2 + \frac{2}{3} \leq 1 + 2 \cos \left( \frac{\pi}{n+1} \right) = C^0_{\mu_{n}} \leq C^0_{\mu}. \]
Hence, for $n \geq 5$, as long as $j + 2k + 1 \leq \left\lceil \frac{n}{2} \right\rceil$, we can inductively reduce the radius $k$, and we get
\[ \frac{\mu(B(j, 2k+1))}{\mu(B(j, k))} \leq C^0_{\mu}. \]
Note that for $n \leq 4$ one can directly see that the result holds.

An application of Claim 3 yields that the only quotients of balls which are not bounded by $M_1(\mu)$ or $C^0_{\mu}$, are those appearing in the expression of $M_2(\mu)$. This finishes the proof. \qed

As an application of Theorem 20, we can show the following monotonicity property of $C_{L_n}$:

**Proposition 21.** For every $n \in \mathbb{N}$, $C_{L_n} \leq C_{L_{n+1}}$. 
Proof. By Lemma 4, it is enough to show that for every symmetric measure \( \mu \) on \( L_n+1 \) there is a measure \( \nu \) on \( L_n \) such that \( C_\nu \leq C_\mu \). We know \( C_{L_n} \leq 3 \). If \( C_{L_n} = 3 \), the statement holds trivially (in fact, we will see in Theorem 26 that this case never happens). Otherwise, if \( C_{L_n} < 3 \), we can always assume without loss of generality that \( C_\mu < 3 \). Given such \( \mu \) on \( L_n+1 \), let us consider the measure \( \nu \) on \( L_n \) defined for \( 1 \leq j \leq n \), as follows

\[
\nu(j) = \begin{cases} 
\mu(j) & \text{if } j < \left\lceil \frac{n+1}{2} \right\rceil, \\
\mu(j+1) & \text{if } j \geq \left\lceil \frac{n+1}{2} \right\rceil.
\end{cases}
\]

Let \( 0 \leq k < \left\lceil \frac{n-2}{3} \right\rceil \). If follows that \( k + 1 < \left\lceil \frac{n+1}{2} \right\rceil \) and

\[
\nu(B(1, 2k + 1)) = \nu(B(1, k)) = \begin{cases} 
\frac{\mu(B(1, k))}{\mu(B(1,k))} & \text{if } 2k + 2 < \left\lceil \frac{n+1}{2} \right\rceil, \\
\frac{\mu(B(1, k+1))}{\mu(B(1,k+1))} & \text{if } 2k + 2 \geq \left\lceil \frac{n+1}{2} \right\rceil.
\end{cases}
\]

Since \( \mu(2k + 3) \leq \mu(\left\lceil \frac{n+1}{2} \right\rceil) \), it follows that \( M_1(\nu) \leq M_1(\mu) \).

Similarly, we have

\[
\frac{\nu(B(j, 1))}{\nu(B(j, 0))} = \begin{cases} 
\frac{\mu(B(j, 1))}{\mu(B(j, 0))} & \text{if } j < \left\lceil \frac{n+1}{2} \right\rceil - 1, \\
\frac{\mu(B(j+1, 1))}{\mu(B(j+1, 0))} & \text{if } j \geq \left\lceil \frac{n+1}{2} \right\rceil + 1.
\end{cases}
\]

Note that

\[
\frac{\mu(\left\lceil \frac{n+1}{2} \right\rceil - 2) + \mu(\left\lceil \frac{n+1}{2} \right\rceil - 1) + \mu(\left\lceil \frac{n+1}{2} \right\rceil - 1)}{\mu(\left\lceil \frac{n+1}{2} \right\rceil - 1)} \leq \frac{\mu(B(\left\lceil \frac{n+1}{2} \right\rceil - 1, 1))}{\mu(B(\left\lceil \frac{n+1}{2} \right\rceil - 1, 0))},
\]

and also that

\[
\frac{\mu(\left\lceil \frac{n+1}{2} \right\rceil - 1) + \mu(\left\lceil \frac{n+1}{2} \right\rceil + 1) + \mu(\left\lceil \frac{n+1}{2} \right\rceil + 2)}{\mu(\left\lceil \frac{n+1}{2} \right\rceil + 1)} \leq \frac{\mu(B(\left\lceil \frac{n+1}{2} \right\rceil + 1, 1))}{\mu(B(\left\lceil \frac{n+1}{2} \right\rceil + 1, 0))}.
\]

Thus, \( C_0^\mu \leq C_0^\nu \).

Finally, for \( j, k \) as in the formula for \( M_2(\nu) \), we have \( j + k < \left\lceil \frac{n}{2} \right\rceil \leq \left\lceil \frac{n+1}{2} \right\rceil \), which implies that \( \nu(B(j, k)) = \mu(B(j, k)) \). Hence, we have

\[
\frac{\nu(B(j, 2k + 1))}{\nu(B(j, k))} = \begin{cases} 
\frac{\mu(B(j, 2k+1))}{\mu(B(j, k))} & \text{if } j + 2k + 1 < \left\lceil \frac{n+1}{2} \right\rceil, \\
\frac{\mu(B(j, 2k+1))}{\mu(B(j, k))} & \text{if } j + 2k + 1 \geq \left\lceil \frac{n+1}{2} \right\rceil.
\end{cases}
\]

Since, \( \mu(j + 2k + 2) \leq \mu(\left\lceil \frac{n+1}{2} \right\rceil) \), it follows that \( M_2(\nu) \leq C_\mu \). The conclusion follows by Theorem 20. \( \square \)

6. \( C_\mu \) for a Doubling Minimizer on \( L_n \)

We will show now that for doubling minimizers on \( L_n \) one can actually get rid of \( M_2(\mu) \) in Theorem 20. We emphasize that for this we have to make use of the fact that a measure \( \mu \) is a doubling minimizer, and not only that \( C^0_\mu < 3 \).

To this end, let us introduce the following notation: given a measure \( \mu \) on \( L_n \), a vertex \( 1 \leq i \leq n \) and \( \theta \in \mathbb{R} \), let \( \mu_{i, \theta} \) be the measure given by

\[
\mu_{i, \theta}(j) = \begin{cases} 
\mu(j) & \text{if } j \neq i, \\
\mu(i) + \theta & \text{if } j = i.
\end{cases}
\]
Proposition 22. For every $n \in \mathbb{N}$, if $\mu$ is a symmetric measure on $L_n$ such that $C_{L_n} = C_{\mu}$, then

$$C_{\mu} = \max\{M_1(\mu), C_{\mu}^0\}.$$ 

Proof. Suppose $\mu$ is a symmetric measure on $L_n$ such that $C_{L_n} = C_{\mu} > \max\{M_1(\mu), C_{\mu}^0\}$. In particular, $C_{\mu}\mu([\frac{n}{2}], 1) - \mu(B([\frac{n}{2}], 1)) > 0$. Hence, we can take $0 < \varepsilon < C_{\mu}\mu([\frac{n}{2}], 1) - \mu(B([\frac{n}{2}], 1))\lim_{\varepsilon \to 0}^{-1}$ and consider $\nu = \mu([\frac{n}{2}], \varepsilon)$ as in (8) (note that $\varepsilon < \mu([\frac{n}{2}])$).

Observe that for $1 \leq j < \frac{n}{2}$, we have

$$\frac{\nu(B(j, 1))}{\nu(B(j, 0))} < \frac{\mu(B(j, 1))}{\mu(B(j, 0))} \leq C_{\mu}.$$ 

By our choice of $\varepsilon$ we also have

$$\frac{\nu(B([\frac{n}{2}], 1))}{\nu(B([\frac{n}{2}], 0))} < \frac{\mu(B([\frac{n}{2}], 1)) - \varepsilon}{\mu(B([\frac{n}{2}], 0)) - \varepsilon} < C_{\mu}.$$ 

Therefore, $C_{\mu}^0 < C_{\mu}$. Now for $k < \frac{n+2}{3} < \frac{n}{2}$ we have

$$\frac{\nu(B(1, 2k + 1))}{\nu(B(1, k))} \leq \frac{\mu(B(1, 2k + 1))}{\mu(B(1, k))} \leq M_1(\mu).$$ 

Thus, $M_1(\nu) \leq M_1(\mu) < C_{\mu}$.

Finally, for $1 < j < \frac{n}{2}$ and $\frac{j+1}{2} < k < \frac{n}{2} - j$, we have

$$\frac{\nu(B(j, 2k + 1))}{\nu(B(j, k))} = \frac{\mu(B(j, 2k + 1)) - \varepsilon}{\mu(B(j, k))} < C_{\mu}.$$ 

Hence, $M_2(\nu) < C_{\mu}$. Since $C_{\mu}^0 < 3$, we can apply Theorem 20, and it follows that $C_{\nu} = \max\{M_1(\nu), M_2(\nu), C_{\nu}^0\} < C_{\mu} = C_{L_n}$. This is a contradiction, so $C_{\mu} = \max\{M_1(\mu), C_{\mu}^0\}$ as claimed. 

In order to improve this result we need to estimate the constants associated to two measures playing a key role:

Lemma 23. Let $\sigma, \lambda$ be the measures on $L_n$ given by $\sigma(j) = \sin\left(\frac{j\pi}{n+1}\right)$ and $\lambda(j) = 1$ for every $1 \leq j \leq n$. We have that

(i) $C_{\sigma}^0 = 1 + 2\cos(\pi/(n + 1))$, $M_1(\sigma) \geq 4$ for $n$ large enough, $M_2(\sigma) \leq 2$.

(ii) $C_{\lambda}^0 = 3$, $M_1(\lambda) = 2$, $M_2(\lambda) = 7/3$.

Proof. (i) $C_{\sigma}^0$ has been computed in Lemma 6. For $M_1(\sigma)$ note that given $\varepsilon > 0$, there is $m \in \mathbb{N}$ such that $\cos(\pi/m) > (1 - \varepsilon)$. Hence, for large enough $n$, using the well-known fact that $\sin x \leq x \leq \tan x$ for $x \in (0, \pi/2)$, we deduce that for $j < \frac{n+1}{m}$ we have

$$\sin\left(\frac{j\pi}{n+1}\right) \leq \frac{j\pi}{n+1} \leq \frac{\sin\left(\frac{j\pi}{n+1}\right)}{1 - \varepsilon}.$$ 

Hence,

$$M_1(\sigma) \geq \frac{\sum_{j=1}^{n+1} \sin\left(\frac{j\pi}{n+1}\right)}{\sum_{j=1}^{2m} \sin\left(\frac{j\pi}{n+1}\right)} \geq (1 - \varepsilon) \frac{\sum_{j=1}^{n+1} j}{\sum_{j=1}^{2m} j} = 4(1 - \varepsilon) \frac{n + m + 1}{n + 2m + 1}.$$
which approximates 4 for large enough $n$. Now, in order to estimate $M_2(\sigma)$ we use that $\sin\left(\frac{(j-1)n\pi}{n+1}\right) + \sin\left(\frac{j\pi}{n+1}\right) = 2\sin\left(\frac{j\pi}{2(n+1)}\right)\cos\left(\frac{j\pi}{n+1}\right)$. Thus, for $j, k$ as in the expression of $M_2$, we have

$$
\frac{\sigma(B(j, 2k+1))}{\sigma(B(j, k))} = \frac{\sum_{i=0}^{2k+1} \sin\left(\frac{(j-1)n\pi}{n+1}\right) + \sin\left(\frac{j\pi}{n+1}\right)}{\sum_{i=0}^{k} \sin\left(\frac{(j-1)n\pi}{n+1}\right) + \sin\left(\frac{j\pi}{n+1}\right)}
$$

$$
= \frac{\sum_{i=0}^{2k+1} \cos\left(\frac{i\pi}{n+1}\right)}{\sum_{i=0}^{k} \cos\left(\frac{i\pi}{n+1}\right)}
$$

$$
\leq \frac{\sum_{i=0}^{\min(2k+1, \frac{\pi}{n+1})} \cos\left(\frac{i\pi}{n+1}\right)}{\sum_{i=0}^{\min(k, \frac{\pi}{n+1})} \cos\left(\frac{i\pi}{n+1}\right)} \leq 2,
$$

where the last inequality follows from the monotonicity of cosine.

(ii) For the counting measure, it is clear that $C_\lambda^0 = 3$, $M_1(\lambda) = 2$ and $M_2(\lambda) = \sup_k \frac{4k+3}{2k+1} = 7/3$.

\[\square\]

**Lemma 24.** $C_{L_n}^0 = C_{L_n} \iff 2 \leq n \leq 8$.

**Proof.** The fact that, for $2 \leq n \leq 8$ we have that $C_{L_n}^0 = C_{L_n}$ is a straightforward calculation and can be computed using an easy optimization argument. Let us now see what happens if $n \geq 9$. Let $\sigma$ be as in Lemma 23. We claim that if $C_{L_n}^0 = C_{L_n}$, then

\begin{equation}
(9) \quad C_\sigma = C_{L_n}^0.
\end{equation}

Indeed, if $\mu$ is a minimizer for $C_{L_n}$ (see Proposition 2), then

$$
C_\mu^0 \leq C_\mu = C_{L_n} = C_{L_n}^0 \leq C_\mu^0,
$$

and, using the uniqueness of the Perron eigenvector in Theorem 11, we obtain that, for a positive constant $c > 0$, $\mu = c\sigma$. Therefore, $C_\sigma = C_\mu = C_{L_n} = C_{L_n}^0$.

We now estimate $M_1(\sigma)$ from below, using the ball of radius $k = 1$:

$$
M_1(\sigma) \geq \frac{\sin\left(\frac{n\pi}{n+1}\right) + \sin\left(\frac{2\pi}{n+1}\right) + \sin\left(\frac{3\pi}{n+1}\right) + \sin\left(\frac{4\pi}{n+1}\right)}{\sin\left(\frac{\pi}{n+1}\right) + \sin\left(\frac{2\pi}{n+1}\right)}
$$

$$
= \frac{\sin\left(\frac{5\pi}{2(n+1)}\right) \sin\left(\frac{2\pi}{n+1}\right)}{\sin\left(\frac{\pi}{2(n+1)}\right) \sin\left(\frac{\pi}{n+1}\right) \left(1 + 2\cos\left(\frac{\pi}{n+1}\right)\right)}
$$

$$
= \frac{2\sin\left(\frac{5\pi}{2(n+1)}\right) \cos\left(\frac{\pi}{n+1}\right)}{\sin\left(\frac{\pi}{2(n+1)}\right) \left(1 + 2\cos\left(\frac{\pi}{n+1}\right)\right)}
$$

Thus, in order to prove that $M_1(\sigma) > 1 + 2\cos(\pi/(n+1))$, it suffices to study when the function

$$
f(x) = \frac{\sin 5x \cos 2x}{\sin x(1 + 2\cos 2x)^2} - \frac{1}{2}
$$

satisfies that $f(x) > 0$. But, it is easy to see that

$$
f(x) = \frac{2 \cos 6x - 1}{2(1 + 2\cos 2x)^2} > 0 \iff x < \frac{\pi}{18}.
$$
we know already that \( C_\sigma \geq M_1(\sigma) > C_{L_n}^0 \), which, by (9), implies that \( C_{L_n}^0 < C_{L_n} \).

**Proposition 25.** If \( \mu \) is a symmetric measure on \( L_n \) such that \( C_\mu = C_{L_n} \), then

\[
M_1(\mu) = C_\mu^0 = C_{L_n}^0.
\]

**Proof.** If \( C_\mu = C_{L_n} \), by Proposition 22 we know \( C_\mu = \max\{C_\mu^0, M_1(\mu)\} \). In order to prove the statement we will proceed by contradiction. Suppose first \( M_1(\mu) < C_{L_n} \).

By continuity of the function \( M_1(\cdot) \) at \( \mu \), there is \( \varepsilon > 0 \) such that for any measure \( \nu \) on \( L_n \) with \( \max_{1 < j < n} \{ \nu(j) \} \leq 1 \), we have that \( M_1(\mu + \varepsilon \nu) < C_{L_n} \). Let \( \sigma(j) = \sin\left( \frac{\pi j}{n+1} \right) \).

Also, we have that

\[
C_{\mu + \varepsilon \sigma}^0 \leq \max\{C_\mu^0, C_\sigma^0\} \leq C_{L_n}^0,
\]

but since \( C_\sigma^0 = 1 + 2 \cos\left( \frac{\pi}{n+1} \right) < C_{L_n} \), for \( n \geq 9 \) (see Lemma 24), we must have \( C_{\mu + \varepsilon \sigma}^0 < C_{L_n} \). Similarly, we have

\[
M_2(\mu + \varepsilon \sigma) \leq \max\{M_2(\mu), M_2(\sigma)\},
\]

but since \( M_2(\sigma) \leq 2 < C_{L_n} \) (by Lemma 23) we must have \( M_2(\mu + \varepsilon \sigma) < C_{L_n} \). Thus, by Theorem 20 we would have that \( C_{\mu + \varepsilon \sigma} < C_{L_n} \). This is a contradiction.

Now, suppose that \( C_\mu^0 < C_{L_n} \). In that case, by continuity of \( C_\mu^0 \), there is \( \varepsilon > 0 \) such that for any measure \( \nu \) on \( L_n \) with \( \max_{1 < j < n} \{ \nu(j) \} \leq 1 \), we have that \( C_{\mu + \varepsilon \nu}^0 < C_{L_n} \).

Let \( \lambda(j) = 1 \) for every \( 1 \leq j \leq n \). Then, \( C_{\mu + \varepsilon \lambda}^0 < C_{L_n} \). Also we have

\[
M_1(\mu + \varepsilon \lambda) \leq \max\{M_1(\mu), M_1(\lambda)\}
\]

and

\[
M_2(\mu + \varepsilon \lambda) \leq \max\{M_2(\mu), M_2(\lambda)\}.
\]

By Lemma 23, both \( M_1(\lambda) < C_{L_n} \) and \( M_2(\lambda) < C_{L_n} \). Hence, by Theorem 20, we would have \( C_{\mu + \varepsilon \lambda} < C_{L_n} \). Again a contradiction. \( \square \)

**Theorem 26.** For every \( n \in \mathbb{N} \), we have that

\[
C_{L_n}^0 = 1 + 2 \cos\left( \frac{\pi}{n+1} \right) \leq C_{L_n} < 3,
\]

and, moreover,

\[
C_{L_n}^0 = C_{L_n} \iff 2 \leq n \leq 8.
\]

**Proof.** By Theorem 10 we know already that \( C_{L_n}^0 = 1 + 2 \cos\left( \frac{\pi}{n+1} \right) \), \( C_{L_n} \leq C_{L_n} \) by definition, and, for the counting measure \( \lambda \), \( C_{L_n}^0 \leq C_{L_n}^0 \leq 3 \). If \( C_{L_n} = 3 \), then \( \lambda \) would be a minimizer. By Lemma 23, we know that \( M_1(\lambda) = 2 \). But, the previous Proposition 25 tells us that, in this case, \( M_1(\lambda) = C_{L_n} = 3 \), which is a contradiction.

The second claim is precisely Lemma 24. \( \square \)

**Theorem 27.** For every \( n \in \mathbb{N} \) there is \( 2 \leq j \leq \left\lfloor \frac{n}{2} \right\rfloor \) and \( k \in \left[ \frac{n-2}{3} \right] \) such that every doubling minimizer \( \mu \) on \( L_n \) satisfies

\[
\frac{\mu(B(j, 1))}{\mu(B(j, 0))} = \frac{\mu(B(1, 2k+1))}{\mu(B(1, k))} = C_\mu.
\]
Proof. Suppose otherwise, for every $2 \leq j \leq \left\lceil \frac{n}{2} \right\rceil$ there is $\mu_j$ on $L_n$ such that $C_{\mu_j} = C_{L_n}$ and

$$\frac{\mu_j(B(j, 1))}{\mu_j(B(j, 0))} < C_{L_n}$$

Let $\mu = \sum_{j=2}^{\left\lceil \frac{n}{2} \right\rceil} \mu_j$. It is clear from Proposition 2 that $C_{\mu} = C_{L_n}$. However, by Lemma 1, it follows that $C_{\mu}^0 < C_{L_n}$. Taking the symmetrization of $\mu$ this leads to a contradiction with Proposition 25.

Similarly, if for every $k < \left\lceil \frac{n-2}{3} \right\rceil$ there is $\mu_k$ such that $C_{\mu_k} = C_{L_n}$ and

$$\frac{\mu_k(B(1, 2k + 1))}{\mu_k(B(1, k))} < C_{L_n},$$

then $\mu = \sum_{k} \mu_k$ satisfies $C_{\mu} = C_{L_n}$ but $M_1(\mu) < C_{L_n}$. This is a contradiction with Proposition 25. □

However, starting with an arbitrary doubling minimizer we next show how to modify it to construct another one with somehow better properties:

**Proposition 28.** For every $n \in \mathbb{N}$ there is a symmetric measure $\mu$ on $L_n$ such that

$$C_{L_n} = C_{\mu} = \frac{\mu(B(\left\lceil \frac{n}{2} \right\rceil, 1))}{\mu(B(\left\lceil \frac{n}{2} \right\rceil, 0))} = \frac{\mu(B(1, 2k + 1))}{\mu(B(1, k))} = \frac{\mu(B(2, 1))}{\mu(B(2, 0))},$$

where $k$ is given as in Theorem 27.

**Proof.** Let $\mu$ be a symmetric measure on $L_n$ such that $C_{\mu} = C_{L_n}$. Suppose that $\frac{\mu(B(\left\lceil \frac{n}{2} \right\rceil, 1))}{\mu(B(\left\lceil \frac{n}{2} \right\rceil, 0))} < C_{\mu}$. Let $d_n = \frac{3+(-1)^n}{2}$ and set

$$\varepsilon = \frac{C_{\mu}\mu(\left\lceil \frac{n}{2} \right\rceil) - \mu(B(\left\lceil \frac{n}{2} \right\rceil, 1))}{C_{\mu} - d_n}.$$

Let $\nu$ be the measure $\mu(\left\lceil \frac{n}{2} \right\rceil, -\varepsilon$ given as in (8) (note that $\varepsilon < \mu(\left\lceil \frac{n}{2} \right\rceil$).

The same reasoning as in the proof of Proposition 22 yields $C_{\nu} = C_{\mu}$. Moreover, by our choice of $\varepsilon$ we have

$$\frac{\nu(B(\left\lceil \frac{n}{2} \right\rceil, 1))}{\nu(B(\left\lceil \frac{n}{2} \right\rceil, 0))} = \frac{\mu(B(\left\lceil \frac{n}{2} \right\rceil, 1)) - d_n\varepsilon}{\mu(\left\lceil \frac{n}{2} \right\rceil) - \varepsilon} = C_{\mu} = C_{\nu}.$$

By Theorem 27, we have

$$C_{\nu} = \frac{\nu(B(\left\lceil \frac{n}{2} \right\rceil, 1))}{\nu(B(\left\lceil \frac{n}{2} \right\rceil, 0))} = \frac{\nu(B(1, 2k + 1))}{\nu(B(1, k))}.$$

Now, suppose $\nu$ does not satisfy the requirements of the claim, that is $\frac{\nu(B(2, 1))}{\nu(B(2, 0))} < C_{L_n}$. Let

$$\theta = C_{L_n} \nu(2) - \nu(B(2, 1)),$$

and set $\tilde{\nu} = \nu_{1, \theta}$ as in (8). It is clear that

$$\frac{\tilde{\nu}(B(2, 1))}{\tilde{\nu}(B(2, 0))} = \frac{\nu(B(\left\lceil \frac{n}{2} \right\rceil, 1))}{\nu(B(\left\lceil \frac{n}{2} \right\rceil, 0))} = C_{L_n}.$$

It is also clear that $C_{\tilde{\nu}}^0 \leq C_{\nu}^0$ and $M_1(\tilde{\nu}) < M_1(\nu)$. Finally, since $1 \notin B(j, 2k + 1)$ for every $j, k$ appearing in the expression for $M_2(\tilde{\nu})$, it follows that $M_2(\tilde{\nu}) = M_2(\nu)$. Hence, $C_{\tilde{\nu}} = C_{\nu} = C_{L_n}$, so $\tilde{\nu}$ satisfies the requirements in the claim. □
7. Final remarks

In this section we are going to recollect several remarks and open questions that we find of interest for possible future developments. Some of them are a natural consequence of the results we have already proved, and have been numerically checked on a computer, up to a certain degree of accuracy.

- It would be interesting to find out the explicit relation between $n$ and $k$ in Theorem 27, as this would improve the lower bound $1 + 2 \cos(\pi/(n + 1)) \leq C_{L_n}$. We have observed numerically that for $n \leq 200$ one essentially has $k = \lceil n - 8.66 \rceil$.

- Related to Theorem 27 and Proposition 28 we have observed that, in all cases we have been able to explicitly calculate $C_{L_n}$, most of them with the help of a computer, the following holds:

For every $n \geq 2$, there exists a symmetric doubling minimizer $\mu \in DM(L_n)$ such that,

(i) There exists $k \in \mathbb{N} \cup \{0\}$ for which

$$C_{L_n} = \frac{\mu(B(1, 2k + 1))}{\mu(B(1, k))} = \frac{\mu(B(n, 2k + 1))}{\mu(B(n, k))}.$$ 

(ii) For every $j \in \{2, \ldots, n - 1\}$,

$$C_{L_n} = \frac{\mu(B(j, 1))}{\mu(B(j, 0))}.$$

If this were the case, knowing $k$ as in the previous remark, it would a priori be possible to implement an algorithm to determine $C_{L_n}$ and calculate $\mu$ solving the following system of $\lceil \frac{n}{2} \rceil$ rational equations and unknowns (with the normalization $\mu(1) = 1$ and writing $C = C_{L_n}$):

$$\begin{cases}
C = 1 + \sum_{l=2}^{2k+2} \frac{\mu(l)}{\mu(1)} \\
C = \frac{1 + \mu(2) + \mu(3)}{\mu(2)} \\
C = \frac{\mu(2) + \mu(3) + \mu(4)}{\mu(3)} \\
\vdots \\
C = \frac{\mu(\lceil \frac{n}{2} \rceil - 1) + \mu(\lceil \frac{n}{2} \rceil) + \mu(\lceil \frac{n}{2} \rceil + 1)}{\mu(\lceil \frac{n}{2} \rceil)}.
\end{cases}$$

In particular, we have been able to solve these equations for $n \leq 201$ (recall that by Proposition 26 we have that $C_{L_n} = 1 + 2 \cos\left(\frac{\pi}{n + 1}\right)$, if $2 \leq n \leq 8$). These are some examples:

$$C_{L_9} \approx 2.9051661677540188$$ is the largest root of the equation

$$x^4 - 5x^3 + 7x^2 - 3x + 1 = 0.$$
$C_{L_{10}} \approx 2.9229996101689726$ is the largest root of the equation
\[ x^4 - 3x^3 + x - 1 = 0. \]

$C_{L_{51}} \approx 2.9969167359239086$ is the largest root of the equation
\[
\begin{align*}
x^{26} - 25x^{25} + 276x^{24} - 1747x^{23} + 68057x^{22} - 15708x^{21} \\
+ 14861x^{20} + 24091x^{19} - 92682x^{18} + 87057x^{17} + 77858x^{16} \\
- 234588x^{15} + 102327x^{14} + 199171x^{13} - 225057x^{12} \\
- 41798x^{11} + 165000x^{10} - 36531x^9 - 589763x^8 + 25759x^7 \\
+ 10011x^6 - 6268x^5 - 646x^4 + 597x^3 + 6x^2 - 12x = 0.
\end{align*}
\]

- Contrary to what happens for $\mathbb{Z}$ (Theorem 17), we do not know whether there is a unique doubling minimizer on $L_n$ (up to multiplicative constants). Observe that, as Example 19 shows, uniqueness does not hold in $\mathbb{N}$.

- Further extensions to more general graphs $G$ will be considered in the forthcoming paper [4]. In particular, the connection of the constant $C^0_G$ to spectral properties, the symmetries of doubling minimizers with respect to $\text{Aut}(G)$, the group of automorphisms of $G$, and the characterization of those graphs for which $C_G \leq 3$.
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