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Abstract

The continuous time model of dynamic asset trading is the central model of modern finance. Because trading cannot in fact take place at every moment of time, it would seem desirable to show that the continuous time model can be viewed as the limit of models in which trading can occur only at (many) discrete moments of time. This paper demonstrates that, if we take terminal wealth constraints and self-financing constraints as seriously in the discrete model as in the continuous model, then the continuous trading model need not be the limit of discrete trading models. This raises serious foundational questions about the continuous time model.
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1 Introduction

The continuous time model of dynamic asset trading introduced by Merton (1969) is the central model of modern finance. It embodies the idea that information arrives frequently in very small increments and that asset trading can occur frequently. It allows application of the powerful techniques of stochastic processes and stochastic differential equations. It is the setting for the Black and Scholes (1973) formula for the pricing of options and other derivative securities, and for the rigorous demonstration by Duffie and Huang (1985) and Anderson and Raimondo (2008) of the suggestion of Kreps (1982) that frequent trading of long-lived assets can provide the equivalent of complete markets.

Of course, trading cannot be literally continuous, but must take place at discrete moments in time. If we wish to be assured that models in which trading can be continuous are good idealizations of a world in which trading must take place at discrete moments in time, it would seem natural to insist that models in which trading can be continuous are limits – in some appropriate sense – of models in which trading must be discrete. This paper suggests, to the contrary, that models in which trading can be continuous need not be the limits of models in which trading must discrete. This seems to raise some serious foundational questions about continuous trading models.

At first glance there might seem to be little difficulty in approximating continuous trading by discrete trading. To be definite, consider a simple setting: information is revealed gradually from time 0 to time $T$, consumption takes place only at time 0 and time $T$, a finite set of assets (yielding dividends only at the terminal time) is available for trade (at given prices)
at every moment in time. Now consider a consumer who holds some initial endowment \( e \) at the terminal date \( T \) and who wishes to achieve some terminal consumption \( x \). To this end, the consumer can exercise some continuous trading strategy \( \theta \) to achieve the desired net trade \( z = x - e \). This trading strategy may require some investment at date 0 but should not require any investment thereafter; i.e., it should be \textit{self-financing}. The most obvious way to approximate \( \theta \) by a discrete trading strategy is to choose some finite sequence of times \( 0 = t_0 < t_1 < \ldots < t_k = T \), define a strategy \( \hat{\theta} \) that trades only at the times \( t_i \) (for \( i = 0, \ldots, t_{k-1} \)) and is constant on the intervening time intervals \( (t_i, t_{i+1}] \) (so that \( \hat{\theta}(t) = \theta(t_i) \) for each \( t \in (t_i, t_{i+1}] \)) and show that, as the intervals between successive times shrink to 0, the discrete strategies \( \hat{\theta} \) converge (in some sense) to the continuous strategy \( \theta \) and that the net trades that these strategies support converge (in some satisfactory sense) to the desired net trade \( z \).

However, even if the trading strategies and supported net trades converge (in some satisfactory sense), this would not seem to be enough. The problem is that the net trades \( \hat{z} \) that are supported by the discretized trading strategies \( \hat{\theta} \) need not be \textit{feasible} – the bundles \( \hat{z} + e \) need not be non-negative – so that the trading strategies \( \hat{\theta} \) could not actually be executed. Thus it would seem that we should look for some \textit{other} discrete trading strategies \( \tilde{\theta} \) that do achieve feasible net trades \( \tilde{z} \) and for which the achieved net trades \( \tilde{z} \) converge to the net trade \( z \). Theorem 1 of this paper shows that \textit{such strategies need not exist}, and Example 1 shows that non-existence can be a robust phenomenon. Theorem 2 shows that non-existence may persist, even if we enlarge the class of discrete trading strategies to allow for strategies that
trade infinitely often – faster and faster as the terminal time approaches – and Example 2 shows, again, that non-existence can be a robust phenomenon. (As the reader will see, both of these Examples are built in a very familiar framework that encompasses the standard Black-Scholes story, so there is nothing “peculiar” about them.)

These conclusions are quite different from those reached in a body of work in the finance literature. Duffie and Protter (1992), and Bertsimas, Kogan and Lo (2000), for example, demonstrate conditions under which convergence of price processes and trading strategies guarantees convergence of the associated gains process; Duffie and Protter (1992) argues in an example that continuous trading strategies can be approximated by discrete trading strategies. However, these papers – like most of the finance literature – do not treat equilibrium models and – perhaps as a consequence – do not take terminal wealth constraints seriously. In particular, in constructing discrete trading strategies that approximate a given continuous trading strategy, they do not require that the discrete trading strategies satisfy terminal wealth constraints, even when the continuous trading strategies they are designed to approximate are required to satisfy these same terminal wealth constraints. Our results show that requiring that the discrete trading strategies satisfy terminal wealth constraints and self-financing constraints imposes severe restrictions, and that these restrictions may not be satisfiable, even in relatively simple settings.

The present paper is not the only one to raise questions about the connection between discrete and continuous time modeling. Budish, Cramton and Shim (2015) and Budish et al. (2021) (the closest papers of which I am
aware) argue that, although it might be reasonable to model the flow of information as continuous (as we do here), it is not reasonable to model asset trading as continuous. In a different vein, Sadzik and Stacchetti (2015) demonstrate that the connection between the continuous time principal-agent model of Sannikov (2008) and discrete-time approximations of that model is quite sensitive to the exact specification of the information structure in the discrete-time approximations.

The results of this paper suggest that the continuous trading model does not rest on secure economic foundations; finding such foundations would seem an important direction for research. The Conclusion suggests some thoughts toward this end.

2 Framework

Here we set out the framework in which we set the problem. Because our motivation comes from thinking about equilibrium, we discuss equilibrium in both the static and dynamic settings. We follow Duffie and Huang (1985) closely, and refer the reader there for further detail. Karatzas and Shreve (1974), Jacod (1979) and Duffie (1988) are good sources for background on stochastic processes and stochastic integration and connections to economics and finance.

2.1 The Static Economy

The economy evolves over a finite interval $[0, T]$. A single good is available for consumption at the initial date 0 and the terminal date $T$; there is no
consumption at intermediate dates \( t \in (0, T) \). Uncertainty about the state of nature at date \( T \) is modeled as a probability space \((\Omega, \mathcal{F}, P)\). A date \( T \) commodity bundle is a (measurable) function \( x : \Omega \to \mathbb{R} \); we restrict to date \( T \) commodity bundles that have finite variance. Hence the commodity space is \( \mathcal{X} = \mathbb{R} \times L^2 = \mathbb{R} \times L^2(\Omega, \mathcal{F}, P) \). We write \( \hat{x} = (x_0, x) \in \mathbb{R} \times L^2 \) for a typical bundle; \( x_0 \in \mathbb{R} \) is certain consumption at time 0 and \( x \in L^2 \) is random consumption at time \( T \). We write \( 1_F \) for the characteristic function of \( F \in \mathcal{F} \).

There are \( I \) consumers, each described by a consumption set, taken to be the positive cone \( \mathbb{R}_+ \times L^2_+ \); an endowment \( \hat{e}^i = (e^i_0, e^i) \in \mathbb{R}_+ \times L^2_+ \), and a utility function \( U^i \). Throughout, we assume that endowments are bounded away from 0. In the Examples, we will assume that utility functions \( U^i \) have the form:

\[
U^i(x_0, x) = u^i(x_0) + \int_{\Omega} u^i(x(\omega)) \, dW(\omega)
\]

where \( u^i : \mathbb{R} \to \mathbb{R} \) is some strictly increasing, strictly concave felicity function.

A Walrasian (Arrow-Debreu) equilibrium is a pair \((\hat{p}, (\hat{x}^i))\) consisting of a price \( \hat{p} = (p_0, p) \in \mathbb{R}_+ \times L^2_+ \) and an \( I \)-tuple of consumption choices \( \hat{x}^i \in \mathbb{R}_+ \times L^2_+ \) such that

(i) for each \( i \): \( \hat{p} \cdot x^i \leq \hat{p} \cdot \hat{e}^i \)

(ii) for each \( i \): if \( \hat{y}^i \in \mathbb{R}_+ \times L^2_+ \) and \( U^i(\hat{y}^i) > U^i(\hat{x}^i) \) then \( \hat{p} \cdot \hat{y}^i > \hat{p} \cdot \hat{x}^i \)

(iii) \( \sum_i \hat{x}^i = \sum_i \hat{e}^i \)
2.2 The Dynamic Economy

In the dynamic economy, information is revealed gradually over time and assets can be traded as information is revealed.

2.2.1 The Evolution of Information

We describe the revelation of information by a filtration \((\mathcal{F}_t)\), an increasing family of sub-\(\sigma\)-algebras of \(\mathcal{F}\); the \(\sigma\)-algebra \(\mathcal{F}_t\) represents information available at time \(t\). We assume that the filtration \((\mathcal{F}_t)\) satisfies the usual conditions:

- \(\mathcal{F}_0\) is the \(\sigma\)-algebra of null sets (nothing is known at time 0)
- \(\mathcal{F}_T = \mathcal{F}\) (everything is known at time \(T\))
- \(\mathcal{F}_t \subset \mathcal{F}_{t'}\) if \(t < t'\)
- \(\bigcap\{\mathcal{F}_{t'} : t < t'\} = \mathcal{F}_t\) for each \(t\)

In our Examples, the information filtration will be that generated by a Standard Brownian motion. In that case we could take \(\Omega\) to be \(C_0[0, T]\), the space of continuous real-valued functions that vanish at 0, take \(\mathcal{F}\) to be \(\sigma\)-algebra generated by the cylinder sets, take \(\mathcal{F}_t\) take be the sub-\(\sigma\)-algebra algebra generated by cylinder sets in \(C_0[0, t]\), and take \(P\) to be Wiener measure.

As usual, it is convenient to view a stochastic process either as a function \(S : [0, T] \times \Omega \to \mathbb{R}\) or as a time-indexed family of random variables on \(\Omega\); in the latter case we write \(S(t) = S(t, \cdot) : \Omega \to \mathbb{R}\).
2.2.2 Assets, Asset Prices, and Trading Strategies

An asset is a claim to consumption at the terminal time. Asset $A$ yields dividends $A(\omega)$ at the terminal time if the state of the world is $\omega$; assets yield no intermediate dividends. We assume throughout that asset dividends are bounded below, so there is some $C > 0$ for which $A(\omega) \geq -C$ for each state $\omega$. (We allow asset dividends to be bounded above so that our framework includes the standard Black-Scholes model.)

$J + 1$ assets $A_0, \ldots, A_J$ are available for trade. (In the Examples we assume, as is done in many financial models, that the asset $A_0$ is riskless ($A_0 \equiv 1$) and the other assets are risky.) A portfolio is a tuple $\varphi = (\varphi_0, \ldots, \varphi_J) \in \mathbb{R}^{J+1}$; $\varphi_j$ is the holding of asset $j$. The dividend on the portfolio $\varphi$ is the function $\text{div} \varphi : \Omega \rightarrow \mathbb{R}$ defined by

$$\text{div} \varphi(\omega) = \sum_j \varphi_j A_j(\omega)$$

A trading strategy is a stochastic process

$$\theta = (\theta_0, \ldots, \theta_J) : \Omega \times [0, T] \rightarrow \mathbb{R}^{J+1}$$

We interpret $\theta(t, \omega)$ as the portfolio of assets held by a consumer at time $t$ if the state of the world is $\omega$. A price process for the asset $A$ is a semi-martingale $S$ on the probability space $(\Omega, \mathcal{F}, P)$ that is adapted to the information filtration $(\mathcal{F}_t)$. Given price processes $S = (S_0, \ldots, S_J)$ for the assets $A_0, \ldots, A_J$ and a trading strategy $\theta$ we write $\theta(t) \cdot S(t)$ for the random value/cost of $\theta$ at time $t$. 
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The trading strategy $\theta$ is \textit{admissible} if:

(i) $\theta$ is \textit{predictable} (roughly speaking, $\theta(t)$ depends only on information available \textit{before} time $t$)

(ii) each $\theta_j$ is square integrable with respect to the quadratic variation process $[S_j]$ for $S_j$

(iii) the gains process

$$G = \int \theta \, dS = \sum_j \int \theta_j \, dS_j$$

is well defined as a stochastic integral.

The admissible trading strategy $\theta$ is \textit{self-financing} if

$$\theta(t) \cdot S(t) = \theta(0) \cdot S(0) + \int_0^t \theta \, dS$$

for every $t \in [0,T]$; that is, the current value of a portfolio is its initial value plus any gains or losses accumulated from trading. The admissible trading strategy $\theta^i$ \textit{supports} the consumption bundle $\hat{F}^i$ if

(i) $e_0^i = \theta(0) \cdot S(0) + x_0^i$

(ii) $e^i + \text{div} \theta(T) = x^i$

\textbf{2.2.3 Conditional Expectations}

For any integrable function $f : \Omega \to \mathbb{R}$ and and probability measure $Q$ on $\Omega$ that is boundedly absolutely continuous with respect to $P$, we define
the conditional expectation of \( f \) with respect to \( \mathcal{F}_t \) \( E_Q(f|\mathcal{F}_t) \) as the Radon-Nikodym derivative with respect to \( Q \) of the measure \( \mu \) on \( \mathcal{F}_t \) defined by \( \mu(X) = \int_X f \, dQ \) for each \( X \in \mathcal{F}_t \). Thus,

\[
\mu(X) = \int_X f \, dQ = \int_X E_Q(f|\mathcal{F}_t) \, dQ
\]

for each \( X \in \mathcal{F}_t \). \( E_Q(f|\mathcal{F}_t) \) is an “averaged” version of \( f \). Keep in mind that \( E_Q(f|\mathcal{F}_t) \) is \( \mathcal{F}_t \)-measurable but \( f \) may not be.

\subsection{2.2.4 Risk-neutral Pricing}

For simplicity, we assume that the information structure, the assets and the price processes satisfy conditions that guarantee the existence of an equivalent risk-neutral probability measure \( Q \). That is

(i) \( P, Q \) are mutually absolutely continuous with bounded Radon-Nikodym derivatives. In particular, \( L^2(P) = L^2(Q) \).

(ii) For every time \( t \), \( S_j(t) \cdot A_j(t) = E_Q(A_j|\mathcal{F}_t) \)

The existence of the risk-neutral probability measure implies that an admissible trading strategy \( \theta \) is self-financing if and only if

\[
E_Q(\text{div } \theta(t)|\mathcal{F}_t) = E_Q(\text{div } \theta(t')|\mathcal{F}_t)
\]

for every \( t, t' \in [0, T] \).
2.2.5 Dynamic Equilibrium

Given consumers \((e^i, u^i)\) and assets \(A_0, \ldots, A_J\), a dynamic (Radner) equilibrium consists of price processes \(S\) and self-financing, admissible trading strategies \(\theta^i\) and consumption plans \(\tilde{x}^i\) for each consumer such that

(i) for each \(i\): \(\theta^i\) supports \(\tilde{x}^i\)

(ii) for each \(i\): if \(\tilde{y}^i \in \mathbb{R} \times L^2_+\) and \(U^i(\tilde{y}^i) > U^i(\tilde{x}^i)\) then \(\tilde{y}^i\) cannot be supported by any self-financing, admissible trading strategy

(iii) \(\sum_i \theta^i = 0\)

(iv) \(\sum_i \tilde{x}^i = \sum_i \tilde{e}^i\)

3 Simple Strategies

Throughout this Section, we fix the time interval \([0, T]\), the probability space \((\Omega, \mathcal{F}, P)\), the filtration \((\mathcal{F}_t)\) and assets \(A_0, \ldots, A_J\). (Prices play no role here so we do not specify them.) Fix a date \(T\) endowment \(e \in L^2_+\), assumed to be bounded away from 0, and a date \(T\) target consumption \(x \in L^2_+\) (which might be consumption in some unspecified equilibrium); write \(z = x - e\) for the target net trade.

Following [Harrison and Pliska (1982)](Harrison and Pliska (1982)), we say the trading strategy \(\theta\) is simple if there are a finite sequence of times \(0 = t_0 < t_1 < \ldots < t_N = T\) and bounded, \(\mathcal{F}_{t_i}\)-measurable functions \(h_{ij}\) such that \(\theta(t) = (h_{i0}, \ldots, h_{iJ})\) for each \(t \in (t_i, t_{i+1}]\). (That is, \(\theta\) trades only at the times \(t_0, \ldots, t_{N-1}\), and \(\theta(t)\) depends only on information available before time \(t\).)
We say that the simple strategy \( \theta \) respects the terminal wealth constraint if \( \text{div} \theta(T) + e \geq 0 \) (i.e., the terminal dividends yield a feasible net trade).  

The simple strategy \( \sigma \) supports the net trade \( z \) if \( \text{div} \theta(T) + e = z \). By definition, the sequence (or net) \((z^n)\) converges weakly to \( z \) if

\[
\langle (z^n - z), f \rangle = \int_{\Omega} (z^n - z)(\omega)f(\omega) \, dP(\omega) \to 0
\]

for every \( f \in L^2 \).

The following Theorem derives strong necessary conditions for the existence of a sequence (or net) of simple strategies that respect the terminal wealth constraint and support net trades that converge weakly to the target net trade \( z \). Example 1, which follows, shows that the failure of these necessary conditions – and hence the non-existence of such a sequence (or net) of simple strategies – can be robust.

**Theorem 1**  
If there exists a sequence (or net) \((\theta^n)\) of simple strategies that respect the terminal wealth constraint and support net trades \((z^n)\) converging weakly to the net trade \( z \) then:

For every \( \varepsilon > 0 \) there are a time \( t^* < T \), a finite \( F_{t^*} \)-measurable partition \((X_\ell)\) of \( \Omega \) and coefficients \( \{\alpha_{j\ell}\} \) such that

\[
\begin{align*}
(a) & \quad \sum (\alpha_{j\ell} \mathbf{1}_{X_\ell} A_j) + e \geq 0 \\
(b) & \quad \|z - \sum (\alpha_{j\ell} \mathbf{1}_{X_\ell} A_j)\| < \varepsilon
\end{align*}
\]

We defer the proof to Appendix A.

---

1 Note that this condition does not depend on prices.  
2 We allow for nets, not just sequences, because the weak topology on \( L^2 \) is not metrizable.
We now turn to the construction of an example that illustrates robust failure of the necessary conditions in Theorem 1. Because part of the motivation for insisting that strategies respect terminal wealth constraints comes from thinking about equilibrium, we begin with the Walrasian equilibrium of a static, two-consumer exchange economy. We then consider a dynamic setting in which asset markets are (at least potentially) *dynamically complete*, so that the dynamic (Radner) equilibrium in which assets can be traded continuously replicates the consumptions in the Walrasian equilibrium of the static economy. Because we will use the same framework for Example 2 (which illustrates robust failure of the necessary conditions in Theorem 2), we present all the details and analysis of the static economy here.

Let $B$ be a standard Brownian motion $B$ on the time interval $[0, T]$, with $(\Omega, \mathcal{F}, P)$ the underlying probability space. Let $(\mathcal{F}_t)$ be the filtration generated by $B$. Endowments and assets will be specified as smooth functions of the terminal value of the Brownian motion $B$. To define endowments, choose any smooth function $f : (-\infty, +\infty) \rightarrow (1, 3)$ with the following properties:

- $f'(c) > 0$ for $c \in (-\infty, 0)$ and $f'(c) < 0$ for $c \in (0, \infty)$
- $f(0) > 3$
- $f$ has limits: $\lim_{c \to -\infty} f(c) = \lim_{c \to +\infty} f(c) = 1$
- $f$ satisfies: $\gamma = \int_\Omega f(B(T, \omega)) \, dP(\omega) < 2$

We consider a two-consumer exchange economy. Endowments are:

$$(e^1_0, e^1) = (1, f(B(T))); (e^2_0, e^2) = (3, 4 - f(B(T)))$$
Consumers 1, 2 maximize expected utility using the same smooth, strictly concave felicity function $u$ (the particular form is not important):

$$U(x_0, x) = u(x_0) + \int_{\Omega} u(x(\omega)) dP(\omega)$$

This economy has a unique Walrasian equilibrium; equilibrium consumptions are

$$x^1 = (a, a); x^2 = (4 - a, 4 - a)$$

where $a < 2$ is a constant. \(^{3}\) To see this, note first that there is no aggregate risk in the economy; because both agents are strictly risk-averse this implies they smooth consumption perfectly at the terminal date. Hence equilibrium consumptions are $x^1 = (a_0^1, a); x^2 = (4 - a_0^1, 4 - a)$. At equilibrium, relative marginal rates of substitution are equal so

$$\frac{u'(a)}{u'(a_0^1)} = \frac{u'(4 - a)}{u'(4 - a_0^1)}$$

If $a > a_0^1$ then $4 - a < 4 - a_0^1$, because $u$ is strictly concave, this implies that $u'(a) < u'(a_0^1)$ and $u'(4 - a) > u'(4 - a_0^1)$, which would be a contradiction. Similarly, if $a < a_0^1$ then $4 - a > 4 - a_0^1$, which would again lead to a contradiction. Hence $a_0^1 = a$ and $4 - a_0^1 = 4 - a$, so equilibrium consumptions are $x^1 = (a, a); x^2 = (4 - a, 4 - a)$, as asserted.

Because date 1 equilibrium consumptions are constant and agree with date 0 consumptions, the date 0 price of any date 1 bundle coincides with its expectation (with respect to $P$). Consumer 1’s date 0 endowment is strictly

\(^{3}\)The value of $a$ depends on the felicity function $u$ and on the specific choice of $f$. 
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less than that of consumer 2 and, because $\gamma < 2$, the date 0 expectation of consumer 1’s date 1 endowment is also strictly less than that of consumer 2. Hence consumer 1’s wealth must be strictly less than that of consumer 2, and the same must be true of their equilibrium consumptions; i.e., $a < 4 - a$ and so $a < 2$ as asserted.

With this analysis in hand we turn to the first illustrative example.

**Example 1** There are two assets. $A_0$ is riskless (i.e., $A_0 \equiv 1$). $A_1$ is risky; its dividends are strictly positive and bounded above. (In Example 2, the risky asset will be strictly positive but unbounded above.) To define $A_1$, we fix a smooth strictly increasing function $g : (-\infty, +\infty) \to (0, 1)$ for which

$$\lim_{c \to -\infty} g(c) = 0 \text{ and } \lim_{c \to +\infty} g(c) = 1$$

and define the asset $A_1$ by $A_1(\omega) = g(B(T, \omega))$ for each $\omega \in \Omega$. If $g$ is real analytic, it follows from Anderson and Raimondo (2008) that the asset market is dynamically complete; in particular, the Walrasian equilibrium can be implemented by continuous trading of the assets $A_0, A_1$.

We claim that, no matter what functions $f, g$ we choose (subject to the given conditions), there do not exist simple trading strategies that respect consumer 1’s terminal wealth constraint and support net trades approximating the Walrasian net trade $z$. To do this, we will show that there is some $\varepsilon > 0$ for which the conditions (a), (b) of Theorem 1 do not obtain.

---

4Duffie and Huang (1985) provide conditions on $A_1$ under which the asset market is dynamically complete, but it is not obvious what assumptions on $g$ would yield the requisite conditions on $A_1$.

5The $\varepsilon$ we construct depends only the function $f$, which defines the endowment of consumer 1, and the number $a$, which defines the consumption — and hence the net trade
Consider the Walrasian net trade $z = a - f(B(T))$ of consumer 1. We have shown that $a < 2$; by assumption, $f(0) > 3$, so $a - f(0) < -(1 + \mu)$ for some $\mu > 0$. The terminal value of Brownian motion is normally distributed, so the set

$$F = \{ \omega \in \Omega : a - f(B(T, \omega)) < -(1 + \mu) \}$$

has strictly positive measure: $P(F) > 0$. Now fix a time $t^* < T$, a $\mathcal{F}_{t^*}$-measurable partition $\{X_\ell\}$ of $\Omega$ and coefficients $\{\alpha_{0\ell}\}, \{\alpha_{1\ell}\}$. Set

$$\Psi = \sum_\ell \left[ \alpha_{0\ell}1_{X_\ell}A_0 + \alpha_{1\ell}1_{X_\ell}A_1 \right]$$

and assume that $\Psi + e^1 \geq 0$. We will show that $\Psi \geq -1$ and then use that fact to show that $\|z - \Psi\| \geq \mu P(F)$.

To show that $\Psi \geq -1$ we begin by establishing this inequality on each set of the given partition. To this end, fix a set $X_\ell$ in the given partition. To show that $\Psi(\omega) \geq -1$ for $\omega \in X_\ell$, we first show that

$$1 + \alpha_{0\ell} + \alpha_{1\ell}A_1(\omega) \geq 0$$

To accomplish this, fix $\delta > 0$. The constraints we have imposed on $f, g$ imply that we can choose $M$ so large that

$$x > +M \Rightarrow 1 < f(x) < 1 + \delta \text{ and } 1 - \delta < g(x) < 1$$

$$x < -M \Rightarrow 1 < f(x) < 1 + \delta \text{ and } 0 < g(x) < \delta$$

Because the increments of Brownian motion are independently and normally distributed for consumer 1, but not on the function $g$, which defines the risky asset.
distributed, we can find $\mathcal{F}$-measurable subsets $Y^-, Y^+ \subset X_\ell$ such that

$$
\omega \in Y^- \Rightarrow B(T, \omega) < -M \\
\omega \in Y^+ \Rightarrow B(T, \omega) > +M
$$

(1)

By definition, for $\omega \in X_\ell$ we have $\Psi(\omega) = \alpha_{0\ell} A_0(\omega) + \alpha_{1\ell} A_1(\omega)$, so if we substitute we find that if $\omega \in Y^-$ then

$$
[\Psi(\omega) + e^1(\omega)] - [1 + \alpha_{0\ell}] = [f(\omega) + \alpha_{0\ell} + \alpha_{1\ell} g(\omega)] - [1 + \alpha_{0\ell}] < \delta + \delta \alpha_1
$$

and re-arranging yields

$$
[1 + \alpha_{0\ell}] > [\Psi(\omega) + e^1(\omega)] - \delta - \delta \alpha_{1\ell}
$$

(2)

Similarly, if $\omega \in Y^+$ then

$$
[\Psi(\omega) + e^1(\omega)] - [1 + \alpha_{0\ell} + \alpha_{1\ell}] = [f(\omega) + \alpha_{0\ell} + \alpha_{1\ell} g(\omega)] \\
- [1 + \alpha_{0\ell} + \alpha_{1\ell}] \\
< \delta + \delta \alpha_{1\ell}
$$

and re-arranging yields

$$
[1 + \alpha_{0\ell} + \alpha_{1\ell}] > [\Psi(\omega) + e^1(\omega)] - \delta - \delta \alpha_{1\ell}
$$

(3)

By assumption, $\Psi(\omega) + e^1(\omega) \geq 0$ so if we let $\delta \to 0$ in the re-arrangements
and (3), we obtain

\[ 1 + \alpha_0 \ell + \alpha_1 \ell \geq 0 \]
\[ 1 + \alpha_0 \ell \geq 0 \] (4)

By construction, \( 0 \leq A_1 \leq 1 \) so \( 1 + \alpha_0 \ell + \alpha_1 \ell A_1(\omega) \) is a convex combination of \( 1 + \alpha_0 \ell + \alpha_1 \ell \) and \( 1 + \alpha_0 \ell \):

\[ 1 + \alpha_0 \ell + \alpha_1 \ell A_1(\omega) = A_1(\omega)[1 + \alpha_0 \ell + \alpha_1 \ell] + [1 - A_1(\omega)][1 + \alpha_0 \ell] \]

In view of (4), we conclude that \( 1 + \alpha_0 \ell + \alpha_1 \ell A_1(\omega) \geq 0 \), for every \( \omega \in X_\ell \), as desired.

We now show that \( \Psi(\omega) \geq -1 \) for every \( \omega \in \Omega \). Because \( \{X_\ell\} \) is a partition of \( \Omega \), we see that for every \( \omega \in \Omega \)

\[
1 + \Psi(\omega) = 1 + \sum_\ell 1_{X_\ell} \left[ \alpha_0 \ell + \alpha_1 \ell A_1(\omega) \right] \\
= \sum_\ell 1_{X_\ell} \left[ 1 + \alpha_0 \ell + \alpha_1 \ell A_1(\omega) \right] \\
\geq 0
\]

and hence that \( \Psi(\omega) \geq -1 \) for every \( \omega \in \Omega \), as desired.

Finally, we use the fact that \( \Psi \geq -1 \) to show that \( ||\Psi - z|| \geq \mu P(F) \).

By definition, \( z = a - e = a - f(B(T, \omega)) \). Hence, for every \( \omega \in F \) we have
\( z(\omega) < -(1 + \mu) \) and \( (\Psi - z)(\omega) > \mu \). Thus,

\[
\|\Psi - z\| = \left( \int_X |(\Psi - z)(\omega)|^2 \, dP(\omega) \right)^{1/2} \\
\geq \left( \int_F |(\Psi - z)(\omega)|^2 \, dP(\omega) \right)^{1/2} \\
\geq (\mu^2 P(F))^{1/2} \\
\geq \mu P(F)
\]

which is the desired lower bound.

We conclude that if \( 0 < \varepsilon < \mu P(F) \) then there cannot exist a time \( t^* < T \), a partition \( \{X_\ell\} \) and coefficients \( \{\alpha_{0\ell}\}, \{\alpha_{1\ell}\} \) satisfying conditions (a), (b) of Theorem 1. Hence, there cannot exist a sequence (or net) of simple strategies that respect consumer 1’s terminal wealth constraint and support net trades that converge weakly to consumer 1’s Walrasian net trade. This completes Example 1. \( \square \)

To understand the bite of the terminal wealth constraints, begin by considering the implications in equation (1). The increments of Brownian motion between the time \( t^* \) and the terminal time \( T \) are normally distributed with mean 0 and standard deviation \( T - t^* \). Hence if \( T - t^* \) is small, then the differences \( |B(\omega, T) - B(\omega, t^*)| \) will be small for most \( \omega \in X_\ell \). Hence, if \( M \) is large than the sets \( Y^-, Y^+ \) will be small; i.e., have low probability. If were to allow the terminal wealth constraints to be violated with low probability, then the inequalities (2) and (3) would also be violated with low probability, and so we would no longer obtain the inequalities (4). These inequalities obtain precisely because we insist that the terminal wealth constraints be
satisfied everywhere and reject the possibility of low probability violations. We will return to this point in the Conclusion.

4 Almost Simple Strategies

The arguments for Theorem 1 and Example 1 rely on the fact that any simple trading strategy involves a last trade; the arguments could not be carried through if there were no last trade. However, in this Section, we show that, even if there is no last trade, similar reasoning leads to similar (negative) conclusions, provided we assume that strategies are self-financing. The reason is that there is a gap between any two successive trading opportunities; the requirement that the trading strategy be self-financing links all trades together and gives the terminal wealth constraint the same “bite” as it has for simple trading strategies.

To formalize this idea, we borrow the terminology of [Harrison and Kreps (1979)] and say the trading strategy $\theta$ is almost simple if there are a (possibly infinite) sequence of times $0 = t_0 < t_1 < \ldots < T$ and $\mathcal{F}_{t_i}$-measurable functions $h_{ij} \in L^2$ such that $\theta(t) = (h_{i0}, \ldots, h_{ij})$ for each $t \in (t_i, t_{i+1}]$. Thus, an almost simple strategy trades only finitely many times in every interval $[0, t)$ for $t < T$ but perhaps trades infinitely many times in every interval $(t, T)$ – trading faster and faster near the terminal date.

We consider the same setting as in Theorem 1, except that, because we employ the self-financing constraint, we need to specify the price process as well. To do so, we assume the existence of risk-neutral probability measure $Q$ which is mutually absolutely continuous with $P$, and for which the Radon-
Nikodym derivative $dQ/dP$ is bounded above and bounded away from 0. Thus, the price of the portfolio $\varphi$ at time $t \leq T$ will be $E_Q(\text{div} \varphi | F_t)$ – the expected dividends of the portfolio $\varphi$, taken with respect to $Q$, conditional on information available at time $t$.

As before, we fix a date $T$ endowment $e \in L^2_+$ (assumed to be bounded away from 0), a date $T$ target consumption $x \in L^2_+$, and write $z = x - e$ for the target net trade.

**Theorem 2** If there exists a sequence (or net) $(\theta^n)$ of self-financing, almost simple trading strategies that support feasible net trades $(z^n)$ converging weakly to the target net trade $z$, then:

For every time $t^* \in (0, T)$ and $\varepsilon > 0$ there are a time $t^{**} \in (0, t^*)$, a finite $\mathcal{F}_t^{**}$-measurable partition $\{X_\ell\}$ of $\Omega$ and coefficients $\{\alpha_{j,\ell}\}$ such that

(a) $E_Q\left[ \left( \sum_{j,\ell} \alpha_{j,\ell} 1_{X_\ell} A_j \right) + e \right| \mathcal{F}_{t^{**}} ] \geq 0$

(b) $\left\| E_Q\left[ \left( \sum_{j,\ell} \alpha_{j,\ell} 1_{X_\ell} A_j \right) - z \right| \mathcal{F}_{t^{**}} \right\| < \varepsilon$

We again defer the proof to Appendix A. The argument parallels the argument for Theorem 1, with expectations $E_Q(\cdot | F_{t^*})$ playing the role of terminal consumptions.

We now turn to the construction of an example that illustrates robust failure of the necessary conditions in Theorem 2. We use the same framework as used in Example 1, except that we use an unbounded risky asset and we need to specify the risk-neutral probability measure.

**Example 2** We treat the two-consumer exchange economy introduced before Example 1. As before, we take $A_0$ to be the riskless asset, but for illustrative
purposes we use a different risky asset. Let \( g : (-\infty, +\infty) \rightarrow (-\infty, +\infty) \) be any smooth, strictly increasing, convex function which has limits

\[
\lim_{x \to -\infty} g(x) = 0 \quad \text{and} \quad \lim_{x \to +\infty} g(x) = +\infty
\]

and for which

\[
\int_{-\infty}^{+\infty} g(x)^2 \varphi_{0,T}(x) \, dx < \infty \tag{5}
\]

Here, and below, we have written \( \phi_{\mu,\sigma} \) for the pdf of the normal distribution with mean \( \mu \) and standard deviation \( \sigma \); we write \( \Phi_{\mu,\sigma} \) for the corresponding cdf. We define the risky asset \( A_1 \) by

\[
A_1(\omega) = g(B(T, w))
\]

for each \( \omega \in \Omega \). The inequality (5) guarantees that \( \|A\| < \infty \) so \( A \in L^2 \). (As before, if \( g \) is real analytic – in particular if \( g \) is the exponential function – then it follows from Anderson and Raimondo (2008) that the asset market will be dynamically complete; in particular, the Walrasian equilibrium can be implemented by continuous trading of the assets \( A_0, A_1 \). Duffie and Huang (1985) provide other conditions on \( A_1 \) under which the asset market is dynamically complete, but it is not obvious what assumptions on \( g \) would yield the requisite conditions on \( A_1 \).) Because equilibrium consumptions are riskless, we can take the risk-neutral probability measure \( Q = P \).

Before going further, it is convenient to collect some facts about expectations of the functions \( f \) and \( g \); we defer the proofs to Appendix B.
Lemma 1 For every $\varepsilon > 0$ there is a $t(\varepsilon) < T$ such that if $t \in (t(\varepsilon), T]$ and $x_0 \in \mathbb{R}$ then

$$
E \left[ |f(B(T) - f(B(t, \omega)) = x_0| - f(x_0) | B(t, \omega) = x_0 \right] < \varepsilon
$$

$$
E \left[ f(B(T) \mid B(t, \omega)) \leq x_0 \right] < f(x_0) + \varepsilon
$$

Lemma 2 For every $t < T$ and $c \in (-\infty, +\infty)$

$$
E \left[ g(B(T) \mid g(B(t, \omega)) \geq c \right] \geq c
$$

Lemma 3 For every $\varepsilon > 0$ there exists $c(\varepsilon)$ such that if $c \leq c(\varepsilon)$ and $t \in [\varepsilon, T)$ then

$$
E \left[ g(B(T) \mid g(B(t, \omega)) = c \right] < \varepsilon
$$

$$
E \left[ g(B(T) \mid g(B(t, \omega)) \leq c \right] < \varepsilon
$$

As before, we consider the Walrasian net trade $z = a - f(B(T))$ of consumer 1. We have shown that $a < 2$; by assumption, $f(0) > 3$, so $a - f(0) < -(1 + 2\mu)$ for some $\mu > 0$. Because $f$ is strictly increasing on the interval $(-\infty, 0)$ and decreasing on the interval $(0, +\infty)$, there are unique $\lambda_1 \in (-\infty, 0), \lambda_2 \in (0, +\infty)$ for which $f(\lambda_1) = f(\lambda_2) = a + 1 + \mu$; equivalently, $a - f(\lambda_1) = f(\lambda_2) = -(1 + \mu)$. For each $t \in (0, T]$ define

$$F_t = \{ \omega \in \Omega : \lambda_1 < B(T, \omega) < \lambda_2 \} = \{ \omega \in \Omega : a - f(B(T, \omega)) < -(1 + \mu) \}
$$

Note that $P(F_t) = \Phi_{0,t}(\sigma_2) - \Phi_{0,t}(\sigma_1)$. Because the values of Brownian motion at time $t$ are normally distributed with mean 0 and standard deviation $t$, $P(F_t) > 0$ for each $t$; in particular, $P(F_T) > 0$. Set $\varepsilon = (\mu/4)P(F_T)$ and
define $t(\varepsilon)$ as in Lemma 1. Because $P(F_t)$ is a continuous function of $t$, we can choose $t^* \in (t(\varepsilon), T)$ so that $P(F_{t^*}) > P(F_T)/2$.

Now, suppose for the purpose of obtaining a contradiction, that there are a time $t^{**}$, a $\mathcal{F}_{t^{**}}$-measurable partition $\{X_\ell\}$ of $\Omega$ and coefficients $\{\alpha_{0\ell}\}, \{\alpha_{1\ell}\}$ satisfying conditions (a), (b) of Theorem 2. Set

$$
\Psi = \sum_\ell \left[ (\alpha_{0\ell}A_0 + \alpha_{1\ell}A_1) 1_{X_\ell} \right]
$$

We will show that $\|E[\Psi - z | \mathcal{F}_{t^*}]\| > \varepsilon$, which will be contradiction. As in Example 1, we proceed by first obtaining a lower bound on $\Psi$. The argument parallels that in Example 1; however, because we need to worry about expectations (conditional on $\mathcal{F}_{t^*}$) rather than on terminal values, some fussiness is required.

Fix an index $\ell$. We first show that $\alpha_{1\ell} \geq 0$. To see this suppose not, so that $\alpha_{1\ell} < 0$. Fix $M > 0$. The set $Y_\ell(M) = \{\omega \in X_\ell : g(B(t^*, \omega) \geq M\}$ is $\mathcal{F}_{t^*}$-measurable and, because the increments of Brownian motion are normally distributed and $g$ is increasing, it has positive measure. Condition (a) tells us that $E[\Psi + e | \mathcal{F}_{t^*}] \geq 0$, so we must have

$$
E[\alpha_{0\ell} + \alpha_{1\ell}A_1 + e | \mathcal{F}_{t^*}](\omega) \geq 0
$$

for every $\omega \in Y_\ell(M)$. By definition, $A_1(\omega) = g(B(T, \omega) \geq 0$. Lemma 2 implies that $E[g(T, \omega) | Y_\ell] \geq M$ for every $\omega \in Y_\ell(M)$. We have supposed
that $\alpha_{1\ell} < 0$, so

$$0 \leq E[\alpha_{0\ell} + \alpha_{1\ell}A_1 + e \mid \mathcal{F}_{t^*}](\omega) < E[\alpha_{0\ell} + e \mid \mathcal{F}_{t^*}](\omega) + \alpha_{1\ell}M$$

for every $\omega \in Y_\ell(M)$ However the first term on the right-hand side is fixed and – because $\alpha_{1\ell} < 0$ – we can make the second term arbitrarily negative. This would yield a contradiction, so we conclude that $\alpha_{1\ell} \geq 0$, as desired.

We now show that $\alpha_{0\ell} \geq -1 - \varepsilon$. To see this, fix $m > 0$ and define

$$Y'_\ell(m) = \{\omega \in X_\ell : g(B(t^*, \omega)) \leq m\}$$

$Y'_\ell(m)$ is $\mathcal{F}_{t^*}$-measurable and, because the increments of Brownian motion are normally distributed, it has positive measure. As before, the requirement (a) that $E[\Psi + e \mid \mathcal{F}_{t^*}] \geq 0$ implies that

$$E[\alpha_{0\ell} + \alpha_{1\ell}A_1 + e \mid \mathcal{F}_{t^*}](\omega) \geq 0$$

for every $\omega \in Y'_\ell(M)$. For every $\delta > 0$, Lemma 3 implies that if we choose $m$ sufficiently small then $E[g(B(T)) \mid Y'_\ell](\omega) < m(1 + \delta)$ for every $\omega \in Y'_\ell(M)$.

Hence, for $\omega \in Y'_\ell(M)$ we must have

$$0 \leq E[\Psi + e \mid \mathcal{F}_{t^*}] = E[e + \alpha_{0\ell} + \alpha_{1\ell}A_1 \mid \mathcal{F}_{t^*}] \leq (1 + \varepsilon) + \alpha_{0\ell} + \alpha_{1\ell}m(1 + \delta)$$

If we let $m \downarrow 0$ we obtain $1 + \varepsilon + \alpha_{0\ell} \geq 0$ and $\alpha_{0\ell} \geq -1 - \varepsilon$, as desired.

We have already seen that $\alpha_1 \geq 0$ and we have assumed $A_1 \geq 0$ so

$$E[\Psi(\omega) \mid \mathcal{F}_{t^*}](\omega) = \alpha_{0\ell} + \alpha_{1\ell}E[A_1 \mid \mathcal{F}_{t^*}](\omega) \geq -1 - \varepsilon$$
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for every \( \omega \in X_\ell \). Because \( \{X_\ell\} \) is a partition of \( \Omega \), we conclude that

\[
E[\Psi | F_{t^*}](\omega) \geq -1 - \varepsilon
\]

for every \( \omega \in \Omega \).

Lemma 1 implies that

\[
\left| E[ f(B(T) | F_{t^*})] - f(B(t^*, \omega)) \right| < \varepsilon
\]

By definition, \( e = f(B(T)) \) so

\[
\left| E[e | F_{t^*}] - f(B(t^*, \omega) \right| < \varepsilon
\]

Because \( z = a - e^1 \), it follows that, if \( \omega \in F_{t^*} \) then

\[
E[\Psi - z | F_{t^*}] = E[\Psi | F_{t^*}] - E[a | F_{t^*}] + E[e^1 | F_{t^*}]
\geq -(1 + \mu) - \varepsilon - a + f(B(t^*, w)) - \varepsilon
\geq -(1 + \mu) - \varepsilon + (1 + 2\mu) - \varepsilon
= \mu - 2\varepsilon
\]

By construction, \( P(F_{t^*}) > P(F_T)/2 \). It follows that

\[
\left\| E[\Psi - z | F_{t^*}] \right\|^2 \geq (\mu - 2\varepsilon)P(F_{t^*}) \geq (\mu/2)P(F_{t^*}) \geq (\mu/4)P(F_T) = \varepsilon
\]

Hence, for the chosen \( \varepsilon \) and constructed \( t^* \), there cannot exist a time \( t^{**} < T \), a partition \( \{X_\ell\} \) and scalars \( \{\alpha_0\ell\}, \{\alpha_1\ell\} \) satisfying conditions (a), (b) of
Theorem 2. Hence there cannot exist a sequence (or net) of almost simple strategies that respect consumer 1’s terminal wealth constraint and support net trades that converge weakly to consumer 1’s Walrasian net trade. □

5 Conclusion

This paper argues that, if we take terminal wealth constraints seriously, then it is not obvious how to interpret continuous trading as a limit of discrete trading. This poses a challenge for further research. Several possible approaches come to mind.

Because the negative conclusions obtained here are driven by the requirement that terminal wealth must be non-negative, it might be tempting to adopt a model in which terminal wealth is allowed to be arbitrarily negative. However, such a model would seem problematic: What does negative consumption mean? How is it possible for the consumption of a single consumer to exceed the social endowment (as would be possible if the consumption of some other consumer were negative)? Leaving aside these (and perhaps other) difficulties of interpretation, allowing arbitrarily negative consumption would certainly mean abandoning many of the utility functions (constant relative risk aversion, for instance) most commonly used – especially in finance.

A second approach might be to discretize, not only trading opportunities, but also information arrival, asset dividends, and endowments, and thus to view the continuous time model as a limit of discrete time models with different information structures, different asset dividends, and different endowments – as well as different trading opportunities. This is the approach
followed by Cox et al. (1979) (which derives the Black-Scholes option pricing formula as a limit of binomial option pricing formulae) and by He (1990) (which connects equilibrium in discrete-time models with equilibrium in continuous time models) and it is the approach followed in all computational models (of which I am aware). But this approach also seems somewhat problematical. Like the Black-Scholes formula itself, the binomial option pricing formula rests on the possibility of synthesizing an option by dynamic trading, and such synthesis rests on the possibility of trading the underlying asset *whenever its price moves*; if the price of the underlying asset can *move* every millisecond, it must be possible to *trade* every millisecond. Otherwise, we must confront the difficulty that the strategy which exactly replicates an option when trades can be made every millisecond may not be executable at all when trades can be made only every other millisecond.

A more attractive alternative might be to adopt a model in which default is possible and might occur at equilibrium. Such a model has been used by Zame (1993) to demonstrate (in a different environment) that default can play an important role in substituting for missing asset markets. However, the conclusions of such a model might well depend on the particular way in which default and the consequences of default are modeled. Zame (1993) follows (Dubey, Geanakoplos and Shubik (2005) in modeling the consequences of default in terms of utility penalties, while Geanakoplos and Zame (2014) models the consequences of default as the seizure of collateral – and these papers reach rather different conclusions about the implications of default. This suggests that the implications of incorporating default in the model might depend – perhaps quite sensitively – on the particular model of de-
fault chosen. Moreover, as all three of the cited papers show, if default is possible then it will often be optimal for agents to choose trading strategies that lead to default (with positive probability) – even in the presence of a complete set of state-contingent asset markets.

A quite different – and more speculative – alternative is to think about noise in the model(s), as suggested by the game-theoretic work of Levine and Pesendorfer (1995). They show that equilibrium in the usual model of a game with a continuum of players can be very different from equilibrium in games with a large finite number of players. In the former model, individual agents cannot be distinguished and individual deviations cannot be observed or punished; in the latter model, even “very small” agents can be distinguished and individual deviations can be observed and punished. Levine and Pesendorfer (1995) shows that the addition of (arbitrarily small amounts of) noise to the model(s) restores a close connection between the equilibria of the two models.
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Appendix A: Proofs of Theorems 1 and 2

Proof of Theorem 1  Let \( S \) be the set of simple strategies. A convex combination of simple strategies is a simple strategy, so \( S \) is a convex subset of the space of all strategies. Define \( D : S \rightarrow L^2 \) by \( D(\sigma) = \text{div} \sigma(T) \). \( D \) is a linear map so \( D(S) \) is a convex subset of \( L^2 \). \( L^2_+ \) is a convex subset of \( L^2 \), so \( L^2_+ - e \) and \( D(S) \cap (L^2_+ - e) \) are also convex subsets of \( L^2 \). Mackey's theorem (see Aliprantis and Border (1999) for example) guarantees that the weak and norm closures of \( D(S) \cap (L^2_+ - e) \) coincide. By assumption, the target net trade \( z \) belongs to the weak closure of \( D(S) \cap (L^2_+ - e) \) so it also belongs to the norm closure. Hence, given \( \delta > 0 \) (to be chosen later), we can choose a simple strategy \( \theta \) such that \( \| \text{div} \theta - z \| < \delta \) and \( \text{div} \theta + e \geq 0 \). We will show that if \( \delta \) is small enough then we can obtain (a) and (b).

We begin by choosing \( \rho \) sufficiently close to 1 that \( \| (1 - \rho) \text{div} \theta(T) \| < \delta \) and setting \( \tilde{\theta} = \rho \theta \). By assumption, \( e(\omega) \geq b \) for every \( \omega \in \Omega \), so

\[
(\text{div} \tilde{\theta}(T) + e)(\omega) = (\rho \text{div} \theta + e)(\omega) \geq (1 - \rho)b > 0
\]

for every \( \omega \in \Omega \). By construction, \( \theta \) is a simple strategy, so \( \tilde{\theta} \) is also a simple strategy. Hence there is some time \( t^* < T \) and there are bounded, \( \mathcal{F}_{t^*} \)-measurable functions \( h_j \) such that \( \tilde{\theta}(t^*) = (h_0, \ldots, h_J) \) for each \( t \in [t^*, T] \). In particular, \( D(\tilde{\theta}) = \text{div} \tilde{\theta}(T) = \sum h_j A_j \).

By assumption, the functions \( h_j \) are \( \mathcal{F}_{t^*} \)-measurable and bounded. Choose and fix some \( c > \sup\{|h_j(\omega)| : 0 \leq j \leq J, \omega \in \Omega\} \). Choose a grid of points \(-c = c_0 < c_1 \ldots < c_K = +c \) with the property that \( c_k - c_{k-1} < \delta \) for each . For each \( j = 0, 1, \ldots, J; k = 1, \ldots, K \), define \( Y_{jk} = h_j^{-1}(c_{k-1}, c_k] \). For fixed
the sets \( \{Y_{jk}\} \) form a \( \mathcal{F}_t \)-measurable partition of \( \Omega \) and, for each \( \omega \in Y_{jk} \) we have \( c_k - \delta < c_{k-1} < h_j(\omega) \leq c_k \). By assumption, asset dividends are bounded below; say \( A_j(\omega) \geq -C \) for all \( k, \omega \). Hence, if \( \omega \in Y_{jk} \) we have

\[
c_k A_j(\omega) - h_j(\omega) A_j(\omega) \geq -C \delta
\]

We can rewrite this as

\[
c_k \mathbf{1}_{Y_{jk}}(\omega) A_j(\omega) - h_j(\omega) \mathbf{1}_{Y_{jk}} A_j(\omega) \geq -C \delta \tag{6}
\]

Note that, because both terms are 0 for \( \omega \notin Y_{jk} \), the inequality \( \tag{6} \) holds for all \( \omega \in \Omega \). Moreover, because the sets \( Y_{jk} \) are disjoint, we also have

\[
\sum_k \left[ c_k \mathbf{1}_{Y_{jk}}(\omega) A_j(\omega) \right] - \sum_k \left[ h_j(\omega) \mathbf{1}_{Y_{jk}} A_j(\omega) \right] \geq -C \delta \tag{7}
\]

For each \( j \), the family \( \{Y_{jk}\} \) is a partition of \( \Omega \) so the second term on the left side is just

\[
\sum_k \left[ h_j(\omega) \mathbf{1}_{Y_{jk}} A_j(\omega) \right] = h_j(\omega) A_j(\omega) \tag{8}
\]

Now define \( \{X_\ell\} \) to be the least common refinement of the partitions \( \{Y_{jk}\} \). For each \( j, k \), define \( L(j, k) = \{ \ell : X_\ell \subset Y_{jk} \} \) and note that, by construction, the collection \( \{X_\ell : \ell \in L(j, k)\} \) is a partition of \( Y_{jk} \). Moreover, for every \( \ell \) and every \( j \), there is a unique \( k \) such that \( X_\ell \subset Y_{jk} \); we define \( \alpha_{j\ell} = c_k \) for that unique \( k \). Note that \( \alpha_{j\ell} = \alpha_{j\ell'} = c_k \) whenever \( \ell, \ell' \in L(j, k) \).

We now show that, it \( \delta \) is small enough then the partition \( \{X_\ell\} \) and the
coefficients \( \{\alpha_{j\ell}\} \) satisfy conditions (a), (b).

For given \( j, \ell \), there is a unique \( k \) with \( X_\ell \subset Y_{jk} \) so \( \alpha_{j\ell} = c_k \). Hence

\[
\alpha_{j\ell} 1_{X_\ell} A_j - h_j 1_{X_\ell} A_j = (c_k - h_j) 1_{X_\ell} A_j \geq -C\delta
\]

Because \( \{X_\ell\} \) is a partition of \( \Omega \) it follows that

\[
\sum_\ell \alpha_{j\ell} 1_{X_\ell} A_j - h_j A_j \geq -C\delta
\]

and hence that

\[
\sum_{j, \ell} \alpha_{j\ell} 1_{X_\ell} A_j - \sum_j h_j A_j \geq -(J+1)C\delta
\]

By construction, \( \sum_j h_j A_j + e \geq (1 - \rho)b \) so

\[
\sum_{j, \ell} \alpha_{j\ell} 1_{X_\ell} A_j + e \geq \sum_j h_j A_j + e - (J+1)C\delta \geq (1 - \rho)b - (J+1)C\delta
\]

Thus, if \( \delta \) is small enough then

\[
\sum_{j, \ell} \alpha_{j\ell} 1_{X_\ell} A_j + e \geq 0
\]

which is (a).

To see (b), use the triangle inequality, recall that \( \| \sum_j h_j A_j - z \| < \delta \) (by
construction), and use the definition of $\Psi$ to obtain

$$\left| \sum_{j,\ell} \alpha_{j\ell} 1_{X_{\ell}} A_j - z \right| \leq \left| \sum_{j,\ell} \alpha_{j\ell} 1_{X_{\ell}} A_j - \sum_j h_j A_j \right| + \left| \sum_j h_j A_j - z \right|$$

$$\leq \left| \sum_{j,\ell} (\alpha_{j\ell} - h_j) 1_{X_{\ell}} A_j \right| + \delta$$

$$= \left| \sum_j \left( \sum_{\ell} c_k - h_j \right) 1_{X_{\ell}} A_j \right| + \delta$$

$$\leq \sum_j \delta \|A_j\| + \delta$$

$$= \delta \left( \sum_j \|A_j\| + 1 \right)$$

The assets $A_j$ belong to $L^2$ so their norms are finite, so again, if $\delta$ is small enough we will have $\| \sum_{j,\ell} \alpha_{j\ell} 1_{X_{\ell}} A_j \| < \varepsilon$, which is (b), so the proof is complete. □

**Proof of Theorem 2** The proof closely parallels that of Theorem 1, except that conditional expectations (with respect to the risk-neutral probability measure $Q$) at time $t^*$ play the role of consumptions at the terminal time $T$.

Let $\mathcal{A}$ be the set of almost simple strategies. A convex combination of simple strategies is a simple strategy, so $\mathcal{A}$ is a convex subset of the space of all strategies. Define $D : \mathcal{A} \to L^2$ by $D(\sigma) = \text{div} \sigma(T)$. $D$ is a linear map so $D(\mathcal{A})$ is a convex subset of $L^2$. $L^2_+$ is a convex subset of $L^2$, so $L^2_+ - \varepsilon$ and $D(\mathcal{A}) \cap (L^2_+ - \varepsilon)$ are also convex subsets of $L^2$. Mackey’s theorem again guarantees that the weak and norm closures of $D(\mathcal{A}) \cap (L^2_+ - \varepsilon)$ coincide. By assumption, the target net trade $z$ belongs to the weak closure of $D(\mathcal{A}) \cap
\((L_+^2 - e)\) so it also belongs to the norm closure. Hence, for each \(\delta > 0\) (to be chosen later) there is an almost simple strategy \(\theta\) such that \(\| \text{div} \theta(T) - z \| < \delta\) and \(\text{div} \theta(T) + e \geq 0\).

Choose \(\rho < 1\) so that
\[\|(1 - \rho) \text{div} \theta(T)\| < \delta\]
and set \(\tilde{\theta} = \rho \theta\). Because \(\theta\) is almost simple, so is \(\tilde{\theta}\). Hence there are a time \(t^{**} < t^*\) and bounded, \(\mathcal{F}_{t^*}\)-measurable functions \(h_j\) such that \(\tilde{\theta}(t) = (h_0, \ldots, h_J)\) for each \(t \in [t^{**}, t^*]\). Arguing exactly as in the proof of Theorem 1, we can find a finite \(\mathcal{F}_{t^*}\)-measurable partition \(\{X_\ell\}\) of \(\Omega\) and scalars \(\alpha_{j\ell}\) such that \(0 < \beta_{j\ell} - h_j(\omega) < \delta\) for each \(j, \ell\) and each \(\omega \in X_\ell\). We now show that, it \(\delta\) is small enough then the partition \(\{X_\ell\}\) and the coefficients \(\{\alpha_{j\ell}\}\) satisfy (a), (b).

To obtain (a), recall that, by construction, \(\text{div} \tilde{\theta}(t^*) + e \geq (1 - \rho)b\). Hence, because \(\tilde{\theta}\) is self-financing, we have
\[E_Q \left[ \sum_j h_j A_j + e \mid \mathcal{F}_t \right] = E_Q \left[ \text{div} \tilde{\theta}(t^*) + e \mid \mathcal{F}_t \right] \geq (1 - \rho)b\]
We have assumed that the assets \(A_j\) are bounded below – say \(A_j \geq -C\) for each \(j\) – so their conditional expectations are also bounded below; \(E_Q[A_j | \mathcal{F}_t] \geq -C\) for each \(j\) and each time \(t \leq T\). Hence
\[\sum_{j, \ell} \alpha_{j\ell} 1_{X_\ell} A_j - \sum_j h_j A_j \geq -(J + 1)C\delta\]
Putting these together yields

\[
E_Q \left[ \sum_{j, \ell} \alpha_j \mathbb{1}_{X_{\ell}} A_j + e \mid \mathcal{F}_{t^*} \right] \geq E_Q \left[ \sum_j h_j A_j + e \mid \mathcal{F}_{t^*} \right] - (J + 1)C\delta
\]

\[
\geq (1 - \rho)b - (J + 1)C\delta
\]

If \( \delta \) is small enough then the last term is positive, so we have (a).

To see (b), note that first, for each asset \( A_j \), Jensen’s inequality yields

\[
\| E_Q [A_j \mid \mathcal{F}_{t^*}] \|^2_Q = \int_{\Omega} (E_Q [A_j \mid \mathcal{F}_{t^*}])^2 dQ
\]

\[
\leq \int_{\Omega} E_Q [A_j^2 \mid \mathcal{F}_{t^*}] dQ
\]

\[
= \int_{\Omega} A_j^2 dQ
\]

\[
= \| A_j \|^2_Q
\]

where we have written \( \| \cdot \|_Q \) for the norm in \( L^2(\Omega, \mathcal{F}, Q) \). By assumption, \( P, Q \) are mutually boundedly absolutely continuous, so \( L^2(\Omega, \mathcal{F}, Q) = L^2(\Omega, \mathcal{F}, P) \) and there is some constant \( K \) for which

\[
\frac{1}{K} \| f \|_Q \leq \| f \|_P \leq K \| f \|_Q
\]

for every \( f \in L^2(\Omega, \mathcal{F}, Q) = L^2(\Omega, \mathcal{F}, P) \). Thus

\[
\| E_Q [A_j \mid \mathcal{F}_{t^*}] \| \leq K \| A_j \| \tag{9}
\]

Now use the triangle inequality, together with (9) and our choice of \( \theta, \tilde{\theta} \) to obtain:
\[ E_Q \left[ \sum_{j,\ell} \alpha_{j\ell} \mathbf{1}_{X_j} A_j - z \mid \mathcal{F}_{t^*} \right] = E_Q \left[ \sum_{j,\ell} \alpha_{j\ell} \mathbf{1}_{X_j} A_j \mid \mathcal{F}_{t^*} \right] - E_Q \left[ z \mid \mathcal{F}_{t^*} \right] \]
\[ \leq \left\| E_Q \left[ \sum_{j,\ell} \alpha_{j\ell} \mathbf{1}_{X_j} A_j \mid \mathcal{F}_{t^*} \right] - E_Q \left[ \sum_j h_j A_j \mid \mathcal{F}_{t^*} \right] \right\| \]
\[ + \left\| E_Q \left[ \sum_j h_j A_j \mid \mathcal{F}_{t^*} \right] - E_Q \left[ z \mid \mathcal{F}_{t^*} \right] \right\| \]
\[ = \left\| E_Q \left[ \sum_{j,\ell} (\alpha_{j\ell} - h_j) \mathbf{1}_{X_j} A_j \mid \mathcal{F}_{t^*} \right] \right\| \]
\[ + \left\| E_Q \left[ \sum_j h_j A_j - z \mid \mathcal{F}_{t^*} \right] \right\| \]
\[ \leq \delta \sum_j \|A_j\|_Q + \left\| E_Q \left[ \sum_j \text{div} \tilde{\theta}(T) - z \mid \mathcal{F}_{t^*} \right] \right\| \]
\[ \leq \delta K \sum_j \|A_j\| + K \left\| \sum_j \text{div} \tilde{\theta}(T) - z \right\| \]
\[ \leq \delta K \sum_j \|A_j\| + K \delta \]
\[ = \delta \left( \sum_j \|A_j\| + K \right) \]

If \( \delta \) is small enough then the last term will be less than \( \epsilon \), so we will have (b), and the proof is complete. \( \blacksquare \)
Appendix B: Proofs of Lemmas 1, 2 and 3

Recall that we write $\phi_{\mu,\sigma}$ and $\Phi_{\mu,\sigma}$ for the pdf and cdf (respectively) of the normal distribution with mean 0 and standard deviation $\sigma$. We begin with Lemma 1, which addresses the function $f$. Recall that we have assumed $f$ is smooth, increasing on $(-\infty, 0)$, decreasing on $(0, \infty)$, and has limits

$$\lim_{x \to -\infty} f(x) = \lim_{x \to +\infty} f(x) = 1$$

**Proof of Lemma 1** Given $\varepsilon > 0$, choose $M$ so large that $f(x) < 1 + \varepsilon/2$ for $x \in (-\infty, -M] \cup [+M, +\infty)$. The interval $[-(1 + M), +(1 + M)]$ is compact, so $f$ is uniformly continuous on that interval. Hence there is some $\delta > 0$ such that if $x, x' \in [-1 + M), +(1 + M)]$ and $|x - x'| < \delta$ then $|f(x) - f(x')| < \varepsilon/2$; there is no loss in assuming that $\delta < 1$. Because $f(x) < 1 + \varepsilon/2$ for $x \in (-\infty, -M] \cup [+M, +\infty)$, it follows that if $x, x' \in \mathbb{R}$ and $|x - x'| < \delta$ then $|f(x) - f(x')| < \varepsilon/2$. Choose $t(\varepsilon)$ sufficiently close to $T$ that $\Phi_{0,T-t(\varepsilon)}(+\delta) - \Phi_{0,T-t(\varepsilon)}(-\delta) > 1 - \varepsilon/(2f(0))$. Note that if $t(\varepsilon) \leq t < T$ then we also have $\Phi_{0,T-t(+\delta)} - \Phi_{0,T-t(-\delta)} > 1 - \varepsilon/(2f(0))$.

Now fix $t$ with $t(\varepsilon) \leq t < T$ and $x_0 \in \mathbb{R}$. Set $\sigma = T - t$. Because the increments of Brownian motion are independent and normally distributed, we can write

$$E\left[ f(B(T) \mid B(t, \omega) = x_0) \right] = \int_{-\infty}^{+\infty} f(x_0 + x)\phi_{0,\sigma}(x) \, dx$$
We can decompose the integral in the following way:

\[ \int_{-\infty}^{+\infty} f(x_0 + x)\phi_{0,\sigma}(x) \, dx = \int_{-\infty}^{-\delta} f(x_0 + x)\phi_{0,\sigma}(x) \, dx \]

\[ \hspace{2cm} + \int_{-\delta}^{+\delta} f(x_0 + x)\phi_{0,\sigma}(x) \, dx \]

\[ \hspace{2cm} + \int_{+\delta}^{+\infty} f(x_0 + x)\phi_{0,\sigma}(x) \, dx \]

To estimate the first and third integrals, note that by construction, \(1 \leq f(x) \leq f(0)\) for all \(x\), and \(\Phi_{0,\sigma}(+\delta) - \Phi_{0,\sigma}(-\delta) > 1 - \varepsilon/(2f(0))\), so that the sum of the first and third integrals is bounded by \(f(0)[\varepsilon/(2f(0))]\). To estimate the second integral, first use the triangle inequality to write

\[ \left| \int_{-\delta}^{+\delta} f(x_0 + x)\phi_{0,\sigma}(x) \, dx - f(x_0) \right| \leq \int_{-\delta}^{+\delta} \left| \left[ f(x_0 + x) - f(x_0) \right] \phi_{0,\sigma}(x) \right| \, dx \]

\[ \hspace{2cm} + \left| \int_{-\delta}^{+\delta} f(x_0)\phi_{0,\sigma}(x) \, dx - f(x_0) \right| \]

By construction, \(|f(x_0 + x) - f(x_0)| < \varepsilon/2\) for \(x \in (-\delta, +\delta)\) so the first term on the right-hand side is at most \(\varepsilon/2\); we have chosen \(\sigma = T - t \leq T - t(\varepsilon)\) so \(1 - \varepsilon/2f(0) < \Phi_{0,\sigma}(+\delta) - \Phi_{0,\sigma}(-\delta) \leq 1\) so the second term on the right is less than \(f(0)[\varepsilon/2f(0)]\). Putting this all together yields

\[ \left| E\left[ f(B(T) \mid B(t, \omega) = x_0) - f(x_0) \right] \right| < 2f(0)[\varepsilon/2f(0)] = \varepsilon \]

as desired. The second inequality follows immediately. \(\blacksquare\)

We now turn to Lemmas 2 and 3, which involve the function \(g\). Recall that we have assumed that \(g\) is smooth, strictly increasing, convex, satisfies
the limits
\[
\lim_{x \to -\infty} g(x) = 0, \quad \lim_{x \to +\infty} g(x) = +\infty
\]
and has the property that
\[
\int_{-\infty}^{+\infty} g(x)^2 \phi_{0,1}(x) dx < \infty
\]

**Proof of Lemma 2** Because \( g \) is strictly increasing it is invertible, so we can define \( \mu = g^{-1}(c) \). We have assumed that \( g \) is convex, so Jensen’s inequality implies
\[
E\left[ g\left( B(T) \right) \mid g\left( B(t, \omega) \right) \geq c \right] = E\left[ g\left( B(T) \right) \mid B(t, \omega) \geq \mu \right] \\
\geq g \left( E\left[ B(T) \mid B(t, \omega) \geq \mu \right] \right)
\]
The increments of Brownian motion are normally distributed with mean 0, so \( E\left[ B(T) \mid B(t, \omega) \geq \mu \right] \geq \mu \). Keeping in mind that \( g \) is increasing and \( g(\mu) = c \), we have
\[
E\left[ g\left( B(T) \right) \mid g\left( B(t, \omega) \right) \geq c \right] \geq g \left( E\left[ B(T) \mid B(t, \omega) \geq \mu \right] \right) \geq g(\mu) = c
\]
which is the desired result. ■

**Proof of Lemma 3** To obtain the first inequality, we first compare the pdf’s of the normal distributions with mean 0 and standard deviations \( \sigma, T \).
By definition

$$\phi_{0, \sigma} = \frac{1}{\sigma \sqrt{2\pi}} \exp \left[ - \left( \frac{1}{2} \left( \frac{x}{\sigma} \right)^2 \right) \right]$$

$$\phi_{0, T} = \frac{1}{T \sqrt{2\pi}} \exp \left[ - \left( \frac{1}{2} \left( \frac{x}{T} \right)^2 \right) \right]$$

A little algebra shows that we can choose $M_1$ sufficiently large that if $x \geq M_1$ and $\sigma \in (0, T - \varepsilon]$ then

$$\phi_{0, \sigma}(x) \leq \phi_{0, T}(c)$$

By assumption, $\lim_{c \to -\infty} g(x) = 0$; hence, given $\varepsilon > 0$ so there is some $m$ for which $g(m) < \varepsilon/2$. By assumption, $g$ is strictly increasing, so $g(x) < \varepsilon/2$ for each $x \leq m$. Note that

$$\int_{-\infty}^{+\infty} g(x)^2 \phi_{0, T}(x) \, dx \geq \left[ \int_{-\infty}^{+\infty} g(x) \phi_{0, T}(x) \, dx \right]^2$$

Hence we can find $M_2$ sufficiently large that

$$\int_{M_2}^{+\infty} g(x) \phi_{0, T}(x) \, dx < \varepsilon/2$$

Set $M = \max\{M_1, M_2\}$; without loss, we may assume $M > m$. Define $c(\varepsilon) = g(m - M)$; note that, because $g$ is increasing, that $c(\varepsilon) < g(m) < \varepsilon/2$.

Now fix $c \leq c(\varepsilon)$ and set $\mu = g^{-1}(c)$. Because $g$ and $g^{-1}$ are increasing, $\mu \leq m - M$. Because the increments of Brownian motion from time $t$ to time
$T$ are normally distributed with mean 0 and variance $\sigma^2 = T - t$, we have

$$E\left[ g(B(T) \mid g(B(t, \omega)) = c \right] = \int_{-\infty}^{+\infty} g(\mu + x) \phi_{0, \sigma}(x) \, dx$$

Decompose the integral as follows:

$$\int_{-\infty}^{+\infty} g(\mu + x) \phi_{0, \sigma}(x) \, dx = \int_{-\infty}^{M} g(\mu + x) \phi_{0, \sigma}(x) \, dx + \int_{M}^{+\infty} g(\mu + x) \phi_{0, \sigma}(x) \, dx \quad (10)$$

Because $\mu \leq m - M$, $g(\mu + x) \leq g(m) < \varepsilon/2$ for every $x \in (-\infty, M]$ and the normal distribution has total mass 1, the first integral on the right-hand side of (10) is at most $\varepsilon/2$. Because $g$ is increasing, $\mu \leq m - M < 0$ and $M = \max\{M_1, M_2\}$, we have

$$\int_{M}^{+\infty} g(\mu + x) \phi_{0, \sigma}(x) \, dx \leq \int_{M}^{+\infty} g(x) \phi_{0, \sigma}(x) \, dx \leq \int_{M}^{+\infty} g(x) \phi_{0, T}(x) \, dx \leq \int_{M_2}^{+\infty} g(x) \phi_{0, T}(x) \, dx$$

Hence the second integral on the right-hand side of (10) is at most $\varepsilon/2$. Thus,

$$E\left[ g(B(T) \mid g(B(t, \omega)) = c \right] < \varepsilon$$

which is the first of the inequalities asserted by the Lemma. The second inequality is immediate, so the proof is complete. □