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Abstract

The combinatorial power of language has historically been argued to be enabled by syntax: rules that allow words to combine hierarchically to convey complex meanings. But how important are these rules in practice? We performed a broad-coverage cross-linguistic investigation of the importance of grammatical cues for interpretation. First, English and Russian speakers (n=484) were presented with subjects, verbs, and objects (in random order and with morphological markings removed) extracted from naturally occurring sentences, and were asked to identify which noun is the agent of the action. Accuracy was high in both languages (~89% in English, ~87% in Russian), suggesting that word meanings strongly constrain who is doing what to whom. Next, we trained a neural network machine classifier on a similar task: predicting which nominal in a subject-verb-object triad is the subject. Across 30 languages from eight language families, performance was consistently high: a median accuracy of 87%, comparable to the accuracy observed in the human experiments. These results have ramifications for any theory of why languages look the way that they do, and seemingly pose a challenge for efficiency-based theories: why have grammatical cues for argument role if they only have utility in 10-15% of sentences? We suggest that although grammatical cues are not usually necessary, they are useful in the rare cases when the intended meaning cannot be inferred from the words alone, including descriptions of human interactions, where roles are often reversible (e.g., Ray helped Lu/Lu helped Ray), and expressing non-canonical meanings (e.g., the man bit the dog). Importantly, for such cues to be useful, they have to be reliable, which means being ubiquitously used, including when they are not needed.

1. Introduction

A signature of human languages is their ability to express a multitude of complex, propositional meanings. Traditionally, this ability has been ascribed to syntax—a set of constraints on how words can combine to create phrase- and clause-level meanings. For example, most languages differentiate grammatical roles such as subjects and objects, either through word order or through case marking and/or agreement. These rules allow different meanings to be conveyed and represented using the same set of lexical items. In English, one can use word order to differentiate “The dog bit the cat” from “The cat bit the dog.” And in Russian, one can use case marking to differentiate “Dog-Nominative bit cat-Accusative” from “Dog-Accusative bit cat-Nominative”.

Researchers have long speculated about the importance of cues like word order and morphological markings for conveying linguistic information (Dryer, 2002, 2002; Fenk-Oczlon & Fenk, 2008; Greenberg, 1963; Kiparsky, 1997; Koplenig et al., 2017; Levshina, 2020, 2021; Sinnemäki, 2008). But critical to theories of language are actual patterns of language use. How important are grammatical, or morpho-syntactic, cues to inferring complex meanings in practice? At least in some cases, formal grammatical cues are not necessary because lexical semantics (word meanings)
strongly constrain interpretation. For example, in a sentence like “The dog chewed the bone”, it is readily inferable that “dog” is the agent and “bone” is the patient from the meanings of the words. In a hypothetical language in which word meanings always provide strong cues to interpretation, one could imagine having no constraints on word order and no case marking: “dog chew bone,” “dog bone chew,” “bone dog chew,” “bone chew dog,” “chew dog bone,” and “chew bone dog” would all refer to an event of a dog chewing a bone, because alternative meanings are implausible. It is an empirical question how much human languages resemble this hypothetical language where word meanings always provide cues to interpretation, and thus where formal cues are redundant for unambiguously expressing complex meanings. To address this question, we here perform a cross-linguistic assessment of the importance of grammatical cues for inferring complex meanings, with a focus on transitive clauses.

Simple transitive clauses, consisting of a subject (S), a verb (V), and an object (O), have been extensively studied across different sub-fields of language research, from linguistic theory (e.g., Comrie, 1989; Dryer, 1991; Du Bois, 1987; Du Bois et al., 2003) to psycholinguistics (Bates & MacWhinney, 1989; Gibson, Piantadosi, et al., 2013; Goldin-Meadow et al., 2008; Hall et al., 2014; Kim & Osterhout, 2005; Kuperberg et al., 2007; Schouwstra & de Swart, 2014; Sinclair & Bronckart, 1972), to neurolinguistics (e.g., Bates et al., 1987; Berndt et al., 1996; Bornkessel et al., 2002; Caramazza & Zurif, 1976; Keller et al., 2001; Schwartz et al., 1980; Stromswold et al., 1996), to computational linguistics (e.g., Palmer et al., 2013; Papadimitriou et al., 2021), and are commonly brought up in discussions of the importance of formal grammatical marking (e.g., how else would you differentiate between “The dog bit the cat” and “The cat bit the dog”?).

We draw on human data and data from a computational language model to evaluate how often the correct meaning of naturalistic sentences can be inferred from just the sentence’s key words in the absence of other information, thus estimating the redundancy of formal grammatical cues in a constrained domain. Despite the centrality of redundancy as a concept in any information-theoretic account of human language, redundancy has been studied previously mostly only at the level of orthographic characters (Cover & King, 1978; Shannon, 1951), sounds (Marslen-Wilson & Tyler, 1980), and words (Bentz et al., 2017). There has been less work on the kind of “grammatical redundancy” (Wit & Gillette, 1999) that we study here (but see Levshina, 2021), by estimating the redundancy of formal marking.

What is at stake, theoretically? If natural languages are indeed like the hypothetical language introduced above—where word meanings always strongly constrain interpretation—then the existence of formal cues like word order and case marking/agreement conventions in most languages (cf. Ergin et al., 2018; Gil, 2013; Jackendoff & Wittenberg, 2017) would present a puzzle: there would be no obvious justification for the effort required to learn and deploy word order and case marking/agreement rules.
To foreshadow our results, we found that for a large majority of sentences across typologically diverse languages, humans and a computational language model can correctly infer the propositional meaning of a sentence without word order information. However, doing so is not possible for ~10-15% of sentences. We speculate that these relatively rare, but potentially important, instances may motivate formal grammatical systems across languages. In order to serve as reliable cues in the rare instances where they are critically needed, formal grammatical markings have to be used consistently, including in cases when they are redundant. Nevertheless, the fact that most of the time, word meanings constrain interpretation likely explains why some languages appear to lack formal grammatical markings (e.g., Ergin et al., 2018; Gil, 2013; Jackendoff & Wittenberg, 2017).

2. General approach

Our goal is to quantitatively estimate the redundancy of formal cues in transitive clauses, focusing on clauses with two nominals. We presented human participants and a computational language model with triads consisting of a verb, a subject, and an object extracted from naturalistic sentences, and asked them to guess which of the two nouns is the agent. For the human experiments, we tested native speakers of a language that relies primarily on word order cues (English) and a language that relies primarily on case marking and agreement cues (Russian). The two nominals were presented in their base, lemma forms stripped of case information. For the experiments on the computational language model, we tested a diverse sample of 30 languages spanning eight language families. Because of limitations of our corpus, we used wordforms as they appeared in the corpus, not lemmas. As a result, the experiments on the language model focused on evaluating the redundancy of word order information.

If formal marking is not at all redundant with information carried by the word meanings (as in the made-up example of “dog cat bite” above), then we would predict performance on this task to be around 50% (chance level). That is, word order and case marking would always be necessary to extract the correct propositional meaning (i.e., to determine who is doing what to whom). If, on the other hand, formal marking is redundant (as in the made-up example of “dog bone chew” above), then we would expect performance to be near 100%. In this latter case, the existence of word order constraints and case marking would be a mystery from an efficiency-based perspective and a language design perspective. A third possibility is that performance would vary dramatically across languages, suggesting that some languages rely heavily on formal cues for encoding propositional meaning while other languages do not.

It is worth noting that our performance estimates are conservative in the sense that participants (humans or a computational model) have access to less information than is generally available during language comprehension. Participants only see the triad of subject, verb, and object, and not any other arguments of the verb, modifiers of the nominals, or any other parts of the sentence, or the preceding context. Moreover, across many languages (including English and Russian), we
would expect transitive sentences with a pronoun subject or object (which we exclude from our study, but which make up the vast majority of transitive sentences cross-linguistically; Ariel, 1991; Du Bois, 1987; Du Bois et al., 2003) to be nearly perfectly classifiable on this task. Because these other sources of information can disambiguate the argument structure, the accuracies that we report are best interpreted as approximate lower bounds on accuracy, given only the information directly present in the lexical semantics of the verb, its subject, and its object.

3. Human experiments

We conducted five experiments (Experiments 1a-d in English, and Experiment 2 in Russian) where naturalistic examples of transitive verbs with subjects and objects were presented in a scrambled order and with morphological markers removed. If human participants can guess which noun is the agent, that would indicate that the subject-object distinction can be recovered based on the meanings of the nouns and the verb alone, leaving formal marking redundant.

We extracted clauses containing transitive verbs from parsed corpora and reduced each such clause to a subject-verb-object (SVO) triad: the head noun of the subject noun phrase, the head noun of the object noun phrase, and the head lexical verb, each converted to a suitable form to remove morphological marking such as case and agreement which could be used to recover which noun is the agent. Therefore, when an SVO triad was presented in a shuffled order, it contained neither word order nor morphological cues to propositional meaning.

Experiments 1a-d: English

Methods

Participants

Across four experiments, we recruited 395 participants on Amazon Mechanical Turk: 100 in Experiment 1a with 21 excluded for not being native speakers or performing below chance (in Experiments 1b-d, we used catch trials to detect guessing, as detailed below, and excluded participants who answered fewer than 75% of catch trials correctly); 100 in Experiment 1b with 19 excluded; 100 in Experiment 1c with 16 excluded; and 95 in Experiment 1d with 10 excluded. The exclusions left 329 participants for analysis (79 in Experiment 1a, 81 in Experiment 1b, 84 in Experiment 1c, and 85 in Experiment 1d), comprising 309 unique participants (some appeared in multiple experiments; their inclusion does not qualitatively affect the results). The experiment took approximately 20 minutes to complete, and participants were compensated $3.00 for their time.

Experimental materials
A similar set of materials was used across the four experiments; Experiments 1b-d were performed to ensure the robustness and replicability of the results obtained in Experiment 1a, in line with increasing emphasis on replicability in cognitive science and psychology (e.g., Button et al., 2013; Gelman & Carlin, 2014; Gelman & Loken, 2013; Ioannidis et al., 2014; Simmons et al., 2011). 4,286 SVO triads were extracted from the English Web treebank from Universal Dependencies 2.5 (Nivre et al., 2016), a structured linguistic data set that provides syntactic dependency information for sentences across a range of languages. The treebank makes it possible to extract verbs, with their subjects and objects. A triad was identified as any verb (with universal part-of-speech tag VERB) with exactly one dependent of type ‘subject’ (nsubj) and exactly one dependent of type ‘object’ (obj). Triads where the subject, the object, or both were pronouns (n=3,655) were excluded because pronouns contain case marking information. Of the triads with either OSV or SOV word order, 7 were mis-parsed (e.g., contained a verb in the object position), and were consequently flipped (e.g., “remedies the trustee is seeking” → “the trustee is seeking remedies”) to constitute an SVO triad using information from the rest of the sentence.

This initial filtering left 631 triads (14.7% of the original set; transitive sentences with two full nominal arguments are generally rare cross-linguistically; Ariel, 1991; Du Bois, 1987; Du Bois et al., 2003). Further, 42 triads were excluded for various reasons (e.g., offensive content or repeats), leaving 589 triads, and 278 of these were slightly edited (e.g., changed verb tense to past simple to get rid of the agreement cues). For Experiment 1a, the 589 triads were distributed across 5 experimental lists (118 triads in Lists 1-4 and 117 triads in List 5) for presentation. (For this and all other experiments, the materials, including the original, excluded, and edited triads, are available at OSF: https://osf.io/kbtga/.) For Experiment 1b, we additionally excluded 20 and edited 330 triads, and distributed the remaining 569 triads across 5 experimental lists (114 triads in Lists 1-4 and 113 triads in List 5). For Experiment 1c, we additionally excluded 50 triads, and distributed the remaining 519 triads across 5 experimental lists (104 triads for Lists 1-4, and 103 triads for List 5). Finally, for Experiment 1d, we randomly sampled 500 triads from the set of 519, and distributed them across 5 experimental lists (100 each).

In Experiments 1b-d, 20 triads with clear thematic roles (animate agents, inanimate patients, and a prototypical agent-patient relationship with respect to the verb: e.g., pharmacist prescribed medicine) were included in each list as ‘catch trials’ to ensure that participants engage with the task. Catch trials were randomly interspersed with the critical triads and were excluded from the critical analyses. Participants who did not identify the agent correctly in 15 or more of the catch trials were excluded.

Procedure

On each trial, participants saw a verb that was followed by two nouns (whether the subject or the object appeared first on each trial was random) and were asked to choose one noun, which they
think is the agent, or do-er, of the action described by the verb. At the beginning of the task, participants were provided with an example trial that was not a part of the experimental stimulus set (*chewed bone dog*) and told that the correct answer is *dog* because dogs chew bones. All trials were presented on one web page (the order was randomized for each participant) with the brief instructions (i.e., *Click on the do-er of the action*) appearing above each triad as a reminder. Prior to the critical task, participants were asked to indicate their native language and told that the payment is not contingent on their answer.

In Experiments 1b–d, the instructions were edited to include a description of what nouns and verbs are (i.e., nouns - words that denote people, things, phenomena, and verbs - words that denote actions), and participants were asked to guess who is doing the action described by the verb (because based on informal feedback and the presence of some participants with below-chance performance in Experiment 1a, the term “agent/do-er” appeared to be confusing for some participants).

**Results**

**Overall performance**

The results were similar across the four human experiments (Figure 1, top panel). In *Experiment 1a*, the mean percent correct, across participants, was 88.9 [95% CI on participant means 87.8%, 89.9%]. The item with the maximum accuracy had correct answers 100% of the time, the item with the lowest accuracy was correct 0% of the time, and the median item accuracy was 100%. 80.5% of items had over 80% accuracy, and 71.1% had over 90% accuracy.

The results were similar in Experiments 1b, 1c, and 1d. In *Experiment 1b*, one item was excluded from the analysis because the participants reported a display error. The mean percent correct, across participants, was 88% [95% CI on participant means 86.8%, 89.2%]. The item with the maximum accuracy had correct answers 100% of the time, the item with the lowest accuracy was correct 0% of the time, and the median item accuracy was 100%. 79.1% of items had over 80% accuracy, and 71.2% had over 90% accuracy. In *Experiment 1c*, the mean percent correct, across participants, was 89.7 [95% CI on participant means 88.8%, 90.6%]. The item with the maximum accuracy had correct answers 100% of the time, the item with the lowest accuracy was correct 5.9% of the time, and the median item accuracy was 100%. 82.5% of items had over 80% accuracy, and 71% had over 90% accuracy. Finally, in *Experiment 1d*, the mean percent correct, across participants, was 89.6% [95% CI on participant means 87.7%, 91.6%]. The item with the maximum accuracy had correct answers 100% of the time, the item with the lowest accuracy was correct 5.6% of the time, and the median item accuracy was 94.7%. 84.6% of items had over 80% accuracy, and 68% had over 90% accuracy. Across experiments, only for 5% of the items was
accuracy lower than 50%, suggesting that most items in the sample could be guessed at a level better than chance.

These results suggest that lexical-semantic information (word meanings) alone is sufficient to identify the agent of a transitive verb in approximately 89% of the cases. Most items show high accuracy, while a minority of items show consistently worse accuracy.

**Animacy analysis**

To better understand this trend and given that animacy is a strong cue to agency in language (Ariel, 1991; Comrie, 1989; Dahl, 2008; Dixon, 1979; Dixon & Dixon, 1994; Everett, 2009; Osgood, 2013), we categorized each subject and object across the entire set of materials used in Experiments 1a-d as animate or inanimate, and ran a post-hoc analysis exploring the accuracy across the 4 ‘conditions’: animate subjects + animate objects (n=88 triads; e.g., *Petrarch meets Laura, Johnson deployed troops*), animate subjects + inanimate objects (n=436; e.g., *guys cooked food*), inanimate subjects + animate objects (n=48; e.g., *shops have owners*), and inanimate subjects + inanimate objects (n=518; e.g., *alternatives do not have requirements*).

Triads with animate subjects and inanimate objects were the overall easiest to classify, as can be seen in Figure 2. The inverse triads (with inanimate subjects with animate objects) were the most difficult to classify and generated a high rate of incorrect guesses. The two symmetric conditions, where both the subject and object are animate or both are inanimate, fell in-between, but the both-animate triads were harder. This is likely because these sentences tend to be semantically “reversible” (Caramazza & Zurif, 1976): “Petrarch meets Laura” is just as plausible as “Laura meets Petrarch” (but not always: e.g., “Johnson deployed troops”). The both-inanimate triads tend to be less reversible and thus might offer clearer cues (e.g., *camera requires reboot*, compared to the less plausible *reboot requires camera*).

To assess the statistical significance of these animacy-related differences, we ran a mixed effect model predicting whether the answer was correct based on the animacy configuration of the triad (animate-subject/inanimate-object, inanimate-subject/animate-object, both animate, or both inanimate). We included random intercepts for participants and items (but excluded slopes to aid convergence). Including the animacy configuration significantly improved fit by a likelihood ratio test comparing the full model to a simpler model without the animacy predictor ($\chi^2(3) = 155.0, p < 0.00001$). To further test whether the animacy of the subject or object has a larger effect, we fit a second logistic regression predicting whether the answer was correct based on the animacy of the subject, the animacy of the object, and their interaction (with random intercepts for participants and items). As expected, animate subjects were more likely to be identified correctly ($\beta = 0.83, p < 0.00001$), and animate objects were less likely to be identified correctly ($\beta = -1.46, p < 0.00001$). Although the interaction term was not significant ($\beta = -0.46, p = 0.13$), the effect of object animacy
Figure 1. The x-axis shows the mean accuracy for each experiment. The top panel shows human experiments (for English and Russian); performance is shown with 95% confidence intervals. The two bottom panels show computational experiments on the Universal Dependency corpora across languages, split into languages that use case (middle panel) and languages that do not (bottom panel). Performance is consistently high and comparable between human participants and the language model.
Figure 2. Accuracy as a function of animacy, for English and Russian human participants. The individual data points represent means for individual sentences. Error bars represent 95% confidence intervals over sentences. Because there were fewer sentences overall in Russian, the conditions with fewer naturally occurring examples (animate subject + animate object, inanimate subject + animate object) are particularly noisy, as is reflected by the large error bars. In both English and Russian, sentences with animate subjects and inanimate objects exhibited the highest accuracies, and sentences with inanimate subjects and animate objects exhibited the lowest accuracies.

is almost twice larger than the effect of subject animacy. This asymmetry is consistent with the observation that, across languages, differential object marking—the use of optional morphological marking on objects, often on animate objects rather than inanimate objects—is more common than differential subject marking (Aissen, 2003; Haspelmath, 2019; see Section 5.2 for more discussion of connections to differential object marking).

Further analysis of sentences with pronouns

In Experiment 1, 85.3% of transitive sentences in our initial sample were excluded because they contained pronouns (an estimate broadly consistent with cross-linguistic findings as to the rarity of transitive sentences with multiple full nominal arguments; Du Bois et al., 2003). These omitted materials often contained grammatical information, because many English pronouns are marked for case. Because of these exclusion, our estimate of human performance on the task (~88%) reflects the redundancy of word order in the absence of case marking since there is no case marking on English nouns.

We can get an estimate of how redundant English transitive argument word order is overall – not just in sequences with full NPs – by putting together our 88% estimate in full NP sequences (15%
of sequences) together with an estimate of how often case-marking disambiguates the other 85% of triads. To do this, we analyzed 200 randomly sampled sentences that were excluded from our initial study because they contained pronouns as arguments. We then excluded 31 of these sentences where the pronoun was a relative clause marker, leaving 169 sentences for analysis. Of these, 111 (66%) had disambiguating case information on the pronoun (e.g., I, me, we, us, they, them). The remaining 34% were similar to the sentences that we used in Experiment 1 in that they were not disambiguated by case. Assuming that this 34% can be guessed at a similar rate as in our sample of full NPs (88%), then we arrive at an overall estimate for how often word order is redundant in these triads: Full NPs, estimated experimentally: (.88 * .15) + Pronouns, case-marking disambiguated: (1 * .66 * .85) + Pronouns, case-ambiguous: (.88 * .34 * .85) = 94.7%. Thus, when sentences with pronouns are considered, word order is even more redundant, because pronouns often provide unambiguous case information.

**Experiment 2: Russian**

The goal of Experiment 2 was to investigate the same question as in Experiments 1a-1b in a typologically distinct language. We chose Russian because unlike English, Russian word order is highly flexible whereas most words are morphologically marked with case and/or agreement.

**Methods**

**Participants**

We recruited 89 participants (a mix of Russian native speakers residing in the US and those residing in Russia) through word of mouth. 10 were excluded for answering fewer than 75% of catch trials correctly, leaving 79 participants for analysis.

**Experimental materials**

1,047 SVO triads were extracted from the SynTagRus corpus from Universal Dependencies. A similar procedure was used to the one used for English to identify transitive clauses and to extract the triads. Triads where the subject, the object, or both were pronouns (n=218) were excluded because pronouns contain case marking information. Further, 226 triads were excluded for various reasons (e.g., mis-parsing, or containing fixed expressions, which would facilitate the identification of the subject), leaving 603 triads (57.5% of the original set), and 601 of these (99.7%) were slightly edited (in order to remove agreement cues and/or to clarify the meaning). (The original, excluded, and edited triads are available at OSF: [https://osf.io/kbtga/](https://osf.io/kbtga/))

We randomly sampled 500 triads from the set of 603, and distributed them across the 5 experimental lists (100 each). Additionally, as in Experiments 1b-d, 20 triads with clear thematic
roles (animate agents, inanimate patients, and a prototypical agent-patient relationship with respect to the verb; e.g., родители купить подарки – parents buy gifts) were included in each list as ‘catch trials’ to ensure that participants engage with the task. Catch trials were randomly interspersed with the critical triads and were excluded from the critical analyses.

Procedure

The procedure was identical to that used in Experiment 1a-d, except that participants were not recruited through Amazon Mechanical Turk, but were provided with a link for the task.

Results

The mean percent correct, across participants, was 86.7 [95% CI on participant means 85.3%, 88.1%]. The item with the maximum accuracy had correct answers 100% of the time, the item with the lowest accuracy was correct 0% of the time, and the median item accuracy was 94.4%. 79% of items had over 80% accuracy, and 65.6% had over 90% accuracy.

To explore the effects of animacy, similar to what we did for English, we categorized each subject and object as animate or inanimate, and explored the accuracy across the 4 ‘conditions’: animate subjects + animate objects (n=29 triads), animate subjects + inanimate objects (n=257), inanimate subjects + animate objects (n=197), and inanimate subjects + inanimate objects (n=27). Similar to what we found for English, triads with animate subjects and inanimate objects were the overall easiest to classify, as can be seen in Figure 2. The inverse triads (with inanimate subjects with animate objects) were the most difficult to classify, although note that this set consisted of only 6 sentences, so the sample is very small.

The mixed effect models (same as those described for the English data) revealed that including the animacy configuration significantly improved fit by a likelihood ratio test comparing the full model to a simpler model without the animacy predictor ($\chi^2(3) = 133, p < 0.00001$). Further, as with English, animate subjects were more likely to be identified correctly ($\beta = 1.86, p < 0.0001$), and animate objects were less likely to be identified correctly ($\beta = 2.61, p < 0.001$). As with English, the interaction term was not significant ($\beta = -.49, p = .41$).

Redundancy of word order in Russian when case information is available

Because pronouns were excluded and case information was stripped from nouns before running the experiment on Russian triads, our results reflect the redundancy of word order and case information combined. We could also ask about the redundancy of word order information alone, by studying sentences where case marking is present and pronouns are not excluded. To explore that, we analyzed triads from 200 transitive sentences from our initial corpus sample, without
removing case marking and including sentences with pronouns. After excluding 6 misparsed sentences, we were left with 194 triads for analysis. Of these, 168 (86.6%) triads were unambiguous based on morphological marking. The remaining 13.4% were similar to the sentences that we used in Experiment 1 in that they were not disambiguated by case. Assuming that this 13.4% can be guessed at a similar rate as in our sample of full NPs (86.7%), then we arrive at overall estimate for sentences that include pronouns and case information on nouns: \( (1 \times .866) + (.867 \times .134) = -98\%. \) Compared to our estimate of information in word meanings alone (86.7%), this estimate confirms the observation that word order cues are often redundant in Russian (~98% of the time).

**Comparison of Russian data to English data**

To formally assess whether the Russian data pattern differed significantly from the English data pattern, we fit a mixed effect model predicting whether the answer was correct, based on language (English or Russian), with random intercepts for subjects and items (slopes prevented convergence). The accuracies in the Russian experiment were slightly lower but not significantly so \( (\beta = -0.02, p = 0.8) \).

**4. Computational experiments**

Our results from human participants reveal two striking patterns, to our knowledge previously unreported. First, in the majority of instances in usage, formal marking of the subject-object distinction is redundant: the subject of a transitive clause can be identified from the lexical semantics of the nouns and the verb alone, without any need for marking via word order, case, or agreement. And second, the accuracy with which people can identify the subject of a transitive clause is the same (~85-90%) in two distinct languages, English and Russian. The similarity of these accuracy scores is all the more surprising considering the differences between these languages (English predominantly relying on word order cues, and Russian – on case marking and agreement), between the participant pools, and between the materials—the English triads and Russian triads were not translation-equivalent; they were drawn from independent corpora.

To evaluate the broader cross-linguistic generality of these patterns, we carried out a number of computational experiments using 42 Universal Dependencies 2.5 treebanks of 30 languages across eight language families, in which we study the extent to which the subject of a triad can be identified based on word embeddings—representations of the meaning of a word in terms of high-dimensional vectors, which have rapidly become the state-of-the-art method for representing word meanings in the field of natural language processing (Devlin et al., 2019; Mikolov et al., 2013; Pennington et al., 2014) and which capture human semantic judgments on diverse tasks (e.g., Pereira et al., 2016).
In particular, we report a series of computational experiments that examine the extent to which word order is redundant as a cue to the subject-object distinction. Due to corpus limitations, we are not able to examine the effects of morphological marking. As a result, for languages that use case marking, model accuracies reflect contributions from both lexical semantics and case marking; for languages that do not use case marking, model accuracies more veridically reflect contributions from lexical semantics alone.

**Methods**

*Corpus extraction.*

Similar to what we did for the human experiments, SVO triads were extracted from the Universal Dependencies 2.5 corpora by searching for all verbs with exactly one dependent of type ‘subject’ (*nsubj*) and exactly one dependent of type ‘object’ (*obj*). We included only languages for which we could extract at least 1,600 triads by these criteria.

*Word embeddings.*

Our goal was to determine the extent to which the subject of an SVO triad could be identified solely based on the word meanings. To do so, we represented each distinct word as an embedding: here, a point in a 300-dimensional space. Specifically, we used fastText, a set of word vectors constructed by training on the Wikipedias of a large number of languages (Bojanowski et al., 2017). Because fastText does not provide vectors for lemmas, only for wordforms, it was not possible to eliminate morphological information as we did in the human experiments. To get a vector representation of a triad as a whole, we concatenated these vectors (first the verb, then the subject, and the object, the latter two in a random order) to form a 900-dimensional vector.

*Classifiers.*

Once we represented these triads as vectors, we fit classifiers to predict subjecthood (whether the first noun in the shuffled SVO triad is the subject or the object). Following standard practice in natural language processing, we used feedforward neural networks as classifiers. The neural network takes the 900-dimensional triad vector as input, then runs it through two layers of hidden units with ReLU activation (Nair & Hinton, 2010), with softmax activation for the final output. The number of hidden units is determined on a per-language basis by hyperparameter search, as described below.
Training and validation.

We trained neural network subjecthood classifiers by backpropagation using the Adam optimizer (Kingma & Ba, 2014). For each corpus, we fit several neural network classifiers, with learning rate drawn from \{.001, 0001\}, and with the number of hidden units in the first layer drawn from \{32, 64, 128\}, and the number of hidden units in the second layer drawn from \{32, 64, 128\}, a total of 18 classifiers per corpus. Each Universal Dependencies corpus has separate training, development, and test sets defined by the Universal Dependencies project. Individual classifiers were trained on the UD training set. For each corpus, we selected the best-performing classifier by taking the classifier with the highest accuracy on the UD development set.\(^1\) We analyzed the final results based on accuracy on the UD test set. This procedure of holding out data guards against overfitting: final accuracy is always evaluated based on data that was not used during the process of fitting or optimizing the classifier.

Results

Test-set classifier accuracies are shown in the middle panel (for languages with case marking) and the bottom panel (for languages without case marking) of Figure 1. All classifiers performed better than chance on the test set. The median accuracy of the classifiers across corpora was 87% [mean of 85% with a 95% CI 83%, 88%], with a minimum of 65% for the simplified Chinese GSD corpus and 68% for the standard Chinese GSD corpus and a maximum of 99% for the Hungarian-Szeged corpus. Half of the corpora fell between 81% and 91% in accuracy. The three English corpora in the sample fell between 82% and 91% accuracy, and the Russian corpus had 92% accuracy.

These results were similar in magnitude to those from the human experiments. There was some variation across languages, but there was also variation between different corpora from the same language (e.g., accuracy was 90% for English EWT, a corpus of web text, but only 85% for English GUM, a corpus of mixed genres). Some of the anomalously low accuracies may be due to issues with the word embeddings—for example, the Chinese corpora have low accuracies, possibly because the fastText vectors use embeddings of character sequences, and this scheme may be less well suited to Chinese characters than to Latin characters. More generally, these computational estimates can be thought of as lower bounds on the potential accuracy of this task since better architectures and larger data sets could well lead to improved performance.

Because, as described in Methods, the study used wordforms and not lemmas, languages with case marking have more information available to the model than languages without case marking and than our human experiments in English and Russian (where we excluded case information). Languages without formal case marking have, in principle, the same information available as our

\(^1\) The Universal Dependencies datasets come with predefined train-dev-test splits consisting of 80%-10%-10% of the data; which were used here.
human experiments. As expected, case-marked languages exhibited better performance (89% on average) than languages without case marking (82% on average). To assess the statistical significance of this difference, we ran a mixed effect model predicting the mean accuracy for a particular corpus based on a binary coded variable for whether the language has case marking, with a random intercept for language. Including the case-marking variable significantly improved fit by a likelihood ratio test comparing the full model to a simpler model without the case-marking predictor ($\beta=.07, \chi^2(1) = 7.52, p<.01$). Crucially though, even for languages with no case marking, performance was well above chance suggesting that word meanings alone are enough for the model to differentiate the subject and object.

5. General Discussion

In this study, we used a combination of human experiments and experiments with a computational language model to evaluate how often the correct propositional meaning of naturalistic transitive clauses can be inferred from just the meanings of the key words in the absence of formal grammatical cues, like word order and case and agreement markers. Across typologically diverse languages, we found that for the majority of sentences, formal marking was redundant, although case markers did show a small contribution in the experiments with the computational language model such that the model was better able to identify the agent in case-marked languages than in languages without case-marking. For human participants, animacy was an important cue to agency (see also Ariel, 1991; Comrie, 1989; Dahl, 2008; Dixon, 1979; Dixon & Dixon, 1994; Everett, 2009; Osgood, 2013).

We believe that our human experiments in English and Russian, in which we stripped wordforms of morphology and did not include sentences with pronoun arguments, represent a lower bound on the redundancy of grammatical cues. As can be seen by considering English sentences with pronouns (which, by our estimate, clearly mark the subject or object 66% of the time), the redundancy of word order for transitive sentences in general is likely even higher. Our estimates are also conservative in that they do not give participants access to the rich contextual information that characterizes most language use. Below we discuss these results and their implications in more detail.

5.1 Challenges for efficiency-based accounts of language

It is commonly argued that different formal grammatical cues trade off in conveying meaning efficiently. For example, word order might trade off with the use of morphology (e.g., Fenk-Oczlon & Fenk, 2008; Koplenig et al., 2017; Levshina, 2020, 2021; McFadden, 2003). In the case of transitive clauses, if the subject of a verb is distinguished by morphology, then there should be no need to mark it by word order, and vice versa. But this reasoning presupposes the general utility of formal cues for conveying complex meanings.
Contra this presupposition, we showed that i) in English and Russian, both word order and morphology are largely redundant with the information conveyed by word meanings; and ii) across a variety of languages in our computational sample, word order is largely redundant. This redundancy is present even for languages that lack case-marking systems. And although the language model performs better on case-marked than non-case-marked languages, this difference is relatively small (a 7% difference in accuracy, on average) and we observe that some models trained on non-case-marked languages actually outperformed models trained on case-marked languages (e.g., English-EWT vs. Slovak-SNK), despite lacking access to overt morphological information. If case and word order traded off perfectly efficiently and case supplied all the relevant information, then we would have expected the case-marked models to perform near perfectly and the non-case-marked models to perform at chance.

These data therefore challenge the simple view that word order and morphology trade off since the benefits of the added grammatical complexity associated with any formal marking (word order / case marking / agreement rules) appear to be limited.

5.2 Formal grammatical systems are critical for conveying meanings of semantically reversible and implausible events

Given that word meanings constrain interpretation in the large majority of sentences, why do (most) languages have formal cues (cf. Ergin et al., 2018; Gil, 2013; Jackendoff & Wittenberg)? One possibility is that being right most of the time is not good enough, and the small number of sentences where, absent formal cues, the meaning is ambiguous are sufficient to give rise to regularized grammatical rules. Such cases include i) semantically reversible events where the two nominals both denote plausible agents, typically clauses with two animate entities (e.g., Ray helped Lu / Lu helped Ray), and ii) events that are unusual, i.e., violate the statistics of the world (e.g., the man bit the dog; cf. the more common event of the dog biting the man). Both instances occur often enough (sentences with animate subjects and animate objects occur ~10% of the time in our English sample; sentences with inanimate subjects and animate objects ~5% of the time) that there seems to be a functional benefit to being able to handle them in the grammar of a language. Moreover, the ability to grammatically identify the agent in sentences with animate subjects and objects may be a particularly important capacity since “humans like to talk about humans” (MacWhinney, 1977; Everett, 2009), and the ability to draw fine-grained distinction about who did what to whom may have been important in the evolution of human society (see, e.g., work on the role of gossip in human language evolution (Dunbar, 1998; Nowak & Sigmund, 2005; Sommerfeld et al., 2007)). And being able to say implausible things like “man bit dog” is a hallmark of language that allows for several of its most celebrated design features (Hockett, 1960), such as prevarication (lying) and displacement (talking about things that are not present or that do not even exist).
Although these cases are relatively rare, word order cues would only work if they are used consistently, even if they are usually redundant with word meanings. Otherwise, word order would not be reliable and thus not useful. For example, imagine a linguistic system in which the word order is SVO 70% of the time and OVS 30% of the time. An agent wishing to convey an implausible sentence like “man bit dog” would be able to say either “man bit dog” or “dog bit man.” A rational language producer, knowing that SVO is more common, might use the word order SVO in hopes that the comprehender would infer that man was the subject (since subjects usually precede objects in this hypothetical language). However, given that the prior probability of the utterance would be highly biased towards “dog bit man,” the comprehender would still be likely to infer that the intended meaning was “man bit dog”. On the other hand, if the language categorically used SVO order and categorically excluded OVS order, then “man bit dog” would be interpreted with ‘man’ as the subject and ‘dog’ the object, despite the implausibility of the resulting meaning.

The same logic does not apply to case or agreement marking because these cues, unlike word order, can be optional. For instance, one could imagine an efficient linguistic system in which case marking was not required to convey the plausible meaning “dog bit man”, but was required if one wanted to convey the implausible meaning “man bit dog”. In fact, differentially marking non-prototypical objects (e.g., human or animate objects) is a relatively common phenomenon across languages (e.g., in Spanish, specific human objects are marked by a preceding a, whereas most other objects are not), called differential object marking (Aissen, 2003). Therefore, for case or agreement marking to be a reliable cue, it does not need to always be present, unlike word order.

This account offers a possible explanation for why languages like English have relatively strict word orders even though, as our experiments show, most meanings can be inferred from word meanings alone. Were the word order not strict even in redundant instances, it would not be a sufficiently strong cue for overriding the plausibility of the meaning conveyed when needed. That is, without strict word order, it would be impossible to say things like “the bone chewed the dog.”

From the perspective of computational linguistics, this account also may explain why successful artificial neural network language models (e.g., BERT; Devlin et al., 2019) are effective for a variety of natural language processing tasks even when they are trained on word-order-scrambled input or without access to word order information (Anonymous, 2022; Clouatre et al., 2021; Hessel & Schofield, 2021; Ravishankar et al., 2021; Sinha et al., 2021). Given that in most cases word order information is redundant with word meanings, it is plausible for the overall performance of

---

2 In fact, even with strict word order as in modern English, there is evidence from the literature on noisy-channel sentence processing (Gibson, Bergen, et al., 2013; Gibson et al., 2016, 2017; Ryskin et al., 2020) that meaning-based priors (e.g., that dogs chew bones and not vice versa) can sometimes cause human comprehenders to assume that an error had occurred somewhere in production or comprehension and to override grammatical cues in favor of the more plausible utterance (e.g., assuming that, even though they heard “the bone chewed the dog,” the intended meaning was “the dog chewed the bone”).
a model trained on scrambled input to be high. Our account predicts, however, that such models would suffer in cases where word order information is crucial. Relatedly, in human language processing also, scrambling word order does not reduce neural responses in the language-selective network unless local semantic composition is blocked (Mollica, Siegelman et al., 2020), suggesting that word order information is not critical for the mental operations carried out by the language system.

5.3 Additional reasons for the emergence of formal grammatical systems

Two other reasons for the existence of syntactic marking are worth mentioning. First, the simplest justification for redundancy in any communication code is the presence of noise in the transmission and receipt of signals (Shannon, 1948). Redundancy allows information to be recovered even in the presence of signal loss. Given that transmission in linguistic exchanges is often lossy, redundancy plausibly makes linguistic communication more robust to noise in terms of conveying its intended message (e.g., Aylett & Turk, 2004; Fenk-Oczlon & Fenk, 2008; Gibson, Bergen, et al., 2013; Jaeger, 2010; Levy, 2008; Wit & Gillette, 1999).

Another possible justification for the existence of word order constraints has to do with increasing efficiency on the side of the language producer (e.g., see MacDonald, 2013). Language production is a complex cognitive feat, where a producer must select some words from among tens of thousands of words in their active vocabulary and combine them appropriately to convey some intended meaning. Producers are faster when they are faced with fewer choices: objects for which multiple labels are possible (e.g., couch, futon, sofa) are slower to name than objects for which only one possible name exists (Lachman, 1973; Torrance et al., 2018). This phenomenon is an instance of a more general pattern where human choice behavior is slower when there are more options (Hick, 1952; Hyman, 1953). Rigid word order rules imply that the order of words in a sentence is fully determined by their grammatical roles, thus reducing the number of choices a speaker must make. Such rules may also make information more ‘accessible’ to a comprehender—including during language learning—by ensuring a relatively low entropy over utterances, i.e. making utterances more predictable, on average (Levy, 2008).

5.4 Investigations of semantically reversible sentences

Hundreds of behavioral and brain imaging investigations with diverse populations have examined the processing of semantically reversible sentences (e.g., Berndt et al., 1996; Caramazza & Zurif, 1976; Gibson et al., 2013; Luzzatti et al., 2001; Grodner & Gibson, 2005; Martin et al., 2013; Noble et al., 2011; Richardson et al., 2010; Thothathiri et al., 2012). Such sentences continue to be in common use in language research. The rationale for their use is that such materials allow researchers to isolate morpho-syntactic demands from those associated with the processing of word meanings and plausibility information. However, we would encourage the language research community to not simply ignore the fact that comprehenders can usually infer propositional
meanings based on word meanings alone. Although focusing on unusual sentences may be informative for some research questions, it may also lead to misguided theorizing and overestimating the importance of morpho-syntactic processes in natural language comprehension, including postulating syntax-specific machinery (e.g., Friederici, 2011, 2012; Grodzinsky & Santi, 2008; Pylkkänen, 2019; Tyler et al., 2011; Ullman, 2016; cf. Fedorenko et al., 2020). Furthermore, paradigms that use semantically reversible materials often include task demands beyond language comprehension (to ensure participants deeply engage with the materials), which may lead to the engagement of domain-general executive mechanisms that are not engaged during naturalistic comprehension (e.g., Diachek, Blank, Siegelman et al., 2020; see Fedorenko & Shain, 2021, for a review).

5.5 Conclusion

We propose that explaining the quantitative level of grammatical redundancy in natural language, which appears to be consistent across languages, should be a central goal in functional linguistics. From an information-theoretic perspective, the redundancy of natural language is one of its most distinctive features. Characterizing and explaining this redundancy has the potential to elucidate the relationship between form and function and to clarify the pressures that shape human language.
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