RESEARCH OF THE INFLUENCE OF A NETWORK INTERFACE ON THE EFFICIENCY OF MODULAR MULTIPROCESSOR SYSTEMS

Abstract. The paper is devoted to the approach development related to methodology definition for evaluation of the modular multiprocessor computing systems efficiency. At the same time, the main attention is focused on the impact peculiarities on this network interface value. The formation analysis of the multiprocessor system network interface architecture and the basic modes of its operation have been analyzed. To evaluate the processes occurring in the system during the information flows transmission, the network system bandwidth and the switch throughput were compared; which allowed determining the preconditions for optimal components selection of the multiprocessor computing system network interface. The performed researches also allowed deducing analytical relations for determining the optimal number of system nodes with different functioning modes. The selected processors coherency coefficient, network interface and value of the computing area are deduced. The derived analytical relationships also showed that the optimal number of blades in a multiprocessor computing system, that provide its highest speed, decreases with increasing computing power of the processors included. It is shown that the network data interchange among the multiprocessor computing system nodes the more likely to impede the overall computation process; the less time will be spent directly on solving a specific problem.
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Introduction. Almost simultaneously with the first multiprocessor computing systems advent, there emerged a need to evaluate their efficiency, performance, speed and later the comparison with similar computing systems, considering the listed criteria. It is the speed and performance that draw main focus, including the multiprocessor computing systems design. Such an approach is aimed, for example, to the development of new technological processes (when the time of computations is a critical value), the analysis of environmental pollution, and also owing to its method one can solve a variety of multidimensional non-stationary problems [1 – 3]. In addition, such problems types often have to be solved in medicine, military equipment, etc.
One of the main problems of using a multiprocessor computing system to solve such problems considered in this paper can be stated as follows: we have the dimension mesh difference $M$, the computation time of a problem solved by a single-processor system denoted by the $t$ value. This is a key parameter. It is necessary to significantly reduce the computing time while saving the $M$ value. Consequently, we consider the problem where we aim to reduce the computation time by increasing the nodes number in the multiprocessor computing system. In this case, the computing area is evenly distributed among the multiprocessor computing system nodes.

Problem statement. Significant interest in the practice of parallel computing is the value evaluation of possible increase in productivity, considering qualitative characteristics of the software product itself and technical capabilities of multiprocessor computing system. Ideally, one can predict that solving any problem by the number of processors $n$ should be $n$ times faster than one processor. However, in fact, such acceleration can hardly ever be achieved. The reason for this circumstance is well illustrated by the Amdahl law (Gene Amdahl) [4]. The Amdahl law associates potential computation acceleration when paralleling with the share of operations performed a priori consistently. A preliminary analysis of Amdahl’s law suggests that the potential acceleration of computations when paralleling is associated with the proportion of operations that are performed sequentially. The priori estimation of the successive operations proportion $f$ is not easy (the sequence concepts and operations parallelism are difficult to formalize and allow for ambiguous interpretations). It’s virtually impossible to estimate this value by simple analyzing the program text. We emphasize that this estimate can only be made by real computations using a different number of processors. This circumstance was considered while evaluating the developed multiprocessor computing system effectiveness. For that matter, in the research of efficiency indicators, Amdall’s law was applied to solve the inverse problem, which is in determining the value of $f$ (the algorithm operations part that can not be parallelized) based on experimental data obtained from the system’s performance. That allowed quantifying the achieved parallelism efficiency. Taking into account the aforementioned, a general approach was developed to evaluate the performance of a modular multiprocessor computing system.

It is also known that the computations parallelization efficiency essentially depends on many factors; one of the most important is the specificity of the data transfer among adjacent nodes of the multiprocessor computing system, since this is the algorithm slowest part can undo the effect of increasing the processors number used.
These issues are considered crucial in a simulation of a wide range of problems using modular multiprocessor computing systems, and today those are successfully solved by many researchers [5 – 9].

**The unresolved parts of the problem.** Working methods of efficiency analyzing of multiprocessor computing systems do not allow determining optimal number of its nodes for solving a certain class of problems. At the same time, they did not get proper research development on the network interface impact on the efficiency of modular multiprocessor computing systems. In addition, for computing multiprocessor system evaluation efficiency, the main analytical relations are not provided through parameters of the system being studied.

**Research purpose.** Research purpose is to further develop the approach associated with definition of a methodology for evaluating the multiprocessor modular computing system effectiveness. At the same time, the main attention is paid to influence peculiarities on the given indicator of the developed system network interface. It is also necessary to derive analytical relations for determining the optimal nodes number in the application to different modes of its operation. For ease of estimation of the multiprocessor computing system efficiency, it is necessary to derive the main analytical relationships through its parameters.

**The research main results.** For a class of problems that are solved in this paper, all computations are performed on the basis of the difference grid. Then, when analyzing the multiprocessor computing system efficiency, the most important parameter was the time to compute a single iteration \((T_n)\) in association with the computing field. In terms of multiprocessor computing system, this indicator was determined on the basis of the following ratio:

\[
T = T_n + T_{ex} ,
\]

herein \(T_n = \frac{T_c}{N}\), this value means the computation time of a single iteration by \(N\) computing nodes, in seconds, \(T_{ex}\) is the time of boundary data exchange among the system nodes, in seconds. The computation time of the single iteration itself when used in the system \(N\) of the computing nodes can be specified by the following formula:

\[
T_n = \frac{E_i \cdot E_y \cdot K_R}{N \cdot V_c}
\]

(2)
In expression (2) $E_i$ is the array length of the computations boundary field; at the same time, this value determines the difference grid length along the abscissa; $E_y$ is the length of the difference grid along the ordinate; $K_R$ is the one difference cell size of type Real*8 (64 bits); parameter $V_c$ shows the speed of computing when solving such problems using the proposed processor.

The value $T_{ex}$ was determined by the following formula:

$$T_{ex} = \frac{m \cdot (N - 1) \cdot E_i \cdot K_R}{k \cdot d \cdot V_p}.$$  

In expression (3), the $m$ value may be equal to one in the unilateral mode of boundary data exchange, or two when it is two-way; $V_p$ is network bandwidth in the system, Gbit/s; $k$ is the communication channels number of the network operating simultaneously (computing networks number), $d$ - half-duplex ($d = 1$), or duplex ($d = 2$) mode of the computer network in a multiprocessor computing system.

Under these conditions one can compute total computation time of a single iteration that will include, in fact, the computation time of a single iteration when using $N$ nodes of a multiprocessor computing system and the time of boundary data exchange depending on the number of nodes $N$, that is

$$T = \frac{E_i \cdot E_y \cdot K_R}{N \cdot V_c} + \frac{m \cdot (N - 1) \cdot E_i \cdot K_R}{k \cdot d \cdot V_p}.$$  

The relation (4) analysis shows that computation area distribution among the nodes allowed reducing the number of computations performed by each of its blades. Due to the fact that the multiprocessor computing system nodes work in parallel, then the total computing iteration time decreases. At the same time, with the nodes increase in the system, the boundary data volume also increases, and thus, time for the information exchange among the nodes increases.

In order to compute acceleration and efficiency of the system, the commonly accepted concepts in the theory of parallel computations were taken as the basis. An analytical ratio was derived for estimating the efficiency of a multiprocessor computer system through its parameters, i.e.

$$Q = \frac{T_u \cdot k \cdot d \cdot V_n \cdot N}{T_u \cdot k \cdot d \cdot V_n \cdot N + N^2 \cdot m \cdot (N - 1) \cdot E_i \cdot K_R}.$$  

The performance indicators of multiprocessor computing system were simultaneously determined by the formulas (3 - 5) given above and by means of experimental computations. It was observed that the results obtained coincide, which is explained by the computations nature. Fig. 1, 2 depict simulation graphs of depend-
ence of a single iteration computation time on the nodes number of a multiprocessor computing system and computations acceleration dependence on the nodes number of a multiprocessor computing system.

Fig. 1 shows a single iteration computation time with increasing number of nodes decreases with hyperbolic dependence (curve 1). However, the boundary data exchange time with the increase in the nodes number of the system increases according to the linear law (line 2). The general picture of the change in a single iteration computation time in a multiprocessor computing system illustrates dependence represented by curve 3. An analysis of such a curve shows that at the first stage, the computations time decreases with increasing nodes number of the system. A similar result was foreseen. However, the reduction of this time occurred to a certain limit. If, for instance, the nodes number exceeds six, then the total computation time begins to increase. This happens along with the increase in the data amount, which get transferred among the nodes. Thus, one can conclude that with the constant grid size the blades number in the system should be no more than six. At the same time, the time spent on solving the problem, decreased from 100 seconds to 30.81 seconds.

Figure 1 - A single iteration computation time dependence curves on the nodes number of the multiprocessor computing system

Figure 2 - Computations acceleration dependence curves on the nodes number of a multiprocessor computing system

In the second part of the research, further development methods for analyzing the multiprocessor modular computing system efficiency have been developed. Moreover, the main attention was paid to the peculiarities of the network interface interference of the developed system on its efficiency values. Initially, the network interface architecture peculiarities of the multiprocessor computing system and the basic modes of its operation were considered. To evaluate the processes occurring in the system during the information flows transmission, the network system band-
width and the switch throughput were compared. This procedure was necessary for optimal selection of components of the network interface of a multiprocessor computing system. In this regard, for the research convenience, the total bandwidth parameter of the multiprocessor network system was introduced according to the specification of the manufacturer \((V_s)\). It was defined as follows:

\[
V_s = V_p \cdot N \cdot d.
\]  

(6)

Herein \(N\) is the nodes number in the system, and \(V_p\) is its network protocol throughput, Gbit/s. With this approach it is already possible to compare the values of the total network interface bandwidth of the system \((V_s)\) and the switch \((V_b)\) bandwidth. For further analysis of the network interface of multiprocessor computing system, the throughput coefficient of the network system \((k_s)\) was introduced. Its value was determined by the following ratio:

\[
k_s = \frac{V_s}{V_b}.
\]  

(7)

By taking into account formula (7)

\[
k_s = \frac{V_p \cdot N \cdot d}{V_b}.
\]  

(8)

To further use this approach, the concept of switching capacity coefficient \((k_b)\) was proposed and a formula was derived for its definition, i.e.

\[
k_b = \frac{V_b}{V_p \cdot N \cdot d}.
\]  

(9)

To illustrate broad picture of the processes under research, some definitions were introduced, and then, with their account, a more detailed analysis of the main network characteristics of multiprocessor computing system was performed.

**Definition 1.** The network interface deficiency mode of a multiprocessor computing system is such an option of its network functioning, where there is an inequality: \(k_s < k_b\).

**Definition 2.** The network interface surplus mode of the multiprocessor computing system is such an option of its network functioning, where there is an inequality: \(k_s > k_b\).

**Establishing the optimal** nodes number in the cluster system. It should be noted that the numerical-analytical schemes of the higher accuracy order, considered in the papers [12, 9], serve as the computational methods for solving the heat
conduction problem. As a basis for determining the boundary data exchange time in a cluster system while working in its network interface deficiency mode, the relation (3) becomes as follows:

$$T_{ex1} = \frac{m \cdot (N-1) \cdot E_i \cdot K_R \cdot K_{pr}}{k \cdot d \cdot V_p},$$  \hspace{1cm} (10)$$

To compute the boundary data exchange time in the cluster system in its network interface surplus mode, we apply the relation of the following form:

$$T_{ex2} = \frac{m \cdot (N-1) \cdot E_i \cdot K_R \cdot N \cdot K_{pr}}{k_m \cdot d \cdot V_b}.$$  \hspace{1cm} (11)$$

Further, considering the multiprocessor computing system in the performed experiment conditions, we establish in it the nodes number that provides the most effective solution to the problem. At the same time, [5, 3] show that the computational speed will increase by about the moment when

$$T_{calc} \approx T_{ex}.$$  \hspace{1cm} (12)$$

Thus, on the basis of the relation (12), it is possible to compute the nodes number in the cluster computing system needed to effectively solve the problem. Note that this research phase aims to reduce the total computation time by parallelizing the program. Obviously, at the same time, the overall grid size does not depend on the computing nodes number in the cluster system. Taking into account the relation (9), we obtain analytical expressions for determining the optimal nodes number of a cluster system, when it operates in a network interface deficiency mode, that is,

$$T_{calc} \approx \frac{m \cdot (N-1) \cdot E_i \cdot K_R \cdot K_{pr}}{k \cdot d \cdot V_p}.$$  \hspace{1cm} (13)$$

We also have the following expression for the network interface surplus:

$$T_{calc} \approx \frac{m \cdot (N-1) \cdot E_i \cdot K_R \cdot N \cdot K_{pr}}{k_m \cdot d \cdot V_b}.$$  \hspace{1cm} (14)$$

Using expressions (13) and (14), we can obtain two equations in relation to $N$ to determine the optimal nodes number in a cluster system, where the total computational required time for solving the problem will be minimal. Thus, the equation (13) reduces to a quadratic form, i.e.

$$N^2 - N - \frac{E_y \cdot k \cdot d \cdot V_p}{m \cdot V_c} = 0.$$  \hspace{1cm} (15)$$

For analysis convenience, we will write the equation (15) as follows:

$$N^2 - N - \lambda = 0.$$  \hspace{1cm} (16)$$
In equation (16) \( \lambda = f(E_p, V_m, 1/V_c) \), this value can be interpreted as the capabilities coherency coefficient of the selected processors, the network interface and the computing area value when the system operates in a network interface deficiency mode. In addition, it should be emphasized that the correspondence of the cluster system capabilities to the nature of the problems to be solved requires the coordination of all parts that is included in the value \( \lambda \). Let’s analyze this coefficient. At first glance, the result turned out to be somewhat paradoxical. It shows that the coefficient of consistency \( \lambda \), as well as the optimal blades number in the cluster system do not depend on the data area size. Such an assertion can be explained by the fact that the computation domain distribution among the cluster system nodes was carried out at its constant size. This means that the ratio of the time spent on processing the data in this area and the transfer time also remained unchanged and independent of its size. The second very important conclusion is that the optimal blades number in the cluster system, which provides its highest speed, decreases with increasing computing power of the processors included in it. Such a statement becomes quite clear when one considers that the network data exchange among the cluster system nodes is more likely to impede the overall computation process, the less time will be spent directly on solving a specific problem.

Thus, the equation (15) solution will be two radicals, one of them is negative, and the other one is positive. Proceeding from the set physical conditions of the problem, a positive radical is adopted, which value is equal to eight, hence \( N = 8 \). Note that this result satisfies the inequality that establishes the conditions for the cluster system to function in the network interface deficiency mode [14].

Equation (11) is reduced to a cubic form, i.e.

\[
N^3 - N^2 - \frac{E_p \cdot k_m \cdot d \cdot V_b}{m \cdot V_c} = 0.
\]

(14)

For the convenience of analysis, we will write it in this way

\[
N^3 - N^2 - \mu = 0.
\]

(15)

In equation (15) \( \mu = f(E_p, V_m, 1/V_c) \), and this value can be considered as the capabilities coherence coefficient of selected processors, the network interface and the value of the computing area when the system operates in the network interface surplus mode. Let’s analyze the value of this coefficient. One can conclude that the optimal number of blades in the cluster system is capable of providing its highest performance, will depend on the size of the computing area, the switching capabilities and computing power of the processors which the cluster system is composed of.
from. These parameters variation allows selecting the appropriate blades number when operating the system in the network interface surplus mode.

As a result of the equation (14) solution three radicals are obtained, in particular, two imaginary, and one valid. The actual radical corresponds to the nodes number: \( N = 33 \). However, this result analysis indicates that it does not satisfy the condition of the cluster system functioning in the network interface surplus mode [5]. Having analyzed the simulation results, we can conclude that under the conditions of the problem being researched the optimal blades number of the cluster system would correspond to \( N = 8 \).

**Conclusions.** Improvement and creation of new technological processes require considerable expenses for a large number of field experiments on laboratory, experimental and industrial equipment, as well as in industrial conditions. The reduction of experimental researches and the time to conduct them with obtaining of necessary information for technological developments design and implementation can be achieved by multiprocessor computing systems.

The class of problems being considered in this paper is solved by a multiprocessor computing system. Thus, we have preconditions for quantifying the multiprocessor computing system efficiency. In this problem, the optimal nodes number in the cluster system, with the maximum parallelism efficiency is \( N = 8 \). Such a cluster size will provide 4.28 times faster than solving a problem by one computer. According to the computed data, the proposed cluster mode allowed not only to improve system efficiency, but also significantly reduce computing time, from 83.11 to 19.52 seconds. At the same time, note that if such an acceleration computation value is not able to provide control of temperature fields, then, in this case, it is necessary to apply more powerful processors. For these reasons, further promising research will be aimed at highlighting such issues.
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Дослідження впливу мережевого інтерфейсу на ефективність багатопроцесорної системи

Стаття присвячена розвитку підходу до визначення методології оцінки ефективності модульних багатопроцесорних обчислювальних систем. При цьому основна увага приділяється особливостям впливу на значення даного параметра мережевого інтерфейсу. Проведено аналіз формування архітектури мережевого інтерфейсу багатопроцесорної системи та основних режимів її роботи. Для оцінки процесів, що відбуваються в системі при передачі інформаційних потоків, проводилося порівняння пропускної здатності мережевої системи та пропускної здатності комутаторів, що дозволило визначити передумови для оптимального вибору компонентів мережевого інтерфейсу багатопроцесорної обчислювальної системи. Проведені дослідження також дозволили вивести аналітичні співвідношення для визначення оптимальної кількості вузлів системи з різними режимами функціонування. Показано, що обмін мережевими даними між вузлами багатопроцесорної обчислювальної системи уповільнює загальний процес обчислень.
Research of the influence of a network interface on the efficiency of modular multiprocessor systems

The paper is devoted to the approach development related to methodology definition for evaluation of the modular multiprocessor computing systems efficiency. At the same time, the main attention is focused on the impact peculiarities on this network interface value.

Working methods of efficiency analyzing of multiprocessor computing systems do not allow determining optimal number of its nodes for solving a certain class of problems. At the same time, they did not get proper research development on the network interface impact on the efficiency of modular multiprocessor computing systems. In addition, for computing multiprocessor system evaluation efficiency, the main analytical relations are not provided through parameters of the system being studied. Research purpose is to further develop the approach associated with definition of a methodology for evaluating the multiprocessor modular computing system effectiveness. At the same time, the main attention is paid to influence peculiarities on the given indicator of the developed system network interface.

The formation analysis of the multiprocessor system network interface architecture and the basic modes of its operation have been analyzed. To evaluate the processes occurring in the system during the information flows transmission, the network system bandwidth and the switch throughput were compared; which allowed determining the preconditions for optimal components selection of the multiprocessor computing system network interface. The performed researches also allowed deducing analytical relations for determining the optimal number of system nodes with different functioning modes. The selected processors coherency coefficient, network interface and value of the computing area are deduced. The derived analytical relationships also showed that the optimal number of blades in a multiprocessor computing system, that provide its highest speed, decreases with increasing computing power of the processors included. It is shown that the network data interchange among the multiprocessor computing system nodes the more likely to impede the overall computation process; the less time will be spent directly on solving a specific problem.
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