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Abstract
This paper contains two parts. In the first part, we study the ergodicity of periodic measures of random dynamical systems on a separable Banach space. We obtain that the periodic measure of the continuous time skew-product dynamical system generated by a random periodic path is ergodic if and only if the underlying noise metric dynamical system at discrete time of integral multiples of the period is ergodic. For the Markov random dynamical system case, we prove that the periodic measure of a Markov semigroup is PS-ergodic if and only if the trace of the random periodic path at integral multiples of period either entirely lies on a Poincaré section or completely outside a Poincaré section almost surely. In the second part of this paper, we construct sublinear expectations from periodic measures and obtain the ergodicity of the sublinear expectations from the ergodicity of periodic measures. We give some examples including the ergodicity of the discrete time Wiener shift of Brownian motions. The latter result would have some independent interests.
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1. Introduction

Ergodic theory is one of the most important observations in mathematics made in the last century with significance in many areas of physics such as statistical physics (cf [4, 30–32]). Concerning the spreading and irreducibility nature of random systems, ergodicity is a fundamentally natural phenomenon to many stochastic systems (cf [8, 10, 11, 22]). The theory was substantially developed for (weakly) mixing invariant measures/stationary processes in the stationary regime. Many useful results were obtained especially in the Markovian case.

It is noted that the classical ergodic theory excludes random periodic cases. However, random periodicity is ubiquitous. Randomness and periodicity are present simultaneously in many real world problems e.g. maximum daily temperature, sunspot activities, economic cycles, business cycles, El Nino phenomena, ice age and interglacial transitions etc. The concept of random periodic paths and periodic measures were recently introduced to describe random periodicity ([15, 16, 18, 34]). See also [13, 14].

It is worth mentioning that the notion of classical periodic paths cannot be adopted to interpret random periodicity as periodicity breaks under random perturbations. Unless in a very restrictive circumstance, a random process cannot follow a periodic path even if one fixes a real-value random periodicity as periodicity breaks under random perturbations. Unless in a very restrictive circumstance, a random process cannot follow a periodic path even if one fixes a realistic periodicity description. The concept of periodic measures was introduced and its ‘equivalence’ with random periodic measures was established. Moreover, the average of a periodic measure over one period is a random periodic path satisfying for \( P - \text{a.e.} \omega \in \Omega \),

\[
Y(s + \tau, \omega) = Y(s, \theta \tau \omega), \quad \text{for all } s \in I,
\]

or equivalently for \( P - \text{a.e.} \omega \in \Omega \), \( Y(s + \tau, \theta^{-\tau} \omega) = Y(s, \omega) \), for all \( s \in I \). Here \( I \) is a two-sided time set of discrete or continuous type, \( I = \mathbb{Z} \), or \( I = \mathbb{R} \). This is very different from the classical periodic function. It is only ‘periodic’ if one prepares to kick the noise backward. However, the pull-back process \( \phi(s, \omega) = Y(s, \theta^{-s} \omega) \) is a periodic function of \( s \). Note \( (\phi(s, \omega))_{s \in I} \) is not a path of the random dynamical system but the set

\[
L^\omega = \{ \phi(s, \omega) : 0 \leq s \leq \tau \}
\]

is an invariant set of the random dynamical system \( \Phi \) such that \( \Phi(t, \omega) L^\omega = L^\theta \omega \). The set \( L^\omega \) is a closed curve if \( I \) is continuous. This suggests that the random periodic path actually moves from one closed curve to another closed curve. Moreover, the law \( \rho_s \) of \( Y(s, \cdot) \) defined by

\[
\rho_s(\Gamma) = P(\omega : Y(s, \omega) \in \Gamma) \quad \text{for any } \Gamma \in \mathcal{B}(\mathcal{X})
\]

is a measure-valued function satisfying periodic condition \( \rho_{s+\tau} = \rho_s \), for any \( s \in \mathbb{R} \).

The ergodic theory of periodic random dynamical system was observed recently in [18]. The concept of periodic measure was introduced and its ‘equivalence’ with random periodic processes was established. Moreover, the average of a periodic measure over one period is an invariant measure from which the ergodicity can be studied. It is defined as the ergodicity of a measure preserving canonical dynamical system lifted from the invariant measure on the phase space. From the ergodic theory of periodic random dynamical systems in [18], the distinction between the stationary regime and random periodic regime is characterised by the spectral structure of Markov semigroups or their infinitesimal generators. In the stationary regime, Koopman–von Neumann theorem tells us that 0 is a simple and unique eigenvalue.
of the generator on the imaginary axis (cf \[8\]), while in the periodic regime, the infinitesimal generator has infinitely many equally spaced eigenvalues (including 0), which are simple, and no other eigenvalues, on the imaginary axis (\[18\]).

Random periodic paths have been found in many stochastic systems. We will quote two examples in section 2 to demonstrate the idea. Needless to say that the existence of periodic measures can be studied without referring to random periodic paths. See \[19\] for recent progress. These concepts have been used in the study of bifurcations (\[33\]), random attractors (\[3\]), stochastic resonance (\[6\]), modelling El Nino phenomena (\[5\]) and strange attractors (\[23\]).

In this paper, we continue the study on the ergodicity of periodic measures and obtain some new results. First we study random periodic paths on a separable Banach space and associated periodic measures \(\mu_t = \delta_{\{(1, \theta), \omega\}} \times dP\) on the product space \((\Omega, \mathcal{F}) = (\Omega \times \mathcal{X}, \mathcal{F} \otimes \mathcal{B}(\mathcal{X}))\).

Then \(\{\mu_t\}_{t \geq 0}\) is a periodic measure with respect to the skew product \((\Theta_t)_{t \geq 0}\). We prove in the first part of this paper that \((\Omega, \mathcal{F}, P, (\Theta_t)_{t \geq 0})\) is ergodic if and only if \((\Omega, \mathcal{F}, \mu, (\Theta_n)_{n \geq 0})\) is ergodic, i.e. the dynamical system \((\Omega, \mathcal{F}, \{\mu_t\}_{t \in \mathbb{R}}, (\Theta_t)_{t \geq 0})\) is PS-ergodic. Note here there is no need of any other conditions on its random periodic paths \(Y\) apart from the existence.

The metric dynamical system \((\Omega, \mathcal{F}, P, (\Theta_n)_{n \geq 0})\) being ergodic is stronger than the statement that \((\Omega, \mathcal{F}, P, (\Theta_t)_{t \geq 0})\) is ergodic. They are not normally equivalent. We will give an example that \((\Omega, \mathcal{F}, P, (\Theta_n)_{n \geq 0})\) is ergodic, but the discrete metric dynamical system \((\Omega, \mathcal{F}, P, (\Theta_n)_{n \geq 0})\) is not ergodic. However, we will prove in this paper, for the canonical Wiener process and the Brownian shift, both the discrete dynamical systems and continuous time dynamical systems are ergodic. The result of the discrete dynamical systems of Wiener space is new. This means that our results can apply to stochastic differential equations and stochastic partial differential equations driven by Wiener processes. Suggested by fundamental results of \[1, 12, 20, 25–27\], these equations can generate random dynamical systems, of which the noise metric dynamical system over a group of discrete time is ergodic according to our result here.

For the Markov random dynamical systems, the random periodic paths give rise to periodic measures \((\rho_s)_{s \in \mathbb{R}}\) on the state space \(\mathcal{X}\). For each \(s\), \(\rho_s\) is an invariant measure with respect to discrete semigroup \(P(n \tau), n \in \mathbb{N}\) (as a convention, we always assume that \(0 \in \mathbb{N}\)). We will give a necessary and sufficient condition for the periodic measure \((\rho_s)_{s \in \mathbb{R}}\) being PS-ergodic (i.e. for each \(s \in \mathbb{R}\), \(\rho_s\) is ergodic as an invariant measure with respect to \(P(n \tau), n \in \mathbb{N}\)), which says for any invariant set \(\Gamma\) such that \(P(n \tau) = I_{\Gamma} \rho_s - \text{a.s.}\), the section \(L_s^\tau := \{Y(s + k \tau, \omega), k \in \mathbb{Z}\}\) satisfies \(L_s^\tau \subset \Gamma\) or \(L_s^\tau \cap \Gamma = \emptyset, P - \text{a.s.}\) However, it is not known whether or not this result is true in the stationary case.

Sublinear expectation is used to model uncertainty and ambiguity of probabilities such as subjective probabilities due to heterogeneity of expectation formation process (cf \[2, 9, 29\]). An ergodic theory of sublinear expectation was developed recently by \[17\]. In the second part of this paper, we construct an ergodic sublinear subexpectation from an ergodic periodic measure as an upper expectation for the first time in literature. We prove that if a periodic measure is ergodic, then the generated sublinear expectation, which is invariant with respect to the skew product dynamical system or the Markov semigroup, is ergodic. As for the Birkhoff’s type of ergodic theorem, i.e. the law of large number, we obtain the convergence in the quasi-sure sense when we apply the ergodic theory of upper expectations, whilst we can only obtain the convergence in the almost-sure sense by the ergodic theory of periodic measures (\[18\]). This provides justifications for the construction of upper expectation and the investigation of its ergodicity, which can provide useful new information. The point of view of upper expectations from periodic measures could also be interesting to the study of finance or coherent risk measure.
2. Ergodicity of skew product dynamical systems: necessary and sufficient conditions

2.1. Random periodic paths and periodic measures on product spaces

Consider a random dynamical system \( \Phi : \mathbb{R}^+ \times \Omega \times \mathbb{X} \to \mathbb{X} \) over a metric dynamical system \((\Omega, \mathcal{F}, P, (\theta_t)_{t \in \mathbb{R}})\) on a separable Banach space \( \mathbb{X} \). It is a measurable mapping and almost surely \( \Phi_0 = \text{id} \) and \( \Phi(t + s, \omega) = \Phi(t, \theta_s \omega) \circ \Phi(s, \omega) \) for any \( t, s \geq 0 \). The map \( \theta : \mathbb{R} \times \Omega \to \Omega \) is measurable with respect to \((\mathcal{B}(\mathbb{R}) \otimes \mathcal{F}, \mathcal{F})\) such that \( \theta_t \circ \theta_s = \theta_{t+s}, \ t, s \in \mathbb{R} \) and preserves the measure \( P \), i.e. \( \theta_* P = P \). Random dynamical systems can be generated by stochastic differential equations ([1, 12, 25, 26]), stochastic partial differential equations ([20, 21, 27]) and Markov chains ([24]).

Let us recall the definition of random periodic paths ([15, 16, 18, 34]).

**Definition 2.1.** A random periodic path of period \( \tau \) of the random dynamical system \( \Phi : \mathbb{R}^+ \times \Omega \times \mathbb{X} \to \mathbb{X} \) is an \((\mathcal{B}(\mathbb{R}) \otimes \mathcal{F}, \mathcal{B}(\mathbb{X}))\)-measurable map \( Y : \Omega \times \mathbb{X} \to \mathbb{X} \) such that for almost all \( \omega \in \Omega \),

\[
\Phi(t, \theta_* \omega) Y(s, \omega) = Y(t + s, \omega), \quad Y(s + \tau, \omega) = Y(s, \theta_* \omega), \quad \text{for all } t \geq 0, s \in \mathbb{R}. \tag{2.1}
\]

It is called a random periodic path with the minimal period \( \tau > 0 \) is the smallest number such that (2.1) holds. It is a stationary path of \( \Phi \) if \( Y(0, \theta_* \omega) = Y(0, \omega) = Y_0(\omega) \) for all \( s \in \mathbb{R}, \omega \in \Omega \) i.e. \( Y_0 : \Omega \to \mathbb{X} \) is a stationary path if for almost all \( \omega \in \Omega \),

\[
\Phi(t, \omega) Y_0(\omega) = Y_0(\theta_* \omega), \quad \text{for all } t \in \mathbb{R}^+. \tag{2.2}
\]

As we mentioned in the introduction, random periodicity is a common phenomenon. We quote the following two examples for convenience. Detailed proof can be found in [18] and is omitted here.

**Example 2.2.** Consider the following stochastic differential equation on \( \mathbb{R}^2 \)

\[
\begin{cases}
\frac{dx_1}{dt} = -x_2 + x_1(1 - x_1^2 - x_2^2) \, dt + x_1 \, dW_1(t), \\
\frac{dx_2}{dt} = x_1 + x_2(1 - x_1^2 - x_2^2) \, dt + x_2 \, dW_2(t),
\end{cases} \tag{2.3}
\]

here \( W_1(t) \) and \( W_2(t) \) are two independent one-dimensional two-sided Brownian motions on the probability space \((\Omega, \mathcal{F}, P)\) with \((W_1(0), W_2(0))^T = (0, 0)^T\). Denote \( W(t) = (W_1(t), W_2(t))^T \). Set \( \mathcal{F}^u = \sigma(W(u) - W(v) : s \leq v \leq u \leq t) \), \( \mathcal{F}^\infty = V_{s \leq u \leq t} \mathcal{F}^u \) and \( \theta : \mathbb{R} \times \Omega \to \Omega \) the measure preserving metric dynamical system given by

\[
(\theta_* \omega)(t) = W(t + s) - W(s), \quad s, t \in \mathbb{R}. \]

It is well known that the noiseless system

\[
\begin{cases}
\frac{dx_1}{dt} = -x_2 + x_1(1 - x_1^2 - x_2^2), \\
\frac{dx_2}{dt} = x_1 + x_2(1 - x_1^2 - x_2^2),
\end{cases}
\]

has a periodic solution \((x_1(t), x_2(t)) = (\cos t, \sin t)\). It is proved in [18] that equation (2.3) has a unique random periodic solution \( x^*(t) = (x_1^*(t), x_2^*(t)) \neq (0, 0) \) with a positive minimum period satisfying for a.s. \( \omega \in \Omega \),

\[
x^*(t + \pi, \theta_* \omega) = -x^*(t, \omega), \tag{2.4}
\]
\( x^*(t + 2\pi, \theta - 2\pi\omega) = x^*(t, \omega). \) (2.5)

Numerical simulations are also borrowed from [18] to provide numerical evidence of the main result (2.4) and (2.5) of this example (figure 1). They describe the random periodicity in the sense of backward kicked noise.

**Example 2.3.** Consider the following well known example of a discrete time Markov chain with three states \( \{1, 2, 3\} \) and the transition probability matrix

\[
P = \begin{pmatrix}
0 & 1 & 1 \\
1 & 0 & 0 \\
1 & 0 & 0
\end{pmatrix}.
\]

Recall that in the theory of Markov chain the period \( d(i) \) of the state \( i \) is defined as the greatest common divisor of \( \{n : \text{P}_n^i > 0\} \). From this definition, it is easy to see that \( d(1) = d(2) = d(3) = 2 \) in this case. Definition 2.1 looks completely different from the greatest common divisor definition. However, it was shown in [18] that these two definitions are equivalent. We can set up a random dynamical system from this Markov chain and construct a random periodic path.

Now we introduce the idea of periodic measures on product space generated by random periodic paths. Consider a standard product measurable space \( (\Omega, F) = (\Omega \times \mathcal{X}, \mathcal{F} \otimes B(\mathcal{X})) \) and the skew-product of the metric dynamical system \( (\Omega, \mathcal{F}, P, (\theta_t)_{t \in \mathbb{R}}) \) and the cocycle \( \Phi(t, \omega) \) on \( \mathcal{X}, \Theta_t : \Omega \rightarrow \Omega \)

\[
\Theta_t(\bar{\omega}) = (\theta_t\omega, \Phi(t, \omega)x), \quad \text{for all } \bar{\omega} = (\omega, x) \in \bar{\Omega}, \ t \in \mathbb{R}^+.
\] (2.6)

Set

\[
\mathcal{P}_P(\Omega \times \mathcal{X}) := \{\mu : \text{probability measure on } (\Omega \times \mathcal{X}, F \otimes B(\mathcal{X})) \text{ with marginal } P \text{ on } (\Omega, F)\}
\]

and

\[
\mathcal{P}(\mathcal{X}) = \{\rho : \text{probability measure on } (\mathcal{X}, B(\mathcal{X}))\}.
\]

The following definition was given in [18].

**Definition 2.4.** A map \( \mu : \mathbb{R} \rightarrow \mathcal{P}_P(\Omega \times \mathcal{X}) \) is called a periodic probability measure of period \( \tau \) on \( (\Omega \times \mathcal{X}, F \otimes B(\mathcal{X})) \) for the random dynamical system \( \Phi \) if

\[
\mu_{t+s} = \mu_s \text{ and } \Theta_t\mu_s = \mu_{t+s}, \quad \text{for all } t \geq 0, \ s \in \mathbb{R}.
\] (2.7)

It is called a periodic measure with minimal period \( \tau > 0 \) if \( \tau \) is the smallest number such that (2.7) holds. It is an invariant measure if it also satisfies \( \mu_s = \mu_0 \) for any \( s \in \mathbb{R} \), i.e. \( \mu_0 \) is an invariant measure of \( \Phi \) if \( \mu_0 \in \mathcal{P}_P(\Omega \times \mathcal{X}) \) and

\[
\Theta_t\mu_0 = \mu_0, \quad \text{for all } t \in \mathbb{R}^+.
\] (2.8)

**Theorem 2.5 (18).** If a random dynamical system \( \Phi : \mathbb{R}^+ \times \Omega \times \mathcal{X} \rightarrow \mathcal{X} \) has a random periodic path \( Y : \mathbb{R} \times \Omega \rightarrow \mathcal{X} \), it has a periodic measure on \( (\Omega \times \mathcal{X}, F \otimes B(\mathcal{X})) \), \( \mu : \mathbb{R} \rightarrow \mathcal{P}_P(\Omega \times \mathcal{X}) \), given by

\[
\mu_s(A) = \int_{\Omega} \delta_{Y(t, \omega)}(A_{\theta_t\omega})P(d\omega),
\] (2.9)
where $A_\omega$ is the $\omega$-section of $A$. Moreover, the time average of the periodic measure defined by

$$\bar{\mu} = \frac{1}{\tau} \int_0^\tau \mu_s ds$$

is an invariant measure of $\Phi$ whose random factorization is supported by $L^\infty$ defined in (1.1).

**Remark 2.6.** For a periodic path $Y$, it is easy to see that the factorization of $\mu_s$ defined in theorem 2.5 is

$$\Lambda_s = \delta_{Y(s, \theta_{-s}\omega)}$$

(2.11)
and

\[(\mu_{t+\tau})_\omega = (\mu_t)_\omega, \quad \Phi(t, \omega)(\mu_t)_\omega = (\mu_{t+\tau})_\omega.\]  

(2.12)

In this section, we always assume the following condition and use the construction of periodic measure given in (2.9).

**Condition P.** There exists a random periodic path \(Y\) with period \(\tau\) for the random dynamical system \(\Phi\).

Throughout the paper, we adopt the standard definition of ergodicity of a measure preserving dynamical system, i.e. any invariant set of the dynamical system has either full measure or zero measure.

### 2.2. The ergodicity of metric dynamical system on the Wiener space

When we consider stochastic differential equations e.g. in example 2.2, we need to consider metric dynamical systems on Wiener space, the shift of Brownian motion, of which the ergodicity under discrete time is one of the important conditions in our later set up. We establish the result here first.

It is well known that, for a canonical Wiener space \((\Omega, \mathcal{F}, P)\), the corresponding canonical dynamical system \((\Omega, \mathcal{F}, P, (\theta_t)_{t \geq 0})\) is ergodic, where \(\theta_t\) is the Brownian shift. We will prove the discrete dynamical system \((\Omega, \mathcal{F}, P, (\theta^n_t)_{n \geq 0})\) is also ergodic. Thus our results in this paper can apply to stochastic differential equations and stochastic partial differential equations driven by Brownian motions.

A standard Brownian motion or Wiener process \((W_t)_{t \in \mathbb{T}}\) (\(\mathbb{T} = \mathbb{R}^+\) (one-sided time) or \(\mathbb{T} = \mathbb{R}\) (two-sided time)) in \(\mathbb{R}^m\) is a process with \(W_0 = 0\) and stationary independent increments satisfying \(W_t - W_s \sim \mathcal{N}(0, |t - s|)\). The corresponding measure \(P\) on \((\Omega, \mathcal{F})\), where \(\Omega = \mathcal{C}_0(\mathbb{T}, \mathbb{R}^m)\) and \(\mathcal{F}\) is the Borel \(\sigma\)-algebra on \(\Omega\), is called Wiener measure, the probability space \((\Omega, \mathcal{F}, P)\) is called Wiener space. The corresponding canonical metric dynamical system \(\Sigma = (\Omega, \mathcal{F}, P, (\theta_t)_{t \in \mathbb{T}})\) describes Brownian motion or (Gaussian) white noise as a metric dynamical system of random dynamical systems generated by stochastic differential equations or stochastic partial differential equations driven by Brownian motions.

Let \(\Sigma = (\Omega, \mathcal{F}, P, (\theta_t)_{t \in \mathbb{T}})\) be one of the canonical dynamical system introduced above, with the canonical filtration \(\mathcal{F}_t^s := \sigma(W_u - W_v, s \leq u, v \leq t), s \leq t\). The following notations are standard (cf [1]).

\[\mathcal{T}^\infty := \bigcap_{t \in \mathbb{T}} \mathcal{F}_t^\infty,\]

and for two-sided time

\[\mathcal{T}_\infty := \bigcap_{t \in \mathbb{T}} \mathcal{F}_t^{-\infty},\]

as the tail \(\sigma\)-algebras (\(\mathcal{T}_\infty\): remote past, \(\mathcal{T}^\infty\): remote future). Set

\[\mathcal{I} := \{A \in \mathcal{F} : \theta^{-1}_t A = A, \quad \text{for all } t \in \mathbb{T}\},\]

and for a given \(\tau > 0\), define

\[\mathcal{I}_\tau := \{A \in \mathcal{F} : \theta^{-1}_\tau A = A\}.\]
We say \( A \subset B \) mod \( P \) if for each \( A \in A \), there is a \( B \in B \) with \( P(A \triangle B) = 0 \).

**Proposition 2.7.** Assume that \( \mathcal{I}, \mathcal{I}_r, \mathcal{T}_\infty \) and \( \mathcal{T}_{-\infty} \) are defined as above. Then

(a) If \( \mathbb{T} \) is one-sided (\( \mathbb{T} = \mathbb{R}^+ \)): \( \mathcal{I} \subset \mathcal{I}_r \subset \mathcal{T}_\infty \).

(b) If \( \mathbb{T} \) is two-sided (\( \mathbb{T} = \mathbb{R} \)): \( \mathcal{I} \subset \mathcal{I}_r \subset \mathcal{T}_\infty \) mod \( P \), and \( \mathcal{I} \subset \mathcal{T}_{-\infty} \) mod \( P \).

**Proof.** Obviously, by the definitions of \( \mathcal{I}, \mathcal{I}_r \), we have \( \mathcal{I} \subset \mathcal{I}_r \).

(a) We just need to prove that \( \mathcal{I}_r \subset \mathcal{T}_\infty \). For any \( A \in \mathcal{I}_r \), since

\[
\mathcal{F} = \mathcal{B}(\Omega) = \sigma(W, t \in \mathbb{R}^+) = \sigma(W_u - W_v, 0 \leq u, v < \infty) = \mathcal{F}_0^\infty
\]

and

\[
\theta_{\tau}^{-1} \mathcal{F}_t^\infty = \mathcal{F}_{t + \tau}^\infty \quad \text{for all } t \in \mathbb{R}^+,
\]

then

\[
A = \theta_{\tau}^{-1} A \in \theta_{\tau}^{-1} \mathcal{F}_0^\infty = \mathcal{F}_\tau^\infty.
\]

By induction, we have \( A \in \mathcal{F}_{n\tau}^\infty \) for all \( n \in \mathbb{N} \). Then \( A \in \bigcap_{n \in \mathbb{N}} \mathcal{F}_{n\tau}^\infty \). But

\[
\mathcal{T}_\infty = \bigcap_{t \in \mathbb{R}^+} \mathcal{F}_t^\infty = \bigcap_{n \in \mathbb{N}} \mathcal{F}_{n\tau}^\infty,
\]

thus \( A \in \mathcal{T}_\infty \). This means \( \mathcal{I}_r \subset \mathcal{T}_\infty \).

(b) Without loss of generality, we just need to prove \( \mathcal{I}_r \subset \mathcal{T}_\infty \) mod \( P \). Similarly we can prove \( \mathcal{I}_r \subset \mathcal{T}_{-\infty} \) mod \( P \). To prove the desired result, for any \( A \in \mathcal{I}_r \), we set

\[
A_n := \{\omega \in \Omega : \text{there exists } \omega' \in A \text{ such that } \omega(t) = \omega'(t) \text{ for all } t \in [-n\tau, \infty)\}
\]

for all \( n \in \mathbb{N} \). We can conclude that \( A_n \in \mathcal{F}_{-n\tau}^\infty \) and \( A_n \supset A_{n+1} \supset A \). Assume \( A_n \downarrow \hat{A} \), then \( A \subset \hat{A} \) and \( P(A) \leq P(\hat{A}) \). But since

\[
\mathcal{F} = \sigma(W, t \in \mathbb{R})
\]

\[
= \{A | \text{there exist } \{t_n\}_{n=1}^\infty \subset \mathbb{R}, B \in \mathcal{B}(\mathbb{R}) \text{ such that } A = \{\omega : \{\omega(t_n)\}_{n=1}^\infty} \in B\},
\]

so for a given \( A \in \mathcal{I}_r \), there exist a sequence \( \{t_n\}_{n=1}^\infty \) and a set \( B \in \mathcal{B}(\mathbb{R}) \) such that \( A = \{\omega : \{\omega(t_n)\}_{n=1}^\infty} \in B\} \). Let

\[
B' = \{\Pi_n x = \{x_t\}_{t=1}^n : x = \{x_t\}_{t=1}^\infty} \in B\}
\]

be the projection of \( B \) from \( \mathbb{R}^\infty \) to \( \mathbb{R}^n \) and

\[
B_n = \{\omega : (\omega(t_1), \omega(t_2), \ldots, \omega(t_n)) \in B'\}.
\]

Then we know that \( P(A) = \lim_{n \to \infty} P(B_n) \) from construction of finite dimensional distribution of Wiener measure. By the definition of \( \hat{A} \) we have \( \hat{A} \subset B_n \) for all \( n \), then \( P(\hat{A}) \leq P(B_n) = P(A) \). Since we know that \( P(A) \leq P(\hat{A}) \), we conclude \( P(\hat{A}) = P(A) \).

Next we prove the following claim.

**Claim (\( \ast \)).** For all \( n \geq 2 \), we have \( \theta_{\tau}^{-1} A_n \supset A_{n-1} \supset A_n \).

**Proof of claim (\( \ast \)).** The claim \( A_{n-1} \supset A_n \) is obvious. Now for any \( \omega \in A_{n-1} \), there exists \( \omega' \in A \) such that \( \omega(t) = \omega'(t) \) for all \( t \in [-n(1-\tau), \infty) \), then \( \theta_{\tau} \omega(s) = \omega(s + \tau) - \omega(\tau) \)
\( = \omega(s + \tau) - \omega'(\tau) = \theta_{t\tau}\omega(s) \) for all \( s \in [-\pi, \infty) \). Since \( A \) is \( \theta_{t\tau} \)-invariant set and \( \omega' \in A \), so \( \theta_{t\tau}\omega \in A \). Thus \( \theta_{t\tau}\omega \in A_n \) and \( \omega \in \theta_{t\tau}^{-1}A_n \). This means claim (\( * \)) holds.

Now we continue our proof. Since \( \theta_{t\tau} \) preserves probability \( P \), then by claim (\( * \)), we have

\[
P(A_n) = P(\theta_{t\tau}^{-1}A_n) \geq P(A_{n-1}) \geq P(A_n).
\]

It turns out that

\[
P(A_n) = P(\tilde{A}) = P(A)
\]

for all \( n \in \mathbb{N} \).

Let \( B_k = \theta_{t\tau}^{-1}A_2 \). By claim (\( * \)), \( \theta_{t\tau}^{-1}A_2 \supset A_2 \), i.e. \( \theta_{t\tau}A_2 \subset A_2 \). So for any \( \omega \in B_k = \theta_{t\tau}^{-1}A_2 \), then \( \theta_{t\tau}\omega \in A_2 \), thus \( \theta_{t\tau}(\theta_{t\tau}\omega) = \theta_{t\tau+1}\omega \in A_2 \), therefore \( \omega \in \theta_{t\tau+1}^{-1}A_2 = B_{k+1} \). This means \( B_k \subset B_{k+1} \). And also we have that

\[
P(B_k) = P(\theta_{t\tau}^{-1}A_2) = P(A_2) = P(\tilde{A}) = P(A),
\]

for all \( k,n \in \mathbb{N} \). Since \( A_2 \in \mathcal{F}^{\infty}_{2\tau} \), then \( B_k = \theta_{t\tau}^{-1}A_2 \in \mathcal{F}^{\infty}_{(2+4)\tau} \). Let

\[
\tilde{B} = \lim_{k \to \infty} B_k = \bigcup_{k \in \mathbb{N}} B_k.
\]

Then

\[
\tilde{B} \in \bigcap_{k \in \mathbb{N}} \mathcal{F}^{\infty}_{(2+4)\tau} = \mathcal{T}^{\infty}
\]

and

\[
\tilde{B} \supset B_k \supset A_n \supset \tilde{A} \supset A
\]

and

\[
P(\tilde{B}) = P(B_k) = P(A_n) = P(\tilde{A}) = P(A),
\]

for all \( k,n \in \mathbb{N} \).

Then for any \( A \in \mathcal{L} \), there exist \( \tilde{B} \in \mathcal{T}^{\infty} \) such that \( P(A \triangle \tilde{B}) = P(\tilde{B} \setminus A) = P(\tilde{B}) - P(A) = 0 \), i.e. \( \mathcal{L} \subset \mathcal{T}^{\infty} \) mod \( P \).

**Theorem 2.8.** The canonical dynamical systems driven by Brownian motion \( \Sigma = (\Omega, \mathcal{F}, P, (\theta_t)_{t \geq 0}) \) (\( \mathcal{T} = \mathbb{R}^+ \) or \( \mathbb{R} \)) and their discrete dynamical systems \( \Sigma' = (\Omega, \mathcal{F}, P, (\theta_{t\tau})_{n \geq 0}) \) are ergodic.

**Proof.** By proposition 2.7, if \( \mathcal{T}^{\infty} \) is trivial mod \( P \), \( \Sigma \) and \( \Sigma' \) are ergodic. Since these canonical dynamical systems \( \Sigma, \Sigma' \) are driven by a standard Brownian motion, then the tail \( \sigma \)-algebra \( \mathcal{T}^{\infty} \) is trivial mod \( P \) by Kolmogorov’s zero-one law.

**Remark 2.9.** (i) It is noted that the ergodicity of \( \Sigma \) in theorem 2.8 was known in literature (cf [1]). The main purpose of the theorem is to prove \( \Sigma' \) is ergodic in the discrete case. This result is new. But the continuous case \( \Sigma \) being ergodic is proved as a byproduct of the techniques we build here.

(ii) Proposition 2.7 and theorem 2.8 hold also for Wiener process on a separable Hilbert space where the Wiener measure was given in [7]. The proof is exactly the same.

(iii) For a given two-sided dynamical system \( (\Omega, \mathcal{F}, P, (\theta_t)_{t \in \mathbb{R}}) \), we know that the transformation \( \theta_{t\tau}: \Omega \rightarrow \Omega \) is invertible and \( \theta_{t\tau}^{-1} = \theta_{-t\tau} \) for each \( t \in \mathbb{R} \). Then it is easy to verify that \( \theta_{t\tau}^{-1}A = A \) for all \( t \in \mathbb{R} \) if and only if \( \theta_{t\tau}^{-1}A = A \) for all \( t \geq 0 \), which indicates that
2.3. Ergodicity of skew product dynamical systems in the case of periodic measures

**Theorem 2.10.** Assume condition $\mathcal{P}$. If the metric dynamical system $(\Omega, \mathcal{F}, P, (\theta_t^\mu)_{t \geq 0})$ is ergodic, then the skew product dynamical systems $(\Omega, \mathcal{F}, \mu, (\Theta_t^\mu)_{t \geq 0})$ for each $s \in \mathbb{R}$ and $(\Omega, \mathcal{F}, \bar{\mu}, (\tilde{\Theta}_t^\mu)_{t \geq 0})$ are ergodic.

**Proof.** First, note by theorem 2.5, that $\mu_s$ defined in (2.9) is a periodic measure on $(\Omega, \mathcal{F})$, so $\Theta_t$ preserves measures $\mu_s$ for each $s \in \mathbb{R}$ and $(\tilde{\Theta}_t^\mu)_{t \geq 0}$ preserves the measure $\bar{\mu}$.

Next, we will show that the dynamical system $(\Omega, \mathcal{F}, \mu, (\Theta_t^\mu)_{t \geq 0})$ is ergodic for any fixed $s \in \mathbb{R}$. By definition of ergodicity, we need to show that for any $A \in \mathcal{F}$ with $\Theta_1^s A = A$, either $\mu_s(A) = 0$ or $1$. Define $A_s := \{ \omega : (\omega, Y(s, \theta_s \omega)) \in A \}$, then

$$
\mu_s(A) = \int_{\Omega} 1_A(Y(s, \theta_s \omega)) P(d\omega)
= P:\{ \omega : (\omega, Y(s, \theta_s \omega)) \in A \}
= P(A_s).
$$

(2.13)

Moreover

$$
\theta_t^{-1} A_s = \{ \omega : \theta_t \omega \in A_s \}
= \{ \omega : (\theta_t \omega, Y(s, \theta_s \theta_t \omega)) \in A \}
= \{ \omega : \tilde{\Theta}_t(\omega, Y(s - \tau, \theta_s \theta_t \omega)) \in A \}
= \{ \omega : (\omega, Y(s - \tau, \theta_s \theta_t \omega)) \in \theta_t^{-1} A \}
= \{ \omega : (\omega, Y(s - \tau, \theta_s \theta_t \omega)) \in A \}
= \{ \omega : (\omega, Y(s, \theta_s \omega)) \in A \}
= A_s,
$$

for all $s \in \mathbb{R}$. Thus $A_s$ is an invariant set with respect to $\theta_t$.

Since $(\Omega, \mathcal{F}, P, (\theta_t^\mu)_{t \geq 0})$ is ergodic, then we have $P(A_s) = 0$ or $P(A_s) = 1$. Thus $\mu_s(A) = P(A_s) = 0$ or $1$ from (2.13).

Let us show that the dynamical system $(\Omega, \mathcal{F}, \bar{\mu}, (\tilde{\Theta}_t^\mu)_{t \geq 0})$ is ergodic, i.e. for any $A \in \mathcal{F}$ with $\tilde{\Theta}_t^1 A = A$ for all $t \in \mathbb{R}^+$, we need to prove that $\bar{\mu}(A) = 1$ or $0$. For such $A$, by what we just proved, we know that $\mu_s(A) = 0$ or $1$ for all $s \in \mathbb{R}$. On the other hand, since

$$
\theta_t^{-1} A_s = \{ \omega : \theta_t \omega \in A_s \}
= \{ \omega : (\theta_t \omega, Y(s, \theta_s \theta_t \omega)) \in A \}
= \{ \omega : \tilde{\Theta}_t(\omega, Y(s - t, \theta_s \theta_t \omega)) \in A \}
= \{ \omega : (\omega, Y(s - t, \theta_s \theta_t \omega)) \in \tilde{\Theta}_t^{-1} A \}
= \{ \omega : (\omega, Y(s - t, \theta_s \theta_t \omega)) \in A \}
= A_{s - t}.
$$

(2.14)
we have \( \mu_s(A) = P(A_s) = P(\theta_s^{-1} A_s) = P(A_{t-s}) = \mu_{t-s}(A) \). This means \( \mu_s(A) = \mu_0(A) \). Hence \( \mu(A) = \frac{1}{s} \int_0^s \mu_s(A) \, ds = \mu_0(A) = 0 \) or 1.

The following theorem shows that the converse of theorem 2.10 also holds.

**Theorem 2.11.** Assume condition P. If \( (\bar{\Omega}, \bar{F}, \mu, (\bar{\Theta}^n_s)_{n \geq 0}) \) is ergodic for some \( s \in \mathbb{R} \), then \( (\Omega, F, P, (\theta_t^e)_{t \geq 0}) \) is ergodic.

**Proof.** Fix an \( F \in \mathcal{F} \) with \( \theta_s^{-1} F = F \). Let \( \bar{F} = F \times X \in \bar{\mathcal{F}} \), then we have

\[
\bar{\Theta}^n_s F = \{ (\omega, x) : \Theta_n(\omega, x) \in F \} = \{ (\omega, x) : (\theta_n \omega, \Phi_n(\theta_n \omega) x) \in F \} = \{ (\omega, x) : \theta_n \omega \in F \} = (\theta_s^{-1} F) \times X = F \times X = \bar{F}.
\]

And by (2.13), we also have

\[
\mu_s(\bar{F}) = P(\bar{F}) \quad \text{for all } s \in \mathbb{R},
\]

where \( \bar{F}_s = \{ \omega : (\omega, Y(s, \theta_s \omega)) \in F \} = \{ \omega : (\omega, Y(s, \theta_s \omega)) \in F \times X \} = F \). Thus

\[
\mu_s(\bar{F}) = P(F) \quad \text{for all } s \in \mathbb{R}.
\]

Since \( (\bar{\Omega}, \bar{F}, \mu_s, (\bar{\Theta}^n_s)_{n \geq 1}) \) for some \( s \in \mathbb{R} \) is ergodic, by (2.15) and (2.16) we have

\[
P(F) = \mu_s(\bar{F}) = 0 \text{ or } 1.
\]

\[\square\]

**Remark 2.12.** (i) From theorems 2.10 and 2.11, we can conclude that \( (\bar{\Omega}, \bar{F}, \mu, (\bar{\Theta}^n_s)_{n \geq 0}) \) is ergodic for some \( s \in \mathbb{R} \) implies that \( (\Omega, F, P, (\theta_t^e)_{t \geq 0}) \) is ergodic for all \( s \in \mathbb{R} \). This conclusion does not seem to be true in the phase space case, which we will consider in the next section.

(ii) It is easy to check that if the dynamical system \( (\Omega, F, P, (\theta_t^e)_{t \geq 0}) \) is ergodic, then \( (\Omega, F, P, (\theta_t^e)_{t \geq 0}) \) will be ergodic. The converse is not true in general. A counterexample is given below.

**Example 2.13** (A metric dynamical system on torus). Now we consider \( \bar{\Omega} = [0, 1) \times [0, 1) \) and \( \bar{F} := \mathcal{B}(\bar{\Omega}) \). Define the map \( \bar{\theta}^\alpha : \mathbb{R} \times \bar{\Omega} \rightarrow \bar{\Omega} \) by

\[
\bar{\theta}^\alpha_t(r, x) : = (\pi + t \alpha) \text{ mod } 1, (x + t \alpha) \text{ mod } 1 \quad \text{for all } t \in \mathbb{R}, \ (r, x) \in \bar{\Omega},
\]

where \( \alpha \) is a fixed positive irrational number. Then it is easy to check that \( (\bar{\Omega}, \bar{F}, (\bar{\Theta}^n_t)_{n \geq 0}) \) is a dynamical system. Let \( L \) be the Lebesgue measure on \( [0, 1) \) and \( \mathcal{P}(\bar{\Omega}) \) be the set of probability measures on \( (\bar{\Omega}, \bar{F}) \). Define \( \mu : \mathbb{R} \rightarrow \mathcal{P}(\bar{\Omega}) \) by

\[
\mu_t := \delta_{(\pi \text{ mod } 1)} \times L,
\]

then \( \mu \) is a periodic probability measure with period 1 on \( (\bar{\Omega}, \bar{F}) \). Let \( \bar{\mu} := \int_0^1 \mu_t \, ds \).

**Proposition 2.14.** The dynamical systems \( (\bar{\Omega}, \bar{F}, \mu_s, (\bar{\Theta}^n_s)_{n \geq 0}) \) for all \( s \in \mathbb{R} \) and \( (\bar{\Omega}, \bar{F}, \mu, (\bar{\Theta}^n_s)_{s \geq 0}) \) are ergodic.

**Proof.** Let \( \Omega := [0, 1), F := \mathcal{B}(\Omega) \) and \( \bar{\theta}_s : \Omega \rightarrow \Omega, \bar{\theta}_s(x) = (x + \alpha) \text{ mod } 1 \). It is well known that the dynamical system \( (\Omega, F, L, \theta^e_s) \) with an irrational number \( \alpha \) is ergodic.
Fix an $\tilde{A} \in \tilde{\mathcal{F}}$ with $(\tilde{\theta}_1^t)^{-1}\tilde{A} = \tilde{A}$. Define $\tilde{A}_r := \{x : (r, x) \in \tilde{A}\}$ for all $r \in [0, 1)$, then for any $s \in \mathbb{R}$

$$\mu_s(\tilde{A}) = \int_{\tilde{\Omega}} I_\tilde{\Omega}(r, x) \delta_{\{r \mod 1\}}(dr) L(dx) = \int_0^1 I_\tilde{\Omega}(s \mod 1, x) L(dx) = L(\tilde{A}_{(s \mod 1)}), \quad (2.17)$$

and

$$\theta_s^{-1}\tilde{A}_{(s \mod 1)} = \{x : \theta_s x \in \tilde{A}_{(s \mod 1)}\}$$

$$= \{x : (s \mod 1, (s + \alpha) \mod 1) \in \tilde{A}\}$$

$$= \{x : \tilde{\theta}_s^\alpha(s \mod 1, x) \in \tilde{A}\}$$

$$= \{x : (s \mod 1, x) \in (\tilde{\theta}_1^s)^{-1}\tilde{A} = \tilde{A}\}$$

$$= \tilde{A}_{(s \mod 1)}. \quad (2.18)$$

Applying the ergodicity of the dynamical system $$(\Omega, \mathcal{F}, L, (\tilde{\theta}_1^t)_{t \geq 0})$$ and (2.17), (2.18), we have

$$\mu_s(\tilde{A}) = L(\tilde{A}_{(s \mod 1)}) = 0 \text{ or } 1.$$

This means the dynamical systems $$(\tilde{\Omega}, \tilde{\mathcal{F}}, \mu_s, ((\tilde{\theta}_1^t)_{t \geq 0})$$ for all $s \in \mathbb{R}$ are ergodic.

Again for any $\tilde{A} \in \tilde{\mathcal{F}}$ with $(\tilde{\theta}_1^t)^{-1}\tilde{A} = \tilde{A}$ for all $t \in \mathbb{R}$, then $(\tilde{\theta}_1^t)^{-1}\tilde{A} = \tilde{A}$ and $\mu_0(\tilde{A}) = 0$ or 1. Since

$$\tilde{A} = \bigcup_{s \in [0, 1)} (\{s\} \times \tilde{A}_s)$$

and

$$(\tilde{\theta}_1^t)^{-1}\tilde{A} = \bigcup_{r \in [0, 1)} (\tilde{\theta}_1^t)^{-1}(\{r\} \times \tilde{A}_r)$$

$$= \bigcup_{r \in [0, 1)} \{(s, x) : s \in [0, 1), \tilde{\theta}_1^t(s, x) \in \{r\} \times \tilde{A}_r\}$$

$$= \bigcup_{r \in [0, 1)} \{(s, x) : s \in [0, 1), ((s + t) \mod 1, (s + t\alpha) \mod 1) \in \{r\} \times \tilde{A}_r\}$$

$$= \bigcup_{r \in [0, 1)} \{(s, x) : s \in [0, 1), (s + t) \mod 1 = r, \theta_r x \in \tilde{A}_r\}$$

$$= \bigcup_{r \in [0, 1)} \{(s, x) : s \in [0, 1), (s + t) \mod 1 = r, \theta_r x \in \tilde{A}_{(s + t) \mod 1}\}$$

$$= \bigcup_{s \in [0, 1)} \{(s, x) : \theta_s x \in \tilde{A}_{(s + t) \mod 1}\}$$

$$= \bigcup_{s \in [0, 1)} (\{s\} \times \tilde{\theta}_s^{-1}\tilde{A}_{(s + t) \mod 1}).$$

so $\bigcup_{s \in [0, 1)} (\{s\} \times \tilde{\theta}_s^{-1}\tilde{A}_{(s + t) \mod 1}) = \bigcup_{s \in [0, 1)} (\{s\} \times \tilde{A}_s)$ and hence $\tilde{\theta}_s^{-1}\tilde{A}_{(s + t) \mod 1} = \tilde{A}_s$ for all $t \in \mathbb{R}, s \in [0, 1).$ In particular, $\tilde{\theta}_t^{-1}\tilde{A}_s = \tilde{A}_0$ for all $t \in [0, 1).$ Therefore

$$\mu_s(\tilde{A}) = L(\tilde{A}_s) = L(\tilde{\theta}_s^{-1}\tilde{A}_0) = L(\tilde{A}_0) = \mu_0(\tilde{A}) \quad \text{for all } s \in [0, 1). \quad (2.19)$$
It turns out that \( \bar{\mu}(\bar{\Lambda}) = \int_0^1 \mu_t(\Lambda) \, ds = \mu_0(\Lambda) = 0 \) or 1, which means the dynamical system \((\bar{\Omega}, \bar{\mathcal{F}}, \bar{\mu}, (\theta_t^\alpha)_{t \geq 0})\) is ergodic. \( \square \)

**Remark 2.15.** It is easy to see that the dynamical system \((\bar{\Omega}, \bar{\mathcal{F}}, \bar{\mu}, (\theta_t^\alpha)^n)_{n \geq 0}\) is not ergodic considering the first coordinate of the mapping. This provides an example that the continuous time dynamical system is ergodic, but its discretization may not be.

### 2.4. Ergodicity of skew product dynamical systems in the case of invariant measures

The following result is well-known:

**Theorem 2.16** ([1]). If a random dynamical system \( \Phi : \mathbb{R}^+ \times \Omega \times \mathcal{X} \rightarrow \mathcal{X} \) has a stationary path \( Y : \Omega \rightarrow \mathcal{X} \), it has an invariant measure on \((\bar{\Omega}, \bar{\mathcal{F}}), \mu \in \mathcal{P}(\bar{\Omega} \times \mathcal{X})\) defined by

\[
\mu(A) = \int_{\Omega} \delta_{Y(\omega)}(A_\omega) P(d\omega),
\]

where \( A_\omega \) is the \( \omega \)-section of \( A \) and \( \mu_\omega = \delta_{Y(\omega)} \).

**Theorem 2.17** Assume that the random dynamical system \( \Phi \) has a stationary path \( Y \). Then the metric dynamical system \((\bar{\Omega}, \bar{\mathcal{F}}, \bar{\mu}, (\theta_t^\alpha)_{t \geq 0})\) is ergodic if and only if the skew product dynamical system \((\bar{\Omega}, \bar{\mathcal{F}}, \mu, (\Theta_t)_{t \geq 0})\) is ergodic, where \( \mu \) is defined by (2.20).

**Proof.** First prove the ‘\( \Rightarrow \)’ part. Assume \((\bar{\Omega}, \bar{\mathcal{F}}, \bar{\mu}, (\theta_t^\alpha)_{t \geq 0})\) is ergodic. Since \( \mu \) is an invariant measure on \((\bar{\Omega}, \bar{\mathcal{F}}), \) so \( \Theta_t \) preserves the measure \( \mu \). To prove \((\bar{\Omega}, \bar{\mathcal{F}}, \mu, (\Theta_t)_{t \geq 0})\) is ergodic, we need to prove that for any \( A \in \bar{\mathcal{F}} \) with \( \Theta_t^{-1}A = A \) for all \( t \geq 0, \mu(A) = 0 \) or 1. Set \( A_0 := \{ \omega : (\omega, Y(\omega)) \in A \} \), then for any \( t \geq 0, \) we have

\[
\Theta_t^{-1}A_0 = \{ \omega : \theta_t^\alpha \omega \in A_0 \}
\]

\[
= \{ \omega : (\theta_t^\alpha \omega, Y(\theta_t^\alpha \omega)) \in A \}
\]

\[
= \{ \omega : (\theta_t^\alpha \omega, Y(\omega)) \in A \}
\]

\[
= \{ \omega : (\omega, Y(\omega)) \in \Theta_t^{-1}A \}
\]

\[
= \{ \omega : (\omega, Y(\omega)) \in A \}
\]

\[
= A_0.
\]

This means that \( A_0 \) is an invariant set with respect to \( (\theta_t^\alpha)_{t \geq 0} \). Note that

\[
\mu(A) = \int_{\Omega} \delta_{Y(\omega)}(A_\omega) P(d\omega) = P(\{ \omega : (\omega, Y(\omega)) \in A \}) = P(A_0).
\]

By the ergodicity of \((\bar{\Omega}, \bar{\mathcal{F}}, \bar{\mu}, (\theta_t^\alpha)_{t \geq 0})\), we have \( P(A_0) = 0 \) or 1. Therefore \( \mu(A) = 0 \) or 1.

Now we prove the ‘\( \Leftarrow \)’ part. Assume \((\bar{\Omega}, \bar{\mathcal{F}}, \mu, (\Theta_t)_{t \geq 0})\) is ergodic. For any \( F \in \bar{\mathcal{F}} \) with \( \Theta_t^{-1}F = F \) for all \( t \geq 0, \) we consider \( \hat{F} = F \times \mathcal{X} \in \bar{\mathcal{F}}, \) then for any \( t \geq 0 \)

\[
\Theta_t^{-1}F = \{ (\omega, x) : \Theta_t(\omega, x) \in \hat{F} \}
\]

\[
= \{ (\omega, x) : (\theta_t^\alpha \omega, \Phi(t, \omega)x) \in \bar{\mathcal{F}} \times \mathcal{X} \}
\]

\[
= \{ (\omega, x) : \theta_t^\alpha \omega \in \bar{\mathcal{F}} \}
\]

\[
= (\theta_t^{-1}F) \times \mathcal{X} = F \times \mathcal{X} = F.
\]
Since
\[ \mu(\bar{F}) = P\{\omega : (\omega, Y(\omega)) \in F \times X\} = P(F), \]
by the ergodicity of \((\bar{\Omega}, \bar{F}, \mu, (\bar{\Theta})_{t \geq 0})\), we have
\[ P(F) = \mu(\bar{F}) = 0 \text{ or } 1. \]

\[ \square \]

3. Ergodicity of canonical Markovian systems from periodic measures: necessary and sufficient conditions

3.1. Ergodicity of periodic measures in Markovian setting

Now we consider a Markovian cocycle random dynamical system \( \Phi \) on a filtered dynamical system \((\bar{\Omega}, \bar{F}, P, (\bar{\Theta}(t))_{t \in \mathbb{R}}, (\bar{F}_{t})_{t \in \mathbb{R}})\), i.e., \( \bar{F}_{t} \subseteq \bar{F} \), assuming for any \( t, s, u \in \mathbb{R}, s \leq t, \theta_{u}^{-1}\bar{F}_{t} = \bar{F}_{t+u} \) and for any \( t \in \mathbb{R}^{+}, \Phi(t, \cdot) \) is measurable with respect to \( \bar{F}_{t} \). We also assume the random periodic path \( Y(s) \) is adapted, that is to say that for each \( s \in \mathbb{R} \), \( Y(s, \cdot) \) is measurable with respect to \( \bar{F}^{\infty} := \cap_{t \in \mathbb{R}} \bar{F}_{t} \).

Denote the transition probability of Markovian process \( \Phi(t, \cdot)x \) on the Polish space \( X \) with Borel \( \sigma \)-field \( \mathcal{B}(X) \) by (cf [1, 8]).

\[ P_{t}(x, \Gamma) = P\{\omega : \Phi(t, \omega)x \in \Gamma\}, \quad t \in \mathbb{R}^{+}, \quad \Gamma \in \mathcal{B}(X). \]

Denote by \( L_{b}(X) \) the set of all real-valued bounded Borel measurable functions defined on \( X \) and \( \mathcal{P}(X) \) be the set of all probability measures defined on \((X, \mathcal{B}(X))\). For any \( t \geq 0 \) and \( \rho \in \mathcal{P}(X) \) we set

\[ P_{t}^{*}\rho(\Gamma) = \int_{X} P_{t}(x, \Gamma)\rho(dx), \quad \Gamma \in \mathcal{B}(X), \]

and for any \( \varphi \in L_{b}(X) \), define

\[ (P_{t}\varphi)(x) = \int_{X} P_{t}(x, dy)\varphi(y), \quad x \in X, \quad (3.1) \]

as a semigroup from \( L_{b}(X) \) to \( L_{b}(X) \).

**Definition 3.1** ([18]). A measure function \( \rho : \mathbb{R} \rightarrow \mathcal{P}(X) \) is called a periodic measure of period \( \tau \) on \((X, \mathcal{B}(X))\) for the Markovian semigroup \( P_{t} \) if it satisfies

\[ P_{s+\tau}^{*}\rho_{s} = \rho_{s+\tau} \quad \text{and} \quad P_{s+t}^{*}\rho_{s} = \rho_{s+t}, \quad \text{for all } s \in \mathbb{R}, \quad t \in \mathbb{R}^{+}. \quad (3.2) \]

It is called a periodic measure with minimal period \( \tau \) if \( \tau > 0 \) is the smallest number such that (3.2) holds. It is called an invariant measure if it satisfies \( \rho_{s} = \rho_{0} \) for all \( s \in \mathbb{R} \), i.e. \( \rho_{0} \) is an invariant measure for the Markovian semigroup \( P_{t} \), if

\[ P_{s+t}^{*}\rho_{0} = \rho_{t}, \quad \text{for all } t \in \mathbb{R}, \quad (3.3) \]

With a given Markovian semigroup \( P_{t}, t \geq 0 \), and an invariant measure \( \rho \in \mathcal{P}(X) \), we will associate now, in the following unique way, a dynamical system \((\Omega^{*}, \mathcal{F}^{*}, (P_{t}^{*})_{t \in \mathbb{R}}, \mathbb{P}^{*})\) on the space \( \Omega^{*} = \mathbb{X}^{\mathbb{R}} \) of all \( \mathbb{X} \)-valued functions.
Define $\Omega' = X^\mathbb{R}$, the space of all $X$-valued functions on $\mathbb{R}$, $\mathcal{F}^+$ is the smallest $\sigma$-algebra containing all cylindrical sets of $\Omega'$. And the shift $\theta^t : \mathbb{R} \times \Omega' \to \Omega'$ defined by $(\theta^t\omega)(s) = \omega(t + s)$, for all $\omega \in \Omega'$. For an arbitrary invariant measure $\rho \in \mathcal{P}(X)$ and an arbitrary finite set $I = \{t_1, t_2, \ldots, t_n\}$, $t_1 < t_2 < \cdots < t_n$, we can define a probability $\mathbb{P}^\rho_I$ on $(\Omega', \mathcal{B}(\mathbb{X}'))$ by the formula

$$
\mathbb{P}^\rho_I(\Gamma) = \int_X \rho(dx_1) \int_X \cdots \int_X \mathbb{P}\{x_{n-1}(s_{n-1}, dx_n)I_t(x_1, x_2, \ldots, x_n), \gamma \in \mathcal{B}(\mathbb{X}').
$$

By the Kolmogorov extension theorem, there exists a unique probability measure $\mathbb{P}^\rho$ on $(\Omega', \mathcal{F}^+)$ such that for every finite set $I = \{t_1, t_2, \ldots, t_n\}$ and $\Gamma \in \mathcal{B}(\mathbb{X}'),$

$$
\mathbb{P}^\rho(\{\omega : (\omega(t_1), \omega(t_2), \ldots, \omega(t_n)) \in \Gamma\}) = \mathbb{P}^\rho_I(\Gamma).
$$

From [8], the transformations $\theta^t, t \in \mathbb{R}$ preserve the measure $\mathbb{P}^\rho$, and the quadruplet $S^\rho = (\Omega', \mathcal{F}^+, (\theta^t)_{t \in \mathbb{R}}, \mathbb{P}^\rho)$ defines a dynamical system, called the canonical dynamical system associated with $P_t, t \geq 0, \rho$ and $\theta^t$.

**Definition 3.2** ([8]) The invariant measure $\rho$ is said to be ergodic with respect to the Markovian semigroup $P_t, t \geq 0$, if its associated canonical dynamical system $S^\rho = (\Omega', \mathcal{F}^+, (\theta^t)_{t \geq 0}, \mathbb{P}^\rho)$ is ergodic.

**Definition 3.3** ([18]). The $\tau$-periodic measure $\{\rho_s\}_{s \in \mathbb{R}}$ is said to be PS-ergodic if for each $s \in \{0, \tau\}, \rho_s$ as the invariant measure of the $\tau$-mesh discrete Markovian semigroup $\{P_s\}_{s \in \mathbb{N}}$, at integral multiples of the period on the Poincaré section, is ergodic.

We also recall the following theorem proved in [18].

**Theorem 3.4.** Assume the Markovian cocycle $\Phi : \mathbb{R}^+ \times \Omega \times \mathbb{X} \to \mathbb{X}$ has an adapted random periodic path $Y : \mathbb{R} \times \Omega \to \mathbb{X}$. Then the measure function $\rho : \mathbb{R} \to \mathcal{P}(\mathbb{X})$ defined by

$$
\rho_s := E_p(\mu_s) = E_p\delta_{Y(s, \cdot)} = E_p\delta_{Y(s, \cdot)}, \quad \text{for all } s \in \mathbb{R},
$$

which is the law of the random periodic path $Y$, is a periodic measure of the semigroup $P_s$ on $(\mathbb{X}, \mathcal{B}(\mathbb{X}))$. Its time average $\bar{\rho}$ over a time interval of exactly one period defined by

$$
\bar{\rho} = \frac{1}{\tau} \int_0^\tau \rho_s ~ ds,
$$

is an invariant measure and satisfies that for any $\Gamma \in \mathcal{B}(\mathbb{X}), t \in \mathbb{R}$,

$$
\bar{\rho}(\Gamma) = E_p \left[ \frac{1}{\tau} \{s \in [0, \tau) : Y(s, \cdot) \in \Gamma\} \right] = E_p \left[ \frac{1}{\tau} \{s \in [t, t + \tau) : Y(s, \cdot) \in \Gamma\} \right].
$$

3.2. Ergodic canonical dynamical systems generated from periodic measure

Given a random periodic path $Y$ of the Markovian cocycle $\Phi$, for any given $s \in \mathbb{R}$, define

$$
L^\omega_s := \{Y(s + k\tau, \omega) : k \in \mathbb{Z}\},
$$

and the $\rho_s$-invariant set $L^\omega_s$ associated with the discrete Markovian semigroup $(P_k)_{k \in \mathbb{N}}$,

$$
L^\omega_s := \{\Gamma \in \mathcal{B}(\mathbb{X}) : P_s \Gamma = \Gamma, \rho_s - a.s.\}.
$$
For these two sets, we consider

**Condition A.** For any \( s \in \mathbb{R}, \Gamma \in \mathcal{I} \), one has for \( P \)-almost all \( \omega \in \Omega \), either \( L_\omega^s \cap \Gamma = \emptyset \) or \( L_\omega^s \subseteq \Gamma \).

**Theorem 3.5.** Assume that the random periodic path \( Y \) satisfies condition A and the periodic measure \( \rho : \mathbb{R} \to \mathcal{P}(\mathbb{X}) \) is given in theorem 3.4. Then if the dynamical system \( (\Omega, \mathcal{F}, \rho, (\theta^n)_{n \geq 0}) \) is ergodic, the \( \tau \)-periodic measure \( \{ \mu_t \}_{t \in \mathbb{R}} \) defined in (3.4) is PS-ergodic, and hence \( \hat{\rho} \) defined in (3.5) is ergodic.

**Proof.** Since \( (\Omega, \mathcal{F}, \mathcal{B}, (\theta^n)_{n \geq 0}) \) is ergodic, by theorem 2.10 we know that \( (\Omega, \mathcal{F}, \rho, (\theta^n)_{n \geq 0}) \) is ergodic. By definition of PS-ergodic, we will show that \( \rho_s \) is ergodic associated with the discrete Markovian semigroup \( \{ P^s_k \}_{k \in \mathbb{N}} \). Equivalently, we need to show that for any \( \Gamma \in \mathcal{B}(\mathbb{X}) \), if \( P \Gamma = I \Gamma, \rho_s - \text{a.s.}, \) then \( \rho_s(\Gamma) = 0 \) or 1.

For any \( A \in \mathcal{F} \) and \( \Gamma \in \mathcal{B}(\mathbb{X}) \), since \( \mu_s(A) = P(\{ \omega : (\omega, Y(s, \theta_s \omega)) \in A \}) \) and \( \rho_s(\Gamma) = P(\{ \omega : (\omega, Y(s, \theta_s \omega)) \in \Gamma \}) \), then \( \rho_s(\Gamma) = \mu_s(\Omega \times \Gamma) \). Next we consider the subset \( \Omega \times \Gamma \) in \( \Omega \).

Note

\[
\Theta^{-1}_s(\Omega \times \Gamma) = \{(\omega, x) : \Theta_s(\omega, x) \in \Omega \times \Gamma\}
\]

\[
= \{(\omega, x) : \Theta_s(\omega, \Phi(\tau, \omega)x) \in \Omega \times \Gamma\}
\]

\[
= \{(\omega, x) : \Phi(\tau, \omega)x \in \Gamma\}.
\]

Define \( \Omega^{\tau, \Gamma}_{s, t} := \{ \omega : \Phi(\tau, \omega)x \in \Gamma \} \), then we have

\[
\Theta^{-1}_s(\Omega \times \Gamma) = \bigcup_{x \in \mathbb{X}} (\Omega^{\tau, \Gamma}_{s, t} \times \{ x \}) = \left( \bigcup_{x \in \mathbb{X}} (\Omega^{\tau, \Gamma}_{s, t} \times \{ x \}) \right) \bigcup \left( \bigcup_{x \in \mathbb{X}} (\Omega^{\tau, \Gamma}_{s, t} \times \{ x \}) \right).
\]

(3.6)

It is easy to see that \( \bigcup_{x \in \mathbb{X}} (\Omega^{\tau, \Gamma}_{s, t} \times \{ x \}) \) is a subset of \( \Omega \times \Gamma \), and

\[
\mu_s \left( \bigcup_{x \in \mathbb{X}} (\Omega^{\tau, \Gamma}_{s, t} \times \{ x \}) \right) = \int_{\Omega \times \mathbb{X}} \Omega^{\tau, \Gamma}_{s, t} \times \{ x \} (\omega, x) d\mathcal{P}(\omega, \delta Y(s, \theta_s \omega)) d\mathcal{P}(\omega)
\]

\[
= \int_{\Omega} \Omega^{\tau, \Gamma}_{s, t} \times \{ x \} (\omega, Y(s, \theta_s \omega)) d\mathcal{P}(\omega)
\]

\[
= P \left( \{ \omega : (\omega, Y(s, \theta_s \omega)) \in \bigcup_{x \in \mathbb{X}} (\Omega^{\tau, \Gamma}_{s, t} \times \{ x \}) \} \right)
\]

\[
= P \left( \{ \omega : Y(s, \theta_s \omega) \in \bigcup_{x \in \mathbb{X}} \Omega^{\tau, \Gamma}_{s, t} \times \{ x \} \} \right)
\]

\[
= P \left( \{ \omega : Y(s, \theta_s \omega) \in \bigcup_{x \in \mathbb{X}} \Omega^{\tau, \Gamma}_{s, t} \times \{ x \} \} \right)
\]

\[
= P \left( \{ \omega : Y(s, \theta_s \omega) \in \bigcup_{x \in \mathbb{X}} \Omega^{\tau, \Gamma}_{s, t} \times \{ x \} \} \right)
\]

Suppose now that \( \Gamma \in \mathcal{I} \), and condition A holds, we have

\[
P \left( \{ \omega : Y(s, \theta_s \omega) \in \bigcup_{x \in \mathbb{X}} (\Omega^{\tau, \Gamma}_{s, t} \times \{ x \}) \} \right) = P \left( \{ \omega : Y(s, \theta_s \omega) \in \bigcup_{x \in \mathbb{X}} (\Omega^{\tau, \Gamma}_{s, t} \times \{ x \}) \} \right).
\]

So

\[
\mu_s \left( \bigcup_{x \in \mathbb{X}} (\Omega^{\tau, \Gamma}_{s, t} \times \{ x \}) \right) = P \left( \{ \omega : Y(s, \theta_s \omega) \in \bigcup_{x \in \mathbb{X}} (\Omega^{\tau, \Gamma}_{s, t} \times \{ x \}) \} \right) = \rho_s(\Gamma) = \mu_s(\Omega \times \Gamma).
\]
Hence

$$
\mu_s \left( (\Omega \times \Gamma) \setminus \bigcup_{x \in \Gamma} (\Omega^s_{\tau, \Gamma} \times \{x\}) \right) = 0.
$$

(3.7)

Similarly, for the set \( \bigcup_{\tau \in \Gamma} (\Omega^s_{\tau, \Gamma} \times \{x\}) \),

$$
\mu_s \left( \bigcup_{\tau \in \Gamma} (\Omega^s_{\tau, \Gamma} \times \{x\}) \right) = P \left( \{ \omega: (\omega, Y(s, \theta_{-\omega})) \in \bigcup_{\tau \in \Gamma} (\Omega^s_{\tau, \Gamma} \times \{x\}) \} \right)
$$

$$
= P \left( \{ \omega: Y(s, \theta_{-\omega}) \notin \Gamma, \omega \in \Omega^{s}_{\tau, \Gamma} \} \right)
$$

$$
= P \left( \{ \omega: Y(s, \theta_{-\omega}) \notin \Gamma, \omega \in \Omega^{s}_{\tau, \Gamma} \} \right)
$$

$$
= 0.
$$

(3.8)

The last equality is due to condition A. Since it follows from (3.6) that

\[
(\Omega \times \Gamma) \cap \tilde{\Theta}^{-1}_\gamma(\Omega \times \Gamma) = ((\Omega \times \Gamma) \setminus \tilde{\Theta}^{-1}_\gamma(\Omega \times \Gamma)) \cup (\tilde{\Theta}^{-1}_\gamma(\Omega \times \Gamma) \setminus (\Omega \times \Gamma))
\]

\[
\subseteq \left( (\Omega \times \Gamma) \setminus \bigcup_{s \in \Gamma} \Omega^s_{\tau, \Gamma} \times \{x\} \right) \cup \left( \bigcup_{s \in \Gamma} \Omega^s_{\tau, \Gamma} \times \{x\} \right),
\]

then from (3.7) and (3.8), we have

$$
\mu_s((\Omega \times \Gamma) \cap \tilde{\Theta}^{-1}_\gamma(\Omega \times \Gamma)) = 0.
$$

Applying equivalent condition of the ergodicity of the dynamical system \((\tilde{\Omega}, \tilde{F}, \mu_s, (\tilde{\Theta}^n)_{n \geq 0})\) (cf [32]), we have

$$
\rho_s(\Gamma) = \mu_s(\Omega \times \Gamma) = 0 \text{ or } 1.
$$

So \(\rho_s\) is ergodic associated with the discrete Markovian semigroup \(\{P^s_k\}_{k \in \mathbb{N}}\) for all \(s \in \mathbb{R}\) and therefore \(\{\rho_s\}_{s \in \mathbb{R}}\) is PS-ergodic. Finally by theorem 1.3.6 in [18], we know that \(\tilde{\rho}\) is ergodic.

\[\text{Q.E.D.}\]

**Theorem 3.6.** Assume condition P. If the \(\tau\)-periodic measure \(\{\rho_s\}_{s \in \mathbb{R}}\) defined in (3.4) is PS-ergodic, then for any given \(s \in \mathbb{R}, \Gamma \in \mathcal{I}_s\), we have either for \(P\)-almost all \(\omega\), \(L^x_s \cap \Gamma = \emptyset\) or for \(P\)-almost all \(\omega\), \(L^x_s \subseteq \Gamma\).

**Proof.** Since \(\{\rho_s\}_{s \in \mathbb{R}}\) is PS-ergodic, then for any given \(s \in \mathbb{R}\) and \(\Gamma \in \mathcal{I}_s\), we have \(\rho_s(\Gamma) = 0\) or 1. By theorem 3.4, we have \(\rho_s(\Gamma) = \overline{P}(\{\omega: Y(s, \omega) \in \Gamma\})\).

Let \(\Lambda = \{\omega: Y(s, \omega) \in \Gamma\}\) and \(\Lambda^c = \bigcup_{k \in \mathbb{Z}} \Theta_{-k}^{-1} \Lambda\). It is easy to see that for any \(\omega \in \Lambda^c, \theta_{k\tau} \omega \in \Lambda^c\) for all \(k \in \mathbb{Z}\). Thus for any \(\omega \in \Lambda^c\)

$$
\begin{align*}
L^x_s &= \{Y(s + k\tau, \omega): k \in \mathbb{Z}\} \\
&= \{Y(s, \theta_{k\tau} \omega): k \in \mathbb{Z}\} \\
&\subseteq \bigcup_{\omega \in \Lambda^c} \{Y(s, \omega)\}.
\end{align*}
$$
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By the definition of \( \Lambda \) and \( \tilde{\Lambda} \), we have
\[
\bigcup_{\omega \in \tilde{\Lambda}^c} \{Y(s, \omega)\} \subseteq \bigcup_{\omega \in \Lambda} \{Y(s, \omega)\} \subseteq \Gamma^c.
\]
This means \( L^c_{\omega} \cap \Gamma = \emptyset \) for all \( \omega \in \tilde{\Lambda}^c \), i.e., \( \tilde{\Lambda}^c \subset \{ \omega : L^c_{\omega} \cap \Gamma = \emptyset \} \). However, if \( \rho_0(\Gamma) = 0 \), then \( P(\Lambda) = \rho_0(\Gamma) = 0 \). It follows that \( P(\Lambda) = 0 \) and \( P(\tilde{\Lambda}) = 1 \). Finally \( P(\{ \omega : L^c_{\omega} \cap \Gamma = \emptyset \}) = 1 \).

Similarly, let \( \Sigma = \{ \omega : Y(s, \omega) \notin \Gamma \} \) and \( \tilde{\Sigma} = \bigcup_{k \in \mathbb{Z}} \theta_k \Sigma \). It is also easy to see that for all \( \omega \in \tilde{\Sigma} \), then \( \theta_k \omega \in \tilde{\Sigma} \) for all \( k \in \mathbb{Z} \) and
\[
L^c_{\omega} \subseteq \bigcup_{\omega \in \tilde{\Sigma}} \{Y(s, \omega)\} \subseteq \bigcup_{\omega \in \tilde{\Sigma}} \{Y(s, \omega)\} \subseteq \Gamma.
\]
This means \( L^c_{\omega} \subseteq \Gamma \) for all \( \omega \in \tilde{\Sigma} \), i.e., \( \tilde{\Sigma} \subset \{ \omega : L^c_{\omega} \subseteq \Gamma \} \). However, when \( \rho_0(\Gamma) = 1 \), \( P(\Sigma) = 1 - P(\tilde{\Sigma}) = 1 - \rho_0(\Gamma) = 0 \). Thus \( P(\Sigma) = 0 \) and \( P(\tilde{\Sigma}) = 1 \). It then follows that \( P(\{ \omega : L^c_{\omega} \subseteq \Gamma \}) = 1 \).

**Remark 3.7.** The result of theorem 3.6 is stronger than condition A. This can be seen as follows: the statement that either for \( P \)-almost all \( \omega \), \( \dot{L}_{\omega} \cap \Gamma = \emptyset \) or for \( P \)-almost all \( \omega \), \( \dot{L}_{\omega} \subseteq \Gamma \) means either there exists \( \Omega_1 \subset \Omega \) with \( P(\Omega_1) = 1 \) such that when \( \omega \in \Omega_1 \), \( L^c_{\omega} \cap \Gamma = \emptyset \) or there exists \( \Omega_2 \subset \Omega \) with \( P(\Omega_2) = 1 \) such that when \( \omega \in \Omega_2 \), \( \dot{L}_{\omega} \subseteq \Gamma \). In the first case, let \( \Omega_0 = \{ \omega : L^c_{\omega} \cap \Gamma = \emptyset \} \). Then \( \Omega_0 \supset \Omega_1 \), so \( P(\Omega_0) = 1 \). It is obvious that when \( \omega \in \Omega_0 \), \( L^c_{\omega} \cap \Gamma = \emptyset \).

In the second case, let \( \Omega_0 = \{ \omega : \dot{L}_{\omega} \subseteq \Gamma \} \). Then \( \Omega_0 \supset \Omega_2 \), so \( P(\Omega_0) = 1 \). It is obvious that when \( \omega \in \Omega_0 \), \( \dot{L}_{\omega} \subseteq \Gamma \). In both cases, there exists \( \Omega_0 \) with \( P(\Omega_0) = 1 \) such that when \( \omega \in \Omega_0 \), either \( L^c_{\omega} \cap \Gamma = \emptyset \) or \( \dot{L}_{\omega} \subseteq \Gamma \).

**Corollary 3.8.** If the dynamical system \( (\Omega, \mathcal{F}, P, (\theta^t)_{t \geq 0}) \) is ergodic, then condition A and the \( \tau \)-periodic measure \( \{\rho_k\}_{k \in \mathbb{Z}} \) being \( PS \)-ergodic are equivalent. In this case, the statement that \( P \) a.s. either \( \dot{L}_{\omega} \cap \Gamma = \emptyset \) or \( \dot{L}_{\omega} \subseteq \Gamma \) and the statement that either \( P \) a.s. \( \dot{L}_{\omega} \cap \Gamma = \emptyset \) or \( \dot{L}_{\omega} \subseteq \Gamma \) are equivalent.

**Proof.** This corollary can be easily obtained from theorems 3.5 and 3.6 and remark 3.7.

### 3.3 Ergodicity of canonical dynamical system generated from invariant measure: sufficient condition

Next we consider a stationary path \( Y : \Omega \to \mathcal{X} \) of the Markovian cocycle \( \Phi \) and the invariant measure \( \mu \) defined in (2.20). Then we recall that the measure \( \rho \in \mathcal{P}(\mathcal{X}) \) defined by
\[
\rho := E_P(\mu) = E_P \delta_{Y(0)} \tag{3.9},
\]
which is the law of the stationary path \( Y \), is an invariant measure and satisfies that \( \rho(\Gamma) = P(\{ \omega : Y(\omega) \in \Gamma \}) \), for any \( \Gamma \in \mathcal{B}(\mathcal{X}) \).

Now we define
\[
\tilde{L}^c_{\omega} := \{ Y(\theta_k \omega) : s \in \mathbb{R} \},
\]
and the \( \rho \) invariant set associated with the Markovian semigroup \( (P_t)_{t \geq 0} \)
\[
\mathcal{I} := \{ \Gamma \in \mathcal{B}(\mathcal{X}) : P_t \Gamma = \Gamma, \quad \rho \text{-a.s. for all } t \geq 0 \}.
\]
For these two sets, we consider

**Condition A’.** For any $\Gamma \in \mathcal{I}$, one has for $P$-almost all $\omega \in \Omega$, $\tilde{L}_\omega \cap \Gamma = \emptyset$ or $\tilde{L}_\omega \subseteq \Gamma$.

**Theorem 3.9.** Assume that the stationary path $Y$ satisfies condition $A'$ and let $\rho \in \mathcal{P}(\mathbb{X})$ be the invariant measure given in (3.9). If the dynamical system $(\Omega, \mathcal{F}, P, (\theta_t)_{t \geq 0})$ is ergodic, then $\rho$ is ergodic.

To prove theorem 3.9 we need the following lemma, which is of interest in its own right. We present it using the same notation as a metric dynamical system. But it does not have to link with the metric dynamical systems of a random dynamical system. It is true for a setting of continuous dynamical system of a probability space (measure space).

**Lemma 3.10.** Assume that $(\Omega, \mathcal{F}, P, (\theta_t)_{t \geq 0})$ is a dynamical system, then the following two statements are equivalent:

(a) $(\Omega, \mathcal{F}, P, (\theta_t)_{t \geq 0})$ is ergodic.

(b) $A \in \mathcal{F}$, $\bigcup_{t \geq T} \theta_t^{-1}A \in \mathcal{F}$ and $P \left( \left( \bigcup_{t \geq T} \theta_t^{-1}A \right) \triangle A \right) = 0$ for any $T \geq 0$, then $P(A) = 0$ or 1.

**Proof.** (a) $\Rightarrow$ (b). Assume $A \in \mathcal{F}$, $\bigcup_{t \geq T} \theta_t^{-1}A \in \mathcal{F}$ and $P \left( \left( \bigcup_{t \geq T} \theta_t^{-1}A \right) \triangle A \right) = 0$ for any $T \geq 0$. Define

$$A_\infty := \bigcap_{T \geq 0} \bigcup_{t \geq T} \theta_t^{-1}A,$$

we know that

$$A_\infty = \lim_{T \to \infty} \bigcup_{t \geq T} \theta_t^{-1}A = \lim_{n \to \infty} \bigcup_{t \geq n} \theta_t^{-1}A \in \mathcal{F}.$$ 

Then it is easy to see that for all $s \geq 0$,

$$\theta_s^{-1}A_\infty = \bigcap_{T \geq 0} \bigcup_{t \geq T+s} \theta_t^{-1}A = A_\infty.$$ 

Thus $A_\infty$ is an invariant set. By the ergodicity assumption, we have

$$P(A_\infty) = 0 \text{ or } P(A_\infty) = 1.$$ 

(3.10)

For any $T \geq 0$, since we have

$$P \left( \left( \bigcup_{t \geq T} \theta_t^{-1}A \right) \triangle A \right) = 0,$$

then

$$P \left( \left( \bigcup_{t \geq T} \theta_t^{-1}A \right) \setminus A \right) = 0 \text{ and } P \left( A \setminus \bigcup_{t \geq T} \theta_t^{-1}A \right) = 0.$$ 

But note that as $T \to \infty$, we have

$$\left( \bigcup_{t \geq T} \theta_t^{-1}A \right) \setminus A_\infty \setminus A \text{ and } A \setminus \bigcup_{t \geq T} \theta_t^{-1}A \setminus A_\infty.$$ 
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By continuity of measure, we have
\[ P(A_\infty \setminus A) = 0 \quad \text{and} \quad (A \setminus A_\infty) = 0. \]

Now recall (3.10). Consider the case \( P(A_\infty) = 0 \), then
\[ P(A) = P(A) - P(A_\infty) \leq P(A \setminus A_\infty) = 0. \]

Now consider the case that \( P(A_\infty) = 1 \), then
\[ 1 - P(A) = P(A_\infty) - P(A) \leq P(A_\infty \setminus A) = 0. \]

Thus the assertion (b) is proved.

(b) \( \Rightarrow \) (a). Assume \( A \in \mathcal{F} \) and \( \theta_t^{-1}A = A \) for all \( t \geq 0 \). Then we have for all \( T \geq 0 \)
\[ \bigcup_{t \geq T} \theta_t^{-1}A = A \in \mathcal{F}, \]
and
\[ P \left( \left( \bigcup_{t \geq T} \theta_t^{-1}A \right) \triangle A \right) = P(\emptyset) = 0. \]

By assertion (b), we have
\[ P(A) = 0 \text{ or } 1. \]

Thus the assertion (a) is proved. \qed

Next we will give the proof of theorem 3.9.

**Proof of theorem 3.9.** Since \((\Omega, \mathcal{F}, P, (\theta_t)_{t \geq 0})\) is ergodic, by theorem 2.17 we know that \((\bar{\Omega}, \bar{\mathcal{F}}, \mu, (\bar{\theta}_t)_{t \geq 0})\) is ergodic. Next we just need to show that for any \( \Gamma \in B(X) \), if \( P_I \Gamma = I_\Gamma \), for all \( t \geq 0 \), \( \rho \) - a.s., then \( \rho(\Gamma) = 0 \) or 1.

Similar to the proof of theorem 3.5, for any \( A \in \bar{\mathcal{F}} \) and \( \Gamma \in B(X) \), since \( \mu(A) = P(\{\omega : (\omega, Y(\omega)) \in A\}) \) and \( \rho(\Gamma) = P(\{\omega : Y(\omega) \in \Gamma\}) \), then \( \rho(\Gamma) = \mu(\Omega \times \Gamma) \). Next we consider the subset \( \Omega \times \Gamma \) in \( \bar{\Omega} \). Note that
\[ \bar{\theta}_t^{-1}(\Omega \times \Gamma) = \{(\omega, x) : \bar{\theta}_t(\omega, x) \in \Omega \times \Gamma\} \]
\[ = \{(\omega, x) : (\theta_t \omega, \Phi(t, \omega)x) \in \Omega \times \Gamma\} \]
\[ = \{(\omega, x) : \omega \in \Omega, \Phi(t, \omega)x \in \Gamma\}. \]

Define \( \Omega_{x,\Gamma} := \{\omega : \Phi(t, \omega)x \in \Gamma\} \). Then we have
\[ \bar{\theta}_t^{-1}(\Omega \times \Gamma) = \bigcup_{x \in X} (\Omega_{x,\Gamma} \times \{x\}) \]
\[ = \left( \bigcup_{x \in \Gamma} (\Omega_{x,\Gamma} \times \{x\}) \right) \bigcup \left( \bigcup_{x \in \Gamma} (\Omega_{x,\Gamma} \times \{x\}) \right). \]
Now for any $T \geq 0$,
\[
\bigcup_{t \geq T} \mathcal{O}_{t, \Gamma}^{-1}(\Omega \times \Gamma) = \left( \bigcup_{t \geq T} \bigcup_{x \in \Gamma} \mathcal{O}_{t, \Gamma}^{-1}(x) \right) \cup \left( \bigcup_{t \geq T} \bigcup_{x \not\in \Gamma} \mathcal{O}_{t, \Gamma}^{-1}(x) \right).
\]
Again, it is easy to see that $\bigcup_{t \geq T} \bigcup_{x \in \Gamma} \mathcal{O}_{t, \Gamma}^{-1}(x)$ is a subset of $\Omega \times \Gamma$, and
\[
\mu \left( \bigcup_{t \geq T} \bigcup_{x \in \Gamma} \mathcal{O}_{t, \Gamma}^{-1}(x) \right) = \int_{\Omega \times \mathbb{X}} L_{x, t \geq t_0 \wedge T \in T} \mathcal{O}_{t, \Gamma}^{-1}(x) (\omega, x) \delta_{Y(\omega)}(dx) P(d\omega)
\]
\[
= \int_{\Omega} L_{x, t \geq t_0 \wedge T \in T} \mathcal{O}_{t, \Gamma}^{-1}(x) (\omega, Y(\omega)) P(d\omega)
\]
\[
= P \left( \{ \omega : (\omega, Y(\omega)) \in \bigcup_{t \geq T} \bigcup_{x \in \Gamma} \mathcal{O}_{t, \Gamma}^{-1}(x) \} \right)
\]
\[
= P \left( \{ \omega : Y(\omega) \in \Gamma \text{ and } \omega \in \Omega_{t_0, \Gamma}^{Y(\omega)} \text{ for some } t_0 \geq T \} \right)
\]
\[
= P \left( \{ \omega : Y(\omega) \in \Gamma \text{ and } \Phi(t_0, \omega) Y(\omega) \in \Gamma \text{ for some } t_0 \geq T \} \right)
\]
\[
= P \left( \{ \omega : Y(\omega) \in \Gamma \text{ and } Y(\theta_{t_0} \omega) \in \Gamma \text{ for some } t_0 \geq T \} \right).
\]
Suppose now that $\Gamma \in \mathcal{I}$, and condition $A'$ holds, we have
\[
P \left( \{ \omega : Y(\omega) \in \Gamma \text{ and } Y(\theta_{t_0} \omega) \in \Gamma \text{ for some } t_0 \geq T \} \right) = P \left( \{ \omega : Y(\omega) \in \Gamma \} \right).
\]
Then
\[
\mu \left( \bigcup_{t \geq T} \bigcup_{x \in \Gamma} \mathcal{O}_{t, \Gamma}^{-1}(x) \right) = P \left( \{ \omega : Y(\omega) \in \Gamma \} \right) = \rho(\Gamma) = \mu(\Omega \times \Gamma).
\]
Hence
\[
\mu \left( (\Omega \times \Gamma) \setminus \bigcup_{t \geq T} \bigcup_{x \in \Gamma} \mathcal{O}_{t, \Gamma}^{-1}(x) \right) = 0. \tag{3.11}
\]
Similarly, for the set $\bigcup_{t \geq T} \bigcup_{x \in \Gamma} \mathcal{O}_{t, \Gamma}^{-1}(x)$,
\[
\mu \left( \bigcup_{t \geq T} \bigcup_{x \in \Gamma} \mathcal{O}_{t, \Gamma}^{-1}(x) \right) = P \left( \{ \omega : (\omega, Y(\omega)) \in \bigcup_{t \geq T} \bigcup_{x \in \Gamma} \mathcal{O}_{t, \Gamma}^{-1}(x) \} \right)
\]
\[
= P \left( \{ \omega : Y(\omega) \notin \Gamma \text{ and } \omega \in \Omega_{t_0, \Gamma}^{Y(\omega)} \text{ for some } t_0 \geq T \} \right)
\]
\[
= P \left( \{ \omega : Y(\omega) \notin \Gamma \text{ and } Y(\theta_{t_0} \omega) \in \Gamma \text{ for some } t_0 \geq T \} \right),
\]
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and from condition \( A' \), we have
\[
\mu\left( \bigcup_{t \geq T_0 \in \Gamma} (\Omega_{t_0}^\Gamma \times \{x\}) \right) = P \left( \{\omega : Y(\omega) \notin \Gamma \text{ and } Y(\theta_t \omega) \in \Gamma \text{ for some } t_0 \geq T \} \right) = 0.
\] (3.12)

Now note that
\[
\left( \bigcup_{t \geq T} \bar{\Theta}_t^{-1}(\Omega \times \Gamma) \right) \triangle (\Omega \times \Gamma)
= \left( \left( \bigcup_{t \geq T} \bar{\Theta}_t^{-1}(\Omega \times \Gamma) \right) \setminus (\Omega \times \Gamma) \right) \bigcup \left( (\Omega \times \Gamma) \setminus \bigcup_{t \geq T} \bar{\Theta}_t^{-1}(\Omega \times \Gamma) \right)
\subseteq \left( \bigcup_{t \geq T} (\Omega_{t_0}^\Gamma \times \{x\}) \right) \bigcup \left( (\Omega \times \Gamma) \setminus \bigcup_{t \geq T} (\Omega_{t_0}^\Gamma \times \{x\}) \right).
\]

Then for all \( T \geq 0 \), from (3.11) and (3.12), we have
\[
\mu\left( \left( \bigcup_{t \geq T} \bar{\Theta}_t^{-1}(\Omega \times \Gamma) \right) \triangle (\Omega \times \Gamma) \right) = 0.
\]

Applying the ergodicity of the dynamical system \((\bar{\Omega}, \bar{F}, \mu, (\bar{\Theta}_t)_{t \geq 0})\) and Lemma 3.10, we have
\[
\rho(\Gamma) = \mu(\Omega \times \Gamma) = 0 \text{ or } 1.
\]

Therefore, \( \rho \) is ergodic. \( \square \)

4. Sublinear dynamical systems from periodic measures

In this section, we also assume condition \( P \). We will give a construction of upper expectations via the periodic measures \( \mu \) and \( \rho \) defined in (2.9) and (3.4) respectively. Then we can study the ergodicity of the sublinear expectation dynamical system and sublinear canonical dynamical system generated by the upper expectations and Markov semigroup \( P_t \) defined in (3.1).

First we recall the definition of sublinear expectation space (cf [29]). Let \( \Omega \) be a given set and let \( \mathcal{H} \) be a linear space of real valued functions defined on \( \Omega \). We suppose that \( \mathcal{H} \) satisfies the following two conditions:

(a) \( c \in \mathcal{H} \) for each constant \( c \);
(b) \( |X| \in \mathcal{H} \) if \( X \in \mathcal{H} \).

**Definition 4.1** ([29]). A sublinear expectation \( \mathbb{E} \) is a functional \( \mathbb{E} : \mathcal{H} \to \mathbb{R} \) satisfying

(a) Monotonicity:
\[
\mathbb{E}[X] \leq \mathbb{E}[Y] \quad \text{if } X \leq Y.
\]
(b) Constant preserving:

\[ E[c] = c \quad \text{for } c \in \mathbb{R}. \]

(c) Sub-additivity: for each \( X, Y \in \mathcal{H} \),

\[ E[X + Y] \leq E[X] + E[Y]. \]

(d) Positive homogeneity:

\[ E[\lambda X] = \lambda E[X] \quad \text{for } \lambda \geq 0. \]

The triplet \((\Omega, \mathcal{H}, E)\) is called a sublinear expectation space. If (a) and (b) are satisfied, \( E \) is called a nonlinear expectation and the triplet \((\Omega, \mathcal{H}, E)\) is called a nonlinear expectation space.

### 4.1. Ergodic sublinear dynamical system on upper expectation space

Recall the product space \((\bar{\Omega}, \bar{\mathcal{F}}) = (\Omega \times \mathcal{X}, \mathcal{F} \otimes \mathcal{B}(\mathcal{X}))\) in section 2 and define

\[
\mathbb{E}[\varphi] = \sup_{s \in [0, \tau)} E_{\mu_s}[\varphi], \quad \text{for all } \varphi \in L_b(\bar{\Omega}), \tag{4.1}
\]

where \(L_b(\bar{\Omega}) := \{ \varphi : \bar{\Omega} \to \mathbb{R} | \varphi \text{ is measurable and bounded}\}\), \(\mu_s\) is the periodic measure defined in (2.9), and

\[
E_{\mu_s}[\varphi] := \int_{\Omega \times \mathcal{X}} \varphi(\omega, x)(\mu_s)_*(dx)P(d\omega)
\]

\[
= \int_{\Omega \times \mathcal{X}} \varphi(\omega, x)\delta_{Y(s, \theta^{-s}\omega)}(dx)P(d\omega)
\]

\[
= \int_{\bar{\Omega}} \varphi(\omega, Y(s, \theta^{-s}\omega))P(d\omega).
\]

It is easy to verify that \( \mathbb{E} \) is a sublinear expectation on \((\bar{\Omega}, L_b(\bar{\Omega}))\). Recall the definition (cf [17])

\[
\tilde{\Theta}_t \mathbb{E}[\varphi(\cdot)] := \mathbb{E}[\varphi(\tilde{\Theta}_t \cdot)]. \tag{4.2}
\]

**Proposition 4.2.** Assume condition P. The skew product \((\tilde{\Theta}_t)_{t \geq 0}\) preserves the sublinear expectation \( \mathbb{E} \).
Proof. We just need to prove $\bar{\Theta}_s\mathbb{E}[\varphi] = \mathbb{E}[\varphi]$, for all $\varphi \in L_0(\bar{\Omega})$. To see the proof, for any $s \in \mathbb{R}$, by definition of $E_{\mu_s}$, we have

$$\bar{\Theta}_s E_{\mu_s} [\varphi] = E_{\mu_s} [\varphi \circ \bar{\Theta}_s]$$

$$= \int_{\Omega \times X} \varphi (\bar{\Theta}_s (\omega, x)) \delta_{Y(t, \omega, s\omega)} (dx) P(d\omega)$$

$$= \int_{\Omega \times X} \varphi (\theta(\omega, \Phi(t, \omega, s\omega)) \delta_{Y(t, \omega, s\omega)} (dx) P(d\omega)$$

$$= \int_{\Omega} \varphi (\theta(\omega, \Phi(t, \omega, Y(s, \theta_{-s\omega}))) P(d\omega)$$

$$= \int_{\Omega} \varphi (\theta(\omega, \Phi(t + s, \theta_{-(s+1)\omega}))) P(d\omega)$$

$$= \int_{\Omega} \varphi (\omega, \Phi(t + s, \theta_{-(s+1)\omega})) P(d\omega)$$

$$= E_{\mu_{s+1}} [\varphi].$$

Then by definition of $\mathbb{E}$, the periodic property of $\mu_s$ and (4.2), we have

$$\bar{\Theta}_s \mathbb{E}[\varphi] = \sup_{s \in [0, r]} \bar{\Theta}_s E_{\mu_s} [\varphi] = \sup_{s \in [0, r]} E_{\mu_{s+1}} [\varphi] = \sup_{s \in [0, r]} E_{\mu_s} [\varphi] = \mathbb{E}[\varphi].$$

Recall the definition of ergodicity of a sublinear expectation dynamical system.

Definition 4.3 ([17]). Let $(\Omega, \mathcal{H}, \mathbb{E})$ be a sublinear expectation space and the measurable transformation $\theta : [0, \infty) \times \Omega \rightarrow \Omega$ preserve the expectation $\mathbb{E}$. We say that the sublinear expectation dynamical system $(\Omega, \mathcal{H}, \mathbb{E}, (\theta_t)_{t \geq 0})$ is ergodic if for any $B \in \sigma(\mathcal{H})$ with $\theta_t^{-1}B = B$, for all $t \geq 0$, then $\mathbb{E}[B] = 0$ or $\mathbb{E}[\bar{B}] = 0$.

Consider the dynamical system $(\bar{\Omega}, L_0(\bar{\Omega}), \mathbb{E}, (\bar{\Theta}_t)_{t \geq 0})$ defined as above, we have

Theorem 4.4. Assume condition P. If $(\bar{\Omega}, \bar{\mathcal{F}}, \mu_s, (\bar{\Theta}_t)_{t \geq 0})$ is ergodic for some $s \in \mathbb{R}$, then $(\bar{\Omega}, L_0(\bar{\Omega}), \mathbb{E}, (\bar{\Theta}_t)_{t \geq 0})$ is an ergodic sublinear expectation dynamical system.

Proof. Firstly, we know that $\bar{\Theta}_s$ preserves the sublinear expectation $\mathbb{E}$ from proposition 4.2. For any $A \in \bar{\mathcal{F}}$ with $\bar{\Theta}_s^{-1}A = A$, for all $t \geq 0$, by definition 4.3, we need to prove $V(A) = 0$ or $V(A^c) = 0$ where $V(A) := \sup_{s \in [0, r]} \mu_s(A)$. Since $(\bar{\Omega}, \bar{\mathcal{F}}, \mu_s, (\bar{\Theta}_t)_{t \geq 0})$ is ergodic for some $s \in \mathbb{R}$, by theorem 2.11 we know that $(\bar{\Omega}, \bar{\mathcal{F}}, P, (\bar{\Theta}_t)_{t \geq 0})$ is ergodic. Considering the proof of theorem 2.10 we have $\mu_s(A) = \mu_0(A)$ for all $s \in \mathbb{R}$ and $\mu_0(A) = 0$ or 1. Then

$$V(A) = \sup_{s \in [0, r]} \mu_s(A) = \mu_0(A) = 0,$$

or

$$V(A^c) = \sup_{s \in [0, r]} \mu_s(A^c) = \mu_0(A^c) = 1 - \mu_0(A) = 0.$$
We say a statement holds $E$ quasi surely ($E$-q.s.) if the statement is true on set $A$ with $\mathbb{E}[I_A] = 0$.

**Proposition 4.5.** Assume condition $P$ and $(\bar{\Omega}, \bar{F}, \mu_s, (\bar{\Theta}_t^s)_{t \geq 0})$ is ergodic for some $s \in \mathbb{R}$.

Then for any $\xi \in L^b(\bar{\Omega})$, we have

$$\lim_{T \to \infty} \frac{1}{T} \int_0^T U_t \xi \, dt = \frac{1}{\tau} \int_0^\tau E_{\mu_s}[\xi] \, ds, \quad E$-q.s.,$$

where $(U_t(\xi)(\omega, x) = \xi(\bar{\Theta}_t(\omega, x)))$.

**Proof.** By (i) of remark 2.12, we know that $(\bar{\Omega}, \bar{F}, \mu_s, (\bar{\Theta}_t^s)_{t \geq 0})$ is ergodic for each $s \in \mathbb{R}$.

For any $\xi \in L^b(\bar{\Omega})$, without any loss of generality, we can assume that $\xi \geq 0, E$-q.s. Let $\xi_t := \frac{1}{T} \int_0^T U_t \xi \, dt$, then

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} U_t^k \xi_t = \frac{1}{nT} \int_0^{nT} U_t \xi \, dt.$$

Applying Birkhoff’s ergodic theorem (cf [8]) for $\xi_t$ on $(\bar{\Omega}, \bar{F}, \mu_s, (\bar{\Theta}_t^s)_{t \geq 0})$, we have

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} U_t^k \xi_t = E_{\mu_s}[\xi_t], \quad \mu_s \text{ a.s..}$$

For any arbitrary $T > 0$, let $n_T = \lfloor \frac{T}{\tau} \rfloor$ be the maximal nonnegative integer less than or equal to $\frac{T}{\tau}$. Then $n_T \tau < T < (n_T + 1)\tau$ and

$$\frac{n_T}{n_T + 1}, \frac{1}{n_T \tau} \int_0^{n_T \tau} U_t \xi \, dt \leq \frac{1}{T} \int_0^T U_t \xi \, dt \leq \frac{n_T + 1}{n_T}, \frac{1}{(n_T + 1)\tau} \int_0^{(n_T + 1)\tau} U_t \xi \, dt.$$

Thus

$$\lim_{T \to \infty} \frac{1}{T} \int_0^T U_t \xi \, dt = E_{\mu_s}[\xi_t] \quad \mu_s \text{ a.s..}$$

However,

$$E_{\mu_s}[\xi_t] = E_{\mu_s} \left[ \frac{1}{\tau} \int_0^\tau U_t \xi \, dt \right] = \frac{1}{\tau} \int_0^\tau E_{\mu_s}[U_t \xi] \, dt = \frac{1}{\tau} \int_0^\tau \bar{\Theta}_t E_{\mu_s}[\xi] \, dt = \frac{1}{\tau} \int_0^\tau E_{\mu_{s+\tau}}[\xi] \, dt = \frac{1}{\tau} \int_0^\tau E_{\mu_s}[\xi] \, dt,$$

due to

$$\lim_{T \to \infty} \frac{1}{T} \int_0^T U_t \xi \, dt = \frac{1}{\tau} \int_0^\tau E_{\mu_s}[\xi] \, dt \quad \mu_s \text{ a.s..}$$
Let $A_s$ be the $\mu_s$-null set such that
$$\lim_{T \to \infty} \frac{1}{T} \int_0^T U_t \xi \, dt = \frac{1}{\tau} \int_0^\tau E_{\mu_t}[\xi] \, dt, \quad \text{on } A'_s.$$

Let $A = \bigcap_{s \in [0, \tau)} A_s$, then $V(A) = \sup_{s \in [0, \tau)} \mu_s(A) = 0$ and
$$\lim_{T \to \infty} \frac{1}{T} \int_0^T U_t \xi \, dt = \frac{1}{\tau} \int_0^\tau E_{\mu_t}[\xi] \, dt, \quad \text{on } A'^c. \quad \Box$$

From the condition $P$ and the assumption that the periodic measure $\{\mu_s\}_{s \in \mathbb{R}}$ on the product space is PS-ergodic, we obtained the Birkhoff’s law of large numbers with the convergence in the sense of quasi-surely. This result is stronger than the Birkhoff ergodic type theorem in the almost sure sense that we can obtain from the ergodic theory of periodic measure ([18]). This justifies the study of the construction of invariant sublinear expectations from periodic measures.

Next we also give two examples of ergodic sublinear dynamical system.

**Example 4.6** (An ergodic sublinear dynamical system with discrete time). We consider $\Omega_1 = [0, 1), \theta_\alpha : \Omega_1 \to \Omega_1, \theta_\alpha(x) = (x + \alpha) \mod 1$. It is well known that the dynamical system $(\Omega_1, B(\Omega_1), P_1, (\theta_{\alpha}^n)_{n \geq 0})$ is ergodic when $\alpha$ is irrational. Here $P_1$ is the Lebesgue measure on $\Omega_1$.

Next, we consider $\hat{\Omega} = [0, 2) = [0, 1) \cup [1, 2) = \Omega_1 \cup \Omega_2$, where $\Omega_2 = [1, 2)$. Define $\hat{\theta}_\alpha : \hat{\Omega} \to \hat{\Omega}$ by
$$\hat{\theta}_\alpha(x) = \begin{cases} \theta_\alpha(x) + 1, & x \in \Omega_1, \\ x - 1, & x \in \Omega_2. \end{cases}$$

Then we know that $\hat{\theta}_\alpha^i$ maps $\Omega_i$ into $\Omega_i$ for $i = 1, 2$. Let $P_2$ be the Lebesgue measure on $\Omega_2$, then $(\hat{\Omega}, \hat{B(\hat{\Omega})}, P_2, (\hat{\theta}_\alpha^{n+1}|_{\Omega_i})_{n \geq 0})$, $i = 1, 2$ are ergodic dynamical systems.

Define
$$\hat{P}_i(A) := P_i(A \cap \Omega_i), \quad \text{for any } A \in B(\hat{\Omega}),$$
and
$$\hat{E}[X] = E_{\hat{P}_1}[X] \vee E_{\hat{P}_2}[X], \quad \text{for all } X \in L^1(\hat{\Omega}).$$

Then for any $\xi \in L^1(\hat{\Omega})$, we have
$$\hat{\theta}_\alpha E_{\hat{P}_1}[\xi] = E_{\hat{P}_1}[\xi \circ \hat{\theta}_\alpha]$$
$$= \int_{\hat{\Omega}} \xi(\hat{\theta}_\alpha(x)) P_1(dx)$$
$$= \int_{\Omega_1} \xi(\hat{\theta}_\alpha(x)) P_1(dx)$$
$$= \int_{\Omega_1} \xi(y) P_1(dy)$$
$$= \int_{\Omega_2} \xi(y) P_2(dy)$$
$$= \int_{\hat{\Omega}} \xi(y) P_2(dy)$$
$$= E_{\hat{P}_2}[\xi].$$
Similarly, 
\[
\hat{\theta}_n E_{\hat{\theta}_n}[I] = E_{\hat{\theta}_n}[I].
\]
Thus \(\hat{\theta}_n \hat{E}[\xi] = E_{\hat{\theta}_n}[\xi \circ \hat{\theta}_n] \vee E_{\hat{\theta}_n}[\xi] = E_{\hat{\theta}_n}[\xi] \vee E_{\hat{\theta}_n}[\xi] = \hat{E}[\xi]\), which means \(\hat{\theta}_n\) preserves the sublinear expectation \(\hat{E}\). Then \((\Omega, \mathcal{B}(\Omega), (\hat{\theta}_n)_{n \geq 0}, \hat{E})\) is a sublinear dynamical system.

Let \(P = \frac{1}{2}(P_1 + P_2)\). Then \(P\) is an invariant measure with respect to \(\hat{\theta}_n\) and ergodic as it is PS-ergodic by theorem 2.20 in [18]. Moreover, \(\hat{\theta}_n\) is also ergodic under the sublinear upper expectation setting that we observe in this section. Here we give a straightforward proof of this result in this special case.

**Proposition 4.7.** The sublinear dynamical system \(\hat{S} = (\hat{\Omega}, \mathcal{B}(\hat{\Omega}), (\hat{\theta}_n)_{n \geq 0}, \hat{E})\) is ergodic while \(\alpha\) is irrational.

**Proof.** For any \(A \in \mathcal{B}(\hat{\Omega})\) with \(\hat{\theta}_n^{-1}A = A\), we need to show that
\[
\hat{E}[I_A] = P_1(A) \vee P_2(A) = 0 \text{ or } \hat{E}[I_A] = P_1(A^c) \vee P_2(A^c) = 0.
\]
By \(\hat{\theta}_n^{-1}A = A\) we have \((\hat{\theta}_n^2)^{-1}A = A\), which means
\[
\{(\hat{\theta}_n^2)^{-1}(A \cap \Omega_i)\} \cup \{(\hat{\theta}_n^2)^{-1}(A \cap \Omega_2)\} = (A \cap \Omega_1) \cup (A \cap \Omega_2).
\]
Since \(\hat{\theta}_n^2\) maps \(\Omega_i\) into \(\Omega_i, i = 1, 2\), then
\[
(\hat{\theta}_n^2)^{-1}(A \cap \Omega_i) = A \cap \Omega_i.
\]
As we already know, \((\Omega_i, \mathcal{B}(\Omega_i), ((\hat{\theta}_n^2)^{2n})_{n \geq 0}, P_i)\) are ergodic while \(\alpha\) is irrational, Then
\[
P_1(A \cap \Omega_i) = 0 \text{ or } 1, \quad i = 1, 2.
\]
Since \(\hat{\theta}_n(A \cap \Omega_1) = A \cap \Omega_2\), then we have
\[
P_2(A) = P_2(A \cap \Omega_2) = P_2(\hat{\theta}_n(A \cap \Omega_1)) = P_1(A \cap \Omega_1) = P_1(A).
\]
Thus
\[
\hat{E}[I_A] = P_1(A) \vee P_2(A) = 0 \quad \text{ or } \quad \hat{E}[I_A] = P_1(A^c) \vee P_2(A^c) = 0.
\]
This means the sublinear dynamical system \(\hat{S} = (\hat{\Omega}, \mathcal{B}(\hat{\Omega}), (\hat{\theta}_n)_{n \geq 0}, \hat{E})\) is ergodic. \(\square\)

**Example 4.8** (Ergodic sublinear dynamical system on torus). We consider the same dynamical system \((\hat{\Omega}, \mathcal{F}, (\hat{\theta}_n^s)_{s \in \mathbb{R}})\) on torus and periodic probability measure \(\mu_s, s \in \mathbb{R}\), as in example 2.13. Now we define the upper expectation \(\hat{E}\) on \(L_d(\hat{\Omega})\) by
\[
\hat{E}[\varphi] := \sup_{s \in [0,1]} E_{\mu_s}[\varphi], \quad \text{for all } \varphi \in L_d(\hat{\Omega}).
\]

**Proposition 4.9.** The sublinear dynamical system \((\hat{\Omega}, L_d(\hat{\Omega}), \hat{E}, (\hat{\theta}_n^s)_{s \in \mathbb{R}})\) is ergodic.

**Proof.** The proof is similar to that of theorem 4.4. But in theorem 4.4, we assumed that there is a random periodic path. But this proof does not depend on this assumption. The key is \(\mu_s(\hat{A}) = \mu_0(\hat{A})\) for any invariant set \(\hat{A}\). This is proved by a different method, see proposition 2.14 and (2.19). \(\square\)
4.2. Ergodicity of sublinear canonical dynamical systems with respect to a Markovian semigroup

Next we will give the definitions of sublinear Markovian systems and their ergodicity ([17, 28]).

Definition 4.10 ([28]). We say that \( T : \mathbb{R}^+ \times L_b(\mathbb{X}) \to L_b(\mathbb{X}) \) is a sublinear Markovian semigroup if:

(a) For each fixed \( (t, x) \in \mathbb{R}^+ \times \mathbb{X} \), \( T_t[\varphi](x) \) is a sublinear expectation defined on \( L_b(\mathbb{X}) \).

(b) \( T_0[\varphi](x) = \varphi(x) \), for each \( \varphi \in L_b(\mathbb{X}) \).

(c) \( T_t[\varphi] \) satisfies the following Chapman semigroup formula:

\[
T_t \circ T_s[\varphi] = T_{t+s}[\varphi], \quad \text{for any } t, s \geq 0.
\]

Here \( L_b(\mathbb{X}) \) is the set of \( B(\mathbb{X}) \)-measurable real-valued function defined on \( \mathbb{X} \) such that \( \sup_{\varphi \in L_b} |\varphi(x)| < \infty \).

Remark 4.11. The Markovian semigroup \( P, t \geq 0 \) given in (3.1) is also a sublinear Markovian semigroup.

Definition 4.12 ([17]). A nonlinear expectation \( \tilde{T} : L_b(\mathbb{X}) \to \mathbb{R} \) is said to be an invariant nonlinear expectation under a sublinear Markovian semigroup \( T, \ t \geq 0 \) if it satisfies

\[
T_t \tilde{T} = \tilde{T} \quad \text{for all } t \geq 0.
\]

Here \( T_t \tilde{T}[\varphi] := \tilde{T}[T_t \varphi] \).

Similarly as in the invariant measure case, denote by \( \Omega^* = \mathbb{X}^\mathbb{R} \) the space of all \( \mathbb{X} \)-valued functions on \( \mathbb{R} \), by \( \mathcal{F}^\mathbb{X} \) the smallest \( \sigma \)-algebra containing all cylindrical sets of \( \Omega^* \), the shift \( \theta^* : \mathbb{R} \times \Omega^* \to \Omega^* \) is defined by \( (\theta^* \omega)(s) = \omega^*(-s) \), for all \( \omega^* \in \Omega^* \). Set

\[
L_0(\Omega^*) := \{ \xi \mid \text{there exists } n \geq 1, \ t_1, \ldots, t_n \in \mathbb{R}, \varphi \in L_b(\mathbb{X}^n) \}
\]

such that

\[
\xi(\omega^*) = \varphi(\omega^*(t_1), \ldots, \omega^*(t_n)).
\]

It is clear that \( L_0(\Omega^*) \) is a linear subspace of \( L_b(\Omega^*) \).

For any \( \varphi \in L_b(\mathbb{X}^n) \) and \( t_1 < t_2 < \cdots < t_n \), we define \( \varphi_i \in L_b(\mathbb{X}^{n-i}) \), \( i = 1, 2, \ldots, n \) as follows:

\[
\varphi_1(x_1, x_2, \ldots, x_{n-1}) := T_{t_n-t_{n-1}}[\varphi(x_1, x_2, \ldots, x_{n-1}, \cdot)](x_{n-1})
\]

\[
\varphi_2(x_1, x_2, \ldots, x_{n-2}) := T_{t_{n-1}-t_{n-2}}[\varphi_1(x_1, x_2, \ldots, x_{n-2}, \cdot)](x_{n-2})
\]

\[
\vdots
\]

\[
\varphi_{n-1}(x_1) := T_{t_2-t_1}[\varphi_{n-2}(x_1, \cdot)](x_1).
\]

For any \( T_t, t \geq 0 \) invariant sublinear expectation \( \tilde{T} \), we define the sublinear expectation \( \mathbb{E}^\tilde{T} \) on \( L_0(\Omega^*) \) by

\[
\mathbb{E}^\tilde{T}[\xi] = \tilde{T}[\varphi_{n-1}(\cdot)], \quad \text{where } \xi(\omega^*) = \varphi(\omega^*(t_1), \omega^*(t_2), \ldots, \omega^*(t_n)).
\]
Then we can extend $L_0(\Omega^*)$ into $L_0^p(\Omega^*)$ under the norm $(\mathbb{E}^{\tilde{T}}[|\cdot|^p])^{1/p}, \ p \geq 1$. Define the space

$$\text{Lip}_{b, cyl}(\Omega^*):=\{\xi|\text{there exists } n \geq 1, t_1, \ldots, t_n \in \mathbb{R}, \varphi \in C_{b, \text{lip}}(\mathbb{K}^n)\}$$

such that

$$\xi(\omega^*) = \varphi(\omega^*(t_1), \ldots, \omega^*(t_n)),$$

and $L_0^p(\Omega^*)$ the completion of $\text{Lip}_{b, cyl}(\Omega^*)$ under the norm $(\mathbb{E}^{\tilde{T}}[|\cdot|^p])^{1/p}, \ p \geq 1$. From [17], $\theta_t^\ast$ preserves the expectation $\mathbb{E}^{\tilde{T}}$, and $\tilde{S}^{\tilde{T}} = (\Omega^*, L_0^\ast(\Omega^*), (\theta_t^\ast)_{t \geq 0}, \mathbb{E}^{\tilde{T}})$ defines a dynamical system, called canonical dynamical system associated with $T_t, t \geq 0, \tilde{T}$, and $\theta_t^\ast$.

**Definition 4.13** ([17]). The invariant expectation $\tilde{T}$ is said to be ergodic with respect to the sublinear Markovian semigroup $T_t, t \geq 0, \tilde{T}$ if its associated canonical dynamical system $\tilde{S}^{\tilde{T}} = (\Omega^*, L_0^\ast(\Omega^*), (\theta_t^\ast)_{t \geq 0}, \mathbb{E}^{\tilde{T}})$ on the sublinear expectation space is ergodic.

Next we will consider the ergodic property of a sublinear expectation $\tilde{T}$ on $(\mathcal{X}, L_0(\mathcal{X}))$ defined by

$$\tilde{T}[\varphi] = \sup_{s \in [0, t]} E_{\rho_s}[\varphi], \ \text{for all } \varphi \in L_0(\mathcal{X}), \ (4.3)$$

where $E_{\rho_s}[\varphi] := \int_\mathcal{X} \varphi(x) \rho_s(dx)$.

First we have the following property of $\tilde{T}$.

**Proposition 4.14.** The sublinear expectation $\tilde{T}$ is an invariant expectation under the Markovian semigroup $P_t, t \geq 0$.

**Proof.** We need to prove that $P_t \tilde{T}[\varphi] = \tilde{T}[\varphi], \ \text{for all } t \geq 0, \ \varphi \in L_0(\mathcal{X})$. Since $\rho$ is a periodic measure of the Markovian semigroup $P_t, \rho$ has

$$P_t E_{\rho_s}[\varphi] = E_{\rho_s}[P_t \varphi]$$

$$= \int_\mathcal{X} P_t \varphi(x) \rho_s(dx)$$

$$= \int_\mathcal{X} \int_\mathcal{X} P_t (x, dy) \varphi(y) \rho_s(dx)$$

$$= \int_\mathcal{X} \int_\mathcal{X} P_t (x, dy) \rho_s(dx) \varphi(y)$$

$$= \int_\mathcal{X} \varphi(y) \rho_{t+s}(dy)$$

$$= E_{\rho_{t+s}}[\varphi]. \ (4.4)$$

Therefore by (4.3) and (4.4) and the periodicity of $\rho_s$, we have that

$$P_t \tilde{T}[\varphi] = \tilde{T}[P_t \varphi] = \sup_{s \in [0, t]} E_{\rho_s}[P_t \varphi] = \sup_{s \in [0, t]} E_{\rho_{t+s}}[\varphi] = \sup_{s \in [0, t]} E_{\rho_s}[\varphi] = \tilde{T}[\varphi].$$

**Theorem 4.15.** Under the assumption in theorem 3.5. if $(\Omega, \mathcal{F}, P_t, (\theta_s^\ast)_{s \geq 0})$ is ergodic, then $\tilde{T}$ is ergodic with respect to the Markovian semigroup $P_t, t \geq 0$. 
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\textbf{Proof.} We will show that for any \( \varphi \in L_0(\mathbb{X}) \), if \( P_t\varphi = \varphi \) (since \( P_t \) is a linear operator, then \( P_t(-\varphi) = -\varphi \) for all \( t \geq 0 \), then \( \varphi \) is constant, \( T \) – q.s. By theorem 3.25 in [17], noting in this part of the theorem in [17] that \( \varphi(\mathbb{X}(0)) \) has no mean uncertainty is not needed, we conclude that \( \bar{T} \) is ergodic.

Firstly by theorem 3.5, we know that \( \{\rho_s\}_{s \in \mathbb{R}} \) is PS-ergodic. Then by classical ergodic theory (cf [7]) we have that if \( P_t \varphi = \varphi \), then \( \varphi \) is constant, \( \rho_t \) – a.s. for all \( s \in \mathbb{R} \). Let \( I_t \) be that constant, i.e. \( \varphi = I_t, \rho_t \) – a.s.. Since \( P_t\varphi = \varphi \) for all \( t \geq 0 \) and by (4.4), we have

\[
I_{t+1} = E_{\rho_{t+1}}[\varphi] = E_{\rho_t}[P_t\varphi] = E_{\rho_t}[\varphi] = I_t.
\]

So \( I_t = I_0 \) and \( \varphi = I_0, \rho_t \) – a.s. for all \( s \in \mathbb{R} \). Let \( A := \{x : \varphi(x) \neq l_0\} \), then \( \rho_t(A) = 0 \), for all \( s \in \mathbb{R} \). Thus \( \bar{T}[I_0] = \sup_{0 \leq t < \tau} \rho_t(A) = 0 \), which means \( \varphi = l_0, \bar{T} \) – q.s. \( \square \)

\textbf{Acknowledgments}

We are grateful to the anonymous referee for their constructive comments which led to significant improvements of this paper. We would like to thank Hans Crauel for useful discussions and acknowledge the financial supports of a Royal Society Newton Fund Grant NA150344 and an EPSRC Grant EP/S005293/1.

\textbf{References}

[1] Arnold L 1998 \textit{Random Dynamical Systems} (Berlin: Springer)
[2] Artzner P, Delbaen F, Eber J-M and Haeth D 1999 Coherent measures of risk \textit{Math. Finance} \textbf{9} 203–28
[3] Bates P W, Lu K N and Wang B X 2014 Attractors of non-autonomous stochastic lattice systems in weighted spaces \textit{Physica} D \textbf{289} 32–50
[4] Birkhoff G D 1931 Proof of the ergodic theory \textit{Proc. Natl Acad. Sci. USA} \textbf{17} 656–60
[5] Chekroun M, Simonnet E and Ghil M 2011 Stochastic climate dynamics: random attractors and time-dependent invariant measures \textit{Physica} D \textbf{240} 1685–700
[6] Cherubini A M, Lamb J S W, Rasmussen M and Sato Y 2017 A random dynamical systems perspective on stochastic resonance \textit{Nonlinearity} \textbf{30} 2835–53
[7] Da Prato G and Zabczyk J 1992 \textit{Ergodicity for Infinite Dimensional Systems} (London Mathematical Society Lecture Note Series) vol 229 (Cambridge: Cambridge University Press)
[8] Da Prato G and Zabczyk J 1996 \textit{Ergodicity for Infinite Dimensional Systems} (Encyclopedia of Mathematics and its Applications) (Cambridge: Cambridge University Press)
[9] Delbaen F 2002 Coherent measures of risk on general probability space \textit{Advances in Finance and Stochastics, Essays in Honour of Dieter Sondermann} ed K Sandmann and P J Schonbucher (Berlin: Springer) pp 1–37
[10] Doob J L 1948 Asymptotic properties of Markov transition probabilities \textit{Trans. Am. Math. Soc.} \textbf{63} 394–421
[11] Durrett R 2019 \textit{Probability: Theory and Examples} 5th edn (Cambridge: Cambridge University Press)
[12] Elworthy K D 1978 Stochastic dynamical systems and their flows \textit{Stochastic Analysis} ed A Friedman and M Pinsky (New York: Academic) pp 79–95
[13] Feng C R, Liu Y and Zhao H Z 2017 Numerical approximation of random periodic solutions of stochastic differential equations \textit{Z. Angew. Math. Phys.} \textbf{68} 1–32
[14] Feng C R, Wu Y and Zhao H Z 2016 Anticipating random periodic solutions I. SDEs with multiplicative linear noise \textit{J. Funct. Anal.} \textbf{271} 365–417
[15] Feng C R, Zhao H Z and Zhou B 2011 Pathwise random periodic solutions of stochastic differential equations \textit{J. Differ. Equ.} \textbf{251} 119–49
[16] Feng C R and Zhao H Z 2012 Random periodic solutions of SPDEs via integral equations and Wiener-Sobolev compact embedding \textit{J. Funct. Anal.} \textbf{262} 4377–422
[17] Feng C R and Zhao H Z 2020 Ergodicity on nonlinear expectation spaces (arXiv:1705.03549v3)
[18] Feng C R and Zhao H Z 2020 Random periodic processes, periodic measures and ergodicity J. Differ. Equ. https://doi.org/10.1016/j.jde.2020.05.034
[19] Feng C, Zhao H and Zhong J 2019 Existence of geometric ergodic periodic measures of stochastic differential equations (arXiv:1904.08091)
[20] Flandoli F 1996 Stochastic flows for nonlinear second order parabolic SPDEs Ann. Probab. 24 547–58
[21] Garrido-Atienza M J, Lu K N and Schmalfuss B 2010 Unstable invariant manifolds for stochastic PDEs driven by a fractional Brownian motion J. Differ. Equ. 248 1637–67
[22] Has’minskii R Z 2012 Stochastic Stability of Differential Equations 2nd edn (Berlin: Springer)
[23] Huang W, Lian Z and Lu K N 2019 Ergodic theory for random Anosov systems mixing on fibers (arXiv:1612.08394v2)
[24] Kifer Y 1988 Random Perturbations of Dynamical Systems (Progr. Probab. Statist.) vol 16 (Boston, MA: Birkhäuser)
[25] Kunita H 1990 Stochastic Flows and Stochastic Differential Equations (Cambridge: Cambridge University Press)
[26] Meyer P-A 1981 Flot dune équation différentielle stochastique Séminaire Probab. 15 103–17
[27] Mohammed S-E A, Zhang T S and Zhao H Z 2008 The stable manifold theorem for semi-linear stochastic evolution equations and stochastic partial differential equations Memoir. Am. Math. Soc. 196 1–105
[28] Peng S G 2005 Nonlinear expectations and nonlinear Markov chains Chin. Ann. Math. 26 159–84
[29] Peng S G 2019 Nonlinear Expectations and Stochastic Calculus under Uncertainty—with Robust Central Limit Theorem and G-Brownian Motion (Berlin: Springer)
[30] von Neumann J 1932 Proof of the quasi-ergodic hypothesis Proc. Natl Acad. Sci. USA 18 70–82
[31] von Neumann J 1932 Physical Applications of the Ergodic Hypothesis Proc. Natl Acad. Sci. USA 18 263–6
[32] Walters P 1982 An Introduction to Ergodic Theory (Graduate Tests in Mathematics) vol 79 (New York: Springer)
[33] Wang B X 2014 Existence, stability and bifurcation of random complete and periodic solutions of stochastic parabolic equations Nonlinear Anal. 103 9–25
[34] Zhao H Z and Zheng Z H 2009 Random periodic solutions of random dynamical systems J. Differ. Equ. 246 2020–38