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Abstract
Image segmentation is a wide research topic; a huge amount of research has been performed in this context. Image segmentation is a crucial procedure for most object detection, image recognition, feature extraction, and classification tasks depend on the quality of the segmentation process. Image segmentation is the dividing of a specific image into a numeral of homogeneous segments; therefore, the representation of an image into simple and easy forms increases the effectiveness of pattern recognition. The effectiveness of approaches varies according to the conditions of objects arrangement, lighting, shadow and other factors. However, there is no generic approach for successfully segmenting all images, where some approaches have been proven to be more effective than others. The major goal of this study is to provide summarize of the disadvantages and the advantages of each of the reviewed approaches of image segmentation.
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I. INTRODUCTION

An image is a visible representation of something and carries a lot of beneficial information. Analyzing the image and obtaining information from it in a way that does not influence the image's other features in order to get some tasks done is one of the important applications of digital image technology [1]. In various sectors and real-world applications such as military, medical, astronomy, etc. pattern recognition, image analysis, and image disciplines are the most important subjects in computer science and computer engineering [2].

Nowadays, ingenious technologies are developing in the domains of image processing, particularly in the image segmentation field. Image segmentation is an important and difficult process [3]. The image segmentation process is the most significant phase of image analysis. The technique of splitting an image into homogenous parts based on particular criteria and, ideally, corresponding to actual things in the scene is known as image segmentation [4]. In reality, image segmentation is utilized in the next phases of a standard recognition system to present simpler and easier data such as color or texture [5]. From a multi-media perspective, image segmentation can be applied to a single image or a series of images that form a video [6, 7]. In general, the basic goal of segmentation is for reducing data for an easier analysis process, where image segmentation is described as the division of a digital image into its continuous, unconnected, and nonempty subsets to facilitate attribute extraction [8]. Image segmentation is still an open and exciting research topic in the realm of image processing. The development of a universal technique for image segmentation remains a difficult task for academics and developers [9]. Basic prerequisites for good image segmentation include:

• Each pixel in the region belongs to an image.
• If any two pixels in a specified region may be connected by a line that does not exit the region, the region is linked
• Each region is homogeneous in term of a selected characteristic. The characteristic could be syntactic (intensity, color and texture) or semantically based.
• It is impossible to combine neighboring regions into a single homogeneous region.
• There is no overlap between regions [10]

The main purpose of the segmentation is to simplify an image, i.e. to represent it in a way that is expressive and easy in order to guarantee only the objects of interest are analyzed during the object analysis phase [11]. Nevertheless, a wrong segmentation will induce degradation of the classification process and object measurement [12].

The article's remaining sections are organized as follows. In section 2, image segmentation techniques are described. Next, section 3 addressed image segmentation applications. After that, the outcomes and discussions are provided in section 4. Finally, in section 5 the conclusion and future works are presented.
II. IMAGE SEGMENTATION TECHNIQUES

The majority of image segmentation algorithms may be divided into three techniques: boundary-based segmentation, region-based segmentation, and hybrid-based segmentation [13].

The first technique relies on discontinuity to split an image by recognizing lines, edges, and isolated points based on abrupt changes in local attributes. The boundaries of the regions are subsequently inferred. To create the segmentation result, the second technique uses the homogeneity of spatially dense information such as texture, intensity, color. The third technique is combining between boundary-based segmentation and region-based segmentation as in Fig. 1. Besides, Table 1 present summarizes these techniques.

The existing segmentation methods usually separate objects from background only, pre-knowledge about data, User-specified input parameters are required, which might lead to under-segmentation or over-segmentation, control on environment [14-17]. Therefore, improvement of the current techniques, thus enable better classification of images. Despite the huge amount of the literature in the topic of image segmentation and the variety of methods that were used, Segmentation can be accomplished by different categories such as thresholding [18,19], edge-based segmentation [20, 21], region based segmentation [22- 25] and energy based segmentation [26-28]. Therefore, the following sub sections begin by reviewing thresholding based segmentation followed by the other three categories.

Fig. 1: Example of hybrid image segmentation [29]

| Technique                  | Description                                      | Advantages                                                                                           | Disadvantages                                                                                           |
|---------------------------|--------------------------------------------------|-------------------------------------------------------------------------------------------------------|----------------------------------------------------------------------------------------------------------|
| Boundary - based segment  | Based on the discontinuity detection.            | 1- Suitable for simple image. 2- It is very useful for images with a large contrast between their objects. 3- Low computation intensive is making the methods more ideal for use. | 1- It doesn't function well with images that have a lot of edges or not clear. 2- Producing a closed curve or boundary is not. 3- It is not suitable for images have very noisy. |
| Region-based segment      | Similarity in term of a set of predefined criteria. | 1- More impervious to noise. 2- When defining similarity criteria is straightforward, this method is useful. | Expensive according to memory and time.                                                                 |
| Hybrid - based segment    | Based on combining region and edge.              | Depending on the combination of techniques.                                                          | Depending on the combination of techniques.                                                               |
A. THRESHODING- BASED SEGMENT

This category of approaches depends on the changes in the grey scale values of the image to divide it into sub-regions. It can also be used for extracting foreground objects from the background by selecting threshold value. A gray level image can be converted to a binary image. All of the relevant information regarding the position and shape of the items of interest should be contained in the binary image. The advantage of obtaining a binary image is that it reduces data complexity and simplifies the recognition operation. Significant peaks and dips in the image are difficult to identification. However, the limitations are it does not take into account the spatial detail so the segmented regions may not be contiguous, it is sensitive to noise and difficult to set threshold [30]. Another disadvantage is the concern about the computational complexity, which increases proportionally when the size of the image increases [19]. Fig.2. shows example of threshold-based segment.
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Fig. 2: Threshold-based segment (a) original image, (b) the resulting image after segmentation [31]

B. EDGE- BASED- SEGMENT

Segmentation in this class is performed by identifying the edges in the image on the gradient of the image with the aim to produce the boundaries of the objects. In this method, objects are identified through considering edges as criteria. It is generally used to identify these objects which include first order derivative/gradient operator, second derivative operator and optimal edge detector.

1. Gradient Operator which involves first order derivatives responds whenever there is discontinuity in intensity level. It has a leading edge that is positive and a following edge that is negative, such as Prewitt, Roberts and Sobel operators to detect edges by finding the magnitude in its first derivative [21, 32].

2. Second Derivative Operator when the darker side is positive, and the lighter side is negative. It is particularly sensitive to the noise in an image. But it is very useful for extracting some secondary information, such as Laplacian operator, and Difference of Gaussian (DoG) detect edges by searching for zero-crossings [33].

3. Optimal Edge Detector as canny edge detector can produce continuous edges, single-pixel thick, noise-resistant. It can also detect strong and weak edges [21, 34].

The edge-based segment is weak due to several factors. The first factor is because the technique fails in producing the boundary of the objects. The reason is that it allows for missing and disjointed edges in separating the area of interest and background. For most of the cases, the edges that were produced by this technique were disjoint. The second factor is its noise sensitivity. As a result, for noisy images, the edge frequently failed to achieve correct segmentation. The third factor is its sensitivity to expanding of edges between important regions. These difficulties occur in images with high spatial resolution and complex geometric shapes. Consequently, the edges between regions are hardly defined, thus producing over or under segmentation. An example of edge-based segment is shown in Fig. 3.
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Fig. 3: Edge-based segment (a) original image, (b) the resulting image after segmentation [34]

C. REGION- BASED SEGMENT

This category is combination of region growing, splitting and merging and clustering.

1. Region Growing is a method in which a pre-defined criteria is used to group the entire image into sub-regions. However, this method suffers from the following drawbacks: sensitivity to noise, holes or discontinuity in the extracted region and high computational complexity [35, 36].

2. Region Splitting and Merging partitioned image into set of separated sub-regions. Next, a merging and/or splitting operation is performed on each sub-region according to a given criteria for segmentation. This method suffers from complexity and high-compositiality [37].

These methods are also unpopular due to several limitations. First is computationally more complex than other techniques, thus increasing the computational time and memory. Second limitation is due to its difficulties in extracting geometric information and therefore it is not suitable for images with shadow or shading. Due to the limitation of the region-based segmentation, the segmentation process requires paying attention to those limitations in order to deliver more precise and reliable methods.

3. Clustering is a arrange data into groups named clusters; each cluster contains data more similar to each other than others [38]. Clustering is applied in numerous fields, including medical [39], geographic [40, 41], and agriculture [42]. Clusters are created based on diversity of the properties such as size, color and texture [43]. Two types of clusters are considered: hierarchical which data is organized into tree data structure, the root represents the entire database, and the internal nodes stand for the cluster [44, 45]. The second type
is partition where pixels are divided into k cluster. K-means algorithm is used for classifying image pixels into k number of clusters where k is a whole positive number. The algorithm of K-means proposed by MacQueen [46] has been used for segmenting images in several areas such as calories estimation [47, 48], and medical [39, 49]. This classification is performed based on some similarity features such as intensity of pixels, color and distance [43]. It is important to notice that the advantage of using clustering is that the non-need of prior knowledge about distribution of the data. Efficiency, straightforwardness, easy implementation and ability to cluster huge data points very quickly have attracted researchers to do k-means for image segmentation. This algorithm suffers from several drawbacks as lacking right criteria to define the number k that is required; results are not the same when execution is repeated and high dependency on the initial conditions. However, the k-means technique has several limitations. Firstly, is sensitive to noise. Secondly, it has limited choice numbers of the cluster. Thirdly, various initial centroids produce different outcome and computationally more complex, thus increasing the computational time. Fig.4, illustrates a region-based segment.
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**D. ENERGY-BASED SEGMENT**

This category aims at performing an optimization of an objective energy function. The minimum solution is corresponding to the segmentation results. Active contour and graph-based method are the most common methods in this category.

1. Active Contour: active contour models have been broadly connected to image segmentation [51]. In the last decade, it has been widely used in a variety of applications including image segmentation and motion tracking. Essentially, active contour aims at deforming an initial curve to the boundary of an object subject to some constraints from the image. Snakes and level sets are the two basic models examined in active contour from an implementation standpoint. Snakes move predetermined snake spots according to an energy minimization strategy. In level set, contour is moved explicitly based on a particular level of function.

Typically, active contour models are used due to have many attractive favorable circumstances compared to traditional image segmentation methods, for example, region growing, thresholding and edge detection and. In the first place, active contour models can be effectively figured under a principled energy minimization framework and permit consolidation of different earlier knowledge. Second, they can give smooth and closed contours as a segmentation output, which are fundamental and may be quickly used to further applications, such as analysis and recognition of shape [52]. Also, active contour method were extensively used for image segmentation due to find boundary of objects, fast and efficient method.

For active contour, there are two types involved edge-based, and region-based. For edge-based, an edge detector is often used to come up with the boundaries of image regions and to attract the contours to these boundaries. For region-based, statistical information of the image intensities are used to evolve the contour [53]. Region-based active contours often have no restrictions on the placement of initial contours due to global energy minimization. That is, regardless of the position of initial contours, region-based active contour can detect internal borders. A method of autonomous segmentation is provided by the usage of predefined start contours. They are also less susceptible to local minima or noise than active contours based on edges. Thus, initializing active contour is a fundamental segmentation problem.

i. **Snake:** This model was proposed by Kass, Witkin and Terzopoulos [54], which a spline is used. Because only local information along the contour is used, the classic snake can only provide an accurate placement of the edge if the beginning contour is given sufficiently near the edges. On the other hand, estimating the proper position of commencing contours without prior knowledge is a difficult process. Also, snakes keep the same topology throughout their evolution, therefore, unable to identify several boundaries at the same time. As a result, snakes are unable to merge from multiple initial contours or split to multiple boundaries. The level set methods provide a solution for solving the snake’s problem.

ii. **Active contour based regions:** In the classical methods rely on the edge-function, which relies on the image gradient, to stop the curve evolution. However, the fundamental disadvantage of these methods is that they can only detect objects with gradient-defined borders, and in actuality, discrete gradients are bounded, and the stopping function is never zero near the edge, which could result in the curve leaking past the borders. In case of noisy images, isotropic smoothing Gaussian must be strong, smoothing the edges. This might lead to detection of wrong edges when the stopping function depends only on the gradient. The active contour model was proposed by Chan and Vese [55] as a solution to this problem. Curve evolution techniques are used. It was suggested that things whose borders are not defined by gradient be determined. To achieve the desired result, this model focuses on minimizing energy consumption. This method's major goal is to recognize objects even when there isn't a significant gradient.

2. **Graph methods:** It depends on graph theory based approaches. This class of segmentation methods is based on locating minimum cuts in a graph, with the cut criterion
aiming to minimize the similarity between pixels being separated, it contains:

i. Normalize cut is a graph technique initially introduced by Shi and Malik [26]. This technique regards an image pixel as a node of graph and considers division as a chart apportioning issue. The image is demonstrated as a undirected, weighted diagram. Every pixel is a node in the graph, and an edge is framed between every pair of pixels. The heaviness of an edge is a measure of the comparability between the pixels. The image is divided into disjoint sets by evacuating the edges interfacing the portions. The ideal apportioning of the graph is the particular case that minimizes the weights of the edges that were evacuated [56].

ii. Graph – cut is only able to find a global optimum for binary labelling as foreground, background image segmentation. The cut should be made at the point where the object meets the background. Specifically, energy should be minimized near the object boundary [28]. It is optimized energy function over the segmentation.

iii. Local variation is a similar to normalized cuts. The dissimilarity between pixels is measured by the weights at each edge. This method divides an image into segments based on the degree of variability in adjacent regions [57, 58]. Another concern in image segmentation that has been tackled is the dealing with the aspect of under or over segmentation.

Graph methods have limitations. Firstly is high computational. Secondly it is sensitive to over and under segment. Thirdly need interactive with user and time complexity. An example of energy-based segment is presented in Fig. 5.

The main four categories of image segmentation are depicted in the Table 2 with presenting the advantages and the disadvantages of each of them. Apparently, all the categories suffer from high computational complexity requirements to select some parameters correctly, and from some degree of complexity. Active contour is among the simplest approaches which enable integrating it with other computer vision or pattern recognition algorithms. Additionally, active contour can convergence to the shape of the segmented object accurately, which is important for the calories counting. Fig. 6 depicts the image segmentation techniques categories.
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### TABLE 2
SUMMARIES THE METHODS FOR IMAGE SEGMENTATION

| Category | Method | Advantages | Disadvantages |
|----------|--------|------------|---------------|
| Thresholding-Based Segment | Thresholding | 1- It does not require any prior knowledge of the image.  
2- It has a lower computational difficulty. [18]  
3- It is beneficial to isolate background and foreground. | 1- Significant peaks and dips in the image are difficult to spot.  
2- It does not take into account the spatial detail so the segmented regions may not be contiguous.  
3- It is sensitive to noise.  
4- Hard to set threshold. [30] |
| Edge-Based Segment | Gradient operator | 1- Easy, quick, and simple to compute.  
2- Edges and their orientation are recognized. [32] | 1- Noise sensitivity is greater in these.  
2- Edge detection can be shaky at times.  
3- Inconsistent. [21] |
|  | Second derivative operator | 1- Due to the approximation of gradient magnitude, the cross operation detection of edges and their orientation is straightforward.  
2- In all directions, the properties are fixed.  
3- A wide area around the pixel can be tested. [33] | 1- As noise increases, the magnitude of edges declines due to edge detection and orientation.  
2- Faults in the gray level intensity function in corners, curves, and where the gray level intensity function fluctuates. |
|  | Optimal edge detector | 1- The signal-to-noise ratio has been improved.  
2- More accurate detection in noisy environments. [34] | 1- Complex computations that take a long time to complete.  
2- Generic thresholds that operate on all images are challenging to come up with. [34] |
| Region-Based Segment | Region growing | 1- Can correctly distinguish between regions with the same attributes.  
2- Make sure the borders are clean.  
3- The principle is straightforward.  
4- Its results have a good shape matching.  
5- Can select many criteria at the same time. [35] | 1- Both in terms of processing time and memory, this is a costly option.  
2- The seed region selected and the order in which pixels and regions are evaluated are intricately tied to region growth.  
3- Seed point can obtain by manual interactive.  
4- Sensitive to noise and the region may be disconnecting. [35] |
| Region splitting and merging | 1- Split the image until get the desired resolution.  
2- Different criteria might be used for the splitting and merging criteria. [37] | 1- Complex method and time-consuming method.  
2- The outcome of region merging is usually determined by the order in which regions are merged. |
|  | Clustering | 1- Fast speed, non-need of prior knowledge about distribution of the data. Efficiency, straightforwardness and ability to cluster huge data points very quickly.  
2- The concept is simple, because numbers of cluster is fixed. [46] | 1- Problem of cluster number selection.  
2- Various initial centroids will result in different outcomes.  
3- Sensitive to noise. [45] |
| Energy-Based Segment | Active contour | 1- Find boundaries of objects. [54]  
2- It prefers to define images have a large shape variety.  
3- Fast and efficient method.  
4- Provide a linear description of the object shape during convergence without requiring additional processing.  
5- It can immediately construct closed parametric curves or surfaces from images and apply a smoothness constraint on them. | 1- Sensitive to noise.  
2- Sensitive to a choice of its parameters is the number of initial contours and position. |
### III. Image Segmentation Applications

Image segmentation techniques have gained increasing and essential importance in a wide range of applications as computer technology has advanced [60]. Table 3 summarizes some real applications and some purposes of using segmentation techniques in such applications.

### IV. Results and Discussion

The previous section provided a detailed review of the different segmentation methods. Through the review, it turns out how important segmentation is because it is widely used in real-world applications, such as pattern recognition, feature extraction, image retrieval, machine vision, satellite imaging, biometrics, and the military. The investigation of the pros and cons of segmentation methods with respect to the main segmentation criteria (i.e., noise sensitive, highly arithmetic, manual interaction, segmentation sensitive to under partition) revealed that it is difficult to achieve a satisfactory performance of the previous criteria at the same time. Therefore, image segmentation should not be ignored, and it is preferable to combine segmentation techniques to reduce its disadvantages in order to obtain better results.

### V. Conclusion and Future Work

This study provides a review of different segmentation techniques due to their importance in digital image processing such as border, region, and hybrid techniques in real-world applications. Despite several decades of research, image segmentation is still a difficult challenge in image processing, as each method has advantages and disadvantages. So there is no single technology that can be considered good for all types of images and not all technologies are equally suitable for a particular type of image. Future work is a review of the use of intelligent technologies such as deep learning and optimization algorithms in image segmentation.
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