Abstract: Sparse unmixing has been successfully applied in hyperspectral remote sensing imagery analysis based on a standard spectral library known in advance. This approach involves reformulating the traditional linear spectral unmixing problem by finding the optimal subset of signatures in this spectral library using the sparse regression technique, and has greatly improved the estimation of fractional abundances in ubiquitous mixed pixels. Since the potentially large standard spectral library can be given a priori, the most challenging task is to compute the regression coefficients, i.e., the fractional abundances, for the linear regression problem. There are many mathematical techniques that can be used to deal with the spectral unmixing problem; e.g., ordinary least squares (OLS), constrained least squares (CLS), orthogonal matching pursuit (OMP), and basis pursuit (BP). However, due to poor prediction accuracy and non-interpretability, the traditional methods often cannot obtain satisfactory estimations or achieve a reasonable interpretation. In this paper, to improve the regression accuracy of sparse unmixing, least angle regression-based constrained sparse unmixing (LARCSU) is introduced to further enhance the precision of sparse unmixing. Differing from the classical greedy algorithms and some of the cautious sparse regression-based approaches, the LARCSU algorithm has two main advantages. Firstly, it introduces an equiangular vector to seek the optimal regression steps based on the simple underlying geometry. Secondly, unlike the alternating direction method of multipliers (ADMM)-based algorithms that introduce one or more multipliers or augmented terms during their optimization procedures, no parameters are required in the computational process of the LARCSU approach. The experimental results obtained with both simulated datasets and real hyperspectral images confirm the effectiveness of LARCSU compared with the current state-of-the-art spectral unmixing algorithms. LARCSU can obtain a better fractional abundance map, as well as a higher unmixing accuracy, with the same order of magnitude of computational effort as the CLS-based methods.
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1. Introduction

Hyperspectral unmixing is one of the most important research topics in applied remote sensing imagery processing, since mixed pixels are widely encountered in remote sensing imagery [1–5]. Spectral unmixing is an effective way to analyze and quantify mixed pixels by estimating all the pure materials (endmembers) and computing the corresponding fractional abundances [6–8]. Based on
the different observation model assumptions, most spectral unmixing algorithms can be divided into two categories: linear-mixture-based models and nonlinear-mixture-based models [2,7,8]. As a result of its computational tractability and flexibility in different applications, as well as its feasibility in most macroscopic remote sensing scenarios, the linear mixture assumption is usually adopted in most hyperspectral unmixing analyses [9–12]. For this reason, in this paper, we study the linear spectral unmixing model.

In the linear mixture model, given a set of observed mixed hyperspectral remote sensing pixels, denoted as \( y \), spectral unmixing is aimed at estimating the fractional abundances (denoted as \( x \)) of the pure spectral signatures (called “endmembers” and denoted as \( M \)). The expression can be written as follows:

\[
y = Mx + n
\]  

where \( y = (y_1, y_2, \ldots, y_L)^T \) is a mixed pixel with \( L \) bands, and \( M \in \mathbb{R}^{L \times q} \) denotes the spectral signatures’ matrix containing \( q \) endmembers. The \( n \) used in Equation (1) means the existence of noise or modeling errors. Considering the physical constraint that each mixed pixel should obey, the abundance non-negative constraint (ANC) is enforced in the original linear mixture model, which can be expressed as:

\[
y = Mx + n \text{ s.t. } x \geq 0
\]  

Since \( y \) is the observed hyperspectral remote sensing image pixel data, which can be treated as a vector, the traditional spectral unmixing methods usually estimate the endmembers’ signatures with \( y \) under a simple assumption model [13–16], such as the pixel purity index (PPI) [13], N-FINDR [14], or vertex component analysis (VCA) [15], and identify the endmembers located at the vertices of the whole dataset simplex to decide \( M \). The spectral unmixing then becomes a regression problem: we have data \((M, y)\) and wish to recover a vector, or fractional abundance, \( x \in \mathbb{R}^{q \times 1} \). To cope with this linear regression problem, many mathematical methods can be used, such as ordinary least squares (OLS), which is widely known and used as the basic idea for fully constrained least squares (FCLS) in spectral unmixing [9]. In addition, optimal band analysis for the normalized difference water index (OBA-NDWI) has been proposed for the precise estimation of the water fraction [17], and normalized difference vegetation index (NDVI)-based regression has been used for the estimation of vegetation abundance [18]. However, due to poor prediction accuracy and non-interpretability, OLS-based fractional abundance inversion often cannot obtain satisfactory estimations or exhibit a reasonable interpretation.

In recent years, sparse unmixing has been proposed as a semi-supervised spectral unmixing method, supposing that the observed hyperspectral imagery can be expressed in the form of a linear mixture model, with a potentially large standard spectral library known in advance as the endmembers’ signature matrix [10,19]. Traditionally, when no prior knowledge is available for the study area and the number of endmembers is unknown, all possible endmember signatures are collected to build the spectral library. Since the prior spectral library is thus large, and the number of columns is greater than the number of bands, the original linear-regression-based sparse unmixing model is a typical underdetermined problem, meaning that the traditional linear regression methods cannot solve it well [20–23]. Owing to the fact that the number of endmembers existing in each mixed pixel is often small, a sparse constraint is usually enforced in the standard spectral library-based linear spectral unmixing model, written as follows:

\[
y = Ax + n \text{ s.t. } x \geq 0, \|x\|_0 \leq t
\]  

where \( t \geq 0 \) acts as a tuning parameter, and \( A \in \mathbb{R}^{L \times n} \) is the standard spectral library. With the ongoing development of sparse unmixing research, many sparse unmixing algorithms have been proposed [24–30], such as sparse unmixing via variable splitting and augmented Lagrangian (SUnSAL) [24] and multi-objective optimization-based sparse unmixing [28]. Except for the multi-objective optimization-based sparse unmixing algorithms that solve the \( L_0 \) norm problem directly, most of the sparse unmixing approaches usually replace
the original $L_0$ norm with the $L_1$ norm. This is because the $L_0$ norm is a typical NP-hard problem that is difficult to solve, and also because the $L_1$ norm has been proven to be equivalent to the $L_0$ norm under a certain condition, i.e., the restricted isometry property (RIP) [31]. Hence, the original NP-hard sparse unmixing problem can be restated as follows:

$$y = Ax + n \text{s.t. } x \succeq 0, \|x\|_1 \leq t$$

(4)

Facing the above problem, the traditional sparse unmixing approaches usually adopt the alternating direction method of multipliers (ADMM) as the optimization strategy to efficiently obtain the constrained sparse regression [10,19,24–26,32–38]; for example, sparse unmixing via variable splitting augmented Lagrangian and total variation (SUnSAL-TV) [25], non-local sparse unmixing (NLSU) [26], and collaborative SUnSAL (CSUnSAL) [34,35]. Since the ADMM can decompose a difficult problem into a sequence of simpler ones, the original sparse unmixing problem can be solved efficiently. However, if we go back to the original problem and state that the objective is to shrink some of the fractional abundances and set the others to 0, and try to retain or select the endmember signatures contributing to each mixed pixel, then the least angle regression idea [39–41] can be used for the constrained sparse unmixing of hyperspectral remote sensing imagery considering the ANC and the sparse constraint.

In this paper, least angle regression-based constrained sparse unmixing (LARCSU) of hyperspectral remote sensing imagery is studied and described in detail. In LARCSU, the basic idea of least angle regression is applied to the sparse unmixing of hyperspectral remote sensing imagery. Differing from the ADMM utilized in the traditional sparse unmixing algorithms, which introduces some multipliers or augmented terms during the optimization procedure, the LARCSU algorithm does not require any parameters during its computation process. Furthermore, its order of magnitude of computational effort is the same as CLS when applying the same standard spectral library. When compared with the OLS-based methods and the classical SUnSAL algorithm, the experimental results obtained using two simulated hyperspectral datasets and three real hyperspectral images confirm that the LARCSU algorithm can obtain a higher unmixing accuracy and efficiency.

The rest of this paper is organized as follows. In Section 2, the LARCSU algorithm is presented. Section 3 describes the experimental results and analysis. Finally, the conclusions are drawn in Section 4.

2. Least Angle Regression-Based Constrained Sparse Unmixing

The purpose of the constrained sparse unmixing problem is to choose the best endmember combination set, as well as precise and interpretable fractional abundances, under the consideration of the ANC as well as the sparse constraint. The ADMM [42,43], which is a simple but powerful algorithm, has been verified to be a suitable approach for distributed convex optimization problems, such as the constrained sparse unmixing of hyperspectral remote sensing imagery. One of the best-known ADMM-based sparse unmixing algorithms is the SUnSAL algorithm. However, in this part, a different idea to solve the constrained sparse unmixing problem is proposed, i.e., LARCSU. The basic idea of least angle regression is first reviewed in Section 2.1, and then the proposed LARCSU algorithm is described in detail in Section 2.2.

2.1. Least Angle Regression

The least angle regression idea is an improvement of the classical model-selection methods [44–46], such as forward selection [46] and forward stepwise regression [45], which are two different strategies to estimate regression coefficients. In the forward selection method, the first predictor variable selected is that with the highest absolute correlation for the estimation. We then continue adding predictor variables until none of the remaining variables are “significant” when added to the model. Forward selection is widely known as an aggressive fitting algorithm that can be greedy and may eliminate some better predictors. Differing from the overly greedy approach of forward selection, forward
stepwise regression makes every selection quite cautiously, and a tiny step size is chosen for the predictor variable with the current highest absolute correlation for the estimation. Unfortunately, both forward selection and forward stepwise regression have shortcomings in the whole regression process, in both estimation precision and computational efficiency.

Least angle regression is a tradeoff between forward selection and forward stepwise regression. It also starts with all the coefficients being equal to zero, and then finds the predictor variable most correlated with the estimation. The least angle regression then takes the largest step possible in the direction of the most correlated predictor variable until the other predictor variable has the same correlation as the current residual [41]. Since the least angle regression method chooses the new direction which bisects these two predictors’ directions, i.e., along the least angle direction, the method is named “least angle regression”.

The above is an explanation of the least angle regression method from a geometrical perspective. In the following, an algebraic scheme is used to depict the equiangular vector.

The estimates are built up in successive steps, as each step adds one covariate to Equation (5):

$$\mu = D\beta$$

(5)

where \(\mu\) is denoted as an observation vector and \(D\) acts as a support. \(\beta\) is the regression coefficient. The least angle regression method just adds one covariate from matrix \(D\) to the model in successive steps until the residual is small enough—that is, smaller than a constant. First of all, the observation \(\mu\) is treated as the initial residual, and the correlations of the different covariates with the current residual are computed as:

$$c = D^T\mu.$$  

(6)

The covariates with the greatest absolute current correlations in \(c\) are then selected, and the indices of these covariates construct an active set \(\Lambda\), where:

$$C = \max_j \{|c_j|\} \text{ and } \Lambda = \{ j : |c_j| = C \}.$$  

(7)

The symbol \(\{}\) in Equation (7) and in the following formulas represents a set of vectors, numbers, or objective functions.

Here, we define a new signal flag \(s\) and let:

$$s_j = \text{signal}\{ c_j \} \text{ s.t.} j \in \Lambda.$$  

(8)

Simultaneously, we assume that the covariate vectors \(d_1, d_2, \ldots, d_m\) are linearly independent. For the subset of the active set \(\Lambda\), we define a matrix \(D_\Lambda\) as:

$$D_\Lambda = \{ \cdots s_j d_j \cdots \} \text{ s.t.} j \in \Lambda.$$  

(9)

where the signal flags \(s_j\) are equal to 1 or \(-1\).

If we begin at \(\mu_0 = 0\), and \(d_1\) is the covariate vector that has the highest correlation, then the least angle regression will augment \(\mu_0\) in the direction of \(d_1\) to \(\mu_1\) as:

$$C = d_1^T(\mu - \mu_0) \text{ and } \mu_1 = \mu_0 + \beta_1 d_1.$$  

(10)

The core operation of this algorithm is to find the optimal coefficient \(\beta_1\). Since the key idea of least angle regression is to find another covariate that has an equal correlation with \(d_1\), the important step is to compute the equiangular vector that bisects the angle between \(d_1\) and the second selected covariate vector, \(d_2\). With the matrix \(D_\Lambda\), we can obtain:

$$\xi_\Lambda = D_\Lambda^T D_\Lambda$$  

(11)
\[ \Lambda = \left(1^T A \Lambda 1 \Lambda \right)^{-\frac{1}{2}} \]

where \(1 \Lambda \) denotes a vector of 1 of a length equal to \(| \Lambda |\), the size of \( \Lambda \). The equiangular vector can then be obtained by:

\[ u \Lambda = D \Lambda \omega \Lambda \]

where \( \omega \Lambda = \Lambda A^{-1} \Lambda 1 \Lambda \) and \( u \Lambda \) is a unit vector that makes equal angles with the columns of \( D \Lambda \), obeying the following conclusion:

\[ D \Lambda^T u \Lambda = \Lambda 1 \Lambda \text{ and } \| u \Lambda \|_2^2 = 1 \]

which is obtained with Equations (11) and (13).

Hence, if \( \lambda \) is used to represent the correlations between different covariate vectors and the equiangular vector, it can be expressed as Equation (15), and all values of \( \Lambda j \) are the same, i.e., \( \Lambda \Lambda \).

\[ \Lambda = D \Lambda^T u \Lambda \text{ or } \Lambda j = \langle d_j, u \Lambda \rangle \]

As \( d_1 \) and \( d_2 \) have the same correlation with the current residual, \( (\mu - \mu_0 - \beta_1 d_1) \), Equation (16) can then be rewritten as:

\[ |d_1| \cdot |\mu - \mu_0 - \beta_1 d_1| = |d_2| \cdot |\mu - \mu_0 - \beta_1 d_1| . \]

Considering Equations (6), (10)–(12), and (17), the above formula can be rewritten as:

\[ |c_2 - \beta_1 a_2| = \Lambda - \beta_1 A \Lambda . \]

The regression coefficient \( \beta_1 \) can then be computed as follows:

\[ \beta_1 = + \min \left\{ \frac{C - c_2}{\Lambda - a_2}, \frac{C + c_2}{\Lambda + a_2} \right\} . \]

The “+” above “min” indicates that the minimum considered is only positive components with each covariate. Differing from the forward selection regression method obtaining \( \beta_1 \) as \( \langle d_1, \mu \rangle / |d_1| \), or the forward stagewise regression method using a small constant \( \varepsilon \) to approach the current residual vector \( \mu \) in the direction of the greatest current correlation as \( \varepsilon \cdot \text{signal}(C) \cdot d_1 \), the least angle regression method computes the regression coefficient directly, according to the other covariates, as shown in Equation (20). This approach can better avoid the overly greedy or impulsive elimination of covariates that exists in forward selection. In addition, it greatly reduces the computational burden when compared to the forward stagewise regression method.

After this step, the covariate vector \( d_2 \) is chosen and added to \( d_1 \) to estimate the original observation. The next step then becomes:

\[ \mu_2 = \mu_1 + \beta_2 \mu_2 . \]
This is then continued to decide the value of $\beta_2$ according to the same process. When the residual is small enough, the algorithm will stop.

2.2. Least Angle Regression-Based Constrained Sparse Unmixing

The constrained sparse unmixing problem aims to find the optimal subset of signatures in a potentially large standard spectral library, which obeys the physical constraint that fractional abundances are non-negative. In this section, the least angle regression idea is used to solve the constrained sparse unmixing problem and enhance the performance of the traditional sparse unmixing algorithms. Based on the least angle regression idea, the basic schematic of the LARCSU method can be summarized as shown in Figure 1.

Figure 1. Schematic of least angle regression-based constrained sparse unmixing (LARCSU).

In this model, each pixel in the hyperspectral remote sensing imagery, $y = (y_1, y_2, \ldots, y_L)^T$, is denoted as the response variable or the observation, and the standard spectral library, represented as $A \in \mathbb{R}^{L \times n}$, denotes the spectra of the endmembers. Considering the model and noise error as well as the fractional ANC, the constrained sparse unmixing can be expressed as follows:

$$\arg \min_x \| y - Ax \|_2, \text{ s.t. } x \geq 0, \| x \|_1 \leq t.$$  \hspace{1cm} (22)

Based on the least angle regression idea, the constrained sparse unmixing algorithm can be summarized in Algorithm 1 as follows:

With regard to the computational complexity of the LARCSU algorithm, the most costly steps are the calculation of $c$, the correlations of the different covariates and $u_{\Lambda}$, and the equiangular vector, which consists of the computation of $\omega_{\Lambda}$, $\Lambda$, and $\varsigma_{\Lambda}$.

We denote the observed mixed pixel $y$ as $L \times 1$, where $L$ is the number of bands, and the spectral library $A$ is denoted as $L \times n$. From the algorithm process, it can be observed that the computational complexity of updating the correlation vector $c$ is $O(nL^2)$. In the step of computing $u_{\Lambda}$ (step 2.1), the order of complexity is $O(n^3 + Ln^2 + nL^2)$. Hence, taking all the computational complexity into account, the total computational complexity for LARCSU is $(n^3 + Ln \cdot \max(L, n))$. It should be noted that, in the hyperspectral imagery sparse unmixing process, $n$ is very likely higher than $L$, leading to complexity of the order $O(n^3 + Ln^2)$ for the LARCSU algorithm.
### Algorithm 1: The Least Angle Regression-Based Constrained Sparse Unmixing Algorithm

(1) **Initialization:**
   (1.1) Set $\mu = 0$, $\tilde{y} = y - \mu$, and compute the current correlations with $\hat{e} = c(\mu) = A^T(y - \mu) = A^T\tilde{y}$;
   (1.2) Build up the active set $\Lambda$ with $\left\{C = \max_j \left\{|c_j|\right\}, \text{ and } \Lambda = \left\{j : |c_j| = C\right\}\right.$;
   (1.3) Let $s_j = \text{signal}\left\{c_j\right\} \text{ s.t. } j \in \Lambda$ and $A_{\Lambda} = \left\{\cdots, s_j, \cdots\right\} \text{ s.t. } j \in \Lambda$, where $a_j$ denotes the $j$-th endmember.

(2) **Repeat:**
   (2.1) Update the equiangular vector $u_A$:
   $$u_A = A_A\omega_A \text{ where } \omega_A = \Lambda_A^{-1}A_A^Tc_A = A_A^T\Lambda_A^{-1}1_A \text{ and } 1_A \text{ is a vector whose elements are all 1 and whose length is equal to } |A|.$$ 
   (2.2) Compute the correlations of the different covariates outside the active set $\Lambda$:
   $$c = A^T(y - y_A) \text{ or } c_j = \left\langle a_j, y - y_A \right\rangle, \text{ where } (y - y_A) \text{ is the current residual}.$$ 
   (2.3) Find the most correlated covariate:
   $$C = \max_j \left\{|c_j|\right\}.$$ 
   (2.4) Compute the optimal and maximum step size of the new covariate’s direction:
   $$\beta = \min_{j \notin \Lambda} \left\{\frac{C - c_j}{\lambda_j - \lambda_j^*}, \frac{C + c_j}{\lambda_j + \lambda_j^*}\right\}.$$ 
   Then, add the new direction or covariate into the previous active set $\Lambda$ as $\Lambda = \Lambda \cup \{j\}$.

(2.5) Update the regression coefficient (we call this the “fractional abundance” in unmixing) as well as the current estimation and the residual:
   $$x_A = x_A + \beta \omega_A, \mu = \mu + \beta \mu_A, \text{ and } \tilde{y} = y - \mu.$$ 

(3) **Continue until the stopping condition** is satisfied, i.e., $\|y - Ax\|_2 \leq \epsilon$, where $\epsilon = 2\epsilon - 5$ is a small constant that is used to guarantee the best regression results, and then output the final fraction $x$.

### 3. Experiments and Analysis

To evaluate the performance of the LARCSU method, two simulated hyperspectral datasets and three real hyperspectral images were used to conduct spectral unmixing. The LARCSU algorithm was compared with two classical spectral unmixing algorithms, i.e., least squares spectral unmixing (LS) and non-negative constrained least squares spectral unmixing (NNLS), as well as two advanced sparse unmixing algorithms, i.e., sparse unmixing via variable splitting and augmented Lagrangian (SU-SAL) and the sparse unmixing method based on noise level estimation (SU-NLE) [47]. Since the LARCSU algorithm does not consider spatial information, no spatial-regularization-based spectral unmixing approaches were compared and considered. In addition, the accuracy assessment of all the spectral unmixing results in this paper is made with the signal-to-reconstruction error (SRE) [10] and the root-mean-square error (RMSE) [48], which are defined as:

$$\text{SRE} = \frac{E\left[\|x\|_2^2\right]}{E\left[\|x - \hat{x}\|_2^2\right]}$$ (23)

$$\text{SRE(dB)} = 10 \log_{10}(\text{SRE})$$ (24)

$$\text{RMSE} = \left(\frac{1}{N}\sum_{i=1}^{N}|x_i - \hat{x}_i|^2\right)^{1/2}.$$ (25)

In order to compare the operational efficiency of the different algorithms, the running times are also provided at the end of this section.

#### 3.1. Experimental Datasets

Simulated dataset 1 (S-1): The first dataset adopted was generated following the methodology described in Reference [19], with $75 \times 75$ pixels and 224 bands per pixel. This dataset was
generated using a linear mixture model and five randomly selected signatures as the endmembers, which were obtained from a standard spectral library, denoted as $\mathbf{A}$, the famous splib06 spectral library (see http://speclab.cr.usgs.gov/spectral.lib06 for more information). In the abundance images, there were pure regions as well as mixed regions, constructed using mixtures ranging between two and five endmembers, distributed spatially in the form of distinct square regions. Figure 2a–e show the true abundances for each of the five endmembers. The background pixels were made up of a mixture of the same five endmembers, and their respective fractional abundance values were fixed as 0.1149, 0.0742, 0.2003, 0.2055, and 0.4051. These abundance values were used to analyze the effectiveness of the LARCSU algorithm. Finally, independent and identically distributed (i.i.d.) Gaussian noise was added with signal-to-noise ratio (SNR) = 30 dB. The true abundance maps of S-1 and the five selected spectral signatures are shown in Figure 2.

Simulated dataset 2 (S-2): This dataset, with an image size of $100 \times 100$ pixels and 224 bands, was provided by Dr. M.D. Iordache and Prof. J.M. Bioucas-Dias, and acts as a benchmark for spectral unmixing algorithms. Further details can be found in References [19,25]. Since the fractional abundances of this dataset exhibit good spatial homogeneity and can be used to simulate real remote sensing imagery, this dataset has been widely used to verify the performance of different unmixing methods. In this simulated dataset, nine spectral signatures were selected from the standard spectral library $\mathbf{A}$. We then utilized a Dirichlet distribution uniformly over the probability simplex to obtain the fractional abundance maps. S-2 was also contaminated with i.i.d. Gaussian noise with SNR = 30 dB. Figure 3 illustrates the true fractional abundance maps as well as the nine spectral curves.
Figure 3. Simulated dataset S-2. (a) Abundance map of #1. (b) Abundance map of #2. (c) Abundance map of #3. (d) Abundance map of #4. (e) Abundance map of #5. (f) Abundance map of #6. (g) Abundance map of #7. (h) Abundance map of #8. (i) Abundance map of #9. (j) The nine spectral curves.

A real hyperspectral image (R-1) [49–52] was obtained by a Nuance NIR imaging spectrometer (650–1100 nm and a 10-nm spectral interval), with 50 × 50 pixels and 46 bands (Figure 4a), and this image was used for unmixing and to obtain fractional abundance maps. The spectral library used for this dataset was selected from the hyperspectral image obtained by the Nuance NIR imaging spectrometer as shown in Figure 4b. To make a quantitative assessment for the estimated abundance maps, a higher spatial resolution RGB image (referred to as the HR image) was also taken on the same day by a digital camera to generate the approximate true abundances maps, with 150 × 150 pixels and red, green, and blue bands, as shown in Figure 4c. These two images represent the same situation and were obtained in the same time period, but they have different spatial and spectral resolutions. To build
a dataset for spectral unmixing, geometrical calibration, classification, and down-sampling were undertaken on the HR image to obtain the approximate reference abundance maps [32,50]. The specific process for the HR image was as follows. First of all, geometrical calibration was undertaken with the R-1 hyperspectral image to make sure that these two images captured exactly the same scene. Secondly, the support vector machine (SVM) algorithm was applied to the HR image to obtain the classification map. The regions of interest (ROIs) selected manually and the SVM classification map are shown in Figure 4d,e, respectively. Finally, the approximate true abundance images were obtained after down-sampling of the classification results obtained by SVM, as shown in Figure 4f. The dataset is depicted in Figure 4.

**Figure 4.** Nuance data. (a) R-1. (b) Spectral library for R-1. (c) High resolution (HR) image. (d) The regions of interest (ROIs). (e) Support vector machine (SVM) classification map. (f) Reference abundances.
The second real hyperspectral remote sensing image used in the experiments was the Cuprite dataset (R-2), which has been widely used to validate the performance of hyperspectral unmixing algorithms. In our experiment, the portion was of $250 \times 191$ pixels, with 188 bands remaining after removing the bands of strong water absorption and low SNR values. In addition, the United States Geological Survey (USGS) spectral library, containing 498 standard mineral spectra, was considered as the standard spectral library A. Essential calibration was undertaken between the original hyperspectral remote sensing image and the standard spectral library. The experimental dataset is depicted in Figure 5.

![Figure 5. Cuprite dataset. (a) R-2. (b) Standard spectral library A.](image)

The last real hyperspectral dataset (R-3) [53] was the Urban image captured by the Hyperspectral Digital Imagery Collection Experiment (HYDICE) sensor in October 1995, as shown in Figure 6a. There are 210 bands in this dataset, and the spectral and spatial resolutions are 10 nm and 2 m, respectively. The HYDICE Urban image was captured at Copperas Cove near Fort Hood, Texas, U.S., with a size of $307 \times 307$. According to the previous analysis, six ground objects, i.e., asphalt road, grass, tree, roof, roof shadow, and concrete road, were chosen as the endmembers and used in the spectral unmixing process in the following experiment as shown in Figure 6b. It is worth noting that there are some noisy bands with low SNR values, which were removed in our experiment.

![Figure 6. Hyperspectral Digital Imagery Collection Experiment (HYDICE) Urban image. (a) R-3. (b) Six endmember signatures.](image)
3.2. Results and Analysis

The spectral unmixing problem was solved with the above five hyperspectral datasets (S-1, S-2, R-1, R-2, and R-3) using four unmixing algorithms, i.e., LS, NNLS, SUnSAL, and LARCSU. Figures 7–11 represent the fractional abundance estimations obtained for some of the representative endmember materials for each dataset. In addition, Table 1 lists the SRE (dB) results achieved by the different methods with the five hyperspectral datasets.

![Figure 7. Cont.](image-url)
Figures 7 and 8 show the estimated abundances of the endmembers of S-1 and S-2 obtained by the different spectral unmixing algorithms. Since the five spectral unmixing algorithms do not consider the spatial information, there is no over-smoothing visible in the fractional abundance results. The most important difference among these five groups of abundance maps is the accuracy of the fitting. It can be observed that the performance of the LS unmixing method is poor in visual effect, especially for the background pixels of the estimated abundances of endmembers #1, #3, and #4 for S-1 and the estimated abundances of endmembers #3, #6, and #9 for S-2. Compared with the LS approach, the NNLS and SUnSAL algorithms display better unmixing effects on both the background and homogeneous regions. Since the i.i.d. Gaussian noise is distributed randomly and has no direct relationships with the mixed pixels, the different unmixing algorithms can do nothing but make a regression as accurately as possible. LARCSU illustrates slight advantages over the NNLS and SUnSAL methods. For example, the background of the estimated abundances of endmembers #1 and #5 of S-1 obtained by LARCSU appear much cleaner than the corresponding abundance maps obtained by NNLS and SUnSAL. LARCSU obtains similar results to the true abundance map and has a stronger noise suppression capability, especially for endmembers #2, #3, and #9 of S-2. Taking endmember #9 as an example in Figure 8, it can be observed that the outliers of the background have been effectively removed in the results of LARCSU. The rest of the wrong unmixing pixels, represented in the form of salt-and-pepper noise, could be solved with the help of spatial prior knowledge in a post-processing operation or through the use of a spatial regularization spectral unmixing method. However, in the process of mixed spectral unmixing or mixed pixel regression, the proposed LARCSU method shows some advantages over the classical approaches.
To better illustrate the process of LARCSU, the first pixel of S-1 (located at column 1, row 1) is used as an example to fully detail how LARCSU operates. For convenience, five true endmembers’ signatures are considered as different covariates $D$ in this analysis.

Since the first pixel is a background pixel contaminated by Gaussian noise, the best estimated fractional abundances for the first pixel should be $(0.1149,0.0742,0.2003,0.2055,0.4051)$. In the process of LARCSU, the vector of the current correlations should be computed first, after the initial setup, and the values are denoted as $c$, equaling $(12.8160,15.4246,8.6424,18.9529,15.7332)$. It can be observed that the fourth endmember in the candidate endmember set has the largest correlation, and it is the first to be selected from $D$ for the active set $\Lambda = \{4\}$, where $C$ has the current value of 18.9529. The sign flag $s$ of the current correlation can then be obtained as 1 according to Equation (8). The key step is to compute the optimum and maximum step size of the fourth endmember’s direction. In this sub-step, the equiangular direction ($u_\Lambda$) should be determined first and foremost, which needs $\Lambda_A = \left(1_A s_A^{-1} 1_A \right)^{-\frac{1}{2}} = 5.8848$ and $\omega_A = A_A s_A^{-1} 1_A = 0.1699$, and then $u_A$ can be obtained as a $224 \times 1$ vector. With the candidate endmembers in $D$ and the equiangular vector $u_A$, the correlations between each variable and the equiangular vector are obtained as $\{2.4169,3.7035,2.3500,5.8848,4.4162\}$. Then, following Equation (20), we can obtain the definite $\beta_1$ (the minimum is 1.8090) from a series of potential $\beta$s $= \{1.8266,1.8090,2.9888,2.3280\}$. The first loop is then completed. Next, with the updated residual $\tilde{y} = y - \hat{\mu}$, the vector of the correlations $c$ can be computed, and then the same process is repeated in cycles.
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Figure 8. Estimated abundances of the endmembers for S-2.

For the simple real hyperspectral image R-1, the different spectral unmixing algorithms show different unmixing performances. Considering the existence of spectral variability, the abundance sum-to-one constraint (ASC) is not enforced on all the spectral unmixing algorithms discussed in this paper, i.e., LS, NNLS, SUnSAL, and LARCSU. However, there are certain cases, in all the classical algorithms, where the abundance values obtained by LS, NNLS, and SUnSAL are greater than 1, which is against the basic law of physical constraints in spectral unmixing. As no constraints have been enforced on the LS spectral unmixing algorithm, negative abundances are widespread in the fractional abundance maps, and some abundance values even reach 300%, which is unreasonable. Differing from LS, both NNLS and SUnSAL consider the ANC, and none of their fractional abundances have negative values, with the results revealing better unmixing performances. Nevertheless, LARCSU obtains the best fractional abundance maps. As this real hyperspectral image was collected under ideal experimental conditions, apart from some systematic errors, the challenge of unmixing R-1 concerns the accuracy of the data regression. It can be observed that the results obtained by the LARCSU algorithm are significantly closer to the approximate true abundance images, which also means that LARCSU has a better data fitting ability. From Figure 9, it can also be seen that the abundance maps obtained by NNLS, SUnSAL, and SU-NLE are visually alike. Compared with these sparse unmixing methods, LARCSU is clearly superior, both in the abundance range of 0 to 1 and in the fact that the spatial homogeneity is much closer to the real distribution. In short, the LARCSU method exhibits a significant advantage in this Nuance dataset (R-1).
To validate the effectiveness of the different linear spectral unmixing algorithms, a qualitative comparison was made for *alunite* and *buddingtonite* in the Cuprite (R-2) dataset. It can be observed that the abundances obtained by LS are dense and full of noisy values. Meanwhile, the abundances obtained by NNLS, SUnSAL, and LARCSU are quite sparse, especially for LARCSU. Compared with the LS algorithm, the NNLS and SUnSAL algorithms obtain a better visual effect, and can clearly suppress the interference of the other minerals. However, unlike NNLS, LARCSU just retains the definite abundances that can best approximate the mixed pixels and wipes off the others. More details can also be found in the detail magnification in Figure 10, which can be attributed to the optimization
strategy. This strategy utilizes the equiangular vector to seek the optimal regression, as well as the finite number of steps, which determines the sparsity of the abundance maps.

Figure 10. Estimated abundances of alunite and buddingtonite for the Cuprite dataset.

For the HYDICE Urban hyperspectral remote sensing image, Figure 11 shows the fractional abundance maps obtained by the different unmixing algorithms. It can be observed that LARCSU can obtain better visual unmixing results, in which the detail information is much clearer than that for the other spectral unmixing methods. Taking the middle of the homogeneous area in the Urban image as an example, the abundance values obtained by LARCSU are equal to 1 or approaching 1, seen as a red or orange color in the unmixing results in Figure 11, which is closer to the ground truth. In contrast, the results of the other unmixing approaches are mostly in yellow or cyan, which shows that the LARCSU algorithm can produce results with a better fitting quality and unmixing effect. The overall visual effect of the abundance maps in Figure 11 indicates that LARCSU is superior to the other spectral unmixing approaches.
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Table 1 lists a quantitative comparison of the five spectral unmixing algorithms for simulated dataset 1 (S-1), simulated dataset 2 (S-2), and the Nuance dataset (R-1). In addition, the running times for all of the datasets (S-1, S-2, R-1, R-2, R-3) are also provided in this table. As the Cuprite dataset and the HYDICE Urban hyperspectral remote sensing image were collected by the Airborne Visible Infrared Imaging Spectrometer (AVIRIS) sensor and the HYDICE sensor, respectively, acting as real hyperspectral remote sensing imagery, there are no true or reference fractional abundance maps for the different components of these datasets. Therefore, in this paper, only the Nuance dataset is used and set as an example of a real hyperspectral dataset for the quantitative evaluation, and the abundance maps obtained from the Cuprite dataset and the HYDICE Urban image are used only for a qualitative comparison.

It can be noted that the SRE (dB) values show similar patterns to the estimated fractional abundance maps. Compared with NNLS, SUnSAL, and LARCSU, the LS method performs the worst, with the lowest SRE (dB) values of 7.528 for S-2 and 1.233 for R-1, as well as the highest RMSE values of 0.0436 for S-1, 0.1068 for S-2, and 0.4669 for R-1. Meanwhile, NNLS and SUnSAL obtain similar precisions for all three datasets, which is consistent with the abundance maps. Compared with the advanced sparse regression-based method, i.e., SU-NLE, the LARCSU algorithm shows a slightly better performance and achieves higher SRE (dB) values and the lowest RMSE values, reaching 6.366 (dB) and 0.2586, respectively, for real hyperspectral dataset R-1, which is an increase of about 30% compared with the SRE (dB) for SUnSAL. Based on the previous results and analysis, it can be inferred that LARCSU is effective in dealing with the sparse regression problem and can obtain comparable or even better regression results than the traditional ADMM-based sparse unmixing algorithms.

Table 1 also provides the running times of the different algorithms for these five datasets obtained using a PC equipped with an Intel Core i7-6700 CPU @3.4 GHz and 16 GB RAM on the MATLAB R2014a.

Table 1. Performance comparison for the different methods with the five datasets.

| Data | Algorithm | LS | NNLS | SUnSAL | SU-NLE | LARCSU |
|------|-----------|----|------|--------|--------|--------|
| S-1  | SRE (dB)  | 14.863 | 15.147 | 15.148 | 15.706 | 17.000 |
|      | RMSE      | 0.0435 | 0.0421 | 0.0421 | 0.0394 | 0.0340 |
|      | Time (s)  | 0.0156 | 0.5156 | 0.7500 | 13.0323 | 8.1563 |
|      | SRE (dB)  | 7.528 | 15.710 | 15.886 | 15.88 | 17.000 |
| S-2  | RMSE      | 0.1068 | 0.0416 | 0.0408 | 0.0408 | 0.0359 |
|      | Time (s)  | 0.0781 | 0.8281 | 2.7531 | 50.9219 | 20.5313 |
|      | SRE (dB)  | 1.233 | 4.377 | 4.928 | 4.8570 | 6.366 |
| R-1  | RMSE      | 0.4669 | 0.3251 | 0.3051 | 0.3120 | 0.2586 |
|      | Time (s)  | 0.0156 | 0.1406 | 2.9234 | 3.6563 | 2.5469 |
| R-2  | Time (s)  | 1.875 | 923.1094 | 1.3239 × 10³ | 3.0393 × 10⁴ | 594.7188 |
| R-3  | Time (s)  | 0.3281 | 11.7031 | 118.4375 | 928.3750 | 170.4219 |

Note: The highest signal-to-reconstructions error (SRE) and lowest root-mean-square error (RMSE) values in the table are marked in bold.
platform. From Table 1, it can be noted that the LS algorithm has the lowest time cost, and SU-NLE and LARCSU need more time to achieve a final solution. Theoretically, LARCSU should have a similar time cost to the standard CLS methods but, in practice, it takes much more time than NNLS in the experiment. Possible reasons for this may lie in the different programming tactics, mathematical calculations, etc. More research will be done to improve the efficiency of LARCSU in our future work.

4. Conclusions

In this paper, the least angle regression-based constrained sparse unmixing (LARCSU) algorithm has been proposed to further improve the sparse unmixing performance for hyperspectral remote sensing imagery. In this least angle regression model, differing from the traditional aggressive fitting idea, an equiangular vector between two predictors is utilized to seek the optimal regression steps or coefficients. In addition, unlike the ADMM-based methods that introduce some multipliers or augmented terms during their optimization procedures, LARCSU does not require any parameters in its computational process. Last but not least, theoretically, the proposed algorithm has the same order of magnitude of computational effort as the CLS-based methods.

To better illustrate the effectiveness of LARCSU, four classical traditional spectral unmixing methods were used in a comparison with two simulated hyperspectral datasets and three real hyperspectral images. Owing to the idea of the least angle regression method, LARCSU obtains better fractional abundance maps and higher precisions. In our future work, spatial regularization or spatial pre/post-processing will be considered to further enhance the LARCSU algorithm.
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