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Abstract—In electrical engineering, for example during the design of superconducting radio-frequency cavities, eigenmodes must be identified based on their field patterns. This allows to understand the working principle, optimize the performance of a device and distinguish desired from parasitic modes. For cavities with simple shapes, the eigenmodes are easily classified according to the number of nodes and antinodes in each direction as is obvious from analytical formulae. For cavities with complicated shapes, the eigenmodes are determined numerically. Thereby, the classification is cumbersome, if not impossible. In this paper, we propose a new recognition method by morphing the cavity geometry to a pillbox and tracking its eigenmodes during the deformation.
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I. INTRODUCTION

Cavity resonators are structures in which a standing wave, with different modes and frequencies, is formed by resonance. One of the most well-known examples of a lossless resonator is the pillbox cavity, see Fig. 1a. Modern resonators have more complex shapes, e.g. each cell of the superconducting radiofrequency TESLA cavity \[1\] that is used for particle acceleration has been constructed by several ellipses quantified in terms of six geometry parameters (lengths and radii), see Fig. 1b. Since the shape is a major design choice, computer simulation, shape optimization and uncertainty quantification are part of nowadays design processes \[2, 3, 4\].

Originally, low order discretization methods, e.g. based on the finite difference or finite integration method, were used to numerically approximate the underlying Maxwell eigenvalue problem, see e.g. \[5, 6, 7\]. Nowadays, finite elements (FE) with higher-order basis functions and curved elements are state of the art \[8, 9\]. Recently, a new finite-element variant called isogeometric analysis (IGA) was proposed by Cottrell et al. \[10\] and firstly applied to the simulation of cavities, by Corno et al. \[11\]. IGA uses the same spline-based functions from computer-aided-design (CAD) to describe solution and geometry such that no geometry-related modeling error is introduced. This is particularly useful when dealing with problems that are sensitive with respect to their geometric shape.

In accelerator science, often many eigenmodes and eigenfrequencies must be computed by solving Maxwell’s eigenvalue problem, for example Ackermann et al. and Wanzenberg investigate the first 194 modes and 196 modes, respectively, of the TESLA cavity for DESY in \[12, 13\]. They identify the modes and the corresponding passbands entirely manually or based on the azimuthal classification since a reliable automatic mode recognition is not available until today. Existing approaches may identify modes wrongly or are not applicable in the case of multiple cells or high frequencies, see \[14\]. To this end, we propose here a new method that is based on shape morphing and eigenvalue tracking: we gradually deform the geometry of a complex shaped cavity to a simple one, e.g. the cylindrical pillbox. This allows us to uniquely identify each eigenpair of the complex shaped cavity with one of the pillbox, where modes, frequencies and their categorization are known in closed form, e.g.

\[
\omega_{\text{TM, } mn} = \frac{1}{\sqrt{\mu \varepsilon}} \sqrt{\frac{x_m^2}{R^2} + \frac{\varepsilon^2 \pi^2}{d^2}},
\]

resp.

\[
\omega_{\text{TE, } mn} = \frac{1}{\sqrt{\mu \varepsilon}} \sqrt{\frac{x_n^2}{R^2} + \frac{\varepsilon^2 \pi^2}{d^2}},
\]

where \(\mu\) denotes the permeability, \(\varepsilon\) the permittivity, \(R\) indicates the radius and \(d\) the length of the pillbox. The expression \(x_m\) indicates the \(m\)th root of the Bessel function \(J_m(x) = 0\) and \(x_n\) the \(n\)th root of \(J_n(x) = 0\). Integers \(m, n\)
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and $p$ take on the values $m = 0, 1, 2, \ldots, n = 1, 2, 3, \ldots$ and $p = 0, 1, 2, \ldots$, where the lowest transverse magnetic (TM) mode has $m = p = 0$ and $n = 1$ (hence is classified as TM010). The lowest transverse electric (TE) mode has $m = n = p = 1$ (hence TE111). Details can be found in [15] Section 8.7 and the patterns of the first three TM modes are visualized in Fig. 2.

The paper is structured as follows. In Section II we describe the geometry and the parametrization of the computational domain. Subsequently, we state the Maxwell eigenvalue problem and introduce its isogeometric discretization in Section III. In Section IV we present our mode classification algorithm and the possibility to use it both for identifying and for exploring modes in a complex cavity geometry. We demonstrate the application of our algorithm for conveying the well-known modes in a complex cavity. We start with a brief summary of geometry description in terms of CAD [16]. Due to the relevance of the cavity shape, we shall in this section the electromagnetic field problem and its discretization.

II. Domain Parametrization

Due to the relevance of the cavity shape, we start with a brief summary of geometry description in terms of CAD [16]. The physical domain $\Omega$ is represented as a mapping

$$G : \hat{\Omega} \rightarrow \Omega$$

from a reference domain $\hat{\Omega}$. In CAD, this reference domain is commonly the unit cube $\hat{\Omega} = [0, 1]^3$. If a shape is too complex to be represented by a single mapping, one uses several mappings, also called patches, to represent the overall geometry. Each patch is given by a B-spline or Non-Uniform Rational B-spline (NURBS) curve. We discuss here, for simplicity, only the case of a trivariate B-spline mapping, i.e.,

$$G(\hat{\mathbf{x}}) = \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \sum_{k=1}^{n_3} \mathbf{P}_{i,j,k} B_{i,p_1} B_{j,p_2} B_{k,p_3}$$

with control points $\mathbf{P}_{i,j,k}$ that form the so-called control mesh. The case of NURBS is similar but requires the introduction of an additional weighting. Each B-spline basis functions $\{B_{i,p}\}_{i=1}^N$ stems from a one-dimensional B-spline space $S^p_{\alpha}$ of degree $p$ and regularity $\alpha$ [16 Chapter 7]. They are constructed from a knot vector $\Xi = (\xi_1, \xi_2, \ldots, \xi_n) \in [0, 1]^n$, $\xi_1 \leq \xi_2 \leq \cdots \leq \xi_n$ using the Cox-de Boor algorithm [17]

$$B_{i,0}(\xi) = \begin{cases} 1 & \xi_i \leq \xi < \xi_{i+1} \\ 0 & \text{otherwise} \end{cases}$$

$$B_{i,p}(\xi) = \frac{\xi - \xi_i}{\xi_{i+p} - \xi_i} B_{i,p-1}(\xi) + \frac{\xi_{i+p+1} - \xi}{\xi_{i+p+1} - \xi_{i+1}} B_{i+1,p-1}(\xi).$$

Varying the control points allows us to gradually morph one shape to another. For this paper it is sufficient to consider linear transformations of the control points: let us assume we have $\mathbf{P}^{(1)}_{i,j,k}$ and $\mathbf{P}^{(2)}_{i,j,k}$ of compatible dimensions. Then, we morph one into the other by the convex combination

$$\mathbf{P}_{i,j,k}(t) := (1 - t)\mathbf{P}^{(1)}_{i,j,k} + t\mathbf{P}^{(2)}_{i,j,k}$$

when varying $t \in [0, 1]$, see Fig. 3. This gives raise to a parametrized version of (4)

$$G_t(\hat{\mathbf{x}}) = \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \sum_{k=1}^{n_3} \mathbf{P}_{i,j,k}(t) B_{i,p_1} B_{j,p_2} B_{k,p_3}$$

and as a result also to the parametrized computational domain $\Omega_t$.

III. Problem Statement

Let us formulate in this section the electromagnetic field problem and its discretization.
A. Maxwell’s Eigenvalue Problem

Starting from Maxwell’s equations on the domain $\Omega_t$, with homogeneous, lossless materials, perfect electric boundary conditions on $\partial \Omega_t$, and without sources, one derives Maxwell’s eigenvalue problem: find wave numbers $k := \omega \sqrt{\mu \varepsilon} \in \mathbb{R}^+$ and $\mathbf{E} \neq 0$ such that

\[
\text{curl}(\text{curl} \mathbf{E}) = k^2 \mathbf{E} \quad \text{in} \quad \Omega_t, \\
\mathbf{E} \times \mathbf{n} = 0 \quad \text{on} \quad \partial \Omega_t.
\]

(6)

The weak formulation is obtained by testing and integration. The resulting problem reads: find $k \in \mathbb{R}^+$ and $\mathbf{E} \in H_0(\text{curl}; \Omega_t)$ such that

\[
(\text{curl} \mathbf{E}, \text{curl} \mathbf{v}) = k^2 (\mathbf{E}, \mathbf{v}) \quad \forall \mathbf{v} \in H_0(\text{curl}; \Omega_t),
\]

(7)

where we made use of the function space of square-integrable vector fields with square-integrable curl and vanishing trace $H_0(\text{curl}; \Omega_t)$, see [19]. Following the Ritz-Galerkin paradigm, we represent the unknown solution by basis functions $\mathbf{v}_j$ from the same space, i.e.,

\[
\mathbf{E} = \sum_j c_j \mathbf{v}_j.
\]

(8)

Finally, we approximate the solution by considering only a finite-dimensional subspace $V_h \subset H_0(\text{curl}; \Omega_t)$ of dimension $N = \dim V_h$. We obtain the generalized eigenvalue problem: find all $\mathbf{e}$ and $\lambda$ such that

\[
\mathbf{Ke} = \lambda \mathbf{Me},
\]

(9)

where $\lambda = k^2$, the parameter-dependent stiffness and mass matrices are expressed by

\[
\mathbf{K}_{i,j}(t) = \int_{\Omega_t} \text{curl} \mathbf{v}_j \cdot \text{curl} \mathbf{v}_i \, dx, \\
\mathbf{M}_{i,j}(t) = \int_{\Omega_t} \mathbf{v}_j \cdot \mathbf{v}_i \, dx
\]

(10)

with $i, j = 1, \ldots, N$. The parameter-dependence of the matrices is naturally inherited by the solutions of the eigenvalue problem

\[
\lambda = \lambda(t), \quad \text{and} \quad \mathbf{e} = \mathbf{e}(t)
\]

(11)

depending on the parameter $t$. Georg et al. [3] propose algebraic, simplified matrix mappings to replace (10), i.e.,

\[
\tilde{\mathbf{K}}(t) := (1 - t)\mathbf{K}(0) + t\mathbf{K}(1) \quad \text{(12a)} \\
\tilde{\mathbf{M}}(t) := (1 - t)\mathbf{M}(0) + t\mathbf{M}(1).
\]

(12b)

They also allow to match eigenvalues from $t = 0$ to $t = 1$. The construction in [12] exploits the fact that the discretizations of $\Omega^{(1)}$ and $\Omega^{(2)}$ and thus also the matrix dimensions are compatible. The advantage is that the matrix-valued functions $\tilde{\mathbf{K}}(t)$ and $\tilde{\mathbf{M}}(t)$ are linear in $t$, while $\mathbf{K}(t)$ and $\mathbf{M}(t)$ have a nonlinear dependence. This will reduce numerical costs for matrix assembly and makes derivative computations, e.g. $d/dt \tilde{\mathbf{M}}(t)$, trivial. However, the original functions [10] always correspond to physical geometries, while [12] are purely algebraic and have no geometric counterpart for $0 < t < 1$.

B. Basis Functions

The various FE methods differ in the construction of the approximation space $V_h$, e.g. basis functions of different order, element types etc. We refer to [19], [20] for the classical FE method. However, we will follow [21] and employ IGA using curl-conforming B-splines. This allows us to use the same basis functions for the discretization as for the geometry description, i.e., without an additional meshing step.

The B-spline space of degree $p_i$ along dimension $i$, with regularity $C^{\alpha_i}$, on the domain $\Omega$ shall be denoted by $S^{p_1,p_2,p_3}(\Omega)$. Then, following [21], the discrete space $V_h$ is chosen as

\[
\tilde{V}_h := S^{p_1-1,p_2,p_3} \times S^{p_1-1,p_2-1,p_3} \times S^{p_1-1,p_2,p_3-1}.
\]

(13)

Finally, the discrete space $V_h$ in the physical domain is obtained through a curl-conforming transformation [19] using our domain transformation $G_t$ from [5]. In [21] it is shown that the B-spline basis functions from these spaces form a discrete de Rham sequence in both, the reference and physical domain, such that they are suitable for the discretization of $H(\text{curl}; \Omega)$. We employ the open source implementation GeoPDEs in Matlab for the discretization [22], [23].

IV. SHAPE MORPHING

To classify eigenmodes, we propose to follow the eigenvalues and eigenvectors along $t \in T = [0,1]$ from the complex geometry to a simple geometry, e.g. pillbox. This allows to use the established nomenclature from field theory [15, Section 8.7] and is less error-prone than methods based on counting zero-crossing or maxima [14] as we will demonstrate in Section [V]. However, our classification method requires a numerical tracking procedure of the eigenpairs [24], [25], [26]. [3]. This is necessary since eigenvalues may cross on $T$, see Fig. [4] such that a numbering with respect to the magnitude of the eigenvalues at a given $t$ is not reliable.

A. Eigenvalue Tracking

We discretize the parameter interval $T$ into $0 = t_1 < t_2 < \ldots < t_i < \ldots < t_M = 1$. Then we compute sequentially for each $i$ the relevant eigenpairs $\lambda_j \in J \subset \{1, \ldots, N\}$ by solving (9) on geometry $\Omega_{t_i}$. Let us assume we have solved
the eigenvalue problem \textsuperscript{[2]} at step \(i\) by an eigenvalue solver, e.g. an Arnoldi or Lanczos method \textsuperscript{[27]}. The solutions are denoted by \(e_{i,j} := \mathbf{e}_j(t_i)\) and \(\lambda_{i,j} := \lambda_j(t_i)\). We now aim at computing the eigenpairs for step \(i+1\) but since an eigenvalue crossing may occur between \(t_i\) and \(t_{i+1}\), the consistent sorting of the eigenpairs at \(t_{i+1}\) must be determined. We denote the unsorted candidates from solving the eigenvalue problem \textsuperscript{[3]} on \(\Omega_{i+1}\) by \(\mathbf{e}_{i+1,k}\) and \(\lambda_{i+1,k}\). They are compared with first-order extrapolations from the current step, i.e.,

\[
\mathbf{e}_{i+1,j} = \left[ \mathbf{e}_{i+1} + \mathbf{e}_{i,j}^L \right] \\
\lambda_{i+1,j} = \left[ \lambda_{i+1} + \lambda_j \right]
\]  

(14)

to establish the matching where we used \(h \equiv t_{i+1} - t_i\) for the stepsize. In the case of non-degenerated eigenpairs the derivatives are easily obtained by solving

\[
\begin{bmatrix}
K_i - \lambda_{i,j} M_i & -M_i e_{i,j} \\
e_{i,j}^H M_i^T & 0
\end{bmatrix}
\begin{bmatrix}
e_{i,j}^T \\
\lambda_{i,j}
\end{bmatrix}
= -K_i e_{i,j} + \lambda_{i,j} M_i e_{i,j}
\]  

(15)

where we used the definitions \(K_i := K(t_i), M_i := M(t_i)\) and added a normalization constraint based on \(e_{i-1,j}\). Finally, we use the correlation factor proposed by \textsuperscript{[25]}

\[
\varphi_{i+1,k,j} = \frac{\mathbf{e}_{i+1,k}^H \mathbf{M}_{i+1} \mathbf{e}_{i+1,j}}{\|\mathbf{e}_{i+1,k} M_{i+1}\|_2 \|\mathbf{e}_{i+1,j} \mathbf{M}_{i+1}\|_2}
\]  

(16)

with the norm \(\|x\|_A = \sqrt{x^H A x}\) for the matching. The correlation factor compares the normalized scalar products of the predicted eigenvectors \(\mathbf{e}_{i+1,j}\) and the new candidates \(\mathbf{e}_{i+1,k}\) that are obtained by solving the eigenvalue problem at \(t_{i+1}\). In the ideal case, i.e., the eigenpairs depend linearly on \(t\), we find \(j\) and \(k\) such that \(e_{i+1,k} = e_{i+1,j}\). Then, the correlation factor is \(\varphi_{i+1,k,j} = 1\) and \(\varphi_{i+1,l,j} = 0\) for all other \(l \neq k\) since it is a product of orthonormal vectors. In the general case, all \(\varphi_{i+1,k,j}\) will attain values between 0 and 1 and a correlation is computed for all pairs \(j,k\). We match the one with the highest correlation factor and define

\[
\mathbf{e}_{i+1,j} := \left[ \mathbf{e}_{i+1,k} \left| \lambda_{i+1,k} \right. \right] \\
\lambda_{i+1,j} = \arg \max_{j,k} \{ \varphi_{i+1,k,j} \}
\]  

(17)

To reduce the risk that an eigenpair is wrongly matched, e.g. due to an insufficiently small step size, the new eigenpair is only accepted if it fulfills the criterion

\[
\max_{j,k} \varphi_{i+1,k,j} \geq \varphi_{\text{min}}
\]

with respect to a user-specified threshold correlation factor \(\varphi_{\text{min}}\). If the criterion is not met, the step is repeated with a smaller stepsize. The tracking algorithm is illustrated by the flowchart in Fig. 5.

Note that the presented version of the algorithm requires non-degenerated eigenmodes at each \(t_i\). However, the algorithm can be generalized by using Ojalvo’s method for computing the derivatives instead of \textsuperscript{[13], [28], [29]} However, this was not necessary in our computations.

### C. Exploration of Eigenmodes

The same tracking algorithm can also be used ‘backwards’, i.e. from \(t = 1\) down to \(t = 0\), to explore a specific eigenmode \(m,n,p\) in the complex geometry \(\Omega^{(1)}\) for which the number \(k\) of the eigenmode \(e_k\) is not known. To specify the eigenmode that should be detected, the known eigenfrequency and corresponding classification are chosen and matched with the numerical solution of the eigenvalue problem \textsuperscript{[9]} on \(\Omega^{(2)}\). The eigenmode \(e_{1,j}\) with \(m,n,p\) on \(\Omega^{(1)}\) is then tracked to the geometry \(\Omega^{(1)}\), in which it is to be analyzed.
This procedure allows to compute a single eigenmode in an efficient way. Otherwise possibly many eigenpairs in the assumed vicinity of the desired eigenmode for the geometry $\Omega^{(1)}$ have to be computed and then forwardly tracked until the desired one is identified on $\Omega^{(2)}$.

V. APPLICATION

In this section, we present the application of the identification and exploration to the TESLA cavity and the cylindrical pillbox cavity. The classifications of the eigenmodes of the pillbox cavity into TE and TM modes and according to the field distribution in azimuthal, radial and longitudinal direction are known analytically and are given in (1) and (2).

Following the theory of electromagnetic fields, the azimuthal index $m$ can be related to the number of zero crossings resp. of local field extrema in azimuthal direction and indicates the number of poles of the mode according to a classical multipole expansion, where $m = 0$ refers to a monopole mode, $m = 1$ to a dipole mode, $m = 2$ to a quadrupole mode and so forth. The radial index $n$ corresponds to the number of half-waves in radial direction and the longitudinal index $p$ analogously in longitudinal direction.

The goal is to convey this nomenclature to the TESLA cavity without relying on error-prone counting of zero-crossings or maxima and minima. In order to perform this eigenmode classification automatically, the eigenmodes of the TESLA cavity are tracked along the deformation to the pillbox cavity and matched with the analytical solutions.

A. TESLA Cavity

The TESLA cavity is a radio-frequency superconducting cavity designed for linear accelerators. We use here the design that is installed at DESY in Hamburg. It is a 9-cell standing wave structure of about 1 m in length, whose accelerating eigenmode resonates at 1.3 GHz. Following [18], instead of the 141.6 mm beampipes with connected higher-order mode (HOM) couplers, cylindrical beampipes with an increased length of 365 mm are attached to the model, such that the effects of the boundary conditions at the end caps of the beampipes on the eigenmodes can be neglected. This approximation is valid for eigenmodes below the cutoff frequency of approximately 2.2 GHz, this includes the first monopole and the first two dipole passbands.

In order to achieve the desired field flatness within the cavity, we conduct a tuning procedure before tracking the eigenmodes, following [18]. We employ two criteria to quantify the field flatness and combine them to a weighted objective function. We denote the peak value of the longitudinal component of the electric field at radius $r = 0$ by $E_{\text{peak},q}$ in the $q$th cell. To improve the field flatness, we modify the length of the two end-cups of the TESLA cavity and the radius of the cell-electuator using a particle swarm optimizer until we reach field flatness with

$$\eta_1 = 1 - \frac{(\max_q |E_{\text{peak},q}| - \min_q |E_{\text{peak},q}|)}{E(|E_{\text{peak},q}|)} \quad (18)$$

and

$$\eta_2 = 1 - \frac{\text{std}(E_{\text{peak},q})}{E(|E_{\text{peak},q}|)} \quad (19)$$

of $\eta_1, \eta_2 \geq 0.95$. The parameters for the construction of the TESLA cavity and our tuning values are shown in Table I. With those tuning values, we achieve a field flatness with $\eta_1 = 0.9907$ and $\eta_2 = 0.9965$.

Solving (15) requires the derivatives $K'$ and $M'$. While the computation of the derivatives for the algebraic matrix mappings (12) is trivial due to their linear construction, we compute the derivatives for the geometric matrices (10) by finite differences

$$K'(t) := \frac{d}{dt} K(t) \approx \frac{1}{\delta} (K(t + \delta) - K(t)) \quad (20a)$$

$$M'(t) := \frac{d}{dt} M(t) \approx \frac{1}{\delta} (M(t + \delta) - M(t)), \quad (20b)$$

with sufficiently small $\delta$.

We start our algorithm with an initial stepsize of $h_0 = 0.1$ and decrease the stepsize by $\beta = 0.5$ if the maximum correlation factor is smaller than $\varphi_{\text{min}} = 0.9$. If the stepsize $h$ gets smaller than e.g. $h_{\text{min}} = 0.00125$, we accept the current eigenpair nevertheless and issue a warning. For the computation of the finite differences, we use $\delta = 10^{-6}$.

B. Shape morphing

In order to classify the eigenmodes of the TESLA cavity by applying the eigenvalue tracking as described in section IV-A we consider a linear shape morphing from the 9-cell TESLA cavity to a pillbox cavity of radius $r = 3.9$ cm and length $l = 103.61$ cm (+0.19 cm). This corresponds to the iris radius of the TESLA cavity endcaps and the length of the (tuned) TESLA cavity without the beampipes, respectively, see Tab. I. The CAD data are given for download in [31]. The model of the cavity is discretized using second degree basis functions and 24,960 degrees of freedom. The morphing of the shape of the 9-cell TESLA cavity (using the physical mapping) and the concomitant deformation of the magnitude of the electric field within the cavity is illustrated in Fig. 6 from the original TESLA cavity at deformation parameter $t = 0$ in Fig. 6a to the pillbox cavity at $t = 1$ in Fig. 6b for the accelerating eigenmode TM018.

C. Identification of Eigenmodes

The eigenmode tracking algorithm is applied to the first 45 eigenmodes of the TESLA cavity, corresponding to the first monopole passband and the first and second dipole passband. The results are presented in Table I ordered by the eigenfrequency.
As one can see, the first nine eigenmodes are monopole modes with radial index \( n = 1 \) and longitudinal index \( p \) from 0 to 8. The accelerating eigenmode is the 9th eigenmode, which is classified as \( \text{TM018} \), for which the magnitude of the electric field can be seen in Fig. 6. These and further visualizations are accessible in [31]. The next 18 eigenmodes correspond to the first dipole mode passband, where each eigenmode appears twice, with different polarisation. Eigenmodes \( j = 28, \ldots, 45 \) belong to the second dipole passband with longitudinal index \( p \) from 10 to 18. We note that our classification of the second dipole passband differs from the established nomenclature, as e.g. in [13]. However, this is not surprising since the longitudinal components of the corresponding modes in the TESLA cavity do not allow an unambiguous assignment of TE or TM since both \( E_z \) and \( H_z \) components are not identically zero.

The tracking plot for the first monopole passband (modes \( j = 1, \ldots, 9 \)) can be seen in Fig. 7 for both mappings, indicated in different colors. We can observe that both the algebraic and the physical mapping yield the same classification in the pillbox cavity. Fig. 8 visualizes the tracking results for the first 45 eigenmodes in the TESLA cavity. We can see that the tracking yields smooth results. The crossings of the eigenvalues and the overlapping of eigenmode passbands emphasize the need for a tracking procedure to clearly match and classify the eigenmodes along the shape morphing.

Our eigenmode classification method is not limited to the 9-cell TESLA cavity, but can also be applied to a design with fewer cells. Fig. 9 demonstrates the tracking for a 3-cell TESLA cavity showing only the algebraic mapping for clarity, classifying the first 15 eigenmodes, corresponding to the first monopole and the first and second dipole passband. We observe analogous results to those of the 9-cell geometry. Each passband consists of the same number of eigenmodes as the cavity of cells, if disregarding the multiplicity of eigenmodes. In the first monopole passband, the lowest eigenmode is classified as \( \text{TM010} \) and in the first dipole passband as \( \text{TE111} \). The longitudinal index is accordingly increased.

### D. Exploration of Eigenmodes

The described tracking algorithm can be used to directly calculate a specific eigenmode in the TESLA cavity without

| Mode   | Type  | \( m \) | \( n \) | \( p \) | Freq. (GHz) | Rel. Error (10^-4) |
|--------|-------|---------|--------|--------|-------------|-------------------|
| TM 0 1 0 | 1     | 1.2763  | 1.2759 | 3.301168 |
| TM 0 1 1 | 2     | 1.2784  | 1.278  | 3.347528 |
| TM 0 1 2 | 3     | 1.2816  | 1.2812 | 3.160773 |
| TM 0 1 3 | 4     | 1.2855  | 1.2852 | 2.554033 |
| TM 0 1 4 | 5     | 1.2898  | 1.2894 | 2.825461 |
| TM 0 1 5 | 6     | 1.2938  | 1.2935 | 2.532468 |
| TM 0 1 6 | 7     | 1.2971  | 1.2968 | 2.426407 |
| TM 0 1 7 | 8     | 1.2993  | 1.299  | 2.626834 |
| TM 0 1 8 | 9     | 1.3     | 1.2997 | 2.091273 |

As one can see, the first nine eigenmodes are monopole modes with radial index \( n = 1 \) and longitudinal index \( p \) from 0 to 8. The accelerating eigenmode is the 9th eigenmode, which is classified as \( \text{TM018} \), for which the magnitude of the electric field can be seen in Fig. 6. These and further visualizations are accessible in [31]. The next 18 eigenmodes correspond to the first dipole mode passband, where each eigenmode appears twice, with different polarisation. Eigenmodes \( j = 28, \ldots, 45 \) belong to the second dipole passband with longitudinal index \( p \) from 10 to 18. We note that our classification of the second dipole passband differs from the established nomenclature, as e.g. in [13]. However, this is not surprising since the longitudinal components of the corresponding modes in the TESLA cavity do not allow an unambiguous assignment of TE or TM since both \( E_z \) and \( H_z \) components are not identically zero.

The tracking plot for the first monopole passband (modes \( j = 1, \ldots, 9 \)) can be seen in Fig. 7 for both mappings, indicated in different colors. We can observe that both the algebraic and the physical mapping yield the same classification in the pillbox cavity. Fig. 8 visualizes the tracking results for the first 45 eigenmodes in the TESLA cavity. We can see that the tracking yields smooth results. The crossings of the eigenvalues and the overlapping of eigenmode passbands emphasize the need for a tracking procedure to clearly match and classify the eigenmodes along the shape morphing.

Our eigenmode classification method is not limited to the 9-cell TESLA cavity, but can also be applied to a design with fewer cells. Fig. 9 demonstrates the tracking for a 3-cell TESLA cavity showing only the algebraic mapping for clarity, classifying the first 15 eigenmodes, corresponding to the first monopole and the first and second dipole passband. We observe analogous results to those of the 9-cell geometry. Each passband consists of the same number of eigenmodes as the cavity of cells, if disregarding the multiplicity of eigenmodes. In the first monopole passband, the lowest eigenmode is classified as \( \text{TM010} \) and in the first dipole passband as \( \text{TE111} \). The longitudinal index is accordingly increased.

### D. Exploration of Eigenmodes

The described tracking algorithm can be used to directly calculate a specific eigenmode in the TESLA cavity without
the need to identify all eigenmodes. For this purpose, the eigenvalue $\lambda_{1,j}$ for chosen indices $m$, $n$ and $p$ is determined for the pillbox cavity and the corresponding eigenpair is tracked as described in Section IV-C. This is exemplified for eigenmode TM0117, which is the highest eigenmode in the second monopole passband for the 9-cell TESLA cavity in Fig. 10. Firstly, applying (1), the resonance frequency for the indices $m = 0$, $n = 1$ and $p = 17$ is computed at approx. 3.83 GHz. The eigenvalue problem (9) is solved for the pillbox cavity and the eigenmode with the closest eigenfrequency is tracked to approx. 2.44 GHz in the TESLA cavity. The tracking results are displayed in Fig. 10. The results for the physical mapping are plotted and in Fig. 11, where the deformation of the magnitude of the magnetic field is illustrated.

E. Efficiency

If only one mode at a time is considered, then using Newton’s method to solve the eigenvalue problem in each step, see e.g. [3] may be an efficient alternative to the Arnoldi method used above. However, this might be less robust since Newton’s method may converge to a wrong mode. In particular, when the step size $h_i$ is small, one may expect fast convergence of Newton’s method due to availability of good initial guesses from the previous step, see (14). Let us consider an example in which we use the number of solved linear systems and the time for tracking the accelerating eigenmode for the 9-cell cavity as efficiency measure. We employ the algebraic mapping for a fixed stepsize of $h = 0.1$ such that no step size reduction was necessary. The computations are performed on a workstation with an Intel(R) CPU i7-3820 3.6 GHz processor and 13 GB
FIG. 11. Magnetic field magnitude of the eigenmode TM0117 (i.e. the highest eigenmode of the second monopole passband) along the physical deformation for exploration in the TESLA cavity.

If $N_{\text{tracked}} > 1$ eigenmodes are of interest, then the efficiency of the tracking method in section IV-A can be increased by considering all of them at once. Since we always compute $N > N_{\text{tracked}}$ eigenpairs at once, this does not significantly increase the computational time of the eigenvalue solver, which is the most expensive component of the procedure. Yet, the complexity of the matching increases quadratically, or more precisely $N_{\text{tracked}} \cdot N$, since each mode of interest must be compared with all modes at the next step. Nevertheless, those costs remain negligible in comparison to the eigenvalue solver, even if hundreds of modes would be tracked.

VI. CONCLUSION AND OUTLOOK

In this work, we investigate an eigenmode tracking procedure and apply it for the automatic classification of eigenmodes in electromagnetic cavities. To this end, we employ shape morphing from complex geometries to the analytical pillbox cavity. By matching our numerical results with the analytic values, we are able to convey the well-known nomenclature based on the type of the eigenmodes (TE or TM) and the directional indices $m$, $n$, and $p$ and their intuition on more complex cavity shapes. By performing our algorithm in a backward manner, we can explore specific eigenmodes in a cavity.

We have shown that despite of eigenvalue crossings, our approach reliably tracks the eigenmodes also in 9-cell TESLA cavities, in contrast to field extrema counting methods, e.g. [14]. The numerical efficiency of our tracking method could be further improved by enhancing the prediction step [14] with higher order Taylor expansion [25] or by reducing our system matrices to a subspace of eigenpairs [32]. Furthermore, the accuracy of the derivatives of the system matrices can be improved by formulating them as shape derivatives along the geometry deformation [33].
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