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Abstract. In a previous paper, the first and third authors gave an explicit realization of the geometric Langlands correspondence for hypergeometric sheaves, considered as \( \text{GL}_n \)-local systems. Certain hypergeometric local systems admit a symplectic or orthogonal structure, which can be viewed as \( \hat{G} \)-local systems, for a classical group \( \hat{G} \). This article aims to realize the geometric Langlands correspondence for these \( \hat{G} \)-local systems.

We study this problem from two aspects. In the first approach, we define the hypergeometric automorphic data for a classical group \( G \) in the framework of Yun, one of whose local components is a new class of ephotic representations in the sense of Jakob–Yun. We prove the rigidity of hypergeometric automorphic data under natural assumptions, which allows us to define \( \hat{G} \)-local systems \( \mathcal{E}_G \) on \( \mathbb{G}_m \) as Hecke eigenvalues (in both \( \ell \)-adic and de Rham setting). In the second approach (which works only in the de Rham setting), we quantize an enhanced ramified Hitchin system, following Beilinson–Drinfeld and Zhu, and identify \( \mathcal{E}_G \) with certain \( \hat{G} \)-opers on \( \mathbb{G}_m \). Finally, we compare these \( \hat{G} \)-opers with hypergeometric local systems.

1. Introduction

1.1. Overview. Hypergeometric functions have a long history, going back to the works of Wallis, Euler, Gauss and etc. The geometry underpinning hypergeometric functions emerged from Riemann’s study of the local system of solutions of the Euler–Gauss hypergeometric differential equation. In modern time, Katz [Kat90] has systematically studied the (generalized) hypergeometric local systems on the torus \( \mathbb{G}_m \) (or \( \mathbb{G}_m - \{1\} \)) over a finite field \( k \) (resp. field of complex numbers \( \mathbb{C} \)). They are \( \ell \)-adic realizations of finite hypergeometric functions over \( k \) (resp. expressed as hypergeometric differential equations over \( \mathbb{C} \)).

Let \( n > m \) be two non-negative integers, \( \lambda \in \mathbb{C}^\times \), and \( \underline{\alpha} = \{\alpha_1, \ldots, \alpha_n\}, \underline{\beta} = (\beta_1, \cdots, \beta_m) \) two sequences of complex numbers. We denote by \( \text{Hyp}(\underline{\alpha}, \underline{\beta}) \) the associated (irregular) hypergeometric...
differential equation (of type \((n, m)\)) on \(G_m\):
\[
\text{Hyp}_\lambda(\alpha; \beta) := \prod_{i=1}^{n} \left( t \frac{d}{dt} - \alpha_i \right) - (-1)^{n+m} \lambda t \prod_{j=1}^{m} \left( t \frac{d}{dt} - \beta_j \right),
\]
where \(t\) denotes a coordinate of \(G_m\). We abusively use this notation to denote the corresponding connection on the rank \(n\) trivial bundle over \(G_m\). In the definition of \(\ell\)-adic hypergeometric local system, \(\alpha_i\) and \(\beta_j\)'s are replaced by \(\ell\)-adic multiplicative characters \(\delta_i \) and \(\rho_j\) of \(k^{\times}\).

Certain hypergeometric local systems admit a symplectic or orthogonal symmetry structure \(\text{Kat90} \) § 3.4, § 8.8]. Roughly speaking, the present paper aims to realize the geometric Langlands correspondence for hypergeometric \(G\)-local systems, with a classical group \(G\).

Some examples have been explored in the work of Heinloth-Ngô-Yun on generalized Kloosterman sheaves \(\text{HNY13}\) and Frenkel-Gross' rigid connection for reductive groups \(\text{FG09, Zhu17}\) (see \(\text{XZ22, §5.2}\) for their relationship with hypergeometric local systems). When \(G = \text{GL}_n\), this problem is completely solved in a recent work of the first and third authors \(\text{KY21}\). Note that in \textit{loc.cit}, they also constructed the geometric Langlands correspondence for \textit{tame} hypergeometric local systems, i.e. one may assume \(n = m\) in \(\text{[1]}\). While in the current paper, we only work with \textit{wild} hypergeometric local systems, where \(n > m\).

In this article, we adopt two methods for studying this problem.

In the first approach, we introduce a class of \textit{euphotic representations} in the sense of Jakob-Yun \text{JY20} for a classical group \(G\) and use them to define the \textit{hypergeometric automorphic data} of \(G\) in the framework of Yun \(\text{Yun14b}\). Under appropriate genericness conditions, we show the rigidity of hypergeometric automorphic data, generalizing the rigidity results in \(\text{HNY13, KY21}\). After \(\text{Yun14b}\), we can associate to hypergeometric automorphic data \(G\)-local systems on \(G_m\), as resulting Hecke eigenvalues, where \(\tilde{G}\) denotes the Langlands dual group of \(G\). In \(\text{KY21}\), they proved that, when \(\tilde{G} = \text{GL}_n\), these Hecke eigenvalues are hypergeometric local systems by comparing Frobenius traces. And we expect similar results hold for general \(\tilde{G}\). However, obtaining an explicit expression for the trace function of these \(\tilde{G}\)-local systems, for general \(\tilde{G}\), seems infeasible, since the geometry of the intervening moduli stack of bundles is more complicated.

This brings us to our second method in the de Rham setting, via quantization of an appropriate ramified Hitchin system. The hypergeometric automorphic data gives rise to a group scheme \(\mathcal{G}\) over \(\mathbb{P}^1\) with generic fiber \(G\). We study the associated Hitchin map on \(T^*\text{Bun}_G\) and determine its image \(\text{Hitch}(\mathbb{P}^1)_G\). In the Galois side, an explicit space \(\text{Op}_G(\mathbb{P}^1)_G\) of \(G\)-opers on \(\mathbb{P}^1\) with suitable singularities at \(\{0, \infty\}\) associated to \(\mathcal{G}\) quantizes the Hitchin base \(\text{Hitch}(\mathbb{P}^1)_G\). Following \(\text{BD97, Zhu17}\), we then quantize the enhanced Hitchin map to obtain Hecke eigensheaves on \(\text{Bun}_G\) from \(\text{Op}_G(\mathbb{P}^1)_G\). We compare two constructions and identify opers of \(\text{Op}_G(\mathbb{P}^1)_G\) with (de Rham) \(\tilde{G}\)-local systems produced in the previous paragraph. In some cases, we can relate these opers to hypergeometric local systems, which partially achieve our goal in the de Rham setting.

1.2. \textbf{Hypergeometric automorphic data.} The notion of automorphic data and its rigidity were developed by Yun \(\text{Yun14b}\), building on earlier works of Heinloth-Ngô-Yun and Yun \(\text{HNY13, Yun13a, Yun16}\). A rigid automorphic data is a collection of level structures such that the space of corresponding equivariant automorphic forms has a small dimension, see \(\text{[Yun14b, §2]}\) for the precise formulation. We briefly explain the automorphic data considered in this paper.

Let \(k\) be a finite field of characteristic \(p\), \(F = k(t)\) the rational function field over \(k\) where \(t\) is a coordinate at \(0 \in \mathbb{P}^1\), and \(F_x\) the local fields of \(F\) at \(x \in \mathbb{P}^1\). Let \(G\) be a split classical group over \(k\), \(d\) a fundamental degree of \(G\) (different to \(n\) when \(G\) is type \(D_n\) and \(n\) is odd\(d\)).

\footnote{In this article, a classical group means \(\text{GL}_n\) or an almost simple group whose root system is of type \(A, B, C,\) or \(D\).}
\footnote{We exclude this case for the sake of the construction of linear functional \(\phi\).}
We denote by \( P \) the parahoric subgroup of \( G(F_\infty) \) associated to \( \hat{\rho}/d \), where \( \hat{\rho} \) is the half-sum of positive coroots. Consider the Moy-Prasad filtration of \( P \), where we denote the first three terms as \( P \supset P(1) \supset P(2) \).

The notion of euphotic representations was introduced by Jakob-Yun \[ JY20, \S 2.2 \]. We consider euphotic representations of the \( t^{-1} \)-adic group \( G(F_\infty) \) defined by \( P \) and a triple \( \mu = (\phi, \psi, \rho) \):
- \( \phi \) is a linear function on the vector space \( V = P(1)/P(2) \). We require that \( \phi \) is semistable (in the sense that its orbit under the action of \( L = P/P(1) \) is closed) and that there is only one invariant polynomial of degree \( d \) taking non-vanishing value on \( \phi \). In \[ 2.2.1 \] \[ 2.2.5 \] we give an explicit formula for \( \phi \) as a generic linear function associated to certain Levi subgroup \( M \), whose root system \( \Phi_M \) is irreducible and Coxeter number equals to \( d \).
- \( \psi : k \to \overline{\mathbb{Q}}_l^\times \) is a non-trivial additive character.
- Let \( L_\phi \) be the connected stabilizer of \( \phi \) under the action of \( L \), and \( B_\phi \) a Borel of \( L_\phi \) with quotient torus \( T_\phi \). Then \( \rho \) is a character \( \rho : T_\phi(k) \to \overline{\mathbb{Q}}_l^\times \).

We set \( J = B_\phi(k)P(1) \) and the above data defines a character \( \mu = (\rho, \psi\phi) : J \to \overline{\mathbb{Q}}_l^\times \).

Let \( B_0 \) be a Borel subgroup of \( L \) containing \( B_\phi \), then \( I = B_0P(1) \) is an Iwahori subgroup. Let \( I^{opp} \subset G(F_0) \) be the Iwahori subgroup opposite to \( I \). We take a character \( \delta : T(k) \to \overline{\mathbb{Q}}_l^\times \), viewed as a character of \( I^{opp} \) via quotient by \( I^{opp}(1) \). The data \((I^{opp}, \delta), (J, \mu)\) are called hypergeometric automorphic data, see Definition \[ 15 \].

We consider the vector space of compact supported \( \overline{\mathbb{Q}}_l \)-valued functions:

\[
\mathcal{C}(\delta, \mu) = \text{Fun}(G(F)\backslash G(\mathbb{A}_F)/ \prod_{x \neq 0, \infty} G(\mathcal{O}_x), \overline{\mathbb{Q}}_l)_{\text{opp}^{(opp, \delta), (J, \mu)}}.
\]

Assume that the Coxeter number \( h_G \) of \( G \) is less than \( p \). Our first main result is the following:

**Theorem 1** (Theorem \[ 18 \] Proposition \[ 21 \]). Assume the characters \( \delta, \rho \) are in general position as in Definition \[ 17 \].

(i) The hypergeometric automorphic data is rigid in the sense of \[ Yun14b \].

(ii) The space \( \mathcal{C}(\delta, \mu) \) has finite dimension and is decomposed into a direct sum of one-dimensional subspace parametrized by the set \( Z_{G,\phi} \) of characters of \( Z_{G,\phi} = T_\phi \cap Z_G \).

For each character \( \sigma \) of \( Z_{G,\phi} \), the machinery of \[ Yun14b \] allows us to produce an \( \ell \)-adic \( \hat{G} \)-local system \( \mathcal{E}_G(\delta, \mu, \sigma) \) on \( \mathbb{G}_{m,k} \). It is defined as the Hecke eigenvalue of the Hecke eigensheaf \( A(\delta, \mu, \sigma) \), on the moduli of \( G \)-bundles on \( \mathbb{P}^1 \) with certain level structures, associated to the function of \( \mathcal{C}(\delta, \mu) \) indexed by \( \sigma \). When \( \sigma = 1 \) is the trivial character, we set \( \mathcal{E}_G(\delta, \mu) = \mathcal{E}_G(\delta, \mu, 1) \) for simplicity.

There is a parallel story when \( \ell \)-adic local systems on varieties over \( k \) are replaced by connections on algebraic vector bundles on varieties over \( \mathbb{C} \). Similarly we choose a generic linear function \( \phi : V \to \mathbb{C} \) and linear functions \( \rho : \text{Lie}(T_\phi) \to \mathbb{C} \) and \( \delta : \text{Lie}(T) \to \mathbb{C} \). We replace the Artin-Schreier sheaf associated to \( \psi \) by the exponential \( \mathbb{D} \)-module \( \mathbb{C}[x, \partial_x]/(\partial_x - 1) \) on \( \mathbb{A}_C^1 \). If \( (\delta, \mu) \) forms a rigid hypergeometric automorphic data, then the same construction as in the \( \ell \)-adic setting allows us to define a Hecke eigensheaf \( A^{dR}(\delta, \mu, \sigma) \) and its Hecke eigenvalue \( \mathcal{E}_G^{dR}(\delta, \mu, \sigma) \), a de Rham \( \hat{G} \)-local system on \( \mathbb{G}_{m,C} \).

**1.3. Comparisons with previous works.** When \( d \) is equal to the Coxeter number \( h_G \) of \( G \), the above result is due to Heinloth-Ng\"o-Yun \[ HNY13 \]. When \( G = GL_n \), the above result is obtained in \[ KY21 \]. In these works, the Hecke eigenvalues \( \mathcal{E}_G(\delta, \mu) \) are well-understood:

- When \( d = h_G \), the \( \ell \)-adic Hecke eigenvalues generalize the classical Kloosterman sheaf introduced by Deligne \[ Del77 \]. The parallel story for de Rham local systems is studied in the work of Frenkel-Gross \[ FG09 \] and of Zhu \[ Zhu17 \]. In a recent work of the second
author with Zhu [XZ22], they unified previous works and show that generalized Kloosterman sheaves for classical groups come from certain hypergeometric local systems.

- When $G = \text{GL}_n$, the Hecke eigenvalues $\mathcal{E}_{\text{GL}_n}(\delta, \mu)$ are the $\ell$-adic hypergeometric local systems defined by characters $\delta$ and $\mu = (\phi, \psi, \rho)$ [KY21] Proposition 25. In this situation, they can treat the case $d = 1$ and tame hypergeometric local systems as well.

1.4. Study of $\mathcal{E}_G^{\text{dR}}(0, \mu)$ via quantization of Hitchin’s integrable system. The second part of the paper is devoted to the study of the Hecke eigenvalue $\mathcal{E}_G^{\text{dR}}(0, \mu)$ in the de Rham setting, where we take $\delta, \sigma$ to be trivial characters. We follow Beilinson-Drinfeld’s approach [BD97] and a variant due to Zhu [Zhu17], where they constructed the “Galois-to-automorphic” direction of the geometric Langlands correspondence over $\mathbb{C}$ for certain oper

We keep the above notations and assume moreover that $G$ is simply connected (and $\hat{G}$ is therefore of adjoint type). Let $\mathcal{E}_G^{\text{dR}}(0, \mu)$ be the Lie algebra of $\hat{G}$. Suppose $d > \frac{h_G}{2}$. We consider the space $\text{Op}_G(G_m)(0, \infty)_{\mu}$ of $\hat{G}$-opers on $G_m$ that

- have a regular singularity at $0$ with residue equals to $0$;
- have a possibly irregular singularity of maximal formal slope $\leq 1/d$ at $\infty$.

There is a simple description of these oper. Let $n$ be the rank of $G$, $\mathfrak{g} = \mathfrak{n}^- \oplus t \oplus \mathfrak{n}^+$ the Cartan decomposition and $p_{-1} \in \mathfrak{n}^-$ a principal nilpotent element. Consider the unique principal $\mathfrak{sl}_2$-triple $\{p_{-1}, 2\tilde{\rho}, p_1\}$ and the $\mathfrak{ad}_{\tilde{\rho}}$-invariant subspace $\mathfrak{n}_{\mathfrak{p}^i} \subset \mathfrak{n}$. The adjoint action of $\tilde{\rho}$ gives rise to a grading on $\mathfrak{n}_{\mathfrak{p}^i}$. Let $d_1 \leq d_2 \leq \cdots \leq d_n$ be the fundamental degrees of $G$ and $p_1, \ldots, p_n$ be a homogeneous basis of $\mathfrak{n}_{\mathfrak{p}^i}$ with $\text{deg}(p_i) = d_i - 1$. If $t$ denotes a coordinate of $G_m$ with a single pole at $\infty$, then an oper of $\text{Op}_G(G_m)(0, \infty)_{\mu}$ can be uniquely expressed as the following $\mathfrak{g}$-connection on the trivial $\hat{G}$-bundle over $G_m$:

\[
\nabla = \partial_t + p_{-1} t^{-1} + \sum_{d_i \geq d} \lambda_i p_i, \quad \lambda_i \in \mathbb{C}.
\]

In particular, $\text{Op}_G(G_m)(0, \infty)_{\mu}$ is isomorphic to an affine space.

The character $\mu$ in the automorphic data factors through an abelian quotient $\bar{J}$ of $J$ (see Proposition [22]) and is parametrized by the dual of its Lie algebra $\bar{J}^*$. The conditions that $\phi$ being generic (Definition [9]) and $\tilde{\rho}$ being in the general position from $\delta = 0$ (Definition [17]) cut out a generic open subset $U$ of $\bar{J}^*$ parametrizing characters $\mu$ such that $\{(I^{\text{opp}}, 0), (J, \mu)\}$ forms a rigid hypergeometric automorphic data. Our second main result can be summarized as follows:

**Theorem 2 (Theorem [32]).** Suppose $d > h_G/2$ in the case of type $A$, $C$ and $d = h_G$ or $h_G - 2$ in the case of type $B$, $D$. There exists a canonical dominant map $\pi : \bar{J}^* \to \text{Op}_G(G_m)(0, \infty)_{\mu}$ such that, if $\mu \in U$, then the underlying connection of the $\hat{G}$-oper $\pi(\mu)$ is isomorphic to the de Rham $\hat{G}$-local system $\mathcal{E}_G^{\text{dR}}(0, \mu)$.

1.4.1. Strategy of the proof. We prove the above result following Zhu’s strategy [Zhu17], where he treats the case $d = h_G$ (for a simple simply-connected almost simple group $G$). Let $\mathcal{G}$ be the group scheme over $\mathbb{P}^1$, defined by [18]

\[
\mathcal{G}_{|\mathbb{P}^1 - \{0, \infty\}} = G \times (\mathbb{P}^1 - \{0, \infty\}), \quad \mathcal{G}(0) = I^{\text{opp}}, \quad \mathcal{G}(\infty) = \ker(J \to \bar{J}).
\]

We study the global Hitchin map $H^{\text{cl}}$ from the cotangent bundle $T^*\text{Bun}_\mathcal{G}$ of the moduli stack of $\mathcal{G}$-bundles to the Hitchin base over $G_m$ and its local variant $h^{\text{cl}}$ at $\infty$. Then we determine the schematic image Hitch($\mathbb{P}^1|\mathcal{G}$) of $H^{\text{cl}}$, which is quantized by the space $\text{Op}_G(^{\text{cl}}\mathbb{P}^1)(0, \infty)_{\mu}$. We also quantize the global and local Hitchin maps $H^{\text{cl}}$ and $h^{\text{cl}}$ (Propositions [25] and [27]). Compared to

\[\text{We restrict ourself to the case } d > h_G/2 \text{ for the simplicity of the statement.}\]
Zhu’s setting, our proof involves more complicated computation of images of Hichin maps, and the action of Segal-Sugawara operators on certain induced module of affine Kac-Moody algebra.

These quantization results allow us to apply a variant of the machinery of Beilinson-Drinfeld, dealing with suitable level structures, due to Zhu [Zhu17 Corollary 9] to produce the automorphic $\mathcal{D}$-modules on $\text{Bun}_G$, with opers of $\text{Op}_G^{\mathbb{P}^1}(0,\infty,\mathcal{J})$ as their Hecke eigenvalues. Finally, we conclude the theorem by comparing these automorphic $\mathcal{D}$-modules with $\mathcal{A}^{\text{dR}}(0,\mu)$ constructed by hypergeometric automorphic data (1.2).

1.4.2. Functoriality of opers spaces. In view of equation (2), we obtain the functorial relationship between $\text{Op}_G^{\mathbb{P}^1}(0,\infty,\mathcal{J})$ via pushout by $\mathfrak{sp}_{2n} \rightarrow \mathfrak{sl}_{2n}$, $\mathfrak{so}_{2n+1} \rightarrow \mathfrak{sl}_{2n+1}$ when $d > n$, and $\mathfrak{so}_{2n+1} \rightarrow \mathfrak{so}_{2n+2}$ when $d > n + 1$ (see Proposition [86] for details). This suggests that there should be certain functoriality between eigenvalues $\mathcal{E}_{G}^{\text{dR}}(0,\mu)$ for different groups via the same pushout. In the following, we conjecture an explicit description of Hecke eigenvalues $\mathcal{E}_{G}^{\text{dR}}(0,\mu)$, which implies the functoriality between $\mathcal{E}_{G}^{\text{dR}}(0,\mu)$.

1.5. Hypergeometric differential equation and $\mathcal{E}^{\text{dR}}_{G}(0,\mu)$. Opers (2) are closely related to hypergeometric differential equations (1). Let $G$ be one of the classical groups $\text{GL}_n$, $\text{SO}_{2n+1}$, $\text{Sp}_{2n}$, $\text{SO}_{2n}$. Std the standard representation of $G$ and $\{(\Gamma,\delta),(J,\mu)\}$ a rigid hypergeometric automorphic data such that $(\delta,\rho)$. In the de Rham setting, $\rho$ (resp. $\delta$) is defined as a linear function on $\text{Lie}(T_\phi)$ (resp. $\text{Lie}(T)$) (§1.2). There exist decompositions of subtori (see §1.7 (13))

$$\text{Lie}(T) \simeq \oplus_{i=1}^{n} \text{Lie}(T_i) \quad \text{and} \quad \text{Lie}(T_\phi) \simeq \oplus_{j=1}^{n-m} \text{Lie}(T_j) \oplus \text{Lie}(Z)$$

and we set $\delta_i = \delta(1_i)$, $\rho_j = \rho(1_j) \in \mathbb{C}$, where $1_i$ is a basis of $\text{Lie}(T_i) \simeq \mathbb{C}$. When each $\delta_i = 0$, the rigidity of hypergeometric automorphic data is satisfied by requiring each $\rho_j \notin \mathbb{Z}$.

When $G = \text{GL}_n$, we take $\phi$ as in [KY21 §7.2.2]. A variant of [KY21 Proposition 25] in the de Rham setting shows the following isomorphism:

$$\mathcal{E}_{\text{GL}_n}^{\text{dR}}(\delta,\mu) \simeq \text{Hyp}_\lambda(\delta_1,\ldots,\delta_n;\rho_1,\ldots,\rho_{n-m}).$$

Inspired by this fact and §1.4.2 we make the following conjecture on the description of the de Rham local system $\mathcal{E}_{G}^{\text{dR}}(0,\mu)(\text{Std})$ associated to the standard representation of $G$.

**Conjecture 3.** For $\breve{G} = \text{SO}_n, \text{Sp}_{2n}$ and a rigid hypergeometric automorphic data $(\delta = 0,\mu = \rho \times \phi)$ of $G$, there exists a $\lambda \in \mathbb{C}^\times$ (depending on $\phi$), such that the following isomorphisms hold:

(i) For $\breve{G} = \text{SO}_{2n+1}$, we have $\mathcal{E}_{\text{SO}_{2n+1}}^{\text{dR}}(0,\mu)(\text{Std}) \simeq \text{Hyp}_\lambda(\delta;\rho_1,\ldots,\rho_{n-m},-\rho_1,\ldots,-\rho_{n-m},1/2)$.

(ii) For $\breve{G} = \text{Sp}_{2n}$, we have $\mathcal{E}_{\text{Sp}_{2n}}^{\text{dR}}(0,\mu)(\text{Std}) \simeq \text{Hyp}_\lambda(\delta;\rho_1,\ldots,\rho_{n-m},-\rho_1,\ldots,-\rho_{n-m})$.

(iii) For $\breve{G} = \text{SO}_{2n+2}$ and $d = 2m > n + 1$, we have $\mathcal{E}_{\text{SO}_{2n+2}}^{\text{dR}}(0,\mu)(\text{Std}) \simeq \mathcal{E}_{\text{SO}_{2n+1}}^{\text{dR}}(0,\mu)(\text{Std}) \oplus (\mathcal{O}_{\text{Gr}_m},d)$.

Note that above hypergeometric differential equations are equipped with an orthogonal or symplectic symmetric structure. When $d = h_G$ (i.e. $n = m$), the above result was obtained by Zhu [Zhu17] (c.f. [XZ22 §5.2] for details).

As discussed in §1.4 Conjecture 3 implies functorial relationships between Hecke eigenvalues $\mathcal{E}_{G}^{\text{dR}}(0,\mu)$ of different groups via pushout $\text{Sp}_{2n} \rightarrow \text{SL}_{2n}$, $\text{SO}_{2n+1} \rightarrow \text{SL}_{2n+1}$ and $\text{SO}_{2n+1} \rightarrow \text{SO}_{2n+2}$ respectively.

Moreover, one can deduce the $p$-adic variants (and therefore the $\ell$-adic variants) of Conjecture 3 and the functorial relationships from their de Rham versions, by investigating the Frobenius structure on these de Rham local systems as in [XZ22].

We obtain some results towards to this conjecture:
Proposition 4. Under the assumption of Theorem 2, for $G = \text{Sp}_{2n}$ (resp. $SO_{2n+1}$), $\mathcal{E}^{dR}(0, \mu)(\text{Std})$ is isomorphic to a hypergeometric differential equation.

Above statement follows from Theorem 32 and Corollary 39.

1.6. Structure of the article. Sections 2 and 3 contains the main results and constructions of this article, while their proofs are postponed to sections 4-7. In section 2, we first briefly review the notion of rigid automorphic data following Yun [Yun14b]. Then we define the hypergeometric automorphic data using a family of Levi subgroups, that we call admissible Levi. We also specify the general position condition for the hypergeometric automorphic data to be rigid and give an explicit description of the relevant orbits (Theorem 19), which refines Theorem 1. The proofs of these theorems are given in § 5, based on the study of admissible Levi subgroups in § 4. In section 3, we study the de Rham local systems $\mathcal{E}^{dR}(0, \mu)$ produced by hypergeometric automorphic data and prove Theorem 2, Proposition 4. Our proofs consist of two steps (see § 1.5.1): we first study the associated local and global Hitchin maps in § 6, we quantize these maps to establish the geometric Langlands correspondence for opers of $\text{OP}_m(\mathbb{P}^1)_G$, and compare $\mathcal{E}^{dR}(0, \mu)$, $\text{OP}_m(\mathbb{P}^1)_G$ and hypergeometric local systems in § 7.
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1.7. Notations. We first fix some notations for the root systems in classical types.

1.7.1. Type A: $\text{GL}_{n+1}$. We take a maximal torus $T = \{ t = \text{diag}(t_1, t_2, ..., t_{n+1}) | t_i \neq 0 \}$ and define subtori $T_i = \{ (1, ..., 1, t_i, 1, ..., 1) | t_i \neq 0 \}$, $1 \leq i \leq n+1$. A basis of $X^*(T)$ is $\chi_i : t \mapsto t_i$, $1 \leq i \leq n+1$. Let $\lambda_i : t_i \mapsto (1, ..., 1, t_i, 1, ..., 1)$, where $t_i$ sits at $i$-th diagonal entry, $1 \leq i \leq n+1$. The roots, positive roots, simple roots and half sum of positive coroots are

$$\Phi_G = \{ \chi_i - \chi_j | 1 \leq i \neq j \leq n+1 \};$$
$$\Delta_G = \{ \alpha_i = \chi_i - \chi_{i+1} | 1 \leq i \leq n \};$$
$$\Phi^+_G = \{ \chi_i - \chi_j | 1 \leq i < j \leq n+1 \};$$
$$\tilde{\rho}_G = \frac{1}{2} \sum_{i=1}^{n+1} (n - 2i + 2) \lambda_i.$$

1.7.2. Type B: $\text{SO}_{2n+1}$. Let $J$ be the anti-diagonal matrix with $J_{ij} = (-1)^i \delta_{i,2n+2-j}$ and

\[ \text{SO}_{2n+1} = \{ A \in \text{SL}_{2n+1} | AJA^T = J \}. \]

We take a maximal torus $T = \{ t = \text{diag}(t_1, t_2, ..., t_n, t_1^{-1}, t_2^{-1}, ..., t_n^{-1}) | t_i \neq 0 \}$ and define subtori $T_i = \{ (1, ..., 1, t_i, 1, ..., 1) | t_i \neq 0 \}$, $1 \leq i \leq n$. A basis of characters $X^*(T)$ is $\chi_i : t \mapsto t_i$, $1 \leq i \leq n$. A basis of cocharacters $X_*(T)$ is $\lambda_i : t_i \mapsto (1, ..., t_i, ..., t_i^{-1}, ..., 1)$, where $t_i$ and $t_i^{-1}$ are $i$-th and $i + n$-th diagonal entries, $1 \leq i \leq n$. The roots, positive roots, simple roots and half sum of positive coroots are

$$\Phi_G = \{ \pm \chi_i | 1 \leq i \leq n \} \cup \{ \pm \chi_i \pm \chi_j | 1 \leq i < j \leq n \};$$
$$\Phi^+_G = \{ \chi_i - \chi_{i+k} = \sum_{j=i}^{i+k-1} \alpha_j | 1 \leq i < k \leq n \} \cup \{ \chi_i = \sum_{j=i}^{n-1} \alpha_j + \alpha_n | 1 \leq i \leq n \};$$
$$\cup \{ \chi_i + \chi_{i+k} = \sum_{j=i}^{i+k-1} \alpha_j + 2 \sum_{j=i+k}^{n-1} \alpha_j + 2 \alpha_n | 1 \leq i < k \leq n \};$$
$$\Delta_G = \{ \alpha_i = \chi_i - \chi_{i+1} | 1 \leq i \leq n - 1 \} \cup \{ \alpha_n = \chi_n \};$$
$$\tilde{\rho}_G = \sum_{i=1}^{n} (n - i + 1) \lambda_i.$$
1.7.3. Type C: $\text{Sp}_{2n}$. Let $J$ be the anti-diagonal matrix with $J_{ij} = (-1)^i \delta_{i,2n+1-j}$ and

$$\text{Sp}_{2n} = \{ A \in \text{SL}_{2n} \mid AJA^T = J \}.$$

We take a maximal torus $T = \{ t = \text{diag}(t_1, t_2, ..., t_n, t_n^{-1}, t_{n-1}^{-1}, ..., t_1^{-1}) \mid t_i \neq 0 \}$ and define subtori $T_i = \{ (1, ..., 1, t_i, 1, ..., 1, t_i^{-1}, 1, ..., 1) \mid t_i \neq 0 \}$, $1 \leq i \leq n$. A basis of characters $X^*(T)$ is $\chi_i : t \mapsto t_i$, $1 \leq i \leq n$. A basis of cocharacters $X_*(T)$ is $\lambda_i : t_i \mapsto (1, ..., t_i, ..., t_i^{-1}, ..., 1)$, where $t_i$ and $t_i^{-1}$ are $i$-th and $(2n+1-i)$-th diagonal entries, $1 \leq i \leq n$. The roots, positive roots, simple roots and half sum of positive coroots are

$$\Phi_G = \{ \pm (\chi_i - \chi_j) \mid 1 \leq i < j \leq n \} \cup \{ \pm (\chi_i + \chi_j) \mid 1 \leq i \leq j \leq n \};$$

$$\Phi^+_G = \{ \chi_i - \chi_{i+k} = \sum_{j=i}^{i+k-1} \alpha_j |1 \leq i < i + k \leq n \} \cup \{ \chi_i + \chi_{i+k} = \sum_{j=i}^{i+k-1} \alpha_j + 2 \sum_{j=i+k}^{n-1} \alpha_j + \alpha_n |1 \leq i < i + k \leq n \};$$

$$\Delta_G = \{ \alpha_i = \chi_i - \chi_{i+1} |1 \leq i \leq n - 1 \} \cup \{ \alpha_n = 2 \chi_n \}; \quad \tilde{\rho}_G = \frac{1}{2} \sum_{i=1}^{n} (2(n-i)+1) \lambda_i.$$

1.7.4. Type D: $\text{SO}_{2n}$. Let $J$ be the anti-diagonal matrix with $J_{ij} = (-1)^{\max(i,j)} \delta_{i,2n+1-j}$ and

$$\text{SO}_{2n} = \{ A \in \text{SL}_{2n}, AJA^T = J \}.$$

We take a maximal torus $T = \{ t = \text{diag}(t_1, t_2, ..., t_n, t_n^{-1}, t_{n-1}^{-1}, ..., t_1^{-1}) \mid t_i \neq 0 \}$ and define subtori $T_i = \{ (1, ..., 1, t_i, 1, ..., 1, t_i^{-1}, 1, ..., 1) \mid t_i \neq 0 \}$, $1 \leq i \leq n$. A basis of characters $X^*(T)$ is $\chi_i : t \mapsto t_i$, $1 \leq i \leq n$. A basis of cocharacters $X_*(T)$ is $\lambda_i : t_i \mapsto (1, ..., t_i, ..., t_i^{-1}, ..., 1)$, where $t_i$ and $t_i^{-1}$ are $i$-th and $(2n+1-i)$-th diagonal entries, $1 \leq i \leq n$. The roots, positive roots, simple roots and half sum of positive coroots are

$$\Phi_G = \{ \pm \chi_i \pm \chi_j \mid 1 \leq i < j \leq n \};$$

$$\Phi^+_G = \{ \chi_i - \chi_{i+k} = \sum_{j=i}^{i+k-1} \alpha_j |1 \leq i < i + k \leq n \}$$

$$\cup \{ \chi_i + \chi_{i+k} = \sum_{j=i}^{i+k-1} \alpha_j + 2 \sum_{j=i+k}^{n-2} \alpha_j + \alpha_n |1 \leq i < i + k \leq n - 1 \}$$

$$\cup \{ \chi_i + \chi_n = \sum_{j=i}^{n-2} \alpha_j + \alpha_n |1 \leq i < n \};$$

$$\Delta_G = \{ \alpha_i = \chi_i - \chi_{i+1} |1 \leq i \leq n - 1 \} \cup \{ \alpha_n = \chi_n + \chi_n \}; \quad \tilde{\rho}_G = \sum_{i=1}^{n} (n-i) \lambda_i.$$

2. Hypergeometric automorphic data

Let $k$ be a finite field of characteristic $p$, $\bar{k}$ an algebraic closure of $k$ and $\ell \neq p$ a prime. Let $X$ be the projective line $\mathbb{P}^1$ over $k$ and $F = k(X)$ its function field. For any point $x \in |X|$, let $F_x$ be the local field at $x$, $\mathcal{O}_x$ the ring of integers and $t_x$ in $\mathcal{O}_x$ a uniformizer. Let $G$ be a connected split reductive group over $k$, $h_G$ its Coxeter number. We assume $p > h_G$.\footnote{One reason for this assumption is to define the grading given by $\tilde{\rho}/d$ on $\mathfrak{g}$; another reason is that we will later use the exponential of nilpotent elements, which is given by Springer isomorphism assuming $p > h_G$.} We fix a Borel subgroup $B \subset G$ and a maximal torus $T \subset B$. Our goal is to define the notion of hypergeometric automorphic data for $G$ on $X$ and formulate our main theorems about rigidity of such automorphic data.

\[ \quad \]
2.1. Recollections on rigid automorphic data. In this subsection, we briefly recall a simplified version of Yun’s notion of rigid automorphic data [Yun14b] ignoring the central characters, which is sufficient for our purpose. For a more detailed exposition of Yun’s theory, cf. [KY21] § 6.

**Definition 5.** Let $S$ be a finite subset of $|X|$. An automorphic data (on $(X, S)$) is a collection of data $(K_x, \gamma_x)_{x \in S}$:

- For each $x \in S$, $K_x \subset L_xG$ is a pro-algebraic subgroup of loop group, contained in some parahoric subgroup with finite codimension;
- For each $x \in S$, $\gamma_x$ is a (rank one) character sheaf on $K_x$, which is pullback from a finite dimensional quotient $K_x \to L_x := K_x/K_x^+$, where $K_x^+ \subset K_x$ is a normal subgroup.

We set $K_S = \prod_{x \in S} K_x$ and $L_S = \prod_{x \in S} L_x$. Then $\gamma_S = \prod_{x \in S} \gamma_x$ defines a character sheaf on $L_S$.

The set $S$ is called the set of ramification points of the automorphic data. For each $x \in X$, the pair $(K_x, \gamma_x)$ (and the subgroup $K_x^+$) is called the automorphic data at $x$.

**Remark 6.** In practice, when constructing rigid automorphic data, the groups $K_x$ need to be chosen carefully and are usually unique within each context. In contrast, there is some flexibility in the choice of the groups $K_x^+$.

2.1.1. Associated moduli stack of bundles. To every automorphic data, one associates group schemes $\mathcal{G}$ and $\mathcal{G}'$ over $X$ satisfying

$$
\mathcal{G}|_{X-S} = G \times (X-S), \quad \mathcal{G}|_{o_x} = K_x^+, \quad \forall x \in S;
$$

$$
\mathcal{G}'|_{X-S} = G \times (X-S), \quad \mathcal{G}'|_{o_x} = K_x, \quad \forall x \in S.
$$

Let $\text{Bun}_\mathcal{G}$ (resp. $\text{Bun}_\mathcal{G}'$) be the algebraic stack of $\mathcal{G}$-bundles (resp. $\mathcal{G}'$-bundles) on $X$. The action of $L_S$ on $\text{Bun}_\mathcal{G}$ makes $\text{Bun}_\mathcal{G}$ into a $L_S$-torsor over $\text{Bun}_\mathcal{G}'$. Therefore, for a $G$-bundle $\mathcal{E} \in \text{Bun}_\mathcal{G}(\bar{k})$, its stabilizer

$$
\text{Stab}(\mathcal{E}) := \{ (l, \eta) | l \in L_S, \eta \in \text{Isom}(\mathcal{E}, l \cdot \mathcal{E}) \}
$$

has a canonical morphism to $L_S$. Let

$$
P: \text{Bun}_\mathcal{G} \to \text{Bun}_\mathcal{G}'
$$

be the quotient by $L_S$. For $\mathcal{E}' = p(\mathcal{E})$, we have $\text{Aut}_{\mathcal{G}'}(\mathcal{E}') \simeq \text{Stab}(\mathcal{E})$. The restriction of an automorphism to formal disks around $x \in S$ induces a morphism

$$
\text{Aut}_{\mathcal{G}'}(\mathcal{E}') \to \prod_{x \in S} \text{Aut}(\mathcal{E}'|_{o_x}) \simeq K_S.
$$

The morphism $\text{Stab}(\mathcal{E}) \to L_S$ is compatible with the composition of above morphism and $K_S \to L_S$.

**Definition 7.** (i) A $\mathcal{G}$-bundle $\mathcal{E} \in \text{Bun}_\mathcal{G}(\bar{k})$ is relevant if the pullback of $\gamma_S$ along $\text{Stab}(\mathcal{E}) \to L_S$ is constant over the neutral component $\text{Stab}(\mathcal{E})^\circ$.

(ii) A $\mathcal{G}'$-bundle $\mathcal{E}' \in \text{Bun}_{\mathcal{G}'}(\bar{k})$ is relevant if the pullback of $\gamma_S$ along $\text{Aut}_{\mathcal{G}'}(\mathcal{E}') \to K_S \to L_S$ is constant over the neutral component $\text{Aut}(\mathcal{E}')^\circ$.

By above discussion, we see that $\mathcal{E}$ is relevant if and only if $p(\mathcal{E})$ is relevant, and that $\mathcal{E}$ is relevant if and only if every bundle in its $L_S$-orbit is relevant. Such an $L_S$-orbit is called relevant orbit.

2.1.2. Rigidity. Let $\hat{G}$ be the dual group of $G$ over $\bar{Q}_l$ with center $Z_{\hat{G}}$. The Kottwitz morphism

$$
\kappa: \text{Bun}_\mathcal{G} \to X^*(Z_{\hat{G}})
$$

exhibits $X^*(Z_{\hat{G}})$ as the set of connected components of $\text{Bun}_\mathcal{G}$ (resp. $\text{Bun}_{\mathcal{G}'}$). For $\alpha \in X^*(Z_{\hat{G}})$, we denote the associated component by $\text{Bun}_\mathcal{G}^\alpha$ (resp. $\text{Bun}_{\mathcal{G}'}^\alpha$).

**Definition 8.** An automorphic data is called rigid if on each component $\text{Bun}_{\mathcal{G}'}^\alpha$ of $\text{Bun}_\mathcal{G}$, there is a unique relevant orbit. (Equivalently, there is a unique relevant element on each component $\text{Bun}_{\mathcal{G}'}^\alpha$.)
The main result of [Yun14b] states that in favourable situations, rigid automorphic data give rise to Hecke eigensheaves on $\text{Bun}_G$. The corresponding Hecke eigenvalues are expected to be rigid $G$-local systems.

2.2. Toric pairs. Let $M$ be a standard Levi subgroup of $G$ such that its root system $\Phi_M$ is irreducible. The aim of this subsection is to define the notion of toric pair $(G, M)$. This notion will be used to define hypergeometric automorphic data in the next subsection. We assume that $M \neq T$ since the case $M = T$ behaves differently, cf. §2.2.6.

2.2.1. Generic functionals of Levi subalgebras. For a root $\alpha \in \Phi_G$, we denote its height by $\text{ht}(\alpha) = \langle \overset{\circ}{\rho}_G, \alpha \rangle$. Note that since $M$ is a standard Levi, $\langle \overset{\circ}{\rho}_G, \alpha \rangle = \langle \overset{\circ}{\rho}_M, \alpha \rangle$ for $\alpha \in \Phi_M$. Denote the Coxeter number of $M$ by $d := h_M$. This is the same $d$ as in §1.2. Consider the Coxeter grading of $m$ defined by $\overset{\circ}{\rho}_M/d$:

$$m = \bigoplus_{i \in \mathbb{Z}/d\mathbb{Z}} m_i, \quad m_i := \bigoplus_{\alpha \in \Phi_M, \text{ht}(\alpha) \equiv i \mod d} m_\alpha.$$  

We recall a definition from [HNY13]:

**Definition 9.** An element $\phi \in m_1^*$ is called generic if its restriction to each root subspace of $m_1$ is non-trivial.

A generic functional on $m_1$ can be written as $\lambda_{-\theta} E_{-\theta, M}^* + \sum_{\alpha \in \Delta_M} \lambda_\alpha E_\alpha^*$, where $E_\alpha^*$ is a basis of $\mathfrak{g}_\alpha^*$ and $\lambda_{-\theta}, \lambda_\alpha \in k^\times$. Such a functional is $T$-conjugate to

$$\phi = \lambda E_{-\theta, M}^* + \sum_{\alpha \in \Delta_M} E_\alpha^*, \quad \text{for } \lambda \in k^\times.$$

2.2.2. Grading on $\mathfrak{g}$. Consider the grading on $\mathfrak{g}$ defined by $\overset{\circ}{\rho}_G/d$:

$$\mathfrak{g} = \bigoplus_{i \in \mathbb{Z}/d\mathbb{Z}} \mathfrak{g}_i, \quad \mathfrak{g}_i := \bigoplus_{\alpha \in \Phi_G, \text{ht}(\alpha) \equiv i \mod d} \mathfrak{g}_\alpha.$$  

Let $G_0$ be the connected subgroup of $G$ with Lie algebra $\mathfrak{g}_0$. Let $B_0 := B \cap G_0$ and $U_0 := U \cap G_0$. Then $G_0$ is a reductive group containing $T$ and $B_0$ is a Borel subgroup of $G_0$ with Levi decomposition $B_0 = TU_0$. The adjoint action of $G$ on $\mathfrak{g}$ restricts to an action of $G_0$ on $\mathfrak{g}_1$, called the Vinberg representation. The pair $(G_0, \mathfrak{g}_1)$ is known as a Vinberg $\theta$-group [Vin76].

2.2.3. Let $\phi \in m_1^*$ be a generic functional. We have a canonical $T$-equivariant projection $\mathfrak{g}_1 \to m_1$. Thus, we can think of $\phi$ as an element of $\mathfrak{g}_1^*$. Let $L_\phi, B_\phi, U_\phi, \text{ and } T_\phi$ be the connected stabilizer of $\phi$ in $G_0, B_0, U_0, \text{ and } T$, respectively. As $\phi$ is semisimple, $L_\phi$ is a connected reductive group with solvable subgroup $B_\phi$, unipotent subgroup $U_\phi$, and torus $T_\phi$. We set $Z_{G, \phi} = T_\phi \cap Z_G$.

**Proposition 10.** (i) $T_\phi = \left( \bigcap_{\alpha \in \Delta_M} \ker(\alpha) \right)^\circ$.

(ii) $T_\phi$ is a maximal torus of $L_\phi$.

(iii) $C_G(T_\phi) = M$.

(iv) $B_\phi$ is a Borel subgroup of $L_\phi$ with Levi decomposition $B_\phi = T_\phi U_\phi$.

**Proof.** Assertion (i) follows immediately from the definition of $\phi$. For (ii-iii), let $S$ be a maximal torus of $L_\phi$ containing $T_\phi$. Then we have $S \subseteq C_G(T_\phi)$. By (i) and [Dup] Proof of Proposition 6.8, we have $M = C_G(T_\phi)$ and therefore $S \subseteq M$. We deduce that $S \subseteq G_0 \cap M = T$ and $S \subseteq (T \cap L_\phi)^\circ = T_\phi$. We conclude that $T_\phi = S$ is a maximal torus of $L_\phi$.

We postpone the proof assertion (iv) to §4.2.11. $\Box$
2.2.4. **Definition of toric pairs.** Observe that the torus $T_\phi$ acts on $U_0$ by conjugation, preserving the subgroup $U_\phi$. Thus, $T_\phi$ acts on the affine variety $U_0/U_\phi$.

**Definition 11.** We say that the pair $(G, M)$ is toric if the action of $T_\phi$ on $U_0/U_\phi$ has an open dense orbit whose stabilizer is finite modulo center.

If $(G, M)$ is toric, then $U_0/U_\phi$ is a toric variety. In particular, the action of $T_\phi$ on $U_0/U_\phi$ has finitely many orbits. In this case, we have

\[ \dim(T_\phi) = \dim(U_0/U_\phi) + \dim Z_G. \]

We regard this equality as a numerical requirement for a pair $(G, M)$ being toric.

2.2.5. **Classification of toric pairs.** The classification of toric pairs is an interesting open problem. One readily verifies that the pair $(G, G)$ is toric for every connected reductive group $G$. If $G = GL_n$, then one can show that $(G, M)$ is toric if and only if $M$ is conjugate to $GL_m \times GL_1 \times \cdots \times GL_1$. The if direction was established in [KY21] and the only if direction can be proved using the numerical requirement and a quiver description of the grading.

The main result of this section, stated below, concerns toric pairs for classical groups, i.e. the almost simple groups whose root systems are of type A, B, C, or D.

Consider the following family of Levi subgroups:

**Definition 12.** Let $G$ be a classical group and $\Delta_G = \{\alpha_1, \cdots, \alpha_n\}$ the standard set of simple roots in its usual ordering (see §1.7). A standard Levi subgroup $M \subseteq G$ is said to be admissible if $\Delta_M = \{\alpha_{n-m+1}, \ldots, \alpha_n\}$ where $1 \leq m \leq n$ when $G$ is of type $A_n$, $B_n$, or $C_n$, and $3 \leq m \leq n$ when $G$ is of type $D_n$.

The Coxeter number $d = h_M$ of $M$ and $m$ are related by

\[ m = \begin{cases} 
    d - 1, & \text{Type A;} \\
    d/2, & \text{Type B and C;} \\
    d/2 + 1, & \text{Type D.}
\end{cases} \]

**Theorem 13.** Let $G$ be a classical group and $M \subseteq G$ an admissible Levi. Then $(G, M)$ is toric.

This theorem is proved in §4 via a detailed case by case analysis.

2.2.6. **The case $M = T$.** Observe that every functional $\phi \in \mathfrak{t}^*$ is generic, since $T$ has no roots. An easy case by case analysis shows that the numerical requirement holds if and only if $G$ is of type $A_n$ and $L_\phi$ is of type $A_{n-1}$. In [KY21], it is proved that in this case, the action of $T_\phi$ on $U_0/U_\phi$ has a dense open orbit with finite stabilizers.

2.3. **Hypergeometric representations.** In this subsection, we define a new class of euphotic representations in the sense of [JY20, §2.2], which we call (wild) hypergeometric representations. These representations are closely related to the notion of hypergeometric automorphic data, introduced in the next subsection.

2.3.1. Let $M$ be a Levi subgroup of $G$ such that $M \neq T$ and $(G, M)$ is toric (Definition 11). In previous section, we study the grading of $g$ defined by $\mathbf{\hat{\rho}}_G/d$. Now observe that $\mathbf{\hat{\rho}}_G/d$ also defines a (principal) parahoric subgroup $P \subset L_{\infty}G$ equipped with a Moy-Prasad filtration

\[ P \supset P(1) \supset P(2) \supset \cdots. \]

---

5We thank K. Jakob for explaining the argument to us.
We set $L = P/P(1)$ and $V = P(1)/P(2)$. Then $L$ is a reductive group over $k$ equipped with a canonical embedding into $P$. Thus, we can (and do) think of $L$ as a subgroup of $P$. Moreover, we have canonical isomorphisms

$$L \simeq G_0, \quad V \simeq \mathfrak{g}_1.$$  

2.3.2. Let $\phi \in \mathfrak{g}_1^*$ be a functional induced by a generic functional of $\mathfrak{m}_1^*$ via projection $\mathfrak{g}_1 \to \mathfrak{m}_1$, and $\psi : k \to \overline{Q}_k^\times$ a nontrivial additive character. Then we can view $\psi \phi$ as a character $P(1) \to \overline{Q}_k^\times$, which factors through $V$. We can extend this character to a larger subgroup of $P$ as follows. Recall that stabilizer $L_{\phi} \subset G_0$ and its Borel subgroup $B_{\phi} = T_\phi U_{\phi}$ studied in the previous section. We take again notations of §2.2.3. Let $\rho : B_{\phi} \to B_{\phi}/U_{\phi} \simeq T_{\phi} \to \overline{Q}_k^\times$ be a multiplicative character. Using the isomorphism $L \simeq G_0$, we can think of these as subgroups of $L$ (and therefore as subgroups of $P$). We denote by $J$ the following subgroup of $P$:

$$J = B_{\phi} \ltimes P(1) \subset P.$$  

As $B_{\phi}$ stabilizes $\phi$, the following morphism is a character:

$$\mu : J \to \overline{Q}_k^\times, \quad \mu(bp) = \rho(b)\psi(p), \quad b \in B_{\phi}, p \in P(1).$$  

**Definition 14.** The irreducible subquotients of the (compactly) induced representation $\text{ind}_J^{G(K)} \mu$ are called (wild) hypergeometric representations.

By definition, hypergeometric representations are the euphotic representations associated to the functional $\phi$, cf. [JY20 §2.2]. If $M = G$, then $J = P$ equals to the Iwahori subgroup $I$, and wild hypergeometric representations are the simple supercuspidal representations $\text{GR10}$. Note, however, that hypergeometric representations associated to toric pairs $(G, M)$ with $M \neq G$ are not expected to be supercuspidal.

2.4. **Hypergeometric automorphic data.** In this subsection, we give the main definition of this paper introducing hypergeometric automorphic data and state our main theorem regarding these automorphic data. We continue with the notations of the previous subsection. Thus, $G$ is a connected split reductive group over a finite field $k$, $M \neq T$ is a Levi subgroup of $G$ such that $(G, M)$ is toric. After choosing a generic functional $\phi \in \mathfrak{m}_1^*$, a character $\rho : T_{\phi} \to \overline{Q}_k^\times$, and an additive character $\psi$ of the ground field, we obtain a character $\mu$ on $J = B_{\phi} \ltimes P(1) \subset L_\infty G$ [9].

Let $\mathcal{L}_\mu = \mathcal{L}_\rho \boxtimes \phi^*\mathcal{L}_\psi$ be the character sheaf on the proalgebraic group $J$ whose Frobenius trace equals to $\mu$. Let $I^{\text{opp}}$ be the Iwahori subgroup of the loop group $L_0 G$ at 0, which is opposite to the Iwahori $I = B_0 P(1) \subset L_\infty G$. Choose a character $\delta : T \to \overline{Q}_k^\times$, regarded as a character of $I_{\text{opp}}$ via $I^{\text{opp}} \to I^{\text{opp}}/I_{\text{opp}}^{(1)} \simeq T$. Let $\mathcal{L}_\delta$ be the character sheaf on $I^{\text{opp}}$ whose Frobenius trace equals to $\delta$.

**Definition 15.** The (wild) hypergeometric automorphic data on $(\mathbb{P}^1, \{0, \infty\})$ associated to $(G, M, \mu, \delta)$ is defined by

$$(K_x, \gamma_x) := \begin{cases} (I^{\text{opp}}, \mathcal{L}_\delta), & x = 0; \\ (J, \mathcal{L}_\mu), & x = \infty. \end{cases}$$

For the results of this section, we can take any suitable subgroups $K_x^+$ of $K_x$ in Definition 5 for hypergeometric automorphic data, e.g. $K_0^+ = I^{\text{opp}}(1), K_\infty^+ = P(2)$. We will discuss certain particular choices of $K_x^+$ in §3.
2.4.1. Numerical condition for rigidity. We denote by $\mathcal{G}'$ the group scheme over $\mathbb{P}^1$ defined by
\begin{equation}
\mathcal{G}'|_{\mathbb{P}^1-\{0,\infty\}} = G \times (\mathbb{P}^1-\{0,\infty\}), \quad \mathcal{G}'(0) = I^{opp}, \quad \mathcal{G}'(\infty) = J = B_\phi P(1).
\end{equation}

**Lemma 16.** For a toric pair $(G, M)$, we have $\dim \text{Bun}_{\mathcal{G}'} = 0$.

**Proof.** Let $[\mathfrak{g}(O_x) : \text{Lie}(K_x)]$ denotes relative dimension of $O_x$-lattices in $\mathfrak{g}(F_x)$. It suffices to show
\[ \dim \text{Bun}_{\mathcal{G}'} = \dim \text{Bun}_G - [\mathfrak{g}(O_0) : \text{Lie}(I^{opp})] - [\mathfrak{g}(O_\infty) : \text{Lie}(J)] = 0. \]

When $(K_0, K_\infty) = (I^{opp}, I(1))$ (i.e. replacing $J$ by $I(1)$ in the above formula), it is proved in [HNY13 Corollary 1.3]. By (5), the relative dimension between $J = B_\phi P(1)$ and $I(1) = Z_G U_0 P(1)$ is zero. Then the lemma follows. \[ \square \]

If the stabilizers of relevant orbits in an automorphic data are finite, then above fact is an
necessary condition for the data to be rigid, cf. [Yun14b Lemma 2.7.12.(2)]. This suggests that
hypergeometric automorphic data should be “generically” rigid. In the following subsection, we
make this intuition precise.

2.5. Rigidity. Let $(G, M)$ be an admissible Levi as in Definition [12]. Recall from Theorem [13] that
such Levi is toric. We specify a condition on the characters $\delta, \rho$ in the associated hypergeometric
automorphic data [10] under which we prove that the data is rigid.

2.5.1. General position between $\delta$ and $\rho$. Note that since $U_0/U_\phi$ is a toric variety for the action of
$T_\phi$, there are finitely many $T_\phi$-orbits on it. Define a finite set $S$ consisting of subtori of $T_\phi$ by
\begin{equation}
S := \{(\text{Stab}_{T_\phi}(x))^0 \mid x \in T_\phi \backslash (U_0/U_\phi)\}.
\end{equation}

Let $W$ be the Weyl group of $G$. We denote by $\delta^w$ the conjugation of $\delta : T \to \mathbb{Q}_\ell^\times$ by a Weyl
group element $w \in W$.

**Definition 17.** We say $\delta$ and $\rho$ are in general position if $\rho|_S \neq \delta^w|_S$ for all $S \in S$ and $w \in W$.

The above condition is the same as requiring the character sheaves are different: $\mathcal{L}_\rho|_S \neq \mathcal{L}_{\delta^w}|_S$.

For $G = \text{GL}_{n+1}, \text{Sp}_{2n}, \text{SO}_{2n+1}, \text{SO}_{2n}$, we can make above condition more explicit. Let $n$ be the
rank of the derived group of $G$, $Z_G$ the center of $G$. We take the standard splitting of the diagonal
$T$ into diagonal entries $T = \prod_i T_i$ (see §1.7).

Recall from Definition [12] that $M$ has $m$ simple roots. We obtain from Proposition [10](ii) that
\begin{equation}
T_\phi = \begin{cases} 
Z \prod_{i=1}^{n-m} T_i, & G = \text{GL}_{n+1}; \\
\prod_{i=1}^{n-m} T_i, & G = \text{SO}_{2n+1}, \text{Sp}_{2n}, \text{SO}_{2n}.
\end{cases}
\end{equation}

In this case, the condition that $\delta, \rho$ are in general position can be simplified to the following:
\begin{equation}
\rho|_{T_i} \neq \delta^w|_{T_i}, \quad \forall w \in W; \ 1 \leq i \leq n-m.
\end{equation}

For $G = \text{GL}_{n+1}$, above becomes the assumption $\chi_i \neq \rho_j$ in the statement of [KY21 Theorem 10].

**Theorem 18.** Suppose $M$ is an admissible Levi of $G$, and $\delta, \rho$ are in general position. Then the
hypergeometric automorphic data is rigid.

For toric pairs $(G, G)$, this theorem is proved in [HNY13]. When $G = \text{GL}_n$, this theorem is
obtained in [KY21]. We first give a refinement of the above theorem in the following, which we will
prove later.
2.5.2. The relevant orbits. We give an explicit description of the relevant orbits of \( \text{Bun}_G \) for the hypergeometric automorphic data in Theorem \[18\]. Let \( \tilde{W} = N_G(F_\infty)(T(F_\infty))/T(0_\infty) \) be the Iwahori-Weyl group and \( \Omega \subset \tilde{W} \) the normalizer of the Iwahori \( I \). Let \( s \) be a coordinate around \( \infty \) and \( I^{-} := I^{\text{opp}} \cap G(k[s, s^{-1}]) \). Using Birkhoff decomposition, we have (see \[21\] for details)

\[
\text{Bun}_G^{\tilde{r}}(k) = \bigsqcup_{\tilde{w} \in \tilde{W}} I^{-} \backslash I^{-} \tilde{w} U_0 J / J = \bigsqcup_{\tilde{w} \in \tilde{W}} \bigsqcup_{[u] \in T_\phi \backslash (U_0 / U_\phi)} I^{-} \backslash I^{-} \tilde{w} u J / J.
\]

Let \( \tilde{u} \in U_0 / U_\phi \) be an element whose \( T_\phi \)-orbit is dense and open. We deduce Theorem \[18\] from the following theorem, which is proved in \S \ref{section5}.

**Theorem 19.** Let \( S' \) be the group scheme associated to a hypergeometric automorphic data for an admissible Levi \( M \) \[21\].

(i) The automorphism group of a \( S' \)-bundle is finite if and only if it is associated to the double coset \( I^{-} \backslash I^{-} \tilde{w} u J / J \), for some \( \tilde{w} \in \Omega \).

(ii) Suppose \( \delta \) and \( \rho \) are in general position. Then the relevant bundles are \( \{ I^{-} \tilde{w} u J \mid \tilde{w} \in \Omega \} \).

Moreover, the automorphism group of a relevant bundle is isomorphic to \( Z_{G,\phi} \).

**Remark 20.** We expect that above rigidity theorem holds for any toric pairs \((G, M)\). However, we do not know if there exist toric pairs other than the admissible Levi subgroups.

2.6. Hecke eigensheaves and eigenvalues. We now discuss the eigensheaves and eigenvalues arising from these rigid data. Let \( \mathcal{D}(\delta, \mu) \) be the derived category of \( \mathbb{Q}_\ell \)-complexes on \( \text{Bun}_G \) with \((T \times J / P(2), \mathcal{L}_\delta \boxtimes \mathcal{L}_\mu)\)-equivariant structures, and \( P(\delta, \mu) \) the full subcategory of perverse sheaves. By applying the argument of \[JY20, \S4.1-4.2\], we deduce from Theorem \[19\] the following result about Hecke eigenvalues associated to rigid hypergeometric automorphic data.

**Proposition 21.** We keep the assumption of Theorem \[19\]. Let \( Z_{G,\phi}^* \) be the set of characters of \( Z_{G,\phi} = T_\phi \cap Z_G \). Then there exists a decomposition

\[
P(\delta, \mu) = \bigoplus_{\sigma \in Z_{G,\phi}^*} P_{\sigma},
\]

such that each \( P_{\sigma} \) contains a unique simple perverse sheaf \( \mathcal{A}(\delta, \mu)_{\sigma} \) on \( \text{Bun}_G \), which is a Hecke eigensheaf with eigenvalue \( \mathcal{E}_G(\delta, \mu)_{\sigma} \). Moreover, \( \mathcal{E}_G(\delta, \mu)_{\sigma} \) is a semisimple \( \tilde{G} \)-local system on \( \mathbb{G}_m \).

When \( \sigma \) is the trivial character 1, we ignore the subscript 1 from \( \mathcal{E}(\delta, \mu)_1, A(\delta, \mu)_1 \). When \( G = \text{PGL}_n, \text{Sp}_{2n}, \) or \( \text{SO}_n \), the group \( Z_{G,\phi} \) is trivial, and we obtain a unique Hecke eigenvalue \( \mathcal{E}(\delta, \mu) = \mathcal{E}(\delta, \mu)_1 \). However, when \( G = \text{SL}_n \), the group \( Z_{G,\phi} \) equals the center \( Z_G \) (c.f. \[6.1.1\]).

2.6.1. Trivial functoriality. Let \( H \to G \) be a central isogeny of classical groups. Then it induces an isomorphism \( m_{H,1} \cong m_{G,1} \), and we can abusively use the notation \( \phi \) to denote the “same” generic linear functional on these spaces. Let \( \delta, \rho, \) and \( \sigma \) be characters of \( T_G, T_{G,\phi}, \) and \( \sigma \in Z_{G,\phi}^* \), respectively. We denote the resulting characters of \( T_H, T_{H,\phi}, \) and \( Z_{H,\phi} \) by the same notations. Then the \( \tilde{H} \)-eigenvalue \( \mathcal{E}_{\tilde{H}}(\delta, \mu)_{\sigma} \) is the pushout of \( \mathcal{E}_G(\delta, \mu)_{\sigma} \) along \( G \to \tilde{H} \). For instance, if \( G \) is adjoint, then the unique Hecke eigenvalue \( \mathcal{E}_G(\delta, \mu) \) maps to \( \mathcal{E}_{\tilde{H}}(\delta, \mu) \).

2.6.2. Relationship to Katz’s hypergeometric sheaves. In \[KY21\], a variant of Theorem \[19\] is proved for \( G = \text{GL}_n \), and it is shown that the resulting Hecke eigenvalues are precisely the \( \ell \)-adic hypergeometric local systems introduced in \[Kat90\]. We expect that the Hecke eigenvalues \( \mathcal{E}_G(\delta, \mu) \) are related to those \( \ell \)-adic hypergeometric local systems that admit an \( \tilde{G} \)-symmetry (c.f. Conjecture \[8\] for a precise statement in the de Rham setting). We will study this relationship in the de Rham setting (see subsection below) in the next section.
2.6.3. De Rham variant. As explained in [HNY13, §2.6], there is a variant of the above construction using $\mathcal{D}$-modules in stead of $\ell$-adic sheaves. We take the base field to be $k = \mathbb{C}$. We choose a generic $\mathbb{C}$-linear function $\phi : \mathfrak{m}_1 \to \mathbb{C}$ and $\mathbb{C}$-linear functions $\rho : \text{Lie}(T_\delta) \to \mathbb{C}$ and $\delta : \text{Lie}(T) \to \mathbb{C}$. We replace the Artin-Scherier sheaf by the exponential $\mathcal{D}$-module $\mathbb{C}(x, \partial_x)/(\partial_x - 1)$ on $\mathbb{A}^\bullet_{\mathbb{C}}$, and the Kummer sheaves $\mathcal{L}_\rho, \mathcal{L}_\delta$ by $\mathcal{D}$-modules

$$\mathcal{L}_\rho^\text{dR} = \bigotimes_{i=1}^{n-m} (\mathbb{C}(x, x^{-1}, \partial_x)/(x \partial_x - \rho(1))) \quad , \quad \mathcal{L}_\delta^\text{dR} = \bigotimes_{i=1}^{n-m} (\mathbb{C}(x, x^{-1}, \partial_x)/(x \partial_x - \delta(1))),$$

via isomorphisms $T \simeq \mathbb{G}_{m, \mathbb{C}}^n$, $T_\delta \simeq \mathbb{G}_{m, \mathbb{C}}^{n-m}$. Moreover, these $\mathcal{D}$-modules are independent of the choices of decompositions.

If $(\delta, \mu)$ are in general positions (defined in a similar way as in Definition 17 by $\mathcal{L}_\rho^\text{dR}$ and $\mathcal{L}_\delta^\text{dR}$), then the same construction in the de Rham setting allows us to define Hecke eigensheaves $\mathcal{E}_G^\text{dR}(\delta, \mu)_\sigma$ on $\text{Bun}_G$, parametrized by $\sigma \in Z_{G, \phi}^*$ and associated Hecke eigenvalues:

$$\mathcal{E}_G^\text{dR}(\delta, \mu)_\sigma : \text{Rep}(\mathcal{G}) \to \text{Conn}(\mathbb{G}_m).$$

3. Hecke eigenvalues via a quantization of Hitchin map

Let $G$ be a simply-connected classical group of rank $n$ over the field of complex numbers $\mathbb{C}$, and $M$ an admissible Levi-subgroup of $G$ [12]. We keep the notations from the previous section. When $G$ is of type $B$ or $D$, we will make certain restrictions on $d = h_M$.

The goal of this section is to study the Hecke eigenvalues $\mathcal{E}_G^\text{dR}(0, \mu)$ in the de Rham setting, where we take $\delta, \sigma$ to be trivial characters.

We first define a group scheme $\mathfrak{G}$ over $\mathbb{P}^1$ with generic fiber $G$ associated to the hypergeometric data (§3.1), then study the associated local and global Hitchin maps (§3.2-3.3). The Hitchin base is quantized by a space of opers $\mathbb{C}(x, \partial_x)/(\partial_x - 1)$ on $\mathbb{A}^\bullet_{\mathbb{C}}$, and the Kummer sheaves $\mathcal{L}_\rho, \mathcal{L}_\delta$ by $\mathcal{D}$-modules

$$\mathcal{L}_\rho^\text{dR} = \bigotimes_{i=1}^{n-m} (\mathbb{C}(x, x^{-1}, \partial_x)/(x \partial_x - \rho(1))) \quad , \quad \mathcal{L}_\delta^\text{dR} = \bigotimes_{i=1}^{n-m} (\mathbb{C}(x, x^{-1}, \partial_x)/(x \partial_x - \delta(1))),$$

via isomorphisms $T \simeq \mathbb{G}_{m, \mathbb{C}}^n$, $T_\delta \simeq \mathbb{G}_{m, \mathbb{C}}^{n-m}$. Moreover, these $\mathcal{D}$-modules are independent of the choices of decompositions.

If $(\delta, \mu)$ are in general positions (defined in a similar way as in Definition 17 by $\mathcal{L}_\rho^\text{dR}$ and $\mathcal{L}_\delta^\text{dR}$), then the same construction in the de Rham setting allows us to define Hecke eigensheaves $\mathcal{E}_G^\text{dR}(\delta, \mu)_\sigma$ on $\text{Bun}_G$, parametrized by $\sigma \in Z_{G, \phi}^*$ and associated Hecke eigenvalues:

$$\mathcal{E}_G^\text{dR}(\delta, \mu)_\sigma : \text{Rep}(\mathcal{G}) \to \text{Conn}(\mathbb{G}_m).$$

3.1. An abelian quotient of $J$. In subsections 3.4-3.5, we suppose moreover that $d > \frac{2}{n} n$ (resp. $d > n$) when $G$ is of type $B$ (resp. type $D$). To start with, we specify some subgroups $K_x^+$ in the definition of hypergeometric automorphic data [5]. We set

$$\mathfrak{k} := \bigoplus_{\alpha \in \Phi(\mathfrak{g}_1) - \Phi(\mathfrak{m}_1)} \mathfrak{g}_\alpha \subseteq \mathfrak{g}_1.$$ 

The functional $\phi \in \mathfrak{g}_1^*$ (which is extended by zero from a functional on $\mathfrak{m}_1 \subseteq \mathfrak{g}_1$) vanishes on $\mathfrak{k}$. Recall that we have an identification of vector spaces $\mathfrak{g}_1 \simeq V = P(1)/P(2)$. Recall [5] that

$$J/P(2) \simeq B_\phi \ltimes V.$$ 

Let $J^+$ be the preimage of $U_\phi \cdot \mathfrak{k} \subset B_\phi \ltimes V$ in $J$.

We prove the following proposition in §6.1.

**Proposition 22.** (i) $J^+ \subseteq J$ is a normal subgroup, $J^+/P(2) \simeq U_\phi \ltimes \mathfrak{k}$.

(ii) The quotient $\overline{J} := J/J^+$ is isomorphic to $T_\phi \times \mathfrak{m}_1$ and is commutative.

(iii) The character $\mu$ [5] is trivial on $J^+$ and factors through the quotient $\overline{J}$.

Hence, the character sheaf $\mathcal{L}_\mu$ is trivial on $J^+$. On the other hand, the trivial character $\mathcal{L}_0$ at $0 \in \mathbb{P}^1$ [15]. In summary, we can define subgroups $K_x^+$ of $K_x$ [5]:

$$K_x^+ := \begin{cases} I_0, & x = 0; \\ J^+, & x = \infty. \end{cases}$$
Let $\mathcal{G}$ be the group scheme over $X = \mathbb{P}^1$ associated to these level structures; i.e.
\begin{equation}
\mathcal{G}|_{\mathbb{P}^1 - \{0, \infty\}} = G \times (\mathbb{P}^1 - \{0, \infty\}), \quad \mathcal{G}(\mathcal{O}_0) = \mathcal{O}^{opp}, \quad \mathcal{G}(\mathcal{O}_\infty) = J^+.
\end{equation}

Let $\text{Bun}_\mathcal{G}$ denote the moduli stack of $\mathcal{G}$-torsors on $X$. The following proposition is proved in §6.2

**Proposition 23.** The stack $\text{Bun}_\mathcal{G}$ is good; i.e. $\dim(T^*\text{Bun}_\mathcal{G}) = 2\dim(\text{Bun}_\mathcal{G})$ [BD97 §1.1.1].

Next, let $\omega_{\text{Bun}_\mathcal{G}}$ be the canonical line bundle on $\text{Bun}_\mathcal{G}$ and set
\[ \omega_{\text{Bun}_\mathcal{G}}^\natural := \omega_{\text{Bun}_\mathcal{G}} \otimes \det(\text{Lie}(\mathcal{G}))^{-1}. \]

**Lemma 24.** There exists a square root $\omega_{\text{Bun}_\mathcal{G}}^{1/2}$ of $\omega_{\text{Bun}_\mathcal{G}}^\natural$.

**Proof.** As $J^+$ is pro-unipotent, this follows from [Zhu14 §4.1] and [Zhu17 Proposition 6]. \qed

### 3.2. Local Hitchin map

Let $\mathfrak{c} = \mathfrak{g}/G$ be the GIT quotient of $\mathfrak{g}$ by adjoint action, and similarly $\mathfrak{c}^* = \mathfrak{g}^*/G$. We denote by $\chi : \mathfrak{g} \to \mathfrak{c}$ the Chevalley morphism. For an $N \times N$ matrix $X$, we write
\[ \det(\lambda I + X) = \lambda^N + c_1(X)\lambda^{N-1} + \cdots + c_N(X), \]
and denote by $p(X)$ the Pfaffian of $X$ for $X$ moreover belongs to $s_o 2n$. In practice, there exists an isomorphism $\mathfrak{c} \simeq \mathbb{A}^n$ and the map $\chi : \mathfrak{g} \to \mathfrak{c}$ sends a matrix $X \in \mathfrak{g}$ to the coefficients $(c_d(X))_{d=1}^n$ (and the Pfaffian $p(X)$ in the case $\mathfrak{g}$ is type D).

Let $s = t^{-1}$ be a coordinate around $\infty \in \mathbb{P}^1$, $K = \mathbb{C}\langle s \rangle$ and $\mathcal{O} = \mathbb{C}[s]$. We denote by $D^\times$ (resp. $D$) the punctured disc $\text{Spec}(K)$ (resp. the disc $\text{Spec}(\mathcal{O})$). We denote by $\text{Hit}(D^\times)$ the local Hitchin base $\mathfrak{c}^* \times^{G_m} \omega_K^\times$ over $D^\times$, which is an ind-scheme over $\mathbb{C}$. In the following, we fix a basis of $\omega_K$ and take an isomorphism $\omega_K \simeq Kds$. The Chevalley morphism $\chi : \mathfrak{g}^* \to \mathfrak{c}^*$ induces the local Hitchin map of ind-schemes [Zhu17 §4.2]:
\[ h^\text{cl} : \mathfrak{g}^* \otimes \omega_K \to \mathfrak{c}^* \times^{G_m} \omega_K^\times \simeq \bigoplus_{i=1}^n \omega_{K,i}^{d_i}. \]

Via the isomorphism $\mathfrak{g} \simeq \mathfrak{g}^*$ given by Killing form, it sends $Xds$ to $(c_d(X)(d)_{i=1}^n$ in the case of type A, B, C, and additionally to $p(X)(d)$ in type D.

#### 3.2.1. Given an $\mathcal{O}$-lattice $l \subset \mathfrak{g}_K$, we define another $\mathcal{O}$-lattice of $\mathfrak{g}^* \otimes \omega_K$ by
\begin{equation}
l^\perp = \{ \xi \in \mathfrak{g}^* \otimes \omega_K \mid \text{Res}_K(\xi, X) = 0, \ \forall \ X \in l \}, \end{equation}
where $\text{Res}_K : \mathfrak{g}^* \otimes \omega_K \otimes \mathfrak{g} \to \mathbb{C}$ denotes the residue pairing, i.e. coefficient of $\xi(X)$ at $ds$. We denote by $A_l$ the Zariski closure of image $h^\text{cl}(l^\perp)$ in $\bigoplus_{i=1}^n \omega_{K,i}^d$.

**Example 25.** (i) For the hyperspecial subalgebra $\mathfrak{g}(\mathcal{O})$, we set $\text{Hit}_{\mathfrak{g}(\mathcal{O})} : = \bigoplus_{d=1}^n \mathcal{O}(ds)^{d_i}$. The image of unramified local Hitchin map is surjective, i.e. we have $A_{\mathfrak{g}(\mathcal{O})} = \text{Hit}_{\mathfrak{g}(\mathcal{O})}$. This space is isomorphic to $\mathfrak{c}^* \times^{G_m} \omega_K^\times$ and is also denoted by $\text{Hit}(D)$.

(ii) Let $i$ denote the Iwahori subalgebra and set $\text{Hit}_i := \bigoplus_{d=1}^n s^{-d_i+1}\mathcal{O}(ds)^{d_i}$. Then an easy explicit computation shows that $A_i = \text{Hit}_i$. We refer the reader to [BK18, BKV19] for more examples.

#### 3.2.2. Now let us consider the hypergeometric data. We denote by $j^+ \subseteq j \subseteq \mathfrak{g}(\mathcal{O})$ the Lie algebras of $J^+ \subset J$ and by $\mathfrak{j}$ the Lie algebra of $\mathfrak{J}$. Our main aim is to understand $A_{j^+}$. We set
\begin{equation}
\text{Hit}_{j^+} := \bigoplus_{d_i < d} s^{-d_i}\mathcal{O}(ds)^{d_i} \bigoplus \bigoplus_{d_i \geq d} s^{-d_i-1}\mathcal{O}(ds)^{d_i}, \quad \text{and} \quad Z := \bigoplus_{d_i \geq d} s^{-d_i-1}\mathcal{C}(ds)^{d_i}.
\end{equation}

We can now formulate an analogue of [Zhu17 Proposition 14], which will be proved in §6.3.
Proposition 26. (i) We have $A_{j^+} = \text{Hit}_{j^+}$ in $\text{Hit}(D^\times)$.
(ii) We have a commutative diagram

\[
\begin{array}{ccc}
(j^+)_{\perp} & \longrightarrow & j^* \\
\downarrow H_{cl} & & \downarrow \\
\text{Hit}_{j^+} & \longrightarrow & Z
\end{array}
\]

where $p$ is the natural projection and every morphism in this diagram is dominant.

3.3. Global Hitchin map. We denote the global Hitchin base by $\text{Hit}(G_m)$:

$\text{Hit}(G_m) := \Gamma(G_m, c^* \times G_m \omega_{G_m}^\times),$

and the global Hitchin map associated to $G$ (cf. [BD97, §2.2] and [Zhu17]) by

\[
H_{cl} : T^* \text{Bun}_G \to \text{Hit}(G_m).
\]

Let $D^\times_0$ and $D^\times_\infty$ be the punctured formal disks around 0 and $\infty$, respectively and set

\[
\text{Hit}(\mathbb{P}^1)_G := \text{Hit}(G_m) \times_{\text{Hit}(D^\times_\infty)} \text{Hit}_{j^+} \times_{\text{Hit}(D^\times_0)} \text{Hit}_i.
\]

The following is a global version of the previous proposition (and an analogue of [Zhu17, Lemma19]), which will be proved in §6.5:

Proposition 27. (i) The Zariski closure of the image of $H_{cl}$ is $\text{Hit}(\mathbb{P}^1)_G$.
(ii) We have a commutative diagram

\[
\begin{array}{ccc}
T^* \text{Bun}_G & \longrightarrow & j^* \\
\downarrow H_{cl} & & \downarrow \\
\text{Hit}(\mathbb{P}^1)_G & \sim & Z
\end{array}
\]

Every morphism in this diagram is dominant and the bottom arrow is an isomorphism.

Our next goal is to quantize the above propositions using the center of affine Kac–Moody algebra at the critical level, following the framework of [BD97, Zhu17].

3.4. Local quantization.

3.4.1. Let $\hat{g} = g(K) \bigoplus \mathbb{C} \cdot 1$ be the affine Kac-Moody algebra at the critical level associated to $g$. Let $\hat{U}(g)$ its completed universal enveloping algebra at the critical level. Let

\[
\text{Vac} := \text{Ind}_{g(\mathcal{O}) + \mathbb{C} \cdot 1}^{\hat{g}} \mathbb{C}
\]

be the universal affine vertex algebra. As a vector space, Vac is isomorphic to the universal enveloping algebra $U(g_-)$, where $g_- = g \otimes s^{-1} \mathbb{C}[[s^{-1}]].$ We have a canonical filtration on $\hat{U}(g)$ which induces a filtration on $U(g_-)$. The associated graded algebra $\text{gr}(\text{Vac})$ identifies with $\text{Sym}(g_-) = \text{Fun} g^*(\mathcal{O})$.

Let $\mathfrak{z}$ and $\mathfrak{Z}$ denote the center of the vertex algebra Vac and the associative algebra $\hat{U}(g)$ respectively. The algebras $\mathfrak{z}$ and $\mathfrak{Z}$ are equipped with canonical filtrations coming from that of $\hat{U}(g)$. By [BD97 Theorem 3.7.8], there exists canonical isomorphisms

\[
\text{gr}\mathfrak{z} \simeq \text{Fun Hit}(D), \quad \text{gr}\mathfrak{Z} \simeq \text{Fun Hit}(D^\times).
\]

\[\text{We ignore the derivation usually present in affine Kac–Moody algebras.}\]
Since $\mathfrak{Z}$ we have a canonical isomorphism $\text{End}\mathfrak{Z}$ of topological generators of the center $\mathfrak{Z}$ of $\text{Hit}(D^\times)$, respectively. Given $S \in \mathfrak{Z}$, we write $\overline{S}$ for its image in $\text{gr}\mathfrak{Z}$. Recall that we have an isomorphism

$$\text{Hit}(D^\times) \simeq \bigoplus_{i=1}^n \omega^{d_i}_K.$$ 

Let $h_{ij}$ denote the coefficient of $s^{-j-1}(ds)^{d_i}$ in $\mathbb{C}s^{-j-1}(ds)^{d_i}$. Then $\{h_{ij} | 1 \leq i \leq n, j \in \mathbb{Z}\}$ provide a set of topological generators of $\text{Fun Hit}(D^\times)$.

3.4.2. A complete set of Segal-Sugawara vectors is a set of elements

$$S_1, S_2, \ldots, S_n \in \mathfrak{Z}, \quad n = \text{rank}_g,$$

such that images of $S_1, \ldots, S_n$ in $\text{gr}\mathfrak{Z}$ coincide with the images of some algebraically independent generators of the algebra of invariants $\text{Sym}(\mathfrak{g})^\theta$ under the embedding $\text{Sym}(\mathfrak{g}) \to \text{Sym}(\mathfrak{g}_-)$, cf. [Fre07, Mol18].

Let $\{S_1, \ldots, S_n\}$ be a complete set of Segal–Sugawara vectors. A fundamental theorem of Feigin and Frenkel [FF92, Fre07] states that the center $\mathfrak{Z}$ is isomorphic to the polynomial algebra generated by $S_i$ and their derivations $S_{ij}, j \geq 1$. Moreover, the coefficients $S_{ij}, j \in \mathbb{Z}$, obtained under state-field correspondence of the vertex algebra $\mathfrak{Z}$, are called Segal–Sugawara operators and form a set of topological generators of the center $\mathfrak{Z}$. Note that a complete set of Segal–Sugawara vectors (and therefore operators) is by no means unique.

3.4.3. Now we apply the above considerations to our hypergeometric setting. Define the vacuum module associated to $j^+$ by

$$\text{Vac}_{j^+} := \text{Ind}^\mathfrak{Z}_{j^+ \otimes \mathbb{C}1}(\mathbb{C}) = \overline{U}(\mathfrak{g})/\overline{U}(\mathfrak{g})(j^+ \otimes \mathbb{C}1).$$

We have a canonical isomorphism $\text{End}\mathfrak{Z} \simeq \text{Vac}_{j^+}$. Let $\mathfrak{Z}_{j^+}$ denote the image of $\mathfrak{Z}$ in $\text{End}\mathfrak{Z}_{j^+}$:

$$\mathfrak{Z} \to \mathfrak{Z}_{j^+} \hookrightarrow \text{End}\mathfrak{Z}_{j^+} \simeq \text{Vac}_{j^+} \subset \text{Vac}_{j^+}.$$ 

Since $\text{Vac}_{j^+} = \text{Ind}_{j^+ \otimes \mathbb{C}1}(U(\mathfrak{j}))$, we obtain an injective homomorphism

$$U(\mathfrak{j}) \simeq \text{End}_j U(j/j^+) \subset \text{End}\mathfrak{Z}_{j^+}.$$ 

Taking the associated graded with respect to the filtration induced from $\overline{U}(\mathfrak{g})$, we have

$$\text{gr}U(\mathfrak{j}) \simeq \text{Fun}(\mathfrak{j})^*, \quad \text{gr}\mathfrak{Z}_{j^+} \simeq \text{Fun}(j^+)^{\perp}.$$ 

By Proposition [26] we have an isomorphism

$$\text{gr}\mathfrak{Z}_{j^+} \simeq \text{Fun Hit}_{j^+}, \quad [\text{26}]$$

Thus we see that $\text{Vac}_{j^+}$ and $\mathfrak{Z}_{j^+}$ quantize $(j^+)\perp$ and $\text{Hit}_{j^+}$, respectively.

3.4.4. Now we use a particular set of Segal-Sugawara vectors to define a subalgebra $A \subset \mathfrak{Z}$. In the case of type $A$, we let $S_i$ be those constructed in [CM09, Theorem 3.1]. In the case of type $C$, we let $S_i$ be those constructed in [Yak19, Theorem 4.4]. As explained at end of [Mol20, §2.3], these Segal-Sugawara vectors coincide with the ones constructed earlier in [Mol13]. Since these $S_i$ are constructed using characteristic polynomials, then symbols of associated Segal-Sugawara operators $S_{ij}$ would correspond to $h_{ij}$ under the isomorphism $\text{gr}\mathfrak{Z} \simeq \text{Fun Hit}(D^\times)$, c.f. [Mol18, Chapter 6].

In the case of type $B$ or $D$, we take a set of Segal-Sugawara vectors $\{S_i\}$ such that $S_{ij}$ correspond to $h_{ij}$ under the isomorphism $\text{gr}\mathfrak{Z} \simeq \text{Fun Hit}(D^\times)$.

Recall that $d = h_M$ is a fundamental degree (2.2.1). We consider the following subalgebra of $\mathfrak{Z}$:

$$A := \mathbb{C}[S_i, d_i | d_i \geq d] \subset \mathfrak{Z}$$

We give an alternative proof of this isomorphism in the proof of Lemma [29].
Since $\overline{S}_{i,d_i}$ corresponds to $h_{i,d_i}$ in (26), we have $\text{gr} A \simeq \text{Fun} Z$ (20). The associated graded of the composition $A \to \mathcal{F} \to \mathcal{F}_{\mathcal{J}^+}$ is given by

$$\text{gr} A \simeq \text{Fun} Z \to \text{gr} \mathcal{F}_{\mathcal{J}^+} \simeq \text{Fun} \text{Hit}_{\mathcal{J}^+},$$

and is injective by Proposition 26. Thus, $A \to \mathcal{F}_{\mathcal{J}^+}$ is also injective. We can now state a quantum analogue of Proposition 26, which is proved in §7.1.

**Proposition 28.** Assume moreover that $d = h_G$ or $h_G - 2$ when $G$ is of type $B$ or $D$.

(i) The image of $A \to \mathcal{F}_{\mathcal{J}^+}$ is contained in $U(\mathcal{J})$ and we have the following commutative diagram:

$$\begin{array}{c}
A \\
\downarrow \\
U(\mathcal{J}) \rightarrow \text{End} (\text{Vac}_{\mathcal{J}^+}) \rightarrow \text{Vac}_{\mathcal{J}^+}
\end{array}$$

(ii) The morphisms in above diagram are strictly compatible with filtrations. Taking the associated graded, we obtain diagram (21).

3.5. **Quantizing the Hitchin base via opers.**

3.5.1. We consider another set of Segal-Sugawara operators defined via the Feigin-Frenkel isomorphism. Let $\text{Op}_\mathfrak{g}(D^\times)$ be the space of $\mathfrak{g}$-opers (aka $\mathcal{G}$-opers) over the punctured disc $D^\times$. Then the Feigin-Frenkel isomorphism [FF92] can be rephrased as a canonical isomorphism

$$\text{Fun} \text{Op}_\mathfrak{g}(D^\times) \simeq \mathcal{F}.$$ 

This formulation has the advantage of being coordinate independent.

Let $n$ be the rank of $\mathcal{G}$, \( \mathfrak{g} = \mathfrak{n}^- \oplus \mathfrak{t} \oplus \mathfrak{n}^+ \) the Cartan decomposition and $p_{-1} \in \mathfrak{n}^-$ a principal nilpotent element. Consider the unique principal $\mathfrak{sl}_2$-triple \( \{ p_{-1}, 2\rho, p_1 \} \) and the ad$_{p_1}$-invariant subspace $n^{p_1} \subset n$. The adjoint action of $\rho$ gives rise to a grading on $n^{p_1} = \bigoplus_{i=1}^n n^{p_i}$, where $d_1 \leq d_2 \leq \cdots \leq d_n$ are the fundamental degrees of $\mathcal{G}$. Let $p_i$ be a homogeneous basis of $n^{p_i}$ with deg($p_i$) = $d_i - 1$. We also denote $n^{p_i}$ by $V_{\mathfrak{g},d_i}$ to distinguish these spaces for different groups.

If we choose a local coordinate $s$ of $D^\times$, then

$$\text{Op}_\mathfrak{g}(D^\times) \simeq \{ \nabla = \partial_s + p_{-1} + \sum_{i=1}^n v_i(s)p_i, \quad v_i(s) \in \mathbb{C}((s)), \quad v_i(s) = \sum_j v_{ij}s^{-j-1} \}.$$ 

Now let $S_{i,j} \in \mathcal{F}$ be the image of $v_{ij}$ via the above isomorphism. This gives a set of Segal-Sugawara operators, c.f. [Fre07] §4.3.1., §4.3.2.]. Consider

$$A_1 := \{ S_{i,j} \mid j \geq d_i + \lfloor \frac{d_i}{d} \rfloor, \forall d_i \}, \quad A_2 := \{ S_{i,j} \mid j \geq d_i + 1, \forall d_i \}.$$ 

The following lemma follows from the discussions in §7.1.1 and §7.1.2.

**Lemma 29.** (i) For Segal-Sugawara operators in §4.3.1. we have $A_1 \subset \ker(\mathcal{F} \to \mathcal{F}_{\mathcal{J}^+})$.

(ii) In the case of type $A$ or $C$ with Segal-Sugawara operators considered in §4.3.2, we have $A_2 \subset \ker(\mathcal{F} \to \mathcal{F}_{\mathcal{J}^+})$.

3.5.2. Let $\text{Op}_{\mathcal{J}^+}(D^\times) := \text{Spec}(\mathcal{F}_{\mathcal{J}^+})$, which is a closed subscheme of $\text{Op}_\mathfrak{g}(D^\times)$. Lemma 29(i) implies

$$\text{Op}_{\mathcal{J}^+}(D^\times) \subset \{ \nabla = \partial_s + p_{-1} + \sum_{d_i<\delta} s^{-d_i} \mathbb{C}[s]p_i + \sum_{d_i\geq \delta} s^{-d_i}[\frac{d_i}{d}] \mathbb{C}[s]p_i \}.$$ 

In addition, when $d > \frac{h_G}{2}$, the description of this space simplifies:

$$\text{Op}_{\mathcal{J}^+}(D^\times) \simeq \{ \nabla = \partial_s + p_{-1} + \sum_{d_i<\delta} s^{-d_i} \mathbb{C}[s]p_i + \sum_{d_i\geq \delta} s^{-d_i-1} \mathbb{C}[s]p_i \}.$$
In this case, \( \text{Op}_{\mathfrak{g}^i}(D^\times) \) equals to the space of \( \mathfrak{g} \)-opers of slope \( \leq \frac{1}{7} \), cf. [CK17, Proposition 3].

3.5.3. Let \( \text{Op}_{\mathfrak{g}^{i+}}(D^\times) = \text{Spec}(\mathfrak{g}) \) denotes the scheme classifying local \( \mathfrak{g} \)-opers on \( D^\times \) with regular singularity and principal unipotent monodromy (c.f. [Red17, §9]). We define a closed subscheme \( \text{Op}_{\mathfrak{g}}(\mathbb{P}^1)_\mathfrak{g} \) of \( \text{Op}_{\mathfrak{g}}(\mathbb{G}_m) \) classifying \( \mathfrak{g} \)-opers on \( \mathbb{P}^1 \) associated to \( \mathfrak{g} \) as in [Zhu17, §2]. By [Zhu17, Lemma 5], we have an isomorphism:

\[
\text{Op}_{\mathfrak{g}}(\mathbb{P}^1)_\mathfrak{g} \simeq \text{Op}_{\mathfrak{g}}(\mathbb{G}_m) \times \text{Op}_{\mathfrak{g}}(D^\times) \times \text{Op}_{\mathfrak{g}^{i+}}(D^\times).
\]

Let \( t = s^{-1} \) be a coordinate around \( 0 \in \mathbb{P}^1 \). We have the following explicit description of \( \text{Op}_{\mathfrak{g}}(\mathbb{P}^1)_\mathfrak{g} \):

**Proposition 30.** An oper of \( \text{Op}_{\mathfrak{g}}(\mathbb{P}^1)_\mathfrak{g} \) can be written in terms of coordinates \( \lambda_m, \ldots, \lambda_n \in \mathbb{C} \) as:

\[
\nabla = \partial_t + t^{-1} p - \frac{1}{|d_i/d| - 1} \sum_{d_i \geq d} (\lambda_i + \sum_{j=1}^{d_i/d} t^j P_{ij}) p_i,
\]

where \( P_{ij} \) are polynomials in \( \lambda_m, \ldots, \lambda_n \) with fixed coefficients. In particular, we obtain an (non-canonical) isomorphism

\[
\text{Op}_{\mathfrak{g}}(\mathbb{P}^1)_\mathfrak{g} \simeq A^{n-m+1}, \quad m := \sharp \{ d_i \mid d_i \leq d \}.
\]

3.6. **Quantizing the Hitchin map and geometric Langlands correspondence.** In this subsection, we keep the assumption of Proposition 28. We first quantize the global Hitchin map

\[
H^c : T^* \text{Bun}_{\mathfrak{g}} \to \text{Hit}(\mathbb{P}^1)_\mathfrak{g}
\]

introduced in §3.3. We have already seen that \( \text{Op}_{\mathfrak{g}}(\mathbb{P}^1)_\mathfrak{g} \) quantizes the base \( \text{Hit}(\mathbb{P}^1)_\mathfrak{g} \). On the other hand, it is well-known that differential operators, or their twisted variants, quantize the cotangent bundle. More precisely, let \( \mathcal{D}'_{\text{Bun}_\mathfrak{g}} \) be the sheaf of \( \omega_{\text{Bun}_\mathfrak{g}}^{1/2} \) -twisted differential operators on the smooth site \( (\text{Bun}_\mathfrak{g})_{\text{sm}} \). Let \( \mathcal{D}' = (\text{End} \mathcal{D}'_{\text{Bun}_\mathfrak{g}})^{\text{op}} \) be the sheaf of endomorphisms of \( \mathcal{D}'_{\text{Bun}_\mathfrak{g}} \).

Then we have a natural filtration on \( \Gamma(\text{Bun}_\mathfrak{g}, D') \) whose associated graded is the cotangent sheaf, cf. [BD97, §1] for more details. By [Zhu17 (3.3)] (which relies heavily on [BD97]), there exists a canonical homomorphism

\[
H^q : \text{Fun} \text{Op}_{\mathfrak{g}}(\mathbb{P}^1)_\mathfrak{g} \to \Gamma(\text{Bun}_\mathfrak{g}, D'),
\]

which is a quantization of the map \( H^c \). We are now in a position to quantize Proposition 27.

**Proposition 31.** We have a commutative diagram

\[
A \xrightarrow{\sim} \text{Fun} \text{Op}_{\mathfrak{g}}(\mathbb{P}^1)_\mathfrak{g} \\
\downarrow \quad \quad \quad \downarrow
\]

\[
U(\mathfrak{g}) \longrightarrow \Gamma(\text{Bun}_\mathfrak{g}, D')
\]

whose associated graded coincides with diagram (24). Moreover, the top arrow is an isomorphism.

**Proof.** The diagram is obtained by embedding global opers into local opers using diagram (28). It follows from construction that taking the associated graded gives diagram (24). Thus, we conclude that the top arrow is an isomorphism.
3.6.1. Hecke eigensheaves associated to $\text{Op}_\mathfrak{g}(\mathbb{P}^1)_G$ and comparison with $A^{\text{dR}}(0,\mu)$.

**Theorem 32.** (i) Let $\mu : U(\mathfrak{g}) \to \mathbb{C}$ be a closed point of $U(\mathfrak{g})$ and $\nabla_{\mathfrak{g},\mu} \in \text{Op}_\mathfrak{g}(\mathbb{P}^1)_G(\mathbb{C})$ the associated $\mathfrak{g}$-oper via \eqref{34}. Then $\nabla_{\mathfrak{g},\mu}$ is the Hecke eigenvalue of the following Hecke eigensheaf on $\text{Bun}_G$:

$$\text{Aut}_{\nabla_{\mathfrak{g},\mu}} = \omega_{\text{Bun}_G}^{-1/2} \otimes (D'_{\text{Bun}_G} \otimes U(0),\mu,\mathbb{C}).$$

(ii) Suppose $\delta = 0$ and $\rho$ are in general position. Then $\text{Aut}_{\nabla_{\mathfrak{g},\mu}}$ is isomorphic to the associated Hecke eigensheaf $A^{\text{dR}}(0,\mu)$. Thus the underlying connection of the $G$-oper $\nabla_{\mathfrak{g},\mu}$ is isomorphic to the Hecke eigenvalue $E^{\text{dR}}_G(0,\mu)$ \eqref{2.6.3}.

**Proof.** (i) Recall that $\text{Bun}_G \to \mathbb{P}^1$ is an $\mathcal{J}$-torsor. Since $\text{Bun}_G$ is good of dimension zero, the argument as in [Zhu17, Lemma 18] shows that the moment map

$$\pi : T^*\text{Bun}_G \to \mathfrak{g}^*$$

defined by the action of $\mathcal{J}$ on $\text{Bun}_G$ is flat. Therefore, $D'_{\text{Bun}_G}$ is flat over $U(\mathfrak{g})$. Moreover, since $\pi^{-1}(0)$ is Lagrangian, $\text{Aut}_{\nabla_{\mathfrak{g},\mu}}$ is holonomic and its singular support is contained in the nilpotent cone. Assertion (i) then follows from [Zhu17, Corollary 9].

(ii) Since the homomorphism $U(\mathfrak{g}) \to \Gamma(\text{Bun}_G, D')$ comes from the action of $\mathcal{J}$ on $\text{Bun}_G$, the $\mathcal{D}$-module $\text{Aut}_{\nabla_{\mathfrak{g},\mu}}$ is $(\mathcal{J},\mu)$-equivariant. By Theorem \ref{19}(ii), the relevant orbit of $\text{Bun}_G$ is isomorphic to $\mathcal{J}/Z_{\mathcal{G},\phi}$. Hence the line bundle $\omega_{\text{Bun}_G}^{1/2}$ is trivialized on this relevant orbit. Thus, the restriction of $\text{Aut}_{\nabla_{\mathfrak{g},\mu}}$ to this orbit is isomorphic to the character sheaf $E^{\text{dR}}_G(0,\mu)$ defined by $\mu$. By [Yun14b, Lemma 2.7.9], $\text{Aut}_{\nabla_{\mathfrak{g},\mu}}$ is a clean extension, establishing the claim. \hfill $\square$

**Remark 33.** By repeating the argument of [XZ22 §4.3], we can remove the simple connectedness assumption on $G$ in the above result.

**Corollary 34.** Suppose moreover that $G$ is a classical group group and keep the assumption of Theorem \ref{32}(ii). Then the $G$-oper $\nabla_{\mathfrak{g},\mu}$ is isomorphic to the Hecke eigenvalue $E^{\text{dR}}_G(0,\mu)$.

3.7. Functoriality of oper spaces. Let $d$ be a positive integer. For an adjoint type almost simple group $G$, we denote by $\text{Op}_\mathfrak{g}(G_m)_{(0,\varpi(0)),(\infty, \frac{1}{d})}$ the space of $\mathfrak{g}$-opers on $G_m$ that

- has a regular singularity at 0 with residue equals to 0;
- has a possibly irregular singularity of maximal formal slope $\leq 1/d$ at $\infty$.

When $d > \frac{h_G}{2}$ \eqref{15}, the oper \eqref{32} simplifies to

$$\nabla_{\mathfrak{g}}(\lambda_1, \ldots, \lambda_n) = \partial_t + t^{-1}p_{-1} + \sum_{d_i \geq d} \lambda_i p_i, \quad \lambda_i \in \mathbb{C}. \quad \text{(36)}$$

In this case, the space $\text{Op}_\mathfrak{g}(\mathbb{P}^1)_G$ identifies with $\text{Op}_\mathfrak{g}(G_m)_{(0,\varpi(0)),(\infty, \frac{1}{d})}$ in view of the following lemma.

**Lemma 35.** An oper of $\text{Op}_\mathfrak{g}(G_m)_{(0,\varpi(0)),(\infty, \frac{1}{d})}$ can be written written as

$$\nabla_{\mathfrak{g}}(\lambda_i) = \partial_t + t^{-1}p_{-1} + \sum_{d_i \geq d} \lambda_i(t) p_i, \quad \lambda_i(t) = \sum_{j=0}^{[d_i/d]-1} t^j \lambda_{ij}, \quad \lambda_{ij} \in \mathbb{C}. \quad \text{(37)}$$

**Proof.** As $\nabla|_{D^\infty} \in \text{Op}_\mathfrak{g}$, an oper $\nabla \in \text{Op}_\mathfrak{g}(G_m)_{(0,\varpi(0)),(\infty, \frac{1}{d})}$ can be written as

$$\nabla = \partial_t + t^{-1}p_{-1} + \sum_{i=1}^{n} \lambda_i(t) p_i, \quad \lambda_i(t) \in \mathbb{C}[t].$$
Changing the coordinate to $s = t^{-1}$, $\nabla$ becomes
\[
\nabla = \partial_s + s^{-1} p_{-1} + s^{-2} \sum_{i=1}^{n} \lambda_i(s^{-1}) p_i.
\]
After applying gauge transformation by $s^\rho$ and $\exp(\frac{p_i}{s^2})$, the above connection is equivalent to
\[
\nabla = \partial_s + p_{-1} - s^{-2} \frac{p_1}{4} + \sum_{i=1}^{n} s^{-d_i-1} \lambda_i(s^{-1}) p_i.
\]
Then we conclude the expression (37) by [CK17, Proposition 3].

We fix a basis $p_i$ of $V_{\mathfrak{sl}_{2n+1}^i}$ (resp. $V_{\mathfrak{sl}_{2n+2}^i}$) as in [Fre07 §4.2.4]. Then, $p_{2i}$ is also a basis of $V_{\mathfrak{sp}_{2n+2i}}$ (resp. $V_{\mathfrak{so}_{2n+1+2i}}$) for $1 \leq i \leq n$. Moreover, via the inclusion $\mathfrak{so}_{2n+1} \rightarrow \mathfrak{so}_{2n+2}$, one can identify $V_{\mathfrak{so}_{2n+1+2i}}$ with $V_{\mathfrak{so}_{2n+2+2i}}$ for $i > n$.

Then, we obtain the following functoriality between oper spaces given by inclusion:

**Proposition 36.** (i) Via inclusion $\mathfrak{sp}_{2n} \rightarrow \mathfrak{sl}_{2n}$, we have
\[
\operatorname{Op}_{\mathfrak{sp}_{2n}}(\mathcal{G}_m)_{(0,\varnothing(0)),(\infty,\frac{1}{2m})} \hookrightarrow \operatorname{Op}_{\mathfrak{sl}_{2n}}(\mathcal{G}_m)_{(0,\varnothing(0)),(\infty,\frac{1}{2m})}
\]
and $\nabla_{\mathfrak{sp}_{2n}}(\lambda_m,\lambda_{m+1},\ldots,\lambda_n) \mapsto \nabla_{\mathfrak{sl}_{2n}}(\lambda_m,0,\lambda_{m+1},\ldots,\lambda_n)$.

(ii) Via inclusion $\mathfrak{so}_{2n+1} \rightarrow \mathfrak{sl}_{2n+1}$, we have
\[
\operatorname{Op}_{\mathfrak{so}_{2n+1}}(\mathcal{G}_m)_{(0,\varnothing(0)),(\infty,\frac{1}{2m})} \hookrightarrow \operatorname{Op}_{\mathfrak{sl}_{2n+1}}(\mathcal{G}_m)_{(0,\varnothing(0)),(\infty,\frac{1}{2m})}
\]
and $\nabla_{\mathfrak{so}_{2n+1}}(\lambda_m,\lambda_{m+1},\ldots,\lambda_n) \mapsto \nabla_{\mathfrak{sl}_{2n+1}}(\lambda_m,0,\lambda_{m+1},\ldots,\lambda_n,0)$.

(iii) Assume $d = 2m > n + 1$. Via inclusion $\mathfrak{so}_{2n+1} \rightarrow \mathfrak{so}_{2n+2}$, we have
\[
\operatorname{Op}_{\mathfrak{so}_{2n+1}}(\mathcal{G}_m)_{(0,\varnothing(0)),(\infty,\frac{1}{2m})} \hookrightarrow \operatorname{Op}_{\mathfrak{so}_{2n+2}}(\mathcal{G}_m)_{(0,\varnothing(0)),(\infty,\frac{1}{2m})}
\]
and $\nabla_{\mathfrak{so}_{2n+1}}(\lambda_m,\lambda_{m+1},\ldots,\lambda_n) \mapsto \nabla_{\mathfrak{so}_{2n+2}}(\lambda_m,\lambda_{m+1},\ldots,\lambda_n)$.

### 3.8. Hypergeometric differential equations and $\operatorname{Op}_{\mathfrak{g}}(\mathbb{P}^1)_\mathfrak{g}$

We present a description of opers in $\operatorname{Op}_{\mathfrak{g}}(\mathbb{P}^1)_\mathfrak{g}$ in terms of certain hypergeometric differential equations (1).

When $G = \text{SL}_n$, we have $d = m$. We consider the following hypergeometric equation of type $(n,n-m)$ defined by $\beta \in \mathbb{C}^{n-m}$, $\lambda \in \mathbb{C}$, $\delta = t \frac{d}{dt}$:

\[
\text{Hyp}_\lambda(0;\beta) = \delta^n + (-1)^m \lambda t \prod_{j=1}^{n-m} (\delta - \beta_j) = \delta^n + t(u_m\delta^{n-m} + \cdots + u_n),
\]

where $u_m,\ldots,u_n \in \mathbb{C}$ are expressed in terms of $\beta, \lambda$. The above equation defines a SL$_n$-oper on the trivial SL$_n$-bundle on $\mathbb{G}_m$.

For $G = \text{Sp}_{2n}$ (resp. $G = \text{SO}_{2n+1}$) and type $(2n,2(n-m))$ (resp. $(2n+1,2(n-m)+1)$), we take $\beta = (\beta_1, -\beta_1, \ldots, \beta_{n-m}, -\beta_{n-m})$ (resp. $(\beta_1, -\beta_1, \ldots, \beta_{n-m}, -\beta_{n-m}, \delta)$). Then $u_i = 0$ if $i$ is odd (resp. $u_{2i+1} = 2u_{2i}$) and the connection associated to the above equation has a $G$-symmetry.

In the following, we consider differential equations parametrised by $u_m,\ldots,u_n \in \mathbb{C}$:

\[
\text{Hyp}(u_m,\ldots,u_n) = \delta^n + t\left(u_m\delta^{n-m} + \cdots + u_n\right).
\]

We denote by $\text{Hyp}^{(n,n-m)}(\mathbb{C}[u_m,\ldots,u_n])$ parametrizing coefficients of the above equation. The following proposition is proved in §7.3.
Proposition 37. (i) There exists an invertible lower triangular matrix $A$ of rank $n - m + 1$ such that under the linear transformation $$(u_m, \ldots, u_n) = (\lambda_m, \ldots, \lambda_n)A,$$

$\text{Hyp}(u_m, \ldots, u_n)$ is isomorphic to the following $\text{SL}_n$-oper on the trivial $\text{SL}_n$-bundle over $\mathbb{G}_m$:

$$\nabla = \partial_t + t^{-1}p_{-1} + \sum_{d_i \geq d} (\lambda_i + \sum_{j=1}^{\lfloor d_i/d \rfloor - 1} t^j P_{ij})p_i,$$

where $P_{ij}$ are polynomials in $\lambda_m, \ldots, \lambda_n$.

(ii) There exists an isomorphism $$\psi : \text{Op}_{\mathfrak{sl}_n}(\mathbb{P}^1)_{\mathfrak{g}} \xrightarrow{\sim} \text{Hyp}^{(n,n-m)},$$

such that an oper $\nabla$ of $\text{Op}_{\mathfrak{sl}_n}(\mathbb{P}^1)_{\mathfrak{g}}$ is isomorphic to the oper (40) corresponding to $\psi(\nabla)$ in (i).

Remark 38. The above proposition allows us to identify opers of $\text{Op}_{\mathfrak{sl}_n}(\mathbb{P}^1)_\mathfrak{g}$ with opers produced by hypergeometric differential equations. In particular, we can determine the polynomial $P_{ij}$ in Proposition 30 for $\mathfrak{g} = \mathfrak{sl}_n$. We call $\psi(\nabla)$ hypergeometric coordinate of the $\mathfrak{sl}_n$-oper $\nabla$.

Combined with results in §3.7 we conclude the following corollary.

Corollary 39. Let $\bar{G}$ be $\text{SO}_{2n+1}$ and $d > h_G$ (resp. $\text{Sp}_{2n}$ and $d = h_G$ or $h_G - 2$) and $\nabla$ an oper of $\text{Op}_{\bar{G}}(\mathbb{G}_m)_\mathfrak{g}$ (36). By considering $\nabla$ as a $\bar{G}$-local system, the connection $\nabla(\text{Std})$ associated to the standard representation of $\bar{G}$ is isomorphic to a hypergeometric differential equation.

In particular, this allows us to deduce Proposition 4.

4. Toric pairs for classical groups: Proof of Theorem 13

Except in §4.2 we assume $G$ is a classical group and $M$ is an admissible Levi subgroup of $G$ (Definition 12).

4.1. Root system of $G_0$. We now study the decomposition of the root system of $G_0$ (§2.2.2) into simple root systems. Recall that we have a grading of $\mathfrak{g}$ defined by $\tilde{\rho}_G/d$, $d = h_M$. The relationship between $d$ and $m = |\Delta_M|$ is given in (3). Let $\Phi(G_0)$ be the set of roots of $G_0$ (with respect to $T$). Let

$$\Phi(G_0) = \bigsqcup_i \Phi_i(G_0), \quad \Delta(G_0) = \bigsqcup_i \Delta_i(G_0)$$

denote the decomposition of $\Phi(G_0)$ into irreducible root systems and the corresponding decomposition of simple roots. The aim of this subsection is to study the above decompositions. As a first step, we give an explicit realization of the root system of $G_0$.

4.1.1. Type A. Suppose $G$ is of type $A_n$, $n \in \mathbb{Z}_{\geq 1}$. Then $d \in \{2, \ldots, n + 1\}$. In this case, we have

$$\Delta(G_0) = \{\alpha \in \Phi_G|\text{ht}(\alpha) = d\} = \{\chi_i - \chi_{i+d} = \sum_{j=i}^{i+d-1} \alpha_j|1 \leq i \leq n + 1 - d\}.$$ 

Thus, $|\Delta(G_0)| = n + 1 - d = n - m$. For each $1 \leq i \leq d$, the root subsystem $\Phi_i(G_0)$ is of Type A. More precisely, let $n + 1 = \tau d + \sigma$ where $0 \leq \sigma \leq d - 1$. Then we have:

$$\Phi_i(G_0) = \begin{cases} A_\tau, & 1 \leq i \leq \sigma; \\ A_{\tau-1}, & \sigma + 1 \leq i \leq d. \end{cases}$$
4.1.2. Type B. Suppose $G$ is of type $B_n$, $n \in \mathbb{Z}_{\geq 2}$. Then $d = 2m \in \{4, 6, \ldots, 2n\}$. In this case, we have

$$\Delta(G_0) = \begin{cases} 
\chi_i - \chi_{i+d}, & \text{ht} = d, \quad 1 \leq i \leq n - d, \text{ when } n \geq d + 1; \\
\chi_{n+1-d}, & \text{ht} = d, \quad \text{when } n \geq d; \\
\chi_i + \chi_i, & \text{ht} = d, \quad n + 2 - d \leq i \leq n - m, \quad \tilde{i} := 2n + 2 - d - i > i; \\
\chi_{n+1-d-m} + \chi_{n+1-m}, & \text{ht} = 2d, \quad \text{when } n \geq \frac{3}{2}d.
\end{cases}$$

(44)

It follows that

$$|\Delta(G_0)| = \begin{cases} 
(n - m, & n < \frac{3}{2}d; \\
(n - m + 1, & n \geq \frac{3}{2}d.
\end{cases}$$

We now consider three cases:

1. $n < d$: For each $1 \leq i \leq n - m$, let $\Delta_i(G_0) := \{\chi_i + \chi_{\tilde{i}}\}$, where $\tilde{i}$ is as defined in (44). Note that for all $i$, the root system $\Phi_i(G_0)$ is of type $A_1$. Thus, $\Phi(G_0)$ is direct sum of $n - m$ copies of $A_1$.

2. $d \leq n < \frac{3}{2}d$: For each $1 \leq i \leq m - 1$, let $i^* := i + n + 1 - d$. Then

$$\Delta_i(G_0) = \{\chi_{i^*} + \chi_{\tilde{i^*}}\} \cup \{\chi_{i^*} - kd - \chi_{\tilde{i^*}} - kd + d \mid 1 \leq k \leq \lfloor \frac{i^* - 1}{d} \rfloor\}$$

$$\cup \{\chi_{i^*} - kd - \chi_{\tilde{i^*}} - kd + d \mid 1 \leq k \leq \lfloor \frac{i^* - 1}{d} \rfloor\}.$$ 

Moreover, $\Delta_m(G_0) := \{\chi_{n+1-d}\}$. One readily verifies that the for all $i$, the root system $\Phi_i(G_0)$ is of type $A_1$.

3. $n \geq \frac{3}{2}d$: For $1 \leq i \leq m - 1$, $\Delta_i(G_0)$ is as in the previous case. For $i = m$, we have

$$\Delta_m(G_0) = \{\chi_{n+1-d} \cup \{\chi_{n+1-d-kd} - \chi_{n+1-kd} \mid 1 \leq k \leq \lfloor \frac{n - m}{d} \rfloor\}.$$ 

For $i = m + 1$, we have

$$\Delta_{m+1}(G_0) := \{\chi_{n+1-m-d} + \chi_{n+1-m}\} \cup \{\chi_{n+1-m-kd} - \chi_{n+1-m-kd+d} \mid 1 \leq k \leq \lfloor \frac{n - m}{d} \rfloor\}.$$ 

The types of irreducible subsystems $\Phi_i(G_0)$ generated by $\Delta_i(G_0)$ is as follows:

(45) $\Phi_i(G_0) = \begin{cases} 
\text{Type A}, & 1 \leq i \leq m - 1; \\
\text{Type B}, & i = m; \\
\text{Type D}, & i = m + 1. 
\end{cases}$

4.1.3. Type C. Suppose $G$ is of type $C_n$, $n \in \mathbb{Z}_{\geq 3}$. Then $d = 2m \in \{4, 6, \ldots, 2n\}$. In this case, we have

(46)

$$\Delta(G_0) = \{\alpha \in \Phi(G) \mid \text{ht}(\alpha) = d\} = \begin{cases} 
\chi_i - \chi_{i+d}, & 1 \leq i \leq n - d; \\
\chi_i + \chi_i, & n + 1 - d \leq i \leq n - m, \quad \tilde{i} = 2n + 1 - d - i > i.
\end{cases}$$

Thus, $|\Delta(G_0)| = n - m$.

To study the decomposition of $\Phi(G_0)$ into simple systems, we need to consider two cases:

1. Case $n < d$: For each $1 \leq i \leq n - m$, $\Delta_i(G_0) := \{\chi_i + \chi_{\tilde{i}}\}$, where $\tilde{i}$ is as defined in (46). Moreover, $\Phi_i(G_0) \simeq \Phi(GL_2)$; thus, $\Phi(G_0)$ is direct sum of $n - m$ copies of $A_1$. 

2. Case $n \geq d$: Then $\Delta_i(G_0) := \{\chi_i + \chi_{\tilde{i}}\}$, where $\tilde{i}$ is as defined in (46). Moreover, $\Phi_i(G_0)$ is given in (45). Thus, $\Phi(G_0)$ is direct sum of $n - m$ copies of $A_1$. 

3. Case $d \leq n < \frac{3}{2}d$: For each $1 \leq i \leq n$: For each $1 \leq i \leq m - 1$, let $i^* := i + n + 1 - d$. Then

$$\Delta_i(G_0) = \{\chi_{i^*} + \chi_{\tilde{i^*}}\} \cup \{\chi_{i^*} - kd - \chi_{\tilde{i^*}} - kd + d \mid 1 \leq k \leq \lfloor \frac{i^* - 1}{d} \rfloor\}$$

$$\cup \{\chi_{i^*} - kd - \chi_{\tilde{i^*}} - kd + d \mid 1 \leq k \leq \lfloor \frac{i^* - 1}{d} \rfloor\}.$$ 

Moreover, $\Delta_m(G_0) := \{\chi_{n+1-d}\}$. One readily verifies that the for all $i$, the root system $\Phi_i(G_0)$ is of type $A_1$.

4. Case $n \geq \frac{3}{2}d$: For $1 \leq i \leq m - 1$, $\Delta_i(G_0)$ is as in the previous case. For $i = m$, we have

$$\Delta_m(G_0) = \{\chi_{n+1-d} \cup \{\chi_{n+1-d-kd} - \chi_{n+1-kd} \mid 1 \leq k \leq \lfloor \frac{n - m}{d} \rfloor\}.$$ 

For $i = m + 1$, we have

$$\Delta_{m+1}(G_0) := \{\chi_{n+1-m-d} + \chi_{n+1-m}\} \cup \{\chi_{n+1-m-kd} - \chi_{n+1-m-kd+d} \mid 1 \leq k \leq \lfloor \frac{n - m}{d} \rfloor\}.$$ 

The types of irreducible subsystems $\Phi_i(G_0)$ generated by $\Delta_i(G_0)$ is as follows:

(45) $\Phi_i(G_0) = \begin{cases} 
\text{Type A}, & 1 \leq i \leq m - 1; \\
\text{Type B}, & i = m; \\
\text{Type D}, & i = m + 1. 
\end{cases}$

5. Case $n < \frac{3}{2}d$: Then $\Delta_i(G_0) := \{\chi_i + \chi_{\tilde{i}}\}$, where $\tilde{i}$ is as defined in (46). Moreover, $\Phi_i(G_0)$ is given in (45). Thus, $\Phi(G_0)$ is direct sum of $n - m$ copies of $A_1$. 

To study the decomposition of $\Phi(G_0)$ into simple systems, we need to consider two cases:
Case $n \geq d$: For each $1 \leq i \leq m$, denote $i^* := n - d + i$. Then

$$\Delta_i(G_0) = \{\chi_{i^*} + \chi_i \} \cup \{\chi_{i^* - kd} - \chi_{i^* - kd + d} \mid 1 \leq k \leq \left\lfloor \frac{i^* - 1}{d} \right\rfloor\}$$

$$\cup \{\chi_{i^* - kd} - \chi_{i^* - kd + d} \mid 1 \leq k \leq \left\lfloor \frac{i^* - 1}{d} \right\rfloor\}.$$ 

For each $1 \leq i \leq m$, the sub root system $\Phi_i(G_0)$ spanned by above $\Delta_i(G_0)$ is a type $A$ root system. More precisely, let $n = \tau m + \sigma$ where $0 \leq \sigma \leq m - 1$, there are $\sigma$ terms of $\Phi_i(G_0)$, which are isomorphic to $A_\sigma$, while $m - \sigma$ terms of $\Phi_i(G_0)$ are isomorphic to $A_{i-1}$. 

4.1.4. Type $D$. Suppose $G$ is of type $D_n$, $n \in \mathbb{Z}_{\geq 4}$. Then $d = 2m - 2 \in \{6, 8, \ldots, 2(n-1)\}$. In this case, we have

\[
\Delta(G_0) = \begin{cases}
\chi_i - \chi_{i+d}, & \text{ht} = d, \quad 1 \leq i \leq n - d, \text{ when } n \geq d + 1; \\
\chi_i + \chi_i, & \text{ht} = d, \quad n + 1 - d \leq i \leq n - m, \quad \tilde{i} = 2n - d - i > i; \\
\chi_{n-d} + \chi_n, & \text{ht} = d, \quad \text{when } n \geq d + 1; \\\n\chi_{n+1-d-m} + \chi_{n+1-m}, & \text{ht} = 2d, \quad \text{when } n \geq 2d + 1.
\end{cases}
\]

Thus, $|\Delta(G_0)| = \begin{cases}
n - m, & n \leq d; \\
n - m + 1, & \frac 2d d \geq n \geq d + 1; \quad \text{We consider three cases:} \\
n - m + 2, & n \geq 2d + 1.
\end{cases}$

(1) $n \leq d$: For each $1 \leq i \leq n - m$, let $\Delta_i(G_0) := \{\chi_i + \chi_i\}$, where $\overline{i}$ is as defined in (47).

Moreover, $\Phi_i(G_0) \cong A_1$; thus, $\Phi(G_0)$ is direct sum of $n - m$ copies of $A_1$.

(2) $d + 1 \leq n \leq \frac 2d d$: For each $1 \leq i \leq m - 2$, denote $i^* := i + n - d$, we define

$$\Delta_i(G_0) := \{\chi_{i^*} + \chi_i\} \cup \{\chi_{i^* - kd} - \chi_{i^* - kd + d} \mid 1 \leq k \leq \left\lfloor \frac{i^* - 1}{d} \right\rfloor\}$$

$$\cup \{\chi_{i^* - kd} - \chi_{i^* - kd + d} \mid 1 \leq k \leq \left\lfloor \frac{i^* - 1}{d} \right\rfloor\}.$$ 

Note that here last part is empty, but will become nonempty when $n \geq \frac 2d d + 1$. We also define

$$\Delta_{m-1}(G_0) := \{\chi_{n-d} + \chi_n\}, \quad \Delta_m(G_0) := \{\chi_{n-d} - \chi_n\}.$$ 

The type of sub root system $\Phi_i(G_0)$ generated by $\Delta_i(G_0)$ is as follows:

(48) $\Phi_i(G_0) = \text{Type } A, \quad 1 \leq i \leq m$.

(3) $n \geq \frac 2d d + 1$: For $1 \leq i \leq m - 2$, we define $\Delta_i(G_0)$ as in the $d + 1 \leq n \leq \frac 2d d$ case. For $i = m - 1$, we define

$$\Delta_{m-1}(G_0) := \{\chi_{n-d} + \chi_n\} \cup \{\chi_{n-d} - \chi_{n-d + d} \mid 1 \leq k \leq \left\lfloor \frac{n - 1}{d} \right\rfloor\}$$

For $i = m$, we define

$$\Delta_m(G_0) := \{\chi_{n+1-m-d} + \chi_{n+1-m}\} \cup \{\chi_{n+1-m-d} + \chi_{n+1-m}\}$$

$$\cup \{\chi_{n+1-m-kd} - \chi_{n+1-m-kd+d} \mid 1 \leq k \leq \left\lfloor \frac{n + 1 - m}{d} \right\rfloor\}.$$ 

The type of sub root system $\Phi_i(G_0)$ generated by $\Delta_i(G_0)$ is as follows:

(49) $\Phi_i(G_0) = \begin{cases}
\text{Type } A, & 1 \leq i \leq m - 2; \\
\text{Type } D, & i = m - 1, m.
\end{cases}$
4.1.5. **Decomposition of** $\mathfrak{g}_0$ **into Lie subalgebras.** With above notations, for $\alpha \in \Phi(G)$, we set
\[
\chi(\alpha) := \begin{cases} \{\chi_i, \chi_j\}, & \alpha \in \{\pm \chi_i \pm \chi_j\}, \ i \neq j; \\ \{\chi_i\}, & \alpha \in \{\pm \chi_i, \pm 2\chi_i\}. \end{cases}
\]
Moreover, for a set of roots $S$, we set
\[
\chi(S) = \bigcup_{\alpha \in S} \chi(\alpha).
\]
Then we have $\chi(\Phi_i(G_0)) = \chi(\Delta_i(G_0))$ and $\chi(\Phi_i(G_0)) \cap \chi(\Phi_j(G_0)) = \emptyset$, $\forall i \neq j$.
Now we define a Lie subalgebra $\mathfrak{l}_i$ of $\mathfrak{g}_0$ by
\[
\mathfrak{l}_i = \bigoplus_{\chi_j \in \chi(\Phi_i(G_0))} \text{Lie}(T_j) \bigoplus_{\alpha \in \Phi_i(G_0)} \mathfrak{g}_\alpha.
\]
Then we obtain a decomposition
\[
\mathfrak{g}_0 = \bigoplus_i \mathfrak{l}_i \bigoplus_{\chi_j \not\in \chi(\Phi(G_0))} \text{Lie}(T_j).
\]

4.1.6. With above preparations, we obtain the following result.

**Proposition 40.** Let $G$ be a classical group and $M \subseteq G$ an admissible Levi. Then for all irreducible $G_0$-submodules $V_i \subseteq \mathfrak{g}_1$, we have $V_i \cap \mathfrak{m}_1 \neq 0$.

**Proof.** For $\alpha \in \Phi(\mathfrak{m}_1)$, let $\text{hw}(\alpha)$ denote the highest weight of the subrepresentation $V_i$ that contains $\mathfrak{g}_\alpha$. In order to verify Proposition 40 it suffices to show that $\{\text{hw}(\alpha)| \alpha \in \Phi(\mathfrak{m}_1)\}$ give all the highest weights of $\mathfrak{g}_1$ as $G_0$-representations. In view of [KY21 Proposition 27], the number of highest weights is $n + 1 - |\Delta(G_0)|$. Thus it suffices to verify that there are $n + 1 - |\Delta(G_0)|$ distinct $\text{hw}(\alpha)$’s. Recall $\Phi(\mathfrak{m}_1) = \{\alpha_{n-m+1}, \ldots, \alpha_n, -\theta_M\}$.

(i) Type A. We have $\text{hw}(\alpha_i) = \sum_{j \neq i'} \alpha_i$, where $1 \leq i' \leq d$, $n - m + 1 \leq i \leq n$ and $d|(i - i')$;
$\text{hw}(\theta_M) = \sum_{j \neq i'} \alpha_{n-m}$, where $1 \leq i' \leq d$ and $d|(n - m - i')$. Thus these $i$’s are all distinct module $d$, giving $n + 1 - (n - m) = m + 1 = d$ many highest weights.

(ii) Type B, C, D. The highest weight $\text{hw}(\alpha)$ for $\alpha \in \Phi(\mathfrak{m}_1)$ is of the form $\chi_{i_\alpha} + \chi_{j_\alpha}$ for some integers $i_\alpha \leq j_\alpha$. Similar to type A, we can check the map from $\Phi(\mathfrak{m}_1)$ to the set of highest weights of $\mathfrak{g}_1$ is surjective but not injective. Although, it may fail to be injective in some situations for type B and D. \( \square \)

4.2. **Weight space decomposition of** $u_0$ **and** $u_\phi$. In this subsection, we keep the assumptions and notations of §2.2. To prove theorem 13, we need to study the $T_\phi$-action on the unipotent group $U_0$. We first introduce some general notations about this action and prove Proposition 14.

We denote the Lie algebras of $U_\phi \subset U_0$ by $u_\phi \subset u_0$, and the weights of the adjoint action of $T_\phi$ on $u_0$ by $\Phi_{T_\phi}(u_0)$. We have the weight subspace decomposition:
\[
u_0 = \bigoplus_{\gamma \in \Phi_{T_\phi}(u_0)} u_\gamma.',
\]
On the other hand, we have the weight decomposition with respect to maximal torus $T$:
\[u_0 = \bigoplus_{\gamma \in \Phi(u_0)} \mathfrak{g}_\gamma,
\]

The inclusion $T_\phi \rightarrow T$ induces a restriction map
\[
\pi : \Phi_G \rightarrow X^*(T_\phi),
\]

\section*{Notes}
\footnote{Note that, a priori, the action of $T_\phi$ on $u_0$ may have 0 as an eigenvalue, though we prove that this cannot happen.}
More explicitly, if we set $\Delta_M := \Delta_G - \Delta_M$, then for $\gamma = \sum_{\alpha \in \Delta_M} n_\alpha \alpha \in \Phi_G$ we have

\begin{equation}
\pi \left( \sum_{\alpha \in \Delta_M} n_\alpha \alpha \right) = \sum_{\alpha \in \Delta_M^\sim} n_\alpha \alpha.
\end{equation}

Moreover, we have

\begin{equation}
u_\gamma = \bigoplus_{\gamma \in \pi^{-1}(\gamma)} g_\gamma, \quad \forall \gamma \in \Phi_{T_\phi}(u_0).
\end{equation}

Note that $u_\phi$ is a $T_\phi$-invariant subspace of $u_0$. We have a decomposition

\begin{equation}
u_\phi = \bigoplus_{\gamma \in \Phi_{T_\phi}(u_0)} u_{\phi,\gamma}, \text{ where } u_{\phi,\gamma} = u_\gamma \cap u_\phi.
\end{equation}

In view of Proposition [10, i-ii], for every $\gamma \in \Phi_{T_\phi}(u_0)$, we have $\dim(u_{\phi,\gamma}) = 1$.

**Lemma 41.** If $\gamma = \sum_{\alpha \in \Delta_M} n_\alpha \alpha + \sum_{\alpha \in \Delta_M} m_\alpha \alpha \in \Phi(u_0)$, then $\sum_{\alpha \in \Delta_M} n_\alpha \alpha \neq 0$. In particular, $0 \notin \Phi_{T_\phi}(u_0)$ and $\pi$ induces a surjection

$$\pi : \Phi(u_0) \twoheadrightarrow \Phi_{T_\phi}(u_0).$$

**Proof.** Recall that $\gamma \in \Phi(u_0)$ satisfies $d \mid \text{ht}(\gamma)$. If $\pi(\gamma) = 0$, then we have $\gamma \in \Phi_M$ and $\text{ht}(\gamma) < h_M = d$, which implies $\gamma = 0$.

4.2.1. Proof of Proposition [10, iv]. Let $l_\phi$, $t$, and $t_\phi$ denote the Lie algebras of $L_\phi$, $T$ and $T_\phi$ respectively. Consider the $T_\phi$-eigenspace decomposition:

$$g_0 = t \oplus \bigoplus_{\gamma \in \Phi_{T_\phi}(g_0)} g_{0,\gamma}, \quad l_\phi = t_\phi \oplus \bigoplus_{\gamma \in \Phi_{T_\phi}(l_\phi)} l_{\phi,\gamma}.$$

Recall $U_\phi = U_0 \cap L_\phi$. It suffices to show that $B_1 = T_\phi U_\phi$ is a Borel of $L_\phi$ as $B_\phi \supset B_1$. Then we reduce to show that

\begin{equation}
\Phi_{T_\phi}(l_\phi) = \Phi_{T_\phi}(U_\phi) \sqcup (-\Phi_{T_\phi}(U_\phi))
\end{equation}

The projection $\pi : \Phi(g_0) \rightarrow \Phi_{T_\phi}(g_0)$ is surjective (Lemma [11]). Given any $\gamma \in \Phi_{T_\phi}(l_\phi)$, we have

$$l_{\phi,\gamma} \subset l_\gamma = \bigoplus_{\gamma \in \pi^{-1}(\gamma)} g_\gamma.$$

If a weight $\gamma = \sum_{\alpha \in \Delta_M} n_\alpha \alpha \in \Phi_G \in \pi^{-1}(\gamma)$ is positive, then by Lemma [11] $n_\alpha > 0$ for some $\alpha \in \Delta_M$. By (54), this implies that $\gamma' > 0$ for every $\gamma' \in \pi^{-1}(\gamma)$. Therefore, we have $l_{\phi,\gamma} \subset u_0 \cap l_\phi$ and $\bar{\gamma} \in \Phi_{T_\phi}(U_\phi)$. Similarly, when $\gamma < 0$ for some $\gamma \in \pi^{-1}(\gamma)$, we deduce $\bar{\gamma} \in -\Phi_{T_\phi}(U_\phi)$. This gives the inclusion $\subseteq$ of (57).

On the other hand, as $\pi(-\gamma) = -\pi(\gamma)$, the right hand side of (57) is a disjoint union. Moreover, as $L_\phi$ is reductive, $\bar{\gamma} \in \Phi_{T_\phi}(l_\phi)$ if and only if $-\bar{\gamma} \in \Phi_{T_\phi}(l_\phi)$. This provides the opposite inclusion and completes the proof.

4.3. Classification of $\Phi_{T_\phi}(u_0)$ via $\pi$. Let $\bar{\gamma} \in \Phi_{T_\phi}(u_0)$ and write $\bar{\gamma} = \sum_{\alpha \in \Delta_M} n_\alpha \alpha$.

**Lemma 42.** There are three possibilities for $\pi^{-1}(\bar{\gamma})$:

(I) $\pi^{-1}(\bar{\gamma}) = \{ \gamma \}$ is a singleton;

(II) $|\pi^{-1}(\bar{\gamma})| \geq 2$ and for any $\gamma_1, \gamma_2 \in \pi^{-1}(\bar{\gamma})$, $\text{ht}(\gamma_1) = \text{ht}(\gamma_2)$;
(III) $G$ is of type $B$ or $D$ and $\pi^{-1}(\bar{\gamma})$ contains roots of unequal heights; more precisely,

$$\{\gamma_1 = \sum_{\alpha \in \Delta_M^2} n_{\alpha} \alpha, \gamma_2 = \gamma_1 + \alpha_{n-m+1} + \theta_M \} \subset \pi^{-1}(\bar{\gamma}).$$

Proof. Let $\gamma_1$ and $\gamma_2$ be elements of $\pi^{-1}(\bar{\gamma})$ and write

$$\gamma_i = \sum_{\alpha \in \Delta_M^2} n_{\alpha} \alpha + \sum_{\alpha \in \Delta_M} m_{\alpha}^i \alpha, \quad m_{\alpha}^i \in \mathbb{N}, \; i = 1, 2.$$  

Note that $ht(\gamma_i)$ is divisible by $d$; thus, $d = h_M$ divides

$$|ht(\gamma_1) - ht(\gamma_2)| = \left| \sum_{\alpha \in \Delta_M} m_{\alpha}^1 - \sum_{\alpha \in \Delta_M} m_{\alpha}^2 \right| \leq \max_{i \in \{1, 2\}} \sum_{\alpha \in \Delta_M} m_{\alpha}^i.$$  

There are two possibilities of the maximal value of $\sum_{\alpha \in \Delta_M} m_{\alpha}^i$:

(i) If $G$ is of type $A$ and type $C$, then $\sum_{\alpha \in \Delta_M} m_{\alpha}^i \leq ht(\theta_M) = h_M - 1 < h_M$, so $ht(\gamma_1) = ht(\gamma_2)$.

(ii) If $G$ is of type $B$ and type $D$, then $\sum_{\alpha \in \Delta_M} m_{\alpha}^i \leq ht(\theta_M + \alpha_{n-m+1}) = h_M$, where $\Delta_M = \{\alpha_{n-m+1}, \ldots, \alpha_n\}$. Therefore, we have $ht(\gamma_1) = ht(\gamma_2)$ or $|ht(\gamma_1) - ht(\gamma_2)| = h_M$. The second case happens only if one of $\gamma_i$ satisfies $m_{\alpha}^i = 0$ for all $i$, while the other one satisfies all of $m_{\alpha}^i$ achieve the maximal possible value. Note that in this case, there is no weight other than $\gamma_1, \gamma_2$ in $\pi^{-1}(\bar{\gamma})$. □

We say a root $\gamma \in \Phi(u_0)$ or a $T_\phi$-weight $\bar{\gamma} = \pi(\gamma)$ is of type (I) (resp. (II), (III)) if $\bar{\gamma} = \pi(\gamma)$ satisfies above condition (I) (resp. (II), (III)). The above lemma allows us to give an explicit description of the weight spaces $\Phi_{T_\phi}(u_0)$:

**Proposition 43.** (i) Suppose $G$ is of type $A$ or $C$. Then only type (I) roots appear. In other words, $\pi$ defines a bijection $\Phi(u_0) \sim \Phi_{T_\phi}(u_0)$.

(ii) Suppose $G$ is of type $B$.

- If $n < \frac{3}{2}d$, only type (I) roots appear;
- If $n \geq \frac{3}{2}d$, both type (I) and (III) roots appear.

Moreover, for any type (III) weight $\bar{\gamma} \in \Phi_{T_\phi}(u_0)$, we have $|\pi^{-1}(\bar{\gamma})| = 2$.

(iii) Suppose $G$ is of type $D$.

- If $n \leq d$, only type (I) roots appear;
- If $d + 1 \leq n \leq \frac{3}{2}d$, both type (I) and (II) roots appear;
- If $n \geq \frac{3}{2}d + 1$, all of type (I), (II), (III) roots appear.

Moreover, for any type (II), (III) weight $\bar{\gamma} \in \Phi_{T_\phi}(u_0)$, we have $|\pi^{-1}(\bar{\gamma})| = 2$.

Proof. We denote the set of type (I) (resp. (II), resp. (III)) roots of $u_0$ by $\Phi^I_{T_\phi}(u_0)$ (resp. $\Phi^II_{T_\phi}(u_0)$, resp. $\Phi^{III}_{T_\phi}(u_0)$) and explicitly study the decomposition

$$\Phi(u_0) = \Phi^I_{T_\phi}(u_0) \sqcup \Phi^II_{T_\phi}(u_0) \sqcup \Phi^{III}_{T_\phi}(u_0).$$

With the notations of § 1.11, we have

$$\Delta_G = \Delta_M^2 \cup \Delta_M = \{\alpha_1, \ldots, \alpha_{n-m}\} \cup \{\alpha_{n-m+1}, \ldots, \alpha_n\}.$$  

Suppose $\gamma_1 = \sum_{j=1}^n n_j \alpha_j, \gamma_2 = \sum_{j=1}^n m_j \alpha_j \in \Phi(u_0)$ satisfy $\pi(\gamma_1) = \pi(\gamma_2)$ and $n_{i_1} > 0, m_{i_2} > 0$. A simple observation is that $i_1 = i_2$. Indeed, from Lemma 43, we have $i_1, i_2 \leq n - m$. Then we conclude the claim from (51).
4.3.1. **Type A.** Given $1 \leq d = m + 1 \leq n + 1$, we have

$$\Phi(u_0) = \{ \sum_{j=i}^{i+td-1} \alpha_j | 1 \leq i < i + td - 1 \leq n \}.$$  \hfill (58)

It follows from the observation that type (II) roots do not exist. We have

$$\Phi(u_0) = \Phi_{T_0}^I(u_0), \quad \pi : \Phi(u_0) \sim \Phi_{T_0}^I(u_0) \text{ is a bijection.}$$  \hfill (59)

4.3.2. **Type B.** Given $2 \leq d = 2m \leq 2n$, we have

$$\Phi(u_0) = \{ \sum_{j=i}^{i+td-1} \alpha_j | 1 \leq i < i + td - 1 \leq n \}$$

$$\cup \{ \sum_{j=i}^{i+k-1} \alpha_j + 2 \sum_{j=i+k}^{n} \alpha_j | 2n - i - td + 2 > i, 1 \leq t \leq \left\lfloor \frac{2n-1}{d} \right\rfloor \}.$$  \hfill (60)

We first show that type (II) roots do not exist. Suppose $\gamma_1, \gamma_2 \in \Phi(u_0)$ satisfy $\pi(\gamma_1) = \pi(\gamma_2)$ and $ht(\gamma_1) = ht(\gamma_2)$. If $\gamma_1$ and $\gamma_2$ are both of the form $\sum_{j=i}^{i+td-1} \alpha_j$ or $\sum_{j=i}^{i+k-1} \alpha_j + 2 \sum_{j=i+k}^{n} \alpha_j$, then $ht(\gamma_1) = ht(\gamma_2)$ implies $\gamma_1 = \gamma_2$. If $\gamma_1 = \sum_{j=i}^{i+td-1} \alpha_j$ while $\gamma_2 = \sum_{j=i}^{i+k-1} \alpha_j + 2 \sum_{j=i+k}^{n} \alpha_j$, 2n-2i-k+2 = qd, then $ht(\gamma_1) = td < n+1-i$ while $ht(\gamma_2) = 2n-i-(i+k)+2 \geq n+2-i > ht(\gamma_1)$. Therefore type (II) roots would not appear.

We have $\Phi(u_0) = \Phi_{T_0}^I(u_0) \cup \Phi_{T_0}^{II}(u_0)$. These roots are explicitly given by:

$$\Phi_{T_0}^I(u_0) = \{ \sum_{j=i}^{i+k-1} \alpha_j \in \Phi(u_0) | i + k - 1 \neq n - m \} \cup \{ \sum_{j=i}^{i+k-1} \alpha_j + 2 \sum_{j=i+k}^{n} \alpha_j \in \Phi(u_0) | i + k - 1 \neq n - m \};$$

$$\Phi_{T_0}^{II}(u_0) = \bigcup_{1 \leq t \leq \left\lfloor \frac{n-1}{d} \right\rfloor} \{ \sum_{j=i}^{n-m} \alpha_j, \sum_{j=i}^{n-m} \alpha_j + 2 \sum_{j=n-m+1}^{n} \alpha_j | n - m - i + 1 = td \}.$$  \hfill (61)

4.3.3. **Type C.** Given $2 \leq d = 2m \leq 2n$, we have

$$\Phi(u_0) = \{ \sum_{j=i}^{i+td-1} \alpha_j | 1 \leq i < i + td - 1 \leq n \}$$

$$\cup \{ \sum_{j=i}^{i+k-1} \alpha_j + 2 \sum_{j=i+k}^{n} \alpha_j + \alpha_n | i + k = 2n - i - td + 1 \geq i, 1 \leq t \leq \left\lfloor \frac{2n-1}{d} \right\rfloor \}.$$  \hfill (62)

One can check that type (II) roots do not exist as in 4.3.2. We have

$$\Phi(u_0) = \Phi_{T_0}^I(u_0), \quad \pi : \Phi(u_0) \sim \Phi_{T_0}^I(u_0) \text{ is a bijection.}$$  \hfill (63)

4.3.4. **Type D.** Given $2 \leq d = 2m \leq 2n - 2$, we have

$$\Phi(u_0) = \{ \sum_{j=i}^{i+td-1} \alpha_j | 1 \leq i < i + td - 1 \leq n \} \cup \{ \sum_{j=i}^{n-2} \alpha_j + \alpha_n | i = n - td, 1 \leq t \leq \left\lfloor \frac{n-1}{d} \right\rfloor \}$$

$$\cup \{ \sum_{j=i}^{i+k-1} \alpha_j + 2 \sum_{j=i+k}^{n-2} \alpha_j + \alpha_n | i + k = 2n - i - td > i, 1 \leq t \leq \left\lfloor \frac{2n-3}{d} \right\rfloor \}.$$  \hfill (64)
Both type (I), (II) and (III) roots exist. We have \( \Phi(u_0) = \Phi^{I}_{T_0}(u_0) \cup \Phi^{II}_{T_0}(u_0) \cup \Phi^{III}_{T_0}(u_0) \). By a similar argument of \( (32) \), we deduce that these roots are given by:

\[
\Phi^{II}_{T_0}(u_0) = \{ \sum_{j=1}^{i+k+1} \alpha_j \in \Phi(u_0) \mid i + k - 1 \neq n - m, n - 1 \}
\]

\[
\cup \{ \sum_{j=i}^{i+k} \alpha_j + 2 \sum_{j=i+k}^{n-2} \alpha_j + \alpha_{n-1} + \alpha_n \in \Phi(u_0) \mid i + k - 1 \neq n - m \};
\]

\[
\Phi^{II}_{T_0}(u_0) = \bigcup_{1 \leq t \leq [\frac{n-1}{d}]} \{ \sum_{j=1}^{n-1} \alpha_j, \sum_{j=1}^{n-2} \alpha_j + \alpha_n | n - i = td \};
\]

\[
\Phi^{III}_{T_0}(u_0) = \bigcup_{1 \leq t \leq [\frac{n-m}{d}]} \{ \sum_{j=1}^{n-m} \alpha_j, \sum_{j=1}^{n-m} \alpha_j + 2 \sum_{j=n-m+1}^{n-2} \alpha_j + \alpha_{n-1} + \alpha_n | n - m - i + 1 = td \}.
\]

\[ \square \]

4.4. **Structure of \( u_\phi \) and a complement of \( u_\phi \) in \( u_0 \).** The goal of this subsection is to study \( u_\phi \) and define an explicit \( T_0 \)-invariant complement \( u^c \) of \( u_\phi \) in \( u_0 \), i.e., a decomposition of \( T_0 \)-modules \( u_0 = u_\phi \oplus u^c \).

We start with an observation:

**Lemma 44.** \( u_\phi = \{ v \in u_0 \mid [v, \phi] = 0 \} \).

**Proof.** Note that the exponential map on \( u_0 \) is well-defined and induces an isomorphism \( u_0 \simeq U_0 \). Then we conclude \( (41) \) from the fact that \( U_\phi \) is the stabilizer of \( \phi \) in \( U_0 \).

Recall the root space decomposition of \( u_\phi \) \( (56) \):

\[
u_\phi = \bigoplus_{\gamma \in \Phi_T(u_0)} u_{\phi, \gamma}, \text{ where } u_{\phi, \gamma} := u_{\gamma} \cap u_{\phi}, \text{ dim}(u_{\phi, \gamma}) = 1.
\]

Proposition \( 33 \) then implies that \( u_{\gamma} \) is either a root subspace \( g_\gamma \) for some \( \gamma \in \Phi(u_0) \subseteq \Phi(G) \), or the direct sum of two root subspaces. The following result provides a criterion for whether a root subspace is contained in \( u_\phi \).

**Lemma 45.** For \( \gamma \in \Phi(u_0) \), the inclusion \( u_{\gamma} \subseteq u_\phi \) holds if and only if for every root \( \alpha \in \Phi(m_{-1}) \), we have \( \gamma + \alpha \notin \Phi_G \).

**Proof.** Recall that \( \phi = \sum_{\alpha \in \Phi(m_{-1})} \lambda_\alpha E_\alpha \). By \( (44) \), \( E_\gamma \) belongs to \( u_\phi \) if and only if

\[
[E_\gamma, \phi] = \sum_{\alpha \in \Phi(m_{-1})} \lambda_\alpha [E_\gamma, E_\alpha] = 0.
\]

The latter is, in turn, equivalent to \( [E_\gamma, E_\alpha] = 0 \), i.e. \( \gamma + \alpha \notin \Phi_G \), for every \( \alpha \in \Phi(m_{-1}) \).

We now describe the subspace \( u_{\phi, \gamma} \) for every \( T_0 \)-weight \( \gamma \in \Phi_{T_0}(u_0) \) and define a complement \( u^c_\gamma \) of \( u_{\phi, \gamma} \) in \( u_\gamma \). When \( \gamma \) is of type (I) (i.e. \( \pi^{-1}(\gamma) = \{ \gamma \} \) is a singleton), the above corollary provides a criterion for \( u_{\phi, \gamma} = u_\gamma \) or \( u_{\phi, \gamma} = 0 \) and we define \( u^c_\gamma \) in an obvious way. Namely, denote by \( \Phi^I_{T_0}(u_\phi) \) (resp. \( \Phi^I_{T_0}(u^c) \)) the \( T_0 \)-weights in \( u_\phi \) (resp. \( u^c \)) of type (I), which can be uniquely lifted to roots in \( \Phi(u_0) \). Then we have

\[
\Phi(u_0) = \Phi^I_{T_0}(u_\phi) \cup \Phi^I_{T_0}(u^c).
\]
When \( \tilde{\gamma} \) is of type (II) or (III) (which can appear only in types B and D), \( u_{\phi, \tilde{\gamma}} \) is no longer a root subspace \( g_{\gamma} \). We will describe the set of \( T_{\theta} \)-weights \( \Phi_{T_{\theta}}^{I}(u_{\phi}) \) and \( \Phi_{T_{\theta}}^{III}(u_{\phi}) \) of type (II) and (III), and define \( u_{\gamma} \). Below, we give an explicit description of these root spaces in each classical type.

4.4.1. Type \( A_n \). Given \( \gamma = \sum_{j=1}^{n} \alpha_j \in \Phi(u_0) \), by Lemma \[35\] we have

\[
\gamma \in \Phi_{T_{\theta}}(u^c) \iff \exists \alpha \in \Phi(m_{-1}) = \{-\alpha_{n-m+1}, -\alpha_{n-m+2}, \ldots, -\alpha_n, \sum_{j=n-m+1}^{n} \alpha_j\}; \gamma + \alpha \in \Phi_G.
\]

Then we deduce

\[
\Phi_{T_{\theta}}^{I}(u^c) = \{ \sum_{j=i-td+1}^{i} \alpha_j|n-m \leq i \leq n, 1 \leq i-td+1 \leq i \};
\]

\( \Phi_{T_{\theta}}^{I}(u_{\phi}) = \{ \sum_{j=i-td+1}^{i} \alpha_j|1 \leq i-td+1 \leq i < n-m \}. \)

4.4.2. Type \( B_n \). We have

\[
\Phi_{T_{\theta}}^{I}(u^c) = \{ \sum_{j=i-td+1}^{i} \alpha_j|n-m+1 \leq i \leq n \}
\]

\( \cup \{ \sum_{j=i-td+1}^{i} \alpha_j + 2 \sum_{j=i}^{n} \alpha_j|n-m+2 \leq i \leq n, i-k = 2n-i-td+2 \}; \)

\[
\Phi_{T_{\theta}}^{I}(u_{\phi}) = \{ \sum_{j=i-td+1}^{i} \alpha_j|1 \leq i \leq n-m-1 \}
\]

\( \cup \{ \sum_{j=i-td+1}^{i} \alpha_j + 2 \sum_{j=i}^{n} \alpha_j|2 \leq i \leq n-m, i-k = 2n-i-td+2 \}. \)

It remains to study \( u_{\phi, \tilde{\gamma}} \) for a type (III) weight \( \gamma \in \Phi_{T_{\theta}}(u_0) \). Recall (cf. \[55\] and \[61\]) that

\[
u = \mathfrak{g}_{\gamma_1} \oplus \mathfrak{g}_{\gamma_2}, \quad \gamma_1 = \sum_{j=1}^{n-m} \alpha_j, \quad \gamma_2 = \sum_{j=1}^{n-m} \alpha_j + 2 \sum_{j=n-m+1}^{n} \alpha_j, \quad n-m-i+1 = td. \]

A vector \( v = \lambda_1 E_{\gamma_1} + \lambda_2 E_{\gamma_2} \) belongs to \( u_{\phi, \tilde{\gamma}} \) if and only if

\[
0 = [v, \phi] = [\lambda_1 E_{\gamma_1} + \lambda_2 E_{\gamma_2}, \sum_{\alpha \in \Delta_M} E_{-\alpha} + E_{\theta_M}] = \lambda_1 E_{\gamma_1+\theta_M} + \lambda_2 E_{\gamma_2 - \alpha_{n-m+1}} = (\lambda_1 + \lambda_2) E_{\gamma_1+\theta_M}.
\]

Thus \( E_{\phi, \tilde{\gamma}} = E_{\gamma_1} - E_{\gamma_2} \) is a basis of \( u_{\phi, \tilde{\gamma}} \) and we define \( u_{\gamma} \) to be the subspace of \( u_{\gamma} \) generated by \( E_{\gamma_1} + E_{\gamma_2} \):

\[
\Phi_{T_{\theta}}^{III}(u_{\phi}) = \Phi_{T_{\theta}}^{III}(u^c) = \pi(\Phi_{T_{\theta}}^{III}(u_0));
\]

\[
u_{\phi, \tilde{\gamma}} = k(E_{\gamma_1} - E_{\gamma_2}), \quad u_{\gamma} = k(E_{\gamma_1} + E_{\gamma_2}), \quad \pi^{-1}(\tilde{\gamma}) = \{\gamma_1, \gamma_2\}, \quad \forall \tilde{\gamma} \in \Phi_{T_{\theta}}^{III}(u_0). \]
4.4.3. Type C. We have

\[ \Phi_{T_\varphi}^I(u^c) = \left\{ \sum_{j=i-td+1}^{i-1} \alpha_j | n-m \leq i \leq n \right\} \]
\[ \cup \left\{ \sum_{j=i-k}^{i-1} \alpha_j + 2 \sum_{j=i}^{n-1} \alpha_j + \alpha_n | n-m+1 \leq i \leq n-1, i-k = 2n-i-td+1 \right\}; \]
\[ \Phi_{T_\varphi}^J(u_\varphi) = \left\{ \sum_{j=i-td+1}^{i} \alpha_j | 1 \leq i \leq n-1 \right\} \]
\[ \cup \left\{ \sum_{j=i-k}^{i-1} \alpha_j + 2 \sum_{j=i}^{n-1} \alpha_j + \alpha_n | 1 \leq i \leq n-m, i-k = 2n-i-td+1 \right\}. \]

(69)

4.4.4. Type D. We have

\[ \Phi_{T_\varphi}^I(u^c) = \left\{ \sum_{j=i-td+1}^{i} \alpha_j | n-m+1 \leq i \leq n-2 & i = n \right\} \]
\[ \cup \left\{ \sum_{j=i-k}^{i-1} \alpha_j + 2 \sum_{j=i}^{n-2} \alpha_j + \alpha_{n-1} + \alpha_n | n-m+2 \leq i \leq n-2, i-k = 2n-i-td \right\}; \]
\[ \Phi_{T_\varphi}^J(u_\varphi) = \left\{ \sum_{j=i-td+1}^{i} \alpha_j | 1 \leq i \leq n-m-1 \right\} \]
\[ \cup \left\{ \sum_{j=i-k}^{i-1} \alpha_j + 2 \sum_{j=i}^{n-2} \alpha_j + \alpha_{n-1} + \alpha_n | 2 \leq i \leq n-m, i-k = 2n-i-td \right\}. \]

(70)

It remains to study \( u_{\varphi, \bar{\gamma}} \) for a type (II) or (III) weight \( \bar{\gamma} \in \Phi_{T_\varphi}(u_0) \). Recall that

\[ u_{\bar{\gamma}} = g_{\gamma_1} \oplus g_{\gamma_2}, \quad (\gamma_1, \gamma_2) = \begin{cases} \sum_{j=1}^{i} \alpha_j, \sum_{j=i}^{n} \alpha_j + \alpha_n, & \text{type (II)}, \\ \sum_{j=1}^{n-m} \alpha_j, \sum_{j=i}^{n-m} \alpha_j + 2 \sum_{j=n-m+1}^{n-2} \alpha_j + \alpha_{n-1} + \alpha_n, & \text{type (III)}. \end{cases} \]

By a similar computation as in type B, \( E_{\varphi, \bar{\gamma}} = E_{\gamma_1} - E_{\gamma_2} \) is a basis of \( u_{\varphi, \bar{\gamma}} \). We define \( u^c_{\bar{\gamma}} \) to be the subspace of \( u_{\bar{\gamma}} \) generated by \( E_{\varphi, \bar{\gamma}} = E_{\gamma_1} + E_{\gamma_2} \):

\[ \Phi_{T_\varphi}^H(u_\varphi) = \Phi_{T_\varphi}^H(u^c) = \pi(\Phi_{T_\varphi}^H(u_0)), \quad \Phi_{T_\varphi}^{II}(u_\varphi) = \Phi_{T_\varphi}^{II}(u^c) = \pi(\Phi_{T_\varphi}^{II}(u_0)); \]
\[ u_{\varphi, \bar{\gamma}} = k(E_{\gamma_1} - E_{\gamma_2}), \quad u^c_{\bar{\gamma}} = k(E_{\gamma_1} + E_{\gamma_2}), \quad \pi^{-1}(\bar{\gamma}) = \{ \gamma_1, \gamma_2 \}, \quad \forall \bar{\gamma} \in \pi(\Phi_{T_\varphi}^H(u_0) \cup \Phi_{T_\varphi}^{II}(u_0)). \]

(71)

4.4.5. We define \( u^c \subseteq u_0 \) by

\[ u^c := \bigoplus_{\bar{\gamma} \in \Phi_{T_\varphi}(u_\varphi)} u^c_{\bar{\gamma}}. \]

(72)

Thus, we have a decomposition of \( T_\varphi \)-modules \( u_0 = u_\varphi \oplus u^c \).

We collect an observation for the future use. We consider roots of \( g \) as characters of \( T_\varphi \) by restriction. From discussions on \( \Phi_{T_\varphi}(u^c) \) and Proposition 43 we can see:
Proposition 46. We can label elements of $\Phi_{T_\phi}(u^c)$ by $\Phi_{T_\phi}(u^c) = \{\gamma_i\}_{i=1}^{n-m}$ such that for $1 \leq i \leq n-m$, $\gamma_i \in \pi^{-1}(\gamma_i) \subset \Phi(u_0)$ can be written as

$$\gamma_i = \chi_i + u_i \chi_{r_i}$$

for an integer $r_i \in [n-m+1, n+1]$ and $u_i \in \{-1,0,1\}$.

Note that in the case of type B,C,D, $\chi_{r_i}$ is trivial on $T_\phi$ and that when $G = SL_{n+1}$, $\chi_{r_i}|_{T_\phi}$ is nontrivial, because $T_\phi = \{(a_1, \ldots, a_{n-m}, a, \ldots, a) \in T\}$.

4.5. A complement for $U_\phi$ inside $U_0$. In this section, we give a group theoretic analogue of the above result and construct a complement $U^c$ for $U_\phi$ inside $U_0$. The main challenge is that $U_\phi$ is not, in general, normal; thus, $U_0/U_\phi$ is not a group.

4.5.1. Root space decomposition of $U_\phi$. For each weight $\bar{\gamma} \in \Phi_{T_\phi}(u_\phi)$, let $U_{\bar{\gamma}} = \text{exp}(u_{\bar{\gamma}})$ and $U_{\phi,\bar{\gamma}} = \text{exp}(u_{\phi,\bar{\gamma}})$. Then, we have an inclusion $U_{\phi,\bar{\gamma}} \subseteq U_{\bar{\gamma}}$. Let $U_{\phi,\bar{\gamma}} := U_{\phi} \cap U_{\bar{\gamma}}$. In view of root space decomposition of $u_\phi$ (59), we obtain an isomorphism of schemes

$$U_{\phi} \simeq \prod_{\bar{\gamma} \in \Phi_{T_\phi}(u_\phi)} U_{\phi,\bar{\gamma}},$$

where the product is defined with respect to some order on $\Phi_{T_\phi}(u_\phi)$. In particular, we see that the resulting scheme is, up to isomorphism, independent of the chosen order.

4.5.2. Let $U^c_{\bar{\gamma}}$ the subscheme $\text{exp}(u_{\bar{\gamma}}^c)$ of $U_0$. Note that $T_\phi$ acts on $u_{\bar{\gamma}}^c$; thus, it also acts on $U^c_{\bar{\gamma}}$. Let $<$ be an order on $\Phi_{T_\phi}(u^c)$ and define

$$U^c := \prod_{\bar{\gamma} \in \Phi_{T_\phi}(u^c)} U^c_{\bar{\gamma}} \subset U_0,$$

where the product is taken with respect to the order $<$. In general, $U^c$ is not a subgroup of $U_0$, but only a subscheme (depending on $<$), equipped with an action of $T_\phi$.

Proposition 47. (i) The multiplication map on $G$ induces an isomorphism of schemes $U^c \times U_\phi \xrightarrow{\sim} U_0$.

(ii) We have a $T_\phi$-equivariant isomorphism of schemes $U^c \simeq U_0/U_\phi$. Note that $U_0/U_\phi$ is independent of the choice of $<$.

Proof. Let $V = U^c \times U_\phi$. Let $e$ be the unit in $U_0$, and by abuse of notation also the product of units $(e,e) \in U^c \times U_\phi$. In view of their definition, the differential map

$$d_\text{in} : T_e V \rightarrow T_e U_0$$

is an isomorphism. To prove the assertion, we use Luna map to show there are isomorphisms $V \simeq T_e V$ and $U_0 \simeq T_e U_0$, whose composition with $d_\text{in}$ coincides with $m$. By [Mil17, Theorem 13.41], it suffices to find an action of torus $G_\gamma$ on $U^c, U_\phi$ and $U_0$, compatible with the multiplication map $m$, fixing $e$, such that all of its weights on $u^c, u_\phi$ and $u_0$ are positive.

When $G$ is of type A or C, only type (I) $T_{\phi}$-weights appear (59) and (63) and $U^c, U_\phi$ and $U_0$ are all products of root subgroups for positive roots of $G$. In particular, they are normalized by $T$. Consider the adjoint action given by $\tilde{\rho}_G(G_m)$, which has positive weights on $u^c, u_\phi$ and $u_0$. This provides the desired $G_m$-action.

When $G$ is of type B and D, we have seen from (61) and (64) that type (I), (II), and (III) $T_{\phi}$-weights all appear, and $U^c, U_\phi$ and $U_0$ are only normalized by $T_{\phi}$ rather than $T$. However we can modify $\tilde{\rho}_G$ into a $T_{\phi}$-cocharacter that satisfies our requirement. Since we only concern properties on subgroups of $U_0$, we may assume $G$ is either $SO_{2n+1}$ or $SO_{2n}$. Observe that $T = \prod_{i=1}^n T_i$ and $T_{\phi} = \prod_{i=1}^{n-m} T_i$ in notations of (1.17) which allow us to define a projection $p : T \rightarrow T_{\phi}$. We set
\[ \lambda = \rho_G \circ p \in X_{\ast}(T_\phi). \] If \( G = SO_{2n+1} \), then \( \lambda = \sum_{i=1}^{n-m}(n-i+1)\lambda_i \). Any \( \gamma \in \Phi(u_0) \) is either \( \chi_i \), or \( \chi_i \pm \chi_{i+k} \). From Lemma 41, we always have \( i \leq n-m \) and therefore \( \gamma(\lambda) > 0 \). Similarly, if \( G = SO_{2n} \), then \( \lambda = \sum_{i=1}^{n-m}(n-i)\lambda_i \). Any \( \gamma \in \Phi(u_0) \) is of the form \( \chi_i \pm \chi_{i+k} \), where \( i \leq n-m \). Thus we have \( \gamma(\lambda) > 0 \) as well. Thus \( \lambda \) provides the desired \( G_m \)-action, which completes the proof. \( \square \)

4.6. **Orbits of the action of** \( T_\phi \). Recall that we have a basis \( E^c_\gamma \) for the one-dimensional vector space \( u^c_\gamma \). For each subset \( A \subseteq \Phi_{T_\phi}(u^c) \), define an element

\[ u_A = \prod_{\gamma \in A} \exp(E^c_\gamma) \in U^c, \]

where the product is taken with respect to the order \( \prec \). Let \( U_A \subseteq U^c \) denote the conjugacy class of \( u_A \) in \( U^c \).

**Proposition 48.** (i) The images of \( u_A \) and \( U_A \) in \( U_0/U_\phi \) are independent of \( \prec \).

(ii) The map \( A \mapsto U_AU_\phi \) induces a bijection

\[ \{ \text{subsets of } \Phi_{T_\phi}(u^c) \} \longleftrightarrow \{ \text{\( T_\phi \)-orbits on } U^c \}. \]

To prove the proposition, we need a lemma first.

**Lemma 49.** (i) For any type (II), (III) weight \( \tilde{\gamma} \in \Phi_{T_\phi}(u_0) \) where \( \pi^{-1}(\tilde{\gamma}) = \{ \gamma_1, \gamma_2 \} \), \( \gamma_1 + \gamma_2 \) is not a root. In particular, \( U_{\gamma_1} \) and \( U_{\gamma_2} \) commute, and \( U_\tilde{\gamma} = U_{\gamma_1}U_{\gamma_2} \).

(ii) For any \( \gamma_1, \gamma_2 \in \Phi_{T_\phi}(u^c) \), if \( \gamma_1 + \gamma_2 \in \Phi_{T_\phi}(u_0) \), then \( \gamma_1 + \gamma_2 \in \Phi_{T_\phi}(u_0) - \Phi_{T_\phi}(u^c) \). In this case, \( \gamma_1 + \gamma_2 = \gamma \in \Phi_{T_\phi}(u^c) \) for any \( \gamma \in \Phi_{T_\phi}(u^c) \).

**Proof.** (i) It follows from Proposition 43 that type (II),(III) weights only occur in type B, D. Moreover, if \( \pi(\gamma_1) = \pi(\gamma_2) \), then \( \gamma_1 = \alpha_k + \sum_{j=k+1}^n \alpha_j \) for some \( 1 \leq k \leq n-m \). Thus \( \gamma_1 + \gamma_2 = 2\alpha_k + \sum_{j=k+1}^n (n^1_j + n^2_j)\alpha_j \) is not a root in type B or D root system.

(ii) Since here we essentially only concern properties of root systems, we may assume \( G \) is either \( SL_{n+1}, SO_{2n+1}, Sp_{2n}, SO_{2n} \). From Proposition 46 we may assume \( \tilde{\gamma}_1 = \chi_p, \tilde{\gamma}_2 = \chi_q \) for \( 1 \leq p, q \leq n-m \). Thus \( \gamma_1 + \gamma_2 = \chi_p + \chi_q \notin \Phi_{T_\phi}(u^c) \) as a character of \( T_\phi \). Moreover, since any root is of the form \( \chi_i \) or \( \chi_i \pm \chi_j \), so is any weight in \( \Phi_{T_\phi}(u_0) \). Thus for any \( \tilde{\gamma} = \chi_r \), \( \gamma_1 + \gamma_2 + \tilde{\gamma} = \chi_r + \chi_j \notin \Phi_{T_\phi}(u_0) \).

**Proof.** We are now ready to prove the proposition. It suffices to prove (i). For any \( \tilde{\gamma}_i \in \Phi_{T_\phi}(u^c) \) and \( v_i \in u^c_{\chi_i} \), we set \( u_i = \exp(v_i) \). If \( \tilde{\gamma}_i + \tilde{\gamma}_j \notin \Phi_{T_\phi}(u_0) \), then \( u_i \) and \( u_j \) already commute. Otherwise, from Lemma 49(ii) we have \( \tilde{\gamma} = \tilde{\gamma}_i + \tilde{\gamma}_j \in \Phi_{T_\phi}(u_0) \). Thus \( v := [v_i, v_j] \in u_{\phi, \tilde{\gamma}} \). Moreover, we have \( [v', v] = 0 \) for any \( v' \in u^c \) and that \( \exp(v) \) commutes with any \( u \in U^c \). We obtain

\[ u_i u_j = (u_i u_j u_i^{-1}) u_i = \exp(v_j + [v_i, v_j]) u_i = u_j \exp(v) u_i = u_j u_i \exp(v) \]

where \( \exp(v) \) commutes with any element of \( U^c \). By induction, if \( \{j_1, \ldots, j_k\} \) is a permutation of \( \{i_1, \ldots, i_k\} \), we deduce that

\[ u_{i_1} u_{i_2} \cdots u_{i_k} = u_{j_1} u_{j_2} \cdots u_{j_k} U_\phi \]

for some \( U_\phi \in U_\phi \) that commutes with any element of \( U^c \). This finishes the proof. \( \square \)

4.7. **Proof of Theorem 13.** Our goal is to show that the action of \( T_\phi \) on \( U_0/U_\phi \) has an open dense orbit with finite stabilizer. In the previous subsections, we constructed a subscheme \( U^c \subseteq U_0 \) and a \( T_\phi \)-equivariant isomorphism of schemes \( U^c \simeq U_0/U_\phi \). Moreover, we constructed a bijection between subsets \( \gamma \subseteq \Phi_{T_\phi}(u^c) \) and \( T_\phi \)-orbits on \( U^c \).

Let \( \tilde{U}^c \subseteq U^c \) denote the \( T_\phi \)-orbit corresponding to the the maximal subset (i.e. \( A = \Phi_{T_\phi}(u^c) \)). We claim that \( \tilde{U}^c \) is open dense with finite stabilizer. Indeed, as noted above, \( U^c \) is a product of one dimensional subschemes \( U^c_\gamma \). Thus, \( \tilde{U}^c \) then identifies with the subvariety of \( U^c \) consisting
of elements whose restriction to each of these one-dimensional subschemes is nontrivial. In other words, \( U^c \) consists of elements of the form \( \prod_{\gamma \in \Phi_{T_\phi}(u_0)} \exp(c_\gamma E^c_\gamma) \), where \( c_\gamma \) ranges over elements of \( k^\times \). This is a dense open subset with trivial stabilizer. \( \square \)

5. RIGIDITY OF HYPERGEOMETRIC DATA FOR CLASSICAL GROUPS: PROOF OF THEOREM \ref{thm19}

5.1. STRATIFICATION OF THE MODULAR STACK \( \text{Bun}_{T_\phi} \). We keep the notation and assumption of Theorem \ref{thm19}. Recall that \( \text{Bun}_{T_\phi} \) denotes the modular stack of \( T' \)-bundles, defined by hypergeometric data \( (11) \). Let \( \tilde{W} = N_{G(F_\infty)}(T(F_\infty))/T(0_\infty) \) be the Iwahori-Weyl group and \( \Omega \) the normalizer of \( I \) which is a subgroup of \( \tilde{W} \). The group \( J = B_\phi P(1) \subset P \) is contained in the Iwahori \( I = B_0 P(1) \). Let \( s \) be a coordinate around \( \infty \) and set \( I^- = I^{op} \cap G(k[s,s^{-1}]) \). By [HNY13 Proposition 1.1] and Birkhoff decomposition, we have a decomposition

\[
\text{Bun}_{T_\phi}(\overline{k}) = I^- \setminus G(\overline{k}(s))/J = \bigsqcup_{\tilde{w} \in \tilde{W}} I^- \setminus \tilde{w} U_0 J/J.
\]

As \( I = B_0 P(1) = TU_0 P(1), J = B_\phi P(1) = T_\phi U_0 P(1) \), above decomposition can be written as

\[
\text{Bun}_{T_\phi}(\overline{k}) = \bigsqcup_{\tilde{w} \in \tilde{W}} I^- \setminus \tilde{w} U_0 J/J.
\]

Note that \( T_\phi \) is contained in both \( I^- \) and \( J \). Thus \( I^- \setminus \tilde{w} u J/J = I^- \setminus \tilde{w} (\text{Ad}_u J)J/J \) for any \( u \in U_0, t \in T_\phi \). In view of Proposition \ref{prop48}, we obtain

\[
\text{Bun}_{T_\phi}(\overline{k}) = \bigsqcup_{\tilde{w} \in \tilde{W}} \bigsqcup_{A \subseteq \Phi_{T_\phi}(u^c)} I^- \setminus \tilde{w} u A J/J.
\]

We obtain a surjection \( \tilde{W} \times 2^{\Phi_{T_\phi}(u^c)} \to \text{Bun}_{T_\phi}(\overline{k}) \) given by \( (\tilde{w}, A) \mapsto I^- \tilde{w} u A J \). In particular, \( \text{Bun}_{T_\phi}(\overline{k}) \) has countably many objects up to isomorphism.

5.1.1. A FAMILY OF SUBTORI. We introduce a family of subtori in \( T_\phi \), which would be contained in the automorphism group of certain \( T' \)-bundles.

Given \( \tilde{\gamma} \in \Phi_{T_\phi}(u^c) \), we define

\[
T_\tilde{\gamma} := \left( \bigcap_{\alpha \in \Phi_{T_\phi}(u^c) - \{\tilde{\gamma}\}} \ker \alpha \right)^{\circ} \subset T_\phi.
\]

It is clear that these subtori belong to the family \( S \) defined in \( (12) \).

From Proposition \ref{prop16} we can see that \( T_\tilde{\gamma} \simeq \mathbb{G}_m \). More specifically, if \( G = \text{SO}_{2n+1}, \text{Sp}_{2n}, \text{SO}_{2n} \) and \( \tilde{\gamma} = \chi_i + u_i \chi_{r_i} \in \Phi_{T_\phi}(u^c) \), then \( T_\tilde{\gamma} = T_i \); if \( G = \text{SL}_{m+1} \) and \( \tilde{\gamma} = \chi_i - \chi_{r_i} \in \Phi_{T_\phi}(u^c) \), then \( T_\tilde{\gamma} = \{(a,\ldots,a,a^{-n},a,\ldots,a) | a \in k^\times \} \), where \( a^{-n} \) is the \( i \)-th diagonal entry.

5.2. AUTOMORPHISMS OF \( T' \)-BUNDLES. We first prove Theorem \ref{thm19}(i). To do so, let \( x_I \) be the barycenter of alcove \( C_I \) associated to the Iwahori \( I = B_0 P(1) \). By \[KY21\] Proposition 27, the set of simple affine roots \( \Delta_{aff}(I) \) associated to \( C_I \) is a disjoint union of the set \( \Delta(G_0) \) of simple roots of \( L \) and the set \( \text{wt}^{-}(V) \) of lowest weights of \( L \)-representation \( V \) with respect to \( B_I \). Thus \( \tilde{w} \in \Omega \) if and only if \( (\tilde{w} a)(x_I) > 0 \) for any \( a \in \Delta(G_0) \cup \text{wt}^{-}(V) \).

Note that the subgroup \( Z_{G,\phi}(2,2,3) \) of the center is contained in the automorphism group of each \( T' \)-bundle. Theorem \ref{thm19}(i) follows from the following proposition.

**Proposition 50.** For \( T' \)-bundle \( \mathcal{E} = I^- \tilde{w} u A J \) where \( A \subset \Phi_{T_\phi}(u^c) \), its automorphism group \( \text{Aut}(\mathcal{E}) = J \cap \text{Ad}(\tilde{w} u A)^{-1} I^- \) contains following subschemes:

(i) If \( A \neq \Phi_{T_\phi}(u^c) \), then for any \( \tilde{\gamma} \in \Phi_{T_\phi}(u^c) - A, T_\tilde{\gamma} \subset T_\phi \cap \text{Aut}(\mathcal{E}) \).
(ii) If \( A = \Phi_{T_\alpha}(u^c) \), \( \bar{w} \notin \Omega \) and there exists \( \alpha \in \text{wt}^{-}(V) \) such that \((\bar{w}\alpha)(x_I) < 0\), then \( \text{Ad}_{\bar{a}}^{-1}U_{\alpha} \subset P(1) \cap \text{Aut}(\mathcal{E}) \).

(iii) If \( A = \Phi_{T_\alpha}(u^c) \), \( \bar{w} \notin \Omega \) and there exists \( \alpha \in \Delta(G_0) \) such that \((\bar{w}\alpha)(x_I) < 0\), then there exists \( \bar{\gamma} \in \Phi_{T_\alpha}(u^c) \) and a connected subscheme of the form \( H_{\bar{w}} = \{ tu(t) \mid t \in T_{\bar{\gamma}}, u(t) \in U_\phi, u(1) = 1 \} \simeq T_{\bar{\gamma}} \) such that \( H_{\bar{w}} \subset B_{\phi} \cap \text{Aut}(\mathcal{E}) \).

(iv) If \( A = \Phi_{T_\alpha}(u^c) \) and \( \bar{w} \in \Omega \), then \( \text{Aut}(\mathcal{E}) = Z_{G,\phi} \).

Proof. (i): Note that
\[
T_{\phi} \cap \text{Ad}_{u_A}^{-1}T = T_{\phi} \cap \text{Ad}(\bar{w}u_A)^{-1}T \subset J \cap \text{Ad}(\bar{w}u_A)^{-1}I^{-} = \text{Aut}(\mathcal{E}).
\]

If \( A \neq \Phi_{T_\alpha}(u^c) \), let \( \bar{\gamma} \in \Phi_{T_\alpha}(u^c) - A \). From (75), any \( t \in T_{\bar{\gamma}} \subset T_{\phi} \) satisfies \( \alpha(t) = 1, \forall \alpha \in A \), i.e. \( u_A tu_A^{-1} = t \). We obtain
\[
T_{\bar{\gamma}} \subset T_{\phi} \cap \text{Ad}_{u_A}^{-1}T \subset \text{Aut}(\mathcal{E}).
\]

(ii): In this case \( u_A = \bar{u} \). Since \((\bar{w}\alpha)(x_I) < 0\) for \( \alpha \in \text{wt}^{-}(V) \), we have \( \text{Ad}_{\bar{w}}U_{\alpha} \subset \text{Ad}_{\bar{w}}P(1) \cap I^{-} = \text{Ad}_{\bar{w}u}P(1) \cap I^{-} \). Thus
\[
\text{Ad}_{\bar{a}}^{-1}U_{\alpha} \subset P(1) \cap \text{Ad}(\bar{w}u)^{-1}I^{-} \subset \text{Aut}(\mathcal{E}).
\]

(iii): For the \( \alpha \in \Delta(G_0) \) that satisfies \((\bar{w}\alpha)(x_I) < 0\), we have \( U_{\alpha} \subset \text{Ad}_{\bar{w}}^{-1}I^{-} \). Thus
\[
B_{\phi} \cap \text{Ad}_{u_A}^{-1}(TU_{\alpha}) \subset J \cap \text{Ad}(\bar{w}u_A)^{-1}I^{-} = \text{Aut}(\mathcal{E}).
\]

On the other hand, in view of (4.1) we can see that \( \alpha \in \Delta(G_0) \) is of the form \( \alpha = \chi_i \) or \( \chi_i \pm \chi_j \) where \( i < j, 1 \leq i \leq n - m \). From Proposition 4.6 there is a unique \( \bar{\gamma} \in \Phi_{T_\alpha}(u^c) \) such that \( \bar{\gamma} = \chi_i \) or \( \chi_i - \chi_j \). In the following, we construct a morphism \( u : T_{\bar{\gamma}} \rightarrow U_{\phi} \) and define \( H_{\bar{w}} \) by
\[
H_{\bar{w}} = \{ tu(t) \mid t \in T_{\gamma}, u(t) \in U_\phi, u(1) = 1 \} \subset B_{\phi} \cap \text{Aut}(\mathcal{E}).
\]

By (70), it suffices to require \( H_{\bar{w}} \subset \text{Ad}_{u_A}^{-1}(TU_{\alpha}) \), i.e. for \( \forall t \in T_{\bar{\gamma}} \), \( \exists u_{\alpha} \in U_{\alpha} \) such that
\[
t^{-1}\bar{u}t = u_{\alpha}\bar{u}u(t)^{-1}.
\]

The construction of \( u(t) \) is based on a discussion on the restriction of \( \alpha \) to \( T_{\phi} \), i.e. the \( T_{\phi} \)-weight \( \pi(\alpha) \in \Phi_{T_{\phi}}(u_0) \).

Case a): when \( \pi(\alpha) \in \Phi_{T_{\phi}}(u^c) \).

From Proposition 4.6 we have \( \pi(\alpha) = \alpha|_{T_{\phi}} = \bar{\gamma} \) for some \( \bar{\gamma} \in \Phi_{T_{\phi}}(u^c) \). We choose an order \( \prec \) on \( \Phi_{T_{\phi}}(u^c) \) such that \( \bar{\gamma} \) is the maximal one. Then the LHS of (77) is
\[
t^{-1}\bar{u}t = \left( \prod_{\bar{\gamma} \in \Phi_{T_{\phi}}(u^c) - \{ \bar{\gamma} \}} \exp(E_{c,\bar{\gamma}}) \right) \exp(\bar{\gamma}(t^{-1})E_{c,\bar{\gamma}}).
\]

For the RHS of (77), we set \( u_{\alpha} = \exp(\lambda E_{\alpha}) \) for some \( \lambda \) to be determined. From Lemma 4.9(ii), we know that for any \( \bar{\gamma}' \in \Phi_{T_{\phi}}(u^c) \) and \( u \in U_{\bar{\gamma}'} \), we have \( u_{\alpha}u = uu_{\alpha}u' \) for some \( u' \in U_{\phi} \) that commutes with \( U_{\bar{\alpha}} \) for every \( \bar{\alpha} \in \Phi_{T_{\phi}}(u^c) \). We obtain
\[
u_{\alpha}\bar{u} = \bar{u}u_{\alpha}u_{\phi} = \left( \prod_{\bar{\gamma}' \in \Phi_{T_{\phi}}(u^c) - \{ \bar{\gamma} \}} \exp(E_{c,\bar{\gamma}'}) \right) \exp(E_{c,\bar{\gamma}})u_{\alpha}u_{\phi},
\]

for some \( u_{\phi} = u_{\phi}(t) \in U_{\phi} \) that commutes with \( U_{\bar{\alpha}} \) for any \( \bar{\alpha} \in \Phi_{T_{\phi}}(u^c) \).

Comparing above two formulas, the equality (77) amounts to requiring
\[
\exp(\bar{\gamma}(t^{-1})E_{c,\bar{\gamma}}) = \exp(E_{c,\bar{\gamma}})u_{\alpha}u_{\phi}u(t)^{-1},
\]

for some \( u(t) \in U_{\phi} \). This is the same as
\[
\exp((1 - \bar{\gamma}(t^{-1}))E_{c,\bar{\gamma}}) = u(t)u_{\phi}^{-1} \in U_{\phi}.
\]
Moreover, if $\alpha$ is type (I) root then $E_{c,\tilde{\gamma}} = E_{\alpha}$; if $\alpha$ is type (II) or (III) root, Lemma (49) implies that $[E_{c,\tilde{\gamma}}, E_{\alpha}] = 0$. Thus we always have $[E_{c,\tilde{\gamma}}, E_{\alpha}] = 0$. The question reduces to find $\lambda = \lambda(t)$ such that

\[(1 - \tilde{\gamma}(t^{-1}))E_{c,\tilde{\gamma}} + \lambda E_{\alpha} \in u_\phi.\]

When $\alpha$ is a type (I) root, $E_{c,\tilde{\gamma}} = E_{\alpha}$. We set $\lambda = \tilde{\gamma}(t^{-1}) - 1$ and $u(t) = u_\phi(t)$. Then the equation (77) is satisfied, and $H_{\tilde{\alpha}}$ defined by $T_{\tilde{\alpha}}$ and $u(t)$ gives the desired subscheme of ${\text{Aut}}(\mathcal{E})$.

When $\alpha$ is of type (II) or (III), assume $\pi^{-1}(\tilde{\gamma}) = \{\alpha, \alpha'\}$. Recall from (68) and (71) that $E_{c,\tilde{\gamma}} = E_{\alpha} + E_{\alpha'}$ and $E_{\phi,\tilde{\gamma}} = E_{\alpha} - E_{\alpha'} \in u_\phi$. We let $\lambda = 2(\tilde{\gamma}(t^{-1}) - 1)$, then (78) becomes

\[(1 - \tilde{\gamma}(t^{-1}))E_{c,\tilde{\gamma}} + \lambda E_{\alpha} = (\tilde{\gamma}(t^{-1}) - 1)(E_{\alpha} - E_{\alpha'}) = (\tilde{\gamma}(t^{-1}) - 1)E_{\phi,\tilde{\gamma}} \in u_\phi.\]

If we set $u(t) = \exp((\chi_i(t^{-1}) - 1)E_{\phi,\tilde{\gamma}})u_\phi(t)$, then equation (77) is satisfied. Thus $H_{\tilde{\alpha}}$ defined from $T_{\tilde{\alpha}}$ and $u(t)$ gives the desired subscheme of ${\text{Aut}}(\mathcal{E})$.

Case b): when $\pi(\alpha) \in \Phi_{T_{\tilde{\alpha}}}(u_{\tilde{\gamma}}) - \Phi_{T_{\tilde{\alpha}}}(u^c)$.

In this case, $\alpha \in \Phi_{T_{\tilde{\alpha}}}(u^c)$ is a type (I) root. In view of [4.41, 4.4.4] and [4.1] any root $\alpha \in \Phi(u_{\tilde{\alpha}}) \cap \Delta(G_0)$ is of the form $\alpha = \sum_{j=i}^{d} \alpha_j$ where $i + d \leq n - m$. From Proposition 46, $\chi_{i+d}$ (resp. $\chi_{i+d} - \chi_{r+i+d}$ if $G = \text{SL}_{n+1}$) is the unique $T_{\tilde{\alpha}}$-weight $\tilde{\beta} \in \Phi_{T_{\tilde{\alpha}}}(u^c)$ satisfying $\alpha + \tilde{\beta} \in \Phi_{T_{\tilde{\alpha}}}(u_0)$. Let $u_\alpha = \exp(\lambda E_{\alpha})$, above discussion implies that

\[u_\alpha \tilde{u} u_\alpha^{-1} = (\prod_{\gamma', \neq \gamma, \tilde{\beta}} \exp(E_{c,\gamma'})) \exp(E_{c,\tilde{\gamma}}) \exp(E_{c,\tilde{\beta}} + \lambda[E_{\alpha}, E_{c,\tilde{\beta}}]).\]

Here we choose an order on $\Phi_{T_{\tilde{\alpha}}}(u^c)$ such that $\gamma, \tilde{\beta}$ are the last two of them. Any $\tilde{\beta} \in \pi^{-1}(\tilde{\alpha})$ is either $\beta = \chi_{i+d} \pm \chi_j$ for some $j > n - m$, or $\chi_{i+d}$. Thus $\alpha + \beta \in \Phi(u_0)$ is still a $T$-root, and $[E_{\alpha}, E_{c,\beta}] = E_{c,\gamma}$. By Lemma 49(2), $[E_{c,\gamma}, E_{c,\beta}]$ is either 0, or an element of $u_\phi$ that commutes with $u^c$. Thus we can use Baker–Campbell–Hausdorff formula to get

\[\exp(\lambda E_{c,\gamma}) \exp(E_{c,\beta}) = \exp(\lambda E_{c,\gamma} + E_{c,\beta} + \frac{1}{2}[E_{c,\gamma}, E_{c,\beta}]) = \exp((E_{c,\beta} + \lambda E_{c,\gamma}) \exp(\frac{\lambda}{2}[E_{c,\gamma}, E_{c,\beta}]),\]

\[\Rightarrow \exp(E_{c,\beta} + \lambda E_{c,\gamma}) = \exp(\lambda E_{c,\gamma}) \exp(E_{c,\beta}) \exp(-\frac{\lambda}{2}[E_{c,\gamma}, E_{c,\beta}]).\]

We set $u_\phi = \exp(-\frac{\lambda}{2}[E_{c,\gamma}, E_{c,\beta}]) \in U_{\phi}$. In summary, we have

\[u_\alpha \tilde{u} u_\alpha^{-1} = (\prod_{\gamma', \neq \gamma, \tilde{\beta}} \exp(E_{c,\gamma'})) \exp((1 + \lambda)E_{c,\gamma}) \exp(E_{c,\beta})u_\phi.\]

Recall that our goal is to construct $u(t)$ satisfying (77). We set $\lambda = \tilde{\gamma}(t^{-1}) - 1$ for $t \in T_{\tilde{\gamma}}$, and

\[u(t) = u_\phi u_\alpha = \exp(-\frac{\lambda}{2}[E_{c,\gamma}, E_{c,\chi_{i+d}}]) \exp(\lambda E_{\alpha}).\]

In this way, we obtain identity (77):

\[u_\alpha \tilde{u} u(t)^{-1} = (\prod_{\gamma', \neq \gamma, \tilde{\beta}} \exp(E_{c,\gamma'})) \exp(\tilde{\gamma}(t^{-1})E_{c,\gamma}) \exp(E_{c,\beta}) = t^{-1}u t.\]

Thus $H_{\tilde{\alpha}}$, defined by $T_{\tilde{\alpha}}$ and $u(t)$, gives rise to the desired subscheme of ${\text{Aut}}(\mathcal{E})$. This completes the proof of Proposition 50(iii).

9Here all the Lie algebra elements appear are nilpotent, contained in the same Borel subalgebra of $g_0$. Thus exponential map is a regular morphism, and the Baker–Campbell–Hausdorff formula is an equality of regular functions, thus applicable.
(iv): Since $\tilde{w} \in \Omega$, normalize $I^-$, it suffices to show $\text{Ad}_g J \cap I^- = Z_{G,\phi}$. Note that $J = B_\phi P(1) \subset I$ and $\tilde{u} \in U^c \subset I$. We have

$$\text{Ad}_g J \cap I^- \subset I \cap I^- = I \cap I^- = T.$$ 

Then, we deduce

$$\text{Ad}_g J \cap I^- = (\text{Ad}_g B_\phi) P(1) \cap T = \text{Ad}_g B_\phi \cap T.$$ 

For any $\text{Ad}_g tu = t((t^{-1} \bar{u}t) \bar{w}^{-1}) \in \text{Ad}_g B_\phi \cap T$ with $t \in T_\phi, u \in U_\phi$, we deduce $(t^{-1} \bar{u}t)u = \tilde{u}$. Since $U^c$ is normalized by $T_\phi$, we deduce from Proposition 5.1.4 that $u = 1$, $t^{-1} \bar{u}t = \tilde{u}$. From the definition of $\tilde{u}$, this tells us that $\bar{\gamma}(t) = 1$ for all $\bar{\gamma} \in \Phi_{T_\phi}(u^c)$. Thus Proposition 4.3.1 implies $t \in Z_{G,\phi}$. This shows $\text{Aut}(\mathcal{E}) = \text{Ad}_g B_\phi \cap T = Z_{G,\phi}$. □

5.3. **Proof of Theorem 19(ii).** We now conclude the proof by showing that a $\mathcal{S}'$-bundle is relevant if and only if its stabilizer is finite. Let $\mathcal{E} = I^- \tilde{w} u A J$ be any $\mathcal{S}'$-bundle. The automorphism group of $\mathcal{E}$ is given by

$$\text{Aut}(\mathcal{E}) \simeq \text{Ad}_g J \cap I^- \simeq J \cap \text{Ad}_g^{-1} I^-.$$ 

Its restrictions to $O_0$ and $O_\infty$ define an embedding

$$(79) \quad \text{Aut}(\mathcal{E}) \simeq J \cap \text{Ad}_g^{-1} I^- \hookrightarrow I^{\text{opp}} \times J = K_S, \ a \mapsto (\text{Ad}_g^a, a).$$

Recall that $\mathcal{E}$ is called relevant (Definition 7) if the pullback of $\gamma_S = L_\delta \boxtimes L_\mu$ to $\text{Aut}(\mathcal{E})^\circ$ via the above map is a constant sheaf.

5.3.1. **If $A \neq \Phi_{T_\phi}(u^c)$.** Suppose $\mathcal{E}$ is relevant. From Proposition 5.1(i), the Frobenius trace of $\gamma_S$ has to be constant on $T_\gamma \subset T_\phi \cap \text{Aut}(\mathcal{E})$ via (79):

$$\delta(\bar{w}t \bar{w}^{-1}) \rho(t) = 1, \quad \forall t \in T_\gamma.$$ 

This contradicts to the assumption that $\delta$ and $\rho$ are in general position (Definition 7). Therefore the bundle $\mathcal{E}$ is irrelevant.

5.3.2. **If $A = \Phi_{T_\phi}(u^c)$ and $(\tilde{w} \alpha)(x_I) < 0$ for some $\alpha \in \text{wt}^-(V)$.** Suppose $\mathcal{E}$ is relevant. From Proposition 5.1(ii), the Frobenius trace of $\gamma_S$ on $\text{Ad}_\tilde{g}^{-1} U_\alpha \subset P(1) \cap \text{Aut}(\mathcal{E})$ is constant, i.e.

$$\psi(\phi(\tilde{u}^{-1} v \tilde{u})) = 1, \quad \forall v \in U_\alpha$$

Since $\psi$ is nontrivial, we deduce that $\phi(\tilde{u}^{-1} v \tilde{u}) = 0, \forall v \in g_\alpha = \text{Lie}(U_\alpha) \subset g_1$. The same argument implies that for any $u$ in the $T_\phi$-orbit of $\tilde{u}$, we have $\phi(u^{-1} v u) = 0$. Recall that the $T_\phi$-orbits $\tilde{U} := \text{Ad}_{T_\phi} \tilde{u}$ is open in $U_\infty$. Moreover, since $\tilde{u}$ is stabilized by $U_\phi$, we have $\phi(u^{-1} v u) = 0, \forall v \in g_\alpha, u \in U^c \subset T_\phi$. Since $\tilde{U} U_\phi$ is an open dense subgroup of $U_0 = U^c U_\phi$ (Proposition 4.3.1), we have $\phi(u^{-1} v u) = 0, \forall v \in g_\alpha, u \in U_0$, and $\phi(\text{ad}_\tilde{u} v) = 0, \forall u \in U_0, v \in g_\alpha$. Suppose this $\alpha$ is the lowest weight of subrepresentation $V_i \subset V$. Then we have $\phi(v) = 0, \forall v \in V_i$. Since $\phi$ is generic on $m_1$, we obtain a contradiction with Proposition 4.3. Therefore the bundle $\mathcal{E}$ is irrelevant.

5.3.3. **If $A = \Phi_{T_\phi}(u^c)$ and $(\tilde{w} \alpha)(x_I) < 0$ for some $\alpha \in \Delta(G_0)$.** Suppose $\mathcal{E}$ is relevant. From Proposition 5.1(iii), the Frobenius trace of the restriction of $\gamma_S$ to $H_\tilde{w}$ is constant:

$$\delta(\bar{w} \bar{u} t (u^{-1} \bar{w})^{-1}) \rho(t u(t)) = \delta(\bar{w} \bar{u} t \bar{w}^{-1}) \rho(t) = 1, \quad \forall t \in T_\gamma.$$ 

This contradicts to the assumption that $\delta$ and $\rho$ are in general position. Therefore the bundle $\mathcal{E}$ is irrelevant.

5.3.4. **If $A = \Phi_{T_\phi}(u^c)$ and $\tilde{w} \in \Omega$.** From Proposition 50 $\text{Aut}(\mathcal{E})^\circ = 1$. Thus $\gamma_S$ is constant on $\text{Aut}(\mathcal{E})^\circ$ and $\mathcal{E}$ is relevant. This completes the proof of Theorem 19. □
6. Study of local and global Hitchin maps: Proof of Propositions 26 and 27

6.1. Proof of Proposition 22

(i) Note that $g_1 = m_1 \oplus \mathfrak{k}$ and that the $T_\mathfrak{g}$-action preserves $\mathfrak{k}$ and is trivial on $m_1$. It suffices to show that the action of $U_\mathfrak{g} \subset L$ (resp. $u_\mathfrak{g}$) on $V$ preserves $\mathfrak{k} \subset g_1 \simeq V$.

Recall that $u_\mathfrak{g}$ has a decomposition (15) into $T_\mathfrak{g}$-weight subspaces. By assumption, only type (I) roots exist (Proposition 13). For $\gamma \in \Phi_{T_\mathfrak{g}}(u_\mathfrak{g})$, $\overline{\gamma}$ is the restriction of of a unique root $\gamma \in \Phi(u_0)$ to $T_\mathfrak{g}$ and the space $u_{\mathfrak{g},\overline{\gamma}} = g_{\overline{\gamma}}$ is generated by $E_{\overline{\mathfrak{g}},\overline{\gamma}} = E_\gamma$. For any $\beta \in \Phi(g_1)$, if $\gamma + \beta \in \Phi(g_1)$, then $\gamma + \beta \in \Phi(g_1) = \Phi(\mathfrak{k}) \sqcup \Phi(m_1)$. Therefore, if $\gamma + \beta = \alpha \in \Phi(m_1)$, then $\gamma - \alpha = -\beta$ is a root. However, this fact contradicts to Lemma 15. Therefore the action of $E_\gamma$ sends $g_1$ into $\mathfrak{k}$ and preserves $\mathfrak{k}$. Assertion (i) follows.

Assertion (ii) follows from (i) and the definition. For $\mu = \rho \times \psi \otimes \Phi([8])$, $\rho$ (resp. $\Phi$) is trivial on $U_\mathfrak{g}$ (resp. $\mathfrak{k}$). Then assertion (iii) follows. \hfill \Box

6.2. Proof of Proposition 23

Recall [BD97] § 1.1.1 that a stack $Y$ is good if

\begin{equation}
\text{codim}\{y \in Y | \dim Aut(y) = n\} \geq n, \quad \forall n > 0.
\end{equation}

Since $\text{Bun}_g$ is $\mathcal{J}$-torsor over $\text{Bun}_{g'}$, it suffices to show the assertion for $\text{Bun}_{g'}$. Since $\dim \text{Bun}_{g'} = 0$ (16), it suffices to show the following fact:

Claim: for any $n > 0$, there are finitely many isomorphism classes of $\mathcal{G}'$-bundles $E \in \text{Bun}_{g'}$ satisfying $\dim\text{Aut}(E) = n$.

Let $y \in \text{Bun}_{g'}(k)$ be a $\mathcal{G}'$-bundle and $I^{-}\backslash I^{-}\tilde{w}u_AJ/J$ the associated double quotient in (74). Its automorphism group is

$$\text{Aut}(y) \simeq I^{-}\cap \widetilde{w}u_AJ\widetilde{u}_A^{-1}\widetilde{w}^{-1}.$$ 

Since $u_A \in U^c \subset U_0$ and $J = B_\phi P(1)$, we have $P(1) \subset u_AJ\widetilde{u}_A^{-1} \subset I = B_0 P(1)$. Thus we have

$$I^{-}\cap \tilde{w}P(1)\tilde{w}^{-1} \subset \text{Aut}(y) \subset I^{-}\cap \tilde{w}I\tilde{w}^{-1} = T(I^{-}\cap \tilde{w}I(1)\tilde{w}^{-1}),$$

If $\ell(\tilde{w})$ denotes the length of $\tilde{w}$ in $\tilde{W}$, then $\dim(I^{-}\cap \tilde{w}I(1)\tilde{w}^{-1}) = \ell(\tilde{w})$ [Fal03, Theorem 7]. We deduce from above relation that

$$\dim\text{Aut}(y) \leq \dim T + \ell(\tilde{w}).$$

On the other hand, $I^{-}\cap \tilde{w}I(1)\tilde{w}^{-1} = I^{-}\cap \tilde{w}U_0P(1)\tilde{w}^{-1}, I^{-}\cap \tilde{w}U_0\tilde{w}^{-1}$ and $I^{-}\cap \tilde{w}P(1)\tilde{w}^{-1}$ are finite dimensional groups normalized by $T$. Thus they are products of affine root subgroups, and we have

$$I^{-}\cap \tilde{w}I(1)\tilde{w}^{-1} = (I^{-}\cap \tilde{w}U_0\tilde{w}^{-1})(I^{-}\cap \tilde{w}P(1)\tilde{w}^{-1}) \subset U_0(I^{-}\cap \tilde{w}P(1)\tilde{w}^{-1}),$$

which implies $\dim(I^{-}\cap \tilde{w}P(1)\tilde{w}^{-1}) \geq \dim(I^{-}\cap \tilde{w}I(1)\tilde{w}^{-1}) - \dim U_0 = \ell(\tilde{w}) - \dim U_0$.

From the above discussion, we obtain

$$\ell(\tilde{w}) - \dim U_0 \leq \dim\text{Aut}(y) \leq \ell(\tilde{w}) + \dim T.$$

Recall (74) that for a fixed $\tilde{w}$, there are at most $2^{\phi_{T_\mathfrak{g}}(\mathfrak{k})}$ isomorphism classes of $\mathcal{G}'$-bundles of the form $I^{-}\backslash I^{-}\tilde{w}u_AJ/J$. Together with the above inequality, we obtain the claim and finishes the proof. \hfill \Box

6.3. Proof of Propositions 26 and 27

We first prove the inclusion in one direction of assertion (i).

Lemma 51. We have $A_{j^+} \subseteq \text{Hit}_j$.

Proof. Let $K'/K$ be a finite extension of degree $d$ and $u$ a uniformizer of $K'$ such that $s = u^d$. We consider the morphism $DK : g^* \otimes \omega_K \rightarrow g^* \otimes \omega_{K'}$ defined in [Zhu17, Proposition 10] and denote by $DK'$ the composition of $DK$ with the isomorphism $g^* \otimes \omega_{K'} \simeq g \otimes \omega_{K'}$ induced by the Killing form. We have a decomposition:

\begin{equation}
j^+ = u_\mathfrak{g} \oplus \mathfrak{k} \oplus \mathfrak{p}(2),
\end{equation}
where $\mathfrak{f} = \oplus_{\alpha \in \Phi(\mathfrak{g}_1) - \Phi(\mathfrak{m}_1)} \mathfrak{g}_\alpha$ satisfies $m_1 \oplus \mathfrak{f} = V$. Then we deduce

$$DK^*(j^+ \perp) = (m_{-1}u^{-1} \oplus u^d_0 \oplus \prod_{j \geq 1} \mathfrak{g}_j u^j) \frac{du}{u},$$

where $u^d_0$ is the orthogonal complement of $u_\phi$ in $\mathfrak{g}_0$ with respect to Killing form.

Inside $\omega_{K'}$, for every $n \in \mathbb{Z}$ we know from [Zhu17 Lemma 11] that

$$\omega_{0K'}(n) \cap \omega_{d_i} = \omega_{0K} \left( d_i - \left\lfloor \frac{d_i - n}{d} \right\rfloor \right).$$

We reduce to show that for $X \frac{du}{u} \in DK^*(j^+ \perp)$,

$$h^c(X \frac{du}{u}) \in \bigoplus_{d_i < d} \omega_{d_i}^{d_i}(d_i + d - 1) \oplus \bigoplus_{d_i \geq d} \omega_{d_i}^{d_i}(d_i + d).$$

Recall that $h^c(X \frac{du}{u})$ is calculated by coefficients of the characteristic polynomial, and that $d_i$-th component of $h^c(X \frac{du}{u})$ is a sum of products of $d_i$ matrix entries in $X \frac{du}{u}$.

For such a $d_i$ product, entries of $m_{-1}u^{-1}$ would contribute at most $d$ terms in the product. Then we deduce that the degree of $u$ in this product is $\leq -2d_i$ if $d_i < d$ and $\leq -d_i - d$ if $d_i \geq d$. The inclusion follows. \hfill \Box

6.3.1. Following [BK18 §6], we use the global Hitchin map to prove Proposition 26. Let $\ell$ be an integer and consider a set $S$ of $\ell + 1$ distinct points on the projective line: $x := \infty$, $y_1 := 0$, $y_2, \ldots, y_{\ell} \in \mathbb{P}^1 - \{0, \infty\}$. Let $I$ be an Iwahori subgroup. We consider a group scheme $G_{\ell}$ over $\mathbb{P}^1$ defined by

$$G_{\ell}|_{\mathbb{P}^1 - S} = G \times (\mathbb{P}^1 - S); \ G_{\ell}(\mathcal{O}_x) = J^+; \ G_{\ell}(\mathcal{O}_{y_i}) = I, \ 1 \leq i \leq \ell.$$ We denote the global Hitchin base over $\mathbb{P}^1 - S$ by $\text{Hit}(\mathbb{P}^1 - S)$ and the global Hitchin map by

$$H^c : T^* \text{Bun}_{G_{\ell}} \to \text{Hit}(\mathbb{P}^1 - S).$$

Let $A_{G_{\ell}}$ be the Zariski closure of the image $H^c(T^* \text{Bun}_{G_{\ell}})$ in $\text{Hit}(\mathbb{P}^1 - S)$. We define a closed subscheme $\text{Hit}(\mathbb{P}^1)_{G_{\ell}}$ of $\text{Hit}(\mathbb{P}^1 - S)$ by

$$\text{Hit}(\mathbb{P}^1)_{G_{\ell}} = \text{Hit}(\mathbb{P}^1 - S) \times_{D_{\infty}^\times} \text{Hit}_1 \times \cdots \times_{D_{\ell}^\times} \text{Hit}_1 \times \cdots \times_{D_{\ell}^\times} \text{Hit}_1 \simeq \bigoplus_{d_i < d} \Gamma(\mathbb{P}^1, \Omega^d_i(d_i x + (d_i - 1)(y_1 + \cdots + y_{\ell}))) \oplus \bigoplus_{d_i \geq d} \Gamma(\mathbb{P}^1, \Omega^d_i((d_i + 1)x + (d_i - 1)(y_1 + \cdots + y_{\ell})))$$

Lemma 52. For every $\ell \geq 1$, we have $A_{G_{\ell}} = \text{Hit}(\mathbb{P}^1)_{G_{\ell}}$.

Proof. Recall that $A_i = \text{Hit}_i$ (25). Then we have

$$A_{G_{\ell}} \simeq \text{Hit}(\mathbb{P}^1 - S) \times_{D_{\infty}^\times} A_1 \times \cdots \times_{D_{\ell}^\times} \text{Hit}_i \times \cdots \times_{D_{\ell}^\times} \text{Hit}_i.$$

By Lemma 51 and the above formula, we have $A_{G_{\ell}} \subseteq \text{Hit}(\mathbb{P}^1)_{G_{\ell}}$. To obtain another direction, we first prove the case $\ell = 1$. We show that the subspace $Z$ (20) of $\text{Hit}_1$ is contained in $A_1$ in subsection 6.3.1. Then we have closed embeddings

$$\text{Hit}(\mathbb{P}^1)_{G_1} \simeq \bigoplus_{d_i \geq d} \Gamma(\mathbb{P}^1, \Omega^d_i((d_i + 1)x + (d_i - 1)0)) \simeq \mathbb{A}^{n-m+1}.$$
For each \( d \leq d_i \leq h_G \), let \( t = s^{-1} \), we have \( C t(\frac{dt}{s})^{d_i} = \mathbb{C} s^{-1}(\frac{ds}{s})^{d_i} \subset \mathbb{Z} \). Therefore, \( \mathbb{C} s^{-1}(\frac{ds}{s})^{d_i} \) is contained in the LHS of (84). By comparing dimension, we deduce that the closed embeddings (84) are isomorphisms, which proves the case \( \ell = 1 \).

In the general case, the proposition follows from the following isomorphisms:

\[
A_{\ell} \simeq A_{j_1} \times D_{q_{ \ell}^{y_j}} \Hit_i \times \cdots \times D_{q_{ \ell}^{y_j}} \Hit_i \xrightarrow{\sim} \Hit(\mathbb{P}^1)_{\ell} \times D_{q_{ \ell}^{y_j}} \Hit_i \simeq \Hit(\mathbb{P}^1)_{\ell}.
\]

\[\square\]

6.3.2. Proof of Proposition 26.(i). By Lemma 51, it remains to show the image \( h_{cl}(j_1 + 1) \) is dense in \( \Hit_{j_1 + 1} \). Recall Example 25(i) that \( \Hit(D) = c^* \times \mathbb{G}_m \omega_G^\infty \). It suffices to show that for any positive integer \( N > 0 \), the image is dense in the quotient \( \Hit_{j_1 + 1}/s^N \Hit(D) \). Consider the following commutative diagram

\[
\begin{array}{ccc}
A_{\ell} & \longrightarrow & A_{j_1} \\
\downarrow & & \downarrow \\
\Hit(\mathbb{P}^1)_{\ell} & \longrightarrow & \Hit_{j_1 + 1}/s^N \Hit(D)
\end{array}
\]

We will show that for any \( N > 0 \), we can choose \( \ell \gg N \) such that \( \theta \) is surjective. We do this by comparing dimensions, i.e. we verify the equality

\[
\text{dim } \Hit(\mathbb{P}^1)_{\ell} = \text{dim ker}(\theta) + \text{dim } \Hit_{j_1 + 1}/s^N \Hit(D).
\]

Indeed, we have

\[
\begin{align*}
\text{dim } \Hit(\mathbb{P}^1)_{\ell} & = \sum_{d_i < d} \dim \Gamma(\mathbb{P}^1, \Omega^{d_i}(d_i x + (d_i - 1)(y_1 + \cdots + y_\ell))) \\
& \quad + \sum_{d_i \geq d} \dim \Gamma(\mathbb{P}^1, \Omega^{d_i}((d_i + 1)x + (d_i - 1)(y_1 + \cdots + y_\ell))) \\
& = m \sum_{i}(d_i - 1) - \sum_{i} d_i + n + \sum_{d_i \geq d} 1.
\end{align*}
\]

\[
\begin{align*}
\text{dim } \Hit_{j_1 + 1}/s^N & = \sum_{d_i < d} \dim (s^{-d_i} \mathcal{O}/s^N \mathcal{O}) + \sum_{d_i \geq d} \dim (s^{-d_i - 1} \mathcal{O}/s^N \mathcal{O}) \\
& = Nn + \sum_{i} d_i + \sum_{d_i \geq d} 1.
\end{align*}
\]

If we take \( \ell \) large enough such that \( \ell(d_i - 1) - N - 2d_i > 0 \) for every \( d_i \), then we also have

\[
\begin{align*}
\text{dim ker}(\theta) & = \sum_{d_i < d} \dim \Gamma(\mathbb{P}^1, \Omega^{d_i}(-Nx + (d_i - 1)(y_1 + \cdots + y_\ell))) \\
& \quad + \sum_{d_i \geq d} \dim \Gamma(\mathbb{P}^1, \Omega^{d_i}(-Nx + (d_i - 1)(y_1 + \cdots + y_\ell))) \\
& = -Nn + m \sum_{i}(d_i - 1) - 2 \sum_{i} d_i + n.
\end{align*}
\]

Combining above, we get (85), which completes the proof of Part (i) of the proposition. \(\square\)
6.3.3. Proof of Proposition 26 (ii). The morphism $p$ in (21) is a quotient by $\text{Hit}_i$. In order to obtain the right vertical map and the commutative diagram, we need to show

$$(p \circ h^d)(X + Y) = (p \circ h^d)(X), \quad \forall X \in (j^+)^\perp, \quad Y \in j^.$$  

To prove this assertion, we may assume $\mathfrak{g} = \mathfrak{g}^{2+}$ in the type $A$ case. We set $u^c = \oplus_{\alpha \in \Phi(m_{-1})} \mathfrak{g} - \alpha$, $t_m = \prod_{j=n-m+1}^n \operatorname{Lie}(T_j)$ in type $B$, $C$, $D$ or $t_m = \prod_{j=n-m+1}^{n+1} \operatorname{Lie}(T_j)$ in type $A$. Similar to (82), we have

$$DK^*(j^+) = (t_m \oplus u_0 \oplus u_\perp^c \oplus \prod_{j \geq 1} \mathfrak{g}_j u^j) \frac{du}{u},$$

As $u^c_\perp = t \oplus u_0 \oplus u_\perp^c$, we have a decomposition

$$DK^*(j^+) = \frac{du}{u},$$

After taking $s = u^d$, we have $Z = \bigoplus_{d \geq 2} \mathbb{C} u^{-d} \frac{du}{u},$. Denote by $t_{d_1 d_2 d_3}$ the coefficients of $u^{-d_1 - d_2 - d_3}$ in the determinant $\det(I + X)$. For $X \in DK^*(j^+) = (p \circ h^d)(X)$ is calculated by $t_{d_1 d_2 d_3}$ for $d_i \geq d$. Each $t_{d_1 d_2 d_3}$ is a sum of products $x_1 x_2 \cdots x_N$, where $x_i$’s are entries of some principal minor $X_i$ of $X$ belonging to different columns and rows.

The proposition amounts to show that each $x_i$ in $t_{d_1 d_2 d_3}$ belongs to $(t_\phi \oplus m_{-1} u^{-1}) \frac{du}{u}$.

There are at most $d$ non-zero entries in the matrix of $m_{-1}$ and these entries are in different columns and rows. If $x_1 x_2 \cdots x_N$ is a summand of $t_{d_1 d_2 d_3}$, there are $d$ terms of $x_i$’s belonging to $m_{-1} u^{-1} \frac{du}{u}$, and the rest of $x_i$’s are entries of $DK^*(j^+) \subseteq \mathfrak{g}_{-1} \frac{du}{u}$ and lie in different columns and rows to those of $m_{-1}$. By Lemma 6.6, $x_i \in \Phi(m_{-1})$ if and only if there exists $\alpha \in \Phi(m_{-1})$ such that $\gamma + \alpha \in \Phi_G$. This implies and any element of $u_\perp^c$ has a common column or row with $m_{-1}$, thus cannot appear as $x_i$. So are elements of $t_m$ and of $u \subset b = t \oplus u_\perp^c \oplus u_\phi$. Thus the rest of $x_i$ can only come from $t_\phi \oplus u_\phi$, and their product is a summand of the determinant of $t_\phi \oplus u_\phi$. Therefore, they all belong to $t_\phi$. This completes the proof.

6.4. Proof of $Z \subseteq A_{i+}$. Indeed, we show a slightly stronger result; namely, we shall prove that

$$(86) \quad Z \subseteq h^d(m_{-1} u^{-1} \oplus u_\perp^c),$$

where $m_{-1} u^{-1} \oplus u_\perp^c$ are defined in (82). Recall 6.3.3 that $u_\perp^c = b_0 \oplus u_\perp^c$. For $X \in m_{-1} u^{-1} \oplus u_\perp^c$, we write

$$X = X_1 + X_2 + X_3, \quad \text{where } X_1 \in m_{-1} u^{-1}, \quad X_2 \in b_0, \quad X_3 \in u_\perp^c.$$  

Moreover, we set $X_2 = X_2' + X_2''$, where $X_2' = (x_1, x_2, \ldots, x_n) \in t$ and $X_2'' \in u_\perp^c$.

By Lemma 6.6, a root $\gamma \in \Phi(u_0)$ is a weight of $u_\perp^c$ if and only if there exists $\alpha \in \Phi(m_{-1})$ such that $\gamma + \alpha \in \Phi_G$. This means entries of $u_\perp^c$ has common row or column with those of $m_{-1}$. Since the Hitchin map of classical group is given by coefficients of characteristic polynomials, above discussion shows

$$\det(\lambda I + X) = \det(\lambda I + X_2 + X_3) + u^{-d} \det(X_1) \prod_{i=1}^{n-m} (\lambda + x_i)$$

where for $X_1 = u_{-1}^{-1} \sum_{\gamma \in \Phi(m_{-1})} c_\gamma E_{\alpha}, \det(X_1) = c_{\alpha} \prod_{\alpha \in \Delta M} c_{\alpha}, \alpha$ the coefficient of $-\alpha$ in $\theta_M$.

We keep the notation and assumption of 6.3.3. Recall that $t_\phi = \oplus_{i=1}^{n-m} \operatorname{Lie}(T_i)$. Thus we have $Z = p(h^d(u_{-1} m_{-1} \oplus t_\phi))$. It remains to show that fixing the coefficients $(x_i)_{i=1}^{m_{-1}}$ of $X_2$ in $t_\phi$, we can choose coefficients $(x_i)$ of $X_2$ in $t_m$ and of $X_3$, such that $\det(\lambda I + X_2 + X_3) = \lambda^N$, where $N = n + 1, 2n + 1, 2n, 2n$ for type $A$, $B$, $C$, $D$ respectively.
We can decompose $g_0$ as simple Lie subalgebras $l_i$ of type $A$ \([50]\). Let $X_{2,i}$ and $X_{3,i}$ be the restriction of $X_2$ and $X_3$ to $l_i$ and $N_i$ the size of $l_i$. We reduce to prove the following claim: there exist coefficients of $X_{2,i}$ in $t_m$ and of $X_{3,i}$ such that

\[ \det(\lambda I + X_{2,i} + X_{3,i}) = \lambda^{N_i}. \]

Label the simple roots of $l_i$ by $\beta_1, \beta_2, \ldots, \beta_{n_i}$ so that they give roots from left to right in Dynkin diagram of $L_i$. We set $\beta_{i,j} = \sum_{k=i}^{j-1} \beta_k$.

With the notation of § \([4.1]\) the following lemma follows from a straightforward case-by-case verification.

**Lemma 53.** *(i)* Except the case where $G$ is of type $B$ when $d \leq n < \frac{3}{2}d$ and $i = m$, we have $t_m \cap l_i = \text{Lie}(T_{u_i})$ \((6.3.3)\) for a unique integer $u_i$.

*(ii)* Since there exist only type I weights (Proposition \([43]\)), we consider $\Phi_{T_{u_i}}(u^i)$ as a subset of $\Phi_G$. There exists an integer $1 \leq v_i \leq n_i$ such that

$\Phi_{T_{u_i}}(u^i) \cap \Phi(l_i) = \{\beta_{1,v_i}, \beta_{2,v_i}, \ldots, \beta_{v_i-1,v_i}\} \cup \{\beta_{v_i,v_i+1}, \beta_{v_i,v_i+2}, \ldots, \beta_{v_i,n_i}\}$

Moreover, $\beta_{v_i-1,v_i} = \chi_j \pm \chi_{i'}$ for some $j < i'$ or $\beta_{v_i,v_i+1} = \chi_{i'} \pm \chi_j$ for some $i' < j$.

If we take $X_{3,i} = \sum_{\gamma \in \Delta(L_i)} E_\gamma$, the claim \((87)\) follows from Lemmas \([53]\) and the calculation of a characteristic polynomial in Lemma \([54]\). The exceptional case in type $B$ can also be checked in a similar way. This complete the proof of $Z \subseteq A_{i+}$.

**6.4.1. Calculation of a characteristic polynomial.** Given positive integers $N > 1$ and $i \in [1, N]$, consider the following matrix:

\[ X := \sum_{j=1}^{N} x_j E_{j,j} + \sum_{j=1}^{n-1} E_{j,j+1} + \sum_{j=1}^{i-1} y_j E_{i,j} + \sum_{j=i}^{n-1} y_j E_{j+1,i}, \]

\[ X = \begin{pmatrix}
  x_1 & 1 & & & & \\
  x_2 & 1 & & & & \\
  & \ddots & \ddots & & & \\
  y_1 & y_2 & \cdots & y_{i-1} & 1 & \\
  & y_i & x_{i+1} & \cdots & \ddots & \\
  & & & \ddots & \ddots & 1 \\
  & & & & y_{N-1} & x_N
\end{pmatrix} \]

**Lemma 54.** For any $1 \leq i \leq N$, given any complex numbers $x_1, x_2, \ldots, x_{i-1}, x_{i+1}, \ldots, x_N$ where $x_j \neq x_{j'}$, $\forall 1 \leq j \leq i-1$, $i+1 \leq j' \leq N$, there exist $x_i, y_1, y_2, \ldots, y_{N-1}$ such that $\det(\lambda I_N + X) = \lambda^N$.

**Proof.** One can write

\[ \det(\lambda I_N + X) = \lambda^N + \left( \sum_{j=1}^{N} x_j \right) \lambda^{N-1} + \sum_{k=1}^{N-1} \left( \sum_{j=1}^{N-1} A_{kj} y_j + C_k \right) \lambda^{N-1-k}, \]

where $A_{kj}$ is constant coefficient polynomial in $x_j$ for $j \neq i$; $C_k$ is constant coefficient polynomial in all of $x_j$. Then $\det(\lambda I_N + X) = \lambda^N$ is equivalent to equations

\[ x_i = -\sum_{j \neq i} x_j; \quad \sum_{j=1}^{N-1} A_{kj} y_j = -C_k, \quad 1 \leq k \leq N-1. \]
Consider the \((N-1) \times (N-1)\) matrix \(A = (A_{kj})_{1 \leq k,j \leq N-1}\), where the entries \(A_{kj}\) are polynomials in \(x_j, j \neq i\). One can show by induction on \(i\) that

\[
\det(A) = \pm \prod_{j=1}^{i-1} \prod_{j'=i+1}^{N} (x_j - x_{j'}).
\]

The assumption of lemma guarantees that \(\det(A) \neq 0\). Thus above equations always have solutions \(x_i, y_1, \ldots, y_{N-1}\).

6.5. Proof of Proposition 27 With the notation of §6.3.1 for \(\mathcal{G} = \mathcal{G}_1\) and \(y_1 = 0\), the first claim follows from Lemma 52. Since the global Hitchin map is compatible with the local one, the commutativity of diagram (21) follows from that of (24). In view of the isomorphism (6.3.1)

\[
\text{Hit}(\mathbb{P}^1)_{\mathcal{G}} \simeq \bigoplus_{d_i \geq d} \Gamma(\mathbb{P}^1, \Omega^{d_i}((d_i-1)0 + (d_i + 1)\infty)),
\]

we deduce that \(\text{Hit}(\mathbb{P}^1)_{\mathcal{G}} \to Z\) is an isomorphism.

7. Study of the space of opers \(\text{Op}_g(\mathbb{P}^1)_{\mathcal{G}}\)

7.1. Proof of Proposition 28 We first make some preparations. For every root \(\alpha \in \Phi_G\), we set

\[
r_\alpha = \min \{ r \in \mathbb{Z} \mid s^r \alpha \subset i^+ \}, \quad \text{and} \quad r_0 = 1.
\]

We fix an order on a basis \(\{ E_\alpha[d] = s^d E_\alpha \} \) of \(\mathfrak{g}((s)):\)

\[
\cdots < E_{-\theta}[r_\theta - 1] < E_{-(\theta - \alpha_2)}[r_{\theta - \alpha_2} - 1] < \cdots < E_{\theta - \alpha_2 - \alpha_3}[r_{\theta - \alpha_2 - \alpha_3} - 1] < E_{\theta - \alpha_2}[r_{\theta - \alpha_2} - 1] < E_{\theta}[r_\theta - 1] < E_{-\theta}[r_\theta] < \cdots < E_{\theta}[r_\theta] < \cdots
\]

(91) according to \(r_\alpha\), heights and the relationship \(\alpha_i > \alpha_{i+1}\). By Poincaré–Birkhoff–Witt theorem, there is a basis \(\mathcal{B}\) of \(\text{Vac}_{i^+} = \bar{U}(\mathfrak{g})/\bar{U}(\mathfrak{g})(i^+ + \mathbb{C}1)\) consisting of tensors \(E_1 \otimes E_2 \otimes \cdots \otimes E_k\) where \(E_j \in \{ E_\alpha[r_\alpha - r] \mid r \in \mathbb{N}^+, \alpha \in \Phi_G \}\) and \(E_1 \leq E_2 \leq \cdots \leq E_k\).

A Segal-Sugawara vector \(S_i\) can be written as a linear combination of tensors \(E_{\beta_1}[n_1]E_{\beta_2}[n_2] \cdots E_{\beta_k}[n_k]\) in \(\mathcal{B}\) satisfying (c.f. [CK17 Lemma10])

\[
(92) \quad \begin{align*}
(i). \quad k & \leq d_i; \\
(ii). \quad \sum_{b=1}^{k} \beta_b & = 0; \\
(iii). \quad \sum_{b=1}^{k} n_b & = -d_i. \quad \text{[11]}
\end{align*}
\]

Then the associated Segal-Sugawara operator \(S_{i,j}\) is a linear combination of tensors

\[
X = E_{\beta_1}[n_1]E_{\beta_2}[n_2] \cdots E_{\beta_k}[n_k],
\]

where the set of \(\beta_j\) is same as that of a summand of \(S_i\). Thus \(X\) still satisfies conditions (i),(ii) above, while condition (iii) would be replaced by \(\sum_{b=1}^{k} n_b = j - d_i + 1\).

For a tensor \(X = E_{\beta_1}[n_1]E_{\beta_2}[n_2] \cdots E_{\beta_k}[n_k]\) of \(\bar{U}(\mathfrak{g})\), we rewrite its image \(X \cdot 1\) in \(\text{Vac}_{i^+}\) as a linear combination of tensors in \(\mathcal{B}\). In this process, we move some factor \(E_{\beta_b}[n_b] \in j^+\) to the right using Lie bracket, and rearrange rest of factors. This process preserves \(\sum_{b} \beta_b\) and \(\sum_{b} n_b\), while \(k\) may decrease. We collect above discussion in the following lemma:

**Lemma 55.** Let \(S_i = \sum_{\gamma, m} \lambda_{\gamma,m} E_{\gamma_1}[m_1]E_{\gamma_2}[m_2] \cdots E_{\gamma_k}[m_k]\) be the decomposition of a Segal-Sugawara vector with respect to \(\mathcal{B}\), indexed by pairs \((\gamma, m)\). Then each non-zero component \(E_{\beta_1}[n_1]E_{\beta_2}[n_2] \cdots E_{\beta_k}[n_k] \cdot 1 \in \mathcal{B}\) of \(S_{i,j} \cdot 1 \in \text{Vac}_{i^+}\) satisfies

\[
(i). \quad k \leq d_i;
\]

\[\text{[11]We use } d_i \text{ to denote fundamental degree, while in loc.cit. } d_i \text{ stands for exponent and is different to fundamental degree by 1.}\]
(ii) There exists an index \((\gamma, m)\) and a partition of \(\Delta = \{\gamma_1, \ldots, \gamma_m\}\) such that each \(\beta_b\) is a sum of roots in one of these subsets. In particular, \(\sum_{b=1}^{k} n_b = j - d_i + 1\), and each \(n_b \leq r_{\beta_b} - 1\).

7.1.1. Next, recall (81) that \(j^+ = u_\phi \oplus \mathfrak{k} \oplus \mathfrak{p}(2)\). For any subspace \(\mathfrak{h} \subset j^+\), we denote the set of finite part of the affine root subspaces contained in \(\mathfrak{h}\) by \(\Phi(\mathfrak{h}) \subset \Phi_G\). Note that \(\Phi(u_\phi) \subset \Phi(g_0)\) is disjoint from \(\Phi(\mathfrak{k}) \cup \Phi(m_1) = \Phi(g_1)\). With this notation, \(r_\alpha\) is equal to

\[
    r_\alpha = \begin{cases} 
        1 - \frac{ht\alpha}{d}, & \alpha \in \Phi(m_1); \\
        1 - \left[ \frac{ht\alpha}{d} \right], & \alpha \in \Phi_G - \Phi(m_1) - \Phi(u_\phi); \\
        - \frac{ht\alpha}{d}, & \alpha \in \Phi(u_\phi); \\
        1, & \alpha = 0.
    \end{cases}
\]

If \(S_{i,j} \cdot 1 \neq 0\), then it has non-zero coefficient in at least one basis \(X = E_{\beta_1}[n_1]E_{\beta_2}[n_2] \cdots E_{\beta_k}[n_k] \cdot 1\) described in Lemma 55. For this tensor \(X\), we have an inequality

\[
    j - d_i + 1 = \sum_{b=1}^{k} n_b \leq \sum_{b=1}^{k} (r_{\beta_b} - 1) \leq \sum_{\beta_b \notin \Phi(m_1)} (-\left[ \frac{ht\beta_b}{d} \right]) + \sum_{\beta_b \in \Phi(m_1)} (-\frac{ht\beta_b}{d} - 1) \leq \sum_{b=1}^{k} (-\frac{ht\beta_b}{d}) + \frac{|\{\beta_b \in \Phi(m_1)\}|}{d} = \frac{|\{\beta_b \in \Phi(m_1)\}|}{d}.
\]

In particular, we have \(j \leq d_i - 1 + \frac{d_i}{d}\). Then we conclude Lemma 29(i).

7.1.2. Conclusion of the proof. We simultaneously prove Proposition 28(i) and Lemma 29(ii). Proposition 28(ii) follows from 28(i).

We first show that the image of \(S_{i,d_i}\) lies in \(U(\mathfrak{j})\) for \(d_i \geq 1\). Note that these operators all have degree 1. Consider the decomposition of \(S_{i,d_i} \cdot 1\) in Lemma 55. For any non-zero component \(X = E_{\beta_1}[n_1] \cdots E_{\beta_k}[n_k] \cdot 1\) in \(S_{i,d_i} \cdot 1\), we need to show that \(E_{\beta_b}[n_b] \in j\) for every \(b\).

For each root \(\beta\), we set \(E(\beta) = r_{\beta} - 1 + \frac{ht(\beta)}{d}\). Note that \(-1 < E(\beta) \leq 1/d\). The equality holds when \(\beta \in \Phi(m_1)\). We will show that \(n_b = r_{\beta_b} - 1\). Then we deduce an equality

\[
    1 = \sum_{b=1}^{k} E(\beta_b) = \sum_{b=1}^{k} E(\beta_b) = \frac{|\{\beta_b | \beta_b \in \Phi(m_1)\}|}{d} + \sum_{\beta_b \notin \Phi(m_1)} E(\beta_b),
\]
and therefore \(d \leq |\{\beta_b | \beta_b \in \Phi(m_1)\}| \leq d_i\).

(a) In the case of type A (resp. type C), \(S_i\) are constructed in [CM09, Theorem 3.1] (resp. [Yak19, Theorem 4.4]). The above operators \(S_i\) are constructed from coefficients of certain characteristic polynomials. By Lemma 55(ii), we obtain \(|\{\beta_b \in \Phi(m_1)\}| \leq d\) and therefore the equality \(|\{\beta_b \in \Phi(m_1)\}| = d\). Thus \(\beta_b = -\theta_M\) for a unique \(b\), and the number of \(b\) such that \(\beta_b = \alpha_j \in \Delta_M\) equals to coefficient of \(\alpha_j\) in \(\theta_M\). This implies \(\sum_{\beta_b \in \Phi(m_1)} \beta_b = 0 = \sum\beta_b \notin \Phi(m_1)\).

Then all of equalities in (93). We deduce that \(n_b = r_{\beta_b} - 1\) for any \(b\). Thus if \(\beta_b \notin \Phi(m_1)\), then we have \(n_b = -\frac{ht(\beta)}{d}\) and \(\beta_b \in \Phi(\mathfrak{k}) - \Phi(u_\phi)\). Also, since \(S_i\) is defined from coefficient of characteristic polynomials, and the root vector of any root in \(\Phi(u'')\) has common column or row with \(m_1\), we also have \(\beta_b \notin \Phi(u'')\) in this case, thus \(\beta_b \in \Phi(b_L^{-1}) = \Phi^{-1}(\mathfrak{k}) \cup \{0\}\). From \(\sum_{\beta_b \notin \Phi(m_1)} \beta_b = 0\), we deduce \(\beta_b = 0\) for any \(\beta_b \notin \Phi(m_1)\). Moreover, we have \(E_{\beta_b} \in \mathfrak{t}_\phi\) since it cannot have common column or row with \(m_1\). We obtain \(E_{\beta_b}[n_b] \in j\) for every \(b\), which completes the proof of assertion (i) in this case.

In view of \(|\{\beta_b \in \Phi(m_1)\}| \leq d\) and inequality (94), we conclude that \(S_{i,j} \in \ker(3 \to 3_{j+})\) for \(j \geq d_i + 1\). This finishes the proof of Lemma 29(ii).
(b). In the case of type B or D and \(d = h_G - 2\) or \(h_G\), all of equalities in (93) hold as \(d_i \geq d\).

We deduce that \(n_b = r_{\beta_b} - 1\) for any \(b\).

Then the length \(k\) of \(X\) may be \(d, d + 1, d + 2\). When \(k \leq d + 1\), in view of the equality (94), there exists at most one root \(\beta_b\) satisfying \(E(\beta_b) = 0\) and other roots belong to \(\Phi(m_1)\). In view of (92) (ii), we deduce that \(\beta_b\) is a zero root. Moreover, since \(S_{i,d_i}\) belongs to \(\text{Vac}^+\), the action of \(E_{c_i}\) on \(S_{i,d_i}\) is trivial. Then we deduce that \(E_{\beta_b}\) belongs to \(t_\phi\) and the assertion in this case follows.

When \(k = d + 2\), then \(X\) is a component of \(S_{n,d_n}\) and its image \(\overline{X}\) in the associated graded \(\text{gr}A\) is a non-zero component of \(h_{n,d_n}\). As \(h_{n,d_n}\) is constructed from the invariant polynomials of \(\bar{\mathfrak{g}}\), then the assertion in this case follows from the same argument in (a). \(\square\)

7.2. Proof of Proposition\[30\]. The space \(\text{Op}_{\mathfrak{g}}(\mathbb{P}^1)\) is a closed subscheme of \(\text{Op}_{\mathfrak{g}}(\mathbb{P}^1)\) (3.7). By Lemma 35 we have

\[
\mathbb{C}[\text{Op}_{\mathfrak{g}}(\mathbb{P}^1)] \approx \mathbb{C}[\lambda_{i}]_{d_i \geq d, 0 \leq j \leq [d_i/d] - 1}.
\]

We calculate the classical limit of \(\text{Op}_{\mathfrak{g}}(\mathbb{P}^1)\) following [BD97 §3.1.14]. We consider a family of \(\mathfrak{g}\)-opers on \(\mathbb{P}^1\):

\[
\nabla = h\partial_t + t^{-1}p_{-1} + \sum_{d_i \geq d} \lambda_i(t)p_i, \quad \lambda_i(t) = \sum_{j=0}^{[d_i/d] - 1} t^j \lambda_{ij}, \quad \lambda_{ij} \in \mathbb{C}.
\]

These \(\mathfrak{g}\)-opers form an affine space \(\widetilde{\text{Op}}_{\mathfrak{g}}(\mathbb{P}^1)\) flat over \(\text{Spec}(\mathbb{C}[h])\), whose fiber at \(h = 1\) is \(\text{Op}_{\mathfrak{g}}(\mathbb{P}^1)\). By a simple gauge transform, we see it is stable under the natural action of \(\mathbb{G}_m\), sending \(\nabla\) to \(\lambda \cdot \nabla\), for \(\lambda \in \mathbb{C}^*\). Its fiber at \(h = 0\) is isomorphic to the associated Hitchin space.

Lemma 56. Assume moreover that \(d > n\) when \(\bar{G}\) is of type \(D_n\). The characteristic polynomials \(\{c_i\}\) defined in (3.2) induces an isomorphism

\[
\left(\widetilde{\text{Op}}_{\mathfrak{g}}(\mathbb{P}^1)\right)_0 \approx \bigoplus \Gamma(\mathbb{P}^1, \Omega^{d_i}(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(1) + (d_i + \frac{d}{d_i}))\Omega_{\mathbb{P}^1}^{\mathfrak{g}}),
\]

\[
X = (t^{-1}p_{-1} + \sum_{d_i \geq d} \lambda_i(t)p_i) \mapsto \left(c_{d_i}(X)(dt)^{d_i}\right)_i.
\]

Moreover, if \(t\) denotes a coordinate of \(\mathbb{P}^1\) with a simple pole at \(\infty\), and \(\delta_{ij}\) denotes the coefficient of \(t^{i+j}(dt)^{d_i}\), then above isomorphism sends

\[
\delta_{ij} \mapsto u_{ij}\lambda_{ij} + Q_{ij}(\lambda_{i}),
\]

where \(u_{ij}\) is a constant and \(Q_{ij}\) is a polynomial in variables \(\lambda_{\mu\nu}\) with \(\mu < i, \nu < j\). In particular, \(\delta_{i0}\) is sent to a scalar multiple of \(\lambda_i(=\lambda_{i0})\).

Proof. It suffices to prove the relationship (95). By functoriality of canonical opers form (3.7) it suffices to show the lemma for \(\mathfrak{g} = \mathfrak{sl}_n\). We set \(\lambda_{i0} = \lambda_i\) for simplicity. We proceed the proof by induction on \(n\). When \(n = d\), the assertion is clear.

We first consider \(c_n(X) = \det(X)\), which is expressed as \(\sum_{j=0}^{[n/d] - 1} t^{j}\lambda_{ij})t^{-(n-1)}\) plus a sum of products of determinants of certain principal minors of \(X\). We can calculate these determinant by induction hypothesis. Then the assertion for \(c_n(X)\) follows from the induction hypothesis and the following inequality that for \(n = n_1 + \cdots + n_k\), we have:

\[
\left\lfloor \frac{n_1}{d} \right\rfloor + \cdots + \left\lfloor \frac{n_k}{d} \right\rfloor \leq \left\lfloor \frac{n}{d} \right\rfloor.
\]
For \( i < n \), \( c_i(X) \) is calculated by a sum of products of determinants of certain principal minors of \( X \). We can conclude the assertion for \( c_i(X) \) by the induction hypothesis and a similar argument as above.

Now, we can prove Proposition 30. We consider the following filtered homomorphisms:

\[
\mathbb{C}[\lambda_{i0}]_{d \geq d} \hookrightarrow \mathbb{C}[\lambda_{ij}] \simeq \mathbb{C}[\text{Op}_{\mathfrak{g}}(\mathbb{G}_m)_{(0, \omega(0)), \langle \infty, \frac{1}{d} \rangle}] \rightarrow \mathbb{C}[\text{Op}_{\mathfrak{g}}(\mathbb{P}^1)_{\mathfrak{g}}].
\]

By Lemma 56, the composition of the their associated graded is an isomorphism:

\[
\text{Spec}(\text{gr} \mathbb{C}[\lambda_{i0}]_{d \geq d}) \leftrightarrow \bigoplus_i \Gamma(\mathbb{P}^1, \Omega^d_i((d_i - 1)0 + (d_i + \lceil \frac{d}{d_i} \rceil)\infty))
\]

\[
\leftrightarrow \text{Hit}(\mathbb{P}^1)_{\mathfrak{g}} \simeq \bigoplus_{d_i \geq d} \Gamma(\mathbb{P}^1, \Omega^{d_i}((d_i - 1)0 + (d_i + 1)\infty)).
\]

Then so is the composition of \( \text{Spec} \). This finishes the proof.

7.3 Proof of Proposition 37. We will prove a more general result. Consider the following differential equations:

\[
\text{Hyp}(u_m(t), \ldots, u_n(t)) = \delta^n + t^{ij}(u_m(t)\delta^{m-n} + \ldots + u_n(t)),
\]

where \( u_i(t) = \sum_{j \geq 0} u_{ij}t^j \in \mathbb{C}[t] \), and the following \( \mathfrak{sl}_n \)-opers:

\[
\nabla(\lambda_m(t), \ldots, \lambda_n(t)) = \partial_t + t^{-1}p_{-1} + \sum_{d_i \geq d} \lambda_i(t)p_i,
\]

where \( \lambda_i(t) = \sum_{j \geq 0} \lambda_{ij}t^j \in \mathbb{C}[t] \).

**Lemma 57.** We set \( \deg \lambda_{ij} = \deg u_{ij} = j + 1 \). There exists an isomorphism of homogeneous \( \mathbb{C} \)-algebras

\[
\mathbb{C}[\lambda_{ij}] \xrightarrow{\sim} \mathbb{C}[u_{ij}], \quad u_{ij} = c_i\lambda_{ij} + Q_{ij}(\Delta),
\]

where \( c_i \) is the sum of coefficients of \( p_i \) and \( Q_{ij} \) is a polynomial in variables \( \lambda_{\mu\nu} \) with \( \mu < i, \nu \leq j \), such that under this isomorphism, the connection \( \text{Hyp}(u_m(t), \ldots, u_n(t)) \) is isomorphic to \( \nabla(\lambda_m(t), \ldots, \lambda_n(t)) \).

**Proof.** Let \((e_1, \ldots, e_n)\) be a basis associated to the connection \( \nabla(\lambda_m(t), \ldots, \lambda_n(t)) \). Then the companion connection form

\[
\nabla = d + \begin{pmatrix}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
u_m(t)t & 0 & \ldots & \ldots & 0 \\
u_{n-1}(t)t & 0 & 0 & \ldots & 1 \\
u_n(t)t & 0 & 0 & \ldots & 0
\end{pmatrix} \frac{dt}{t}
\]

associated to the basis \((e_1, \delta(e_1), \ldots, \delta^{n-1}(e_1))\) allows us to define a homogeneous homomorphism:

\[
\mathbb{C}[\lambda_{ij}] \rightarrow \mathbb{C}[u_{ij}].
\]

It suffices to show that the above map satisfies the relationship in \( \text{(98)} \). Indeed, if we know this relationship, then we prove \( \text{(98)} \) by defining an inverse:

\[
\lambda_{ij} = \frac{1}{c_i}u_{ij} + R_{ij}(\mu),
\]
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where \( R_{ij} \) is a polynomial in variables \( u_{\mu\nu} \), with \( \mu < i \) and \( \nu \leq j \).

We can first determine \( u_m(t) = c_m\lambda_m(t) \). Moreover, for every \( i \geq m \), the gauge transform process shows that

\[
 tu_i(t) = c_i t\lambda_i(t) + \sum_{\alpha} c_{\alpha} \prod_{m \leq \ell \leq i} \prod_{j=1}^{k_\ell} \delta^{\alpha_{\ell,j}}(t\lambda_{\ell}(t)),
\]

for certain pairs \( \alpha = (\alpha_{m,1}, \ldots, \alpha_{m,k_m}, \ldots, \alpha_{i-1,1}, \ldots, \alpha_{i-1,k_{i-1}}) \) of positive integers and some constant \( c_{\alpha} \) associated to \( \alpha \). Moreover, one can see that \( \sum c_{\alpha_{\ell,j}} \leq n \), and the above sum is therefore a finite sum. Then the assertion follows from the above formula. \( \square \)

7.3.1. Proof of Proposition 57(i). With the notation of Lemma 57 by (98) and (99), if \( u_{ij} = 0 \) for \( j \geq 1 \), then \( \text{Hyp}(u_m, \ldots, u_n) \) is isomorphic to

\[
 \nabla = \partial_t + t^{-1} p_{-1} + \sum_{d_i \geq d} (\lambda_i + \sum_{j \geq 1} t^j P_{ij}) p_i,
\]

where \( \lambda_i \) is a linear combination of \( u_m, \ldots, u_i \), and \( P_{ij} \) is a polynomial in \( \{\lambda_\mu\}_{\mu < i} \). The maximal slope of the above operator is \( \leq \frac{1}{m} \), which is the maximal slope of \( \text{Hyp}(u_m, \ldots, u_n) \). Then we conclude assertion (i) by [CK17, Proposition 3]. \( \square \)

7.3.2. To prove the assertion (ii), we consider the following companion form of \( \mathfrak{sl}_n \)-opers on \( D^\infty_\infty \):

\[
(100) \quad \partial_s^p + v_2(s) \partial_s^{p-2} + \cdots + v_n(s),
\]

where \( s = t^{-1} \) is the coordinate at \( \infty \) and \( v_i(s) = \sum v_{i,j}s^{-j-1} \in \mathbb{C}((s)) \). The coordinates \( v_{i,j} \) form a set of topological generators of \( \mathbb{C}[\text{Op}_{\text{sl}_n}(D^\infty_\infty)] \). Under the isomorphism \( \mathfrak{3} \rightarrow \mathbb{C}[\text{Op}_{\text{sl}_n}(D^\infty_\infty)] \), the Segal-Sugawara operator \( S_{ij} \) is sent to a scalar multiple of \( v_{i,j} \) [Kam17, Corollary 4.9].

Lemma 58. There exists a linear transformation given by

\[
 v_{i,j} = u_{i,j-i} + a_{i,j}^i u_{i-1,j-i} + \cdots + a_{i,j}^m u_{m,j-i}, \quad m \leq i \leq n, j \geq i,
 \]

\[
 v_{i,j} = b_{i,j}, \quad m \leq i \leq n, j < i,
\]

where \( a_{i,j}^i, b_{i,j} \) are constants, such that \( \text{Hyp}(u_m(t), \ldots, u_n(t)) \) is isomorphic to (100) in \( \text{Op}_{\text{sl}_n}(D^\infty_\infty) \).

Proof. By taking \( t = s^{-1} \), \( \text{Hyp}(u_m(t), \ldots, u_n(t)) \) is written as

\[
 \partial_s + \left( p_{-1} + u_m(s^{-1}) E_{m,n} + \cdots + u_n(s^{-1}) E_{n,n} \right) s^{-1}.
\]

By taking a gauge transform by \( s^\ell \), the above connection is isomorphic to

\[
 \partial_s + p_{-1} + \tilde{\rho} s^{-1} + u_m(s^{-1}) s^{-(m+1)} E_{m+1,n} + \cdots + u_n(s^{-1}) s^{-(n-1)} E_{1,n}.
\]

If \( (e_1, \ldots, e_n) \) denotes a basis for the above connection form, we set \( f_i = \nabla_{\partial_s}^{-1}(e_1) \). Then we have linear relationship

\[
 f_i = e_i + c_{i,i-1} e_{i-1} s^{-1} + \cdots + c_{i,1} e_1 s^{-i+1}, \quad e_i = f_i + d_{i,i-1} f_{i-1} s^{-1} + \cdots + d_{i,1} f_1 s^{-i+1},
\]

for certain constants \( c_{i,j}, d_{i,j} \). The connection matrix associated to the basis \( (f_1, \ldots, f_n) \) gives rise to the companion form (100). Note that constants \( c_{i,j} \)’s and \( d_{i,j} \)’s would not contribute to \( v_{i,j} \) if \( j \geq i \). Then a simple calculation allows us to conclude the lemma. \( \square \)

\[\text{loc.cit}\] shows the result for \( \mathfrak{gl}_n \), one can deduce the corresponding result for \( \mathfrak{sl}_n \) by letting \( v_1(s) = 0 \) and \( S_1 = 0 \).
7.3.3. **Proof of Proposition 37 (ii).** Let Hyp be the affine space with coordinates \(u_{i,j}\) with \(m \leq i \leq n\) and \(j \geq 0\). We can consider the following commutative diagram

\[
\begin{array}{ccc}
\text{Op}_{sl_n}(P^1) & \longrightarrow & \text{Op}_{sl_n}(D_\infty) \\
\text{Lemma 57} & & \text{Lemma 58} \\
\text{Hyp} & \longrightarrow & \text{Op}_{sl_n}(D_\infty)
\end{array}
\]

where each arrow is a closed immersion. By Lemma 29 (ii), the right vertical map sends \(v_{i,j}\) to zero if \(j \geq i + 1\). In view of Lemma 58 and above diagram, the left vertical map sends \(u_{i,j}\) to zero if \(j \geq 1\). By Lemma 57, \(C[\text{Op}_{sl_n}(P^1)_g]\) is generated by the image of \(u_{m,0}, \ldots, u_{n,0}\). This finishes the proof of Proposition 37 (ii). □
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