Abstract: The purpose of the research is to test the viability and usefulness of the dimensional analysis based on the Vaschy-Buckingham \( \Pi \) theorem and implicit function applied to textual data. The method uses hermeneutical analysis that allows identifying most frequent words, phrases, and the colocations of words, defining words as categories, and then, as fundamental and derived variables; collocation textual analysis also provides the word links that create a conceptual structure to building the dimensional matrices and equations by the Vaschy-Buckingham \( \Pi \) theorem. The Gauss-Jordan method gives a solution to the matrices. Besides, the implicit function theorem allows creating relationships among the \( \Pi \) numbers and solving them by partial derivatives, gaining insights about the relevance of variables and their relationships. As an example, the model applies to the financial summary report about Isodiol International Inc. Reports Profitable Q4 Financial Statements, delivered by EMIS. Results showed the following relevant categories: 1) Company Financial Performance, 2) Company, 3) Continued, 4) Global, 5) Expand, 6) Footprint, 7) Diversification, 8) Costs, 9) Bioactive, 10) Acquisitions, 11) CBD, 12) Anticipate, 13) Traction, 14) Additional. They were classified as fundamental and derived variables. All of them were considered derived variables, while the fundamental variables were: 1) Expand, 2) Footprint, 3) Diversification, 4) Costs, 5) Bioactive, 6) Acquisitions, 7) CBD, 8) Anticipate, 9) Traction, 10). The application of the Vaschy-Buckingham II theorem resulted in four \( \Pi \) numbers, rearranged into an implicit function where the dependent variable was Company Financial Performance. The solution by partial derivatives resulted in identifying the category “Company Financial Performance” as well as “Traction” and “Additional” as core categories in the financial report; however, the other categories are also relevant. Conclusions point out the relevance of the analysis to textual data as an interphase between qualitative and quantitative data and also in helping to find relevant variables.
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1 Introduction

The analysis of qualitative data has a rich set of new methodologies originated under a quantitative framework but promptly to enter the new field of textual data analysis, as a complex and promising interaction among methods [see 1 for an outstanding example]. Several software packs, such as ATLAS-Ti, InVivo, MAXQDA, and Voyant Tools, offer very sophisticated methods for analyzing textual data by introducing the mentioned research mixture.

On the other hand, the profusion of methods, techniques, along with the emphasis on subjectivity, as the core of many qualitative analyses, can lead to very isolated ways of interpreting texts and very different results, depending on the preferences and viewpoint of the researcher.

While this perspective is worthy under some qualitative approaches, it might lead to unnecessary complexity and lack of agreements on many issues; i.e., in analyzing data arising from focus groups, in-depth interviews, or company reports, it might be desirable some consolidated conclusions and not only a different opinion depending on the researcher’s subjectivity.

Those are the reasons why this research tries to present another more standardized approach but based on the previous well-develop tools. To that,
the method of dimensional analysis, widely used in other disciplines, such as physics [as an example see 2, 3, 4] and at a lesser degree in economics, statistics, artificial neural network [see 5, 6, 7], and production systems [8], is used as a paradigm to produce a standard framework; it also admits generalized [9, 10, 11] and alternative [12] forms.

The method, which has its origin as a form of looking for dimensional homogeneity in the formulations and laws of those mentioned fields of knowledge, can be easily translated to other areas. The seminal studies of Vaschy [see 13] and Buckingham [see 14] creates the logic to interpreting and analyzing the correspondence between the two sides of an equation in terms of the dimensions involved. A detailed historical account of their validity proof is in [15].

Despite its appearance of objectivity, dimensional analysis has plenty of subjectivity, while, at the same time, presenting very objective results. However, this particular combination does not prevent the method of drawing relevant and reliable results. In this regard, it is a good candidate for combining qualitative/quantitative data; as an example, the theorem found an application to identify some probabilistic states of the mind and ideas [see 16, 17], and also in qualitative physics [18]. Besides, the Π-theorem is more than a dimensional test for a certain field of knowledge, it is a general algebra theorem [19], and it is useful for application in any science.

2 Problem Formulation

The problem is the application of dimensional analysis to textual data along with elements of differential calculus to provide more analytical possibilities of combining qualitative data and quantitative analysis.

The problem arises from the inherent existing subjectivity in qualitative analysis when creating categories from textual and other qualitative data. The manner of creating those categories results in subjective structures difficult to compare with others that could be created by other researchers. In this regard, there is an opportunity to build and analyze categorical structures in a standardized reproductive way together with a different and, hopefully, productive analysis.

3 Problem Solution

This research is an exploratory, rational-deductive, and pragmatic one, conductive to develop a qualitative/quantitative data analysis methodology useful to analyzing textual data that arise from qualitative research methodologies and techniques, such as focus group and in-depth interviews, but without disregarding any other type of data, such as reports, or interpretations about quantitative data, among others.

Even though the research combines qualitative and quantitative methods, the intention is not to encapsulate this combination under a specific type, but mixing the methods and data under exploratory research logic. The methods used in this research are hermeneutics and non-experimental.

As an example of the methodology, it analyzes the 2019 4th quarter (Q4) financial report from IsodiolInternational Inc., a global company innovator in Bioactive CBD (Cannabidiol), which is a non-psychoactive cannabinoid that occurs naturally, used for pharmaceutical and wellness products [20]. The report is located in the EMIS business database, and comprises information about profit increase and strategies used by the company to reach that increase; it contains 201 words.

There is a rising in the use of non-financial measures in the financial performance reports [21]; the assessment of financial performance admits many different tools and perspectives, among them the combinations of ratios and linguistic analysis [22], sentiment analysis to predict risk [23] and language analysis [24]. That shows an interest in other information than that in the common financial language.

The hermeneutical analysis conducted used the Voyant Tools software, which is web based-free software that gives many analytical tools to make subjective interpretations of textual data.

The hermeneutical analysis consists of many different tools to reveal the most important characteristics in textual data. One of them is the most frequent words, $F_i$, in the text. Another one is the colocation, $F_{ij}$, or frequency of closely located words. Several frequent words and colocations for the Isodiol Report are in Table 1. The table also shows the frequency change of the words throughout the text or trend.

In the table, ‘company’ is the most frequently located word next to others, it also is the most frequent word in the text, and so it has particular relevance in the Isodiol Report. The word itself has the meaning of self-reference related to different particular aspects of the company so that the report could be centered on that word, showing a lack of
interest in other financial aspects not directly related to the company.

Table 1. Several of the most frequent words and colocations in the Isodiol Company Q4 Report.

| Words       | Count | Trend   | Colocation | Count |
|-------------|-------|---------|------------|-------|
| Company     | 6     | 0.02843 | Company    | Traction | 2     |
| Continued   | 3     | 0.01421 | Company    | Global   | 2     |
| Global      | 3     | 0.01421 | Isodiol    | International | 2 |
| International| 3    | 0.01421 | Global     | Company   | 2     |
| Isodiol     | 3     | 0.01421 | Company    | Strong    | 2     |
| Revenues    | 3     | 0.01421 | Company    | Significant | 2 |
| America     | 2     | 0.01421 | Company    | Results   | 2     |
| Continue    | 2     | 0.00947 | Company    | Represents | 2 |
| Distribution| 2     | 0.00947 | Company    | Traction   | 2     |

Another interesting hermeneutical analysis is to obtain the most frequent phrases \( F_k \) in the text. Those for the Isodiol Report are in Table 2.

Among the frequent phrases in Table 2, one can find the word `company` again, confirming that it has, without no doubt, a relevant meaning within the text. Due to the small number of words in the text (201), the identification of a set of words as a phrase, different to another one but repeated all along the text, also requires a small number of words; that is why the phrase length in Table two is so small (only 2-3).

Table 2. Several of the most frequent phrases in the Isodiol Company Q4 Report.

| Termino                   | Count | Length | Trend |
|---------------------------|-------|--------|-------|
| The company has           | 2     | 3      | 2     |
| Wholly owned subsidiaries  | 2     | 3      | 2     |
| Continue to               | 2     | 2      | 2     |
| Traction in               | 2     | 2      | 2     |

The analysis of the relationships among variables can use the colocation tool to identify a network of relationships. For this research, the colocational hermeneutical analysis consisted of identifying the most significant structure of words linked by proximity in the text; this structural analysis determined the proximity by creating a window of 5 pre and post words centered in every particular word, denoted as keyword, and running the window all along the text, identifying the word links.

The obtained structure of linked words was that of Figure 1. The figure answers the question ¿What is the financial performance of Isodiol Company in Q4? That was the purpose of the report.

The report contains several layers and tries to create a sense of hierarchy among the concepts. As the words and the concept associated with them are the most prominent in the report, that reflects the company’s understanding of what the financial performance is, at least in this report.

As shown in the figure, blue-colored squares are those words with more links to other words. Although based on link number, the figure organization is subjective and had the intention of specifically creating that structure. The viewpoint is to subjectively resemble the organization existing in other types of analysis, such as structural equation modeling or factor analysis.

The analytical procedures applied to Isodiol report were:

1. Identify categories by the hermeneutics of textual data.
2. Determining fundamentals and derived variables (categories) by analysis of the text.
3. Create and solving the dimensional matrix based on the Vaschy-Buckinghman II theorem.
4. Apply derivation rules to the resulting equations, to identify the most relevant variables.

The interpretation of the figure is also subjective, and one can define variables as fundamentals or derived in the dimensional analysis style; such classification is subjective too, as no fundamentals or derived variables exist in textual data, except for the classification the researcher wants to create based on the textual report data. Accordingly, the following rules could apply:

1. Words are categories with meaning.
2. Categories are opinions/perceptions = they are subjective.
3. As they are subjective, they have different intensity, i.e., they have quantitative/qualitative properties.
4. Categories acquire variable characteristics.
5. Their position in the figure could determine the type of variable, so derived variables arise from fundamental variables; the higher
the number of arrows, the more derived the variable is, and the lesser the number of arrows, the more fundamental the variable is. However, derived variables can also be those with the lowest number of arrows, as an interpretation of them as playing a determinant role in the figure.

Following these rules and subjective criteriacould usually be part of the qualitative interpretation of categories, but in this case, the method is using logical mixed interpretations. Besides, other criteria are useful; however, the ones used in this research are fine and simple enough for clarity.

The correspondence among categories and variables is as follows:

\[ x_1: \text{Company Financial Performance}; \]
\[ x_2: \text{Company; } \]
\[ x_3: \text{Continued}; \]
\[ x_4: \text{Global;} \]
\[ x_5: \text{Expand; } \]
\[ x_6: \text{Footprint; } \]
\[ x_7: \text{Diversification}; \]
\[ x_8: \text{Costs; } \]
\[ x_9: \text{Bioactive; } \]
\[ x_{10}: \text{Acquisitions; } \]
\[ x_{11}: \text{CBD; } \]
\[ x_{12}: \text{Anticipate; } \]
\[ x_{13}: \text{Traction; } \]
\[ x_{14}: \text{Additional. } \]

By classifying those variables into derived and fundamentals, according to the number of arrows pointing at them and their additional relevancy in the figure, derived \( n \) variables are all of those previously defined, while fundamentals \( k \) variables are:

\[ x_5: \text{Expand; } \]
\[ x_6: \text{Footprint; } \]
\[ x_7: \text{Diversification; } \]
\[ x_8: \text{Costs; } \]
\[ x_9: \text{Bioactive; } \]
\[ x_{10}: \text{Acquisitions; } \]
\[ x_{11}: \text{CBD; } \]
\[ x_{12}: \text{Anticipate; } \]
\[ x_{13}: \text{Traction; } \]
\[ x_{14}: \text{Additional. } \]

Again, the classification of a variable as derived or fundamental depends on the researcher criterion; besides, it is not unusual that a derived variable is at the same time derived and fundamental, based on its position in the relationship among variables.

The relationships among the variables are the following:

1) \( x_{1} = f(x_2, x_{13}, x_{14}) \)
2) \( x_{2} = f(x_3, x_{14}, x_{13}, x_{14}) \)
3) \( x_{3} = f(x_5, x_{10}, x_7, x_8) \)
4) \( x_{4} = f(x_9, x_{10}, x_{11}, x_{12}) \)

The analysis considers all the variables to have a power of 1; however, this criterion could change depending on the researcher's interpretation. In this case, assuming this criterion, the corresponding general dimensional matrix is in Table 1.

Table 1. Matrix with the derived variables (columns) power for each fundamental variable (rows) in the Isodiol Company Q4 Report.

| \( x_1 \) | \( x_2 \) | \( x_3 \) | \( x_4 \) | \( x_5 \) | \( x_6 \) | \( x_7 \) | \( x_8 \) | \( x_{10} \) | \( x_{11} \) | \( x_{12} \) | \( x_{13} \) | \( x_{14} \) |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 0   |
| 0   | 0   | 1   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 1   |
| 0   | 0   | 0   | 0   | 1   | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 1   |
| 0   | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 0   | 0   | 0   | 1   | 1   |
| 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 0   | 1   | 1   |
| 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   |
| 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   |

The fundamental variables in the matrix rows are those on the lowest level of Figure 1, the ones with the lowest number of arrows pointing to them; nevertheless, they are derived variables as well, because of the interpretation made of the diagram relationships according to the previously established criteria of arrow number and relevant in the relationship among variables. According to the distribution of the fundamental and derived variable, there are \( n-k \) \( \Pi \) numbers: 14-10 = 4, they are:

1) \( \Pi_1 = (x_2^b, x_{13}^m, x_{14}^a, x_1^a) \)
2) \( \Pi_2 = (x_3^c, x_4^d, x_2^b) \)
3) \( \Pi_3 = (x_5^a, x_6^c, x_7^g, x_8^h, x_3^c) \)
4) \( \Pi_4 = (x_9^d, x_{10}^d, x_{11}^c, x_{12}^b, x_4^d) \)

Based on the \( \Pi \) numbers, there are four matrixes in Table 1, one for each \( \Pi \) number. Table 2 shows the matrixes identified by their corresponding number on the first four rows in the table, the matrix numbers are those of the previously defined \( \Pi \).
numbers, i.e., Π₁ corresponds to Matrix 1 in the first row of the matrix rows, and the variables are those under the columns named 1 in the first matrix row.

The table equals 0 for every row, as it is the basis for Π numbers; it is so because in every row includes derived and fundamental variables, and then, every matrix that contains a derived variable and the fundamental variables equals 0 and requires finding a vector of powers \( v(a, b, c, \ldots, l, m, n) \) for each matrix \( M_v \), such as \( M_v = 0 \). The column order in the matrix is important because the coefficients could have a different sign depending on that order. For instance, changing the location of the last derived variable columns to the first columns would change their sign in the equation solutions.

Table 2. Matrixes for each Π number. Every column group with the same number in the matrix rows forms a matrix.

| Columns in each matrix number. Variables under the same column number create a matrix. |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| MR              | Π₁              | Π₂              | Π₃              | Π₄              | Π₅              | Π₆              |
| x₁, x₆, x₁, x₆, x₁₀, x₁₁, x₁₂, x₁₃, x₁₄ | x₁, x₆, x₁, x₆, x₁₀, x₁₁, x₁₂, x₁₃, x₁₄ | x₁, x₆, x₁, x₆, x₁₀, x₁₁, x₁₂, x₁₃, x₁₄ | x₁, x₆, x₁, x₆, x₁₀, x₁₁, x₁₂, x₁₃, x₁₄ | x₁, x₆, x₁, x₆, x₁₀, x₁₁, x₁₂, x₁₃, x₁₄ | x₁, x₆, x₁, x₆, x₁₀, x₁₁, x₁₂, x₁₃, x₁₄ |

| VR | x₅ | x₁₀ | x₆ | x₁₁ | x₁₂ | x₁₄ |
|----|----|-----|----|-----|-----|-----|
| x₅ | 0  | 0  | 0  | 0  | 0  | 0  |
| x₁₀| 1  | 0  | 0  | 0  | 0  | 0  |
| x₆ | 0  | 0  | 0  | 0  | 0  | 0  |
| x₁₁| 0  | 0  | 0  | 0  | 0  | 0  |
| x₁₂| 0  | 0  | 0  | 0  | 0  | 0  |
| x₁₄| 0  | 0  | 0  | 0  | 0  | 0  |

Eliminating the variables with power 0, and substituting the others \( x_j \) with power 1:

1. \( Π₁ (a=I; e=-I; f=-I; g=I; h=I; i=-I; j=-I; \ k=I; \ l=-I; \ m=-I; \ n=-I) \)
2. \( Π₂ (b=I; e=-I; f=-I; g=I; h=I; i=-I; j=-I; \ k=I; \ l=-I; \ m=-I; \ n=-I) \)
3. \( Π₃ (c=I; e=-I; f=-I; g=I; h=I; i=0; \ j=0; \ k=0; \ l=0; \ m=0; \ n=0) \)
4. \( Π₄ (d=I; e=0; \ f=0; \ g=0; \ h=0; \ i=-I; \ j=-I; \ k=-I; \ l=-I; \ m=0; \ n=0) \)

Reformulating the relationships among the Π numbers in terms of the results:

\[
f(\frac{x₁}{x₅...x₁₄}, \frac{x₂}{x₅...x₁₄}, \frac{x₃}{x₅x₆x₇x₈}, \frac{x₄}{x₉x₁₀x₁₁x₁₂}) = 0 \tag{3}
\]

That relationship agrees with the relationships among the variables depicted in Figure 1. However, according to (1), the relationship for the Π numbers is:

\[
f(\frac{x₁}{x₅...x₁₄}, \frac{x₂}{x₅...x₁₄}, \frac{x₃}{x₅x₆x₇x₈}, \frac{x₄}{x₉x₁₀x₁₁x₁₂}) = 0 \tag{4}
\]

Now, as the relationship equals 0, then the relationship among the Π numbers can be defined assuming the implicit function:

\[
\frac{x₅}{x₅...x₁₄} = \Phi(\frac{x₂}{x₅...x₁₄}, \frac{x₃}{x₅x₆x₇x₈}, \frac{x₄}{x₉x₁₀x₁₁x₁₂}) \tag{5}
\]

In the equation, the Π₁ number is a function \( Φ \) of the others in such a way that (4) equals 0. The solution for \( x₁ \) is

\[
x₁ = x₅...x₁₄ \Phi(\frac{x₂}{x₅...x₁₄}, \frac{x₃}{x₅x₆x₇x₈}, \frac{x₄}{x₉x₁₀x₁₁x₁₂}) \tag{6}
\]

However, in what follows the analysis uses the function (4), which has four variables, let them be

1. \( Y = \frac{x₄}{x₅...x₁₄} = x₁x₅^{-1}...x₁₄^{-1} \)
2) \[ X_2 = \frac{x_2}{x_5 \cdot x_{14}} = x_2 x_5^{-1} \ldots x_{14}^{-1} \]

3) \[ X_3 = \frac{x_3}{x_5 x_6 x_7 x_8} = x_3 x_5^{-1} x_6^{-1} x_7^{-1} x_8^{-1} \]

4) \[ X_4 = \frac{x_4}{x_5 x_6 x_{10} x_{11} x_{12}} = x_4 x_5^{-1} x_6^{-1} x_{10}^{-1} x_{11}^{-1} x_{12}^{-1} \]

The derivatives of the independent variables can be obtained directly:

\[ \frac{d(X_2)}{dx_2} = \frac{d}{dx_2} \left[ -\frac{x_2}{x_5 \cdot x_{14}} \right] = \frac{1}{x_5 \cdot x_{14}} \quad (7) \]

\[ \frac{d(X_3)}{dx_3} = \frac{d}{dx_3} \left[ -\frac{x_3}{x_5 x_6 x_7 x_8} \right] = \frac{1}{x_5 x_6 x_7 x_8} \quad (8) \]

\[ \frac{d(X_4)}{dx_4} = \frac{d}{dx_4} \left[ -\frac{x_4}{x_5 x_6 x_{10} x_{11} x_{12}} \right] = \frac{1}{x_5 x_6 x_{10} x_{11} x_{12}} \quad (9) \]

Any variable \( x_i \) could be the differentiation variable, i.e., one of the denominator variables as well. However, to keep the relevance of the fundamental variables derived variables were the differentiation variables only.

Obtaining the dependent variable derivates requires a different procedure; it needs to take partial derivatives for \( Y \) (dependent variable) and each \( X_i \) (independent variables). The computations are

\[ \frac{\partial f}{\partial X_2} = -\frac{F' x_2}{F'_y} \quad (10) \]

\[ \frac{\partial f}{\partial X_3} = -\frac{F' x_3}{F'_y} \quad (11) \]

\[ \frac{\partial f}{\partial X_4} = -\frac{F' x_4}{F'_y} \quad (12) \]

Results are

\[ \frac{\partial f}{\partial X_2} = \frac{F' x_2}{F'_y} = -\frac{1}{x_5 \cdot x_{14}} = -1 \quad (13) \]

\[ \frac{\partial f}{\partial X_3} = \frac{F' x_3}{F'_y} = -\frac{x_5 x_6 x_7 x_8}{x_5 \cdot x_{14}} \]

\[ \frac{\partial f}{\partial X_4} = \frac{F' x_4}{F'_y} = -\frac{x_5 x_6 x_{10} x_{11} x_{12}}{x_5 \cdot x_{14}} \]

(14)

In the equations (13), (14), and (15), the independent variable \( X_2, X_3, X_4 \) derivatives are those in (7), (8), and (9) respectively.

Although results are somehow expected, due to the subjective designation of power 1 on each variable, there are the following conclusions:

1) Despite the assertion that \( x_1 \neq x_2 \), results show (equation (13)) that increments in \( Y \) are the same as \( X_2 \) because variations in the same variables cause them; so then, they confirm the strong relationship between \( x_1 \) and \( x_2 \); actually, \( x_2 \) can be the direct answer to the main question \( (x_1) \). In this regard, the identified core message of the report is the company itself.

2) The results agree with the hierarchy depicted in Figure 1, showing the relevance of each derived and fundamental variable (equations 13, 14, 15).

3) The results point out the relevance of variables \( x_{13} \) and \( x_{14} \), as they have a direct effect on \( Y \) (equations 13, 14). That shows how several elementary items have an important effect on the financial performance report.

4) It consolidates the results intuitively obtained by looking at Figure 1. In this sense, it is a double check of the model and the results.

Finally, the analysis is also useful to identify those values of the company’s financial status by looking at those items that proved to be most relevant in the results.

The analysis of the Isodiol report is an example of how this mathematical analysis could help in providing a different insight into textual data. Despite the brevity of the report and the subjective application of powers to variables, the analysis shows many possibilities in their applications in more complex texts.
4 Conclusion

This research shows the analysis for qualitative data that complement those already existing by introducing a new method applied to thereof. It provides new insights into the possibilities that a mixture of quantitative/qualitative data has.

The method constitutes a methodological integration that goes further than a mix of quantitative and qualitative research. The research intentionally avoided that type of methodological classification regarding the method; however, data are textual or numerical, and, in that sense, qualitative/quantitative denominations are perfectly right.

The method introduced here also allows comparing data within a standard analysis framework, and the application to simultaneous analysis of different texts is easy.

The text, type of variables, and their relationships used in this example have the intention of showing the possibilities of the analysis; however, it admits many levels of complexity, depending on the research objectives and the researcher's subjective consideration about data.

Some useful studies relevant to this research can be found in [26], [27], and [28].
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