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Abstract
The development of cyberspace offers unprecedentedly convenient access to online communication, thus inducing malicious individuals to subtly manipulate user opinions for benefits. Such malicious manipulations usually target those influential and susceptible users to mislead and control public opinion, posing a bunch of threats to public security. Therefore, an intelligent and efficient searching strategy for targeted users is one prominent and critical approach to defend malicious manipulations. However, the major body of current studies either provide solutions under ideal scenarios or offer inefficient solutions without guaranteed performance. As a result, this work adopts the combination of unsupervised learning and heuristic search to discover susceptible and key users for defense. We first propose a greedy algorithm fully considering the susceptibilities of different users, then adopt unsupervised learning and utilize the community property to design an accelerated algorithm. Moreover, the approximation guarantees of both greedy and community-based algorithms are systematically analyzed for some practical circumstances. Extensive experiments on real-world datasets demonstrate that our algorithms significantly outperform the state-of-the-art algorithm.
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1. Introduction
Recent years have witnessed the emergence of the online social network as a prevalent and pivotal platform for opinion spreading and confrontation [1], yet still growing. Within such cyberspace, overwhelming volumes of users discuss social topics [2] and share personal opinions [3], meanwhile providing a perfect platform for malicious opinion manipulations. For example, a panic buying might appear, if malicious sellers exploited the opinion manipulation on some rumors for benefits [4, 5], such that the salt is extremely effective for preventing the COVID-19 virus [6]. Moreover, the unprecedentedly convenient access to this cyberspace also diversifies the approaches for malicious opinion manipulations [7, 8]. Manipulators are possible to utilize human-like Artificial Intelligence (AI) agents [9, 10, 11] to achieve automated manipulation, making conventional defending methods rigid and incapable [8, 12, 13]. Therefore, more flexible and advanced AI-based countermeasures are imperatively needed for defending the opinion manipulation.

Within the opinion defending, one prominent and typical approach is to intelligently search for the susceptible and key users to execute purposeful prevention. These key users are likely targeted by malicious manipulators, as they are both susceptible [7] and will dominantly influence the public opinion [14]. Therefore, searching for such users for a given social platform is critical for both sides of opinion confrontation. Abebe et al. first formalized this searching task as the Opinion Dynamics with Varying Susceptibility (referred as ODVS) problem [7], where the user opinion is jointly determined by user innate opinion, susceptibility, and opinions of user’s friends. The objective of ODVS is to search a number of key users and merely vary their susceptibilities to certain degrees, in order to maximize or
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minimize the support of all users for a target opinion in an almost unaware manner. Therefore, manipulators are able to only impact a small group of users to manipulate the public by exploiting opinion diffusions, instead of directly targeting on all users.

Generally, ODVS is proved to be NP-Hard and categorized into the unbudgeted and budgeted conditions [7]. Under the unbudgeted condition, manipulators are able to vary susceptibilities of all users, thus key user search is needless. Chan et al. systematically investigated the unbudgeted condition, and proposed an effective strategy for choosing optimized susceptibility values [15]. The method provides state-of-the-art performance and also reduces the complexity of susceptibility determination to linear time. On the other hand, the budgeted condition (referred as BOVS) just allows manipulators to vary susceptibilities of a limited number of users. BOVS is actually more practical and valuable, since directly varying susceptibilities of all users (the unbudgeted condition) may be infeasible in reality. However, existing works lack the proper and remarkable study on BOVS. Existing greedy search algorithms for BOVS simply set susceptibilities to minimal, neglecting potential key users who hold maximum susceptibilities as optimal. Besides, these approximate algorithms request high computational consumption and providing no performance guarantee.

Therefore, this work reconsiders the BOVS problem, and proposes a novel greedy algorithm, together with an accelerated algorithm based on the community property. According to the comprehensive analysis, it is revealed that both algorithms provide a certain approximation guarantee under a special case of BOVS, referred as the Budgeted Opinion dynamics with Decreasing Susceptibility (abbreviated as BODS) problem. Compared with basic BOVS where user susceptibilities can be increased or decreased, BODS will only try to vary user susceptibilities in a descending direction. Generally, the descending assumption of BODS is actually more practical, as making users stubborn (decreasing the susceptibilities) is usually easier than making users susceptible. There are both psychological and environmental reasons for this assumption. From a psychological perspective, people prefer to trust what they innately believe in [16] and resist subsequent opinions. From an environmental perspective, Filter Bubbles in social networks [17] always show the content supporting users’ innate opinions, also strengthening their belief. Therefore, only decreasing user susceptibilities will be more effective and reasonable than varying in both directions.

In specific, this work proposes an advanced greedy algorithm for BOVS, which overcomes the shortage of existing algorithms [7] via an optimal strategy of determining susceptibility values. We also adopt the unsupervised learning and fully utilize the community property of a network to design an accelerated algorithm, which is developed on the intuition that the impact of a user within a proper community could be a good reflection of the impact in the whole network, while the former one could be computed much more efficiently. This community-based algorithm significantly outperforms the state-of-art algorithm by reducing the time consumption by more than one order of magnitude. Under the BODS scenario, the approximation guarantee of the proposed greedy algorithm is comprehensively analyzed and proved through the approximate submodularity [18]; then the community-based algorithm is proved to hold a close approximation ratio to the greedy algorithm. Finally, comprehensive evaluations on real-world datasets show the superiority of proposed algorithms on both effectiveness and efficiency. As far as we know, this is the first work that comprehensively investigates both susceptibility determination and key user search for BOVS. In summary, the contributions of this work are as follows.

- We propose an advanced greedy algorithm to overcome the shortage of the state-of-art algorithm on susceptibility determination.
- An accelerated algorithm is designed, which adopts unsupervised learning and fully utilizes the community structure of the network.
- We formally define the BODS as a more practical case of BOVS.
- Systematical analysis of approximation guarantee is performed on both algorithms with respect to the BODS scenario.
- Extensive evaluations on different real-world datasets reveal that our algorithms significantly outperform the state-of-the-art algorithm.

The remainder of this paper is organized as follows. In the second section, existing works related
to the target problem in this work are reviewed. In the third section, we introduce our preliminaries used for problem analysis and algorithm design. In the fourth section, we introduce our advanced greedy algorithm, and the analysis of its approximation guarantee under the BODS scenario. In the fifth section, we introduce our community-based algorithm, together with its performance analysis. In the sixth section, we analyze comprehensive evaluations. Section 7 concludes our work.

2. Related Work

As the cyber space becomes an indispensable part of people’s daily life, the online opinions impact the off-line marketing [19] and public security [20] of the society. This induces malicious individuals to develop various attacks for benefits [7, 21], meanwhile inspires researchers to engage in the corresponding defense [22, 23]. In this work, we concentrate on the scenario of opinion manipulation, where the manipulators attempt to control public opinion [7].

Dietrich et al. studied the manipulation that merely targets on a specific opinion leader [12], and presented such the manipulation could make the average opinion converge to a targeted value. Another study proposed a heuristic algorithm to control the public opinion with respect to the structural hole spanners, who are key connections between two almost unlinked communities [24]. Moreover, Amelkin et al. defined one kind of manipulation where manipulators use Influence Maximization to maximize the user support of the target opinion [8]. The relationship between the user linkage and manipulation was fully analyzed, thus providing a heuristic defense algorithm via linkage addition.

This work investigates the key user search for defending the opinion manipulation [7], where manipulators merely vary key users’ susceptibilities to maximize or minimize the sum of user opinions. On one hand, the target problem can be viewed as assigning the budget to partial users, thus showing the similarity to the task allocation problem for crowdsensing [25]. On another hand, the target problem presents the similarity to the famous Influence Maximization (IM) [26, 14], as both problems seek the key users. While the target problem requires an additional procedure of determining users’ susceptibility values, and it does not hold the submodularity, thus the methods for IM cannot be applied to our target problem. The target search problem was proved as NP-Hard and categorized into the unBudgeted and budgeted condition [7]. The unBudgeted condition was first shown to be a convex optimization problem [7]. However, Chan et al. corrected above conclusion, which actually presented to be a non-convex optimization problem [15]. Meanwhile, they systematically investigated the strategy of choosing susceptibility values to provide a state-of-the-art method, which reduces the complexity of susceptibility determination to linear time. The main improvement of our greedy algorithm (shown in Section 4) is built upon this study. As a result, the unBudgeted condition is comprehensively studied, while the more practical budgeted condition (referred as BOVS) lacks investigation.

The current study to search key users for BOVS follows a general greedy framework, as selecting users with maximal marginal gain [7]. It requests a high computational consumption, meanwhile without any performance guarantee. Besides, this algorithm simply sets susceptibilities to the minimum, thus may neglect potential key users who hold maximum susceptibilities as optimal. Therefore, this work proposes an advanced greedy algorithm to fill the gap of susceptibility choice, then fully utilizes the community property to accelerate the greedy algorithm.

3. Preliminary

The ODVS problem [7] aims at maximizing or minimizing user supports on a target opinion. Let an undirected graph $G = (V, E, \alpha, s)$ denote a network, where $V$ and $E$ is the user and edge set, respectively. The target problem is built on an opinion dynamic model [27], where each user $i \in V$ is associated with an innate opinion $s_i \in [0, 1]$ ($s = \{s_1, s_2, ..., s_{|V|}\}$) and a resistance parameter $\alpha_i \in [l_i, u_i]$ ($\alpha = \{\alpha_1, \alpha_2, ..., \alpha_{|V|}\}$). Note that, $1 - \alpha_i$ is the susceptibility value of user $i$ and $0 < l_i < u_i < 1$, thus a higher $\alpha_i$ value indicates that user $i$ is more stubborn. In the rest of this paper, we only discuss the resistance instead of susceptibility for simplicity. The expressed opinion of the individual user evolves in discrete time as follows,

$$z_i(t + 1) = \alpha_i s_i + (1 - \alpha_i) \frac{\sum_{j \in N_i} z_j(t)}{d(i)}, \quad (1)$$

where $N_i$ is the neighbor set and $d(i)$ is the degree of user $i$. 


Let a random walk matrix $P$ represent the interaction between users, in which each entry $P_{i,j} = \frac{1}{d_i}$ for each edge $e_{i,j} \in E$, or zero otherwise. The opinion evolution of the whole network converges to a unique equilibrium [28],
\[ z = (I - (I - A)^{-1}As, \]
where $z$ is the vector of expressed opinions, $s$ is the vector of innate opinions, $\alpha$ is the vector of resistances, and $A = \text{Diag}(\alpha)$ is a diagonal matrix holding each entry $A_{i,i} = \alpha_i$.

**Definition 1.** (Opinion Dynamics with Varying Susceptibility Problem [7]). Given a network $G = (V, E, \alpha, s)$, the goal is finding a seed set $Q \subseteq V$ and choosing the certain value of each user resistance $\alpha_i$ ($i \in Q$) for maximizing or minimizing the sum of all users’ expressed opinions $f(\alpha_Q)$ as,
\[ f(\alpha_Q) = \tilde{I}z = \tilde{I}(I - (I - A_Q)^{-1}A_Qs). \]

Note that, the subscript $Q$ in $f(\alpha_Q)$ and $A_Q$ indicates that the resistance values of users in seed set $Q$ are updated, while the rest are fixed. The minimization of expressed opinions can be solved by invoking a maximization algorithm using $\tilde{I} - s$ as the innate opinion vector [7]. Therefore, we concentrate on the maximization problem in this work.

**Unbudgeted and Budgeted Condition.** The ODVS problem is formalized as follow:
\[ \max \quad f(\alpha_Q) = \tilde{I}(I - (I - A_Q)^{-1}A_Qs) \]
\[ \text{s.t.} \quad \alpha_i \in [l_i, u_i] \quad \text{for} \quad i \in Q \]
\[ |Q| = k \]
\[ (4) \]
ODVS is categorized into the unbudgeted and budgeted condition, according to different sizes of seed set $Q$ [7]. The budgeted condition requests $|Q| = k < |V|$ referred as BOVS, and the unbudgeted condition requests $|Q| = |V|$. The objective function $f(\alpha_Q)$ is not a convex function of $\alpha_Q$ under both unbudgeted and budgeted conditions [15], thus the ODVS problem is NP-Hard under both conditions. The unbudgeted condition is essentially different from the BOVS, as it only considers the resistance choices of all users, which does not require to find the key users. As a result, this work focuses on the BOVS.

4. Greedy Algorithm

The main technical challenges of BOVS are searching key users meanwhile determining their optimal resistance values. Existing algorithms simply set resistance values to maximal, which may neglect potential key users who hold the minimal resistance values as optimal. Therefore, we propose an advanced greedy algorithm to fill the gap of susceptibility choice in this section.

**4.1. Algorithm Description**

**Algorithm 1 Greedy Algorithm**

**Input:** graph $G = (V, E, \alpha, s)$, size of seed set $k$

**Output:** seed set $Q$

1. $Q = \emptyset$, compute $f(\alpha_Q)$ by Equation 3
2. for $q = 1$ to $k$ do
3.  for $i = 1$ to $|V|$ do
4.  $\Delta f_Q(i) = \max(\Delta f_Q(i|\alpha_i = l_i), \Delta f_Q(i|\alpha_i = u_i))$
5.  $Q = Q \cup \{\text{arg max}_{i \in V} \Delta f_Q(i)\}$
6.  compute $f(\alpha_Q)$ by Equation 5
7. return $Q$

Generally, given the required size of seed set $|Q| = k$, our algorithm runs $k$ iterations to select $k$ seeds as shown in Algorithm 1. In each iteration, the user $i$ holding maximum marginal gain $\Delta f_Q(i) = f(\alpha_{Q \cup \{i\}}) - f(\alpha_Q)$ is chosen to be a seed. When computing the marginal gain $\Delta f_Q(i)$ of a single user, the algorithm determines the new resistance between two extreme values (maximum $u_i$ and minimum $l_i$) which holds the maximal marginal gain. For example, if $\Delta f_Q(i|\alpha_i = l_i) > \Delta f_Q(i|\alpha_i = u_i)$, we choose the lowest value $l_i$ as the new resistance.

The main difference between our advanced greedy algorithm and the existing greedy algorithm [7] is the strategy of choosing the resistance (Line 4). Suppose a seed set $Q$ is already selected and the objective function $f(\alpha_Q)$ is computed, we plan to select one more seed. For each user $i \in V - Q$ with resistance $\alpha_i \in [l_i, u_i]$, we need to obtain the marginal gain via computing the objective function value $f(\alpha_{Q \cup \{i\}})$ under $\alpha_i = u_i$ and $\alpha_i = l_i$, respectively. The $f(\alpha_{Q \cup \{i\}})$ can be converted according to the Sherman-Morrison formula, which accelerates the procedure of choosing resistance (Line 4).
\[
\begin{align*}
f(\alpha_{Q \cup \{i\}}) &= \bar{I}(I - (I - A_{Q \cup \{i\}})P)^{-1}A_{Q \cup \{i\}}s \\
&= \bar{I}(I - (I - A_Q)P + x_i(x_i^T P)s] \\
&= f(\alpha_Q) + \bar{I}[Mx_i x_i^T s - U A_Q s - U x_i x_i^T s], \\
\end{align*}
\]
where \(M = (I - (I - A_Q)P)^{-1}\) is obtained in prior computation of \(f(\alpha_Q)\), and \(U = \frac{M x_i (x_i^T P) M}{\bar{I} x_i^T P M x_i}\). The value of marginal gain \(\Delta f_Q(i) = f(\alpha_{Q \cup \{i\}}) - f(\alpha_Q)\) is
\[
\Delta f_Q(i) = \bar{I}[M x_i x_i^T s - U A_Q s - U x_i x_i^T s],
\]
where \(x_i\) is a \(n\)-dimensional vector satisfying \(x_i(j) = 0\) if \(j \neq i\) and \(x_i(i) = \sqrt{\alpha_i - \alpha_i^0}\) otherwise, and \(\alpha_i^0\) denotes the original resistance value of user \(i\). Therefore, our advanced strategy of choosing resistance values fully considered two extreme values, instead of simply setting resistance values of all picked users to maximum [7]. Meanwhile, it avoids directly computing the complex matrix inversion, thus reducing the computation consumption.

Theorem 1 provides clues on why the two extreme values are sufficient for selection.

**Theorem 1.** (Extreme Values Are Sufficient). For arbitrary user \(i \in V\), fixing resistance values of all other users except \(i\), the objective \(f(\alpha_{\{i\}})\) is a monotone function in \(\alpha_i\). This implies that to maximize \(f(\alpha_{\{i\}})\), it is sufficient to consider two extreme values \(l_i\) and \(u_i\).

Theorem 1 is originally proposed for the unbudgeted condition [15]. It still holds under BOVS, since the situation that varying the resistance value of a specific user in BOVS is the same as the unbudgeted condition. Moreover, we show that a bigger seed set leads to a larger opinion sum at the equilibrium, which ensures the correctness of the proposed greedy algorithm.

**Theorem 2.** (Monotonicity). The objective \(f\) is a monotone ascending function respect to the seed set \(Q\), i.e., \(f(\alpha_{A \cup B}) \geq f(\alpha_A)\) when \(B - A \neq \emptyset\).

**Proof.** Given a network \(G = (V,E,\alpha,s)\), let \(f(\alpha)\) denotes the sum of expressed opinions without any resistance change. Then, \(f(\alpha_A)\) denotes the sum of expressed opinions, where every seed \(i \in A\) changes its resistance \(\alpha_i\) to the proper value \(\bar{u}_i\) as maximizing its marginal gain.

Consider \(f(\alpha_{A \cup \{i\}})\) and \(f(\alpha_A)\) (\(i \notin A\)), the difference between them is the user \(i\) contains the new resistance \(\bar{u}_i\) and the original \(\alpha_i^0\), respectively. When the new resistance \(\bar{u}_i\) is determined according to Theorem 1, it implies \(f(\alpha_{A \cup \{i\}}) \geq f(\alpha_A)\). For \(f(\alpha_{A \cup \{i\}, j})\) and \(f(\alpha_{A \cup \{i\}})\), the only difference is the resistance of user \(j\), thus \(f(\alpha_{A \cup \{i, j\}}) \geq f(\alpha_{A \cup \{i\}})\). By a certain number of iterations, we can obtain \(f(\alpha_{A \cup B}) \geq f(\alpha_A)\) when \(A \cap B = \emptyset\). Therefore, the ascending monotonicity of the objective function is proved.

The complexity of the proposed greedy algorithm is \(O(kn^4)\). It requires \(O(kn)\) loops in total, and the marginal gain is computed once in each loop (Line 4-5). For marginal gain corresponding to any user \(i\), the objective value \(f(\alpha_{Q \cup \{i\}}) = \bar{I}(I - (I - A_{Q \cup \{i\}})P)^{-1}A_{Q \cup \{i\}}s\) is required, thus taking \(O(n^3)\).

**4.2. Precision Analysis**

As mentioned in Section 1, there is a more practical case of BOVS. We first formalize the special case in this part, then provide the approximation guarantee of the advanced greedy algorithm under this case.

**4.2.1. Budgeted Opinion Dynamics with Decreasing Susceptibility**

The more practical and special case, referred as BODS, is defined as follows.

**Definition 2.** (Budgeted Opinion Dynamics with Decreasing Susceptibility). Given a network \(G = (V,E,\alpha,s)\), the goal is finding a seed set \(Q \subseteq V\) and choosing the certain value of each resistance \(\alpha_i\) \((i \in Q)\) in an ascending way for maximizing user expressed opinions \(f(\alpha_Q)\).

\[
\begin{align*}
\text{maximize } f(\alpha_Q) &= \bar{I}(I - (I - A_Q)P)^{-1}A_Qs \\
\text{s.t. } \alpha_i &\in [\alpha_i^0, u_i] \quad \text{for } i \in Q \\
|Q| &= k < |V|
\end{align*}
\]

where \(\alpha_i^0\) is the initial resistance value (without variation) of user \(i\).

Combined with Equation 4 and Equation 7, the difference between BODS and BOVS problem is the constraint of resistance choices for seeds. In BOVS problem, the newly chosen resistance \(\alpha_i\) of a seed \(i\)
can be varied in the range $[l_i, u_i]$. While in BODS problem, the newly chosen resistance $\alpha_i$ just can be set in the range $[\alpha^l_i, \alpha^u_i]$. Essentially, the BODS problem is a more practical and special case of the BOVS problem, as making users stubborn is easier than making them susceptible, due to both psychological and environmental reasons. The objective function of BODS problem is the same with BOVS, which is not a convex function of the resistance, thus BODS is also NP-Hard.

The proposed greedy algorithm is capable for BODS, as considering the marginal gain with respect to the original and maximum resistance of each user. Moreover, only the marginal gain of maximum resistance needs to be computed, since the marginal gain of the original resistance is zero. Thus, the greedy algorithm is more efficient for solving BODS than it for BOVS.

### 4.2.2. Approximate Ratio

This part provides the approximate guarantee of the advanced greedy algorithm under BODS.

**Theorem 3.** (Approximate Ratio.) The proposed greedy algorithm for BODS holds the $1 - e^{-1}$ approximate ratio.

**Proof.** Revisit that the objective function $f$ of BODS problem is a monotone function for the updating resistance $\alpha_i$, with respect to the seed set $Q : |Q| = k$. Therefore, the greedy algorithm holds the approximate submodularity, ensuring a $1 - e^{-\lambda}$ approximate ratio [18] where

$$\lambda = \min_{L \subseteq Q, |B| \leq k, L \cap B = \emptyset} \frac{\sum_{v \in B} f(\alpha_{L \cup \{v\}}) - f(\alpha_L)}{f(\alpha_{L \cup B}) - f(\alpha_L)}.$$  

(8)

Now, we analyze the bound of $\lambda$ by induction, i.e., whether $\lambda \geq 1$ for any $L \subseteq Q$ and $B : |B| \leq k$ satisfying $L \cap B = \emptyset$. Let $B_t$ denote the set $B$ in Equation 8 satisfying $|B_t| = t$.

When $t = 1$ for arbitrary $L \subseteq Q$, $B_1 = \{v\}$, it holds

$$\frac{f(\alpha_{L \cup \{v\}}) - f(\alpha_L)}{f(\alpha_{L \cup B}) - f(\alpha_L)} \geq 1.$$  

(9)

When $t \geq 2$, suppose that for $B_t : |B_t| = t$ and arbitrary $L \subseteq Q$,

$$\sum_{v \in B_t} \frac{f(\alpha_{L \cup \{v\}}) - f(\alpha_L)}{f(\alpha_{L \cup B_t}) - f(\alpha_L)} \geq 1.$$  

(10)

Consider $B_{t+1} : |B_{t+1}| = t+1$ and $B_{t+1} - B_t = v_{t+1}$ for arbitrary $L \subseteq Q$:

$$\sum_{v \in B_{t+1}} \frac{f(\alpha_{L \cup \{v\}}) - f(\alpha_L)}{f(\alpha_{L \cup B_{t+1}}) - f(\alpha_L)} \geq \frac{f(\alpha_{L \cup \{v_{t+1}\}}) - f(\alpha_L)}{f(\alpha_{L \cup B_{t+1}}) - f(\alpha_L)}$$

$$\geq f(\alpha_{L \cup \{v_{t+1}\}}) - f(\alpha_L) + f(\alpha_{L \cup \{v_{t+1}\}}) - f(\alpha_{L \cup B_{t+1}})$$

$$= f(\alpha_{L \cup \{v_{t+1}\}}) - f(\alpha_{L \cup B_{t+1}}) - f(\alpha_L).$$

(11)

We focus on the second part $f(\alpha_{L \cup B_{t+1}}) - f(\alpha_{L \cup B_t})$ of Equation 11, given the user set $V = \{v_1, v_2, ..., v_m, ..., v_n\}$. The set $L \cup B_t$ can be viewed as consisting of a basic set $L$ and an additional set $B_t$. For any user $v_{t+1}$ corresponding to $v_m \in V$, let $x_t + 1$ be a $p$-dimensional vector where $x_t + 1(j) = 0$ if $j \neq m$ and $x_t + 1(m) = \sqrt{\alpha_m - \alpha^o}$ otherwise. Let $M_{L,t} = (I - (I - A_{B_t})P)^{-1}$, then:

$$M_{L,t} = (I - (I - A_{B_t})P)^{-1}$$

$$= M_{L,t+1}P + x_t + 1(x_t + 1T)M_{L,t}$$

$$= M_{L,t} - \frac{M_{L,t}x_t + 1(x_t + 1T)M_{L,t}x_t + 1}{1 + (x_t + 1T)x_t + 1},$$

(12)

according to the Sherman-Morrison formula.

Let $U_{L,t+1} = \frac{M_{L,t}}{I + (x_t + 1T)x_t + 1}M_{L,t}$ for simplicity. Since all entries of $M_{L,t}$ and $P$ are non-negative and $x_t + 1T = \alpha_m - \alpha^o \geq 0$ in BODS problem, all entries of $U_{L,t+1}$ are non-negative. The objective function:

$$\tilde{I}_M(L,t + 1) = \tilde{I}_M(L,t) - U_{L,t + 1}$$

$$= \tilde{I}_M(L,t)As \leq \tilde{I}_M(L,t)As$$

(13)

Thus the second part of Equation 11 is:

$$f(\alpha_{L \cup B_{t+1}}) - f(\alpha_{L \cup B_t})$$

$$= \tilde{I}((M_{L,t} - U_{L,t + 1} + 1)(A_{B_t} + x_t + 1T))$$

$$- M_{L,t}A_{B_t}s$$

$$= \tilde{I}(M_{L,t}x_t + 1x_t + 1T) - U_{L,t + 1}x_t + 1x_t + 1T$$

$$= U_{L,t + 1}A_{B_t}s$$

$$\leq \tilde{I}(M_{L,t} - U_{L,t + 1})(x_t + 1x_t + 1T)$$

$$= \tilde{I}M_{L,t + 1}x_t + 1x_t + 1T.$$

Revisit that $B_{t+1} = L \cup \{v_1, v_2, ..., v_{t+1}\}$ consists of
a basic set $L$ and an additional set $\{v_1, v_2, \ldots, v_{t+1}\}$.  
\[
ML(t+1) = ML(t) - U_L(t+1) \\
= \ldots \\
= ML(0) - U_L(1) - \ldots - U_L(t+1), 
\]
where $ML(0) = (I - (I - A_L)P)^{-1}$. On another perspective, let $L' = L \cup \{v_{t+1}\}$ as the basic set, then the additional set is $\{v_1, v_2, \ldots, v_t\}$, i.e., $B_{t+1} = L' \cup \{v_1, v_2, \ldots, v_t\}$. Thus $ML(t+1)$ can be represented on the new perspective as,
\[
ML(t+1) = ML'(t) \\
= ML'(t-1) - U_L'(t) \\
= \ldots \\
= ML'(0) - U_L'(1) - \ldots - U_L'(t), 
\]
where $ML'(0) = ML(0) - U_{x_{t+1}} = \frac{ML(0) x_{t+1} (x_{t+1}^T P) M_L(0)}{1 + (x_{t+1}^T P) M_L(0)x_{t+1}^T}$. Therefore,
\[
f(\alpha_{L\cup B}) - f(\alpha_{L\cup B_i}) \\
\leq \Delta M_L(t+1)(x_{t+1}x_{t+1}^T) s \\
\leq \Delta M_L(0)(x_{t+1}x_{t+1}^T) s \\
= \Delta (ML(0) - U_{x_{t+1}})(x_{t+1}x_{t+1}^T) s \\
\leq \Delta (ML(0) - U_{x_{t+1}})(\lambda x_{t+1}x_{t+1}^T) s \\
= f(\alpha_{L\cup \{x_{t+1}\}}). 
\]
Combined with Equation 11, $\sum_{\alpha_{L\cup B_{t+1}}} (f(\alpha_{L\cup B_{t+1}}) - f(\alpha_{L})) \geq \lambda$ is proved, i.e., $\lambda \geq 1$. The $1 - \epsilon^{-1}$ approximate ratio is hold. \hfill $\Box$

Theorem 3 fills the gap between greedy algorithms and the approximation guarantee, thus theoretically ensuring the effectiveness of our greedy algorithms.

5. Community-based Algorithm

In this section, we propose a community-based algorithm for acceleration, since the advanced greedy algorithm in Section 4 still requests a high time consumption. The community structure is valuable and fundamental in social networks [29, 30], as users in the same community influence each other much more than users in different communities [31]. Therefore, it is reasonable to estimate the impact in the whole network by the impact in a community, thus reducing the time consumption. For simplicity, the accumulated change of opinions due to the variation of one’s susceptibility is denoted as her impact.

In specific, we adopt the unsupervised learning and fully utilize the community property to design a Community-Based Algorithm (referred as ComBA) for BOVS, which can also be applied to BODS. The algorithm consists of three parts, including the community partition, community absorption, and seed search. The first community partition divides the whole network into small communities by the impact-based unsupervised learning method. Our community partition takes both impacts and node connections into consideration, which is different from traditional community partition methods only considering node connections. The second community absorption refines the partition result, thus ensuring the whole algorithm holds an approximation guarantee. The third seed selection selects seeds in communities, which significantly reduce the time consumption compared with existing greedy algorithms.

5.1. Community Partition

The first community partition introduces unsupervised learning into the BOVS scenario, to divide the whole network into small communities according to impacts and user connections. Intuitively, the strongly impacted users with less hops should belong to the same community, since the goal of community partition is to estimate the impact of a user in the whole network by impact in a proper community. Therefore, we first design a measurement to combine the impact and connection relationships among users, then propose an unsupervised community partition algorithm based on the measurement.

**Definition 3. (Impact Distance).** Given a network $G = (V,E,\alpha, s)$, the impact distance $d_{i,j}$ measures the impact and connection relationships between user $i$ and $j$, formalized as
\[
d_{i,j} = \begin{cases} 
\text{hop}(i,j), & \Delta z_j(\alpha_i) > 0 \\
\infty, & \text{otherwise}
\end{cases} 
\]
where $\text{hop}(i,j)$ denotes the number of hops between user $i$ and $j$. The $\Delta z_j(\alpha_i)$ indicates the variation of user $j$’s expressed opinion at the equilibrium, when
the resistance $\alpha_i$ is varied (fixing the others) for maximizing the objective $f$.

The impact distance jointly measures the impact and connection relationships between users. According to this, positively impacted ($\Delta z_i(\alpha_i) > 0$) users with fewer hops are close users, that are more likely to belong to the same community with respect to our intuition.

The community partition algorithm is shown in Algorithm 2, as adopting the K-MEANS [32] framework. It first makes some initializations on impact distances and the community set (Line 1 - Line 7), then assigns participations based on impact distances in total $\tau$ iterations (Line 8 - Line 12). For each iteration, arbitrary user $i \in V$ finds the closet community center, and updates its community label $i.c$ according to the closet center (Line 9 - Line 10). Then each community $C_j \in C$ updates its center by selecting the user with minimum sum of impact distances among community members (Line 11 - Line 13). After sufficient iterations, the community partition $C$ is obtained.

Algorithm 2 Community Partition

| Input: | graph $G = (V,E,\alpha,s)$, community number $r$, iteration threshold $\tau$ |
|--------|--------------------------------------------------|
| Output: | community set $C$ |
| 1: | for each $i \in V$ do |
| 2: | for each $j \in V$ do |
| 3: | compute the impact distance $d_{i,j}$ |
| 4: | initialize community set $C = \{C_1,C_2,...,C_r\}$ |
| 5: | for each $C_i \in C$ do |
| 6: | $C_i = \emptyset$ |
| 7: | select $r$ random community centers $c = \{c_1,c_2,...,c_r\}$ |
| 8: | for $t = 1$ to $\tau$ do |
| 9: | for each $i \in V$ do |
| 10: | $i.c = \arg\min_{c_j \in C} d_{c_j,i}$ |
| 11: | update each $C_i \in C$ by each $j.c$ ($j \in V$) |
| 12: | for each community $C_i \in C$ do |
| 13: | center $c_j = \arg\min_{a \in C_i} \sum_{b \in C_i} d_{a,b}$ |
| 14: | return $C$ |

5.2. Community Absorption

The impact distance is not symmetric since the impact $\Delta z_i(\alpha_j)$ may not equal to $\Delta z_j(\alpha_i)$ for any user pair $i$ and $j$. Such the asymmetry may create improper partitions, so that the impact in these communities cannot successfully approximate the impact in the whole network. Furthermore, the effectiveness of the first community partition also relies on the preset iteration threshold $\tau$, which may lead to unstable community partitions with respect to different networks. Therefore, we utilize the second community absorption to refine the potential improper community partition, which follows a community combination framework [33].

Revisit that our intuition is to utilize the impact of a user in a community to estimate the impact in the whole network, we first define the absorption ratio to measure the impact difference of a user in its community and outside its community.

Definition 4. (Absorption Ratio). Given two communities $C_m$ and $C_l$, we define the absorption ratio as

$$AoR(C_m,C_l) = \max_{i \in C_m} \frac{R_l(i)}{R_m(i)}.$$

where $R_m(i) = \sum_{j \in C_m} \Delta z_j(\alpha_i)$ denotes the variation of expressed opinion sum of users in community $C_m$ with varying the resistance $\alpha_i$ for opinion maximization.

Specifically, the computations of impact $R_m(i)$ and $R_l(i)$ are a little different, when we compute the absorption ratio $AoR(C_m,C_l)$. For $R_m(i)$, only the community $C_m$ (a subgraph of $G$) is used to determine the resistance choice $\alpha_i$ and compute the variation of opinion sum $R_m(i)$. Combined with the objective in Equation 3, both resistance matrix $A$ and interaction matrix $P$ are $|C_m| \times |C_m|$ dimensional, where $|C_m|$ is the size of community $C_m$. While for $R_l(i)$, we first compute the expressed opinion vector $z$ for the whole network given the determined $\alpha_i$, then obtain the opinion sum $R_l(i)$. The used resistance matrix and interaction matrix are $|V| \times |V|$ dimensional, thus the computation on outside impact $R_l(i)$ has a higher complexity than the in-community impact $R_m(i)$.

Based on partitioned communities, we preset an absorption threshold $\theta$ to judge the impact level between two communities, as shown in Algorithm 3. Communities holding a higher absorption ratio than the absorption threshold are deemed to "strongly" impact each other, thus being combined by community absorption. In particular for each community $C_m \in C$, it checks the absorption ratio with other communities $C_l \in C - C_m$ (Line 4 - Line 6). If the absorption ratio is not less than the absorption threshold $\theta$, we combine these communities (Line 7 - Line 8). The algorithm continues.
above procedures, until there are no satisfied communities to be combined.

**Algorithm 3 Community Absorption**

**Input:** graph $G = (V, E, \alpha, s)$, community set $C$, absorption threshold $\theta$

**Output:** community set $C$

1: $AbsortFlag = 1$
2: while $AbsortFlag == 1$ do
3: $AbsortFlag = 0$
4: for each community $C_m \in C$ do
5: for each community $C_l \in C - C_m$ do
6: compute the $Aor(C_m, C_l)$
7: if $Aor(C_m, C_l) \geq \theta$ then
8: $C_m = C_m \cup C_l$, $AbsortFlag = 1$
9: return $C$

5.3. Seed Search

After the second community absorption, we properly divide the whole network into a set of communities. The third seed search selects seeds among communities for maximizing the expressed opinion sum of the whole network.

At first, our seed search algorithm finds the most impact user of each community, and conserves them in the candidate set $T$ (Line 4 - Line 7). The candidate $top_i \in T$ (with respect to each community $C_i$) consists of the index of the most impacted user $u_i$ and the opinion sum of corresponding community $i$, given the resistance $\alpha_u$, is varied to the proper value. The proper resistance value of each user $i$ is determined via Theorem 1 (Line 5), which is as same as in Algorithm 1. Moreover, a set $q = \{q_1, q_2, ..., q_r\} = \arg\max\{\alpha_{u_i}\}$ is initialized to maintain the determined seeds in each community (Line 3). The algorithm executes $k$ iterations to select the total $k$ seeds (Line 8 - Line 14), in which the user with maximal value of impact $j$ is chosen as the seed (Line 9). Suppose the current seed is $u_m$, it is associated with a certain resistance value $\alpha_{u_m}$ which is determined when we compute its impact (Line 5). Then seed $u_m$ is recorded by set $q_m$ to avoid reselecting. The initial resistance $\alpha_{u_m}^0$ is updated to the determined value $\alpha_{u_m}$ (Line 11). Subsequently, the most impact user in community $m$ is updated without considering the former selected seeds (Line 12 - Line 14). After $k$ iterations, the seed set $Q = |Q| = k$ is derived.

The complexity of our seed search is $O(km^4)$, where $m$ is the maximal community size among all partitioned communities. In specific, the initialization of the candidate set $T$ (Line 4 - Line 7) takes $O(rm^4)$, where $r$ is the number of communities. The $k$-step search (Line 8 - Line 14) takes $O(km^4)$, as utilizing the impact in a community to approximate the impact in the whole network. The approximation analysis in Subsection 5.4 shows that the algorithm is more effective when the community number decreases. Therefore, we modify the absorption threshold $\theta$ to make $r < k$ in practical use of the ComBA algorithm, thus containing the $O(km^4)$ complexity.

**Algorithm 4 Seed Search**

**Input:** graph $G = (V, E, \alpha, s)$, community set $C = \{C_1, C_2, ..., C_r\}$, size of seed set $k$

**Output:** seed set $Q$

1: $Q = \emptyset$, $T = \{top_1, top_2, ..., top_r\}$, $q = \{q_1, q_2, ..., q_r\}$
2: $top_1 = top_2 = ... = top_r = \emptyset$
3: $q_1 = q_2 = ... = q_r = \emptyset$
4: for each community $C_i \in C$ do
5: $f_i = \max_{j \in C_i} R_i(j)$
6: $u_i = \arg\max_{j \in C_i} R_i(j)$
7: $top_i = u_i, f_i$
8: for $a = 1$ to $k$ do
9: $top_m = u_m, f_m = \max_{top_i \in T} f_i$
10: $Q = Q \cup \{u_m\}$, $q_m = q_m \cup \{u_m\}$
11: update $\alpha_{u_m}$ corresponding to $f_m$
12: $f_m = \max_{j \in C_m - q_m} R_m(j)$
13: $u_m = \arg\max_{j \in C_m - q_m} R_m(j)$
14: $top_m = u_m, f_m$
15: return $Q$

5.4. Performance Analysis

Three parts of the community-based algorithm hold different time complexities. The first community partition generally takes $O(n^3)$, as there are $n^2$ node pairs requiring the computation of impact distance, where computing one impact distance costs $n^3$. The second community absorption takes $O(r^2mn^3)$, as iteratively computing the absorption rate between community pairs, where $r$ is the number of communities, and $m$ is the size of the largest community. Since the first two parts could be regarded as pre-processing steps in practice, the general complexity of the community-based algorithm can be deemed to $O(km^4)$, i.e., the complexity of the third seed search.
Combined with Lemma 1, we derive the performance guarantee of the ComBA under BODS by the analysis of its approximation ratio.

**Lemma 1.** Given a user \( i \) in community \( C_m \), the impact \( R_m(i) \) of user \( i \) in its community \( C_m \) is \( \frac{1}{1+(r-1)\theta} \) approximate to the impact in the whole network \( G \), formalized as

\[
R_m(i) \geq \frac{1}{1+(r-1)\theta} R(i),
\]

where \( \theta \) is the absorption threshold used in Algorithm 3 and \( r \) is the number of partitioned communities.

**Proof.** Revisit \( R_m(i) = \sum_{j \in C_m} \Delta z_j(\alpha_i) \) denotes the impact of user \( i \) in community \( C_m \) and \( R(i) = \sum_{j \in G} \Delta z_j(\alpha_i) \) denotes the impact in the whole network \( G \). As the community absorption is based on the absorption ratio and threshold \( \theta \), we have

\[
R(i) - R_m(i) = \sum_{C_i \in \mathcal{C} \cap R_m} R_i(i) \leq \sum_{C_i \in \mathcal{C} \cap R_m} \theta \cdot R_m(i) \leq (r-1) \cdot \theta \cdot R_m(i)
\]

Thus, we obtain the relationship between \( R_m(i) \) and \( R(i) \),

\[
R_m(i) \geq \frac{1}{1+(r-1)\theta} R(i).
\]

**Theorem 4.** Let \( Q^* : |Q^*| = k \) be the optimal seed set maximizing the objective \( f \), and \( Q : |Q| = k \) be the seed set obtained by our community-based algorithm. \( R(Q^*) \) and \( R(Q) \) denote the impacts (objective values) of these two seed sets, respectively. The proposed community-based algorithm holds the \( 1 - e^{-\frac{1}{k(1+(r-1)\theta)}} \) approximation ratio.

**Proof.** Let \( Q(j) \) be the first \( j \) users and \( v_j \) be the \( j \)-th user in \( Q \). Considering the difference \( R(Q^*) - R(Q(j-1)) \), it is covered by the \( j \) subsets of \( R(Q^*) \). Thus, one of the \( j \) subsets in the optimal seed set \( Q^* \) is at least \( \frac{R(Q^*) - R(Q(j-1))}{j(1+(r-1)\theta)} \), because of the pigeonhole principle [34]. Combined with Lemma 1, our community-based algorithm selects the user with maximum marginal gain as the seed, thus holding \( R(v_j) \geq \frac{R(Q^*) - R(Q(j-1))}{j(1+(r-1)\theta)} \). When \( j = 1 \), we have \( R(Q(1)) = R(v_1) \geq \frac{R(Q^*)}{1+(r-1)\theta} \). As a result, the following deduction is derived:

\[
R(Q(k)) = R(Q(k-1)) + R(v_k)
\]

\[
\geq R(Q(k-1)) + \frac{R(Q^*) - R(Q(k-1))}{k(1+(r-1)\theta)}
\]

\[
= (1 - \frac{1}{k(1+(r-1)\theta)}) R(Q(k-1))
\]

\[
\geq \frac{R(Q^*)}{k(1+(r-1)\theta)}
\]

\[
\geq \frac{1}{k(1+(r-1)\theta)} R(Q(k-2))
\]

\[
\geq \frac{1}{k(1+(r-1)\theta)} R(Q(k-3))
\]

\[
\geq \frac{1}{k(1+(r-1)\theta)} R(Q(k-4))
\]

\[
\geq \cdots
\]

\[
\geq \frac{1}{k(1+(r-1)\theta)} R(Q(1))
\]

\[
\geq \frac{1}{k(1+(r-1)\theta)} \sum_{i=0}^{k-2} \frac{1}{k(1+(r-1)\theta)} R(Q^*)
\]

\[
\geq \frac{1}{1 - \frac{1}{k(1+(r-1)\theta)}} R(Q^*)
\]

The \( \frac{1}{1 - \frac{1}{k(1+(r-1)\theta)}} \) is a monotone increasing function in \( k \), thus its upper bound is \( e^{-\frac{1}{k(1+(r-1)\theta)}} \) when \( k \to \infty \). We obtain that \( R(Q) \geq (1 - e^{-\frac{1}{k(1+(r-1)\theta)}}) R(Q^*) \).

According to Theorem 4, it implies that the absorption threshold \( \theta \) in Algorithm 3 controls the tradeoff between approximate precision and algorithm efficiency. When \( \theta = 0 \), the community absorption algorithm combines all community partitions into one network, thus the community-based absorption algorithm degenerates to the greedy algorithm with \( (1 - e^{-1}) \)-approximation. As \( \theta \) becomes bigger, the number of generated communities increases, thus increasing the complexity, meanwhile decreasing the approximate precision. Therefore, we always set a small value of the absorption threshold \( \theta \) to make \( r < k \) in practical use, thus ensuring the performance of the community-based algorithm.

**6. Evaluations**

In this section, we perform comprehensive experiments to evaluate our proposed algorithms with the state-of-art algorithm. Evaluation results are systematically analyzed, showing the outperformance of our proposed algorithms.
6.1. Datasets and Setup

Table 1: The statistics of datasets.

| Datasets       | Number of Users | Number of Edges |
|----------------|-----------------|-----------------|
| Weibo-general  | 1,382           | 6,745           |
| ego-Facebook   | 4,039           | 88,234          |
| com-Youtube    | 1,134,890       | 2,987,624       |
| com-LiveJournal| 3,997,962       | 34,681,189      |

Two “small” and two “large” real-world datasets are used to evaluate all algorithms, as shown in Table 1.

- **Weibo-general** is a public available dataset [35], containing the tweet cascades and user comments about topics in Sina Weibo, a Chinese Twitter-like website. We select a subgraph associated with the topic #Mi phone# (a mobile phone brand) in this evaluation. The user opinions on this topic are measured by a short-text classifier, and we use these opinions as the innate opinions of users. All directed edges are transferred into undirected.

- **ego-Facebook**: this is a public available dataset containing a subgraph of Facebook. Both ego-Facebook and Weibo-general are the “small” social networks. We synthesize the innate opinions of users following the uniform random distribution.

- **com-Youtube** and **com-LiveJournal** are “large” datasets containing Youtube and academic co-author relationships, respectively. The innate opinions of users are synthesized via the uniform random distribution.

With respect to above datasets, we synthesize the initial resistance following the uniform distribution and the normal distribution, respectively. All algorithms are performed on a Linux machine with 64-G memory and Intel Xeon 3.0-GHz CPU.

6.2. Comparisons

We compare our proposed greedy and community-based algorithms with two baselines and the state-of-art greedy algorithm.

- **Baseline I** [7] selects top $k$ users with highest innate opinions as seeds. For each seed, the resistance is set to be maximum.

- **Baseline II** [7] assigns $score(i) = \frac{d(i)}{2m} \times \frac{s_i}{\sum_{j \in N_i} s_j}$ to each user $i$, and selects the top $k$ users with highest scores as seeds, where $d(i)$ is the degree, $m$ is the edge number of the graph, $N_i$ is the neighbor set of user $i$. For each seed, it fixes the resistance as maximum.

- **Greedy** [7] follows the same greedy framework with our proposed Greedy+ algorithm, as choosing the user with maximum marginal gain as the seed. The main difference between Greedy and Greedy+ is the determination of the resistance value. In Greedy, it simply sets the resistance values of all seeds to be maximum.

- **Greedy+** is our proposed greedy algorithm. It selects seeds with respect to the marginal gain, meanwhile chooses the proper resistance based on two extreme values.

- **ComBA** is our proposed community-based algorithm, which fully utilizes the community property of the network to reduce the computation complexity, meanwhile guarantees a desirable performance.

These algorithms are evaluated on both BOVS and BODS problems. All algorithms can be directly run for the BODS problem, since BODS just ties the bound of the resistance value.

6.3. Results

We evaluate the effectiveness and efficiency of all comparisons in this part, to show the superiority of proposed algorithms.

6.3.1. Effectiveness

The effectiveness of each algorithm is illustrated in this part through the expressed opinion sum of different algorithms. This work focus on the maximization problem, so a better algorithm results in a larger opinion sum at the equilibrium.

We synthesize the innate opinion $s_i$ for each user $i$ following the uniform distribution with the range $[0, 1]$ on the ego-Facebook, com-Youtube, and com-LiveJournal dataset. The innate opinion in the Weibo-general dataset equals to the user original opinion polarity, i.e., each $s_i \in \{0, 1\}$. The initial
resistances follow the uniform distribution and the normal distribution, respectively. The size of seed set is assigned to 4%, 8%, 12%, 16%, 20% of the node number.

**BOVS.** For BOVS, two extreme values of the resistance need to be tried when Greedy+ and ComBA compute the marginal gain of a user. The evaluation results in BOVS are shown in Figure 1 and Figure 2 with respect to different resistance distributions.

In general, the proposed ComBA present a similar performance with Greedy+ on Weibo-general and ego-Facebook datasets, significantly outperforming other comparisons. This indicates that our community-based search maintains the performance of the greedy one, meanwhile reducing the time consumption.

Specifically, associated with uniform resistances, Greedy+ algorithm averagely outperforms the Baseline I by 22.57% and Baseline II by 20.15% on Weibo-general and ego-Facebook. When focusing on the opinion increment caused by the seed set, Greedy+ outperforms the state-of-art Greedy algorithm by 30.79% and 18.49% on Weibo-general and ego-Facebook. The underlying reason is that our resistance determination strategy can fully consider the minimum and maximum value when determining the resistance. Meanwhile, greedy algorithm does not consider the choice of minimal resistance, thus neglecting some potential vital users. As for two large datasets, both Greedy and Greedy+ cannot accomplish the computation within a day, thus omitted with respect to these datasets. However, the community-based algorithm ComBA can obtain the solution within a day, indicating the efficiency of our community-based searching strategy. Furthermore, the ComBA algorithm outperforms two baselines by 28.25% and 18.16% respectively with respect to the opinion sum, which shows a significant effectiveness for BOVS.

**BODS.** The evaluation settings for BODS are the same as BOVS, except the resistances is merely allowed to be increased. Generally, our Greedy+ and ComBA algorithm significantly outperform two baselines, meanwhile presenting a comparable performance with the Greedy algorithm, as shown in Figure 3. In specific, we analyze the opinion increment caused by the seed set. On Weibo-general and ego-Facebook datasets, the ComBA algorithm averagely outperforms the Baseline I by 124.79% and Baseline II by 92.46% associated with uniform resistances; outperforms the Baseline by 198.12% and Baseline II by 76.98% associated with normal resistances. This outperformance is owed to the effectiveness of the seed search in ComBA.

Evaluation results show that the seed set of Greedy+ is almost the same as the seed set of Greedy under BODS scenario, although Theorem 1 theoretically offers a better way for Greedy+ to make choice of the resistance. This is because Greedy+ computes the maximal marginal gain between the original and maximum resistance of user $i$. Then the marginal gain will be zero if the resistance is chosen to the original resistance. Thus in most cases, Greedy+ actually selects the user who holds the maximum marginal gain, and varies its resistance to the maximum value, which is the same with Greedy. The scenario where Greedy+ selects a seed with maintaining its original resistance occurs when increasing the resistance for every user decreases the sum of opinion. However, such a scenario is unlikely to appear in common networks.

### 6.3.2. Efficiency

Finally, the time consumption is adopted to evaluate the efficiency of proposed algorithms. Two baseline methods are omitted in this part, since they are simple algorithms with ground truth results on effectiveness. We vary the size of seed set to evaluate the efficiency among comparisons, as the complexity of the algorithm is dominated by the seed set size. Moreover, different distributions of initial resistances do not influence the time consumption. Therefore, we only present the evaluation results with resistances under uniform distribution in Figure 4.

In general, all algorithms present similar performances with respect to BODS and BOVS problem, that the community-based algorithm significantly outperforms two greedy algorithms. Comparing the performances on Weibo-general and ego-Facebook datasets, the ComBA algorithm significantly outperforms both Greedy and Greedy+ by one and two orders of magnitudes, respectively. Such outperformances indicate the superiority of our community-based accelerating strategy, as estimating the impact of a user in the whole network by that in a proper community. Moreover, the time consumptions of Greedy+ and Greedy result in the same order of magnitude, as holding the same computation complexity. While the Greedy+ presents the 3.09% and 3.8% increment of time consumption...
Figure 1: Sum of expressed opinions with uniform resistances for BOVS.

Figure 2: Sum of expressed opinions with normal resistances for BOVS.

Figure 3: Sum of expressed opinions for BODS.
than Greedy. This is due to that Greedy+ adopts a more complex strategy on choosing resistance value to achieve a better performance on the selection of seed set.

7. Conclusion

This paper studies the problem of opinion dynamics with varying susceptibility, which aims at discovering susceptible and key users to defend malicious opinion manipulations in cyber space. Specifically, the paper focuses on the scenario where the defender can only search for a limited number of users under a given budget. As the problem is proved to be NP-hard, two heuristic searching algorithms are proposed. The first algorithm overcomes the shortage of existing algorithms by an optimal strategy of determining susceptibility values. The second algorithm adopts unsupervised learning methods and fully utilizes the community property, to achieve a high efficiency. Moreover, the approximation guarantees of both greedy and community-based algorithms are comprehensively analyzed under the budgeted scenario. Evaluations on real-world datasets show that our algorithms significantly outperform the state-of-the-art algorithms on both effectiveness and efficiency.
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Susceptible User Search for Defensing Opinion Manipulation
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- This work adopts advanced AI-based countermeasures to search susceptible and key users for purposefully defensing the opinion manipulation on social networks.
- We propose an advanced greedy algorithm to overcome the shortage of the state-of-art algorithm on susceptibility determination.
- An accelerated algorithm is designed, which adopts unsupervised learning and fully utilizes the community structure of the network.
- Systematical analysis of approximation guarantee is performed on both algorithms for some practical circumstances.
- Extensive evaluations on different real-world datasets reveal that our algorithms significantly outperform the state-of-the-art algorithm.
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