ABSTRACT

In this paper we test the composite hypothesis that lifetimes follow an exponential distribution based on observed randomly right censored data. Testing this hypothesis is complicated by the presence of this censoring, due to the fact that not all lifetimes are observed. To account for this complication, we propose modifications to tests based on the empirical characteristic function and Laplace transform. In the full sample case these empirical functions can be expressed as integrals with respect to the empirical distribution function of the lifetimes. We propose replacing this estimate of the distribution function by the Kaplan-Meier estimate. The resulting test statistics can be expressed in easily calculable forms in terms of summations of functionals of the observed data. Additionally, a general framework for goodness-of-fit testing, in the presence of random right censoring, is outlined. A Monte Carlo study is performed, the results of which indicate that the newly modified tests generally outperform the existing tests. A practical application, concerning initial remission times of leukemia patients, is discussed along with some concluding remarks and avenues for future research.
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1 Introduction

The exponential distribution plays a central role in various fields such as survival analysis and reliability theory, see [Klein and Moeschberger (2006)]. In the complete sample case, several tests for testing the hypothesis that the observed lifetimes are realisations from the exponential distribution have been developed. For an in-depth discussion of these tests, the reader is referred to [Allison et al. (2017)] as well as [Henze and Meintanis (2005)] and the references therein. In the mentioned fields random right censoring often arises due to the nature of the study itself. Consider, for example, a medical study where the aim is to observe the lifetimes of patients with a specific disease. It often happens that a given patient is still alive at the end of the study or the patient leaves the study due to some other reason, such as dying in a car accident. Testing whether these observed lifetimes are realisations from a specified distribution is complicated by the fact that not all of these times are observed.

There is a relative scarcity of tests for exponentiality (or any other lifetime distribution) in the presence of random right censoring. One approach is to transform the censored sample to a complete sample and then use any of the existing tests for exponentiality developed for the full sample case. This approach is discussed in [Balakrishnan et al. (2015)]. A more common approach is to use the standard tests applicable to complete samples and modify them to accommodate...
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A number of powerful tests for exponentiality are based on either the empirical characteristic function or the empirical Laplace transform. These include tests proposed in Epps and Pulley (1986), Baringhaus and Henze (1991), Henze and Meintanis (2002a) and Henze and Meintanis (2002b). For an overview of testing procedures involving the characteristic function see the discussion paper by Meintanis (2016). In this paper we propose newly modified versions of these tests that can be used in the presence of random right censoring. We assume that the censoring distribution is unknown and that it is estimated non-parametrically.

Before proceeding some notation is introduced. Let $X_1, \ldots, X_n$ be independent and identically distributed (i.i.d.) lifetime variables with continuous distribution function $F$ and let $C_1, \ldots, C_n$ be i.i.d. censoring variables with distribution function $G$, independent of $X_1, \ldots, X_n$. Let

$$T_j = \min(X_j, C_j)$$

and

$$\delta_j = \begin{cases} 1, & \text{if } X_j \leq C_j \\ 0, & \text{if } X_j > C_j. \end{cases}$$

Based on the observed pairs $(T_j, \delta_j)$, $j = 1, \ldots, n$ we wish to test the composite hypothesis

$$H_0 : F \text{ is the exponential distribution with expectation } 1/\lambda,$$

for some unknown $\lambda > 0$ against non-exponential alternatives. Denote the order statistics of $X_1, \ldots, X_n$ and $T_1, \ldots, T_n$ by $X_{(1)} < X_{(2)} < \cdots < X_{(n)}$ and $T_{(1)} < T_{(2)} < \cdots < T_{(n)}$, respectively. Note that $\delta_{(j)}$ represents the indicator variable corresponding to $T_{(j)}$. Using the notation introduced above, the Kaplan-Meier estimator, $\hat{F}_n$, of the distribution function, is given by

$$1 - \hat{F}_n(t) = \begin{cases} 1, & t \leq T_{(1)} \\ \prod_{k=1}^{k-1} \left( \frac{n-k+1}{n-j+1} \right)^{\delta_{(j)}}, & T_{(k-1)} < t \leq T_{(k)}, k = 2, \ldots, n. \\ \prod_{j=1}^{n} \left( \frac{n-j+1}{n-j+1} \right)^{\delta_{(j)}}, & t > T_{(n)}. \end{cases}$$

For more details about this estimator see Kaplan and Meier (1958) and Efron (1967).

All of the test statistics under consideration make use of scaled lifetime values, denoted by $Y_j = T_j \hat{\lambda}$, where $\hat{\lambda} = \sum_{j=1}^{n} \delta_j / \sum_{j=1}^{n} T_j$ is the maximum likelihood estimate of $\lambda$. The invariance property of the exponential distribution justifies the use of these scaled values (see, e.g. Gupta and Richards (1997).

The remainder of the paper is structured as follows. In Section 2 we indicate how four existing tests are modified to accommodate random right censoring. Since the null distribution of each of the test statistics depends on the unknown censoring distribution, we propose a parametric bootstrap procedure in Section 3 in order to compute critical values for the tests under consideration. Section 4 contains the results of a Monte Carlo study where the empirical powers of the newly modified tests are compared to those of existing tests. The paper concludes in Section 5 with an application to observed leukemia remission times as well as some avenues for future research.

## 2 Proposed test statistics

The statistical literature contains several tests for exponentiality based on the empirical characteristic function and Laplace transform. The tests below are modifications of these tests obtained by estimating the mentioned functions using the Kaplan-Meier estimate of the distribution function instead of the empirical distribution function. Below we consider a test based on the empirical characteristic function before turning our attention to tests based on the empirical Laplace transform.

Recall that the characteristic function of a random variable, $X$, with distribution, $F$, is defined to be

$$\phi(t) = E\left[ e^{itY} \right] = \int e^{ity} dF(y),$$

where $E[\cdot]$ denotes the expected value and $dF(y)$ the probability density function. For more details about this estimator see Kaplan and Meier (1958) and Efron (1967).
where $i = \sqrt{-1}$. Denote the characteristic function of the standard exponential distribution by $\phi(t) = (1 + t)^{-1}$. Let $F_n$ denote the empirical distribution function of the random variables $Y_1, \ldots, Y_n$

$$F_n(y) = \sum_{j=1}^n I(Y_j \leq y),$$

where $I$ denotes the indicator function. Using $F_n$, a characteristic function for the empirical Laplace transform can be defined by

$$\psi_n(t) = \int e^{iy} dF_n(y) = \frac{1}{n} \sum_{j=1}^n e^{iy_j}.$$  

Upon replacing $F_n$ by $\tilde{F}_n$, we obtain an estimate for the characteristic function based on a censored sample

$$\tilde{\psi}_n(t) = \int e^{iy} d\tilde{F}_n(y) = \sum_{j=1}^n \Delta_j e^{iy_j},$$

where $\Delta_j$ denotes the size of the jump in $\tilde{F}_n(T_{(j)}), j = 1, \ldots, n$, given by

$$\Delta_1 = \frac{\delta_1}{n}, \Delta_n = \prod_{j=1}^{n-1} \left( \frac{n-j}{n-j+1} \right)^{\delta_{(j)}}$$

$$\Delta_j = \prod_{k=1}^{j-1} \left( \frac{n-k}{n-k+1} \right)^{\delta_{(k)}} \prod_{k=1}^j \left( \frac{n-k}{n-k+1} \right) \prod_{k=1}^{j-1} \left( \frac{n-k}{n-k+1} \right)^{\delta_{(k)}}, j = 2, \ldots, n-1.$$  

Epps and Pulley (1986) introduced a test statistic based on the difference between the characteristic function and its empirical counterpart. The proposed test statistic is given by

$$EP_n = \frac{1}{2\pi} \int [\phi_n(t) - \phi(t)] \phi(-t) dt.$$  

In the presence of random right censoring, we modify the test statistic by replacing $\phi_n$ with $\tilde{\phi}_n$. The resulting modified test statistic is given by

$$\tilde{EP}_n = \frac{1}{2\pi} \int [\tilde{\phi}_n(t) - \phi(t)] \phi(-t) dt.$$  

After straightforward calculations, this test statistic can be expressed as

$$\tilde{EP}_n = \sqrt{48n} \left[ \sum_{j=1}^n \Delta_j e^{-Y_j} - \frac{1}{2} \right].$$

The null hypothesis is rejected for large values of $|\tilde{EP}_n|$. 

We now turn our attention to tests based on the empirical Laplace transform. Using similar notation to that used for the various versions of the characteristic function, let $\psi$, $\psi_n$, and $\tilde{\psi}_n$ respectively denote the Laplace transform, the empirical Laplace transform and the empirical version of this function obtained using the Kaplan-Meier estimate of the distribution. The resulting functions can be expressed as

$$\psi(t) = \int e^{-ty} dF(y), \quad \psi_n(t) = \frac{1}{n} \sum_{j=1}^n e^{-ty_j} \quad \text{and} \quad \tilde{\psi}_n(t) = \sum_{j=1}^n \Delta_j e^{-ty_j}.$$  

Baringhaus and Henze (1991) proposed a test based on a partial differential equation involving the Laplace transform. In the presence of random right censoring, the modified version of this test becomes

$$\hat{B}_{n,a} = n \int_0^\infty \left[ (1+t)^2 \tilde{\psi}_n(t) + \tilde{\psi}_n(t) \right]^2 e^{-at} dt,$$

where $a > 0$ is a user-specified tuning parameter. After some algebra, this test statistic can be expressed as

$$\hat{B}_{n,a} = n \sum_{j=1}^n \sum_{k=1}^n \Delta_j \Delta_k \left[ \frac{(1 - Y_j)(1 - Y_k)}{Y_j + Y_k + a} - \frac{Y_j + Y_k}{(Y_j + Y_k + a)2} + \frac{2Y_j Y_k}{(Y_j + Y_k + a)^2} + \frac{2Y_j Y_k}{(Y_j + Y_k + a)^2} \right].$$  
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The null hypothesis of exponentiality is rejected for large values of $\tilde{H}_{n,a}$.

Another test involving the Laplace transform was proposed in Henze and Meintanis (2002b). This test statistic is based on the squared difference between the Laplace transform and its empirical counterpart. In the presence of random censoring this test can be modified to have test statistic

$$\tilde{L}_{n,a} = n \int_0^\infty \left[ \tilde{\psi}_n(t) - \psi(t) \right]^2 (1 + t)^2 e^{-at} dt,$$

with the following form that can easily be implemented

$$\tilde{L}_{n,a} = n \sum_{j=1}^n \sum_{k=1}^n \Delta_j \Delta_k \left[ \frac{1 + (Y_j + Y_k + a + 1)^2}{(Y_j + Y_k + a)^3} \right] - 2n \sum_{j=1}^n \Delta_j \left[ \frac{1 + Y_j + a}{(Y_j + a)^2} \right] + \frac{n}{a}.$$

The null hypothesis is rejected for large values of $\tilde{L}_{n,a}$.

Henze and Meintanis (2002a) proposed a goodness-of-fit test based on a characterisation of the exponential distribution via the characteristic function. Modifying the proposed test, we obtain the test statistic

$$\tilde{H}_{n,a} = n \int_0^\infty |S_n(t) - tC_n(t)|^2 e^{-at} dt,$$

where $S_n(t) = \sum_{j=1}^n \Delta_j \sin(tY_j)$ and $C_n(t) = \sum_{j=1}^n \Delta_j \cos(tY_j)$. This statistic admits the following easily calculable form

$$\tilde{H}_{n,a} = \frac{an}{2} \sum_{j=1}^n \sum_{k=1}^n \Delta_j \Delta_k \left[ \frac{1}{a^2 + (Y_j - Y_k)^2} - \frac{1}{a^2 + (Y_j + Y_k)^2} - \frac{4(Y_j + Y_k)}{a^2 + (Y_j + Y_k)^2} \right]$$

$$+ \frac{2a^2 - 6(Y_j - Y_k)^2}{(a^2 + (Y_j - Y_k)^2)^3} + \frac{2a^2 - 6(Y_j + Y_k)^2}{(a^2 + (Y_j + Y_k)^2)^3}.$$

The null hypothesis is rejected for large values of $\tilde{H}_{n,a}$.

**3 Bootstrap algorithm**

The null distribution of each of the test statistics considered depends on the unknown censoring distribution, even in the case of a simple hypothesis (see D’Agostino and Stephens, 1986). Since we will not assume any known form of the censoring distribution (e.g. the Kozoil-Green model), we propose the following parametric bootstrap algorithm to estimate the critical values of the tests.

1. Based on the pairs $(T_j, \delta_j), j = 1, \ldots, n$ estimate $\lambda$ by $\hat{\lambda} = \sum \delta_j / \sum T_j$.
2. Obtain a parametric bootstrap sample $X_1^*, X_2^*, \ldots, X_n^*$ by sampling from an exponential distribution with parameter $\hat{\lambda}$.
3. Obtain a non-parametric bootstrap sample $C_1^*, C_2^*, \ldots, C_n^*$ by sampling from the Kaplan-Meier estimate of the distribution of the censoring times.
4. Set $T_j^* = \min(X_j^*, C_j^*)$ and $\delta_j^* = \begin{cases} 1, & \text{if } X_j^* \leq C_j^* \\ 0, & \text{if } X_j^* > C_j^* \end{cases}$.
5. Calculate $\hat{\lambda}^* = \sum \delta_j^* / \sum T_j^*$ and obtain the scaled bootstrap values $Y_j^* = T_j^* \hat{\lambda}^*$.
6. Based on the data $(Y_j^*, \delta_j^*), j = 1, \ldots, n$ calculate the value of the test statistic, say $S^* = S((Y_1^*, \delta_1^*), (Y_2^*, \delta_2^*), \ldots, (Y_n^*, \delta_n^*))$.
7. Repeat steps 2-6 $B$ times to obtain $S_{B,1}^*, S_{B,2}^*, \ldots, S_{B,B}^*$. Obtain the order statistics, $S_{(1)}^* \leq S_{(2)}^* \leq \cdots \leq S_{(B)}^*$.

The estimated critical value is then $\hat{c}_n(\alpha) = S_{B(1-\alpha)}^*$ where $B$ denotes the floor of $A$.
4 Monte Carlo study

In this section the power behaviour of the newly modified tests is investigated by means of a Monte Carlo study. The $EP_n, \bar{L}_{n,a}, \bar{B}_{n,a}$ and $\bar{H}_{n,a}$ tests are compared to the modified Kolmogorov-Smirnov ($KS_n$) and Cramér-von Mises ($CM_n$) tests proposed in [Kozioł and Green 1976] as well as the [Cox and Oakes 1984] test ($CO_n$), which was originally proposed for use with censored data.

Let $\tilde{n}$ denote the number of observations which are uncensored, i.e., $\tilde{n} = \sum \delta_j$. The calculable forms of the Kolmogorov-Smirnov, Cramér-von Mises and Cox and Oakes tests are, respectively, given by

$$\tilde{KS}_n = \sup_{x \geq 0} \left| \tilde{F}_n(x) - (1 - e^{-x}) \right|$$

$$\tilde{CM}_n = n \int_0^1 (t - \tilde{F}_n(t))^2 \, dt = \frac{n}{3} + n \sum_{j=1}^{\tilde{n}+1} \left( \tilde{F}_n(\tilde{Y}_{j-1}) (\tilde{Y}_j - \tilde{Y}_{j-1}) - \tilde{F}_n(\tilde{Y}_{j-1}) (\tilde{Y}_j + \tilde{Y}_{j-1}) \right)$$

$$\tilde{CO}_n = \tilde{n} + \sum_{j=1}^{n} \log(Y_j) \delta_j - \frac{\tilde{n} \sum_{j=1}^{n} Y_j \log(Y_j)}{\sum_{j=1}^{n} Y_j}.$$  

The null hypothesis of exponentiality is rejected in the case of large values of $\tilde{KS}_n$ and $\tilde{CM}_n$, while the Cox and Oakes test rejects for small or large values of $\tilde{CO}_n$.

4.1 Simulation setting

The nominal significance level is set to 5% throughout. Empirical powers are presented for sample sizes of $n = 50$ and $n = 100$. The reported empirical powers are calculated in the case of 10%, 20% and 30% censoring. For each lifetime distribution considered, we include the power achieved using three different censoring distributions; the exponential, uniform and Lindley distributions. The alternative distributions used are listed in Table 1.

A warp-speed bootstrap methodology [Giacomini et al. 2013], which essentially entails using a single bootstrap replication for each Monte Carlo sample generated, is employed in order to calculate empirical powers. This methodology is used in order to reduce the computational cost of the calculation of these powers and has been employed by a number of authors in the literature to compare Monte Carlo performances [see e.g. Hušková et al. 2020].

The estimated powers are reported in Tables 1 to 6. In the interest of continuity, these tables are deferred to the end of the paper. The reported empirical powers represent the percentages of 50,000 independent Monte Carlo samples that resulted in the rejection of the null hypothesis (rounded to the nearest integer). For each test considered Tables 1 to 6 show three empirical powers against each of the lifetime distributions, corresponding to the three different censoring distributions used. In each case, the results for the exponential, uniform and Lindley distribution are shown in the first, second and third lines, respectively. For the reader’s comfort the highest power against each alternative distribution is displayed in bold in the simulation results.

In the discussion below, including the tables, the subscript $n$ is suppressed. For $\bar{L}$ and $\bar{B}$, we include numerical powers in the cases where $a$ is set to 0.25 and 0.5, while $a = 0.5$ and $a = 1$ are used in conjunction with $\bar{H}$. All calculations were performed in R [R Core Team 2019]. The LindleyR package was used to generate samples from censored distributions, see Mazucheli et al. [2016]. The tables were produced using the Stargazer package [Hlavac 2013].

4.2 Simulation results

The size of the tests are maintained closely for all sample sizes and for censoring proportions of 10% and 20%, perhaps with the single exception of $\bar{B}$ in the case of 20% censoring. For 30% censoring we find that $\tilde{KS}, \tilde{CM}, \tilde{EP}$ and $\tilde{B}$ are all slightly conservative, obtaining estimated sizes ranging between 2% and 4%. For small censoring proportions, the effect of the censoring distribution on the power of a given test is not pronounced. However, as the censoring
The results from the practical example show that each of the tests, except with the sample size and decrease slightly as the censoring proportion increases. We also estimated the powers for the and it is found that the newly modified tests are competitive in terms of their power performance. This is especially flexible distribution, perhaps with heavier tails, should be used as a model for this specific data set.

Table 1: Density functions of the alternative distributions.

| Alternative | Density | Notation |
|-------------|---------|----------|
| Exponential | $\theta \exp(-\theta x)$ | $\text{Exp}(\theta)$ |
| Gamma       | $(\Gamma(\theta))^{-1} x^{\theta-1} \exp(-x)$ | $\Gamma(\theta)$ |
| Weibull     | $\theta x^{\theta-1} \exp(-x)$ | $W(\theta)$ |
| Lognormal   | $(\theta x / 2\pi)^{-1} \exp \left( -\log^2(x) (2\theta^2)^{-1} \right)$ | $\text{LN}(\theta)$ |
| Chi square  | $\left(2^{\theta/2} \Gamma(\theta/2)\right)^{-1} x^{\theta/2-1} \exp(-x/2)$ | $\chi^2(\theta)$ |
| Beta        | $x^{\alpha-1} (1-x)^{\theta-1} \Gamma(\alpha+\theta) (\Gamma(\alpha)\Gamma(\theta))^{-1}$ | $\beta(\alpha, \theta)$ |

As the censoring proportion increases, these differences become more noticeable. As one would expect, the powers generally increase with the sample size and decrease slightly as the censoring proportion increases. We also estimated the powers for the complete sample case, the results that we obtained are similar to those of [Allison et al. (2017)] and are not included below. The choice of the tuning parameter, $a$, also plays a role in the performance of $\tilde{L}$, $\tilde{B}$ and $\tilde{H}$. Overall, these tests have higher powers for smaller values of $a$.

In general, the $\tilde{CO}$ and $\tilde{L}$ tests outperform their competitors. As a result, we recommend using either the $\tilde{CO}$ or $\tilde{L}_{25}$ test in practice. It is interesting to note that, when we disregard the $\tilde{CO}$, the newly modified tests clearly outperform the modified tests based on the distribution function.

5 Practical application and conclusion

In this section, we apply each of the tests discussed in Section 4 to a real-world data set. The initial remission times of leukemia patients, in days, were reported in [Lee and Wang (2003)] this data set can be found in Table 2. An asterisk is used in order to indicate that the observation is censored. The original data were segmented into three treatment groups. However, [Lee and Wang (2003)] showed that the data do not display significant differences among the various treatments. As a result we treat the data as i.i.d. realisations from a single, censored, lifetime distribution. The estimated p-values for each of the tests, obtained using 1 million bootstrap replications, are displayed in Table 2.

Table 2: Initial remission times of leukemia patients, in days.

| Day    |
|--------|
| 4, 5, 8, 8, 9, 10, 10, 10, 10, 11, 12, 12, 12, 13, 13, 14, 20, 20, 23, 23, 25, 25, 25, 28, 28, 28, 28, 29, 31, 31, 31, 32, 37, 40, 41, 41, 48, 48, 57, 62, 70, 74, 75, 79, 99, 100, 103, 124, 139, 143, 159, 161, 162, 169, 190, 195, 196, 197, 199, 205, 217, 219, 220, 245, 258, 258, 269 |

Table 3: p-values associated with the various tests used.

| Test          | KS   | CM   | CO   | EP   | $\tilde{L}_{25}$ | $\tilde{L}_{5}$ | $\tilde{B}_{25}$ | $\tilde{B}_{5}$ | $\tilde{H}_{5}$ | $\tilde{H}_{1}$ |
|---------------|------|------|------|------|------------------|-----------------|-----------------|----------------|----------------|----------------|
| $p$-value     | $< 0.01$ | $< 0.01$ | 0.03 | 0.11 | 0.13             | 0.03            | < 0.01          | < 0.01         | 0.06           | < 0.01         |

The results from the practical example show that each of the tests, except $\tilde{EP}$, $\tilde{L}_{25}$ and $\tilde{H}_{5}$, reject the null hypothesis of exponentiality of the initial remission times at a 5% significance level. This provides some evidence that a more flexible distribution, perhaps with heavier tails, should be used as a model for this specific data set.

In this paper we modify four tests for exponentiality, based on either the characteristic function or the Laplace transform, to accommodate random right censoring. These tests are compared to existing tests using a Monte Carlo study and it is found that the newly modified tests are competitive in terms of their power performance. This is especially true for the test based on the squared difference between the Laplace transform and its empirical counterpart, $\tilde{L}$, which, together with the $\tilde{CO}$ test, is recommended for use in practise.

Although we only consider these tests in the i.i.d. setup, these modified tests can also be used to test the adequacy of fit of various survival models when random right censoring is present. These models include the conventional Cox proportional hazards model as well as the mixture cure model, which is currently receiving a lot of attention in the literature, see [Amico and Van Keilegom (2018)]. Recently, [Betsch and Ebner (2019)] introduced a novel idea of basing goodness-of-fit tests on a fixed point property of a new transformation connected to the Stein characterization. These tests were found to be quite powerful in the full sample case and it will be interesting to see whether they can be successfully modified to the censored case.
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Table 4: Estimated powers for 10% censoring for a sample size of n=50 with three different censoring distributions.

| $F$     | $\hat{K}_S$ | $\hat{C}_M$ | $\hat{C}_O$ | $\hat{E}_P$ | $\hat{L}_{25}$ | $\hat{L}_{5}$ | $\hat{B}_{25}$ | $\hat{B}_{5}$ | $\hat{H}_{25}$ | $\hat{H}_{5}$ | $\hat{H}_{1}$ |
|---------|--------------|--------------|--------------|--------------|----------------|--------------|--------------|--------------|--------------|--------------|--------------|
| $\text{Exp}(1)$ | 5            | 5            | 5            | 5            | 5              | 5            | 4            | 5            | 4            | 5            | 5            |
| $\Gamma(0.6)$ | 56           | 63           | 81           | 63           | 82             | 79           | 80           | 75           | 75           | 55           | 56           |
| $\Gamma(0.8)$ | 55           | 62           | 82           | 63           | 82             | 80           | 79           | 75           | 75           | 56           | 56           |
| $\Gamma(1.2)$ | 14           | 16           | 25           | 18           | 27             | 25           | 24           | 22           | 14           | 13           | 14           |
| $W(0.8)$     | 21           | 25           | 29           | 26           | 23             | 28           | 23           | 22           | 16           | 16           | 16           |
| $W(1.2)$     | 20           | 25           | 30           | 26           | 23             | 27           | 22           | 22           | 16           | 16           | 16           |
| $LN(1)$      | 21           | 26           | 14           | 13           | 27             | 20           | 24           | 18           | 29           | 16           | 16           |
| $LN(1.5)$    | 19           | 23           | 12           | 11           | 28             | 20           | 24           | 18           | 28           | 15           | 15           |
| $\chi^2(1)$  | 82           | 87           | 83           | 90           | 70             | 80           | 85           | 87           | 59           | 78           | 78           |
| $\chi^2(3)$  | 81           | 86           | 82           | 89           | 68             | 79           | 84           | 87           | 56           | 76           | 76           |
| $\beta(1,1)$ | 82           | 87           | 97           | 86           | 97             | 96           | 96           | 94           | 83           | 81           | 81           |
| $\beta(0.5,1)$ | 34           | 40           | 51           | 40           | 40             | 50           | 44           | 42           | 37           | 37           | 37           |
| $\beta(0.7,1)$ | 34           | 40           | 51           | 40           | 45             | 49           | 42           | 39           | 29           | 37           | 37           |
| $\beta(1.5)$ | 34           | 40           | 51           | 40           | 45             | 49           | 42           | 39           | 29           | 37           | 37           |
Table 5: Estimated powers for 20% censoring for a sample size of n=50 with three different censoring distributions.

| $F$      | $KS$ | $CM$ | $O$ | $EP$ | $L_{25}$ | $L_{5}$ | $B_{25}$ | $B_{5}$ | $H_{5}$ | $H_{1}$ |
|----------|------|------|----|------|----------|--------|----------|--------|--------|--------|
| Exp(1)   | 4    | 4    | 5  | 5    | 5        | 4      | 4        | 4      | 4      |
|          | 4    | 4    | 5  | 5    | 5        | 4      | 4        | 4      | 4      |
| $\Gamma(0.6)$ | 47  | 57   | 79 | 56   | 80       | 77     | 74       | 67     | 49     | 49     |
|          | 48  | 56   | 80 | 55   | 80       | 77     | 73       | 63     | 48     | 48     |
|          | 47  | 56   | 80 | 56   | 79       | 76     | 73       | 65     | 49     | 49     |
| $\Gamma(0.8)$ | 11  | 14   | 23 | 15   | 26       | 23     | 21       | 17     | 12     | 13     |
|          | 11  | 14   | 23 | 15   | 26       | 23     | 21       | 17     | 12     | 13     |
| $\Gamma(1.2)$ | 8   | 10   | 13 | 9    | 11       | 13     | 7        | 5      | 7      | 9      |
|          | 8   | 9    | 13 | 10   | 11       | 12     | 5        | 2      | 7      | 8      |
| $W(0.8)$ | 25  | 31   | 46 | 35   | 45       | 42     | 42       | 37     | 21     | 26     |
|          | 24  | 30   | 45 | 33   | 44       | 42     | 42       | 37     | 21     | 25     |
|          | 24  | 31   | 46 | 34   | 45       | 41     | 35       | 21     | 26     |         |
| $W(1.2)$ | 16  | 20   | 26 | 20   | 21       | 25     | 14       | 11     | 12     | 18     |
|          | 16  | 19   | 26 | 20   | 20       | 24     | 9        | 5      | 12     | 18     |
|          | 15  | 20   | 26 | 20   | 20       | 24     | 11       | 6      | 12     | 17     |
| $LN(1)$  | 17  | 21   | 16 | 11   | 31       | 23     | 20       | 13     | 24     | 14     |
|          | 14  | 18   | 16 | 8    | 34       | 25     | 16       | 9      | 23     | 13     |
|          | 15  | 18   | 16 | 9    | 32       | 24     | 16       | 10     | 22     | 13     |
| $LN(1.5)$ | 66  | 73   | 67 | 78   | 73       | 72     | 74       | 70     | 62     |         |
|          | 60  | 69   | 60 | 72   | 65       | 69     | 69       | 63     | 57     |         |
|          | 60  | 69   | 62 | 72   | 66       | 67     | 67       | 34     | 57     |         |
| $\chi^2(1)$ | 75  | 82   | 96 | 79   | 96       | 94     | 94       | 90     | 76     | 75     |
|          | 75  | 82   | 96 | 79   | 96       | 94     | 94       | 88     | 76     | 75     |
|          | 75  | 82   | 96 | 79   | 96       | 94     | 93       | 88     | 76     | 75     |
| $\chi^2(3)$ | 26  | 34   | 48 | 32   | 43       | 46     | 31       | 23     | 24     | 31     |
|          | 26  | 32   | 47 | 32   | 42       | 46     | 21       | 10     | 22     | 30     |
|          | 25  | 32   | 46 | 30   | 43       | 47     | 19       | 9      | 22     | 29     |
| $\beta(1, 1)$ | 85  | 93   | 77 | 84   | 84       | 86     | 82       | 80     | 70     | 94     |
|          | 85  | 93   | 77 | 80   | 48       | 66     | 68       | 76     | 69     | 94     |
|          | 85  | 93   | 77 | 82   | 48       | 67     | 70       | 76     | 70     | 94     |
| $\beta(0.5, 1)$ | 44  | 44   | 9  | 70   | 44       | 57     | 58       | 55     | 33     | 49     |
|          | 31  | 43   | 58 | 10   | 71       | 58     | 55       | 33     | 49     | 42     |
|          | 33  | 43   | 57 | 9    | 71       | 57     | 56       | 38     | 49     | 42     |
| $\beta(0.7, 1)$ | 30  | 38   | 9  | 21   | 9        | 8      | 9        | 8      | 23     | 40     |
|          | 29  | 35   | 9  | 18   | 10       | 8      | 8        | 6      | 21     | 39     |
|          | 29  | 37   | 9  | 19   | 10       | 8      | 8        | 8      | 22     | 39     |
| $\beta(1, 1.5)$ | 49  | 65   | 52 | 59   | 59       | 52     | 41       | 37     | 43     | 27     |
|          | 48  | 62   | 51 | 57   | 28       | 40     | 40       | 32     | 33     | 26     |
|          | 49  | 63   | 52 | 59   | 28       | 41     | 36       | 39     | 26     | 58     |
Table 6: Estimated powers for 30% censoring for a sample size of n=50 with three different censoring distributions.

|   | KS | CM | CO | EP | L_{25} | L_{5} | B_{25} | B_{5} | H_{5} | H_{1} |
|---|----|----|----|----|--------|------|--------|------|------|------|
| Exp(1) | 3 3 5 3 5 5 3 3 5 4 | 4 4 4 4 | | | | | | | |
| Γ(0.6) | 33 46 76 42 77 73 62 49 38 40 | | | | | | | | | |
| Γ(0.8) | 7 10 22 11 23 21 15 11 9 10 | | | | | | | | | |
| Γ(1.2) | 5 7 12 6 10 11 2 1 5 7 | | | | | | | | | |
| W(0.8) | 16 23 41 25 41 40 32 24 16 20 | | | | | | | | | |
| W(1.2) | 9 13 23 11 19 21 5 1 8 12 | | | | | | | | | |
| LN(1) | 10 14 21 8 34 26 10 6 16 10 | | | | | | | | | |
| LN(1.5) | 41 53 47 55 36 48 52 51 44 37 | | | | | | | | | |
| χ²(1) | 59 74 95 65 94 92 87 76 65 65 | | | | | | | | | |
| χ²(3) | 16 23 44 18 40 42 12 3 16 21 | | | | | | | | | |
| β(1,1) | 76 85 67 54 42 59 55 59 58 87 | | | | | | | | | |
| β(0.5,1) | 21 29 67 12 74 63 36 14 39 30 | | | | | | | | | |
| β(0.7,1) | 21 24 7 9 10 7 4 2 16 27 | | | | | | | | | |
| β(1,1.5) | 35 46 42 33 23 33 18 14 19 45 | | | | | | | | | |
| β(1,1.5) | 31 34 38 21 22 30 5 1 14 38 | | | | | | | | | |
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Table 7: Estimated powers for 10% censoring for a sample size of \( n=100 \) with three different censoring distributions.

| \( F \)          | \( KS \) | \( CM \) | \( CO \) | \( EP \) | \( L_{20} \) | \( L_{5} \) | \( H_{5} \) | \( H_{5} \) |
|------------------|---------|---------|---------|---------|-----------|-----------|-----------|-----------|
| \( Exp(1) \)     | 5       | 5       | 5       | 5       | 5         | 5         | 4         | 4         |
| \( \Gamma(0.6) \)| 85      | 90      | 98      | 89      | 97        | 97        | 97        | 96        |
| \( \Gamma(0.8) \)| 24      | 28      | 42      | 31      | 44        | 41        | 41        | 37        |
| \( \Gamma(1.2) \)| 16      | 19      | 20      | 22      | 22        | 22        | 21        | 15        |
| \( W(0.8) \)     | 56      | 64      | 78      | 69      | 75        | 75        | 76        | 75        |
| \( W(1.2) \)     | 38      | 47      | 56      | 51      | 46        | 48        | 48        | 49        |
| \( LN(1) \)      | 98      | 99      | 99      | 98      | 97        | 97        | 97        | 97        |
| \( LN(1.5) \)    | 98      | 99      | 98      | 99      | 97        | 97        | 97        | 99        |
| \( \chi^2(1) \)  | 98      | 99      | 99      | 99      | 99        | 99        | 99        | 99        |
| \( \chi^2(3) \)  | 62      | 71      | 84      | 71      | 81        | 83        | 80        | 78        |
| \( \beta(1,1) \) | 100     | 100     | 99      | 100     | 87        | 97        | 99        | 99        |
| \( \beta(0.5,1) \)| 68      | 83      | 73      | 91      | 79        | 79        | 73        | 86        |
| \( \beta(0.7,1) \)| 74      | 87      | 63      | 10      | 12        | 12        | 34        | 40        |
| \( \beta(1,1.5) \)| 91      | 98      | 91      | 98      | 61        | 80        | 88        | 92        |
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Table 8: Estimated powers for 20% censoring for a sample size of n=100 with three different censoring distributions.

|       | \( F \) | \( K\) | \( S \) | \( \hat{C}O \) | \( \hat{E}P \) | \( \hat{L}_{25} \) | \( \hat{L}_{5} \) | \( \hat{B}_{25} \) | \( \hat{B}_{5} \) | \( \hat{H}_{5} \) | \( \hat{H}_{1} \) |
|-------|--------|------|------|------|------|------|------|------|------|------|------|
| \( \text{Exp}(1) \) | 4 | 5 | 5 | 5 | 5 | 4 | 4 | 4 | 4 | 4 | 4 |
| | 4 | 5 | 5 | 5 | 5 | 5 | 3 | 3 | 5 | 5 | 5 |
| \( \Gamma(0.6) \) | 80 | 86 | 97 | 84 | 97 | 96 | 95 | 92 | 81 | 80 | 80 |
| | 79 | 86 | 97 | 84 | 96 | 96 | 95 | 92 | 81 | 81 | 80 |
| \( \Gamma(0.8) \) | 20 | 25 | 41 | 27 | 42 | 39 | 36 | 30 | 21 | 22 | 22 |
| | 20 | 25 | 41 | 26 | 42 | 38 | 34 | 28 | 20 | 20 | 22 |
| \( \Gamma(1.2) \) | 14 | 17 | 24 | 18 | 22 | 15 | 11 | 13 | 15 | 15 | 15 |
| | 13 | 16 | 24 | 18 | 21 | 13 | 9 | 12 | 14 | 14 | 14 |
| \( W(0.8) \) | 41 | 57 | 73 | 64 | 70 | 69 | 66 | 70 | 61 | 53 | 49 |
| | 46 | 55 | 73 | 60 | 69 | 67 | 66 | 61 | 42 | 48 | 48 |
| \( W(1.2) \) | 31 | 40 | 51 | 42 | 42 | 47 | 35 | 29 | 24 | 34 | 34 |
| | 31 | 39 | 50 | 42 | 42 | 47 | 22 | 13 | 23 | 33 | 33 |
| \( LN(1) \) | 35 | 45 | 25 | 12 | 65 | 54 | 53 | 30 | 27 | 27 | 27 |
| | 34 | 41 | 28 | 8 | 79 | 89 | 90 | 94 | 24 | 23 | 23 |
| \( LN(1.5) \) | 92 | 95 | 97 | 90 | 97 | 87 | 90 | 92 | 93 | 65 | 68 |
| | 90 | 94 | 89 | 96 | 74 | 73 | 72 | 73 | 93 | 67 | 68 |
| \( \chi^2(1) \) | 97 | 99 | 100 | 98 | 100 | 100 | 100 | 97 | 97 | 97 | 97 |
| | 97 | 99 | 100 | 98 | 100 | 100 | 100 | 97 | 97 | 97 | 97 |
| \( \chi^2(3) \) | 54 | 65 | 81 | 63 | 78 | 80 | 68 | 68 | 51 | 51 | 58 |
| | 52 | 64 | 80 | 63 | 78 | 79 | 51 | 32 | 49 | 56 | 56 |
| \( \beta(1, 1) \) | 100 | 100 | 97 | 99 | 82 | 94 | 98 | 99 | 98 | 100 | 100 |
| | 100 | 100 | 97 | 99 | 80 | 93 | 97 | 99 | 98 | 100 | 100 |
| \( \beta(0.5, 1) \) | 66 | 80 | 90 | 80 | 11 | 92 | 83 | 84 | 71 | 83 | 76 |
| | 65 | 79 | 82 | 81 | 17 | 92 | 83 | 84 | 66 | 82 | 75 |
| \( \beta(0.7, 1) \) | 66 | 80 | 81 | 13 | 92 | 83 | 86 | 69 | 82 | 76 | 76 |
| | 69 | 78 | 11 | 45 | 11 | 9 | 20 | 21 | 50 | 80 | 80 |
| \( \beta(1, 1.5) \) | 69 | 76 | 11 | 42 | 11 | 9 | 20 | 18 | 51 | 79 | 79 |
| | 86 | 95 | 93 | 54 | 73 | 77 | 83 | 60 | 94 | 94 | 94 |
| \( \beta(1.5, 1) \) | 86 | 94 | 82 | 92 | 53 | 72 | 71 | 76 | 58 | 93 | 93 |
| | 86 | 95 | 83 | 93 | 54 | 73 | 74 | 81 | 59 | 93 | 93 |
Table 9: Estimated powers for 30% censoring for a sample size of n=100 with three different censoring distributions.

| $F$  | $\tilde{K}_S$ | $\tilde{C}_M$ | $\tilde{C}_O$ | $\tilde{E}_P$ | $\tilde{L}_{23}$ | $\tilde{L}_5$ | $\tilde{B}_{23}$ | $\tilde{B}_5$ | $\tilde{H}_5$ | $\tilde{H}_1$ |
|------|--------------|--------------|--------------|--------------|----------------|-------------|----------------|-------------|-------------|-------------|
| Exp(1) | 44          | 47          | 48          | 65          | 65           | 65          | 44           | 44          | 44          | 44          |
|      | 33          | 34          | 35          | 53          | 53           | 53          | 33           | 33          | 33          | 33          |
|      | 24          | 24          | 24          | 45          | 45           | 45          | 24           | 24          | 24          | 24          |
| $\Gamma(0.6)$ | 66          | 65          | 65          | 96          | 96           | 96          | 66           | 66          | 66          | 66          |
|      | 14          | 14          | 14          | 23          | 23           | 23          | 14           | 14          | 14          | 14          |
|      | 12          | 12          | 12          | 19          | 19           | 19          | 12           | 12          | 12          | 12          |
| $\Gamma(0.8)$ | 14          | 14          | 14          | 23          | 23           | 23          | 14           | 14          | 14          | 14          |
|      | 9           | 9           | 9           | 22          | 22           | 22          | 9            | 9           | 9           | 9           |
|      | 7           | 7           | 7           | 22          | 22           | 22          | 7            | 7           | 7           | 7           |
|      | 7           | 7           | 7           | 22          | 22           | 22          | 7            | 7           | 7           | 7           |
| $W(0.8)$ | 44          | 44          | 44          | 67          | 67           | 67          | 44           | 44          | 44          | 44          |
|      | 30          | 30          | 30          | 42          | 42           | 42          | 30           | 30          | 30          | 30          |
|      | 31          | 31          | 31          | 45          | 45           | 45          | 31           | 31          | 31          | 31          |
| $W(1.2)$ | 24          | 24          | 24          | 37          | 37           | 37          | 24           | 24          | 24          | 24          |
|      | 18          | 18          | 18          | 39          | 39           | 39          | 18           | 18          | 18          | 18          |
|      | 18          | 18          | 18          | 39          | 39           | 39          | 18           | 18          | 18          | 18          |
| $LN(1)$ | 24          | 24          | 24          | 47          | 47           | 47          | 24           | 24          | 24          | 24          |
|      | 19          | 19          | 19          | 48          | 48           | 48          | 19           | 19          | 19          | 19          |
|      | 19          | 19          | 19          | 48          | 48           | 48          | 19           | 19          | 19          | 19          |
| $LN(1.5)$ | 25          | 25          | 25          | 50          | 50           | 50          | 25           | 25          | 25          | 25          |
|      | 69          | 69          | 69          | 75          | 75           | 75          | 69           | 69          | 69          | 69          |
|      | 69          | 69          | 69          | 75          | 75           | 75          | 69           | 69          | 69          | 69          |
| $\chi^2(1)$ | 38          | 38          | 38          | 54          | 54           | 54          | 38           | 38          | 38          | 38          |
|      | 31          | 31          | 31          | 41          | 41           | 41          | 31           | 31          | 31          | 31          |
|      | 31          | 31          | 31          | 41          | 41           | 41          | 31           | 31          | 31          | 31          |
| $\chi^2(3)$ | 100         | 100         | 100         | 93          | 93           | 93          | 100          | 100         | 100         | 100         |
|      | 100         | 100         | 100         | 93          | 93           | 93          | 100          | 100         | 100         | 100         |
|      | 100         | 100         | 100         | 93          | 93           | 93          | 100          | 100         | 100         | 100         |
| $\beta(1, 1)$ | 48          | 48          | 48          | 66          | 66           | 66          | 48           | 48          | 48          | 48          |
|      | 48          | 48          | 48          | 66          | 66           | 66          | 48           | 48          | 48          | 48          |
|      | 48          | 48          | 48          | 66          | 66           | 66          | 48           | 48          | 48          | 48          |
| $\beta(0.5, 1)$ | 56          | 56          | 56          | 75          | 75           | 75          | 56           | 56          | 56          | 56          |
|      | 56          | 56          | 56          | 75          | 75           | 75          | 56           | 56          | 56          | 56          |
|      | 56          | 56          | 56          | 75          | 75           | 75          | 56           | 56          | 56          | 56          |
| $\beta(0.7, 1)$ | 59          | 59          | 59          | 75          | 75           | 75          | 59           | 59          | 59          | 59          |
|      | 59          | 59          | 59          | 75          | 75           | 75          | 59           | 59          | 59          | 59          |
|      | 59          | 59          | 59          | 75          | 75           | 75          | 59           | 59          | 59          | 59          |
| $\beta(1, 1.5)$ | 78          | 78          | 78          | 86          | 86           | 86          | 78           | 78          | 78          | 78          |
|      | 78          | 78          | 78          | 86          | 86           | 86          | 78           | 78          | 78          | 78          |
|      | 78          | 78          | 78          | 86          | 86           | 86          | 78           | 78          | 78          | 78          |