Abstract. We consider a family of dense $G_{\delta}$ subsets of $[0,1]$, defined as intersections of unions of small uniformly distributed intervals, and study their capacity. Changing the speed at which the lengths of generating intervals decrease, we observe a sharp phase transition from full to zero capacity. Such a $G_{\delta}$ set can be considered as a toy model for the set of exceptional energies in the parametric version of the Furstenberg theorem on random matrix products.
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1. Introduction

1.1. The setting. Given a compactly supported measure $\mu$ on $\mathbb{C}$, one defines its (Coulomb) energy as a double integral:

$$I(\mu) := \iint -\log|z-w| \, d\mu(z) d\mu(w). \quad (1.1)$$

The logarithmic capacity of a bounded subset $X \subset \mathbb{C}$ is then defined by minimizing this energy.
Definition. Let $\mathcal{P}(X)$ be the space of probability measures, supported on a (bounded) set $X \subset \mathbb{C}$. The logarithmic capacity of this set is

$$\text{Cap}(X) := \exp(-\inf\{I(\mu) \mid \mu \in \mathcal{P}(X)\}).$$

Physicists think of $\mu$ as being a charge distribution on $\mathbb{C}$ and $I(\mu)$ its total energy (see [4, pg. 56]). There are many tools to measure how thin a set is such as a measure or the Hausdorff measure. Capacity gauges how close a set is from being a polar set. A polar set is traditionally defined ([3, pg. 88]) as the set $\{u = -\infty\}$ for some subharmonic function $u$. Another way ([4, pg. 56]) to define polar sets is the following. A polar set $E$ is a subset of $\mathbb{C}$ such that $I(\mu) = \infty$ for every non-trivial Borel measure with compact support contain in $E$. The latter will be the definition that we will work with.

In most of the literature ([4], [5, Appendix A]) this definition is applied to compact subsets of $\mathbb{C}$. However, it is also studied quite extensively for general Borel sets, and this is also the setting in which we will be working in the present paper. Our main focus will be the study of “uniform” $G_\delta$-sets on the interval $[0,1]$. That is, given a (sufficiently fast) decreasing sequence $r_n \to 0$, for every $n$ we consider a union of $n$ equally spaced intervals of length $r_n$:

$$V_n := \bigcup_{j=0}^{n-1} J_{j,n}, \quad (1.2)$$

where $J_{j,n}$ is an open interval of length $r_n$ centered at $c_{j,n} = \frac{j + (1/2)}{n}$:

$$J_{j,n} := (c_{j,n} - \frac{r_n}{2}, c_{j,n} + \frac{r_n}{2}), \quad c_{j,n} = \frac{2j + 1}{2n}, \quad j = 0, 1, \ldots, n - 1. \quad (1.3)$$

See Fig. 1.

**Figure 1.** Sets $V_n$

Then we define the uniform $G_\delta$-set $S$, corresponding to the sequence $r_n$, by

$$S := \bigcap_{m=1}^{\infty} \bigcup_{n=m}^{\infty} V_n; \quad (1.4)$$
it is immediate to see that $S$ is indeed a $G_\delta$-subset of $[0, 1]$.

Our goal is now to study the properties of the set $S$. Once $r_n$ goes to 0 faster than any power of $n$, this set is of zero Hausdorff dimension. However, this does not imply anything for its capacity — and one can consider the logarithmic capacity as a “finer” instrument to describe its properties.

Such an example is interesting for us for two reasons. First, considering different decrease speed for the lengths $r_n$, we observe a sharp phase transition: while for a fast decrease this set is of zero capacity, for a slower one it turns out to be of full capacity (that is, equal to the capacity of $[0, 1]$ itself). Second, such a situation, a $G_\delta$-set generated by exponentially small intervals, can be considered as a model case for the set of exceptional energies in the parametric version of the Furstenberg theorem.

In the paper [2, Section 1.2], the authors have considered the parametric version of a Furstenberg theorem, describing the behaviour to the study of a product

$$T_{n, \omega, a} = A_{\omega_n}(a) \ldots A_{\omega_1}(a)$$

of random i.i.d. matrices $A_i(a) \in SL(2, \mathbb{R})$, depending on a parameter $a$, taking values in some interval $J \subset \mathbb{R}$.

Under some assumptions, including the individual Furstenberg theorem for every parameter value, it was shown in [2, Theorem 1.5], that though almost surely for Lebesgue-almost all $a \in J$ one has

$$\lim_{n \to \infty} \frac{1}{n} \log \|T_{n, \omega, a}\| = \lambda_F(a) > 0,$$

for the parameters from some random exceptional subset of parameters $S_e(\omega)$ this equality is violated. Moreover, for the parameters belonging to some (smaller) $G_\delta$-set $S_0(\omega)$ one gets

$$\lim_{n \to \infty} \frac{1}{n} \log \|T_{n, \omega, a}\| = 0.$$

The set $S_e(\omega)$ (and thus $S_0(\omega)$) in [2] were shown to have zero Hausdorff dimension. However, the question of their capacity is still open.

Due to their nature, these sets are very similar to those considered in this paper: they are obtained as countable intersection of unions of exponentially small intervals, that are placed in a (more or less) equidistributed way. Our theorem thus can be seen as a strong indication for that the exceptional sets of parameters for random matrix products are also of full capacity.

1.2. Statement of results. Recall that the sets $V_n$ in (1.2) are unions of $n$ intervals of length $r_n$. At the moment, we require only $r_n < \frac{1}{n}$ so that the intervals are pairwise disjoint; we will discuss possible speeds of decrease for the sequence $r_n$ later.

Our first result is an easier version of Theorem 1.2. It is given to demonstrate the technique and part of the proof will be used latter on.
Theorem 1.1 (Subexponential uniform $G_\delta$). If the sequence $r_n$ decreases subexponentially, then the corresponding uniform $G_\delta$ set $S$, defined by (1.4), has full capacity. That is, if $|\log r_n| = o(n)$, then

$$\text{Cap}(S) = \text{Cap}([0, 1]).$$

Theorem 1.1 is already interesting because it shows that there exists a uniform $G_\delta$ set of full capacity. However, its assumption fails at the decreasing speed that takes place for the random matrices setting, that is, exponential. We thus modify it to a more powerful, though more technically complicated, version. This upgraded version is stronger and observe the “phase transition”.

Theorem 1.2 (Phase transition). For $r_n = e^{-n^\alpha}$,

1. if $\alpha > 2$, then $\text{Cap}(S) = 0$,
2. if $\alpha < 2$, then $\text{Cap}(S) = \text{Cap}([0, 1])$.

A good question is what happens when $\alpha = 2$? We expect that $S$ will still have full capacity, but to establish that, one would have to adjust the averaged re-distribution procedure (see Proposition 3.2), probably making the proof even more technical.

It is interesting to note that part (1) of Theorem 1.2 is a partial case of a more general statement. Namely, consider the set

$$\tilde{S} = \bigcap_m \bigcup_{k \geq m} I_k,$$

where $I_k$ are intervals of length $r_k'$.

Such a construction includes any uniform $G_\delta$ set $S$ by enumerating all the intervals $J_{i,n}$ and then adding them one by one instead of by groups of $V_n$.

Theorem 1.3. If the series $\sum_n \frac{1}{|\log r_n|}$ converges, then the set $\tilde{S}$ is of zero capacity.

Remark. Deny’s theorem ([1], see also [4, Section 3.5]) states that any $G_\delta$ polar set is a set where $\psi = -\infty$ for some subharmonic function $\psi$. Hence, there exists a subharmonic function $\psi$ such that

$$\{E \in \mathbb{C} : \psi(E) = -\infty\} = \bigcap_{m=1}^\infty \bigcup_{n=m}^\infty V_n = S.$$

The following remark is quite natural, but requires a formal proof, so we put it as a proposition.

Proposition 1.4. If $X$ is a subset of interval $J$ such that $\text{Cap}(X) = \text{Cap}(J)$, then given any subinterval $J' \subset J$, $\text{Cap}(X \cap J') = \text{Cap}(J')$.

Corollary 1.5. In the same setting as Theorem 1.1 or Theorem 1.2 for $\alpha < 2$, given any interval $J \subset [0, 1]$, we have

$$\text{Cap}(J \cap S) = \text{Cap}(J).$$
1.3. Plan of the paper. We start with introducing the re-distribution technique and prove Theorem 1.1 in Section 2; we also prove Proposition 1.4 in the same section.

Due to a faster decrease of the intervals, we have to modify the proof of Theorem 1.1, adapting it to the second part of Theorem 1.2; it is done in Sec 3. Finally, in Section 4, using a simple Cauchy-Schwartz argument, we provide an upper bound for the capacity of a union of intervals. This upper bound under the assumption of Theorem 1.3 converges to zero as $m \to \infty$, thus proving and hence completing the proof of Theorem 1.2.

In the proof of Theorem 1.1, there is a tempting shortcut that cannot be taken. If the capacity was continuous for a descending family of open subsets of $[0,1]$, the arguments of the proof would be much simpler. As we found no examples in the literature demonstrating such non-continuity for open subsets of $[0,1]$, we present such an example in Section 5.

2. Subexponential decay

In this section, we will demonstrate the technique needed to prove Theorem 1.2 in a simpler setting by proving Theorem 1.1.

Both proofs are based on the idea of re-distribution. That is, given a measure $\mu$ that is supported on an interval or on a finite union of intervals, and given a smaller union of intervals $Y \subset X$, we can try finding a new measure $\mu'$, supported on $Y$, close to $\mu$ and with the energy $I(\mu')$ close to $I(\mu)$. Then Theorem 1.1 will be proven by iterating such a re-distribution on a “finer” and “finer” $V_n$’s.

The natural way to do so is to “move” the charge, given by the measure $\mu$, to the closest interval of $Y$, re-distributing it uniformly on each of these intervals; see Fig. 2.

![Figure 2. The idea of a re-distribution](image)

However, for “good” (absolutely continuous with continuous density) measures $\mu$ and for the set $Y = V_n$ that is composed of equally spaced intervals of the same lengths, this operation can be approximated by a simpler one, the one of taking the conditional measure. As it is easier to work with, we will proceed with it.

**Definition.** Given a finite measure $\mu$ on set $[0,1]$ and measurable set $Y$ with positive measure, we define the re-distribution of $\mu$ on $Y$ to be the conditional measure

$$R(\mu|Y) = \frac{1}{\mu(Y)} \mu|_Y.$$
Now, let $\mu$ be an absolutely continuous measure on $[0, 1]$ with continuous density. Let us see how its re-distribution on some $V_n$ changes its energy. The energy of a measure is given by a double integral (1.1), and the energy of the re-distribution $R(\mu|V_n)$ can be naturally decomposed into two parts: for the variables $x$ and $y$ belonging to the same interval $J_{i,n}$ and to two different ones; see Fig. 3.

It turns out (and this is a statement of Lemma 2.6 below) that the second part tends to the initial energy $I(\mu)$. Meanwhile, the first (“self-interaction”) part behaves as

$$\left| \log r_n \right| \cdot \left( \int f^2 \, dx + o(1) \right) ;$$

see Lemma 2.5 below. Adding this together, one will get the following proposition.

**Proposition 2.1.** Let $\mu = f(x) \, dx$, where $f \in C([0, 1])$, and $\mu_n := R(f|V_n)$. Then

$$I(\mu_n) = I(\mu) + o(1) + \left( \int_0^1 f^2(x) + o(1) \right) \frac{|\log r_n|}{n} . \quad (2.1)$$

We postpone its proof until the end of the section, and we will now use it to prove Theorem 1.1. First, note that under the assumptions of this theorem we can omit the self-interaction term:

**Corollary 2.2.** If $|\log r_n| = o(n)$, then $I(\mu_n) \to I(\mu)$ as $n \to \infty$. 
Using it, we immediately get a first full-capacity statement.

**Corollary 2.3.** If $|\log r_n| = o(n)$, then we have

$$\text{Cap} \left( \bigcup_{n=m}^{\infty} V_n \right) = \text{Cap}([0,1]) \quad \text{for every } m \in \mathbb{N}. $$

**Proof.** Consider the measure $\mu_{[0,1]} = f_{[0,1]}(x)dx$, where

$$f_{[0,1]}(x) = \frac{1}{\pi \sqrt{x(1-x)}}.$$ 

It is known that this measure minimizes the energy for probability measures supported on $[0,1]$:

$$I(\mu_{[0,1]}) = \inf \{ I(\mu) \mid \mu \in \mathcal{P}([0,1]) \},$$

and hence that $\text{Cap}([0,1]) = e^{-I(\mu_{[0,1]})}$.

Formally, we cannot apply Corollary 2.2 to this measure, as its density function is not continuous at the endpoints of $[0,1]$. To avoid this problem, note that there exists a family of probability measures $\mu_{\delta} = f_\delta(x)dx$ on $[0,1]$ with $f_\delta \in C([0,1])$, such that $I(\mu_\delta) \to I(\mu_{[0,1]})$ as $\delta \to 0$.

Indeed, consider a family of cut-off densities

$$\tilde{f}_\delta(x) = \begin{cases} \frac{x}{\delta} \cdot f_{[0,1]}(\delta), & x \in [0, \delta), \\ f_{[0,1]}(x), & x \in [\delta, 1-\delta], \\ \frac{1-x}{\delta} \cdot f_{[0,1]}(1-\delta), & x \in (1-\delta, 1], \end{cases}$$

the corresponding (non-probability) measures $\tilde{\mu}_\delta := \tilde{f}_\delta(x)dx$ on $[0,1]$, and let

$$Z_\delta := \tilde{\mu}_\delta([0,1]) = \int_0^1 \tilde{f}_\delta(x)dx$$

be the corresponding normalization constants. Then (for instance, by dominated convergence theorem) we have

$$I(\tilde{\mu}_\delta) \to I(\mu_{[0,1]}), \quad Z_\delta \to 1$$

as $\delta \to 0$ (here we apply definition (1.1) to non-probability measures $\tilde{\mu}_\delta$).

Hence, for the family of probability measures $\mu^\delta := \frac{1}{Z_\delta} \tilde{\mu}_\delta$ we also have

$$\frac{1}{Z_\delta^2} I(\tilde{\mu}_\delta) \to I(\mu_{[0,1]}), \quad \delta \to 0.$$ 

Now, let $m \in \mathbb{N}$ be fixed. For any $\varepsilon > 0$ the above arguments imply that there exists $\delta > 0$ such that $I(\mu^\delta) < I(\mu_{[0,1]}) + \varepsilon/2$. Fix such $\delta > 0$ and consider the family of re-distributed measures $\mu_{\delta m} := R(\mu^\delta|V_n)$. As the measure $\mu^\delta$ has a continuous density, due to Corollary 2.2 we have

$$I(\mu_{\delta m}) \to I(\mu^\delta), \quad n \to \infty.$$
In particular, there exists \( n \geq m \) such that
\[
I(\mu_n^\delta) \leq I(\mu^\delta) + \varepsilon/2 \leq I(\mu_{[0,1]}) + \varepsilon.
\]
As \( \varepsilon > 0 \) was arbitrary, we thus get that
\[
\inf\{I(\mu) \mid \mu \in \mathcal{P}(\bigcup_{n=m}^{\infty} V_n)\} \leq I(\mu_{[0,1]}),
\]
and hence the desired
\[
\text{Cap}\left(\bigcup_{n=m}^{\infty} V_n\right) = \text{Cap}([0,1]) \text{ for every } m \in \mathbb{N}.
\]
\[\square\]

It is known that capacity is continuous with respect to any increasing sequence of Borel sets of \( \mathbb{C} \) and decreasing sequence of compact subsets of \( \mathbb{C} \). Our sequence of sets \( (\bigcup_{n=m}^{\infty} V_n)_{m \in \mathbb{N}} \) is decreasing, but is not closed.

This is where it would be tempting to conclude by continuity. If the capacity was continuous for a decreasing family of open subsets of \([0,1] \), Corollary 2.3 would immediately imply Theorem 1.1.

For decreasing families of (open) subsets of \( \mathbb{C} \), it is known that such continuity does not take place; however, all the examples that we found in the literature were essentially two-dimensional. This naturally motivates a question of whether it holds for the subsets of a bounded interval. However, it turns out that it is not the case; we construct a counter-example in Section 5.

Thus, we continue the proof of Theorem 1.3 by iterating the re-distributions procedure. Namely, we have the following

**Lemma 2.4.** Let \(|\log r_n| = o(n)\), and \( U \subset [0,1] \) be a finite union of intervals, and a measure \( \nu = f(x) \, dx \) be a measure with a piecewise-continuous density, supported in \( U \). Then for any \( \varepsilon > 0 \) and any \( m \) there exist \( n \geq m \) and a measure \( \nu' \) with a piecewise-continuous density, such that
\[
I(\nu') < I(\nu) + \varepsilon,
\]
and the support of \( \nu' \) is contained in \( U \cap V_n \).

Note that Lemma 2.4 suffices to prove Theorem 1.1:

**Proof of Theorem 1.1.** Fix an arbitrary \( \varepsilon > 0 \). We are going to construct a Borel probability measures \( \nu_n \), satisfying \( I(\nu_n) < I(\mu_{[0,1]}) + \varepsilon \) and concentrating on the set \( S \). Start (as in the proof of Corollary 2.2) with a measure \( \nu_0 \) with a continuous density on \([0,1] \), satisfying \( I(\nu_0) < I(\mu_{[0,1]}) + \frac{\varepsilon}{2} \).

Recursively applying Lemma 2.4, we construct a sequence \( \nu_k \) of measures with a piecewise continuous density, and an increasing sequence of numbers \( n_k \), such that the measure \( \nu_k \) is supported on \( V_{n_1} \cap \cdots \cap V_{n_k} \) and that \( I(\nu_k) < I(\nu_{k-1}) + \frac{\varepsilon}{2^k+1} \).
Then, we have
\[ I(\nu_k) < I(\mu_{[0,1]}) + \frac{\varepsilon}{2} + \sum_{j=1}^{k} \frac{\varepsilon}{2^{j+1}} < I(\mu_{[0,1]}) + \varepsilon. \]

Now, denote \( C_k := V_{n_1} \cap \cdots \cap V_{n_k} \); note that this set differs from the intersection of the corresponding open sets \( V_{n_j} \) by at most a finite number of endpoints.

The family \( C_k \) is a decreasing family of compact sets, on which measures \( \nu_k \) are respectively supported. Hence, any weak limit point \( \nu_\infty \) of the sequence \( \nu_k \) is supported on \( C_\infty := \bigcap_k C_k \).

Recall that passing to the weak limit does not increase the energy (see, e.g., [4, Lemma 3.3.3]). Indeed, for a \( * \)-convergent sequence \( \mu_j \to \mu \) of measures on \([0,1]\) one has
\[
I(\mu) = \lim_{C \to \infty} \int F_C(x,y) \, d\mu(x) \, d\mu(y),
\]
where \( F_C(x,y) = \min\left(-\log|x-y|, C\right) \). Thus for any \( z < I(\mu) \) there exists \( C \) such that the integral in the right hand side of (2.2) is at least \( z \). For such \( C \),
\[
\liminf_{j \to \infty} I(\mu_j) \geq \liminf_{j \to \infty} \int F_C(x,y) \, d\mu_j(x) \, d\mu_j(y) = \int F_C(x,y) \, d\mu(x) \, d\mu(y) \geq z,
\]
and as \( z < I(\mu) \) was arbitrary, we get the desired
\[
\liminf_{j \to \infty} I(\mu_j) \geq I(\mu).
\]
In fact, that is exactly the argument that is used to show the capacity is continuous on decreasing families of compact subsets.

Applying the above argument to our convergent subsequence \( \mu_j := \nu_{k_j} \to \nu_\infty \), we get
\[ I(\nu_\infty) \leq \lim_{j} I(\nu_{k_j}) < I(\mu_{[0,1]}) + \varepsilon. \]

On the other hand, \( \nu_\infty \) is supported on \( C_\infty \subset S \cup D \), where \( D := \bigcup_k (\partial V_k) \) is a countable set of endpoints. As \( I(\nu_\infty) \) is finite, this measure does not have any atoms hence \( \nu_\infty(D) = 0 \), and thus the measure \( \nu_\infty \) is in fact supported on \( S \). Hence, for an arbitrary \( \varepsilon > 0 \) there exists a measure \( \nu_\infty \), supported on \( S \), such that
\[ I(\nu_\infty) < I(\mu_{[0,1]}) + \varepsilon, \]
and thus \( \text{Cap}(S) = \text{Cap}([0,1]) \).

\begin{proof}[Proof of Lemma 2.4] As in the proof of Corollary 2.3, there exists a family \( \nu^\delta = f_\delta(x) \, dx \) of probability measures, supported on \( U \), such that \( f_\delta \in C([0,1]) \) and such that \( I(\nu^\delta) \to I(\nu) \) as \( \delta \to 0 \). Indeed, if intervals \( (a_i, b_i) \subset \).
\end{proof}
are the intervals of continuity of the density \( f(x) \), we consider a new (non-probability) density
\[
\hat{f}_\delta(x) = \begin{cases} 
\frac{x-a_i}{\delta} \cdot f[0,1](a_i + \delta), & x \in [a_i, a_i + \delta), \\
f(x), & x \in [a_i + \delta, b_i - \delta], \\
\frac{b_i-x}{\delta} \cdot f[0,1](b_i - \delta), & x \in (b_i - \delta, b_i];
\end{cases}
\]
see Fig. 4. Then, define
\[
\hat{\nu}_\delta = \int \hat{f}_\delta(x) \, dx, \quad Z_\delta = \hat{\nu}_\delta([0,1]), \quad \nu_\delta = \frac{1}{Z_\delta} \nu_\delta.
\]

**Figure 4.** Transforming the density \( f(x) \) into a continuous one.

As before, we get
\[
Z_\delta \to 1, \quad I(\hat{\nu}_\delta) \to I(\nu) \quad \text{as} \quad \delta \to 0,
\]
and hence \( I(\nu_\delta) = \frac{1}{Z_\delta} I(\hat{\nu}_\delta) \to I(\nu) \).

Now, if \( \varepsilon > 0 \) is given, take such a measure \( \nu_\delta \) that \( I(\nu_\delta) < I(\nu) + \frac{\varepsilon}{2} \). Applying Proposition 2.1 to the re-distributions \( \nu_\delta^{n} := R(\nu_\delta|V_n) \) of this measure, we get that \( I(\nu_\delta^{n}) = I(\nu_\delta) + o(1) \). Hence, for some \( n \geq m \) we have
\[
I(\nu_\delta^{n}) < I(\nu_\delta) + \frac{\varepsilon}{2} < I(\nu) + \varepsilon;
\]
by construction, the measure \( \nu_\delta^{n} \) is supported on \( V_n \cap U \).

**Proof of Proposition 2.1.** We conclude the section with the proof of Proposition 2.1. First, note that the normalization constant \( \mu(V_n) \) satisfies
\[
\mu(V_n) = nr_n \cdot (1 + o(1)).
\]
Indeed, for any \( \varepsilon > 0 \) due to the uniform continuity of \( f(x) \) for all sufficiently large \( n \) we have \( |f(x) - f(c_{i,n})| < \varepsilon \) for all \( x \in J_{i,n} \). Hence,
\[
\left| \int_{J_{i,n}} f(x) \, dx - f(c_{i,n}) r_n \right| < \varepsilon r_n;
\]
summing over \( i = 0, \ldots, n - 1 \) and dividing by \( nr_n \), we get
\[
\left| \frac{1}{nr_n} \mu(V_n) - \frac{1}{n} \sum_{i=0}^{n-1} f(c_{i,n}) \right| < \varepsilon.
\]
Now, \( \frac{1}{n} \sum_{i=0}^{n-1} f(c_{i,n}) \to \int_{[0,1]} f(x) \, dx = 1 \); as \( \varepsilon > 0 \) was arbitrary, we thus get the desired \( \frac{1}{nr_n} \mu(V_n) = 1 + o(1) \).

Now, multiplying (2.1) by \( (1 + o(1)) \) does not change its right hand side, so we can consider (non-probability) measure \( \frac{1}{nr_n} \mu|_{V_n} \) instead of \( R(\mu|_{V_n}) = \frac{1}{\mu(V_n)} \mu|_{V_n} \). It is also useful to consider extend the definition of the energy, considering it as a bilinear form: for any two (not necessarily probability) measures \( \mu, \nu \) let

\[
 I(\nu, \mu) = -\iint \log |x - y| \, d\nu(x) \, d\mu(y).
\]

It is immediate to note that

1. \( I(\nu) = I(\nu, \nu) \),
2. \( I(\nu, \mu) = I(\mu, \nu) \),
3. \( I(\nu, \mu) > 0 \), if \( \mu \) and \( \nu \) are supported on \([0,1]\),
4. \( I(\nu, \mu + \mu') = I(\nu, \mu) + I(\nu, \mu') \); \( I(\nu, c\mu) = cI(\nu, \mu) \).

The measure \( \frac{1}{nr_n} \mu|_{V_n} \) can be written as

\[
 \frac{1}{nr_n} \mu|_{V_n} = \frac{1}{n} \sum_{i=0}^{n-1} \mu_{i,n},
\]

where \( \mu_{i,n} := \frac{1}{r_n} \mu|_{J_{i,n}} \). Thus, we can decompose \( I(\frac{1}{nr_n} \mu|_{V_n}) \) as

\[
 I(\frac{1}{nr_n} \mu|_{V_n}) = \frac{1}{n^2} \sum_{i,j=0}^{n-1} I(\mu_{i,n}, \mu_{j,n}) = \\
 = \frac{1}{n^2} \sum_{i} I(\mu_{i,n}) + \frac{1}{n^2} \sum_{i \neq j} I(\mu_{i,n}, \mu_{j,n}).
\]

Proposition 2.1 now follows from the next two Lemmas, 2.5 and 2.6, estimating the diagonal and off-diagonal sums respectively.

\[ \square \]

**Lemma 2.5.**

\[ \frac{1}{n^2} \sum_{i=0}^{n-1} I(\mu_{i,n}) = \frac{\log r_n}{n} \left( \int_{0}^{1} f^2(x) \, dx + o(1) \right). \]  \hspace{1cm} (2.3)

**Lemma 2.6.**

\[ \frac{1}{n^2} \sum_{i \neq j} I(\mu_{i,n}, \mu_{j,n}) = I(\mu) + o(1). \]  \hspace{1cm} (2.4)

**Proof of Lemma 2.5.** Let us first estimate \( I(\mu_{i,n}) \) for an individual \( i \), comparing it with the energy of the uniform measure \( \frac{1}{r_n} dx|_{J_{i,n}} \). Indeed,

\[
 I(\mu_{i,n}) = \iint_{J_{i,n}} (-\log |x - y|) f(x) f(y) \frac{dx \, dy}{r_n \, r_n},
\]
and hence
\[
(\min_{J_{i,n}} f(x))^2 \cdot I(\frac{1}{r_n}dx|_{J_{i,n}}) \leq I(\mu_{i,n}) \leq (\max_{J_{i,n}} f(x))^2 \cdot I(\frac{1}{r_n}dx|_{J_{i,n}}). \tag{2.5}
\]
Rescaling and a change of variables immediately shows that
\[
I(\frac{1}{r_n}dx|_{J_{i,n}}) = \log r_n + I(dx|_{[0,1]}) = \log r_n \cdot (1 + o(1)). \tag{2.6}
\]
Fix an arbitrarily small \(\varepsilon > 0\); for all sufficiently large \(n\), the function \(f(x)^2\) then oscillates less than \(\varepsilon/2\) on any of the intervals \(J_{i,n}\). Joining it with (2.5) and (2.6), for all sufficiently large \(n\) we get
\[
\frac{1}{|\log r_n|} I(\mu_{i,n}) \in (f^2(c_{i,n}) - \varepsilon, f^2(c_{i,n}) + \varepsilon).
\]
Summing over \(i\) and dividing by \(n\), we get
\[
\left| \frac{1}{n|\log r_n|} \sum_i I(\mu_{i,n}) - \frac{1}{n} \sum_i f^2(c_{i,n}) \right| < \varepsilon.
\]
The second sum converges to the Riemann integral \(\int_0^1 f^2(x)dx\); as \(\varepsilon > 0\) was arbitrary, we get
\[
\frac{1}{n|\log r_n|} \sum_i I(\mu_{i,n}) = \int_0^1 f^2(x)dx + o(1).
\]
Multiplying by \(|\log r_n|/n\), we get the desired (2.3). \(\square\)

Before proceeding with Lemma 2.6, let us estimate the interaction energy for uniformly distributed measures on the subintervals, comparing it to the interaction energy between point charges at their centers.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig5.png}
\caption{Two intervals \(J, J'\) and their centers.}
\end{figure}

**Lemma 2.7.** Let \(J, J' \subset [0,1]\) be two disjoint intervals with centers \(c, c'\) and with lengths \(r, r'\) respectively (see Fig. 5). Then the interaction energy between the uniform measures on these intervals satisfies
\[
-\log |c - c'| < I(\frac{1}{r}dx|_J, \frac{1}{r'}dx|_{J'}) < (-\log |c - c'|) + \Delta,
\]
where \(\Delta = \min(2, (-\log(1 - \frac{r + r'}{2|c - c'|})))\).
Proof. The lower bound is implied by the Jensen’s inequality: as the function $F(x, y) = -\log|x - y|$ is convex on the rectangle $J \times J'$,
\[
\iint_{J \times J'} F(x, y) \frac{dx}{r} \frac{dy}{r'} > F(c, c') = -\log|c - c'|.
\]
Now, for any $x \in J$, $y \in J'$ we have
\[
-\log|x - y| = -\log|c - c'| - \log\left|\frac{|x - y|}{|c - c'|}\right|
\]
and the upper bound by $(-\log(1 - \frac{r + r'}{2|c - c'|}))$ follows as it is the maximal possible value of the second term.

To get a uniform upper bound by 2, consider first the interaction between a uniform measure and a point charge. Note that for any $y \in J'$ we have
\[
\int_J (-\log|x - y|) \frac{dx}{r} = -\log|c - y| - \frac{|c - y|}{r} \int_{\frac{r/2}{|c-y|}}^{\frac{r/2}{|c-y|}} \log(1 + s) \, ds =
\]
\[
\int_{\frac{r/2}{|c-y|}}^{\frac{r/2}{|c-y|}} \log(1 - s^2) \, ds;
\]
as the function $-\log(1 - s^2)$ is monotone increasing, the maximal value of its average will be if it is averaged on the largest possible interval, that is, over $[0, 1]$ (that corresponds to $|c - y| = r/2$, in other words, $y$ being on the boundary of $J$). In this case, a straightforward computation shows that the second term is equal to
\[
\int_{-1}^{1} (-\log(1 + s)) \frac{ds}{2} = 1 - \log 2 < 1.
\]
Thus, for any $y \in J'$ we have
\[
\int_J (-\log|x - y|) \frac{dx}{r} < -\log|c - y| + 1.
\]
Finally, averaging with respect to $y \in J'$, we get
\[
\iint_{J \times J'} (-\log|x - y|) \frac{dx}{r} \frac{dy}{r'} < \int_{J'} (-\log|c - y|) \frac{dy}{r'} + 1 < \log|c - c'| + 2.
\]
\]

Proof of Lemma 2.6. Fix an arbitrary small $\delta > 0$, and let $M := \max_{[0, 1]} f(x)$. Let us decompose the sum in the left hand side of (2.4) into two parts, depending on whether the centers $c_{i,n}$ and $c_{j,n}$ are closer than $\delta$ to each other:
\[
\frac{1}{n^2} \sum_{i \neq j} I(\mu_{i,n}, \mu_{j,n}) = \frac{1}{n^2} \sum_{0 < |c_{i,n} - c_{j,n}| < \delta} I(\mu_{i,n}, \mu_{j,n}) + \frac{1}{n^2} \sum_{|c_{i,n} - c_{j,n}| \geq \delta} I(\mu_{i,n}, \mu_{j,n}).
\]
Note that the first sum can be bounded by an arbitrarily small constant by choosing an appropriate \( \delta > 0 \). Indeed, note first that
\[
I(\mu_{i,n}, \mu_{j,n}) < M^2 \frac{1}{r_n} \int_{J_{i,n}} dx |J_{i,n}, \frac{1}{r_n} dx |J_{j,n}).
\]
Taking \( \delta < 1/e^2 \) and thus ensuring \(-\log |c_{i,n} - c_{j,n}| > 2 \) once \( |c_{i,n} - c_{j,n}| < \delta \), we get
\[
\frac{1}{n^2} \sum_{0 < |c_{i,n} - c_{j,n}| < \delta} I(\mu_{i,n}, \mu_{j,n}) < \frac{1}{n^2} M^2 \sum_{0 < |c_{i,n} - c_{j,n}| < \delta} I\left(\frac{1}{r_n} dx |J_{i,n}, \frac{1}{r_n} dx |J_{j,n}\right)
\]
\[
< 2 \frac{M^2}{n^2} \sum_{0 < |c_{i,n} - c_{j,n}| < \delta} (-\log |c_{i,n} - c_{j,n}|)
\]
Now, for each \( i \) we have
\[
\frac{1}{n} \sum_{j} (-\log |c_{i,n} - c_{j,n}|) \leq \frac{2}{n} \sum_{k=1}^{[\delta n]} (-\log \frac{k}{n}) < 2 \int_{0}^{\delta} (-\log s) ds,
\]
as the function \((-\log s)\) is decreasing on \([0, 1]\); see Fig. 6, left. Averaging (2.7) over \( i \), we get
\[
\frac{1}{n^2} \sum_{0 < |c_{i,n} - c_{j,n}| < \delta} I(\mu_{i,n}, \mu_{j,n}) < 4M^2 \int_{0}^{\delta} (-\log s) ds.
\]

\textbf{Figure 6.} Comparing integral sums and the integral for the \(-\log x\) function: nonshifted (left) and shifted (right) sums.

As the integral in the right hand side tends to 0 as \( \delta \to 0 \), for any \( \varepsilon > 0 \) we have
\[
\exists \delta_0 > 0: \forall \delta < \delta_0 \forall n \in \mathbb{N} \quad \frac{1}{n^2} \sum_{0 < |c_{i,n} - c_{j,n}| < \delta} I(\mu_{i,n}, \mu_{j,n}) < \varepsilon. \quad (2.8)
\]
Now, for any fixed \( \delta > 0 \), the function \( f(x)f(y)(-\log|x-y|) \) is uniformly continuous on the subset \( \{|x-y| \geq \delta\} \), and hence

\[
\frac{1}{n^2} \sum_{|c_i,n-c_{j,n}| \geq \delta} I(\mu_{i,n}, \mu_{j,n}) \xrightarrow{n \to \infty} \int_{\{|x-y| \geq \delta\}} f(x)f(y)(-\log|x-y|) \, dx \, dy.
\]

The integral in the right hand side of (2.9) tends to \( I(\mu) \) as \( \delta \to 0 \). Hence, for any sufficiently small \( \delta \) it is \( \varepsilon \)-close to \( I(\mu) \). Fixing such \( \delta < \delta_0 \), from (2.9) for all sufficiently large \( n \) we get

\[
\left| \frac{1}{n^2} \sum_{|c_i,n-c_{j,n}| \geq \delta} I(\mu_{i,n}, \mu_{j,n}) - I(\mu) \right| < 2\varepsilon,
\]

and joining it with (2.8),

\[
\left| \frac{1}{n^2} \sum_{i \neq j} I(\mu_{i,n}, \mu_{j,n}) - I(\mu) \right| < 3\varepsilon.
\]

As \( \varepsilon > 0 \) was arbitrary, we get the desired

\[
\frac{1}{n^2} \sum_{i \neq j} I(\mu_{i,n}, \mu_{j,n}) = I(\mu) + o(1).
\]

This completes the proof of Lemma 2.6, and hence of Proposition 2.1. \( \square \)

Proof of Proposition 1.4. For any interval \([a, b]\), denote \( \mu_{[a,b]} \) to be the probability measure with the least energy on this interval, that is,

\[
\mu_{[a,b]} = \rho_{[a,b]}(x) \, dx, \quad \rho_{[a,b]}(x) = \frac{1}{\pi \sqrt{(x-a)(b-x)}}.
\]

By assumption of the full capacity, there exists a sequence of measures \( \nu_n \), supported on \( X \), such that \( I(\nu_n) \to I(\mu_J) \). Upon extracting a subsequence, we can assume that this sequence of measures converges weakly. Again using the fact that passing to the weak limit does not increase the energy, we get

\[
I(\lim_{n \to \infty} \nu_n) \leq \lim_{n \to \infty} I(\nu_n) = I(\mu_J);
\]

as \( \mu_J \) is the unique minimum of the energy function on \( \mathcal{P}(J) \), we thus have \( \nu_n \to \mu_J \) as \( n \to \infty \). Moreover, the inequality in (2.10) turns into an equality. And an equality in (2.10) is equivalent to the uniform integrability of the function \(-\log|x-y|\) w.r.t. these measures, that is, to

\[
\forall \varepsilon > 0 \ \exists r > 0 : \ \forall n \ \int_{|x-y| < r} |\log|x-y|| \, d\nu_n(x) \, d\nu_n(y) < \varepsilon.
\]

(If it does take place for some \( \varepsilon > 0 \), the sides of the inequality in (2.10) differ by at least \( \varepsilon \), and vice versa.)
Now, for every $\delta > 0$, take a continuous positive function $f_\delta \in C(J)$, supported on $J'$, such that the measures $f_\delta \, dx|_{J'}$ are probability ones and converge to $\mu_{J'}$, and so do their energies:

$$I(f_\delta \, dx|_{J'}) \to I(\mu_{J'})$$

(2.11)

it can be done in the same way as the cut-off is done on the first step of the proof of Corollary 2.3. These measures can then be re-written as

$$f_\delta(x) \, dx|_{J'} = \frac{f_\delta(x)}{\rho_J(x)} \rho_J(x) \, dx = \frac{f_\delta(x)}{\rho_J(x)} \mu_J;$$

denote then $\tilde{f}_\delta(x) := \frac{f_\delta(x)}{\rho_J(x)}$.

Consider the measures

$$\hat{\mu}_{\delta,n} := \tilde{f}_\delta(x) \nu_n,$$

and their normalized versions

$$\mu_{\delta,n} = \frac{1}{Z_{\delta,n}} \hat{\mu}_{\delta,n}, \quad Z_{\delta,n} := \hat{\mu}_{\delta,n}(J).$$

For each $\delta$, the measures $\hat{\mu}_{\delta,n}$ converge weakly as $n \to \infty$ to $\tilde{f}_\delta(x) \mu_J = f_\delta(x) \, dx|_{J'}$; as the limit measure is a probability one, we have

$$Z_{\delta,n} = \int \tilde{f}_\delta(x) d\nu_n(x) \xrightarrow{n \to \infty} \int \tilde{f}_\delta(x) d\mu_J = 1.$$

Now, as the function $\tilde{f}_\delta$ is bounded, the function $-\log |x-y|$ is still uniformly integrable w.r.t. these measures, and hence

$$I(\hat{\mu}_{\delta,n}) \xrightarrow{n \to \infty} I(\tilde{f}_\delta \, dx|_{J'}).$$

Thus, we also have

$$I(\mu_{\delta,n}) = \frac{1}{Z_{\delta,n}^2} I(\hat{\mu}_{\delta,n}) \xrightarrow{n \to \infty} I(f_\delta \, dx|_{J'})$$

Now, passing to the limit as $\delta \to 0$ and using (2.11), we get

$$\lim_{\delta \to 0} \lim_{n \to \infty} I(\mu_{\delta,n}) = I(\mu_{J'}).$$

As the measures $\mu_{\delta,n}$ are supported on $X \cap J'$, and $\mu_{J'}$ is the least energy probability measure on $J'$, we get the desired

$$\text{Cap}(X \cap J') = \text{Cap}(J').$$

\qed
3. Phase transition

Let us move on to prove Theorem 1.2. The key ingredient in the sub-
exponential case was that the re-distribution of $\mu_n$ on a single level, $V_n$, of a
given measure $\mu$ gave us a close approximation of $I(\mu)$. If $r_n = e^{-n^{\alpha}}$, then
Proposition 2.1 yields

$$I(\mu_n) = I(\mu) + o(1) + \left( \int_0^1 f^2(x) + o(1) \right) n^{\alpha-1}. $$

For $1 \leq \alpha < 2$, a simple re-distribution does not suffice, as the self-interaction
term has an asymptotics of $n^{\alpha-1}$ and hence does not tend to zero. The re-
distribution thus will have to be done on multi-levels. Namely, let

$$F_m := \{ n = m, \ldots, 2m - 1 : n \text{ is prime} \},$$

that is, the set of prime numbers in $[m, 2m - 1]$, and denote by $N_m = \#F_m$
its cardinality.

Notice that $V_p$ and $V_q$ are disjoint for distinct $p, q \in F_m$. Indeed, this
follows from the fact that the centers $c_{k,p} = \frac{2k+1}{2p}$ are distinct for $p \in F_m$,
and that

$$\left| \frac{a}{2p} - \frac{b}{2q} \right| = \left| \frac{aq - bp}{2pq} \right| \geq \frac{1}{2m^2} > e^{-m^{\alpha}}.$$

Let $\mu_n$ be the re-distribution of $\mu$ on $V_n$, where $n \in F_m$. Given a collection
of positive numbers $\{p_n\}_{n \in F_m}$ such that

$$\sum_{n \in F_m} p_n = 1,$$

consider a averaged re-distribution:

$$\mu^m = \tilde{R}_m(\mu) := \sum_{n \in F_m} p_n \mu_n,$$

that is a convex combination of measures $\mu_n$, supported on a finite union

$$\tilde{V}_m := \bigcup_{n \in F_m} V_n.$$

The averaging allows to regain control on the self-interaction term. That
is, the energy of the averaged measure $\mu^m$ satisfies

$$I(\mu^m) = \sum_{n \in F_m} p_n^2 I(\mu_n) + \sum_{i \neq j} p_i p_j I(\mu_i, \mu_j). \quad (3.1)$$

Take $p_i$ to be uniform: let $p_i = \frac{1}{N_m}$ for every $i \in F_m$. We have $I(\mu_n) = O(n^{\alpha-1})$, and due to the Prime Number Theorem $N_m \sim \frac{m}{\log m}$ as $m \to \infty$. 
Hence, the first term in (3.1) can be estimated as
\[
\sum_{n \in F_m} p_n^2 I(\mu_n) = \frac{1}{N_m^2} \sum_{n \in F_m} I(\mu_n) \leq \frac{1}{N_m} \max_{n \in F_m} I(\mu_n) = O\left( \frac{m^{\alpha-1}}{m/\log m} \right) = o(1),
\]
as \(\alpha < 2\).

On the other hand, we claim that the interaction energy between different \(\mu_n\)'s is close to the one of the initial measure \(\mu\):

**Lemma 3.1.** Let \(\mu = f(x) \, dx\) be a measure with a continuous density on \([0, 1]\). Then for \(n, n' \in F_m, n \neq n'\) we have
\[
I(\mu_n, \mu_{n'}) = I(\mu) + o(1)
\]
(uniformly on the choice of \(n\) and \(n'\)) as \(m \to \infty\).

Postponing its proof till the end of this section, note that it immediately imples

**Proposition 3.2.** Let \(\mu = f(x) \, dx\) be a measure with a continuous density on \([0, 1]\). Then for the family of its averaged re-distributions \(\mu_m = \tilde{R}_m(\mu)\) we have
\[
I(\mu_m) = I(\mu) + o(1).
\]

*Proof.* Due to (3.1), the energy \(I(\mu_m)\) is the sum of two terms; the first one is \(o(1)\) due to (3.2), while the second is \(I(\mu) + o(1)\) due to Lemma 3.1. \(\square\)

We then get

**Lemma 3.3.** Let \(r_n = e^{-n^\alpha}\), where \(\alpha < 2\). Let \(U \subset [0, 1]\) be a finite union of intervals, and a measure \(\nu = f(x) \, dx\) be a measure with a piecewise-continuous density, supported in \(U\). Then for any \(\varepsilon > 0\) and any \(k\) there exist \(m \geq k\) and a measure \(\nu'\) with a piecewise-continuous density, such that
\[
I(\nu') < I(\nu) + \varepsilon,
\]
and the support of \(\nu'\) is contained in \(U \cap \tilde{V}_m\).

*Proof.* As in the proof of Lemma 2.4, we can find a measure \(\nu_\delta = f_\delta(x) \, dx\) with continuous density on \([0, 1]\), such that \(\text{supp} \nu_\delta \subset \text{supp} \nu\) and that \(I(\nu_\delta) < I(\nu) + \frac{\varepsilon}{2}\). Applying Proposition 3.2 to \(\mu = \nu_\delta\) concludes the proof. \(\square\)

*Proof of Theorem 1.2.* We now deduce Theorem 1.2 from Lemma 3.3 in exactly the same way, as earlier we have deduced Theorem 1.1 from Lemma 2.4. Namely, for any \(\varepsilon > 0\) we iterate the re-distribution procedure, obtaining a family of measures \(\nu_k\) with continuous density on \([0, 1]\), for which we control both the supports and the energy.
To do so, we start with the measure $\nu_0$ that is supported on $[0, 1]$ and that satisfies $I(\nu_0) < I(\mu_{[0,1]}) + \frac{\varepsilon}{2}$. Now, if a measure $\nu_{k-1}$ is already constructed, due to Lemma 3.3 there exists a measure $\nu_k$ with

$$I(\nu_k) < I(\nu_{k-1}) + \frac{\varepsilon}{2^{k+1}}$$

and $\text{supp} \nu_k \subset \text{supp} \nu_{k-1} \cap \hat{V}_{m_k}$ for some $m_k > k$. Any accumulation point $\nu_\infty$ of the measures $\nu_k$ is thus supported on an intersection of closures

$$\bigcap_k \text{cl} \left( \hat{V}_{m_k} \right) \subset S \cup D,$$

where $D$ is a countable set of endpoints of $V_n$'s, and satisfies

$$I(\nu_\infty) < (I(\mu_{[0,1]}) + \frac{\varepsilon}{2}) + \sum_{k=1}^{\infty} \frac{\varepsilon}{2^{k+1}} = I(\mu_{[0,1]}) + \varepsilon.$$

As a finite energy measure, the measure $\nu_\infty$ does not charge a countable set $D$, and is thus supported on $S$. As $\varepsilon > 0$ was arbitrary, we thus get

$$\inf_{\nu \in \mathcal{P}(S)} I(\nu) = I(\mu_{[0,1]}),$$

and hence the desired $\text{Cap}(S) = \text{Cap}([0,1])$. \hfill \Box

We conclude this section with the proof of Lemma 3.1.

**Proof of Lemma 3.1.** As in the proof of Lemma 2.6, fix an arbitrarily small $\delta > 0$, and decompose

$$I(\mu_n, \mu_{n'}) = \frac{1}{n \cdot n'} \sum_{i=0}^{n-1} \sum_{j=0}^{n'-1} I(\mu_{i,n}, \mu_{j,n'})$$

into two parts, depending on the distance $|c_{i,n} - c_{j,n'}|$:

$$I(\mu_n, \mu_{n'}) = \frac{1}{nn'} \sum_{|c_{i,n} - c_{j,n'}| < \delta} I(\mu_{i,n}, \mu_{j,n'}) + \frac{1}{nn'} \sum_{|c_{i,n} - c_{j,n'}| \geq \delta} I(\mu_{i,n}, \mu_{j,n'}).$$

(3.3)

The sum over intervals whose centers are closer than $\delta$ from each other can be made arbitrarily small by a choice of $\delta$ and by taking sufficiently large $m$. Indeed, for any fixed $j$ we have

$$\frac{1}{n} \sum_{i, |c_{i,n} - c_{j,n'}| < \delta} (- \log |c_{i,n} - c_{j,n'}|) <$$

$$< - \frac{2}{n} \log \min_{i} |c_{i,n} - c_{j,n'}| + 2 \int_{0}^{\delta} (- \log s) \, ds,$$

(3.4)

see Fig. 6, right. Due to the estimates above the minimal distance $\min_j |c_{i,n} - c_{j,n'}|$ is at least $\frac{1}{2m^2}$, so the first summand does not exceed $\frac{2}{m} \log(2m^2)$ and hence tends to 0. The second can be made arbitrarily small due to the
integrability of the function $\log$ at 0. Finally, averaging (3.4) over $j$, we get the desired (arbitrarily small) bound for the first summand in (3.3).

On the other hand, for any fixed $\delta$, the function $f(x)f(y)(-\log|x-y|)$ is continuous on the set $|x-y| \geq \delta$, and the second summand in (3.3) behaves like its Riemann sum. Hence, we have

$$
\frac{1}{mn'} \cdot \sum_{|c_i,n-c_j,n'| \geq \delta} I(\mu_{i,n}, \mu_{j,n'}) \to \int \int_{|x-y| \geq \delta} f(x)f(y)(-\log|x-y|) \, dx \, dy
$$

uniformly in $n, n' \in F_m$ as $m \to \infty$.

For any $\varepsilon > 0$, take $\delta$ sufficiently small so that the integral on the right hand side is $\frac{\varepsilon}{2}$-close to $I(\mu)$, and that the first summand in (3.3) does not exceed $\frac{\varepsilon}{2}$ for all sufficiently large $m$. Then, we have

$$
|I(\mu_n, \mu_{n'}) - I(\mu)| < \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon,
$$

and as $\varepsilon > 0$ is arbitrary, this concludes the proof. \(\square\)

4. Polar $G_\delta$ set

This section is devoted to the proof of Theorem 1.3 and hence of the first part of Theorem 1.2. The key step is the following.

**Lemma 4.1.** Let $J'_1, J'_2, \ldots \subset [0,1]$ be a sequence of intervals of length $|J'_k| =: r'_k$, such that the series $\sum_{k=1}^{\infty} \frac{1}{|\log r'_k|}$ converges. Then

$$
I(\mu) \geq \sum_{k=m}^{\infty} \frac{1}{|\log r'_k|}.
$$

**Proof.** We transform the union $\bigcup_{k=1}^{\infty} J'_k$ into a disjoint one by setting

$$
\tilde{V}_1 := J'_1, \quad \tilde{V}_k := J'_k \setminus \bigcup_{i=1}^{k-1} J'_i.
$$

Let $\mu$ be any measure supported on $\bigcup_{k=1}^{\infty} J'_k$; denote $p_k := \mu(\tilde{V}_k)$. Then $\sum_k p_k = \mu(\bigcup_{k=1}^{\infty} J'_k) = 1$. Without loss of generality, we can assume $p_k > 0$ for all $k$, otherwise removing the corresponding $J'_k$.

Let $\mu'_k := \frac{1}{p_k} \mu|_{\tilde{V}_k}$ be the corresponding conditional measures. Then,

$$
\mu = \sum_k p_k \mu'_k,
$$

and thus

$$
I(\mu) = \sum_{k,l} p_k p_l I(\mu'_k, \mu'_l) \geq \sum_k p_k^2 I(\mu'_k).
$$
Now, the measures $\mu_k$ is supported on $J'_k$, that is an interval of length $r'_k$, and hence $I(\mu'_k) \geq |\log r'_k|$. Thus,

$$I(\mu) \geq \sum_k p_k^2 |\log r'_k|.$$ 

Applying Cauchy-Schwartz inequality, we get

$$\left( \sum_k p_k^2 |\log r'_k| \right) \left( \sum_k \frac{1}{|\log r'_k|} \right) \geq \left( \sum_k \sqrt{p_k^2 |\log r'_k| \cdot \frac{1}{|\log r'_k|}} \right)^2 = \left( \sum_k p_k \right)^2 = 1,$$

and hence

$$I(\mu) \geq \sum_k p_k^2 |\log r'_k| \geq \frac{1}{\sum_k |\log r'_k|}.$$ 

□

This lemma immediately implies Theorem 1.3. Indeed, for any $m$ the set $\tilde{S}$ is contained in $\bigcup_{k\geq m} J'_k$, and hence,

$$\text{Cap}(\tilde{S}) \leq \text{Cap} \left( \bigcup_{k\geq m} J'_k \right) \leq \exp \left( -\sum_{k=m}^{\infty} \frac{1}{1/|\log r'_k|} \right).$$

As $m$ is arbitrary, and the tail sum of a convergent series tends to zero, passing to the limit as $m \to \infty$ we get the desired

$$\text{Cap}(\tilde{S}) = 0.$$

**Proof of the first part of Theorem 1.2.** Take the sequence $J'_k$ to be an enumeration of the family $J_k, n$. Then,

$$\bigcap_{m=1}^{\infty} \bigcup_{k=m}^{\infty} J'_k = \bigcap_{m=1}^{\infty} \bigcup_{n=m}^{\infty} V_n;$$

for each $n$ there are $n$ intervals $J'_k$ of length $r_n$ (that is, $J_{0,n}, \ldots, J_{n-1,n}$), and hence

$$\sum_{k=m}^{\infty} \frac{1}{|\log r'_k|} = \sum_{n=m}^{\infty} \frac{n}{|\log r_n|} = \sum_{n=m}^{\infty} \frac{1}{n^{\alpha-1}} \quad (4.1)$$

as $r_n = e^{-n^\alpha}$. As for $\alpha > 2$ the series (4.1) converges, $\text{Cap}(S) = 0$ due to Theorem 1.3.

□
5. Non-continuity of capacity on bounded interval

As mentioned previously, in the proof of Theorem 1.1, there is a tempting shortcut that cannot be taken. It is already known that capacity does not satisfy limit properties that a measure does. In particular, it is not continuous under descending collection of sets. For example, one can take the collection of open bounded sets

\[ O_n := \{ z \in \mathbb{C} : 1 - \frac{1}{n} < \Im(z) < 1 \text{ and } 0 < \Re(z) < 1 \}. \]

\[ \text{Figure 7. Discontinuity of capacity on } [0, 1]^2 \text{ and on } [0, 1] \]

Then, each \( O_n \) contains a translation of the interval \((0, 1)\); see Fig. 7, left. Hence, \( \text{Cap}(O_n) \geq 1/4 \). If capacity was continuous on descending open sets, we would have that

\[ \frac{1}{4} \leq \lim_{n \to \infty} \text{Cap}(O_n) = \text{Cap} \left( \bigcap_{n \in \mathbb{N}} O_n \right) = \text{Cap}(\emptyset) = 0. \]

A question that appears naturally is whether capacity was continuous under a descending collection of open sets contained in \([0, 1]\)? If so, Corollary 2.3 would imply that \( \text{Cap}(S) = \text{Cap}(J) \). Unfortunately, the answer to the continuity question on \([0, 1]\) is negative, as one can see from the following example.

**Example 5.1.** There exists disjoint open \( B_1, B_2, \ldots \) sets contained in \([0, 1]\) with capacity bounded away from 0. In other words, there exists \( \varepsilon > 0 \) such that

\[ \text{Cap}(B_n) \geq \varepsilon, \]

for any \( n \in \mathbb{N} \).

**Example 5.2.** There exists a descending sequence \( W_1 \supset W_2 \supset \ldots \) of open sets contained in \([0, 1]\) such that

\[ \text{Cap} \left( \bigcap_{n \in \mathbb{N}} W_n \right) = 0 < \varepsilon \leq \text{Cap}(W_k), \]

for some \( \varepsilon \) and every \( k \in \mathbb{N} \).
Construction of Example 5.2 out of Example 5.1 is immediate: take
\[ W_m := \bigcup_{n \geq m} B_n, \]
where \( B_n \)'s are given by Example 5.1. Indeed, one then has \( \bigcap_n W_n = \emptyset \), \( W_1 \supset W_2 \ldots \) by construction, as well as \( \text{Cap}(W_n) \geq \text{Cap}(B_n) \geq \varepsilon \). This example shows the discontinuity of example on descending sequence of open subsets of \([0,1]\): one has \( \text{Cap}(\bigcap_n W_n) = 0 \) while \( \lim_{n \to \infty} \text{Cap}(W_n) \geq \varepsilon \). Let us pass to the construction proving Example 5.1.

To construct the desired sets \( B_n \), consider the unions \( V_n = \bigcup_i J_{i,n} \) given by (1.2), taking the decreasing speed for the lengths \( r_n := 2^{-n} \). Take a subsequence \( n_k \) of indices to be defined by \( n_1 = 2^{10}, n_k = 2^{n_{k-1}+1} \), and define (see Fig. 7, right)
\[ B_k := V_{n_k} \setminus \bigcup_{i=1}^{k-1} V_{n_i}. \]

The sets \( B_k \) are then open and disjoint by construction. To show that they satisfy the conclusion of the proposition, it suffices to find probability measures \( \nu_k \), supported on \( B_k \), such that the energies \( I(\nu_k) \) are uniformly bounded: there exists \( C \) such that for all \( k \) one has \( I(\nu_k) \leq C \). Indeed, this implies \( \text{Cap}(B_k) \geq e^{-C} \), and thus the conclusion of the proposition holds with \( \varepsilon = e^{-C} \).

To do so, first consider the uniform measures \( \nu_k \) on \( V_{n_k} \), letting \( \nu_k := R(\text{Leb} | V_{n_k}) \), where \( \text{Leb} \) is the Lebesgue measure on \([0,1]\). Due to Proposition 2.1,
\[ I(\nu_k) = I(\text{Leb}) + \frac{n_k \log 2}{n_k} + o(1) = 3/2 + \log 2 + o(1). \]

Now, let
\[ \nu_k := \frac{\nu_k \mid B_k}{\nu_k(B_k)}. \]

Then,
\[ I(\nu_k) := \frac{1}{\nu_k(B_k)^2} I(\nu_k), \]
so it suffices to check that \( \nu_k(B_k) \) stays bounded away from zero. In fact, we will show that \( \nu_k(B_k) \geq 1/2 \). This will follow from a purely geometrical observation:

**Lemma 5.1.**
\[ \text{Leb}(V_{n_k} \cap X_k) = \text{Leb}(X_k) \cdot \text{Leb}(V_{n_k}), \]
where

\[ X_k := [0, 1] \setminus \bigcup_{i=1}^{k-1} V_{n_i}. \]

**Proof.** Note that all the endpoints of \( V_{n_i}, i = 1, \ldots, k-1 \) are of the form

\[ \frac{2j + 1}{2n_i} \pm \frac{r_{n_i}}{2} = \frac{2j + 1}{2n_i+2} \pm \frac{1}{2n_i+1}, \]

and hence can be represented as

\[ \frac{a}{2^{n_k-1}+1} = \frac{a}{n_k}. \]

Hence, \( X_k \) is (up to a finite number of points) a union of intervals of the form

\[ \left( \frac{a}{2^{n_k-1}+1}, \frac{a + 1}{2^{n_k-1}+1} \right) = \left( \frac{a}{n_k}, \frac{a + 1}{n_k} \right). \]

(5.1)

We have

\[ X_k = \bigcup_{a \in A} \left( \frac{a}{n_k}, \frac{a + 1}{n_k} \right) \cup P, \]

where \( P \) consists of a finite number of points.

\[ \text{Figure 8. The set } V_{n_k} \text{ and the decomposition into dyadic intervals} \]

On each interval of the form (5.1), the set \( V_{n_k} \) cuts the same measure:

\[ \text{Leb}(V_{n_k} \cap \left[ \frac{a}{n_k}, \frac{a + 1}{n_k} \right]) = r_{n_k} \]

and thus the same proportion \( r_{n_k} \cdot n_k \). Hence,

\[ \text{Leb}(V_{n_k} \cap X_k) = r_{n_k} \cdot \#A = (r_{n_k} \cdot n_k) \left( \frac{\#A}{n_k} \right) = \text{Leb}(V_{n_k}) \cdot \text{Leb}(X_k). \]

□

Due to this lemma, \( \nu_k(B_k) = \text{Leb}(X_k) \). On the other hand,

\[ \text{Leb}(X_k) \geq 1 - \sum_{i=1}^{k-1} \text{Leb}(V_{n_i}) \geq 1/2. \]

We have obtained the desired \( \nu_k(B_k) \geq 1/2 \), and hence

\[ I(\nu_k) \leq 4(3/2 + \log 2 + o(1)), \]

thus concluding the construction.
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