Abstract—This paper studies achievable information rates of backscatter communication systems where the tag performs load modulation with a freely adaptable passive termination. We find that the complex phasor of the tag current is constrained to a disk and that the capacity problem can therefore be described with existing results on peak-power-limited quadrature channels. This allows us to state the channel capacity and the capacity-achieving distribution of the load impedance, which is described by non-concentric circles in the right half-plane. For the low-SNR case (SNR < 4.8 dB) we find that channel capacity is achieved by a purely reactive load with Cauchy-distributed reactance. The exposition is based on a system model that abstracts all relevant classes of backscatter communication systems, including RFID. To address practicality, we construct a symbol alphabet that allows for a near-capacity information rate of more than 6 bit per load-switching period at reasonably high SNR. We also find that the rate hardly decreases when typical value-range constraints are imposed on the load impedance.
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I. INTRODUCTION

Backscatter communication (BC) via load modulation allows simple passive tags to communicate with essentially zero transmit power and no transmit amplifier. This is achieved by modulating the termination load of the tag antenna in order to affect the reflection of an incident field (possibly an ambient field). This technique found widespread use in radio-frequency identification (RFID) and smart cards [1] and is a promising approach to ultra-low-energy communication in the Internet of Things (IoT) [2]. The high data rate requirements of many IoT applications have recently prompted interest in backscatter modulation beyond binary [2, Tab. III], e.g. 16-QAM [3] or QPSK [4], together with error-correcting codes [2].

From the perspective of communication theory, it is natural to ask for the channel capacity of a BC link, i.e. the maximum achievable information rate. The existing research literature contains only a few related investigations. For example [5] addresses the calculation of the channel capacity of binary load modulation in ambient backscatter communication (ABC) for various cases of the ambient signal modulation. The work in [6] concerns the maximization of ABC network capacity in terms of redundancy and reflection coefficient (for BPSK, QPSK, and 16-QAM alphabets) in a WiFi setting with OFDM. The focus of [7] is on the effect of the propagation environment on the Euclidean symbol distances and the resulting bit error rate with PSK and ASK for RFID load modulation.

The literature lacks a complete description of the channel capacity and the capacity-achieving transmit scheme of BC load modulation, which would provide a crucial guideline for the design of practical systems with near-optimal rates [8]. This paper describes for the first time the channel capacity of load modulation in the general case of a freely adaptable passive load. In this case, the load impedance can take on any complex value with non-negative real part for the duration of every symbol period. This is a generalization of specific modulation schemes such as QPSK, where the load takes values from a finite alphabet. The results and insights promise useful implications for practical BC systems.

This paper contains the following specific contributions:

- We develop a signal and noise model that abstracts all major classes of load-modulated single-tag BC links.
- Based thereon, we study the physical constraints on the tag-side transmit signal, arising from the passive nature of the tag. We find that the transmit current phasor must lie in a certain disk in the right half-plane.
- We discover that this disk constraint allows to solve the channel capacity problem at hand with existing theory on peak-power-constrained quadrature AWGN channels.
- The capacity result is stated and discussed. We identify special cases in which the result even applies to ABC.
- The capacity-achieving distribution of the transmit current and of the load impedance are characterized in detail. For the low-SNR case we show that a purely reactive load with Cauchy-distributed reactance achieves capacity.
- We construct a finite symbol alphabet that approximates the capacity-achieving distribution. It yields near-capacity data rates, even if several symbols are unrealizable due to implementation constraints on the load.

This paper does not address the tag power consumption or aspects of the energy harvesting circuit. Specific channel models and multi-user interference are also out of scope.

Paper Structure: Sec. II describes the employed system model and Sec. III the special transmit-side constraints. Sec. IV states the channel capacity, the associated distributions, and a familiar upper bound. Sec. V addresses practical modulation aspects and Sec. VI concludes the paper.

Notation: For a random variable \( x \), the probability density function (PDF) is denoted as \( f_x(x) \). For simplicity, we do not use distinct random variable notation.
II. SYSTEM MODEL

Before studying the information theory of load-modulated BC, we first have to establish an adequate system model. Our approach is based on the circuit models in Fig. 1, which are inspired by [1]. They describe the different classes of tag-to-receiver BC links as listed in [2, Fig. 2]. In each case, the left-hand circuit is a tag that modulates information via an adaptive passive load. We employ a symbol time index \( n \in \mathbb{Z} \) and denote the load impedance \( Z_L[n] \in \mathbb{C} \). It must fulfill \( \text{Re}(Z_L[n]) \geq 0 \) at all times because the load is passive [9, Sec. 4.1]. The tag current phasor \( i_T[n] \in \mathbb{C} \) depends on \( Z_L[n] \). The tag antenna impedance is \( R_T + jX_T \), however its reactance \( X_T \) is canceled by the serial \( -X_T \) element (resonance). The right-hand circuit is an information receiver that measures a voltage phasor \( v[n] \in \mathbb{C} \). The tag and receiver circuits are coupled via the mutual impedance \( Z_{RT} \in \mathbb{C} \), which encapsulates all aspects of the propagation channel.

\[
\begin{align*}
\text{(a) ambient or bistatic backscatter} & \\
& X_T Z_L[n] \quad v_T^{\text{ind}} = v_T^{\text{ext}} \quad v_T^{\text{ext}} + v[n] = -Z_{RT} i_T[n] \\
& \quad R_T R_R \\
& X_R \quad v_T^{\text{ext}} = Z_{RT} i_R \\
& \quad v[n] = Z_L[n] / R_T \\
& \quad i_R = i[n] \\
& \quad v_R^+ \quad v_R^- \\
& \text{(b) monostatic backscatter (e.g., RFID)} \end{align*}
\]

Fig. 1. Circuit descriptions of different classes of BC links. In each case, a load-modulating passive tag (left) transmits to an information receiver (right). In (b) the information receiver is also the power source (cf. current \( i_R \)).

The circuit Fig. 1a describes both ambient and bistatic backscatter links. These paradigms differ only in the assumptions regarding the voltages \( v_T^{\text{ext}}, v_R^{\text{ext}} \in \mathbb{C} \) that are induced by an extrinsic electromagnetic field, generated by some source. In ambient backscatter they are random modulated signals from an ambient source, but in the bistatic case they are unmodulated signals from a dedicated source [2]. In either case, \( v_T^{\text{ext}} \) is the crucial cause for any electrical activity at the tag while \( v_R^{\text{ext}} \) is receive-side interference.

The monostatic case in Fig. 1b does not assume any extrinsic source. Instead, the information receiver is the system’s power source (e.g., an RFID reader) and the crucial tag-side induced voltage \( v_T^{\text{ind}} = Z_{RT} i_R \) is due to the source current \( i_R \). A prominent example of monostatic BC is inductive RFID, where \( X_T, X_R, Z_{RT} \) are determined by inductances and where \( -X_T \) is realized by a resonance capacitor.

We assume that \( Z_L[n] \) is piecewise constant over time and that it changes instantaneously at the symbol switching instants. We neglect any signal transients which result for \( i_T \) and \( v \). This is a meaningful assumption if the symbol duration is significantly larger than the time constants of the circuits.

Before studying the information theory of load-modulated BC, we first have to establish an adequate system model. Our approach is based on the circuit models in Fig. 1, which are inspired by [1]. They describe the different classes of tag-to-receiver BC links as listed in [2, Fig. 2]. In each case, the left-hand circuit is a tag that modulates information via an adaptive passive load. We employ a symbol time index \( n \in \mathbb{Z} \) and denote the load impedance \( Z_L[n] \in \mathbb{C} \). It must fulfill \( \text{Re}(Z_L[n]) \geq 0 \) at all times because the load is passive [9, Sec. 4.1]. The tag current phasor \( i_T[n] \in \mathbb{C} \) depends on \( Z_L[n] \). The tag antenna impedance is \( R_T + jX_T \), however its reactance \( X_T \) is canceled by the serial \( -X_T \) element (resonance). The right-hand circuit is an information receiver that measures a voltage phasor \( v[n] \in \mathbb{C} \). The tag and receiver circuits are coupled via the mutual impedance \( Z_{RT} \in \mathbb{C} \), which encapsulates all aspects of the propagation channel.
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The monostatic case in Fig. 1b does not assume any extrinsic source. Instead, the information receiver is the system’s power source (e.g., an RFID reader) and the crucial tag-side induced voltage \( v_T^{\text{ind}} = Z_{RT} i_R \) is due to the source current \( i_R \). A prominent example of monostatic BC is inductive RFID, where \( X_T, X_R, Z_{RT} \) are determined by inductances and where \( -X_T \) is realized by a resonance capacitor.

We assume that \( Z_L[n] \) is piecewise constant over time and that it changes instantaneously at the symbol switching instants. We neglect any signal transients which result for \( i_T \) and \( v \). This is a meaningful assumption if the symbol duration is significantly larger than the time constants of the circuits.

The noise voltage sequence \( v_N[n] \) is white Gaussian noise \( v_N[n] \overset{i.i.d.}{\sim} \mathcal{CN}(0, \sigma^2) \) with variance \( \sigma^2 \), a well-established model for thermal noise [8]. The samples are statistically independent and identically distributed (iid) for different \( n \).

A basic circuit analysis yields the tag current expression

\[
i_T[n] = \frac{v_T^{\text{ind}}}{R_T + Z_L[n]}.
\]

The receive voltage in the ambient backscatter case is given by \( v[n] = -Z_{RT} i_T[n] + v_R^{\text{ext}} + v_N[n] \). In the monostatic backscatter case, \( v[n] = -Z_{RT} i_T[n] + (R_R + jX_R) i_R + v_N[n] \). To unify these different cases within the same system model, we consider a phase rotation \( e^{j\alpha} = \frac{v_T^{\text{ind}}}{v_T^{\text{ext}}}, \) a specific receive signal compensation, and other transformations:

\[
i[n] := e^{j\alpha} i_T[n] = \frac{v_T^{\text{ind}}}{R_T} \frac{1}{1 + z[n]}, \quad \text{(2)}
\]

\[
z[n] := \frac{Z_L[n]}{R_T}, \quad \text{(3)}
\]

\[
w[n] := -e^{j\alpha} v_N[n], \quad \text{(4)}
\]

\[
y[n] := -e^{j\alpha} (v[n] - v|_{i_T=0, v_N=0}). \quad \text{(5)}
\]

The noise \( w[n] \) maintains the statistics of \( v_N[n] \). The unitless \( z[n] \) is the normalized load impedance. The transformation from \( v \) to \( y \) in (5) could be practically realized via interference cancellation, calibration, and channel estimation. For the ambient backscatter case, where \( v_T^{\text{ext}} \) and \( v_R^{\text{ext}} \) are unknown modulated signals, this delicate aspect is discussed in Appendix A. Monostatic backscatter systems face the challenge of canceling the strong self-interference \( (R_R + jX_R) i_R \), cf. [1].

For either case, the definitions (2) to (5) yield a complex-valued, discrete-time signal and noise model:

\[
y[n] = Z_{RT} \cdot i[n] + w[n], \quad \text{(6)}
\]

\[
w[n] \overset{i.i.d.}{\sim} \mathcal{CN}(0, \sigma^2). \quad \text{(7)}
\]

The observation \( y[n] \in \mathbb{C} \) is considered without quantization.

III. CONSTRAINT ON THE TRANSMIT CURRENT

Backscatter tags are passive and thus limited in their capability to establish a desired transmit current \( i_T[n] \). Formally, this is due to \( \text{Re}(z[n]) \geq 0 \) in (2). In the following we determine the set of realizable transmit currents, denoted \( i_T[n] \in D_T \), as prerequisite for the preceding channel capacity analysis.

In accordance with typical conventions in communication theory, we henceforth discard time indexation \( [n] \) for brevity. From (2) we observe that the transmit current \( i \) is a non-linear map of the normalized load impedance \( z \):

\[
i = g(z) = \frac{2 \cdot i_1}{1 + z}, \quad \text{(8)}
\]

\[
z = g^{-1}(i) = \frac{2 \cdot i_1}{i} - 1. \quad \text{(9)}
\]
The map $g$ is illustrated in Fig. 2. The current quantity $i_1 \in \mathbb{R}$ will have the meaning of a radius. It is defined as

$$i_1 := \frac{|i_1|^2}{2R_T}. \quad (10)$$

The impedance $z$ of any passive load must lie in the right half-plane $\mathcal{H}_z := \{ z \in \mathbb{C} | \text{Re}(z) \geq 0 \}$. To characterize the set $\mathcal{D}_i = g(\mathcal{H}_z)$, we rewrite (8) as $i = g(z) = i_1(1 - \frac{z-1}{z+1})$ or rather $i = i_1(1 - \Gamma)$. The reflection coefficient $\Gamma = \frac{z+1}{z-1}$ is a bijective map from $z \in \mathcal{H}_z$ to the unit disk $|\Gamma| \leq 1$; it is the Möbius transformation that also underlies the well-known Smith chart [9, Eq. (2.53)]. This yields a constraint on the transmit current

$$|i - i_1| \leq i_1$$

(11) because $|i - i_1| = |1 - i_1\Gamma| = |i_1\Gamma| \leq i_1$. The set of realizable transmit currents $i \in \mathcal{D}_i$ is thus given by a disk $\mathcal{D}_i \subset \mathbb{C}$ with radius $i_1$ and center $i_1$:

$$\mathcal{D}_i = \{ g(z) \mid \text{Re}(z) \geq 0 \} = \{ i \in \mathbb{C} \mid |i - i_1| \leq i_1 \}. \quad (12)$$

An analogous observation is found in the literature, regarding transformed RFID transponder impedance. [1, Sec. 4.1]

IV. CHANNEL CAPACITY

We recall the signal model $y = Z_{RT} \cdot i + w$ from (6) and the constraint $|i - i_1| \leq i_1$ from (11). Thereby $Z_{RT}$ is non-random and $w \sim \mathcal{CN}(0, \sigma^2)$ is additive white Gaussian noise (AWGN). In this simple abstraction, which is visualized in Fig. 3, the impedance $z$ and the map $g$ do not occur anymore.

Henceforth, the transmit current $i$ is considered as random variable; the probability density function (PDF) is denoted $f_i$. Its support must lie in the disk, i.e. $\text{supp}(f_i) \subseteq \mathcal{D}_i$.

We are interested in the achievable information rates for a given signal-to-noise ratio (SNR). We define the SNR as

$$\text{SNR} := \frac{|Z_{RT}|^2 R_T}{\sigma^2}. \quad (13)$$

From an engineering perspective, reliable communication is possible over the channel at any achievable information rate, stated in bit per channel use (bpcu). The largest achievable rate defines the channel capacity $C$. Suitable error-correcting codes with a very large block length allow for information rates arbitrarily close to $C$ and with an arbitrarily small block error rate. Formally, the mutual information $I(y; i)$ specifies an achievable rate, and the channel capacity $C$ is the supremum of $I(y; i)$ over all eligible transmit PDFs $f_i$. [8]

A crucial insight is that the disk constraint $|i - i_1| \leq i_1$ is equivalent to a peak-power-type constraint $|i - i_1|^2 \leq i_1^2$ on the signal $i - i_1$. The $i_1$-offset does not affect mutual information. Hence, the capacity problem at hand is equivalent to that of the complex-valued, peak-power constrained AWGN channel. The latter has been solved in [11].

A. Capacity-Achieving Transmit Current Statistics

We translate the results in [11] to our formalism. This readily allows for a characterization of the capacity-achieving distribution on the transmit current $i$. It fulfills:

1) The PDF support is given by a finite union $\text{supp}(f_i) = C_1 \cup \ldots \cup C_K$ of concentric circles $C_k$, $k \in \{1, \ldots, K\}$, with radii $i_k$. All circles have their center at $i_1$. More formally, the circles are given by

$$C_k = \{ i_1 + i_k e^{j\phi} \mid \phi \in (-\pi, \pi) \}. \quad (14)$$

We assume that the indexing asserts $0 \leq i_K < \ldots < i_1$.

2) The circles are chosen with non-uniform probabilities, denoted as $q_k$.

3) The angle $\phi$ has uniform distribution $\phi \sim \mathcal{U}(-\pi, \pi)$ for any circle $k$ and for any SNR.

4) The set of circles always contains the largest possible circle $C_1 = \partial \mathcal{D}_i$ (the disk boundary with radius $i_1$).

5) The number of circles $K \in \mathbb{N}$ increases with SNR.

6) At low SNR, $K = 1$ achieves capacity. This corresponds to a uniform-PSK modulation $i \sim \mathcal{U}(C_1)$.

Fig. 4a shows a high-SNR example of the capacity-achieving distribution of $i$.

B. Channel Capacity Statement

For the moment we consider that $K$ circles are given in terms of their radii $i_k$ and probabilities $q_k$ (their SNR-dependent evolution is covered in the next subsection). The resulting achievable information rate in bpcu is given by the mutual information expression

$$I(y; i) = - \int_0^\infty a \cdot \gamma(a) \log_2(\gamma(a)) \, da - \log_2(e), \quad (15)$$

$$\gamma(a) := \sum_{k=1}^K q_k \exp \left( -\frac{a^2 + a_k^2}{2} \right) I_0(aa_k), \quad (16)$$

$$a_k := \frac{ik_k}{i_1} \sqrt{2 \text{SNR}}. \quad (17)$$

![Fig. 3. Communication-theoretic description of load modulation in AWGN.](image-url)
Thereby $I_0$ is the modified Bessel function of the first kind and $e$ is the Euler number. The integral is evaluated numerically. The expression (15) was obtained by adapting the statements [11, Eq. (4),(13),(11),(46)], which relate to the peak-power constrained quadrature AWGN channel, to our system model. More formal detail is given in Appendix B.

As stated in [11], the channel capacity $C$ is obtained by maximizing $I(y;i)$ with respect to the free circle parameters:

$$C = \max_{i_2,\ldots,i_K,q_1,\ldots,q_K} I(y;i)$$

subject to $0 \leq i_K < \ldots < i_2 < i_1$, $q_1,\ldots,q_K \in [0,1]$, $q_1 + \ldots + q_K = 1$.

In all following evaluations, this problem is tackled with an interior-point algorithm for constrained nonlinear optimization [12], with sensible choices for the initial values.

C. Optimal Number of Circles

We have yet to address the optimal number of circles $K \in \mathbb{N}$ for a given SNR. The intervals where $K = 1, 2, 3$ are optimal are stated in [11, Tab. 1] (please note that their SNR thresholds are 3 dB larger because they assumed an AWGN variance of 2). A very important fact is the optimality of $K = 1$ for SNR $< 3.011$ or rather SNR $< 4.8$ dB (this threshold was originally determined by solving [11, Eq. (45)] numerically). Beyond that, the optimal $K$ increases with SNR [11].

Fig. 5 shows how new circles emerge with increasing SNR. For this numerical evaluation we iterated through a fine grid of increasing SNR values. For each SNR value, all $i_k, q_k$ were optimized according to (18), whereby their preceding values were used as initial values. We added a new smallest circle whenever this addition caused an appreciable rate increase. The associated numerical thresholds have a noticeable effect in the high-SNR regime, because there, parameter fine tuning of the innermost circles only causes rate changes near the floating point accuracy. In detail, we required that a new $K$-th circle must have probability $q_K \geq 0.003 \cdot q_{K-1}$ and must yield a rate increase larger than 100 times the floating-point relative accuracy of Matlab ($2^{-52}$).

Fig. 6 plots $I(y;i)$ versus SNR for different assumptions:

- **The capacity-achieving $K$ and $i_k, q_k$ are used:** At high SNR, the additional circles inside the disk ensure that the transmit signal space is utilized thoroughly. This is achieved by purposefully raising the load resistance $\text{Re}(z) \geq 0$.

- **Only $K = 1$ is used:** This uniform-PSK $i \sim U(C_1)$ at the disk boundary is associated with a purely reactive load ($z = jx$), which is an interesting feature from a circuit perspective. The resulting information rate also constitutes the channel capacity of reactive load modulation. At high SNR, it lacks behind general passive load modulation, because the disk interior is not utilized.

For SNR $< 4.8$ dB the two cases coincide precisely, because then $K = 1$ achieves capacity.

D. Capacity-Achieving Load Impedance Statistics

Herein we characterize the capacity-achieving distribution of the load impedance $z$, which follows from $z = g^{-1}(i)$ together with the statistics of $i$ described in Sec. IV-A.

The circle $C_1$ maps to the imaginary axis $j \mathbb{R} = g^{-1}(C_1)$, i.e. to the set of purely reactive loads. In detail, $i = i_1 + i_3 e^{j\phi}$...
maps to \( z = jx \) with \( x = -\tan(\phi/2) \) and \( \phi \sim U(-\pi, \pi) \). We find that \( x \) has standard Cauchy distribution; the PDF is
\[
f_x(x) = \frac{1}{\pi(1 + x^2)}, \quad x \in \mathbb{R}.
\]
This is a complete description of the capacity-achieving load statistics in the low-SNR case (where \( K = 1 \) is optimal) or when a purely reactive load is enforced for technical reasons. The specific probability density evolution from (19) can also be observed in the high-SNR example in Fig. 4b. The distribution of \( \theta | k \) is determined by (21) and \( \phi \sim U(-\pi, \pi) \).

To draw samples \( Z_L \) from the capacity-achieving distribution, the following simple procedure suffices. Choose a circle \( k \) according to the probabilities \( q_k \) and draw a sample of the angle \( \phi \sim U(-\pi, \pi) \). Compute \( i = i_1 + i_k e^{j \phi} \) and finally \( Z_k = R_T \cdot z \). This way, a capacity-achieving codebook of load impedances \( Z_L \) can be obtained.

E. Upper Bound on the Capacity

The effective constraint \(|i - i_1|^2 \leq i_1^2\) of the peak-power type is obviously stricter than a constraint \( E[|i - i_1|^2] \leq i_1^2\) of the average-power type. This inflicts the upper bound [11]
\[
C < \log_2(1 + \text{SNR}).
\]

Fig. 6 shows that the bound is practically tight at low SNR. Formally however, equality is ruled out by the following argument. By [8, Appendix B.4], equality would require a Gaussian \( i \sim \mathcal{CN}(i_1, i_1^2) \) whose PDF support \( C \not\subseteq \mathcal{D}_i \) however violates the disk constraint (11).

V. Near-Capacity Rates with Finite Alphabets

Most every practical digital modulation uses a finite symbol alphabet instead of a continuous transmit distribution. In our formalism this means that \( i \) is chosen from an alphabet \( i \in \mathcal{I} \), \( \mathcal{I} = \{s_1, \ldots, s_M\} \subset \mathcal{D}_i \), associated with \( z \in \mathcal{Z} \) from a load impedance alphabet \( \mathcal{Z} = g^{-1}(\mathcal{I}) = \{z_1, \ldots, z_M\} \subset \mathcal{H}_z \). This caps the achievable rate at \( \log_2(M) \text{ bpcu} \). The Euclidean symbol distance \( |s_m - s_n| \leq 2i_1 \) is capped by the disk diameter. This maximum is attained by a binary alphabet \( \mathcal{I} = \{0, 2i_1\}, \mathcal{Z} = \{\infty, 0\} \) but also by \( \mathcal{I} = \{i_1(1 + j), i_1(1 - j)\}, \mathcal{Z} = \{-j, +j\} \) or any rotation of such \( \mathcal{I} \) about \( i_1 \).

M-ary phase shift keying (M-PSK) is a more capable alphabet. It uses \( M = 2^M \) symbols at \( s_m = i_1(1 + e^{j 2\pi m/M}) \). As mentioned earlier, this modulation is realized with a purely reactive load circuit. Fig. 7c shows the achievable rate of various PSK schemes. The numerical capacity computation is described in Appendix B. At low SNR, M-PSK with \( M \geq 4 \) yields data rates very close to channel capacity while uniform-PSK (\( M = \infty \)) even achieves capacity.

The high-SNR gap between PSK and channel capacity confirms that purposefully adding load resistance is crucial for achieving very high data rates. We are interested in a rich symbol alphabet that remedies this gap. Inspired by Fig. 4, the capacity-achieving distribution at \( \text{SNR} = 21 \text{ dB} \), we propose the symbol alphabet in Fig. 7a. It uses \( M = 2^8 = 256 \) and a heuristic construction that ensures large pairwise symbol distances. The symbol probabilities are set such that the outer circle is chosen with \( q_1 = 0.36 \) (the high-SNR value from Fig. 5b). The associated rate graph (green dashed) in Fig. 7c indeed demonstrates high-SNR rates very close to channel capacity. The low-SNR gap could be closed by adapting the symbol probabilities \( q_m \) to the SNR (like in adaptive modulation), which is omitted for brevity.

The constellation plot Fig. 7a highlights certain symbols that are unrealizable when the load is subject to certain value-range constraints. This particular evaluation assumes an inductive RFID tag whose coil antenna \( (Z_T = R_T + j \omega L_T) \) is loaded with an impedance \( R + \frac{1}{j \omega C} \), with adaptive \( R, C \in \mathbb{R}_+ \), from the value range \( (1 - \Delta)C_{\text{res}} \leq C \leq (1 + \Delta)C_{\text{res}} \) about the resonance value \( C_{\text{res}} = 1/(\omega^2 L_T) \). It can be shown that this is...
equivalently described by our Sec. II model with $z = r + jx$ and $x = \frac{x_T}{\omega L_T / R_T}$ subject to $\frac{x_T}{\pi^2} x_T \leq x \leq \frac{x_T}{\pi^2} x_T$. Thereby $x_T = X_T / R_T = \omega L_T / R_T$ is the coil Q-factor. In Fig. 7a we assume $\Delta = 0.5$ and $x_T = 15$, which yields 9 out of 256 unrealizable symbols. The resultant loss of achievable rate turns out to be negligible at the considered SNR range (the graph is not shown in Fig. 7c because visually it coincides with the dashed green graph). We conclude that mild value-range constraints do not prohibit near-capacity data rates.

VI. SUMMARY

For the first time this paper stated the channel capacity of load modulation with a freely adaptable passive impedance. The obtained insights on the capacity-achieving transmit distribution and how to approximate it with finite symbol alphabets have important implications for practical high-data-rate backscatter communication systems. This applies even to the ambient backscatter case, under certain identified conditions.

APPENDIX A

CONDITIONS ON MODULATED AMBIENT SIGNALS

The ambient backscatter case requires special care because the voltages $v_{ext}^R$ and $v_{ext}^L$ may exhibit fast time-variations from modulation. In that regard, we require the following conditions: (i) The relevant propagation channels are either subject to block fading or no fading at all. (ii) There is only a single ambient source and it uses digital modulation. (iii) The channel from ambient source to receiver is much stronger than the backscatter channel, i.e. $E[|Z_{RT} i_T|^2] \ll E[|v_{ext}^R|^2]$. (iv) The modulated signal $v_{ext}^R$ can be decoded correctly. (v) There is no interference from other backscatter tags.

We identify the following different cases for which the channel capacity result (18) applies to ABC in some fashion:

1.) The ambient source has much faster symbol rate than the load modulation: Let $L \gg 1$ denote the ratio of symbol rates and assume $L \in \mathbb{N}$. We consider the fast symbol rate with time index $t$. Let $s[t] := \frac{-Z_{RT}}{RT(1+\ell)} v_{ext}^R[t] + u_{NL}[t]$, which is $v$ after compensation of the decoded $v_{ext}^R[t]$. The modulated $v_{ext}^R[t]$ is i.i.d. random and $u_{NL}[t] \sim \mathcal{N}(0, \sigma^2 L)$ while $z[t]$ is constant over length-$L$ blocks. For a specific block we collect the various signals in the vectors $s, v_{ext}^R, v_N \in \mathbb{C}^L$ to write $s = \frac{-Z_{RT}}{RT(1+\ell)} v_{ext}^R + v_N$. We consider maximum-ratio combining $\hat{y} = -u_{NL}s/\sqrt{L}$ at the receiver, whereby $u := v_{ext}^R/\|v_{ext}^R\|$. This results in the relation $\hat{y} = \frac{Z_{RT}}{RT(1+\ell)} \|v_{ext}^R\|/\sqrt{L} + \omega$ with $\omega \sim \mathcal{N}(0, \sigma^2)$. This relation is equivalent to the signal model (6) with the exception that $|v_{ext}^L|$ is replaced by $\|v_{ext}^R\|/\sqrt{L}$. The latter approaches the RMS value of $v_{ext}^R$ for large $L$. Therefore the system behaves as if $v_{ext}^L$ was constant.

2.) The ambient source has much slower symbol rate than the load modulation: The effect on the backscatter system is the same as if $v_{ext}^L$ was unmodulated but subject to block fading. By coding across many such blocks, the information rate $E_{\text{info}}[C]$ can be achieved [8, Sec. 5.4.5]. Thereby $C$ is the complicated expression from (18).

3.) The ambient source is PSK modulated: PSK has a constant envelope, so $v_{ext}^R$ and $v_{ext}^L$ are constant for the duration of a fading block. The phase shifts in $v$ due to $v_{ext}^\ell$ can be compensated with the knowledge from the decoded $v_{ext}^R$. Then the system behaves as if $v_{ext}^L$ was constant.

APPENDIX B

MUTUAL INFORMATION DETAILS

The signal model $y = Z_{RT} i + w$ from (6) exhibits AWGN $w \sim \mathcal{CN}(0, \sigma^2)$ and non-random $Z_{RT}$. The achievable rate is given by the mutual information $I(y; i)$ between output $y$ and input $i$. For a complex-valued AWGN channel [8, (B.47)]

$$I(y; i) = \log_2(1 + \frac{\|v_{ext}^R\|^2}{\sigma^2})$$

and $h(y)$ is the differential entropy of $y$. The PDF $f_y = f_y \ast f_{w}$ is the convolution of the PDF $f_y$ of the receive-side signal $v := Z_{RT} i$ and the PDF $f_w(w) = \frac{1}{\pi \sigma^2} \exp(-|w|^2/\sigma^2)$. With the transmit statistics from Sec. IV-A, $f_i$ and $f_y$ are supported on concentric circles. Then $f_y$ is characterized by noise-convoluted concentric circles. Conditioned on circle $k$, $|y|$ has Rice distribution and $\arg(y)$ uniform distribution. These facts can be used in (24) to derive the result (15) for $I(y; i)$ after lengthy calculation, as detailed in [11].

When $i$ is instead chosen from a finite symbol alphabet $\{s_1, \ldots, s_M\} \subseteq D_i$ with probabilities $p_m$, then $f_y(v) = \sum_{m=1}^M p_m \delta(v - Z_{RT} s_m)$. The convolution with $f_w$ yields $f_y(y) = \sum_{m=1}^M \frac{p_m}{\pi \sigma^2} \exp(-\frac{1}{\sigma^2} |y - Z_{RT} s_m|^2)$. This expression allows to calculate the differential entropy $h(y)$ with numerical integration to then evaluate the mutual information (23).
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