Abstract

There have been growing uses of semantic networks in the past decade, such as leveraging large-scale pre-trained graph knowledge databases for various natural language processing (NLP) tasks in engineering design research. Therefore, the paper provides a survey of the research that has employed semantic networks in the engineering design research community. The survey reveals that engineering design researchers have primarily relied on WordNet, ConceptNet, and other common-sense semantic network databases trained on non-engineering data sources to develop methods or tools for engineering design. Meanwhile, there are emerging efforts to mine large scale technical publication and patent databases to construct engineering-contextualized semantic network databases, e.g., B-Link and TechNet, to support NLP in engineering design. On this basis, we recommend future research directions for the construction and applications of engineering-related semantic networks in engineering design research and practice.
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1 INTRODUCTION

Design knowledge retrieval, representation, and management are considered significant activities in engineering design because design is essentially a knowledge-intensive process (Bertola and Teixeira, 2003; Chandrasegaran et al., 2013). Digital knowledge bases have thereby been growingly employed to support engineering designers in the design process. These knowledge bases are often in the form of semantic networks. A semantic network is an artificial associative network representing knowledge in relation patterns of nodes and links interconnected in a graph structure (Sowa, 1992). Nodes in a semantic network represent specific knowledge pieces, concepts, or ideas (semantic entities), while the links refer to mental connections (semantic relations), which demonstrate how knowledge can be accessed from one another (Boden, 2004). It is shown that design information retrieval based on semantic networks outperforms the conventional keyword-based search (Li and Ramani, 2007).

In the engineering design literature, the most often used open-source, public semantic networks include WordNet (Miller, 1995), ConceptNet (Liu and Singh, 2004; Speer and Havasi, 2012; Speer et al., 2017), YAGO (Suchanek et al., 2007), and NELL (Never-Ending Language Learning) (Carlson et al., 2010; Mitchell et al., 2018). Such semantic networks serve as the knowledge base and digital infrastructure to support computational concept inferences for engineering knowledge discovery, learning, representation, synthesis, or evaluation. However, these semantic networks only involve general knowledge and relations, and were not designed specifically for engineering design. In recent years, there is an emerging interest in constructing new semantic networks based on engineering data sources and applying them as engineering knowledge bases for supporting engineering design knowledge discovery, analysis, representation, learning, and synthesis (Sarica et al., 2020).

The aim of this paper is to explore the current state of academic research and implementation of large-scale semantic networks as knowledge bases for engineering design, and illuminate potential directions for future research. To be more specific, the paper provides an overview of 1) the research that employs semantic networks for language processing in engineering design (what and how semantic networks are used as knowledge bases to provide computational design aids), and 2) the research that constructs engineering semantic networks (data sources and construction methods). On this basis, potential research directions for developing future engineering design semantic networks and their applications are proposed.

2 SEMANTIC NETWORKS AS KNOWLEDGE BASES FOR ENGINEERING DESIGN

Engineering design researchers extensively curated and/or utilized domain-specific and detailed knowledge bases which are not necessarily semantic networks. One important aspect of these knowledge bases is that they directly target a specific task or domain. For instance, Concept Generator (Bryant et al., 2006) is an automated design tool based on an algorithm using the Functional Basis (Otto and Wood, 1997; Hirtz et al., 2002) and employing an online design knowledge repository for producing feasible design concept variants. The design knowledge repository is not a semantic network and contains domain-specific knowledge only. Mukherjea et al. (2005) introduced the BioMedical Patent Semantic Web by annotating patents from the biomedical domain with entities from biomedical ontologies and retrieving relations between entities using a predefined set of patterns.
Some of these knowledge bases supported studies on Design-by-Analogy. Design-by-Analogy to Nature Engine (DANE) (Vattam et al., 2011; Goel et al., 2012) is a knowledge-based computational design tool supporting bio-inspired idea generation. The knowledge base used is a hand-built semantic network based on the SBF (Structure-Behaviour-Function) modelling framework, which contains a limited amount of domain-specific knowledge regarding biological and engineering systems. Analogy Finder, developed by McCaffrey and Spector (2017), could retrieve adaptable analogues from the US patent database for solving problems. The US patent database contains useful technical knowledge from patents but was not in the form of semantic networks. Idea Inspire 4.0 (Siddharth and Chakrabarti, 2018) is an idea generation support tool providing access to biological information in a human-curated knowledge base. The tool enhances its search capabilities for related words of the keyword provided by employing WordNet.

In addition, Georgiev et al. (2017) came up with a computational approach to produce ideas of new scenes by synthesizing existing scenes via thematic relations. A hand-built semantic network knowledge base containing thematic relations to store scenes was employed. Hu et al. (2017) developed an Intelligent Creative Conceptual Design System, which retrieves a domain-specific Function-Behaviour-Structure (FBS) knowledge cell library according to WordNet ontology. InnoGPS, developed by Luo et al. (2019), is a computer-aided design ideation support tool that provides rapid concept retrieval as inspirational stimuli and real-time evaluation of ideas generated. It uses a technology space map as the knowledge base, which is constructed based on patent data. He et al. (2019) constructed a semantic network of concepts based on their co-occurrences in a set of one thousand idea descriptions from an online crowdsourcing campaign via Mechanical Turk for reuse to inspire design ideation. concepTe (Acharya and Chakrabarti, 2020) is a decision-making support tool during the conceptual design stage offering aids in the designer’s familiar domain, of which the knowledge base is grounded in the domain-agnostic SAPPhIRE model ontology.

In recent years, there are increasing applications of publicly available pre-trained large-scale semantic networks as the backend knowledge base for developing methods and tools for design ideation and analysis in the engineering design domain. WordNet (Miller et al., 1995) has been the most popular. For instance, WordTree (Linsey et al., 2012) uses brainstorming sessions and the WordNet’s hierarchical structure to populate a tree structure, in which functional aspects of the design problem are represented with additional verbs to search for analogical solutions. Yoon et al. (2015) proposed a method to discover patents according to their function similarity assessed by leveraging WordNet’s hierarchical structure. Cheong et al. (2017) extracted function knowledge from natural language texts utilizing WordNet and word2vec-based classification methods. Kan and Gero (2018) used WordNet for constructing linkographs to characterize innovative processes in design spaces. Georgiev and Georgiev (2018) developed WordNet-based metrics to measure divergence, polysemy, and creativity of new ideas. Goucher-Lambert and Cagan (2019) used semantic similarity and distance information in WordNet to categorize crowdsourced ideas as stimuli for design ideation. Nomaguchi et al. (2019) evaluated the novelty of function combinations in design ideas based on their semantic similarities in WordNet and a word2vec model trained on Wikipedia. A negative correlation between the human evaluations of novelty and the semantic similarity was reported. Liu et al. (2020) created a concept network by mining concepts from the technical documents related to a specific design problem and associating them via their world-embedding vectors and synset relations in the WordNet.
Other than WordNet, which was collectively built via human efforts, a few other free online knowledge bases have also been employed in design research and methodologies. For example, ConceptNet (Speer et al., 2017) is a large public knowledge graph automatically extracted from Wikipedia, built and maintained at MIT Media Lab. Yuan and Hsieh (2015) presented a tool using ConceptNet to support designers in framing the creation process for insight discovery. The Combinator, developed by Han et al. (2018a), is a creative idea generation support tool based on combinational creativity, which could produce combinational textual and pictorial stimuli. It involves a knowledge base constructed by extracting design keywords from design websites and associating them using the semantic relations in ConceptNet. The Retriever (Han et al., 2018b) employed ConceptNet as its sole knowledge base for supporting designers in creative idea generation via analogical reasoning. Han et al. (2020) also proposed to evaluate new ideas based on the semantic similarity of their elemental concepts using ConceptNet. Chen and Krishnamurthy (2020) proposed an interactive procedure to retrieve words and terms in ConceptNet to inspire designers. Camburn et al. (2019) proposed a set of new metrics for automatic evaluation of the natural language descriptions of a large number of crowdsourced design ideas, and their evaluation was based on the Freebase (Bollacker et al., 2008), another large knowledge database managed by Google.

These engineering design studies generally rely on common-sense knowledge bases, such as WordNet and ConceptNet, or language models not trained specifically for engineering. In fact, the engineers’ perception of technical terms is biased and represented better by knowledge bases specifically trained on technological knowledge (Sarica et al., 2020). The growing uses of such public semantic network databases in the engineering design research and methodological developments have motivated the development of the semantic networks based on engineering data. For instance, Shi et al. (2017) mined and analysed nearly one million engineering papers in a span of 20 years from ScienceDirect to construct a large-scale semantic network, i.e., B-Link. Shi et al. (2017) and Chen et al. (2019) have utilized B-link to retrieve semantic level stimuli, synthesized together with images, to stimulate design ideation.

Sarica et al. (2020) constructed a technology semantic network (i.e., TechNet) consisting of more than 4 million technology-related terms that represent technical concepts in all domains of technology, and their semantic distance by exploiting the complete digitalized USPTO patent database from 1976 to 2017. The utilization of the complete patent database was aimed to ensure TechNet’s comprehensiveness and the balanced coverage of knowledge in all domains of technology. In a benchmark comparison with other existing semantic network databases, including WordNet, ConceptNet, and B-Link, TechNet presented superior performances in term retrieval and inference tasks in the specific context of technology and engineering (Sarica et al., 2020). TechNet has been utilized to augment patent search (Sarica et al., 2019a), technology forecasting (Sarica et al., 2019b), and idea evaluation (Han et al., 2020).

Table 1 summarizes the engineering design studies using semantic networks, highlighting the purpose of the method or tool, the employed semantic network, and the type of knowledge contained.
Table 1. Semantic networks employed as knowledge bases in engineering design research

| Purpose                          | Semantic Network                                                                 | Knowledge Type                                                                 |
|----------------------------------|----------------------------------------------------------------------------------|--------------------------------------------------------------------------------|
| DANE (Vattam et al., 2011; Goel et al., 2012) | Idea generation Hand-built based on SBF (Structure-Behaviour-Function) modelling framework | Domain-specific knowledge                                                      |
| (Yuan and Hsieh, 2015)           | Idea generation ConceptNet                                                        | General knowledge                                                              |
| (Georgiev et al., 2017)          | Idea generation Hand-built extracting thematic relations                          | Domain-specific knowledge                                                      |
| ICCDS (Hu et al., 2017)          | Idea generation WordNet FBS (Function-Behaviour-Structure) knowledge cell library | General knowledge from WordNet, domain-specific knowledge from the FBS knowledge cell library |
| (Cheong et al., 2017)            | Knowledge extraction WordNet and word2vec                                          | General knowledge                                                              |
| Combinator (Han et al., 2018a)   | Idea generation ConceptNet                                                        | General knowledge from ConceptNet, domain-specific knowledge from the Combinator database |
| Idea Inspire 4.0 (Siddharth and Chakrabarti, 2018) | Idea generation WordNet                                                        | General knowledge from WordNet, domain-specific knowledge from the Idea Inspire 4.0 database |
| Retriever (Han et al., 2018b)    | Idea generation ConceptNet                                                        | General knowledge                                                              |
| (Chen et al., 2019)              | Idea generation B-Link                                                            | Technical knowledge from academic papers                                        |
| InnoGPS (Luo et al., 2019)       | Idea generation and evaluation Technology space map                               | Technical knowledge from the total patent database                              |
| concepTe (Acharya and Chakrabarti, 2020) | Decision-making at the conceptual design stage SAPPhIRE model ontology          | Domain-agnostic knowledge                                                      |
| (Chen and Krishnamurthy, 2020)   | Idea generation ConceptNet                                                        | General knowledge                                                              |
| TechNet (Sarica et al., 2019a; Sarica et al., 2019b; Han et al., 2020) | Idea generation, evaluation, prior art search TechNet                            | Technical knowledge from the total patent database                              |

3 CONSTRUCTION OF SEMANTIC NETWORKS

The semantic networks that have been employed in engineering design research were constructed using different statistical approaches (e.g., hand-built, supervised, unsupervised) and based on different data sources (e.g., Wikipedia, Google News, Elsevier publication data, USPTO patent database). Table 2 presents a summary. In general, the construction of semantic networks requires the extraction of the entities from the raw data sources and statistically establishing the semantic relations among entities.
Table 2. The data sources and construction methods of primary semantic networks

| Construction Approach | Data Source | Relations | Engineering Related |
|-----------------------|-------------|-----------|---------------------|
| WordNet (Miller, 1995) | Hand-build | Synonymy, hyponymy, meronymy, troponymy, antonymy | No |
| ConceptNet (Liu and Singh, 2004; Speer and Havasi, 2012; Speer et al., 2017) | Unsupervised | Open Mind Common Sense, DBPedia, Wiktionary, Open Multilingual WordNet, OpenCyc, GWAP Project | 34 types of relations: e.g. RelatedTo, FormOf, IsA, PartOf, HasA, UsedFor | No |
| YAGO (Suchanek et al., 2007) | Partial hand-build and unsupervised | Wikipedia, WordNet | 76 predefined relations | No |
| NELL (Carlson et al., 2010; Mitchell et al., 2018) | Semi-supervised | Web content | 461 different types of relations | No |
| Knowledge Vault (Dong et al., 2014) | Supervised | Web content | 4469 different types of relations | No |
| Pre-trained word2vec (Mikolov et al., 2013) | Unsupervised | Google News | Cosine similarity | No |
| Pre-trained GloVe (Pennington et al., 2014) | Unsupervised | Wikipedia, Gigaword, Common Crawl | Cosine similarity | No |
| B-Link (Shi et al., 2017) | Unsupervised | Academic papers, design blogs | Normalized network distance | Yes |
| TechNet (Sarica et al., 2020) | Unsupervised | Patents | Cosine similarity | Yes |

WordNet (Miller, 1995) is a large-scale lexical database of English constructed by experts through manually retrieving sets of cognitive synonyms and relations such as synonymy, hyponymy, and meronymy. ConceptNet (Liu and Singh, 2004; Speer and Havasi, 2012; Speer et al., 2017) is a knowledge graph built via unsupervised learning. It connects words and phrases retrieved from common-sense resources, including WordNet, Wikipedia, Wiktionary, and games with a purpose, via common-sense relations, e.g., PartOf, UsedFor, and IsA. YAGO (Suchanek et al., 2007) contains general knowledge automatically retrieved from Wikipedia and WordNet to fit a set of manually defined relations. NELL (Carlson et al., 2010; Mitchell et al., 2018) employs an infinite loop analogous to an Expectation-Maximization algorithm for semi-supervised learning of information in web pages. Knowledge Vault (Dong et al., 2014) uses supervised learning to fit probabilistic binary classifiers for fusing distinct data retrieved from web contents. Word2vec (Mikolov et al., 2013) is a popular pre-trained word embedding vector database, using a neural network for deriving the vector representations of words from Google News. GloVe (Pennington et al., 2014) is another popular pre-trained word embedding database that derives relations based on global statistics of co-occurrence counts of words from Wikipedia, Gigaword, and Common Crawl. B-Link (Shi et al., 2017) was
developed using unsupervised learning by applying probability and velocity network analysis to correlate concepts retrieved from academic papers and design blogs. TechNet (Sarica et al., 2020) was derived using NLP techniques to extract terms from massive technical patent texts, as well as recent word embedding algorithms (i.e., word2vec and GloVe) to vectorise the terms and establish the semantic relations in the vector space.

Among these primary semantic networks, only WordNet was created by using a hand-built approach. The construction of hand-built semantic networks, which are often domain-specific and contain a limited amount of knowledge, is usually labour-intensive and time-consuming (Ahmed et al., 2006; Li et al., 2008), such as the SBF-based semantic network used in DANE (Vattam et al., 2011; Goel et al., 2012) and the thematic semantic network used by Georgiev et al. (2017). Knowledge Vault was developed using a supervised and semi-automatic approach that often requires human efforts. Supervised models need to be trained manually on large scale corpora before they could automatically recognise semantic entities and extract semantic relations. However, these models could only recognise the types of relations predefined in the training sets, making supervised learning challenging to construct semantic networks for engineering design that contains diverse engineering relations. By contrast, YAGO, pre-trained word2vec, pre-trained GloVe, B-Link, and TechNet were all constructed using unsupervised approaches to extract semantic relations from texts automatically.

As shown in Table 2, only B-Link and TechNet were trained using engineering related data sources, i.e., academic papers and patents, while the others employed general or common-sense knowledge data sources, e.g., Wikipedia and Google News. In addition to B-Link and TechNet, Li et al. (2005) proposed a partial-unsupervised approach for generating an engineering design domain-specific ontology, which uses basic NLP techniques and semantic analysis to retrieve knowledge from design documents and map them to a pre-structured ontology model. Li et al. (2009) came up with a partial-unsupervised approach to develop engineering ontologies assisted with a semi-automatic acquisition tool, using pre-processed engineering documents, i.e., catalogue descriptions, technical reports, and engineers' notebooks. Lim et al. (2010, 2011), and Liu et al. (2013) presented an unsupervised faceted information search and retrieval framework for creating product family ontology. Glier et al. (2014) developed an unsupervised method to identify text passages for designers by employing a text mining algorithm trained using survey data. Munoz and Tucker (2016) created an unsupervised semantic network of lecture content by indicating the relation between two words based on their sequential appearance within a given context window. However, these studies were not aimed at constructing large-scale comprehensive semantic networks for engineering design and setting up to serve as infrastructure to support prospective engineering design studies actively.

4 PROPOSITIONS FOR FUTURE RESEARCH DIRECTIONS

The most widely employed knowledge bases in engineering design literature are the common-sense semantic networks and lexical databases, such as WordNet and ConceptNet, which have been trained on non-engineering data sources. These common-sense semantic networks do not contain the necessary engineering design knowledge with contextual relations to support engineering design and analysis. Meanwhile, there are emerging efforts in constructing large-scale comprehensive engineering-contextualised semantic networks for engineering design applications by training the networks on technical publication (Shi et al., 2017) and patent databases (Sarica et al., 2020), which contain engineering design knowledge. These semantic networks have been used for supporting
idea generation and evaluation, design information retrieval, augmenting prior art search, and technology forecasting. They can be potentially used as infrastructures to support an extensive range of engineering design applications.

The rapid advancements in NLP may provide new and better means to mine engineering data and learn engineering knowledge for constructing semantic networks in the context of engineering design. Recently, there is a surge of language models that uses deep neural network architectures, unlike word2vec and GloVe, to produce unfixed but context-aware word embeddings, such as ELMo (Peters et al., 2018) by AlienNLP, ULMFiT (Howard and Ruder, 2018) by fast.ai, Generative Pretrained Transformer (GPT, GPT-2, GPT-3) (Radford et al., 2018a; Radford et al., 2018b) by OpenAI, and BERT (Vaswani et al., 2017), XLNet (Yang et al., 2019), ALBERT (Lan et al., 2019) by Google. These models are pre-trained on very large corpora, letting researchers and practitioners fine-tune them with considerably small datasets to achieve downstream tasks, such as domain-specific text classification, named-entity detection, and sentiment detection. These models have resulted in record-breaking performances in various common NLP tasks and can be adopted to enhance the semantic networks and NLP tasks in the context of engineering design.

A critical limitation of large-scale and comprehensive semantic networks (e.g., B-Link and TechNet) is that the relations are one-dimensional. The entities are interconnected with weighted links indicating their semantic similarities. In contrast, domain-specific ontological databases allow drawing specialized and domain-specific qualitative relations among entities (Gero and Kannengiesser, 2014), while they lack generalizability. Knowledge graphs generally pose a trade-off between coverage and specificity (Zaveri et al., 2016) and aim to create a model of the real world by covering knowledge from a wide variety of fields, with continuous expansions of online data and constructions of relatively generalizable links between the entities stored (Paulheim, 2016). These advantages of knowledge graphs provide relational information that could be understood easily by both computers and humans. Besides, supported by language models, the structure of knowledge graphs informs AI tasks, such as knowledge search and discovery, summarization, reasoning, and question answering. Google, Facebook, IBM, e-bay, Netflix, Amazon, and many other companies alike have all developed knowledge graphs to power their machine learning and artificial intelligence engines. Likewise, comprehensive knowledge graphs trained on engineering design data are also expected to inform and augment engineering design.

To summarize, we recommend three future research directions of semantic networks for advancing technical language processing in engineering design, which involves:

- **Research Direction 1**: To extend the use of comprehensive large-scale semantic networks of technological knowledge, such as B-Link (Shi et al., 2017) and TechNet (Sarica et al., 2020), in engineering design.
- **Research Direction 2**: To apply up-to-date data science and NLP techniques, such as transformer-based language modelling architectures (e.g., ELMo, BERT, and GPT) to better capture semantic relations in the context of engineering design.
- **Research Direction 3**: To develop a comprehensive knowledge graph based on engineering knowledge data, which can evolve naturally, by constructing necessary pipelines for managing continuous information flow.
5 CONCLUDING REMARKS

This study contributes to the growing literature on data-driven and NLP-based engineering design analytics. In particular, we advocate using semantic networks trained on engineering data, in contrast to the common-sense semantic networks, for engineering design research and applications, and point to strategic directions for future developments of technology semantic networks. The public pre-trained large-scale technology semantic networks, e.g. TechNet and B-Link, may serve as an infrastructure for a wide range of artificial intelligence applications related to technology and engineering.
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