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Abstract

We conducted a study on a regression spline estimator with a few pre-specified auxiliary variables. For the implementation of the proposed estimators, we adapted a coordinate descent algorithm. This was implemented by considering a structure of the sum of the residuals squared objective function determined by the B-spline and the auxiliary coefficients. We also considered an efficient stepwise knot selection algorithm based on the Bayesian information criterion. This was to adaptively select smoothly functioning estimator data. Numerical studies using both simulated and real data sets were conducted to illustrate the proposed method’s performance. An R software package psav is available.
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1. Introduction

A nonparametric function estimation is a statistical method that aims to estimate a function based on observed data, assuming that the function belongs to an infinite dimensional parameter space. The function estimation methods that are suitable for various types of data are being studied. Renowned methods are the kernel density estimation, local polynomial and spline; see Fan and Gijbels (1996), Efromovich (2008), Green and Silverman (1993) and Tsybakov (2008).

A representative method used for the function estimation is the basis function method. Since it is impossible to estimate the infinite parameters using finite data in a function estimation, a function space and base functions are introduced. The estimated target function is represented by a linear combination of the base functions that spans the appropriate function space. Once the function space and the basis functions are defined, the target function can be expressed by using its predictor variables. Thus, the basis function method allows us to consider the problem of estimating the target function as a result of estimating the regression coefficients. The basis function has the advantage of being able to apply statistical methodologies. These include the least squares, the absolute deviations, and the likelihood problems.

There is a spline basis out of many basis functions that are used for interpolating the data or fitting smooth curves. The spline basis function is defined as a differentiable piecewise polynomial for each given knot interval. The main basis techniques are the B-splines and the truncated power basis splines (De Boor, 1978). The truncated power basis spline has the advantages of possessing...
a simple construction and easily interpreting the parameters in the model. However, the coefficients are correlated in the model, where there are many overlapping intervals. When the predictor is large, the curves of that basis become almost vertical and parallel. Therefore, an incorrect fitting occurs. In contrast, the B-spline basis is more complex than the truncated power basis. The reason for using the B-spline is mainly for computational problems. The B-spline has minimal support (or compact support) that minimizes the amount of the overlap between the spline basis. Therefore, it enables stable calculations (Yee, 2015).

In the basis function methodology, the objective function to be optimized is primarily a convex or concave function. Its domain is a coefficient vector of the bases constituting the estimated function. The coordinate descent algorithm (Wright, 2015) is simple, efficient and useful for optimizing these objective functions. The concept of the algorithm is to optimize the solution of the convex (concave) function minimization (maximization) problem for multi-dimensional vectors. A coefficient update holds the remaining coefficients as constants. It considers the objective function as a one-dimensional function.

Knot selection in the regression spline (PSE) is a significant challenge. The model’s performance is highly influential depending on the location and the number of the knots. The knot selection is the same as the variable selection in a multiple regression. Many research have been conducted on knot selection. Osborn et al. (1998) proposed an algorithm that allows for the efficient calculation of the lasso (Tibshirani, 1996) estimator for a knot selection. Leitenstorfer and Tuz (2007) considered the boosting techniques used to select variables in the knot selection. Garton et al. (2020) proposed a method for selecting the number and location of the knots when the data are Gaussian and non-Gaussian.

The qualitative or categorical factors, such as gender and race, sometimes perform as predictors that are very useful in explaining a regression’s response variables. These qualitative factors are used as predictors in the form of indicators or dummy variables. The dummy variables have a variety of uses, and can always be used whenever the qualitative factors impact a regression relationship (Chatterjee and Hadi, 2015). Tibshirani and Friedman (2020) proposed an extended lasso by adding modifying variables. These include gender, age, and time to response variables and predictors. They allow for the possibility that some or all of the coefficients vary following each category.

In this paper, we present a new statistical learning theory for the modeling and analysis of data. This theory consists of the auxiliary variables besides the response and predictor variables. The proposed model was performed with only one fit, regardless of the number of categories. We allow the coefficients according to the categories of the auxiliary variables to have different values. We express the estimator with a linear combination of the main predictor and the auxiliary term of the B-spline. The coefficient is estimated by applying a coordinate descent algorithm to minimize the residual sum of squares. In regards of the knot selection to reduce the computational cost, an improved stepwise selection is introduced. We consider five types of simulation data to measure the performance of the proposed method and conduct a real-data analysis involving the auxiliary variables.

This paper is organized as follows. In Section 2, we define the B-spline regression estimators including its auxiliary variables. In Section 3, the process of updating the coefficients based on the coordinate descent algorithm and the specific implementation of the knot selection are explained. We validate the performance of our proposed model using the simulations and real data in Section 4. Section 5 summarizes the paper’s conclusions. An R software package psav is available at https://github.com/OJKda/psav-package.
2. Model and estimator

Consider a nonparametric regression model

\[ y_i = f(x_i, z_j) + \varepsilon_i \quad \text{for} \quad i = 1, \ldots, n, \]  

(2.1)

where \( \{x_i\}_{i=1}^n \) belongs to a subinterval of \( \mathbb{R} \), \( \{y_i\}_{i=1}^n \in \mathbb{R} \) are the responses, and \( \{\varepsilon_i\}_{i=1}^n \) are the random errors with a mean of zero and a variance of \( \sigma^2 > 0 \). For the notational convenience, we fix the subinterval as \([0, 1]\) in the remainder of this paper.

In this model, we have the measurements of one or more auxiliary binary variables \( \{z_i\}_{i=1}^n \) for \( z_i = (z_{i1}, \ldots, z_{ik}) \in \mathbb{R}^K \). Here, \( K \) is the auxiliary variable’s number of levels. For example, it may be sex for \( K = 2 \), that are composed of male and female. Thereafter, we allow the possibility that the regression curves are different among males and females. We discuss the spinal bone’s mineral’s densities for the North American adolescents with their sex and ethnicity/race for the auxiliary variables in Section 4.2. The goal is to estimate \( f \) based on the given observations \((x_1, z_{11}, y_1), \ldots, (x_n, z_{nk}, y_n)\).

Let \( B_1, \ldots, B_J \) be the B-spline on the basis functions for a univariate variable of the order \( r \) with the interior knots \( \{\xi_1, \ldots, \xi_L\} \) over \([0, 1]\). This is such that

\[ t_1 \leq \cdots \leq t_r \leq 0 < \xi_1 < \cdots < \xi_L < 1 \leq t_{r+1} \leq \cdots \leq t_{2r}, \]

where \( \{t_i\}_{i=1}^{2r} \) are the boundary knots. A B-spline basis of the order \( r \) spans the linear space of the piecewise polynomials of the degree \( r - 1 \) with continuous derivatives in the order of \( r - 2 \). Since the B-spline basis functions have small supports, it can provide a numerically efficient to others such as the truncated power splines. B-splines are also known to be non-negative and have a sum of one (De Boor, 2001).

For \( u \in [0, 1] \) and the binary vector \( v = (v_1, \ldots, v_K) \) with length \( K \), define

\[ f(u, v; \theta) = \sum_{j=1}^J \beta_j B_j(u) + \sum_{j=1}^J \sum_{k=1}^K \gamma_{jk} v_k B_j(u), \]

where \( \theta = (\beta, \gamma_1, \ldots, \gamma_J) \) is a coefficient vector with \( \beta = (\beta_1, \ldots, \beta_J) \in \mathbb{R}^J \) and \( \gamma_j = (\gamma_{j1}, \ldots, \gamma_{jK}) \in \mathbb{R}^K \) for \( j = 1, \ldots, J \). We note that \( \beta_j \) is a scalar, where as \( \gamma_j \) is a vector of the length of \( K \). Here, \( \beta \) is a coefficient vector that controls the effect of the main predictor value \( u \). \( \gamma_{jk}, j = 1, \ldots, J, \) and \( k = 1, \ldots, K \) are coefficients that affect an interaction of \( u \) and the auxiliary information \( v \).

We consider the following residual sum of squares objective function

\[ R(\theta) = \frac{1}{2n} \sum_{i=1}^n [y_i - f(x_i, z_i; \theta)]^2, \]  

(2.2)

and define

\[ \hat{\theta} = \arg\min_{\theta} R(\theta). \]

Thereafter, the proposed estimator, that we label pliable spline estimator (PSE) is given by

\[ \hat{f} = f(\cdot; \hat{\theta}). \]
3. Implementation

3.1. Coordinate wise update

Since the objective function (2.2) is convex regarding $\theta$, one can adapt a coordinate descent algorithm to compute $\hat{\theta}$. For $j = 1, \ldots, J$, $k = 1, \ldots, K$, we denote a univariate objective function of $\beta_j$ and $\gamma_{jk}$

$$r_j(\beta_j) = R\left(\tilde{\beta}, \tilde{y}_1, \ldots, \tilde{y}_J\right) \quad \text{and} \quad r_{jk}(\gamma_{jk}) = R\left(\tilde{\beta}, \tilde{y}_1, \ldots, \tilde{y}_j, \tilde{\gamma}_{j+1}, \ldots, \tilde{y}_J\right),$$

(3.1)

where $\tilde{\beta}=(\tilde{\beta}_1, \ldots, \tilde{\beta}_J) \in \mathbb{R}^J$ and $\tilde{\gamma}_j=(\tilde{\gamma}_j, \ldots, \tilde{\gamma}_{j+1}) \in \mathbb{R}^K$ are initial vectors for $\beta$ and $\gamma_j$, respectively. Additionally, let

$$\tilde{\beta}^{(k)}=(\tilde{\beta}_1, \ldots, \tilde{\beta}_{j-1}, \tilde{\beta}_j, \tilde{\beta}_{j+1}, \ldots, \tilde{\beta}_J) \quad \text{and} \quad \tilde{\gamma}_j^{(k)}=(\tilde{\gamma}_j, \ldots, \tilde{\gamma}_{j+1}).$$

be the vectors with their initial values substituted for the $j^{th}$ and $j^{th}$ coefficients, respectively. The coordinate-wise update has the form

$$\tilde{\beta}_j \leftarrow \arg\min_{\beta_j \in \mathbb{R}} r_j(\beta_j) \quad \text{and} \quad \tilde{\gamma}_{jk} \leftarrow \arg\min_{\gamma_{jk} \in \mathbb{R}} r_{jk}(\gamma_{jk}).$$

(3.2)

Thus, the algorithm iteratively and coordinately updates the coefficients by the minimum of a univariate objective function (3.1) as in (3.2) until its convergence. The iteration halts when the difference in the current and the updated value of the objective function is less than $\epsilon = 10^{-5}$.

3.2. Minimizing of the univariate objective functions

The solution to the optimization problem is to obtain a quadratic solution to the $\beta_j$. We select a coordinate index $j \in \{1, \ldots, J\}$ and observe

$$r_j(\beta_j) = \frac{1}{2n} \sum_{i=1}^{n} \left(y_{ij} - \beta_j B_j(x_i)\right)^2 = \frac{\sum_{i=1}^{n} B_j^2(x_i)}{2n} \left(\beta_j - \frac{\sum_{i=1}^{n} y_{ij} B_j(x_i)}{\sum_{i=1}^{n} B_j^2(x_i)}\right)^2 + \text{terms independent for } \beta_j,$$

where

$$y_{ij} = y_i - \sum_{l \neq j} \tilde{\beta}_l B_l(x_i) - \sum_{j=1}^{J} \sum_{k=1}^{K} \tilde{\gamma}_{jk} z_{ik} B_j(x_i),$$

is a partial residual. Thus, we update

$$\tilde{\beta}_j \leftarrow \frac{\sum_{i=1}^{n} y_{ij} B_j(x_i)}{\sum_{i=1}^{n} B_j^2(x_i)} \quad \text{for } j = 1, \ldots, J.$$

(3.3)

Similarly, $r_{jk}$ can be expressed as

$$r_{jk}(\gamma_{jk}) = \frac{\sum_{i=1}^{n} \tilde{z}_{ik}^2 B_j^2(x_i)}{2n} \left(\gamma_{jk} - \frac{\sum_{i=1}^{n} y_{ijk} \tilde{z}_{ik} B_j(x_i)}{\sum_{i=1}^{n} \tilde{z}_{ik}^2 B_j^2(x_i)}\right)^2 + \text{terms independent for } \gamma_{jk},$$
where
\[
y_{ijk} = y_i - \sum_{j=1}^{J} \tilde{\beta}_j B_j(x_i) - \sum_{l=1}^{K} \sum_{k=1}^{K} \tilde{\gamma}_{lk} z_{ik} B_l(x_i) - \sum_{m=1}^{K} \sum_{k=1}^{K} \tilde{\gamma}_{jm} z_{im} B_j(x_i).
\]

Ignoring the terms that are independent of \( \gamma_{jk} \), one can update \( \tilde{\gamma}_{jk} \) as
\[
\tilde{\gamma}_{jk} \leftarrow \frac{\sum_{i=1}^{n} y_{ijk} z_{ik} B_j(x_i)}{\sum_{i=1}^{n} z_{ik}^2 B_j^2(x_i)} \quad \text{for} \quad j = 1, \ldots, J, \ k = 1, \ldots, K.
\] (3.4)

In (3.4), We note that the updated formula cannot be defined when the denominator terms become zero. This case may occur when there are no observations with a specific \( k \)th auxiliary variable index in support of the \( j \)th B-spline basis function. However, in this case, since \( r_{jk} \) is mathematically expressed as a constant function regarding \( \gamma_{jk} \), \( \tilde{\gamma}_{jk} \) does not perform a role in the model. Consequently, there is no problem in updating \( \tilde{\gamma}_{jk} \) to any real value. In general, as the number of the knots and the order of the \( r \) of the spline increases, the support decreases. Thus, this phenomenon may occur when processing observations with a high complexity.

### 3.3. Stepwise knot selection

We apply the stepwise selection (Efroymson, 1960) that is a variable selection method used in a multiple regression analysis, for the knot selection. In the multiple regression analyses, when the number of variables is large, a fitting regression model can lead to overfitting. This results in a problem where the variance of the coefficient estimates increase. To solve this problem, a stepwise selection is applied to select an optimal subset from a set of predictors. In an RS, the knot selection results in the same challenge. If the number of the knots is insufficient, the regression model is underfitting, and if there are too many knots, overfitting occurs. Therefore, the knot selection is important as the number of the knots significantly affects the fitted model.

A stepwise selection begins with a model without knots, and then iteratively adds and deletes the knots to the model individually until the best model is found. The Bayesian information criterion (BIC) (Schwarz et al., 1978) is considered as an evaluation criterion when comparing models. The equation is as follows,
\[
BIC = n \log \left( \frac{1}{n} \sum_{i=1}^{n} (y_i - f(x_i, z_i))^2 \right) + p \log(n),
\]
where \( p \) is the number of nonzero \( \tilde{\beta}_j \)'s.

The stepwise selection procedure is provided in Algorithm 1. First, we begin a null model \( M_0 \) without the knots. Thereafter, the algorithm fits all possible models with a single knot based on the \( K \) candidates of the knots sequence and we select \( M_1 \) with the smallest BIC. If \( BIC(M_0) < BIC(M_1) \), the algorithm selects \( M_0 = M_0 \) as the optimal result. Alternatively, we can determine \( \mathcal{A}_2 \) that is the optimal fit over all the possible models with two knots, including the knot we selected in previous step. For the deletion process, we fit all possible models by replacing the oldest knot in \( \mathcal{A}_2 \) with each remaining candidate knot. The reason for excluding the oldest knots in the deletion step is to reduce the computational cost of the algorithm. Thereafter, denote \( \mathcal{D}_2 \) as the smaller BIC among these models. Thus, the proposed stepwise algorithm works iteratively to increase \( k = 2, \ldots, K \) until \( M_{k-1} \) is better than \( \mathcal{A}_k \) or \( \mathcal{D}_k \) in the BIC sense.
Algorithm 1: Stepwise knot selection Algorithm

$M_k$ is a model with $k$ knots for $k = 0, \ldots, K$.  
$A_k$ is a model with one knot added to the $M_{k-1}$.  
$D_k$ is a model with the oldest knot removed and the new knot adds to $A_k$.  
$M_b$ is the best model.

1. Let $M_0$ denote the model without the knots.  
2. Compute $M_1$.  
3. If $BIC(M_0) > BIC(M_1)$ then we go to step 4.  
4. For $k = 2, \ldots, K$:
   (a) Construct $A_k, D_k$.  
   (b) $M_k = \arg\min_{M = (A_k, D_k)} BIC(M)$  
   (c) $BIC(M_{k-1}) > BIC(M_k)$ then go to next loop.  
5. $M_b = M_{k-1}$

3.4. Algorithm details

Algorithm 2 represents the implementation of the proposed algorithm. Given the observed data and some input parameters, first we initialize the coefficient to zero. Thereafter, we compute the initial residual sum of squares, that is $(1/2n) \sum_{i=1}^n y_i^2$. In the implementation, we check the $j,k$ index at which the denominator values become zero before their iterations. These values can be obtained from the observations without the coefficients. Thereafter, the algorithm only updates the active coefficients whose denominator is not zero. It keeps other coefficients at the initial value of zero. This algorithm is an efficient way to reduce the running time by reducing the number of the iterations during the update. For each iteration, we update a single coefficient sequentially in a coordinated manner. If the difference between the previous and updated value of the objective function is less than a small positive quantity, we state that $\epsilon = 10^{-3}$. We then complete the algorithm.

4. Numerical studies

4.1. Simulation

In this section, we illustrate the performance of the proposed method on the simulated examples. We generate predictors as sample size $n$ sequences between $[0, 1]$. $\epsilon_i$ is generated from $N(0, \sigma^2)$ for $i = 1, \ldots, n$. $\sigma$ is determined by signal-to-noise ratio (SNR) (Meier et al., 2009), representing the variance’s ratio of the true function over the $\sigma^2$. The auxiliary variable is implemented as a one-hot encoding. For example, the observed value of the auxiliary variable with two categories is a vector consisting of 1 and 0, such as $(1, 0)$ and $(0, 1)$. If there are four categories, they are expressed as $(1, 0, 0, 0)$, $(0, 1, 0, 0)$, $(0, 0, 1, 0)$, $(0, 0, 0, 1)$.

The four examples are as follows: Examples 1–2 consider a piecewise constant function and a piecewise linear function to set up the exact location of the true knots. The true knots are 0.4, 0.7 in Example 1 and 0.2, 0.45, 0.75 in Example 2. Example 3 is designed as a nonlinear function that
Algorithm 2: Coordinate descent Algorithm (CDA)

**Input:** $X$ : B-spline basis matrix $\in \mathbb{R}^{n \times J}$, 
$Z$ : auxiliary variable matrix $\in \mathbb{R}^{n \times K}$, 
$y$ : response vector $\in \mathbb{R}^n$, 
r : order of B-spline, 
m : maximum number of iterations, 
$\epsilon$ : stopping criterion 

**Initialization:** $\tilde{\beta} \in \mathbb{R}^J$, $\tilde{\gamma}_j \in \mathbb{R}^K$ for $j = 1, \ldots, J$ 
$RSS_{old} = 1/2n \sum_{i=1}^{n} y_i^2$

for iteration $= 1$ to $m$ do 
  for $j = 1$ to $J$ do 
    Update $\tilde{\beta}_j$ by (3.3) 
  end 
  for $(j, k) = (1, 1)$ to $(J, K)$ do 
    Update $\tilde{\gamma}_{jk}$ by (3.4) 
  end 
  Compute $RSS_{new} = R(\tilde{\beta}, \tilde{\gamma}_1, \ldots, \tilde{\gamma}_J)$ 
  if $|RSS_{old} - RSS_{new}| < \epsilon$ then 
    break 
  else 
    $RSS_{old} = RSS_{new}$ 
  end 
end 

**Output:** $\tilde{\beta}, \tilde{\gamma}_1, \ldots, \tilde{\gamma}_J$

may appear in the real data. We evaluated the performance of the proposed model when the number of the auxiliary variable categories increased to four in Example 4. Figure 1 displays the underlying functions of Examples 1-4.

**Example 1.**

\[
f(x, z) = \begin{cases} 
  0.3, & \text{if } 0 \leq x < 0.4 \\
  -0.5, & \text{if } 0.4 \leq x < 0.7 & \text{for } & z = (1, 0) \\
  0.7, & \text{if } 0.7 \leq x \leq 1, \\
  0.6, & \text{if } 0 \leq x < 0.4 \\
  -1, & \text{if } 0.4 \leq x < 0.7 & \text{for } & z = (0, 1) \\
  1.4, & \text{if } 0.7 \leq x \leq 1 
\end{cases}
\]
Example 2. 

\[ f(x, z) = \begin{cases} 
-0.5x + 0.2, & \text{if } 0 \leq x < 0.2 \\
1.6x - 0.22, & \text{if } 0.2 \leq x < 0.45 \\
0.125x + 0.44375, & \text{if } 0.45 \leq x < 0.65 \\
-0.2x + 0.655, & \text{if } 0.65 \leq x \leq 1 
\end{cases} \quad \text{for } z = (1, 0) \\
\begin{cases} 
-0.5x + 0.4, & \text{if } 0 \leq x < 0.2 \\
0.2x + 0.24, & \text{if } 0.2 \leq x < 0.45 \\
-0.75x + 0.6875, & \text{if } 0.45 \leq x < 0.65 \\
2x - 1.1, & \text{if } 0.65 \leq x \leq 1 
\end{cases} \quad \text{for } z = (0, 1) 
\]

Example 3. 

\[ f(x, z) = \begin{cases} 
\sqrt{x} + \cos(7(x-1)) + \sin(3(x-2)) + \cos(14x) + \sin(6(x-2)), & \text{for } z = (1, 0) \\
\sqrt{x} + 2\cos(7(x-1)) + \sin(3(x-2)) + \cos(14x), & \text{for } z = (0, 1) 
\end{cases} 
\]

Example 4. 

\[ f(x, z) = \begin{cases} 
\sqrt{x} + \cos(7(x-1)) + \sin(3(x-2)) + \cos(14x) + \sin(6(x-2)), & \text{for } z = (1, 0, 0, 0) \\
\sqrt{x} + \sin(3(x-2)) + \cos(14x), & \text{for } z = (0, 1, 0, 0) \\
\sqrt{x} + \cos(7(x-1)) + 2\sin(11(x-2)), & \text{for } z = (0, 0, 1, 0) \\
\sqrt{x} + \cos(7(x-1)) + \sin(3(x-2)) + \cos(14x), & \text{for } z = (0, 0, 0, 1) 
\end{cases} 
\]

We compare the proposed method with the regression spline (RS) of Marsh and Cormier (2001), smoothing spline (SS) of Wahba (1990), local regression (LR) of Loader (2006), local polynomial (LP) of Fan and Gijbels (1996), and categorical regression splines (CRS) of Nie and Racine (2012). The RS is obtained by the linear fitting with the B-spline basis function without an auxiliary variable. The SS is a method of applying the smoothing and shrinkage techniques. The LR and LP are generalizations of the moving average and polynomial regression. CRS is computing nonparametric regression splines in the presence of both continuous and categorical predictors. RS, SS and LR are provided in the stats package in R. LP is provided in the KernSmooth package in R (Wand, 2020). CRS is provided in the crs package in R (Racine and Nie, 2021). To reduce the computational burden, we computed all the estimators by using the default settings for each package.

We consider the mean squared error (MSE), mean absolute error (MAE) criterion for the discrepancy measure between the underlying function \( f \), and each function estimator, which are given as follows,

\[
\text{MSE} \left( \hat{f} \right) = \frac{1}{n} \sum_{i=1}^{n} \left( \hat{f}(x_i) - f(x_i) \right)^2 \quad \text{and} \quad \text{MAE} \left( \hat{f} \right) = \frac{1}{n} \sum_{i=1}^{n} \left| \hat{f}(x_i) - f(x_i) \right|.
\]

The PSE was simulated by fixing the number of the initial knots at 50. In addition, the suitable order \( r \) of B-spline basis for each example was assigned. Examples 1–2 sets the order \( r = 1, 2 \), respectively, and Examples 3–4 set the order \( r = 4 \). We assign each sigma corresponding to our fixed SNR and fit the model with an algorithm designed after converting the auxiliary variable into a binary variable. The data were divided according to the number of the categories of the auxiliary variables.
Figure 1: The top left panel indicates the underlying function for Example 1. The true location of the knot was set to 0.4, 0.7. The solid line is a function when $k = 1 (z = (1, 0))$ and the dashed line is a function when $k = 2 (z = (0, 1))$. The top right panel demonstrates the true underlying function for Example 2. The true locations of the knots are 0.2, 0.45, and 0.75. The bottom left panel indicates the underlying function for Example 3. In the top right and bottom left panels, the lines represent the same category as the top left panel. The bottom right panel presents the underlying function for Example 4. The solid line is a function of $k = 1 (z = (1, 0, 0, 0))$, the dashed line is $k = 2 (z = (0, 1, 0, 0))$, the dotted line is $k = 3 (z = (0, 0, 1, 0))$, and the dotdash line is $k = 4 (z = (0, 0, 0, 1))$.

to apply the different methods. In the case of the RS, we consider a model that is a linear fit of the B-spline basis function obtained by the selected knot in the PSE. It must not contain any auxiliary variables.

Tables 1–4 are experimental results of the various scenarios in each of the examples. Sample size $n$ and SNR were fixed to apply four scenarios per table. Considering the four categories, Example 4 is tested by increasing the size of the sample to 500 and 1,000 to ensure that there are sufficient samples for each category.

As described in Tables 1–2, the PSE indicates a better performance than the other methods. Since the PSE can be fitted with the degree 0 or 1, estimators similar to the underlying function are obtained. The RS, that uses the same basis function as the PSE, can be fitted with the degrees 0 and 1. However, the performance is poor because the auxiliary variables are not included in the model. The SS, LR, LP and CRS are fitted with curves, therefore, it is not a good model in Examples 1–2. Since the PSE provided the initial knots as the quantile of the predictor variable, it chooses knots that is adjacent to the true knots. Accordingly, the PSE demonstrates a good performance in Examples 1–2.

In Tables 3–4, the PSE does not delay the other nonlinear function estimation methods. The PSE has a much better performance than the LR and LP and a similar performance to the SS and CRS. Unlike the SS, that forms knots in all inputs and uses the shrinkage method, the PSE can estimate the nonlinear functions with fewer knots through a knot selection. Furthermore, the SS, LR, and LP
Table 1: The average of each criterion (×100) over 100 runs of OUR, RS, SS, LR, LP and CRS for Example 1 with a sample size \( n = 200, 500 \) and a signal-to-noise ratio \( SNR = 5, 15 \), with the standard error in parentheses. The bold text is the smallest criterion in each scenario.

| \( n \) | SNR | Method | MSE (×100) | MAE (×100) | \( n \) | SNR | Method | MSE (×100) | MAE (×100) |
|-------|-----|--------|------------|------------|-------|-----|--------|------------|------------|
| 200   | 5   | PSE    | 2.76(6e-03) | 7.30(2e-03) | 500  | 5   | PSE    | 1.98(6e-04) | 4.82(1e-03) |
|       | RS  | 9.14(6e-04) | 25.48(6e-04) | RS | 8.29(6e-04) | 25.19(3e-04) |
|       | SS  | 4.09(9e-04) | 14.10(2e-03) | SS | 2.44(3e-04) | 10.60(9e-04) |
|       | LR  | 14.16(1e-03) | 26.32(2e-03) | LR | 13.91(8e-04) | 25.77(9e-04) |
|       | LP  | 10.78(5e-03) | 17.61(3e-03) | LP | 5.99(3e-03) | 12.17(2e-03) |
|       | CRS | 7.11(2e-03) | 16.47(3e-03) | CRS | 4.55(7e-04) | 13.66(1e-03) |
| 15    | PSE | 1.84(6e-04) | 4.77(1e-04) | PSE | 1.73(6e-04) | 3.75(7e-04) |
|       | RS  | 8.46(5e-04) | 25.18(6e-04) | RS | 8.29(4e-04) | 25.20(3e-04) |
|       | SS  | 4.09(8e-04) | 14.10(2e-03) | SS | 2.44(3e-04) | 10.60(9e-04) |
|       | LR  | 14.16(1e-03) | 26.32(2e-03) | LR | 13.91(8e-04) | 25.77(9e-04) |
|       | LP  | 10.78(5e-03) | 17.61(3e-03) | LP | 5.99(3e-03) | 12.17(2e-03) |
|       | CRS | 7.11(2e-03) | 16.47(3e-03) | CRS | 4.55(7e-04) | 13.66(1e-03) |

Table 2: The average of each criterion (×100) over 100 runs of OUR, RS, SS, LR, LP and CRS for Example 2 with a sample size \( n = 200, 500 \) and a signal-to-noise ratio \( SNR = 5, 15 \), with the standard error in parentheses. The bold text is the smallest criterion in each scenario.

| \( n \) | SNR | Method | MSE (×100) | MAE (×100) | \( n \) | SNR | Method | MSE (×100) | MAE (×100) |
|-------|-----|--------|------------|------------|-------|-----|--------|------------|------------|
| 200   | 5   | PSE    | 0.05(2e-05) | 1.66(4e-04) | 500  | 5   | PSE    | 0.02(8e-06) | 1.01(2e-04) |
|       | RS  | 1.03(3e-05) | 8.77(2e-04) | RS | 1.03(1e-05) | 8.87(8e-05) |
|       | SS  | 0.05(2e-05) | 1.72(3e-04) | SS | 0.02(7e-06) | 1.14(2e-04) |
|       | LR  | 0.10(2e-05) | 2.38(2e-04) | LR | 0.09(9e-06) | 2.22(1e-04) |
|       | LP  | 0.13(8e-05) | 2.58(6e-04) | LP | 0.05(3e-05) | 1.67(3e-04) |
|       | CRS | 0.06(2e-05) | 1.90(3e-04) | CRS | 0.03(7e-06) | 1.28(2e-04) |
| 15    | PSE | 0.02(7e-06) | 0.97(2e-04) | PSE | 0.01(3e-06) | 0.62(1e-04) |
|       | RS  | 1.00(3e-05) | 8.70(2e-04) | RS | 1.02(1e-05) | 8.86(7e-05) |
|       | SS  | 0.02(5e-06) | 1.07(2e-04) | SS | 0.01(3e-06) | 0.75(1e-04) |
|       | LR  | 0.08(1e-05) | 2.15(2e-04) | LR | 0.08(6e-05) | 2.13(1e-04) |
|       | LP  | 0.09(6e-05) | 2.09(6e-04) | LP | 0.04(2e-05) | 1.39(3e-04) |
|       | CRS | 0.02(7e-06) | 1.23(2e-04) | CRS | 0.01(3e-06) | 0.87(1e-04) |

Table 3: The average of each criterion (×100) over 100 runs of OUR, RS, SS, LR, LP and CRS for Example 3 with a sample size \( n = 200, 500 \) and a signal-to-noise ratio \( SNR = 5, 15 \), with the standard error in parentheses. The bold text is the smallest criterion in each scenario.

| \( n \) | SNR | Method | MSE (×100) | MAE (×100) | \( n \) | SNR | Method | MSE (×100) | MAE (×100) |
|-------|-----|--------|------------|------------|-------|-----|--------|------------|------------|
| 200   | 5   | PSE    | 2.28(7e-04) | 11.67(2e-03) | 500  | 5   | PSE    | 1.13(3e-04) | 8.23(1e-03) |
|       | RS  | 42.96(1e-03) | 57.18(1e-03) | RS | 43.38(7e-04) | 58.38(7e-04) |
|       | SS  | 2.38(8e-04) | 12.08(2e-03) | SS | 1.07(3e-04) | 8.06(1e-03) |
|       | LR  | 21.74(1e-03) | 39.07(1e-03) | LR | 21.70(8e-04) | 39.36(8e-04) |
|       | LP  | 12.26(9e-03) | 25.41(8e-03) | LP | 4.86(4e-03) | 16.32(5e-03) |
|       | CRS | 2.42(8e-04) | 12.00(2e-03) | CRS | 1.05(3e-04) | 7.88(1e-03) |
| 15    | PSE | 0.85(3e-04) | 7.10(1e-03) | PSE | 0.34(7e-04) | 5.89(6e-04) |
|       | RS  | 41.88(1e-03) | 56.89(1e-03) | RS | 42.73(5e-04) | 58.12(6e-04) |
|       | SS  | 0.89(3e-04) | 7.30(1e-03) | SS | 0.42(1e-04) | 5.01(8e-04) |
|       | LR  | 21.21(1e-03) | 38.66(1e-03) | LR | 21.41(7e-04) | 39.19(7e-04) |
|       | LP  | 9.66(7e-03) | 21.49(7e-03) | LP | 4.05(3e-03) | 14.39(5e-03) |
|       | CRS | 0.87(3e-04) | 7.20(1e-03) | CRS | 0.38(1e-04) | 4.67(8e-04) |

require as many models as the number of levels of the auxiliary variables. However, the PSE is an efficient method since it can fit as one model regardless of the number of categories.
Pliable regression splines with an auxiliary variable

Table 4: The average of each criterion (×100) over 100 runs of OUR, RS, SS, LR, LP and CRS for Example 4 with a sample size $n = 500, 1,000$ and a signal-to-noise ratio $SNR = 5, 15$, with the standard error in parentheses. The bold text is the smallest criterion in each scenario.

| $n$  | SNR | Method  | MSE  | MAE  | $n$  | SNR | Method  | MSE  | MAE  |
|------|-----|---------|------|------|------|-----|---------|------|------|
| 500  | 5   | PSE     | 2.40(5e-04) | 11.87(1e-03) | 1000 | 5   | PSE     | 12.4(3e-04) | 8.54(9e-04) |
|      | RS  | 55.76(3e-03) | 58.79(2e-03) |      | RS  | 56.3(2e-03) | 59.17(1e-03) |
|      | SS  | 2.42(5e-04) | 12.06(1e-03) |      | SS  | 1.26(3e-04) | 8.74(1e-03) |
|      | LR  | 23.51(1e-03) | 40.43(9e-04) |      | LR  | 23.71(8e-04) | 40.9(7e-04) |
|      | LP  | 14.54(7e-03) | 27.81(6e-03) |      | LP  | 7.91(3e-03) | 20.5(4e-03) |
|      | CRS | 2.45(6e-04) | 11.92(1e-03) |      | CRS | 1.24(3e-04) | 8.52(1e-03) |

Table 5: The average of each criterion (×100) over 100 runs of OUR, RS, SS, LR, LP and CRS for Example 5 with a sample size $n = 500, 1,000$ and a signal-to-noise ratio $SNR = 5, 15$, with the standard error in parentheses. The bold text is the smallest criterion in each scenario.

| $n$  | SNR | Method  | MSE  | MAE  | $n$  | SNR | Method  | MSE  | MAE  |
|------|-----|---------|------|------|------|-----|---------|------|------|
| 500  | 5   | PSE     | 3.49(8e-04) | 14.17(2e-03) | 1000 | 5   | PSE     | 1.77(4e-04) | 10.14(1e-03) |
|      | RS  | 144.56(8e-03) | 91.51(1e-03) |      | RS  | 145.23(5e-03) | 91.76(2e-03) |
|      | SS  | 3.12(8e-04) | 13.70(2e-03) |      | SS  | 1.66(3e-04) | 9.99(9e-04) |
|      | LR  | 12.57(1e-03) | 26.85(1e-03) |      | LR  | 12.17(2e-04) | 26.3(9e-04) |
|      | LP  | 24.62(1e-02) | 33.32(6e-03) |      | LP  | 12.37(4e-03) | 23.91(4e-03) |
|      | CRS | 3.36(8e-04) | 14.08(2e-03) |      | CRS | 1.75(4e-04) | 10.18(1e-03) |
| 15   | PSE | 0.85(2e-04) | 7.05(9e-04) |      | PSE | 0.44(1e-04) | 5.13(7e-04) |

We consider Example 5 with two auxiliary variables, unlike the examples above. These are set as variables that determine shape and amplitude of the underlying function. The shape variable has two levels, cosine and $x$-axis symmetric cosine. The other one determines the amplitude and consists of three levels. The underlying function is demonstrated in Figure 2 in the form of six curves as a combination of the levels of the two variables.

Table 5 is the experimental results of Example 5 in the same scenario as Table 4. When the sample size $n = 1,000$ and $SNR = 15$, the PSE performs well. In other scenarios, PSE, SS and CRS show similar performance. PSE has advantages that SS does not have, as described above. In CRS, it is cumbersome to set the appropriate option to find the optimal fit. Judging from the results, it can be said that PSE is comparable to other competitive methods for function estimation models.

4.2. Bone mineral density (BMD) data analysis

The BMD’s data was obtained in Bachrach et al. (1999). The data were obtained from the R library of R, where they are saved under the name “bone”. The data is relative to the spinal bone mineral density measurements on 261 North American adolescents. The data consist of 485 observations. Five variables identify the subject (idnum), age, sex, relative spinal bone mineral density (rspnbmd),
Figure 2: The underlying function of Example 5. The left panel has a cosine shape, and the right panel has an $x$-axis symmetric cosine shape. Identical lines on both panels have the same amplitude.

Figure 3: Plot of the scatterplot by the auxiliary variable in the bone mineral data. The left panel is scatterplot when auxiliary variable is sex. The circles and triangles represent males and females, respectively. The right panel is a scatterplot when the auxiliary variable is ethnicity. Circles, quadrangles, triangles and crosses mean White, Hispanic, Asian and Black, respectively.

Figure 4: The plot represents the estimators using the auxiliary variables applied by the PSE. The gray points are the scatterplots of BMD data. The left panel is PSE when sex is used as an auxiliary variables, and the right panel is used as ethnicity. The gray vertical dashed line represents the position of the selected knots.

In the proposed method, we apply the predictors as age, and the responses as rspnbmd. The
two variables are used as the auxiliary variables. In one case, a sex variable with two categories (male and female) and in the second case an ethnicity variable with four categories (Asian, Black, Hispanic, White) are applied. Finally, we contemplate a model that contains both variables being eight categories. We consider cubic splines in all cases with order $r = 4$.

Figure 3 displays the scatterplots when the auxiliary variable is “sex” and “ethnic”, respectively. On the left panel, the data are divided into males and females, it is indicated that females aged 10 to 15 years are growing at an age when bone density levels are relatively faster than that of males. The right panel is divided by race, which is difficult to distinguish.

Figure 4 indicates the shape of the estimator when the auxiliary variables are used. When the auxiliary variable is “sex” (left), it can be stated that in the adolescent phase (between the ages of 10 and 13 years), females tend to increase their BMD relatively earlier than that of their male counterparts. When the auxiliary variable is “race” (right), it displays that Asians have a relatively higher BMD in
their adolescent phase (between the ages of 10 and 13 years) as compared to that of other races. White and Hispanic adolescents demonstrate similar trends. Figure 5 is an estimator by the combined sex and ethnicity. The Male & Black curve is flattened, with no soaring sections as compared to the other categories. Additionally, the Female & Asian curve demonstrates that Asian women have a higher BMD at a young age than other races.

5. Conclusion

In this article, we have developed a nonparametric regression function estimation method using the B-splines if there are auxiliary variables, in addition to the predictor variable. We devised a coordinate-wise update scheme to efficiently optimize the objective function. It was confirmed that the optimal knots of the spline function were adaptively selected by the proposed stepwise algorithm. The performance of the proposed estimator has been depicted with the simulated and real data analysis.

The results of this paper are expected to provide a foundation for further studies. They can be generalized and extended in several manners.

First, one may consider the nonparametric quantile regression function estimator. Switching from the sum of the residuals squared objective function to the absolute deviation loss function allows the coordinate-descent-based algorithms to obtain a specified \( \tau \)'s quantile. This will occur instead of the mean for \( \tau \in [0, 1] \) (Jhong and Koo, 2019).

Second, it is expected that the regularization method can be applied with the addition of an appropriate penalty term for the knot selection. As a suitable penalty term, there is the total variation of the \((r - 1)\)-th derivative of the spline function with the order \( r \). Furthermore, there are the penalization methodologies, using the \( \ell_1 \) or \( \ell_2 \) norm of this total variation (Jhong et al., 2017; Meyer, 2012; Mannen et al., 1997). It appears to be an interesting topic that adds a penalty term for the selection of the auxiliary variables, and the knots.
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