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Abstract
Recent success in scaling deep reinforcement algorithms (DRL) to complex problems has been driven by well-designed extrinsic rewards, which limits their applicability to many real-world tasks where rewards are naturally extremely sparse. One solution to this problem is to introduce human guidance to drive the agent’s learning. Although low-level demonstrations is a promising approach, it was shown that such guidance may be difficult for experts to demonstrate since some tasks require a large amount of high-quality demonstrations. In this work, we explore human guidance in the form of high-level preferences between sub-goals, leading to drastic reductions in both human effort and cost of exploration. We design a novel hierarchical reinforcement learning method that introduces non-expert human preferences at the high-level, and curiosity to drastically speed up the convergence of subpolicies to reach any sub-goals. We further propose a strategy based on curiosity to automatically discover sub-goals. We evaluate the proposed method on 2D navigation tasks, robotic control tasks, and image-based video games (Atari 2600), which have high-dimensional observations, sparse rewards, and complex state dynamics. The experimental results show that the proposed method can learn significantly faster than traditional hierarchical RL methods and drastically reduces the amount of human effort required over standard imitation learning approaches.
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1 Introduction
In reinforcement learning (RL), the objective of the agent is set by an extrinsic reward function. However, such reward functions are often poorly-defined, sparse, or delayed, which may severely limit the applicability of reinforcement learning methods. Moreover, RL algorithms often require a large number of interactions to reach decent performance, which can be intractable in real-world settings. A strategy to escape these pitfalls is hierarchically reinforcement learning (HRL)\textsuperscript{[50]} that decomposes the overall task into easier short-term sub-tasks. However, it may be slow to learn subpolicies and it remains challenging to order subpolicies in the absence of dense task rewards. Besides, HRL usually requires to manually define a set of sub-goals.

Another successful class of methods for dealing with such problems is imitation learning (IL)\textsuperscript{[43]} in which the agent learns by observing and possibly querying an expert\textsuperscript{[14]}. Nevertheless, these approaches are not directly applicable to behaviors that are difficult for humans to demonstrate such as robot control or temporally-extended tasks, and assume that the human demonstrator has some familiarity with the task. A solution is to leverage other types of human guidance such as “preferences”\textsuperscript{[16]} or “weak feedback”\textsuperscript{[66]}. These types of human guidance were shown to be easier to demonstrate for humans and reduce the amount of human involvement. For instance, preference-based learning has been applied to game-playing as well as robot control\textsuperscript{[16, 28]}. However, we argue that providing low-level preferences between pairs of trajectory segments may be an inefficient way of soliciting humans, and could be expensive and/or subject to error. A different paradigm provides an intrinsic exploration bonus (i.e. curiosity) to the agent. For example, count-based exploration\textsuperscript{[51]} keeps visit counts for states and favors the exploration of states rarely visited. Curiosity can also be measured as the error in predicting the consequences of the agent’s actions on the environment\textsuperscript{[42]}, a prediction task where the problem is a deterministic function of its inputs\textsuperscript{[9, 13]}, or explicitly promote in-depth exploration\textsuperscript{[10]}. Prior work
have demonstrated that curiosity is a sufficient exploration signal to improve control and execution in agents (e.g., learning to reach a sub-goal in HRL), however, learning a task from scratch can still require a prohibitively time-consuming amount of exploration of the state-action space in order to find a good policy. Namely, reasoning and planning based on common sense priors [24] is beyond the reach of agents trained with no prior assumptions about the domain. In order to expand the availability of DRL, it is necessary to combine the strengths of both of these techniques. In other words, human preferences is a good source of guidance for high-level decision-making such as planning/ reasoning, while curiosity is a good source of endogenous motivation for exploring the consequences of low-level actions on the environment (control and execution), like how to pass an obstacle or whether to interact with a particular object.

In this paper, we propose a hierarchical reinforcement learning algorithm. At a high-level, a meta-controller policy is trained to select sub-goals given (non-expert) human high-level preferences between pairs of sub-goals as a feedback signal, leading to dramatic reductions in both human workload and degree of familiarity necessary to provide feedback. Besides, human preferences provide prior assumptions about the domain to the agent, avoiding learning from scratch and enabling common sense reasoning. We decide how to query preferences based on an approximation to the confidence in the action selection. At a low-level, we introduce curiosity to drive the learning of subpolicies (i.e. low-level control and execution). Such an approach is motivated by learning in animals, they utilize all possible intermediate learning signals (e.g. curiosity, preferences) to solve challenging tasks. We further introduce a strategy to automatically discover sub-goals that relies on the agent’s curiosity, alleviating the need for an expert to define sub-goals. As an intuition, we found that manually created sub-goals are generally associated with large spikes in the curiosity, which indicate meaningful events. This strategy promotes active cooperation between levels of the policy by communicating potential novel meaningful sub-goals throughout the training process. Our experiments take place in three domains: 2D navigation tasks in Minigrid, robotics tasks in the physics simulator MuJoCo, and Atari games in the Arcade Learning Environment (ALE). We show that a small amount of feedback from a non-expert human suffices to rapidly learn both standard RL tasks and novel hard-to-specify behaviors such as playing Montezuma’s Revenge or dexterous manipulation with robotic arms, notorious for their extremely sparse rewards and complexity.

The key contributions of this article are as follows:

- We present a two-level hierarchical algorithm that introduces human high-level preferences between pairs of sub-goals at the high-level to drastically reduce human workload, while being more intuitive for humans and enabling non-expert feedback.
- We introduce a technique to actively request very few preferences - in states where the agent’s confidence is low.
- We propose to use curiosity at the low-level to drive exploration and reduce the amount of interactions to learn subpolicies (i.e. low-level policies). Next, we derive a method to automatically discover sub-goals through the idea of curiosity-driven sub-goal discovery.

2 Background

Our method builds on top of reinforcement learning and hierarchical learning. We briefly introduce them in this section.

2.1 Reinforcement learning

Reinforcement learning [52] consists of an agent learning a policy $\pi$ by interacting with an environment. At each time-step the agent receives an observation $s_t$ and chooses an action $a_t$. The agent gets a feedback from the environment called reward, $r_t$. Given this reward and the current observation, the agent can update its policy to improve the future expected rewards. Given a discount factor $\gamma$, the future discounted rewards, called return $R_t$, is defined as $R_t = \sum_{t'=t}^{T} \gamma^{t'-t}r_{t'}$, where $T$ is the time-step at which the epoch terminates. The agent learns to select the action with the maximum return $R_t$ achievable for a given observation $s_t$ [53]. We can define the action value $Q^\pi(s, a)$ at a time $t$ as the expected reward for selecting an action $a$ for a given state $s_t$ and following a policy $\pi$. $Q(s, a) = E[R_t | s_t = s, a]$. The policy being learned is called the target policy, and the policy used to generate exploration behavior is called the behavior policy.

2.2 Hierarchical learning

In this paper, we consider a hierarchical RL agent with a two-level hierarchy (Fig. 1). The meta-controller policy (also called master policy or high-level policy) chooses a sub-goal that a low-level policy tries to reach. For instance, a sub-goal could be “reach the door” and the corresponding subpolicy “go left” $\rightarrow$ “jump” $\rightarrow$ “go down” $\rightarrow$ “use key”. Each sub-goal corresponds to one subpolicy that can be executed by the low-level component. We denote a sub-goal as $g \in G$ and a low-level action is denoted by $a \in A$. The high-level policy iteratively selects a sub-goal $g$ which is then executed by the corresponding subpolicy until completion or failure. To choose this sub-goal, the
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high-level policy takes as input the current state $s \in S$. This problem can be formalized as simultaneously learning the high-level policy $\mu : S \rightarrow G$ and a set of low-level policies $\pi_g : S \rightarrow A$. Low-level policies receive a positive reward when the sub-goal being pursued is achieved. On the other hand, the meta-controller receives an extrinsic reward provided by the environment, which indicates whether the agent is improving at solving the overall task.

3 Related work

Methods for providing external supervision largely divide into two categories: imitation learning and learning from interactive human feedback. We briefly introduce these techniques in this section. Next, we discuss other sample-efficient hierarchical reinforcement learning methods and curiosity-driven learning.

3.1 Imitation learning

DQfD [25] pre-trains a Q-learning agent on the expert demonstration data. This idea was extended to handle continuous action spaces such as in robotic tasks [58], as well as to actor-critic architectures [67]. In order to allow the agent to outperform the expert, a recent follow-up [39] introduces an expert loss in DDPG [35] and proposes to filter suboptimal demonstrations based on the Q-values. To reduce the amount of necessary demonstrations, a solution is to represent a policy as a set of Gaussian mixture models [14] and select needed demonstrations based on the model’s uncertainty. In this work, we introduce a simple strategy to model the agent’s confidence that relies on dropout. One advantage of using dropout is that it allows the predictor network to “smooth out” much of the noise in the data, making the preference policy more robust to noise in the demonstration data. Besides, this technique is particularly effective in the low-data regime to improve generalization of demonstrated preferences. In a different spirit, AlphaGo [49] trains a policy network to classify positions according to expert moves. A way of dealing with sparse rewards consists in introducing a curious replay mechanism and demonstrations [69]. In recent years, an emerging strategy combines generative adversarial networks and reinforcement learning (GAIL) [26]. However, GAIL was shown to suffer from the drift prediction error and instability during training. Another method [19] constructs a goal-conditioned policy to visit similar states as the expert. A different form of imitation learning is inverse reinforcement learning (IRL) [40] that uses demonstrated trajectories to extract a reward function. IRL has been applied to several domains including navigation [4, 68], and autonomous flight [1]. However, in many cases it is impractical to demonstrate long-term tasks and IRL algorithms assume that the observed behavior is optimal. Overall, it is not clear how to scale imitation learning to much more complex behaviors that are difficult to collect. Another limitation is how to learn when the agent’s goal deviates from the demonstrated trajectories. This work differs by leveraging high-level guidance - human preferences between pairs of sub-goals, alleviating the need to collect low-level trajectories (e.g. demonstrations) while drastically reducing human effort.

3.2 Interactive human feedback

Most methods that focus on learning from interactive human feedback [16, 28, 37, 63, 64] query the human to drive learning. Especially, it is possible to query trajectory preferences [16], which can be combined with fixed demonstrations [28]. In contrast, the depicted method introduces the idea of high-level preferences, and combines human feedback with curiosity that yields better-than-expert performance by guiding the agent in the quest of knowledge beyond the expert’s knowledge. Besides, our approach builds upon hierarchical learning and introduces a novel technique to decide how to query. Another example, TAMER [62], trains the policy from feedback in high-dimensional state spaces. The learner may also receive feedback in the form of sequences of actions planned by a teacher [11]. Some authors [48] consider multiple demonstrators performing different tasks and the agent must actively select which one to request for advice. Another solution [45] is to block unsafe actions by training a module from expert feedback. However, it requires the expert to identify all unsafe situations by watching an agent play. We argue that a constant supervision seems impractical, so our work lets the agent identify querying opportunities so that the expert is not required to constantly monitor the agent. To deal with the problem of query selection, it is possible to select sufficiently different unqueried data [27]. In this work, we only request high-level feedback to the supervisor in states where the agent is unsure and struggles.
Moreover, the proposed form of human guidance does not necessarily require the human trainer to be an expert at performing the task since the proposed form of guidance only requires the human to judge outcomes. We further use the structure of the task and introduce curiosity to drive the agent’s exploration of sub-tasks for which human feedback is not necessary, further reducing human effort.

### 3.3 Hierarchical reinforcement learning

One common strategy to solve temporally extended and/or complex tasks is to exploit the hierarchical structure of the task [54]. Several approaches assumed a set of pre-specified options - a temporally extended sequence of low-level actions, and planning / learning only occurs at the higher level [22, 54]. While earlier works used pre-specified options, a paper proposes a framework capable of learning both the options and the termination conditions of options [5]. Feudal learning is a multi-level hierarchical model where communication is made between managers and workers through goals and rewards [59]. However, it is tailored to a specific kind of problem. MAXQ is a hierarchical learning algorithm in which the hierarchy of a task is obtained by decomposing the Q-value of a state-action pair into the sum of two components. Contrary to options, the MAXQ framework introduces a real hierarchical decomposition of the task and it facilitates the reuse of sub-policies [18]. In recent years, to address efficiency, HIRO proposes to use off-policy experience for both higher and lower-level training [38]. This algorithm was then extended to jointly learn a hierarchy of policies. They make use of goal-conditioned policies that use the state space as the mechanism for breaking down a task into subtasks [34]. In this work, we propose to discover sub-goals based on the agent’s curiosity. In addition, we address the problem of sample efficiency by introducing human feedback to massively accelerate the learning of high-level policies, and curiosity at the low level.

### 3.4 Sample-efficient hierarchical reinforcement learning

As mentioned above, many tasks are hierarchically structured, which entails that they can be decomposed and gradually solved. In order to improve sample efficiency, several work aim to introduce external or internal supervision. A closely related hierarchical RL work to ours is the approach named hg-Dagger [33] in which the agent can request high-level and low-level demonstrations, and a signal to indicate if the high-level sub-goal was chosen correctly. At each level, the learning task becomes a typical imitation learning problem. In this work, we primarily focus on preferences to enable non-expert feedback and expand the possible applications of HRL, including in tasks with behaviors difficult to demonstrate. Moreover, we overcome the need for expert-engineered sub-goals by introducing a method to automatically discover sub-goals during exploration. Humans can also provide policy sketches that are high-level sub-task labels [2]. A forward model has also been used as a measure of novelty to improve sample efficiency in actor-critic HRL [44]. Integrating temporal abstraction and intrinsic motivation has also been applied to game-playing [31]. That is, they use a two-level hierarchical model where the top-level function learns a policy over intrinsic goals, and the low-level learns a policy over atomic actions. On the other hand, our method is driven by a Random Network Distillation [13] error that gradually downmodulates states that become progressively familiar across the agent’s learning, escaping from the known “Noisy-TV” issue inherent in curiosity (see Section 3.6). Furthermore, while curiosity is a powerful source of endogenous motivation for low-level control, we found human guidance to be much more effective for high-level control, such as planning. Thus, we propose a framework that can integrate human guidance and curiosity at different levels to leverage the strengths of both learning signals.

### 3.5 Self-generating goals

Developing machine learning systems that are capable to explore efficiently by self-generating goals is critical to solve complex tasks [32]. One strategy is to train a generative model and then sample increasingly difficult goals from the model [21]. Another approach relies on the learning process at different instants in order to select new goals [6]. It is also possible to sample goals from a goal space that has been learned by the agent [32]. This goal space represents the set of possible outcomes that can be produced by the agent. As mentioned earlier, our method works in the state space (e.g., images) in order to allow a human demonstrator to provide feedback. The idea of skill discovery is also closely related to this field of research. In DIAYN [20], a skill is a latent-conditioned policy that dictates the states that the agent visits. They propose to discover skills by maximizing an information theoretic objective using a maximum entropy policy. In this work, goals are particular states that are selected based on the agent’s novelty progress. Our method is easy to implement and allows the discovery of new goals throughout the training process, which may be seen as a form of implicit curriculum.

### 3.6 Curiosity-driven exploration

Inspired by curious behavior in animals - observing something novel or surprising could be rewarded with a
bonus, the use of intrinsic motivation has been developed to promote agents to learn about their environments even when extrinsic feedback is rarely provided. A line of work is to keep visit counts for states to favor exploration of rarely visited states \([7, 36, 51]\). To enable count-based exploration in continuous state spaces, a solution \([41]\) is to train an observation density model to supply counts. Another strategy \([55]\) is to map states to hash codes and count state visitations with a hash table. In this setting, the counts are used as exploration bonus to guide exploration.

A famous algorithm, ICM \([42]\), relies on predicting environment dynamics using an inverse or forward dynamic model. That is, they train a predictor for the embedding of the next observation, and reward the agent if the reality is significantly different from the prediction. However, one major issue of prior work that measure the inability of the agent to predict the future is the “Noisy-TV” issue \([13, 46]\). Agents tend to get attracted to transitions where the answer to the prediction problem is a stochastic function of the inputs, for instance, a noisy TV in the environment that displays new images in an unpredictable order. This is a source of stochasticity that causes every next state to be unpredictable. To deal with this issue, RND proposes an alternative solution to this undesirable stochasticity by defining an exploration reward using a prediction problem where the answer is a deterministic function of its inputs \([13]\). Please note that they do not consider a truly random TV, but instead a TV where the images keep changing in a random fashion. Since the prediction is deterministic for each state, after visiting enough states coming from stochastic regions of the environment, the prediction error will decrease in such regions. On the other hand, other work will continuously try to find a connection between the agent’s action and the resulting state.

### 4 Method

The challenges of injecting expert feedback into DRL are two folds. First, in many cases it is impractical to use human policy as guidance because some of these tasks are too challenging for even humans to perform well. Second, providing low-level feedback can be time-consuming and significantly increase human workload.

The framework of hierarchical learning from human preferences (HhP) provides us a mechanism to mitigate these problems (Fig. 2). Our approach introduces (non-expert) human high-level feedback into hierarchical reinforcement learning via preferences over sub-goals. This provides a significant speedup in learning while requiring less human effort. Although a number of algorithms could in principle be used to learn the low-level subpolicies, they often require to manually engineer sub-goals and rely on large amounts of interactions. In contrast, our formulation introduces curiosity to enable self-discovery of sub-goals and speed up the learning of subpolicies.

In the following section, we first describe high-level components of our method and then low-level components.

#### 4.1 High-level preferences

In this section, we describe high-level components of our algorithm. When learning from demonstrated trajectories, the policy is trained to clone a human (expert) demonstrator on the task. Nevertheless, to provide meaningful demonstrations, the demonstrator has to have some knowledge and familiarity with the current task. As a result, learning from direct demonstrations of trajectories or high-level actions (i.e. sub-goals) is significantly more costly than requesting human (non-expert) preferences, which only uses the ability to judge outcomes. Moreover, rather than relying on trajectory preferences (i.e. low-level preferences) we propose to query high-level preferences, decreasing the amount of feedback required by several orders of magnitude.

To this end, we assume a set of sub-goals \(G\) and access to a supervisor that can provide preferences over sub-goals. Our method maintains a meta-controller (also called high-level policy) \(\mu : \mathcal{S} \rightarrow G\) and a predictor network that estimates a reward function from the annotator’s preferences \(\hat{p} : \mathcal{S} \times G \rightarrow \mathbb{R}\), each parametrized by deep neural networks. Our predictor network takes a state and a sub-goal as input and outputs an estimate of the corresponding reward. In
our settings, preferences are collected while the agent is training, during the experiment.

In detail, our algorithm works as follows (see Algorithm 1). For each selected sub-goal \( g \) by the meta-controller \( \mu \) (line 11), the sub-policy \( \pi_g \) selects and executes low-level actions until some termination condition is met (lines 15-21). Along with the pseudo reward (line 17), the agent receives an intrinsic reward (line 18). Upon termination of the sub-goal, another sub-goal is selected and the process continues until the end of the episode, where the involvement of the demonstrator begins. The expert is requested preferences (line 26) for the sub-goals where the predictor's confidence is low (line 25). The preferences are used to train the predictor network (line 27). Then, the agent inspects the last state trajectory and selects new goals based on its novelty-progress (line 29). Finally, the meta-controller is trained given preferences of the predictor network and extrinsic returns (lines 30-34). This process continues until the task is mastered. In the following section we describe the key components of our method: (1) training the predictor network to fit the high-level preferences collected from human so far, (2) optimizing the meta-controller, and (3) selecting new queries.

**Algorithm 1 Hierarchical learning from human preferences (HhP).**

1: Given:
   - replay buffer \( R_H \), preference buffer \( R \), low-level data buffers \( D_g \), and RND buffer \( \Omega \)
   - meta-controller policy \( \mu \), predictor network \( \hat{p} \), subpolicies \( \pi_g \), and RND model
   - predicates \( \text{done}(s, g) \), \( \text{terminal}(s, g) \), \( \text{alpha} \), and \( t_{qry} \)
2: Initialize \( \mu, \hat{p}, \) RND model
3: Initialize \( R_H = \{\} \), \( R = \{\} \), and \( D_g = \{\} \), \( \Omega = \{\} \)
4: Initialize set of sub-goals \( G = \{\} \)
5: Add a random sub-goal to \( G \) and initialize the corresponding subpolicy \( \pi_g \)
6: for \( m = 0, \ldots, M \) episodes do
   7:    Receive initial state \( s_t \) from the environment, \( s_t \leftarrow s_0 \)
   8:    \( \psi_H = \{\} \)
   9:    repeat
   10:       \( \psi_L = \{\} \)
   11:       Select a sub-goal \( g \leftarrow \mu(s_t) \)
   12:       Calculate preference bonus \( b_t \leftarrow \hat{p}(s_t, g|\theta^*) \)
   13:       Append \( (s_t, g, b_t) \) to \( \psi_H \)
   14:       repeat
   15:          Get action \( a_t \leftarrow \pi_g(s_t) \)
   16:          Execute \( a_t \) and observe next state \( s_{t+1} \)
   17:          Compute pseudo-reward \( r_{t,x}^g \) and intrinsic reward \( r_t^i \)
   18:          Compute the total reward \( r_t = r_t^{x,g} + \alpha \cdot r_t^i \)
   19:          Append \( (s_t, a_t, s_{t+1}, g, r_t) \) to \( \psi_L \) and \( D_g \)
   20:       Update \( \pi_g \): a (stochastic) gradient descent step on a minibatch from \( D_g \)
   21:       \( s_{t+1} \leftarrow s_{t+1} \)
   22:    until \( \text{terminal}(s_t, g) \)
23: until end of episode
24: Calculate return for each sub-goal in \( \psi_H \)
25: Evaluate confidence for tuples in \( \psi_H \)
26: Query preference for low-confidence tuples and store preferences in \( R \) \( \triangleright \) Threshold \( t_{ qry } \)
27: Update \( \hat{p} \) on minibatches from \( R \) \( \triangleright \) If a query was produced
28: Add \( \psi_H \) to \( R_H \)
29: Inspect \( \psi_L \) to select new sub-goals and add them to \( G \) \( \triangleright \) Uses models in \( \Omega \)
30: for \( j = 0, \ldots, N_{opt} - 1 \) do
31:    Sample a minibatch \( B \) from \( R_H \)
32:    Normalize the preference bonus contained in \( B \)
33:    Calculate rewards \( r^f \)
34:    Update meta-controller \( \mu \leftarrow \text{TRAIN}(\mu, B, r^f) \)
35: Update the RND model and potentially replace models in \( \Omega \)
4.1.1 Training the predictor network

Our model maintains a predictor network \( \hat{p} \) that mimics human high-level preferences. It takes as input the current state \( s_t \) and the sub-goal \( g \) recommended by the meta-controller, and outputs a reward that “criticizes” the meta-controller’s recommendation, \( b_t \in \mathbb{R} \).

In order to train the predictor model, the human overseer is given a visualization of a state \( s \) and a pair of two sub-goals \( (g_1, g_2) \), in the form of images. The human then indicates which sub-goal is favoured, that the two sub-goals are equally good, or that the overseer is unable to compare the two sub-goals. We record tuples \( (s, g_1, g_2, v) \) in a database \( \mathcal{R} \), where \( s \) is a state, \( g_1 \) and \( g_2 \) are two distinct sub-goals, and \( v \) is the score given by the demonstrator. Write \( g_1 \succ g_2 \) to indicate that the human preferred sub-goal \( g_1 \) to sub-goal \( g_2 \), and \( g_1 \not\succ g_2 \) to indicate that the two sub-goals are equally good. In our implementation we use labels for encoding preferences (i.e. score \( v \)): \([1, 0, 0]\) denotes \( g_1 \succ g_2 \), \([0, 1, 0]\) denotes \( g_2 \succ g_1 \), and \([0, 0, 1]\) denotes \( g_1 \not\succ g_2 \).

Assuming the data-set \( \mathcal{R} \) of tuples, \( \mathcal{R} = \{(s, g_1, g_2, v), \ldots\} \), we train the predictor network \( \hat{p} \) to minimize the cross-entropy loss, \( \mathcal{L} \), between these predictions and the actual judgment labels. Since we discard tuples that are incomparable, the loss function can be written as follows:

\[
\mathcal{L}(\hat{p}, \theta^*, \mathcal{R}) = -\frac{1}{|\mathcal{R}|} \sum_{(s, g_1, g_2, v) \in \mathcal{R}} \log(P[g_1 \succ g_2])v_0 + \log(P[g_2 \succ g_1])v_1
\]

(1)

where \( \theta^* \) is the set of parameters of the predictor network, \( v_0 \) corresponds to the \( i \)th element of one-hot encoded label of the sample \((s, g_1, g_2)\), \((g_1, g_2)\) is a pair of sub-goals, and \( P \) is the probability of preferring a sub-goal. We calculate this probability via:

\[
P[g_1 \succ g_2] = \frac{e^{\hat{p}(s, g_1|\theta^*)}}{e^{\hat{p}(s, g_1|\theta^*)} + e^{\hat{p}(s, g_2|\theta^*)}}
\]

(2)

Therefore, the overall loss can be re-written as:

\[
\mathcal{L}(\hat{p}, \theta^*, \mathcal{R}) = -\frac{1}{|\mathcal{R}|} \sum_{(s, g_1, g_2, v) \in \mathcal{R}} \log\left(\frac{e^{\hat{p}(s, g_1|\theta^*)}}{(e^{\hat{p}(s, g_1|\theta^*)} + e^{\hat{p}(s, g_2|\theta^*)})}\right)v_0 + \log\left(\frac{e^{\hat{p}(s, g_2|\theta^*)}}{(e^{\hat{p}(s, g_2|\theta^*)} + e^{\hat{p}(s, g_1|\theta^*)})}\right)v_1
\]

This loss function is a specialization of the Bradley-Terry model [29] for estimating score functions from pairwise preferences. Similarly to the low-level preference model [16], we resort to indirect training of this model via preferences expressed by the teacher. However, here, rather than working on low-level segment trajectories, our method operates on sub-goals, making the training much less reliant on large amounts of preferences to be accurate and more intuitive for the overseer while being computationally more efficient.

Besides, it has several advantages. 1) It is more natural and faster for a human to compare a pair of sub-goals that coming with an optimal sub-goal. 2) When a new sub-goal is added to memory, it only requires to compare the new sub-goal with current best sub-goals. 3) Humans with partial knowledge about the task (i.e. non-experts) can provide feedback signal since they can provide information about pairs of sub-goals. That is, if an expert has poor knowledge about one pair of sub-goals, it can still provide information about other pairs of sub-goals. On the other hand, in standard imitation learning, the human demonstrator has to have some good familiarity with the task in order to select the next optimal sub-goal or action. As a result, we found that a non-expert can provide valuable feedback that can be used to expand the possible applications of deep reinforcement learning agents.

4.1.2 Optimizing the meta-controller

We can train the meta-controller \( \mu \) based on high-level preference elicitation provided by the predictor network. At time-step \( t \), the meta-controller network receives the current state \( s_t \) and recommends the next sub-goal \( g \). In this paper, we consider that, along with the extrinsic reward, the meta-controller also receives a preference bonus \( b_t \) that rewards the meta-controller for agreeing with human preferences. Please note that since the reward function \( b_t \) is often non-stationary, it is useful to normalize the rewards so that the action-value function can learn quickly [12]. We normalize the preference reward by dividing it by a running estimate of the standard deviations of the preference returns \( \mathcal{R}_p \), \( \hat{\mu}(s_t, g|\theta^*) = \frac{b_t}{\sigma(\mathcal{R}_p)} \). Thus, the reward \( r_t^e \) that receives the meta-controller for selecting the sub-goal \( g \) in a state \( s_t \) is the following:

\[
r_t^e = \beta \cdot R_e + (1-\beta) \cdot \left( \frac{b_t}{\sigma(\mathcal{R}_p)} \right) = \beta \cdot R_e + (1-\beta) \cdot \hat{\mu}(s_t, g|\theta^*)
\]

(3)

where \( R_e \) is the extrinsic return obtained by selecting the sub-goal \( g \) and then following the subpolicy \( \pi_g \). \( \beta \) is a hyperparameter to weight the importance of the preference bonus, and \( \hat{\mu}(s, g|\theta^*) \) is the normalized reward calculated by the predictor network. Please note that this formulation accounts for the possibility that human preferences can be suboptimal. Rather than always selecting the preference-based sub-goal, we provide a bonus to the meta-controller. This enables the meta-controller to correct possible human mistakes based on interactions with the environment and
discover alternative options that are unknown to the demonstrator.

### 4.1.3 Selecting queries

One common solution to decide how to query preferences relies on ensemble-based uncertainty estimates, as done by Christiano et al. (2017) [16]. However, such an approach tends to be computationally expensive [28]. Moreover, we found this strategy less accurate when operating in the low data regime (with very few preferences), as in our work.

Therefore, we introduce a different approach to decide how to query preferences based on the predictor’s confidence. This prompts the predictor to query preferences only for sub-goals that are found with a low degree of confidence. The predictor network’s confidence can be modeled using a Bayesian approximation of Gaussian process [23]. Therefore, we introduce a dropout layer before every weight layer of our predictor network. After each episode, to estimate predictive confidence \( c(s, g) \) of a tuple \((s, g)\), we collect the results of stochastic forward passes through the predictor network and then measure the variance in the prediction:

\[
c(s, g) = \mathbb{E}_{d_j \sim D}[\hat{p}^{d_j}(s, g|\theta^*) - p]^2
\]

where \( \hat{p}^{d_j}(s, g|\theta^*) \) represents the model’s prediction with dropout mask \( d_j \), \( D \) is a set of dropout masks, and \( p \) is the predictive posterior mean, \( p = \mathbb{E}_{d_j \sim D}[\hat{p}^{d_j}(s, g|\theta)] \).

Since the forward passes can be done concurrently, the method results in a running time identical to that of standard dropout. We can expect the variance of unknown and far-away tuples to be larger than known tuples. Furthermore, using a large number of dropout masks makes this approach much more accurate than training an ensemble of models, while preventing overfitting of recorded preferences.

A score above a threshold \( t_{qry} \) results in a query; however, one remaining question is the choice of the sub-goal \( g_2 \) that will be sent to be compared to \( g \). \( g_2 \) is chosen as the second-most likely sub-goal to be selected by the meta-controller in the state \( s \). The intuition behind this strategy is that rather than comparing \( g \) to all the other sub-goals, we can leverage the knowledge of the meta-controller about similar situations to reduce the search space. In other words, even though the meta-controller has a low confidence, it can still discard very unlikely sub-goals and assign higher probabilities to sub-goals similar to the ones encountered before. After a query \((s, g, g_2)\), the resulting feedback is added to the buffer \( R \). Then, we finetune the predictor network on \( R \).

### 4.2 Combining low-level policies with curiosity

At the low-level, we train subpolicies \( \pi_s \) where \( g \) is the sub-goal pursued by the subpolicy. In particular we can use any standard off-policy reinforcement learning algorithm like DDPG where each learner accumulates its own experience. Similarly to prior work on hierarchical reinforcement learning [31, 33], we assume access to a `terminal(s,g)` function that indicates the termination of the sub-task and a `done(s,g)` function that indicates a failure or success of the goal being pursued. Hence, we can derive a pseudo-reward function \( r^{e,g} \). The subpolicies are trained to maximize this expected pseudo-reward, defined as follows:

\[
r^{e,g} = \begin{cases} 
1 & \text{if done}(s,g) \\
-1 & \text{if terminal}(s,g) \land \neg \text{done}(s,g) \\
0 & \text{otherwise}
\end{cases}
\]

However, this pseudo-reward function \( r^{e,g} \) may be very sparse depending on the time-horizon of the sub-task. This will become pressing when attempting to scale this method to practical tasks where the number of steps to reach the sub-goal being pursued can be large or the sub-task be very challenging. In this paper, we extend the formulation of the pseudo-reward to tackle sparse reward sub-tasks, drastically reducing the number of interactions to learn subpolicies.

To this end, we propose to make use of a curiosity-based intrinsic reward, \( r^i \). This bonus is summed up with the sub-task reward (i.e. pseudo-reward), making rewards dense and more suitable for learning, without the need for handcrafting a reward function for each sub-goal.

Overall, at every time step \( t \), \( \pi_s \) receives the following reward:

\[
r_t = r_t^{e,g} + \alpha \cdot r_t^i
\]

where \( \alpha \) is a hyperparameter of our method to weight reward components, \( r^{e,g} \) is the pseudo-reward, and \( r^i \) is the intrinsic reward. In all our experiments, we use Random Network Distillation (RND) [13] as formulation of curiosity, which consists of two neural networks. A fixed network takes an observation to an embedding \( f : S \rightarrow \mathbb{R}^k \) and a reconstructor network that aims to predict the output of \( f \) on the current observation, \( \hat{f} : S \rightarrow \mathbb{R}^k \). Please note that only the reconstructor network is trained by gradient descent to minimize the prediction distance with \( f \). The intrinsic reward \( r^i \) is calculated via:

\[
r_t^i = ||\hat{f}(s_{t+1}) - f(s_{t+1})||^2
\]

An important “trick” that we found is to use a global estimator of curiosity rather than an estimator for each subpolicy. Intuitively, the agent does not need to revisit states that have already been visited by other subpolicies. Furthermore, using a global curiosity estimator ensures that only relevant parts of the state space are collected by the
agent. That is, the agent collects experience that has never been explored (or potentially not fully explored) by other subpolicies and that are relevant for reaching the goal being pursued, $g$.

### 4.2.1 Curiosity-driven sub-goal discovery

Rather than relying on manually created sub-goals as done in most prior work, we introduce Curiosity-Driven Sub-goal Discovery (CSD) to automatically discover sub-goals with a minimal computational overhead. Intuitively, it has been shown that spikes in the intrinsic curiosity mostly correspond to meaningful events [10, 13]. For instance, in Montezuma’s Revenge, large spikes correspond to events such as passing an obstacle, picking an object, interacting with a torch, or using a ladder. Therefore, we can hypothesize that some of the states where curiosity spikes can be considered as potential sub-goals. Moreover, we would like to emphasize that irrelevant sub-goals will be discarded (i.e. not selected) by the high-level policy.

The proposed method works as follows. We consider $\Omega$ a set of $M$ prior novelty models (e.g. RND [13]). To fill $\Omega$, every $T$ time steps we substitute the oldest model in memory with the current model. By doing so, we can measure the novelty progress at different time-scales. Novelty-progress $\rho(s_t)$ in a state $s_t$ can now be estimated by measuring the average distance between the current model and previous models at different time-scales:

$$
\rho(s_t) = \frac{1}{|\Omega|} \sum_{\theta_{old} \in \Omega} \left[ ||\hat{f}(s_{t+1}|\theta) - f(s_{t+1}|\theta)||^2 
- ||\hat{f}(s_{t+1}|\theta_{old}) - f(s_{t+1}|\theta_{old})||^2 \right]
$$

where $||\hat{f}(s_{t+1}|\cdot) - f(s_{t+1}|\cdot)||^2$ is the novelty estimation parametrized by a set of trainable parameters $\theta$ (current model) or $\theta_{old}$ (prior model). Please note that our method adds states as sub-goals only if they have been visited several times (i.e. regularly visited). This eliminates states that initially have a high novelty but that will be considered less significant by the agent as it explores and gains knowledge about the task. In contrast, task-relevant states are by nature frequently visited. After the novelty progress score computation, a new sub-goal with a score in the lowest 5-percentile is added to memory if the similarity with any other sub-goals is smaller than a similarity threshold $b_{similarity}$. This check is necessary for the following reason: the threshold $b_{similarity}$ induces a discretization in the sub-goal space, which enables to store “distinct enough” sub-goals.

### 5 Experiments

In this section, we first describe implementation details and the tasks to be completed by the agent. Then, we answer the following questions:

- Is HhP robust to noisy human preferences?
- Is HhP robust to non-expert preferences?
- What is the impact of using a synthetic oracle?
- Is automatic sub-goal discovery an efficient way to design sub-goals?
- How much do preferences and curiosity help?
- What is the impact of the query budget on the performance?
- What is the impact of the number of experts on the performance?

Finally, we conduct experiments in multiple tasks from the Minigrid environment, MuJoCo suite, and Atari benchmark suite (Fig. 3).

#### 5.1 Implementation details

In this section, we refer to our algorithm as hierarchical human preferences (HhP). In all the experiments, the observations are given in the form of images. The RGB images are converted to 84×84 grayscale images. The input given to the policy networks (high-level and low-level) consists of the current observation concatenated with

![Fig. 3 Frames from door & key, fetch push, and montezuma’s revenge (MR)](image)
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the previous three frames. The data buffers contain the most recently encountered tuples. Once their capacity is reached, we substitute the oldest element in memory with the current element. Note that the number of subpolicies is not capped. Empirically, capping the number of subpolicies leads to a deterioration in the overall performance as the agent tends to forget prior skills. When we add a new sub-goal to the set of sub-goals, we randomly initialize the corresponding subpolicy. We use DDQN with prioritized experience replay (Minigrid and Atari; with prioritization exponent \( \alpha = 0.6 \) and importance sampling exponent \( \beta = 0.4 \)) or DDPG (MuJoCo) at the low level and high level of our algorithm, and RND with similar hyperparameters as in the original implementation [13]. The target network used in Q-learning is updated every 2000 steps.

In order to select the hyperparameters used for the tasks, we ran a grid search with the ranges shown in Section 5.2. We also ran grid searches over the learning rate \( \in [0.0001, 0.0005, 0.001, 0.005] \), the number of hidden units \( \in [128, 256] \), the query threshold \( t_{qry} \in [0.20, 0.26, 0.42, 0.60] \), the number of dropouts \( \in [500, 1000] \), and \( p \in [0.05, 0.1, 0.2] \). We did not tune other hyperparameters. As the Minigrid and Mujoco environments are procedurally generated we performed tuning on the validation set, disjoint with the training set. For Atari games, the validation set and training set use different seeds that were randomly chosen (i.e. without any seed tuning). When tuning, we consider the mean final reward of 10 training runs with the same set of hyperparameters as the objective.

We employ the following neural network architectures and settings:

- At the high-level, the predictor network uses a siamese architecture [65] with two branches (one for the state and one for the goal), each branch consists in a sequence of three convolutional layers with \( (32, 64, 64) \) filters each, stride: \( 4, 2, 1 \), kernel size of: \( 8 \times 8, 4 \times 4, 3 \times 3 \), and padding 1. We apply a rectifier non-linearity after each convolutional layer. The outputs of the last convolutional layers are concatenated and passed to a sequence of two fully connected layers of size 256. The last layer uses a sigmoid activation. After each episode, if the agent made at least one query to the demonstrator, we perform 4 epochs of training on the preference buffer, \( R \). Note that the preference buffer has a capacity equal to the query budget.

- The meta-controller uses a similar architecture, but the dimension of its last layer is the number of subpolicies. It uses a softmax activation to predict the next sub-goal. In our implementations, each goal has a unique ID \([0,...,|G|]\) that is assigned after a new goal is selected by the agent. Please note that the input of the predictor network is not the ID of the goal but the goal itself (i.e. an image). Training is carried after each episode and we use \( N_{opt} = 4 \) for training the meta-controller. The size of the replay buffer \( R_D \) is 500K.

- The sub-policies consist in a sequence of three convolutional layers with \( (32, 64, 64) \) filters each, stride: \( 4, 2, 1 \), kernel size of: \( 8 \times 8, 4 \times 4, 3 \times 3 \), and padding 1. We apply a rectifier non-linearity after each convolutional layer. The outputs of the last convolutional layers are concatenated and passed to a series of one fully connected layer of size 256. The output size is the number of actions. The low-level buffers have a capacity of 50K.

For all networks, training is carried out with a fixed learning rate of \( 10^{-3} \) using the Adam optimizer [30], with a batch size of 128. The frequency update \( T \) of the prior model buffer, \( \Omega \), is set to 15,000, and we found \( M = 4 \) to be sufficient. For Minigrid tasks, we use \( t_{qry} = 0.26 \). For Atari games and Mujoco tasks, we set \( t_{qry} = 0.42 \). We set the coefficient of rewards \( \beta = 0.7 \) and \( \alpha = 0.5 \). In MuJoCo we set the query budget to 750 and 3000 in Atari games. The query budget is the total number of tuples \( (s, g_1, g_2) \) that are requested to the expert throughout the training process. Once the budget is exhausted, the agent cannot make additional queries. In Minigrid, we report results for different query budgets, between 50 and 200. We set \( b_{similarity} = 0.5 \). We estimate the sum of discounted preference rewards using a discount factor of 0.99 on rollouts of length 64. \( \sigma(R_p) \) (3) is defined as the running average of the standard deviations of these discounted preference rewards. We use the original terminal functions provided by the environments. To detect the correct termination/attainment of a sub-goal in Atari games, we use a similar strategy as done in hg-Dagger [33]. They count the number of pixels inside of a prespecified box (i.e. around the agent) that has changed in value. In detail, a sub-goal completion is detected if at least 20% of pixels in the landmark’s detector box change. For Minigrid tasks, we directly compare the sub-goal and current state. For Fetch tasks, a sub-goal completion is detected if the Euclidean distance to the goal is less or equal to 0.05. In all our experiments, predictor confidence is estimated based on 500 dropout masks with \( p = 0.1 \). We embrace the single-scale SSIM metric [60] for measuring the similarity between sub-goals, which compares corresponding pixels and their neighborhoods in two images with three metrics: luminance,
contrast, and structure. We found this metric to perform better than the standard Euclidean distance when working in environments with complex visual patterns or small details.

Preferences In our experiments, feedback is provided by humans (3 annotators) who are being asked to compare pairs of sub-goals. They were recruited among friends and colleagues. They had no special expertise about the tasks, however, before providing feedback to the AI, demonstrators were asked to test the task for 1 hour to get a sense of how it works. Each sub-goal is represented by an image, which allows the demonstrator to quickly compare sub-goals. The human then indicates which sub-goal is favored, that the two sub-goals are equally good, or that the demonstrator is unable to compare the two sub-goals. The human demonstrator had to reply within 5 seconds. Tasks were randomly assigned to the demonstrators and they could not communicate together, which entails that there was no agreement between them. We also run experiments (see Section 5.2.3) using a synthetic oracle whose preferences are generated based on the extrinsic rewards. The synthetic oracle consists of a neural network that estimates the average return (with no discount factor) of a sub-goal. That is, it takes as input a pair of state and sub-goal, and outputs the average return (based on the agent’s experience) obtained by an agent starting in this state and aiming to reach this sub-goal. The preferred sub-goal is then the sub-goal with the highest estimated return. In practice (see Section 5.2.3), the reward function provides enough information to the synthetic oracle for selecting accurate preferences.

Environments We conduct experiments on several sparse reward environments:

- Minigrid: In Minigrid [15], the world is a partially observable grid. Each tile in the grid contains nothing or one object: ball, box, door, wall, or key. An observation consists of the visible cells surrounding the agent. The agent can choose among seven possible actions: turn left, turn right, move forward, pick up an object, drop the object being carried, open a door, and complete the task. The agent will remain in the same state if the action is not legal. For instance, if there is no key in front of the agent, the agent will remain in the same state when trying to pick up an object. The Door & Key task consists of two rooms connected by a door. The agent has to pick up the key in order to unlock the door and then get to the goal. In KeyCorridor, the task is similar to Door & Key but there are multiple rooms and multiple doors. In detail, the agent has to pick up the key, use the key to open the locked door, and pick up the ball. In Multiroom, the agent has to open a series of doors to reach the final goal. In ObstrMaze, the doors are locked, the keys are hidden in boxes and doors are obstructed by balls. Solving such sparse tasks is challenging since the object locations are randomized and the agent only receives a positive reward +1 when it reaches the final goal. These tasks also require sequential decision making (e.g. saving the key to open a distant door) to reach the final goal.

- MuJoCo: In the MuJoCo environment, the agent controls a 7-DoF Sawyer arm which is simulated using the MuJoCo physic engine [57]. A state of the system is represented by an RGB image. The goals are randomly sampled by the environment. They describe the desired position of the object (a box or a puck depending on the task) with some fixed tolerance. The agent receives a positive reward +1 after reaching the goal being pursued, 0 otherwise. Action space is 4-dimensional and continuous. Three dimensions specify the desired relative gripper position at the next step. Another dimension specifies the desired distance between the 2 fingers, which are position controlled. The end-effector (EE) is constrained to a 2-dimensional rectangle. We consider four Fetch tasks where the agent controls the robotic arm: (1) Fetch Reach, (2) Fetch Push, (3) Fetch Pick & Place, and (4) Fetch Slide. In Fetch Reach, the agent aims to move the effector to reach a goal as quickly as possible. In Fetch Push, a box is placed on a board in front of the robot and the goal is to move it to the target location on the board. In Fetch Fetch Pick & Place, the agent needs to grab a box and move it to a target location in the air. In Fetch Slide, the robot aims to hit a puck placed on a slippery table so that it reaches a target position located outside the robot’s reach.

- Atari: We conduct experiments in the Arcade Learning Environment [8], including: Montezuma’s Revenge, Private Eye, Gravitar, Pitfall, Seaquest, and Solaris. These are hard exploration games that might also contain deceptive rewards such as in Pitfall. In these games, the agent has to navigate in complex environments, explore labyrinths, avoid enemies, pass obstacles, and/or collect objects. In Montezuma’s Revenge the player explores rooms filled with enemies, obstacles, traps, in an underground labyrinth. In Private Eye, the agent is a private investigator who is driving a car that can move around and jump vertically or over obstacles. The environment can be seen as a labyrinth as it consists of multiple roads located in a city or in the woods. The objective of the game is to capture thieves that sit behind the windows of buildings. In Gravitar, the agent controls a small blue spacecraft. The gravity plays an important role in this game as the ship will be pulled slowly to the bottom of the screen. The agent receives rewards for destroying bunkers. In Pitfall,
order to recover 32 treasures, the player must maneuver through numerous hazards, including pits, quicksands, and rolling logs. In Seaquest, the agent must shoot enemies to survive. In Solaris, the agent must attempt to keep its fuel consumption low and navigate into hostile battlegroups. Each battlegroup has at least one enemy, which shoots out fuel-sapping drones.

### 5.2 Ablation study

We have conducted ablation studies on some Atari games to investigate: (1) the robustness to imperfect preferences, (2) the robustness to non-expert preferences, (3) the impact of using a synthetic oracle, (4) the impact of the sub-goal discovery strategy, (5) the impact of the components on the performance, (6) the impact of the query budget on the performance, and (7) the impact of the number of experts on the performance.

#### 5.2.1 Robustness to imperfect preferences

In the above experiments, we assume perfect preferences (i.e. the demonstrator always provides optimal feedback). However, the teacher might select not the best preferences or even lack knowledge about a sub-goal. We study how our agent performs when imperfect preferences are generated by the human teacher. In order to generate imperfect preferences, we randomly provide a non-optimal preference with a probability \( \varphi \in \{0.05, 0.1, 0.2\} \). We report in Table 1 (lines 1-3) the performance of our framework. We observe that HhP can still achieve acceptable performance. For instance, on Montezuma’s Revenge, scores obtained by our method remain close to the best scores. Even though the proposed method performs slightly worse in the imperfect setting, it still improves performance as compared to the prior methods. A reason is that the agent can leverage high-level preferences of similar sub-goals and learn from interactions to correct mistakes made by humans.

The experimental results demonstrate that our method is reasonably robust to noise in the preferences, and hence a non-expert teacher can provide a feedback signal to the agent.

#### 5.2.2 Preferences from a non-expert

In addition to the set of experiments where the agents are trained with imperfect preferences (see Section 5.2.1), we run experiments with a non-expert human. It aims to quantitatively establish how good performs our method when preferences are generated by a non-expert. We only explained the controls of the game to the player and did not elaborate on the specific game mechanics. As shown in Table 2, our method can still perform reasonably well when preferences are generated by a non-expert human. A possible explanation of this result is that the agent can correct possible human mistakes based on its interactions with the environment. In addition, the proposed form of human guidance allows the demonstrator to label tuples as *unable to compare*, which entails that some sub-optimal labels are naturally discarded.

After carrying these experiments, we further asked the non-expert demonstrator to provide optimal actions and preferences for 500 randomly selected tuples \((s, g_1, g_2)\). In other words, the demonstrator had to select the best possible action to take in a state \(s\) as well as judge the best sub-goal to select in the same state. Note that for both forms of human guidance, the demonstrator could decide that he is unable to return a label. First, we show how many labels are discarded for both forms of guidance (Table 2 lines 3-4). We then report the frequency of disagreement between the expert and non-expert when feedback is provided (lines 5-6). In all the six games, the non-expert is able to provide more preferences than low-level actions. One possible reason is that less familiarity about the task is necessary to generate high-level knowledge than low-level knowledge. The results also show a much larger frequency of disagreement for

### Table 1

| Method          | Maximum Mean Score (at convergence) | Success rate |
|-----------------|-------------------------------------|--------------|
|                 | Montezuma’s Revenge | Private Eye | Gravitar | Pitfall | KeyCorridorS4R3 | Pick & Place |
| HhP / \( \varphi = 0.05 \) | 18,657±1,168 | 66,145±1,609 | 2,941±963 | 992±205 | 0.90±0.04 | 0.94±0.04 |
| HhP / \( \varphi = 0.1 \)  | 16,569±1,453 | 63,693±2,272 | 2,836±1,231 | 759±301 | 0.84±0.07 | 0.79±0.07 |
| HhP / \( \varphi = 0.2 \)  | 15,028±1,625 | 58,304±2,263 | 2,564±1,456 | 704±416 | 0.77±0.12 | 0.76±0.09 |
| HhP / random    | 12,698±2,865 | 49,217±6,580 | 2,547±687 | 576±220 | 0.65±0.11 | 0.39±0.14 |
| HhP / CSD       | 19,914±979  | 68,874±1,265 | 3,100±714 | 1,288±169 | 0.91±0.02 | 0.97±0.03 |

Averages over 10 runs are shown after 100M steps (Atari), 5M steps (KeyCorridorS4R3), and 1.5M steps (Fetch Pick & Place).
actions than preferences. We found that it is generally more intuitive for a human to judge outcomes than controlling the agent. We conclude that our method tends to be more intuitive and easier to demonstrate for a non-expert than standard demonstrations.

5.2.3 Synthetic oracle for preference elicitation

The majority of the experiments use a human for labeling. We also run experiments with a synthetic oracle. This experiment aims to quantitatively establish how good is our method when preferences are generated by the agent itself. With synthetic labels, poor performance can stem from two causes: (1) failure of the oracle to capture a good estimation of value function, resulting in bad preferences, or (2) conservative exploration behaviors. Table 3 summarizes the overall performance of each setup. In most tasks, performance is similar, but in Montezuma’s Revenge and Pitfall, human preferences are clearly better. This is due to the very long time-horizon of these tasks, which makes the estimation of the value function difficult. Overall, it shows that our method can be generally trained using synthetic labels.

5.2.4 Impact of the sub-goal discovery strategy

To see the potential benefits of using an automatic sub-goal creation strategy, we explore the performance of HhP with sub-goals created using the following strategies: randomly discovered, and automatically discovered (CSD) (Table 1, line 4-5). Note that in complex and temporally-extended tasks like Atari games, manually creating all sub-goals is deemed infeasible. During late training, the agents trained with CSD always reached higher performance. It validates that our strategy can discover a diverse range of sub-goals that cover key events of the task. On the other hand, randomly selecting sub-goals deteriorates the performance. Nevertheless, even with randomly discovered sub-goals, the meta-controller and the teacher can still discard irrelevant sub-goals and select meaningful sub-goals, keeping the performance in an acceptable range. However, the final performance of HhP trained with randomly discovered sub-goals is capped since the agent cannot keep learning once all the meaningful sub-goals are mastered.

To further validate the depicted strategy, we show the sub-goals discovered in the first room of Montezuma’s Revenge and compare it against the optimal sub-goals.

| Method        | Maximum Mean Score (at convergence) |
|---------------|-------------------------------------|
|               | Montezuma’s Revenge | Private Eye | Gravitar | Pitfall | Seaquest | Solaris |
| HhP (synthetic) | 13,125 ± 1,612   | 46,601 ± 6,459 | 2,947 ± 830 | 611 ± 154 | 14,286 ± 1,029 | 3,804 ± 524 |
| HhP (human)    | 19,914 ± 979     | 68,874 ± 8,265 | 3,100 ± 714 | 1,288 ± 169 | 17,143 ± 1,231 | 3,996 ± 511 |

We report the results of our method achieved over total 100M timesteps of training, averaged over 10 seeds.
created by an expert [33]. For simplicity, we report in Fig. 4 the location of the agent for each sub-goal. We can see that the automatically discovered sub-goals are very similar with manually created sub-goals. For instance the sub-goal pick a key was found by both strategies. A noticeable difference is that our strategy found a larger number of sub-goals compared to experts. Thus, this experiment validates that CSD can be used as a robust alternative to manually created sub-goals.

5.2.5 Impact of the components on the performance

In order to measure how much do high-level preferences and curiosity help, we compare the following experimental setups:

- Curiosity (Cur): The model is trained solely based on its own curiosity.
- Preferences (Pref): The model is trained from human high-level preferences, without curiosity.
- Full model (HhP): The model is trained from human high-level preferences and curiosity.

As can be observed in Fig. 5, Cur produces faster learning during the early stages of the agent’s training. For instance, on Pitfall after 50M training steps the agent equipped with curiosity achieves a score of \( \approx 260 \). However, as selecting the next sub-goal becomes increasingly difficult, learning without human preferences hurts the performance. We generally observe that curiosity significantly reduces training time of subpolicies, but has a limited impact on the gain in performance. On the other hand, learning from human high-level preferences (Pref) shows large improvements compared to Cur - human preferences help the agent to rapidly order the subpolicies. Nevertheless, learning without curiosity increases the exploration workload, requiring...
more interactions to reach similar performance as HhP. This experiment demonstrates that curiosity-driven exploration plays a central role in reducing the number of trial-and-errors and human guidance enables various forms of common sense reasoning, improving the overall performance.

5.2.6 Query budget of preferences

We now report evaluations showing the effect of increased query budget. Figure 6 demonstrates that agents trained with a larger query budget obtain higher mean returns after similar numbers of updates. However, despite a small query budget (less than 4000), our method can still learn near-optimal policies. We can draw the observation that as the query budget increases, the learning effect on the agent gradually improves. Nonetheless, for the results with 3000 and 6000 queries, we can see that even though the number of queries significantly differs, the difference in learning effect can be negligible. This can happen when the queried preferences cover a broad enough number of sub-goals and therefore the agent does not need to make additional queries. As a result, our method leverages a small amount of preferences that cover critical sub-goals, leading to dramatic reductions in both human effort and cost of exploration.

5.2.7 Number of experts

Finally, one legitimate question is to study the impact of the number of different demonstrators on the agent’s performance. Ideally, the policy performance should not be too sensitive to this hyperparameter. Especially, using multiple demonstrators should not decrease the performance of our agent. We perform a study for a various number of demonstrators 1, 2, 3 on Montezuma’s Revenge and Private Eye. Note that using 1 expert means that all the preferences are queried to the same human. On the other hand, when more than one expert is involved, each run is randomly assigned to an expert. Table 4 shows that the HhP performance is robust to the choice of this hyperparameter. In the future, we anticipate using some forms of inter-agreement between the experts to improve the quality of the preferences. In our experiments, preferences are queried to one expert without considering his knowledge about the situation, however, we can expect improvements by selecting the expert that is the most familiar with the current situation.

Table 4 Final mean performance (mean±std) of our method for a various number of experts

| Method   | Montezuma’s Revenge | Private Eye |
|----------|---------------------|-------------|
| HhP (1 expert) | 20,005 ± 964      | 66,741 ± 7,459 |
| HhP (2 experts)  | 19,321 ± 805      | 65,256 ± 8,198 |
| HhP (3 experts)  | 19,914 ± 979      | 68,874 ± 8,265 |

We report the results of our method achieved over total 100M timesteps of training, averaged over 10 seeds.
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Fig. 6 Performance of our method on 6 Atari games after 100M agent steps, for different query budgets. Results are averaged over 10 runs (±std)
5.3 Procedurally generated tasks

We now perform experiments on a set of four procedurally generated tasks in the Minigrid environment to evaluate the overall performance of our algorithm and its generalization ability to unseen views or appearances. Please note that due to a large number of random environment instances, this domain requires a very large number of samples for tabular algorithms. Figure 7 depicts the training performance on Door & 16 × 16, KeyCorridorS4R3, ObstrMaze1Q, and MultiRoomN12S10. The results of each run are averaged to provide a mean curve in each figure, and the standard error is used to make the shaded region surrounding each curve. In all cases, the use of the proposed method results in significant improvements in the performance of the policy, leading to near-optimal policies. Figure 7 shows that all the tasks can be solved with very few queries (i.e. less than 200 queries). As can be further seen, on Door & 16 × 16 and ObstrMaze1Q, even though HhP (50 queries) primarily progresses more slowly than HhP trained with a larger query budget (HhP (150 queries), HhP (200 queries)), it is ultimately capable of achieving similar performance. Overall, leveraging the proposed form of human guidance - high-level preferences, enables our agent to rapidly reach good performance and generalize the provided domain knowledge to unseen appearances.

5.4 Robotic tasks

In this section we evaluate the agent on four different tasks (Fetch) from the robotic domain built on top of MuJoCo: Fetch Reach, Fetch Push, Fetch Pick and Place, and Fetch Slide. We compare our method against several baselines including DDPG [35], HER [3], DDPG+Demo [39], and goalGail [19]. We show learning curves in Fig. 8. Our method can learn comparable or superior policies using a significantly smaller number of human feedback than goalGAIL and DDPG+Demo. For instance, on Pick and Place, on average only 156 queries were made by HhP. As excepted, it ends up reaching similar final performance, however, our method has a faster convergence rate, reducing the amount of required interactions with the environment. Furthermore, unlike our algorithm, DDPG+Demo passively access the demonstration data, so we actively provide help in the form of high-level preferences to our agent when it struggles. That is, the agent receives human feedback when its confidence in the sub-goal selection is low. At the low-level, we make use of curiosity to guide the agent’s learning. We can further observe that incrementally querying preferences over sub-goals keeps the number of required preferences very low, while enabling non-expert demonstrations - it is more intuitive for a human to judge in which direction to move the robotic arm than controlling the robotic arm (see Section 5.2.2). We conclude that our

![Fig. 7 Performance of HhP for different numbers of queries (labels) on a variety of procedurally generated tasks in MiniGrid: Door & 16 × 16, KeyCorridorS4R3, ObstrMaze1Q, and MultiRoomN12S10. All curves (mean ± std) are averaged over 10 random runs.](image)
method provides the capability to effectively learn from multiple types of internal and external supervision.

5.5 Hard exploration games

We also test the proposed method on six difficult exploration Atari 2600 games from the Arcade Learning Environment (ALE) [8]: Montezuma’s Revenge, Private Eye, Gravitar, Pitfall, Seaquest, and Solaris. In the selected games, training an agent with a poor exploration strategy often results in a suboptimal policy. We compare our method to the performance of PPO [47], PPO+RND [13], DQfD [25], Imitation [25], Pref (No-Demo) [16], and Pref (Demo) [28]. The results are shown in Table 5. We consider the final mean performance of 10 training runs with the same set of hyperparameters. It is observed the plain PPO algorithm obtained a score close to zero and could not solve most of the tasks. On the other hand, a hierarchical decomposition of the tasks drastically reduces the number of required interactions. We also found that human preferences is vital - even with significantly more labels, DQfD fails to reach scores comparable to our method. We hypothesize that

Table 5 Final mean performance (mean±std) of our method and baselines on Atari games

| Method                  | Montezuma’s Revenge | Private Eye | Gravitar | Pitfall | Seaquest | Solaris |
|-------------------------|---------------------|-------------|----------|---------|----------|---------|
| PPO [47]                | 1,259±610           | 50±37       | 1,826±255| -21±6   | 664±258  | 1,021±199|
| PPO+RND [13]           | 8,152±653           | 8,666±1051 | 3,906±246| -3±1    | 3,179±378| 3,282±281|
| DQfD [25]              | 4,739               | 40,908      | 1,693    | 57      | 12,361   | 2,616   |
| Imitation [25]         | 576                 | 43,047      | 248      | 182     | 195      | 3,589   |
| Pref (No-Demo) [16]    | 23 ± 5              | 256 ± 69   | -        | -       | 1,011±216| -       |
| Pref (Demo) [28]       | 2,829 ± 714         | 50,159 ± 11,657 | -    | -       | 515      | 142     |
| Average Human [61]     | 4,753               | 69,571      | 3,351    | 6,464   | 20,182   | 12,327  |
| HhP (ours)             | 19,914 ± 979        | 68,874 ± 8,265 | 3,100 ± 714 | 1,288 ± 169 | 17,143 ± 1,231 | 3,996 ± 511 |

We report the results of our method achieved over total 100M timesteps of training, averaged over 10 seeds. Some historical papers did not consider games, in which case the score is displayed as “-”.
human demonstrations often deviate from the agent’s goal and do not enable efficient common sense reasoning - they cannot be used by the agent for planning or reasoning but are limited to specific situations. Please note that Gravitar is an exception, the curiosity-based approach PPO+RND is hard to beat. On Private Eye, our method achieves a mean score higher than Pref (Demo) trained without curiosity. Overall, on the six tasks, using human high-level guidance enables our agent to achieve various forms of common sense reasoning and avoids learning from scratch, surpassing standard reinforcement learning baselines. Moreover, even with access to a smaller number of labels, our method outperforms other preference-based methods that make use of low-level preferences. One reason is that HhP requires much less human queries to efficiently drive the agent’s learning. We observed a reduction by a factor of \( \approx 2 \) over models that use low-level preferences (Pref(No-Demo), Pref(Demo)). The depicted method also drastically reduces the total amount of feedback compared to DQfD on Montezuma’s Revenge (17949), Private Eye (10899), Gravitar (15377), Pitfall (35347), Seaquest (57453), and Solaris (28552). We should also emphasize that comparing pairs of sub-goals appears to be easier than providing an optimal action or comparing low-level trajectories (see Section 5.2.2). Moreover, comparing pairs of sub-goals is more efficient per second of human time compared to standard preference-based approaches that require the demonstrator to visualize trajectory segments. For instance, in Pref (No-Demo) the demonstrators responded to the average query in 3-5 seconds [16]. On the other hand, on average, the demonstrator responded to our queries in 1.6 seconds. Besides, we further observed that using curiosity is critical for reducing the number of low-level interactions, especially in tasks with complex dynamics like Montezuma’s Revenge or Private Eye.

6 Future research direction

In this paper, we presented hierarchical learning from human preferences and curiosity, a method introducing human preferences at the high-level along with curiosity at the low-level. Precisely, to greatly reduce the human involvement, we proposed to introduce human guidance in the form of high-level preferences between sub-goals, enabling non-expert feedback and alleviating the need for demonstrating complex behaviors. Further benefits stem from efficiently learning subpolicies by leveraging an intrinsic reward. Unlike traditional hierarchical learning methods where the agent passively receives a set of sub-goals, our method actively discovers sub-goals based on the agent’s curiosity progress - curiosity-driven sub-goal discovery, which eliminates the need to handcraft sub-goals. In the depicted work, human preferences provide prior assumptions about the domain to the agent, avoiding learning from scratch and facilitating various forms of common sense reasoning. Precisely, grafting human preferences onto the agent allows it to plan a sequence of sub-goals based on its own common sense priors (without having to experience a situation). On the other hand, curiosity is used for control of sub-tasks too challenging for even humans to perform well. We demonstrated the effectiveness of our approach and compared it against several baselines on Minigrid, MuJoCo, and Atari. Our method shows substantial improvements over prior work in terms of average scores and exploration efficiency. Moreover, even very small amounts of preferences let us outperform prior imitation-based approaches on multiple sparse reward tasks.

That being said, we acknowledge that our approach has certain limitations. The proposed method relies on a terminal and a done function. Such functions are widely used in prior hierarchical learning work [31, 33]. However, it would be interesting to let the agent decide when to change of active sub-goal. Another solution would be to learn a function that decides when the active sub-goal is terminated or done.

A key element in our method is leveraging human preferences for selecting sub-goals. In the long run, it would be desirable to introduce a predicate that requests the teacher a new optimal next sub-goal. In other words, if there is no optimal next sub-goal (among \( G \)), it would be important to request a different sub-goal designed by a teacher. Although automatically discovering sub-goals that cover a wide range of options is relatively easy in most tasks, we cannot expect our method to always discover all meaningful options.

Another research direction is how to create preference in order to further reduce human effort. In our experiments, we compared human labels to a synthetic oracle. While human labels consistently produced higher scores, our method could still outperform most prior work when trained from synthetic labels. One promising direction is to replace the human expert by another agent’s advice. After the learner determines when to query a prospective teacher, it may be possible to query another agent that has already acquired knowledge about the situation. This inter-agent teaching strategy has been used to solve tasks such as video game playing [56], but it remains an open problem in complex tasks [17]. Another possible solution could be to train the agent on a mixture of preference data collected from an agent and a human. We believe that exploring multi-agent
collaboration is an important direction in order to further reduce human involvement, making the proposed approach easier to apply to real-world domains.

Finally, when running experiments, we needed to choose a threshold to ensure storing significantly different sub-goals. Even though we achieved improvements on most tasks with a fixed value, it requires little tuning of hyperparameters. One way to overcome the need for parameter tuning is to incorporate the idea of discriminability like done in DIAYN [20], but we leave it to future work to explore this direction further. Another similar avenue for future research is to incorporate an adaptive confidence threshold to further improve query selection.
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