Abstract

This paper addresses the mean-square optimal control problem for a class of discrete-time linear systems with a quasi-colored control-dependent multiplicative noise via output feedback. The noise under study is novel and shown to have advantage on modeling a class of network phenomena such as random transmission delays. The optimal output feedback controller is designed using an optimal mean-square state feedback gain and two observer gains, which are determined by the mean-square stabilizing solution to a modified algebraic Riccati equation (MARE), provided that the plant is minimum-phase and left-invertible. A necessary and sufficient condition for the existence of the stabilizing solution to the MARE is explicitly presented. It shows that the separation principle holds in a certain sense for the optimal control design of the work. The result is also applied to the optimal control problems in networked systems with random transmission delays and analog erasure channels, respectively.

1 Introduction

Recently, stochastic noise is not at all a new phenomenon to the scientific and engineering communities. The representation of the uncertainties by multiplicative noise has attracted a huge amount of research interests in practical systems. Study in [1] also shown that stochastic multiplicative noise provides a suitable framework to model communication errors and uncertainties for a number of network phenomena, such as packet drops and network-induced delays. Hence, control of system with stochastic multiplicative noise has attracted a great deal of research interest.

The mean-square stabilization problem and the optimal control problem are two fundamental issues in studying linear systems with stochastic multiplicative noise. For independent and identically distributed (i.i.d.) multiplicative noise, the former problem has been studied well by many researchers, see, e.g., [2, 3, 4] and the references therein. To mention a few, [2] and [3] provided the well-known mean-square small gain theorems for mean-square stability of linear time-invariant (LTI) single-input and single-output (SISO) systems and multi-input
and multi-output (MIMO) systems with i.i.d. multiplicative noise, respectively. In [4], fundamental conditions for mean-square stabilizability of generic linear systems with structured i.i.d. multiplicative noise were developed. Meanwhile, a huge amount of research has been devoted to linear quadratic (LQ) optimal control problem for LTI systems subject to i.i.d. multiplicative noise, see [5, 6, 7, 8, 9, 10]. In [11], a linear matrix inequality (LMI) approach is proposed to minimize the upper bound of the LQ performance under unit-energy inputs. It is found that the optimal state feedback gain solving the LQ optimal control problem can be obtained by the so-called mean-square stabilizing solution to a modified/generalized algebraic Riccati equation (MARE). Consequently, most research are focused on providing existence conditions for such mean-square stabilizing solution [12, 13, 14, 15, 16]. At the early stage, most existing research, e.g., [12, 13, 14], provided only sufficient conditions for the existence of the mean-square stabilizing solution, which are often given in terms of some strong conditions such as exact observability of the stochastic system. In [15], through addressing the mean-square optimal state feedback control problem for a system subject to i.i.d. multiplicative noise, the necessary and sufficient condition for the existence of the mean-square stabilizing solution to the MARE is obtained explicitly, which resolves the longstanding open issue concerning the existence condition for the mean-square stabilizing solution mentioned above. It is also found that the optimal control problem can be equivalently solved by an LMI-based optimization method. Moreover, [15] also show that the mean-square optimal output feedback control problem also amounts to solving an MARE, provided that the plant is of minimum-phase. Nowadays, a further result on the existence condition for the mean-square stabilizing solution to the MARE can be found in [15], which is obtained by the theory of cone-invariant operators. Since i.i.d. multiplicative noise can be applied to model uncertainties of independent lossy and memoryless channels, relevant results on networked control systems (NCSs) are also fruitful, see, e.g., [17, 18, 19, 20, 21, 22]. Note that the aforementioned results are concern with systems subject to i.i.d. multiplicative noise. The issue, however, relating to the correlated noise does indeed exist in engineering field and NCSs [23, 24, 25]. For colored stochastic multiplicative noise, much less results on the stability conditions and optimal control are available. Typically, the colored noise is generated from white noise via a shaping filter, then a differential/difference equation is obtained containing products of the signal in the system with the output of the shaping filter. Only necessary criteria for the mean-square stability of scalar discrete-time systems were derived in most existing literature [26, 27, 28]. Due to the difficulty of the correlation in studying colored noise, results on optimal control for the colored noise system are rarely reported. Recently, [29, 30] studied a finite-horizon LQ optimal control for a delayed system with colored noise generated by a first-order moving average model with white noise input. The necessary and sufficient condition for the solvability of optimal control problem was presented by solving the forward and backward stochastic difference equations (FBSDEs) instead of an MARE. The optimal controller and the associated optimal cost were given in terms of the solution to the FBSDEs, which is complex and difficult to solve even for the first-order colored noise. Thus, for optimal control problem of linear systems with colored multiplicative noise, there is still a long way to go.

In this work, a class of discrete-time LTI feedback system with a novel stochastic multiplicative noise is studied. Differing from the white-noise-driven
colored noise studied by [26, 28, 29], the multiplicative noise under consideration is assumed to be a linear stochastic system with a stationary finite impulse response (FIR), which means that the impulse response of the noise is of finite length and its statistical characteristic is invariant with the time when the impulse applies. It shows that this kind of multiplicative noise is also an extension of classical i.i.d. noise and has advantage on modeling a class of channel uncertainties induced by random transmission delays and packet dropouts, e.g., analog erasure channel and Rice fading channel [1]. Under this framework, an optimal output feedback control problem is addressed. Notice that optimal output feedback control problem for generic LTI systems with i.i.d. multiplicative noise is non-convex [20, 31] while the states of left inverse systems can be effectively estimated, the LTI systems considered in this work is assumed to be left-invertible, which significantly simplify the observer gain design and leads to the solvability of the problem. In the same spirit as [15], the optimal controller is designed based on the mean-square stabilizing solution to an MARE, and the necessary and sufficient condition for the existence of such stabilizing solution to the MARE is obtained explicitly. The associated optimal cost is also given in terms of this solution. As an application, the stabilization condition of the NCS with analog erasure channel presented in [1] is recovered.

The remainder of this paper is organized as follows. Section 2 presents the architecture of colored multiplicative noise under study and optimal control problem for a linear feedback system with such noise. Some preliminary results are also proposed. Section 3 is devoted to solve the optimal control problem. Section 4 applies the results to NCSs. Section 5 illustrates some numerical examples and Section 6 draws conclusions.

The notations used in this paper are mostly standard. Denote the transpose of a matrix $A$ by $A^T$, the inverse of a nonsingular matrix $A$ by $A^{-1}$, the spectral radius of a matrix $A$ by $\rho(A)$. Real symmetric matrix $A > 0$ (or $\geq 0$) implies that $A$ is strictly positive definite (or positive semi-definite). The superscript $*$ represents the complex conjugate transpose. Denote the expectation of a random variable by $E\{\cdot\}$, the $H_2$ norm of a proper stable rational function by $\|\cdot\|_2$ (see [32] for details). $\mathbb{Z}$ and $\mathbb{N}$ are referred to as the set of integers and nonnegative integers, respectively; $\delta(\cdot)$ stands for the Kronecker Delta function. $F(\cdot, \cdot)$ is the lower linear fractional transformation [33].

## 2 Problem formulation

Consider the standard structure of a discrete-time LTI system $P$ with an LTI feedback controller $K$ through a stochastic multiplicative noise $\Delta$, as depicted in Fig. 1. The signal $w$ is an external input of the plant $P$; $z$ and $y$ are the controlled output and the measurement of the plant, respectively; $u$ is the controller output, and $u_d$ is the corrupted control signal applied to the plant. In Fig. 1 all signals are assumed to be scalar-valued except for $y$ and $z$.

The state-space model of the plant $P$ is given by

$$
\begin{align*}
    x(k + 1) &= Ax(k) + B_1 w(k) + B_2 u_d(k), \quad x(0) = 0 \\
    z(k) &= C_1 x(k) + D u_d(k) \\
    y(k) &= C_2 x(k)
\end{align*}
$$

(1)
Figure 1: Linear feedback system with multiplicative noise

where $x$ is the state of the plant. The system matrices in (1) have compatible dimensions with the signals. If the multiplicative noise $\Delta$ has the following properties that for any $k, k_1, k_2 \in \mathbb{Z},$

$$
\begin{align*}
E(\Delta(k)) &= \mu, \\
E[(\Delta(k_1) - \mu)[\Delta(k_2) - \mu]] &= \delta(k_1 - k_2)\sigma^2
\end{align*}
$$

(2)

where $\Delta(k)$ is referred to as the noise $\Delta$ at instant $k$, then the framework depicted in Fig. 1 is reminiscent of addressing problems about mean-square stabilizability and optimal control of systems with i.i.d. multiplicative noise, see, e.g., [4, 15].

Different from (2), the multiplicative noise $\Delta$ in this work is assumed to be a causal and linear stochastic system. The unit-impulse response of $\Delta$ is given by

$$
 h(k, l) = \begin{cases} 
 0, & k < l \\
 \omega(k, l), & k \geq l 
\end{cases}
$$

(3)

where $l$ refers to the instant that the impulse applied at, and $\{\omega(k, l) : k \geq l\}$ is a sequence of random gains reflecting the stochasticity of $\Delta$. Consequently, the response of $\Delta$ to its input $u(k)$ is given by the convolution:

$$
 u_d(k) = \sum_{l=-\infty}^{\infty} h(k, l)u(l).
$$

(4)

Throughout this work, we impose the following assumption in finite-length and finite-correlation of the impulse response $h(k, l)$, which causes the noise under consideration to be quasi-colored or, simply, colored.

**Assumption 1.** The multiplicative noise $\Delta$ is of finite impulse response such that

$$
\omega(k, l) = 0, \quad \forall k > l + \bar{\tau}
$$

where $\bar{\tau} \geq 0$ is thought to be the horizon of $\Delta$. Moreover, denote $\mathcal{D} = \{0, 1, \cdots, \bar{\tau}\}$, then

i) for $i \in \mathcal{D}$ and for any $k \in \mathbb{Z},$

$$
E[\omega(k + i, k)] = \mu_i;
$$

(5)
\( \text{ii)} \) let \( \tilde{\omega}(k + i, k) = \omega(k + i, k) - \mu_i, \) then for \( i_1, i_2 \in \mathcal{D} \) and \( k_1, k_2 \in \mathbb{Z} \),
\[
E\{\tilde{\omega}(k_1 + i_1, k_1)\tilde{\omega}(k_2 + i_2, k_2)\} = \delta(k_1 - k_2)\beta_{i_1, i_2}
\]  
(6)

with \( \beta_{i,i} =: \beta_i \geq 0 \) and \( \beta_{i_1, i_2} = \beta_{i_2, i_1} \) are constants.

**Remark 1.** Note that the stochastic environment under consideration is characterized only by the first and second order properties of the impulse response sequence of \( \Delta \), as shown in Assumption 1. The second item in Assumption 1 says that \( \tilde{\omega}(k_1 + i_1, k_1) \) and \( \tilde{\omega}(k_2 + i_2, k_2) \) are uncorrelated at \( k_1 \neq k_2 \). This means that the correlation of the noise only occurs when the noise are corresponding to the same instant when the impulse is applied. Assumption 1 is quite artificial at first glance. However, multipath transmission in wireless communication could yield a channel with FIR and similar stochastic properties of the assumption \[34\]. This implies that we can model delay-induced uncertainties of some communication channels in terms of the memory feature of the noise.

Here are two special cases of the proposed noise applied to networked control systems.

\( \text{i)} \) When \( \bar{\tau} = 0 \) and \( \{\omega(k, k) : k \in \mathbb{Z}\} \) is a white process such that \( \mu_0 = \mu \) and \( \beta_0 = \sigma^2 \), the quasi-colored noise reduces to a memoryless i.i.d. multiplicative noise, which can be used to model uncertainties induced by analog erasure channel \[1\].

\( \text{ii)} \) When \( \bar{\tau} > 0 \) and, for any given \( i \in \mathcal{D} \), the sequence of the random gains \( \{\omega(k + i, k) : k \in \mathbb{Z}\} \) is an i.i.d. Gaussian random process with mean \( \mu_i \) and variance \( \sigma_i^2 \), and \( \omega(k + i_1, k) \) and \( \omega(k + i_2, k) \) are uncorrelated except at \( i_1 = i_2 \), namely \( \beta_{i_1, i_2} = 0 \) for \( i_1 \neq i_2 \), the noise in this work becomes the stochastic perturbation induced by the Rice fading channel \[1\] or the multiple random transmission delays \[35\].

2.1 Mean-square stability

It is observed that, under Assumption 1 the convolution \( \Theta \) can be rewritten as
\[
u_d(k) = \sum_{i=0}^{\tau} \omega(k, k - i)u(k - i).
\]  
(7)

Define
\[
u(k) = \sum_{i=0}^{\tau} E\{\omega(k, k - i)\}u(k - i).
\]

Since \( E\{\omega(k, k - i)\} = \mu_i \), the signal \( \nu(k) \) can be considered as the response of a deterministic linear time-invariant system to the input \( u(k) \), i.e.,
\[
H(z) = \sum_{i=0}^{\tau} \mu_i z^{-i},
\]
which is referred to as the mean system of $\Delta$. Then the residual signal

$$d(k) = u_d(k) - \bar{u}(k) = \sum_{i=0}^{\tau} \tilde{\omega}(k, k-i)u(k-i)$$  \hspace{1cm} (8)

is with zero-mean and can be considered as the response of a new linear stochastic system, which represents the uncertainty induced by the multiplicative noise and is denoted by $\Omega$ here. Accordingly, the corrupted signal $u_d(k)$ is the summation of the outputs of $H$ and $\Omega$ when considering $u(k)$ as their inputs, i.e.,

$$u_d(k) = \bar{u}(k) + d(k)$$

such that the closed-loop system is illustrated by Fig. 2.

![Feedback system over a decomposed noise](image)

Figure 2: Feedback system over a decomposed noise

Denote by $G$ the closed-loop system from $\{w, d\}$ to $\{z, u\}$ via the controller $K$ when the uncertainty $\Omega$ is void, i.e.,

$$G(z) = \begin{bmatrix} G_{zw} & G_{zd} \\ G_{ww} & G_{ud} \end{bmatrix}$$  \hspace{1cm} (9)

where $G_{zw}$ maps $w$ to $z$, et al. As it is an uncertainty-free system, $G$ is called the nominal system corresponding to the multiplicative noise system. Consequently, the closed-loop system can be diagramed as a (lower) linear fractional transformation of the nominal system $G$ with respect to the uncertainty $\Omega$, as shown in Fig. 2.

From (8), the (finite) impulse response of $\Omega$ to the unit-impulse signal is given by

$$\{\tilde{\omega}(l, l), \tilde{\omega}(l+1, l), \ldots, \tilde{\omega}(l+\bar{\tau}, l)\}$$

where $l$ is the instant when the impulse applies. It is observed from (6) that $E\{\tilde{\omega}(l+i, l)\} = 0, \forall i \in \mathcal{D}$ and

$$E\{\tilde{\omega}(l+i_1, l)\tilde{\omega}(l+i_2, l)\} = \beta_{i_1, i_2}, \ \forall i_1, i_2 \in \mathcal{D},$$  \hspace{1cm} (10)

which are independent of the instant $l$. This implies that the first- and second-order stochastic properties, namely (10), of the impulse response of $\Omega$ is
invariant over time and allows us to say that the noise-induced uncertainty $\Omega$ is stationary in this sense. Define the autocorrelation function of the impulse response of $\Omega$ at $l \in \mathbb{Z}$ as

$$r_l(\lambda) = \mathbb{E}\left\{ \sum_{k=-\infty}^{\infty} \tilde{\omega}(k+\lambda, l)\tilde{\omega}(k, l) \right\}, \quad \lambda \in \mathbb{Z}.$$ 

The following lemma is straightforward.

**Lemma 1.** The autocorrelation function $r_l(\lambda)$ is independent of $l$ and, therefore, can be re-denoted by $r(\lambda)$. For any $\lambda \in \mathcal{D}$, it holds that

$$r(\lambda) = \sum_{i=0}^{\tau-\lambda} \beta_{i,i+\lambda}$$

and $r(-\lambda) = r(\lambda)$; $r(\lambda) = 0$ for $|\lambda| \notin \mathcal{D}$.

Subsequently, the energy spectral density of the uncertainty $\Omega$ can be defined as

$$S(z) = \sum_{\lambda=-\tau}^{\tau} r(\lambda)z^{-\lambda}.$$ 

Note that $S(z)$ is a spectral density function of a realizable and causal random process, it generally satisfies the Payley-Wiener condition [36]. That is, there would exist a minimum-phase rational polynomial $\Phi(z)$ of $\tau$th-order such that

$$S(z) = \Phi(z)\Phi(z^{-1}), \quad (11)$$

which is known as the spectral factorization of $S$, see, e.g., [33], and $\Phi(z)$ is called the spectral factor of $S(z)$. Otherwise, the Payley-Wiener condition should be introduced as an assumption of this work.

As the mean system $H(z)$ and spectral factor $\Phi(z)$ are $\tau$th-order polynomials of $z^{-1}$ with real coefficients, they can share the same state space such that

$$[H(z) \quad \Phi(z)] = \begin{bmatrix} \hat{A} & B_1 & B_2 \\ C & D_1 & D_2 \end{bmatrix}, \quad (12)$$

where $D_2 = r(0) > 0$. Note that all eigenvalues of $\hat{A}$ are at the origin. It is not hard to see that when the colored multiplicative noise reduces to a memoryless multiplicative noise given by the first special case of $\Delta$ in Section 2, it holds $[H \quad \Phi] = [\mu \quad \sigma]$.

Let the set of all proper controllers internally stabilize the nominal system $G(z)$ be $\mathcal{K}_0$.

**Definition 1.** Suppose the noise $\Delta$ satisfies Assumption 1. The closed-loop system shown in Fig. 1 is mean-square stable if the nominal system $G(z)$ is internally stable, and the variances of the sequences $\{u(k)\}$ and $\{d(k)\}$ are bounded for any i.i.d. input process $\{w(k)\}$ with bounded variances and being independent of $\Delta$. 
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Definition 2. The closed-loop system shown in Fig. 1 is mean-square stabilizable if there exists a feedback controller $K \in K_0$ such that the closed-loop system is mean-square stable.

The following assumptions on the realization of the plant $P$ are mostly standard in optimal control.

Assumption 2. The plant $P$ satisfies

i) $(A, B_2)$ is stabilizable and $(A, C_1)$ has no unobservable poles on the unit circle;

ii) $(A, C_2)$ is detectable and $(A, [B_1 B_2])$ has no unstabilizable poles on the unit circle.

iii) $H(z) \neq 0$ for any unstable poles of $P(z)$.

Let $r_1 \geq 1$ and $r_2 \geq 1$ be the relative degrees or input delays of the transfer functions from $w$ and $u_d$ to $y$, respectively. That is, for $i = 1, 2$,

$$C_2 A^j B_1 = 0, \quad j = 0, 1, \cdots, r_i - 2 \quad \text{and} \quad C_2 A^{r_i - 1} B_2 \neq 0.$$  

Define $G_y = C_2(zI - A)^{-1} [B_1 \quad B_2]$, the rational matrix from $(w, u_d)$ to $y$, and define $\Psi = [A^{r_1 - 1} B_1 \quad A^{r_2 - 1} B_2]$. Noticing that the general case is difficult to deal with, we restrict ourselves to minimum-phase and left-invertible case.

Assumption 3. The transfer function $G_y$ satisfies that

i) $G_y$ has no zero outside the unit circle;

ii) the matrix $C_2 \Psi$ has full column rank.

2.2 $H_2$ optimal control problem

Suppose the closed-loop system in Fig. 2b is mean-square stabilized by the feedback controller $K$. As the multiplicative noise is stationary, without loss of generality, we assume that the initial time is at $k = 0$ and the input sequence $(w(k) : k \in \mathbb{N})$ is an i.i.d. process with zero-mean and unit-variance. The mean-square $H_2$ norm of the system is defined as the square root of the average power of the output signal $z(k)$. Since this norm is dependent on $K$, denote this average power by $J_{H_2}(K)$, i.e.,

$$J_{H_2}(K) = \|z\|^2_F := \mathbb{E} \left\{ \lim_{k \to \infty} \frac{1}{k+1} \sum_{k=0}^{k} z^T(k)z(k) \right\} \quad (13)$$

Note that the controlled output $z(k)$ is related to the input noise $w(k)$ and the multiplicative noise $\Delta$, the expectation in (13) thus operates jointly over the distributions of $w(k)$ and $\Delta$.

Let $K$ be the set of all possible controllers that stabilize the closed-loop system in Fig. 1 in the mean-square sense. Obviously, $K \subset K_0$. The objective of the $H_2$ optimal control problem under study is to find an optimal controller
$K_{opt}$ to mean-square stabilize the plant (1) with multiplicative noise and to minimize the cost $J_{H_2}$, i.e.,

$$K_{opt} = \mathop{\arg\inf}_{K \in \mathcal{K}} J_{H_2}(K)$$

and the corresponding optimal performance is given by

$$J_{opt} = \inf_{K \in \mathcal{K}} \inf_{\sigma_0 > 0} \left\{ \sigma_0^{-2} : J_{H_2}(K) < \sigma_0^{-2} \right\}.$$  

We have the following characterization of the mean-square $H_2$ norm, which converts the optimal control problem into a stabilizing control problem.

**Lemma 2.** Suppose the feedback system in Fig. [4] satisfies Assumption [1]. Then

i) the closed-loop system is mean-square stable if and only if

$$\|G_{ud}(z)\Phi(z)\|_2^2 < 1;$$

ii) under the mean-square stability condition,

$$J_{H_2} = \|G_{zw}\|_2^2 + \|G_{uw}\|_2^2 (1 - \|G_{ud}\Phi\|_2^2)^{-1} \|G_{zd}\Phi\|_2^2;$$

iii) for any given $\sigma_0 > 0$, that

$$J_{H_2}(K) < \sigma_0^{-2} \text{ and } \|G_{ud}(z)\Phi(z)\|_2^2 < 1$$

if and only if

$$\rho(\hat{G}) < 1 \quad (14)$$

where $\hat{G} = \begin{bmatrix} ||G_{zw}\sigma_0||_2^2 & ||G_{zd}\Phi||_2^2 \\ ||G_{uw}\sigma_0||_2^2 & ||G_{ud}\Phi||_2^2 \end{bmatrix}.$

**Proof 1.** See Appendix [A].

3 Mean-square $H_2$ optimal control

According to the last statement of Lemma 2, the optimal control problem under study amounts to solving a mean-square stabilizing control problem (14) with a parameter to be optimized. Since $\hat{G}$ is a positive matrix, the following result is helpful.

**Lemma 3 (see [37]).** For any $m \times m$ square positive matrix $T = [t_{ij}]$, its spectral radius is

$$\rho(T) = \mathop{\inf}_{\Gamma} \mathop{\max}_{1 \leq i \leq m} \gamma_i^{-2} \sum_{i=1}^{m} t_{ij} \gamma_i^2$$

where $\Gamma = \text{diag}\{\gamma_1^2, \cdots, \gamma_m^2\} > 0.$

9
If \((14)\) holds, then by Lemma 3 there exists a matrix \(\Gamma = \text{diag}\{1, \gamma^2\} > 0\) such that

\[
\|\Gamma \hat{G} \Gamma^{-1} e_i\|_1 < 1, \quad i = 1, 2,
\]  

(15)

where \(e_i\) is the \(i\)th column of the \(2 \times 2\) identity matrix. From the definition of the \(\mathcal{H}_2\) norm, the constraints (15) can be rewritten as

\[
\sigma_0^2 \|\Gamma \hat{G} G_0\|_2^2 < 1, \quad \|\Gamma \hat{G} G_1\|_2^2 \gamma^{-2} < 1
\]

(16)

where \(G_0 = \begin{bmatrix} G_{zw} & G_{uw} \end{bmatrix} \), \(G_1 = \begin{bmatrix} G_{zd} & \Phi G_{ud} \end{bmatrix} \). The set of inequalities in (16) can be further expressed as

\[
\max_{\lambda_0 > 0, \lambda_1 > 0 \text{ s.t: } \gamma^2 \lambda_0 + \gamma^2 \lambda_1 = 1} J_\gamma < 1
\]

with

\[
J_\gamma = \lambda_0 \sigma_0^2 \|\Gamma \hat{G} G_0\|_2^2 + \lambda_1 \|\Gamma \hat{G} G_1\|_2^2 \gamma^{-2}.
\]

(17)

For any given parameters \(\sigma_0, \gamma\) and \(\lambda_0, \lambda_1\), direct computation yields that

\[
P_{\gamma} = \Gamma \hat{G} \text{ diag}\{1, \gamma\} \Pi
\]

where \(\Pi = \begin{bmatrix} \lambda_0 \sigma_0 & 0 \\ 0 & \lambda_1 \gamma^{-1} \end{bmatrix} \). It can be observed from (16)-(17) that to solve the equivalent stabilizing problem (14), the optimal control for plant \(P_{\gamma}\) via output feedback controller \(K\) should be considered first. By the following result, the later problem is solved standardly.

**Lemma 4.** It holds that

\[
\|P_{\gamma}\|_2^2 = \|\mathcal{F}(P_{\gamma}, K)\|_2^2
\]

where the auxiliary plant \(\hat{P}_{\gamma}\) admits the following realization:

\[
\begin{align*}
\dot{x}(k + 1) &= \hat{A} x(k) + \begin{bmatrix} \hat{B}_1 & \hat{B}_2 \end{bmatrix} \Pi \begin{bmatrix} v(k) \\ \varphi(k) \end{bmatrix} + \hat{B}_2 u(k) \\
\bar{z}(k) &= \hat{C}_1 \bar{x}(k) + \hat{D}_{11} \Pi \begin{bmatrix} v(k) \\ \varphi(k) \end{bmatrix} + \hat{D}_{1} u(k) \\
\bar{y}(k) &= \hat{C}_2 \bar{x}(k)
\end{align*}
\]

(18)

with \(\hat{A} = \begin{bmatrix} A & B \hat{C} \\ 0 & A \end{bmatrix}\), \(\hat{B}_1 = \begin{bmatrix} B_1 \end{bmatrix}\), \(\hat{B}_2 = \begin{bmatrix} B_2 D_2 \\ B_2 \end{bmatrix}\), \(\hat{B}_2 = \begin{bmatrix} B_2 D_1 \\ B_2 \end{bmatrix}\), \(\hat{C}_1 = \begin{bmatrix} C_1 & D \hat{C} \end{bmatrix}\), \(\hat{C}_2 = \begin{bmatrix} C_2 \end{bmatrix}\), \(\hat{D}_{11} = \begin{bmatrix} 0 & D D_2 \\ 0 & 0 \end{bmatrix}\), \(\hat{D}_{1} = \begin{bmatrix} D D_1 \hat{C} \end{bmatrix}\).

**Proof 2.** See Appendix B.

**Remark 2.** Note that the auxiliary plant \(\hat{P}_{\gamma}\) is composed of the plant \(P\), the mean system \(H\), and the uncertainty spectral factor \(\Phi\), while the order of its realization in (18) is only the sum of the order of \(P\) and the memory length of the colored multiplicative noise. This is sensible since both \(H\) and \(\Phi\) are derived from one multiplicative noise such that they can physically share the same state-space, as shown in (12).
For any given $\sigma_0, \lambda_0, \lambda_1$, and $\gamma$, the optimal output feedback controller for plant (18) is solved from the stabilizing solutions $X_\gamma$ and $Y_\gamma$ to the following two discrete-time algebraic Riccati equations (DAREs), respectively,

$$X_\gamma = A^T X_\gamma A + C_2^T C_1 - (A^T X_\gamma \hat{B}_2 + C_1^T \hat{D}_{12})$$
$$\times (M_\gamma + \hat{B}_2^T X_\gamma \hat{B}_2)^{-1} (\hat{B}_2^T X_\gamma A + \hat{D}_{12} C_1)$$

and

$$Y_\gamma = \bar{A} Y_\gamma \bar{A}^T + \bar{B}_1 \sigma_0^2 \lambda_0^2 \bar{B}_1^T + \hat{B}_2 \lambda_1^2 \gamma^{-2} \hat{B}_2^T$$
$$- \bar{A} Y_\gamma \bar{C}_2^T (\bar{C}_2 Y_\gamma \bar{C}_2^T) \bar{C}_2 Y_\gamma A$$

where $M_\gamma = \hat{D}_{12} \hat{D}_{12} + \gamma^2$ with $\hat{D}_{12} = \begin{bmatrix} \hat{D}_{11} \\ 0 \end{bmatrix}$, and $\bar{C}_2 \hat{D}_{12} = \bar{C}_2 \hat{D}_2$.

**Lemma 5.** Under Assumptions 3, the DAREs (19) and (20) have unique stabilizing solutions $X_\gamma$ and $Y_\gamma$, respectively. In addition, $X_\gamma$ and $Y_\gamma$ are positive semi-definite. The $\mathcal{H}_2$ optimal controller for the auxiliary plant (18) is

$$K_\gamma(z) = \left[ \begin{array}{c|c} A + \hat{B}_2 F_\gamma + L_0 C_2 - \hat{B}_2 L_{0\gamma} C_2 & \hat{B}_2 L_{0\gamma} - L_\gamma \\ \hline F_\gamma - L_{0\gamma} C_2 & \bar{L}_{0\gamma} \end{array} \right]$$

where

$$F_\gamma = -(M_\gamma + \hat{B}_2^T X_\gamma \hat{B}_2)^{-1} (\hat{B}_2^T X_\gamma A + \hat{D}_{12}^T C_1)$$

and

$$L_\gamma = -\bar{A} Y_\gamma \bar{C}_2^T (\bar{C}_2 Y_\gamma \bar{C}_2^T)^T, \quad L_{0\gamma} = F_\gamma Y_\gamma \bar{C}_2^T (\bar{C}_2 Y_\gamma \bar{C}_2^T)^T$$

The associated minimum performance cost is

$$\min_{k \in K} J_\gamma = \sigma_0^2 \lambda_0^2 \bar{B}_1^T X_\gamma \bar{B}_1 + \lambda_1^2 \gamma^{-2} (\bar{B}_2 X_\gamma \hat{B}_2^T + \hat{D}_{12}^T D \hat{D}_2)$$
$$+ R_\gamma (L_{0\gamma} C_2 - F_\gamma) Y_\gamma (L_{0\gamma} C_2 - F_\gamma)^T R_\gamma^T$$

where $R_\gamma = (M_\gamma + \hat{B}_2^T X_\gamma \hat{B}_2)^{1/2}$.

**Proof 3.** See Appendix 4.

Since the DARE (20) is related to the parameters $\lambda_0$ and $\lambda_1$, the optimal parameters $L_\gamma$ and $L_{0\gamma}$ are strongly coupled with $\lambda_0$ and $\lambda_1$. This makes the optimal design problem difficult to solve. However, Assumption 3 yields that the stabilizing solution to the DARE (20) can be simplified and given explicitly such that the optimal parameters $L_\gamma$ and $L_{0\gamma}$ are decoupled from $\lambda_0$ and $\lambda_1$.

**Lemma 6.** Suppose that Assumptions 2 and 3 hold, then, for the auxiliary plant (18), the $\mathcal{H}_2$ optimal output feedback parameters are given by (21) and

$$L = -\bar{A} \Psi (\bar{C}_2 \Psi)^T, \quad L_{0\gamma} = F_\gamma \Psi (\bar{C}_2 \Psi)^T$$

where $\Psi = \left[ A^{-1} B_1 \quad A^{T2} B_2 \right]$. Moreover, the minimum performance cost of the resulting closed-loop system is given by

$$\min_{k} J_\gamma = \lambda_0^2 \sigma_0^2 \phi_0(X_\gamma) + \lambda_1^2 \gamma^{-2} \phi_1(X_\gamma)$$

(23)
where

\[
\phi_0(X_γ) = B_1^T \bar{A}^{γ+1} X_γ \bar{A}^{γ+1} \bar{B}_1 + \sum_{j=0}^{r_1-2} B_1^T \bar{A}^{γ_j} C_1^T \bar{C}_1 \bar{A}^j \bar{B}_1
\]

and

\[
\phi_1(X_γ) = B_2^T \bar{A}^{γ+1} X_γ \bar{A}^{γ+1} \bar{B}_2 + \sum_{j=0}^{r_2-2} B_2^T \bar{A}^{γ_j} C_1^T \bar{C}_1 \bar{A}^j \bar{B}_2
\]

\[
+ \bar{D}_2^T D^T \hat{D}_2
\]

(24)

**Proof 4.** See Appendix D.

By comparing (23) with (17), it is observed that under the optimal controller parameters \(F_γ, L, L_0\), and for the given \(γ\),

\[
\|I^{\frac{1}{2}} G_0\|^2_2 = \phi_0(X_γ), \quad \|I^{\frac{1}{2}} G_1\|^2_2 = \phi_1(X_γ).
\]

Thus, the design constraints in (16) for the mean-square \(H_2\) optimal control problem are written as

\[
\sigma_0^2 \phi_0(X_γ) < 1 \quad \text{and} \quad \gamma^{-2} \phi_1(X_γ) < 1.
\]

(25)

Note that the optimal parameters are not related to \(λ_0\) and \(λ_1\) but only dependent on the state feedback gain \(F_γ\) and the auxiliary plant. This implies that now the key issue in the mean-square optimal output feedback design is to find the maximum \(σ_0\), the optimal state feedback \(F_γ\), and the associated \(γ\) subject to the design constraint (25).

To this end, we study the mean-square \(H_2\) optimal state feedback problem for a new auxiliary plant with a white multiplicative noise. That is,

\[
\tilde{x}(k+1) = \bar{A}\tilde{x}(k) + \bar{A}^{γ+1} \bar{B}_1 v(k)
\]

\[
+ \bar{A}^{γ+1} \bar{B}_2 \varphi(k) + \bar{B}_2 u(k)
\]

\[
\tilde{z}(k) = \bar{C}_1 \tilde{x}(k) + D_1 v(k) + D_2 \varphi(k) + D u(k)
\]

(26)

with \(\varphi(k) = \Delta(k) u(k)\), where \(\{\Delta(k) : k ∈ Z\}\) is an i.i.d. white noise process with zero-mean and unit-variance, and \(D_1, D_2\) satisfy

\[
D_1^T D_1 = \sum_{j=0}^{r_1-2} B_1^T \bar{A}^{γ_j} C_1^T \bar{C}_1 \bar{A}^j \bar{B}_1
\]

\[
D_2^T D_2 = \sum_{j=0}^{r_2-2} B_2^T \bar{A}^{γ_j} C_1^T \bar{C}_1 \bar{A}^j \bar{B}_2 + \bar{D}_2^T D^T \hat{D}_2.
\]

By Lemma 5, the problem of mean-square \(H_2\) optimal control for the plant via state feedback is to find \(F_{opt} = \arg\inf F \inf σ_0^2\) subject to

\[
σ_0^2 \|I^{\frac{1}{2}} G_0\|^2_2 < 1, \quad \gamma^{-2} \|I^{\frac{1}{2}} G_1\|^2_2 < 1,
\]

(27)
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where, for $i = 1, 2$,

$$
\bar{G}_i = \begin{bmatrix} C_F \\ F \end{bmatrix} (zI - \bar{A} - \bar{B}_2F)^{-1} \bar{A}^{r_i-1} \bar{B}_i + \begin{bmatrix} D_i \\ 0 \end{bmatrix}
$$

with $\Gamma = \text{diag}\{1, \gamma^2\}$ and $C_F = \bar{C}_1 + \bar{DF}$, as the multiplicative noise in (26) is of unit-variance. On the other hand, for the given $\gamma$, it is well-known (see, e.g., [32]) that $F_\gamma$ given in (21) simultaneously minimizes $\|\Gamma^\frac{1}{2}\bar{G}_0\|_2^2$ and $\|\Gamma^\frac{1}{2}\bar{G}_1\|_2^2$ such that

$$
\|\Gamma^\frac{1}{2}\bar{G}_0\|_2^2 = \phi_0(X_\gamma), \quad \|\Gamma^\frac{1}{2}\bar{G}_1\|_2^2 = \phi_1(X_\gamma),
$$

where $X_\gamma$ is the stabilizing solution to the DARE (19). As a result, the output feedback optimization problem for $\bar{P}_\gamma$ is converted into a state feedback one for (26), while the latter can be solved by the following result.

**Lemma 7.** Suppose $(A, C_1)$ has no unobservable poles on the unit circle. Then the plant (26) is mean-square stabilizable if and only if the largest solution $^1X$ to the following MARE is positive semidefinite:

$$
X = \bar{A}^T X \bar{A} + C_1^T C_1 - (\bar{A}^T \bar{B}_2 + C_1^T D_{12}) \times [M(X) + \bar{B}_2^T X \bar{B}_2]^{-1} (\bar{B}_2^T X \bar{A} + D_{12}^T \bar{C}_1),
$$

where $M(X) = \phi_1(X) + D_{12}^T D_{12}$ with $\phi_1(X)$ in (24). When the above holds, the mean-square optimal $\mathcal{H}_2$ state feedback gain is given by

$$
F = -[M(X) + \bar{B}_2^T X \bar{B}_2]^{-1} (\bar{B}_2^T X \bar{A} + D^T \bar{C}_1),
$$

and the associated minimum performance cost for the resulting closed-loop system is given by

$$
\min_F \tilde{J}_{\mathcal{H}_2} = B_1^T A^{r_1-1} X_{11} A^{r_1-1} B_1 + \sum_{j=0}^{r_1-2} B_1^T A^j C_1^T C_1 A^j B_1
$$

where $X_{11} \geq 0$ is the upper-left corner of $X$ with compatible dimension of $A$.

**Proof 5.** See Appendix E.

Note that the equivalent stabilizing problem is solved by Lemma 5-7, and the parameter $\sigma_0^{-2}$ is simultaneously minimized by (29). It is ready to state the main result of this work.

**Theorem 1.** Suppose the plant (1) with a colored multiplicative noise $\Delta$ satisfies Assumptions 7, 8, and 9.

i) The MARE (28) has a mean-square stabilizing solution if and only if the plant (1) is mean-square stabilizable and $(A, C_1)$ has no unobservable poles on the unit circle.

$^1X$ being the largest semi-definite solution means that $X \geq \bar{X}$ for any other solution $\bar{X}$.
ii) If the MARE (28) has a mean-square stabilizing solution \( X \geq 0 \), then the minimum performance cost \( J_{H_2} \) of the plant (11) is given by (30), with the associated optimal output feedback controller given by

\[
K_{\text{opt}}(z) = \left[ \frac{\bar{A} + \bar{B}_2 F + L \bar{C}_2 - \bar{B}_2 L_0 \bar{C}_2 \bar{L}_0 - \bar{L}}{F - L_0 \bar{C}_2 - \bar{L}_0 \bar{C}_2 \bar{L}_0 - \bar{L}} \right]
\]  

(31)

where the optimal parameters are given by (29) and

\[
L = -A\bar{\Psi}^*(\bar{C}_2 \bar{\Psi})^\dagger, \quad L_0 = F\bar{\Psi}^*(\bar{C}_2 \bar{\Psi})^\dagger.
\]  

(32)

Proof 6. If the mean-square stabilizability of the plant (11) and that of the associated auxiliary plant (26) are equivalent, then, by Lemma 7, the first statement is established. To see the equivalence, suppose the former plant is mean-square stabilizable, then there exists a mean-square stabilizing controller, say \( K \), and a sufficiently small \( \sigma > 0 \) such that (14) holds. Consequently, (16) holds for some \( \gamma > 0 \). Since the controller \( K_0 \) given by Lemma 5 and Lemma 6 is superior to \( K \), in the sense of minimizing \( J_0 \) with any given \( \lambda_0, \lambda_1 \) satisfying \( \lambda_0^2 + \lambda_1^2 = 1 \), (27) holds for \( F_0 \) given by (21). Here it is sufficient to see that the plant (26) is mean-square stabilizable. The converse is quite similar so that is omitted.

For the second statement, as mentioned above, the optimal output feedback design is equivalent to find \( F_\gamma \) in minimizing \( \sigma_0^{-1} \) subject to the constraints

\[
\sigma_0^2 \phi_0(X_\gamma) < 1 \quad \text{and} \quad \gamma^{-2} \phi_1(X_\gamma) < 1,
\]

where \( X_\gamma \) is the stabilizing solution to the DARE (19). By applying Lemma 7, we obtain the optimal parameter \( F \) given by (30) for the output feedback and the minimum performance cost \( \phi_0(X) \), where \( X \) is the mean-square stabilizing solution to the MARE in Lemma 7. Then the proof is established.

Remark 3. Theorem 1 is reminiscent of the separation principle for the conventional optimal \( H_2 \) output feedback design which simplifies the output feedback control problem into a state feedback problem and a state observer design problem of the plant. However, the optimal state feedback gain here is based on the auxiliary plant (26) derived from the models of the plant and the noise, and involves the input delay information of the plant, rather than the original plant itself. This is conceptually different to the conventional separation principle. On the other hand, the MARE (28) is a generalization of the MARE associated with optimal control of linear systems with i.i.d. multiplicative noise. Both \( \bar{A}, \bar{B}_2 \) and \( M(X) \) contain the information of the colored multiplicative noise.

4 Applications to NCSs

As mentioned in Section 2, the proposed multiplicative noise covers the classical i.i.d. multiplicative noise as well as the analog erasure channel. In particular, this model can also be used to describe channel transmission delays such that the results are available to NCSs with random transmission delays.
4.1 Channel with random transmission delays

For simplicity, a 2-step random delay channel is taken into consideration. As depicted in Fig. 3a, the communication channel with random delay is placed in the path from the LTI controller $K$ to the receiver, where $q^{-1}$ is the backward shift operator and

$$D_{k,i} = \delta(\tau_k - i), \quad i = 0, 1, 2,$$

with $\tau_k$ being the channel induced delay for the control signal $u(k)$ and taking values from the set $D = \{0, 1, 2\}$. Note that the function $D_{k,i}$ can indicate that whether the signal $u(k-i)$ arrives the receiver at time $k$ and guarantee that the control signal would arrive the receiver only once. Here, data disordering is allowed in the network such that a linear combination of the received data at time $k$ is taken as the output of the receiver, i.e.,

$$u_d(k) = \sum_{i=0}^{2} \alpha_i \delta(\tau_k - i) u(k - i) \quad (33)$$

where the weights $\alpha_0, \alpha_1, \alpha_2$ are assigned to the received signals according to their delay steps, respectively, provided that the transmitted data are time-stamped.

It would be natural to assume that $\{\tau_k : k \in \mathbb{Z}\}$ is an i.i.d. random process with a probability mass function

$$p_i = \Pr\{\tau_k = i\}, \quad i = 0, 1, 2$$

where $p_i \in [0,1]$ and $p_0 + p_1 + p_2 = 1$. From the stochastic properties of $\tau_k$, for any $k$ it holds that $\mathbb{E}\{\delta(\tau_k - i)\} = p_i$. Under this condition, it can be shown that the transmission delay induced multiplicative noise described by (33) satisfies Assumption 1 with

$$\omega(k, k-i) = \alpha_i \delta(\tau_k - i)$$

so that $\mu_i = \alpha_i p_i$ and $\beta_{i,j} = \delta(i-j)\alpha_i^2 p_i - \alpha_i \alpha_j p_i p_j$. This means that the results obtained in the previous section can be applied to the NCS shown in Figure 3: Feedback system over a 2-step random delay channel.
More precisely, \( u_d(k) \) can be written as
\[
\Omega(q^{-1}) = \sum_{i=0}^{2} \alpha_i \delta(\tau_{k-i} - i) - p_i q^{-1}
\]
is the delay-induced uncertainty. Consequently, Fig. 3a can be rewritten as Fig. 3b, where \( G \) is the nominal system in (9). It shows that the energy spectral density of the channel-induced uncertainty \( \Omega \) is given by
\[
S(z) = \frac{1}{2} \sum_{i,j \in \mathcal{D}} (\alpha_i z^i - \alpha_j z^j)(\alpha_i z^{-i} - \alpha_j z^{-j})p_i p_j
\]
which implies that the spectral factor \( \Phi(z) \) exists. Note that this case can be generalized to \( \bar{\tau} \)-step random delay channel with \( \bar{\tau} \) being any integer.

### 4.2 Analog erasure channel

Consider the state feedback design for minimizing average control power problem of a plant \( P \) which admits a stabilizable state-space realization that
\[
x(k + 1) = Ax(k) + B(w(k) + u_d(k)), \quad x(0) = 0
\]
Suppose now, in Fig. 3a, an analog erasure channel is placed between the controller output \( u \) and the system input \( u_d \) that \( u_d(k) = \theta_k u(k) \), where \( \{\theta_k : k \in \mathbb{Z}\} \) is an i.i.d. Bernoulli process satisfying \( \Pr\{\theta_k = 0\} = e \) and \( \Pr\{\theta_k = 1\} = 1 - e \). Define \( \Gamma_e = \frac{1 - e}{e} \).

**Corollary 1.** Suppose \( \lambda_i, i = 1, \cdots, n \) are the unstable poles of \( P \). The closed-loop networked feedback system is mean-square stable if and only if
\[
\frac{1}{2} \log (1 + \Gamma_e) > \sum_{i=1}^{n} \log |\lambda_i| \tag{34}
\]
or, equivalently, \( e < \mathcal{M}^{-2} \), where \( \mathcal{M} = \prod_{i=1}^{n} |\lambda_i| \). If the mean-square stability criterion holds, the minimum average control power of the system is given by
\[
\min_{K \in \mathcal{K}} \|u_d\|_P^2 = \frac{\mathcal{M}^2 - 1}{1 - e\mathcal{M}^2} \tag{35}
\]

**Proof 7.** Note that the analog erasure channel is a special case of the proposed noise without memory. That is, \( \bar{\tau} = 0 \) with \( \mu_0 = 1 - e \) and \( \beta_0 = e(1 - e) \). Then the mean system and spectral factor of the uncertainty are \( H = 1 - e \) and \( \Phi = \sqrt{e(1 - e)} \), respectively, such that \( \bar{A} = A, \bar{B}_1 = B, \bar{B}_2 = \sqrt{e(1 - e)}B, \bar{B}_2 = (1 - e)B \). Then the MARE becomes
\[
X = A^T X A - \mu_0 A^T X B (1 + B^T X B)^{-1} B^T X A, \tag{36}
\]
whose associated optimal performance is given by \( B^T X B \). Since \( B \) is rank one, it is well-known that the above equation has a nonzero positive semi-definite
solution if and only if $\mu > 1 - \mathcal{M}^{-2}$ [38], which, by simple calculation, is equivalent to (34). To prove (35), we rewrite the classical MARE above as

$$X = A^T X A - A^T X B (\beta + B^T X B)^{-1} B^T X A,$$  \hspace{1cm} (37)

where $\beta = \mu_0^{-1} + (\mu_0^{-1} - 1) B^T X B$. Let $X_\beta = X \beta^{-1}$, then the equation (37) becomes a standard DARE for optimal average control power problem of a system, whose optimal cost is given by $B^T X_\beta B = \prod_{i=1}^n |\lambda_i|^2 - 1$, see [17]. Therefore, the optimal cost for the original plant is $B^T X B = (\mu_0^{-1} + \Gamma_e^{-1} B^T X B)(\prod_{i=1}^n |\lambda_i|^2 - 1)$ since $\Gamma_e = (1 - \epsilon)/e$. Solving for $B^T X B$ gives (35) and completes the proof.

Remark 4. Corollary 1 recovers the famous results of maximum erasure rate and linear-quadratic/$\mathcal{H}_2$ optimal control on systems with analog erasure channel, see [25, 17]. It shows that the MARE (25) is reduced to (36) which is well-known in studying estimation and optimal control problems of systems with analog erasure channel [27]. Meanwhile, the equality (35) provides an explicit form of the minimum average (corrupted) control power, which reveals the effect of the erasure rate on the average control power: when $\epsilon$ approaches 0, (35) reduces to the classical minimum average control power [17], and the optimal average control power increases with the erasure rate.

5 Numerical example

In this section, a networked system with random transmission delay shown in Section 4 is proposed to verify the results obtained. Consider a discrete-time LTI plant $P_\epsilon$ with state-space realization:

\[
x(k+1) = \begin{bmatrix} 1 & 0 & 0 \\ 1 & 1 & 0 \end{bmatrix} x(k) + \begin{bmatrix} 0 \\ 0.5 \\ 1 \end{bmatrix} w(k) + \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix} u_d(k) \\
z(k) = \begin{bmatrix} 0 & e \cdot 2^\epsilon \end{bmatrix} x(k) + u_d(k) \\
y(k) = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} x(k)
\]  \hspace{1cm} (38)

where $\epsilon$ is a real number. It can be shown that the relative degrees of the transfer functions from $w$ and $u_d$ to $y$ are $r_1 = 1$ and $r_2 = 1$, respectively. Note that $\mathcal{M} = \prod_{\lambda \in \mathbb{D}} |\lambda_i| = 1.32$. Here consider that the colored multiplicative noise is induced by the 2-step random delay channel with delay probabilities

$$p_0 = 0.9 - p, \quad p_1 = p, \quad p_2 = 0.1.$$  

where $0 \leq p \leq 0.9$. Suppose the weights of the received data are given a priori with $\alpha_0 = 1$, $\alpha_1 = 0.67$, and $\alpha_2 = 0$. For $P_\epsilon$ with $\epsilon \neq 0$, the problem of minimizing (13) is directly solved by Theorem 1. Take $\epsilon = 0.8$ as an example, it shows that the positive semi-definite solution to the MARE (25) exists (which is omitted due to space limit) for all $p \in [0, 0.9]$ such that the networked system is mean-square stabilizable. Fig. 4a shows the theoretical and simulated results of the optimal performance for the plant $P_{\epsilon=0.8}$ with random transmission delay channel, over 20000 Monte-Carlo runs. It shows that the simulated result perfectly coincides with the theoretical one, with the percent errors less than 0.2%. With the increase of the probability of one-step delay, the optimal performance increases except when the probability approaches one,
which implies the non-convex relation between the delay probability and the optimal performance. Since the controller is observer-based, the state of the plant and the associated estimate in one out of the simulations are illustrated in Fig. 4b for $p = 0.3$.

By resetting $\alpha_1 = \alpha_2 = 0$ (i.e., the delayed data are actively dropped in the receiver), the networked system reduces to the case of analog erasure channel with erasure rate $e = p_1 + p_2$. Here, $0 \leq e \leq 1$ is taken into consideration. Corollary 1 shows that if $e < 0.5739 = M^{-2}$ holds, then the closed-loop system is mean-square stabilizable and the minimum average control power for the plant $P_{e=0}$ via state feedback is explicitly given by $M^2 - 1$. The theoretical and simulated results of the optimal average control power are depicted in Fig. 4a. Notice that the minimum average control power is $M^2 - 1 = 0.7424$ if the erasure channel is absent, and when the erasure rate $e$ approaches $M^{-2}$, large control effort is required to stabilize the system.

![Figure 4: Optimal performances](image-url)
6 Conclusion

In this paper, the mean-square optimal control problem of a linear feedback system with a quasi-colored multiplicative noise via output feedback is addressed. It shows that the noise under study generalizes the classical i.i.d. multiplicative noise and has advantage on modeling a class of network phenomena including random transmission delays. By converting the optimal control problem into a mean-square stability problem of an augmented system, the optimal output feedback controller is designed in terms of a mean-square stabilizing solution to one MARE. The necessary and sufficient condition for the existence of the mean-square stabilizing solution to the MARE is also presented. Owing to the feature of the proposed multiplicative noise, the result is applied to optimal control problems of NCSs with random transmission delays and analog erasure channel, respectively. The methodology would be expected to provide a novel idea to deal with a class of channel-induced uncertainties in NCSs.

It is worthwhile to figure out that one can refer to [24] for solving the multiple external input case associated with this work. Inspired by [20, 41], a multidimensional counterpart of the proposed colored-noise would be straightforward. Thus, the multivariable case of the optimal control problem in this work would be expected to be solved by applying the proposed method and focus of future research.

A Proof of Lemma 2

Note that for the system in Fig. 2b we have

\[ z(k) = G_{zw}(q)w(k) + G_{zd}(q)d(k) \]
\[ u(k) = G_{uw}(q)w(k) + G_{ud}(q)d(k) \]

where \( q^{-1} \) is the shift operator. Since \( w(k) \) is assumed to be zero-mean and unit-variance and independent of \( d(k) \),

\[ \| z \|_P^2 = \| G_{zw} \|_2^2 + \| G_{zd}(q)d(k) \|_P^2 \]
\[ \| u \|_P^2 = \| G_{uw} \|_2^2 + \| G_{ud}(q)d(k) \|_P^2 \]

It is claimed that for any stable and proper LTI single-input plant \( G_0 \), it holds \( \| G_0(q)d(k) \|_P^2 = \| G_0(z)\Phi(z)\|_2^2\|u\|_P^2 \). Let \( \{g_0(l)\}_{l=0}^\infty \) be the unit-impulse response of \( G_0 \) such that the output of \( G_0 \) to the input \( d(k) \) is given by \( z_0(k) = \sum_{i=0}^k g_0(i) d(k-i) \). Suppose \( d(k) = 0 \) for \( k < 0 \), it shows that

\[ E\{\| z_0(k) \|^2 \} = \sum_{l=0}^\infty \sum_{m=0}^\infty g_0^2(l)g_0(m) E\{d(k-l)d(k-m)\}. \]

From (8) and Assumption 1 it holds that

\[ E\{d(k-l)d(k-m)\} = \sum_{i=0}^\tau \beta_{l-m+1} E\{u^2(k-l-i)\} \]
Thus,
\[
\|z_0\|_P^2 = \lim_{k \to \infty} \frac{1}{k + 1} \sum_{k=0}^{\infty} \sum_{l=0}^{\infty} g_0^T(l)g_0(m) \times \sum_{i=0}^{\infty} \beta_{i,l-m+1} \mathbb{E}\{u^2(k - l - i)\}
\]
\[
= \left( \sum_{l=0}^{\infty} \sum_{m=0}^{\infty} g_0^T(l)g_0(m) \sum_{i=0}^{\infty} \beta_{i,l-m+1} \right) \|u\|^2_P
\]
\[
= \left( \sum_{l=0}^{\infty} \sum_{j=-\infty}^{\infty} g_0^T(l)g_0(l-j)r(j) \right) \|u\|^2_P.
\]

By the definition of $H_2$ norm, it shows that
\[
\sum_{l=0}^{\infty} \sum_{j=-\infty}^{\infty} g_0^T(l)g_0(l-j)r(j) = \|G_0(z)\Phi(z)\|_2^2,
\]
promised that $\Phi(z)\Phi(z^{-1}) = S(z)$. As a result,
\[
\|G_{zd}(q)d(k)\|_P^2 = \|G_{zd}(z)\Phi(z)\|_2^2 \|u\|^2_P,
\]
\[
\|G_{ud}(q)d(k)\|_P^2 = \|G_{ud}(z)\Phi(z)\|_2^2 \|u\|^2_P.
\]

Consequently, followed by (39) and (40), $\|u\|_P^2$ and $\|d\|_P^2$, as well as $\mathbb{E}\{u^2(k)\}$ and $\mathbb{E}\{d^2(k)\}$, exist if and only if $\|G_{ud}(z)\Phi(z)\|^2_2 < 1$ and, if this is the case, Lemma 2.2 holds by solving $\|z\|^2_P$. Lemma 2.3 follows from the same technique in [3] together with Lemma 2.2. One also can directly compute the spectral radius of $\hat{G}$ to obtain the result since $\hat{G}$ is a $2 \times 2$ matrix.

### B Proof of Lemma 4

It is standard to rewrite $P_\gamma$ into a form of lower linear fractional transformation that $P_\gamma = F(P_\gamma, K)$ for some plant $P_\gamma$. Then a direct realization of the auxiliary plant $\hat{P}_\gamma(z)$ is given by

\[
P_\gamma = \begin{bmatrix}
A & B_2\hat{C} & B_3\hat{C} & B_1 & B_2\hat{D}_2 & B_2\hat{D}_1 \\
0 & \hat{A} & 0 & 0 & 0 & \hat{B}_1 \\
0 & 0 & \hat{A} & 0 & \hat{B}_2 & 0 \\
C_1 & DC & DC & 0 & DD_2 & DD_1 \\
0 & 0 & 0 & 0 & 0 & 1 \\
C_2 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

By applying the algebraic equivalence transformation $T = \begin{bmatrix} I & 0 & 0 \\ 0 & I & -I \\ 0 & 0 & I \end{bmatrix}$, we can see that (11) can be reduced to (18), without affecting the stabilizability and detectability of the plant since the reduced mode is related to $\hat{A}$.
C Proof of Lemma 5

To see the existence of solutions to the DAREs (19) and (20), it is sufficient to show that i) $(\bar{A}, \bar{B}_2)$ is stabilizable and $(\bar{A}, \bar{C}_1)$ has no unobservable poles on the unit circle, and ii) $(\bar{A}, \bar{C}_2)$ is detectable and $(\bar{A}, [\bar{B}_1 \bar{B}_2])$ has no unobservable poles on the unit circle. Suppose that Assumption 2 holds. It is easy to see that $(\bar{A}, \bar{C}_1)$ and $(\bar{A}, \bar{C}_2)$ share the same unobservable poles. Now we need to show that $(\bar{A}, \bar{B}_2)$ is also stabilizable. Otherwise, there exists an nonzero vector $\bar{v}^* = [v^* \; \tilde{v}^*]$ and $z_0$ with $|z_0| > 1$ such that $\bar{v}^* [z_0 I - \bar{A} \; \bar{B}_2] = 0$. By algebraic computation, it holds that $\bar{v}^* [z_0 I - \bar{A}] = 0$ and $\bar{v}^* \bar{B}_2 \bar{C} (z_0 I - \bar{A})^{-1} \bar{B}_1 = 0$. Notice that $\bar{C} (z_0 I - \bar{A})^{-1} \bar{B}_1 = H (z_0) \neq 0$ as $z_0$ is an unstable pole of $P$, then $\bar{v}^* \bar{B}_2 = 0$, which implies that $(\bar{A}, \bar{B}_2)$ is unstabilizable and leads to a contradiction. The converse is similar. Note that ii) also can be obtained by similar technique, with the fact that $\Phi(z)$ is minimum phase, and thus is omitted here. The rest is standard for optimal control of discrete-time LTI systems, see [32].

D Proof of Lemma 6

Directly computing yields that the relative degree of $(\bar{A}, \bar{B}_1, \bar{C}_2)$ is $r_1$. For $i = 0, 1, \ldots, \hat{C}_2 \bar{A} \bar{B}_2 = (\hat{C}_2 \bar{A}^i \bar{B}_2) \bar{D}_2 + \sum_{j=1}^{r_2} (\hat{C}_2 \bar{A}^{i-j} \bar{B}_2) \hat{C} \bar{A}^{-1} \bar{B}_2$. Since $\bar{D}_2 \neq 0$, that the relative degree of the system $(\bar{A}, \bar{B}_2, \bar{C}_2)$ is $r_2$ for $i = 0, \ldots, r_2 - 2$ and $\hat{C}_2 \bar{A}^{r_2-1} \bar{B}_2 \neq 0$. That is, the relative degree of $(\bar{A}, \bar{B}_2, \bar{C}_2)$ is $r_2$. It can be shown that $\bar{C}_2 \Psi = \bar{C}_2 \bar{\Psi}$ so that $\bar{C}_2 \Psi$ is full column rank. Meanwhile, it follows from [22] that, by Assumption 3, for any given $\lambda_0$, $\lambda_1$, and $\gamma$, the stabilizing solution to the DARE (20) is given by

$$Y_\gamma = \sum_{i=0}^{r_1-1} \bar{A}^i \bar{B}_1 \sigma_0^2 \lambda_0^2 \bar{B}_1^T \bar{A}^T + \sum_{i=0}^{r_2-1} \bar{A}^i \bar{B}_2 \lambda_1^2 \gamma^{-2} \bar{B}_2^T \bar{A}^T.$$ 

Thus, $Y_\gamma \bar{C}_2^T = \bar{\Psi} \Pi^2 \bar{\Psi} \bar{C}_2^T$, which yields $Y_\gamma \bar{C}_2^T (\bar{C}_2 Y_\gamma \bar{C}_2^T)^\dagger = \bar{\Psi} (\bar{C}_2 \Psi)^\dagger$. Then [22] holds. It is observed that $(L_0, \bar{C}_2 - F_\gamma) Y_\gamma (L_0, \bar{C}_2 - F_\gamma)^T = F_\gamma (Y_\gamma - \bar{\Psi} \Pi^2 \bar{\Psi} \bar{C}_2^T) F_\gamma^T$. Then

$$F_\gamma (Y_\gamma - \bar{\Psi} \Pi^2 \bar{\Psi} \bar{C}_2^T) F_\gamma^T = R_\gamma \left( \sum_{i=0}^{r_1-2} F_\gamma \bar{A}^i \bar{B}_1 \sigma_0^2 \lambda_0^2 \bar{B}_1^T \bar{A}^T \right) F_\gamma^T$$

$$+ \sum_{i=0}^{r_2-2} F_\gamma \bar{A}^i \bar{B}_2 \lambda_1^2 \gamma^{-2} \bar{B}_2^T \bar{A}^T \right) F_\gamma^T$$

$$= \sigma_0^2 \lambda_0^2 \sum_{i=0}^{r_1-2} \bar{B}_1^T \bar{A}^T (F_\gamma^T R_\gamma F_\gamma \bar{A}^i \bar{B}_1)$$

$$+ \lambda_1^2 \gamma^{-2} \sum_{i=0}^{r_2-2} \bar{B}_2^T \bar{A}^T (F_\gamma^T R_\gamma F_\gamma \bar{A}^i \bar{B}_2).$$

Note that $F_\gamma^T R_\gamma F_\gamma = \bar{A}^T X_\gamma \bar{A} + \bar{C}_1^T \bar{C}_1 - X_\gamma$. Then [23] holds.
E Proof of Lemma 7

The former part and the optimal state feedback gain can be obtained by applying [15, Lemma 12]. Then the associated optimal cost is given by

$$\min_F \hat{J}_{H_2} = \phi_0(X)$$

$$= \bar{B}_1^T \bar{A}^{r_1-1} X \bar{A}^{r_1-1} \bar{B}_1 + \sum_{j=0}^{r_1-2} \bar{B}_1^T \bar{A}^j \bar{C}_1 \bar{A}^j \bar{B}_1$$

Since $\bar{A}^i \bar{B}_1 = \left[ A_i B_1 \right]$ for any integer $i$, the optimal cost in (30) is obtained.
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