Distinguishing multi-spin interactions from lower-order effects
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Multi-spin interactions can be engineered with artificial quantum spins. However, it is challenging to verify such interactions experimentally. Here we describe two methods to characterize the n-local coupling of n spins. First, we analyze the variation of the transition energy of the static system as a function of local spin fields. Standard measurement techniques are employed to distinguish n-local interactions between up to five spins from lower-order contributions in the presence of noise and spurious fields and couplings. Second, we show a detection technique that relies on time dependent driving of the coupling term. Generalizations to larger system sizes are analyzed for both static and dynamic detection methods, and we find that the dynamic method is asymptotically optimal when increasing the system size. The proposed methods enable robust exploration of multi-spin interactions across a broad range of both coupling strengths and qubit modalities.

Introduction.—Although interactions that depend on more than two spins are usually not present in natural quantum spin systems, they are a key resource for analog quantum simulation and quantum computation applications. For example, multi-spin interactions arise in the mapping of fermions to artificial spin systems in quantum algorithms for quantum chemistry [1–3] or in effective spin models of cuprate superconductor Hamiltonians [4]. In addition, multi-spin interactions play a crucial role in error suppression schemes for quantum annealers [5, 6], in adiabatic topological quantum computation [7], as well as in a variety of combinatorial optimization problems [8–10]. Such multi-spin interactions are called n-local when there are n spins partaking in a single many-body coupling mechanism.

While many n-local coupling proposals use perturbative Hamiltonian gadgets with ancilla qubits to obtain the effective interaction [11–14], a variety of non-gadgetized 3- and 4-local interaction schemes have been proposed [15–20], some of which are scalable to higher-order locality. While the implementation of such interactions appears to be of broad interest, the identification of multi-spin interactions when these are relatively weak and appear in combination with interactions of other orders that are of comparable strength or larger remains an open question. In addition, some coupling mechanisms can cause further undesired couplings of lower order [17–19], requiring detection methods that reliably determine the coupling despite such spurious terms.

In this work, we propose error-resilient methods for the characterization of multi-spin interactions. The studied methods can be split into two classes: one relying on the static properties of an n-local Hamiltonian, and the other exploiting time dependent effects when driving such a Hamiltonian. For the static detection technique, we rely only on spectroscopic measurements rather than temporal dynamics. Naturally, this method is directly relevant for experiments with artificial spin systems that exhibit limited coherence. Using Hamiltonian model fits, which are commonly employed to characterize artificial spin systems [21–23], we find numerical evidence that the n-local interaction adds a unique signature to the behavior of the transition energy of the system when local spin fields are varied. We study the robustness of this technique by analyzing the performance of the method in the presence of emulated experimental noise, which dampens the size of the n-local coupling signature. This static method is contrasted with a time dependent detection technique that requires a stronger set of assumptions on the experimental system control. In this case, the capability of detecting n-local interactions scales more favorably with system size, and we find that it is an asymptotically optimal detection technique. However, it is subject to stringent coherence time requirements. By contrasting detection method classes with high and low experimental control requirements, we identify their respective merits for practical quantum device characterization.

Coupled multi-spin Hamiltonians.—We consider an n-spin system in which all subsets of spins are coupled. Additionally, we consider that the system has a coupler as portrayed in Fig. 1. We assume that the coupler can be turned on and off. When it is on, it adds an n-local term to the Hamiltonian that couples all spins and takes the form $M Z_1 \otimes Z_2 \otimes \ldots \otimes Z_n$ in the system Hamiltonian. The n-local coupling strength is given by $M$, and $Z_i$ is the Pauli Z matrix for the $i$-th spin.
The following $n$-spin Hamiltonian family is considered:

$$H = \sum_{s \in S} \delta_s X_s + \epsilon_s Z_s + \sum_{Q \subseteq S, |Q| > 1} J^{(Q)}_Z \bigotimes_{s \in Q} Z_s + J^{(Q)}_X \bigotimes_{s \in Q} X_s,$$

where $X_s, Z_s$ are the $X$ and $Z$ Pauli matrices, respectively. The first sum is over individual spins in the set $S$ of all $n$ spins, and the second runs over all non-empty subsets $Q$ of size larger than one. For each spin subset $Q$, the Hamiltonian defines a coupling between all spins in the subset, which can be a $Z$-type coupling with strength $J^{(Q)}_Z$ or an $X$-type coupling with strength $J^{(Q)}_X$. We only consider $Z$-coupling and transverse $X$ terms, but our techniques can be generalized to include $Y$-type coupling. Inspired by the relevant platform of single-loop flux qubits [24–26], we assume that the single spin-$Z$ fields $\epsilon_s$ are the only tunable parameters in this Hamiltonian apart from the ability to turn the coupler on and off. We can vary each $\epsilon_s$ parameter for each spin $s$ individually in the range from 0 to $\epsilon_{\text{max}}$. Similarly, we label by $\delta_s$ the single spin $X$-field, which is not tunable. The $n$-local term of interest is present when $Q = S$. We assume the $n$-local term along the $X$ direction to be fixed to $J_X^{(S)} = 0$ and we define $J_Z^{(S)} = M$. For the system model, we use parameters that are experimentally feasible for coupled superconducting flux qubits, a promising platform for realizing artificial spin systems. We set $\delta_s = 2\pi \times 2 \text{ GHz}$, $\epsilon_{\text{max}} = 2\pi \times 10 \text{ GHz}$ for the single-qubit fields, and for the coupling parameters of locality lower than $n$ we assume $J^{(Q)}_Z, J^{(Q)}_X$ sampled in the range of $2\pi \times [0, 300] \text{ MHz}$ [21, 22]. Finally, for the $n$-local term, we base our values on the practical coupler proposal discussed in Ref. [19], which estimates a 4-local coupling of about $2\pi \times 500 \text{ MHz}$. However, we expect that the first experimental prototypes will exhibit a lower coupling and assume $M = 2\pi \times 50 \text{ MHz}$. Although these Hamiltonian parameters are aimed to highlight experimental feasibility, we emphasize that our techniques are also applicable to other systems encoding artificial spins.

Throughout this work, we denote a $k$-local coupling term as an additive term in the Hamiltonian of the form $Z_1 \otimes Z_2 \otimes \ldots \otimes Z_k$ (or along the $X$ direction) between any group of $k$ spins. Similarly, we define a $k$-local Hamiltonian as including $l$-local coupling terms from $l = 1$ to $l = k$. The locality of such a $k$-local Hamiltonian is the quantity $k$.

Most practical $n$-local coupler setups, as in Refs. [17–19], will be imperfect: Whenever the coupler is turned on, it generates spurious terms, inadvertently altering all other Hamiltonian parameters – except the $n$-local parameters $J^{(S)}_X$ and $J^{(S)}_Z$ – by a value in the range $\pm \eta M$, where $\eta$ is the relative spurious term amplitude. Here we consider $\eta$ fixed at $\eta = 1/2$, but generalize to include larger values of $\eta$ in the Supplementary Information.

**Static detection technique.**—The first proposed detection technique is based on analyzing variations in the transition energy of the system both with the coupler on and off. The detection principle is based on the fact that these variations contain an $n$-local signature, which can only be generated by a Hamiltonian with the desired $n$-local term, and not with an $(n-1)$-local Hamiltonian. The proposed experimental procedure consists of measuring the transition energy first with the coupler off $E^{(0)}_{01}$, then on $E^{(M)}_{01}$, and analyzing the variation of the transition energy:

```
FIG. 1. System of artificial spins coupled via a multi-spin coupler. (a) The types of techniques to detect multi-spin interactions considered in this work. Static detection techniques probe steady state behavior with continuous-wave drives, whereas dynamic techniques such as coupler pulses lead to transient behavior. (b) Schematic of the system for $n = 4$ when the coupler is off, including pairwise interactions $J_Z, J_X$ between all pairs of spins. (c) When the coupler is turned on, a 4-local term with coupling strength $M$ as well as spurious terms of lower locality are added to the system Hamiltonian.

FIG. 2. Transition energy variation of a 4-spin system. It is shown how the transition energy variation changes with the local $Z$-field strength $\epsilon$ for all field configurations. The legend indicates to which of the 4 spins the field is applied for each curve.
```
\{\Delta E^M\} = \{E_{01}^{(M)} - E_{01}^{(0)}\} \quad (2)

The transition energy variation \(\Delta E^M\) is determined as a function of the tunable \(Z\)-fields \(\epsilon_i\) while maintaining some of the spins fixed at \(\epsilon_i = 0\). Specifically, for each subset of spins \(Q \subseteq S\), we set \(\epsilon_i = \epsilon \forall i \in Q\) and measure the transition energy variation as a function of \(\epsilon\), varying from 0 to \(\epsilon_{\text{max}}\). Doing so for all subsets of spins, we calculate the transition energy variation as a function of \(\epsilon\) for \(2^n - 1\) distinct configurations, as visualized in Fig. 2. Many of these curves do not simply collapse onto each other due to the sampled spurious terms, which break the system degeneracy.

A central claim that we make is that the spectroscopy curves contain an \(n\)-local signature, which can only be explained by an \(n\)-local Hamiltonian and by none other with lower locality. We find the signature via a pair of Hamiltonian model fits based on Eq. (1). Specifically, we assume that we know all original coupling parameters with the coupler off. Experimental techniques exist to characterize such 1- and 2-local terms reliably [21–23, 27]. Using a least squares fitting procedure [28], one fit is then performed with an \(n\)-local Hamiltonian and another with an \((n-1)\)-local Hamiltonian. The fits determine all spurious shifts and the \(n\)-local term. By comparing the two fits via a fit quality measure, we can differentiate whether the system is described by an \(n\)-local Hamiltonian or one of lower locality. Fewer than the \(2^n - 1\) spin configurations can be used for the curve fits or the \(\epsilon\) parameters can be chosen differently for different spins. We do not analyze such modifications here, but they could potentially result in more scalable and efficient detection methodologies.

To analyze the performance of the fits on the \(n\)-local Hamiltonian data, we introduce a quality measure. The first measure is the mean deviation between the fitted curve and the data points corresponding to the \(n\)-local Hamiltonian data. Under the assumption of no experimental error, this quality measure easily distinguishes between an \(n\)-local and an \((n-1)\)-local Hamiltonian model, concluding that the system Hamiltonian indeed includes an \(n\)-local term. To study the procedural robustness, we analyze whether we can still distinguish the two Hamiltonian models in the presence of noise.

**Spectral resolution threshold.**—We analyze the robustness of the proposed detection method against emulated experimental errors. Specifically, we introduce noise to the generated data and analyze how both the \(n\)-local and \((n-1)\)-local Hamiltonian models perform. As we increase the noise amplitude \(\sigma\), we expect the quality of the \(n\)-local model to worsen, until the quality of both models is comparable. In this limit, we can no longer characterize whether the system exhibits \(n\)-local coupling or not.

To emulate noise with amplitude \(\sigma\), we randomly shift each transition energy data point by an error \(\xi \sim \mathcal{N}(0, \sigma^2)\) drawn from a normal distribution with mean 0 and variance \(\sigma^2\). In this way, we emulate the spectral linewidth of a spin transition with coherence time \(T_2 = 1/(2\pi\sigma)\), which creates an uncertainty in the transition frequency measurement. We then analyze the quality measure of both the \(n\)-local and \((n-1)\)-local model as we increase \(\sigma\). We identify a critical noise amplitude \(\sigma_C\) at which the quality of both models is comparable and we can no longer distinguish the Hamiltonian locality.

Fig. 3(a–b) show the transition energy variation versus flux for a 4-spin system and two different error amplitudes. The fit is performed simultaneously on all 15 field configurations but only one configuration is shown for clarity. As expected, the 4-local model mean deviation is small for small \(\sigma\), while the 3-local model mean deviation is relatively large, clearly distinguishing the two models. When we increase \(\sigma\), however, both Hamiltonian fits have large deviations and we cannot distinguish which model better describes the data.

We analyze this behaviour more precisely as a function of \(\sigma\) in Fig. 3(c): We increase \(\sigma\) and again compare the mean fit deviation between the two models. The critical noise amplitude \(\sigma_C\) is defined by the intersection point of a pair of linear fits in Fig. 3(c), in which the blue line fits to the 4-local model data, and the orange line to the first five points of the 3-local model data. We highlight that at the intersection point \(\sigma_C\) we can no longer distinguish between the models. For four spins, the intersection occurs at around \(\sigma_C(n = 4) = 15\) MHz, which corresponds to \(T_2 = 11\) ns. This time is substantially lower than that of state-of-the-art superconducting qubit devices, which have coherence times in the microsecond regime [29, 30].

The extension of the error analysis for other system sizes is shown in the inset of Fig. 3(c), and we analyze how the critical noise amplitude varies as a function of the number of spins \(n\). We find that \(\sigma_C(n)\) decreases exponentially as a function of \(n\), suggesting the need for exponentially more precise experiments and measurements with increasing system size. A similar analysis is presented in the Supplementary Information regarding the effect of spurious terms on this detection technique.

**Extension to larger system sizes.**—We now approach the detection problem from a more analytical perspective, examining how our proposed method generalizes asymptotically for large \(n\). To derive an asymptotic bound for \(\sigma_C(n)\), we make the simplifying assumption that the system has no coupling terms beside the \(n\)-local term. We assume that all \(\delta_i\) parameters are identical to \(\delta\) and that the \(n\)-local term \(M\) is small compared to other permanent terms in the Hamiltonian. Moreover, we consider a slightly different measure of fit quality: the mean deviation between the fit and the error-shifted data point, which allows easier theoretical treatment.

We show that \(\sigma_C(n)\) varies asymptotically as \(O\left(\frac{M}{n^2}\right)\): We first give a brief argument for a lower bound of the quality measure of an \(n\)-local Hamiltonian fit as a function of \(\sigma\). Then we motivate an upper bound for the quality measure of an \((n-1)\)-local Hamiltonian fit. These bounds require the use of perturbation theory arguments, with the complete proof in the Supplementary Information. The main result is an exponentially decreasing
FIG. 3. Robustness of the detection method against emulated experimental error. (a) Transition energy variation as a function of $Z$-field for a specific field configuration before (red dots) and after (green dots) addition of a 5 MHz error. The 3-local (4-local) fit to the noisy data is shown in orange (blue), and the fit deviation is the mean distance between fit and the noiseless data points. (b) Same as (a) but with an emulated error of 20 MHz. (c) Comparison of the mean fit deviation between the 3- and 4-local models as a function of the spectral resolution $\sigma$. The critical noise amplitude, which is given by the intersection point $\sigma_C$, is highlighted with the red dashed line. Inset: Critical noise amplitude $\sigma_C$ versus number of spins $n$. We observe that $\sigma_C$ decreases exponentially with $n$ for a sufficiently large number of spins $n > 2$.

bound for $\sigma_C$ of the form

$$\sigma_C = O\left(\frac{M}{2^n} \langle \cos \theta \rangle^n\right),$$

where $\theta$ is the angle between the ground state and the $Z$-direction if the system were non-interacting. The exponentially decreasing bound shows us the limitations of the detection method. Our proof is straightforward to generalize to any spectroscopic detection method, as such a technique suffers from an exponentially decreasing error setback. This is true while the system contains small coupling and permanent single spin $X$ terms, as this guarantees that $\langle \cos \theta \rangle < 1$. Our finding motivates the search for a more generalizable detection technique that can be compared to the spectroscopic method both for required control capabilities and asymptotic scaling.

Dynamic detection technique.—In addition to the exponential bound for spectroscopic detection schemes, no experimental detection technique is expected to detect $n$-local coupling while maintaining spectroscopic errors greater than $O(M)$. This implies that to detect an $n$-local coupling, we require our system to have a coherence time of at least $O(1/M)$. We discuss a dynamic detection technique that achieves this asymptotically optimal bound without suffering from an exponentially decreasing error bound for larger $n$. The approach is based on exploiting transitions which are prohibited without the presence of an $n$-local term. Specifically, consider setting all $\epsilon_i$ parameters to zero, such that the permanent $\delta_i$ parameters are dominant and the system eigenstates are approximate $X$ eigenstates. The ground state then is $|\alpha\rangle = |-\rangle^\otimes n$ and the most excited state is $|\beta\rangle = |+\rangle^\otimes n$.

The coupler is pulsed periodically, and the $n$-local coupling term varies as $\delta H = M \cos \omega t Z_1 \otimes Z_2 \ldots \otimes Z_n$. From first-order time-dependent perturbation theory we expect that there is a transition probability between the ground and the most excited state proportional to the matrix element $\langle \alpha | \delta H | \beta \rangle$. We pick the pulsing frequency $\omega = \omega_{n\beta}$ to maximize the transition probability, which then grows as $M^2 t^2$ for small times. To measure this ef-
fect, we assume that we can measure state components with some $n$-independent constant precision $\xi$. To detect the state component we must wait a time $t_0$ such that $M^2t_0^2 = \xi \Rightarrow t_0 = O(\frac{1}{M})$. This indicates that we require a $T_2$ coherence time that is at least as long, and thus we need a spectral resolution of $O(M)$. This dynamic detection technique is asymptotically optimal.

For the approach to be a valid detection technique, the lower-order coupling terms cannot contribute to the transition probability to first order. Using the orthogonality of the eigenstates, we find that lower-locality terms give a zero matrix element. Therefore, to first order in the strength of the $n$-local term $M$, we expect a non-zero transition probability only if the system has an $n$-local Hamiltonian.

The dynamic method generalizes better than the spectroscopic approach, since transition probabilities only need to be measured to a constant degree of precision, whereas the spectroscopic approach requires exponentially decreasing spectral resolution. Another benefit is that the approach does not involve numerically expensive matrix diagonalization and fitting routines. Nevertheless, a drawback is that the coupler must be pulsed, which is a relatively strong assumption given that existing multi-spin coupler proposals target annealing architectures with typically limited coherence times [17–19].

We analyze whether the method is still viable in the presence of dephasing and energy decay, using the Lindblad Master equation for the system density matrix $\rho$:

$$\dot{\rho}(t) = -i[H(t), \rho(t)] + \sum_i \frac{1}{2} (2C_i\rho(t)C_i^\dagger - \rho(t)C_i^\dagger C_i - C_i^\dagger C_i\rho(t)).$$

We consider one collapse operator $C_i$ causing the decay of single spins: $C_i = \sqrt{\gamma_i}(-|+\rangle\langle+|).$ A second collapse operator causes dephasing: $C_i = \sqrt{\gamma_i}/2X_i$. The dephasing rate $\gamma_i$ is chosen as $\gamma_i = 1/T_2$, with energy decay and dephasing having equal rates.

We analyze the method performance by analyzing the state contrast of the system during a period of 1000 ns. We define the state contrast as the difference between the maximum probability of measuring the $|+\rangle^\otimes n$ state minus the maximum probability of measuring any other eigenstate during the time window, excluding $|-\rangle^\otimes n$. This is a natural measure of success, as the transition to the most excited state is predominantly due to the $n$-local term, and a sufficiently high state contrast would imply the existence of the desired term.

The time evolution of the system is simulated numerically with QuTiP [31] and the result is shown in Fig. 4.

We show the state contrast dependence on the number of spins $n$ and coherence time $T_2$. For short coherence times, the state contrast is small, implying a sufficiently large coherence time is required. Furthermore, the state contrast decreases as $n$ is increased, which is expected as there are more decay pathways from the highest to lower-energy states.

![State Contrast vs Coherence Time](image)

**Fig. 4.** Plot of the state contrast as a function of the number of spins $n$ and coherence time $T_2$. For large enough coherence times $T_2$, the state contrast is high, which implies the existence of the desired $n$-local term.

**Conclusion.**—We presented a spectroscopic detection technique capable of characterizing $n$-local spin interactions. The robustness of the method against experimental errors and spurious terms was analyzed both numerically and analytically. We found that this approach is expected to perform well for systems of up to five spins. For larger systems, we contrasted the method with an alternative technique that relies on dynamical control of the coupler and is more extensible asymptotically. For practical multi-spin coupler designs [17–19], our methods are applicable for experimentally feasible error amplitudes, and thus can be used to characterize the system Hamiltonian and detect its locality.
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I. SENSITIVITY TO SPURIOUS TERMS

As another measure of robustness, we analyze how the detection method performs in the presence of unwanted spurious fields and couplings. If the spurious terms are large, they could suppress the influence of the $n$-local term on the transition energy spectrum, thus interfering with its detection. Therefore, it is important that the detection technique is capable of withstanding even large spurious terms.

We study the spurious term dependence similarly to the error analysis. Specifically, for each coupling parameter $J$ in the original Hamiltonian presented in Eq. (1) in the main text, we randomly shift it by a spurious coupling $\delta J$ when the coupler is turned on. We choose $\delta J \sim U(0, \eta M)$, such that the spurious term is sampled from a uniform distribution between 0 and $\eta M$, where $\eta$ is labeled the relative spurious term amplitude and $M$ is the $n$-local coupling term. If the system had no experimental error, the $n$-local Hamiltonian fit would always be perfect independent of the spurious term. In order to approximate an experimental realization of the system, however, we include an error of $\sigma = 5$ MHz.

After applying all the $2(2^n - 3)$ spurious terms $\delta J$ to the Hamiltonian and generating the data including noise, we again perform an $n$-local and an $(n-1)$-local Hamiltonian model fit. We analyze the measure of quality of both models, examining whether we can always distinguish an $n$-local Hamiltonian from an $(n-1)$-local Hamiltonian. For concreteness, we focus on a four-spin system and investigate the detection of a 4-local interaction.
Interestingly, we observe from the data in Fig. S1 that the spurious term amplitude does not present difficulties in detecting the desired \( n \)-local Hamiltonian over an \((n-1)\)-local Hamiltonian, as there is always a significant distance between the two measures of quality. Therefore, the spurious term amplitude does not complicate the detection of the \( n \)-local term, such that the main impediment of this detection technique is experimental errors in the spectroscopic measurements.

II. PROOF OF THE ASYMPTOTIC ERROR CUTOFF

Here we present the proof of the asymptotic error cutoff \( \sigma_C \) as a function of the number of spins \( n \). To do so, we first note that the \( n \)-local Hamiltonian model fit on noisy \( n \)-local data will necessarily have a measure of quality that scales at least linearly with \( \sigma_C \). In order to upper bound the measure of quality of an \((n-1)\)-local Hamiltonian fit on noisy \( n \)-local Hamiltonian data, note that any such \((n-1)\)-local fit on this data will perform at least as well as the \((n-1)\)-local fit that finds all spurious parameters correctly but has no \( n \)-local coupling term. Under the assumption of small coupling terms, the system’s eigenstates are approximate non-interacting states, such that the ground state is \( \bigotimes_{i=1}^n |g_i \rangle \). One of the first excited states is \( |f_1 \rangle \otimes \bigotimes_{i=2}^n |g_i \rangle \), where \( |g_i \rangle = -\sin \frac{\theta}{2} |0 \rangle + \cos \frac{\theta}{2} |1 \rangle \) and \( |f_1 \rangle = \cos \frac{\theta}{2} |0 \rangle + \sin \frac{\theta}{2} |1 \rangle \). The angle \( \theta_i \) is given by \( \cos \theta_i = \frac{\epsilon_i}{\sqrt{\epsilon_i^2 + \epsilon_{\text{max}}^2}} \).

To compute how the desired \( n \)-local Hamiltonian compares to the \((n-1)\)-local Hamiltonian with all spurious parameters correct, we apply perturbation theory. Specifically, the difference between each curve is easily computable that the measure of quality of the \((-1)\)-local fit is at most \( 2M \sum_{i=1}^n \cos \theta_i \). To this order, this is simply the value of the deviation between this Hamiltonian’s data and the original \( n \)-local Hamiltonian data. Observe that this is always 0 if for some \( i \cos \theta_i = 0 \Rightarrow \epsilon_i = 0 \), such that we only expect a difference if we are in the configuration that sweeps all \( \epsilon \) parameters together with \( \epsilon_i = \epsilon \). Therefore, the mean deviation is \( 2 \frac{M}{2^n-1} \sum_{i=1}^n \cos \theta_i = 2 \frac{M}{2^n-1} \langle \cos \theta \rangle^n = O \left( \frac{M}{2^n} \langle \cos \theta \rangle^n \right) \), where we use \( \langle \cdot \rangle \) to indicate the average value over all \( \epsilon \). In this case \( \langle \cos \theta \rangle = \langle \frac{\epsilon}{\sqrt{\epsilon^2 + \epsilon_{\text{max}}^2}} \rangle \), where we sweep \( \epsilon \) from 0 to \( \epsilon_{\text{max}} \), such that \( \langle \cos \theta \rangle \leq \frac{1}{2^{n-1}} \).

As the optimal \((n-1)\)-local Hamiltonian fit performs at least as well as this constructed Hamiltonian, this implies that the measure of quality of the \((n-1)\)-local fit is at most \( O \left( \frac{M}{2^n} \langle \cos \theta \rangle^n \right) \). Therefore, we expect an error amplitude cutoff at \( \sigma_C = O \left( \frac{M}{2^n} \langle \cos \theta \rangle^n \right) \leq O \left( \frac{M}{2^n} \right) \), an exponentially decreasing bound as claimed.

III. SECOND ORDER TRANSITION PROBABILITIES

In this section, we consider that there are non-zero lower-order coupling terms and examine the effect of these on the dynamic detection method. We consider a system Hamiltonian with large \( X \) field terms, such that the eigenstates...
are approximate $X$-eigenstates. Specifically, we label the lowest and highest excited state $|i\rangle = |−\rangle^{\otimes n}$ and $|f\rangle = |+\rangle^{\otimes n}$ respectively.

In addition, we assume that the spurious terms caused by the coupler oscillate with the same frequency as the $n$-coupling term. Specifically, we assume a harmonic perturbation of the following form, which is slowly turned on at $t = -\infty$:

$$V(t) = e^{\epsilon t} \cos(\omega t) \sum_{Q \subseteq S} \delta J^{(Q)}_Z \otimes Z_s + \delta J^{(Q)}_X s \in Q \otimes X_s.$$  \hspace{1cm} (S1)

We later take the limit $\epsilon \to 0$.

Again, we set $\delta J^{(S)}_X = 0$ and for convenience set $\delta J^{(S)}_Z = M$. Using the same argument as in the main text, the lower locality terms in $V(t)$ do not contribute to first order in the transition probability. By second order perturbation theory for the time dependent perturbation $V(t)$, the transition probability can be written as a power series:

$$P_{|i\rangle \to |f\rangle}(t) = |c(t)|^2$$

with $c(t) = c^{(1)}(t) + c^{(2)}(t) + \ldots$, where $c^{(n)} \sim O(V^n)$. \hspace{1cm} (S2)

For $c^{(1)}(t)$ we consider first order perturbation theory as in the main text, and we find $c^{(1)}(t) = Mt$. For the second order correction $c^{(2)}(t)$ we have

$$c^{(2)}(t) = -\sum_m \int_{-\infty}^{t} dt' \int_{-\infty}^{t'} dt'' e^{i\omega t + i\omega_m t'} V_{fm}(t') V_{m}(t''),$$  \hspace{1cm} (S3)

where $\omega_{fm} = \omega_f - \omega_m$ is the energy difference between the states $f$ and $m$, and $V_{fm}(t) = \langle f | V(t) | m \rangle$. With this in mind, we compute $V_{fm}(t)$: The key observation is to consider expanding the perturbation $V(t)$ in the sum format. Exploiting orthogonality, the only terms that survive in this term are the terms in $V(t) that when acting on $|m\rangle$ produce a term that includes $|f\rangle$. For the $f = m$ case, this is the term $\sum_{Q \subseteq S} \delta J^{(Q)}_Z$. For the $f \neq m$ case, we note that the only term that can connect $|m\rangle$ and $|f\rangle$ is the $Z$-coupling term that acts on the appropriate subset of spins $Q$ such that $\otimes_{s \in Q} Z_s |m\rangle \propto |f\rangle$. As $|m\rangle$ and $|f\rangle$ are $X$-eigenstates, we require that $Q = \{ \bar{m} \}$, where by $\{ \bar{m} \}$ we denote the set of spins in $m$ which are in the $|−\rangle$ state. With this, we find that $V_{fm}(t) = \cos \omega t \left( \delta_{fm} \sum_{Q \subseteq S} \delta J^{(Q)}_X + \delta J^{(f)}_Z \right) = \tilde{J}_{fm} \cos \omega t$.

Analogously for $V_{im}(t) = \cos \omega t \left( \delta_{im} \sum_{Q \subseteq S} \delta J^{(Q)}_X + \delta J^{(m)}_Z \right) = \tilde{J}_{im} \cos \omega t$, where we denote the set $\{ m \}$ as the set of spins in $m$ in the $|+\rangle$ state.

Therefore, we find that a single component inside the sum over $m$ in Eq. (S3) is:

$$\int_{-\infty}^{t} dt' \int_{-\infty}^{t'} dt'' e^{i\omega_{fm} t' + i\omega_m t'} \tilde{J}_{fm} \tilde{J}_{m} \cos \omega t' \cos \omega t''$$  \hspace{1cm} (S4)

Using that we are setting $\omega = \omega_{fm}$, this reduces the integral in Eq. (S4) to $-e^{-i\omega t} \tilde{J}_{im} \tilde{J}_{fm}$.

The overall coefficient $c^{(2)}(t)$ computes to

$$c^{(2)}(t) = -\frac{e^{-i\omega t}}{\omega} \sum_{m} \tilde{J}_{im} \tilde{J}_{fm} \sim -\frac{e^{-i\omega t}}{\omega} \left( \delta_{im} \sum_{Q \subseteq S} \delta J^{(Q)}_X + \delta J^{(m)}_Z \right) \left( \delta_{fm} \sum_{Q \subseteq S} \delta J^{(Q)}_X + \delta J^{(f)}_Z \right) =$$

$$\sim -\frac{e^{-i\omega t}}{\omega} \left( \sum_{m} \delta J^{(m)}_Z \delta J^{(f)}_Z + 2\delta J^{(f)}_Z \sum_{Q \subseteq S} \delta J^{(Q)}_X \right).$$  \hspace{1cm} (S5)

Now we note that $\delta J^{(f)}_Z = M$ and for simplicity assume all $\delta$ parameters in the original Hamiltonian are equal such that $\omega = 2n\delta$. We highlight the contribution in the above formula that is not due to the $n$-local coupling. This is the contribution from the term $\sum_{m} \delta J^{(m)}_Z \delta J^{(f)}_Z$, which to be non-zero requires that there exists at least one combination of 2 spurious terms caused by the coupler: one of locality $k$ and the other of locality $n - k$, for any positive $k$. It is important to highlight that if such combinations can be avoided, for example by the coupler design, then to second order in perturbation theory the transition probability will be solely due to the $n$-coupling term. Similar arguments extend to higher orders in perturbation theory.
Thus, to second order in perturbation theory and assuming all coupling parameters have equal size $\delta J$, the contribution to $c^{(2)}(t)$ due to the spurious terms is $2^n \frac{\delta J^2 e^{-i\omega t}}{2\omega^2}$. For the transition probability to be predominantly caused by the $n$-local term, we find that $M/\delta$ must be considerably larger than the spurious term effect. Ignoring the complex exponentials, this implies that $M$ must be larger than $2^{n-1} \frac{\delta J^2}{\omega^2}$. We highlight that as most spurious terms have size $\delta J = O(M)$, the dynamic detection technique requires $\delta \gg \frac{2^{n-1}}{n} M$. This bound is more achievable in practice for large $n$ than the exponential bound on the spectral resolution of the static technique. That is because $M$ is expected to be small in the first coupler prototypes.