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Abstract

In this work, a dynamic-Immersed–Boundary method combined with a BGK-Lattice–Boltzmann technique is developed and critically discussed. The fluid evolution is obtained on a three-dimensional lattice with 19 reticular velocities (D3Q19 computational molecule) while the immersed body surface is modeled as a collection of Lagrangian points responding to an elastic potential and a bending resistance. A moving least squares reconstruction is used to accurately interpolate flow quantities and the forcing field needed to enforce the boundary condition on immersed bodies. The proposed model is widely validated against well known benchmark data for rigid and deformable objects. Rigid transport is validated by computing the settling of a sphere under gravity for five different conditions. Then, the tumbling of inertial particles with different shape is considered, recovering the Jefferey orbit for a prolate spheroid. Moreover, the revolution period for an oblate spheroid and for a disk-like particle is obtained as a function of the Reynolds number. The existence of a critical Reynolds number is demonstrated for both cases above which revolution is inhibited. The transport of deformable objects is also considered. The steady deformation of a membrane under shear for three different mechanical stiffness is assessed. Then, the tumbling of a weakly-deformable spheroid under shear is systematically analyzed as a function strain stiffness, bending resistance and membrane mass.
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Introduction

By definition a capsule is composed of a membrane, with prescribed permeability and mechanical properties, enclosing some internal medium and controlling the exchange (e.g., fluid and momentum) between the environment and the enclosed medium \([1,2]\). Examples of capsules can be found in nature (cells, bacteria, eggs, eye-bulbs) as well as in the man-made universe (medicines, cosmetics, food- and oil-industries). Specifically, the transport of micro- and nano-membranes within established flows represents one of the physical phenomena of great relevance for a wide range of engineering applications. The scientific community is investing its efforts in general and reliable numerical models able to describe micro- and nano-structures navigating complex geometries, such as: transport of cells and biological particles in the circulatory system and in in-vitro devices \([3-6]\), systemic injection of drugs \([7-12]\); rheology of active colloidal suspensions \([13-15]\); bacteria, micro-swimmers and micro-robots \([16-20]\); microfluidics devices for oil industrial applications with fixed or variable geometries \([21-24]\). Indeed, all of these applications require the detailed description of the complex mechanism driving such particles’ transport. Reliable and accurate fluid-mechanical models are thus fundamental for the rational design and optimization of capsules abilities.

In this perspective, the Immersed Boundary (IB) method emerged a very attractive technique for the treatment of rigid and deformable structures immersed into the fluid stream \([25]\). Within this method, the fluid and the structure solutions are obtained and coupled together at each time step via a transfer function. Specifically, the fluid evolution is obtained on an Eulerian grid not conformed to the immersed object, the latter being represented by a collection of Lagrangian markers responding to some constitutive models. The choice of the adopted constitutive models is essentially arbitrary as well as the forcing procedure (either kinematic or dynamic) transferring
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boundary conditions imposed by the presence of the body onto the neighboring Eulerian fluid cells [26]. Recognizing its absolute flexibility, several scientists employed the IB technique adopting different constitutive models, fluid/structure coupling strategies, and forcing procedures for the fluid boundary conditions. [27–32].

In this work, a dynamic-Immersed–Boundary method is combined with a BGK-Lattice–Boltzmann (BGK-LB) technique for describing the evolution of rigid and soft inertial capsules transported in incompressible flows. This method was extensively studied and validated by the authors for two-dimensional problems [9, 33–35]. Here, the authors propose an extension of such scheme to three-dimensional manifolds. Specifically, the BGK-LB equation is discretized and solved onto a three-dimensional lattice with 19 reticular velocities (D3Q19 computational molecule) describing the fluid evolution with second order accuracy. External boundaries are treated by imposing Dirichlet boundary conditions for the distribution functions as formulated by Zou-He [36]. On the other hand, the argument by Guo et al. [37] for the projection of the forcing term onto the D3Q19 computational molecule is employed to enforce the immersed structures boundary conditions into the flow field. The Moving Least Squares (MLS) reconstruction [38] is used to accurately interpolate the velocity and forcing fields between the Eulerian and Lagrangian points. Both rigid bodies and soft membranes are considered. The former ones are transported by solving the Euler-Newton equations for the center of mass and the revolution angles; the latter ones are transported as a collection of Lagrangian points, connected by means of a triangular surface mesh, responding to a bending resistance, an elastic potential, and the enclosed volume conservation constraint.

The proposed model is validated against well known benchmark data for rigid and deformable capsules. First, the second order accuracy of the present formulation is demonstrated through a grid-refinement study with five different Eulerian meshes on a lid-driven square cavity. Then, the position and velocity of a sphere settling under gravity are computed and compared against the experimental findings by Ten Cate et al. [39]. The falling dynamics is analyzed for different values of Reynolds number, Froude number and solid/fluid density ratio. The tumbling motion
of inertial rigid particles with different shape is also considered. On one side, the Jefferey orbit of a prolate spheroid is recovered for small values of the Reynolds number (Re); while, on the other side, the revolution period for an oblate spheroid and for a disk-like particle is obtained as a function of Re and the existence of a critical value is demonstrated above which rotation is inhibited. Furthermore, the validation of the deformable particle constitutive model is carried out by computing the steady deformation of an elastic capsule under shear [40]. The tumbling period of a weakly-deformable prolate spheroid under shear is systematically analyzed as a function of: strain stiffness, regulated by the non-dimensional shear rate (G = 0.01, 0.025, 0.05, 0.075, 0.1); bending resistance (Eb = 0.001, 0.005, 0.01); and membrane mass (\( \rho_s/\rho_f = 1, 1.2, 1.5, 2, 5 \)). Interestingly, the revolution period seems to be only influenced by the bending resistance. On the contrary, membrane stiffness and mass are responsible for the larger or smaller surface relative strain without affecting the revolution period.

1. Method

1.1. The 3D-BGK Lattice-Boltzmann Method

The fluid evolution is modeled on a 3D computational molecule in the velocity space with 19 directions, the D3Q19 lattice. These reticular directions are identified by 19 vectors in \( \mathbb{R}^3 \) corresponding to discrete velocities \( e_i(x) (i = 0, \ldots, 18) \), where \( x \) are the spatial coordinates, whose Cartesian coordinates are the columns of the following matrix:

\[
e = \begin{pmatrix}
0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & -1 & -1 & -1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 & 0 & 0 & 1 & -1 & 0 & 0 & 1 & 1 & -1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 & 1 & -1 & 0 & 0 & 1 & -1 & 1 & 1 & -1 & -1
\end{pmatrix}
\]  

(1)

On this cubic lattice, 19 discrete distribution functions \( \{f_i\} (i = 0, \ldots, 18) \) are transported responding to the forced Boltzmann equation,

\[
f_i(x + e_i \Delta t, t + \Delta t) - f_i(x, t) = -\frac{\Delta t}{\tau} [f_i(x, t) - f_i^{eq}(x, t)] + \Delta t \mathcal{F}_i,
\]  

(2)
with $\Delta t$ the time step, $\tau$ the unique relaxation time in the BGK-approximation $[41]$, $\{f_{i}^{eq}\} (i = 0, \ldots, 18)$ the local equilibrium distribution functions, and $\mathcal{F}_i$ ($i = 0, \ldots, 18$) the components of the forcing term accounting for the body boundary condition. The kinematic viscosity of the flow is related to $\tau$ as $\nu = c_s^2 (\tau - \frac{\Delta t}{2})$ being $c_s = 1/\sqrt{3}$ the reticular sound speed. The moments of the distribution functions define the fluid density $\rho = \sum_i f_i$, the momentum $\rho u = \sum_i f_i e_i + \frac{\Delta t}{2} f_{lb}$ and the pressure $p = c_s^2 \sum_i f_i = c_s^2 \rho$ $[42]$. 

The local equilibrium distribution functions $\{f_{i}^{eq}\} (i = 0, \ldots, 18)$ are chosen to be representative of the Maxwell-Boltzmann distribution projected onto the lattice as follows:

$$f_{i}^{eq}(x,t) = \omega_i \rho \left[ 1 + \frac{1}{c_s^2} (e_i \cdot u) + \frac{1}{2 c_s^4} (e_i \cdot u)^2 - \frac{1}{2 c_s^2} u^2 \right], \quad (3)$$

with $\omega_0 = 1/3$, $\omega_{1-6} = 1/18$, and $\omega_{7-18} = 1/36$.

Following the argument by Guo et al. $[43]$, $\mathcal{F}_i$ reads:

$$\mathcal{F}_i = \left( 1 - \frac{1}{2 \tau} \right) \omega_i \left[ \frac{e_i - u}{c_s^2} + \frac{e_i \cdot u}{c_s^4} \right] \cdot f_{lb} \quad (4)$$

where $f_{lb}(x,t)$ is the body force term accounting for the presence of immersed objects. Dirichlet boundary conditions are imposed on external boundaries treated with the known-velocity bounce back procedure by Zou and He $[36]$. It is proved that in such a framework one can recover the forced Navier–Stokes equation with second order accuracy $[44, 45]$.

Although, for each $\tau$ in the stability range $\tau > \frac{1}{2}$ the scheme converge to the same solution, higher value of $\tau$ lead to higher value of the reference velocity $u_{ref}$ and, consequently, higher non-dimensional time interval $L_{ref}/u_{ref}$ corresponding to a single time step ($L_{ref}$ being the reference length) $[42]$. As the matter of fact, $\tau$ regulates the viscosity and $\nu$ regulates $u_{ref}$ through the Reynolds number $Re = \frac{u_{ref} L_{ref}}{\nu}$. Due to these reasons, all of the simulations in the present work are computed with $\tau = 0.75$. 
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1.2. IMMERSED BOUNDARY TREATMENT

In the Immersed-Boundary technique [25], an obstacle in the flow can be considered as a collection of Lagrangian markers superimposed to the Eulerian withstanding fluid lattice (Figure 1a). Here, the surface of the immersed geometry is discretized by means of a triangulated mesh, the Lagrangian markers coinciding with the centroids of each triangular element. The Lagrangian grid and Eulerian lattice interact through a transfer function built on a moving–least-squares (MLS) reconstruction [38], exchanging the distribution functions, while the body force term in Eq. (4), $f_{ib}$, is evaluated through the formulation by Favier et al. [46]. Given a Lagrangian marker (with index $l$), 27 Eulerian points are identified, falling into the support domain, defined as a cube with side equal to $r_w = 1.3 \Delta x$ and centered on the Lagrangian marker (see Figure 1b). Given the solution

Figure 1: Immersed-boundary technique schematic. a. Geometry description by means of triangular elements, whose centroids coincide with the Lagrangian markers. b. Definition of the support domain (blue dashed square) centered on the selected Lagrangian marker (black circle) and the nine Eulerian points (per plane) involved in the forcing (blue squares). c. Sketch of the two nodes (vertices of an edge) involved in the elastic spring model. Right: four nodes (belonging to the two triangles sharing an edge) involved in the bending spring model.
at time level \( n \), the velocity component of Lagrangian marker \( l \) is evaluated as,

\[
U_i(x) = \sum_{k=1}^{27} \phi^l_k(x) u_i^k, \tag{5}
\]

where \( u_i^k \) indicates the \( i \)-th component of the velocity at the \( k \)-th Eulerian point associated with the marker \( l \) and \( \phi \) is the transfer operator obtained minimizing with respect to \( a(x) \) the following weighted L_2-norm:

\[
J = \sum_{k=1}^{27} W(x - x^k)[p^T(x^k)a(x) - u_i^k]^2. \tag{6}
\]

In the above equation, \( p^T \) is a basis function vector and \( a(x) \) a vector of coefficients such that \( \sum_{k=1}^{27} \phi^l_k(x) u_i^k = p^T(x^k)a(x) \), \( x \) the Lagrangian marker position, and \( W(x - x^k) \) a weight function.

In this work, a linear basis function, \( p^T = (1,x,y,z) \), is considered along with an exponential weight function:

\[
W(x - x^k) = \begin{cases} 
  e^{-(r_k/\alpha)^2}, & \text{if } r_k \leq 1 \\
  0, & \text{if } r_k > 1,
\end{cases} \tag{7}
\]

where, \( \alpha = 0.3 \) and \( r_k \) is the distance between the Lagrangian point and the associated \( k \)-th Eulerian point normalized over the size of the support domain, \( r_w, r_k = \frac{|x - x^k|}{r_w} \). For each Lagrangian marker the volume force \( F_l \) required to impose the boundary condition can be evaluated and then transferred to the Eulerian points into the support domain using the same functions used before.

Being \( U^l_b(x) \) the desired velocity at the boundary related to the \( l \)-th triangle, the Lagrangian volume force is:

\[
F_l(x) = \frac{U^l_b(x) - U(x)}{\Delta t}, \tag{8}
\]

and then the body force for the \( k \)-th Eulerian point is finally,

\[
f_{lb}^k = \sum_l c_l \phi^l_k F_l, \tag{9}
\]
where the sum is extended to all Lagrangian markers having the \( k \)-th point in their support domain. The scale coefficient \( c_l \) is conveniently obtained by imposing the conservation between the Lagrangian and Eulerian grids of the total force acting on the fluid [47]. The proposed algorithm concludes by inserting \( f_{ib} \) in equation (4) and starting the next step by transporting the distribution functions \( f_i \) through equation (2). In this way, the information given by the forcing term evaluated at the time level \( n \) is transferred to the \( n + 1 \)-th time level.

1.3. Fluid-Structure Interaction

Immersed bodies motion is determined by dynamics IB technique described in [26], solving the Newton equation for each mass point, accounting for both internal and external stresses, namely, elastic boundary response and hydrodynamics forces, respectively. Here, a weak coupling approach is adopted. [33]

*Network model for deforming bodies.* Immersed bodies internal stresses are computed as elastic strain response, bending resistance, and enclosed volume conservation (if applicable). The stretching elastic potential acting on the two vertices sharing the \( l \)-th edge (Figure 1c) is given as

\[
V_l^s = \frac{1}{2} k_{s,l} (l_l - l_{l,0})^2,
\]

being \( k_{s,l} [\text{N/m}] \) the elastic constant associated to the edge \( l \), \( l_l \) its current length, and \( l_{l,0} \) its length in the stress-free configuration. The nodal forces corresponding to the elastic energy for vertices 1 and 2 connected by \( l \) reads:

\[
\begin{align*}
F_{1}^{int,s} &= -k_{s,l}(l_l - l_{l,0}) \frac{\mathbf{r}_{i,j} \cdot \mathbf{r}_{i,j}}{l} , \\
F_{2}^{int,s} &= -k_{s,l}(l_l - l_{l,0}) \frac{\mathbf{r}_{j,i} \cdot \mathbf{r}_{j,i}}{l} ,
\end{align*}
\]

where \( \mathbf{r}_{i,j} = \mathbf{r}_i - \mathbf{r}_j \) and \( \mathbf{r}_i \) is the position vector of \( i \) with respect to \( j \). Here, the elastic constant for the \( l \)-th edge is computed through the capillary number \( \text{Ca} = \frac{\rho v u_{ref}}{k_{s,0}} \) and then distributed with a
surface-weighted-averaging process (Van Gelder model \cite{48}), $k_{s,l} = \frac{k_{s,0} T \sum A_i^l}{l^2}$. In the above relationships $\rho$ and $\nu$ correspond to surrounding fluid density and kinematic viscosity while $u_{ref}$ is a reference velocity, $k_{s,0}$ the body global elastic constant measured in [N/m], $T$ the immersed body thickness and $A_i^l$ the area of the two triangular elements sharing the $l$-th edge.

The out-of-plane deformation of two elements sharing an edge is computed as a bending resistance involving the four vertices of this couple of triangles. Given the initial (stress-free) and current local curvature, $k_{v,0}$ and $k_v$, respectively, the bending potential reads:

$$V_b^v = \frac{1}{2} k_b (k_v - k_{v,0})^2,$$

with $k_b$ the bending constant. The local curvature is computed by measuring the variation of the angle between the unit normal vectors of two adjacent elements, $n_1$ and $n_2$, ($\theta - \theta_0$), with $\theta_0$ the angle in the stress free configuration (Figure 1c). The bending constant associated to the two selected triangles is related to $k_{s,l}$ through the flexural rigidity $E_b = \frac{k_b}{k_{s,l}}$. \cite{49} The resulting forces acting on the four nodes read:

$$\begin{align*}
F_{i,1}^{int,b} &= \beta_b \left[ b_{11} (n_1 \times r_{32}) + b_{12} (n_2 \times r_{32}) \right] \\
F_{i,2}^{int,b} &= \beta_b \left[ b_{11} (n_1 \times r_{13}) + b_{12} (n_1 \times r_{34} + n_2 \times r_{13}) + b_{22} (n_2 \times r_{34}) \right] \\
F_{i,3}^{int,b} &= \beta_b \left[ b_{11} (n_1 \times r_{21}) + b_{12} (n_1 \times r_{42} + n_2 \times r_{21}) + b_{22} (n_2 \times r_{42}) \right] \\
F_{i,4}^{int,b} &= \beta_b \left[ b_{11} (n_1 \times r_{23}) + b_{22} (n_2 \times r_{23}) \right]
\end{align*}$$

with $b_{ij} = \frac{n_i \cdot n_j}{|n_i||n_j|}$ and $\beta_b = k_b \frac{\sin(\theta) \cos(\theta_0) - \cos(\theta) \sin(\theta_0)}{\sqrt{1 - \cos^2(\theta)}}$.

The fluid volume enclosed by of the incompressible membrane is constrained with a penalty force acting on the $i^{th}$-element centroid:

$$F_{i}^{int,v} = -k_v \left( 1 - \frac{V_i}{V_0} \right) n_i A_i.$$
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Here, $k_v$ is the incompressibility constant, $V$ and $V_0$ the current and initial enclosed volume and $A_i$ the current area of the $i$-th element.

**Hydrodynamics Stresses.** Pressure and viscous stresses exerted by the fluid on the $i$-th triangular element are:

\[
F_{i}^{\text{ext},p}(t) = -(p_i^+ - p_i^-)n_i^+ A_i, \quad (15)
\]

\[
F_{i}^{\text{ext},\tau}(t) = (\bar{\tau}_i^+ - \bar{\tau}_i^-) \cdot n_i^+ A_i, \quad (16)
\]

where $\bar{\tau}_i^+$, $\bar{\tau}_i^-$ and $p_i^+$, $p_i^-$ are the viscous stress tensor and the pressure on the centroid of the $i$-th element taken from the external (+) and internal fluid (-), respectively. $n_i^+$ is the normal outward unit vector. The pressure and velocity derivatives in Eqs. (15) and (16) are evaluated using a probe in the normal positive and negative direction of each element, being the probe length $1.2 \Delta x$, and using the presented moving least squares reconstruction [47]. In this framework, the velocity derivatives evaluated at the probe are considered equal to the ones on the triangular element centroid and all force contributions are computed with respect to the centroid of each element and then transferred to the vertices. [32]

**Elastic Membranes.** The total force $F_v^{\text{tot}}(t)$ acting on the $v$-th element of the immersed body is evaluated in time and the position of the vertices is updated at each time step considering the membrane mass uniformly distributed over the vertices,

\[
m_v \ddot{u}_v = F_v^{\text{tot}}(t) = F_v^{\text{int},s}(t) + F_v^{\text{int},b}(t) + F_v^{\text{int},v}(t) + F_v^{\text{ext},p}(t) + F_v^{\text{ext},\tau}(t), \quad (17)
\]

where $m_v$ and $\ddot{u}_v$ indicate the mass and acceleration of vertex $v$, respectively.

The Newton equation of motion is integrated with the Verlet algorithm using, as first tentative velocity, the value obtained by interpolating the fluid velocity from the surrounding lattice nodes, $u_{v,0}(t + \Delta t)$,

\[
x_v(t + \Delta t) = x_v(t) + u_{v,0}(t + \Delta t)\Delta t + \frac{1}{2} \frac{F_v^{\text{tot}}(t)}{m_v} \Delta t^2 + O(\Delta t^3); \quad (18)
\]
then, the velocity at the time level $t + \Delta t$ is computed as:

$$u_x(t + \Delta t) = \frac{3}{2}x_x(t + \Delta t) - 2x_x(t) + \frac{1}{2}x_x(t - \Delta t) + \frac{1}{2}v_x(t) + O(\Delta t^2).$$

Finally, the position at the time level $t + \Delta t$ is computed employing again eq. (18) with the velocity obtained by eq. (19).

**Rigid objects.** Rigid motion is readily obtained integrating all stress contributions, eqs. (15) and (16), over the boundary of the immersed body and then updating both linear and angular velocity: $\mathbf{F}^{rot}(t) = \mathbf{m}\ddot{\mathbf{u}}(t)$ and $\mathbf{M}^{rot}(t) = \mathbf{I}\ddot{\omega}(t)$. Here $\mathbf{m}$ is the particle mass, $\mathbf{F}^{rot}(t)$ is the total force exerted by the fluid on the particle; $\mathbf{M}^{rot}(t)$ is the total moment acting on the rigid body, and $\mathbf{I}$ is the tensor of inertia. Finally, $\mathbf{u}(t)$ and $\omega(t)$ are computed as:

$$\mathbf{u}(t) = \frac{2}{3}(2\mathbf{u}(t - \Delta t) - \frac{1}{2}\mathbf{u}(t - 2\Delta t) + \dot{\mathbf{u}}(t)\Delta t) + O(\Delta t^2),$$

$$\omega(t) = \frac{2}{3}(2\omega(t - \Delta t) - \frac{1}{2}\omega(t - 2\Delta t) + \dot{\omega}(t)\Delta t) + O(\Delta t^2).$$

## 1.4. Parallel Computing Framework

Recently, a number of parallelization techniques tailored on the BGK–LB scheme have been proposed [50,52]. The D3Q19 computational molecule is composed of a set of nine points per plane arranged along three computational rows thus resulting in a square with side length equal to $2\Delta x$. Due to this compact nature of the D3Q19 computational molecule, one of the most suitable choice is to split the computational lattice into Cartesian blocks and entrust the solution of Eq.(2) to different threads; each thread is appointed for the computational nodes within its boundaries and for its communicating boundary planes (back and forward) to adjacent threads. This logic is readily implemented by using the Message Passing Interface (MPI) Cartesian CPU-grid generator function with dimensions $N_{x_{CPU}}, N_{y_{CPU}}, N_{z_{CPU}}$ in the three spatial directions, respectively. So that, the total number of threads evaluating the computational lattice is given by $N_{x_{CPU}} \times N_{y_{CPU}} \times N_{z_{CPU}}$. 
At each time step the distribution functions corresponding to boundaries (either planes, edges or angular points) between blocks are transferred from one to the adjacent block forward and backward in the three coordinate directions. Two ghost-node lines are defined for each spatial direction of each Cartesian block to have that the support domain of a Lagrangian marker falling into a block would be completely defined within the same block. The immersed structure dynamics is handled using the MPI Cartesian block subdivision, each CPU computing the dynamics of the Lagrangian markers falling into its boundaries. Specifically, each thread reads the immersed structure local positions and velocities while only the thread owning the selected Lagrangian marker computes its internal and external stresses thus resulting in non–null values of the forces defined in Eq.s (11), (13), (14), (15), and (16). In this way the forces exerted by the structure derive from the sum of those calculated by all of the CPUs. Indeed, the sum is done through an MPI collective communicator.

2. Results and discussion

2.1. Scheme validation and accuracy: Lid-driven cavity test case

To validate the computational method for the fluid evolution and determine its accuracy a lid-driven cavity test case is computed at first. Specifically, a box with side L is considered, discretized with five meshes, containing 50, 100, 150, 200 and 250 $\Delta x$ cells. The wall at $y = y_{\text{max}}$ (see Figure 2a) moves with velocity $u_w = (0, 0, u_{\text{max}})$. The upper wall velocity is regulated by the Reynolds number $Re = \frac{u_{\text{max}} L}{\nu}$, $\nu$ being the fluid kinematic viscosity, related to the relaxation parameter $\tau$ equal to one for all of these computations. The resulting velocity distributions taken at $x=z=0.5$ L (Figure 2b) and $x=y=0.5$ L (Figure 2c) are compared with the benchmark solutions by Napolitano and Pascazio [53] thus validating the quality of the present predictions. In particular, for the distribution at $x=z=0.5$ L, the largest difference for $u_z$ with respect to the reference solution is found for $L=50 \Delta x$ at $0.48$ L, resulting in a relative error of 0.015. For the distribution taken at $x=y=0.5$ L, the largest difference for $u_y$ with respect to the reference solution is found for $L=50$.
Figure 2: Lid-driven cavity. a. Sketch of the physical problem. (b,c) Comparison between the distributions of \( u_x \), \( u_y \), and \( u_z \) taken at \( x = z = 0.5L \) (b) and \( x = y = 0.5L \) (c) and the benchmark data by Napolitano and Pascazio [53] for the lid-driven cavity at Re=100 computed with \( L=50, 100, 150, 200 \) and \( 250 \Delta x \).

\[ \Delta x \text{ at } 0.75 \ L \text{ and the relative error is 0.018. The } L^2 \text{-norm of the } u_z \text{ relative error with respect to the reference solution (obtained with } L=250 \Delta x), \ \varepsilon = \left\| \frac{u - u_{250\Delta x}}{u_{250\Delta x}} \right\|^2, \text{ is depicted in Figure 4.} \] 

The distribution of \( \varepsilon \) as a function the mesh size (parameterized with 1/N) shows the second-order accuracy of the method, with the error already largely smaller than 1% for \( L=50 \Delta x \). Moreover, in order to analyze the overall scheme accuracy within the coupling technique between fluid and the immersed boundary, a solid spherical obstacle with diameter 0.2 L is placed in the center of the computational domain (see Figure 3a). The solid body is discretized with a number of triangular elements corresponding to about five Lagrangian points for each Eulerian cell. The computed flow field is reported in Figure 3a depicting the velocity components along \( z \) and \( y \) axis for the reference Eulerian grid \( L = 250 \Delta x \). Moreover, the distributions of \( u_x \), \( u_y \), and \( u_z \) taken at \( x = z = 0.5 \text{ L} \) and \( x = y = 0.5 \text{ L} \) are documented for all of the five computed Eulerian grids in Figure 3b and Figure 3c, respectively. The \( L^2 \)-norm of the \( u_z \) relative errors depicts that overall, while preserving
Figure 3: **Lid-driven cavity with a spherical obstacle immersed in.** a. Contour plot of $u_y$ (left) and $u_z$ (right) taken at $x = 0.5L$ for $L = 250\Delta x$. (b,c) Distribution of $u_x$, $u_y$, and $u_z$ taken at $x = z = 0.5L$ (b) and $x = y = 0.5L$ (c) for the lid-driven cavity at $Re=100$ computed with $L=50$, 100, 150, 200 and 250 $\Delta x$ with a spherical obstacle in the center by diameter $d = 0.2L$.

Figure 4: **Grid refinement study.** Mesh-refinement study on $u_z$ distributions for the lid-driven cavity with and without the spherical obstacle immersed in.
the second-order space accuracy, scheme errors are slightly higher when considering the coupled fluid-structure system although well below $O(10^{-2})$ when $N \geq 100$ (see Figure 4).

2.2. RIGID SPHERES SETTLING UNDER GRAVITY

The simulation of a rigid sphere settling under gravity in a square cylinder filled with fluid at rest is presented here against the experiments performed by A. ten Cate et al. [39] used as benchmark. These experiments analyzed both centroid vertical velocity and position using Particle Image Velocimetry (PIV) technique, thus providing accurate measures of the falling spheres from the initial condition at rest until the stop at the bottom of the channel. The computational domain is a box with size $(L_x, L_y, L_z) = (6.67d, 6.67d, 10.67d)$, $d$ corresponding to the diameter of the settling sphere discretized here with $30 \Delta x$. The particle is a rigid plain sphere placed in the center of the channel at $L_{p,z} = 8d$; its surface is described by a triangular mesh of about $10'000$ elements. As previously analyzed by the authors, the ratio between the Lagrangian mesh and the Eulerian grid characteristic lengths cannot be arbitrary into this specific immersed boundary framework [26, 33]. A convenient choice would be to keep this ratio between 0.3 and 0.5 corresponding to three-to-five Lagrangian points per each Eulerian cell. The sphere density is fixed by the ratio between the solid and the fluid density $\gamma = \rho_s/\rho_f$ while the Reynolds number ($Re = \frac{du_{inf}}{v}$) regulate the fluid viscosity $v$ and is based on the settling velocity $u_{inf}$ obtained by the relation for the drag coefficient $C_d$ by Abraham [54]:

$$C_d = C_0 \left(1 + \frac{\delta_0}{\sqrt{Re}}\right)^2,$$

(22)

where $C_0\delta_0^2 = 24$ and $\delta_0 = 9.06$ and reads,

$$u_{inf} = \sqrt{\frac{4gd}{3C_d(\gamma - 1)}}.$$

(23)

Finally, the Froude number ($Fr = \frac{u_{inf}}{\sqrt{gd}}$) returns the gravity acceleration $g$. The values for $Re$, $Fr$, and $\gamma$ used in the computations are reported in Figure 5a. The agreement between present model pre-
Figure 5: **Rigid spheres settling under gravity.** a. Sketch of the physical problem with characteristic dimensions and non-dimensional groups used for the computations. b. Comparison between the computed settling velocity distributions and benchmark experimental data by Ten Cate et al. [39]. The dashed line corresponds to the velocity distribution obtained with \( d = 50 \Delta x \). c. Distribution of the particles’ centroid positions obtained during the settling process. d. Measure of the speedup performances computed over two different computational meshes, namely with \( L_z = 160 \Delta x \) and \( 400 \Delta x \) over different number of threads running in parallel. Solid lines refer to present model computations while dashed lines correspond to theoretical scaling.
dictions and the experimental data is depicted in term of the distributions of the particles’ centroid velocities during the settling process (Figure 5b). The relative error between the two set of data, based on the displacement achieved in the peak z-velocity, \( \varepsilon = \frac{\max(|u_{LBM}|) - \max(|u_{exp}|)}{\max(|u_{exp}|)} \) ranges from 0.0023 to 0.0039 for Re = 1.5 and 31.9, respectively. For Re = 31.9 and Fr = 0.334 the ascendant part of the velocity distribution shows a slight displacement from the experimental data while the descendant part and the peak value are well reproduced. In fact, due to the increasing of both the Froude and the Reynolds numbers, the particle passes through multiple computational cells in a single Newtonian time step. The proposed model for enforcing the boundary conditions on the immersed body needs to gradually reconstruct the pressure field based on the corrections made on the velocity field avoiding any refilling procedure for solid-to-fluid cells transition [33]. This gives a slight inaccuracy into the ascendant part of the velocity distribution that is essentially determined by the restraining of the particle because of the pressure field near the southern wall [39]. By increasing the resolution of the Eulerian grid (\( d = 50 \Delta x \)) the pressure field is accurately reconstructed and the displacement between the two velocity distributions disappears (see the dashed line in Figure 5b).

The trajectory of the settling spheres are shown in Figure 5c. To assess the performance of the Cartesian parallel framework used and presented in the Method section, the test case with the higher Re is re-computed on two different meshes with \( L_z = 160 \) and 400 \( \Delta x \) over a growing number of threads running in parallel. As depicted in Figure 5d, for the larger mesh the weak-speedup performance is quite similar to the theoretical expectations while for the smaller mesh the communications between the CPUs dominate the wall time increasing the overall computational burden. Then, a strong-speedup test is performed by computing three different meshes and varying with the same growth factor the number of CPUs running in parallel for each Cartesian directions thus keeping constant the number of computational cells entrusted to each tread. This test returns similar wall times for the three meshes documented in Table 1.
| CPU | Points in $L_z$ | Total Wall Time |
|-----|----------------|-----------------|
| $1^3$  | 100            | 1680 $s$        |
| $2^3$  | 200            | 1721 $s$        |
| $4^3$  | 400            | 1778 $s$        |

Table 1: Parallel performance for different lattice dimensions and number of CPUs used.

Figure 6: **Rigid spheroids under shear.**

- **a.** Sketch of the physical problem.
- **b.** Comparison between the angular velocity obtained with the analytical solution by Jeffery and present model predictions for a prolate plain spheroid freely moving under shear.
- **(c,d)** Angular velocity distribution for an oblate spheroid (c) and a discoidal particle (d) under shear obtained at different Reynolds number.
- **e.** Revolution period as a function of the Reynolds number for an oblate spheroid and a discoidal particle. The solid lines correspond to the analytical predictions.
2.3. Tumbling Motion of Rigid Spheroids Under Shear

To further validate the proposed model, the revolution of a plain neutrally--buoyant rigid spheroid in a shear flow established by two countermoving walls is studied (Figure 6a). First, the revolution period of an initially resting prolate spheroid placed in the center of a cubic domain is computed for a shear flow at $Re = 10^{-2}$. The particle Reynolds number follows the definition by Huang et al [56] and is based on the moving walls velocity, $u_{\text{max}}$, the particle major axis length, $d$, and the kinematic viscosity of the surrounding fluid, $Re = \frac{4\gamma d^2}{\nu}$ being $\gamma = \frac{u_{\text{max}}}{L_y}$ the shear rate. Such particle is a spheroid with aspect ratio 2 (ratio of the major diameter over the two minor ones), the length of its major axis is $d$ ($= 60\Delta x$) and its surface is discretized with 20'500 triangular elements. The particle is placed with the major axis parallel to $x$ in the center of the cubic box with side $L_x = L_y = L_z = 4d$. The distribution of the rotational velocity around $x$ is compared with the analytical solution obtained by Jefferey [55] based on the hypothesis of minimum dissipation energy thus finding an excellent agreement considering both the revolution period and the angular velocity distribution (Figure 6b). Specifically, the present model prediction for the revolution period is 7.853 against the analytical value of 7.854 while the largest displacement for $\omega d/u_{\text{max}}$ is found at $15.67 \frac{tu_{\text{max}}}{d}$ returning a relative error of 0.000832.

Then, the revolution period of an oblate spheroid rotating under shear at increasing values of the Reynolds number is measured. This spheroid is an oblate particle with aspect ratio 2 (ratio of the two major diameters over the minor one), $d$ corresponding to the length of the two major diameters discretized with 60 $\Delta x$, again the particle surface is discretized with 20’500 triangles. Initially at the rest, the particle is placed in the center of a box with dimension $L_x = 2.5d$, $L_y = 5.0d$, and $L_z = 6.8$. Ding and Aidun [57] and Zettner and Yoda [58] found the existence of a critical Reynolds number ($Re_c$) for the angular tumbling velocity; for $Re > Re_c$ the particle stops its revolution motion assuming a fixed position with the plane containing the major axis forming an angle $\theta_f$ with respect to $z$ direction. Precisely, the tumbling period $T_t$ as a function of the Reynolds number is predicted by the scaling law, $T_t = c(Re_c - Re)^{-1/2}$. Huang et al [56] observed that for an
oblate particle with aspect ratio 2 the critical Reynolds number is 80 and $c = 180$ while Ding and Aidun [57] found $Re_c = 81$ and $c = 200$. In the present formulation the tumbling angular velocity recovers the described phenomenology, as demonstrated in Figure 6: the scaling law is recovered by using $c = 179.5$ and $Re_c = 81.3$ (see Figure 6e) and $\theta_f = 0.29\pi$ for $Re = 90$. Lastly, the tumbling motion of a circular cylinder with aspect ratio 2 (ratio between the circle diameter $d$ and its height) is analyzed. Specifically, the discoidal particle presents a diameter $d$ corresponding to 60 $\Delta x$ and its surface covered by about 30’000 triangles. Interestingly, the discoidal particle tumbling presents a critical Reynolds number of 192.5; above this value the revolution of the disc does not occur, as depicted in Figure 6d, and $\theta_f = 0.16\pi$ for $Re = 200$. The distribution of tumbling period as a function of the Reynolds number is documented in Figure 6e. Such distribution does not follow a power law in the form $T_t = c(Re_c - Re)^{-1/2}$ as seen in the oblate spheroid tumbling. However, a scaling law may be established in the form $T_t = c[(A - Re)(Re_c - Re)^{-\frac{1}{50}}]$ with $c = \frac{1}{10}$, $A = 182$, and $Re_c = 195$.

2.4. DEFORMING CAPSULES UNDER LINEAR LAMINAR FLOW

The dynamics of the shear-induced deformation of an initially spherical capsule is studied in this section. Referring to Figure 7a, a spherical capsule with diameter $d$ is placed at the center of a cubic box with side length $H = 10\ d$. The capsule diameter is discretized by 10 $\Delta x$ while the capsule surface is discretized with $n_L = 10000$ triangular elements. The imposed shear rate is $\gamma = \frac{u_{\text{max}}}{H/2}$, with $u_{\text{max}}$ the velocity magnitude of the top and bottom walls; the resulting Reynolds number equals 0.01 ($= \frac{\nu d/2}{\gamma}$). The mechanical behavior of the capsule is regulated by the elastic constant $k_s$, computed using the dimensionless shear rate $G = \frac{\nu d/2}{\gamma_s}$. The mass of the capsule is defined considering a unitary solid-to-fluid density ratio, $\rho_s/\rho_f = 1$, being $\rho_s$ and $\rho_f$ the solid and fluid densities, respectively; the volume constraint constant is chosen as $k_v = 10$.

The quality of the present model predictions is measured against well known published data used as benchmark [40]. Specifically, the evolution of the Taylor deformation parameter in the y-z plane, $D_{yz}$, at $x = 0.5\ H$ is analyzed, $D_{yz}$ being defined as the weighted ratio between the major
Figure 7: Capsules deforming under shear. a. Schematic representation of a spherical capsule deforming under linear laminar flow. b. Comparison between the distributions of the Taylor parameter over time obtained for $G = 0.0375, 0.075,$ and $0.15$ with the proposed model and the benchmark data by Lac et al. [40]. c. Relative error obtained for the three investigated values of $G$ with respect to the benchmark data by Lac et al. [40]. d. Variation of the capsule relative volume over time as a function of $G$. e. Configurations of the steady-state deformed capsules for $G = 0.0375$, $0.075$, and $0.15$ predicted by the proposed Dynamic-IB scheme as compared to the Kinematic-IB scheme and to the computations by Lac et al. [40] as well as with the experimental data by Walter et al. [59].
(M) and the minor (m) diameter in the selected plane, namely $D_{yz} = \frac{M-m}{M+m}$. The distribution of $D_{yz}$ for $G = 0.0375$, 0.075, and 0.15 is documented in **Figure 7b** against the data by Lac et al. [40]. An excellent agreement is found for all of the three values of the shear rate. The relative error with respect to benchmark data ($\varepsilon = \frac{D_{yz} - D_{yz,Lac}}{D_{yz,Lac}}$) is smaller than 1% in all of the computations (see **Figure 7c**). Moreover, the distribution of the relative variation of the enclosed volume ($\delta v = \frac{v - v_0}{v_0}$) with respect to the undeformed configuration is depicted in **Figure 7d**. Overall, $\delta v$ is well confined within the order of magnitude of $10^{-6}$.

As previously observed by Walter et al [59] for an organosiloxane membrane, a capsule with a nearly null Poisson ratio immersed in a simple shear flow will present corrugations near its equator region due to the compression generated as response to shear-induced stretching. Specifically, the membrane section laying on the vorticity plane will stretch finding the steady equilibrium between hydrodynamics and internal stresses; while the off-vorticity section responds to this stretching with a compression. This mechanism brings to a phenomenon largely studied in literature known as membrane buckling [60, 61, 1]. This shape-instability has a numerical origin, consistent with the null bending resistance employed model, while the wrinkles location are physical insofar as they occur in the compressed portions of such membranes. [2, 62] Interestingly, the present dynamic-IB model is able to reproduce the membrane buckling in agreement with the computations performed by Lac et al. [40] and the experimental findings by Walter et al [59] (see **Figure 7f**). On the contrary, the kinematic-IB scheme, in which the immersed body is deformed advecting the Lagrangian points velocity with the fluid velocity, reads a smooth velocity distribution in all planes and directions and responds with a perfectly smooth membrane configuration (**Figure 7e**). Note that the kinematic-IB and the dynamic-IB only differ by the technique used to displace Lagrangian points, as discussed by Coclite et al. [26].

2.5. MEMBRANE TUMBLING MOTION AS A FUNCTION OF THE BENDING RESISTANCE

The tumbling motion of an inertial membrane in a linear laminar flow is considered. As depicted in **Figure 8a**, a prolate capsule with major axis $d$ is placed in the center of a cubic box with
Figure 8: Tumbling motion of a deformable prolate membrane. a. Schematic of the physical problem. (b,c,d) Distribution of the relative variation of the membrane surface as a function of $G$ for $E_b = 0.001$ (b), 0.005 (c), and 0.01 (d). e. Relative variation of the membrane volume for different values of $G$ and $E_b$. f. Membrane angular velocity over time for $E_b = 0.001$, 0.005, 0.01.
side length $H = 10 \, d$. The minor axis dimension of the capsule is equal to half the major axis length. $d$ corresponds to $10 \Delta x$ while the capsule surface is discretized with $n_L = 10000$ triangular elements. The fluid boundary conditions are kept identical to the previous test case, so that: the imposed shear rate is $\gamma = \frac{u_{\text{max}}}{H/2}$, with $u_{\text{max}}$ the velocity magnitude of moving walls; the Reynolds number $\text{Re} = \frac{\gamma (d/2)^2}{\nu} = 0.01$. The membrane elastic constant $k_s$ is computed by the dimensionless shear rate $G = \frac{\nu \gamma (d/2)}{k_s}$. The bending resistance is related to the strain stiffness and is regulated by $\text{Eb} = \frac{k_h}{k_s (d/2)^2}$. The volume constraint constant is chosen as $k_v = 10$. The tumbling motion is systematically assessed in term of the membrane stiffness ($G = 0.01, 0.025, 0.05, 0.075$, and $0.1$); the bending resistance, $\text{Eb} = 0.001, 0.005, 0.01$; and the solid/fluid density ratio, $\rho_s/\rho_f = 1$, $1.2$, $1.5$, $2$, and $5$.

First, a freely moving neutrally buoyant ($\rho_s/\rho_f = 1$) membrane immersed in a linear shear flow is considered. As depicted in Figures 8b-d such elastic capsule stretches in a periodic fashion with a period that depends on $\text{Eb}$. As clearly shown, the amplitude of the relative surface stretching $\delta_s = \frac{s - s_0}{s_0}$ depends on the stiffness. Precisely, the peak surface strain grows with $G$ while is retrained by higher values of $\text{Eb}$. Such membranes strain the most for $\gamma_t = 1.40$, $1.35$, and $1.30$ with an half period of $3.705$, $3.472$, and $3.419$ for $\text{Eb} = 0.001$, $0.005$, and $0.01$, respectively; indeed, they are about in the unperturbed configuration (null relative surface deviation) at $\gamma_t = 3.705$, $3.472$, and $3.419$. Interestingly, the distribution of the relative volume deviation $\delta_v$ shows a different behavior. All of the distributions characterized by the same value of the bending resistance overlap, as demonstrated in Figures 8e. Moreover, we computed the tumbling velocity in the $yz$ plane around their body center. The distributions of $\omega = \omega_{LB} d / u_{\text{max}}$ in time are reported in Figure 8f and demonstrate that there is a specific revolution period for each value of the bending stiffness while within these values the variation of $G$ is uninfluential. Moreover, such membranes experience the largest strain for multiple of $\frac{\pi}{4}$ corresponding to the points with the larger angular acceleration. Five configurations of the capsule revolution are sketched in Figures 9 for $G = 0.01$ and $\text{Eb} = 0.001$. Note that, the higher internal constitutive forces are registered far from the
Figure 9: **Particle configurations.** Membrane configurations for $G = 0.01$ and $E_b = 0.001$ taken at $\theta / \pi = 0, 0.25, 0.5, 0.75,$ and $1$ with superimposed the contour of the module of the internal forces vectors indicating the exerted hydrodynamics stresses.
Figure 10: **Effect of the membrane mass on the tumbling period.** (a, b, c) Distribution of the relative variation of the membrane surface for $G = 0.01$ and $E_b = 0.001$ (a), 0.005 (b), and 0.01 (c) as a function of the membrane mass. 

b. Membrane angular velocity for $G = 0.01$ and $E_b = 0.001, 0.005, 0.01$ obtained varying the membrane mass.

Lastly, the effect of the membrane mass on the particle tumbling is considered by varying the ratio between the solid and the fluid densities for $G = 0.01$ and $E_b = 0.001, 0.005$, and 0.01. Specifically, the membrane mass is distributed considering a unitary thickness uniformly on the membrane surface. Five different values of the density ratio between the solid shell and the withstanding fluid are considered, namely $\rho_s/\rho_f = 1, 1.2, 1.5, 2$, and 5. Indeed, higher values of the
solid shell mass imply higher membranes inertia and consequently larger relative surface stretches (see Figure 10a-c). Interestingly, for the investigated range of parameters the tumbling period is not affected by particles inertia and it is only dependent on the bending resistance coefficient. As the matter of fact, Figure 10d demonstrates that particles with different inertia present the same angular velocity distribution in time.

Conclusions and future work

A combined dynamic-Immersed Boundary (IB)–Lattice Boltzmann (LB) method is designed and employed originally to predict the interaction between low Reynolds number flows and deformable or rigid objects with arbitrary shape and buoyancy. A Moving Least Squares reconstruction was implemented to accurately interpolate the velocity and force fields between Eulerian grid describing the fluid evolution and the Lagrangian mesh defining the immersed object dynamics.

The quality of the present model predictions is measured by several validation tests for both rigid and deforming particles. Firstly, the accuracy of the present LB-IB scheme is computed by a grid-refinement study for the flow in a lid-driven square cavity with and without a spherical obstacle immersed in. This analysis demonstrates that the second order accuracy is conserved by the IB treatment. Then, the settling under gravity of a sphere is assessed for different values of the Reynolds and Froude numbers and sphere mass. Moreover, the tumbling motion of inertial rigid particles with different shape is considered. On one side, the Jefferey orbit of a prolate spheroid is recovered for a prolate ellipsoid; on the other hand, the existence of a critical value of the Reynolds number regulating the revolution period for an oblate spheroid and a disk rotating under shear is demonstrated. The dynamics of a spherical elastic capsule deforming under shear is computed and the obtained distribution of the Taylor parameter for different mechanical stiffness are validated against well known computations used as benchmark. Interestingly, the present model is able to capture the characteristic membrane buckling emerging in consolidated experiments and simulations for thin elastic capsules. Weakly deformable prolate spheroids tumbling under shear
are then considered and their revolution period measured as a function of the mechanical stiffness, the bending resistance and the membrane mass. Interestingly, this systematic study revealed that, for the analyzed range of parameters, the revolution period is influenced by only the bending resistance. The membrane stretching stiffness and its mass are responsible for the larger or smaller surface relative strain but do not seem to play any role into the spheroids tumbling period itself.

Collectively, these data demonstrate the present formulation as a versatile and reliable framework for the microfluidics fluid/structure interaction problems. This approach can be readily applied to model the dynamics of biological micro-vesicles and particles for biomedical applications as well as to predict the transport of colloids into industrial microchips. The dynamic behavior of capsule containing a different fluid with respect to the suspension fluid is a challenging problem and will be the core of future investigations.
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