Face Recognition Using Optimized 3D Information from Stereo Images
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1. Introduction

Human biometric characteristics are unique, so it can not be easily duplicated [1]. Such information includes; facial, hands, torso, fingerprints, etc. Potential applications, economical efficiency, and user convenience make the face detection and recognition technique an important commodity compared to other biometric features [2], [3]. It can also use a low-cost personal computer (PC) camera instead of expensive equipments, and require minimal user interface. Recently, extensive research using 3D face data has been carried out in order to overcome the limits of 2D face detection and feature extraction [2], which includes PCA [3], neural networks (NN) [4], support vector machines (SVM) [5], hidden markov models (HMM) [6], and linear discriminant analysis (LDA) [7]. Among them, PCA and LDA methods with self-learning method are most widely used [3]. The frontal face image database provides fairly high recognition rate. However, if the view data of facial rotation, illumination and pose change is not acquired, the correct recognition rate remarkably drops because of the entire face modeling. Such performance degradation problem can be solved by using a new recognition method based on the optimized 3D information in the stereo face images.

This chapter presents a new face detection and recognition method using optimized 3D information from stereo images. The proposed method can significantly improve the recognition rate and is robust against object’s size, distance, motion, and depth using the PCA algorithm. By using the optimized 3D information, we estimate the position of the eyes in the stereo face images. As a result, we can accurately detect the facial size, depth, and rotation in the stereo face images. For efficient detection of face area, we adopt YCbCr color format. The biggest object can be chosen as a face candidate among the candidate areas which are extracted by the morphological opening for the Cb and Cr components [8]. In order to detect the face characteristics such as eyes, nose, and mouth, a pre-processing is performed, which utilizes brightness information in the estimated face area. For fast processing, we train the partial face region segmented by estimating the position of eyes, instead of the entire face region. Figure 1. shows the block diagram of proposed algorithm.

This chapter is organized as follows: Section 2 and 3 describe proposed stereo vision system and pos estimation for face recognition, respectively. Section 4 presents experimental, and section 5 concludes the chapter.
2. Proposed stereo vision system

In order to acquire the distance and depth information, we use a parallel stereo camera as shown in Figure 2. From the stereo camera, we obtain the disparity between left and right images and estimate the distance by a stereo triangulation.

2.1 Disparity compensation of stereo images

A block matching algorithm is used to extract the disparity in the stereo images, after applying $3 \times 3$ Gaussian noise smoothing mask. In general, the block matching algorithm uses the mean absolute difference (MAD) or the mean square difference (MSD) as a criterion. However, the proposed method uses the sum of absolute difference (SAD) to reduce computational complexity as

$$SAD = \sum_{i=0}^{N_x} \sum_{j=0}^{N_y} |I_L(i, j) - I_R(i+k, j)|$$

where $I_L$ represents the $N_x \times N_y$ block of left image, $I_R$ represents the $N_x \times N_y$ corresponding block of right image, and $k$ represents the disparity between left and right images. In the stereo image matching, the disparity compensation between left and right images should be performed. When a point in the 3D space is projected on left and right images, the virtual line connecting two points is called an epipolar-line [9]. The
corresponding blocks of the stereo images are matched on the epipolar-line with the same \( x \)-coordinate. The modified block matching algorithm based on \( 4 \times 4 \) block is used for fast processing as shown in Figure 3.

![Figure 2. Structure of a parallel stereo camera](image)

Figure 2. Structure of a parallel stereo camera

![Figure 3. Disparity compensation of stereo images](image)

Figure 3. Disparity compensation of stereo images

The proposed block matching algorithm can remove unnecessary operations and the performance of the proposed block matching algorithm is as good as the one of the global searching algorithm. The process of the proposed algorithm is as following. First, SAD is calculated at each row and then the minimum value of SAD at the corresponding row is obtained as

\[
SAD_{MIN}^b = \text{MIN} \left( \sum_{i=1}^{\frac{N}{2}} \sum_{j=1}^{\frac{N}{2}} |I_L(i, j) - I_R(i + k, j)| \right),
\]

(2)

Finally, the minimum SAD of entire image can be obtained as

\[
SAD_{MIN} = \text{MIN} \left( \sum_{b} SAD_{MIN}^b \right).
\]

(3)
Also, the disparity value between left and right images can be calculated as [2]

\[ \text{right} ' = \text{right} \_i \_j , \text{left} ' = \text{left} \_i \_k . \]  

\[ (4) \]

### 2.2 Scaling of the face images according to the distance

320×240 RGB color images including face region are used as an input image. For fast processing and reducing the effect for illumination changes, the RGB input image is converted to YCrCr image. By defining the color range for Asian's face skin as \( R_{cb} = [77,127] \) and \( R_{cr} = [133,173] \), a color-based image segmentation [10] is performed as

\[ S(x, y) = \begin{cases} 1, & \text{if} \left[ Ch (x, y) \in R_{cb} \right] \cap \left[ Cr (x, y) \in R_{cr} \right] \\ 0, & \text{otherwise} \end{cases} \]  

\[ (5) \]

By using the camera characteristics as given in Table 1, the distance can be measured as

\[ D = \frac{bf}{x_r - x_l} \times 86.80 \times 10^3 [m], \]  

\[ (6) \]

where \( b \) represents the width between cameras, \( f \) represents the focal length, and \( x_l \) and \( x_r \) respectively represent the distances of left and right images. Also, the constant of \( 86.80 \times 103 \) represents the effective distance per pixel.

| Item                  | Characteristic |
|-----------------------|----------------|
| Camera setting method | binocular      |
| Camera setting width  | 65(㎛)         |
| Camera focus length(f)| 3.6(㎜)        |
| Size                  | 1 pixel        |
| Resolution width      | 512(dots)      |

Table 1. Camera’s component elements

For the 320x240 input images, the maximum distance of the disparity, \( x_r - x_l \), is equal to 320, and the minimum distance is equal to 1. The scaling according to the change of distance [11] is performed as

\[ \begin{bmatrix} x' \\ y' \end{bmatrix} = \begin{bmatrix} s_x & 0 & 0 \\ 0 & s_y & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix}, \]  

\[ (7) \]

where \( x', y' \) represent the position after scaling processing, \( s_x, s_y \) represent the scaling factor, and \( x, y \) represent the current position. From the obtained distance in (6), the scaling factor of face image can be calculated as

\[ V_x = (B_{dist} \times V_{dis}) / A_{dist}, \]  

\[ (8) \]

where \( B_{dist}, V_{dis}, \) and \( A_{dist} \) represent the basic distance, the established value by distance, and the obtained distance, respectively.
2.3 Range-based pose estimation using optimized 3D information

In order to solve the problem of the low recognition rate due to the uncertainty of size, distance, motion, rotation, and depth, optimized 3D information from stereo images is used. By estimating the position of eyes, the proposed method can estimate the facial size, depth, and pose change, accurately. The result of estimation of facial pose change is shown in Figure 4.

![Figure 4. Estimation of face rotation](image)

In Figure 4, the upper and lower images respectively represent the right image and the left image of frontal face. In Figure 5, the range of 9 directions for face images is defined to estimate the accurate facial direction and position of stereo images.

![Figure 5. Range of face position according to direction](image)

3. Pose estimation and face recognition

Face recognition rate is sensitive to illumination change, pose and expression change, and resolution of image. In order to increase the recognition rate under such conditions, we should consider the pose change as well as the frontal face image. The recognition rate can be increased by the 3D pose information as presented in Figure 5. In order to detect face region and estimate face elements, the multi-layered relative intensity map based on the face
characteristics is used, which can provide better result than the method using only color images. The proposed directional blob template can be determined according to the face size. In detail, to fit for the ratio of the horizontal and vertical length of eyes, the template should be defined so that the length of horizontal axis is longer than that of vertical one as shown in Figure 6 (a). The central pixel of a template in a $W \times H$ image is defined as $P_c=(x_c,y_c)$. By using $W_f \times H_f$ directional template for face components, the average intensity $\overline{I_{Dir}}$ of 8-neighborhood pixels is calculated in the central pixel, $P_c$. As a result, the brightness value at $P_c$, $\overline{I}_c$, and the brightness difference value can be obtained. The principal direction, $d_{pr}$, and its magnitude, $|d_{pr}|$, are determined as the direction including the biggest brightness difference as shown in Figure 6 (b).

Figure 6. Directional template for estimation of position for eyes and mouth

Figure 7 shows the result of the face region divided by the multi-layered relative intensity map. We can build the database including 92×112 face images at each direction. The directional range of face image can be classified into 9 groups as shown in Figure 6.

Figure 7. Face area division of multi-layered relative intensity map
The classified images are trained by PCA algorithm using optimized 3D information component. The block diagram of the proposed optimized PCA algorithm is shown in Figure 8.

Figure 8. The block diagram of PCA algorithm

4. Experimental Results

For the experiment, we extracted 50 to 400 stereo pairs of face images of size 320×240. Figure 9 shows the matching result of the left and the right images captured in the distance of 43cm. Composed image shows Figure 9(c) which initializes 20×10 block in Figure 9(a), and is searched in the limited region of Figure 9(b). The disparity can be found in the most left and the top regions as shown in Figure 9(c). Facial pose estimation is performed with 9 directional groups at 100cm by using the proposed system as shown in Figure 10.

Figure 9. The matching result of a stereo image pair

Figure 10. Detection results at stereo face images

Figs. 12 show the 92×112 scaled versions of the images captured at different distances. The scaling ratio of the captured face images was determined with respect to the reference image.
captured at the distance of 100cm. The scaling up ratios are respectively 1.2, 1.5, and 2.0 at the distances of 120cm, 150cm, and 200cm, while the scaling up ratios are 0.4 and 0.5 at the distances of 30cm and 50cm. The scaling factors were determined by experiment. Figs.13 show the samples of stereo image pairs used as input images. Figs. 14 show some result images recognized by the proposed algorithm. The proposed algorithm can recognize the face as well as the pose of the face under pose changes.

Figure 11. The scaled version of the face images captured at the distance of 30, 50, 100, 120, 150, and 200cm

Figure 12. The samples of the input stereo image pairs

Figure 13. Various pose of the result images recognized by the proposed algorithm

In Table 2, the recognition rate is compared according to the distance. As shown in the Table 2, the highest recognition rate can be obtained at the reference distance of 100cm. After training 200 stereo images, the recognition rates of the proposed methods were compared to
those of the existing methods with respect to 120 test images. The recognition rate of the proposed method based on optimized 3D information is provided in Figure 14. Experiment 1 and 2 respectively used frontal face images and images with various pose change. Figure 14 shows that the recognition rate using the conventional PCA or HMM drops in inverse proportion to the distance. From the experiments, the proposed method can increase the recognition rate.

| No. of training images (L/R) | No. of test images | Recognition rate according to distance (%) |
|------------------------------|--------------------|-------------------------------------------|
| 200/200                      | 120                | 90.00 93.33 95.83 91.67 90.00 87.50       |

Table 2. The recognition rate according to the distance

Figure 14. Recognition rates versus distance comparison for the proposed and various existing methods

5. Conclusions
This paper proposed a new range-based face detection and recognition method using optimized 3D information from stereo images. The proposed method can significantly improve the recognition rate and is robust against object’s size, distance, motion, and depth using the PCA algorithm. The proposed method uses the YCbCr color format for fast, accurate detection of the face region. The proposed method can acquire more robust information against scale and rotation through scaling the detected face image according to the distance change. Experiments were performed in the range of 30~200cm and we could get the recognition rate up to 95.8% according to the scale change. Also, we could get the high recognition rate of 98.3% according to the pose change. Experimental results showed that the proposed method can increase the low recognition rate of the conventional 2D-based algorithm.
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