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Abstract

In babies, respiratory syncytial virus (RSV) is the most common cause of lung inflammation (pneumonia) or bronchiolitis (inflammation of the lungs’ airways). This virus comes with several symptoms such as congested or runny nose, dry cough, low-grade fever, sore throat, sneezing, headache, difficulty in breathing etc. The virus can cause death in babies if not properly managed and therefore calls for immediate investigations to reveal the significant causes. Several research works have been conducted but the idea of investigating more potential predictor variables and the application of both regression and classification models have been grossly understudied. Therefore, unpublished secondary data collected from three different hospitals in Port Harcourt, Rivers State, Nigeria on fifteen predictor variables which are potential causes of RSV are modeled using two categorical regression approaches – logistic and probit regression models and one classification model – discriminant function analysis. The models were compared using misclassification errors, Receiver Operating Characteristic (ROC) plot, concordance, sensitivity, specificity and pseudo R-square values. The linear discriminant function model outperformed both the logit and probit models. The results showed that paternal history of asthma, maternal history of asthma, mother’s occupation, mother’s smoking habit and mother’s education level were the most important variables to linearly classify seropositive and seronegative RSV patients.

*Corresponding author: Email: desmond.bartholomew@futo.edu.ng;
Keywords: Probit model; binary logistic regression model; discriminant analysis; ROC plot; respiratory syncytial virus.

1 Introduction

Respiratory syncytial virus (RSV) is a recognized major contributor to infant hospitalizations in the whole world Caroline et al. [1]. The symptoms of this respiratory virus are usually mild and cold-like; can be severe in infants and aged ones and could develop into bronchiolitis and pneumonia. According to the Center for Disease Control and Prevention (CDCP), RSV causes approximately 2.1 million outpatient visits (for babies < 5yrs), 58,000 hospitalizations (for babies < 5yrs), 177,000 hospitalizations among adults 65 and older and 14,000 deaths among adults 65 and older in the United States and other areas with similar climates in a year.

According to a report by National Centre for Immunization and Respiratory Diseases (NCIRD) in 2018, the symptoms take between 4 to 6 days to appear. These symptoms include Runny nose, loss of appetite, cough, sneezing, difficulty in breathing, fever, wheezing, etc. This RSV infection leads to severe ones such as an inflammation of the small airways in the lung and acute respiratory infection that affects the lungs Rha et al. [2]. Again, asthmatic individuals may have asthma episodes as a result of RSV infection and people with congestive heart failure may have more severe symptoms as a result of RSV infection Falsey et al. [3]. Acute lower respiratory infection (ALRI) is one of the primary causes of morbidity and mortality in babies Shi et al. [4] and human respiratory syncytial virus (RSV) is the most prevalent viral pathogen found in ALRI patients. Researchers are working on developing RSV vaccinations, but none are currently available Ramilo and Mejias [5].

The RSV has been broadly studied and there exist some published works on findings relating to the virus. Light et al. [6] established a relationship between respiratory syncytial virus (RSV) and lower respiratory tract disease hospitalizations in Florida. Caroline et al. [1] reported that RSV infection in children in the United States is connected to considerable morbidity in both hospital and outpatient settings. Obodai et al. [7] in their study about RSV genotypes circulating in urban Ghana used a nested multiplex reverse transcriptase polymerase chain reaction (RT-PCR) method for genotyping RSV. The results revealed that RSV B infections accounted for 72 percent (23/32) of the 60.4 percent RSV infections whereas RSV A and B co-infections accounted for 28 percent (9/32) and age group of children between the ages of 2 and 12 months were the most affected. This finding was further verified by Aliyu et al. [8] which gave a statistical link between age and seropositivity. The findings revealed that seroprevalence was highest in the age group 49-60 months and lowest in the age group 0-12 months and that RSV infection was quite common among children aged 1-5 years in Zaria, Kaduna State, Nigeria. In 2017, Shi et al. [4] investigated the global, regional and national illness burden estimates of acute lower respiratory infections caused by RSV in children under the age of five. According to their findings, there
were roughly 6 million occurrences of RSV severe ALRI in infants in 2015 with 51 percent dying in hospitals and 49 percent dying outside of hospitals. They also discovered that there are around 118,000 serious newborn deaths in poor countries. Oluwadamilare et al. [9] conducted a study on RSV infections in children in Lagos State, Nigeria. According to their findings, RSV was most prevalent in children aged 2 to 6 months (32.4 percent). Further, Abdul et al. [10] named malignancy a risk factor for RSV infection and also revealed that cancer and immunsuppressive treatment were substantially linked with RSV detection. Ruimu & Jikui [11] looked at clinical characteristics and differences between infants with single Bordetella pertussis (B. pertussis) infection and those with RSV coinfection in their study on the Clinical impact of RSV infection on children hospitalized for Pertussis. They reported that sex, body weight, preterm birth history, pertussis vaccination, pneumonia presence and lymphocyte count did not differ significantly between the two groups. Using probabilistically linked perinatal, hospital and laboratory records of 321,825 children born in Western Australia (WA) from 2000 to 2012, Gebremedhin et al. [12] built a prediction model for RSV positivity in hospitalized children aged 5 years. RSV positivity was observed to be associated with a younger admission age, male gender, non-Aboriginal ethnicity, bronchiolitis diagnosis and a longer hospital stay.

The present work is different from a previous work that used a combination of discriminant and binary logistic regression and considered only three variables (Sex, Weight at birth and Weight after four weeks) from two hospitals Beki [13]. Also different from the work of Danbaba et al. [14] that investigated some variables considered from mother’s aspect but used only logistic regression. Yakubu et al. [15] considered a combination of mother’s and baby’s independent variables and compared Discriminant Analysis and Logistic Regression models on Broncho-Pulmonary and not RSV. The present study is different from the rest because it attempted to compare three models - Discriminant Function Analysis (Linear and Quadratic score functions), Probit Regression and Logistic Regression models using data from three hospitals (University of Porthacourt Teaching Hospital, Aluu Health Center and Braitwait Memorial Specialist Hospital) with more predictor variables.

2 Materials and Methods

2.1 Logistic Regression Model

The linear regression that uses the ordinary least squares method to minimize sum of the squared deviations is often used for predicting continuous Y variables while logistic regression is used for categorical Y variable classification.

It is inappropriate to use linear regression to model a categorical (dichotomous) Y variable since the resulting model will give predicted Ys outside 0 and 1. Also, other numerous assumptions such as normality of the errors may also get violated.

The response variable RSV is categorical with two levels (seropositive or seronegative) and therefore suggests that the appropriate logit model is the binary logistic regression model. Since the response variable is dichotomous, the mathematical foundation and representation for modeling the log odds of the event

$$\log \left( \frac{P}{1 - P} \right)$$

where $P$ is the probability of an event are described by Orumie et al. [16].

2.2 Probit Regression Model

When the conditional probability function is assumed to be linear, the probit or logit models are favoured over the standard least squares regression model. Again, the response variable in consideration must be categorical (dichotomous). While logistic regression utilizes a cumulative logistic function for the estimate model, probit regression uses a normal cumulative density function.

In Probit regression, the cumulative standard normal distribution function $\Phi(\cdot)$ is used to model the regression function, that is, we assume
\[ E(Y \mid X) = P(Y = 1 \mid X) = \phi(\alpha + \beta X) \]  

(1)

where

\[ \alpha + \beta X \]  is regarded as a quantile Z.
\[ \alpha \]  is the usual regression intercept term
\[ \beta \]  is the change in Z associated with a one unit change in X

Although the effect on Z of a change in X is linear, the link between Z and the response variable Z is nonlinear since \( \phi \) is a nonlinear function of X.

For a binary Y variable, the model

\[ Y = \alpha + \sum_{i=1}^{k} \beta_i X_i + \epsilon \]  

(2)

with

\[ P(Y = 1 \mid X_1, X_2, \ldots, X_k) = \phi\left(\alpha + \sum_{i=1}^{k} \beta_i X_i\right) \]  

(3)

Equation (3) is a population probit model with multiple regressors \( X_i, i = 1, 2, 3, \ldots, k \) and \( \phi(.) \) is the cumulative standard normal distribution function.

2.3 The Discriminant Function Analysis (DFA)

This is another good model for application when the response variable is categorical but classification is the problem. The Logit and Probit models predict while the DFA classifies. It uses a linear or quadratic score function to classify observations into mutually exclusive groups within a categorical variable. It uses either continuous or categorical or both types of variables as the predictor variables. It can be a simple or multiple DFA. It is simple when only one predictor variable is used, otherwise it is multiple. As described by Egbo and Bartholomew [17], the discriminant function analysis uses any of the three known methods of assigning class probabilities: equal, arbitrary or estimated approaches to find the class probabilities while building the model. The estimated class probability approach was adopted in this study. The linear or quadratic discriminant function uses a linear or quadratic score function respectively as described by Fisher [18].

2.4 Methods of Comparison

In this paper, the entire data is divided into two sets: training set and test set. The training set contains 70% of the entire sample size while the remaining is used as test set to validate the models. Simple methods like misclassification errors, ROC plot, concordance, sensitivity, specificity and pseudo r-square values are used for comparison purposes. At first, the probit and logit models is compared using the training set and the best model then compared with the best DFA type (linear or quadratic).

3 Empirical Results

The data used for this study are unpublished secondary data obtained from three hospitals mentioned earlier with the following sample sizes (UPTH = 263 records, AHC = 233 records and BMH = 257 records). These gave a total sample size of 753 records. The 120 rows with missing values were removed from the data leaving 633 valid cases as the total sample size. Out of the 633 valid cases, 285 are seronegative (absence of RSV) while 348 are seropositive (presence of RSV). The fifteen predictor variables for this study are: baby’s gender (male or female), baby’s weight at birth (low, normal or macrosoma), mother’s smoking habit (yes or no), catarh (yes or
no), running nose (yes or no), maternal history of ashma (yes or no), paternal history of ashma (yes or no), breastfeeding method (exclusive or nonexclusive), IgG antibody level (low, normal or high), mother’s age, baby’s weight 4 week after, baby’s age (grouped in months), maternal education level (primary, secondary or tertiary), mother’s occupation (business, civil servant or house wife) and the hospital (UPTH, BMS or AHC).

3.1 Sampling Method

The simple random sampling method was used to randomly sample 70% of 285 (which is 199) and 70% of 348 (which is 243) to make up the training data set of size 442 (199+243). The sampling was necessary in order to solve the problem of class bias. Ideally, the proportion of events (seropositive) and non-events (seronegative) in the Y variable should approximately be the same but for the case of the data for this study, 285 is reasonably bigger than 348. The remaining 191 formed the sample size for the test set.

Table 1. Logistic and Probit Regression model outputs on training set

| Training Data | Logit | Probit |
|---------------|-------|--------|
| **Coefficients:** | Estimate | Pr(>|z|) | Estimate | Pr(>|z|) | Sig |
| (Intercept) | 0.759444 | 0.739286 | 0.513519 | 0.701804 | NS |
| **Gender (Male):** | | | | |
| Female | -0.26296 | 0.288825 | -0.14506 | 0.313336 | NS |
| Baby’s weight at Birth (< 2.5kg) | -0.11314 | 0.757531 | -0.05052 | 0.812391 | NS |
| (2.5 - 4.2kg) | 0.237745 | 0.699562 | 0.143445 | 0.687549 | NS |
| (> 4.2kg) | | | | |
| Maternal smoking habit (No) | | | | |
| YES | 0.122232 | 0.760897 | 0.08021 | 0.73347 | NS |
| Breastfeeding method (Exclusive) | | | | |
| Non Exclusive | -0.05525 | 0.849773 | -0.04184 | 0.804631 | NS |
| IgG-Low | 0.264255 | 0.319554 | 0.154463 | 0.315354 | NS |
| IgG antibody level (Normal) | | | | |
| High | -1.52729 | 0.000336 | -0.88224 | 0.000322 | *** |
| Baby has cataarh? (No) | | | | |
| YES | -0.69299 | 0.468306 | -0.41223 | 0.463152 | NS |
| Baby has running nose (No) | | | | |
| YES | -0.30858 | 0.852254 | -0.18974 | 0.846627 | NS |
| Baby age (1-6 months) | | | | |
| 7 - 12months | 0.050546 | 0.875982 | 0.003332 | 0.985795 | NS |
| 13 - 18months | 0.14371 | 0.670502 | 0.061412 | 0.754765 | NS |
| 19 - 24months | -0.00012 | 0.999772 | -0.03571 | 0.88589 | NS |
| 25 - 30months | -1.04543 | 0.347422 | -0.65232 | 0.317402 | NS |
| Maternal Edu. Level (No Educ.) | | | | |
| Secondary | 0.827623 | 0.02351 | 0.506965 | 0.017888 | * |
| Tertiary | 0.668238 | 0.045781 | 0.406907 | 0.037828 | * |
| Maternal occupation (Business) | | | | |
| Civil Servant | -0.25699 | 0.449345 | -0.06892 | 0.723597 | NS |
| House Wife | 1.982968 | 1.79E-11 | 1.204413 | 1.60E-12 | *** |
| Maternal History of Asthma (No) | | | | |
| YES | 1.862673 | 4.72E-10 | 1.088443 | 2.44E-10 | *** |
| Paternal History of Asthma (No) | | | | |
| YES | 3.654589 | < 2e-16 | 2.149797 | < 2e-16 | *** |
| Hospital (UPTH) | | | | |
| Hospital-BMH | -0.1326 | 0.634778 | -0.11135 | 0.493809 | NS |
| Hospital-AHC | -0.14058 | 0.658759 | -0.1142 | 0.536456 | NS |
| Maternal age | -0.0415 | 0.080406 | -0.02675 | 0.050559 | NS |
| Baby’s weight 4 weeks after | -0.10234 | 0.614151 | 0.117893 | 0.596511 | NS |

Key: NS – not significant, *** - significant at 0.05 and 0.01 alpha values, * significant at 0.05 alpha value
3.2 Data Structure

Out of the fifteen categorical variables, all except mother’s age and baby’s weight 4 weeks after are categorized. The following continuous variables were recoded: baby’s weight at birth and baby’s age (in months). Baby’s weight at birth were categorized into low birth weight (less than 2.5kg), normal birth (between 2.5kg and 4.2kg) weight and macrosoma (over 4.2kg) as described in Bartholomew et al. [19] while the baby’s age was grouped into 5 age groups : (1 - 6months, 7 - 12months, 13 - 18months, 19 - 24months and 25 - 30months). For the categorical variables, one of the levels is chosen as the reference level while for the outcome variable, the reference category was chosen as seropositive babies. The reference levels are enclosed in bracket in Table 1.

3.3 Comparison of Logit and Probit Model Results

The logit and probit models were implemented using the training data set and the results are summarized in Table 1. and Table 2.

Table 2. Logit and Probit model validation results for test data

| Models  | AIC     | Concordance | Sensitivity | Specificity | Pseudo R-square |
|---------|---------|-------------|-------------|-------------|-----------------|
| Logit   | 489.97  | 0.7323      | 0.7143      | 0.6744      | 0.2985          |
| Probit  | 474.56  | 0.7297      | 0.7048      | 0.6628      | 0.2988          |

Confusion Matrix for Logit model

|   | 0  | 1  |
|---|---|---|
| 0| 58| 30|
| 1| 28| 75|

Confusion Matrix for Probit model

|   | 0  | 1  |
|---|---|---|
| 0| 57| 30|
| 1| 29| 74|

Table 3. Odd Ratio and its 95% Confidence Interval for Logit Model (sig. variables only)

| Coefficients                        | Odd Ratio | 2.50%   | 97.50%  |
|-------------------------------------|-----------|---------|---------|
| IgG antibody level (Normal)         | 0.217124  | 0.09225 | 0.492684|
| High                                |           |         |         |
| Maternal Edu. Level (No Educ.)      | 2.287873  | 1.124857| 4.726974|
| Secondary                           | 1.950798  | 1.018132| 3.791326|
| Tertiary                            |           |         |         |
| Maternal occupation (Business)      | 7.26427   | 4.128636| 13.15493|
| House Wife                          |           |         |         |
| Maternal History of Asthma (No)     | 6.44093   | 3.636882| 11.77849|
| YES                                 | 38.65162  | 17.76243| 91.88824|

3.4 The Discriminant Function Analysis (DFA) Results

3.4.1 Linear DFA Results

Because DFA presupposes multivariate normality, the data must be examined for significant deviations from normality before proceeding with the analysis. The first step, as always, is to plot the data to see if any outliers need to be removed or if any data transformations are required, particularly for the continuous predictor variables (baby’s weight 4 weeks after birth and mother’s age).
Table 4. Shapiro Wilk’s normality test

|                      | Baby’s weight 4 weeks after | Mother’s age |
|----------------------|-----------------------------|--------------|
| W                    | 0.99474                     | 0.99434      |
| p-value              | 0.1356                      | 0.1013       |

Fig. 1. ROC curve for logit model (test data)

Fig. 2. ROC curve for probit model (test data)

Fig. 3. Histogram plot of baby’s weight 4 weeks after
Fig. 4. Histogram plot of mother’s age

Fig. 5. Quantile-Quantile plot of baby’s weight 4 weeks after

Fig. 6. Quantile-Quantile plot of mother’s age
### Table 5. LDA Result for the training data

| Prior probabilities of groups: | 0  | 1  |
|-------------------------------|----|----|
|                               | 0.45 | 0.55 |

| Group means: | Gender | BWB | MSH | BBM | IgG | Cataarh | BA(Months) | MEL | MO | MAH | PAH | Hospital |
|--------------|--------|-----|-----|-----|-----|---------|------------|-----|----|-----|-----|----------|
| 0            | 1.56   | 1.91| 0.10| 1.21| 1.65| 0.99    | 2.34       | 2.35| 1.68| 0.18| 0.07| 1.91     |
| 1            | 1.53   | 1.95| 0.12| 1.24| 1.58| 0.97    | 2.22       | 2.37| 0.12| 0.37| 0.35| 1.86     |
| MA           | BW4W   | RN  | 0.99|
| 0            | 30.43  | 3.82| 0.99|
| 1            | 29.84  | 3.76| 1.00|

| Coefficients of linear discriminants: | LD1 |
|--------------------------------------|-----|
| Gender                               | -0.20|
| BWB (Baby’s weight at birth)         | 0.10 |
| MSH (Maternal smoking habit)         | 0.18 |
| BBM (Baby’s breastfeeding method)    | -0.01|
| IgG (IgG antibody level)             | -0.32|
| RN (Baby has running nose?)          | -0.42|
| Cataarh (Baby has catarrh?)          | -0.65|
| ´BA(Months)` (Baby age in months)    | -0.05|
| MEL (Maternal education level)       | 0.15 |
| MO (Maternal occupation)             | 0.66 |
| MAH (Maternal asthma history)        | 1.17 |
| PAH (Paternal asthma history)        | 2.28 |
| Hospital (Hospital admitted)         | -0.05|
| MA (Maternal age)                    | -0.03|
| BW4W (Baby’s weight 4weeks after)    | -0.08|
Table 6. QDA Result for the training data

| Prior probabilities of groups: |
|---|---|
| 0 | 1 |
| 0.45 | 0.55 |

| Group means: | Gender | BWB | MSH | BBM | IgG | Cataarh | BA(Months) | MEL | MO | MAH | PAH | Hospital |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 0 | 1.56 | 1.91 | 0.10 | 1.21 | 1.65 | 0.99 | 2.34 | 2.35 | 1.68 | 0.18 | 0.07 | 1.91 |
| 1 | 1.53 | 1.95 | 0.12 | 1.24 | 1.58 | 0.97 | 2.22 | 2.37 | 0.12 | 0.37 | 0.35 | 1.86 |
| MA | BW4W | RN |
| 0 | 30.43 | 3.82 | 0.99 |
| 1 | 29.84 | 3.76 | 1.00 |

| Coefficients of Quadratic discriminants: |
|---|---|
| Gender | 0.10 |
| BWB (Baby’s weight at birth) | 0.23 |
| MSH (Maternal smoking habit) | -0.03 |
| BBM (Baby’s breastfeeding method) | 0.18 |
| IgG (IgG antibody level) | 0.09 |
| RN (Baby has running nose?) | 1.70 |
| Cataarh (Baby has catarrh?) | -0.52 |
| `BA(Months)` (Baby age in months) | -0.11 |
| MEL (Maternal education level) | 0.09 |
| MO (Maternal occupation) | 0.14 |
| MAH (Maternal asthma history) | -0.05 |
| PAH (Paternal asthma history) | 0.02 |
| Hospital (Hospital admitted) | 0.15 |
| MA (Maternal age) | 0.00 |
| BW4W (Baby’s weight 4weeks after) | 1.73 |
3.5 Comparison of LDA, Logit and Probit Models

Table 7. Comparison of LDA and QDA on test set

|                      | LDA  | QDA  |
|----------------------|------|------|
| Model Accuracy       | 0.63 | 0.62 |
| Actual number of observations in group 1 | 86   | 86   |
| Number classified    | 81   | 93   |
| Actual number of observations in group 2 | 105  | 105  |
| Number classified    | 110  | 98   |

Table 8. Comparison of LDA, Logit and Probit Models on test set

|                      | LDA  | Logit | Probit |
|----------------------|------|-------|--------|
| Model Accuracy       | 0.63 | 0.71  | 0.70   |
| Actual number of observations in group 1 | 86   | 86   | 86     |
| Number classified    | 81   | 58    | 57     |
| Actual number of observations in group 2 | 105  | 105  | 105    |
| Number classified    | 110  | 75    | 74     |

4 Discussion of Results

The Logit and Probit models were fitted using the training set and the results were displayed in Table 1. Both models behaved alike. Out of the fifteen predictor variables considered in this study, both models identified IgG antibody level, Mother’s education level, Mother’s occupation, maternal history of ashma and Paternal history of ashma as the significant predictor variables for seropositive RSV babies. The two models were further compared based on the comparison criteria listed in this study in section 2.4. The values shown in Table 2 suggests that Logit and Probit models performed equally but the Logit model performed slightly better as seen in the confusion matrix. The higher the values on the diagonal of the confusion matrix, the better the model. As the prediction probability cutoff is lowered from 1 to 0, the Receiver Operating Characteristics Curve (ROC) tracks the percentage of true positives accurately predicted by a given logit model. As the cutoff is lowered, a successful model should mark more genuine 1s as positives and fewer actual 0s as 1s. When a result, for a decent model, the curve should rise steeply, suggesting that as the cutoff score decreases, the TPR (Y-Axis) climbs faster than the FPR (X-Axis). The greater the area under the ROC curve, the higher the model's prediction performance. The ROC curves for both models in Fig. 1 and Fig. 2 are nearly identical. Though, the probit model appears to be a better fit for the training set (Table 2. Probit AIC value of 474.56 is smaller than Logit AIC value of 489.97) but the logit model has more predict power (Table 2. Sensitivity value of logit is higher than that of probit), therefore the logit model is chosen as the best model and was used on the test set. The odd ratio and the corresponding 95% confidence intervals were displayed in Table 3. According to Orumie et al. [16], our results are interpreted as follow:

- Those with low IgG antibody level when compared with those with high IgG antibody levels are 0.217 times likely to test positive for RSV. That is about (1 - 0.217 = 0.783) 78.3% more likely to be seropositive for RSV.
- A baby whose mother’s highest education qualification is primary school when compared with another baby whose mother’s highest education level is secondary school and Tertiary education level is 2.28 and 1.95 times more likely to be seropositive to RSV respectively. That is (2.28 – 1.00 = 1.28) 128% and (1.95 – 1.00 = 0.95) 95% more likely to be attacked by RSV respectively. This is in line with the findings of Bartholomew et al. [19], who found that the mother's educational level has a significant impact on the likelihood and/or productivity of health investment, as well as the financial resources available to the child, both directly and indirectly, through the choice of partner, fertility timing, and number of offspring.
- A baby whose mother is a House wife when compared with another baby whose mother is either a civil servant or business woman is 6.44 times more likely to be seropositive to RSV.
- With odds ratios of 6.44 and 38.7, maternal and paternal history of ashma has relatively the highest odds for RSV. This suggests that the variables maternal and paternal history of ashma were the most
significant variables in predicting the incidence of RSV in the three hospitals. This finding is in agreement with the finding of Abdul et al. [10].

The Linear Discriminant Function (LDF) and Quadratic Discriminant function (QDF) were fitted on the training set using the estimated priors to estimate class probabilities and the best discriminant model was obtained before comparing with logistic regression model and the results were displayed from section 3.4. The continuous predictor variables were first tested for normality assumptions since that is one of the basic assumptions of the DF model. Both graphical methods (Fig. 3 through Fig. 6) and Shapiro wilk’s normality test (Table 4.0, p-values 0.1356 and 0.1013 are less than 0.05) suggested that baby’s weight 4weeks after and mother’s age came from a normal distribution. LDA and QDA results were shown in Table 5 and Table 6 respectively. LDA performed slightly better than the QDA (Table 7, model accuracy) on the test set and was compared with Logit model in Table 8. The LDA performed better than both logit and probit models in predicting the incidence of RSV in the three hospitals (Table 8, more number of observations correctly classified). This finding is in agreement with Sule [20]. Each discriminant function should be scanned for the largest loadings, positive or negative, indicating the variables that contribute most to that discriminant function. Therefore, the variables that contributed as shown in Table 5 under coefficients of linear discriminants are Paternal history of ashma, Maternal history of ashma, mother’s occupation(in agreement with Yakubu et al. [15], mother’s smoking habit (in agreement with Ting et al. [21] and mother’s education level.

5 Conclusion and Recommendations

On the basis of the above findings, it is concluded that the logit model outperformed the probit model while the LDA outperformed QDA in predicting the incidence of RSV in the three hospitals considered. The three models (logit, probit and LDA) were compared and LDA was chosen as the best model over the logit model. However, the three models has similar results as, maternal history of ashma, paternal history of ashma, mother’s education level and mother’s occupation were important contributors to a baby having RSV. Thus, it is recommended that

i. Babies whose either or both parents has(have) history of ashma should be quickly immunized to increase the IgG antibody level in the baby to fight RSV.
ii. House wives should improve their attention to health care practices for their babies and always seek medical attention from health practitioners. They should try to avoid self-medical practices.
iii. Mothers who smoke should stop as this study revealed that 38 out of the 348 (that is 11%) babies that were seropositive had smoking mothers.
iv. Also mothers should embrace education as educated mothers usually change their perceptions regarding how best to allocate resources for the betterment of children’s health and fewer but healthier children.
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