Spin-squeezing swapping for differential measurements with atom interferometers and clocks
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Thanks to common-mode noise rejection, differential configurations are crucial for realistic applications of phase and frequency estimation with atom interferometers. Differential interferometry can be understood as a distributed multiparameter estimation problem and can benefit from both mode and particle entanglement. Currently, differential protocols with uncorrelated particles and mode-separable settings reach a sensitivity bounded by the standard quantum limit (SQL). Here, we propose to overcome the SQL by exploiting spin-squeezing in an atomic quantum network. A single spin-squeezed state is mode-swapped among common interferometric modes. The mode swapping is optimized to estimate the differential phase shift with sub-SQL sensitivity. Numerical calculations are supported by analytical approximations that guide the optimization of the protocol. The scheme is also tested with simulation of noise in atomic clocks and interferometers.

Atom interferometers (AIs) are extraordinarily sensitive devices [1–3] that find key applications in fundamental and applied science [4, 5]. Thanks to the coupling of atoms with external forces and light fields, AIs allows for ultraprecise measurements of accelerations in inertial sensors [6], time in atomic clocks [7, 8].

Absolute measurements with AIs are limited by the onset of systematic effects and/or phase noise, inherent to the interferometer itself and to the environment. Therefore, experiments aiming at precision measurements often benefit of a differential configuration where two interferometers (A and B), working simultaneously, acquire a total phase shift \( \theta_{A,B} = \phi_{A,B} + \phi_{pm} \), respectively, where \( \phi_{A,B} \) are the signals and \( \phi_{pm} \) encompasses systematic effects of an stochastic phase noise that are common to both sensors. Correlations between the output signals of the two interferometers can be used to infer \( \phi_A - \phi_B \) [9–13], while cancelling the common-mode noise. Differential AIs configurations have been exploited for gravity gradiometry [14–18], gravity-field curvature measurements [19], relativistic geodesy [20], the measurements of the gravitational constant [21], to probe the law of gravitation through tests of the universality of free-fall [22–26], and are also expected to find applications in the detection of gravitational waves [27–30]. Furthermore, correlation spectroscopy exploits differential frequency measurements. This technique is based on the simultaneous interrogation of two atoms [31, 32] or two atomic ensembles with the same laser: it allows for the cancellation of laser fluctuations and is immune to noise effects associated to dead times. Differential frequency comparison in atomic clocks has been exploited for the measurement of the gravitational redshift [33–35] by taking advantage of long interrogation times.

Present differential AI devices use independent interferometers and uncorrelated atoms: a distributed sensing configuration commonly indicated as mode-separable and particle-separable [36, 37]. In this case, the sensitivity of the differential measurement is inherently limited by the standard quantum limit (SQL) [16, 21, 38, 39]. This bound is given by

\[
\Delta^2(\theta_A - \theta_B)_{SQL} = 4/N,
\]

where \( N \) is the total number of particles [36, 40]. A promising research goal is to devise feasible schemes that reduce the quantum noise in interferometric measurements and, in particular, overcome the SQL with the use of quantum resources [41, 42].

The experimental investigation on entanglement-enhanced AIs has mainly focused on the generation and the manipulation of spin-squeezed states in a single AI [41]. Spin squeezing in momentum modes, suitable for inertial sensing with AIs, can be created through atom-atom interaction in Bose-Einstein condensates [43–45] or atom-light interaction in an optical cavity [46, 47]. Recent experimental achievements include the creation of useful entangled states through the transfer of squeezing generated in internal states into well-defined and separated external momentum modes [48], the demonstration of long-lived spin-squeezed states [49], and the implementation of a full spatial interferometer scheme with a direct observation of sub-SQL sensitivity [47]. Furthermore, entanglement-enhanced atomic clocks using spin-squeezed states have been demonstrated [50–53].

In this manuscript, we propose an efficient method for quantum-enhanced differential phase estimation that exploits spin-squeezing. A spin squeezed state is first generated between the two modes of the interferometer A, see Fig. 1(a), for instance via one-axis twisting [54]. The squeezed state is then shared with the modes of interferometer B via a linear transformation – namely an optimized beam-splitter – and mixed with a coherent spin state. We indicate this operation as mode-swapping (MS): it generates entanglement between the modes of the two interferometers, thus realizing a mode-entangled and particle-entangled (MePe) distributed quantum sensor [36]. This scheme extends to atomic systems a protocol proposed in Ref. [55], which uses optical squeezed-vacuum and coherent states in a quantum network of Mach-Zehnder sensors. With ab-initio numerical calculations supported by an analytical approach, we i) predict the possibility to overcome the SQL with a substantial sensitivity gain

\[
\Delta^2(\theta_A - \theta_B) \propto O(1/N^{3/2}),
\]

and ii) demonstrate that the protocol benefits of common-noise suppression, while using standard measurements and estimation. The sensitivity scaling \( O(1/N^{3/2}) \) is due to the one-axis-twisting method and can be pushed to the Heisenberg limit by using other spin-squeezing techniques.
obtained within a Holstein-Primakov approximation (see text). The distribution corresponding to the state settings. Panel (a): A single input atomic ensemble of $N$ atoms is initially coherently split between modes $a$ and $d$ by a first $\pi/2$ pulse (yellow box). A spin-squeezed state is generated in modes $a$ and $b$ via one-axis twisting evolution of strength $\tau_E$ (green box). The MS (blue box) distributes the spin squeezing between the modes $b$ and $c$. Two separated Mach-Zehnder interferometers (orange boxes) are used to estimate $\theta_A$ and $\theta_B$. The inset shows a schematic of the quantum state at different stages of the protocol on the $(x_b + x_c)$-$(p_b + p_c)$ quadrature plane, obtained within a Holstein-Primakov approximation (see text). The distribution corresponding to the state $|\psi_2\rangle$ has variances $(1 + e^{-2r})/2$ and $(1 + e^{-2r})/2$ along the $x_b + x_c$ and $p_b + p_c$ direction, respectively (green dashed line), where $r = N\tau_E/4$. These are wider than the isotropic vacuum variance equal to 1 (dotted black line). In contrast, the state after MS, $|\psi_{inp}\rangle$ has variance (blue solid line) $e^{-2r}$ along $x_b + x_c$ and $e^{-2r}$ along $p_b + p_c$, below the vacuum limit. Panel (b): Two separated interferometers, using spin squeezed states of $N/2$ atoms ($\tau_S^{b, d}$ indicates the squeezing strength – green boxes). In both scheme, the phases are evaluated locally by counting the number of atoms at each output detectors.

generation schemes. It should be emphasized that, with the same resources (namely a coherent and a single spin-squeezed state) in a mode-separable and particle-entangled (MsPe) setting [36, 37], see Fig. 1(b), it is only possible to overcome the SQL by a unit factor [56]. The practical advantage of our AI protocol is that it fully exploits a single spin-squeezed state for differential measurements: we can thus envisage the realization of high sensitivity enhancement within state-of-the-art capabilities [41, 57, 58], with a variety of applications.

I. RESULTS

In the following, we first introduce the interferometer scheme of Fig. 1(a), see Sec. 1A. The sensitivity of the device is then evaluated using an analytical approach, in Sec. 1B, as well as numerical calculations for collective spin systems, in Sec. 1C. Finally, in Sec. 1D, we provide explicit examples of differential phase and frequency estimation in the presence of common noise, discussing the advantages with respect to mode-separable approaches.

A. Interferometer scheme

The differential scheme of Fig. 1(a) starts with $N$ atoms prepared in mode $a$, while the other modes ($b$, $c$ and $d$) are empty at this stage. A 50-50 beam splitting pulse between modes $a$ and $d$ [yellow box in Fig. 1(a)] generates a binomial coherent particle distribution,

$$|\psi_1\rangle = \frac{1}{2^N} \sum_{m=0}^{N} \sqrt{\binom{N}{m}} |N - m\rangle_a |m\rangle_d,$$

with $\langle N_a \rangle = N/2$ and $\langle \Delta N^2 \rangle_a = \langle \Delta N_d^2 \rangle = N/2$. We then apply a two-mode spin-squeezing transformation to generate entanglement between particles in modes $a$ and $b$ [green box in Fig. 1(a)]. We consider one-axis twisting dynamics [54] followed by an opportune rotation of the state,

$$|\psi_2\rangle = \exp[-iv_EJ_z^{a(b)}] \otimes \exp[-i\tau_EJ_y^{a(b)}]|\psi_1\rangle,$$

where $\tau_E$ denotes the squeezing time and $\nu_E$ the rotation angle. Here, $J_z^{a(b)} = (\hat{a}^{\dagger}\hat{b} + \hat{b}^{\dagger}\hat{a})/2$, $J_y^{a(b)} = (\hat{a}^{\dagger}\hat{b} - \hat{b}^{\dagger}\hat{a})/2i$ and $J_x^{a(b)} = (\hat{a}^{\dagger}\hat{c} - \hat{c}^{\dagger}\hat{a})/(2i)$. The operator $\hat{a}$ ($\hat{b}$, $\hat{c}$ and $\hat{d}$) annihilates a particles in mode $a$ ($b$, $c$, and $d$), while $\hat{a}^{\dagger}$ ($\hat{b}^{\dagger}$, $\hat{c}^{\dagger}$ and $\hat{d}^{\dagger}$) is the corresponding bosonic creation operator.

The key ingredient of our proposal is the MS [blue box in Fig. 1(a)], corresponding to a linear coupling between modes $b$ and $c$. We indicate as $|\psi_{inp}\rangle = \hat{U}_MS|\psi_2\rangle$ the quantum state at this stage with

$$\hat{U}_MS = \exp[-i\theta_MS[\cos(\phi_{MS})J_z^{b,c} - \sin(\phi_{MS})J_y^{b,c}]].$$

Here, $\theta_MS$ and $\phi_{MS}$ are, respectively, the strength and the phase of the laser coupling mode $b$ an $c$. As schematically shown in the inset of Fig. 1(a) and explained in more details below, the MS swaps the spin squeezing from the modes $a$ and $b$ (where the squeezing is generated) to a combination of suitable interferometer’s modes. Without the MS, e.g. $\theta_MS = 0$, the spin squeezing generated in the $a$ and $b$ modes is only useful to estimate $\theta_A$.

The preparation of $|\psi_{inp}\rangle$ is followed by two independent Mach-Zehnder interferometers, indicated as $A$ (for modes $a$ and $b$) and $B$ (for modes $c$ and $d$). The scheme ends with the measurement of the number of particles in each output port, the output state being $|\psi_{out}\rangle = \exp(-i\theta_AJ_y^{a(b)}) \otimes \exp(-i\theta_BJ_y^{c,d})|\psi_{inp}\rangle$. The difference $\phi_A - \phi_B$ is estimated as $\xi_A^{\text{est}} - \xi_B^{\text{est}}$, where $\xi_A^{\text{est}}$ and $\xi_B^{\text{est}}$ are obtained via the standard...
method of moments applied to each interferometer, separately. The corresponding uncertainty, is [55, 59]

\[
\Delta^2(\theta_A - \theta_B) = \Delta^2 \theta_A + \Delta^2 \theta_B - \frac{2 \Gamma_{AB}}{\langle \partial_0 \bar{f}^{(a,b)}_{z} \rangle \langle \partial_0 \bar{f}^{(c,d)}_{z} \rangle}
\]

(4)

where expectation values are calculated on the output state \( |\psi_{out}\rangle \), \( \Delta^2 \theta_A = \Delta^2 \bar{f}^{(a,b)}_{z} / (d(d_{\bar{f}^{(a,b)}_{z}})^2 d^2 \theta_A) \), \( \Delta^2 \theta_B = \Delta^2 \bar{f}^{(c,d)}_{z} / (d(d_{\bar{f}^{(c,d)}_{z}})^2 d^2 \theta_B) \), and the covariance matrix \( \Gamma_{AB} = \langle \hat{f}^{(a,b)}_{z} \hat{f}^{(c,d)}_{z} \rangle - \langle \hat{f}^{(a,b)}_{z} \rangle \langle \hat{f}^{(c,d)}_{z} \rangle \rangle \) quantifies correlations between measurement observables. These correlations are engineered by the MS transformation. At mid-fringe position \( \theta_3 = \theta_B = \pi/2 \) (which, as discussed below is the optimal working point), Eq. (4) can be rewritten as

\[
\Delta^2(\theta_A - \theta_B)_{\theta_3=\theta_B=\pi/2} = \Delta^2 \left( \frac{\bar{f}^{(a,b)}_{z}}{\bar{f}^{(c,d)}_{z}} \right)_{\text{inp}} - \frac{\bar{f}^{(a,b)}_{z}}{\bar{f}^{(c,d)}_{z}}_{\text{inp}} \right). \tag{5}
\]

For two uncoupled interferometers, we have \( \Gamma_{AB} = 0 \) and Eq. (4) recovers the sum of uncertainties \( \Delta^2 \theta_A + \Delta^2 \theta_B \). Instead, if \( \Gamma_{AB} \neq 0 \) such that the second term in Eq. 4 is positive, then \( \Delta^2(\theta_A - \theta_B) < \Delta^2 \theta_A + \Delta^2 \theta_B \). In particular, this opens the possibility to overcome the SQL for the estimation of the differential phase. Through this paper, we define

\[
G^2 = \frac{\Delta^2(\theta_A - \theta_B)_{\text{SQL}}}{\Delta^2(\theta_A - \theta_B)} \tag{6}
\]

quantifies the sensitivity gain over the SQL [40].

B. Analytical model

The analytical description of the interferometer is based on two approximations, see App. A 1 for details: First, we write the state \( |\psi_1\rangle \), Eq. (1), as \( |\psi_1\rangle \approx |C(\alpha)\rangle_0 |0\rangle_0 |\text{C}(\alpha)\rangle_d \), where \( |\text{C}(\alpha)\rangle \) is a single-mode coherent state of \( \alpha^2 = N/2 \) particles in average [60]. The phases of the two coherent states in modes \( a \) and \( d \) are equal and set to zero without loss of generality. This approximation assumes \( N \gg 1 \) and introduces artificial number coherence and total number of particles fluctuations: consequences are discussed in App. C. Furthermore, we describe the one-axis twisting transformation by using a Holstein-Primakoff approximation. In particular, by replacing the operators \( \hat{a} \) with the classical number \( \hat{a} \sim \sqrt{N}/2 \), we obtain

\[
|\psi_2\rangle \approx |C(\alpha e^{-i\varphi/2})\rangle_0 |S(\xi)\rangle_0 |\text{C}(\alpha)\rangle_d \tag{7}
\]

where \( |S(\xi)\rangle_0 = \hat{S}_b(\xi)|0\rangle_0 \) is a single-mode squeezed-vacuum state, \( S_b(\xi) = e^{\xi b_{hc}} b \hat{b}^{hc} \) is the squeezing operator [60] with squeezing parameter \( \xi = re^{i\varphi} \). Here, \( r = N \pi \varphi_4/4 \), \( \varphi = \pi/2 + \varphi_e \) and \( \hat{n}_s \) is the average number of particles in the state. Equation (7) is expected to be accurate if the squeezing dynamics is applied for a sufficiently short time, such that the mode \( a \) remains essentially undepleted, namely \( N/2 \gg \hat{n}_s \). Taking the quadrature operator \( \hat{S}_b(\lambda) = (\hat{b} e^{-i\lambda} + \hat{b}^* e^{i\lambda})/\sqrt{2} \), the state \( |S(\xi)\rangle_0 \) is squeezed along the direction \( \lambda = \pi/4 + \varphi_e/2 \) in the quadrature plane, namely \( \Delta^2 \hat{b}(\pi/4 + \varphi_e/2) = e^{-2r}/2 \), and anti-squeezed along the orthogonal direction, \( \Delta^2 \hat{b}_s(3\pi/4 + \varphi_e/2) = e^{-2r}/2 \). Using \( \Delta^2 \bar{f}^{(a,b)}_{z} \approx N\Delta^2 \bar{b}(\lambda)/4 \) and \( \langle \bar{f}^{(a,b)}_{z} \rangle \approx (N/2 - \hat{n}_s)/2 \approx N/4 \), we predict a spin-squeezing parameter \( \epsilon^2_R = (N/2)^2 \min(\Delta^2 \bar{f}^{(a,b)}_{z}) = 2 \min \Delta^2 \hat{b}_s = e^{-2r}. \) \tag{8}

This expression agrees with the exact result [54], up to the third order in \( N \pi \varphi_4 [61] \), namely \( e^{-2r} = 1 - N \pi \varphi_4/2 + (N \pi \varphi_4)^2/8 + O(N \pi \varphi_4)^3 \). Finally, the MS operation consists of a linear coupling between modes \( b \) and \( c \). It is described by the unitary matrix

\[
\left( \begin{array}{c} U_{\text{MS}}^{\dagger} \hat{b} \hat{U}_{\text{MS}} \\ U_{\text{MS}}^{\dagger} \hat{c} \hat{U}_{\text{MS}} \end{array} \right) = \left( \begin{array}{cc} |\mu| e^{-i\theta} & -|\mu| e^{-i\theta} \\ |\mu| e^{-i\theta} & |\mu| e^{-i\theta} \end{array} \right) \left( \begin{array}{c} b \\ c \end{array} \right), \tag{9}
\]

which is equivalent to Eq. (3) [62]. The state at the input ports of the two interferometers writes

\[
|\psi_{\text{inp}}\rangle \approx |C(e^{-i\varphi/2})\rangle_0 (\hat{U}_{\text{MS}} |S(\xi)\rangle_0 |0\rangle_c |\text{C}(\alpha)\rangle_d \tag{10}
\]

where the unitary transformation applies to the state \( |S(\xi)\rangle_0 |0\rangle_c \).

Based on the approximations discussed above, we have thus established a relation, in the appropriate regime, between an atomic system using spin-squeezed states and a quantum optical system using squeezed vacuum states, the MS playing the role of a quantum circuit. We can thus apply the results of Ref. [55], which discussed the sensitivity of a distributed quantum sensor of Mach-Zehnder interferometers using coherent and single-mode squeezed states. Taking Eq. (10) as sensor’s input state, we can obtain an analytical expression for Eq. (4) [55], which is lengthy and explicitly given in App. A 2. In particular, it reads \( \Delta^2(\theta_A - \theta_B) = \Delta^2(\theta_A - \theta_B)_{\theta_3=\theta_B=\pi/2} + Q(\text{cot} \theta_A, \text{cot} \theta_B) \), where \( Q \geq 0 \) is a second-degree polynomial in the variables \( \text{cot} \theta_A \) and \( \text{cot} \theta_B \). In the rest of this section, we restrict the optimal working point \( \theta_A = \theta_B = \pi/2 \), where \( Q = 0 \).

To clarify the role played by the MS for highly sensitive differential estimation, we rely again on a Holstein-Primakoff approximation. This time, it is applied to the operators \( \hat{a} \) and \( \hat{d} \) relative to the output modes, by replacing them with the classical numbers \( \hat{n} \sim e^{-i\varphi/2} \sqrt{N}/2 \) and \( \hat{n} \sim \sqrt{N}/2 \), respectively. As detailed in App. A 3, Eq. (5) rewrites in terms of the quadrature variance

\[
\Delta^2(\theta_A - \theta_B)_{\theta_3=\theta_B=\pi/2} \approx 4 \frac{\Delta^2(\hat{b}_s + \hat{c}_s)}{N}, \tag{11}
\]

where \( \hat{\xi}_s = (\hat{b} e^{i\varphi/2} + \hat{\xi} e^{-i\varphi/2})/\sqrt{2} \), \( \hat{\xi}_s = \hat{b} e^{i\varphi/2} - \hat{\xi} e^{-i\varphi/2})/\sqrt{2} \) and analogous definitions for \( \hat{\xi}_s \) and \( \hat{\xi}_s \). According to Eq. (11), the phase uncertainty of the differential measurement is equivalent to the variance of the quadrature operator \( \hat{\xi}_s + \hat{\xi}_s \). Without mode swapping, namely when considering the state \( |S(\xi)\rangle_0 |0\rangle_c \), we have \( \Delta^2(\hat{\xi}_s + \hat{\xi}_s) = \Delta^2 \hat{\xi}_s + \Delta^2 \hat{\xi}_s \). Hence, whatever amount of squeezing we generate in
the $x_4$ quadrature, it will provide limited benefit to the sensitivity of the differential estimation, which is indeed dominated by the vacuum fluctuations in mode $c$: $\Delta^2(\hat{x}_b + \hat{x}_c) = (1 + e^{-2\tau})/2$. In contrast, it is possible to reduce the variance of $\hat{x}_b + \hat{x}_c$ below the vacuum fluctuations by exploiting the mode swapping transformation Eq. (9). The smallest quadrature variance—and, thus, the best sensitivity—is clearly reached when both the rotation angle $\nu_E$ in Eq. (2) and the mode-swapping parameters of Eq. (9) are optimized. We find $\nu_E = -\pi/4 + \nu + 4\nu$ and $\delta_{cb} = -\pi/8 + \nu + \nu$, with $l, m \in \mathbb{Z}$, and $|u_{bo}| = 1/\sqrt{2}$ [see App. B1]. In the following, we choose $l = -1$, $m = 1$, getting $\nu_E = 11\pi/4$ and $\delta_{cb} = -5\pi/8$. Since $\delta_{cb} = \varphi_{MS} - \pi/2$, this corresponds to an optimal mode-swapping operation in Eq. (3) with $\varphi_{MS} = -\pi/8$, and the condition $|u_{bo}| = 1/\sqrt{2}$ translates to $\theta_{MS} = \pi/2$. It is shown in App. A3 that such optimal choice of parameters yields $\Delta^2(\hat{x}_b + \hat{x}_c) = e^{-2\tau}$: the squeezing initially generated in the quadrature plane $\hat{x}_b, \hat{x}_c$ has been “swapped” to the $\hat{x}_b + \hat{x}_c$ quadrature [see the inset of Fig. 1(a)] by means of a suitable mode-swapping operation.

According to Eq. (11), $\Delta^2(\hat{x}_b + \hat{x}_c) = e^{-2\tau}$ corresponds to an estimation uncertainty $\Delta^2(\theta_A - \theta_B) = 4e^{-2\tau}/N$, which predicts a sensitivity gain

$$G^2 = e^{-2\tau}, \quad (12)$$

below the SQL. Therefore, through MS operation, we are able to convert a squeezing useful for single-parameter estimation to a squeezing useful to beat the SQL in the differential measurement. Going beyond the approximate expression Eq. (11), in particular using the results of Ref. [55], we have

$$G^2 = (e^{-2\tau} + \bar{n}_s/N)^{-1}, \quad (13)$$

for $\bar{n}_s \ll N$, see App. B1. For sufficiently small values of $\tau_E$, such that $\bar{n}_se^{-2\tau} \ll N$, the term $\bar{n}_s/N$ in Eq. (13) can be neglected, recovering the gain factor Eq. (12). Instead, at the optimal working point $\bar{n}_s = \sqrt{N}/2$, which still satisfies the condition $\bar{n}_s \ll N$, Eq. (13) predicts a maximum gain

$$G^2_{\text{max}} = \sqrt{N}, \quad (14)$$

corresponding to the minimum uncertainty $\min_{\bar{n}_s} \Delta^2(\theta_A - \theta_B)|_{\bar{n}_s=\theta_B=\pi/2} = 4/N^{1/2}$.

C. Numerical results

In the following, we relieve the approximations used in the previous section and perform numerical computation of collective spin-couplings in operation. In particular, we provide a detailed analysis of Eqs. (4)-(6) as well as a comparison with the MsPe scheme of Fig. 1(b). For the sake of clarity, we distinguish the squeezing strength $\tau_E$ of the MsPe strategy of Fig. 1(a), to the one of MsPe strategy, $\tau_A$ and $\tau_B$ of Fig. 1(b). The squeezing strengths are normalized over the value $\tau_{\text{ref}} = 1.2(N/2)^{-2/3}$ providing the optimal amount of spin squeezing within the one-axis-twisting scheme [54] with $N/2$ atoms.

FIG. 2: (a) Sensitivity gain, $G^2(\pi/2, \pi/2)$, and (b) bandwidth, $R$, as a function of the squeezing strength $\tau_E$. In both panels, the thin blue (red thick) solid line show numerical results obtained for the MePe setting and total $N = 100$ ($N = 2000$) particles. The corresponding dashed lines are analytical predictions. The black dot-dashed line is obtained for the MsPe setting, using a spin squeezed state ($\tau_A^s = \tau_E$) and a coherent spin state ($\tau_A^s = 0$), without MS.

1. Gain and bandwidth

In Fig 2(a), we plot the sensitivity gain, $G^2$, at the optimal working point $\theta_A = \pi/2$ and $\theta_B = \pi/2$ (corresponding to the maximum slope point of the Ramsey fringes for both interferometers), as a function of the squeezing time $\tau_E/\tau_{\text{ref}}$. The different solid lines are obtained for different number of particles, $N = 100$ (thin blue) and $N = 2000$ (thick red), with $N/2$ particles entering each interferometer. For relatively small values of $\tau_E$, the numerics follow the analytical prediction of Eq. (13), shown as the dashed lines. The spin-squeezed state is optimally rotated by $\nu_E$ around $\hat{J}_z^{(0)}$ (a) while, for the MS operation, we have used the optimized laser strength, $\theta_{\text{MS}} = \pi/2$, corresponding to a 50-50 beam-splitter, with a fixed (not-optimized) laser phase, $\varphi_{\text{MS}} = \pi/2$, in Eq. (3). As expected from Eqs. (11)-(13), we observe a substantial amount of gain over the SQL, despite the phase of the MS, $\varphi_{\text{MS}}$, is not optimized here (see discussion below). In addition, at the optimal working point (as a function of $\tau_E$), we obtain a scaling $G^2_{\text{max}} \sim \sqrt{N}$, in agreement with the analytical predictions of Eq. (14). The dot-dashed line in the figure shows the MS case where the MS is not applied ($\theta_{\text{MS}} = 0$). This situation is equivalent to $\tau_A^s = \tau_E$ and $\tau_B^s = 0$ in Fig. 1(b): only the estimation of $\theta_A$ benefits from squeezing ($\Delta^2(\theta_A < 2/N)$, while $\theta_B$ is estimated with uncertainty $\Delta^2\theta_B = 2/N$ [56]. In this case, we have only a modest gain in the estimation of $\theta_A - \theta_B$, reaching at best approximately a factor 2 over the SQL (horizontal dotted line, $G^2 = 2$).

Besides the sensitivity gain, another relevant figure of merit is the relative width of the phase domain $\theta_A, \theta_B \in [0, \pi]$ such that $G^2(\theta_A, \theta_B) > 1$. We indicate this quantity as the bandwidth, $R$, defined as

$$R = \frac{1}{\pi} \int_{G^2(\theta_A, \theta_B) > 1} d\theta_A d\theta_B. \quad (15)$$

A plot of $R$, as a function of $\tau_E/\tau_{\text{ref}}$ and different values of $N$, is shown in Fig. 2(b). The different lines correspond to the same parameters as the ones in Fig. 2(a). Although the
of total length $2\Lambda$ centered a $\phi_A = \phi_B = \pi/2$.

\[ \tilde{G}^2(\Lambda) = \left( \frac{1}{2\Lambda} \right)^2 \int_{-\Lambda}^{\Lambda} d\phi_{pn} \tilde{G}^2(\pi/2 + \phi_{pn}, \pi/2 + \phi_{pn}) \]  

(16)

In Fig 3(a) and (b), we plot the MePe gain $\tilde{G}^2(\Lambda)$ for $N = 2000$ and different values of the squeezing strength (thick red line): in panel (a), $\tau_E$ is chosen such that $\tilde{G}^2(\pi/2, \pi/2) = 10$ dB; in panel (b), we considered the value of $\tau_E$ that maximizes $\tilde{G}^2(\pi/2, \pi/2)$. The average gain decreases with $\Lambda$ but it remains above 1 for all values of $\Lambda$. We also compare the MePe strategy with the MsPe one (green dot-dashed line) using two squeezed states $\tau_1^S = \tau_2^S = \tau_S$ with $\tau_S/\tau_{ref} = 0.24$ corresponding to a maximum gain of 10 dB, and (b) the optimal $\tau_S/\tau_{ref} = 1$ value. In the case (a), the MsPe shows a slightly higher average gain than the MePe scheme, but the former uses two squeezed states instead of one. In (b), the average gain of the MsPe case is higher for small $\Lambda$, but it quickly degrades with $\Lambda$ as a consequence of the small bandwidth of highly spin-squeezed states. In contrast, the MePe strategy provides a higher average gain for large values of $\Lambda$. Finally, taking the total squeezing time as a resource, we compare the MePe strategy with the MsPe one with $\tau_1^S = \tau_2^S = \tau_E/2$. The corresponding average gain is shown as the black dashed line in Fig 3(a) and (b). In the optimal-squeezing case, Fig 3(b), the MsPe slightly outperforms the mode-entangled case for sufficiently large $\Lambda$. It should be noticed, nevertheless, that higher dynamical range could be obtained at $\Lambda = \pi/2$ for lower value of $\tau_E$ in the MePe strategy (not shown in the graph).

For further clarity, we plot, in Fig 3(c-e) [resp. (f-h)] the sensitivity gain as a function of $\theta_A$ and $\theta_B$ for the different configurations shown in (a) [resp. (b)] (colored regions correspond to $G^2 \geq 1$). Overall, these results show that the mode swapping method allows for a good trade-off between high sensitivity gain for small common phase shift and high bandwidth for large common phase shift, at the expense of generating only a single entangled state.

2. Optimal mode-swapping parameters

The numerical results shown in the Figs. 2 and 3 have been obtained for a specific phase value of the MS operation, namely $\varphi_{MS} = \pi/2$ (for which the MS corresponds to a 50-50 beam splitter). We are now interested in the optimization of $\varphi_{MS}$, still keeping $\theta_{MS} = \pi/2$. In Fig 4(a), we plot $\tilde{G}^2(\pi/2, \pi/2)$ as a function of $\varphi_{MS}$ for two different squeezing strengths $\tau_E$ and for optimized rotations of the squeezing strength, $\nu_E$. Here, we observed a $\pi/2$-periodic sinusoidal behavior of the sensitivity gain (predicted analytically in App. B 1). Comparing the two curves, we note that the optimal sensitivity gain is obtained for slightly different optimal phase value $\varphi_{MS}$ which tends, in the regime of low squeezing, to $\varphi_{MS} = -\pi/8$, a result anticipated in the discussion of the analytical model, Sec. 1B.

In Fig 4(b) we show $\tilde{G}^2(\pi/2, \pi/2)$ (color plot) as a function of the orientation of the spin squeezed state, $\nu_E$, and the
we calculate the joint probability of possible measurement results, \( P(N_a, N_b, N_c, N_d | \theta_a, \theta_b) \), where \( N_j \) is the number of particles at the output port \( j = a, b, c, d \) (with \( \sum_j N_j = N \)). From this distribution we extract random single shot results. We then take \( \mu_A = (N_a - N_b)/2 \) and \( \mu_B = (N_c - N_d)/2 \) to infer the expectation values \( \langle J^a_{z\text{d}} \rangle \) and \( \langle J^c_{z\text{d}} \rangle \), respectively. The latter quantities are related to the phase shift via \( \langle J^a_{z\text{d}} \rangle = \langle J^b_{z\text{d}} \rangle \cos \theta_A + \langle J^a_{z\text{d}} \rangle \sin \theta_A \) and \( \langle J^c_{z\text{d}} \rangle = \langle J^d_{z\text{d}} \rangle \cos \theta_B + \langle J^c_{z\text{d}} \rangle \sin \theta_B \). Inverting the equations \( \langle J^a_{z\text{d}} \rangle_{\text{out}} = \mu_A \) and \( \langle J^c_{z\text{d}} \rangle_{\text{out}} = \mu_B \) gives an estimate \( \theta_{A,B}^{\text{est}} \) of \( \theta_{A,B} \), respectively. In Fig. 5(a), we plot the joint distribution \( P(\theta_A^{\text{est}}, \theta_B^{\text{est}}) \), as obtained from many single-shot measurements, for \( \phi_A = \phi_B = \pi/2, \sigma_{\phi n}/\pi = 0.01, N = 2000 \) and squeezing parameter \( \tau_E/\tau_{\text{ref}} = 0.75 \) [corresponding to the maximum of the red line in Fig. 2(a)]. The strong anisotropy of the distribution is due to the correlations between \( \theta_A^{\text{est}} \) and \( \theta_B^{\text{est}} \). The distribution has the narrowest width along the \( \theta_A^{\text{est}} - \theta_B^{\text{est}} \) axis, as desired. As a reference, the black circle in Fig. 5(a) has a SQL radius. The quantity of interest, \( \phi_A - \phi_B \), is estimated by taking \( \langle \theta_A^{\text{est}} - \theta_B^{\text{est}} \rangle \). In Fig. 5(b), we plot the uncertainty \( \Delta^2(\theta_A - \theta_B) \) as a function of the noise width \( \sigma_{\phi n}/\pi \) (circles). As we see, the uncertainty is well below the SQL (solid black line), up to values of \( \sigma_{\phi n}/\pi \approx 0.2 \), in this case. The increase of \( \Delta^2(\theta_A - \theta_B) \) is directly associated to the finite bandwidth of the spin-squeezed state due to the unavoidable bending in the Bloch sphere. For comparison, we also plot the sensitivity obtained with a mode-separable strategy with i) two coherent spin states (\( \tau^a_S = \tau^b_S = 0 \), black dots); ii) a coherent state and an optimal spin-squeezed state (\( \tau^a_S/\tau_{\text{ref}} = 1 \) and \( \tau^b_S = 0 \), blue triangles); and iii) two optimal spin-squeezed states (\( \tau^a_S = \tau^b_S = \tau_{\text{ref}} \), red diamonds). The simulations of the differential phase estimation confirm the advantage of the MePe strategy over the MsPe one when using the same resources.

2. Differential frequency estimation

We consider here relative frequency estimation within an atomic clock scheme. In this case, we have two atomic ensembles interrogated by the same local oscillator (LO). The phase shift in the Ramsey interferometer A and B, accumulated during the interrogation time \( T_\text{int} \), is

\[
\theta_{A,B} = \frac{\pi}{2} + \oint_T \left( \omega_{LO}(t) - \omega_{A,B} \right) dt
\]

where \( \omega_{A,B} \) is the atomic frequency of the atoms in the interferometer A and B, respectively, assumed time independent. The offset \( \pi/2 \) in Eq. (17) places the phase shifts around the optimal working point. The accumulated frequency noise due to LO fluctuations is common mode and cancels when evaluating \( \phi_A - \phi_B = T(\omega_A - \omega_B) \). Within a MsPs strategy, using two independent interferometers with N uncorrelated atoms in total, the fractional frequency variance is

\[
\Delta_\nu^2(\omega_A - \omega_B)_{\text{SQL}} = \frac{4}{\omega_0^2NNT_{\text{tot}}^2}.
\]
where $T_{\text{tot}}$ is the total effective interrogation time, given by a multiple of the Ramsey time and $\omega_0$ is a reference value, given by $\omega_0 = (\omega_A + \omega_B)/2$, for instance. Equation (18) holds for interrogation times shorter than the atomic coherence lifetime. Using the MePe scheme, we can overcome Eq. (18) for relatively short interrogation times. We find

$$\Delta^2 \left( \frac{\omega_A - \omega_B}{\omega_0} \right) = \frac{4.4}{\omega_0^2 N^{3/2} T T_{\text{tot}}},$$

for an optimal squeezing time. Equation (19) holds for interrogation times $T$ limited by the coherence of the LO, namely when $\theta_A$ and $\theta_B$ remain sufficiently close to the optimal working point $\theta_{A,B} = \pi/2$. Figure 5(c) shows the results of numerical simulations using a LO with $1/f$ power spectral density, as relevant in experiments. This can be modelled as a Gaussian phase noise distribution with zero mean and time-dependent variance $\sigma^2(T) = (\gamma_{\text{LO}} T)^2$, where the parameter $\gamma_{\text{LO}}$ sets the coherence time of the laser. The states and parameters considered in Fig. 5(c) are the same as in Fig. 5(b). In particular, the black circles are obtained for the mode separable setting with two coherent spin state of $N/2$ particles each. The solid black line is Eq. (18). The black circles show the results of our MS scheme. For sufficiently short $T$, our scheme follows Eq. (19) and provides a substantial advantage with respect to the SQL. In other words we can reach the same absolute sensitivity as the fully separable case but with an $O(1/\sqrt{N})$ decrease of averaging time, which can be an important advantage for some applications. The figure assumes that the lifetime is longer than the LO coherence time. If the two times becomes comparable, then the mode-entangled strategy can improve the overall absolute fractional frequency variance by a factor $\sqrt{N}$. Differently from LO stabilization in atomic clock, differential frequency estimation does not suffer the Dick effect associated to dead times [63], even when using squeezed states.

**II. DISCUSSION**

In the manuscript, we have focused on the use of spin-squeezed states generated via one-axis twisting dynamics. However, the protocol can be immediately extended to various squeezing procedures. In fact, within a Holstein-Primakov approximation, we have seen that the differential sensitivity is directly related to the quadrature variance $\Delta^2(x_A + x_B)$, see Eq. (11): any state that realizes $\Delta^2(x_A + x_B) < 1$ can be used to reduce the differential uncertainty below the SQL. The case of cavity squeezing and two-axis counter-twisting is briefly discussed in App. D. An interesting case is that of the two-mode squeezed vacuum $|\psi\rangle = e^{-r_1 b^2 + r_2 b^2}|0\rangle_0|0\rangle_1$, that has been realized in atomic system via spin-mixing dynamics in spinor Bose-Einstein condensates [64–66]. This state is characterized by $\Delta^2(x_a + x_b) = 2e^{-2r}$ [60] and thus satisfies $\Delta^2(x_a + x_b) < 1$ without requiring the MS operation, provided that $r > (\log 2)/2 \approx 0.35$. Interestingly, the inequality $r > (\log 2)/2$ is also the condition for the two-mode squeezed vacuum state to fulfills the Einstein-Podolsky-Rosen (EPR) criterion [64, 67–69]. Recently, EPR entanglement has been proposed as a resource for optical differential homodyne measurements [70, 71]. In contrast, within our MS scheme, any single-mode squeezed states with positive value of the squeezing parameter, $r > 0$ (or, equivalently, any one-axis twisted state with arbitrary small spin-squeezing), can realize a sub-SQL sensitivity. As single mode squeezed states do not fulfill the EPR criterion, we thus conclude that EPR entanglement is a useful resource for differential phase estimation with sub-SQL sensitivity (in agreement with Refs. [70, 71]), although it is not a strictly necessary resource.

Besides differential phase estimation, our scheme can also be extended for the sub-SQL estimation of an arbitrary linear combination of the two phase shifts, $\nu_A \theta_A + \nu_B \theta_B$, where

![Graph](image-url)

**FIG. 5:** (a) Statistical distribution $P(\theta_A^{(\text{est}), \theta_B^{(\text{est})}})$ of the phase estimators, obtained for the MePe scheme with $\tau_{\chi}/\tau_{\text{ref}} = 0.75$ and $N = 2000$. As a reference, the dotted circles have a radius $\sqrt{4/N}$. (b) Estimation uncertainty $\Delta^2(\theta_A - \theta_B)$, rescaled by the SQL, as a function of the phase noise width $\sigma_{pn}$. (c) Fractional frequency variance as a function of the interrogation time for $1/f$ noise. Here we set $\gamma_{\text{LO}} T_{\text{tot}} = 1$ for simplicity. In panels (b) and (c) symbols are results of numerical simulations, the solid black line is the SQL and the dotted lines are guides to the eye. Circles correspond to the MePe setting with $\tau_{\chi} = 0.95\tau_{\text{ref}}$, while other symbols correspond to mode-separable cases: dots are obtained with two coherent states, triangles with a spin squeezed state ($\tau_{\chi} = \tau_{\text{ref}}$) and a coherent state ($\tau_{\chi} = 0$), and diamonds with two spin-squeezed states ($\tau_{\chi} = \tau_{\text{ref}}$). In all panels $N = 2000$. 

**Circles correspond to the MePe setting with $\tau_{\chi} = 0.95\tau_{\text{ref}}$, while other symbols correspond to mode-separable cases: dots are obtained with two coherent states, triangles with a spin squeezed state ($\tau_{\chi} = \tau_{\text{ref}}$) and a coherent state ($\tau_{\chi} = 0$), and diamonds with two spin-squeezed states ($\tau_{\chi} = \tau_{\text{ref}}$). In all panels $N = 2000$.**
\(v_{A,B}\) are arbitrary real numbers \([55]\). This extension simply requires to tune the MS operation (see Appendix for details).

Finally, it is worth emphasizing that the MePe protocol studied in this manuscript can be combined with existing protocols to extend the squeezed state sensitivity bandwidth, for instance using adaptive schemes \([72, 73]\), nonlinear \([74, 75]\) or non-demolition \([76–78]\) measurements.

## III. CONCLUSIONS

We have demonstrated a protocol for differential phase measurements with sensitivity enhanced by spin squeezing. A single two-mode spin-squeezed state is optimally manipulated via a mode-swapping operation that, although consisting essentially in a simple beam splitter, is enough to generate useful mode entanglement. Our mode-entangled and particle-entangled protocol overcomes the SQL and benefits from the cancellation of common-mode noise.

Our scheme represents a practical example of distributed quantum sensing \([37, 79–82]\) where mode entanglement plays a crucial role. In particular, the corresponding particle-entangled mode-separable protocol using a single spin-squeezed state and a coherent state in independent interferometers cannot overcome a sensitivity scaling \(1/N\), with only a unit gain factor over the SQL. In contrast, our scheme achieves, with the same resources, a scaling \(1/N^{3/2}\) with one-axis-twisted states and may even reach the Heisenberg scaling \(1/N^2\) with highly squeezed states.

To conclude, we notice that, after the completion of this work, a related sub-SQL differential scheme appeared \([83]\). There, an atomic distributed quantum sensing protocol is demonstrated experimentally by squeezing the total spin of the two interferometers, e.g. \(\hat{J}_z^{a,b}+\hat{J}_z^{c,d}\), see Eq. (5), via atom-light quantum non-demolition measurements in a cavity. In our proposal, we squeeze only one collective spin, e.g. \(\hat{J}_z^{a,b}\), and then transfer the squeezing to the sum \(\hat{J}_z^{a,b}+\hat{J}_z^{c,d}\) via mode swapping.
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Appendix A: Details on the analytical approach and approximations

1. Interferometer operations

a. Using the Stirling formula \( N! \approx \sqrt{2\pi N} N^N e^{-N} \), valid for \( N \gg 1 \), and absorbing the factor \( \sqrt{2\pi N} \) in the normalization of the state, the state Eq. (1) writes

\[
|\psi_1\rangle \approx \sum_{m=-N/2}^{N/2} \frac{N^{N/2} e^{-N/2}}{(N/2 - m)! (N/2 + m)!} |N/2 + m, 0, 0, N/2 - m\rangle \approx \sum_{n_a=0}^{\infty} a_{n_a}^a e^{-|n_a|/2} \sum_{n_b=0}^{\infty} a_{n_b}^b e^{-|n_b|/2} \delta_{n_a + n_b, N} |n_a, 0, 0, n_b\rangle. \tag{A1}
\]

The delta function \( \delta_{n_a + n_b, 2N} \) expresses the fixed total number of particles. Neglecting this term allows for coherences between total number of particles which are, in turns, eliminated when measuring the total number of particles in output. Neglecting the delta function, the state \(|\psi_1\rangle\) writes as \(|\psi_1\rangle = |C(\alpha_a)\rangle_{0b} |0\rangle |C(\alpha_d)\rangle_d\), where \( \alpha_a = \alpha_d = \sqrt{N/2} \). As a generalization, the single-mode coherent states \(|C(\alpha_a)\rangle\) and \(|C(\alpha_d)\rangle\) with \( \alpha_a = |\alpha_a| e^{i\delta_a} \) and \( \alpha_d = |\alpha_d| e^{i\delta_d} \), respectively, will be used. For \( |\alpha_a| = |\alpha_d| = \sqrt{N/2} \) and \( \phi_{0a} = \phi_{0d} = 0 \), we recover the discussion in the main text.

b. The second step of the protocol is given by the one-axis twisting evolution \( \exp(-i\tau E(\delta_{x,a,b})^2) \) followed by the rotation \( \exp(-iv E(\delta_{z,a,b})^2) \). Within the Holstein-Primakov approximation, we have \( \hat{a} \sim e^{i\phi_a} \sqrt{N/2} \), and thus

\[
\exp(-i\tau E(\delta_{x,a,b})^2)|C(\alpha_a)\rangle_d|0\rangle_0|C(\alpha_d)\rangle_d = \exp(-i\tau E/4 \left( \hat{a}_1^+ \hat{b} + \hat{a}_1 \hat{b}^+ \right)^2)|C(\alpha_a)\rangle_d|0\rangle_0|C(\alpha_d)\rangle_d \\
= \exp(-i\phi_{a} N \tau E/8 \left( \hat{b} + \hat{b}^+ \right)^2)|C(\alpha_a)\rangle_d|0\rangle_0|C(\alpha_d)\rangle_d \\
= \exp(i\phi_{a} N \tau E/8 \left( \hat{b} + \hat{b}^+ \right)^2) \exp(-iN\tau/8 (2\hat{b}^+ \hat{b} + 1))|C(\alpha_a)\rangle_d|0\rangle_0|C(\alpha_d)\rangle_d \\
= \exp(i\phi_{a} N \tau E/8 \left( \hat{b} + \hat{b}^+ \right)^2)|C(\alpha_a)\rangle_d|0\rangle_0|C(\alpha_d)\rangle_d \tag{A2}\]

(a) After squeezing, the rotation \( \exp(-iv E(\delta_{z,a,b})^2) = \exp(-i(v E/2)\hat{a}_1^+ \hat{a}_1) \) applied to modes \( a \) and \( b \), thus affecting the phases \( \phi_{a,0} \) and \( \phi_{0} \) that become \( \phi_{a} = \phi_{a,0} - v E/2 \) and \( \varphi = \varphi_{0} + v E/2 \). at this stage, we have

\[
|\psi_2\rangle = |C(\alpha_a e^{-i\phi_{a0}^2/2})\rangle_d|S(\xi_{0})\rangle_0|C(\alpha_d)\rangle_d,
\]

where \( \xi = r e^{i\phi_{a}} \).

c. A mode-swapping operation is then applied between modes \( b \) and \( c \). Here, we assume a general unitary mode-swapping transformation:

\[
\left( \begin{array}{c}
\hat{U}_B^\dagger \hat{U}_c \\
\hat{U}_c \hat{U}_B^\dagger
\end{array} \right) \left( \begin{array}{c}
\hat{b} \\
\hat{c}
\end{array} \right) = \left( \begin{array}{cc}
|\alpha_b| e^{i\phi_b} & -|\alpha_b| e^{-i\phi_b} \\\n|\alpha_c| e^{i\phi_c} & |\alpha_c| e^{-i\phi_c}
\end{array} \right) \left( \begin{array}{c}
\hat{b} \\
\hat{c}
\end{array} \right), \tag{A3}
\]

with \( \delta_{bc} = \delta_{bb} - \delta_{bc} = \delta_{cb} \). The more specific case of Eq. (9) can be recovered by setting \( \delta_{bb} = \delta_{cc} = 0 \), which implies \( \delta_{bc} = \delta_{cb} \).

d. As a final stage, the two interferometers \( \exp(-i\theta_A \hat{F}_{y,z,a,b}) \) and \( \exp(-i\theta_B \hat{F}_{y,c,d}) \) are used to encode the two phase shifts \( \theta_A \) and \( \theta_B \) to be estimated, implementing the transformation: \(|\psi_{out}\rangle = \exp(-i\theta_A \hat{F}_{y,z,a,b}) \exp(-i\theta_B \hat{F}_{y,c,d}) |\psi_{inp}\rangle\).

2. Phase sensitivity equation

The uncertainty in the estimation of a generic linear combination \( \mathbf{v} \cdot \mathbf{\theta} = v_A \theta_A + v_B \theta_B \) using the method of moments \([55, 59]\) is

\[
\Delta^2(v_A \theta_A + v_B \theta_B) = v_A^2 \frac{\Delta^2 \hat{J}_{z,a,b}^\text{out}}{\frac{\partial}{\partial \theta_A} \langle |\psi_{out}\rangle |\hat{J}_{z,a,b}^\text{out} |\psi_{out}\rangle \rangle^2} + v_B^2 \frac{\Delta^2 \hat{J}_{c,d}^\text{out}}{\frac{\partial}{\partial \theta_B} \langle |\psi_{out}\rangle |\hat{J}_{c,d}^\text{out} |\psi_{out}\rangle \rangle^2} + 2v_A v_B \frac{\text{cov}(\hat{J}_{z,a,b}^\text{out}, \hat{J}_{c,d}^\text{out})}{\frac{\partial}{\partial \theta_A} \langle |\psi_{out}\rangle |\hat{J}_{z,a,b}^\text{out} |\psi_{out}\rangle \rangle \frac{\partial}{\partial \theta_B} \langle |\psi_{out}\rangle |\hat{J}_{c,d}^\text{out} |\psi_{out}\rangle \rangle}, \tag{A4}
\]

where \( v_A, v_B \) are arbitrary real numbers. In the case \( v = (1, -1) \) Eq. (A4) reduces to Eq. (4). Following Ref. [55] and using the approximated state Eq. (10) as input, we obtain

\[
\Delta^2(v \cdot \theta) = (e^{2r} - 1) \left( \frac{|\alpha_a||\alpha_b| \sin \chi_A}{|\alpha_a|^2 - |\alpha_b|^2 s^2} v_A^2 - \frac{|\alpha_a||\alpha_b| \sin \chi_B}{|\alpha_a|^2 - |\alpha_b|^2 s^2} v_B^2 \right) - (1 - e^{-2r}) \left( \frac{|\alpha_a||\alpha_b| \cos \chi_A}{|\alpha_a|^2 - |\alpha_b|^2 s^2} v_A - \frac{|\alpha_a||\alpha_b| \cos \chi_B}{|\alpha_a|^2 - |\alpha_b|^2 s^2} v_B \right)^2.
\]
where we have set sinh \( r = s, \cos r = c, \)

\[
Q(\cot \theta_A, \cot \theta_B) = \cot^2 \theta_B \frac{|u_{ab}|^2}{(|\alpha_d|^2 - |u_{ab}|^2)^2} v_A^2 + \cot^2 \theta_B \frac{|u_{ab}|^2}{(|\alpha_d|^2 - |u_{ab}|^2)^2} v_B^2 + \left(2c^2 - 1\right) \frac{2}{x^2} \left(\cot \theta_A \frac{|u_{ab}|^2}{|\alpha_d|^2 - |u_{ab}|^2} v_A + \cot \theta_B \frac{|u_{ab}|^2}{|\alpha_d|^2 - |u_{ab}|^2} v_B\right)^2,
\]

and

\[
\chi_A = \phi_d - \frac{\phi}{2} - \delta_{bb} = \phi_{d,0} - \frac{\phi_0}{2} - \frac{v_E}{2} - \delta_{bb},
\]

\[
\chi_B = \phi_d - \frac{\phi}{2} - \delta_{cb} = \phi_{d,0} - \frac{\phi_0}{2} - \frac{v_E}{2} - \delta_{cb}
\]

(notice that \( \phi_d = \phi_{d,0} \)).

3. Relation between phase sensitivity and quadrature variance

At the optimal working point \( \theta_A = \theta_B = \pi/2 \), Eq. (A4) writes

\[
\Delta^2(v_A + v_B)_{|_{\theta_A=\theta_B=\pi/2}} = \Delta^2 \left[ v_A \sum_{s} \frac{\langle \hat{f}^{(a,b)} \rangle_s}{\langle \psi_{\text{imp}} | \hat{f}^{(a,b)} | \psi_{\text{imp}} \rangle} + v_B \sum_{s} \frac{\langle \hat{f}^{(c,d)} \rangle_s}{\langle \psi_{\text{imp}} | \hat{f}^{(c,d)} | \psi_{\text{imp}} \rangle} \right],
\]

where the variance is now evaluated on state \( |\psi_{\text{imp}}\rangle \). By taking \( v_A = 1, v_B = -1 \) and further working out the right-hand side and assuming \( |\alpha_d| = |\alpha_d| = \sqrt{N/2} \), we find

\[
\Delta^2(\theta_A - \theta_B)_{|_{\theta_A=\theta_B=\pi/2}} = \Delta^2 \left[ \frac{\hat{a}^\dagger \hat{b} + \hat{a} \hat{b}^\dagger}{N/2} + \frac{\hat{c}^\dagger \hat{d} + \hat{c} \hat{d}^\dagger}{N/2} \right]_{\text{imp}}.
\]

As a last assumption, we take \( N \) to be sufficiently large to apply the Holstein-Primakoff approximation: as explained in the main text, this amounts to taking \( \hat{a} \sim e^{\theta_a} \sqrt{N/2} \) and \( \hat{d} \sim e^{\theta_b} \sqrt{N/2} \). Being in the regime of large \( N \) will also allow us to neglect the two expectation values \( \langle \psi_{\text{imp}} | \hat{b}^\dagger \hat{b} | \psi_{\text{imp}} \rangle \) and \( \langle \psi_{\text{imp}} | \hat{c}^\dagger \hat{c} | \psi_{\text{imp}} \rangle \) found in the denominators. These two terms represent the average number of particles in modes \( b \) and \( c \), respectively, after mode-swapping, so that each of them is smaller than \( \bar{n} \), and can be safely neglected if \( N \gg \bar{n} \). Overall, we find

\[
\Delta^2(\theta_A - \theta_B)_{|_{\theta_A=\theta_B=\pi/2}} \approx \Delta^2 \left[ \frac{e^{-i\theta_b} \hat{b} + e^{i\theta_b} \hat{b}^\dagger}{N/2} + \frac{e^{-i\theta_b} \hat{c} + e^{i\theta_b} \hat{c}^\dagger}{N/2} \right] = \frac{4}{N} \Delta^2(\hat{x}_b + \hat{x}_c),
\]

and thus recover Eq. (11), where \( \hat{x}_b = (e^{-i\theta_b} \hat{b} + e^{i\theta_b} \hat{b}^\dagger)/\sqrt{2} \) and \( \hat{x}_c = (e^{-i\theta_b} \hat{c} + e^{i\theta_b} \hat{c}^\dagger)/\sqrt{2} \). Next, we evaluate \( \Delta^2(\hat{x}_b + \hat{x}_c) \) on the mode-swapped squeezed state \( \hat{U}_{\text{MS}} |S(\xi)\rangle_{\lambda b} \rangle_c \):

\[
\Delta^2(\hat{x}_b + \hat{x}_c) = \frac{4}{N} \left[ S(\xi) \right]_{c}(0) \left[ \hat{U}_{\text{MS}}^\dagger |\hat{x}_b + \hat{x}_c\rangle^2 \right] \hat{U}_{\text{MS}} |S(\xi)\rangle_{\lambda b} \rangle_c,
\]

and minimize the uncertainty using the MS transformation \( \hat{U}_{\text{MS}} \). We calculate

\[
\left[ \left[ \hat{U}_{\text{MS}}^\dagger |\hat{x}_b + \hat{x}_c\rangle^2 \right] \hat{U}_{\text{MS}} |S(\xi)\rangle_{\lambda b} \rangle_c \right] = \frac{1}{2} \left( e^{2\chi} - 1 \right) \left[ |u_{ab}| \sin (\lambda + \chi_A) + |u_{cb}| \sin (\lambda + \chi_B) \right]^2 + \frac{1}{2} \left( 1 - e^{-2\chi} \right) \left[ |u_{ab}| \cos (\lambda + \chi_A) + |u_{cb}| \cos (\lambda + \chi_B) \right]^2 + 1,
\]

where \( \hat{x}_b(\lambda) = (e^{-i(\lambda+\chi_b)} \hat{b} + e^{i(\lambda+\chi_b)} \hat{b}^\dagger)/\sqrt{2} \) and \( \hat{x}_c(\lambda) = (e^{-i(\lambda+\chi_b)} \hat{c} + e^{i(\lambda+\chi_b)} \hat{c}^\dagger)/\sqrt{2} \) are generalized quadrature operators. Note the similarity of this equation with Eq. (B1) (next section), for \( \lambda = 0 \) and in the limit of large \( N \), which is consistent with our previous discussion. Applying no mode-swapping to the state \( |S(\xi)\rangle_{\lambda b} \rangle_c \), would imply

\[
\left[ \left[ \hat{x}_b(\lambda) + \hat{x}_c(\lambda) \right]^2 \right]_{\lambda b} \rangle_c = \frac{1}{2} \left( e^{2\chi} + 1 \right) \sin^2 (\lambda + \chi_A) + \frac{1}{2} \left( e^{-2\chi} + 1 \right) \cos^2 (\lambda + \chi_A).
\]
Even if the state $|S(\xi)\rangle_b$ was optimized through a rotation in the $\delta_n - \phi_b$ quadrature plane, setting $\chi_A = \phi_a - \varphi/2 = 0$, that would correspond, for $\lambda = 0$, to an estimation uncertainty $\Delta^2(\theta_A - \theta_B)|_{\delta_n=\phi_b=\pi/2} = 2e^{-2\lambda}/N + 2/\lambda$, implying a sensitivity gain $\mathcal{G}^2 = 2$, at best, in the limit $r \to +\infty$. Hence, the high sensitivity gain typical of one-parameter estimation cannot be achieved here by a simple rotation in the $\delta_n - \phi_b$ plane. To that aim, the effect of that rotation needs to be combined with a mode-swapping operation. To understand how mode-swapping manages to enhance the sensitivity of the differential measurement, consider the chain of equalities:

$$
b\langle S(\xi^{opt})\rangle_c|_{c}\{\delta_n^{2}(\lambda - \delta_{bb})S(\xi^{opt})\}_{bb}|_{bb}\langle c\rangle_c = b\langle S(\xi^{opt})\rangle_c|_{c}\{\delta_n^{2}(\lambda - \delta_{bb})S(\xi^{opt})\}_{bb}|_{bb}\langle c\rangle_c = \frac{1}{2} b\langle S(\xi^{opt})\rangle_c|_{c}\{\delta_n^{2}(\lambda) + \delta_{cc}(\lambda)\}^{2}S(\xi^{opt})\}_{bb}|_{bb}\langle c\rangle_c. \tag{A17}\$$

As shown in the next section, optimization of both the state $|S(\xi)\rangle_b$ and the mode-swapping parameters, in the large $N$ regime, requires $\chi_A = 0$, $\chi_B = 0$ and $|\lambda_{bb}| = |\mu_{cb}| = 1/\sqrt{2}$. Application of these optimal conditions leads to Eq. (A17), in which the differential quadrature operator $\delta_n(\lambda)$ already found above is recovered. This proves that, if evaluated on the mode-swapping state $U^{opt}_{MS}|S(\xi^{opt})\rangle_{bb}|_{bb}\langle c\rangle_c$, the variance of $\delta_n(\lambda) + \delta_{cc}(\lambda)$ reduces to that of $\delta_n(\lambda - \delta_{bb})$ on $|S(\xi^{opt})\rangle_b$. Thus, equivalent results to those obtained in one-parameter estimation can be reproduced in a differential measurement using a single squeezed, mode-swapped state. More specifically, one gets

$$
b\langle S(\xi^{opt})\rangle_c|_{c}\{\delta_n^{2}(\lambda) + \delta_{cc}(\lambda)\}^{2}S(\xi^{opt})\}_{bb}|_{bb}\langle c\rangle_c = e^{2\lambda} \sin^2 \lambda + e^{-2\lambda} \cos^2 \lambda. \tag{A18}\$$

For $\lambda = 0$ and using Eq. (A11), $\Delta^2(\theta_A - \theta_B)|_{\delta_n=\phi_b=\pi/2} \approx 4e^{-2\lambda}/N$, with a sensitivity gain now given by $\mathcal{G}^2 = e^{2\lambda}$. Of course, this gain is not expected to increase indefinitely with squeezing and, as shown in the next section, a more accurate calculation predicts the existence of a maximum achievable gain: $\mathcal{G}^2_{max} = \sqrt{N}$.

**Appendix B: Optimization**

1. Simultaneous optimization of the $\delta_n$ rotation and the mode-swapping parameters

Our goal here is to determine the rotation angle $\nu_E$ in $\exp(-i\nu_E J_z^{opt})$ and the mode-swapping parameters, $\lambda$, that minimize the uncertainty of our estimation method, Eq. (A5). In particular, we consider the case $\nu_A = 1, \nu_B = -1$ (differential measurement case) and $|\alpha_a|^2 = |\alpha_b|^2 = N/2$. As a first step, we minimize that function with respect to the phases $\chi_A$ and $\chi_B$ defined in Eqs. (A7) and (A8), respectively. Given that $Q(\cot \theta_A, \cot \theta_B)$ is independent of these two parameters, we just focus on

$$
\Delta^2(\theta_A - \theta_B)|_{\delta_n=\phi_b=\pi/2} = N \left( e^{2\lambda} - 1 \right) \left( \frac{|\mu_{bb}| \sin \chi_A}{N - |\mu_{bb}|^2 \bar{n}_s} + \frac{|\mu_{cb}| \sin \chi_B}{N - |\mu_{cb}|^2 \bar{n}_s} \right)^2 - N \left( 1 - e^{-2\lambda} \right) \left( \frac{|\mu_{bb}| \cos \chi_A}{N - |\mu_{bb}|^2 \bar{n}_s} + \frac{|\mu_{cb}| \cos \chi_B}{N - |\mu_{cb}|^2 \bar{n}_s} \right)^2, \tag{B1}\$$

where we have used $\bar{n}_s$ to represent the average number of particles in mode $b$ after squeezing and before the mode-swapping stage: $\bar{n}_s = \text{sinh}^2 r = \text{sinh}^2 (N\pi/4)$. We notice that, by choosing $\sin \chi_X = \sin \chi_Y = 0$ (which implies $\cos \chi_X = \pm 1$ and $\cos \chi_Y = \pm 1$), we minimize the first squared term in Eq. (B1) and simultaneously maximize the second one by a suitable choice of the sign of the two cosines. This yields the smallest possible value of the uncertainty, or the absolute minimum of Eq. (B1) with respect to $\chi_X$ and $\chi_Y$. In order to maximize the second squared term in that equation, the sum of two terms of equal sign is clearly needed between round brackets. In the regime $N \gg \bar{n}_s$, this requires $\cos \chi_X = \cos \chi_Y = \pm 1$, which, by virtue of Eq. (A7) and (A8), translates to

$$
\phi_{a,0} = \frac{\varphi_0}{2} - \nu_E - \delta_{bb} = k\pi + 2m\pi, \quad k, m = 0, \pm 1, \ldots, \tag{B2}$$

$$
\phi_{d,0} = \frac{\varphi_0}{2} - \nu_E - \delta_{bb} = k\pi. \tag{B3}$$

Moreover, since $\phi_{a,0} = \phi_{d,0} = 0, \varphi_0 = \pi/2$ and $\delta_{bb} = 0$ in the actual interferometer scheme, we end up with

$$
\frac{\pi}{4} + \nu_E = k\pi + 2m\pi, \quad k, m = 0, \pm 1, \ldots, \tag{B3}$$

$$
\frac{\pi}{4} + \delta_{cb} = k\pi, \quad k, m = 0, \pm 1, \ldots. \tag{B3}$$
which gives

\[ \delta_{cb} = (4k - 1) \frac{\pi}{8} - m\pi, \]

\[ \nu_k = (4k - 1) \frac{\pi}{4} + 2m\pi, \quad k, m = 0, \pm 1, \ldots, \]

\[ \delta_{cb} = -\frac{\pi}{8} + \frac{l\pi}{2}, \quad l, m = 0, \pm 1, \ldots. \]  \hspace{1cm} (B4)

The second parametrization of the solutions clearly reveals the $4\pi$ periodicity of the sensitivity as function of $\nu_k$; this is consequence of two simple facts: the $2\pi$ periodicity of the sensitivity as function of $\chi_A$ and $\chi_B$, Eq. (B1), and the fact that a $4\pi$ rotation in $\nu_k$ is needed to get a full $2\pi$ variation in $\chi_B$, Eq. (A8). By varying $l$ and $m$, we get all the pairs $(\nu_k, \delta_{cb})$ that minimize the function in Eq. (B1) and, hence, the total uncertainty of the differential measurement.

Making use of the optimal values of the parameters, from Eq. (B1) one gets

\[ \Delta^2(\theta_A - \theta_B) \big|_{\theta_k = \theta = \pi/2} = -2 \frac{1 - e^{-2r}}{N} (|u_{b0}| + |u_{cb}|)^2 + \frac{4}{N} + \frac{4\hat{n}_s}{N^2}, \quad \hat{n}_s \ll N. \]  \hspace{1cm} (B5)

As a function of the amplitudes $|u_{b0}|$ and $|u_{cb}|$, this is clearly minimized when the sum $|u_{b0}| + |u_{cb}|$ attains its maximum value under the constraint $|u_{b0}|^2 + |u_{cb}|^2 = 1$, which corresponds to $|u_{b0}| = |u_{cb}| = 1/\sqrt{2}$. Thus, the arbitrary choice of a balanced mode-swapping operation for our scheme is ultimately justified at least in the range of validity of the present analytical treatment. In the balanced configuration we obtain

\[ \min_{\hat{n}_s} \Delta^2(\theta_A - \theta_B) \big|_{\theta_k = \theta = \pi/2} = \frac{4}{N^{3/2}}, \quad \hat{n}_s \ll N. \]  \hspace{1cm} (B7)

This is a function of $\hat{n}_s$ with a minimum at the point $\hat{n}_s = \sqrt{N}/2$, given by

\[ \min_{\hat{n}_s} \Delta^2(\theta_A - \theta_B) \big|_{\theta_k = \theta = \pi/2} = \frac{4}{N^{3/2}}, \quad \hat{n}_s \ll N. \]  \hspace{1cm} (B7)

Thus, the gain is found to have a peak corresponding to the value $\hat{G}_{\max}^2 = \sqrt{N}.$

2. Optimization of the $J_z$ rotation for given values of the mode-swapping parameters

In this section, we consider Eq. (B1) and assume $\phi_{a,0} = \phi_{z,0} = 0$, $\phi_0 = \pi/2$, $\delta_{bb} = 0$ and $|u_{b0}| = |u_{cb}| = 1/\sqrt{2}$ right from the start, this time, getting:

\[ \Delta^2(\theta_A - \theta_B) \big|_{\theta_k = \theta = \pi/2} = \frac{N}{(N - \hat{n}_s)^2} \left\{ (e^{2r} - 1) \left[ \sin \left( \frac{\pi}{4} + \nu \right) + \sin \left( \frac{\pi}{4} + \nu + \delta \right) \right]^2 - (1 - e^{-2r}) \left[ \cos \left( \frac{\pi}{4} + \nu \right) + \cos \left( \frac{\pi}{4} + \nu + \delta \right) \right]^2 \right\} \]

where we have replaced $\chi_A$ and $\chi_B$ with their explicit expressions and set $\nu_k \equiv \nu$, $\delta_{cb} \equiv \delta$ for the sake of a lighter notation. We aim to study the absolute minimum of the function

\[ f(\nu, \delta, r) = (e^{2r} - 1) \left[ \sin \left( \frac{\pi}{4} + \nu \right) + \sin \left( \frac{\pi}{4} + \nu + \delta \right) \right]^2 - (1 - e^{-2r}) \left[ \cos \left( \frac{\pi}{4} + \nu \right) + \cos \left( \frac{\pi}{4} + \nu + \delta \right) \right]^2 \]  \hspace{1cm} (B9)

with respect to the variable $\nu$, for any fixed value of $\delta$ and of $r$. More specifically, we aim to determine the function $\nu_{\min}(\delta, r)$ giving the minimum point $\nu_{\min}$ for any desired value of $\delta$ and $r$. Notice that, due to the $4\pi$ periodicity of Eq. (B9) as a function of $\nu$, infinitely many values can actually be attributed to $\nu_{\min}(\delta, r)$ for any fixed $\delta$ and $r$. Such degeneracy can be lifted, nonetheless, by arbitrarily restricting the range of $\nu_{\min}(\delta, r)$ to any given interval of length $4\pi$. We will do it below. Let us first highlight two important symmetry properties of $f(\nu, \delta, r)$.

- $f(\nu + \pi + 4n\pi, \delta + \pi/2, r) = f(\nu, \delta, r)$. As a consequence, the absolute minimum of $f(\nu, \delta, r)$ must be the same at $\delta = \pi/2$ and the minimum-point function possesses the property

\[ \nu_{\min}(\delta + \pi/2, r) + 4n\pi = \nu_{\min}(\delta, r) + \pi, \quad n = 0, \pm 1, \ldots. \]  \hspace{1cm} (B10)

Thus, it is enough to determine this function for $\delta$ restricted to any interval of length $\pi/2$. Without loss of generality, we choose $\delta \in [-5\pi/8, -\pi/8]$, an interval of length $\pi/2$ centered at $\delta = -3\pi/8$. Concerning this and the following equation, notice that each different value of $n = 0, \pm 1, \ldots$ corresponds to a different choice for the range of $\nu_{\min}(\delta, r)$ so that a specific value can be assigned to $n$ once the degeneracy of $\nu_{\min}(\delta, r)$ has been lifted.
• \( f(-3\pi/4 - \Delta \nu + 4\pi \nu, -3\pi/8 - \Delta \delta, r) = f(-3\pi/4 + \Delta \nu, -3\pi/8 + \Delta \delta, r). \) As a consequence, the absolute minimum of \( f(\nu, \delta, r) \) must be the same at \( \delta = -3\pi/8 - \Delta \delta \) as at \( \delta = -3\pi/8 + \Delta \delta \) and the minimum-point function possesses the property

\[
- \frac{3}{4} \pi + 2n\pi - \nu_{\text{min}} \left( \frac{3}{8} \pi - \Delta \delta, r \right) = \nu_{\text{min}} \left( - \frac{3}{8} \pi + \Delta \delta, r \right) + \frac{3}{4} \pi - 2n\pi, \quad n = 0, \pm 1, \ldots, \tag{B11}
\]

or, the graph of \( \nu_{\text{min}}(\delta, r) \) is – for fixed \( r \) and \( n \) – symmetric with respect to the point \( (\delta, \nu_{\text{c}}) = (-3\pi/8, -3\pi/4 + 2n\pi) \). As a direct corollary of this property, the following prediction holds: should \( \nu_{\text{c}} = -3\pi/4 + 2n\pi \) not be the minimum points corresponding to \( \delta = -3\pi/8 \), then the minimum-point function \( \nu_{\text{min}}(\delta, r) \) must be double-valued at \( \delta = -3\pi/8 \) and its two values symmetric with respect to \( \nu_{\text{c}} \). The first possibility can be easily ruled out by noticing that \( \nu_{\text{c}} = -3\pi/4 + 2n\pi \) are (absolute) maximum points of \( f(\nu, \delta, r) \) for \( \delta = -3\pi/8 \) and a generic \( r \). Indeed, the points \( (\delta, \nu_{\text{c}}) = (-3\pi/8, -3\pi/4 + 2n\pi) \) simultaneously maximize the first squared term in Eq. (B9) and minimize the second one. Hence, we must conclude that \( \nu_{\text{min}}(\delta, r) \) is double-valued at \( \delta = -3\pi/8 \), its two values being symmetric with respect to \( \nu_{\text{c}} = -3\pi/4 + 2n\pi \).

On account of Eq. (B4), we also claim that

\[
\nu_{\text{min}} \left( \delta = \frac{5}{8} \pi, r \right) = \frac{11}{4} \pi \tag{B12}
\]

\[
\nu_{\text{min}} \left( \delta = \frac{-\pi}{8}, r \right) = \frac{15}{4} \pi \tag{B13}
\]

where the first and second equations were obtained for \( l = -1, m = 1 \) and \( l = 0, m = 1 \), respectively. These specific values of the parameters were so chosen as to have \( \nu_{\text{min}}(\delta, r) \in [0, 4\pi] \). Such condition lifts the degeneracy of the minimum-point function due to the periodicity of \( f(\nu, \delta, r) \). It establishes \( \nu_{\text{min}}(\delta, r) \) as a well defined function of \( \delta \) and \( r \) and will always be implicitly assumed in what follows.

The two equations above are crucial in view of the complete determination of \( \nu_{\text{min}}(\delta, r) \). The missing link is the evaluation of the derivative of Eq. (B9) with respect to \( \nu \):

\[
\frac{\partial}{\partial \nu} f(\nu, \delta, r) = 4 \cos \left( \frac{\nu}{4} - \frac{\delta}{2} \right) g(\nu, \delta, r), \tag{B14}
\]

where

\[
g(\nu, \delta, r) = (e^{2\nu} - 1) \sin \left( \frac{\pi}{4} + \frac{3}{4} \nu + \delta \right) \left[ \cos \left( \frac{\pi}{4} + \nu \right) + \frac{1}{2} \cos \left( \frac{\pi}{4} + \frac{\nu}{2} + \delta \right) \right] + \left( 1 - e^{-2\nu} \right) \cos \left( \frac{\pi}{4} + \frac{3}{4} \nu + \frac{\delta}{2} \right) \sin \left( \frac{\pi}{4} + \nu \right) + \frac{1}{2} \sin \left( \frac{\pi}{4} + \frac{\nu}{2} + \delta \right). \tag{B15}
\]

Vanishing of the partial derivative at the minimum points \( (\delta, \nu) = (-5\pi/8, 11\pi/4) \) and \( (\delta, \nu) = (-\pi/8, 15\pi/4) \), Eqs. (B12) and (B13) respectively, is due to the vanishing sine terms of \( g(\nu, \delta, r) \). Indeed, with regard to the arguments of those sines, one has

\[
\frac{\pi}{4} + \nu = 3\pi, \quad \frac{\pi}{4} + \frac{\nu}{2} + \delta = \pi, \quad \frac{\pi}{4} + \frac{3}{4} \nu + \frac{\delta}{2} = 2\pi. \tag{B16-18}
\]

corresponding to Eq. (B12), and

\[
\frac{\pi}{4} + \nu = 4\pi, \quad \frac{\pi}{4} + \frac{\nu}{2} + \delta = 2\pi, \quad \frac{\pi}{4} + \frac{3}{4} \nu + \frac{\delta}{2} = 3\pi. \tag{B19-21}
\]

corresponding to Eq. (B13). We then ask what happens to \( \nu_{\text{min}}(\delta, r) \) as we move away from the special values \( \delta = -5\pi/8 \) and \( \delta = -\pi/8 \). It seems reasonable to assume that, if the perturbation on \( \delta \) is sufficiently small, the new minimum point \( \nu_{\text{min}} \) will be close to the old ones and Eqs. (B16)-(B21) still approximately correct. The latter is only true because we are focusing on the absolute minima of \( f(\nu, \delta, r) \): different stationary points of the function, including local minima, are not expected to satisfy the same equations (not even approximately), though still corresponding to a vanishing partial derivative.

Bringing all these observations together, let us first take \( \delta \in [-5\pi/8 - \epsilon, -5\pi/8 + \epsilon] \) and assume \( \epsilon \) is sufficiently small to apply the approximations \( \sin x \approx 3\pi - x, \cos x \approx -1 \), Eq. (B16), \( \sin x \approx \pi - x, \cos x \approx -1 \), Eq. (B17), and \( \sin x \approx x - 2\pi, \cos x \approx 1 \), Eq. (B18), to the corresponding sine and cosine terms appearing in \( g(\nu, \delta, r) \). Solving \( g(\nu, \delta, r) = 0 \) for \( \nu \) will then yield

\[
\nu_{\text{min}}(\delta, r) = \frac{\frac{23}{8} \pi (e^{2\nu} - 1) + \frac{23}{8} \pi (1 - e^{-2\nu}) - \frac{3}{2} (e^{2\nu} - 1) + \frac{3}{2} (1 - e^{-2\nu}) \delta}{\frac{9}{8} (e^{2\nu} - 1) + \frac{3}{8} (1 - e^{-2\nu})}, \quad \delta \in \left[ -\frac{5}{8} \pi - \epsilon, -\frac{5}{8} \pi + \epsilon \right]. \tag{B22}
\]
FIG. 6: Plots of the minimum-point function \( \nu_{\text{min}}(\delta, r) \) giving the optimal rotation angle \( \nu \equiv \nu_E \) as function of \( \delta \equiv \delta_{cb} \) and \( r \). In panel (a), \( \nu_{\text{min}}(\delta, r) \) was evaluated by numerically minimizing Eq. (B9) with respect to \( \nu \) on the interval \( \delta \in [-\pi, 0] \) and for three representative values of \( r \). The continuous blue line is relative to the small-\( r \) regime, the dashed red line to the intermediate regime and the dotted green line to the large-\( r \) regime – the three lines are better resolved in panel (b). The interval \( \delta \in [-\pi, 0] \) was specifically chosen to match the range \( \varphi_{\text{MS}} \in [-\pi/2, \pi/2] \) used for \( \varphi_{\text{MS}} \) in Fig. 4 (recall that \( \varphi = \varphi_{\text{MS}} - \pi/2 \)). When comparing panel (b) of that figure with panel (a) of the present one, a good deal of agreement is found between the results of the analytical and the numerical approach. In particular, both figures show “jumps” in the minimum-point function that clearly prove the validity of Eqs. (B10) and (B11). In panel (b), we focus on the interval \( \delta \in [-7/8\pi, -3/8\pi] \) and show that the results of the numerical minimization of Eq. (B9) for the small, intermediate and large-\( r \) regime are perfectly reproduced by Eqs. (B26), (B24) and (B28), respectively (all plotted as continuous black lines). Thus, we can provide an analytical justification to the linear relation observed in Fig. 4 between the MS parameter \( \varphi_{\text{MS}} \) and the corresponding optimal rotation angle \( \nu_{E} \).

As a consistency check, one can verify that this correctly gives back Eq. (B12) if evaluated at \( \delta = -5\pi/8 \). In a similar way, taking \( \delta \in [-\pi/8 - \epsilon, -\pi/8 + \epsilon] \) with \( \epsilon \) sufficiently small to apply analogous approximations to the ones used above, but coming now from Eqs. (B19)-(B21), and solving \( g(\nu; \delta, r) = 0 \) for \( \nu \) will give

\[
\nu_{\text{min}}(\delta, r) = \frac{\frac{11}{8} \pi (e^{2r} - 1) + \frac{17}{4} \pi (1 - e^{-2r}) - \left[ \frac{3}{4} (e^{2r} - 1) + \frac{1}{2} (1 - e^{-2r}) \right]}{\frac{9}{8} (e^{2r} - 1) + \frac{5}{4} (1 - e^{-2r})}, \quad \delta \in \left[ -\frac{\pi}{8} - \epsilon, -\frac{\pi}{8} + \epsilon \right].
\]

(B23)

As in the previous case, Eq. (B13) is recovered for \( \delta = -\pi/8 \).

Last point to be addressed here is whether Eqs. (B22) and (B23) provide or not a good approximation to \( \nu_{\text{min}}(\delta, r) \) as \( \delta \) is strongly perturbed away from the special points \( \delta = -5\pi/8 \) and \( \delta = -\pi/8 \). In Fig. 6, panel (b), we show a direct comparison between Eq. (B22) (black continuous lines) and the result of a numerical evaluation of \( \nu_{\text{min}}(\delta, r) \) (colored dots). The approximation was tested on an interval of length \( \pi/2 \) centered at \( \delta = -5\pi/8 \), for three values of the parameter \( r \), and found to always fit the numerical data with high precision. The same can be said about Eq. (B23) if tested on an interval of length \( \pi/2 \) centered at \( \delta = -\pi/8 \): more in general and according to the symmetry property highlighted in Eq. (B10), the minimum-point function is fully determined, as a function of \( \delta \), by its behavior on any interval of length \( \pi/2 \). As a final remark, notice that the three values of \( r \) used for the test were so chosen as to sample all the possible regimes relative to that parameter. Indeed, three distinct regimes can be identified: (i) small-\( r \) regime (short squeezing time), in which \( e^{2r} - 1 \ll 1, 1 - e^{-2r} \ll 1 \) and we are allowed to take \( e^{2r} - 1 \approx 2r \approx 1 - e^{-2r} \); (ii) large-\( r \) regime (long squeezing time), in which \( e^{2r} \gg 1 \gg e^{-2r} \); (iii) an intermediate regime, for which none of the previous assumptions is suitable. Both (i) and (ii) correspond to special limiting forms of our equations, which become \( r \)-independent both in the small and large-\( r \) regimes. In the following list of equations we sum up the relevant information found about \( \nu_{\text{min}}(\delta, r) \).

\[
\nu_{\text{min}}(\delta, r) = \frac{\frac{21}{8} \pi (e^{2r} - 1) + \frac{25}{4} \pi (1 - e^{-2r}) - \left[ \frac{3}{4} (e^{2r} - 1) + \frac{1}{2} (1 - e^{-2r}) \right]}{\frac{9}{8} (e^{2r} - 1) + \frac{5}{4} (1 - e^{-2r})}, \quad -\frac{7}{8} \pi \leq \delta \leq -\frac{3}{8} \pi.
\]

(B24)

\[
\nu_{\text{min}}(\delta, r) = \frac{\frac{33}{8} \pi (e^{2r} - 1) + \frac{37}{4} \pi (1 - e^{-2r}) - \left[ \frac{3}{4} (e^{2r} - 1) + \frac{1}{2} (1 - e^{-2r}) \right]}{\frac{9}{8} (e^{2r} - 1) + \frac{5}{4} (1 - e^{-2r})}, \quad -\frac{3}{8} \pi \leq \delta \leq -\frac{\pi}{8}.
\]

(B25)
From our analytical treatment cannot perfectly match the numerical results. At the optimal working point, $\theta$ 

By comparison, the outcome of the numerical method, which can be exactly found for generic values of the phase shifts $\theta$ with, we consider Eq. (B8) completed with the addition of its phase-dependent part $Q$.

Due to the approximations $A1$ and $A2$ introduced in Eqs. (A1) and (A2), respectively, the estimation uncertainty obtained from our analytical treatment cannot perfectly match the numerical results. At the optimal working point, $\theta_A = \theta_B = \pi/2$, $A1$ has no effect, as proved by the fact that the analytical and the numerical approach reach identical shot-noise sensitivity for a vanishing amount of squeezing. To the contrary, small to quite large discrepancies between the analytical and the numerical method can be found for generic values of the phase shifts $\theta_A, \theta_B$ even when a vanishing amount of squeezing is considered. Being unrelated to squeezing, these have to be attributed to the first approximation $A1$. Let us develop this point further. To start with, we consider Eq. (B8) completed with the addition of its phase-dependent part $Q(\cot \theta_A, \cot \theta_B)$:

$$\Delta^2(\theta_A - \theta_B) = \frac{N}{(N - \bar{n}_s)^2} \left( (e^{2\nu} - 1) \left[ \sin\left(\frac{\pi}{4} + \nu\right) + \sin\left(\frac{\pi}{4} + \frac{\nu}{2} + \delta\right) \right]^2 - (1 - e^{-2\nu}) \left[ \cos\left(\frac{\pi}{4} + \nu\right) + \cos\left(\frac{\pi}{4} + \frac{\nu}{2} + \delta\right) \right]^2 \right)$$

$$+ 4 \frac{N + \bar{n}_s}{(N - \bar{n}_s)^2} + 2 \frac{N + \bar{n}_s}{(N - \bar{n}_s)^2} \left( \cot^2 \theta_A + \cot^2 \theta_B \right) + \frac{(2\bar{n}_s + 1) \bar{n}_s}{(N - \bar{n}_s)^2} (\cot \theta_A - \cot \theta_B)^2.$$  

(C1)

The uncertainty obtained for a vanishing squeezing time $\tau_E = 0$ (corresponding to both $r = 0$ and $\bar{n}_s = 0$) is

$$\Delta^2(\theta_A - \theta_B)|_{th} = \frac{2}{N} \left[ \cot^2 \theta_A + \cot^2 \theta_B + 2 \right].$$  

(C2)

By comparison, the outcome of the numerical method, which can be exactly predicted for the case of no squeezing, is found to be:

$$\Delta^2(\theta_A - \theta_B)|_{num} = \Delta^2(\theta_A - \theta_B)|_{th} - \frac{1}{N} (\cot \theta_A - \cot \theta_B)^2.$$  

(C3)

With no squeezing applied, the analytical approach generally overestimates the uncertainty of our scheme, as $\Delta^2(\theta_A - \theta_B)|_{num} < \Delta^2(\theta_A - \theta_B)|_{th}$. This discrepancy is caused by the second term in Eq. (C3), namely $(\cot \theta_A - \cot \theta_B)^2 / N$. For $\theta_A = \theta_B$ one has $(\cot \theta_A - \cot \theta_B)^2 = 0$, the extra term is minimum (vanishing) and $\Delta^2(\theta_A - \theta_B)|_{num} = \Delta^2(\theta_A - \theta_B)|_{th}$. For $\theta_B = \pi - \theta_A$, the difference $\Delta^2(\theta_A - \theta_B)|_{th} - (\cot \theta_A - \cot \theta_B)^2 / N$ turns out to be independent of $\theta_A$ and $\theta_B$, giving a constant estimation uncertainty $\Delta^2(\theta_A - \theta_B)|_{num} = 4 / N$ that attains its minimum, at the shot-noise limit. All these details are visualized in Fig. 7.
The gain functions $G^2(\theta_A, \theta_B) = 4\Delta^2(\theta_A - \theta_B)/N$ corresponding to Eqs. (C2) and (C3) have been plotted in panel (a) and (b), respectively. Looking at the figure, it becomes clear that the main effect of the term $1/N (\cot \theta_A - \cot \theta_B)^2$ is to break the left-right and up-down symmetries of Eq. (C2), panel (a), and to enhance the sensitivity gain along the direction $\theta_B = \pi - \theta_A$. Finally, it is worth mentioning what the effect of a non-vanishing squeezing is for each method. As can be seen from Eq. (C1), a non-vanishing squeezing time $\tau_E \neq 0$ (implying $\bar{n}_s \neq 0$ in the sensitivity equation) is again related to the emergence of a term $(\cot \theta_A - \cot \theta_B)^2$ which, this time, is not subtracted from but added to the sensitivity. As a consequence, the gain is now mainly enhanced along the $\theta_B = \theta_A$ direction. In this case, the general behavior of the gain function resulting from the numerical method is similar to that obtained from the analytical prediction [compare panel (c) and (d) in Fig. 7].

Appendix D: Two-Axis Twisting and Quantum Non-Demolition measurements

In Fig 8, we plot the sensitivity gain, $G^2$, at the optimal working point and the bandwidth, $R$, as a function of the squeezing time $\tau_E/\tau_{ref}$ in the case where the squeezing dynamic is generated through Two-Axis Twisting (TAT) dynamic [Fig 8a,b] and Quantum Non-Demolition (QND) measurements [Fig 8c,d]. Following Ref. [54], the state in Eq. 2 is now replace by

$$|\psi_2\rangle = \exp[-i\nu_E \hat{J}_z^{(a,b)}] \otimes \exp[-\tau_E[(\hat{J}_x^{(a,b)})^2 - (\hat{J}_y^{(a,b)})^2]]|\psi_1\rangle,$$

in the case of TAT where $\hat{J}_x^{(a,b)} = \hat{J}_x^{(a,b)} \pm i\hat{J}_y^{(a,b)}$ and by a Gaussian state [73] in the case where entanglement is generated by QND protocol. The results are shown in the case where the number of particles is fixed to $N = 100$. The two protocols reproduce a similar behavior than the one shown in Fig.2 with One-Axis-Twisting dynamic. Because the orientation of the state is always
optimized, QND measurements is characterized by two maximum. Here we conclude that the mode-swapping method can be extended to various squeezing procedures and is not limited to One-Axis-Twisting dynamic.

FIG. 8: Maximum sensitivity gain, $G^2(\pi/2,\pi/2)$, and bandwidth, $R$, as a function of the squeezing strength $\tau_e$ for different entanglement strategies. In each panels, the thin blue solid line are numerical results obtained for total $N = 100$ particles. The blue dashed lines refer to the separable differential scheme using a coherent spin state ($\tau^{B}_S = 0$) a spin squeezed state ($\tau^{A}_S = \tau_e$) and no MS. (a&b) Two-Axis Twisting (TAT) with $\tau_{ref} = \log_{10}(2\pi N)/(4N)$. (c&d) Quantum Non-Demolition measurements (QND) with $\tau_{ref} = 1$. 