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ABSTRACT
Authorial clustering involves the grouping of documents written by the same author or team of authors without any prior positive examples of an author’s writing style or thematic preferences. For authorial clustering on shorter texts (paragraph-length texts that are typically shorter than conventional documents), the document representation is particularly important: very high-dimensional feature spaces lead to data sparsity and suffer from serious consequences like the curse of dimensionality, while feature selection may lead to information loss. We propose a high-level framework which utilizes a compact data representation in a latent feature space derived with non-parametric topic modeling. Authorial clusters are identified thereafter in two scenarios: (a) fully unsupervised and (b) semi-supervised where a small number of shorter texts are known to belong to the same author (must-link constraints) or not (cannot-link constraints).

We report on experiments with 120 collections in three languages and two genres and show that the topic-based latent feature space provides a promising level of performance while reducing the dimensionality by a factor of 1500 compared to state-of-the-arts. We also demonstrate that, while prior knowledge on the precise number of authors (i.e. authorial clusters) does not contribute much to additional quality, little knowledge on constraints in authorial clusters memberships leads to clear performance improvements in front of this difficult task. Thorough experimentation with standard metrics indicates that there still remains an ample room for improvement for authorial clustering, especially with shorter texts.
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1 INTRODUCTION
As users contribute news, opinions and arguments in social networks, it is important to ascribe each text to its author towards protecting an author’s statements from misuse by others and also guarding the online community by advancing digital forensics. As pointed out by Stamatatos et al in [24], it is reasonable to assume that authors demonstrate distinct writing styles, which can be used for automated authorship analysis. Such an analysis includes two independent tasks, namely authorship verification and authorial clustering.

Authorship verification takes as input a set of authors and a set of documents and assigns each document to an author, while authorial clustering assumes that information on authors of documents is unavailable or unreliable. Authorial clustering seeks to partition the set of documents into clusters such that each cluster corresponds to one author [25] ¹.

Many authorial clustering approaches invest on advanced machine learning methods, like recurrent neural networks [3], word embeddings [1] and sophisticated document representations [3, 10, 23] in a space with thousands of dimensions. High-dimensional feature spaces, however, tend to get sparser as the texts get shorter and suffer from consequences like the curse of dimensionality. In this work, we propose a new high-level framework for authorial clustering. Our attempt represents texts in a dense feature space derived with topic modeling and cluster them by authorship, utilizing unsupervised and a semi-supervised clustering algorithms.

We use non-parametric topic modeling so that it is unnecessary to know the number of topics spoken about beforehand. "shorter texts", as used in this paper, indicate the kind of texts we may read in micro-blogs, online reviews and social media that are around one paragraph in length. These texts are shorter than ordinary texts but are still long enough to remain practical for authorship analyses which are highly difficult even for humans [21]. In sum, our non-parametric topic modeling attempt represents texts as denser vectors in a low-dimensional feature space, the size of which is also automatically induced.

Authorial clustering encompasses the challenge of identifying the number of authors who have written the texts in the document collection under study [25]. For shorter texts in the likes of social media and especially review platforms, this challenge is further exacerbated by the fact that some users contribute many texts, while others contribute very few, resulting in authorial clusters of substantially varying sizes. We address this issue parsimoniously: in a fully unsupervised way, estimating the number of authorial clusters, and in a semi-supervised way that uses a “small” number of instance-level must-link (ML) and cannot-link (CL) constraints. In other words, external pieces of information are capitalized on in the semi-supervised variant after they are manually provided by experts, where they say that documents x and y must belong (or

¹Stamatatos et al term the process of discerning the number of authors/clusters and then assigning the documents to clusters as “complete authorial clustering” [25]. Our approach is a complete authorial clustering approach, since we also derive the number of clusters. We use the terms “complete authorial clustering” and “authorial clustering” interchangeably and prefer the latter for brevity.
mustn’t belong) to the same (unknown) author. The first case resembles a ML constraint, and the latter a CL one.

Our contributions are as follows: (i) proposing the first high-level framework for authorial clustering in latent feature spaces whose size (i.e., number of latent factors) is also automatically inferred from the data themselves by non-parametric topic models; (ii) measuring the benefit we gain when we can annotate a small proportion of the data via semi-supervision, which capitalizes on minimal expert knowledge in the form of constraints and (iii) thorough multi-faceted evaluation of the framework against naive and state-of-the-art (SOTA) baselines on text collections of shorter texts belonging to different languages and genres.

The evaluation results show that the unsupervised performance of the framework is comparable to the SOTA in a way, despite using 1500 times less dimensions. In general, the performance of all studied methods is modest, including SOTA, and marks an ample room for improvement to tackle authorial clustering effectively. Furthermore, few additional constraints boost the quality of authorial clusters in our efficient vector space to surpass SOTA.

The remainder of the paper is organized as follows: section 2 describes advances of authorial clustering, relevant works on authorship verification, and related literature on topic modeling. Our approach is presented in section 3, followed by experimental design aspects (section 4) in which we also elaborate on the evaluation criteria and the baselines to which we compare our work. We close with a discussion and suggested improvements in section 5.

2 RELATED WORK

Authorial clustering was one of the 2016 and 2017 tasks of the PAN competition. For this competition task, Bagnall et al. proposed a character-level multi-headed recurrent neural network (RNN) as a language model and showed that this approach recognized authorship idiosyncrasies even with short texts discussing different topics.

Sari and Stevenson used k-means for authorial clustering, and investigated the potential of word embeddings in comparison to a tf-idf n-gram language model (at character level) [23]. They showed that the former is beneficial for multi-topic texts but it is also more computationally demanding without achieving substantially better performance [23]. Agarwal et al. went on to utilize word embeddings with tf-idf weights and employed hierarchical clustering algorithms to perform authorship clustering [1]. Kocher and Savoy adopted a simple set of features of the most frequent terms (words and punctuation) to represent the authorship and writing styles, whereupon they constructed authorial clusters by establishing authorship links between authors and documents [14].

García-Mondeja et al. used a Bag-of-Words language model with binary features, because the documents were too short to use frequencies, and then applied a β-compact algorithm that placed documents in the same cluster if they were maximally similar and more proximal than the threshold β [9].

Gómez-Adorno et al. used a hierarchical agglomerative clustering algorithm with average linkage and cosine similarity, and with the Calinski-Harabasz optimization criterion to determine the cutoff layer of the deprogram [10]. They considered two language models at term level, tf-idf and log entropy, and showed that the latter had best performance when used with the most frequent 20,000 terms in the vocabulary [10]. The aforementioned algorithms build clusters from vectors drawn on an elaborately crafted language model.

To the best of our knowledge, topic modeling has not been used for authorial clustering thus far, but it has been applied successfully for authorship verification [17–19]. Potha and Stamatatos pointed out that the topic space to which they reduced the original high-dimensional space was less sparse, less noisy and appropriate for language-independent learning [17].

In their follow-up work [19], they combined different authorship verification methods with one of Latent Semantic Indexing (LSI) or Latent Dirichlet Allocation (LDA) and showed that topic modeling lifted up the performance [19]. The same authors used ensembles and showed that topic modeling leads to superior and robust models, even for scarce data [18]. Hence, the potential of low-dimensional document representation in the topic space [17, 19] makes topic modeling worthy of investigation for authorial clustering as well. In addition, and similarly to authorial clustering, recent solutions to authorship verification invest on sophisticated text representations, as proposed by Ding et al. [8], and on combinations of text representation and complex (dis)similarity functions, as proposed e.g. by Halvani et al. in [11].

On the front of topic modeling, LDA, a mainstay therein, was introduced by Blei et al. as a 3-level hierarchical parametric Bayesian model for collections of discrete data, which models the generative probabilistic process that is believed to generate the data items, or documents [7]. HDP (Hierarchical Dirichlet Processes) was introduced by Teh et al. to extend the well-known Latent Dirichlet Allocation (LDA) and capture the uncertainty pertaining to the number of topics via an additional Dirichlet process [32].

It is worthy to note that conventional topic modeling, let it be parametric (e.g. LDA) or non-parametric (e.g. HDP), is generally used with long typical texts. Furthermore, Hong and Davison showed that LDA-based parametric topic models perform poorly on microblog texts [13]. LDA was extended by Rosen-Zvi et al. in their proposed Author-Topic Model (AT), which inferred topics and authors from large corpora simultaneously [22]; however, it was shown that the potential of AT didn’t exceed that of standard LDA with short texts when LDA was trained on aggregated short texts [13]. An improvement in terms of the coherence and interpretability of inferred topics from very short texts, e.g. document titles, was achieved with the bitem model (BTM) by Yan et al. [33] relying on co-occurrences of terms at corpus level rather than document level.

3 OUR APPROACH

Generally, the proposed work encompasses: (1) learning a latent semantic representation (LSSR) of the texts as a low-dimensional, dense feature space after vectorizing on word unigrams. The number of latent topic-based dimensions is inferred via a non-parametric topic model. (2) Deriving authorial clusters in this feature space in two variants with respect to the learning model: fully unsupervised or semi-unsupervised with a restricted amount of background knowledge.
To test how good we can estimate the number of authors $k$ in the corpus, we also supply the true $k$ to each variant to test the differences in performance (figure 1-I – please note that $k$ is different from number of topics $t$). Doing so isolates the effects of any sub-optimal $k$ estimations by usage of true $k$ values instead, and thus monitors the severity of any consequent losses in performance.

As said, while LSSR is the only input to the unsupervised variant, the semi-supervised clustering variant takes advantage of a small number of must-link and cannot-link (ML/CL) constraints to form the authorial clusters. This is stressed in (figure 1-II) which highlights the data flow among our framework’s tasks. Next we will describe how we construct the main input, i.e. LSSR.

### 3.1 Building a dense feature space with non-parametric topic modeling

The first step is to vectorize the documents. We use word unigrams which perform well in authorship verification settings [17], weighted by term frequencies. Furthermore, no punctuation is removed as it can contribute to the writing style of authors, and thus be valuable to discriminate authorial styles. On the other hand, too infrequent words which occur only once in a corpus are removed as they are most likely specific keywords that do not relate to the style of writing, and empirically we found this profitable while developing the approach with the dataset at hand.

As mentioned, topic modeling is exploited afterwards as a dimensionality reduction technique to produce LSSR, the low-dimensional representation of texts with latent topics, which is also less noisy and language-independent. To this end, we use a non-parametric Bayesian topic model, namely Hierarchical Dirichlet Processes (HDP), implementing Gibbs sampling and inferring the number of topics $t$ automatically [26]. After this stage, each document $d$ is represented as $\vec{d}_t$ in terms of its weighted latent topics instead of observed words, and the weight of a topic in $\vec{d}_t$ is the count of that topic’s words in $d$. $\vec{d}_t$ characterizes $d$ in the low dimensional latent semantic space which is manifested by the word-topic and document-topic matrices calculated by HDP.

For example, table 1 illustrates an LSSR of a corpus of four documents, where five latent topics are identified automatically by HDP. We see that $\vec{d}_1 = (7,14,19,11,23)$: $d1$ contains 74 words, 7 of which belong to $t1$, 14 to $t2$ etc. In a similar fashion $\vec{d}_2 = (8,11,9,12,10)$ and so on, and these vectors in the topic-based latent semantic space form inputs to subsequent clustering algorithms after they are l2-normalized on the sample level which renders each document a unit vector in the low-dimensional space. Such normalization neutralizes any induced biases by the length of texts and is encouraged by relevant literature [4] (We have also experimented with entropy-weighted logarithmic LSSR and found it comparable to the simpler l2-normalized LSSR, which we also adopt). We describe how $k$, the number of authors, or clusters, is estimated next, followed by the very employed algorithms.

### 3.2 Unsupervised authorial clustering variant

Determining the number of clusters $k$ that governs a group of data points is a challenging task on its own, and it is an area of ongoing research. To this end, three estimation methods to estimate $k$ are utilized: Optimization of intrinsic cluster evaluation metrics, the G-means algorithm [12] and the Gap statistic [27].

**I Optimizing Intrinsic Metrics**: This method finds an estimated $k$ which optimizes an intrinsic clustering evaluation metric, like the average Silhouette coefficient, Calinski-Harabasz (CH) index or Davies–Bouldin index (DBI);

**II The G-means Algorithm**: built on the hypothesis that each resultant cluster in a proper clustering would conform to a Gaussian distribution [12]. We didn’t test for the Gaussian assumption but we still made use of G-means to estimate $k$;

**III The Gap Statistic**: A method introduced in [27] that can be seen as a formalization of the so-called ‘Elbow Method’. The Gap statistic (Gap for short) can be computed using any clustering algorithm, and it compares the fluctuation in within-cluster dispersion with another expected dispersion under a pivot null distribution and across a series of values for $k$. 

---

**Table 1**: An example LSSR of a corpus embracing four documents, each of which contains #w terms. LSSR is comprised of five dimensions in this example as per the number of inferred latent topics.

| doc | #w | t1 | t2 | t3 | t4 | t5 |
|-----|----|----|----|----|----|----|
| d1  | 74 | 7  | 14 | 19 | 11 | 23 |
| d2  | 50 | 8  | 11 | 9  | 12 | 10 |
| d3  | 44 | 4  | 6  | 7  | 1  | 26 |
| d4  | 60 | 11 | 15 | 7  | 15 | 12 |
To complete our workflow for unsupervised authorial clustering, we couple the estimation process of $k$ with Spherical K-Means algorithm whose performance is evaluated experimentally. Spherical K-Means can be regarded as the well-known K-Means but with cosine similarity [4]; which better suits the clustering of intrinsically directional data, like document vectors. As a side note, we also studied other clustering algorithms in this variant, but SPKMeans was selected due to its theoretical and practical fortés.

3.3 Semi-supervised authorial clustering variant

The main difference between this variant and the unsupervised one is that we assume access to little expert knowledge in the form of constraints. We still need to estimate $k$ but it would be estimated in a constraint-compliant manner by optimization of an intrinsic clustering evaluation method, so a preparatory step to derive the instance-level ML/CL constraints is additionally needed (figure 1.II). An ML constraint indicates that a pair of documents must belong to the same cluster, while a CL one states that a pair of documents cannot be related [30]. We did a small experiment and found CL constraints to be easier to define by us.

To identify ML/CL constraints, ground truths must be used to derive the constraints from. The number of constraints should be "small" enough to be practical, because in reality experts would need to annotate these texts. The detailed scheme whereby we elicit these constraints is described in section 4.2.1.

We employ Constrained K-means, or COP K-Means [30] in this variant, which consumes the prior expert knowledge as must-link/cannot-link constraints and thereby enhances the performance of the well-known K-Means [30]. Such an enhancement is especially helpful given the difficulty of the task at hand.

4 EXPERIMENTAL DESIGN

In our experiments, we quantified the performance of the various configurations proposed within the framework, and compared them to naive and state-of-the-art baselines. Comparisons were made in terms of the quality of their clusterings against a true clustering, hence the usage of extrinsic evaluation metrics. As different methods to estimate $k$ from LSSR were utilized, they were also measured against the true values of $k$ in the analyzed corpora. The used corpora involved more than one language and genre, which shed light on how the performance of the methods fluctuated with respect to these aspects.

4.1 The dataset

PAN17-Clustering dataset [28] was used to measure the compared methods’ performance, and we couldn’t identify any other ready datasets which serve our purpose. PAN17-Clustering is publicly available and comprises a number of clustering problems spanning three languages (English, Dutch and Greek) and two genres (articles and reviews). There are 60 authorial clustering problems reserved for development and tuning purposes and 120 problems for the final evaluation, allocated equally to the six language-genre combinations, i.e. 10 per each language-genre in the train segment and 20 in the test segment.

Each problem consists mostly of 20 single-authored texts in a specific language and genre, written by six authors on average [28]. Only the training dataset was used to tune the approach in question; no reference to the test dataset at any stage of development was made, which rendered our results comparable to the previous approaches that were applied to the same dataset.

The documents don’t exceed 500 characters in length and are no less than 100. On average, English and Dutch articles exhibit shorter texts than reviews whilst it is the contrary for Greek articles [28]. The majority of true authorial cluster sizes $\in [1, 4]$, with singleton clusters pervading more than 25% of the 1075 clusters in the dataset.

As this dataset is commonly used for authorship clustering, we want to re-state that English and Greek corpora were built by segmenting longer texts into paragraphs. For this reason, it is considerably easier to reassemble such texts again following some thematic hints and unique keywords/phrases found in the original document. Tschuggnal et al. acknowledge this fact [28] and we also observed this first-hand when attempting the task manually.

4.2 Configurations and Baselines

We compare our work to two baseline methods and to the winner of the PAN-2017 competition as the state-of-the-art [10, 28]. These are summarized in Table 2, and we describe the configurations next.

HDP topic model is in the core of our framework and generates the main inputs to SPKMeans and COP-KMeans variants. It was shown that HDP is on a par with the best selected LDA model through a model selection mechanism [32] and that the non-parametric methods outperform LDA with coupled model selection approaches [5]. For these reasons, we weren’t encouraged to additionally implement our approach with LDA as a baseline, noting that it would need a model selection scheme or what’s similar to determine $t$.

We opted for Gibbs instead of Variational Inference (VI) for the reasons explained in [6]: Gibbs is able to infer exact samples from the target density itself rather than from an approximate one, and the size of data is favorable for Gibbs, especially in our offline scenario. We conservatively set the number of iterations for the sampler to 10,000, twice the general recommended value in [20].

HDP has three hyperparameters, namely the topic Dirichlet prior $\eta$ and the concentration parameters $\gamma$ and $\alpha$. As pointed out by Wang and Blei in [31], these hyperparameters encode the priors of the inferred topics and thus control their density, which indirectly affects the number of topics and the dimensionality of LSSR. In addition to the default values $\text{eta} = 0.5$ and $\text{Gamma}(1.0, 1.0)$ for $\gamma$ and $\alpha$, we investigated the effects of a dense, where $\text{ eta} = 0.8$, $\gamma$ and $\alpha = \text{ Gamma}(1.5, 1.0)$, and a sparse ($\text{ eta} = 0.3$, $\gamma$ and $\alpha = \text{ Gamma}(0.1, 1.0)$) settings. The sparse configuration yielded the highest per-word log likelihood in the training phase, so we used this configuration to infer LSSR.

One note before proceeding: we tried BTM instead of HDP in a proof of concept as it should produce more coherent and interpretable topics with extremely short texts [33]. To this end, we used PAN-17 train data and set $t = 5$, and found the resultant authorial
Table 2: Overview of the methods used in our experiments. The prefix “BL” stands for "baseline", including SOTA.

| Method’s Acronym | Learning model | Description of the method | Estimation of $k$ |
|------------------|---------------|---------------------------|------------------|
| BL_r             | -             | Baseline from [25, 28]: it chooses a random number as $k$ and builds $k$ clusters randomly | Random choice $k = |\text{Corpus}|$ |
| BL_s             | -             | Baseline from [25, 28]: each document is a singleton cluster | Optimal $k$ was chosen by the baseline itself through optimizing the Calinski-Harabasz (CH) index |
| BL_SOTA          | Unsupervised  | State-Of-The-Art as baseline: the winner of the PAN-2017 competition [10, 28]. | Averaging out the estimations of G-Means and Gap |
| SPKMeans         | Unsupervised  | SPHERICAL KMeans clustering elaborate method | Minimizing Davies-Bouldin index (DBI) penalized by $k$ (i.e., $\text{DBI} + k$) |
| COP-KMeans       | Semi-Supervised | The semi-supervised constrained COP-KMEANS variant with 12% of pairwise document links (ML/CL) revealed | |

clusters worse than HDP’s. As a possible explanation knowing that BTM relies on corpus-level words co-occurrences: the combination of terms that are not used together at document level seems counteractive for the task of finding documents adhering to the same authorial writing style. We use topic modeling as a means for intelligent reduction and densification of the sparse high-dimensional feature space in our context, and this task is orthogonal to the formation of interpretable, author-independent topics.

4.2.1 Implementation details. In our high-level framework we used the original implementation of Hierarchical Dirichlet Process (HDP) with Gibbs sampling [26, 31]. Additionally, we utilized publicly available implementations of the core algorithms: G-Means [5], Gap [6], SPKMeans [7] and COP-KMeans [8]. Using verified implementations makes our results more reliable and reproducible and saves a lot of development time which can be invested elsewhere.

As a note on the components which utilize randomness (HDP, COP-KMeans, SPKMeans, Gap and G-Means), we fixed the random seed in HDP and COP-KMeans but averaged out 5 full runs of SPKMeans which included running Gap and G-Means to estimate $k$. We witnessed that doing so increased the reliability and reproducibility of SPKMeans results more than making the methods deterministic. Our code is written in Python 3 and is hereby made available.

Estimating $k$. To determine $k$ for Spherical K-Means, the estimates of G-means and Gap were averaged out and initial seeds were chosen with K-means++. On the other hand, a grid search in the range $[2, n - 1]$, where $n = |\text{Corpus}|$, was performed for Constrained K-means, and the selected $k$ would minimize the quantity $\text{DBI} * k$ (inspired by [30]) without making the algorithm fail.

Derivation of must-link and cannot-link constraints. Must-link and cannot-link constraints serve as the prior expert knowledge on which Constrained K-means (COP-KMeans) can capitalize. Since we have the associated ground truth alongside every corpus in PAN17-Clustering dataset, we derived the aforesaid constraints therefrom, keeping the number of constraints “small” thus: Let there be $n$ documents in a corpus, then we have $l = \frac{n}{2} \times (n - 1)$ pairwise links therein. We specified a small percentage (12%) empirically by balancing improvement boost, feasibility and practicality, and after that we randomly sampled must-link and cannot-link constraints so that we cover 12% of $l$ without any influence on how many must-links or cannot-links we end up with.

4.2.2 Evaluation Criteria. Extrinsic clustering evaluation measures are commonly used to assess the quality of clusterings when the ground truth is available. Amigo et al. systematically identified four useful formal constraints whereby the quality of a clustering evaluation metric can be judged [2] (Cluster homogeneity, cluster completeness, rag bag and cluster size vs. quantity), consequently advocating $B^3F$ score as a measure that satisfies the aforementioned constraints. Additionally, we also extend the aforementioned set of constraints with another desirable property, the constant baseline property [29], which means the measure should be robust to random clusterings and be adjusted for chance. An obvious benefit is that unlike unadjusted metrics, adjusted ones do not tend to be biased towards a particular value of $k$ - the number of clusters [29].

As a result, $B^3F$ and $ARI$ scores were adopted in the evaluation framework of our experiments (using an open implementation [19] to calculate $B^3F$ and Scikit-learn [16] for $ARI$). In addition, we list the mean rank $\tilde{\tau}$ of the methods according to their $B^3F$ and $ARI$ scores. $\tilde{\tau}$ is a simple metric that averages out the six relative ranks (in the six language-genres of the test data), and it thus helps to also consider the consistency of exhibited performances when comparing the methods.

4.3 Results

We will contrast the performance of our proposed unsupervised and semi-supervised methods with state-of-the-art and naive baselines in terms of the evaluation measures. We will examine also the goodness of $k$ estimation methods and how much loss in performance they incur, and lastly we briefly highlight some efficiency aspects.
The comparative study of performance levels. “Estimated” segments in tables 3 and 4 show the average $B^3 F$ and ARI of the methods in table 2 respectively over the total of 120 test clustering problems. The expected $B^3 F$ performance of BL SOTA as reported in [28] is 0.573; although we use the same data and configuration as in [10] and don’t change any preprocessing steps, we have observed lower $B^3 F$ scores on which we report.

$B^3 F$ results indicate that our unsupervised variant is better than BL_r and BL_s, whilst the constrained-based variant COP-KMeans performs remarkably better. Additionally, the proposed methods are comparable to BL_SOTA or better. COP-KMeans scores the best $B^3 F$ at 0.626 and ranks first, followed in rank by BL_SOTA and closely by SPKMeans in that order. On the front of ARI, the gap in performance between our unsupervised method and COP-KMeans increases; this is also the case when we compare it to BL_SOTA. The constrained-based method of ours attains the highest ARI (0.335) and also the best rank, followed by BL_SOTA.

As explained in subsection 4.1, the data collection contains texts in three languages, organized according to two genres. In table 3, we detail the $B^3 F$ performance of the methods on each genre in English, Dutch and Greek and show that several particularities have been suppressed by the average scores and the same goes for table 4 with ARI. Articles whose writing style tends to be more structured elicit better $B^3 F$ and ARI results than reviews in general. Additionally, the simple BL_r and BL_s baselines have the lowest $B^3 F$ scores in all settings but Dutch reviews, where $BL_s$ shows competitive performance and BL_r yields the best $B^3 F$. On the other hand, when we scrutinize table 4 we find that BL_r and BL_s have the lowest scores as ARI is adjusted for chance.

In terms of $B^3 F$, our COP-KMeans expectedly tops the scores in all sub-datasets but the Dutch documents, where it is still very competitive. In addition, our variants are particularly better than state-of-the-art’s in Greek sub-dataset and especially articles. Since Dutch articles were built without segmentation in PAN-17 (cf. 4.1), they are the closest to reality, and SPKmeans surpasses SOTA in the reviews genre which also tends to be less structured usually, but not in Dutch articles.

Pertaining to English articles, SPKMeans performs better with articles than reviews. It seems to be less sensitive to differences in genre and language generally, and more consistent than the state-of-the-art; however, the semi-supervised COP-KMeans exhibits superior performance to all the other methods and baselines understandably.

ARI results also show a clear predominance of COP-KMeans whilst SPKMeans is almost out of competition. COP-KMeans obtains the highest ARI in all sub-datasets but Greek and Dutch reviews, where the state-of-the-art BL_SOTA achieves better scores but not by far. Moreover, BL_SOTA scores higher ARI values than SPKMeans.

Statistical significance tests. We should test $B^3 F$ and ARI scores which correspond to “Estimated” segments in tables 3 and 4 to substantiate that the observed differences in performance are actually significant. The data do not satisfy normality and homoscedasticity, so a non-parametric post-hoc test should be adopted. We use the conservative Friedman-Nemenyi non-parametric post-hoc tests and set $\alpha_{corrected} = \frac{4\alpha}{k(k-1)}$. Bonferroni correction is applied due to the small sample size $N$ of the test [15]. Friedman’s Aligned Ranks test confirms that there are significant performance differences at $\alpha_{corrected}$, and post-hoc Nemenyi tests show that our methods and SOTA demonstrate a significantly better performance than the naive baselines BL_r and BL_s in all evaluation metrics. COP-KMeans is not significantly different from the state-of-the-art BL_SOTA in both metrics, while SPKMeans was significantly different from SOTA in ARI but not in $B^3 F$. Figure 2 details the results of the post-hoc tests using critical difference (CD) plots in terms of $B^3 F$ (left) and ARI (right).

Quality of k estimations. $k$ had to be estimated in SPKMeans and COP-KMeans. To investigate the differences between the estimated and true $k$ values for the different problems, we compute the Root Mean Squared Error (RMSE) over all problem sets. The results are shown in table 5 (SPKMeans, Gap and G-means RMSEs correspond to the mean of estimations obtained from five SPKMeans runs, as said earlier). The values indicate that the estimated number of clusters in the test dataset differ from the true number (which lies in [2, 10] and average at 6) by at least 2 (clusters). Notably, COP-KMeans constraint-compliant estimations are the closest to the associated real $k$ values, followed by SPKMeans.

Segments “True” in tables 3 and 4 show the performance of our relevant methods when the number of authorial clusters $k$ is known, and they consequently monitor the loss in performance due to estimating $k$ and deviating from its true value. In terms of $B^3 F$, SPKMeans and COP-KMeans could capitalize on knowing the true $k$ values slightly. Nonetheless, supplying the true $k$ values to the relevant methods hardly changes ARI’s outcomes.

Efficiency aspects. The slowest procedure in our approach is generating LSSR. There are around 20 documents of no more than 500 characters each in a problem set, and on average, it takes 26.84 ± 1.81 (σ) seconds to represent them as LSSR. Our LSSR utilizes no more than 13 latent dimensions to represent documents across all corpora, while the state-of-the-art uses 20,000 features [10]. As a result, executing clustering algorithms in LSSR takes a relatively negligible amount of time.

5 DISCUSSION AND CONCLUSION

This work is the first to systematically study non-parametric topic modeling towards authorial clustering of paragraph-long shorter texts via a high-level framework. By measuring the cosine similarity among documents in LSSR, the introduced approach can also be easily extended to support authorship-link ranking [25] IR applications, in which documents are to be retrieved and ranked by authorship.

Conventionally, related works are measured in terms of $B^3 F$, but we also used a standard adjusted-for-chance metric (ARI) to judge the performance with regard to many aspects: $B^3 F$ provides an assessment attentive to suboptimal clusterings and ARI augments the evaluation framework with its adjusted-for-chance nature. We found that $B^3 F$ is more sensitive and informative than ARI and we tend to explain that by the fact that $B^3 F$ respects differences even among suboptimal results, which is the level we are generally at in this demanding application area.
Table 3: The overall mean rank \( R \) (lower is better) and averaged \( B^3 F \) scores (higher is better) of the different approaches over the 120 test problem sets. The \( B^3 F \) results are also detailed on the language-genre level where en: English, gr: Greek, nl: Dutch; ar: Articles and re: Reviews. \( k \) acquisition (abbreviated as acq.) column segments the table according to how \( k \) is provided to algorithms.

| \( k \) acq. | algorithm     | rank | overall mean | \( B^3 F \) |
|-----------|--------------|------|--------------|-------------|
|           |              |      | en-ar        | en-re       | gr-ar | gr-re | nl-ar | nl-re |
| Estimated | BL_r         | 4.7  | 0.435        | 0.466       | 0.444 | 0.411 | 0.418 | 0.428 | 0.441 |
|           | BL_s         | 3.8  | 0.458        | 0.436       | 0.475 | 0.403 | 0.455 | 0.438 | 0.543 |
|           | BL_SOTA_le   | 2.3  | 0.562        | 0.602       | 0.570 | 0.532 | 0.535 | 0.670 | 0.461 |
|           | SPKMeans     | 2.8  | 0.542        | 0.556       | 0.532 | 0.569 | 0.514 | 0.553 | 0.507 |
|           | COP-KMeans   | 1.3  | 0.626        | 0.682       | 0.635 | 0.676 | 0.590 | 0.643 | 0.530 |
| True      | SPKMeans     | -    | 0.562        | 0.574       | 0.569 | 0.580 | 0.530 | 0.579 | 0.540 |
|           | COP-KMeans   | -    | 0.649        | 0.700       | 0.654 | 0.709 | 0.603 | 0.642 | 0.585 |

Table 4: The overall mean rank \( R \) and averaged \( ARI \) scores of the different approaches over the 120 test problem sets. We use the same notation described in table 3.

| \( k \) acq. | algorithm     | rank | overall mean | \( ARI \) |
|-----------|--------------|------|--------------|----------|
|           |              |      | en-ar        | en-re    | gr-ar | gr-re | nl-ar | nl-re |
| Estimated | BL_r         | 4.5  | -0.001       | 0.006    | -0.016 | -0.028 | -0.003 | -0.014 | 0.017 |
|           | BL_s         | 4.5  | 0.000        | 0.000    | 0.000    | 0.000    | 0.000    | 0.000    | 0.000 |
|           | BL_SOTA_le   | 1.7  | 0.265        | 0.282    | 0.288    | 0.215    | 0.293    | 0.315    | 0.197 |
|           | SPKMeans     | 3    | 0.100        | 0.115    | 0.091    | 0.135    | 0.082    | 0.102    | 0.076 |
|           | COP-KMeans   | 1.3  | 0.335        | 0.439    | 0.361    | 0.420    | 0.259    | 0.389    | 0.141 |
| True      | SPKMeans     | -    | 0.108        | 0.132    | 0.096    | 0.140    | 0.085    | 0.119    | 0.077 |
|           | COP-KMeans   | -    | 0.338        | 0.444    | 0.365    | 0.452    | 0.252    | 0.330    | 0.182 |

Figure 2: The Critical Difference diagrams of the competing methods according to their \( B^3 F \) (left) and \( ARI \) (right) scores on the 120 test problem sets. Methods are ordered from best (leftmost) to worst (rightmost) and those that are not significantly different (at \( \alpha_{corrected} = 0.05 \)) are connected with horizontal lines.

There were distinctive performance differences among the compared methods, and the semi-supervised COP-KMeans topped the charts on all evaluation fronts, making us say it was thus the best performing method. Moreover, its constraint-based \( k \) estimator was the best in terms of RMSE and it remained close enough to true \( k \) values which didn’t cripple the performance of the algorithm or make it suffer from extreme under-/over-estimations. It was significantly better than the unsupervised variant SPKMeans, and while it is indeed not directly comparable to SOTA, this suggests that when operating in low-dimensional topic-based vector spaces, capitalizing on little prior expert knowledge wherever applicable is considerably beneficial for authorial clustering of shorter texts.

When focusing on SPKMeans vs. BL_SOTA, it is clear that the latter reached higher \( B^3 F \) and \( ARI \). We still want to note that: (1) Both methods significantly surpassed the naive baselines and produced comparable \( B^3 F \) scores, and (2) SPKMeans with LSSR alleviates the need to engineer and tune down the dimensionality of the feature space because it operates in a dynamically-inferred lower dimensional space (the maximum number of topics whereby test documents were represented was 13; that’s 1500x less than

Table 5: RMSE values of the \( k \) estimations (lower is better). True values of \( k \) fall in \([2, 10]\) with \( \bar{k} = 5.99 \pm 1.9(s) \) in test data.

| algorithm     | RMSE |
|--------------|------|
| BL_SOTA      | 3.379|
| COP-KMeans   | 2.170|
| SPKMeans     | 2.664|
| Gap          | 4.541|
| G-Means      | 3.771|
were low, and no tested method, including the state-of-the-art, achieved an acceptable ARI in absolute terms. This fact is also highlighted implicitly by $B^F$ if we take BL_r and BL_s into account, which indicates the difficulty of authorial clustering with shorter texts, and marks the need for more substantial work. For this reason and to identify a feasible next step, we attempted the task by hand and found that we could have a say on the (dis)similarity of some of the texts, thereby we suggest to focus future works on similarity/metric learning first, to devise a similarity function that discerns how similar two texts are in stylometric terms, and then authorial clustering can proceed using that specialized function.

Moreover, cluster ensembles proved effective for authorship verification [18], a very close task to authorial clustering, thus we deem them a viable option. Besides, crafting additional datasets where instances are completely unrelated is a sound next step to increase the reliability and reproducibility of any experimentation.
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