Non-asymptotic Heisenberg scaling: experimental metrology for a wide resources range
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Adopting quantum resources for parameter estimation discloses the possibility to realize quantum sensors operating at a sensitivity beyond the standard quantum limit. Such approach promises to reach the fundamental Heisenberg scaling as a function of the employed resources $N$ in the estimation process. Although previous experiments demonstrated precision scaling approaching Heisenberg-limited performances, reaching such regime for a wide range of $N$ remains hard to accomplish. Here, we show a method which suitably allocates the available resources reaching Heisenberg scaling without any prior information on the parameter. We demonstrate experimentally such an advantage in measuring a rotation angle. We quantitatively verify Heisenberg scaling for a considerable range of $N$ by using single-photon states with high-order orbital angular momentum, achieving an error reduction greater than 10 dB below the standard quantum limit. Such results can be applied to different scenarios, opening the way to the optimization of resources in quantum sensing.

The measurement process permits to gain information about a physical parameter at the expense of a dedicated amount of resources $N$. Intuitively, the amount of information that can be extracted will depend on the number of employed resources, thus affecting the measurement precision on the parameter. By limiting the process to using only classical resources, the best achievable sensitivity is bounded by the standard quantum limit (SQL) and it scales as $1/\sqrt{N}$. Such limit can be surpassed by employing $N$ quantum resources, defining the ultimate precision bound $\pi/N$, known as the Heisenberg limit (HL) [1,2]. To achieve such fundamental limit [3,4], a crucial requirement is the capability of allocating them efficiently. Indeed, the independent use of each resource results in an uncertainty which scales as the SQL, while the optimal sensitivity can be achieved exploiting quantum correlations in the probe preparation stage [6,7].

An example of quantum resource enabling Heisenberg-limit performances in parameter estimation is the class of two-mode maximally entangled states, also called N00N states. Such kind of states have been widely exploited in quantum metrology experiments performed on photonic platforms [8]. In particular, one of the most investigated scenarios is the study of the phase sensitivity resulting from interferometric measurements, thanks to their broad range of applications ranging from imaging [9] to biological sensing [10,11]. In this context, the optimal sensitivity can be achieved through the super-resolving interference obtained with $N$ photons N00N states [8,12]. However, current experiments relying on N00N states are limited to regimes with small number of $N$ [13,17]. Indeed, scaling the number of entangled particles in such kind of states is particularly demanding due to the high complexity required for their generation, that cannot be realized deterministically with linear optics for $N > 2$. Experiments with up to ten-photon states have been realized [18,19], but going beyond such order of magnitude requires a significant technological leap. Furthermore, this class of states results to be very sensitive to losses, which quickly cancels the quantum advantage as a function of the number of resources $N$. For this reason, the unconditional demonstration of a sub-SQL estimation precision, taking into account all the effective resources, has been reported only recently in Ref. [20] with two-photon states.

Alternative approaches have been implemented for ab-initio phase estimations, sampling multiple times the investigated phase shift [21] through adaptive and non-adaptive multi-pass strategies [21,23], achieving the HL in an entanglement-free fashion. However, one of the main challenges is to maintain the Heisenberg scaling when increasing the number of dedicated resources. Beyond the experimental difficulties encountered when increasing the number of times the probe state propagates through the sample, such protocols become exponentially sensitive to losses. Therefore, the demonstration of Heisenberg-limited precision with such an approach still remains confined to small $N$.

All previous approaches present a fundamental sensitivity to losses, which prevents the observation of Heisenberg limited performances in the asymptotic limit of very large $N$ where the advantage substantially reduces to a constant factor [24]. Thus, it becomes crucial to focus the investigation of quantum-enhanced parameter estimation in the non-asymptotic regime, with the aim of progressively extending the range of observation of Heisenberg scaling sensitivity (in $N$). To this end, it is necessary to properly allocate the use of resources in the estimation process. In this Article, using N00N-like quantum states encoded in the total angular momentum of each single photon, more robust to losses than the aforementioned approaches, we implement a method able to identify and implement optimal allocation of the available resources. We test the developed protocol for an ab-initio measurement of a rotation angle in the system overall periodicity interval $[0, \pi]$, resolving the ambiguity among the possible equivalent angle values. We perform a detailed study on the precision scaling as a function of the dedicated resources,
demonstrating Heisenberg limited performances for a wide range of the overall amount of resources $N$.

PROTOCOL

In a typical optical quantum estimation scheme one is interested in recovering the value of an unknown parameter $\theta \in [0, \pi]$ represented by an optical phase shift or, as in the case discussed in this work, by a rotation angle between two different platforms. The idea is then to prepare a certain number of copies $n$ of the input state $\langle 0 \rangle + \langle 1 \rangle \rangle / \sqrt{2}$, let transform each one of them into the associated output configuration $|\Psi_s(\theta)\rangle = |0\rangle + e^{-i2\theta}|1\rangle \rangle / \sqrt{2}$ by a proper imprinting process, and then measure, see Fig. 1. In these expressions $|0\rangle$ and $|1\rangle$ stand for proper orthogonal states of the e.m. field. The integer quantity $s$ describes instead the amount of quantum resources devoted in the production of each individual copy of $|\Psi_s(\theta)\rangle$, i.e., adopting the language of Ref. [5], the number of black-box operations needed to imprint $\theta$ on a single copy of $|0\rangle + |1\rangle \rangle / \sqrt{2}$. Therefore, in the case of $n$ copies, the total number of operations corresponds to $ns$. For instance, in the scenario where one has access to a joint collection of $s$ correlated modes which get independently imprinted by $\theta$, $|0\rangle$ can be identified with the joint vacuum state of the radiation and $|1\rangle$ with a tensor product Fock state where all the modes of the model contain exactly one excitation (in this case $s$ can also be seen as the size of the GHZ state $|0\rangle + |1\rangle \rangle / \sqrt{2}$). On the contrary, in a multi-round scenario where a single mode undergoes $s$ subsequent imprintings of $\theta$, $|0\rangle$ and $|1\rangle$ represent instead the zero and one photon states of such mode.

The problem of determining the optimal allocation of resources that ensures the best estimation of $\theta$ is that, while states $|\Psi_s(\theta)\rangle$ with larger $s$ have greater sensitivity to changes in $\theta$, an experiment that uses just such output signals will only be able to distinguish $\theta$ within a period of size $\pi/s$, being totally blind to the information on where exactly locate such interval into the full domain $[0, \pi]$. The problem can be solved by using a sequence of experiments with growing values $s$ of the allocated quantum resources. We devised therefore a multistage procedure that works with an arbitrary growing sequence of $K$ quantum resources $s_1; s_2; s_3; \ldots; s_K$, aiming at passing down the information stage by stage to disambiguate $\theta$ as the quantum resource (i.e. the sensitivity) grows, see Fig. 1 for a conceptual scheme of the protocol.

At the $i$-th stage $n_i$ copies of $|\Psi_s(\theta)\rangle$ are measured, individually and non-adaptively, and a multi-valued ambiguous estimator is constructed. Then $s_i$ plausible intervals for the phase are identified, centered around the many values of the ambiguous multi-valued estimator. Finally, one and only one value is deterministically chosen according to the position of the selected interval in the previous step, removing the estimator ambiguity. At each stage the algorithm might incur in an error, providing an incorrect range selection for $\theta$. When this happens the subsequent stages of estimation are also unreliable. The probability of an error occurring at the $i$-th stage decreases as increasing the number $n_i$ of probes used in such a stage. The precision of the final estimator, $\hat{\theta}$, resulting from the multistage procedure is optimized in the number of probes $n_1, n_2, \ldots, n_K$. The overall number of consumed resources, $N = \sum_{i=1}^K n_i$, is kept constant. We thus obtain the optimal number of probes $n_i$ to be used at each stage. The details of the algorithm and the optimization are reported in the Methods. Remarkably, it can be analytically proved that such protocol with $s_i = 2^{-i}$ works at the Heisenberg scaling $[21][25][26]$, provided that the right probe distribution is chosen. Due to the limited amount of available quantum resources, when growing the total number $N$ of resources, the scaling of the error $\Delta \hat{\theta}$ eventually approaches the SQL. In the non-asymptotic region, however, a sub-SQL scaling is reasonably expected. An important feature of such protocol is that, being non-adaptive, the measurement stage decouples completely from the algorithmic processing of the measurement record. This means that the algorithm producing the estimator $\hat{\theta}$ can be considered a post processing of the measured data. Non-unitary visibility can be easily accounted for in the optimization of the resource distribution. We emphasize that this phase estimation algorithm has been adapted to work for an arbitrary sequence of quantum resources, in contrast with previous formulations $[21][25][27]$. 

EXPERIMENTAL SETUP

The total angular momentum of light is given by the sum of the spin angular momentum, that is, the polarization with eigenbasis given by the two circular polarizations states of the photon, and its orbital angular momentum (OAM). The latter is associated to modes with spiral wavefronts or, more generally, to modes having non-cylindrically symmetric wavefronts $[28][29]$. The OAM space is infinite-dimensional and states with arbitrarily high OAM values are in principle possible. This enables to exploit OAM states for multiple applications such as quantum simulation $[30][32]$, quantum computation $[33][36]$ and quantum communication $[37][44]$. Recently, photons states with more than 10,000 quanta of orbital angular momentum have been experimentally generated $[45]$. Importantly, states with high angular momentum values can be also exploited to improve the sensitivity of the rotation measurements $[46][50]$, thanks to the obtained super-resolving interference. The single-photon superposition of opposite angular momenta, indeed, represents a state with N00N-like features when dealing with rotation angles. Furthermore, the use of OAM in this context is more robust against losses compared both to approaches relying on entangled states or multi-pass protocols.

In the present experiment, we employ the total angular momentum of single-photons as a tool to measure the rotation angle $\theta$ between two reference frames associated to two physical platforms $[49]$. The full apparatus is shown in Fig. 2. The key elements for the generation and measurement of OAM states are provided by q-plates (QPs) devices, able to modify the photons OAM conditionally to the value of their polarization. A q-plate is a topologically charged half-wave plate that imparts an OAM $2\hbar q$ to an impinging photon and flips its
FIG. 1. Conceptual scheme of the estimation protocol. At stage $i$, $n_i$ copies of the state $|\Psi_{s_i}(\theta)\rangle$ characterized by a resource number $s_i$ are employed. In our experiment the encoded parameter is the rotation angle $\theta$ between two reference systems, associated respectively to two platforms corresponding to the photon generation stage and to the measurement apparatus. The quantum resource is related to the total angular momentum of the photons. Each stage is successful if and only if it could identify the correct interval for the angle $\theta$ among the possible ones, using the information on the previously selected interval. This allows the last stage (with maximal sensitivity) to produce an unambiguous estimator $\hat{\theta}$. In the figure the plausible intervals for the phase, computed from the outcomes of the independent and non-adaptive measurements are colored, and the selected one is highlighted.

handedness [51].

In the preparation stage, single photon pairs at 808nm are generated by a 20mm-long periodically poled titanyl phosphate (ppKTP) crystal pumped by a continuous laser with wavelength equal to 404nm. One of the two photons, the signal, is sent along the apparatus, while the other is measured by a single photon detector and acts as a trigger for the experiment. The probe state is prepared by initializing the single-photon polarization in the linear horizontal state $|H\rangle$, through a polarizing beam splitter (PBS). After the PBS, the photon passes through a QP with a topological charge $q$ and a half-wave plate (HWP) which inverts its polarization, generating the following superposition:

$$|\Psi_0\rangle = \frac{1}{\sqrt{2}} (|R\rangle |+m\rangle + |L\rangle | - m\rangle), \quad (1)$$

where $m = 2q$ is the value, in modulus, of the OAM carried by the photon. In this way, considering also the spin angular momentum carried by the polarization, the total angular momenta of the two components of the superposition are $\pm |m + 1\rangle$.

After the probe preparation, the generated state propagates and reaches the receiving station, where it enters in a measurement apparatus rotated by an angle $\theta$. Such a rotation is encoded in the photon state by means of a relative phase shift with a value $2|m + 1\rangle \theta$ between the two components of the superposition:

$$|\Psi_1\rangle = \frac{1}{\sqrt{2}} (e^{i(m+1)\theta} |R\rangle |+m\rangle + e^{-i(m+1)\theta} |L\rangle | - m\rangle), \quad (2)$$

To measure and retrieve efficiently the information on $\theta$, such a vector vortex state is then reconverted into a polarization state with zero OAM. This is achieved by means of a second HWP and a QP with the same topological charge as the first one, oriented as the rotated measurement station:

$$|\Psi_2\rangle = \frac{1}{\sqrt{2}} (|R\rangle + e^{-i2(m+1)\theta} |L\rangle), \quad (3)$$

where the zero OAM state factorizes and is thus omitted for ease of notation. In this way, the relative rotation between the two apparatuses is embedded in the polarization of the photon in a state which, for $s = m + 1$, exactly mimics the output vector $|\Psi_s(\theta)\rangle$ of the previous section and that is finally measured with a PBS (concordant with the rotated station) followed by single photon detectors. Note that a HWP is inserted just after the preparation PBS and before the first three QPs. Such a HWP is rotated by $0^\circ$ and $22.5^\circ$ during the measurements to obtain the projections in the $|H\rangle, |V\rangle$ basis and in the diagonal one ($|D\rangle, |A\rangle$). In each stage, half of the photons are measured in the former basis, and half in the latter. The entire measure-
FIG. 2. Experimental setup. Single photons pairs are generated by a degenerate type-II SPDC process inside a ppKTP pumped by a 405 nm cw laser. The idler photon is measured by a single photon detector (APD) and acts as a trigger for the signal that enters in the apparatus. This consists of an encoding stage which is composed of a first polarizing beam splitter (PBS) and three q-plates with different topological charges \( q = 1/2, 5, 25 \), respectively, followed by a motorized half-waveplate (HWP). The decoding stage is composed by the same elements of the preparation mounted, in the reverse order, in a compact and motorized cage which can be freely rotated around the light propagation axis of an angle \( \theta \). After the final PBS, the photons are measured through single photon detectors (APDs). Coincidences with the trigger photon are measured, analyzed via a time-tagger, and sent to a computing unit. The latter, according to the pre-calculated optimal strategy, controls all the voltages applied to the q-plates and the angle of rotation of the measurement stage.

The interference fringes at the output of such a setup oscillates with an output transmission probability \( P = \cos^2[(m + 1)\theta] \) with a periodicity that is \( \pi/(m + 1) \). Hence, the maximum periodicity is \( \pi \) at \( m = 0 \) and, consequently, one can unambiguously estimate at most all the rotations in the range \([0, \pi)\).

The limit of the error on the estimation \( \hat{\theta} \) of the rotation \( \theta \) is:

\[
\Delta \hat{\theta} \geq \frac{1}{2(m+1)\sqrt{n}},
\]

where \( n \) is the number of the employed single photons carrying a total angular momentum \((m + 1)\) and \( \nu \) is the number of repetition of the measurement. Such a scaling is Heisenberg-like in the angular momentum resource \( m + 1 \), and can be associated with the Heisenberg scaling achievable by multi-pass protocols for phase estimation, using non-entangled states \([27]\). This kind of protocols can overcome the SQL scaling, that in our case reads \( 1/(2\sqrt{n}) \). However, such a limit can be achieved only in the asymptotic limit of \( \nu \to \infty \), where the scaling of the precision in the total number of resources used is again the classical one \( \Delta \hat{\theta} \sim 1/\sqrt{N} \), if the angular momentum is not increased. Here, we investigate both the non-asymptotic and near asymptotic regime using non-adaptive protocols. Our apparatus is an all automatized tool-box generalizing the photonic gear presented in \([49]\). In our case, six QPs are simultaneously aligned in a cascaded configuration and actively participate in the estimation process.

The first three QPs, each with a different topological charge \( q \), lie in the preparation stage, while the other three, each having respectively the same \( q \) of the first three, in the measurement stage. All the QPs are mounted inside the same robust and compact rotation stage able to rotate around the photon propagation direction. Notably, the whole apparatus is completely motorized and automated. Indeed, both the rotation stage and the voltages applied to the q-plates are driven by a computing unit which fully controls the measurement process.

During the estimation protocol of a rotation angle, only one pair of QPs with the same charge, one in the preparation and the other in the measurement stage, is simultaneously turned
RESULTS

The optimization of the uncertainty on the estimated rotation angle is obtained by employing the protocol described above. In particular, such approach determines the use of the resources of each estimation stage. In this experiment, we have access to two different kinds of resources, namely the number of photon-pairs \( n \) employed in the measurement and the value of their total angular momentum \( s \). Therefore, the total number of employed resources is \( N = \sum_{i=1}^{K} n_i s_i \), where \( n_i \) is the number of photons with momentum \( s_i \), and \( K = 4 \). According to the above procedure, for every \( N \) we determine the sequence of the multiplicative factors \( s_i \) and \( n_i \) associated to the optimal resource distribution.

The distance between the true value, \( \theta \), and the one obtained with the estimation protocol, \( \theta^\prime \), is obtained computing the circular error as follows:

\[
|\theta - \theta^\prime| = \frac{\pi}{2} - \left| (\theta - \theta^\prime) \mod \pi - \frac{\pi}{2} \right|. \tag{5}
\]

Repeating the procedure for \( r = 1, \ldots, R \) different runs of the protocol with \( R = 200 \), we retrieve, for each estimation strategy, the corresponding root mean square error (RMSE):

\[
\Delta \theta = \sqrt{\frac{1}{R} \sum_{r=1}^{R} (\theta^\prime_r - \theta)^2}. \tag{6}
\]

We remark that \( R \) and \( \nu \) in Eq. (4) do not have the same interpretation. Indeed \( R \) is not a part of the protocol, but is merely the number of times we repeat it in order to get a reliable estimate of its precision. We then averaged such quantity over 17 different rotations with values between 0 and \( \pi \), leading to \( \Delta \theta \). In such a way, we investigate the uncertainty independently on the particular rotation angle inspected. In the following we report the results of our investigation on how the measurement sensitivity is improved by exploiting strategies that have access to states with an increasing value of the total angular momentum, obtained by tuning QPs with higher topological charge. We first consider the scenario where only photon states with \( s = 1 \) are generated. In this case, the RMSE follows as expected the SQL scaling as a function of the number of total resources. The obtained estimation error for the strategies constrained by such condition is represented by the blue points in Fig. 3. Running the estimation protocol and exploiting also states with \( s > 1 \) it is possible to surpass the SQL and progressively approach Heisenberg-limited performances, for high values of \( s \). In particular, we demonstrate such improvement by progressively adding to the estimation process a new step with higher OAM value.

FIG. 3. Approaching the HL with higher-order OAM states. a) Averaged measurement uncertainty over \( R = 200 \) repetitions of the algorithm and over 17 different angle measurements, in the interval \([0, \pi]\), as a function of the total amount of resources \( N \). The adoption of single-photon states with progressively higher-order total angular momentum allows to progressively approach the HL. The red dashed line is the standard quantum limit for this system \( 1/(2\sqrt{N}) \), while the green dashed line is the HL \( \pi/(2N) \). b) Value of the coefficient \( \alpha \) and its standard deviation obtained by fitting the points from \( N = 2 \) to the value reported on the \( x \)-axis with the curve \( C/N^{\alpha} \). c) Value of the coefficient \( \alpha \) and its standard deviation obtained by fitting the points from \( N = N_0 \) to the value reported on the \( x \)-axis with the curve \( C/N^{\alpha} \). Purple points: estimation process with the full strategy. Blue points: estimation process by using only \( s = 1 \). Green points: estimation process by using only \( s = 1; 2 \). Cyan points: estimation by using only \( s = 1; 2; 11 \).
by a further analysis performed in Fig. 3b and Fig. 3c. More specifically, if beyond a certain value of $N$ the OAM value is kept fixed, the estimation process will soon return to scale as the SQL.

To certify the quantum-inspired enhancement of the sensitivity scaling, we performed a first global analysis on the uncertainty scaling considering the full range of $N$. This is performed by fitting the obtained experimental results with the function $C/N^\alpha$. In particular, such a fitting procedure is performed considering batches of increasing size of the overall data. This choice permits to investigate how the overall scaling of the measurement uncertainty, quantified by the coefficient $\alpha$, changes as function of $N$. Starting from the point $N = 2$ we performed the fit considering each time the subsequent 10 experimental averaged angle estimations (reported in Fig. 3b), and evaluated the scaling coefficient $\alpha$ with its corresponding confidence interval for each data batch. The results of this analysis are reported in Fig. 3b. As shown in the plot, $\alpha$ is compatible with the SQL, i.e. $\alpha = 0.5$, when the protocol employs only states with $s = 1$. Sub-SQL performance are conversely achieved when states with $s > 1$ are introduced in the estimation protocol. The scaling coefficient of the best fit on the experimental data collected when exploiting all the available QPs (magenta points) achieves a maximum value of $\alpha = 0.7910 \pm 0.0002$, corresponding to the use of 6, 460 resources. The enhancement is still verified when the fit is performed considering the full set of 30,000 resources. Indeed, the scaling coefficient value in this scenario still remains well above the SQL, reaching a value of $\alpha = 0.6786 \pm 0.0001$. Given that the data sets corresponding to $s = 1$ inherently follow the SQL, we now focus on those protocols with $s > 1$, thus taking into account only points starting from $N_0 = 62$. This value coincides with the first strategy exploiting states with $s = 2$. Fitting only such region the maximum value of the obtained coefficient increases to $\alpha = 0.8301 \pm 0.0003$ for $N = 4,764$. Note that, as higher resource values $s$ are introduced, the overall scaling coefficient of the estimation process, taking into account the full data set, progressively approaches the value for the HL.

Then, we focus on the protocols which have access to the full set of states with $s = 1; 2; 11; 51$, and we perform a local analysis of the scaling, studying individually the regions defined by the order of OAM used, and characterized by different colors of the data points in the top panel of Fig. 4. This is performed by fitting the scaling coefficient with a batch procedure (as described previously) within each region.
DISCUSSION AND CONCLUSION

The achievement of Heisenberg precision for a large range of resources $N$ is one of the most investigated problems in quantum metrology. Recent progress have been made demonstrating a sub-SQL measurement precision approaching the Heisenberg limit when employing a restricted number of physical resources. However, beyond the fundamental purpose of demonstrating the effective realization of a Heisenberg limited estimation precision, it becomes crucial for practical applications to maintain such enhanced scaling for a sufficiently large range of resources.

We have experimentally implemented a protocol which allows to estimate a physical parameter with a Heisenberg scaling precision in the non-asymptotic regime. In order to accomplish such a task, we employ single-photon states carrying high total angular momentum generated and measured in a fully automatized toolbox using a non-adaptive estimation protocol. Overall, we have demonstrated a sub-SQL scaling for a large resource interval $O(30,000)$, and we have validated our results with a detailed global analysis of the achieved scaling as function of the employed resources. Furthermore, thanks to the extension of the investigated resource region and to the abundant number of data points, we can also perform a local analysis which quantitatively proves the Heisenberg scaling in a considerable range of resources $O(1,300)$. This represents a substantial improvement over the state of the art of the Heisenberg scaling protocols.

These results provide experimental demonstration of a solid and versatile protocol to optimize the use of resources for the achievement of quantum advantage in ab-initio parameter estimation protocols. Given that its use can be adapted to different platforms and physical scenarios, this opens new perspectives to achieve Heisenberg scaling for a broad resource value. Direct near-term applications of the methods can be foreseen in different fields including sensing, quantum communication and information processing.
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The limit of the error on the estimation of the rotation $\theta$ in the circular polarization basis $|X_{-}\rangle$ is the following:

$$QP \left| R_{oam} \right>_{oam} = |L_{oam} \rangle \left| l - 2q \right>_{oam},$$

where $|X_{-}\rangle$ indicates the polarization $X$, while $|l \pm 2q\rangle_{oam}$ indicates the OAM value $\pm 2q$, being $q$ is the topological charge characterizing the QP. Tuning of the q-plate is performed by changing the applied voltage.

The two sources of error are photon loss and non-unitary efficiency of the q-plate devices. A q-plate is a tunable liquid crystal birefringent element that couples the polarization and the orbital angular momentum of the incoming light. Given an incoming photon carrying an OAM value $l$, the action of a tuned QP in the circular polarization basis $|R_{oam}\rangle$, $|L_{oam}\rangle$ is the following transformation:

$$QP |R_{oam}\rangle_{oam} = |L_{oam}\rangle_{oam},$$

where $|X_{-}\rangle$ indicates the polarization $X$, while $|l \pm 2q\rangle_{oam}$ indicates the OAM value $\pm 2q$, being $q$ is the topological charge characterizing the QP. Tuning of the q-plate is performed by changing the applied voltage.

The two sources of error are photon loss and non-unitary conversion efficiency of the QPs. Each stage of the protocol is characterized by a certain photon loss $\eta_{j}$, which reduces the amount of detected signal. In general each stage will have its own noise level $\eta_j$. Conversely, non-unitary efficiency of the QPs translates to a non-unitary visibility $v$, which changes the probability outcomes for the two measurement projections as following:

$$p_{HV} = \frac{1}{2} \left( 1 + v \cos 2s\theta \right),$$

$$p_{DA} = \frac{1}{2} \left( 1 + v \sin 2s\theta \right).$$

The limit of the error on the estimation of the rotation $\theta$ in the circular polarization basis $|X_{-}\rangle$ is the following:

$$QP |R_{oam}\rangle_{oam} = |L_{oam}\rangle_{oam},$$

where $|X_{-}\rangle$ indicates the polarization $X$, while $|l \pm 2q\rangle_{oam}$ indicates the OAM value $\pm 2q$, being $q$ is the topological charge characterizing the QP. Tuning of the q-plate is performed by changing the applied voltage.
this setting is:
\[
\Delta \hat{\theta} \geq \frac{1}{2(m+1)\sqrt{\eta n}} \tag{9}
\]

However, if the actual experiment is performed in post-selection, then \(\eta = 1\) and the only source of noise is the reduced visibility.

**Angle error dependence**

To verify the independence of the achieved precision from the particular rotation value measured experimentally we applied the protocol to estimate 17 different rotation angles, nearly uniformly distributed in the interval \([0, \pi]\). The robustness of the implemented protocol over the choice of the particular values inspected is demonstrated experimentally looking at the results obtained for each of the estimated angle reported in Fig. 5. Further insight on this aspect is obtained by verifying the convergence of the estimation protocol to the true value \(\theta\), shown by way of example in Fig. 6 for one of the 17 inspected angles. Such independency is also confirmed by studying the protocol performances on simulated data as a function of the value of the rotation angle \(\theta\) inspected. From Fig. 7 we can deduce that in the sub-SQL regions the error is dominated by random fluctuations, where the outliers correspond to errors in the localization procedure and do not show correlation with \(\theta\).

**Details on fitting results**

The best fits obtained considering the data points for each of the different regions of Fig. 4 are reported in Table I. A more detailed study of the error dependence on the value of \(\theta\) showed that some outliers can emerge in the overall low RMSE achieved with our protocol. The outliers arise from a wrong assessment of the rotation interval selected in the early stages of the protocol. Averaging the obtained RMSE for each single angle over different repetitions of the protocol allows to considerably reduce the presence of such spikes (see Fig. 5). On the contrary, the outliers are almost completely mitigated averaging the performances also over the different angle values measured. This can be indeed verified looking at the top panel of Fig. 4 in the main text. To study locally the error scaling indeed we performed the fit starting from a small batch of experimental measured point. Although the outliers are negligible in the overall trend their influence can mislead from a reliable analysis of the error trend when considering the small batches over which we perform the local analysis. Therefore, in order to completely wash out their influence when studying the achieved scaling we removed all the outliers present in the curve by looking at the residual value.

Note that the fitting procedure on the experimental points is weighted with their corresponding error bar. The error bars on the RMSE values averaged over the different angles inspected and reported in Fig. 5 have been obtained with the following procedure. For each angle \(j = 1, \ldots, J\) with \(J = 17\), the error associated to the different strategies is obtained considering the standard deviation over the multiple repetitions \(r = 1, \ldots, R\) of the estimation protocol, as follows:

\[
\delta(\Delta \hat{\theta}) = \frac{1}{J} \sqrt{\sum_{j=1}^{J} \text{Var}(\Delta \hat{\theta}_j)}. \tag{10}
\]
FIG. 7. Simulation of the error in the four stages of the estimation for representative values of $N$ in the sub-SQL regime as a function of the angle $\theta$. The algorithm is non-adaptive, and a periodical dependence of the error as a function of the angle can be recognised in the first plot, where no quantum resources are used. In the subsequent stages the error peaks correspond to the experiments in which a wrong interval has been chosen. These outliers are a product of the statistical nature of the measurements and their position is not associated to a particular $\theta$. Despite the error being a fluctuating quantity, an arbitrary uniform sample of angles is sufficient to characterize its average behaviour. For each point in the plot 100 experiment has been simulated.

Fixing the angle $j$ the variance of the RMSE over the $R = 200$ repetitions is obtained propagating the averaged error of the absolute distance between the estimated angle and the true one:

$$\text{Var}(\Delta \hat{\theta}_j) = \frac{1}{2} \frac{\text{Var}(|\hat{\theta}_j - \theta_j|^2)}{\sum_{r=1}^{R} |\hat{\theta}_{rj} - \theta_j|^2}.$$  \hspace{1cm} (11)

where $\hat{\theta}_{rj}$ is the $r$-th estimated for angle $j$, and $\theta_j$ is the true value of angle $j$. Combining the two formulas we obtain the expression used to compute the error bars reported in the plots and used to perform the weighted fit:

$$\delta(\Delta \hat{\theta}) = \frac{1}{J} \frac{1}{2} \frac{\sum_{j=1}^{J} \text{Var}(|\hat{\theta}_j - \theta_j|^2)}{\sqrt{\sum_{r=1}^{R} |\hat{\theta}_{rj} - \theta_j|^2}}.$$  \hspace{1cm} (12)

Data processing algorithm and optimization

In this section we present extensively the phase estimation algorithm which we used to process the measured data, and its optimization. As it naturally applies to a phase in $[0, 2\pi)$ we present it for $\varphi = 2\theta \in [0, 2\pi)$. At each stage of the procedure the estimator $\hat{\varphi}$ and its error $\Delta \hat{\varphi}$ can be easily converted in estimator and error for the rotation angle: $\hat{\theta} = \hat{\varphi}/2$ and $\Delta \hat{\theta} = \Delta \hat{\varphi}/2$. In the $i$-th stage of the procedure we are given the result of $n_i/2$ photon polarization measurements on the basis $HV$ and $n_i/2$ measurements on the basis $DA$. We define $\hat{f}_{HV}$ and $\hat{f}_{DA}$ the observed frequencies of the outcomes $H$ and $D$ respectively and introduce the estimator $\hat{s}_i \theta = \text{atan2}(2\hat{f}_{HV} - 1, 2\hat{f}_{DA} - 1) \in [0, 2\pi)$. From the probabilities in (8) it is easy to conclude that $\hat{s}_i \varphi$ is a consistent estimator of $s_i \varphi \mod 2\pi$. This does not identify an unambiguous $\varphi$ alone though, but instead a set of $s_i$ possible values $\hat{s}_i \varphi / s_i + 2\pi m / s_i$ with $m = 0, 1, 2, \cdots, s_i - 1$. Centered around this points we build intervals of size $2\pi/(s_i \gamma_i)$, where

$$\gamma_i = \frac{\gamma_{i-1}}{\gamma_{i-1} - \frac{s_i}{s_i - 1}}.$$  \hspace{1cm} (13)

The algorithm then chooses among this intervals the only one that overlaps with the previously selected interval. The choice of $\gamma_i$, computed recursively with the formula in Eq. (13), is fundamental in order to have one and only one overlap. The starting point $\gamma_1$ of the recursive formula can be chosen freely inside an interval of values that guarantees $\gamma_i \geq 1 \forall i$, therefore it will be subject to optimization. By convention we set $\gamma_0 = 1$. The Algorithm reports in pseudocode the processing of the measurement outcomes required to get the estimator $\hat{\varphi}$ working at Heisenberg scaling.
Algorithm 1 Phase estimation

1: \( \hat{\varphi} \leftarrow 0 \)
2: for \( i = 1 \rightarrow K \) do
3: \( [0, 2\pi) \ni s_i \hat{\varphi} \leftarrow \) Estimated from measurements.
4: \( m \leftarrow \left[ \frac{2\pi s_i}{\hat{\gamma}_i} - \frac{1}{2} \frac{s_i}{\gamma_i - 1} \right] \)
5: \( \hat{\xi} \leftarrow \hat{\xi} + \frac{2\pi m}{\hat{\gamma}_i} \)
6: if \( \hat{\varphi} + \frac{\pi}{\hat{\gamma}_i - 1} \gamma_i - 1 < \hat{\xi} \leftarrow \hat{\xi} + \frac{\pi}{\hat{\gamma}_i - 1} \gamma_i - 1 \)
7: \( \) then
8: \( \hat{\varphi} \leftarrow \hat{\xi} - \frac{2\pi}{\hat{\gamma}_i} \)
9: else if \( \hat{\varphi} - \frac{\pi}{\hat{\gamma}_i - 1} \gamma_i - 1 < \hat{\xi} \leftarrow \hat{\xi} - \frac{\pi}{\hat{\gamma}_i - 1} \gamma_i - 1 \)
10: \( \) then
11: \( \hat{\varphi} \leftarrow \hat{\xi} + \frac{2\pi}{\hat{\gamma}_i} \)
12: else
13: \( \hat{\varphi} \leftarrow \hat{\xi} \)
14: \( \) end if
15: \( \) end for

We can upper bound the probability of choosing the wrong interval through the probability for the distance of the estimator \( s_i \hat{\varphi} \) from \( \varphi \) to exceed \( \pi/\gamma_i \), that is

\[
P[|s_i \hat{\varphi} - \varphi| \geq \frac{\pi}{\gamma_i}] \leq AC(\gamma_i)^{-\frac{n_i}{2}}, \tag{14}\]

where \( n_i \) is the number of photons employed in the stage, \( C(\gamma) = \exp \left[ b \sin^2 \left( \frac{\pi}{\gamma} \right) \right] \), and \( A \) is an unimportant numerical constant. This form for \( C(\gamma) \) was suggested by the Hoeffding's inequality, and we set \( b = 0.7357 \) as indicated by numerical evaluations for \( n_i \leq 40 \). By applying the upper bound in Eq. (14) we could write a bound on the precision of the final estimator \( \hat{\varphi} \), as measured by the RMSE with the circular distance, that reads

\[
\Delta^2 \hat{\varphi} \leq \frac{A \pi^2}{2bnKs_K^2} + \frac{3A \pi^2}{4s_K^2} e^{-\frac{bnK}{2}} + \frac{K-1}{s_K} \left( \frac{2\pi D_i}{\gamma_i - 1} s_i \right)^2 AC_i^{-\frac{n_i}{2}}. \tag{15}\]

where \( C_i = C(\gamma_i) \), and \( D_i \) are

\[
D_i := \begin{cases} \frac{1}{2}, & i = 1, \\ \frac{1}{2} + \sum_{k=1}^{i-1} \frac{1}{2s_k}, & i > 1. \end{cases} \tag{16}\]

If \( \frac{2\pi D_i}{\gamma_i - 1} \geq \pi \) then we redefine \( D_i = \frac{\gamma_i - 1}{s_i} \). The last stage of the estimation is different from the previous ones, as it is no more a step of the localization process. This difference can be clearly seen in how the error contribution is treated in Eq. (15). We optimize this upper bound while fixing the total number of used resources by writing

\[
\mathcal{L} := \frac{\pi^2}{2bnKs_K^2} + \frac{3\pi^2}{4s_K^2} e^{-\frac{bnK}{2}} + \sum_{i=1}^{K-1} \left( \frac{2\pi D_i}{\gamma_i - 1} s_i \right)^2 C_i^{-\frac{n_i}{2}} - \lambda \left( \sum_{i=1}^{K} s_i n_i - N \right). \tag{17}\]

Through the optimization of this Lagrangian we found the resource distribution \( n_i \) optimal for the given sequence of \( s_i \) and \( N \). Substituting back the obtained \( n_i \) in the error expression we get

\[
\Delta^2 \hat{\varphi} \leq \frac{A \pi^2}{2bnKs_K^2} + \frac{3A \pi^2}{4s_K^2} e^{-\frac{bnK}{2}} + A e^a \sum_{i=1}^{K-1} \frac{s_i}{\gamma_i - 1} \log C_i, \tag{18}\]

where \( a \) depends on the total resource number \( N \). In an experiment we have at disposal, or we have selected, a certain sequence of quantum resources \( s = 1; s_2; s_3; \ldots; s_K \), but it is not convenient for every \( N \) to use the whole sequence. A better strategy is to add one at a time a new quantum resource as the total number of available resources \( N \) grows, and therefore slowly building the complete sequence. For small \( N \) we do not employ any quantum resource, so that \( s = 1 \). The first upgrade prescribes the use of the 2-stage strategy \( s = 1; s_2 \), then, as \( N \) reaches a certain value we upgrade again to a 3-stage strategy \( s = 1; s_2; s_3 \), and so on until we get to \( s = 1; s_2; s_3; \ldots; s_K \), which will be valid asymptotically in \( N \). The optimal points at which these upgrades should be performed can be found by comparing the error upper bounds given in Eq. (18) or via numerical simulations. The sequence \( s = 1; s_2; s_3; \ldots; s_K \) might not be the complete set of all the quantum resources that are experimentally available. In our experiment \( s = 1; 2; 11; 51 \) were all the available quantum resources, but the here described procedure of adding one stage at a time might work better with only a subset of the available \( s_i \). We are therefore in need of comparing many sets of quantum resources \( s = 1; s_2; s_3; \ldots; s_K \). The numerical simulations suggested us that a comparison of the summations

\[
\sum_{i=1}^{K-1} \frac{s_i}{\gamma_i - 1} \log C_i, \tag{19}\]

with optimized \( \gamma_1 \), that appear in Eq. (18), is a quick and reliable way to establish the best set of quantum resources. We can treat the non perfect visibility of the apparatus by rescaling the parameters \( b \) and \( C_i \) in the Lagrangian (17). Given \( v_i \), the visibility in the \( i \)-th stage, the rescaling requires \( C_i \rightarrow C_i^v = C_i \), and for the last stage \( b \rightarrow bv_i^2 \).