An Alternative Description for the Electronegativity Difference in Binary Ionic Solids
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We are introducing an alternative analytical expression to the electronegativity difference ($\Delta\chi$) as a function of the charge $ge$, $g$ is the charge factor, the fraction of the electronic charge devoted to the bond and $e$ the elementary charge, the packing factor ($p$) and the effective atomic number ($Z_{\text{eff}}$) of binary ionic solids, by using the very basic Coulomb interaction, modified by the introduction of $p$, and the relationship between the electric dipole moment ($\mu$) and $\Delta\chi$ in Debye units. When compared to the Pauling’s, Gordy’s, Allred-Rochow’s and Allen’s scales, our calculations deviate around 10% to all ionic crystals with such data available in the literature. A very simple expression with satisfactory estimates, with no need of numerical procedure, is announced. The values of $g$ play the important role of indicating the character of the chemical bond. It opens up an alternative opportunity to understand the nature of ionic chemical bonds and is able to describe the character of the bonding in any ionic polyatomic system.
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Introduction

The nature of the chemical bond has been studied since the beginning of the 20th century. Pauling1 and Mulliken2 gave the greatest contributions to the fundamentals of physics and chemistry related to this subject. In particular, the understanding of the interaction between atoms/ions has motivated the development of the concept of chemical bonding, which is the central point to describe various phenomena occurring in nature, such as the effect of doping crystals with rare earth ions on the nucleation of luminescent sites,3,4 quantum confinement in nanowires,5 the production of carbon nanotubes,6 the stoichiometry of colloidal nanocrystals7 and the effect of substituent on the structural properties of matter.8,9

The first studies10-12 on how electrons are distributed between two chemical species involved in a chemical bond gave raise the concept of covalence. Pauling was the first to define a quantitative procedure to analyze the ionicity and covalence of a chemical bond, by introducing the concept of electronegativity as “the power of an atom, in a molecule, to attract electrons to itself”.1,13 Pauling formulated the electronegativity scale based on an empirical relationship involving the simple binding energy of the interacting species in a molecule. Together with thermochemical data, he estimated the electronegativity of various chemical elements.

Although Pauling was successful in setting up an empirical scale and interpreted with the help of quantum mechanics, the electronegativity is not a concept with an exact quantitative definition. Thus, in 1935, Mulliken2 introduced a new absolute scale of electronegativity based on electron affinity, ionization potential and molecular orbital theory. The dependence of the electronegativity on the orbital characteristics of an atom in a molecule brings a more secure theoretical foundation to the electronegativity concept, as emphasized by Coulson et al.14 There are publications which tabulate data and show different ways of discussing Mulliken’s electronegativity.15-18

Despite the simplicity of the Mulliken’s scale, there are some difficulties in applying it to most chemical elements quantitatively. The main difficulty is the lack of reliable information on electron affinities. Based on different physical-chemistry arguments, several scales of electronegativity were developed, such as Gordy’s,19
Sanderson’s, Allred-Rochow’s, Allen’s and Rahm-Hoffmann scales. In addition, there are electronegativity equalization methods (EEM), which establish that the bonded chemical species have their electronegativities equalized.

By the experimental side, methods of measuring electronegativity are based on thermochemical techniques, and atomic force microscopy (AFM). In the last years, AFM has been widely used in chemical applications, such as measurement of short-range chemical forces and discrimination of the Pauling bond order.

The electronegativity difference (Δχ) of two atoms is a quantitative indication of the amount of electronic charge transferred when a chemical bond occurs. Consequently, the amount of charge transferred gives a plausible indication of the character of the chemical bond. In fact, Δχ should depend on the amount of charge transferred between the outermost orbitals of the two chemical species involved in the bond. A relationship between the charge transferred and Δχ was developed by Parr and Pearson. However, three points still persist: (i) most scales do not cover all chemical elements; (ii) electronegativity difference is available only for diatomic compounds; and (iii) Par and Pearson’s model has a dependence on electron affinity, an observable not easy to obtain. In particular, a simple relationship between Δχ and charge ge (g is the charge factor, the fraction of the electronic charge involved in the chemical bond, and e the elementary charge) is of fundamental importance in the study of lanthanide-doped ionic solids. Spectroscopic properties may be obtained most easily by the relationship involving the charge transferred in the bonding and its structural properties.

Thus, by using the very basic Coulomb interaction and the direct proportionality between the electric dipole moment of the bond (µ) and Δχ, this work aims to give an alternative analytical expression to Δχ of binary ionic solids. The final equation to Δχ is a function of the charge ge, the packing factor (p) and the effective atomic number (Z eff ). The direct relationship between Δχ and ge gives us a new insight to understand the ionic chemical bond. This expression can be applied to calculate Δχ of all binary ionic solids. A comparison with the scales of Pauling, Gordy, Allred-Rochow and Allen is carried out.

**Methodology**

**Effective atomic number of ionic diatomic systems**

The effective atomic number (Z eff ) of polyatomic compounds is a physical quantity which describes the average number of protons in a polyatomic compound. Recently, Lima and Couto dos Santos considered the interaction between A and B chemical species in binary solids with dominant ionic character as a dominant Coulomb type interaction, U. There, the authors considered that the metal to non-metal interaction occurs through a mainly σ-type bond in the cation-anion direction, which means that U can be treated only with radial dependence. Further, U must depend on the atomic number of the interacting species and is modulated by the packing factor, p, because the change of the size of the chemical species involved in the ionic bonding is due to the charge transfer. p is obtained through a similar expression used in solid state physics, but now using both crystalline and ionic radii of the interacting species. This is to be highlighted, because it is usual to find p only for monoatomic solids. Thus, p is calculated based on the type of structure and the number of occupancy (n i) of cations and anions (assumed as compacted spheres), which means the volume of each ion inside the unit cell. The contribution of each ion is taken into account separately to calculate the volume fraction of each sphere. For polyatomic systems, p is a summation of all fractions. The effective potential, U eff, depends on Z eff. Such reasoning was applied to reproduce Z eff of a series of ionic compounds successfully. There, p had an initial interpretation: a fraction of matter, which absorbs the incident radiation. Here, p is a measure of the changing of the ionic size: the cation/anion enhances/quenches its own effective atomic number which leads to quench/enhance its own size, respectively. This is a way of introducing quantum mechanical correction to the Coulomb potential. By taking into account the considerations above and following the steps described in literature strictly, one has:

\[ p = \frac{4\pi}{3V_e} \sum \frac{n_i R_i^3}{} \]

and

\[ Z_{eff} = \left( p Z_A Z_B \left( \frac{R_{AB}}{R_{AB}} \right)^{0.5} \right) \]

where Z_A and Z_B are atomic numbers of the interacting species, R is the crystalline/ionic radius, V_e is the volume of the unit cell and n_i is the occupancy number of the i_th ion in the unit cell. R_{AB} is the interatomic distance, which is the sum of the ionic (or crystalline) radii of the interacting ions, R_{AB} is the effective distance between the negative and positive center of charge.

Formally, in an ionic bond at least one electron is transferred from the metal atom to the non-metal atom. This electron leaves empty an outer s, d or f orbital in the metal atom to occupy an empty and outer 2p orbital in the
The separation between the position of the positive center of charge (empty s, d or f orbital) in the metal atom and the position of the negative center of charge (filled 2p orbital) in the non-metal atom give us an insight over what $R_{AB}$ effective distance is. $R_{AB}$ is related to $Z_{eff}$ by equation 2. By using the LiF crystal as an example, the sole 2s electron of the Li atom is completely transferred to the 3p orbital of the F atom. Thus, the Li$^+$ ion hosts a positive center of charge (empty 2s orbital) and the F$^-$ ion hosts a negative center of charge (filled 2p orbital). $R_{AB}$ is the radial separation between them, as shown in Figure 1. $R_{AB}$ as well as equation 2 have been already postulated.\(^{41}\) Even though it is applied here for binary ionic solids, equation 2 was developed to reproduce the effective atomic number of any ionic polyatomic compounds in the energy range of the photoelectric effect.

### Electronegativity difference in ionic solids

In 1933, Malone\(^{45}\) studied the chemical bond between the A and B interacting species using the following relation:

$$\mu = |\chi_A - \chi_B|$$  \(3\)

$\mu$ is the electric dipole moment of the bond in Debye units and $|\chi_A - \chi_B|$ is the electronegativity difference of the interacting species in the Pauling scale. The standard unit in the International System of Units (SI) for the dipole moment is the Debye ($3.336 \times 10^{-30}$ C m). One Debye (1D) is the magnitude of the electric dipole moment of two charges of opposite sign, with magnitude of $10^{-10}$ e.s.u, separated by 1 Å.

Equation 3 has been considered very approximately in quantitative calculations of electronegativity.\(^{46}\) However, if the molecule has no inversion center, the electric dipole moment term is dominant. In the case of a charge distribution with inversion center, the magnetic dipole and electric quadrupole moments contributions are dominant, but the electric dipole moment of each bond is still there. This can be verified by the multipole expansion of the interaction potential.\(^{47}\) Furthermore, lone-pair electrons may possess markedly asymmetric charge distributions, which gives a meaningful contribution to the electric dipole moment. One example is the NH$_3$ molecule, which has 1.5 D as the net electric dipole moment.\(^{15}\) In fact, the asymmetric charge distribution contributes significantly to the net electric dipole moment, although the N–H $\sigma$ bond is not polar enough. In this way, equation 3 can be used with good approximation to calculate $\Delta \chi$ of an ionic solid possessing or not an asymmetric charge distribution. We pictured this frame (the A–B chemical bond) as an electric dipole moment, $\mu$, formed by two opposite charges of equal magnitude, separated by a distance $R_{AB}$. Thus, making the electric dipole moment explicit, equation 3 can be rewritten as:

$$\Delta \chi = \frac{\mu}{D} = \frac{geR_{AB}}{D}$$  \(4\)

where $g$ is the charge factor, $ge$ is the charge devoted to the A–B bond (the effective charge participating in the chemical bond), the fraction of the electronic charge devoted to the bond, $e$ is the elementary charge, and $D$ is the Debye constant. Debye’s constant is explicit in equation 4, because $\Delta \chi$ is being expressed in Pauling units. Other types of conversion to Pauling’s scale has been carried out elsewhere.\(^{23,48}\)

By rewriting equation 2 in order to express the relation between $R_{AB}$ and $R_{AB}^+$, one has:

$$R_{AB}^+ = \left(\frac{pZ_AZ_B}{Z_{eff}^2}\right)R_{AB}$$  \(5\)

Equation 5 makes it clear that the relationship between effective distance and interatomic distance is through the
correction factor (in parentheses). This correction factor depends on intrinsic peculiarities of the ionic solid under consideration, namely, $p$, $Z_A$, $Z_B$, $Z_{\text{eff}}$. It is important to highlight that $\mathbf{R}_{AB}$ can never be equal to $\mathbf{R}_{AB}$, because the center of charge can never coincide with the center of mass of the ions (see Figure 1) when a chemical bond takes place. A similar comprehension was already used some decades ago, and gave a decisive improvement around the interpretation of the crystal field effect on the luminescence behavior of lanthanide containing compounds.

By combining equations 4 and 5, we obtain

$$\Delta \chi = \left( \frac{p Z_A Z_B}{Z_{\text{eff}}} \right) g e \mathbf{R}_{AB}$$

As one could expect, the electronegativity difference appears directly proportional to the interaction charge devoted to the A–B bond. The magnitude of $\Delta \chi$ is a measure of the amount of charge transferred when the chemical bond is formed. $\Delta \chi$ is directly proportional to $p$, $Z_A Z_B$ and $\mathbf{R}_{AB}$ (A and B stand for the anion and cation, respectively), and inversely proportional to $Z_{\text{eff}}$. Thus, an alternative analytical expression to obtain the electronegativity difference of any ionic compound, with no need of numerical procedures, is being presented.

**Results and Discussion**

In order to use equation 6, a detailed analysis of $Z_{\text{eff}}$, $p$ and $g$ has to be developed. Table 1 shows the values of $Z_{\text{eff}}$ and $p$ for some binary compounds using the crystal radii. Interested readers should refer to literature for more detailed calculations. The crystal and ionic radii with respect to the coordination number (CN), taken from literature, are also shown.

**Table 1. Benchmark values to obtain the electronegativity**

| Structure | $Z_{\text{eff}}$ | $p^*$ | CR-CN / Å | AR-CN / Å |
|-----------|-----------------|------|------------|-----------|
| BeO       | 7.176           | 0.600| 0.41-IV    | 1.25-IV   |
| LiF       | 7.999 (7.68)    | 0.624 (0.721) | 0.9 (0.76)-VI | 1.19 (1.33)-VI |
| Al₂O₃     | 13.786          | 0.595| 0.675-VI   | 1.22-III  |
| MgO       | 13.683          | 0.580| 0.86-VI    | 1.26-VI   |
| NaF       | 14.372 (13.251) | 0.524 (0.551) | 1.16 (1.12)-VI | 1.19 (1.33)-VI |
| SiO₂      | 9.958           | 0.344| 0.4-IV     | 1.21-II   |
| CaF₂      | 19.952 (19.086) | 0.532 (0.604) | 1.26 (1.12)-VIII | 1.17 (1.31)-IV |
| ZnO       | 24.636          | 0.573| 0.88-VI    | 1.26-VI   |

$^a$Theoretical $Z_{\text{eff}}$ and $p$ obtained from literature; $^b$the crystal radii as well as the cation (CR) and anion (AR) radii with respect to the coordination number (CN) were taken from literature; $^c$for the LiF, NaF and CaF₂ compounds, it is also shown data obtained with the ionic radii (in parentheses). $Z_{\text{eff}}$: the effective atomic number; $p$: packing factor.

### Charge Factor

The greatest difficulty in applying the present model more widely is to obtain $g$. In fact, there are few $g$ values available. In related literature $g$ values for binary systems have been calculated through different methods (ab initio, density functional theory (DFT) and the natural bond orbital (NBO) or Mulliken population charges). As exceptions to the rule, the LiF and NaF fluorides have some values of $g$ available. In these cases, an average charge factor has been used. For the CaF₂ and SiO₂ compounds we have used $g$ taken from CaF and SiO non stoichiometric molecules, respectively. The values of $g$ are shown in Table 2.

### Oxides

Equation 6 has been applied to 6 oxides: BeO, Al₂O₃, MgO, SiO₂, ZnO and Eu₂O₃. Expect for ZnO and SiO₂, the electronegativity difference is greater than 2 as shown in Table 2 and Figure 2. Except for the Eu₂O₃ system, all values were taken from literature.

For the Eu₂O₃ system, the charge factor has been obtained by using the simple overlap model (SOM), the Batista-Longo improved model (BLIM) and the method of equivalent nearest neighbors (MENN). These three models are well known in crystal field calculations for lanthanides containing systems. By saying few words on the models to guide the reader, the first introduces the contribution of the covalence of an ionic bond and reproduces very confidently the crystal field levels of lanthanide containing materials, the second makes explicit the dependence of the Eu ion effective charge with the radial distance, and the third, based on the SOM, uses point group symmetry and electrostatic equilibrium to obtain $g$. This latter also explains the high coordination number (CN) and the weakness of the crystal...
field perturbation of the lanthanide ion site. The authors encourage interested readers to consult the literature.

The BLIM has been developed for a series of europium coordination compounds with eight nearest neighbours (NN). However, the shielding of the 4f orbitals by the 5s and 5p filled shells is valid no matter the host, which leads to very similar energy level scheme of the europium ion no matter the host, and the splitting of levels only depends on the local symmetry. Thus, in any inorganic compound the europium effective charge must be similar, as one can see in literature, in which the Eu ions are at least in two different environments, namely, Eu:SnO$_2$ oxide and Eu:BaLiF$_3$ fluoride. In the Eu$_2$O$_3$ crystal, as in the SnO$_2$, the CN is six. Using the MENN, in order to estimate a reasonable range for $g$, the minimum value is obtained by dividing the Eu ion valence by 6, to give $g_{\text{min}} = 0.5$. The maximum is obtained by calculating the Eu ion effective charge through the BLIM model at the Eu–O middle distance and dividing it by 6 to give $g_{\text{max}} = 0.708$. The charge factor range is very similar to that obtained for oxide and fluoride crystals ($0.5 \leq g \leq 0.8$) as well as comparable to the effective charges obtained by the radial effective charge model. By using an average charge factor of $0.604$, we obtain $\Delta \chi = 2.1$, with a relative error around 9% in comparison to the Pauling’s electronegativity difference. Thus, we postulate that $g$ can be interpreted as the amount of charge transferred to around the middle metal-ligating ion distance, closer to the ligating ion ($g < g_{\text{max}}$), when the chemical bond takes place.

### Fluoride compounds

In fluoride systems, equation 6 has been tested for three materials: LiF, NaF and CaF$_2$. As the fluorine is the most electronegative element, the electronegativity difference between M–F (M stands to the metal atom) is significantly greater than oxides systems (see Table 2 and Figure 2). We have carried out calculations using both ionic and crystal radii and the charge factor follows the same growth trend.

#### Sensitivity of the electronegativity to the ionic radius in fluoride systems

Specifically for the fluoride systems, we performed calculations using both crystal and ionic radii. However, the use of the crystal radius in the $Z_{\text{eff}}$ and $p$ calculations leads to similar estimates to that obtained for the oxides. By using the ionic radius, our estimates deviate satisfactorily in the sense of obtaining $\Delta \chi_p$, which are less than 1, 6 and 9% for LiF, NaF and CaF$_2$, respectively, as shown in Figure 2.

### Table 2. Charge factors and electronegativity differences

| Structure | $g$   | $\Delta \chi_H$ / Pauling unit | $\Delta \chi_p$ / Pauling unit | $\Delta \chi_G$ / Pauling unit | $\Delta \chi_{AR}$ / Pauling unit | $\Delta \chi_A$ / Pauling unit |
|-----------|-------|---------------------------------|---------------------------------|-------------------------------|-----------------------------------|-------------------------------|
| BeO       | 0.62$^a$ | 2.18                            | 2                               | 2                             | 2.03                              | 2.034                         |
| LiF       | 0.90$^{b,c}$ | 2.40 (3.01)                     | 3                               | 3                             | 3.13                              | 3.281                         |
| Al$_2$O$_3$ | 0.63$^d$ | 2.18                            | 2                               | 1.95                          | 2.14                              | 1.997                         |
| MgO       | 0.72$^e$ | 2.20                            | 2.3                             | 2.25                          | 2.27                              | 2.317                         |
| NaF       | 0.92$^{f,g}$ | 2.63 (3.26)                     | 3.1                             | 3.05                          | 3.18                              | 3.324                         |
| SiO$_2$   | 0.55$^h$ | 1.67                            | 1.7                             | 1.65                          | 1.76                              | 1.694                         |
| CaF$_2$   | 0.78$^i$ | 2.21 (2.74)                     | 3                               | 2.95                          | 3.06                              | 3.159                         |
| ZnO       | 0.80$^j$ | 1.88                            | 1.9                             | 2.25                          | 1.84                              | 2.01                          |
| Eu$_2$O$_3$ | 0.60  | 2.10                            | 2.3                             | –                             | –                                 | –                             |

$^a$Nakazato et al.; $^b$Hou et al.; $^c$Cioslowski et al.; $^d$Sousa et al.; $^e$Chong et al.; $^f$Chen et al.; $^g$g: charge factor; $\Delta \chi_H$: this work; $\Delta \chi_p$: Pauling’s electronegativity; $\Delta \chi_G$: Gordy’s electronegativity; $\Delta \chi_{AR}$: Allred-Rochow difference; $\Delta \chi_A$: Allen’s electronegativity. For the LiF, NaF and CaF$_2$, the values calculated with the ionic radius are shown in parentheses.
In comparison to Allen’s scale, relative errors are less than 9, 2 and 14%, respectively.

By using the crystalline radius, we obtained a relative error in a range of 15 and 30% in comparison to the listed scales, for the same series. A similar behavior has also been obtained in the $Z_{\text{eff}}$ calculations for these fluorides. However, the relative error was less than 20% in comparison to $Z_{\text{eff}}$ experimental data obtained in the photoelectric effect region. In addition, the deviation between the $Z_{\text{eff}}$ obtained with the crystalline and ionic radii is less than 5%. Even though the crystalline radius corresponds more closely to the physical size of the ions in a solid, since it varies very little from structure to structure.\textsuperscript{44}

The ionic radius has led to values closer to those in related literature for bonds with higher ionicity, as it is the case of the fluorides. This behavior can be explained by the fact that the anion radius in fluorides is higher than the covalent radius. The increasing repulsion between the electrons during the process of formation of the compound causes their spreading in space. Under such circumstances, the electron do not stay in the original atom, because the oxidation of the metal atom and the reduction of the non metal atom is the way of stabilizing the chemical species by getting the electronic configuration of a noble gas. Therefore, there is a greater amount of charge transferred in fluorides than in oxide systems, as it can be noted through the magnitude of $g$. That is, more space is needed to the electronic cloud around the $F^{-}$ nucleus. Therefore, our estimates are closer to all scales by using the ionic radius in the calculations of $Z_{\text{eff}}$ and $p$. The use of ionic radius is, then, physically acceptable and seems to describe the properties of these fluoride compounds more adequately, due to a high degree of ionicity. Thus, the distance between the negative and positive center of charge plays an important role to justify the spread of each electron transferred in chemical bonding.

Comparison with other scales

Figure 2 shows a comparison between all electronegativity differences treated here. In the horizontal axis one can see $\Delta \chi$ obtained with equation 6. This scale presents the same trends as in most other scales in the literature. Allen’s scale has been converted to the Pauling scale adequately.\textsuperscript{23,45}

In Figure 2 one can also note that the relative errors of $\Delta \chi$ are around 10% in comparison with those of Pauling, Gordy,\textsuperscript{19} Allred-Rochow\textsuperscript{21} and Allen.\textsuperscript{22} For the CaF$_2$ fluoride, our achievements show an average relative error of 10%. However, the CaF non stoichiometric system has not the same charge distribution of the CaF$_2$ crystal. This explains such mismatch. In contrast, we can do one more analysis about the charge transferred in the Ca–F bonding using the octet rule. Note that the two 4s electrons (calcium atom) is completely transferred to the 2p orbital (of both fluorine atoms). Therefore, the charge factor of the Ca–F bond should be 1. Using this argument and $Z_{\text{eff}}$ and $p$ calculated with the ionic radius, we obtained $\Delta \chi = 2.84$, meaning a relative error of 5.5% compared to Pauling’s scale.

Electronegativity is a concept related to reactivity and charge transfer between atoms and specify ionic or covalent character of the final compound. In our calculations, which can be used to any ionic solid, we have noted that, in fluoride compounds, entering the ionic radii, not the crystalline radii, $\Delta \chi$ is best reproduced. At this moment, our interpretation is: the greater the charge factor, the great the space around the ion to house it. We end by highlighting that understanding electronegativity is still a challenge, including obtaining the $g$ factor. Equation 6 is a contribution on how ions organize themselves in a solid, through the packing factor $p$, and how electrons are transferred in the process of ionic chemical bonding, through $g$.

Conclusions

In summary, we are announcing an alternative analytical expression to calculate the electronegativity difference ($\Delta \chi$) of any binary ionic solid, by postulating a relationship between $\Delta \chi$, the effective charge ($ge$) involved in the bond and the effective atomic number ($Z_{\text{eff}}$). This expression was applied to nine binary compounds, namely, BeO, LiF, Al$_2$O$_3$, MgO, NaF, SiO$_2$, CaF$_2$, ZnO and Eu$_2$O$_3$. Deviations around 10% were obtained by using the charge factor, $g$, taken from \textit{ab initio} or phenomenological procedures in comparison to four electronegativity scales, namely, Pauling, Gordy, Allred-Rochow and Allen. We have also shown that $\Delta \chi$ increases with $g$, as expected. $g$ is postulated as the amount of charge transferred from the metal to the non-metal atoms when the chemical bond occurs. A correcting factor to $\bar{R}_{AB}$ and $\Delta \chi$, which depends on $p$, $Z_A$, $Z_B$, $Z_{\text{eff}}$ has been introduced. The values of $g$, the fraction of the electron transferred, play the important role of indicating the ionic character of the chemical bond. Our model shows that a large $g$ means a large $\Delta \chi$ and, consequently, greater ionic character. The satisfactory calculations mean a strong indication that our expression can be used to determine $\Delta \chi$ in any binary ionic compounds (not only for diatomic molecules and including all chemical elements). The challenge remaining is to find an analytical way of obtaining the charge factor.
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