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Abstract. A rank-adaptive integrator for the approximate solution of high-order tensor differential equations by tree tensor networks is proposed and analyzed. In a recursion from the leaves to the root, the integrator updates bases and then evolves connection tensors by a Galerkin method in the augmented subspace spanned by the new and old bases. This is followed by rank truncation within a specified error tolerance. The memory requirements are linear in the order of the tensor and linear in the maximal mode dimension. The integrator is robust to small singular values of matricizations of the connection tensors. Up to the rank truncation error, which is controlled by the given error tolerance, the integrator preserves norm and energy for Schrödinger equations, and it dissipates the energy in gradient systems. Numerical experiments with a basic quantum spin system illustrate the behavior of the proposed algorithm.
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1. Introduction. A tree tensor network (TTN) is a tensor in a data-sparse hierarchical format. Our interest here is to use TTNs for the approximate solution of evolutionary tensor differential equations of high order \( d \),

\[
\dot{A}(t) = F(t, A(t)), \quad A(t_0) = A^0 \in \mathbb{C}^{n_1 \times \cdots \times n_d}.
\]  

(1.1)

In particular, though by no means exclusively, such problems arise in quantum dynamics, where \( 1 \) can represent a quantum spin system or a spatially discretized multi- to many-body Schrödinger equation. The multilayer MCTDH method in the chemical physics literature \cite{31} and matrix product states and more general TTNs in the quantum physics literature \cite{27} approximate the solution of (1.1) by TTNs with time-dependent bases and connection tensors. Their evolution is determined by the Dirac–Frenkel time-dependent variational principle \cite{17, 20}, which projects the right-hand side of (1.1) orthogonally onto the tangent space of the approximation manifold \( \mathcal{M} \) (here, TTNs of a fixed tree rank) at the current approximation \( Y(t) \),

\[
\dot{Y}(t) = P_{Y(t)}F(t, Y(t)), \quad Y(t_0) = Y^0 \in \mathcal{M}.
\]  

(1.2)

The numerical integration of (1.2) encounters substantial difficulties: first, the abstract differential equation (1.2) cannot be integrated as is but instead one needs differential equations for the basis matrices and connection tensors in the TTN representation. Such differential equations for the factors were derived from (1.2) in \cite{31}, but the resulting differential equations become near-singular in the typical presence of small singular values of matricizations of the connection tensors. This necessitates the use of tiny stepsizes for standard integrators applied to the differential equations of the factors; cf. \cite{15}. This problem does not appear with the projector-splitting integrator, which splits the tangent space projection \( P_Y \) into an alternating sum of subprojections. This splitting leads to an efficiently implementable integrator that

\*Mathematisches Institut, Universität Tübingen, Auf der Morgenstelle 10, D–72076 Tübingen, Germany. Email: {lubich,sulz}@na.uni-tuebingen.de

**Institute of Mathematics, EPF Lausanne, 1015 Lausanne, Switzerland. Email: gianluca.ceruti@epfl.ch
has been shown to be robust to small singular values; see [22, 15] for low-rank matrix differential equations, [21, 24] for the approximation of tensor differential equations by Tucker tensors of given multilinear rank, [23, 14, 15] for tensor trains / matrix product states of given ranks, and recently [4, 19] for general tree tensor networks of given tree rank.

In many situations, it is desirable not to fix the tree rank a priori but to choose it adaptively in every time step, because the optimal ranks required for a given approximation accuracy may vary strongly with time and within the tree. Moreover, rank adaptivity can indicate up to which time the solution can be approximated with a prescribed maximal rank. Various elaborate rank-adaptive versions of the projector-splitting integrator for tensor trains / matrix product states have recently been developed in [7, 9, 32], which differ in the way how subspaces are augmented.

Here we follow a different approach to a rank-adaptive TTN integrator, which is not based on the projector-splitting integrator. We extend the rank-adaptive integrator for dynamical low-rank approximation of matrix differential equations recently given in [2], which updates the left and right bases and then does a Galerkin approximation in the augmented subspace spanned by the old and new bases, followed by rank truncation with a prescribed error tolerance. This approach is conceptually and algorithmically simpler than rank adaptivity in the framework of the projector-splitting integrator, and it has been shown to retain the robustness to small singular values and to have favorable structure-preserving properties. Furthermore, it has a more parallel algorithmic structure and has no substeps with propagation backward in time, as opposed to the projector-splitting integrator. It is related to the Basis-Update & Galerkin fixed-rank integrator of [3], which however uses only the new bases in the Galerkin method. The novel rank-adaptive integrator was already extended to Tucker tensors in the same paper [2], where the matrix version was presented. Here we extend it to the more intricate situation of general TTNs, study its theoretical properties and present results of numerical experiments for a problem from quantum physics.

There are two preparatory sections: In Section 2 we recall TTNs in the formalism of [4], which was found useful for the formulation, implementation and analysis of numerical methods for TTNs. In Section 3 we recapitulate the rank-adaptive Tucker tensor integrator of [2] and give a simple extension to r-tuples of Tucker tensors with common basis matrices.

In Section 4 we formulate the algorithm of the rank-adaptive TTN integrator. The algorithm updates and augments the bases and augments and evolves the connection tensors by a Galerkin method in a recursion from the leaves to the root, and finally truncates the ranks adaptively in a recursion from the root to the leaves.

Section 5 briefly discusses the exactness property and robust error bound (independent of small singular values) of the new TTN integrator. We do not include a proof of these fundamental properties here, because the results are essentially the same as for the TTN integrator based on the projector-splitting integrator [4] and because the proof combines the proofs of the analogous results in [2, 3] and [4] in a direct way.

In Section 6 we show that, up to a multiple of the truncation tolerance, the rank-adaptive integrator conserves the norm and energy for Schrödinger equations and dissipates the energy for gradient systems.

Section 7 presents numerical experiments with a basic quantum spin system, the Ising model in a transverse field [28]. An interesting observation in our experiments is
that for this model, the ranks and numbers of free parameters required for a TTN on a binary hierarchical tree of minimal height turn out to be significantly smaller than those required for a matrix product state (MPS), which is a TTN on a binary tree of maximal height. This may come unexpected as the Ising model has only nearest-neighbor interactions, which are well represented by an MPS. However, MPSs appear to struggle with capturing long-range effects for this model. In any case, the rank-adaptive TTN integrator proves to be a useful tool to numerically study the influence of the tree structure in the TTN approximation of a many-body quantum system.

In the Appendix we give a derivation and error analysis of the recursive TTN rank-truncation algorithm that we use in the rank-adaptive integrator. This is based on higher-order singular value decomposition (HOSVD) [6] and applies to general trees. For TTNs on binary trees, a different formulation and error analysis of an HOSVD-based rank truncation algorithm was previously given in [13, Section 11.4.2].

2. Recap: Tree Tensor Networks.

In this section we recall the tree tensor network formalism of [4], which gives a recursive construction of basis matrices and connection tensors in a concise mathematical notation. As a preparation for the TTN integrator, we also recapitulate how operators on tree tensor networks near a given starting value are reduced to operators on tensor networks on subtrees via suitable orthogonal restrictions and prolongations.

We write tensors in italic capitals and matrices in boldface capitals throughout the paper.

2.1. Tucker tensors. The $i$th matricization (see, e.g., [16]) of a tensor $A \in \mathbb{C}^{n_1 \times \cdots \times n_d}$ is denoted as $\text{Mat}_i(A) \in \mathbb{C}^{n_i \times n_{-i}}$, where $n_{-i} = \prod_{j \neq i} n_j$. Its $k$th row aligns all entries of $A$ that have $k$ as the $i$th subscript, usually with reverse lexicographic ordering. The inverse operation to $\text{Mat}_i$ is called tensorization and is denoted by $\text{Ten}_i$. For a tensor $A$ and a matrix $A(i)$ of compatible dimensions, we have $A = \text{Ten}_i(A(i))$ if and only if $A(i) = \text{Mat}_i(A)$.

The multilinear rank $(r_1, \ldots, r_d)$ of a tensor $A$ is defined as the $d$-tuple of ranks $r_i$ of the $i$th matricization $\text{Mat}_i(A)$. It is known from [6] that $A$ has multilinear rank $(r_1, \ldots, r_d)$ if and only if it has a Tucker decomposition

$$ A = C X^d_{i=1} U_i, \quad \text{i.e.,} \quad a_{k_1,\ldots,k_d} = \sum_{l_1=1}^{r_1} \cdots \sum_{l_d=1}^{r_d} c_{l_1,\ldots,l_d} u^{(1)}_{k_1,l_1} \cdots u^{(d)}_{k_d,l_d}, \quad (2.1) $$

where each basis matrix $U_i = (u^{(i)}_{k,l}) \in \mathbb{C}^{n_i \times r_i}$ has orthonormal columns and the core tensor $C \in \mathbb{C}^{r_1 \times \cdots \times r_d}$ has full multilinear rank $(r_1, \ldots, r_d)$.

We recall the useful formula for the matricization of Tucker tensors, see [16],

$$ \text{Mat}_i \left( C X^d_{j=1} U_j \right) = U_i \text{Mat}_i(C) \bigotimes_{j \neq i} U_j^T. \quad (2.2) $$

2.2. Tree tensor networks. Tree tensor networks are constructed by hierarchical Tucker decompositions. For the precise formulation, we use the notation of [4] and work with the following class of trees that encode the hierarchical structure.

**Definition 2.1 (Ordered trees with unequal leaves).** Let $\mathcal{L}$ be a given finite set, the elements of which are referred to as leaves. We define the set $\mathcal{T}$ of trees $\tau$ with the corresponding set of leaves $L(\tau) \subseteq \mathcal{L}$ recursively as follows:

- The empty tree $\epsilon$ is in $\mathcal{T}$.
- For any tree $\tau \in \mathcal{T}$, we define the subtree $\tau'$ that results from removing all leaves with the same label and leaving the rest of $\tau$ intact.
- If $\mathcal{T}$ does not contain any trees with the same label, we define $\mathcal{T}$ to be a set of trees.

We write $\text{TTN}(\mathcal{T})$ for the set of tree tensor networks with tree structure $\mathcal{T}$. For a tree $\tau \in \mathcal{T}$, we define $\text{TTN}(\tau)$ to be the set of all tree tensor networks with the tree structure $\tau$.
\( \tau_1 = (2, 4, 6) \quad \tau_2 = (3, 1) \quad \tau_3 = 5 \)
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\( \tau = (\tau_1, \tau_2, \tau_3) \)
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Fig. 2.1. Graphical representation of a tree and three subtrees with the set of leaves \( \mathcal{L} = \{1, 2, 3, 4, 5, 6\} \).

(i) Leaves are trees: \( \mathcal{L} \subset \mathcal{T} \), and \( L(l) := \{l\} \) for each \( l \in \mathcal{L} \).

(ii) Ordered \( m \)-tuples of trees with different leaves are again trees: If, for some \( m \geq 2 \),

\[
\tau_1, \ldots, \tau_m \in \mathcal{T} \quad \text{with} \quad L(\tau_i) \cap L(\tau_j) = \emptyset \quad \forall i \neq j,
\]

then their ordered \( m \)-tuple is in \( \mathcal{T} \):

\[
\tau := (\tau_1, \ldots, \tau_m) \in \mathcal{T}, \quad \text{and} \quad L(\tau) := \bigcup_{i=1}^{m} L(\tau_i).
\]

The graphical interpretation is that leaves are trees and every other tree is obtained by connecting a root to several trees; see Figure 2.1.

The trees \( \tau_1, \ldots, \tau_m \) are called direct subtrees of the tree \( \tau = (\tau_1, \ldots, \tau_m) \), which together with direct subtrees of direct subtrees of \( \tau \) etc. are called the subtrees of \( \tau \). The subtrees are in a bijective correspondence with the vertices of the tree, by assigning to each subtree its root.

A partial ordering of trees is obtained by setting for \( \sigma, \tau \in \mathcal{T} \)

\[
\sigma \leq \tau \quad \text{if and only if} \quad \sigma \text{ is a subtree of } \tau,
\]

\[
\sigma < \tau \quad \text{if and only if} \quad \sigma \leq \tau \quad \text{and} \quad \sigma \neq \tau.
\]

We fix \( \bar{\tau} \in \mathcal{T} \) as a maximal tree, with \( L(\bar{\tau}) = \mathcal{L} \). With each leaf \( l \in \mathcal{L} \) we associate a basis matrix \( U_l \in \mathbb{C}^{n_l \times r_l} \) of rank \( r_l \leq n_l \). With each tree \( \tau = (\tau_1, \ldots, \tau_m) \leq \bar{\tau} \) we associate a connection tensor \( C_\tau \in \mathbb{C}^{r_\tau \times r_{\tau_1} \times \cdots \times r_{\tau_m}} \) of full multilinear rank \((r_\tau, r_{\tau_1}, \ldots, r_{\tau_m})\).

A necessary condition for the connection tensor \( C_\tau \) to have full multilinear rank is that (with \( r_{\tau_m} := r_\tau \))

\[
r_{\tau_i} \leq \prod_{j \neq i} r_{\tau_j}, \quad i = 0, \ldots, m.
\]

This compatibility of ranks will always be assumed in the following. We further assume \( r_{\bar{\tau}} = 1 \).

4
From the basis matrices $U_l$ ($l \in L$) and connection tensors $C_\tau$ ($\tau \in \mathcal{T} \setminus L$ with $\tau \leq \bar{\tau}$), a tree tensor network is defined recursively in the following way [4].

**Definition 2.2 (Tree tensor network).** For a given tree $\bar{\tau} \in \mathcal{T}$ and basis matrices $U_1$ and connection tensors $C_\tau$ as described above, we recursively define a tensor $X_{\bar{\tau}}$ with a tree tensor network representation (or briefly a tree tensor network) as follows:

(i) For each leaf $\tau = l \in L$, we set

\[ X_l := U_l^T \in \mathbb{C}^{r_l \times n_l}. \]

(ii) For each subtree $\tau = (\tau_1, \ldots, \tau_m)$ (for some $m \geq 2$) of $\bar{\tau}$, we set $n_\tau = \prod_{i=1}^m n_{\tau_i}$ and

\[ X_\tau := C_\tau \times_0 I, \quad X_{\tau_i} \in \mathbb{C}^{r_\tau \times n_{\tau_1} \times \cdots \times n_{\tau_m}}, \]

\[ U_\tau := \text{Mat}_0(X_\tau)^T \in \mathbb{C}^{n_\tau \times r_\tau}. \]

The subscript $0$ in $\times_0$ and $\text{Mat}_0(X_\tau)$ refers to the mode $0$ of dimension $r_\tau$ in $\mathbb{C}^{r_\tau \times n_{\tau_1} \times \cdots \times n_{\tau_m}}$.

The tree tensor network $X_{\bar{\tau}}$ (more precisely, its representation in terms of the matrices $U_1$) is called orthonormal if for each subtree $\tau < \bar{\tau}$, the matrix $U_\tau$ has orthonormal columns.

With $n = \max_l n_\ell$, $r = \max_\tau r_\tau$, and $m + 1$ the maximal order of the connection tensors, the basis matrices and connection tensors then have less than $dnr + d^{m+1} \ll n^d$ entries.

Tree tensor networks were first used in physics [31, 27]. In the mathematical literature, tree tensor networks with binary trees have been studied as **hierarchical tensors** [13] and with general trees as **tensors in tree-based tensor format** [10, 11], see also the survey [1].

We define the height of a tree $\tau$ by $0$ if $\tau = l$ is a leaf, and for $\tau = (\tau_1, \ldots, \tau_m)$, we set $h(\tau) = 1 + \max\{h(\tau_1), \ldots, h(\tau_m)\}$. Tensor trains are tree tensor networks of maximal height. Tucker tensors have height 1.

The set $\mathcal{M}_{\bar{\tau}} = \mathcal{M}(\bar{\tau}; (n_l)_{l \in L}, (r_\tau)_{\tau \leq \bar{\tau}})$ of tree tensor networks on a tree $\bar{\tau} \in \mathcal{T}$ with given dimensions $(n_l)_{l \in L}$ and tree rank $(r_\tau)_{\tau \leq \bar{\tau}}$ is known to be a smooth embedded manifold in the tensor space $\mathbb{C}^{\times \times \times n}$; see [29], where binary trees are considered, and also [10].

In this paper we will work with orthonormal tree tensor networks. The following key lemma localizes orthonormality at the (small) connection tensors $C_\tau$ instead of the computationally inaccessible (huge) matrices $U_\tau$.

**Lemma 2.3.** [4, Lemma 2.4] For a tree $\tau = (\tau_1, \ldots, \tau_m) \in \mathcal{T}$, let the matrices $U_\tau$ have orthonormal columns. Then, the matrix $U_\tau$ has orthonormal columns if and only if the matricization $\text{Mat}_0(C_\tau)^T$ has orthonormal columns.

By the recursive definition of tree tensor networks and the lemma, we see that each tree tensor network has a representation with basis matrices $U_\tau$ having orthonormal columns. One can obtain such an orthonormal representation by performing multiple QR-decompositions recursively from the leaves to the root. At a leaf with $l = \tau_i$ and corresponding connection tensor $C_{\tau_i}$, one computes the QR decomposition $U_l = Q_l R_l$ and sets $U_l = Q_l$ and $C_{\tau_i} = C_{\tau_i} \times_i R_l$. At a connection tensor one computes the QR decomposition $\text{Mat}_0(C_\tau)^T = Q_{\tau_i} R_{\tau_i}$ and sets $C_{\tau_i} = \text{Ten}_0(Q_{\tau_i})$ and $C_{\tau_i} = C_{\tau_i} \times_i R_{\tau_i}$.

The contraction product of two tree tensor networks $X_{\tau_i}, Y_{\tau_i} \in \mathbb{C}^{r_\tau \times n_{\tau_i} \times \cdots \times n_{\tau_m}}$ is defined by

\[ \langle X_{\tau_i}, Y_{\tau_i} \rangle := (\text{Mat}_0(X_{\tau_i})^T) \ast \text{Mat}_0(Y_{\tau_i})^T \in \mathbb{C}^{r_\tau \times r_\tau}. \]
where * is the conjugate transpose. By formula (2.2), the product can be implemented recursively in an efficient way; see [4] for details. This allows us to compute the product without ever computing the full tensors.

For a maximal tree \( \tilde{\tau} \), we have \( r_{\tilde{\tau}} = 1 \). Therefore the product of two tree tensor networks \( (X_{\tau}, Y_{\tau}) \in \mathbb{C} \), and \( \sqrt{X_{\tau}, X_{\tau}} \) is the Euclidean norm of the orthonormal tree tensor network \( X_{\tau} \) (i.e., the Euclidean norm of the vectorized tensor).

2.3. Reducing tree tensor network operators to subtrees. Suppose that on the maximal tree \( \tilde{\tau} \) we have a given tree tensor network \( Y_{\tilde{\tau}}^0 \) and a (nonlinear) operator \( F_{\tilde{\tau}} \) that maps tensors in the tree tensor network representation corresponding to the tree \( \tilde{\tau} \) to tensors of the same type. We will need reduced versions \( Y_{\tau}^0 \) and \( F_{\tau} \) of the given \( Y_{\tilde{\tau}}^0 \) and \( F_{\tilde{\tau}} \) on all subtrees \( \tau < \tilde{\tau} \), such that \( F_{\tau} \) maps tensors in the tree tensor network representation corresponding to the subtree \( \tau \) to tensors of the same type. In [4] it is described how \( Y_{\tilde{\tau}}^0 \) and \( F_{\tilde{\tau}} \) can be recursively constructed by (linear) prolongation and restriction operators.

We briefly summarize the main results and refer to [4] for more details.

For a tree \( \tau = (\tau_1, \ldots, \tau_m) \) we introduce the space \( \mathcal{V}_\tau = \mathbb{C}^{r_{\tau_1} \times n_{\tau_1} \times \cdots \times n_{\tau_m}} \), and \( \mathcal{M}_\tau = \mathcal{M}(\tau, (n_i)_{i \in \mathbb{L}(\tau)}, (r_\sigma))_{\sigma \leq \tau} \subset \mathcal{V}_\tau \) denotes the manifold of tree tensor networks of full tree rank \( (r_\sigma)_{\sigma \leq \tau} \), which is embedded in \( \mathcal{V}_\tau \). The given nonlinear operator \( F_{\tau} : \mathcal{V}_\tau \to \mathcal{V}_\tau \) is considered near a tree tensor network \( Y_{\tilde{\tau}}^0 \in \mathcal{M}_{\tilde{\tau}} \) (referred to as starting value). Assume by induction that \( F_{\tau} : \mathcal{V}_\tau \to \mathcal{V}_\tau \) and a starting value \( Y_{\tilde{\tau}}^0 \in \mathcal{M}_{\tilde{\tau}} \) are already constructed for some subtree \( \tau = (\tau_1, \ldots, \tau_m) \). We then construct the nonlinear operators \( F_{\tau_i} : \mathcal{V}_{\tau_i} \to \mathcal{V}_{\tau_i} \) and the starting values \( Y_{\tau_i}^0 \) for the direct subtrees \( \tau_i \) of \( \tau \).

Consider a tree tensor network \( Y_{\tau_i}^0 = C_{\tau_i}^0 \times_0 I, X_{j=1}^m U_{\tau_i}^0 \) and define

\[
V_{\tau_i}^0 = \text{Mat}_i(Ten_i(Q_{\tau_i}^0)) \times_0 I, X_{j=1}^m U_{\tau_i}^0, \]

where \( Q_{\tau_i}^0 \) is the unitary factor in the QR decomposition \( \text{Mat}_i(C_{\tau_i}^0) = Q_{\tau_i}^0 R_{\tau_i}^0 \).

Then, the prolongation \( \pi_{\tau,i} : \mathcal{V}_{\tau_i} \to \mathcal{V}_{\tau} \) and restriction \( \pi_{\tau,i}^\dagger : \mathcal{V}_{\tau} \to \mathcal{V}_{\tau_i} \) (which both depend on the starting value \( Y_{\tau_i}^0 \)) are defined as the linear operators

\[
\pi_{\tau,i}(Y_{\tau_i}) = Ten_i((V_{\tau_i}^0 \text{Mat}_0(Y_{\tau_i}))^\top) \in \mathcal{V}_{\tau} \quad \text{for } Y_{\tau_i} \in \mathcal{V}_{\tau_i},
\]

\[
\pi_{\tau,i}^\dagger(Z_{\tau}) = Ten_i((\text{Mat}_i(Z_{\tau})V_{\tau_i}^0)^\top) \in \mathcal{V}_{\tau_i} \quad \text{for } Z_{\tau} \in \mathcal{V}_{\tau}.
\]

It is shown in [4] that \( \pi_{\tau,i}^\dagger \) is both a left inverse and the adjoint of \( \pi_{\tau,i} \).

For the given (nonlinear) operator \( F_{\tilde{\tau}} = F : \mathcal{V}_{\tilde{\tau}} \to \mathcal{V}_{\tilde{\tau}} \) and a tree tensor network \( Y_{\tilde{\tau}}^0 \in \mathcal{M}_{\tilde{\tau}} \), we then define recursively for each tree \( \tau = (\tau_1, \ldots, \tau_m) \leq \tilde{\tau} \) and for \( i = 1, \ldots, m \)

\[
F_{\tau_i} := \pi_{\tau_i}^\dagger \circ F_{\tau} \circ \pi_{\tau,i},
\]

\[
Y_{\tau_i}^0 := \pi_{\tau_i}^\dagger(Y_{\tau_i}^0).
\]

In [4] it is shown how to implement the prolongations and restrictions in an efficient recursive way. Moreover, the following two important properties about the prolongation and restriction are proved.

(i) If the tree tensor network \( Y_{\tilde{\tau}}^0 \) has full tree rank \( (r_\sigma)_{\sigma \leq \tilde{\tau}} \), then \( Y_{\tau}^0 \) has full tree rank \( (r_\sigma)_{\sigma \leq \tau} \) for every subtree \( \tau \leq \tilde{\tau} \).

(ii) Let \( \tau = (\tau_1, \ldots, \tau_m) \in \mathcal{T} \) and \( i \in \{1, \ldots, m\} \). If \( Y_{\tau_i} \in \mathcal{M}_{\tau_i} \), then the prolongation \( \pi_{\tau,i}(Y_{\tau_i}) \) is in \( \mathcal{M}_{\tau} \).
3. Rank-adaptive integrator for extended Tucker tensors. We recapitulate the rank-adaptive integrator for Tucker tensors of [2] in Section 3.1 and we extend the algorithm to $r$-tuples of Tucker tensors with common basis matrices in Section 3.2. This extension will be important for formulating the rank-adaptive integrator for tree tensor networks.

3.1. Recap: rank-adaptive integrator for Tucker tensors. We start from a Tucker tensor

$$ Y^0 = C^0 X^d_{i=1} U^0_i, $$

where the basis matrices $U^0_i \in \mathbb{C}^{n_i \times r^0_i}$ have orthonormal columns and $C^0 \in \mathbb{C}^{r^0_1 \times \cdots \times r^0_d}$ is a tensor of full multilinear rank $(r^0_1, \ldots, r^0_d)$.

Rank-adaptivity requires procedures to increase the rank as well as to truncate the rank. The truncation is usually done by a higher-order singular value decomposition (HOSVD) [6]. What distinguishes different approaches to rank-adaptivity is the way how the basis matrices and the core tensor are augmented; cf. [2, 7, 8, 9, 32]. This requires extra information that is not available from the approximation to the solution at a single point in time. The approach to rank augmentation taken in [2] is particularly simple and turns out to be very effective and to enhance the qualitative properties of the integrator. A time step from $t_0$ to $t_1$ of the rank-adaptive Basis-Update & Galerkin (BUG) integrator for Tucker tensors proposed in [2] proceeds as follows:

1. (Updated and augmented bases) For $i = 1, \ldots, d$ (in parallel), update the basis matrices $U^0_i \in \mathbb{C}^{n_i \times r^0_i}$ to $U'_i \in \mathbb{C}^{n_i \times \tilde{r}_i}$ and compute an orthonormal basis $\hat{U}_i \in \mathbb{C}^{n_i \times \tilde{r}_i}$ (with $\tilde{r}_i \leq 2r^0_i$, typically $\tilde{r}_i = 2r^0_i$) of the subspace spanned by the columns of both the old and new basis matrices $U^0_i$ and $U'_i$.

2. (Galerkin method in the augmented subspace $\tilde{X} := \mathbb{C}^{\tilde{r}_1 \times \cdots \times \tilde{r}_d} X^d_{i=1} \hat{U}_i$) Project the tensor differential equation orthogonally onto the space $\tilde{X}$ and solve the initial value problem from $t_0$ to $t_1$, using the orthogonally projected starting tensor. This yields an update of the initial core tensor $C^0 \in \mathbb{C}^{r^0_1 \times \cdots \times r^0_d}$ to an augmented core tensor $\tilde{C}^1 \in \mathbb{C}^{\tilde{r}_1 \times \cdots \times \tilde{r}_d}$, obtained as the solution at time $t_1$ of a differential equation for the core tensor starting from an augmented core tensor $\tilde{C}^0 \in \mathbb{C}^{\tilde{r}_1 \times \cdots \times \tilde{r}_d}$ given as $\tilde{C}^0 = \tilde{C}^0 X^d_{i=1} (U'_i U^0_i)$.

3. (Rank truncation) Truncate the updated and augmented Tucker tensor

$$ \tilde{Y}^1 = \tilde{C}^1 X^d_{i=1} \hat{U}_i \quad \text{within a given tolerance to a modified multilinear rank} \quad (r^1_1, \ldots, r^1_d), \quad \text{using HOSVD.} $$

This procedure yields the updated Tucker tensor in factorized form,

$$ Y^1 = C^1 X^d_{i=1} U^1_i, $$

where the basis matrices $U^1_i \in \mathbb{C}^{n_i \times r^1_i}$ have orthonormal columns and $C^1 \in \mathbb{C}^{r^1_1 \times \cdots \times r^1_d}$ is a tensor of full multilinear rank $(r^1_1, \ldots, r^1_d)$. This serves as the starting value for the next time step, and so on.

In 1., the $i$th basis is updated by solving the projected tensor differential equation for $Y_i(t) \in X_i := C^0 X_{j \neq i} U^0_j \times_i \mathbb{C}^{n_i \times r^0_i} \subset \mathbb{C}^{n_1 \times \cdots \times n_d}$, where only the matrix in the $i$th mode is varied:

$$ \langle \dot{Y}_i(t), X_i \rangle = \langle F(t, Y_i(t)), X_i \rangle \quad \forall X_i \in X_i, $$

$$ \langle Y_i(t_0), X_i \rangle = \langle Y^0, X_i \rangle \quad \forall X_i \in X_i, $$
which is equivalent to the \( n_i \times r^0_i \) matrix differential equation in Algorithm 2. There, an update \( U'_i \) of the orthonormal basis would be obtained as the orthogonal factor in a QR decomposition of \( K_i(t_1) \) \([3]\). Since \( K_i(t_1) \) and \( U'_i \) have the same range, we build the augmented orthonormal basis \( \hat{U} \) directly from \((K_i(t_1), U^0_i)\) instead of the combined new and old bases \((U'_i, U^0_i)\).

In 2., the core tensor is updated by solving the projected tensor differential equation for \( \hat{Y}(t) \in \hat{\mathcal{X}} := C^{\hat{r}_1 \times \cdots \times \hat{r}_d} \mathcal{X}^d_{i=1} \hat{U}_i \subset C^{n_1 \times \cdots \times n_d} \), where only the core tensor is varied:

\[
\begin{align*}
\dot{\hat{Y}}(t), \hat{X}) &= \langle F(t, \hat{Y}(t)), \hat{X} \rangle \\
(\hat{Y}(t_0), \hat{X}) &= \langle Y^0, \hat{X} \rangle \\
\end{align*}
\]

which is equivalent to the tensor differential equation in Algorithm 3.

For the precise formulation of the algorithm, it is convenient to introduce subflows \( \Phi^{(i)} \) and \( \Psi \) which correspond to the updates of the basis matrices and the core tensor, respectively. In addition, as formulated in \([2]\), there is the rank truncation algorithm \( \Theta \) via HOSVD depending on a given truncation tolerance \( \vartheta \).

The approximation \( Y^1 \) after one time step at time \( t_1 \) is then obtained by Algorithm 1 in which matrices and tensors with doubled rank carry a hat. The maps \( \Phi^{(i)} \) and \( \Psi \) are defined in Algorithms 2 and 3 respectively. The algorithm can be written schematically as

\[
Y^1 = \Theta \circ \Psi \circ (\Phi^{(1)}, \ldots, \Phi^{(d)})(Y^0).
\]

The matrix differential equations for \( K_i(t) \in C^{n_i \times r^0_i} \) in Algorithm 2 and the tensor differential equation for \( \hat{C}(t) \in C^{\hat{r}_1 \times \cdots \times \hat{r}_d} \) are solved approximately using a standard integrator such as a Runge–Kutta method.

---

**Algorithm 1: Rank-adaptive Tucker integrator**

**Data:** Tucker tensor \( Y^0 = C^0 X^d_{i=1} U^0_i \) in factorized form of multilinear rank \((r^0_1, \ldots, r^0_d)\), function \( F(t, Y) \), \( t_0, t_1 \), tolerance parameter \( \vartheta \)

**Result:** Tucker tensor \( Y^1 = C^1 X^d_{i=1} U^1_i \) in factorized form of multilinear rank \((r^1_1, \ldots, r^1_d)\), where \( r^1_i \leq 2r^0_i \)

**begin**

\[\text{for } i = 1 : d \text{ in parallel do} \]

\[\text{compute } [\hat{U}_i, \hat{M}_i] = \Phi^{(i)}(Y^0, F, t_0, t_1) \]

\[\% \text{ update and augment the } i\text{th basis matrix (see Algorithm 2)} \]

\[\text{end} \]

compute \( \hat{C}_1 = \Psi\left(C^0, (\hat{U}_i)_{i=1}^d, (\hat{M}_i)_{i=1}^d, F, t_0, t_1\right) \)

\[\% \text{ augment and update the core tensor (see Algorithm 3)} \]

set \( \hat{Y}^1 = \hat{C}_1 X^d_{i=1} \hat{U}_i \)

compute \( Y^1 = \Theta(\hat{Y}^1, \vartheta) \) \[\% \text{ rank truncation} \]

**end**
The following lemma shows that the subflow $\Phi_0$ tensor in Tucker format of multilinear rank $(\hat{r}_i)$ can be ignored in the algorithm.

**Lemma 3.1.** With an appropriate choice of orthogonalization, the action of the subflow $\Phi_0(Y_0)$ on $Y_0$ becomes trivial, i.e.,

$$\Phi_0(Y_0) = [\hat{U}_0, \hat{M}_0] = [I, I].$$

\[Algorithm 2: \text{Subflow } \Phi^{(i)} (\text{update and augment the } i\text{th basis matrix})\]

**Data:** Tucker tensor $Y^0 = C^0 X_{j=1}^d U_j^0$ of multilinear rank $(r_1, \ldots, r_d)$ in factorized form, function $F(t,Y)$, $t_0, t_1$

**Result:** Updated and augmented basis matrix $\hat{U}_i \in \mathbb{C}^{n_i \times \hat{r}_i}$ (typically $\hat{r}_i = 2r_i$) with orthonormal columns, auxiliary matrix $\hat{M}_i$.

\[
\text{begin} \\
\quad \text{compute the QR-decomposition } \text{Mat}_i(C^0)^T = Q_i S_i^{0,T}; \\
\quad \text{solve the } n_i \times r_i \text{ matrix differential equation from } t_0 \text{ to } t_1 \\
\quad \hat{K}_i(t) = F_i(t, \hat{K}_i(t) Y_i^{0,T}) Y_i^0, \quad \hat{K}_i(t_0) = U_i^0 S_i^0; \\
\quad \text{with } F_i(t, \cdot) := \text{Mat}_i \circ F(t, \cdot) \circ \text{Ten}_i \text{ and } V_i^{0,T} := Q_i T \otimes_{j \neq i} U_i^{0,T}; \\
\quad \text{compute } \hat{U}_i \text{ as an orthonormal basis of the range of the } n_i \times 2r_i \text{ matrix} \\
\quad (\hat{K}_i(t_1), U_i^0); \\
\quad \text{set } \hat{M}_i = \hat{U}_i U_i^0. \\
\text{end}
\]

\[Algorithm 3: \text{Subflow } \Psi (\text{augment and update the core tensor})\]

**Data:** core tensor $C^0 \in \mathbb{C}^{r_1 \times \cdots \times r_d}$, augmented basis matrices $\hat{U}_i \in \mathbb{C}^{n_i \times \hat{r}_i}$ with orthonormal columns, auxiliary matrices $\hat{M}_i \in \mathbb{C}^{\hat{r}_i \times r_i}$, function $F(t,Y)$, $t_0, t_1$

**Result:** core tensor $\hat{C}^1 \in \mathbb{C}^{\hat{r}_1 \times \cdots \times \hat{r}_d}$

\[
\text{begin} \\
\quad \text{solve the } \hat{r}_1 \times \cdots \times \hat{r}_d \text{ tensor differential equation from } t_0 \text{ to } t_1, \\
\quad \hat{C}(t) = F(t, \hat{C}(t) X_{j=1}^d \hat{U}_j) X_{j=1}^d \hat{U}_j, \quad \hat{C}(t_0) = C^0 X_{j=1}^d \hat{M}_i; \\
\quad \text{set } \hat{C}^1 = \hat{C}(t_1) \\
\text{end}
\]

3.2. Rank-adaptive integrator for extended Tucker tensors. Consider a tensor in Tucker format of multilinear rank $(r_0, r_1, \ldots, r_d)$, where in the 0-mode only an $r_0 \times r_0$ identity matrix $I = I_{r_0}$ appears, i.e.,

$$Y^0 = C^0 \times_0 I X_{j=1}^d U_j^0.$$  

This can be viewed as an $r_0$-tuple of Tucker tensors of order $d$ with common basis matrices,

$$Y^0 = (C^0_0 X_{j=1}^d U_j^0, \ldots, C^0_{r_0} X_{j=1}^d U_j^0).$$

As described in Section 3.1, we obtain the approximation $Y^1$ by

$$Y^1 = \Theta \circ \Phi^0 \circ (\Phi^{(0)}, \Phi^{(1)}, \ldots, \Phi^{(d)})(Y^0).$$

The following lemma shows that the subflow $\Phi^{(0)}$ can be ignored in the algorithm.

**Lemma 3.1.** With an appropriate choice of orthogonalization, the action of the subflow $\Phi^{(0)}$ on $Y^0$ becomes trivial, i.e.,

$$\Phi^{(0)}(Y^0) = [\hat{U}_0, \hat{M}_0] = [I, I].$$
Proof. In the subflow $\Phi^{(0)}$ we solve the $r_0 \times r_0$ matrix differential equation

$$\dot{K}_0(t) = F_i(t, K_0(t)V_0^{0,T})V_0^0, \quad K_0(t_0) = U_0^0S_0^0.$$  

We define $K_1^0 = K_0(t_1)$ as the solution at time $t_1$. Obviously the matrix $(K_1^0, U_0^0) = (K_1^0, I) \in \mathbb{C}^{r_0 \times 2r_0}$ has exactly rank $r_0$. Therefore, the columns of $\tilde{U}_0 = I$ form an orthonormal basis of the range of this matrix. Moreover, $\tilde{M}_0 = \tilde{U}_0^*U_0^0 = I^*I = I$. □

In view of Lemma 3.1 we write a step of the extended Tucker integrator schematically as

$$Y^1 = \Theta \circ \Psi \circ (\Phi^{(1)}_\tau, \ldots, \Phi^{(d)}_\tau)(Y^0).$$

4. Rank-adaptive tree tensor network integrator. We present a rank-adaptive integrator for orthonormal tree tensor networks, which evolves the basis matrices and connection tensors. If $F(t, Y)$ can be evaluated for a tree tensor network $Y$ from its basis matrices and connection tensors, then the algorithm proceeds without ever computing a full tensor. The integrator relies on the extended rank-adaptive integrator of Section 3. It uses a recursive formulation that is notationally similar to that of the tree tensor network integrator of [4]. While the latter algorithm is based on the projector-splitting Tucker tensor integrator of [24], the integrator considered here is based on the substantially different rank-adaptive Basis Update & Galerkin Tucker tensor integrator of [2]. As a consequence, the recursive TTN algorithm presented here is very different from that of [4] in the algorithmic structure and details. Among other differences, we mention that it is more parallel and does not use backward time evolutions, which are problematic for strongly dissipative problems. Rank-adaptivity is built in in a very simple way, which would not be possible for the projector-splitting TTN algorithm of [2].

4.1. Recursive rank-augmenting TTN integrator. Consider a tree $\tau = (\tau_1, \ldots, \tau_m)$ and an extended Tucker tensor $Y^0_\tau$ associated with the tree $\tau$,

$$Y^0_\tau = C_0^0 \times_0 I_{\tau_1} X_{i=1}^m U_{r_i}^0.$$

Applying the extended Tucker integrator with the function $F_\tau$ without rank truncation, we obtain

$$\hat{Y}^1_\tau = \Psi_\tau \circ (\Phi^{(1)}_\tau, \ldots, \Phi^{(d)}_\tau)(Y^0_\tau).$$

We recall that the subflow $\Phi^{(i)}_\tau$ gives the update process of the basis matrix $U_{r_i}^0 \in \mathbb{R}^{n_{r_i} \times r_{r_i}}$. The extra subscript $\tau$ indicates that the subflow is computed for the function $F_\tau$.

We have two cases:

(i) If $\tau_i$ is a leaf, then we directly apply the subflow $\Phi^{(i)}_\tau$ and update and augment the basis matrix.

(ii) Else, we apply the algorithm approximately and recursively. The procedure will still be called $\Phi^{(i)}_\tau$. We tensorize the basis matrix and we use new initial data $Y_{r_i}^0 = \pi_{r_i}^1 Y_{r_i}^0$ and the function $F_{r_i} = \pi_{r_i}^1 F_\tau \circ \pi_{r_i}$ as described in Section [24].
We can now formulate the rank-adaptive integrator for tree tensor networks. It is composed of rank-augmenting integration steps (Algorithm 4 with Algorithms 5 and 6) followed by a final rank truncation (Algorithm 7).

In Algorithm 4, \( \hat{U}_{\tau i} \in C^{n_{\tau i} \times \hat{r}_{\tau i}} \) is the updated and augmented basis matrix (in factorized form unless \( \tau_i \) is a leaf), typically with \( \hat{r}_{\tau i} = 2r_{\tau i}^0 \), and \( \hat{M}_{\tau_i} = \hat{U}_{\tau i}^* U_{\tau_i}^0 \in C^{\hat{r}_{\tau i} \times r_{\tau_i}^0} \). The tensor \( \hat{C}_0^0 \in C^{\hat{r}_{\tau i} \times \hat{r}_{\tau_i} \times \ldots \times \hat{r}_{\tau m}} \) is the augmented initial connection tensor, and \( \hat{C}_1^0 \) of the same dimension is the updated augmented tensor. \( \hat{U}_{\tau_i} \) and \( \hat{C}_1^1 \) are the quantities of interest, whereas \( \hat{M}_{\tau_i} \) and \( \hat{C}_0^0 \) are auxiliary quantities that are passed through in the recursion.

The difference to the Tucker integrator is that now the subflow \( \Phi^{(i)}_{\tau} \) uses the TTN integrator for the subtrees in a recursion from the leaves to the root. This approximate subflow is defined in close analogy to the subflow \( \Phi^{(i)} \) for Tucker tensors, but the differential equation is solved only approximately by recurrence unless \( \tau_i \) is a leaf.

**Algorithm 4: Rank-augmenting TTN integrator**

**Data:** tree \( \tau = (\tau_1, \ldots, \tau_m) \), TTN \( Y^0_{\tau} = C_0^0 \times_0 I_d X\times_{i=1}^m U^0_{\tau_i} \) in factorized form of tree rank \( (r_{\sigma}^0)_{\sigma \leq \tau} \), function \( F_{\tau}(t, Y_{\tau}, t_0, t_1) \)

**Result:** TTN \( \hat{Y}_{\tau}^1 = \hat{C}_1^1 \times_0 I_d X\times_{i=1}^m \hat{U}_{\tau_i} \) in factorized form of augmented tree rank \( (\hat{r}_{\sigma})_{\sigma \leq \tau} \) with \( \hat{r}_{\sigma} \leq 2r_{\sigma}^0 \), augmented connection tensor \( \hat{C}_0^0 \)

**begin**

for \( i = 1 : m \) in parallel do
  compute \( [\hat{U}_{\tau_i}, \hat{M}_{\tau_i}] = \Phi^{(i)}_{\tau_i} (Y^0_{\tau_i}, F_{\tau_i}, t_0, t_1) \)
  % update and augment the basis matrix for subtree \( \tau_i \) (see Algorithm 5)
end

compute \( [\hat{C}_1^1, \hat{C}_0^0] = \Psi_{\tau} (C_0^0, (\hat{U}_{\tau_i})_{i=1}^m, (\hat{M}_{\tau_i})_{i=1}^m, F_{\tau_i}, t_0, t_1) \)
% augment and update the connection tensor (see Algorithm 6)

set \( \hat{Y}_{\tau}^1 = \hat{C}_1^1 \times_0 I_d X\times_{i=1}^m \hat{U}_{\tau_i} \)

**end**
Algorithm 5: Subflow $\Phi^{(1)}_\tau$ (update and augment a basis matrix)

Data: tree $\tau = (\tau_1, \ldots, \tau_m)$, TTN $Y_\tau^0 = C_\tau^0 \times \mathbb{I}$, $X_{i=1}^m U_{\tau_i}$ in factorized form of tree rank $(r_\tau^0)_\sigma \leq \tau$, with $U_{\tau_i} = \mathbf{Mat}_0(X_{\tau_i}^0)^\top \in \mathbb{C}^{r_\tau \times r_\tau^0}$, function $F_\tau(t, Y_\tau^0, t_0, t_1)$

Result: $\hat{\mathbf{U}}_{\tau_i} = \mathbf{Mat}_0(\hat{X}_{\tau_i})^{\top} \in \mathbb{C}^{n_{\tau_i} \times r_{\tau_i}}$ (typically $r_{\tau_i} = 2r_\tau^0$) in factorized form, auxiliary matrix $\hat{\mathbf{M}}_{\tau_i} \in \mathbb{C}^{r_{\tau_i} \times r_\tau^0}$

begin
  compute a QR-decomposition $\mathbf{Mat}_i(C_\tau^0)^\top = \mathbf{Q}_\tau^0 \mathbf{S}_\tau^0$;
  set $Y_\tau^0 = X_{\tau_i}^0 \times \mathbf{S}_\tau^0$;
  if $\tau_i = l$ is a leaf then
    solve the $n_l \times r_\tau^0$ matrix differential equation
    \[
    \dot{Y}_l(t) = F_l(t, Y_l), \quad Y_l(t_0) = Y_l^0 \in \mathbb{C}^{r_l \times n_l};
    \]
    compute $\dot{\hat{U}}_l \in \mathbb{C}^{n_l \times \hat{r}_l}$ with $\hat{r}_l \leq 2r_l^0$ as an orthonormal basis of the range of the $n_l \times 2r_l^0$ matrix $(Y_l(t_1)^\top, \dot{Y}_l^0)$;
    set $\hat{\mathbf{M}}_l = \dot{\hat{U}}_l^\top U_l^0 \in \mathbb{C}^{\hat{r}_l \times r_l^0}$
  else
    $[\hat{Y}_1^{\tau_i}, \hat{C}_0^{\tau_i}] = \text{Rank-augmenting TTN integrator}(\tau_i, Y_0^{\tau_i}, F_{\tau_i}, t_0, t_1)$;\% recursive computation on subtrees
    compute an orthonormal basis $\hat{Q}_{\tau_i}$ of rank $\hat{r}_{\tau_i} \leq 2r_{\tau_i}^0$ of the range of
    $(\mathbf{Mat}_0(\hat{C}_1^{\tau_i}), \mathbf{Mat}_0(\hat{C}_0^{\tau_i})^{\top})$, where $\hat{C}_1^{\tau_i}$ is the connection tensor of $\hat{Y}_1^{\tau_i}$;
    set $\dot{\hat{U}}_{\tau_i} = \mathbf{Mat}_0(\hat{X}_{\tau_i})^{\top}$, where the orthonormal TTN $\hat{X}_{\tau_i}$ is obtained from $\hat{Y}_1^{\tau_i}$ by replacing the connection tensor with $\hat{C}_{\tau_i} = \text{Ten}_0(\hat{Q}_{\tau_i}^{\top})$;
    set $\hat{\mathbf{M}}_{\tau_i} = \dot{\hat{U}}_{\tau_i}^\top U_{\tau_i}^0 \in \mathbb{C}^{\hat{r}_{\tau_i} \times r_{\tau_i}^0}$ (computed as $(\hat{X}_{\tau_i}, X_{\tau_i}^0)$)
end

Algorithm 6: Subflow $\Psi_\tau$ (augment and update the connection tensor)

Data: tree $\tau = (\tau_1, \ldots, \tau_m)$, connection tensor $C_{\tau}^0 \in \mathbb{C}^{r_{\tau} \times r_{\tau_1}^0 \times \cdots \times r_{\tau_m}^0}$, augmented basis matrices $\hat{\mathbf{U}}_{\tau_i}$ in factorized form, auxiliary matrices $\hat{\mathbf{M}}_{\tau_i} \in \mathbb{C}^{r_{\tau_i} \times r_{\tau_i}^0}$, function $F_\tau(t, Y_\tau^0, t_0, t_1)$

Result: connection tensors $\hat{C}_1^{\tau_1}, \hat{C}_0^{\tau_1} \in \mathbb{C}^{r_{\tau} \times \hat{r}_{\tau_1} \times \cdots \times \hat{r}_{\tau_m}}$

begin
  set $\hat{C}_0^\tau = C_\tau^0 X_{i=1}^m \hat{M}_1$;
  solve the $r_{\tau} \times \hat{r}_{\tau_1} \times \cdots \times \hat{r}_{\tau_m}$ tensor differential equation from $t_0$ to $t_1$
  \[
  \dot{\hat{C}}_\tau(t) = F_\tau(t, \dot{\hat{C}}_\tau(t) X_{i=1}^m \hat{U}_{\tau_i}) X_{i=1}^m \hat{U}_{\tau_i}, \quad \hat{C}_\tau(t_0) = \hat{C}_0^\tau;
  \]
  set $\hat{C}_1^\tau = \hat{C}_\tau(t_1)$
end

We emphasize that the huge matrices $\hat{\mathbf{U}}_{\tau}$ (when the tree $\tau$ is not a leaf) are
never computed as matrices but only their factors in the TTN representation: the connection tensors $\hat{C}_\sigma$ for subtrees $\sigma \leq \tau$ that are not leaves, and the basis matrices $\hat{U}_l$ for the leaves.

The low-dimensional matrix differential equations for $Y_l(t)$ and low-dimensional tensor differential equations for $C_{\tau}(t)$ are solved approximately using a standard integrator, e.g., an explicit or implicit Runge–Kutta method or an exponential Krylov subspace method when $F$ is linear; note that only linear differential equations appear in the algorithm for linear $F$.

**Algorithm 7: Rank truncation $\Theta_{\tau}$**

**Data:** tree $\tau = (\tau_1, \ldots, \tau_m)$, TTN in factorized form $\hat{X}_\tau = \hat{C}_\tau \times_0 I, X_{\tau_i}^m \hat{U}_{\tau_i}$ of tree rank $(\hat{r}_\sigma)_{\sigma \leq \tau}$ with $\hat{U}_{\tau_i} = \text{Mat}_0(\hat{X}_{\tau_i})^T$ for a sub-TTN $\hat{X}_{\tau_i}$, tolerance parameter $\vartheta$

**Result:** TTN in factorized form $X_\tau = C_\tau \times_0 I, X_{\tau_i}^m U_{\tau_i}$ of tree rank $(r_\sigma)_{\sigma \leq \tau}$ with adaptively chosen $r_\sigma \leq \hat{r}_\sigma$ with $U_{\tau_i} = \text{Mat}_0(X_{\tau_i})^T$ for a rank-truncated sub-TTN $X_{\tau_i}$

begin
  for $i = 1 : m$ in parallel do
    compute the reduced SVD $\text{Mat}_i(\hat{C}_\tau) = \hat{P}_\tau, \hat{\Sigma}_\tau, \hat{Q}_\tau^*$;
    set $r_{\tau_i}$ to be the smallest integer such that
    \[
    \left( \sum_{k=r_{\tau_i}+1}^{\hat{r}_{\tau_i}} \sigma_k^2 \right)^{1/2} \leq \vartheta,
    \]
    where $\sigma_k$ are the singular values in the diagonal matrix $\hat{\Sigma}_\tau$;
    set $P_{\tau_i} \in \mathbb{C}^{r_{\tau_i} \times r_{\tau_i}}$ as the matrix of the first $r_{\tau_i}$ columns of $\hat{P}_{\tau_i}$;
    if $\tau_i = l$ is a leaf then
      set $U_l = \hat{U}_l P_l \in \mathbb{C}^{n_l \times r_l}$
    else
      set $C_{\tau_i} = \hat{C}_{\tau_i} \times_0 P_{\tau_i}^T$, where $C_{\tau_i}$ is the connection tensor of $\hat{X}_{\tau_i}$;
      set $\tilde{X}_{\tau_i}$ to be the TTN in which the connection tensor in $\hat{X}_{\tau_i}$ is replaced with $C_{\tau_i}$;
      compute $\tilde{X}_{\tau_i} = \Theta_{\tau_i}(\tilde{X}_{\tau_i}, \vartheta) \%\text{ recursive truncation}$
      set $U_{\tau_i} = \text{Mat}_0(\tilde{X}_{\tau_i})^T$
      \end{else}
  end
  set $C_\tau = \hat{C}_\tau \times_0 P_{\tau_i}^* \in \mathbb{C}^{r_{\tau} \times r_{\tau_1} \times \cdots \times r_{\tau_m}}$
end

**4.2. Recursive adaptive rank truncation.** For the truncation of a tree tensor network we perform a recursive root-to-leaves SVD-based truncation with a given tolerance $\vartheta$. For binary trees, this could be done by the rank truncation algorithms studied in [12] and [13, Sec. 11.4.2]. As we are not aware of a formulation and error analysis of a rank truncation algorithm for general (not necessarily binary) trees in the literature, we include a derivation and error analysis in the Appendix.
In Algorithm 7 we give a formulation of the truncation algorithm as we used it in our computations.

With the rank augmentation and truncation, the integrator chooses its rank adaptively in each time step. For efficiency, it is reasonable to set a maximal rank.

4.3. Computational complexity. As in [4], counting the required operations and the required memory yields the following result. Here we make an assumption on the tensor-valued function \( F \) (or rather on its approximation in the algorithm):

For every tree tensor network \( X_{\tilde{\tau}} \), the function value \( Z_{\tilde{\tau}} = F(t, X_{\tilde{\tau}}) \) is approximated by a tree tensor network with ranks \( s_{\tau} \leq c r_{\tau} \) with \( r = \max_{\tau} r_{\tau} \) for all subtrees \( \tau \leq \tilde{\tau} \) with a moderate constant \( c \) (e.g., \( c = 4 \), as is the case in our numerical experiments in Section 7).

**Lemma 4.1.** Let \( d \) be the order of the tensor \( A(t) \) (i.e., the number of leaves of the tree \( \tilde{\tau} \)), \( l < d \) the number of levels (i.e., the height of the tree \( \tilde{\tau} \)), and let \( n = \max_{\ell} n_{\ell} \) be the maximal dimension, \( r = \max_{\tau} r_{\tau} \) the maximal rank and \( m \) the maximal order of the connection tensors. Under the above assumption on the approximation of \( F \), one time step of the tree tensor integrator given by Algorithms 4–7 requires

- \( O(dr(n + r^m)) \) storage,
- \( O(ld) \) tensorizations/matricizations of matrices/tensors with \( \leq r^{m+1} \) entries,
- \( O(ld^2 r^2 (n + r^m)) \) arithmetical operations and
- \( O(d) \) evaluations of the function \( F \),

provided the differential equations in Algorithms 4 and 6 are solved approximately using a fixed number of function evaluations per time step.

The bottleneck of the implementation is an efficient evaluation of the right-hand side function \( F_{\tau}(t, Y) \approx F(t, Y) \) of the differential equation (1.1). We refer to [18] for an efficient method of storing and applying linear operators to tree tensor networks. The operators \( F_{\tau} \) for subtrees \( \tau < \tilde{\tau} \) are efficiently implemented via prolongation and restriction operators as described in [4]; see also Section 2.3 for their definition.

4.4. Alternative TTN integrators. We briefly discuss relations and differences to other TTN integrators.

**Fixed-rank TTN integrator based on the ‘unconventional’ integrator of [3].** The rank-adaptive TTN integrator presented above extends the rank-adaptive integrator for low-rank matrices and Tucker tensors proposed and studied in [2], which in turn was conceptually based on the ‘unconventional’ basis-update & Galerkin low-rank integrator of [3]. The latter integrator can be extended to tree tensor networks in the same way as above. This yields a fixed-rank TTN integrator which differs from the presented algorithm only in that the matrices of doubled dimension \( (Y_1(t_1)^\top, Y_0^b)^\top \) and \( (\text{Mat}_0(\tilde{C}^l_{\tau_i}), \text{Mat}_0(\tilde{C}_0^b)^\top) \) in Algorithm 6, which contain new and old values, are replaced by taking instead only the new values \( Y_1(t_1)^\top \) and \( \text{Mat}_0(\tilde{C}^l_{\tau_i})^\top \). The rank truncation \( \Theta_{\tau} \) is then not needed. We found, however, that the integrator presented above in Algorithms 4–7 even when taken as a fixed-rank integrator in which the augmented ranks are always truncated to the original ranks, is more accurate and has better conservation properties. Using in the Galerkin basis both the old and new values instead of only the new values appears to be distinctly favourable.

**Comparison with the TTN integrator of [4] based on the projector-splitting integrator.** A conceptually different fixed-rank TTN integrator was proposed and studied in [4]. That integrator is based on the projector-splitting integrator for low-rank matrices [22], which was previously extended to Tucker tensors [21, 24] and tensor trains / matrix product states [23, 14]. The TTN integrator of [4] has the same
robustness to small singular values as the algorithm presented here. It differs in that some substeps use evolutions backward in time, which are problematic for strongly dissipative problems. It conserves, however, norm and total energy of Schrödinger equations exactly up to errors in the integration of the matrix and connection tensor differential equations in the substeps. The TTN integrator of [4] has a more serial structure and thus has less parallelism, and — of principal interest here — it does not so easily generalize to a rank-adaptive integrator. We mention, however, that elaborate suggestions for rank-adaptive extensions of the projector-splitting integrator were made in [2, 9, 32] in the case of tensor trains / matrix product states.

5. Exactness property and robust error bound. The rank-adaptive TTN integrator shares fundamental robustness properties with the TTN integrator of [4].

5.1. Exactness property. The exactness property of Theorem 5.1 in [4] states that the TTN integrator exactly reproduces time-dependent tree tensor networks that are of the tree rank used by the integrator. This holds true also for the rank-adaptive TTN integrator without truncation (and also with truncation provided the truncation tolerance $\vartheta$ is sufficiently small). This is shown by using the exactness property of the rank-adaptive integrator for matrices and Tucker tensors as given in [2] in a proof by induction over the height of the tree in the same way as in the proof of Theorem 5.1 in [4].

5.2. Robust error bound. The error bound of Theorem 6.1 in [4], which is independent of small singular values of matricizations of the connection tensors, extends to the rank-adaptive TTN integrator with an extra term proportional to the truncation tolerance divided by the stepsize, $\vartheta/h$, in the $O(h + \varepsilon)$ error bound as in Theorem 2 of [2]. This is shown by induction over the height of the tree in the same way as in [4], using the error bound of the rank-adaptive integrator for matrices and Tucker tensors given in [2], which in turn is based on [15] and relies on the exactness property.

We do not include a detailed proof but give a precise statement of the error bound and its assumptions. The assumptions are those of Theorem 6.1 in [4], but with the added complication that due to the changing ranks, the TTN manifold is different in every time step. For a tree $\tau = (\tau_1, \ldots, \tau_m)$ we use the notation $V_{\tau} = C^{r_{\tau_1} \times n_{\tau_1} \times \cdots \times n_{\tau_m}}$ for the corresponding tensor space and $M^k_{\tau} = M_{\tau,((n_{\tau_1} \leq \bar{\tau}_1),(r_{\tau_1}^k)_{\tau_1 \leq \bar{\tau}})}$ for the TTN manifold in the $k$th time step; cf. Section 2.3. We set $V = V_{\bar{\tau}}$ and $M^k = M^k_{\bar{\tau}}$ for the full tree $\bar{\tau}$. We make the following assumptions; cf. [2, 4]:

1. We assume that $F : [0, t^*] \times V \to V$ is Lipschitz continuous and bounded,

$$\| F(t, Y) - F(t, \tilde{Y}) \| \leq L \| Y - \tilde{Y} \| \quad \text{for all } Y, \tilde{Y} \in V, \quad (5.1)$$

$$\| F(t, Y) \| \leq B \quad \text{for all } Y \in V. \quad (5.2)$$

Here and in the following, the chosen norm $\| \cdot \|$ is the tensor Euclidean norm. As usual in the numerical analysis of ordinary differential equations, this could be weakened to a local Lipschitz condition and local bound in a neighborhood of the exact solution $A(t)$ of the tensor differential equation (1.1) to the initial data $A(t_0) = A^0 \in V$.

2. For $t$ near $t_k = kh$ and $Y$ near the exact solution $A(t)$, we assume that the function value $F(t, Y)$ is in the tangent space $T_Y M^k$ up to a small remainder: with $P^k_Y$ denoting the orthogonal projection onto $T_Y M^k$, we assume that for some $\varepsilon > 0$,

$$\| F(t, Y) - P^k_Y F(t, Y) \| \leq \varepsilon \quad (5.3)$$
for all \((t, Y) \in [t_k, t_{k+1}] \times \mathcal{M}^k\) in some ball \(\|Y\| \leq \rho\), where it is assumed that the exact solution \(A(t), 0 \leq t \leq t^*\), has a bound that is strictly smaller than \(\rho\).

3. The initial value \(A^0 \in \mathcal{V}\) and the starting value \(Y^0 \in \mathcal{M}^0\) of the numerical method are assumed to be \(\delta\)-close:

\[
\|Y^0 - A^0\| \leq \delta. \tag{5.4}
\]

**Theorem 5.1 (Error bound).** Under assumptions 1.–3., the error of the numerical approximation \(Y^k \in \mathcal{M}^k\) at \(t_k = kh\), obtained with \(k\) time steps of the rank-adaptive tree tensor network integrator with step size \(h > 0\) and rank-truncation tolerance \(\vartheta\), is bounded by

\[
\|Y^k - A(t_k)\| \leq c_0 \delta + c_1 \varepsilon + c_2 h + c_3 \vartheta/h \quad \text{for} \quad t_k \leq t^*,
\]

where \(c_i\) depend only on \(L, B, t^*,\) and the tree \(\bar{\tau}\). This holds true provided that \(\delta, \varepsilon, h\) and \(\vartheta/h\) are so small that the above error bound guarantees that \(\|Y^k\| \leq \rho\).

The important fact is that the constants \(c_i\) are independent of small singular values of matricizations of the connection tensors. This would not be possible by applying a standard integrator to the system of differential equations for the TTN basis matrices and connection tensors that is equivalent to (1.2), as derived in [31], since this system becomes near-singular in the case of small singular values.

6. **Structure-preserving properties.** We show that the augmented TTN integrator given by Algorithms 4–6 has remarkable conservation properties: It preserves norm and energy for Schrödinger equations, and it diminishes the energy for gradient systems. The rank-adaptive TTN integrator, which truncates the result of the rank-augmenting integrator, then has corresponding near-conservation properties up to a multiple of the truncation tolerance \(\vartheta\) (and up to errors in the integration of the low-dimensional differential equations in the substeps, which we disregard here).

The proof of such properties relies on Lemma 6.1 below and Theorem A.1 in the Appendix. The following results extend conservation results in [2] from the dynamical low-rank approximation of matrix differential equations to the more intricate general TTN case.

In this section we write \(\hat{Y}^1_{\tau}\) for the rank-augmented result \(\hat{X}_{\tau}\) after a time step with step size \(h\), and \(\bar{Y}^0_{\tau}\) for the rank-truncated result \(X_{\tau}\), which is used as the starting value for the next time step. (We mention that for \(\tau \neq \bar{\tau}\) this notation is not consistent with the notation \(\hat{Y}^1_{\tau}\) used in Algorithms 4 and 5 but here it serves us well in comparing quantities at times \(t_0\) and \(t_1\).)

**6.1. Starting tensors.** We first show that for each subtree \(\tau = (\tau_1, \ldots, \tau_m)\) of \(\bar{\tau}\), the given starting tensor

\[
Y^0_{\tau} = C^0_{\tau} \times_0 I_{\tau} X^m_{i=1} U^0_{\tau_i}
\]

coincides with the corresponding tensor that has the augmented connection tensor \(\hat{C}^0_{\tau}\) and basis matrices \(\hat{U}_{\tau_i}\) constructed in Algorithm 5,

\[
\hat{Y}^0_{\tau} = \hat{C}^0_{\tau} \times_0 I_{\tau} X^m_{i=1} \hat{U}_{\tau_i},
\]

which is actually used in Algorithm 6. The following is a key lemma for the conservation properties proved later in this section.

**Lemma 6.1.** \(\hat{Y}^0_{\tau} = \bar{Y}^0_{\tau} \).
Proof. Since $\tilde{C}_\tau = C_\tau X_{\tau}^m \tilde{M}_\tau$, in Algorithm 4 with $\tilde{M}_\tau = \tilde{U}_\tau^* U_{\tau}^0$, we have
\[
\tilde{Y}_\tau^0 = (C_\tau X_{\tau}^m \tilde{U}_\tau^* U_{\tau}^0) \times_0 I_x X_{\tau}^m \tilde{U}_\tau^0 = C_\tau \times_0 I_x X_{\tau}^m \tilde{U}_\tau^* U_{\tau}^0.
\]
We will show by induction over the height of the tree that
\[
\text{Range}(U_{\tau_i}^0) \subseteq \text{Range}(\tilde{U}_{\tau_i}). \tag{6.1}
\]
Since $\tilde{U}_{\tau_i}^* \tilde{U}_{\tau_i}$ is the orthogonal projection onto $\text{Range}(\tilde{U}_{\tau_i})$, this implies
\[
\tilde{U}_{\tau_i}^* \tilde{U}_{\tau_i} U_{\tau_i}^0 = U_{\tau_i}^0, \quad i = 1, \ldots, m,
\]
and hence we obtain
\[
\tilde{Y}_\tau^0 = C_\tau \times_0 I_x X_{\tau}^m U_{\tau}^0 = Y_\tau^0.
\]
It remains to prove (6.1). If $\tau_i = l$ is a leaf, then this is obvious from the definition of $\tilde{U}_l$ in Algorithm 5. Else we write the tree $\tau_i$ as $\sigma = (\sigma_1, \ldots, \sigma_k)$ with direct subtrees $\sigma_j$ and use the induction hypothesis that $\text{Range}(U_{\sigma_j}^0) \subseteq \text{Range}(\tilde{U}_{\sigma_j})$ for all $j = 1, \ldots, k$. This implies that
\[
U_{\sigma_j}^0 = \tilde{U}_{\sigma_j} \tilde{U}_{\sigma_j}^* U_{\sigma_j}^0 = \tilde{U}_{\sigma_j} \tilde{M}_{\sigma_j}.
\]
By the construction of the tree tensor network, we have
\[
U_{\sigma}^0 = \operatorname{Mat}_0(Y_{\sigma}^0)^T \quad \text{with} \quad Y_{\sigma}^0 = C_{\sigma} \times I_x X_{j=1}^k U_{\sigma_j}^0.
\]
So we obtain from the matricization formula (2.2) that
\[
U_{\sigma}^0 = \bigotimes_{j=1}^k U_{\sigma_j} \operatorname{Mat}_0(C_{\sigma})^T = \bigotimes_{j=1}^k \tilde{U}_{\sigma_j} \tilde{M}_{\sigma_j} \operatorname{Mat}_0(C_{\sigma})^T
\]
\[
= \bigotimes_{j=1}^k \tilde{U}_{\sigma_j} \operatorname{Mat}_0(C_{\sigma} X_{j=1}^k \tilde{M}_{\tau_j})^T.
\]
Since we have $\tilde{C}_{\sigma} = C_{\sigma} X_{1}^k \tilde{M}_{\sigma_j}$ in Algorithm 5, we finally obtain
\[
U_{\sigma}^0 = \bigotimes_{j=1}^k \tilde{U}_{\sigma_j} \operatorname{Mat}_0(\tilde{C}_{\sigma})^T.
\]
On the other hand, in Algorithm 5, we construct
\[
\tilde{U}_{\sigma} = \bigotimes_{j=1}^k \tilde{U}_{\sigma_j} \operatorname{Mat}_0(\tilde{C}_{\sigma})^T,
\]
where the columns of $\operatorname{Mat}_0(\tilde{C}_{\sigma})^T$ form an orthogonal basis of the range of the augmented matrix $(\operatorname{Mat}_0(\tilde{C}_{\sigma})^T, \operatorname{Mat}_0(\tilde{C}_{\sigma})^T)$. We therefore have
\[
\text{Range} (\operatorname{Mat}_0(\tilde{C}_{\sigma})^T) \subseteq \text{Range} (\operatorname{Mat}_0(\tilde{C}_{\sigma})^T),
\]
and in view of the above formulas for $U_{\sigma}^0$ and $\tilde{U}_{\sigma}$, this implies the relation (6.1) for $\sigma = \tau_i$. \( \square \)
6.2. Norm conservation. If the function $F$ on the right-hand side of the tensor differential equation (6.1) satisfies, with $\langle \cdot, \cdot \rangle$ denoting the Euclidean inner product of vectorizations,

$$\Re(Y, F(t, Y)) = 0 \quad \text{for all } Y \in \mathbb{C}^{n_1 \times \cdots \times n_d} \text{ and for all } t,$$

then the Euclidean norm of every solution $A(t)$ of (6.1) is conserved: $\|A(t)\| = \|A(t_0)\|$ for all $t$. Norm conservation also holds true for the rank-augmented TTN integrator, as is shown by the following result.

**Theorem 6.2.** If $F$ satisfies (6.2), then a step of the rank-augmented TTN integrator preserves the norm: for every stepsize $h$ and for every subtree $\tau$ of $\bar{\tau}$,

$$\|\hat{Y}_\tau^h\| = \|Y_\tau^0\|.$$

By Theorem A.1, this implies near-conservation of the norm up to a multiple of the truncation tolerance $\vartheta$ for the rank-adaptive TTN integrator:

$$\|Y_\tau^0\| - c_\tau \vartheta \leq \|Y_\tau^h\| \leq \|Y_\tau^0\|,$$

with $c_\tau = \|C_\tau\|(d_\tau - 1) + 1$, as in Theorem A.1.

**Proof.** For every subtree $\tau = (\tau_1, \ldots, \tau_m) \leq \bar{\tau}$, the reduced nonlinear operator $F_\tau$ is defined in Section 2.3 by the recursion (2.4) from the root to the leaves, starting from $F_\bar{\tau} = F$. We first observe that

$$\Re \langle Y_\tau, F_\tau(t, Y_\tau) \rangle = 0 \quad \text{for all } Y_\tau \in V_\tau \text{ and for all } t,$$

which follows by induction from the root to the leaves, noting

$$\langle Y_\tau, F_\tau(t, Y_\tau) \rangle = \langle Y_\tau, \pi_\tau^1 F_\tau(t, \pi_\tau Y_\tau) \rangle = \langle \pi_\tau Y_\tau, F_\tau(t, \pi_\tau Y_\tau) \rangle$$

and $\pi_\tau Y_\tau \in V_\tau$.

We now turn to the differential equation in Algorithm 6. We have, for $k = 0$ and $k = 1$,

$$\hat{Y}_\tau^k = \hat{C}_\tau^k X_{i=1}^m \hat{U}_{\tau_i} \quad \text{and hence } \|\hat{Y}_\tau^k\| = \|\hat{C}_\tau^k\|,$$

since $\hat{U}_{\tau_i}$ have orthonormal columns for $i = 1, \ldots, m$. We recall that $\hat{C}_\tau^1$ is the solution at $t_1$ of the differential equation

$$\dot{\hat{C}}_\tau(t) = F_\tau \left( t, \hat{C}_\tau(t) X_{i=1}^m \hat{U}_{\tau_i} \right) X_{i=1}^m \hat{U}_{\tau_i}^*$$

with initial value $\hat{C}_\tau(t_0) = \hat{C}_\tau^0$. We then get

$$\frac{1}{2} \frac{d}{dt} \|\hat{C}_\tau(t)\|^2 = \Re \langle \dot{\hat{C}}_\tau(t), \hat{C}_\tau(t) \rangle = \Re \langle \dot{\hat{C}}_\tau(t), F_\tau(t, \hat{C}_\tau(t) X_{i=1}^m \hat{U}_{\tau_i}) X_{i=1}^m \hat{U}_{\tau_i}^* \rangle$$

$$= \Re \langle \dot{\hat{C}}_\tau(t) X_{i=1}^m \hat{U}_{\tau_i}, F_\tau(t, \hat{C}_\tau(t) X_{i=1}^m \hat{U}_{\tau_i}) \rangle = 0 \quad \text{by (6.3)}.$$

Therefore we have

$$\|\hat{Y}_\tau^h\| = \|\hat{C}_\tau^h\| = \|\hat{C}_\tau(t_1)\| = \|\hat{C}_\tau(t_0)\| = \|\hat{C}_\tau^0\| = \|\hat{Y}_\tau^0\|,$$

where the last equality comes from Lemma 6.1.\[\square\]
6.3. Energy conservation for Schrödinger equations. Consider the tensor Schrödinger equation
\[ i\dot{A}(t) = H[A(t)], \quad (6.4) \]
with a Hamiltonian \( H : \mathbb{C}^{n_1 \times \cdots \times n_d} \to \mathbb{C}^{n_1 \times \cdots \times n_d} \) that is linear and self-adjoint, i.e., \( \langle H[Y], Z \rangle = \langle Y, H[Z] \rangle \) for all \( Y, Z \in \mathbb{C}^{n_1 \times \cdots \times n_d} \). The energy
\[ E(Y) = \langle Y, H[Y] \rangle \]
is preserved along solutions of (6.4): for every stepsize \( h \)
\[ \forall t \in [0, T], \quad E(Y_t) = E(Y_0). \]

**Theorem 6.3.** The rank-augmented TTN integrator preserves the energy: for every stepsize \( h \),
\[ E(\hat{Y}_t^2) = E(Y_0). \]

By the Cauchy–Schwarz inequality and Theorem A.1, this implies for the rank-adaptive TTN integrator that
\[ |E(Y_{t+h}^2) - E(Y_0^2)| = |E(Y_{t+h}^2) - E(\hat{Y}_{t+h}^2)| = |\text{Re}(Y_{t+h}^2 - \hat{Y}_{t+h}^2, H|Y_{t+h}^2 + \hat{Y}_{t+h}^2)| \leq c_r \theta \| H|Y_{t+h}^2 + \hat{Y}_{t+h}^2 \|.

**Proof.** In Algorithm \( \mathbb{A} \) we have for \( \bar{\tau} = (\tau_1, \ldots, \tau_m) \) and \( \hat{Y}_{\bar{\tau}}(t) = \hat{C}_{\bar{\tau}}(t) \mathbf{X}_{j=1}^m \hat{U}_{\tau_j} \)
\[ \frac{d}{dt} E(\hat{Y}_{\bar{\tau}}(t)) = 2 \text{Re}\langle H[\hat{Y}_{\bar{\tau}}(t)], \hat{C}_{\bar{\tau}}(t) \mathbf{X}_{j=1}^m \hat{U}_{\tau_j} \rangle \]
\[ = 2 \text{Re}\langle H[\hat{Y}_{\bar{\tau}}(t)], \hat{C}_{\bar{\tau}}(t) \mathbf{X}_{j=1}^m \hat{U}_{\tau_j} \rangle \]
\[ = 2 \text{Re}\langle H[\hat{Y}_{\bar{\tau}}(t)], \hat{C}_{\bar{\tau}}(t) \mathbf{X}_{j=1}^m \hat{U}_{\tau_j} \rangle \]
\[ = -2 \text{Re} \| H[\hat{Y}_{\bar{\tau}}(t)], \mathbf{X}_{j=1}^m \hat{U}_{\tau_j} \|^2 = 0. \]
Using \( \hat{Y}_{\tau}^1 = \hat{Y}_{\tau}(t_1) \) and Lemma \( \mathbb{B} \) we obtain
\[ E(\hat{Y}_{\bar{\tau}}^2) = E(\hat{Y}_{\tau}(t_1)) = E(\hat{Y}_{\tau}(t_0)) = E(\hat{Y}_{\bar{\tau}}^0) = E(Y_0^2), \]
which is the stated result. \( \square \)

We note further that for each subtree \( \tau \leq \bar{\tau} \), the reduced operator \( F_\tau \) of Section \( \mathbb{C} \) that corresponds to \( F_\tau(Y) = -iH[Y] \), is again a Schrödinger operator \( F_\tau(Y_\tau) = -iH[Y_\tau] \) with a self-adjoint linear operator \( H_\tau : \mathcal{V}_\tau \to \mathcal{V}_\tau \), since we have recursively \( H_{\tau_i} = \pi_{\tau_i}^1 H_\tau \pi_{\tau_i} \) for the \( i \)th subtree \( \tau_i \) of \( \tau \). Hence, the integrator preserves the energy on the level of each subtree.

6.4. Energy decay for gradient systems. We now consider the case where the tensor differential equation \( \mathbb{D} \) is a gradient system
\[ \dot{A}(t) = -\nabla E(A(t)) \quad \text{with a given function } E : \mathbb{R}^{n_1 \times \cdots \times n_d} \to \mathbb{R}. \]
Along every solution, we then have the energy decay
\[ \frac{d}{dt} E(A(t)) = \langle \nabla E(A(t)), \dot{A}(t) \rangle = -\| \nabla E(A(t)) \|^2. \]
Theorem 6.4. The rank-augmented TTN integrator diminishes the energy: for every stepsize \( h > 0 \),

\[
E(\tilde{Y}_\tau^1) \leq E(Y_\tau^0) - \alpha^2 h,
\]

where \( \alpha = \min_{0 \leq \mu \leq 1} \| \nabla E(\tilde{Y}_\tau(t_0 + \mu h)) X_{i=1}^m \tilde{U}_\tau^* \| = \| \nabla E(Y_\tau^0) X_{i=1}^m \tilde{U}_\tau^* \| + O(h) \).

By the mean value theorem and Theorem A.1, this implies for the rank-adaptive TTN integrator that

\[
E(Y_\tau^1) \leq E(\tilde{Y}_\tau^1) + \beta_c \tau \leq E(Y_\tau^0) - \alpha^2 h + \beta_c \tau
\]

with \( \beta = \max_{0 \leq \mu \leq 1} \| \nabla E(\mu Y_\tau^1 + (1 - \mu) \tilde{Y}_\tau^1) \| = \| \nabla E(Y_\tau^1) \| + O(\tau) \).

Proof. The proof has the same structure as the previous proof. In Algorithm 6 we have for \( \tau = (\tau_1, \ldots, \tau_m) \) and \( \tilde{Y}_\tau = \tilde{C}_\tau(t) X_{i=1}^m \hat{U}_\tau \),

\[
\frac{d}{dt} E(\tilde{Y}_\tau(t)) = \langle \nabla E(\tilde{Y}_\tau(t)), \tilde{C}_\tau(t) X_{i=1}^m \hat{U}_\tau \rangle
\]

\[
= \langle \nabla E(\tilde{Y}_\tau(t)) X_{i=1}^m \hat{U}_\tau, \tilde{C}_\tau(t) \rangle
\]

\[
= \langle \nabla E(\tilde{Y}_\tau(t)) X_{i=1}^m \hat{U}_\tau, -\nabla E(\tilde{Y}_\tau(t)) X_{i=1}^m \hat{U}_\tau \rangle
\]

\[
= -\| \nabla E(\tilde{Y}_\tau(t)) X_{i=1}^m \hat{U}_\tau \|^2 \leq -\alpha^2,
\]

with \( \alpha = \min_{0 \leq \mu \leq 1} \| \nabla E(\tilde{Y}_\tau(t_0 + \mu h)) X_{i=1}^m \hat{U}_\tau^* \| \). By Lemma 6.1 we have \( \tilde{Y}_\tau^0 = Y_\tau^0 \) and with \( \tilde{Y}_\tau^1 = \tilde{Y}_\tau(t_1) \), we obtain

\[
E(\tilde{Y}_\tau^1) = E(\tilde{Y}_\tau(t_1)) \leq E(\tilde{Y}_\tau(t_0)) - \alpha^2 h = E(Y_\tau^0) - \alpha^2 h,
\]

which is the stated result. \( \square \)

We note further that for each subtree \( \tau \leq \tilde{\tau} \), the reduced operator \( F_\tau \) of Section 2.3 that corresponds to \( F_\tau(Y) = -\nabla E(Y) \), is again a gradient \( F_\tau(Y_\tau) = -\nabla E_\tau[Y_\tau] \) with an energy function \( E_\tau : Y_\tau \to \mathbb{R} \), defined recursively as \( E_\tau = E_\tau \circ \pi_{\tau, i} \) for the \( i \)th subtree \( \tau_i \) of \( \tau \). Hence, the integrator dissipates the energy on the level of each subtree.

7. Numerical experiments. We illustrate the use of the rank-adaptive TTN integrator for a problem in quantum physics. We show the behaviour of the numerical error of a physical observable of interest (the magnetization in a quantum spin system) and the numerical errors in the conservation of norm and energy, and we compare the ranks and the total numbers of evolving parameters in the system as selected by the rank-adaptive algorithm for two different types of trees: binary trees of minimal and maximal height (the latter correspond to tensor trains/matrix product states).

We consider a basic quantum spin system, the Ising model in a transverse field with next neighbor interaction; see e.g. [23]. Consider the discrete Schrödinger equation

\[
i \partial_t \psi = H \psi \quad \text{with} \quad H = -\Omega \sum_{k=1}^d \sigma_x^{(k)} - \sum_{k=1}^{d-1} \sigma_z^{(k)} \sigma_z^{(k+1)},
\]

where \( \Omega \geq 0 \), \( \sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) and \( \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \) are the first and third Pauli matrices, respectively, and \( \sigma^{(j)} = (I \otimes \cdots \otimes I \otimes \sigma \otimes I \otimes \cdots \otimes I) \), with \( \sigma \) acting on the \( j \)th particle. We take the initial value \( \psi^0 = \otimes_{k=1}^d (1, 0)^T \in (\mathbb{C}^2)^d \).
7.1. Numerical error behavior for an observable. An observable of interest is the magnetization in $z$-direction, defined by

$$\langle \psi | M | \psi \rangle = \frac{1}{d} \sum_{k=1}^{d} \langle \psi | \sigma_z^{(k)} | \psi \rangle.$$ 

We solve (7.1) and compute the magnetization over time, i.e., $\langle M \rangle(t) = \langle \psi(t) | M | \psi(t) \rangle$, for $d = 10$, $\Omega = 1$, using the rank-adaptive integrator on a binary tree of height 4 with step-size $h = 0.01$ and different tolerance parameters $\vartheta$; see Figure 7.1. We used the classical fourth-order Runge–Kutta method for solving the low-dimensional differential equations appearing within the subflows $\Phi^{(i)}$ and $\Psi$. This gave far better results than using just the explicit Euler method and also somewhat better results than using the second-order Heun method.

![Magnetization and Error](image)

**Fig. 7.1.** Magnetization $\langle M \rangle(t)$ (left) and its numerical error (right) as functions of time for different tolerance parameters $\vartheta$.

On the right we see the numerical error of magnetization in a logarithmic scale. The reference solution is obtained by computing $\exp(-ihH)$ via diagonalization of $H$ (which is still feasible for a system of this size). The resulting matrix gives us the numerically exact time propagation via $X_{k+1} = \exp(-ihH)X_k$. Note that decreasing $\vartheta$ further does not lead to better results, as we still have a time discretization error, which is of the order $O(h)$ by the bound of Section 5.2. The pure time discretization error was actually observed to behave as $O(h^2)$ in numerical tests but this is beyond our current theoretical understanding.

7.2. Near-conservation of norm and energy. Further we illustrate the conservation properties of the rank-adaptive integrator. We again consider the differential equation (7.1) with $d = 10$, $\Omega = 1$, using the time step-size $h = 0.01$ and the tolerance parameter $\vartheta = 10^{-8}$.
In Figure 7.2 it is seen that the proposed rank-adaptive integrator conserves the energy and the norm very well (up to the order of the tolerance parameter \( \vartheta \) according to our theory). Similar results are obtained also when choosing larger \( \vartheta \). In contrast, the TTN integrator based on the ‘unconventional’ integrator of [3] (see Section 4.4) has a significant drift in norm and energy.

7.3. Comparison of different tree structures. Each tensor can be approximated by TTNs on different trees. We compare the behavior of the rank-adaptive integrator applied to TTNs on binary trees of minimal and maximal height, see Figure 7.3. TTNs on binary trees of maximal height are matrix product states/tensor trains, which have become a standard computational tool in quantum physics; see e.g. [30, 26, 25, 5] and references therein. For the same number \( d \) of leaves, both trees have \( 2^d - 1 \) vertices.

For the comparison we solve equation (7.1) for \( d = 16 \), \( \Omega = 1 \), with time step-size \( h = 0.01 \) and two tolerance parameters \( \vartheta = 10^{-5} \) and \( \vartheta = 10^{-8} \), for the binary trees of minimal and maximal height. The ranks were limited not to exceed 200. After each time step we determine
- the maximal rank \( r = \max_{\tau \leq \bar{\tau}} r_\tau \) on the tree and
- the total number of entries in the basis matrices and connection tensors,
which is essentially (ignoring the orthonormality constraints) the number of independent evolving parameters used to describe the system.

Aside from the tree topology, the rank-adaptive integration algorithm used was identical for the TTNs on both trees.

In Figure 7.4 the maximal rank is plotted after each time step. We find that the TTN on the binary tree of minimal height can approximate the solution longer with relatively small ranks compared to the TTN on the binary tree of maximal height (matrix product state – MPS). This holds independently of the used tolerance parameter $\vartheta$. While we observe that increasing $\vartheta$ reduces the maximal rank for the TTN on the binary tree of minimal height, this is not the case for the MPS. Although the Ising model (7.1) only has nearest-neighbor interactions that the MPS represents well, the MPS appears to need higher ranks to capture long-range effects in this model, compared with the TTN on the binary tree of minimal height.

A similar situation also arises when we compare the total numbers of entries in the basis matrices and connection tensors for the two trees. These numbers are plotted versus time in Figure 7.5. The TTN on the binary tree of minimal height needs to store (and compute with) far fewer data than the TTN on the binary tree of maximal height (MPS).

As one referee commented, the observed behavior of the ranks for the two different trees corresponds to theoretical worst-case estimates for the ranks in conversions from one tensor format to the other as given in [13, Section 12.4].
Fig. 7.5. The figure shows the total numbers of entries in the basis matrices and connection tensors on the tree, plotted versus time. The solid line is for the binary tree of minimal height, and the dashed line is for the binary tree of maximal height (MPS), each tree with $d = 16$ leaves and 31 vertices. The near-horizontal lines on top of the figure appear because the maximal rank was limited to 200. Left: Total numbers of entries for $\vartheta = 10^{-5}$. Right: Total numbers of entries for $\vartheta = 10^{-8}$.
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Appendix A. Rank truncation on general tree tensor networks.

For the derivation and analysis of the rank truncation algorithm for general (not necessarily binary) complex TTNs stated in Algorithm 7 in Section 4.2 we give a formulation in which the given TTN is first rotated (more precisely, the connection tensors are transformed using the unitary matrices that are built from the left singular vectors) and then cut (more precisely, entries of rotated connection tensors multiplying small singular values are set to zero).

For binary TTNs, a formulation and error analysis of an HOSVD-based rank truncation algorithm was previously given by Hackbusch [13] Sections 11.3.3 and
Algorithm 7 appears simpler, but our error analysis for it yields a dependence on the size of the connection tensors but it is not identical to the algorithm in [13]. This appendix uses the notation of Section 2 and refers to Algorithm 7 in Section 11.4.2 but is otherwise independent of the rest of the paper. The error bound given in Theorem A.1 below is used in Section 6.

**Derivation of a TTN rank-truncation algorithm.** We start from a rank-augmented TTN $\hat{X}_\tau$ in orthonormal representation such that for each subtree $\tau = (\tau_1, \ldots, \tau_m)$ of $\bar{\tau}$, the augmented connection tensors $\bar{C}_\tau \in \mathbb{C}^{r_\tau \times \cdots \times r_\tau}$ and the basis matrices are related by

$$\hat{X}_\tau = \bar{C}_\tau \times_0 I_{r_\tau} X_{i=1}^m \hat{U}_{\tau_i} \quad \text{with} \quad \hat{U}_{\tau_i} = \text{Mat}_0(\hat{X}_{\tau_i})^T.$$ 

For $i = 1, \ldots, m$, we consider the reduced SVD of the $i$th matricization of $\bar{C}_\tau$:

$$\text{Mat}_i(\bar{C}_\tau) = \bar{P}_{\tau_i} \bar{\Sigma}_{\tau_i} \bar{Q}_{\tau_i}^*$$

with the unitary matrix $\bar{P}_{\tau_i} \in \mathbb{C}^{r_\tau \times r_\tau}$ of the left singular vectors, the diagonal matrix of singular values $\bar{\Sigma}_{\tau_i}$ of the same dimension with decreasing nonnegative real diagonal entries, and further the matrix $\bar{Q}_{\tau_i}$ with orthonormal columns built of the first $r_\tau$ right singular vectors, which will not enter the algorithm. We set $\bar{P}_\tau = I_{r_\tau} = 1$ to start the recursion, which goes from the root to the leaves.

(i) *Rotate.* We define

$$\hat{C}_{\tau} = \bar{C}_\tau \times_0 \text{Mat}_i(\bar{C}_\tau) = \bar{P}_{\tau_i} \times_0 \text{Mat}_i(\bar{C}_\tau)$$

for which we observe

$$\text{Mat}_i(\hat{C}_{\tau}) = \bar{P}_{\tau_i} \times_0 \text{Mat}_i(\bar{C}_\tau) = \bar{P}_{\tau_i} \times_0 \text{Mat}_i(\bar{C}_\tau)$$

and

$$\hat{U}_{\tau_i} = \bar{U}_{\tau_i} \times_0 \text{Mat}_i(\bar{C}_\tau) = \bar{U}_{\tau_i} \times_0 \bar{P}_{\tau_i} \times_0 \text{Mat}_i(\bar{C}_\tau) = \bar{U}_{\tau_i} \times_0 \bar{P}_{\tau_i} \times_0 \bar{P}_{\tau_i} \times_0 \text{Mat}_i(\bar{C}_\tau).$$

We set

$$\hat{X}_{\tau_i} = \hat{X}_{\bar{\tau}_i} \times_0 \bar{P}_{\tau_i} \times_0 \text{Mat}_i(\bar{C}_\tau) = \hat{X}_{\bar{\tau}_i} \times_0 \bar{P}_{\tau_i} \times_0 \text{Mat}_i(\bar{C}_\tau)$$

So we have

$$\hat{X}_{\tau_i} = \hat{X}_{\bar{\tau}_i} \times_0 \bar{P}_{\tau_i} \times_0 \text{Mat}_i(\bar{C}_\tau)$$

and for $i = 1, \ldots, m$,

$$\text{Mat}_i(\hat{C}_{\tau}) = \hat{X}_{\bar{\tau}_i} \times_0 \bar{P}_{\tau_i} \times_0 \text{Mat}_i(\bar{C}_\tau)$$

with a matrix $\bar{V}_{\tau_i}$ having orthonormal columns. Moreover, we have $\hat{X}_{\tau} = \hat{X}_{\bar{\tau}}$. The recursion for the augmented TTN then starts from $i = 1, \ldots, m$.
(ii) **Cut.** The reduced rank $r_{\tau_i} \leq \hat{r}_{\tau_i}$ is chosen as the smallest integer such that the singular values $\sigma_k$ in $\hat{\Sigma}_{\tau_i}$ satisfy for a given tolerance $\vartheta > 0$

$$\left( \sum_{k=r_{\tau_i}+1}^{\hat{r}_{\tau_i}} \sigma_k^2 \right)^{1/2} \leq \vartheta. \quad (A.2)$$

Let $\Sigma_{\tau_i}$ be the truncated diagonal matrix with the largest $r_{\tau_i}$ diagonal entries of $\hat{\Sigma}_{\tau_i}$. For the truncated tensor $\hat{C}^{\text{cut}}_{\tau}$ of the same dimension as $\hat{C}^{\text{rot}}_{\tau}$ defined by

$$\hat{C}^{\text{cut}}_{\tau} |_{(k_0,k_1,\ldots,k_m)} = \begin{cases} \hat{C}^{\text{rot}}_{\tau} |_{(k_0,k_1,\ldots,k_m)} & \text{if } k_0 \leq r_{\tau}, k_i \leq r_{\tau_i} \ (i = 1, \ldots, m) \\ 0 & \text{else,} \end{cases}$$

we then have

$$\text{Mat}_i(\hat{C}^{\text{cut}}_{\tau}) = \left( \Sigma_{\tau_i}, 0 \right) \hat{V}^{\tau_i}_r. \quad (A.3)$$

where the $\hat{r}_{\tau_i} - r_{\tau_i}$ smallest singular values of $\hat{\Sigma}_{\tau_i}$ have been cut to 0 (but nothing else is changed). We approximate $\hat{X}^{\text{rot}}_{\tau_i}$ by

$$\hat{X}^{\text{cut}}_{\tau_i} = \hat{C}^{\text{cut}}_{\tau} \times_0 I_{r_{\tau_i}} X^m_{i=1} \hat{U}^{\text{rot}}_{\tau_i}.$$

Since many entries of $\hat{C}^{\text{cut}}_{\tau}$ are zero, this expression can be simplified. We define the dimension-reduced tensor $C_{\tau} \in \mathbb{C}^{r_{\tau} \times r_{\tau_1} \times \cdots \times r_{\tau_m}}$ as the essential part of $\hat{C}^{\text{cut}}_{\tau}$,

$$C_{\tau} |_{(k_0,k_1,\ldots,k_m)} = \hat{C}^{\text{cut}}_{\tau} |_{(k_0,k_1,\ldots,k_m)} \quad \text{for } k_0 \leq r_{\tau}, k_i \leq r_{\tau_i} \ (i = 1, \ldots, m).$$

Let $P_{\tau} \in \mathbb{C}^{r_{\tau} \times r_{\tau_1}}$ be the matrix built of the first $r_{\tau}$ columns of $\hat{P}_{\tau_i}$. We then have

$$C_{\tau} = \hat{C}_{\tau} \times_0 P^{\tau}_r X^m_{i=1} P^{*}_{\tau_i}. $$

Let $\bar{U}_{\tau_i}$ be the matrix built of the first $r_{\tau_i}$ columns of $\hat{U}^{\text{rot}}_{\tau_i}$, i.e., $\bar{U}_{\tau_i} = \hat{U}_{\tau_i} P_{\tau_i}$. We obtain the reduced representation

$$\hat{X}^{\text{cut}}_{\tau_i} \times_0 (I_{r_{\tau_i}}, 0) = C_{\tau} \times_0 (I_r, X^m_{i=1} \bar{U}_{\tau_i}).$$

We note that $\bar{U}_{\tau_i} = \text{Mat}_0(\hat{X}^{\text{rot}}_{\tau_i})^T$ with $\hat{X}^{\text{rot}}_{\tau_i} = \hat{X}^{\text{cut}}_{\tau_i} \times_0 P^{\tau}_{\tau_i} = \hat{X}^{\text{rot}}_{\tau_i} \times_0 (I_{r_{\tau_i}}, 0)$, which differs from $\bar{X}^{\text{rot}}_{\tau_i}$ with $\hat{X}^{\text{rot}}_{\tau_i} = \text{Mat}_0(\hat{X}^{\text{rot}}_{\tau_i})^T$ only in that the connection tensor $\hat{C}^{\text{rot}}_{\tau_i}$ is replaced by the smaller tensor $\bar{C}^{\text{rot}}_{\tau_i} = \hat{C}^{\text{rot}}_{\tau_i} \times_0 (I_{r_{\tau_i}}, 0)$.

(iii) **Recursion.** The rotate-and-cut procedure is done recursively from the root to the leaves, where finally we set $U_l = \bar{U}_l = \bar{U}_l P_l$. In this way we obtain the rank-truncated TTN $X_{\hat{\tau}}$ with the reduced connection tensor $C_{\tau}$ for each subtree $\tau = (\tau_1, \ldots, \tau_m)$ of $\hat{\tau}$ and the reduced basis matrix $U_{\tau_i}$ for each leaf $l$:

$$X_{\tau} = C_{\tau} \times_0 (I_r, X^m_{i=1} U_{\tau_i}) \quad \text{with } U_{\tau_i} = \text{Mat}_0(X_{\tau_i})^T.$$

We note that this representation of $X_{\tau}$ is in general not orthonormal, but as we show below, the norms of the factors behave in a stable way. If orthonormality is needed for output, the TTN can be reorthonormalized as described after Lemma 2.3. Orthonormality is, however, not needed for advancing with the next time step, as the integrator anyway computes new orthonormal bases in Algorithm 5.

With the above considerations we arrive at Algorithm 7 which arranges the computations in a different but mathematically equivalent way.
Error analysis of the rank-truncation algorithm. We are given the TTN $\hat{X}_\tau$ in orthonormal representation, which is built up recursively, for each subtree $\tau = (\tau_1, \ldots, \tau_m)$, from the orthonormal sub-TTN

$$\hat{X}_\tau = \hat{C}_\tau \times_0 I_{\tau} \times_{i=1}^m \hat{U}_{\tau_i} \quad \text{with} \quad \hat{U}_{\tau_i} = \text{Mat}_0(\hat{X}_{\tau_i})^\top,$$

where $\hat{C}_\tau \in \mathbb{C}^{r_\tau \times d_\tau \times \cdots \times d_\tau}$. For $\tau \neq \bar{\tau}$ the columns of $\text{Mat}_0(\hat{C}_\tau)$ and $\hat{U}_{\tau}$ are orthonormal, so that in particular their matrix 2-norms are equal to 1:

$$\|\text{Mat}_0(\hat{C}_\tau)\|_2 = 1, \quad \|\hat{U}_{\tau}\|_2 = 1 \quad \text{for} \quad \tau < \bar{\tau}. \quad (A.4)$$

Algorithm 7 computes a rank-truncated TTN $X_\tau$ for $\tau \leq \bar{\tau}$,

$$X_\tau = C_\tau \times_0 I_{\tau} \times_{i=1}^m U_{\tau_i} \quad \text{with} \quad U_{\tau_i} = \text{Mat}_0(X_{\tau_i})^\top,$$

where $C_\tau \in \mathbb{C}^{r_\tau \times d_\tau \times \cdots \times d_\tau}$. The reduced ranks $r_\tau \leq \hat{r}_\tau$ depend on the given tolerance parameter $\vartheta$ as used in (A.2).

In the following error bound, the norm $\|X\|$ of a tensor $X$ is the Euclidean norm of the vector of entries of $X$, and the integer $d_\tau$ is the number of vertices of $\tau$.

**Theorem A.1** (Rank truncation error). The error of the tree tensor network $X_\tau$, which results from rank truncation of $\hat{X}_\tau$ with tolerance $\vartheta$ according to Algorithm 7, is bounded by

$$\|X_\tau - \hat{X}_\tau\| \leq c_\tau \vartheta \quad \text{with} \quad c_\tau = \|C_\tau\|(d_\tau - 1) + 1.$$

**Remark.** If the tolerance in the truncation at the root, from $\hat{C}_\tau$ to $C_\tau$, is modified to $\vartheta / \|\hat{C}_\tau\|$ but is left at $\vartheta$ at the other vertices, then the proof yields the error bound

$$\|X_\tau - \hat{X}_\tau\| \leq d_\tau \vartheta.$$

**Proof.** From the sub-TTNs $\hat{X}_\tau$ with $\tau \leq \bar{\tau}$ we construct the rotated and cut TTNs $X_{\tau, \text{rot}}$, $X_{\tau, \text{cut}}$ as described above. For a tree $\tau = (\tau_1, \ldots, \tau_m)$, $\leq \bar{\tau}$ we then have the corresponding matrices

$$\hat{U}_{\tau, \text{rot}} = \text{Mat}_0(\hat{X}_{\tau, \text{rot}})^\top, \quad \hat{X}_{\tau, \text{rot}} = \hat{C}_{\tau, \text{rot}} \times_0 I_{\tau} \times_{i=1}^m \hat{U}_{\tau, \text{rot}},
$$

$$U_{\tau} = \text{Mat}_0(X_{\tau})^\top, \quad X_{\tau} = C_{\tau} \times_0 I_{\tau} \times_{i=1}^m U_{\tau_i}.$$

With

$$\bar{U}_{\tau} = \hat{U}_{\tau, \text{rot}} \left( I_{\tau} \ 0 \right) = \text{Mat}_0(\bar{X}_{\tau})^\top, \quad \bar{X}_{\tau} = \bar{X}_{\tau, \text{rot}} \times_0 \left( I_{\tau} , 0 \right),$$

we further have the intermediate tensor

$$\bar{X}_{\tau, \text{cut}} = \bar{X}_{\tau, \text{cut}} \times_0 \left( I_{\tau} , 0 \right) = \hat{C}_{\tau, \text{cut}} \times_0 \left( I_{\tau} , 0 \right) \times_{i=1}^m \hat{U}_{\tau, \text{rot}},$$

$$= C_{\tau} \times_0 I_{\tau} \times_{i=1}^m U_{\tau_i}.$$  

We prove the error bound

$$\|U_{\tau} - \bar{U}_{\tau}\|_2 \leq d_\tau \vartheta \quad \text{for} \quad \tau < \bar{\tau} \quad (A.5)$$
using induction over the height of the tree. At leaves $l$ we have $U_l = \tilde{U}_l$ and $\|U_l\|_2 \leq 1$ by construction. We make the induction hypothesis

$$\|U_{\tau_i}\|_2 \leq 1 \text{ and } \|U_{\tau_i} - \tilde{U}_{\tau_i}\|_2 \leq d_{\tau_i} \vartheta.$$  

We note that $\|\tilde{U}_{\tau_i}\|_2 \leq 1$ by (A.4) and by the construction of $\tilde{U}_{\tau_i}$ from $\tilde{U}_{\tau_i}$. We further observe that

$$\|\text{Mat}_0(C_\tau)\|_2 = \|\text{Mat}_0(\tilde{C}_{\tau})\|_2 \leq \|\text{Mat}_0(\tilde{C}_{\tau}^\text{cut})\|_2 = \|\text{Mat}_0(C_\tau)\|_2 \quad \text{and} \quad \|U_\tau\|_2 = \|\text{Mat}_0(X_\tau)\|_2 = \|\text{Mat}_0(C_\tau)\|_2 \bigotimes_{i=1}^m \|U_{\tau_i}\|_2 \leq \|\text{Mat}_0(C_\tau)\|_2 \prod_{i=1}^m \|U_{\tau_i}\|_2.$$  

By (A.4) and the induction hypothesis, we thus obtain

$$\|\text{Mat}_0(C_\tau)\|_2 \leq 1 \quad \text{and} \quad \|U_\tau\|_2 \leq 1. \quad (A.6)$$  

We have $\|U_\tau - \tilde{U}_\tau\|_2 = \|\text{Mat}_0(X_\tau - \tilde{X}_\tau)\|_2$ and write

$$X_\tau - \tilde{X}_\tau = (X_\tau - \tilde{X}_\tau^\text{cut}) + (\tilde{X}_\tau^\text{rot} - \tilde{X}_\tau^\text{rot}) \times_0 (I_{r_\tau}, 0).$$  

The first term on the right-hand side equals

$$X_\tau - \tilde{X}_\tau^\text{cut} = C_\tau \times_0 I_{r_\tau} X_{\tau_1}^m U_{\tau_1} - C_\tau \times_0 I_{r_\tau} X_{\tau_1}^m \tilde{U}_{\tau_1}$$  

with the same connection tensor $C_\tau$ in both terms of the difference. We then have

$$\text{Mat}_0(X_\tau - \tilde{X}_\tau^\text{cut}) = \text{Mat}_0(C_\tau) \bigotimes_{i=1}^m \|U_{\tau_i}\|_2 \leq \|\text{Mat}_0(C_\tau)\|_2 \prod_{i=1}^m \|U_{\tau_i}\|_2.$$  

Writing the difference of the Kronecker products as a telescoping sum, using that $\text{Mat}_0(C_\tau)$ and $U_{\tau_i}$ are bounded by 1 in the matrix 2-norm, and finally using the induction hypothesis, we obtain

$$\|\text{Mat}_0(X_\tau - \tilde{X}_\tau^\text{cut})\|_2 \leq \sum_{i=1}^m \|U_{\tau_i} - \tilde{U}_{\tau_i}\|_2 \leq \sum_{i=1}^m d_{\tau_i} \vartheta = (d_\tau - 1) \vartheta.$$  

On the other hand,

$$\|\tilde{X}_\tau^\text{cut} - \tilde{X}_\tau^\text{rot} \times_0 (I_{r_\tau}, 0)\|_2 = \|\tilde{C}_\tau^\text{cut} - \tilde{C}_\tau^\text{rot} \times_0 (I_{r_\tau}, 0)\|_2 \|X_{\tau_1}^m \|_2 \|U_{\tau_1}\|_2 \leq \|\text{Mat}_0(C_\tau)\|_2 \prod_{i=1}^m \|U_{\tau_i}\|_2.$$  

where $\|\tilde{U}_{\tau_i}\|_2 \leq 1$ by construction and (A.4). So we have

$$\|\text{Mat}_0((\tilde{X}_\tau^\text{cut} - \tilde{X}_\tau^\text{rot}) \times_0 (I_{r_\tau}, 0))\|_2 \leq \|\text{Mat}_0(\tilde{C}_\tau^\text{cut} - \tilde{C}_\tau^\text{rot})\|_2 \leq \|\text{Mat}_1(\tilde{C}_\tau^\text{cut}) - \text{Mat}_1(\tilde{C}_\tau^\text{rot})\|_F \leq \vartheta,$$

where we used (A.3) in the last inequality. Altogether we find

$$\|U_\tau - \tilde{U}_\tau\|_2 \leq \|\text{Mat}_0(X_\tau - \tilde{X}_\tau^\text{cut})\|_2 + \|\text{Mat}_0((\tilde{X}_\tau^\text{cut} - \tilde{X}_\tau^\text{rot}) \times_0 (I_{r_\tau}, 0))\|_2 \leq d_\tau \vartheta,$$

which completes the proof of (A.5) by induction. Finally, for the full tree $\bar{\tau} = (\tau_1, \ldots, \tau_m)$, where $\bar{r}_\tau = r_{\bar{\tau}} = 1$ but $\|C_{\bar{\tau}}\|$ is arbitrary, we use the same argument as above in estimating the norm of

$$X_{\bar{\tau}} - \tilde{X}_{\bar{\tau}} = X_{\tau} - \tilde{X}_{\tau}^\text{cut} = (C_{\bar{\tau}} X_{\tau_1}^m U_{\tau_1} - C_{\bar{\tau}} X_{\tau_1}^m \tilde{U}_{\tau_1}) + (\tilde{C}_{\bar{\tau}}^\text{cut} - \tilde{C}_{\bar{\tau}}^\text{rot}) X_{\tau_1}^m \tilde{U}_{\tau_1}.$$  

This yields $\|X_{\bar{\tau}} - \tilde{X}_{\bar{\tau}}\| \leq (\|C_{\bar{\tau}}\| (d_{\bar{\tau}} - 1) + 1) \vartheta$.  

29