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Abstract—Guessing Random Additive Noise Decoding (GRAND) is a recently proposed decoding method searching for the error pattern applied to the transmitted codeword. Ordered reliability bit GRAND (ORBGRAND) uses soft channel information to reorder entries of error patterns, generating them according to a fixed schedule, i.e., their logistic weight. In this paper, we show that every good ORBGRAND scheduling should follow an universal partial order, and we present an algorithm to generate the logistic weight order accordingly. We then propose an improved error pattern schedule that can improve the performance of ORBGRAND of 0.5dB at a block error rate (BLER) of $10^{-5}$, with increasing gains as the BLER decreases. This schedule can be closely approximated with a low-complexity generation algorithm that is shown to incur no BLER degradation.
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I. INTRODUCTION

Maximum Likelihood (ML) decoding can be seen as a universal decoding scheme for any error-correcting code. A binary code $C$ of length $N$ and dimension $K$ allows to map a message $m$, composed of a string of $K$ bits, into a codeword $x$ of $N$ bits to be transmitted over a noisy channel. The channel alters the transmitted codeword such that the receiver obtains a vector $y$ composed by $N$ symbols. In theory, an ML decoder should compare $y$ with all the $2^K$ codewords in the codebook generated by the error-correcting code, and select the one closest to $y$, namely the candidate for which the error probability is minimized. More formally, given a codebook $C$, an ML decoder finds the codeword candidate $\hat{x}$ such that

$$\hat{x} = \arg \max_{x \in C} p(y|x).$$ \hspace{1cm} (1)

Even if ML decoding is optimal, its high complexity makes it impractical for the decoding of many codes. Recently, research on decoding latency reduction of near-ML decoders has been gaining momentum [1].

An example of a near-ML decoder is given by the ordered statistics decoding (OSD) algorithm [2]. This algorithm performs the Gauss-Jordan elimination procedure on the matrix obtained by extracting the columns of the generator matrix corresponding to the most reliable received symbols. Next, all the error patterns of Hamming weight not larger than a provided value $h$ are tested in order to determine the best candidate. The decoding latency of OSD is quite large due to the sorting of the symbols and the computation of the Gaussian elimination; moreover, the number of error patterns dramatically grows with $h$. A wise choice of the parameters, however, makes OSD tractable, significantly reducing the decoding latency compared to a full ML decoder.

Recently, Guessing Random Additive Noise Decoders (GRAND) [3] have been proposed as an alternative to OSD to perform ML decoding or near-ML decoding with limited complexity. GRAND is a universal decoder, i.e., it can be used to decode any code. The algorithm checks all error patterns, and it schedules them in descending likelihood order, given the channel model employed. GRAND with abandonment (GRANDAB) has been proposed in [3] to reduce the decoding latency by limiting the number of error patterns to test. While GRAND and GRANDAB target channels without reliability information, Symbol Reliability GRAND (SRGRAND) [4] uses the hard decisions plus one-bit reliability information to improve decoding accuracy. Ordered Reliability Bit GRAND (ORBGRAND) [6] operates on soft channel outputs and uses logistic weights to schedule the error patterns after sorting the received symbols in order of reliability.

One crucial issue for practical implementation of GRAND decoders is the need to store and access the error patterns, whose number can be very large. ORBGRAND is one of the most promising embodiments of GRAND in this sense, since it couples an algorithmic error pattern schedule with soft information, leading to good performance with a limited number of test patterns. The authors in [7] generate the error patterns on-the-fly, though limiting themselves to Hamming weights not larger than $h = 3$. While this method allows to reduce the hardware complexity of the decoder, it limits its error-correction performance [6].

In this paper, we show how the order of error patterns [6] to be scheduled is connected to the Universal Partial Order (UPO) proposed in [9] for the design of polar codes, and show that the ORBGRAND error pattern sequence can be created on-the-fly following the UPO properties. We then propose an alternative schedule, of comparable generation complexity, that can substantially improve the decoding performance of ORBGRAND; it yields gains of up to 0.5dB at a block error rate (BLER) of $10^{-5}$, and can match the performance of the original schedule with an order of magnitude fewer error patterns and thus lower complexity. Finally, a low-complexity algorithm for an on-the-fly approximated implementation of the new schedule is presented, and it is shown not to incur any performance degradation down to a BLER of $10^{-7}$.

II. PRELIMINARIES

A. ORBGRAND

The GRAND algorithm works as follows. Given a received vector $y$, hard decision is applied to its elements, obtaining an estimation $\hat{y}$, namely a vector of $N$ bits representing the most probable codeword candidate given $y$. Then, a check function is applied to $\hat{y}$ to control if it is included in the codebook $C$, generating
In some widespread cases like the two-error-correcting BCH, making them good candidates for GRAND-based decoding. Features is their flexibility in terms of minimum distance, and of minimal polynomials over the field. One of their important property of the channel transformation matrix makes these codes suitable for GRAND decoding. In fact, polar encoding can be efficiently performed in \( \log_2 N \) steps \([10]\), and such an encoder can be used also to check if a bit string belongs to the codebook. A bit string check can hence be executed by encoding it and checking if the entries of the output belonging to the frozen set are all zero. Concatenation with a CRC, a common feature in 5G polar codes \([11]\), allows to perform an additional check for improved precision.

C. Posets

The main problem in the implementation of a GRAND-based decoder is to sort the error patterns in reliability order, namely from the most probable to the least probable one. A solution to reduce the complexity of this ordering step is given by partially ordered sets. A partially ordered set (or poset) is a generalization of an ordering where the order relation is not total. By partially ordered set \( P \), we mean a partially ordered set \( P \) such that for any two elements \( a, b \) in \( P \), \( a \leq b \) or \( b \leq a \) or both.

III. ORBGRAND SEQUENCE GENERATION

In this Section, we analyze the structure of error patterns and identify a universal partial order that is valid for any channel. Based on this partial order, we will show that the LWO sequence: the computation of the next error pattern
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thus checking if \( \hat{y} \) is actually a codeword. For block codes, a straightforward check function is given by the parity check matrix of the code; however a given code may have a more suitable or simpler check function. In the case of check failure, an error pattern \( e \), namely a vector of \( N \) bits, is calculated, and the vector \( \hat{y} + e \) is given to the check function to control if it belongs to the codebook. The procedure ends when a codeword is found.

Error patterns should be checked from the most probable to the least probable one. The scheduling of the error patterns, i.e. their order, is at the core of the different versions of GRAND. While for binary symmetric channels it is sufficient to follow an order based on the Hamming weight of the patterns, this strategy is not correct for more complex channel models like AWGN. In the latter case, sorting error patterns in reliability order is in general a complex task, given the large number of patterns involved.

The ORBGRAND algorithm \([6]\) introduces two main techniques to reduce the number of checks to be performed in order to find a candidate code word. To begin with, the soft received symbols of \( y \) are sorted in ascending reliability order, and we call \( \pi \) the resulting index permutation; if these symbols represent the log-likelihood ratios (LLRs) of the received signal, this is equivalent to sorting their absolute values in ascending order. Next, the error patterns are scheduled to be checked in logistic weight order (LWO). The logistic weight of an error pattern \( e \) is given by \( LW(e) = \pi \cdot i_N \), where \( i_N \) is the vector of integers from 1 to \( N \) and the scalar multiplication is operated over \( \mathbb{N} \). Error patterns with the same logistic weight are checked in random order. However, before applying the error pattern to \( \hat{y} \), its indices are sorted according to the inverse of \( \pi \). In practice, the check function is applied to the vector \( \hat{y} + \pi^{-1}(e) \).

B. BCH and polar codes

Bose-Chaudhuri-Hocquenghem (BCH) codes \([2]\) are block codes commonly used in communications, storage and cryptography applications. They can be described in the language of the theory of finite fields through the least common multiple of minimal polynomials over the field. One of their important features is their flexibility in terms of minimum distance, and hence error correction, given in the code design phase. They have simple check functions based on polynomial evaluations, making them good candidates for GRAND-based decoding. In some widespread cases like the two-error-correcting BCH, this check function can be implemented with a small number of syndrome calculations.

Polar codes \([10]\) are binary block codes based on the polarization property of their kernel matrix. The involutory property of the channel transformation matrix makes these codes suitable for GRAND decoding. In fact, polar encoding can be efficiently performed in \( \log_2 N \) steps \([10]\), and such an encoder can be used also to check if a bit string belongs to the codebook. A bit string check can hence be executed by encoding it and checking if the entries of the output belonging to the frozen set are all zero. Concatenation with a CRC, a common feature in 5G polar codes \([11]\), allows to perform an additional check for improved precision.

The Logistic Weight Order (LWO) used in \([6]\) is an example of poset for the set of the error patterns, and it is defined by the logistic weight relation, namely \( a \prec_{LWO} b \) if \( LW(a) < LW(b) \). This poset can be described as the set of partitions into distinct summands, namely the \( i \)-th vertical level includes all the possible decomposition of integer \( i \) as the sum of integers, where each summand appears only once. Decompositions are expressed as binary vectors where index \( j \) is set to 1 if integer \( j + 1 \) is included among the summands.
requires only the knowledge of the previous error pattern and its logistic weight. Moreover, we propose a novel ordering of error patterns that gives priority to low Hamming weight patterns and provides better performance compared to LWO.

A. Universal partial order

The Universal Partial Order (UPO) is a poset for strings of bits. This ordering has been introduced in [8] to reduce the design complexity of polar codes by avoiding comparisons between virtual channels that are ordered through the partial order. This poset is generated by two rules, applied to strings of bits of length $N$. Given two error patterns $e_1 = (e_{11}, \ldots, e_{1N})$ and $e_2 = (e_{21}, \ldots, e_{2N-1})$, where $\mathbb{P}(e_i = 1) \geq \mathbb{P}(e_{i+1} = 1)$, the two basic rules for the UPO are:

- **Addition rule:** if the two strings differ only in entry $t$ and $e_{1t} = 0$ while $e_{2t} = 1$, then $e_1 \ll_{\text{UPO}} e_2$;
- **Right swap rule:** if the two strings differ only in two consecutive entries $t$ and $t+1$, where and $e_{1t}e_{t+1} = 10$ while $e_{2t}e_{t+1} = 01$, then $e_1 \ll_{\text{UPO}} e_2$.

These rules can be iterated to create a chain of comparisons among error patterns. The Hasse diagram of this relation is depicted in Figure 1 for $N = 5$.

It is quite obvious that the UPO is valid for the ORBGRAND algorithm, where bit indices are sorted in descending reliability order and thus the condition $\mathbb{P}(e_i = 1) \geq \mathbb{P}(e_{i+1} = 1)$ is fulfilled. This partial order is universal in the sense that it is independent from the channel used. Every error pattern ordering under ORBGRAND must follow the UPO rules in order to be well defined. As an example, the LWO ordering proposed in [6] is compliant with the UPO: a level of the Hasse diagram of the UPO contains all the patterns of the same logistic weight [12]. In fact, an error pattern $e$ has logistic weight $l$ if and only if the sum of the indices of the non-zero entries of $e$ is equal to $l$; this property is highlighted in Figure 1. Since these patterns cannot be compared using the partial order, these nodes of the diagram are not connected by edges, and hence cannot be sorted according the UPO.

Based on this parallelism between UPO and LWO, we propose a novel sequential method to calculate the LWO error pattern sequence by following the Hasse diagram of the UPO poset in the order of the levels. Our method allows for a sequential computation of the error patterns using only the previously calculated one, and so is suitable in scenarios where memory consumption is an issue and the sequence should not be pre-computed and stored. The idea is to sort all error patterns of a given logistic weight $h$ from the smallest Hamming weight (described in Algorithm 3) to the one having the largest Hamming weight (described in Algorithm 2). The full method is described in Algorithm 1. In practice, if the last error pattern is not the one with the largest Hamming weight having its logistic weight, the next error pattern is calculated by finding the leftmost one of the error pattern (excluding the first two entries) and substituting it with the sub-pattern having the smallest Hamming weight possible. This process ends when the all-ones error pattern is reached or may be early terminated when a certain number of error patterns has been calculated.

Algorithm 1 is used in the remainder of this paper as specific implementation to check following the LWO sequence.

Algorithm 1: NextErrorPattern(errorPattern)

1: $errorPattern$: previous error pattern
2: $lw = \text{LogisticWeight}(errorPattern)$
3: $N = \text{length}(errorPattern)$
4: if IsLast(errorPattern) then
5: return MaxIntegerPartition($N, lw + 1$)
6: else
7: while $I(1 == 1)$ do
8: $lm = \text{LeftmostOne}(errorPattern(3 : N)) + 2$
9: $r = \text{LogisticWeight}(errorPattern(lm + 1 : N))$
10: if $\frac{lm(lm-1)}{2} + r < lw$ then
11: $errorPattern(1 : lm) = 0$
12: else
13: return $[\text{MaxIntegerPartition}(lw - r, lm - 1), 0, errorPattern(lm + 1 : N)]$
14: end if
15: end while
16: end if

Algorithm 2: IsLast(errorPattern)

1: $errorPattern$: last error pattern
2: $N = \text{Length}(errorPattern)$
3: $k = \text{LogisticWeight}(errorPattern)$
4: if $k == 0$ then
5: return true
6: end if
7: for $i = N, i -- , 1$ do
8: if $i(i-1) < 2k$ then
9: if $errorPattern(i) == 0$ then
10: return false
11: end if
12: $k = k - i$
13: if $k == 0$ then
14: return true
15: end if
16: end if
17: end for

B. Improved error pattern sequence

The LWO sequence of error patterns proposed for ORBGRAND in [6] has been shown to be implementable in hardware with reasonable complexity [7]. However, it can be observed that this sequence is suboptimal, especially as the signal-to-noise ratio (SNR) increases. In fact, at high SNR, error patterns with Hamming weight $h$ larger than $1$ are less likely to lead to successful decoding. Figure 2 shows the BLER performance of ORBGRAND with a maximum number of patterns $Q = 35$ for a BCH code with $N = 127$, $K = 113$, and 2-error correction capability. The LWO sequence in Figure 2 is compared to two other sequences of $Q$ patterns empirically observed at $E_b/N_0 = 6$ dB and 7 dB. Even with such a small pattern set, the LWO sequence suffers from noticeable loss at
Algorithm 3: *MaxIntegerPartition*(N, k)

1: \( N \): error pattern length
2: \( k \): desired logistic weight
3: errorPattern = zeros(1, N)
4: for \( i = N, i = \ldots, 1 \) do
5: if \( i \leq k \) then
6: errorPattern(i) = 1
7: \( k = k - i \)
8: if \( k == 0 \) then
9: return errorPattern
10: end if
11: end if
12: end for
13: return \( Error() \)

---

**Fig. 2:** BLER of BCH(127,113,2) with ORBGRAND, \( Q = 35 \).

**Fig. 3:** BLER for BCH(127,113,2), no limit on \( h \).

high SNR. As expected, an optimal sequence should favor low Hamming weight over low logistic weight.

An error pattern sequence based on empirical observation of the error pattern distribution is however difficult to implement, since it requires storage of a potentially very high number of patterns, as they cannot be algorithmically created on-the-fly. We thus propose a new partial order based on LWO, giving more importance to the Hamming weight of error patterns. This *improved logistic weight order* (iLWO) computes the weight of an error pattern \( e = (e_0, \ldots, e_{N-1}) \) as follows: if \( j = (j_0, \ldots, j_{h-1}) \) represents the ordered vector of the indices of the nonzero entries of \( e \), with \( h \) denoting its length, then

\[
iLW(e) = \sum_{i=0}^{h-1} (i + 1) \cdot (j_i + 1) .
\]  

(2)

This error pattern weight penalizes patterns with high Hamming weight \( h \) by assigning growing cost to additional flipped bits. In practice, the weight of each entry of the error pattern is given by its position, like for LWO, multiplied by the number of nonzero entries at its left plus one, namely on its partial Hamming weight. As an example, consider the sequence \( e = 01100 \) from Fig. 1, we have \( LW(e) = 2+3 = 5 \), while \( iLW(e) = 2 + 2 \cdot 3 = 8 \). Note that the proposed iLWO is compliant with UPO: the two basic UPO rules can easily be verified to hold for the iLWO. In Figure 1 the iLWs of error patterns of length \( N = 5 \) are indicated in blue.

**IV. PERFORMANCE EVALUATION**

In this section we evaluate the performance of the proposed iLWO sequence compared to the state-of-the-art sequence generator methods for ORBGRAND decoding of BCH and polar codes. A first general observation can be made about GRAND-based decoding algorithms, of particular interest when applied to BCH codes. For codes having minimum distance \( 2t+1 \), considering patterns with Hamming weight \( h \geq 2t+1 \) will not be very beneficial to the error-correction performance of the algorithm, as it will lead to miscorrections, especially when the number of errors introduced by the channel in each codeword is close to 1. For this reason, we have observed that the performance of the considered algorithms when the error patterns are limited to a maximum \( h=4 \) and \( h=5 \) is very similar, as \( 2t+1 = 5 \) for BCH(127,113,2).

To begin with, Figure 3 shows the BLER performance of ORBGRAND decoding of a BCH(127,113,2) code for different values of maximum number of patterns to check \( Q \). Simulation results show performance improvement for iLWO up to 0.5dB at BLER=\( 10^{-5} \) compared to the original LWO, with increasing gains as the SNR rises and the BLER decreases. Moreover, iLWO can match the performance of LWO by reducing \( Q \) of an order of magnitude; in fact, iLWO with \( Q = 10^3 \) outperforms LWO with \( Q = 10^4 \) at \( E_b/N_0 \geq 6.5 \text{dB} \). This is due to the fact that the LWO sequence tends to
assign a disproportionately low weight to patterns with high Hamming weight, compared to their likelihood of occurrence, and thus incurs BLER degradation with respect to iLWO. The same trends are observed in Figure 4, where the performance of ORBGRAND with L WO and iL WO is evaluated on a polar code taken from the 5G standard, with $N = 128$ and $K = 114$, and a CRC of 6 bits.

Next, in Figure 5 we limit the maximum Hamming weight of the candidate error patterns to $h = 4$. This limitation is useful for shift-register-based hardware architectures, similar to that proposed for ORBGRAND in [7]. As expected given the minimum distance of the BCH(127,113,2) code, the performance of ORBGRAND with $h \leq 4$ is similar to the unlimited case. Moreover, if this limit is raised to 5, the performance is equivalent to the unlimited case; higher $h$ have thus been omitted from the paper.

Finally, we compare our proposal with state-of-the-art hardware sequence generator, namely imposing the $h$ limit to 3. In order to help the design of a hardware architecture for our iL WO sequence we present Algorithm 4, a method to calculate a close approximation to the iL WO sequence, that can easily be run on-the-fly with low complexity. The algorithm produces error patterns with HW $\leq 3$, like the architecture in [7], but can be easily extended to higher $h$ by incuding state machines of growing complexity. The algorithm output $E$ the set of indices flipped by an error pattern. All conditions in Algorithm 4 and 5 assume that any flipped index is $< N$: this check has been omitted in the text for clarity. The performance of the proposed approximate algorithm, compared to the L WO and iL WO sequences, is shown in Figure 6. The sequence defined in the hardware implementation in [7] yields the same BLER as the L WO curve; since [6] does not specify how to sort error patterns with the same weight, in our implementation of L WO we have sorted them in ascending order of Hamming weight, as in [7]. The curves show a saturation of the BLER for $Q \geq 10^3$. This is due to the fact that limiting the maximum $h$ to 3 allows the different pattern sequences to have a large intersection as $Q$ increases. It can be observed that the curve obtained with Alg. 4 is superimposed to that of iL WO, and thus yields the same gains with respect to L WO as the ideal iL WO.
Algorithm 4: Approximate iLWO sequence with Hamming weight \( h \leq 3 \) for weight \( dw \).

\( dw \): Desired weight

\( h3dw \): Last weight for which \( h=3 \) patterns were created

\( m, n \): Indices of the \( 2^{nd} \) and \( 3^{rd} \) bit of the first \( h=3 \) pattern created at weight \( h3dw \)

\( \mathcal{E} = \{dw−1\} \)

if \( dw > 4 \) then
  \[
  w = \frac{(dw−1)/2}{2} − 1 \\
  k = (dw−1) \mod 2 \\
  \text{if } w ≥ 1 \&\& k > w \text{ then} \\
  \mathcal{E} = \{k, w\} \\
  \text{while } w − 1 > k + 2 \text{ do} \\
  \quad w = w − 1, k = k + 2 \\
  \mathcal{E} = \{k, w\} \\
  \text{end while}
  \]
end if

if \( dw == 14 \) then
  \[
  l = 0, m = 1, n = 2 \\
  \mathcal{E} = \{l, m, n\} \\
  h3dw = dw
  \]
else if \( dw > 14 \) then

  \[
  m_{old} = m, n_{old} = n \\
  \text{if } h3dw = dw − 1 \text{ then} \\
  \quad \text{if } m > 1 \text{ then} \\
  \quad \quad l = 0, m = m − 1, n = n + 1 \\
  \quad \quad \mathcal{E} = \{l, m, n\} \\
  \quad \quad h3dw = dw \\
  \quad \text{CreateRemainingh3Patterns}(l, m, n) \\
  \text{end if}
  \]
if \( m_{old} + 2 < n_{old} − 1 \) then
  \[
  l = 0, m = m − 1, n = n + 1 \\
  \text{if } h3dw = dw − 1 \text{ then} \\
  \quad m = m_1, n = n_1 \\
  \text{end if}
  \]
\[
\mathcal{E} = \{l, m_1, n_1\} \\
\text{h3dw} = dw \\
\text{CreateRemainingh3Patterns}(l, m_1, n_1) \\
\]
else if \( h3dw = dw − 2 \&\& n > m + 1 \) then
  \[
  l = 0, m = m + 1 \\
  \mathcal{E} = \{l, m, n\} \\
  \text{h3dw} = dw \\
\text{CreateRemainingh3Patterns}(l, m, n)
  \]
else if \( h3dw = dw − 3 \) then
  \[
  l = 0, m = 1, n = n + 1 \\
  \mathcal{E} = \{l, m, n\} \\
  \text{h3dw} = dw \\
\text{CreateRemainingh3Patterns}(l, m, n)
  \]
end if
end if
end if

V. Conclusion

In this work, we have shown how the error pattern schedule based on logistic weight order (LWO) used by the ORBGRAND decoding algorithm is linked to the idea of universal partial order, and used such link to propose an on-the-fly, sequential error pattern generation algorithm. We pointed out that the LWO sequence is suboptimal, and proposed an improved schedule that yields up to 0.5dB gains at BLER=10\(^{-5}\). Finally, we proposed a low-complexity approximated algorithm fit for hardware implementation of the new schedule, and showed that its performance follows the curve of the ideal schedule.
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