Pair Correlations in the Two-Dimensional Fermi Gas
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We consider the two-dimensional Fermi gas at finite temperature with attractive short-range interactions. Using the virial expansion, which provides a controlled approach at high temperatures, we determine the spectral function and contact for the normal state. Our calculated spectra are in qualitative agreement with recent photoemission measurements [M. Feld et al., Nature 480, 75 (2011)], thus suggesting that the observed pairing gap is a feature of the high-temperature gas rather than being evidence of a pseudogap regime just above the superfluid transition temperature. We further argue that the strong pair correlations result from the fact that the crossover to bosonic dimers occurs at weaker interactions than previously assumed.

The two-dimensional (2D) Fermi gas with contact interactions provides a basic model for understanding pairing and superconductivity in 2D systems [1–3]. Recently, there has been a resurgence of interest in this model owing to the realization of 2D Fermi gases in cold-atom experiments [4–13]. In particular, there is the possibility of investigating deviations from Fermi liquid behavior at finite temperature. However, 2D systems are notoriously difficult to treat theoretically since mean-field theory is less reliable in low dimensions, while at the same time there is a dearth of exact solutions, in contrast to the case in 1D. Hence there is a need for controlled perturbative approaches that can guide theory and experiment. The virial expansion is one such controlled approach in the high temperature limit, and this will be the focus of our Letter.

Before investigating finite temperature, it is instructive to consider the ground state of the two-component (↑, ↓) Fermi gas in 2D. Here we assume that the masses and chemical potentials of each spin are equal, i.e., \( m_\uparrow = m_\downarrow \equiv m \) and \( \mu_\uparrow = \mu_\downarrow \equiv \mu \), respectively. Then one expects a smooth crossover from BCS pairing to Bose-Einstein condensation (BEC) of tightly bound ↑↓ dimers with increasing interspecies attraction. Since there is always a two-body bound state for attractive contact interactions in 2D, one can define the strength of the interaction using the two-body binding energy \( \varepsilon_B = \hbar^2/ma_{2D}^2 \), where \( a_{2D} \) is the 2D scattering length. Thus, for a Fermi gas with total density \( n = k_F^2/2\pi \), where \( k_F \) is the Fermi wave vector, we have \( k_Fa_{2D} \gg 1 \) in the BCS limit and \( k_Fa_{2D} \ll 1 \) in the BEC limit. Note that the crossover can be driven by varying the density as well as by varying the interaction, unlike the case in 3D.

Mean-field theory has provided a qualitative understanding of the 2D BCS-BEC crossover [1, 2], while recent quantum Monte Carlo (QMC) calculations have determined the ground state energy [14]. However, there is surprisingly little discussion about what constitutes the crossover point. As previously argued in the 3D case, the crossover is best defined as the point where \( \mu = 0 \), since this can signal the disappearance of a Fermi surface and an associated change in the quasiparticle excitation spectrum [15, 16]. Indeed, while the s-wave paired superfluid is characterized by a crossover, a phase transition at \( \mu = 0 \) is predicted in the p-wave paired superfluid [17]. In 2D, it is generally assumed that the crossover occurs at \( \ln(k_Fa_{2D}) = 0 \), which is consistent with the mean-field chemical potential, \( \mu = \varepsilon_F - \varepsilon_B/2 \), being zero (where \( \varepsilon_F = \hbar^2k_F^2/2m \) is the Fermi energy). However, it is easy to show using the QMC data from Ref. [14] that the chemical potential in fact vanishes at \( \ln(k_Fa_{2D}) \simeq 0.5 \), corresponding to \( na_{2D}^2 \simeq 0.4 \). This suggests that experiments on the 2D Fermi gas have mainly explored the BEC side of the crossover, as we discuss below. Therefore, it is perhaps not surprising that recent radio-frequency (rf) measurements in the regime \( \ln(k_Fa_{2D}) \lesssim 0.6 \) agree well with two-body theory [8].

This also has implications for the normal state above the superfluid transition temperature \( T_c \). In particular, the highly sought-after “pseudogap” regime requires the presence of a Fermi surface [18]: while this phase is often synonymous with pairing above \( T_c \) in the cold-atom literature, if one is to emulate the pseudogap phenomena in high temperature superconductors, then one must have a loss of spectral weight, i.e., a gap, at the Fermi surface [19]. Thus, a pairing gap above \( T_c \) does not imply a pseudogap when \( \mu < 0 \) and Pauli blocking is minimal.

In this Letter, we investigate the 2D Fermi gas at finite temperature \( T \) using the virial expansion. We focus on the pair correlations as encoded in the contact [20] and spectral function, rather than the thermodynamic properties and the equation of state, which have been determined in Ref. [21]. We find that our calculated spectra qualitatively reproduce those from recent photoemission experiments [5], and we argue that the observed pairing gap above \( T_c \) is in the regime where \( \mu < 0 \).

The basic idea of the virial expansion, as applied to the uniform 2D Fermi gas, can be summarised as follows. Working in the grand canonical ensemble, we define the virial coefficients \( b_j \) such that the grand potential
\[ \Omega(T, V, \mu) \text{ is given by (we set } h = k_B = 1) \]
\[ \Omega = -2TV \lambda^{-2} \sum_{j \geq 1} b_j z^j, \quad (1) \]

where the thermal wavelength \( \lambda = \sqrt{2\pi/mT} \) and the fugacity \( z = e^{\beta \mu} \). We also denote \( V \) as the system area and \( \beta = 1/T \). In the high temperature limit where \( \lambda^2 n \lesssim 1 \), the above power series may be truncated and the thermodynamics of the system can be accurately described by only the first few virial coefficients. This usually corresponds to an expansion in small \( z \), but care must be exercised when treating the Bose limit \( k_F a_{2D} \ll 1 \). In this case, \( \mu \approx -\varepsilon_B/2 \) at low temperatures so that \( z \approx e^{-\beta \varepsilon_B}/2 \rightarrow 0 \) as \( T \rightarrow 0 \), which naively suggests that the virial expansion is valid even at zero temperature. However, as we show below, the coefficients \( b_j \) also contain powers of \( e^{\beta \varepsilon_B}/2 \) that cancel the contribution from the binding energy in \( z \) when \( j \) is even. Thus, the relevant expansion parameter is in fact \( z^{(\text{Bose})} = e^{-j \beta \varepsilon_B}/2b_j \).

To proceed further, we consider the total density
\[ n = -\frac{1}{V} \frac{\partial \Omega}{\partial \mu} \bigg|_{T,V} = 2\lambda^{-2} \sum_{j \geq 1} j b_j z^j, \quad (2) \]

with the density of each species given by \( n_{a} = n/2 \). The non-interacting part of the virial coefficient is then readily obtained from \( n_{a} = \sum_k n_F(\Theta_k - \mu) \), where \( n_F \) is the Fermi-Dirac distribution function. This yields \( b_j^{(\text{free})} = (-1)^{j-1} j^{-2} \) for \( j \geq 1 \). We obtain the second and third virial coefficients using the diagrammatic method recently introduced in 3D by Leyronas [22]. As a starting point, we write down the relation between the density and the propagator, \( n_{a}(\mu, T) = \sum_k G_{a}(k, \tau = 0) \). As usual, the full Green’s function on the right-hand side is then written in terms of the bare propagators \( G^{(0)}(k, \tau) \).

The key point is that these may be expanded in powers of \( z \),
\[ G^{(0)}_{a}(k, \tau) = e^{-(\epsilon_k - \mu)\tau}[-\Theta(\tau) + n_F(\epsilon_k - \mu)] \]
\[ = e^{\mu \tau} \sum_{j \geq 0} G^{(0,j)}_{a}(k, \tau) z^j, \quad (3) \]

where the ‘virial propagators’ are defined as
\[ G^{(0,j)}_{a}(k, \tau) = \begin{cases} -\Theta(\tau)e^{-\epsilon_k \tau} & \text{if } j = 0 \\ (-1)^{j-1}e^{-\epsilon_k \tau - j\beta\varepsilon_k} & \text{if } j \geq 1 \end{cases} \quad (4) \]

This allows one to construct a perturbative expansion in \( z \) for the full propagator. As an example, Fig. 1(a) depicts the diagrammatic representation of the virial expansion of the free propagator. The non-interacting virial coefficients are also easily recovered using the virial propagators above. Note that \( G^{(0,0)} \) is the only retarded term, meaning it vanishes whenever \( \tau < 0 \).

In order to obtain the second virial coefficient, we must calculate the term arising from interactions and contributing to the density at second order in the fugacity:
\[ 2e^{2} \sum_{kp} \int dt_1 dt_2 T_2(p, t_2) G^{(0,0)}(k, t_1) \]
\[ \times G_{\uparrow}^{(0,1)}(-k, -t_1 - t_2) G_{\downarrow}^{(0,1)}(p - k, -t_2), \quad (5) \]

as illustrated in Fig. 1(b). The factor of 2 accounts for the spin degeneracy. The \( T \)-matrix \( T_2 \) [33] is defined purely in terms of the retarded virial propagator \( G^{(0,0)} \) and as a result \( T_2 \) is also retarded. Following manipulations of the time integrations along the lines set out in Ref. [22], we find that the second virial coefficient consists of two terms. The first arises from the dimer pole of the \( T \)-matrix and is given by \( e^{\beta \varepsilon_B} \), while the second comes from the scattering states. We then obtain
\[ \Delta b_2 = e^{\beta \varepsilon_B} - \int_0^{\infty} \frac{dp}{\pi} \frac{2 \varepsilon_B^2 / m}{\pi^2 + 4 \ln^2(p a_{2D})}, \quad (6) \]

where we define \( \Delta b_j = b_j - b_j^{(\text{free})} \). In the limit \( T \ll \varepsilon_B \), the exponential term dominates as expected, since all the atoms are then bound into pairs. We see that, as the virial expansion contains terms contributing separately to the atom and dimer densities, measuring these in experiment may be used to extract the chemical potential.
and temperature, within the regime of validity of the approximation. The dimer pole of the $T$-matrix also plays a major role in the higher order coefficients $b_j$, contributing $e^{j\beta\varepsilon_B}/2$ for even $j$ and $e^{(j-1)\beta\varepsilon_B}/2$ for odd $j$. Comparing this with the factors of $e^{-\beta\varepsilon_B}/2$ in $z$ discussed above, we thus expect odd terms in the expansion to tend to zero as $\beta\varepsilon_B \to \infty$. Beyond that, the calculation of the third virial coefficient is significantly more involved, and we refer the interested reader to Ref. [22] for the required diagrams.

Figure 2 displays the behavior of the second and third virial coefficients in the regime of interactions before $e^{\beta\varepsilon_B}$ dominates. We stress that the virial coefficients are functions of $\ln(\lambda/a_{2D})$, or equivalently $\beta\varepsilon_B$, only. We see that the correction to the second virial coefficient due to interactions is attractive, since it increases the density at fixed $\mu$ and $T$. However, this lowest order term is expected to overestimate the attraction at lower temperatures and thus the third-order correction acts to suppress the density.

We now turn to the investigation of pair correlations, for which we first discuss the virial expansion of the contact [20] in 2D. Within the zero-range model, this quantity is given by $C = 2\pi m \frac{d\ln(a_{2D})}{d\varepsilon}$ [23]. The contact can also be expressed in terms of the grand potential $\Omega(T,V,\mu)$, thus giving

$$C = 2\pi m \left( \frac{\partial \Omega}{\partial \ln(a_{2D})} \right)_{T,V,\mu} = \frac{8\pi^2 V}{\lambda^4} \sum_{j \geq 2} c_j z^j, \quad (8)$$

with ‘contact’ coefficients $c_j = [d\Delta b_j/d\ln(\lambda/a_{2D})]_T$ (for the 3D equivalent, see Ref. [24]).

In Fig. 3 we display the contact as a function of temperature $T/\varepsilon_F$ for different $\ln(k_F a_{2D})$. Over a large temperature range, we observe a very good agreement between the second and the third order of the virial expansion. Moreover, the results from QMC at $T = 0$ [14] match our calculated contact reasonably well. However, the expansion starts to break down at low temperatures once we move toward the BCS limit. Interestingly, it appears that the second order of the expansion extrapolates better between the high and low temperature limits than the higher order expansion. As shown in the inset of Fig. 3, the contact is non-monotonic with temperature when $\ln(k_F a_{2D}) \gtrsim 1$. This suggests a way of distinguishing the BCS regime from the Bose limit at intermediate temperatures. We speculate that the contact initially increases with temperature in the BCS regime as Pauli blocking becomes less important. For a discussion of non-monotonicity of the 3D contact, see Ref. [25]. In the limit $T \gg \varepsilon_B$, we obtain the asymptotic behavior $C/N \approx k_B^2 \pi/4 \ln^2(a_{2D}/\lambda)$, which remarkably resembles the $T = 0$ weakly interacting limit where $\lambda$ is replaced by $1/k_F$.

Next, we turn to the spectral function $A_\sigma(k,\omega) = -2\text{Im}G_\sigma(k,\omega)$, which is related to the probability of extracting an atom in state $\sigma$ with momentum $k$ and frequency $\omega$. Thus, it is of great relevance to current experiments measuring the spectral response with momentum resolved photoemission spectroscopy [5, 26]. The spectral function is obtained from the full Green’s function; this is related to the bare propagator via the Dyson equation $G^{-1} = [G^{(0)}]^{-1} - \Sigma$, where $\Sigma$ is the self-energy. The lowest non-trivial order of the virial expansion yields

$$\Sigma_T(p,\tau) = \oint_{T_1} \frac{dz}{2\pi} \sum_k T_2(k,\tau)G_\downarrow^{(0,1)}(k - p, -\tau),$$

which clearly includes two-body correlations. Considering the occupied part of the spectral function introduces a further power of $z$ from the distribution function, and thus the self energy at this order is equivalent to the second order of the virial expansion. As well as being accurate for $T > \varepsilon_F$, our results for the contact suggest that the truncation to second order is also reasonable for $T \approx \varepsilon_F$ when the interaction is not too weak. Indeed, this lowest-order spectral function has been applied to even lower temperatures in 3D [27].

Figure 4 displays a series of spectra for $T/\varepsilon_F \gtrsim 1$ and for a range of $\ln(k_F a_{2D})$ similar to that used in the recent 2D photoemission experiments [5]. In Fig. 4(a), we see a two branch structure that resembles that observed in experiment [5]. The lowest incoherent band corresponds to bound dimers while the upper branch corresponds to excited unpaired atoms. A key point is that the spectra all have $\mu < 0$ and so the effects of Pauli blocking are minimal. While the temperatures here are higher than those in experiment, we note that all interactions except $\ln(k_F a_{2D}) = 0.8$, the lowest interaction considered in experiment, have $\mu < 0$ at $T = 0$. Furthermore, $\ln(k_F a_{2D}) = 0.8$ only has $\mu \approx 0.2\varepsilon_F$ at $T = 0$ and thus the Fermi gas is no longer degenerate once $T \gtrsim 0.2\varepsilon_F$, i.e., for typical experimental temperatures. Note, fur-
ther, that our statements appear to be unaffected by the presence of a harmonic trapping potential, since we find that the average chemical potential at $T = 0$ in the trap also vanishes at $\ln(k_Fa_{2D}) \approx 0.5$, where $k_F$ is defined as in Ref. [6].

Therefore, our results suggest that the observed pairing gap [5] effectively arises from two-body physics and does not correspond to a pseudogap regime. This view is further supported by the fact that the pairing gap in the spectrum persists to very high temperatures well above $T_c$, as shown in Fig. 4(b). Moreover, we see that the “closure” of the gap with increasing temperature appears to be due to the thermal broadening of the two branches.

By examining the peak position of the incoherent branch, we obtain a dispersion that exhibits a “back-bending” feature, as shown in Fig. 4(a). A similar feature has been observed in 3D and has been interpreted as evidence for a gapped Fermi surface [28]. However, in our case, it appears to be a consequence of short-range pairing correlations, similar to what was described in Ref. [29]. Moreover, the momentum at which the back-bending occurs is set by $a_{2D}$ and $\lambda$ rather than $k_F$.

We can compare our results with the atom spectrum obtained for a thermal gas of dimers. Here, one probes the spectrum by exciting one of the atoms within the dimer into a non-interacting state, effectively dissociating the dimer. The resulting (occupied part of the) spectral function is then proportional to

$$\frac{C_0}{m^2 \Theta} \left( \frac{k^2}{2m} - \varepsilon_B - (\omega + \mu) \right) e^{-\beta \left( \frac{k^2}{2m} - \varepsilon_B - (\omega + \mu) \right)}$$

$$\times I_0 \left( 2\beta \frac{k}{\sqrt{m}} \sqrt{\frac{k^2}{2m} - \varepsilon_B - (\omega + \mu)} \right)$$

where $I_0(x)$ is a modified Bessel function of the first kind, and $C_0 = 2\pi N/a_{2D}^2$ is the two-body contact. This yields a back-bending feature similar to the one obtained in the virial expansion, as shown in Fig. 4(a), and we clearly see how the short-range correlations appear in $A(k,\omega)$. Note that the incoherence of the lower band is due to the fact that we have a thermal gas of dimers. If they had been condensed, then we would expect a strongly peaked signal at $\omega + \mu = -\varepsilon_B - \varepsilon_k$.

Finally, we note that the virial coefficients obtained above for the uniform system may be straightforwardly related to those for an isotropic harmonic confinement [21] by means of a local density approximation: in the thermodynamic limit where the temperature is much larger than the trapping frequency $\omega$, we define the local chemical potential $\mu(\rho) \equiv \mu - \frac{1}{2} m \omega^2 \rho^2$, with $\rho$ the radial coordinate in the trap. Then the fugacity also depends on the distance from the center of the trap, $z(\rho) \equiv z \exp(-\frac{1}{2} m \omega^2 \rho^2 \beta)$. Importantly, the virial coefficients are constant over the trap, and the total number of particles in the trap is easily obtained by integrating Eq. (2) to yield $N = \frac{2 \pi \rho^2}{\beta} \sum_{j \geq 1} b_j z^j$. On the other hand, Ref. [21] calculates the thermodynamic potential in the isotropic harmonic trap, $\Omega = -\frac{2 \pi \rho^2}{\beta} \sum_{j \geq 1} b_j^{\text{trap}} z^j$. Computing the particle number $N = -\partial \Omega/\partial \mu|_{T,V}$, we identify $b_j = j b_j^{\text{trap}}$. Using this relation, we conclude that our virial coefficients match exactly those of Ref. [21].

In conclusion, we have investigated the temperature dependence of the contact and the spectral function for the normal 2D Fermi gas. We have argued that current experiments are mainly in the Bose regime and are thus unlikely to have observed pairing that is strongly modified by Fermi statistics. It remains to be seen whether pseudogap phenomena could be observed for weaker interactions in 2D [30]. An unequivocal signature would be the presence of a gap-like feature in the dispersion at...
finite momentum, occurring at the chemical potential. In the future, it would be interesting to consider the mass imbalanced case, where higher partial waves are important in the three-body problem [31] and the third virial coefficient can become non-monotonic [32].
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