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Abstract
In this paper we use historic score-reporting records and test-taker metadata to inform data-driven recommendations that support international students in their choice of undergraduate institutions for study in the United States. We investigate the use of Structural Topic Modeling (STM) as a context-aware, probabilistic recommendation method that uses test-takers’ selections and metadata to model the latent space of college preferences. We present the model results from two perspectives: 1) to understand the impact of TOEFL score and test year on test-takers’ preferences and choices and 2) to recommend to the test-taker additional undergraduate institutions for application consideration. We find that TOEFL scores can explain variance in the probability that test-takers belong to certain preference-groups and, by accounting for this, our system adjusts recommendations based on student score. We also find that the inclusion of year, while not significantly altering recommendations, does enable us to capture minor changes in the relative popularity of similar institutions. The performance of this model demonstrates the utility of this approach for providing students with personalized college recommendations and offers a useful baseline approach that can be extended with additional data sources.
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Introduction
The beneficial impact of international higher education extends to the global, the national, and the individual level. The United Nations Educational, Scientific, and Cultural Organization (UNESCO) targets and tracks international education, citing that international student exchange is a key mechanism for promoting long-term goodwill between nations (UNESCO, 2018). Within the United States (U.S.), the
flow of international students makes higher education one of the country’s largest exports in the service sector. In 2018, international students contributed more than $45 billion to the U.S. economy (Institute of International Education, 2021). Studying internationally improves student’s job opportunities after graduation within the U.S. (Arbeit and Warren, 2013) and is linked to increased wages in their home countries (Arbeit and Warren, 2013; Guo et al., 2019; Wiers-Jenssen and Try, 2005). Despite these benefits, the rate of international student enrollment in the U.S. has been declining since the 2014-2015 academic year and recently has been especially hard hit by the Coronavirus pandemic (Institute of International Education, 2020). While some of the factors driving this decline are difficult to control, universities are looking for new ways to reach and recruit international students that will be good matches for their institutions.

Student-institution matching is a complex, multi-stakeholder problem. Currently there is considerable interest in university application decision-making and the criteria admissions officers use when selecting students (Hossler et al., 2019). This decision has important implications to issues of diversity and access to higher education and higher future income (Posselt and Grodsky, 2017). As a result, universities are exploring different types of admissions procedures to take into account the applicant’s opportunities and experiences alongside measures of academic achievement (Bastedo, 2021). Before a university can make the decision of who to admit, students must first select that university and submit their application. Even if a student is a great fit for an institution, if they do not first identify that institution as an option this opportunity will remain closed (Black et al., 2015). This puts pressure on students to make well-informed and well-researched choices. This is especially difficult for international students who are limited in their awareness of the institutions within the U.S.

In the current paper we explore a ‘student-centered’ approach to support institution-to-student matching that involves modeling students’ preferences and identifying institutions that best align with those preferences. We frame the problem in terms of matching students to institutions that would appeal to them. This is a common framing within Recommender Systems research in which the focus is on the connection between users and relevant items. While there are many different approaches to recommendation, we propose a novel application of Structural Topic Modeling (STM) as a hybrid collaborative filtering approach to recommendation. This content-aware probabilistic recommendation method allows us to model the impact of student-level factors on choices while also treating student preferences as latent variables. We apply this approach to model student preference using information contained within the registration and score reporting logs of the globally administered Test of English as a Foreign Language (TOEFL) internet based test (iBT). Using this data we consider several models of student preference that are sensitive to the previous research on international student application behavior (Section 2.1). We also explore how this type of model performs as a basis for recommending institutions to students.

Our research makes the following contributions to the field. First, this study extends the limited body of research on the application of Recommender Systems for supporting institution-to-student matching. While the scalability of prior
approaches has been limited by the need for detailed information about both students and institutions, our results suggest that a hybrid recommendation approach that leverages student choice data can provide recommendations that are sensitive to preferences for specific areas of study, geographic locations and types of institutions. Second, this study demonstrates how STM can be used as a hybrid recommendation approach that allows the integration of covariates into the estimation of latent preference groups. This approach to recommendation supports the introspection into how certain features influence the expression of these latent groups. We demonstrate how this approach can be used to model and understand the factors that influence student preferences. This descriptiveness has valuable implications for the development and the transparent use of such algorithms within recommender systems (Tintarev and Masthoff, 2015). Third, our research provides insight into the role of different covariates on international student’s preferences for schools within the U.S. We find that students preference is sensitive to their TOEFL scores suggesting that students are adjusting their preferences based on this information. On the other hand, our investigation year as a covariate indicates that the preference groups we identified are relatively stable in the face of the change in the U.S. government administration. Finally, much of the research on student-institution matching focuses on the admissions decision from the perspective of the institution. Identifying methods to support students in identifying schools has important implications for creating a diverse pool of qualified applicants for each institution. In presenting this case study we highlight one avenue by which we can support student’s application decision making by modeling their preferences across the space of institutions.

The rest of the paper is organized as follows. First, we survey relevant research on the decision making and preferences of international students, and efforts to build recommender systems to support their choices. We then introduce STM as an approach for modeling student preference. Finally, we present a case study in which we apply STM to international student’s score reporting behavior to capture how student’s TOEFL score and year influence student’s predicted preferences across U.S. institutions.

**Background and Motivation**

**International Student Decision-Making and Preference**

Considerable research has been conducted to understand the factors that influence a students’ decision to study internationally and shape their preferences for different universities. These factors contribute to multiple decisions such as the country, state, and institution to study in Nicholls (2018) and the influence of these factors varies depending on the stage of a student’s application from initial exploration of the space of options, to narrowing on a set of institutions to apply to, to finally choosing among admission offers (Hemsley-Brown and Oplatka, 2015). In this paper we focus on the initial exploration of the universities within the U.S. and student’s choice of which institution to apply to. This decision has large downstream implications for the type of choices students have for enrollment and the experience they have when studying abroad. The research on
international students’ application decision making processes relies on surveys, case-studies, and interviews of students who are either from the same country or have applied to the same institution (Abunawas, 2014; Nicholls, 2018; Mazzarol and Soutar, 2002; Zhu and Reeves, 2019). Models of the student decision-making process is captured as an interaction between multiple student-level and institution-level factors (e.g. Alfattal, 2016; Mazzarol and Soutar, 2002). One such model, the Push-Pull model, formalizes insights from years of research on international application decision-making (Mazzarol and Soutar, 2002). This theoretical model distinguishes between factors that ‘push’ students to seek out international institutions and factors that institutions use to attract, or ‘pull’, students. ‘Push’ factors in this model include factors such as a student’s educational goals, financial constraints, and personal recommendations. ‘Pull’ factors in this model include factors such as reputation of the institution, degree program, cost issues, proximity to social support networks, and environment. This model additionally considers the impact of general factors, such as home country, and hypothesizes differences in undergraduate versus graduate students’ decisions.

As with domestic students, institution reputation plays a large role in students considering universities (Nicholls, 2018). If a student does not already know about a university, finding easily accessible information geared towards the unique situations of international students can be challenging. As a result, larger universities engage in broad marketing campaigns to influence perceptions abroad (Wu and Naidoo, 2016; Chen, 2008). For smaller universities or universities looking to target a specific student population, the use of local education ‘agents’ to promote, recruit, and match students and universities is an increasing trend (Heuser et al., 2016). While these agents can provide a personalized experience for students, such as coaching their application and guiding their choices, there are numerous incentive structures within this matching process that encourage fraudulent and exploitative behaviors that do not put students’ best interests first (Flaitz et al., 2003; Hallak and Poisson, 2007; Heuser et al., 2016).

The prior research on the role of preference in international student application decision making has primarily focused on building theoretical models to identify preferences and understanding the role of different factors influencing those preferences. To our knowledge, little effort has been made to build formal or statistical models of this process. This comes as little surprise, since modeling these factors would require student data from multiple countries and require the tracking of applications across multiple institutions. Rather, most studies have focused on student choice within a single university (Nicholls, 2018) or limited students to a specific country or region (Zhu and Reeves, 2019). The information that Educational Testing Service (ETS) collects in administering the TOEFL exam affords a unique opportunity to model international students’ applications decision-making process across a wide range of institutions while also accounting for factors such as students’ English language skills as indicated by TOEFL score and the year the students sent their scores to U.S. institutions. We propose a student-centered approach to support matching by focusing on modeling students’ preferences for universities and offering relevant options to consider.

---

1 The research we cite in Section 2.1, was conducted in the United States, Australia, and the United Kingdom, and views international students as students from other countries.
Recommending Institutions to Students

In an effort to model international student application decision-making, we frame the problem in terms of matching students to institutions that would appeal to them. This is a common framing within recommendation research in which the focus is on the connection between individuals and relevant items (such as music, movies, restaurants). The type of approach used to build a recommender system depends on the availability of data. Content-based approaches cluster users and/or items based on their attributes, assuming that users with similar attributes will share similar preferences and items with similar attributes will be equally preferred. This approach benefits from a rich set of features about users and items. This can be problematic in cases where feature information is limited or incomplete. An alternative approach, Collaborative Filtering (CF), makes predictions about users’ preferences based on their ratings of a few items and the past ratings of all users. Traditional CF approaches leverage users’ ratings of items along some type of scale. Adaptations of the CF approach have extended to binary, positive-only data (Verstrepen et al., 2017). These adaptations support the application of this approach to explicit feedback such as ‘likes’, or to implicit feedback such as what items are selected (e.g., what institutions students apply to). The benefit of CF is that it requires no content information about the user or item, only the choices individuals make. Hybrid Approaches describe general class of approaches that takes advantage of both content-based features and collaborative filtering rating information to identify preferences. There are a variety of hybrid models in the field, constructed to take advantage of different types of data and tailored to suit the needs of the specific domain of use.

Previous efforts to build recommendation systems for matching students to educational programs have focused on generating student profiles from application materials and self-reported preferences (Iyengar et al., 2017; Ragab et al., 2012; Bokde et al., 2015). With the focus on features, these approaches favor content-based and neighborhood based collaborative filtering. Both Iyengar et al. (2017) and Ragab et al. (2012) provide students with recommendations based on the similarity between their application profiles and those of students already attending those universities. This limits how well these models can account for student specific preferences and constraints. Ragab et al. (2012) addressed this gap by authoring extensive decision rules to further govern the recommendation process. Bokde et al. (2015) proposed a means of learning these preferences using multi-criteria collaborative filtering that, although data driven, require a large sample of students to rate multiple universities across multiple criteria.

All three of these approaches share a reliance on extensive data about the students and a narrow focus on a small set of institutions. Extending any of these approaches to support recommendations for international students applying to U.S. institutions would face several challenges. First, the diversity of programs and student backgrounds reduces the set of common features available across all students, making content-based methods less informative. Additionally, we neither know the final university choice the students made nor how they performed once there, precluding the use of the approaches used by Iyengar et al. (2017), Ragab et al. (2012) and
colleagues. Finally, the prior research has focused on building systems to support a narrow set of students and institutions. With over 2,000 higher learning institutions in the U.S. and the average student only applying to 7.4 (SD 5.2) institutions, the data we are modeling are much sparser than what prior approaches have used. Ultimately, we need a new approach that indirectly models the preferences of students from noisy, sparse data, but also provides a means to introduce features about the student.

**Structural Topic Modeling for Recommendation**

The current study explores how hybrid collaborative filtering can be used to generate recommendations that could help international students identify U.S. institutions to apply to based on their interests. We present the use of Structural Topic Models (STM) as a method for modeling student preferences from existing TOEFL score reporting data and metadata about the student. Traditional CF models infer user preferences from positive interactions between users and items. In the case of this work, we have access to information about what institutions students reported their TOEFL scores to. We regard score reporting as an indication that students intend to apply to that institution, this is treated as an indication of preference. Therefore, we treat student’s score reporting behavior as a type of binary, positive-only data. We represent this data as a matrix where each row is a unique student and each column is a unique institution. The matrix is populated with binary values indicating which institutions each student reported their scores to. Applying a CF approach, we use matrix factorization to compute, for every student-institution pair, the probability that students will prefer that institution.

**Latent Dirichlet Allocation to Support Collaborative Filtering**

In their matrix factorization framework, Verstrepen et al. (2017) describe a wide variety of factorization models that researchers have used for binary, positive-only data, such as ours. One basic factorization model used in CF is Latent Dirichlet Allocation (LDA). While this method is commonly used in topic modeling, applying LDA to recommendation makes the following assumptions:

1. Users belong to multiple preference-groups. Members of these groups select similar items, but the groups themselves are not directly observed.
2. User’s choices are probabilistic events and they will select items based on group-item probability distributions.

In their paper describing an LDA-based recommendation system, Xie et al. (2014) describe these preference groups in terms of the many identities an individual may have. For example, we may have a student who is a young woman, from China, an aspiring artist, with relatives that live in California. Each of these identities have
different preferences and will result in different choices (e.g. schools in California, schools with specialized Art programs, women’s colleges). The student’s final preferences are the probabilistic combination of these identities.

As a factorization model in a recommender system, LDA is used to calculate the probability $p(w|d)$ that a student, $d$, will prefer a specific institution, $w$, as a mixture of $z$ probability distributions induced by the hidden preference-groups. These hidden preference-groups are described as ‘Topics’, in the original terminology describing LDA (Blei et al., 2003). In LDA, the probability that a student belongs to a preference-group can be expressed as $p(z|d)$ and the probability that a preference-group will select institution $w$ is $p(w|z)$. A basic LDA model (e.g. Verstrepen et al., 2017; Xie et al., 2014) would represent this as follows:

$$p(w|d) = \sum_z p(z|d)p(w|z)$$

(1)

There are many methods for fitting LDA models to data including, Markov chain Monte Carlo, gradient descent and variational inference (Verstrepen et al., 2017). Many of these approaches operate by maximizing the likelihood of the model given the data. Additionally, there are many extensions of LDA, such as Correlated Topic Models (CTM) which use a logistic normal distribution instead of a Dirichlet to model topic proportions (Blei and Lafferty, 2007).

**Incorporating Covariate Information into Collaborative Filtering Models**

The LDA factorization model does not directly account for any metadata about the student. This model infers identities from the choices students make rather than using any student-level features. STM extends the basic LDA and CTM models by estimating $p(z|d)$ and $p(w|z)$ as functions of student-level covariates rather than as global parameters (Roberts et al., 2016, 2019). STM allows the introduction of two additional assumptions to traditional LDA:

1. Metadata about a user impacts the probability that they belong to a specific preference-group.
2. Metadata about the user can explain how preference-groups are associated with the probability of specific choices.

Roberts et al. (2019) refer to these assumptions as topical prevalence covariates and topical content covariates respectively. *Topical prevalence covariates* allow us to capture the predicted effect of student-level information on their membership to preference-groups. For example, two students applying to Ivy League institutions may seem similar; however, accounting for their TOEFL scores may distinguish a competitive applicant from someone applying to these institutions as a ‘moonshot’. *Topical content covariates* capture how metadata about the student applying to different institutions can impact the probability that preference-groups are associated with the specific institutions. For example, institutions differ in their international outreach efforts which can result in regional differences in students’ familiarity with...
institutions (Heuser et al., 2016). This might result in students from different countries belonging to the same preference-group but applying to different institutions.

The flexibility of STM to account for these covariates as part of the identification of latent groups makes it a popular tool for social science research (Roberts et al., 2016); however, we are not aware of any work applying STM as the factorization model within a CF approach to recommendation. In its original application STM is used as a generative model that assumes that the words in each document arises from a mixture of topics. In our application we considering the institutions chosen by each student as arising from a mixture of the preference-groups students belong to. For the remainder of this paper, we refer to the latent preference-groups we identify with STM as ‘topics’, using the terminology specific to these types of models.

We provide a graphical illustration of STM using plate notation in Fig. 1. In the following section we describe the generative process of modeling each student, d, with an STM model with K topics and both topical prevalence and content covarates.

**Topical Prevalence Covariates** STM captures $\theta_d$ as conditionally dependent on the topics $\Sigma$, the topical-prevalence covariates $X$, and their coefficients $\gamma$. The student-topic distribution, $\theta_d$, is estimated from a logistic-normal generalized linear model based on a vector of student covariates $X_d$ for each student $d$.

$$\overline{\theta}_d | X_d \gamma, \Sigma \sim \text{LogisticNormal}(X_d \gamma, \Sigma)$$

(2)

Where $\gamma$ is a matrix of coefficients relating the student covariate values to the topic prevalence and $\Sigma$ is the topic variance-covariance matrix. In this formulation, $X_d \gamma$ is the matrix product of $X_d$ and $\gamma$.

---

**Fig. 1** Graphical illustration of the structural topic model. Grey nodes indicate observable variables. We use the term ‘topic’ to refer to the latent-preference groups estimated by the model.
Topical Content Covariates  STM captures the relationship between institutions and topics, in terms of the topic-institution distribution, $\beta_{d,k}$:

$$\beta_{d,k} \propto \exp(m + k_{t}^{(i)} + k_{c}^{(d)} + k_{y}^{(d, k)})$$  \hspace{1cm} (3)$$

Such that for a given student-level content covariate $y_{d}$, we form the student specific distribution over institutions representing each topic $k$ using the baseline institution distribution $m$, the topic specific deviation $k_{t}^{(i)}$, the covariate group deviation $k_{c}^{(d)}$ and the interaction between the two $k_{y}^{(d, k)}$. Where all four terms are vectors containing one entry per institution in the set of institutions the student selected. Note, the variables $c$ and $i$ represent the specific content covariates and interactions, respectively.

Combining Covariates  For each institution chosen by a student, ($n \in 1, \ldots, N_{d}$) we can draw that institution’s topic assignment based on the student-specific distribution over topics. Given $\theta_{d}$, for each institution that student $d$ chooses, a topic, $z_{d,n}$ is sampled from a multinomial distribution:

$$z_{d,n} | \theta_{d} \sim \text{Multinomial}(\theta_{d}).$$  \hspace{1cm} (4)$$

Conditional on the topic chosen $z_{d,n}$ and the topic-institution distribution $\beta_{d,k}$, we can draw an observed institution $w_{d,n}$ from that topic as follows,

$$w_{d,n} | z_{d,n}, \beta_{d,k=zd,n} \sim \text{Multinomial}(\beta_{d,k=zd,n}).$$  \hspace{1cm} (5)$$

Using the STM package (Roberts et al., 2019), we use variational expectation-maximization to estimate the model parameters. Further technical details about the estimation of these parameters can be found in Roberts et al. (2016).

Case Study

As a case study of the use of STM to support institution-to-student matching, we model the latent preference-groups present within TOEFL score reporting data. We focus on two sources of information to capture as covariates in our model: the TOEFL score of test-takers and the year in which the test was reported. Besides providing us with a means to explore the influence of these covariates on test-takers’ preferences, we consider how the incorporation of these factors alters the recommendations our recommendation system provides. We perform several offline evaluations to investigate the quality of the recommendations produced by our model.

We introduce TOEFL scores into our model as a topical prevalence covariate. Prior work on student application behaviors shows that the scores students receive on standardized tests influence where they will apply to Sawyer (2007). Considering the time and financial costs of putting together an application, students self-select based on their own estimate of the probability of acceptance to that institution. By introducing TOEFL scores as a topical prevalence covariate we aim to explore...
whether or not TOEFL scores impact the probability that students are members of certain preference-groups and ultimately what institutions they prefer.

We focused our analysis on TOEFL scores reported in 2015 and 2017 and used year as a categorical topical content covariate. These two years allow us to consider the possible impact of the 2016 U.S. presidential election on school preference. International application trends are sensitive to global and national events and the impact those events have on U.S. foreign policy (Laws and Ammigan, 2020; Rose-Redwood and Rose-Redwood, 2017). In 2016, the rate of international student enrollment decreased by 3% Institute of International Education (2020) and this trend has continued through 2020. While there are many potential explanations for this reduction in students (Laws and Ammigan, 2020), it is unclear whether the school preferences of students have also changed in response to these pressures. By introducing the year students reported their scores as a content covariate, we can directly compare how the preferences across institutions changed between these two years.

TOEFL Dataset

Each year, ETS administers the TOEFL test in more than 200 countries and territories (Educational Testing Service, 2021a) with both in-person and at home testing options. These test-takers vary in age, educational goals, and how they plan on using the test score. Additionally, individuals can take the test multiple times in a given year. For each test taken, test-takers can send up to 4 score reports to institutions for free; additional score reports can be sent for a cost. With the focus of our research on prospective international students (non-U.S.) who are applying to undergraduate programs in the U.S., we took several pre-processing steps prior to analyzing our data. We limited our dataset to score reports associated with TOEFL tests taken in 2015 and 2017. Of these tests, we only considered score reports sent to institutions during the application cycle (e.g. January 2015-June 2016, and January 2017-June 2018). These liberal criteria capture early admissions through late enrollment reporting. Since our focus is on U.S. application decision-making, we did not include reports to non-U.S. institutions in our dataset. All data was anonymous, with no personally identifiable information used in the analysis. Our research plans underwent ethical review by ETS’s Committee for Prior Review of Research.

Previous research indicates that graduate and undergraduate students have distinct application behaviors and decision-making Nicholls (2018). For this study, we limited our analysis to undergraduates. We considered three factors when determining the education level of an individual: self-reported information, institution and program choice, and age. Of the 5% of test-takers who self-reported educational information, we included students who identified as applying to undergraduate programs. We next removed the students applying to professional and graduate programs from our dataset. The majority of students, however, did not have clear information from either of these sources. There is a clear bimodal distribution in the age of test-takers for many countries. We used a K-means classifier to estimate the most likely breakpoint between the latent age distributions in the data. We labeled as
likely undergraduates test-takers younger than 20 years old with no clear self-report or application evidence. We estimated that undergraduates made up approximately 30% of TOEFL takers who sent reports to the U.S.

Not all test takers choose to report their test scores and not every test taker requests the same number of score reports. To reduce some of the sparseness within our dataset we removed institutions that appeared less than four times (811 institutions) and students who only sent applications to a single institution. This produced our final dataset of 113,397 unique individuals who took a total of 130,789 exams, for which a total of 962,618 reports were delivered across 1824 higher education institutions. We included test retakes in our dataset and considered each exam as a unique instance. This means that students who retook tests might appear multiple times in our dataset. We considered each resending of scores as evidence of their application goals, acknowledging that these goals may change between retakes.

**Model Fitting**

We used the STM package in R (Roberts et al., 2019) to compute the matrix of recommendation scores (i.e., preferences) from test-taker’s score reporting behavior and metadata. We explored the use of TOEFL iBT score as a topical prevalence covariate and application year as a topical content covariate. We estimated the impact of TOEFL score on topics using a spline since we expected a nonlinear relationship between score and some groups. We tested models with four distinct covariate structures: 1) including both covariates, 2) only TOEFL score as a topical prevalence covariate, 3) only the year the test was taken as a topical content covariate, and 4) no covariates. The model with no covariates is akin to a CTM (Blei and Lafferty, 2007). This reflects a traditional CF approach, as opposed to a hybrid approach tested by the other three models. For each covariate structure, we fit 11 different models with varying number of topics, from 5 to 105 topics by increments of ten. Each model was initialized using spectral decomposition of the institutions co-occurrence matrix (Roberts et al., 2016). We used STM’s built in approximation-based variational expectation-maximization (EM) algorithm to estimate parameters (Roberts et al., 2016) and set the maximum number of EM iterations at 500 (all models converged prior to reaching this threshold).

**Model Search**

There are numerous ways to evaluate a recommender system and these vary based on the data, algorithm, and goals of the problem. In the current paper we want to assess the ability of our algorithm to ‘find good items’ for a student who we only have positive choice data for and we expect will only view a limited number of the institutions that exist in the entire dataset. Given these constraints we choose the receiver operating characteristic (ROC) curve based measure, AUC (area under the ROC curve) to support comparison between models of varying complexity (Schafer et al., 2007). AUC measures how well the algorithm can distinguish signal from noise. Our STM model calculates a ‘score’ for every institution, which can be used...
to produce a ranked list of institutions for each student. We assume there is a filter-tuning value such that students see all items above a given score. We use AUC to measure our ability at various cutoff points to recall the institutions students actually chose. This metric is not sensitive to the order of items, merely that they occur above that cutoff. A high AUC score would tell us that if we set our cutoff criteria very high, most of the institutions that students sent their score to will appear within the set of items that passed that criteria.

We used a hold-out validation method to evaluate our 44 models to determine how many topics are needed to best capture the latent preference-groups present within our dataset and whether the inclusion of covariates improved predictive performance. For each model, we ran five train-test splits estimating held-out AUC. For each train-test split we select a random subset of students (10% of the all students in the dataset) and for each student in that subset we select half of the institutions they applied to at random to hold out from the training data. We calculated AUC for each of our held-out samples and report the averaged values across samples and iterations (Fig. 2). Across the 4 covariate structures, we find that AUC improves as we increase the number of topics, steeply increasing before the 65-topic model and leveling off with AUC values around .975.

We want to identify models that not only have good predictive accuracy but also make meaningful discrimination between preference groups. Our two best fitting models are the 75-topic model with TOEFL score as a topical prevalence covariate and our 95-topic model with no covariates. We reviewed the topics for both of these models to determine the extent to which topics varied across models. The 95-topic model provided greater distinction than the 75-topic model, frequently splitting topics in the 75-topic model into smaller groups of institutions. For example, one of our popular topics in the 75-topic model that focused on competitive private R1 institutions (Table 1) was split between two topics within the 95-topic model. One topic favoring University of Pennsylvania
and Columbia, and the other favoring on Stanford, Harvard and MIT. Although this is likely picking up on variation in the concurrences between certain institutions, these topics, dominated by only a few institutions, capture preference for specific institutions rather than a type of institution.

We focus the remainder of this paper on the simpler 75-topic model with TOEFL score as a topical prevalence covariate. The average held-out AUC for this model is .976 (SD = .0005). While AUC provides a useful value for model comparison when there is uncertainty about how many items a user is likely to view, it can be difficult to interpret. Precision and recall at K, on the other hand, consider the performance of the model with a specific cut off criteria K. By setting K to 25, we are assuming that individuals will only consider the top 25 recommendations a model makes. Precision captures the fraction of the top 25 recommendations that were actually chosen by the individual. We find the average precision at 25 of the 75-topic model is .08 (SD=.003). Recall captures what fraction of all items chosen by the individual appear in the top 25 recommendations. The average recall of the 75-topic model is .53 (SD=.02). These values suggest that our model recommends on average half of held-out items within the top 25 recommendations.

Our goal of this paper is two-fold: 1) to model and understand students’ latent preferences using STM and 2) to present a case-study for using STM to support students’ as they explore institutions to find a good match. To support these aims, the analyses we report in Sections 4.4 and 4.5 are performed on a 75-topic model we fit to our full dataset. We choose to fit to the full dataset because we are using the model to understand our population of students (similar to a traditional regression framework; Roberts et al., 2014) and are exploring how the model in use would support students in extending beyond the choices they have made, rather than to predict interest in chosen institutions. These results are not meant to provide evidence for the validity of the model predictions.

Results

Characterizing Performance Groups

Out of the 75 topics fit by the STM model with TOEFL score as a topical prevalence covariate, we present 10 topics. The first 5, reflect the institutions associated with the 5 most frequent topics that occurred within our dataset (e.g., the highest probabilistic sum across students) (Table 1). Additionally, we present 5 topics that highlight less frequent but specialized groups, which have varying correlations with other topics (Fig. 3). These 5 topics demonstrate how the model is able to capture niches despite their infrequent occurrence within the overall population. For each topic, we present in order the 5 institutions with the highest FREX scores. The FREX metric is calculated for each institution in each topic and balances the overall frequency of an institution in the dataset with its exclusivity to that topic (Roberts et al., 2019; Bischof and Airoldi, 2012). We used the Carnegie Classifications and U.S. News Rankings of the institutions most strongly associated with each topic to characterize these topics (Indiana University Center for Postsecondary Research, n.d.).
Table 1: Characterization of 10 select topics using descriptions from the Carnegie classification and IPEDs Indiana University Center for Postsecondary Research (n.d.); National Center for Education Statistics (2021)

| Label   | Characteristics                                                                 | Associated Institutions (ranked by FREX score)                                                                                                                                 |
|---------|---------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Land-Grant | Large public R1 institutions where bachelor’s degree majors are equally balanced between arts and sciences, and professional fields. | Univ. Connecticut, Ohio State, Indiana Univ. (Bloomington), Pennsylvania State, Univ. of Pittsburgh                                                                              |
| Private R1 | Private, highly selective R1 institutions. The majority of students enrolled at these institutions are graduate students. | Stanford Univ., Massachusetts Inst. of Tech., Univ. of Pennsylvania, Harvard, Columbia                                                                                           |
| Tech. Focus | Primarily large public R1 institutions that are well known for strong science and engineering programs. | Univ. of Illinois (Urbana-Champaign), Georgia Tech., Univ. of Wisconsin (Madison), Univ. of Michigan (Ann Arbor), Rosehulman Inst. of Tech.                                               |
| Public R1 | Large public R1 institutions where 60-79% of bachelor’s degree majors were in arts and sciences. | Univ. of Virginia, Univ. of North Carolina (Chapel Hill), Emory                                                                                                                   |
| U Cal. | Institutions within the University of California (UC) system. | UC San Diego, UC Santa Barbara, UC Davis, UC Irvine, UC Santa Cruz                                                                                                                |
| Cal. State | Institutions within the California State (CS) University system. | CS Long Beach, CS Los Angeles, San Francisco State, San Jose State, CS Northridge                                                                                                   |
| CA Comm. | Community Colleges located in Northern California. | De Anza Col., Foothill Col., Diablo Valley Col., Ohlone Col., Col. of San Mateo                                                                                                        |
| Arts | Institutions focused on Art and Design. | Art Inst. Chicago, Maryland Inst. Col. of Art, Sch. of Visual Arts, Rhode Island Sch. of Design, Ringling Col. of Art and Design                                                                 |
| Music | Music Conservatories (Cons.) and institutions with well known music programs. | Juilliard, New England Cons. of Music, Manhattan Sch. of Music, San Francisco Cons. of Music, Cleveland Inst. of Music                                                                 |
| SLACs | Highly selective small Liberal Arts colleges (SLACs) and universities. | Gettysburg College, Connecticut Col., DePauw Univ., Trinity Col., Skidmore Col., Portland State University, Seattle University, University of Washington, Seattle, Seattle University, University of Washington |
characterizations do not necessarily apply to all institutions within a group nor do they reflect the characteristics students are aware of when selecting these institutions. These labels are intended to capture the type of institution associated with each preference group.

The STM model estimates the probability that each institution is in each topic (e.g., the probability the institution is selected by that preference-group). This means it is possible that some institutions are likely to appear across multiple topics. We find that cross-topic listing is most prevalent for some highly popular institutions (e.g., Purdue, Penn. State, Ohio State). In Fig. 3, we present a network graph showing the correlation between topics where the size of the node labels represents the scaled proportion of those topics within our dataset (larger text for more frequent topics) and the edge width between topics shows the pairwise topic correlation. We labeled the topics in Table 1 and numbered the remaining topics.

The large cluster at the lower left of the network plot demonstrates the high correlation between many of the topics capturing many of the different dimensions present in large research institutions (e.g. public, private, selective, degree specializations). This figure illustrates how some of the more specialized topics, such as the Art and Music schools are much less correlated with other topics. These specialized preferences contribute to the hub-and-spoke network structure at the center of Fig. 3. At the center we see topics dominated by large state schools (e.g. topics 75, 31, 28, 19) and private universities (e.g. topics 43, 36) that have high acceptance rates and offer a wide variety of programs. On the fringes we see institutions that appeal to more niche areas of study.

We found many topics that captured regional preferences for places such as California, Florida, Texas, and Massachusetts (e.g. topics 69, 74, 12 and 17 respectively). These regional preferences appeared across institution type, size, and
competitiveness. For example we see distinct preferences for California institutions that separate the University of California system, from California State Colleges, and Community Colleges (Table 1). Within California Community Colleges we even see a distinction between Northern and Southern California (CA Comm. and topic 42).

TOEFL Score as a Prevalence Covariate

We used STM to perform the matrix factorization for our hybrid CF approach because we hypothesized that test-takers’ TOEFL scores would influence their choices and college preferences, and thus the topic membership. In Fig. 4, we plot the relationship between TOEFL score and the expected proportion of a student with that score that is captured by the topics characterized in Table 1. TOEFL scores appear to impact which preference groups they belong to; however, this effect is not uniform across groups. Our Private R1 Institutions (dark green) and Public R1 Institutions (light orange) topics are largely associated with students with high TOEFL scores. In contrast, we find that our Music (dark purple) and CA Community College (light purple) topics are associated with students’ TOEFL scores below 80. This relationship is not necessarily linear, and we see this in topics such as Land-grant universities (red), a topic that is most associated with students who score around 90 on TOEFL.

Year as a Content Covariate

Our comparison between different models found that the addition of year as a content covariate did not improve held-out AUC. To explore the inclusion of year
within these models of preference, we consider the 75 topic model that used the year students took the TOEFL as a topical content covariate and score as a topical prevalence covariate. This allows us to look at how the same topic changes between test years. For each year we calculated the difference in $\beta_{d,k}$ between the same topic across the two years. The topic-institution distributions, $\beta$, captures the probability that institutions are associated with a given topic (see Section 3).

Figure 5 shows the impact of year on our two most frequently occurring topics (Land-grant universities and Private R1s). This figure shows which institutions experience change in this topic across year. Institutions further to the left (scaled $\beta_{d,k}$ closer to 0) are more representative of the topic in 2015, and institutions further to the right (scaled $\beta_{d,k}$ closer to 1) are more representative of the topic in 2017. Institutions not shown and institutions close to the center (scaled $\beta_{d,k}$ closer to .5) are equally representative of the topic regardless of the year. For both of these topics, the changes in the topic-school probability is highly correlated with the changes in the number of scores sent to these institutions between the two years (Private R1: $r(8)=.86$, $p<.001$, Land-grant: $r(9)=.66$, $p<.02$). Most of the institutions in these topics see a reduction in international student interest between these two years; the model interprets the size of the reduction
as indicative of changes in how students express their preference. In our earlier consideration of the 95-topic model with no covariates in Section 4.3, we saw our model split the Private R1 topic, creating a separate group for University of Pennsylvania and Columbia. Exploring the influence of year as a topical content covariate suggests that the added complexity of the 95-topic model may be fitting variation across year by creating separate topics to compensate for changes in the relative popularity of schools in the same topic.

**Implications for Recommendation**

**Beyond-Accuracy Evaluation**

Beyond-accuracy evaluations shape the user experience by capturing different properties of the recommendations generated by a recommender system (Kaminskas and Bridge, 2016; Shani and Gunawardana, 2011). Unlike accuracy-based evaluation (Fig. 2), these beyond-accuracy measures aim to quantify behavior of the recommendations the system across test-takers opposed to evaluating whether the recommendations align with test-takers’ choices. We ran several beyond accuracy evaluations for our final 75-topic model that included only TOEFL score as a prevalence covariate.

We first consider the item-space coverage and spread of the top 25 recommendations our system generated for all test takers. Coverage captures the aggregate number of distinct items recommended to users as:

\[
\text{Coverage} = | \bigcup_{u \in U} R_u |
\]

where \( R_u \) is the set of top-N recommendations generated for user \( u \) and \( U \) is the set of all users. In Fig. 6a, we graph the percent of all institutions that are recommended across the top-N institutions (1-25). When we look at the most probable recommended institution (N = 1) across all test-takers we find we only cover a small percent of the space of institutions (e.g. 75 institutions, 4.1% of 1824 institutions within our sample). Coverage increases as we expand the number of top items our system recommends institutions. More than half of the institutions in our data set appear in the top 25 recommendations for at least one student.

Spread captures how the recommender system spreads attention across all items (Shani and Gunawardana, 2011). We calculate this as the normalized entropy of institutions recommended to students:

\[
\text{Spread} = -\sum_{i=1}^{n} p(i) \log(p(i)) / \log(n)
\]

where each institution \( i \) accounts for a proportion \( p(i) \) of all recommended institutions. We normalize Shannon Entropy between 0 and 1 by dividing by \( \log(n) \) which captures the maximum possible diversity index across all \( n \) items. This means the closer the value is to 0 the more similar the recommendations are across different users. On the other hand, a system that provides unique recommendations to each user would have a score of 1. We find that our recommendations are least diverse.
when we are looking at the top few items, but the set of recommendations provided to students becomes more diverse and plateaus as we increase the number of recommendations shown to a student (Fig. 6b). The baseline spread across all student choices in our dataset was 0.38, indicating that our recommender is providing recommendations that would increase similarity across student choice.

Finally, we consider the user-specific metric of novelty. Novelty measures the ability of the system to recommend uncommon items to a user (Fig. 6c). We applied the novelty calculation proposed by Kaminskas and Bridge (2016) to consider how novelty changes as we increase the number of recommendations $R$ we provide a student:

$$Novelty(R) = \frac{1}{nov_{\text{max}}} \cdot \frac{1}{|R|} \sum_{i \in R} -\log \left( \frac{|u \in U, r_{ui} \neq \emptyset|}{|U|} \right)$$  \hspace{1cm} (8)

We calculated novelty as the log of the average popularity of items recommended to a user $u$, where $U$ is the set of all users in the dataset. We further normalized this value by dividing the average novelty by $nov_{\text{max}} = -\log(\frac{1}{|U|})$, the maximal possible novelty value for a set of recommendations. The closer this value is to 0 the the greater the overall popularity of the institutions recommended to a given student. The baseline novelty across all student choices in the dataset we trained our model on was quite low at 0.04 (SD=.05). We find that novelty is highest for our first 5 recommendations; however, as we increase the number of recommendations the average novelty decreases. The higher novelty for the top items is driven by our niche topics such as our CA Community Colleges and Arts topics, which feature a diverse

---

Fig. 6 Item-based beyond-accuracy measures A) Coverage: percent of institutions in entire dataset recommended across top 1-25 recommendations. B) Spread: Entropy of recommendations across top 1-25 recommendations. C) Novelty: The average normalized novelty of institutions within the first 1-25 recommended institutions.
set of infrequently selected institutions. However, we find that expanding the number of items selected leads the recommender system to increasingly pull from generally popular items.

**Recommendations for Simulated Students**

We created several simulated students to demonstrate how different interests are treated by our recommender when students have different TOEFL scores and tested in different years. We represent 3 different preference types and scenarios. For each scenario we used our model to estimate the preference of two students who are identical in their selected institutions but differ in their TOEFL scores (Table 2).

For our first student we select three institutions: one in the University of California (UC) system, one in the California State system, and one in the California Community College system. This student represents someone who is focused on studying in California but is exploring the different systems or is unaware of the distinctions among these institutions. We find that our recommender favors California Community and State colleges over UCs when the student’s TOEFL score is 70. When their score is 100 the preference shifts towards UC schools but also expands to selective institutions outside the state. Our second student selects three competitive liberal arts schools from a Forbes list published in 2016 specifically highlighting ‘best’ liberal arts colleges for international students (Wang, 2016). For this student, the recommendations produced by our system are the same despite differences in the TOEFL score. The institutions recommended consist of liberal arts and private universities on the East Coast. Finally, our third scenario considers how the inclusion of TOEFL

| Student Selection          | Rank | Recommended Institutions | TOEFL: 70          | TOEFL: 100         |
|----------------------------|------|--------------------------|--------------------|--------------------|
| Cal. State Fresno          | 1    | San Jose State           | U. Washington (Seattle) |
| UC San Diego               | 2    | De Anza Col.             | UC San Diego       |
| De Anza Col.               | 3    | Santa Monica Col.        | UC Irvine          |
|                            | 4    | Cal. State (Long Beach)  | UC Davis           |
|                            | 5    | San Diego State         | Boston Univ.       |
| Swarthmore Col.            | 1    | Tufts Univ.              | Tufts Univ.        |
| Williams Col.              | 2    | Dartmouth Col.           | Dartmouth Col.     |
| Wellesley Col.             | 3    | Wesleyan Univ.           | Wesleyan Univ.     |
|                            | 4    | Brown Univ.              | Brown Univ.        |
|                            | 5    | Colby Col.               | Colby Col.         |
| Johns Hopkins Univ.        | 1    | Univ. of Cincinnati      | Boston Univ.       |
|                            | 2    | Oberlin Col.             | Cornell Univ.      |
|                            | 3    | Michigan State           | UC Berkeley.       |
|                            | 4    | Arizona State            | Univ. Pennsylvania |
|                            | 5    | Johns Hopkins Univ.      | Univ. Illinois (Urbana-Champaign) |
score within the model can improve the focus of recommendations when only one institutions of interest is selected. This captures how the system behaves with very little information. For this student we see that a TOEFL score of 70 leads the model to suggest institutions known for their music programs and institutions with higher acceptance rates. On the other hand, when students have a higher TOEFL score the model suggests popular selective private and public universities.

**Discussion**

In this paper, we propose a ‘student-centered’ approach that uses students’ choices and meta-data to support personalized recommendations to support the student-institution matching process. We present a use-case for Structural Topic Modeling (STM) as a novel approach for supporting recommendations that pairs student choices with the metadata surrounding those choices. By applying this approach to test-takers’ TOEFL score reporting behavior, we are able to explore their latent preferences. We test hypotheses concerning how those latent preferences relate to TOEFL scores and vary across years and thus, produce recommendations that are sensitive to both information about the test-taker and the context of their choice. Finally, we use beyond accuracy measures and simulated students to explore how this model would behave within a Recommender System.

**STM as a Model of Latent Preference**

We present results from the STM model that identified 75 latent topics present within our data set. These topics distinguished preference-groups that differed in terms of program focus, institution size, type of institution, geography, and acceptance rates. We found that a test-taker's TOEFL score had a widely variable impact on the predicted probability that test-takers were members of specific preference-groups. Test-takers with high TOEFL scores had a greater probability of belonging to groups characterized by institutions with lower acceptance rates (in other words, more selective institutions), than students with lower scores. While test-takers are free to apply to any institution, their score-sending behavior is sensitive to the relative standing of their test scores against the score requirements of each school. This study was limited to exploring TOEFL scores and preference choices; however, future inclusion of variables that reflect students’ academic performance (e.g. High School GPA, ACT/SAT scores), as well as other types of cognitive and non-cognitive skills, could allow us to capture more variation in test-taker preference. This work may be especially significant for identifying recommendations for competitive institutions where TOEFL scores are primarily used as a baseline criterion of English language skills.

We fit a model with year as a topical content covariate to test whether student preference varied by the year they sent their scores. Exploring the topics the model estimated, we found some variability in how representative certain institutions were of the preference group. This variation was significantly correlated with changes to total reporting volumes received by those institutions. Additionally, we found evidence that our model
without covariates was dividing topics to capture these changes between years. While our model including year as a covariate did not perform as well as simpler models as measured by held-out AUC, the descriptive value and ability of the topics to adjust for fluctuations in volume suggest that the inclusion of this covariate may be merited. While STM provides a useful tool for testing the relationship between covariates and latent preference groups, it does not allow us to make causal claims. In this study, we could not test whether the changes between 2015 and 2017 were due to large-scale geopolitical trends or caused by smaller, more targeted events. However, when specific events occur for a given institution, we can analyze the change in topic loadings to investigate the impact of that change on student preferences. In future research, we can explore the usefulness of this covariate structure in capturing the effect that changes in individual institutions’ admission policies or marketing campaigns have on topic-institution distribution. Additionally, as we gather data about the effect of the COVID-19 pandemic on student application behaviors we can use year to understand whether the pandemic has impacted preference and how.

We chose TOEFL score and test year as topical prevalence and content covariates because the test-takers records were readily available and prior research suggests that these are important factors. Our findings should encourage expansion of the factors, and for this purpose, we have demonstrated that STM provides a useful tool for not only incorporating this additional information into models of student preference, but also understanding the relationship between these factors and preference. Finally, it should be noted, there are limitations to how many factors the STM approach can incorporate. The approach can support multiple topical prevalence covariates and account for interaction effects; however, STM can only support content covariates with a few levels and in these cases, the model requires more data and can be slow to converge. Ultimately, the appropriateness of different recommendation algorithms varies depending on the data available, the framing of the problem, and the type of Recommendation System these models will be embedded within Çano and Morisio (2017). While STM was well suited for our data, future work extending the metadata considered within the models should explore other algorithms that may be better able to take advantage of the data available.

### STM to Support Recommendation

#### Qualitative Evaluation

Our exploration of the model’s latent preference-groups shows the impact of metadata on the likelihood test-takers belong to those groups and how those groups’ preferences change across time. To understand how metadata impacts the type of recommendations our system makes, we simulated several different test-takers while controlling for their TOEFL scores. Overall, we found that our recommender produced recommendations that were responsive to the interests our simulated test-takers expressed for different regions and institution types; however, the impact of metadata on these recommendations varied based on the test-takers’ expressed preferences.
We find that TOEFL score has a much greater impact on our recommendations for students that select a set of institutions with widely differing acceptance rates and minimum TOEFL requirements. In these situations the covariate structure estimated by the model identifies institutions that are more likely to appeal to the student given their score. On the other hand, when a student targets a particular type of school (in our example SLACs) this produces a strong signal of preference which variation in TOEFL score does not alter the recommendations the model produces. Our final simulation provides an example of how the model performs with only a single choice. In the case of Johns Hopkins, we have a school with different minimum TOEFL requirements for different areas of study. With lower TOEFL requirements for music students, the model recommends institutions well known for their music programs (University of Cincinnati and Oberlin) and higher acceptance rates (MSU and ASU) to the student with a TOEFL score of 70. On the other hand, when the student has a score of 100, recommendations favor private and public institutions with similar competitive undergraduate admissions.

Unlike rule-based approaches that can modify recommendations based on whether students meet university requirements (Ragab et al., 2012), our approach only captures the implicit impact of score on preference. Not only does this make our approach easier to maintain, it also means our model can be sensitive to variation in how institutions use TOEFL as part of the admissions process (e.g. as a requirement or an option, as a universal standard or varying between programs). From the perspective of system design and fairness, it is unclear how best to account for students’ scores in generating recommendations. The TOEFL test is meant to primarily capture student’s readiness to study at English-medium institutions (Educational Testing Service, 2021b) and does not capture the full qualifications of an applicant. While score may provide information to help identify student preferences, future research will need to investigate whether the inclusion of this covariate introduces biases into the model which overly limit students’ recommendations. This future work would benefit understanding how students decide to apply to ‘reach’ schools, when to suggest institutions outside of a student’s perceived qualifications, and what support would increase their chance of acceptance and success at that institution.

Quantitative Evaluation

There is no single metric for determining what makes a good recommender; instead, researchers must rely on a variety of measures to consider how the system meets the different preferences, intentions and needs of the system’s users (Schafer et al., 2007). We therefore ran several offline evaluations using both accuracy-based and beyond-accuracy-based measures to better understand the behavior of our system. These measures helped us identify how future research and online evaluation could improve how we support college choice.

**Student Preference** Accuracy-based metrics and similar quantitative measures that compare predicted and true ratings are one measure of recommendation quality (Schafer et al., 2007). These metrics tell us whether the recommendations our system provides are
sensitive to the observed preferences of the student. These methods can be challenging to use with sparse datasets, especially when using positive only data rather than rankings. When data is sparse, many accuracy-based methods will introduce bias in the models that describe users who make large numbers of choices and recommendations favoring the most popular choices. Using hold-out validation, we see sharp improvements to AUC that levels off around 75-topics. We find little difference in the accuracy of the recommendations generated by our four models with different covariate structures. Future work would benefit from exploring additional measures of student preference that could be used to compare these different models. Laboratory studies, while limited in their external validity, can provide us with user-feedback on what drives student preferences and on how well system recommendations align with those personal preferences. This will be helpful in improving both our system’s detection of niche preferences and disambiguating the preferences that drive selection of very popular institutions.

**Student Intention** A student’s intentions for using our recommender system should shape how we evaluate our system. A student beginning to explore institutions will likely appreciate different recommendation behavior from a student who is looking to add a few more institutions to their top choices. Using beyond-accuracy measures, we could explore the different properties of the recommendations generated by our system. Measures such as coverage, spread, and popularity, capture the range of items that the system can make recommendations about as well as how the system spreads attention across that set of items. A system with low coverage will produce similar recommendations across individuals. We find that our system has high coverage, with the top 25 recommended items capturing over 50% of institutions. High-coverage is ideal if our system will support matching across a wide range of institutions in the US. The spread of recommended items levels off after the first 5 recommendations as we increase the number of recommendations the system provides. Popular institutions, such as University of Michigan, feature prominently across many students despite different preferences and TOEFL scores. There is often a trade-off between the spread of the recommendations generated and accuracy of the model. With 72% of test-takers selecting at least one of the 25 most frequently chosen schools, a system sampling from these institutions is not only likely to improve held-out AUC, precision, and recall, but would also decreases the spread of the recommendations. To some extent, we want popularity to influence recommendation as these institutions are popular with international students for many valid reasons (e.g. availability of pathway programs, international name recognition, strong support communities, diverse program offerings). While this behavior does not support users looking for lesser-known institutions, the trend we see in our coverage measure suggests that as we provide more recommendations these lesser-known institutions enter the space of recommendation. Future iterations of this system will need to survey potential users to identify the right balance of coverage and spread to support user preference.

Measures such as novelty, serendipity and diversity are useful when the goal of the system is to generate relevant recommendations that are unknown to the user, surprising, or different from what they are considering. We find that novelty is greatest for our top recommendations, and increasing the number of recommendations
our system provides decreases the average novelty of the recommended set. This is not surprising given the high correlation among many of the most frequent topics seen in Fig. 3. One way in which we can explore increasing novelty in future work is by applying a secondary weighting criterion that penalizes more popular institutions. Increasing novelty can expand the number of institutions a student considers and aid in expanding preferences. When the preferences of the student are driven by rigid constraints, however, this behavior can seem random and be off-putting. As with other beyond-accuracy measures, future work will need to survey students at different stages of the application process to identify what kind of system behavior best complements the intentions of the student.

**Student Need** Student needs change across the stages of the application process. Our score reporting data provides a limited view of the multistage process of matching prospective students with institutions. Collecting data from students over the course of this process faces numerous challenges; however, with this information it would be interesting to examine the relationship between our models of preference and the institutions students eventually apply to, are accepted at, and then choose to attend. This information could provide a comparative measure for optimizing system performance or be used directly as a means of further re-ranking recommender outputs according to a student’s probability of matching a given institution.

What qualifies as a ‘good match’ between a student and a university can also be captured in outcomes that follow the admissions process. While there are many issues with predicting academic, social-cultural, psycho-social, and career outcomes (e.g. Mesidor and Sly, 2016), these models have potential value for supporting at-risk students. Throughout this paper, we have described our system as modeling student preference; however, it is unclear whether students’ preferences are actually predictive of student success at a given institution. With more complete information about a student’s academic trajectory, it would be valuable to explore the relationship between our models of preference and these different dimensions of success.

**Conclusion**

Student-Institution matching is a complex problem that has been explored from numerous angles. Approaches from the field of economics have been influential in improving the fairness of centralized application processes, but are limited by their ability to model a system in which the preferences are often only partially known (Che and Koh, 2016). Predictive models of success, while useful for identifying at-risk students, are problematic when used for admissions (Alyahyan and Düştegör, 2020; Holmes et al., 2021; Hutt et al., 2018). In this paper we explore hybrid collaborative filtering as an alternative, ‘student-centered’ approach to support matching. By modeling students’ preferences and identifying institutions that best align with those preferences we aim to improve matching by supporting students’ exploration of institutions and reducing the likelihood that good
matches are not considered. We present a case study for using Structural Topic Modeling (STM) as a means for modeling how student factors and the context of their choices impact their preferences for schools. We demonstrated how STM can be used to understand the influence of these factors (i.e. TOEFL score and year) on the expression of student preference. Unlike other hybrid approaches that can be challenging to interpret and make sense of Çano and Morisio (2017), STM provides insight into the contribution of different factors, making it well suited for supporting both fundamental research on student preference and the design of an operational college recommendation system.

Prior approaches for recommending institutions to students (e.g. Bokde et al., 2015; Iyengar et al., 2017; Ragab et al., 2012) have used methods that require standardized features across students and institutions and extensive data about students and their choices. These requirements limit how well these approaches can scale to support making recommendations of a large number of institutions for a diverse set of students. In this paper, we demonstrate that the choices students make contain valuable information from which we can infer their preferences. While the TOEFL dataset we described is unique to ETS, we believe that there are many datasets that would benefit from a similar problem formulation. Within the U.S., datasets from the Common Application (Freeman et al., 2021), National Student Clearinghouse (Dundar and Shapiro, 2016), and the National Resident Matching Program (National Resident Matching Program, 2021), could benefit from the application of an approach similar to ours. Internationally, countries that use centralized admissions systems (e.g., Germany, Taiwan, Turkey, Chile), collect data that could also benefit from this type of modeling approach. While previously published work has used these datasets to predict student success (Hutt et al., 2018) and to build and test matching algorithms (Westkamp, 2013; Braun et al., 2014), using such data to understand student preference would provide a complementary and important perspective on the student-institution matching problem.

In summary, the findings we present in this paper contribute to the areas of research on Student-Institution Matching and Educational Recommender Systems (Rivera et al., 2018; Deschênes, 2020). Future work should focus on exploring additional student and context-relevant features within the model, and testing how the model recommendations relate to different student outcome measures. We plan to extend this research through online evaluation of this approach and further investigation of students’ reasoning and decision-making as they select institutions.
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