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Abstract—Hybrid analog and digital beamforming (HBF) has recently emerged as an attractive technique for millimeter-wave (mmWave) communication systems. It well balances the demand for sufficient beamforming gains to overcome the propagation loss and the desire to reduce the hardware cost and power consumption. In this paper, the mean square error (MSE) is chosen as the performance metric to characterize the transmission reliability. Using the minimum sum-MSE criterion, we investigate the HBF design for broadband mmWave transmissions. To overcome the difficulty of solving the multi-variable design problem, the alternating minimization method is adopted to optimize the hybrid transmit and receive beamformers alternatively. Specifically, a manifold optimization based HBF algorithm is firstly proposed, which directly handles the constant modulus constraint of the analog component. Its convergence is then proved. To reduce the computational complexity, we then propose a low-complexity general eigenvalue decomposition based HBF algorithm in the narrowband scenario and three algorithms via the eigenvalue decomposition and orthogonal matching pursuit methods in the broadband scenario. A particular innovation in our proposed alternating minimization algorithms is a carefully designed initialization method, which leads to faster convergence. Furthermore, we extend the sum-MSE based design to that with weighted sum-MSE, which is then connected to the spectral efficiency based design. Simulation results show that the proposed HBF algorithms achieve significant performance improvement over existing ones, and perform close to full-digital beamforming.
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I. INTRODUCTION

Millimeter-wave (mmWave) communications is a key technology for 5G, which can address the bandwidth shortage problem in current mobile systems [1–5]. The large-scale antenna array is needed to compensate for the severe path loss and penetration loss at the mmWave wavelengths [6, 7]. However, the substantial increase in the number of antennas leads to non-trivial practical constraints. The traditional full-digital multiple-input and multiple-output (MIMO) beamforming which requires one dedicated radio frequency (RF) chain per antenna element is prohibitive in mmWave systems due to the unaffordable hardware cost and power consumption of a large number of antenna elements [8, 9]. By separating the whole beamformer into a low-dimensional baseband digital one and a high-dimensional analog one implemented with phase shifters, the hybrid analog and digital beamforming (HBF) architecture has been shown to dramatically reduce the number of RF chains while guaranteeing a sufficient beamforming gain [9, 15].

A. Related Works and Motivations

Compared with the traditional full-digital beamforming design, in HBF, besides the difficulty of the joint optimization over the four beamforming variables (the transmit and receive analog and digital beamformers), the constant modulus constraints of the analog beamformers due to the phase shifters make the problem highly non-convex and difficult to solve [9, 16, 19]. Most existing works overcome the difficulty by first decoupling the original problem into hybrid precoding and combining sub-problems and then focusing on the constant modulus constraint in solving the sub-problems. One effective and widely used approach is to regard the HBF design as a matrix factorization problem and to minimize the Euclidean distance between the hybrid beamformer with a full-digital beamformer [9, 17, 18]. To solve this matrix factorization problem, in [9], the authors exploited the spatial structure of the mmWave propagation channels and proposed spatially sparse precoding and combining algorithms via the orthogonal matching pursuit (OMP) method. In [18], a manifold optimization (MO) based HBF algorithm, as well as some low-complexity algorithms, was proposed. Besides the matrix factorization approach, another idea for HBF design is to tackle the original problem directly. In [19, 20], the closed-form solution of digital beamformers was first derived according to the original objective, followed by several iterative algorithms for the analog ones with the constant modulus constraint.

All the above works, as well as most of the other previous studies, design the HBF with the objective of maximizing the spectral efficiency. By recalling the joint precoding and combining designs in conventional full-digital MIMO systems, besides spectral efficiency, the mean square error (MSE) is another important metric [21–24]. One direct motivation to consider MSE is that a practical system is normally constrained to some particular modulation and coding scheme.
the contributions in this paper can be summarized as follows.

Based on this, a broadband mmWave MIMO system can be designed, which is more relevant for mmWave communications. However, all of these works considered the narrowband scenario instead of the direct approach in [18], proposing several low-complexity algorithms. The narrowband scenario, we show that the analog beamforming matrix can be optimized column-by-column with the GEVD method. In the broadband scenario, we derive both upper and lower bounds of the original objective and then propose two eigen-decomposition (EVD) based HBF algorithms. Compared with the existing algorithms based on the OMP method [17], [26], [28], the proposed algorithms directly tackle the original sum-MSE objective without the restriction of the space of feasible solutions and thus result in better performance.

The rest of the paper is organized as follows. For the ease of presentation, we start with the narrowband scenario and introduce the system model along with the HBF problem formulation in Section II. In Section III, we present the basic idea and the optimization procedure, and propose the MO-HBF and GEVD-HBF algorithms. In Section IV, we extend the problem formulation and design procedure to the broadband scenario, and propose three HBF algorithms. In Section V, we extend the MMSE based HBF design to the WMMSE one for maximizing the spectral efficiency. We discuss the convergence property and analyze the computational complexity for all the proposed HBF algorithms in Section VI. We demonstrate various numerical results in Section VII. Finally, we conclude the paper in Section VIII.

Throughout this paper, bold-faced upper case letters, bold-faced lower case letters, and light-faced lower case letters are
used to denote matrices, column vectors, and scalar quantities, respectively. The superscripts $(\cdot)^T$, $(\cdot)^*$, and $(\cdot)^H$ represent matrix (vector) transpose, complex conjugate, and complex conjugate transpose, respectively. $\|\cdot\|$ denotes the Euclidean norm of a vector. $\text{tr}(\cdot)$ and $\|\cdot\|_F$ denote the trace and the Frobenius norm of a matrix. $\nabla(\cdot)$ denotes the conjugate gradient of a function. $E\{\cdot\}$ denotes the expectation operator. $|\cdot|$ denotes the absolute value or the magnitude of a complex number. $[A]_{ij}$ denotes the $(i,j)$-th entry of a matrix $A$.

II. System Model and Problem Formulation

A. System Model

For the ease of presentation, we first consider a point-to-point narrowband mmWave MIMO system with HBF as in Fig. 1, where $N_d$ data streams are sent and collected by $N_t$ transmit antennas and $N_r$ receive antennas, respectively. Both the transmitter and receiver are equipped with $N_{RF}$ RF chains, where $\min(N_t, N_r) > N_{RF}$. The original $N_t \times 1$ symbol vector, denoted by $s$ with $E\{ss^H\} = I_{N_t}$, is firstly precoded through an $N_{RF} \times N_t$ digital beamforming matrix $V_B$, and then an $N_t \times N_{RF}$ analog beamforming matrix $V_{RF}$ which is implemented in the analog circuitry using phase shifters. From the equivalent baseband representation point of view, the precoded signal vector at the transmit antenna array can be represented as $x = V_{RF}V_B s$. Without loss of generality, the normalized transmit power constraint is set to $\text{tr}(V_{RF}V_B^H V_{RF}^H) \leq 1$.

Similar to that in [9], [19], the mmWave propagation channel is characterized by a geometry-based channel model with $N_C$ clusters and $N_R$ rays within each cluster. Considering the mmWave system with a half-wave spaced uniform linear array (ULA) at both the transmitter and the receiver, the $N_t \times N_t$ channel matrix $H$ can be represented as

$$H = \sqrt{\frac{N_t N_r}{N_C N_R}} \sum_{l=1}^{N_C} \sum_{i=1}^{N_R} \alpha_{ij} a_i(\theta_{ij}^r) a_i(\theta_{ij}^t)^H,$$

(1)

where $\alpha_{ij}$ denotes the complex gain of the $j$th ray in the $i$th propagation cluster, and $a_i(\theta_{ij}^r) = \frac{1}{\sqrt{N_t}} \left[ e^{j\pi \sin \theta_{ij}^r} \ldots e^{j\pi(N_t-1) \sin \theta_{ij}^r} \right]^T$ and $a_i(\theta_{ij}^t) = \frac{1}{\sqrt{N_t}} \left[ e^{j\pi \sin \theta_{ij}^t} \ldots e^{j\pi(N_t-1) \sin \theta_{ij}^t} \right]^T$ denote the normalized responses of the transmit and receive antenna arrays to the $j$th ray in the $i$th cluster, respectively, where $\theta_{ij}^r$ and $\theta_{ij}^t$ denote the angles of arrival and departure.

With a similar HBF at the receiver, i.e., an $N_r \times N_{RF}$ analog combiner $W_{RF}$ followed by an $N_{RF} \times N_r$ digital baseband combiner $W_B$, we finally have the processed signal as

$$y = W_{RF}^H H_{RF} H_{RF} V_B s + W_B^H H_{RF} u,$$

(2)

where $u$ denotes the additive noise vector at the $N_r$ receive antennas satisfying the complex circularly symmetric Gaussian distribution with zero mean and covariance matrix $\sigma^2 I_{N_r}$, i.e., $u \sim \mathcal{CN}(0, \sigma^2 I_{N_r})$. Similar to existing works on the HBF design (e.g., [10], [18]–[20]), in this paper, it is assumed that perfect channel state information (CSI) is available at both the transmitter and receiver and that there is perfect synchronization between them.

B. Problem Formulation

In this work, we take the modified MSE [24] as the performance measure and optimization objective for the joint transmit and receive HBF design, which is defined as

$$\text{MSE} \triangleq E\{|\beta^{-1} y - s|^2\},$$

(3)

where $\beta$ is a scaling factor to be jointly optimized with the hybrid beamformers. By substituting (2) into (3) and after some mathematical manipulations, we have

$$\text{MSE} = E\{|\beta^{-1} (W_{RF}^H H_{RF} H_{RF} V_B s + W_B^H u) - s|^2\}$$

$$= \text{tr}(\beta^{-2} W_{RF}^H H_{RF} H_{RF} W_{RF}^H W_B + \sigma^2 \beta^{-2} W_{RF}^H W_{RF} + I_{N_r}),$$

(4)

where $W \triangleq W_{RF} W_B$, $V \triangleq V_{RF} V_B$ are defined as the overall hybrid transmit and receive beamformers, respectively. Notice that since the analog beamformers are assumed to be implemented with phase shifters which only adjust the phases of the input signals, the elements of analog beamformers should satisfy the constant modulus constraint, namely $|V_{RF}|_{ij} = 1$ for $i = 1, \ldots, N_r$ and $j = 1, \ldots, N_{RF}$, and $|W_{RF}|_{ml} = 1$ for $m = 1, \ldots, N_t$ and $l = 1, \ldots, N_{RF}$.

With the derived MSE expression in (4), the transmit power constraint and the constant modulus constraint of the phase shifters, the HBF optimization problem in the narrowband scenario can be formulated as

$$\text{minimize}$$

$$\text{subject to}$$

$$||V||_F^2 \leq 1; \quad |||V_{RF}|_{ij}|^2 = 1, \forall i, j;$$

$$|||W_{RF}|_{ml}|^2 = 1, \forall m, l.$$

(5)

It is worth noting that there are mainly three reasons or advantages for introducing the scaling factor $\beta$ and taking the modified MSE as the objective function. First, as the joint transmit and receive HBF problem will be decoupled into the hybrid precoding and combining sub-problems, adjusting $\beta$ achieves a better performance for the precoding optimization by considering the noise effect (which is also referred to as the transmit Wiener filter) [24]. Second, $\beta$ is also helpful in dealing with the total transmit power constraint and thus simplifies the precoding optimization procedure [30], [31]. Finally, by introducing $\beta$, the hybrid precoding and combining sub-problems can be unified and solved in the same way aiming at the same modified MSE objective. These advantages will be elaborated in more details in the following sections.

III. Hybrid Beamforming Design Based on the MMSE Criterion

Since the HBF problem in (5) involves a joint optimization over five variables, along with non-convex constraints, it is unlikely to find the optimal solution. A sub-optimal but efficient way to overcome the difficulties is to separate the original problem into two sub-problems corresponding to the optimization for the hybrid transmit precoder and receive combiner, respectively, and solve each independently [9], [19], [20], [24]. Taking this approach, we propose several HBF algorithms in the following two subsections. Finally, we develop the whole alternating minimization algorithm for the HBF optimization based on the MMSE criterion.
A. Hybrid Transmit Design

This section focuses on the hybrid precoder design (including $\beta$) in (5) by fixing the receive combining matrices $W_B$ and $W_{RF}$. As shown in [24], [26], [31], the original precoder $V_B$ can be separated as $V_B = \beta V_U$, where $V_U$ is an unnormalized baseband precoder. With this separation, the precoder optimization problem can be formulated as

$$\minimize_{V_{RF}, V_U, \beta} \quad tr(H_I^H V_{RF} V_U V_U^H V_{RF}^H H_I - H_I^H V_{RF} V_U - V_U^H V_{RF}^H H_I + \sigma^2 \beta^2 W^H W + I_{N_t})$$

subject to $tr(V_{RF} V_U V_U^H V_{RF}^H) \leq \beta^{-2}; \quad \left\| V_{RF} \right\|_{ij} = 1, \forall i, j$, (6)

where $H_1 \triangleq H^H W_{RF} W_B$ denotes the equivalent channel of the concatenation of the air interface channel and the hybrid receive combiner. Our optimization approach is to first derive the optimal digital precoding matrix $V_U$ and the scaling factor $\beta$ by fixing $V_{RF}$, then derive the resulting objective as a function of $V_{RF}$, and finally optimize $V_{RF}$ by further minimizing the objective with the constant modulus constraint. Due to the transmit power constraint, it can be proved by contradiction that the optimal solution must be achieved with the maximum total transmit power, i.e., the optimal $\beta$ is given by

$$\beta = \left( \frac{tr(V_{RF} V_U V_U^H V_{RF}^H)}{\sigma^2 \beta^2} \right)^{\frac{-1}{\beta}}.$$ (7)

Then according to the Karush-Kuhn-Tucker (KKT) conditions, the closed-form solution of the optimal $V_U$ is given by

$$V_U = (V_{RF}^H H_I H_I^H V_{RF} + \sigma^2 \omega V_{RF}^H V_{RF})^{-1} V_{RF}^H H_1,$$ (8)

where $\omega \triangleq \frac{1}{\sigma^2}$ is defined for notational brevity. Substituting the optimal $V_U$ and $\beta$ into (6) and after some mathematical derivation, the resulting MSE is given by

$$J(V_{RF}) \triangleq tr((I_{N_t} + \frac{1}{\sigma^2 \omega})^{-1} V_{RF}^H V_{RF})^{-1} V_{RF}^H H_1)^{-1}.$$ (9)

The optimizing problem in (5) is now reduced to the following one for the optimization of $V_{RF}$

$$\minimize_{V_{RF}} J(V_{RF}) \quad \text{subject to} \quad \left\| V_{RF} \right\|_{ij} = 1, \forall i, j.$$ (10)

Here we propose two algorithms for optimizing the analog precoding matrix $V_{RF}$ with the constant modulus constraint, which are based on the MO and GEVD methods, respectively.

1) Analog Precoder Design Based on the MO Method: To deal with the constant modulus constraint, the MO method [18] [33] can be applied to obtain a local optimal $V_{RF}$. The basic idea is to define a Riemannian manifold for $V_{RF}$ with the consideration of the constant modulus constraint, and iteratively update this optimization variable on the direction of the Riemannian gradient (i.e., a projection of the Euclidean conjugate gradient onto the tangent space of a point on the Riemannian manifold) in a similar way to that in the conventional Euclidean gradient descent algorithm (the details can be referred to [18]). However, the application of the MO method is not straightforward, and the most difficult part is the derivation of the conjugate gradient in the Euclidean space, in order to obtain the associated Riemannian gradient. It should be mentioned that for the scalar function $J(V_{RF})$ associated with a complex-valued variable $V_{RF}$, the conjugate gradient [32] is defined as $\nabla J(V_{RF}) = \frac{\partial J(V_{RF})}{\partial V_{RF}}$. By defining $P \triangleq I_{N_t} + \frac{1}{\sigma^2 \omega} H_1^H V_{RF} (V_{RF}^H V_{RF})^{-1} V_{RF}^H H_1$ in (9) for notational brevity, we have the following lemma for the conjugate gradient.

Lemma 1. The conjugate gradient of the function $J(V_{RF})$ with respect to $V_{RF}$ is given by

$$\nabla J(V_{RF}) = \frac{1}{\sigma^2 \omega} \left( V_{RF} (V_{RF}^H V_{RF})^{-1} V_{RF}^H - I_{N_t} \right) \times H_1 P^{-2} H_1^H V_{RF} (V_{RF}^H V_{RF})^{-1}.$$ (11)

Proof: According to some basic differentiation rules for complex-value matrices [32], the differential of $J(V_{RF})$ can be expressed as

$$d(J(V_{RF})) = tr(\left( \nabla J(V_{RF}) \right)^T d(V_{RF}^*)) = tr(\nabla J(V_{RF}) d(V_{RF}^*)).$$ (12)

where $d(\cdot)$ denotes the differential with respect to $V_{RF}$ while taking $V_{RF}$ as a constant matrix during the derivation of the conjugate gradient $\nabla J(V_{RF})$. The second equality in (12) holds due to the properties of $tr(AB) = tr(BA)$. On the other hand, we can directly compute $d(J(V_{RF}))$ from (9). According to some differentiation rules for differentiating a matrix’s trace and inverse, we express $d(J(V_{RF}))$ as

$$d(J(V_{RF})) = tr(P^{-1} d(P) P^{-1}).$$ (13)

It can be further derived that

$$d(P) = \frac{1}{\sigma^2 \omega} H_1^H V_{RF} (d((V_{RF}^H V_{RF})^{-1}) V_{RF}^H + (V_{RF}^H V_{RF})^{-1} d(V_{RF}^H) H_1,$$ (14)

where

$$d((V_{RF}^H V_{RF})^{-1}) = - (V_{RF}^H V_{RF})^{-1} d(V_{RF}^H) V_{RF} (V_{RF}^H V_{RF})^{-1}.$$ (15)
By comparing (16) with (12), the proof is completed. □

By substituting (15) and (14) into (13) and using again \(\text{tr}(AB) = \text{tr}(BA)\), we have

\[
d(J(V_{RF})) = \frac{1}{\sigma^2 w} \text{tr}((V_{RF} V_{RF}^H V_{RF}^{-1} V_{RF}^H - I_N) H_1 \\
\times P^{-2} H_1^H V_{RF} V_{RF}^{-1} d(V_{RF})).
\]

By comparing (16) with (12), the proof is completed. □

With the derived Euclidean conjugate gradient, the manifold optimization can be extended to solve the problem with the constant modulus constraints [33]. The overall MO-HBF algorithm is summarized in Algorithm 1, where the iteration index \(i\) is denoted in the subscript of \(V_{RF,i}\). In particular, the detailed operation in the 4th step is given as follows. First, project the Euclidean gradient onto the tangent space to obtain the Riemannian gradient. Second, search a point in the tangent space along the Riemannian gradient and use the Armijo-Goldstein condition to determine the step size. Finally, retract the searched point back to the manifold.

2) Analog Precoder Design Based on the GEVD Method:

The above algorithm for optimizing the analog precoding matrix \(V_{RF}\) in (10) is essentially a gradient based algorithm, where the computational complexity is proportional to the number of iterations and is related to the form of the objective function and the stop condition. In this part, we propose a low-complexity algorithm based on GEVD. According to [19], for large-scale MIMO systems, it can be approximated that

\[
V_{RF}^H V_{RF} \approx N_h I_{N_h}
\]

based on the fact that the optimized analog beamforming vectors for different streams are likely orthogonal to each other. With this approximation, (9) can be simplified as

\[
J(V_{RF}) \approx \text{tr} \left( \left( I_N + \frac{1}{\sigma^2 w N_h} H_1^H V_{RF} V_{RF}^H H_1 \right)^{-1} \right).
\]

With this simplified form, it can be shown that the analog precoding matrix \(V_{RF}\) can be optimized column-by-column. Specifically, define \(\bar{V}_m\) as the remaining sub-matrix of \(V_{RF}\) after removing the \(m\)th column \(v_m\). Further define \(\bar{A}_m \triangleq I_N + \frac{1}{\sigma^2 w N_h} H_1^H \bar{V}_m \bar{V}_m^H H_1\). Then, using the fact that \((A + B)^{-1} = A^{-1} - \frac{A^{-1} BA^{-1}}{1 + \text{tr}(A^{-1} B)}\) for a full-rank matrix \(A\) and a rank-one matrix \(B\), the MSE expression in (17) can be written

\[
J(V_{RF}) \approx \text{tr}(A_m^{-1}) - \frac{\text{tr}\left( \frac{1}{\sigma^2 w N_h} A_m^{-1} H_1^H v_m v_m^H H_1 A_m^{-1} \right)}{1 + \text{tr}\left( \frac{1}{\sigma^2 w N_h} A_m^{-1} H_1^H v_m v_m^H H_1 \right)}
\]

\[
= \text{tr}(A_m^{-1}) - \frac{v_m^H U_m v_m}{v_m^H W_m v_m},
\]

(18)

where \(U_m \triangleq \frac{1}{\sigma^2 w N_h} H_1 A_m^{-1} H_1^H\) and \(W_m \triangleq \frac{\text{tr}(A_m^{-1})}{\text{tr}(A_m^{-1} H_1^H v_m v_m^H H_1)}\) are both Hermitian matrices. It is seen from (18) that the MSE expression is separated into two terms which are related to \(\bar{V}_m\) and \(v_m\), respectively. By fixing \(\bar{V}_m\), \(J(V_{RF})\) becomes a function on \(v_m\) in the second term in (18). As both \(U_m\) and \(W_m\) are Hermitian and \(W_m\) is positive definite, according to [35], the optimal \(v_m\) in the sense of maximizing the last term in (18) or minimizing the whole term in (18) is the eigenvector associated with the maximum generalized eigenvalue between \(U_m\) and \(W_m\), which can be obtained via the GEVD operation. To further take the constant modulus constraint into account, a simple but effective way is to only extract the phase of each element in \(v_m\) and keep \(U_m\) and \(W_m\) for the whole matrix \(V_{RF}\) until the stop condition is satisfied, we finally get the optimized analog precoding matrix. The overall GEVD-HBF algorithm is summarized in Algorithm 2.

B. Hybrid Receive Combiner Design

By fixing the updated precoding matrices \(U_m\) and \(V_{RF}\) along with the scaling factor \(\beta\), the optimizing problem in (5) can be reduced to the following one for the hybrid receive combiner

\[
\begin{align*}
\min_{W_{RF}, \beta} & \quad \text{tr}(W^H H_2 H_2^H W - \sigma^2 H_2 W^H W + I_N) \\
\text{subject to} & \quad ||W_{RF}||_{ml} = 1, \forall m, l,
\end{align*}
\]

(19)

where \(H_2 \triangleq H V_{RF} U_m\) and \(W \triangleq W_{RF} W_B\). Similarly, by differentiating the objective function of (19) with respect to \(W_B\) and setting the result to zero, we have the optimal \(W_B\) as follows

\[
W_B = (W_{RF}^H H_2^H W_{RF} + \sigma^2 \text{tr}(W_{RF}^H W_{RF})^{-1} W_{RF}^H H_2).
\]

(20)
Substituting (20) back into the problem in (19), we have

\[
\begin{align*}
\text{minimize} & \quad I(W_{RF}) \equiv \text{tr}((I_{N_c} + \sigma^{-2} \beta^2 H_2^H W_{RF} W_{RF}^H) - 1) \\
\text{subject to} & \quad \|W_{RF}[m,l]\|_2 = 1, \forall m,l.
\end{align*}
\]

Comparing (20) with (6) and (21) with (10), it can be seen that they have almost the same form respectively. Thus, the MO-HBF and GEVD-HBF algorithms, which were introduced in Section III-A, can be directly applied to optimize the hybrid combiner.

### C. Alternating Minimization for Hybrid Beamforming

1) **Alternating Optimization**: A joint hybrid precoding and combining design based on the MMSE criterion can be developed by iteratively and alternatively using the hybrid precoding design in Section III-A and the hybrid combining design in Section III-B. Specifically, during the $n$th iteration, first for the optimization of the hybrid precoder, by updating the problem in (6) with the optimized combiners $W_{RF}^{(n-1)}$ and $W_{B}^{(n-1)}$ in the $(n - 1)$th iteration, the hybrid precoding matrices $V_{RF}^{(n)}$, $V_{U}^{(n)}$, and the scaling factor $\beta^{(n)}$ are optimized via the MO-HBF or the GEVD-HBF algorithm. Similarly, with the new hybrid precoder, the hybrid combining optimization problem in (19) is then updated and solved via the same algorithm. This alternating optimization is repeated until a stop condition is satisfied.

2) **Stopping Condition**: To distinguish the iteration of the alternating minimization between the transmitter and receiver beamforming optimization and the iteration in the optimization of the analog beamformer (i.e., Algorithms 1 and 2), we refer to the former as the outer iteration and the latter as the inner iteration. The stopping condition of these two iterations can be set as either the number of iterations exceeding a specified value $\alpha$, or the relative difference between the MSE values of two consecutive iterations becoming smaller than a specified value $\delta$. For example, considering a typical system configuration in Section VII, according to the observation in simulations, good performance can be achieved when we set $\delta = 10^{-5}$ for both the outer and inner iterations for the alternating MO-HBF algorithm and set $\alpha = 1$ for the inner iteration and $\delta = 10^{-5}$ for the outer iteration for the alternating GEVD-HBF algorithm.

3) **Beamforming Initialization**: It is worth noting that the number of iterations for the alternating optimization highly depends on the initialization of the beamformers. One simple idea is to randomly generate a hybrid combiner (precoder) for the optimization of the precoder (combiner) at the beginning of the alternating minimization. This method does not require extra information, but may need a lot of iterations to converge to a local optimal point with certain performance loss. As the concatenation of the hybrid beamformer will gradually approach the full-digital one during the iterations, we propose to take a full-digital beamformer as the initialization for better convergence. Specifically, the optimal full-digital precoder based on the MMSE criterion proposed in (21) can be used here. Assuming without loss of generality that the alternating optimization starts from the transmit beamforming problem in (6), we assume that there is a virtual full-digital combiner at the receiver in the initialization step. Namely, we initialize the full-digital combiner, $W^{(0)}$, as the optimal full-digital combiner in (21) and substitute it into (6) for the precoder optimization in the first iteration. We refer to the proposed initialization method as the virtual full-digital beamformer (VFD) method. It is worth noting that as the VFD initialization method assumes a virtual full-digital beamformer at one side, which generally cannot be directly implemented using the HBF structure, at least one outer iteration is needed to obtain the hybrid beamformers for both sides. As the VFD initialization does not require the alternating optimization to obtain the full-digital beamformer, its additional complexity is much lower compared with that of the main HBF algorithms. Simulations in Section VII will show that with the VFD method, the convergence speed improves significantly with even some MSE performance improvement, in comparison with random initialization.

### IV. HYBRID BEAMFORMING DESIGN FOR BROADBAND MMWAVE SYSTEMS

Due to the large available bandwidth of mmWave systems, frequency selective fading will be encountered. Therefore, in this section we generalize the previous hybrid beamformer design to broadband mmWave systems. In particular, we point out that similar to the narrowband scenario, the optimization of precoder and combiner in the broadband scenario can also be unified and solved through the same procedure. Thus, we focus on the hybrid transmit precoder design in the broadband scenario and propose three algorithms.

#### A. System Model in the Broadband Scenario

To overcome the channel frequency selectivity, we assume that the orthogonal frequency division multiplexing (OFDM) technology is applied so that the channel fading on each subcarrier can be regarded as being flat. To facilitate the following system design, the broadband mmWave MIMO channel model with half-wavelength spaced ULAs at both the transmitter and the receiver in (24) is adopted here, where the channel matrix at the $k$th subcarrier, for $k = 0, \ldots, N - 1$ with $N$ being the total number of subcarriers, is given by

\[
H_k = \sqrt{\frac{N_t N_r}{N_c N_r}} \sum_{i=1}^{N_c} \sum_{j=1}^{N_r} \alpha_{ij} a_i(\theta_{ij}) a_j(\theta_{ij})^H e^{-j\pi n_m(i-1)k},
\]

where the other parameters are defined in the same way as that in (1). It is worth noting that although the geometry-based spatial channel model is applied in simulations, all proposed HBF algorithms are compatible for other general models.

As shown in Fig. 2 the processed signal vector at the $k$th subcarrier after the hybrid receive combining can be expressed as

\[
\begin{align*}
Y_k &= W_{B,k}^H R_{RF} H_k V_{RF} V_{B,k} s_k + W_{B,k}^H R_{RF} u_k, \quad (23)
\end{align*}
\]

where $s_k$ and $u_k$ denote the transmitted symbol vector and the additive noise vector at the $k$th subcarrier, respectively, $V_{B,k}$
and $W_{B,k}$ denote the digital precoder and combiner at the $k$th subcarrier, respectively, and $V_{RF}$ and $W_{RF}$ denote the analog precoder and combiner, respectively. It is worth noting that in the broadband scenario, the digital beamformers $V_{B,k}$ and $W_{B,k}$ must be optimized for different subcarriers while the analog precoder or combiner is invariant for all subcarriers due to the post-IFFT or pre-FFT processing. Similar to [13], [20], we assume equal power allocation among subcarriers at the transmitter, namely $\|V_{RF}V_{B,k}\|^2_F \leq 1$, for $k = 0, \ldots, N - 1$. To deal with the new difficulty in the HBF design for broadband mmWave MIMO systems, we take the sum-MSE of all the subcarriers and all the streams as the objective function. That is, define $\text{MSE} = \sum_{k=0}^{N-1} \text{MSE}_k$, where $\text{MSE}_k$ denotes the modified MSE on the $k$th subcarrier and is given by

$$\text{MSE}_k = E(\|s_k - \beta_k^{-1} y_k\|^2) = \text{tr}(\beta_k^{-2} W_k^H H_k V_k W_k - \beta_k^{-1} W_k^H H_k V_k - \beta_k^{-1} V_k^H H_k W_k + \sigma^2 \beta_k^{-2} W_k^H W_k + I_{N_k}),$$

(24)

where $W_k \triangleq W_{RF} W_{B,k}$, $V_k \triangleq V_{RF} V_{B,k}$, and $\beta_k$ is a scaling factor for the $k$th subcarrier as similar to that in the narrowband scenario. Then, the optimization problem in the broadband scenario can be formulated as

$$\begin{array}{ll}
\text{minimize} & \sum_{k=0}^{N-1} \text{MSE}_k \\
\text{subject to} & ||V_k||_F^2 \leq 1, \\
& ||V_{RF}||_{l_1} = 1, \forall i, j, \\
& ||W_{RF}||_{l_1} = 1, \forall m, l.
\end{array}$$

(25)

By comparing the problem in (25) with that in (5) for the narrowband scenario, it can be found that they have almost the same form except that the digital beamformers need to be optimized for different subcarriers in (25). Thus, the alternating minimization principle is also applicable here. In particular, it can be shown that in the broadband scenario the two sub-problems associated with (25) for the optimization of precoding and combining can also be solved through the same procedure. Therefore, in the following we focus on the hybrid transmit precoder design.

**B. Broadband Hybrid Transmitter Design**

Analogous to that in Section III-A the original precoder $V_{B,k}$ is also separated as $V_{B,k} = \beta_k V_{U,k}$, where $V_{U,k}$ is an unnormalized precoder for the $k$th subcarrier. It can also be proved by contradiction that the optimal $\beta_k$ is given by $\left(\text{tr}(V_{RF} V_{U,k} V_{HF} V_{RF})\right)^{-\frac{1}{2}}$. Then, by fixing the hybrid receive combiner and based on the KKT conditions, the optimal $V_{U,k}$ can be derived as a function of $V_{RF}$. That is, $V_{U,k} = (V_{RF}^H H_{1,k} V_{RF} + \sigma^2 w_k V_{RF} V_{RF})^{-1} V_{RF} H_{1,k}$, where $H_{1,k} \triangleq H_k W_k$ and $w_k \triangleq \text{tr}(W_k W_k^H)$. Now the original problem in (25) is reduced to the one for $V_{RF}$ as follows

$$\begin{array}{ll}
\text{minimize} & J(V_{RF}) = \sum_{k=0}^{N-1} J_k(V_{RF}) \\
\text{subject to} & ||(V_{RF})_{ij}||^2 = 1, \forall i, j,
\end{array}$$

(27)

where

$$J_k(V_{RF}) \triangleq \text{tr}(I_{N_k} + \frac{1}{\sigma^2 w_k} H_k^H V_{RF} V_{RF} V_{RF}^{-1} V_{RF} H_k H_{1,k})$$

(28)

1) Analog Precoding Based on the MO Method: Although the objective function for analog precoding optimization in the broadband scenario is more complicated than that in the narrowband scenario, the MO method can still be applied here. Using some differentiation rules for complex-valued matrices, the conjugate gradient of the function $J(V_{RF})$ with respect to $V_{RF}$ can be expressed as

$$\nabla J(V_{RF}) = \sum_{k=0}^{N-1} \nabla J_k(V_{RF}),$$

(29)

where $\nabla J_k(V_{RF})$ can be derived as follows according to Lemma II

$$\nabla J_k(V_{RF}) = \frac{1}{\sigma^2 w_k} \left( V_{RF} (V_{RF}^H V_{RF})^{-1} V_{RF}^H - I_{N_k} \right)$$

$$\times H_{1,k} P_{k}^{-1} H_k^H V_{RF} (V_{RF} V_{RF})^{-1},$$

(30)

with $P_k \triangleq I_{N_k} + \frac{1}{\sigma^2 w_k} H_k^H V_{RF} V_{RF} V_{RF}^{-1} V_{RF}^H H_k$ defined for notational brevity. Thus, the Riemannian gradient can be computed by projecting the above Euclidean gradient onto the tangent space of the Riemannian manifold [13]. According to the property of the gradient descent method, with a proper selection of the step size, $V_{RF}$ is guaranteed to converge to a feasible local optimal solution via MO.

2) Analog Precoding Based on the EVD Method: Note that since the objective function in the broadband scenario is the sum-MSE of all the subcarriers, the variant channel matrices and digital beamformers at different subcarriers prevent us from rewriting the original problem in an GEVD-available formulation as that in Section III-A. Nevertheless, the approximation of $V_{RF} V_{RF} \approx N I_{N_{RF}}$ can still be utilized here for developing other low-complexity algorithms. The basic idea is to ignore the constant modulus constraint in (27) temporarily.
and add a new constraint of $V_R^H V_F = N \mathbf{I}_{N_R}$. Then, we have the following new problem:

$$\begin{align*}
\text{minimize} & \quad J(V_{RF}) = \sum_{k=0}^{N-1} \text{tr}((\mathbf{I}_N + \frac{1}{\sigma^2 w_k N^2} H_{1,k}^H V_{RF} V_{RF}^H H_{1,k})^{-1}) \\
\text{subject to} & \quad V_{RF}^H V_{RF} = N \mathbf{I}_{N_R}. 
\end{align*}$$

(31)

It turns out that the above optimization problem is still difficult to solve. Therefore, we devote to derive its lower bound first with the help of the following lemma.

**Lemma 2.** A lower bound of the objective in (31) is given by

$$J(V_{RF}) \geq \sum_{k=0}^{N-1} \text{tr}(I_N + \frac{1}{\sigma^2 w_k N^2} H_{1,k}^H V_{RF} V_{RF}^H H_{1,k}).$$

(32)

**Proof:** For notational brevity, we define $Q_k \triangleq I_N + \frac{1}{\sigma^2 w_k N^2} H_{1,k}^H V_{RF} V_{RF}^H H_{1,k}$ and have

$$J(V_{RF}) = \sum_{k=0}^{N-1} \text{tr}(Q_k^{-1}) = \sum_{k=0}^{N-1} \sum_{i=1}^{N} \frac{1}{\lambda_{i,k}} \geq \sum_{k=0}^{N-1} \sum_{i=1}^{N} \frac{N^2}{\lambda_{i,k}} = \sum_{k=0}^{N-1} \frac{N^2}{\text{tr}(Q_k)}.$$

(33)

where $\lambda_{i,k}$ denotes the $i$th eigenvalue of $Q_k$ and is positive because $Q_k$ is positive definite. The inequalities (a) and (b) in (33) both come from the Jensen’s inequality, with equality of (a) satisfied if $\lambda_{1,k} = \lambda_{2,k} = \ldots = \lambda_{N,k}$ and equality of (b) satisfied if $\text{tr}(Q_0) = \text{tr}(Q_1) = \ldots = \text{tr}(Q_{N-1})$, respectively. Substituting the definition of $Q_k$, the proof is completed. $\square$

Then, instead of the objective function in problem (31), we devote to minimize its lower-bound, which is equivalent to maximizing $\sum_{k=0}^{N-1} \text{tr}(Q_k)$. After omitting the constant terms, the optimization problem can be rewritten as

$$\begin{align*}
\text{maximize} & \quad \text{tr} \left( V_{RF}^H \left( \sum_{k=0}^{N-1} H_{1,k}^H V_{RF} V_{RF}^H H_{1,k} \right) V_{RF} \right) \\
\text{subject to} & \quad V_{RF}^H V_{RF} = N \mathbf{I}_{N_R}. 
\end{align*}$$

(34)

It can be proved that the optimal $V_{RF}$ is $\sqrt{N}$ times the isometric matrix containing the $N_{RF}$ eigenvectors associated with the largest $N_{RF}$ eigenvalues of $\left( \sum_{k=0}^{N-1} H_{1,k}^H H_{1,k} \right)$, which can be obtained through EVD. To further make the constant modulus constraint satisfied, similar to that in Section III-A, we just extract the phase of each element of the optimal $V_{RF}$. The algorithm is referred to as the EVD-LB-HBF algorithm, where LB denotes the abbreviation for lower bound. In the following, we propose a better algorithm, where instead of minimizing a lower bound of (31) in EVD-LB-HBF an upper bound is derived for minimization.

**Lemma 3.** For an $a \times a$ positive definite and Hermitian matrix $A$ and an arbitrary $a \times b$ $(a > b)$ para-unitary matrix $B$, i.e., $B^H B = I_a$, define the eigenvalues of $(B^H A B)^{-1}$ and $B^H A^{-1} B$ in descending order as $\mu_1, \ldots, \mu_N$ and $\lambda_1, \ldots, \lambda_N$, respectively. Then we have $\mu_k \leq \lambda_k \leq \lambda_k, \forall k$.

**Proof:** According to Courant-Fisher min-max theorem, $\lambda_k = \max_{\mathbf{x} \neq \mathbf{0}} \min_{\mathbf{u} \in \mathbb{C}^a} \frac{x^H B^H A^{-1} B x}{x^H x} = \min_{\mathbf{x} \neq \mathbf{0}} \max_{\mathbf{u} \in \mathbb{C}^a} \frac{x^H A^{-1} x}{x^H x}$, where $\mathbf{x}$ is a non-zero vector, $\mathbf{u}$ denotes a $k$-dimension subspace of $\mathbb{C}^a$ and $\mathbf{F}$ is a new subspace after a linear transform of $B$ to $\mathbf{u}$. Similarly, as $1/\mu_k$ can be proved to be the $(b-k+1)$th largest eigenvalue of $B^H A B$, we have

$$\frac{1}{\mu_k} = \min_{\mathbf{u} \in \mathbb{C}^b} \max_{\mathbf{x} \in \mathbb{C}^a} \frac{x^H B^H A B x}{x^H x} = \min_{\mathbf{x} \in \mathbb{C}^a} \max_{\mathbf{u} \in \mathbb{C}^a} \frac{x^H A x}{x^H x}.$$  

(35)

Then we have $\mu_k = \min_{\mathbf{u} \in \mathbb{C}^b} \max_{\mathbf{x} \in \mathbb{C}^a} x^H B^H A B x$. Since $A$ is positive definite, by Jensen’s inequality, $x^H A x \leq x^H x$, holds for any non-zero vector $\mathbf{x}$. Thus, the proof is completed. $\square$

Then, denoting $(\mathbf{I}_N + \frac{1}{\sigma^2 w_k N^2} H_{1,k}^H H_{1,k})$ as $A_k$, and using Lemma 3 the objective in (31) can be further upper bounded as

$$J(V_{RF}) \leq \sum_{k=0}^{N-1} \text{tr} \left( V_{RF}^H A_k^{-1} V_{RF} \right) = \text{tr}(V_{RF}^H \left( \sum_{k=0}^{N-1} A_k^{-1} \right) V_{RF}).$$

(36)

where (a) follows from the relationship between a matrix’s trace and eigenvalues and (b) follows from Lemma 3. Using the matrix inversion lemma [35], we have $A_k^{-1} = \mathbf{I}_N - G_k$, where $G_k \triangleq \frac{1}{\frac{1}{\sigma^2 w_k N^2} H_{1,k}^H H_{1,k} - 1/H_{1,k}}$. The optimization problem in (31) can be converted to the one minimizing its upper bound in (36), or equivalently

$$\begin{align*}
\text{maximize} & \quad \text{tr} \left( V_{RF}^H \left( \sum_{k=0}^{N-1} G_k \right) V_{RF} \right) \\
\text{subject to} & \quad V_{RF}^H V_{RF} = N \mathbf{I}_{N_R}. 
\end{align*}$$

(37)

Similar to that for (34), the solution can be obtained through the EVD and phase extraction operations. To distinguish, we refer to this algorithm as the EVD-UB-HBF algorithm, where UB denotes the abbreviation for upper bound.

3) **Algorithm Precoding Based on the OMP Method:** By combining the OMP-MMSE-HBF algorithm for narrowband multiuser mmWave MIMO systems [25] and the OMP-based HBF algorithm aiming at maximizing the spectral efficiency for broadband mmWave MIMO systems [29], we come up with the low-complexity OMP-MMSE precoding algorithm for broadband mmWave systems. Specifically, by restricting the search range of $V_{RF}$ within a set of $N \times N_R$ basis vectors $\{a_1(\theta_1), \ldots, a_N(\theta_{N,C,N_R})\}$, the hybrid beamforming problem can be rewritten as

$$\begin{align*}
\text{minimize} & \quad \sum_{k=0}^{N-1} \left( \left\| H_{1,k} - H_{1,k} \tilde{V}_{U,k} \right\|_F^2 + \sigma^2 \beta_k^2 w_k \right) \\
\text{subject to} & \quad \left\| \text{diag} \{\tilde{V}_{U,k} H_{1,k} \} \right\|_0 = N_{RF}, \\
& \quad \text{tr} (A_k^H \tilde{V}_{U,k} V_{RF}^H) \leq \beta_k^2, 
\end{align*}$$

(38)

where $\|\cdot\|_0$ denotes the zero norm of a matrix. $A_k \triangleq [a_1(\theta_1), \ldots, a_N(\theta_{N,C,N_R})]$ and $\tilde{V}_{U,k}$ is an $N_{C,N_R} \times N$ matrix having $N_{RF}$ non-zero rows which constitute $V_{U,k}$ as defined in [19], [26], [29]. With the readily derived closed-form solution of the digital precoder in [26], the algorithm developed based on the OMP method can be applied to choose the columns of $A_k$ that are most strongly correlated with the residual error $\{\mathbf{V}_{RES,k}\}$ to form the analog precoder.
V. EXTEND TO SPECTRAL EFFICIENCY BASED ON THE
WMMSE CRITERION

Spectral efficiency is another important performance metric for the HBF design [9], [18], [20]. Based on the full-digital beamforming design approach in [25], the authors in [28] investigated the HBF design with the WMMSE criterion and connected it to the one for sum-rate maximization. However, their HBF algorithm is based on the OMP method, which has a limited feasible set for the analog beamformers, and is only for the narrowband scenario. In this section, following the design approach in [25], [28], we first show that in the narrowband scenario our proposed HBF algorithms in Section III can be extended to the ones for achieving better spectral efficiency than the OMP based algorithm. We also extend the sum-MSE minimization problem to the WMMSE problem and connect it to the spectral efficiency maximization problem in the broadband scenario. It is shown that the proposed broadband HBF algorithms in Section IV can be generalized to the ones for maximizing the spectral efficiency. Simulation results in Section VII will show that the WMMSE HBF algorithms proposed in this section provide better or comparable spectral efficiency than the conventional ones [18]–[20], [28].

First start from the narrowband scenario. Assuming that the transmitted symbols follow a Gaussian distribution, the achievable spectral efficiency is then given by $R = \log \det(I_{N_s} + \frac{1}{P}(W^H W)^{-1}W^H H V V^H H^T W)$, where $V = V_{RF} V_B$ and $W = W_{RF} W_B$ denote the hybrid precoder and combiner, respectively. Inspired by [25], [28], a suboptimal but efficient HBF design for maximizing the spectral efficiency can be connected to the following WMMSE problem

$$\begin{align*}
\min_{\Lambda, \beta} & \quad \text{tr}(\Lambda T) - 2 \log |\Lambda| \\
\text{subject to} & \quad ||V||^2_F \leq 1; \quad ||V_{RF}||^2_F = 1, \forall i, j; \quad ||W_{RF}||^2_F = 1, \forall m, l,
\end{align*}$$

where $\Lambda$ is an $N_s \times N_s$ weighting matrix to be optimized, and $T \triangleq \sum_i E((\beta^{-1} y - s)(\beta^{-1} y - s)^H)$ denotes the modified MSE matrix. According to [25], [28], a three-step procedure is applied to solve (39). In the first step, $W$ is optimized by fixing $\Lambda$ and $V$ in (39). That is,

$$\begin{align*}
\min_{W_{RF}, W_B} & \quad \text{tr}(\Lambda W^H H_2 H_2^H W - W^H H_2 - H_2^H W + \sigma^2 \beta^{-2} W^H W + I_{N_s}) \\
\text{subject to} & \quad ||W_{RF}||^2_F = 1, \forall m, l,
\end{align*}$$

where $H_2 \triangleq H V_{RF} V_U$. By comparing (40) with (15), it can be shown that the optimal $W_B$ has exactly the same form as that in (20). After substituting the optimal $W_B$ into (40), the objective function for $W_{RF}$ is given by

$$I(W_{RF}) \triangleq \text{tr}(\Lambda I_{N_s} + \sigma^2 \beta^{-2} H^H W_{RF} (W_{RF}^H H_2^H)^{-1}),$$

which has almost the same form as (21) except a constant matrix multiplier $\Lambda$. Thus, both the MO-HBF and the GEVD-HBF algorithms in Section III can be modified to solve the new problem. In the second step, the weighting matrix $\Lambda$ is optimized with fixed $W$ and $V$. By differentiating the objective function in (39) with respect to $\Lambda$ and then setting the result to zero, the optimal $\Lambda$ is then given by $\Lambda = T^{-1}$. In the last step, $V$ is optimized through the following problem with the newly updated $W$ and $\Lambda$.

$$\begin{align*}
\min_{V_{RF}, V_B, \beta} & \quad \text{tr}(\Lambda H_1^H V_{RF}^H H_1 - H_1^H V - V H_1^H + \sigma^2 \beta^{-2} W_{RF}^H W + I_{N_s}) \\
\text{subject to} & \quad ||V||^2_F \leq 1; \quad ||V_{RF}||^2_F = 1, \forall i, j,
\end{align*}$$

where $H_1 \triangleq H W_{RF} W_B$. Then, the optimal $V_{RF}$ and $\beta$ are given by

$$\beta = (\text{tr}(V_{RF}^H V_{RF} V_{RF}^H H_1))^{-\frac{1}{2}},$$

$$V_{RF} = (V_{RF}^H H_1 \Lambda H_1^H V_{RF} + \sigma^2 \psi^H V_{RF} V_{RF}^H)^{-1} V_{RF}^H \Lambda H_1^H V_{RF},$$

where $\psi \triangleq \text{tr}(\Lambda W^H W)$ is a constant scalar during the optimization for $V$. Substituting the optimal $V_{RF}$ and $\beta$ into the objective function in (42), we have

$$J(V_{RF}) \triangleq \text{tr}((\Lambda^{-1} + \frac{1}{\sigma^2 \psi} H_2^H V_{RF} (V_{RF}^H V_{RF}^H)^{-1} V_{RF}^H H_1)^{-1}).$$

(43)

By comparing it with (9), we see that they have the same form except that the constant identity matrix $I_{N_s}$ in (9) is replaced by another constant matrix $\Lambda$ in (43). Thus, both the MO-HBF and the GEVD-HBF algorithms in Section III can also be applied here. By iteratively performing the above three steps, the optimization problem in (39) can finally be solved.

Following the above design approach, we now consider the broadband scenario. From (39), we formulate the following broadband WMMSE HBF optimization problem

$$\begin{align*}
\min_{\Lambda_k, W_k, \alpha_k} & \quad \sum_{k=0}^{N-1} (\text{tr}(\Lambda_k T_k) - 2 \log |\Lambda_k|) \\
\text{subject to} & \quad ||V_k||^2_F \leq 1; \quad ||V_{RF}||^2_F = 1, \forall i, j; \quad ||W_{RF}||^2_F = 1, \forall m, l,
\end{align*}$$

where $\Lambda_k$ and $T_k$ denote the weighting matrix and the MSE-matrix at the $k$th subcarrier, respectively. By combining the procedure in Section IV and that for solving (39), we can solve the WMMSE problem in (44). In particular, it can be shown that the MO-HBF and the EVD-LB-HBF algorithms can be directly applied to solve the problem with slight modification as the only difference is the constant matrix $\Lambda_k$. However, the EVD-UB-HBF algorithm cannot be generalized for the WMMSE problem as Lemma 3 does not hold with the weighting matrices. Note that compared with the conventional algorithms [18]–[20], our proposed WMMSE based HBF algorithms can benefit from the alternating optimization between the transmitter and receiver sub-problems, and thus possess competitive performance, as will be shown in Section VII.

VI. SYSTEM EVALUATION

In this section, we first discuss the convergence property for all the proposed HBF algorithms and then analyze their computational complexity.
A. Convergence

It is worth noting that all the proposed HBF algorithms share the same design procedure in the optimization of the digital beamformers, where the optimal digital precoder or combiner has a closed-form solution obtained via the KKT conditions. Thus, for given analog beamformers, the optimization step of the digital beamformers always ensures the decrease of the objective function \[39\]. Therefore, the convergence of each HBF algorithm depends on its optimization step for the analog beamformer, which is discussed as follows.

- **MO-HBF**: In this algorithm, the analog beamformers are optimized via the MO method. According to Theorem 4.3.1 in [33], the algorithm using the MO method is guaranteed to converge to the point where the gradient of the objective function is zero \[18\]. Therefore, each step of the whole alternating MO-HBF algorithm ensures the decrease of the objective function and the convergence can be strictly proved.

- **GEVD-HBF**: Unlike the MO-HBF algorithm, the convergence of the GEVD-HBF algorithm in Section \[III\] cannot be strictly proved. This is because its derivations are based on the approximations of \(V_{RF}^H V_{RF} \approx I_{N_{RF}}\) and \(W_{RF}^H W_{RF} \approx I_{N_{RF}}\), and the phase extraction operation further raises the difficulty. Nevertheless, simulation results in Section \[VI\] will show that the whole alternating GEVD-HBF algorithm has fast convergence. An intuitive explanation is that excluding the orthogonal approximation and the phase extraction operation, other steps in the algorithm ensure the strict decrease of the objective function, and the orthogonal approximations on the analog beamforming matrices and the phase extraction operation have no great impact on the changing trend of the objective function.

- **EVD-UB-HBF, EVD-LB-HBF and OMP-MMSE-HBF**: For the EVD-UB-HBF and EVD-LB-HBF algorithms in Section \[VI-B\], the monotonic decrease of the original objective function is not ensured when optimizing the analog beamformers due to the orthogonal approximation, the lower or upper bounding operation, and the phase extraction operation. For the OMP-MMSE-HBF algorithm in Section \[VI-B\], the performance loss due to the limitation of the feasible set of the analog beamformers cannot guarantee the strict convergence. Nevertheless, simulation results in Section \[VII\] will show that these algorithms converge in most cases.

- **WMMSE algorithms**: The above discussion on the convergence of the five HBF algorithms using the MMSE criterion can be extended to their counterparts with the WMMSE criterion in Section \[V\]. The main difference is the additional step for optimizing the weighting matrix in the WMMSE based algorithms. As shown in Section \[V\], the optimal weighting matrix has a closed-form solution via the KKT conditions, which ensures the decrease of the objective function \[39\]. Thus, the convergence depends on the design of the analog beamformers. As shown in \[41\] and \[43\], since the weighting matrix is regarded as a constant matrix in the optimization steps for the analog beamformers, following the above discussion on the convergence of the MMSE based HBF algorithms, it can be concluded that with the WMMSE criterion, the convergence of the MO-HBF algorithm can be strictly proved, and that of other algorithms cannot be proved in spite of the observation of convergence from simulation results.

B. Complexity analysis

In this subsection we analyze the computational complexity in terms of the number of complex multiplications for all the proposed MMSE HBF algorithms. The complexity of the WMMSE based algorithms can be regarded as the same as that of the MMSE based counterparts, as the dimension of the weighting matrix \(\Lambda\) is only \(N_s \times N_s\) and the related additional complexity is negligible. Since it has been shown that the transmit precoding and receive combining sub-problems can be solved in the same procedure, we take the transmit precoding as an example for complexity analysis. Furthermore, we focus on the complexity in computing the analog precoder and ignore that in the digital one. This is because all the proposed HBF algorithms have the same complexity in computing the digital one, which is also much less than that in the analog one due to the difference between their matrices’ sizes. For simplification, we denote \(N_{ant} = \max\{N_t, N_r\}\) and assume \(N_{RF} = N_s\).

1) Narrowband algorithms: For the MO-HBF algorithm, the main complexity in each inner iteration includes the following three parts:

- Computation of the conjugate gradient: According to \[11\], the total complexity in computing the gradient is \((4N_{ant}^2 N_{RF} + 7N_{ant}N_{RF}^2 + 2N_{RF}^3 + 2O(N_{RF}^3))\), where \(2O(N_{RF}^3)\) results from the inversion of two \(N_{RF} \times N_{RF}\) matrices.

- Orthogonal projection and retraction operations:

   According to \[18\], the orthogonal projection is essentially the Hadamard production which takes \(2N_{ant}N_{RF}\) multiplications. In addition, the complexity of the retraction operation is \(N_{ant}N_{RF}\).

- Line search: To guarantee the convergence, we utilize the well-known Armijo backtracking line search, whose complexity is \((6N_{ant}N_{RF}^2 + 2N_{RF}^3 + 2O(N_{RF}^3))\), where \(2O(N_{RF}^3)\) results from the inversion of two \(N_{RF} \times N_{RF}\) matrices.

Denote the numbers of the inner and outer iterations as \(N_{in}\) and \(N_{out}\) respectively, the total complexity of MO-HBF is \(N_{out}N_{in}(4N_{ant}^2 N_{RF} + 13N_{ant}N_{RF}^2 + 3N_{ant}N_{RF} + 4N_{RF}^3 + 4O(N_{RF}^3))\).

For the GEVD-HBF algorithm, the main complexity includes the following two parts:

- Before the GEVD operation: The complexity in computing \(A_m, U_m\) and \(W_m\) is \((2N_{ant}^2 N_{RF} + 5N_{ant}^2 N_{RF} + 2N_{RF}^3 + O(N_{RF}^3))\), where \(O(N_{RF}^3)\) represents the complexity of the inversion of an \(N_{RF} \times N_{RF}\) matrix.

- The GEVD operation: The complexity of the GEVD operation is in the order of \(O(N_{ant}^2)\). However, as only the largest generalized eigenvector needs to be computed, the
complexity can be reduced to \(O(N_pN^2_{ant})\) by using the power method, where \(N_p\) denotes the number of iterations in the power method. By extensive simulations, it is observed that \(N_p = 10\) would be large enough to obtain an accurate result.

According to the description of the iteration stop condition in Section II-C, one inner iteration (i.e., \(N_{in} = 1\)) is enough for GEVD-HBF. Then, the total complexity of GEVD-HBF is \(O(N_{out}(N_pN^2_{ant}) + 4N^3_{RF})\), with the number of iterations set to \(N_p = 10\).

2) Broadband algorithms: For the MO-HBF algorithm in the broadband scenario, according to (29), the complexity is approximated as \(N\) times that in the narrowband scenario, which is \(NN_{out}N_{in}(4N^2_{ant}N_{RF} + 13N_{ant}N^2_{RF} + 3N_{ant}N_{RF} + 4N^3_{RF} + 4O(N^3_{RF}))\). For the EVD-LB-HBF algorithm, the main complexity is in computing \((\sum_{k=0}^{N-1} H_{1,k}H^H_{1,k})\) and the EVD operation. The former one is \((N^2_{RF}N^2_{ant})\). For the latter one, according to the power method, the complexity can be reduced to \(O(N_{RF}N^2_{ant})\) for computing the largest \(N_{RF}\) eigenvectors. As for the EVD-UB-HBF algorithm, while the analysis of the EVD operation is similar, the complexity in computing \((\sum_{k=0}^{N-1} G_k)\) is \((N^2_{ant}N_{RF} + 2N_{ant}N^2_{RF} + O(N^3_{RF}))\). Finally, the main complexity of OMP-MMSE-HBF algorithm is in computing \((\sum_{k=0}^{N-1} \Phi_k\Phi^H_k)\), which is \(NN_{out}(N_{RF}N_{C}N_{R}N_{ant} + N_{RF}N^2_{C}N^2_{R})\).

In summary, we list the above complexity evaluation results in Table I. For a more intuitive expression, we provide the average numbers of inner and outer iterations over 1000 independent channel realizations in simulations, where the mmWave MIMO system configuration is given in Section VII and the iteration stop conditions are set according to Section II-C. It can be seen from Table I that all the HBF algorithms have similar number of outer iterations. However, because the MO-HBF algorithm requires a large number of inner iterations in the gradient descent operation, it has the highest computational complexity.

VII. SIMULATION RESULTS

In this section, simulation results are provided to show the performance of the proposed HBF algorithms, in comparison with existing HBF algorithms and the optimal full-digital algorithms based on the MMSE criterion. The channel models for both the narrowband and the broadband scenarios, as introduced in Section II-A and Section IV-A respectively, are used in the simulation, where the number of clusters is set to \(N_{C} = 5\) and the number of rays in each clusters is set to \(N_{R} = 10\). Similar to [18, 19], we assume that \(\alpha_{ij} \sim \mathcal{CN}(0, 1)\) and the angles of arrival and departure are generated according to the Laplacian distribution with the mean cluster angles \(\theta^R\) and \(\theta^F\), which are independently and uniformly distributed in \([0, 2\pi]\). The angular spread is 10 degrees within each cluster. It is assumed that the channel estimation and system synchronization are perfect. Throughout the simulation, the numbers of transmit and receive antennas are set to \(N_t = N_r = 64\) unless otherwise mentioned and uncoded quadrature phase shift keying (QPSK) modulation is considered. Besides, SNR is defined as \(\frac{E_b}{N_0}\). Unless otherwise stated, we assume that the HBF optimization starts from the transmit precoding optimization and apply the proposed VFD initialization method in Section III-C3 to generate a hybrid combiner in the simulation of the proposed HBF algorithms.

A. Performance in the Narrowband Scenario

To test the convergence and performance of the proposed algorithms, we first consider the narrowband scenario. Fig. 3 shows the optimized MSE value averaged over 1000 channel realizations as a function of the number of outer iterations when \(SNR = -10\,db\) and \(N_s = N_{RF} = 2\). As shown in Section VII the proposed MO-HBF algorithm (labeled with ‘MO’) is guaranteed to converge. Although the proposed GEVD-HBF algorithm (labeled with ‘GEVD’) does not necessarily experience a monotonic convergence, the simulation results show that this is often the case. Furthermore, the performance of two initialization methods, i.e., the random initiation method (labeled with ‘random’) and the proposed VFD method in
Table I: Computational Complexity for Different HBF Algorithms

| HBF Algorithms | Computational Complexity | $N_{out}$ | $N_{in}$ |
|----------------|--------------------------|-----------|---------|
| MO-HBF         | $N_{out} N_{in} (4N^2_{RF} + 13N_{ant} N_{RF} + 3N_{ant} N_{RF} + 4N_{RF} + 4O(N^2_{RF}))$ | 4.8       | 49.8    |
| GEVD-HBF       | $N_{out} (N^2_{ant} N_{RF} + 2N_{ant} N_{RF} + 3N_{RF} N_{ant} + 2N_{RF} + O(N^2_{RF}))$ | 5.8       | ~       |

| HBF Algorithms | Computational Complexity | $N_{out}$ | $N_{in}$ |
|----------------|--------------------------|-----------|---------|
| MO-HBF         | $N_{out} N_{in} (4N^2_{RF} + 13N_{ant} N_{RF} + 3N_{ant} N_{RF} + 4N_{RF} + 4O(N^2_{RF}))$ | 4.7       | 52.3    |
| EVD-LB-HBF     | $N_{out} O(N^2_{ant} N_{RF}) + N N_{ant} N_{RF}$ | 5.9       | ~       |
| EVD-UB-HBF     | $N_{out} (O(N^2_{ant} N_{RF}) + N N_{ant} N_{RF} + 2N_{RF} N_{ant} + O(N^2_{RF}))$ | 5.7       | ~       |
| OMP-MMSE-HBF   | $N O_{out}(N_{RF} N_{ant} N_{RF} N_{ant} + N RF_{RF} N_{ant})$ | 6.2       | ~       |

Next, the BER performance of the proposed MO-HBF and GEVD-HBF algorithms (labeled with ‘MO’ and ‘GEVD’) in Section III is presented. For comparison, the performance of the conventional OMP-based algorithm in [16], [28] (labeled with ‘OMP’) and that of the full-digital beamforming algorithm (labeled with ‘FD’) based on the MMSE criterion are also demonstrated. Fig. 4 shows the BER performance as a function of SNR for different algorithms with $N_s = N_{RF} = 2$. It can be seen that the two proposed HBF algorithms significantly outperform the conventional OMP-based algorithm and approach the full-digital one within 1dB. This is because the OMP algorithm is limited to a predefined set consisting of the antenna array response vectors. Thus, the size of the feasible set is reduced greatly, which leads to the worst performance among all the algorithms. The proposed GEVD-HBF algorithm performs closely to the MO-HBF algorithm and can be regarded as an alternative low-complexity algorithm.

Fig. 6 shows the spectral efficiency as a function of SNR for the two proposed narrowband HBF algorithms with the WMMSE criterion (labeled with ‘MO-W’ and ‘GEVD-W’) in Section V. For comparison, the performance of the full-digital beamforming algorithm in [9] and the two conventional HBF algorithms in [18] and [19] (labeled with ‘HBF [18]’ and ‘HBF [19]’) aiming at maximizing the spectral efficiency is also provided. It can been seen that except the OMP algorithm, all the other HBF algorithms perform quite close to each other. The proposed WMMSE based algorithms perform slightly better than the conventional HBF algorithms. This is because as shown in Section V the optimization based on the WMMSE criterion with appropriate weights is an alternative approach to the maximum spectral efficiency objective, and the proposed WMMSE based HBF algorithms benefit from the alternating optimization between the transmit and receive sub-problems while the conventional ones cannot.

B. Performance in the Broadband Scenario

Next we investigate the performance in a mmWave MIMO-OFDM system with 64 subcarriers. Similar to that in the narrowband scenario, we first show the convergence for the proposed algorithms. Fig. 6 shows the averaged MSE over 1000 channel realizations as a function of the number of the outer iterations when SNR = $-10$ dB and $N_s = N_{RF} = 2$ in the broadband scenario. For the VFD initialization method, we apply the result in [21] to initialize the hybrid combiner. Like that in the narrowband scenario, the proposed VFD initialization method can reduce about 2-3 iterations for all.

Section III-C2 (labeled with ‘VFD’) are compared. As shown in the figure, by using a virtual full-digital combiner (the optimal full-digital combiner in [21]) as the initialization of the hybrid receive combiner in the proposed VFD method, both algorithms quickly converge within a few outer iterations and even with some MSE improvement.

Note that according to Section III-C2 as in the proposed HBF algorithms with the VFD initialization at least one outer iteration is needed to obtain the hybrid beamformers at both two sides, the x-axis in the figure starts from ‘1’.
the HBF algorithms, and thus greatly save the computational complexity, when compared with the random initialization method.

We then illustrate the BER performance as a function of SNR for the four proposed algorithms (labeled with ‘MO’, ‘EVD-LB’, ‘EVD-UB’, ‘OMP’, respectively). Two system configurations are considered, where in Fig. 7 we set $N_t = N_r = 64$, $N_{RF} = N_s = 2$, and in Fig. 8 we set $N_t = 64$, $N_r = 32$, $N_{RF} = 4$, $N_s = 2$. For comparison, a full-digital scheme is straightforwardly extended from the result in [21] and adopted as a performance benchmark. Comparing Fig. 7 and Fig. 8, it can be seen that as the analog precoder or combiner is consistent over all the subcarriers in the broadband scenario, the gaps between the proposed HBF algorithms and the full-digital one are larger than those in the narrowband scenario, especially in the extreme case when $N_{RF} = N_s$. However, when more RF chains are available, as shown in Fig. 8 there are more optimization freedom in the HBF design and the gap to the full-digital one shrinks. Furthermore, comparing the four proposed HBF algorithms, the restriction on the feasible set of the analog beamformers in the OMP-HBF algorithm also leads to certain performance loss in the broadband scenario. As for both the EVD-UB-HBF and EVD-LB-HBF algorithms, the adoption of an upper or lower bound as a surrogate of the objective function and the phase extraction operation applied to obtain the final analog beamformers lead to some performance loss. However, the MO-HBF algorithm directly tackles the original problem without making approximations and therefore achieves much better performance than other algorithms. Finally, by comparing Fig. 7 and Fig. 8, it can be seen that for different HBF algorithms their difference in the average BER performance (plotted in a base 10 logarithmic scale) is more obvious than that in the corresponding MSE performance. To explain the phenomenon, we checked the performance of each channel realization and found that the average BER performance is mainly dominated by the channels in ‘bad’ conditions and the average MSE performance is less affected by these channels.

Fig. 9 and Fig. 10 show the spectral efficiency as a function of SNR in the above two broadband systems for the two proposed WMMSE HBF algorithms (labeled with ‘MO-W’ and ‘EVD-LB-W’) in Section V. For comparison, the performance of the full-digital beamforming algorithm and the two conventional HBF algorithms in [18] and [20] (labeled with ‘HBF [18]’ and ‘HBF [20]’) aiming at maximizing the spectral efficiency is also provided. It can be seen that, all the HBF algorithms perform close to each other with the little difference depending on the system configurations. The competitive performance of the proposed WMMSE HBF algorithms comes from the close connection between the WMMSE based formulation and the spectral efficiency objective, as well as the benefit of the alternating optimization of the transmitter and receiver beamformers. Furthermore, similar to that in Fig. 8 with more RF chains, the HBF performance becomes closer to the full-digital one.

Finally, considering that practical phase shifters have limited resolution, we uniformly quantize the analog beamforming coefficients with a limited number of bits and
provide in Fig. 11 the BER performance of different HBF algorithms as a function of the number of quantization bits, \(q\), when \(N_{RF} = N_s = 2, \text{SNR} = -16\text{dB}\). It can be seen that the performance loss due to the finite resolution decreases as \(q\) increases and becomes negligible when \(q \geq 5\). While a simple quantization method is adopted here, the investigation of the HBF algorithms with more sophisticated quantization methods is of great interest in future work.

VIII. CONCLUSIONS

In this paper, we investigated the HBF optimization for broadband mmWave MIMO communication systems. Instead of maximizing the spectral efficiency as in most existing works, we took the MSE as a performance metric to characterize the transmission reliability. To directly minimize MSE, several efficient algorithms were proposed based on the principle of alternating optimization. The MMSE based HBF design was also extended to the WMMSE one and further used to solve the spectral efficiency maximization problem. Simulation results showed that the BER and spectral efficiency performance of the proposed MO-HBF algorithm approaches the full-digital beamforming with much fewer RF chains, while other low-complexity algorithms balance the system performance and computational complexity. For future research directions, the HBF designs with other objectives such as BER minimization and with finite resolution phase shifters are also of great interests to be investigated.
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