Non-Contact Heart Rate Detection Based on Hand Vein Transillumination Imaging

Shuqiang Yang 1,2, Deqiang Cheng 1, Jun Wang 1,*, Huafeng Qin 3 and Yike Liu 2

1 School of Information and Control Engineering, China University of Mining and Technology, Xuzhou 221000, China; joanhn@lynu.edu.cn (S.Y.); chengdq@cumt.edu.cn (D.C.)
2 College of Physical & Electronic Information, Luoyang Normal University, Luoyang 471000, China; liuyike@lynu.edu.cn
3 School of Computer Science and Information Engineering, Chongqing Technology and Business University, Chongqing 400067, China; 2013009@cbit.edu.cn
* Correspondence: 15930779203@163.com

Abstract: Vein recognition technology identifies human vein characteristics under near-infrared light and compares it with stored vein information for personal identification. Although this has high anti-counterfeiting performance, it is possible to fabricate artificial hands that simulate vein characteristics to deceive the identity authentication system. In view of this potential deficiency, we introduced heart rate information to vein authentication, a means of living body detection, which can further improve the anti-counterfeiting effect of vein authentication. A hand vein transillumination imaging experiment was designed to prove its effectiveness. In the proposed method, a near-infrared light source is used to transilluminate the hand, and the transillumination images are collected by a common camera. Then, the region of interest is selected for gray-scale image processing, the feature value of each frame is extracted by superimposing and averaging the images, and then the one-dimensional pulse wave is drawn. Furthermore, the baseline drift phenomenon is filtered by morphological methods, and the maximum percentage frequency is determined by Fast Fourier Transform, that is, the pulse wave frequency. The heart rate value is then calculated, and finally, the stability of the heart rate detection result is evaluated. The experiment shows that the method produces accurate and stable results, demonstrating that it can provide living information (heart rate value) for vein authentication, which has great application prospects and development opportunities in security systems.
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1. Introduction

The heart rate is an indicator of the physical health of the human body and has important applications in medicine, emotional analysis and other fields. In the medical field, monitoring the heart rate can play a role in preventive care [1,2], such as the screening of patients with early cardiovascular disease. The premise of affective computing is that changes in physiological states such as heart rate are closely linked to people’s emotions [3,4], so heart rate parameters are essential for building a comprehensive emotion recognition system. In addition, in recent years, heart rate detection has attracted increasing attention in the field of biometric authentication [5,6], and it can be used as an important parameter to improve the anti-spoofing systems.

Common heart rate monitoring methods include the electrocardiographic signal method, the arterial blood pressure method, photoplethysmography (PPG), and imaging photoplethysmography (iPPG), among others. The electrocardiographic signal method [7] is based on the sinus node, which rhythmically controls the systolic and diastolic contractions to pump blood to the trunk. The electrical signal gradually spreads to the body...
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surface and can be measured by electrodes on the skin surface. The arterial blood pressure method [8] uses a pressure sensor to convert the pressure signal corresponding to the regular fluctuation of arterial blood pressure into a heart rate signal. In 1938, Hertzman proposed PPG [9], which detects the pulse by using light to transmit or reflect blood flowing in blood vessels. In 2000, AT Wu et al. proposed iPPG [10] on the basis of PPG, which collects reflected light images with a black-and-white camera and analyzes the picture sequence to obtain pulse wave signals. Since traditional heart rate monitoring methods, such as electrocardiographic signal and arterial blood pressure methods, require contact with the skin, users may experience discomfort, and it is not suitable for obtaining heart rate parameters when applied in the field of biometrics. On the other hand, with the development of technology, cameras have become ubiquitous, so their use in heart rate detection has many potential applications.

Biometric technology combines computers with high-tech approaches, such as optics, acoustics, biosensors, and biostatistics principles, and uses the inherent physiological characteristics of the human body (fingerprints, iris, gait, veins, etc.) to confirm a person’s identity [11–14]. Traditional identification methods include identification items (keys, certificates, ATM cards, etc.), and security information (such as usernames and passwords). However, because these methods mainly rely on external objects or memory, once the identification item or security information that proves identity is stolen or forgotten, the individual can be easily impersonated or replaced by others. Biometrics is more secure, confidential and convenient than traditional identification methods. Biometric identification technology has several advantages: it does not require memorization, has good anti-counterfeiting performance, is difficult to forge or steal, and is “carried” with the individual, and is usable anytime, anywhere. Among these techniques, vein recognition technology [15] is highly effective against counterfeiting. Veins are hidden in the body, and are inherent features that are difficult to forge and steal. Vein authentication is a second-generation biometric recognition technology [16], with great application prospects and development opportunities in security fields.

Although vein authentication has a high anti-counterfeiting ability, if an individual has permission to access the internal database and print out the vein characteristic data, it is possible to deceive the identity authentication system by creating a fake hand that simulates the vein characteristics [17–21]. Therefore, vein authentication can be improved by combing heart rate information obtained based on the iPPG method to perform living body recognition. This approach can not only prevent internal information leakage and fraud, but also assess the emotional state of the human person. If the heartbeat value is not within the normal range [3,4], it may indicate intimidation or extreme irritation, in which case, the user is unable to perform normal authentication, thus ensuring the security of the system.

Based on the above considerations, this paper proposes a non-contact heart rate detection method based on hand vein transillumination imaging. Near-infrared light is used as the light source, and a fisheye lens camera obtains high-information images, which are then further processed. The eigenvalue is used to obtain the one-dimensional pulse wave signal, which is filtered through morphological processing [22]. Then, the pulse wave frequency is obtained through the Fourier transform, which realizes the detection of the heart rate. This method provides heart rate information during vein authentication, thereby ensuring that the subject is a living body, which has high a practical application value.

2. Materials and Methods

2.1. Acquisition of Vein Transmission Images

The transmission image acquisition device used to obtain the pulse wave of a hand is shown in Figure 1. It consists of an infrared light-emitting tube, an 850 nm narrowband filter (manufacturer: Hua Shang Laser, model: HS-850LGP-F4.5), a 150° fisheye lens camera (model: 3200_720P), a computer (model: HP Pavilion Gaming Desktop 690-05xx), and MATLAB software (MATLAB version: R2018a) which is employed to further process
images. The infrared light-emitting tube light source used in the experiment has an emission angle of 45°, a voltage of 1.3–1.6 V, a current of 20–30 mA, and a peak wavelength of 850 nm. The center wavelength of the narrow-band filter is 850 ± 10 nm, the half-band is 30 nm, the peak transmittance is > 86%, and the ring depth is <1%. The camera frame rate is 20 fps, the output resolution is set to 1280 * 720, and the output format is set to JPG. In the process of data collection, the light source directly illuminates the hand, and the light passing through the hand is received by the camera and then transferred to the PC via USB for storage and post-processing. The entirety of the above-mentioned experiment was carried out in a closed environment to avoid interference from ambient light.

This experiment was performed on 10 subjects, and 10 sets of data were collected for each participant. Each set of data includes a heart rate measured by a blood pressure meter, which is treated as the true heart rate. Before data collection, the subjects were instructed to relax for a period of time while maintaining steady breathing and a stable emotional state. During data collection, the subjects held the near-infrared light source and tried to keep their hands steady. The data were collected by camera, and the measurement time of each subject in the experiment was 20 s. Image acquisition was performed on the basis of the experimental device to obtain the original vein transmission image (a set of data is used as an example for illustration below).

Infrared light serves as the experimental light source. The light source was held in the palm and the camera was located on the other side. The light source was turned on and video images of the light transmitted through the hand were recorded. A 20 s video was obtained, from which 400 image frames were extracted. Since the data obtained in the initial stage of acquisition may be unstable, 300 frames of the intermediate acquisition stage are selected for experimental data processing and analysis, one of which is shown in Figure 2a. The region of interest (ROI) was determined, and the corresponding interception for each frame was performed to obtain the image corresponding to the ROI, which is expressed as $I_i$ ($i = 1, 2 \ldots m, m = 300$), as shown in Figure 2b. A gray-scale operation was performed to obtain a single-channel image corresponding to the ROI, denoted as $I_{gray,i}$, one of which is shown in Figure 2c.
which is expressed as 

\[ I_i \quad (i = 1, 2, ..., m, m = 300), \text{as shown in Figure} \ 2b. \text{A gray-scale operation was performed to obtain a single-channel image corresponding to the ROI, denoted as} \]

2.2. Acquisition and Pre-Processing of One-Dimensional Pulse Wave Signal

2.2.1. Acquisition of One-Dimensional Pulse Wave Signal

All pixels in each frame of ROI image \((s_i = \text{sum(sum}(I_i)))\) were accumulated to obtain the feature value of each frame. All feature value points constitute a one-dimensional pulse wave signal \((i = 1, 2, ..., m, m = 1000)\). The schematic diagram is shown in Figure 3.

Figure 3. Principle diagram of pulse wave signal acquisition.

2.2.2. Elimination of Baseline Drift Based on Morphological Operation

In the process of collecting video images for a period of time with an ordinary camera, noise is inevitably introduced due to the influence of external factors (camera instability, light intensity, etc.), which contaminates the collected signal and affects subsequent processing. In addition, the heart rate signal, the PPG signal also contain a series of low-frequency noises, from sources such as breathing, body tremor, and skeletal muscle contraction. Therefore, the signal-to-noise ratio should be improved to obtain a more accurate blood volume. The pulse waveform requires the source signal to be denoised. In this research, a morphological operation was used to denoise the signal.

Mathematical morphology theory states that open and close operations move structural elements below and above the signal, respectively. The open operation can cut off the signal “wave crest”, which is contractible, eliminates isolated signal points, suppresses the positive impulse noise, and makes the signal smooth; the close operation can fill the signal “valley”, with expansion, and can suppress negative impulse noise. The open and close operations both have low-pass characteristics. The purpose of the morphological filter is to eliminate the peaks and troughs of a specific width in the signal by combining open and close operations. The components that are actually filtered out of the signal are related to the structural elements used in the calculation. For example, the width of the structural element is \(M\), and the width of the peak or trough in the signal is \(N\), as shown in Equation (1).

\[
\begin{cases} 
N > M, \text{ signal is retained} \\
N < M, \text{ signal is filtered out}
\end{cases}
\] (1)
In order to simultaneously remove the positive and negative pulse noises in the signal, a cascade combination of open and close operations was adopted to define the open-close and close-open filters, as shown in Equation (2).

\[
\begin{align*}
\text{Morphological opening} - \text{closing} : \quad & OC(f) = (f \circ k) \bullet k \\
\text{Morphological closing} - \text{opening} : \quad & CO(f) = (f \bullet k) \circ k 
\end{align*}
\]  

(2)

where, \( f \) represents the original signal, and \( k \) represents the structural element.

Due to the shrinkage of the open operation, the output of the morphological open-close filter is too small, and due to the expandability of the close operation, the output of the morphological close-open filter is too large, which greatly affects the filter’s ability to efficiently remove noise. To reduce the occurrence of offsets and improve filtering effects, they are generally not used alone, instead the signal is filtered through the cascade of morphological open-close and close-open operations. The mathematical expression of the signal \( f \) after morphological filtering is shown in Equation (3).

\[
f' = \frac{1}{2} [OC(f) + CO(f)]
\]  

(3)

The mathematical morphology filter adopts the linear structure element. The width of the linear structure element is set to 20, which is greater than the width of the characteristic pulse waveform. Morphological open-close and close-open filters are applied to the pulse wave signal to simultaneously remove both positive and negative impulse noises in the signal, respectively. The signal is filtered through the cascade of morphological open-close and the close-open operations, thereby improving the filter’s high-efficiency noise removal performance and achieving better filtering effects. The pulse wave signals before and after filtering are shown in Figure 4a,b.

Figure 4. Pulse wave signal. (a) The original pulse wave signal and (b) the filtered pulse wave signal.

2.3. FFT-Based Heart Rate Calculation

FFT [23] is the general term for an efficient and fast calculation method that uses a computer to calculate the discrete Fourier transform (DFT). The signal is transformed from the time domain to the frequency domain through FFT, and then the frequency spectrum structure and the change law of the signal are analyzed.
The full-period pulse wave signal is determined by peak-to-peak value detection, and the full-period FFT is further performed on the obtained pulse wave signal. The frequency domain diagram of the pulse wave is shown in Figure 5. Then, the heart rate value is determined by the maximum frequency ratio in the frequency chart, the maximum frequency \( f \) = 1.467 Hz, that is, the corresponding heart rate \( HR = f \times 60 = 1.467 \times 60 \approx 88 \) bpm.

![Figure 5. The pulse wave spectrum.](image)

### 2.4. Performance Evaluation of Heart Rate Detection Algorithm

Accuracy and robustness are important indicators for judging the performance of a heart rate detection algorithm. Accuracy indicates the closeness of the measurement result of the heart rate detection algorithm to the heart rate reference value. Robustness refers to the performance of the heart rate detection algorithm under different interference conditions. To determine the degree of stability, also known as anti-interference, this article will evaluate the performance of the heart rate detection algorithm using four quantitative indicators and one qualitative indicator.

#### 2.4.1. Qualitative Index

In modern science, the feasibility of a device or technology is assessed using a complete evaluation system, called a consistency evaluation, to determine whether two methods are interchangeable. Generally, the consistency evaluation method is used to determine the agreement between two methods. This article uses the Bland–Altman evaluation method to verify whether the non-contact heart rate test results are consistent with the reference values, thereby determining the effectiveness and accuracy of the algorithm.

The Bland–Altman analysis is named after the two scholars who proposed it in 1986 [24]. The main steps are to calculate the consistency limit of the two methods, display the calculation results graphically, and finally determine whether the two are consistent.

#### 2.4.2. Quantitative Index

The error between the measured heart rate \( HR_m \) and the actual heart rate \( HR_{err0} \) is shown in Equation (4).

\[
HR_{err0} = HR_m - HR_g
\]  

(4)

1. **Mean Error \((M)\)**

\( M \) refers to the average heart rate measurement error, which reflects the deviation of the measurement result from the reference heart rate. It is negatively related to the accuracy of the heart rate detection method.

2. **Standard Deviation \((SD)\)**

In order to improve the reliability of the average error index, as much sample data as possible should be used for the calculation in the analysis. \( SD \) represents the standard deviation of the measurement error value of the heart rate detection, which indicates the
degree of dispersion of the heart rate error values. It is inversely related to the stability of the heart rate detection algorithm.

(3) Root Mean Squared Error (RMSE)

RMSE is the square root of the squared sum of the measurement error and the ratio of the number of video samples used for heart rate detection. The calculation formula is shown in Equation (5). RMSE is an indicator that measures the degree of deviation between the detected heart rate detection value and the true value; thus, the RMSE value reflects the accuracy of the heart rate detection algorithm, and is inversely related to the heart rate detection effect.

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (HR_{i}^{\text{error}})^2}
\]  

where, \(N\) is the number of video samples used for heart rate detection, \(HR_{i}^{\text{error}}\) represents the error value of the \(i\)-th video heart rate measurement, and \(M\) is the average error.

(4) Pearson Correlation Coefficient (r)

The Pearson correlation coefficient (\(r\)) is the ratio of the covariance of the measured heart rate and the real heart rate and the product of the standard deviation of the two. The closer its value is to 1, the stronger the positive correlation. The calculation formula is shown in Equation (6). The larger the absolute value of \(r\), the stronger the correlation between the measured value and the actual value, and the higher the accuracy of heart rate detection.

\[
r = \frac{\text{Cov}(HR_m, HR_g)}{SD(HR_m) \times SD(HR_g)} = \frac{\sum_{i=1}^{N} ((HR_{i}^{m} - \overline{HR}_{m}) \sum_{i=1}^{N} (HR_{i}^{g} - \overline{HR}_{g}))}{\sqrt{(HR_{i}^{m} - \overline{HR}_{m})^2 \times (HR_{i}^{g} - \overline{HR}_{g})^2}}
\]  

where, \(N\) is the number of video samples used for heart rate detection, Cov refers to the covariance, \(SD\) represents the standard deviation, \(HR_{i}^{m}\) and \(HR_{i}^{g}\) represent the measured and true values in the \(i\)-th video, respectively, \(\overline{HR}_{m}\) and \(\overline{HR}_{g}\) are the average value of the detected heart rate of all sample videos and the average of the actual values of the tested sample videos, respectively.

3. Results and Discussion

In this study, we obtained heart rate information through hand vein transmission images, introduced living body information to vein authentication, and further improved the anti-counterfeiting effect of the vein authentication system. If the purpose is only to determine whether the body is alive, then it is only necessary to confirm whether the heart rate can be detected; however, we plan to further use heart rate information to assess the emotional state of the subject. If the heart rate value is not within the normal range, the individual may be under duress or experiencing extreme anger, in which case, the user is be unable to perform normal authentication, which can further ensure the security of the system. Based on the above considerations, we also have certain requirements for the accuracy of the heart rate obtained through the vein transmission image described in this article. Therefore, in this section, we further analyze the anti-interference ability and accuracy of the proposed heart rate detection method. Accuracy is the closeness of the measurement result of the heart rate detection algorithm to the heart rate reference value. Robustness refers to the stability of the heart rate detection performance under different interference conditions, that is, the anti-interference ability.

First, we analyzed the results theoretically. In the image acquisition process, we used a near-infrared light source for active illumination and collected hand vein images through transmission, so a high signal-to-noise ratio and information-rich transmission image can be obtained. Before obtaining the one-dimensional pulse wave signal, we used spatial superposition averaging. When obtaining the single-channel image, the three-channel
image superimposition average was used; when the one-dimensional pulse wave signal was obtained, all of the pixels in the image frame were used. Spatial superposition and averaging were performed, thereby largely suppressing the interference of random noise. In pulse wave preprocessing, the morphological filtering method was used to reduce baseline drift. In summary, the aim is to obtain pulse wave signals with a high signal-to-noise ratio and high stability from multiple perspectives of image acquisition and processing.

Secondly, we verified the anti-interference ability and accuracy of the heart rate monitoring method through further data analysis. The results are analyzed and explained from two perspectives: qualitative and quantitative indicators.

3.1. Qualitative Index

This section uses the Bland-Altman method to verify whether the non-contact heart rate test results are consistent with the reference values, so as to confirm the effectiveness and accuracy of the method. The differences between the estimated values from the contact and non-contact methods are plotted with the average value of HR, and 100 pairs of measurement data of 10 participants are analyzed with the Bland-Altman method, as shown in Figure 6a,b.

![Figure 6. Bland-Altman diagram. (a) The regression line between the true heart rate and the measured value of camera: the abscissa represents the true heart rate, and the ordinate represents the value measured by the camera; (b) the level of consistency between the true heart rate and the value measured by the camera: the abscissa represents the average difference between the true heart rate and the value measured by the camera, and the ordinate represents the difference between the true heart rate and the value measured by camera.](image)

First, a scatter plot is drawn based on the true heart rate and the measured value obtained by the camera, and the image is used to analyze the correlation between the two. As shown in Figure 6a, the relationship between the true heart rate and the measured value obtained by the camera is approximately linear.

Second, based on the number of data points outside the 95% consistency limit and the maximum difference within the agreement limit, and the degree of acceptability, consistency evaluation can be performed. It can be seen from Figure 6b that the 95% consistency is limited to -5.3~5.8 bpm, and 7.00% (7/100) of points are outside the 95% consistency limit. Within the consistency limit, the true heart rate is compared with the value measured by the camera. The maximum absolute value of the difference is 7 bpm, and the average error is 2.28 bpm. According to the pharmaceutical industry standard of the People’s Republic of China (error <= 5 bpm), the error is acceptable. Thus, the value measured by the camera is considered to be in good agreement with the true heart rate. In addition, the average HR difference is 0.3 bpm. The closeness of the true heart rate to the measured value obtained by the camera is indicated by the blue solid line, which represents the average HR difference. Close to the line (orange dashed line) represents an average difference of 0, which also reflects the high consistency between the two datasets.
3.2. Quantitative Index

In order to quantitatively evaluate the accuracy of the pulse wave detection method based on hand transmission imaging from various aspects, this section presents a quantitative analysis from four perspectives: mean error (M), standard deviation (SD), root mean squared error (RMSE), and the Pearson correlation coefficient (r).

Table 1 reports the evaluation results using different indicators. The values of M, SD, and RMSE are 2.2814, 1.1373, and 2.8254, respectively. Based on the work in [25], an index value of about 4 or less demonstrates the feasibility of the algorithm for heart rate detection. When the value of the index is close to or greater than 10, the algorithm is completely invalid for heart rate detection. The three indices are negatively correlated with the accuracy of heart rate detection, and thus, the results indicate the high accuracy of the heart rate values obtained by the method in this paper. The r value is 0.7522, which is positively correlated with the accuracy of the heart rate detection and also verifies the high accuracy of the heart rate results obtained in this study.

Table 1. Statistical results of indicators.

| Index         | M    | SD  | RMSE | r    |
|---------------|------|-----|------|------|
| value         | 2.2814 | 1.1373 | 2.8254 | 0.7522 |

4. Conclusions

This paper proposes a non-contact heart rate detection method based on hand vein transillumination that can be used in vein authentication. The experimental results prove the effectiveness and stability of the method for detecting heart rate. The hand vein transillumination image is collected by near-infrared illumination, the ROI is extracted and grayed out, and the one-dimensional pulse wave signal is drawn by superimposition and averaging. The baseband drift noise is further filtered by the morphological method, and finally the pulse wave frequency is obtained through frequency domain analysis, resulting in the heart rate value. This article takes vein authentication as the starting point and aims to introduce living body identification information so as to further improve its anti-counterfeiting effect, which has potential value and significance for the application and development of vein authentication in the security field.

Author Contributions: Conceptualization, S.Y. and J.W.; methodology, S.Y.; software, S.Y. and D.C.; validation, H.Q., D.C. and Y.L.; formal analysis, J.W.; investigation, Y.L.; resources, S.Y.; data curation, S.Y.; writing—original draft preparation, S.Y.; writing—review and editing, J.W. and H.Q.; supervision, J.W.; project administration, J.W. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Lewandowska, M.; Nowak, J. Measuring Pulse Rate with a Webcam. J. Med. Imaging Health Inform. 2012, 2, 87–92. [CrossRef]
2. Chen, S.; Chen, L.; Zhang, X.; Yang, Z. Screening of cardiac disease based on integrated modeling of heart rate variability. Biomed. Signal Process. Control 2021, 63, 102147. [CrossRef]
3. Shu, L.; Yu, Y.; Chen, W.; Hua, H.; Li, Q.; Jin, J.; Xu, X. Wearable Emotion Recognition Using Heart Rate Data from a Smart Bracelet. Sensors 2020, 20, 718. [CrossRef] [PubMed]
4. Chen, Y.C.; Hsiao, C.C.; Zheng, W.D.; Lee, R.G.; Lin, R. Artificial neural networks-based classification of emotions using wristband heart rate monitor data. Medicine 2019, 98, e16863. [CrossRef] [PubMed]
5. Akhter, N.; Tharewal, S.; Kale, V.; Bhalerao, A.; Kale, K.V. Heart-Based Biometrics and Possible Use of Heart Rate Variability in Biometric Recognition Systems. In Advanced Computing and Systems for Security. Advances in Intelligent Systems and Computing; Chaki, R., Cortesi, A., Saeed, K., Chaki, N., Eds.; Springer: New Delhi, India, 2016; Volume 395. [CrossRef]

6. Biswas, D.; Simões-Capela, N.; Van Hoof, C.; Van Helleputte, N. Heart Rate Estimation From Wrist-Worn Photoplethysmography: A Review. *IEEE Sens. J.* 2019, 19, 6560–6570. [CrossRef]

7. Melnik, O.V. Methods of electrocardiosignal processing and analysis. *Biomed. Eng.* 2007, 41, 267–270. [CrossRef]

8. Grothe, O.; Kaplan, A.; Kouz, K.; Saugel, B. Computer Program for Error Grid Analysis in Arterial Blood Pressure Method Comparison Studies. *Anesth. Analg.* 2019, 130, E71–E74. [CrossRef] [PubMed]

9. Hertzman, A.B. The blood supply of various skin areas as estimated by the photoelectric plethysmograph. *Am. J. Physiol.* 1938, 124, 328–340. [CrossRef]

10. Wu, T.; Blazek, V.; Schmitt, H.J. Photoplethysmography imaging: A new noninvasive and noncontact method for mapping of the dermal perfusion changes. In *Optical Techniques and Instrumentation for the Measurement of Blood Composition, Structure, and Dynamics*; International Society for Optics and Photonics: Bellingham, WA, USA, 2000. [CrossRef]

11. Algarni, A.D.; El Banby, G.; Ismail, S.; El-Shafai, W.; El-Samie, F.E.; Soliman, N.F. Discrete Transforms and Matrix Rotation Based Cancelable Face and Fingerprint Recognition for Biometric Security Applications. *Entropy* 2020, 22, 1361. [CrossRef] [PubMed]

12. Wang, D.; Li, J.; Memik, G. User identification based on finger-vein patterns for consumer electronics devices. *IEEE Trans. Consum. Electron.* 2010, 56, 799–804. [CrossRef]

13. Titrek, F.; Baykan, M. Finger Vein Recognition by Combining Anisotropic Diffusion and a New Feature Extraction Method. *Traitement Signal* 2020, 37, 433–441. [CrossRef]

14. Veluchamy, S.; Karlmarx, L.R. System for multimodal biometric recognition based on finger knuckle and finger vein using feature-level fusion and k-support vector machine classifier. *IET Biom.* 2017, 6, 232–242. [CrossRef]

15. Wang, D.; Li, J.; Memik, G. User identification based on finger-vein patterns for consumer electronics devices. *IEEE Trans. Consum. Electron.* 2010, 56, 799–804. [CrossRef] [PubMed]

16. Ruiz-Albacete, V.; Tome-Gonzalez, P.; Alonso-Fernandez, F.; Galbally, J.; Fierrez, J.; Ortega-Garcia, J. Direct attacks using fake images in iris verification. In *European Workshop on Biometrics and Identity Management*; Springer: Berlin/Heidelberg, Germany, 2008; Volume 5372, pp. 12–23.

17. Tome, P.; Raghavendra, R.; Busch, C.; Tirunagari, S.; Poh, N.; Shekar, B.H.; Gragnaniello, D.; Sansone, C.; Verdoliva, L.; Marcel, S. The 1st competition on counter measures to finger vein spoofing attacks. In Proceedings of the 2015 International Conference on Biometrics (ICB), Phuket, Thailand, 19–22 May 2015; pp. 513–518.

18. Marcialis, G.L.; Lewicke, A.; Tan, B.; Coli, P.; Grimberg, D.; Congiu, A.; Tidu, A.; Roli, F.; Schuckers, S. First international fingerprint liveness detection competition–LivDet 2009. In *International Conference on Image Analysis and Processing*; Springer: Berlin/Heidelberg, Germany, 2009; pp. 12–23.

19. Liu, Y.L.; Zhao, W.S.; Li, H.K.; Wang, F.B. Research on removing baseline wandering of pulse wave signal based on morphological filter. *J. Hefei Univ. Technol.* 2011, 34, 327–332. [CrossRef]

20. Duhamel, P.; Vetterli, M. Fast fourier transforms: A tutorial review and a state of the art. *Signal Process.* 1990, 19, 259–299. [CrossRef] [PubMed]

21. Giavarina, D. Understanding bland Altman analysis. *Biochem. Med.* 2015, 25, 141–151. [CrossRef] [PubMed]

22. Qiao, L.I.; Mark, R.G.; Clifford, G.D.; Meng-sun, Y.U. Heart Rate Estimation Algorithm Based on Signal Quality Estimation and Kalman Filter. *Chin. J. Med. Phys.* 2007, 6, 454–457.