Rainfall Data Modeling with Artificial Neural Networks Approach
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Abstract. Rainfall is one of the important information that widely used in various fields. Rainfall data involving location information is referred to as spatial rainfall data. Some of the model approaches to spatial rainfall data are the Vector Autoregressive (VAR) model, state-space, Markov chain stochastic model, and Geographically Weighted Regression (GWR). However, these models have not been able to produce predictions of the occurrence of no rain (zero value) or extreme values. Currently, theoretical modelling is mostly approached by artificial neural network (ANN) techniques. The purpose of this study is to model spatial rainfall data in East Java, Indonesia in 2020 with the ANN approach which is supported by several variables such as location and elevation information. The ANN used backpropagation and Rprop by combining the learning rate and layer which is then obtained the RMSE value. The results show that the best model has the smallest RMSE of 1.22 when the learning rate is 0.15 on 11 layers using Rprop algorithm.
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1. Introduction

Rainfall is the important attribute to identification of climate change, select a cropping pattern, hydrological cycles, and others. Accurate information about rainfall is very important for water planning and availability, as a basis for disaster mitigation efforts, and supporting daily human activities. However, rainfall is the elements of the hydrological cycle that is difficult to reach and model because of the complexity of the atmosphere that produces rainfall with various variations both in space and time. Therefore, proper modeling of rainfall data is needed in predicting rainfall so that it can be implemented in predicting climate change, determining planting time, hydrological modeling of rain flows, modeling early detection of floods in flood disaster mitigation, and others.

Rainfall modeling has been developed by researchers using various techniques, including: rainfall model with Bayesian state space approach on spatio-temporal data [1], rainfall data modeling with ZIG [2,3], rainfall model using the Vector Autoregressive (VAR) approach [4], rainfall modeling with Geographically Weighted Regression (GWR) [5], prediction of annual rainfall patterns by discussing the HMM Maximum Likelihood approach in Nigeria [6]. However, rainfall modeling has a nonlinear nature so that it has not been able to predict the occurrence of no rain (zero data) or extreme data.

Artificial Neural Network (ANN) is an artificial intelligence method that has currently been developed for a theoretical modeling approach. The ANN algorithm is an attractive inductive approach in predicting rainfall with its high nonlinearity, flexibility, and data-based learning in building models without information about the flow process. In addition, modeling with ANN has the desired attributes and the ability to learn from examples without requiring explicit physical data. Several studies related to ANN in modeling rainfall relationships have been carried out, including: Interpolation of rainfall data with ANN [7]; ANN for modeling rainfall runoff from watersheds in Bali [8]. Applications of ANN for
12-month forecasting of rainfall and evaporation indices in Nigeria [9]. This study is limited to annual rainfall. This study aims to model spatial rainfall data with the ANN approach.

This study aims to model and evaluate spatial rainfall data using the ANN approach. The results are expected to provide benefits in the development of science and technology, especially statistics with spatial rainfall data and provide benefits in other fields such as hydrology, health, and economics.

2. Methodology
This study uses the ANN method to predict a daily rainfall in East Java. ANN is a predictive model that can predict rainfall with a better random pattern of rain events. Neural networks are a new knowledge paradigm [10] that imitates the human brain in the process of solving and storing memories. ANN applications have been widely applied in predictions in the fields of climatology and hydrology. The model developed in this study is expected to be better at achieving extreme values for better rainfall prediction results.

2.1. Artificial neural networks
ANN is an information processing system that has a similar trait to biological neural networks [8]. It is a representation of the human brain consisting of neurons. Neurons in the human brain have the same trait in ANN, consisting of groups called layers. Neurons in every layer are connected to other adjacent layers. The strength of the relationship between adjacent neurons is represented in the strength of the relationship or weight.

In general, there are three layers of ANN called input layer, hidden layer, and output layer. The input layer as receiver an input that describes a problem from the external environment. The hidden layer as receiver the input from the input layer, and then carry the output to the output layer and send it to the user.

One layer of Perceptron introduced by Rosenblatt (1957) [11]. It is a simplest form ANN. The input is given directly to the output through a weight relation. About 1960, Multi Layer Perceptron (MLP) was developed and included in the feed-forward network category. In a feed-forward network, weighted connections provide activation only in the forward direction from the input layer to the output layer (Figure 1).

![Figure 1. Feed forward network.](image)

The output from the ANN for an input pattern depends on the weight of the relationship between neurons. For pattern recognition applications in ANN, an initial training is needed. It can be used in receiving input from outside. An ANN can solve complex problems if it uses the right weight values between neurons in different layers. The right weight value is obtained through the training process, which is a process to change the weights between neurons. Because of it, a network can solve a problem in the study case.

ANN has three components, namely the network architecture, determining the weight of the association, and the activation function [12]. The network architecture determines the success of the target to be achieved because not all problems can be solved using the same architecture. The artificial neural network architecture consists of a single layer network, a multiple layer network, and a
competitive layer network [13]. The activation function is a function for each neuron that is designed to limit the output of the neuron. In general, the activation function has a value between 0 to 1 or -1 to 1. The activation function in hidden layer neurons is needed to apply nonlinear forms to the neural network and plays an important role in determining neuron output at various values.

The determination of the matrix weights through training is an urgent step in ANN model. There are two types of training mechanisms, namely supervised and unsupervised training. Supervised training requires external supervision to guide the training process. This algorithm apply some of input-output data that are applied as examples. Next, calculate the difference among output estimation from network and the actual output. It is applied to change the weight of the network so that the output is the same with the target and the probles are solved.

ANN is a predictive model that can predict rainfall with a better random pattern of rain events. Neural network is a new knowledge paradigm [10] which imitates the human brain in the process of solving and storing memory. ANN applications have been widely applied in predictions in the field of climatology and hydrology. The model developed in this study is expected to be better in achieving extreme values for better rainfall prediction results.

\[ y_k = \frac{1}{1 + e^{-w_{kj}h_j}} \]  
(1)

\[ h_j = \frac{1}{1 + e^{-2w_{ij}x_i}} \]  
(2)

\[ \sum w_{ij}X_i = w_0 + w_{ij}X_1 + \cdots + w_{Tj}X_T \]  
(3)

w<sub>ij</sub> is weight between matrix X (predictor variable) and matrix H (hidden layer), v<sub>ij</sub> is weight between matrix H and matrix Y (response variable), and Y<sub>T</sub> is rainfall at T-location.

2.2. Backpropagation algorithm

Supervised training has the mechanism called backpropagation algorithm [14] is commonly used in engineering applications. The idea of backpropagation is the iterative application of the chain rule to calculate the effect of each weight in the network with respect to the error function [15]. The network is given a pair of patterns consisting of the input pattern and the desired pattern. When a pattern is given to the network, the weights are changed to minimize the difference between the output pattern and the desired pattern. This exercise is done repeatedly so that all patterns issued by the network can meet the desired pattern. The choice of learning rate has an important influence on the time to reach convergence. If learning rate is small than Learning process need a long time,. However, the weight value is far from the minimum weight if the learning rate is large, [15].

2.3. Resilient propagation algorithm (Rprop)

The problem of backpropagation algorithm like the weight is far from the minimum weight can be solve with the new algorithm, namely algorithm of Resilient Propagation. Rprop is a new efficient learning scheme by adapting directly by weighting indicated on local gradient information. The Rprop algorithm uses positive and negative signs that show the direction of weight adjustment [14]. The adaptation rule works as follows: any partial derivatives of weights and biases which in two successive iterations differ in sign indicating that the improvement of the last value is too large it has skipped the local minimum, the value of improvement ij is reduced by a factor of . If in two iterations the order of the sign of the derivative remains, the improvement value is increased by a factor of + to accelerate the convergence of the error surface area. The update value remains the same, if the child is zero, the weight is reduced by the update value if the derivative is positive (increasing error), but the update value is added if the derivative is negative, mathematically can follows equation (4) and equation (5).
\[ \Delta w_{ij}(t) = \begin{cases} -\Delta_i j(t), & \text{if } \frac{\partial E}{\partial w_{ij}} > 0 \\ +\Delta_i j(t), & \text{if } \frac{\partial E}{\partial w_{ij}} < 0 \\ 0, & \text{else} \end{cases} \] (4)

\[ w_{ij}^{(t+1)} = w_{ij}^{(t)} + \Delta w_{ij}^{(t)} \] (5)

2.4. Data preprocessing
Data preprocessing is the initial stage in the research (15). In this study, the min-max scaler method can be written as equation (6).

\[ X_{\ast} = \frac{\text{minRange} + (x - \text{minValue})(\text{maxRange} - \text{minRange})}{\text{maxValue} - \text{minValue}} \] (6)

2.5. Data resources
Data in this study obtained from website of BMKG. The data that applied in this study is rainfall data in 2020 at 11 rain stations in East Java which is 8 stations as training data and 3 stations as testing data. The eleven weather stations is as a spatial unit.

East Java has astronomically located between 111° east longitude and 7°,12'-8°,48' south latitude. East Java has an area of 47,963 km² with the northern boundary is the Java Sea, the east is bordered by the Bali Strait, the south is the Indian Ocean, and the west is bordered by the province of Central Java. East Java Province in general has a tropical climate with two changes in the seasons, namely the dry season and the rainy season. Until December, all areas in East Java have entered the rainy season. Almost every day it rains in all areas with light to heavy intensity which is observed through 11 Meteorology, Climatology and Geophysics stations. Rain is influenced by the topographic conditions of each region.

Rainfall is defined as rainwater that has a certain height that collects in a rain gauge, does not percolate, does not flow, and does not absorb. The height of this water is usually expressed in millimetre. Rainfall in 1 mm means that in an area of one square meter a flat place can accommodate one mm of rainwater.

Rain intensity is the amount of rainfall per unit time. The longer the rain lasts, the higher the intensity [16]. Enough rain has benefits for life including in agriculture and daily needs. However, if the intensity of rainfall in an area is too high, it causes a flood disaster and if the availability of water is very less and the rainfall is very low, it will cause a water crisis. The height of rainfall that occurs between regions will be different. An area will have these different characteristics. Therefore, there are topographical factors of the area indicated by latitude, longitude, and altitude.

3. Results and discussion
The analytical method used is descriptive analysis and ANN using backpropagation and Rprop algorithm. The analysis is used to determine the general description and characteristics of the data. The results are summarized in Table 1. Most of the rainfall in East Java is 8.396 mm.

| Table 1. Descriptive statistics. |
|-------------------------------|
| Mean (mm) | Minimum (mm) | Maximum (mm) |
| 8.3955    | 5.3596       | 17.55262948  |

Based on Table 1, it shows that the lowest daily rainfall in 2020 is at the Banyuwangi meteorological station, which is equal to 5.3957 mm, while the highest rainfall occurs at the Nganjuk geophysical station of 17.5526 mm. Geographically, the Banyuwangi meteorological station is in the eastern part of East Java.
Java Province and the Nganjuk geophysical station is in the western part of East Java Province. The rainfall in the eastern part of the island is lower than the western part. This is as a result of the influence of the dipole mode, namely the phenomenon of the interaction of the seawater atmosphere in the Indian Ocean [17]. Visually, rainfall in East Java is shown in Figure 2 that the highest rainfall in western of East Java include Kabupaten Nganjuk, Kabupaten Ponorogo, Kabupaten Madiun, Ponorogo, and Kediri.

This study implements ANN modeling with two algorithms, namely backpropagation and Rprop to obtain a suitable and more efficient model for predicting rainfall in East Java. The learning rates used are 0.01, 0.05, 0.1, and 0.15 with 10 to 15 hidden layers. The best ANN model is chosen with the smallest RMSE value. The results of the RMSE for each algorithm are presented in Table 2 and Table 3.

The backpropagation algorithm produces the smallest RMSE value at a learning rate of 0.1 in 10 hidden layers, which is 2.45. While the Rprop algorithm produces the smallest RMSE of 1.22 with a learning rate of 0.15 on 11 hidden layers. Overall the RMSE value in the Rprop algorithm is smaller than that of backpropagation. In the Rprop algorithm, it can be seen that the RMSE spreads between 1.22 to 6.96, while in backpropagation the RMSE spreads between 2.45 to 9.88. That is, the best ANN model in this case is when the learning rate is 0.15 with 11 hidden layers with the Rprop algorithm. Rprop is a new efficient learning scheme by adapting directly by weighting based on local gradient information. The best ANN model is the basis for predicting rainfall involving topographic information. The results of rainfall predictions on both algorithm in East Java are shown in Figure 3 and Figure 4.

### Table 2. RMSE value of ANN model with backpropagation algorithm.

| Learning Rate | 10  | 11  | 12  | 13  | 14  | 15  |
|---------------|-----|-----|-----|-----|-----|-----|
| 0.01          | 5.45| 5.21| 6.32| 4.61| 4.13| 9.88|
| 0.05          | 4.29| 7.41| 6.03| 4.36| 5.93| 4.38|
| 0.1           | 2.45| 6.25| 6.51| 6.14| 4.72| 7.97|
| 0.15          | 4.25| 7.44| 6.90| 7.15| 5.66| 5.68|
Table 3. RMSE value of ANN model with Rprop algorithm.

| Learning Rate | Hidden Layer |
|---------------|--------------|
|               | 10 | 11 | 12 | 13 | 14 | 15 |
| 0.01          | 2.99 | 3.17 | 4.14 | 2.59 | 4.22 | 2.10 |
| 0.05          | 2.08 | 1.52 | 2.21 | 6.96 | 4.60 | 2.18 |
| 0.1           | 1.95 | 2.42 | 1.85 | 2.06 | 2.52 | 5.28 |
| 0.15          | 1.84 | 1.22 | 2.81 | 2.07 | 2.05 | 3.05 |

Figure 3. Prediction of east java rainfall using backpropagation algorithm

Figure 4. Prediction of east java rainfall using Rprop algorithm

Rainfall prediction map in East Java with backpropagation algorithm is divided into 4 parts, namely very low, low, medium, and high rainfall. This means that there are no areas in East Java with very high rainfall. Almost part of East Java has relatively low rainfall. In addition, showed on Figure 3, it can be stated that the distribution of rainfall in East Java is different from the actual conditions (Figure 2).

The prediction map for rainfall in East Java in 2020 with the Rppop algorithm looks similar to the actual conditions. Areas with relatively high rainfall (High-very high) occur in the western part of East Java. However, there is a relatively low difference in rainfall between the predicted results and the actual conditions. On the map, the prediction results show that areas with low rainfall are higher than areas with very low rainfall. While the actual data shows the opposite, namely areas with very low rainfall more than areas with low rainfall.
Based on the two results of prediction of rainfall in both algorithms, it can be seen that the Rprop algorithm is better than the backpropagation algorithm. That's because the rainfall prediction map in East Java on the Rprop algorithm is more similar to that of backpropagation.

4. Conclusion
This study implements the ANN model to predict rainfall in East Java at eleven weather stations. Not only rainfall, but also modeling is done by involving topographical conditions at the eleven weather stations, namely spatial information in the form of astronomical locations and elevations. ANN modeling uses backpropagation and Rprop algorithms to obtain a suitable model with a high level of accuracy. The results of the analysis show that rainfall in East Java by involving spatial information can be modeled through ANN with backpropagation and Rprop algorithms. However, based on RMSE the Rprop algorithm shows better results than the backpropagation algorithm. The ANN model with the Rprop algorithm predicts rainfall in various locations in East Java.
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