Dynamical downfolding for localized quantum states
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We introduce an approach to treat localized correlated electronic states in the otherwise weakly correlated host medium. Here, the environment is dynamically downfolded on the correlated subspace. It is captured via renormalization of one and two quasiparticle interaction terms which are evaluated using many-body perturbation theory. We outline the strategy on how to take the dynamical effects into account by going beyond the static limit approximation. Further, we introduce an efficient stochastic implementation that enables treating the host environment with a large number of electrons at a minimal computational cost. For small explicitly correlated subspace, the dynamical effects are critical. We demonstrate the methodology by reproducing optical excitations in the negatively charged NV center defect in diamond, that are in excellent agreement with experimental results.

I. INTRODUCTION

The ability to predict and computationally tackle electronic excitations is key for guiding the development of new materials in many areas ranging from quantum technologies to ultrafast electronics. In this context, materials hosting strongly coupled electronic states are particularly interesting, but they pose a significant challenge to theory. Despite the great progress in making explicitly correlated computational approaches more affordable,\textsuperscript{1–8} calculations are still limited to problems with a small number of quantum particles. Fortunately, the most important contribution is, in many cases, limited to only a small range of electronic states, i.e., a subspace of the system. A common approach to alleviate the computational cost is to invoke theoretical treatment \textsuperscript{9–17} in which a small explicitly correlated problem (solvable computationally) is embedded in the remaining portion of the system, which is treated at a more approximate level.

In practice, the calculations have to deal with a number of methodological bottlenecks that can compromise the accuracy of the model. Determining the correlated subspace is not always straightforward and often based on chemical or physical intuition. Further, the strongly interacting states are coupled to the rest of the system \textsuperscript{8}, i.e., the remaining (weakly interacting) electrons are influenced by the electronic configuration of the subspace and self-consistent treatment is thus required.\textsuperscript{18, 19} Moreover, the extent of the dynamical coupling depends on the size of the explicitly correlated region; in other words: the larger the correlated region is, the more dynamical interactions are treated explicitly and the simpler the coupling to the rest of the system is. The importance of the dynamical renormalization has been recognized \textsuperscript{20–22} and the constrained random phase approximation (cRPA) has become a de facto standard in accounting for the dynamics of the environment outside of the correlated subspace \textsuperscript{14, 15, 23, 25}. For technical reasons, a static limit approximation is ubiquitously applied, instead of the fully dynamical description.\textsuperscript{10, 17, 26} and cRPA calculations are computationally prohibitive for large systems.\textsuperscript{27}

Here, we combine an efficient stochastic cRPA (s-cRPA) \textsuperscript{27} approach and describe a complementary strategy in which the weakly interacting environment is downfolded on the correlated subspace and the dynamical interactions are fully taken into account. In analogy to the approaches considering individual quasiparticles (QPs), the majority of the system (i.e., the environment) is captured via effective single- and two-QP interactions within the subspace. The dynamical response of the weakly correlated electrons is captured by renormalized interaction terms, whose dynamics compensates for the reduced subspace dimensionality.

We exemplify the approach by reproducing the experimentally measured optical excitations in a single NV-defect center in diamond. The defect consists of a small number of correlated states (requiring an explicitly correlated method), formed by dangling bonds pointing toward the vacancy. This subspace definition is physically and chemically motivated. The remaining host environment is weakly correlated: diamond’s fundamental and optical band gaps are well reproduced within many-body perturbation theory (MBPT) already at the level of $G_0W_0$ \textsuperscript{28, 30} and BSE \textsuperscript{31, 32}, suggesting that MBPT is sufficient for the electronic dynamics and the related downfolding. Further, we employ stochastic formalism that is applicable to large scale systems. The optical excitations obtained by the stochastic dynamical downfolding approach are in excellent agreement with experimental measurements.

II. THEORY

The first step in solving the correlated problem is to project the electronic structure onto a selected subspace of states treated by an explicitly correlated effective
screened Coulomb interactions. Obtained from single QP propagators renormalized by the self-energy of the environment. The two-body terms (W) contain real valued orbitals. Examples of one- and two-body terms are depicted diagrammatically. The one-body terms (t) are obtained from single QP propagators renormalized by the self-energy of the environment. The two-body terms (W) contain screened Coulomb interactions.

\begin{equation}
\hat{H} = -\sum_{i,j,\sigma} t_{ij} \hat{c}^\dagger_{i\sigma} \hat{c}_{j\sigma} + \frac{1}{2} \sum_{ijkl\sigma\sigma'} W_{ijkl} \hat{c}^\dagger_{i\sigma} \hat{c}_{j\sigma} \hat{c}_{l\sigma'} \hat{c}_{k\sigma'},
\end{equation}

where \(\hat{c}^\dagger_{i\sigma}\) and \(\hat{c}_{i\sigma}\) are creation and annihilation operators in site \(i\) with spin \(\sigma\). \(t_{ij}\) represents the one-body term capturing individual QPs within the subspace. The term is conventionally separated into the on-site, \(i = j\), and hopping, \(i \neq j\), amplitudes. The \(t\) terms are computed as \(t_{ij} = \langle i | H_{qp} | j \rangle\) using a single-QP Hamiltonian, \(H_{qp}\), containing the downfolded interactions from the environment. The second term, \(W_{ijkl}\), describes two-body (i.e., explicit QP-QP) interactions within the subspace.

The \(t\) and \(W\) terms critically depend on the definition of the correlated space and the projection onto it effectively lowers the problem dimensionality. It is exact provided that both one- and two-body terms downfold all the interactions with the remainder of the system. We consider only electronic degrees of freedom; the downfolded representation thus captures the coupling with the electronic states (i.e., the charge and configuration fluctuations) outside of the subspace treated by Eq. (1). In particular, we consider the charge density and exchange-correlation interactions. Both contributions include dynamical induced effects (e.g., polarization) and higher order terms described e.g., in Ref. [33] and hence renormalize the \(t\) and \(W\) terms. To the lowest order, the induced interactions include induced charge density fluctuations. In general, they also contain an induced density matrix. Note that if the dynamics of the subspace problem is artificially decoupled from the environment (i.e., only static interactions are considered), the exact solution requires a self-consistent re-evaluation of the one- and two-body terms to reflect the induced effects. Such a self-consistency is circumvented in the (dynamical) downfolding approach shown here.

Clearly, the size of the explicitly correlated region and its coupling to the remainder of the system determines the degree of dynamical effects that needs to be captured by \(t\) and \(W\). In this work, we seek only the minimal configuration space, obtained by localizing the electronic states on the atoms neighboring the defect (Fig. 1), and explore the role of dynamical renormalization of individual terms entering Eq. (1). This leads to only four, physically motivated, orbitals in which the QPs are renormalized by the environment of weakly correlated electrons in diamond. The practical calculations thus need to address how to determine such terms and how (i.e., at which frequency) they enter the Hamiltonian.

The downfolding derives directly from the single QP equation of motion:

\begin{equation}
i \partial_t G(1, 2) = \delta(1, 2) + h_0(1) G(1, 2) - i v(1^+, 3)L(1, 3, 2, 3^+),
\end{equation}

where \(G(1, 2)\) is the one-body Green’s function (GF) defined as \(G(1, 2) = -i \langle N | \hat{c}(1) \hat{c}^\dagger(2) | N \rangle\) with time-ordering operator \(T\) and \(|N\rangle\) representing the \(N\)-particle many-body ground state. Further, \(h_0 = T + V_{\text{ext}}\) is the one-particle operator composed of the kinetic and external (ionic) potential terms, \(v\) is the bare Coulomb interaction, and \(L\) is the two-particle Green’s function defined as a time ordered product of two creation and two annihilation operators (i.e., analogously to \(G\)). We adopted the shorthand notation for space-time coordinates, \(1 \equiv r_1, t_1\), and bar indicates a coordinate to be integrated over. In MBPT, the two-body interactions are downfolded by introducing Hartree and exchange-correlation self-energies:

\begin{equation}
v(1^+, 3)L(1, 3, 2, 3^+) = \Sigma_H(1, 3)G(1, 2) + \Sigma_{xc}(1, 3)G(3, 2).
\end{equation}

The Hartree self-energy, \(\Sigma_H\), is the potential due to the density mediated by the instantaneous Coulomb term \(\Sigma_H(1, 3) = v(1, 3)G(3, 3^+)\) and \(v(1, 2) = (r_1 - r_2)^{-1}\delta(t_1 - t_2)\). \(\Sigma_{xc}\) downfolds all quantum two-body effects not included in \(\Sigma_H\) (discussed later and, e.g., in Ref. [20]). The \(Q\) dynamics is governed by excitation energies, corresponding to poles of \(G\) in the frequency domain; these are represented as eigenvalues of the effective \(Q\) Hamiltonian \(H^{\text{eff}} = T + V_{\text{ext}} + \Sigma(\omega)\), where the total self-energy, \(\Sigma\), is frequency dependent as a result of Fourier transformation from the time domain. For a particular \(Q\) state, \(H^{\text{eff}}\) is computed as a fixed point equation with \(\Sigma\) evaluated at \(\omega\) corresponding to the \(Q\) energy.
We now discuss the calculations of $t$ and $W$ terms, which follow a similar route with the important difference, that only the interactions with electrons in the remainder of the systems (i.e., outside of the correlated subspace) are downfolded. Given the constrained description with fixed minimal orbital space, localizing a QP in a particular state $\phi_j$ is associated with charge fluctuation inside the subspace and polarization of the environment. The QPs in the subspace thus interact via a renormalized (screened) Coulomb interaction:

$$W^{env}(1,2) = \nu(1,2) + \nu(1,3)\chi^{env}(3,4)\nu(4,2), \quad (4)$$

where $\chi^{env}$ is the reducible polarizability of the environment due to a potential variation $\delta U$: $\chi^{env} = \delta \chi^{env}/\delta U$, where $\delta U$ is in the subspace that is “external” to the environment. Within the GF formalism, the two-particle interactions are formally downfolded by substituting $\nu$ terms by $W^{env}$.

It is now important to distinguish interactions within the subspace and with the remainder of the system. For a pair of QPs inside the correlated region, we consider explicit interactions mediated by the renormalized $W^{env}$. Hence, for a particular choice of localized single-QP states $\{\phi\}$, we obtain a dynamical two-body term as:

$$W_{ijkl}(\omega) = \left\langle \phi_i\phi_j \right| W^{env}(\omega) \left| \phi_k\phi_l \right\rangle, \quad (5)$$

which enters Eq. (1).

For the one-body term, the single-QP dynamics is governed by Eq. (2) with downfolded two-body interactions between electrons inside and outside the correlated subspace. We require, that the same formalism applies (formally) to all states, i.e., the two-body interactions represented by $L$ will be mediated by $W^{env}$. We thus write:

$$W^{env}(1^+,3)L(1,3,2,3^+) = \Sigma_H^{env}(1,3)G(1,2) + \Sigma_x^{env}(1,3)G(3,2), \quad (6)$$

where $\Sigma_H^{env}(1,3) = W^{env}(1,3)G^{env}(3,3^+) + \Sigma_x^{env}(1,3)G(3,2)$, is a dynamical Hartree term which includes the effect of induced charge density in the environment, represented by $G^{env}(1,1^+)$, caused by density fluctuations inside the subspace. Similarly, the exchange correlation term is, in general, $\Sigma_x^{env}(1,2) = G^{env}(1,3)W^{env}(1^+,4)\Gamma^{env}(3,4,2)$, where the GF is constructed only from the states of the environment. The vertex $\Gamma^{env} = \delta(G^{env})^{-1}/\delta U$ is constructed from the response of the environment to the variation of the “external” potential $\delta U$. Note that the vertex is reducible, i.e., distinct from the counterpart typically encountered in the Heiden’s formalism.[26 31 32]

In practice, this means that an additional screened response needs to be substituted in the self-energy expansion given that Eq. (6) is substituted $\nu$ with $W^{env}$.

Using the combined self-energy $\Sigma^{env} = \Sigma_H^{env} + \Sigma_x^{env}$, based on the quantities defined in Eq. (6), we obtain the single-QP effective Hamiltonian containing the renormalization effects stemming from the environment: $H_{qp} = \hat{T} + \hat{V}^{ext} + \hat{\Sigma}^{env}(\omega)$. As discussed above, $H_{qp}^{env}$ directly enters the computation of the one-body terms. In particular, for the onsite term and localized single-QP state $\phi_j$ we obtain:

$$t_{jj}(\omega) = \left\langle \phi_j \left| \hat{T} + \hat{V}^{ext} + \hat{\Sigma}^{env}(\omega) \right| \phi_j \right\rangle, \quad (7)$$

where $\hat{\Sigma}^{env}$ is the self-energy representing the effective interactions among a QP in the subspace and electrons in the environment. The expectation value of $\hat{T}$ depends only on $\phi_j$ and hence it is static. Similarly, the external potential ($\hat{V}^{ext}$) is not frequency dependent, though this may be further generalized if the electron-phonon coupling is taken into account. In this picture, the electron-phonon coupling is represented as a charge induced structural reorganization. As such, in the downfolded treatment, the external potential is independent of the electronic configuration, i.e., static. In principle, this constraint may be lifted in a more generalized case when lattice coupling is taken into account. Hence, both $T$ and $V^{ext}$ capture trivial differences between the subspace sites $j$. Previously, the definition of the $t$ amplitudes was typically limited only to these two terms.[36 37] In contrast, the self-energy introduces non-trivial dynamical effects.

The remaining step to compute the excitation spectrum of the subspace using Eq. (1) is not straightforward if the renormalized interactions remain functions of frequency, i.e., $t(\omega)$ and $W(\omega)$. Since the representation stems directly from the effective downfolding corresponding to one- and two-body propagators, we consider $t$ and $W$ evaluated at $\omega$ corresponding to the poles of equilibrium $G$ and $L$ in the frequency domain.

The one-body term is directly linked to the fixed point solution of the QP Hamiltonian, $H_{qp}$, in which $\Sigma$ is evaluated directly at the QP energy, $\omega_{qp}$. The portion of the self-energy that represents the downfolded environment, $\Sigma^{env}$, is also evaluated at $\omega_{qp}$ as discussed e.g., in Refs.[15 38]. Since the subspace orbital basis does not diagonalize $H_{qp}$ nor $H_{qp}^{env}$, the off-diagonal (hopping) terms $t_{ij}$, are computed as:

$$t_{ij} = \frac{1}{4} \left[ t_{ij}(\omega_{qp}) + t_{ij}(\omega_{qp}) + t_{ji}(\omega_{qp}) + t_{ji}(\omega_{qp}) \right], \quad (8)$$

where $\omega_{qp}$ is the $i$th subspace QP energy. This approach follows the QP-selfconsistent method [39 40] that imposes self-adjointness of the Hamiltonian. In our practical calculations (detailed below) we found that the $H_{qp}$ is still strongly diagonally dominant, i.e., $t_{ii} \gg t_{ij}$ and the symmetrized and hermitized form of $t_{ij}$ is justified in these cases [39 40]. The two-body interactions are renormalized by charge density fluctuations in the remainder of the system, i.e., polarization due to the electron-hole transitions (excitations) in the subspace. In the following, we consider such optical excitations to determine the frequency at which $W_{ijkl}(\omega)$ should be computed (Eq. (5)). Note that this is a particular
choice; an alternative strategy is to compute the two-body terms from two-particle propagator, e.g., in the $T$-matrix approximation \[20\] [41], in which the two-particle interactions are renormalized by particle-particle scattering (which needs to be restricted to the environment). As we are primarily considering the particle-hole screening in Eq. (4), we employ the Bethe-Salpeter equation for particle-hole propagator $L$. The excitations are defined as the fixed-point solutions for a two-QP Hamiltonian, $H_{2qp}$ [41] which for a particular set of subspace states is: $\langle \langle i | H_{2qp}(\omega) | kl \rangle \rangle = \Delta_{ij} \delta_{ik} \delta_{jl} + K_{ijkl}(\omega)$. Here, $\Delta_{ij} = \omega_{sp} - \omega_{qp}$ is the difference between two QP energies, corresponding to two independent single-QP excitations. Further, $K$ is a general dynamical interaction kernel that couples the two QPs. We consider that the two-body interactions inside the subspace are mediated by the screened Coulomb interaction at the random phase approximation (RPA) level ($K_{ijkl} = W_{ijkl}^{env}$). This choice is motivated by two reasons: for the description of individual QPs, we resort to the $GW$ approximation (see below) in which we employ RPA; further, this approach directly utilizes the quantity of interest, i.e., $W_{ijkl}(\omega)$ from Eq. (5). The resulting particle-hole excitations are the fixed point solutions of $H_{2qp}(\omega)$ evaluated at the excitation energy $\omega_{2qp}$. In the following, we assume that the dynamically renormalized two-body interactions are screened (by the polarization of the environment) in the same way as the electron excitations in the subspace. Hence the two-body interactions from Eq. (5) enter the Hamiltonian (Eq. (1)) as $W_{ijkl}(\omega_{2qp})$.

A. Stochastic formalism

We now comment on the practical and efficient implementation of the one- and two-body terms. The key ingredient is the renormalized two-body interaction, Eq. (4) which directly enters the evaluation of $W_{ijkl}(\omega)$ and $t$ (Eqs. (5) and (7)). In practice, we employ a stochastic evaluation of the QP-QP and single-QP terms, i.e., we sample the action of the screened interaction: instead of computing the environment polarizability, $\chi_{env}$, we repeatedly compute the induced density $\delta n_{env} = \chi_{env} \delta U$ constructed from random vectors projected on the occupied portion of the single particle Hilbert space.\[28\] [42] The stochastic occupied states, $|\tilde{\eta}\rangle$, are projected such that they are a part of the weakly correlated environment: $|\tilde{\eta}\rangle = (1 - P_\phi)|\eta\rangle$, where $|\eta\rangle$ spans the entire occupied subspace. Here $P_\phi$ is the projection operator explicitly formed from the states of the correlated subspace, $\{\phi\}$:

$$P_\phi = \sum_{k \in \{\phi\}} f_k |\phi_k\rangle \langle \phi_k|,$$

where $f_k$ is the occupation of the $k^{th}$ state. The variation of the charge density, $\delta n$ is induced by electrons in particular states of the correlated region $\{\phi\}$, which create a perturbing potential at $t = 0$. The density is constructed from random vectors as $n(r,t) = \lim_{N_\alpha \to \infty} \frac{1}{N_\alpha} \sum_{j=1}^{N_\alpha} |\tilde{\eta}(r,t)|^2$. In practice, the response is computed separately for each perturbation (i.e., for each set of perturbing states $\{\phi\}$); yet the overall cost is significantly reduced compared to the conventional (deterministic) method as only a few sampling vectors $|\tilde{\eta}\rangle$ are necessary to converge the one- and two-body terms. This is discussed in SI Sec. II in more detail. The time evolution of $|\tilde{\eta}\rangle$ states is evaluated in the RPA, in which only the (mean field) ground state Hamiltonian explicitly depends on time only through the Hartree potential.\[27\] [28] [33] [42] [43].

For the two-body terms, we conventionally separate the bare and polarization contributions $W_{ijkl}(\omega) = W_{ijkl}^b + W_{ijkl}^p(\omega)$, where the former is directly computed as the static part of Eq. (5), and the latter is obtained by Fourier transformation from its time-dependent form:

$$\langle \phi_i \phi_j | \bar{W}^p(t) | \phi_k \phi_l \rangle = \int \phi_i^*(r) \phi_j(r) \tilde{u}(r,t) dr. \quad (10)$$

We use a time ordered induced potential $u$, computed from its retarded counterpart: $\tilde{u}(1) = v(1,2) \delta n_{env}(2)$, where the density fluctuation is a response to a perturbation from the correlated subspace. The time-evolved states $|\tilde{\eta}\rangle$ are repeatedly projected using $P_\phi$ at each time step to exclude the dynamics of the correlated subspace. This constitutes the stochastic density constrained RPA (s-cRPA) introduced in Ref. [27].

Finally, the contribution to the renormalized Hartree self-energy, $\Sigma_{env}^{H}$ is similar in nature to Eq. [10], as it also contains the dynamically screened $W_{env}$ term computed via stochastic sampling. However, instead of treating only a set of correlated states $\{\phi\}$, it applies to the interaction between the density of the environment and a individual single-QP densities, represented by $|\phi_j(r)|^2$. As such it is part of the one-body $t$ term.

In practical calculations, further approximations need to be introduced for the sake of tractability. As argued earlier, the $G_0W_0$ approximation, which captures the correlation effects via induced charge density fluctuations, provides an excellent choice.\[28\] [31]. For evaluating the $\Sigma_{xc}^{env}$ in the $t$ term, we resort to a formulation analogous to $G_0W_0$ as well. In practice, this means that $\Gamma^{env}(1,2,3) \approx \delta(1,2) \delta(1,3)$. As a result, this form neglects the higher order screening in $\Sigma_{xc}^{env}$, that is inherently part of $\Gamma$. While this step is an ad-hoc approximation, it still corresponds to the leading-order term capturing the environment exchange-correlation self-energy.

In this approximation, our calculations employ a portion of the $G_0W_0$ environment exchange-correlation self-energy, which depends only on an underlying mean-field Hamiltonian used to generate the starting point. Analogously to the two-body terms and the Hartree self-energy, $\Sigma_{xc}^{env}$ is efficiently evaluated using a real-time propagation of stochastic vectors (sampling the fluctuations in the environment induced by addition of a particle or
hole to the subspace). This step follows the stochastic decomposition scheme detailed in Ref. [38]. In the space-time representation, \( G^\text{env}_{0}(\mathbf{r}, \mathbf{r}', t) = \{ \xi^* (t, \mathbf{r}') \tilde{\zeta}(\mathbf{r}) \} \), where \( \tilde{\zeta} \) is obtained from a random state sampling the entire single-particle Hilbert space, \( |\zeta\rangle \), by projection \( \tilde{\zeta} = (1 - P_{\text{env}})|\zeta\rangle \). Further, \( |\xi(t)\rangle \) is a random state in either occupied or unoccupied subspace of the environment states (obtained by filtering) which is propagated backward or forward in time due to time ordering applied to holes and particles. [28, 33, 42, 43] Again, only its portion \( |\tilde{\zeta}\rangle \), which is orthogonal to the correlated subspace, contributes to \( G^\text{env} \) and it is prepared as \( |\tilde{\xi}\rangle = P_{\text{env}}|\xi\rangle \). Finally, the time evolution is governed by the \( U_0(t) \) which depends only on the ground state non-interacting Hamiltonian and \( |\tilde{\xi}(t)\rangle = U_0(t)|\tilde{\zeta}\rangle \). The practical expression for the xc self-energy for a state \( \phi_j \) in Eq. (7) thus becomes (in the time domain): \( \langle \phi_j |\Sigma(t)\rangle |\phi_j\rangle = \langle \phi_j \tilde{\xi}(t)|\hat{W}^\text{env}(t)|\tilde{\phi}_j\rangle \).

### B. Implementation

The following calculation workflow was employed in this work. The atomic relaxations of the NV\(^-\) center defect in 3D periodic diamond supercells were performed in the QuantumESPRESSO code [44]. Next, the starting-point DFT calculations were performed with our real-space DFT implementation. The maximally localized functions were obtained by PMWannier2.0 code based on sequential optimization. [45, 46] The localized orbitals were centered on four sites: nitrogen atom and three nearest to vacancy carbon atoms (Fig. 1). This is a minimal model of the NV-center that is commonly used [25, 36, 17] to describe its low-lying excited states. Further, the model parameters were computed in the localized basis. Screening was computed with the s-cRPA method, that was implemented within a development version of the StochasticGW code. [27, 28, 33, 12, 43] In our calculations, we employed in total 3,200 samplings for the one and two body terms; a detailed study of the convergence of the stochastic errors and computational details are in the SI Sec. II and Sec. I.

### III. RESULTS

We first analyze the QP band gap of pristine diamond and compare it to one of the defect supercells. Our stochastic \( G_0W_0 \) calculations of a 4,096-atom diamond supercell provide a QP band gap of the 5.6 eV. This is consistent with our previous calculations. [28] Further, the \( G_0W_0 \) calculations of a 511-atom diamond supercell containing the NV\(^-\) defect provide a band gap of 5.3 eV. This is less than 0.1 eV away from our result for a 512-atom pristine diamond supercell, [28] i.e., the band-gap of the host material is practically unchanged due to the presence of the defect. Both results are in good agreement with the experimental value of 5.5 eV [45].

Note that there is a significant error cancellation which makes the \( G_0W_0 \) gap coincide with the experimental zero-phonon gap. In the same vein, it is reasonable to assume that the dynamical downfolding based on \( G_0W_0 \) and RPA will also perform well and match experimental zero-phonon optical transitions.

We now turn to the analysis of the QP energies of the defect defined by the maximally localized states. Treating the defect states at the \( G_0W_0 \) level leads to a small difference between the individual sites (Fig. 1), i.e., they are energetically similar with a difference of merely 0.51 eV for the orbitals located on nitrogen and carbon atoms. Note that at this point all electrons, including those in the correlated subspace, are described by the \( G_0W_0 \) self-energy.

The situation changes, for the individual one-body (single QP) terms as they are based on screened interactions and also contain only a portion of the exchange-correlation self-energy. The difference between the \( t_{ii} \) terms for the N and C sites becomes significantly larger (12.7 eV). This is because the response of the environment to the localized QPs is not balanced by the induced fluctuation of the particles in the localized states (i.e., only the response of the environment is included in the \( t \) terms). This value should be contrasted with the estimate of the \( t \) terms neglecting the \( \Sigma^{\text{env}} \) term (19.9 eV), which represents a simplified version of the onsite applied in previous studies. In this case, it thus seems that the environmental contributions are significantly renormalizing the trivial (kinetic and local external potential) contribution to the differences between the subspace sites. In the Hubbard model, the differences between the onsite \( t \) terms are critical to determining the triplet-triplet transition (c.f., SI Sec. III). When inspecting the matrix of \( t \) elements, including the intersite hopping \( (t_{ij}) \), we notice that the maximally localized basis is strongly diagonally dominant and the \( t_{ij} \) are on average just 6% of the \( t_{ii} \) terms (0.74 eV on average). Further, the dependence of the \( t \) terms on \( \omega \) is relatively weak and slowly varying. If the dynamical effects are neglected in the Hartree term (i.e., taking the static limit of \( \Sigma^{\text{env}} \)), we recover the difference of 15.2 eV between the onsite single-QP terms for N and C orbitals. Here, the renormalization decreases by roughly 35%, while much of the remaining difference stems from the dynamical contribution of \( \Sigma^{\text{env}}_{\text{xc}} \).

Next we analyze the results for the two-body interactions, \( W_{ijkl} \). Figure 2a shows the values of interaction parameters at the static limit \( W^0(\omega = 0) \) on a color map. By ordering the \((i, j)\) and \((k, l)\) indices, we group together the the dominant on-site and inter-site density-density interactions that appear in the left top corner, i.e., \( W^0_{iiii} \) and \( W^0_{ijij} \). The remaining terms do not exceed 70 meV (both bare and screened); this is true for all frequencies as we show in Fig. 2b (black curves). The convergence of the four dominant parameters with samplings as a function of supercell size is provided in Fig. S2 of the Sec. II in SI. In the rest of this work, we exclude all the terms with a magnitude of < 70 meV.
Note that the minimal model preserves the $C_{3v}$ symmetry, which is also satisfied by the underlying mean-field Hamiltonian. However, the statistical sampling is associated with finite stochastic errors and the corresponding interaction symmetry is restored a posteriori. In particular, the bare component, $W_{ijkl}^b$, naturally preserves symmetry under the permutation of indices $ijkl \leftrightarrow klij$. In general, this is not satisfied for stochastically sampled polarization part, $W_{ijkl}^p$, (cf. Fig. S3 in SI) which would translate to level splitting (of otherwise degenerate excitations) in the optical spectrum of the NV$^-$.

To recover the expected behavior we enforce the individual symmetries; in practice, this is analogous to the Hermitization of the QP Hamiltonian as in Refs. 27, 39, 40:

$$W_{ijkl}^p(\omega) = \frac{1}{4} [W_{ijkl}^p(\omega) + W_{klij}^p(\omega) + W_{klij}^p(\omega) + W_{ijkl}^p(\omega)]$$

Fig. 2d demonstrates the converged result of $W_{ijkl}(\omega)$ with 3,200 samplings. There however remains a finite difference within each group of elements on the order of 20 meV, attributed to numerical artifacts. This small symmetry breaking leads to errors much lower than the desired resolution of our model $\sim 54$ meV, which is below the magnitude of the $W_{ijkl}$ discussed above and shown by the black line in Fig. 2b. We report the splitting in Table S1 in SI for each supercell size. In the rest of this work, we average the screened counterpart of the interaction parameters within each symmetry group (depicted in Fig. 2b for the four cases considered).

In contrast to the $t$ terms, the frequency dependence of the two-body interactions is more pronounced and suggests a larger degree of renormalization. The values of $W_{ijkl}$ are determined at excitation energies obtained from the fixed point solution to $H_{2QP}$, for the optical transition between two C sites, we obtain a value of 2.3 eV while between N and C site a value of 2.6 eV. The energy significantly increases, if excitation is confined to be in between two states on a single site (6.3 and 7.7 eV on the C and N sites). Note that these excitations define the frequency $\omega_{2qp}$, not the optical spectrum we seek. Compared to the bare interactions, the dynamically screened $W_{ijkl}(\omega_{2qp})$ are decreased by as much as 52\% for N and 50\% for the C sites. The intersite density-density is lower by 38\% between two C sites, and by 29\% for those between N and C sites. This significant change can be deduced from the steep dependence of $W(\omega)$ curves in Fig. 2b. As mentioned above, the remaining terms have small magnitudes and are neglected. Taking the static limit of $W(\omega)$ leads to a much weaker screening, especially for the “on-site” $(\omega_{iiii})$ terms, which are reduced by 23\% and 20\% for N and C sites. In contrast, the intersite terms $(\omega_{ijij})$ are reduced by 22\% between N and C and by 18\% between two C sites. Regardless of the approach, considering the dynamical effects away from the static limit leads to a reduction of the two-body interaction strength compared to considering the limit $\omega \rightarrow 0$ (see SI Sec. III).

In the final step, we study the excitation energies obtained by exact diagonalization of Eq. 1 within the minimal subspace defined by the localized orbitals. We consider the fully dynamically renormalized case and compare it to the corresponding static limits. In the latter, the one-body terms contain the contribution of $\Sigma_{xc}$ computed at the single-QP excitation energy (in analogy to the $G_0W_0$ approximation), but the dynamics of the Hartree term is neglected as we take $\lim_{\omega \rightarrow 0} \Sigma_{H}^\text{env}(\omega)$. Similarly, the two-body interaction in the static limit is $\lim_{\omega \rightarrow 0} W_{ijkl}(\omega)$. Figure 3 shows the comparison of the two sets of results.

The triplet-triplet vertical transition, $^3E \leftrightarrow ^3A_2$, is not substantially different for the two limiting cases. Based on the analysis of the simple Hubbard model for the NV$^-$ center (see SI Sec. III), we expect that the triplet transitions are largely determined by the differ-
ences between the onsite one-body terms $t$. While the dynamical effects change them by roughly 20%, the resulting optical excitation spacing is insensitive to such a change. The static and the dynamically screened limits yield values of 1.98 and 1.92 eV which are in excellent agreement with the experimental zero-phonon excitation of 1.95 eV.

Our result compares well to previous theoretical works that employed embedding methods despite major differences in the theory. For instance, values of 2.02 eV and 2.05 eV of the triplet-triplet transition were obtained in Refs. [23, 25] using the quantum defect embedding theory. These approaches employ a hopping term described at the DFT level and the two-body interaction parameters computed with cRPA in the static limit. A double counting error, i.e., a spurious inclusion of (a portion of) the correlated subspace in the calculation for the environment, arises in embedding approaches. [14, 23, 25] (It is circumvented in this work by separation of the self-energy.) This is especially problematic for embedding within DFT; in Refs. [23, 25] an approximate Hartree-Fock double counting correction scheme was employed. More recent work [15] formulated an exact double counting correction for $G_0W_0$, combined with cRPA treatment of the two-body interactions at the static limit. We surmise that this $\omega \rightarrow 0$ formulation translates into a much larger subspace size requirement (indeed, the converged subspace required 12 orbitals, 22 electrons). Ultimately, the converged value for the triplet-triplet transition in Ref. [15] was estimated to be 2.15 eV, i.e., larger than our result, but in better agreement with absorption data.

The dynamical effects turn out more critical for the singlet-singlet $^1A_1 \leftrightarrow ^1E$ excitations, which are more sensitive to the relative magnitude of the $W$ terms. As mentioned above, the screening significantly decreases the magnitude of $W_{ijkl}$. This is illustrated in the SI and also discussed in more detail below. We see that in the static case, the singlet-singlet transition is 0.7 eV, which is lower than 1.19 eV the zero-phonon line observed experimentally. These results are in good agreement with other published cRPA results in the static limit. Specifically, a value of 0.8 eV was obtained in Refs. [15, 23], though this can be improved if beyond cRPA response is used [14].

In contrast, our result for the fully dynamical renormalization of single-singlet transition is 1.18 eV (at s-cRPA level) in excellent agreement with the experiment. This is largely due to the reduction of the two-body terms when the dynamics of the density fluctuations is fully taken into account. As noted above, we made a particular choice of $H_{2qp}$ while a different formulation may change the results as the QP-QP interactions would be evaluated at distinct values of $\omega_{2qp}$. Nevertheless, the interaction term is reduced at a finite frequency compared to the static limit, and this leads to an improved singlet-singlet transition energy (See Fig. S5 in SI Sec. III). This step clearly illustrates that going beyond the typical static

![FIG. 3. Comparison of the excited states of the NV$^-$ center in 511 atom supercell where the electron-electron interaction parameters were computed in this work with a. $t$ and $W$ screened within stochastic s-cRPA at static limit $\omega = 0$, b. both $t$ and $W$ are dynamically renormalized; Number of stochastic samples $N_0 = 3200$. (*) Note, experimental values of zero phonon lines are presented on the plot, while our results are computed for vertical excitations.](image-url)

limit improves the results appreciably.

IV. CONCLUSIONS

The efficiency of the stochastic dynamical downfolding approach suggests that it is a practical and reliable methodology for treating localized correlated phenomena (such as quantum defects and beyond). In practice, it captures the problem via a chosen correlated subspace while the host material is represented via the dynamical effect entering each interaction term. Formally, the complexity of the dynamical terms compensates for the small size of the subspace; for weakly correlated host systems (which are accurately treated via MBPT) our strategy offers a great computational advantage.

Indeed, the results for the negatively charged NV center in bulk diamond practically demonstrate that the dynamically downfolded representation is in excellent agreement with the experimental excited energies of the defect. We believe that this is a jumping-off point for future practical simulations of electronic excitations in localized quantum states.
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