On 21–22 November 2019, about 30 researchers gathered in Victoria, BC, for the workshop Detection and Classification in Marine Bioacoustics with Deep Learning organized by MERIDIAN and hosted by Ocean Networks Canada. The workshop was attended by marine biologists, data scientists, and computer scientists coming from both Canadian coasts and the US and representing a wide spectrum of research organizations including universities, government (Fisheries and Oceans Canada, National Oceanic and Atmospheric Administration), industry (JASCO Applied Sciences, Google, Axiom Data Science), and non-for-profits (Orcasound, OrcaLab). Consisting of a mix of oral presentations, open discussion sessions, and hands-on tutorials, the workshop program offered a rare opportunity for specialists from distinctly different domains to engage in conversation about Deep Learning and its promising potential for the development of detection and classification algorithms in underwater acoustics. Presentations given at the workshop can be found on MERIDIAN’s website at meridian.cs.dal.ca, while the hands-on tutorial can be found at gitlab.meridian.cs.dal.ca/workshops/victoria_nov2019. In the following, we summarize key points from the presentations and discussion sessions. The list of participants can be found at the end of the report.
Figure 1: Attendees at the workshop *Detection and Classification in Marine Bioacoustics with Deep Learning* held on 21–22 November 2019 at Ocean Networks Canada in Victoria BC, Canada.
1 Deep Learning in a Nutshell

Introductions to Machine Learning and Deep Learning were given on the first day of the workshop by Marie Roch (San Diego State University) and Fabio Frazao (MERIDIAN).

Machine Learning (ML) is an approach to creating Artificial Intelligence systems. Its defining characteristic is the use of algorithms capable of learning to perform a task from data, as opposed to having every single step explicitly programmed. These algorithms may act either directly on the raw data or on a (heavily) reduced representation of the data. For many years, the latter was the favored (and only feasible) alternative, but this has changed within the last decade. Aided by growth in computational power and increased availability of training data, algorithms have been developed that successfully learn patterns and correlations directly from raw data, giving birth to a new sub-discipline of ML known as Deep Learning (DL) [1, Chapter 1].

Thus, the defining characteristic of a DL model is that it acts on the raw data, or a high-dimensional representation very close to the raw data, rather than a small set of features. By employing a layered structure, DL models are capable of learning the representation that is best suited for solving a given task (adaptability), and the same DL model may be trained to solve multiple tasks (versatility). Moreover, knowledge acquired in one domain may be transferred to solve a related task in a different domain (transferability). Compared to conventional ML models, DL models tend to be data-hungry and computationally intensive to train (but not necessarily to run).

All DL models employ some type of Artificial Neural Network [1, Chapter 6]. Within the last decade, neural networks have become the preferred ML algorithm for solving a wide range of tasks, outperforming existing methods and achieving human-level accuracy in domains such as image analysis [2] and natural speech processing [3]. Originally inspired by the human brain, neural networks consist of a large number of interconnected “neurons”, each typically performing a simple linear operation on input data, specified by a set of weights and a bias, followed by an activation function. In a supervised training approach, the network is given examples of labeled data, and the weights and biases are optimized using a gradient-descent technique.

Modern neural networks exhibit multi-layer architectures, which enable them to build complex concepts out of simpler concepts and hence learn a non-linear representation of the data. Therefore, modern neural networks are often referred to as Deep Neural Networks. Two of the most commonly encountered basic architectures are Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs), which are particularly well adapted to analyzing image data and sequential data, respectively [1, Chapter 9 & 10]. The availability of large labeled datasets, containing millions of labeled examples, has been a key factor in the success of deep neural networks in domains such as image analysis and natural speech processing. Therefore, much of the current research focuses on how to train deep neural networks more efficiently on smaller datasets [4].
Applications to Marine Bioacoustics

Shallow neural networks have been employed for the purpose of sound detection and classification in marine bioacoustics since the 1990s, usually combined with a method of feature extraction [5], but also acting directly on the spectrogram [6]. In the last few years, the first studies employing modern (i.e. deep) neural networks have been reported. Applications include classification of fish sounds [7], detection of orca [8, 9] and humpback [10] vocalizations, classification of calls of multiple whale species [11, 12], detection of sperm whale echolocation clicks and classification of their codas [13], and detection of the upcall of the North Atlantic right whale [14, 15]. For a recent review of ML applications to acoustics, see Ref. [16].

At the workshop, presentations given by Hervé Glotin (Université de Toulon), Shyam Madhusudhana (Cornell University), Mark Thomas (Dalhousie University), Fabio Frazao (MERIDIAN), Ann Allen (NOAA), and Lauren Harrell (Google), gave an overview of the state-of-the-art. A common theme was the use of CNNs acting on spectrogram representations of acoustic data.

The presentations given by Shyam Madhusudhana and Mark Thomas showcased two complementary and equally relevant approaches: Reduce the computational load (both during training and inference) as much as possible while maintaining high performance (“DenseNet”), or maximize the performance by building more sophisticated models trained on high-performance computers (“Mask R-CNN”). Meanwhile, the presentation given by Fabio Frazao highlighted the importance of having a training dataset with large variance. Indeed, not only the size of the training dataset, but also its variance is a key factor in determining the DL model’s ability to generalize, i.e., how well the model will perform on unseen test data.

Where most presentations were concerned with the detection and classification of low-frequency calls of baleen whales from spectrogram representations, e.g., the upcall of the North Atlantic right whale, Hervé Glotin discussed a DL model for classifying echolocation clicks of ten different species of whales and dolphins from the raw acoustic waveform. This work highlights the complementary nature of the time- and frequency domains, the former being better suited for short-duration, broad-band signals (e.g. clicks) and the latter better suited for longer-duration, narrow-band signals (e.g. tonals). For intermediate cases, it is conceivable that a hybrid approach, exploiting both domains simultaneously, may yield the best performing model. Another interesting aspect of this work was the investigation of the impact of signal-to-noise ratio (SNR) on the classification accuracy: Synthetic noise was superimposed on the original signal in varying amounts to simulate a range of SNRs, and the change in accuracy was determined. Such a characterization, while restricted to flat noise backgrounds (as opposed to transients), is essential for normalizing model results and enabling inferences on an absolute level concerning the presence and distribution of marine species. Finally, the importance of sound directionality was also addressed. High-frequency sounds, in contrast to low-frequency sounds, tend to be highly anisotropic, implying that a receiver positioned in front of
the sound-producing animal will record a very different sound from a receiver positioned behind it or below it. On one hand, this makes the classification task more challenging. On the other hand, it implies that directional information is embedded in the waveform and a DL model could potentially learn to infer directionality.

A limitation common to all the DL models presented at the workshop, shared by both time- and frequency-domain approaches, is the neglect of long-term temporal context. For example, the spectrograms used as input for the CNNs had lengths ranging from just a few seconds to at most a few tens of seconds. Going forward, the integration of long-term temporal context (as commonly done by human analysts) could prove critical for further enhancing the performance of DL models. This may require that we give up our cherished CNNs in favour of more sophisticated network architectures. The use of Convolutional Recurrent Networks [17] as Seq2Seq models [18, 19] provides a promising approach to solving this challenge.

Another limitation, common to all frequency-domain models, is the dependence on the choice of transform (Fourier or wavelet) and spectrogram resolution. The issue here is not necessarily one of reduced performance, but loss of versatility and transferability. For example, spectrogram parameters that produce enhanced signal-to-noise ratio for North Atlantic right whale upcalls may not be optimal for calls of other whale species. Various methods to mitigate this issue have been proposed, including the use of a superposition of several different spectrogram representations [12] and models that learn the optimal set of wavelets from the data [20].

Presentations given by Hervé Glotin and Bruno Padovese (MERIDIAN) discussed various augmentation techniques for synthetically enlarging the size of a training dataset to produce better-performing DL models. Such techniques range from the simple to the sophisticated. Simple augmentation techniques include: adding synthetic noise to a signal, producing several copies of the same signal that differ only by time shifts, and removing selected pixels or whole regions of a spectrogram [21]. Sophisticated augmentation techniques include training Generative Adversarial Networks (GANs) [22] to create synthetic signals and using sound propagation models to account for acoustic underwater effects such as reverberations and multi-path echoes. We note that GANs have been successfully employed to create highly realistic synthetic music [23], suggesting that similar results could be achieved in underwater acoustics.

The potential benefits of Transfer Learning [24] were also discussed briefly at the workshop, but due to a lack of studies on Transfer Learning in the context of underwater acoustics little could be concluded. It remains to be seen if Transfer Learning can help boost performance in cases where the amounts of training data are limited. That said, it seems likely that we will be able to use Transfer Learning to great effect to reduce training time and computational demand.

Finally, semi-supervised and unsupervised approaches were identified as techniques that could help leverage unlabelled data for training purposes (see, e.g., Ref. [25]) and be used for characterizing complex soundscapes.
3 A Community Effort

Public datasets such as ImageNet have been instrumental in driving progress in computer vision and related domains. Such datasets both facilitate model development and serve as benchmarks enabling inter-model comparisons. Moreover, public datasets have been extensively used as part of challenges, further incentivizing model development.

Several factors contribute to the usability and impact of public datasets such as ImageNet. Most importantly, the annotations must be of high quality and the documentation provided must be clear and sufficient. Moreover, the data must be easily accessible and remain accessible for many years to ensure continuity and allow the community to track long-term progress. Finally, there needs to be clearly defined tasks and performance metrics, allowing inter-model comparisons.

In marine bioacoustics, the DCLDE (Detection, Classification, Localization and Density Estimation) workshop series (2003–2020) has been the main producer of public datasets:

- Workshops 1–6: http://www.mobysound.org/workshops.html
- Workshop 7: http://www.cetus.ucsd.edu/dclde/dataset.html
- Workshop 8: http://sabiod.univ-tln.fr/DCLDE/challenge.html
- Workshop 9: http://www.soest.hawaii.edu/ore/dclde/

These datasets, despite certain shortcomings discussed below, have been and continue to be an important resource for the community, facilitating the development of improved detection and classification algorithms. The fact that DCLDE datasets played an important role in three of the presentations given at this workshop (Hervé Glotin, Shyam Madhusudhana, Fabio Frazao) testifies to this fact.

While there are known issues with the annotation quality of some of the DCLDE datasets and minor gaps in the documentation (esp. concerning annotation protocols), the datasets have other, more significant, shortcomings: The datasets often lack clearly defined tasks and performance metrics and do not always remain available after the workshops (e.g. workshop no. 8). The lack of a single platform and/or a unified standard format for sharing the datasets further reduces their value.

The DCASE (Detection and Classification of Acoustic Scenes and Events) workshop series (2013–2019) provides an excellent example of a community platform that allows exchange of datasets, model results, and tracking of progress over the years (http://dcase.community/). Another platform of interest is Kaggle, which may even be a viable option for sharing an annotated acoustic dataset and hosting challenges.

Hosting of large datasets (> 1 TB) is a challenge that needs to be addressed by the community. Collaborations with large tech companies such as Google provide one viable solution, as demonstrated by the presentations given by Ann
Allen (NOAA) and Lauren Harrell (Google), and is also the solution adopted for the upcoming DCLDE Workshop no. 9, where the dataset has a size of 8 TB. However, while such large datasets may be needed to achieve the best possible performance, it must be remembered that smaller datasets of tens of GB or less often are sufficient for model development and benchmarking. This is particularly true for data acquired at low sampling rates suitable for classification of low-frequency species.

It is difficult to set down specific guidelines for the creation of training and test sets, but some general observations can still be made: Annotations must (of course) have high quality, but more importantly, the annotation protocol must be clearly documented: Were the files annotated at the call level and, if so, were all calls annotated or only one representative call per file? What level of certainty was required from the analyst? Did the analyst inspect/listen to the entire recordings, or did the analyst only validate the results of an automated detection algorithm, etc. Datasets should always be accompanied by clearly defined tasks, which should be aligned with the interests of the marine bioacousticians and the quality and characteristics of the annotations available. Even weakly labelled data can be useful for model development, if the tasks are well-aligned with the data. Datasets should contain a reasonably balanced proportion of samples from each class of interest, and should ideally cover the full spectrum of acoustic conditions likely to be encountered in applications. That is, the larger the variance of the dataset, the better. However, if the intention is to develop a model that will only be used in restricted geographical region, or a restricted period of the year (say, the summer months), then it is perfectly fine and useful to have datasets that focus on these regions and time periods.

Licensing must also be considered. While it would be desirable to enforce open-sourcing of models derived from public datasets, this could prove counterproductive in terms of incentivising model development.

Creating a high-quality training dataset requires a lot of effort. Luckily, we are seeing more incentives to undertake such efforts as journals are opening for submissions of pure datasets, e.g., Nature Scientific Data and Data in Brief. Also, labs and companies can always choose to release only partial datasets, thereby maintaining a competitive advantage by being able to train their own models on a larger dataset than the one available to the public.

4 From Academic Exercises to Practical Tools

As discussed above, Deep Neural Networks exhibit a high degree of flexibility, i.e., the same network architecture can be trained to solve a range of different tasks. While it requires a good understanding of Machine Learning to design and implement a neural network, training it is, in principle, straightforward. All you must do is feed the appropriate training data to the neural network. Therefore, it is conceivable that not just experts, but also people with limited programming experience and limited knowledge of machine learning could develop or re-purpose DL-based detection and classification algorithms. However,
to achieve this ambitious goal, the proper software tools first need to be developed. MERIDIAN is contributing towards this goal through the development of the open-source Python library Ketos (docs.meridian.cs.dal.ca/ketos/). At the workshop, participants could explore the functionalities of Ketos in a 90-min hands-on tutorial (gitlab.meridian.cs.dal.ca/workshops/victoria_nov2019).

Marine biologists in general, but especially those working in government research, are under constant pressure to provide marine environmental regulators with data, reliable results, and firm conclusions. Since conditions and requirements imposed by regulators often change, it would be useful to have adaptable detection and classification algorithms. However, adaptability is not the only desirable feature. Equally important, is improved performance and the capacity to provide uncertainty estimation. DL models have the potential to meet all of these requirements.

While achieving human-level performance remains the number one long-term goal, producing adaptable models is an important complementary goal, which could be achieved in shorter time. This will require the development of graphical user interfaces (GUI) since few users will be comfortable with programming. With a GUI, users could interact with DL models without having to do any programming, but some understanding and control of machine-learning parameters will still be required for the successful implementation of such an Active Learning scheme [26].

Some level of compatibility with existing software, e.g., Panguard and RavenPro, is also highly desirable. As a minimum this implies ensuring that input/output formats are compatible, i.e., that a list of detections produced by the DL software can be loaded into commonly used annotation software tools for review (and editing), and conversely that annotation tables produced by the same commonly used annotation tools can be loaded into the DL software. More advanced levels of compatibility would involve the development of plug-ins for existing software, such as the Humpback whale detector plug-in developed by Google for use in Panguard by NOAA, as discussed in Ann Allen’s presentation. Another practical concern is to ensure functionality across OS systems (Windows, Mac, Linux) and dealing with strict firewalls present especially in government research labs.

As a final note, we mention the VIAME toolkit (www.viame toolkit.org) as a recent example of an open-source toolkit allowing users to train ML models (for underwater image processing, not audio) through a GUI without the need to program.

5 Public Sharing of Data and Software

Presentations addressing (among other things) public sharing of acoustic data were given by Scott and Val Veirs (Orcasound), Ann Allen (NOAA), and Lauren Harrell (Google).

Streaming of stored or live acoustic data is a convenient method of data sharing, particularly well suited for outreach activities. If combined with a
public annotation platform, live streaming provide a means to build training datasets (assuming the acoustic data is stored somewhere) as currently pursued by OrcaSound (www.orcasound.net).

Sharing of large datasets, such as NOAA’s HARP Data Archive for the Pacific (> 300 TB, and growing at 50 TB/yr), is a huge challenge. Ann Allen and Lauren Harrell demonstrated how Google (AI for Social Good) can help solve such problems by providing cloud storage, computing power, and analytical tools. It is likely that cloud/decentralized storage and computing will play a growing role in underwater acoustics data handling and analysis in the future. Funding for such services should be built into grant applications. The problem of long-term storage (beyond the duration of the grant), however, remains.

With scientific journals beginning to accept pure data articles, incentives for sharing data are growing, but this also imposes stricter requirements on data descriptors, which we should welcome as positive development.

For software there is the added challenge of ensuring that the software (and all its dependencies) still runs 5–10 years after it was developed. Adoption by the community of good software development practices should be encouraged, including collaborative coding on platforms like github and gitlab, version control, etc. On the other hand, enforcing use of certain tools over others is not realistic, nor productive, so we recommend to go with what works for your problem, but be mindful of what other people in your community.

6 Conclusion

We end the report with a brief set of recommendations for the community,

- Efforts should go into developing models that require less training data,
- and should be paralleled by efforts towards developing improved data augmentation techniques.
- Inclusion of long-term temporal context will likely be needed to achieve human-level accuracy.
- We also need “light-weight” models with minimal power consumption that can be deployed on field instruments.
- Availability of more and better public datasets is essential to ensure progress.
- A community platform for hosting datasets, documentation, and task descriptions, and sharing results and code would go a long way!
- The creation of graphical user interfaces could enable non-programmers to train their own DL models, producing detection algorithms that are tailored to their precise needs.
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