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Abstract

A major challenge confronting meta-analysts seeking to synthesize existing empirical research on a given topic is the frequent failure of primary studies to fully report their sample statistics. Because such research cannot be included in a meta-analysis unless the unreported statistics can somehow be recovered, a number of methods have been devised to estimate the sample mean and standard deviation from other quantities. This note compares several recently proposed sets of estimators that rely on extrema and/or quartiles to estimate unreported statistics for any given sample. The simplest method relies on an underlying model of normality, while the more complex methods are explicitly designed to accommodate non-normality. Our empirical comparison uses a previously developed data set containing 58 samples, ranging in size from 48 to 2,528 observations, from a standard depression screening instrument, the nine-item Patient Health Questionnaire (PHQ-9). When only the median and extrema are known, we find that the estimation method based on normality yields the most accurate estimates of both the mean and standard deviation, despite the existence of asymmetry throughout the data set; and when other information is given, the normality-based estimators have accuracy comparable to that of the other estimators reviewed here. Additionally, if the sample size is unknown, the method based on normality is the only feasible approach. The simplicity of the normality-based approach provides an added convenience for practitioners.
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1 Introduction

As empirical research expands on any given topic, meta-analysis becomes increasingly important as a method of synthesizing multiple studies to draw generalizable conclusions. Such work is often seriously impeded, however, when the primary studies fail to report basic statistical information from their samples, such as means or standard deviations. This problem of unreported sample statistics in published clinical trials and other basic research is well-documented ([1-7]). For example, 87 percent of the randomized, controlled trials of antidepressants reviewed by Streiner and Joffe [1] failed to fully report the mean, standard deviation, and/or sample size; similarly, more than 80 percent of the clinical trials reviewed by Chan, et al. [2] reported insufficient statistical information for inclusion in meta-analysis. Sixty-eight percent of the researchers surveyed by Weir, et al. [3] had encountered studies with unreported sample statistics when conducting systematic reviews. Batson and Burton [4] discovered that 41 percent of meta-analyses of diabetes studies reported specific efforts, such as imputation, to address the problem of missing variances, and Pearson and Smart [5] obtained similar findings among meta-analyses of studies that examined the effect of exercise in heart failure patients. Sangnawakij, et al. [6] found 38 studies of surgical procedures that reported neither variances nor standard deviations, and Wiebe, et al. [7] examined more than 100 systematic reviews that were plagued by missing variance data.

Because studies that fail to report means or standard deviations cannot be included in meta-analyses unless the missing statistics are recovered, a number of authors have suggested methods for estimating the missing means and standard deviations from reported quartiles and/or extrema; both Wiebe, et al. [7] and Weir, et al. [8] have provided extensive reviews of this literature. Hozo, et al. [9] were among the first to suggest a method for estimating a missing mean as a weighted average of the minimum, maximum, and median values in a sample, and Bland [10] elaborated on their method by including the first and third quartiles as inputs. Wan, et al. [11] adopted the estimator from [10] but assumed large sample sizes and made the estimation in the limit; they also considered the case in which the extrema are unknown. Luo, et al. [12] constructed an estimator for the sample mean using weights designed to minimize the mean squared error of the estimates. Hozo, et al. [9], Bland [10], and Wan, et al. [11] also provided estimators for the sample standard deviation, as did Walter and Yao [13]. Shi, et al. [14] suggested mean and variance estimators for the case in which the distribution is known to be log-normal. The estimators proposed in [9-13] and others were reviewed in detail in [15].

Recently, two such studies, those of Eisenhauer [15] and McGrath, et al. [16], both published in 2020, proposed new estimators for the sample mean ($\bar{x}$) and standard deviation ($s$). Each study compared its estimators to those reported earlier in the literature, but due to the simultaneity of the publications, neither [15] nor [16] was able to compare its estimators to those from the other study. The present note undertakes that comparison. We sketch the methods of [15] and [16], apply the estimators from [15] to the empirical data in [16], and compare the results with those presented in [16].

2 Scenarios and Procedures

Reflecting the different reporting of summary statistics in primary samples, three scenarios have been examined in the literature described above; these are as follows.

Scenario 1 (S1): the minimum ($a$), median ($q2$), and maximum ($b$) values are reported.
Scenario 2 (S2): the first quartile ($q1$), median ($q2$), and third quartile ($q3$) are reported.
Scenario 3 (S3): $a$, $q1$, $q2$, $q3$, and $b$ are reported.

The sample size ($n$) is assumed to be reported in all cases. We briefly outline the estimation procedures in [15] and [16] for these scenarios, and refer the interested reader to the original studies for more detail.

For estimating $\bar{x}$ under S3 conditions, Eisenhauer [15] proposes a relatively simple procedure. The statistics $a$, $q1$, $q2$, $q3$, and $b$ are located in a normal distribution, and the distances between them are divided in half, to create five intervals, such that each statistic is the representative observation for its interval. Then a weighted average of the five statistics becomes the estimate of $\bar{x}$. For example, $q1$, $q2$ and $q3$ occur at $z = -0.675$, $z = 0$, and $z = 0.675$ respectively. Dividing the distances in half creates the interval ($-0.3375, 0.3375$) around $q2$,
which contains 26.43 percent of the distribution; consequently, \( q_2 \) receives a weight of 26.43 percent in \( S_3 \). A similar procedure is used for \( S_1 \) and \( S_2 \), with three intervals each. Because larger samples are likely to have wider ranges [13], the intervals are adjusted for \( n \) when extrema are included, using the heuristic rule that the range is \( 4s, 5s, \) and \( 6s \) in small, medium, and large samples, respectively. This yields the following estimators.

\[
\hat{s}(S_1) = \begin{cases} 
0.8664(q_2) + 0.0668(a + b) & \forall \; 200 \leq n \\
0.7899(q_2) + 0.1056(a + b) & \forall \; 70 < n < 200 \\
0.6826(q_2) + 0.1587(a + b) & \forall \; 15 < n \leq 70.
\end{cases}
\]  
\( (1) \)

\[
\hat{s}(S_2) = 0.2643(q_2) + 0.36785(q_1 + q_3).
\]  
\( (2) \)

\[
\hat{s}(S_3) = \begin{cases} 
0.2643(q_2) + 0.33475(q_1 + q_3) + 0.0331(a + b) & \forall \; 200 \leq n \\
0.2643(q_2) + 0.31165(q_1 + q_3) + 0.0562(a + b) & \forall \; 70 < n < 200 \\
0.2643(q_2) + 0.27735(q_1 + q_3) + 0.0905(a + b) & \forall \; 15 < n \leq 70.
\end{cases}
\]  
\( (3) \)

Using basic relationships between standard deviations and quartiles or extrema in a normal distribution, [15] derives the following estimators for \( s \).

\[
\hat{s}(S_1) = \begin{cases} 
(b - a)/6 & \forall \; 200 \leq n \\
(b - a)/5 & \forall \; 70 < n < 200 \\
(b - a)/4 & \forall \; 15 < n \leq 70.
\end{cases}
\]  
\( (4) \)

\[
\hat{s}(S_2) = (q_3 - q_1)/1.35
\]  
\( (5) \)

\[
\hat{s}(S_3) = \begin{cases} 
[(b - a)/12] + [(q_3 - q_1)/(2.7)] & \forall \; 200 \leq n \\
[(b - a)/10] + [(q_3 - q_1)/(2.7)] & \forall \; 70 < n < 200 \\
[(b - a)/8] + [(q_3 - q_1)/(2.7)] & \forall \; 15 < n \leq 70.
\end{cases}
\]  
\( (6) \)

Using both empirical and simulated data, Eisenhauer [15] finds that these estimators of \( \bar{x} \) and \( s \) are superior or comparable in accuracy to those of [9-13], even when the samples are skewed.

Two different estimation procedures are proposed by McGrath, et al. [16], both of which rely on \( \bar{x} \) estimators from Luo, et al. [12] and \( s \) estimators from Wan, et al. [11]. Using weights designed to minimize the mean squared error of the estimate, Luo, et al. [12] proposed.

\[
\bar{x} = \begin{cases} 
\left( \frac{4}{4 + n^{0.75}} \right)^{0.1b} + \left( \frac{4}{4 + n^{0.75}} \right)^{0.3b} q_2 & \forall \; S_1 \\
\left( \frac{0.7 + 0.3}{n^{0.5}} \right)^{0.1b} + \left( \frac{0.3}{n^{0.5}} \right)^{0.1b} q_2 & \forall \; S_2 \\
\left( \frac{0.7 - 0.72}{n^{0.5}} \right)^{0.1b} + \left( \frac{0.72}{n^{0.5}} \right)^{0.1b} - \frac{2.2}{2.2 + n^{0.75}} q_2 & \forall \; S_3.
\end{cases}
\]  
\( (7) \)

For estimating standard deviations, Wan et al. [11] proposed

\[
\hat{s} = \begin{cases} 
\frac{(b - a)}{[2^b - 1] \left( \frac{0.52}{n^{0.25}} \right)} & \forall \; S_1 \\
\frac{(q_3 - q_1)}{[2^b - 1] \left( \frac{0.52}{n^{0.25}} \right)} & \forall \; S_2 \\
\frac{0.65a - a}{[2^b - 1] \left( \frac{0.52}{n^{0.25}} \right)} + \frac{0.8(q_3 - q_1)}{[2^b - 1] \left( \frac{0.52}{n^{0.25}} \right)} & \forall \; S_3
\end{cases}
\]  
\( (8) \)

where \( \Phi^{-1}(\cdot) \) denotes the inverse standard normal cumulative density function. The S1 estimator of the standard deviation in [11] was first proposed by Walter and Yao [13], and the S3 estimator in (8) is just a simple average of the S1 and S2 estimators.
The quantile estimation (QE) method of McGrath, et al. [16] employs (7) and (8) to construct initial parameter values for normal, log-normal, gamma, beta, and Weibull distributions, by applying the method of moments. Next, the known sample statistics (e.g., a, q2, and b in S1) are compared to the constructed parameters of each of the five distributions; the squared differences are minimized using the limited-memory Broyden-Fletcher-Goldfarb-Shanno algorithm with box constraints based on Kwon and Reis [17]. The mean and standard deviation from the best-fitting distribution are then taken as the QE estimates of \( \bar{x} \) and \( s \), respectively.

As an alternative, McGrath et al. [16] apply a Box-Cox (BC) transformation to the known sample statistics, to normalize otherwise asymmetric samples; an optimization algorithm is used to obtain the BC transformation parameter. For each sample, the procedures of [12] and [11] are then used to estimate a mean and standard deviation, respectively, which are subsequently reverse-transformed to restore their proper magnitudes. Using both simulated and empirical data, McGrath, et al. [16] demonstrate that their QE and BC estimators generally improve upon the accuracy those in [11] and [12].

### 3 Empirical Comparison

McGrath, et al. [16] compared their estimators to those in Wan, et al. [11] and Luo, et al. [12] using fifty-eight samples of various sizes, each of which administered the nine-item Patient Health Questionnaire (PHQ-9) to individual subjects. Developed in the 1990s and now widely utilized throughout the world, the PHQ-9 is a self-administered tool for screening depression. Patients are asked how often within the past two weeks they have experienced symptoms of depression (taking little interest or pleasure in doing things; feeling down, depressed, or hopeless; sleeping disorders; lack of energy; eating disorders; feeling disappointed in oneself; trouble concentrating; moving or speaking too slowly or too agitatedly; suicidal or harmful ideation). The symptoms correspond to the nine criteria for depression that are described in the Diagnostic and Statistical Manual of Mental Disorders, and the frequency responses (no days; several days; most days; nearly every day) are scored from 0 to 3. Thus, the overall PHQ-9 scores are measured on a scale from 0 to 27, with higher scores indicating more evidence of depression. Prior research has found that the distribution of PHQ-9 scores in the general population is skewed to the right, rather than symmetric [18].

From McGrath, et al. [16] and the online supplements, we obtained \( a, q1, q2, q3, b, \) and \( n \) for each sample. The actual \( \bar{x} \) and \( s \) values were recovered from the reported 95 percent confidence intervals. This data set is highly heterogeneous, and the samples range in size from 48 to 2,528 observations, with an average sample size of 300.62 observations. Consistent with previous research on PHQ-9 data, these samples exhibit a strong tendency toward positive skewness: 96.6 percent of the samples show positive Pearson skewness, measured by \( SK_p = 3(\bar{x} - q2)/s \), and 81 percent show positive Bowley skewness, measured by \( SK_b = (q1 - 2q2 + q3)/(q3 - q1) \). Only 1.7 percent and 8.6 percent are symmetric according to \( SK_p \) and \( SK_b \), respectively, and none of the samples are symmetric by both measures. We applied the estimators in (1)-(6) to this data set for each scenario, as shown in Table 1.

| n  | \( \bar{x} \) | s | a  | q1 | q2 | q3 | b | S1 | S2 | S3 | S1 | S2 | S3 |
|----|----------------|---|----|----|----|----|---|----|----|----|----|----|----|
| 173| 6.40           | 5.67| 2.00| 5.0 | 9.00| 27 | 6.80| 5.37| 6.27| 5.40| 5.19| 5.29|
| 430| 7.01           | 5.82| 3.00| 5.0 | 10.00| 25 | 6.00| 6.10| 6.50| 4.17| 5.19| 4.68|
| 494| 8.12           | 6.01| 3.00| 7.0 | 12.00| 27 | 7.87| 7.37| 7.77| 4.50| 6.67| 5.58|
| 135| 5.49           | 6.17| 0.00| 4.0 | 8.50| 24 | 5.69| 4.18| 5.06| 4.80| 6.30| 5.55|
| 138| 6.76           | 5.87| 2.00| 5.0 | 10.00| 25 | 6.58| 5.74| 6.47| 5.00| 5.93| 5.46|
| 180| 5.91           | 3.97| 0.00| 5.0 | 8.00| 21 | 6.16| 5.37| 5.93| 4.20| 3.70| 3.95|
| 211| 9.61           | 5.82| 5.50| 9.0 | 14.00| 26 | 9.53| 9.55| 9.77| 4.33| 6.30| 5.31|
| 48 | 10.06          | 7.19| 4.00| 9.0 | 16.25| 24 | 10.11| 9.83| 10.26| 5.75| 9.07| 7.41|
| 116| 8.92           | 7.25| 3.00| 7.0 | 13.00| 27 | 8.37| 7.74| 8.35| 5.40| 7.41| 6.40|
| 193| 4.84           | 5.67| 1.00| 3.0 | 7.00| 27 | 5.22| 3.74| 4.80| 5.40| 4.44| 4.92|
| 103| 12.62          | 7.46| 6.00| 13.0 | 18.50| 27 | 13.11| 12.45| 12.59| 5.40| 9.26| 7.33|
| 299| 5.07           | 4.85| 1.00| 4.0 | 7.00| 27 | 5.27| 4.00| 4.63| 4.50| 4.44| 4.47|
For consistency with the outcomes presented in [16], we calculated the average relative error (ARE) of each estimator as
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where $\hat{\theta}_i$ denotes the estimate of $\theta$ in the $i^{th}$ sample. The results are shown in Table 2, where they are combined with the results from [16]. There is clearly no single $\bar{x}$ or $s$ estimator that outperforms all others in every scenario. For S1, the mean estimator provided by Eisenhauer [15] is the most accurate. For S2, Eisenhauer’s [15] mean estimator is comparable to the estimator of Luo, et al. [12], but substantially less accurate than the estimators of McGrath et al. [16]. In S3, Eisenhauer’s [15] mean estimator is more accurate than the Luo, et al. [12] estimator, and slightly less accurate than those of McGrath et al. [16]. Eisenhauer’s [15] standard deviation estimator is the most accurate in S1, it is roughly comparable to the Wan, et al. [11] estimator and more accurate than the McGrath, et al. [16] estimators in S2, and is at least as accurate as the estimators of both Wan, et al. [11] and McGrath, et al. [16] in S3. The results are also displayed graphically in Figs. 1 and 2, where W, L, and E denote estimates based on the methods of [11], [12], and [15], respectively, and BC and QE denote the estimates of [16]. The solid vertical bar at $ARE = 0$ in each graph is the locus of greatest accuracy, and the horizontal grids indicate scenarios S1, S2, and S3.

### Table 2. Comparison of results

| Estimator                  | ARE for $\bar{x}$ | ARE for $s$ |
|----------------------------|-------------------|-------------|
|                            | S1    | S2    | S3    | S1    | S2    | S3    |
| Luo, et al. [12]           | -0.14 | -0.15 | -0.10 |       |       |       |
| Wan, et al. [11]           |       | -0.15 | -0.01 | -0.08 |       |       |
| McGrath, et al. [16] QE    | -0.05 | 0.06  | 0.00  | -0.15 | 0.34  | -0.08 |
| McGrath, et al. [16] BC    | -0.08 | 0.00  | 0.00  | -0.25 | 0.06  | 0.11  |
| Eisenhauer [15] BC         | 0.01  | -0.15 | -0.03 | -0.13 | -0.02 | -0.08 |

*Source: McGrath et al. [16] and author’s calculations. ARE are rounded to two decimals; the lowest ARE for each scenario are shown in bold font.*

![Fig. 1. Accuracy of mean estimates](image)

Perhaps the most remarkable feature of this comparison is that, while the estimators in [15] were developed on the basis of a normal distribution, they performed as well with these positively skewed samples as the more complex estimators that are designed to accommodate non-normality.
Fig. 2. Accuracy of standard deviation estimates

4 Conclusion

Because the problem of unreported sample statistics often impedes meta-analysis, numerous estimators have been proposed for recapturing sample means and standard deviations. As originally demonstrated in [15] and [16], the accuracy of the estimators proposed by Eisenhauer [15] and McGrath, et al. [16] generally equals or exceeds that of the others presented in the literature. Using three different scenarios regarding the availability of sample statistics, the present note has applied the estimators of $\bar{x}$ and $s$ that were developed in [15] to a data set developed in [16], in order to evaluate their accuracy with skewed samples and to compare that accuracy to the estimators from [11], [12], and [16]. While in principle, the estimators in [16] have greater potential to accommodate a variety of underlying distributions, the calculations undertaken in the present study indicate that, even when applied to skewed data, the normality-based estimators from [15] perform at least approximately as well in practice. Indeed, for scenario S1, when only the median and extrema are known, the estimators in [15] outperformed all others with this data set. A major difference is their computational convenience: the estimators in [15] have the advantage of being extremely simple to implement, which may prove especially valuable to practitioners working with empirical data in applied fields. Additionally, as noted above, the sample size is also sometimes unreported in basic research [1]. Because $n$ is required for equations (7) and (8), none of the estimators from Luo, et al. [11], Wan, et al. [12], or McGrath, et al. [16] can be implemented when the sample size is unknown. As revealed in equations (2) and (5) however, the S2 estimators in [15] do not require knowledge of the sample size; these can therefore be applied even when $n$ is unreported.
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