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Abstract—Small angle X-ray scattering (SAXS) is extensively used in materials science as a way of examining nanostructures. The analysis of experimental SAXS data involves mapping a rather simple data format to a vast amount of structural models. Despite various scientific computing tools to assist the model selection, the activity heavily relies on the SAXS analysts' experience, which is recognized as an efficiency bottleneck by the community. To cope with this decision-making problem, we develop and evaluate the open-source, Machine Learning-based tool SCAN (SCattering Ai aNalysis) to provide recommendations on model selection. SCAN exploits multiple machine learning algorithms and uses models and a simulation tool implemented in the SasView package for generating a well defined set of datasets. Our evaluation shows that SCAN delivers an overall accuracy of 95%-97%. The XGBoost Classifier has been identified as the most accurate method with a good balance between accuracy and training time. With eleven predefined structural models for common nanostructures and an easy draw-drop function to expand the number and types training models, SCAN can accelerate the SAXS data analysis workflow.

Index Terms—SAXS, scattering, scientific computing, classification, Random Forest, XGBoost

I. INTRODUCTION

The advancing of our society is greatly related to the development of new materials. From the stone age to the silicon era, even till the coming quantum world, new materials lay the groundwork for novel technologies. All materials are built upon controlled arrangement of atoms via either naturally occurring or artificially imposed design. Such an arrangement is known as materials structure, which usually demonstrates a hierarchical characteristic. From an Ångstrom, about the size of one atom, to kilometers which represents the largest sizes of man-made objects, materials may be shaped into different structures at different levels to serve its intended functions.

Nanotechnology has revolutionized materials science. Since the famous quote "There's Plenty of Room at the Bottom" by Dr. Richard Feynman [1], efforts to control materials structure have been focused on the nanoscale – this is now widely known as nanomaterials. Materials with designed nanostructures can demonstrate properties that would never be possible through conventional material design.

Advanced characterization methods play a central role in the development of new materials. At research infrastructures such as the Swedish national MAX IV Laboratory, a 4th generation synchrotron radiation facility, X-rays are used to get unique insights into materials in terms of structure and properties [2]. The obtained knowledge paves the way for the development of new materials in various fields, e.g., medications, microelectronics, energy generation and storage, biodegradable plastics, and novel packaging, etc. [3] In general, the synchrotron radiation based techniques could be classified into three categories: i) scattering, ii) spectroscopy, and iii) imaging, which provide complimentary information of the material structure and properties [4].

Scattering is powerful in structure determination from sub-micron down to Ångstrom. It is a process where incoming X-ray photons are forced to change the travelling direction to a certain angle, known as scattering angle, after an interaction with materials. The intensity of the scattered X-ray as a function of scattering angle contains information of the materials structure. Theoretically, the intensity distribution follows the magnitude of Fourier transformation (FT) of the electron density distribution in the materials. This leads to a fact that the size which scattering technique could probe is inversely proportional to the scattering angle. Thus, practically, scattering characterization is performed at two geometries depending on the scattering angle, i.e. small angle X-ray scattering (SAXS) and wide angle X-ray scattering (WAXS). While WAXS is more sensitive to the local atomic structure, SAXS experiments cover the material structures spanning over several orders of magnitude from several hundred nanometer to several nanometer by a single scattering pattern. In applications, SAXS has been used to study various nanostructures' shapes, which critically relates to material properties. Furthermore, the high photon flux at a synchrotron radiation facility allows SAXS experiments to be performed at tens Hz up to thousand Hz with a single frame of ∼MB size. Abundant SAXS data can even serve as a real-time animation revealing a continuous nanostructure development.

However, mapping of SAXS data to real nanostructures is not straightforward. SAXS intensity is essentially the magnitude of FT without "phase" information. Experimentalists use SAXS tools to match each single experimental data set with a set of existing models representing the studied nanostructure. As more high data-rate SAXS experiments are foreseen, such traditional analysis approaches could become a bottleneck in the process. The tools offer a large selection, sometimes hundreds, of predefined models to choose from. There is no easy way to know which one to choose, and checking all of them is infeasible. So, effectively, there is a considerable amount of experience necessary to efficiently select the correct model or to even narrow the selection to some plausible model.
candidates. As pointed out in [5], [6], this step can be very intimidating to both new and advanced users.

There are some reports (e.g. [5], [6]) that show encouraging results from using supervised learning to facilitate the model selection. As a part of this study, we have produced an open-source scattering analysis tool called SCAN. We used the tool to evaluate a selection of machine learning (ML) models on our scattering data. The results we have obtained are promising. On our data set, our classification models outperform previous work reported in the literature and the accuracy figures we obtain make them highly relevant to users analyzing SAXS data. We envision that supervised learning could be a practical tool to increase the level of automation in the work of SAXS analysts [7], speeding up the characterization.

The remainder of the paper is structured as follows. Section II summarizes related work. Section III presents our open source SCAN tool. The evaluation method is presented in Section IV and evaluation results are presented in Sections V. The findings are discussed and compared to related work in Section VI and Section VII presents the conclusions from our work.

II. RELATED WORK

ML enters new applications areas almost daily, ranging from character recognition, through product recommendations to self driving cars. A surge of applications of ML in scientific computing is also evident [8]–[10]. In the field of materials characterization, where large volume multidimensional data are available, the application of ML has a great potential and is clearly gaining momentum [11]. Recently, Chen et al [12] has reviewed the latest progress in the area of X-ray scattering characterization. As an important technique, SAXS has already become a test field for ML-assisted analytics. One type of application is around the experimental configuration; Wang, et al., use deep learning to classify the experimental configuration-based scattering image [13]. Herck et al, use deep learning to study the structure distribution at grazing incidence geometry [14]. Another type of application is about SAXS for biomacromolecules, which serves a well defined user community. For example, Franke et al., focused on feature extraction of the scattering pattern and use weighted k Nearest Neighbour (wKNN) and wkNN with Gaussian processes to classify low resolution molecular structure into different shapes [15]. He et al., instead turned to the autoencoder to reconstruct biomacromolecules from bio-SAXS curves [16]. For the general nanostructure analysis, Archibald et al. used KNN to classify general structural models and analyzing SAXS curves [5]. Do et al. instead discovered that the Random Forest is a feasible model with an accuracy of 0.783 for such classifications [6]. In this work, along the line of pioneer work of Archibald et al. and and Do et al., we aim to offer materials scientists a tool which synergizes different ML algorithms to help SAXS analysts quickly identify a likely model structure for further analysis.

III. SCAN TOOL

To facilitate SAXS analysts’ model selection we have implemented a tool called SCAN (SCattering Ai aNalysis). The tool offers ML model management and classification interfaces. The former makes it possible to train, evaluate and maintain any number of ML classification models. The latter provides possibility to use the tool for performing classification on an experimental data using any of the available classification models. The source code and the training data (described in Section IV-A) are hosted on GitHub [17] under an MIT license.

SCAN supports nine different ML classifiers as well as a possibility to run them in a stacked manner. The classifiers included are the following:

- Random Forest Classifier
- XGBoost Classifier
- XGBoost Random Forest Classifier
- Multi-layer Perceptron classifier
- Decision Tree Classifier
- AdaBoost Classifier
- Gaussian Naive Bayes
- Quadratic Discriminant Analysis
- kNeighbors Classifier

All but the two XGBoost classifiers are implemented using the scikit-learn library [18]. XGBoostClassifier and XGBoostRandomForestClassifier come from the XGBoost library [19]. One notable difference between the two libraries is that, at the time of writing, only XGBoost offered GPU acceleration. All algorithms have been run with default parameters, one of the goals with this evaluation was to check if further hyperparameter tuning would be required.

Except from training and maintaining the classification models, the management interface offers a possibility to reduce the dimensionality of the input data by using Principal Component Analysis (PCA) and to request a k-fold cross validation.

In the classification interface the data is provided in the form of a comma-separated values (CSV) file. The output is another CSV file, where each input item is annotated with a predicted nanostructure shape and a corresponding probability (confidence) for each selected ML classifier. The interaction with the software is either through a command line or through a web interface.

We developed SCAN to meet expectations of a sustainable ML-based tool in scientific computation. During development, we aligned our work with contemporary discussions on the trending topic of MLOps, i.e., standardization and streamlining of ML life cycle management. In line with work on sustainable MLOps in scientific computing by Tamburri [20], we supported experiment tracking and explainability by connecting the service Neptune AI [21] to a continuous integration pipeline orchestrated by GitHub Actions. In practice, each pull request (e.g., modifying code, data, or hyperparameters) triggered a reevaluation of model performance and presented the results in an online dashboard.
IV. METHOD

This section first presents how we generated representative data using the SASView [22]. Second, we present how we trained and evaluated classification models.

A. Data Generation

As aforementioned, ideal scattering intensity is a result of the FT of the electron density distribution inside materials. Thus, SAXS data could be generated via theoretical simulation to meet requirements on large data sets. Here, we use sasmodel module from the SASView software [22], which has been used in previous work [5], [6]. Poisson error distribution has been added onto the generated data to take into account the photon counting event. We have chosen both geometric models and a statistic model to generate the training and test data. For the geometric model, eight common models for nano-objects in solutions were chosen, including sphere, sphere with fuzzy shell, ellipsoid with different aspect ratios, long and/or hollow cylinder, and flat disk. For statistical models, which are common for systems without defined shapes, three models were selected: Debye-Anderson-Brumberger (DAB) Model [23], Polymer Excluded Volume model [23] and Teubner-Strey model of microemulsions [25]. Furthermore, we added one mixture case consisting of certain sphere and cylinder with arbitrary weighted non-zero contribution to further challenge the classification process. In each model, the randomized model parameter, such as radius and length, as well as the polydisperse size and aspect ratio were introduced with the methods available via sasmodels and/or Numpy packages. All the data are generated as (x, y) curves with y as the scattering intensity and x as the scattering vector q (nm\(^{-1}\)), which is defined as \( q = \frac{4 \pi \sin(\theta)}{\lambda} \) with \( \theta \) as half of the scattering angle. The q range is chosen \([10^{-3} \text{nm}^{-1}, 3 \text{nm}^{-1}]\), covering the common SAXS probing range. Selected plots from each model are shown in Fig. 1. For each model, 3,000 curves were generated and both geometric and statistical model were fed into SCAN for training at the same time. All data are publicly available in the GitHub repository.

B. Modeling and Evaluation

The candidates for evaluation have been selected in the following way:

1) We have trained models for all nine individual classifiers supported by the SCAN tool. On top of that we have trained two stacked models
   • StackedAll – consisting off all individual classifiers
   • StackedTop5 – consisting of the five classifiers with the best individual performance

2) For every candidate classifier, we have considered the following inputs
   • all 500 measurement points
   • PCA set to explain 99% and 95% of variance (resulting in 40 and 10 PCA components, respectively)

In total we evaluate 33 candidate classification models. The stacked models are included in the study to investigate if combining multiple classifiers yields a better result that any single classifier. PCA is included for two reasons: it should reduce the training time and there are studies (e.g. [26]) that report potential positive impact of PCA on the model accuracy. The evaluation follows the same method as used in [6]. We perform 5-fold cross validation and, for each model, we report the mean accuracy together with the standard deviation. k-fold validation is a common method of evaluating classification models, and using the same split parameter as in [6] makes it possible to compare the results. Additionally, to visualize the results, we present confusion matrices for selected models.

V. RESULTS

Table I summarizes the accuracy numbers accompanied by standard deviation. Individually, XGBoost Classifier and Random Forest Classifier outperform other individual candidates. This holds true regardless if PCA has been applied. The stacked models offer even slightly better results, and the model based on the top 5 individual classifiers is performing at least as well as the one combining all.

![Fig. 1. Illustrations of simulated SAXS curves for each model.](Image)

### TABLE I

| ML Classifier          | All (Accuracy) | PCA99 (Accuracy) | PCA95 (Accuracy) |
|------------------------|----------------|------------------|------------------|
| XGBClassifier          | 0.959 (0.002)  | 0.935 (0.003)    | 0.901 (0.004)    |
| RandomForestClassifier | 0.958 (0.002)  | 0.916 (0.005)    | 0.893 (0.005)    |
| KNeighborsClassifier   | 0.897 (0.002)  | 0.900 (0.003)    | 0.882 (0.003)    |
| XGBRFClassifier        | 0.825 (0.005)  | 0.843 (0.004)    | 0.750 (0.004)    |
| MLPClassifier          | 0.750 (0.012)  | 0.766 (0.009)    | 0.740 (0.006)    |
| QuadraticDA            | 0.656 (0.007)  | 0.658 (0.007)    | 0.625 (0.005)    |
| DecisionTreeClassifier | 0.578 (0.021)  | 0.754 (0.005)    | 0.680 (0.005)    |
| GaussianNB             | 0.471 (0.005)  | 0.436 (0.001)    | 0.419 (0.003)    |
| AdaBoostClassifier     | 0.274 (0.007)  | 0.283 (0.021)    | 0.282 (0.026)    |
| StackedAll             | 0.973 (0.002)  | 0.948 (0.003)    | 0.925 (0.003)    |
| StackedTop5            | 0.972 (0.002)  | 0.948 (0.003)    | 0.942 (0.004)    |
(a) Random Forest Classifier

(b) XGBoost classifier

(c) Stacked - top five classifiers

Fig. 2. Confusion matrices for top performing models (all inputs).

for all the models. Table II presents the timings of the top 3 classifiers depicted in Fig. 2-4.

VI. DISCUSSION

We find our results encouraging. In (Table I) we can see that our classification models can reach the accuracy of over 97%.
A close analysis of the confusion matrices reveals that generally lower accuracy predictions are made for sphere, ellipsoidal and sphere-like models – this phenomenon is consistent across classifiers. We hoped to tackle this by stacking classifiers into an ensemble of diverse models. However, the only marginally better confusion matrices of stacked models confirmed that sphere-like model remains a challenging case. This finding is consistent with previous work [5], [6]. Some-what contradictory, sphere-like shapes is probably one of the most recognizable models in the SAXS textbook [27]. One explanation could be that spherical models easily resemble each other upon the common “sphere”-shape envelope profile and polydispersity of its radius. To better distinguish sphere-like models could certainly be a future topic in ML-assisted scattering analysis. In addition, as an attempt, we also introduced the “sphere + cylinder” class by summing cylinder models and sphere models in a certain ratio. As a result, the “sphere + cylinder” class obtains better prediction accuracy than the pure sphere-like class. This opens doors to identify the possible shape transition for many soft matter systems during in situ studies [28]. The mixing model is also an efficient method for data augmentation to expand the model selections.

We have also experimented with applying PCA. For the best performing classifiers, the PCA application consistently leads to slightly worse accuracy across all tested cases, but at the same time it speeds up the training process. Applying PCA does not change the list of most promising classification models, and their relative performance remains the same. Therefore, should the training time ever become an issue (e.g. extensive experimentation), one may consider using PCA, at least in the experimentation phase, to find the most suitable classification models.

As we considered the obtained accuracy adequate for the practical needs, we have not attempted any hyperparameter tuning in this study. This is an obvious candidate for further work, as it may possibly yield even better results.
VII. CONCLUSIONS

The purpose of this study was to investigate the applicability of ML to assist SAXS analysts in the task of model selection. In the course of the study, we have developed an open-source tool called SCAN that made it possible for us to create and evaluate eleven ML classifiers trained and evaluated on our scattering data. The tool also provides the classification interface that is meant to provide actual model recommendations to practitioners.

We have found that on our scattering data multiple ML methods provided satisfactory accuracy for 11 common SAXS models. Random Forest and XGBoost are the most promising classifiers, deeming the accuracy from 89% to as high as 95.9%, depending on whether the PCA has been applied. The highest accuracy of 97% has been obtained using stacked classifiers but at a cost of significantly longer training time. The accuracy achieved in this project should provide adequate support to SAXS analysts.

We believe that the tool is useful for both novice and experienced users. With some of the most common models in our training data, the SCAN tool can accelerate the model selection process already now. Furthermore, the training data can easily be expanded by including additional models from sasmodel and/or from labelled experimental data provided by users, making it easily adaptable to specific needs of individual analysts. At the same time the open source implementation makes it possible for anyone to contribute to the tool. The SCAN tool is created in such a way that it would be even possible to directly connect to an experimental setup to read the data file in real time. Thus, we conclude that the application of ML classifiers to the data generated by SAXS-measurements yields a route towards an accelerated handling of this complex class of data.
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