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Introduction.

Let $k$ be an arbitrary field and consider the path $k$-algebra $A$ of a finite quiver $Q$. A fundamental problem in the representation theory of associative algebras is to explicitly give, through collections of matrices, indecomposable finite dimensional $A$-representations. In general this is a difficult problem, which has stimulated the theory and that is far from finding a satisfactory answer. When $Q$ corresponds to a Dynkin diagram (with a fixed orientation of its arrows) Gabriel exhibited representations whose isomorphism classes are a complete list of indecomposable $A$-modules [4, 1972]. The problem was revisited by Ringel in 1998 [15]. For the extended Dynkin diagrams, main topic of this thesis, there are several partial results. In 1890, when solving a problem posed by Weierstrass, Kronecker classified what nowadays are called representations of the quiver with two arrows $\cdot \xrightarrow{k} \cdot$ (corresponding to the diagram $A_1$) whose path algebra is called Kronecker algebra. The four subspace problem, which can be interpreted in terms of a quiver on the diagram $D_4$, has been analyzed by Nazarova in 1967 [12], Gelfand and Ponomarev in 1972 [6], and Medina and Zavadskij in 2004 [11]. The case $\tilde{A}_n$ was described by Gabriel and Roiter in 1997 [5], who also gave an algorithm to determine regular representations of $\tilde{E}_6$ (for algebraically closed fields). This method can be easily adapted to any extended Dynkin diagram $\tilde{\Delta}$. The posprojective and preinjective representations of $\tilde{D}_n$ were given by Kussin and Meltzer in 2006 [9], as well as the series of rank three representations for $\tilde{E}_6$. Their method makes use of tilting theory and the explicit knowledge of some representations for the domestic canonical algebras (as defined by Ringel in [13]) given by Komoda, Kussin and Meltzer in [10] and [8]. With the same method Kedzierski and Meltzer described in 2011 the series of maximal rank (six) representations of $\tilde{E}_8$ [7].

Exceptional modules (indecomposable representations without self-extensions) have been studied from distinct perspectives and with different purposes. Exceptional sequences, noncrossing partitions, tilting theory and all the reduction processes in this work are examples where the exceptional modules play a main role. As is well known, the isomorphism classes of exceptional modules are determined by their dimension vectors. Moreover, Ringel has shown [15] that the exceptional representations can be given by matrices such that the number of nonzero coefficients is the minimal expected (tree modules). In that case one can guarantee that the matrices contain only coefficients 0 and 1.

One way to deal with the problem of finding quiver representations is to enlarge the algebraic context from which the representations are taken. With that in mind, and by the own importance of these topics, it has been considered representations of quivers with relations (Kussin and Meltzer and their
representations of canonical algebras), of partially ordered sets (from the work
initiated by Zavadskij), matrix problems (Nazarova) among others. As proposed
by Professor Bautista, advisor of this thesis, within the context of ditalgebras
the reduction by admissible modules (as developed by Bautista, Salmerón and
Zuazua in [3]) proves to be a practical tool to systematically give quiver repres-
sentations. Of particular interest, considering the historical background above,
is the case of extended Dynkin diagrams and their posprojective and preinjective
components. In response to this interest we establish the objectives of this work. Let \( A_0 \) be the path algebra of a Dynkin quiver and \( A \) the one-point
extension of \( A_0 \).

**Objectives.** To describe the restriction to \( A_0 \)-mod of indecomposable posprojective and preinjective \( A \)-modules in terms of their positions inside the Auslander-Reiten quiver. Furthermore, to determine certain reductions of the algebra \( A \) with respect to admissible \( A_0 \)-modules and to show how by means of the reduction functors one can explicitly construct series of exceptional \( A \)-modules.

In general terms, in chapter one we prove preliminar results in the context of ditalgebras and discuss some general aspects of the Auslander-Reiten theory. In chapter two we analyze two key elements in the construction of \( A \)-modules: the module category of the Kronecker algebra and the category of \( A_0 \)-modules. In chapters three and four we study one-point extensions, define and analyze the rank of an \( A \)-representation and construct exceptional \( A \)-modules starting from certain reduced representations of minor rank. In the appendix we give fundamental definitions and results from the theory of ditalgebras and their module categories, as presented by Bautista, Salmerón and Zuazua [3]. In what follows we give a detailed description by chapters.

**Chapter 1.** In section 1.1 we show some relations between integral bilinear forms and the module category of a (bi)quiver with differential. Some notions and results necessary for the rest of the work are established here.

In particular we define the Euler characteristic and extend the notion of Cartan matrix to the setting of positively graded algebras. This notion is compatible with the Euler characteristic (lemmas 1.3 and 1.4) and with the construction of the Coxeter matrix given by means of simple reflections (section 1.2). In sections 1.3 and 1.4 we present elementary tools for the construction of ditalgebras, such as regularization and reduction of an edge. Moreover, we generalize some known properties of exceptional modules to the context of ditalgebras (for instance, every exceptional module is a tree module, proposition 1.16). In section 1.6 we present some classical results of the Auslander-Reiten theory following Ringel [13]. In 1.7 we show definitions and results about translation quivers, sections and cosections. These are fundamental results for the proofs in section 3.4. Finally, in 1.8 we describe the posprojective and preinjective components in the Auslander-Reiten quiver of the category of quiver representations.

**Chapter 2.** We construct exceptional representations for the classical Kronecker algebra (section 2.1) and the first generalized case (section 2.2). Although these representations are well known (cf. Ringel [15] and [16]), we provide systematic proofs that illustrate the tools presented in the preliminars chapter. Moreover, the explicit knowledge of the Auslander-Reiten quiver of the classical
Kronecker algebra is essential for the construction of the extended category \( A\text{-}\text{mod} \). In section 2.3 we study the Auslander-Reiten quiver of \( A_0\text{-}\text{mod} \) following Ringel [13].

We show that the isomorphism class of an indecomposable module \( W_0 \) corresponding to the maximal positive root of the Dynkin diagram is a wing vertex in the (finite) Auslander-Reiten quiver of \( A_0\text{-}\text{mod} \). The wings of \( [W_0] \) (middle part in the figure above) separate the Auslander-Reiten quiver of \( A_0\text{-}\text{mod} \) (cf. lemma 2.12).

Chapter 3. The first step in the description of the category \( A\text{-}\text{mod} \) is to identify it with the category of subspaces \( U(A_0\text{-}\text{mod}, | - |) \) with respect to the functor

\[
| - | = \text{Hom}_{A_0}(R, -) : A_0\text{-}\text{mod} \rightarrow k\text{-}\text{mod},
\]

where \( R \) is the extension module of \( A = A_0[R] \) (section 3.1). In this way an \( A\)-module \( M = (M_0, M_\omega, \gamma_M) \) consists in an \( A_0\)-module \( M_0 \), a \( k \)-vector space \( M_\omega \) and a linear transformation \( \gamma_M : M_\omega \rightarrow |M_0| \). In proposition 3.6 we analyze reductions by admissible modules of one-point extensions. The lifting lemma (lemma 3.10) relates almost split sequences in the categories \( A_0\text{-}\text{mod} \) and \( A\text{-}\text{mod} \). One of our goals is to directly prove, without any knowledge of the regular components, that the liftings of the almost split sequences in \( \text{ConL}([W_0]) \) and \( \text{ConR}([W_0]) \) (see figure above) lie in the posprojective and preinjective components of \( A\text{-}\text{mod} \) respectively. This is shown in theorem 3.25.

In section 3.3 we give some functorial properties of the universal mappings and their liftings to \( A\text{-}\text{mod} \), used by Ringel [13] in the point (17) of his main theorem 3.4. In section 3.4 we exhibit (through the reduction process) the Kronecker subcategory contained in \( A\text{-}\text{mod} \) determined by the objects in \( A\text{-}\text{mod} \) whose restriction to \( A_0\text{-}\text{mod} \) is direct sum of copies of \( W_0 \). We also give answer to the first objective by means of the functors of section 3.3 (propositions 3.23 and 3.26, see also the table at the end of section 3.4). We finally use modules determined by the left side \( \text{ConL}_0([W_0]) \) and right side \( \text{ConR}_0([W_0]) \) of the wings of \( [W_0] \), to construct reduced ditalgebras \( A^X \) and \( A^Y \) of the extended Dynkin algebra \( A \) (section 3.5). Their interest lies in the fact that almost all isomorphism classes (up to a finite number) of posprojective and preinjective modules belong in the image of the reduction functors \( F^X \) and \( F^Y \) respectively (theorem 3.25). Moreover, the reduced tensor algebras \( A^X \) and \( A^Y \) depend only on the tubular type of \( A \), and their associated quadratic forms coincide \( q^X = q^Y \). At the end of section 3.5 we can find a list of positive roots of the reduced quadratic form and some corresponding exceptional representations.

Chapter 4. This last chapter is dedicated to the presentation of exceptional modules of extended Dynkin algebras through the reduction functors. Starting from the knowledge of the restriction to \( A_0\text{-}\text{mod} \) of an \( A\)-module \( M = (M_0, M_\omega, \gamma_M) \), we directly construct a coefficient quiver of \( M \) from the
coefficient quivers of the direct summands $Z_0$ of the restriction $M_0$ (depicted by $\bullet$, $\circ$, and $\ast$; the marked vertices correspond to a basis of the $k$-vector space $\text{Hom}_{A_0}(R, Z_0)$, which has dimension two when $Z_0 \cong W_0$ and one in all other cases) and the matrices corresponding to the transformation $\gamma_{M_0}$. The matrices which conform $\gamma_M$ are stored in the reduced representation $\tilde{M}$ (that is, $\tilde{M}$ is a representation of the reduced ditalgebra $A^\gamma$ such that $F^Y(\tilde{M}) \cong M$). For instance, in the following figure we show the coefficient quiver $C(\tilde{M})$ of a reduced $A^\gamma$-representation $\tilde{M}$ (left). Since the restriction of $\tilde{M} = F^Y(\tilde{M})$ to $A_0$-mod has the form $Y \otimes \tilde{M}$, the coefficient quiver of $\tilde{M}$ can be obtained by substituting in $C(\tilde{M})$ the coefficient quivers chosen for the direct summands of the reduction $A_0$-module $Y$ (right).

The arrows that cross the dotted line correspond to the matrices of the transformation $\gamma_M$. Deleting these arrows we obtain, on the left side, six isolated vertices (corresponding to the coefficient quiver of a module over a semi-simple algebra $S$), and on the right side, the coefficient quivers of the restriction $M_0$.

Observe that the reduced representations $\tilde{M}$ contain a preinjective Kronecker module (in the example shown, with dimension vector $(4,5)$). Corresponding coefficient quivers for dimension vectors of the form $(\ell, \ell + 1)$ produce a series of (rank one) indecomposable preinjective $A$-modules. In section 4.1 we show the case $A_n$ for an arbitrary (noncyclic) ordering of its arrows (compare with theorem 11.1 of Gabriel and Roiter [5]). In section 4.2 we analize the case $D_n$ for a particular ordering of its arrows (the one used by Kussin and Meltzer in [9]), while in section 4.3 we exhibit the reduced ditalgebras for the cases $E_m$ ($m = 6, 7, 8$).
Chapter 1  

Preliminaries.

The general setting of this work are differential tensor algebras, as developed by Bautista, Salmerón and Zuazua in [3]. In this chapter we establish some preliminar results. All topics in the following sections are known at least in the classical case. Definitions and results of the theory of differential tensor algebras and their representations can be found in the appendix.

1.1 Quivers and algebras.

The basic combinatorial structure of this thesis is the oriented graph with two kinds of arrows, or biquiver, which will be called simply quiver. A quiver $Q = (Q_0, Q_1, s, t, |·|)$ consists of two sets, one of vertices $Q_0$ and other of arrows $Q_1$, together with functions $s, t : Q_1 \to Q_0$ called source and target respectively, and a degree function $|·| : Q_1 \to \{0, 1\}$. A morphism $f$ between quivers $Q$ and $Q'$ consists of functions $f_0 : Q_0 \to Q'_0$ and $f_1 : Q_1 \to Q'_1$ which commute with the source and target functions and which preserve degrees. We will usually give a quiver in graphical form with a solid arrow $s(\alpha) \rightarrow t(\alpha)$ for each $\alpha \in Q_1$ with $|\alpha| = 0$ and a dotted arrow $s(\alpha) \rightarrow t(\alpha)$ if $|\alpha| = 1$. A quiver with all its arrow having zero degree is called solid quiver. A quiver is finite if $Q_0$ and $Q_1$ are finite sets. The direct successors of a vertex $i$ is the set of vertices $j$ for which there exists an arrow from $i$ to $j$. Its direct predecessors $j$ are those vertices for which there exists an arrow from $j$ to $i$. A tree is a quiver with no cycles. We will say that a quiver is regular if it does not contain subquivers of the following types

\[
\begin{array}{c}
\bullet \longrightarrow \bullet \\
\bullet \rightarrow \bullet \downarrow \bullet
\end{array}
\]

An ordering of the set of vertices $Q_0 = \{1, \ldots, n\}$ will be admissible if for any arrow $\alpha$ the inequality $s(\alpha) > t(\alpha)$ holds. Clearly every tree has an admissible ordering of its vertices. We associate to each quiver $Q$ two algebraic structures, a $k$-algebra $kQ$ (for an arbitrary field $k$) and an integral bilinear form $\langle \cdot, \cdot \rangle_Q$.

A fundamental result in the representation theory of associative algebras states that the module category of $kQ$ is controled by the bilinear form of $Q$ (see for example [13]). The following is a short survey of this relation.
Assume now that \( Q \) is a regular finite quiver. The case \( m \sum \) dotted loops in \( Q \) is similar. Hence we can take again a bijection \( M \). Clearly every integral square matrix \( M \) is the incidence matrix of a quiver, specifically, \( M = M_{Q(M)} \).

**Lemma 1.1** If \( Q \) is a regular finite quiver then \( Q \cong Q(M) \).

**Proof.** By construction of \( Q(M_Q) \) there is a bijection between vertices

\[
f_0 : Q(M_Q)_0 \to Q_0.
\]

We give by cases a bijection \( f_1 \) between the sets of arrows of \( Q(M_Q) \) and \( Q \) corresponding to the entry \( m_{ij} \) of the matrix \( M_Q \).

Case \( i \neq j \). Assume that \( m_{ij} > 0 \), so there are \( m_{ij} \) dotted arrows in \( Q(M_Q) \) form \( i \) to \( j \). Since \( Q \) is regular and \( m_{ij} = -\sum_{\alpha: i \to j} (-1)^{|\alpha|}, \) there are exactly \( m_{ij} \) arrows from \( i \) to \( j \) in \( Q \), all of them dotted. The case \( m_{ij} < 0 \) is similar. Hence we can take a bijection \( f_{ij} \) between the arrows in \( Q(M_Q) \) from \( i \) to \( j \) and the arrows in \( Q \) from \( i \) to \( j \).

Case \( i = j \). Assume now that \( i = j \) and that \( m_{ij} > 1 \). Then there are \( m_{ii} - 1 \) dotted loops in \( Q(M_Q) \) over the vertex \( i \). Since \( Q \) is regular and \( m_{ii} = 1 - \sum_{\alpha: i \to i} (-1)^{|\alpha|}, \) there are exactly \( m_{ii} \) loops over \( i \) in the quiver \( Q \), all of them dotted. The case \( m_{ii} < 1 \) is similar. Hence we can take again a bijection \( f_{ii} \) between the loops in \( Q(M_Q) \) in the vertex \( i \) and the loops in \( Q \) over \( i \).

This completes the proof since there are no more arrows in \( Q(M_Q) \). \( \square \)

The integral bilinear form associated to an \( n \) by \( n \) matrix,

\[
(\cdot, \cdot)_M : \mathbb{Z}^n \times \mathbb{Z}^n \to \mathbb{Z},
\]
is given by \( (x, y) = x^t M y \). The matrix associated to a integral bilinear form has as coefficients the values \( m_{ij} = \langle e_i, e_j \rangle \) for \( i, j = 1, \ldots, n \), where \( e_1, \ldots, e_n \) is the canonical basis in \( \mathbb{Z}^n \). It is clear that all integral bilinear forms are determined by their associated matrices (relation \( \gamma \) in the figure). Their symmetrization is \((x, y) = (1/2)(\langle x, y \rangle + \langle y, x \rangle)\) and the associated quadratic form is \( q(x) = \langle x, x \rangle \). An integral vector \( x \) such that \( q(x) = 1 \) is called root of \( q \). A vector is positive whenever it is not zero and all its entries are nonnegative.

Let \( k \) be an arbitrary field. All graded algebras \( T = \bigoplus T_i \), to be considered are freely generated by \( A = T_0 \) and \( V = T_1 \) (definition A.1 in the appendix). Then \( T \) is isomorphic to the tensorial algebra \( T_A(V) \) (we will usually identify \( T \) with \( T_A(V) \)). We will also require that \( A \cong T_R(W_0) \) and that \( V \cong A \otimes_R W_1 \otimes_R A \) (that is, \((R, W_0 \oplus W_1)\) is a layer of \( T \), see definition A.7) for some trivial \( k \)-algebra \( R \) (finite product of copies of the field) and some finitely generated \( R-R \)-bimodules \( W_0 \) and \( W_1 \) with central action of the field. Such algebras will be called elementary. Let \( \{e_1, \ldots, e_n\} \) be the set of orthogonal primitive central idempotents of \( R \). An element \( w \) of an \( R-R \)-bimodule \( W \) is called legible if there exist \( e_i, e_j \) such that \( w = e_jw e_i \). An \( R-R \)-bimodule \( W \) can be considered as a left \( \Lambda^{op} \otimes_R \) module, and since this is a semi-simple algebra, \( W \) has a finite dual basis of legible elements. The quiver \( Q(T) \) associated to a basis of legible elements \( \{z\}_{z \in I} \) of the bimodules in the layer \((R, W_0 \oplus W_1)\) has as vertices the set of idempotents \( Q(T)_0 = \{e_i\}_{i=1}^n \). The set of arrows \( Q(T)_1 \) is the basis \( \{z\}_{z \in I} \). The source and target of an arrow \( z = e_jze_i \) are the vertices \( e_i \) and \( e_j \) respectively. The degree of an arrow corresponds to the degree of \( W_0 \) or \( W_1 \).

A path from \( i \) to \( j \) in a finite quiver \( Q \) is an ordered set of arrows \( \gamma = \{\alpha_1, \ldots, \alpha_r\} \) such that \( s(\alpha_1) = i \), \( l(\alpha_r) = j \) and \( l(\alpha_\ell) = s(\alpha_{\ell+1}) \) for \( \ell = 1, \ldots, r-1 \). The degree of a path \( \gamma \) is given by \( |\gamma| = \sum |\alpha_\ell| \). We will use the notation \( \gamma = \alpha_1\alpha_{r-1}\ldots\alpha_2\alpha_1 \). The idempotents \( e_i \) will be considered as trivial paths. The \textbf{path algebra} \( kQ \) of a finite quiver \( Q \) is the \( k \)-vector space with basis the paths of \( Q \) and product given by concatenation. Observe that the subspace \( R \) of \( kQ \) generated by the trivial paths is a trivial subalgebra of \( kQ \). Denote by \( W_i \) the subspace of \( kQ \) generated by the arrows of degree \( i \) \((i \in \{0, 1\}) \). Then \( W_i \) is a finitely generated \( R-R \)-bimodule with central action of the field and \( kQ \) is freely generated by \((R, W_0 \oplus W_1)\), so that we identify \( kQ \) with the tensorial algebra \( T_R(W_0 \oplus W_1) \). Clearly \( T \cong k(Q(T)) \) and \( Q = Q(kQ) \) (relation \( \beta \) in the figure) and the path algebra of a finite quiver \( Q \) in finite dimensional over the field \( k \) if and only if \( Q \) has no closed paths or \textbf{oriented cycles}.

A \textbf{differential tensor algebra} or \textbf{ditalgebra} \((T, \delta)\) consists of a graded algebra \( T = \bigoplus T_i \) which is freely generated by \((T_0, T_1)\) and a differential \( \delta : T \to T \), that is, a \( k \)-linear transformation with \( \delta^2 = 0 \) such that \( \delta(T_i) \subset T_{i+1} \) and that satisfies the Leibniz rule:

\[
\delta(ab) = \delta(a)b + (-1)^{|a|}a\delta(b),
\]

for all homogeneous elements \( a, b \) in \( T \). The \textbf{category of finite dimensional \((T, \delta)\)-modules} \((T, \delta)\)-mod is defined in the following way. Objects are given by finite dimensional \( T_0 \)-modules. The group of morphisms \( \text{Hom}_{(T, \delta)}(M, N) \) between modules \( M \) and \( N \) is identified with the kernel of the following map
(see definition A.5 in the appendix)

\[ \text{Hom}_R(M, N) \oplus \text{Hom}_R(W_1, \text{Hom}_k(M, N)) \xrightarrow{\sigma} \text{Hom}_R(W_0 \otimes_R M, N) \]  

\[ (f^0, f^1) \mapsto \begin{bmatrix} w \otimes m \mapsto w f^0(m) \\ -f^0(wm) - \hat{f}^1(\delta(w))(m) \end{bmatrix}, \]

where \( \hat{f}^1 \) corresponds to \( f^1 \) under the isomorphism

\[ \text{Hom}_R(W_1, \text{Hom}_k(M, N)) \cong \text{Hom}_{T_0, T_0}(T_1, \text{Hom}_k(M, N)), \]

(cf. lemma A.8). We say that a differential is triangular on solid arrows if there exists an ordering of these arrows in such a way that the differential of a solid arrow \( \alpha \) involves only solid arrows strictly smaller than \( \alpha \). In a similar way one can define triangularity in dotted arrows and we say that a differential is triangular if it is triangular in both solid and dotted arrows (compare with definition A.9). A \( (T, \delta) \)-module \( M \) is indecomposable if whenever \( M = M_1 \oplus M_2 \) then one (and only one) of the representations \( M_1 \) or \( M_2 \) is zero. Denote by \( \text{ind}(T, \delta) \) the set of isomorphism classes of indecomposable \( (T, \delta) \)-modules. If the differential \( \delta \) is triangular, then \( (T, \delta) \)-mod is a Krull-Schmidt category (that is, an additive \( k \)-category such that the ring of endomorphisms of every indecomposable module is local, cf. section 2.2 in Ringel [13] and definition 5.10 and theorem 5.13 in Bautista, Salmerón and Zuazua [3]). A full subcategory of a Krull-Schmidt category \( K \) that is closed under isomorphisms, direct sums and direct summands is called an object class in \( K \).

The category \( (T, \delta) \)-mod has an exact structure \( E \) [3, definition 6.3] as described as follows. For two \( (T, \delta) \)-modules \( M \) and \( N \) one defines the collection \( E(M, N) \) of pairs of morphisms \( (f, g) \) that can be composed \( N \xrightarrow{f} E \xrightarrow{g} M \), such that \( gf = 0 \) and the exact sequence of \( R \)-modules

\[ 0 \longrightarrow N \xrightarrow{f^0} E \xrightarrow{g^0} M \longrightarrow 0, \]

splits. Define the relation \((f, g) \sim (f', g')\) in \( E(N, M) \) whenever there exists an isomorphism \( h : E \rightarrow E' \) such that the following diagram is commutative

\[ \begin{array}{ccc}
N & \xrightarrow{f} & E \\
\downarrow \cong & & \downarrow \cong \\
N & \xrightarrow{f'} & E'
\end{array} \]

\[ \begin{array}{ccc}
E & \xrightarrow{g} & M \\
\downarrow h & & \downarrow h \\
E' & \xrightarrow{g'} & M
\end{array} \]

Let \( \text{Ext}^1_{(T, \delta)}(M, N) = E(M, N) / \sim \) be the group of extensions from \( M \) to \( N \). Then \( \text{Ext}^1_{(T, \delta)}(M, N) \) is isomorphic to the cokernel of the transformation \( \sigma \) (lemma A.13 in the appendix).

We say that a \( (T, \delta) \)-module \( M \) is rigid if \( \text{Ext}^1_{(T, \delta)}(M, M) = 0 \). An indecomposable rigid module is called exceptional. In some case the tensorial algebra \( T \) can be recovered from the category \( (T, \delta) \)-mod (relation \( \varepsilon \) in the figure) as
shown in the following lemma. For each vertex \( i \) denote by \( S(i) \) the simple \( T_0 \)-module of vertex \( i \). Clearly \( S(i) \) is still a simple module when considered as a \((T, \delta)\)-module.

**Lemma 1.2** If \((T, \delta)\) is a ditalgebra whose differential satisfies

\[
\delta(W_0) \subseteq \bigoplus_{m \geq 2} (W_0 \oplus W_1)^\otimes m
\]

then

\[
\text{Ext}^1_{(T, \delta)}(S(i), S(j)) \cong e_j W_0 e_i,
\]

\[
\text{Hom}_{(T, \delta)}(S(i), S(j)) \cong \begin{cases} 
  e_j W_1 e_i, & \text{if } i \neq j, \\
  k \oplus e_j W_1 e_i, & \text{if } i = j.
\end{cases}
\]

**Proof.** Since the actions of \( W_0 \) in the simple modules \( M = S(i) \) and \( N = S(j) \) are null, the transformation \( \sigma \) given in (1.1) has the form

\[
\text{Hom}_R(S(i), S(j)) \xrightarrow{\sigma} \text{Hom}_R(W_0 \otimes_R S(i), S(j))
\]

\[
(f^0, f^1) \mapsto [w \otimes m \mapsto -f^1(\delta(w))(m)].
\]

By hypothesis and definition of \( \hat{f}^1 \) (see lemma A.8 in the appendix) we have that \( \hat{f}^1(\delta(w))(m) \) is zero for all \( m \in M \), again because \( M \) is simple. Then \( \sigma \) is the zero transformation and hence its kernel and cokernel coincide with its domain and codomain respectively. On the other hand it is clear that \( \text{Hom}_R(W_0 \otimes_R S(i), S(j)) \cong e_j W_0 e_i \) and that \( \text{Hom}_R(W_1, \text{Hom}_k(S(i), S(j))) \cong e_j W_1 e_i \). Then \( \text{Ext}^1_{(T, \delta)}(S(i), S(j)) \cong e_j W_0 e_i \) and

\[
\text{Hom}_{(T, \delta)}(S(i), S(j)) \cong \text{Hom}_R(S(i), S(j)) \oplus e_j W_1 e_i.
\]

The claim is now evident since

\[
\text{Hom}_R(S(i), S(j)) \cong \begin{cases} 
  0, & \text{if } i \neq j, \\
  k, & \text{if } i = j.
\end{cases}
\]

\( \square \)

Let \( Q \) be a finite quiver. We are mainly interested in ditalgebras of the form \((kQ, \delta)\). In this case one asks that \( \delta(R) = 0 \) where \( R \) in the subalgebra of \( kQ \) generated by trivial paths. A \((kQ, \delta)\)-module \( M \) is determined by the vector spaces \( M_i = e_i M \) for each \( i \in Q_0 \) and the linear transformations

\[
M_\alpha: \begin{array}{c}
M_i \\
m
\end{array} \longrightarrow \begin{array}{c}
M_j \\
\alpha m = e_j \alpha e_i m
\end{array}
\]

for each solid arrow \( \alpha : i \to j \). In what follows we identify a \((kQ, \delta)\)-module \( M \) with the representation \((M_i; M_\alpha)_{|\alpha| = 0}^{i \in Q_0} \).
For a finite dimensional graded $k$-algebra $T = \bigoplus_m T_m$ with orthogonal primitive idempotents $\{e_i\}_{i=1}^n$ define the Cartan matrix as the square matrix $C_T$ with coefficients the integers $m_{ji} = \dim Gr_k(e_j Te_i)$, where

$$\dim Gr_k(e_j Te_i) = \sum_m (-1)^m \dim_k(e_j T_m e_i).$$

If $T$ is the path algebra of a finite quiver $Q$ with no oriented cycles, then the coefficients of $C_T = (m_{ji})$ are given by

$$m_{ji} = \dim Gr_k(e_j Te_i) = \sum (-1)^{|\gamma|},$$

where the sum is taken over all paths $\gamma$ in $Q$ with source $i$ and target $j$.

**Lemma 1.3** If $Q$ is a finite quiver with an admissible ordering of its vertices, then

$$Id = M_Q C_{kQ}.$$  

**Proof.** Let $i$ be an arbitrary vertex in $Q$ and $i_1, \ldots, i_r$ its direct predecessors (since the ordering is admissible, $i_j > i$ for each $j$). Denote by $r_i$ the $i$-th row of $M_Q$. Then $r_i$ has a 1 in the position $i$ and the integer $a_j - b_j$ in the place $ij$, where $a_j$ is the number of dotted arrows from $ij$ to $i$ and $b_j$ is the number of solid arrows from $ij$ to $i (j = 1, \ldots, r)$. All other entries in $r_i$ are zero. Let $c_\ell$ be the $\ell$-th column in $C_{kQ}$. Hence the product $r_i c_\ell$ has the form

$$r_i c_\ell = \dim Gr_k[e_i (kQ)e_\ell] + \sum_{j=1}^r (a_j - b_j) \dim Gr_k[e_j (kQ)e_\ell].$$

If $i \geq \ell$ then $e_i (kQ)e_\ell = 0$ for each $j$, and

$$r_i c_\ell = \begin{cases} 0, & \text{if } i > \ell, \\ 1, & \text{if } i = \ell. \end{cases}$$

Assume that $i < \ell$ and that there are $t_j$ paths from $\ell$ to $i_j$, say $\gamma_1^j, \ldots, \gamma_t^j$. Observe that for an arrow $\alpha : i_j \to i$ one has either $|\alpha \gamma_u^j| = |\gamma_u^j|$ or $|\alpha \gamma_u^j| = |\gamma_u^j| + 1$, depending if $\alpha$ is solid or dotted respectively. Hence

$$\dim Gr_k[e_i (kQ)e_\ell] = \sum_{j=1}^r \left( -a_j \sum_{u=1}^{t_j} (-1)^{|\gamma_u^j|} + b_j \sum_{u=1}^{t_j} (-1)^{|\gamma_u^j|} \right) =$$

$$= - \sum_{j=1}^r (a_j - b_j) \sum_{u=1}^{t_j} (-1)^{|\gamma_u^j|} =$$

$$= - \sum_{j=1}^r (a_j - b_j) \dim Gr_k[e_i (kQ)e_\ell].$$

Then $r_i c_\ell = 0$. This completes the proof for $r_i c_\ell = \delta_{i,\ell}$. \(\square\)

The dimension vector of a representation $M$ is the element of $\mathbb{Z}^Q$ given by $\dim M = (\dim_k M_i)_{i \in Q_0}$. The Euler characteristic of $(kQ, \delta)$-mod is given, for two $(kQ, \delta)$-modules $M$ and $N$, by the difference

$$\mathbb{E}(M, N) = \dim_k \text{Hom}_{(kQ, \delta)}(M, N) - \dim_k \text{Ext}_{(kQ, \delta)}^1(M, N).$$
The following expression of the bilinear form associated to the quiver $Q$ in terms of its arrows will be useful. For vectors $m = (m_i)$ and $n = (n_i)$ in $\mathbb{Z}^Q$ one has

\[
\langle m, n \rangle_Q = m^t M_Q n = \sum_{i,j \in Q_0} m_i n_j m_{ij} = \\
= \sum_{i \in Q_0} m_i n_i m_{ii} + \sum_{i,j \in Q_0, i \neq j} m_i n_j m_{ij} = \\
= \sum_{i \in Q_0} m_i n_i \left( 1 - \sum_{\alpha \in Q_1, |\alpha| = 1} (-1)^{|\alpha|} \right) + \sum_{i,j \in Q_0} m_i n_j \left( - \sum_{\alpha \in Q_1, |\alpha| = 1} (-1)^{|\alpha|} \right) = \\
= \sum_{i \in Q_0} m_i n_i - \sum_{\alpha \in Q_1, |\alpha| = 0} m_{s(\alpha)} n_{t(\alpha)} + \sum_{\gamma \in Q_1, |\gamma| = 1} m_{s(\gamma)} n_{t(\gamma)}.
\]

**Lemma 1.4** For any triangular differential $\delta$ of $kQ$, the Euler characteristic of $(kQ, \delta)$ coincides, through the dimension vector, with the bilinear form $\langle \cdot, \cdot \rangle_Q$ associated to the incidence matrix $M_Q$, that is,

\[
\langle \dim(M), \dim(N) \rangle_Q = \dim_k \text{Hom}_{(kQ, \delta)}(M, N) - \dim_k \text{Ext}^1_{(kQ, \delta)}(M, N).
\]

**Proof.** The transformation $\sigma$ given in (1.1) generates an exact sequence of the form

\[
0 \rightarrow \text{Hom}_{(kQ, \delta)}(M, N) \rightarrow \text{Hom}_R(M, N) \oplus \text{Hom}_R(W_1, \text{Hom}_k(M, N)) \rightarrow \\
\rightarrow \text{Hom}_R(W_0 \otimes_R M, N) \rightarrow \text{Ext}^1_{(kQ, \delta)}(M, N) \rightarrow 0,
\]

(cf. lemma [A.13] in the appendix). On the other hand, by the expression given above of the bilinear form in the vectors $m = \dim(M)$ and $n = \dim(N)$ one has

\[
\langle m, n \rangle_Q = \sum_{i \in Q_0} m_i n_i - \sum_{\alpha \in Q_1, |\alpha| = 0} m_{s(\alpha)} n_{t(\alpha)} + \sum_{\gamma \in Q_1, |\gamma| = 1} m_{s(\gamma)} n_{t(\gamma)}.
\]

Clearly $\dim_k \text{Hom}_R(M, N) = \sum_{i \in Q_0} m_i n_i$. Since

\[
\text{Hom}_R(W_0 \otimes_R M, N) \cong \bigoplus_{\alpha \in Q_1, |\alpha| = 0} \text{Hom}_k(M_{s(\alpha)}, N_{t(\alpha)}),
\]

we have that $\dim_k \text{Hom}_R(W_0 \otimes_R M, N) = \sum_{|\alpha| = 0} m_{s(\alpha)} n_{t(\alpha)}$. Moreover we have an isomorphism

\[
\text{Hom}_R(W_1, \text{Hom}_k(M, N)) \cong \bigoplus_{\gamma \in Q_1, |\gamma| = 1} \text{Hom}_k(M_{s(\gamma)}, N_{t(\gamma)})
\]

which implies that $\dim_k \text{Hom}_{R,R}(W_1, \text{Hom}_k(M, N)) = \sum_{|\gamma| = 1} m_{s(\gamma)} n_{t(\gamma)}$. \qed
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1.2 Reflections and Coxeter matrix.

Assume $Q$ is a finite quiver with an admissible ordering of its vertices. Then the Cartan matrix $C_{kQ}$ of $Q$ is an upper triangular matrix with only 1’s in the diagonal. In particular $Q$ has no loops and the canonical vectors $e_i$ are roots of the quadratic form $q_Q$ of the quiver $Q$.

The Coxeter matrix of $Q$ is given by

$$
\Phi_Q = -C_{kQ}^t C_{kQ}^{-1}.
$$

In this section we give an alternative expression for $\Phi_Q$ in terms of reflections. If $n = |Q_0|$ define the simple reflection $\sigma_i : \mathbb{Z}^n \to \mathbb{Z}^n$ as

$$
\sigma_i(x) = x - 2(x, e_i)e_i,
$$

where $(a, b) = (1/2)[(a, b) + (b, a)]$ is the symmetrization of the bilinear form associated to $Q$. Since $q_Q(e_i) = 1$ we have that $\sigma_i(e_i) = -e_i$ for $1 \leq i \leq n$. Thus, for any $x \in \mathbb{Z}^n$

$$
\sigma_i^2(x) = \sigma_i(x - 2(x, e_i)e_i) = [\sigma_i(x)] - 2(x, e_i)\sigma_i(e_i) = [x - 2(x, e_i)e_i] + 2(x, e_i)e_i = x,
$$

that is, $\sigma_i^2 = 1_{d_{\mathbb{Z}^n}}$. If we denote also by $\sigma_i$ the matrix corresponding to the transformation $\sigma_i$ respect to the canonical basis $\{e_i\}_{i=1}^n$, we want to prove that

$$
\Phi_Q = \sigma_n\sigma_{n-1}\cdots\sigma_2\sigma_1.
$$

For that purpose, define the vectors $p_{i,j}$ for $1 \leq i \leq j \leq n$ in the following way. Take first $p_{i,i} = e_i$ for $1 \leq i \leq n$ and for $1 \leq i < j \leq n$ take

$$
p_{i,j} = \sigma_i\sigma_{i+1}\cdots\sigma_{j-1}e_j.
$$

Observe that the $i$-th entry $x_i$ of the vector $x \in \mathbb{Z}^n$ can be obtained as the product $e_i^tx$. The next equality, which follows directly from the definition of $\sigma_{\ell}$, will be useful in the proof of the following lemma,

$$
e_{k,\ell}^ip_{i,j} = \begin{cases} 
\sum\text{paths } \gamma \text{ from } j \text{ to } k \ (-1)^{|\gamma|}, & \text{if } i \leq k \leq j, \\
0, & \text{otherwise}.
\end{cases}
$$

Lemma 1.5 If $1 \leq i \leq j \leq n$ then

$$
e_{k,\ell}^ip_{i,j} = \begin{cases} 
\sum\text{paths } \gamma \text{ from } j \text{ to } k \ (-1)^{|\gamma|}, & \text{if } i \leq k \leq j, \\
0, & \text{otherwise}.
\end{cases}
$$

Proof. From the equality (1.2) it is clear that if $k < i$ then

$$
e_{k,\ell}^ip_{i,j} = e_{k,\ell}^i\sigma_i(\sigma_{i+1}\cdots\sigma_{j-1}(e_j)) = e_{k,\ell}^i\sigma_{i+1}(\sigma_{i+2}\cdots\sigma_{j-1}(e_j)) = e_{k,\ell}^i\sigma_{i+2}(\sigma_{i+3}\cdots\sigma_{j-1}(e_j)) = \cdots = e_{k,\ell}^i\sigma_{j-1}(e_j) = e_{k,\ell}^je_j = 0,
$$

(1.3)
and in a similar way if $j < k$ than $e^j_k p_{i,j} = 0$. We restrict ourselves to the case $i \leq k \leq j$ and prove the result inductively over the difference $j - i$. When $i = j$ we have

$$e^i_i p_{i,i} = e^i_i e_i = 1 = \sum_{\text{paths } \gamma \text{ from } i \text{ to } i} (-1)^{|\gamma|},$$

since the only path from $i$ to $i$ is the trivial path, which has zero degree. This is the base case. Assume that the claim is valid for the vectors $p_{i,j}$ with $j' - i' \leq \ell$ and let $1 \leq i < j \leq n$ be integers with $j - i = \ell + 1$. Notice first that if $i < k \leq j$, using again the equality (1.2), then

$$e^k_k p_{i,j} = e^k_k \sigma_i (\sigma_{i+1} \cdots \sigma_{j-1} (e_j)) = \ldots = e^k_k \sigma_k (\sigma_{k+1} \cdots \sigma_{j-1} (e_j)) = e^k_k p_{i,k},$$

and since $j - k \leq \ell$, by induction hypothesis,

$$e^k_k p_{i,j} = e^k_k p_{i,k} = \sum_{\text{paths } \gamma \text{ from } j \text{ to } k} (-1)^{|\gamma|}.$$

Thus it is enough to analyze the case $k = i$. Since $e^i_i p_{i+1,i} = 0$ we have

$$e^i_i p_{i,j} = e^i_i \sigma_i (p_{i+1,j}) = e^i_i [p_{i+1,j} - 2(p_{i+1,j}, e_i) e_i] = -2(p_{i+1,j}, e_i) e_i = -\langle p_{i+1,j}, e_i \rangle + \langle e_i, p_{i+1,j} \rangle).$$

Since the ordering of the vertex set is admissible, $\langle e_i, e_m \rangle = 0$ if $i < m$. Then

$$\langle e_i, p_{i+1,j} \rangle = \langle e_i, \sum_{m=1}^n (e^m_m p_{i+1,j}) e_m \rangle = \sum_{m=1}^n e^m_m p_{i+1,j} \langle e_i, e_m \rangle = \sum_{m=1}^n e^m_m p_{i+1,j} \langle e_i, e_m \rangle = 0,$$

for by equality (1.3), $e^m_m p_{i+1,j} = 0$ for $m = 1, \ldots, i$. On the other hand, we recall

$$\langle p_{i+1,j}, e_i \rangle = \sum_{m=1}^n e^m_m M_{Q_i} e_i = \sum_{\text{arrows } \alpha \text{ from } m \text{ to } i} (-1)^{|\alpha|}.$$
Hence $e_i^tp_{i,j} = -\langle p_{i+1,j}, e_i \rangle + \langle e_i, p_{i+1,j} \rangle = \sum_{\text{paths } \gamma \text{ from } j \text{ to } i} (-1)^{|\gamma|}$, which completes the proof. □

Denote by $p_i$ the vector $p_{1,i}$, for $i = 1, \ldots, n$. The following corollary is direct consequence of the last result.

**Corollary 1.6** If $Q$ is a finite quiver with an admissible ordering of its vertices, then the Cartan matrix $C_{kQ}$ has as columns the vectors $p_1, \ldots, p_n$.

**Proof.** From the last lemma 1.5 the entries of the vector $p_i = p_{1,i}$ are given by

$$
(p_i)_k = e_k^tp_{1,i} = \sum_{\text{paths } \gamma \text{ from } i \text{ to } k} (-1)^{|\gamma|},
$$

where the sum is considered zero when the set of paths from $i$ to $k$ is empty (in particular when $k > i$). This is precisely the definition of the entry $(k, i)$ in the matrix $C_{kQ}$. □

In particular, if $Q$ has only solid arrows, then $p_i = \dim P(i)$ where $P(i) = kQe_i$ is the indecomposable projective $kQ$-module which is projective cover of the simple module of vertex $i$. In general, with dual arguments to the case $p_i$, it can be proved that

$$q_i = \sigma_n\sigma_{n-1}\cdots\sigma_{i+1}(e_i).$$

Observe that the set $p_1, \ldots, p_n$ is basis of the free group $\mathbb{Z}^n$. We show by induction that $\langle p_1, \ldots, p_i \rangle = \{e_1, \ldots, e_i\}$ for $1 \leq i \leq n$. The case $i = 1$ is clear for $p_1 = e_1$. Assume that

$$G = \langle p_1, \ldots, p_{i-1} \rangle = \{e_1, \ldots, e_{i-1}\}.$$

Notice that if $i = 1, \ldots, \ell - 1$ then $\sigma_i(G) \subset G$ and $\sigma_i(e_\ell) = e_\ell + a$ for some element $a \in G$. Hence

$$
p_\ell = \sigma_1\sigma_2\cdots\sigma_{\ell-1}(e_\ell) = \\
= \sigma_1\sigma_2\cdots\sigma_{\ell-2}(e_\ell + a_2) = \\
= \sigma_1\sigma_2\cdots\sigma_{\ell-3}(e_\ell + a_3) = \ldots = \\
= \sigma_1(e_\ell + a_{\ell-1}) = \\
= e_\ell + a_{\ell},
$$

for some elements $a_1, \ldots, a_{\ell}$ in $G$. Then $\langle p_1, \ldots, p_\ell \rangle = \{e_1, \ldots, e_\ell\}$ which completes the inductive step.

**Corollary 1.7** Let $Q$ be a finite quiver with an admissible ordering of its vertices. Denote by $\sigma_i$ the matrix corresponding to the transformation $\sigma_i$ respect to the canonical basis $\{e_i\}_{i=1}^n$. Then

$$\Phi_Q = -C_{kQ}^tC_{kQ}^{-1} = \sigma_n\sigma_{n-1}\cdots\sigma_2\sigma_1.$$
Proof. As shown above the matrix \( C_kQ \) satisfies \( C_kQ e_i = p_i \) and \( C_k^t Q e_i = q_i \), thus
\[
\Phi_kQ p_i = -C_k^t Q C_k^{-1} (C_k Q e_i) = -C_k^t Q e_i = -q_i.
\]
The same is valid for the composition \( \sigma_n \cdots \sigma_1 \), for since \( \sigma_i^2 = Id_{\mathbb{Z}^n} \) and \( \sigma_i(e_i) = -e_i \) we have
\[
\sigma_n \cdots \sigma_1 p_i = \sigma_n \cdots \sigma_1 (\sigma_1 \cdots \sigma_{i-1}(e_i)) = \sigma_n \cdots \sigma_{i+1} \sigma_i(e_i) = -\sigma_n \cdots \sigma_{i+1}(e_i) = -q_i.
\]
Since the set \( \{p_i\}_{i=1}^n \) is generator of \( \mathbb{Z}^n \), we conclude that the transformations \( \Phi_Q \) and \( \sigma_n \cdots \sigma_1 \) coincide. \( \square \)

**Lemma 1.8** Let \( Q \) be a finite quiver with an admissible ordering of its vertices. Let \((\cdot, \cdot)_Q\) be the symmetric bilinear form associated to \( Q \), and let \( \sigma_i \) be the simple reflection respecto to the vertex \( i \) and \( \Phi_Q \) the Coxeter matrix of \( Q \). For a vector \( x \in \mathbb{Z}^n \) the following are equivalent

a) \( \Phi_Q x = x \),

b) \( \sigma_i x = x \) for each \( i \in Q_0 \),

c) \( (x, y)_Q = 0 \) for each vector \( y \in \mathbb{Z}^n \).

**Proof.** Clearly (b) is equivalent to \( (x, e_i)_Q = 0 \) for all canonical vectors \( e_i \), which is equivalent to (c). It is also clear, by corollary 1.7, that (b) implies (a). Hence it is enough to show that (a) implies (b). First, since \( \Phi_Q x = x \), the first entry \( x_1 \) of the vector \( x \) \( (x_1 = e_1^t x) \) satisfies, because of the equality (1.2) above,
\[
e_1^t x = e_1^t \Phi_Q x = e_1^t \sigma_n \cdots \sigma_1(x) = e_1^t \sigma_1(x),
\]
thus \( \sigma_1 x = x \). Assume we have proved that \( \sigma_x = x \) for \( i = 1, \ldots, \ell - 1 \). Then
\[
e_i^t x = e_i^t \Phi_Q x = e_i^t \sigma_i \sigma_{i-1} \cdots \sigma_1 x = e_i^t \sigma_i x,
\]
and hence \( \sigma_i x = x \). This completes the proof. \( \square \)

### 1.3 Elementary reductions.

The following constructions over a ditalgebra \( A = (kQ, \delta) \), called elementary reductions, have been used in different contexts to give inductive proofs. Their associated reduction functors \( F^z \) \( (z \in \{c, r, d\}) \) are always full and faithful.

- **(c)** Change of basis, \( F^c : A^c\text{-mod} \rightarrow A\text{-mod} \).
- **(r)** Regularization, \( F^r : A^r\text{-mod} \rightarrow A\text{-mod} \).
- **(d)** Deletion of idempotents, \( F^d : A^d\text{-mod} \rightarrow A\text{-mod} \).
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The associated functors $F^\circ$ are induced by ditalgebra morphisms $\varphi^\circ : A \to A^\circ$, that is, graded algebra morphisms $\varphi : T \to T^\circ$ which commute with differentials

$$\varphi\delta_A = \delta_{A^\circ}\varphi.$$ 

Then $F^\circ$ is given by restriction of scalars \cite{3} lemma 2.4. Recall that a functor $F$ between additive $k$-categories $\mathcal{C}$ and $\mathcal{C}'$ with exact structures $\mathcal{E}$ and $\mathcal{E}'$ respectively is called exact functor if it determines a mapping from $\mathcal{E}$ to $\mathcal{E}'$ \cite{3} definition 6.3. Observe that functors induced by ditalgebra morphisms are exact.

**Lemma 1.9** Let $F : (\mathcal{C}, \mathcal{E}) \to (\mathcal{C}', \mathcal{E}')$ be an exact functor. Then for each pair of objects $M$, $N$ in $\mathcal{C}$, the functor $F$ induces a transformation

$$F^* : \text{Ext}_\mathcal{C}^1(M, N) \to \text{Ext}_{\mathcal{C}'}^1(F(M), F(N)).$$

If $F$ is full and faithful then $F^*$ is a monomorphism.

**Proof.** Consider exact pairs $e_1 = (f_1, g_1)$ and $e_2 = (f_2, g_2)$ in $\mathcal{E}$ which are equivalents $e_1 \sim e_2$, and the image of this equivalence under the functor $F$,

$$\begin{array}{ccc}
N & \xrightarrow{f_1} & E \\
\downarrow & & \downarrow h \\
N & \xrightarrow{f_2} & E'
\end{array} \quad \begin{array}{ccc}
M & \xrightarrow{g_1} & F(M) \\
\downarrow & & \downarrow F(h) \\
M & \xrightarrow{g_2} & F(M).
\end{array}$$

Since $F$ is exact and $F(h)$ is an isomorphism if $h$ is, we have that $F(e_1)$ is equivalent to $F(e_2)$ in the exact structure $\mathcal{E}'$. In this way $F$ induces a function in quotients

$$F^* : \text{Ext}_\mathcal{C}^1(M, N) \to \text{Ext}_{\mathcal{C}'}^1(F(M), F(N)).$$

Observe that $F^*$ is actually a vector space transformation, for $F$ commutes with the diagonal and codiagonal morphisms $\Delta$ and $\nabla$ in the definition of Baer sums (cf. \cite{3} proposition 6.11]).

Assume now that $F$ is full and faithful, and that $e = (f, g)$ is an exact pair such that $F^*([e]) = 0$,

$$\begin{array}{ccc}
N & \xrightarrow{f} & E \\
\downarrow & & \downarrow g \\
M & \xrightarrow{g} & M
\end{array}$$

$$\begin{array}{ccc}
F(N) & \xrightarrow{F(f)} & F(E) \\
\downarrow & & \downarrow F(g) \\
F(M).
\end{array}$$

Then $F(g)$ is a retraction in $\mathcal{C}'$, and hence there exists $h' : F(M) \to F(E)$ such that $F(g)h' = Id_{F(M)}$. Since $F$ is full there exists a morphism $h : M \to E$ such that $F(h) = h'$. Then

$$F(Id_M) = Id_{F(M)} = F(g)h' = F(g)F(h) = F(gh),$$

and since $F$ is faithful $gh = Id_M$. Thus $g$ is a retraction and $[e] = 0$, that is, $F^*$ is a monomorphism. □

We will say that an exact functor $F : (\mathcal{C}, \mathcal{E}) \to (\mathcal{C}', \mathcal{E}')$ is
rigid if for each pair of objects $M$ and $N$ in $C$ the induced morphism

$$F^* : \text{Ext}^1_C(M, N) \rightarrow \text{Ext}^1_C(FM, FN)$$

is an isomorphism.

Define the norm $||M||$ of an $A$-module $M$ as

$$||M|| = \sum_{\alpha \in Q_1} (\dim kM_s(\alpha))(\dim kM_t(\alpha)).$$

We are interested in how the reduction functors $F^z$ behave respect to dimension vectors, norms and extension groups.

**Change of basis.**

Let $Q$ be a finite quiver and let $(kQ, \delta)$ be a ditalgebra with triangular differential. Consider a set of arrows of degree one $\gamma_1, \ldots, \gamma_r$ with same source vertex and same target vertex, and such that $1 \leq i < j \leq r$ implies that $\gamma_i$ is smaller than $\gamma_j$ in the ordering of dotted arrows in which $\delta$ is triangular. Let $c_1, \ldots, c_r$ be nonzero scalars and let $Q^c$ be a copy of $Q$. Let $W$ and $W^c$ be the arrow bimodules of $Q$ and $Q^c$, and consider the functions $g_1 : Q_1 \rightarrow W^c$ and $\tilde{g}_1 : Q^c_1 \rightarrow W$ given by

$$g_1(\beta) = \begin{cases} \frac{1}{c_\beta} \left( \sum_{i=1}^{r-1} c_i \gamma_i^c \right), & \text{if } \beta \neq \gamma_r, \\ \beta, & \text{if } \beta = \gamma_r; \end{cases}$$

$$\tilde{g}_1(\beta^c) = \begin{cases} \frac{1}{c_\beta} \left( \sum_{i=1}^{r-1} c_i \gamma_i^c \right), & \text{if } \beta^c \neq \gamma_r^c, \\ \beta, & \text{if } \beta^c = \gamma_r^c. \end{cases}$$

Hence $g_1$ and $\tilde{g}_1$ can be extended to bimodule morphisms $W \xrightarrow{g_1} W^c$ which are inverse from each other. Let $R$ and $R^c$ be the trivial subalgebras of the path algebras $kQ$ and $kQ^c$. Denote by $g_0 : R \rightarrow R^c$ the isomorphism of algebras given by the correspondence of vertices in $Q$ and vertices in $Q^c$, and let $\tilde{g}_0$ be its inverse. Then the isomorphisms $g_0$ and $g_1$ can be extended to a tensor algebra isomorphism $g : T_R(W) \rightarrow T_{R^c}(W^c)$, with inverse given by the tensorial extension of the morphisms $\tilde{g}_0$ and $\tilde{g}_1$. Since we have identified the algebras $T_R(W)$ and $kQ$, we have an isomorphism

$$g : kQ \longrightarrow kQ^c,$$

with inverse $\tilde{g}$. Define $\delta^c = g\delta\tilde{g}$, which is clearly a differential. Give the same ordering in the arrows of $Q^c$ as that in $Q$. Since the functions $\tilde{g}_1$ and $g_1$ send an arrow $\beta$ to a linear combination of arrows smaller or equal to $\beta$, the differential $\delta^c$ is triangular in solid and dotted arrows. Then $(kQ^c, \delta^c)$ is a ditalgebra with triangular differential and $g : (kQ, \delta) \rightarrow (kQ^c, \delta^c)$ is an isomorphism. The functor it iduces is an equivalence of categories [3, lemma 2.4]

$$F^c : A^c\text{-mod} \rightarrow A\text{-mod}.$$
Notice that if $\alpha$ is a solid arrow in $Q$ with $\delta(\alpha) = \sum_{i=1}^{r} c_i \gamma_i$, then the corresponding $\alpha^e$ satisfies

$$\delta^e(\alpha^e) = g\delta^e(g(\alpha)) = g\sum_{i=1}^{r} c_i \gamma_i = g(\sum_{i=1}^{r} c_i \gamma_i) = \gamma_i .$$

The functor $F^e$ clearly preserves dimension vectors $\dim M = \dim F^e(M)$ and norms $||M|| = ||F^e(M)||$. Since $F^e$ is an exact functor, by lemma 1.9 it induces injections in extension groups $\text{Ext}^1_{A^e}(M, N) \to \text{Ext}^1_A(F^e(M), F^e(N))$. The same is valid for the induced functor of the inverse $g^{-1}$, hence we conclude that $F^e$ is a rigid functor.

Regularization.

Assume that $\alpha$ and $\gamma$ are arrows such that $\delta(\alpha) = \gamma$. The ditalgebra $A^e$ obtained by regularization of the arrows $\alpha$ and $\gamma$ is isomorphic to a ditalgebra of the form $(kQ^e, \delta^e)$ [3, lemma 23.18]. The quiver $Q^e$ is obtained removing from $Q$ the arrows $\alpha$ and $\gamma$. The associated ditalgebra morphism $\varphi : (kQ, \delta) \to (kQ^e, \delta^e)$ induces an equivalence of categories

$$F^e : A^e\text{-mod} \to A\text{-mod},$$

such that $||M|| \leq ||F^e(M)||$ [3, lemma 25.3]. Moreover, $\dim M = \dim F^e(M)$ and since $F^e$ is an exact functor, by lemma 1.9 it induces a surjection in extension groups $\text{Ext}^*_{A^e}(M, N) \to \text{Ext}^*_{A}(F^e(M), F^e(N))$. We show that it is surjective. If $F^e(N) \xrightarrow{u'} E' \xrightarrow{v'} F^e(M)$ is an exact pair, since $F^e$ is dense there is an $A^e$-module $E$ and an isomorphism $h : E' \to F^e(E)$. Then there exists an equivalence of exact pairs

$$
\begin{array}{ccc}
F^e(N) & \xrightarrow{u'} & E' & \xrightarrow{v'} & F^e(M) \\
\downarrow & & \downarrow h & & \downarrow \\
F^e(N) & \xrightarrow{u} & F^e(E) & \xrightarrow{v} & F^e(M).
\end{array}
$$

Since $F^e$ is full there exist $f : N \to E$ and $g : E \to M$ such that $F^e(f) = u$ and $F^e(g) = v$. Finally we verify that $N \xrightarrow{f} E \xrightarrow{g} M$ is an exact pair in $A^e$. On the one hand $gf = 0$, since $F^e(gf) = F^e(g)F^e(f) = vu = 0$ and $F^e$ is faithful. On the other hand, the sequence of $R^e$-modules given by restriction of scalars

$$
0 \xrightarrow{0} N \xrightarrow{f_0} E \xrightarrow{g_0} M \xrightarrow{0}
$$

is exact, since $F^e$ is given by restriction of scalars. Then $F^e$ is rigid.

Deletion of idempotents.

Consider a ditalgebra with triangular differential $(kQ, \delta)$ and let $Q^d$ be the full subquiver of $Q$ determined by a subset of vertices $Q_0^d \subset Q_0$. Then there exists a triangular differential $\delta^d$ in $kQ^d$ such that $(Q^d, \delta^d)$ is a ditalgebra [3, lemma 23.14] and the canonical projection

$$\varphi^d : A = (kQ, \delta) \to A^d = (kQ^d, \delta^d),$$

14
induces a full and faithful functor $F^d : A^d\text{-mod} \rightarrow A\text{-mod}$. An $A$-module $N$ is isomorphic to an object in the image of $F^d$ if and only if the support of $N$ is contained in $Q_0'$. Again by lemma [1.9] there are inclusions

$$\text{Ext}_{A^d}(M, N) \rightarrow \text{Ext}_{A}(F^d(M), F^d(N)),$$

for each pair of $A^d$-modules $M$ and $N$. If there is an exact pair

$$e = F^d(N) \xrightarrow{\mu'} E' \xrightarrow{\nu'} F^d(M),$$

then the support of $E'$ is contained in $Q'_0$, and hence there is an isomorphism $h : E' \rightarrow F^d(E)$ for some $A^d$-module $E$. Repeating the argument given in the regularization section, we have that the exact pair $e$ is equivalent to the image of an exact pair in the category $A^d$, and hence $F^d$ is rigid. Moreover, if $M$ is an $A^d$-module and we denote by $I_{Q_0}$ the matrix with $|Q_0|$ columns, $|Q_0|$ rows and coefficients given by

$$d_{ij} = \begin{cases} 1, & \text{if } i = j \in Q_0', \\ 0, & \text{otherwise,} \end{cases}$$

then $\dim F^d(M) = I_{Q_0} \dim M$ and $||M|| = ||F^d(M)||$ [2 lemma 25.4].

**Lemma 1.10** Let $Q$ be a finite quiver and $(kQ, \delta)$ a ditalgebra with triangular differential. Then there exists a subquiver $Q'$ of $Q$ with $Q_0' = Q_0$, a triangular differential $\delta'$ in $kQ'$ and a ditalgebra morphism

$$\varphi : A = (kQ, \delta) \longrightarrow A' = (kQ', \delta'),$$

such that the induced functor $F_\varphi : A'\text{-mod} \rightarrow A\text{-mod}$ is an equivalence of categories and the quiver $Q'$ has either no solid arrows or has at least one solid arrow $\alpha$ with $\delta'(\alpha) = 0$. Moreover, the functor $F_\varphi$ is rigid and for any $A'$-module $M$ we have $\dim M = \dim F_\varphi(M)$ and $||M|| \leq ||F_\varphi(M)||$.

**Proof.** We start with a ditalgebra $(kQ, \delta)$ which has solid arrows but none of them has zero differential. By triangularity the smallest solid arrow $\alpha_0$ satisfies $\delta(\alpha_0) = \sum_{i=0}^r e_i \gamma_i$ for some dotted arrows $\gamma_i$ and some nonzero scalars $e_i$. Through a change of bases if necessary we can assume that $r = 0$ and $c_0 = 1$.

Let $(kQ^1, \delta^1)$ be the regularization of the arrows $\alpha_0$ and $\gamma_0$ and let $\varphi^1 : (kQ, \delta) \rightarrow (kQ^1, \delta^1)$ be the associated morphism, composed with the change of basis morphism if performed. Then the induced functor $F_{\varphi^1} : (kQ^1, \delta^1)\text{-mod} \rightarrow (kQ, \delta)\text{-mod}$ is an equivalence of categories.

If $(kQ^1, \delta^1)$ has no solid arrows or has at least one solid arrow $\alpha$ with $\delta(\alpha) = 0$, we take $(kQ^1, \delta) = (kQ^1, \delta^1)$. On the contrary we repeat the initial argument in the ditalgebra $(kQ^1, \delta^1)$ to obtain $(kQ^2, \delta^2)$ and a morphism of ditalgebras $\varphi^2 : (kQ^1, \delta^1) \rightarrow (kQ^2, \delta^2)$ such that the induced functor $F_{\varphi^2}$ is an equivalence. Since $Q$ is a finite quiver, after a finite number of repetitions we end up with a ditalgebra $(kQ^\ell, \delta^\ell)$ which has no solid arrows or has at least one solid arrow with zero differential and a morphism of ditalgebras $\varphi = \varphi^\ell \circ \ldots \circ \varphi^1$ such that the induced functor $F_{\varphi}$ is an equivalence of categories. We take then $(Q', \delta') = (Q^\ell, \delta^\ell)$.

Now, the functors associated to the elementary reductions change of basis and regularization are rigid, preserve dimension vectors and do not decrease norm. Hence the same is true for the functors $F_{\varphi^1}, \ldots, F_{\varphi^\ell}$ and for their composition $F_{\varphi}$. $\square$
1.4 Reduction by admissible modules

The main tool of this work is a particular case of the reduction by admissible modules as developed by Bautista, Salmerón and Zuazua in [3, chapter 12]. Assume that $A$ is a finite dimensional $k$-algebra and let $P$ be its radical. Assume also that there exists a subalgebra $S$ of $A$ with $A = S \oplus P$ as $S$-$S$-bimodules. Then we say that $A$ splits over its radical (see definition A.16).

Let $Q$ be a finite quiver and let $A = (kQ, \delta)$ be a ditalgebra with triangular differential. Assume moreover that $Q_1'$ is a subset of solid arrows in $Q$ with zero differential and denote by $B$ the subalgebra of $kQ$ generated by the trivial paths $e_1, \ldots, e_n$ and the arrows in $Q_1'$. Let $X$ be a finite dimensional left $B$-module and consider its opposed endomorphism algebra $\Gamma = \text{End}_B(X)^\text{op}$. We will say that $X$ is an admissible $B$-module whenever $\Gamma$ splits over its radical $\Gamma = S \oplus P$. In this work we will also assume that $S$ is a trivial $k$-algebra (cf. definitions A.18 and A.19). Denote by $M^* = \text{Hom}_S(M_S, S_S)$ the right $S$-dual of a right $S$-module $M_S$. The reduction of $A$ by the admissible $B$-module $X$ is given by $\mathcal{A}^X = (\langle kQ \rangle^X, \delta^X)$, where $\langle kQ \rangle^X$ is the tensor algebra

$$T_S(X^* \otimes_R W^* \otimes_R X \oplus P^*),$$

and $W^*$ is the arrow bimodule determined by the complement $Q_2'$ in $Q_1$ (definition A.20). The differential $\delta^X$ is described in [3, lemma 12.9] (cf. lemmas A.21 and A.22 in the appendix). The elements in $P^*$ have degree one, while those in $X^* \otimes W^* \otimes X$ get their degree from $Q$. The associated reduction functor $F^X$,

$$(\langle kQ \rangle^X, \delta^X)\text{-mod} \xrightarrow{F^X} (kQ, \delta)\text{-mod},$$

is described in the proposition A.23. Lemma 13.3 and proposition 13.5 in [3] state that, when $X$ is a finite dimensional admissible module, the functor $F^X$ is full and faithful (A.25 and A.26 in the appendix). Moreover, for any pair of $\mathcal{A}^X$-modules $M$ and $N$, the functor $F^X$ induces an exact sequence in extension groups (see A.28).

$$0 \to \text{Ext}^1_{\mathcal{A}^X}(M, N) \to \text{Ext}^1_A(F^X(M), F^X(N)) \to \text{Ext}^1_B(F^X(M), F^X(N)) \to 0.$$

**Lemma 1.11** Let $Q$ be a finite quiver, $A = (kQ, \delta)$ a ditalgebra with triangular differential and $B$ a subalgebra of $kQ$ as above. Let $X$ be a rigid admissible $B$-module with indecomposable decomposition of nonisomorphic modules $X = X_1 \oplus \ldots \oplus X_r$, such that $\text{End}_B(X_i) \cong k$ for any $i$. Let $T$ be the matrix whose columns are given by the dimension vectors $\text{dim}_X$, and let $Q^r$ be the quiver corresponding to the integral matrix $T^\text{dim}M_Q$. Then $\text{dim}F^X(M) = T\text{dim}M$ and the Euler characteristic of $\mathcal{A}^X$ coincides, through the dimension vector, with the bilinear form associated to the quiver $Q^r$. Moreover, if the quiver $Q(\langle kQ \rangle^X)$ associated to the graded tensor algebra

$$\langle kQ \rangle^X = T_S(X^* \otimes W^* \otimes X \oplus P^*)$$

is regular, then it is isomorphic to $Q^r$, and hence there is an isomorphism of tensor algebras $\langle kQ \rangle^X \cong kQ^r$. 
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Proof. We show first that \( \text{dim}^{F^X}(M) = T \dim M \). Observe that \( \text{dim}^{F^X}(M) \) coincides with the dimension vector of the \( B \)-module \( X \otimes_S M \). So if \( M \) is a simple module \( S(j) \) then we have

\[
\text{dim}^{F^X}(S(j)) = \text{dim} X \otimes_S S(j) = \text{dim} \left( \bigoplus_{i=1}^{r} X_i \right) \otimes S(j) = \dim X_j = T \dim S(j),
\]

for \( \text{dim} S(j) \) is the canonical vector \( e_j \). In general, since any right \( S \)-module \( M \) has the form \( M \cong \bigoplus_{i=1}^{n} m_i S(i) \) for some nonnegative integers \( m_i \), we notice that

\[
\text{dim}^{F^X}(M) = \dim X \otimes_S \left( \bigoplus_{i=1}^{n} m_i S(i) \right) = \sum_{i=1}^{n} m_i \dim X \otimes_S S(i) = \sum_{i=1}^{n} m_i \dim S(i) = T \dim M.
\]

Since \( F^X \) is full and faithful and induces an isomorphism in extension groups \( (X \text{ is rigid and } \text{Ext}^1_B(F^X(M), F^X(N)) = 0) \), using lemma 1.4 we have the following equalities

\[
\dim \text{Hom}_{A^X}(M, N) - \dim \text{Ext}_{A^X}(M, N) = \dim \text{Hom}_A(F^X(M), F^X(N)) - \dim \text{Ext}_A(F^X(M), F^X(N)) = \dim^{F^X}(M), \dim^{F^X}(N) \}_Q = (T \dim M, T \dim N)_Q = (\dim M)^T T^* M Q T (\dim N)_Q = (\dim M, \dim N)_Q^*.
\]

This shows that the Euler characteristic of \( A^X \) corresponds to the bilinear form \( \langle \cdot, \cdot \rangle_Q^* \), that is, \( M_Q((kQ)^X) = T^*MQT \). If the quiver associated to \( (kQ)^X \) is regular, by lemma 1.1 we have that \( Q(M_Q((kQ)^X)) \cong Q((kQ)^X) \). Thus

\[
Q^X = Q(T^*MQT) = Q(M_Q((kQ)^X)) \cong Q((kQ)^X).
\]

Using the isomorphism \( kQ(A) \cong A \) for an elementary tensor algebra \( A \) we have

\[
kQ^X \cong kQ((kQ)^X) \cong (kQ)^X,
\]

which completes the proof.

In general, if the quiver \( Q((kQ)^X) \) is not regular then the tensor algebras \( kQ^X \) and \( (kQ)^X \) are not isomorphic. Examples of this can be found in the proofs of lemmas 2.3 and 2.7 in the next chapter.

The first example of reduction consists in assuming that \( B \) is the subalgebra of \( kQ \) generated only by trivial paths and that \( X \) is direct sum of all simple modules \( S(i) \) of vertex \( i \). Then \( \Gamma \cong R, (kQ)^X \cong kQ \) and \( \delta^X \cong \delta \). One of the simplest nontrivial examples, called reduction of an edge, is described next.
Reduction of an edge.

Assume that $Q'_1$ consists of one solid arrow $\alpha : i_0 \to j_0$ (i.e. $i_0 \neq j_0$) with zero differential. Then $B$ is the path algebra of the quiver

$$A_2 = \begin{array}{ccc}
& s_0 & \\
\alpha & \, & \to \\
& \down & \\
\quad & j_0 & \\
\end{array}$$

plus certain number of isolated vertices. Denote by $X_1$ the simple $B$-module of vertex $i$, $S(i)$, and fix a nonzero vector $x_i$ in $X_i$. Let $X_2 = E$ be the exceptional $A_2$-module $E = kx_{i_0}^{\sim} \xrightarrow{1} kx_{j_0}^{\sim}$ considered as $B$-module, and notice that $\text{End}_B(E) \cong k$. Take the reduction $B$-module $X$ as the direct sum

$$X = \left( \bigoplus_{i=1}^{n} X_i \right) \oplus X_2.$$ 

Besides the endomorphisms of the indecomposable modules of $X$, one has the nonzero morphisms $X_{j_0} \xrightarrow{\mu} X_{j_0} \xrightarrow{\nu} X_{i_0}$ given by

$$\begin{array}{c}
0 \\
E_{i_0} \xrightarrow{1} S(i_0)_{i_0} \\
S(j_0)_{j_0} \xrightarrow{1} E_{j_0} \xrightarrow{0} 0.
\end{array}$$

Consider the opposed endomorphism algebra $\Gamma$ of the $B$-module $X$ as a matrix algebra $[\text{Hom}_B(X_i, X_j)]$ for $i, j \in \{1, \ldots, n, z\}$. Then $\Gamma$ splits over its radical $\Gamma = S \oplus P$, where the diagonal $S$ consists of copies of the field (since $\text{End}_B(X_i) \cong k$ for any $i$) and $P$ is generated by the morphisms $\mu$ and $\nu$ considered as elements of $\Gamma$. Thus the $B$-module $X$ is admissible. The reduction of $A = (kQ, \delta)$ respect to $X$ is denoted by $A^e = ((kQ)^X, \delta^e)$.

The reduced tensor algebra $(kQ)^X$ is isomorphic to the path algebra of a quiver $Q^e$ that can be described as follows. Consider the following partition of the set of arrows $Q_1$,

$$Q_1 = \{ \alpha \} \sqcup Q_1(\emptyset) \sqcup Q_1(s) \sqcup Q_1(t) \sqcup Q_1(s, t),$$

where

$$\begin{align*}
Q_1(\emptyset) &= \{ \beta \in Q_1 \mid s(\beta) \notin \{i_0, j_0\}, t(\beta) \notin \{i_0, j_0\} \}, \\
Q_1(s) &= \{ \beta \in Q_1 \mid s(\beta) \in \{i_0, j_0\}, t(\beta) \notin \{i_0, j_0\} \}, \\
Q_1(t) &= \{ \beta \in Q_1 \mid s(\beta) \notin \{i_0, j_0\}, t(\beta) \in \{i_0, j_0\} \}, \\
Q_1(s, t) &= \{ \beta \in Q_1 \mid \beta \neq \alpha, s(\beta) \in \{i_0, j_0\}, t(\beta) \in \{i_0, j_0\} \}.
\end{align*}$$

The vertex set in the reduced quiver $Q^e$ is $Q^e_0 = Q_0 \sqcup \{z\}$. The set of arrows is given by

$$Q^e_1 = Q^e_1(\emptyset) \sqcup Q^e_1(s) \sqcup Q^e_1(t) \sqcup Q^e_1(s, t) \sqcup \{\alpha_\mu, \alpha_\nu\},$$
where the arrows $\alpha : j_0 \to z$ and $\alpha : z \to i_0$ correspond to the elements $\mu^*$ and $\nu^*$ of $P^*$ respectively, and

\[
\begin{align*}
Q_1^e(\emptyset) & = Q_1(\emptyset), \\
Q_1^e(s) & = Q_1(s) \sqcup Q_1(s)^z, \\
Q_1^e(t) & = Q_1(t) \sqcup \tilde{z}Q_1(t), \\
Q_1^e(s, t) & = Q_1(s, t) \sqcup Q_1(s, t)^z \sqcup \tilde{z}Q_1(s, t) \sqcup \tilde{z}Q_1(s, t)^z.
\end{align*}
\]

In the last notation, if $D$ is a subset of $Q_1$ and $s^e, t^e$ are the source function and target function of $Q^e$, then $D^z$ denotes a copy of $D$ where each arrow $z \in D^z$, copy of $\beta \in D$, satisfies $s^e(\beta^z) = z$ and $t^e(\beta^z) = t(\beta)$. In a similar way $zD$ is a copy of arrows in $D$ which consists of arrows $\beta \in zD$, copy of $\beta \in D$, with $s^e(\beta) = s(\beta)$ and $t^e(\beta) = z$. Similarly can be defined $zD^z$. The arrows $\alpha$ and $\alpha$, have degree one. All other arrows take their degree from the quiver $Q$.

In the following example $Q_1(\emptyset)$ is the empty set, $Q_1(s) = \{\beta_1\}, Q_1(t) = \{\beta_2\}$ and $Q_1(s, t) = \{\beta_0\}$.

\[
Q = \begin{tikzcd}
\bullet & & \bullet \\
\alpha & \beta_2 \arrow[Rightarrow]{r} & \beta_0 \arrow[Rightarrow]{l} \\
& \beta_0 \arrow[Rightarrow]{u} \\
& \beta_1 \arrow[Rightarrow]{dl}
\end{tikzcd}
\]

Its reduced quiver $Q^e$ has a loop and is not regular,

\[
Q^e = \begin{tikzcd}
\bullet & & \bullet \\
\beta_2 \arrow[Rightarrow]{r}{\alpha_e} & z \arrow[Rightarrow]{r}{\beta_0} & \beta_1 \arrow[Rightarrow]{l}{\alpha_e} \\
& \beta_0 \arrow[Rightarrow]{u}{\beta_2} & \beta_1 \arrow[Rightarrow]{u}{\beta_0} \\
& \beta_0 \arrow[Rightarrow]{dl}
\end{tikzcd}
\]

Let $M^e$ be a module of the reduced ditalgebra $A^e$ and $M = F^e(M^e)$. We give explicit transformations that constitute $M$ in terms of the transformations $M_{\beta^e}$ (for a solid arrow $\beta^e$ in $Q^e$). Let $\beta$ be a solid arrow in $Q$. Then the transformation $M_\beta$ is given by

\[
M_\beta = \begin{cases}
M_{\beta}, & \text{si } \beta \in Q_1(\emptyset), \\
\begin{bmatrix} M_{\beta}^e & M_{\beta}^z \end{bmatrix}, & \text{si } \beta \in Q_1(s), \\
\begin{bmatrix} M_{\beta}^e & M_{\beta}^z \end{bmatrix}, & \text{si } \beta \in Q_1(t), \\
\begin{bmatrix} M_{\beta}^e & M_{\beta}^z \end{bmatrix}, & \text{si } \beta \in Q_1(s, t), \\
0 & 0 & \text{si } \beta = \alpha.
\end{cases}
\]

This description is obtain by analysing the recipe of $F^e$. 
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Consider now the vectors \( \text{dim} M^e = (m^e_i) \in \mathbb{Z}^{n+1} \) and \( \text{dim} M = (m_i) \in \mathbb{Z}^n \). Observe that the left \( S \)-module \( M^e \) has the form

\[
M^e = \bigoplus_{i=1}^n m^e_i S(i) \oplus m^e z S(z).
\]

Then \( \text{dim} E \otimes_S M^e = m^e z \text{dim} X_{i_0} + m^e z \text{dim} X_{j_0} \) (recall that \( X_z = E \) is the nonsimple exceptional \( \text{A}_2 \)-module \( kx^1 \rightarrow kx^2 \) ) and hence

\[
\text{dim} F^e(M^e) = \text{dim} X \otimes_S M^e = \sum_{i=1}^n \text{dim} X_i \otimes_S M^e = \sum_{i=1}^n m^e_i \text{dim} X_i \otimes_S M^e = \sum_{i=1}^n m^e_i \text{dim} X_i + m^e z \text{dim} X_{i_0} + m^e z \text{dim} X_{j_0},
\]

that is,

\[
m_i = \begin{cases} m^e_i, & \text{if } i \neq i_0, j_0, \\
 m^e_i + m^e z, & \text{if } i = i_0, j_0. \end{cases}
\]

(1.5)

Using this equality and the partition of arrows in \( Q_1 \) it is possible to compare the norms of \( M^e \) and \( M \),

\[
||M|| = \sum_{\beta \in Q_1} m_{s(\beta)} m_{t(\beta)} = m_{i_0} m_{j_0} + \sum_{\beta \in Q_1(\emptyset)} m^e s(\beta) m^e t(\beta) + \sum_{\beta \in Q_1(s)} (m^e s(\beta) + m^e z) m^e t(\beta) + \\
+ \sum_{\beta \in Q_1(t)} m^e s(\beta) (m^e t(\beta) + m^e z) + \sum_{\beta \in Q_1(s,t)} (m^e s(\beta) + m^e z)(m^e t(\beta) + m^e z).
\]
Considering the partition of the set of arrows $Q^e_i$ one has

$$||M|| = m_{i_0}m_{j_0} + \left( \sum_{\beta \in Q_i(\emptyset), |\beta| = 0} m^e_{s^*(\beta)}m^e_{t^*(\beta)} \right) +$$

$$+ \left( \sum_{\beta \in Q_i(s), |\beta| = 0} m^e_{s^*(\beta)}m^e_{t^*(\beta)} + \sum_{\beta' \in Q_i(s)^2} m^e_{s^*(\beta)}m^e_{t^*(\beta')} \right) +$$

$$+ \left( \sum_{\beta \in Q_i(t), |\beta| = 0} m^e_{s^*(\beta)}m^e_{t^*(\beta)} + \sum_{\beta' \in Q_i(t)^2} m^e_{s^*(\beta)}m^e_{t^*(\beta')} \right) +$$

$$+ \left( \sum_{\beta \in Q_i(s,t), |\beta| = 0} m^e_{s^*(\beta)}m^e_{t^*(\beta)} + \sum_{\beta' \in Q_i(s,t)^2} m^e_{s^*(\beta)}m^e_{t^*(\beta')} \right) +$$

$$+ \left( \sum_{\beta \in Q_i(b,s), |\beta| = 0} m^e_{s^*(\beta)}m^e_{t^*(\beta)} + \sum_{\beta' \in Q_i(b,s)^2} m^e_{s^*(\beta)}m^e_{t^*(\beta')} \right)$$

$$= m_{i_0}m_{j_0} + ||M||,$$

that is, $||P^e(M^e)|| = ||M|| = m_{i_0}m_{j_0} + ||M||$. In particular, if $m_{i_0} \neq 0$ and $m_{j_0} \neq 0$ then $||M|| < ||M||$.

### 1.5 Exceptional representations.

Let $Q$ be a finite quiver and $\delta$ a triangular differential of $kQ$. Next we give some properties of the exceptional representations of $(kQ, \delta)$.

**Lemma 1.12** Let $Q'$ be a solid subquiver of $Q$ with zero differential. If $M$ is a rigid $(kQ, \delta)$-module then its restriction $M|_{Q'}$ is rigid as $kQ'$-module. In particular, for any solid arrow $\alpha : i \to j$ of zero differential, the linear transformation $M_{\alpha}$ is injective or surjective. And if $\alpha : i \to i$ is a loop with zero differential then $M_i = 0$.

**Proof.** Let $Q''$ be the quiver obtained by adding to $Q'$ all vertices in $Q$ which are not in $Q'_0$, in such a way that there is in inclusion of algebras $kQ'' \to kQ$. Clearly a $Q''$-module $N$ is rigid if and only if its restriction $N|_{Q'}$ is rigid, thus we can assume that $Q'' = Q'$. Let $W_0$ and $W'_0$ be the bimodules of solid arrows in $Q$ and $Q'$ and denote by $i : W'_0 \to W_0$ the bimodule inclusion. Notice that the following diagram is commutative, where $\sigma$ and $\sigma'$ are the transformations.
Indeed, on the one hand \( \sigma'[I\ 0](f^0, f^1) = \sigma'(f^0, 0) : w' \otimes m \mapsto w'f^0(m) - f^0(w'm) \). On the other hand \( \text{Hom}(i \otimes M, N)\sigma(\delta, f^1) \) is the morphism that sends \( w' \otimes m \) into \( w'f^0(m) - f^0(w'm) - \delta'(w')(m) \). This is equal to \( w'f^0(m) - f^0(w'm) \) since the elements in \( W'_i \) have zero differential. Then the diagram above is commutative, and obtaining cokernels one gets

\[
\begin{align*}
\text{Hom}_R(W_0 \otimes_R M, N) & \xrightarrow{\eta} \text{Ext}^1_{kQ, \delta}(M, N) \to 0 \\
\text{Hom}(i \otimes M, N) \downarrow & \\
\text{Hom}_R(W'_0 \otimes_R M, N) & \xrightarrow{\eta} \text{Ext}^1_{kQ', \delta'}(M|_{Q'}, N|_{Q'}) \to 0.
\end{align*}
\]

Moreover, the morphism \( \text{Hom}(i \otimes M, N) \) is surjective since \( i \) is injective and \( R \) is semi-simple. Hence the induced morphism in cokernels is also surjective and \( \text{Ext}^1_{kQ, \delta}(M, M) = 0 \) implies that \( \text{Ext}^1_{kQ', \delta'}(M|_{Q'}, M|_{Q'}) = 0 \).

In order to prove the second claim assume that \( i \neq j \). The first claim implies that the \( A_2 \)-representation

\[
M|_{A_2} = (M_i, M_j; M_\alpha)
\]

is rigid. If the transformation \( M_\alpha \) is neither injective nor surjective, then \( M|_{A_2} \) contains as direct summand the module \( S(i) \otimes S(j) \). But this is impossible since \( S(i) \otimes S(j) \) is not rigid (for \( \langle e_i, e_j \rangle_{A_2} = -1 \), see lemma 1.14).

Assume now that \( i = j \) and let \( L \) be the subquiver of \( Q \) given by the vertex \( i \) and the loop \( \alpha \). Then \( M|_L = (M_i; M_\alpha) \) is a rigid \( kL \)-module, and since the bilinear form associated to \( L \) is identically zero, again by lemma 1.14 we have

\[
0 = \langle \text{dim} M|_L, \text{dim} M|_L \rangle_L = \text{dim} \text{Hom}_{kL}(M|_L, M|_L).
\]

Then \( \text{End}_{kL}(M|_L) = 0 \) and hence \( M_i = 0 \). \( \square \)

We will say that a module \( M \) is sincere if all entries in the dimension vector \( \text{dim} M \) are nonzero.

**Lemma 1.13** Let \( Q \) be a finite quiver and \( A = (kQ, \delta) \) a ditalgebra with triangular differential. If \( M \) and \( N \) are exceptional representations of \( A \) with \( \text{dim} M = \text{dim} N \) then \( M \cong N \).

**Proof.** Deleting all vertices in \( Q \) where \( M_i = 0 \) we can assume that \( M \) (and hence \( N \)) is a sincere representation. We proceed by induction over the norm \( ||M|| \). Since \( \text{dim} M = \text{dim} N \) we have \( ||M|| = ||N|| \). Moreover \( ||M|| = 0 \) if and only if \( M \) and \( N \) are simple modules corresponding to a vertex \( i \), and
hence the statement is valid for norm zero modules. Assume that it is valid for representations with norm igual or smaller than \( \ell \) and let \( M \) be a module with \( \|M\| = \ell + 1 \). Since \( \|M\| > 0 \), by lemma 1.10 we can assume that there is a solid arrow \( \alpha : i_0 \rightarrow j_0 \) with zero differential (the equivalence \( F_\alpha \) in lemma 1.10 preserves exceptional modules and does not decrease norm). As a consequence of lemma 1.12 the transformation \( M_\alpha \) is not zero, for \( M \) is a sincere module. In particular \( \alpha \) is not a loop and the reduction of an edge \( M^e \) respect to \( \alpha \) of the module \( M \) (that is, \( M^e \) is an \( \mathcal{A}^e \)-module such that \( F_\alpha(M^e) \cong M \)) satisfies \( \|M^e\| \leq \ell \). Moreover \( M^e \) and \( N^e \) are exceptional modules because of the exact sequence before lemma 1.11. We show that \( \dim M^e = \dim N^e \). The last equality (1.5) implies that
\[
(m_1, \ldots, m_{i_0}, \ldots, m_n) = (m_1^e, \ldots, m_{i_0}^e + m_{z_1}^e, \ldots, m_{z_2}^e + m_{z_3}^e, \ldots, m_n^e),
\]
\[
(n_1, \ldots, n_{i_0}, \ldots, n_{j_0}, \ldots, n_n) = (n_1^e, \ldots, n_{i_0}^e + n_{z_1}^e, \ldots, n_{z_2}^e + n_{z_3}^e, \ldots, n_n^e).
\]
As a consequence of lemma 1.12 the transformation \( M_\alpha \) is injective or surjective (depending on the value of \( m_{i_0} - m_{j_0} \), see description of \( M_\alpha \) in (1.4) and the same is true for \( N_\alpha \). Then, since \( \dim M = \dim N \), we have \( \dim M^e = \dim N^e \). So by inductive hypothesis \( M^e \cong N^e \), and since \( F^e \) is an equivalence we conclude that \( M \cong N \).

Lemma 1.14 If \( Q \) is a finite solid quiver with an admissible ordering of its vertices, then the endomorphism algebra of any exceptional \( kQ \)-module is isomorphic to the field \( k \).

Proof. Cf. corollary 1 in Ringel [14].

In this case, as a consequence of lemma 1.13 the dimension vector \( \dim \) induces an injective function between the set of isomorphism classes of exceptional modules and the set of positives roots of \( Q \).

Given a \((kQ, \delta)\)-representation \( M \) we fix a basis \( \mathcal{B}_i \) for each \( k \)-vector space \( M_i, i \in Q_0 \). We say that the disjoint union \( \mathcal{B} = \bigsqcup \mathcal{B}_i \) is a basis of the module \( M \). We define the coefficient quiver \( \mathcal{C}(M, \mathcal{B}) \) of \( M \) respect to the basis \( \mathcal{B} \) as the solid quiver with vertex set \( \mathcal{B} \) and arrows given in the following way. For each solid arrow \( \alpha : i \rightarrow j \) in \( Q \) we add a (sólida) arrow from \( e^i \in \mathcal{B}_i \) to \( e^j \in \mathcal{B}_j \) in \( \mathcal{C}(M, \mathcal{B}) \) if the coefficient of the matrix \( M_\alpha \) corresponding to the position \( (e^i, e^j) \) is different from zero.

Lemma 1.15 A \((kQ, \delta)\)-module \( M \) is indecomposable if and only if for any basis \( \mathcal{B} \) of \( M \), the coefficient quiver \( \mathcal{C}(M, \mathcal{B}) \) is connected.

Proof. We show first that if \( \mathcal{C}(M, \mathcal{B}) \) is disconnected for some basis \( \mathcal{B} \) of \( M \), then \( M \) splits. Let \( \mathcal{C}_1 \) be a connected component of \( \mathcal{C}(M, \mathcal{B}) \) (nonempty and different form the total) and let \( \mathcal{C}_2 = \mathcal{C}_1^\perp \) be its complement. We will define an endomorphism \( f \) of \( M \) in \((kQ, \delta)\)-mod, which will be a nontrivial idempotent. Consider the mapping \( f^0 : \mathcal{B} \rightarrow M \) given by
\[
f^0(x) = \begin{cases} 
  x, & \text{if } x \in \mathcal{C}_1, \\
  0, & \text{if } x \in \mathcal{C}_2.
\end{cases}
\]
Let $A$ be the degree zero subalgebra of $kQ$. We will show that the linear extension to $M$ of $f^0$, which we will denote with the same symbol $f^0$, is a morphism of $A$-modules. Let $\alpha$ be a solid arrow in $Q$. If $x \in C_1$ then $M_\alpha x = \sum_{i=1}^r a^i x_1^i$ with $x_1^i \in C_1$ and $a^i \in k$, for $C_1$ is a component of the coefficient quiver $C(M, \mathcal{B})$. Then

$$\alpha f^0(x) = \alpha x = \sum_{i=1}^r a^i x_1^i = \sum_{i=1}^r a^i f^0(x_1^i) = f^0(\sum_{i=1}^r a^i x_1^i) = f^0(\alpha x).$$

On the other hand, if $x \in C_2$ then $M_\alpha x = \sum_{j=1}^u b^j x_2^j$ with $x_2^j \in C_2$ and $b^j \in k$, and hence $\alpha f^0(x) = \alpha 0 = 0$ and

$$f^0(\alpha x) = f^0\left(\sum_{j=1}^u b^j x_2^j\right) = \sum_{j=1}^u b^j f^0(x_2^j) = 0.$$

In this way $f^0$ is a morphism of $A$-modules, thus $f = (f^0, 0)$ is an endomorphism of the $(kQ, \delta)$-module $M$. Clearly $f$ is a nontrivial idempotent. Since idempotents split in $\text{(}kQ, \delta\text{)}$-mod [3, lemma 5.12], we conclude that $M$ splits.

Assume now that $M$ decomposes as $(kQ, \delta)$-module. We want to show that there exists a basis $\mathcal{B}$ of $M$ such that $C(M, \mathcal{B})$ is disconnected. For that we verify that $M$ splits as $A$-module. Indeed, if $M$ decomposes as $(kQ, \delta)$-module, then there is an endomorphism $g$ of $M$ which is a nontrivial idempotent. By lemma 5.7 in [3], we can assume that $g = (g^0, 0)$. Then $g^0$ is an endomorphism of $A$-modules, which is a nontrivial idempotent. Hence $M$ decomposes as $A$-module, that is, there exists a nontrivial decomposition $M = M_1 \oplus M_2$. Let $\mathcal{B}_1$ and $\mathcal{B}_2$ be bases of $M_1$ and $M_2$. We will verify that the full subgraphs $C_1$ and $C_2$ of the coefficient quiver $C = C(M, \mathcal{B}_1 \sqcup \mathcal{B}_2)$ determined by the partition $\mathcal{B}_1 \sqcup \mathcal{B}_2$ separate $C$. For since $M_1$ and $M_2$ are submodules of $M$, if there exists an arrow $\alpha : x \to y$ in $C$ then $x \in C_i$ implies $y \in C_i$ for $i \in \{1, 2\}$. \hfill $\square$

A $(kQ, \delta)$-module $M$ is called **tree module** if it has a basis $\mathcal{B}$ respect to which the coefficient quiver $M$ is a tree. As Ringel has shown [15] property 2, in this case bases can be adjust in such a way that the matrices $M_{ij}$ exhibit only 0 and 1 coefficients. The following result is a generalization to the ditalgebras setting of a well known theorem of Ringel [15].

**Proposition 1.16** Let $Q$ be a finite quiver and $A = (kQ, \delta)$ a ditalgebra with triangular differential. If $M$ is an exceptional representation of $A$ then $M$ is a tree module.

**Proof.** Deleting some vertices we can assume that $M$ is a sincere representation. We proceed by induction on the norm of $M$. The statement is evident for norm zero exceptional modules (the simple modules $S(i)$). Assume that the claim is valid for exceptional modules with norm less or equal to $\ell$. Let $M$ be an exceptional module with $||M|| = \ell + 1$. Since $||M|| > 0$, by lemma [1.10] we can assume the existence of a solid arrow $\alpha : i_0 \to j_0$ with zero differential. As a consequence of lemma [1.12] the transformation $M_{\alpha}$ is not null, for $M$ is a sincere module. In particular $\alpha$ is not a loop and the reduction $M^\prime$ of the module $M$, which is also exceptional, satisfies $||M^\prime|| \leq \ell$. 
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Let $\mathcal{R} = \bigcup_{i=1}^{n} \mathcal{R}_i$ be a basis of the reduced representation $M^e$ such that the coefficient quiver $T^e = C(M^e, \mathcal{R})$ is a tree. Together with the selected basis \{x_i, x_j, x_{i,j}\} of $X$ (see description of the reduction of an edge in page 15), the set $\mathcal{R}^e$ determines a basis of the representation $X \otimes_S M^e \cong M$. Indeed, for $i \notin \{i_0, j_0\}$ we can take

$$\mathcal{R}_i = \{x_i \otimes b \mid b \in \mathcal{R}^e_i\},$$

and for $i \in \{i_0, j_0\}$ take

$$\mathcal{R}_i = \{x_i \otimes b, x_i \otimes b \mid b \in \mathcal{R}^e_i\}.$$  

Then it is clear that $\mathcal{B} = \bigcup_{i=1}^{n} \mathcal{R}_i$ is a basis of $M$ (since $M$, considered as a $B$-module, is given by $X \otimes M^e$, see proposition [A.23]). Since the module $M^e$ is indecomposable, by lemma [1.15] the quiver $T^e$ is a connected tree. Hence $\dim B^e = |T_0^e| = 1 + |T_1^e|$. Take $\dim(M^e) = (m_1^e, \ldots, m_n^e)$ and $\dim M = (m_1, \ldots, m_n)$. By the equality (1.5) we have that $\dim B = \dim(M^e) + m_2^e$, that is, $|T_0| = |T_0^e| + m_2^e$ (where $m_2^e = \dim(M^e)_2$).

On the other hand, in the description of $M$ given in equation (1.4) can be observed that the only transformation $M_\beta$ which is not constructed with the transformations $M_\beta$, occurs when $\beta$ is the reduction edge $\alpha$, and in that case

$$M_{\alpha} = \begin{bmatrix} 0 & 0 \\ 0 & \text{Id}_{M_2} \end{bmatrix}.$$  

Then the coefficient quiver $T = C(M, \mathcal{B})$ has $|T_0| = |T_0^e| + m_2^e$ vertices and $|T_1| = |T_1^e| + m_2^e$ arrows. Thus $|T_0| = 1 + |T_1|$ ans since $M$ is indecomposable, $T$ is connected. Hence $\alpha$ is a retraction. □

1.6 Almost split sequences.

Let $K$ be a Krull-Schmidt category. For two indecomposable objects $M$ and $N$ the radical $\text{rad}(M, N)$ of $\text{Hom}(M, N)$ is define to be the set of noninvertible morphisms from $M$ to $N$. For direct sums $M = \bigoplus_i M_i$, $N = \bigoplus_j N_j$ consider a morphism $f : M \to N$ as a matrix with entries $f_{i,j} : M_i \to N_j$ (to be precise $f_{i,j} = \mu_\ell f_{i,j}$, where $\mu_\ell, \sigma_\ell$ are the corresponding canonical projections and inclusions). By definition the radical $\text{rad}(M, N)$ is given by matrices whose entries $f_{i,j}$ belong to the radicals $\text{rad}(M_i, N_j)$. Define the square radical $\text{rad}^2(M, N)$ as the set of morphisms of the form $gf$ where $f \in \text{rad}(M, X)$ and $g \in \text{rad}(X, N)$ for some object $X$. Define the $\text{End}_K(N)$-$\text{End}_K(M)$-bimodule of irreducible morphisms from $M$ to $N$ as

$$\text{Irr}(M, N) = \text{rad}(M, N)/\text{rad}^2(M, N).$$

A morphism $f : M \to N$ is called irreducible if it is neither a section nor a retraction, and for any factorization $f = f'f''$ then either $f'$ is a retraction or $f''$ is a section. When $M$ and $N$ are indecomposable, $f$ is irreducible if and only if $f \in \text{rad}(M, N) - \text{rad}^2(M, N)$ (cf. Ringel [13, 2.2]).

A morphism $f : M \to E$ is left almost split if it satisfies the following properties
a) $f$ is not a section;

b) if $h : M \to Z$ is not a section, then there exists $h' : E \to Z$ such that $h = h'f$.

The morphism $f$ is **left minimal** if

c) for any $\gamma \in \text{End}(E)$ such that $\gamma f = f$ then $\gamma$ is an automorphism.

We notice that if $f$ is left almost split then $M$ is indecomposable. Left minimal almost split morphisms are determined, up to isomorphism, by the indecomposable $M$. Dually, a morphism $g : E \to N$ is **right almost split** if it satisfies

a') $g$ is not a retraction;

b') if $h : Z \to N$ is not a retraction, then there exists $h' : Z \to E$ such that $h = gh'$.

The morphism $g$ is **right minimal** if

c') for any $\gamma \in \text{End}(E)$ such that $g\gamma = g$ then $\gamma$ is an automorphism.

Again, if $g$ is a right almost split morphism then $N$ is indecomposable. Right minimal almost split morphisms are determined, up to isomorphism, by the indecomposable $N$. The following is a well known result. See for example Ringel [13] 2.2(lemma 3).

**Lemma 1.17** Assume there is a left minimal almost split morphism in $K$ beginning in $M$. Let $E_1, \ldots, E_r$ be nonisomorphic indecomposable objects and assume that there are morphisms $f_{ij} : M \to E_i$ for $j = 1, \ldots, d_i$ with residual classes $f_{ij}$ in $\text{Irr}(M, E_i)$. Then the morphism

$$f = (f_{ij})_{ij} : M \to \bigoplus_{i=1}^{r} d_i E_i$$

is a left minimal almost split morphism if the set $\{f_{ij}\}_{i,j=1}^{d_i}$ is a basis of $\text{Irr}(M, E_i)$ for each $i = 1, \ldots, r$, and any indecomposable object $E'$ such that $\text{Irr}(M, E') \neq 0$ is isomorphic to $E_i$ for some $i$.

The following observation will be used in section 3.4.

**Lemma 1.18** Let $Q$ be a finite solid quiver with an admissible ordering of its vertices.

a) If $g : E \to N$ is a right almost split morphism in $kQ$-mod, then there exists a decomposition of the form

$$
\begin{array}{c}
E \\
\nearrow \quad g \\
\searrow \quad [g'] \\
E' \oplus E'' \\
\end{array}
$$

where $g' : E' \to N$ is a right minimal almost split morphism.
b) Dually, if \( f : M \to E \) is a left almost split morphism in \( kQ\text{-mod} \), the there exists a decomposition of the form

\[
\begin{array}{c}
M \\
\downarrow f \\
E
\end{array}
\xrightarrow{\cong}
\begin{array}{c}
E' \\
\downarrow f' \\
0
\end{array}
\xrightarrow{\oplus}
\begin{array}{c}
E''
\end{array}
\]

where \( f' : M \to E' \) is a left minimal almost split morphism.

**Proof.** We show (a), the proof of (b) is similar. Assume that \( g : E \to N \) is a left almost split morphism. Let \( \mathcal{E} \) be the class of subobjects \( \sigma_{E'} : E' \to E \) of \( E \) for which there exists an epimorphism \( h_{E'} : E \to E' \) such that \( g = g\sigma_{E'}h_{E'} \). The collection \( \mathcal{E} \) is not empty for it contains \( E \). Let \( E' \) be an element of \( \mathcal{E} \). Then \( g\sigma_{E'} \) is right almost split. Indeed, \( g\sigma_{E'} \) is not a retraction for \( g \) is not a retraction. Assume that \( v : Z \to E \) such that \( v = gt \) and hence \( v = gt = g\sigma_{E'}h_{E'}t \), that is, \( g\sigma_{E'} \) is right almost split.

Assume now that \( E' \) is an element of \( \mathcal{E} \) with minimal dimension over \( k \). Then \( g' = g\sigma_{E'} \) is minimal. Indeed, if \( h' : E' \to E'' \) is an epimorphism such that \( g' = g'h' \) (where \( \sigma_{E'} : E' \to E'' \) is the subobject inclusion) then \( h'h \) satisfies \( g\sigma_{E'}(h'h) = g\sigma_{E'}\sigma_{E'}(h'h) = (g\sigma_{E'}h')h = g'h = g \). In this way \( E'' \) is an element of \( \mathcal{E} \), and by minimality \( \dim_k E'' \geq \dim_k E' \). Hence \( h' \) is an automorphism.

Let \( E' \in \mathcal{E} \) be minimal. Then the morphism \( g' = g\sigma_{E'} \) is irreducible (lemma \[1.17\]) thus \( \sigma_{E'} \) is a section (for \( g \) is not a retraction). Let \( E'' \) be a direct summand of \( E \) such that \( E \cong E' \oplus E'' \) and \( g'' = g\sigma_{E''} \). Then \( g \) has the form \( g = (g' g'') \) and \( g'' \) is not a retraction for \( g \) is not a retraction. Hence there exists \( h'' : E'' \to E' \) such that \( g'' = g'h'' \), thus the following diagram is commutative

\[
\begin{array}{c}
E' \oplus E'' \\
\downarrow \begin{pmatrix} 1_{E'} & b'' \\ 0 & 1_{E''} \end{pmatrix}
\end{array}
\xrightarrow{(g' g'h'')}
\begin{array}{c}
N \\
\downarrow (g' 0)
\end{array}
\]

This completes the proof. \( \square \)

A pair \((\mathcal{K}, \mathcal{E})\) is called **Krull-Schmidt category with short exact sequences** if \( \mathcal{K} \) is a Krull-Schmidt category and \( \mathcal{E} \) is a collection of pairs \((f, g)\) of composable morphisms in \( \mathcal{K} \) such that \( f \) is kernel of \( g \) and \( g \) is cokernel of \( f \). For instance, if \( Q \) is a finite quiver, \((kQ, \delta)\) is a ditalgebra with triangular differential and \( \mathcal{E} \) is the exact structure associated to \((kQ, \delta)\)-mod, then \((kQ, \delta)\)-mod, \( \mathcal{E} \) is a Krull-Schmidt category with short exact sequences. We say that an exact pair \((f, g)\) is **almost split** if \( f \) is left minimal almost split and \( g \) is right minimal almost split.

**Lemma 1.19** Let \( Q \) be a finite solid quiver with admissible ordering of its vertices. For an exact sequence \( 0 \to M \xrightarrow{f} E \xrightarrow{g} N \to 0 \) in \( kQ\text{-mod} \) the following are equivalent:

- \( f \) is left minimal almost split
- \( g \) is right minimal almost split
- \( \dim_k E = \dim_k M + \dim_k N \)
- \( \dim_k g \) is not a retraction
- \( \dim_k f \) is not a retraction
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a) \((f,g)\) is an almost split exact pair.

b) \(g\) is a right minimal almost split morphism.

b') \(f\) is a left minimal almost split morphism.

c) \(g\) is a right almost split morphism and \(M\) is indecomposable.

c') \(f\) is a left almost split morphism and \(N\) is indecomposable.

**Proof.** See for example theorem IV.1.13 in [1]. \(\square\)

Let \((\mathcal{K}, \mathcal{E})\) be a Krull-Schmidt category with short exact sequences. Given an almost split exact pair \(M \xrightarrow{f} E \xrightarrow{g} N\) one observes that the isomorphism class \([M]\) is determined by \([N]\), and the isomorphism class \([N]\) is determined by \([M]\). We denote then \([M]\) by \(\tau[N]\) and call \(\tau[N]\) the **Auslander-Reiten translation** of \([N]\). If we have a decomposition of \(E\) in nonisomorphic indecomposables \(E = \bigoplus_{i=1}^{r} d_i E_i\) then by lemma 1.17

\[
\dim \text{Irr}(E_i, N) = d_i = \dim \text{Irr}(M, E_i).
\]

Define the **Auslander-Reiten quiver** \(\Gamma(\mathcal{K}, \mathcal{E})\) in the following way. The vertex set is the set of isomorphism classes of indecomposable objects. For each right minimal almost split morphism \(g : \bigoplus d_i E_i \to N\) we add \(\dim \text{Irr}(E_i, N) = d_i\) solid arrows from \([E_i]\) to \([N]\). Similarly, for each left minimal almost split morphism \(f : M \to \bigoplus d_i E_i\) we add \(\dim \text{Irr}(M, E_i) = d_i\) solid arrows from \([M]\) to \([E_i]\). Clearly \((\Gamma(\mathcal{K}, \mathcal{E}), \tau)\) is a translation quiver, as defined as follows.

### 1.7 Translation quivers and sections.

Let \(\Gamma\) be a solid quiver. For each vertex \(x\) denote by \(x^-\) the set of direct predecessors of \(x\) and by \(x^+\) the set of direct successors of \(x\). A quiver is called **locally finite** if for every vertex \(x\) the number of arrows between \(x\) and its **neighbors** (direct successors and predecessors of \(x\)) is finite. A **translation** \(\tau\) of the quiver \(\Gamma\) is a bijection between two subsets \(\Gamma_0^\tau\) and \(\Gamma_0^\prime\) of \(\Gamma_0\), such that for every \(x \in \Gamma_0\) and every \(y \in \Gamma_0\) the number of arrows from \(y\) to \(x\) is equal to the number of arrows from \(\tau(x)\) to \(y\). In particular \(x^- = \tau(x)^+\). A **translation quiver** \((\Gamma, \tau)\) consists of a locally finite solid quiver \(\Gamma\) together with a translation \(\tau\) of \(\Gamma\). The vertices in \(\Gamma_0 - \Gamma_0^\prime\) are called **projective** and those in \(\Gamma_0 - \Gamma_0^\tau\) **injective**. A translation quiver \((\Gamma, \tau)\) is called **hereditary** if the direct predecessors of a projective vertex are projective and the direct successors of an injective vertex are injective. The main motivation for this definitions is the Auslander-Reiten \(\Gamma(A)\) of the category of \(A\)-modules of a finite dimensional \(k\)-algebra and the Auslander-Reiten translation.

For every vertex \(x\) in a translation quiver \((\Gamma, \tau)\) there exists an interval \(I_x\) of \(\mathbb{Z}\) that contains zero and such that \(\tau^i x\) is defined if and only if \(i \in I_x\). The **orbit** of \(x\) is defined as the subset of \(\Gamma_0\) given by \(O_x = \{\tau^i x\}_{i \in I_x}\). Observe that each orbit \(O_x\) contains at most one projective vertex and at most one injective vertex. If \(y\) is an element in \(O_x\), that is, if there exists \(i_0 \in I_x\) such that \(y = \tau^{i_0} x\), then \(I_y = I_x - i_0\). Hence

\[
O_y = \{\tau^j y\}_{j \in I_y} = \{\tau^j \tau^{-i_0} (\tau^{i_0} x)\}_{j \in I_x} = O_x.
\]
and the set of orbits in \((\Gamma, \tau)\) determines a partition in the vertex set of \(\Gamma\). We distinguish four types of orbits.

- An orbit \(O\) is **injective-projective** if it contains an injective vertex \(q\) and a projective vertex \(p\). In that case \(O = \{\tau^n q\}_{i=0}^{n} \) (with \(\tau^n q = p\)) is a finite set.
- An orbit \(O\) is **injective** if it contains an injective vertex \(q\) but contains no projective vertex. Then \(O = \{\tau^i q\}_{i=0}^{\infty} \) is an infinite set.
- An orbit \(O\) is **projective** if it contains a projective vertex \(p\) but it contains no injective vertex. Then \(O = \{\tau^{-i} p\}_{i=0}^{\infty} \) is an infinite set.
- An orbit \(O\) is **stable** if it does not contain neither injective nor projective vertices. Finite stable orbits are called **periodic**.

The **orbit graph** \(G_{ob}(\Gamma, \tau)\) of a translation quiver \((\Gamma, \tau)\) has as vertices the set of orbits of \((\Gamma, \tau)\) and there is an edge between \(O\) and \(O'\) if there exist elements \(x \in O\) and \(y \in O'\) which are neighbors in \(\Gamma\). Clearly \(G_{ob}(\Gamma, \tau)\) is a connected graph if \(\Gamma\) is a connected quiver. A translation quiver \((\Gamma, \tau)\) is called **preinjective**, **posprojective** or **stable** if all its orbits are injective, projective or stable respectively. We say that a translation quiver \((\Gamma, \tau)\) is **proper** if for any nonprojective vertex \(x\) the set \(x^{-}\) is nonempty, and is called **directed** if \(\Gamma\) has no oriented cycles.

**Lemma 1.20** If \((\Gamma, \tau)\) is a proper directed translation quiver then it has no periodic orbits.

**Proof.** Assume that \((\Gamma, \tau)\) is a proper translation quiver with a periodic orbit \(x_0, \tau x_0, \ldots, \tau^n x_0 = x_0\) \((n \geq 0)\). Then no element in \(O_{x_0}\) is projective, hence for each \(0 \leq i < n\) there exists a vertex \(y_i\) in \((\tau^i x_0)^{-}\). In this way there are arrows

\[
x_0 = \tau^n x_0 \rightarrow y_{n-1} \rightarrow \tau^{n-1} x_0 \rightarrow y_{n-2} \rightarrow \cdots \rightarrow y_1 \rightarrow x_1 \rightarrow y_0 \rightarrow x_0,
\]

that is, \((\Gamma, \tau)\) is not a directed quiver. \(\square\)

A **section** \(S\) in a translation quiver \((\Gamma, \tau)\) is a nonempty subset of vertices \(S \subset \Gamma_0\) such that

- i) if \(x \in S\) is not a projective vertex then \(\tau(x) \notin S\),
- ii) if \(x \in S\) and \(x \rightarrow m\) is an arrow in \(\Gamma\) then either \(m\) or \(\tau(m)\) belongs to \(S\).

Dually, a **cosection** \(S\) in a translation quiver \((\Gamma, \tau)\) is a nonempty subset of vertices \(S \subset \Gamma_0\) such that

- i') if \(y \in S\) is not an injective vertex then \(\tau^{-1}(y) \notin S\),
- ii') if \(y \in S\) and \(n \rightarrow y\) is an arrow in \(\Gamma\) then either \(n\) or \(\tau^{-1}(n)\) belongs to \(S\).

**Lemma 1.21** Let \((\Gamma, \tau)\) be a proper directed hereditary translation quiver.

a) Every section in \((\Gamma, \tau)\), which does not contain injective vertices, is a cosection.
b) Every cosection in \((\Gamma, \tau)\), which does not contain projective vertices, is a section.

**Proof.** We show \((b)\), the proof of \((a)\) can be obtained with dual arguments. By the last lemma \((\Gamma, \tau)\) has no periodic orbits. Let \(S\) be a cosection in \((\Gamma, \tau)\) which does not contain projective vertices and let \(x\) be an element of \(S\). Since \(x\) is not projective then \(\tau(x)\) is not injective and \(\tau(x) \notin S\) (for since \(S\) is a cosection, if \(\tau(x) \in S\) then \(x = \tau^{-1}(\tau(x)) \notin S\), a contradiction). Then \(S\) satisfies condition \((i)\) in the definition of section. On the other hand, let \(x \to m\) be an arrow in \(\Gamma\). The vertex \(m\) cannot be projective, for \((\Gamma, \tau)\) is hereditary and \(x\) is not projective. Then there is an arrow \(\tau(m) \to x\), thus either \(\tau(m)\) or \(m = \tau^{-1}(\tau(m))\) is an element in \(S\). We conclude that \(S\) satisfies \((ii)\) and is hence a section. \(\Box\)

**Lemma 1.22** Let \((\Gamma, \tau)\) be a proper directed hereditary translation quiver and let \(S\) be a section (cosection) that intersects every orbit in \((\Gamma, \tau)\) in exactly one vertex. Then there is a partition \(\Gamma_0 = A \sqcup S \sqcup B\) of the vertex set in \(\Gamma\), where

\[ A = \{ x | \tau^{-i}(x) \in S \text{ for some } i \geq 1 \}, \]
\[ B = \{ y | \tau^{i}(y) \in S \text{ for some } i \geq 1 \}. \]

Moreover, every path \(\gamma\) in \(\Gamma\) which starts in \(A\) and ends in \(B\) crosses \(S\).

**Proof.** We show the case of a section, the proof for a cosection is similar. The partition shown is clear, for \((\Gamma, \tau)\) has no periodic orbits (lemma 1.20). To prove the second claim assume that \(\gamma\) is a path that starts in \(A\) and ends in \(B\), and such that non of the arrows that conform \(\gamma\) starts in an element of \(S\). Then one of the arrows in \(\gamma\) has the form \(\alpha : x \to y\) with \(x \in A\) and \(y \notin A\). We show that \(y \in S\).

Assume to the contrary that \(y \in B\), that is, that there exists \(j \geq 1\) such that \(\tau^{j}(y) \in S\). Notice first that \(\tau^{j-2}(x)\) cannot be projective, for \(\Gamma\) is hereditary and \(\tau^{j-1}(y)\) is not projective.

\[ \tau^{j}(y) \quad \tau^{j-1}(y) \quad \cdots \quad y \]
\[ \tau^{j-1}(x) \quad \tau^{j-2}(x) \cdots \quad x \]

Then \(\tau^{j-1}(x)\) is defined and we have an arrow \(\tau^{j}(y) \to \tau^{j-1}(x)\). Since \(\tau^{j}(y) \in S\) and \(S\) is a section, either \(\tau^{j-1}(x) \in S\) or \(\tau(\tau^{j-1}(x)) = \tau^{j}(x) \in S\). This contradicts the assumption that \(S\) intersects each orbit in exactly one vertex (for \(\tau^{-i}(x) \in S\)). Hence \(y \in S\), which completes the proof. \(\Box\)

**Lemma 1.23** Let \((\Gamma, \tau)\) be a connected and hereditary translation quiver.

a) If \((\Gamma, \tau)\) contains a projective vertex then all orbits in \((\Gamma, \tau)\) contains a projective vertex.

b) If \((\Gamma, \tau)\) contains an injective vertex then all orbits in \((\Gamma, \tau)\) contains an injective vertex.
Proof. We show (a). the proof of (b) is similar. Let $B$ be the subset of $\Gamma_0$ given by vertices $x$ such that $x$ is a nonprojective vertex for some $i \geq 0$. By hypothesis $B$ is nonempty. Assume that $B$ is not the total vertex set in $\Gamma$. By connectedness there exist $y \notin B$ and $x \in B$ such that $y$ and $x$ are neighbors in $\Gamma$. Since $y \notin B$, we can actually assume there is an arrow $y \rightarrow x$. Let $i \geq 0$ such that $\tau^i(x)$ is projective. Since $\tau^i(y)$ is defined for all $j \geq 0$, we have an arrow $\tau^i(y) \rightarrow \tau^i(x)$.

Because $(\Gamma, \tau)$ is hereditary, $\tau^i(y)$ is projective, which contradicts the fact that $y \notin B$. Hence $B = \Gamma_0$ which completes the proof. \hfill $\Box$

Let $\Gamma = (\Gamma_0, \Gamma_1, \tau)$ be a translation quiver. The translation subquiver $\hat{\Gamma} = (\hat{\Gamma}_0, \hat{\Gamma}_1, \hat{\tau})$ determined by a subset of vertices $\hat{\Gamma}_0$ consists of the full subquiver $\hat{\Gamma} = (\hat{\Gamma}_0, \hat{\Gamma}_1)$ defined over $\hat{\Gamma}_0$ and the restriction $\hat{\tau}$ of $\tau$ to the subset of nonprojective vertices $\hat{\Gamma}_0$ given by

$$\hat{\Gamma}_0 = \{ x \in \hat{\Gamma}_0 \cap \Gamma_0' \mid \tau(x) \in \hat{\Gamma}_0 \}.$$ 

The noninjective vertices of $\hat{\Gamma}$ are given by

$$\hat{\Gamma}''_0 = \{ y \in \hat{\Gamma}_0 \cap \Gamma_0'' \mid \tau^{-1}(y) \in \hat{\Gamma}_0 \}.$$ 

If $x$ is a nonprojective vertex in a translation quiver $\Gamma = (\Gamma_0, \Gamma_1, \tau)$ then the full subquiver determined by the set $\{ x, \tau(x) \} \cup x^-$ is called mesh of $\Gamma$. A full translation subquiver $\hat{\Gamma}$ of $\Gamma$ is mesh complete if for any nonprojective vertex $x$ in $\hat{\Gamma}$ the set $x^-\hat{\Gamma}$ (direct predecessors of $x$ in the quiver $\hat{\Gamma}$) coincides with the set $x^-\Gamma$ (direct predecessors of $x$ with respect to $\Gamma$).

Lemma 1.24 Let $(\Gamma, \tau)$ be a translation quiver and $(\hat{\Gamma}, \hat{\tau})$ a mesh complete full translation subquiver of $(\Gamma, \tau)$.

a) If $(\Gamma, \tau)$ is proper then $(\hat{\Gamma}, \hat{\tau})$ is proper.

b) If $(\Gamma, \tau)$ is hereditary then $(\hat{\Gamma}, \hat{\tau})$ is hereditary.

c) If $(\Gamma, \tau)$ has an admissible ordering of its vertices then $(\hat{\Gamma}, \hat{\tau})$ admits an admissible ordering of its vertices.

Proof. The point (a) is clear for if $x$ is a nonprojective vertex in $\hat{\Gamma}$ then $x$ is nonprojective in $\Gamma$ and $x^-\hat{\Gamma} = x^-\Gamma \neq \emptyset$. To prove (b) let $p$ and $q$ be vertices in $\hat{\Gamma}_0$ with an arrow $q \rightarrow p$. Assume that $q$ is nonprojective in $\hat{\Gamma}_0$. In particular $q$ is nonprojective in $(\Gamma, \tau)$. Since $(\Gamma, \tau)$ is a hereditary quiver, $p$ is not projective in $\Gamma$, hence $\tau(p) \in q^-\Gamma = q^-\hat{\Gamma}$, and thus $p$ is not projective in $(\Gamma, \hat{\tau})$. Finally, claim (c) is evident for any subquiver of $\Gamma$. \hfill $\Box$

We say that a vertex $x$ in $\Gamma$ precedes the vertex $y$, which we denote by $x \preceq y$, if there exists a path $\gamma : x \rightarrow y$ in $\Gamma$. Observe that if $\Gamma$ is a quiver with no oriented cycles, then the precedence relation $\preceq$ is a partial order. Indeed, $\preceq$ is reflexive because of the existence of trivial paths, transitive through concatenation of paths and anti-symmetric for in $\Gamma$ there are no oriented cycles.

Given a finite solid quiver $Q$ we define the translation quiver $ZQ$ in the following way. The vertex set consists of pairs $(x, \ell)$ with $x \in Q_0$ and $\ell \in \mathbb{Z}$. To each arrow $a : x \rightarrow y$ in $Q$ corresponds two series of arrows in $ZQ$.

$$(a, \ell) : (x, \ell) \rightarrow (y, \ell) \quad \text{and} \quad \sigma(a, \ell) : (y, \ell) \rightarrow (x, \ell + 1).$$
The bijection \( \tau : (x, \ell) \mapsto (x, \ell - 1) \) is clearly a translation. Each interval \( I \subset \mathbb{Z} \) defines a full translation subquiver \( IQ \) of \( \mathbb{Z}Q \) through the vertices of the form \( (x, \ell) \) with \( \ell \in I \). In particular, \( \mathbb{N}_0Q \) and \( (-1)\mathbb{N}_0Q \) are posprojective and preinjective translation subquivers respectively. All translation quivers which we are interested in are mesh complete translation subquiver of some \( \mathbb{Z}Q \). Last lemma 1.24, together with the following lemma, give an account of some of their properties.

**Lemma 1.25** Let \( Q \) be a finite solid connected quiver, with more than one vertex and with an admissible ordering of its vertices. Then \( \mathbb{Z}Q \) is a connected proper hereditary translation quiver which admits an admissible ordering of its vertices. In particular, \( \mathbb{N}_0Q \) and \( (-1)\mathbb{N}_0Q \) are posprojective and preinjective translation subquivers respectively. All translation quivers which we are interested in are mesh complete translation subquiver of some \( \mathbb{Z}Q \). Last lemma 1.24, together with the following lemma, give an account of some of their properties.

**Proof.** That \( \mathbb{Z}Q \) is connected, proper and hereditary is clear. Fix an admissible ordering \( x_1, \ldots, x_n \) in the vertex set of \( Q \) and define the following relation in \( Q_0 \times \mathbb{Z} \): two elements are related \((x_i, \ell) \leq (x_j, m)\) if they satisfy one of the following conditions,

i) \( \ell > m \) in \( \mathbb{Z} \), or

ii) \( \ell = m \) and \( i \leq j \) in \( Q \).

Then \( \leq \) is a linear order in the vertices of \( \mathbb{Z}Q \). Indeed, it is transitive since if \( (x_{i_1}, \ell_1) \leq (x_{i_2}, \ell_2) \leq (x_{i_3}, \ell_3) \) and \( \ell_1 > \ell_2 \) or \( \ell_2 > \ell_3 \) then \( \ell_1 > \ell_3 \), and hence \( (x_{i_1}, \ell_1) \leq (x_{i_3}, \ell_3) \). In case \( \ell_1 = \ell_2 = \ell_3 \) we have \( i_1 \leq i_2 \leq i_3 \), and again \( (x_{i_1}, \ell_1) \leq (x_{i_3}, \ell_3) \). It is anti-symmetric, for if \( (x_i, \ell) \leq (x_j, m) \leq (x_i, \ell) \) then \( \ell = m \) and \( i \leq j \leq i \). Moreover, it is clear that two arbitrary vertices \((x_i, \ell)\) and \((x_j, m)\) are related, thus \( \leq \) is a linear order.

With the definition of arrows in \( \mathbb{Z}Q \) given above it is clear that the order \( \leq \) defined in the vertex set \( Q_0 \times \mathbb{Z} \) of \( \mathbb{Z}Q \) is admissible. \( \square \)

By lemmas 1.21 and 1.25 in the context of the following lemma we can replace the concept of section by that of cosection.

**Lemma 1.26** Let \( Q \) be a finite connected solid quiver with an admissible ordering of its vertices. For a subset \( S \) of vertices in \( \mathbb{Z}Q \) the following conditions are equivalent

a) \( S \) is a connected section in \( \mathbb{Z}Q \).

b) \( S \) intersects each orbit in \( \mathbb{Z}Q \) in exactly one vertex, and two elements \((x, \ell), (y, m)\) in \( S \) are neighbors in \( \mathbb{Z}Q \) if and only if \( x, y \) are neighbors in \( Q \).

In particular, the underlying graph of a connected section \( S \) of \( \mathbb{Z}Q \) is isomorphic to the underlying graph of \( Q \).

**Proof.** We can assume that \( Q \) has more that one vertex, so that \( \mathbb{Z}Q \) is a proper translation quiver.

**Step 1.** We show that (b) implies (a). The first condition (i) in the definition of section is satisfied by hypothesis. To show condition (ii) let \((x_i, \ell_i) \rightarrow (y, m)\) be an arrow in \( \mathbb{Z}Q \) with \((x_i, \ell_i) \in S \). By construction of the arrows in \( \mathbb{Z}Q \)
the vertices \( y \) and \( x_i \) are neighbors in \( Q \). Observe that \((x_i, \ell_i)\) have only two neighbors in the orbit of \((y, m)\),

\[
\begin{align*}
\text{when } x_i \rightarrow y \text{ in } Q, & \quad (x_i, \ell_i) \\
& \quad (y, \ell_i - 1) \\
\text{when } y \rightarrow x_i \text{ in } Q, & \quad (x_i, \ell_i) \\
& \quad (y, \ell_i) \\
& \quad (y, \ell_i + 1)
\end{align*}
\]

In the first case we have that \( m = \ell_i \) and hence either \((y, \ell_i) = (y, m) \in S\) or \((y, \ell_i - 1) = (y, m - 1) = \tau(y, m) \in S\); for by hypothesis an element in the orbit of \((y, m)\) which is neighbor of \((x_i, \ell_i)\) belongs to \( S \). In the second case we have that \( m = \ell_i + 1 \) and for the same reason either \((y, \ell_i + 1) = (y, m) \in S\) or \((y, \ell_i) = (y, m - 1) = \tau(y, m) \in S\). Hence \( S \) is a section. Its connectedness is direct consequence of the hypothesis in (b).

**Step 2.** We show that if \( S \) is a connected section which contains no injective vertex and \( \tilde{S} \) is a subset of \( S \) which is also a section, then \( \tilde{S} = S \). Assume that \( \tilde{S} \neq S \). Then by connectedness there exist neighbor vertices \( x \in S - \tilde{S} \) and \( y \in \tilde{S} \). In case \( y \rightarrow x \), since \( \tilde{S} \) is section and \( x \notin \tilde{S} \) we have \( \tau(x) \in \tilde{S} \subseteq S \), which is impossible for \( x \in S \) and \( S \) is section. In case \( x \rightarrow y \) there is an arrow \( y \rightarrow \tau^{-1}(x) \), and hence \( \tau^{-1}(x) \in \tilde{S} \subseteq S \) again because \( \tilde{S} \) is section and \( x \notin \tilde{S} \). This is also impossible for in that case \( x \) and \( \tau^{-1}(x) \) both belong to \( S \). Thus \( \tilde{S} = S \).

**Step 3.** We prove that (a) implies (b). We will show that if \( S \) is a connected section in \( \mathbb{Z}Q \) then \( S \) has a subset \( S_n \) which satisfies the hypothesis in (b).

To give \( S_n \) we successively construct sets \( S_i \) for \( 1 \leq i \leq n \). Let \( u_1 \) be an arbitrary element in \( S \) and make \( S_1 = \{u_1\} \). Assume that the subset \( S_i \) has been constructed (\( i = |S_i| \)) intersecting each orbit in at most one vertex, and such that two if its vertices \((x_{i1}, \ell_{i1})\) and \((x_{i2}, \ell_{i2})\) are neighbors if and only if \( x_{i1} \) and \( x_{i2} \) are neighbors in \( Q \). If \( S_i \) does not intersect all orbits in \( \mathbb{Z}Q \) then there exist a vertex \( v \) in \( \mathbb{Z}Q \) such that \( \tau^i(v) \notin S_i \) for all \( \ell \in \mathbb{Z} \) and an arrow \( u_v \rightarrow v \) with \( u_v \in S_i \subseteq S \). Since \( S \) is a section, either \( v \in S \) or \( \tau(v) \in S \). Take \( u_{i+1} = u \) or \( u_{i+1} = \tau(v) \) depending on the case and make \( S_{i+1} = S_i \cup \{u_{i+1}\} \). Observe that by construction of \( \mathbb{Z}Q \), since \( u_v = (x, \ell) \) and \( u_{i+1} = (y, m) \) are neighbors in \( \mathbb{Z}Q \) then \( x \) and \( y \) are neighbors in \( Q \), and hence \( S_{i+1} \) has the same properties as \( S_i \). Thus, if \( \mathbb{Z}Q \) has \( n \) orbits (\( n = |Q_0| \)), we can successively construct a subset \( S_n \) which satisfies the hypothesis of (b). Then by step 1, \( S_n \) is a connected section and by step 2, \( S = S_n \), that is, \( S \) satisfies (b).

Assume that \((\Gamma, \tau)\) is a translation quiver and that \( f : \Gamma_0 \rightarrow \mathbb{Z} \) is a function. We say that \( f \) is an additive function if for any mesh \( \{x, \tau(x)\} \cup x^- \) in \( \Gamma \) it satisfies

\[
f(x) + f(\tau(x)) = \sum_{y \in x^-} f(y)(-m_{y,x}),
\]

where \((-m_{y,x})\) is the number of arrows from \( y \) to \( x \) in \( \Gamma \). For a finite section (cosection) \( S = \{x_i\}_{i=1}^n \) in \((\Gamma, \tau)\) denote by \( f(S) \) the integral vector \( (f(x_i))_{i=1}^n \).

**Lemma 1.27** Let \((\Gamma, \tau)\) be a proper directed hereditary translation quiver.

a) Assume that \( S \) is a section in \((\Gamma, \tau)\) such that the full subquiver \( Q = Q_S \) in \( \Gamma \) determined by \( S \) is finite and admits an admissible ordering of its
vertices. Assume further that \( S \) contains no injective vertices and that it intersects each orbit in \((\Gamma, \tau)\) in at most one vertex. Then \( \tau^{-1}S = \{ \tau^{-1}(x) \}_{x \in S} \) is also a section in \((\Gamma, \tau)\), \( Q_{\tau^{-1}S} \cong Q_S \) and for any additive function \( f \) in \((\Gamma, \tau)\) we have that

\[
f(\tau^{-1}S) = \Phi_Q^{-1} f(S),
\]

where \( \Phi_Q^{-1} \) is the inverse of the Coxeter matrix of \( Q \) respect to the admissible ordering of its vertices.

**b)** Assume that \( S \) is a cosection in \((\Gamma, \tau)\) such that the full subquiver \( Q = QS \) in \( \Gamma \) determined by \( S \) is finite and admits an admissible ordering of its vertices. Assume further that \( S \) contains no projective vertices and that it intersects each orbit in \((\Gamma, \tau)\) in at most one vertex. Then \( \tau S = \{ \tau(x) \}_{x \in S} \) is also a cosection in \((\Gamma, \tau)\), \( Q_{\tau S} \cong Q_S \) and for any additive function \( f \) in \((\Gamma, \tau)\) we have that

\[
f(\tau S) = \Phi_Q f(S),
\]

where \( \Phi_Q \) is the Coxeter matrix of \( Q \) respect to the admissible ordering of its vertices.

**Proof.** We will show (b), the proof of (a) is similar. Fix an additive function \( f \). We prove first the following claim.

**Step 1.** Assume that \( x \) is a nonprojective element of a cosection \( S_0 \) and that \( x \) is a sink in the full subquiver \( Q_{S_0} \) determined by \( S_0 \) (that is, if there is an arrow \( x \to m \) in \( \Gamma \) then \( m \notin S_0 \)). Denote by \( \sigma_x S_0 \) the subset of \( \Gamma_0 \) obtained from \( S_0 \) by replacing \( x \) with \( \tau(x) \),

\[
\sigma_x S_0 = \{ \tau(x) \} \cup (S_0 - \{ x \}),
\]

and maintaining the same order in vertices. Then \( \sigma_x S_0 \) is a cosection. On the one hand, if \( S_0 \) has at most one vertex in each orbit, then \( \sigma_x S_0 \) satisfies the same condition. Hence for each noninjective element \( y \) in \( \sigma_x S_0 \) we have \( \tau^{-1}(y) \notin \sigma_x S_0 \). On the other hand, assume that \( n \to y \) is an arrow in \( \Gamma \) and that \( y \in \sigma_x S_0 \). Consider first the case \( y \neq \tau(x) \). Then \( y \notin S_0 \), and since \( S_0 \) is a cosection, either \( n \in S_0 \) or \( \tau^{-1}(n) \in S_0 \). If \( n \in S_0 \) then \( n \neq x \) for \( x \) is a sink in \( Q_{S_0} \), and hence \( n \in \sigma_x S_0 \). Assume now that \( n \notin S_0 \), thus \( \tau^{-1}(n) \in S_0 \). If \( \tau^{-1}(n) \neq x \) then \( \tau^{-1}(n) \in \sigma_x S_0 \). And if \( \tau^{-1}(n) = x \) then \( n = \tau(\tau^{-1}(n)) = \tau(x) \in \sigma_x S_0 \).

In any case one of the vertices \( n \) or \( \tau^{-1}(n) \) belongs to \( \sigma_x S_0 \). Consider finally the case \( y = \tau(x) \), that is, when there is an arrow \( n \to \tau(x) \) in \( \Gamma \). Notice first that \( n \) is not injective, for \((\Gamma, \tau)\) is hereditary and \( \tau(x) \) is not injective. Then there is an arrow \( \tau^{-1}(n) \to x \). Since \( S_0 \) is a cosection and \( \tau^{-1}(n) \) cannot be in \( S_0 \) (again because \( x \) is a sink in \( Q_{S_0} \)) we conclude that \( \tau^{-1}(n) \) belongs to \( S_0 \). Since \( \Gamma \) is directed, \( \tau^{-1}(n) \) is different from \( x \) and hence \( \tau^{-1}(n) \) is an element in \( \sigma_x S_0 \). This shows that \( \sigma_x S_0 \) is a cosection. Observe that the quiver \( Q_{\sigma_x S_0} \) is obtained from \( Q_{S_0} \) by changing the orientation of all arrows which start or end in \( x \).

**Step 2.** If \( x \) is a nonprojective element of a cosection \( S_0 \) such that \( x \) is a sink in the full subquiver \( Q_{S_0} \), and \( Q_{S_0} \) admits an admissible ordering of its vertices, then

\[
f(\sigma_x S_0) = \sigma_x (f(S_0)),
\]
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where the $\sigma_x$ in the right hand of the equation is the simple reflection of vertex $x$ associated to $Q_{S_0}$. Since the change $S_0 \mapsto \sigma_x S_0$ only modifies the vertex $x$, in the same way as the reflection $\sigma_x$ only changes the entry $x$, we can focus in this component. Since $(e_x, e_x) = 1$ because $Q_{S_0}$ has no oriented cycles, notice that

$$
\sigma_x(f(S_0))_x = f(S_0)_x - 2f(S_0), e_x = f(x) - \sum_{y \in S_0} f(y)(e_y, e_x) = f(x) - \sum_{y \in S_0 - \{x\}} f(y)(e_y, e_x) + f(x)(e_y, e_y).
$$

Now, since $x$ is a sink in $Q_{S_0}$, we have that $(e_x, e_y) = m_{x,y} = 0$ for all $y \in S_0 - \{x\}$ and since $S_0$ is a cosection we have that if $y \in S_0 - \{x\}$ then $(e_y, e_x) = m_{y,x} \neq 0$ if and only if $y \in x^-$. Hence

$$
\sigma_x(f(S_0))_x = -f(x) - \sum_{y \in S_0 - \{x\}} f(y)(e_y, e_x) = -f(x) + \sum_{y \in x^-} f(y)(-m_{y,x}) = f(\tau(x)).
$$

In this way we have that $f(\sigma_x S_0) = \sigma_x f(S_0)$.

**Step 3.** We prove (b). Let $\mathcal{S}$ be a cosection as in the statement of the lemma and fix an admissible ordering $\{x_1, \ldots, x_n\}$ of the vertices in $Q_{\mathcal{S}}$. Then $x_1$ is a sink and by the steps above $S_1 = \sigma_{x_1} \mathcal{S}$ is a cosection. The full subquiver of $\Gamma$ which $S_1$ determines admits an admissible ordering (making $\tau(x_1)$ greater than the rest of the elements in $\mathcal{S}$) and has the vertex $x_2$ as nonprojective sink. We can then construct $S_2 = \sigma_{x_2} S_1$. Assume we have constructed in this way the cosection $S_i$ where $x_{i+1}$ is a nonprojective sink. Then $S_{i+1} = \sigma_{x_{i+1}} S_i$ is a cosection. Successively we obtain a cosection $S_n = \sigma_{x_n} S_{n-1}$, and by step 2 we have

$$
f(S_n) = \sigma_{x_n} f(S_{n-1}) = \ldots = \sigma_{x_n} \sigma_{x_{n-1}} \cdots \sigma_{x_2} \sigma_{x_1} (f(S)) = \Phi_Q f(S).
$$

Since all simple reflections $\sigma_x$ have been used exactly once, it is clear that $S_n = \tau \mathcal{S}$ and that $Q_{\tau \mathcal{S}} \cong Q_{\mathcal{S}}$. This completes the proof. 

### 1.8 Posprojective and preinjective components.

We end this chapter studying those components of the Auslander-Reiten quiver $\Gamma(kQ)$ which contain the projective (injective) $kQ$-modules, where $Q$ is a finite solvable quiver with an admissible ordering of its vertices which is not a Dynkin diagram. The following result is well known, see for instance [2, theorem V.7.8].

**Lemma 1.28** Let $A$ be a finite dimensional $k$-algebra of finite representation type. If $M$ and $N$ are nonisomorphic indecomposable $A$-modules then every nonzero morphism $f : M \rightarrow N$ is sum of compositions of irreducible morphisms between indecomposable $A$-modules. In particular, there exists a path from $[M]$ to $[N]$ in the Auslander-Reiten quiver $\Gamma(A)$ of $A$-mod.
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Lemma 1.29 Let $A = kQ$ be the path algebra of a finite solid quiver with an admissible ordering of its vertices and denote by $P(i)$ the indecomposable projective $A$-module $Ae_i$ (with $e_i$ the trivial path over the vertex $i \in Q_0$). For each path $\gamma : i \to j$ in $Q$ the mapping $g_\gamma : P(j) \to P(i)$ given by $ae_j \mapsto ae_j e_i$ is a monomorphism of $A$-modules.

(i) The set $\{g_\gamma \mid \gamma \text{ is path from } i \text{ to } j\}$ is basis of $\text{Hom}_A(P(j), P(i))$.

(ii) Take $P'(i) = \bigoplus_{\alpha \in Q_1} P(t(\alpha))$ and consider the morphism $g : P'(i) \to P(i)$ given by $g = [g_\alpha]_{\alpha \in Q_1}$ where $g_\alpha : P(t(\alpha)) \to P(i)$. If $j \neq i$ then every nonzero morphism $f : P(j) \to P(i)$ factors through $g$.

(iii) $\text{Im } g$ is the unique maximal submodule of $P(i)$.

Proof. Recall that if $M$ is an $A$-module and $e$ is an idempotent in $A$, then there is an isomorphism of $k$-vector spaces

$$\Phi : \text{Hom}_A(Ae, M) \to eM,$$

defined by $f \mapsto f(e)$. Its inverse is given by $\Psi(m) : a \mapsto am$. Then

$$\text{Hom}_A(P(j), P(i)) = \text{Hom}_A(Ae_j, Ae_i) \cong e_j Ae_i,$$

and each morphism $g_\gamma$ defined above corresponds to $\Psi(\gamma)$. If we order the paths from $i$ to $j$ in $Q$, $\gamma_1, \ldots, \gamma_r$, then the morphisms $g_{\gamma_1}, \ldots, g_{\gamma_r}$ form a basis of $\text{Hom}_A(P(j), P(i))$. This proves (i). Moreover, if $\gamma_1 \gamma$ is a path in $Q$, then $g_{\gamma_1}(g_{\gamma}(a)) = g_{\gamma_1 \gamma}(a) = a\gamma \gamma = g_{\gamma}(a)$. Assume that $g : P'(i) \to P(i)$ is as in the point (ii) and that $f : P(j) \to P(i)$ is a nonzero morphism with $j \neq i$. By (i) there is a nonzero linear combination $\sum_{\ell=1}^r c_{\ell}\gamma_\ell$ such that $f = \Psi(\sum_{\ell=1}^r c_{\ell}\gamma_\ell) = \sum_{\ell=1}^r c_{\ell}g_{\gamma_\ell}$. For each arrow $\alpha$ with source $i$ take

$$I_\alpha = \{ \ell \in \{1, \ldots, r\} \mid \gamma_\ell = \gamma_\ell \alpha \text{ for some path } \gamma_\ell \},$$

and define $h_\alpha : P(j) \to P(t(\alpha))$ as $h_\alpha = \sum_{\ell \in I_\alpha} e_{\ell}g_{\gamma_\ell}$. Take the morphism $h = [h_\alpha]_{\alpha \in Q_1} : P(j) \to P'(i)$ and notice that

$$gh = \sum_{\alpha \in Q_1} g_\alpha h_\alpha = \sum_{\alpha \in Q_1} \sum_{\ell \in I_\alpha} c_{\ell}e_{\ell}g_{\gamma_\ell} = \sum_{\alpha \in Q_1} \sum_{\ell \in I_\alpha} c_{\ell}g_{\gamma_\ell} = \sum_{\ell=1}^r c_{\ell}g_{\gamma_\ell} = f,$$

since the set $\{I_\alpha \mid \alpha \in Q_1, s(\alpha) = i\}$ is a partition of the interval $\{1, \ldots, r\}$. This shows (ii). Assume finally that $M$ is a proper submodule of $P(i)$. Since the algebra $A$ is hereditary, every indecomposable direct summand of $M$ is isomorphic to $P(j)$ for some $j \neq i$. By point (ii) the composition $f : P(j) \to M \to P(i)$ factors through $g$. Since this is true for any direct summand of $M$, we conclude that $M$ is contained in $\text{Im } g$. This completes the proof. \hfill \Box

Lemma 1.30 Let $Q$ be a finite solid quiver with an admissible ordering of its vertices and let $A = kQ$ be the path $k$-algebra of $Q$. 
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a) Let $P$ be an indecomposable projective $A$-module. A morphism of $A$-modules $g : M \to P$ is right minimal almost split if and only if $g$ is a monomorphism and its image is $\text{rad}P$.

b) Let $I$ be an indecomposable injective $A$-module. A morphism of $A$-modules $f : I \to M$ is left minimal almost split if and only if $f$ is an epimorphism and its kernel is $\text{soc}I$.

c) The Auslander-Reiten quiver $\Gamma(A)$ of $A$-mod is a hereditary translation quiver.

**Proof.** We prove $(a)$, the proof of $(b)$ is similar (cf. proposition IV.3.5 in [1]). By unicity it is enough to prove that $g : \text{rad}P \to P$ is a right minimal almost split morphism. If $h : \text{rad}P \to \text{rad}P$ is such that $gh = g$, then $g(h - \text{Id}_{\text{rad}P}) = 0$ and since $g$ is injective, $h = \text{Id}_{\text{rad}P}$. Hence $g$ is right minimal. Assume that $v : V \to P$ is not a retraction. Then $v$ is not an epimorphism (for $P$ is projective), and thus $\text{Im} v$ is a proper submodule of $P$. Considering point $(iii)$ in lemma 1.29 the projective $P$ has a unique maximal submodule $\text{rad}P$, hence $v$ factors through $g$. This shows that $g$ is a right almost split morphism.

We prove now $(c)$. Recall that $\Gamma(A)_0 = \text{ind}A$. Moreover, for each right minimal almost split morphism $g : \bigoplus d_i E_i \to N$ (with all $E_i$ nonisomorphic indecomposables) there are $d_i = \dim \text{Irr}(E_i, N)$ solid arrows from $[E_i]$ to $[N]$, and for each left minimal almost split morphism $f : M \to \bigoplus d_i E_i$ there are $d_i = \dim \text{Irr}(M, E_i)$ solid arrows from $[M]$ to $[E_i]$.

By construction $\Gamma(A)$ is a solid quiver which is clearly locally finite. Let $\Gamma(A)_0'$ be the set of vertices for which there exists an almost split exact pair $(f, g)$ of the form

$$
\begin{array}{c}
0 \rightarrow M \xrightarrow{f} E \xrightarrow{g} N \rightarrow 0,
\end{array}
$$

and $\Gamma(A)_0''$ be the set of elements $[M]$ determined by such pairs. By definition, the Auslander-Reiten is a bijection between $\Gamma(A)_0'$ and $\Gamma(A)_0''$. By equivalences $(a)$, $(b)'$ and $(c')$ in lemma 1.19 and the definition of arrows in $\Gamma(A)$, it follows that the Auslander-Reiten translation is indeed a quiver translation. Moreover, because of the existence theorem of almost split sequences $(A$ is an artinian $k$-algebra) the set $\Gamma(A)_0' - \Gamma(A)_0''$ consists in the isomorphism classes of indecomposable projective $A$-modules, and $\Gamma(A)_0'' - \Gamma(A)_0'$ consists in the isomorphism classes of indecomposable injective $A$-modules.

To verify that $\Gamma(A)$ is a hereditary translation quiver assume we have an arrow $[E_i] \to [P]$ where $[P]$ is a projective vertex. Then there is an $A$-module $E$ from which $E_i$ is direct summand and a right minimal almost split morphism $g : E \to P$. By the point $(a)$ the module $E$ is isomorphic to the radical $\text{rad}P$. By lemma 1.29 $(ii)$ all direct summands of $E$ are projective and in particular $[E_i]$ is a projective vertex. Using point $(b)$ and a dual version of lemma 1.29 one shows that if $[I] \to [E_i]$ is an arrow with $[I]$ an injective vertex, then $[E_i]$ is also injective.

**Lemma 1.31** Let $Q$ be a finite solid connected quiver with an admissible ordering of its vertices and let $A = kQ$ be the path $k$-algebra of $Q$. The following properties are equivalent.
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a) $A$ is of finite representation type.

b) There exist an indecomposable projective $A$-module $P$ and an integer $n \geq 0$ such that $\tau^{-n}P$ is injective.

c) There exist an indecomposable injective $A$-module $I$ and an integer $n \geq 0$ such that $\tau^n I$ is projective.

**Proof.** The equivalence of (b) and (c) is evident. By lemma 1.30(c) the Auslander-Reiten quiver $\Gamma(A)$ of $A$-mod is a hereditary translation quiver. Observe that, because of lemmas 1.29 and 1.30 the full subquiver of $\Gamma(A)$ determined by the projective vertices is connected. In a similar way one notice that the full subquiver of $\Gamma(A)$ determined by the injective vertices is also connected. If $A$ is of finite representation type, since all indecomposable $A$-modules $M$ have projective covers $P \rightarrow M$, by lemma 1.28 it follows that $\Gamma(A)$ is a connected quiver. By the description of orbits given at the beginning of section 1.7, since every orbit in $\Gamma(A)$ is finite, then every orbit is either periodic or contains a projective and an injective vertex. This, lemma 1.23 and the existence of projective and injective modules in $A$-mod show that (a) implies (b) and (c).

We show now that (b) implies (a). Let $C$ be the connected component in $\Gamma(A)$ containing all projective vertices. By hypothesis in (b), some orbit in $C$ has an injective vertex, and by connectedness $C$ contains all injective vertices. Then by lemma 1.23 all orbits in $C$ are projective-injective, and hence $C$ is a finite set. Observe finally that for any indecomposable $A$-module $M$ there exists an element $[N]$ in $C$ such that $\text{Hom}_A(M, N) \neq 0$ (since $C$ contains the isomorphism classes of all indecomposable injective modules). From lemma 6 in section 2.2 in [13] it follows that $[M]$ belongs to $C$, and hence $\Gamma(A)_0 = C$ is a finite set. □

As a reference for the following result consider proposition 10.2 in Gabriel and Roiter [5].

**Lemma 1.32** Let $Q$ be a finite solid connected quiver with an admissible ordering of its vertices and let $A = kQ$ be the path algebra of $Q$. Assume that $kQ$-mod is of infinite representation type.

a) There is a connected component $P$ of the Auslander-Reiten quiver of $kQ$-mod which contains the isomorphism classes of all indecomposable projective modules. This component is isomorphic to $N_0 Q^\text{op}$ and hence $P$ is a directed posprojective quiver.

b) There is a connected component $I$ of the Auslander-Reiten quiver of $kQ$-mod which contains the isomorphism classes of all indecomposable injective modules. This component is isomorphic to $(-N_0)Q^\text{op}$ and hence $I$ is a directed preprojective quiver.

**Proof.** We show (a). Let $P(i) = Ae_i$ be the projective $A$-module where $e_i$ is the trivial path (idempotent) of vertex $i \in \{1, \ldots, n\}$. By the definition of the Auslander-Reiten quiver of $A$-mod and as consequence of lemmas 1.29(iii) and 1.30(a), the full subquiver of $\Gamma(kQ)$ determined by the classes $[P(1)], \ldots, [P(n)]$ is isomorphic to $Q^\text{op}$.

Let $P$ be the connected component of $\Gamma(kQ)$ which contains all projective vertices. Since $\Gamma(A)$ is hereditary (1.30(c)), by lemma 1.23(b) the subquiver $P$
is also hereditary. By lemma 1.23 for any vertex \([M]\) in \(P\) there exists \(\ell \geq 0\) such that \(\tau^\ell[M]\) is projective. Moreover, by lemma 1.31 for each projective \(P(i)\) the translations \(\tau^{-\ell}[P(i)]\) are defined for all \(\ell \geq 0\). Then there is a bijection between the vertices in \(P\) and those in \(N_0Q^{op}\) given by \(\tau^{-\ell}[P(i)] \mapsto (i, \ell)\) for \(i\) in \(Q_0\) and \(\ell \geq 0\). Since the quiver determined by the indecomposable projective modules is isomorphic to \(Q^{op}\) and by definition of translation, the bijection above is a translation quiver isomorphism. In particular \(P\) is a posprojective directed quiver.

\[\square\]

The following lemma is a particular case of corollary IV.2.9 in [1].

**Lemma 1.33** Let \(Q\) be a finite solid connected quiver with an admissible ordering of its vertices and let \(kQ\) be the path algebra of \(Q\). Assume that \(kQ\)-mod is of infinite representation type. Let \(\Phi_Q\) be the Coxeter matrix associated to \(Q\).

a) If \(M\) is a preinjective \(kQ\)-module then \(\dim \tau M = \Phi_Q \dim M\).

b) If \(N\) is a posprojective \(kQ\)-module then \(\dim \tau^{-1} N = \Phi_Q^{-1} \dim N\).
Chapter 2

Kronecker algebras and Dynkin diagrams.

For \( n \geq 2 \) consider the quiver \( K_n \) with two vertices and \( n \) arrows in the same direction and its associated matrix \( M_{K_n} \),

\[
K_n = \begin{array}{ccc}
\star_1 & \rightarrow & \star_2 \\
\downarrow^a_1 & & \downarrow^a_n \\
\star_1 & & \star_2 
\end{array}
\]

\[
M_{K_n} = \begin{pmatrix}
1 & 0 \\
-n & 1
\end{pmatrix}.
\]

The \textbf{n-generalised Kronecker algebra} is the path algebra \( A_n = kK_n \) of the quiver \( K_n \). The purpose of sections 2.1 and 2.2 is to exhibit algorithms to construct exceptional modules for the classical Kronecker algebra \( A_2 \) and the first generalised case \( A_3 \) respectively. All other cases can be treated in a similar way. Although this representations are well known (cf. Ringel [15] and [16]), the method used illustrates the notions presented in the preliminars chapter. Moreover, the module category of the classical Kronecker algebra is fundamental for the construction of representations for other extended Dynkin quivers. In this chapter we denote by \( I \) the identity morphisms.

2.1 Classical Kronecker algebra \( n = 2 \).

Consider first the classical case \( A_2 \).

\[
K_2 = \begin{array}{ccc}
\star_1 & \rightarrow & \star_2 \\
\downarrow^a_1 & & \downarrow^a_2 \\
\star_1 & & \star_2 
\end{array}
\]

\[
M_{K_2} = \begin{pmatrix}
1 & 0 \\
-2 & 1
\end{pmatrix}.
\]

The corresponding quadratic form is given by \( q_{K_2}(d_1, d_2) = (d_1 - d_2)^2 \). Hence the set of positive roots of \( K_2 \) consists in the vectors

\[
p^t_2 = (t + 1, t) \quad \text{and} \quad q^t_2 = (t, t + 1),
\]
for \( t \) greater or equal to zero. We will perform two reductions in the Kronecker algebra \( A_2 \), each of them will produce exceptional representation of dimension vectors \( p'_2 \) and \( q'_2 \). We need the following technical lemma. Recall that a functor is call rigid if it is exact and induces isomorphisms in extension groups.

**Lemma 2.1** Let \( B \) be the subalgebra of \( A_2 \) generated by the arrow \( a_1 \) and consider the admissible \( B \)-modules \( X = X^1 \oplus X^2 \) and \( Y = Y^\omega \oplus Y^2 \), where \( X^1, Y^2 \) are the simple modules of vertex 1, 2 and \( X^\omega, Y^\omega \) are copies of the exceptional \( B \)-representation \( k \xrightarrow{1} k \). Fix bases \( \{ x_1^1 \} \) of \( X^1 \), \( \{ x_1^\omega, x_2^\omega = y_2^\omega \} \) of \( X^\omega = Y^\omega \) and \( \{ y_2^2 \} \) of \( Y^2 \) such that \( a_1 x_2^\omega = x_1^\omega \) and \( a_1 y_2^2 = y_1^\omega \). There are irreducible morphisms \( X^1 \xrightarrow{\sigma} X^\omega = Y^\omega \xrightarrow{\pi} Y^2 \) given by

\[
\begin{array}{ccc}
0 & \xrightarrow{kx_2^\omega} & ky_2^2 \\
& \downarrow & \downarrow \pi \sigma \\
kx_1^1 & \xrightarrow{1} & ky_1^2 \\
& \downarrow \sigma \downarrow & \\
0 & \xrightarrow{kx_1^\omega} & ky_1^2
\end{array}
\]

The opposed endomorphism algebras of \( X \) and \( Y \) split over their radical,

\[ \operatorname{End}_B(X)^{op} \cong S \oplus P \quad \text{and} \quad \operatorname{End}_B(Y)^{op} \cong S' \oplus P', \]

where \( P = k \sigma, P' = k \pi, S = \operatorname{End}(X^1) \oplus \operatorname{End}(X^\omega) \cong kf_1 \times kf_\omega \) and \( S' = \operatorname{End}(Y^\omega) \oplus \operatorname{End}(Y^2) \cong kf'_\omega \times kf'_2 \). The matrices of dimension vectors of \( X \) and \( Y \) are given by

\[
T^X = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad T^Y = \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix}.
\]

In the dual basis \( \{ x^1_1, x^\omega_1, x^\omega_2; (x^1_1)^*, (x^\omega_1)^*, (x^\omega_2)^* \} \) of \( X \) the left coaction \( \lambda: X^* \to P^* \otimes_S X^* \) and right coaction \( \rho: X \to X \otimes_S P^* \) have the following form,

\[
\lambda(u) = \begin{cases} 
\sigma^* \otimes (x^1_1)^*, & \text{if } u = (x^1_1)^*, \\
0, & \text{otherwise}.
\end{cases}
\]

\[
\rho(z) = \begin{cases} 
(x^\omega_1)^* \otimes \sigma^*, & \text{if } z = x^1_1, \\
0, & \text{otherwise}.
\end{cases}
\]

On the other hand, in the dual basis \( \{ y^1_1, y^\omega_1, y^\omega_2; (y^1_1)^*, (y^\omega_1)^*, (y^\omega_2)^* \} \) of \( Y \) the left coaction \( \lambda': Y^* \to (P')^* \otimes_{S'} Y^* \) and right coaction \( \rho': Y \to Y \otimes_{S'} (P')^* \) have the following form

\[
\lambda'(u) = \begin{cases} 
\pi^* \otimes (y^\omega_2)^*, & \text{if } u = (y^\omega_2)^*, \\
0, & \text{otherwise}.
\end{cases}
\]

\[
\rho'(z) = \begin{cases} 
y^\omega_2 \otimes \pi^*, & \text{if } z = y^\omega_2, \\
0, & \text{otherwise}.
\end{cases}
\]

Moreover, the \( B \)-modules \( X \) and \( Y \) are rigid, hence the reduction functors \( F^X: A_2^X \text{-mod} \to A_2 \text{-mod} \) and \( F^Y: A_2^Y \text{-mod} \to A_2 \text{-mod} \) are rigid functors.
Proof. For the expression of the left and right coactions confer formulas in lemma A.17. To verify that the functor $F_X$ is rigid, recall the exact sequence on extension groups induced by the reduction by the module $X$,

$$0 \rightarrow \text{Ext}^1_A(M, N) \rightarrow \text{Ext}^1_A(F_X(M), F_X(N)) \rightarrow \text{Ext}^1_B(F_X(M), F_X(N)) \rightarrow 0.$$

Since the modules $F_X(M)$ and $F_X(N)$, considered as $B$-modules, have the form $X \otimes S M$ and $X \otimes S N$, and these are by hypothesis rigid modules, we conclude that $F_X$ is a rigid functor. The case $F_Y$ is similar. All other claims in the statement are clear. \[\square\]

Keeping in mind the notation in last lemma, consider the changes of basis $(T^X)_a M K \rightarrow M K^2 T^X = \begin{pmatrix} 1 & 1 \\ -1 & 0 \end{pmatrix}$ and $(T^Y)_a N K \rightarrow N K^2 T^Y = \begin{pmatrix} 0 & 1 \\ -1 & 1 \end{pmatrix}$.

Their corresponding associated quivers, which will be denoted by $K^2_x$ and $K^2_y$, have the form

\begin{center}
\begin{tikzpicture}
  \node (a) at (0,0) {$a$};
  \node (b) at (1,-1) {$b$};
  \node (c) at (0,-2) {$a'$};
  \node (d) at (1,-2) {$b'$};
  \draw[->] (a) -- (b);
  \draw[->] (c) -- (d);
\end{tikzpicture}
\end{center}

\begin{center}
\begin{tikzpicture}
  \node (a) at (0,0) {$a$};
  \node (b) at (1,-1) {$a'$};
  \node (c) at (0,-2) {$b$};
  \node (d) at (1,-2) {$b'$};
  \draw[->] (a) -- (b);
  \draw[->] (c) -- (d);
\end{tikzpicture}
\end{center}

**Lemma 2.2** The reduced ditalgebras $A^X_2$ and $A^Y_2$ of the Kronecker algebra $A_2$ are isomorphic to $(kK^2_x, \delta^x)$ and $(kK^2_y, \delta^y)$, where the differentials are given by

$$\delta^x(a) = ba', \quad \delta^y(a) = -a'b,$$

and zero in all other arrows. The reduction functors $F_X : A^X_2 \text{-mod} \rightarrow A_2 \text{-mod}$ and $F_Y : A^Y_2 \text{-mod} \rightarrow A_2 \text{-mod}$ have the following explicit form in objects respectively,

\begin{align*}
M_a M_2 & \quad \mapsto \quad M_2 \\
M_{a'} M_1 & \quad \mapsto \quad [M_{a'} M_a] \\
N_a N_2 & \quad \mapsto \quad N_1 \oplus N_2 \\
N_{a'} N_1 & \quad \mapsto \quad [1 \ 0] \begin{bmatrix} N_a & N_{a'} \end{bmatrix}.
\end{align*}

**Proof.** It is easy to see that the reduced tensor algebras

$$T_S(X^* \otimes_R ka_2 \otimes_R X \otimes k\sigma^*) \quad \text{and} \quad T_S(Y^* \otimes_R ka_2 \otimes_R Y \otimes k\pi^*),$$

are isomorphic to

\begin{align*}
(x_1^*)^* \otimes a_2 \otimes x_2^* & \quad \text{and} \quad (y_1^*)^* \otimes a_2 \otimes y_2^* \\
(x_2^*)^* \otimes a_2 \otimes x_2^* & \quad \text{and} \quad (y_2^*)^* \otimes a_2 \otimes y_2^*.
\end{align*}
Proof. We show \( (kK_2^2) \) to have regular associated quivers. By lemma 1.11 these algebras are isomorphic to \( kK_2^2 \) and \( kK_2^2 \) respectively. We compute now their differentials. Since the differential in the Kronecker algebra \( A_2 \) is null, the reduced differentials have the following form

\[
\delta^x (x^* \otimes a_2 \otimes x) = \lambda (x^*) \otimes a_2 \otimes x - x^* \otimes a_2 \otimes \rho (x),
\]

\[
\delta^y (y^* \otimes a_2 \otimes y) = \lambda (y^*) \otimes a_2 \otimes y - y^* \otimes a_2 \otimes \rho (y).
\]

Substituting the values of the coactions and considering that the coproducts \( \mu \) and \( \mu' \) in \( P^* \) and \( (P')^* \) are zero, the result follows.

To justify the recovery algorithm corresponding to the reduction by the module \( X \) described in the statement, consider an \( A_2^X \)-representation \( M = (M_1, M_2; M_a, M_{a'}) \). Let \( e_1, e_2 \) be the trivial paths in \( A_2 \). Then \( F^X (M) \), considered as \( B \)-module, is given by \( X \otimes_S M \), and is constituted by the vector spaces

\[
e_1 (X \otimes_S M) \cong e_1 (x_1 \otimes M_1 \oplus e_1^* \otimes_S M_2 \oplus x_2^* \otimes_S M_2) \cong M_1 \oplus M_2,
\]

\[
e_2 (X \otimes_S M) \cong e_2 (x_1 \otimes M_1 \oplus e_1^* \otimes_S M_2 \oplus x_2^* \otimes_S M_2) \cong M_2.
\]

The action of \( a_1 \) in \( F^X (M) \) is given by the action of \( a_1 \) in \( X^* \), that is, by the matrix \([\varphi] \) (see \([A.23]\)). The action of \( a_2 \) is obtained through the actions of \( a \) and \( a' \) in \( M \), hence they correspond to the action of the matrix \([M_{a'}]\). The reduction by the module \( Y \) can be described in a similar way. \( \square \)

We give now algorithms for the construction of exceptional representations of \( A_2^X \) and \( A_2^Y \).

**Lemma 2.3**

a) There is a full, faithful and rigid functor \( G^X : A_2^X \)-mod \( \rightarrow \)

\( A_2^X \)-mod which increases dimensions and whose explicit form in objects is

\[
\begin{array}{c}
M_a \quad M_2 \\
\bigcup \quad \bigcup \\
M_{a'} \quad M_1
\end{array}
\rightarrow
\begin{array}{cc}
[0 \ M'] \\
M_1 \oplus M_2
\end{array}
\]

b) There is a full, faithful and rigid functor \( G^Y : A_2^Y \)-mod \( \rightarrow \)

\( A_2^Y \)-mod which increases dimensions and whose explicit form in objects is

\[
\begin{array}{c}
N_2 \\
N_1 \bigcup \\
N_a
\end{array}
\rightarrow
\begin{array}{c}
N_2 \\
[?] \\
N_1 \oplus N_2
\end{array}
\]

**Proof.** We show (a), the proof of (b) is similar. Take \( B \) to be the subalgebra of \( A^X \) generated by the arrow \( a' \) and use lemma 2.1. Observe first that

\[
(T^Y)^* M_{K^*} T^Y = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 1 \\ -1 & 0 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix} = M_{K^*},
\]
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so that we expect an equivalence of categories

$$(A_X^Y \text{-mod}) \rightarrow A_X^Y - \text{mod}.$$ 

To be precise, we will give full, faithful and rigid functors

$$A_X^Y - \text{mod} \xrightarrow{F_3} (A_X^Y - \text{mod}) \xrightarrow{F_2} (A_X^Y - \text{mod}) \xrightarrow{F_1} A_X^Y - \text{mod},$$

where $F_1 = F^Y$ is the functor associated to the reduction of $A_X^Y$ using $Y$, $F_2 = F^\n$ is induced by a change of basis and $F_3 = F^r$ is a regularization. For the description of $F_1$ observe that the quiver associated to the reduced graded tensor algebra $(kK^X)^Y$ has the form

where, for the sake of simplicity, we suppress all tensor product signs $\otimes$ and give an alternative notation for each arrow (depicted in the figure as denominators). Using the formulas for the coactions given in lemma 2.1 we compute the reduced differential. Its values in arrows are

| Arrow | Differential | Arrow | Differential |
|-------|-------------|-------|-------------|
| $\alpha$ | $\beta \otimes \alpha'$, $0$, $\beta_1 - \alpha' \otimes \beta$, $\beta_1' + \beta \otimes \alpha_1 - \alpha \otimes \beta$, | $\beta$ | $0$, $0$, $\beta_1$, $\beta \otimes \beta_1$. |

The reduced functor $F_1$ has the following explicit form in representations, using again the expression of $F^e$ given in equation (1.4)

Before regularization we perform the following change of basis. Define a copy $\tilde{Q}$ of the quiver $Q$ associated to the reduced ditalgebra $(A_X^Y)^Y$ and define functions $g : \tilde{Q} \rightarrow k\tilde{Q}$ and $h : Q \rightarrow k\tilde{Q}$ in the following way

$$g(\tilde{\gamma}) = \begin{cases} 
\gamma, & \text{if } \tilde{\gamma} \neq \tilde{\beta}_1, \tilde{\beta}_1', \\
\beta_1 - \alpha' \otimes \beta, & \text{if } \tilde{\gamma} = \tilde{\beta}_1, \\
\beta_1' + \beta \otimes \alpha_1 - \alpha \otimes \beta, & \text{if } \tilde{\gamma} = \tilde{\beta}_1'.
\end{cases}$$
\[ h(\gamma) = \begin{cases} \tilde{\alpha}, & \text{if } \gamma \neq \beta_1, \beta_1', \\ \bar{\beta}_1 + \bar{\alpha}' \otimes \tilde{\beta}, & \text{if } \gamma = \beta_1, \\ \bar{\beta}_1 - \tilde{\beta} \otimes \tilde{\alpha}_1 + \tilde{\alpha} \otimes \tilde{\beta}, & \text{if } \gamma = \beta_1'. \end{cases} \]

Then the functions \( g \) and \( h \) extend to algebra morphisms which are inverse from each other. Observe that \( g \) and \( h \) preserve degree, hence the transformation \( \delta = h \circ g \) is a differential. The ditalgebra isomorphism \( h : (kQ, \delta) \to (k\tilde{Q}, \tilde{\delta}) \) induces an equivalence of categories \( F_2 \). The differential \( \tilde{\delta} \) has the form

| Arrow  | Differential | Arrow  | Differential |
|--------|--------------|--------|--------------|
| \tilde{\alpha} | \beta \otimes \alpha', \tilde{\beta}, 0, | \bar{\alpha}', 0, \bar{\beta}_1, 0, | \tilde{\alpha}', \bar{\beta}_1', 0, |
| \tilde{\alpha}' | \bar{\beta}_1, \bar{\beta}_1', 0, |

Equivalence \( F_3 \) results from regularisation of the arrows \((\tilde{\alpha}_1, \bar{\beta}_1)\) and \((\tilde{\alpha}_1', \bar{\beta}_1')\).

Using the expression of \( F_1 \) given above it is clear that the functor \( G_X = F_3 \circ F_2 \circ F_1 \) has the form given in the statement. Moreover, since the regularization \( F_3 = F' \), the change of basis \( F_2 = F^c \) and the semi-reduction of an edge \( F_1 = F^c \) are rigid, the functor \( G_X \) is also rigid.

For an \( a \times b \) matrix \( M \) denote by \( M \rightarrow \) (respectively \( M \leftarrow \)) the \( a \times (b + 1) \) matrix obtained by adding a column of zeros to the right (respectively left) of \( M \). In a similar way define \( M \uparrow \) and \( M \downarrow \) adding a row of zeros to the top or bottom of \( M \) respectively.

**Proposition 2.4** For \( t \in \mathbb{N}_0 \) denote by \( P_2^t \) and \( Q_2^t \) the representations of \( A_2 \) given respectively by the matrices

\[
P_2^t = \begin{array}{c|c|c|c|c}
1 & 0 & \cdots & 0 & 1 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 1 & 0 \\
\end{array}
\]

and

\[
Q_2^t = \begin{array}{c|c|c|c|c}
0 & 1 & \cdots & 1 & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
1 & \cdots & 0 & 1 & 0 \\
\end{array}
\]

The representations \( P_2^t \) and \( Q_2^t \) (\( t \geq 0 \)) are exceptional and form a complete list of posprojective and preinjective \( A_2 \)-modules respectively.

**Proof.** Successively applying the functors \( G_X \) and \( G_Y \) to the simple \( A_2^X \)-module \( S(1) \) and to the simple \( A_2^Y \)-module \( S(2) \) respectively, we obtain the following exceptional representations (see lemma 2.3), which we denote by \( P_2^t \) and \( Q_2^t \).

To the right of each representation is shown the coefficient quiver with respect to the canonical basis.
Using now the reduction functors $F^X$ and $F^Y$ in lemma 2.2 we produce exceptional modules for the classical Kronecker algebra $A_2$, $P^t_2 = F^X(P^t_2)$ and $Q^t_2 = F^Y(Q^t_2)$ for $t \geq 0$. We show the corresponding coefficient quivers,

\[ P^t_2 = \]
\[ \begin{array}{cccccc}
  k^t & & & & & \\
  & r^1 & & & & \\
  & & r^2 & & & \\
  & k^{t+1} & & & & \\
  & & & & 0 & \\
  & & & & & \\
\end{array} \]

\[ Q^t_2 = \]
\[ \begin{array}{cccccc}
  k^t & & & & & \\
  & r^1 & & & & \\
  & & r^2 & & & \\
  & k^{t+1} & & & & \\
  & & & & 0 & \\
  & & & & & \\
\end{array} \]

Observe that the dimension vectors are $\dim P^t_2 = p^t_2$ and $\dim Q^t_2 = q^t_2$. By lemmas 1.13 and 1.14 there is an inclusion of isomorphism classes of exceptional $A_2$-modules to the set of positive roots of the quadratic form $q_{K_2}$. Hence the collection of modules $P^t_2$ and $Q^t_2$ ($t \geq 0$) determines a complete list of exceptional representations for $A_2$. Moreover, computing the Cartan matrix $C_{A_2}$ and the Coxeter matrix $\Phi_{K_2}$ corresponding to the quiver $K_2$,

\[ C_{A_2} = \left( \begin{array}{c} 1/2 \\ 1/2 \end{array} \right), \quad \Phi_{K_2} = -C_{A_2}^{-1}C_{A_2}^{-1} = \left( \begin{array}{c} -1/2 \\ -1/2 \end{array} \right) \text{ and } \Phi_{K_2}^{-1} = -C_{A_2}C_{A_2}^{-1} = \left( \begin{array}{c} 3/2 \\ 1/2 \end{array} \right), \]

we notice that

\[ \Phi_{K_2} q^t_2^{-1} = \left( \begin{array}{c} -1/2 \\ -1/2 \end{array} \right) (t^{-1}) = \left( \begin{array}{c} t+1 \\ t+2 \end{array} \right) = q^{t+1}_2, \]

and in a similar way

\[ \Phi_{K_2} p^t_2^{-1} = \left( \begin{array}{c} 3/2 \\ 1/2 \end{array} \right) (t^{-1}) = \left( \begin{array}{c} t+2 \\ t+1 \end{array} \right) = p^{t+1}_2. \]

Using lemma 1.33 and observing that $P^t_2$ and $Q^t_2$ are indecomposable projective $A_2$-modules, we conclude that the set $\{P^t_2\}_{t \geq 0}$ constitutes a complete list of posprojective $A_2$-modules. In a similar way, since $Q^0_2$ and $Q^1_2$ are indecomposable injective $A_2$-modules, the set $\{Q^t_2\}_{t \geq 0}$ is a complete list of preinjective $A_2$-representations.

By lemma 1.32 the posprojective component $P$ of the Auslander-Reiten quiver $\Gamma(A_2)$ has the form

\[
\begin{array}{cccccccc}
[P^0_2] & \longrightarrow & \cdots & \longrightarrow & [P^1_2] & \longrightarrow & \cdots & \longrightarrow & [P^2_2] \\
\end{array}
\]

while the preinjective component $I$ has the following form,

\[
\begin{array}{cccccccc}
\cdots & [Q^1_2] & \longrightarrow & \cdots & [Q^2_2] & \longrightarrow & \cdots & [Q^3_2] & \longrightarrow & \cdots \\
\end{array}
\]
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2.2 First generalised case $n = 3$.

we study now the first generalised case $A_3$.

$$K_3 = \begin{array}{c}
\bullet_2 \\
\downarrow & & \downarrow \\
\bullet_1 & & \bullet_3
\end{array} \quad M_{K_3} = \begin{pmatrix}
1 & 0 \\
-3 & 1
\end{pmatrix}.$$ 

Lemma 2.5 Let $C$ be the subalgebra of $A_3$ generated by the arrows $a_2$ and $a_3$ ($C \cong A_2$). Let $Z = C \cap Z^1 \oplus Z^2$ be the regular $C$-module, that is, $Z^1 = Ce_1$ is the projective simple module $S(1)$ and $Z^2 = Ce_2$ is given by

$$k \begin{bmatrix}
1 \\
0
\end{bmatrix} \cong k^2.$$ 

Fix bases $\{z_1^1\}$ of $Z^1$ and $\{z_2^2, z_1^2, z_2^2\}$ of $Z^2$ such that $a_2z_2^2 = z_1^1$ and $a_3z_2^2 = \pi_1^2$. The opposed endomorphism algebra $\Gamma = \text{End}_C(Z)^{op}$ splits over its radical $\Gamma = S'' \oplus P''$, where $S'' \cong \text{End}(Z^1) \oplus \text{End}(Z^2) = kf''_1 \times kf''_2$ and the radical $P'' \cong \text{Hom}_C(Z^1, Z^2)$ is generated by a pair of morphisms $\nu, \overline{\nu} : Z^1 \to Z^2$ determined by $z_1^1 \mapsto z_1^2$ and $z_1^1 \mapsto \pi_1^2$. Then $Z$ is an admissible rigid $C$-module. The matrix of dimension vectors of $Z$ is given by

$$T^Z = \begin{pmatrix}
1 & 2 \\
0 & 1
\end{pmatrix}.$$ 

The coactions of $Z$ in terms of the selected bases have the following form,

$$\lambda(u) = \begin{cases}
\nu^* \otimes (z_1^1)^*, & \text{if } u = (z_1^2)^*, \\
\overline{\nu}^* \otimes (z_1^1)^*, & \text{if } u = (\pi_1^2)^*, \\
0, & \text{otherwise}.
\end{cases}$$

$$\rho(x) = \begin{cases}
z_2^2 \otimes \nu^* + \pi_1^2 \otimes \overline{\nu}^*, & \text{if } x = z_1^1, \\
0, & \text{otherwise}.
\end{cases}$$

Proof. All claims are inmediat. $\square$

Let $B$ be the subalgebra of $A_3$ generated by the arrow $a_1$ and let $X, Y$ be the $B$-modules described in lemma 2.1 We will perform reductions respect to the modules $X, Y$ and $Z$. Consider the changes of basis

$$(T^X)^t M_K T^X = \begin{pmatrix}
1 & 1 \\
-2 & -1
\end{pmatrix} \quad \text{and} \quad (T^Z)^t M_K T^Z = \begin{pmatrix}
1 & 2 \\
-1 & -1
\end{pmatrix}.$$ 

Their associated quivers, which will be denoted by $K_3^x$ and $K_3^z$, have respectively the form

$$\begin{array}{c}
\circ_a & \circ_b \\
\downarrow & \downarrow \\
\bullet_1 & \bullet_2
\end{array} \quad \text{and} \quad \begin{array}{c}
\circ_a & \circ_b \\
\downarrow & \downarrow \\
\bullet_1 & \bullet_2
\end{array}$$

47
Lemma 2.6  

a) The reduced ditalgebra $A^X_3$ is isomorphic to $(kK^X_3, \delta^X)$ where the nonzero values of the differential $\delta^X$ are

$$\delta^X(\alpha_1) = \gamma \alpha_2 \quad \text{and} \quad \delta^X(\beta_1) = \gamma \beta_2.$$ 

The explicit description of the reduction functor in objects $M \mapsto F^X(M)$ has the following form

$$M \overset{\alpha_1}{\rightarrow} M_1 \overset{\alpha_2}{\leftarrow} M_2 \overset{\beta_1}{\rightarrow} M_3$$

b) The reduced ditalgebra $A^Z_3$ is isomorphic to $(kK^Z_3, \delta^Z)$ where the nonzero values of $\delta^Z$ are given by

$$\delta^Z(a) = ca' \quad \text{and} \quad \delta^Z(b) = da'.$$

The explicit description of the reduction functor in objects $N \mapsto F^Z(N)$ has the following form

$$N \overset{a}{\rightarrow} N_1 \overset{a'}{\leftarrow} N_2 \overset{b}{\rightarrow} N_3$$

Proof. Consider first the reduction $A^X_3$. As in the case $A^X_2$ observe that the tensor algebra $T_S(X^* \otimes (ka_2 \otimes ka_3) \otimes X \oplus k\sigma^*)$ has a regular associated quiver, and by lemma 1.11 it is isomorphic to $kK^X_3$.

Consider now the reduction $A^Z_3$. In a similar way we directly observe an isomorphism of tensor algebras $A^Z_3 \cong (kK^Z_3, \delta^Z)$.

Using the coactions $\lambda$ and $\rho$ of $X$ given in lemma 2.4 and considering that $A_3$ has null differential, the reduced differential $\delta^X$ is as in the statement. Hence $A^X_3 \cong (kK^X_3, \delta^X)$. 

Consider now the reduction $A^Z_3$. In a similar way we directly observe an isomorphism of tensor algebras $A^Z_3 = T_{S''}(Z^* \otimes ka_1 \otimes Z \oplus (P''^*) \cong kK^Z_3$. 
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In order to compute the reduced differential $\delta^Z$ we use the coactions of $Z$ described in lemma 2.5. Then

$$\delta^Z((z_1^2)^* \otimes a_1 \otimes z_2^2) = \lambda((z_1^2)^*) \otimes a_1 \otimes z_2^2 - (z_1^2)^* \otimes a_1 \otimes \rho(z_2^2) = \nu^* \otimes (z_1^2)^* \otimes a_1 \otimes z_2^2,$$

$$\delta^Z((z_1^1)^* \otimes a_1 \otimes z_2^2) = \lambda((z_1^1)^*) \otimes a_1 \otimes z_2^2 - (z_1^2)^* \otimes a_1 \otimes \rho(z_2^2) = \nu^* \otimes (z_1^1)^* \otimes a_1 \otimes z_2^2,$$

and

$$\delta^Z((z_1^1)^* \otimes a_1 \otimes z_2^2) = \lambda((z_1^1)^*) \otimes a_1 \otimes z_2^2 + (z_1^1)^* \otimes a_1 \otimes \rho(z_2^2) = 0.$$

It is then clear that $A^Z_3 \cong (kK,\delta^Z)$ with $\delta^Z$ as in the statement of the lemma. 

\[ \Box \]

**Lemma 2.7** The subalgebra of $A^Z_3$ generated by the edge $a'$ is isomorphic to $B$, so it is possible to reduce $A^Z_3$ with respect to the $B$-module $Y$. Then there is a rigid equivalence of categories $H : A^X_3\text{-mod} \rightarrow (A^Z_3)^Y\text{-mod}$. The composition $F^Y H : A^X_3\text{-mod} \rightarrow A^Z_3\text{-mod}$ has the following explicit description in objects,

$$M \mapsto F^Y H(M)$$

Proof. We will give equivalences of categories

$$A^X_3\text{-mod} \xrightarrow{F_3} (A^Z_3)^Y\text{-mod} \xrightarrow{F_1} (A^Z_3)^Y\text{-mod},$$
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where $F_1$ is a change of basis and $F_2$ is the functor associated to a regularization. Notice that the reduced tensor algebra $(A^g_2)^Y$ can be described as follows

![Diagram](image)

where the dotted arrows in the center correspond to the elements $\gamma = \pi^*$, $\gamma_2 = (y_2^2)^* \circ c \circ y_2^c$ and $\epsilon_2 = (y_2^2)^* \circ d \circ y_2^c$. Using the coactions $\lambda'$ and $\rho'$ of $Y$ given in lemma 2.1 and considering the general expression of the reduced differential $\delta^u$ of $(A^g_2)^Y$ we obtain

$$\delta^u(u \otimes w \otimes x) = \lambda'(u) \otimes w \otimes x + \sigma_{u,x}(\delta^u(w)) + (-1)^{|w|+1} u \otimes w \otimes \rho'(x),$$

for arrows $w$ in $A^g_2$ (cf. lemma A.21 in the appendix for the definition of $\sigma_{u,x}$).

We get the following values for the differential of $(A^g_2)^Y$,

| Arrow | Differential | Arrow | Differential |
|-------|-------------|-------|-------------|
| $\alpha_1$ | $\gamma \otimes \beta_{12}$ | $\gamma$ | 0, |
| $\beta_{12}$ | $\gamma \otimes \beta_{2}$ | $\gamma_1$ | 0, |
| $\alpha'_{1}$ | $\gamma_1 - \alpha_2 \otimes \gamma$ | $\epsilon_1$ | 0, |
| $\beta'_{1}$ | $\epsilon_1 - \beta_2 \otimes \gamma$ | $\gamma_2$ | $\gamma \otimes \gamma_1$, |
| $\alpha_2$ | 0, | $\epsilon_2$ | $\gamma \otimes \epsilon_1$, |
| $\beta_2$ | 0, | $\gamma_2 + \gamma \otimes \alpha_1' - \alpha_1 \otimes \gamma$, |
| $\alpha'_2$ | $\gamma_2 + \gamma \otimes \alpha_1' - \alpha_1 \otimes \gamma$, |
| $\beta'_2$ | $\epsilon_2 + \gamma \otimes \beta_{1}' - \beta_1 \otimes \gamma$, |

Define $g_1$ a copy $\hat{Q}$ of the quiver $Q$ associated to the reduced algebra $(A^g_2)^Y$ and functions $g_1 : \hat{Q} \to kQ$ and $h_1 : Q \to k\hat{Q}$ given by

$$g_1(\hat{x}) = \begin{cases} x, & \text{if } \hat{x} \neq \gamma_1, \gamma_2, \epsilon_1, \epsilon_2, \\ \gamma_1 - \alpha_2 \otimes \gamma, & \text{if } \hat{x} = \gamma_1, \\ \epsilon_1 - \beta_2 \otimes \gamma, & \text{if } \hat{x} = \epsilon_1, \\ \gamma_2 + \gamma \otimes \alpha_1' - \alpha_1 \otimes \gamma, & \text{if } \hat{x} = \gamma_2, \\ \epsilon_2 + \gamma \otimes \beta_{1}' - \beta_1 \otimes \gamma, & \text{if } \hat{x} = \epsilon_2, \\ \end{cases}$$

$$h_1(x) = \begin{cases} \hat{x}, & \text{if } x \neq \gamma_1, \gamma_2, \epsilon_1, \epsilon_2, \\ \gamma_1 + \alpha_2 \otimes \gamma, & \text{if } x = \gamma_1, \\ \epsilon_1 + \beta_2 \otimes \gamma, & \text{if } x = \epsilon_1, \\ \gamma_2 - \gamma \otimes \alpha_1' + \alpha_1 \otimes \gamma, & \text{if } x = \gamma_2, \\ \epsilon_2 - \gamma \otimes \beta_{1}' + \beta_1 \otimes \gamma, & \text{if } x = \epsilon_2. \\ \end{cases}$$

Then $g_1$ and $h_1$ extend to morphisms $g$ and $h$ of graded algebras which preserve degree and which are inverse from each other. Hence $\delta = h\delta g$ is a differential
and the ditalgebra isomorphism $h : (kQ, \delta) \to (\widehat{kQ}, \widehat{\delta})$ induces an equivalence of categories $F_1$. The new differential has the following form

\[
\begin{array}{c|c|c|c}
\text{Arrow} & \text{Differential} & \text{Arrow} & \text{Differential} \\
\hat{\alpha}_1 & \hat{\gamma} \otimes \hat{\alpha}_2 & \hat{\gamma} & 0, \\
\hat{\beta}_1 & \hat{\gamma} \otimes \hat{\beta}_2 & \hat{\gamma}_1 & 0, \\
\hat{\alpha}_1' & \hat{\gamma}_1 & \hat{\epsilon}_1 & 0, \\
\hat{\beta}_1 & \hat{\epsilon}_1 & \hat{\gamma}_2 & 0, \\
\hat{\alpha}_2 & 0 & \hat{\epsilon}_2 & 0. \\
\hat{\beta}_2 & 0, \\
\hat{\alpha}_2' & \hat{\gamma}_2, \\
\hat{\beta}_2 & \hat{\epsilon}_2 &
\end{array}
\]

so it is possible to regularize arrows $(\hat{\alpha}_1', \hat{\gamma}_1)$, $(\hat{\beta}_1', \hat{\epsilon}_1)$, $(\hat{\alpha}_2', \hat{\gamma}_2)$ and $(\hat{\beta}_2', \hat{\epsilon}_2)$. We obtain in this way a ditalgebra isomorphic to $A_X^3$ and an equivalence of categories $F_2 : A_X^3\text{-mod} \to (k\widehat{Q}, \widehat{\delta})\text{-mod}$. The equivalence $H$ is composition of the functors $F_1 \circ F_2$.

By the lemmas above there are full, faithful and rigid functors $A_X^3\text{-mod} \to \to \to A_3\text{-mod}$.

Evaluation of these functors in an object $M$ of $A_X^3\text{-mod}$, followed by the dimension vector, has the form (see lemma 1.11)

\[
\begin{array}{c|c|c|c}
\text{dim}M & \text{T}^X \text{dim}M & \text{dim}M & \text{T}^Y \text{dim}M & \text{T}^Z \text{T}^Y \text{dim}M.
\end{array}
\]

Hence, if $\widehat{M}$ is an exceptional $A_3$-module of dimension vector $(a, b)$ and $M$ is an $A_X^3$-module with $F^X(M) \cong \widehat{M}$, then $F^ZF^YH(M)$ is also an exceptional $A_3$-representation, with dimension vector

\[
\dim F^ZF^YH(M) = T^ZT^Y(T^X)^{-1}\text{dim} \widehat{M} = (\begin{smallmatrix} 2 & 0 \\ 1 & 1 \end{smallmatrix}) \left( \begin{smallmatrix} 1 & 0 \\ 1 & 1 \end{smallmatrix} \right) (\begin{smallmatrix} 3 & 1 \\ 0 & -1 \end{smallmatrix}) \dim \widehat{M} = (\begin{smallmatrix} 2 & 2 \\ 1 & 1 \end{smallmatrix}) \dim \widehat{M} = (\begin{smallmatrix} 3 & 1 \\ 1 & 0 \end{smallmatrix}) \dim \widehat{M},
\]

then the algorithm $F^X(M) \to F^ZF^YH(M)$ produces an exceptional $A_3$-representation of dimension vector $(3a - b, a)$.

In the proof of the following proposition we consider the process above to construct exceptional representations of $A_3$. Make $a_0 = 0$, $a_1 = 1$, $a_{t+1} = 3a_t - a_{t-1}$ for $t \geq 1$ and take the vectors

\[
p^t_3 = (a_{t+1}, a_t), \quad \text{for } t \geq 0.
\]
As the quadratic form $q_{K_3}$ is given by $q_{K_3}(a, b) = a^2 + b^2 - 3ab$, observe that

$$q_{K_3}(a_{t+1}, a_t) = a_{t+1}^2 + a_t^2 - 3a_{t+1}a_t =$$

$$= (3a_t - a_{t-1})^2 + a_t^2 - 3(3a_t - a_{t-1})a_t =$$

$$= 9a_t^2 - 6a_t a_{t-1} + a_{t-1}^2 + a_t^2 - 9a_t^2 - 3a_t a_{t-1} =$$

$$= a_t^2 + a_{t-1}^2 - 3a_t a_{t-1} =$$

$$= q_{K_3}(a_t, a_{t-1}).$$

Since $q_{K_3}(p_3^0) = q_{K_3}(1, 0) = 1$ then all vectors $p_3^t (t \geq 0)$ are positive roots of the quadratic form $q_{K_3}$. We notice inductively that $a_{t+1} > 2a_t$, for

$$a_{t+1} - 2a_t = (3a_t - a_{t-1}) - 2a_t = a_t - a_{t-1} \geq a_t - 2a_{t-1}.$$

In the presentation of posprojective $A_3$-modules we will use the following notation. Let $Z(a) = Z_b(a)$ be the $a \times b$ zero matrix. Let $E(a) = E_b(a)$ be the $a \times b$ matrix whose diagonal elements are $E(a)_i = 1$ and all other entries are equal to zero. If $b \leq a$ then $E(a)$ has the form $[\begin{smallmatrix} t \end{smallmatrix}]$. Consider the vertical concatenation of matrices $C_b(a) = C(a) = \begin{bmatrix} E(a) \\ Z(a) \end{bmatrix}$ of dimension $2a \times b$.

**Proposition 2.8** For $t \in \mathbb{N}$ denote by $P_t^3$ the $A_3$-representation given by the matrices (with $a_{t+1}$ rows and $a_t$ columns)

$$\begin{bmatrix} Z(a_{t-1}) \\ C(a_{t-1}) \\ \vdots \\ Z(2) \\ E(a_1) \end{bmatrix} \quad \begin{bmatrix} Z(a_1) \\ E(a_1) \\ Z(a_{t+1} - 2a_t) \end{bmatrix} \quad \begin{bmatrix} E(a_1) \\ Z(a_{t+1} - a_t) \end{bmatrix}$$

If $P_3^0$ denotes the projective simple $A_3$-module, then for $t \geq 0$ the representations $P_t^3$ are exceptional and conform a complete list of posprojective $A_3$-modules.

**Proof.** We prove that the given representations are exceptional. It is clear that $P_3^0$ is exceptional, so we proceed by induction over $t \geq 1$. As base case, the representation $P_1^3$ has the form

$$\begin{bmatrix} Z(2) \\ E(a_1) \end{bmatrix} \quad \begin{bmatrix} Z(a_1) \\ E(a_1) \\ Z(a_2 - 2a_1) \end{bmatrix} \quad \begin{bmatrix} E(a_1) \\ Z(a_2 - a_1) \end{bmatrix}$$

$$\begin{bmatrix} \end{bmatrix} \quad \begin{bmatrix} \end{bmatrix} \quad \begin{bmatrix} k \end{bmatrix}$$

and it is easy to see that $\text{End}_{A_3}(P_3^1) \cong k$, and thus $P_3^1$ is an exceptional module (its dimension vector $\text{dim}P_3^1 = p_3^1$ is a root of $q_{K_3}$). Assume that the module $P_3^0$ is exceptional and let $M(t)_1, M(t)_2$ and $M(t)_3$ be the matrices, from left to right, which conform the module $P_3^t$. Consider the representation $P_3^1$, isomorphic
to $P_3^t$, obtained by exchanging positions of the matrices $M(t)_1$ and $M(t)_3$,

$$
\overline{P}_3^t = \begin{bmatrix}
E(a_t) \\
Z(a_t-a_t)
\end{bmatrix}
\begin{bmatrix}
Z(a_t) \\
E(a_t)
\end{bmatrix}
\begin{bmatrix}
Z(a_t-a_t) \\
C(a_{t-2}) \\
\vdots \\
Z(2) \\
E(a_t)
\end{bmatrix}
\begin{bmatrix}
Z(a_t-a_t) \\
E(a_t-a_t) \\
Z(a_t-a_t-2) \\
C(a_{t-2}) \\
\vdots \\
Z(2) \\
E(a_t)
\end{bmatrix}
\begin{bmatrix}
Z(a_t-a_t) \\
C(a_{t-2}) \\
\vdots \\
Z(2) \\
E(a_t)
\end{bmatrix}
$$

In this way, using lemma 2.6(a), we have that $P_3^t = F^X(M)$ where $M$ is the $A_3^N$-representation given by

Then $M$ is exceptional for $F^X$ is a full, faithful and rigid functor. Apply now the composition $F^YH$ described in lemma 2.7 to the $A_3^N$-module $M$ to obtain an exceptional $A_3^P$-module $N = F^YH(M)$,
Finally, using the algorithm $N \mapsto F^Z(N)$ given in lemma 2.6(b) we obtain the following representation of $A_3$,

\[
\begin{bmatrix}
Z(a_t) & 0 \\
E(a_t) & 0 \\
Z(a_{t-2}) & 0 \\
\vdots & \vdots \\
C(a_{t-2}) & 0 \\
Z(2) & 0 \\
0 & I_{a_{t+1}}
\end{bmatrix}
\oplus
\begin{bmatrix}
I_t & 0 & 0 \\
0 & I_{a_{t+1}} & 0 \\
0 & 0 & I_{a_{t+1}}
\end{bmatrix}
\oplus
\begin{bmatrix}
k^{a_{t+1}} \\
k^{a_{t-1}}
\end{bmatrix},
\]

Observe that $a_{t+1} - 2a_t + a_{t-1} = 3a_t - a_{t-1} - 2a_t + a_{t-1} = a_t$, and hence in the left matrix the vertical concatenation $E(a_t)|Z(a_{t+1} - 2a_t)|Z(a_{t-1})$ is equal to $C(a_t)$. Moreover, the direct sum at the bottom of this matrix $E(a_t) \oplus I_{a_{t+1}-a_t}$ corresponds to the matrix $E(a_{t+1})$. Thus, this module coincides with the representation $P_3^{t+1}$ given by

\[
\begin{bmatrix}
Z(a_t) & 0 \\
E(a_t) & 0 \\
Z(a_{t+2}-2a_{t+1}) & 0 \\
\vdots & \vdots \\
C(a_{t+2}) & 0 \\
E(2) & 0 \\
0 & I_{a_{t+2}}
\end{bmatrix}
\oplus
\begin{bmatrix}
I_t & 0 & 0 \\
0 & I_{a_{t+1}} & 0 \\
0 & 0 & I_{a_{t+1}}
\end{bmatrix}
\oplus
\begin{bmatrix}
k^{a_{t+1}} \\
k^{a_{t-1}}
\end{bmatrix},
\]

and hence $P_3^{t+1}$ is also an exceptional $A_3$-module. This completes the induction step.

We compute now the Cartan matrix $C_{A_3}$ and the inverse of the Coxeter matrix $\Phi^{-1}_{K_3}$ corresponding to the generalised Kronecker quiver $K_3$,

\[
C_{A_3} = \begin{pmatrix} 1 & 3 \\ 1 & 1 \end{pmatrix} \quad \text{and} \quad \Phi^{-1}_{K_3} = -C_{A_3}C_{A_3} = \begin{pmatrix} 8 & -3 \\ 3 & -1 \end{pmatrix}.
\]

Notice that

\[
\Phi^{-1}_{K_3} P_3^{t-1} = \begin{pmatrix} 8 & -3 \\ 3 & -1 \end{pmatrix} \begin{pmatrix} a_t \\ a_{t-1} \end{pmatrix} = \begin{pmatrix} 8a_t - 3a_{t-1} \\ 3a_t - a_{t-1} \end{pmatrix} = \begin{pmatrix} a_{t+2} \\ a_{t+1} \end{pmatrix} = P_3^{t+1}.
\]

Using lemma 1.33 and observing that $P_3^0$ and $P_3^1$ are indecomposable projective $A_3$-modules, we conclude that the set $\{P_3^t\}_{t \geq 0}$ constitutes a complete list of posprojective $A_3$-modules.

The preinjective component can be treated in a similar way, changing the module $Z$ for the direct sum of the indecomposable injective $A_3$-modules. By lemma 1.32 the posprojective and preinjective components of the Auslander-Reiten quiver $\Gamma(A_3)$ have respectively the form

\[
\begin{align*}
\begin{bmatrix} [P_3^0] \\ [P_3^1] \end{bmatrix} & \longrightarrow \begin{bmatrix} [P_3^2] \end{bmatrix} \longrightarrow \begin{bmatrix} [P_3^3] \end{bmatrix} \longrightarrow \cdots \\
\begin{bmatrix} [P_3^4] \end{bmatrix} & \longrightarrow \begin{bmatrix} [P_3^5] \end{bmatrix} \longrightarrow \cdots
\end{align*}
\]
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and

\[
\cdots [Q_4^3] \rightarrow [Q_3^3] \rightarrow [Q_3^2] \rightarrow [Q_2^3] \rightarrow \cdots [Q_1^3].
\]

All given presentations of posprojective \(A_3\)-modules correspond to those given by Ringel in proposition 3 in [15]. Coefficient quivers for the cases \(P_1^3\), \(P_2^3\) and \(P_3^3\) can be found in [15] after the mentioned proposition.

### 2.3 The Auslander-Reiten quiver of a Dynkin diagram.

We say that a finite solid quiver \(Q\) is a (simply laced) **Dynkin quiver** if the underlying graph of \(Q\) is isomorphic to one of the diagrams shown in table 2.1. Let \(Q\) be a finite connected solid quiver. A fundamental result in the representation theory of path algebras indicates that the following statements are equivalent.

a) \(Q\) is a Dynkin quiver.

b) The category \(kQ\)-mod is of finite representation type.

c) The quadratic form \(q_Q\) is positive definite.

Moreover, \(\dim\) establishes a bijection between the isomorphism classes of indecomposable \(A\)-modules and the positive roots of \(q_Q\) (theorem 13 in [13, section 2.4]).

| Notation | Valued graph |
|----------|--------------|
| \(A_n\) \((n \geq 1)\) | \[1 \rightarrow 1 \rightarrow 1 \rightarrow 1 \rightarrow 1\] |
| \(D_n\) \((n \geq 4)\) | \[1 \rightarrow 2 \rightarrow 2 \rightarrow 2 \rightarrow 1\] |
| \(E_6\) | \[2 \rightarrow 3 \rightarrow 4 \rightarrow 2 \rightarrow 1\] |
| \(E_7\) | \[2 \rightarrow 3 \rightarrow 4 \rightarrow 3 \rightarrow 2 \rightarrow 1\] |
| \(E_8\) | \[2 \rightarrow 4 \rightarrow 6 \rightarrow 5 \rightarrow 4 \rightarrow 3 \rightarrow 2\] |

Table 2.1: Simply laced Dynkin diagrams \(\Delta\). The integral vector indicated in the vertices is the maximal positive root \(w_0\) of the corresponding quadratic form (respect to the partial order in \(\mathbb{Z}^n\) given by \(x > y\) if \(x - y\) is a positive vector). In a circle are marked the exceptional vertices of \(w_0\), that is, vertices \(i\) such that the partial derivative \((\partial/\partial_i)q_\Delta(w_0)\) is zero.
In this section we describe the module category of a Dynkin quiver. Let 
\( A_\theta = k\Delta \) be the path algebra of a Dynkin quiver \( \Delta \) and consider the Auslander-Reiten quiver \( \Gamma(A_\theta) \) of the category of \( A_\theta \)-modules.

**Lemma 2.9** There exists a partition in sections of the Auslander-Reiten quiver 
\( \Gamma(A_\theta) \), 
\[ \Gamma(A_\theta) = S_0 \sqcup S_1 \sqcup \ldots \sqcup S_n, \]
such that \( S_0 \) is conformed by the isomorphism classes of indecomposable projective \( A_\theta \)-modules, \( \tau S_{i+1} \subseteq S_i \) for \( 0 \leq i < n \) and every vertex in \( S_n \) is the isomorphism class of some indecomposable injective \( A_\theta \)-module. In particular, \( \Gamma(A_\theta) \) can be identified with a mesh complete subquiver of \( \mathbb{N}_0\Delta^{\text{op}} \).

**Proof.** Let \( S_0 \) be the set of isomorphism classes of indecomposable projective \( A_\theta \)-modules. Take as representative the modules \( P(x) = Ae_x \), where \( e_x \) is the trivial path of vertex \( x \).

Step 1. **The vertex set \( S_0 \) is a section in \( \Gamma(A_\theta) \).** The first condition \((i)\) is satisfied by vacuity, for \( S_0 \) contains no nonprojective vertex. Let \( [P] \rightarrow [M] \) be an arrow with \( [P] \) in \( S_0 \) and assume that \( [M] \) is not in \( S_0 \). Then there is an arrow \( \tau[M] \rightarrow [P] \), and since \( \Gamma(A_\theta) \) is hereditary, \( \tau[M] \) belongs to \( S_0 \).

Assume now that we have constructed sections \( S_0, \ldots, S_i \) such that \( \tau S_{i+1} \subseteq S_i \) for each \( 0 \leq i < j \).

Step 2. **Defining \( S_{i+1} = \{ [M] \in \text{ind}A_\theta \mid \tau[M] \in S_i \} \)** we prove that \( S_{i+1} \) is a section. First, if \( [M] \in S_{i+1} \) then \( \tau[M] \in S_i \), hence \( \tau(\tau[M]) \notin S_i \), that is, \( \tau[M] \notin S_{i+1} \). Second, let \( [M] \rightarrow [X] \) be an arrow with \( [M] \in S_{i+1} \). Since \( [M] \) is not a projective vertex (for \( \tau[M] \in S_i \)) then \( [X] \) is not projective (because \( \Gamma(A_\theta) \) is hereditary). Hence we have an arrow \( \tau[M] \rightarrow \tau[X] \) with \( \tau[M] \in S_i \), and \( S_i \) is a section. Then either \( \tau[X] \in S_i \) (and in that case \( [X] \in S_{i+1} \)) or \( \tau(\tau[X]) \in S_i \) (in which case \( [X] \in S_{i+1} \)).

Since \( \Gamma(A_\theta) \) has a finite number of vertices in this way can be constructed the sections 
\[ S_0, S_1, \ldots, S_{n-1}, S_n, \]
where \( S_n \) consists only in isomorphism classes of indecomposable injective \( A_\theta \)-modules.

Step 3. **The sections \( S_0, \ldots, S_n \) are a partition of the set of vertices in \( \Gamma(A_\theta) \).** We show inductively over \( i \) that \( S_i \cap S_j = \emptyset \) for \( 0 \leq i < j \leq n \). The base case \( S_0 \cap S_j = \emptyset \) for \( 0 < j \leq n \) is clear by definition. If \( [M] \in S_{i+1} \cap S_j \) then \( \tau[M] \in S_i \cap S_{j-1} \), which is an empty set by inductive hypothesis.

Observe finally that every \( [M] \in \text{ind}A_\theta \) belongs to \( S_i \) for some \( 0 \leq i \leq n \). For by the existence of projective covers there exist an indecomposable projective \( P \) and a nonzero morphism \( P \rightarrow M \). By lemma \([1.23]\) there exists a path from \( [P] \) to \( [M] \) in \( \Gamma(A_\theta) \). Hence \( [M] \) belongs to the connected component which contains the projective modules, and by lemma \([1.23]\) \( [M] = \tau^{-i}[P'] \) for some nonnegative integer \( i \) and some indecomposable projective \( P' \), that is, \( [M] \in S_i \).

\[ \square \]

If \( w \) is a vertex in the translation quiver \( (\Gamma, \tau) \) denote by \( \text{ConL}(w) \) the set of vertices \( x \) in \( \Gamma \) such that \( x \prec w \) and by \( \text{ConR}(w) \) the set of vertices \( y \) in \( \Gamma \) such that \( w \prec y \). Moreover, denote by \( \text{ConL}_0(w) \) the set of vertices \( x \) in \( \text{ConL}(w) \) such that either \( x \) is injective or \( \tau^{-1}(x) \notin \{w\} \cup \text{ConL}(w) \). In a similar way,
denote by $\text{ConR}_0(w)$ the set of vertices $y$ in $\text{ConR}(w)$ such that either $y$ is projective or $\tau(y) \notin \{w\} \cup \text{ConR}(w)$.

**Lemma 2.10** Let $Q$ be a finite connected solid quiver with an admissible ordering of its vertices and let $\Gamma$ be a mesh complete connected translation subquiver of $\mathbb{Z}Q$. Let $w$ be a vertex of $\Gamma$.

a) The set $S^L = \{w\} \cup \text{ConL}_0(w)$ is the unique connected cosection contained in $\{w\} \cup \text{ConL}(w)$ which contains the vertex $w$.

b) The set $S^R = \{w\} \cup \text{ConR}_0(w)$ is the unique connected section contained in $\{w\} \cup \text{ConR}(w)$ which contains the vertex $w$.

**Proof.** We show (a), the proof of (b) is similar. Notice that $\Gamma$ is a hereditary translation quiver by lemmas 1.24 and 1.25.

**Step 1.** We verify first that $S^L$ is a cosection. Condition (i) in the definition of cosection says that if $x \in S^L$ and $x$ is not injective, then $\tau^{-1}(x) \notin S^L$. This condition is evident in the set $S^L = \{w\} \cup \text{ConL}_0(w)$ by its definition. In order to show condition (ii) consider an arrow $x \rightarrow s$ with $s \in S^L$. We have to show that one of the vertices $x$ or $\tau^{-1}(x)$ belongs to $S^L$.

Case $s = w$. If $x$ is injective then $x \in \text{ConL}_0(w)$. If $x$ is not injective we have that $\tau^{-1}(x) \notin \text{ConL}(w)$ for the quiver $\Gamma$ is directed (lemmas 1.24 and 1.25). By definition of $\text{ConL}_0(w)$ we have that $x \in \text{ConL}_0(w) \subset S^L$.

Case $s \neq w$. By hypothesis $s \prec w$ and by transitivity $x \prec w$, that is, $x \in \text{ConL}(w)$. Assume that $x \notin S^L$, thus $x$ is not injective and $\tau^{-1}(x) \notin \text{ConL}(w)$. If $\tau^{-1}(x)$ is injective then it belongs to $S^L$ and we are done. If it is not injective then $s$ is also not injective (for $\Gamma$ is hereditary) and $\tau^{-1}(s)$ does not belong to $\text{ConL}(w)$ (for $s \in S^L$). Hence, since $\tau^{-1}(s) \prec \tau^{-1}(x)$, we conclude that $\tau^{-2}(x) \notin \text{ConL}(w)$ and then $\tau^{-1}(x) \in S^L$.

**Step 2.** We show connectedness. If $\gamma : u \rightarrow w$ is a nontrivial path in $\Gamma$ which starts in $\text{ConL}_0(w)$, then all vertices in $\gamma$ different from $w$ are contained in the set $\text{ConL}_0(w)$. Indeed, since $u \neq w$ the path $\gamma$ factors as $\gamma = \gamma' \alpha$, where $\alpha : u \rightarrow u'$ is an arrow and $\gamma' : u' \rightarrow w$ is a (possibly trivial) path. If $u' = w$ there is nothing to say. If $u' \neq w$ then $u' \in \text{ConL}(w)$. If $u'$ is injective, all vertices in $\gamma'$ are also injective (because $\Gamma$ is hereditary) and hence belong to $\text{ConL}_0(w)$. If $u'$ is not injective, then $u$ is also not injective. Then $\tau^{-1}(u')$ cannot belong to $\text{ConL}(w)$, for in that case $\tau^{-1}(u') \prec w$, which is impossible because $\tau^{-1}(u) \prec \tau^{-1}(u')$ and $u \in \text{ConL}_0(w)$. Hence $u'$ belongs to $\text{ConL}_0(w)$.

Successively applying this argument we have that every path that starts in $\text{ConL}_0(w)$ and ends in $w$ is contained in $\text{ConL}_0(w)$. In particular $S^L$ is a connected cosection.

**Step 3.** We finally show unicity. Assume that $S$ is a connected cosection in $\Gamma$ contained in $\{w\} \cup \text{ConL}(w)$. By lemma 1.26 both $S$ and $S^L$ intersect each orbit in $\Gamma$ in exactly one vertex. By construction in $S^L$, for any $s \in S$ there is a nonnegative integer $h(s)$ such that $\tau^{-h(s)}(s) \in S^L$. Let $s_w$ be the element in $S$ such that

$$\tau^{-h(s_w)}(s_w) = w.$$

We show by induction that $h(s) \leq h(s_w)$ for any $s \in S$. For that purpose we order the elements $s^L_1, \ldots, s^L_n$ of $S^L$ (and consequently the orbits in $\Gamma$ and the elements $s_1, \ldots, s_n$ in $S$) in such a way that the order given to the full
subquiver $Q_{S\ell}$ determined by $S^L$ is admissible. Such an ordering exists because of lemmas 1.25 and 1.26. Since $w$ is the unique sink in $S^L$, we have that $w = s^L_1$ is the smallest element in $S^L$, and hence $s_1 = s_w$ is the smallest element in $S$ and $h(s_1) = h(s_w)$. Assume that the claim is valid for $s_1, \ldots, s_\ell$ with $\ell < n$. Since $S^L$ is connected and $s^L_{\ell+1}$ is not a sink in $S^L$, there exists $i \in \{1, \ldots, n\}$ such that $s^L_{\ell+1}$ is connected to $s^L_i$ by an arrow $s^L_{\ell+1} \rightarrow s^L_i$. Since the order in $Q_{S\ell}$ is admissible, $i \leq \ell$. Again by lemma 1.26, we have that $s_{\ell+1}$ is connected to $s_i$ inside of $S$.

Case $s_{\ell+1} \rightarrow s_i$. Since $\Gamma$ is hereditary and $\tau^{-h(s_1)}(s_i)$ is defined, there is an arrow $\tau^{-h(s_1)}(s_{\ell+1}) \rightarrow \tau^{-h(s_1)}(s_i) = s^L_i$. Since $s^L_1$ belongs to the cosection $S^L$, either $\tau^{-h(s_1)}(s_{\ell+1}) \in S^L$ or $\tau^{-h(s_1)}(s_{\ell+1}) \in S^L$. In the second case there would be an arrow $s^L_i \rightarrow s^L_{\ell+1}$, which is impossible for there is an arrow $s^L_{\ell+1} \rightarrow s^L_i$ and $\Gamma$ is directed. Then $s^L_{\ell+1} = \tau^{-h(s_1)}(s_{\ell+1})$, that is, $h(s_{\ell+1}) = h(s_i)$ and by inductive hypothesis $h(s_{\ell+1}) = h(s_1) = h(s_w)$.

Case $s_i \rightarrow s_{\ell+1}$. In this case there is an arrow $\tau^{-h(s_1)}(s_i) \rightarrow \tau^{-h(s_1)}(s_{\ell+1})$, again because $\tau^{-h(s_1)}(s_{\ell+1}) = s^L_{\ell+1}$ is defined and $\Gamma$ is hereditary. Since $s^L_{\ell+1}$ is in the cosection $S^L$, then either $\tau^{-h(s_{\ell+1})}(s_i) \in S^L$ or $\tau^{-h(s_{\ell+1})}(s_i) \in S^L$.

Now, the first case is impossible for there would be an arrow $s^L_i \rightarrow s^L_{\ell+1}$. Then $\tau^{-h(s_{\ell+1})}(s_i) = s^L_i$ and thus $h(s_{\ell+1}) + 1 = h(s_i) \leq h(s_w)$, that is, $h(s_{\ell+1}) < h(s_w)$, which completes the induction step.

Assume now that $S$ is a connected cosection contained in $\{w\} \cup \text{ConL}(w)$ which contains $w$. By the steps above, for any $s \in S$ we have that $0 \leq h(s) \leq h(s_w) = 0$, that is, $S = S^L$. This completes the proof. \hfill $\square$

Given a set $\Lambda = \{1, \ldots, z\}$ and a function $\tau : \Lambda \rightarrow \mathbb{N}$ define the **star quiver** (see Ringel [13]) $T_\tau$ whose branches are indexed over $\Lambda$, the branch with index $\ell$ having length $r(\ell)$. It is obtained from a disjoint union of copies of quivers of type $\text{A}_r(\ell)$ ($\ell \in \Lambda$) choosing an end point vertex for each $\text{A}_r(\ell)$ and identifying all these points in a single vertex, the **center** of the star. We usually denote $T_\tau$ by $T_{\tau(1), \ldots, \tau(z)}$ and call the set of integers $\tau(1), \ldots, \tau(z)$ **order** of the star. If $r(\ell) = 1$ for some $\ell \in \Lambda$ then the corresponding branch is invisible, thus we are interested in branches of length greater or equal than two.

We say that a quiver of type $\text{A}_n$ is linearly oriented if all its arrows point in the same direction. A **wing** of vertex $w_0$ in a translation quiver $(\Gamma, \tau)$ is a mesh complete translation subquiver $\theta(n)$ isomorphic to the Auslander-Reiten quiver $\Gamma(\text{A}_n)$ of a linearly oriented quiver $\text{A}_n$ with $n \geq 2$, in which $w_0$ is the unique projective-injective vertex. Wings of order 3 and 7 are shown in the following figure.

A vertex $x$ in $(\Gamma, \tau)$ is called **wing vertex** if every neighbor of $x$ belongs to a wing of vertex $x$ in $(\Gamma, \tau)$.
Lemma 2.11 Let $Q$ be a finite solid connected quiver with an admissible ordering of its vertices. Then a vertex $(x, i)$ in $ZQ$ is a wing vertex if and only if $Q$ is isomorphic to a star quiver with vertex $x$.

Proof. By lemma 2.10 the subset $S^L = \{(x, i)\} \cup \text{ConL}_0((x, i))$ is a connected cosection in $ZQ$. By lemma 1.26 the full subquiver $Q_{S^L}$ determined by $S^L$ has the same underlying graph as $Q$. If $(x, i)$ is a wing vertex then $Q_{S^L}$ is a star quiver (with all its arrows pointing towards the center of the star $(x, i)$), hence $Q$ is also a star quiver with center $x$. For the other implication assume that $Q$ is a star quiver $\Gamma_{r(1), \ldots, r(2)}$ with center $x$. Let $i$ be an arbitrary integer. To a branch if index $\ell$ corresponds a full translation subquiver $ZA_{r(\ell)}$ in $ZQ$, corresponding to the quiver of type $A_{r(\ell)}$, and corresponds hence a wing $\theta(r(\ell))$ of vertex $(x, i)$. If $(y, j)$ is a neighbor of $(x, i)$ in $Q$, then $y$ is neighbor of $x$ in $Q$, hence $y$ belongs to some branch of $Q$, say of index $\ell$. Thus $(y, j)$ belongs to the wing $\theta(r(\ell))$ and $(x, i)$ is a wing vertex.

As can be directly observed every Dynkin diagram $\Delta$ is a star quiver. The order of the star, also called type of the Dynkin diagram $\Delta$, is shown in the following table. Only in cases $A_n$ $(n \geq 2)$ the type depends on the orientation of the arrows. Fixing an end point $x$ of $A_n$ one counts the number $p$ of arrows in $A_n$ which points towards $x$ and let $q$ be the number of arrows which points in the other direction. Assume that $p \geq q$. Then, by definition, the type of $A_n$ is $(p + 1, q + 1)$.

| Dynkin diagram $\Delta$ | Type of the diagram $\theta_n$ |
|-------------------------|---------------------------------|
| $A_n$                   | $A_n$                           |
| $A_{n_1+n_2-1}$         | $T_{n_1, n_2}$                  |
| $D_{n+2}$               | $T_{n, 2, 2}$                   |
| $E_6$                   | $T_{3, 3, 2}$                   |
| $E_7$                   | $T_{4, 3, 2}$                   |
| $E_8$                   | $T_{5, 3, 2}$                   |

Table 2.2: Dynkin diagrams and their corresponding type. There is defined a center of star for cases $D_n$ $(n \geq 4)$ and $E_m$ $(m = 6, 7, 8)$. In case $A_n$ any vertex can be considered as center.

Recall that an $A$-module $M$ is generated by the $A$-module $W$ if there exists an epimorphism $\bigoplus_{i=1}^r W \to M$ for a finite direct sum of copies of $W$, and it is cogenerated by $W$ if there exists a monomorphism $M \to \bigoplus_{i=1}^r W$.

Lemma 2.12 Let $A_0$ be the path algebra of a Dynkin diagram $\Delta$. Let $W$ be an indecomposable sincere $A_n$-module, such that the isomorphism class $[W]$ belongs to the orbit in $\Gamma(A_0)$ corresponding to the center of star in $\Delta$ in cases $D_n$ $(n \geq 4)$ and $E_m$ $(m = 6, 7, 8)$. Then $[W]$ is a wing vertex in $\Gamma(A_0)$. Moreover, every $A_0$-module in ConL([W]) is cogenerated by $W$ and every $A_0$-module in ConR([W]) is generated by $W$.

Proof. By lemma 2.9 the quiver $\Gamma(A_0)$ is contained in $Z\Delta^{op}$. By hypothesis and lemma 2.11 $[W]$ is a wing vertex in $Z\Delta^{op}$. It is then enough to prove that the wings of vertex $[W]$ in $Z\Delta^{op}$ are contained in $\Gamma(A_0)$. This is a consequence
of lemma 1.28, for $W$ is a sincere $A_0$-module and hence there exist nonzero morphisms from each indecomposable projective module $P$ to $W$. Thus there are paths from $[P]$ to $[W]$ contained in $\Gamma(A_0)$.

We want to prove now that every $A_0$-module in $\text{ConR}([W])$ is generated by $W$ (the proof that every $A_0$-module in $\text{ConL}([W])$ is cogenerated by $W$ is dual). We proceed by steps. We show first that it is enough to verify the following claim ($\ast$), then we show that the claim is valid in wing quivers and finally we use that $[W]$ is a wing vertex to prove the claim in the general case.

$\ast$) Let $P$ be an indecomposable projective $A_0$-module and assume that there is a nonzero morphism $f: P \to N$ where $[N]$ is a vertex in $\text{ConR}([W])$.

Then there exist morphisms $\bigoplus_{j=1}^z P^j \to \bigoplus_{j=1}^z W$ such that $f = gh$. Since $f$ is an epimorphism, $g$ is also an epimorphism and hence $N$ is generated by $W$.

**Step 1.** Assume that the claim ($\ast$) is true and that $N$ is an $A_0$-module such that $[N]$ is a vertex in $\text{ConR}([W])$. Then $N$ is generated by $W$. Consider a projective cover of $N$,

$$\bigoplus_{j=1}^z P^j \xrightarrow{f = [f_1 \ldots f_z]} N,$$

where each $P^j$ is indecomposable projective. By hypothesis the morphism $f_j$ factors through some direct sum $\bigoplus_{i=1}^r W$, say $f_j = g_j h_j$ (with $j \in \{1, \ldots, z\}$), thus if we define the following morphisms,

$$\bigoplus_{j=1}^z P^j \xrightarrow{h = \begin{pmatrix} h_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & h_z \end{pmatrix}} \bigoplus_{j=1}^z (\bigoplus_{i=1}^r W),$$

we have that $f = gh$. Since $f$ is an epimorphism, $g$ is also an epimorphism and hence $N$ is generated by $W$.

**Step 2.** Consider a wing $\theta(n)$ of vertex $[W]$ in the Auslander-Reiten quiver $\Gamma(A_0)$. Then every morphism between representative of a projective and an injective vertex in $\theta(n)$, which is composition of irreducible morphisms, factors through $W$. In the following diagram we give a wing $\theta(n)$ of order $n$ and vertex $W = W_{1,n}$. For each vertex we have selected a class representative $W_{i,j}$ with $1 \leq i \leq j \leq n$. The difference $\ell = j - i$, which will be call level of the vertex $[W_{i,j}]$, corresponds to the $\ell$-th row in $\theta(n)$, enumerating them from 0 to $n - 1$ from below to above. The level of a path $\gamma$ contained in $\theta(n)$ is the sum of the levels of all vertices in the path $\gamma$. 
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Assume that $f$ is a nonzero morphism $f : W_{i_0} \to W_{j_0}$ (for some $1 \leq i_0, j_0 \leq n$) which is composition of irreducible maps $f_\alpha$, and let $\gamma$ be the corresponding path. Observe that if either $i_0 = n$ or $j_0 = 1$ there is nothing to prove (for $W = W_{1,n}$), thus we can assume that $1 \leq i_0 < n$ and $1 < j_0 \leq n$. Assume that $[W_{i,j}]$ with $1 < i \leq j < n$ is a vertex in $\gamma$ with minimal level. By minimality $[W_{i,j}]$ belongs to a mesh of the form

$$
\begin{array}{ccc}
[W_{i-1,j+1}] & \xrightarrow{\alpha'} [W_{i,j}] & \xrightarrow{\beta} [W_{i,j+1}] \\
\xrightarrow{\alpha} [W_{i-1,j}] & & \\
\end{array}
$$

where the composition $\beta \alpha$ is a subpath of $\gamma$. Since $\theta(n)$ is a mesh complete translation subquiver of the Auslander-Reiten quiver $\Gamma(A_0)$, to this mesh corresponds an almost split sequence in $A_0$-mod of the form,

$$
0 \to W_{i-1,j} \xrightarrow{f_{\alpha'}} W_{i-1,j+1} \oplus W_{i,j} \xrightarrow{f_\beta - f_\alpha} W_{i,j+1} \to 0.
$$

Since $f = f' f_\beta f_\alpha f''$ for some morphisms $f'$ and $f''$, we have that $f = f' f_\beta f_\alpha f''$. Hence we can associate to $f$ a new path $\gamma'$ by exchanging the subpath $\beta \alpha$ for the subpath $\beta' \alpha'$. Observe that the level $\mathcal{S}'$ of $\gamma'$ is strictly bigger than the level $\mathcal{S}$ of $\gamma$ (actually $\mathcal{S}' = \mathcal{S} + 2$).

Then a path $\tilde{\gamma} : [W_{1,i_0}] \to [W_{j_0,n}]$ has maximal level among all other paths from $[W_{1,i_0}]$ to $[W_{j_0,n}]$ if and only if non of the vertices $[W_{i,j}]$ with $1 < i < j < n$ that belong to $\tilde{\gamma}$ have minimal level. This is clearly equivalent to the path $\tilde{\gamma}$ to be the only path from $[W_{1,i_0}]$ to $[W_{j_0,n}]$ which contains $[W]$. Then, by the change of factorization $f = f' f_\beta f_\alpha f'' = f' f_\beta f_\alpha' f''$ associated to the change of paths $\gamma \to \gamma'$, we conclude that to every morphism $f$ which is composition of irreducible maps corresponds a path $\tilde{\gamma}$ of maximal level. Hence $f$ factors through $W$.

Step 3. We finally prove the claim (*). Let $f : P \to N$ be a nonzero morphism with $P$ indecomposable projective and $[N] \in \text{ConR}([W])$. By lemma 1.28 there exist nonzero morphisms $f_1, \ldots, f_r : P \to N$ with $f = f_1 + \cdots + f_r$ and such that each $f_i$ is composition of irreducible maps. In particular to each $f_i$ corresponds a path $\gamma_i$ from $[P]$ to $[N]$.

As shown in lemma 2.10 the set $\mathcal{S}^L = \{[W]\} \cup \text{ConL}_0([W])$ is a connected cosection in $\Gamma(A_0)$ and $\mathcal{S}^R = \{[W]\} \cup \text{ConR}_0([W])$ is a connected section in $\Gamma(A_0)$. Since $\Gamma(A_0)$ is proper, directed and hereditary, by lemma 1.22 each path

61
\( \gamma_i \) contains a vertex of the cosection \( S^L \) and a vertex of the section \( S^R \). Hence the path \( \gamma_i \) goes in and out of a wing \( \theta(n_i) \) of vertex \([W]\), and by step 2 the morphism \( f_i \) factors through \( W \), say \( f_i = g_i h_i \). Defining the morphisms \( g \) and \( h \) as in the following diagram we conclude that \( gh = g_1 h_1 + \cdots + g_r f_r = f_1 + \cdots + f_r = f \),

This completes the proof. \( \square \)

**Lemma 2.13** Let \( W_0 \) be an indecomposable \( A_0 \)-module corresponding to the maximal positive root of the Dynkin quiver \( \Delta \). Consider the Auslander-Reiten quiver \( \Gamma(A_0) \) of \( A_0 \)-mod. Then \( W_0 \) is sincere and in cases \( D_n \) \((n \geq 4)\) and \( E_m \) \((m = 6, 7, 8)\) the isomorphism class \([W_0]\) belongs to the orbit of the center of star \( \Delta = \mathbb{T}_r \).

**Proof.** The module \( W_0 \) is sincere, for its dimension vector \( \text{dim} W_0 \) is as described in table 2.1. The second claim is consequence of proposition 6.1 in Ringel [13], where it is proved that if the orbit \([W_0]\) does not coincides with the center of star (that is, has less than three neighbors), then either \( W_0 \) is projective-injective or \( W_0 \) has two exceptional vertices. Both cases are impossible for the maximal exceptional representation \( W_0 \) in cases \( D_n \) \((n \geq 4)\) and \( E_m \) \((m = 6, 7, 8)\) (see table 2.1). \( \square \)

Then the vertex \([W_0]\) corresponding to an indecomposable \( A_0 \)-module \( W_0 \) of maximal dimension vector is a wing vertex with at most three neighbor wings, \( \theta(n_1), \ldots, \theta(n_t) \) for \( 1 \leq t \leq 3 \),

\[
\begin{array}{c}
\vdots \\
W_{1,n_s} \\
W_{1,n_s-1} \quad W_{2,n_s} \\
W_{1,n_s-2} \quad W_{2,n_s-1} \quad W_{3,n_s} \\
\vdots \\
W_{1,1} \quad W_{2,2} \quad \ldots \quad W_{1,n_s} \quad W_{2,3} \quad W_{3,n_s} \\
\vdots \\
W_{n_s-1,n_s-1} \quad W_{n_s-1,n_s} \\
W_{n_s,n_s}
\end{array}
\]
Chapter 3

Extended Dynkin diagrams.

| Notation | Graph |
|----------|-------|
| $\tilde{A}_n$ ($n \geq 2$) | ![Graph](image) |
| $\tilde{D}_n$ ($n \geq 4$) | ![Graph](image) |
| $\tilde{E}_6$ | ![Graph](image) |
| $\tilde{E}_7$ | ![Graph](image) |
| $\tilde{E}_8$ | ![Graph](image) |

Table 3.1: Extended Dynkin (simply laced) quivers $\tilde{\Delta}$. The orientation of the arrows is arbitrary. The Dynkin quiver $\Delta$ from which $\tilde{\Delta}$ is extended is obtained deleting the arrow(s) $\alpha_0$ (and $\alpha'_0$ in cases $A_n$) and the remaining isolated vertex. The exceptional vertices of the maximal positive root $w_0$ are marked in circle. The integral vector given is generator of the radical of the quadratic form associated to $\tilde{\Delta}$. 
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3.1 One-point extension and reduction.

In this section we perform reductions by admissible modules over one-point extensions, as defined by Ringel in [13].

**Definitions and equivalences.** Let $A_0$ be a $k$-algebra with identity $e_0$ and $R$ an $A_0$-module, both finite dimensional over $k$. The **one-point extension** $A_0[R]$ of $A_0$ over $R$ is given by the set of matrices of the form $\begin{pmatrix} a & r \\ 0 & \lambda \end{pmatrix}$ with $a \in A_0$, $r \in R$ and $\lambda \in k$, with matrix operations. We identify the elements $a$ in $A_0$ with the matrices $\begin{pmatrix} a & 0 \\ 0 & 0 \end{pmatrix}$ in $A_0[R]$ and denote by $e_\omega$ the idempotent $\begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}$. There are then identifications

\[
A_0 = e_0(A_0[R])e_0, \quad k = e_\omega(A_0[R])e_\omega \quad \text{and} \quad R = e_0(A_0[R])e_\omega.
\]

Consider the **subspace category** $\mathcal{U}(A_0\text{-mod}, [-])$ of $A_0\text{-mod}$ through the $k$-functor $[-] : A_0\text{-mod} \to k\text{-mod}$. Its objects are given by triples $M = (M_0, M_\omega, \gamma_M)$, where $M_0$ is an $A_0$-module, $M_\omega$ is a $k$-vector space and $\gamma_M$ is a linear transformation $M_\omega \to |M_0|$. A morphism $f = (f_0, f_\omega) : M \to N$ is given by a linear transformation $f_\omega : M_\omega \to N_\omega$ and a morphism of $A_0$-modules $f_0 : M_0 \to N_0$ such that $\gamma_N f_\omega = |f_0| \gamma_M$, that is, the following diagram commutes,

\[
\begin{array}{ccc}
M_\omega & \longrightarrow & N_\omega \\
\gamma_M \downarrow & & \downarrow \gamma_N \\
|M_0| & \longrightarrow & |N_0|.
\end{array}
\]

**Lemma 3.1** There is an equivalence of categories $A_0[R]\text{-mod} \cong \mathcal{U}(A_0\text{-mod}, \text{Hom}_{A_0}(R, -))$.

**Proof.** If $M$ is an $A_0[R]$-module then the vector spaces $M_0 = e_0M$ and $M_\omega = e_\omega M$ decompose $M$ as direct sum $M = M_0 \oplus M_\omega$. Notice that $M_0$ is an $A_0$-module by the identification $A_0 = e_0(A_0[R])e_0$. The action of $A_0[R]$ in $M$ is given by

\[
\begin{pmatrix} a & r \\ 0 & \lambda \end{pmatrix} \begin{pmatrix} m_0 \\ m_\omega \end{pmatrix} = \begin{pmatrix} am_0 + rm_\omega \\ \lambda m_\omega \end{pmatrix}.
\]

For each $m = e_\omega m \in M_\omega$ consider the mapping $R = e_0R e_\omega \to M_0$ given by

\[
\gamma_M(m) : e_0Re_\omega \mapsto e_0Re_\omega m.
\]

Clearly $\gamma_M(m)$ is a morphism of $A_0$-modules and in fact the mapping $\gamma_M$ is $k$-linear. We define in this way $G(M) = (M_0, M_\omega, \gamma_M)$. If $f : M \to N$ is a morphism of $A_0[R]$-modules then $f_0 = e_0f : M_0 \to N_0$ is a morphism of $A_0$-modules and $f_\omega = e_\omega f : M_\omega \to N_\omega$ is a linear transformation such that the following diagram is commutative

\[
\begin{array}{ccc}
M_\omega & \longrightarrow & N_\omega \\
\gamma_M \downarrow & & \downarrow \gamma_N \\
\text{Hom}_{A_0}(R, M_0) & \longrightarrow & \text{Hom}_{A_0}(R, N_0),
\end{array}
\]
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for if $m = e_\omega m \in M_\omega$ and $r = e_0 r e_\omega \in R$ then

$$\gamma_N(f_\omega(m))(r) = e_0 r e_\omega f(m) = e_0 f(e_0 r e_\omega m) = f_0 \circ \gamma_M(m)(r).$$

Hence $G(f) = (f_0, f_\omega)$ is a functor, since

$$G(f \circ g) = (e_0 f \circ g, e_\omega f \circ g) = (e_0 f, e_\omega f) \circ (e_0 g, e_\omega g) = G(f) \circ G(g),$$

and $G(I_M) = I_{G(M)}$. The inverse of $G$ sends each object to the vector space $M = M_0 \oplus M_\omega$ with action of $A_0[R]$ given by

$$\begin{pmatrix} a & r \\ 0 & \lambda \end{pmatrix} \begin{pmatrix} m_0 \\ m_\omega \end{pmatrix} = \begin{pmatrix} am_0 + \gamma_M(m_\omega)r \\ \lambda m_\omega \end{pmatrix},$$

and sends a morphism $(f_0, f_\omega) : (M_0, M_\omega, \gamma_M) \to (N_0, N_\omega, \gamma_N)$ to the mapping

$$e_0 f_0 \oplus e_\omega f_\omega : e_0 M_0 \oplus e_\omega M_\omega \to e_0 N_0 \oplus e_\omega N_\omega.$$

□

Since the functor $| - | = \text{Hom}_{A_0}(R, -)$ will not be changed throughout the discussion, we will omit the reference to it. Given a module class $Z$ in $A_0$-mod, we will denote by $\mathcal{U}(Z)$ the full subcategory of $\mathcal{U}(A_0\text{-mod})$ whose objects $M = (M_0, M_\omega, \gamma_M)$ satisfy that $M_0$ belongs to $Z$.

Define the tensor one-point extension of $A_0 = T_{S_0}(L'_0)$ over the $S_0$-$k$-bimodule $L''_0$ as the tensor algebra $T_S(L)$, where $S$ is the $k$-algebra $(S_0 \ k)$ with matrix operations and $L$ is the $S$-$S$-bimodule $(L'_0 \ S \ L''_0)$ with actions of $S$ given by the matrix multiplication.

**Lemma 3.2** Let $S$ be the $k$-algebra $(S_0 \ 0 \ k)$ and assume that $A$ and $L'$ are $S_0$-$S_0$-bimodules, that $B$ and $L''$ are $S_0$-$k$-bimodules and that $A'$ is a $k$-vector space. Then there exist isomorphisms of $S$-$S$-bimodules

$$\varphi : \begin{pmatrix} A' \ B \\ 0 \ A' \end{pmatrix} \otimes_S \begin{pmatrix} L' \\ 0 \ L'' \end{pmatrix} \rightarrow \begin{pmatrix} A \otimes_{S_0} L' \ A \otimes_{S_0} L'' \end{pmatrix},$$

$$\psi : \begin{pmatrix} L' \\ 0 \ L'' \end{pmatrix} \otimes_S \begin{pmatrix} A' \\ 0 \ 0 \end{pmatrix} \rightarrow \begin{pmatrix} L' \otimes_{S_0} A \ L'' \otimes_k A' \end{pmatrix}.$$

**Proof.** We observe that there are isomorphisms

$$a) \begin{pmatrix} A \\ 0 \ 0 \end{pmatrix} \otimes_S \begin{pmatrix} L'_0 \\ 0 \ 0 \end{pmatrix} \cong \begin{pmatrix} A \otimes_{S_0} L'_0 \\ 0 \ 0 \end{pmatrix},$$

$$b) \begin{pmatrix} A \\ 0 \ 0 \end{pmatrix} \otimes_S \begin{pmatrix} 0 \ L''_0 \ 0 \end{pmatrix} \cong \begin{pmatrix} 0 \ A \otimes_{S_0} L''_0 \ 0 \ 0 \end{pmatrix},$$

$$c) \begin{pmatrix} 0 \ L''_0 \ 0 \ 0 \end{pmatrix} \otimes_S \begin{pmatrix} 0 \ 0 \ A' \ 0 \end{pmatrix} \cong \begin{pmatrix} 0 \ L'' \otimes_k A' \ 0 \ 0 \end{pmatrix}.$$

We show point (a) as example. We notice first that, if $\times$ denotes the catesian product, there is a bijection between the sets

$$\begin{pmatrix} A \\ 0 \ 0 \end{pmatrix} \times \begin{pmatrix} L'_0 \\ 0 \ 0 \end{pmatrix} \rightarrow \begin{pmatrix} A \times L'_0 \\ 0 \ 0 \end{pmatrix}$$

$$[(a \ 0 \ 0), (0 \ 0 \ 0)] \mapsto (a, L'_0 \ 0 \ 0).$$
This bijection extends to an isomorphism between the \( k \)-vector spaces generated by the corresponding sets \( F_k \left[ \left( \frac{A}{0} 0 \right) \times \left( \frac{L'}{0} 0 \right) \right] \rightarrow F_k \left( A \otimes L'' 0 \right) \). Notice that this isomorphism establishes a correspondence between generators of the ideal for the tensor product

\[
\left[ \left( \frac{a}{0} 0 \right) \left( \frac{0}{0} 0 \right), \left( \frac{0}{0} 0 \right) \right] \rightarrow \left[ \left( \frac{a}{0} 0 \right), \left( \frac{0}{0} 0 \right) \right] \rightarrow \left( \frac{(a,1)}{0} 0 \right) - \left( \frac{(a,\ell)}{0} 0 \right),
\]

with \( a \in A \), \( \ell \in L' \), \( s \in S_0 \) and \( \lambda \in k \). It induces an isomorphism in the quotient. The isomorphism \( \varphi \) in the statement can be established in the following way. First we use (a), (b) and distributivity of tensors to give isomorphisms

\[
\left( \frac{A}{0} 0 \right) \otimes_S \left( \frac{L'}{0} 0 \right) \cong \left( \frac{A}{0} 0 \right) \otimes_S \left[ \left( \frac{L'}{0} 0 \right) \oplus \left( \frac{L''}{0} 0 \right) \right] \cong \\
\cong \left[ \left( \frac{A}{0} 0 \right) \otimes_S \left( \frac{L'}{0} 0 \right) \right] \oplus \left[ \left( \frac{A}{0} 0 \right) \otimes_S \left( \frac{L''}{0} 0 \right) \right] \cong \\
\cong \left( A \otimes_{S_0} L' 0 \right) \oplus \left( A \otimes_{S_0} L'' 0 \right) \\
\cong \left( A \otimes_{S_0} L' A \otimes_{S_0} L'' 0 \right).
\]

Since \( \left( \frac{A}{0} 0 \right) \left( \frac{L'/0}{0} 0 \right) = \left( \frac{A}{0} 0 \right) \left( \frac{L''}{0} 0 \right) \) and \( \left( \frac{L'/0}{0} 0 \right) \left( \frac{L''}{0} 0 \right) \) we have that

\[
\left( \frac{A}{0} 0 \right) \otimes_S \left( \frac{L'/0}{0} 0 \right) \left( \frac{L''}{0} 0 \right) = \left( \frac{A}{0} 0 \right) \left( \frac{L'/0}{0} 0 \right) \left( \frac{L''}{0} 0 \right) = \\
\cong \left( A \otimes_{S_0} L' 0 \right) \left( \frac{S_0 \otimes_{S_0} \otimes L'' 0}{0} \right) = \\
\cong \left( A \otimes_{S_0} L' A \otimes_{S_0} L'' 0 \right) \\
\cong \left( A \otimes_{S_0} L' A \otimes_{S_0} L'' 0 \right).
\]

In a similar way we get the isomorphism \( \psi \).

\[\square\]

**Lemma 3.3** If \( A_0 \) is a tensor algebra of the form \( T_{S_0} \left( L'_0 \right) \) then the one-point extension \( A_0 \left[ R \right] \) by the projective \( A_0 \) isomorphic to the tensor algebra \( T \left( S_0 0 \right) \left( \frac{L'_0}{0} 0 \right) \left( L'_0 \right) \).  

**Proof.** Take \( S = \left( S_0 0 \right) \) and consider the \( S \)-\( S \)-bimodule

\[
L = \left( \frac{L'_0}{0} 0 \right) \left( \frac{L'_0}{0} 0 \right) \cong \left( \frac{L'_0}{0} 0 \right) \left( S_0 \otimes_{S_0} L'' \right).
\]

By the isomorphism \( \varphi \) in the last lemma we have that

\[
L \otimes^2 = L \otimes_S L \cong \left( \frac{L'_0}{0} 0 \right) \left( \frac{L'_0}{0} 0 \right) \left( \frac{L''}{0} 0 \right),
\]

and inductively for \( m \geq 1 \)

\[
L \otimes^{m+1} = L \otimes_S L \otimes^m \cong \left( \frac{L'_0}{0} 0 \right) \left( \frac{L''}{0} 0 \right) \otimes_S \left( \frac{L'_0}{0} 0 \right) \left( \frac{L''}{0} 0 \right) \otimes \left( \frac{L'}{0} 0 \right) \left( \frac{L''}{0} 0 \right) \otimes \left( \frac{L'}{0} 0 \right) \left( \frac{L''}{0} 0 \right).
\]
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In this way, considering that $L'_0 \otimes 0 = S_0$, we have

$$T_S(L) \cong S \oplus \bigoplus_{m \geq 1} L^m \cong$$

$$\cong \begin{pmatrix} S_0 & 0 \\ 0 & k \end{pmatrix} \oplus \begin{pmatrix} \bigoplus_{m \geq 1} L'_0 \otimes^m \left[ \bigoplus_{m \geq 1} L'_0 \otimes^{(m-1)} \right] \otimes S_0 L''_0 \\ 0 \end{pmatrix} =$$

$$= \begin{pmatrix} T_{S_0}(L'_0) & [T_{S_0}(L'_0) \otimes S_0 L''_0] \\ 0 & k \end{pmatrix} =$$

$$= A_0[R].$$

□

The proof of the following lemma is direct.

**Lemma 3.4** Let $A_0$ and $R$ be as in the last lemma and assume that $X_0$ is an admissible $A_0$-module, with splitting $(Z_0, P_0)$ of its opposed endomorphism algebra. Then there is a morphism $\varepsilon$ of right $Z_0$-modules,

$$\Hom_{A_0}(R, X_0) \otimes_{Z_0} P_0 \xrightarrow{\varepsilon} \Hom_{A_0}(R, X_0)$$

$$h \otimes p \mapsto hp = p \circ h.$$

Its right $Z_0$-dual $\varepsilon^*$ is given by

$$\Hom_{A_0}(R, X_0)^* \xrightarrow{\varepsilon^*} (\Hom_{A_0}(R, X_0) \otimes_{Z_0} P_0)^*$$

$$F \mapsto [h \otimes p \mapsto F(hp)].$$

**Lemma 3.5** With the notation of the last lemma, if $R$ is a finitely generated projective $A_0$-module, then the mapping

$$X_0^* \otimes_{A_0} R \xrightarrow{\eta} \Hom_{A_0}(R, X_0)^*$$

$$g \otimes r \mapsto [f \mapsto g(f(r))],$$

is an isomorphism of left $Z_0$-modules.

**Proof.** Clearly the last mapping is a well defined morphism. We will show the claim for the case $R = A_0e$. The general case $R = \bigoplus a_i(A_0e_i)$ follows from additivity. Observe first that the dual of the isomorphism

$$\Hom_{A_0}(A_0e, X_0) \xrightarrow{\varepsilon} eX_0$$

$$f \mapsto f(e),$$

is given by

$$(eX_0)^* \xrightarrow{\eta} \Hom_{A_0}(A_0e, X_0)^*$$

$$g \mapsto [f \mapsto g(f(e))].$$
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We follow the isomorphisms
\[ X_0^* \otimes_{A_0} R = X_0^* \otimes_{A_0} A_0e \cong X_0^* e \cong (eX_0)^* \cong \text{Hom}_{A_0}(R, X_0)^*. \]

Taking \( r = e \) we have
\[ g \otimes e = g \otimes e \mapsto g \cdot e \mapsto [f \mapsto g(f(e))], \]
that is, the morphism given in the statement is an isomorphism. \( \square \)

Let \( \psi : P_0^* \otimes_{Z_0} \text{Hom}_{A_0}(R, X_0)^* \rightarrow (\text{Hom}_{A_0}(R, X_0)^* \otimes_{Z_0} P_0)^* \) be the natural isomorphism given by \( \psi(\gamma \otimes F)[h \otimes p] = \gamma(F(h)p) \). See lemma A.15 in the appendix for a description of the inverse \( \psi^{-1} \) in terms of the dual bases of \( \text{Hom}_{A_0}(R, X_0) \) and \( P_0 \).

**Proposition 3.6** Let \( A_0 \) be a tensor algebra of the form \( T_{S_0}([L_0^0]) \) and \( R \) a projective \( A_0 \)-module \( R = A_0 \otimes_{S_0} L_0'' \). Let \( A \) be the one-point extension \( A_0[\hat{R}] \) and take the subalgebra \( B \) of \( A \) given by \( B = A_0[0] \). Consider the ditalgebra \( A = (A, 0) \) with zero differential and assume that \( X_0 \) is an admissible \( A_0 \)-module, with splitting \( (Z_0, P_0) \) of its opposed endomorphism algebra. Let \( S(\omega) \) be the simple \( B \)-module corresponding to the extension vertex. Then the \( B \)-module \( X = X_0 \oplus S(\omega) \) is admissible and the reduced ditalgebra \( A^N \) is isomorphic to the ditalgebra \( (A_0^N[\hat{R}X_0^*], \delta^*) \), where \( R^{X_0} \) is the \( A_0^{N*} \)-module given by \( A_0^{N*} \otimes_{Z_0} \text{Hom}_{A_0}(R, X_0)^* \) and the differential \( \delta^* \) is determined by the differential \( \delta^{X_0} \) in \( A_0^{N*} \) and the transformation
\[ \hat{\delta} = \psi^{-1} e^* : \text{Hom}_{A_0}(R, X_0)^* \rightarrow P_0^* \otimes_{Z_0} \text{Hom}_{A_0}(R, X_0)^*. \]
Assume that there are finite dual bases \( \{(p_j, \gamma_j) \}_{j \in J} \) of \( P_0 \) and \( \{(a_i, \lambda_i) \}_{i \in I} \) of \( \text{Hom}_{A_0}(R, X_0) \). For an element \( H \in \text{Hom}_{A_0}(R, X_0)^* \) the transformation \( \hat{\delta} \) has the explicit form
\[ \hat{\delta}(H) = \sum_{i \in I, j \in J} H(a_i, p_j) \gamma_j \otimes \lambda_i. \]

**Proof.** Observe that there is a decomposition of the opposed endomorphism algebra
\[ \text{End}_B(X)^{op} = \left( \text{End}_{A_0}(X_0)^{op} \begin{array}{c} 0 \\ \text{End}_k(S(\omega))^{op} \end{array} \right) \cong \left( \begin{array}{c} Z_0 \\ 0 \end{array} \right) \oplus \left( \begin{array}{c} P_0 \\ 0 \end{array} \right), \]
which determines an splitting \( Z = (Z_0 0), P = (P_0 0) \) of the opposed endomorphism algebra of \( X \). Observe that the \( Z \)-module \( X_Z \) has a finite dual basis, for \( (X_0, Z_0) \) has one as \( Z_0 \)-module. Moreover, \( X \) is an admissible module. Moreover, the module \( Z \) is semi-simple if \( Z_0 \) is semi-simple and \( Z \) is trivial if \( Z_0 \) is trivial.

As shown in the proof of lemma A.3 there exists an isomorphism
\[ A_0[\hat{R}] \cong T_{S}(L), \quad \text{with} \quad L = L' \oplus L'', \]
where \( S = (S_0 0), L' = (L_0' 0), L'' = (0 L_0'' 0) \). It is also clear that \( B = T_{S}(L') \). Following definitions A.18 and A.20 in the appendix we have that
\[ L = BL''B = \left( \begin{array}{c} A_0 \\ 0 \end{array} \right) \left( \begin{array}{c} 0 \\ \text{Id} \end{array} \right) \left( \begin{array}{c} A_0 \\ 0 \end{array} \right) \cong \left( \begin{array}{c} 0 \\ R \end{array} \right), \]
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and using lemma 3.5,

\[ L^X_0 = X^* \otimes_B L \otimes_B X \cong \left( \begin{array}{cc} X^*_0 & 0 \\ 0 & S(\omega)^* \end{array} \right) \otimes_B \left( \begin{array}{cc} 0 & R \\ 0 & 0 \end{array} \right) \otimes_B \left( \begin{array}{cc} X_0 & 0 \\ 0 & S(\omega) \end{array} \right) \cong \left( \begin{array}{cc} 0 & X^*_0 \otimes_{A_0} R \otimes_k S(\omega) \\ 0 & 0 \end{array} \right) \cong \left( \begin{array}{cc} 0 & \text{Hom}_{A_0}(R, X_0)^* \end{array} \right), \]

and \( L^X_1 = P^* \cong \left( \begin{array}{cc} P^*_0 & 0 \\ 0 & 0 \end{array} \right) \). The reduced tensor algebra \( A^X \) is defined as

\[ A^X = T_Z(L^X_0 \oplus L^X_1) \cong T\left( \begin{array}{cc} 0 & \text{Hom}_{A_0}(R, X_0)^* \end{array} \right), \]

and again by lemma 3.3, noticing that \( A^{X_0}_0 = T_{Z_0}(P^*_0) \) and recalling the notation \( R^{X_0} = A^{X_0}_0 \otimes_{Z_0} \text{Hom}_{A_0}(R, X_0)^* \), we have that \( A^X \cong A^{X_0}_0[R^{X_0}] \).

Now, the reduced differential \( \delta^X \) is determined by the morphisms of \( S \)-\( S \)-bimodules

\[ [X^* \otimes_B L \otimes_B X] \otimes P^* \cong \left( \begin{array}{cc} P^*_0 & X^*_0 \otimes_{A_0} R \otimes_k S(\omega) \\ 0 & 0 \end{array} \right) \rightarrow A^X, \]

given by the coproduct in \( P \) and the mapping established in the appendix [A.22]

\[ \delta^X(g \otimes r \otimes x^\omega) = \lambda(g) \otimes r \otimes w + \sigma_{g, x^\omega}(\delta(r)) + (-1)^{|r|+1} g \otimes r \otimes \rho(x^\omega), \]

where \( x^\omega \) is a generator of the simple \( S(\omega) \), \( r \in R, g \in X^*_0 \) and \( \lambda, \rho \) are the left and right coactions of \( X \) (definition [A.17]). Observe that the morphism \( m_r \) in the definition of \( \rho \) is null in \( S(\omega) \), since for any \( p \) in \( P_0 \),

\[ m_r \left( \begin{array}{cc} 0 & 0 \\ 0 & x^\omega \end{array} \right) \left( \begin{array}{cc} p & 0 \\ 0 & 0 \end{array} \right) = \left( \begin{array}{cc} p & 0 \\ 0 & 0 \end{array} \right) \left( \begin{array}{cc} 0 & 0 \\ 0 & x^\omega \end{array} \right) = \left( \begin{array}{cc} 0 & 0 \\ 0 & 0 \end{array} \right). \]

Then, since the differential \( \delta \) of the ditalgebra \( A \) is zero, the reduced differential \( \delta^X \) has the form

\[ \delta^X(g \otimes r \otimes x^\omega) = \lambda(g) \otimes r \otimes x^\omega. \]

In particular the image of \( \delta^X \) is contained in \( P^*_0 \otimes_{Z_0} [X^* \otimes_{A_0} R \otimes_k S(\omega)] \).

Considering the natural isomorphism \( F : X^*_0 \otimes_{A_0} R \otimes_k S(\omega) \rightarrow X^*_0 \otimes_{A_0} R \) and the isomorphism \( \eta \) in lemma 3.5, we want to show that the following diagram is commutative

\[ X^*_0 \otimes_{A_0} R \otimes_k S(\omega) \xrightarrow{\eta \circ F} \text{Hom}_{A_0}(R, X_0)^* \]

\[ \delta^X \]

\[ \text{Hom}_{A_0}(R, X_0)^* \xrightarrow{\epsilon^*} \]

\[ P^*_0 \otimes_{Z_0} [X^*_0 \otimes_{A_0} R \otimes_k S(\omega)] \xrightarrow{\phi} P^*_0 \otimes_{Z_0} \text{Hom}_{A_0}(R, X_0)^*. \]
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In order to compute $\psi \circ [Id_{P^*_0} \otimes (\eta \circ F)] \circ \delta^X$ we fix right dual bases $(x_i, \nu_i)_i$ and $(p_j, \gamma_j)_j$ of $(X_0)_{Z_0}$ and $(P_0)_{Z_0}$ respectively. Then, for an element $g \otimes r \otimes x^\omega$ of $X^* \otimes_{A_0} R \otimes_k S(\omega)$ we have that $[Id_{P^*_0} \otimes (\eta \circ F)](\delta^X(g \otimes r \otimes x^\omega))$ is given by

$$
[Id_{P^*_0} \otimes (\eta \circ F)] \left( \sum_{i,j} g(x_ip_j)\gamma_j \otimes (\nu_i \otimes r \otimes x^\omega) \right) = \sum_{i,j} g(x_ip_j)\gamma_j \otimes F^*_i,
$$

where $F^*_i(f) = \nu_i(f(r))$. We evaluate $\psi$ in the last expression,

$$
\psi \left( \sum_{i,j} g(x_ip_j)\gamma_j \otimes F^*_i \right) = [h \otimes p \mapsto \sum_{i,j} g(x_ip_j)\gamma_j(F^*_i(h)p)].
$$

Hence, for an element $h \otimes p$ of $\text{Hom}_{A_0}(R,X_0) \otimes_{Z_0} P_0$ we have

$$
\psi[Id_{P^*_0} \otimes (\eta \circ F)](g \otimes r \otimes x^\omega)(h \otimes p) = \sum_{i,j} g(x_ip_j)\gamma_j(F^*_i(h)p) = \sum_{i,j} g(x_ip_j)\gamma_j(\nu_i[h(r)]p) = \sum_i g \left( x_i \sum_j p_j \gamma_j(\nu_i[h(r)]p) \right) = \sum_i g(x_i\nu_i[h(r)]p) = g \left( \sum_i x_i\nu_i[h(r)]p \right) = g(h(r)p) = g(p(h(r))).
$$

On the other hand, by the expressions of $\varepsilon^*$ (lemma 3.4) and $\eta$ (lemma 3.5) we notice that

$$
\varepsilon^*[\eta \circ F](g \otimes r \otimes x^\omega)(h \otimes p) = g(p(h(r))).
$$

Then the diagram above is commutative, which shows that the differential $\delta^x$ is isomorphic to the reduced differential $\delta^X$. Finally we observe that the explicit form of $\delta$ is obtained from the expression given for $\varepsilon^*$ in lemma 3.4 and that of the inverse $\psi^{-1}$ in lemma A.15 in the appendix.

The ditalgebra $A^X$ of the result above has as layer the pair

$$
\left( \begin{pmatrix} Z_0 & 0 \\ 0 & k \end{pmatrix}, \begin{pmatrix} P_0^* & \text{Hom}_{A_0}(R,X_0)^* \end{pmatrix} \right),
$$

where the elements of $\text{Hom}_{A_0}(R,X_0)^*$ have degree zero and those in $P_0^*$ have degree one.

**Choice of extension modules.** Let $\Delta$ be a Dynkin quiver with arbitrary orientation of its arrows and let $\tilde{\Delta}$ be its extension (at the level of graphs) such that the added vertex is a source. The purpose of the rest of this section is to determine a projective $\Delta$-module $R$ such that $k\Delta$ is isomorphic to the one-point extension $k\Delta[R]$, as described by Ringel in [13, 3.6(4)]. Assume that $A_0$ is the
path $k$-algebra of a finite solid quiver with an admissible ordering of its vertices $Q$ and let $A = A_0[R]$ be the one-point extension of $A_0$ by the projective $A_0$-module $R$. Let $C_0$ be the Cartan matrix of $A_0$, that is, the columns of $C_0$ are given by the dimension vectors of the indecomposable projective $P(i) = Ae_i$. Since $A \cong Ae_0 \oplus Ae_\omega$ and $Ae_\omega \cong R \oplus k$, The Cartan matrix of $A$ has the form

$$C = \begin{pmatrix} C_0^{-1} & r \\ 0 & 1 \end{pmatrix},$$

where $r = \dim R$. Since $C_0$ is invertible, $C$ has as inverse the matrix

$$C^{-1} = \begin{pmatrix} C_0^{-1} & -C_0^{-1}r \\ 0 & 1 \end{pmatrix}.$$

Then the Coxeter matrix of $A$ is

$$\Phi = -C^t C^{-1} = \begin{pmatrix} -C_0^t C_0^{-1} & C_0^t C_0^{-1}r \\ -r^t C_0^{-1} & r^t C_0^{-1}r - 1 \end{pmatrix} = \begin{pmatrix} \Phi_0 & -\Phi_0 r \\ -r^t C_0^{-1} & q_0(r) - 1 \end{pmatrix},$$

where $\Phi_0$ is the Coxeter matrix of $A_0$. By lemma 3.3 $A = A_0[\tilde{R}]$ is the path algebra of a quiver $\tilde{Q}$. Let $\langle x, y \rangle$ and $(x, y)_0$ be the bilinear forms associated to the quivers $\tilde{Q}$ and $Q$ respectively. Recall that $(x, y) = x^t M \tilde{Q} y$ where $M \tilde{Q}$ is the matrix associated to the quiver $\tilde{Q}$. By lemma 1.3 $M \tilde{Q} = C^{-t}$, for the ordering of the vertices in $\tilde{Q}$ is admissible. Let $(x, y) = \frac{1}{2} \langle x, y \rangle + \langle y, x \rangle$ be the symmetrization of $(x, y)$ and $q(x) = (x, x)$ its associated quadratic form. In a similar way define $\langle \cdot, \cdot \rangle_0$, $(\cdot, \cdot)_0$ and $q_0$ respect to the quiver $Q$ and its associated matrix $M_Q = C_0^{-t}$. Recall that an integral vector $x$ is in the radical of the quadratic form $q$ if $(x, y) = 0$ for any integral vector $y$.

**Lemma 3.7** For an integral vector $w_0$ the following conditions are equivalent.

1. $w_0 + e_\omega$ is a vector in the radical of $q$.
2. $r = (I - \Phi_0^{-1})w_0$ and $q_0(w_0) = 1$.
3. The linear forms $\langle r, - \rangle_0$ and $2(w_0, -)_0$ coincide and $q_0(w_0) = 1$.

**Proof.** We transcript the proof of Ringel [13, 2.5 point (11)]. To show the equivalence of (ii) and (iii) notice that the forms $\langle r, - \rangle_0$ and $2(w_0, -)_0$ correspond to multiplication by the vectors $(r, -)_0 = r^t C_0^{-t}$ and $2(w, -)_0 = w^t (C_0^{-t} + C_0^{-1})$. Hence the forms $\langle r, - \rangle_0$ and $2(w_0, -)_0$ coincide if and only if

$$r^t C_0^{-t} = w^t (C_0^{-t} + C_0^{-1}),$$

and transposing

$$C_0^{-1} r = (C_0^{-t} + C_0^{-1}) w_0.$$

This happens if and only if $r = (I + C_0 C_0^{-t}) w_0 = (I - \Phi_0^{-1})w_0$. To prove the equivalence of (i) and (iii) we compute the linear form $2(-, w_0 + e_\omega)_0$.

$$\begin{pmatrix} C_0^{-1} + C_0^{-t} & -C_0^{-1}r \\ -r^t C_0^{-1} & 2 \end{pmatrix} \begin{pmatrix} w_0 \\ 1 \end{pmatrix} = \begin{pmatrix} (C_0^{-1} + C_0^{-t}) w_0 - C_0^{-1} r \\ -r^t C_0^{-1} w_0 + 2 \end{pmatrix}.$$
Thus $w_0 + e_i$ is in the radical of $q$ if and only if the forms $\langle r, - \rangle_0$ and $2(w_0, -)_0$ coincide and $\langle r, w_0 \rangle_0 = 2(w_0, w_0)_0 = 2$.

Assume now that $Q = \Delta$ is a Dynkin quiver and take $A_0 = k\Delta$. Let $W_0$ be an indecomposable $A_0$-module such that $\dim W_0 = w_0$ is the maximal positive root of $\Delta$. If $d_i$ is the partial derivative of the quadratic form $q_\Delta$ evaluated in the maximal root,

$$d_i = \frac{\partial}{\partial x_i} q_\Delta(w_0),$$

then $d_i \geq 0$ for all $i = 1, \ldots, n$. Indeed, since $d_i = 2(e_i, w_0)$, the simple reflection $\sigma_i(w_0)$ has the form

$$\sigma_i(w_0) = w_0 - d_i,$$

and by maximality $d_i \geq 0$.

**Lemma 3.8** Let $\Delta$ be a Dynkin quiver and $W_0$ an indecomposable $\Delta$-module whose dimension vector $w_0 = \dim W_0$ is the maximal root of $\Delta$. Let $\Delta$ be the extended Dynkin quiver where the extended vertex is a source and let $R$ be the projective $\Delta$-module $R = \bigoplus_i d_i P(i)$ where $P(i)$ is projective cover of the simple module of vertex $i$ and $d_i = \frac{\partial}{\partial x_i} q_\Delta(w_0)$. Then $k\Delta \cong k[\Delta][R]$.

**Proof.** Take $A_0 = k\Delta$. Since $\tilde{\Delta}$ is obtained from $\Delta$ by adding the vertex $\omega$ and arrows from $\omega$ to certain vertices in $\Delta$ called exceptional vertices (marked with a circle in table 3.1), it is clear that $k\tilde{\Delta} = A_0[R']$ for some projective $\Delta$-module $R'$. As is well known $w_0 + e_\omega$ is generator of the radical of $q_\Delta$, hence the equivalence of (i) and (ii) in the lemma above implies that $r' = \dim_{R'} = (I - \Phi^{-1}_0)w_0$.

On the other hand, if $r = \dim R = \sum_i d_i p_i$ (with $p_i = \dim P(i)$) we show that these forms coincide in the canonical basis

$$\langle r, e_j \rangle_0 = \sum_i d_i \langle p_i, e_j \rangle_0 d_j = 2(w_0, e_j)_0,$$

for $\langle p_i, e_j \rangle_0 = p_i(C_0^{-1} e_j) = (C_0 e_i)^t C_0^{-1} e_j = e_i^t(C_0^{-1}) e_j = e_i^t e_j = \delta_{i,j}$. Then the forms $\langle r, - \rangle_0$ and $2(w_0, -)_0$ are the same, and by the equivalence of (ii) and (iii) in the lemma above $r = (I - \Phi^{-1}_0)w_0$. Then $r = r'$. Since $R' = \bigoplus_i d'_i P(i)$ for some nonnegative integers $d'_i$ and the set of vectors $\{p_i\}$ is linearly independent we have that $d_i = d'_i$ for all vertices $i$. Hence $R' = R$ and $k\Delta \cong A_0[R]$.

We end this section with the following lemma, that can be found in Ringel [13] section 3.4(4) and that is fundamental for the description of the reductions we will perform at the end of this chapter.

**Lemma 3.9** Let $W_0$ be an indecomposable $A_0$-module corresponding to the maximal root of $\Delta$. Consider the Auslander-Reiten quiver $\Gamma(A_0)$ of $A_0$-mod and the following subsets of vertices determined by $[W_0]$,

$$\mathcal{X}^0 = \text{ConL}_0([W_0]) = \{ [M] \in \text{ind}A_0 \mid [M] \not\prec [W_0] \text{ but } \tau^{-1}[M] \not\prec [W_0] \},$$

$$\mathcal{Y}^0 = \text{ConR}_0([W_0]) = \{ [M] \in \text{ind}A_0 \mid [W_0] \not\prec [M] \text{ but } [W_0] \not\prec \tau[M] \},$$

$$\mathcal{W}^0 = \{ [M] \in \text{ind}A_0 \mid [M] \not\prec [W_0] \not\prec [M] \}.$$
Then for any indecomposable $A_0$-module $M$ we have

$$\dim_k \text{Hom}_{A_0}(R, M) = \begin{cases} 2, & \text{if } [M] \cong W_0, \\ 1, & \text{if } [M] \in \mathcal{X}_0 \cup \mathcal{Y}_0, \\ 0, & \text{if } [M] \in \mathcal{W}_0. \end{cases}$$

**Proof.** Since $R$ is projective we have that $\text{Ext}^1_{A_0}(R, M) = 0$, thus using lemma 1.4 and the point (iii) in lemma 3.7 we have

$$\dim_k \text{Hom}_{A_0}(R, M) = (\dim R, \dim M)_0 = 2(\dim W_0, \dim M)_0.$$  

Hence $\dim_k \text{Hom}_{A_0}(R, W_0) = 2$. Assume now that $[M] \in \mathcal{W}_0$, $\mathcal{X}_0$ or $\mathcal{Y}_0$. Using the Auslander-Reiten formulas in the hereditary case and since there are neither paths from $M$ to $\tau W_0$ nor from $\tau^{-1} W_0$ to $M$, we have that

$$\text{Ext}^1_{A_0}(W_0, M) \cong D \text{Hom}_{A_0}(M, \tau W_0) = 0, \quad \text{and} \quad \text{Ext}^1_{A_0}(M, W_0) \cong D \text{Hom}_{A_0}(\tau^{-1} W_0, M) = 0.$$  

Then

$$2(\dim W_0, \dim M)_0 = \dim_k \text{Hom}_{A_0}(W_0, M) + \dim_k \text{Hom}_{A_0}(M, W_0),$$  

and $[M] \in \mathcal{W}_0$ implies that $\dim_k \text{Hom}_{A_0}(R, M) = 0$.

Recall that $[W_0]$ is a wing vertex in $\Gamma(A_0)$. The notation for the wings $\theta(n_s)$ of $[W_0]$ given at the end of section 2.3 is, for $1 \leq s \leq t$,

$$W_{1,n_s}, \quad W_{1,n_s-1}, \quad W_{2,n_s}, \quad W_{2,n_s-1}, \quad W_{3,n_s}, \quad \ldots, \quad W_{s,1}, \quad W_{s,2}, \quad W_{s,3}, \quad \ldots, \quad W_{t,n_s-1}, \quad W_{t,n_s}.$$  

Then the set $\mathcal{X}_0 = \text{Con}_{A_0}([W_0])$ consists in the isomorphism classes of the modules $W_{s,i}$ with $i = 1, \ldots, n_s - 1$ for $s = 1, \ldots, t$ and $\mathcal{Y}_0 = \text{Con}_{A_0}([W_0])$ is formed by the set $\{[W_{s,i}]\}$ with $i = 1, \ldots, n_s - 1$ and $s = 1, \ldots, t$. Moreover, $W_0$ is given by the elements of the form $[W_{s,i}]$ for $1 < i < n_s$, and $s = 1, \ldots, t$.

Assume that $[M] \in \mathcal{X}_0$. If $M \cong W_{1,n_s-1}$, then $\text{rad}^2(M, W_0) = 0$ and

$$\dim_k \text{Hom}_{A_0}(M, W_0) = \dim_k (\text{rad}(M, W_0)/\text{rad}^2(M, W_0)) = 1.$$  

By induction, if $M \cong W_{1,i-1}^{(s)}$ and we assume that $\dim_k \text{Hom}_{A_0}(W_{1,i}^{(s)}, W_0) = 1$, then

$$\dim_k \text{Hom}_{A_0}(W_{1,i}^{(s)}, W_i^{(s)}) = 1$$  

(since $\text{rad}^2(W_{1,i}^{(s)}, W_i^{(s)}) = 0$), hence $\text{Hom}_{A_0}(W_i^{(s)}, W_0) = 1$ or 0. The last case is impossible for $W_{1,i-1}^{(s)}$ is cogenerated by $W_0$ (lemma 2.12). A similar argument for $[M] \in \mathcal{Y}_0$ completes the proof. □
3.2 Lifting of exact sequences.

Let $A_0$ be a finite dimensional $k$-algebra and $R$ a projective $A_0$-module. We consider the category of $A_0$-modules included in the category of subspaces $\hat{U}(A_0)$ respect to the functor $\text{Hom}_{A_0}(R, -)$ in two essentially different ways,

$$A_0$-mod \rightarrow \hat{U}(A_0)$-mod,

through the inclusion functor $M_0 \mapsto \bar{M}_0 = (M_0, 0, 0)$ and induction functor $M_0 \mapsto \Pi_0 = (M_0, |M_0|, I[M_0])$. The liftings $M_0$ and $\bar{M}_0$ coincide as long as $|M_0| = 0$. The following result (Ringel, [13]2.5(6)) relates the almost split sequences in $A_0$-mod and $\hat{U}(A_0)$-mod).

**Lemma 3.10**

1) If $\varepsilon_0 = 0 \xrightarrow{f} X_0 \xrightarrow{g} Z_0 \xrightarrow{} 0$ is an almost split sequence of $A_0$-modules, then

$$\bar{\varepsilon}_0 = 0 \xrightarrow{f, |X_0|} (Y_0, |X_0|, |f|) \xrightarrow{(g, 0)} Z_0 \xrightarrow{} 0$$

is an almost split sequence in $\hat{U}(A_0)$-mod, called lifting of $\varepsilon_0$.

2) Let $\varepsilon = 0 \xrightarrow{f} X \xrightarrow{g} Y \xrightarrow{} 0$ be an almost split sequence in the category $U(A_0)$-mod. If $Z_0 \neq 0$ then the restriction $\varepsilon|_{A_0}$ is trivial. If $Z_0 = 0$ then $Z_0$ is not a projective $A_0$-module and $\varepsilon|_{A_0}$ is an almost split sequence.

**Proof.** For (a) we follow Ringel [13]2.5(lemmas 5 and 6). Observe first that $\varepsilon_0$ is an exact sequence, for $|−| = \text{Hom}_{A_0}(R, −)$ is an exact functor ($R$ is projective), and the following diagram commutes

$$
\begin{array}{c}
0 \rightarrow |X_0| \rightarrow |X_0| \rightarrow 0 \rightarrow 0 \\
\downarrow |f| \downarrow |f| \\
0 \rightarrow |X_0| \rightarrow |Y_0| \rightarrow |Z_0| \rightarrow 0.
\end{array}
$$

On the other hand, $(f, |X_0|)$ is not a section for $f$ is not a section. Assume that $v = (v_0, v_\omega) : X_0 \rightarrow V$ is a morphism which is not a section. If there exists $v'_0 : Y_0 \rightarrow X_0$ such that $v'_0 v_0 = I_{X_0}$, taking $v' = (v'_0, |v'_0| \gamma_V)$ we have that $v'v = \bar{v}_0$, hence $v_0$ is not a section. Since $f$ is left almost split, there exists $\eta_0 : Y_0 \rightarrow V_0$ such that $v_0 = \eta_0 f$.

$$
\begin{array}{ccc}
X_0 & \xrightarrow{(f, |X_0|)} & (Y_0, |X_0|, |f|) \\
\downarrow (v_0, v_\omega) & & \downarrow (\eta_0, v_\omega) \\
(V_0, V_\omega, \gamma_V)
\end{array}
\quad
\begin{array}{ccc}
X_0 & \xrightarrow{f} & Y_0 \\
\downarrow v_0 & & \downarrow \eta_0 \\
V_0
\end{array}
$$

Notice that $(\eta_0, v_\omega)(f, |X_0|) = (v_0, v_\omega)$. Finally, if $\xi = (\xi_0, \xi_\omega)$ is an element in $\text{End}(Y_0, |X_0|, |f|)$ that satisfies $\xi(f, |X_0|) = (f, |X_0|)$ then $\xi_0 f = f$ and $\xi_\omega = |X_0|$. Thus $\xi$ is an automorphism and $(f, |X_0|)$ is a left minimal almost split morphism. By lemma [19] the sequence $\bar{\varepsilon}_0$ is almost split.
We show now (b). Since the extended vertex \( \omega \) is a source, \( Z_0 \) is a submodule of \( Z \) in \( \mathcal{U}(A_0 \text{-mod}) \). If \( Z_\omega \neq 0 \) then the inclusion \( i : Z_0 \hookrightarrow Z \) is not a retraction, and since \( g \) is right almost split, there exists \( t : Z_0 \to Y \) such that \( i = gt \). Then \( IZ_0 = g_0t_0 \) and \( g_0t_0 \) is a retraction. On the other hand, if \( Z_\omega = 0 \) then \( Z_0 \) cannot be a projective \( A_0 \)-module, for in the contrary the epimorphism \( g_0 : Y_0 \to Z_0 \) would be a retraction and hence \( g = (g_0,0) : Y \to Z = Z_0 \) would be also a retraction (impossible since \( g \) is right almost split). In this way, if \( \varepsilon_0 \) is the almost split sequence in \( A_0 \text{-mod} \) that ends in \( Z_0 \), then by point (a), \( \varepsilon \) and \( \varepsilon_0 \) are almost split sequences that start in \( Z \). By uniqueness these are isomorphic sequences, and hence \( \varepsilon|_{A_0} \cong \varepsilon_0|_{A_0} = \varepsilon_0 \) is an almost split sequence in \( A_0 \text{-mod} \).

We return to the case in which \( A_0 \) is the path algebra of a Dynkin quiver \( \Delta \). \( W_0 \) is an indecomposable \( A_0 \)-module with dimension vector the maximal root and \( R \) is the projective \( A_0 \)-module described in lemma 3.8. For any morphism \( \rho \in \text{Hom}_{A_0}(R,W_0) \) we denote by \( W_0(\rho) \) the object in \( \mathcal{U}(A_0 \text{-mod}) \) given by

\[
W_0(\rho) = (W_0,k,\rho),
\]

that is, \( \gamma_{W_0(\rho)} \) is the transformation which sends \( 1 \in k \) to the morphism \( \rho \). Since the endomorphism algebra of \( W_0 \) is isomorphic to the field \( k \), the morphisms \( f : W_0(\rho) \to W_0(\rho') \) are given by pairs of scalars \( f = (aId_k, bId_{W_0}) \) which make the following diagram commutative

\[
\begin{array}{ccc}
W_0 & \xrightarrow{\rho} & W_0 \\
|W_0| & \downarrow & |W_0| \\
|W_0| & \downarrow & |W_0| \\
|W_0| & \downarrow & |W_0|
\end{array}
\]

Hence there is a nonzero morphism \( f : W_0(\rho) \to W_0(\rho') \) if and only if \( a, b \neq 0 \) and \( \rho' = (b/a)\rho \). In this case \( f \) is an isomorphism. Clearly \( W_0(\rho) \) is indecomposable if and only if \( \rho \neq 0 \). Then there is a \( \text{PHom}_{A_0}(R,W_0) \)-parametric family of nonisomorphic indecomposable \( A \)-modules \( W_0(\rho) \). All of them share as dimension vector the positive generator \( w_0 + e_\omega \) of the radical of the quadratic form associated to \( A \).

**Lemma 3.11** For any nonzero morphism \( \rho \in \text{Hom}_{A_0}(R,W_0) \) the indecomposable \( A \)-module \( W_0(\rho) \) is neither postprojective nor preinjective.

**Proof.** Assume that \( W_0(\rho) \) is a postprojective \( A \)-module. In particular \( W_0(\rho) \) is exceptional. By lemmas 1.8 and 1.33(b), since \( \text{dim} W_0(\rho) \) is in the radical of the quadratic form of \( A \), we have that

\[
\text{dim} \tau^{-1}W_0(\rho) = \text{dim} W_0(\rho).
\]

Since \( \tau^{-1}W_0(\rho) \) is also exceptional, by lemma 1.13 there is an isomorphism \( W_0(\rho) \cong \tau^{-1}W_0(\rho) \). This is a contradiction, for the postprojective component of \( A \)-mod has no periodic orbits (lemmas 1.32 and 1.20). In a similar way it can be shown that \( W_0(\rho) \) is not a preinjective \( A \)-module.

Consider a wing \( \theta(n_s) \) of vertex \( [W_0] \) in the Auslander-Reiten quiver \( \Gamma(A_0) \), as in section 2.3 and recall the notation \( [W_{i,j}^s] \) for the vertices in \( \theta(n_s) \) given
We start with the proof of (\(\text{Proposition 3.12}\)). A posprojective
the use of negative indexes, we order representatives of the indecomposable
of \(\Gamma\).

Fixing an irreducible mapping \(f : W_{i,n_i-1}^s \to W_0\) and defining \(\rho_s = f\rho_s'\) we have
a morphism \(W_{i,n_i-1}^s \to W_0(\rho_s)\) in the category \(\mathcal{A}\)-mod as shown in the
following figure,

\[
\begin{array}{c}
W_0(\rho_s) \\
\downarrow f \\
W_{i,n_i-1}^s \\
\rho_s' \\
R \\
W_{i,n_i-1}^s
\end{array}
\]

In this way Ringel shows [3.4 point (5)] that the wing \(\theta(n_s)\) lifts in a com-
pletely to a subquiver of \(\Gamma(\mathcal{A})\), as shown in the following figure. The projective-
injective vertex corresponds to the module \(W_0(\rho_s)\),

As consequence of the lemmas above we have the following result, which is
fundamental to our objectives. For any subsets \(\mathcal{L}_1\) and \(\mathcal{L}_2\) of \(\text{ind}\mathcal{A}_0\) denote
by \(\mathcal{L}_1 \cup \mathcal{L}_2\) the smallest class of objects in \(\mathcal{A}_0\)-mod which contains the class
representatives in \(\mathcal{L}_1\) and \(\mathcal{L}_2\).

**Proposition 3.12** Consider the subsets in \(\text{ind}\mathcal{A}_0\) given by

\[\mathcal{X} = \text{ConL}([W_0]) \quad \text{and} \quad \mathcal{Y} = \text{ConR}([W_0]).\]

a) Any posprojective \(\mathcal{A}\)-module lies in the full subcategory \(\mathcal{U}(\mathcal{X} \cup [W_0])\) of \(\mathcal{A}\)-mod.

b) Any preinjective \(\mathcal{A}\)-module lies in the full subcategory \(\mathcal{U}([W_0] \vee \mathcal{Y})\) of \(\mathcal{A}\)-mod.

**Proof.** We start with the proof of (a). Recall that the posprojective component
of \(\Gamma(\mathcal{A})\) admits an admissible ordering of its vertices (lemma 1.25). To avoid
the use of negative indexes, we order representatives of the indecomposable
posprojective \(\mathcal{A}\)-modules \(\{N_i\}\) in such a way that if \(f : N_j \to N_i\) is an irreducible
morphism then \(j < i\) (opposed admissible order). We will prove the following auxiliar statement.

i) If \(Z_0\) is an indecomposable nonprojective \(\mathcal{A}_0\)-module which is direct sum-
mmand of the restriction \(N_i|\mathcal{A}_0\) for some indecomposable posprojective \(\mathcal{A}\)-
module \(N_i\), then \(Z_0\) and \(\pi_0(Z_0)\) are posprojective \(\mathcal{A}\)-modules, smaller or
equal to \(N_i\) in the ordering given above \(\{N_i\}_{i \in \mathbb{N}}\).
We prove the claim inductively. Since the first modules in the list $N_1,N_2,\ldots$ are projective, the base case holds by vacuity. Assume that the condition (i) is valid for the modules that belong to the restriction $N_i|_{A_0}$ of some posprojective module $N_i$ with $1 \leq i \leq \ell$ and assume that $Z_0$ is direct summand of $N_{\ell+1}|_{A_0}$.

If $Z_0$ is in the restriction of some of the modules $N_1,\ldots,N_\ell$, then we have the result by induction hypothesis. So we can assume that $Z_0$ is not direct summand of any $N_i|_{A_0}$ for $i = 1,\ldots,\ell$. Consider the almost split sequence which ends in $N_{\ell+1}$,

$$\varepsilon : 0 \to \tau(N_{\ell+1}) \to E \to N_{\ell+1} \to 0.$$ 

Notice that the restriction $\varepsilon|_{A_0}$ cannot be trivial, for $Z_0$ is direct summand of $N_{\ell+1}|_{A_0}$ but not of $E|_{A_0}$. Then by lemma 3.10(b) we have that $(N_{\ell+1})_0 = 0$ thus $Z_0 \cong N_{\ell+1}$. Consider now the almost split sequence in $A_0$-mod which ends in $Z_0$,

$$\varepsilon_0 : 0 \to \tau_0(Z_0) \to F \to Z_0 \to 0.$$ 

By lemma 3.10(a) the lifting $\tau_0$ and $\varepsilon$ are both Auslander-Reiten sequences in $A$-mod which end in $N_{\ell+1}$, hence $\tau_0(Z_0) \cong \tau(N_{\ell+1})$. That is, $Z_0$ and $\tau_0(Z_0)$ are posprojective $A$-modules, smaller or equal to $N_{\ell+1}$.

We prove now in steps the statement of the proposition.

Step 1. Assume that $Z_0$ is an indecomposable $A_0$-module such that $\tau_0(Z_0) \in \mathcal{X}_0$ for some $i \geq 1$. Then $Z_0$ is not a module in the restriction to $A_0$ of the posprojective component of $A$-mod. Those liftings to $A$-mod of elements in $\mathcal{X}_0$ are connected by irreducible morphisms to the module $W_0(\rho_s)$, for the morphism $\rho_s$ corresponding to the lifting of some wing $\theta(n_s)$ of vertex $[W_0]$. Then by lemma 3.11 the liftings of elements in $\mathcal{X}_0$ are connected in $\Gamma(A)$ to an object that is not posprojective, and hence cannot be posprojective. Applying successively the point (i) above it is clear that if $Z_0$ is direct summand of $N|_{A_0}$ for some posprojective $A$-modulo $N$, then the lifting $\tau_0(Z_0)$ belongs to the posprojective component, which is impossible since $\tau_0(Z_0) \in \mathcal{X}_0$. This shows that $Z_0$ cannot be direct summand of the restriction to $A_0$ of any posprojective module.

Step 2. Assume that $Z_0$ is an indecomposable $A_0$-module such that $\tau_0(Z_0) \cong W_0$ for some $i \geq 1$. Then $Z_0$ is not a module in the restriction to $A_0$ of the posprojective component of $A$-mod. Again by successive applications of (i) it is enough to show that $W_0$ is not a posprojective $A$-module. If $W_0$ is posprojective, then it is not an injective $A$-module. By lemma 3.10 the almost split sequence that starts in $W_0$ is lifting to $A$-mod of an almost split sequence in $A_0$-mod that starts in $W_0$ (since we assume that $W_0 \cong \tau_0(Z_0)$, the module $W_0$ is not injective in $A_0$-mod),

$$0 \to W_0 \to E \to \tau_0^{-1}W_0 \to 0.$$ 

Since there is an irreducible mapping $W_0 \to W_{2,n|1}$ in $A_0$-mod, we have that $W_{2,n|1}$ is direct summand of the restriction to $A_0$-mod of some posprojective $A$-module. This contradicts step 1, for $\tau_0^{-1}[W_{2,n|1}] \in \mathcal{X}_0$.

Step 3. We finally conclude that if $Z_0$ is isomorphic to a direct summand of the restriction to $A_0$ of a posprojective $A$-module $N$, by the steps above $\tau_0[Z_0]$ does not belong to $\mathcal{X}_0$ nor it is equal to the vertex $[W_0]$ for any $i \geq 1$. Hence $[Z_0] \in \mathcal{X} \cup \{[W_0]\}$, that is, $N$ belongs to $\mathcal{U}(\mathcal{X} \cup [W_0])$. 
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The proof of (b) is similar, we give the details next. We give an admissible ordering to the vertices in the preinjective component of $A\text{-mod} \{M_i\}_{i \in \mathbb{N}}$ (lemma 1.25), and prove the following auxiliar claim.

\( i' \) If $Z_0$ is an indecomposable noninjective $A_0$-module that is direct summand of the restriction $M_{i+1}|_{A_0}$ for some indecomposable preinjective $A$-module $M_{i+1}$, then $Z_0$ and $\tau_0^{-1}(Z_0)$ are preinjective $A$-modules, smaller or equal to $M_{i+1}$ in the order given above.

We give an inductive proof. Since the first modules in the list $M_1, M_2, \ldots$ are injective, the base case holds by vacuity. Assume that the condition (\( i' \)) is valid for modules in the restriction $M_{i+1}|_{A_0}$ of some preinjective $M_i$ with $1 \leq i \leq \ell$ and assume that $Z_0$ is direct summand of $M_{i+1}|_{A_0}$. If $Z_0$ is in the restriction of some of the modules $M_1, \ldots, M_{i+1}$ by induction hypothesis we have the result. Then we can assume that $Z_0$ is not direct summand of any $M_i|_{A_0}$ for $i = 1, \ldots, \ell$. Consider the almost split sequence that starts in $M_{i+1}$,

\[ \varepsilon : 0 \rightarrow M_{i+1} \rightarrow E \rightarrow \tau^{-1}(M_{i+1}) \rightarrow 0. \]

Notice that the restriction $\varepsilon|_{A_0}$ cannot be trivial, for $Z_0$ is direct summand of $M_{i+1}|_{A_0}$, but not of $E|_{A_0}$. Then by lemma 3.10(b) we have that $(\tau^{-1}(M_{i+1}))_0 = 0$ and $\varepsilon|_{A_0}$ is an almost split sequence in $A_0\text{-mod}$. In particular $M_{i+1}|_{A_0}$ is indecomposable and thus $Z_0 \cong M_{i+1}|_{A_0}$. Then $\tau_0^{-1}Z_0 \cong \tau^{-1}(M_{i+1})|_{A_0} = \tau^{-1}(M_{i+1})$ and $M_{i+1} \cong \tau_0^{-1}(\tau^{-1}(M_{i+1}))$, which are indecomposable preinjectives smaller or equal to $M_{i+1}$. This completes the induction step.

\textbf{Step 1'.} Assume that $Z_0$ is an indecomposable $A_0$-module such that $\tau_0^{-1}(Z_0) \in \mathcal{Y}_0$ for some $i \geq 1$. Then $Z_0$ is not a module in the restriction to $A_0$ of the preinjective component of $A\text{-mod}$. The elements in $\mathcal{Y}_0$ (considered as $A$-modules) are connected by irreducible morphisms to the $A$-module $W_0(\rho_s)$ for the morphism $\rho_s$ corresponding to the lifting of some wing $\theta(n_s)$ of vertex $W_0$. Then by lemma 3.11 the elements in $\mathcal{Y}_0$ are connected in $\Gamma(A)$ to a nonpreinjective vertex, and hence cannot be preinjective. Applying successively the claim (\( i' \)) above it is clear that if $Z_0$ is direct summand of $M_i|_{A_0}$ for some preinjective $M_i$, then $\tau_0^{-1}(Z_0) \in \mathcal{Y}_0$ belongs to the preinjective component, which is impossible. This shows that $Z_0$ cannot be direct summand of the restriction to $A_0$ of a preinjective module.

\textbf{Step 2'.} Assume that $Z_0$ is an indecomposable $A_0$-module such that $\tau_0^{-1}(Z_0) \cong W_0$ for some $i \geq 1$. Then $Z_0$ is not a module in the restriction to $A_0$ of the preinjective component of $A\text{-mod}$. Again by successive applications of (\( i' \)) it is enough to show that $W_0$ is not a preinjective $A$-module. For if $W_0$ is preinjective then $W_0$ is not projective and the almost split sequence $\varepsilon$ which ends in $W_0$ (which is contained in $\mathcal{Z}$) restricts $\varepsilon|_{A_0}$ to an almost split sequence in $A_0\text{-mod}$ (lemma 3.10(b)). Since there is an irreducible morphism $W_{1,n_i-1} \rightarrow W_0$ in $A_0\text{-mod}$, we have that $W_{1,n_i-1}$ is direct summand of the restriction to $A_0\text{-mod}$ of a preinjective $A$-module. This contradicts step 1’, since $\tau^{-1}(W_{1,n_i-1}) \in \mathcal{Y}_0$.

\textbf{Step 3’.} From steps 1’ y 2’ it follows that no element at the left of the section $\{[W_0]\} \cup \mathcal{Y}_0$ appears as direct summand of the restriction to $A_0$ of a preinjective $A$-module, which implies that any preinjective $A$-module is an element in $U([W_0] \cup \mathcal{Y})$. \( \Box \)
3.3 Lifting of functors.

We now study situations in which functors in $A_0$-mod can be lifted to the extended category $A_0[R]$-mod. The following preliminary result will be necessary.

**Lemma 3.13** Let $Z$ be an additive $k$-category and $F,G,H : Z \to Z$ additive functors. For a natural transformation of functors $\eta : F \to G$ denote by $\eta \cdot H : F \circ H \to G \circ H$ the natural transformation given by $(\eta \cdot H)^M = \eta^H(M)$ for any object $M$ in $Z$. The following conditions are equivalent,

a) the natural transformation $\eta \cdot H$ is an isomorphism of functors,

b) if $M \in Z$ is isomorphic to an object of the form $H(N)$ then $\eta^M : F(M) \to G(M)$ is an isomorphism.

**Proof.** If $f : M \to N$ is a morphism in $Z$, by naturality of $\eta$ the following diagram is commutative,

\[
\begin{array}{ccc}
F(H(M)) & \xrightarrow{\eta^H(M)} & G(H(M)) \\
H(f) \downarrow & & \downarrow G(H(f)) \\
F(H(N)) & \xrightarrow{\eta^H(N)} & G(H(N)),
\end{array}
\]

thus $\eta \cdot H$ is a natural transformation. On the other hand, if we assume that $\eta \cdot H$ is a natural isomorphism and that $s : M \to H(N)$ is an isomorphism for some $N$ in $Z$, then by naturality of $\eta$ the following diagram commutes,

\[
\begin{array}{ccc}
F(M) & \xrightarrow{\eta^M} & G(M) \\
F(s) \downarrow & & \downarrow G(s) \\
F(H(N)) & \xrightarrow{\eta^H(N)} & G(H(N)),
\end{array}
\]

that is, $\eta^M = G(s)^{-1} \cdot \eta^H(N) \cdot F(s)$ is composition of isomorphisms and hence an isomorphism. This shows that (a) implies (b), the other implication is evident. 

\[\square\]

**Lemma 3.14** Let $Z \subset A_0$-mod be a class of $A_0$-modules. Assume there is an additive functor $F_0 : Z \to Z$ and a natural transformation $\eta_0 : F_0 \to \text{Id}_Z$. Observe that the pair $(F_0, \eta_0)$ determines two natural transformations $\eta_0 \cdot F_0 : F_0 \circ \eta_0 : F_0^2 \to F_0$,

where $\eta_0 \cdot F_0$ is obtained as in the lemma above and the transformation $F_0 \circ \eta_0$ is given by $(F_0 \circ \eta_0)^M_0 = F_0(\eta_0^M_0)$ for an object $M_0$ in $Z$. Then there are a functor $F = F_0 : \mathcal{U}(Z) \to \mathcal{U}(Z)$ and a natural transformation $\eta = \eta_0^\mathcal{U} : F \to \text{Id}_{\mathcal{U}(Z)}$ such that $F|_Z = F_0$ and $\eta|_Z = \eta_0$. Moreover,

a) if $\eta_0 : F_0 : F_0^2 \to F_0$ is an isomorphism of functors then $\eta \cdot F$ is also a natural isomorphism;
Proof. We define first the functor $F$. If $M = (M_0, M_\omega, \gamma_M)$ is an object in $\mathcal{U}(\mathcal{Z})$ take $F(M)_\omega$ as the pull-back of $|\eta_0^M|$ and $\gamma_M$

$$F(M)_\omega \xrightarrow{\eta_M^\omega} M_\omega$$

$$\gamma_{F(M)} \downarrow \quad \quad \quad \quad \gamma_M$$

$$|F_0(M_0)| \xrightarrow{|\eta_0^M|} |M_0|.$$  

Take then $F(M) = (F_0(M_0), F(M)_\omega, \gamma_{F(M)})$ and

$$\eta^M = (\eta_0^M, \eta^M): F(M) \to M.$$

Assume that $f: M \to N$ is a morphism in $\mathcal{U}(\mathcal{Z})$. Since $\eta_0$ is a natural transformation, the external paths from $F(M)_\omega$ to $|N_0|$ in the following diagram commute ($\gamma_N f \eta_M^\omega = |f_0| \gamma_M \eta_M^\omega = |\eta_0^N| |f_0(f_0)| \gamma_{F(M)}$), hence there exists $F(f)_\omega: F(M)_\omega \to F(N)_\omega$ such that the complete diagram is commutative

Denote by $F(f)$ the morphism between the objects $F(M)$ and $F(N)$ given by $(F_0(f_0), F(f)_\omega)$. Assume now that $L \xrightarrow{g} M \xrightarrow{f} N$ are composable morphisms. By uniqueness in the universal property of the pull-back we have that

$$F(fg)_\omega = F(f)_\omega F(g)_\omega.$$
It is also clear that $F(I_M) = I_{F(M)}$, thus $F$ is an additive functor. By construction we have that $f \eta_M^M = \eta^M F(f)$, that is, $\eta : F \to Id_{\mathcal{U}(Z)}$ is a natural transformation. It is evident that for any $M_0$ in $Z$ we have $F(M_0)|_Z = F_0(M_0)$ and $\eta_{M_0}|_Z = \eta_0^{M_0}$.

To show (a) notice first that in a pull-back diagram of $k$-vector spaces,

\[
\begin{array}{c}
A \\
\downarrow x \\
\downarrow y \\
C
\end{array}
\begin{array}{c}
B
\downarrow g \\
\downarrow f \\
D
\end{array}
\]

if $f$ is an isomorphism then $x$ is an isomorphism. Indeed, since $f$ is surjective, the following sequence is exact

\[
0 \longrightarrow A \xrightarrow{[x, y]} B \oplus C \xrightarrow{[g, -f]} D \longrightarrow 0.
\]

Hence, if $a \in A$ is in the kernel of $x$ then $0 = g(x(a)) = f(y(a)) = 0$ and $y(a) = 0$ since $f$ is injective. Then $a$ is in the kernel of $[x, y]$, and $a = 0$. Since $\dim_k(B \oplus C) = \dim_k B + \dim_k D$ and $\dim_k C = \dim_k D$ for $f$ is an isomorphism, we conclude that $\dim_k A = \dim_k B$ and then the injective transformation $x$ is an isomorphism.

Using the equivalence proved in lemma 3.13, we must show that if $M = (M_0, M_\omega, \gamma_M)$ is an object in $\mathcal{U}(Z)$ isomorphic to $F(N)$ for some $N$ in $\mathcal{U}(Z)$, then $\eta^M$ is an isomorphism. Since $M_0 \cong (F(N))_0 = F_0(N_0)$, by hypothesis $\eta_0^{M_0}$ is an isomorphism, hence $|\eta_0^{M_0}|$ is also an isomorphism. Since the following is a pull-back diagram,

\[
\begin{array}{ccc}
F(M)_\omega & \xrightarrow{\eta_\omega^M} & M_\omega \\
\downarrow \gamma_{F(M)} & & \downarrow \gamma_M \\
|F_0(M_0)| & \xrightarrow{|\eta_0^{M_0}|} & |M_0|,
\end{array}
\]

and $|\eta_0^{M_0}|$ is an isomorphism, by the above $\eta_\omega^M$, and thus $\eta^M$, are isomorphisms. The point (b) is immediate from the definition of $F(\eta^M) = (F_0(\eta_0^{M_0}), F(\eta^M)_\omega)$, as shown in the following diagram

\[
\begin{array}{ccc}
F(M)_\omega & \xrightarrow{\eta_\omega^M} & M_\omega \\
\downarrow \gamma_{F(M)} & & \downarrow \gamma_M \\
|F_0(F(M)_\omega)| & \xrightarrow{|\eta_0^{M_0}|} & |F_0(M_0)|
\end{array}
\begin{array}{ccc}
|F_0(F_0(M_0))| & \xrightarrow{|\eta_0^{M_0}|} & |F_0(M_0)|
\end{array}
\]

For $F(\eta^M)_\omega$ is the only transformation (dotted arrow) that makes the diagram above commutative and since by hypothesis $F_0(\eta_0^{M_0}) = \eta_0^{F_0(M_0)}$ (and hence
\[ |F_0(\eta^M_0)| = |\eta^{F(M)}_0|, \]
we have that \( \eta^{F(M)}_\omega \) also makes the diagram commutative. From the uniqueness in the pull-back it follows that
\[
\eta^{F(M)}_\omega = F(\eta^M_\omega)
\]
and
\[
F(\eta^M) = (F_0(\eta^M_0), F(\eta^M_\omega)) = (\eta^{F(M)}_0, \eta^{F(M)}_\omega) = \eta^{F(M)}.
\]

We prove (c). Notice that in a pull-back diagram of \( k \)-vector spaces if \( f \) is an epimorphism then \( x \) is an epimorphism. Indeed, for an arbitrary \( b \in B \) take \( c \in C \) such that \( f(c) = g(b) \) (this is possible for \( f \) is an epimorphism). Define the transformations \( k \to B \) and \( k \to C \) given by \( 1 \mapsto b \) and \( 1 \mapsto c \). Then the external square in the diagram above is commutative, thus there exists \( a : k \to A \) such that \( x(a) = b \). Then \( x \) is an epimorphism. By definition of \( \eta^M = (\eta^M_0, \eta^M_\omega) \) as pull-back and since \( |\eta^M_0| \) is an epimorphism (\( | \cdot | \) is an exact functor) then \( \eta^M_\omega \) is also an epimorphism. Since \( f\eta^M = \eta^N F(f) \) and \( \eta^M \) is an epimorphism we have that \( F \) is a faithful functor.

To verify (d) assume that we have en exact sequence
\[ \varepsilon : 0 \to L \to M \to N \to 0 \]
in \( \check{\mathcal{U}}(\mathcal{Z}) \). By naturality of \( \eta \) the following diagram is commutative
\[
\begin{array}{c}
0 \\
| \eta^L | \\
| \eta^M | \\
| \eta^N |
\end{array}
\begin{array}{c}
\to F(L) \\
\to F(M) \\
\to F(N) \\
\to 0.
\end{array}
\]

Going to kernels we obtain the following diagram where all columns are exact, as well as the rows in the bottom grid. In the upper grid the first row is exact and the third one is isomorphic to the third row in the bottom, by definition of \( F \) through pull-backs. By the nine lemma, the second upper row is also exact.
This shows that $F(\varepsilon)$ is an exact sequence.

\begin{center}
\begin{tikzpicture}[auto, node distance = 1cm, on grid, arr/.style={->, >=stealth, very thick},]
  \node (0) at (0,0) {0};
  \node (L) at (1,0) {$L_\omega$};
  \node (M) at (2,0) {$M_\omega$};
  \node (N) at (3,0) {$N_\omega$};
  \node (F) at (4,0) {0};
  \node (00) at (0,-1) {0};
  \node (F0) at (4,-1) {0};
  \node (K) at (1,-1) {$K^L$};
  \node (M0) at (2,-1) {$K^M$};
  \node (N0) at (3,-1) {$K^N$};
  \node (000) at (0,-2) {0};
  \node (F00) at (4,-2) {0};
  \draw[arr] (0) to (L);
  \draw[arr] (L) to (M);
  \draw[arr] (M) to (N);
  \draw[arr] (N) to (F);
  \draw[arr] (00) to (F0);
  \draw[arr] (L) to (K);
  \draw[arr] (M) to (M0);
  \draw[arr] (N) to (N0);
  \draw[arr] (000) to (F00);
\end{tikzpicture}
\end{center}

\textbf{Lemma 3.15} Let $Z \subseteq A_0\text{-mod}$ be a class of $A_0$-modules. Assume we have an additive functor $G_0 : Z \rightarrow Z$ and a natural transformation of functors $\eta_0 : \text{Id}_Z \rightarrow G_0$. There are two natural transformations

\[
\eta_0 \cdot G_0, G_0 \cdot \eta_0 : G_0 \rightarrow G_0^2.
\]

Then there exist an additive functor $G = \overline{G}_0 : \tilde{U}(Z) \rightarrow \tilde{U}(Z)$ and a natural transformation $\eta = \overline{\eta}_0 : \text{Id}_{\tilde{U}(Z)} \rightarrow G$ such that $G|_Z = G_0$ and $\eta|_Z = \eta_0$. Moreover,

\begin{enumerate}
\item if $\eta_0 \cdot G_0 : G_0 \rightarrow G_0^2$ is a natural isomorphism then $\eta \cdot G$ is also an isomorphism of functors;
\item if $\eta_0 \cdot G_0 = G_0 \cdot \eta_0$ then $\eta \cdot G = G \cdot \eta$;
\item if $\eta_0^{M_0} : M_0 \rightarrow G_0(M_0)$ is a monomorphism for each $M_0$ in $Z$ then $G$ is a faithful functor;
\item if $G_0$ preserves exact sequences in $Z$ then $G$ preserves exact sequences in $\tilde{U}(Z)$.
\end{enumerate}

\textbf{Proof.} For an object $M = (M_0, M_\omega, \gamma_M)$ in $\tilde{U}(Z)$ define

\[
G(M) = (G_0(M_0), M_\omega, \gamma_{G(M)})
\]

\[\square\]
where $\gamma_{G(M)} = [\eta_0^M]\gamma_M$. For a morphism $g = (g_0, g_\omega) : M \rightarrow N$ take $G(g) = (G_0(g_0), g_\omega)$, see the following diagram,

\[
\begin{array}{cccccc}
M_0 & \xrightarrow{g_\omega} & N_\omega \\
\xdownarrow{\gamma_M} & & \xdownarrow{\gamma_N} \\
|M_0| & \xrightarrow{[g_0]} & |N_0| \\
\xdownarrow{[\eta_0^M]} & & \xdownarrow{[\eta_0^N]} \\
|G_0(M_0)| & \xrightarrow{[G_0(g_0)]} & |G_0(N_0)|.
\end{array}
\]

We observe directly that $G$ is an additive functor. On the other hand, the mapping $\eta^M = (\eta_0^M, Id_M)$ satisfies $G(g)\eta^M = \eta^N g$, therefore $\eta$ is a natural transformation.

To prove (a), by lemma 3.13 it is enough to show that if $M$ is isomorphic to an object of the form $G(N)$ then $\eta^M$ is an isomorphism. Since $\eta^M = (\eta_0^M, Id_M)$, it is then enough to verify that $\eta_0^M$ is an isomorphism, which is direct consequence of the hypothesis for $M_0 \cong G_0(N_0)$.

The proof of (b) is also direct consequence of the definition of $G(\eta^M)$, for by the hypothesis we have (see the diagram below),

\[
G(\eta^M) = G(\eta_0^M, Id_M) = (G_0(\eta_0^M), Id_M) = (\eta_0^{G(M)}, Id_M) = \eta^{G(M)},
\]

\[
\begin{array}{cccccc}
M_0 & \xrightarrow{Id_M} & G(M)_\omega = M_\omega \\
\xdownarrow{\gamma_M} & & \xdownarrow{\gamma_{G(M)}} \\
|M_0| & \xrightarrow{[\eta_0^M]} & |G_0(M_0)| \\
\xdownarrow{[G_0(\eta_0^M)]} & & \xdownarrow{[G_0(\eta_0^M)]} \\
|G_0(M_0)| & \xrightarrow{[G_0(\eta_0^M)]} & |G_0(G_0(M_0))|.
\end{array}
\]

To show (c), it is clear that if $\eta_0^M$ is a monomorphism then $\eta^M = (\eta_0^M, Id_M)$ is a monomorphism. Since $\eta^M g = G(g)\eta^N$ and $\eta^M$ is a monomorphism we have that $G$ is a faithful functor.

To verify (d), if $\varepsilon : 0 \rightarrow L \rightarrow M \rightarrow N \rightarrow 0$ is an exact sequence in $\mathcal{H}(Z)$, its image under $G$ has the form

\[
\begin{array}{cccccccc}
0 & \rightarrow & L_\omega & \rightarrow & M_\omega & \rightarrow & N_\omega & \rightarrow & 0 \\
\xdownarrow{[\gamma_{G(L)}]} & & \xdownarrow{[\gamma_{G(M)}]} & & \xdownarrow{[\gamma_{G(N)}]} & & \xdownarrow{[\gamma_{G(N)}]} & & \xdownarrow{[\gamma_{G(N)}]} & & 0.
\end{array}
\]

By definition of exactness in $\varepsilon$ the upper row in the diagram is exact. Since $G_0$ preserves exact sequences and $| - |$ is an exact functor, the lower row is also exact, hence $G(\varepsilon)$ is an exact sequence in $\mathcal{H}(Z)$.

$\square$
3.4 Universal mappings and rank.

Let \( A_0 = T_{S_0}(L_0) \) be the path algebra of a Dynkin diagram \( \Delta \) (where \( L_0 \) is the \( S_0 \)-\( S_0 \)-bimodule of arrows in \( \Delta \)) and \( A = A_0[R] \cong k\Delta \) is the one-point extension of \( A_0 \) by the module \( R \) (as in lemma 3.3). Let \( W_0 \) be an indecomposable \( A_0 \)-module with maximal dimension vector. For an \( A_0 \)-module \( M_0 \) denote by \( \sharp M_0 \) the number of indecomposable summands of \( M_0 \). Let \( m_{M_0} \) be the multiplicity of \( W_0 \) in \( M_0 \) and \( e_{M_0} \) the number of indecomposable summands of \( M_0 \) not isomorphic to \( W_0 \) (so that \( \sharp M_0 = m_{M_0} + e_{M_0} \)). Define the rank of an indecomposable \( A \)-module \( M = (M_0, M_\omega, \gamma_M) \) as

\[
\text{rk}(M) = \dim_k M_\omega - m_{M_0}.
\]

One of our main interests is to determine the behavior of the rank with respect to the Auslander-Reiten translations in \( A\text{-mod.} \) We will achieve that by means of the universal mappings defined by Ringel in [13, section 3.4(17)] and their liftings to the category \( A\text{-mod.} \)

The following lemma and corollary 3.24 correspond to theorem 11.5 in Gabriel and Roiter [5].

**Lemma 3.16 Kronecker subcategory.** Let \( B \) be the subalgebra of \( A = A_0[R] \) given by \( B = A_0(0) \) and \( W \) the \( B \)-module \( W = W_0 \oplus S(\omega) \), where \( W_0 \) is an indecomposable \( A_0 \)-module with maximal dimension vector and \( S(\omega) \) is the simple module of vertex \( \omega \). Consider the ditalgebra \( A = (A, 0) \) with zero differential. Then the reduced ditalgebra \( \mathcal{A}^W \) is isomorphic to the classical Kronecker algebra \( \mathcal{A}_2 \) (with zero differential). The image of the functor associated to the reduction \( F^W \) corresponds to the subalgebra \( \mathcal{U}(W_0) \) of \( A\text{-mod.} \). The images of the posprojective and preinjective components of \( \mathcal{A}^W\text{-mod.} \) under \( F^W \) will be denoted by \( \mathcal{P}_0 \) and \( \mathcal{I}_0 \) respectively.

**Proof.** Since \( W_0 \) is exceptional and \( Z_0 = \text{End}_{A_0}(W_0)^{op} = k \) (lemma 1.14), the \( A_0 \)-module \( W_0 \) is admissible. The reduced algebra \( A_0^{W_0} = T_{Z_0}(0) \) is isomorphic to the field \( k \) (with zero differential). By proposition 3.6 and lemma 3.3 the reduced tensor algebra \( \mathcal{A}_0^{W_0} \) is isomorphic to

\[
A_0^{W_0}[R^{W_0}] \cong k[R^{W_0}] = T_{(k \quad 0)}(0 \quad k) \left( \begin{array}{cc} 0 & \text{Hom}_{A_0}(R, W_0)^* \\ 0 & 0 \end{array} \right).
\]

Now, by lemma 3.9 the \( k \)-vector space \( \text{Hom}_{A_0}(R, W_0)^* \) has dimension two, therefore there exists an isomorphism between the extension \( A_0^{W_0}[R^{W_0}] \) and the classical Kronecker algebra \( \mathcal{A}_1 = A_2 \). Finally observe that the reduced differential \( \delta^W \) is zero, due to proposition 3.6 and since the morphism \( \epsilon \) in lemma 3.4 is zero (for \( P_0 = 0 \)).

The universal mappings to be considered are the functors

\[
F_0 = W_0 \otimes_k \text{Hom}_{A_0}(W_0, -) : A_0\text{-mod.} \rightarrow A_0\text{-mod.},
\]

\[
G_0 = W_0 \otimes_k \text{DHom}_{A_0}(-, W_0) : A_0\text{-mod.} \rightarrow A_0\text{-mod.}
\]

Their liftings, which are projections to the Kronecker subcategory \( \mathcal{U}(W_0) \), determine the behavior of the rank in the preinjective and posprojective components in \( A\text{-mod.} \).
Lemma 3.17 Consider the functor 

\[ F_0 = W_0 \otimes_k \text{Hom}_{A_0}(W_0, -) : A_0\text{-mod} \to A_0\text{-mod}. \]

Given a module \( M_0 \) in the category \( A_0\text{-mod} \) define the **right universal mapping** \( \eta_0^{M_0} : F_0(M_0) \to M_0 \) as the evaluation \( w \otimes f \mapsto f(w) \). Then \( \eta_0 : F_0 \to \text{Id}_{A_0\text{-mod}} \) is a natural transformation and

1. \( \eta_0 \cdot F_0 \) is an isomorphism of functors,
2. \( \eta_0 \cdot F_0 = F_0 \cdot \eta_0 \).

Restrict the functor \( F_0 \) and the transformation \( \eta_0 \) to the subcategory \( Z = W_0 \vee \mathcal{Y} \) of \( A_0\text{-mod} \), where \( \mathcal{Y} \) is the class of \( A_0 \)-modules generated by representatives of the set \( \text{ConR}([W_0]) = \{ [M] \in \text{ind}A_0 \mid [W_0] \times [M] \} \). Then

1. \( \eta_0^{M_0} \) is an epimorphism for each \( M_0 \) in \( Z \), and
2. \( F_0 \) preserves exact sequences in \( Z \).

**Proof.** Observe that \( \eta_0 \) is a natural transformation, for

\[
\eta_0^{N_0}(F_0(f)(w \otimes h)) = \eta_0^{N_0}(w \otimes fh) = f(h(w)) = f(\eta_0^{M_0}(w \otimes h)),
\]

that is, the following is a commutative diagram,

\[
\begin{array}{ccc}
F_0(M_0) & \xrightarrow{F_0(f)} & F_0(N_0) \\
\eta_0 \downarrow & & \eta_0 \downarrow \\
M_0 & \xrightarrow{f} & N_0.
\end{array}
\]

Consider now the following transformations

\[
\text{End}_{A_0}(W_0) \otimes_k \text{Hom}_{A_0}(W_0, M_0)
\]

\[
\Phi
\]

\[
\text{Hom}_{A_0}(W_0, \text{Hom}_{A_0}(W_0, M_0))
\]

\[
\text{Hom}(W_0, \eta_0^{M_0})
\]

\[
\text{Hom}_{A_0}(W_0, W_0 \otimes_k \text{Hom}_{A_0}(W_0, M_0))
\]

given for morphisms \( f \in \text{End}_{A_0}(W_0) \), \( g \in \text{Hom}_{A_0}(W_0, M_0) \) and an element \( w \) in \( W_0 \) in the following way: \( \Phi(f \otimes g)(w) = f(w) \otimes g \) and \( \Psi(f \otimes g) = gf \).

Notice that the diagram above is commutative, for by definition of \( \eta_0^{M_0} \) we have \( \eta_0^{M_0}(f \otimes g)(w)) = \eta_0^{M_0}(f(w) \otimes g) = g(f(w)) = \Psi(f \otimes g)(w) \). In this way, applying the functor \( W_0 \otimes - \) to the diagram above we have the following commutative diagram

\[
\begin{array}{ccc}
W_0 \otimes_k \text{End}_{A_0}(W_0) \otimes_k \text{Hom}_{A_0}(W_0, M_0) & \xrightarrow{Id_{W_0} \otimes \Phi} & W_0 \otimes_k \text{Hom}_{A_0}(W_0, M_0) \\
Id_{W_0} \otimes \Phi \downarrow & & \downarrow F_0(\eta_0^{M_0}) \\
W_0 \otimes_k \text{Hom}_{A_0}(W_0, W_0 \otimes_k \text{Hom}_{A_0}(W_0, M_0)) & \xrightarrow{F_0(\eta_0^{M_0})} & W_0 \otimes_k \text{Hom}_{A_0}(W_0, M_0)
\end{array}
\]
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since $F_0(\eta_0^{M_0}) = \text{id}_{W_0} \otimes \text{Hom}_{A_\mathfrak{o}}(W_0, \eta_0^{M_0})$. We observe that the diagram above is also commutative when substituting $F_0(\eta_0^{M_0})$ by the morphism $\eta_0^{F_0(M_0)}$. Indeed, on the one hand, using the notation $f, g$ and $w$ given above, we have

\[
\eta_0^{F_0(M_0)}([\text{id}_{W_0} \otimes \Psi](w \otimes f \otimes g)) = \eta_0^{F_0(M_0)}(w \otimes \Phi(f \otimes g)) = \Phi(f \otimes g)(w) = f(w) \otimes g.
\]

On the other hand, $[\text{id}_{W_0} \otimes \Psi](w \otimes f \otimes g) = w \otimes \Psi(f \otimes g) = w \otimes gf$, and since the endomorphism algebra $\text{End}_{A_{\mathfrak{o}}}(W_0)$ is isomorphic to the field $k$, the equality $f(w) \otimes g = w \otimes gf$ is evident. Then $\eta_0^{F_0(M_0)} = [\text{id}_{W_0} \otimes \Psi][\text{id}_{W_0} \otimes \Phi]^{-1}$ is an isomorphism and $\eta_0^{F_0(M_0)} = F_0(\eta_0^{M_0})$. This proves (a) and (b).

Clearly $\eta_0^{M_0}$ is an epimorphism for modules $M_0$ in $\mathcal{Z} = W_0 \vee \mathcal{Y}$ (point (c)) for the modules in $\mathcal{Y}$ are generated by $W_0$ (lemma 2.12).

To show that $F_0$ preserves exact sequences assume that $\varepsilon$ is an exact sequence in $\mathcal{Z}$,

\[
\varepsilon = 0 \longrightarrow M_0 \longrightarrow E_0 \longrightarrow N_0 \longrightarrow 0.
\]

We use the Auslander-Reiten formulas in the hereditary case

\[
\text{Ext}^1_{A_\mathfrak{o}}(W_0, M_0) \cong D\text{Hom}_{A_\mathfrak{o}}(M_0, \tau W_0)
\]

and the fact that $\text{Hom}_{A_\mathfrak{o}}(M_0, \tau W_0) = 0$ since $M_0 \in \mathcal{Y}$ and $\tau W_0 \in \mathcal{X}$. Then $\text{Hom}(W_0, \varepsilon)$ is an exact sequence

\[
0 \longrightarrow \text{Hom}_{A_\mathfrak{o}}(W_0, M_0) \longrightarrow \text{Hom}_{A_\mathfrak{o}}(W_0, E_0) \longrightarrow \text{Hom}_{A_\mathfrak{o}}(W_0, N_0) \longrightarrow 0.
\]

Since $\text{id}_{W_0} \otimes -$ is an exact functor we conclude that $F_0(\varepsilon) = \text{id}_{W_0} \otimes \text{Hom}(W_0, \varepsilon)$ is an exact sequence, so (d) holds.

Denote by $(\leftarrow, \eta)$ the liftings of $(F_0, \eta_0)$ to $\tilde{\mathcal{U}}(W_0 \vee \mathcal{Y})$. By lemma 3.14 the functor

\[
F = W_0 \otimes \kappa \text{Hom}_{A_\mathfrak{o}}(W_0, -) : \tilde{\mathcal{U}}(W_0 \vee \mathcal{Y}) \longrightarrow \tilde{\mathcal{U}}(W_0)
\]

is additive, faithful, preserves exact sequences and its restriction to $\tilde{\mathcal{U}}(W_0)$ is full and dense.

**Lemma 3.18** Assume that $0 \longrightarrow \tau Q \longrightarrow E \overset{f}{\longrightarrow} Q \longrightarrow 0$ is an almost split sequence in $\tilde{\mathcal{U}}(W_0 \vee \mathcal{Y})$. If $Q \in \tilde{\mathcal{U}}(W_0)$ then $\overset{f}{\leftarrow}$ is a right almost split morphism in $\tilde{\mathcal{U}}(W_0)$. On the contrary $\overset{f}{\leftarrow}$ is a retraction.

**Proof.** Consider the universal projection

\[
\begin{array}{ccccccccc}
0 & \overset{\varepsilon}{\longrightarrow} & \tau Q & \overset{\eta}{\longrightarrow} & E & \overset{f}{\longrightarrow} & Q & \overset{\varepsilon}{\longrightarrow} & 0 \\
0 & \underset{\eta Q}{\longleftarrow} & \tau Q & \underset{g}{\longleftarrow} & E & \underset{f}{\longleftarrow} & Q & \underset{\eta Q}{\longleftarrow} & 0.
\end{array}
\]

If $Q$ is not in $\tilde{\mathcal{U}}(W_0)$ then $\eta Q$ is not a retraction, hence there exists $t : \overset{\varepsilon}{\longrightarrow} Q \rightarrow E$ such that $ft = \eta Q$. Then $\overset{\varepsilon}{\longrightarrow} Q = \overset{f}{\leftarrow} Q$. By the points (a) and (b) in lemmas 3.17 and 3.14 we have that $\eta Q = \overset{\varepsilon}{\longrightarrow} Q$ is an isomorphism. Hence $f$ is a retraction.
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Assume now that $Q$ is in $\hat{U}(W_0)$. Then $\eta^Q$ is an isomorphism and $(\eta^Q)^{-1}f$ is not a retraction, for $f$ is not a retraction and $(\eta^Q)^{-1}fs = Id_Q$ if and only if $fs(\eta^Q)^{-1} = Id_Q$. Therefore $\bar{f} = (\eta^Q)^{-1}f\eta$ is not a retraction. Assume on the other hand that $V$ is an object in $\hat{U}(W_0)$ and that $\nu : V \rightarrow \bar{Q}$ is not a retraction,

$$\begin{align*}
&\xymatrix{& Q \ar[d]^{\eta^Q} & \ar[d]_{\eta^Q} & \ar[d] & V \\
& \xymatrix{E \ar[r]^v & Q} & \xymatrix{V} \\
& E \ar[r]_f & Q.}
\end{align*}$$

Since $\eta^Q\nu$ is not a retraction and $f$ is right almost split, there exists $s : V \rightarrow E$ such that $\eta^Q\nu = fs$. Then, using again that $\eta^Q = \eta^Q$ (lemma 3.14(b)) and the commutativity of the diagram above, we have that $\nu \eta^Q = \eta^Q \bar{\nu} = \eta^Q \bar{s} = \bar{f} \bar{s}$, thus $\nu = \bar{f} \bar{s}(\eta^Q)^{-1}$. That is, $\bar{f}$ is right almost split. \hfill \square

For the following proposition denote by $J^i$ the indecomposable injective $A$-modules of the form $D(e_iA)$. Observe that the indecomposable injectives in the Kronecker subcategory $\hat{U}(W_0)$ are given by $I^\omega = (0, k, 0)$ and $I = W_0$.

**Lemma 3.19** Let $w_0 = \text{dim}W_0$ be the dimension vector of $W_0$. Then

a) $\hat{J}^\omega \cong I^\omega$ and $\hat{J}^i \cong (w_0)_iI$ for $i = 1, \ldots, n$.

b) For any $M \in \mathcal{I}$ we have $\hat{M} \in \mathcal{I}_0$.

c) The function $\hat{p}(\cdot) : \mathcal{I} \rightarrow \mathbb{N}$ is additive.

**Proof.** (a) Since $J^\omega = E^\omega = I^\omega$ is the simple module of vertex $\omega$, we have $J^\omega = I^\omega$. For $i = 1, \ldots, n$ there exist isomorphisms $D(W_0)e_i \cong D(e_iW_0)$. Thus

$$\dim_k \text{Hom}_{A_0}(W_0, J_0^i) = \dim_k \text{Hom}(W_0, D(e_iA_0)) = \dim_k \text{Hom}(e_iA_0, D(W_0)) = \dim_k D(W_0)e_i = \dim_k e_iW_0 = (w_0)_i.$$  

Then the multiplicity of $W_0$ in $(J^i)_0$ is $m_{(J^i)_0} = (w_0)_i$ and using lemma 3.9 we have $\dim_k[(J^i)_0] = \dim_k \text{Hom}_{A_0}(R, (J^i)_0) = 2(w_0)_i$. Since $J^i$ is injective, $J^i$ is obtained through a pull-back of the form

$$\begin{align*}
&\xymatrix{J^i \ar[r] & \ar@{=}[d] \ar[r] & J^i \\
& |(J^i)_0| \ar@{=}[r] & |J^i_0|}
\end{align*}$$
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Since $\eta_0^{J_i}$ is an epimorphism, by the argument given in the proof of point (c) in lemma 3.14 we have that $\gamma_{J_i}$ is an isomorphism. Hence $J_i \cong (w_0)_i I_i$.

The point (b) is inductively obtained from the lemma above as follows. Consider the ordering of indecomposable preinjective modules given in lemma 1.25 $M_1, M_2, M_3, \ldots$ As base case, by the point (a) the claim is valid for the indecomposable injective $A$-modules (which are the first ones in the list). Assume that the statement is valid for the preinjectives $M_1, \ldots, M_i$ and let us show it for $M_{i+1}$.

By the properties of this ordering, the almost split sequence that starts in $M_{i+1}$,

$$\varepsilon : 0 \rightarrow M_{i+1} \xrightarrow{g} E \xrightarrow{f} M_\ell \rightarrow 0,$$

satisfies $\ell < i + 1$ and for any $M_j$ isomorphic to a direct summand of $E$ we have $j < i + 1$. By lemma 3.18 if $M_\ell$ is not in the Kronecker subcategory $\mathcal{U}(W_0)$ then $\varepsilon$ is a trivial sequence. Therefore $M_{i+1} \in \mathcal{I}_0$ since by induction hypothesis $E \in \mathcal{I}_0$. Assume now that $M_\ell$ is an object in the subcategory $\mathcal{U}(W_0)$.

By lemmas 3.18 and 1.18 $\varepsilon$ is isomorphic to a sequence of the form

$$\varepsilon : 0 \rightarrow P \oplus E'' \xrightarrow{f'} E'' \rightarrow E'' \rightarrow M_\ell \rightarrow 0,$$

where $0 \rightarrow P \rightarrow E' \xrightarrow{f'} M_\ell \rightarrow 0$ is an almost split sequence in $\mathcal{U}(W_0)$, thus $P$ is preinjective. By induction $E''$ is preinjective in $\mathcal{U}(W_0)$, hence $M_{i+1} \cong P \oplus E'' \in \mathcal{I}_0$.

The point (c) is evident for almost split sequences $\varepsilon$ such that $\varepsilon$ is trivial. Whenever $\varepsilon$ is not a trivial sequence, the final term $M_\ell$ in $\varepsilon$ is isomorphic to $M_i$ and again by lemma 1.18 $\varepsilon$ is isomorphic to a sequence as above. But the Auslander-Reiten sequences $0 \rightarrow P \rightarrow E' \xrightarrow{f'} M_\ell \rightarrow 0$ in the preinjective component of the Kronecker subcategory satisfy $\varepsilon M_\ell + \varepsilon P = \varepsilon E'$ (see description of the preinjective component $\mathcal{I}_0$ at the end of section 2.1).

Since $\varepsilon$ is an additive functor,

$$\varepsilon M_{i+1} + \varepsilon M_\ell = \varepsilon E'' + \varepsilon P + \varepsilon M_\ell = \varepsilon E'' + \varepsilon E' = \varepsilon E,$$

that is, $\varepsilon (\varepsilon)$ is an additive function in $\mathcal{I}$.

\hfill \Box

**Lemma 3.20** Consider now the functor

$$G_0 = W_0 \otimes_k D\text{Hom}_{A_0}(-, W_0) : A_0\text{-mod} \longrightarrow A_0\text{-mod}.$$

For a module $M_0$ in the category $A_0\text{-mod}$ fix a basis $\{\alpha_1, \ldots, \alpha_u\}$ of the $k$-vector space $\text{Hom}_{A_0}(M_0, W_0)$ and define $\eta_0^{M_0} : M_0 \rightarrow G_0(M_0)$ as $m \mapsto \sum_{i=1}^u \alpha_1(m) \otimes \alpha_i^*$. Then $\eta_0 : \text{Id}_{A_0\text{-mod}} \rightarrow G_0$ is a well defined natural transformation and

a) $\eta_0 \cdot G_0$ is an isomorphism of functors,

b) $\eta_0 \cdot G_0 = G_0 \cdot \eta_0$. 
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Restrict the functor $G_0$ and the transformation $\eta_0$ to the subcategory $Z = \mathcal{X} \cap W_0$ of $A_0\text{-mod}$, where $\mathcal{X}$ is the class of $A_0$-modules generated by representatives of the set $\text{ConL}(W_0) = \{[M] \in \text{ind}A_0 \mid [M] \prec [W_0]\}$. Then

c) $\eta_0^{M_0}$ is a monomorphism for any $M_0$ in $Z$, and
d) $G_0$ preserves exact sequences in $Z$.

**Proof.** Let $f_0 : M_0 \to N_0$ be a morphism and fix a basis $\{\beta_1, \ldots, \beta_v\}$ of the space $\text{Hom}_{A_0}(N_0, W_0)$. Since $\beta_j f_0 \in \text{Hom}_{A_0}(M_0, W_0)$ for all $j$, there exist $\lambda_{ij} \in k$ such that $\beta_j f_0 = \sum_{i=1}^v \lambda_{ij} \alpha_i$. On the other hand, the morphism

$$DHom_{A_0}(f_0, W_0) : DHom_{A_0}(M_0, W_0) \to DHom_{A_0}(N_0, W_0),$$

is given in the basis $\{\alpha^*_i\}_{i=1}^v$ of $DHom_{A_0}(M_0, W_0)$ by $\alpha^*_i \mapsto [g \mapsto \alpha^*_i(g f_0)]$. Notice that $DHom_{A_0}(f_0, W_0)[\alpha^*_i] = \sum_{j=1}^v \lambda_{ij} \beta^*_j$, for when evaluating in the basis $\{\beta_j\}_{j=1}^v$ we have

$$DHom_{A_0}(f_0, W_0)[\alpha^*_i](\beta_j) = \alpha^*_i(\beta_j f_0) = \alpha^*_i(\sum_{\ell=1}^v \lambda_{ij} \alpha_\ell) = \lambda_{ij}.$$

We want to verify that the following diagram commutes

$$
\begin{array}{ccc}
M_0 & \xrightarrow{f_0} & N_0 \\
\downarrow{\eta_0^{M_0}} & & \downarrow{\eta_0^{N_0}} \\
G_0(M_0) & \longrightarrow & G_0(N_0).
\end{array}
$$

For a $m \in M_0$ we have

$$G_0(f_0)\eta_0^{M_0}(m) = [Id_{W_0} \otimes DHom(f_0, W_0)] \left( \sum_{i=1}^v \alpha_i(m) \otimes \alpha^*_i \right) =$$

$$= \sum_{i=1}^v \alpha_i(m) \otimes \left( \sum_{j=1}^v \lambda_{ij} \beta^*_j \right) = \sum_{j=1}^v \left( \sum_{i=1}^v \lambda_{ij} \alpha_i(m) \right) \otimes \beta^*_j =$$

$$= \sum_{j=1}^v \beta_j(f_0(m)) \otimes \beta^*_j = \eta_0^{N_0}(f_0(m)).$$

In particular the morphism $\eta_0^{M_0}$ does not depend on the choice of basis. Then the mapping $\eta_0 : Id_{A_0\text{-mod}} \to G_0$ is a well defined natural transformation. To show the points (a) and (b) consider the morphisms

$$
\begin{array}{ccc}
\text{End}_{A_0}(W_0) \otimes_k \text{Hom}_{A_0}(M_0, W_0) & \xrightarrow{\Psi} & \text{Hom}_{A_0}(M_0, W_0) \\
\downarrow{\Phi} & & \downarrow{\text{Hom}(\eta_0^{M_0}, \text{W})} \\
\text{Hom}_{A_0}(W_0 \otimes_k DHom_{A_0}(M_0, W_0), W_0)
\end{array}
$$
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defined in the following way. For an element \( f \) in \( \text{End}_{A_0}(W_0) \) and a morphism \( g \) in \( \text{Hom}_{A_0}(M_0, W_0) \) define \( \widetilde{\Psi}(f \otimes g) = fg \) and \( \widetilde{\Phi}(f \otimes g)(w \otimes h) = h(fg)w \) for \( w \in W_0 \) and \( h \in D\text{Hom}_{A_0}(M_0, W_0) \). Since the algebra \( \text{End}_{A_0}(W_0) \) is isomorphic to the field \( k \), both \( \widetilde{\Psi} \) and \( \widetilde{\Phi} \) are isomorphisms. We verify that the diagram above is commutative, since for \( m \in M_0 \) we have

\[
\text{Hom}_{A_0}(\eta_0^{M_0}, W_0)(\widetilde{\Phi}(f \otimes g))(m) = \widetilde{\Phi}(f \otimes g)\left(\sum_{i=1}^{n} \alpha_i(m) \otimes \alpha_i^*\right) = \\
= \sum_{i=1}^{n} \alpha_i^*(fg)\alpha_i(m) = \\
= f(g(m)) = \widetilde{\Psi}(f \otimes g)(m).
\]

Applying the functor \( W_0 \otimes_k D(\cdot) \) to the diagram above we obtain the following commutative diagram,

\[
\begin{array}{ccc}
W_0 \otimes_k D[\text{End}_{A_0}(W_0) \otimes_k \text{Hom}_{A_0}(M_0, W_0)] & \xrightarrow{\text{Id}_{W_0} \otimes D\widetilde{\Phi}} & W_0 \otimes_k D\text{Hom}_{A_0}(M_0, W_0) \\
\end{array}
\]

We will show that when changing \( G_0(\eta_0^{M_0}) \) by \( \eta_0^{G_0(M)} \) in the diagram above we still have commutativity. Take a dual basis \( (f_i^*, f_i)_{i=1}^{n} \) of the \( k \)-vector space \( \text{Hom}_{A_0}(W_0 \otimes_k D\text{Hom}_{A_0}(M_0, W_0), W_0) \). On the one hand, for an element \( w \in W_0 \) and a function \( h \in D\text{Hom}_{A_0}(M_0, W_0) \) we have that \( [\text{Id}_{W_0} \otimes D\widetilde{\Phi}](w \otimes h) = w \otimes (h \circ \widetilde{\Psi}) \). On the other hand,

\[
[\text{Id}_{W_0} \otimes D\widetilde{\Phi}]_0^{G_0(M_0)}(w \otimes h) = [\text{Id}_{W_0} \otimes D\widetilde{\Phi}] \left(\sum_{i=1}^{n} f_i(w \otimes h) \otimes f_i^*\right) = \\
= \sum_{i=1}^{n} f_i(w \otimes h) \otimes (f_i^* \circ \widetilde{\Phi}).
\]

We must show then that the expression \( w \otimes (h \circ \widetilde{\Psi}) \) equals the expression \( \sum_{i=1}^{n} f_i(w \otimes h) \otimes (f_i^* \circ \widetilde{\Phi}) \). Consider the isomorphism \( K \) given by

\[
W_0 \otimes_k D[\text{End}_{A_0}(W_0) \otimes_k \text{Hom}_{A_0}(M_0, W_0)], \quad w \otimes H
\]

\[
\text{Hom}_k([\text{End}_{A_0}(W_0) \otimes_k \text{Hom}_{A_0}(M_0, W_0)], W_0), \quad [f \otimes g \mapsto H(f \otimes g)w].
\]

For \( f \in \text{End}_{A_0}(W_0) \) and \( g \in \text{Hom}_{A_0}(M_0, W_0) \) we have that

\[
K(\sum_{i=1}^{n} f_i(w \otimes h) \otimes (f_i^* \circ \widetilde{\Phi}))(f \otimes g) = \sum_{i=1}^{n} f_i^*(\widetilde{\Phi}(f \otimes g))f_i(w \otimes h) = \\
= \widetilde{\Phi}(f \otimes g)(w \otimes h) = h(fg)w,
\]
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while

\[
K(w \otimes (h \circ \tilde{\Psi}))(f \otimes g) = h(\tilde{\Psi}(f \otimes g))w = h(fg)w.
\]

Therefore the diagram above (substituting \(G_0(\eta_0^{M_0})\) by \(\eta_0^{G_0(M_0)}\)) is commutative and we have (b). Since \(Id_{W_0} \otimes D\tilde{\Psi}\) and \(Id_{W_0} \otimes D\Phi\) are both isomorphisms, we have that \(G_0(\eta_0^{M_0})\) and \(\eta_0^{G_0(M_0)}\) are also isomorphisms, which proves (a).

We restrict now to the class of \(A_{\tau}\)-modules \(\mathcal{X} \vee W_0\). In there any module \(M_0\) is cogenerated by \(W_0\) (lemma 2.12) thus \(\eta_0^{M_0}\) is a monomorphism (point (c)). Finally we prove that \(G_0\) preserves exact sequences. Assume that \(\varepsilon\) is an exact sequence in \(Z\),

\[
\varepsilon : 0 \longrightarrow M_0 \longrightarrow E_0 \longrightarrow N_0 \longrightarrow 0.
\]

We use the Auslander-Reiten formulas in the hereditary case

\[
\text{Ext}^1_{A_{\tau}}(N_0, W_0) \cong D\text{Hom}_{A_{\tau}}(\tau^{-1}W_0, M_0)
\]

and the fact that \(\text{Hom}_{A_{\tau}}(\tau^{-1}W_0, M_0) = 0\) for \(M_0 \in \mathcal{X}\) and \(\tau^{-1}W_0 \in \mathcal{Y}\). Then \(\text{Hom}_{A_{\tau}}(\varepsilon, W_0)\) is an exact sequence

\[
0 \longrightarrow \text{Hom}_{A_{\tau}}(N_0, W_0) \longrightarrow \text{Hom}_{A_{\tau}}(E_0, W_0) \longrightarrow \text{Hom}_{A_{\tau}}(M_0, W_0) \longrightarrow 0.
\]

Since \(Id_{W_0} \otimes D(-)\) is an exact functor we conclude that \(G_0(\varepsilon) = Id_{W_0} \otimes D\text{Hom}_{A_{\tau}}(\varepsilon, W_0)\) is an exact sequence, and we have (d).

Let \((\rightarrow, \eta)\) be the liftings of \((G_0, \eta_0)\). By lemma 3.15 we have an additive faithful functor which preserves exact sequences

\[
G = W_0 \otimes D\text{Hom}_{A_{\tau}}(-, W_0) : \tilde{U}(\mathcal{X} \vee W_0) \rightarrow \tilde{U}(W_0),
\]

and whose restriction to \(\tilde{U}(W_0)\) is full and dense.

**Lemma 3.21** Assume that \(0 \longrightarrow P \longrightarrow E \longrightarrow \tau P \longrightarrow 0\) is an almost split sequence in \(\tilde{U}(\mathcal{X} \vee W_0)\). If \(P \in \tilde{U}(W_0)\) then \(\eta^P\) is a left almost split morphism in \(\tilde{U}(W_0)\). On the contrary \(\eta^P\) is a section.

**Proof.** Consider the diagram given by the universal mappings

\[
\begin{array}{ccc}
0 & \longrightarrow & P \overset{\eta^P}{\longrightarrow} E \overset{f}{\longrightarrow} \tau P \longrightarrow 0 \\
& \searrow & \downarrow t & \downarrow \eta^E & \downarrow \eta^P \\
0 & \longrightarrow & \tilde{P} \overset{\tilde{\eta}^P}{\longrightarrow} \tilde{E} \overset{\tilde{f}}{\longrightarrow} \tilde{\tau P} \longrightarrow 0.
\end{array}
\]

If \(P\) is not an object in \(\tilde{U}(W_0)\) then \(\eta^P\) is not a section, hence there exists \(t : E \rightarrow \tilde{P}\) such that \(\eta^E = tg\). Then \(\tilde{\eta}^E = \tilde{f} \tilde{\eta}^P\), and since \(\eta^P = \eta^\tilde{P}\) is an isomorphism (points (a) and (b) in lemma 3.15), \(\tilde{\eta}^P\) is a section.

On the other hand, assume that \(P \in \tilde{U}(W_0)\). Then \(\eta^P\) is an isomorphism and \(\tilde{\eta}^P = \eta^E g(\eta^P)^{-1}\) is not a section, for \(g(\eta^P)^{-1}\) is not a section. If \(U \in \tilde{U}(W_0)\)
and \( u : \overrightarrow{P} \to U \) is not a section, then \( u\eta^P \) is not a section, thus there exists \( s : E \to U \) such that \( u\eta^P = sg. \)

\[
\begin{array}{c}
\begin{array}{c}
P \xrightarrow{g} E \\
\eta^P \downarrow \quad \eta^E \\
\overrightarrow{P} \xrightarrow{\eta'} \overrightarrow{E}
\end{array}
\end{array}
\]

Then by lemma 3.15(b) we have that \( \eta'P = \overrightarrow{u}P = \overrightarrow{u}\eta^P = \overrightarrow{s}g. \) Since \( \eta'U \) is invertible, we conclude that \( u = (\eta'^{-1})^*\overrightarrow{s}g, \) that is, \( P \) is a left almost split morphism. \( \square \)

For the following proposition denote by \( P^i \) the indecomposable projective \( A \)-modules \( Ae_i \) for \( i = 1, \ldots, n, \omega. \) Observe that the simple projective module in the Kronecker subcategory \( \mathcal{U}(W_0) \) is given by \( Q_0 = (W_0, 0). \) The other indecomposable projective module \( Q^\omega = (W_0 \otimes DHom_{A_0}(R, W_0), k, \gamma_{Q^\omega}) \) is given by

\[
\gamma_{Q^\omega} : 1 \mapsto Id_R.
\]

This can be justify noticing that the endomorphism algebra \( \text{End}_A(Q^\omega) \) is isomorphic to the field \( k \) and that \( \text{dim}Q^\omega = (2, 1) \) is the corresponding projective root.

**Lemma 3.22** Let \( w_0 = \text{dim}W_0 \) be the dimension vector of \( W_0. \) Then

a) \( \overrightarrow{P^i} = Q^\omega \) and \( P^i \cong (w_0)_iQ \) for \( i = 1, \ldots, n. \)

b) For any \( N \in \mathcal{P} \) we have \( \overrightarrow{N} \in \mathcal{P}_0. \)

c) The function \( \sharp(\rightarrow) : \mathcal{P} \to \mathbb{N} \) is additive.

**Proof.** We show (a). For \( i = 1, \ldots, n \) it is clear that \( Ae_i = A_0e_i = P^i_0 \) and since \( \omega \) is a source vertex, \( P^i_0 = 0. \) Since \( \text{dim}A_0Hom_{A_0}(A_0e_i, W_0) = \text{dim}k(e_iW_0) = (w_0)_i \) we have that

\[
\overrightarrow{P^i} = (W_0 \otimes_k DHom_{A_0}(P^i_0, W_0), 0, 0) \cong (w_0)_iQ.
\]

On the other hand, \( P^\omega = Ae_\omega = (0_R k), \) hence \( P^\omega = (R, k, \gamma_{P^\omega}) \) where \( \gamma_{P^\omega} \) is the transformation \( 1 \mapsto Id_R. \) By the presentation given for the projective Kronecker module \( Q^\omega \) it is clear that \( \overrightarrow{P^\omega} = Q^\omega. \) The claims (b) and (c) can be shown in a similar way as in lemma 3.19. \( \square \)

**Proposition 3.23** Let \( \mathcal{I} \) and \( \mathcal{P} \) be the preinjective and posprojective components of \( A \)-mod respectively. Then the functions \( \sharp(\leftarrow) : \mathcal{I} \to \mathbb{Z} \) and \( \sharp(\rightarrow) : \mathcal{P} \to \mathbb{Z} \) are invariant under translation.
Proof. We will show the result in the preinjective component $\mathcal{I}$. As we have shown in lemma 3.19 (c) the function $f = f(\tau)$ is additive. By lemma 1.32 the component $\mathcal{I}$ is a hereditary directed proper translation quiver with no projective vertices and with a finite number of orbits. Let $S_0$ be the cosection in $\mathcal{I}$ which consists in the isomorphism classes of indecomposable injective $A$-modules. Then the full subquiver $Q_{S_0}$ of $\mathcal{I}$ determined by $S_0$ is isomorphic to $\Delta^{op}$. By the point (b) in lemma 1.27 we have that

$$f(\tau S_0) = \Phi_{\Delta^{op}} f(S_0),$$

where $\Phi_{\Delta^{op}}$ is the Coxeter matrix associated to the quiver $\Delta^{op}$.

Now, by lemma 3.19 (a) we have the equality $f(S_0) = w_0 + e_\omega$. By construction of the algebra $A = k\Delta$ and lemma 3.7 the vector $w_0 + e_\omega$ belongs to the radical of the quadratic form $q_{\Delta^{op}}$. From the equivalence of (a) and (c) in lemma 1.8 we have that $\Phi_{\Delta}(w_0 + e_\omega) = w_0 + e_\omega$, hence

$$f(\tau S_0) = \Phi_{\Delta^{op}} f(S_0) = f(S_0).$$

The posprojective case can be shown in a similar way. \qed

Recall that $A^W$ is the reduced Kronecker algebra given in lemma 3.16.

Corollary 3.24 For any preinjective (posprojective) $A^W$-module $\widetilde{M}$, the $A$-module $F^W(\tilde{M})$ is preinjective (posprojective respectively).

Proof. We prove the case of preinjective $A^W$-modules, the posprojective case is similar. Let $\tilde{M}_i$ and $\tilde{M}_j$ be admissible orderings ($i, j \in \mathbb{N}$) of representatives of indecomposable preinjective $A$-modules and $\tilde{M}_i$-modules respectively, as in lemma 1.25. We will show that for any $i \in \mathbb{N}$ there exists $j_i \in \mathbb{N}$ such that $F^W(\tilde{M}_i) \cong \tilde{M}_{j_i}$.

Consider the set

$$\mathcal{N} = \{ i \in \mathbb{N} \mid \text{there exists } j_i \in \mathbb{N} \text{ such that } F^W(\tilde{M}_i) \cong \tilde{M}_{j_i} \}. $$

Recall the notation of $A$-modules $I^\omega = (0, k, 0)$, $\tilde{I} = \tilde{W}_0$ which are injective in the Kronecker subcategory $\tilde{U}(W_0)$. Let $\tilde{I}$ and $\tilde{I}^\omega$ be indecomposable injective modules in $A^W$-mod such that $F^W(\tilde{I}) = I$ and $F^W(\tilde{I}^\omega) = I^\omega$.

Step 1. For any $j \in \mathbb{N}$ there exist $g(j)$, $g^\omega(j)$, $d(j)$, $d^\omega(j) \geq 0$ such that

$$\tilde{M}_j \cong d(j) F^W(\tau_\mathcal{K}^{g(j)} \tilde{I}) \oplus d^\omega(j) F^W(\tau_\mathcal{K}^{g^\omega(j)} \tilde{I}^\omega),$$

where $\tau_\mathcal{K}$ is the Auslander-Reiten translation in the classical Kronecker category. We will show the claim inductively. As base case the claim is valid on the indecomposable injective $A$-modules because of point (a) in lemma 3.19. Assume it is valid for $M_1, \ldots, M_k$ and consider the exact sequence in $A$-mod that starts in $M_{k+1}$,

$$\varepsilon : 0 \to M_{k+1} \to E \to \tau^{-1}(M_{k+1}) \to 0.$$

By lemma 3.18 if $\tau^{-1}(M_{k+1})$ is not an object in $\tilde{U}(W_0)$ then $\tau$ is a trivial sequence, and the result follows by induction hypothesis. Assume then that
\[ \tau^{-1}(M_{\ell+1}) \cong M_{\ell_0} \text{ in } \mathcal{U}(W_0). \] Again by lemma 3.18 and proposition 3.23, the sequence \( \mathcal{F} \) is almost split in \( \mathcal{U}(W_0) \).

\[
\mathcal{F} = 0 \longrightarrow \widehat{M}_{\ell+1} \longrightarrow \widehat{E} \longrightarrow \widehat{M}_{\ell_0} \longrightarrow 0 .
\]

Since \( \ell_0 \leq \ell \), by induction hypothesis we have that \( \widehat{M}_{\ell_0} \cong N \) with

\[ N = d(\ell_0) - \sigma(\ell_0) I \oplus d(\ell_0) - \sigma(\ell_0) F, \]

Hence \( \widehat{M}_{\ell+1} \cong F^W(\tau_K(N)) \), which completes the induction step.

**Step 2.** The set \( \mathcal{N} \) is infinite. By proposition 3.23 the set \( \{d(j) + d^{\omega}(j)\}_{j \in \mathbb{N}} \) is bounded. Since the dimension of \( \widehat{M}_j \) over the field \( k \) is unbounded when \( j \) tends to infinity, then (at least) one of the sets \( \{g(j)\}_{j \in \mathbb{N}} \) or \( \{g^{\omega}(j)\}_{j \in \mathbb{N}} \) is unbounded. By lemma 3.18 this implies that \( \mathcal{N} \) is an infinite set.

**Step 3.** The set \( \mathcal{N} \) is equal to \( \mathbb{N} \). Let \( i \in \mathbb{N} \) be arbitrary. Then there exists \( i_0 \) such that for any integer \( i' \geq i_0 \) there is a nonzero morphism \( f : \widehat{M}_{i'} \rightarrow \widehat{M}_i \) in the Kronecker category \( \mathcal{A}^W \)-mod. By step 2, there exists \( i_1 \geq i_0 \) with \( i_1 \in \mathcal{N} \). Then there exists \( j_{i_1} \) such that \( F^W(\widehat{M}_{i_1}) \cong M_{j_{i_1}} \), and therefore there is a nonzero morphism \( F^W(f) : M_{j_{i_1}} \rightarrow F^W(M_i) \). Since \( M_{j_{i_1}} \) is preinjective, we conclude that \( F^W(M_i) \) is an indecomposable preinjective \( A \)-module. Then \( i \in \mathcal{N} \), which completes the proof.

The reductions in the next section will describe the subcategory \( \mathcal{U}(X_0 \vee W_0 \vee Y_0) \) of \( A \)-mod, where

\[ X_0 = \text{Con}L_0([W_0]) = \{[N_0] \in \text{ind}A_0 \mid [N_0] \prec [W_0] \text{ but } \tau_0^{-1}[N_0] \nsubseteq [W_0]\}, \] and

\[ Y_0 = \text{Con}R_0([W_0]) = \{[M_0] \in \text{ind}A_0 \mid [W_0] \prec [M_0] \text{ but } [W_0] \nsubseteq \tau_0[M_0]\}. \]

This subcategory contains almost complete the preinjective and posprojective components in \( A \)-mod.

**Theorem 3.25** Consider the subsets of \( \text{ind}A_0 \) given by

\[ X_0 = \text{Con}L_0([W_0]) \text{ and } Y_0 = \text{Con}R_0([W_0]). \]

a) The number of isomorphism classes of indecomposable posprojective \( A \)-modules which are not in the subcategory \( \mathcal{U}(X_0 \vee [W_0]) \) is finite.

b) The number of isomorphism classes of indecomposable preinjective \( A \)-modules which are not in the subcategory \( \mathcal{U}([W_0] \vee Y_0) \) is finite.

**Proof.** We show (a) by steps. Fix an ordering contrary to the admissible \( \{[N_i]\}_{i \in \mathbb{N}} \) in representatives of elements of the posprojective component \( \mathcal{P} \), that is, if there is an irreducible morphism \( f : N_i \rightarrow N_j \) then \( i < j \). Consider the subsets of \( \text{ind}A_0 \) given by

\[ G^P = \{[Z_0] \in \text{ind}A_0 \mid \text{there exists } h([Z_0]) \in \mathbb{N} \text{ such that } Z_0 \cong N_h([Z_0])\}, \] and

\[ G^{PF} = \{[Z_0] \in \text{ind}A_0 \mid \text{there exists } \overline{h}([Z_0]) \in \mathbb{N} \text{ such that } \overline{Z}_0 \cong N_{\overline{h}}([Z_0])\}. \]
We have that $G = \{G\}$. The set $G$ is posprojective and $A$ is not of finite representation type (lemma 1.32). Then there exists an almost split sequence in $A$-mod of the form

$$
\begin{array}{c}
\tau_0 = 0 \\
\tau_0 \rightarrow Z_0 \rightarrow (Y_0, \|Z_0\|, \|f\|) \rightarrow \tau_0^{-1}Z_0 \rightarrow 0,
\end{array}
$$

and hence $\tau_0^{-1}Z_0$ is posprojective in $A$-mod, that is, $G \subseteq \tau_0 G^P$. If on the other hand $\tau_0^{-1}Z_0$ belongs to $G^P$, then by the sequence above $\tau_0$ we have that $Z_0$ is posprojective, thus $\tau_0 G^P \subseteq \tau_0 G^P$.

In particular, if $\|Z_0\| \in G^P$, then $Z_0$ is not injective in $A$-mod.

Step 1. We have that $\overline{G} \subset G^P$ and $\overline{G} = \tau_0 G^P$. For the first inclusion observe that if $\|Z_0\| \in \overline{G}$, then $Z_0$ is isomorphic to a direct summand of the restriction to $A_0$-mod of $N_{\theta}([S_0])$. By the point (i) in the proof of proposition 3.12, there exists $h([S_0]) \leq \overline{h}([S_0])$ such that $N_{h}([S_0]) \cong Z_0$, that is, $\|Z_0\| \in G^P$. To verify the equality $\overline{G} = \tau_0 G^P$ observe first that if $Z_0$ is an injective $A_0$-module, then $Z_0$ is an injective $A$-module. Indeed, if $u : L \rightarrow M$ is a monomorphism in $A$-mod and $g : L \rightarrow Z_0$ is any morphism as in the following diagram,

then there exists $g'_0 : M_0 \rightarrow Z_0$ such that the lower triangle commutes (for $u_0$ is a monomorphism and $Z_0$ is injective in $A_0$-mod), thus if we define $g' = (g'_0, g'_0 \cdot \tau_M) : M \rightarrow Z_0$ then $g = g'u$, and therefore $Z_0$ is injective.

In this way, if $Z_0 \in \overline{G}$, then $\tau_0$-module $A_0$ is not injective, for $Z_0$ is posprojective and $A$-mod is not of finite representation type (lemma 1.32).

Then there exists an almost split sequence in $A$-mod of the form

$$
\begin{array}{c}
\tau_0 = 0 \\
\tau_0 \rightarrow Z_0 \rightarrow (Y_0, \|Z_0\|, \|f\|) \rightarrow \tau_0^{-1}Z_0 \rightarrow 0,
\end{array}
$$

and hence $\tau_0^{-1}Z_0$ is posprojective in $A$-mod, that is, $\overline{G} \subseteq \tau_0 G^P$. If on the other hand $\tau_0^{-1}Z_0$ belongs to $G^P$, then by the sequence above $\tau_0$ we have that $Z_0$ is posprojective, thus $\overline{G} \supseteq \tau_0 G^P$.

In particular, if $\|Z_0\| \in G^P$, then $Z_0$ is not injective in $A_0$-mod.

Step 2. The set $S^P = G^P - \overline{G}$ is a connected cosection in $\Gamma(A_0)$. The first condition for a cosection is clearly satisfied, since $\overline{G} = \tau_0 G^P$. We verify the second condition, that is, if $x \rightarrow s$ is an arrow in $\Gamma(A_0)$ with $s \in S^P$, then either $x \in S^P$ or $\tau_0^{-1}(x) \in S^P$. Observe that $x \in G^P$, for if $s = [Z_0]$ then $x$ corresponds to the isomorphism class of a direct summand of the $A_0$-module $Y_0$ in the exact sequence above $\tau_0$. Hence, by the point (i) in the proof of proposition 3.12, $x \in G^P$. Now, if $x \notin \overline{G}$ then $x \in S^P$.

It is left to show that if $x \in \overline{G}$, then $\tau_0^{-1}(x) \in S^P$. By the equality $\overline{G} = \tau_0 G^P$, since $x \in G^P$ then $\tau_0^{-1}(x) \in G^P$. Thus it is enough to see that $\tau_0^{-1}(x) \notin \overline{G}$. Assume that $\tau_0^{-1}(x) \notin G^P$. Then $\tau_0^{-1}(x)$ is not injective and $\tau_0^{-1}(x) \in G^P$. If $x = [X_0]$, then there exists an Auslander-Reiten sequence in the posprojective component of $A$-mod of the form

$$
\begin{array}{c}
0 \\
\rightarrow \tau_0^{-1}X_0 \rightarrow (W_0, \|\tau_0^{-1}X_0\|, \|f\|) \rightarrow \tau_0^{-2}X_0 \rightarrow 0,
\end{array}
$$

where one of the direct summands of $W_0$ belong to the class $\tau_0^{-1}(s) = [\tau_0^{-1}Z_0]$ again by the point (i) in proposition 3.12, we have that $\tau_0^{-1}(s) \in G^P$. This contradicts that $s \in G^P - \overline{G}$. Then $\tau_0^{-1}(x) \in S^P$ and hence $S^P$ is a cosection.
The connectedness is due to lemma 1.26 for by the equality \( \overline{G^P} = \gamma_0 G^P \) the set \( S^P \) contains at most one element in each orbit. This completes the step 2.

For any \([Z_0] \in \text{ind} A_0\) define the set

\[ \mathcal{N}([Z_0]) = \{ i \in \mathbb{N} \mid Z_0 \text{ is isomorphic to a direct summand of } N_i|_{A_0} \}. \]

Step 3. \( S^P = \{ [Z_0] \in \text{ind} A_0 \mid \mathcal{N}([Z_0]) \text{ is infinite} \}. \) Observe first that \([Z_0] \in G^P \) if and only if \( \mathcal{N}([Z_0]) \neq \emptyset \), and in that case

\[ h([Z_0]) = \min \mathcal{N}([Z_0]), \]

This is consequence of the point (i) in the proof of proposition 3.12. On the other hand, we show that \([Z_0] \in \overline{G^P}\) if and only if \( \mathcal{N}([Z_0]) \) is a finite set, and in that case

\[ \overline{h}([Z_0]) = \max \mathcal{N}([Z_0]). \]

Indeed, if \([Z_0] \in \overline{G^P}\) then for any \( N_i \) such that \( Z_0 \) is isomorphic to a direct summand of \( \langle N_i \rangle_0 \), there exists a morphism of \( A_0\)-modules \( f_0 : \langle N_i \rangle_0 \to Z_0 \) and therefore a morphism of \( A\)-modules \( f : N_i \to \overline{Z_0} \) given by

\[ \begin{array}{c}
(N_i) \xrightarrow{f_0 \gamma_{N_i}} \overline{Z_0} \\
\gamma_{N_i} \downarrow \downarrow \\
(N_i)_0 \xrightarrow{f} Z_0.
\end{array} \]

Hence \( i \leq \overline{h}([Z_0]) \) and \( \mathcal{N}([Z_0]) \) is a finite set. Assume now that \( \mathcal{N}([Z_0]) \) is finite and let \( j_0 \) be its maximal element. Then the restriction to \( A_0 \) of the almost split sequence that starts in \( N_{j_0} \) is not trivial, and by lemma 3.10 we have that \( N_{j_0} \cong Z_0 \). In this way \([Z_0] \in \overline{G^P}\) and \( \overline{h}([Z_0]) = \max \mathcal{N}([Z_0]). \) As consequence \([Z_0] \in G^P \) if and only if \( \mathcal{N}([Z_0]) \neq \emptyset \), and in that case \([Z_0] \) is an element in \( \overline{G^P}\) if and only if \( \mathcal{N}([Z_0]) \) is a finite set. This completes step 3.

We finally show the point (a) in the theorem. By step 2 the set \( S^P = G^P - \overline{G^P} \) is a connected cosection, which is contained in \( \{ [W_0] \} \cup \text{ConL}([W_0]) \) by the proposition 3.12. Moreover, \( S^P \) contains \([W_0]\) by corollary 3.24. From uniqueness in lemma 2.10 it follows that the cosection \( S^P \) is equal to the cosection \( \{ [W_0] \} \cup \text{ConL}_0([W_0]) \), that is,

\[ S^P = \{ [W_0] \} \cup \mathcal{X}_0. \]

By step 3 the following subset of \( \mathbb{N} \) is finite,

\[ \mathcal{N} = \bigcup_{[Z_0] \in \overline{G^P}} \mathcal{N}([Z_0]). \]

Assume that \( N_j \) is a posprojective \( A\)-module \((j \in \mathbb{N})\) which is not in \( \mathcal{U}(\mathcal{X}_0 \vee \mathcal{W}_0) \). Then the restriction \( N_j|_{A_0} \) has as direct summand an \( A_0\)-module \( Z_0 \) which is in \( \overline{G^P}\), and hence \( j \in \mathcal{N} \) which is a finite set. This proves (a), the proof of (b) is similar. \( \square \)

The functions \( \sharp(\cdotp) \) and \( \sharp(\cdotp') \) described above are related to the rank inside the classes of \( A\)-modules in the theorem. Recall that, as defined at the beginning
of this section, the rank of an indecomposable $A$-module $M = (M_0, M_\omega, \gamma M_\omega)$ is
given by
\[ \text{rk}(M) = \dim_k M_\omega - m_{M_0}, \]
where $m_{M_0}$ is the number of indecomposable summands of $M_0$ isomorphic to $W_0$.

**Proposition 3.26** Let $I'$ and $P'$ be the subsets of the preinjective component $I$ and the posprojective component $P$ of $A$-mod determined by the indecomposable modules that lie in $\mathcal{U}(W_0 \vee Y_0)$ and $\mathcal{U}(X_0 \vee W_0)$ respectively.

a) If $[M] \in I'$ then $\text{rk}(M) = \sharp M$.

b) If $[N] \in P'$ then $\text{rk}(N) + \sharp N = e_{N_0}$.

**Proof.** First we show (a). Notice that in a pull-back diagram with surjective horizontal arrows
\[
\begin{array}{ccc}
\overset{\sim}{M_\omega} & \rightarrow & M_\omega \\
\downarrow & & \downarrow \\
M_0 & \rightarrow & |M_0|,
\end{array}
\]
the equality $\dim_k \overset{\sim}{M_\omega} - \dim_k \overline{|M_0|} = \dim_k M_\omega - \dim_k |M_0|$ holds. Since $[M_0] \in W_0 \vee Y_0$ and $\dim_k \text{Hom}_{A_0}(W_0, Y) = 1$ for any $[Y]$ in $Y_0$, we have
\[ m_{\overline{|M_0|}} = m_{M_0} + e_{M_0}. \]
Since $\dim_k |W_0| = 2$ and $\dim_k |Y| = 1$ (lemma 3.9) we have that $\dim_k \overline{|M_0|} = 2m_{\overline{|M_0|}}$ and $\dim_k |M_0| = 2m_{M_0} + e_{M_0}$. Hence
\[ \dim_k \overset{\sim}{M_\omega} - \dim_k \overline{|M_0|} = \dim_k M_\omega - \dim_k |M_0|, \]
\[ \dim_k \overset{\sim}{M_\omega} - 2m_{\overline{|M_0|}} = \dim_k M_\omega - (2m_{M_0} + e_{M_0}), \]
\[ \dim_k \overset{\sim}{M_\omega} - m_{\overline{|M_0|}} - (m_{\overline{|M_0|}}) = \dim_k M_\omega - m_{M_0} - (m_{M_0} + e_{M_0}), \]
\[ \text{rk}(\overset{\sim}{M}) - (m_{\overline{|M_0|}}) = \text{rk}(M) - (m_{M_0} + e_{M_0}). \]

Then $\text{rk}(\overset{\sim}{M}) = \text{rk}(M)$ for $m_{\overline{|M_0|}} = m_{M_0} + e_{M_0}$. To complete the proof of (a) notice that $\sharp \overset{\sim}{M} = \sharp M$, for $\overset{\sim}{M}$ is preinjective in the Kronecker subcategory $\mathcal{U}(W_0)$ (lemma 3.19(b)). Indeed, if $N = (N_1, N_2, N_3, N_4)$ is a preinjective module in the Kronecker category $A^W$-mod then $\sharp N = \dim_k N_2 - \dim_k N_1$. Under the functor $F^W$ given in lemma 3.16 we have
\[ \sharp F^W(N) = \sharp (W \otimes N) = \dim_k (S(\omega) \otimes N_2) - \sharp (W_0 \otimes N_1) = \dim_k N_2 - \sharp (W_0 \otimes N_1) = \text{rk}(F^W(N)). \]

We turn now to the proof of (b). Observe that if $[N_0] \in \mathcal{X}_0 \vee W_0$ then
\[ m_{\overline{|N_0|}} = m_{N_0} + e_{N_0}, \]
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for if $[X]$ belongs to $\mathcal{A}_0$ then $\dim_k \text{Hom}_{\mathcal{A}_0}(X, W_0) = 1$. In this way

$$
\text{rk}(N) - \text{rk}(\overline{N}) = (\dim_k N_\omega - m_{N_0}) - (\dim_k N_\omega - m_{\overline{N}_0}) = e_{N_0}.
$$

We show that $\sharp - \text{rk}(\overline{N}) = - \text{rk}(\overline{N})$ since $\overline{N}$ is posprojective in the Kronecker subcategory $\mathcal{U}(W_0)$. Indeed, if $M = (M_1, M_2, M_\alpha_1, M_\alpha_2)$ is a posprojective module in the Kronecker category $\mathcal{A}^W$-mod then $\sharp M = \dim_k M_1 - \dim_k M_2$. Again under the functor $F^W$ we have

$$
\sharp F^W(M) = \sharp (W \otimes M) = \sharp (W_0 \otimes M_1) - \dim_k (S(\omega) \otimes M_2) = \\
= \sharp (W_0 \otimes M_1) - \dim_k M_2 = - \text{rk}(F^W(M)).
$$

We conclude that $\text{rk}(N) + \sharp \overline{N} = e_{N_0}$. □

Let $\mathcal{S}$ be a connected section in the preinjective component of $\mathcal{A}$-mod contained in $\mathcal{I}'$. By lemma 1.26, $\mathcal{S}$ intersects each orbit of $\mathcal{I}'$ in exactly one vertex, hence by proposition 3.23 $\text{rk}(\mathcal{S}) = w_0 + e_\omega$ is the radical vector of the quadratic form $q$ associated to $\mathcal{A}$. On the other hand, there exists a minimal integer $p_\mathcal{A} \geq 1$ such that for any connected section $\mathcal{S}$ in $\mathcal{P}'$ we have $\text{rk}(\mathcal{S}) = \text{rk}(\tau^{-p_\mathcal{A}}\mathcal{S})$. In other words, there exists an integer $m_\mathcal{A}$ such that

$$
\sum_{i=0}^{p_\mathcal{A}-1} \text{rk}(\tau^{-i}\mathcal{S}) = m_\mathcal{A}(w_0 + e_\omega).
$$

The integers $p_\mathcal{A}$ and $m_\mathcal{A}$, which will be called period and multiplicity of the posprojective component, depend only on the type of the Dynkin diagram $\mathcal{A}$. Their values are shown in the following table.

| Diagram | Tubular type | Period | Multiplicity |
|---------|-------------|--------|--------------|
| $\tilde{A}_{p,q}$ | $(p, q)$ | $m.c.m.(p, q)$ | $\frac{pq-(p+q)}{\text{m.c.d.}(p, q)}$ |
| $\tilde{D}_n$ | $n$ odd | $(n-2, 2, 2)$ | $2(n-2)$ | $2(n-3)$ |
| $\tilde{D}_n$ | $n$ even | $(n-2, 2, 2)$ | $n-2$ | $n-3$ |
| $\tilde{E}_6$ | | $(3, 3, 2)$ | 6 | 5 |
| $\tilde{E}_7$ | | $(4, 3, 2)$ | 12 | 11 |
| $\tilde{E}_8$ | | $(5, 3, 2)$ | 30 | 29 |

The integers $p_\mathcal{A}$ and $m_\mathcal{A}$, which will be called period and multiplicity of the posprojective component, depend only on the type of the Dynkin diagram $\mathcal{A}$. Their values are shown in the following table.

3.5 Reduction of extended Dynkin algebras.

Let $\mathcal{D}$ be a Dynkin quiver and $\tilde{\mathcal{D}}$ the corresponding extended Dynkin quiver such that the extended vertex is a source. Let $\mathcal{A}_0$ and $\mathcal{A}$ be the path algebras of $\mathcal{D}$ and $\tilde{\mathcal{D}}$ respectively and consider the ditalgebra $\mathcal{A} = (\mathcal{A}, 0)$ with zero differential. In this section we study reduced ditalgebras $\mathcal{A}^X$ and $\mathcal{A}^Y$ by complete rigid admissible
modules $X$, $Y$ that are defined from the $A_0$-module $W_0$ and representatives of the vertices in $X_0 = \text{ConL}_0([W_0])$ and $Y_0 = \text{ConR}_0([W_0])$ respectively.

One of our objectives is to describe exceptional representations for the reductions $A^X$ and $A^Y$, in such a way that through the use of the functors $F^X$ and $F^Y$ we obtain explicit exceptional representations of the extended Dynkin quiver $\tilde{\Delta}$.

For a set of vertices $S$ in $\Gamma(A_0)$ denote by $\Delta_S$ the full subquiver of $\Gamma(A_0)$ determined by $S$. Recall that $X_0 = \text{ConL}_0([W_0]) = \{W_0^s\}_{s=1}^t$ with $i = 1, \ldots, n_s$ and $s = 1, \ldots, t$ (the integer $t$ takes the values 1, 2 or 3 depending on the tubular type of $\Delta$, cf. section 2.3). By simplicity we switch to the notation $W_{i,s} = X_{i,s}^s$. With this notation the modules $W_0$ and $X_{i,s}^s$ $(s = 1, \ldots, t)$ coincide. See the following figure for an example with two wings of order 3 and 5.

Consider the $A_0$-module

$$X_0 = W_0 \oplus \bigoplus_{1 \leq s < n_s} X_{i,s}^s.$$

Denote by $\Delta_{X_0}$ the quiver $\Delta([W_0]) \cup X_0$. Let $M_{\Delta_{X_0}}$ be the matrix associated to $\Delta_{X_0}$ and let $\Delta_{X_0}^{-1}$ be the quiver whose associated matrix is the inverse $M_{\Delta_{X_0}}^{-1}$.

**Lemma 3.27** The $A_0$-module $X_0$ given above is admissible and complete. Denote by $(Z_0, P_0)$ a splitting of the opposed endomorphism algebra of $X_0$. The $k$-algebra $Z_0$ is trivial. The reduced tensor algebra $A_0^{X_0}$, given by $T_{Z_0}(P_0)$, is isomorphic to the path algebra of the quiver $\Delta_{X_0}^{-1}$. Moreover, there exist finite dual bases of legible elements

$$\{(p_{i,j}^s, \gamma_{i,j}^s)_{1 \leq i, j \leq n_s}^{s=1, \ldots, t}\} \quad \text{and} \quad \{(a_i^s, \xi_i^s), (a, \xi), (a', \xi')\}_{1 \leq i < n_s}^{s=1, \ldots, t},$$

of $P_0$ and $\text{Hom}_{A_0}(R, X_0)$ respectively, where the restrictions of $(a, \xi)$ and $(a', \xi')$ to $\text{Hom}_{A_0}(R, W_0)$ are a dual basis. We can choose the basis of $P_0$ in such a way that for $1 \leq i < j \leq n_s$, $1 \leq k < \ell \leq n_r$ and $1 \leq r, s \leq t$ the following equations hold,

$$p_{i,j}^s p_{k,\ell}^r = \begin{cases} p_{i,\ell}^s, & \text{if } j = k, s = r, \\ 0, & \text{otherwise}. \end{cases}$$
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Defining $a_{n_s}^s = a_{n_s-1,n_s-1,n_s}$, it is possible to choose a basis of $\text{Hom}_{A_0}(R,X_0)$ such that for $1 \leq i < n_s$, $1 \leq k < \ell \leq n_s$ and $1 \leq r, s \leq t$ the following equations are satisfied,

$$a_{j}^s p_{k,\ell} = \begin{cases} a_{j}^s, & \text{if } j = k, s = r, \\ 0, & \text{otherwise.} \end{cases}$$

Denote by $\rho_s$ the restriction to $\text{Hom}_{A_0}(R,W_0)$ of the morphisms $a_{n_s}^s$ (that belong to $\text{Hom}_{A_0}(R,X_0)$). These morphisms determine nonisomorphic indecomposable representations $W_0(\rho_s)$, for $s = 1, \ldots, t$.

**Proof.** Observe that there exists a nonzero morphism in $\text{Hom}_{A_0}(X_i^s, X_j^s)$ if and only if $r = s$, $i \leq j$. Consider

$$Z_0 = \text{End}_{A_0}(W_0)^{op} \oplus \bigoplus_{1 \leq s \leq n_s} \text{End}_{A_0}(X_i^s)^{op},$$

$$P_0 = \bigoplus_{1 \leq i < j \leq n_s} \text{Hom}_{A_0}(X_i^s X_j^s)^{op},$$

Then the opposed endomorphism algebra of $X_0$, considered as matrix algebra, is triangular with diagonal isomorphic to $Z_0$. By lemma [1.4] the $k$-algebra $Z_0$ is trivial, for all indecomposable direct summands of $X_0$ are exceptional. It is clear that there is a decomposition of $Z_0$-bimodules

$$\Gamma_0 = \text{End}_{A_0}(X_0)^{op} \cong Z_0 \oplus P_0,$$

thus $X_0$ is admissible and complete. Now, by definition

$$A_0^{X_0} = (T_{A_0}(0))^{X_0} = T_{Z_0}(P_0).$$

Fix a dual basis of the right $Z_0$-module $P_0$. For any $i = 1, \ldots, n_s - 1$ denote by $p_{i,i+1}^s$ a nonzero morphism between $X_i^s$ and $X_{i+1}^s$. All morphisms $p_{i,i+1}^s$ are irreducible and monomorphisms, for each $X_i^s$ is cogenerated by $W_0$ (lemma [2.12]),

$$X_i^s \xrightarrow{p_{i,i+1}^s} X_{i+1}^s \xrightarrow{p_{i+1,i+2}^s} \cdots x X_{n_s-2}^s \xrightarrow{p_{n_s-2,n_s-1}^s} X_{n_s-1}^s \xrightarrow{p_{n_s-1,n_s}^s} W_0.$$

Define for any $1 \leq i < j \leq n_s$ the composition

$$p_{i,j}^s = p_{i,i+1}^s p_{i+1,i+2}^s \cdots p_{j-1,j}^s.$$  

Then $\{(p_{i,j}^s, \gamma_{i,j}^s)\}$ is a dual basis of legible elements of $P_0$, by which construction satisfy the equation in the statement.

Recall that the path algebra $k\Delta_X^{-1}$ is isomorphic to the tensor algebra $T_{Z_1}(W_X)$ where $Z_1$ is the trivial $k$-algebra corresponding to the idempotent paths $e_i^s$ of $\Delta_X^{-1}$ and $W_X$ is the arrow bimodule of the quiver $\Delta_X$. Clearly we have an isomorphism of algebras $\Phi_0 : Z_1 \rightarrow Z_0$ which assigns each idempotent $e_i^s$ to the identity morphism $f_i^s$ of the module $X_i^s$.

By lemma [1.4] to each arrow $\alpha : i \rightarrow j$ of $\Delta_X$ corresponds a path $p_{i,j}^s$ from $i$ to $j$ in $\Delta_X$. This path is contained in a wing $\theta(n_s)$ of $\Gamma(k\Delta)$ (for some $s \in \{1, \ldots, t\}$) for $[W_0]$ is a sink in $\Delta_X$. Define $\Phi_1(\alpha) = \gamma_{i,j}^s$. Since $\alpha = e_i$, and $\alpha = e_i$, observe that

$$\Phi_1(\alpha) \Phi_0(e_i) = \gamma_{i,j}^s f_i^s = \gamma_{i,j}^s = \Phi_1(\alpha e_i),$$

101
\[ \Phi_0(e_j)\Phi_1(\alpha) = f_j^* \gamma^s_{i,j} = \gamma^s_{i,j} = \Phi_1(e_j\alpha). \]

In this way the mapping \( \Phi_1 \) extends to an isomorphism of \( Z_1 \)-\( Z_1 \)-bimodules through \( \Phi_0 \),

\[ \Phi_1 : W_{X_0} \rightarrow P'_0. \]

Hence the isomorphisms \( \Phi_0 \) and \( \Phi_1 \) extend in turn to an isomorphism of tensor algebras

\[ \Phi : T_{Z_1}(W_{X_0}) \rightarrow T_{Z_0}(P'_0), \]

whose restrictions to \( T \) and \( W_{X_0} \) are \( \Phi_0 \) and \( \Phi_1 \) respectively.

Fix now a basis of \( \text{Hom}_{A_0}(R, X_0) \) starting from the chosen basis for \( P_0 \). Take first a nonzero element \( a_i^* \in \text{Hom}_{A_0}(R, X_i^1) \) for each \( s = 1, \ldots, t \). Recursively define \( a_i^* = a_{i-1}^* p_{i-1,i}^* \) for \( 1 < i < n_s \) and take a basis \( \{ a, a' \} \) of \( \text{Hom}_{A_0}(R, W_0) \).

Consider all these morphisms as elements in

\[ \text{Hom}_{A_0}(R, X_0) \cong \text{Hom}_{A_0}(R, W_0) \oplus \bigoplus_{1 \leq i < n_s, s = 1, \ldots, t} \text{Hom}_{A_0}(R, X_i^s). \]

Then \( \{ (a^*, \xi^s_i), (a, \xi), (a', \xi') \} \) (with \( i = 1, \ldots, n_s - 1, s = 1, \ldots, t \)) is a dual basis of legible elements in \( \text{Hom}_{A_0}(R, X_0) \) which satisfies, by construction, the formula of the statement. \( \square \)

**Lemma 3.28** Take \( A = A_0[R] \) and let \( B \) be the subalgebra of \( A \) given by \( B = A_0[0] \). Denote by \( A \) the ditalgebra \( A = (A, 0) \) with zero differential. Then the \( B \)-module \( X = X_0 \oplus S(\omega) \) is complete admissible and the reduced ditalgebra \( A^X \) is isomorphic to \( (k\Delta^{-1}_{X_0}[R^{X_0}], \delta^s) \), where \( R^{X_0} = \text{Hom}_{A_0}(R, X_0) \). The differential \( \delta^s \) has the following explicit form in solid arrows, in terms of the bases in lemma 3.27.

| Vector in \( \text{Hom}_{A_0}(R, X_0)^* \) | Its differential \( \delta^s \) |
|-----------------------------------------|----------------------------------|
| \( \xi^s_i \)                          | \( \sum_{1 \leq i < n_s} \gamma^s_{i,j} \otimes \xi^s_i \) |
| \( \xi \)                              | \( \sum_{s=1, \ldots, t} \beta^s \sum_{1 \leq i < n_s} \gamma^s_{i,j} \otimes \xi^s_i \) |
| \( \xi' \)                             | \( \sum_{s=1, \ldots, t} \beta^s \sum_{1 \leq i < n_s} \gamma^s_{i,j} \otimes \xi^s_i \) |

where \( \rho = \beta_s a + \beta'_s a' \) for each \( s = 1, \ldots, t \).

**Proof.** The proof is a direct application of proposition 3.6 and the results of lemma 3.27. For the computation of the reduced differential use the properties of the bases given in lemma 3.27. \( \square \)

Recall that \( \dim_k \text{Hom}_{A_0}(R, N_0) = 1 \) for any \( N_0 \in \mathcal{X}_0 \) and that the space \( \text{Hom}_{A_0}(R, W_0) \) has dimension two (lemma 3.9). Then the one-point extension \( A_0^{X_0}[R^X] \) can be formed by adding two solid arrows from the extended vertex \( \omega \) to the vertex \( m \) corresponding to the maximal module in \( \Delta^{-1}_{X_0} \), and a solid arrow from \( \omega \) to the rest of the vertices. The following figure shows the quiver of the reduced ditalgebra \( A^X \) when \( A \) is the path algebra of the extension of a linearly ordered Dynkin diagram \( \mathbb{A}_t \) (we omit the superscript \( s = 1 \), for there

102
is only one wing).

The case of the reduction \( A^Y \) is similar to the case above. We give the corresponding details. Write \( Y_i^s \) instead of the notation \( W^s_{i,n_s} \) (1 < \( i \) ≤ \( n_s \) and \( s = 1, \ldots, t \)) for the representatives of elements in \( Y_0 \). In this case all \( A_0 \)-modules \( W_0 \) and \( Y^1_1 \) coincide (\( s = 1, \ldots, t \)), see for instance the following figure,

Define the \( A_0 \)-module

\[
Y_0 = W_0 \oplus \bigoplus_{1 < i \leq n_s, s = 1, \ldots, t} Y_i^s,
\]

and denote by \( \Delta Y_0 \) the quiver \( \Delta_{\{W_0\} \cup Y_0} \). Let \( M_{\Delta Y_0} \) be the matrix associated to \( \Delta Y_0 \) and let \( \Delta^{-1} Y_0 \) be the quiver whose associated matrix is the inverse \( M^{-1}_{\Delta Y_0} \).

**Lemma 3.29** The \( A_0 \)-module \( Y_0 \) given above is admissible and complete. Denote by \( (Z'_0, Q_0) \) the splitting of the opposed endomorphism algebra \( Y_0 \). The \( k \)-algebra \( Z'_0 \) is trivial. The reduced tensor algebra \( A^Y_{0,0} \), given by \( T_{Z'_0}(Q_0) \), is isomorphic to the path algebra of the quiver \( \Delta^{-1} Y_0 \). Moreover, there exist finite dual bases of legible elements

\[
\{(q^s_{i,j}, \varepsilon^s_{i,j})\}_{1 \leq i < j \leq n_s, s = 1, \ldots, t} \quad \text{and} \quad \{(b^s_i, \theta^s_i), (b, \theta), (b', \theta')\}_{1 < i \leq n_s, s = 1, \ldots, t}
\]

of \( Q_0 \) and \( \text{Hom}_{A_0}(R, Y_0) \) respectively, where the restrictions of \( (b, \theta) \) and \( (b', \theta') \) to \( \text{Hom}_{A_0}(R, W_0) \) are a dual basis. We can choose the basis of \( Q_0 \) in such a way that for 1 ≤ \( i < j \) ≤ \( n_s \), 1 ≤ \( k < \ell \) ≤ \( n_r \), and 1 ≤ \( r, s \) ≤ \( t \) the following equations are satisfied,

\[
q^s_{i,j}g^s_{k,\ell} = \begin{cases} q^s_{i,\ell}, & \text{if } j = k, s = r, \\ 0, & \text{otherwise.} \end{cases}
\]
Let \( b^i_j \) be a nonzero morphism in \( \text{Hom}_{A_0}(R,W_0) \), different to the morphism \( \rho_s \) given in lemma 3.27, and consider \( b^i_j \) as an element of \( \text{Hom}_{A_0}(R,Y_0) \). Then it is possible to choose a basis in \( \text{Hom}_{A_0}(R,Y_0) \) such that for \( 1 \leq i \leq n_s \), \( 1 \leq k < \ell \leq n_r \) and \( 1 \leq r, s \leq t \) the following equations hold,

\[
\begin{align*}
b^s_j q^r_k, \ell = \begin{cases} b^r_i, & \text{if } j = k, s = r, \\
0, & \text{otherwise.}
\end{cases}
\end{align*}
\]

**Proof.** Observe that there is a nonzero morphism \( \text{Hom}_{A_0}(Y^r, Y^s) \) if and only if \( r = s, i \leq j \). Consider

\[
Z'_0 = \text{End}_{A_0}(W_0)^{op} \oplus \bigoplus_{1 < i < n_s} \text{End}_{A_0}(Y^s_i)^{op},
\]

\[
Q_0 = \bigoplus_{1 \leq i \leq j \leq n_s} \text{End}_{A_0}(Y^s_i, Y^s_j)^{op}.
\]

Then the opposed endomorphism algebra of \( Y_0 \), considered as matrix algebra, is triangular with diagonal isomorphic to \( Z'_0 \). Again by lemma 1.14 the \( k \)-algebra \( Z'_0 \) is trivial. There is clearly a decomposition of \( Z'_0 \)-\( Z'_0 \)-bimodules

\[
\Gamma'_0 = \text{End}_{A_0}(Y_0)^{op} \cong Z'_0 \oplus Q_0,
\]

thus \( Y_0 \) is complete admissible. By definition

\[
A'_0 = (T_{A_0}(0))^{op} = T_{Z'_0}(Q'_0).
\]

As in lemma 3.27 there is an isomorphism of graded algebras \( T_{Z'_0}(Q'_0) \cong k_{Y^s_0} \). Fix a dual basis of the right \( Z'_0 \)-module \( Q_0 \). For any \( i = 1, \ldots, n_s - 1 \) denote by \( q^i_{s,i+1} \) a nonzero morphism between \( Y^s_i \) and \( Y^s_{i+1} \) (recall that every \( Y^s_i \) is a copy of \( W_0 \)). All morphisms \( q^i_{s,i+1} \) are irreducible and epimorphisms, since any \( Y^s_i \) is generated by \( W_0 \) (lemma 2.12).

\[
W_0 \xrightarrow{q^1_{2}} Y^s_2 \xrightarrow{q^2_{3}} Y^s_3 \cdots Y^s_{n_s-2} \xrightarrow{q^s_{n_s-1,n_s-1}} Y^s_{n_s} \xrightarrow{q^s_{n_s-1,n_s}} Y^s_{n_s}.
\]

For any \( 1 \leq i < j \leq n_s \) take the composition

\[
q^i_{s,j} = q^i_{s,i+1} q^s_{i+1,i+2} \cdots q^s_{j-1,j}.
\]

Then \( \{q^i_{s,j}, q^s_{i,j}\} \) is a dual basis of legible elements of \( Q_0 \), which by construction satisfy the equation in the statement.

We want to give a basis of \( \text{Hom}_{A_0}(R,Y_0) \) starting from the chosen basis of \( Q_0 \). Notice first that for any \( s = 1, \ldots, t \) there is a commutative diagram in \( A_0 \)-mod (cf. lemma 2.13) given by

\[
\begin{array}{ccc}
X^t_{n_s-1} & \xrightarrow{\rho^t_{s+1,n_s}} & W_0 \\
& \searrow & \nearrow \\
& & Y^s_2 \\
W^s_{n_s-1} & \xrightarrow{q^t_{1,2}} & \end{array}
\]
Apply the functor $\text{Hom}_{A_0}(R, -)$ to the diagram above and recall that for any $s$ we have that $\text{Hom}_{A_0}(R, W^s_{2,n,-1}) = 0$ (lemma 3.9). We obtain thus an exact sequence

$$0 \longrightarrow \text{Hom}_{A_0}(R, X^s_{n,-1}) \xrightarrow{\Phi} \text{Hom}_{A_0}(R, W_0) \xrightarrow{\Psi} \text{Hom}_{A_0}(R, Y^s_2) \longrightarrow 0,$$

where $\Phi = \text{Hom}(R, p^s_{n,-1,n})$ and $\Psi = \text{Hom}(R, q^s_{1,2})$. Indeed, since $\Phi$ is not zero and $\text{Hom}_{A_0}(R, X^s_{n,-1})$ is one dimensional (lemma 3.9) we have that $\Phi$ is injective. Moreover, $\Psi$ is surjective, for it is nonzero and the vector space $\text{Hom}_{A_0}(R, Y^s_2)$ is also one dimensional (lemma 3.9). Since the space $\text{Hom}_{A_0}(R, W_0)$ has dimension two, we conclude that the sequence is exact, for $\Psi \circ \Phi = 0$. Then we have that

$$0 = \Psi(\Phi(a^s_{n-1})) = \Psi(a^s_{n-1}p^s_{n-1,n}) = \Psi(\rho_s) = \rho_s q^s_{1,2}.$$

In this way, starting for each $s = 1, \ldots, t$ with a $b^i_s \in \text{Hom}_{A_0}(R, W_0)$ different from zero and from $\rho_s$, and considering these morphisms as elements of $\text{Hom}_{A_0}(R, W_0)$, we recursively obtain morphisms $b^i_{s+1} = b^i_s q^i_{s+1}$ for $1 \leq i < n_s$. Then $\{(b^i_s, \theta^s), (b, \theta), (b', \theta')\}$ (with $i = 2, \ldots, n_s$, $s = 1, \ldots, t$) is a dual basis of legible elements of $\text{Hom}_{A_0}(R, Y_0)$, where the restriction of $b$ and $b'$ to $\text{Hom}_{A_0}(R, W_0)$ determine a basis, and which by construction satisfies the formula in the statement. 

**Lemma 3.30** Take $A = A_0[R]$ and let $B$ be the subalgebra of $A$ given by $B = A_0[0]$. Denote by $A$ the ditalgebra $A = (A, 0)$ with zero differential. Then the $B$-module $Y = Y_0 \oplus S(\omega)$ is complete admissible and the reduced ditalgebra $A^V$ is isomorphic to $(k\Delta^{-1}_{Y_0} R^{Y_0}, \delta^V)$, where $R^{Y_0} = \text{Hom}_{A_0}(R, Y_0)$. The differential $\delta^V$ has the following explicit form is solid arrows, in terms of the bases of lemma 3.29.

| Vector in $\text{Hom}_{A_0}(R, Y_0)^*$ | Its differential $\delta^V$ |
|-----------------------------------------|---------------------------|
| $\theta^s$ | $\alpha^s e^s_{1,j} \otimes \theta + \alpha^s e^s_{1,j} \otimes \theta' + \sum_{1 \leq i < j} e^s_{i,j} \otimes \theta^s_i$, |
| $\theta$ | $0$, |
| $\theta'$ | $0$, |

where $\delta^V = \alpha_s b + \alpha'_s b'$, for $s = 1, \ldots, t$.

**Proof.** Also consequence of proposition 3.6 and lemma 3.29.

Again by lemma 3.9 we have that $\dim \text{Hom}_{A_0}(R, M_0) = 1$ for any $[M_0] \in Y_0$ and $\dim \text{Hom}_{A_0}(R, W_0) = 2$. Then, the quiver of the extension $A^V_0 [R^{Y_0}]$ can be formed by adding two solid arrows from the vertex $\omega$ to the vertex $m$ corresponding to the maximal module in $\Delta^{-1}_{Y_0}$, and a solid arrow from $\omega$ to the rest of vertices. The following figure shows the quiver associated to the reduced ditalgebra $A^V$ when $A$ is the path algebra of the extension of a linearly ordered Dynkin diagram $A_\ell$.
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Lemma 3.31 The $A_0$-modules $X_0$ and $Y_0$ are rigid.

Proof. We prove the case $X_0$. By the Auslander-Reiten formulas in the hereditary case, for any pair of $A_0$-modules $M, N$ such that $[M], [N] \in ([W_0]) \cup \mathcal{X}_0$ we have that

$$\text{Ext}^1_{A_0}(M, N) \cong D\text{Hom}_{A_0}(\tau^{-1}N, M) = 0,$$

for $M \preceq W_0$ in $\Gamma(A_0)$ and $\tau^{-1}N \npreceq W_0$.

The case $Y_0$ is similar. If $M, N$ are $A_0$-modules such that $[M], [N] \in ([W_0]) \cup \mathcal{Y}_0$ we have that

$$\text{Ext}^1_{A_0}(M, N) \cong D\text{Hom}_{A_0}(N, \tau M) = 0,$$

for $W_0 \preceq N$ and $W_0 \npreceq \tau M$. \hfill $\square$

Denote by $\Delta^X$ and $\Delta^Y$ the quivers determined by the tensor algebras $A^X$ and $A^Y$. Let $\mathcal{E}^X$ be the subquiver of $\Delta^X$ obtained by deleting the extension vertex $\omega$ and the vertex $m$ corresponding to the maximal module, and all arrows that start or end on them. Since $\Delta^X$ is obtained from $\Delta^X$ by changing the orientation of the dotted arrows, $\mathcal{E}^Y = (\mathcal{E}^X)^{op}$. We recover $\Delta^X$ from $\mathcal{E}^X$ adding a copy of the Kronecker quiver $\omega \rightarrow m$, a solid arrow from $\omega$ to every vertex in $\mathcal{E}^X$ and a dotted arrow from $m$ to every vertex in $\mathcal{E}^X$. In a similar way, we recover $\Delta^Y$ from $\mathcal{E}^Y$. The quadratic forms of $\Delta^X$ and $\Delta^Y$ coincide, and will be denoted by $q^{xy}$. Let $d = (d_1, \ldots, d_r, \omega)$ be a positive integral vector in $\mathbb{Z}^{n+1}$.

Observe that the value $q^{xy}(d)$ does not depend on the integers $d_m, d_\omega$, only on their difference $r = d_\omega - d_m$, which will be called rank of the vector $d$.

Indeed, if we denote by $\mathcal{E}$ the underlying graph of $\mathcal{E}^X$ (and $\mathcal{E}^Y$), we have

$$q^{xy}(d) = d_\omega^2 + \sum_{i=1}^{n} d_i^2 - 2d_md_\omega - \sum_{i=1, i\neq m}^{n} d_id_\omega + \sum_{i=1, i\neq m}^{n} d_id_m + \sum_{\gamma \in \mathcal{E}} d_id_j =$$

$$= (d_\omega - d_m)^2 + \sum_{i=1, i\neq m}^{n} d_i^2 - \sum_{i=1, i\neq m}^{n} d_i(d_\omega - d_m) + \sum_{\gamma \in \mathcal{E}} d_id_j =$$

$$= r^2 + \sum_{i=1, i\neq m}^{n} d_i(d_i - r) + \sum_{\gamma \in \mathcal{E}} d_id_j. \quad (3.3)$$
Therefore, if \( \mathbf{d} \) is a root of \( q^x \), then for any nonnegative integer \( u \) the vector
\[
(d_1, \ldots, d_{m-1}, d_m + u, d_{m+1}, \ldots, d_n, d_\omega + u)
\]
is also a root of \( q^x \). Then the roots of the reductions \( \mathcal{A}^X \) and \( \mathcal{A}^Y \) are given in countable families for each integer \( r = (d_\omega - d_m) \).

**Proposition 3.32** Let \( \mathcal{A}^X = (A^X, \delta_x) \) be the ditalgebra given in lemma 3.28 and let \( \mathcal{A}^Y = (A^Y, \delta_y) \) be the ditalgebra of lemma 3.30. Then the endomorphism algebras of any exceptional \( \mathcal{A}^X \)-module and any exceptional \( \mathcal{A}^Y \)-module are isomorphic to the field \( k \). Assume that \( w_0 \) is the maximal root of the quadratic form \( q_0 \) and let \( \ell \) be the biggest integer that appears as an entry of \( w_0 \).

a) If \( \mathbf{d} = (d_1, \ldots, d_n, d_\omega) \) is the dimension vector of an exceptional \( \mathcal{A}^Y \)-module \( \bar{M} \) such that \( F^Y(\bar{M}) \) is a preinjective \( A \)-module, then \( r = (d_\omega - d_m) \) satisfies \( 1 \leq r \leq \ell \).

b) If \( \mathbf{d} = (d_1, \ldots, d_n, d_\omega) \) is the dimension vector of an exceptional \( \mathcal{A}^X \)-module \( \bar{N} \) such that \( F^X(\bar{N}) \) is a posprojective \( A \)-module, then \( r = (d_\omega - d_m) \) satisfies \( 1 \leq r < \sum_{i \neq m} d_i \).

**Proof.** By lemma 3.31 it is clear that the \( B \)-modules \( X \) and \( Y \) are rigid. The first claim is consequence of lemma 1.14, for the functors \( F^X \) and \( F^Y \) are rigid.

We show first the point (a). Recall that the restriction of \( F^Y(\bar{M}) \) to \( B \) is given by \( Y \otimes_{Z_0} \bar{M} \), hence \( e_\omega F^Y(\bar{M}) \cong d_\omega S(\omega) \). Moreover we have
\[
F^Y(\bar{M})|_{\mathcal{A}_0} \cong Y_0 \otimes_{Z_0} \bar{M} \cong \bigoplus_{i=1}^n d_i Y_i,
\]
thus \( m_{(F^Y(\bar{M}))_0} = d_m \). In this way
\[
r = d_\omega - d_m = \dim_k(F^Y(\bar{M}))_\omega - m_{(F^Y(\bar{M}))_0} = \text{rk}(F^Y(\bar{M})).
\]
By proposition 3.26 and since \( F^Y(\bar{M}) \) is a preinjective in \( A \)-mod which lies in \( \mathcal{U}(W_0 \vee Y_0) \), we have \( r = \text{rk}(F^Y(\bar{M})) = \sharp F^Y(\bar{M}) \). Due to proposition 3.23 we conclude that \( 1 \leq r \leq \ell \).

We show now (b). Since \( \mathbf{d} = \dim \bar{N} \) is the dimension vector of an exceptional representation \( \bar{N} \) we have that \( \mathbf{d} \) is root of \( q^y \). By formula 3.3 it is clear that \( q^y(\mathbf{d}) = 1 \) implies \( -1 \leq r \). Similarly as in the case (a) it can be shown that \( r = \text{rk}(F^X(\bar{N})) \). By proposition 3.26 and since \( F^X(\bar{N}) \) is a posprojective in \( A \)-mod which lies in \( \mathcal{U}(X_0 \vee W_0) \), we have the following equation,
\[
r + \# F^X(\bar{N}) = \text{rk}(F^X(\bar{N})) + \sharp F^X(\bar{N}) = \epsilon_{(F^X(\bar{N}))_0}.
\]
The result follows observing that \( \epsilon_{(F^X(\bar{N}))_0} = \sum_{i \neq m} d_i \). \( \square \)

Tables 3.2 and 3.3 below show families of positive roots of the quadratic form \( q^x \) associated to the reduced ditalgebras \( A^X \) and \( A^Y \). In the notation \( R_{\ell_1, \ell_2, \ell_3}^{(r)} \), we specify the rank \( r \) and the tubular type \( \ell_1, \ell_2, \ell_3 \) of the subgraph where the root is sincere. The presence of an exponent in the tubular type \( \ell_1^2, \ell_2^3 \) or \( \ell_3^2 \) gives an account of the integers \( d_i \) different from one outside the vertices \( \omega \) and \( m \).
Table 3.2: Reduced positive roots of minor rank. The roots marked with † (rank zero) are not dimension vector of any exceptional $A^Y$-module, while those marked with ‡ do not correspond to exceptional $A^X$-modules.

| Rank | Roots | Sincere subgraph $C$ |
|------|-------|----------------------|
| -1   | $\mathcal{R}_{1,1,1}^{(-1)}$ | $\emptyset$ |
| 0    | $\mathcal{R}_{2,1,1}^{(0)}$ | 1 |
| 1    | $\mathcal{R}_{1,1,1}^{(1)}; \mathcal{R}_{2,1,1}^{(1)}; \mathcal{R}_{2,2,1}^{(1)}; \mathcal{R}_{2,2,2}^{(1)}$ | $0; 1 : 1 : 1$ |
| 2    | $\mathcal{R}_{2,2,2}^{(2)}; \mathcal{R}_{3,2,2}^{(2)}; \mathcal{R}_{3,3,2}$ | $1 : 1 1 : 1 : 1 : 1$ |

**Lemma 3.33** Let $q^{xy}$ be the quadratic form associated to the reduced ditalgebras $A^X$ and $A^Y$ and let $d = (d_1, \ldots, d_n, d_{\omega})$ be a positive root of $q^{xy}$. If the rank $r = d_{\omega} - d_m$ of the vector $d$ is smaller or equal than two, then the restriction of $d$ to its support is one of the vectors in table 3.2.

**Proof.** Recall that

$$q^{xy}(d) = r^2 + \sum_{i=1}^{n} d_i(d_i - r) + \sum_{\gamma \in C; i \rightarrow j} d_id_j.$$ 

If $r \leq 1$ then all three summand on the right of the equation are nonnegative.

Case $r < 0$. In this case $q^{xy}(d) = 1$ implies that $r = -1$ and hence

$$0 = \sum_{i=1}^{n} d_i(d_i + 1) + \sum_{\gamma \in C; i \rightarrow j} d_id_j.$$ 

Then $d_i = 0$ for $i \in \{1, \ldots, \hat{m}, \ldots, n\}$ thus $d$ has the form $\mathcal{R}_{1,1,1}^{(-1)}$.

Case $r = 0$. Now we have

$$1 = q^{xy}(d) = \sum_{i=1}^{n} d_i^2 + \sum_{\gamma \in C; i \rightarrow j} d_id_j,$$ 

thus there exists a unique $i \in \{1, \ldots, \hat{m}, \ldots, n\}$ with $d_i$ different than zero and moreover $d_i = 1$. In this case the vector $d$ has the form $\mathcal{R}_{2,1,1}^{(0)}$.

Case $r = 1$. For this case we have the equality

$$0 = \sum_{i=1}^{n} d_i(d_i - 1) + \sum_{\gamma \in C; i \rightarrow j} d_id_j,$$ 

hence if there is an entry $d_i$ with $i \in \{1, \ldots, \hat{m}, \ldots, n\}$ different than zero, then $d_i = 1$. Moreover, two vertices $i, j$ such that $d_i = d_j = 1$ cannot be in the
same branch of the reduced ditalgebras quivers \( \Delta^X \) or \( \Delta^Y \), for in that case there exists a dotted arrow \( \gamma \in C \) between the vertices \( i \) and \( j \) (see figures (3.1) and (3.2)), and thus the summand \( \sum_{\gamma \in C} d_i d_j \) is greater than zero, which is impossible. Hence, if there exist vertices \( i \) such that \( d_i > 0 \), then \( d_i = 1 \) and each vertex \( i \) lies in different branches. This corresponds to the four rank one roots \( R^{(1)}_{1,1,1}, R^{(1)}_{2,1,1}, R^{(1)}_{2,2,1} \) and \( R^{(1)}_{3,2,2} \).

**Case** \( r = 2 \). We have now an equality of the form

\[
-3 = \sum_{i=1}^{n} d_i (d_i - 2) + \sum_{\gamma \in C} d_i d_j.
\]

Assume there exist indices \( i_1, \ldots, i_\ell \) in the same branch of \( \Delta^X \) (or \( \Delta^Y \)) such that \( d_{i_j} > 0 \). The contribution of the entries \( d_{i_j} \) in the equation above is given by

\[
\sum_{j=1}^{\ell} d_{i_j} (d_{i_j} - 2) + \sum_{\gamma \in C'} d_{s(\gamma)} d_{t(\gamma)},
\]

where \( C' \) is the set of (dotted) arrows between the vertices \( i_1, \ldots, i_\ell \). Since all these vertices belong to a same branch, \( C' \) has exactly \( \ell(\ell - 1)/2 \) elements. Hence

\[
\sum_{\gamma \in C'} d_{s(\gamma)} d_{t(\gamma)} \geq \frac{\ell(\ell - 1)}{2},
\]

and it is clear that \( \sum_{j=1}^{\ell} d_{i_j} (d_{i_j} - 2) \geq -\ell \). Then

\[
\sum_{j=1}^{\ell} d_{i_j} (d_{i_j} - 2) + \sum_{\gamma \in C'} d_{s(\gamma)} d_{t(\gamma)} \geq \frac{\ell(\ell - 1)}{2} - \ell = \frac{\ell^2 - 3\ell}{2}.
\]

In this way the contribution of each of the branches of \( \Delta^X \) (or \( \Delta^Y \)) is

a) positive, if in the branch there are more than two vertices \( i \) with \( d_i > 0 \),

b) \(-1\), if in the branch there are exactly two vertices \( i, j \) with \( d_i, d_j > 0 \) and moreover \( d_i = d_j = 1 \),

c) \(-1\), if in the branch there is exactly one vertex \( i \) with \( d_i > 0 \) and moreover \( d_i = 1 \).

To reach the equality \( q^{xy}(d) = 1 \) we must subtract three unities to the integer \( r^2 = 4 \). This is possible only when the quiver \( \Delta^X \) (or \( \Delta^Y \)) has three branches and all of them are in the situations (b) or (c) above. This corresponds to the cases \( R^{(2)}_{2,2,2}, R^{(2)}_{3,2,2} \) and \( R^{(2)}_{3,3,2} \) (the case \( R^{(2)}_{3,3,3} \) does not appear since \( 3, 3, 3 \) is not the type of any Dynkin diagram, see table (2.2) in the previous chapter). \( \square \)
be exceptional, that is, there are no exceptional
Table 3.3: Reduced positive roots of major rank. In the roots of rank 4 and
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are greater or equal to one and their sum is five.

| Rank | Roots | Sincere subgraph $\mathcal{C}$ |
|------|-------|-------------------------------|
| 3    | $\mathcal{R}^{(3)}_{3,3,2}; \mathcal{R}^{(3)}_{4,3,2}$ | $\begin{array}{c|c|c}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
\end{array}$ |
|      | $\mathcal{R}^{(3)}_{3,3,2}; \mathcal{R}^{(3)}_{4,3,2}$ | $\begin{array}{c|c|c}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
\end{array}$ |
| 4    | $\mathcal{R}^{(4)}_{4,3,2}; \mathcal{R}^{(4)}_{5,3,2}$ | $\begin{array}{c|c|c}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
2 & 2 & 2 \\
\end{array}$ |
|      | $\mathcal{R}^{(4)}_{4,3,2}; \mathcal{R}^{(4)}_{5,3,2}$ | $\begin{array}{c|c|c}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
2 & 2 & 2 \\
\end{array}$ |
| 5    | $\mathcal{R}^{(5)}_{5,3,2}; \mathcal{R}^{(5)}_{5,3,2}$ | $\begin{array}{c|c|c}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
2 & 2 & 2 \\
\end{array}$ |
|      | $\mathcal{R}^{(5)}_{5,3,2}; \mathcal{R}^{(5)}_{5,3,2}$ | $\begin{array}{c|c|c}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
2 & 2 & 2 \\
\end{array}$ |
| 6    | $\mathcal{R}^{(6)}_{5,3,2}; \mathcal{R}^{(6)}_{5,3,2}$ | $\begin{array}{c|c|c}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
2 & 2 & 2 \\
\end{array}$ |
|      | $\mathcal{R}^{(6)}_{5,3,2}; \mathcal{R}^{(6)}_{5,3,2}$ | $\begin{array}{c|c|c}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
2 & 2 & 2 \\
\end{array}$ |

Table 3.3: Reduced positive roots of major rank. In the roots of rank 4 and
5 the pairs $(i, j)$ take the values $(1, 2)$ and $(2, 1)$. In the last case the integers
$a, b, c, d$ are greater or equal to one and their sum is five.

3.6 Families of $A^Y$-modules.

We present now some families of exceptional $A^Y$-modules corresponding to
the roots of minor rank (table 3.2). Observe that the quiver of the reduced ditalgebra $A^Y$
contains a Kronecker subquiver $K_2$ (which consists in the arrows with
zero differential $\theta$ and $\theta'$). Hence, if $\tilde{M}$ is an indecomposable $A^Y$-module with
dimension vector $\underline{a}$ and rank zero, then the restriction $\tilde{M}|_{K_2}$ is not rigid, for
d_{\omega} - d_{m} = 0 (see proposition 2.4). By lemma 1.12 the representation $\tilde{M}$ cannot
be exceptional, that is, there are no exceptional $A^Y$-modules of rank zero.

We describe next the series of sincere roots of ranks $-1, 0$ and 1.

$$
\begin{align*}
\mathcal{R}_{1,1,1}^{(-1)}[\ell] &= \begin{array}{c}
\ell - 1 \\
\ell
\end{array} \\
\mathcal{R}_{2,1,1}^{(0)}[\ell] &= \begin{array}{c}
\ell \\
\ell
\end{array} \\
\mathcal{R}_{1,1,1}^{(1)}[\ell] &= \begin{array}{c}
\ell + 1 \\
\ell
\end{array} \\
\mathcal{R}_{2,1,1}^{(1)}[\ell] &= \begin{array}{c}
\ell + 1 \\
\ell
\end{array}
\end{align*}
$$

$$
\begin{align*}
\mathcal{R}_{2,1,1}^{(1)}[\ell] &= \begin{array}{c}
\ell + 1 \\
\ell
\end{array} \\
\mathcal{R}_{2,2,2}^{(1)}[\ell] &= \begin{array}{c}
\ell + 1 \\
\ell
\end{array}
\end{align*}
$$
For the families of roots $R$ of rank different than zero given above we give series of exceptional $\mathcal{A}^Y$-modules $\tilde{M}$ with corresponding dimension vectors. Recall that the matrices $I^\downarrow$, $I^\uparrow$ are formed from $I$ adding a row of zeros at the end and beginning of $I$ respectively.

\[
\tilde{M}^{(-1)}_{1,1,1}[\ell] = \begin{cases} 
\ell^{-1} & I^\downarrow \\
\ell^\uparrow & I^\uparrow 
\end{cases} 
\]  

(3.4)

This series of rank minus one roots corresponds to the posprojective $K_2$-representations (proposition 2.4), and their images under $F^Y$ lie in the posprojective component of $\Gamma(A)$ (by corollary 3.24). To the right we show the corresponding coefficient quiver for the case $\ell = 6$. On the other hand, the family of roots $R^{(1)}_{1,1,1}$ of rank one correspond to the preinjective $K_2$-modules, thus their images under $F^Y$ are preinjective $A$-modules. Recall also that the matrices $I^\leftarrow$, $I^\rightarrow$ are formed from $I$ by adding a column of zeros at the left and right of $I$ respectively.

\[
\tilde{M}^{(1)}_{1,1,1}[\ell] = \begin{cases} 
\ell^{\ell+1} & I^\leftarrow \\
\ell^\rightarrow & I^\rightarrow 
\end{cases} 
\]  

(3.5)

In the figure above we show the coefficient quiver for the case $\ell = 4$. For the rank one roots of the form $R^{(1)}_{2,1,1}$ we distinguish three cases. Let $\tilde{M}_0 = I^\leftarrow$ and $\tilde{M}_{\theta} = I^\rightarrow$.

\[
\tilde{M}_1^{(1)}_{2,1,1}[\ell] = \begin{cases} 
\ell^{\ell+1} & I^\leftarrow \\
\ell^\rightarrow & I^\rightarrow 
\end{cases} 
\]  

(3.6)

For the case $\delta^y(\theta^e) = x(e^s \otimes \theta)$ take $\tilde{M}_{0^e} = [1,0,\ldots,0]$ and whenever $\delta^y(\theta^e) = x'(e^s \otimes \theta')$ take $\tilde{M}_{0^e} = [0,\ldots,0,1] \ (x,x' \neq 0)$. In the case $\delta^y(\theta^e) = x(e^s \otimes \theta) + x'(e^s \otimes \theta')$ we can place the 1 in the matrix $\tilde{M}_{0^e}$ in any position, $\tilde{M}_{0^e} = [0,\ldots,0,1,0,\ldots]$ ($s \in \{1,\ldots,\ell\}$). We give corresponding coefficient quivers in any case for $\ell = 4$. To complete the rank one case observe that we can give coefficient quivers for $\tilde{M}_2^{(1)}_{2,1,1}[\ell]$ and $\tilde{M}_2^{(1)}_{2,2,1}[\ell]$ which determine exceptional
representations for any form of the transformation $\delta^\eta$.

Indeed, if there exists $i \in \{1, \ldots, t\}$ such that $\delta^\eta(\theta^i) \in k(\varepsilon^i \otimes \theta)$ (recall that $M_\theta = I^r$), then take $r = i$. Similarly, if there exists $j \in \{1, \ldots, t\}$ such that $\delta^\eta(\theta^j) \in k(\varepsilon^j \otimes \theta)$ take $s = j (M_\theta = I^r)$. Take also $M_{\theta^s} = [1,0,\ldots,0]$, $M_{\theta^r} = [0,\ldots,0,1]$ and $M_{\theta^v} = [0,\ldots,0,1,0,\ldots,0]$

**Lemma 3.34** The series of rank minus one $A^Y$-modules $\tilde{M}^{(-1)}_{1,1,1}[f]$ ($\ell \geq 1$) and rank one $A^Y$-modules $\tilde{M}^{(1)}_{1,1,1}[f]$, $\tilde{M}^{(1)}_{2,2,1}[f]$, $\tilde{M}^{(1)}_{2,2,2}[f]$ and $\tilde{M}^{(1)}_{2,2,2}[f]$ ($\ell \geq 0$) given above consist in exceptional representations.

**Proof.** As shown in proposition 2.4 the representations $\tilde{M}^{(-1)}_{1,1,1}[f]$ and $\tilde{M}^{(1)}_{1,1,1}[f]$ are exceptional. Since the dimension vectors of the given representations are roots of $\delta^\eta$, by lemma 1.4 it is enough to show that their endomorphism algebras have dimension one.

Consider first the family $\tilde{M}^{(1)}_{2,2,1}[f]$ with $\delta^\eta(\theta^s) = x(\varepsilon^s \otimes \theta)$ ($x \neq 0$). In the following diagram we give an endomorphism $f = (f^0, f^1)$ through the matrices $A^0$, $B^0$ and $C^0 = [a^0]$ (part $f^0$) and $A^1 = [a^1 \ldots, a^t]$ (part $f^1$).

\[ \begin{array}{c}
\begin{array}{cc}
\tilde{M}^{(1)}_{2,2,1}[f] & k^{\ell+1} \\
I^r & I^r \\
\end{array} & \begin{array}{cc}
\tilde{M}^{(1)}_{2,2,2}[f] & k^{\ell+1} \\
I^r & I^r \\
\end{array}
\end{array} \]

\[ \begin{array}{c}
\begin{array}{c}
k \rightarrow \tilde{M}_{\theta^s}^{(1)} = [1,0,\ldots,0] \\
k \rightarrow \tilde{M}_{\theta^r}^{(1)} = [0,0,\ldots,0] \\
\end{array} & \begin{array}{c}
k \rightarrow \tilde{M}_{\theta^u}^{(1)} = [0,0,1,0,\ldots,0] \\
k \rightarrow \tilde{M}_{\theta^v}^{(1)} = [0,0,1,0,\ldots,0] \\
\end{array}
\end{array} \]

\[ (3.7) \]

Since the arrows $\theta$ and $\theta'$ determine a Kronecker quiver we have $A^0 = [aI]$ and $B^0 = [aI]$ for some scalar $a$. Moreover, by the definition of morphism [A.2] we have

\[ [1,0,\ldots,0]A^0 = C^0[1,0,\ldots,0] + xA^1I^r, \]
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that is,

$$[a - \epsilon^0, 0 \ldots 0, 0] = x[0, a_1^1 \ldots a_1^1],$$

and hence $a = \epsilon^0$ and $A_1 = 0$. Then $\text{End}_{\mathcal{A}^Y}(\tilde{M}^{(1)}_{2,1,1}[\ell]) = aId$. The case $\delta^0(\theta^0) = x'(\epsilon^0 \otimes \theta') (x' \neq 0)$ can be treated in a similar way and for the case $\delta^0(\theta^0) = x(\epsilon^0 \otimes \theta) + x'(\epsilon^0 \otimes \theta')$ (figure 3.6) observe that the equation above has the form

$$[\ldots, a - \epsilon^0, 0 \ldots 0] = x[0, a_1^1 \ldots a_1^1] + x'[a_1^1 \ldots a_1^1, 0],$$

therefore we conclude again that $a = \epsilon^0$ and $a_1^1 = \ldots = a_1^1 = 0$.

We compute now the endomorphism algebra of $\tilde{M}^{(1)}_{2,2,1}[\ell]$ (the case $\tilde{M}^{(1)}_{2,2,1}[\ell]$ is similar) with help of the following diagram,

Since the central square is commutative we have $A^0 = [aI]$ and $B_1 = [aI]$ (for some $a \in k$). The following equations are obtained from the definition of morphism and the conditions $\delta^0(\theta^0) = \epsilon^0 \otimes \theta$, $\delta^0(\theta^0) = \epsilon^0 \otimes \theta'$ and $\delta^0(\theta^0) = x(\epsilon^0 \otimes \theta) + x'(\epsilon^0 \otimes \theta') (x, x' \neq 0)$,

$$[a - \epsilon^0, 0 \ldots 0, 0] = [0, a_1^1 \ldots a_1^1],$$

$$[0, 0 \ldots 0, a - \epsilon^0] = [0, b_1^1 \ldots b_1^1],$$

$$[\ldots, a - \epsilon^0, 0 \ldots 0] = x[0, c_1^1 \ldots c_1^1] + x'[c_1^1 \ldots c_1^1, 0],$$

then $a = \epsilon^0 = b_1^1 = c_1^1$ and $a_1^1 = \ldots = a_1^1 = b_1^1 = \ldots = b_1^1 = c_1^1 = \ldots = c_1^1 = 0$. Hence the endomorphism algebra of $\tilde{M}^{(1)}_{2,2,2}[\ell]$ is one dimensional, which completes the proof.

The case of rank two $\mathcal{A}^Y$-representations is considered by cases depending on the parity of the parameter $\ell$. In figure 3.8 we explicitly show a series of modules for $\ell$ even (representations $\tilde{N}^{(2)}_{4,3,2}[\ell]$) corresponding to the roots of type $\mathcal{R}^{(2)}_{3,3,2}$ together with coefficient quivers for the case $\ell = 8$. Representations corresponding to roots of type $\mathcal{R}^{(2)}_{3,2,2}$ and type $\mathcal{R}^{(2)}_{2,2,2}$ can be obtained deleting from the module $\tilde{N}^{(2)}_{3,3,2}[\ell]$ the matrices $\tilde{N}_{\theta^0}$ and/or $\tilde{N}_{\theta^0}$ (dotted arrows in the coefficient quiver), depending on the value of the differential $\delta^0$. The case $\ell$ odd
is described in figure (3.9).

To give the transformations \( \widetilde{N}_{\theta^v}, \widetilde{\bar{N}}_{\theta^v} \) and \( \widetilde{\bar{N}}_{\theta^u} \) we can assume, without loss of generality, that the arrows \( \theta^v, \theta^s \) and \( \theta^u \) satisfy

\[
\delta^v(\theta^v) = \varepsilon^r \otimes \theta, \quad \delta^v(\theta^s) = \varepsilon^s \otimes \theta' \quad \text{and} \quad \delta^v(\theta^u) = x(\varepsilon^u \otimes \theta) + x'(\varepsilon^u \otimes \theta'),
\]

where \( x \) and \( x' \) are nonzero scalars. Take \( \widetilde{N}_{\theta^v} = [1, 0, \ldots, 0, 0], \widetilde{\bar{N}}_{\theta^v} = [0, 0, \ldots, 0, 1] \) and \( \widetilde{\bar{N}}_{\theta^u} = [0, 0, 1, 0, \ldots, 0, 1, 0, \ldots] \), where the positions of the 1’s in the last matrix are arbitrary inside the blocks separated by the central line.

For the odd case we make the same assumption in the arrows \( \theta^v, \theta^s \) and \( \theta^u \) and show as example the coefficient quiver for the case \( \ell = 7 \).
Lemma 3.35 The series of rank two representations \( \tilde{N}^{(2)}_{\ell,3,2}[\ell] \) (\( \ell \geq 0 \) even) and \( \tilde{M}^{(2)}_{\ell,3,2}[\ell] \) (\( \ell \geq 1 \) odd) given above consist in exceptional \( A^0 \)-modules. Moreover, the representations \( \tilde{N}^{(2)}_{3,2,2}[\ell] \), \( \tilde{N}^{(2)}_{2,2,2}[\ell] \) and \( \tilde{M}^{(2)}_{3,2,2}[\ell] \), \( \tilde{M}^{(2)}_{2,2,2}[\ell] \) obtained by removing the matrices corresponding to the arrows \( \theta^0 \) and/or \( \theta^1 \) are also exceptional.

Proof. We compute again endomorphism algebras and use Lemma 1.4. Consider first the case \( \ell \) even (representations \( \tilde{N}^{(2)}_{\ell,3,2}[\ell] \)). We give an endomorphism \((f^0, f^1)\) of \( \tilde{N}^{(2)}_{\ell,3,2}[\ell] \) through the matrices \( A^0 - G^0 \), which conform the part \( f^0 \) and \( A^1 - G^1 \) for the part \( f^1 \) (which are shown below in separated diagrams for clarity).

In this case we have \( Q = \tilde{N} = I_{\ell/2}^+ \oplus I_{\ell/2}^- \) and \( Q' = \tilde{N}' = I_{\ell/2}^+ \oplus I_{\ell/2}^- \). In addition we have \( R = \tilde{N}^\circ_r = [1, 0 \ldots \ldots 0, 0] \), \( S = \tilde{N}^\circ_s = [0, 0 \ldots \ldots 0, 1] \), \( U = \tilde{N}^\circ_u = [0, 0 \ldots \ldots 0, 1, 0 \ldots \ldots 0] \), \( V = \tilde{N}^\circ_v = [0, 0 \ldots \ldots 1, 0 \ldots \ldots 0] \) and \( W = \tilde{N}^\circ_w = [\ldots 0, 0, 0 \ldots 1, 0, 0] \) (figure 3.8).

The matrices \( A^0 - G^0 \) and \( A^1 - G^1 \) are subject to the following equations which are obtained from the definition of morphism (A.12). Recall we have assumed that \( \delta^0(\theta) = \delta^0(\theta^1) = 0 \), \( \delta^0(\theta^0) = \epsilon^r \otimes \theta \), \( \delta^1(\theta^0) = \epsilon^s \otimes \theta \) and \( \delta^s(\theta^0) = \epsilon^r \otimes \theta \)
to the Kronecker subquiver, we have dimensional and representations \( \tilde{a} \). Then we have middle has the form for scalars \( a, b, a', b' \in k \). The first two equations in the middle (3.10) can be rewritten as follows,

\[
\begin{align*}
[a - c^0, 0 \ldots 0, 0|b', 0 \ldots 0, 0] &= \begin{bmatrix} 0, a_1^{\ell/2}, 0, a_1^{\ell/2+1}, \ldots, a_1^\ell \end{bmatrix}, \\
[0, 0 \ldots 0, a'|0, 0 \ldots 0, b - d^0] &= \begin{bmatrix} b_1^{\ell/2}, 0, b_1^{\ell/2+1}, \ldots, b_\ell^0, 0 \end{bmatrix},
\end{align*}
\]

in particular we have that \( a' = b' = 0 \), and hence the third equation in the middle has the form

\[
[0, 0 \ldots 0, a - e^0, 0 \ldots 0, 0, b - e^0, 0 \ldots 0] = x \begin{bmatrix} 0, c_1^{\ell/2}, 0, c_1^{\ell/2+1}, \ldots, c_\ell^1 \end{bmatrix} + \\
+ x' \begin{bmatrix} c_1^{\ell/2}, 0, c_1^{\ell/2+1}, \ldots, c_\ell^1, 0 \end{bmatrix}.
\]

Then we have \( a = b = c^0 = d^0 = e^0 \) and \( A^1 = B^3 = C^1 = 0 \) (in particular the representations \( \tilde{N}^{(2)}_{2,2,2}[\ell] \) are exceptional). On the other hand, the equations on the right are

\[
\begin{align*}
[0, 0 \ldots 0, 0|a - f^0, 0 \ldots 0, 0] &= \begin{bmatrix} 0, d_1^{\ell/2}, 0, d_1^{\ell/2+1}, \ldots, d_\ell^1 \end{bmatrix} + \\
&\quad + \begin{bmatrix} f^1, 0 \ldots 0, 0, 0 \ldots 0, 0 \end{bmatrix}, \\
[0, 0 \ldots 0, 0 - g^0|0, 0 \ldots 0, 0] &= \begin{bmatrix} e_1^{\ell/2}, 0, e_1^{\ell/2+1}, \ldots, e_\ell^1, 0 \end{bmatrix} + \\
&\quad + \begin{bmatrix} 0, 0 \ldots 0, 0, 0 \ldots 0, g^1 \end{bmatrix},
\end{align*}
\]

and it follows that \( a = f^0 = g^0 \), \( D^1 = E^1 = 0 \) and \( F^1 = G^1 = 0 \). In this way \( f^0 = aId \) and \( f^1 = 0 \), that is, the endomorphism algebra of \( \tilde{N}^{(2)}_{3,3,2}[\ell] \) is one dimensional and \( \tilde{N}^{(2)}_{3,3,2}[\ell] \) is exceptional (as well as the modules \( \tilde{N}^{(2)}_{3,3,2}[\ell] \)).

Consider now the case \( \tilde{M}^{(2)}_{3,3,2}[\ell] \) given in figure (3.9). In this case we have \( Q = \tilde{M} = \tilde{M}^0 \oplus \tilde{M}^1 \oplus \tilde{M}^2 \) and \( Q' = \tilde{M}' = \tilde{M}_0^0 \oplus \tilde{M}_0^1 \oplus \tilde{M}_0^2 \). In addition we have \( R = \tilde{M}_0^0 = [0 \ldots 0, 0 \ldots 0, 0 \ldots 0, 0] \), \( S = \tilde{M}_0^0 = [0 \ldots 0, 0 \ldots 0, 0 \ldots 0, 0] \), \( U = \tilde{M}_0^0 = [0 \ldots 0, 0 \ldots 0, 0 \ldots 0, 0] \), \( V = \tilde{M}_0^0 = [0 \ldots 0, 0 \ldots 0, 0 \ldots 0, 0] \) and \( W = \tilde{M}_0^0 = [0 \ldots 0, 0 \ldots 0, 0 \ldots 0, 0] \). From commutativity of the inner square, which corresponds to the Kronecker subquiver, we have

\[
\begin{align*}
A^0 &= \begin{bmatrix} aI & bI \\ a'I & bI \end{bmatrix}, \\
B^0 &= \begin{bmatrix} aI & bI \\ a'I & bI \end{bmatrix},
\end{align*}
\]

for some \( a, b, a', b' \in k \). From the first two equations in the middle of (3.10) we obtain the equations

\[
\begin{align*}
[a + a' - c^0, b', 0 \ldots 0|b - c^0, 0 \ldots 0] &= \begin{bmatrix} 0, a_1^{\ell/2+1}, 0, a_1^{\ell/2+1}, \ldots, a_1^\ell \end{bmatrix}, \\
[0 \ldots 0, a', b'|0, 0 \ldots 0, b - d^0] &= \begin{bmatrix} b_1^{\ell/2+1}, 0, b_1^{\ell/2+1}, \ldots, b_\ell^0, 0 \end{bmatrix}.
\end{align*}
\]
from where it follows that $b' = 0$, $b = c^0$ and $B^1 = 0$. Then the third equation is given by

$$\begin{bmatrix} \ldots, a', 0, \ldots | \ldots, 0, b - c^0, 0, \ldots \end{bmatrix} = x \begin{bmatrix} 0, c_1^1 \ldots c_{\ell+1/2}^1 \ldots c_1^1 \end{bmatrix} + x' \begin{bmatrix} c_1^1 \ldots c_{\ell+1/2}^1, 0 | c_1^1 \ldots c_1^1, 0 \end{bmatrix},$$

and hence $a' = 0$, $b = c^0$ and $C^1 = 0$. Since $a' = 0$, from equation (3.11) it follows that $a = c^0 = b$, and since $b' = 0$ we have $A^1 = 0$ (in particular the representations $\tilde{M}_{3,2,2}[\ell]$ are exceptional). Finally, from the pair of equations on the right of (3.10) we obtain the equalities

$$\begin{bmatrix} 0, 0 \ldots 0, 0 | a - f^0 \ldots 0 \end{bmatrix} = \begin{bmatrix} 0, d_1^1 \ldots d_{\ell+1/2}^1 | 0, d_{\ell+1/2+1}^1 \ldots d_\ell^1 \end{bmatrix} + \begin{bmatrix} f^1, 0 \ldots 0, 0 | f^1 \ldots 0 \end{bmatrix},$$

$$\begin{bmatrix} 0, 0 \ldots 0, 0 | a - g^0 | 0 \ldots 0 \end{bmatrix} = \begin{bmatrix} c_1^1 \ldots c_{\ell+1/2}^1, 0 | c_{\ell+1/2+1}^1 \ldots c_1^1, 0 \end{bmatrix} + \begin{bmatrix} 0, 0 \ldots 0, 0 | 0 \ldots g^1 \end{bmatrix}.$$

Therefore $f^1 = 0$ and $a = f^0 = g^0$, $D^1 = E^1 = 0$ and $F^1 = G^1 = 0$, that is, the endomorphism algebra of $\tilde{M}_{3,3,2}[\ell]$ is one dimensional and $\tilde{M}_{3,3,2}[\ell]$ is exceptional (as well as the modules $\tilde{M}_{3,3,2}^{(2)}$). This completes the proof. □
Chapter 4

Construction of exceptional modules for \( \tilde{\Delta} \).

In this chapter we use the reduced exceptional representations given at the end of chapter 3 and the reduction functors \( F^X \) and \( F^Y \) to construct series of exceptional \( \Delta \)-modules, where \( \Delta \) is an extended Dynkin quiver such that its extension vertex is a source. This construction can be performed directly in coefficient quivers, for which we need the explicit knowledge of some representation of the Dynkin diagram \( \Delta \). The coefficient quiver corresponding to the maximal exceptional \( \Delta \)-module \( W_0 \) is indicated with the figure \( \bullet \). The marked vertices constitute a basis of the vector space \( \text{Hom}_{A_0}(R, W_0) \). All other needed \( \Delta \)-modules, whose isomorphism classes conform the sets \( X_0 \) and \( Y_0 \), are indicated with the figures \( \bullet \). The index \( i \) determines the corresponding representation \( X_i \) or \( Y_i \), while the orientation of the triangle symbolized the different wings of vertex \( [W_0] \) in the Auslander-Reiten quiver of \( A_0 \).

4.1 Representations of \( \tilde{A}_n \).

Consider first the extended Dynkin quivers \( \tilde{A}_n \) \((n \geq 2)\) with linear orientation of its arrows. In this case the Auslander-Reiten quiver of the Dynkin diagram...
$\Gamma(kA_n)$ consists in a single wing of order $n$.

\[
\begin{array}{cccc}
& 1 & 1 & \\
0 & \downarrow & \downarrow & 0 \\
1 & \downarrow & \downarrow & 1 \\
0 & \downarrow & \downarrow & 0 \\
\end{array}
\]

According to lemmas 3.28 and 3.30 we compute the reduced ditalgebras $A^X$ and $A^Y$, where $X_0$ is direct sum of representatives of the projective $A_0$-modules and $Y_0$ is direct sum of representatives of the injective $A_0$-modules (ordered from left to right in both cases). Fix bases of the vector spaces $\text{Hom}_{A_0}(R, X_0)$ and $\text{Hom}_{A_0}(R, Y_0)$ as in lemmas 3.27 and 3.29. Choose as basis of $\text{Hom}_{A_0}(R, W_0)$ the vectors $a_i = \rho_1$ and $a_i' = b_1 = b = a_i'$, $b_i' = \rho_1$. The quivers corresponding to the reductions $A^X$ and $A^Y$ are shown next.

With respect to the selected bases the differentials $\delta^x$ and $\delta^y$ have the following form.

\[
\begin{array}{c|c|c|c}
\text{Arrow} & \text{Its differential } \delta^x & \text{Arrow} & \text{Its differential } \delta^y \\
\hline
\xi^1 & \sum_{1 \leq i < j} \gamma^1_{i,j} \otimes \xi^1_i & \theta^1 & \sum_{1 \leq i < j} \gamma^1_{i,j} \otimes \theta^1_i \\
\xi & \sum_{1 \leq i < n} \gamma^1_{i,n-1} \otimes \xi^1_i & \theta & 0 \\
\xi' & 0 & \theta' & 0 \\
\end{array}
\]

The coefficient quiver of an exceptional representation corresponding to the maximal root of $A_n$, indicated with the figure $\bullet\bullet$, is substituted in the coefficient quivers of the $A^Y$-modules with rank minus one $\tilde{M}_{n-1}^1[\ell]$ and rank one $\tilde{M}_{1,1}^1[\ell]$, given in figures (3.4) and (3.5) in section 3.6. In this way we directly determine coefficient quivers for $F^Y(\tilde{M}_{n-1}^1[\ell])$ and $F^Y(\tilde{M}_{1,1}^1[\ell])$. We show for instance the cases $\ell = 4$. 
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Rank minus one representations \( M_{1,1,1,1}^{(-1)}[\ell] = F^Y(\tilde{M}_{1,1,1,1}^{(1)}[\ell]) \) and rank one representations \( M_{1,1,1,1}^{(1)}[\ell] = F^Y(\tilde{M}_{1,1,1,1}^{(1)}[\ell]) \) (\( \ell \geq 0 \)).

Since in the linearly ordered case in \( \mathbb{A}_n \) there is only one wing of vertex \([W_0]\) in the Auslander-Reiten quiver, we observe that, besides the given representations \( \tilde{M}_{1,1,1,1}^{(1)}[\ell] \), there are only reduced representations of rank one of the form \( \tilde{M}_{2,1,1,1}^{(1)}[\ell] \) (point (3.6)). In this case the reduced representation \( \tilde{M}_{2,1,1,1}^{(1)}[\ell] \) depends on an index \( i \) corresponding to the representation \( Y_i^{1/2} \) (1 < \( i \) ≤ \( n \)), for which we also give a coefficient quiver.

Rank one representations \( iM_{2,1,1,1}^{(1)}[\ell] = F^Y(i\tilde{M}_{2,1,1,1}^{(1)}[\ell]) \) (\( \ell \geq 0 \)).

\[
\begin{align*}
\text{Proposition 4.1} & \quad \text{Assume that } \tilde{\mathbb{A}}_n \text{ has a linear orientation of its arrows. Then every indecomposable preinjective } \tilde{\mathbb{A}}_n \text{-representation is isomorphic to one of the modules } M_{1,1,1,1}^{(1)}[\ell] \text{ or } M_{2,1,1,1}^{(1)}[\ell] \text{ (with } 1 < i \leq n \text{) given in figures (4.1) and (4.2)}. \\
\text{Proof.} & \quad \text{By theorem } 3.25(b) \text{ and the construction of the reduction module } Y, \\
& \quad \text{almost every indecomposable preinjective module is isomorphic to an object in the image of the functor } F^Y. \text{ Since } Y \text{ is direct sum of representatives of the indecomposable injective } A_0 \text{-modules, in fact every indecomposable preinjective module is isomorphic to an object in the image of } F^Y. \\
& \quad \text{By proposition } 3.32(a), \text{ if } \tilde{M} \text{ is an indecomposable } A^Y \text{-module such that } F^Y(\tilde{M}) \text{ is preinjective, then the dimension vector } \dim \tilde{M} \text{ has rank one. By lemma } 3.33 \text{ and since the quiver } \Delta^Y \text{ associated to the ditalgebra } A^Y \text{ has a single branch, } \dim \tilde{M} \text{ is one of the roots } \mathcal{R}_{1,1,1,1}[\ell] \text{ or } \mathcal{R}_{2,1,1,1}[\ell]. \text{ Hence every indecomposable preinjective module is isomorphic to a representation of the}
\end{align*}
\]
form $F^\nu(\overline{M})$ where $\overline{M}$ is one of the representations $\overline{M}^{(1)}_{1,1,1}[\ell]$ and $\overline{M}^{(1)}_{2,1,1}[\ell]$, for $1 < i \leq n$ given in lemma 3.34.

We turn now to the case $A_n$ with a nonlinear ordering of its arrows, thus there exist two wings of vertex $[W_0]$ in the Auslander-Reiten quiver $\Gamma(kA_n)$.

\[
\begin{array}{ccccccc}
\cdots & x^1_1 & \cdots & y^2_{n_2} & \cdots \\
\cdots & x^2_{n_2-1} & w_0 & y^2_{n_2-1} & \cdots \\
\cdots & x^1_{n_1-1} & y^1_2 & \cdots \\
\cdots & x^1_1 & \cdots \\
\cdots & y^1_{n_1-2} & \cdots & y^1_{n_1} & \cdots \\
\end{array}
\]

Observe that there are exactly $2n - 2$ indecomposable representations $Z_0$ of $A_n$ such that $\dim \text{Hom}_{A_n}(R, Z_0) = 1$. By lemma 3.34 this are the elements which conform the sets $\mathcal{X}_0$ and $\mathcal{Y}_0$. There are rearrangements of these roots as shown below, where as usual $w_0$ is the maximal root of $A_n$.

\[
\{x^1_1, \ldots, x^1_{n_1-1}, w^0_0, y^2_2, \ldots, y^2_{n_2}\} = \left\{\begin{array}{c} \frac{q}{1} \quad \frac{q}{1} \quad \frac{q}{1} \quad \frac{q}{1} \\ \frac{q}{1} \quad \frac{q}{1} \quad \frac{q}{1} \quad \frac{q}{1} \end{array}\right\},
\]

\[
\{x^2_1, \ldots, x^2_{n_2-1}, w^0_0, y^1_2, \ldots, y^1_{n_1}\} = \left\{\begin{array}{c} \frac{q}{1} \quad \frac{q}{1} \quad \frac{q}{1} \quad \frac{q}{1} \\ \frac{q}{1} \quad \frac{q}{1} \quad \frac{q}{1} \quad \frac{q}{1} \end{array}\right\}.
\]

Moreover, since there are nonzero morphisms $W_0 \to Y^1_1$ and $W_0 \to Y^2_2$ for $1 < i \leq n_1$ and $1 < j \leq n_2$, we notice that the elements of $\mathcal{Y}_0$ correspond to those roots such that the arrow joining the last entry one with the first entry zero has the orientation $1 \to 0$. In a similar way the elements of $\mathcal{X}_0$ correspond to those arrows where the arrow joining the series of ones with the series of zeros has the orientation $0 \to 1$. For the choice of the bases of $\text{Hom}_{A_0}(R, X_0)$ and $\text{Hom}_{A_0}(R, Y_0)$ take $a = \rho_1$, $a' = \rho_2$, $b^1_1 = b = a'$ and $b^2_1 = b' = a$ (cf. lemmas 3.27 and 3.29). In this way the differentials $\delta^x$ and $\delta^y$ have the forms given in the following table.

| Arrow | Its differential $\delta^x$ | Arrow | Its differential $\delta^y$ |
|-------|-----------------------------|-------|-----------------------------|
| $\xi^1_1$ | $\sum_{1 \leq i < j} \gamma^1_{i,j} \otimes \xi^1_{i,j}$ | $\theta^1_1$ | $\epsilon^1_{1,j} \otimes \theta + \sum_{1 \leq i < j} \epsilon^1_{i,j} \otimes \theta^1_{i,j}$ |
| $\xi^2_1$ | $\sum_{1 \leq i < j} \gamma^2_{i,j} \otimes \xi^2_{i,j}$ | $\theta^2_1$ | $\epsilon^2_{1,j} \otimes \theta' + \sum_{1 \leq i < j} \epsilon^2_{i,j} \otimes \theta^2_{i,j}$ |
| $\xi'$ | $\sum_{1 \leq i < n_1} \gamma^1_{i,n_1} \otimes \xi^1_{i,n_1}$ | $\theta'$ | $0$ |
| $\xi''$ | $\sum_{1 \leq i < n_2} \gamma^2_{i,n_2} \otimes \xi^2_{i,n_2}$ | $\theta''$ | $0$ |

To supplement the list of rank one modules that appear in cases $A_n$ consider reduced representations of the form $3\overline{M}^{(1)}_{2,2,1}[\ell]$ (point 3.7). We describe the
prepresentations \( F^Y_{(k,\overline{M}^{(1)}_{2,2,1}[\ell]_j)} \). The quivers indicated with \( \bullet \) and \( \bigtriangleup \) correspond to coefficient quivers of \( Y^1_i \) and \( Y^2_j \) respectively. We show for instance the cases \( \ell = 4 \).

Rank one representations \( iM^{(1)}_{2,2,1}[\ell]_j = F^Y_{(k,\overline{M}^{(1)}_{2,2,1}[\ell]_j)} (\ell \geq 0) \).

These \( \widetilde{A}_n \)-modules correspond to those modules \( N_\pi \) determined by (counterclockwise) walks \( \pi \) given by Gabriel and Roiter [5, section 11.3].

4.2 Representations of \( \widetilde{D}_n \).

For the extended Dynkin quivers of type \( \widetilde{D}_n \) we fix the following orientation of arrows,

In figure 4.1 we show the Auslander-Reiten quiver \( \Gamma(k\mathbf{D}_n) \) of the Dynkin quiver corresponding to \( \mathbf{D}_n \). We order the wings of vertex \([W_0]\) starting with the wing that contains the sincere projective module (the wing of bigger order in cases \( n > 4 \)). We fix indecomposable representations for the positive roots that appear in figure 4.1 and show coefficient quivers corresponding to the maximal module and those representations in \( X_0 \).
Figure 4.1: Auslände-Reiten quiver of the Dynkin diagram $D_n$ corresponding to the given orientation of arrows. The positive roots shown correspond to the left side $\mathcal{X}_0$ and right side $\mathcal{Y}_0$ of the wings of vertex $[W_0]$. 
For the computation of the reduced ditalgebra $\mathcal{A}^X$ consider the representations of $D_n$ above and observe that $n_2 = n_3 = 2$ and that we can choose vectors $a_1^2$ and $a_1^3$ such that $a_2^3 = [\begin{smallmatrix} 1 \\ 2 \end{smallmatrix}]$ and $a_3^3 = [\begin{smallmatrix} 3 \\ 1 \end{smallmatrix}]$. Notice that in this case we can take $a_1^1$ such that $a_1^1 = [\begin{smallmatrix} 1 \\ 1 \end{smallmatrix}]$. Then, defining $a = a_2^2$ and $a' = a_3^2$ we have $a_{n_1}^1 = a + a'$ (cf. lemma 3.27).

The differential $\delta^x$ is described in the following table ($s \in \{1, 2, 3\}$).

| Arrow | Its differential $\delta^x$ |
|-------|-----------------------------|
| $\xi^1$ | $\gamma_{1,2} \otimes \xi_1^1 + \sum_{1 \leq i < n_1} \gamma_{1,n_1} \otimes \xi_1^1$, |
| $\xi^2$ | $\gamma_{3,2} \otimes \xi_1^1 + \sum_{1 \leq i < n_1} \gamma_{1,n_1} \otimes \xi_1^1$, |
| $\xi^3$ | $\sum_{1 \leq i < j} \gamma_{i,j} \otimes \xi_i^1$. |

In particular observe that $\delta^x(\xi_1^1) = \delta^x(\xi_2^2) = \delta^x(\xi_3^3) = 0$.

We describe now the reduced ditalgebra $\mathcal{A}^Y$. By lemma 3.29 we must choose vectors $b_1^1$, $b_1^2$ and $b_1^3$ such that

$$b_1^1 \neq a_{n_1}^1 = [\begin{smallmatrix} 1 \\ 1 \end{smallmatrix}], \quad b_1^2 \neq a_2^3 = [\begin{smallmatrix} 1 \\ 0 \end{smallmatrix}], \quad b_1^3 \neq a_3^3 = [\begin{smallmatrix} 0 \\ 1 \end{smallmatrix}],$$
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(considered as elements in $\text{Hom}_{A\ell}(R, W_0)$) we take then $b_1 = [\frac{1}{r}]$, $b_2 = [\frac{1}{s}]$, $b_3 = [\frac{1}{t}]$ and make $b = b_1$ and $b' = b_2$. In this way we have $b_3 = b + b'$.

Then the reduced differential $\delta^y$ has the following form,

| Arrow | Its differential $\delta^y$ |
|-------|--------------------------|
| $\theta_1$ | $e_{1,1}^i \otimes \theta + \sum_{1 < i < j} e_{1,j}^i \otimes \theta_{i,j}$, |
| $\theta_2$ | $e_{1,2}^i \otimes \theta'$, |
| $\theta_3$ | $e_{1,2}^i \otimes \theta + e_{1,2}^3 \otimes \theta'$, |
| $\theta'$ | 0, |
| $\theta$ | 0. |

To give preinjective representations of $\overline{D}_n$ we choose first modules of the Dynkin quiver $D_n$ corresponding to the elements of $\mathcal{Y}_0$ (see figure 4.1). Their coefficient quivers are shown next.

For the construction of indecomposable $\overline{D}_n$-representations we use these coefficient quivers and the series of exceptional representations of the reduced ditalgebra $\mathcal{A}^\ell$ having rank one (lemma 3.34) and rank two (lemma 3.35). In the following figures we show the representation in matricial form (left) and the coefficient quiver for a particular case in the parameter $\ell$ (right).
Rank one representations $M^{(1)}_{1,1,1}[\ell] = F^Y(\tilde{M}^{(1)}_{1,1,1}[\ell])$ ($\ell \geq 0$).

$$
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Rank one representations $M^{(1)}_{2,2,1}[\ell]_2^2 = F^Y(\bar{M}^{(1)}_{2,2,1}[\ell]_2^2)$ $(\ell \geq 0)$.

\[
\begin{bmatrix}
I_{\ell+1} \\
I_{\ell+1}
\end{bmatrix} k^\ell + 1
= k^2 k^\ell + 2 \begin{bmatrix}
I_{\ell+1} \\
I_{\ell+1}
\end{bmatrix} k^\ell + 2
\]

\[
\begin{bmatrix}
0 \\
I_{\ell+1}
\end{bmatrix} k^\ell + 1
= \begin{bmatrix}
I_{\ell+1} \\
0
\end{bmatrix} k^\ell + 1
\]

(4.7)

Rank one representations $\bar{M}^{(1)}_{2,2,1}[\ell]_2 = F^Y(\bar{M}^{(1)}_{2,2,1}[\ell]_2)$ $(\ell \geq 0)$.

\[
\begin{bmatrix}
I_{\ell+1} \\
I_{\ell+1}
\end{bmatrix} k^\ell + 1
= k^2 k^\ell + 2 \begin{bmatrix}
I_{\ell+1} \\
I_{\ell+1}
\end{bmatrix} k^\ell + 2
\]

\[
\begin{bmatrix}
0 \\
I_{\ell+1}
\end{bmatrix} k^\ell + 1
= \begin{bmatrix}
I_{\ell+1} \\
0
\end{bmatrix} k^\ell + 1
\]

(4.8)

Rank one representations $iM^{(1)}_{2,2,1}[\ell]_2^2 = F^Y(i\bar{M}^{(1)}_{2,2,1}[\ell]_2^2)$ $(\ell \geq 0)$.

\[
\begin{bmatrix}
I_{\ell+1} \\
I_{\ell+1}
\end{bmatrix} k^\ell + 1
= k^2 k^\ell + 2 \begin{bmatrix}
I_{\ell+1} \\
I_{\ell+1}
\end{bmatrix} k^\ell + 2
\]

\[
\begin{bmatrix}
0 \\
I_{\ell+1}
\end{bmatrix} k^\ell + 1
= \begin{bmatrix}
I_{\ell+1} \\
0
\end{bmatrix} k^\ell + 1
\]

(4.9)

Rank one representations $iM^{(1)}_{2,2,2}[\ell]_2 = F^Y(i\bar{M}^{(1)}_{2,2,2}[\ell]_2)$ $(\ell \geq 0)$.

\[
\begin{bmatrix}
I_{\ell+1} \\
I_{\ell+1}
\end{bmatrix} k^\ell + 1
= k^2 k^\ell + 3 \begin{bmatrix}
I_{\ell+1} \\
I_{\ell+1}
\end{bmatrix} k^\ell + 3
\]

\[
\begin{bmatrix}
0 \\
I_{\ell+1}
\end{bmatrix} k^\ell + 1
= \begin{bmatrix}
I_{\ell+1} \\
0
\end{bmatrix} k^\ell + 1
\]

(4.10)
Rank two representations $i N_{2,2,2}^{(2)[\ell]} = F^Y (i, \tilde{N}_{2,2,2}^{(2)[\ell]} ) (\ell = 2k)$.

$$c_{i N_{2,2,2}^{(2)[\ell]}}$$

$$A = \begin{bmatrix} I_{k+1} \\ I_{k+1} \\ I_{k} \\ I_{k+1} \end{bmatrix} \quad B = \begin{bmatrix} I_{\ell+1} \\ I_{\ell+1} \end{bmatrix}$$

(4.11)

Rank two representations $j,i N_{3,2,2}^{(2)[\ell]} = F^Y (j,i, \tilde{N}_{3,2,2}^{(2)[\ell]} ) (\ell = 2k)$.

$$c_{i N_{3,2,2}^{(2)[\ell]}}$$

$$A = \begin{bmatrix} I_{k+1} \\ I_{k+1} \\ I_{k} \\ I_{k+1} \end{bmatrix} \quad B = \begin{bmatrix} I_{\ell+1} \\ I_{\ell+1} \end{bmatrix}$$

(4.12)
Rank two representations $\tilde{M}_{3,2,2}^{(2)}[\ell] \simeq F^Y(\tilde{M}_{3,2,2}^{(2)}[\ell])$ ($\ell = 2k + 1$).

Proposition 4.2 With the orientation given to the quiver $D_n$, almost all indecomposable preinjective $D_n$-representations are isomorphic to one of the modules given in figures (4.3)-(4.14).

Proof. By theorem 3.25 (b) and the choice of the reduction module $Y$, almost all indecomposable preinjective module is isomorphic to an object in the image of the functor $F^Y$.

By proposition 3.32 (a), if $\tilde{M}$ is an indecomposable $A^Y$-module such that $F^Y(\tilde{M})$ is preinjective, then the dimension vector $\text{dim} \tilde{M}$ is a rank one or rank
two positive root. By lemma 3.33, \( \dim \tilde{M} \) is one of the roots in table 3.2, excepting those roots in the family \( R_{3,3,2}^{[2]} \), for all quivers \( D_n \) are of type \( n_1, 2, 2 \). Then almost all indecomposable preinjective \( \tilde{D}_n \)-module is isomorphic to a representation of the form \( F^Y(M) \) where \( \tilde{M} \) is some of the modules given in lemmas 3.34 and 3.35 which are precisely those used in figures (4.3)-(4.14).

\[ \square \]

### 4.3 Reduced ditalgebras for the cases \( \tilde{E}_m \)

In this last section we give the reduced tensor algebras corresponding to the cases \( \tilde{E}_6, \tilde{E}_7 \) and \( \tilde{E}_8 \), for an arbitrary orientation of the arrows (assuming that the extension vertex \( \omega \) is a source). The explicit forms of the differentials \( \delta^x \) and \( \delta^y \) depend on the orientations of the arrows, and can be computed in each particular case from the formulae given in lemmas 3.28 and 3.30, and the choice of representations of the Dynkin quivers \( E_m \) corresponding to the elements in \( X_0 \) and \( Y_0 \) (cf. figure 4.2 for the subspace orientation case).

Reduced tensor algebras of the path algebra of \( \tilde{E}_6 \) with respect to the admissible modules \( X \) (left) and \( Y \) (right).
Reduced tensor algebra of the path algebra of $\tilde{E}_7$ with respect to $X$.

Reduced tensor algebra of the path algebra of $\tilde{E}_7$ with respect to $Y$. 
Reduced tensor algebra of the path algebra of $\tilde{E}_8$ with respect to $X$.

Reduced tensor algebra of the path algebra of $\tilde{E}_8$ with respect to $Y$.
Figure 4.2: Auslander-Reiten quivers of the Dynkin diagrams $E_6$ (top left), $E_7$ (top right) and $E_8$ (bottom) with subspace orientation. In each case we show the positive roots corresponding to the left side $\mathcal{X}_0$ and right side $\mathcal{Y}_0$ of the wings of vertex $[W_0]$. 
Appendix A

Differential tensor algebras.

Ditalgebras and their modules.

Let $k$ be an arbitrary field. In what follows all $k$-algebras will have identity elements and morphisms between $k$-algebras will send indentities onto identities. All (bi)modules will be finite dimensional over $k$ and all modules will be left modules, unless otherwise stated.

**Definition A.1** A $k$-algebra $T$ is called positively graded if there exist a decomposition of $k$-vector spaces

$$T = \bigoplus_{i=0}^{\infty} T_i,$$

such that if $a \in T_i$ and $b \in T_j$, then $ab \in T_{i+j}$. Elements in $T_i$ are called homogeneous of degree $i$. Let $T$ be a $k$-algebra, $A$ a subalgebra of $T$ and $V$ an $A$-$A$-subbimodule of $T$. We say that $T$ is freely generated by $(A,V)$ if for any $k$-algebra $B$, any algebra morphism $\varphi_0 : A \to B$ and any morphism of $A$-$A$-bimodules $\varphi_1 : V \to B$ (where $B$ is considered as an $A$-$A$-bimodule through $\varphi_0$), there is a unique algebra morphism $\varphi : T \to B$ which extends $\varphi_0$ and $\varphi_1$.

![Diagram]

**Lemma A.2** Let $A$ be a $k$-algebra and $V$ an $A$-$A$-bimodule. Then the tensor algebra $T_A(V)$ is positively graded and freely generated by $(A,V)$.

**Proof.** Recall that

$$T_A(V) = \bigoplus_{i=0}^{\infty} V^\otimes i,$$

where $V^\otimes 0 := A$, $V^\otimes 1 := V$ and $V^\otimes i+1 := V^\otimes i \otimes_A V$ for $i \geq 1$. The multiplication is given by the tensor product, through the canonical isomorphisms $A \otimes V \cong V$ and

$$V^\otimes i \otimes V^\otimes j \longrightarrow V^\otimes {i+j}.$$
In this way it is clear that \( T(A(V)) \) is positively graded. Let \( \varphi_0 : A \to B \) and \( \varphi_1 : V \to B \) be as in the definition of freely generated algebras. Define \( \varphi_i : V^{\otimes i} \to B \) for \( i > 1 \) as follows

\[
X_{i=1}^n V \xrightarrow{(v_1, \ldots, v_n)} \varphi_1(v_1) \cdots \varphi_1(v_n).
\]

Observe that this mapping is \( A \)-balanced through \( \varphi_0 \), hence it induces a morphism \( \varphi_i : V^{\otimes i} \to B \). The family \( \{ \varphi_i \} \) induces a morphism of \( A \)-\( A \)-bimodules

\[
\varphi : T_A(V) = \bigoplus_{i=0}^{\infty} V^{\otimes i} \to B.
\]

It is easy to see that \( \varphi \) is an algebra morphism. Unicity is clear. \( \square \)

**Lemma A.3**

a) If \( T \) is freely generated by \( (A, V) \) then the morphism \( T \to T_A(V) \), determined by the inclusions of \( A \) and \( V \) in \( T \), is an isomorphism.

b) \( T_R(W_0 \oplus W_1) \cong T_{R,W_0}(T_R(W_0) \otimes W_1 \otimes T_R(W_0)) \).

**Proof.** Since both \( T \) and \( T_A(V) \) are freely generated by \( (A, V) \), there exist unique morphisms \( \varphi \) which extend the inclusions of \( A \) and \( V \) in \( T \), \( T_A(V) \) respectively.

\[
\begin{array}{ccc}
[A, V] & \xrightarrow{T} & T_A(V) \\
\downarrow \varphi & & \downarrow \psi \\
T_A(V) & & T_A(V)
\end{array}
\]

Then \( \psi \circ \varphi \) extends the inclusions of \( A \) and \( V \) in \( T \), and by unicity \( \psi \circ \varphi = Id_T \).

\[
\begin{array}{ccc}
[A, V] & \xrightarrow{T} & T_A(V) \\
\downarrow \psi \circ \varphi & & \downarrow \varphi \circ \psi \\
T & & T_A(V)
\end{array}
\]

Similarly \( \varphi \circ \psi = Id_{T_A(V)} \), and hence we have (a).

To show (b) define \( A = T_{R,W_0}(W_0) \) and consider the inclusions \( \sigma_0 : R \to T_{R,W_0}(W_0 \oplus W_1) \) and \( \sigma_1 : W_0 \to T_{R,W_0}(W_0 \oplus W_1) \), which determine an algebra morphism

\[
\sigma : A \to T_{R,W_0}(W_0 \oplus W_1).
\]

Define also \( \varphi_0 = \sigma \) and

\[
\varphi_1 : A \otimes_R W_1 \otimes_R A \xrightarrow{T_{R,W_0}(W_0 \oplus W_1)} \varphi_0(a)w\varphi_0(b),
\]

which is well defined (for \( \varphi_0 \) is morphism of \( R \)-\( R \)-bimodules) and by definition is a morphism of \( A \)-\( A \)-bimodules, considering the action of \( A \) in \( T_{R,W_0}(W_0 \oplus W_1) \) through \( \varphi_0 \). Then \( \varphi_0 \) and \( \varphi_1 \) extend in a unique way to a morphism of \( k \)-algebras

\[
\varphi : T_A(A \otimes_R W_1 \otimes_R A) \to T_{R,W_0}(W_0 \oplus W_1).
\]
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Take now the inclusion morphisms \( \psi_0 : R \rightarrow A \) and \( \psi_1^0 : W_0 \rightarrow A \) and consider the morphism of \( R \)-\( R \)-bimodules

\[
\psi_1^0 : W_1 \longrightarrow A \otimes_R W_1 \otimes_R A
\]

\[
w \longrightarrow 1 \otimes w \otimes 1.
\]

Make \( \psi_1 = \begin{bmatrix} \psi_0^1 \\ \psi_1^1 \end{bmatrix} : W_0 \oplus W_1 \rightarrow T_A(A \otimes_R W_1 \otimes_R A) \) and notice that \( \psi_1 \) is also a morphism of \( R \)-\( R \)-bimodules. Then \( \psi_0 \) and \( \psi_1 \) extend to a morphism of \( k \)-algebras \( \psi : T_R(W_0 \oplus W_1) \rightarrow T_A(A \otimes_R W_1 \otimes_R A) \), which happens to be inverse of \( \varphi \). \( \square \)

**Definition A.4**

a) Let \( \varphi \) of \( \text{algebras} \) \( R \) and consider the morphism of \( R \)-\( R \)-bimodules

\[
\delta(a) = \delta(a)b + (-1)^{|a|}a\delta(b).
\]  

(A.1)

b) A **differential tensor algebra** (ditalgebra) \( A = (T, \delta) \) consists in a positively graded \( k \)-algebra \( T \) which is freely generated by \((T_0, T_1)\), together with a differential \( \delta \) in \( T \) such that \( \delta^2 = 0 \). A ditalgebra morphism \( \varphi : (T, \delta) \rightarrow (T', \delta') \) is an algebra morphism \( \varphi : T \rightarrow T' \) such that \( \delta(T_i) \subseteq T'_i \) for all \( i \), and \( \delta' \varphi = \varphi \delta \). Denote by \( A \) the subalgebra \( T_0 \) of \( T \), and by \( V \) the \( A \)-\( A \)-subbimodule \( T_1 \).

Observe that if \( \delta \) is a differential then \( \delta(c) = 0 \) for any \( c \in k \subset T \). If \( A \) is a \( k \)-algebra, then \( A = (T_A(0), 0) \) is a ditalgebra (called **trivial** over \( A \)). Recall that if \( M \) and \( N \) are left \( A \)-modules then \( \text{Hom}_A(M, N) \) is an \( A \)-\( A \)-bimodule with actions

\[
[a \cdot f \cdot b](m) = af(bm).
\]

**Definition A.5** For \( A \)-modules \( M \) and \( N \) define the subspace

\[
\text{Hom}_A(M, N) \subset \text{Hom}_k(M, N) \oplus \text{Hom}_A(V, \text{Hom}_k(M, N))
\]

given by pairs \((f^0, f^1)\) which satisfy

\[
af^0(m) = f^0(am) + f^1(\delta(a))(m),
\]  

(A.2)

for any \( a \in A \) and \( m \in M \). Moreover, if \( L \) is an \( A \)-modulo, define the composition function

\[
\circ : \text{Hom}_A(M, N) \times \text{Hom}_A(L, M) \longrightarrow \text{Hom}_A(L, N)
\]

as \((f, g) \mapsto f \circ g = (f^0 \circ g^0, (f \circ g)^1)\), where \((f \circ g)^1\) is given for \( v \in V \) with \( \delta(v) = \sum_i v_i^1 v_i^0 \) by

\[
(f \circ g)^1 = f^0 \circ g^0(v) + f^1(v) \circ g^0 + \sum_i f^1(v_i^1)g^1(v_i^0).
\]  

(A.3)
The last composition is well defined. In fact it determines, together with the $A$-modules as objects and morphism groups given by $\text{Hom}_A(M,N)$, an additive $k$-category which we denote by $A$-mod and is called category of (finite dimensional) modules over the ditalgebra $A$ [3, proposition 2.3].

**Lemma A.6** A ditalgebra morphism $\varphi : A \to A'$ induces a functor

$$F_\varphi : A'-\text{mod} \longrightarrow A-\text{mod}.$$ 

Moreover, if $\varphi$ is surjective, then $F_\varphi$ is faithful.

**Proof.** The restriction $\varphi_0 : A \to A'$ induces a restriction functor $F_{\varphi_0} : A'-\text{mod} \longrightarrow A-\text{mod}$. Define $F_\varphi = F_{\varphi_0}$ in objects. For the definition of $F_\varphi$ in a morphism $f = (f^0, f^1) : M \to N$ consider the composition

$$V \xrightarrow{\varphi_1} V' \xrightarrow{f^1} \text{Hom}_k(M,N),$$

which is clearly of $A$-$A$-bimodules, for $\varphi_1$ is a morphism of $A$-$A$-bimodules through the map $\varphi_0$. Define then $F_\varphi(f^0, f^1) = (f^0, f^1 \circ \varphi_1)$. We verify that this is a morphism: for $a \in A$ and $m \in M$ we have

$$a \cdot f^0(m) = \varphi_0(a)f^0(m) = f^0(\varphi_0(a)m) + f^1(\delta(\varphi_0(a)))(m) =
= f^0(a \cdot m) + (f^1 \circ \varphi_1)(\delta(a))(m).$$

Clearly the mapping $F_\varphi$ sends identities onto identities. To see that $F_\varphi$ respects compositions it is enough to verify that

$$(g \circ f)^1 \circ \varphi_1 = (F_\varphi(g) \circ F_\varphi(f))^1.$$ 

Let $v \in V$ and make $\delta(v) = \sum_i v'_i v''_i$. Then

$$(F_\varphi(g) \circ F_\varphi(f))^1(v) = g^0 f^1(\varphi_1(v)) + g^1(\varphi_1(v)) f^0 +
= \sum_i g^1(\varphi_1(v'_i)) f^1(\varphi_1(v''_i)) =
= (g \circ f)^1(\varphi_1(v)).$$

Assume now that $f = (f^0, f^1) : M \to N$ is a morphism such that $F(f) = (f^0, f^1 \circ \varphi_1) = 0$. Then $f^0 = 0$ and if $\varphi$ is surjective then $f^1 = 0$, that is, $F_\varphi$ is a faithful functor. □

**Layers, triangularity and extensions.**

**Definition A.7** Let $R$ be a $k$-algebra and $W$ a $R$-$R$-bimodule with decomposition $W = W_0 \oplus W_1$. Then $(R, W)$ is called **layer** of the ditalgebra $A = (T, \delta)$ if $R, W_0 \subseteq T_0, W_1 \subseteq T_1$, the algebra $T$ is freely generated by $(R, W)$ and $\delta(R) = 0$. Then $\delta : T \to T$ is a morphism of $R$-$R$-bimodules and to determine the differential it is enough to give its values on $W_0$ and $W_1$ [3, lemma 4.4].
Lemma A.8  Let $A = (T, \delta)$ be a ditalgebra with layer $(R, W_0 \oplus W_1)$ and $A = T_0$. Assume that $A'$ is a subalgebra of $A$ and that $M$ and $N$ are $A'$-modules. Then there exists a natural isomorphism in $M$ and $N$

\[
\text{Hom}_{R,R}(W_1, \text{Hom}_k(M, N)) \cong \text{Hom}_{A',A'}(A' \otimes_R W_1 \otimes_R A', \text{Hom}_k(M, N)).
\]

Proof. We directly observe that the mappings

\[
\text{Hom}_{R,R}(W_1, \text{Hom}_k(M, N)) \cong \text{Hom}_{A',A'}(A' \otimes_R W_1 \otimes_R A', \text{Hom}_k(M, N))
\]

\[
h \mapsto [a \otimes u \otimes a' \mapsto ah(u)a']
\]

and

\[
\text{Hom}_{A',A'}(A' \otimes_R W_1 \otimes_R A', \text{Hom}_k(M, N)) \cong \text{Hom}_{R,R}(W_1, \text{Hom}_k(M, N))
\]

\[
f \mapsto [u \mapsto f(1 \otimes u \otimes 1)].
\]

are inverse from each other. The naturality can be also proved in a direct way. □

By the lemma above, since $A \otimes_R W_1 \otimes_R A \cong T_1 = V$, there is an isomorphism

\[
\begin{array}{ccc}
\text{Hom}_R(M, N) & \oplus & \text{Hom}_{R,R}(W_1, \text{Hom}_k(M, N)) \\
\oplus & \text{Hom}_{A',A'}(A' \otimes_R W_1 \otimes_R A', \text{Hom}_k(M, N)) & \oplus \\
\text{Hom}_{A,A}(V, \text{Hom}_k(M, N)) & \oplus & \text{Hom}_R(M, N)
\end{array}
\]

given by $(f^0, f^1) \mapsto (f^0, \hat{f}^1)$.

Definition A.9  We say that a layer $(R, W)$ of a ditalgebra $A = (T, \delta)$ is triangular if

1) there is a sequence of $R$-subbimodules $0 = W_0^0 \subseteq W_1^0 \subseteq \cdots \subseteq W_r^0 = W_0$ such that $\delta(W_i^{i+1}) \subseteq A_i W_1 A_i$, for $0 \leq i < r$, where $A_i$ is the subalgebra of $A$ generated by $R$ and $W_i^0$,

2) there is a sequence of $R$-subbimodules $0 = W_0^1 \subseteq W_1^1 \subseteq \cdots \subseteq W_s^1 = W_1$ such that $\delta(W_i^{i+1}) \subseteq AW_i^1 A W_i^1$, for $0 \leq j < s$.

If moreover each bimodule $W_i^j$ is a direct summand of $W_i^{i+1}$ for $0 \leq i < r$, we say that the layer $(R, W)$ is additive triangular.

Any ditalgebra with triangular layer which satisfies the conclusion of the following theorem is called Roiter ditalgebra.

Theorem A.10 (Roiter property)  Let $A = (T, \delta)$ be a ditalgebra with additive triangular layer $(R, W)$ such that $R$ is semi-simple. Consider a pair of $R$-modules $M$ and $N$ and morphisms

\[
f^0 \in \text{Hom}_R(M, N) \quad \text{and} \quad f^1 \in \text{Hom}_{R,R}(W_1, \text{Hom}_k(M, N)).
\]
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a) If $f^0$ is a retraction (surjectivity is enough, for $R$ is semi-simple) and $N$ has structure of $A$-module, then there exists an structure of $A$-module for $M$ (which extends the structure of $R$-module) such that

$$(f^0, f^1) : M \rightarrow N,$$

is a morphism in $A$-mod.

b) If $f^0$ is a section (injectivity is enough, for $R$ is semi-simple) and $M$ has structure of $A$-module, then there exists an structure of $A$-module for $N$ (which extends the structure of $R$-module) such that

$$(f^0, f^1) : M \rightarrow N,$$

is a morphism in $A$-mod.

**Proof.** a) Since $f^0 : M \rightarrow N$ is a retraction, there is a morphism of $R$-modules $g^0 : N \rightarrow M$ such that $f^0g^0 = Id_N$. To give an action of $A = T_R(W_0)$ in $M$ it is enough to give a morphism $\varphi : W_0 \otimes M \rightarrow M$. We use the filtration of $W_0$

$$0 = W^0_0 \subset W^1_0 \subset \ldots \subset W^{r-1}_0 \subset W^r_0 = W_0,$$

and inductively define $\varphi_j : W^j_0 \otimes M \rightarrow M$ using the following formula (where the factor $f_{j-1}$ will be defined later)

$$\varphi_j(w \otimes m) = g^0(wf^0(m)) - g^0(f_j^{-1}(\delta(w))(m)), \text{ for } w \in W^j_0.$$

If we have defined $\varphi_{j-1}$, then $M$ is an $A_{j-1}$-module and $\text{Hom}_k(M, N)$ is an $A_{j-1}-A_{j-1}$-bimodule. In this way, using lemma [3] and since the bimodule $A_{j-1} \otimes_R W_1 \otimes_R A_{j-1}$ is isomorphic to $A_{j-1}W_1A_{j-1}$ for $W^i_0$ is direct summand of $W^{i+1}_0$ (cf. 5.2 in [3]), the morphism $f^1 \in \text{Hom}_{R,R}(W_1, \text{Hom}_k(M, N))$ can be extended to a morphism

$$f^1_{j-1} \in \text{Hom}_{A_{j-1},A_{j-1}}(A_{j-1}W_1A_{j-1}, \text{Hom}_k(M, N)).$$

As base case, if $w \in W^1_0$ we have that $\delta(w) \in A_0W_1A_0$. But $A_0 = R$ thus $\delta(w) \in W_1$. Define

$$\varphi_1(w \otimes m) = g^0(wf^0(m)) - g^0(f^1(\delta(w))(m)).$$

Observe that in the last step we get a morphism $\varphi = \varphi_1$ such that

$$\varphi(w \otimes m) = g^0(wf^0(m)) - g^0(f^1(\delta(w))(m)), \text{ for } w \in W_0.$$ 

Notice that for $w \in R$ or $w \in W_0$ we have

$$f^0(w \cdot m) = f^0(\varphi(w \otimes m)) = f^0(g^0(wf^0(m))) - f^0(g^0(f^1(\delta(w))(m))),$$

that is,

$$wf^0(m) = f^0(w \cdot m) + f^1(\delta(w))(m).$$
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The last formula extends to $A = T_R(W_0)$. Indeed, assume that the formula is valid for elements in $W_0^\otimes_{k-1}$ and let $w \in W_0^\otimes_{k-1}$ and $w_\ell \in W_0$. Then
\[
(w_\ell w)^0(m) = w_\ell [f^0(w_\ell \cdot m) + \hat{f_1}(\delta(w))(m)] = w_\ell f^0(w_\ell \cdot m) + \hat{f_1}(w_\ell \delta(w))(m) = f^0(w_\ell \cdot (w_\ell \cdot m)) + \hat{f_1}(\delta(w))(w_\ell \cdot m) + \hat{f_1}(w_\ell \delta(w))(m) = f^0((w_\ell w)_\cdot m) + \hat{f_1}(\delta(w_\ell w))(m) = f_0((w_\ell w)_\cdot m) + \hat{f_1}(\delta(w_\ell w)),
\]
hence (by linearity) the formula is also valid in $W_0^\otimes_{k}$, and thus in all $A$. The proof of (b) is similar. □

With the same idea in mind we can prove that (when $R$ is semi-simple) a morphism $(f^0, f^1)$ in $A\text{-mod}$ is an isomorphism if and only if $f^0$ is an isomorphism in $R\text{-mod}$ [3, lemma 5.8] Assuming that $W_1$ is finitely generated, it can be also proved that $A\text{-mod}$ is a Krull-Schmidt category [3, theorem 5.13]. We will assume from now on that $A$ is a ditalgebra as we have described in this paragraph. The following lemma can be found in [3, lemma 5.14]

**Lemma A.11** Assume that there exists an exact pair $\xymatrix{ M \ar[r]^f & E \ar[r]^g & N }$ in $A\text{-mod}$ such that $gf = 0$ and $\xymatrix{ 0 \ar[r] & M \ar[r]^f & E \ar[r]^g & N \ar[r] & 0 }$ is an (split) exact sequence in $R\text{-mod}$. Then there is an isomorphism $h : E' \to E$ such that
\[
(h^{-1})f^1 = 0 \quad \text{and} \quad (gh)^1 = 0.
\]

**Definition A.12** For two $A\text{-modules} M$ and $N$ define the collection $\mathcal{E}(M, N)$ of pairs of composable morphisms $(f, g)$
\[
\xymatrix{ N \ar[r]^f & E \ar[r]^g & M },
\]
such that $gf = 0$ and the sequence of $R\text{-modules}$
\[
\xymatrix{ 0 \ar[r] & N \ar[r]^{f^n} & E \ar[r]^{g^n} & M \ar[r] & 0 },
\]
is an exact split sequence. Define in $\mathcal{E}(N, M)$ the relation $(f, g) \sim (f', g')$ if there exists an isomorphism $h : E \to E'$ such that the following diagram is commutative
\[
\xymatrix{ N \ar[r]^f \ar[d]_h & E \ar[r]^g \ar[d] & M \ar[d] \ar[r] & \cdots }
\]
Let $\text{Ext}_A(M, N) = \mathcal{E}(M, N)/\sim$.

**Lemma A.13** Let $A$ be a Roiter ditalgebra with layer $(R, W)$. There exists an exact sequence
\[
\xymatrix{ 0 \ar[r] & \text{Hom}_A(M, N) \ar[r] & \text{Hom}_R(M, N) \oplus \text{Hom}_{R-R}(W_1, \text{Hom}_k(M, N)) \ar[r]^{\pi} & \cdots }
\]
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σ \mapsto \text{Hom}_R(W_0 \otimes_R M, N) \xrightarrow{\eta} \text{Ext}_A(M, N) \rightarrow 0,

where \( \sigma \) is the morphism given by

\[ \sigma(f^0, f^1)(w \otimes m) = w f^0(m) - f^0(wm) - f^1(\delta(w))(m). \]

**Proof.** Since \( f^0, f^1 \) and the restriction of \( \delta \) to \( W_1 \) are morphisms of \( R \)-(bi)modules, \( \sigma \) is well defined. Let \( M \) and \( N \) be a pair of \( A \)-modules. By the isomorphism given in lemma A.8, the vector space \( \text{Hom}_A(M, N) \) is kernel of \( \sigma \). We define \( \eta \) as follows. For a morphism of \( R \)-modules \( h : W_0 \otimes_R M \rightarrow N \) define an \( A \)-module \( N \oplus h M \), whose underlying \( R \)-module is \( N \oplus M \), in the following way. Since \( A = T_R(W_0) \) is freely generated by \( (R, W_0) \), it is enough to give an action \( W_0 \otimes_R (N \oplus M) \rightarrow N \oplus M \).

Thus, \( \eta(h) \) is surjective. By lemma A.11 for each element in \( \text{Ext}_A(M, N) \) we can take a class representative of the form \( e = N \xrightarrow{(f^0, \delta)} E \xrightarrow{(g^0, 0)} M \). Since we assume that \( R \) is semi-simple, the exact sequence of \( R \)-modules

\[ 0 \xrightarrow{s^0 = [1]} N \xrightarrow{\rho^0 = [0]} M \rightarrow 0 \]

can be considered as an exact sequence of \( A \)-modules,

\[ 0 \xrightarrow{s^0} N \oplus h M \xrightarrow{\rho^0} M \rightarrow 0, \]

which in turn determines an exact sequence in \( A \)-mod given by

\[ \eta_h = N \xrightarrow{(f^0, 0)} N \oplus h M \xrightarrow{(g^0, 0)} M. \]

Define \( \eta(h) \) as the equivalence class of \( \eta_h \) in \( \text{Ext}_A(M, N) \).

Conversely, if \( M, N \) and \( E \) are \( A \)-modules such that the underlying \( R \)-module of \( E \) is \( N \oplus M \) and \( 0 \xrightarrow{s^0} N \xrightarrow{\rho^0} M \rightarrow 0 \) is an exact sequence of \( A \)-mod, then \( E = N \oplus h M \) for some morphism \( h \) in \( \text{Hom}_R(W_0 \oplus_R M, N) \).

**Step 1. \( \eta \) is surjective.** By lemma A.11 for each element in \( \text{Ext}_A(M, N) \) we can take a class representative of the form \( e = N \xrightarrow{(f^0, \delta)} E \xrightarrow{(g^0, 0)} M \). Since we assume that \( R \) is semi-simple, the exact sequence of \( R \)-modules

\[ 0 \xrightarrow{s^0} E \xrightarrow{g^0} M \rightarrow 0 \]

splits, and hence there is an isomorphism \( h^0 \) of \( R \)-modules such that the following is a commutative diagram in \( R \)-mod,

\[ \begin{array}{ccc}
0 & \xrightarrow{s^0} & N \\
\| & & \downarrow h^0 \\
0 & \xrightarrow{s^0} & N \oplus M \\
\| & & \downarrow h^0 \\
0 & \xrightarrow{s^0} & M \\
\end{array} \]

\[ 0 \rightarrow N \rightarrow E \rightarrow M \rightarrow 0. \]
Since $\mathcal{A}$ is a Roiter ditalgebra, the $R$-module $N \oplus M$ admits an structure of $A$-module $\hat{N} \oplus M$, in such a way that $(h^0, 0) : E \rightarrow \hat{N} \oplus M$ is a morphism in $\mathcal{A}$-mod. By commutativity of the last diagram, $s^0$ and $p^0$ are morphisms of $A$-modules, and by the observation above there is a morphism of $R$-modules $h : W_0 \otimes_R M \rightarrow N$ such that $\hat{N} \oplus M = N \oplus h_0 M$. Then there is a commutative diagram in $\mathcal{A}$-mod

$$
\begin{array}{ccc}
N & \xrightarrow{(f^0, 0)} & E \\
| & & | \\
\downarrow & & \downarrow \\
N & \xrightarrow{(\phi^0, 0)} & N \oplus M \\
| & & | \\
\downarrow & & \downarrow \\
N & \xrightarrow{(\phi^0, 0)} & N \oplus M \oplus M,
\end{array}
$$

and since $(h^0, 0)$ is an isomorphism, $\eta(h)$ is the equivalence class of $e$.

**Step 2.** The kernel of $\eta$ is the image of $\sigma$. Let $e$ be an element in $\text{Ext}_A(M, N)$ given as $e = \eta(h)$ for some morphism $h : W_0 \otimes M \rightarrow N$. Then $e$ splits if and only if there exists an isomorphism

$$
\begin{array}{ccc}
N & \xrightarrow{(\phi^0, 0)} & N \oplus M \oplus M \\
| & & | \\
\downarrow & & \downarrow \\
N & \xrightarrow{(\phi^0, 0)} & N \oplus M \oplus M
\end{array}
$$

By commutativity $\lambda$ has the form

$$
\begin{bmatrix}
I_N & (f^0, f^1) \\
0 & I_M
\end{bmatrix},
$$

with $f^0 \in \text{Hom}_R(M, N)$ and $f^1 \in \text{Hom}_R(W_0, \text{Hom}_k(M, N))$. Hence $e$ splits if and only if $\lambda$ is a morphism in $\mathcal{A}$-mod, that is

$$w\lambda^0(n + m) = \lambda^0(w(n + m)) + \lambda^1(\delta(w))(n + m),$$

or in matricial form,

$$w\begin{bmatrix}
I_N & f^0 \\
0 & I_M
\end{bmatrix}(n, m) = \begin{bmatrix}
I_N & f^0 \\
0 & I_M
\end{bmatrix}(w(n, m)) + \begin{bmatrix}
0 & f^1(\delta(w)) \\
0 & 0
\end{bmatrix}(n, m),$$

if and only if

$$
\begin{bmatrix}
w_n + w f^0(m) \\
w m
\end{bmatrix} = \begin{bmatrix}
I_N & f^0 \\
0 & I_M
\end{bmatrix}(w n + h(w \otimes m), w m) + \begin{bmatrix}
0 & f^1(\delta(w)) \\
0 & 0
\end{bmatrix}(m),
$$

if and only if

$$h(w \otimes m) = w f^0(m) = f^0(w m) - f^1(\delta(w))(m),$$

that is, if and only if $h = \sigma(f^0, f^1)$. The linearity of $\eta$ can be shown using the additive structure in $\text{Ext}_A(M, N)$ (cf. proposition 6.13 in [3]).

□
Some properties of bimodules and its duals.

Recall that a **right dual basis** \( \{ (u_i, \lambda_i) \}_{i \in I} \) of a right \( S \)-module \( U \) is a collection of elements \( u_i \in U \) and \( \lambda_i \in U^* = \text{Hom}_S(U_S, S_S) \) such that for any \( u \in U \) the set of indexes \( i \) for which \( \lambda_i(u) \neq 0 \) is finite and

\[
   u = \sum_{i \in I} u_i \lambda_i(u).
\]

The proof of point (a) in the following lemma can be found in [3] lemma 11.3. Point (b) can be proved in a similar way.

**Lemma A.14** Let \( W \) be a \( T \)-\( S \)-bimodule and assume that \( U \) is a \( R \)-\( S \)-bimodule which admits a finite dual basis \( \{ (u_i, \lambda_i) \}_{i \in I} \) as right \( S \)-module. Then there exists a natural isomorphism of \( T \)-\( R \)-bimodules

\[
   \varphi : \tau W_S \otimes_S U_R^* \longrightarrow \text{Hom}_S(U, W),
\]

given by \( \varphi (w \otimes \lambda)(u) = w \lambda (u) \). The inverse \( \varphi^{-1} \) has the form

\[
   \varphi^{-1}(h) = \sum_{i \in I} h(u_i) \otimes \lambda_i,
\]

For the following result confer lemma 11.4 in [3].

**Lemma A.15** Consider bimodules \( \tau A_S \) and \( sB_R \) such that \( A_S \) has a finite right dual basis \( \{ (a_i, \lambda_i) \}_{i \in I} \). Then there is a natural isomorphism of \( R \)-\( T \)-bimodules \( \psi : B^* \otimes_S A^* \rightarrow (A \otimes_S B)^* \) given by the rule \( \psi (g \otimes f)[a \otimes b] = g(f(a)b) \). Its inverse satisfies, for an element \( h \in (A \otimes_S B)^* \),

\[
   \psi^{-1}(h) = \sum_{i \in I} \rho_i(h) \otimes \lambda_i,
\]

where \( \rho_i(h)[b] = h(a_i \otimes b) \).

**Definition A.16** Let \( \Gamma \) be a \( k \)-algebra, \( S \) a subalgebra of \( \Gamma \) and \( P \) an ideal of \( \Gamma \). The pair \( (S, P) \) is called splitting of \( \Gamma \) if the module \( P_S \) admits a finite dual basis \( \{ (p_j, \gamma_j) \}_{j \in J} \) and there exists a decomposition of \( S \)-\( S \)-bimodules \( \Gamma = S \oplus P \). In that case the product in \( \Gamma \) induces a morphism of \( S \)-\( S \)-bimodules \( m : P \otimes_S P \rightarrow P \). The is a morphism of \( S \)-\( S \)-bimodules \( \mu := \psi^{-1} m^* : P^* \rightarrow P^* \otimes P^* \), where \( P^* = \text{Hom}_S(P_S, S_S) \). The mapping \( \mu \) is called comultiplication of \( P \) and satisfies the coassociativity rule, that is, the following diagram is commutative,

\[
\begin{array}{ccc}
   P^* & \xrightarrow{\mu} & P^* \otimes P^* \\
   \mu \downarrow & & \downarrow \text{id} \otimes \mu \\
   P^* \otimes P^* & \xrightarrow{\mu \otimes 1} & P^* \otimes P^* \otimes P^*.
\end{array}
\]

We have the following explicit expression for the coproduct in terms of the dual basis of \( P \),

\[
   \mu(\gamma) = \sum_{i,j \in J} \gamma(p_i p_j) \gamma_j \otimes \gamma_i, \quad \text{for } \gamma \in P^*.
\]
Definition A.18. Let \( A \) be a ditalgebra with layer \((R,W)\) and assume that \(W_0 = W_0' \oplus W_0''\) is a decomposition of \(R\)-\(R\)-bimodules such that \(\delta(W_0') = 0\). Consider the subalgebra \(B\) of \(T\) generated by \(R\) and \(W_0''\) and notice that \(B\) is a subalgebra of \(T_0\) freely generated by \((R,W_0'')\). Observe also that \(A' = (B,0)\) is a subditalgebra of \(A\) and that \(T_0\) is freely generated by \((B,BW_0''B)\). Then the algebra \(T\) has layer (besides \((R,W)\)) the layer \((B,W)\) (see lemma A.3), where \(W = W_0'' \oplus W_1\) with \(W_0'' = BW_0''B\) and \(W_1 = BW_1B\).

Reduction by admissible modules.

Definition A.19. Let \( A = (T, \delta) \) be a ditalgebra with layer \((R,W)\). Given an \(A\)-module \(X\), the algebra \(\Gamma = \text{End}_A(X)^{op}\) acts on the right of \(X\) through the rule \(xp = p^0(x)p\) for \(p = (p^0, p^1)\) and \(x \in X\). We say that \(X\) is an admissible \(A\)-module if it satisfies the following conditions

1. \(\Gamma\) admits an splitting \((S,P)\),
2. the right \(S\)-module \(X\) admits a finite dual basis, and
3. the morphisms \(f\) in \(S\) have the form \(f = (f^0,0)\).

Since in this work we are interested only in admissible \(A'\)-modules for subditalgebras \(A'\) as in A.18, the point (3) in the definition above is automatically satisfied. In all cases we are interested in, \(S\) is a semi-simple algebra, hence point (2) holds as long as \(X\) is a finite dimensional module.
Definition A.20 Assume that $X$ is an admissible $A'$-module, where $A'$ is a subditalgebra of $A$ as in definition [A.18]. Having in consideration the notation in the definition above, define the $S$-bimodule $W^X = W_0^X \otimes W_1^X$ by the formula

$$W_0^X = X^* \otimes_B W_0 \otimes_B X \quad \text{and} \quad W_1^X = [X^* \otimes_B W_1 \otimes_B X] \oplus P^*.$$ 

Take the reduced tensor algebra $T^X = T_S(W^X)$ with layer $(S, W^X)$. We want to define a differential $\delta^X$ in $T^X$. For that purpose define the following auxiliar morphisms.

Lemma A.21 Assume that $X$ is an admissible $A'$-module and that $T^X$ is the reduced tensor algebra as in definition above. Let $D(X) = (X^* \times X) \sqcup (P^* \otimes_S X^* \times X) \sqcup (X^* \times X \otimes_S P^*)$. Recall that $T$ is freely generated by $(B, W)$. For any element $(u, v) \in D(X)$ there exists a linear morphism

$$\sigma_{u,v}: T_B(W) \to T^X,$$

such that for $w_1, \ldots, w_n \in W$ we have $\sigma_{u,v}(w_1 \cdots w_n)$ given by

$$\sum_{i_1, \ldots, i_n-1} u \otimes w_1 \otimes x_{i_1} \otimes u_1 \otimes w_2 \otimes x_{i_2} \otimes u_2 \otimes \cdots \otimes x_{i_{n-1}} \otimes u_{i_{n-1}} \otimes w_n \otimes v,$$

and for $b \in B$,

$$\begin{cases} 
\sigma_{u,x}(b) = \nu(bx), & \text{if } \nu \in X^*, x \in X, \\
\sigma_{u,x}(b) = \sum_x \varphi_r \psi_r(bx), & \text{if } x \in X, u = \sum_x \varphi_r \otimes \psi_r, \varphi_r, \psi_r \in P^*, \nu \in X^*, \\
\sigma_{u,v}(b) = \sum_x \psi(bx)' \varphi_x', & \text{if } \nu \in X^*, v = \sum_x y_s \otimes \varphi_s', y_s \in X, \varphi_s' \in P^*. 
\end{cases}$$

The proof, together with some properties of the morphisms $\sigma_{u,v}$, can be found in [3 lemma 12.8]. Of particular interest, the morphism $\sigma_{u,x}$ preserves degree for any $x \in X$ and $\nu \in X^*$.

Lemma A.22 There exists a morphism of $S$-$S$-bimodules

$$\delta^X: [X^* \otimes_B W \otimes_B X] \oplus P^* \to T^X,$$

whose restriction to $P^*$ is the coproduct $\mu$ of $P$, and for $w \in W_0 \cup W_1$, $x \in X$ and $\nu \in X^*$,

$$\delta^X(\sigma_{u,x}(w)) = \sigma_{\lambda(x),x}(w) + \sigma_{\nu,x}(\delta(w)) + (-1)^{|w|+1} \sigma_{\nu,\rho(x)}(w),$$

where $\lambda$ and $\rho$ are the coactions given in [A.17]. This morphism can be extended to a differential in the tensor algebra $T^X$, which we also denote by $\delta^X$, in such a way that $A^X = (T^X, \delta^X)$ is a ditalgebra with layer $(S, W^X)$.

The ditalgebra $A^X$ is called reduction of $A$ with respect to $X$. One of the main tools in this work is the reduction functor $F^X: A^X\text{-mod} \to A\text{-mod}$, as constructed by Bautista, Salmerón and Zuazua in proposition 12.10 in [3].

Proposition A.23 Let $A = (T, \delta)$ be a ditalgebra with layer $(R, W)$ and $A = T_0$. Let $X$ be an admissible $A'$-module, where $A'$ is a subditalgebra of $A$ as in definition [A.18]. Then there is a functor

$$F^X: A^X\text{-mod} \to A\text{-mod},$$
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defined in the following way.

Given an \( A^X \)-module \( M \) denote by * the left action of \( T^X = T_S(W^X) \) in \( M \).
Make \( F^X(M) = X \otimes_S M \) (considered as left \( B \)-module) to which we want to give structure of \( A \)-module. For that recall that \( A \) is freely generated by \( B \) and \( W \).
Hence, in order to give to \( F^X(M) \) structure of \( A \)-module, it is enough to give a morphism of left \( B \)-modules \( W_0 \otimes_B X \otimes_S M \to X \otimes_S M \). Consider the composition

\[
\begin{array}{c}
W_0 \otimes_B (X \otimes_S M) \\
\longrightarrow \text{End}_S(X) \otimes [W_0 \otimes_B (X \otimes_S M)]
\end{array}
\]

where \( \varphi \) is the morphism given in lemma A.14. Using the expression of \( \varphi^{-1} \) given in that lemma, one shows the following formula for \( a \) defined in the following way.

\[
a \cdot (x \otimes m) = \sum_i x_i \otimes \sigma_{\nu_i}(a) \star m.
\]

If \( f = (f^0, f^1) \in \text{Hom}_{A^X}(M, N) \) then \( F^X(f) \) is given by

\[
(F^X(f))^0[x \otimes m] = x \otimes f^0(m) + \sum_j x p_j \otimes f^1(\gamma_j)(m),
\]

\[
(F^X(f))^1(v)[x \otimes m] = \sum_i x_i \otimes f^1(\sigma_{\nu_i}(v))[m],
\]

where \( x \in X, m \in M \) and \( v \in V = T_1 \).

We give now conditions which guarantee that the reduction functor \( F^X \) is full and faithful. Observe that for an admissible \( A' \)-module \( X \) we can perform two reductions \( A^X \) and \( A^{X'} \). The reduction functors \( F^X : A^X \text{-mod} \to A \text{-mod} \) and \( F^{X'} : A^{X'} \text{-mod} \to A' \text{-mod} \) can be related in the following way. Recall that there is a decomposition \( W_0 = W_0^0 \oplus W_0'' \) with \( \delta(W_0^0) = 0 \), and that \( B \) is the subalgebra of \( T \) generated by \( R \) and \( W_0^0 \). Then the inclusion \( r = B \to T \) determines a ditalgebra morphism \( A' \to A \).

On the other hand, recall that if \( (S, P) \) is a splitting of \( \text{End}_{A'}(X)^{op} \) then the reduced ditalgebra \( A^X \) has layer \( (S, W^X) \) where

\[
W_0^X = X^* \otimes_B W_0 \otimes_B X \quad \text{and} \quad W_1^X = X^* \otimes_B W_1 \otimes_B X \otimes P^*,
\]

\( W_0 = BW'' \) and \( W_1 = BW_1 \). Now, for the reduction \( A^{X'} \) consider the trivial decomposition of bimodules \( W_0 = W_0^0 \oplus 0 \) in the layer \( (R, W_0^0) \) of \( A' \).

Then the reduced ditalgebra \( A^{X'} \) has layer \( (S, P^*) \). The bimodule inclusion \( P^* \to W^X \) induces a morphism of ditalgebras \( \tilde{\varphi} : A^{X'} \to A^X \). Moreover, the
The following diagram is commutative,

\[
\begin{array}{ccc}
\mathcal{A}^X\text{-mod} & \xrightarrow{F^X} & \mathcal{A}\text{-mod} \\
\downarrow{F^r} & & \downarrow{F_r} \\
\mathcal{A}^r\text{-mod} & \xrightarrow{F^r} & \mathcal{A}^r\text{-mod}.
\end{array}
\]

**Definition A.24** Let $\mathcal{A}' = (B, 0)$ be a ditalgebra with layer $(R, W'_0)$ as in definition A.18. An admissible $\mathcal{A}'$-module $X$ is called complete if the reduction functor $F^X : \mathcal{A}^X\text{-mod} \to \mathcal{A}'\text{-mod}$ is full and faithful.

The proof of the following results can be found in [3, 13.3 and 13.5].

**Lemma A.25** Let $\mathcal{A}' = (B, 0)$ be a ditalgebra with layer $(R, W'_0)$ as in definition A.18. Assume that $X$ is an admissible $\mathcal{A}'$-module, where the algebra $\text{End}_{\mathcal{A}'}(X)^{op}$ admits as splitting the pair $(S, P)$. Assume moreover that $X$ is finite dimensional over the base field $k$ and that $S$ is semi-simple. Then $X$ is a complete admissible $\mathcal{A}'$-module.

**Proposition A.26** Assume that $X$ is a complete admissible $\mathcal{A}'$-module, where $\mathcal{A}' = (B, 0)$ is a subditalgebra of the layered ditalgebra $\mathcal{A}$ as in definition A.18. Then the associated functor $F^X : \mathcal{A}^X\text{-mod} \to \mathcal{A}\text{-mod}$ is full and faithful.

The following lemma describes the $\mathcal{A}$-modules which are in the image of the functor $F^X$ [3, lemma 16.1].

**Lemma A.27** Assume that $X$ is an admissible $\mathcal{A}'$-module, where $\mathcal{A}' = (B, 0)$ is a subditalgebra of the layered ditalgebra $\mathcal{A}$ as in definition A.18. Assume that $M$ is a $S$-module such that there exists an object $X \otimes_S M$ in $\mathcal{A}\text{-mod}$ whose underlying $B$-module structure is the canonical structure in $X \otimes_S M$. Then there is a unique $\mathcal{A}'$-module $\overline{M}$ with underlying $S$-module structure $M$ such that $F^X(M) = X \otimes_S \overline{M}$.

We end this section with the description of the effect of the reduction functor $F^X$ in extension groups. Confer [3, 16.6].

**Lemma A.28** Assume that $X$ is an admissible $\mathcal{A}'$-module, where $\mathcal{A}' = (B, 0)$ is a subditalgebra of the ditalgebra with triangular layer $\mathcal{A}$ as in definition A.18. Assume also that the decomposition $W_0 = W'_0 \oplus W''_0$ of the bimodule $W'_0$ appears in the filtration of $W_0$ in the definition of triangular layer. Then $\mathcal{A}'$ is a ditalgebra with triangular layer. Assume further that in the splitting $(S, P)$ of $\Gamma = \text{End}_{\mathcal{A}'}(X)^{op}$, the algebra $S$ is semi-simple and $P = \text{rad} \Gamma$ and that $X$ is finite dimensional over the field $k$. Then $F^X : \mathcal{A}^X\text{-mod} \to \mathcal{A}\text{-mod}$ is an exact functor and for any pair of $\mathcal{A}^X$-modules $M$ and $N$ it induces an exact sequence of vector spaces

\[
0 \to \text{Ext}^1_{\mathcal{A}^X}(M, N) \xrightarrow{F^X} \text{Ext}^1_{\mathcal{A}}(F_X(M), F_X(N)) \xrightarrow{F^r} \text{Ext}^1_{\mathcal{A}^r}(F_rF_X(M), F_rF_X(N)) \to 0.
\]
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