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Abstract—In this paper we consider the problem of localizing a set of broadband sources from a finite window of measurements. In the case of narrowband sources this can be reduced to the problem of spectral line estimation, where our goal is to estimate the active frequencies from a weighted mixture of pure sinusoids. There exists a plethora of modern and classical methods that effectively solve this problem. However, for a wide variety of applications the underlying sources are not narrowband and can have an appreciable amount of bandwidth. In this work, we extend classical greedy algorithms for sparse recovery (e.g., orthogonal matching pursuit) to localize broadband sources. We leverage models for samples of broadband signals based on a union of Slepian subspaces, which are more aptly suited for dealing with spectral leakage and dynamic range disparities. We show that by using these models, our adapted algorithms can successfully localize broadband sources under a variety of adverse operating scenarios. Furthermore, we show that our algorithms outperform complementary methods that use more standard Fourrier models. We also show that we can perform estimation from compressed measurements with little loss in fidelity as long as the number of measurements are on the order of the signal’s implicit degrees of freedom. We conclude with an in-depth application of these ideas to the problem of localization in multi-sensor arrays.
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I. INTRODUCTION

As ITS core this paper revisits and extends the classical problem of source localization. Specifically, we assume that we observe the superposition of $L$ sources $x_1(t), \ldots, x_L(t)$ corrupted by noise $\eta(t)$:

$$y(t) = \sum_{l=1}^{L} x_l(t) + \eta(t).$$

We then sample $y(t)$ at $N$ points $\{t_n\}_{n=1}^{N}$ and denote the vector of these samples by $y$. Broadly speaking, source localization can be accomplished by identifying certain key parameters of the component signals from the observations $y$. Different applications will entail varying choices in the sampling domain and the specific structure imposed on the $x_l(t)$. Perhaps the most commonly studied variation is when $x_l(t) = c_l e^{2\pi f_l t}$ for $c_l \in \mathbb{C}, f_l \in \mathbb{R}$ and we seek to estimate $(\{c_l, f_l\}_{l=1}^{L})$ from $y$, in which case this problem is called spectral line estimation (SLE). SLE arises in a variety of source localization problems. For example, in direction-of-arrival estimation (DOA), $y$ consists of a “snapshot” from a multi-sensor array and we wish to estimate the angle at which each $x_l(t)$ is impinging on an array.1 Classically, DOA is most often performed under a narrowband assumption which makes it effectively equivalent to SLE. In fact, by leveraging a narrowband signal model a wide variety of important problems in communications, seismology, and radar can be cast as a SLE problem [1].

The narrowband signal model coupled with existing works on SLE form the foundation upon which a more general class of source localization algorithms can be built. For this reason Section II offers a thorough overview of both recent and classical approaches to this problem. However, with even a relatively modest increase in the bandwidth of the sources the narrowband assumption fails to hold, even approximately. As will also be discussed in Section II this leads to a breakdown in the performance of existing localization algorithms. This forms the motivation for us to explore models and methods that more aptly suit broadband signals and can operate under a wider range of adverse conditions.

Our algorithms hinge on the ability to form a compact representation of broadband sources. We develop this representation using a specialized broadband signal subspace model based on the Discrete Prolate Spheroidal Sequences (DPSSs) [2]. The finitely truncated DPSSs (when appropriately modulated), also known as Slepian basis vectors, provide an optimal subspace representation for broadband signals sampled over a finite interval [3]. A union of these subspaces, each parameterized by a center frequency $f_l$ and bandwidth $W_l$, achieves the desired compact representation with a high level of accuracy [4]. Given a set of samples from a superposition of broadband signals, our algorithm fits this parametric model to the data by estimating each sources respective $f_l$ and $W_l$. Similar to existing “greedy” sparse recovery algorithms we iteratively alternate between projecting the signal (or residual) onto candidate Slepian subspaces and identifying the subspaces that capture the most energy to form an estimate of each component signal’s spectral support. Slepian subspaces are also used

1In this instance each $x_l(t)$ manifests as a plane-wave moving through space.
at each iteration to “null” the spectral components identified in previous iterations. The use of Slepian subspace models allows our algorithms to be robust to a large dynamic ranges between the signal powers when there are multiple active sources as well as operate at lower SNRs than traditional methods.

To demonstrate the utility of our proposed algorithms, we provide a host of experimental results. We first review existing narrowband source localization methods and show that they fail to generalize to the broadband case. Our proposed algorithms are then compared in a variety of scenarios. We then consider the problem of spectral support estimation from compressed samples. We show that when the number of samples is proportional to the inherent dimensionality (explained in detail in Section III-B) of the signal, our algorithms successfully identify the spectral support of each source. We then consider a multi-sensor array receiving several broadband signals from various DOAs. We apply our algorithms to this realistic scenario and demonstrate that they successfully identify the parameters associated with each source.

We provide here a brief snapshot of the nature of the experimental results given throughout the rest of the paper. In Figure 1(a), we demonstrate a specific instance of one of our proposed algorithms for broadband DOA estimation and compare it to the classical narrowband version of the same algorithm. While classical algorithms fail to identify all the sources due to the non-negligible bandwidth, our algorithm is able to correctly identify them. In Figure 1(b), we demonstrate the utility of the Slepian subspace model as compared to the traditional Fourier model for broadband signals. Specifically, we consider two active broadband signals, but with a vast difference in signal powers, with one signal being 10^5 times stronger than the other. The traditional broadband Fourier model, in which a signal is represented by orthogonal discrete Fourier transform (DFT) basis vectors, fails to entirely capture the stronger source leading to repeated identification of the same source. Our Slepian signal model however is successful in identifying the full spectral support of the stronger source, hence leading to the correct identification of the other sources in subsequent iterations.

II. EXISTING APPROACHES TO SOURCE LOCALIZATION

A. Localization via Spectral Line Estimation

We now briefly return to the previously described case of spectral line estimation (SLE). In the noiseless case, we observe the superposition of L component sinusoidal tones:

\[
\hat{s}(t) = \sum_{\ell=1}^{L} c_{\ell} e^{2\pi f_{\ell} t}
\]  

(2)

This is an idealized narrowband signal model. Here the Fourier transform of (2) is a superposition of Dirac delta distributions \( \hat{S}(f) = \sum_{\ell=1}^{L} c_{\ell} \delta(f - f_{\ell}) \) and the component signals have effectively zero bandwidth.

If we had access to the entire temporal extent of the signal, then the SLE problem becomes trivial. Simple peak picking in the frequency domain would suffice to determine the spectral support while a least-squares problem could be used to determine the coefficients. However, we observe (2) through a finite set of N samples. We assume that these samples are taken uniformly over some interval with sampling frequency \( f_s \) satisfying the Nyquist rate criterion (determined by the component with the largest frequency). A point of emphasis is that \( f_{\ell} / f_s \) can generally be arbitrary, meaning that \( f_{\ell} / f_s \) is likely not an integer multiple of \( 1/N \). These “off-grid” frequencies subject the signal to spectral leakage during the sampling process wherein energy from the component signals bleed into one another, biasing the spectral peaks and amplitudes. A visualization of this phenomena is provided in Figure 3, where the presence of sidelobes about the sources is indicative of spectral leakage. The bias incurred from spectral leakage makes the SLE problem non-trivial, and we cannot determine the parameters of (2) perfectly through standard methods of spectral estimation. This inconvenient fact has motivated an impressive body of work that spans more than two centuries of research.

The SLE problem has roots dating back to Prony’s method [5]. Methods based on statistical signal models leveraging eigendecompositions of the signal covariance matrix were later pioneered in [6] and subsequently rediscovered in [7]. Initially considered to be less proficient at SLE than
Prony’s method [8], this methodology would form the inspiration for the MUSIC algorithm [9]. Within a similar timeframe, methods leveraging the rotational invariance of the signal subspace to directly estimate the component frequencies were developed to form the ESPRIT algorithm [10]. Accompanying these statistical methods, deterministic Prony-like methods such as the matrix pencil were later developed [11], [12]. The generalized eigenvalue problem solved in the matrix pencil method (with Prony’s methods enveloped as a special case) is more stable to noise than the standard root finding process associated with Prony’s method [13]. The matrix pencil, MUSIC, and ESPRIT algorithms form what we refer to as the “classical” SLE methods.

More recently, advances in sparse approximation has led to the creation of a more optimization based perspective on SLE. Applying $\ell_1 - \ell_2$ optimization to source localization, specifically in the context of arrays, was first presented in [14]. The work in [15], [16] showed that when the components signals reside on on-grid frequencies and have positive weightings the signals can be perfectly recovered via $\ell_1$-minimization. Sparsity constraints were also shown to yield meaningful performance improvements in more practical radar based applications in [17].

Works such as [18], [19], [20] adapt compressed sensing recovery algorithms such as OMP, CoSaMP, subspace pursuit, and $\ell_1$-minimization to SLE when the observations in (1) are viewed through a dimensionality reducing sensing matrix. The approach in each is similar, the component signals are assumed to admit a sparse representation in an overcomplete discrete Fourier dictionary. To overcome the dictionary’s coherence the elements are split into coherent frames, and the sources can be coarsely localized to a subset of these frames. This approximation is then refined via a local optimization step that each author handles differently. In a similar manner to compressed sensing, the authors of [21] proposed a 2-D SLE technique posed in a structured matrix completion framework. The process leverages the “matrix enhancement” method developed in [12] to yield recovery guarantees in traditionally adverse scenarios. However, the paper is largely centered on the matrix completion aspect of the problem and defers the SLE portion to the methods proposed in [12], [13].

A common theme amongst the above sparse approximation and compressed sensing SLE methods is the assumption that the signal is sparse in a finite dictionary. This precludes the scenario where the underlying frequencies of the component signals lie off-grid. As previously discussed, in the traditional SLE problem frequencies are permitted to lie on a continuum. The use of over-complete dictionaries is meant to help circumvent this problem, but is ultimately avoiding the true nature of the issue at hand.

TV/atomic norm minimization based methods reconcile this issue, and are effectively a generalization of $\ell_1$-minimization to a continuous setting [23]. Utilizing TV norm minimization, the authors of [24] were able to extend the work of [15], [16] to operate on a continuum of frequencies (assuming a positive weighting of the sinusoids). Subsequently, in [25] it was shown that, under a mild separation constraint, exact recovery of the component signal parameters could be achieved in the absence of noise via TV norm minimization. In [26], the sequel to [25], strong theoretical guarantees on the accuracy of reconstruction from noisy measurements were established for the same atomic norm denoising framework presented in [27]. The work of [28] decoupled the support and amplitude estimation errors and showed that the support estimation in atomic norm denoising is generally very accurate. Finally, [22] showed that atomic norm minimization can be applied to compressed sensing in a manner similar to $\ell_1$-minimization to provide exact signal recovery. In summary TV/atomic norm based methods of SLE represent the state-of-the-art in terms of theoretical guarantees.

Alongside TV/atomic norm based methods, several authors have attempted to “modernize” classical methods and revisit sparse recovery. The motivation for this being that such methods can offer computational savings. The work of [29] provides empirical comparisons of OMP and CoSaMP algorithms for compressed DOA estimation. It has been shown both theoretically and empirically that single observation versions of MUSIC can be competitive with atomic norm based methods [30], and have practical applications in realistic scenarios [31].

We note that an independent method based on finite rates of innovation was shown to be able to recover Dirac trains from lowpass measurements in [32], [33]. Though some theoretical guarantees are presented, the method of recovery fundamentally relies on polynomial root finding. As a result, this approach is generally considered to be ill-suited for use in the presence of noise [34].

To accompany this review of SLE methods, Section V offers a performance comparison of OMP, CoSaMP, $\ell_1$-minimization, and atomic norm minimization. Though it is readily apparent from these results that atomic norm minimization provides the best performance, a key observation is that the level of improvement is not particularly drastic. This is important when we consider how we will transition to the broadband regime since modifying most of these algorithms to account for bandwidth is generally difficult. In particular, for atomic norm minimization, it is not even clear how to define an atomic set for general broadband signals. Even if such a set existed it is not clear that it could be cast to a tractable framework [35]. On the other hand, we will see that the iterative OMP and CoSaMP algorithms can be modified to account for bandwidth in a fairly natural manner.

B. The Necessity of Adjusting for Bandwidth

Given the inherently more complex nature of broadband signal estimation, one may naturally wonder when it is truly necessary, and when the narrowband assumption used in classical SLE methods will be sufficient. Of course, in practice the ideal narrowband assumption of (2) (i.e., pure tones) is...
necessitating a broadband model. Still, applying the standard SLE algorithms will yield reasonable results. This begs the question “How true is it that the bandwidth of the sources is never true, but one might expect that it is often a reasonable approximation. Indeed, when the bandwidth of the sources is not appreciable, applying the standard SLE algorithms will still yield reasonable results. This begs the question “How broadband is too broadband?” We offer a simple experiment to establish when the bandwidth is considered appreciable, necessitating a broadband model.

We set \( N = 2^{10} \) and generate \( L = 5 \) noiseless broadband sources such that we are operating in a regime where we are confident narrowband SLE algorithms work. We examine two versions of the CoSaMP, OMP, and \( \ell_1 \)-minimization algorithms, where the first set uses standard DFT basis representations while the second utilizes a “smoothed” DFT basis. The latter case forms its basis by modulating some bandlimited kernel as described in [19]. For our experiments we choose this kernel to be the first Slepian basis vector generated from a prolate matrix with a time-bandwidth product of 1. The results presented in Figure 2 demonstrate that as the time-bandwidth product of each source exceeds 1 there is a roll off in performance. This result is supported by the observation in [2] that the time-bandwidth product is a reasonable estimate of the signal’s degrees of freedom, a point that will be elaborated upon further in Section III. This leads us to conclude that for signals in which the time-bandwidth product exceeds 1 the bandwidth has become too appreciable to admit a narrowband approximation without a loss in performance. Ultimately this forms our motivation for developing a purely broadband centric method of source localization.

### C. Beyond SLE

The problem of source localization in the broadband regime has been studied to a lesser extent than its narrowband counterpart. Some formulations of the standard atomic norm based frameworks allow for a known bandlimited point spread function (PSF) or kernel to be convolved with the component signals [23]. However, this does not generalize to arbitrary bandlimited signals and it is generally assumed that a de-convolution step has occurred prior to the optimization stage. The advances in [36], [37] can be interpreted as an improvement upon this by attempting to estimate the sinusoidal components and the kernel that they have been convolved with. Both methods hinge on said kernel lying in a known low-dimensional subspace. As will be discussed in Section III this diverges from our general broadband signal model in which none of the component signals lie exactly in a low dimensional subspace and merely reside close to one.

Several areas of research focus on recovering broadband signals sampled at a rate proportional to the occupied bandwidth, which is often less than the Nyquist rate of double the signal’s highest frequency. This sub-Nyquist rate is often referred to as the “Landau” rate [38]. It is known this can be achieved when the spectral support of the signal is known, but so-called “spectrum-blind” recovery in which the spectral support is unknown is an area of open research. A multi-coset sampling scheme proposed in [39] splits the signal into several low-sample-rate channels. The spectrum of the signal can subsequently be reconstructed by solving a linear inverse problem, and the “blind” portions of the spectrum can be acquired through standard covariance matrix processing. Conditions for perfect recovery from multi-coset sampling are established in [40], with the caveat of not being a fully-blind system. Following the same methodology [41] is able to guarantee perfect reconstruction in a blind setting by solving a well-posed sparse recovery problem. A thorough overview of how to practically implement various sparse-recovery based methods of sub-Nyquist rate sampling is presented in [42]. Though superficially similar to broadband source localization from compressed measurements, these algorithms operate in a distinctly different scenario from our own. Namely, they focus on signal recovery (not support estimation) and assume access to the full temporal extent of the signal such that the spectral gaps between sources are well defined.

In multi-sensor arrays the addition of a spatial sampling domain modifies the broadband source localization problem to include spatial spectral support estimation, e.g., DOA estimation. Leveraging the redundancies introduced by multiple sampling channels [43], [44], [45] stratifies the problem into several narrowband covariance estimation problems by applying the Fourier transform to each channel. The frequency dependent covariant eigenspaces are aligned by applying “focusing” matrices. The focused covariance matrix estimates are then summed and standard narrowband DOA estimation is applied. Unlike our proposed method this technique a coarse estimation of the active frequency bands is required.

Techniques based on sparse recovery in [46], [47], [48] use group \( \ell_1 \)-optimization to avoid requiring coarse estimates to apply focusing matrices. However, these techniques are noted to be vulnerable to spectral leakage [48] which our proposed method is demonstrated to be highly robust to. Additionally they require a covariance matrix estimate, which explicitly leverages the multi-sensor array sampling paradigm. Consequently they do not naturally map to the single snapshot schemes our algorithms additionally consider.

The \( \ell_1 \)-optimization framework is extended to the continuous setting in [49] using atomic norm minimization and achieves strong performance without on-grid assumptions. However, the computational requirements for this method tends to be exceptionally large even for modestly sized data.
In contrast our method uses a more direct broadband signal model to match subspaces, and with the advent of fast Slepian techniques [50] can be computationally friendly.

In terms of our approach and methodology, our work most closely resembles [3], which utilizes a union of Slepian spaces model similar to our own. However, this work splits the spectrum into fixed intervals from which a dictionary can be defined. Signals are then determined to be present on these intervals or not, localizing the spectral support to a sub-band. While this accounts for bandwidth, like most of the applications of sparse approximation techniques to spectral estimation described above it again makes the flawed assumption that the component signals are centered on a (relatively coarse) grid of frequencies. While the proposed greedy algorithms of [3] are similar to our own in the sense that they approach the problem from a signal space perspective [51], our algorithms distinguish themselves by not using a fixed dictionary. Instead we allow the Slepian spaces to lie on a continuum of possible intervals, and adaptively build a representative subspace.

III. SLEPIAN REPRESENTATIONS FOR BROADBAND SIGNALS

This section begins by establishing the parameterized low-dimensional Slepian subspace model leveraged by our algorithms. We then highlight a key property of this model that makes it favorable over more standard Fourier based representations. Finally we introduce a method of testing which Slepian spaces the signal is most aligned with, which is ultimately used in the algorithm to identify candidate subspaces.

A. Broadband Signal Model

Our broadband source localization algorithms hinge on a carefully developed subspace model that can produce low-dimensional representations of signals with appreciable bandwidth. This model can be motivated from a variety of perspectives, but perhaps the most natural is to assume a stochastic model on the underlying sources. Specifically, let us return to (1) and assume that each \( x_\ell(t) \) is an independent, stationary, ergodic, centered, complex, Gaussian random process with power spectral density (PSD)

\[
S_\ell(f) = \begin{cases} 
\beta_\ell, & f \in \left[ f_\ell - W_\ell, f_\ell + W_\ell \right], \\
0, & \text{else},
\end{cases}
\]

where \( W_\ell \in (0, \frac{1}{2}) \) is the normalized half-bandwidth and \( f_\ell \in \left[ -\frac{1}{2}, \frac{1}{2} \right) \) is the normalized center frequency. Here we assume that we observe the \( x_\ell(t) \) on a set of uniform Nyquist rate samples such that the component signals of (1) are given by \( x_\ell[n] = x_\ell(n) \) for \( n \in \{0, 1, \ldots, N-1\} \). By definition each \( x_\ell \sim \mathcal{N}_C(0, R_\ell) \) where from (3) we have

\[
R_\ell[m, n] = \beta_\ell \int_{f_\ell - W_\ell}^{f_\ell + W_\ell} e^{2\pi f(m-n)} df = \begin{cases} 
\beta_\ell 2W_\ell, & m = n, \\
\beta_\ell \sin(2\pi W_\ell(m-n)) \pi(m-n), & m \neq n.
\end{cases}
\]

If we let \( E_\ell \) denote a diagonal matrix with entries \( E_\ell[n, n] = e^{2\pi i f_\ell n} \) and

\[
B_\ell = \frac{2W_\ell \sin(2\pi W_\ell(m-n))}{\pi(m-n)}, \quad m \neq n.
\]

then \( R_\ell = \beta_\ell E_\ell B_\ell E_\ell^H. \) The motivation behind expressing the covariance matrix in this manner is that (5) – which is known in the literature as the prolate matrix – has many well-studied and favorable properties. The eigenvectors of \( B_\ell \), denoted as \( \Psi_\ell^{(0)}, \Psi_\ell^{(1)}, \ldots, \Psi_\ell^{(N-1)} \), are known as the Slepian basis vectors. Their associated eigenvalues \( \lambda_\ell^{(0)}, \lambda_\ell^{(1)}, \ldots, \lambda_\ell^{(N-1)} \) are distinct and strictly between 0 and 1 with a particularly interesting clustering behavior [2]: slightly fewer than \( 2N W_\ell \) eigenvalues are very close to 1 while slightly fewer than \( N - 2N W_\ell \) eigenvalues are very close to 0. The eigenvalues that do not fit into either of these clusters are provably few in number [54]. This means that the covariance matrix \( R_\ell \) is well-approximated as being low-rank, and hence we can expect to be able to approximate \( x_\ell \) using a low-dimensional subspace.

In particular, it is a well known result that the optimal MMSE orthobasis is given by the \( K \)-dominant eigenvectors of \( R_\ell \) [55]. Due to the clustering of the prolate matrix eigenvalues, choosing \( K \approx 2N W_\ell \) produces a low-dimensional representation that captures all but a very small amount of the energy contained in \( x_\ell \) [2], [54]. Collecting the first \( K \) Slepian basis vectors into the matrix \( S_{\ell, K} = [\Psi_\ell^{(0)}, \ldots, \Psi_\ell^{(K-1)}] \) and letting \( \Psi_\ell = E_\ell S_{\ell, K} \) we will henceforth refer to \( R(\Psi_\ell) \) as the \( \ell \)-th Slepian space, and we can reasonably write

\[
x_\ell \approx \Psi_\ell \alpha_\ell
\]

for a properly calculated vector of \( K \) coefficients \( \alpha_\ell \).

We have established that each component \( x_\ell \) admits an accurate low-dimensional representation in a properly chosen Slepian space. To represent the superposition of signals in (1) we utilize a union of Slepian spaces model, which requires the additional assumption that \( |f_\ell - f_\ell'| > \max W_\ell + W_\ell' \) for all \( \ell \neq \ell' \) such that the frequency bands do not overlap. Signals with these characteristics are often termed “multi-band,” and we will use this terminology for the remainder of the paper. Under this constraint, the PSDs of the individual processes simply superimpose such that

\[
S(f) = \sum_{\ell=1}^{L} S_\ell(f), \quad R = \sum_{\ell=1}^{L} R_\ell.
\]

Of course, the optimal low-dimensional representation in this case would be given by the first \( K \approx 2N \sum_{\ell=1}^{L} W_\ell \) dominant eigenvectors of \( R \), but synthesising such a basis requires full a priori knowledge of the statistics of \( y(t) \). Noting that \( \|\Psi_\ell^{H} \Psi_\ell\| \) is exceptionally small for \( \ell \neq \ell' \) we are instead motivated to settle for a union of subspaces model [3]. The basic idea behind this is that since each \( x_\ell \) admits a Slepian space representation it is reasonable to assume that

\[
\sum_{\ell=1}^{L} x_\ell \approx \sum_{\ell=1}^{L} \Psi_\ell \alpha_\ell.
\]
Letting $\alpha = [\alpha_1^T \alpha_2^T \ldots \alpha_L^T]^T$ and $\Psi = [\Psi_1 \Psi_2 \ldots \Psi_L]$ we can compactly represent the approximation in (7) as $\hat{x} = \Psi \alpha$. With this model in place, the broadband source localization problem amounts to determining the a priori unknown union of Slepian spaces that well represents samples of (1). This can be equivalently interpreted as determining the spectral support (i.e., the respective $(f_i, W_i)$) of each $x_i(t)$.

One key aspect in which the broadband source localization problem diverges from the traditional SLE framework is that we do not necessarily aim to accurately recover an underlying “ground truth” $\alpha$. In the narrowband SLE context, if we are able to accurately estimate the active frequencies, then estimating the corresponding $c_\ell$ in (2) is relatively straightforward. This is not the case in the broadband setting when using Slepian space representations. In particular, depending on the number of Slepian basis vectors used in constructing our representations, the matrix $\Psi$ may be ill-conditioned and hence the problem of estimating $\alpha$ from $y$ can be ill-posed, even when we are provided an exact estimate of the spectral support. Since the goal of localization in the broadband regime is to estimate the support we do not need to worry about the precise estimate of $\alpha$ as long as $\Psi \alpha$ yields a good representation of the signal.

As a final note, our derivation of the union of Slepian space model followed from the assumption that each $x_i(t)$ is a Gaussian random process with flat PSD. However, this model generalizes well to “typical” bandlimited signals. What is meant by “typical” is that a collection of finite samples from said signals remain spectrally concentrated in-band. Though counter-examples can be constructed, signals that do not abide by this behavior are rarely seen in practice. As will be shown in the experimental results section, even when the signal is explicitly not a Gaussian random process it admits an accurate representation in $\Psi$.

B. Spectral Leakage of Broadband Signals

A powerful benefit to the Slepian subspace model is that it is robust to “spectral leakage.” By spectral leakage, we mean the phenomenon where, due to truncation effects, the DFT of a finite window of a bandlimited signal will have significant sidelobes (nonzero DFT coefficients outside the signal’s frequency band). A consequence of this in a multiband signal is that sidebands of a component $x_\ell$ can obscure other component signals, particularly those with smaller relative power. Additionally, the DFT does not yield as low-dimensional of a representation for bandlimited and multiband signals. In this section, we elaborate on this latter point through a qualitative example that demonstrates the greater utility of the Slepian basis representation over a more standard DFT representation.

Consider the top row of Figure 3, where we plot the magnitudes of the DFT coefficients and the magnitudes of the Slepian basis coefficients (with $N = 100$ and $W = 0.1$) of the discrete signal $x_1[n] = 3 \cos(2\pi n/100) - 2 \cos(2\pi 5n/100) + 4 \cos(2\pi 8.5n/100)$ for $n = 0, 1, \ldots, 99$. In the bottom row of Figure 3, we plot the magnitudes of the DFT coefficients and the magnitudes of the Slepian basis coefficients (with $N = 100$ and $W = 0.1$) of the discrete signal $x_2[n] = 3 \cos(2\pi 1.6n/100) - 2 \cos(2\pi 5.1n/100) + 4 \cos(2\pi 8.5n/100)$ for $n = 0, 1, \ldots, 99$.

Since $x_1$ is a sum of three real sinusoids at grid frequencies, only 6 DFT coefficients are non-zero. However, $x_2$ is a sum of three real sinusoids at off-grid frequencies. As a result, all 100 DFT coefficients are non-zero. Furthermore, the largest 23 and 67 DFT coefficients capture 94.11% and 99.02% of the energy in $x_1$ and $x_2$ respectively. In contrast, the first 23 and 26 Slepian basis coefficients capture 99.996% and 99.99993% of the energy in $x_1$ and $x_2$ respectively. Also, the first 23 and 26 Slepian basis coefficients capture 99.993% and 99.99997% of the energy in $x_1$ and $x_2$ respectively. Hence the Slepian basis does a significantly better job than the DFT basis at representing a discrete signal bandlimited to $|f| \leq W$ even when the signal contains off-grid frequencies. Considering that an arbitrary broadband signal (with the full temporal extent known) is represented by
a continuous set of basis functions \( \{ \phi^{k,n}_f : f \in [-W, W] \} \), all but special cases necessitate having a basis representation that is robust to off-grid frequencies when the signal is observed over finite sample windows.

C. Multi-Tapered Spectral Estimation

Above we have argued that a union of Slepian spaces model can be used to form highly accurate representations of multi-band signals. However, this begs the question of how to actually estimate the appropriate frequency bands so that we can build this model. The active frequency bands, modelled with the Slepian spaces spanned by \( \Psi_t \), can potentially lie on a continuum of possible frequencies \( f_t \). If our signal consisted of a single active frequency band of known bandwidth, the ideal course of action seems clear: we would like to project \( y \) onto all possible Slepian spaces (as parameterized by the center frequency of the band) to determine which one best represents the signal. Though this is a seemingly difficult task it can actually be achieved efficiently by applying multi-tapered spectral estimate (MTSE), often termed “Thomson’s multitaper method” [56]. In this section we overview Thomson’s method and show how it can be used to estimate a signal’s spectral support.

To perform MTSE we require choosing a bandwidth \( W \) to form a “base” candidate subspace to test our signal against. Choosing \( K' \approx 2NW' \) we form the set of candidate subspaces as \( E_fS_{W',K'} \) for \( f \in [0, 1) \). We then determine the average energy contained in each of these subspaces by computing

\[
\widehat{S}_{\text{MTS}}(f) = \frac{1}{K'} \left| \sum_{k=0}^{K'-1} \sum_{n=0}^{N-1} s_W^{(k)}[n]s_W^{(k)}[n]e^{-j2\pi fn} \right|^2.
\]

In essence, (8) calculates the average energy \( x \) contains in the frequency interval \([f-W', f+W']\). Therefore, by calculating \( \widehat{S}_{\text{MTS}}(f) \) over a very fine grid of frequencies and observing where the peak (or peaks) reside we can estimate the respective \( f_t \) and \( W_t \) parameters of the active frequency band (or bands) and begin constructing an estimate of \( \Psi \). Of course the performance of the MTSE depends on our choice in \( W' \) and subsequently \( K' \).

In general we would like to choose \( W' \) such that the spectral window generated by \( E_fS_{W',K'} \) does not simultaneously capture energy from two distinct bands. Furthermore for \( W_f > W' \) the range of \( E_fS_{W',K'} \) is approximately contained in the range of \( \Psi_t \) with the reverse holding for \( W' > W_f \). Hence \( \widehat{S}_{\text{MTS}}(f) \) will still be large even when \( W' \neq W_f \). Choosing the parameter \( K' \) in the multiband setting is a somewhat context-dependent process that depends greatly on the dynamic range disparities between sources.\(^5\) To guide this process, we note that the \( \lambda_{(W)}^{(k)} \) associated with each \( s_W^{(k)} \) tells us what fraction of the DTFT of \( s_W^{(k)} \) lives in the interval \([-W', W']\) [2], [50], [57]. When \( \lambda_{(W)}^{(k)} \approx 1 \) almost all of the energy is contained in \([-W', W']\), while when \( \lambda_{(W)}^{(k)} \approx 0 \) almost all of the energy resides outside the interval. Therefore when the dynamic range disparity is drastic we may choose \( K' \) to be slightly less\(^3\) than \( 2NW' \) such that (8) only measures the energy predominately in the range \([f-W', f+W']\) in order to mitigate any impact of side-lobes from the larger source. As an example, in Figure 4 we generate a (noiseless) vector \( y \) with samples of a multiband signal with three components, one of which is several orders of magnitude stronger than the other two. We plot both the periodogram (squared magnitude of the DFT coefficients) of \( y \) and the multitaper spectral estimate \( \widehat{S}_{\text{MTS}}(f) \) for \( K' \) slightly less than \( 2NW' \). We note that the spectral leakage phenomena causes the strongest source to have sidelobes which obscure two weaker sources. However, all three sources are clearly visible from the multitaper estimate.

Finally, we note that there are computationally efficient methods for working with the Slepian basis vectors when the signal length \( N \) is large. In [58], a method is developed for efficiently computing Slepian basis vectors by exploiting the fact that the prolate matrix commutes with a tridiagonal matrix [2]. More recently, in [50], it is shown that computing the projection of a vector \( y \) onto the span of the first \( \approx 2NW \) Slepian basis vectors to within a relative error of \( \epsilon \in (0, 1/2) \) can be done in \( O(N \log N \log \frac{1}{\epsilon}) \) operations via an FFT plus a low-rank correction, which is a significant improvement over the \( O(WN^2) \) operations necessary to compute the projection naively. Leveraging this approach, in [57], it is shown that the multitaper spectral estimate of \( y \) can be evaluated at a grid of \( N \) frequencies in \( O(N \log N \log \frac{1}{\epsilon}) \) operations, as opposed to the \( O(WN^2 \log N) \) operations necessary to compute the multitaper spectral estimate directly. By exploiting these fast approximation methods, we can greatly decrease the time and memory requirements of our broadband source localization algorithms.

IV. BROADBAND SIGNAL ESTIMATION

A. Preliminaries

While the MTSE described in Section III-C can be an effective approach to estimating the spectral support of a broadband signal, one of the key messages of the recent literature on

\(^3\)See [57, Sec. 5.1] or [54, Sec. 3.3] for precise statements on the relationship between spectral concentration and the parameter \( K' \). In particular \( K' = 2NW' - O(\log(NW')) \) is a typical choice for \( K' \).
SLE summarized in Section II is that simple spectral estimation techniques can often be improved upon by leveraging techniques from the sparse approximation literature. In particular, iterative algorithms such as OMP and CoSaMP can often improve on simple “peak picking” approaches, particularly when the active bands are close to each other or exhibit high dynamic range so that weaker components may be “hidden” in the side lobes of larger ones. Therefore, our proposed broadband source localization algorithms are largely modified versions of OMP and CoSaMP. Similar extensions for any of the other popular iterative sparse approximation algorithms would be possible.

To allow for a more compact summary of these algorithms in subsequent sections, we first define a series of useful functions:

- $P_{\Delta f}(S_f, J)$: Takes $S_f = [\hat{S}_1, \hat{S}_2, \ldots, \hat{S}_\frac{2\pi}{N\Delta f}]^T$, a sampling of the spectral estimate over a length $N\Delta f$ grid, and returns a vector $f_J = [\hat{f}_1, \ldots, \hat{f}_J]^T$ containing the normalized center frequencies corresponding to the $J$ largest peaks. A minimum spacing of $\Delta f$ between component center frequencies is assumed such that no two estimates are within $\Delta f$ of each other.
- $G_{\Delta f}(S_f, f_J)$: Again takes $S_f$ and $f_J$ and returns a vector of estimated center frequencies $\hat{f}_J$ and a vector of updated center frequencies $\hat{f}_J$ that have been adjusted to account for the band edges. Again we utilize the minimum separation parameter $\Delta f$ in order to limit the search region in the bandwidth estimation step. Without this parameter, what can be considered as a single band/component becomes ambiguous.
- $D_c(f_J, W_J)$: Takes a set of center frequencies and bandwidths and returns a $\Psi$ that spans these regions of the spectrum. Some of the proposed methods of $\Psi$ formation require an approximation parameter $\epsilon$ in order to specify the degree of precision.
- $S(\hat{z}, J)$ : Takes an estimate $z$ of the signal in the range of $\Psi$ and returns the center frequencies and bandwidths of the most “significant” sources. This encompasses everything associated with the “pruning” step that occurs at various stages in either algorithm. This can be done in several ways, but we utilize the approach in Algorithm 1. As will be demonstrated in Section VI these algorithms can be applied in the context where instead of observing $y$ directly we instead observe compressed observations. To explicitly incorporate this into the sampling model we incorporate an $M \times N$ sensing matrix $A$ such that

$$y = Ax + \eta. \quad (9)$$

Of course when $A = I$, the model in (9) and directly sampling as in (1) are equivalent, but below we include $A$ to allow for full generality.

B. Broadband OMP

The broadband OMP algorithm follows the same general approach as the SLE implementation with a few additional features. A key step in the algorithm is the projection of the signal onto the model family via a MTSE. Other important deviations from the standard is use of a bandwidth estimation function that is coupled with an adaptive dictionary generation step. Pseudo-code for the algorithm is presented in Algorithm 3. The various hyperparameters that have not been mentioned thus far are discussed thoroughly below in Section IV-E.

C. Broadband CoSaMP

The CoSaMP version of the algorithm is somewhat more intricate in that it picks multiple peaks at a time and then “prunes” them prior to updating the residual. The inclusion of a signal space estimation and pruning step follows a similar methodology to [51]. Otherwise the algorithm has modifications analogous to those made for OMP. Pseudo-code is presented in Algorithm 3.

D. Bandwidth Estimation

Up to this point we have ignored the details of the bandwidth estimation algorithm $G_{\Delta f}(S_f, f_J)$. Here we will discuss...
Our proposed method of bandwidth estimation which is similar in spirit to maximum likelihood estimation. Consider the fully sampled version of (9) in which $A = I$ and $\eta \sim \mathcal{N}(0, \sigma^2 I)$. Each sample of $S_f$ can be viewed as being generated from two possible distributions; one with the signal and noise present, and one with only noise present. We define the noise-only distribution as

$$S_\eta | H_0 \sim g(S_f[n] | H_0, \mu_0, \sigma_0).$$

and with noise distribution as $S_n | H_1 \sim g(S_f[n] | H_1, \mu_1, \sigma_1)$ where $S_n$ is the random variable associated with a sample $S_f[n]$ and $g$ is a probability density function parameterized by $H_1, \mu_1, \sigma_1$. Our goal is to identify intervals of the samples in $S_f$ as being generated from each distribution. To facilitate this we modify the standard log-likelihood definitions to include two integer index arguments $N_1$ and $N_2$ such that

$$\mathcal{L}_0(N_1, N_2, \mu, \sigma | S_f) = \sum_{i=N_1}^{N_2} \log g(S_f[i] | H_0, \mu, \sigma),$$

$$\mathcal{L}_1(N_1, N_2, \mu, \sigma | S_f) = \sum_{i=N_1}^{N_2} \log g(S_f[i] | H_1, \mu, \sigma).$$

In general $\mu$ and $\sigma$ are unknown a priori, but we can estimate them using the sample mean and variance over the given interval which we denote by $\mu_{N_1, N_2}$ and $\sigma_{N_1, N_2}$ respectively. Let $w$ be a window of $N_w$ samples from $S_f$ centered at $\hat{f}$. Our detection scheme assumes samples in $w$ under $H_1$ lie in an interval of frequency bin indices $[n_1, n_2]$ while samples under $H_0$ exist on the indices $[[1, n_1) \cup (n_2, N_w]]$, we then seek to find this partition, i.e., to estimate $n_1$ and $n_2$. Given two frequency indices $n_1$ and $n_2$ we define the composite log-likelihood as

$$\tilde{\mathcal{L}}_{\mu, \sigma}(n_1, n_2 | w) = \mathcal{L}_0(1, n_1, \hat{\mu}_{n_1, n_2}, \hat{\sigma}_{n_1, n_2}, w) + \mathcal{L}_1(n_1, n_2, \hat{\mu}_{n_1, n_2}, \hat{\sigma}_{n_1, n_2}, w) + \mathcal{L}_0(n_2, N_w, \mu, \sigma | w).$$

The bandwidth is then determined by solving the optimization program

$$\max_{n_1, n_2} \tilde{\mathcal{L}}_{\mu, \sigma}(n_1, n_2 | w).$$

Despite its simplicity, this method is fairly robust. As a demonstration, we generated a series of bandlimited signals via a sum of sinusoids model with $N = 10^5$. Gaussian noise was then added to the signal and a periodogram was used as the spectral estimate such that $g(\cdot)$ is the pdf of a chi-squared distributed with some scaling parameter $\sigma$. The results of these experiments are presented in Figure 5 where the SNR and bandwidth of the test signals were varied. Each SNR-bandwidth pair was averaged over 100 test iterations with a

![Fig. 5. Results of bandwidth estimation numerical experiments depicting (a) percent of correctly detected bandwidths (b) average percent error in correctly detected bandwidths. The vertical axis represents the true bandwidth of the generated signal and the horizontal axis represents the corresponding channel (in band) SNR.](image)
successful detection defined as an estimate with less than 20% error. As is apparent from Figure 5(a), for the vast majority of scenarios in which the SNR was greater than 0 our approach leads to near perfect detection results. Of those correctly detected sources, Figure 5(b) shows that percent error is low. We note that for $A \neq I$ or other forms of spectral estimation the respective distributions become more complicated. However, the algorithm is robust to approximations to these distributions, as demonstrated by the results of Section VI. In particular, the small cross-correlation between respective Slepian spaces [3], [60] means that MTSE is well suited for this manner of approximation.

E. Choosing Hyperparameters

There are a variety of hyperparameters that have to be chosen in order for the algorithms above to behave as desired. Here we discuss some of the more important parameters and how they factor into performance.

- $W$: This should be set as $W \geq \min \lambda \ell$ and preferably such that it meets this lower bound. Increasing $W$ will bias the bandwidth and center frequency estimate in a manner that is difficult to refine due to the trapezoidal features. An example of these features can be seen in Figure 4 where the MTSE “overshoots” the signal’s supported spectral region.

- $K$: We choose a cutoff parameter $\epsilon_c \in (0, 1)$ such that $\lambda_k > 1 - \epsilon_c$. Since $\lambda_k$ is the fraction of in-band energy, in the case of high dynamic range $\epsilon_c$ should be small to maximize spectral isolation. However, a larger $\epsilon_c$ will result in a greater coherent SNR gain.

- $\gamma$: This is the regularization parameter used in the least squares step of the OMP and CoSaMP algorithm. Depending on a variety of factors, namely the proximity of sources, $\Psi$ may be very poorly conditioned. The addition of this regularization parameter makes the least squares problem more stable at the cost of biasing the answer. This should be proportional to the SNR.

- $S_{\ell}(\gamma, J)$: For our experiments we use Algorithm 1. However, there are a variety of metrics that could be used to compare different components. For certain scenarios it may be more prudent to implement an alternative ad hoc style of pruning.

There are a handful of other hyperparameters in the implementation, but the above are the ones that most contribute to the variability of performance. Parameters are generally compatible with both CoSaMP and OMP, meaning if one algorithm works well with a particular set of hyperparameters, so will the other with minimal re-tuning. In other words, these parameters are relatively algorithm independent, depending primarily on the details of the underlying source localization problem.

V. Numerical Experiments: Spectral Line Estimation

Before beginning a thorough evaluation of our proposed algorithms, we first compare the performance of some selected methods for SLE in terms of their ability to estimate the spectral support of the component signals (i.e., how closely they approximate each $f_i$). For our experiments, we use $N = 1024$ uniform samples of a sum of $L = 5$ sinusoidal sources sampled at $f_s = 25$ GHz. We ensure that the sources are separated by at least 488 MHz (20 grid points). The frequencies are drawn uniformly at random from [0, 25] GHz while subject to the separation constraint and the complex amplitudes of the signals are drawn independently from a $\mathcal{N}_C(0, 1)$ distribution.

In our experiments, we simulate 100 realizations under these parameters and evaluate the algorithms based on the percentage of sources correctly detected as well as the relative $f_i$ estimation error. A source is considered to be correctly detected if the identified frequency is within 72 MHz (3 grid points), and only correctly detected sources are included in the $f_i$ estimation error calculation. For algorithms that utilize an oversampled DFT dictionary (i.e., CoSaMP, OMP, and $\ell_1$-minimization) we choose the dictionary to be 10x oversampled. We study the performance of the algorithms in noisy regimes where $\eta \sim N_C(0, \sigma^2 I)$ by varying the signal-to-noise ratio (SNR).

The results for OMP, CoSaMP, $\ell_1$-minimization, and atomic norm minimization are shown in Figure 6. Due to the immense computational requirement of atomic norm minimization, we average over only 30 trials in that case. Nevertheless the atomic norm minimization framework demonstrates a clear trend that establishes it as the most reliable and accurate method of detection. However, the poor computational scaling of this method is enough to make it impractical even for a relatively short signal length. We also see that CoSaMP and OMP perform at comparable levels and generally outperform $\ell_1$-minimization.

Producing a fair comparison between classical methods such as the MUSIC algorithm and the modern SLE methods is difficult. The sparse algorithms are inherently one-shot (requiring a single set of samples) while MUSIC and similar covariance based methods hinge on having access to multiple sampled realizations of (1). Therefore we settle on a qualitative example that demonstrates the utility of a more modern approach to SLE. We consider the case of two signals closely spaced in frequency with appreciable dynamic range disparities. We observe $N = 2^{10}$ samples and $P = 8$ realizations of the signal to form the data matrix $Y^{(0)} = [y_1, y_2, \ldots, y_P]$. Figure 7(a) shows the MUSIC pseudo-spectrum formed from this scenario, and as is apparent the peak location of the smaller source is somewhat ambiguous. Simply using MUSIC and peak picking results in a very poor center frequency estimate due to high sidelobe energy of the large source. However, if we estimate the larger frequency $f_1$ and form a nulled residual $Y^{(1)} = (I - \frac{1}{f_1} \phi(f_1) \phi^H(f_1))Y^{(0)}$ where $\phi(f) = [e^{2\pi f \cdot 0}, e^{2\pi f \cdot 1}, \ldots, e^{2\pi f \cdot (N-1)}]$ we can produce a new pseudo-spectrum from $Y^{(1)}$ in a manner similar to OMP.

$^7$In practice, this lower bound will always have to be estimated or set to some predefined tolerance.

$^8$These features arise from what is effectively the convolution of the sliding Slepian “window” with the signals flat spectrum. This is visually similar to the convolution of two square pulse signals of differing pulse-widths.

$^9$A Gaussian distribution.
This is shown in Figure 7(b) as a purple line. This nulling step also nulls out the sidelobe energy of the larger source, hence the smaller peak becomes far more visible and results in a far better frequency estimate. Ultimately we can conclude that though these classical methods are effective under their given model space there is still an enormous benefit to investigating more modern methods of SLE. Finally, we note that additional experiments directly comparing classic and modern SLE methods in a variety of scenarios can be found in [18], [30].

VI. NUMERICAL EXPERIMENTS: BROADBAND SPECTRAL ESTIMATION

One of the key findings in our experimental evaluation of techniques for SLE is that greedy algorithms such as OMP and CoSaMP achieve a generally desirable balance between being competitive with the most accurate methods while being also computationally scalable. In light of this, as we move forward we will focus exclusively on similar greedy algorithms, but now with a focus on broadband spectral estimation. Below we offer a series of numerical experiments that compare the performance of our proposed algorithms that exploit Slepian models to more traditional Fourier models used in narrowband SLE. In particular, we observe how both approaches perform when subject to a variety of SNRs and dynamic ranges both with and without subsampling. In line with our previous discussions, the Slepian models enable substantial performance gains compared to simpler Fourier models, especially in more adverse scenarios.

A. Experimental Setup

In the experiments below we set \( N = 2^{14} \) and generate signals based on a sum of \( \tilde{K} \) sinusoids model:

\[
\tilde{x}_\ell = \sum_{i=1}^{\tilde{K}} \beta_i \phi(f_i), \quad x_\ell = d_\ell \frac{\tilde{x}_\ell}{\|\tilde{x}_\ell\|_2},
\]

where \( f_i \in [f_\ell - W_\ell, f_\ell + W_\ell] \), \( \beta_i \sim \mathcal{N}(0, 1) \), and \( d_\ell > 0 \) is a scale factor. Each \( f_\ell \) is drawn uniformly at random from the range \([0, 1]\) subject to a separation constraint

\[
\min_{\ell \neq \ell'} |f_\ell - f_{\ell'}| \geq \max_{\ell} 4W_\ell,
\]

which ensures no ambiguity/overlap between sources. We let \( \eta \sim \mathcal{N}(0, \sigma^2 I) \) with \( \sigma^2 \) determined by the in-band (channel) SNR. For a fixed \( L \) we give each source a different bandwidth while maintaining a constant occupied bandwidth of \( 2W_{\text{tot}} \). In cases where the sensing matrix \( A \) has \( M < N \) we define the
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oversampling factor

\[
\text{Oversampling Factor} = \frac{M}{2NW_{\text{tot}}},
\]

to quantify the amount of subsampling. Essentially, this factor compares the number of samples taken to the ideal case where \( M \) equals the approximate total degrees of freedom in superposition of signals. In terms of detection, a signal is considered to be correctly estimated when its center frequency estimate \( \hat{f}_\ell \) satisfies

\[
|f_\ell - \hat{f}_\ell| \leq W_\ell.
\]

For a set of true center frequencies \( f_\ell \in \{f_1, \ldots, f_L\} \) and estimated center frequencies \( \hat{f}_\ell \in \{\hat{f}_1, \ldots, \hat{f}_L\} \) we consider the error metric

\[
\text{err}_f = \frac{1}{L} \sum_{\ell=1}^{L} \min_{i=1, \ldots, L} |f_\ell - \hat{f}_i|, W_\ell.
\]

Given a set of estimated bandwidths \( \hat{W}_\ell \in \{\hat{W}_1, \ldots, \hat{W}_L\} \) the nearest true center frequency and bandwidth index is given by

\[
\tilde{\ell}(f_\ell) = \arg \min_{i=1, \ldots, L} |f_\ell - \hat{f}_i|.
\]

We then define the bandwidth error metric

\[
\text{err}_W = \frac{1}{L} \sum_{\ell=1}^{L} \frac{\hat{W}_{\tilde{\ell}(f_\ell)} - W_\ell}{W_\ell} \mathbb{1}\left(|f_\ell - \hat{f}_{\tilde{\ell}(f_\ell)}| \leq W_\ell\right)
\]

where \( \mathbb{1}\{\cdot\} \) is the indicator function. This ensures that the “missed” center frequencies are not included in the error calculation. Since the signals are generated stochastically we average the results of each scenario over 50 trials.

\[\text{B. 1-D Detection and Resolution}\]

To begin, we compare algorithms based on the percentage of sources they correctly detect and the relative estimation error under various levels of noise and subsampling. We let \( L = 10 \) and set \( 2W_{\text{tot}} = 0.04 \) and fix the dynamic range such that \( d_\ell = 1 \) for \( \ell = 1, \ldots, L \). Additionally, we examine how generating \( \Psi \) using a Slepian basis compares to a Fourier dictionary for \( \Psi \). The results in Figure 8 show the detection and resolution metrics for the CoSaMP and OMP algorithm when using either a Fourier or Slepian \( \Psi \). It is clear from these results that the Slepian \( \Psi \) yields far better detection performance across a wider variety of channel SNRs, as expected. As a further observation, when using a Slepian dictionary, CoSaMP seems to slightly outperform OMP in both detection and resolution. However, this may simply be due to a sub-optimal choice in the OMP hyperparameters – the performance gap could possibly be narrowed by fine tuning of these parameters.

For the next set of experiments we let \( A \) be a random subsampling matrix such that \( y \) is now comprised of compressed measurements. As previously discussed, Slepians are more aptly suited for capturing the energy generally lost due to spectral leakage than their DFT counterpart. Ultimately this results in a nulling scheme that more effectively handles the subsampling artifacts. Since it had the best performance in the fully sampled case we examine the performance of CoSaMP (Slepian) when subject to varying levels of subsampling and SNRs. The results shown in Figure 9 demonstrate that similar performance to the fully sampled case can be achieved as long as the signal is oversampled by a factor greater than 7.

\[\text{C. Effects of Dynamic Range}\]

The next set of experiments are designed to test how well the algorithms perform when the component signals in (9) have large dynamic range disparities. We choose \( L = 2 \) and fix the total occupied bandwidth to \( 2W_{\text{tot}} = 0.02 \). The dynamic range (DR), given in units of dB, is varied such that \( d_1 = 1 \) and \( d_2 = 10^{-10} \text{ dB} \). Signals are generated under a modified separation constraint

\[
\min_{\ell \neq \ell'} |f_\ell - f_{\ell'}| = \max_{\ell} \Delta W W_\ell,
\]

and the parameter \( \Delta_W \) is varied depending on the experiment. We fix the channel SNR to 24 dB such that we are operating in a regime where it is known the algorithms have good performance in the case where \( d_1 = d_2 \) (a dynamic range of 0dB). Again, we compare algorithms based on the percentage of sources they correctly detect and the relative estimation error. However, we make one minor change to the detection
Fig. 9. Slepian dictionary based CoSaMP algorithm’s localization performance when subject to subsampling. (a) Percent of sources detected. (b) Error in center frequency estimates in normalized frequency units.

Fig. 10. Performance of CoSaMP and OMP algorithms with fully sampled source when using a DFT or Slepian based dictionary when subject to a variety of dynamic ranges. (a) Percent of sources detected. (b) Error in center frequency estimates in normalized frequency units.

criteria; we consider a correct detection to be when both signals in a trial are detected and then average over the trials. This is to account for the fact that the signal with more energy is almost always detectable. As previously suggested for this scenario, under high dynamic range scenarios we set $\epsilon_c$ to be far smaller than the previous experiments.

We begin by examining the fully sampled case and fix $\Delta W = 4$. The results in Figure 10 show the detection and error metrics for the CoSaMP and OMP algorithm when using either a Fourier or Slepian $\Psi$ for a variety of dynamic ranges. It is apparent from these results that the algorithms that use Slepian models for $\Psi$ are almost agnostic to the dynamic range of the sources within the tested regime. In contrast the DFT dictionary based methods show a performance roll off around 30 dB. This is largely due to the Slepian dictionary’s ability to deal with spectral leakage, allowing for consistent detection and nulling in scenarios where the DFT simply bleeds too much out of band energy to be viable.

For the case where $A$ is a random subsampling matrix we fix the oversampling ratio to 8 and vary $\Delta W$ in order to see the effects of the source spacing, which will cause $\Psi$ to become increasingly coherent. The results shown in Figure 11 indicate that even with compressed measurements we can have fairly good performance over a wide range of dynamic range disparities. The source separation seems to not impact performance to a large degree, which again is due to the high spectral concentration of the Slepian basis vectors.

VII. APPLICATION TO LOCALIZATION IN MULTI-SENSOR ARRAYS

A particularly interesting application of our broadband source localization algorithms is the setting when our signal impinges on a $P$-element multi-sensor array as a plane wave. In a sense this formulation couples two common source localization problems; spectral support estimation and DOA. This section provides experiments that highlight how a modest modification of our algorithm can be applied to this scenario. Particular emphasis is placed on the ability to spatially localize broadband signals, which is generally difficult without an underlying narrowband assumption.

A. Extension to Space-Time Array Processing

Here we give a brief overview of array processing and how it changes our signal models. To begin we assume there are a series of $P$ sensors placed at positions $z_p \in \mathbb{R}^3$. A signal $x(t)$, traveling through space as a plane wave impinges on this set

10In the context of multi-sensor arrays we will use $P$ to refer to the number of sensors. This is in contrast to Section V where $P$ was the number of realizations of samples from (1).
of sensors at an angle \( \theta = [\phi, \theta]^T \) where \( \phi \) and \( \theta \) are the azimuth and elevation angles respectively. The signal that actually reaches the sensors is a delayed version of \( x(\ell) \):

\[
x_{\ell,p}(t) = x(\ell - \tau_{\ell,p}), \tag{17}
\]

where \( \tau_{\ell,p} \) depends on the relative position of the \( p \)-th sensor to the array’s phase-center and \( \theta, \ell \). More explicitly, let \( u_\ell = [\cos \phi \cos \theta, \sin \phi \cos \theta, \sin \theta]^T \) be a normal vector associated with the \( \ell \)-th plane wave relative to the array center and \( c \) be the speed of light. Then the delays in (17) are \( \tau_{\ell,p} = \angle u_\ell, x_p > /c \). Returning to a model similar to (1) we assume the \( p \)-th sensor observes a superposition of \( L \) sources

\[
y_p(t) = \sum_{\ell=1}^L x_{\ell,p}(t) + \eta_p(t), \tag{18}
\]

and that we have access to the ensemble of outputs \( \{y_p(t)\}_{p=1}^P \). What is interesting about (18) is that we now have two notions of separation between sources; temporal and spatial. For instance, consider the case where \( f_1 = f_2 = \cdots = f_L \) such that the standard 1-D source localization problem is ill-posed. If at the same time each \( \theta, \ell \) is distinct then we can still resolve the distinct components using the ensemble of outputs. In effect, we are able to utilize separation in the spatial domain to compensate for each source having identical temporal-frequency support. Alongside determining the temporal-frequency support of (18) multi-sensor array broadband source localization also seeks to estimate the \( \{\theta, \ell\}_{\ell=1}^L \) (i.e., the DOA) of the sources from a finite collection of samples taken off the array.

As in the 1-D case we again sample the signal at the Nyquist rate to produce \( N \) uniform samples. Collecting each of these \( N \) “snapshots” of the array into the \( P \times N \) matrices

\[
Y = \begin{bmatrix} y_1(t_1) & \cdots & y_1(t_N) \\ \vdots & \ddots & \vdots \\ y_P(t_1) & \cdots & y_P(t_N) \end{bmatrix}, \quad X_\ell = \begin{bmatrix} x_{\ell,1}(t_1) & \cdots & x_{\ell,1}(t_N) \\ \vdots & \ddots & \vdots \\ x_{\ell,P}(t_1) & \cdots & x_{\ell,P}(t_N) \end{bmatrix}, \quad N = \begin{bmatrix} \eta_1(t_1) & \cdots & \eta_1(t_N) \\ \vdots & \ddots & \vdots \\ \eta_P(t_1) & \cdots & \eta_P(t_N) \end{bmatrix}
\]

we express the multi-sensor sampled version of (1) as

\[
Y = \sum_{\ell=1}^L X_\ell + N. \tag{19}
\]

We are also interested in estimating the spectral support when we view the signal through a set of compressed samples. In order to modify (19) to account for this we consider a set of \( P \times N \) sensing matrices \( \{A_\ell\}_{\ell=1}^M \) and let \( S = \sum_{\ell=1}^L X_\ell \). The \( m \)-th compressed measurement is then given by

\[
y_m = \langle A_m, S \rangle + \eta_m \tag{20}
\]

where \( \langle \cdot , \cdot \rangle \) denotes the Frobenius inner product.\(^{11}\) Given the full collection of \( M \) measurement of the form in (20) we seek to estimate the same parameters as in the fully sampled case of (19).

In order to modify our algorithms to operate in the multi-sensor regime we make one major structural assumption; the spatial and temporal domains can be treated separately. What this allows us to do is perform the subspace identification step separably by first projecting on the candidate temporal-frequency subspaces and then projecting onto the candidate spatial-frequency subspaces. This makes the fast methods described in [50], [60] amendable to the multi-sensor array case. However, it should be noted that the separability assumption is not accurate in the general case as the spatial and temporal domains are inherently coupled, and this coupling becomes more pronounced as the bandwidth of the component signals increases. Though this simplifying assumption buys us the ability to apply fast algorithms, it comes at a cost of producing a sparse representation of (19) that over-estimates the implicit degrees of freedom. To make this more explicit consider the \( \ell \)-th component signal in (19). We can estimate the spatial and temporal subspace dimensions of \( X_\ell \) to be \( K_s \) and \( K_t \) respectively such that its low-dimensional

\[^{11} \langle A, B \rangle = \text{trace} A^H B = \sum_{i,j} A_{i,j}^* B_{i,j} \]
Fig. 12. Performance of Slepian based OMP algorithm adapted to multi-sensor array scenario. (a) Polar plot of estimated and true sources for an SNR of 3 dB and an oversampling factor of 7 where \( o \) and \( s \) denote a source and estimate respectively. The radius is the normalized frequency and the angle is the DOA. Accompanying this is a plot of DOA estimate error in degrees vs the true DOA. (b) Error of DOA estimate in degrees when subject to varying levels of SNR and subsampling. It is clear that when operating at a sufficient SNR and subsampling level the DOA estimates are well within the expected resolution \(^{12}\) of \( 2\pi/\mathcal{P} \). However, the results exhibit an angular error dependence with sources close to the endfire possessing a higher estimation error compared to those signals incident at less extreme angles.

VIII. CONCLUSION

In this paper we have presented a thorough review of existing narrowband source localization algorithms, ranging from classical methods to more advanced optimization based modern techniques. Building on these narrowband methods, we then developed two novel broadband source localization algorithms that were demonstrated to successfully localize signals with arbitrary bandwidth. Furthermore, these algorithms are shown to perform well even when given a set of compressed measurements. The broadband Slepian space model coupled with MTSE was demonstrated to be far more robust to dynamic range disparities and noise than the standard Fourier based modeling methods. Finally, we extended these principles, originally formulated in the 1-D case, to operate on multi-sensor arrays. Future work in this direction could center on the analysis of these algorithms as well as investigating efficient methods of implementing non-separable models in the multi-sensor array case.
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