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Abstract
Circular proofs, introduced by Daniyar Shamkanov, are proofs in which assumptions are allowed that are not axioms but do appear at least twice along a branch. Shamkanov has shown that a formula belongs to the provability logic GL exactly if it has a circular proof in the modal logic K4. Shamkanov uses Tait style proof systems and infinitary proofs. In this paper we prove the same result but then for sequent calculi and without the detour via infinitary systems. We also obtain a mild generalisation of the result, implying that its intuitionistic analogue holds as well.
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1 Introduction

In the spring of 2015 Lev Beklemishev told Albert Visser and me about a theorem that his then student Daniyar Shamkanov had proved, a theorem stating that when a certain form of circularity is allowed in proofs in transitive modal logic K4, the resulting proof system is sound and complete with respect to the provability logic GL. Later that week Albert told me: “Such a theorem makes me happy for the whole day”. For this Liber Amicorum, in honor of his 65th birthday and retirement, I take a closer look at this source of happiness.

In (Shamkanov, 2014) develops a notion of circular proof, that extends the standard notion of proof in a given Gentzen or Tait calculus by allowing derivations in which the leaves are not axioms but equal to a sequent below that leaf. For references to earlier occurrences of notions of circularity in proofs, see (Brotherston, 2006). Clearly, proofs are special instances of circular proofs, namely those in which all leaves are axioms. Shamkanov shows that being provable in GL is equal to having a
circular proof in K4. For example, the following is a circular proof of Löb’s principle in the well-known sequent calculus for K4 as given in Section 2.

\[
\begin{array}{c}
\lozenge(\lozenge\varphi \rightarrow \varphi) \Rightarrow \lozenge \varphi \\
\lozenge(\lozenge\varphi \rightarrow \varphi), \varphi \Rightarrow \varphi \\
\hline
\varphi \Rightarrow \varphi \\
\end{array}
\]

When I read Shamkanov’s clever paper after Lev’s visit to Utrecht I wondered whether his approach, which uses Tait style calculi, could be adapted for (two-sided) sequent calculi and whether it could be generalized to other logics. The answer to the first question is yes, and to the second question I am not so sure. In this paper I will explain why.

The key ideas in the paper are certainly Shamkanov’s, but I do present certain facts in a different way. Most importantly, I do not use infinitary proof systems as an intermediary step between standard and circular proof systems, as is done in (Shamkanov, 2014).

In trying to establish whether Shamkanov’s Theorem could be generalized to other logics, I have tried, in this paper, to generalize the assumptions under which the main theorem holds. And in doing so, I discovered that the results actually seem to very much depend on particular properties of the logic GL. The only immediate corollary from the generalization is the insight that an analogue of the main theorem holds for the intuitionistic versions of the modal logics (Theorem 4).

1.1 Structure of the paper

We proceed as follows. If \(\vdash_{\mathcal{G}} S\) denotes that \(S\) has a proof in Gentzen calculus \(\mathcal{G}\) and \(\vdash^\circ_{\mathcal{G}} S\) denotes that \(S\) has a circular proof in \(\mathcal{G}\), then my translation of Shamkanov’s Theorem in terms of the standard sequent calculi \(\mathcal{G}3K4\) and \(\mathcal{G}3GL\) for K4 and GL, can be expressed as

\[\vdash_{\mathcal{G}3GL} S \text{ if and only if } \vdash^\circ_{\mathcal{G}3K4} S.\]

In this paper I generalize this to Theorem 2. For every extension \(\mathcal{G}\) of \(\mathcal{G}3p\) by ordered box rules that are closed under weakening and contraction and for any slim box rules \(R_1\) and \(R_2\) such that \(\mathcal{G}R_2\) is the circular companion of \(\mathcal{G}R_1\):

\[\vdash_{\mathcal{G}R_1} S \text{ if and only if } \vdash^\circ_{\mathcal{G}R_2} S.\]

The technical terms will be explained in the next sections, but let me mention here that all requirements are met by many sequent calculi for modal logics, except for the last requirement about modal companion. That \(\mathcal{G}3K4\) is the circular companion of \(\mathcal{G}3GL\) seems, as we will see, to depend strongly on the properties of GL.

Theorem 2 consists of two directions, the one from left to right is Lemma 6 and the other direction is Lemma 8. Section 5 contains the main result and the application to intuitionistic modal logics. It also shows why the obvious generalization to Grzegorczyk logic does not work.
I thank two anonymous referees for useful comments on an earlier version of this paper.

2 Logics and sequent calculi

The logics we consider are modal propositional logics, formulated in a language \( \mathcal{L} \) that contains constants \( \top \) and \( \bot \), propositional variables or atoms \( p, q, r, \ldots \) and the connectives \( \land, \lor, \neg, \rightarrow \) and the modal operator \( \Box \). The expression \( \Box \varphi \) stands for \( \varphi \land \Box \varphi \). All logics that we consider are extensions of classical propositional logics, but we do not assume them to be normal.

We will mainly work with sequents, which are expressions \( \Gamma \Rightarrow \Delta \), where \( \Gamma \) and \( \Delta \) are finite multisets of formulas in \( \mathcal{L} \), that are interpreted as \( I(\Gamma \Rightarrow \Delta) = (\bigwedge \Gamma \rightarrow \bigvee \Delta) \).

We denote finite multisets by \( \Gamma, \Pi, \Delta, \Sigma \). We also define (\( a \) for antecedent, \( s \) for succedent):

\[ (\Gamma \Rightarrow \Delta)^a \equiv_{df} \Gamma \quad (\Gamma \Rightarrow \Delta)^s \equiv_{df} \Delta. \]

When sequents are used in the setting of formulas, we often write \( S \) for \( I(S) \), such as in \( \vdash S \), which thus means \( \vdash I(S) \). Multiplication of sequents is defined as

\[ S_1 \cdot S_2 \equiv_{df} (\Gamma_1 \cup S_2 \Rightarrow \Delta_1 \cup \Delta_2). \]

Given a multiset \( \Gamma \), we write \( \Box \Gamma \) for the multiset obtained by putting a box in front of every formula in \( \Gamma \), and \( \Box \Gamma \) for \( \Gamma \cup \Box \Gamma \). For a sequent \( S \) we write \( \Box S \) for the sequent \( \Box S^a \Rightarrow \Box S^s \), and similarly for \( \Box S \). For example, \( \Box (p \Rightarrow) \) denotes \( \Box p \Rightarrow \).

We will be interested in multisets in which the repetition of formulas occurs for certain formulas only. Given a multiset \( \Gamma \) we denote by \( \Gamma^{\Box} \) the largest set \( \Pi^{\Box} \) such that \( \Pi^{\Box} \subseteq \Gamma \), and the multiset \( \Gamma^{\Box} \cup \{ \varphi \in \Gamma \mid \varphi \notin \Gamma^{\Box} \} \) by \( \Gamma^* \). Thus \( \Gamma^* \setminus \Gamma^{\Box} \) is a set.

With every sequent \( S = (\Gamma \Rightarrow \Delta) \) the set–sequent \( S^* = (\Gamma^* \Rightarrow \Delta^*) \) is associated. A sequent \( S \) is a set–sequent if it is of the form \( S_0^* \) for some sequent \( S_0 \). Two sequents are set–equivalent if their set–sequents are equal.

Given formulas \( \chi(p) \) and \( \varphi \), \( \chi(\varphi) \) denotes the result of replacing \( p \) everywhere by \( \varphi \) in \( \chi \). For a multiset \( \Gamma \), we use \( \chi(\Gamma) \) as abbreviation for the set of formulas \( \{ \chi(\varphi) \mid \varphi \in \Gamma \} \) and \( \chi(S) \) for \( \chi(I(S)) \). For example, if \( \chi = \Box p \), then \( \chi(\{ \varphi, \psi \}) = \{ \Box \varphi, \Box \psi \} \).

The complexity of formulas is defined as usual, where connectives and modal operators increase the complexity by 1. We define a partial order \( \preceq \) on sequents, based on the Dershowitz-Manna well-ordering \( \preceq_{dm} \) on multisets, in the usual way: \( S_1 \preceq S_2 \) exactly if \( S_1^a \cup S_1^s \preceq_{dm} S_2^a \cup S_2^s \). Here \( \preceq_{dm} \) is the reflexive transitive closure of the ordering \( \preceq_{dm} \) between multisets, where \( \Gamma \preceq_{dm} \Pi \) precisely if \( \Gamma \) is the result of replacing a formula in \( \Pi \) by finitely many formulas of lower complexity than that formula. Furthermore, \( S_1 \prec S_2 \) precisely if \( S_1 \preceq S_2 \) and \( S_1 \) and \( S_2 \) are not equal as sequents.
2.1 Gentzen calculi

A rule $R$ is an expression of the form

$$\frac{S_1 \ldots S_n}{S_0} R$$

where the $S_i$ are sequents. $R_c$ denotes the formula $I(S_0)$ corresponding to the conclusion, and $R^a$ denotes the formula $\bigwedge_i I(S_i)$ corresponding to the conjunction of the premisses. An axiom is a rule with no premisses, thus in our view, axioms are rules.

Given an extension $G$ of $G3p$, to be defined below, and a rule $R$, we denote the calculus $G + R$ by $GR$. In the case of $G3p$, we leave out the “p” and write $G3R$ instead of $G3pR$.

Rule $R$ is a box rule if it satisfies:

- The conclusion of $R$ is of the form $\Box S \cdot (\Gamma \Rightarrow \Sigma)$ for some sequent $S$ and two multisets $\Gamma, \Sigma$ not occurring, as multiset symbols, in $S$ nor in the premisses of $R$.
- All premisses of $R$ consist of subformulas of formulas in $S$.
- If an instance of $R$ is of the form $S_1 \ldots S_n (\Gamma \Rightarrow \Sigma) \cdot \Box (S_0 \cdot S'_0 \cdot S''_0)$ there are sequents $S'_i$ and $S''_i$ such that $S_i = S'_i \cdot S''_i \cdot S'_i$ and

$$\frac{S'_1 \cdot S''_1 \ldots S'_n \cdot S''_n}{(\Gamma \Rightarrow \Sigma) \cdot \Box (S_0 \cdot S'_0)}$$

is an instance of $R$ as well.

The last requirement guarantees that when box rules are added to a sequent calculus, closure under weakening and contraction is preserved, as will be proved in Lemma 3.

Examples of a box rule (left) and a rule that is not a box rule (right):

\[
\begin{align*}
p & \Rightarrow \\
\Pi, \Box p & \Rightarrow \Delta
\end{align*}
\]

\[
\begin{align*}
\Pi, p & \Rightarrow \Delta \\
\Pi, \Box p & \Rightarrow \Delta
\end{align*}
\]

Important in this paper are the box rules $R_{K4}$, $R_{GL}$ and $R_{Grz}$, which are, respectively,

\[
\begin{align*}
\Box \Gamma \Rightarrow \varphi & \quad \Box \Gamma, \Box \varphi \Rightarrow \varphi \\
\Pi, \Box \Gamma \Rightarrow \Box \varphi, \Delta & \quad R_{K4} \\
\Pi, \Box \varphi \Rightarrow \varphi, \Delta & \quad R_{GL} \\
\Pi, \Box (\varphi \rightarrow \Box \varphi) & \Rightarrow \varphi, \Delta \\
\Pi, \Box \varphi, \Delta & \quad R_{Grz}
\end{align*}
\]

A Gentzen calculus or a sequent calculus is a finite set of rules. In this paper we only consider Gentzen calculi of the form $G3p + \mathcal{R}$ for some set of box rules $\mathcal{R}$, where $G3p$ is given as follows.
The Gentzen calculus \(G3p\)

\[
\begin{align*}
\Gamma, p \Rightarrow p, \Delta & \quad Ax \ (p \text{ an atom}) \\
\Gamma, \varphi, \psi \Rightarrow \Delta & \quad L\land \\
\Gamma, \varphi \Rightarrow \Delta, \Gamma, \psi \Rightarrow \Delta & \quad L\lor \\
\Gamma, \varphi \Rightarrow \Delta & \quad \Gamma, \psi \Rightarrow \Delta \quad L\rightarrow \\
\Gamma, \varphi, \psi \Rightarrow \Delta & \quad L\Rightarrow \\
\Gamma \Rightarrow \varphi, \Delta & \quad \Gamma \Rightarrow \psi, \Delta \quad R\land \\
\Gamma \Rightarrow \varphi, \psi, \Delta & \quad R\lor \\
\Gamma \Rightarrow \varphi, \Delta & \quad \Gamma \Rightarrow \psi, \Delta \quad R\rightarrow \\
\end{align*}
\]

A derivation tree for \(S\) in a calculus \(G\) is a finite tree labelled with sequents, where the root is labelled with \(S\), and every inner node (not a leaf) with all its parent(s) forms an instance of a rule in \(G\). A derivation or (standard) proof of \(S\) in \(G\) is a derivation tree for which all the leafs are axioms. We write \(\vdash G S\) if sequent \(S\) has a derivation in \(G\), and when \(G\) is clear from the context we write \(\vdash\) instead of \(\vdash G\). We write \(\vdash d G S\) if \(S\) has a proof of depth (length of the longest branch of the derivation tree) at most \(d\).

**Theorem 1** ([Avron, 1984]) \(\vdash G3p GL S\) if and only if \(\vdash GL I(S)\).

A substitution \(\sigma\) is a map from formulas in \(L\) to formulas in \(L\) that commutes with the connectives and the modal operator. \(\sigma S\) denotes the sequent \(\{\sigma \varphi \mid \varphi \in S^0\} \Rightarrow \{\sigma \varphi \mid \varphi \in S\}\). We say that \(\varphi\) admissibly derives \(\psi\) in a logic \(L\), notation \(\varphi \vdash_L \psi\), if for every substitution \(\sigma\), if \(\vdash_L \varphi \sigma \varphi\), then \(\vdash_L \sigma \psi\). For sequents \(S\) and \(S'\), \(S\) admissibly derives \(S'\) in a calculus \(G\), notation \(S \vdash_G S'\), if for every substitution \(\sigma\), if \(\vdash_G \sigma S\), then \(\vdash_G \sigma S'\). Lemmas 1 below provides a typical example of admissibility. Clearly, if \(\varphi \vdash_L \psi\), then \(\varphi \vdash_L \psi\). But the converse is not always the case, more on this topic can be found in Jeřábek (2005).

A leaf with label \(S\) for which there is a node at its branch properly below it with the same label \(S\) is circular. A circular derivation or circular proof of \(S\) in a calculus \(G\) is a derivation tree for \(S\) in which every leaf either is an axiom of \(G\) or is circular. We write \(\vdash_G^c S\) if sequent \(S\) has a circular derivation in \(G\). A circular derivation is in particular a derivation tree.

Clearly, \(\vdash_G S\) implies \(\vdash_G^c S\), but not vice versa, as the following circular proof of the sequent version of Löb’s principle shows.

\[
\begin{align*}
\Box(\Box \varphi \rightarrow \varphi) \Rightarrow \Box \varphi \quad \Box(\Box \varphi \rightarrow \varphi), \varphi \Rightarrow \varphi \\
\Box(\Box \varphi \rightarrow \varphi) \Rightarrow \varphi \quad \Box(\Box \varphi \rightarrow \varphi) \Rightarrow \Box \varphi \\
\end{align*}
\]

Thus, \(\vdash_k \Box(\Box \varphi \rightarrow \varphi) \Rightarrow \Box \varphi\) holds. As the principle is not provable in \(K4\) this shows...
that \( \vdash_K^* \) is strictly stronger than \( \vdash_K \). One of the corollaries of the main theorem of this note is that, actually, a sequent has a proof in GL if and only if it has a circular proof in K4.

If we weaken the requirement of circular leaves to: there is a node at its branch properly below it with a label that has the same set-sequent as \( S \), the system is no longer sound, as the following circular proof shows.

\[
\varphi \land \psi, \varphi, \psi, \psi, \psi \Rightarrow \\
\varphi \land \psi, \varphi \land \psi, \varphi, \psi, \psi \Rightarrow L^\land
\]

**Lemma 1** \( \square \Pi, \square \Sigma, \square \varphi \Rightarrow \varphi \vdash_{G3GL} \square \Pi, \square \Sigma \Rightarrow \varphi \).

**Proof** The following steps prove the lemma, using in the third step that \( S \vdash_{G3GL} \square S \) for any \( S \).

\[
\begin{array}{ll}
\square \Pi, \square \Sigma, \square \varphi \Rightarrow \varphi & \vdash_{G3GL} \\
\square \Pi, \square \Sigma \Rightarrow \square \varphi \rightarrow \varphi & \vdash_{G3GL} \\
\square \Pi, \square \Sigma \Rightarrow \square (\square \varphi \rightarrow \varphi) & \vdash_{G3GL} \\
\square \Pi, \square \Sigma \Rightarrow \square \varphi & \vdash_{G3GL} \text{(using first line)} \\
\square \Pi, \square \Sigma \Rightarrow \varphi. & \vdash_{G3GL}
\end{array}
\]

\( \therefore \)

2.2 Weakening and contraction

**Lemma 2** (Inversion Lemma) If \( \mathcal{R} \) is a set of box rules, then in \( G3p + \mathcal{R} \) the following holds.

1. \( \vdash_d \Gamma, \varphi \land \psi \Rightarrow \Delta \) implies \( \vdash_d \Gamma, \varphi, \psi \Rightarrow \Delta \).
2. \( \vdash_d \Gamma, \varphi_0 \lor \varphi_1 \Rightarrow \Delta \) implies \( \vdash_d \Gamma, \varphi_i \Rightarrow \Delta \) for \( i = 0, 1 \).
3. \( \vdash_d \Gamma, \varphi \rightarrow \psi \Rightarrow \Delta \) implies \( \vdash_d \Gamma, \psi \Rightarrow \Delta \) and \( \vdash_d \Gamma \Rightarrow \varphi, \Delta \).
4. \( \vdash_d \Gamma \Rightarrow \varphi_0 \land \varphi_1, \Delta \) implies \( \vdash_d \Gamma \Rightarrow \psi_i, \Delta \) for \( i = 0, 1 \).
5. \( \vdash_d \Gamma \Rightarrow \varphi \lor \psi, \Delta \) implies \( \vdash_d \Gamma \Rightarrow \varphi, \psi, \Delta \).
6. \( \vdash_d \Gamma \Rightarrow \varphi \rightarrow \psi, \Delta \) implies \( \vdash_d \Gamma, \varphi \Rightarrow \psi, \Delta \).

**Proof** Analogues to the proof of Lemma 5.1.6 in [Troelstra and Schwichtenberg, 1996]. With induction to \( d \). The case that \( d = 1 \) is straightforward. In the induction step we consider the last inference of the derivation and distinguish by cases. For inferences that are instances of rules in \( G3p \) we reason as in [Troelstra and Schwichtenberg, 1996]. For an instance \( S_1 \ldots S_n / (\Pi \Rightarrow \Sigma) \cdot \square S_0 \) of a box rule \( R \) in \( \mathcal{R} \), it follows that any formula \( \varphi \) in the conclusion that is not boxed can be replaced by any formula \( \psi \) and still have a valid proof, thus proving that also in this case all six properties in the lemma hold. \( \therefore \)
Lemma 3 For any set of box rules $\mathcal{R}$ weakening and contraction are depth-preserving admissible in the calculus $G3p + \mathcal{R}$: In $G3p + \mathcal{R}$, for any sequents $S$ and $S'$ the following holds.

- If $\vdash_d S$, then $\vdash_d S' \cdot S$.
- If $\vdash_d S' \cdot S' \cdot S$, then $\vdash_d S' \cdot S$.

Proof We prove the lemma with induction to $d$. The proof for weakening is straightforward and therefore left to the reader. The key ingredient is the observation that for any instance

$$
\frac{S_1 \ldots S_n}{S_0}
$$

of a box rule $R$ and any sequent $S$,

$$
\frac{S_1 \ldots S_n}{S \cdot S_0}
$$

is an instance of $R$ as well.

We turn to contraction. Suppose $G3p + \mathcal{R}$ derives $S' \cdot S' \cdot S$. Clearly, it suffices to treat the case that $S'$ consist of a single formula, say $\varphi$. We treat the case that $S' = (\varphi \Rightarrow \cdot)$, the other case being analogous. If $d = 1$, then $S' \cdot S' \cdot S$ is an instance of an axiom. If it is an axiom of $G3p$, inspection of the possible axioms shows that whence $S' \cdot S$ is an instance of that axiom too. If the axiom belongs to $\mathcal{R}$, then the third requirement in the definition of box rules implies that $S' \cdot S$ is an instance of the axiom too.

If $d > 1$, consider the last inference

$$
\frac{S_1 \ldots S_n}{S' \cdot S' \cdot S}
$$

of the derivation. If it is an instance of a rule $R$ in $\mathcal{R}$, $S' \cdot S' \cdot S = (\Gamma \Rightarrow \Sigma) \cdot \Box S_0$ for some $\Gamma, \Sigma$ and $S_0$. There are several cases to consider: (1) $\varphi$ occurs twice in $\Box S_0$ or (2) $\varphi$ occurs twice in $\Gamma$ or (3) $\varphi$ occurs in $S_0$ and $\Gamma$.

In case (1) the third requirement in the definition of box rules implies that there exist $S'_i$ and $S''_i$ such that $S_i = S'_i \cdot S'_i \cdot S''_i$ and

$$
\frac{S'_1 \cdot S''_1 \ldots S'_n \cdot S''_n}{S' \cdot S}
$$

is an instance of $R$. By the induction hypothesis, the $S'_i \cdot S''_i$ have proofs of depth smaller than $d$, which proofs that $S' \cdot S$ has proof of depth at most $d$. In cases (2) and (3) it follows that

$$
\frac{S_1 \ldots S_n}{S' \cdot S}
$$
is an instance of $R$, and we are done immediately.

If (1) is an instance of a rule of $G3p$, we have to distinguish by cases. We treat the left implication rule. Therefore assume (1) is of the form

$$ \frac{\Gamma \Rightarrow \varphi, \Delta, \psi \Rightarrow \Delta}{\Gamma, \varphi \rightarrow \psi \Rightarrow \Delta} R $$

where either $\Delta$ or $\Gamma$ contains a formula twice or $\Gamma$ contains $\varphi \rightarrow \psi$. In the first two cases the induction hypothesis immediately applies. In the last case, by applying Lemma 2 to the two premisses, it follows that $\Gamma \setminus \{\varphi \rightarrow \psi\} \Rightarrow \varphi, \Delta$ and $\Gamma \setminus \{\varphi \rightarrow \psi\}, \psi \Rightarrow \Delta$ have proofs of depth $< d$. Hence so do $\Gamma \setminus \{\varphi \rightarrow \psi\} \Rightarrow \varphi, \Delta$ and $\Gamma \setminus \{\varphi \rightarrow \psi\}, \psi \Rightarrow \Delta$ by the induction hypothesis. An application of $L \rightarrow g$ gives $\Gamma \setminus \{\varphi \rightarrow \psi\}, \varphi \rightarrow \psi \Rightarrow \Delta$.

\[ \blacksquare \]

**Corollary 1** Weakening and contraction are admissible in $G3K4$ and $G3GL$.

In this paper we do not need the admissibility of cut in $G3K4$ and $G3GL$, but it is worth mentioning that the rule is indeed admissible. For a proof, see, for example, [Avron 1984].

**2.3 Ordered rules and proofs**

A rule is **ordered** if all its premisses are $\prec$–lower than its conclusion and consist solely of subformulas of formulas in the conclusion.

An instance of a rule is a **set–instance** if the premisses are set–sequents. Given a set of rules $R$, a proof is $R$–set if every instance in the proof of a rule in $R$ is a set–instance.

Given a calculus $G$, denote by $R_G$ the set of those rules in $G$ in which the premisses are not $\prec$-lower than the conclusion. A calculus $G$ is **ordered** if every provable sequent has a proof that is $R_G$-set.

A rule $R$ is **slim** if for every instance $S_1 \ldots S_n/S$ of it, $S_1^* \ldots S_n^*/S$ is an instance of $R$ as well. Observe that both $R_{GL}$ and $R_{K4}$ are slim rules.

**Lemma 4** For every set $\mathcal{R}$ of box rules that are slim or ordered: for any sequent $S$ provable in $G3p + \mathcal{R}$, there is a finite set of sequents $\mathcal{S}$ such that in any proof of $S$ in $G3p + \mathcal{R}$ that is $\mathcal{R}$–set, only sequents in $\mathcal{S}$ occur.

**Proof** Let $S'$ consist of all set–sequents that consist of subformulas of formulas in $S$. $\mathcal{S}$ denote the $S'$ union all sequents that are $\prec$-lower than a sequent in $S'$. Because of the subformula property that box rules as well as rules in $G3p$ satisfy, every $\mathcal{R}$–set proof of $S$ contains only sequents in $\mathcal{S}$.

\[ \blacksquare \]
Lemma 5 For every extension \( G \) of \( G_{3p} \) by ordered box rules and for every set \( R \) of slim box rules: for every proof in \( G + R \), there exists an \( R \)-set proof in \( G + R \) of the same endsequent of depth no greater than the original proof.

Proof Consider a proof in \( G' = G + R \). With induction on the depth \( d(D) \) of the lowest inferences that violate that \( D \) is \( R \)-set, with a subinduction to the number \( m(D) \) of those lowest inferences that violate that \( D \) is \( R \)-set. If \( d(D) = 0 \), then \( D \) is \( R \)-set and there is nothing to prove.

If \( d(D) > 0 \), consider an inference

\[
\frac{S_1 \ldots S_n}{S}
\]

at depth \( d(D) \) which is an application of a rule \( R \in R \) such that not all \( S_i \) are \( R \)-set-sequents. As \( R \) is closed under contraction, Lemma 8 implies that the sequent \( S_i^* \) has a proof of the same or lower depth than the proof of \( S_i \). Since \( R \) is a set-rule, this implies \( S \) has a proof of depth \( \leq d(D) \) in which the last inference is a set-instance of \( R \). Replacing the subproof of \( S \) in \( D \) by this proof results in a proof \( D' \) with the same endsequent as \( D \) for which either \( d(D') < d(D) \), or \( d(D') = d(D) \) and \( m(D') < m(D) \). In both cases the induction hypothesis applies and we obtain a proof of the endsequent of \( D \) that is \( R \)-set.

\[ \Box \]

3 From standard proofs to circular proofs

Lemma 6 For every extension \( G \) of \( G_{3p} \) by ordered box rules: if \( R_1, R_2 \) are slim box rules such that \( R_1^0 \vdash_{GR_1} R_2^0 \) and \( R_1^0 = R_2^0 \), then \( \vdash_{GR_1} S \) implies \( \vdash_{GR_2} S \).

Proof First we need to introduce some terminology. Given a derivation \( D \), let \( h^R_D \) denote the height of the lowest application of \( R \) in \( D \), where the height on an application of a rule \( R \) is the number of nodes from the root of the tree to the conclusion of that application. If \( D \) does not contain applications of \( R \) we put \( h^R_D = 0 \). With \( n^R_D \) we denote the number of applications of \( R \) at height \( h^R_D \) in \( D \).

Let \( G \) be \( G_{3p} \) extended by \( R_1 \) and \( R_2 \). Suppose \( \vdash_{GR_1} S \) and let \( D_0 \) be an \( \{R_1, R_2\} \)-set proof of \( S \) in \( GR_1 \), which exists by the previous lemma. We construct a sequence \( D_0, D_1, D_2, \ldots \) of \( \{R_1, R_2\} \)-set proofs in \( G \) with the following properties, where \( h_i = h^R_{D_i} \) and \( n_i = n^R_{D_i} \). For every \( i \) either \( n_i = 0 \) or \( h_{i+1} = h_i \) and \( n_{i+1} < n_i \), or \( h_{i+1} > h_i \). In no \( D_i \) there are applications of \( R_2 \) above applications of \( R_1 \). In other words, subproofs that end in an application of \( R_1 \), are proofs in \( GR_1 \).

If \( D_i \) contains no application of \( R_1 \), then the sequence stops at \( D_i \) with \( n_i = 0 \). Otherwise consider the leftmost application of \( R_1 \) at height \( h_i \) and let \( S_0 \) and \( S_1 \) be its conclusion and its premiss, respectively. The subproof of \( S_0 \) therefore is a proof in \( GR_1 \). Since \( S_1 = R_1^0 \vdash_{GR_1} R_2^0 \), there exists a proof in \( GR_1 \) of \( R_2^0 \). As \( R_1 \) is a slim rule, Lemmas 8 and 8 imply that there is an \( \{R_1\} \)-set proof of \( (R_2^0)_* \) in \( GR_1 \). Let \( D \) denote this proof followed by an application of \( R_2 \). Thus \( D \) is an \( \{R_1, R_2\} \)-set
proof of $S_0$. Let $\mathcal{D}_{i+1}$ be the result of replacing the considered subproof of $S_0$ by $\mathcal{D}$. We show that it has the required properties.

That there is no application of $R_2$ above applications of $R_1$ is clear. If $n_i > 1$, then $n_{i+1} = n_i - 1 < n_i$ and $h_i = h_{i+1}$. If, on the other hand, $n_i = 1$, then $h_{i+1} > h_i$ or $n_{i+1} = 0$. This proves that a sequence of proofs as described above can be constructed.

Since all $\mathcal{D}_i$ are $\{R_1, R_2\}$–set proofs in $G$ it follows from Lemma 4 that there exists a finite set of sequents $S$ such that every sequent that occurs in some $\mathcal{D}_i$ belongs to $S$. There are two possibilities: the sequence of the $\mathcal{D}_i$ is finite or it is infinite. It follows from the construction that in the first case the last proof in the sequence does not contain applications of $R_1$. Thus it is a proof in $\text{GR}_2$. Hence $\vdash_{\text{GR}_2} S$ and therefore $\vdash_{\text{GR}_2} S$. If the sequence is infinite, Consider $\mathcal{D}_i$ for an $i$ for which $h_i$ is larger than the number of sequents in $S$. The length of any branch in $\mathcal{D}_i$ is either greater than $h_i$ or at most $h_i$. In the last case, it cannot contain applications of $R_1$. In the first case, the sequent at height $h_{i+1}$ has to occur at that branch at a height lower than $h_i$ as well. Therefore, if we cut away all nodes at height $h_{i+2}$ and higher we obtain a circular proof of $S$ in $\text{GR}_2$.

\section{From circular proofs to standard proofs}

Lemma 7 For every extension $G$ of $G3p$ by ordered box rules, if in a proof of a sequent in $G + R$ there is a branch with two nodes with the same label, then there is an application of $R$ between these two occurrences along the branch.

\textbf{Proof} In all rules in $G$ the premisses are $\prec$–lower than the conclusion. 

Given a calculus $G$ and two rules $R_1$ and $R_2$, calculus $\text{GR}_2$ is the \textit{circular companion} of calculus $\text{GR}_1$ if there exist formulas $\chi(p)$ and $\eta(p)$ such that for any instance $S_1 \ldots S_n/S_0$ of $R_2$ and for all multisets $\Pi$ and $\Sigma$ (recall that $\chi(S)$ stands for $\chi(I(S))$ and $\chi(\Gamma)$ for $\{\chi(\varphi) \mid \varphi \in \Gamma\}$, and likewise for $\eta$):

- $R_1^a \vdash_{\text{GR}_1} R_2^a$ and $R_1^c = R_2^c$;  
- $\vdash_{\text{GR}_1} \eta(\varphi) \rightarrow \varphi$ for all formulas $\varphi$;
- $\{\chi(\Pi), \eta(\Sigma), S_0^a \Rightarrow S_i^a \mid 1 \leq i \leq n\} \vdash_{\text{GR}_1} \chi(\Pi \cup \Sigma), S_0^a \Rightarrow S_0^a$;
- $\chi(\Pi), \eta(\Sigma), S^a \Rightarrow S^a \vdash_{\text{GR}_1} \chi(\Pi), \eta(\Sigma), S^a \Rightarrow S^a$ for any sequent $S$;
- for every instance $S_1' \ldots S_n'/S_0'$ of a rule in $G$, $S' \cdot S_1' \ldots S' \cdot S_n'/S' \cdot S_0'$ is an instance as well, for $S'$ of the form $(\chi(\Pi), \eta(\Sigma) \Rightarrow \cdot)$.

Remark 1 The last two requirements in the definition of circular companions imply that for such companions also holds:

$$\chi(\Pi), \eta(\Sigma), S_0^a \Rightarrow S_i^a \mid 1 \leq i \leq n \} \vdash_{\text{GR}_1} \chi(\Pi \cup \Sigma), S_0^a \Rightarrow S_0^a.$$
**Remark 2** G3K4 is the circular companion of G3GL by taking $\eta(p) = \Box p$ and $\chi(p) = \exists p$. In fact, for any extension $G$ of G3p, $G + R_{K4}$ is the circular companion of $G + R_{GL}$ for the same $\eta$ and $\chi$. That the second requirement holds is trivial. For the third one the following observations suffice, recalling that $\Box(\Box \Gamma \Rightarrow \Box \varphi)$ denotes $\Box(\Box \Gamma \Rightarrow \Box \varphi)$

\[
\begin{align*}
\Box \Pi, \Box \Sigma, \Box \Gamma & \Rightarrow \varphi \quad \vdash \text{G3GL} \\
\Box \Pi, \Box \Sigma, \Box \Gamma, \Box \varphi & \Rightarrow \varphi \quad \vdash \text{G3GL} \\
\Box \Pi, \Box \Sigma, \Box \Gamma & \Rightarrow \Box \varphi.
\end{align*}
\]

The fourth requirement follows from Lemma 1 with $\varphi = I(S)$, and the first requirement is left to the reader.

**Lemma 8** For every extension $G$ of G3p by ordered box rules: if $R_1, R_2$ are slim box rules such that $GR_2$ is the circular companion of $GR_1$, then $\vdash_{GR_2} S$ implies $\vdash_{GR_1} S$.

**Proof** Given a derivation tree $D$ in GR$_2$, a leaf labelled with sequent $S$ is an assumption leaf if it is not circular and $S$ is not an axiom. Denote by $ap_{D}$ and $nap_{D}$ the sets of formulas of the form $I(S)$, where $S$ is the label of an assumption leaf that has, respectively does not have, an application of $R_2$ along its branch.

Suppose GR$_2$ is the circular companion of GR$_1$ and let $(\chi, \eta)$ be the witness of it. We prove with induction to the height of a circular derivation tree $D$ in GR$_2$ with root $S$:

\[
\vdash_{GR_1} \chi(ap_{D}), \eta(nap_{D}), S^a \Rightarrow S^a. \tag{2}
\]

Since for a circular proof in GR$_2$, both $ap_{D}$ and $nap_{D}$ are empty, this will prove the lemma.

If $D$ consists of one sequent only, it is either an axiom of GR$_2$, in which case \[2\] clearly holds, or it is an assumption leaf with no application of $R_2$ along its branch, which also implies \[2\] because $\eta(\varphi)$ implies $\varphi$ for all formulas $\varphi$.

Suppose the height of $D$ is greater than one and suppose the last inference of $D$ is an application of a rule $R$ and let $S_1, \ldots, S_m$ be its premisses. The induction hypothesis and the fact that GR$_1$ is closed under weakening gives for every $i$:

\[
\vdash_{GR_1} \chi(\bigcup_{i=1}^{m} ap_{D_i}), \eta(\bigcup_{i=1}^{m} nap_{D_i}), S_i^a \Rightarrow S_i^a. \tag{3}
\]

We distinguish the cases that any leaf in $D$ that is circular is circular in one of the $D_i$, and the opposite case. In the first case, if $R$ is one of the rules of $G$, then $ap_{D}$ is equal to $\bigcup\{ap_{D_i} \mid i \leq m\}$, and similarly for $nap_{D}$. Therefore \[2\] follows from the last requirement of circular companions and an application of $R$ to \[3\]. If $R = R_2$, then $nap_{D}$ is empty and

\[
ap_{D} = \bigcup_{i=1}^{m} (ap_{D_i} \cup nap_{D_i}).
\]
As $\text{GR}_2$ is the circular companion of $\text{GR}_1$, it follows that $\vdash_{\text{GR}_1} \chi(\text{ap}_D), S^a \Rightarrow S^a$, which implies \cite{2}.

Next, consider the case that in $\mathcal{D}$ there is a circular leaf that is not circular in any of the $\mathcal{D}_i$. Note that all such leaves are labelled with the same sequent as the endsequent of the proof, $S$, and that they may become assumption leaves in the $\mathcal{D}_i$. Hence

$$\text{ap}_D \cup \text{nap}_D = (\bigcup_{i=1}^{m}(\text{ap}_{\mathcal{D}_i} \cup \text{nap}_{\mathcal{D}_i})) \setminus \{S\}.$$ 

First consider the case that $R$ is one of the rules of $\mathcal{G}$. By Lemma 7 it follows that there is an application of $R_2$ along branches that have leaf $S$, which means that if $S$ occurs in $\bigcup_{i=1}^{m}(\text{ap}_{\mathcal{D}_i} \cup \text{nap}_{\mathcal{D}_i})$, it occurs in $\bigcup_{i=1}^{m} \text{ap}_{\mathcal{D}_i}$, and therefore as $\chi(S)$ in (3). An application of $R$ to (3) gives

$$\vdash_{\text{GR}_1} \chi(\text{ap}_D), \eta(\text{nap}_D), \chi(S), S^a \Rightarrow S^a.$$ 

The fact that $\text{GR}_2$ is the circular companion of $\text{GR}_1$ now implies \cite{2}.

If, on the other hand, $R = R_2$, then $\text{nap}_D$ is empty and for any $i$, $S$ may be in either $\text{ap}_{\mathcal{D}_i}$ or $\text{nap}_{\mathcal{D}_i}$. And thus appear as $\chi(S)$ or $\eta(S)$ in (3). Then the fact that $\text{GR}_2$ is the circular companion of $\text{GR}_1$ and Remark 1 imply \cite{2}. ☐

### 5 Standard proofs versus circular proofs

The results in the previous section lead to a sufficient condition for being the circular companion of a logic, from which Shamkanov’s results follow.

**Theorem 2** For every extension $\mathcal{G}$ of $\text{G}_3\text{p}$ by ordered box rules and for any slim box rules $R_1$ and $R_2$ such that $\text{GR}_2$ is the circular companion of $\text{GR}_1$:

$$\vdash_{\text{GR}_1} S \text{ if and only if } \vdash_{\text{GR}_2} S.$$ 

**Theorem 3** For every extension $\mathcal{G}$ of $\text{G}_3\text{p}$ by ordered box rules:

$$\vdash_{\mathcal{G}+R_{\mathcal{G}l}} S \text{ if and only if } \vdash_{\mathcal{G}+R_{K4}} S.$$ 

**Proof** Use Theorem 2 and Remark 2 with $R_1 = R_{\mathcal{G}l}$ and $R_2 = R_{K4}$. ☐

These theorems immediately give us Shamkanov’s Theorem:

**Corollary 2** $\vdash_{\text{G}_3\mathcal{G}l} S \text{ if and only if } \vdash_{\text{G}_3K4} S.$
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5.1 Intuitionistic modal logics

Inspection of the proofs of the theorems above show that they also hold when \( G3p \) is replaced by one of the standard single-conclusion Gentzen calculi for intuitionistic logic without structural rules, such as the propositional part of \( G3i \) from (Troelstra and Schwichtenberg, 1996), or Dyckhoff’s calculus (Dyckhoff, 1992). If \( iG3GL \) and \( iG3K4 \) denotes the extension of one of Dyckhoff’s calculus by the single conclusion versions of the rules \( RGL \) and \( RG4L \), respectively, we can conclude the following.

**Theorem 4** \( \vdash iG3GL S \) if and only if \( \vdash \circ iG3K4 S \).

5.2 Grzegorczyk logic

Recall that there is a cut–free sequent calculus for \( S4 \), which consists of \( G3p \) plus \( RK4 \) and \( RT \), where \( RT \) is the rule

\[
\frac{\Gamma, \varphi \Rightarrow \Delta}{\Gamma, \Box \varphi \Rightarrow \Delta} \quad RT.
\]

In (Avron, 1984) it is shown that the calculus \( G3p + RGrz + RT \) has cut-elimination. In fact, it is shown that a variant of \( G + RGrz + RT \) with explicit weakening has cut-elimination, but it is not hard to see that this implies the former result.

Note that \( RT \) is an ordered rule. It is not a box rule, but it is not hard to see that the reasoning in the previous proofs about box rules applies to this rule as well. We therefore have the following.

**Corollary 3** \( \vdash G3p + RGrz + RT \) implies \( \vdash \circ G3S4 S \).

**Proof** Proved in a similar way as Lemma 6 with \( G = G3p + RT \), \( R1 = RGrz \) and \( R2 = RK4 \). ☐

The converse, however, does not hold, since Löb’s principle has a circular proof in \( K4 \), as we saw, but is not provable in Grzegorczyk logic.
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