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We consider several aspects of unitary higher-dimensional conformal field theories (CFTs). We first study massive deformations that trigger a flow to a gapped phase. Deep inelastic scattering in the gapped phase leads to a convexity property of dimensions of spinning operators of the original CFT. We further investigate the dimensions of spinning operators via the crossing equations in the light-cone limit. We find that, in a sense, CFTs become free at large spin and $1/s$ is a weak coupling parameter. The spectrum of CFTs enjoys additivity: if two twists $\tau_1$, $\tau_2$ appear in the spectrum, there are operators whose twists are arbitrarily close to $\tau_1 + \tau_2$. We characterize how $\tau_1 + \tau_2$ is approached at large spin by solving the crossing equations analytically. We find the precise form of the leading correction, including the prefactor. We compare with examples where these observables were computed in perturbation theory, or via gauge-gravity duality, and find complete agreement. The crossing equations show that certain operators have a convex spectrum in twist space. We also observe a connection between convexity and the ratio of dimension to charge. Applications include the 3d Ising model, theories with a gravity dual, SCFTs, and patterns of higher spin symmetry breaking.
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1. Introduction

Even though conformal field theories (CFTs) have been studied for many years, very little is known about the general structure of their operator spectrum and three-point functions. The interest in conformal field theories stems from their role in the description of
phase transitions \[1\] and from their relation to renormalization group flows.\[1\] In addition, significant motivation to study conformal field theories is derived from the connection between quantum gravity in AdS and conformal field theories \[3,4,5,10,11\].

A classic result is that, in unitarity CFTs, operators obey the so-called unitarity bounds \[12\] (see also \[13\]). For example, the dimension of primary symmetric traceless tensors of spin \(s \geq 1\) satisfies the following inequality

\[
\Delta \geq d - 2 + s .
\] (1.1)

(Here and below \(d\) is the dimension of space-time.)

Primary operators that saturate the bound are known to be conserved, namely, they satisfy the equation \(\partial_\mu J^\mu = 0\) inside any correlation function. Similarly, scalar operators \((s = 0)\) are known to satisfy \(\Delta \geq \frac{d}{2} - 2\). If this inequality is saturated, a second order differential equation holds true \(\Box \mathcal{O} = 0\).

The unitarity bounds above are traditionally derived from reflection positivity of Euclidean correlation functions. It has been known for a while that considering processes in Lorentz signature can lead to further constraints on quantum field theory, and often such constraints do not seem to admit a straightforward derivation in Euclidean space. Simple examples based on an application of the optical theorem are discussed in \[14,15,16,17\].

In this note we will use some properties of quantum field theory that are particularly easy to understand in Minkowski space in order to derive various constraints. In addition, we will find it useful to embed our conformal field theories in renormalization group flows that lead to a gapped phase.

Before we plunge into a detailed summary of our results, we would like to review quickly some basic notions in conformal field theory, mostly in order to set the terminology we will be using throughout this note. Given scalar operators \(\mathcal{O}_1(x), \mathcal{O}_2(x)\) we can consider their OPE

\[
\mathcal{O}_1(x)\mathcal{O}_2(0) \sim \sum_{s} \sum_{k=1}^{\alpha(s)} C^k_s x^{-\Delta_1 - \Delta_2 + \Delta_k - s} x^{\mu_1} x^{\mu_2} \cdots x^{\mu_s} \mathcal{O}^k_{\mu_1, \mu_2, \ldots, \mu_s}(0) .
\] (1.2)

\[1\] A priori there may also be renormalization group flows where one finds scale invariant theories at the end points without the special conformal generators. The feasibility of this scenario has been discussed recently, for example, in \[2,3\]. See also references therein. To date, scale invariant but non-conformal theories have not been constructed.
Clearly, only symmetric traceless representations of the Lorentz group can appear. The sum over \( s \) is the sum over spin and the sum over \( k \) is the sum over all the operators that have spin \( s \). The sum over \( k \) is a finite sum. One can further re-package the sum above in terms of representations of the conformal group by combining the contributions of all the operators that are derivatives of some primary operator. (The coefficients \( C^k_s \) are fixed by conformal symmetry in terms of the coefficients of primary operators.)

In Euclidean space it is natural to consider \( x^2 \to 0 \) which means that all the components of \( x^\mu \) go to zero. In this case the terms that dominate the sum (1.2) are the operators \( \mathcal{O}^{k}_{\mu_1,\ldots,\mu_s} \) with the smallest dimensions \( \Delta^k_s \).

In Minkowski signature we can send \( x^2 \to 0 \) while being on the light cone. For convenience, we can take light-cone coordinates on a two-dimensional plane \( x^{-}, x^{+} \), and set \( x^{i} = 0 \). Then we consider the light-cone limit \( x^{+} \to 0 \) while \( x^{-} \) is finite. The operators that dominate then are \( \mathcal{O}^{-,-,\ldots,-} \) and their contribution to the OPE goes like \( x^{-}\Delta_1-\Delta_2+\Delta^k_s-s \), hence the strength with which they contribute is dictated by the twist \( \tau^+_s \equiv \Delta^k_s - s \). We denote \( \tau^+_s \equiv \min_k (\tau^+_k) \), i.e. \( \tau^+_s \) is the minimal twist that appears in the OPE for a given spin. Another useful notation is \( \tau_{\text{min}} \equiv \min_s \tau^+_s \), that is, the overall minimal twist that appears in the OPE, excluding the unit operator, which has twist zero.

The twists of conformal primaries are constrained by (1.1). Traceless symmetric conformal primaries of spin \( s \geq 1 \) must have twist at least \( d-2 \) and a scalar conformal primary must have twist at least \( \frac{d}{2} - 1 \). The unit operator has twist zero. The energy momentum tensor and conserved currents have twist \( d-2 \).

When two points are light-like separated, the group \( SL(2, R) \) preserves the corresponding light-ray. It is therefore natural to consider representations of it. The representations are classified by collinear primaries of dimension \( \Delta \) and spin \( s_{+\ldots} \) in the two dimensional plane. We can act on this collinear primary any number of times with \( \partial_{-} \) in order to generate the complete collinear representation. The twist of a collinear primary is defined as \( \tau^{\text{coll}} \equiv \Delta - s_{+\ldots} \). A conformal primary \( \mathcal{O}_{\mu_1\ldots\mu_n} \) can be decomposed into (generally infinitely many) collinear primaries. In this decomposition, the collinear primary with the smallest collinear twist is clearly \( \mathcal{O}^{-,-,\ldots,-} \), and this minimal collinear twist coincides with the conformal twist.

It would be useful for our purposes to rewrite the OPE (1.2) in terms of collinear representations. From the discussion above we see that it takes the form as \( x^{+} \to 0 \)

\[
\mathcal{O}_1(x^{+}, x^{-}) \mathcal{O}_2(0, 0) \sim (x^{+})^{-\frac{1}{2}(\Delta_1+\Delta_2)} \sum_{\tau^{\text{coll}}, s_{+\ldots}} \hat{C}^k_s (x^{+})^{\frac{1}{2}(\tau^{\text{coll}})} \mathcal{F}(x^{-}, \partial_{-}) \mathcal{O}^{k}_{-,\ldots,-,+,\ldots,+(0)} .
\]  

(1.3)
The functions $\mathcal{F}$ are determined from representation theory, see [18] for a review. The important message in (1.3) is that the approach to the light cone is controlled by the collinear twists.

Having introduced the basic terminology that we will employ, let us now summarize the constraints we discuss in this note.

First, we merely extend the observations of Nachtmann [19] about the QCD sum rules to an argument pertaining to arbitrary CFTs. In [19] it was pointed out that the Deep Inelastic Scattering (DIS) QCD sum rules imply certain convexity properties of the high energy limit of QCD. We discuss such constraints on the operators in the OPE in the context of a generic CFTs. We emphasize the assumptions involved in this argument.

To this end, we consider an RG flow where the CFT of interest is the UV theory and in the IR we have a gapped phase. We consider an experiment with the operator of interest, $\mathcal{O}(x)$, playing the role of the usual electromagnetic current in DIS. Assuming Regge asymptotics of the amplitude in the gapped phase (namely, the amplitude is bounded by some power of $s$)

$$\lim_{s \to \infty} A(s, t = 0) \leq s^{N-1}$$

one is led to a convexity property of the minimal twists $\tau_s^*$ of operators appearing in the $\mathcal{O}(x)\mathcal{O}^\dagger(0)$ OPE

$$\frac{\tau_{s_3}^* - \tau_{s_1}^*}{s_3 - s_1} \leq \frac{\tau_{s_2}^* - \tau_{s_1}^*}{s_2 - s_1} , \quad s_3 > s_2 > s_1 \geq s_c.$$  

(1.5)

Here $s_c$ is the minimal spin above which the convexity property starts. From (1.4) we know that $s_c$ is finite and certainly does not exceed $N$. The argument leading to the convexity property (1.5) depends on the following three assumptions:

a) unitarity;

b) the CFT can flow to a gapped phase;

c) polynomial boundedness of the DIS cross section in the gapped phase (1.4).

Assumption c) may seem as the least innocuous. However, there are formal arguments connecting it to causality and other basic properties of QFT. See for example [20], and a more recent discussion in [21]. In addition, we do not know of field theories violating assumption b) (such theories are known to exist in the realm of critical phenomena, but, to our knowledge, there are no concrete examples of unitary Lorentz invariant theories that cannot be deformed to a gapped phase). Hence, convexity of the function $\tau_s^*$ is established under very general assumptions. Moreover, in all the examples we checked, the convexity
above holds true starting from $s_c = 2$. We do not prove here that this is the case in most

generality.

A second topic we study here is the crossing symmetry (i.e. the bootstrap equations)
in Lorentzian signature. The bootstrap equations were introduced long ago by \cite{22,23,24}. It has been demonstrated recently, starting from \cite{25}, that one can go about and system-

tically bound numerically solutions to these formidable equations. Sometimes these

numerical bounds seem to be saturated by actual CFTs, as has been demonstrated, for

example, in \cite{20}. These methods of bounding solutions to the bootstrap equations are

easily described in Euclidean space, and the consistency of the procedure follows from the

fact that the contribution of the operators with high dimension to the OPE in Euclidean

space is exponentially suppressed \cite{27}.

By contrast, as we recalled above, the structure of the operator product expansion

in Minkowski space is such that we can probe directly operators with very high spin and

small twist. We therefore use the bootstrap methods in Lorentzian signature to constrain

operators with high dimension and high spin, but with low twist.\footnote{Different

applications of the bootstrap equations in Lorentzian signature were discussed in \cite{28,29,30}. In these papers the properties of operators with both high spin and high twist were

analyzed.}

Studying the light-cone OPE and bootstrap equations in the appropriate limit, we

conclude that starting from any two primaries with twists $\tau_1$ and $\tau_2$, operators with twists

arbitrarily close to $\tau_1 + \tau_2$ are necessarily present. This can be regarded as an additiv-

ity property of the twist spectrum of general CFT. In the derivation of this result, it is

important to assume that $d > 2$. Indeed, this additivity property is definitely violated in

two-dimensional models, such as the minimal models. The condition $d > 2$ comes from the

fact that we need to separate the contribution of the unit operator from everything else in

the light-cone OPE.

In particular, this means that the minimal twists appearing in the OPE of an operator

$\mathcal{O}_1$ with any other operator $\mathcal{O}_2$ are bounded from above as follows (in $d > 2$):

\[
\lim_{s \to \infty} \tau^*_s \leq \tau_{\mathcal{O}_1} + \tau_{\mathcal{O}_2} .
\]

(1.6)

We conclude that there should not be unitary solutions of the crossing equations with

$\tau^*_s > \tau_{\mathcal{O}_1} + \tau_{\mathcal{O}_2}$. This could be useful to bear in mind when trying to bound solutions to

the crossing equations along the lines of \cite{27}.\footnote{Different applications of the bootstrap equations in Lorentzian signature were discussed in \cite{28,29,30}. In these papers the properties of operators with both high spin and high twist were

analyzed.}
Additivity implies that for large enough spin there are operators whose twists are arbitrary close to \( \tau_{O_1} + \tau_{O_2} \). We refer to these operators as double-twist operators. We also denote these operators symbolically as \( O_1 \partial^s O_2 \). Similar argument shows that operators with twists asymptoting to \( \tau_{O_1} + \tau_{O_2} + 2n \) for any integer \( n \) are present as well. Those can be denoted symbolically as \( O_1 \partial^n O_2 \). We do not discuss the case \( n \neq 0 \) in as much detail as \( n = 0 \). In addition, it also makes sense to talk about multi-twist operators.

Given that their twists approach \( \tau_{O_1} + \tau_{O_2} \) for large enough spin, it is interesting to ask how precisely this limit of \( \tau_{O_1} + \tau_{O_2} \) is reached. It has been argued in [31] that for sufficiently large spin we can parameterize the twists of these operators as follows

\[
\tau(s) = \tau_{O_1} + \tau_{O_2} - \frac{c_{\tau_{\text{min}}}}{s_{\tau_{\text{min}}}} + \cdots .
\] (1.7)

Here \( \tau_{\text{min}} \) is the twist of \( O_{\text{min}} \) which is the operator of smallest twist exchanged by \( O_1 \) and \( O_2 \). (As in the definition before, we exclude from this the unit operator.) In many cases we would expect this to be the energy momentum tensor, thus \( \tau_{\text{min}} = d - 2 \).

The essence of the argument of [31] for (1.7) is as follows. One maps conformally the CFT from flat space to an \( \text{AdS}_3 \times S^{d-3} \) background. By choosing special coordinates in \( \text{AdS}_3 \) one can think about the four-point functions above as being described by a two-dimensional gapped theory embedded in \( \text{AdS}_3 \). The energy in this theory is the twist, and (1.7) corresponds to the leading interaction between separated localized excitations where the separation is governed by the spin.

Here we arrive at the same conclusion (1.7) by studying the crossing equation in flat Minkowski space. Furthermore, by using the bootstrap equations, we compute the coefficient \( c_{\tau_{\text{min}}} \) in (1.7) analytically in every \( d > 2 \) CFT. The simplest case is when we consider the OPE of an operator with its Hermitian conjugate \( O(x) O^\dagger(0) \). Then the coefficient governing the asymptotic twists of double-twist operators is

\[
c_{\tau_{\text{min}}} = \frac{\Gamma(\tau_{\text{min}} + 2s_{\text{min}})}{2s_{\text{min}} - 1} \frac{\Gamma(\Delta_O)^2}{\Gamma(\Delta_O - \frac{\tau_{\text{min}}}{2})^2} \frac{2^{s_{\text{min}}} - 1}{2} \frac{\Gamma(\Delta_O - \tau_{\text{min}}/2)^2}{\Gamma(\Delta_O - \frac{\tau_{\text{min}}}{2})^2} f^2 ,
\] (1.8)

where \( s_{\text{min}} \) and \( \tau_{\text{min}} \) are the spin and the twist of the minimal twist operator (other than the unit operator) appearing in the OPE of \( O \) with its conjugate. Hence, \( c_{\tau_{\text{min}}} \) is fixed

---

3 By this we mean it appears both in the OPE of \( O_1 \partial^1 O_1 \) and \( O_2 \partial^1 O_2 \).
by some universal factors and the two- and three-point functions of the operators $O$ and $O_{\tau_{\text{min}}}$. As we remarked, in many models one would expect $O_{\tau_{\text{min}}}$ to be the stress tenors, in which case the three-point function above is fixed in terms of $\Delta_O$ and the two-point function of the stress tensor (which is some measure of the number of degrees of freedom of the theory).

Note that in unitary CFTs we have $\tau_{\text{min}} \leq 2\Delta_O$, and an equality can only be reached for free fields. In general, there could be several operators of the same minimal twist $\tau_{\text{min}}$. In this case $c$ is the sum over all of these operators. It is worth mentioning that (1.8) provides another point of view on convexity. Since all the leading contributions to $c$ are manifestly positive, the spectrum of double-twist operators at large enough spins is convex. This statement is slightly different from the one outlined in (1.5), which is about the minimal twists in reflection positive OPEs. Here the statement is about double-twist operators in reflection positive OPEs.

We also consider non-reflection positive OPEs, such as those of a charged operator (with charge $q$ under some $U(1)$ global symmetry, with the generalization to non-Abelian symmetries being straightforward) $O$ with itself, $O(x)O(0)$. The double-twist operators $O_{\partial^s}O$ with twists that approach $2\Delta_O$ are necessarily present. Here we can compute the corrections to the twists at large spin $\tau_s - 2\Delta_O$ and we find a formula very similar to (1.8) (we will describe it in detail in the text) with one small but important difference, a factor of $(-1)^s$. Hence, the conserved current and the energy momentum tensor, both of which have twist $d - 2$ contribute with opposite signs. We assume those are the minimal twist operators in the OPE $OO^\dagger$. The spectrum is non-concave at large enough spin if and only if

$$\Delta \geq \frac{d-1}{2}|q|,$$

in some normalization for the two-point function of the $U(1)$ current that we define carefully in the main text. Hence convexity at large spin of such operators is related to whether or not the operator $O$ satisfies a BPS-like bound.

In SUSY theories, for chiral primaries, (1.9) is saturated (the charge $q$ is that of the superconformal $U(1)_R$ symmetry) and the leading corrections to the anomalous twists vanish. For chiral operators that are not superconformal primaries, (1.9) is satisfied in unitary theories. Hence, the spectrum of twists of the double-twist operators $O_{\partial^s}O$ is convex. It would be interesting to understand more generally whether convexity at large

\footnote{In this note when we say “reflection positive OPE” we mean an OPE of the type $O(x)O(0)^\dagger$.}
spin is a general phenomenon or not. The arguments in this note show that a large class
of OPEs is consistent with being convex.

If we combine (1.5) and (1.6) (i.e. convexity and additivity) we are led to rather
stringent predictions concerning interesting models. In particular, we predict that in the
3d critical $O(N)$ models (which are highly relevant for 3d phase transitions) there is a set
of almost conserved currents of spin $s \geq 4$ with the dimension $\Delta_s = s + \tau_s^*$ with

$$1 \leq \tau_s^* \leq 2\Delta_s ,$$

where $\Delta_s$ is the dimension of the spin field $\sigma_i$. Furthermore, we can argue using additivity
that

$$\lim_{s \to \infty} \tau_s^* = 2\Delta_s ,$$

and we can characterize in detail how this limit is approached via (1.7) and (1.8). One
can use the numerical results from the literature \cite{32} to arrive at concrete predictions.
Furthermore, the function $\tau_s^*$ is monotonically rising and convex as a function of the spin.

In the case of the 3d Ising model, it is known that there is a spin 4 operator with the
twist $\tau_4^* \sim 1.02$, which agrees with our expectations. Using convexity, this allows us to
further narrow down the possible window for higher spin currents and predict that in the
3d Ising model (which describes, among others, boiling water)

$$1.02 \leq \tau_s^* \leq 1.037 , \quad s \geq 6 ,$$

$$\lim_{s \to \infty} \tau_s^* = 2\Delta_\sigma \approx 1.037 .$$

Recall that $\tau_s^*$ is again monotonic and convex as a function of the spin. In addition, the
upper bound above is in fact saturated for $s \to \infty$ (this follows from additivity and the
fact that the set of operators of the Ising model is continuously connected to free field
theory). We will present several other examples in the text.

We also discuss the relation of some of our results to small breaking of higher spin
symmetry and, through AdS/CFT, to quantum gravity in AdS.

For the parity preserving Vasiliev theory in $AdS_4$ \cite{33} with higher spin breaking boundary
conditions, (1.11) implies for the masses of the higher spin bosons in the bulk

$$m_s^2 \approx 4\gamma_\sigma s + O(1), \quad s \gg 1$$

\footnote{Throughout the paper, convexity is to be understood as non-concavity.}
here $\gamma_\sigma$ is the anomalous dimension of the spin field in a non-singlet $O(N)$ model and the result is exact in $N$.

The outline of the paper is as follows. In section 2 we discuss DIS and establish (1.5). In section 3 we consider the bootstrap equations in Lorentz signature and derive (1.6), (1.7), (1.8). We also review the argument of [31] in this section. In sections 4, 5 we consider examples and applications. In section 6 we describe some open problems and conclude. Five appendices complement the main text with technical details.

Note: After this work had been completed, we became aware of a related work by A. Liam Fitzpatrick, Jared Kaplan, David Poland, and David Simmons-Duffin [34].

2. Deep Inelastic Scattering

In this section we explain how one can derive inequalities about operator dimensions in CFT by considering RG flows that start in the ultraviolet from the CFT and end up in the gapped phase. The basic ingredients are as follows.

Take any CFT (in any number of space-time dimensions, $d$) and assume it can be perturbed by a relevant deformation to a gapped phase (see fig. 1). Then we take the lightest particle in the Hilbert space, and denote this particle by $|P\rangle$. Its mass is denoted by $M$.

There may exist CFTs which have no relevant operators whatsoever (“self-organizing” CFTs), or CFTs which have relevant operators but can never flow to a gapped phase. We are not aware of such examples, and we will henceforth assume that flowing to a
A gapped phase is possible. In the critical $O(N)$ models one can make the following heuristic argument to support this scenario.

The critical $O(N)$ models can be reached if one tunes appropriately the relevant perturbations of free $N$ bosons. On the other hand, if the mass parameter in the UV is large enough, the model clearly flows to a gapped phase. Now we can decrease the mass gradually until the RG flow hovers very close to the critical $O(N)$ model. In this case we can describe the late part of the flow as a perturbation of the $O(N)$ model by the energy operator, $\int d^3x \epsilon(x)$. Indeed, it is a primary relevant operator in the critical $O(N)$ models.\footnote{This is known to be certainly true at large $N$ and at some small values of $N$. It seems natural that this would be indeed the case for any $N$.} If there are no phase transitions as a function of this mass, then it means that the critical $O(N)$ models, perturbed by the energy operator, flow to a gapped phase. This is also consistent with the fact that the energy operator corresponds to dialing the temperature away from the critical temperature.

Fig. 2: When we add a large mass $m$ in the ultraviolet, the model clearly flows to a gapped phase. We can gradually reduce the mass and tune the flow such that it passes close to the critical model. The flow after this stage can be interpreted as a perturbation of the critical $O(N)$ model by the energy operator, $\epsilon(x)$.

This heuristic argument is summarized in fig. 2. In the following we discuss general CFTs, assuming they can be deformed to a gapped phase by adding relevant operators (and maintaining unitarity).
2.1. General Theory

Deep Inelastic Scattering (DIS) allows to probe the internal structure of matter. One bombards some state with very energetic (virtual) particles and examines the debris. Of particular interest is the total cross section for this process, as a function of various kinematical variables.

![Diagram of DIS process](image)

**Fig. 3:** A lepton emits a virtual, space-like, photon that strikes a hadron. As a result, the hadron generally breaks up into a complicated final state.

Traditionally, the most common setup to consider is that of fig. 3. A lepton emits a virtual, space-like, photon that strikes a hadron.

To study the inner structure of $|P\rangle$ we can try to shoot various particles at it. If the theory (i.e. the CFT and the relevant deformations) preserves a global symmetry, we can couple the conserved currents to external gauge fields and repeat the experiment of fig. 3. (We can introduce arbitrarily weakly interacting charged matter particles and make the gauge field dynamical in order to have a perfect analog of fig. 3.) A more universal probe that exists in any local QFT is the EM tensor. We can couple it to a background graviton and consider the same experiment. We can also perform DIS with any other operator in the theory. Let us start by reviewing the kinematics of DIS in the case of a scalar background field $J(x)$. In other words, a background field that is coupled to some scalar operator in the theory $O(x)$ via $\int d^4x J(x)O(x)$. ($J(x)$ and $O(x)$ are taken to be real.)
Fig. 4: The total inclusive cross section can be extracted from the imaginary part of a Compton-like scattering where the momenta of the outgoing states are identical to the momenta of the incoming states.

The optical theorem allows to extract the inclusive amplitude for DIS via the analog of Compton scattering (see fig. 4). The amplitude in our “scalar DIS” setup is

\[
A(q_\mu, P_\mu) \equiv \int d^d y e^{i q y} \langle P | T (\mathcal{O}(y) \mathcal{O}(0)) | P \rangle
\]

(2.1)

where we have denoted the momentum of the target \( |P\rangle \) by \( P_\mu \). We will only discuss the case of \( q^2 < 0 \), i.e. space-like momentum for the virtual particle. The above amplitude obviously depends on the mass scales of the theory (we set \( P^2 = 1 \) for convenience), and the two invariants \( q^2, \nu \equiv 2q \cdot P \).

Fig. 5: The analytic structure in the \( \nu \) plane.
We can promote \( \nu \) to a complex variable. Since we have assumed the particle \( |P\rangle \) is the lightest in the theory, the above amplitude has a branch cut for \( \nu \geq -q^2 \) and \( \nu \leq q^2 \). The \( \nu \) plane is depicted in fig. 5. The optical theorem connects the discontinuity along the branch cut of (2.1) to the square of the DIS amplitude. (There are no other cuts since \( q \) is space-like.)

To get a handle on (2.1), we can invoke the OPE expansion. In the case that \( \mathcal{O}(x) \) is real, only even spins contribute. (Odd spins would be allowed if \( \mathcal{O}^+ \neq \mathcal{O} \).)

\[
\mathcal{O}(y)\mathcal{O}(0) = \sum_{s=0,2,4,...} \sum_{\alpha \in \mathcal{I}_s} f_s^{(\alpha)}(y) y^{\mu_1}...y^{\mu_s} \mathcal{O}_{\mu_1...\mu_s}^{(\alpha)}(0) .
\] (2.2)

Here \( s \) labels the spins, and we only write primary fields and ignore descendants since they do not contribute to the correlation function under consideration. The set \( \mathcal{I}_s \) corresponds to the collection of operators of spin \( s \).

Conformal symmetry at small \( y \) fixes the OPE coefficients in (2.2) to be

\[
f_s^{(\alpha)}(y) = C_s^{(\alpha)} y^{\tau_s^{(\alpha)}-2\Delta_O} (1 + \ldots) ,
\] (2.3)

where \( \tau_s^{(\alpha)} = \Delta_{\mathcal{O}^{(\alpha)}_{\mu_1...\mu_s}} - s \) is the twist of the operator. The \( \ldots \) denote corrections suppressed by positive powers of \( y^2 \). These corrections depend on the relevant operators. Parameterizing these corrections would be unnecessary for our purposes.

The expectation values of \( \mathcal{O}_{\mu_1...\mu_s}^{(\alpha)} \) in the state \( P \) are parameterized as follows

\[
\langle P | \mathcal{O}_{\mu_1...\mu_s}^{(\alpha)}(0) | P \rangle = A_s^{(\alpha)} (P_{\mu_1} P_{\mu_2} \cdots P_{\mu_s} - \text{traces}) ,
\] (2.4)

with the \( A_s^{(\alpha)} \) some dimensionful coefficients.

We can now insert the expansion (2.2) into (2.1) and find

\[
A(q_\mu, P_\mu) \equiv \sum_{s=0,2,4,...} \sum_{\alpha \in \mathcal{I}_s} A_s^{(\alpha)} \left( \left( P \cdot \frac{\partial}{\partial q} \right)^s - \text{traces} \right) \tilde{f}_s^{(\alpha)}(q) .
\] (2.5)

Here “traces” stands for terms of the form \( P^2 \left( P \cdot \frac{\partial}{\partial q} \right)^{s-2} \left( \frac{\partial}{\partial q} - \frac{\partial}{\partial q} \right) \) etc.

At this point it is natural to switch to the variable \( x = -q^2/\nu \), and write the answer in terms of \( x, q^2 \). The OPE allows to control easily the leading terms as \( -q^2 \to \infty \). Hence, for any given power of \( x \) we keep only those terms that are leading in the limit of large \( -q^2 \).

The leading terms take the form

\[
A(x, q^2) \equiv \sum_{s=0,2,4,...} A_s^* C_n^* x^{-s} (q^2)^{-\frac{1}{2} \tau_s^*} \mathcal{O}^{\Delta_O-d/2} .
\] (2.6)
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Among the set of operators of given spin $s$, $\mathcal{I}_s$, we select the one that has the smallest twist and denote the corresponding coefficients and twists with an asterisk. In the limit of large $-q^2$ the “traces” appearing in (2.5) can be dropped.\footnote{The reason is as follows. The nature of the expansion is that we keep all powers of $x$ and for each power we only retain the most dominant power of $q^2$. The trace terms are negligible, because, for instance, the first “trace term” scales as $x^{-s+2}(q^2)^{-\frac{1}{2}+\Delta s - d/2}$. This has to be compared to the contribution from the spin $s-2$ operator, $x^{-s+2}(q^2)^{-\frac{1}{2}+\Delta s - 2 + \Delta - d/2}$. We see that the “trace terms” can be indeed consistently neglected, for example, if the smallest twist of a spin $n$ operator, $\tau^*_n$, is monotonically increasing as a function of the spin. We will justify this assumption self-consistently later. This subtlety is apparently overlooked in various places. Another way to avoid this issue is to use the spin projection trick \cite{19}.}

We see that the OPE expansion is useful for finite $\nu$ and large $q^2$ (i.e. large $x$ and large $q^2$). The physically relevant configuration is, however, large $q^2$ and $x \in [0, 1]$. These two regimes can be related by the usual contour deformations in the complex plane.

To this end we promote $x$ to a complex variable and recall that the branch cut extends over $x \in [-1,1]$. Being careless for a moment about the behavior near $x \sim 0$, we write sum rules by following the usual trick of pulling the contour from infinite $x$ to the branch cut. We define $\mu_s(q^2)$ as the s-th moment

$$\mu_s(q^2) = \int_0^1 dx x^{s-1} \text{Im} A(x, q^2), \tag{2.7}$$

and from (2.5) we infer the sum rule for large $-q^2$

$$\mu_s(q^2) \to (q^2)^{-\frac{1}{2}+\Delta s - d/2} A_s^* C_s^*. \tag{2.8}$$

The finiteness of these moments depends on the small $x$ behavior. Equivalently, it depends on the behavior of the amplitude for fixed $q^2$ and large $\nu$. This is the Regge limit. We would like to take a conservative approach to the problem of determining the
asymptotics in the Regge limit. We simply assume the amplitude is bounded polynomially:

\[ \lim_{x \to 0} A(x, q^2) \leq x^{-N+1} , \]  

(2.9)

for some integer \( N \). Polynomial boundedness is discussed in [20]. A recent discussion and more references to the original literature where polynomial boundedness is discussed can be found in [21]. In this case the contour manipulation leading to (2.7) can be justified only for \( s \geq N \). This has to be borne in mind in the following, where we derive some consequences of (2.7) using convexity properties. The first place we are aware of where convexity properties appear in this context is [19].

2.2. Convexity

We will discuss various simple inequalities that the moments \( \mu_s(q^2) \) have to satisfy. These properties follow simply from unitarity

\[ \text{Im} A(x, q^2) \geq 0 , \]

(2.10)

which is nothing but saying that the cross section for the process of DIS is nonnegative. In fact, \( \text{Im} A(x, q^2) \) must be nonzero at least around some points, otherwise, the scattering is trivial.

The general inequalities stated below can be proven with the method we are using only for \( s \geq N \) with some finite \( N \). However, they may or may not be true for smaller spins as well. We will denote the spin from which these inequalities become true by \( s_c \). We see that \( s_c \) is finite and it is at most \( N \).

From (2.7) it is clear (because of (2.10)) that \( \mu_s > \mu_{s+1} \), which together with the sum rule (2.8) leads to

\[ \tau_s^* \leq \tau_{s+1}^* . \]

(2.11)

---

8 For on-shell scattering processes, we have the bound of Froissart-Martin [35,36] \( \sigma \leq C(\log(s))^2 \), where \( C \) is some dimensionful coefficient. In deep inelastic scattering we are dealing with an amplitude involving an off-shell particle (for example, a virtual photon), so the argument of Froissart-Martin does not carry over. In the context of QCD, one can use various phenomenological approaches to model the small \( x \) behavior. For example, see the review [37]. The result of these phenomenological models is that the amplitude grows only as a power of a logarithm with \( 1/x \). This may be more general than QCD, for example, it would be interesting to understand the small \( x \) asymptotics in \( \mathcal{N} = 4 \) [38]. We thank M. Lublinsky and A. Schwimmer for discussions about the Regge limit.
Hence, the smallest twist as a function of the spin is a nondecreasing function. There is a stronger conclusion that follows from (2.7), (2.8), (2.10). That is, take three ordered even integers $s_1 < s_2 < s_3$, then

$$\left( \frac{\mu_{s_3}}{\mu_{s_1}} \right)^{s_2-s_1} \geq \left( \frac{\mu_{s_2}}{\mu_{s_1}} \right)^{s_3-s_1}.$$ (2.12)

This implies for the twists

$$\frac{\tau^*_{s_3} - \tau^*_{s_1}}{s_3 - s_1} \leq \frac{\tau^*_{s_2} - \tau^*_{s_1}}{s_2 - s_1}.$$ (2.13)

Hence, the twist is a monotonic, convex (more precisely, non-concave) function of the spin.\(^9\)

We remind again that these inequalities start from some finite spin, $s_c$. In all the examples we checked they are in fact true for all spins above two (at spin two we have the energy momentum tensor, which has the minimal possible twist allowed by unitarity, $d - 2$).

![Diagram](image.png)

**Fig. 6:** The generic structure of the spectrum of minimal twists in a CFT.

---

9 Let us first prove this in the case $s_3 = s_2 + 2 = s_1 + 4$, and we denote $s \equiv s_1$. In this case, (2.12) is true due to the simple identity

$$0 < \frac{1}{2} \int_{(x,y) \in [0,1]^2} dx dy x^{s_1-1} y^{s_1-1} (x^2 - y^2)^2 \text{Im} A(x, q^2) \text{Im} A(y, q^2) = \mu_s \mu_{s+4} - \mu_{s+2}^2 .$$

This establishes local convexity, namely,

$$\tau^*_{s+4} - \tau^*_{s} \leq 2 (\tau^*_{s+2} - \tau^*_{s}) .$$

From this, global convexity (2.13) follows trivially. One can also show that without further assumptions on $\text{Im} A(x, q^2)$ (or some extra input) there is no stronger inequality that follows from (2.7), (2.8), (2.10).
The typical resulting spectrum of minimal twists is depicted in fig. 6. This is consistent with the known examples of CFTs in \( d > 2 \). The situation is slightly subtler in \( d = 2 \). In two-dimensional CFTs there are infinitely many operators with vanishing twist (these are found in the Verma module of the unit operator). Hence, the minimal twist is zero for all spins. This is however consistent with our analysis here, as we have only shown that \( \tau_s^* \) is non-concave. (When all the minimal twists are identical, unitarily \((2.10)\) simply translates to inequalities between the coefficients appearing in \((2.8)\).)

So far we have established convexity and monotonicity (starting from some finite spin). It is also natural to ask what is the asymptotic limit of the minimal twist as the spin goes to infinity. We will see that \( \tau_s^* \) has a finite and determined limit as \( s \to \infty \). This is the topic of the next section.

3. Crossing Symmetry and the Structure of the OPE

In this section we analyze the crossing equations in Minkowski space. Using a conformal transformation we can always put any four points on a plane. On this plane it is natural to introduce light-like coordinates, such that the metric on \( R^{d-1,1} \) takes the form \( ds^2 = dx^+ dx^- + (dx^i)^2 \). We study the crossing equations in the limit when one of the points approaches the light cone of another point. We have explained in the introduction that one should distinguish between the collinear twist \( \Delta - s_{+-} \) and the conformal twist \( \Delta - s \).

Our analysis consists of two parts. First, we analyze how the unit operator constrains general CFTs via the crossing equations. We conclude that in any unitary CFT in \( d > 2 \), given any two operators with collinear twists \( \tau_1^{\text{coll}} \) and \( \tau_2^{\text{coll}} \), we either have in the theory operators with collinear twist precisely \( \tau_1^{\text{coll}} + \tau_2^{\text{coll}} \), or there exist operators whose twists are arbitrarily close to \( \tau_1^{\text{coll}} + \tau_2^{\text{coll}} \).

Combined with convexity (which holds in reflection positive OPEs), this implies that in any unitary CFT the minimal twist obeys the following inequality\(^\text{10}\)

\[
\lim_{s \to \infty} \tau_s^* \leq 2 \tau_0 .
\]

(3.1)

So far we have discussed additivity in the space of collinear twists. We then give an argument of why in fact additivity holds in the space of the ordinary conformal twists.

\(^{10}\) In some sense, a predecessor of this statement is the so-called Callan-Gross theorem \([39]\). The discussion of \([39]\) is in the context of weakly coupled Lagrangian theories.
Namely, given any two operators of twists $\tau_1$ and $\tau_2$, there will be an operator with twist arbitrary close to $\tau_1 + \tau_2$. This sharper statement motivates the symbolic notation $O_1 \partial^s O_2$ introduced above.

We present several arguments for this stronger statement, and we also emphasize that it can be understood in the analysis of Alday and Maldacena [31]. The arguments we give and the discussion in [31] provide very compelling reasons for making this stronger claim. We leave the task of constructing a detailed proof of this statement to the future.

Thus, the spectrum of any CFT has an additivity property in twist space. It makes sense to talk about double- and multi-twist operators. We denote the double-twist operators appearing in the OPE of $O_1$ and $O_2$ symbolically as $O_1 \partial^s O_2$. The three-point functions $\langle O_1 O_2 (O_1 \partial^s O_2) \rangle$ are given by the generalized free fields values to leading order in $\frac{1}{s}$. By analyzing terms that are sub-leading in the small $z$ limit we conclude that operators which can be symbolically denoted as $O_1 \partial^s O_2$ appear as well, and for large spin their twist asymptotes to $\tau_1 + \tau_2 + 2n$. Again the three-point functions $\langle O_1 O_2 (O_1 \partial^s O_2) \rangle$ approach the generalized free fields values to leading order in $\frac{1}{s}$. In this paper we do not discuss the case $n \neq 0$ in detail.

We then include in the crossing equations the operator with the minimal twist after the unit operator. Using the crossing equations we characterize how the limiting twist $\tau_1 + \tau_2$ is approached as the spin is taken to infinity. The corrections to the twist, $\tau_s - \tau_1 - \tau_2$, go to zero at large $s$ as some power of $s$ that we characterize in great detail below. For simplicity, we mostly concentrate on the case where $O_1$ and $O_2$ are scalar operators.

### 3.1. The Duals of the Unit Operator

As a warm-up, consider any large $N$ vector model, and a four-point function of some flavor-neutral operators. (With minor differences the same holds for adjoint large $N$ theories.) We decompose the four-point function into its disconnected and connected contributions

$$
\langle O(x_1) O(x_2) O(x_3) O(x_4) \rangle = \langle O(x_1) O(x_2) \rangle \langle O(x_3) O(x_4) \rangle + \langle O(x_1) O(x_3) \rangle \langle O(x_2) O(x_4) \rangle \\
+ \langle O(x_1) O(x_4) \rangle \langle O(x_2) O(x_3) \rangle + \langle O(x_1) O(x_2) O(x_3) O(x_4) \rangle_{\text{conn}}.
$$

(3.2)

\footnote{In the setup of [31] this would amount to understanding better some analytic continuations. In our setup this presumably amounts to understanding in more detail the structure of the decomposition of a conformal primary into collinear primaries.}
For any configuration of points and large enough \( N \), this correlator is dominated by the disconnected pieces. The connected contribution is suppressed by \( \frac{1}{N} \) compared to the disconnected pieces. This fact by itself guarantees the existence of the double trace operators, which, as a matter of definition, we can denote \( \mathcal{O} \partial^s \mathcal{O} \), with the scaling dimensions \( \Delta_s = 2\Delta_O + s + O\left(\frac{1}{N}\right) \).

To see that these operators are present and that their dimensions are as above, we simply expand the disconnected pieces in a specific channel. This exercise is reviewed in appendix B. Of course, it is well known that such operators indeed exist in all the large \( N \) theories, and the notation \( \mathcal{O} \partial^s \mathcal{O} \) makes sense because the dimensions of these operators are very close to the sum of dimensions of the “constituents.”

We would like to prove that a similar structure exists in arbitrary \( d > 2 \) CFT, where for asymptotically large spins we find operators whose twists approach \( \tau_1 + \tau_2 \).

This universal property of higher-dimensional CFTs can be seen from crossing symmetry and the presence of a twist gap. By the twist gap we mean the non-zero twist difference between the unit operator that is always present in reflection positive OPEs and any other operator in the theory. This fact follows from unitarity.

To establish this we consider a four-point correlation function in the Lorentzian domain\(^{12}\). The main idea is to consider the consequences in the s-channel of the existence of the unit operator in the t-channel. In Euclidean space, the consequences of the unit operator in the dual channel were recently discussed in [27]. It turns out to constrain the high energy asymptotics of the integrated spectral density. Here we would like to exploit the presence of the unit operator in the Lorentzian domain.

For simplicity we consider the case of four identical real scalar operators \( \mathcal{O} \) of dimension \( \Delta \) and then generalize the discussion. The argument in the most general case goes through essentially verbatim.

Consider the four-point function

\[
\langle \mathcal{O}(x_1)\mathcal{O}(x_2)\mathcal{O}(x_3)\mathcal{O}(x_4) \rangle = \frac{\mathcal{F}(z, \bar{z})}{(x_{12}^2 x_{34}^2)^\Delta},
\]

\[u = \frac{x_{12}^2 x_{34}^2}{x_{13}^2 x_{24}^2} = z\bar{z}, \quad v = \frac{x_{14}^2 x_{23}^2}{x_{13}^2 x_{24}^2} = (1 - z)(1 - \bar{z}).\]

\(^{12}\) We thank Juan Maldacena for many useful discussions on this topic.
We consider all four points to lie on a plane, with the following light cone $(z, \bar{z})$ coordinates: $x_1 = (0, 0)$, $x_2 = (z, \bar{z})$, $x_3 = (1, 1)$, $x_4 = (\infty, \infty)$. We consider the light-cone OPE in the small $z$ fixed $\bar{z}$ channel and then explore its asymptotic as $\bar{z} \to 1$.

Let us introduce two variables which will parameterize the approach to different light cones $\sigma, \beta \in (0, \infty)$. In this domain all points are space-like separated. The cross ratios are related to $\sigma$ and $\beta$ as follows

\[
\begin{align*}
  z &= e^{-2\beta}, \\
  \bar{z} &= 1 - e^{-2\sigma}.
\end{align*}
\]

Note that $z$ and $\bar{z}$ are two independent real numbers. The reason for the notation we are using is that in Euclidean signature $z$ is a complex number and $\bar{z}$ is its conjugate. A convenient choice of a four-point function realizing the notation above is depicted in fig. 7.

Below we present two versions of the argument. In the first version we exploit crossing symmetry in Minkowski space. We use some basic properties of the light-cone OPE and show how crossing symmetry can lead to certain constraints on the operators spectrum of the theory. We find that crossing symmetry leads to a certain “duality” between fast spinning operators with very large dimensions and the low-lying operators of the theory. Here we compute the first two orders in the large spin expansion that we introduce. The second version of the argument relies on the picture of \cite{[31]} for fast spinning operators. In this nice, intuitive, picture many facts that we derive from the bootstrap equations have a straightforward interpretation in terms of particles that interact weakly with each other in some gapped theory. We begin by presenting the approach based on the bootstrap equations, and then re-interpret some of the facts we find using the ideas of \cite{[31]}.
We would like to consider the s-channel light-cone OPE expansion \( z \to 0^+ \) and \( \tau \) fixed. As we have reviewed in the introduction, this expansion is governed by the twists of the operators. More precisely, it is governed by the collinear twist \( \Delta - s - \). Any primary operator can be decomposed into irreducible representations of the collinear conformal group and one can easily see that, for any operator, the minimal collinear twist coincides with the usual conformal twist \( \Delta - s \). An operator with collinear twist \( \tau_{\text{coll}} \) contributes \( \mathcal{F}(z, \tau) \sim z^{\tau_{\text{coll}}/2} \mathcal{F}(\tau) \). The function \( \mathcal{F}(\tau) \) is a partial wave of the collinear conformal group. We quote some properties of it when needed. As usual, by re-summing the light-cone OPE expansion we can recover the correlation function at any fixed \( z \) and \( \tau \).

In the notation we defined after (3.3), the light-cone OPE expansion in the s-channel corresponds to a large \( \beta \), fixed \( \sigma \), expansion

\[
\mathcal{F}(\beta, \sigma) = \sum_i e^{-\tau_i \text{coll}_\beta} f_i(\sigma) = \int_0^\infty d\tau e^{-\tau \text{coll}_\beta} f(\sigma, \tau). \tag{3.5}
\]

We assume this OPE to be convergent in the region where all points are spacelike separated, namely \( \sigma, \beta \in (0, \infty) \).

The s-channel unit operator gives the most important contribution for finite \( \sigma \) and large \( \beta \). Let us now consider a different regime. We keep \( \beta \) fixed and start increasing \( \sigma \). In this way our coordinate \( \tau \) approaches 1 and hence gradually becomes light-like separated from the insertion \( x_3 \). If we take \( \sigma \gg \beta \) the four-point function is dominated by the t-channel OPE, and the most dominant term comes from the unit operator in the t-channel. We can estimate the behavior of (3.5) in this limit:

\[
\mathcal{F}(\beta, \sigma) \sim e^{-2\tau \text{coll}_\beta} e^{2\tau \text{coll}_\sigma} \left( 1 + O(e^{-\sigma}) \right). \tag{3.6}
\]

Operators other than the unit operator in the t-channel contribute to the exponentially suppressed terms. Here we are using the fact that there is a twist gap in \( d > 2 \) CFTs.

One can naively conclude that (3.6) implies that the spectral density is non-zero at \( \tau_{\text{coll}} = 2\tau_0 \). This is, however, not necessarily true. Imagine we have a series of operators with twists \( 2\tau_0 + a_i \) such that \( a_i \to 0 \) when \( i \to \infty \). Then for arbitrary large \( \sigma \) there will be \( a_i < e^{-\tau_{\min} \sigma} \) such that their twist will be effectively \( 2\tau_0 \) to the precision we are probing the correlation function. Thus, equation (3.6) only implies that the spectral density \( f(\sigma, \tau) \) is non-zero in any neighborhood of \( \tau_{\text{coll}} = 2\tau_0 \). This shows that there are operators with collinear twist in any neighborhood of \( \tau_{\text{coll}} = 2\tau_0 \).
The discussion above concerned with the collinear twists. As mentioned in the introduction to this section, we claim a slightly stronger result – that there are operators whose conformal twists are arbitrarily close to $\tau = 2\tau_0$.

Let us explain the motivations for this stronger claim. First of all, as we will review later, this follows from the construction of $[31]$. Second, if $\tau = 2\tau_0$ had not been the minimal collinear twist in the decomposition of a conformal primary into collinear primaries, then the conformal twist of the corresponding conformal primary would have been $2\tau_0 - n$ for some nonzero integer $n$. That conflicts with unitarity for some choices of $\mathcal{O}$. Finally, a heuristic argument: different collinear primaries that follow from a single conformal primary are obtained by applying $\partial_\tau$ to the collinear primary with the lowest collinear twist. However, since we are interested in the behavior for small $1/\tau$ (this is the $e^{2\tau_0 \sigma}$ in (3.6)), higher collinear twists are expected to produce the same (or weaker) singularity as they roughly transport $\mathcal{O}$ in the $z$ direction.

We conclude that there must be operators with twists arbitrarily close to $2\tau_0$. This follows from the presence of the unit operator in the $t$-channel. We can say more about these operators. An easy lemma to prove is that we must have infinitely many operators with twists $2\tau_0$ (or arbitrarily close to it). The argument is simply that conformal blocks behave logarithmically as $\tau \to 1$ and hence any finite number of them cannot reproduce the exponential growth of (3.6).

Let us also comment about the three-point functions of these operators. To fix them we expand the leading term $\frac{z^\Delta}{(1-z)^\Delta}$ in terms of $s$-channel collinear conformal blocks. This can be done using the generalized free fields solution of the crossing equations. The $\tau \to 1$ limit is dominated by the large spin operators. To reproduce the leading $\tau \to 1$ asymptotics correctly, the three-point functions $\langle \mathcal{O}_1 \mathcal{O}_2 (\mathcal{O}_1 \partial^s \mathcal{O}_2) \rangle$ should coincide with the ones of generalized free fields to the leading order in $\frac{1}{s}$.

So far we analyzed the consequences of matching the $\frac{z^\Delta}{(1-z)^\Delta}$ piece from the unit operator contribution to the $s$-channel OPE. However, we can consider the complete dependence on $z$ coming from the unit operator in the $t$-channel, $\frac{z^\Delta}{(1-z)^\Delta (1-z)^\Delta}$. Clearly, the primary operators discussed so far are not enough. Again the theory of generalized free fields reproduces the necessary function by means of additional primary operators of the form $\mathcal{O} \partial^{\text{even}} \mathcal{O}$. By taking the large spin limit of this solution (equivalently, $\tau \to 1$) we conclude that operators with twists $2\tau_0 + 2n$ and three-point functions approaching those of generalized free fields are always present in the spectrum, of any CFT.
All these facts naturally combine into the following picture (that we will henceforth use): CFTs are free at large spin – they are given by generalized free fields. More precisely, in the OPE of two arbitrary operators $O_1(x)$ and $O_2(x)$, at large enough spin, there are operators whose conformal twists are arbitrarily close to $\tau_1 + \tau_2$. We denote these operators symbolically by $O_1 \partial^s O_2$. Their twists behave as $\tau_1 + \tau_2 + O\left(\frac{1}{s^\alpha}\right)$ where the power correction will be discussed in the next subsection ($\alpha$ is some positive number). These operators, $O_1 \partial^s O_2$, are referred to as double-twist operators. Their three-point functions asymptote the ones of the theory of generalized free fields. Similar remarks apply to $O \partial^s [O] O$.

In principle, one can have either of the following two scenarios:

a) Operators with the twist $\tau = \tau_1 + \tau_2$ are present in the spectrum.

b) The point $\tau = \tau_1 + \tau_2$ is a limiting point of the spectrum at infinite spin.

By option b) we mean that in a general CFT there is a set of operators with large enough spin such that their twist is $\tau_1 + \tau_2 - O\left(\frac{1}{s^\alpha}\right)$ with $\alpha > 0$. In this way, for arbitrary $\epsilon > 0$, there will be operators $X$ with twist $\tau_1 + \tau_2 - \tau_X < \epsilon$. They will be responsible for the behavior \[3.6].\footnote{13 At one loop this was observed, for example, in [10], [11]. Here we see this is a general property of any CFT above two dimensions.}

Strictly speaking, so far we only discussed scalar external operators. However, the generalization to operators with spin is trivial in this case. Indeed, the usual complication of having many different structures in three point functions for operators with spin is irrelevant for us. The reason is that our problem is effectively two dimensional, and by considering, for example, operators with all the indices along the $z$ direction $\langle O_z...z \tilde{O}_z...z O_z...z \rangle$ the argument above goes through.

Indeed, in the case of four identical real operators, by keeping only unit operators in the s- and t-channel we get

$$
\langle O_z...z O_z...z O_z...z O_z...z \rangle = \frac{z^{2s}}{(z \bar{z})^{\Delta + s}} + \frac{(1 - z)^{2s}}{[(1 - z)(1 - \bar{z})]^{\Delta + s}}
$$

$$
= \frac{z^{2s}}{(z \bar{z})^{\Delta + s}} \left[ 1 + \left( \frac{z}{1 - z} \right)^{\Delta - s} \left( \frac{\bar{z}}{1 - \bar{z}} \right)^{\Delta + s} \right]. \tag{3.7}
$$

Again we see that $z^{\Delta - s}$ corresponds to the $\tau^{\text{coll}} = 2\tau_0 = 2(\Delta - s)$ operators in the s-channel. The crucial simplification is that our perturbation theory is effectively 2d and, thus, all the usual complications of three-point functions of operators with spin are absent.
Notice that our conclusion are obviously incorrect in \( d = 2 \). There are many 2d theories where the double-twist operators are absent. As we have mentioned above, this is due to the fact that in two dimensions there is no twist gap above the unit operator.

This is also related to why some theories in 2d can be very simple: the absence of the twist gap provides a way out from this additivity property. Then we can have a very simple twist spectrum. For example, in minimal models the twist spectrum takes the form \( \tau_i + n \), where \( n \) is an integer that corresponds to the presence of the Virasoro descendants, and \( \tau_i \) is some finite collection of real numbers. Such a spectrum is generally inconsistent in higher dimensions.

As a simple illustration of how this result is evaded in two dimensions, we can consider the four-point function of spin fields in the 2d Ising model [24]. In this case the only Virasoro primaries have quantum numbers \((0,0), (\frac{1}{2}, \frac{1}{2}), \) and \((\frac{1}{16}, \frac{1}{16})\) for the spin field. One can check explicitly that the leading piece in the \( z \to 1 \) limit has the leading twist contribution \( z^{\tau} \) with \( \tau = 0 \), consistently with the known spectrum. The spectral density around \( 2\tau_\sigma \) vanishes.

3.3. Relation to Convexity

![Graph showing the general form of the minimal twist spectrum in an arbitrary CFT in d > 2](image)

**Fig. 8:** The general form of the minimal twist spectrum in an arbitrary CFT in \( d > 2 \).

The discussion above allows us to put an upper bound on the minimal twist of the large spin operators appearing in the OPE of any operator with its Hermitian conjugate in \( d > 2 \) CFTs. The upper bound is, thus, \( 2\tau_\sigma \). This leads to a compelling picture of the spectrum of general CFTs if we combine this observation with the main claims of section 2, \((2.11),(2.13)\). \( \tau_s^* \) is thus a nondecreasing convex function that asymptotes to a finite number, not exceeding \( 2\tau_\sigma \). See fig. 8. In addition, as we emphasized above, there must be some operators populating the region of twists around \( 2\tau_\sigma \). These may be operators of non-minimal twist in the OPE.
An interesting direct application of these results is for the Euclidean bootstrap algorithm of [25]. If we assume that \( s_c = 2 \) (which is consistent with all the examples we know), then we see that *imposing the gap condition for operators with \( s > 2 \), \( \tau_s^* > \tau_1 + \tau_2 \) should not have any solutions (in unitary conformal field theories).

### 3.4. The Leading Finite Spin Correction

Let us, for simplicity, focus on the case of four scalar operators of the type \( \langle \mathcal{O} \mathcal{O}^\dagger \mathcal{O} \mathcal{O}^\dagger \rangle \) where the dimension of \( \mathcal{O} \) is \( \Delta \). (The case of non-identical scalar operators is considered in appendix B.) The crossing equation in this case takes the form

\[
\mathcal{F}(z, \bar{z}) = \left( \frac{z \bar{z}}{(1 - z)(1 - \bar{z})} \right)^\Delta \mathcal{F}(1 - z, 1 - \bar{z}). \tag{3.8}
\]

So far we have focused on the limit where we probe the t-channel OPE, \( \bar{z} \to 1 \) with \( z \) finite. We have taken into account the contribution of the unit operator in this limit. Let us now consider the next operator that contributes in this limit. This operator has the smallest twist among the operators appearing in the OPE (excluding the unit operator). We denote this smallest twist by \( \tau_{\text{min}} \). We denote the dimension and spin of this operator by \( \Delta_{\text{min}}, s_{\text{min}} \) such that \( \Delta_{\text{min}} - s_{\text{min}} = \tau_{\text{min}} \). The twist gap \( \tau_{\text{min}} > 0 \) in theories that live in more than two space-time dimensions guarantees that the contribution of such operators in (3.6) is exponentially suppressed by \( e^{-\sigma \tau_{\text{min}}} \) compared to the unit operator contribution.

It would be very important for our purpose to determine the contribution of this operator in more detail. For this we need the conformal block corresponding to this operator. The general conformal block entering the s-channel is denoted by \( g_{\Delta, s}(z, \bar{z}) \). Since in this case we are doing it for the t-channel we need to evaluate it with the arguments \( g_{\Delta, s}(1 - z, 1 - \bar{z}) \).

One useful property of conformal blocks that we need is their behavior near the light-cone. In the limit \( \bar{z} \to 0 \) with fixed \( z \) the conformal block is given by \( \bar{z}^{\frac{\tau}{2}} \mathcal{F}(z) \), where \( \mathcal{F} \) is simply related to the hypergeometric function \( _2F_1 \). This is true in any number of dimensions. We can consider \( \mathcal{F}(z) \) as \( z \) approaches 1. We find the following leading asymptotic form [42]

\[
g_{\Delta, s}(z, \bar{z}) \to - \frac{\Gamma(\tau + 2s)}{(-2)^s \Gamma\left(\frac{\tau + 2s}{2}\right)^2 \bar{z}^{\frac{\tau}{2}}} (\log (1 - z) + \mathcal{O}(1)). \tag{3.9}
\]

In (3.9) we have taken the limit \( \bar{z} \to 0 \) first and subsequently we let \( z \) approach 1.
Combining all the factors we arrive at the following result for (3.3) in the limit $\sigma \gg \beta$

$$F(z, \bar{z}) = \left(\frac{z\bar{z}}{(1 - z)(1 - \bar{z})}\right)^{\Delta_o} \left(1 - f^2 \frac{\Gamma(\tau_{\text{min}} + 2s_{\text{min}})}{(-2)^{s_{\text{min}}} \Gamma (\frac{\tau_{\text{min}} + 2s_{\text{min}}}{2})^2} (1 - z)^{\frac{\tau_{\text{min}}}{2}} \log (z)\right) + \cdots .$$

(3.10)

Here $\cdots$ stand for operators with higher twist than $\tau_{\text{min}}$ and for various subleading contributions from the $O_{\text{min}}$ conformal block. The contributions from operators with higher twist than $\tau_{\text{min}}$ are further suppressed by powers of $1 - \bar{z}$ (this translates to exponential suppression in $\sigma$ in the limit $\sigma \gg 1$ and $\beta$ fixed). $f^2$ is the usual coefficient appearing in the conformal block decomposition. It is fixed by the three point function $\langle O_{\text{min}} \bar{O} O \rangle$ and the two-point functions of these operators.

We rewrite (3.10) in terms of $\beta$ and $\sigma$. We get

$$F(\beta, \sigma) = \left(\frac{e^{-2\beta}(1 - e^{-2\sigma})}{(1 - e^{-2\beta})e^{-2\sigma}}\right)^{\Delta_o} \left(1 + 2\beta f^2 \frac{\Gamma(\tau_{\text{min}} + 2s_{\text{min}})}{(-2)^{s_{\text{min}}} \Gamma (\frac{\tau_{\text{min}} + 2s_{\text{min}}}{2})^2} e^{-\tau_{\text{min}} \sigma}\right) + \cdots .$$

(3.11)

Now we need to interpret this result in the s-channel. Consider first the case of unit operator. Its contribution can be accounted for in terms of the s-channel conformal blocks of operators that have twist $2\Delta$ and large spin (as in the theory of generalized free fields). In fact, as we show in appendix B, by doing a saddle point analysis one can see that the leading contribution comes from operators with spin

$$\log s_{\text{dom}} = \sigma + \log \frac{(2\Delta - 1)^{\frac{3}{2}}(2\Delta + 1)^{\frac{3}{2}}}{4\Delta} + O(e^{-\sigma}) .$$

(3.12)

The second derivative at the saddle point is parametrically large only when $\Delta \to \infty$. (In this case the formula simplifies to $\log s_{\text{dom}} = \sigma + \log \Delta + O(e^{-\sigma})$.) Otherwise, the saddle point is not localized and its precise location is not very meaningful. It is however meaningful that when $\sigma$ becomes large the dominant spins are large approximately as (3.12) dictates, $s_{\text{dom}} \sim e^\sigma$. Below we will “re-sum” all the contributions around the saddle point in order to get various detailed predictions.

Thus, we are building a perturbation theory around the point $s = \infty$, which is dominated by the unit operator in the t-channel and double-twist operators in the s-channel. Note that this perturbation theory is very different from the one in [13], where the expansion is for large $N$ theories. The expansion we are considering is valid in any CFT in $d > 2$.  
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In (3.11) we have included the contribution of the first leading operator in the t-channel, after the unit operator. Unitarity guarantees that $\tau_{\text{min}} < 2\Delta$. Notice that $\tau_{\text{min}} \leq d - 2$ (the upper bound comes from the energy momentum tensor, which is always present), while $\Delta \geq \frac{d-2}{2}$. Thus, equality is only possible for free fields. This is important because it means that this contribution to $\mathcal{F}(\beta, \sigma)$ from $\tau_{\text{min}}$ is rising exponentially. Hence, it cannot be accounted for by adding finitely many operators in the s-channel, or changing finitely many three-point functions. The saddle point (3.12) suggests that this contribution from $\tau_{\text{min}}$ should be accounted for by introducing small corrections to operators with very large spins.

Taking into account the exponentially suppressed correction proportional to $e^{-\tau_{\text{min}}\sigma}$ in (3.11), the twists of the operators propagating in the s-channel are now modified. The modification is very small for large enough spin because of the relation (3.12) between the spin and $\sigma$. Treating this term proportional to $e^{-\tau_{\text{min}}\sigma}$ as a perturbation, to leading order we can thus replace $e^{-\tau_{\text{min}}\sigma}$ by $1/s^{\tau_{\text{min}}}$, where $s$ is the spin. Then we can interpret this perturbation as a correction to the twist, $\delta\tau_s$, of such high spin operators by matching the dependence on $\beta$.

We find that for large $s$

$$\delta\tau_s = -\frac{c\tau_{\text{min}}}{s^{\tau_{\text{min}}}} + \mathcal{O}\left(\frac{1}{s^{\tau_{\text{min}}+\epsilon}}\right),$$

(3.13)

where $c$ is some constant independent of the spin and $\epsilon > 0$. If these double-twist operators are also the minimal twist operators in the OPE (as we will discuss in some examples), then we know from monotonicity of the twist that $c\tau_{\text{min}} > 0$. We see that the limiting twist $2\tau_{O}$ is approached in a manner that is completely fixed by the operator with the lowest lying nontrivial twist in the problem. For example, it could be some low dimension scalar operator, or the energy momentum tensor (for which $\tau_{\text{min}} = d - 2$).

It is natural to ask what can be said about $c\tau_{\text{min}}$. Here we compute it for the case of external scalar operators of dimension $\Delta$. As explained in appendix B, the relevant contribution from the s-channel takes the form

$$-\frac{1}{2} \log z \; z^\Delta \times \lim_{\tau \to 1} \sum_{s=\Lambda}^{\infty} \frac{c\tau_{\text{min}}}{s^{\tau_{\text{min}}} c_s z^{\Delta+s}} \; {}_2F_1(\Delta+s, \Delta+s, 2s + 2\Delta, \tau).$$

(3.14)

In other words, we use $e^{-\beta\tau - \beta\delta\tau} = e^{-\beta\tau}(1 - \beta\delta\tau + \cdots)$.

For the small spin cut-off we chose $\Lambda$. Since the sum is dominated by large spin operators in the limit we are considering, nothing will depend on $\Lambda$ in an important way.
First we switch from the sum to the integral \( \sum_{s=0}^{\infty} \to \int ds \) and also make a change of variables motivated by the saddle point analysis of appendix B, \( s \to \frac{s}{\sqrt{1-z}} \). Denoting \( \epsilon = 1-z \) and using for the \( \epsilon \to 0 \) limit

\[
2F_1\left( \frac{h}{\sqrt{\epsilon}}, \frac{h}{\sqrt{\epsilon}}, 1 - \epsilon \right) \sim 4^{\sqrt{\epsilon}} \frac{\sqrt{hK_0(2h)}}{\sqrt{\pi \epsilon}} \quad (3.15)
\]

(which can be derived using the integral representation for the hypergeometric function) we get (in the small \( \epsilon \) limit) that (3.14) is equal to

\[
\frac{c_{\tau_{\text{min}}}}{(1-z)^{-\frac{\tau_{\text{min}}}{2}}} \frac{4}{\Gamma(\Delta)^2} \int_0^{\infty} ds \ s^{2\Delta-\tau_{\text{min}}-1} K_0(2s) = \frac{c_{\tau_{\text{min}}}}{(1-z)^{-\frac{\tau_{\text{min}}}{2}}} \frac{\Gamma(\Delta)^2}{\Gamma(\Delta - \frac{\tau_{\text{min}}}{2})^2} \quad (3.16)
\]

Thus, the crossing equation, i.e. the requirement that (3.14) is equal to (3.10), takes the form

\[
c_{\tau_{\text{min}}} \frac{\Gamma(\Delta - \frac{\tau_{\text{min}}}{2})^2}{\Gamma(\Delta)^2} = 2f^2 \frac{\Gamma(\tau_{\text{min}} + 2s_{\text{min}})}{(-2)^{s_{\text{min}}} \Gamma(\tau_{\text{min}} + 2s_{\text{min}})^2} \quad (3.17)
\]

which can be solved for \( c_{\tau_{\text{min}}} \) to get

\[
c_{\tau_{\text{min}}} = \frac{\Gamma(\tau_{\text{min}} + 2s_{\text{min}})}{2^{s_{\text{min}}-1} \Gamma(\frac{\tau_{\text{min}} + 2s_{\text{min}}}{2})^2 \Gamma(\Delta - \frac{\tau_{\text{min}}}{2})^2} \frac{\Gamma(\Delta)^2}{f^2},
\]

\[
f^2 = \frac{C_{\mathcal{O}^1 \mathcal{O}^1}}{C_{\mathcal{O}^1 \mathcal{O}^1} C_{\mathcal{O}^1 \mathcal{O}^1} C_{\mathcal{O}^3 \mathcal{O}^3}} = (-1)^{s_{\text{min}}} f^2 \quad (3.18)
\]

The additional factor \((-1)^{s_{\text{min}}} \) in the second line of (3.18) comes about because \( C_{\mathcal{O}^1 \mathcal{O}^1} \) differs from \( C_{\mathcal{O}^1 \mathcal{O}^1} \) by a minus sign for odd spins. This will be important below.

For convenience, above we have included the expression connecting \( f^2 \) with various two- and three-point functions (our conventions for two- and three-point functions are summarized in appendix A). Thus, we have computed the coefficient that controls the leading correction to the anomalous dimension of double-twist operators in any CFT

\[
\tau_{\mathcal{O}^1 \mathcal{O}^1} = 2\tau_{\mathcal{O}^1} - \frac{c_{\tau_{\text{min}}}}{s_{\text{min}}} + \cdots.
\]

Let us emphasize several features of this formula:

- It is manifestly invariant under redefinitions of the normalizations of operators;
- The formula is valid for any \( d > 2 \) CFT and does not depend on the existence of any perturbative expansion parameters. Thus, it is an exact result.
- The sign of all the corrections is positive, both for odd and even spins. In the next section we will consider more general situations where different contributions come
with different signs. Here, since all the contributions are positive, the spectrum of twists of $O \partial^s O^\dagger$ is clearly convex for large enough spin, in any CFT.

- If the minimal twist operator $O_{\text{min}}$ is not unique, we just have to sum the different contributions $c = \sum c_i$;
- From unitarity we know that $\tau_{\text{min}} < 2\Delta$, and also $\tau_{\text{min}} \leq d - 2$. In section 5 we will see an example where all the contributions with $\tau_{\text{min}} \leq 2\Delta$ cancel out. Then the leading contribution to the asymptotic anomalous twist will come from $\tau_{\text{min}} > 2\Delta$, and our formula reproduces it correctly.
- The formula should be modified to incorporate the case when the external operators are not scalars. We expect that this should be manageable because the problem is effectively two dimensional and all conformal blocks are known [44]. We do not pursue this here.

This formula has several interesting consequences and applications that we study in the next section. The following subsection is dedicated to a brief review of the picture of [31] and its connection to the discussion above.

3.5. An Argument in the Spirit of Alday-Maldacena

The general results discussed in the previous subsections can be naturally understood at the qualitative level using the ideas of [31]. Such ideas were also applied in [45].

One can think about the four-point correlation function in a $d$-dimensional CFT as a four-point function in a two-dimensional gapped theory. Denote the coordinates on this two-dimensional space by $(u, v)$. The gap in the spectrum is the twist gap of the underlying $d$-dimensional CFT. More generally, the evolution in the $u$ direction is dictated by the twist of the underlying $d$-dimensional CFT. The operators could be thought as being inserted at $(\pm u_0, \pm v_0)$.

When operators are largely separated in the $v$ direction the interaction is weak and corrections to the free propagation $e^{-2\tau O u_0}$ are small. The corrections are governed by the separation $v_0$. Since the theory is gapped, the correction to the energy due to the exchange of a particle of “mass” $\tau_{\text{exch}}$ takes the form $e^{-\tau_{\text{exch}} v_0}$, which could be made arbitrarily small by taking large enough $v_0$.

Since $\partial_u$ measures the twist we see that in this limit of large $v_0$ we have a propagating state with the twist arbitrarily close to $2\tau_O$. By the state-operator correspondence we have to identify it with some operators in the theory. This is the additivity property alluded to above.
Moreover, [31] identified how the $v_0$ separation is related to the spin of the operators. They suggested the relation \( \log s_{\text{dom}} \sim v_0 \). That allows to interpret the correction potential energy due to the leading interaction, \( e^{-\tau_{\text{exch}} v_0} \), in terms of a correction to the twist of high spin operators, \( \delta \tau \sim \frac{c}{s^{\tau_{\text{exch}}}} \). For large $v_0$ we the most important exchanged particle is the one with the smallest twist, hence $\tau_{\text{exch}}$ is identified with $\tau_{\text{min}}$. This is the statement of (3.13). The fact that at large spin we approach the generalized free field picture corresponds to the fact that at large separations excitations do not interact and propagate freely. (In other words, locality in the $v$ coordinate.)

We see that the free propagation in the Alday-Maldacena picture corresponds to the unit operator dominance in the OPE picture. Corrections due to the exchange of massive particles in the Alday-Maldacena picture correspond to the inclusion of the next terms in the light-cone OPE. Also in this picture the state-operator correspondence plays an important role.

The relation \( \log s_{\text{dom}} \sim v_0 \) of [31] is qualitatively correct, but there are very important corrections to it that we could determine precisely in our formalism (3.12). (And as we explained, the saddle point itself is wide unless $\Delta \rightarrow \infty$, so one needs to re-sum the corrections around it. This is what we have essentially done in (3.15),(3.16).) Those corrections play a central role in the determination of the precise shift in the twists of fast spinning operators. In the picture of [31] those corrections should result from taking into account the finite width of the wave function in the $v$ coordinate. This would be interesting to understand better, perhaps along the lines of [45].

4. Examples and Applications of (3.17)

In this section we study the correction formula (3.18) in different regimes and circumstances, comparing it to known results when possible.

4.1. Correction due to the Stress Tensor and Theories with Gravity Duals

It is well known that in the case of the stress tensor the coupling of it to other operators is universal and depends only on the dimension of the operator and two-point function of the stress tensor. More precisely, in (3.18) \( f^2 = \frac{d^2 \Delta^2}{(d-1)^2 c_T} \), so that we get

\[
\frac{c_{\text{stress}}}{2c_T (d-1)^2 \Gamma\left(\frac{d+2}{2}\right)^2} \frac{\Delta^2 \Gamma(\Delta)^2}{\Gamma(\Delta - \frac{d-2}{2})^2}.
\]  

(4.1)
Let us consider a CFT where in the OPE of certain operators the minimal twist (after the unit operator) is realized by the stress tensor. Simple examples of such CFTs arise in the context of holography. In this case the two-point function is given by (see for example [46])

\[ c_T = \frac{d + 1}{d - 1} \frac{L^{d-1}}{2\pi G_N^{(d+1)}} \frac{\Gamma(d + 1)\pi^{d / 2}}{\Gamma(d / 2)^3}, \]  

(4.2)

so that we get for the leading correction

\[ c_{stress} = \frac{4\Gamma(d / 2)^2}{\pi^{d / 2}(d - 1)} \frac{G_N^{(d+1)}}{L^{d-1}} \frac{\Gamma(\Delta + 1)^2}{\Gamma(\Delta - d / 2)^2}. \]  

(4.3)

We can apply this formula, for example, in the case of \( \mathcal{N} = 4 \) SYM theory. We substitute \( d = 4 \) and \( \frac{G_N^{(d+1)}}{L^{d-1}} = \frac{\pi}{2N^2} \) so that \( c_T = 40N^2 \) and we get that the correction due to the stress tensor exchange is given by

\[ c_{stress}^{\mathcal{N}=4} = \frac{2\Delta^2(\Delta - 1)^2}{3N^2}. \]  

(4.4)

One of the first computations of a four-point function at strong coupling was 2-2 dilaton scattering. In this case the anomalous dimensions of double trace operators are known [47]

\[ \tau, O_4^{\mathcal{O}_4} = 8 - \frac{96}{(s + 1)(s + 6)} \frac{1}{N^2}. \]  

(4.5)

In the formula above \( \mathcal{O} \) stands for the operator dual to the dilaton. The only twist 2 operator in the t-channel is the stress tensor. By plugging \( \Delta = 4 \) into our formula we correctly reproduce \( \frac{96}{N^2}! \)

For other computations of the anomalous dimensions of double-trace operators in theories with gravity duals see [48,49]. In all those cases we found that the sign of the correction is consistent with convexity, and the leading power of \( s \) is as predicted. However, often more than one operator of twist 2 is exchanged in the t-channel and (4.4) will not be the complete answer. To get the complete answer we just have to sum over finitely many contributions.

4.2. The large \( \Delta \) Limit

It is curious to consider large \( \Delta \) limit of (3.18). The factor \( \frac{\Gamma(\Delta - \tau_{min})^2}{\Gamma(\Delta)^2} \) becomes \( \Delta^{\tau_{min}} \) and, thus, \( c_{\tau_{min}} \) has a simple dependence on \( \Delta \), \( c_{\tau_{min}} \sim \Delta^{\tau_{min}} f^2 \) where \( f^2 \) is the combination of three- and two-point functions written in (3.18). The limit of large \( \Delta \) is also nice in
that the saddle point described in appendix B becomes exact and simplifies as described after (3.12).

The point we would like to make in this subsection is that since for large $\Delta$ the saddle point (3.12) becomes exact, the idea of [31], which we outlined in subsection 3.5, can be made precise.

According to the picture we reviewed in subsection 3.5, the scaling dimensions of the double-twist operators are related to the total energy of two static charges in some two-dimensional space interacting through a Yukawa-like potential

$$\Delta_1 + \Delta_2 + g q_1 q_2 e^{-m v_0}, \quad (4.6)$$

where $v_0$ is the separation between the particles. We assume for simplicity $\Delta_1 = \Delta_2 \equiv \Delta$. Now we use the fact that the saddle point is exact if $\Delta$ is large and the relation at the saddle point is $v_0 = \log \frac{\Delta}{\Delta}$. Additionally, from our formula for the leading correction to the dimensions of double-twist operators we read $g q_1 q_2 \sim \frac{C_{\sigma_1 \sigma_2} C_{\sigma_2 \sigma_1}}{C_{\sigma_1 \sigma_2} C_{\sigma_2 \sigma_1} C_{\sigma_{\text{min}} \sigma_{\text{min}}}}$. The mass $m$ appearing in (4.6) corresponds to the minimal twist that we exchange (this is directly related to the fact that the lightest particle that we exchange leads to the longest range interactions).

These identifications are natural, for example, the sign of the correction has a very simple interpretation. Gravity is always an attractive force, thus, the correction from the potential energy is always negative. This is reflected by the fact that for the energy momentum tensor we have $g \sim -\frac{1}{c T}$ and $q \sim \Delta$. However, if we have a $U(1)$ current the force could be either attractive or repulsive depending on the signs of the charges.

The identification $v_0 = \log \frac{\Delta}{\Delta}$ and the relation between $g q_1 q_2$ and various two- and three-point functions all receive nontrivial corrections in $\Delta^{-1}$. We have accounted for all of them precisely in the previous section.

4.3. The Case of Parametrically Small $\Delta - \frac{\tau_{\text{min}}}{2}$

The formula (3.18) goes to zero when $\Delta = \frac{\tau_{\text{min}}}{2}$. This is consistent because such an equality could only be realized in free field theory (or, if one abandons unitarity it could be realized in models such as generalized free fields). And indeed, in free field theory (or generalized free fields) the answer is zero; there are no corrections to the twists of double-twist operators.
However, the case of small $\Delta - \frac{\tau_{\min}}{2}$ is in fact more subtle. For example, consider some weakly coupled CFT. Then if we choose the external state appropriately, the leading twist operators in the OPE would have $\tau_{\min}$ very close to $2\Delta$. But there would be infinitely many such operators. In order to get the right answer for the anomalous dimensions of fast spinning operators we would generally have to sum them all and be careful about performing the perturbation theory consistently.

An example is the $\phi^4$ theory in $4 - \epsilon$ dimensions. We consider the $\phi(x)\phi(0)$ OPE, which includes many operators whose twists are very close to 2. In order to obtain the right anomalous twists of fast spinning operators of the type $\phi \partial^s \phi$ as discussed in section 3, we have to sum all of those operators up. In this case $\epsilon$ breaks a higher spin symmetry and so the infinitely many operators with twists close to 2 can be regarded as due to a slightly broken higher spin symmetry.

More generally, imagine we have a CFT which contains a small parameter $\epsilon$. Imagine we also know the twist $\tau_{\mathcal{O}\partial^s\mathcal{O}}(s, \epsilon)$ of some double-twist operators exactly as a function of $\Delta$ and $s$. From the discussion above we know that at sufficiently large spin we expect it to have the form

$$
\tau_{\mathcal{O}\partial^s\mathcal{O}}(s, \epsilon) = 2\Delta - \frac{c_2(\epsilon)}{s^{d-2}} - \frac{c_4(\epsilon)}{s^{d-2+\gamma_4(\epsilon)}} - \ldots
$$

(4.7)

where $\gamma_4(\epsilon)$ is the anomalous dimension of the minimal twist spin-four operator. In the above we have assumed that the minimal twists are realized by the energy-momentum tensor, spin-four operators etc. Of course it could also be that $\mathcal{O}^2$ has a twist smaller than $d - 2$ (and hence dominates over the energy momentum tensor) but that won’t change the point we would like to make. Clearly, if $\epsilon$ is small, the expansion (4.7) is only useful for spins much larger than any other parameter in the theory (including $e^{\frac{1}{\gamma_4(\epsilon)}}$ that would naturally arise in a situation like (4.7)).

If one decides to fix the spin and take $\epsilon$ arbitrarily small, then all the operators in (4.7) become important. In this regime, the problem we are discussing is essentially that of solving perturbative CFTs via the bootstrap program. This is not our goal here, and we will not comment on it further. The interested reader should consult [43,50] for interesting recent progress in this direction.

In any given CFT, the results (3.13), (3.18) always apply for sufficiently large spin. For example, in the Ising model

$$
\tau_{\sigma\partial^s\sigma}^{3d \text{ Ising}} \sim 1.037 - \frac{0.0028}{s} + \ldots
$$

(4.8)
where we have used here the numerical value for the central charge found in \[26\]. This is an analytic result about the Ising model, but in practice its power is limited because one has to go to quite large spin \( s \) in order for the next terms to be suppressed (the next term is controlled by the anomalous twist of the spin 4 operator, which is 0.02, and thus the formula (4.8) is useful only for exponentially large spins). In the next section we will discuss some results about the Ising model that are more powerful from the practical point of view.

4.4. The Charge to Mass Ratio is Related to Convexity

As we explained above, the correction \( c_{\mathrm{min}} \) in (3.13) could have either sign depending on which operators propagates in the t-channel and depending on the precise form of the four-point function we study. We demonstrate this point here by considering four point functions of the form \( \langle O_i(x_1) O_j(x_2) O_i^\dagger(x_3) O_j^\dagger(x_4) \rangle \) where \( O_i \) and \( O_j \) are operators charged under global symmetries. In the expansion in the s-channel we necessarily encounter double-twist operators of the type \( O \partial^s \bar{O} \) which are charged under some global symmetries. We cannot directly apply the results of section 2 for such operators since we do not have positivity of the cross section argument. It is thus interesting to ask whether such operators approach the limiting twist \( 2\Delta \) in a convex, flat, or concave manner. Here we will explain that under some very general circumstances this is, roughly speaking, fixed by the charge to dimension ratio of \( O \). Let us set up the framework more precisely.

Imagine we have \( N_f \) flavor currents \( J^\mu_K \). And imagine also we have a set of scalar operators \( O_i \) charged under this symmetry so that

\[
[Q, O_i] = -(T_K)_i^j O_j
\]

This means that the OPE includes

\[
J^\mu_K(x) O_i(0) \sim \frac{-i}{S_d} \frac{x^\mu}{d^{d-1}} (T_K)_i^j O_j(0).
\]

where \( S_d \) is the surface area of a \( d-1 \) sphere.

Let us define the two-point functions

\[
\langle O_i(x) O_i^\dagger(0) \rangle = \frac{g_i^n}{x^{2\Delta}},
\]

\[
\langle J^\mu_I(x) J^\mu_J(0) \rangle = \frac{T_{IJ}}{S_d} \frac{I^{\mu\nu}}{d^{(d-1)}}.
\]
Using these and the OPE (4.10) we can fix the three-point functions to be
\[
\langle \mathcal{O}_i(x_1) \mathcal{O}_{j}^{\dagger}(x_2) J_{I}^\mu (x_3) \rangle = \frac{-i}{s_d} (T_I)_{i}^{j} g_{ij} \frac{Z^\mu}{x_{12}^{2 \Delta - (d-2)} x_{13}^{d-2} x_{23}^{d-2}} \tag{4.12}
\]

where \( Z^\mu = \frac{x_{12}^\mu}{x_{31}^\mu} - \frac{x_{13}^\mu}{x_{32}^\mu} \).

Now we consider the four-point function \( \langle \mathcal{O}_i(x_1) \mathcal{O}_{j}(x_2) \mathcal{O}_{k}^{\dagger}(x_3) \mathcal{O}_{l}^{\dagger}(x_4) \rangle \). Using (3.18) we can account for the contributions of the conserved currents in the t-channel to \( \delta \tau_s \). We find
\[
(\delta \tau_s)_{\text{currents}} \sim -\frac{1}{2} \sum_{I,J} \frac{C_{\mathcal{O}_i \mathcal{O}_j} C_{\mathcal{O}_k \mathcal{O}_l} (T_I)_{i}^{k} g_{kl} (T_J)_{j}^{m} g_{mj}}{\tau_{IJ} g_{ik} g_{lj}}. \tag{4.13}
\]

Restoring the pre-factors from (3.18) (for a configuration of four insertions like we consider here there is an additional factor of \((-1)^s\)) we get for the sum of the stress-tensor and repulsive flavor corrections (here we have assumed that the minimal twists that appear in the t-channel are the EM tensor and conserved currents)
\[
\delta \tau_s \sim -\frac{1}{s_d^{d-2}} \left[ \frac{d^2 \Delta^2}{4(d - 1)^2 c_T} \frac{\Gamma(d + 2)}{\Gamma(d + 2) \Gamma(d + 2)} - \frac{\Gamma(d)}{2 \Gamma(d/2)^2} \sum_{I,J} (T_I)_{i}^{k} g_{kl} (T_J)_{j}^{m} g_{mj} \right]. \tag{4.14}
\]

In general, the odd spin contributions are always repulsive in the context considered in this subsection and the even spin contributions (including scalar and stress tensor exchange) are attractive. Therefore, whether \( \delta \tau_s \) is convex, flat, or concave for large spin is determined by the ratio of \( \Delta/c_T \) compared to, roughly speaking, \( q^2/\tau_{IJ} \) where \( q \) is the charge of the operators (more generally, the representation). \textit{Therefore, the question of convexity at large spin is determined by whether \( \mathcal{O} \) satisfies a BPS-like bound.} The BPS-like bound that controls convexity for the simple case of stress tensor and a single \( U(1) \) symmetry is
\[
\frac{\Delta}{\sqrt{c_T}} \geq \frac{1}{\sqrt{2}} \frac{d - 1}{\sqrt{d(d + 1)}} |q| \tag{4.15}
\]
The correction due to the $U(1)$ current exchange has the opposite sign for the anomalous twists of $\mathcal{O}\partial^s\mathcal{O}$ and $\mathcal{O}\partial^s\mathcal{O}^\dagger$. At the level of the bootstrap equations, it corresponds to the fact that the three-point function $\langle \mathcal{O}\mathcal{O}^\dagger J_s \rangle$ is odd under a permutation of $\mathcal{O}$ and $\mathcal{O}^\dagger$ when $s$ is odd. (Here $J_s$ is an operator of spin $s$.)

Let us now mention that if we consider instead the correlation function in the ordering $\langle \mathcal{O}_i(x_1)\mathcal{O}^\dagger_i(x_2)\mathcal{O}_j(x_3)\mathcal{O}^\dagger_j(x_4) \rangle$ and study the s-channel expansion, then we encounter double-twist operators of the type $\mathcal{O}\partial^s\mathcal{O}^\dagger$. In this case, the t-channel expansions gives a different results from before. Because we flipped two operators (see fig. 9), all the even spins still contribute positively to $c$ but now the odd spins contribute positively as well. Hence, this essentially proves convexity in a new way (without alluding to an RG flow) for large enough spins! In fact, in some sense, it proves a slightly different result than the one in section 2, since here we do not need to assume that the double-twist operators are the minimal twist operators to get convexity – the convexity of section 2 is always about the minimal twist operators.

As an example of the discussion above let us consider an $\mathcal{N} = 1$ SCFT in four dimensions. In the case of SCFT we have a $U(1)_R$ global symmetry. The two-point function of the R-current is related via supersymmetry to the two-point function of the stress tensor (see, for example, formula (1.11) in \cite{51}). The relation in our conventions is

$$\frac{c_T}{\tau} = \frac{d(d+1)}{2}. \tag{4.16}$$

---

Figure 9: The correction due to the $U(1)$ current exchange has the opposite sign for the anomalous twists of $\mathcal{O}\partial^s\mathcal{O}$ and $\mathcal{O}\partial^s\mathcal{O}^\dagger$. At the level of the bootstrap equations, it corresponds to the fact that the three-point function $\langle \mathcal{O}\mathcal{O}^\dagger J_s \rangle$ is odd under a permutation of $\mathcal{O}$ and $\mathcal{O}^\dagger$ when $s$ is odd. (Here $J_s$ is an operator of spin $s$.)
Now consider the correlation function \( \langle O(x_1)O(x_2)O^\dagger(x_3)O^\dagger(x_4) \rangle \) where \( O \) is a chiral primary and \( O^\dagger \) is an anti-chiral primary. We can use the formula (4.14) to evaluate the asymptotic corrections to the operators \( O \partial^s O \) appearing in the chiral×chiral OPE. Using the relation (4.16) and the fact that for chiral primaries \( \Delta = \frac{3r}{2} \) where \( r \) is the \( R \)-symmetry charge of \( O \), we find that the correction (4.14) precisely vanishes. Furthermore, if \( O \) carries some global symmetry quantum numbers other than the \( R \)-symmetry, we should include the contributions to \( \delta \tau_s \) from the exchanges in the t-channel of the flavor supermultiplet (this is a linear multiplet of \( \mathcal{N} = 1 \)). We find that this contribution again vanishes identically.

One could ask why these corrections to \( \delta \tau_s \) vanish identically for chiral primaries. In the OPE of two chiral primaries one finds short representations with twists precisely \( 2\Delta \) and long representations with twists larger than \( 2\Delta \). (There are no smaller twists.) The cancelation above may be related to the presence of infinitely many short representations in the OPE. It would be nice to understand whether the OPE of two chiral primaries contains infinitely many protected operators, as the computations above hint. For completeness, the structure of the OPE of two chiral primaries is reviewed in appendix D.

Another curiosity that we would like to note is that if \( O \) is chiral but not a chiral primary, then \( \Delta > \frac{3r}{2} \) and the exchange of the stress tensor dominates over the \( R \)-current. Thus, we have convexity again. We see that the general connection between the BPS-like bound (4.15) and convexity is realized very naturally in SUSY.

5. Applications of Convexity

In this section we consider different known examples and verify that the convexity and asymptotic form of the twists hold true. Moreover, we will see that in all known examples the convexity starts from spin 2 (thus \( s_c = 2 \)).

5.1. Free Theories and Weakly Coupled Theories

It is easy to see that the propositions made in the previous sections are true in free theories. In this case we have an infinite set of conserved currents \( j_s \) with the minimal possible twist \( \tau = d - 2 \).

For a generic operator \( O \) we expect the three-point functions \( \langle OO^\dagger j_s \rangle \) to be non-zero. This is suggested by the way higher spin symmetry is realized in the sector of conserved currents as well as from the way it acts on the fundamental field.
The conserved currents will be the leading twist operators. In this way convexity with $s_c = 2$ is realized in the case of free theories. See fig. 10.

It is also trivial to see that there exist operators with twist arbitrarily close to $2\tau_O$. Indeed, for any composite operator $\mathcal{O}$ in a free theory, in the OPE of this operator with itself there will appear the operators $\mathcal{O}\partial^s\mathcal{O}^\dagger$ (written schematically). Those have twist precisely $2\tau_O$. If the operator $\mathcal{O}$ is the elementary free field itself, then these operators are the higher spin currents. Their twist is precisely $d - 2$, which coincides with twice the dimension (and hence twice the twist) of the elementary scalar field.

Weakly coupled CFTs inherit some of their OPE structure from their higher spin symmetric parents. (The OPE coefficients and the dimensions change a little. Various short multiplets could combine, for example, the exactly conserved higher-spin currents undergo a “Higgs mechanism” and acquire a small anomalous twist. Also new operators that were not present in the free field theory could appear.) If the CFT is sufficiently weakly coupled, the almost conserved currents will still be the minimal twist operators in the OPE of any operator with itself. This means that in this case our statement from section 2 boils down to the convexity of twists of almost conserved currents. The examples below are of this type.

Notice that in the case when we have a flux (e.g. in gauge theories) the situation is different. The almost conserved currents universally receive a correction to the twist of the form $\log s$. Thus, for large enough spin, their twist could be arbitrary large so that they cease to be the minimal twist operators. In this case some other operators (the double twist operators) ensure additivity and convexity.
5.2. The Critical \( O(N) \) Models

Let us consider the \( O(N) \) critical point in \( 4 - \epsilon \) dimensions. We can use the results of [52] for the anomalous dimensions. We have

\[
\delta \tau_{\sigma_i \partial^s \sigma_i} - 2 \gamma_{\sigma} = -\epsilon^2 \frac{N + 2}{2(N + 8)^2} \frac{6}{s(s + 1)},
\]

\[
\delta \tau_{\sigma_i \partial^s \sigma_j} - 2 \gamma_{\sigma} = -\epsilon^2 \frac{N + 2}{2(N + 8)^2} \frac{6(N + 6)}{(N + 2)s(s + 1)},
\]

where \( \gamma_{\sigma} \) is the anomalous dimension of the spin field. The operators \( \sigma_i \partial^s \sigma_i \) are singlets under the global symmetry \( O(N) \), and \( \sigma_i \partial^s \sigma_j \) are symmetric traceless representations of \( O(N) \).

Let us make several comments about the formulae above. First of all, both formulae have a well-defined large \( s \to \infty \) limit that implies \( \delta \tau_s - 2 \gamma_{\sigma} \to 0 \). This means that the prediction (3.1) is saturated, as it must in weakly coupled CFTs where we consider operators that are bilinear in the fundamental field. Second, the leading correction around infinite spin in both cases is of the form \( \frac{1}{s^2} \). This is what we expect due to the presence of the stress tensor and other currents which are conserved at this order. (To this order also \( \sigma^2 \) has twist \( d - 2 \).) Third, the convexity starts from the energy momentum tensor, \( s = 2 \). At higher orders in \( \epsilon \), the higher spin-currents will lead to different typical exponents at large spin, \( \frac{1}{s^{\min(\epsilon)}} \). The dominant exponent at very large spin will still be due to the stress tensor, \( \frac{1}{s^{\epsilon}} \). (The reason for that is that higher spin currents have a larger anomalous twist and the operator \( \sigma^2 \) appears to have dimension, and thus twist, larger than \( d - 2 \) as well. This information about \( \sigma^2 \) is suggested from the epsilon expansion, from the known results about low \( N \) critical \( O(N) \) models, and the results of large \( N \).)

Alternatively, we can consider the case of large \( N \) with the number of space-time dimensions being \( d \). In this case we can use the results of the large \( N \) expansion [53],[54]

\[
\delta \tau_{\sigma_i \partial^s \sigma_i} = 2 \gamma_{\sigma} \frac{4}{(d + 2s - 4)(d + 2s - 2)} \left[ (d + s - 2)(s - 1) - \frac{1}{2} \frac{\Gamma[d + 1] \Gamma[s + 1]}{2(d - 1) \Gamma[d + s - 3]} \right],
\]

\[
\delta \tau_{\sigma_i \partial^s \sigma_j} = 2 \gamma_{\sigma} \frac{4(d + s - 2)(s - 1)}{(d + 2s - 4)(d + 2s - 2)},
\]

\[
\gamma_{\sigma} = \frac{2 \sin \pi \frac{d}{2}}{N \pi} \frac{\Gamma(d - 2)}{\Gamma(\frac{d}{2} - 2) \Gamma(\frac{d}{2} + 1)},
\]

\[\text{To leading order } 2 \gamma_{\sigma} = \frac{N + 2}{2(N + 8)^2} \epsilon^2.\]
In the large $s$ limit these formulae become
\begin{equation}
\frac{\delta \tau_{\sigma_i \partial^s \sigma_i} - 2\gamma \sigma}{2\gamma \sigma} \sim -\frac{\Gamma(d+1)}{2(d-1)s^{d-2}} - \frac{d(d-2)}{4} \frac{1}{s^2} ,
\end{equation}

\begin{equation}
\frac{\delta \tau_{\sigma_i \partial^s \sigma_j} - 2\gamma \sigma}{2\gamma \sigma} \sim -\frac{d(d-2)}{4} \frac{1}{s^2} .
\end{equation}

These results are consistent with the fact that at leading order in $N$ we have conserved currents operators with the twist $\tau = d - 2$, and we also see $1/s^2$ coming from the operator $\sigma^2$.

The difference in the coefficients of $1/s^{d-2}$ for the operators $\sigma_i \partial^s \sigma_i$ and $\sigma_i (\partial^s \sigma_j)$ comes from the fact that different conserved higher spin currents contribute. We see that the sum over all the higher spin currents (each contributing to $1/s^{d-2}$) actually vanishes for the symmetric combination. However, the $1/s^2$ contribution is governed solely by the three point function $\langle \sigma_i \sigma_i \sigma^2 \rangle$ and, thus, the coefficient of $1/s^2$ is the same for both operators $\sigma_i \partial^s \sigma_i$ and $\sigma_i (\partial^s \sigma_j)$.

We can easily reproduce the coefficient of $1/s^2$ using our formula (3.18) and the known two- and three-point functions in this model (at large $N$). We find a precise match between the perturbative calculation (5.3) and our general methods using the bootstrap equations. The necessary details are collected in appendix E.

Now we can turn to predictions using convexity. We consider arbitrary $N$ and $\epsilon$. Of particular interest are three-dimensional small $N$ models (for which there is no small parameter in the problem). They describe many second order phase transitions. For example, in the case of $N = 1$ we have the 3d Ising model which describes the vapor-liquid critical point of water.

All these theories are known to contain an almost free scalar operator (the spin field) $\Delta_\sigma \sim 0.5$, thus, the prediction is that all these theories contain operators of spin $4, 6, \ldots, \infty$ with twists
\begin{equation}
1 < \tau_s < 2\Delta_\sigma .
\end{equation}

This happens to be a rather stringent constraint on the spectrum of the leading twist higher spin operators. For example, in the case of the 3d Ising model, it is known that

---

18 The cancelation of $1/s^{d-2}$ in the second line of (5.3) is easily understood in our language. Consider the four-point function of spin fields $\langle \sigma_1 \sigma_2 \sigma_2 \sigma_3 \rangle$. The only operator in the t-channel that can propagate is the interacting field $\sigma^2$. The higher spin currents cannot propagate because they behave essentially like free fields and so contribute zero to the t-channel diagrams. This shows that the operators $\sigma_1 \partial^s \sigma_2 \sigma_2$ do not have a piece that goes like $1/s^{d-2}$ at large spin.

---
Thus, we would predict that there is an infinite set of operators with $1 < \tau_s < 1.037$. Moreover, based on other examples and on the known twist of the spin four operator that nicely satisfies (5.4) ($\tau_4 \sim 1.02$), we expect that these operators are present starting from $s = 2$.

Fig. 11: The form of the minimal twist spectrum implied by convexity in the 3D Ising model. The shaded region describes the allowed values for almost conserved currents of spin $s \geq 6$.

Using monotonicity and the known twist of the spin four operator, we can further make the prediction that there is an infinite set of almost conserved currents in the 3D Ising model starting from $s = 6$ with the twists

$$1.02 < \tau_s < 1.037, \quad s = 6, 8, \ldots, \infty.$$  

(5.5)

This is illustrated in fig. 11.

5.3. Strongly Coupled Theories and AdS/CFT

For theories with gravity duals, convexity could be tested via AdS/CFT. One may be able to think about convexity as some hidden constraint on the low-energy effective actions in AdS in the spirit of [15]. We leave the exploration of this question for the future. A typical characteristic of theories with gravity duals is that these theories possess a large gap in the spectrum. See [13] for a systematic approach to analyzing such theories.

Fig. 12: The form of the minimal twist spectrum implied by convexity in a theory described by supergravity.
In this context, convexity is a statement about the anomalous dimensions of various double-trace operators, which are the double-twist operators in this case. For very large spins, convexity was proved using the crossing equations in section 3 while for spins of order $O(1)$ we can use the argument of section 2. In the bulk gravity duals, this corresponds to the energy of various spinning two-particle states. Hence, convexity implies that the binding energy of fast spinning operators in the bulk is always negative (i.e. the particles have net attraction) and the binding energy approaches zero in a power law fashion. This is depicted schematically in fig. 12, where $2\tau_\sigma$ is the twist of the two-particle state at very large spin (hence, the binding energy goes to zero). We emphasize that all these binding energies are of order $1/N$ or less. Hence, the properties delineated above are about various $1/N$ corrections that come from tree-level diagrams in supergravity.

5.4. Higher Spin Symmetry Breaking

Recently there was some progress in understanding the higher spin symmetric phase of the AdS/CFT correspondence [55,56,57]. On the CFT side, one can notice that such symmetries fix correlation functions up to a number [58] 19.

However, in the case when higher spin symmetry is broken the situation is much less clear. On the boundary sometimes it is possible to use the constraints to get some general predictions [60,61,62]. But they are very limited and are not applicable in the general situation. In the bulk the situation is even less clear. It would be very interesting to understand higher spin symmetry breaking in the bulk better.

Convexity is a generic constraint on any possible higher spin symmetry breaking. On the boundary, slightly broken higher spin symmetry currents are the minimal twist operators discussed before. In the bulk, this maps to a statement about the masses of Higgsed gauge bosons.

The scaling dimensions of operators with spin $s$ are mapped to the masses of the dual states in the bulk [63]

$$m^2 = C_2(\Delta, s) - C_2(d - 2 + s, s) = \delta \tau_s (\delta \tau_s + 2s + d - 4).$$

(5.6)

here $C_2$ is the quadratic Casimir of $SO(d, 2)$ and $\delta \tau_s$ is the anomalous twist (when it is zero the particle is massless).

---

19 The expression for $n$-point correlation functions of currents was recently found in [59].
Thus, convexity is some general constraint on the higher spin symmetry breaking in quantum gravities in AdS. It could be applied both to Vasiliev theories and tensionless limits of string theories.

Consider as an example case of parity preserving Vasiliev theory in $AdS_4$ with higher spin breaking boundary conditions. We know from additivity that for large spins $\tau_s = d - 2 + 2\gamma_\sigma + O(s^{2-d})$ so we can approximate the masses of the higher spin bosons in the bulk as

$$m_s^2 \approx 4\gamma_\sigma s + O(1).$$

Here $\gamma_\sigma$ is the anomalous dimension of the spin field in the $O(N)$ model (the singlet $O(N)$ model was first considered in [55]).

In the singlet $O(N)$ model, $\sigma$ is not part of the spectrum, but we can nevertheless define its anomalous dimension:

$$\gamma_\sigma = \lim_{s \to \infty} \frac{1}{4} \frac{\partial m_s^2}{\partial s} = \lim_{s \to \infty} \frac{1}{2}(\tau_s - 1).$$

Hence, it is defined from the limit of anomalous dimensions of almost conserved currents (alternatively, from the masses of bulk gauge bosons).

6. Conclusions and Open Problems

In this paper we investigated unitary CFTs in the Lorentzian domain. By flowing to the gapped phase and using positivity of a certain cross section, we established a convexity property of the minimal twists in the $O(x)O(0)$ OPE (2.13). Studying the crossing equations in the light-cone limit we found that there is an additivity property in the twist space and that the inequality (3.1) has to hold. Additivity means that in $d > 2$ it is meaningful to talk about double- and multi-twist operators, in any CFT. We also computed explicitly the leading large spin corrections to the twist of double-twist operators in the case of scalar operators and explained how to compute it for arbitrary operators. We discussed various double-twist operators and the leading correction to their twists at large spin. This led to a purely CFT-based proof of a certain convexity property of the twists of double-twist operators.

Our general findings are related naturally to the picture of [31], where 4d CFT correlators look like correlators in a 2d gapped local theory. In the original CFT this locality is realized in log $s$. We reformulated their picture in terms of the OPE and that allowed us to extend the analysis of [31] and compute the leading spin corrections exactly.
We proceeded by studying various examples and applications of these general properties. We have found that convexity is a recurring theme at large spin. We checked that the general picture that we obtained is indeed realized in known theories (mostly weakly coupled theories or theories with gravity duals).

We concluded that there should not be solutions of the crossing equations with \( \tau_s^* > \tau_1 + \tau_2 \) and we checked our picture against the available numerical results \cite{22}. We emphasized some predictions for the 3d critical \( O(N) \) models that are relevant for phase transitions. One can set bounds on an infinite set of operators in the critical \( O(N) \) models \cite{5.4}. In the case of the 3d Ising model one can do better \cite{5.5}.

Another example we considered is the correction to the twists of chiral operators in \( \mathcal{N} = 1 \) SCFTs. We found that to the order we computed the twist spectrum of chiral primaries remained flat at large spin (in principle it could have been concave). If we consider chiral operators that are not chiral primaries, then, as we have explained in section 4, the usual superconformal unitarity bound leads to convexity at large spin.

For a generic CFT we found that there is a relation between the convexity/concavity of the large spin twists of double-twist operators and the mass/charge ratio. More precisely, assuming that the minimal twist operators are the stress tensor and a \( U(1) \) current we found that

\[
\mathcal{O} \partial^s \mathcal{O} \text{ convexity } \leftrightarrow \Delta \geq \frac{(d-1)}{2}|q|,
\]

where we used the freedom to normalize the current to choose \( \frac{c_T}{\tau} = \frac{d(d+1)}{2} \) (we can always do this for Abelian currents. For concavity the inequality works in the opposite direction.)

Hence, by studying the dimensions and charges of arbitrary primary operators in various CFTs one can conclude about convexity/concavity of the large spin anomalous dimensions.

Our results are also relevant for the high spin symmetry breaking in CFTs and through AdS/CFT to theories of quantum gravity in the bulk. As higher spin symmetry breaks, higher spin gauge bosons become massive through the Higgs mechanism. The minimal twists discussed above correspond to almost conserved higher spin currents. For the case of parity preserving Vasiliev theory, from the property of additivity of the twists we infer that the masses of these gauge bosons at high spin follow a Regge-like formula, with the prefactor fixed by the dimension of the spin field.

There are several concrete open questions which would be interesting to address.
One obvious generalization would be to compute the next, subleading, orders in the $\frac{1}{s}$ expansion. Another concrete problem that would be nice to address is the computation of the coefficients controlling the power law corrections for the operators $O_1 \partial_s \Box^a O_2$. Finally, it would be interesting to derive convexity using the ideas of [65]. It was noticed in [65] that the Regge limit of the DIS amplitude we considered in section 2 is related through a conformal transformation to the problem of measuring energy distributions in the final state created by some operator. Moreover, the fact that the energy distributions are integrable may constrain the Regge asymptotics of graviton deep inelastic scattering. It would be interesting to understand whether this is indeed the case.
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Appendix A. Normalizations and Conventions

Here we collect our normalization and conventions for two- and three-point functions as well as the normalizations of conformal blocks. We mostly follow the conventions of [66].

\begin{equation}
\begin{aligned}
r_{ij} &= (x_i - x_j)^2, \\
I^{\mu\nu}(x) &= \delta^{\mu\nu} - 2 \frac{x^\mu x^\nu}{x^2}, \\
Z^\mu &= \frac{x^\mu_{13}}{r_{13}} - \frac{x^\mu_{12}}{r_{12}}.
\end{aligned}
\end{equation}

(A.1)

Then for the two- and three-point functions contracted with polarization tensors $C^\mu$ we have

\begin{equation}
\begin{aligned}
\langle O_1 \cdot C_1(x_1) O_l \cdot C_2(x_2) \rangle &= c_{O_l O_l} \frac{(C^\mu I_{\mu\nu} C^\nu_2)^l}{r^\Delta_{12}}, \\
\langle O_{\Delta_1}(x_1) O_{\Delta_2}(x_2) O_l \cdot C_3(x_3) \rangle &= c_{O_l O_l} \frac{(Z \cdot C)^l}{r^\Delta_{12}(\Delta_1+\Delta_2-\Delta) r^\Delta_{13}(\Delta_1+\Delta_2-\Delta) r^\Delta_{23}(\Delta_2+\Delta_1-\Delta)}.
\end{aligned}
\end{equation}

(A.2)
For the conformal block we have the following asymptotic behavior

\[ G_{d,\Delta,s}(z, \bar{z}) \sim_{z \to 0} \left( -\frac{1}{2} \right)^s z^{\Delta - s} \frac{\Delta + s}{\Delta + 2s} 2F_1(\Delta + s, \Delta + s, 2s + 2\Delta, \bar{z}) . \]  

(A.3)

This leading behavior is independent of the number of space-time dimensions.

In the text various notions of twist, minimal twist etc. appeared. For convenience, we summarize here some of the notation and terminology we used.

- Conformal twist. It is given by \( \tau = \Delta - s \) and governs the DIS experiment we considered. Unless stated otherwise, by twist we always mean the conformal twist.
- Collinear twist. It is given by \( \tau^{\text{coll}} = \Delta - s_{++} \) and the light-cone OPE is arranged according to collinear twists of operators.
- By \( \tau^*_s \) we denote the conformal twist of the spin \( s \) minimal conformal twist operator that appears in the OPE of some operator with its conjugate \( O(x)O^\dagger(0) \). This is again relevant for DIS.
- By \( \tau_{\text{min}} \) we denote the minimal twist among the operators different from the unit operator that appear in the t-channel of various four point functions. The spin of the corresponding operator could be arbitrary.
- By \( \tau_s \) we denote the twists of double-twist operators that appear in the s-channel and correspond via the bootstrap equations to low twist operators in the t-channel.

Appendix B. Relating Spin to \( \sigma \)

B.1. A Naive Approach

Consider the disconnected part of the four-point function of real scalar operators with dimension \( \Delta \). In our notation for the cross ratios, the four point function takes the form

\[ \mathcal{F}(z, \bar{z}) = 1 + (z\bar{z})^\Delta + \left[ \frac{z\bar{z}}{(1 - z)(1 - \bar{z})} \right]^\Delta . \]  

(B.1)

As in the main text, we take \( z \) to be small and consider the piece \( z^\Delta \) only. This corresponds to focusing on the contributions of the leading collinear twist “double-trace” operators. This leading piece in the four-point function takes the form \( z^\Delta f(\bar{z}) \) where

\[ f(\bar{z}) = \bar{z}^\Delta \left[ 1 + \frac{1}{(1 - \bar{z})^\Delta} \right] . \]  

(B.2)
We can decompose this function in terms of collinear conformal blocks

\[ f(\tau) = \sum_{s=0}^{\infty} c_s \tau^{\Delta + s} \ _2F_1(\Delta + s, \Delta + s, 2s + 2\Delta, \tau), \quad (B.3) \]

where the \( c_s \) are known to be (see e.g. [43])

\[ c_s = (1 + (-1)^s) \frac{\Gamma(\Delta + s)^2 \Gamma(2\Delta + s - 1)}{\Gamma(s + 1)\Gamma(\Delta)^2 \Gamma(2\Delta + 2s - 1)} \quad (B.4) \]

This expansion is valid in any number of dimensions even though the full conformal blocks for generic \( d \) are not known. The simplification is due to the fact we consider small \( \tau \) and thus collinear conformal blocks, which are much simpler than the full conformal blocks.

Let us now substitute \( 1 - \tau = e^{-2\sigma} \). We would like to study where does the contribution come from in the sum \((B.3)\) for some given \( \sigma \). In other words, we would like to find the typical spin of operators that dominate the contribution for some given \( \sigma \). It is helpful to replace the sum over spins by an integral and also utilize the integral representation of the hypergeometric function. We get for \( f(\tau) \)

\[ \int_0^1 dt \int_\Delta^\infty d\hat{s} \frac{2(2\hat{s} - 1)\Gamma(\Delta + \hat{s} - 1)}{\Gamma(\Delta)^2 \Gamma(1 + \hat{s} - \Delta)} \frac{(1-e^{-2\sigma})t(1-t)}{1-(1-e^{-2\sigma})t}, \quad (B.5) \]

We expect the large \( \sigma \gg 1 \) limit to be dominated by the high spin operators. Thus, we expand to the leading order in \( \hat{s} \)

\[ \frac{2(2\hat{s} - 1)\Gamma(\Delta + \hat{s} - 1)}{\Gamma(\Delta)^2 \Gamma(1 + \hat{s} - \Delta)} = \frac{4\hat{s}^{2\Delta - 1}}{\Gamma(\Delta)^2} + O(\frac{1}{\hat{s}}), \quad (B.6) \]

so that we get for the integral

\[ \frac{4}{\Gamma(\Delta)^2} \int_0^1 dt \int_\Delta^\infty d\hat{s} e^{(2\Delta-1) \log \hat{s} + \hat{s} \log \left[ \frac{(1-e^{-2\sigma})t(1-t)}{1-(1-e^{-2\sigma})t} \right]} \frac{1}{t(1-t)}. \quad (B.7) \]

We perform the integral over \( \hat{s} \) by the saddle point approximation. We get for the extremum value \( \hat{s}_0 \)

\[ \hat{s}_0 = -\frac{2\Delta - 1}{\log \left[ \frac{(1-e^{-2\sigma})t(1-t)}{1-(1-e^{-2\sigma})t} \right]}. \quad (B.8) \]

After evaluating the integral we get

\[ \frac{4e^{1-2\Delta}}{\sqrt{2\Delta - 1} \Gamma(\Delta)^2} \int_0^1 dt \frac{-\log \left( \frac{e^{2\sigma} - 1}{e^{2\sigma}(1-t)+t} \right)^{2\Delta}}{t(1-t)}. \quad (B.9) \]
Next we use the saddle point approximation to evaluate the $t$ integral. The extremal value for $t$ is

$$t_0 = 1 - \left(\frac{2\Delta - 1}{2\Delta + 1}\right)^{\frac{1}{2}} e^{-\sigma} + O(e^{-2\sigma}) \ . \quad (B.10)$$

Plugging it back to (B.8) we see that the dominant spin, $s_{\text{dom}}$, is

$$\log s_{\text{dom}} = \sigma + \log \frac{(2\Delta - 1)^{\frac{3}{2}}(2\Delta + 1)^{\frac{1}{2}}}{4\Delta} + O(e^{-\sigma}) \ . \quad (B.11)$$

The leading term in the relation (B.11) coincides with the identification of [31]. Notice that for $\Delta \gg 1$ the expression (B.11) further reduces to

$$\log s_{\text{dom}} \approx \sigma + \log \Delta \ . \quad (B.12)$$

It is important to remark that the saddle point above is only localized when $\Delta \gg 1$, hence, one cannot perform reliable computations (for finite $\Delta$) by the usual saddle point approximation method (one needs to re-sum various corrections). The purpose of this discussion is to motivate the claim that for $\overline{z} \to 1$ the important terms in the sum (B.3) are those with large spin, according to the relation $\log s_{\text{dom}} \approx \sigma$.

In the next subsection we will present a more rigorous approach to the problem. This approach allows us to control the sum (B.3) efficiently. The following discussion is crucial for reproducing the main results of section 3.

**B.2. A Systematic Approach**

In the previous subsection we learned that the spins dominating the $s$-channel expansion which reproduces the unit operator in the $t$-channel are given by $s \sim \frac{1}{(1- \overline{z})^4}$. We denote $\epsilon = 1 - \overline{z}$ and plug this into the hypergeometric function. Below we will discuss the leading terms are $\epsilon \to 0$. From the integral representation of the hypergeometric function we see that it behaves as follows in this scaling limit ($A$ is an arbitrary coefficient that stays finite as $\epsilon \to 0$)

$$\left(\frac{A}{\sqrt{\epsilon}}, \frac{A}{\sqrt{\epsilon}}, 2\frac{A}{\sqrt{\epsilon}}, 1 - \epsilon\right) = \frac{\Gamma(\frac{2A}{\sqrt{\epsilon}})}{\Gamma^2(\frac{A}{\sqrt{\epsilon}})} \int_0^1 dt (1-t)^{\frac{2A}{\sqrt{\epsilon}}-1} t^{\frac{A}{\sqrt{\epsilon}}-1} (1-\epsilon t)^{-\frac{A}{\sqrt{\epsilon}}} . \quad (B.13)$$

We approximate the pre-factor using the Stirling formula as $\sqrt{\frac{A}{4\pi \epsilon^{1/4}}} e^{\frac{2A \log(2)}{\sqrt{\epsilon}}}$ and so

$$\left(\frac{A}{\sqrt{\epsilon}}, \frac{A}{\sqrt{\epsilon}}, 2\frac{A}{\sqrt{\epsilon}}, 1 - \epsilon\right) \approx \sqrt{\frac{A}{4\pi \epsilon^{1/4}}} e^{\frac{2A \log(2)}{\sqrt{\epsilon}}} \int_0^1 dt (1-t)^{\frac{A}{\sqrt{\epsilon}}-1} t^{\frac{A}{\sqrt{\epsilon}}-1} (1-\epsilon t)^{-\frac{A}{\sqrt{\epsilon}}} . \quad (B.14)$$
Now we need to take the $\epsilon \to 0$ limit of this integral.

From the analysis of the previous subsection we are inspired to make a change of
variables $1 - t = \lambda \sqrt{\epsilon}$ and find

$$
2 F_1 \left( \frac{A}{\sqrt{\epsilon}}, \frac{A}{\sqrt{\epsilon}}, 2 \frac{A}{\sqrt{\epsilon}}, 1 - \epsilon \right) = \sqrt{\frac{A}{4\pi \epsilon^{1/4}}} 4^{4\epsilon} \int_0^{1/\sqrt{\epsilon}} \frac{d\lambda}{\lambda} (1 - \lambda \sqrt{\epsilon})^{\frac{4}{\sqrt{\epsilon}} - 1} (1 + \frac{\sqrt{\epsilon}}{\lambda})^{-\frac{4}{\sqrt{\epsilon}}} .
$$

We take the $\epsilon \to 0$ limit and get

$$
2 F_1 \left( \frac{A}{\sqrt{\epsilon}}, \frac{A}{\sqrt{\epsilon}}, 2 \frac{A}{\sqrt{\epsilon}}, 1 - \epsilon \right) = \sqrt{\frac{A}{4\pi \epsilon^{1/4}}} 4^{4\epsilon} \int_0^{\infty} \frac{d\lambda}{\lambda} e^{-\lambda A - A} .
$$

This is a nicely convergent integral, given by the modified Bessel function of the second
kind. Thus

$$
2 F_1 \left( \frac{A}{\sqrt{\epsilon}}, \frac{A}{\sqrt{\epsilon}}, 2 \frac{A}{\sqrt{\epsilon}}, 1 - \epsilon \right) \to \sqrt{\frac{A}{\pi \epsilon^{1/4}}} K_0 (2A) .
$$

We can now use this limiting expression and reconsider (B.3) using this approximation
for the hypergeometric function. We find

$$
f(\bar{z}) = \frac{4}{\Gamma^2(\Delta) \epsilon^\Delta} \int_0^{\infty} dAA^{2\Delta - 1} K_0 (2A) .
$$

It is encouraging to see that the dependence on $\epsilon$ is correct in the small $\epsilon$ limit. Now
let us consider the pre-factor. This would be another test for the fact that the procedure
above indeed captures the important contributions in the small $\epsilon$ limit. We use the integral

$$
\int_0^{\infty} dAA^{2\Delta - 1} K_0 (2A) = \frac{1}{4} \Gamma^2(\Delta) .
$$

Plugging this back into (B.18) we find

$$
f(\bar{z}) = \frac{1}{\epsilon^\Delta} (1 + \mathcal{O}(\epsilon)) .
$$

This is precisely the correct asymptotics for small $\epsilon$, including the pre-factor.

B.3. The Coefficient $c_{\tau_{\text{min}}}$ in (3.12)

In the main text in section 3 we have seen that since the correction to the anomalous
dimension is of the form $e^{-\tau_{\text{min}}}$ and log $s_{\text{dom}} = \sigma$, we expect the anomalous twist at large
$s$ to take the form $\frac{c_{\tau_{\text{min}}}}{s_{\text{min}}}$. Here we would like to compute $c_{\tau_{\text{min}}}$ exactly. The idea is that
the small corrections to the anomalous twists in the s-channel reproduce the contribution
of the operator $O_{\text{min}}$ in the t-channel. This contribution in the t-channel is given by

$$
- \frac{\Gamma(\tau_{\text{min}} + 2s_{\text{min}})}{(-2)^{s_{\text{min}}} \Gamma(\tau_{\text{min}} + 2s_{\text{min}}/2)} \frac{C^2_{O_1 O_2 O_{\tau_{\text{min}}}}}{C^2_{O_1 O_2 O_{\tau_{\text{min}}}} \sigma_{\tau_{\text{min}}}} \log z \ e^{(2\Delta - \tau_{\text{min}})\sigma} .
$$
It is easy to match this in the s-channel because of the log $z$. We reproduce this logarithm by summing the corrections to the twists in the s-channel $z^{\Delta + \frac{\delta \tau}{2}} \sim \frac{\delta \tau}{2} z^{\Delta} \log z$. Setting $\delta \tau_s = \frac{c_{\tau_{\text{min}}}}{s \tau_{\text{min}}}$, we get the basic equation that determines $c_{\tau_{\text{min}}}$

$$-\frac{2}{c_{\tau_{\text{min}}}} \frac{\Gamma(\tau_{\text{min}} + 2s_{\text{min}})}{(-2)^s_{\text{min}} \Gamma\left(\frac{\tau_{\text{min}} + 2s_{\text{min}}}{2}\right)^2 C_2^2 O O c_{\tau_{\text{min}}}} e^{(2\Delta - \tau_{\text{min}})\sigma} = \sum_{s=0}^{\infty} \frac{c_s}{s \tau_{\text{min}}} \frac{z^{\Delta + s}}{2} F_1(\Delta + s, \Delta + s, 2s + 2\Delta, \overline{\sigma}),$$

where $\overline{\sigma} = 1 - e^{-2\sigma}$ and the equality should be understood in terms of leading pieces in $\sigma$.

Solving for $c_{\tau_{\text{min}}}$ we get

$$c_{\tau_{\text{min}}} = -2 \frac{\Gamma(\tau_{\text{min}} + 2s_{\text{min}})}{(-2)^s_{\text{min}} \Gamma\left(\frac{\tau_{\text{min}} + 2s_{\text{min}}}{2}\right)^2 C_2^2 O O c_{\tau_{\text{min}}}} f(\tau_{\text{min}}, \Delta),$$

$$f(\tau_{\text{min}}, \Delta) = \lim_{\sigma \to \infty} \frac{\Gamma(\Delta)^2}{\Gamma(\Delta - \tau_{\text{min}})^2}.$$

and since the sum is dominated by the large spins we expect the result to be independent of $\Lambda$.

We compute $f(\tau_{\text{min}}, \Delta)$ by performing the sum in the denominator carefully. We first switch to an integral and repeat the procedure of the previous subsection, including the double scaling limit for the hypergeometric function (B.17). Doing the integral we finally find

$$f(\tau_{\text{min}}, \Delta) = \frac{\Gamma(\Delta)^2}{\Gamma(\Delta - \tau_{\text{min}})^2}.$$

B.4. The Most General (Scalar) Case

We are interested in generalizing the computation of the correction $c_{\tau_{\text{min}}}$ to the case when not all the operators are identical and $\Delta_1 \neq \Delta_2$. This is relevant for a variety of applications in the main body of the text. More precisely, we are considering the following correlation function $\langle O_1(x_1)O_2(x_2)O_3(x_3)O_1(x_4) \rangle$. What we call the s-channel is the OPE $12 \to 34$. What we call the t-channel is the OPE $23 \to 14$. Let us write the OPE expansion in each of the channels.

For the s-channel OPE we have

$$\langle O_1(x_1)O_2(x_2)O_3^{\dagger}(x_3)O_1^{\dagger}(x_4) \rangle = \left(\frac{x_{24} x_{13}}{x_{14}^2}\right)^{-\Delta_1 - \Delta_2} \sum_{\Delta, s} \frac{p_{\Delta, s} g_{\Delta, s}(z, \overline{z})}{x_{12}^{\Delta_1 + \Delta_2} x_{34}^{\Delta_1 + \Delta_2}}.$$
And for the t-channel OPE we have
\[ \langle \mathcal{O}^\dagger_2(x_3)\mathcal{O}_2(x_2)\mathcal{O}_1(x_1)\mathcal{O}^\dagger_1(x_4) \rangle = \sum_{\Delta,s} \tilde{p}_{\Delta,s}g_{\Delta,s}(1 - z, 1 - \bar{z}) \frac{1}{x^{2\Delta_2}x^{2\Delta_1}}. \] (B.25)

The crossing equation takes the form
\[ \sum_{\Delta,s} p_{\Delta,s}g_{\Delta,s}(z, \bar{z}) = \frac{z^{\Delta_1 + \Delta_2} - \frac{1}{1 - z^2}}{(1 - z)^{\Delta_2}(1 - \bar{z})^{\Delta_2}} \sum_{\Delta,s} \tilde{p}_{\Delta,s}g_{\Delta,s}(1 - z, 1 - \bar{z}). \] (B.26)

As before we focus on the unit operator in the t-channel. It is dominant when \( z \rightarrow 1 \) so that the RHS at leading order takes the form
\[ \frac{z^{\Delta_1 + \Delta_2}}{(1 - z)^{\Delta_2}} \sum_{\Delta,s} \tilde{p}_{\Delta,s}g_{\Delta,s}(1 - z, 1 - \bar{z}) \]. (B.26)

We know that the coefficients of the theory of generalized free fields solve this problem. They could be easily found using the results of \([68]\)
\[ c_s = \frac{\Gamma(\Delta_1 + s)\Gamma(\Delta_2 + s)\Gamma(\Delta_1 + \Delta_2 + s + 1)}{\Gamma(s + 1)\Gamma(\Delta_1)\Gamma(\Delta_2)\Gamma(\Delta_1 + \Delta_2 + 2s + 1)}. \] (B.28)

The limit \( z \rightarrow 1 \) in (B.27) is again dominated by large spins with the scaling as before. We have a similar double scaling limit of the hypergeometric function
\[ {}_2F_1\left( \frac{s}{\sqrt{\epsilon}} + \Delta_2, \frac{s}{\sqrt{\epsilon}} + \Delta_2, 2\frac{s}{\sqrt{\epsilon}} + \Delta_1 + \Delta_2 \right) \sim 2^{\Delta_1 + \Delta_2}e^{\frac{\Delta_1 - \Delta_2}{2}}(2s) / \sqrt{\pi \epsilon} \] (B.29)

Switching from the sum (B.27) to an integral we get
\[ \frac{4(1 - \bar{z})^{\Delta_2}}{\Gamma(\Delta_1)\Gamma(\Delta_2)} \int_0^\infty ds \ s^{\Delta_1 + \Delta_2 - 1}K_{\Delta_2 - \Delta_1}(2s) = \frac{1}{(1 - \bar{z})^{\Delta_2}}. \] (B.30)

This is analogous to (B.18) and (B.19). It serves to check that we have understood correctly how to resum the hypergeometric functions on the LHS of (B.27) in this subtle limit.

To compute the correction to anomalous dimension we need a slightly different integral
\[ \frac{4}{\Gamma(\Delta_1)\Gamma(\Delta_2)} \int_0^\infty ds \ s^{\Delta_1 + \Delta_2 - \tau_{\min} - 1}K_{\Delta_2 - \Delta_1}(2s) = \frac{\Gamma(\Delta_1 - \frac{\tau_{\min}}{2})\Gamma(\Delta_2 - \frac{\tau_{\min}}{2})}{\Gamma(\Delta_1)\Gamma(\Delta_2)}. \] (B.31)
So that the crossing equation becomes
\[
c_{\tau_{\text{min}}} \frac{\Gamma(\Delta_1 - \frac{\tau_{\text{min}}}{2}) \Gamma(\Delta_2 - \frac{\tau_{\text{min}}}{2})}{\Gamma(\Delta_1) \Gamma(\Delta_2)} = 2f^2 \frac{\Gamma(\tau_{\text{min}} + 2s_{\text{min}})}{(-2)s_{\text{min}} \Gamma\left(\frac{\tau_{\text{min}} + 2s_{\text{min}}}{2}\right)^2},
\]
(B.32)
and we have for the correction to the twist of \(O_1 \partial^s O_2\) in this case
\[
c_{\tau_{\text{min}}} = 2f^2 \frac{\Gamma(\tau_{\text{min}} + 2s_{\text{min}})}{(-2)s_{\text{min}} \Gamma\left(\frac{\tau_{\text{min}} + 2s_{\text{min}}}{2}\right)^2} \frac{\Gamma(\Delta_1) \Gamma(\Delta_2)}{\Gamma(\Delta_1 - \frac{\tau_{\text{min}}}{2}) \Gamma(\Delta_2 - \frac{\tau_{\text{min}}}{2})},
\]
(B.33)
\[
f^2 = \frac{C_{O_1}C_{O_1}^\dagger C_{O_2} \sigma_{\tau_{\text{min}}} C_{O_2}^\dagger C_{O_1}}{C_{O_1} C_{O_1}^\dagger C_{O_2} C_{O_2}^\dagger C_{\hat{O}_{\tau_{\text{min}}}} \sigma_{\tau_{\text{min}}}}.
\]
If we take \(O_2 = O_1^\dagger\), the coefficient \(c_{\tau_{\text{min}}}\) is positive for any intermediate operator \(O_{\text{min}}\).

Appendix C. OPE of Chiral Primary Operators in SCFT

Here we discuss \(d = 4\ N = 1\) SCFTs (see also [39] and references therein). The superconformal algebra contains as a bosonic sub-algebra the conformal algebra times \(U(1)_R\). Performing radial quantization, we label representations by the quantum numbers \((\Delta, j_1, j_2, R)\), where \(\Delta\) is the dimension of the operator.

Superconformal primaries are annihilated by \(S_\alpha\) and \(\bar{S}_{\dot{\alpha}}\). This implies that they are annihilated by special conformal transformations as well, hence, they are primaries in the usual sense. The complete representation can be constructed by acting with \(Q\) and \(\bar{Q}\) on the superconformal primary.

The quantum numbers of \(Q_\alpha\) are \((1/2, 1/2, 0, -1)\) and of \(\bar{Q}_{\dot{\alpha}}\) are \((1/2, 0, 1/2, 1)\). Given a superconformal primary in the representation \((\Delta, j_1, j_2, R)\), we can act on it with \(Q_\alpha\) and find states in the representation \((\Delta + \frac{1}{2}, j_1 - \frac{1}{2}, j_2, R-1) \oplus (\Delta + \frac{1}{2}, j_1 + \frac{1}{2}, j_2, R-1)\). Similarly, we can act with \(\bar{Q}_{\dot{\alpha}}\) and find states in \((\Delta + \frac{1}{2}, j_1, j_2 - \frac{1}{2}, R+1) \oplus (\Delta + \frac{1}{2}, j_1, j_2 + \frac{1}{2}, R+1)\).

In both cases the irreducible representation with the smaller norm is then one with the smaller spins. Demanding therefore that the states above have non-negative norm we find two inequalities
\[
\begin{align*}
\Delta + 2\delta_{j_1, 0} - \left(2 + 2j_1 - \frac{3r}{2}\right) & \geq 0, \\
\Delta + 2\delta_{j_2, 0} - \left(2 + 2j_2 + \frac{3r}{2}\right) & \geq 0.
\end{align*}
\]
(C.1)
If one of the inequalities above is saturated, the superconformal primary is annihilated by some supercharges.
In the special case that either \( j_1 = 0 \) or \( j_2 = 0 \) (or both), there is more information that can be extracted by considering states at level 2. (This is similar to the case \( j_1 = j_2 = 0 \) in the ordinary conformal group.) Let us take for example \( j_1 = 0 \). Then states at level 2 transform in \((\Delta + 1, 0, j_2, R - 2)\). The norm of these states is such that the window

\[-\frac{3r}{2} < \Delta < 2 - \frac{3r}{2}\]  

(C.2)
is excluded. The norm of this state at level 2 precisely vanishes when \( \Delta = -3r/2 \) or \( \Delta = 2 - 3r/2 \). Similarly, if \( j_2 = 0 \), the disallowed range is \( \frac{3r}{2} < \Delta < 2 + \frac{3r}{2} \).

Chiral primaries are annihilated by all the \( \overline{Q}_\alpha \), which means they carry \( j_2 = 0 \), and thus satisfy \( \Delta = 3r/2 \).

We will now use these facts to analyze the operator product expansion of two chiral primaries \( \Phi(x)\Phi(0) \). It is well known that there are no singularities in this OPE. Let us examine all the possible primaries that can appear in this OPE. (The operators that appear on the right hand side are not necessarily superconformal primaries.) We denote \( R(\Phi) \equiv R_\Phi = 2\Delta_\Phi/3 \).

A Chiral primaries, i.e. states with \( j_2 = 0 \). Those must have \( R = 2R_\Phi \) and thus \( \Delta = 2\Delta_\Phi \). So this is just the operator \( \Phi^2 \) in the OPE. It has \( j_1 = j_2 = 0 \).

The other operators in the OPE must still be chiral (because the LHS is chiral) but they cannot be chiral primaries. So we have to write general superconformal descendants that are chiral (annihilated by \( \overline{Q} \)) and are primaries of the usual conformal group. So we can have

B \( \overline{Q}^{(\dot{\alpha}_1 \ldots \dot{\alpha}_l)\cdot (\alpha_1 \ldots \alpha_l)} \) with \( \mathcal{O} \) a superconformal primary. This is a conformal primary, and to make sure it is chiral we need the superconformal primary to obey \( \overline{Q}_\alpha \mathcal{O}^{(\dot{\alpha}_1 \ldots \dot{\alpha}_l)\cdot (\alpha_1 \ldots \alpha_l)} = 0 \). This first order condition guarantees that \( \overline{Q}^{(\dot{\alpha}_1 \mathcal{O}^{(\dot{\alpha}_2 \ldots \dot{\alpha}_l)\cdot (\alpha_1 \ldots \alpha_l)}} is a chiral field. By matching the \( R \)-charge we also find \( R_\mathcal{O} = 2R_\Phi - 1 \). The shortening condition and the \( R \)-charge imply immediately from (C.1) that \( \Delta_\mathcal{O} = 2 + 2j_2 + 3R_\Phi - 3/2 \). We dropped the term \( \delta_{j_2,0} \) because we know that \( \mathcal{O} \) has to have half-integer spin in the \( \dot{\alpha} \) indices. (In other words, \( l \) is even.) Finally, we substitute \( j_2 = l/2 - 1/2 \) and find \( \Delta_\mathcal{O} = l + 2\Delta_\Phi - 1/2 \), and hence the dimension of \( \overline{Q}^{(\dot{\alpha}_1 \mathcal{O}^{(\dot{\alpha}_2 \ldots \dot{\alpha}_l)\cdot (\alpha_1 \ldots \alpha_l)}} is \( l + 2\Delta_\Phi \). This means that the twist of these operators is precisely \( 2\Delta_\Phi \).

\[20\] Another closely related class of operators one could think of would be obtained by antisymmetrizing the spinor index of \( \overline{Q} \) with some superconformal primary \( \mathcal{O} \) and imposing a first order equation that the symmetrization gives zero. (This equation is necessary for chirality.) This is clearly inconsistent, since, as we explained, among the descendants, the state of lowest norm is always the state of smallest spin.
We can have $Q^2\mathcal{O}(\dot{\alpha}_1...\dot{\alpha}_l,\{\alpha_1,...,\alpha_l\})$ for $\mathcal{O}$ superconformal primary. We immediately find that $R_{\mathcal{O}} = 2R_{\Phi} - 2$ and plugging this into the unitarity bounds we obtain $\Delta(Q^2\mathcal{O}) \geq 1 + 2 + l + 3R_{\Phi} - 3 = l + 2\Delta$ and $\Delta(Q^2\mathcal{O}) \geq 1 + 2 + l - 3R_{\Phi} + 3 = l + 6 - 2\Delta$. Either way, the twists of these operators are clearly not smaller than $2\Delta$.\footnote{One can in fact argue the twist must be strictly larger than $2\Delta$. Suppose the twist were $2\Delta$. Then the second inequality in $\text{(C.1)}$ would have been saturated. In this case $Q^2\mathcal{O}(\dot{\alpha}_1...\dot{\alpha}_l,\{\alpha_1,...,\alpha_l\}) = 0$. But in this case $Q^2\mathcal{O}(\dot{\alpha}_1...\dot{\alpha}_l,\{\alpha_1,...,\alpha_l\}) = 0$ and thus there is no such operator in the OPE.}

**Appendix D. DIS for Traceless Symmetric Representations**

Consider a symmetric traceless operator of spin $s$, $\mathcal{O}_{\mu_1...\mu_s}(y)$. We can contract it with a light like complex polarization vector $\zeta^\mu$, $\zeta^2 = 0$. We denote the result as $\mathcal{O}(\zeta, y)$.

The object we are interested in is

$$A(\nu, q^2, \zeta) = \frac{i}{\pi} \int d^d y e^{i q y} \langle P| T(\mathcal{O}(\zeta^*, y) \mathcal{O}(\zeta, 0)) |P\rangle, \quad \nu = 2q \cdot P. \tag{D.1}$$

The imaginary part of $A$ is related to the total cross section for DIS.

Let us consider the most general possible form for the operator product expansion

$$\mathcal{O}(\zeta^*, y) \mathcal{O}(\zeta, 0) = \sum_{s=0,2,4...} \sum_{\alpha \in \mathcal{I}_s} f_s^{(\alpha)}(y, \zeta, \zeta^*)^{\mu_1...\mu_s} \mathcal{O}^{(\alpha)}_{\mu_1...\mu_s}(0), \tag{D.2}$$

where the symbols $s, \mathcal{I}_s$ represent the same objects as in section 2. If the operator $\mathcal{O}_{\mu_1...\mu_s}(x)$ is conserved that would constrain the allowed structures in $\text{(D.2)}$. In the OPE $\text{(D.2)}$ we retain only primary symmetric traceless operators on the right hand side. The other operators are discarded because they do not contribute to DIS as long as the target particle $|P\rangle$ is a scalar. (We will henceforth assume the target is a scalar particle for simplicity.)

We substitute the OPE expansion $\text{(D.2)}$ in $\text{(D.1)}$ and evaluate the expectation values of the operators according to

$$\langle P| \mathcal{O}^{(\alpha)}_{\mu_1...\mu_s}(0)|P\rangle = A^{(\alpha)}_n(P_{\mu_1} P_{\mu_2} \cdots P_{\mu_s} - \text{traces}) \tag{D.3}$$

The kinematics is a little more complicated than in the scalar case of section 2 because of the polarization vector $\zeta$. However, there is a simple choice for $\zeta$ which makes the problem virtually isomorphic to the scalar case. We can always pick

$$\zeta \cdot P = 0, \tag{D.4}$$
In this case, the contribution from the \( P_{\mu_1} P_{\mu_2} \cdots P_{\mu_s} \) term in (D.3) automatically selects the same kinematic structure as in the scalar case, and all the arguments from section 2 go through.\(^22\) One finds the same sum rules and obtains convexity under the same assumptions as in section 2.

**Appendix E. The \( \frac{1}{s^2} \) Correction in the Critical \( O(N) \) Model**

Here we would like to show how one can use the general formula for the coefficient \( c_{\tau_{\text{min}}} \) in order to compute the \( \frac{1}{s^2} \) term in (5.3). The correction \( 1/s^2 \) arises from the exchange of the \( \sigma^2 \) operator in the t-channel.

To contrast (5.3) with our formula (3.18) we need to compute the three-point function \( \langle \sigma_i(x_1)\sigma_j(x_2)\sigma^2(x_3) \rangle \). For the two-point functions we have \(^55\)

\[
\langle \sigma_i(x)\sigma_j(0) \rangle = \frac{\delta_{ij}}{N} \frac{\Gamma(d/2 - 1)}{4\pi^{d/2}} \frac{1}{x^{d-2}} = \frac{\gamma_s}{N} \frac{1}{x^{d-2}},
\]

\[
\langle \sigma^2(x)\sigma^2(0) \rangle = \frac{\gamma_\phi^2}{N} \frac{1}{x^4}, \quad \gamma_\phi^2 = \frac{2^{d+2} \sin\left(\frac{\pi d}{2}\right) \Gamma\left(\frac{d-1}{2}\right)}{\pi^{d/2} \Gamma\left(\frac{d}{2} - 2\right)}.
\]

\[\tag{E.1}\]

![Diagram](image)

**Fig. 13:** The diagram for the three-point function \( \langle \sigma_i(x_1)\sigma_i(x_2)\sigma^2(x_3) \rangle \).

\(^{22}\) Again, we need to be careful that the “trace” terms in (D.3) do not overwhelm contributions coming from lower spins (with a different power of \( \nu \)). In section 2 we have already analyzed this for the case \( f_s^{(\alpha)}(y, \zeta, \zeta^*)^{\mu_1\cdots\mu_s} \sim y^{\mu_1} \cdots y^{\mu_s} \). Here we could obtain new structures, such as \( f_s^{(\alpha)}(y, \zeta, \zeta^*)^{\mu_1\cdots\mu_s} \sim \zeta^{\mu_1} (\zeta^*)^{\mu_2} y^{\mu_3} \cdots y^{\mu_s} \). Due to (D.4), this could contribute only when dotted into the “trace” terms, e.g. \( g_{\mu_1\mu_2} P_{\mu_3} \cdots P_{\mu_s} \). A simple calculation shows that this would scale like \( (at \text{ large } -q^2) x^{-s+2} (q^2)^{-\frac{1}{2}\tau_s^* + \Delta \sigma - d/2} \). Comparing this to the already existing contribution from spin \( s - 2, x^{-s+2} (q^2)^{-\frac{1}{2}\tau_{s-2}^* + \Delta \sigma - d/2} \), we see that again it is sufficient that the twists \( \tau_s^* \) are nondecreasing, as found in (2.11).
The three-point function $\langle \sigma_i(x_1)\sigma_i(x_2)\sigma^2(x_3) \rangle$ at leading order is given by the diagram fig. 13, where the interaction vertex is $-\frac{N}{2} \sigma^2_i$. So that we get

$$
\langle \sigma_i(x_1)\sigma_i(x_2)\sigma^2(x_3) \rangle = \frac{\gamma \sigma^2_i}{N^2} \frac{1}{\Gamma(\frac{d}{2})^2} \int d^d x_0 \frac{1}{x_{10}^{d-2} x_{20}^{d-2} x_{30}^{4}} 
$$

(E.2)

(We used the standard formula [70], and there is no summation over $i$). Thus, we get

$$
\frac{C_{\sigma\sigma\sigma}^2}{C_{\sigma\sigma^2}\sigma^2 C_{\sigma\sigma}} = \frac{1}{N} \frac{\gamma \sigma^2_i}{\Gamma(\frac{d}{2})^2} \frac{\pi^d \Gamma(\frac{d}{2} - 2)}{\Gamma(\frac{d}{2})^4}.
$$

(E.3)

Now we have everything we need to apply (3.18). (Notice that in this case $\tau_{\text{min}} > 2\Delta$, but we can think about our formula in terms of an analytic continuation.) Thus we set $s_{\text{min}} = 0$, $\tau_{\text{min}} = 2$ and $\Delta = \frac{d-2}{2}$ to get

$$
c_{\sigma^2} = \frac{2^{d-1} \Gamma(\frac{d}{2} - 1) \sin(\frac{\pi d}{2})}{N \pi^{3/2} \Gamma(\frac{d}{2} - 2)} ,
$$

(E.4)

which can be easily checked to reproduce the result (5.3) precisely.
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