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Abstract
We investigate contraction of the Wasserstein distances on \( \mathbb{R}^d \) under Gaussian smoothing. It is well known that the heat semigroup is exponentially contractive with respect to the Wasserstein distances on manifolds of positive curvature; however, on flat Euclidean space—where the heat semigroup corresponds to smoothing the measures by Gaussian convolution—the situation is more subtle. We prove precise asymptotics for the 2-Wasserstein distance under the action of the Euclidean heat semigroup, and show that, in contrast to the positively curved case, the contraction rate is always polynomial, with exponent depending on the moment sequences of the measures. We establish similar results for the \( p \)-Wasserstein distances for \( p \neq 2 \) as well as the \( \chi^2 \) divergence, relative entropy, and total variation distance. Together, these results establish the central role of moment matching arguments in the analysis of measures smoothed by Gaussian convolution.
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1 Introduction

Given two probability distributions \( \mu \) and \( \nu \) on a Riemannian manifold \( M \), what can be said about the Wasserstein distance \( W_2^2(\mu P_t, \nu P_t) \), where \( P_t \) is the heat semigroup? The seminal works of [27] and [35] show that this question is intimately related to the geometry of \( M \)—in particular, its curvature. Specifically, [35] show that the Ricci curvature of \( M \) is bounded...
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Theorem is that, under suitable tail bounds, the quantity $W_2(\mu P_t, v P_t) \leq e^{-Kt} W_2(\mu, v)$
for all probability measures $\mu$ and $v$ on $M$ and $t \geq 0$. In particular, when $M$ is positively
curved, the convergence of $W_2(\mu P_t, v P_t)$ to zero is exponentially fast.

If we specialize to the flat space $M = \mathbb{R}^d$, then the application of the heat semigroup is
nothing more than convolution by the Gaussian measure $\rho_t$ with density
\[
\rho_t(x) = \frac{1}{(2\pi t)^{d/2}} e^{-\frac{1}{2} |x|^2}, \quad x \in \mathbb{R}^d.
\]

It is immediate that $W_2(\mu \ast \rho_t, v \ast \rho_t) \leq W_2(\mu, v)$, but since $\mathbb{R}^d$ has zero curvature, Eq. 1.1
does not imply any strict contraction as $t \to \infty$. And, indeed, there may be none: if $\mu = \delta_x$
and $v = \delta_y$ for $x, y \in \mathbb{R}^d$, then
\[
W_2(\mu \ast \rho_t, v \ast \rho_t) = W_2(\mu, v) = |x - y| \quad \forall t \geq 0.
\]

If $x \neq y$, then we do not even have $W_2(\mu \ast \rho_t, v \ast \rho_t) \to 0$. More generally, it is straightforward to see that if $\mu$ and $v$ have different means, then $W_2(\mu \ast \rho_t, v \ast \rho_t)$ is bounded away
from 0 as $t \to \infty$.

The fact that Eq. 1.1 is uninformative on $\mathbb{R}^d$ is well known and has spurred an interest in refinements for finite-dimensional flat spaces. Bolley et al. [5] performed a careful analysis of the heat semigroup on $\mathbb{R}^d$ and established an elegant improvement of Eq. 1.1:
\[
W_2^2(\mu \ast \rho_t, v \ast \rho_t) \leq W_2^2(\mu, v) - \frac{2}{d} \int_0^t (h(\mu \ast \rho_s) - h(v \ast \rho_s))^2 \, ds,
\]
where $h$ is the differential entropy (i.e., the relative entropy with respect to the Lebesgue measure). Unlike Eq. 1.1, this result can yield strict contraction even in the absence of curvature. However, Eq. 1.3 does not make it easy to answer questions of the following type:

1. Under what conditions on $\mu$ and $v$ does $W_2(\mu \ast \rho_t, v \ast \rho_t) \to 0$?
2. If $W_2(\mu \ast \rho_t, v \ast \rho_t) \to 0$, at what rate does this contraction occur?

In this work, we give sharp answers to both questions. A consequence of our main theorem is that, under suitable tail bounds, the quantity $W_2(\mu \ast \rho_t, v \ast \rho_t)$ always approaches zero as $t \to \infty$ if $\mu$ and $v$ have the same mean, but that this convergence always happens at a polynomial rather than exponential rate. Indeed, if the first $n$ moments of $\mu$ and $v$ match but their $(n+1)$th moments do not, then $W_2^2(\mu \ast \rho_t, v \ast \rho_t) = \Theta(t^{-n})$. Moreover, we show that the rescaled quantity $t^n W_2^2(\mu \ast \rho_t, v \ast \rho_t)$ has a positive limit as $t \to \infty$:
\[
\lim_{t \to \infty} t^n W_2^2(\mu \ast \rho_t, v \ast \rho_t) = c_{\mu, v} > 0,
\]
where $c_{\mu, v}$ is an explicit positive constant depending on the $(n+1)$st moments of $\mu$ and $v$. We complement these results by showing that, up to a trivial rescaling, $c_{\mu, v}$ is also the limiting value of the relative entropy and $\chi^2$ divergence between $\mu \ast \rho_t$ and $v \ast \rho_t$. We establish similar results for the total variation distance, which decays at the same rate but possesses a different limiting value. Together, these results imply that a variety of measures of discrepancy between probability distributions on $\mathbb{R}^d$ agree in the limit under application of Gaussian smoothing.

Our results also extend to the $p$-Wasserstein distances for $p \neq 2$. For example, if the first $n$ moments of $\mu$ and $v$ match but the $(n+1)$th moments do not and the distributions satisfy
sufficiently strong tail conditions, we obtain bounds of the form

\[ 0 < \lim_{t \to \infty} t^{n/2} W_p(\mu \ast \rho_t, v \ast \rho_t) \leq \lim_{t \to \infty} t^{n/2} W_p(\mu \ast \rho_t, v \ast \rho_t) < \infty. \]

Together with the sharp asymptotics we obtain for \( p = 2 \), these results show that all the Wasserstein distances \( W_p \) for \( p \in [1, \infty) \) decay at the same, polynomial rate, under a simple moment matching condition.

### 1.1 Related Work

The Wasserstein contraction of diffusion semigroups is deeply connected to several modern areas of geometry and probability theory. Otto and Villani [27] first established a link between contraction of the heat semigroup, Talagrand’s inequality, and log-Sobolev inequalities. The connection between these ideas is the formal understanding due to [26] of the heat semigroup as a gradient flow associated with the entropy functional on the space of probability measures equipped with the Wasserstein metric [1]. This powerful analogy reveals the central role of the convexity of the entropy functional along geodesics in this space and forms the basis for the synthetic notions of Ricci curvature [19, 30, 31, 34]. This perspective also sheds new light on the concentration of measure phenomenon [17], via the transportation-entropy inequalities developed by [21, 22] and [32]. More generally, these ideas parallel the development of a general set of techniques for studying Riemannian manifolds via diffusion processes [36].

The condition in Eq. 1.1 that the Ricci curvature be bounded below by \( K \) is known as the CD\((K, \infty)\) condition. The general CD\((K, N)\) (“curvature-dimension”) condition expresses in a certain sense that the Ricci curvature is bounded below by \( K \) and the dimension is at most \( N \) [3]. The result of [5] given in Eq. 1.3 is the correct analogue of Eq. 1.1 for spaces satisfying the CD\((0, d)\) condition. Bolley et al. [5] develop similar contractive results involving a different measure of distance for spaces satisfying CD\((K, N)\) for general \( K \) and \( N \). Establishing the correct CD\((K, N)\) analogues for statements first formulated under a CD\((K, \infty)\) condition is an area of active research (see [6] and references therein). This line of work is closely related to the problem of proving similar contractive estimates for general diffusion processes [11, 12, 20, 37, 40].

To obtain asymptotics for the 2-Wasserstein distance, we employ a technique similar to one recently used to establish sharp limiting constants for the 2-dimensional matching problem [2]. We solve a linearized form of the Monge-Ampère equation to obtain a candidate feasible transport solution in the form of a coupling investigated by [24]. Evaluating the cost of this ansatz—and establishing a matching lower bound via a strategy developed by [28]—shows that this coupling is asymptotically optimal.

The behavior of smoothed version of the Wasserstein distance is also of statistical interest. Several recent works in statistics and information theory examine the behavior of \( W_2^2(\mu \ast \rho_t, v \ast \rho_t) \) when \( v = \mu_n \) is an empirical measure comprising \( n \) i.i.d. samples from \( \mu \). Weed [38] noticed that when \( \mu \) and \( v \) are compactly supported, the 1-Wasserstein distance satisfies \( \mathbb{E} W_1(\mu \ast \rho_t, \mu_n \ast \rho_t) \ll \mathbb{E} W_1(\mu, \mu_n) \) when \( t \) is sufficiently large. This observation implies that certain statistical tasks involving the Wasserstein distance become easier if samples are first smoothed by Gaussian noise. Goldfeld et al. [16] extended this analysis to the total variation distance, relative entropy, and 2-Wasserstein distance, as well as to distributions with unbounded support. Motivated by these findings, [15] propose to study this smoothed Wasserstein distance as a statistically attractive variant of the standard Wasserstein distances.
Our asymptotic results on the behavior of the $\chi^2$-divergence and relative entropy agree with several nonasymptotic bounds in the statistics literature for Gaussian mixtures [4, 39]. To our knowledge, the asymptotic connection with smoothed Wasserstein distances is new.

1.2 Notation

We denote by $\mathbb{N}$ the set of nonnegative integers. Sometimes, we shall write $\mathbb{N} \cup \{0\}$ to emphasize that 0 is admissible. The symbol $g$ will denote the standard Gaussian measure on $\mathbb{R}^d$, namely, $g(dx) = \rho_1(x)dx$, where $\rho_1$ is defined as in Eq. 1.2. For any random variable $Z = (Z_i)_{1 \leq i \leq m}$ in $\mathbb{R}^m$ for some $m \in \mathbb{N} \setminus \{0\}$, we denote by $\mathbb{E}Z = (\mathbb{E}Z_i)_{1 \leq i \leq m}$ the vector-valued expectation of $Z$.

We recall the following multi-index notation. For $y \in \mathbb{R}^d$ and $\alpha \in \mathbb{N}^d$, we write $y^\alpha = y_1^{\alpha_1}y_2^{\alpha_2} \ldots y_d^{\alpha_d}$ and $\alpha! = \prod_{i=1}^d (\alpha_i!)$. For $j \in \mathbb{N}$, let $[j] = \{\alpha \in \mathbb{N}^d : \sum_{i=1}^d \alpha_i = j\}$.

The symbol $c > 0$ denotes a universal constant whose value may change from line to line. We use subscripts to indicate when such a constant depends on other parameters of the problem. For real numbers $a$ and $b$, we write $a \lor b$ for $\max\{a, b\}$.

2 Setting and Main Results

Consider two probability measures $\mu$ and $\nu$ on $\mathbb{R}^d$. Let $X$ and $Y$ be random variables with laws $\mu$ and $\nu$, respectively. Throughout, we consider measures with sufficiently light tails, which we quantify via the following condition:

- Condition $E(\beta)$, for $\beta > 0$, is said to hold if $\mathbb{E}e^{\beta |X - \mathbb{E}X|^2}, \mathbb{E}e^{\beta |Y - \mathbb{E}Y|^2} < \infty$.

The following moment-matching condition plays a central role in our results.

- Condition $M(n)$, for $n \in \mathbb{N} \cup \{0\}$, is said to hold if there is the largest nonnegative integer such that

$$\mathbb{E}X^\alpha = \mathbb{E}Y^\alpha, \quad \text{for all } \alpha \in [k] \text{ and all } k \leq n.$$  

In other words, $M(n)$ holds if moment tensors of $X$ up to order $n$ match those of $Y$, but those of order $n + 1$ do not.

2.1 Exact Asymptotics for the $2$-Wasserstein Distance

Our first main result gives exact asymptotics for the $2$-Wasserstein distance under the tail condition $E(\beta)$ and the moment matching condition $M(n)$.

**Theorem 2.1** Suppose $E(\beta)$ holds for some $\beta > 0$. If $M(n)$ holds for some $n \in \mathbb{N} \cup \{0\}$, then

$$\lim_{t \to \infty} t^n W_2^2(\mu * \rho_t, \nu * \rho_t) = \frac{1}{n + 1} \sum_{\alpha \in [n+1]} \frac{1}{\alpha!} \left| \mathbb{E}X^\alpha - \mathbb{E}Y^\alpha \right|^2.$$  

If $n = 0$, then Theorem 2.1 reads

$$\lim_{t \to \infty} W_2^2(\mu * \rho_t, \nu * \rho_t) = |\mathbb{E}X - \mathbb{E}Y|^2,$$  

\(\square\) Springer
which recovers exactly the situation identified in the introduction. Moreover, as Corollary 2.4 below makes clear, this zeroth-order behavior is common to all Wasserstein distances.

We obtain the upper bound in Theorem 2.1 by constructing a coupling between \( \mu \ast \rho_t \) and \( \nu \ast \rho_t \) via the solution to a PDE obtained by linearizing the Monge-Ampère equation. The proof of this upper bound appears in Section 3. To show the lower bound, we employ the concept of displacement interpolation, due to McCann [23], and control the solution of the PDE considered in Section 3 along a geodesic in Wasserstein space. The proof appears in Section 5.

Theorem 2.1 implies several useful estimates, including the following corollary, showing that a good approximation of \( W_2(\mu \ast \rho_t, \nu \ast \rho_t) \) can be obtained by replacing \( \mu \) and \( \nu \) with appropriate Gaussian measures.

**Corollary 2.2** Suppose \( \mathcal{E}(\beta) \) holds from some \( \beta > 0 \). Let \( \mathcal{N}_\mu \) (respectively, \( \mathcal{N}_\nu \)) be Gaussian with the same mean and covariance as \( \mu \) (respectively, \( \nu \)). Then we have

\[
\left| W_2(\mu \ast \rho_t, \nu \ast \rho_t) - W_2(\mathcal{N}_\mu \ast \rho_t, \mathcal{N}_\nu \ast \rho_t) \right| = O(t^{-1}).
\]

Note that the quantity \( W_2(\mathcal{N}_\mu \ast \rho_t, \mathcal{N}_\nu \ast \rho_t) \) has an explicit expression (see, e.g., [14, Proposition 7]). Since the first two moments of \( \mu \) and \( \mathcal{N}_\mu \) (respectively, \( \nu \) and \( \mathcal{N}_\nu \)) match, Corollary 2.2 follows immediately from Theorem 2.1 after applying the triangle inequality:

\[
\left| W_2(\mu \ast \rho_t, \nu \ast \rho_t) - W_2(\mathcal{N}_\mu \ast \rho_t, \mathcal{N}_\nu \ast \rho_t) \right| \leq W_2(\mu \ast \rho_t, \mathcal{N}_\mu \ast \rho_t) + W_2(\nu \ast \rho_t, \mathcal{N}_\nu \ast \rho_t) = O(t^{-1}).
\]

### 2.2 Generalization to \( W_p \) for \( p \neq 2 \)

Though we do not develop exact asymptotics when \( p \neq 2 \), our main result of this section shows that the other Wasserstein distances exhibit the same qualitative behavior as \( W_2 \), namely, that under \( \mathcal{M}(n) \) the quantity \( W_p(\mu \ast \rho_t, \nu \ast \rho_t) \) decays at the rate \( t^{-n/2} \).

**Theorem 2.3** Let \( n \in \mathbb{N} \setminus \{0\} \) and \( p \geq 1 \). If \( \mathcal{E}(\beta) \) holds for some \( \beta > 0 \), and \( \mathcal{M}(n) \) holds, then there are positive constants \( c_{\mu,\nu} \) and \( c_{d,n,p,\beta} \) and functions \( h(t) \) and \( \overline{h}(t) \) satisfying \( \lim_{t \to \infty} h(t) = \lim_{t \to \infty} \overline{h}(t) = 1 \) such that

\[
c_{\mu,\nu} h(t) \leq t^{\frac{n}{2}} W_p(\mu \ast \rho_t, \nu \ast \rho_t) \leq c_{d,n,p,\beta} \overline{h}(t), \quad \forall t > \frac{p-1}{\beta}.
\]

We show the upper bound in Theorem 2.3 in Section 3, where it follows from the same construction used to obtain sharp bounds in the \( W_2 \) case. The lower bound follows from simpler ideas and appears in Section 6.

Theorem 2.3 implies the following corollary, which gives exact zeroth-order asymptotics for \( W_p \).

**Corollary 2.4** Let \( p \geq 1 \). Assume \( \mathcal{E}(\beta) \) holds for some \( \beta > 0 \). Then we have

\[
\lim_{t \to \infty} W_p(\mu \ast \rho_t, \nu \ast \rho_t) = \left| \mathbb{E}X - \mathbb{E}Y \right|.
\]
To obtain Corollary 2.4, we let \( \mathbf{\tilde{\mu}} \) be the law of \( \mathbf{\tilde{X}} = X - \mathbb{E}X + \mathbb{E}Y \). Clearly \( W_p(\mu \ast \rho_t, \mathbf{\tilde{\mu}} \ast \rho_t) = |\mathbb{E}X - \mathbb{E}Y| \) for all \( p \geq 1 \) and \( t \geq 0 \). The triangle inequality implies

\[
\left| W_p(\mu \ast \rho_t, \nu \ast \rho_t) - |\mathbb{E}X - \mathbb{E}Y| \right| \leq W_p(\mathbf{\tilde{\mu}} \ast \rho_t, \nu \ast \rho_t).
\]

Applying Theorem 2.3 to the measures \( \mathbf{\tilde{\mu}} \) and \( \nu \) yields the claim.

### 2.3 Asymptotics for \( f \)-Divergences

Theorem 2.1 implies that though the 2-Wasserstein distance is highly nonlinear, its asymptotic behavior under Gaussian smoothing is entirely determined by linear functionals of the measures (i.e., their moments). In fact, under the same conditions, we show that similar limiting behavior holds for the \( \chi^2 \) divergence and Kullback–Leibler divergence (relative entropy) between \( \mu \ast \rho_t \) and \( \nu \ast \rho_t \) as well. Given two probability measures \( \mu \) and \( \nu \) with Lebesgue densities, recall

\[
\chi^2(\mu, \nu) = \int \left( \frac{\mu}{\nu} \right)^2 \nu dx - 1 = \int \frac{(\mu - \nu)^2}{\nu} dx.
\]

\[
\text{DKL}(\mu \parallel \nu) = \int \log \left( \frac{\mu}{\nu} \right) \mu dx.
\]

The \( \chi^2 \) and Kullback-Leibler divergence, as well as the total variation distance defined below, are examples of \( f \)-divergences, which are common measures of dissimilarity in information theory and statistics [10, 18] The following theorem shows that these divergences have the same asymptotic form as the squared 2-Wasserstein distance, but decay at the rate \( t^{-(n+1)} \) rather than \( t^{-n} \).

**Theorem 2.5** If \( E(\beta) \) and \( M(n) \) hold for some \( \beta > 0 \) and some \( n \in \mathbb{N} \cup \{0\} \), then

\[
\lim_{t \to \infty} t^{n+1} \chi^2(\mu \ast \rho_t, \nu \ast \rho_t) = \sum_{\alpha \in [n+1]} \frac{1}{\alpha!} \left| \mathbb{E}X^\alpha - \mathbb{E}Y^\alpha \right|^2 ;
\]

\[
\lim_{t \to \infty} t^{n+1} \text{DKL}(\mu \ast \rho_t \parallel \nu \ast \rho_t) = \frac{1}{2} \sum_{\alpha \in [n+1]} \frac{1}{\alpha!} \left| \mathbb{E}X^\alpha - \mathbb{E}Y^\alpha \right|^2 .
\]

We note that Eq. 2.2 combined with Theorem 2.1 implies that

\[
W^2_S(\mu \ast \rho_t, \nu \ast \rho_t) \sim \frac{2t}{n+1} \text{DKL}(\mu \ast \rho_t \parallel \nu \ast \rho_t) \quad \text{as} \quad t \to \infty.
\]

This can be compared with Talagrand’s inequality [32], which states that the measure \( \rho_t \) satisfies

\[
W^2_S(\mu, \rho_t) \leq 2t \text{DKL}(\mu \parallel \rho_t), \quad \forall \mu .
\]

Equation 2.3 says that \( \mu \ast \rho_t \) and \( \nu \ast \rho_t \) asymptotically enjoy a similar bound.

Finally, we prove exact asymptotics for the total variation distance, defined by

\[
d_{TV}(\mu, \nu) = \int |\mu - \nu| dx .
\]

In contrast to the asymptotics for \( W^2_S, \chi^2, \) and \( \text{DKL} \), which have an \( L^2 \) flavor, the asymptotic behavior of \( d_{TV} \) is governed by \( L^1 \).
Theorem 2.6 Suppose that \(\mu\) and \(v\) have finite \((n+2)\)th moments and \(M(n)\) holds for some \(n \in \mathbb{N} \cup \{0\}\). Then
\[
\lim_{t \to \infty} t^{\frac{n+1}{2}} \operatorname{dTV}(\mu \ast \rho_t, v \ast \rho_t) = \frac{1}{2} \int \left| \sum_{\alpha \in \mathbb{N}^d} \frac{1}{\alpha!} \left( \mathbb{E} X^\alpha - \mathbb{E} Y^\alpha \right) H_\alpha(x) \right| g(dx),
\]
where \(H_\alpha\) is the Hermite polynomial defined by
\[
H_\alpha(x) = \prod_{i=1}^d H_{\alpha_i}(x_i), \quad x \in \mathbb{R}^d, \alpha \in \mathbb{N}^d, \quad (2.4)
\]
\[
H_m(x) = (-1)^m e^{\frac{x^2}{2}} \frac{d^m}{dx^m} e^{-\frac{x^2}{2}}, \quad x \in \mathbb{R}, m \in \mathbb{N}. \quad (2.5)
\]

As a consequence of the fact that the Hermite polynomials form an orthogonal basis for \(L^2(\mathbb{R}^d, g)\), the condition \(M(n)\) implies that the integral in Theorem 2.6 is strictly positive. Note that Theorem 2.6 does not require assuming that \(\mu\) and \(v\) satisfy the exponential tail condition \(E(\beta)\) for any nonzero \(\beta\).

Proofs of Theorems 2.5 and 2.6 appear in Section 7.

3 Upper Bounds via the Moser Coupling

The goal of this section is to prove upper bounds on the quantity \(W_p(\mu \ast \rho_t, v \ast \rho_t)\) by exhibiting a particular coupling between \(\mu \ast \rho_t\) and \(v \ast \rho_t\). This coupling is obtained by a method due to [24]. We assume throughout this section that \(M(n)\) holds for some \(n \in \mathbb{N} \setminus \{0\}\) and will handle the case \(M(0)\) separately. In particular, we assume in this section without loss of generality that
\[
\mathbb{E} X = \mathbb{E} Y = 0. \quad (3.1)
\]

We first show how to motivate the Moser coupling on a purely heuristic level, following [8]. If we assume the existence of a suitably regular map \(T\) pushing \(\mu \ast \rho_t\) to \(v \ast \rho_t\), then this map must satisfy the Monge-Ampère equation:
\[
\mu \ast \rho_t(x) = v \ast \rho_t(T(x)) \mathbf{J}_T(x),
\]
where \(\mathbf{J}_T\) is the Jacobian determinant of \(T\) at \(x\). Let us linearize this equation by assuming that \(\mu \ast \rho_t\) and \(v \ast \rho_t\) are close to \(\rho_t\), so that we can write \(\mu \ast \rho_t = (1 + \delta_\mu)\rho_t\) and \(v \ast \rho_t = (1 + \delta_v)\rho_t\), where \(\delta_\mu\) and \(\delta_v\) are small. Under the additional assumption that \(T(x) = x + \delta_T(x)\) for a small perturbation \(\delta_T(x)\), we have the approximation \(\mathbf{J}_T(x) \approx 1 + \nabla \cdot \delta_T(x)\). Combining these approximations yields the first-order expansion
\[
\nabla \cdot \delta_T(x) + \left( \nabla \log \rho_t(x) \right) \cdot \delta_T(x) = \delta_\mu(x) - \delta_v(x) = (\mu \ast \rho_t(x) - v \ast \rho_t(x))\rho_t^{-1}(x).
\]
Brenier’s theorem suggests writing \(\delta_T = \nabla u\) for some \(u : \mathbb{R}^d \to \mathbb{R}\). Using the definition of \(\rho_t\), we obtain
\[
\Delta u(x) - t^{-1} x \cdot \nabla u(x) = (\mu \ast \rho_t(x) - v \ast \rho_t(x))\rho_t^{-1}(x). \quad (3.2)
\]
The Moser coupling is finally defined by using a solution to Eq. 3.2 to construct a vector field that evolves \(\mu \ast \rho_t\) into \(v \ast \rho_t\).

In the remainder of this section, we first give the rigorous details of this construction. We then prove upper bounds on the cost of this coupling and, in the special case \(p = 2\), develop exact asymptotics.
3.1 Construction of the Moser Coupling

For each fixed $t > 0$, we study the key (3.2). There is a weak solution $u$ to this equation satisfying $u \in C^{1,0}_{\text{loc}}(\mathbb{R}^d)$ (see Lemma 3.1 below). Hence, $\nabla u$ makes sense pointwise. We now show how to use such a solution to construct a coupling.

For $s \in [0, 1]$, define the linear interpolation

$$m_s = (1-s)(\mu * \rho_t) + s(v * \rho_t)$$

and the vector field

$$\xi_s(x) = \rho_t \frac{\nabla u(x)}{m_s}.$$

Using Eq. 3.2, one can check

$$\partial_s m_s + \nabla \cdot (m_s \xi_s) = 0.$$  

This allows us to apply the Benamou–Brenier formula [7, Corollary 3.2 and Remark 3.3] to obtain

$$W_p^p(\mu * \rho_t, v * \rho_t) \leq \int_0^1 \int_{\mathbb{R}^d} |\xi_s(x)|^p m_s(x) dx ds$$

Using Eq. 3.2, one can check

$$\partial_s m_s + \nabla \cdot (m_s \xi_s) = 0.$$  

This allows us to apply the Benamou–Brenier formula [7, Corollary 3.2 and Remark 3.3] to obtain

$$|
abla u(x)|^p \left( \int_0^1 \rho_t(x)^{p-1} ds \right) \rho_t(x) dx.$$  

To estimate the term inside parentheses in the above display, we first establish a lower bound for $\mu * \rho_t$ (and similarly for $v * \rho_t$):

$$\mu * \rho_t(x) = (2\pi t)^{-\frac{d}{2}} e^{-\frac{1}{2}||x-X||^2} \geq (2\pi t)^{-\frac{d}{2}} e^{-\frac{1}{2}E||X||^2} \rho_t(x) e^{-\frac{1}{2}E||X||^2}.$$  

Here, we used Jensen’s inequality and the assumption (3.1). By Eqs. 3.3, Eq. 3.5 and a similar lower bound for $v * \rho_t$, we obtain

$$m_s(x) \rho_t^{-1}(x) \geq e^{-\frac{1}{2}E||X||^2 \vee ||Y||^2}, \quad x \in \mathbb{R}^d,$$

which then gives

$$\int_0^1 \left( \frac{\rho_t(x)}{m_s(x)} \right)^{p-1} ds \leq e^{\frac{p-1}{2}E||X||^2 \vee ||Y||^2}, \quad x \in \mathbb{R}^d.$$

Plug this into Eq. 3.4 and apply a change of variables to see

$$W_p^p(\mu * \rho_t, v * \rho_t) \leq e^{\frac{p-1}{2}E||X||^2 \vee ||Y||^2} \int_{\mathbb{R}^d} |
abla u(x)|^p \rho_t(x) dx$$

To evaluate the integral appearing in Eq. 3.6, we first define some notation. The following objects will appear many times in this paper:

$$\eta(x, y) = \exp \left( \langle x, y \rangle - \frac{1}{2}||y||^2 \right),$$

$$\Theta_t(x) = t^\frac{1}{2} \left( E\eta(x, t^{-\frac{1}{2}}X) - E\eta(x, t^{-\frac{1}{2}}Y) \right).$$  

By this definition, we immediately have

$$(\mu * \rho_t - v * \rho_t)(x) = t^{-\frac{1}{2}} \Theta_t(t^{-\frac{1}{2}}x) \rho_t(x), \quad x \in \mathbb{R}^d.$$  

Springer
Let us introduce
\[ w(x) = t^{-\frac{1}{2}}u(t^{\frac{1}{2}}x), \quad x \in \mathbb{R}^d \] (3.9)
and the Ornstein–Uhlenbeck operator
\[ L = \Delta - x \cdot \nabla \] (3.10)
Hence, due to Eqs. 3.8 and 3.2, we know \( w \) solves
\[ Lw = \Theta_t. \] (3.11)

Adopting the notation from the Malliavin calculus, we write the gradient \( \nabla \) as \( D \). Under this notation, Eq. 3.6 becomes
\[ W^p_p(\mu \ast \rho_t, \nu \ast \rho_t) \leq e^{\frac{p-1}{2}t(E|X|^2 \vee E|Y|^2)} \int |Dw|^p \, dg. \] (3.12)
Our upper bounds follow from analysis of Eq. 3.12. We first show how to obtain an upper bound of the right order when \( p \neq 2 \) before performing a more careful argument for the \( p = 2 \) case.

### 3.2 A general Upper Bound

Our first bound shows that Eq. 3.12 is of order \( t^{-np/2} \) for any \( p \geq 1 \). This will suffice to prove the upper bound of Theorem 2.3.

We introduce the following notion. For \( k \in \mathbb{N} \), let \( D^{k,p} \) be the completion of smooth functions on \( \mathbb{R}^d \), whose derivatives grow at most polynomially, under the norm
\[ \| \cdot \|_{k,p} = \left( \sum_{j=0}^{k} \int |D_j \cdot|^p \, dg \right)^{\frac{1}{p}}, \] (3.13)
where \( D_j = \partial_j \). The space \( D^{k,p} \) is the Sobolev space with \( g \) as the underlying measure. We collect useful properties of \( w \) in the lemma stated below, the proof of which is given in Section 4.2.

**Lemma 3.1** Under the assumption (3.1), there is a weak solution \( w \) to Eq. 3.11, which also satisfies

1. \( w \in D^{2,p} \) for all \( p \in [1, \infty) \), and \( w \in C^{1}_{\text{loc}}(\mathbb{R}^d) \);
2. the mean of \( Dw \) is zero, namely, \( \int Dw \, dg = 0 \);
3. there is a constant \( c_p > 0 \) depending only on \( p \) such that
\[ \int |D^2 w|^p \, dg \leq c_p \int |Lw|^p \, dg. \]

The first two parts of the lemma allow us to apply the Poincaré inequality (Lemma 4.1) to see
\[ \int |Dw|^p \, dg \leq c_p \int |D^2 w|^p \, dg. \]
Hence, part (3.1) of Lemma 3.1 and Eq. 3.11 imply
\[ \int |Dw|^p \, dg \leq c_p \int |Lw|^p \, dg = c_p \int |\Theta_t|^p \, dg. \] (3.14)
Combining this bound with Eq. 3.6, we obtain
\[ W_p^P(\mu * \rho_t, \nu * \rho_t) \leq c_p e^{\frac{p-1}{2} (E|X|^2 \vee E|Y|^2)} \int |\Theta_t|^p d\mathbf{g}. \]

Finally, to prove the upper bound of Theorem 2.3, we apply the following lemma, whose proof appears in Section 4.3.1.

**Lemma 3.2** Suppose \( E(\beta) \) holds for some \( \beta > 0 \) and \( M(n) \) holds for some \( n \in \mathbb{N} \) (assumption (3.1) is not needed). For each \( p \geq 1 \) and each \( \delta > 1 \), there is \( c_{d,n,p,\delta,\beta} \) such that
\[
\left( \int |\Theta_t|^p d\mathbf{g} \right)^{\frac{1}{p}} \leq c_{d,n,p,\delta,\beta} t^{-\frac{n}{2}} \max_{Z \in \{X,Y\}} \mathbb{E} e^{\delta(p-1)|Z|^2}, \quad t > \frac{\delta(p-1)}{2p}.
\]

Choosing \( \delta = 2 \) and letting \( h(t) = e^{\frac{1}{2} t (E|X|^2 \vee E|Y|^2)} \cdot \max_{Z \in \{X,Y\}} \mathbb{E} e^{\delta(p-1)|Z|^2} \), we obtain the desired claim.

### 3.3 Upper Bound for \( p = 2 \)

To obtain a sharper estimate when \( p = 2 \), we apply integration by parts to Eq. 3.12 to obtain
\[
W_2^P(\mu * \rho_t, \nu * \rho_t) \leq e^{\frac{1}{2} (E|X|^2 \vee E|Y|^2)} \int -wLwd\mathbf{g}. \quad (3.15)
\]

In Section 4.3.2, we prove the following result.

**Lemma 3.3** As \( t \to \infty \),
\[
\int -wLwdg = \frac{t^{-n}}{n+1} \sum_{\alpha \in [n+1]} \frac{1}{\alpha!} |\mathbb{E} X^\alpha - \mathbb{E} Y^\alpha|^2 + \mathcal{O}(t^{-n-1}). \quad (3.16)
\]

Applying this lemma along with the fact that \( e^{\frac{1}{2} (E|X|^2 \vee E|Y|^2)} \) approaches 1 as \( t \to \infty \) yields the upper bound of Theorem 2.1.

Recall that we have assumed (3.1). If \( \mathbb{E} X = \mathbb{E} Y = v \neq 0 \), then applying the same proof to centered versions of \( \mu \) and \( \nu \) yields an upper bound which depends on
\[
\frac{1}{n+1} \sum_{\alpha \in [n+1]} \frac{1}{\alpha!} |\mathbb{E} (X - v)^\alpha - \mathbb{E} (Y - v)^\alpha|^2.
\]

But under the condition \( M(n) \) for \( n \geq 1 \), we have
\[
\mathbb{E} (X - v)^\alpha - \mathbb{E} (Y - v)^\alpha = \mathbb{E} X^\alpha - \mathbb{E} Y^\alpha \quad \forall \alpha \in [n+1],
\]
so we recover precisely the desired bound.

Finally, under \( M(0) \), we use the argument of Corollary 2.4 to reduce to the \( n \geq 1 \) case.

### 4 Estimates for Solutions to the Ornstein-Uhlenbeck PDE

In Section 3, we established that good upper bounds for the Wasserstein distances can be obtained by understanding solutions to Eq. 3.11, which reads:
\[ Lw = \Theta_t. \]
where $L$ is the Ornstein-Uhlenbeck operator $L = \Delta - x \cdot \nabla$ and $\Theta_t$ is defined in Eq. 3.7.

In this section, we derive the key estimates on solutions to Eq. 3.11, via which we obtain the bounds given in Section 3. As we shall see, these estimates also play a role in obtaining good lower bounds, a question we turn to in Sections 5 and 6.

We first establish several preliminaries involving the Malliavin calculus, before giving the promised proof of Lemma 3.1. In the remainder of the section, we derive the necessary estimates on $\Theta_t$.

### 4.1 Preliminaries

We begin by reviewing several concepts from analysis on Gaussian spaces.

Consider the stochastic process $W = \{W(h) : \mathbb{R}^d \to \mathbb{R}\}_{h \in \mathbb{R}^d}$ given by $W(h)(x) = \langle h, x \rangle$. Under the probability measure $\mathbb{P}$, one can see that $W$ is an (centered) isonormal Gaussian process with variance $\mathbb{E}[W(h)W(g)] = \langle h, g \rangle$, where $\mathbb{E}$ denotes the expectation with respect to $\mathbb{P}$.

Recall the Hermite polynomials $H_m$ given in Eq. 2.5. For $m \in \mathbb{N}$, let $H_m$ be the closed linear subspace of $L^2 = L^2(\mathbb{P})$ generated by $\{H_m(W(h)) : h \in \mathbb{R}^d, |h| = 1\}$. The space $H_m$ is called the $m$th Wiener chaos, and $\{H_m\}_{m \geq 0}$ forms an orthogonal decomposition of $L^2$. Let $J_m : L^2 \to H_m$ be the orthogonal projection. In particular, for $\varphi \in L^2$, we have $J_0\varphi = \int \varphi \, d\mathbb{P}$.

Recall the Sobolev space $\mathbb{D}^{k,p}$ with norm given in Eq. 3.13. Let $\mathcal{P}$ denote the set of polynomials on $\mathbb{R}^d$, which is dense in $\mathbb{D}^{k,p}$ for $p > 1$ and $k \geq 0$ (see [25, Corollary 1.5.1 and Exercise 1.1.7]). On $\mathcal{P}$, the operator $L$ in Eq. 3.10 can be expressed as $L = \sum_{m=0}^{\infty} -m J_m$ and its pseudo-inverse as $L^{-1} = \sum_{m=1}^{\infty} -\frac{1}{m} J_m$. Still on $\mathcal{P}$, we can define the negative square root of $-L$ by $C = \sum_{m=0}^{\infty} -\sqrt{m} J_m$ and its pseudo-inverse $C^{-1} = \sum_{m=1}^{\infty} -\frac{1}{\sqrt{m}} J_m$. For more details, see [25].

Finally, we require the following $L^p$ version of the Poincaré inequality for Gaussian measures [29, Corollary 2.4].

**Lemma 4.1** Let $p \geq 1$. There is $c_p > 0$ (depending only on $p$) such that, for all $\varphi \in \mathbb{D}^{1,p}$,

$$
\int |\varphi - \bar{\varphi}|^p \, d\mathbb{P} \leq c_p \int |D\varphi|^p \, d\mathbb{P},
$$

where $\bar{\varphi} = \int \varphi \, d\mathbb{P}$.

### 4.2 Proof of Lemma 3.1

#### 4.2.1 Part (3.1)

We first construct a solution to Eq. 3.11 using $L^{-1}$.

Lemma 3.2 implies $\Theta_t \in L^p$. By density, let $\varphi_k \in \mathcal{P}$ be polynomials such that $\varphi_k \to \Theta_t$ in $L^p$ as $k \to \infty$. The mean of $\Theta_t$ is zero because, due to Eqs. 3.1 and 3.7,

$$
\int \Theta_t \, d\mathbb{P} = t^\frac{\gamma}{2} \mathbb{E} \int (\mu * \rho_t - v * \rho_t) \, dx = 0.
$$

Hence, we may assume $\varphi_k$ all have zero means, namely, $J_0\varphi_k = 0$. Applying the multiplier theorem [25, Theorem 1.4.2] to $L^{-1}$, and using [25, Theorem 1.5.1] with the relation...
\(-C^2 = L\), one can see that the limit
\[
w = \lim_{k \to \infty} L^{-1} \varphi_k = L^{-1} \Theta, \quad \text{in } \mathbb{D}^2, \quad p
\] (4.1)
exists and \(L : \mathbb{D}^2, p \to L^p\) is continuous. Therefore, we have
\[
Lw = \lim_{k \to \infty} LL^{-1} \varphi_k = \lim_{k \to \infty} \varphi_k - J_0 \varphi_k = \Theta, \quad \text{in } \mathbb{D}^2, \quad p.
\]
It remains to check \(w \in C^1_{\text{loc}}(\mathbb{R}^d)\). On each Euclidean ball \(B \subset \mathbb{R}^d\), the standard Gaussian measure \(g\) has a density both bounded above and below. Hence, due to \(w \in \mathbb{D}^2, p\), we know that \(w\) also belongs to the standard Sobolev space \(W^2, p(B)\) for the Lebesgue measure, for all \(p \in [1, \infty)\). The standard Sobolev embedding theorem (see, e.g., [13, part 3 of Theorem 3.26]) implies \(w \in C^1(B)\), and thus \(w \in C^1_{\text{loc}}(\mathbb{R}^d)\).

**4.2.2 Part (3.1)**

Recall that we write \(D_i = \partial_i\). Using the approximation (4.1) and performing integration by parts for polynomial integrands, we have
\[
\int D_i w d g = \lim_{k \to \infty} \langle D_i L^{-1} \varphi_k, 1 \rangle g = - \lim_{k \to \infty} \langle L^{-1} \varphi_k, x_i \rangle g
\]
where \(\langle \cdot, \cdot \rangle_g\) is the \(L^2(g)\) inner product. Here in the third equality, we used the self-adjointness of \(L^{-1}\) which is evident from its formula on polynomials. In the penultimate equality, we used the fact that \(L^{-1} x_i = -J_1 x_i = -x_i\) because \(x_i\) belongs to the first order Wiener chaos \(H_1\). Hence it is sufficient to check \(\int x_i \Theta d g = 0\). Indeed, due to Eq. 3.1, we have
\[
\int x_i \mathbb{E} \exp\left(\langle x, t^{-1/2} X \rangle - \frac{1}{2} |t^{-1/2} X|^2 \right) g(dx) = \mathbb{E} (2\pi)^{-d/2} \int x_i e^{-\frac{1}{2} |x - t^{-1/2} X|^2} dx = \mathbb{E} e^{-\frac{1}{2} X_i} = 0,
\]
and a similar equality with \(X\) replaced by \(Y\). Finally, by Eq. 3.7, we conclude that \(\int x_i \Theta d g = 0\).

**4.2.3 Part (3.1)**

This is an immediate consequence of [25, Theorem 1.5.1], the density of \(P\) and the fact \(C^2 = -L\) on \(P\).

**4.3 Proofs of Some Estimates**

The bounds in Section 3 relied on two estimates: Lemma 3.2, which showed \(\| \Theta \|_{L^p(g)} = O(t^{-\frac{n}{2}})\), and Lemma 3.3, which gave exact asymptotics for \(-\int w L w g\). In this section, we prove both lemmas.

For a multi-index \(\alpha \in \mathbb{N}^d\), we write \(\partial^\alpha = \partial_1^{\alpha_1} \partial_2^{\alpha_2} \ldots \partial_d^{\alpha_d}\). All derivatives below are with respect to \(y\).

Fix \(\alpha \in [j]\) for some \(j \in \mathbb{N}\). In view of Eq. 3.7, to study asymptotics of \(\Theta\), we shall derive the expansion of \(\eta(x, y)\) in \(y\) for fixed \(x\). In the following, we express \(\partial^\alpha \eta(x, y)\) in terms of Hermite polynomials. Recall our notation for Hermite polynomials is given in Eqs. 2.4 and 2.5. It can be checked that
\[
\frac{d^m}{dy^m} e^{x y - \frac{y^2}{2}} = H_m(x - y) e^{x y - \frac{y^2}{2}}, \quad x, y \in \mathbb{R}.
\]
Since $\eta(x, y) = \prod_{i=1}^{d} (e^{x_i y_i} - \frac{y_i^2}{2})$, the above two displays imply that

$$\partial^\alpha \eta(x, y) = H^\alpha(x - y) \eta(x, y), \quad x, y \in \mathbb{R}^d.$$  

Apply the Taylor expansion (with the remainder expressed as an integral) to $\eta(x, y)$ in $y$ around 0 to see that, for each $n \in \mathbb{N}$,

$$\eta(x, y) = \sum_{j=0}^{n} a_j(x, y) + r_{n+1}(x, y), \quad x, y \in \mathbb{R}^d,$$

where

$$a_j(x, y) = \sum_{\alpha \in [j]} \frac{y^\alpha}{\alpha!} \partial^\alpha \eta(x, 0) = \sum_{\alpha \in [j]} \frac{y^\alpha}{\alpha!} H^\alpha(x),$$

$$r_{n+1}(x, y) = (n + 1) \int_0^1 (1 - s)^n \sum_{\alpha \in [n+1]} \frac{y^\alpha}{\alpha!} \partial^\alpha \eta(x, sy) ds$$

$$= (n + 1) \int_0^1 (1 - s)^n \sum_{\alpha \in [n+1]} \frac{y^\alpha}{\alpha!} H^\alpha(x - sy) \eta(x, sy) ds.$$

We can now prove the required estimates

### 4.3.1 Proof of Lemma 3.2

The condition $M(n)$ implies that

$$\mathbb{E}a_j(x, t^{-\frac{1}{2}} X) = \mathbb{E}a_j(x, t^{-\frac{1}{2}} Y), \quad x \in \mathbb{R}^d, \quad j = 0, 1, 2, \ldots, n,$$

which together with Eqs. 3.7 and 4.2 yields the following

**Lemma 4.2** Suppose $\mu$ and $\nu$ have finite $(n + 1)$th moments and $M(n)$ holds for some $n \in \mathbb{N} \cup \{0\}$. With $r_{n+1}$ given in Eq. 4.3, we have

$$\Theta_t(x) = t^{\frac{1}{2}} \left( \mathbb{E}r_{n+1}(x, t^{-\frac{1}{2}} X) - \mathbb{E}r_{n+1}(x, t^{-\frac{1}{2}} Y) \right), \quad x \in \mathbb{R}^d, \quad t > 0.$$

Lemma 3.2 then follows from Lemma 4.2 and the following result, whose proof appears in Section 8.1

**Lemma 4.3** Let $p \geq 1$. Suppose $E(\beta)$ holds for some $\beta > 0$. Then for each $m \in \mathbb{N} \cup \{0\}$ and $\delta > 1$, there is $c_{d,m,\beta,\delta} > 0$ such that, for $Z \in \{X, Y\}$,

$$\int |t^{\frac{1}{2}} \mathbb{E}e_{r_{m+1}(x, t^{-\frac{1}{2}} Z)|^{p}} g(dx) \leq c_{d,m,\beta,\delta} t^{-m \beta t^{-\frac{m \beta}{2}}} \left( \mathbb{E}e^{\frac{\delta(p-1)}{2} |Z|^2} \right)^p, \quad t > \frac{\delta(p-1)}{2p}. \quad (4.4)$$

If $p = 1$, Eq. 4.4 holds for $t > 0$ under a weaker assumption $\mathbb{E}|X|^{m+1}, \mathbb{E}|Y|^{m+1} < \infty$.

### 4.3.2 Proof of Lemma 3.3

Using Eqs. 3.7, 4.2 and the assumption $M(n)$, we can write

$$\Theta_t = Q + R \quad (4.5)$$
where
\[
Q(x) = t^{1/2} \left( \mathbb{E} \eta_{n+1}(x, t^{-1/2} X) - \mathbb{E} a_{n+1}(x, t^{-1/2} Y) \right) = t^{-\frac{n}{2}} \sum_{\alpha \in [n+1]} \frac{1}{\alpha!} (\mathbb{E} X^\alpha - \mathbb{E} Y^\alpha) H_\alpha(x),
\]
\[
R(x) = t^{1/2} \left( \mathbb{E} r_{n+2}(x, t^{-1/2} X) - \mathbb{E} r_{n+2}(x, t^{-1/2} Y) \right). \tag{4.7}
\]

To carry out our computations, we need the result that \( Q \) and \( R \) are orthogonal to each other, namely,
\[
\int QR \, dg = 0. \tag{4.8}
\]
We prove this fact in Section 8.2.

Due to Eq. 4.1, we have \( w = L^{-1} \Theta_t = L^{-1} (Q + R) \). Since \( J_{n+1} Q = Q \in \mathcal{P} \), by the definition of \( L \), we have \( L^{-1} Q = -\frac{1}{n+1} Q \). Using this, Eq. 4.8 and the self-adjointness of \( L^{-1} \), we can compute
\[
\int -wLwdg = \int -L^{-1} Q + L^{-1} R (Q + R) dg = \frac{1}{n+1} \int |Q|^2 dg - \int RL^{-1} R dg. \tag{4.9}
\]

To determine the first term on the right hand side, we need the following standard fact.

Lemma 4.4 Let \( \alpha \) and \( \beta \) be two multi-indices. Then
\[
\int H_\alpha H_\beta \, dg = \begin{cases} 
\alpha! & \text{if } \alpha = \beta \\
0 & \text{if } \alpha \neq \beta.
\end{cases}
\]

This lemma together with Eq. 4.6 gives
\[
\int |Q|^2 \, dg = t^{-n} \sum_{\alpha \in [n+1]} \frac{1}{\alpha!} |\mathbb{E} X^\alpha - \mathbb{E} Y^\alpha|^2. \tag{4.10}
\]

To estimate the second term, recall the definition of the operator \( C^{-1} \) in Section 4.1 and see that
\[
\int RL^{-1} Rdg = \int |C^{-1} R|^2 dg \leq c \int |R|^2 dg,
\]
where we used [25, Theorem 1.4.2] in the last inequality. Recall the formula (4.7). Then, Lemma 4.3 with \( m = n + 1 \) implies that for each \( \delta > 1 \), there is \( c_{d,n,\delta} > 0 \) such that
\[
\int |R|^2 \, dg \leq c_{d,n,\delta} t^{-n+1} \max_{Z \in \{X,Y\}} \left( \mathbb{E} e^{\frac{\delta}{2} |Z|^2} \right)^2 = O(t^{-n+1}). \tag{4.11}
\]
Hence, the above display gives \( \int RL^{-1} Rdg = O(t^{-n+1}) \). Combining (4.9), (4.10), and (4.11) yields the claim.
5 Exact Asymptotics for $p = 2$

In Section 3, we exhibited a valid coupling between $\mu \ast \rho_t$ and $\nu \ast \rho_t$ achieving the claimed upper bound of Theorem 2.1. A key step in the proof was the derivation of inequality (3.15):

$$W_2^2(\mu \ast \rho_t, \nu \ast \rho_t) \leq e^{\frac{1}{2t}(\mathbb{E}|X|^2 - \mathbb{E}|Y|^2)} \int -wLwdg.$$

The goal of this section is to prove the following complementary lower bound.

Proposition 5.1 Assume $E(\beta)$ and $M(n)$ hold for some $\beta > 0$ and $n \in \mathbb{N} \setminus \{0\}$, respectively. Then as $t \to \infty$,

$$W_2^2(\mu \ast \rho_t, \nu \ast \rho_t) \geq (1 + o(1)) \int -wLwdg. \quad (5.1)$$

Combined with the explicit expansion developed in Lemma 3.3, this proposition proves the desired lower bound of Theorem 2.1 under $M(0)$ for $n \geq 1$. As in Section 3, the bound for $M(0)$ follows immediately from the argument of Corollary 2.4.

We now proceed with the proof. We first define the displacement interpolation between two measures [23]. Denote by $\#$ the push-forward of a measure under a map. Since $\mu \ast \rho_t$ and $\nu \ast \rho_t$ are absolutely continuous with respect to the Lebesgue measure, the optimal coupling between them is given by a convex function $\phi$ on $\mathbb{R}^d$ such that $(\nabla \phi) \# (\mu \ast \rho_t) = \nu \ast \rho_t$. We then define the displacement interpolation $\mu_s$ by

$$\mu_s = ((1 - s)Id + s\nabla \phi) \# (\mu \ast \rho_t), \quad s \in [0, 1]. \quad (5.2)$$

Recall $u$ in Eq. 3.2. Since $u$ is locally Lipschitz, we have the following inequality (see [19, Lemma A.1; 9 Lemma 13]):

$$\int -u(\mu \ast \rho_t - \nu \ast \rho_t)dx \leq W_2(\mu \ast \rho_t, \nu \ast \rho_t) \int_0^1 \left( \int |\nabla u|^2 \mu_sdx \right)^{\frac{1}{2}} ds. \quad (5.3)$$

Let us set

$$a = a(t) = 1 + t^{-\frac{1}{2}}. \quad (5.4)$$

We work with the Gaussian measure $\rho_{at}$ which is slight perturbation of $\rho_t$.

The following bound holds

$$\left\| \frac{\mu_s}{\rho_{at}} \right\|_{\infty} \leq \left\| \frac{\mu \ast \rho_t}{\rho_{at}} \right\|_{\infty} \vee \left\| \frac{\nu \ast \rho_t}{\rho_{at}} \right\|_{\infty}. \quad (5.5)$$

Indeed, by choosing $\rho_{at}$ to be the reference measure on $\mathbb{R}^d$, the curvature-dimensional criterion $CD(0, \infty)$ (c.f. [33, Theorem 14.8]) is satisfied. This allows us to apply [33, Theorem 17.15] to see that, for each $p > 1$, the following functional is displacement-convex:

$$U_p(\rho) = \left\{ \begin{array}{ll}
\int_{\mathbb{R}^d} \left| \frac{\rho}{\rho_{at}} \right|^p \rho_{at}dx, & \text{if } \rho \text{ is a probability density}, \\
\infty, & \text{otherwise}.
\end{array} \right.$$

Hence, we have

$$\left\| \frac{\mu_s}{\rho_{at}} \right\|_{L^p(\rho_{at})} \leq \left\| \frac{\mu \ast \rho_t}{\rho_{at}} \right\|_{L^p(\rho_{at})} \vee \left\| \frac{\nu \ast \rho_t}{\rho_{at}} \right\|_{L^p(\rho_{at})}.$$

Sending $p \to \infty$, we obtain (5.5).
Then, we estimate the right hand side of Eq. 5.5:

\[ \frac{\mu \rho_t}{\rho_{at}}(x) = \left( \frac{2 \pi at}{2 \pi t} \right)^2 E \exp \left( -\frac{1}{at} \left( \frac{1}{2} \left( t|x|^2 - 2(t,x,X) + |X|^2 - \frac{1}{a} |x|^2 \right) \right) \right) \]

(5.6)

An analogous bound holds for \( v * \rho_t / \rho_{at} \). Now let

\[ c_1(t) = (1 + t^{-1/2})^2 \left( \frac{a}{\mu} + \frac{1}{\rho_{at}} \right) \left( \int |\nabla u|^2 \rho_{at} dx \right)^{1/2}. \]

Clearly, \( \lim_{t \to \infty} c_1(t) = 1 \). The above two displays and Eq. 5.5 imply that

\[ \frac{\mu s}{\rho_{at}}(x) \leq c_1(t), \quad x \in \mathbb{R}^d, \quad s \in [0, 1]. \]

(5.7)

Use the estimate (5.7) in Eq. 5.3 to see

\[ \int -u(\mu \rho_t - v \rho_t) dx \leq W_2(\mu \rho_t, v \rho_t) c_1^2(t) \left( \int |\nabla u|^2 \rho_{at} dx \right)^{1/2}. \]

(5.8)

We now show \( \int |\nabla u|^2 \rho_{at} dx \) is a good approximation of \( \int |\nabla u|^2 \rho_t dx \). We begin with an elementary computation, for \( t > 1 \),

\[ \left| e^{-\frac{1}{2at} |x|^2} - e^{-\frac{1}{2} |x|^2} \right| = \left| 1 - e^{-\frac{(a-1)}{2at} |x|^2} \right| e^{-\frac{1}{2at} |x|^2} \]

\[ \leq (a-1) \frac{1}{2at} |x|^2 e^{-\frac{1}{2at} |x|^2} \leq ct^{-1/2} e^{-\frac{1}{2at} |x|^2}, \]

(5.9)

where \( c > 0 \) is a universal constant. This estimate implies that

\[ \left| \int |\nabla u|^2 \rho_{at} dx - a^{-d/2} \int |\nabla u|^2 \rho_t dx \right| \leq ct^{-1/2} \cdot 2d/2 \int |\nabla u|^2 \rho_{2at} dx. \]

(5.10)

Apply Hölder’s inequality to see, for \( t \) large,

\[ \int |\nabla u|^2 \rho_{2at} dx = \left( \int \left( \rho_{2at} \right)^{4/3} \rho_t dx \right)^{3/4} \left( \int |\nabla u|^8 \rho_t dx \right)^{1/4} \]

\[ = (2a)^{-d/4} \left( \int e^{\frac{2a|x|^2}{3}} g(dx) \right)^{3/4} \left( \int |\nabla u|^8 \rho_t dx \right)^{1/4} \]

\[ \leq c_d \left( \int |\nabla u|^8 \rho_t dx \right)^{1/4}. \]

(5.11)

Applying a change of variables, Eq. 3.9 implies \( \int |\nabla u|^8 \rho_t dx = \int |\nabla w|^8 d\varrho \). Then, Eq. 3.14 and Lemma 3.2 imply that \( \int |\nabla u|^8 \rho_t dx = O(t^{-4n}) \). From this, Eqs. 5.10 and 5.11, we obtain

\[ \int |\nabla u|^2 \rho_{at} dx = a^{-d/2} \int |\nabla u|^2 \rho_t dx + O(t^{-n+1/2}). \]

(5.12)

Recall Eqs. 3.8, 3.9 and 3.11. Changing variables and integrating by parts, we have

\[ \int |\nabla u|^2 \rho_t dx = \int |\nabla w|^2 d\varrho = \int -wLw d\varrho, \]

\[ \int -u(\mu \rho_t - v \rho_t) dx = \int -ut^{-1/2} \Theta_t(t^{-1/2} x) \rho_t dx = \int -w \Theta_t d\varrho = \int -wLw d\varrho. \]

Plug the above display and Eq. 5.12 into Eq. 5.8 to get a lower bound

\[ c_1^{-1}(t) \frac{\left( \int -wLw d\varrho \right)^2}{a^{-d/2} \int -wLw d\varrho + O(t^{-n-1/2})} \leq W_2^2(\mu \rho_t, v \rho_t). \]
Since \( c_1(t) \) and \( a(t) \) both converge to 1 as \( t \to \infty \) and Lemma 3.3 implies that \( \int -wLwd\mathfrak g \) is of order \( t^{-n} \), we obtain Proposition 5.1.

6 Lower Bound for \( p = 1 \)

Section 3 establishes an upper bound on \( W_p(\mu^\ast \rho_t, v^\ast \rho_t) \) valid for all \( p \geq 1 \). To complete the proof of Theorem 2.3, we complement this upper bound with a lower bound on \( W_1(\mu^\ast \rho_t, v^\ast \rho_t) \) of the same order. Since \( W_1 \leq W_p \) for all \( p \geq 1 \), this lower bound suffices to establish the desired two-sided bound on \( W_p(\mu^\ast \rho_t, v^\ast \rho_t) \).

As before, it suffices to assume (3.1). Our technique is to employ Kantorovich-Rubinstein duality, which reads

\[
W_1(\mu^\ast \rho_t, v^\ast \rho_t) = \sup_{f \in \text{Lip}} \int f(x)(\mu^\ast \rho_t - v^\ast \rho_t)(x)dx, 
\]

where the supremum is taken over all 1-Lipschitz functions on \( \mathbb{R}^d \).

To apply the Kantorovich–Rubinstein duality, we need to construct a suitable Lipschitz test function. For this, we need a smooth bump function \( \phi : \mathbb{R}^d \to \mathbb{R} \) with the following properties:

\[
0 \leq \phi \leq 1; \quad \phi(x) = 1, \quad \forall x \in B_1; \quad \phi(x) = 0, \quad \forall x \notin B_2; \quad |\nabla \phi| \leq 2, \quad (6.1)
\]

where \( B_r \) denotes the centered Euclidean ball with radius \( r > 0 \). Now, let us consider

\[ f(x) = \phi(t^{-\frac{1}{2}}x)\Theta_1(t^{-\frac{1}{2}}x), \quad x \in \mathbb{R}^d. \]

We first employ the following estimate, whose proof is deferred to Section 8.3:

\[
\|\nabla f\| \leq c_{d,n}t^{-\frac{n+1}{2}} \max_{Z \in \{X,Y\}} \left( \mathbb{E}|Z|^{n+1} + t^{-\frac{n+2}{2}} \mathbb{E}|Z|^{2n+3} \right)
\]

\[
= c_{d,n}t^{-\frac{n+1}{2}} \max_{Z \in \{X,Y\}} \left( \mathbb{E}|Z|^{n+1} \right)(1 + o(1)) \quad (6.2)
\]

as \( t \to \infty \). Then, the Kantorovich–Rubinstein duality implies that

\[
W_1(\mu^\ast \rho_t, v^\ast \rho_t) \geq (1 - o(1))c_{d,n}t^{\frac{n+1}{2}} \int f(x)(\mu^\ast \rho_t - v^\ast \rho_t)(x)dx
\]

\[
= (1 - o(1))c_{d,n}t^{\frac{n}{2}} \int \phi|\Theta_1|^2d\mathfrak g
\]

\[
\geq (1 - o(1))c_{d,n}t^{\frac{n}{2}} \int_{B_1} |\Theta_1|^2d\mathfrak g
\]

where Eq. 3.8 is used to derive the equality. To lower bound the last integral, we use Eq. 4.5 to see

\[
\int_{B_1} |\Theta_1|^2d\mathfrak g \geq \frac{1}{2} \int_{B_1} |Q|^2d\mathfrak g - \int_{B_1} |R|^2d\mathfrak g
\]

From this, Eqs. 4.6 and 4.11, we can derive

\[
\int_{B_1} |\Theta_1|^2d\mathfrak g \geq \frac{t^n}{2} \int_{B_1} \left| \sum_{a \in [n+1]} \frac{1}{a!} \left( \mathbb{E}X^a - \mathbb{E}Y^a \right) H_a(x) \right|^2 \mathfrak g(dx)
\]

\[
- c_{d,n}\delta t^{-n-1} \max_{Z \in \{X,Y\}} \left( \mathbb{E}e^{\frac{1}{2}|Z|^2} \right)^2,
\]

\( \Theta \) Springer
where the fact that the Hermite polynomials form an orthogonal basis for $L_2(\mathbb{R}^d, g)$ combined with the condition $M(n)$ implies that integrand on the right side is not identically zero. We therefore obtain

$$W_1(\mu \ast \rho_t, v \ast \rho_t) \geq (1 - o(1)) c_{\mu, v} t^{\frac{n}{2}},$$

as claimed.

7 Asymptotics for $f$-divergences

In this section, we prove Theorems 2.5 and 2.6. In contrast to our results on the Wasserstein distances, asymptotics for $f$-divergences are significantly easier to obtain, because they are defined as explicit functions of the densities.

Our results show that, when properly rescaled, both $\chi^2(\mu \ast \rho_t, \nu \ast \rho_t)$ and $D_{KL}(\mu \ast \rho_t, \nu \ast \rho_t)$ possess the same limiting value, which also agrees with the limiting value of the rescaled squared 2-Wasserstein distance. Somewhat surprisingly, while $\chi^2$ and $D_{KL}$ are not symmetric in their arguments, their limiting values are symmetric.

7.1 Exact Asymptotics for $\chi^2$-divergence

The goal is to prove (2.1). The $\chi^2$-divergence between $\mu \ast \rho_t$ and $\nu \ast \rho_t$ admits the following representation

$$\chi^2(\mu \ast \rho_t, \nu \ast \rho_t) = \int \left( \frac{\mu \ast \rho_t}{\nu \ast \rho_t} \right)^2 \nu \ast \rho_t dx - 1 = \int \frac{(\mu \ast \rho_t - \nu \ast \rho_t)^2}{\nu \ast \rho_t} dx. \quad (7.1)$$

To derive an upper bound, we need a lower bound for $\nu \ast \rho_t$. Apply Jensen’s inequality to see

$$\nu \ast \rho_t(x) = \left( \frac{2}{\pi t} \right)^{\frac{d}{2}} e^{-\frac{1}{2t} \|x-Y\|^2} \leq \left( \frac{2}{\pi t} \right)^{\frac{d}{2}} e^{-\frac{1}{2t} \|x-Y\|^2} + \frac{1}{2} \|x,Y\|^2.$$ By Cauchy–Schwarz, we have

$$\langle x, EY \rangle \geq -\frac{1}{2t^2} |x|^2 - \frac{1}{4} \|EY\|^2.$$ Let $a = a(t)$ be given in Eq. 5.4. The above two displays imply that

$$\nu \ast \rho_t(x) \geq a^{-\frac{d}{2}} e^{(2t)^{-\frac{1}{2}} |EY|^2} e^{-(2t)^{-\frac{1}{2}} |EY|^2} \rho_\alpha^2(x). \quad (7.2)$$

Denote the right hand side of this display by $c_{1,t} \rho_\alpha^2(x)$, and clearly we have $\lim_{t \to \infty} c_{1,t} = 1$. Hence, we obtain an upper bound:

$$\chi^2(\mu \ast \rho_t, \nu \ast \rho_t) \leq c_{1,t}^{-1} \int \frac{(\mu \ast \rho_t - \nu \ast \rho_t)^2}{\rho_\alpha^2} dx. \quad (7.3)$$

For a lower bound, we use a version of Eq. 5.6 for $\nu$ to obtain

$$\chi^2(\mu \ast \rho_t, \nu \ast \rho_t) \geq c_{2,t}^{-1} \int \frac{(\mu \ast \rho_t - \nu \ast \rho_t)^2}{\rho_{\alpha t}^2} dx.$$ Here $c_{2,t} = (1 + t^{-\frac{1}{2}}) e^{\frac{1}{2} |Y|^2}$, which converges to 1 as $t \to \infty$. The desired result follows from this, Eq. 7.3 and the following lemma.
Lemma 7.1 Suppose $M(n)$ holds for some $n \in \mathbb{N} \cup \{0\}$. If $z = z(t)$ is a function of $t$ satisfying $|z(t) - 1| \leq ct^{-\frac{1}{2}}$ for all $t$ with some constant $c \geq 0$, then it holds that

\[
\lim_{t \to \infty} t^{n+1} \int \frac{(|\mu * \rho_t - v * \rho_t|)^2}{\rho_{zt}} \, dx = \sum_{\alpha \in [n+1]} \frac{1}{\alpha!} |\mathbb{E}X^\alpha - \mathbb{E}Y^\alpha|^2.
\]

Proof By a similar computation in Eq. 5.9, we have

\[
\left| \frac{\rho_t(x)}{\rho_{zt}(x)} - z^d \right| \leq cz^d t^{-\frac{1}{2}} e^{\frac{1}{4} |x|^2}, \quad x \in \mathbb{R}^d.
\]

This display together with Eq. 3.8 yields, for $t$ large,

\[
\left| \int (\mu * \rho_t - v * \rho_t)^2 \rho_{zt} \, dx - z^d t^{-\frac{1}{2}} \int |\Theta_t|^2 \rho_t \, dx \right| \\
\leq t^{-1} \int |\Theta_t(t^{-\frac{1}{2}} x)|^2 \rho_t(x) \, dx \leq c_d t^{-\frac{3}{2}} \int |\Theta_t|^2 \rho_{zt}^2(x) \, dx.
\]

Invoke Hölder’s inequality to see, for $t$ large,

\[
\left| \int |\Theta_t(x)|^2 \rho_{zt}^2(x) \, dx \right| \leq c_d \left( \int |\Theta_t(x)|^8 \, dx \right)^{\frac{1}{4}} \left( \int \left( \frac{\rho_{zt}}{\rho_t} \right)^4 \, dx \right)^{\frac{3}{4}}
\]

(7.5)

where the last identity follows from Lemma 3.2.

To compute $\int |\Theta_t|^2 \, d\mathcal{L}$, let us recall (4.5) and (4.8). These imply

\[
\int |\Theta_t|^2 \, d\mathcal{L} = \int |Q|^2 \, d\mathcal{L} + \int |R|^2 \, d\mathcal{L}.
\]

From this decomposition, Eqs. 4.10 and 4.11, we obtain

\[
\lim_{t \to \infty} t^n \int |\Theta_t|^2 \, d\mathcal{L} = \sum_{\alpha \in [n+1]} \frac{1}{\alpha!} |\mathbb{E}X^\alpha - \mathbb{E}Y^\alpha|^2.
\]

(7.6)

The proof is complete by combining (7.4), (7.5) and (7.6).

7.2 Exact Asymptotics for Relative Entropy

In this section, we prove (2.2). For simplicity, let us write $f = \mu * \rho_t$ and $g = v * \rho_t$. Using the Taylor expansion

\[
\log(x + 1) = x + \int_0^1 \frac{(s - 1)x^2}{(1+sx)^2} \, ds, \quad x > -1,
\]

we have

\[
\log \left( \frac{f - g}{g} + 1 \right) = \frac{f - g}{g} + \int_0^1 \frac{(s - 1)(f - g)^2}{(sf + (1-s)g)^2} \, ds.
\]

Therefore, we obtain

\[
\text{D}_{\text{KL}}(f||g) = \chi^2(f, g) + \int_0^1 (s - 1) \int_{\mathbb{R}^d} \frac{(f - g)^2}{(sf + (1-s)g)^2} f(x)\, dx \, ds.
\]

(7.7)
Since we have already established the asymptotic behavior of $\chi^2$, we focus on the second term. Due to Eqs. 5.6 and 7.2 for both $\mu$ and $\nu$, there are $c_{1,t}$ and $c_{2,t}$, both converging to 1 as $t \to \infty$, such that

$$c_{1,t} \rho_{\frac{a}{t}}(x) \leq f(x), \quad g(x) \leq c_{2,t} \rho_{at}(x), \quad x \in \mathbb{R}^d.$$ 

with $a = a(t)$ given in Eq. 5.4. Therefore, we have

$$
\frac{c_{1,t}}{c_{2,t}} \int (f - g)^2 \rho_{\frac{a}{t}} \frac{1}{\rho_{\frac{a}{t}}^2} dx \leq \int \frac{(f - g)^2}{(sf + (1 - s)g)^2} f dx \leq \frac{c_{2,t}}{c_{1,t}} \int (f - g)^2 \rho_{at} dx.
$$

After computing $\rho_{\frac{a}{t}} / \rho_{\frac{a}{t}}^2$ and $\rho_{at} / \rho_{\frac{a}{t}}^2$, one can see the above becomes

$$
\frac{c_{1,t}}{c_{2,t}} (2a^2 - a^4) \int f - g \rho_{\frac{a}{t}} dx \leq \int \frac{(f - g)^2}{(sf + (1 - s)g)^2} f dx \leq \frac{c_{2,t}}{c_{1,t}} (2a^2 - 1) \int f - g \rho_{at} dx.
$$

Note that both the upper bound and the lower bound are independent of $s$. These along with Lemma 7.1 imply

$$
\lim_{t \to \infty} t^{n+1} \int_0^1 (s - 1) \int_{\mathbb{R}^d} \frac{(f - g)^2}{(sf + (1 - s)g)^2} f dx ds = -\frac{1}{2} \sum_{\alpha \in [j]} \frac{1}{\alpha!} \left| \mathbb{E} X^\alpha - \mathbb{E} Y^\alpha \right|^2.
$$

This together with Eqs. 7.7 and 2.1 finishes the proof.

### 7.3 Exact Asymptotics for Total Variation Distance

Recall (3.7) and we have

$$d_{TV}(\mu * \rho_t, \nu * \rho_t) = \frac{1}{2} \int |\mu * \rho_t - \nu * \rho_t| dx$$

$$= \frac{1}{2} \int |t^{-\frac{1}{2}} \Theta_t(t^{-\frac{1}{2}} x)| \rho_t(x) dx = \frac{1}{2} \int |\Theta_t| d\mathcal{G}.$$ 

Due to Eqs. 3.7 and 4.2, for fixed $n$, we write $\Theta_t = Q + R$ with

$$Q(x) = t^{\frac{1}{2}} \sum_{j=0}^{n+1} \left( \mathbb{E} a_j(x, t^{-\frac{1}{2}} X) - \mathbb{E} a_j(x, t^{-\frac{1}{2}} Y) \right)$$

$$= \sum_{j=1}^{n+1} t^{-\frac{j-1}{2}} \sum_{\alpha \in [j]} \frac{1}{\alpha!} \left( \mathbb{E} X^\alpha - \mathbb{E} Y^\alpha \right) H_{\alpha}(x),$$

and $R$ as in Eq. 4.7. The triangle inequality implies that

$$\left| \int |\Theta_t| d\mathcal{G} - \int |Q| d\mathcal{G} \right| \leq \int |R| d\mathcal{G}.$$ 

Applying Lemma 4.3 with $m = n + 1$ and $p = 1$, we obtain the desired result.
8 Auxiliary Results

8.1 Proof of Lemma 4.3

Proof Formula (4.3) implies that
\[ \int \left| t^{\frac{1}{2}} \mathbb{E} \mathcal{R}_{m+1}(x, t^{-\frac{1}{2}} Z) \right|^p g(dx) \]

\[ = \frac{m+1}{t^{\frac{mp}{2}}} \int \left| \int_0^1 (1-s)^m \sum_{a \in [m+1]} \frac{1}{\alpha!} \mathbb{E} Z^a H_a(x - st^{-\frac{1}{2}} Z) \eta(x, st^{-\frac{1}{2}} Z) ds \right|^p g(dx) \]

\[ \leq \frac{c_{m,p}}{t^{\frac{mp}{2}}} \sum_{a \in [m+1]} \left( \int_0^1 \mathbb{E} \left( \left| Z^a H_a(x - st^{-\frac{1}{2}} Z) \eta(x, st^{-\frac{1}{2}} Z) \right|^p g(dx) \right)^{\frac{1}{p}} ds \right)^p, \]

where in the last inequality we used Minkowski’s integral inequality.

Then, we estimate the integral with respect to \( g \). Recall \( \eta \) in Eq. 3.7. Due to \( \alpha \in [m+1] \), we have \( |Z^\alpha| \leq |Z|^{m+1} \). Since \( H_a \) is a polynomial of degree \( m + 1 \) as evident in Eq. 2.4, one can see that \( |H_a(x)| \leq c_{d,m}(1+|x|^{m+1}) \). Therefore, we obtain

\[ \int \left| Z^a H_a(x - st^{-\frac{1}{2}} Z) \eta(x, st^{-\frac{1}{2}} Z) \right|^p g(dx) \]

\[ \leq c_{d,m,p} |Z|^{p(m+1)} \int \left( 1 + |x - st^{-\frac{1}{2}} Z|^{p(m+1)} \right) e^{\frac{1}{2}|x-st^{-\frac{1}{2}} Z|^2} e^{-\frac{1}{2} |x|^2} dx \]

\[ = c_{d,m,p} |Z|^{p(m+1)} \left( \int \left( 1 + |x - st^{-\frac{1}{2}} Z|^{p(m+1)} \right) e^{-\frac{1}{2} |x-st^{-\frac{1}{2}} Z|^2} dx \right) e^{\frac{p^2-1}{2} |st^{-\frac{1}{2}} Z|^2} \]

\[ = c_{d,m,p} |Z|^{p(m+1)} \left( 1 + |st^{-\frac{1}{2}} (p-1) Z|^{p(m+1)} \right) e^{\frac{p^2-1}{2} |st^{-\frac{1}{2}} Z|^2}. \]

The above two displays yield, for \( \delta > 1 \),

\[ \int \left| t^{\frac{1}{2}} \mathbb{E} \mathcal{R}_{m+1}(x, t^{-\frac{1}{2}} Z) \right|^p g(dx) \]

\[ \leq c_{d,m,p} t^{-\frac{mp}{2}} \left( \mathbb{E} \left( |Z|^{m+1} + t^{-\frac{mp+1}{2}} |(p-1) Z|^{2m+2} \right) e^{\frac{p-1}{2} |Z|^2} \right)^p \]

\[ \leq c_{d,m,p,\delta,\beta} t^{-\frac{mp}{2}} \left( \mathbb{E} e^{\delta (p-1) t^{-\frac{p+1}{2} |Z|^2}} \right)^p, \quad t > \frac{\delta (p-1)}{2p}. \]

For \( p = 1 \), it can be checked that the above is valid as long as \( \mathbb{E} |Z|^{m+1} < \infty \).

8.2 Proof of Eq. 4.8

Proof Due to Eq. 4.6, it suffices to show

\[ \int H_a(\Theta_t - Q) d\eta = 0, \quad \text{for all } \alpha \in [n+1]. \]
Using Eq. 3.7 and changing variables, we have, for $\alpha \in [n+1]$,

$$\int H\Theta_1 d\mathbf{q} = \frac{t^{\frac{1}{2}}}{(2\pi)^{\frac{d}{2}}} \int \mathbb{E}H(x) \left( e^{-\frac{1}{2}|x-t^{-\frac{1}{2}}X|^2} - e^{-\frac{1}{2}|x-t^{-\frac{1}{2}}Y|^2} \right) dx$$

$$= \frac{t^{\frac{1}{2}}}{(2\pi)^{\frac{d}{2}}} \int \mathbb{E} \left( H(x + t^{-\frac{1}{2}}X) - H(x + t^{-\frac{1}{2}}Y) \right) e^{-\frac{1}{2}|x|^2} dx.$$ 

We claim that

$$\mathbb{E}(H(x + t^{-\frac{1}{2}}X) - H(x + t^{-\frac{1}{2}}Y)) = t^{-\frac{1}{2}(n+1)}(\mathbb{E}X^\alpha - \mathbb{E}Y^\alpha). \quad (8.2)$$

This immediately gives

$$\int H\Theta_1 d\mathbf{q} = t^{-\frac{n}{2}}(\mathbb{E}X^\alpha - \mathbb{E}Y^\alpha).$$

On the other hand, by Lemma 4.4, we have

$$\int H\Theta d\mathbf{q} = t^{-\frac{n}{2}}(\mathbb{E}X^\alpha - \mathbb{E}Y^\alpha).$$

The above two displays give us Eq. 8.1.

To show Eq. 8.2, we introduce the following notation. For $\beta \in \mathbb{N}^d$, we write $\beta \leq \alpha$ if $\beta_i \leq \alpha_i$ for all $i = 1, 2, \ldots, d$. If $\beta \leq \alpha$ and $\beta \neq \alpha$, we write $\beta < \alpha$. Lastly, let $|\beta| = \sum_i \beta_i$.

By Eqs. 2.5 and 2.4, we know that $H(x)$ is a polynomial of degree $|\alpha| = n + 1$ and the leading order term is $x^\alpha$. Hence, there are coefficients $c_\beta$ for $\beta \leq \alpha$ such that the left hand side of Eq. 8.2 admits the following expansion

$$\mathbb{E}(H(x + t^{-\frac{1}{2}}X) - H(x + t^{-\frac{1}{2}}Y)) = \sum_{\beta \leq \alpha} c_\beta x^\alpha - t^{-\frac{1}{2}(|\beta|)}(\mathbb{E}X^\beta - \mathbb{E}Y^\beta).$$

If $\beta < \alpha$, then $|\beta| \leq n$. Hence, by the assumption $\mathbf{M}(n)$, we must have $\mathbb{E}X^\beta = \mathbb{E}Y^\beta$ for all $\beta < \alpha$. Therefore, the only term that does not vanish on the right of the above display is $c_\alpha t^{-\frac{1}{2}(n+1)}(\mathbb{E}X^\alpha - \mathbb{E}Y^\alpha)$ and $c_\alpha = 1$ as evident from Eq. 2.5. This verifies Eq. 8.2 and completes the proof.

8.3 Proof of Eq. 6.2

To show $f$ is uniformly Lipschitz and figure out its Lipschitz coefficient, we start to estimate, using Eq. 6.1,

$$|\nabla f(x)| \leq t^{-\frac{1}{2}} \left( 2|\Theta_1(t^{-\frac{1}{2}}x)| + \left| \nabla \Theta_1(t^{-\frac{1}{2}}x) \right| \right) \mathbb{1}_{|t^{-\frac{1}{2}}x| \leq 2}.$$

To bound $\Theta_1(x)$ for $|x| \leq 2$, due to Lemma 4.2, we only need to estimate using Eq. 4.3, for $|x| \leq 2$ and $Z \in \{X, Y\}$,

$$t^{\frac{1}{2}} |r_{n+1}(x, t^{-\frac{1}{2}}Z)| \leq c_{d,n} t^{-\frac{n}{2}} \int_0^1 \mathbb{E}|Z|^{n+1} \left| \sum_{\alpha \in [n+1]} H_\alpha(x - st^{-\frac{1}{2}}Z) \eta(x, st^{-\frac{1}{2}}Z) \right| ds$$

$$\leq c_{d,n} t^{-\frac{n}{2}} \mathbb{E}|Z|^{n+1} \left( 1 + |x|^{n+1} + |t^{-\frac{1}{2}}Z|^{n+1} \right) e^{\frac{1}{2}|x|^2}$$

$$\leq c_{d,n} t^{-\frac{n}{2}} \left( \mathbb{E}|Z|^{n+1} + t^{\frac{n+1}{2}} \mathbb{E}|Z|^{2n+2} \right).$$

© Springer
Here, to derive the second inequality, we used the fact that $H_\alpha$ is a polynomial of degree $n+1$, and also the formula of $\eta$ in Eq. 3.7.

Again by Lemma 4.2, to bound $|\nabla \Theta_1(t^{-\frac{1}{2}}x)|$, we only need to show, for $|x| \leq 2$ and $Z \in \{X, Y\}$,

$$t^{\frac{1}{2}}E|\nabla r_{n+1}(x, t^{-\frac{1}{2}}Z)| \leq c_{d,n}t^{-\frac{n}{2}} \int_{0}^{1} E|Z|^{n+1} \left| \sum_{\alpha \in [n+1]} \nabla \left(H_\alpha(x - st^{-\frac{1}{2}}Z)\eta(x, st^{-\frac{1}{2}}Z)\right) \right| ds$$

$$\leq c_{d,n}t^{-\frac{n}{2}}E|Z|^{n+1} \left( (1 + |x|^n + |t^{-\frac{1}{2}}Z|^n) e^{\frac{1}{2}|x|^2} + (1 + |x|^{n+1} + |t^{-\frac{1}{2}}Z|^{n+1}) |t^{-\frac{1}{2}}Z| e^{\frac{1}{2}|x|^2} \right)$$

$$\leq c_{d,n}t^{-\frac{n}{2}} \left( E|Z|^{n+1} + t^{-\frac{n+2}{2}} E|Z|^{2n+3} \right).$$

In the second inequality, we applied the product rule of differentiation, and again used the fact of $H_\alpha$ being a polynomial of degree $n+1$ and the definition of $\eta$ in Eq. 3.7.

From all these estimates, we derive that

$$|\nabla f| \leq c_{d,n}t^{-\frac{n+1}{2}} \max_{Z \in \{X, Y\}} \left( E|Z|^{n+1} + t^{-\frac{n+2}{2}} E|Z|^{2n+3} \right),$$

as claimed.
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