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Abstract—Graph sparsification is a powerful tool to approximate an arbitrary graph and has been used in machine learning over homogeneous graphs. In heterogeneous graphs such as knowledge graphs, however, sparsification has not been systematically exploited to improve efficiency of learning tasks. In this work, we initiate the study on heterogeneous graph sparsification and develop sampling-based algorithms for constructing sparsifiers that are provably sparse and preserve important information in the original graphs. We have performed extensive experiments to confirm that the proposed method improves time and space complexities of representation learning while achieving comparable, or even better performance in subsequent graph learning tasks based on the learned embedding.

Index Terms—Heterogeneous Graph, Knowledge Graph, Network Representation Learning, Graph Sparsification

I. INTRODUCTION

Heterogeneous graphs (which subsume knowledge graphs) can model complex relationships among multiple types of real-world entities and have been widely used in studying biological and biomedical data. In a heterogeneous graph (e.g., [6], [11], [21]), there can be multiple types of nodes (e.g., some for compounds and others for targets, gene or diseases) and edges (e.g., a compound treats a disease, a compound resembles another compound, or a gene interacts with another gene), making discovery of deep insights (e.g., perform drug repurposing or identify drug-target interactions) become possible. Graph representation learning aims to construct low-dimensional embeddings (vectors) for all nodes in a graph, and has been a standard approach to further knowledge discovery and development on graphs. For instance, both predicting biomedical network links based on their structural and feature information and clustering for drug-target interaction and drug discovery are based on high-quality heterogeneous network representation. Recently, various heterogeneous graph representation learning methods have been proposed, e.g., random-walk based methods Metapath2Vec [4] and HIN2Vec [7], message-passing based graph neural networks HAN [19] and HGT [9], and relation learning based methods TransE [2], ComplEx [18], and RotatE [17]. For a systematic review on heterogeneous graph embedding, readers are referred to a good survey [20].

However, modern heterogeneous graphs can be of very large size in terms of the number of nodes or the number of edges. For instance, the benchmarking knowledge graph Freebase has over 12 millions nodes across 8 node types and about 63 millions edges of 36 edge types [20]. Processing such large-scale heterogeneous graphs imposes high computational and storage demands. We identify two directions to meet the requirements: one approach is to develop efficient heterogeneous embedding algorithms. But this direction may not offset the effects of ever growing big heterogeneous graphs. The other is to sparsify/compress big heterogeneous graphs while approximating some important network property and not significantly impacting the quality of graph embedding. In this work, we focus on the latter topic of sparsifying heterogeneous graphs.

Graph sparsification deals with approximating an arbitrary graph by a sparse graph that usually has a linear number of edges in the number of vertices of the original graph while preserving some important property. Several notions of graph sparsification have been proposed, e.g., graph spanners [12] that approximate the shortest path distance between every pair of vertices, cut sparsifiers [1] that approximately preserve all graph cut values, and spectral sparsifiers [16] that approximate the graph spectrum/eigenvalues. Graph sparsification has been used to improve the computational cost of learning over graphs, e.g., graph semi-supervised learning and spectral clustering [13], [22], [23]. Although heterogeneous graphs can have much larger size since heterogeneity allows more nodes or edges to be included in one network, however, there has been no systematic study on sparsification techniques for heterogeneous graphs yet.

In this paper, we for the first time study the problem of heterogeneous graph sparsification and its algorithmic applications in graph representation learning. We propose an efficient algorithm for constructing provably smaller sparsifiers for heterogeneous graphs, which, when feeding into a heterogeneous graph embedding algorithm, can save significant computational and storage cost. However, interestingly, the quality of the learned representations using sparsifiers is comparable or even better than those based on the original graphs.
We have provided theoretical analysis of the saving in time and space complexities of heterogeneous graph representation learning. Extensive experiments have also been performed to demonstrate that the developed method can improve the efficiency of heterogeneous graphs while not significantly affecting the accuracy of downstream machine learning tasks based on the learned embedding.

Related Work. Sparsification over homogeneous graphs has been extensively studied, e.g., [1], [12], [16] and used in machine learning [3], [13], [24]. In heterogeneous graphs, however, how to sparsify various types of vertices and edges while preserving graph properties has received limited studies [10], [20]. Jiang et al. [10] developed self-supervised pre-training methods for heterogeneous graphs with relation-based sparsification for efficient pre-training. But their focus is on designing both the node- and schema-level pre-training tasks to preserve semantic and structural properties, instead of a comprehensive study on the sparsification method. To the best of our knowledge, this work is the first systematic study on heterogeneous graph sparsification and its use in representation learning.

II. HETEROGENEOUS GRAPH SPARSIFIERS

In this section, we develop a sampling-based sparsification technique for heterogeneous graphs, analyze its computational and space complexities, and then discuss other potential methods.

Notations and Definitions. A heterogeneous graph can be defined as $G(V, E, \phi, \pi, X, R)$ where $V$ is the vertex set, $E$ is the edge set, $\phi$ specifies the type for each vertex, $\pi$ assigns the type of each edge, and $X$ and $R$ include the node and edge features respectively. $\phi$, $\pi$, $X$, and $R$ can be omitted from the presentation if they are clear from the context. Let $E_{\text{Out}}(u)$ be the set of $u$’s out-edges and $E_{\text{Out}}^t(u)$ be the set of $u$’s out-edges of type $t$. Similarly, let $E_{\text{In}}(u)$ be the set of $u$’s in-edges and $E_{\text{In}}^t(u)$ be the set of $u$’s in-edges of type $t$. Let $|G(V, E)| = |E|$.

Motivation. Graph sparsification in general/homogeneous graphs has received considerable attention and many sparsification algorithms have been developed. However, they can be separated into two types, importance based sampling methods and heuristic based sampling methods. In the former, graph edges are sampled according to some important measure. For example, spectral sparsifiers and cut sparsifiers can be obtained by non-uniformly sampling each edge based on its effective resistance and edge connectivities [8], [15], respectively. This type of approaches is often sound and has nice theoretical guarantees. However, such a design for heterogeneous graphs can be highly challenging considering the complexity in defining an importance measure across different types of edges and computing that measure in large-scale heterogeneous graphs.

In the latter, sampling is performed on all edges independently using only heuristics instead of complex importance measures. For example, $k$-neighbors sparsifiers are constructed by randomly sampling at most $k$ edges for each vertex where $k > 0$ is a tuneable parameter. Though simple, heuristic based sparsifiers have performed practically good, e.g., comparable to spectral sparsifiers in machine learning tasks over graphs [13]. In this paper, we will work towards sparsifying heterogeneous graphs using simple yet effective heuristics.

Details. As a warm-up, we consider the simple method of sampling a fixed number of edges and including in the sparsifier. Since node degrees can be quite different for different nodes, it is possible that a node of low degree has none of its edges sampled and become isolated in the sparsifier. Unfortunately, some heterogeneous embedding algorithms do not allow isolated nodes (through reporting errors such as [14], [19]) and thus this type of sparsifiers is not robust to embedding algorithms. Furthermore, the number of edges of different types for a node can be very different because of their semantic difference. Consider an extreme case: a vertex $u$ with $10K$ edges of type 1 and only one edge of type 2. The information carried by the edge of type 2 is supposed to be greater than that in an individual edge of type 1. When all edges are considered together, the single edge of type 2 can be easily sampled away, resulting in information loss.

We propose to perform random sampling within each type of edges and then aggregate all sampled edges as the sparsifier. In this way, the isolation problem is avoided and the distribution of edge types cannot affect the quality of the constructed sparsifier. Specifically, we sparsify the neighborhood of each vertex according to ascending order of vertex degree. Since heterogeneous graphs are often directed, we sparsify out-edges and in-edges of a vertex separately. Consider out-edges $E_{\text{Out}}(u)$ of vertex $u$. For each edge type $t$ in $E_{\text{Out}}(u)$, if the number of edges of type $t$ is at most $k$, we include all of them to the sparsifier $H$. Here $k$ is an input parameter to control the size of the output sparsifier. Otherwise, we first calculate the number of edges in $E_{\text{Out}}^t(u)$ that are already included in the current $H$. Note that we process vertices one by one and the processing of some vertex before the current vertex may already add a few edges in $E_{\text{Out}}(u)$ to $H$. Let $x$ be the number of such edges, $x = |E_{\text{Out}}^t(u) \cap H|$. Then we sample $k - x$ edges from $E_{\text{Out}}^t(u) - H$ uniformly at random and include the sampled edges in $H$. Since in heterogeneous graphs there can be many edges without edge weight, we keep the weight of a sampled edge unchanged, if any. The processing for in-edges is symmetric. The algorithms are summarized in Algorithms 1 and 2.

The computational and space complexities of Algorithm 1 are $O(ktn)$ and the size (number of edges) of the resulting
sparsifier is also $O(ktn)$, where $t$ is the total number of edge types. Let the computational complexity of a machine learning task in a heterogeneous graph $G$ be $T'(G)$. It is generally believed to be a function of the number of edges $m = |E|$, i.e., $T'(G) = T(m)$. Although there are few studies on the time complexity of learning in heterogeneous graphs, in homogeneous graphs, the time complexities of graph-based learning, e.g., supervised learning such as Laplacian smoothing, semi-supervised learning, and spectral clustering, have shown to be linear in the number of edges $[3],[24]$. We believe that similar relations appear in heterogeneous graphs. Based on this assumption, our approach can reduce the computational cost from $T(m)$ to $O(ktn) + T(ktn)$. The improvement is significant because $m \gg n$ usually holds for heterogeneous graphs, and $k$ and $t$ are only a small value. This analysis is applicable to the space complexity as well. We will confirm the improvement through empirical studies in Section III.

Discussion. We develop another method that also does not suffer from the isolation problem. The principle is to first randomly select, for every edge type $t$ of vertex $u$, one edge from $E_{Out}(u)$ (and $E_{In}(u)$, respectively) to include in the sparsifier. Let the number of edges included be $y$. We then randomly keep $k - y$ edges out of all $u$’s edges, regardless of edge types. This method guarantees that each edge type $t$ of $u$’s edges has at least one sampled edges and thus does not lose important information. This algorithm constructs sparsifiers of size $O(\max(k, t) \cdot n)$, which is smaller than Alg. 1 for the same value of $k$. Consider sparsifiers of similar size produced by both methods, their empirical performance in subsequent machine learning tasks are comparable. As will be shown in Section III, sparsifiers produced by Alg. 1 generally performs better in the link prediction task while sparsifiers output by this method works better in node classification, although the margins are relatively small.

III. EXPERIMENTS

In this section, we perform extensive experiments to evaluate the proposed algorithms for sparsifying heterogeneous graphs and performance of the constructed sparsifiers in representation learning. The algorithms were implemented in Python, and all experiments were performed using 3 cores in a compute node, which is equipped with 24 cores, 2.50 GHz Intel processors, and 256GB RAM.

Experimental Setting. We use three different real-world datasets provided by the benchmark of [20] and their statistics are summarized in Table I. PubMed is a network of genes, diseases, chemicals, and species from NIH PubMed project (not the traditional publication network). Yelp is a review network of businesses, users, locations, and reviews. Freebase is a knowledge base of books, films, music, sports, people and so on. Since this is the first work on heterogeneous graph sparsification for representation learning, we also implement the algorithm in the discussion for comparison, which is denoted as All-Types (ALT).

The tested graphs are first processed by a sparsification algorithm to get sparsified graphs, which are then fed into a representation learning algorithm to get node embedding. To show the robustness of the proposed sparsification, five diverse algorithms including random-walk based HIN2Vec [7] and AspEm [14], message-passing based HAN [19] and HGT [9], and relation learning based ComplEx [18], are employed to generate the embedding. Finally, link prediction and node classification tasks are performed based on the learned embedding following experimental setup in the benchmark [20]. In link prediction, $20\%$ links are held out and the remaining $80\%$ links are used as the training set. A linear Support Vector Machine (LinearSVC) [5] is trained on the training links. For node classification, we train a LinearSVC based on the learned embedding on $80\%$ of the labeled nodes and then predict on the remaining $20\%$.

The efficiency for graph learning tasks are measured by the training time in seconds and memory consumption in term of the maximal residual size during model training. The effectiveness of link prediction is measured by the $AUC$ (area under the ROC curve) and $MRR$ (mean reciprocal rank). The effectiveness of node classification is measured by $macro-F1$ (across all labels) and $micro-F1$ (across all nodes). These measures are averaged over five runs and reported together with their standard deviation.

Baseline Setting. In the baseline setting, we focus on unattributed representation learning that does not exploit node attributes and use the embedding size 50. We first show effectiveness of the developed algorithm in reducing the size of heterogeneous graphs, and then compare performance of unattributed representation learning that does not exploit node attributes and use the embedding size 50. We first show effectiveness of the developed algorithm in reducing the size of heterogeneous graphs, and then compare performance of

| Dataset   | $n$  | $m$  | $m/n$ | Node Types | $t$ |
|-----------|------|------|-------|------------|-----|
| PubMed    | 63,109 | 236,458 | 3.7 | 4 | 10 |
| Freebase  | 12,164,758 | 62,058,902 | 5.1 | 8 | 36 |
| Yelp      | 82,465 | 16,274,179 | 197 | 4 | 4  |

TABLE I: Statistics of the Tested Real-world Networks

| $k$ | PubMed | Freebase | Yelp |
|-----|--------|----------|------|
| 1   | 0.45   | 0.39     | 0.15 |
| 2   | 0.59   | 0.55     | 0.28 |
| 3   | 0.67   | 0.65     | 0.42 |
| 5   | 0.75   | 0.73     | 0.59 |
| 10  | 0.86   | 0.81     | 0.81 |

TABLE II: The Sparsification Ratio ($|H|/|G|$)
learning tasks in the sparsified graphs and the full graph. Table II shows the sparsification ratio, i.e., the ratio of the size of a sparsifier $H$ and the size of the full graph $G$, for varied values of $k$. It can be seen that our method consistently reduces the number of edges in the sparsifiers. The reduction becomes small with an increase in the value of $k$ since more edges are kept in the sparsifiers then. In general, the empirical performance matches our theory that the constructed sparsifiers have size $O(ktn)$.

Figure 1 plots performance of link prediction and node classification when applying different representation learning algorithms in the sparsified graphs and the full graph. The training times for the sparsifiers in the PubMed dataset are significantly improved to lower than 70% of the training time required in the full graph except for AspEm, as shown in Figure 1a. The training times for HIN2Vec even drop to lower than 44% for all values of $k$. Interestingly, the reductions in

---

1HAN reported out-of-memory errors in Yelp and Freebase and AspEm did not complete within 2 weeks in Freebase.
training times are larger than the sparsification ratio in Table II, e.g., 85% when \( k = 10 \). It means that the reductions in computational time are remarkably larger than those in the graph size. The reductions in larger graphs such as Yelp are even greater and drop to lower than 60% of the original time. The running time of ComplEx are consistently lower than 40% while maintaining a good performance as will be shown later. The improvement in memory consumption during model training is not that obvious as the training time in Figure 1b. This may be due to that the additional overhead in the training excluding loading the graph data is comparable to the size of PubMed. But the improvement of memory consumption in larger graphs Yelp and Freebase become much clearer as in Figures 1f and 1j and can be lower than 70% of the original consumption.

Importantly, as in Figures 1c, 1g, and 1k, the performance AUC and MRR of link prediction are not significantly affected by the sparsification, especially for large values of \( k \). Interestingly, the performance of ComplEx and HIN2Vec for quite a few settings can be even better than that based on the full graph. We analyze that it could be because noises in the original graph are also removed during the sparsifying process. Among the tested embedding algorithms, ComplEx consistently achieved the highest AUC and MRR values in different datasets. In Figures 1d, 1h, and 1l, the F1 values are generally comparable to the values in the full graph, and even better in some settings. Furthermore, graph (edge) sparsification appears to have more impacts on the performance of link prediction than on node classification. This seems to suggest that the task of node classification depends less on the edge connectivity compared to link prediction.

Due to superior performance of ComplEx, we choose it as the default embedding model for comparing Alg. 1 and ALT. Figure 2d plots the performance of ComplEx based on the two types of sparsified graphs with respect to different sparsification ratios. It can be seen that AUC and MRR values of Alg. 1 are slightly better than those of ALT, while both F1 values of ALT are larger by a small margin. In practice, users
may select a sparsification method that is most suitable for their target application.

**Additional Experiments.** We first vary the size of the learned embedding from 10 to 200 ([10, 25, 50, 75, 100, 200]) in PubMed. We observe that improvements in the training time and memory consumption are always significant, similar to the baseline setting. As expected, with an increase in the embedding size, the AUC and MRR are gradually improved due to a better learned embedding, as in Figures 2b, 2a and 2c. For HIN2Vec, multiple sparsifies achieve higher AUC/MRR than the full graph, those red lines in Figure 2a. For HAN and ComplEx, the performance of the sparsifies with larger values of $k$, e.g., $k = 10$, are comparable to that of the full graph as shown in Figures 2b and 2c.

Furthermore, since HAN and HGT can incorporate node attributes into the embedding learning, we perform attributed model training by taking node attributes into consideration. The training times and memory consumption in the attributed setting become slightly larger due to the processing of more information. But they are still much lower than training times and memory consumption in the full graph, as shown in Figures 2e and 2g. For HAN, the accuracy performance in attributed graphs (red and black lines) are better than in unattributed graphs, especially for $F1$ values as shown in Figure 2f. HGT appears to be strong in exploiting graph connectivity to generate accurate prediction even without the attribute information, as in Figure 2h. Consistent with the baseline setting, sparsification always brings great benefits in reducing computational resources while producing good accuracy performance.

**IV. Conclusion and Future Work**

In this work, we study the problem of sparsifying heterogeneous graphs while well approximating the original graphs for subsequent graph learning tasks. We develop an efficient sampling method which takes the distribution of different types of edges into consideration and perform computational and storage complexity analysis. Extensive experiments validate the efficiencies of our proposed algorithms while attaining promising performance in downstream graph learning tasks. As the future work, we will study sophisticated algorithms for sparsifying heterogeneous graphs, e.g., by sampling edges according to edge (betweenness) centrality measures and keeping only important edges with high centrality. It is also an interesting direction to develop deep learning models to perform end-to-end heterogeneous graph sparsification and graph learning tasks.
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