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Abstract. A comparative analysis of efficiency of explicit methods with error and stability control, semi-implicit (m, k)-methods, and implicit methods implemented in the modelling and simulation environment ISMA is presented. The Akzo Nobel Central Research laboratory's model of a tumour penetrated by antibodies is used as the test problem. The computer model in the LISMA language after applying the method of lines is given. Performance of the numerical integration algorithms is measured for different spatial variable discretization steps.

1. Introduction
Event-continuous (ECSs) or hybrid dynamical systems [1–3] are characterized by having discontinuities of the first kind in the simulated time interval [0; T]. This feature is the reason why the Lipschitz conditions are not met, and application of symbolical analysis methods to systems of this class, especially high-dimensional, is therefore limited. In order to obtain an appropriate numerical solution, one has to use not only traditional and original numerical integration algorithms, but also effective algorithms [4, 5] detecting events at discrete time instants \( t^* \in [0; T] \). The integration step size in this case is computed taking into account the error, stability, and event function behaviour [5, 6]. Such computational routines form the basis of libraries of numerical algorithms in the architecture of modern computer modelling and simulation environments for complex dynamic systems. Another important aspect of studying ECSs is linguistic software supporting specialized visual and textual specification languages for describing mathematical models.

Continuous modes of ECSs, especially heterogeneous ECSs, that is combining processes of different physical nature, are often modelled by high-dimensional stiff ordinary differential equations (ODEs) [7, 8].

Let us conduct a comparative analysis of some traditional and original numerical methods, included in the library of the software environment ISMA [5], on event continuous problems of high dimension. ISMA is designed for modelling and simulation of complex dynamic processes from different applications, including chemical kinetics and power engineering problems. Problems are internally represented by ISMA as ECSs.

2. Mathematical model
Let us consider the Akzo Nobel Central Research laboratory's model [9] of a tumour penetrated by antibodies. The model is represented as the boundary value problem for a system of partial differential equations
Applying the method of lines, the initial conditions are defined separately from the initial values of the tissue, the spatial variable, and the reaction rate constant; $u, v$ are the concentrations of the radio-labelled antibodies and the tissue respectively, $x$ is the spatial variable,

$$
\phi(t) = \begin{cases} 
\phi_1(t), & t \in \left[0, t^*\right), \\
\phi_2(t), & t \in \left[t^*, T\right].
\end{cases}
$$

Let $\zeta = \frac{x}{x+c}$, $c > 0$. Applying the method of lines, we have

$$
\frac{dy}{dt} = f(t, y),
$$

where $y = (u, v, \ldots, u_N, v_N)^T$, $g = (0, v_0, 0, v_0, \ldots, 0, v_0)^T$, the functions $f(t, y)$ are defined as

$$
f_{2j-1} = \alpha_j \frac{y_{2j-1} - y_{2j-3}}{2\Delta\zeta} + \beta_j \frac{y_{2j+1} - y_{2j-1}}{(\Delta\zeta)^2} - k y_{2j-1} y_{2j},
$$

$$
f_{2j} = -k y_{2j} y_{2j+1},
$$

where

$$
\alpha_j = 2 \left( j\Delta\zeta - 1 \right)^3 / c^2, \quad \beta_j = \left( j\Delta\zeta - 1 \right)^3 / c^2, \quad 1 \leq j \leq N,
$$

$$
\Delta\zeta = \frac{1}{N}, \quad y_{-1}(t) = \phi(t), \quad y_{2N+1} = y_{2N-1}, \quad g \in \mathbb{R}^{2N}.
$$

The parameter values used further on are $k = 100$, $v_0 = 1$, $t^* = 5$, $T = 20$, $\phi_1(t) = 2$, $\phi_2(t) = 0$ and $c = 4$.

3. Computer model

The computer model of (2), (3) in the LISMA language is presented in figure 1.

Lines 1 and 2 define the model constants.

The right-hand side of (2) is algorithmically specified according to the language syntax and features of the hybrid problem.

The $2(N-2)$ differential equations are defined with a for cycle and the index notation. These language constructs allow to conveniently specify systems of equations, having a certain structure, and their initial conditions.

The 6 remaining equations, having special right-hand sides, and corresponding initial conditions are defined separately by lines 4–9 and 22–25.

Equations are specified in the LISMA language in a form similar to that of the language of mathematics. The prime symbol naturally denotes derivatives of functions.

Lines 27–32 describe the piecewise continuous function $\phi(t)$ by defining its form in the initial mode init and introducing a second mode activated at $t = 5$, where the function form is different.

4. Numerical results

It is possible to obtain systems of ODEs involving an arbitrary even number of differential equations $N = 2N$ by varying the parameter $N$. Let us consider the following 5 cases: $N = \{50, 100, 200, 400, 500\}$. Let the required accuracy of computations be $\epsilon = 10^{-3}$, the initial integration step size be $h_0 = 10^4$. 
The library of ISMA includes explicit, semi-implicit, and implicit algorithms of variable step. The purpose of this paper is to show how some of them behave as the dimension of the problem to be solved grows. For the comparison, the following algorithms were chosen:

1. RKF78st, an explicit modified eight-stage Fehlberg method of order 7 with stability control;
2. DP78st, an explicit modified eight-stage Dormand-Prince method of order 7 with stability control;
3. RKF78vo, an integration algorithm of variable order based on the explicit modified eight-stage 7th order Fehlberg method and an explicit eight-stage 1st order Runge-Kutta method with an extended stability interval;
4. MK22, a semi-implicit L-stable two-stage 2nd order method of the Rosenbrock type allowing to freeze the Jacobian matrix;
5. MK21, a semi-implicit L-stable two-stage 2nd order (2, 1)-method;
6. RADAU5, an implicit L-stable three-stage 5th order method of the Runge-Kutta type.

For the explicit methods, the maximum eigenvalue is estimated on each step using the power method, and the predicted step is computed as

\[
\text{max}(\lambda_\text{ac}, \text{min}(\lambda_\text{ac}, \lambda_\text{nn})) \times h_{\text{ac}}
\]

(4)

where \( h_{\text{ac}} \) is the last successful integration stepsize, \( h_{\text{ac}} \) and \( h_{\text{nn}} \) are the stepizes computed according to the requirements of accuracy and stability, respectively [6]. Formula (4) allows to stabilize the stepsize behaviour in settling regions, where the requirements of stability come into contradiction with those of accuracy. The plots of the solution components \( y_{79}, y_{172}, y_{199} \) and function \( \varphi(t) \) are given in figure 2.

**Figure 1.** Computer model in LISMA.
The computation time against the dimension of the system to be solved for the aforementioned methods is depicted in figure 3.

The semi-implicit non-iterative one-step \((m, k)\)-methods are the most efficient as the numerical results show. They have better stability properties than explicit Runge-Kutta methods. Their advantage over well-known implicit methods is that they allow to "freeze" the Jacobian matrix (i.e. to use the same matrix during several integration steps). This feature results in a significant reduction of computational costs, especially if the system to be solved involves a large number of equations. Moreover, \((m, k)\)-methods do not require running an iteration process that makes algorithms based on \((m, k)\)-methods more efficient and reliable.

**Figure 2.** Solution components \(y_{79}\), \(y_{199}\), \(y_{172}\) and function \(\phi(t)\).

**Figure 3.** Logarithmic dependence of the computation time on the problem dimension.
However, note that the use of explicit algorithms of variable order with stability control of the numerical formula is highly efficient as well. In figure 2 it can be seen that the time the implicit method spends on solving the problem almost exponentially depends on the dimension. On the other hand, the dependencies of the computation time on the system dimension for (m, k)-methods and RKF78vo are closer to linear.

Explicit methods with extended stability domains are the most efficient if the system to be solved involves less than 500 equations. In case of a higher dimension, the application of semi-implicit (m, k)-schemes is more preferable. Employing implicit methods is reasonable in case of smaller systems of differential equations (100-200 equations) since, as the problem dimension grows, the computational costs are almost entirely determined by the time taken to decompose the Jacobian matrix.

An integration algorithm should be always chosen taking into account the problem at hand. The presented results are only valid for the simulated problem and should be extrapolated to other problems with caution for their efficiency might be different.
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