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Abstract. Given a graph $G$, the Connected Vertex Cover problem (CVC) asks to find a minimum cardinality vertex cover of $G$ that induces a connected subgraph. In this paper we describe some approaches to solve the CVC problem exactly. First, we give compact mixed-integer extended formulations for CVC: these are the first formulations proposed for this problem, and can be easily adapted to variations of the problem such as Tree Cover. Second, we describe a simple branch and bound algorithm for the CVC problem. Finally, we implement our algorithm and compare its performance against our best formulation: contrary to what usually happens for the classical Vertex Cover problem, our formulation outperforms the branch and bound algorithm.
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1 Introduction

Given a graph $G = (V, E)$, a subset of vertices $C \subseteq V$ is a vertex cover of $G$ if every edge of $G$ has at least one endpoint in $C$. The problem of finding a vertex cover of minimum cardinality in a graph is equivalent to finding a maximum stable set (or a maximum clique in the complement graph) and is one of the best studied problems in theoretical computer science. In this paper we study one of the most popular variants of the minimum Vertex Cover (VC) problem, where we aim at finding a minimum connected vertex cover (CVC): i.e., we additionally require the subgraph $G[C]$ induced by $C$ to be connected. We call this the CVC problem.

The CVC problem has applications in wireless network design, where one aims at placing relay stations on the network so that they cover all transmission links (the edges of the network) and are all connected to each other.

Similarly to the VC problem, the CVC problem is NP-hard [15] and admits a polynomial-time 2-approximation algorithm [24]. On the other hand, the CVC problem is NP-hard even if the input graph is restricted to be bipartite [13]: this is surprising as Vertex Cover is polynomially solvable for bipartite graphs, as,
thanks to the famous König-Egeváry Theorem, it amounts to finding a maximum matching.

The CVC problem has received attention especially from the point of view of parameterized algorithms \[16\][22] and approximation algorithms \[12\][23][19]. An aspect that did not receive much attention is that of solving the CVC problem in practice: moreover, prior to this paper there were no mathematical programming formulations for the problem. Such formulations are usually easy to implement and are flexible to the addition of extra constraints to the problem, an advantage for real-world applications. Unlike for the CVC problem, there is a wealth of methods for solving the VC problem, the most effective being branch and bound algorithms (see \[20\] for a survey), and there are many linear and non-linear formulations for VC and the related maximum clique and maximum stable set problems \[23\][19][4].

A key feature of the CVC problem that we exploit in this paper is that its constraints can be modelled as linear constraints from two polytopes: the vertex cover polytope and the spanning tree polytope. Both are well-studied polytopes for which a large number of extended formulations is known \[5\][14][20][25]; those are formulations where extra variables are used, other than the variables of the original polytope, in order to limit the number of inequalities.

In this paper we aim at partially filling the gap between VC and CVC by proposing mixed-integer extended formulations for the CVC problem. Our main contribution is a mixed integer formulation for the CVC problem with a relatively small number of variables (linear in the number of edges of the input graph). The formulations we propose also lend themselves to modelling related problems as the Tree Cover problem \[8\] (see Section \[5\]). As an additional contribution, we also describe a simple branch and bound algorithm for CVC, by modifying a standard algorithm for the maximum stable set problem. Finally, we perform numerical experiments to compare the various approaches. In our experiments, the proposed mixed-integer formulation solves the problem much faster than the branch and bound algorithm. This is interesting since, for the general Vertex Cover problem, combinatorial algorithms usually outperform linear formulations.

The paper is organized as follows: this introduction terminates with Section \[1.1\] which gives some basic terminology and notation; in Section \[2\] we give our formulations for CVC and prove their correctness; the branch and bound algorithm is described in Section \[3\] numerical experiments are given in Section \[4\]; finally, we conclude with some further research directions in Section \[5\].

### 1.1 Preliminaries

Throughout the paper we let \(G = (V, E)\) be a connected graph. This is natural because, ignoring exceptions such as isolated vertices, only connected graphs admit connected vertex covers. A set \(U \subseteq V\) is stable if the subgraph \(G[U]\) induced by \(U\) does not contain any edge. Clearly, a subset \(U \subseteq V\) is a vertex cover if and only if its complement \(V \setminus U\) is stable. Hence, solving the CVC problem amounts to finding the maximum stable set \(S\) such that the graph \(G \setminus S\) obtained by removing \(S\) is connected. Finally, a subgraph of \(G\) is a spanning tree
of \( G \) if it is a tree and contains all vertices of \( G \): we usually identify a spanning tree with a set of edges \( F \subseteq E \).

For sets \( U \subseteq A \), we denote by \( \chi^U \in \{0,1\}^A \) the incidence vector of \( U \), which satisfies \( \chi_v^U = 1 \) if and only if \( v \in U \). We will use incidence vectors for subsets of vertices, edges, or arcs in directed graphs. For a vector \( x \in \mathbb{R}^A \), we often write \( x(U) \) to denote \( \sum_{u \in U} x_u \).

2 Mixed-Integer programming formulations

A compact integer formulation of the Vertex Cover problem is well known: it suffices to use a variable \( x_v \) for each node \( v \) of our graph \( G \), and ask that \( x_u + x_v \geq 1 \) for each edge \( uv \) of \( G \). On the other hand, it is not trivial to come up with a formulation for CVC, and we do not know any formulation that only uses node variables. The reason behind this difficulty is that imposing connectedness in an induced subgraph is a difficult constraint to model. Notice that a graph is connected if and only if it admits a spanning tree. Hence to model connectedness we resort to the spanning tree polytope of \( G \), denoted by STP(\( G \)), defined as the convex hull of the incidence vectors of all the spanning trees in \( G \).

The basic idea that underlies all the formulations in this section is to add edge variables to the node variables, and to impose that such edge variables model a spanning tree in the subgraph induced by our vertex cover. We first propose the following formulation, based on the classical linear description of STP(\( G \)) given by Edmonds [11].

\[
P_{\text{stp}} = \left\{ x \in \{0,1\}^V \mid \exists y \in [0,1]^E : \right. \\
(1) \quad x_u + x_v \geq 1 \quad \forall (u,v) \in E \\
(2) \quad y(E(U)) \leq |U| - 1 \quad \forall \emptyset \neq U \subseteq V \\
(3) \quad y(E) = x(V) - 1 \\
(4) \quad y_{uv} \leq x_u, y_{uv} \leq x_v \quad \forall (u,v) \in E \right\}.
\]

Lemma 1. Let \( G = (V,E) \) be a connected graph. Then \( C \subseteq V \) is a CVC if and only if \((\chi^C, y) \in P_{\text{stp}} \) for some \( y \in \mathbb{R}^E \).

Proof. If \( C \) is a CVC, then fix any spanning tree \( F \) of \( G[C] \). Then \( \chi^C \) clearly satisfies Constraints 1; moreover, setting \( y = \chi^F \) can be easily seen to satisfy Constraints 2, 3, 4.

On the other hand, assume that \((\chi^C, y) \in P_{\text{stp}} \). Then \( C \subseteq V \) is clearly a vertex cover. Moreover, 1 implies \( y_e = 0 \) for each \( e \in E \setminus E(C) \), hence the projection \( y' \) of \( y \) to variables \( E(C) \) is in the spanning tree polytope of \( G[C] \), due to constraints 2, 3 (notice that \( x(V) - 1 = |C| - 1 \)). The spanning tree polytope of \( G[C] \) is then non-empty, therefore \( G[C] \) is connected.

The description above has an exponential number of constraints. There are well known extended formulations of size \( O(n^3) \) for the spanning tree polytope of
an $n$-vertex graph \cite{25,20}, and smaller extended formulations for special classes of graphs \cite{7,14}. Therefore, we would like to turn any formulation for the spanning tree polytope into a formulation for CVC. This can be done by going through the forest polytope of $G$, $\text{STP}^+(G)$, defined as the convex hull of incidence vectors of forests of $G$. The same proof of Lemma 1 shows that a correct formulation for CVC can be obtained by replacing Constraints 2 in $P_{\text{stp}}$ with $y \in \text{STP}^+(G)$. Finally, it is well-known that one can obtain a formulation of $\text{STP}^+(G)$ from one of $\text{STP}(G)$, since $\text{STP}^+(G) = \{ x \in [0,1]^E : \exists y \in \mathbb{R}^E : x \leq y, y \in \text{STP}(G) \}$. While this approach does reduce the size of our CVC formulation from exponential to polynomial, it still yields too many extra variables to be practical. In the next section, we address this issue.

2.1 A smaller mixed-integer formulation

We now give a smaller formulation for the CVC problem, which makes use of a mixed-integer formulation for $\text{STP}(G)$ with a small number of additional variables. We start by giving the formulation for $\text{STP}(G)$, which builds on natural ideas that can be found, for instance, in \cite{21}. Rather than spanning trees in undirected graphs, we focus on arborescences in directed graphs. Given our graph $G$, we simply bidirect each edge obtaining the directed graph $D(V,A)$. Now, fix a “root” vertex $r \in V$. Recall that an $r$-arborescence of $D$ is a subset of arcs $F \subseteq A$ such that, for every $v \in V \setminus \{r\}$, $F$ contains exactly one directed path from $r$ to $v$. Clearly, a description of the $r$-arborescences of $D$ gives a description of the spanning trees of $G$ by just ignoring the orientations (i.e. setting $y_{uv} = z_{uv} + z_{vu}$ for each edge $uv$). Moreover, since arborescences are rooted in $r$, we do not need arcs that point to $r$, and we simply delete them. Recall that $\delta^-(v)$ denotes the set of arcs of $A$ pointing to $v$.

\begin{equation}
Q_r = \left\{ z \in \{0,1\}^A \mid \exists d \in \mathbb{R}^V : \right. \\
\forall v \in V \setminus \{r\} \\
\forall (u,v) \in A \right. \\
(5) & z(\delta^-(v)) = 1 \\
(6) & d_v \geq n \cdot (z_{uv} - 1) + d_u + 1 \\
(7) & d_r = 0 \\
(8) & z(A) = |V| - 1 \left. \right\}.
\end{equation}

**Lemma 2.** Let $D = (V,A)$ be a directed graph, and $r \in V$ such that $\delta^-(r) = \emptyset$. Then $F \subseteq A$ is an $r$-arborescence of $D$ if and only if $(\chi^F, d) \in Q_r$ for some $d \in \mathbb{R}^V$.

**Proof.** First, given an $r$-arborescence $F$, set $d_v$ to the length of the (unique) path from $r$ to $v$ in $F$, for each $v \in V$. It is easy to check that all constraints are satisfied by $(\chi^F, d)$.

On the other hand, let $(z, d) \in Q_r$, with $z = \chi^F$. We first show that $F$, after ignoring orientations, does not contain cycles: suppose by contradiction that
Theorem 1. Let $G = (V, E)$ be a connected graph, let $r, r_1 \in V$ with $(r, r_1) \in E$ and construct the directed graph $D(V, A)$ as described above. Then $C \subseteq V$ is a CVC if and only if $(\chi^C, z, d) \in P_{arb}(r, r_1)$ for some $z, d$.

Proof. First, let $C \subseteq V$ be a CVC. We distinguish three cases.

1. $r \in C, r_1 \not\in C$. Let $F$ be any $r$-arborescence of $D[C]$, and set $x = \chi^C, z = \chi^F,
\ d_v = d_v^F$ equal to the distance between $r$ and $v$ in $F$ for $v \in C$, and $d_v = 0$ for $v \not\in C$. Notice that $0 \leq d_v \leq n - 1$ holds for all $v \in V$. Now, $(x, z, d)$ can be checked to satisfy all constraints of $P_{arb}(r, r_1)$: we only discuss Constraints (11). Let $(u, v) \in A$. If $(u, v) \not\in F$, the corresponding constraint is $d_v \geq -n + d_u + x_v$, which is trivially satisfied for any $u, v$ as $d_v$ is non-negative and the right-hand side is non-positive. Hence, suppose $(u, v) \in F$, hence $x_v = 1$. Then

$$P_{arb}(r, r_1) = \left\{ x \in \{0, 1\}^C : \exists z \in \{0, 1\}^A, \ d \in \mathbb{R}^V : \begin{align*}
(9) & \quad x_u + x_v \geq 1 \quad \forall (u, v) \in A, \\
(10) & \quad z(\delta^-(v)) = x_v \quad \forall v \in V \setminus \{r, r_1\} \\
(11) & \quad d_v \geq n \cdot (z_{uv} - 1) + d_u + x_v \quad \forall (u, v) \in A \\
(12) & \quad d_r = 0 \\
(13) & \quad z(A) = x(V) - 1 \\
(14) & \quad z_{uv} \leq x_u, \ z_{uv} \leq x_v \quad \forall (u, v) \in A \right\}.$$
the constraint is \( d_v \geq d_u + 1 \), which is satisfied at equality by our choice of \( d \).

2. \( r_1 \in C, r \notin C \). We proceed similarly as in the previous case, choosing an \( r_1 \)-arborescence \( F \) of \( D[C] \) and setting \( z = \chi^F \), \( d_v \) equal to the distance between \( r_1 \) and \( v \) in \( F \) for \( v \in C \), and \( d_v = 0 \) for \( v \notin C \). Then \((x, z, d)\) can be checked to satisfy all constraints exactly as before.

3. \( r, r_1 \in C \). Let \( F \) be an \( r \)-arborescence of \( D[C] \) containing the arc \( rr_1 \) (notice that such an arborescence always exists). Set \( z = \chi^F \), and set \( d \) as in the first case. Again, one checks that all constraints are satisfied.

Now, let \((\chi^C, z, d) \in \mathcal{P}_{arb}(r, r_1)\), with \( z = \chi^F \). In order to show that \( G[C] \) is connected, we just need to show that \( F \) does not contain any cycle. We use the same argument as in the proof of Lemma 2 which we repeat for completeness. Assume that \( F \) contains a cycle \( C \). \( C \) cannot be a directed cycle due to Constraints (11), hence \( C \) contains a vertex \( v \) with two incoming arcs. Constraint (4) implies that \( v = r \) or \( v = r_1 \), but this contradicts the fact that \( \delta^{-}(r) = \emptyset \), \( \delta^{-}(r_1) = \{r\} \).

3 A Branch & Bound algorithm

In this section we describe a naive branch & bound algorithm to solve the CVC problem. For simplicity we follow the standard framework of branch & bound algorithms for the maximum stable set problem, see for instance [26]: instead of looking directly for a minimum vertex cover, we look for a stable set \( S^* \) of maximum size. The only difference with the classical setting is that we impose that \( S^* \) is feasible, where we call feasible a stable set \( S \) such that \( G \setminus S \) is connected.

We now give an informal description of the algorithm, referring to Algorithm 1 for the pseudocode. To avoid recursion, a stack is used to store the nodes explored by the algorithm. Each node consists of a pair \((S, U)\), where \( S \) is a feasible stable set and \( U \) is a set of candidate nodes that can be added to \( S \). The idea is to explore the search space of all possible nodes while keeping a record of the best solution found so far, denoted by \( S^* \): at each step, the current node \((S, U)\) of the stack is either branched on, or pruned if we realize that it cannot produce a stable set larger than \( S^* \). The pruning step is based on greedy coloring, as in the classical algorithm for the maximum stable set problem, exploiting the fact that any proper coloring of the complement of a graph gives an upper bound on its maximum stable set: in particular, the maximum stable set that the node can produce has size at most \( |S| + \alpha(G[U]) \leq |S| + \chi(\overline{G}(U)) \), and the latter term is estimated as the numbers of colors used in a greedy coloring (see Line 6). Branching is also performed as in the classical algorithm, but with a crucial difference: we select a vertex \( v \in U \) and create nodes \((S, U \setminus \{v\})\) and \((S \cup \{v\}, U')\), where \( U' \subseteq U \setminus \{v\} \) is obtained by removing from \( U \) all the neighbors of \( v \) and all the cut-vertices\(^1\) of \( G \setminus (S \cup \{v\}) \) (see Line 11). This ensures that we only consider feasible stable sets.

\(^1\) A vertex \( v \) of a connected graph \( G \) is a cut-vertex if its deletion disconnects \( G \).
Algorithm 1 Pseudocode of a basic branch & bound algorithm for CVC. Following the classical framework for maximum stable set algorithms, the algorithm finds the largest stable set $S^*$ in $G$ such that $G \setminus S^*$ is connected, and then outputs the corresponding vertex cover.

**Input:** A connected graph $G = (V, E)$

**Output:** A minimum-size CVC of $G$

1: $S^* \leftarrow \emptyset$
2: $C \leftarrow$ cut-vertices of $G$
3: $A \leftarrow [(\emptyset, V \setminus C)]$
4: while $A$ non-empty do
5: $(S, U) \leftarrow \text{pop}(A)$
6: while $U$ non-empty and $|S^*| < |S| + \text{greedy_color}({\bar{G}[U]})$ do
7: \hspace{1em} $v \leftarrow \text{pop}(U)$
8: \hspace{1em} Append $(S, U)$ to $A$
9: \hspace{1em} $S \leftarrow S \cup \{v\}$
10: $C \leftarrow$ cut-vertices of $G \setminus S$
11: $U \leftarrow (U \cap N(v)) \setminus C$
12: \hspace{1em} if $|S| > |S^*|$ then
13: \hspace{1em} $S^* \leftarrow S$
14: \hspace{1em} end if
15: end while
16: end while
17: return $V \setminus S^*$

We now argue that our algorithm is correct: most importantly, we need to show that removing cut-vertices as described above is enough to find the largest feasible stable set.

**Theorem 2.** Let $G = (V, E)$ be a connected graph. Then Algorithm 1 on input $G$ outputs a minimum CVC of $G$.

**Proof.** Equivalently, we will show that the set $S^*$ output by the algorithm is the maximum feasible stable set of $G$. We say that a node $(S, U)$ contains a feasible stable set $S'$ if $S \subseteq S' \subseteq U$.

First, we claim that the starting node $(\emptyset, V \setminus C)$ contains all feasible stable sets, where $C$ are the cut-vertices of $G$. Indeed, if $u$ is a cut-vertex of $G$, and $S$ a feasible stable set, $S$ cannot contain $u$: if $u \in S$, we must have that $G \setminus \{u\}$ consists of two connected components $G_1$, $G_2$, and $S$ contains the vertices of $G_1$ without loss of generality. But since $G$ is connected, there is at least an edge between $u$ and a vertex of $G_1$, a contradiction.

Now, it suffices to show that, whenever we branch on a node $(S, U)$ obtaining two new nodes, any feasible stable set $S'$ contained in $(S, U)$ is contained in one of the new nodes. This implies that any feasible stable set is explored by the algorithm at some step, and concludes the proof.

The new nodes created are $(S, U \setminus \{v\})$ and $(S \cup \{v\}, U')$, where $U'$ is defined in Line 11. Clearly, if $v \notin S'$, then $S'$ is contained in node $(S, U \setminus \{v\})$ and we are done. On the other hand, if $v \in S'$, we only need to show that $S' \subseteq U'$. 
This follows since $S'$ cannot contain any neighbor of $v$, or any cut-vertex of $G \setminus (S \cup \{v\})$, where the latter is proved by using the same argument as for the starting node.

We conclude the section with some improvements to Algorithm 1 that can be implemented to increase performance (see next Section for the implementation details).

- Computing a strong upper bound reduces the number of branch and bound nodes, at the price of longer running time for each node: for bipartite graphs, instead of resorting to a coloring bound we can directly compute the size of a maximum (usually unfeasible) stable set in the current subgraph, resulting in much better bounds and shorter total running time.
- On the other hand, for general graphs we find that it is better to spend less time on the upper bound computation: instead of recomputing a greedy coloring at each execution of Line 6, keeping the same coloring for several steps reduces the total running time.
- **Russian Doll Search**: to slightly restrict the number of visited nodes, we order the vertices as $v_1, \ldots, v_n$ by decreasing degree and call the algorithm $n$ times: at step $i$, we include node $i$ on our starting set $S$ and restrict the set $U$ to vertices $v_j$, with $j > i$, that are not neighbors of $v_i$.

### 4 Numerical results

We now compare the performance of our formulation $P_{arb}$ and our branch and bound algorithm on a benchmark of random graphs. We remark that the CVC problem is most interesting in graphs where the solution of CVC is strictly larger than the minimum vertex cover (we call such graphs *interesting*): if this is not the case one could just use the state of the art methods for finding the minimum vertex cover, and check that it induces a connected subgraph. This poses challenges to forming a benchmark of interesting graphs, as for instance the standard DIMACS benchmark [15] does not contain interesting graphs as far as we could check. Hence we resorted to sparse, random graphs. In particular, half of our graphs are Erdős–Rényi random graphs with density equal to 0.05; the others are bipartite random graphs, with density ranging from 0.1 to 0.5. We remark that bipartite graphs often seem to be interesting, which makes sense intuitively as each part of the bipartition forms a (possibly sub-optimal) vertex cover that is not connected: for instance, in the complete bipartite graph $K_{n,n}$, a minimum vertex cover has size $n$, while a minimum connected vertex cover has size $n + 1$. Moreover, as mentioned in the introduction, bipartite graphs are one of the simplest graph classes for which the VC problem is polynomial and CVC is NP-hard, which makes them good candidates for studying the differences between the two problems.

The graphs are produced with the functions `fast_gnp_random_graph()` and `bipartite.random_graph()` from the Networkx package [17], and the name of the graph indicates the random seed: for instance, $G_i$ is the random graph on 100
vertices with density 0.05 created by seed $i$. Some of the seeds are missing since we only consider connected graphs. The experiments are run on a processor Intel Core i5-4590 (4 cores) clocked at 3.3 GHz with 4 GB RAM. Algorithm 1 is coded in Python, version 3.7, and Networkx functions articulation_points() and greedy_color() are used to perform lines 10 and 6 respectively. We refer to [3] for the code for Algorithm 1 and for producing the formulation $P_{arb}$.

As for the implementation of formulation $P_{arb}$, it is also done in Python 3.7 and Gurobi 9.0.3 is used as MIP solver. Default parameters are used, and the results are averaged over three runs to account for the performance variability of the solver.

| Name (seed) | $|V|$ | $|E|$ | $|V_{CVC}|$ | $|CVC|$ | $B&B_t$ | $B&B_n$ | $P_{arb}$ | $B&B_n$ |
|-------------|-----|-----|-----------|-------|--------|--------|--------|--------|
| $G_1$       | 100 | 252 | 58       | 60    | 65.6   | 23138  | 0.2    | 1      |
| $G_2$       | 100 | 247 | 55       | 56    | 6.4    | 435    | 0.15   | 1      |
| $G_3$       | 100 | 232 | 56       | 57    | 12.7   | 1742   | 0.17   | 1      |
| $G_4$       | 100 | 238 | 58       | 59    | 17.9   | 2296   | 0.43   | 191    |
| $G_5$       | 100 | 257 | 56       | 59    | 21.1   | 2700   | 0.3    | 14     |
| $G_6$       | 100 | 254 | 58       | 59    | 100.3  | 21846  | 0.18   | 1      |
| $G_{13}$    | 100 | 260 | 58       | 59    | 56.2   | 18766  | 0.3    | 7      |
| $G_{10}$    | 100 | 263 | 56       | 58    | 18.1   | 3620   | 0.22   | 1      |
| $G_{20}$    | 100 | 234 | 56       | 58    | 11.2   | 1788   | 0.24   | 1      |
| $G_{21}$    | 100 | 264 | 56       | 61    | 28.6   | 4789   | 0.54   | 158    |

Table 1. Results for random graphs of low density (0.05).

| Name (seed) | $|V|$ | $|E|$ | $|V_{CVC}|$ | $|CVC|$ | $B&B_t$ | $B&B_n$ | $P_{arb}$ | $B&B_n$ |
|-------------|-----|-----|-----------|-------|--------|--------|--------|--------|
| $G_{0,1}(1)$ | 100 | 255 | 54       | 55    | 11.18  | 6635   | 0.16   | 1      |
| $G_{0,1}(4)$ | 100 | 242 | 50       | 57    | 863.4  | 818251 | 0.23   | 1      |
| $G_{0,2}(0)$ | 100 | 483 | 50       | 57    | 1h+    | 2min+  | 2.7    | 393    |
| $G_{0,2}(1)$ | 100 | 497 | 50       | 56    | 1314.9 | 999252 | 2.3    | 338    |
| $G_{0,3}(0)$ | 100 | 753 | 50       | 55    | 1137.1 | 723409 | 4.2    | 88     |
| $G_{0,3}(1)$ | 100 | 753 | 50       | 55    | 1266.4 | 874949 | 4.3    | 166    |
| $G_{0,4}(0)$ | 100 | 1007 | 50     | 54    | 354.5  | 210209 | 3      | 1      |
| $G_{0,4}(1)$ | 100 | 977  | 50     | 53    | 69.6   | 39614  | 2.1    | 1      |
| $G_{0,5}(0)$ | 100 | 1254 | 50     | 53    | 73.5   | 38685  | 3.9    | 1      |
| $G_{0,5}(1)$ | 100 | 1231 | 50     | 53    | 50.0   | 26071  | 5.4    | 1      |

Table 2. Results for random bipartite graphs. The density of each graph is written in its name, with the random seed in brackets.

Table 1 indicates the results for random graphs, and Table 2 for bipartite graphs. Columns $|V_{CVC}|$, $|CVC|$ indicate the sizes of the minimum vertex cover and connected vertex cover respectively. The columns $B&B_t$, $B&B_n$ indicate the
running time (in seconds) and the number of nodes of Algorithm 1, and similarly for $P_{arb}$ \textsc{t} and $P_{arb}$ \textsc{n}.

It is evident from this comparison that solving the CVC problem with our formulation $P_{arb}$ is much faster than with Algorithm 1 by a factor of one up to three order of magnitudes for some of the instances. Algorithm 1 does not finish in the time limit (one hour) for one of the bipartite graphs of density 0.2. Clearly, this might be partially due to the naive implementation of Algorithm 1 which is not optimized for speed: for instance, in line 10 one does not have to recompute all cut vertices every time, but could restrict the computation to a single connected component of an appropriate subgraph of $G$. However, implementing this using the appropriate functions of Networkx actually further slows down the algorithm, as more information needs to be carried by each node. Hence, obtaining a faster version of the algorithm would require more advanced data structures and tools. But we believe this would not be enough to match the speed of $P_{arb}$: a major limit of the algorithm is that the bound used in the pruning phase (line 9) is the same as for the classical vertex cover problem, i.e. does not take connectivity into account. Finding a better bound that is specific to the CVC problem is a non-trivial challenge, that we leave as an open problem. On the other hand, since Gurobi solves $P_{arb}$ using a very small number of branching nodes, it would seem that the bound of the linear relaxation of $P_{arb}$ is reasonably tight. This suggests the idea of taking the best of both worlds and integrating a bound based on $P_{arb}$ into a combinatorial branch and bound algorithm.

5 Conclusion

The CVC problem brings together two of the most natural concepts in graph theory: stable sets and vertex covers on one hand, connectedness and spanning trees on the other. This paper approaches the problem from a modeling perspective, giving exact mixed-integer formulations for solving the problem, and compares them with a simple branch and bound algorithm. We believe that further work needs to be done in both directions: while we focused on modeling the connectivity requirement, better formulations could be found by using tighter formulations of the vertex cover problem; on the other hand, finding a faster branch and bound algorithm is a fascinating challenge, as it is unclear how to tailor the branching and pruning steps to the CVC problem. We conclude by mentioning some extensions of CVC that could be of interest.

The Tree Cover problem [8] is closely related to the CVC problem: given a graph with non-negative weights on the edges and numbers $k, w$ one asks to find a connected vertex cover of size at most $k$ whose induced subgraph admits a spanning tree of weight at most $w$. It is easy to see that our formulations given in Section 2 can be adapted to model the Tree Cover problem, and exploring this further is an interesting research direction.

A natural generalization of the CVC problem considers hypergraphs instead of graphs [12]. We remark that deciding whether a hypergraph contains a span-
ning tree is NP-hard \cite{1}, hinting that the hypergraph version of CVC might be significantly harder than the graph version. However, we believe that our formulations can be extended to the hypergraph setting, and intend to investigate further in the future.

Finally, a different direction of research would be to generalize the connectivity constraint in the CVC problem to a matroid constraint, i.e. requiring that the edges of the subgraph induced by our vertex cover are full-rank sets of a given matroid. To the best of our knowledge, problems of this kind have not been studied before. Modelling such problems with mixed-integer formulations would be a promising line of inquiry, as there are several extended formulations for special matroid polytopes \cite{6,10}.
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