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Abstract. We consider thin plates whose energy density is a quadratic function of the difference between the second fundamental form of the deformed configuration and a “natural” curvature tensor. This tensor either denotes the second fundamental form of the stress-free configuration, if it exists, or a target curvature tensor. In the latter case, residual stress arises from the geometrical frustration involved in the attempt to achieve the target curvature: as a result, the plate is naturally twisted, even in the absence of external forces or prescribed boundary conditions. Here, starting from this kind of plate energies, we derive a new variational one-dimensional model for naturally twisted ribbons by means of Γ-convergence. Our result generalizes, and corrects, the classical Sadowsky energy to geometrically frustrated anisotropic ribbons with a narrow, possibly curved, reference configuration.

1. Introduction

Ribbons are ubiquitous in the physical world [1, 4, 8, 28, 31]. Recently, they have received a great deal of attention. This is true, in particular, for Möbius strips and helical bands, [2, 5, 10, 12, 17, 27, 39, 43]. This renewed interest is also due to their manifold potential applications, which range from physics/electro-technology to chemistry/nano-technology [14, 25, 32, 34, 38, 40, 41].

Geometrically a ribbon is a strip of thickness $h$, width $\varepsilon$, and centerline length $\ell$, with $h \ll \varepsilon \ll \ell$. Because of anisotropic pre-strains, inhomogeneous swelling, plastic deformations or differential growth, ribbons may not have a stress-free configuration. Hyper-elastic theories for these bodies have been recently formulated in terms of deformations that are measured with respect to a reference metric rather than a reference configuration [11, 13].

Several plate models for these materials have been obtained by studying the Γ-limit of various scalings of the energy, as $h$ goes to zero. In particular, in [22, 30, 36] the energy density of the deduced model is a quadratic function of the difference between the second fundamental form of the deformed configuration and a “natural” curvature tensor. This tensor either denotes the second fundamental form of the natural (stress-free) configuration or a target curvature tensor. In the latter case, residual stress arises from the geometrical frustration involved in the attempt to achieve the target curvature: as a result, the ribbon is naturally twisted, even in the absence of external forces or prescribed boundary conditions. By controlling the “natural” curvature tensor one may select the shape spontaneously attained by the ribbon: this is the focus of several studies aimed at designing new structures [2, 29, 24, 35, 42, 45].

Given that also $\varepsilon \ll \ell$, after having let $h$ go to zero, it is interesting to find one-dimensional models that characterize very narrow strips, by considering the limit as $\varepsilon$ tends to zero. A limit energy for homogeneous, isotropic, elastic ribbons with a rectangular stress-free configuration was put forward by Sadowsky [33], see [26] for a recent English translation. This energy, now known as the Sadowsky energy, depends on the curvature and torsion of the centerline of the band and it is singular at the points where the curvature vanishes. A formal justification of the Sadowsky energy was given by Wunderlich [44, 43]. Only very recently, in [18], it has been proved by means of Γ-convergence that the Sadowsky energy is correct for “large” curvature of the centerline of the strip, while for “small” curvature the correct limit energy is significantly different from the Sadowsky energy. We shall further address this point at the end of the introduction.

Before discussing the contents of our paper we mention that one-dimensional models could be obtained from the three-dimensional theory also by letting $h$ and $\varepsilon$ go to zero simultaneously.
Within the non-linear theory of elasticity for homogeneous bodies with a stress-free configuration several limit energies, corresponding to different scalings, have been obtained in [20, 21].

In the geometrically frustrated setting, one-dimensional models have been formally deduced from two-dimensional models in [9, 29, 24, 38] by following the procedure of Wunderlich [44, 43].

In this paper we consider a two-dimensional energy that coincides with that obtained in [36] by letting $h$ go to zero (see also [22, 30]) and the same problem considered in [9] but with more general symmetries. We assume the reference configuration to be given by a sequence of two-dimensional “thin” regions parametrized by $\varepsilon$. These regions are not necessarily rectangular, they may have a curved centerline and a smoothly varying width. The admissible deformations are isometries and their energy depends quadratically on the difference between the second fundamental form of the deformed configuration and a “natural” curvature tensor. By letting the parameter $\varepsilon$ go to zero, under appropriate assumptions on the limit behaviour of the “natural” curvature tensor, we identify the $\Gamma$-limit of the (suitably re-scaled) sequence of energy functionals in a topology that ensures compactness of the sequence of minimizers.

Our result not only provides a rigorous derivation of the energy of a very narrow ribbon, but also corrects several formal justifications that are found in the literature. In addition, we allow the energy density to be anisotropic: an intrinsic anisotropy and not simply the one scattered by symmetries. We assume the reference configuration to be given by a sequence of two-dimensional topologies.

The limit energy that we deduce depends on three vector fields (directors) $d_1$, $d_2$, and $d_3$, where $d_1$ is tangent to the limit deformation, $d_2$ represents the “transversal” orientation of the strip, and $d_3$ is orthogonal to $d_1$ and $d_2$. The system of directors may not be orthonormal; in fact, they are related to the geometry of the reference configuration by means of a covariant basis $D = (D_1, D_2)$ through the constraints
\[
d_\alpha \cdot d_\beta = D_\alpha \cdot D_\beta, \quad d_1' \cdot (d_3 \wedge d_1) = D_1' \cdot (e_3 \wedge D_1).
\]
The first constraint implies that the ribbon is unsherable and inextensible, while the second constraint is a consequence of the intrinsic nature of the geodesic curvature. The energy functional is then given by
\[
J(d_1, d_2, d_3) = \int_{-\ell/2}^{\ell/2} Q(x_1, d_1', d_3, d_2', d_3) \, ds,
\]
where $\ell$ is the length of the centerline of the strip. The quantities $d_1' \cdot d_3$ and $d_2' \cdot d_3$ are usually called, within the theory of rods, bending and twisting, respectively. Denoting the energy density of the plate by $Q$, the limit energy density $\overline{Q}$ is defined in two steps: first, two positive constants $\alpha^+$ and $\alpha^-$ are defined by
\[
\alpha^\pm := \sup \{\alpha > 0 : Q(M) \pm \alpha \det M \geq 0 \text{ for every } M \in \mathbb{R}^{2 \times 2}_{\text{sym}}\},
\]
and then the energy density $\overline{Q}$ is given by
\[
\overline{Q}(x_1, \mu, \tau) := \min \left\{ \left( Q(M - D^{-T} A^\circ D^{-1}) + \alpha_+^\circ (\det M)^+ + \alpha_-^\circ (\det M)^- \right) \det D : M = \mu D_1 \otimes D_1 + \tau(D_2 \otimes D_2 + D_2 \otimes D_1) + \gamma D_2 \otimes D_2, \gamma \in \mathbb{R} \right\},
\]
where $(D_1, D_2)$ denote the contravariant basis in the reference configuration, i.e., $D^\circ \cdot D_\beta = \delta_{\alpha \beta}$, while $A^\circ = A^\circ(x_1)$ characterizes the limit behaviour of the “natural” curvature tensor, and $(\det M)^+ \text{ and } (\det M)^-$ denote the positive and negative part of $\det M$.

In the very particular case considered by Sadowsky [33, 26] and Wunderlich [44, 43], which corresponds to $Q(M) = |M|^2$, $A^\circ = 0$, and $D$ equal to the identity, the energy density reduces to
\[
\overline{Q}(x_1, \mu, \tau) = \begin{cases} \frac{(\mu^2 + \tau^2)^2}{\mu^2} & \text{if } \mu^2 > \tau^2, \\ \frac{4\tau^2}{\mu^2} & \text{if } \mu^2 \leq \tau^2, \end{cases}
\]
and coincides with that found in [18]. If \( \mu \) and \( \tau \) are interpreted as the curvature and the torsion of the centerline of the band, this function agrees with the Sadowsky energy density only in the regime \( \mu^2 > \tau^2 \); this is the “large” curvature regime to which we alluded earlier in the introduction.

The paper is organized as follows. In Section 2 we introduce the sequence of energy functionals and in Section 3 we rescale them on a fixed domain. In Section 4 we study the compactness properties of sequences with bounded energy and state the \( \Gamma \)-convergence result. Section 5 is devoted to the relaxation of quadratic functionals with a constraint on the determinant. This result is the crucial ingredient for the identification of the correct \( \Gamma \)-limit and is used in the proof of both the liminf and the limsup inequality. The construction of the recovery sequence also requires several geometric and approximation results for isometric immersions, that are proved in Section 6. Finally, in Section 7 we prove the \( \Gamma \)-convergence result.

2. The energy of an inextensible elastic ribbon

We consider an inextensible elastic ribbon whose configurations in the three-dimensional space are isometric to a planar region \( S_\varepsilon \), where \( \varepsilon > 0 \) is a small parameter. The region \( S_\varepsilon \subset \mathbb{R}^2 \) will be taken as reference configuration and its geometry will be specified below. Any smooth deformation \( u : S_\varepsilon \to \mathbb{R}^3 \) will satisfy the isometry constraint

\[
(\nabla u)^T (\nabla u) = I,
\]

where \( I \) denotes the \( 2 \times 2 \) identity matrix. In coordinates, (2.1) reads

\[
\nu_a = \partial_1 u \wedge \partial_2 u
\]

the unit normal to \( u \), and by \( A_u : S_\varepsilon \to \mathbb{R}^{2 \times 2}_{\text{sym}} \) the second fundamental form of \( u \). It is defined by

\[
(A_u)_{\alpha\beta} := \nu_{\alpha} \cdot \partial_{\beta} u \quad \text{or, equivalently, } A_u := (\nabla^2 u_i)(\nu_u).
\]

We assume the energy density of the strip to be quadratic and to depend on the second fundamental form, but we neither assume the material to be isotropic nor the reference configuration necessarily corresponding to a configuration (this latter case is usually addressed as non-Euclidean ribbons). The bending rigidity is taken into account by a linear map \( K \) from \( \mathbb{R}^{2 \times 2}_{\text{sym}} \) into itself. We assume \( K \) to be symmetric, i.e., \( KA \cdot B = KB \cdot A \) for every \( A, B \in \mathbb{R}^{2 \times 2}_{\text{sym}} \). Moreover, we assume \( K \) to be positive definite, i.e., there exists a constant \( c > 0 \) such that \( KA \cdot A \geq c|A|^2 \) for every \( A \in \mathbb{R}^{2 \times 2}_{\text{sym}} \).

The energy of the ribbon takes the form

\[
E_\varepsilon(u) = \frac{1}{2\varepsilon} \int_{S_\varepsilon} K(A_u(x) - A_{\varepsilon}\text{nat}(x)) \cdot (A_u(x) - A_{\varepsilon}\text{nat}(x)) \ dx.
\]

Its domain of definition is the set of deformations \( u \in W^{2,2}(S_\varepsilon; \mathbb{R}^3) \) that satisfy the constraint (2.1).

The region \( S_\varepsilon \). To define the region \( S_\varepsilon \) we introduce the rectangle \( \Omega_\varepsilon = I \times (-\ell/2, \ell/2) \), where \( I \) denotes the interval \((-\ell/2, \ell/2)\) with \( \ell > 0 \). Then

\[
S_\varepsilon = \chi(\Omega_\varepsilon)
\]

where \( \chi : \mathbb{R}^2 \to \mathbb{R}^2 \) is an injective orientation preserving map of class \( C^2 \). We assume that

\[
|\partial_1 \chi|(x_1, 0) = 1 \quad \forall x_1 \in \mathbb{R},
\]

so that the length of the curve \( \chi((x_2 = 0)) \) in \( S_\varepsilon \) is also equal to \( \ell \).

Set \( \Omega := I \times (-1/2, 1/2) \) and let \( \rho_\varepsilon : \Omega \to \Omega_\varepsilon \) be defined by \( \rho_\varepsilon(x) := (x_1, \varepsilon x_2) \). We define

\[
D^e := (\nabla \chi) \circ \rho_\varepsilon,
\]

and

\[
D^e_a := D^e e_a = (\partial_a \chi) \circ \rho_\varepsilon.
\]

The pair of vectors \( D^e_1 \) and \( D^e_2 \) is the covariant basis in the reference configuration.
For later use we note that there exists a constant $c > 0$ such that
\[ c \leq \det D^\varepsilon(x) \leq \frac{1}{c}, \quad c \leq |D^\varepsilon(x)| \leq \frac{1}{c} \quad \text{for every } x \in \Omega, \]
and that
\[ D^\varepsilon \rightharpoonup \nabla \chi(\cdot, 0) =: D \]
uniformly. We set $D_\alpha := D c_\alpha$ and remark that $|D_1| = 1$.

3. The rescaled bending energy

Let $\chi^\varepsilon : \Omega \to S^\varepsilon$ be the function $\chi^\varepsilon := \chi \circ \rho^\varepsilon$ that maps the fixed rectangular region into the reference configuration.

Setting
\[ R^\varepsilon := \nabla \rho^\varepsilon = e_1 \otimes e_1 + \varepsilon e_2 \otimes e_2, \]
we have $\nabla \chi^\varepsilon = D^\varepsilon R^\varepsilon$. With a given deformation $u : S^\varepsilon \to \mathbb{R}^3$ we associate a rescaled deformation $y : \Omega \to \mathbb{R}^3$ by setting
\[ y := u \circ \chi^\varepsilon. \]
Then $\nabla y = (\nabla u) \circ \chi^\varepsilon \nabla \chi^\varepsilon$, which can be rewritten in terms of the directors of the reference configuration as
\[ \frac{\partial_1 y}{\varepsilon} = (\nabla u) \circ \chi^\varepsilon D_1^\varepsilon, \quad \frac{\partial_2 y}{\varepsilon} = (\nabla u) \circ \chi^\varepsilon D_2^\varepsilon. \]
(3.1)

As $u$ satisfies (2.1), we immediately deduce that
\[ \frac{\partial_1 y \cdot \partial_1 y}{\varepsilon} = D_1^\varepsilon \cdot D_1^\varepsilon, \]
\[ \frac{\partial_1 y \cdot \partial_2 y}{\varepsilon} = D_1^\varepsilon \cdot D_2^\varepsilon, \]
\[ \frac{\partial_2 y \cdot \partial_2 y}{\varepsilon} = D_2^\varepsilon \cdot D_2^\varepsilon. \]
(3.2)

Thus, if $u \in W^{2,2}(S^\varepsilon; \mathbb{R}^3)$ satisfies (2.1), then the rescaled deformation $y$ belongs to the space $W^{2,2}_{\text{iso}, \varepsilon}(\Omega; \mathbb{R}^3) := \{ y \in W^{2,2}(\Omega; \mathbb{R}^3) : y \text{ satisfies } (3.2) \text{ a.e. in } \Omega \}$.

Let
\[ n_y := \nu_u \circ \chi^\varepsilon = \frac{\partial_1 y \wedge \varepsilon^{-1} \partial_2 y}{|\partial_1 y \wedge \varepsilon^{-1} \partial_2 y|} \]
denote the unit normal to $y$. The second fundamental forms of $u$ and $y$ are related by
\[ \nabla^2 y_i(n_y)_j = \nabla^2 \chi^\varepsilon_j A_u \circ \chi^\varepsilon \nabla \chi^\varepsilon. \]
From this identity we deduce
\[ A_u \circ \chi_\varepsilon = (D^\varepsilon)^{-T} A_{y,\varepsilon} (D^\varepsilon)^{-1} \] (3.3)
where
\[ A_{y,\varepsilon} := (R^\varepsilon)^{-1} \nabla^2 y_l(n_\varepsilon)_l (R^\varepsilon)^{-1} \]
is the rescaled second fundamental form of \( y \). This can be rewritten in a more explicit form as
\[ A_{y,\varepsilon} = n_y \cdot \partial_1 \partial_2 e_1 + n_y \cdot \frac{\partial_1 \partial_2 y}{\varepsilon} (e_1 \otimes e_2 + e_2 \otimes e_1) + n_y \cdot \frac{\partial_3 \partial_2 y}{\varepsilon^2} e_2 \otimes e_2. \]

The energy in terms of the rescaled deformation is given by \( J_\varepsilon : W^{2,2}_{iso,\varepsilon}(\Omega; \mathbb{R}^3) \to [0, +\infty) \), defined as
\[ J_\varepsilon(y) = \frac{1}{2} \int_{\Omega} \mathbb{K}(D^\varepsilon)^{-T} (A_{y,\varepsilon} - A^\varepsilon) (D^\varepsilon)^{-1} \cdot (D^\varepsilon)^{-T} (A_{y,\varepsilon} - A^\varepsilon) (D^\varepsilon)^{-1} \det D^\varepsilon \, dx, \]
where we have set
\[ A^\varepsilon := (D^\varepsilon)^{T} A^\varepsilon_{nat} \circ \chi_\varepsilon D^\varepsilon. \] (3.4)

We note that the relation between the bending energy and the rescaled energy is \( J_\varepsilon(y) = E_\varepsilon(u) \).

4. Compactness and \( \Gamma \)-limit

Hereafter, we assume that
\[ A^\varepsilon \to A^0 \quad \text{in} \quad L^2(\Omega; \mathbb{R}^{2 \times 2}), \] (4.1)
with \( A^0 = A^0(x_1) \), that is \( A^0 \in L^2(I; \mathbb{R}^{2 \times 2}_{sym}) \).

**Lemma 4.1.** Let \( (y_\varepsilon) \subset W^{2,2}_{iso,\varepsilon}(S; \mathbb{R}^3) \) be a sequence of scaled isometries such that
\[ \limsup_{\varepsilon \to 0} J_\varepsilon(y_\varepsilon) < \infty. \] (4.2)

Then, up to a subsequence and additive constants, there exist a deformation \( y \in W^{2,2}(I; \mathbb{R}^3) \) and three vector fields \( d_1, d_2 \in W^{1,2}(I; \mathbb{R}^3) \) and \( d_3 := (d_1 \wedge d_2)/|d_1 \wedge d_2| \) satisfying
\begin{align*}
  d_1 & = y', \quad d_\alpha \cdot d_\beta = D_\alpha \cdot D_\beta, \quad \forall \alpha, \beta \in \{1, 2\}, \quad (4.3) \\
  d_1' \cdot (d_3 \wedge d_1) & = D_1' \cdot (e_3 \wedge d_1), \quad (4.4)
\end{align*}
almost everywhere in \( I \), such that
\[ y_\varepsilon \rightharpoonup y \quad \text{in} \quad W^{2,2}(\Omega; \mathbb{R}^3), \quad \partial_1 y_\varepsilon \rightharpoonup d_1 \quad \text{in} \quad W^{1,2}(\Omega; \mathbb{R}^3), \quad \frac{\partial_2 y_\varepsilon}{\varepsilon} \rightharpoonup d_2 \quad \text{in} \quad W^{1,2}(\Omega; \mathbb{R}^3), \] (4.5)
and \( A_{y_\varepsilon,\varepsilon} \rightharpoonup A \) in \( L^2(\Omega; \mathbb{R}^{2 \times 2}_{sym}) \), where
\[ A = d_1' \cdot d_3 e_1 \otimes e_1 + d_2' \cdot d_3 (e_1 \otimes e_2 + e_2 \otimes e_1) + \gamma e_2 \otimes e_2, \] (4.6)
with \( \gamma \in L^2(\Omega) \).

**Remark 4.2.** Lemma 4.1 naturally extends to a more intrinsic setting, where the deformation \( u := u \circ \chi \) is considered as the natural variable and the energy is defined on the class of isometric immersions of the surface \( \Omega_\varepsilon \) endowed with a given Riemannian metric \( g \) (which in the present case coincides with \( (\nabla \chi)^T (\nabla \chi) \)). In this setting formulae (4.3) and (4.4) follow from the continuity of \( g \) and of the metric connection (Christoffel symbols) defined by \( g \). A similar remark applies to Theorem 4.4–(i) below. Details on this general approach will be given in the forthcoming paper [19].

**Proof of Lemma 4.1.** Let \( (y_\varepsilon) \subset W^{2,2}_{iso,\varepsilon}(S; \mathbb{R}^3) \) be a sequence satisfying (4.2). Then, by using the fact that \( K \) is positive definite and (2.2), we find
\[ C > c \int_{\Omega} |(D^\varepsilon)^{-T} (A_{y_\varepsilon,\varepsilon} - A^\varepsilon) (D^\varepsilon)^{-1}|^2 \det D^\varepsilon \, dx \]
\[ \geq c \int_{\Omega} |A_{y_\varepsilon,\varepsilon} - A^\varepsilon|^2/|D^\varepsilon|^4 \, dx \geq c \int_{\Omega} |A_{y_\varepsilon,\varepsilon} - A^\varepsilon|^2 \, dx, \]
where the second inequality holds since there exists a constant $c > 0$ such that $|BAC| \geq c|A|/(|B^{-1}| \cdot |C^{-1}|)$ for every matrix $A$ and any invertible matrices $B$ and $C$. Thus, from (4.1) it follows that

$$\limsup_{\varepsilon \to 0} \|A_{y,\varepsilon}\|_{L^2(\Omega)} < +\infty.$$  \hspace{1cm} (4.7)

Also, combining the fact that $y_{\varepsilon} \in W^{2,2}_{\text{iso},\varepsilon}(\Omega; \mathbb{R}^3)$ with (2.2) gives the bound

$$\limsup_{\varepsilon \to 0}(\|\partial_1 y_{\varepsilon}\|_{L^\infty(\Omega)} + \|\varepsilon^{-1}\partial_2 y_{\varepsilon}\|_{L^\infty(\Omega)}) < +\infty.$$  \hspace{1cm} (4.8)

We now show that

$$\limsup_{\varepsilon \to 0} (\|\partial_1 \partial_1 y_{\varepsilon}\|_{L^\infty(\Omega)} + \|\varepsilon^{-1}\partial_1 \partial_2 y_{\varepsilon}\|_{L^\infty(\Omega)} + \|\varepsilon^{-2}\partial_2 \partial_2 y_{\varepsilon}\|_{L^\infty(\Omega)} < +\infty.$$  \hspace{1cm} (4.9)

To prove this it is convenient to set

$$d_1^1 = \partial_1 y_{\varepsilon}, \quad d_2^1 = \frac{\partial_2 y_{\varepsilon}}{\varepsilon}, \quad d_3^1 = \frac{n_{y,\varepsilon} \wedge d_2^1}{|d_1^1 \wedge d_2^1|}, \quad d_2^2 = \frac{n_{y,\varepsilon} \wedge d_1^1}{|d_1^1 \wedge d_2^1|}.$$  \hspace{1cm}

Since $d_\alpha^\varepsilon = (\nabla u) \circ \chi_{\varepsilon} D_{\alpha}^\varepsilon$, see (3.1), and $u$ is an isometry, we have that $|d_1^1 \wedge d_2^1| = |D_1^1 \wedge D_2^1|$. Thus, from (2.2) and (4.8) we deduce that

$$\limsup_{\varepsilon \to 0}(\|d_1^1\|_{L^\infty(\Omega)} + \|d_2^1\|_{L^\infty(\Omega)} + \|d_1^2\|_{L^\infty(\Omega)} + \|d_2^2\|_{L^\infty(\Omega)}) < +\infty.$$  \hspace{1cm}

Moreover, since $d_\alpha^\varepsilon \cdot d_\beta^\varepsilon = \delta_{\alpha\beta}$, we have

$$\frac{\partial_1 \partial_1 y_{\varepsilon} = (\partial_1 \partial_1 y_{\varepsilon} \cdot \partial_1 y_{\varepsilon}) \partial_1^2 + (\partial_1 \partial_1 y_{\varepsilon} \cdot \varepsilon^{-1}\partial_2 y_{\varepsilon}) d_2^1 + (\partial_1 \partial_2 y_{\varepsilon} \cdot n_{y,\varepsilon}) n_{y,\varepsilon}}}{|d_1^1 \wedge d_2^1|}$$

$$= (\partial_1 D_1^1 \cdot D_2^1) d_1^1 + [\partial_1 (D_1^1 \cdot D_2^1) - (2\varepsilon)^{-1}\partial_2 (D_1^1 \cdot D_1^1)] d_2^1 + (e_1 \cdot A_{y,\varepsilon} e_1) n_{y,\varepsilon},$$  \hspace{1cm} (4.10)

where the second equality follows from (3.2) and the definition of $A_{y,\varepsilon}$. Since

$$\varepsilon^{-1}\partial_2 (D_1^1 \cdot D_2^1) = \varepsilon^{-1}\partial_2 ([\partial_1 \chi \cdot \partial_1 \chi] \circ \rho_{\varepsilon}) = [\partial_2 (\partial_1 \chi \cdot \partial_1 \chi)] \circ \rho_{\varepsilon},$$  \hspace{1cm}

it follows that the first two terms on the right-hand side of (4.10) are uniformly bounded in $L^\infty$, while the third is bounded in $L^2$ by (4.7). We have therefore proved that $\limsup_{\varepsilon \to 0} \|\partial_1 \partial_1 y_{\varepsilon}\|_{L^2(\Omega)} < +\infty$. The other two bounds appearing in (4.9) are proven similarly.

From (4.8) and (4.9) we infer that, up to additive constants, the sequence $(y_{\varepsilon})$ is uniformly bounded in $W^{2,2}(\Omega; \mathbb{R}^3)$. Therefore, up to subsequences, we have that $y_{\varepsilon} \rightharpoonup y$ in $W^{1,2}(\Omega; \mathbb{R}^3)$ and strongly in $W^{1,p}(\Omega; \mathbb{R}^3)$ for every $p < \infty$. Inequality (4.8) imply that $y$ is independent of $x_2$. The convergence just stated also implies that $\partial_1 y_{\varepsilon} \rightharpoonup d_1$ weakly in $W^{1,2}(\Omega; \mathbb{R}^3)$ and strongly in $L^p(\Omega; \mathbb{R}^3)$ for every $p < \infty$, with $d_1$ independent of $x_2$ and $d_1 = y'$ almost everywhere in $I$.

Still from (4.8) and (4.9) we deduce that, up to subsequences, $\varepsilon^{-1}\partial_2 y_{\varepsilon} \rightharpoonup d_2$ weakly in $W^{1,2}(\Omega; \mathbb{R}^3)$ and strongly in $L^p(\Omega; \mathbb{R}^3)$ for every $p < \infty$, with $d_2$ independent of $x_2$. Now, by passing to the limit in (3.2) we find $d_\alpha \cdot d_\beta = D_\alpha \cdot D_\beta$.

Since

$$n_{y,\varepsilon} = \frac{\partial_1 y_{\varepsilon} \wedge \varepsilon^{-1}\partial_2 y_{\varepsilon}}{|\partial_1 y_{\varepsilon} \wedge \varepsilon^{-1}\partial_2 y_{\varepsilon}|} = \frac{\partial_1 y_{\varepsilon} \wedge \varepsilon^{-1}\partial_2 y_{\varepsilon}}{|D_1^1 \wedge D_2^1|},$$

we have that $n_{y,\varepsilon} \rightharpoonup d_2$ in $L^p(S; \mathbb{R}^3)$ for every $p < \infty$, where $d_2 = (d_1 \wedge d_2)/|d_1 \wedge d_2|$.

The constraint (4.4) follows from the fact that the geodesic curvature is intrinsic, i.e., the geodesic curvatures of two isometric curves are equal, see [37], that is

$$\frac{\partial_1 \partial_1 y_{\varepsilon} \cdot (n_{y,\varepsilon} \wedge \partial_1 y_{\varepsilon})}{|\partial_1 y_{\varepsilon}|^3} = \frac{\partial_1 \partial_1 x_{\varepsilon} \cdot (e_3 \wedge \partial_1 x_{\varepsilon})}{|\partial_1 x_{\varepsilon}|^3}.$$  \hspace{1cm}

Rearranging and passing to the limit we find

$$\partial_1 d_1 \cdot (d_3 \wedge d_1) = \frac{\partial_1 D_1 \cdot (e_3 \wedge D_1)}{|D_1|^3}|d_1|^3,$$

and the equality (4.4) follows since $|D_1| = |d_1| = 1$.

Finally, up to subsequences, we have that $A_{y,\varepsilon}$ weakly converges to a matrix field $A$ in $L^2(S; \mathbb{R}^{2\times 2}_{\text{sym}})$. By using the convergences established above, it follows that $e_1 \cdot A e_1 = y'' \cdot d_3$.
and \( e_1 \cdot \varepsilon e_2 = d'_2 \cdot d_3 \). The entry \( e_2 \cdot \varepsilon e_2 \) cannot be identified in terms of \( y, d_2, \) and \( d_3 \) and is set equal to \( \gamma \) in the statement.

The vector fields \( d_1, d_2, \) and \( d_3 \) are usually called directors: \( d_1 \) is tangent to the deformation \( y, d_2 \) represents the “transversal” orientation of the strip, and \( d_3 \) is orthogonal to \( d_1 \) and \( d_2 \). The limiting values of the 11 and 12 components of the second fundamental form are measures of flexure and twist, respectively, cf. [3]. We also note that the constraint \( \det A_{y,\varepsilon} = 0 \) holds for every \( \varepsilon \), does not pass to the limit. Indeed, the limit matrix field \( A \) in (4.6) may have determinant different from zero. The constraint in (4.3) asserts that the limiting beam is inextensible, while (4.4) asserts that the limiting beam has the same geodesic curvature of the reference.

In order to state the \( \Gamma \)-convergence result we first introduce some definitions. We set

\[
\mathcal{A} := \left\{ (d_1, d_2, d_3) \in W^{1,2}(I; \mathbb{R}^{3 \times 3}) : \quad d_1 \cdot d_2 = D_{\alpha} \cdot D_{\beta}, \quad d_3 = \frac{d_1 \wedge d_2}{|d_1 \wedge d_2|}, \quad \text{and} \quad d_1' \cdot (d_3 \wedge d_1) = D_1' \cdot (e_3 \wedge D_1) \ a.e. \ in \ I \right\},
\]

and

\[
Q(M) := \frac{1}{2} \mathbb{K} M \cdot M.
\]

By means of this quadratic energy density we define the constants

\[
\alpha_K^+ := \sup \{ \alpha > 0 : \quad Q(M) + \alpha \det M \geq 0 \quad \text{for every} \quad M \in \mathbb{R}^{2 \times 2} \}
\]

and

\[
\alpha_K^- := \sup \{ \alpha > 0 : \quad Q(M) - \alpha \det M \geq 0 \quad \text{for every} \quad M \in \mathbb{R}^{2 \times 2} \}.
\]

The limiting energy density is the function \( Q : I \times \mathbb{R} \times \mathbb{R} \to [0, +\infty) \) defined by

\[
Q(x_1, \mu, \tau) := \min \left\{ Q(D(x_1))^{-T} (A - A^0(x_1)) D(x_1)^{-1} \det D(x_1) + \alpha_K^+ \left(\det D(x_1)^+\right) + \alpha_K^- \left(\det D(x_1)^-\right) : \quad A = \begin{pmatrix} \mu & \tau \\ \tau & \gamma \end{pmatrix}, \quad \gamma \in \mathbb{R} \right\}
\]

for every \( x_1 \in I \), \( \mu, \tau \in \mathbb{R} \), where \( (\det A)^+ := \det A \vee 0 \), \( (\det A)^- := -(\det A \wedge 0) \), and \( D(x_1) = \nabla \chi(x_1, 0) \). The \( \Gamma \)-limit functional \( J : \mathcal{A} \to \mathbb{R} \) is given by

\[
J(d_1, d_2, d_3) := \int_I Q(x_1, d_1', d_3, d_2', d_3') \, dx_1
\]

for every \( (d_1, d_2, d_3) \in \mathcal{A} \).

**Remark 4.3.** Let \( D^\alpha := D^{-T} e_\alpha \) be the contravariant vectors in the reference configurations, i.e., \( D^\alpha \cdot D_\beta = \delta_{\alpha \beta} \). It is easy to see that \( Q \) has also the following characterization:

\[
Q(x_1, \mu, \tau) := \min \left\{ \left( Q(M - D^{-T} A^0 D^{-1}) + \alpha_K^+ (\det M)^+ + \alpha_K^- (\det M)^- \right) \det D : \quad M = \mu D^1 \otimes D^1 + \tau (D^1 \otimes D^2 + D^2 \otimes D^1) + \gamma D^2 \otimes D^2, \quad \gamma \in \mathbb{R} \right\}
\]

We are now in a position to state the \( \Gamma \)-convergence result.

**Theorem 4.4.** As \( \varepsilon \to 0 \), the sequence \( (J_\varepsilon) \) \( \Gamma \)-converges to the functional \( J \) in the following sense:

(i) (liminf inequality) for every sequence \( (y_\varepsilon) \subset W^{2,2}_{\text{loc,\varepsilon}}(\Omega; \mathbb{R}^3) \), \( y_\varepsilon \in W^{2,2}(I; \mathbb{R}^3) \), and \( (d_1, d_2, d_3) \in \mathcal{A} \) such that \( y'_\varepsilon = d_1 \) a.e. in \( I \), \( y_\varepsilon \to y \) in \( W^{2,2}(\Omega; \mathbb{R}^3) \), \( \partial_1 y_\varepsilon \to d_1 \) and \( \frac{\partial y_\varepsilon}{\partial \varepsilon} \to d_2 \) in \( W^{1,2}(\Omega; \mathbb{R}^3) \), we have that

\[
\liminf_{\varepsilon \to 0} J_\varepsilon(y_\varepsilon) \geq J(d_1, d_2, d_3);
\]

(ii) (recovery sequence) for every \( (d_1, d_2, d_3) \in \mathcal{A} \) there exists a sequence \( (y_\varepsilon) \subset W^{2,2}_{\text{loc,\varepsilon}}(\Omega; \mathbb{R}^3) \)
such that \( y_\varepsilon \to y \) in \( W^{2,2}(\Omega; \mathbb{R}^3) \), \( \partial_1 y_\varepsilon \to d_1 \) and \( \frac{\partial y_\varepsilon}{\partial \varepsilon} \to d_2 \) in \( W^{1,2}(\Omega; \mathbb{R}^3) \), and

\[
\limsup_{\varepsilon \to 0} J_\varepsilon(y_\varepsilon) \leq J(d_1, d_2, d_3),
\]
where \( y \) is defined up to a constant by \( y' = d_1 \) a.e. in \( I \).

Theorem 4.4 will be proved in Section 7. The proof will be based on two main ingredients: a relaxation result, which is the subject of the next section, and a geometric construction of isometric immersions done in Section 6.

We conclude this section with some examples. By the assumptions made on the tensor \( \mathbb{K} \), in a fixed orthonormal basis we may write

\[
\frac{1}{2} \mathbb{K} M \cdot M = \frac{1}{2} \mathbb{K}_{\alpha\beta\gamma\delta} M_{\alpha\beta} M_{\gamma\delta} = \frac{1}{2} \begin{pmatrix}
K_{1111} & K_{1112} & K_{1122} \\
K_{1122} & K_{1222} & K_{1212} \\
K_{1212} & K_{1222} & K_{2222}
\end{pmatrix}
\begin{pmatrix}
M_{11} \\
M_{12} \\
2M_{12}
\end{pmatrix} \cdot
\begin{pmatrix}
M_{11} \\
M_{12} \\
2M_{12}
\end{pmatrix}.
\]

**Example 4.5.** We consider an orthotropic material with respect to the chosen axes, i.e., we assume \( K_{1111} = K_{1122} = 0 \). We set \( 2K_{11} = K_{1111}, 2K_{12} = K_{1122}, 2K_{22} = K_{2222}, \) and \( 2K_{33} = K_{1212} \). Then, setting \( m = (M_{11}, M_{22}, 2M_{12})^T \in \mathbb{R}^3 \), we have

\[
Q(M) \pm \alpha \det M = (\mathbb{C} \pm \alpha \mathbb{D}) m \cdot m,
\]

where

\[
\mathbb{C} \pm \alpha \mathbb{D} = \begin{pmatrix}
K_{11} & K_{12} & 0 \\
K_{12} & K_{22} & 0 \\
0 & 0 & K_{33}
\end{pmatrix} \pm \alpha \begin{pmatrix}
0 & \frac{1}{2} & 0 \\
\frac{1}{2} & 0 & 0 \\
0 & 0 & -\frac{1}{2}
\end{pmatrix}.
\]

By definition, \( \alpha^+ \) is the largest value of \( \alpha \) for which all the eigenvalues of \( \mathbb{C} \pm \alpha \mathbb{D} \) are greater or equal to zero. A simple computation shows that the eigenvalues of \( \mathbb{C} \pm \alpha \mathbb{D} \) are

\[
K_{33} \pm \frac{\alpha}{4}, \quad \frac{K_{11} + K_{22}}{2} - \left( \frac{K_{11} - K_{22}}{2} \right)^2 + \left( K_{12} \pm \frac{\alpha}{2} \right)^2 \right)^{1/2}
\]

where we omitted the third eigenvalue since it is always positive. By imposing these expressions to be always greater or equal to zero we find

\[
\alpha^+ = \min \{4K_{33}, 2(\sqrt{K_{11}K_{22} - K_{12}})\},
\]

\[
\alpha^- = 2(\sqrt{K_{11}K_{22} + K_{12}}).
\]

If we take \( A^0 = 0 \) and \( D \) equal to the identity, i.e., \( S_\varepsilon = \Omega_\varepsilon \), and we assume that \( \alpha^+_k = 2(\sqrt{K_{11}K_{22} - K_{12}}) \), it follows that

\[
\overline{Q}(x_1, \mu, \tau) = \begin{cases}
\frac{K_{11} \mu^4 + (2K_{12} + 4K_{33}) \mu^2 \tau^2 + K_{22} \tau^4}{\mu^2} & \text{if } \sqrt{K_{11} \mu^2} > \sqrt{K_{22} \tau^2}, \\
\frac{(4K_{33} + 2\sqrt{K_{11}K_{22} + K_{12}}) \tau^2}{4\tau^2} & \text{if } \sqrt{K_{11} \mu^2} \leq \sqrt{K_{22} \tau^2}.
\end{cases}
\]

**Example 4.6.** The case \( Q(M) = |M|^2 \), which corresponds to the case considered in [18], can be recovered by Example 4.5 by setting \( K_{11} = K_{22} = 1, K_{12} = 0, \) and \( K_{33} = 1/2 \). In this case we obtain

\[
\alpha^+_k = \alpha^- = 2,
\]

so that

\[
Q(M) + \alpha^+_k (\det M)^+ + \alpha^- (\det M)^- = |M|^2 + 2|\det M|.
\]

Again, for \( A^0 = 0 \) and \( D \) equal to the identity, we infer

\[
\overline{Q}(x_1, \mu, \tau) = \begin{cases}
\frac{(\mu^2 + \tau^2)^2}{\mu^2} & \text{if } \mu^2 > \tau^2, \\
\frac{4\tau^2}{4\tau^2} & \text{if } \mu^2 \leq \tau^2.
\end{cases}
\]

**Example 4.7.** For an isotropic material

\[
Q(M) = K_\mu |M|^2 + K_\lambda (\text{tr} M)^2,
\]

we have

\[
\alpha^+_k = 2K_\mu, \quad \alpha^- = 2K_\mu + 4K_\lambda.
\]
as follows from Example 4.5 with $K_{11} = K_{22} = K_\mu + K_\lambda$, $K_{12} = K_\lambda$, and $K_{33} = K_\mu/2$. By means of the identity
\[
(tr M)^2 = |M|^2 + 2 \det M = |M|^2 + 2(\det M)^+ - 2(\det M)^-
\]
which holds for every $M \in \mathbb{R}^{2 \times 2}_{\text{sym}}$, we find
\[
Q(M) + \alpha_+^+(\det M)^+ + \alpha_-^-(\det M)^- =

= K_\mu |M|^2 + K_\lambda (tr M)^2 + 2K_\mu (\det M)^+ + (2K_\mu + 4K_\lambda)(\det M)^-

= (K_\mu + K_\lambda)|M|^2 + 2(K_\mu + K_\lambda)(\det M)^+ + 2(K_\mu + K_\lambda)(\det M)^-

= (K_\mu + K_\lambda)|M|^2 + 2(K_\mu + K_\lambda)|\det M|.

The same result can also be obtained by observing that $Q(M) = (K_\mu + K_\lambda)|M|^2$ for every $M$ with $\det M = 0$, and then by applying Example 4.6.

5. RELAXATION OF QUADRATIC FUNCTIONALS WITH A DETERMINANT CONSTRAINT

Let $\mathcal{B}$ be a bounded open subset of $\mathbb{R}^n$. Let $z : \mathcal{B} \to \mathbb{R}$ be a measurable function and let $Q : \mathcal{B} \times \mathbb{R}^{2 \times 2}_{\text{sym}} \to [0, +\infty)$ be measurable in the first variable and quadratic in the second. Define the functional
\[
\mathcal{F} : L^2(\mathcal{B}; \mathbb{R}^{2 \times 2}_{\text{sym}}) \to [0, +\infty]
\]
by
\[
\mathcal{F}(M) := \begin{cases} 
\int_B Q(x, M(x)) \, dx & \text{if } \det z = z \text{ a.e. in } \mathcal{B}, \\
+\infty & \text{otherwise}.
\end{cases}
\]

**Proposition 5.1.** The weak-$L^2$ lower semicontinuous envelope of $\mathcal{F}$ is the functional
\[
\overline{\mathcal{F}} : L^2(\mathcal{B}; \mathbb{R}^{2 \times 2}_{\text{sym}}) \to [0, +\infty)
\]
given by
\[
\overline{\mathcal{F}}(M) = \int_B \left( Q(x, M(x)) + \alpha^+(\det M(x) - z(x))^+ + \alpha^-(\det M(x) - z(x))^-(x) \right) \, dx,
\]

where for every $x \in \mathcal{B}$
\[
\alpha^+(x) := \sup\{ \alpha > 0 : Q(x, M) + \alpha \det M \geq 0 \text{ for every } M \in \mathbb{R}^{2 \times 2}_{\text{sym}} \},
\]
and
\[
\alpha^-(x) := \sup\{ \alpha > 0 : Q(x, M) - \alpha \det M \geq 0 \text{ for every } M \in \mathbb{R}^{2 \times 2}_{\text{sym}} \}.
\]

**Remark 5.2.** If $Q(x, M) = |M|^2$ and $z = 0$, then $\alpha^+ = \alpha^- = 2$, and the lower semicontinuous envelope takes the form
\[
\overline{\mathcal{F}}(M) = \int_B \left( Q(M(x)) - 2|\det M(x)| \right) \, dx
\]
for every $M \in L^2(\mathcal{B}; \mathbb{R}^{2 \times 2}_{\text{sym}})$, see also Example 4.6.

**Proof of Proposition 5.1.** By [16, Proposition 3.16] we have that $\overline{\mathcal{F}}$ is also the sequentially lower semicontinuous envelope of $\mathcal{F}$, that is, the largest function below $\mathcal{F}$ that is sequentially lower semicontinuous with respect to the weak-$L^2$ topology. Moreover, by [16, Theorem 6.68], the lower semicontinuous envelope of $\mathcal{F}$ is given by
\[
\overline{\mathcal{F}}(M) = \int_B Q^*_0(x, M(x)) \, dx,
\]
where for every fixed $x \in \mathcal{B}$ the function $Q^*_0(x, \cdot)$ is the bipolar function of $Q_0(x, \cdot)$ and $Q_0 : \mathcal{B} \times \mathbb{R}^{2 \times 2}_{\text{sym}} \to [0, +\infty]$ is defined by
\[
Q_0(x, M) = Q(x, M) + \chi_{\{\det = z\}}(x, M)
\]
for every $M \in \mathbb{R}^{2 \times 2}_{\text{sym}}$. Here $\chi_{\{\det = z\}}$ is the indicator function of the set $\{(x, M) \in \mathcal{B} \times \mathbb{R}^{2 \times 2}_{\text{sym}} : \det M = z(x)\}$. 
Hereafter, the variable $x$ will be dropped since it will be kept fixed until the end of the proof. For instance, we shall write $Q(M)$ in place of $Q(x, M)$.

We have to prove that

$$Q_0^*(M) = Q(M) + \alpha^+ (\det M - z)^+ + \alpha^- (\det M - z)^- \tag{5.1}$$

for every $M \in \mathbb{R}^{2 \times 2}_{\text{sym}}$.

In the following we identify matrices $M \in \mathbb{R}^{2 \times 2}_{\text{sym}}$ with vectors $m = (M_{11}, M_{22}, 2M_{12})^T \in \mathbb{R}^3$. For every $m \in \mathbb{R}^3$ we define

$$\det m := m_1m_2 - \frac{1}{4}m_3^2,$$

so that, according to the previous identification, we have $\det M = \det m$. Finally, let $C \in \mathbb{R}^{3 \times 3}_{\text{sym}}$ be such that

$$Q(M) = Cm \cdot m$$

and let $f : \mathbb{R}^3 \to [0, +\infty)$ be the function $f(m) = Cm \cdot m + \chi_{\{\det = z\}}(m)$. The thesis (5.1) is equivalent to prove that

$$f^{**}(m) = Cm \cdot m + \alpha^+ (\det m - z)^+ + \alpha^- (\det m - z)^- \tag{5.2}$$

for every $m \in \mathbb{R}^3$.

Let

$$D = \begin{pmatrix} 0 & \frac{1}{2} & 0 \\ \frac{1}{2} & 0 & 0 \\ 0 & 0 & -\frac{1}{4} \end{pmatrix},$$

so that $\det m = Dm \cdot m$. For every $\alpha \in \mathbb{R}$ we consider the matrices $C + \alpha D$. By definition of $\alpha^-$ and $\alpha^+$ we have that $C + \alpha D$ is positive definite for every $\alpha \in (-\alpha^-, \alpha^+)$, while for $\alpha = -\alpha^-$ and $\alpha = \alpha^+$ some eigenvalues of $C + \alpha D$ become equal to $0$ and the matrix $C + \alpha D$ is positive semi-definite.

Since the functions $m \mapsto Cm \cdot m + \alpha^+(\det m - z)$ and $m \mapsto Cm \cdot m - \alpha^- (\det m - z)$ are convex and continuous, and they are both below $f$, we deduce

$$f^{**}(m) \geq \max \{ Cm \cdot m + \alpha^+(\det m - z), Cm \cdot m - \alpha^- (\det m - z) \} = Cm \cdot m + \alpha^+(\det m - z)^+ + \alpha^- (\det m - z)^-.$$

To prove the converse inequality, we use the definition of bipolar function. Thus, we need to show that for every $m, \xi \in \mathbb{R}^3$ we have

$$m \cdot \xi - f^*(\xi) \leq Cm \cdot m + \alpha^+(\det m - z)^+ + \alpha^- (\det m - z)^-,$$

where $f^*$ is the polar function of $f$. Using the definition of $f^*$, the above inequality follows if we prove that, for every $m, \xi \in \mathbb{R}^3$ there exists $\xi^* \in \mathbb{R}^3$ with $\det \xi^* = z$ such that

$$Cm \cdot m - m \cdot \xi + \alpha^+(\det m - z)^+ + \alpha^- (\det m - z)^- \geq C\xi^* \cdot \xi^* - \alpha^+ (\det m - z)^-.$$

This is equivalent to prove that for every $\xi \in \mathbb{R}^3$ the function

$$g_\xi(m) := Cm \cdot m - m \cdot \xi + \alpha^+(\det m - z)^+ + \alpha^- (\det m - z)^-$$

attains its minimum at a point $\xi^*$ with $\det \xi^* = z$.

We first observe that $g_\xi$ is coercive, since $g_\xi(m) \geq Cm \cdot m - m \cdot \xi$ for every $m \in \mathbb{R}^3$ and $C$ is positive definite. Since $g_\xi$ is also continuous, $g_\xi$ attains its minimum on $\mathbb{R}^3$.

We now want to prove that there exists a minimizer with determinant equal to $z$. We will argue in the following way: assume that there exists a minimizer $m^*$ with $\det m^* \neq z$; then we will show that we can construct $\xi^*$ such that $\det \xi^* = z$ and $g_\xi(\xi^*) = g_\xi(m^*)$.

Let $m^*$ be a minimizer of $g_\xi$ with $\det m^* - z > 0$. Then $m^*$ must be a critical point, that is, it is a solution to

$$2(C + \alpha^+ D)m^* = \xi.$$

Since $C + \alpha^+ D$ is symmetric, this implies that $\xi \in \text{Ker}(C + \alpha^+ D)^\perp$. 


Let now $m^+ \in \text{Ker}(\mathcal{C} + \alpha^+ \mathbb{D})$ with $m^+ \neq 0$. We note that $\det m^+ < 0$ since otherwise $(\mathcal{C} + \alpha^+ \mathbb{D})m^+ \cdot m^+ > 0$. Consider the family of vectors

$$m_\lambda := m^+ + \lambda m^+.$$  

We observe that $\det m_\lambda - z = \det m^+ - z > 0$, while $\det m_\lambda - \alpha^2 \det m^+ < 0$ for $\lambda$ large enough. Thus, there exists a suitable $\lambda > 0$ which satisfies $\det m_\lambda - \alpha^2 \det m^+ < 0$ for $\lambda$ large enough. We set $\xi^* = m_\lambda$ and we have

$$g_\xi(\xi^*) = (\mathcal{C} + \alpha^+ \mathbb{D})(m^+ + \lambda m^+) \cdot (m^+ + \lambda m^+) - (m^+ + \lambda m^+) \cdot \xi - \alpha^+ z$$

$$= g_\xi(m^+) + \lambda^2 (\mathcal{C} + \alpha^+ \mathbb{D})m^+ \cdot m^+ + 2\lambda(\mathcal{C} + \alpha^+ \mathbb{D})m^+ \cdot m^+ - \lambda m^+ \cdot \xi$$

$$= g_\xi(m^+),$$

where we used that $m^+ \in \text{Ker}(\mathcal{C} + \alpha^+ \mathbb{D})$ and $\xi \in \text{Ker}(\mathcal{C} + \alpha^+ \mathbb{D})^\perp$. A similar argument applies to the case where $\det m^+ - z < 0$. □

6. Curves on bendings

Throughout this section we identify vectors $a = (a_1, a_2) \in \mathbb{R}^2$ with the corresponding $a = (a_1, a_2, 0) \in \mathbb{R}^3$ and vice-versa. Accordingly, we can write $a^\perp := (a_2, -a_1) = e_3 \wedge a$.

Moreover, we will use the following definition: if $U$ is an open subset of $\mathbb{R}^2$, a bending of $U$ is a map $u \in W^{1,\infty}(U; \mathbb{R}^3)$ with $\nabla u \in O(2, 3) := \{Q \in \mathbb{R}^{3 \times 2} : Q^T Q = I\}$ almost everywhere.

In the following we consider $B \in W^{2,\infty}(I; \mathbb{R}^2)$ to be an arclength-parametrized embedded curve, i.e., $|B'| = 1$ and the continuous extension of $B$ to $\mathcal{I}$ is injective. We set $N := e_3 \wedge B = (B')^\perp$.

**Lemma 6.1.** Let $G \in W^{1,1}(I; O(2, 3))$, and assume that there exist $p \in C^1(\mathcal{I}; \mathbb{S}^1)$ and $m \in L^1(I; \mathbb{R}^3)$ such that

$$G' = m \otimes p \text{ a.e. on } I. \quad (6.1)$$

Assume, moreover, that $B' \cdot p \neq 0$ on $\mathcal{I}$. Then the following are true:

(i) there exists $\eta > 0$ such that the map $\Phi : (-\eta, \eta) \times I \to \mathbb{R}^2$ given by

$$\Phi(s, t) = B(t) + sp^\perp(t) \quad (6.2)$$

is a bilipschitz homeomorphism onto the open set $U = \Phi((-\eta, \eta) \times I)$;

(ii) the map $u : U \to \mathbb{R}^3$ given by

$$u(\Phi(s, t)) = \int_0^t G(\sigma)B'(\sigma) \, d\sigma + sG(t)p^\perp(t) \quad (6.3)$$

is a bending of $U$. More precisely,

$$\nabla u(\Phi(s, t)) = G(t) \text{ for a.e. } (s, t) \in (-\eta, \eta) \times I. \quad (6.4)$$

**Proof.** The value of the quantity $\eta$ in this proof may change from line to line. Clearly $\Phi$ is well-defined on all of $\mathbb{R} \times \mathcal{I}$. We claim that for all $\rho > 0$ small enough there exist $c, \eta > 0$ such that, for all $t, t' \in \mathcal{I}$ we have

$$|t - t'| \geq \rho \text{ and } s, s' \in [-\eta, \eta] \implies |\Phi(s, t) - \Phi(s', t')| \geq c. \quad (6.5)$$

In fact, by the hypotheses on $B$, for all $\rho > 0$ there exists $c > 0$ such that $|B(t) - B(t')| \geq 5c$ whenever $|t - t'| \geq \rho$. Taking $\eta = c$, the implication (6.5) follows because $|p| = 1$.

On the other hand, since $p \in C^1(\mathcal{I}; \mathbb{S}^1)$ and since $B \in W^{2,\infty}(I; \mathbb{R}^2) \subset C^1(\mathcal{I}; \mathbb{R}^2)$, we see that $\Phi \in C^1(\mathbb{R} \times \mathcal{I}; \mathbb{R}^2)$ and we compute (with $\nabla \Phi = (\partial_1 \Phi, \partial_2 \Phi)$

$$\det(\nabla \Phi(s, t)) = -p(t) \cdot B'(t) + sp^\perp(t) \cdot p'(t) \text{ on } \mathbb{R} \times \mathcal{I} \quad (6.6)$$

For $\eta > 0$ small enough the right-hand side differs from zero for all $(s, t) \in [-2\eta, 2\eta] \times \mathcal{I}$ because $p \cdot B' \neq 0$ and $p^\perp \cdot p'$ is bounded on $\mathcal{I}$. Hence by continuity $|\det \nabla \Phi|$ is bounded from below by a positive constant on this set. As $\nabla \Phi$ is bounded on this set, the inverse function theorem implies that there exists $\rho > 0$ such that if $(s, t), (s', t') \in [-\eta, \eta] \times \mathcal{I}$ then

$$0 < |t - t'|^2 + |s - s'|^2 \leq \rho^2 \implies \Phi(s, t) \neq \Phi(s', t'). \quad (6.7)$$

Combined with (6.5) this shows that there exists $\eta > 0$ such that $\Phi$ is injective on $\nabla$, where $V = (-\eta, \eta) \times I$. Thus by the invariance of domain theorem (cf. [15, Theorem 3.30]), the set
\( U = \Phi(V) \) is open, and since both \( \nabla \Phi \) and \( (\det \nabla \Phi)^{-1} \) are in \( C^0(\overline{V}) \), the inverse \( \Psi \) of \( \Phi \) is in \( C^1(\overline{U}; \mathbb{R}^2) \).

Denote the right-hand side of (6.3) by \( f(s, t) \) and define \( u = f \circ \Psi \), which is equivalent to (6.3).

Since \( Gp = \mathbb{W}^{1,1}(I; \mathbb{R}^3) \), we have that \( f \in \mathbb{W}^{1,1}(V; \mathbb{R}^3) \). Since \( \Psi \) is Bilipschitz, we can apply the chain rule (cf. [46, Theorem 2.2.2]) to conclude that \( u \in \mathbb{W}^{1,1}(U; \mathbb{R}^3) \) and, using the fact that \( Gp^+ = 0 \) by hypothesis, that

\[
\nabla \Phi(s, t) \nabla \Phi(s, t) = (G(t)p^+(t)) \otimes e_1 + (G(t)B'(t) + sG(t)(p^+(t))') \otimes e_2 = G(t)\nabla \Phi(s, t).
\]

Since \( \nabla \Phi \) is invertible pointwise on \( V \), formula (6.4) follows. In particular, \( u \) is a bending. \( \square \)

Let \( M \in L^2(I; \mathbb{R}^{2 \times 2}) \). A frame \( r \in \mathbb{W}^{1,2}(I; SO(3)) \) is said to be adapted to the pair \((B, M)\) if \( r \) solves

\[
r' = \begin{pmatrix} 0 & \kappa & \mu \\ -\kappa & 0 & \tau \\ -\mu & -\tau & 0 \end{pmatrix} \cdot r \tag{6.8}
\]

with \( \kappa = B'' \cdot N \) and \( \tau = MB' \cdot N \) and \( \mu = MB' \cdot B' \).

**Proposition 6.2.** Let \( p \in C^1(\overline{T}; \mathbb{R}^2) \) be such that \( p \cdot B' \neq 0 \) on \( \overline{T} \) and let \( \lambda \in L^2(I) \). Let \( r \in \mathbb{W}^{1,2}(I; SO(3)) \) be a frame adapted to the pair \((B, \lambda p \otimes p)\) and let \( y \in \mathbb{W}^{2,2}(I; \mathbb{R}^3) \) satisfy \( y' = r' e_1 \). Then there exists a neighborhood \( U \) of \( B(\overline{T}) \) and a bending \( u \in \mathbb{W}^{2,2}(U; \mathbb{R}^3) \) such that \( u \circ B = y \) and \( A_u \circ B = \lambda p \otimes p \), and

\[
\nabla u(B(t) + sp^+(t)) = (r^T(t) e_1) \otimes B'(t) + (r^T(t) e_2) \otimes N(t) \tag{6.9}
\]

for all \( t \in I \) and all \( |s| \) small enough. The bending \( u \) is explicitly given by formula (6.3), where \( G \) denotes the right-hand side of (6.9).

**Proof.** As \( r \) is adapted to \((B, \lambda p \otimes p)\), it satisfies (6.8) with \( \mu = \lambda(B' \cdot p)^2 \) and \( \tau = \lambda(B' \cdot p)(N \cdot p) \) and \( \kappa = B'' \cdot N \). Set

\[
G = (r^T e_1) \otimes B' + (r^T e_2) \otimes N.
\]

Then, a short computation shows that

\[
G' = (r^T e_3) \otimes (\mu B' + \tau N). \tag{6.10}
\]

Since \( (B' \cdot p)\tau = (N \cdot p)\mu \), we see that \( p^+ \cdot (\mu B' + \tau N) = 0 \). So \( p \parallel (\mu B' + \tau N) \), and therefore \( G' = m \otimes p \) for some \( m \in L^1(I; \mathbb{R}^3) \).

Lemma 6.1 then shows that the map \( \Phi(s, t) = B(t) + sp^+(t) \) is a Bilipschitz homeomorphism onto its image, and that \( u \) given by (6.3) satisfies (6.4). In particular, \( \nabla u \circ \Phi = G \), which is (6.9). Moreover, denoting by \( n \) the normal to \( u \), we have \( n \circ B = r^T e_3 \). After a possible translation we also have \( u \circ B = y \).

Finally, taking derivatives in (6.9), recalling that for an isometric immersion \( u \) the relation \( \nabla^2 u_k = A_u n_k \) holds, and using (6.10), we have

\[
(n \circ B) \otimes (A_u \circ B) B' = (\nabla^2 u \circ B) B' = (r^T e_3) \otimes (\mu B' + \tau N).
\]

Inserting the definitions of \( \mu \) and of \( \tau \), we see that

\[
(A_u \circ B) B' = (\lambda p \otimes p) B'. \tag{6.11}
\]

Since \( A_u \) is symmetric with \( \det A_u = 0 \) and since \( p \cdot B' \neq 0 \), this readily implies that \( A_u \circ B = \lambda p \otimes p \).

The proof is essentially complete. However, \( \Phi((-\eta, \eta) \times (0, T)) \) is not a neighbourhood of \( B(\overline{T}) \), although it is a neighbourhood of \( B(\overline{T}) \) for any subinterval \( J \) of \( I \) with \( \overline{T} \subset I \). So we extend \( \mu \), \( \tau \) and \( \kappa \) by zero to \( \mathbb{R} \), and then we extend \( B \) and \( r \) by solving the Frenet equations and the system (6.8), respectively. Then there is an open interval \( I_1 \) with \( \overline{T} \subset I_1 \) such that the hypotheses of the proposition are still satisfied on \( I_1 \). Applying the preceding proof to \( I_1 \) leads therefore to the conclusion. \( \square \)

**Remark 6.3.** In the particular case \( B(t) = te_1 \) and in the presence of enough regularity, Proposition 6.2 and Lemma 6.1 reduce to [20, Lemma 4.3] with \( \beta = y \) and \( \kappa = 0 \). Since \( \kappa = 0 \), the condition \( y'' \neq 0 \) is equivalent to \( B' \cdot p \neq 0 \).
Remark 6.4. Condition (6.1) is clearly necessary for (6.4) to hold (even for $s = 0$). In fact, (6.4) implies

$$G'_{\alpha}(t) = \sum_{\beta} \partial_\alpha \partial_\beta u_i(B(t)) B'_\beta(t).$$

If $u$ is a bending, then $\partial_\alpha \partial_\beta u \parallel n$ for $\alpha, \beta = 1, 2$. So indeed the range of $G'(t)$ is contained in the span of $n(B(t))$.

The next lemma is a smooth approximation result within the class of symmetric rank-one matrix fields.

Lemma 6.5. Let $M \in L^2(I; \mathbb{R}_{sym}^{2 \times 2})$ such that $\det M = 0$ almost everywhere on $I$. Then there exist $p_n \in W^{1,\infty}(I, \mathbb{S}^1)$ and $\lambda_n \in C^\infty(\overline{T})$ such that $p_n \cdot B' > 0$ on $\overline{T}$ and

$$\lambda_n p_n \otimes p_n \rightarrow M \text{ strongly in } L^2(I, \mathbb{R}^{2 \times 2}).$$

More precisely, there exist $\varphi_n \in C^\infty(\overline{T}; (-\pi, \pi))$ such that $p_n = e^{i\varphi_n} B'$, where $e^{i\varphi}$ denotes counterclockwise rotation by $\varphi$.

Proof. Define $p \in L^\infty(I; \mathbb{R}^2)$ by setting

$$p := \begin{cases} \frac{MB'}{|MB'|} & \text{if } MB' \neq 0, \\ N & \text{if } MB' = 0. \end{cases}$$

and set $\lambda = \text{tr } M$. Since $M$ is symmetric, its range is orthogonal to its kernel. Hence

$$M = \lambda p \otimes p. \quad (6.12)$$

In fact, if $MB' \neq 0$ then we compute

$$\lambda(p \otimes p) B' = (\text{tr } M)(p \cdot B') p = \frac{(MB' \cdot B')^2 + (MB' \cdot B')(MN \cdot N)}{(MB' \cdot B')^2 + (MB' \cdot N)^2} MB' = MB',$$

where we have used the fact that $(MB' \cdot N)^2 = (MB' \cdot B')(MN \cdot N)$ because $\det M = 0$. The above equality remains true when $MB' = 0$. Since clearly the trace of $M$ agrees with that of $\lambda p \otimes p$, it follows that their $(N, N)$-components agree as well, and (6.12) follows.

For fixed $\Lambda > 0$ we can consider the truncated functions $\tilde{\lambda}_\Lambda = (\Lambda \wedge \lambda) \vee (-\Lambda)$. Then clearly

$$\tilde{\lambda}_\Lambda p \otimes p \rightarrow \lambda p \otimes p = M$$

in $L^2(I; \mathbb{R}_{sym}^{2 \times 2})$, as $\Lambda \uparrow \infty$. Hence, by taking diagonal sequences we may assume without loss of generality that $\lambda \in L^\infty(I)$.

After possibly replacing $p$ by

$$\tilde{p} := \begin{cases} \text{sgn}(p \cdot B') p & \text{if } p \cdot B' \neq 0, \\ N & \text{if } p \cdot B' = 0, \end{cases}$$

we may assume without loss of generality that there exists a lifting $\varphi \in L^\infty(I; (-\pi, \pi])$ such that $p = e^{i\varphi} B'$. Set

$$\tilde{\varphi}_n := ((\pi - \frac{1}{n}) \wedge \varphi) \vee (\frac{1}{n} \wedge \pi)$$

and extend $\tilde{\varphi}_n$ by zero to $\mathbb{R}$. Denote by $\varphi_n$ the mollification of $\tilde{\varphi}_n$ on a scale $1/n$. Then $\varphi_n \in C^\infty(\overline{T})$ attains values in $(-\pi, \pi)$ and $\varphi_n \rightarrow \varphi$ in $L^q(I)$ for all $q \geq 1$.

Choosing $\lambda_n \in C^\infty(\overline{T})$ such that $\lambda_n \rightarrow \lambda$ in $L^2(I)$, the claim follows, because $e^{i\varphi_n} B' \rightarrow p$ in all $L^q(I; \mathbb{R}^2)$. □
Proof of Theorem 4.4–(i). We may suppose that \( \liminf_{\varepsilon \to 0} J_\varepsilon(y_\varepsilon) < \infty \), since otherwise there is nothing to prove. Then, by passing to a subsequence, we may suppose that \( \limsup_{\varepsilon \to 0} J_\varepsilon(y_\varepsilon) < \infty \). By Lemma 4.1 we have that

\[
A_{y_\varepsilon, \varepsilon} \to A \text{ in } L^2(\Omega; \mathbb{R}^{2 \times 2}_{\text{sym}}),
\]

where

\[
A = \begin{pmatrix} d_1' \cdot d_3 & d_2' \cdot d_3 & \gamma \\
\end{pmatrix}
\]

with \( \gamma \in L^2(\Omega) \). We note that, after setting

\[
Q(M) := \frac{1}{2} \mathbb{K} M \cdot M, \quad M_\varepsilon := (D^\varepsilon)^{-T} A_{y_\varepsilon, \varepsilon} (D^\varepsilon)^{-1} \sqrt{\det D^\varepsilon}, \quad M_\varepsilon^o := (D^\varepsilon)^{-T} A_{y_\varepsilon}^o (D^\varepsilon)^{-1} \sqrt{\det D^\varepsilon},
\]

we have that

\[
J_\varepsilon(y_\varepsilon) = \int_\Omega Q(M_\varepsilon - M_\varepsilon^o) \, dx = \int_\Omega Q(M_\varepsilon) - \mathbb{K} M_\varepsilon \cdot M_\varepsilon^o + Q(M_\varepsilon^o) \, dx.
\]

By (2.3), (4.1), and (7.1), we have that

\[
M_\varepsilon \rightharpoonup M^{-T} A D^{-1} \sqrt{\det D} =: M, \quad M_\varepsilon^o \rightharpoonup M^{-T} A^o D^{-1} \sqrt{\det D} =: M^o
\]

in \( L^2(\Omega; \mathbb{R}^{2 \times 2}) \). Since \( \det M_\varepsilon = 0 \) a.e. in \( \Omega \), we may apply Proposition 5.1 with \( B = \Omega \), and obtain

\[
\liminf_{\varepsilon \to 0} J_\varepsilon(y_\varepsilon) \geq \int_\Omega Q(M) + \alpha^+_K (\det M)^+ + \alpha^-_K (\det M)^- - \mathbb{K} M \cdot M^o + Q(M^o) \, dx
\]

\[
= \int_\Omega Q(M - M^o) + \alpha^+_K (\det M)^+ + \alpha^-_K (\det M)^- \, dx
\]

\[
= \int_\Omega Q(D^{-T} (A - A^o) D^{-1}) \, dx + \frac{\alpha^+_K (\det A)^+}{\det D} + \frac{\alpha^-_K (\det A)^-}{\det D} \, dx
\]

\[
\geq \int_\Omega \mathcal{Q}(x_1, d_1', d_3, d_2', d_3) \, dx_1,
\]

where the last inequality follows from the definition of \( \mathcal{Q} \). This proves the \( \liminf \) inequality. \( \square \)

Proof of Theorem 4.4–(ii). Let \( (d_1, d_2, d_3) \in \mathcal{A} \) and let \( y \in W^{2,2}(I; \mathbb{R}^3) \) be such that \( y' = d_1 \) a.e. in \( I \). We set

\[
\mu := d_1' \cdot d_3 = y''_3 \cdot d_3, \quad \tau := d_2' \cdot d_3, \quad \text{and} \quad \kappa := d_1' \cdot (d_3 \wedge d_1) = D_1' \cdot (e_3 \wedge D_1).
\]

Let \( D^\alpha := D^{-T} e_\alpha \) be the contravariant vectors in the reference configurations, i.e., \( D^\alpha \cdot D_\beta = \delta_{\alpha\beta} \), and let

\[
M := \mu D^1 \otimes D^1 + \tau (D^1 \otimes D^2 + D^1 \otimes D^1) + \gamma D^2 \otimes D^2,
\]

where \( \gamma \in L^2(I) \) is chosen so that

\[
\mathcal{Q}(x_1, \mu, \tau) = (Q(M - D^{-T} A^o D^{-1}) + \alpha^+_K (\det M)^+ + \alpha^-_K (\det M)^-) \, dx.
\]

The fact that \( \gamma \) belongs to \( L^2(I) \) follows immediately by choosing \( \mu D^1 \otimes D^1 + \tau (D^1 \otimes D^2 + D^2 \otimes D^1) \) as a competitor in the definition of \( \mathcal{Q} \) and by using the positive definiteness of \( Q \).

By Proposition 5.1, with \( B = I \), there exists \( \tilde{M}^o \in L^2(I; \mathbb{R}^{2 \times 2}_{\text{sym}}) \) with \( \det \tilde{M}^o = 0 \) and such that

\[
\tilde{M}^o \rightharpoonup M \sqrt{\det D} \text{ weakly in } L^2(I; \mathbb{R}^{2 \times 2}_{\text{sym}})
\]

and

\[
\int_I Q(M) \, dx_1 \to \int_I \left( Q(M \sqrt{\det D}) + \alpha^+_K (\det (M \sqrt{\det D}))^+ + \alpha^-_K (\det (M \sqrt{\det D}))^- \right) \, dx_1
\]

\[
= \int_I (Q(M) + \alpha^+_K (\det M)^+ + \alpha^-_K (\det M)^-) \, dx_1.
\]
Let $M^δ = \tilde{M}^δ/\sqrt{\det D}$. Then $\det M^δ = 0$ and $M^δ \rightharpoonup M$ weakly in $L^2(I; \mathbb{R}^{2\times 2})$ and
\[
\int_I Q(M^δ - D^{-T}A^δD^{-1})\det D \, dx_1 = \int_I Q(\tilde{M}^δ - (\mathbb{K}D^{-T}A^δD^{-1}) \cdot M^δ - Q(D^{-T}A^δD^{-1}))\det D \, dx_1 \\
\quad \to J(d_1, d_2, d_3).
\] (7.2)

By Lemma 6.5 with $B(t) := \chi(t, 0)$, hence $B' = D_1$, we may assume without loss of generality that there exist $λ^δ \in C^\infty (\mathbb{T})$ and $p^\delta \in C^1(I, S^1)$ (same regularity of $B'$) such that $p^\delta \cdot D_1 > 0$ on $T$ and

\[
M^δ = λ^δ p^\delta \otimes p^\delta.
\]

We let $r^δ \in W^{1,2}(I; SO(3))$ be a frame adapted to the pair $(B, M^δ)$, i.e.,
\[
(r^δ)′ = \begin{pmatrix} 0 & \kappa_M^δ & \mu_M^δ \\ -\kappa_M^δ & 0 & \tau_M^δ \\ -\mu_M^δ & -\tau_M^δ & 0 \end{pmatrix} r^δ
\] (7.3)

with $\kappa_M^δ = D_1′ \cdot (e_3 \wedge D_1)$ and $\tau_M^δ = M^δ D_1 \cdot (e_3 \wedge D_1)$ and $\mu_M^δ = M^δ D_1 \cdot D_1$. We take $r^δ(0) = (d_1|d_2 \wedge d_2|d_3)^T(0)$ as initial condition. Finally, we define $d_1^δ := (r^δ)^T e_1$ and

\[
β^δ(t) := y(0) + \int_0^t d_1^δ(s) \, ds.
\]

For each $δ > 0$, Proposition 6.2 yields a neighbourhood $U^δ$ of $B(T)$ and an isometry $u^δ : U^δ \to \mathbb{R}^3$ such that $u^δ \circ B = β^δ$ and

\[
(\nabla u^δ) \circ B = (r^δ)^T e_1 \wedge D_1 + (r^δ)^T e_2 \wedge (e_3 \wedge D_1),
\]

and $(A_{u^δ}) \circ B = M^δ$.

We let $r \in W^{1,2}(I; SO(3))$ be a frame adapted to the pair $(B, M)$, i.e., $r$ satisfies (6.8) with $κ, τ$, and $μ$ replaced by $κ_M = D_1′ \cdot (e_3 \wedge D_1)$, $τ_M = M D_1 \cdot (e_3 \wedge D_1)$, and $μ_M = M D_1 \cdot D_1$, respectively. Again, we take $r(0) = (d_1, d_3 \wedge d_1, d_2)^T(0)$ as initial condition. Since $M^δ \rightharpoonup M$ weakly in $L^2(I; \mathbb{R}^{2\times 2})$ we have that $μ_M^δ \rightharpoonup μ_M$ and $τ_M^δ \rightharpoonup τ_M$ weakly in $L^2(I; T)$. Thus, $r^δ \rightharpoonup r$ weakly in $W^{1,2}(I; SO(3))$. To identify $r$ note that $κ_M = κ$ and $μ_M = μ$. Also, since $D_1 = -e_3 \wedge D_2 / |D_1 \wedge D_2|$ and $D_2 = e_3 \wedge D_1 / |D_1 \wedge D_2|$, we have

\[
τ_M = -μM_D \cdot D_2 + τ = \frac{−(d_3′ \cdot d_3)(d_1 \cdot d_2) + d_2 \cdot d_3}{|D_1 \wedge D_2|}.
\]

To simplify this expression we write

\[
d_2 = (d_2 \cdot d_1) d_1 + (d_2 \cdot (d_3 \wedge d_1))d_3 \wedge d_1 = (d_2 \cdot d_1) d_1 + |d_1 \wedge d_2|d_3 \wedge d_1,
\]

from which we deduce that $d_2′ \cdot d_3 = (d_2 \cdot d_1)(d_1′ \cdot d_3) + |d_1 \wedge d_2|d_3′ \cdot d_3$. Hence,

\[
τ_M = \frac{|d_1 \wedge d_2|d_3′ \cdot d_3}{|D_1 \wedge D_2|} − \frac{|d_1 \wedge d_2|}{|D_1 \wedge D_2|} d_3′ \cdot (d_3 \wedge d_1) = −d_3′ \cdot (d_3 \wedge d_1) = d_3 \cdot (d_3 \wedge d_1),
\]

where we used that

\[
|D_1 \wedge D_2|^2 = |D_1 \cdot D_1)(D_2 \cdot D_2) − (D_1 \cdot D_2)^2 = (d_1 \cdot d_1)(d_2 \cdot d_2) − (d_1 \cdot d_2)^2 = |d_1 \wedge d_2|^2.
\] (7.4)

It is now immediate to check that $r(t) = (d_1, d_3 \wedge d_1, d_2)^T(t)$ weakly in $W^{1,2}(I; SO(3))$, and as a consequence $β^δ \rightharpoonup y$ weakly in $W^{2,2}(I; \mathbb{R}^3)$ and

\[
(\nabla u^δ) \circ B \to d_1 \otimes D_1 + (d_3 \wedge d_1) \otimes (e_3 \wedge D_1)
\]

weakly in $W^{1,2}(I; \mathbb{R}^{2\times 3})$. In particular, $((\nabla u^δ) \circ B)D_1 \to d_1$ weakly in $W^{1,2}(I; \mathbb{R}^3)$ and, using (7.4),

\[
((\nabla u^δ) \circ B)D_2 \to (D_1 \cdot D_2) d_1 + (e_3 \wedge D_1 \cdot D_2) d_3 \wedge d_1 = (d_1 \cdot d_2) d_1 + |d_1 \wedge d_2| d_3 \wedge d_1
\]

\[
= (d_1 \cdot d_2) d_1 + (d_3 \wedge d_1 \cdot d_2) d_3 \wedge d_1 = d_2
\]

weakly in $W^{1,2}(I; \mathbb{R}^3)$. Since for $ε$ small enough $S_ε \subset U^δ$ we may define

\[
y^ε = u^δ \circ χ^ε.
\]
The map 
\[(s, t) \mapsto \chi(t, 0) + s(p^\delta)^{-1}(t)\]
is a $C^1$ diffeomorphism and, from (6.9) and the regularity of $\nu^\delta$ as a solution of (7.3), we see that $u^\delta$ is $C^2$. Hence, as $\varepsilon \to 0$, we have $y^\delta \to \nu^\delta \circ B = \beta^\delta$ in $W^{2,2}(I; \mathbb{R}^3)$ and, see (3.1), 
\[
\partial_1 y^\delta_2 \to ((\nabla u^\delta) \circ B)D_1 \text{ and } \partial_2 y^\delta_3/\varepsilon \to ((\nabla u^\delta) \circ B)D_2 \text{ in } W^{1,2}(I; \mathbb{R}^3).
\]
Also 
\[
\int_S Q((D^\varepsilon)^{-T}(A_{\nu^\delta, \varepsilon}^\delta - A^\delta_2)(D^\varepsilon)^{-1}) \det D^\varepsilon \, dx = \int_S Q(A_{\nu^\delta} \circ \chi \varepsilon - (D^\varepsilon)^{-T} A^\delta_2 (D^\varepsilon)^{-1}) \det D^\varepsilon \, dx 
\]
\[
\to \int_I Q(A_{\nu^\delta} \circ B - (D)^{-T} A^\delta_2 (D)^{-1}) \det D \, dx_1
\]
\[
= \int_I Q(M^\delta - (D)^{-T} A^\delta_2 (D)^{-1}) \det D \, dx_1
\]
where to obtain the first equality we used (3.3). Hence, by (7.2) it follows that
\[
\lim_{\delta \to 0} \lim_{\varepsilon \to 0} \int_S Q((D^\varepsilon)^{-T}(A_{\nu^\delta, \varepsilon}^\delta - A^\delta_2)(D^\varepsilon)^{-1}) \det D^\varepsilon \, dx = J(d_1, d_2, d_3)
\]
and by taking a diagonal sequence we complete the proof. \qed
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