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Independent control of carrier density and out-of-plane displacement field is essential for accessing novel phenomena in two-dimensional material heterostructures. While this is achieved with independent top and bottom metallic gate electrodes in transport experiments, it remains a challenge for near-field optical studies as the top electrode interferes with the optical path. Here, we systematically characterize the requirements for a material to be used as top-gate electrode, and demonstrate experimentally that few-layer WSe₂ can be used as a transparent, ambipolar top gate electrode in infrared near-field microscopy. We perform nano-imaging of plasmons in a bilayer graphene heterostructure and tune the plasmon wavelength using a trilayer WSe₂ gate, achieving a density modulation amplitude exceeding $2 \times 10^{12}$ cm⁻². Moreover, the observed ambipolar gate-voltage response allows to extract the energy gap of WSe₂ yielding a value of $1.05$ eV. Our results will provide an additional tuning knob to cryogenic near-field experiments on emerging phenomena in 2D-materials and moiré material heterostructures. Near-field optical microscopy is a powerful technique for exploring the optical properties of materials on the nanoscale. Scattering-type scanning near-field microscopy (s-SNOM) is the most commonly used type of near-field optical microscopy in the study of two-dimensional (2D) materials and their heterostructures. In this configuration a sharp metallic tip (with a typical apex radius of $\approx 20$ nm) generates a hotspot of light that interacts with the sample. The tip also bridges the momentum mismatch between free-space light and collective excitations, like plasmon or phonon polaritons, making s-SNOM an appealing tool for imaging these excitations.

Importantly, in 2D materials it is possible to continuously tune the carrier density via the field effect, using a gate electrode underneath the sample. Notably, in single-layer graphene, tuning the carrier density has allowed for understanding of the mechanism of photocurrent generation in near-field photocurrent experiments. Moreover, the carrier density has a direct impact on the plasmon dispersion. Varying the carrier density in s-SNOM experiments on graphene plasmons has given crucial information to understand the nature of these collective excitations, and the role of many-body effects. Tuning the carrier density also gave an insight into the plasmonic properties of a photonic lattice formed by minimally twisted bilayer graphene. The modulation of the carrier density can also be exploited to enhance the signal to noise ratio of the recorded signal via a lock-in detection scheme. This technique was employed to detect intersubband transitions in transition metal dichalcogenides (TMDs). The application of a gate voltage on a sample has an additional consequence: beside injecting carriers into the sample, it induces a perpendicular electric displacement field. Whilst the effect of the displacement field on the properties of single-layer graphene is minor, it can have a more pronounced impact on multilayer materials. For instance, a displacement field leads to a opening of a band gap in bilayer graphene. Hence, independent control of the carrier density and displacement field is of great relevance for exploring novel phenomena in 2D materials using s-SNOM. For example, domain walls in gapped bilayer graphene are predicted to host long-lived plasmons with lifetimes two orders of magnitude higher than in single-layer graphene. Recent experiments have shown tunability.
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of correlated states in twisted double bilayer graphene using a displacement field\textsuperscript{16,17}, while twisted trilayer graphene under a displacement field has raised the bar of the superconductivity critical temperature in graphene-based systems beyond 2 K\textsuperscript{18,19}.

Independent control of carrier density and displacement field is achieved in transport experiments by placing two separately-contacted gate electrodes, one on the top and one on the bottom of the sample. This is more difficult in optical experiments, as the top gate electrode interferes with the optical path. A sufficiently transparent conducting material is therefore needed for the top electrode. Remarkably, the transparency requirement for near-field experiments is even more stringent than for far-field measurements, in particular close to the resonances of the structure, as discussed later.

The traditional choice as a top-gate material for 2D material samples is an evaporated gold film. In order to be transparent in the relevant optical range, the electrode thickness must be well below the skin depth of the material to avoid screening of the near-field electromagnetic field. Typical metals have a skin depth of tens of nanometres for infrared frequencies\textsuperscript{20}, which requires the metal film to be only few nanometers thick. Even in this case, as shown in the following, metallic thin films are not able to meet the more stringent requirements imposed by near-field experiments. On the other hand, conducting oxides, like Indium-Tin Oxide (ITO), are commonly used as transparent electrodes for visible light but are not transparent at infrared frequencies\textsuperscript{21}.

Recent experiments\textsuperscript{22–24} have made advances in realizing a transparent top gate for s-SNOM experiments with 2D materials, which also provide atomically flat interfaces and allow for easier device integration. Single-layer graphene is sufficiently transparent to probe near-field signals through it\textsuperscript{22}, yet its own plasmonic resonance interferes with the optical response of the material underneath, complicating the interpretation of the observed near-field signal\textsuperscript{23,24}. Still, for studying structural changes that do not involve collective resonances this is not an obstacle\textsuperscript{22}. As alternative to graphene, the TMD MoS\textsubscript{2} has been used, which indeed does not host any resonances that disturb the near-field signal\textsuperscript{23}. However, since this material is unipolar due to Fermi level pinning at the contacts, it can only introduce p-type doping.

Equation 1 shows that the reflection coefficient is not affected by the addition of the new layer ($r' \approx r$) when each in the material below\textsuperscript{25}.

In this work, we show that WSe\textsubscript{2} can act as an infrared-transparent bipolar gate electrode for near-field experiments as schematically illustrated in Fig. 1. We validate its performance by studying the change in induced plasmon wave-length $\lambda_0$ in bilayer graphene. This allows us to determine the carrier density induced by the top gate, while at the same time we characterize to what extent a charged top layer obstructs the observation of plasmons.

We first rigorously derive the transparency requirement for a top-gate electrode to be used in near-field optical experiments. The near field response of an homogeneous layered structure is completely determined by its reflection coefficient $r$ for transverse magnetic (TM) waves (the coupling to transverse-electric modes is negligible in near-field) that is a function of the angular frequency $\omega$ and the in-plane wavevector $q$. Adding another thin layer (either a 2D material or a thin film of a bulk material) on top of the structure alters the reflection coefficient according to (see derivation in Sect. 2 of SI)

$$r' = \frac{r - r^{-1}S}{1 + S + rS},$$

(1)

where $r'$ is the reflection coefficient (function of $\omega$ and $q$) of the structure after the addition of the new layer and $S$ quantifies the optical disturbance introduced by the new layer (as defined in Sect.2 of the SI). $S$ depends on the optical conductivity of the new layer as

$$S(q, \omega) = \frac{\sigma_{2D}(q, \omega)\sqrt{\omega^2/c^2 - q^2}}{2\epsilon_0\omega},$$

(2)

where $\sigma_{2D}$ is the 2D longitudinal (in the direction of the wavevector) conductivity of the material, $c$ is the speed of light, and $\epsilon_0$ the vacuum permittivity. For 2D materials, $\sigma_{2D}$ is directly the optical conductivity of the material (in $\Omega^{-1}$), while for thin layers of three-dimensional conducting materials $\sigma_{2D} = \sigma_{\delta}$, where $\sigma$ is the optical conductivity and $\delta$ is the thickness of the layer (see detailed discussion in Sect.2 of the SI). We do not consider thick films since their impact on the optical signal is always stronger than that of thin films made of the same material.

of the three conditions $|S| \ll 1, |r|, |r|^{-1}$ is satisfied (note that $S = -1$ is the resonance condition of the new layer.
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Fig. 2 Optical disturbance introduced by different top layers. a. Calculated $|S|(q, \omega)$ for single-layer graphene with $n = 2 \cdot 10^{12} \text{ cm}^{-2}$, $\tau = 200 \text{ fs}$ at room temperature. The full non-local longitudinal conductivity has been taken into account. The horizontal feature appearing at $\approx 300 \text{ meV}$ is related to the onset of interband transitions at twice the Fermi energy. b. Same as a. for trilayer WSe\textsubscript{2}, modeled as a Drude conductor with $n = 2 \cdot 10^{12} \text{ cm}^{-2}$, $m^* = 1.2 \text{ m}_e$, $\tau = 100 \text{ fs}$. c. Same as in a. for a 1 nm thick gold film. Permittivity of gold is taken from Ref. 28.
when isolated, our conditions therefore imply the absence of resonances of the new layer). The reflection coefficient can be larger than one in absolute value when decaying fields are concerned (i.e. when $q > \omega/c$) and peak exactly at the positions of the collective oscillations, reaching values of the order of the quality factor $Q$ of the collective oscillation. To observe a collective oscillation without distortion we therefore need $|S| < 1/Q$.

Figure 2 shows a comparison of the values of $|S|$ calculated, in the ranges of wavevector and frequency that are relevant in typical s-SNOM experiments, for single-layer graphene, trilayer WSe$_2$, and a 1 nm gold film. Most plasmonic excitations probed in room-temperature s-SNOM experiments have $Q \approx 10$. It is therefore not possible to study plasmonic excitations using graphene or gold films as a transparent top gate in the mid-infrared regime. In contrast, trilayer WSe$_2$ is well suited for this purpose, at least for photon energies above 100 meV.

The optical disturbance can be reduced by reducing the optical conductivity of the top-gate material, as shown in Eq. 2. For a material with a Drude-like response this can be done by reducing the carrier density and the relaxation time $\tau$. Figure 1 shows a schematic of the dual-gated device used in this experiment using WSe$_2$ as top gate. Our device consists of bilayer graphene (BLG) encapsulated in hexagonal boron nitride (hBN) with a thin WSe$_2$ staircase flake acting as a top gate, fabricated as described in the Methods (Sect. 1 of Supporting Information presents an optical image of our device). Given the rapid decay of the near-field signal in the out-of-plane direction, we use a 4 nm thin top hBN flake.

The Si/SiO$_2$ bottom gate serves as a backgate to bring BLG into a highly doped state where plasmons do not suffer from Landau damping. In addition, the bottom gate provides a reference for determining the plasmon wavelength $\lambda_p$ as function of the induced carrier density $n$. Over the course of two months, we did not observe any signs of degradation of the WSe$_2$, despite performing the experiments in ambient conditions.

Figure 3a shows a near-field image of BLG with doping $n \sim 10^{13}$ cm$^{-2}$ induced by the bottom gate at $V_B = 80$ V along with photodoping, but with $V_T = 0$. Photodoping involves photoexciting defect states at the SiO$_2$/hBN interface, which effectively sets the charge-neutrality point $V_D$ at $-65$ V, as extracted from the maximum of the measured source-drain resistance. The fringes running parallel to the BLG edge are a manifestation of plasmon polaritons, which we observe as both tip-launched edge-reflected ($\lambda_p/2$ period) and edge-launched ($\lambda_p$ period), as explained in Methods.

To understand the peculiar shape of $\lambda_p(V_T)$ from a perspective of the electrostatics in our device, we first need to determine the induced carrier density in BLG by the WSe$_2$ top gate. To do so, we calibrate $\lambda_p(n)$ by using the bottom gate as a reference. According to Eq. (3) introduced below, when $V_T = 0$ V the induced carrier density can be described by a simple parallel plate capacitor only dependent on $V_B$. We measure the plasmon fringes along the same line cut while varying voltage on the bottom gate and keeping $V_T = 0$ V (Fig. 4c,d). Applying the same fitting procedure at each voltage point, we find a linear dependence of the plasmon wavelength on $V_B$, as is expected for time or by increasing the effective mass. The carrier density is changing when the gate voltage is applied and for effective gating it cannot be smaller than $\approx 10^{12}$ cm$^{-2}$. Additionally, the scattering time $\tau$ is typically too long to play a role for mid-infrared frequencies. The search for better materials for top-gating should therefore be oriented towards materials with larger effective masses.

WSe$_2$ can be exfoliated down to a single layer and has relatively low mobilities up to 500 cm$^2$/Vs$^{27,30}$. In contrast to MoSe$_2$, WSe$_2$ is ambipolar and thus allows for injecting both carrier types. A common issue arising with TMDs is the Schottky barrier forming at the metal-semiconductor interface, typically severely blocking transport through either the valence or conduction band. This can be overcome by a suitable choice of two different metals for the source and drain contact. However, since we intend to use WSe$_2$ solely as a gate electrode, a highly resistive contact does not pose an issue, provided we do not modulate the carrier density at high frequencies (Based on an estimated device resistance of $\approx 40$ k$\Omega$ and a geometrical capacitance of $\approx 0.8$ pF we obtain an RC cut-off frequency of $\approx 200$ MHz).

As a next step, we apply a voltage $V_T$ on the WSe$_2$ top gate while keeping BLG in the same highly doped state, and record the near-field signal along the arrow in Fig. 3a. At this location the top gate consists of three layers of WSe$_2$, with total thickness of $\approx 2.2$ nm. Figure 3b demonstrates that by applying a voltage to the top gate we are able to change the observed plasmon wavelength. By fitting the oscillations to the model introduced in the Methods section, we determine the change in plasmon wavelength to be $\pm 10$ nm for $V_T = \pm 0.75$ V. This means that WSe$_2$ is able to induce carriers of both types in BLG, and thus acts as an ambipolar top gate. In addition, the signal-to-noise ratio of near-field signal stays qualitatively constant while changing the top-gate voltage, confirming that the presence of the top gate does not affect the optical signal.

To study the response of the transparent top gate in more detail, we measure the near-field signal while systematically scanning the voltage on the top gate, shown in Fig. 4a. Judging by the fringe spacing for different $V_T$, these data suggest that the top gate only becomes ‘active’ for high $|V_T|$. To examine this quantitatively, we fit the data to Eq. (4) for each voltage, and extract the plasmon wavelength. By fitting the oscillations to the model introduced in the Methods section, we determine the plasmon wavelength as function of top gate voltage (Fig. 4b). We find indeed a piece-wise linear function with an inactive region for low $|V_T|$, while the slope of $\lambda_p(V_T)$ is rather similar for $|V_T| > 0.4$ V, a two-dimensional conductor with parabolic bands. Using the capacitance of the bottom gate as mentioned below and $V_D = -74$ V in this measurement, we can convert voltages to carrier densities and fit the plasmon wavelength (Fig. 4d.) to a linear relation $\lambda_p = an + b$, yielding $a = 8.23 \cdot 10^{-12}$ nm $\cdot$ cm$^2$ and $b = 34.5$ nm. From this calibration, we can convert the measured change in plasmon wavelength (Fig. 4b) to the carrier density $\Delta n$ induced by the WSe$_2$ top gate. The final result of our experiment is shown Figure 5a that displays the carrier density induced by the gate as a function of the top-gate voltage. Note that these measurements were obtained in a completely
Fig. 3 | Controlling the plasmon wavelength with a WSe₂ top gate. a Spatial map of the near-field phase contrast at the edge of the bilayer graphene, corresponding to the yellow box in Fig. S1 in Supporting Information. The Silicon bottom gate induces a high carrier density $\sim 10^{13}$ cm$^{-2}$ ($V_B - V_D = 145$ V), allowing the propagation of plasmon polaritons, as seen by the fringes running parallel to the edge. The area shown is covered by WSe₂ of various thicknesses, as indicated by the number of layers $N$. The excitation energy is 117 meV and the scale bar is 300 nm. b Line cuts along the white arrow in Fig. 3a demonstrate the effect of the WSe₂ top gate while keeping $V_B - V_D = 145$ V. Without obstructing near-field access, applying a voltage to WSe₂ alters the carrier density in BLG ($V_T$ indicated for each line cut), which affects the measured plasmon wavelength $\lambda_p$ as extracted from a fit (black dashed lines).

optical way without relying on transport measurements on graphene. This demonstrates that graphene plasmons can act as independent local probes of the carrier density that can complement traditional transport measurements.

We can understand our results in terms of a simple model that relates the carrier density $n$ in BLG for given gate voltages $V_B$ and $V_T$. This is based on the equilibrium of the electrochemical potentials (see derivation in Sect. 4 of the Supporting Information) and leads to the relation

$$n = \frac{C_B(V_B - V_D)}{e} + \frac{C_T V_T}{e} + \frac{C_T \Delta \mu_{\text{WSe}_2}(V_T)}{e^2},$$

where $C_T \approx 7.7$ mF/m$^2$ and $C_B \approx 0.12$ mF/m$^2$ are the geometric capacitances corresponding to the top and bottom gate, $e$ is the unit charge, $\Delta \mu_{\text{WSe}_2}$ is the shift in chemical potential of WSe₂ with respect to its value at $V_T = 0$ V, and the quantum capacitance of BLG $C_Q \approx 62$ mF/m$^2$ has been ignored since it is much larger than $C_T$. From this equation we see that for $V_T = 0$ V, the carrier density in BLG can be described by the geometric capacitance of the bottom gate (first term), which we used for the calibration of $\lambda_p(n)$ above. On the other hand, once we fix $V_B$, the change in carrier density is determined by the geometric capacitance of the top gate (second term) and the quantum capacitance of WSe₂ (last term). The interplay of the last two terms causes the step-like behaviour seen in Fig. 5a, with the central flat region corresponding to the values of $V_T$ for which the chemical potential falls deep in the gap of the semiconductor. The calculation of $\Delta \mu_{\text{WSe}_2}(V_T)$ is presented in Sect. 4 of the Supporting Information.

A band alignment diagram of WSe₂ and BLG explains the gating response in more detail (Fig. 5b). Starting with a BLG at a high carrier density induced by the bottom gate, the chemical potentials of WSe₂ and BLG are aligned for $V_T = 0$ V. In this situation the chemical potential of WSe₂ resides within the energy gap of WSe₂. Upon increasing $V_T$, owing to the low quantum capacitance of WSe₂ in its insulating state, $\Delta \mu_{\text{WSe}_2}$ shifts down by $V_T$ until it reaches the valence band. Once that happens, holes are introduced in the valence band and the capacitively induced electrons in BLG shift the chemical potential of BLG upwards. Due to the relatively high density of states of the valence band of WSe₂, its chemical potential remains close to the valence band edge for higher carrier densities. Since the difference in chemical potential between WSe₂ and BLG has to be equal to $V_T$, the bands of WSe₂ and BLG separate in energy for higher carrier densities.

In fitting the data to our model in Fig. 5a, we only leave the valence and conduction band energies as free fit parameters, while the other parameters can be estimated with sufficient accuracy. The fit yields a band gap of $(1.05 \pm 0.02)$ eV (the error being estimated from the fitting procedure), and is almost perfectly centred at $V_T = 0$ V. We theoretically calculated the electronic band gap and the densities of states at the band extrema of our material by performing Density Functional Theory (DFT) calculations for trilayer WSe₂ using the Atomic Simulations Recipe environment and the GPAW package. The electronic band structure and the densities of the states are reported in the S.I. We find an electronic band gap of 1.05 eV which agrees very well with the experimental results in this work and previous theoretical calculations. The agreement with the experiment is surprising because DFT is known to underestimate the band gaps, and generally the experimental band gap of trilayer WSe₂ is reported at higher values around 1.45 eV. We believe that this discrepancy is caused by the charge imbalance present in WSe₂ when generating an external electric field. The internal field due to the charge imbalance can modify the electronic bands and is expected to reduce the gap size due to band bending.

In summary, we have shown that few-layer WSe₂ can be used as a transparent ambipolar top gate for near-field experiments. This is demonstrated by tuning the plasmonic excitations in bilayer graphene via a WSe₂ top gate without obscuring the near-field scattering signal. Nanoscale measurements of the plasmon wavelength allow us to extract the gating efficiency, which we capture in a minimal model that considers the geometric and quantum capacitances. We expect other members of the TMD class, in particular those with higher effective masses, to be equally suitable as infrared transparent top gates due to their similarity, while their scalability via CVD growth allows for easy device integration. This work paves the way for future cryogenic near-field experiments on exotic states in dual-gated sample geometries. On the other hand, our experiment allowed to directly probe the energy gap and band-alignment (relative to graphene) of semiconducting 2D materials, pro-
Fig. 4 | Systematically measuring the response of the WSe₂ top gate. a Line cut of the near-field phase signal along the white arrow in Fig. 3a for a range of top gate voltages, while $V_B - V_D = 145$ V. The edge of bilayer graphene is marked with a dashed line. Colour scale is the same as in Fig. 3a, covering 18 degree phase difference. b The extracted plasmon wavelength shows a piece-wise linear dependence on the top gate voltage. The error bars represent $\pm 1\sigma$. c Near-field phase signal along the same line as panel a for a range of bottom gate voltages ($V_T = 0$ V), serving as calibration to determine the carrier density induced by the WSe₂ top gate. d The extracted plasmon wavelength scales approximately linear with the bottom gate voltage and carrier density, as indicated by a linear fit (dashed line).

Fig. 5 | Gating efficiency of trilayer WSe₂ and band alignment. a Induced shift in the carrier density $\Delta n$ in BLG by applying a voltage to WSe₂ through a 4 nm hBN layer. The flat response for small top gate voltages ($|V_T| < 0.4$ V) arises from the intrinsic gap in WSe₂, while for larger voltages ($|V_T| > 0.4$ V) WSe₂ acts as a conductor and the slope is determined by the geometric capacitance. From a fit according to the electrostatic model with $T = 300$ K we extract a gap of 1.05 eV in WSe₂ (solid line). The dashed line represents the calculated $\Delta n$ at zero temperature using the same fit parameters. b Band alignment of semiconducting WSe₂ (grey bands) with respect to BLG (blue bands) for three different positive top gate voltages. For small $V_T$, the chemical potential of WSe₂ shifts down by $V_T$ (middle panel). Once $V_T$ is large enough that the chemical potential of WSe₂ reaches the valence band edge, carriers are injected into BLG moving its chemical potential upwards (right panel). At the same time, the bands of WSe₂ and BLG are shifted apart such that the $V_T$ equals the difference in chemical potentials, indicated by the vertical bar.

METHODS

Device fabrication

To fabricate the hBN (25 nm)/BLG/hBN (4 nm)/WSe₂ heterostructure depicted in Fig. 1, we used a standard stacking method⁴⁹. First, we exfoliate from WSe₂ crystals (HQ Graphene) a thin staircase flake that acts as a top gate. Making use of a stamp of polydimethylsiloxane (PDMS)
covered by a thin polycarbonate film, we pick up the WSe$_2$ flake, followed by the hBN and BLG flakes. These steps are performed at 40 °C, while the final stack is deposited on the Si/SiO$_2$ target substrate at 165 °C to assist in squeezing out any bubbles. Low-resistance contacts to BLG are made by reactive ion etching in a CHF$_3$/O$_2$ gas mixture, followed by Cr/Au metallization. The WSe$_2$ flake is contacted with Ti/Au with the aim to avoid a high Schottky barrier. However, we found in other devices that Cr/Au provides an equally well-functioning contact to a WSe$_2$ top gate. Finally, to prepare the device for s-SNOM measurements, we mechanically cleaned the top surface using contact-mode Atomic Force Microscope (AFM) brooming.

**Measurement details**

The near-field measurements have been performed on the neaSNOM platform (neaspec), equipped with a CO$_2$ gas laser (Access Laser) and a fast HgCdTe detector (Kolmar Technologies). We focus 15 mW of infrared light (wavelength 10.6 μm, corresponding to a photon energy of 117 meV) onto a Ptlr-coated AFM tip (Nanoworld), which oscillates at a frequency $\approx 250$ kHz with a tapping amplitude of 80 – 100 nm. We operate the system in a pseudoheterodyne mode using a ZnSe beam splitter to obtain the phase resolved near-field signal. To avoid detecting unwanted far-field signals, we record the near-field signal at the third harmonic of the cantilever oscillation. All measurements are performed in ambient conditions.

**Extraction of plasmon wavelength**

The hotspot at the tip interacts with the charge carriers in graphene and produces collective excitations that are reflected by interfaces, return to the tip, and are finally converted into a scattered field, as measured by the infrared photodetector. This leads to oscillations in the near-field signal. As seen in Figure 3. Because plasmons make a round trip, peaks in the near-field signal occur at half the plasmon wavelength, satisfying constructive interference underneath the tip. In addition to these tip-launched plasmons, the graphene edge can also act as a launcher. In that case, the near-field signal underneath the tip is modulated at a frequency $\alpha q x$ as the complex plasmon wavevector.

$$s_{\text{opt}}(x) = A \frac{e^{iqx}}{\sqrt{x}} + B \frac{e^{iqx}}{x^\alpha} + Cx + D,$$

with $x$ as the distance from the graphene edge to the tip position, and $q = q_1 + iq_2$ as the complex plasmon wavevector. The first term describes tip-launched plasmons that decay on a scale $\sim 1/q_2$, and takes into account a geometrical decay factor $\sqrt{x}$. The second term accounts for edge-launched plasmons with a variable decay factor $\alpha \sim 1$. $A$, $B$ are complex fit parameters, and $Cx + D$ captures any offsets in the signal.
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I. DEVICE GEOMETRY

Figure S1 shows an optical image of the device featured in the main text. The stack was etched in the dark purple regions, providing a reflecting interface for plasmons. The yellow rectangle corresponds to the scan of Fig. 3a in the main text.

II. REFLECTION PERTURBATION INDUCED BY AN ADDITIONAL LAYER

We consider the transmission of electromagnetic fields inside homogeneous layered structures made of uniaxial dielectrics with the special axis oriented in the stacking direction $\hat{z}$. The description of electromagnetic fields can be separated in Transverse Electric (TE) and Transverse Magnetic (TM) modes, with only the latter having a significant coupling to near-field probes. Defining the direction of in-plane propagation as $\hat{x}$, TM fields in homogeneous planar structures can be conveniently described in terms of the vector

$$\mathbf{v}(z) = \begin{pmatrix} E_x(z) \\ Z_0 H_y(z) \end{pmatrix},$$  \hspace{1cm} (S1)

where $E$ is the electric field, $H$ is the magnetic field, $Z_0 = \sqrt{\mu_0/\epsilon_0} \approx 377 \, \Omega$ is the vacuum impedance, and all the fields have the form $\mathbf{F}(r, t) = \mathbf{F}(z) e^{i q x - i \omega t}$. With this notation Maxwell’s equations reduce, in a uniform layer and for the relevant polarization, to the first-order differential equation

$$\frac{d}{dz} \mathbf{v}(z) = iK \mathbf{v}(z),$$  \hspace{1cm} (S2)

where

$$K = \begin{pmatrix} 0 & \frac{\omega q^2}{\epsilon_{\|}} \\ \frac{\omega q^2}{\epsilon_{\perp}} & 0 \end{pmatrix}$$  \hspace{1cm} (S3)

and

$$q_z = \epsilon_{\perp} \sqrt{\frac{\omega^2}{\epsilon_{\perp}^2} \epsilon_{\|} - \epsilon_{\|} q^2}.$$  \hspace{1cm} (S4)

Here the optical constant of the material are in the form $\epsilon = \text{diag}(\epsilon_{\parallel}, \epsilon_{\perp}, \epsilon_{\perp})$, and $\mu = \text{diag}(\mu_{\parallel}, \mu_{\perp}, \mu_{\perp})$. $q$ is the in-plane wave vector, and the sign $\xi = \pm 1$ is chosen such that $\Im m[q_z] \geq 0$ and, in case $\Im m[q_z] = 0$, $\Re e[q_z] \geq 0$. The solution of (S2) in a uniform layer allows to relate the fields on the top of the layer to the ones at the bottom of the layer as

$$\mathbf{v}_{\text{top}} = M_{\text{layer}} \cdot \mathbf{v}_{\text{bottom}},$$  \hspace{1cm} (S5)

where $M_{\text{layer}}$ is the transfer matrix of the layer, which reads

$$M_{\text{layer}} = \exp[i\delta K] = \begin{pmatrix} \cos(q_z \delta) & i \sin(q_z \delta) \frac{\omega q}{\omega_{\text{av}}} \\ i \sin(q_z \delta) \frac{\omega_{\text{av}}}{\omega q} & \cos(q_z \delta) \end{pmatrix}.$$  \hspace{1cm} (S6)
is the transfer matrix of the layer, with \( \delta \) being the layer thickness.

A homogeneous layer supports two independent solutions corresponding to the two eigenvectors of \( K \) with corresponding eigenvalues \( \pm q_z \), corresponding to the upwards (downwards) propagating wave. The general solution reads

\[
v(z) = A_+ e^{iq_z z} \left( \frac{1}{\omega \epsilon q_z} \right) + A_- e^{-iq_z z} \left( - \frac{1}{\omega \epsilon q_z} \right)
\]  

(S7)

with \( A_\pm \) being the amplitudes of the two waves.

In a similar way the fields on the top and on the bottom of a two-dimensional conducting, non-magnetic sheet are connected by the boundary conditions on the electric and magnetic field. This relation can be expressed as

\[
v_{\text{top}} = M_{\text{sheet}} v_{\text{bottom}}.
\]  

(S8)

with \( M_{\text{sheet}} \) being the transfer matrix of a 2D sheet

\[
M_{\text{sheet}} = \begin{pmatrix} 1 & 0 \\ -\sigma^{2D} Z_0 & 1 \end{pmatrix}.
\]  

(S9)

The total transfer matrix of a structure composed of many layers and sheets is given by the matrix product of the individual layers

\[
M_{\text{structure}} = M_N \cdot M_{N-1} \cdots M_1.
\]

The reflection \( r \) and transmission \( t \) coefficients (for the electric field) can be obtained by imposing scattering boundaries. This means that above the structure the field is given by an incident wave propagating towards \(-z\) and a reflected wave propagating towards \(+z\), while underneath the structure there is only a transmitted wave propagating towards \(-z\). Making use of (S7) and relating the field on the top and bottom of the structure via the total transfer matrix we obtain

\[
\begin{pmatrix} 1 \\ -\omega \epsilon q_z \end{pmatrix} + r \begin{pmatrix} 1 \\ -\omega \epsilon q_z \end{pmatrix} = t M_{\text{structure}} \begin{pmatrix} 1 \\ -\omega \epsilon q_z \end{pmatrix} = t \begin{pmatrix} a \\ b \end{pmatrix},
\]  

(S10)

where the superscripts \( T \) and \( B \) denote the medium that is on the top and on the bottom of the structure.

In the same way after adding a new element to the structure characterized by a transfer matrix \( M' \) we can obtain the modified reflection and transmission coefficients \( r' \) and \( t' \) from

\[
\begin{pmatrix} 1 \\ -\omega \epsilon q_z \end{pmatrix} + r' \begin{pmatrix} 1 \\ -\omega \epsilon q_z \end{pmatrix} = t' M' \cdot M_{\text{structure}} \begin{pmatrix} 1 \\ -\omega \epsilon q_z \end{pmatrix} = t' \begin{pmatrix} a' \\ b' \end{pmatrix}.
\]  

(S11)

We can then relate \( r' \) to \( r \) by comparing (S10-S11) and using

\[
\frac{a'}{b'} = \frac{M'_{11} b + M'_{12}}{M'_{22} + M'_{21} b}.
\]  

(S12)

from which we obtain

\[
\frac{r'}{r} = \frac{1}{2} \left( \frac{M'_{11} + M'_{22} - \omega \epsilon M'_{12} + \omega \epsilon M'_{21}}{M'_{11} + M'_{22} - \omega \epsilon M'_{12} - \omega \epsilon M'_{21}} \right) + r^{-1} \frac{1}{2} \left( M'_{11} - M'_{22} - \frac{\omega \epsilon M'_{12} + \omega \epsilon M'_{21}}{\omega \epsilon q_z} \right).
\]  

(S13)

This equation holds in general and relates the reflection coefficient in the presence of the additional layer \( r' \) to the original reflection coefficient of the structure \( r \). Specializing (S13) to a two-dimensional sheet with \( M' \) given by (S9) yields Eq. (1) of the main text

\[
\frac{r'}{r} = \frac{1 - S - Sr^{-1}}{1 + S + rS},
\]  

(S14)

with

\[
S = \frac{cZ_0 \sigma^{2D} q_z^T}{2\omega \epsilon q_z},
\]  

(S15)

that reduces to Eq. (2) of the main text if the material on top of the structure is vacuum.
For a 3D layer with a finite thickness $\delta$ the transfer matrix $M'$ is given by (S6) and the general formula (S13) reduces to

$$
\frac{r'}{r} = \frac{1 - S \left[ 1 + \left( \frac{q_z e \delta}{\omega \epsilon_z} \right)^2 \right] - S r^{-1} \left[ 1 - \left( \frac{q_z e \delta}{\omega \epsilon_z} \right)^2 \right]}{1 + S \left[ 1 + \left( \frac{q_z e \delta}{\omega \epsilon_z} \right)^2 \right] + r S \left[ 1 - \left( \frac{q_z e \delta}{\omega \epsilon_z} \right)^2 \right]},
$$

(S16)

with $S$ given by

$$
S = -i \frac{1}{2} \tan(q_z e \delta) \frac{q_z^2 \epsilon_z}{q_z \epsilon_z^2}.
$$

(S17)

When near-field is concerned ($q \gg \omega/c$) and for an isotropic, non-magnetic material, with optical conductivity $\sigma$ that is sufficiently large ($|\sigma| \gg \omega \epsilon_0$, as it is the case for metals below their plasma frequency) the quantities in square brackets in (S16) are close to one, recovering the same form of (S14). If moreover the thin-film condition $|q_z| \delta \ll 1$ is fulfilled (and again $|\sigma| \gg \omega \epsilon_0$) Eq. (S17) also reduces to Eq. (S15) with a 2D conductivity given by $\sigma^{2D} = \delta \sigma$.

### III. ENERGY BAND STRUCTURE OF WSe$_2$

To calculate the electronic structure of the WSe$_2$ trilayer, we employ the Atomic Simulation Recipe (ASR) framework with GPAW as the electronic structure code.$^{5,1,2}$ To obtain the atomic structure, we start from the relaxed WSe$_2$ monolayer downloaded from the C2DB database.$^{53,54}$, which we stack three copies of in the optimal 2H-stacking configuration. Subsequently, the structure is relaxed using the PBE-D3 scheme to account for van der Waals interactions.$^{55}$ We then perform a ground state calculation. The calculations were performed in plane-wave mode with a energy cut-off of 800 eV on a $\Gamma$-point centered $K$-point grid with a density of 12000 points/$\AA^2$. Spin-orbit coupling was included perturbatively. Based on the ground state calculation, we can obtain the electronic band structure, the effective masses of both electrons and holes, and the density of states, using the ASR bandstructure recipe, the ASR effective masses recipe, and the ASR pdos recipe respectively.

We find an electronic band gap of 1.05 eV. The effective mass of the valence band maximum is isotropic at 0.36 electron masses, $m_e$, and the effective mass of the conduction band is anisotropic with an effective mass of 0.46 $m_e$ in the fast direction and 0.58 $m_e$ in the slow direction. Based on the calculated density of states, we can estimate the effective density of states at the conduction band edge, $N_c$, and valence band edge, $N_v$,

$$
N_v = \int_{-\infty}^{E_v} dE \text{DOS}(E) \text{exp}[(E - E_v)/(kT)] = 1.3 \cdot 10^{17} \text{states} \cdot \text{m}^{-2},
$$

(S18)

$$
N_c = \int_{E_c}^{\infty} dE \text{DOS}(E) \text{exp}[-(E - E_v)/(kT)] = 2.2 \cdot 10^{17} \text{states} \cdot \text{m}^{-2}.
$$

(S19)

To model the gating efficiency of our WSe$_2$ gate we approximate the density of states with two constants $g_v/c$, below and above the gap respectively, chosen to reproduce the calculated effective densities of stats. These read

$$
g_v = N_v/(kBT) = 4.9 \cdot 10^{18} \text{states} \cdot \text{m}^{-2} \cdot \text{eV}^{-1},
$$

(S20)

$$
g_c = N_c/(kBT) = 8.5 \cdot 10^{18} \text{states} \cdot \text{m}^{-2} \cdot \text{eV}^{-1}.
$$

(S21)

### IV. CARRIER DENSITY IN GRAPHENE AS A FUNCTION OF THE TOP AND BOTTOM GATE VOLTAGES

Here we derive a minimal model, based on electrostatics and equilibrium of electrochemical potential, to calculate the density of carriers in graphene as a function of the top and bottom gate voltages. The main source of deviation from a purely electrostatic behavior is the quantum capacitance of the WSe$_2$ that becomes very small when the chemical potential is pushed deeply inside the gap due to the vanishing density of states, hence dominating over all the other capacities (that are summed in series).

In this simplified model we consider both bilayer graphene (BLG) and few-layer WSe$_2$ as perfectly two-dimensional materials neglecting the electrostatic potential drop between the different layers. To be consistent with this assumption we also neglect the modification of the BLG band structure due to the presence of an out-of-plane field and the corresponding gap-opening.
Fig. S2 | Left: density of states for a 2H-stacked trilayer of WSe$_2$. Blue and orange lines represent the approximate densities of states of the valence and conduction band respectively used in the actual modeling of the gating response. Right: DFT calculated electronic band structure for a 2H-stacked trilayer of WSe$_2$ in the relevant energy range along the $\Gamma\text{MK}\text{F}$ contour.

A. Electrostatics

We start by solving the Poisson equation in our structure. Neglecting edge effects this reads (in International System units)

$$- \frac{\partial}{\partial z} [ \varepsilon_0 \varepsilon_\perp(z) \frac{\partial \phi(z)}{\partial z}] = \rho(z),$$

(S22)

where $\phi(z)$ is the electrostatic potential as a function of the out-of plane coordinate $z$, $\rho(z)$ is the density of charges not bound in dielectrics, $\varepsilon_0 \approx 8.85 \times 10^{-12}$ F/m is the vacuum permittivity, and $\varepsilon_\perp(z)$ is the relative dielectric permittivity of the structure. This is given by (See Fig. S3)

$$\varepsilon_\perp(z) = \begin{cases} \varepsilon_{\text{SiO}_2} \approx 4.1 & -t_2 < z < t_2 \\ \varepsilon_{\text{hBN}} \approx 3.5 & t_2 < z < t_3. \end{cases}$$

(S23)

Since no free charge is hosted in the dielectrics we can write the charge density as

$$\rho(z) = \rho_{\text{WSe}_2} \delta(z - t_3) + \rho_{\text{BLG}} \delta(z) + \rho_{\text{Si}} \delta(z + t_1 + t_2).$$

(S24)

Note that in writing (S24) we have neglected the charge density that can build up at the hBN-SiO$_2$ interface due to photodoping. This contribution is difficult to quantify and only results in a rigid shift of the BLG carrier density. Since the device is overall neutral the three surface charge densities sum to zero

$$\rho_{\text{WSe}_2} + \rho_{\text{BLG}} + \rho_{\text{Si}} = 0.$$  

(S25)

Under the condition of vanishing electric field for $z > t_3$ and $z < -t_1 - t_2$, Eq. (S22) can be solved yielding a continuous, piecewise linear function

$$\phi(z) = \begin{cases} \phi_{\text{WSe}_2} \frac{z}{t_3} + \phi_{\text{BLG}} \frac{z-t_2}{t_3} & 0 < z < t_3 \\ \phi_{\text{BLG}} \frac{z-t_2}{t_3} + \phi_{\text{hBN}} \frac{z}{t_3} & -t_2 < z < 0 \\ \phi_{\text{hBN}} \frac{z-t_2}{t_3} + \phi_{\text{Si}} \frac{z-t_2}{t_3} & -t_1 - t_2 < z < -t_2. \end{cases}$$

(S26)
where the values of the electrostatic potential at the interfaces are given by

\[ \phi_{WSe_2} = \frac{\rho_{WSe_2}}{C_T} \] \hspace{1cm} (S27)
\[ \phi_{BLG} = 0 \] \hspace{1cm} (S28)
\[ \phi_1 = \frac{\rho_{Si} t_2}{\epsilon_0 \epsilon_{hBN}} \] \hspace{1cm} (S29)
\[ \phi_{Si} = \frac{\rho_{Si}}{C_B}. \] \hspace{1cm} (S30)

Here, we specified the overall additive constant by requiring the electrostatic potential to vanish at the position of the BLG layer, while the two capacities are given by

\[ C_T = \frac{\epsilon_0 \epsilon_{hBN}}{t_3} \approx 7.7 \text{ mF/m}^2 \] and
\[ C_B = \left[ \frac{\epsilon_0 \epsilon_{hBN}}{t_2} - 1 + \frac{\epsilon_0 \epsilon_{SiO_2}}{t_1} - 1 \right] \approx 0.12 \text{ mF/m}^2. \]

### B. Quantum capacitances

The equilibrium conditions between the different layers are expressed in terms of the electrochemical potential \( \Phi \). This is defined for each layer as

\[ -e \Phi_\alpha = -e \phi_\alpha + \mu_\alpha, \] \hspace{1cm} (S31)

where \( \alpha = WSe_2, BLG, Si \) and \( \mu_\alpha \) is the chemical potential measured from the vacuum level. We therefore need a relation between the charge density and the chemical potential in each layer.

In silicon, due to the large density of states we can neglect the shift in chemical potential due to the induced charge density and the chemical potential stays at a fixed value given by the negative of the Silicon work function \( W_{Si} \), i.e.

\[ \mu_{Si} \approx -W_{Si}. \] \hspace{1cm} (S32)

In BLG the charge density can be expressed as

\[ \rho_{BLG} = -e(n_{BLG} - \overline{n}_{BLG}), \] \hspace{1cm} (S33)

where \( n_{BLG} \) is the density of mobile carriers that determines the plasmon dispersion and \( \overline{n}_{BLG} \) is the residual charge density that is left in BLG when the Fermi level is at the Dirac point due to impurity doping. Approximating the first valence and conduction bands of BLG as parabolic bands yields an energy independent density of states in the vicinity of the Dirac point given by

\[ g \approx \frac{2 m^*}{\pi \hbar^2} \] with \( m^* \approx 0.046 m_e \), \( m_e \) being the bare electron mass. This allows us to calculate \( n_{BLG} \) as

\[ n_{BLG} = g \left[ I(\mu_{BLG} - E_D, k_B T) - I(-\mu_{BLG} + E_D, k_B T) \right] = g(\mu_{BLG} - E_D), \] \hspace{1cm} (S34)

where \( E_D \approx -4.5 \text{ eV} \) is the energy of the Dirac point of BLG measured from the vacuum level, and

\[ I(\mu, k_B T) = \int_0^\infty \frac{dE}{1 + \exp[(E - \mu)/(k_B T)]} = k_B T \ln \left( 1 + e^{\frac{\mu}{k_B T}} \right) \approx 1 \left\{ \begin{array}{ll} \mu & \mu > 0 \\ k_B T e^{\frac{\mu}{k_B T}} & \mu < 0. \end{array} \right. \] \hspace{1cm} (S35)
Imposing that BLG is electrically neutral when the chemical potential equals the negative of the work function of isolated BLG \( \overline{W}_{BLG} \) (in the following bars will denote quantities related to the isolated materials) we obtain

\[-e g \overline{W}_{BLG} - E_D + e \overline{n}_{BLG} = 0, \tag{S36}\]

that we can use to eliminate \( E_D \) in \( (S34) \). Solving for the chemical potential gives

\[\mu_{BLG} = -\overline{W}_{BLG} + \frac{e^2}{C_Q} (n_{BLG} - \overline{n}_{BLG}), \tag{S37}\]

where \( C_Q = e^2 g \approx 62 \text{ mF/m}^2 \) is the quantum capacitance of BLG.

Similarly, in WSe\(_2\) we can write the charge density as

\[\rho_{WSe_2} = -e (n_{WSe_2} - e \overline{n}_{WSe_2}), \tag{S38}\]

where \( n_{WSe_2} \) is the number of mobile carriers in the bands (electrons-holes) and \( e \overline{n}_{WSe_2} \) is a residual charge density due to doping. Again, approximating the relevant bands with an effective mass we get constant densities of states in the conduction and valence bands \( g_{C/V} \) (using values from Eq. S20), and the carrier density can be calculated according to

\[n_{WSe_2} \mu_{WSe_2} = g_c I (\mu_{WSe_2} - E_c, k_B T) - g_v I (E_v - \mu_{WSe_2}, k_B T), \tag{S39}\]

where \( E_{C/V} \) are the edges of the conduction/valence band edges measured from the vacuum level. Imposing charge neutrality when the chemical potential equals minus the work function of isolated WSe\(_2\) gives

\[n_{WSe_2} = g_c I (\overline{W}_{WSe_2} - E_c, k_B T) - g_v I (E_v + \overline{W}_{WSe_2}, k_B T). \tag{S40}\]

In the following we will express the chemical potential of WSe\(_2\) in terms of a deviation \( \Delta \overline{\mu}_{WSe_2} \) from its value in pristine WSe\(_2\), i.e.

\[\mu_{WSe_2} = -\overline{W}_{WSe_2} + \Delta \overline{\mu}_{WSe_2}. \tag{S41}\]

C. Equilibrium of electrochemical potential

The voltage source connected at the bottom gate fixes the electrochemical potential difference between BLG and silicon to be

\[\Phi_{SI} - \Phi_{BLG} = V_B, \tag{S42}\]

substituting \( (S30-S32-S28-S37) \) we can solve for the silicon surface charge density

\[\rho_{SI} = C_B \left( V_B - \overline{V}_B - e \frac{n_{BLG} - \overline{n}_{BLG}}{C_Q} \right), \tag{S43}\]

where \( \overline{V}_B = (W_{SI} - \overline{W}_{BLG})/e \).

In a similar way we can write for the top-gate voltage

\[\Phi_{WSe_2} - \Phi_{BLG} = V_T, \tag{S44}\]

and, substituting \( (S27-S41-S28-S37) \), solve for the WSe\(_2\) charge density

\[\rho_{WSe_2} = C_T \left( V_T - \overline{V}_T + \frac{\Delta \overline{\mu}_{WSe_2}}{e} + e \frac{n_{BLG} - \overline{n}_{BLG}}{C_Q} \right). \tag{S45}\]

Here, \( \overline{V}_T = (\overline{W}_{WSe_2} - \overline{W}_{BLG})/e \).

Substituting \( (S33-S43-S45) \) into the charge neutrality condition \( (S25) \) gives

\[\left( 1 + \frac{C_T}{C_Q} + \frac{C_B}{C_Q} \right) e (n_{BLG} - \overline{n}_{BLG}) = C_T (V_T - \overline{V}_T) + C_B (V_B - \overline{V}_B) + \frac{C_T}{e} \Delta \overline{\mu}_{WSe_2}, \tag{S46}\]

that, together with the equation obtained by eliminating \( \rho_{WSe_2} \) from \( (S38) \) and \( (S45) \),

\[-e n_{WSe_2} [-\overline{W}_{WSe_2} + \Delta \overline{\mu}_{WSe_2}] + e \overline{n}_{WSe_2} = C_T \left( V_T - \overline{V}_T + \frac{\Delta \overline{\mu}_{WSe_2}}{e} - e \frac{n_{BLG} - \overline{n}_{BLG}}{C_Q} \right), \tag{S47}\]
constitutes a system of two non-linear equations in the two variables $n_{BLG}$ and $\Delta \bar{\mu}_{WSe_2}$ that can be solved numerically.

However, before solving these equations we exploit the fact that $C_Q \gg C_T, C_B$ and take the limit $C_Q \to \infty$. This gives

$$e(n_{BLG} - \bar{n}_{BLG}) = C_T(V_T - \bar{V}_T) + C_B(V_B - \bar{V}_B) + \frac{C_T}{e} \Delta \bar{\mu}_{WSe_2};$$  \hfill (S48) 

$$-en_{WSe_2}[-\bar{W}_{WSe_2} + \Delta \bar{\mu}_{WSe_2}] + e\bar{n}_{WSe_2} = C_T \left(V_T - \bar{V}_T + \frac{\Delta \bar{\mu}_{WSe_2}}{e} \right).$$  \hfill (S49) 

Note that in this approximation the second equation (S49) does not depend on $V_B$.

To simplify the analysis of experimental results it is useful to use as a reference in our equations the zero bias situation ($V_B = V_T = 0$) instead of the flat vacuum level situation ($V_B = \bar{V}_B$, $V_T = \bar{V}_T$). This can be done by defining $\Delta \bar{\mu}_{WSe_2}^0$ as the solution of

$$-en_{WSe_2}[-\bar{W}_{WSe_2} + \Delta \bar{\mu}_{WSe_2}^0] + e\bar{n}_{WSe_2} = C_T \left(-\bar{V}_T + \frac{\Delta \bar{\mu}_{WSe_2}^0}{e} \right).$$  \hfill (S50) 

Subtracting (S50) from (S49), and defining $W_{WSe_2}^0 = \bar{W}_{WSe_2} - \Delta \bar{\mu}_{WSe_2}^0$, and $\Delta \mu_{WSe_2} = \Delta \bar{\mu}_{WSe_2} - \Delta \bar{\mu}_{WSe_2}^0$, gives our final equation for the chemical potential shift $\Delta \mu_{WSe_2}$

$$n_{WSe_2}[\Delta \mu_{WSe_2} - W_{WSe_2}^0] - n_{WSe_2}[-W_{WSe_2}^0] = -\frac{C_T}{e} \left(V_T + \frac{\Delta \mu_{WSe_2}}{e} \right).$$  \hfill (S51) 

The result can be then fed into

$$n_{BLG} = \frac{C_B(V_B - \bar{V}_B)}{e} + C_T V_T + \frac{C_T \Delta \mu_{WSe_2}[V_T]}{e^2},$$  \hfill (S52) 

that is derived from (S48) by defining $n_{BLG}^0 = \bar{n}_{BLG} - C_B \bar{V}_B/e - C_T \bar{V}_T/e + C_T \mu_{WSe_2}^0/e^2$, $V_D = -en_{BLG}/C_B$. Note that $\Delta \mu_{WSe_2}[V_T = 0] = 0$.

**D. Solution of Eqs. (S51-S52)**

To solve Eq. (S51) for $\Delta \mu_{WSe_2}$ as a function of $V_T$ requires in general the use of a numerical root finding method. However, it is instructive to look at the zero temperature limit where an analytical solution can be derived. Making use of (S35) the left hand side of (S51) simplifies, at zero temperature, to

$$n_{WSe_2}[\Delta \mu_{WSe_2} - W_{WSe_2}^0] - n_{WSe_2}[-W_{WSe_2}^0] = \begin{cases} 8\bar{V} (\Delta \mu_{WSe_2} + e\bar{V}) & \Delta \mu_{WSe_2} < -e\bar{V} \\ 0 & -e\bar{V} \leq \Delta \mu_{WSe_2} \leq -eC \\ 8\bar{C} (\Delta \mu_{WSe_2} + e\bar{C}) & \Delta \mu_{WSe_2} > -eC, \end{cases}$$  \hfill (S53) 

where $V_C = -(E_C + W_{WSe_2}^0)/e$ and $V_D = -(E_V + W_{WSe_2}^0)/e$.

This expression is plotted in Figure (S4) as dashed line together with the right-hand side of (S51) calculated for three different values of $V_T$. The solution can be obtained by the intersection of the two curves and gives, in the zero temperature limit, a piecewise linear function

$$\Delta \mu_{WSe_2}[V_T] = \begin{cases} -eC - e\bar{V}\frac{C_T}{eC} \approx -eC & V_T < V_C \\ -eV_T \frac{C_T}{eC} \approx -eV & V_C \leq V_T \leq V_V \\ -eV_T - e\bar{V}\frac{C_T}{eC} \approx -eV & V_T > V_V. \end{cases}$$  \hfill (S54) 

where we made use of $e^2 g_{C,V} \gg C_T$. Figure (S4) also shows the finite-temperature curve showing that at finite temperature solution is always closer to zero than the zero-temperature one. We can then compare the full numerical result with the analytical, zero-temperature approximation. These are shown in Figure (S5). We see that the numerical and the analytical solutions agree qualitatively, showing a linear behavior for values of the top-gate voltage inside the WSe$_2$ gap and saturations at the conduction and valence band edges. However, finite temperature effects significantly reduces the value of $\Delta \mu_{WSe_2}$. From (S52) we can calculate the shift in density produced by the application of $V_T$, again, in the zero temperature limit,
**Fig. S4** | Graphical solution of Eq. (S51). The tick blue curve represents the left hand side of (S51) evaluated at room temperature $k_B T = 0.026\text{eV}$. The thin red lines represent the right hand side of (S51) for three different values of $V_T$. The dashed blue curve represents the left hand side of (S51) evaluated at zero temperature.

**Fig. S5** | Solution of Eq. (S51). The thick blue line represents $\Delta \mu_{\text{WSe}_2}$ as a function of $V_T$ calculated by solving numerically (S51). The blue dashed line represents the zero-temperature solution (S54).

This gives

$$\delta n_{\text{BLG}} = n_{\text{BLG}} - n_{\text{BLG}}^0 = \frac{C_B V_B}{e} = \frac{C_T}{e} \times \begin{cases} V_T - V_C & V_T < V_C \\ V_C & V_C \leq V_T \leq V_V \\ V_T - V_V & V_T > V_V. \end{cases}$$

(S55)

And we compare the analytical solution with the full numerical solution and experimental data in Figure (S6).

**Fig. S6** | Carrier density induced by the application of a top-gate voltage. Dots are experimental data, the thick blue curve is the full numerical solution while the dashed blue curve corresponds to the analytical zero-temperature solution.
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