Parameterization of basal friction near grounding lines in a one-dimensional ice sheet model
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Abstract. Ice sheets and ice shelves are linked by the transition zone, the region where flow dominated by vertical shear stress makes a transition to flow dominated by extensional stress. Adequate resolution of the transition zone is necessary for numerically accurate ice sheet–ice shelf simulations. The required resolution depends on how the basal physics is parameterized. We propose a new, simple parameterization of the effective pressure near the grounding line, combined with an existing friction law linking effective pressure to basal stress and sliding, in a one-dimensional, fixed-grid, vertically integrated model. This parameterization represents connectivity between the basal hydrological system and the ocean in the transition zone. Our model produces a smooth transition between finite basal friction in the ice sheet and zero basal friction in the ice shelf. In a set of experiments based on the Marine Ice Sheet Model Intercomparison Project (MISMIP), we show that with a smoother basal shear stress, the model yields accurate steady-state results at a fixed-grid resolution of ∼1 km.

1 Introduction

Antarctica’s contribution to sea level rise has increased in the past decade. While the contribution of the East Antarctic Ice Sheet (EAIS) remains steady, mass loss from the West Antarctic Ice Sheet (WAIS) has more than doubled (Velicogna, 2009; Rignot et al., 2011). Theoretical models suggest that marine ice sheets like WAIS are susceptible to instabilities when they lie on bedrock that slopes upward in the direction of ice flow (Weertman, 1974; Schoof, 2007a). If these instabilities are triggered, mass loss will accelerate, exacerbating future sea-level rise and potentially leading to WAIS collapse (Vaughan and Spouge, 2002; Joughin and Alley, 2011). For this reason it is important to understand the dynamic processes that drive ice sheets in the region.

The glaciology community has developed many ice-sheet models of varying complexity. Stokes models (Durand et al., 2009; Favier et al., 2012), which include all components of the stress tensor, are the most accurate of the widely used ice-flow models. However, they can be impractical at continental scales because of their large computational cost, especially in three dimensions. By neglecting terms in the stress tensor, modelers have derived and applied several simpler, computationally cheaper approximations to the Stokes equations, including the first-order model (Pattyn, 2003; Perego et al., 2012), the so-called L1L2 model (Hindmarsh, 2004; Schoof and Hindmarsh, 2010; Cornford et al., 2013), the shallow-ice approximation (Rutt et al., 2009), the shallow-shelf approximation (MacAyeal, 1989; Schoof, 2007a), and hybrid models that combine the shallow-ice and shallow-shelf approximations (Bueler and Brown, 2009; Pollard and DeConto, 2012). Shallow-ice models do not include extensional stresses and therefore cannot accurately represent shelf flow. Even the more accurate flow approximations require very fine resolution (<1 km) in the transition zone (the region where
ice-sheet flow dominated by vertical shear stress transitions to ice-shelf flow dominated by extensional stress) in order to obtain numerically accurate ice-sheet–ice shelf simulations (Durand et al., 2009; Cornford et al., 2013).

Several studies have investigated the effects of different friction laws on ice dynamics using one-dimensional, depth-integrated models (Muszynski and Birchfield, 1987; MacAyeal, 1989; Schoof, 2007a). Vieli and Payne (2005) and Schoof (2007a) prescribed a discontinuous friction law across the grounding line where the ice loses contact with the bed. In these models the friction is nonzero in the ice sheet, but abruptly falls to zero at the grounding line. These models have the drawback that very high grid resolution near the grounding line is required for convergence. In models with fixed grids, a tolerance of a few kilometers in the grounding-line location requires a resolution on the order of tens to hundreds of meters (Durand et al., 2009; Gladstone et al., 2010a, b; Cornford et al., 2013), which is computationally prohibitive for large-scale simulations. This requirement was confirmed by the Marine Ice Sheet Model Intercomparison Project (MISMIP, Pattyn et al., 2012) which used the same basal friction law as in Schoof (2007a). In this project, participants using a variety of fixed-grid models found that the errors in grounding-line position were unacceptably high (100 km or more) at resolutions that were computationally feasible in three-dimensional models (∼1 km).

One way to reduce the computational cost is to use adaptive mesh refinement (Goldberg et al., 2009; Gladstone et al., 2010b; Cornford et al., 2013), i.e., to subdivide the horizontal mesh near features where high resolution is needed. Durand et al. (2009) investigated this approach in a Stokes model with the basal friction law of Schoof (2007a). They performed a set of experiments based on the MISMIP experiments with the goal of reaching steady state when using very high resolution near the grounding line. Even with grid resolution of 30 m in the transition zone, they found differences in the grounding-line position over an advance-and-retract cycle of ∼2 km, whereas theoretical arguments predict that there should be no difference.

In order to reduce the need for high resolution near the grounding line, Pattyn et al. (2006) proposed a smooth basal-friction parameter that decays exponentially to zero as the ice flows across the grounding line into the ice shelf. This approach gave promising results, as the transition zone could be partially resolved even at 12.5 km grid resolution. However, the model introduced an arbitrary length scale of exponential decay, and the basal friction remained nonzero (though small) in the ice shelf. Gladstone et al. (2012) showed that the need for high resolution could also be relaxed by decreasing the value of the basal drag coefficient, the ice softness, channel width (when buttressing is included in the model), or by steepening the slope of the bedrock topography. Pattyn et al. (2006) and Gladstone et al. (2010a) also showed that higher-order interpolation at the grounding line, where the grounded ice sheet meets the floating ice shelf, could greatly reduce the error in the grounding-line position, implying convergence at coarser resolution.

In the case of rapidly sliding ice streams, basal resistance is controlled by the underlying water-laden plastic till (Tulaczyk et al., 2000a, b; van der Wel et al., 2013). The presence of liquid water lowers the effective pressure at the ice base, leading to reduced basal friction (Tulaczyk et al., 2000b; Carter and Fricker, 2012; van der Wel et al., 2013), an effect not accounted for in many ice sheet models. Recent observations confirm the existence of basal drainage channels that connect subglacial lake systems (Wingham et al., 2006; Fricker et al., 2009). Some of these drainage systems are found near grounding lines (Fricker and Scambos, 2009; Carter and Fricker, 2012), meaning that they are likely to connect to the ocean (Le Brocq et al., 2013). In a detailed hydrology/till model, van der Wel et al. (2013) found that subglacial conduits can extend to the grounding line if sufficient water is available from local melting and upstream transport. They concluded that the Kamb Ice Stream currently does not have conduit systems but that the Rutford Ice Stream is connected to the ocean via a permanent conduit system. Cuffey and Paterson (2010, p. 283) suggested that a free connection between subglacial water and the ocean is likely near the grounding line, though not plausible at 50 or 100 km upstream.

Several previous models have included the effect of basal water pressure or meltwater depth in their friction laws. Bueler and Brown (2009) assumed plastic flow with a yield stress proportional to the effective pressure $N$ (the difference between the ice overburden pressure and the basal water pressure). They parameterized basal water pressure as a linear function of water depth, with a maximum value equal to 95 % of overburden pressure. Pimentel et al. (2010) used the friction law of Schoof (2005), which predicts a basal shear stress proportional to $N$ in the limit of fast flow and small $N$. They treated basal water pressure as a nonlinear function of water depth, capped at the overburden pressure. Martin et al. (2011) assumed plastic flow with a yield stress proportional to $N$, with basal water pressure prescribed to be 96 % of overburden pressure under the marine portion of the Antarctic Ice Sheet (including close to grounding lines). This parameterization reduced but did not eliminate the discontinuity in basal friction at the grounding line.

The earlier models of Budd et al. (1979) and Budd and Jenssen (1989) included the effect of hydrological connectivity between basal channels and the ocean. These models assumed that the basal water pressure is equal to the ocean pressure at the same depth, or equivalently, that the effective pressure is proportional to the thickness above flotation. This implies $N = 0$ at the grounding line, where the ice begins to float. Although Schoof (2005) later showed that the friction law in Budd et al. (1979) and Budd and Jenssen (1989) was unphysical, the parameterization of $N$ as a function of thickness above flotation inspired our own study.
In this paper we propose a new treatment of effective pressure near the grounding line, combined with an established friction law (Schoof 2005) linking basal stress and sliding to the effective pressure. In Sect. 2 we present our one-dimensional, vertically integrated flowline model, including the new parameterization. We also discuss mathematical limits of the basal friction law and the numerical methods used for our simulations. In Sect. 3 we show simulation results with different values of the effective-pressure parameter $p$ for different bedrock topographies. In Sect. 4 we discuss the limitations of the model and the implications for future development of three-dimensional ice-sheet models. Sect. 5 summarizes the main results. A more detailed description of the numerical method is provided in Appendix C.

2 Model

The shallow-shelf flowline model presented in this paper, which is similar to the model of Schoof (2007a), is one-dimensional, symmetric and depth-integrated. It is intended to represent the motion of a transversely and vertically averaged ice stream. It includes the effect of three stress terms: the longitudinal stress ($\tau_l$), the basal stress ($\tau_b$), and the driving stress ($\tau_d$). The model neglects lateral shear (and therefore buttressing) and vertical shear, and thus is best used to simulate fast-flowing ice streams. While additional physics would be required to model realistic ice sheets, our model is a simple, computationally efficient tool for idealized studies of grounding-line dynamics.

2.1 Model equations

The model consists of an equation for the evolution of ice thickness (conservation of mass) and a vertically integrated stress-balance equation:

$$H_t + (uH)_x = a,$$  \hspace{1cm} (1)

$$H \tau_l + \tau_b + \tau_d = 0,$$  \hspace{1cm} (2)

where subscripts $x$ and $t$ denote partial derivatives (e.g., $H_t \equiv \frac{\partial H}{\partial t}$). The ice thickness $H$, ice velocity $u$, and other important model variables are defined in Table 1. Table 2 gives the value of the accumulation rate $a$ and other model parameters. The longitudinal stress $\tau_l$ is vertically averaged, so that $H \tau_l$ is the vertically integrated stress. Derivations of Eqs. (1) and (2) can be found in Muszynski and Birchfield (1987) and MacAyeal (1989). From Schoof (2007a), the longitudinal- and driving-stress terms are

$$(H \tau_l)_x = \left[ 2 \lambda^{-\frac{1}{2}} H |u_x|^{\frac{1}{2}} - 1 u_x \right]_x,$$  \hspace{1cm} (3)

$$\tau_d = -\rho_i g H s_x.$$  \hspace{1cm} (4)

In Eq. (3), the stress $\tau_l$ includes the nonlinear viscosity given by Glen’s flow law, where $\lambda$ is the depth-averaged ice softness and $n$ is the Glen’s flow exponent. In Eq. (4), $\tau_d$ is the gravitational stress that drives ice flow in the direction of decreasing surface elevation, where $\rho_i$, $g$ and $s_x$ are ice density, gravitational acceleration and ice surface slope, respectively.

Equations (1)–(4) apply to both the ice sheet and the ice shelf. The surface elevation $s$ is computed differently in the two regions – from the bedrock elevation and ice thickness in the ice sheet, and from exact flotation in the ice shelf:

$$s = \left\{ \begin{array}{ll}
H - b & x < x_g, \\
(1 - \frac{\rho_i}{\rho_w}) H & x \geq x_g.
\end{array} \right.$$  \hspace{1cm} (5)

where $b$ is the bedrock elevation and $\rho_w$ is the seawater density. We adopt the convention of Schoof (2007a) that $b$ is positive below sea level.

Basal stress beneath ice shelves is zero everywhere. Under the ice sheet, the basal-friction law takes the form given in Schoof (2005):

$$\tau_b = C|u|^\frac{1}{2} - 1 u \left( \frac{m_{max}}{\lambda_{max} A_b} |u| + N \right) \frac{1}{2},$$  \hspace{1cm} (6)

where $C$ is the constant shear stress factor defined in Schoof (2007a), the effective pressure $N \equiv p_i - p_w$ is the difference between the overburden pressure $p_i \equiv \rho_i g H$ and the basal water pressure $p_w$, $A_b$ is the ice softness at the bed chosen based on an ice temperature of $-2^\circ C$, and $\lambda_{max}$ and $m_{max}$ are the wavelength of bedrock bumps and the maximum bed obstacle slope, respectively. These last two parameters represent bedrock roughness at scales too small to be resolved in the model. As we will discuss further in Sect. 2.2, Eq. (6) was proposed in Schoof (2005) as an ad hoc nonlinear extension of the linear friction law ($n = 1$) with the appropriate behavior in the limits of both slow-flowing, thick ice in the ice-sheet interior and more rapidly sliding, thinner ice near grounding lines. Gagliardini et al. (2007) numerically validated this ad hoc formulation as a limiting case of their own friction law. We have modified the notation from Schoof (2005) to match that of Schoof (2007a) in the limit of slow flow and large effective pressure.

We assume the ice sheet to be symmetric at the ice divide, the origin of the domain, leading to the following boundary conditions:

$$u = 0 \hspace{1cm} \text{at} \hspace{1cm} x = 0,$$  \hspace{1cm} (7)

$$(H - b)_x = 0 \hspace{1cm} \text{at} \hspace{1cm} x = 0,$$  \hspace{1cm} (8)

Table 1. Model variables.

| Variables | Units | Definition |
|-----------|-------|------------|
| $H$ | km | Ice thickness |
| $u$ | m a$^{-1}$ | Ice velocity |
| $b$ | km | Ice sheet bed elevation, positive downward |
| $s$ | km | Surface elevation |
| $x_g$ | km | Horizontal grounding line position |
At the grounding line, the requirement of exact flotation leads to the boundary condition
\[ H = \frac{\rho_w}{\rho_i} b \quad \text{at} \quad x = x_g. \] (9)
Combining Eqs. (2)–(5), the stress balance in the ice shelf is given by
\[ \left[ 2\tilde{A}^{-\frac{1}{2}} H|u_x|^\frac{1}{2} - 1 u_x \right]_x - \rho_i \left( 1 - \frac{\rho_i}{\rho_w} \right) g H H_x = 0. \] (10)
At the calving front the ice shelf is subject to the ocean back pressure, \( \rho_w = -\rho_w g z \), between the ice shelf base, \( z = (\rho_i/\rho_w) H \), and sea level, \( z = 0 \). The ocean pressure partially (but not completely) balances the hydrostatic pressure of the ice, \( \rho_i = -\rho_i g (z - s) \). The force on the ice shelf due to the difference in hydrostatic pressure between the ice shelf and the ocean is
\[ f_p(x_c) = \rho_i g (z - s) d z - \int_0^{-(\rho_i/\rho_w) H} -\rho_w g z d z \]
\[ = \frac{1}{2} \left( 1 - \frac{\rho_i}{\rho_w} \right) g H^2. \] (11)
The force on the calving face due to longitudinal (viscous) stress must compensate for this imbalance in hydrostatic pressure:
\[ 2\tilde{A}^{-\frac{1}{2}} H|u_x|^\frac{1}{2} - 1 u_x = \frac{1}{2} \rho_i \left( 1 - \frac{\rho_i}{\rho_w} \right) g H^2 \quad \text{at} \quad x = x_c. \] (12)
Following Schoof (2007a), we integrate Eq. (10) from the calving front \((x = x_c)\) to the grounding line \((x = x_g)\), and use Eq. (12) to show that the same condition holds at the grounding line as at the calving front:
\[ 2\tilde{A}^{-\frac{1}{2}} H|u_x|^\frac{1}{2} - 1 u_x = \frac{1}{2} \rho_i \left( 1 - \frac{\rho_i}{\rho_w} \right) g H^2 \quad \text{at} \quad x = x_g. \] (13)
In order for the stresses to remain finite, \( H \), \( u \) and \( u_x \) must be continuous across the grounding line.

### 2.2 Effective pressure parameterization and friction law

Most models of marine ice sheets assume that the basal friction jumps discontinuously to zero across the grounding line. We propose a simple parameterization that removes the discontinuity, yielding a smooth transition between grounded and floating ice. We adopt the friction law from Schoof (2005), validated and extended in Gagliardini et al. (2007). This formulation, given by Eq. (6), has the correct limits for large values of the effective basal pressure \( N \) and slow flow, and reduces to Coulomb friction in the limit of small \( N \) and fast flow. Schoof (2005) suggested that this friction law is an appropriate simplification for rough terrain; Gagliardini et al. (2007) showed that this limiting case of their more general friction law (corresponding to their decay parameter \( q = 1 \)) was appropriate for sawtooth terrain. They also argued that this limit of their friction law may lead to better behavior in numerical models because the relation between basal stress and sliding velocity is monotonic.

If the effective pressure is continuous across the grounding line, the basal shear stress smoothly approaches zero at the grounding line. Assuming that the subglacial drainage system is connected to the ocean, the water pressure at the ice-sheet base will be close to the ocean pressure at that depth, reaching the ocean pressure at the grounding line (with pressure differences driving flow through the drainage system).

A simple function for the effective pressure that accounts for connectivity between the subglacial drainage system and the ocean is
\[ N(p) = \rho_i g H \left( 1 - \frac{H_f}{H} \right)^p, \] (14)
in which we introduce a parameter \( p \) that varies between zero (no basal water pressure) and one (the subglacial drainage system is hydrologically well connected to the ocean). The flotation thickness is defined by \( H_f \equiv \max \left( 0, \frac{\rho_i}{\rho_w} b \right) \). The effective basal pressure \( N(p) \) has the following desired limits:

### Table 2. Parameter values used for all experiments.

| Parameters | Value | Units | Definition |
|------------|-------|-------|------------|
| \( \rho_i \) | 900 kg m\(^{-3} \) | Ice density |
| \( \rho_w \) | 1000 kg m\(^{-3} \) | Water density |
| \( A \) | see Table 3 and Sect. 3.2 | Ice softness |
| \( A_p \) | \( 3.1688 \times 10^{-24} \) Pa\(^{-3} \) s\(^{-4} \) | Ice softness at the bed |
| \( C \) | \( 7.62 \times 10^{6} \) Pa(m\(^{-1} \) s\(^{1/3} \)) | Shear stress factor |
| \( a \) | 0.3 m a\(^{-1} \) | Ice accumulation rate |
| \( g \) | 9.8 m s\(^{-2} \) | Gravitational acceleration |
| \( n \) | 3 | Glen’s law exponent |
| \( m_{\max} \) | 0.5 | Maximum bed obstacle slope |
| \( \lambda_{\max} \) | 2 m | Wavelength of bedrock bumps |
When \( p = 0 \), \( N(p) = \rho g H \) (no water-pressure support).

When \( p = 1 \), \( N(p) = \rho g (H - H_i) \) (full water-pressure support from the ocean wherever the ice-sheet base is below sea level).

At the grounding line when \( p > 0 \), \( N(p) = 0 \) (\( \tau_i \) is continuous across the grounding line).

Far from the grounding line (where the bed is above sea level and \( H_i = 0 \)), \( N(p) = \rho g H \).

When \( H_i / H \ll 1 \) and the bedrock is below sea level (\( b > 0 \)), the basal water pressure is attenuated to a fraction \( p \) of the full ocean pressure at the depth of the bed (see Appendix A). These conditions will typically hold on the inland side of the transition zone, since a rapid increase in \( H \) is usually needed to produce the driving stress that balances the relatively large basal friction in this region. One way such attenuation might occur is by a gradual loss of connectivity between the basal hydrological system and the ocean.

Equation (14) can be regarded as a mathematical regularization, ensuring that the basal friction transitions smoothly from a finite value in the ice sheet interior to zero in the ice shelf. It can also be viewed as a simple parameterization of basal hydrology, motivated by the hydrological connectivity that may exist between the ice bed and the ocean near the grounding line. (By “parameterization” we mean the replacement of small-scale or complex physical processes with a simplified process.) The functional form of Eq. (14) is ad hoc, since there are no detailed observations to show how \( N \) varies near grounding lines, but the limits are physically based.

We emphasize that Eq. (14) does not represent all the processes that might be included in a complex hydrology or till model. It represents only the portion of water-pressure support related to the ocean; basal water pressure in the model falls to zero when the bedrock reaches sea level (\( b = 0 \)). More sophisticated models of basal till find that the basal water pressure remains a significant fraction of the overburden pressure in much of the ice-sheet interior (Tulaczyk et al., 2000b; van der Wel et al., 2013). A more complex model might include a network of channels as well as water-laden till at the base of ice streams. This hydrological network would influence the basal friction through water-pressure support outside the transition zone. Thus, our parameterization predicts a larger \( N \) away from the grounding line than would likely be observed in much of the interior of ice sheets. We do not think this is a critical model weakness, however, because we are mainly interested in ice dynamics near the grounding line. In the interior, where \( N \) is larger, the basal shear stress is described by a power law (see Eq. (16) below) and is relatively insensitive to \( N \).

Figures 1 and 2 show typical ice-sheet geometry, thickness, \( H_i / H \) and \( N \) for five values of \( p \) over linear and polynomial bedrock topography, respectively. In both cases, the

Figure 1. Dependence of ice geometry and effective pressure on the parameter \( p \) over a linear bed as in Schoof (2007b). All panels show the fixed-grid solution at 0.8 km resolution without a grounding-line parameterization (see Sec. 2.3) and with ice softness \( A = 10^{-25} \text{ Pa}^{-3} \text{ s}^{-1} \). (a) Ice surface and bedrock colors, and basal elevation (black) over the full ice-sheet domain. (b) Ice sheet thickness (colors) and flotation thickness (black) over the marine portion of the ice sheet. (c) The ratio between the flotation thickness and the ice-sheet thickness. (d) The effective pressure \( N \), which approaches zero more smoothly with increasing \( p \). Plots in panels (c) and (d) include only grounded cells, as the ice is exactly at flotation and effective pressure is zero elsewhere. The plotted effective pressure does not go to zero for all \( p > 0 \) because the grounding line lies between the last grounded cell and the first floating cell.

Figure 2. Dependence of ice geometry and effective pressure on \( p \), as in Fig. 1 but with the polynomial bed as in Schoof (2007b), containing two stable regions (1 and 3) and an unstable region (2).
Parameterized in terms of $p$, Eq. (6) becomes

$$\tau_b = C |u|^{\frac{1}{2}-1} u \left( \frac{N(p)^n}{\kappa |u| + N(p)^n} \right)^{\frac{1}{2}}, \quad (15)$$

where $\kappa \equiv \frac{m_{\text{max}}}{\kappa_{\text{max}} A_b}$. This formulation does not require the introduction of an arbitrary length scale of basal transition, as in the parameterization proposed by Pattyn et al. (2006). Equation (15) has two asymptotic behaviors. In the ice sheet interior, the ice is thick and slow-moving, so that $\kappa |u| \ll N(p)^n$ and

$$\tau_b \approx C |u|^{\frac{1}{2}-1} u. \quad (16)$$

In this limit, $\tau_b$ is independent of $p$. Many models define the basal-friction law throughout the ice sheet to have the form of Eq. (16), as in Schoof (2007a) and the MISMIP experiments. This simplified friction law leads to a set of equations with an accurate semi-analytic approximation (Schoof, 2007a, b), whereas the more complex friction law in Eq. (15) does not lend itself to a similar semi-analytic solution (see Appendix B). A boundary-layer solution could be computed numerically, but we have instead opted to compute a high-accuracy benchmark solution over the full domain, as described in the next section. The semi-analytic solution of Schoof (2007a) closely approximates our model as $p$ approaches zero. Figure 3a shows that the basal-stress term (blue) closely matches the limit of high overburden pressure (red) given by Eq. (16) when $p = 0$. In this limit, the boundary-layer solution and our high-resolution benchmark solution differ by a few kilometers or less.

The second asymptote, the Coulomb-friction limit, occurs near the grounding line where the ice is thin and fast-flowing, so that $\kappa |u| \gg N(p)^n$ and

$$\tau_b \approx \frac{C}{\kappa} N(p)^n \frac{u}{|u|}. \quad (17)$$

By construction, when $p = 0$ the effective pressure is equal to the full overburden pressure, $p_i$, and the basal stress discontinuously drops to zero across the grounding line. When $p > 0$, the effective pressure $N$ smoothly approaches zero at the grounding line over a distance that increases as $p$ increases. Just inland of the grounding line, the basal stress is proportional to the effective pressure.

We define the friction transition zone as the part of the ice sheet where $0 \leq N(p)^n < \kappa |u|$, where Coulomb friction is dominant. The friction transition zone is closely related to the transition zone defined in Sect. 1, since the transition from flow dominated by vertical shear to flow dominated by extensional stress must occur in the region where the basal shear stress drops from a large value (high $N$) to a small value (low $N$). For the range of parameters we studied, the size of the friction transition zone varies between 0 and $\sim 20$ km, depending on $p$, the bedrock topography, and the ice softness. Importantly, the size of the friction transition zone is an increasing function of $p$, meaning that, at a given resolution, this zone is better resolved when $p$ is larger. Figure 3b and 3c show the basal-stress terms and their two asymptotic limits for $p = 0.5$ and $p = 1$, respectively. Eq. (16), the red curve, dominates in the bulk of the ice sheet, while Eq. (17), shown in green, dominates in the friction transition zone.

The size of the friction transition zone depends on $\kappa \equiv \frac{m_{\text{max}}}{\kappa_{\text{max}} A_b}$ as well as $p$. For this study we chose the values of $m_{\text{max}}$, $\kappa_{\text{max}}$, and $A_b$ as in Pimentel et al. (2010) and given in Table 2. Since the focus of this paper is on the effect of our effective-pressure parameterization near the grounding line, we defer to a follow-up study a full analysis of how variation of $\kappa$ affects our results at different values of $p$ and $A$. Here we simply summarize what we observed for a specific ice softness $A = 4.6416 \times 10^{-25}$ Pa$^{-3}$s$^{-1}$. Increasing $\kappa$ by an order of magnitude introduces a finite friction transition zone of $\sim 1$ km when $p = 0$ and triples the size of the friction transition zone to $\sim 28$ km when $p = 1$. Although the friction transition zone becomes finite when $p = 0$, the basal friction remains discontinuous across the grounding line. Even so, a larger value of $\kappa$ could decrease the model resolution required for small values of $p$. Decreasing $\kappa$ by an order of magnitude has no impact on the friction transition zone when $p = 0$, but halves the friction transition zone to $\sim 5$ km when $p = 1$. More generally, as $\kappa$ goes to zero the basal friction law will asymptote to Eq. (16), regardless of $p$.

Figures 1–3 show that although the friction transition zone is small compared to the whole ice sheet, its effects are far-reaching. As $p$ increases from 0 to 1 (other things being equal), the grounding line retreats by more than 100 km, and the steady-state surface elevation is reduced hundreds of km upstream.

### 2.3 Numerics

Vieli and Payne (2005) and Pattyn et al. (2012) showed that the numerical method used to discretize Eqs. (1)–(4) with a friction law given by Eq. (16) affects model accuracy. They noted that moving-grid models are significantly more accurate at reproducing grounding-line dynamics than fixed-grid models. Although a one-dimensional moving-grid model is easy to implement, moving grids are hard to incorporate in three-dimensional ice-sheet models, whereas fixed grids are well suited for this purpose. To mimic the constraints on realistic 3-D models, we aim to produce a solution of acceptable accuracy using a fixed-grid model with the lowest possible
computational cost. As we will show in Sect. 3, depending on the values of the parameter \( p \), our parameterization of effective pressure can considerably reduce the computational cost of an accurate fixed-grid simulation.

Pattyn et al. (2006) and Gladstone et al. (2010a) showed that numerical errors (or alternatively, the computational cost of a simulation with a given numerical error) could be reduced through the use of numerical grounding-line parameterizations (GLPs). GLPs involve sub-grid-scale interpolation of the grounding-line position, which is used in the grid cell containing the grounding line to compute a stress that varies continuously as the grounding line moves.

In the following section, we present results both with and without a GLP in order to compare our findings with those of Gladstone et al. (2010a) and to investigate the possible benefit of combining the GLP with our effective-pressure parameterization. We implemented a GLP similar to the PA_GB1 GLP in Gladstone et al. (2010a). First, we determine the grounding-line position based on linear interpolation of the function \( f \equiv H_1/H \), given that \( f = 1 \) at the grounding line. Then, in the cell containing the grounding line, we compute the basal and driving stresses once each assuming that the cell is entirely grounded and then entirely floating. Finally, the stresses are linearly interpolated between their grounded and floating values, based on the fraction of the cell that is grounded vs. floating. The resulting expressions for the basal and driving stresses are given by Eqs. (C38) and (C39) respectively. We chose not to use the quadrature methods employed in Gladstone et al. (2010a) because they would likely be too cumbersome and costly in 3-D ice-sheet models. In simulations without a GLP, the model computes basal and driving stresses as if the cell containing the grounding line were entirely grounded.

We discretize the equations of motion on a staggered grid, shown in Fig. 4, with alternating velocity and thickness points \((u- \text{ and } H-\text{points})\). The ice divide \((x = 0)\) and the calving front are placed at a \( u-\text{point} \) and an \( H-\text{point} \), respectively, allowing us to satisfy both boundary conditions naturally. We included a ghost \( H-\text{point} \) to the left of the ice divide to ensure zero surface slope at the divide. The details of the numerics for the fixed-grid model are given in Appendix C1, and a full description of the GLP is given in Appendix C2.

To evaluate the performance of the fixed-grid model, we needed a benchmark solution to compare with our fixed-grid results. To this end we implemented a stretched-grid, pseudospectral method using Chebyshev polynomials (Boyd, 2001) to produce spectrally accurate steady-state benchmark results. The Chebyshev collocation points are non-uniformly distributed over the ice-sheet domain, with the highest resolution at the grounding line and ice divide. Using 1025 Chebyshev modes, the grid spacing continuously decreases from \( \sim 80 \) m at a distance of 2 km from the grounding line to \( \sim 2.5 \) m at the grounding line. We verified the numerical convergence of the Chebyshev benchmark by comparing grounding-line positions with those computed using 2049 modes at various values of \( p \) and \( A \). We found that results changed by at most 50 cm when doubling the resolution, suggesting that numerical errors in the Chebyshev grounding-line position are negligible compared to those from the fixed-grid model.

We compute errors in our fixed-grid results by comparing them to Chebyshev benchmark solutions. In order to give us further confidence that the benchmark solutions are accurate, we compared the Chebyshev results with the semi-analytic boundary-layer model from Schoof (2007a) known as Model A. We can reproduce the grounding-line position in Model A to within fractions of a millimeter if we neglect longitudinal
stresses, use the friction law from Eq. (16), and apply boundary conditions given by Eqs. (9) and (13). (This approach can be used to reproduce the grounding-line position from Model A but not the velocity and thickness solutions.)

When we included the full longitudinal stress in the Chebyshev model, the differences with the Model A grounding-line position increased to \( \sim 1 \) km. Switching to the more complex basal friction law, Eqs. (14) and (15), introduced further differences of \( \sim 1 \) km or less. We attribute the differences between Model A and the Chebyshev solution with full longitudinal stress and our friction law to the simplifying assumptions of Model A, rather than to errors in the Chebyshev model. These results give us confidence that the Chebyshev model is producing solutions with errors that should be negligible (of order meters or less) compared to those from the fixed-grid model (order kilometers or more).

This close agreement between the boundary-layer model and our benchmark sheds some light on possible sources of discrepancies between numerical solutions in Pattyn et al. (2012). While some discrepancies are due to numerical error, others are due to different model formulations. The latter is evident in Durand et al. (2009). Whereas they found poor agreement between their Stokes-flow model and the boundary-layer Model B from Schoof (2007a) – which might reflect the differences between a Stokes model and a depth-integrated model – we find excellent agreement between our benchmark (with \( p = 0 \)) and the boundary-layer model, both of which aim to solve the same equations.

The full details of the method are given in Appendix C3.

3 Results

The results described in this section are based on the MISMIP experiments (Pattyn et al., 2012), which are designed to study the transient behavior of marine ice-sheet models. For a given ice softness \( A \) we use a steady ice-sheet profile. This profile is then used as the initial condition for the next experiment, which evolves to a new steady state with a new value of the ice softness. MISMIP experiment 1 prescribes decreasing values of \( A \) and linear bedrock topography, leading to an advancing grounding line. MISMIP experiment 2 is experiment 1 in reverse, where \( A \) is increased back to its original value, resulting in grounding-line retreat. Experiment 3 is similar to the combination of experiments 1 and 2, but using a polynomial bedrock topography. A full description of the MISMIP experiments can be found at http://homepages.ulb.ac.be/~fpattyn/mismip/.

Models participating in the MISMIP intercomparison used the friction law of Schoof (2007a), which is equivalent to Eq. (16). For our experiments we test two model configurations, non-GLP and GLP, both of which include the friction law from Eq. (15), with effective pressure defined by Eq. (14). The GLP configuration includes the grounding-line parameterization discussed in Sect. 2.3 and Appendix C2, while the non-GLP configuration does not. We tested five values of the parameter \( p \), equally spaced between zero and one, at seven resolutions between 3.2 and 0.05 km, each a factor of two smaller than the previous. Only the results with \( p = 0 \) can be directly compared with the results of Pattyn et al. (2012). By changing \( p \) we are changing the physics, not just the numerics, of the problem. Aside from the modified friction law and associated parameterization of effective pressure, we used the standard MISMIP protocols except as specifically stated below.

Typically, differences in grounding-line positions are used to compare the accuracy of ice-sheet model results (Pattyn et al., 2012). This error metric is practical for us as well, since the grounding-line position is easily diagnosed from both Chebyshev and fixed-grid simulations. In realistic simulations, errors in grounding-line position are not as important as those in volume above flotation, which is directly related to the ice sheet’s contribution to sea-level change. However, we found (not shown) that the behavior of both metrics is qualitatively similar: larger errors in grounding-line position correspond to larger errors in volume above flotation.

3.1 Linear-bed experiments

We performed a series of experiments with the linear bedrock topography of Schoof (2007a), shown in Fig. 1a:

\[
b(x) = -\left( \frac{720 - 778.5 x}{750 \text{ km}} \right) \text{m.} \tag{18}
\]

We forced the ice sheet first to advance and then to retreat by varying the ice softness \( A \), in analogy to MISMIP experiments 1 and 2 (Pattyn et al., 2012). To force ice-sheet advance, we incrementally decreased \( A \) through the values listed in Table 3, allowing the ice sheet to evolve to steady state each time \( A \) was changed. Then, to force retreat, we increased \( A \) through the same values in reverse order, again evolving to steady state at each step. Experiments were performed at seven resolutions (3.2, 1.6, 0.8, 0.4, 0.2, 0.1 and 0.05 km), five values of \( p \) (0, 0.25, 0.5, 0.75 and 1), and both with and without the GLP.

Schoof (2007a, b) showed that the steady-state grounding-line position on a bed sloping monotonically downward in the direction of the ice flow is unique for a given ice softness. Figure 5 shows the grounding-line positions derived from the boundary-layer solution of Schoof (2007a) and those from advance-and-retract cycles using our Chebyshev and fixed-grid models with \( p = 0 \) at 0.05 km resolution. The grounding-line position in our Chebyshev simulation differs from that of the boundary-layer solution by less than 1.2 km. As mentioned in the previous section, this difference appears to be mostly due to the fact that the boundary-layer model neglects longitudinal stresses in the bulk of the ice sheet.

The grounding-line position in the fixed-grid model advances relatively accurately, whether or not the GLP is applied, with errors of no more than 1.2 km. During the retreat
experiment, the grounding-line position is overestimated as much as 26 km when the GLP is not used, but by no more than 5 km with the GLP included, thereby showing its potential benefit.

Figure 6 shows the differences between the grounding-line position from the fixed-grid and benchmark models in several configurations: both without (left) and with (right) the GLP, and at three different resolutions, 1.6 km (top), 0.4 km (middle) and 0.1 km (bottom). We show differences rather than estimated errors (the absolute value of the differences), because the sign of the difference is important in telling whether the grounding line is too far advanced or too far retreated. During the retreat phase of each experiment (the right-hand side of each plot), the fixed-grid grounding line is always too advanced, whereas during the advance phase (the left-hand side of each plot), the grounding line may be too advanced or too retreated depending on the values of $p$ and $A$. For simulations with $p < 0.5$ with and without the GLP, the grounding-line position is not sufficiently advanced during the advance phase. For simulations with $p > 0.5$, the grounding-line position is always too advanced during the full experiment.

Table 3. Values of the ice softness $A$ used in the MISMIP experiment 1 (linear bed). These are the same values prescribed in Pattyn et al. (2012).

| Step no. | $A \times 10^{-26} \text{s}^{-1} \text{Pa}^{-3}$ |
|---------|------------------------------------------|
| 1       | 464.16                                   |
| 2       | 215.44                                   |
| 3       | 100                                       |
| 4       | 46.416                                    |
| 5       | 21.544                                    |
| 6       | 10                                        |
| 7       | 4.6416                                    |
| 8       | 2.1544                                    |
| 9       | 1                                         |

Figure 5. The grounding-line position during advance and retreat experiments over a linear bed at 50 m resolution with $p = 0$ from the boundary-layer solution by Schoof (2007a) (solid black), the Chebyshev benchmark model (pluses), the fixed-grid model without the GLP (dots) and the fixed-grid model with the GLP (stars). The boundary-layer solution is in close agreement with the Chebyshev benchmark (maximum difference of 1.2 km), as are the fixed-grid results with or without the GLP. Both fixed-grid models closely agree with the Chebyshev benchmark during advance (maximum difference of 1.2 km). During retreat, the model with the GLP matches the benchmark (maximum difference of 5 km) better than the model without the GLP (maximum error of 26 km).

Figure 6. The signed difference between the fixed-grid and benchmark grounding-line positions over a linear bed at 1.6 km (top row), 0.4 km (middle row) and 0.1 km (bottom row) resolution for simulations without GLP (left column) and with GLP (right column). Each column contains both advance (left of each panel) and retreat (right of each panel) experiments. The dashed line (at 50 km) in each panel shows the location of a transition in scale of the $y$-axis, which allows the same figure to present both very large and relatively small errors. Errors (the magnitude of the differences) are approximately inversely proportional to the resolution and decrease with increasing $p$, strongly so without the GLP. The GLP reduces the most egregious errors during retreat (occurring when $p$ is small).


Figure 7. The maximum error over the advance and retreat experiments between the fixed-grid and benchmark grounding-line position over a linear bed for simulation without the GLP (left column) and with the GLP (right column). The errors are bilinear interpolations of our 35 experiments (5 values of \( p \) and 7 resolutions). The black line shows a contour of 30 km error (\( \sim 5\% \) of the difference between the most advanced and the most retreated positions of the benchmark), below which we deem the error to be sufficiently small. Note that each panel uses a different nonlinear color bar. Without the GLP, the maximum error decreases approximately linearly with resolution and superlinearly with \( p \). With the GLP the maximum error decreases weakly with respect to \( p \) but approximately linearly with resolution.

Figure 7 shows the maximum error over an advance-and-retreat cycle at a given value of \( p \) and resolution without the GLP (left) and with the GLP (right). The error map was obtained by bilinear interpolation from our 35 experiments. The figure shows that the maximum errors decrease approximately linearly with the grid-cell size for each value of \( p \), either with or without the GLP. Linear convergence of grounding-line errors with resolution has been seen in other fixed-grid models (Gladstone et al., 2010a; Cornford et al., 2013). Compared with resolution, the application of the GLP and larger values of the parameter \( p \) produce a much more dramatic reduction in maximum error.

The differences between experiments are most apparent during the retreat phase of each experiment (right-hand side of each panel in Fig. 6). The experiments most similar to typical MISMIP fixed-grid results – experiments without GLP and with \( p = 0 \) – show huge estimated errors during retreat on the order of hundreds of kilometers. The maximum error is approximately a factor of ten smaller in both the experiments with a GLP at \( p = 0 \) (red dots in the right-hand column) and the experiments without a GLP but with \( p = 1 \). Surprisingly, the combination of the GLP and effective-pressure parameterization with \( p = 1 \) does not seem to produce smaller errors than \( p = 1 \) without the GLP, showing diminished performance particularly during retreat. The GLP has essentially no impact on the advance phase (left-hand side of each panel in Fig. 6), whereas the error during advance does tend to decrease as \( p \) increases.

The black line in Fig. 7 shows a maximum error in grounding-line position of \( \sim 30 \) km (\( \sim 5\% \) of the difference between the most advanced and most retreated grounding-line positions of the benchmark). We chose this as a somewhat arbitrary threshold below which we deem the error to be acceptable. In experiments without the GLP, smoother basal friction (larger values of \( p \)) means that this error threshold has reached a coarser resolution. This is not the case when the GLP is included. Instead we reach our threshold error at roughly the same resolution for all values of \( p \). As it turns out, using the GLP is always beneficial when \( p \leq 0.5 \) but becomes disadvantageous when \( p > 0.5 \).

### 3.2 Polynomial-bed experiments

We performed a second series of grounding-line advance-and-retreat cycles with bedrock topography shown in Fig. 2a and given by the following polynomial function (Schoof, 2007a):

\[
b(x) = -\left[729 - 2184.8\left(\frac{x}{750\text{km}}\right)^2 + 1031.72\left(\frac{x}{750\text{km}}\right)^4 \right. \\
\left. -151.72\left(\frac{x}{750\text{km}}\right)^6 \right] \text{km.} \quad (19)
\]

These experiments are analogous to MISMIP experiment 3 (Pattyn et al., 2012), but with our modified friction law and effective-pressure parameterization and with more values of the ice softness \( A \). The bed topography has three distinct regions. Region 1 slopes downward from the ice divide toward a local minimum, region 2 slopes upward, and region 3 slopes downward again, forming a steep continental-shelf break.

Theoretical arguments (Weertman, 1974; Schoof, 2007a) suggest that stable steady-state grounding-line positions can be found in regions 1 and 3 (with downward-sloping beds) but not in region 2 (with an upward-sloping bed). Our numerical results are consistent with theory. We found that steady-state grounding-line positions do not exist on upward-sloping beds in region 2 but that new steady state solutions are found in region 3 when the grounding line has been forced to advance through region 2.

Starting with a grounding line in region 1, we varied the ice softness \( A \) to induce grounding-line motion. In his boundary layer model, Schoof (2007a) showed that the grounding-line position exhibits hysteresis: The grounding line jumps across the unstable region at significantly smaller values of \( A \) during the advance phase than during the retreat phase. When \( p \leq 0.5 \) we varied \( A \) between \( 3 \times 10^{-25} \) and \( 2.5 \times 10^{-26} \text{ s}^{-1} \text{ Pa}^{-3} \), the bounds of MISMIP experiment 3, over 19 values approximately equally spaced in log space. For values of \( p > 0.5 \), our experiment did not show the full hysteresis behavior within this range of \( A \). In fact, for a given ice softness, lower basal friction (i.e., larger \( p \)) tends to move the grounding line inland, as shown in Fig. 2, so that the grounding line never reaches the unstable region for larger values of \( p \). In order to obtain hysteresis we extended the
of $A$ to $2.5 \times 10^{-27} \text{ s}^{-1} \text{ Pa}^{-3}$ and varied $A$ over 34 values approximately equally spaced in log space. For all experiments, we used more values of $A$ than MISMIP in order to obtain a better statistical sampling of the error within each experiment and to reduce the influence of particularly large errors that occur as the grounding line approaches the unstable region. The largest errors occur when the fixed-grid solution is in region 1 while the benchmark is in region 3 or vice versa.

When $p = 0$, the boundary-layer solution, model $A$ of Schoof (2007a), again provides a good approximation of our equations of motion. Figure 8 shows the grounding-line positions derived from the boundary-layer solution together with the positions from experiments using our Chebyshev and fixed-grid models with $p = 0$. The grounding line of the boundary-layer solution differs from that in our Chebyshev benchmark simulations by less than 1.4 km, similar to the linear bed experiments. The fixed-grid model at 0.05 km resolution performs well during the advance phase both with and without the GLP; the grounding line is always in the same region (either 1 or 3) as the benchmark solution. The maximum error is about 0.9 km without the GLP and about 1.6 km with the GLP. However, without the GLP, the model does not perform as well during the retreat phase. The error in the fixed-grid solution is as large as 38 km when the fixed-grid and benchmark grounding lines are in the same region. The fixed-grid model with the GLP follows the Chebyshev solution more accurately, with a maximum error of $\sim 14$ km and grounding-line positions that always lie in the same region as the benchmark.

During the retreat experiment, the model configuration without GLP shows a grounding-line position located in the wrong region for two values of $A$, leading to an error of about 570 km. Although this behavior is not seen when the GLP is included, we would likely see similar discrepancies between this configuration and the benchmark if we had sampled an even larger number of $A$ values. In other words, the GLP would appear to reduce the likelihood of these large errors but it is unlikely that they have been eliminated entirely.

The polynomial bed in these experiments represents a more realistic topography than the linear bed. Local maxima and minima, absent in the linear topography, have a significant impact on both model dynamics and numerical errors. Figure 9 shows the root-mean-square (RMS) error between the fixed-grid and benchmark grounding-line position for simulation without the GLP (left column) and with the GLP (right column). The errors are bilinear interpolations of our 35 experiments. The gray area shows experiments that were not reversible (i.e., for which the fixed-grid grounding line position did not retreat from region 3 to region 1 during the retreat experiment). The black line shows a contour of 30 km error, below which the error is deemed acceptable, as in Fig. 7. The RMS error without the GLP is approximately inversely proportional to the resolution and decreases strongly with increasing $p$. With the GLP, the RMS error is inversely proportional to the resolution and decreases, though less steeply, with increasing $p$. 

Figure 8. As in Fig. 5 but with the polynomial bed shown in Fig. 2a. The boundary-layer solution closely agrees with Chebyshev results (maximum difference of 1.4 km). Fixed-grid results both with and without the GLP closely agree with the Chebyshev benchmark during advance (maximum difference of $\sim 1$ km without the GLP and $\sim 1.6$ km with the GLP). During retreat, the model with GLP is the better match to the benchmark (maximum difference of $\sim 14$ km). Without the GLP, the fixed-grid grounding-line position matches the benchmark reasonably well when both solutions are on the same side of the unstable region (maximum difference of $\sim 38$ km) but not in the vicinity of the local maximum where the solutions are on different side of the unstable region, (maximum difference of $\sim 570$ km).

Figure 9. The root-mean-square (RMS) error between the fixed-grid and benchmark grounding-line position over a polynomial bed for simulation without the GLP (left column) and with the GLP (right column). The errors are bilinear interpolations of our 35 experiments. The gray area shows experiments that were not reversible (i.e., for which the fixed-grid grounding line position did not retreat from region 3 to region 1 during the retreat experiment). The black line shows a contour of 30 km error, below which the error is deemed acceptable, as in Fig. 7. The RMS error without the GLP is approximately inversely proportional to the resolution and decreases strongly with increasing $p$. With the GLP, the RMS error is inversely proportional to the resolution and decreases, though less steeply, with increasing $p$. 
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interpolation from our 35 experiments. Here, we used the RMS error instead of the maximum error because the latter is typically dominated by cases in which the benchmark and fixed-grid grounding lines lie in different regions and is highly sensitive to the particular choice of $A$ values. The gray area in each panel indicates experiments which are not reversible (the fixed-grid grounding line position fails to retreat back to region 1 at the end of the retreat experiment). The figure shows that, without the GLP, the RMS error decreases linearly with resolution and rapidly with increasing $p$. When the GLP is included, the RMS error decreases linearly with resolution, while increasing $p$ has a less dramatic impact. As was the case for the linear bed experiments, including the GLP improves the error for small values but not necessarily for large values of $p$. For small $p$, including the GLP improves the ability of the model to retreat past the unstable region, as shown by the reduced grey area on the right-hand side of Fig. 9. All experiments with the GLP and a resolution of $\sim 1$ km or higher show reversibility, whereas a resolution of between 100 and 200 m is required without GLP when $p = 0$.

Similarly to the previous section, we use a threshold of 30 km as the maximum allowable RMS error, indicated by the black contour line in Fig. 9. Our results show that even with the GLP, resolution as high as 100 m is required in locations with large effective pressure near the grounding line ($p \sim 0$). On the other hand, a resolution of $\sim 1$ km is sufficient where the effective pressure is low ($p \sim 1$). In general, the results from the linear section remain valid when using a polynomial bed: When $p \leq 0.5$, using the GLP leads to smaller RMS errors and better reversibility. However, when $p > 0.5$, using a GLP is disadvantageous.

Figure 10 shows the error in grounding-line position as a function of the benchmark grounding-line position during the retreat phase. The figure makes clear that the error increases as the grounding line approaches the unstable region. These results suggest that the fixed-grid model can capture hysteresis with increasing fidelity as $p$ increases and (to a lesser extent) as resolution increases, and that errors nearly always decrease at a given value of $x_g$ as $p$ increases.

Figure 10 also suggests that errors may be a strong function of bedrock slope. The largest errors occur near the local maximum in bed elevation at around $x = 1.25 \times 10^3$ km, and decrease sharply as the bedrock steepens further into region 3. This behavior is to be expected as the grounding line approaches a bifurcation point. No stable steady-state solution will exist near that maximum if $A$ is decreased further; small changes in $A$ will lead to large changes in grounding-line position. Similar inverse correlation between bed slope and error can be seen in region 1, though the bedrock steepens more gradually in this region.

4 Discussion

Previous studies of marine ice-sheet dynamics have suggested that grounding-line position converges with increasing resolution (Vieli and Payne, 2005), typically linearly (Gladstone et al., 2010a; Cornford et al., 2013). We find this to be true in our simulations. However, we do not observe the numerical instability seen at coarser resolution in Gladstone et al. (2010a) or the premature retreat found in the fixed-grid model of Goldberg et al. (2009), as seen in their Fig. 4b. Instead, with the use of our basal-friction parameterization and assuming good connectivity to the ocean ($p \sim 1$), we find that a fixed-grid model can yield accurate results at relatively coarse resolution. These improvements do not require modified numerical techniques, such as a GLP, but arise from plausible changes in model physics.

Assuming these results extend to three-dimensional models, the implications are significant. In our experiments the grounding-line position converges at $\sim 1$ km grid resolution.
or coarser when the basal shear stress smoothly approaches zero near the grounding line. Much finer resolution, \( \sim 500 \) m in the linear bed experiment and \( \sim 100 \) m in the polynomial bed experiment, is required when the basal stress is discontinuous at the grounding line. More realistic models using discontinuous basal stress have shown accurate grounding-line migration only with a resolution of 200 m or less (Cornford et al., 2013), consistent with our simulations. Our results suggest that it may be possible to simulate marine ice sheets at much lower computational expense than would be required with traditional friction laws. Models with adaptive and unstructured grids (Goldberg et al., 2009; Favier et al., 2012; Perego et al., 2012; Cornford et al., 2013) could be made more computationally efficient by reducing the need for very fine resolution near grounding lines. Also, our parameterization might allow uniform-grid models to simulate whole ice sheets, since \( \sim 1 \) km resolution throughout the ice sheet is feasible (though expensive). However, this could require setting \( p = 1 \) everywhere in the ice sheet, which might not be physically realistic for some regions.

Our one-dimensional model has several simplifying assumptions that may limit its applicability to real ice sheets. Notably, the model does not include vertical shear stress (so it cannot simulate flow over a frozen bed) or lateral shear stress (so it does not include effects of ice-shelf buttressing). These missing stresses are likely to be large enough (Whillans and van der Veen, 1997; Schoof, 2007a) that we cannot validate our results by direct comparison to observations. In particular, Goldberg et al. (2009) showed, in a series of experiments with basal stress corresponding to ours when \( p = 0 \), that buttressing can affect the rate and direction of grounding-line advance or retreat over upward-sloping beds. Gladstone et al. (2012) showed that buttressing can relax the requirement for high resolution, so that without buttressing, a model always requires higher resolution than if buttressing is included. This may imply that our results can be considered an upper bound in model resolution requirement.

Most large-scale ice-sheet models do not explicitly model basal hydrology, but instead use inversion to compute a spatially variable basal sliding coefficient based on observations. (The basal sliding coefficient is typically equivalent to \( C \) in Eq. 16). In some cases the basal sliding coefficient obtained by inversion decreases to zero at or near the grounding line (Vieli and Payne, 2003; Larour et al., 2012), suggesting that (in the terms of our model) \( p > 0 \). In ice-sheet models that invert for a spatially varying parameter \( C \) (or its equivalent), the inversion process will tend to find a value of \( C \) that is close to zero near the grounding line in regions with significant basal-water support, leading to an initial \( \tau_p \) that is continuous (or nearly continuous) across the grounding-line. However, in the absence of a basal-friction law that responds to changes in the grounding-line location, the grounding line will migrate over time but \( C \) will remain fixed in space. This is likely to lead to large jumps in basal stress across the grounding line at later times, and to non-convergent grounding-line dynamics at coarser resolution. An advantage of our parameterization is that, for larger values of \( p \), the basal stress remains continuous and smooth over a resolvable friction transition zone even as the grounding line moves.

We plan to incorporate our parameterization in the Community Ice Sheet Model (CISM), a three-dimensional model with support for a variety of higher-order stress approximations, several types of grids, and coupling to global climate models (Rutt et al., 2009; Perego et al., 2012; Lipscomb et al., 2013). A key challenge is to choose realistic values of \( p \). One approach would be to invert for \( p \) using present-day data and obtain a map of \( p \). From this map we could derive average values of \( p \) for specific regions or for the entire Antarctic ice sheet. It is not clear, however, that setting \( p \) to a large value everywhere would give an acceptable simulation. Large \( p \) would reduce the requirement for high grid resolution, but could also yield ice sheets that are smaller than observed in regions where the basal friction does, in fact, make a sharp transition near the grounding line (i.e., where \( p \) is small). It might be possible to compensate for such errors by adjusting other parameters, but only at the cost of physical realism.

This study has focused on the sensitivity of grounding-line dynamics to variations in the effective-pressure parameter \( p \). Other model parameters also affect the dynamics (Gladstone et al., 2012): for example, the inland asymptotic value \( N = \rho_i g H \) in Eq. (14), the constants \( C \) and \( \kappa \) in Eq. (15), the bed slope, and (if lateral drag were parameterized in the model) the channel width. In future work we will investigate the model sensitivity to changes in these parameters.

Another limitation of this study is the focus on steady-state solutions. The Chebyshev code used for this paper to obtain benchmark solutions is capable only of computing steady states. We have recently developed a time-dependent (but much slower) code that could be used to benchmark the model’s transient behavior. We could then study the effects of our parameterization (with or without the GLP) on short time scales (e.g., decades) that are of great practical interest.

5 Conclusions

Applying the MISMIP benchmark experiments to a one-dimensional, vertically-integrated, fixed-grid model, we have shown several advantages of a new effective-pressure parameterization together with an appropriate basal-friction law. The parameterization regularizes the ice-flow equations by allowing the basal shear stress beneath grounded ice to decrease smoothly to zero near the grounding line. Physically, it can be viewed as a simple representation of hydrological connectivity between the subglacial water system and the ocean. The parameter \( p \) controls the degree of connectivity, ranging from zero (high effective pressure near the grounding line, with no water pressure support from the ocean) to one (low effective pressure near the grounding line, with full
water pressure support from the ocean). For larger values of $p$, the friction transition zone extends farther from the grounding line, reducing the need for very high grid resolution. Steady-state model results converge to a given error tolerance at much coarser resolutions with a smoothly varying basal shear stress than with a discontinuous stress ($p = 0$).

We found that a numerical grounding-line parameterization (GLP) can greatly reduce errors in grounding-line dynamics in cases where effective pressure is large and basal friction is discontinuous ($p \sim 0$) but that the GLP slightly increases errors when the basal friction is smooth ($p \sim 1$). For the MISMIP experiments we chose an error threshold of 30 km in the grounding-line position. Without a GLP the required grid resolutions are $\sim 1.5$ km when $p = 1$, but $<100$ m when $p = 0$. With a GLP the required resolutions when $p = 1$ are again $\sim 1$ km, compared to 500 m (for the linear bed) and 100 m (for the polynomial bed) when $p = 0$. Given that it would be impractical to use a GLP in some regions but not others based on the smoothness of the local basal friction, our results suggest that, on balance, inclusion of the GLP is likely to reduce grounding-line errors.

Our effective-pressure parameterization is by no means a sophisticated hydrology or till model. It represents only the part of the hydrological system that is connected to the ocean and reaches ocean pressure at the grounding line. In our experiments the parameter $p$ affects basal sliding within $\sim 20$ km of the grounding line, where ocean water pressure is a significant fraction of the ice overburden pressure. A more detailed model would predict the evolution of subglacial conduits and till, probably expanding the region where subglacial water supports much of the overburden. Compared to our parameterization, such a model would more realistically simulate how effective pressure varies upstream of the grounding line, giving a more accurate treatment of grounding-line migration. If the model predicted hydrological connectivity near the grounding line, its simulated basal friction could qualitatively resemble the friction given by our simple model, reducing the requirement for very high resolution.
Appendix A: Basal water pressure inland of the grounding line

Here we show that the basal water pressure approaches a fraction $p$ of the ocean water pressure inland of the grounding line (in the limit $H_f \ll H$). We combine the definition of the effective pressure, $N \equiv p_i - p_w$, and the overburden pressure, $p_i \equiv \rho_i g H$, with Eq. (14) to solve for the basal water pressure $p_w:$

$$p_w = \rho_i g H \left[1 - \left(1 - \frac{H_f}{H}\right)^p\right]. \quad (A1)$$

In the limit $H_f \ll H$, this expression can be approximated by the first term in the Taylor series

$$p_w \sim \rho_i g H \left(p \frac{H_f}{H}\right), \quad (A2)$$

which is $p$ times the ocean water pressure at the depth of the bed, $p_{\text{ocean}} = \rho_w g b = \rho_i g H_f.$

Appendix B: Our effective-pressure parameterization in a boundary-layer formulation

This section was written based on suggestions from the anonymous reviewer of the paper.

We can rewrite the boundary layer formulation from Schoof (2007b) using our more complex basal friction law:

$$(UH)_x = 0, \quad (B1)$$

$$4 \left(H |U_x|^{\frac{1}{n} - 1} U_x\right)_x - \left(1 + \frac{\nu |U|}{H^n \left(1 - \frac{H_f}{H}\right)^{np}}\right)^{-\frac{1}{n}} |U|^{\frac{1}{n} - 1} U - HH_x = 0, \quad (B2)$$

$$4H |U_x|^{\frac{1}{n} - 1} U_x = \frac{\delta}{2} H_f^2 \text{ at } X = 0, \quad (B3)$$

$$H = H_f \text{ at } X = 0, \quad (B4)$$

$$U H \to 0 \text{ as } X \to -\infty, \quad (B5)$$

$$U \to 0 \text{ as } X \to -\infty, \quad (B6)$$

where $\nu = \frac{\kappa [U]}{\rho_i g [H]}$ and $[U]$ and $[H]$ are the characteristic velocity and thickness scales, respectively, in the boundary layer. Equations (B1)-(B6) are identical to the original boundary-layer model in Schoof (2007b) except for the additional term appearing in the basal friction law:

$$\gamma \equiv \left(1 + \frac{\nu |U|}{H^n \left(1 - \frac{H_f}{H}\right)^{np}}\right)^{-\frac{1}{n}}. \quad (B7)$$

The outer solution remains unchanged, as $\gamma \to 1$ when $H \to \infty$.

Unless $\nu$ is large, the boundary layer size remains the same as the one in Schoof (2007b). Otherwise the boundary layer width would significantly exceed the boundary layer scale estimated in Schoof (2007b). Because of the complexity of the factor $\gamma$, the flux $Q = U H$ can no longer be expressed as a power law in $H_f$, as in Schoof (2007a) and Schoof (2007b), meaning that the boundary-layer formulation cannot be computed analytically. We could solve these equations, together with the outer problem, numerically but we have chosen instead to solve the unsimplified equations throughout the domain using a Chebyshev code that focuses resolution near the grounding line (in the boundary layer).
Appendix C: Numerical methods

Here we describe the numerical methods behind the fixed-grid, finite-difference model and the stretched-grid Chebyshev model. We hope this will facilitate comparison with other modeling algorithms. In what follows, we denote vectors with bold italics and matrices with bold capital letters.

C1 Fixed-grid model without a GLP

In the fixed-grid model, we used staggered finite difference to solve Eqs. (1)–(4), (7)–(9), (13) and (15), rewritten here for convenience:

\[ H_i + (uH)_x = a, \]  
\[ 2\Delta t \left( \frac{1}{2} H_x u_x \right)_x - C|u|^{\frac{3}{2}} u \left( \frac{N(p)^a}{k|u| + N(p)^a} \right)^{\frac{1}{2}} - \rho_i g H (H - b)_x = 0, \]  
\[ u = 0 \quad \text{at} \quad x = 0, \]  
\[ (H - b)_x = 0 \quad \text{at} \quad x = 0, \]  
\[ H \equiv \frac{\rho_w}{\rho_i} b \quad \text{at} \quad x = x_g. \]

We use centered differences to discretize Eqs. (C2)–(C6) on a uniform grid. To insure numerical stability, we use a first-order upwinding scheme and a semi-implicit time stepping scheme to discretize Eq. (C1).

We compute \( u \) and \( H \) on staggered grids separated by half a grid cell, as shown on Fig. 4. The ice-sheet–ice-shelf domain contains \( N + M \) points, where \( N \) is the number of points in the ice sheet (changing in time as the grounding line migrates) and \( M \) the number of points in the ice shelf on both the \( H \)-grid.

Since the boundary conditions in Eq. (C3) and (C4) are most easily satisfied at a \( u \)-grid point, we place the ice divide, \( x = x_d = 0 \), at the first point on the \( u \)-grid. In general, the grounding-line position, \( x = x_g \), lies between two grid points and is diagnosed from \( H \) using Eq. (C5), the flotation condition. The boundary condition given by Eq. (C6) applies in the entire ice shelf domain.

We found that it simplified computations near the ice divide to place a “ghost” \( H \)-grid point to the left of the divide; we enforce symmetry by requiring that the ice thickness is symmetric across the ice divide, that is \( H_1 = H_2 \), satisfying Eq. (C4). Similarly, we find that a ghost point beyond the calving-front, this time on the \( u \)-grid, makes it easier to simultaneously solve Eq. (C2) at the last “real” \( u \)-grid point and Eq. (C6) at the calving front. This ghost point is also needed to solve Eq. (C1) at the calving front.

Excluding the two half cells associated with these ghost points, there are \( 2(N + M) - 3 \) half cells between the ice divide and the calving front on the staggered grid. Thus, the spacing between points on both the \( H \)- and \( u \)-grids is given by

\[ \Delta x = \frac{L}{N + M - \frac{3}{2}}, \]  
where \( L = x_c - x_d \) denotes the length of the domain.

For an integer index \( i \in \{1, N + M\} \), we define the location of \( H \)-grid points by \( x_i \equiv (i - 3/2)\Delta x \) and those of \( u \)-grid points by \( x_{i+1/2} \equiv (i - 1)\Delta x \). Similarly, we introduce a time index \( j \in [0, T] \), where \( T \) is the number of time steps in a given simulation, so that \( t_j \equiv j\Delta t \) for a constant time step \( \Delta t \).

Discrete values of thickness and velocity, are \( H_i^j \equiv H(x_i, t_j) \) and \( u_i^{j+1/2} \equiv u(x_{i+1/2}, t_j) \), respectively. The grounding line position is defined as \( x_g^j = x_g(j\Delta t) \). The effective pressure, \( N(x, t; p) \), is located on a \( H \)-grid point and is defined by \( N_i^j \equiv N(x_i, t_j; p) \) (not to be confused with the number of ice-sheet grid points \( N \)).

\[ N_i^j = \rho_i g H_i^j \left( 1 - \frac{H_i^j}{H_i^j} \right)^p. \]  
The flotation thickness, \( H_i \), is defined at \( H \)-grid points as \( H_i^1 = H_i(x_i) = \max(0, b_i \rho_w / \rho_i) \). (C9)

Equation (C1) is discretized at \( H \)-grid points throughout the domain (both ice sheet and ice shelf):

\[ \frac{H_i^{j+1} - H_i^j}{\Delta t} + \theta F_i^{j+1} + (1 - \theta) F_i^j = a, \]  
where

\[ F_i^j \equiv \left( \frac{H_{u,p,i+1/2}^j u_{i+1/2}^j - H_{u,p,i-1/2}^j u_{i-1/2}^j}{\Delta x} \right), \]

and where we have used first-order upwinding, with the upwind thickness defined by

\[ H_{u,p,i+1/2}^j \equiv \begin{cases} H_i^j, & \text{if } u_{i+1/2}^j \geq 0, \\ H_{i+1}^j, & \text{if } u_{i+1/2}^j \leq 0. \end{cases} \]

The time centering is determined by \( 0 \leq \theta \leq 1 \): If \( \theta = 1 \), the time stepping is fully implicit; if \( \theta = 0 \), we are using a fully explicit scheme; and if \( \theta = 1/2 \), the method is partially implicit, second-order accurate in time Crank–Nicholson scheme.

Equation (C2) is most naturally discretized at \( u \)-grid points, requiring that the thickness, \( H \), in the driving stress and the effective pressure, \( N \), in the friction law be averaged.
to the \( u \)-grid, e.g., \( H^{i+1}_{i+1} = (H^i_i + H^i_{i+1})/2 \). In the grounded ice sheet, Eq. (C2) in discrete form is
\[
\frac{2A - \pi}{\Delta x \Delta t} \left[ H^{i+1}_{i+1} \left| u^{\prime}_{i+1/2} - u^{\prime}_{i-1/2} \right|^{\frac{1}{2}} - H^{i}_{i} \left| u^{\prime}_{i+1/2} - u^{\prime}_{i-1/2} \right|^{\frac{1}{2}} \right] \\
- \frac{\rho_i}{2} \frac{H^{i+1}_{i+1} + H^{i}_{i}}{\Delta x} = 0.
\]

In the ice shelf, Eq. (C2) is discretized as
\[
\frac{2A - \pi}{\Delta x \Delta t} \left[ H^{i+1}_{i+1} \left| u^{\prime}_{i+1/2} - u^{\prime}_{i-1/2} \right|^{\frac{1}{2}} - H^{i}_{i} \left| u^{\prime}_{i+1/2} - u^{\prime}_{i-1/2} \right|^{\frac{1}{2}} \right] \\
- \frac{\rho_i}{2} \frac{H^{i+1}_{i+1} + H^{i}_{i}}{\Delta x} = 0.
\]

The boundary conditions, Eqs. (C3), (C4) and (C6), are expressed as
\[
u^l_i = 0,
\]
(\( H^l_i - b_2 - H^l_i + b_1 \)) = 0,
\[
\frac{1}{\Delta x} \frac{2A - \pi}{\Delta x} \left| u^l_{N+M+1/2} - u^l_{N+M-1/2} \right|^{\frac{1}{2}} - \frac{1}{2} \rho_i \left( 1 - \frac{\rho_i}{\rho_w} \right) g H^l_{N+M} = 0.
\]

We solve the stress–balance equation for \( u^l_{i+1/2} \) and the continuity equation for \( H^{i+1}_{i+1} \) using Picard fixed-point iteration. We use the thickness and velocity from the previous time step as the initial guesses:
\[
H^{j,0}_{i+1} = H^{j-1}_{i+1},
\]
(\( u^l_{i+1/2} \)) = \( u^{j-1}_{i+1/2} \).

At each iteration, we first solve for the new velocity \( u^{j+1}_{i+1/2} \) from the stress-balance equation using the “iterate on viscosity” method which can be found in Goldberg et al. (2009).

The longitudinal-stress term \( T_i \) at iteration \( k + 1 \) is defined as
\[
T^{i,j+1}_{l, i+1/2} = \frac{1}{\Delta x} \left( [H^{i,j+1}_{i+1/2} - H^{i,j+1}_{i-1/2}] \right)^2 - H^{i,j+1}_{i,k}, v^l_{j+1/2} \frac{1}{\Delta x} \left( u^{i,j+1}_{i+1/2} - u^{i,j+1}_{i-1/2} \right)^2.
\]

The basal-friction law at iteration \( k + 1 \) in the ice sheet is given by
\[
u^{i,j+1}_{l, i+1/2} = c \frac{H^{i,j+1}_{l} - H^{i,j+1}_{i+1/2}}{\kappa |u^{i,j+1}_{l} + (\frac{N^{i+1} + N^{i-1}}{2})|^n} u^{i,j+1}_{l, i+1/2},
\]
and similarly for the cell containing the grounding line. Basal stress in the ice shelf is zero for all iterations. Driving stress does not depend explicitly on \( u \); it is computed entirely from time-independent quantities or thicknesses at iteration \( k \). Boundary conditions are
\[
u^{i,j+1}_{l, i+1/2} = 0,
\]
(\( 1/\Delta x \) \( H^{i,j+1}_{l, i+1/2} - H^{i,j+1}_{l, i+1/2} \)) \( u^{i,j+1}_{l, i+1/2} = 0 \).

The result is a linear system involving a tridiagonal matrix
\[
M_i u^{i,j+1} = r_i^t.
\]

We use a sparse matrix solver to compute the new velocities.

Then, we solve the continuity equation for the new thicknesses \( H^{i,j+1}_{i+1} \):
\[
H^{i,j+1}_{i+1} - H^{i,j+1}_{i-1} + \theta F^{i,j+1}_{j} + (1 - \theta) F^{j+1}_{j} = a,
\]
where
\[
F^{i,j+1}_{j} \equiv \frac{H^{i,j+1}_{up,i+1/2} - H^{i,j+1}_{up,i-1/2}}{\Delta x},
\]
and where
\[
H^{i,j+1}_{up,i+1/2} \equiv \begin{cases} 
H^{i,j+1}_{i+1} & \text{if } u^{i,j+1}_{i+1/2} \geq 0, \\
H^{i,j+1}_{up,i+1/2} & \text{if } u^{i,j+1}_{i+1/2} \leq 0.
\end{cases}
\]
The boundary condition here is
\[
H^{i,j+1}_{i+1} - H^{i,j+1}_{i+1} = b_2 - b_1.
\]
The tridiagonal linear system (actually $u$ is typically strictly positive so the system is bidiagonal) is solved for the new thickness.

$$M^{k+1}_H H^{k+1} = r_H.$$

Iteration continues until the residual

$$R^k = M^k_H u^k - r^k_H < 10^{-10} \max \left( \left| \tau_{d,i+1}^{j,k} \right| \right).$$

(C31)

Note that all terms are evaluated at iteration $k$.

C2 Addition of the GLP

A few simple modifications to the numerical method from the previous section are required to add a grounding-line parameterization (GLP), as defined in Gladstone et al. (2010a). The basal and driving stresses in the grid cell containing the grounding line are modified so that the stresses transition smoothly between their grounded and floating values as the grounding line passes through the cell. Following Pattyn et al. (2006), we define the grounding-line position to be the location where the function $f_{\text{Pattyn}}(x) = H_t(x)/H(x)$ is equal to one. Values of $f_{\text{Pattyn}}$ at arbitrary $x$ values are computed by linear interpolation between values at $H$-grid points:

$$f_{\text{Pattyn}}(x) = \left( 1 - \frac{x - x_i}{\Delta x} \right) f_i + \left( \frac{x - x_i}{\Delta x} \right) f_{i+1}, \quad x_i \leq x < x_{i+1},$$

(C32)

$$f_i = H_t(x_i)/H_t.$$

(C33)

With this definition, the grounding-line position $x_g$ is given by

$$f_{\text{Pattyn}}(x_g) = 1,$$

(C34)

$$x_g = x_i + \frac{1 - f_i}{f_{i+1} - f_i} \Delta x.$$

(C35)

Following Gladstone et al. (2010a), we define the fraction of the $u$-grid cell that is grounded as:

$$\lambda_g = \frac{1 - f_i}{f_{i+1} - f_i}.$$

(C36)

Assuming the $u$-grid cell at $N + 1/2$ contains the grounding line, the three stresses at the center of this cell are

$$T_{1,N+1/2} = \frac{2A^{1/2}}{\Delta x^{1/2}} \left[ H_{N+1}^j u_{N+1/2}^j - u_{N+1/2}^j \right] \left[ \left( u_{N+1/2}^j - u_{N+1/2}^j \right) \right]^{1/2 - 1} \left( u_{N+1/2}^j - u_{N+1/2}^j \right) - H_N^j \left| u_{N+1/2}^j - u_{N+1/2}^j \right|^{1/2 - 1} \left( u_{N+1/2}^j - u_{N+1/2}^j \right).$$

(C37)

$$\tau_{d,N+1/2} = -\rho g \left( H_{N+1}^j + H_N^j \right) \left[ \lambda_g \left( H_{N+1}^j - H_{N}^j \right) \right] \Delta x + (1 - \lambda_g) \left( H_{N+1}^j - H_N^j \right),$$

(C39)

where, as usual, the stress terms must balance:

$$T_{1,N+1/2} + \tau_{d,N+1/2} = 0.$$

(C40)

Note that $T_1$ has not been modified as part of the GLP because longitudinal-stress term takes the same form in the ice sheet and the ice shelf. The other equations of the system are unchanged from the previous section.

C3 Chebyshev model

The Chebyshev model is a Python code that finds steady-state solutions to the equations of motion. The code is pseudospectral (Boyd, 2001): integrals and derivatives are computed in spectral space (i.e., using Chebyshev modes), whereas products and quotients are computed in physical space on a collocation grid. The collocation points are the Chebyshev–Gauss–Lobatto nodes, defined as:

$$x_k = x_g \frac{1 - \cos \left( \frac{\pi k}{N} \right)}{2} \quad k = 0, 1, \ldots, N,$$

(C41)

where $N = 1024$ is the order of the Chebyshev polynomials that form the set of basis functions. This choice of collocation grids means that there are collocation points on the domain boundaries – the ice divide ($x_0 = 0$) and the grounding line ($x_N = x_g$) – which makes applying boundary conditions at these locations relatively straightforward. We used open-source code from PyBlog (von Winckel, 2013) for transformations between physical and spectral space and for recurrence relations for integrals and derivatives.

The code uses the derivative of thickness, $H_t$, as its primary computational variable. This choice reduces numerical noise because we never need to compute the second derivative of the primary variable. Higher-order derivatives introduce increasing amounts of numerical noise, whereas integrals tend to remove noise. The thickness $H$ is derived from $H_t$ by integration

$$H = H(x_g) + \int_{x_g}^x H_t \, dx'.$$

(C42)
where \( H(x_g) \) is known from the flotation boundary condition, Eq. (9). The velocity \( u \) is determined from \( H \) using the integral of the steady-state continuity equation, \( uH = a \), and the velocity derivative \( u_x \) is computed from the continuity equation, Eq. (1), with \( H_t \equiv 0 \):

\[
   u = \frac{a x}{H}, \tag{C43}
\]

\[
   u_x = \frac{a + uH_x}{H}. \tag{C44}
\]

Given \( u, H \) and their derivatives, we use Picard iteration to solve stress-balance, Eq. (2). Each Picard iteration involves solving the following linear system for \( H_{x,k+1} \), based on the results computed at the previous iteration \( k \):

\[
   M_k H_{x,k+1} = c_k, \tag{C45}
\]

\[
   M \equiv -\mathcal{D}(v_{x,k} u_k + v_k u_{x,k} + H_k) - \mathcal{D}(v_k u_k) \cdot D_x, \tag{C46}
\]

\[
   c_k \equiv -v_{x,k} a + \tau_{b,k} - H_k b_{x,k}, \tag{C47}
\]

\[
   v \equiv 2 A^{-1} |u_x|^{\frac{1}{2}} - 1, \tag{C48}
\]

where quantities in bold italics are vectors of \( N + 1 \) values from each collocation point, quantities that are bold and in capital letters are \((N+1) \times (N+1)\) matrices, \( \mathcal{D} \) is an operator that puts the vector elements along the diagonal of a matrix, \( D_x \) is the Chebyshev derivative operator expressed as a matrix, and \( \tau_{b,k} \) is given by Eq. (6) with all quantities evaluated at iteration \( k \). Products of vectors are defined element-wise in these equations, rather than as dot products. Picard iteration requires an initial guess at \( H_x \), which we define as

\[
   H_{x,0} \equiv 2 \left[ H(x_g) - H_0 \right] \frac{x^2}{x_g}. \tag{C49}
\]

\[
   H_0 \equiv 3000 \text{ m.} \tag{C50}
\]

An outer iterative loop uses Brent’s root-finding method (Brent, 1973) to find the grounding-line position \( x_g \) where the final boundary condition, Eq. (13), is satisfied. Brent’s method requires bounds on \( x_g \); we break the domain into segments of downward-sloping bedrock topography and search for steady states independently on each segment. The method is also capable of finding unstable steady states on upward-sloping bedrock. The method is considered to have converged when both the residual \( r = \max(|M_k H_{x,k} - c_k|) \) and the residual in Eq. (13) are less than \( 10^{-10} \). All computational variables are non-dimensionalized to be of order unity.
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