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Abstract

In this paper, we investigate the impact of channel aging on the performance of cell-free (CF) massive multiple-input multiple-output (MIMO) systems with both spatial correlation and pilot contamination. We derive novel closed-form uplink and downlink spectral efficiency (SE) expressions that take imperfect channel estimation into account. More specifically, we consider large-scale fading decoding and matched-filter receiver cooperation in the uplink. The uplink performance of a small-cell (SC) system is derived for comparison. The CF massive MIMO system achieves higher 95%-likely uplink SE than the SC system. In the downlink, the coherent transmission has four times higher 95%-likely per-user SE than the non-coherent transmission. Statistical channel cooperation power control (SCCPC) is used to mitigate the inter-user interference. SCCPC performs better than full power transmission, but the benefits are gradually weakened as the channel aging becomes stronger. Furthermore, strong spatial correlation reduces the SE but degrades the effect of channel aging. Increasing the number of antennas can improve the SE while decreasing the energy efficiency. Finally, we use the maximum normalized Doppler shift to design the SE-improved length of the resource block. Simulation results are presented to validate the accuracy of our expressions and prove that the CF massive MIMO system is more robust to channel aging than the SC system.
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I. INTRODUCTION

Cell-free (CF) massive multiple-input multiple-output (MIMO) has been recently proposed as a future technology for providing a more uniform spectral efficiency (SE) to the user equipments (UEs) in wireless networks [1], [2]. CF massive MIMO systems consist of many geographically distributed access points (APs) connected to a central processing unit (CPU) for coherently serving the UEs by spatial multiplexing on the same time-frequency resource [3]–[5]. The characteristic feature of CF massive MIMO, compared with traditional cellular systems, is the operating regime with no cell boundaries and many more APs than UEs [6]. In conventional small-cell (SC) systems, the APs only serve UEs within their own cell, which may lead to high inter-cell interference. In addition, compared with SC systems in mobile scenarios, CF massive MIMO systems can handle interference more effectively and the frequent handover problem can be eliminated [1]. Results in [2] and [6] show that CF massive MIMO systems outperform SC systems in terms of 95%-likely per-user uplink and downlink SE. Following these seminal works, many important and fundamental aspects of CF massive MIMO have been studied in recent years. For example, the authors in [7] observed that CF massive MIMO systems with the large-scale fading decoding (LSFD) receiver achieve two-fold gains over the matched filter (MF) receiver in terms of 95%-likely per-user SE. The key difference between LSFD and MF receivers is that the former requires more statistical parameters to be available at the CPU [6], [8]. In addition, it was shown in [9] that coherent transmission (same data from all APs) performs much better than non-coherent transmission (different data from all APs) in the downlink of CF massive MIMO. The main advantage of non-coherent transmission is that it does not require strict phase synchronization, which reduces the complexity of the system [10]. Moreover, the authors in [11] use the minimum mean-squared error-based successive interference cancellation scheme to detect the desired symbols for improving the performance of CF massive MIMO systems. In addition, non-orthogonal pilot sequences are often used by the UEs in CF massive MIMO systems on account of the short training phases and large number of UEs [12]. However, the pilot contamination effect caused by non-orthogonal pilot sequences reduces the performance of CF massive MIMO systems significantly, owing to the interfered pilot signal transmitted from other UEs assigned the same pilot [13].

Moreover, spatial channel correlation is an important property of multiuser MIMO [14]. The propagation channels and antenna arrays create spatial channel correlation, which has a non-negligible impact on the performance of CF massive MIMO [15]. Spatially correlated Rayleigh fading channels were considered in CF massive MIMO in [6], [9]. Rician fading channels with spatial correlation were investigated in [15],
It is not clear whether a UE at a given location will achieve higher SE with uncorrelated fading or with spatial correlation. Simulation results in [17] show that this happens with 17%-35% probability, which changes depending on the setup.

Higher SE and less consumed power are two of the key performance indicators for future networks [18], [19]. CF massive MIMO can potentially achieve a higher SE by deploying a large number of APs, but might increase the circuit power consumption [20]. Moreover, more fronthaul links are required in CF massive MIMO, which also increase the total power consumption [21]. Hence, it is hard to predict if CF massive MIMO will increase or decrease the energy efficiency (EE). The authors in [22] analyzed the effects of fronthaul power consumption, the number of APs, and the number of antennas per AP on the EE of CF massive MIMO. The uplink EE of the CF Massive MIMO with optimal uniform quantization is investigated in [23]. APs were temporarily turned off in [24] to reduce the hardware dissipation, which can minimize the total downlink power consumption at the APs to achieve an EE improvement.

Most of the current works on CF massive MIMO consider a block-fading model, i.e., the channel realization in a coherence block is approximated as constant. However, practical channels are continuously evolving due to UE mobility, leading to the so-called channel aging effect where the channel is different but correlated between samples in a transmission block [25]. The impact of channel aging has been characterized in co-located massive MIMO systems. For instance, the authors in [26] utilized machine learning to predict the channels in massive MIMO systems under channel aging. The performance of massive MIMO systems under channel aging was also investigated in [27], [28]. In addition, the authors in [29] utilized a low-complexity prediction to improve the channel state information accuracy in massive MIMO-orthogonal frequency division multiplexing (OFDM) systems with channel aging. To the best of our knowledge, this is the first time that the channel aging effect is analyzed for CF massive MIMO systems.

Motivated by the above observations, we investigate the effect of channel aging on the uplink and downlink performance of CF massive MIMO systems with spatial correlation and pilot contamination. In the uplink, we consider both LSFD and MF receivers. The performance of the corresponding SC system is analyzed for comparison. In addition, we compare the coherent and non-coherent transmission modes in the downlink. Then, a useful statistical channel cooperation power control (SCCPC) scheme is applied to further improve the system performance. The total EE and the SE-improved length of the resource block of the considered system are investigated. The specific contributions of the work are listed as follows:
• We first derive closed-form expressions for the uplink and downlink SE of the CF massive MIMO system under channel aging. Our results show that, in both static and mobile scenarios, the CF massive MIMO system performs better than the SC system in the uplink. In the downlink, coherent transmission performs better than non-coherent transmission.

• Compared with full power transmission, we find that the benefits of SCCPC are gradually weakened as the channel aging effect grows stronger. The performance loss due to channel aging can be compensated by employing more antennas, more pilots, and reducing the spatial correlation.

• We investigate the total EE of the CF massive MIMO system taking into account a realistic power consumption model. It is found that increasing channel aging significantly reduces the EE and leads to more APs are preferred for the optimal operating point of EE. We also propose a method to design the SE-improved length of resource block for mitigating the effect of channel aging.

Note that the conference version of this paper [30] considered the uplink CF massive MIMO with channel aging under single-antenna APs, while this paper considers multi-antenna APs in both uplink and downlink. The rest of the paper is organized as follows. In Section II, we describe the system model incorporating the combined effects of channel estimation error, spatial correlation, pilot contamination and channel aging. Next, Section III presents the achievable uplink SE with channel aging for both CF and SC systems, as well as SCCPC is used to further improve the system performance. In Section IV, we derive the achievable downlink SE with channel aging for coherent and non-coherent transmissions and use SCCPC to further improve the system performance. Then, Section V investigate the total EE of considered systems taking into account a realistic power consumption model. We provide numerical results and discussions in Section VI. Finally, Section VII gives a brief summary and provides suggestions for future work.

**Notation:** Column vectors and matrices are represented by boldface lowercase letters \( \mathbf{x} \) and boldface uppercase letters \( \mathbf{X} \), respectively. The \( n \times n \) identity matrix is \( \mathbf{I}_n \). We use superscripts \( x^*, x^T \) and \( x^H \) to represent conjugate, transpose and conjugate transpose, respectively. We use \( \text{diag}(x_1, \ldots, x_n) \) for a block-diagonal matrix with the variables \( x_1, \ldots, x_n \) on the diagonal. The absolute value, the expectation operator, the trace operator and the definitions are denoted by \( |\cdot|, \mathbb{E}\{\cdot\}, \text{tr}\,(\cdot) \) and \( \triangleq \), respectively. Finally, \( \mathbf{x} \sim \mathcal{C}\mathcal{N}(\mathbf{0}, \mathbf{R}) \) represents a circularly symmetric complex Gaussian distribution with covariance matrix \( \mathbf{R} \).
Fig. 1: CF massive MIMO systems with mobile UEs.

II. SYSTEM MODEL

We consider a CF massive MIMO system consisting of $L$ APs and $K$ mobile single-antenna UEs as illustrated in Fig. 1. Each AP is equipped with $N$ antennas. The APs are connected to a CPU via fronthaul links. We assume that all $L$ APs simultaneously serve all $K$ UEs on the same time-frequency resource. The UEs are assumed to move at different speeds, which affect the channel variations. The communication is divided into resource blocks consisting of $\tau_c$ time instants (channel uses). As the time-division duplex (TDD) protocol in Fig. 2 indicates, there are two different types of blocks: one for uplink data and one for downlink data. We assume that the uplink training phase occupies $\tau_p$ time instants, while the uplink data transmission occupies $(\tau_c - \tau_p)$ time instants in the uplink resource block. For the downlink resource block, the uplink training phase occupies $\tau_p$ time instants and the downlink data transmission occupies $(\tau_c - \tau_p)$ time instants. The fraction of the resource blocks that are used for uplink and downlink data can be dynamically changed and will not be specified in this paper since each block is operated independently from the other. We are considering a flat-fading system, which could either be a narrowband single-carrier system or one narrowband subcarrier in a multi-carrier system. At the $n$th time instant in a given block, the Rayleigh fading channel between AP $l$ and UE $k$ is modelled as

$$h_{kl}[n] \sim \mathcal{C}\mathcal{N}(0, R_{kl}), \quad n = 0, 1, \ldots, \tau_c,$$  \hspace{1cm} (1)

1Note that a resource block is not the same as a coherence block in the block fading model often considered in the literature \[17\]. We consider a more realistic model where the channels are continuously evolving in a resource block and correlated between channel uses but not identical.

2On account of the channel aging effect, the estimated channel information will become outdated over time, which makes the system performance get worse over time. Therefore, we transmit uplink and downlink data in different resource blocks, so both can make use of the parts of the resource blocks where the channel information is most accurate. Another benefit is that this leads to less frequent switching between uplink and downlink, which reduces the number of guard intervals.
where $R_{kl} \in \mathbb{C}^{N \times N}$ is the spatial correlation matrix and $\beta_{kl} \triangleq \text{tr}(R_{kl})/N$ is the large-scale fading coefficient. Note that $h_{kl}[n]$ is independent for different pairs of UE index $k = 1, \ldots, K$ and AP index $l = 1, \ldots, L$. However, $h_{kl}[0], \ldots, h_{kl}[\tau_{c}]$ are correlated.

### A. Channel Aging

The relative movement between the UEs and APs lead to temporal variations in the propagation environment which affect the channel coefficient also within a resource block. The channel realization $h_{kl}[n]$ can be modeled as a function of its initial state $h_{kl}[0]$ and an innovation component [27], such as

$$h_{kl}[n] = \rho_{k}[n] h_{kl}[0] + \tilde{\rho}_{k}[n] g_{kl}[n],$$  \hspace{1cm} (2)$$

where $g_{kl}[n] \sim \mathcal{CN}(0, R_{kl})$ represents the independent innovation component at the time instant $n$. In addition, $\rho_{k}[n]$ represents the temporal correlation coefficient of UE $k$ between the channel realizations at time 0 and $n$, and $\tilde{\rho}_{k}[n] = \sqrt{1 - \rho_{k}^{2}[n]}$. As in [27], we consider $\rho_{k}[n] = J_{0}(2\pi f_{D,k}T_{s}n)$, where $J_{0}(\cdot)$ is the zeroth-order Bessel function of the first kind [31, Eq. (9.1.18)], $T_{s}$ denotes the sampling time, and $f_{D,k} = (v_{k}f_{c})/c$ is the Doppler shift for a UE with velocity $v_{k}$, where $f_{c}$ and $c$ represent the carrier frequency and the speed of light, respectively. Our focus is on the channel aging and combatting it using time correlation.

**Remark 1.** The model in (2) is not a first-order autoregressive model, as considered in previous works such as [25], but the correlation coefficients are selected to approximately match the Jakes’ model which makes it more realistic [27]. In practice, the model (2) is only accurate during a limited period of time since wide-sense stationarity can only be guaranteed for small-scale movements. To avoid this issue, we are not exploiting correlation between blocks, even if it might exist.
B. Uplink Channel Estimation

We assume that $\tau_p$ mutually orthogonal time-multiplexed pilot sequences are utilized. This means that pilot sequence $t$ corresponds to sending a pilot signal only at time instant $t$ in the resource block. This pilot design is necessary to keep the orthogonality between the pilots in the presence of channel aging. We consider a large network with $K > \tau_p$ so that different UEs will be assigned to the same time instant (same pilot). The index of the time instant assigned to UE $k$ is denoted by $t_k \in \{1, \ldots, \tau_p\}$ and the other UEs that use the same time instant for pilot transmission as UE $k$ is denoted by $\mathcal{P}_k = \{i : t_i = t_k\} \subset \{1, \ldots, K\}$.

The received signal between AP $l$ and UE $k$ at time instant $t_k$ is

$$z_{l} [t_k] = \sum_{i \in \mathcal{P}_k} \sqrt{p_i} h_{il} [t_i] + w_{l} [t_k], \quad (3)$$

where $p_i \geq 0$ is the pilot transmit power of UE $i$ and $w_{l} [t_k] \sim \mathcal{CN} (0, \sigma^2 I_N)$ is the receiver noise. This received signal can be utilized to estimate (or predict) the channel realization at any time instant of the block, but the quality of the estimate will reduce with an increased time distance between the pilot transmission and the considered channel realization. Without loss of generality, we consider the estimates at the channels at time instant $\tau_p + 1$, and then these estimates are used as the initial states to get estimates of the channels at all other time instants. To simplify the notation, we define $\lambda = \tau_p + 1$. The effective channel at the $t_i$th time instant can be expressed in terms of the channel at the $\lambda$th time instant as

$$h_{il} [t_i] = \rho_i [\lambda - t_i] h_{il} [\lambda] + \tilde{\rho}_i [\lambda - t_i] f_{il} [t_i], \quad (4)$$

where $f_{il} [t_i] \sim \mathcal{CN} (0, R_{il})$ denotes the independent innovation component that relate $h_{il} [t_i]$ and $h_{il} [\lambda]$. Using (4), we rewrite (3) as

$$z_{l} [t_k] = \sqrt{p_k} \rho_k [\lambda - t_k] h_{kl} [\lambda] + \sum_{i \in \mathcal{P}_k / \{k\}} \sqrt{p_i} \rho_i [\lambda - t_i] h_{il} [\lambda] + \sum_{i \in \mathcal{P}_k} \sqrt{p_i} \tilde{\rho}_i [\lambda - t_i] f_{il} [t_i] + w_{l} [t_k]. \quad (5)$$

Using standard minimum mean square error (MMSE) estimation \[17\], each AP $l$ can compute the MMSE estimate $\hat{h}_{kl} [\lambda]$ of the channel coefficient $h_{kl} [\lambda]$ as

$$\hat{h}_{kl} [\lambda] = \rho_k [\lambda - t_k] \sqrt{p_k} R_{kl} \Psi_{kl} z_{l} [t_k], \quad (6)$$
where
\[
\Psi_{kl} = \left( \sum_{i \in P_k} p_i R_{il} + \sigma^2 I_N \right)^{-1}.
\] (7)

The estimate \( \hat{h}_{kl} [\lambda] \) and the estimation error \( \tilde{h}_{kl} [\lambda] = h_{kl} [\lambda] - \hat{h}_{kl} [\lambda] \) are distributed as \( \mathcal{CN} (0, Q_{kl}) \) and \( \mathcal{CN} (0, R_{kl} - Q_{kl}) \), respectively, where
\[
Q_{kl} \triangleq \rho^2_{k} [\lambda - t_k] p_k R_{kl} \Psi_{kl} R_{kl}.
\] (8)

In addition, to simplify the notation, we define
\[
\bar{Q}_{kl} \triangleq \rho_{k} [\lambda - t_k] \sqrt{p_k} \rho_{i} [\lambda - t_i] \sqrt{p_i} R_{il} \Psi_{kl} R_{kl}.
\] (9)

The channel estimate \( \hat{h}_{kl} [\lambda] \) is degraded by the signals transmitted by the pilot-sharing UEs at the time instant \( t_k \). This represents the pilot contamination effect \([2]\). When \( R_{kl} = \beta_{kl} I_N \), the derived channel estimate \( \hat{h}_{kl} [\lambda] \) can be reduced to the uncorrelated Rayleigh fading. Thus, it can be simplified as
\[
\hat{h}_{kl} [\lambda] = \rho_{k} [\lambda - t_k] \sqrt{p_k} \beta_{kl} \Psi_{kl} I_N z_{l} [t_k],
\] (10)
where
\[
\Psi_{kl} = \left( \sum_{i \in P_k} p_i \beta_{il} + \sigma^2 \right)^{-1}.
\] (11)

Furthermore, we have that \( Q_{kl} \triangleq \gamma_{kl} I_N \), where
\[
\gamma_{kl} = \rho^2_{k} [\lambda - t_k] p_k \beta^2_{kl} \Psi_{kl}.
\] (12)

Note that, when the channel aging becomes zero, the considered resource block becomes the conventional block-fading model. We find that the above expressions reduce to the channel estimation results in \([2]\) and \([6]\), which are not influenced by the different time instants.

### III. Uplink Data Transmission

In this section, we investigate the uplink performance of CF massive MIMO systems with channel aging and spatial correlation within each uplink resource block. Meanwhile, we consider SC systems for
comparison. Novel SE expressions are derived for both systems and SCCPC is used to further improve the system performance.

A. CF Massive MIMO Systems

Each AP makes a local estimate of the uplink data using its local channel estimates. These data estimates are then sent to the CPU for joint data detection \[6\]. During the uplink data transmission, the received complex baseband signal \(y_l[n]\) at AP \(l\) during the instants \(\lambda \leq n \leq \tau_c\) is given by

\[
y_l[n] = \sqrt{p_u} \sum_{i=1}^{K} h_{il}[n] \sqrt{\eta_i} s_i[n] + w_l[n],
\]

where \(s_i[n] \sim \mathcal{C}\mathcal{N}(0, 1)\) is the transmit signal from UE \(i\), and \(0 \leq \eta_i \leq 1\) is a power control coefficient. \(w_l[n]\) is the receiver noise. Moreover, \(h_{il}[n]\) can be expressed in terms of \(h_{il}[^\lambda]\) as

\[
h_{il}[n] = \rho_i[n - \lambda] h_{il}[^\lambda] + \bar{\rho}_i[n - \lambda] u_{il}[n],
\]

where \(h_{il}[^\lambda]\) is the initial state in the data transmission phase. The MMSE estimate \(\hat{h}_{il}[^\lambda] \sim \mathcal{C}\mathcal{N}(0, Q_{il})\) of \(h_{il}[^\lambda]\) was derived in \(6\). Moreover, \(u_{il}[n] \sim \mathcal{C}\mathcal{N}(0, R_{il})\) denotes the independent innovation component relating \(h_{il}[n]\) and \(h_{il}[^\lambda]\).

To detect the symbol transmitted from the \(k\)th UE, the \(l\)th AP multiplies the received signal \(y_l[n]\) with the conjugate of its (locally obtained) channel estimate. Then the obtained quantity \(\tilde{s}_{kl}[n] = \hat{h}_{kl}^H[^\lambda] y_l[n]\) is sent to the CPU via the fronthaul. The CPU uses the weights \(a_{kl}[n]\) to obtain \(\hat{s}_k[n]\) as

\[
\hat{s}_k[n] = \sum_{l=1}^{L} a_{kl}[^*][n] \tilde{s}_{kl}[n] = \rho_k[n - \lambda] \sqrt{p_u} \sum_{l=1}^{L} a_{kl}[^*][n] \mathbb{E}\{\hat{h}_{kl}^H[^\lambda] h_{kl}[^\lambda]\} s_k[n]
\]

\[
+ \rho_k[n - \lambda] \sqrt{p_u} \sum_{l=1}^{L} a_{kl}[^*][n] \hat{h}_{kl}^H[^\lambda] h_{kl}[^\lambda] - \mathbb{E}\{\hat{h}_{kl}^H[^\lambda] h_{kl}[^\lambda]\}\sum_{l=1}^{L} a_{kl}[^*][n] s_k[n]
\]

\[
+ \bar{\rho}_k[n - \lambda] \sqrt{p_u} \sum_{l=1}^{L} a_{kl}[^*][n] \hat{h}_{kl}^H[^\lambda] u_{kl}[n] s_k[n]
\]

\[
+ \sum_{i \neq k} \sqrt{p_u} \sum_{l=1}^{L} a_{kl}[^*][n] \hat{h}_{kl}^H[^\lambda] h_{il}[n] \sqrt{\eta_i} s_i[n] + \sum_{l=1}^{L} a_{kl}[^*][n] \hat{h}_{kl}^H[^\lambda] w_l[n],
\]

(15)
where \( DS_{k,n} \) represents the desired signal, \( BU_{k,n} \) represents the beamforming gain uncertainty, \( CA_{k,n} \) represents the channel aging effect, \( UI_{ki,n} \) represents the interference caused by transmitted data from other UEs, and \( NS_{k,n} \) represents the noise term, respectively.

**Remark 2.** The channel aging effect clearly degrades both the desired signal and beamforming gain uncertainty since \( \rho^2_k[n - \lambda] \) reduces as \( n \) increases. Focusing on the channel aging quantities, the SINR can be written approximately as \( \text{SINR}_k[n] \approx 1 / (a \kappa + b) \), where \( \kappa \triangleq 1 / \rho^2_k[n - \lambda] \) and \( a, b \) are constants depending on the transmit power, channel information, and receiver noise. It is clear that the SINR significantly reduces as the channel aging effect becomes large.

**Theorem 1.** A lower bound on the capacity of UE \( k \) is

\[
\text{SE}^{\text{CF}}_k = \frac{1}{\tau_c - \tau_p} \sum_{n=\lambda}^{\tau_c} \log_2 \left( 1 + \text{SINR}^{\text{CF}}_k[n] \right),
\]

with

\[
\text{SINR}^{\text{CF}}_k[n] = \frac{\rho^2_k[n - \lambda] p_u \eta_k |a_k^H[n] b_k|^2}{p_u \sum_{i=1}^{K} \eta_i a_k^H[n] \Gamma_{ki} a_k[n] + p_u \sum_{i \in P \setminus \{k\}} \rho^2_i[n - \lambda] \eta_k |a_k^H[n] c_{ki}|^2 + \sigma^2_{u} A_k a_k[n]},
\]

where

\[
\begin{align*}
    a_k[n] &\triangleq [a_k[1][n] \ldots a_k[L][n]]^T \in \mathbb{C}^L, \\
    b_k &\triangleq [\text{tr}(Q_{k1}) \ldots \text{tr}(Q_{kL})]^T \in \mathbb{C}^L, \\
    \Gamma_{ki} &\triangleq \text{diag}(\text{tr}(Q_{ki} R_{i1}), \ldots, \text{tr}(Q_{ki} R_{iL})) \in \mathbb{C}^{L \times L}, \\
    c_{ki} &\triangleq [\text{tr}(\bar{Q}_{ki1}) \ldots \text{tr}(\bar{Q}_{kiiL})]^T \in \mathbb{C}^L, \\
    \Lambda_k &\triangleq \text{diag}(\text{tr}(Q_{k1}), \ldots, \text{tr}(Q_{kL})) \in \mathbb{C}^{L \times L}.
\end{align*}
\]

**Proof:** Please refer to Appendix A.

We will call the lower bound on the capacity in Theorem 1 an achievable SE. It can be achieved by using a set of \((\tau_c - \tau_p)\) channel codes for AWGN channels, each spanning over the signal transmitted at the \( n \)th time instant in every resource block, for \( n = \lambda, \ldots, \tau_c \). The weight vector \( a_k[n] \) can be different for each \( n \) and can be optimized by the CPU to maximize the SE, utilizing the LSFD receiver cooperation approach from \([6, 7]\). In addition, while the channel aging effect vanishes, we have \( \rho^2_i[n - \lambda] = 1 \) at each time instant. Then, the achievable SE in Theorem 1 will degenerate into the results in \([6, \text{Proposition}]\).
Corollary 1. The effective SINR of UE $k$ is maximized by

$$a_k[n] = \left( p_u \sum_{i=1}^{K} \eta_i \Gamma_{ki} + p_u \sum_{i \in P_k \setminus \{k\}} \rho_i^2 [n-\lambda] \eta_i c_{ki} c_{ki}^H + \sigma_u^2 A_k \right)^{-1} b_k,$$

which leads to the maximum SE as

$$SE_{k}^{LSFD} = \frac{1}{T_c} \sum_{n=\lambda}^{T_c} \log_2 \left( 1 + \text{SINR}_{k}^{LSFD}[n] \right),$$

(19)

where $\text{SINR}_{k}^{LSFD}[n]$ is given by

$$\rho_k^2 [n-\lambda] p_u \eta_k b_k^H \left( p_u \sum_{i=1}^{K} \eta_i \Gamma_{ki} + p_u \sum_{i \in P_k \setminus \{k\}} \rho_i^2 [n-\lambda] \eta_i c_{ki} c_{ki}^H + \sigma_u^2 A_k \right)^{-1} b_k.$$  

(20)

If we want to reduce the complexity of LSFD, then the conventional MF receiver cooperation from [2] is obtained by using equal weights $a_k[n] = [1/L \ldots 1/L]^T$.

Corollary 2. For the spatially uncorrelated Rayleigh fading, substituting $\text{tr} (Q_{kl} R_{il}) = N \gamma_{kl} \beta_{il}$, $\text{tr} (Q_{kl}) = N \gamma_{kl}$ and $\text{tr} (\bar{Q}_{kil}) = N \sqrt{\gamma_{kl} \gamma_{il}}$ into (18), we can write $\text{SINR}_{k}^{CF}[n]$ as

$$\rho_k^2 [n-\lambda] p_u \eta_k N \left| \sum_{l=1}^{L} a_{kl}^* [n] \gamma_{kl} \right|^2 \frac{p_u \sum_{i=1}^{K} \eta_i \sum_{l=1}^{L} \left| a_{kl}^* [n] \right|^2 \gamma_{kl} \beta_{il} + p_u N \sum_{i \in P_k \setminus \{k\}} \rho_i^2 [n-\lambda] \eta_i \sum_{l=1}^{L} \left| a_{kl}^* [n] \right|^2 \sqrt{\gamma_{kl} \gamma_{il}} + \sigma_u^2 \sum_{l=1}^{L} \left| a_{kl}^* [n] \right|^2 \gamma_{kl}}{1}.$$  

(21)

Corollary [2] is a general expression for CF massive MIMO systems with spatially uncorrelated multiple-antennas APs. Assuming $N = 1$ and applying MF receiver cooperation with $a_{kl}[n] = 1/L$, formula (21) will reduce to [2] Eq. (27)] when there is no channel aging effect.

Remark 3. It is noticed that, in Corollary [2] the number of antennas per AP have two impacts on the SINR. Firstly, the desired signal power grows proportionally to $N$. Secondly, the pilot-contaminated interference terms also grows linearly with $N$. Focusing $N$, the SINR at one fixed time instant can be written approximately as $\text{SINR}_{k}^{CF} = 1/\left( \hat{a} \hat{c} + \hat{b} \right)$, where $\hat{c} \triangleq 1/N$ and $\hat{a}, \hat{b}$ are positive constants. $\hat{a}$ is mainly depended on the interference from other UEs and the noise, $\hat{b}$ is mainly decided by the pilot contamination. It is clear that the SINR is a monotonely increasing function of $N$. 
B. Small-Cell Systems

In the uplink of a SC system, each AP first estimates the channels based on signals sent from the UEs, as described earlier. The so-obtained channel estimate of UE $k$ is used to multiply the received signal for detecting the desired signal. The combined uplink signal at the $l$th AP is

$$y_{kl} [n] = \sqrt{p_a} \sum_{i=1}^{K} \hat{h}_{kl}^H [\lambda] \hat{h}_l [n] \sqrt{\eta_i} s_i [n] + \hat{h}_{kl}^H [\lambda] w_l [n]$$

$$= \rho_k [n - \lambda] \sqrt{p_a} \hat{h}_{kl}^H [\lambda] \hat{h}_l [n] \sqrt{\eta_k} s_k [n] + \rho_k [n - \lambda] \sqrt{p_a} \hat{h}_{kl}^H [\lambda] \hat{h}_{kl,1} [\lambda] \sqrt{\eta_k} s_k [n]$$

$$+ \rho_k [n - \lambda] \sqrt{p_a} \hat{h}_{kl}^H [\lambda] \hat{h}_{kl,2} [\lambda] \sqrt{\eta_k} s_k [n] + \sqrt{p_a} \sum_{i \neq k}^{K} \hat{h}_{kl}^H [\lambda] \hat{h}_l [n] \sqrt{\eta_i} s_i [n] + \hat{h}_{kl}^H [\lambda] w_l [n], \quad (22)$$

where the first term denotes the desired received signal from UE $k$, $w_l [n] \sim CN(0, \sigma^2 I_N)$ is the receiver noise at AP $l$. The remaining terms $I_{kln,1}$, $I_{kln,2}$ and $I_{kln,3}$ are uncorrelated and represent interference caused by channel estimation errors, the channel aging effect, and data transmitted from other UEs.

**Corollary 3.** The SC system is a special case of CF massive MIMO when the LSFD weights are selected so that each user is only served by the SE-maximizing AP [6]. If the maximum-ratio combining is used, then the capacity of UE $k$ is lower bounded by

$$SE_{k}^{SC} = \max_{l \in \{1, \ldots, L\}} \frac{1}{\tau_c} \sum_{n=\lambda}^{\tau_c} \mathbb{E} \left\{ \log_2 \left( 1 + \text{SINR}_{kln}^{SC} [n] \right) \right\}, \quad (23)$$

where $\text{SINR}_{kln}^{SC} [n]$ is given by

$$\frac{\rho_k^2 [n - \lambda] p_a \eta_k \hat{h}_{kl}^H [\lambda] \hat{h}_l [n] \sqrt{\eta_k} s_k [n]}{\sum_{i \neq k}^{K} \rho_i^2 [n - \lambda] p_a \eta_i \hat{h}_{kl}^H [\lambda] \hat{h}_l [n] \sqrt{\eta_i} s_i [n] + \hat{h}_{kl}^H [\lambda] \left( \sum_{i=1}^{K} p_a \eta_i (R_i - \rho_i^2 [n - \lambda] Q_i) + \sigma^2 I \right) \hat{h}_l [n]}. \quad (24)$$

**Proof:** It follows similar steps in [6, Theorem 4.1] for Cellular mMIMO.

**Corollary 3** is a general expression for SC system with an arbitrary number of antennas per AP. When considering that special case $N = 1$, the following result is obtained instead.

**Corollary 4.** When $N = 1$, the achievable SE of UE $k$ can be expressed in closed form as

$$SE_{k}^{SC} = \max_{l \in \{1, \ldots, L\}} \frac{1}{\tau_c} \sum_{n=\lambda}^{\tau_c} \frac{e^{w_{kl} [n] (1 + A_{kl} [n])} E_1 \left( \frac{1}{w_{kl} [n] (1 + A_{kl} [n])} \right) - e^{w_{kl} [n] A_{kl} [n]} E_1 \left( \frac{1}{w_{kl} [n] A_{kl} [n]} \right)}{\ln (2)}, \quad (25)$$

where

\[
A_{kl}[n] = \sum_{i \in \mathcal{P}_k \setminus \{k\}} K \sum_{i=1}^{K} \left( \frac{\rho_i[n - \lambda] \rho_i[\lambda - t_i] \rho_i \beta_{il}}{\rho_k[n - \lambda] \rho_k[\lambda - t_k] \rho_k \beta_{kl}} \right)^2,
\]

(26)

\[
w_{kl}[n] = \frac{\rho_k^2[n - \lambda] \rho_k \eta_i \gamma_{kl}}{p_u \sum_{i=1}^{K} \eta_i \beta_{il} - p_u \sum_{i \in \mathcal{P}_k} \rho_i^2[n - \lambda] \eta_i \gamma_{il} + \sigma^2},
\]

(27)

and \( E_1(x) = \int_1^\infty \frac{e^{-xu}}{u} du \) denotes the exponential integral. The UE is served by the AP whose index \( l \) is maximizing the expression in (25).

Proof: Please refer to Appendix B.

\[\Box\]

C. Uplink Statistical Channel Cooperation Power Control

The uplink transmit powers must be selected to mitigate near-far effects. We will extend the SCCPC policy presented in [32] to the considered system. In the SC system, the power control coefficient of UE \( k \) in the cell \( l_k \) is selected as

\[
\eta_k = \min_{\beta_{kl}} \{ \beta_{kl} \}, \quad k = 1, \ldots, K.
\]

(28)

SCCPC in CF massive MIMO systems depends on all the large-scale fading coefficient that involve a given UE, reflecting the effective connection between the UE and all the APs. Therefore, the power control coefficient of UE \( k \) is given by

\[
\eta_k = \frac{\min \{ \beta_k \}}{\beta_k}, \quad k = 1, \ldots, K.
\]

(29)

where

\[
\beta_k = \sum_{l=1}^{L} \beta_{kl}.
\]

(30)

IV. DOWNLINK DATA TRANSMISSION

In this section, we investigate the downlink performance of CF massive MIMO systems with channel aging and spatial correlation within each downlink resource block. We also derive novel SE expressions for coherent and non-coherent transmissions and use SCCPC to further improve the system performance.
A. Coherent Downlink Transmission

Each downlink resource block contains \((\tau_c - \tau_p)\) time instants reserved for downlink data. We assume that the downlink transmission of CF massive MIMO adopts coherent joint transmission. It means each AP transmits to each UE and sends the same data symbol as the other APs. Using maximum ratio precoding, the transmitted signal from AP \(l\) at time instant \(n\) is

\[
x_l[n] = \sqrt{p_d} \sum_{i=1}^{K} \hat{h}_{il}[\lambda] \sqrt{\mu_{il}} q_i[n],
\]

where \(q_i[n] \sim \mathcal{CN}(0, 1)\) is the symbol sent to UE \(i\) which is same for all APs, \(p_d\) denotes the downlink maximum transmission power for one AP, and \(0 \leq \mu_{il} \leq 1\) is power control coefficients chosen to satisfy the downlink power constraint as \(\mathbb{E}\{|x_l[n]|^2\} \leq p_d\). With the help of (14), the received signal at the \(k\)th UE at time instant \(n\) is expressed as

\[
r_{k}^{\text{coh}}[n] = \sum_{l=1}^{L} h_{kl}^H[n] x_l[n] + w_k[n] = \sqrt{p_d} \sum_{i=1}^{K} \sum_{l=1}^{L} h_{kl}^H[n] \hat{h}_{il}[\lambda] \sqrt{\mu_{il}} q_i[n] + w_k[n]
\]

\[
= \rho_k[n - \lambda] \sqrt{p_d} \sum_{l=1}^{L} h_{kl}^H[\lambda] \hat{h}_{kl}[\lambda] \sqrt{\mu_{kl}} q_k[n] + \rho_k[n - \lambda] \sqrt{p_d} \sum_{l=1}^{L} u_{kl}^H[n] \hat{h}_{kl}[\lambda] \sqrt{\mu_{kl}} q_k[n]
\]

\[
+ \sqrt{p_d} \sum_{i \neq k}^{K} \sum_{l=1}^{L} h_{kl}^H[n] \hat{h}_{il}[\lambda] \sqrt{\mu_{il}} q_i[n] + w_k[n],
\]

where \(w_k[n] \sim \mathcal{CN}(0, \sigma_d^2)\) is the receiver noise at UE \(k\).

**Theorem 2.** Based on the signal in (32), the DL capacity of UE \(k\) is lower bounded as

\[
\text{SE}_{k}^{\text{coh}} = \frac{1}{\tau_c} \sum_{n=\lambda}^{\tau_c} \log_2 \left(1 + \text{SINR}_{k}^{\text{coh}}[n]\right),
\]

where

\[
\text{SINR}_{k}^{\text{coh}}[n] = \frac{\rho_k^2[n - \lambda] p_d \sum_{l=1}^{L} \sqrt{\mu_{kl}} \mathbb{E}\{h_{kl}^H[\lambda] \hat{h}_{kl}[\lambda]\}^2}{p_d \sum_{i=1}^{K} \mathbb{E}\{\sum_{l=1}^{L} \sqrt{\mu_{il}} h_{kl}^H[n] \hat{h}_{il}[\lambda]\}^2 - \rho_k^2[n - \lambda] p_d \sum_{l=1}^{L} \sqrt{\mu_{kl}} \mathbb{E}\{h_{kl}^H[\lambda] \hat{h}_{kl}[\lambda]\}^2 + \sigma_d^2}.
\]
Computing every term of (34), SINR$^{\text{coh}}_k[n]$ can be further expressed in closed form as

$$
\text{SINR}^{\text{coh}}_k[n] = \frac{\rho_k^2 [n - \lambda] p_d \left| \sum_{l=1}^{L} \sqrt{\mu_{kl}} \text{tr} (Q_{kl}) \right|^2}{p_d \sum_{i=1}^{K} \sum_{l=1}^{L} \mu_{il} \gamma_{il} + \rho_k^2 [n - \lambda] p_d \sum_{i \in P_k \setminus \{k\}} \left| \sum_{l=1}^{L} \sqrt{\mu_{il}} \text{tr} (Q_{kil}) \right|^2 + \sigma_d^2}.
$$

(35)

**Proof:** It follows similar steps in Theorem 1. According to similar methods of calculating (63) and (72) in Appendix A, we derive the closed-form expression for (34) as (35).

Note that Theorem 2 is a general expression, which can degrade to [9, Eq. (29)] as the channel aging disappears. It is similar to Corollary 2 substituting $\text{tr} (Q_{il} R_{kl}) = N \gamma_{il} \beta_{kl}$, $\text{tr} (Q_{kl}) = N \gamma_{kl}$ and $\text{tr} (\bar{Q}_{kil}) = N \sqrt{\gamma_{kl} \gamma_{il}}$ into (35), we can derive SINR$^{\text{coh}}_k[n]$ with the spatially uncorrelated Rayleigh fading as

$$
\text{SINR}^{\text{coh}}_k[n] = \frac{\rho_k^2 [n - \lambda] p_d N^2 \left| \sum_{l=1}^{L} \sqrt{\mu_{kl} \gamma_{kl}} \right|^2}{p_d N^2 \sum_{i=1}^{K} \sum_{l=1}^{L} \mu_{il} \gamma_{il} \beta_{kl} + \rho_k^2 [n - \lambda] p_d N^2 \sum_{i \in P_k \setminus \{k\}} \left| \sum_{l=1}^{L} \sqrt{\mu_{il} \gamma_{kl} \gamma_{il}} \right|^2 + \sigma_d^2}.
$$

(36)

When $N = 1$ and the effect of channel aging vanishes, formula (36) will reduce to [2, Eq. (24)].

### B. Non-coherent Downlink Transmission

In this section, we consider non-coherent joint transmission in downlink CF massive MIMO. It means each AP is allowed to transmit to each UE but sends a different data symbol than the other APs, to alleviate the phase-synchronization requirements that coherent transmission put on the APs. Using maximum ratio precoding, the transmitted signal from AP $l$ is

$$
x_l[n] = \sqrt{p_d} \sum_{i=1}^{K} \hat{h}_{il}[\lambda] \sqrt{\mu_{il}} q_{il}[n],
$$

(37)

where $q_{il}[n] \sim \mathcal{CN}(0,1)$ is the symbol sent to UE $i$ which is different for all APs, $p_d$ denotes the downlink transmission power, and $\mu_{il}$ is power control coefficients chosen to satisfy the downlink power constraint as $\mathbb{E} \{|x_l[n]|^2\} \leq p_d$. With the help of (14), the received signal at the $k$th UE at time instant
\( n \) is expressed as

\[
r_{\text{nc}}^k [n] = \sum_{l=1}^{L} h_{kl}^H [n] x_l [n] + w_k [n] = \sqrt{p_d} \sum_{i=1}^{K} \sum_{l=1}^{L} h_{kl}^H [n] \hat{h}_{il} [\lambda] \sqrt{\mu_{il} q_{il} [n]} + w_k [n]
\]

\[
= \rho_k [n - \lambda] \sqrt{p_d} \sum_{l=1}^{L} h_{kl}^H [\lambda] \hat{h}_{kl} [\lambda] \sqrt{\mu_{kl} q_{kl} [n]} + \bar{\rho}_k [n - \lambda] \sqrt{p_d} \sum_{l=1}^{L} u_{kl}^H [n] \hat{h}_{kl} [\lambda] \sqrt{\mu_{kl} q_{kl} [n]}
\]

\[
+ \sqrt{p_d} \sum_{i \neq k}^{K} \sum_{l=1}^{L} h_{kl}^H [n] \hat{h}_{il} [\lambda] \sqrt{\mu_{il} q_{il} [n]} + w_k [n].
\]

(38)

After receiving the signals sent by all \( L \) APs, in order to detect the signals sent by the different APs, the \( k \)th user needs to use successive interference cancellation. The specific idea is that the user first detects the signal sent by the first AP, and treats the remaining signal as interference. By analogy, the user detects the signal sent by the \( l \)th AP, and regards the signal sent from the \((l + 1)\)th AP to the \( L \)th AP as interference, thus detecting the signal \( q_{kl}[n] \).

**Theorem 3.** Using successive interference cancellation to detect the non-coherent downlink transmission, the downlink SE of UE \( k \) is

\[
\text{SE}_{\text{nc}}^{k} = \frac{1}{\tau_c} \sum_{n=\lambda}^{\tau_c} \log_2 (1 + \text{SINR}_{\text{nc}}^{k} [n]),
\]

(39)

where

\[
\text{SINR}_{\text{nc}}^{k} [n] = \frac{\rho_k^2 [n - \lambda] p_d \sum_{l=1}^{L} \mu_{kl} \left| \mathbb{E} \left\{ h_{kl}^H [\lambda] \hat{h}_{kl} [\lambda] \right\} \right|^2}{p_d \sum_{i=1}^{K} \sum_{l=1}^{L} \mu_{il} \mathbb{E} \left\{ \left| h_{kl}^H [n] \hat{h}_{il} [\lambda] \right|^2 \right\} - \rho_k^2 [n - \lambda] p_d \sum_{l=1}^{L} \mu_{kl} \mathbb{E} \left\{ h_{kl}^H [\lambda] \hat{h}_{kl} [\lambda] \right\} ^2 + \sigma_d^2}.
\]

(40)

Computing every term of (40), \( \text{SINR}_{\text{coh}}^{k} [n] \) can be further expressed in closed form as

\[
\text{SINR}_{\text{nc}}^{k} [n] = \frac{\rho_k^2 [n - \lambda] p_d \sum_{l=1}^{L} \mu_{kl} |\text{tr} (Q_{kl})|^2}{p_d \sum_{i=1}^{K} \sum_{l=1}^{L} \mu_{il} |\text{tr} (Q_{il} R_{kl})| + \rho_k^2 [n - \lambda] p_d \sum_{i \in P_k \setminus \{k\}}^{K} \sum_{l=1}^{L} \mu_{il} |\text{tr} (\bar{Q}_{kil})|^2 + \sigma_d^2}.
\]

(41)

**Proof:** Please refer to Appendix C.

Note that the decoding order between the APs does not matter when it comes to the SE. But the individual signals must be encoded based on a particular choice of decoding order.
C. Downlink Statistical Channel Cooperation Power Control

We extend the power control policy in [33] with a pre-determined function including global statistical channel information and obtain the SCCPC coefficients as

$$\mu_{kl} = \frac{\bar{\beta}_{kl}^{-1}}{\sum_{i=1}^{K} \text{tr} (Q_{il}) \bar{\beta}_{i}^{-1}}, \quad k = 1, \ldots K, l = 1, \ldots L,$$

(42)

where

$$\bar{\beta}_{k} = \frac{\sum_{l=1}^{L} \beta_{kl}}{L}.$$  

(43)

V. TOTAL ENERGY EFFICIENCY

In this section, we investigate the total EE of uplink and downlink CF massive MIMO systems taking into account a realistic power consumption model.

A. Power Consumption Model

Each resource block occupies $\tau_c$ time instants, uplink training occupies $\tau_p$ time instants, uplink and downlink data transmission both occupies ($\tau_c - \tau_p$) time instants, and circuit consumption occurs throughout the resource block. Therefore, the total power consumption of uplink and downlink resource block can be defined as [20], [22]

$$P_{\text{total}} = \frac{\tau_c + \tau_p}{2\tau_c} P_{\text{TX}}^{\text{ul}} + \frac{\tau_c - \tau_p}{2\tau_c} P_{\text{TX}}^{\text{dl}} + P_{\text{CP}},$$

(44)

where $P_{\text{TX}}^{\text{ul}}$ and $P_{\text{TX}}^{\text{dl}}$ are respectively the uplink and downlink power amplifiers (PA) due to radiated transmit power and PA dissipation, $P_{\text{CP}}$ refers to the circuit power (CP) consumption. Furthermore, the uplink and downlink power consumption are respectively given by

$$P_{\text{TX}}^{\text{ul}} = \sum_{k=1}^{K} p_u \sigma ^2 \frac{\eta_k}{\partial_k},$$

(45)

$$P_{\text{TX}}^{\text{dl}} = \sum_{l=1}^{L} \frac{1}{\partial_l} p_d \sigma ^2 \sum_{k=1}^{K} \mu_{kl} \text{tr} (Q_{kl}),$$

(46)

where $\partial_k$ is the PA efficiency at UE $k$ and $\partial_l$ is the PA efficiency at AP $l$. The CP consumption $P_{\text{CP}}$ is obtained as

$$P_{\text{CP}} = \sum_{k=1}^{K} P_{\text{ue,k}} + \sum_{l=1}^{L} N P_{\text{ap,l}} + \sum_{l=1}^{L} P_{\text{bh,l}},$$

(47)
where $P_{ue,k}$ denotes the required power to run circuit components at UE $k$, $P_{ap,l}$ is the internal power required to run the circuit components related to each antenna of the $l$th AP. The fronthaul power consumption from the $l$th AP to the CPU is obtained as

$$P_{bh,l} = P_{0,l} + B \cdot \text{SE}_{\text{sum}} \cdot P_{bt,l},$$

(48)

where $P_{0,l}$ is a fixed power consumption of each fronthaul (traffic-independent power) which may depend on the distances between the APs and the CPU and the system topology, $P_{bt,l}$ is the traffic-dependent power (in Watt per bit/s), and $B$ is the system bandwidth. $\text{SE}_{\text{sum}}$ denotes the sum SE over all UEs of uplink and downlink. We choose uplink LSFD and downlink coherent transmission to calculate $\text{SE}_{\text{sum}}$ as

$$\text{SE}_{\text{sum}} = \sum_{k=1}^{K} \left( \frac{1}{2} \text{SE}_{k}^{\text{LSFD}} + \frac{1}{2} \text{SE}_{k}^{\text{coh}} \right).$$

(49)

Finally, we can derive the total power consumption as

$$P_{\text{total}} = \sum_{k=1}^{K} \left( \frac{\tau_{c} + \tau_{p}}{2\tau_{c}} P_{ap} \sigma_{q}^{2} \frac{\eta_{k}}{\partial_{k}} + P_{ue,k} \right) + \sum_{l=1}^{L} \left( \frac{\tau_{c} - \tau_{p}}{2\tau_{c}} \frac{1}{\partial_{k}} P_{p} \sigma_{q}^{2} \sum_{k=1}^{K} \mu_{kl} \text{tr} (Q_{kl}) + N P_{ap,l} + P_{0,l} \right) + B \left( \sum_{l=1}^{L} P_{bt,l} \right) \text{SE}_{\text{sum}}.$$  

(50)

B. Total Energy Efficiency

The total EE (bit/Joule) is defined as the sum throughput (bit/s) divided by the total power consumption (Watt) in the network:

$$\text{EE}_{\text{total}} = \frac{B \cdot \text{SE}_{\text{sum}}}{P_{\text{total}}}.$$  

(51)

VI. NUMERICAL RESULTS

We consider a simulation setup where $L$ APs and $K$ UEs are independently and uniformly distributed within a square of size $0.5 \text{ km} \times 0.5 \text{ km}$. We utilize the three-slope propagation model from [2] as

$$\beta_{kl} [\text{dB}] = \begin{cases} 
-81.2, & d_{kl} < 10 \text{m} \\
-61.2 - 20 \log_{10} \left( \frac{d_{kl}}{1 \text{m}} \right), & 10 \text{m} \leq d_{kl} < 50 \text{m} \\
-35.7 - 35 \log_{10} \left( \frac{d_{kl}}{1 \text{m}} \right) + F_{kl}, & d_{kl} \geq 50 \text{m},
\end{cases}$$

(52)
TABLE I: The Power Consumption Parameters.

| Parameter                                                                 | Values  |
|---------------------------------------------------------------------------|---------|
| Power amplifier efficiency at APs and UEs, $\partial_l$, $\forall l$ and $\partial_k$, $\forall k$. | 0.4     |
| Internal power component at APs/antennas, $P_{ap,l}$, $\forall l$        | 0.2 W   |
| Internal power component at UEs, $P_{ue,k}$, $\forall k$                 | 0.1 W   |
| Fixed power consumption of each fronthaul, $P_{0,l}$, $\forall l$         | 0.825 W |
| Traffic-dependent fronthaul power, $P_{bt,l}$, $\forall l$               | 0.25 W/Gbit/s |

Fig. 3: Uplink and downlink SE with time instant index.

Fig. 4: Sum SE with the value of $f_D T_s$ under different lengths of the resource block.

where $d_{kl}$ is the horizontal distance between UE $k$ and AP $l$. The shadowing term $F_{kl} \sim \mathcal{N}(0, 8^2)$ only appears when the distance is larger than 50m and the terms are correlated as

$$
E\left\{F_{kl}F_{ij}\right\} = \frac{8^2}{2} \left(2^{-\delta_{ki}/100m} + 2^{-\upsilon_{lj}/100m}\right),
$$

(53)

where $\delta_{ki}$ is the distance between UE $k$ and UE $i$, $\upsilon_{lj}$ is the distance between AP $l$ and AP $j$. We consider communication at the carrier frequency $f_c = 2$ GHz. The pilot transmit power is $p_1 = \ldots = p_K = 20$ dBm, the uplink transmission power is $p_u = 20$ dBm, and the downlink transmission power is $p_d = 23$ dBm. The bandwidth is $B = 20$ MHz, and the noise power is $\sigma^2 = -96$ dBm. The length of one time instant is $T_s = 0.01$ ms, and the power consumption parameters as in TABLE I [22], [23].

A. The Length of Resource Blocks

In Fig. 3 we shows the uplink and downlink average SE [$n$] (averaged over all the UEs at the time instant $n$) at first 500 time instant index in an infinitely long resource block, respectively. The peak of fluctuation is getting smaller and smaller with the time instant index, and the first zero position moves to the left side when increasing the normalized Doppler shift $f_D T_s$. Therefore, we need to design a reasonable
length of resource block for reducing the impact from channel aging. Considering $\tau_p = 10$ in Fig. 4, we compare the sum SE (defined in (49)) against the value of $f_D T_s$ with different length of the resource block. We observe that the faster the sum SE goes down as the $\tau_c$ increases. In order to reduce the effect of channel aging, we make $\tau_c$ not greater than the value of the first zero of average SE $[n]$. Within the range of the Doppler frequency shift, we use the maximum $f_D T_s$ to calculate the value of the first zero, which is larger than the length of resource block. As shown in Fig. 4, simple and practical SE-improved method of determining $\tau_c$ makes sum SE more stable within the considered range of Doppler frequency shift. In the following, we consider $0 \leq f_D T_s \leq 0.002$ and $\tau_c = 200$.

**B. Spectral Efficiency and Total Energy Efficiency Analysis**

Fig. 5 compares the CDF of the per-user uplink SE achieved in the CF massive MIMO and SC systems with full power with $f_D T_s = 0$ and 0.002, respectively. The randomness is due to the random AP and UE locations. It is clear that the LSFD system performs better than MF and SC systems at the median and 95%-likely SE points. Increasing the normalized Doppler shift $f_D T_s$ from 0 to 0.002 causes 41% median SE loss of LSFD, 44% median SE loss of MF and 60% median SE loss of SC, respectively. The reason is that LSFD utilizes the knowledge of the fading statistics in the entire network to calculate weight coefficient and thereby mitigate interference, which can effectively counter the impact of channel aging. Note that the SC system makes use of a tighter capacity bound that utilizes the channel estimates in the data detection but anyway performs poorly under channel aging.
Fig. 7: 95%-likely per-user uplink SE against the value of $f_D T_s$ for CF and SC systems ($L = 100$, $K = 20$, $N = 2$, $ASD = 30^\circ$).

Fig. 8: 95%-likely per-user downlink SE against the value of $f_D T_s$ for coherent and non-coherent transmission ($L = 100$, $K = 20$, $N = 2$, $ASD = 30^\circ$).

Fig. 6 shows the CDF of the per-user downlink SE for coherent and non-coherent transmission with full power with $f_d T_s = 0$ and $0.002$, respectively. These figures demonstrate that the coherent transmission provides substantially higher SE than the non-coherent transmission whether the UEs are stationary or mobile. Increasing the normalized Doppler shift $f_D T_s$ from 0 to 0.002 causes 42% median SE loss of coherent transmission and 49% median SE loss of non-coherent transmission, respectively. The reason is that the UE in non-coherent transmission detects the signal from APs one by one, which is sensitive to the effect of channel aging.

The 95%-likely per-user uplink SE with LSFD and of the SC system is shown in Fig. 7 as a decreasing function of the normalized Doppler shift $f_D T_s$. We notice that CF with LSFD achieves larger 95%-likely SE than the corresponding SC system in both low- and high-mobility conditions. Therefore, CF massive MIMO systems are more suitable for mobility scenarios than SC systems. For both types of systems, the 95%-likely SE with SCCPC is getting closer to the 95%-likely SE with full power when $f_D T_s$ varies from 0 to 0.002, especially for SC systems. The reason is that the self-interference caused by the channel aging effect becomes more dominant than the inter-user interference in high-mobility scenarios, thus the interference reduction due to SCCPC becomes less influential. Furthermore, the large-scale fading coefficients available at the CPU can be efficiently combined for the power control in CF massive MIMO systems. The figure also shows results for the case when the length of the training phase $\tau_p$ is increased, which leads to better SE.

Fig. 8 shows the 95%-likely per-user downlink SE for coherent and non-coherent transmission is
Fig. 9: CDF of per-user uplink SE of LSFD system with full power ($L = 100$, $K = 20$, $N = 4$, $\tau_p = 10$).

Fig. 10: CDF of per-user downlink SE of coherent transmission system with full power ($L = 100$, $K = 20$, $N = 4$, $\tau_p = 10$).

a decreasing function of the normalized Doppler shift $f_D T_s$. Coherent transmission has at least four times 95%-likely per-user SE than non-coherent transmission whether low- or high-mobility conditions. Compared to non-coherent transmission, using SCCPC in coherent transmission can provide larger 95%-likely per-user SE. It is worth noting that increasing $\tau_p$ respectively leads to 25% and 10% gain at 95%-likely per-user SE point of coherent and non-coherent transmission when there is no normalized Doppler shift effect. Therefore, even if non-coherent transmission is helpful to solve the phase-synchronization problem, coherent transmission is still the better choice.

Fig. 9 compares the uplink SE differences between low- and high-mobility conditions for LSFD system under different channel correlations. ASD = 10° denotes strong spatial correlation, ASD = 50° denotes weak spatial correlation, and uncorrelated denotes there is no spatial correlation. It can be seen that stronger spatial correlation leads to lower SE. When $f_D T_s$ varies from 0.002 to 0.001, the loss in median SE for strong spatial correlation and uncorrelated fading are 0.9 bit/s/Hz and 1 bit/s/Hz, respectively. Therefore, larger spatial correlation can reduce the effects of channel aging. In Fig. 10, we consider the same setting as in Fig. 9 but with downlink coherent transmission. The effect of channel aging is small in strong spatial correlated channel as expected. Quantitatively, it is 0.7 bit/s/Hz median SE loss for strong spatial correlation and 0.9 bit/s/Hz median SE loss for uncorrelated channel. It is worth noting that strong spatial correlation is beneficial to poor UEs both in uplink and downlink data transmission.

Fig. 11 shows the average uplink SE versus the number of antennas per AP on the basis of Remark 3. When there is no pilot contamination ($\tilde{b} = 0$), the SE keeps growing with the number of antennas. We also find that the SE with pilot contamination grows almost as if there is no pilot contamination. The reason
is that, in systems with few antennas, the pilot-contaminated interference is typically small compared to other types of interference. It is only in cellular massive MIMO systems with very many antennas per AP that pilot contamination can be a major limiting factor. Hence, the expected effect of increasing $N$ in CF massive MIMO is that the SINR grows nearly proportionally to it.

Fig. 12 shows the total EE in (12) against the number of APs for different values of $f_D T_s$ and $K$. It is clear that the total EE first increases and then decreases with the increasing of the number of APs $L$. There is an optimal number of APs to achieve the maximum EE. The reason is that the total energy consumption increases linearly with the number of APs, but the SE increases logarithmically. Moreover, having a larger number of UEs can increase the optimal number of APs at the point where we obtain maximum EE, and make the total EE decrease more slowly on the right side of the maximum EE. For example, when $L$ increases from 30 to 100, the total EE for $f_D T_s = 0.001$, $K = 20$ has a 36% loss, and the total EE for $f_D T_s = 0.001$, $K = 40$ has a 25% loss. Furthermore, larger normalized Doppler shift $f_D T_s$ leads to a smaller total EE and leads to more APs are preferred for the optimal operating point of EE. Because channel aging reduces SE, which means more antennas are needed to restore balance. For the case $K = 20$, when $f_D T_s$ varies from 0.001 to 0.002, the total EE for $L = 10$ has a 37% loss, and the total EE for $L = 100$ has a 32% loss. Therefore, increasing the number of APs can reduce the impact of channel aging on the total EE.

VII. CONCLUSIONS

In this paper, we investigate the uplink and downlink performance of CF massive MIMO, taking into account the impact of channel aging, spatial correlation and pilot contamination. In the uplink, we consider
LSFD and MF receiver cooperation, and uncooperative SC system is analysed for comparison. In the downlink, we study the performance of both coherent and non-coherent transmission modes. Based on the channel estimates, we derive novel and exact closed-form expressions for the uplink and downlink SE of the considered system and quantify the channel aging effect. It is important that the channel aging effect degrades the performance of the considered systems, but the CF massive MIMO systems is less affected by SC systems in mobile scenarios and coherent transmission has a higher performance than non-coherent transmission. Furthermore, a practical SCCPC is proposed to improve the SE performance, while the gain from SCCPC gradually reduce as the channel aging becomes stronger. However, multiple antennas and enough pilots can mitigate the impact of channel aging. Weak spatial correlation achieves larger SE, but it is more easily affected by channel aging. We also find that increasing channel aging significantly reduces the EE and leads to more APs are preferred for the optimal operating point of EE. Finally, a method to design the SE-improved length of resource block is provided for a uniform performance under channel aging.

In a multi-carrier system, there will also be correlation between the narrowband subcarriers. If we choose to not make use of that correlation in the algorithmic design, we can treat each subcarrier independently and apply the methods that we have developed separately on each of them. However, in future work, one can investigate how the correlation between subcarriers over the frequency domain can be utilized for improved operation. Some related work on that is \[29\], \[34\] and references therein.

**APPENDIX A**

**PROOF OF THEOREM 1**

We consider a set of \((\tau_c - \tau_p)\) channel codes, each applied to the \(n\)th time instant in every resource block, for \(n = \lambda, \ldots, \tau_c\). Using the use-and-then-forget capacity bound in \[17\] at every time instant and taking the average, the SE of UE \(k\) is

\[
SE_k = \frac{1}{\tau_c} \sum_{n=\lambda}^{\tau_c} \log_2 (1 + \text{SINR}_k \{n\}), \tag{54}
\]

where

\[
\text{SINR}_k \{n\} = \frac{\mathbb{E} \left\{ |DS_{k,n}|^2 \right\}}{\mathbb{E} \left\{ |BU_{k,n}|^2 \right\} + \mathbb{E} \left\{ |CA_{k,n}|^2 \right\} + \sum_{i \neq k}^{K} \mathbb{E} \left\{ |UI_{ki,n}|^2 \right\} + \mathbb{E} \left\{ |NS_{k,n}|^2 \right\}}.
\]

We will compute every term of \(\text{SINR}_k \{n\}\) to obtain \[17\].
1) Compute $\mathbb{E}\left\{ \hat{h}_{kl}^H [\lambda] h_{il} [\lambda] \right\}$: Based on the properties of MMSE estimation, $\hat{h}_{il} [\lambda]$ and $\tilde{h}_{il} [\lambda]$ are independent [17]. When $i \in \mathcal{P}_k$, $\hat{h}_{kl} [\lambda]$ is correlated with $h_{il} [\lambda]$. Utilizing (9), we have

$$
\mathbb{E}\left\{ \hat{h}_{kl}^H [\lambda] h_{il} [\lambda] \right\} = \mathbb{E}\left\{ \hat{h}_{kl}^H [\lambda] \left( \hat{h}_{il} [\lambda] + \tilde{h}_{il} [\lambda] \right) \right\} = \text{tr}\left( \mathbb{E}\left\{ \hat{h}_{il} [\lambda] \hat{h}_{kl}^H [\lambda] \right\} \right)
= \text{tr}\left( \mathbb{E}\left\{ \rho_k [\lambda - t_k] \sqrt{p_k} \rho_k [\lambda - t_k] \sqrt{p_i} R_{il} \Psi_{kl} z_i [t_k] \right\} \right)
= \rho_k [\lambda - t_k] \sqrt{p_k} \rho_k [\lambda - t_k] \sqrt{p_i} \text{tr} \left( R_{il} \Psi_{kl} R_{kl} \right).
$$

(55)

When $i \notin \mathcal{P}_k$, $\hat{h}_{kl} [\lambda]$ and $\tilde{h}_{il} [\lambda]$ are independent, thereby we have $\mathbb{E}\left\{ \hat{h}_{kl}^H [\lambda] h_{il} [\lambda] \right\} = 0$. With the help of (9), we can obtain

$$
\mathbb{E}\left\{ \hat{h}_{kl}^H [\lambda] h_{il} [\lambda] \right\} = \begin{cases} 
\text{tr} \left( \bar{Q}_{kil} \right), & i \in \mathcal{P}_k \\
0, & i \notin \mathcal{P}_k.
\end{cases}
$$

(56)

2) Compute $\mathbb{E}\left\{ \left| \hat{h}_{kl}^H [\lambda] h_{il} [\lambda] \right|^2 \right\}$: When $i \in \mathcal{P}_k$, we have

$$
\mathbb{E}\left\{ \left| \hat{h}_{kl}^H [\lambda] h_{il} [\lambda] \right|^2 \right\} = \mathbb{E}\left\{ \hat{h}_{kl}^H [\lambda] \left( \hat{h}_{il} [\lambda] + \tilde{h}_{il} [\lambda] \right) \left( \hat{h}_{il}^H [\lambda] + \tilde{h}_{il}^H [\lambda] \right) \hat{h}_{kl} [\lambda] \right\}
= \mathbb{E}\left\{ \hat{h}_{kl}^H [\lambda] \hat{h}_{il} [\lambda] \hat{h}_{il}^H [\lambda] \hat{h}_{kl} [\lambda] \right\} + \mathbb{E}\left\{ \hat{h}_{kl}^H [\lambda] \tilde{h}_{il} [\lambda] \tilde{h}_{il}^H [\lambda] \tilde{h}_{kl} [\lambda] \right\}.
$$

(57)

Plugging (6) into $\Upsilon_1$, we obtain

$$
\Upsilon_1 = \rho_i^2 [\lambda - t_k] p_i \rho_k^2 [\lambda - t_k] p_k \mathbb{E}\left\{ \left| \left( R_{il} \Psi_{kl} z_i [t_k] \right)^H R_{kl} \Psi_{kl} z_i [t_k] \right|^2 \right\}
= \rho_i^2 [\lambda - t_k] p_i \rho_k^2 [\lambda - t_k] p_k \mathbb{E}\left\{ \left| z_i^H [t_k] \right|^2 \Psi_{kl} R_{il} R_{kl} \Psi_{kl} R_{il} \right\}.
$$

(58)

With the help of [17] Lemma B.14, we further obtain

$$
\Upsilon_1 = \rho_i^2 [\lambda - t_k] p_i \rho_k^2 [\lambda - t_k] p_k \left( \text{tr} \left( \Psi_{kl} R_{il} R_{kl} \Psi_{kl} R_{il} \Psi_{kl}^{-1} \right) \right)^2
+ \text{tr} \left( \Psi_{kl} R_{il} R_{kl} \Psi_{kl} R_{il} \Psi_{kl}^{-1} \Psi_{kl} R_{il} R_{kl} \Psi_{kl} R_{il} \Psi_{kl}^{-1} \right)
= \left( \text{tr} \left( \bar{Q}_{kil} \right) \right)^2 + \text{tr} \left( Q_{kl} Q_{il} \right).
$$

(59)

Consequently, we can derive $\Upsilon_2$ as

$$
\Upsilon_2 = \text{tr} \left( \mathbb{E}\left\{ \hat{h}_{il} [\lambda] \hat{h}_{il}^H [\lambda] \right\} \mathbb{E}\left\{ \hat{h}_{il} [\lambda] \hat{h}_{il}^H [\lambda] \right\} \right) = \text{tr} \left( Q_{kl} (R_{il} - Q_{il}) \right).
$$

(60)
In addition, when \( i \notin \mathcal{P}_k \), we have
\[
\mathbb{E} \left\{ \left| \hat{h}_{kl}^{H} [\lambda] \ h_{il} [\lambda] \right|^2 \right\} = \mathbb{E} \left\{ \left| \hat{h}_{kl}^{H} [\lambda] \ h_{il} [\lambda] \ h_{il}^{H} [\lambda] \hat{h}_{kl} [\lambda] \right| \right\} = \text{tr} \left( \mathbb{E} \left\{ \left| \hat{h}_{kl}^{H} [\lambda] \ h_{il} [\lambda] \ h_{il}^{H} [\lambda] \hat{h}_{kl} [\lambda] \right| \right\} \right)
\]
\[
= \text{tr} \left( \rho_k^2 \left| \lambda - t_k \right| p_k R_{kl} \Psi_k R_{kl} R_{il} \right) = \text{tr} \left( Q_{kl} R_{il} \right).
\]
(61)

By utilizing (57), (59), (60) and (61), we obtain
\[
\mathbb{E} \left\{ \left| \hat{h}_{kl}^{H} [\lambda] \ h_{il} [\lambda] \right|^2 \right\} = \text{tr} \left( Q_{kl} R_{il} \right) + \left\{ \begin{array}{ll}
\text{tr} \left( \bar{Q}_{kil} \right) \quad & i \in \mathcal{P}_k \\
0 & i \notin \mathcal{P}_k
\end{array} \right.. \]
(62)

3) Compute \( \mathbb{E} \left\{ |DS_{k,n}|^2 \right\} \): For \( i = k \), using the results in (56) to derive
\[
\mathbb{E} \left\{ |DS_k|^2 \right\} = \rho_k^2 \left| n - \lambda \right| p_a \eta_k \sum_{l=1}^{L} \alpha_{kl}^* \left| n \right| \mathbb{E} \left\{ \left| \hat{h}_{kl}^{H} [\lambda] \ h_{il} [\lambda] \right|^2 \right\}
\]
\[
= \rho_k^2 \left| n - \lambda \right| p_a \eta_k \sum_{l=1}^{L} \alpha_{kl}^* \left| n \right| \text{tr} \left( Q_{kl} \right)^2.
\]
(63)

4) Compute \( \mathbb{E} \left\{ |BU_{k,n}|^2 \right\} \): The variance of a sum of independent random variables is equal to the sum of the variances. For \( i = k \), using the results in (56) and (62) to obtain
\[
\mathbb{E} \left\{ |BU_{k,n}|^2 \right\} = \rho_k^2 \left| n - \lambda \right| p_a \eta_k \sum_{l=1}^{L} \alpha_{kl}^* \left| n \right|^2 \text{tr} \left( Q_{kl} \right) R_{kl}.
\]
(64)

5) Compute \( \mathbb{E} \left\{ |CA_{k,n}|^2 \right\} \): Using [3 Eq. (28)], we have
\[
\mathbb{E} \left\{ |CA_{k,n}|^2 \right\} = \bar{\rho}_k \left| n - \lambda \right| p_a \eta_k \sum_{l=1}^{L} \alpha_{kl}^* \left| n \right|^2 \left( \bar{Y}_3 + \sum_{m \neq l} \sum_{l=1}^{L} \alpha_{kl} n \alpha_{km}^* n Y_4 \right).
\]
(65)

From the definition of channel aging in (14), \( u_{kl} [n] \) is uncorrelated with \( \hat{h}_{kl} \). We have
\[
\bar{Y}_3 = \mathbb{E} \left\{ \left| \hat{h}_{kl}^{H} [\lambda] u_{kl} [n] \right|^2 \right\} = \text{tr} \left( Q_{kl} R_{kl} \right).
\]
(66)
\[
\bar{Y}_4 = \mathbb{E} \left\{ \left| \hat{h}_{kl}^{H} [\lambda] u_{kl} [n] \right| \left( \hat{h}_{km}^{H} [\lambda] u_{km} [n] \right) \right\} = 0.
\]
(67)
Then, substituting above expressions into (65), we obtain

$$
\mathbb{E} \{ |CA_{k,n}|^2 \} = \rho_k^2 [n - \lambda] p_a \eta_k \sum_{l=1}^{L} |a_{kl}^* [n]|^2 \text{tr} (Q_{kl} R_{kl}).
$$

(68)

6) Compute $\mathbb{E} \{ |UI_{ki,n}|^2 \}$: Using [8, Eq. (28)], we have

$$
\mathbb{E} \{ |UI_{ki,n}|^2 \} = p_u \eta_i \mathbb{E} \left\{ \sum_{l=1}^{L} a_{kl}^* [n] \hat{h}_{kl}^H [\lambda] h_{il} [n] \right\}^2
$$

$$
= p_u \eta_i \sum_{l=1}^{L} |a_{kl}^* [n]|^2 \gamma_5 + p_u \eta_i \sum_{l=1}^{L} \sum_{m \neq l} a_{kl}^* [n] a_{km}^* [n] \gamma_6.
$$

(69)

By utilizing (14), we obtain

$$
\gamma_5 = \mathbb{E} \left\{ |\hat{h}_{kl}^H [\lambda] h_{il} [n]|^2 \right\} = \rho_i^2 [n - \lambda] \mathbb{E} \left\{ |\hat{h}_{kl}^H [\lambda] h_{il} [n]|^2 \right\} + \rho_i^2 [n - \lambda] \mathbb{E} \left\{ |\hat{h}_{kl}^H [\lambda] u_{il} [n]|^2 \right\},
$$

(70)

$$
\gamma_6 = \mathbb{E} \left\{ (\hat{h}_{kl}^H [\lambda] h_{il} [n])^* (\hat{h}_{km}^H [\lambda] h_{im} [n]) \right\} = \rho_i^2 [n - \lambda] \mathbb{E} \left\{ \hat{h}_{kl}^H [\lambda] h_{il} [\lambda] \right\} \mathbb{E} \left\{ \hat{h}_{km}^H [\lambda] h_{im} [\lambda] \right\}.
$$

(71)

Finally, plugging (56), (62), (70) and (71) into (69), we obtain

$$
\mathbb{E} \{ |UI_{ki,n}|^2 \} = p_u \eta_i \sum_{l=1}^{L} |a_{kl}^* [n]|^2 \text{tr} (Q_{kl} R_{il}) + \begin{cases} 
\rho_i^2 [n - \lambda] p_u \eta_i \sum_{l=1}^{L} a_{kl}^* [n] \text{tr} (Q_{kl})^2, & i \in \mathcal{P}_k \\
0, & i \notin \mathcal{P}_k
\end{cases}
$$

(72)

and this finishes the proof.

APPENDIX B

PROOF OF THEOREM 2

When $N = 1$, AP $l$ decodes the signal from UE $k$ using only its local estimate $\hat{h}_{kl} [\lambda]$. The received uplink signal at the $l$th AP is

$$
y_l [n] = \rho_k [n - \lambda] \hat{h}_{kl} [\lambda] s_k [n] + w_l [n]
$$

$$
+ \rho_k [n - \lambda] \bar{h}_{kl} [\lambda] s_k [n] + \bar{\rho}_k [n - \lambda] \vartheta_{kl} [n] s_k [n] + \sum_{i \neq k} h_{il} [n] s_i [n],
$$

(73)
where \( s_i[n] \sim \mathcal{C}\mathcal{N}(0, p_u \eta_i) \) is transmit power and \( \vartheta_{il}[n] \sim \mathcal{C}\mathcal{N}(0, \beta_{il}) \) denotes the independent innovation component. For all \( i \notin \mathcal{P}_k \), \( \hat{h}_{il}[\lambda] \) and \( \hat{h}_{kl}[\lambda] \) are independent. For all \( i \in \mathcal{P}_k \), we have

\[
\hat{h}_{il}[\lambda] = \frac{\rho_i[\lambda - t_i] \sqrt{p_i \beta_{il}}}{\rho_k[\lambda - t_k] \sqrt{p_k \beta_{kl}}} \hat{h}_{kl}[\lambda].
\]  
(74)

Using these results, we obtain

\[
\mathbb{E} \left\{ |\vartheta[n]|^2 \left| \hat{h}_{kl}[\lambda] \right| \right\} = \sum_{i \in \mathcal{P}_k \setminus \{k\}} \frac{\rho_i^2[n - \lambda] \rho_i^2[\lambda - t_i] p_u \eta_i \rho_i^2_{il}}{\rho_k^2[\lambda - t_k] p_k \beta_{kl}} \left| \hat{h}_{kl}[\lambda] \right|^2 + p_u \sum_{i = 1}^{K} \eta_i \beta_{il} - p_u \sum_{i \in \mathcal{P}_k} \rho_i^2[n - \lambda] \eta_i \gamma_{il}.
\]  
(75)

Using the capacity lower bound in [17, Cor. 1.3], an achievable SE at time instant \( n \) is

\[
\log_2 \left( 1 + \left| \hat{h}_{kl}[\lambda] \right|^2 \frac{\rho_k^2[n - \lambda] p_u \eta_k (1 + A_{kl}[n])}{p_u \sum_{i = 1}^{K} \eta_i \beta_{il} - p_u \sum_{i \in \mathcal{P}_k} \rho_i^2[n - \lambda] \eta_i \gamma_{il} + \sigma^2} \right).
\]

\[- \log_2 \left( 1 + \left| \hat{h}_{kl}[\lambda] \right|^2 \frac{\rho_k^2[n - \lambda] p_u \eta_k A_{kl}[n]}{p_u \sum_{i = 1}^{K} \eta_i \beta_{il} - p_u \sum_{i \in \mathcal{P}_k} \rho_i^2[n - \lambda] \eta_i \gamma_{il} + \sigma^2} \right).\]

Then, with the help of [35, Lemma 3], we can compute each of the expectations to obtain the final expression in (25).

**APPENDIX C**

**PROOF OF THEOREM 3**

Here, we use successive interference cancellation technology. At the beginning of the detection process, UE \( k \) does not know any of the transmitted signals. It first detects the signal from AP \( l \) by using the
average channel $\mathbb{E}\left\{h_k^H [\lambda] \hat{h}_k^\lambda [\lambda]\right\}$ only. The received signal can be written as

$$
 r_k^{nc} [n] = r_k^{nc} [n] = \rho_k [n - \lambda] \sqrt{p_d} \mathbb{E}\left\{h_k^H [\lambda] \hat{h}_k^\lambda [\lambda]\right\} \sqrt{\mu_k q_k [n]}
 + \rho_k [n - \lambda] \sqrt{p_d} \left( h_k^H [\lambda] \hat{h}_k^\lambda [\lambda] - \mathbb{E}\left\{h_k^H [\lambda] \hat{h}_k^\lambda [\lambda]\right\}\right) \sqrt{\mu_k q_k [n]}
 + \bar{\rho}_k [n - \lambda] \sqrt{p_d} \sum_{j=2}^L h_k^H [n] \hat{h}_{kj}^\lambda [\lambda] \sqrt{\mu_k q_k [n]}
 + \sqrt{p_d} \sum_{i \neq k, j=1}^K L h_k^H [n] \hat{h}_{ij}^\lambda [\lambda] \sqrt{\mu_k q_k [n]} + w_k [n],
$$

where the first term is the desired signal over known deterministic channel while other terms are treated as uncorrelated noise. Sequentially, UE $k$ detects signal from AP $l$ by subtracting the first $l - 1$ signals:

$$
 r_k^{nc, l} [n] = r_k^{nc} [n] - \rho_k [n - \lambda] \sqrt{p_d} \sum_{j=1}^{l-1} \mathbb{E}\left\{h_k^H [\lambda] \hat{h}_{kj}^\lambda [\lambda]\right\} \sqrt{\mu_k q_k [n]}
 + \rho_k [n - \lambda] \sqrt{p_d} \sum_{j=1}^l \left( h_k^H [\lambda] \hat{h}_{kj}^\lambda [\lambda] - \mathbb{E}\left\{h_k^H [\lambda] \hat{h}_{kj}^\lambda [\lambda]\right\}\right) \sqrt{\mu_k q_k [n]}
 + \bar{\rho}_k [n - \lambda] \sqrt{p_d} \sum_{j=1}^l u_k^H [n] \hat{h}_{kj}^\lambda [\lambda] \sqrt{\mu_k q_k [n]}
 + \sqrt{p_d} \sum_{i \neq k, j=1}^K L h_k^H [n] \hat{h}_{ij}^\lambda [\lambda] \sqrt{\mu_k q_k [n]} + w_k [n].
$$

The first term in (77) is equivalent to having a deterministic channel

$$
 h [n] = \rho_k [n - \lambda] \sqrt{p_d \mu_k} \mathbb{E}\left\{h_k^H [\lambda] \hat{h}_k^\lambda [\lambda]\right\},
$$

and $q_k [n]$ is the desired signal. The other terms are uncorrelated noise $v_{kl} [n]$ with power

$$
 \mathbb{E}\left\{|v_{kl} [n]|^2\right\} = p_d \sum_{i=1}^K \sum_{j=1}^L \mu_{ij} \mathbb{E}\left\{|h_k^H [n] \hat{h}_{ij}^\lambda [\lambda]|^2\right\}
 - \rho_k^2 [n - \lambda] p_d \sum_{j=1}^L \mu_k \mathbb{E}\left\{|h_k^H [\lambda] \hat{h}_{kj}^\lambda [\lambda]|^2\right\} + \sigma_d^2.
$$
The downlink SINR at time instant \( n \) is equal to \( \zeta_{kl} [n] = |h [n]|^2 / \mathbb{E} \left\{ |v_{kl} [n]|^2 \right\} \) as

\[
\rho_k^2 [n - \lambda] \frac{p_d \mu_{kl} \mathbb{E} \left\{ |h_{kl}^H [\lambda] \hat{h}_{kl} [\lambda]|^2 \right\}}{p_d \sum_{i=1}^{K} \sum_{j=1}^{L} \mu_{ij} \mathbb{E} \left\{ |h_{kj}^H [n] \hat{h}_{ij} [\lambda]|^2 \right\} - \rho_k^2 [n - \lambda] \left( p_d \sum_{j=1}^{L} \mu_{kj} \mathbb{E} \left\{ |h_{kj}^H [\lambda] \hat{h}_{kj} [\lambda]|^2 \right\} + \sigma_d^2 \right)}.
\]

(80)

Then, the total SE of UE \( k \) at time instant \( n \) is equal to

\[
\text{SE}_k [n] = \log_2 \left( \prod_{l=1}^{L} (1 + \zeta_{kl} [n]) \right) = \log_2 \left( \frac{p_d \sum_{i=1}^{K} \sum_{j=1}^{L} \mu_{ij} \mathbb{E} \left\{ |h_{kj}^H [n] \hat{h}_{ij} [\lambda]|^2 \right\}}{p_d \sum_{i=1}^{K} \sum_{j=1}^{L} \mu_{ij} \mathbb{E} \left\{ |h_{kj}^H [n] \hat{h}_{ij} [\lambda]|^2 \right\} - \rho_k^2 [n - \lambda] \left( p_d \sum_{j=1}^{L} \mu_{kj} \mathbb{E} \left\{ |h_{kj}^H [\lambda] \hat{h}_{kj} [\lambda]|^2 \right\} + \sigma_d^2 \right)} \right).
\]

(81)

According to (81), so we can obtain (39).
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