Relative Performance of 1-D Versus 3-D Hydrodynamic, Water-Quality Models for Predicting Water Temperature and Oxygen in a Shallow, Eutrophic, Managed Reservoir
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Abstract: Many researchers use one-dimensional (1-D) and three-dimensional (3-D) coupled hydrodynamic and water-quality models to simulate water quality dynamics, but direct comparison of their relative performance is rare. Such comparisons may quantify their relative advantages, which can inform best practices. In this study, we compare two 1-year simulations in a shallow, eutrophic, managed reservoir using a community-developed 1-D model and a 3-D model coupled with the same water-quality model library based on multiple evaluation criteria. In addition, a verified bubble plume model is coupled with the 1-D and 3-D models to simulate the water temperature in four epilimnion mixing periods to further quantify the relative performance of the 1-D and 3-D models. Based on the present investigation, adopting a 1-D water-quality model to calibrate a 3-D model is time-efficient and can produce reasonable results; 3-D models are recommended for simulating thermal stratification and management interventions, whereas 1-D models may be more appropriate for simpler model setups, especially if field data needed for 3-D modeling are lacking.
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1. Introduction

One-dimensional (1-D) coupled hydrodynamic models, which simulate water balance and thermal stratification dynamics in lake and reservoir ecosystems [1,2], are popular due to their low computational requirements. Linked with biogeochemical and ecological modeling libraries, their computational efficiency allows 1-D models to quickly simulate vertical stratification in lake dynamics [3,4] including oxygen and long-term nutrient cycles [5,6]. Verified against field data using metrics such as root mean square error (RMSE) and normalized mean absolute error (NMAE) [7], 1-D models have been adopted to simulate water-quality variables such as dissolved oxygen (DO) and nutrient concentrations with adequate accuracy in many water bodies [8–10].

In contrast, three-dimensional (3-D) coupled hydrodynamic models are necessary to simulate spatially-resolved hydrodynamic and water-quality variables including oxygen [11,12] and plankton [13], especially in large aquatic ecosystems and the ocean [14–16]. Further, 3-D models may be particularly useful in waterbodies with complex bathymetry or that experience dynamic conditions [17]. For example, 3-D coupled hydrodynamic and water-quality models are useful for lake and reservoir management when engineered systems, including side steam supersaturation (SSS) and epilimnion mixing (EM), are installed to improve water quality [18,19]. One common perception [20] is that 3-D models are better in simulating engineered water bodies.
A direct comparison of the modeling results of 1-D and 3-D models may reveal the relative advantages of the different models in a quantitative manner. Fleischmann et al. [21] studied trade-offs between 1-D and 2-D regional river hydrodynamic models, but a similar study is absent in existing lake and reservoir research for 1-D and 3-D models. In addition, in certain situations, concurrent adoption of both 1-D and 3-D models may be needed to achieve simulation goals because of their complementary benefits.

One example of concurrent adoption of both 1-D and 3-D models is Romero et al. [22], who used a 3-D coupled hydrodynamic and aquatic ecological model to simulate a flood underflow through Lake Burragorang, a deep lake near Sydney, Australia. Due to the flood underflow, biogeochemical distributions varied spatially and temporally, which could not be captured by the 1-D model. At the same time, their team used a 1-D coupled hydrodynamic and aquatic ecological model to simulate Lake Burragorang for over two years due to the low computational needs for long-term calibration and validation of 1-D models. In this case, quantifying the relative advantages of the 1-D and 3-D models are crucial for obtaining reliable simulation results in a timely manner.

Romero et al. [22] also found that one set of biogeochemical parameters can be adopted in both 1-D and 3-D models to adequately simulate nutrient and plankton dynamics in the lake, which provides another reason for concurrent adoption of both 1-D and 3-D models. Parameter identification and sensitivity analysis are critical for performance evaluation when using ecological modeling libraries linked with hydrodynamic models [23], usually requiring thousands of repeated model runs. This is feasible with 1-D models due to their high computational efficiency. However, it is extremely time-consuming to do the same with 3-D models, for which a single one-year simulation may take up to a few days of real time even on high-performance computer clusters. Since most ecological parameters in 3-D models are chosen based on literature values or manual tuning, using 1-D models as a test-bed may be an efficient solution for parameter identification and sensitivity analysis for 3-D models.

Similar to the work carried out by Romero et al. [22], this study adopts a 1-D model as a test-bed environment to speed up the calibration of a 3-D hydrodynamic and water-quality model. Further, this study employs well-calibrated biogeochemical parameters of a 1-D coupled hydrodynamic and water-quality model in a 3-D model of a shallow eutrophic reservoir.

When performing numerical simulations, both the spatial and temporal resolutions may affect the numerical accuracy. Reducing spatial and temporal resolutions shortens computing time. However, a lower temporal resolution may lead to errors in energy balance [24], and a lower spatial resolution may fail to resolve the bathymetry of water bodies [25]. Therefore, it is necessary to compromise between the numerical accuracy and the computational efficiency when determining the spatial and temporal resolutions. Numerical tests are performed to determine a suitable cell size for calibration and simulation.

Temperature and DO field data collected over two one-year periods are used to verify the simulation results. The aim of this study is to quantify the relative advantages of 1-D and 3-D coupled hydrodynamic and water-quality models and determine the most time-efficient modeling approach with combined 1-D and 3-D calibration and modeling. In addition, this study is the first attempt to implement 1-D EM modeling, with two bubble plume model variants enabled in the 1-D and 3-D coupled models. Additional simulations of four EM periods over two years are carried out to compare the two bubble plume models and the 1-D and 3-D EM modeling approaches.

2. Study Methods

2.1. Study Sites and Artificial Mixing Systems

The study site is Falling Creek Reservoir (FCR) (Figure 1) in Virginia, USA (37°18′20″ N, 79°50′19″ W), a eutrophic, shallow, drinking-water reservoir managed by Western Virginia Water Authority (WVWA). Persistent hypolimnetic hypoxia and occasional algae blooms have caused water-quality problems in FCR during the stratified period [26,27], which
shorten filter run times and increase soluble iron, manganese and phosphorus released from the sediment.

Figure 1. Bathymetry contours of Falling Creek Reservoir (FCR) and field data collection sites. The locations of the side stream supersaturation (SSS) system (short white line) and the epilimnion mixing (EM) system (long white line) are also shown.

FCR is equipped with a side-stream supersaturation system and an epilimnion mixing system to address these concerns. The SSS system consists of a submersible pump, inlet piping, oxygen source, oxygen contact chamber, outlet piping and distribution header with nozzles [28]. The EM system consists of a compressed air system on land and a distribution header submerged in the water [29]. The SSS system aims to add DO to the hypolimnion, while the EM system is designed to inject air to mix and deepen the surface mixed layer above the hypolimnion, thereby hindering the growth of algae [29,30]. The SSS distribution header is positioned 1 m above the sediment in the hypolimnion, while the EM diffuser is located approximately 5 m below the water surface.

Field data was collected in FCR continuously over 5 years from 2013 to 2018. Figure 1 presents the locations of the SSS distribution header, the EM diffuser and the five locations (FCR10, FCR20, FCR30, FCR45 and FCR50) where data were collected. FCR50 is at the deepest point near the intake of the water treatment plant.

The collected field data included water temperature, DO and meteorological data. An SBE 19 plus high-resolution (4 Hz sampling rate) conductivity, temperature, and depth (CTD) profiler customized with an SBE 43 DO probe (Seabird Electronics, Bellevue, WA, USA) and a ProODO meter (YSI Inc., Yellow Springs, OH, USA) was used to collect depth profiles of the temperature and DO. The CTD can collect data at 0.1 m increments in the water column with a response time of 1.4 s at 20 °C, and the ProODO meter was used to check the quality of the temperature and DO data collected by the CTD. The hourly meteorological data required for the numerical modeling were obtained from North American Land Assimilation System-2 (NLDAS-2) project (https://ldas.gsfc.nasa.gov/nldas/v2/models).
Table 1 shows the details of the field campaign, simulation periods and oxygenation settings for 2014 and 2015, and Table 2 presents the simulation dates of Si3D-AED2 and GLM-AED2, the EM operation periods and the corresponding flow rates in the years 2015 and 2016.

**Table 1.** Information about the operation of the oxygenation system in the years 2014 and 2015 and the corresponding simulation periods.

| Year | Field Campaign DoY | Oxygenation Settings | Simulation Period (DoY) |
|------|--------------------|----------------------|-------------------------|
|      |                    | DoY                  | Oxygen Flow Rate (kg/day) | Water Flow Rate (L/min) |                  |
| 2014 | 121–310            | 126–154              | 20                       | 208                     | 121–273          |
|      |                    | 180–210              | 20                       |                         |                  |
|      |                    | 230–273              | 25                       |                         |                  |
| 2015 | 90–331             | 125–152              | 15                       |                         | 90–331           |

**Table 2.** The Si3D-AED2 and GLM-AED2 simulation dates, the EM operation periods and the corresponding flow rates in the years 2015 and 2016.

| Year | Name   | Simulation DoY | EM Period DoY | Time           | Flow Rate (L/min) |
|------|--------|----------------|---------------|----------------|------------------|
| 2015 | EM15   | 146–154        | 151           | 12:00–15:00    | 708              |
|      |        |                | 153           | 12:00–15:00    |                  |
|      | EM16–1 | 147–153        | 150           | 12:00–18:00    | 708              |
|      |        |                | 178           | 12:00–19:00    | 425              |
|      |        |                | 19:00–24:00   |                |                  |
|      | EM16–2 | 172–183        | 179           | 00:00–12:00    | 283              |
|      |        |                | 206           | 12:00–17:00    | 227              |
|      |        |                | 17:00–24:00   |                |                  |
| 2016 | EM16–3 | 202–213        | 207           | 12:00–12:00    | 708              |
|      |        |                | 208           | 00:00–12:00    | 340              |

2.2. The 1-D Model

To simulate freshwater systems at a global scale [31], the General Lake Model (GLM) was developed as a community 1-D hydrodynamic model for enclosed aquatic systems [32]. The open source model has been applied to natural and managed systems from wetlands and ponds to deep lakes with diverse climate conditions [33,34]. With continuous development of the GLM software and a growing modeling community, an increasing number of data visualization and processing tools are available for GLM [35,36].

GLM adopts a 1-D approach that resolves a series of horizontal layers [32], with core layer and mixing algorithms similar to the dynamic reservoir simulation model (DYRESM) [1] and the dynamic lake model (DLM) [37]. This approach defines each layer as a ‘control volume’ that can contract or expand in response to inflows/outflows and mixing with adjacent layers. The model solves the water balance in the lake domain, where the layers amalgamate, expand, contract or split due to water density changes caused by surface heating, vertical mixing and inflows/outflows. Regarding the energy balance approach, GLM estimates the amount of turbulent kinetic energy available for the surface mixed layer (surface mixing) and layers below the thermocline (deep mixing) respectively to simulate mixing dynamics. For surface mixing, the deepening rate of the surface mixed layer is calculated based on the balance between the available turbulent kinetic energy and the energy required for mixing to occur. The deep mixing is modeled using a characteristic vertical diffusivity, which is either approximated as a constant or using an equation introduced by Weinstock [38]. The vertical diffusivity is used to estimate
the diffusion of scalars (including temperature and water-quality variables) between two neighboring layers.

Each layer also contains heat and other constituents, generally referred to as scalars. The scalars are conserved when layers change thickness or merge/split. The heat budget of the surface layer is determined by a balance of shortwave and longwave radiation fluxes as well as sensible and latent heat fluxes. In addition, a sediment heat module is available in GLM for modeling the heat exchange between the sediment and the water column. When the module is turned on, each water layer changes its temperature at a rate depending on the area in contact with the sediment and the local temperature gradient, as described by Hipsey et al. [32].

As already mentioned, coupled models are used to simulate the operation of the SSS and EM systems. GLM can include submerged inflows at any user-specified depth, which is used to simulate the SSS in FCR in the present investigation. The oxygenated water is first extracted then added to FCR at 8 m depth as a new layer.

A bubble plume module is enabled in GLM [39] to simulate epilimnion mixing. In this study, two variants of the bubble plume model are tested for GLM: the first bubble plume model detains the entrained water at the depth of neutral buoyancy (GLM_DNB), and the second model detains the entrained water at the depth of maximum plume rise (GLM_DMPR). The results of these two models are compared to determine which detrainment option simulates bubble plume mixing better in GLM, as described in Section 3 and Section S4 of Supplementary Materials.

GLM is pre-linked with the aquatic ecodynamic model (AED2) library to resolve the vertical profiles of water-quality variables of interest (such as oxygen, methane, etc.) [32]. GLM-AED2 was calibrated with field data collected over the period of 2013–2018 using manual adjustments and auto-calibrating scripts. The hydrodynamic model (GLM) was calibrated using Markov-chain Monte Carlo (MCMC) [40] tools, and the water-quality model (AED2) was calibrated by covariance matrix adaptation evolution strategy (CMA-ES) [41]. The version of GLM used in this study is 3.0.0 beta 10, and the version of AED2 is 1.3.4.

2.3. The 3-D Model

Si3D is a 3-D hydrodynamic model, which adopts a finite-difference method to obtain numerical solutions of the Navier–Stokes equations [42]. Si3D and its coupled models for simulating artificial mixing have been validated in previous studies of oxygenated reservoirs [12,43]. A coupled water-jet model with Si3D has been verified with field temperature data in FCR during oxygenation period [20]. The water-jet model accounts for both the momentum induced by the jet discharge and the ambient flow entrained by the expanding jet to resolve the small-scale jet flow within larger grid cells.

Details of the coupled bubble plume model with Si3D can be found in the literature [12,39], which has been verified for Spring Hollow Reservoir, VA, USA by Singleton et al. [12] and for FCR by Chen et al. [20]. Similar to the bubble plume models coupled with GLM, the bubble plume model in Si3D includes entrainment of ambient water and detrainment when the bubble-plume system is in operation. In this study, two variants of bubble plume models are tested for Si3D and the following acronyms are used to differentiate these two bubble plume models: Si3D_DNB for the plume model detaining the entrained water at the depth of neutral buoyancy; and Si3D_DMPR for the plume model detaining the entrained water at the depth of maximum plume rise (DMPR).

Si3D was coupled with AED2 through the Framework of Aquatic Biogeochemistry Model Library (FABM) [44]. FABM acts as an interface between the hydrodynamic host model (Si3D) and the coupled biogeochemical model (AED2). At each time-step, FABM first refers physical data (e.g., temperature, pressure) and tracer states (e.g., oxygen, phytoplankton) from the hydrodynamic host model to the coupled biogeochemical model, then the ecological variables (e.g., oxygen, phytoplankton) modelled by the biogeochemical model are returned to the hydrodynamic host model as biogeochemical source-sink
terms [29]. With this coupling, the modules in AED2 can interactively simulate a range of water-quality variables of interest, including DO and sediment flux. The version of AED2 library coupled with Si3D is 1.3.4.

3. Numerical Tests

To determine appropriate spatial and temporal resolutions for the 1-D and 3-D models, GLM-AED2 time-step dependence test and Si3D-AED2 grid and time-step dependence tests are carried out.

In the existing studies using 1-D models including GLM, hourly time-steps are usually adopted [32]. These studies have demonstrated the capability of the 1-D models for correctly simulating water body temperature using hourly time-steps, confirming the high computational efficiency of the 1-D models. However, no GLM-AED2 time-step dependence test has been reported to reveal how model performance varies with the time-step. The purpose of the time-step dependence test is to examine the impact of the time-step on the simulated lake thermal structure. A number of time-steps ranging from one hour to one day are tested. Time-steps shorter than one hour are not tested here since the time resolution of meteorological data is one hour. These test runs with different time-steps simulate the temperature variation in FCR from 31 March (day of year—DoY 90) to 31 July (DoY 212) in 2015 without inflow/outflow and oxygenation. The details of the tested time-steps and the corresponding test results are presented in Section S1 of Supplementary Materials. Based on the time-step dependence test, the 3600 s time-step is adopted for the subsequent GLM-AED2 model runs due to its good compromise between the computational efficiency and numerical accuracy.

The sensitivity of the 3-D modeling results to the grid resolution and time-step is also examined to determine a suitable grid resolution and time-step setting for subsequent calculations. Starting with a relatively coarse grid of 10 m × 40 m × 0.6 m and a relatively large time-step of 10 s, the grid is refined twice by halving the cell sizes and in the meantime, the time-step is also halved twice to keep the CFL (Courant–Freidrich–Lewy) number [45] the same among the three sets of calculations. The tests run with the different cell sizes and time-steps calculate the temperature and DO in FCR using Si3D-AED2 over the period of 31 March (DoY 90) to 27 November (DoY 331) in 2015 without inflow/outflow and oxygenation. Further details of the test settings and the corresponding results are presented in Section S2 of Supplementary Materials. Based on these test results, the 5 m × 20 m × 0.3 m cell size is adopted for subsequent Si3D-AED2 simulations to ensure good accuracy in both stratified and mixed periods. Here, the time period between the spring and fall turnover is referred to as the stratified period, and the rest of the year is referred to as the mixed period. Spring and fall turnover is defined as the days when the temperature at 1 m equals the temperature at 8 m using observations made every 15 min throughout the monitoring period by two optical INW DO2 DO sondes (Seametrics, WA, USA) [46].

In addition to the dependence on the spatial and temporal resolutions, different model configurations may also affect the numerical results. The sediment heat module is an optional module available for GLM-AED2, which accounts for the heat transfer between the sediment and the water body [32]. For a shallow reservoir like FCR, the impact of the water/sediment heat exchange may be significant. Accordingly, GLM-AED2 is tested with and without the sediment heat module. The test results are given in Section S3 of Supplementary Materials. Based on this test, the configuration with the sediment heat module turned on will be adopted for comparison with Si3D-AED2, which assumes zero heat flux at the water-sediment interface.

Further, both GLM-AED2 and Si3D-AED2 have two detrainment options for the coupled bubble plume models, denoted by GLM_DNB, GLM_DMPR, Si3D_DNB and Si3D_DMPR respectively (refer to Section S4 of Supplementary Materials for further information). GLM_DNB and Si3D_DNB detrain the entrained plume water at the depth of neutral buoyancy, while GLM_DMPR and Si3D_DMPR detrain the entrained plume water at the depth of maximum plume rise. The two detrainment options are tested for the
1-D and 3-D models to identify the better options for GLM-AED2 and Si3D-AED2. The comparisons are given in Section S4. Based on this test, GLM_DNB and Si3D_DNB are adopted for comparison in the following section.

4. Results and Discussion

4.1. Year 2014 and 2015 Simulations

Information about the simulation periods, the oxygenation durations and the corresponding flow rates in the years 2014 and 2015 has been presented in Section 2.1, Table 1. The 2014 simulation covers 152 days with the oxygenation system turned on and off three times over the period, while the 2015 simulation covers 241 days with the oxygenation system turned on for most of the period. The numerically obtained temperature and DO data for these two years is analyzed to study the performance of the 1-D and 3-D models under both dynamic and steady-state oxygenation conditions and for both the stratified and mixed periods. To evaluate the performance of the models, the RMSEs and NMAEs of the temperature and DO are calculated using Equations (1) and (2) respectively:

\[ \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (v_{\text{field}} - v_{\text{sim}})^2}{n}} \]  

\[ \text{NMAE} = \frac{\sum_{i=1}^{n} |v_{\text{field}} - v_{\text{sim}}|}{n v_{\text{field}}} \]

where \( v_{\text{field}} \) and \( v_{\text{sim}} \) are respectively the field measurement and simulated data of the variable of interest, and \( n \) is the total number of field data points.

In what follows, we examine the RMSEs of the temperature and DO at different depths and the whole-lake NMAEs based on the 2014 and 2015 simulations. For 2015, the RMSEs of the temperature and DO is calculated separately for the stratified and mixed periods.

4.2. Qualitative Comparison of Simulated Temperature and DO Profiles of 2014 and 2015

The temperature and DO concentration profiles obtained from the 2014 and 2015 simulations are shown in Figure 2 (temperature) and Figure 3 (DO) respectively. Although the same initial and surface/flow boundary conditions are applied to the GLM-AED2 and Si3D-AED2 models, it is clear in Figures 2 and 3 that there are major variations between the 1-D and 3-D model results, and they are also different from the field data to certain extent.

It can be observed in Figure 2 that GLM-AED2 simulates hypolimnion temperature better, whereas Si3D-AED2 simulates surface mixed layer temperature better. In terms of DO plots of the two models (refer to Figure 3), Si3D-AED2 and GLM-AED2 yield similar results. Both models manage to simulate anoxia in hypolimnion during stratified period (blue color in the field DO plot) and the hypolimnion oxygenation due to SSS operation (green color in the hypolimnion in the field DO plot). From visual observation, Si3D-AED2 simulates the field DO slightly better than GLM-AED2 for relatively deep water below the epilimnion.

While the different heat boundary conditions at the sediment/water interface (refer to Section 3 and Supplementary Materials) contribute to the variation of the simulation results between GLM-AED2 and Si3D-AED2, the main cause of the variation is considered to be related to the different solution methods of the 1-D and 3-D models: the 1-D model adopts an energy balance approach, with which the mixing dynamics are based on the estimation of the available amount of turbulent kinetic energy [32]; and the 3-D model solves the full momentum and energy equations. In addition, GLM-AED2 adopts a Lagrangian method, with water layers that move vertically, expand or contract [4], whereas Si3D-AED2 adopts an Eulerian method, with water layers of fixed thicknesses and volumes [42]. The difference in these two approaches helps to explain the different results that GLM-AED2 and Si3D-AED2 have produced in the 2014 and 2015 simulations.
Figure 2. Comparisons of the one-dimensional (1-D, sediment module on, top row) and three-dimensional (3-D) model temperature results (middle row) with field data (bottom row). (a) Temperature plot of 2014. (b) Temperature plot of 2015.

Figure 3. Comparisons of the 1-D (sediment module on, top row) and 3-D model DO results (middle row) with field data (bottom row). (a) Dissolved oxygen (DO) plot of 2014. (b) DO plot of 2015.
To quantify evaluate the relative performance of the 1-D and 3-D models, the RMSEs and NMAEs of the predicted temperature and DO by GLM-AED2 and Si3D-AED2 for the 2014 and 2015 simulation periods are presented in the following section.

4.3. Quantitative Comparison of Simulated Temperature and DO Profiles of Year 2014 and 2015

To quantitatively compare the performances of the 1-D and 3-D models, temperature and DO RMSEs of 2014 and 2015 simulations at the depths of 0.1 m, 3 m, 6 m and 9 m and for the whole-lake are presented in Tables 3 and 4. Further, to investigate the performance of the 1-D and 3-D models at all depths between 0.1–9 m, profiles of the temperature and DO RMSEs of both models for 2014 and 2015 mixed periods are shown in Figure 4.

Referring to Tables 3 and 4, the GLM-AED2 temperature results have relatively lower whole-lake RMSEs for 2014 and 2015 than those of Si3D-AED2 (over both the stratified and mixed periods). In 2014, and the mixed period of 2015, GLM-AED2 produces lower temperature RMSEs at almost all depths from 0.1 m to 9.0 m (Figure 4) and more than 50% lower whole-lake temperature RMSEs in the mixed period of 2015. The surprisingly good GLM-AED2 temperature prediction indicates the capability of the 1-D model to simulate temperature equally well or even better than the 3-D model in certain circumstances. A similar observation was made by Ladwig et al. [47], who found the 1-D model favorable for a long simulation period after studying summer anoxia dynamics in a eutrophic lake for a 37-year period. They suggested that 1-D model was adequate due to its lower computational needs and limited field data although the spatial extent of summer anoxia is fundamentally 3-D [48].

Table 3. The root mean square errors (RMSEs) of the predicted temperatures (in °C) at different depths for 2014 and 2015. The lower RMSEs between the 1-D and 3-D model results for both stratified and mixed conditions are shown in bold.

|       | 1-D 2014 * | 1-D 2015 | 3-D 2014 * | 3-D 2015 |
|-------|------------|----------|------------|----------|
|       | Stratified | Mixed    | Stratified | Mixed    |
| 0.1 m | 1.05       | 1.18     | 0.92       | 2.64     |
| 3.0 m | 1.68       | 2.39     | 1.06       | 1.64     |
| 6.0 m | 2.54       | 3.12     | 0.92       | 3.17     |
| 9.0 m | 2.45       | 1.42     | 1.36       | 1.20     |
| Whole lake | 1.99 | 1.98 | 1.17 | 2.28 |

* FCR is stratified during the 2014 simulation period. ** The whole-lake RMSEs calculate the RMSEs of the variable of interest over 0.1–9 m depths with 1 m resolution.

Table 4. The RMSEs of the predicted DO (in mmol/m³) at different depths for 2014 and 2015. Lower RMSEs between the 1-D and 3-D model results for both stratified and mixed conditions are shown in bold.

|       | 1-D 2014 * | 1-D 2015 | 3-D 2014 * | 3-D 2015 |
|-------|------------|----------|------------|----------|
|       | Stratified | Mixed    | Stratified | Mixed    |
| 0.1 m | 15.87      | 36.29    | 73.63      | 43.36    |
| 3.0 m | 78.71      | 130.04   | 48.34      | 38.51    |
| 6.0 m | 86.88      | 59.80    | 42.02      | 59.23    |
| 9.0 m | 103.25     | 143.63   | 64.93      | 95.95    |
| Whole lake | 72.84 | 96.50 | 56.31 | 89.44 |

* FCR is stratified during the 2014 simulation period. ** The whole-lake RMSEs calculate the RMSEs of the variable of interest over 0.1–9 m depths with 1 m resolution.
Si3D-AED2 produces less accurate results for the temperature in 2015. It should be noted that SSS was operating during most of the stratified period in 2015. Therefore, 2015 represents a relatively stable engineering scenario without changing from an anoxic hypolimnion to an oxic one during the simulation period. In this scenario, the temperature and DO are not likely to vary temporally to a great extent, which is suitable for the 1-D model. Regarding the higher DO RMSEs yielded by GLM-AED2, it should be noted that, although the temperature does not vary much spatially within a small reservoir like FCR [28], DO is spatially sensitive within the shallow and eutrophic reservoir due to spatially varying water column depths and sediment composition [46]. This explains why a better temperature result, but not DO result, is obtained with GLM-AED2 compared to that with Si3D-AED2.

Regarding the better DO result obtained by Si3D-AED2, Si3D-AED2 produces lower whole-lake RMSEs of the DO than GLM-AED2 for both 2014 and the stratified period of 2015. It is also seen in Figure 4 that Si3D-AED2 yields lower RMSEs of the DO at all depths below 3.0 m than GLM-AED2 in 2014. However, for the mixed period of 2015, the comparison is entirely the opposite. GLM-AED2 produces lower RMSEs of the DO at all depths below 3.0 m compared to Si3D-AED2 (Figure 4). Combined with the temperature comparison above, it indicates that GLM-AED2 has a better performance than Si3D-AED2 in the mixed period. Given that water temperature and DO in the water column do not vary much with depth in the mixed period, this provides further support for recommending the 1-D model for relatively stable engineering scenarios.

In addition to the RMSEs of the simulated temperature and DO for the whole-lake and various depths in 2014 and 2015 by both Si3D-AED2 and GLM-AED2, the whole-lake NMAEs are also calculated (Table 5). It is seen in Table 5 that the simulated temperature and DO in 2014 and 2015 by both Si3D-AED2 and GLM-AED2 are within the reported ranges in the literature [8,9,49]. This result indicates the validity of adopting calibrated GLM-AED2 parameters for Si3D-AED2 to produce satisfying water-quality results. The present finding is supported by the study of McDonald et al. [50], who developed a 1-D model as an efficient test-bed environment, in which model parameters were estimated by Markov chain Monte Carlo approach for a 3-D model for Lake Superior. The calibrated 3-D model reproduced major features of the observed concentration profiles of nutrients, dissolved organic carbon and chlorophyll at the calibration location.

Figure 4. Profiles of the RMSEs of the temperature (left) and DO (right) RMSEs of the 1-D and 3-D models for 2014 and the mixed period of 2015.
Table 5. The whole-lake normalized mean absolute error (NMAEs) of the predicted temperature and DO for 2014 and 2015. The literature range \([8,9,49]\) is shown in the last row. The relatively lower NMAEs between the 1-D and 3-D model results are shown in bold.

|                | 1-D  | 3-D  | Literature Range |
|----------------|------|------|------------------|
|                | 2014 * | 2015 | 2014 * | 2015 |
| Temperature    | 0.072 | 0.081 | 0.11   | 0.084 | 0.12 | 0.12 | 0.037–0.12 |
| DO             | 0.29  | 0.29  | 0.18   | 0.29  | 0.24 | 0.23 | 0.32  | 0.054–0.33 |

* FCR is stratified during the Year 2014 simulation period.

4.4. Quantitative Analysis of the Predicted Thermal Structures

To further assess the performance of Si3D-AED2 and GLM-AED2, the RMSEs of the predicted thermocline depth and metalimnion bottom depth for 2015 are calculated, and the results are presented in Table 6. Thermocline is the layer with the largest density gradient, and the metalimnion is the layer with the steepest thermal gradient in a stratified water body [36]. It is seen in Table 6 that the simulated thermocline depths and metalimnion bottom depths of Si3D-AED2 have similar RMSEs as those of GLM-AED2 in 2014 and have lower RMSEs than those of GLM-AED2 in 2015. The lower RMSEs in 2015 indicate that Si3D-AED2 simulates the reservoir heat structure in the stratification period better. It supports the finding in Section 4.3 that Si3D-AED2 results are more accurate than GLM-AED2 in relatively sophisticated engineering scenarios (referring to the stratified period in the previous section). To further evaluate the validity of this finding, GLM-AED2 and Si3D-AED2 simulations are compared with artificial mixing as another example of sophisticated engineering scenarios in the following section (Section 4.5).

Table 6. The RMSEs of the predicted thermocline depths and the metalimnion bottom depths for the entire stratified period of 2014 and 2015 from Si3D and GLM-AED2 simulations. The relatively lower RMSEs between the 1-D and 3-D model results are shown in bold.

|                | Si3D-AED2 | GLM-AED2 |
|----------------|-----------|----------|
|                | Year      |          |          |
| RMSE of the thermocline depth (m) | 1.7 | 1.2 | 1.7 | 3.0 |
| RMSE of the metalimnion bottom depth (m) | 2.4 | 0.92 | 2.3 | 2.2 |

4.5. Comparison of GLM-AED2 and Si3D-AED2 with EM

Table 2 presents the simulation dates of Si3D-AED2 and GLM-AED2, the EM operation periods and the corresponding flow rates in 2015 and 2016. The model results are compared with the field data in Figures 5 and 6.

Figures 5 and 6 respectively show the field and simulated temperature contours of EM15 and EM16–3. For both EM15 and EM16–3, the bubble plume model coupled with GLM-AED2 and Si3D-AED2 is able to simulate the EM mixing effect [20], reasonably representing the deepening of the surface mixed layer. For EM15, the Si3D-AED2 temperature contours agree well with the field temperature structure and are evidently better than the GLM-AED2 temperature contours since GLM-AED2 underestimates the surface mixed layer temperature. For EM16–3, the situation is different. After EM is turned on (after DoY 206), Si3D-AED2 over-predicts mixing in epilimnion, while the thermal structure predicted by GLM-AED2 is similar to the field thermal structure. One possible explanation for the conflicting predictions of EM15 and EM16–3 is that the time resolutions for the GLM-AED2 and Si3D-AED2 plots are both 1 h, but the field data time resolutions are much coarser (see the black triangles in Figures 5 and 6). With such a coarse temporal resolution, the field temperature contours may not reflect the characteristics of the transient thermal structures in the field during the EM periods. Quantitative analysis will be carried out below to compare between GLM-AED2 and Si3D-AED2 (Figure 7 and Table 7).
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Figures 5 and 6 respectively show the field and simulated temperature contours of EM15 and EM16–3. For both EM15 and EM16–3, the bubble plume model coupled with GLM-AED2 and Si3D-AED2 is able to simulate the EM mixing effect [20], reasonably representing the deepening of the surface mixed layer. For EM15, the Si3D-AED2 temperature contours agree well with the field temperature structure and are evidently better than the GLM-AED2 temperature contours since GLM-AED2 underestimates the surface mixed layer temperature. For EM16–3, the situation is different. After EM is turned on (after DoY 206), Si3D-AED2 over-predicts mixing in epilimnion, while the thermal structure predicted by GLM-AED2 is similar to the field thermal structure. One possible explanation for the conflicting predictions of EM15 and EM16–3 is that the time resolutions for the GLM-AED2 and Si3D-AED2 plots are both 1 h, but the field data time resolutions are much coarser (see the black triangles in Figures 5 and 6). With such a coarse temporal resolution, the field temperature contours may not reflect the characteristics of the transient thermal structures in the field during the EM periods. Quantitative analysis will be carried out below to compare between GLM-AED2 and Si3D-AED2 (Figure 7 and Table 7). 

Figure 5. Comparison of the simulated temperature and field data for EM15 at FCR50 (year 2015). The time of the field data collection is indicated by black inverse triangles on the plot of the field data.

Figure 6. Comparison of the simulated temperature and field data for EM16–3 at FCR50. The time of the field data collection is indicated by black inverse triangles on the plot of the field data.
To further evaluate the performance of the 1-D and 3-D models with EM, the metalimnion bottom depths are calculated for the field and simulated data, which are plotted in Figure 7. While both GLM-AED2 and Si3D-AED2 reasonably simulate the increase of metalimnion bottom depth during EM operation, it is clear in Figure 7 that Si3D-AED2 predicts the plume temperature structure much better than GLM-AED2 for all the EM periods. Quantitative analysis presented in Table 7 also proves this with lower RMSEs of the simulated metalimnion bottom depth in all four simulations by Si3D compared to those by GLM. This observation indicates that Si3D-AED2 instead of GLM-AED2 should be adopted if artificial mixing is in operation. A similar conclusion was drawn by Chen et al. [20], who studied the 3-D effect of artificial mixing on thermal structures in FCR and found that EM leads to 3-D heterogeneity in the thermal structures, which is impossible to capture by 1-D models. Accordingly, they concluded that 3-D models are more suitable than 1-D models for the design and operation of engineered systems although artificial mixing in lakes and
reservoirs has mostly been studied with 2-D models [12,51]. The better performance of 3-D models may be due to their capability to simulate the horizontal momentum added by the injected bubble, while 1-D models do not include horizontal mixing.

4.6. Performance of Si3D-AED2

Table 8 presents the NMAEs of the predicted temperature and DO concentration at FCR20, FCR30 and FCR45 for the 2014 simulation using the 3-D model. The average NMAE is 0.080 for temperature and 0.18 for DO, which compare with the NMAE ranges of 0.037–0.12 for temperature and 0.054–0.33 for DO reported in the literature [8,9,49]. It shows that Si3D-AED2 simulates 3-D temperature and DO well even in a long simulation period.

Table 8. The NMAEs of the temperature and DO of the 3-D model at FCR20, FCR30 and FCR45 for the 2014 simulation.

|        | FCR20 | FCR30 | FCR45 | Average |
|--------|-------|-------|-------|---------|
| Temperature | 0.077 | 0.077 | 0.085 | 0.080   |
| DO      | 0.17  | 0.16  | 0.20  | 0.18    |

5. Conclusions

Choosing between 1-D and/or 3-D coupled hydrodynamic and water-quality models for efficient and accurate simulations of natural water bodies is important. In certain circumstances, for example, where the water body is managed to control water quality, it is reasonable to adopt both 1-D and 3-D models for one water body but for different simulation periods. To determine an ideal simulation setup for different engineering scenarios, a community 1-D model and a 3-D hydrodynamic model are coupled with artificial mixing models and the same water-quality model library. The bubble plume model, which is coupled with the community 1-D model for the first time in this study, adequately simulates the bubble plume mixing effect. It is found that the 3-D coupled model adopting the calibrated water-quality parameters from the 1-D model produces satisfactory water-quality results. Based on the comparison between two one-year simulation results using the 1-D and 3-D models for a shallow, eutrophic, managed reservoir, the relative performance of these models is evaluated quantitatively. The 1-D model is recommended when stratification and artificial mixing do not substantially vary during the simulation period, while the 3-D model is recommended to simulate stratification, artificial mixing and spatially sensitive water-quality variables during dynamic periods.
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