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Abstract—Neural Architecture Search (NAS) has shown excellent results in designing architectures for computer vision problems. NAS alleviates the need for human-defined settings by automating architecture design and engineering. However, NAS methods tend to be slow, as they require large amounts of GPU computation. This bottleneck is mainly due to the performance estimation strategy, which requires the evaluation of the generated architectures, mainly by training them, to update the sampler method. In this paper, we propose EPE-NAS, an efficient performance estimation strategy, that mitigates the problem of evaluating networks, by scoring untrained networks and creating a correlation with their trained performance. We perform this process by looking at intra and inter-class correlations of an untrained network. We show that EPE-NAS can produce a robust correlation and that by incorporating it into a simple random sampling strategy, we are able to search for competitive networks, without requiring any training, in a matter of seconds using a single GPU. Moreover, EPE-NAS is agnostic to the search method, since it focuses on the evaluation of untrained networks, making it easy to integrate into almost any NAS method.

I. INTRODUCTION

In the past years, deep learning algorithms have been extensively researched, and efficiently applied to various tasks with excellent results [1], [2], especially those related to computer vision [3]. The great success in computer vision tasks is mainly attributed to the advent of Convolutional Neural Networks (CNNs) [4], given their robust feature extraction capability and transferability between different problems. Different CNN architectures have gradually been proposed, incrementally showing that CNNs can be improved, by revising the architecture itself, adding additional components such as residual connections, reducing the number of parameters, the size or inference time [5], [6], [7], [8], [9], [10]. However, designing efficient architectures is extremely time-consuming. It requires expert knowledge and trial and error. Deep neural networks can have many design choices, such as layers, their combination and sequence, parameters associated with the layers, architecture, and the training procedure as well as optimization rules. Therefore, an automated way to conduct neural architectures’ design came as a natural process [11].

Neural Architecture Search (NAS) aims to automate architecture engineering and design, by autonomously designing high performance architectures for a given problem [12]. NAS methods for computer vision problems have been successfully applied to various tasks, such as image classification, semantic segmentation, object detection, and others [12], [13]. Since the incipience proposal [14], NAS methods broadly focused on designing architectures using a similar flow. A controller, using a specified search strategy, being the most common Reinforcement Learning or Evolutionary Strategies, samples an architecture \( A \) from the space of possible architectures \( \mathcal{A} \), which is defined by the search space, that comprises the possible operations (e.g., convolution, pooling) and the architecture type. The generated architecture is evaluated, and the result is given as a reward to the controller to update its parameters. This process is repeated thousands of times, whereby the controller learns to sample better architectures over time. A visualization of this process can be seen in Fig. 1.

Although NAS methods have shown excellent results, the computational cost of most methods is extremely high, which in some cases can be in the order of months of GPU computation [14], [15], [16]. This is mainly associated with the performance estimation strategy, which evaluates the generated architectures based on regular training, either from scratch until convergence or partial training [17], [18]. Recent approaches, attempt to smooth the training process, by sharing parameters [19], applying mutations to already trained networks [20], or by using one-shot NAS, where the controller generates architectures and corresponding weights

![Fig. 1: General Neural Architecture Search flow. A controller generates an architecture \( A \) from the search space of possible operations and architectures, \( \mathcal{A} \), which is then evaluated, and its performance is used as reward to update the controller. Our method acts in the performance estimation block, by obtaining estimates without training.]
However, some NAS proposals have shown to be overfitting the search space and not allowing exploration due to the introduction of design bias [24].

To mitigate the aforementioned problems, in this paper, we propose EPE-NAS, a performance estimation strategy that scores generated networks at initialization stage, without requiring any training. By evaluating how the gradients of the network behave with respect to the input, it is possible to score untrained networks, eliminating the need to train generated architectures to update parameters. The proposed method is extremely fast, allowing the analysis of thousands of networks in seconds. We show that this method can be used to guide the search over the search space due to its fast inference of a network trained accuracy from its untrained state. The proposed method can be easily integrated into almost any NAS method, by entirely replacing the performance estimation strategy, or complementing it, by creating a multi estimation strategy. We show this by incorporating the proposed method into a random search strategy, achieving competitive results in seconds. The code for the proposed method is also available.

The main contributions of this paper can be summarized as follows:

- We propose a novel performance estimation strategy that can evaluate the trained performance of an untrained network, which can be easily integrated into almost any NAS method.
- We analyze the impact of the proposed method when coupled with random search, showing that it can achieve competitive results in a few seconds.
- We compare the proposed method with different NAS methods, as well as with a surrogate performance estimator in NAS-Bench-201.
- We show that the proposed method allows the search space to be quickly analyzed without the need to train networks, allowing bad candidates to be weeded out, by analyzing the relationship between the score and the network performance when trained.

The remainder of this work is organized as follows. Section II contextualizes the related work. Section III describes the proposed method in detail. In Section IV we present the experiments performed, the datasets and benchmark used, the results and discussion. Finally, in Section V a conclusion is drawn.

II. RELATED WORK

Generally, NAS methods attempt to automatically design optimal CNNs using a sample-evaluate-update scheme, where a controller generates an architecture and is updated using the generated architecture performance. The problem with this is that evaluating the generated architectures is very costly. Zoph and Le [14] initially formulated NAS as a reinforcement learning problem, where a controller was trained over-time to sample more efficient architectures. The problem was that this method required more than 60 years of GPU computation, as it trained all generated architectures to convergence. As follow-up work, the authors tackle this problem by performing a cell-based search in a search space with 13 operations [16]. By focusing on designing two types of cells: normal cells (perform convolutional operations) and reduction cells (reduce input size), the authors could reduce the GPU computation to 2000 days. More, they found that cell-based architectures searched in CIFAR-10 can be transferred to ImageNet by stacking more cells. In this method, more than 20000 networks were trained and evaluated.

Similar to [14], in [25] the authors present MetaQNN, a method based on reinforcement learning and Q-learning, where the learning agent was trained to sequentially sample CNN layers. Using a similar reinforcement learning approach, BlockQNN [26] focuses on sampling blocks of operations used to form entire networks. However, BlockQNN still required 96 GPU days of computation. ENAS [19] used a controller, trained with policy gradient, to discover architectures by searching for an optimal subgraph within a large computational graph. By constructing a sizeable computational graph, where each subgraph represents a network, ENAS forced all generated architectures to share their parameters. In this way, efficient search was enabled in less than one GPU computational day. The authors of [21] proposed DARTS, a gradient-based method, that by performing continuous relaxation of the search space to be continuous, it optimized architectures using gradient descent. The authors propose a bilevel gradient optimization, which jointly learns the architecture and the weights in a few GPU days. This paper served as foundation for many other one-shot methods. In [27], the authors improve DARTS generated architecture performances by introducing regularization mechanisms. Also using a differentiable approach, GDAS [28] is a method that makes the search procedure differentiable, so that sub-graphs can be sampled from the directed acyclic graph representing the search space, which can be trained end-to-end to sample efficient networks. GDAS’ controller is optimized based on the validation loss of the trained sampled architecture. SETN [29] also uses a differentiable approach, but uses an evaluator trained to indicate the probability of each architecture to have a low validation loss, which allows selective sampling of networks. REA [30], instead of reinforcement learning or gradient-based methods, focuses on using evolutionary tournament selection algorithms with an age property that favors younger architectures.

To mitigate the bottleneck of the performance estimation strategy, surrogate methods have also been proposed to extrapolate the learning curve with a partial train [31], [32], or by learning a HyperNet that generates weights based on the architecture [33]. In [34], the authors propose BOBH, that focuses on hyperparameter optimization, which includes architecture design, by combining Bayesian optimization and bandit-based methods. However, it still required 33 GPU days to design an optimal network in CIFAR-10.

Our work differentiates from the aforementioned, being closer to NAS-WOT [35], as our focus is to evaluate
generated network, without requiring any training, neither for the performance estimation strategy, nor for the generated networks. Thus creating a score that correlates an untrained network to its performance once trained, in efficient time.

III. PROPOSED METHOD

In this paper, we propose EPE-NAS, a novel performance estimation strategy, whose goal is to estimate the performance of generated networks without requiring any training, neither for the generated networks nor for the performance estimator. To do this, we score untrained networks as an indicator of their accuracy when trained.

We base our approach on the idea proposed in [35], which states that different networks can be compared by evaluating their behavior using local linear operators at different data points. The local linear operators are obtained by multiplying the linear maps at each layer interspersed with the binary rectification units. To do this, one can define a linear map, \( w_i = f(x_i) \), which maps the input \( x_i \in \mathbb{R}^D \), through the network, \( f(x_i) \), where \( x_i \) represents an image that belongs to a batch \( X \), and \( D \) is the input dimension. Then, the linear map can be computed using:

\[
Jacobian \ w_i = \frac{\partial f(x_i)}{\partial x_i}
\]

In order to evaluate how a network behaves with different data points, we calculate the Jacobian matrix \( w_i \) for different data points, \( f(x_i) \), of the batch \( X \), \( i \in 1, \ldots, N \):

\[
J = \left( \frac{\partial f(x_1)}{\partial x_1} \frac{\partial f(x_2)}{\partial x_2} \ldots \frac{\partial f(x_N)}{\partial x_N} \right)^T
\]

The Jacobian Matrix \( J \) contains information about the network output with respect to the input for several data points. We then can evaluate how points belonging to the same class correlate with each other, where the goal is to see if an untrained network is capable of modeling complex functions. Explicitly, a flexible network should simultaneously be able to distinguish local linear operators for each data point, but also have similar results for similar data points, which in a supervised approach means that the data points belong to the same class. The perfect scenario would be to have an untrained network with low correlation between different data points, where data points of the same category are closer to each other, which means that the network would easily learn to distinguish the two data points during training. To evaluate this behavior, we evaluate the correlation of \( J \) values with respect to their class, by computing a covariance matrix for each class present in \( J \): \( C_{J,c} = (J - M_{J,c})(J - M_{J,c})^T \), where \( M_{J,c} \) is the matrix with elements:

\[
(M_{J,c})_{i,j} = \frac{1}{N} \sum_{n \in \{1,\ldots,N\}, x_n \in \text{class } c} J_{i,n}
\]

where \( c \) represents the class, \( c \in 1, \ldots, C \), and \( C \) is the number of classes present in the batch. Then, it is possible to calculate the correlation per class, \( \Sigma_{J,c} \), for each covariance matrix \( C_{J,c} = (\Sigma_{J,c})_{i,j} = \frac{(M_{J,c})_{i,j}}{\sqrt{(M_{J,c})_{i,i}(M_{J,c})_{j,j}}} \), where \((i,j)\) represents the \((i,j)\)th element of the matrices.

Each individual correlation matrix allows the analysis of how the untrained network behaves for each class, which may be an indication of the ability of the local linear operators to perceive differences between classes. To allow comparison between the different individual correlation matrices, as they may have different sizes due to the number of data points per class, they are individually evaluated:

\[
E_c = \begin{cases} 
\sum_{i=0}^{N} \sum_{j=0}^{N} \log(\|(\Sigma_{J,c})_{i,j} + k\|), & \text{if } C \leq 100 \\
\sum_{i=0}^{N} \sum_{j=0}^{N} \log(\|(\Sigma_{J,c})_{i,j}\| + k), & \text{otherwise}
\end{cases}
\]

where \( k \) is a small-constant with the value of \( 1 \times 10^{-5} \), and \( C \) is the number of classes in batch \( X \). To avoid confusion with absolute value operation, we denote \( ||X|| \) as the number of elements of the set \( X \). The normalization based on the size of the correlation matrix is due to the fact that for a constant batch size, as the number of classes increases, the size of the individual correlation matrices becomes smaller, a correlation matrix with a larger size would obtain a larger value.

Then, a network is scored based on the individual evaluations of the correlation matrices by:

\[
S = \begin{cases} 
\sum_{c=0}^{C} |E_c|, & \text{if } C \leq 100 \\
\frac{\sum_{c=0}^{C} \sum_{i=0}^{C} |E_i - E_j|}{||E||}, & \text{otherwise}
\end{cases}
\]

where \( E \) is the vector containing all the correlation matrices’ scores. Depending on the number of classes present in the batch, the final score is either a sum of the individual correlation matrices’ scores or a normalized pair-wise difference. Normalization serves to mitigate the class difference when evaluating networks in datasets with a high number of classes and noise.

IV. EXPERIMENTS

We evaluate the effectiveness of EPE-NAS on three datasets: CIFAR-10, CIFAR-100 and ImageNet16-120 from NAS-Bench-201, using a batch size of 256. As the proposed method is a performance estimation strategy that does not require any training, we also evaluate EPE-NAS by combining it with a random search strategy [36], where a candidate network from the search space is randomly proposed and scored using the proposed performance estimation method, instead of training the network. This evaluation is done for different sample sizes of \( N \) networks.

The setup for all the experiments conducted was a desktop computer, with a single 1080Ti GPU and 32GB of ram. In the following sections, we comment on NAS-Bench-201, and individually detail the experiments, results and provide a discussion.
TABLE I: Comparison of several search methods evaluated using the NAS-Bench-201 benchmark. Performance shown in accuracy with mean±std, on CIFAR-10, CIFAR-100 and ImageNet-16-120. Methods are divided into 4 blocks, depending on their approach: weight sharing, non-weight sharing, training-free approaches (with a direct comparison between the proposed method and NAS-WOT), and a baseline using an SVM as a surrogate estimator. Search times are the mean time required to search for cells in CIFAR-10, using a single 1080Ti GPU. Search time includes the time taken to train networks as part of the process where applicable. The performances of the training-free approaches are given for different sample size \(N\). For each sample size, we also report the optimal network. Table adapted from [55], with reported results for non-weight and weight sharing methods from [57].

| Method       | Search Time (s) | CIFAR-10 validation | CIFAR-10 test | CIFAR-100 validation | CIFAR-100 test | ImageNet-16-120 validation | ImageNet-16-120 test |
|--------------|-----------------|---------------------|---------------|----------------------|---------------|---------------------------|---------------------|
| **Non-weight sharing**                  |                 |                     |               |                      |               |                           |                     |
| REA          | 12000           | 91.19±0.31          | 93.92±0.30    | 71.81±1.12           | 71.84±0.99    | 45.15±0.89                | 45.54±1.03          |
| RS           | 12000           | 90.93±0.36          | 93.70±0.36    | 70.93±1.09           | 71.04±1.07    | 44.45±1.10                | 44.57±1.25          |
| REINFORCE    | 12000           | 91.09±0.37          | 93.85±0.37    | 71.61±1.12           | 71.71±1.09    | 45.05±1.02                | 45.24±1.18          |
| BOHB         | 12000           | 90.82±0.53          | 93.61±0.52    | 70.74±1.29           | 70.85±1.28    | 44.26±1.36                | 44.42±1.49          |
| **Weight sharing**                        |                 |                     |               |                      |               |                           |                     |
| RSPS         | 7587            | 84.16±1.69          | 87.66±1.69    | 59.00±4.60           | 58.33±4.34    | 31.56±3.28                | 31.14±3.88          |
| DARTS-V1     | 10890           | 39.77±0.00          | 54.30±0.00    | 15.03±0.00           | 15.61±0.00    | 16.43±0.00                | 16.32±0.00          |
| DARTS-V2     | 29902           | 39.77±0.00          | 54.30±0.00    | 15.03±0.00           | 15.61±0.00    | 16.43±0.00                | 16.32±0.00          |
| GDAS         | 28926           | 90.00±0.21          | 93.51±0.13    | 71.14±0.27           | 70.61±0.26    | 41.70±1.26                | 41.84±0.90          |
| SETN         | 31010           | 82.25±5.17          | 86.19±4.63    | 56.86±7.59           | 56.87±7.77    | 32.54±3.63                | 31.90±4.07          |
| ENAS         | 13315           | 39.77±0.00          | 54.30±0.00    | 15.03±0.00           | 15.61±0.00    | 16.43±0.00                | 16.32±0.00          |
| **Training-free**                           |                 |                     |               |                      |               |                           |                     |
| NAS-WOT (N=10)† | 3.1          | 89.56±0.56          | 92.47±0.04    | 69.36±1.55           | 69.20±1.05    | 42.08±1.61                | 42.20±1.37          |
| Ours (N=10)  | 2.3            | 89.90±0.21          | **92.63±0.32**| 69.78±2.44           | **70.10±1.71**| 41.73±3.60                | 41.92±4.25          |
| NAS-WOT (N=100)† | 25.7         | 89.91±0.80          | 91.41±2.24    | 67.13±4.03           | 67.18±4.14    | 41.39±1.13                | **41.42±1.53**      |
| Ours (N=100) | **20.5**       | 88.74±3.16          | **91.59±0.87**| 67.28±3.68           | **67.19±3.82**| 38.66±4.75                | 38.80±5.41          |
| NAS-WOT (N=500)† | 126.8        | 88.73±0.81          | 91.71±1.37    | 67.62±1.61           | 67.54±2.23    | 39.37±3.01                | 39.84±3.68          |
| Ours (N=500) | **105.8**      | 88.17±1.35          | **92.27±1.75**| 69.23±0.62           | **69.33±0.66**| 41.93±3.19                | **42.05±3.09**      |
| NAS-WOT (N=1000)† | 252.6        | 86.90±0.90          | 91.20±2.04    | 68.57±0.41           | 68.95±0.72    | 38.01±1.66                | 38.08±1.58          |
| Ours (N=1000) | **206.2**      | 87.87±0.85          | **91.31±1.69**| 69.44±0.83           | **69.58±0.83**| 41.86±2.33                | **41.84±2.06**      |
| Optimal (N=10)        | N/A           | 90.00±0.95          | 93.41±0.45    | 70.11±1.70           | 70.11±1.70    | 44.67±1.87                | 44.67±1.87          |
| Optimal (N=100)        | N/A           | 91.12±0.11          | 94.12±0.21    | 72.73±0.78           | 72.73±0.78    | 46.31±0.47                | 46.31±0.47          |
| Optimal (N=500)        | N/A           | 91.15±0.12          | 94.13±0.22    | 72.83±0.64           | 72.83±0.64    | 46.06±0.66                | 46.06±0.66          |
| Optimal (N=1000)       | N/A           | 91.24±0.21          | 94.19±0.15    | 72.92±0.53           | 72.92±0.53    | 46.57±0.59                | 46.57±0.59          |
| **Surrogate Estimator with Training**     |                 |                     |               |                      |               |                           |                     |
| SVM (N=10)             | 359426.3†      | 89.74±1.10          | 92.80±0.97    | 65.21±6.48           | 65.46±6.37    | 37.50±8.56                | 37.31±8.66          |
| SVM (N=100)            | 359449.4†      | 87.03±2.33          | 92.68±1.47    | 62.82±5.75           | 63.25±5.70    | 41.57±3.55                | 41.73±3.55          |
| SVM (N=500)            | 359547.7†      | 87.37±2.63          | 93.05±0.71    | 66.83±4.34           | 67.36±4.28    | 41.84±1.38                | 41.49±1.39          |
| SVM (N=1000)           | 359666.2†      | 87.06±3.14          | 91.24±2.28    | 68.40±0.48           | 69.02±0.84    | 41.32±1.31                | 41.19±1.29          |

† Results obtained by running the author’s publicly available code 3 times with the same settings as the proposed method.
‡ Includes the time required to train, which was done using information of the performance of 100 fully trained networks, which collectively required 4.16 training days to train.
A. NAS-Bench-201

NAS methods tend to be hard to reproduce, compare with other methods, and evaluate their real performance on common search spaces [38]. Increases in search spaces size, result in increasing the number of possible networks that can be generated, which using performance estimation strategies that require some type of training makes exhaustively evaluating the performance of NAS methods extremely hard, ultimately resulting in evaluations using subsets of the whole search space (thousands of networks in a search space that can ultimately be unbounded). It is crucial that methods smooth the reproducibility process by adopting common training procedures and settings [38].

Recently, NAS benchmarks have been proposed, where the goal is to have a controlled setting, where information about the training and final performance of possible networks under the proposed search space is provided, allowing rapid prototyping and comparison between different NAS methods using the same search space, training procedures and hyperparameters [39], [40], [41], [42].

In this work, we used NAS-Bench-201 [42] to evaluate the proposed method. NAS-Bench-201 provides information about trained networks in three different datasets: CIFAR-10, CIFAR-100 and ImageNet16-120, with fixed splits, and also provide results of several NAS methods under its constraints, allowing direct comparison. In this benchmark, the goal is to design cell-based architectures, where each cell is comprised of 6 edges and 4 nodes. All nodes receive an input edge from all the preceding nodes. The edges represent the possible operations, which are selected from a pool of 5 operations: (1) zeroize, which zeros the information, (2) skip connection, (3) $1 \times 1$ convolution, (4) $3 \times 3$ convolution, and (5) $3 \times 3$ average pooling layer. The number of possible operations and edges means that there are $5^6 = 15625$ possible cells. The final networks are comprised of a fixed macro skeleton, where a cell is a replicated block in the network, meaning that there are as many networks as possible cells, as the only change in the macro skeleton is the cell to be replicated.

B. Results and Discussion

First, we evaluate the effectiveness of the proposed method, by randomly sampling 1000 networks from each dataset of NAS-Bench-201 and score them to see the correlation between the score and the networks’ performance when trained. This evaluation can be seen in Fig. 3 where the first row refers to CIFAR-10, the second to CIFAR-100 and the third to ImageNet16-120. On the left, it is possible to see a strong correlation between the score given by EPE-NAS and the network’s accuracy once trained. This validates the proposed method by showing that scoring untrained networks highly is indicative of a higher performance than the networks scored lower. From this, it is also possible to see that by defining thresholds, e.g., $2 \times 10^4$ in CIFAR-10, we can efficiently weed out bad candidates, which is of utmost importance to methods based on evolution, where this method can be used to select the best networks from a pool of generated networks that will serve the purpose of generating the next iteration of the evolution. More, this information can also serve to guide the search of large search spaces, by directly indicating which network configurations are better. This is important because searching for networks in large search spaces, possibly unbounded, is extremely difficult and prone to converge to local minimas, mainly due to lack of information about the search space which ultimately leads search methods to converge fast to the best networks initially sampled.

Then, by combining EPE-NAS with a random search strategy, we can compare the effectiveness of a simple search strategy coupled with the proposed performance estimation strategy against other NAS methods. To perform this experiment, a network is randomly proposed, and instead of training it, we evaluate its performance by scoring the network. This setup requires no training, and we can perform this for different sample sizes ($N$, where $N$ represents the number of networks evaluated). Table II shows the results for EPE-NAS with random search, and compares it with several methods. Methods that perform the search without weight sharing are shown in the first block, whereas weight sharing methods are shown in the second block. In the third block, we present the results for the proposed method and directly compare it with NAS-WOT [35], while also showing the optimal network in each setting where our method and NAS-WOT were evaluated. Finally, in the last block, we show a baseline method based on a Support Vector Machine (SVM). The SVM approach is indicative of a possible surrogate model that is trained with information of the 100 trained networks performances. The SVM input was created by computing a single correlation matrix of the batch and then calculating the eigenvalues of the matrix. Denote that for training the 100 networks, 4,16 days of GPU computation were required. After finalizing the SVM training, there is no need to further train any network, as the SVM infers the performance based on untrained networks’ correlation matrix.

From this table, it is possible to see that our proposed method requires orders of magnitude less time to search for efficient networks, while both non-weight sharing and weight sharing incur in a large search time cost. Our method also achieves better results throughout all datasets than weight sharing methods, except for GDAS on CIFAR-10 and CIFAR-100. However, our method is more than $12500 \times$ faster. The non-weight sharing methods outperform our method (random search coupled with the proposed performance estimation strategy), but our method is still on par with them, being capable of achieving competitive results in all datasets. As for the direct comparison with NAS-WOT, in Table I it is also shown that the proposed method outperforms NAS-WOT both in terms of inference, being faster in all settings, and in terms of accuracy, being capable of selecting high performant networks in CIFAR-10 and CIFAR-100 in the settings where the sample size is 10 and 100, and CIFAR-10, CIFAR-100 and ImageNet-16-120 for higher sample sizes (500 and 1000). It is important to note that for NAS-WOT, as sample size increases, it increasingly suffers from noise, increasing the
that it is capable of evaluating images with sizes \( \times 256 \) consistently outperforms NAS-WOT, and sizes, which can be seen in Fig. 2. This evaluation shows that a network, with a batch size of increasingly different image sizes \((16-120)\) and the high number of classes, our method can select networks that attain excellent test accuracies, when compared with no weight sharing methods and NAS-WOT.

As can be seen in the second column of Table I, the execution time of our method is a great advantage, as it is capable of evaluating 1000 networks in 206 seconds. To further evaluate the gains in terms of execution time compared to NAS-WOT, we explored how both methods behave in scoring new networks. With a dataset with more noise, due to the large image sizes \((16 \times 16)\) and the high number of classes, our method can select networks that attain excellent test accuracies, when compared with no weight sharing methods and NAS-WOT.

Our proposal can also contribute to allow NAS methods to search large search spaces, by providing an efficient way of extracting information about generated networks without requiring any training, and large databases, as our method is still very fast even in the presence of large image sizes. More, in this work, we have shown that using a simple random search coupled with the proposed estimation strategy, it is possible to sample high performant networks, in seconds, that can outperform many current NAS methods.

Our proposal can also contribute to allow NAS methods to search large search spaces, by providing an efficient way of extracting information about generated networks without requiring any training, and large databases, as our method is still very fast even in the presence of large image sizes. Furthermore, the proposed method is agnostic to the search strategy, allowing it to be integrated into almost any NAS method.

The reason why the proposed method is capable of outperforming NAS-WOT in terms of time is directly linked with the time complexity of creating a correlation matrix, which is highly dependent on the number of data points and features. By evaluating individual correlation matrices, one per class, we reduce each correlation matrix’s size, allowing for faster computations.

Considering the mean time required to evaluate 1000 networks by our method (Table I), EPE-NAS also allows exhaustive exploration of a search space, as the proposed method is capable of evaluating over 1 million architectures in just 2 days of GPU computing, under these settings. Therefore, this could be used to evaluate a search space’s behaviour, giving information to the search method on how to start and proceed, which is a significant benefit when considering large, possibly unbounded, search spaces where information about their shape is limited.

An important property of the proposed method is that it can easily be incorporated in almost any NAS method either as the sole method that evaluates networks or as a complementary method to perform mixed training, where the reward to update the controller parameters (Fig. 1) is a combination of complementary evaluations (e.g., EPE-NAS score combined with the inference/latency of the network in a mobile setting). More, EPE-NAS is agnostic to the search method, as it focuses on the evaluation of networks, allowing the analysis of thousands of networks in seconds.

V. CONCLUSIONS

In this paper, we propose EPE-NAS, a performance estimation strategy that scores untrained networks with a high correlation to their trained performance. By leveraging information about the gradients of the output of a network with regards to its input, our method can accurately infer if the generated network is good in less than one second, being capable of evaluating thousands of networks in a matter of seconds. More, in this work, we have shown that using a simple random search coupled with the proposed estimation strategy, it is possible to sample high performant networks, in seconds, that can outperform many current NAS methods.

Our proposal can also contribute to allow NAS methods to search large search spaces, by providing an efficient way of extracting information about generated networks without requiring any training, and large databases, as our method is still very fast even in the presence of large image sizes. Furthermore, the proposed method is agnostic to the search strategy, allowing it to be integrated into almost any NAS method.
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