Temporal Representation Learning on Monocular Videos for 3D Human Pose Estimation
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Abstract—In this paper we propose an unsupervised feature extraction method to capture temporal information on monocular videos, where we detect and encode subject of interest in each frame and leverage contrastive self-supervised (CSS) learning to extract rich latent vectors. Instead of simply treating the latent features of nearby frames as positive pairs and those of temporally-distant ones as negative pairs as in other CSS approaches, we explicitly disentangle each latent vector into a time-variant component and a time-invariant one. We then show that applying contrastive loss only to the time-variant features and encouraging a gradual transition on them between nearby and away frames while also reconstructing the input, extract rich temporal features, well-suited for human pose estimation. Our approach reduces error by about 50% compared to the standard CSS strategies, outperforms other unsupervised single-view methods and matches the performance of multi-view techniques. When 2D pose is available, our approach can extract even richer latent features and improve the 3D pose estimation accuracy, outperforming other state-of-the-art weakly supervised methods.

Index Terms—Temporal Feature Extraction, Unsupervised Representation Learning, Contrastive Learning, 3D Human Pose.

1 INTRODUCTION
While supervised body pose estimation is rapidly becoming a mature field, the bottleneck remains the availability of sufficiently large training datasets containing in-the-wild images or depicting all kinds of human motions. While some datasets [1], [2] provide relatively large-scale annotations in controlled environments, the set of motions is limited and does not capture the vast diversity of possible human poses, such as the ones observed in athletics or diving. An effective way to address this is to leverage unsupervised data to learn a low-dimensional representation of pose-related features. Then, it only takes very little annotated data to train a regressor to predict 3D poses from this representation. Key to the success is a good unsupervised learning objective, for which many existing techniques exploit the availability of multi-view footage [3], [4], [5], [6], [7]. However, capturing data with multiple cameras increases complexity because it requires synchronizing the cameras and calibrating them to obtain the camera parameters that several of these models [3], [5], [6], [7] require during training.

In this paper, we introduce an alternative unsupervised representation learning strategy using videos acquired by a single RGB camera. To this end, we build on the idea of contrastive self-supervised (CSS) learning [8], [9], [10]. For any given sample, CSS aims to maximize the similarity to a positive sample and the dissimilarity to a negative one. In our context, one way to do so is to treat a video frame close to the one of interest as positive and a temporally-distant one as negative [11], [12]. Unfortunately, this simple strategy is insufficient because it does not account for the fact that, when someone moves, some features, such as garment appearance, remain constant over time, even as the person’s pose changes. As a result, contrastive learning should be applied only to the features changing across time and not to all features. To overcome this, we learn a representation that explicitly separates each latent vector into a time-variant component and a time-invariant one and apply the contrastive loss only to the time-variant component.

Our approach, depicted in Fig. 1, differs from typical CSS strategies in four ways: First, we apply the contrastive formulation only to the time-variant component, as opposed to the entire latent space. Second, we encourage a gradual transition of the time-variant component from temporally close to temporally distant frames. Third, we perform image re-synthesis by mapping the latent vectors back to images. Finally, when observing subjects in free fall such as divers, we incorporate a gravity-encoding prior to help with the detection of the subject. Our experiments demonstrate that these four components help the model learn in an unsupervised manner a rich, low-dimensional representation of human motions from ordinary video sequences acquired using standard monocular RGB cameras. We also show when 2D labels are available, one can use them to extract richer time-variant features, such that they contain more relevant pose information.

We demonstrate the benefits of our approach for pose estimation on five real-world RGB datasets. It outperforms other unsupervised monocular approaches and yields results on par with unsupervised multi-view setups, while being much easier to deploy. In particular, it can exploit both monocular and multi-view videos when available, which a purely multi-view setup cannot, and can handle changing backgrounds. When using 2D labels, our approach outperforms other weakly supervised methods. The disentangled latent representation also lends itself for editing operations, such as pose and appearance transfer.
Fig. 1: Approach. Given a reference frame, we sample a temporally close, far, and intermediate—between close and far—frames. The model first detects the person in all frames using a spatial transformer network. The detected regions are then cropped and encoded into time-variant and time-invariant components. The time-variant of the reference frame is made similar to that of the nearby frame and dissimilar to that of the away frame, while a distance-dependent similarity or dissimilarity is enforced between the reference and intermediate frames. To promote invariance of the time-invariant components, they are swapped with other frames in the video. The model then decodes each frame into a segmentation mask and an image. The decoded image is then merged with the background using the bounding box location and the decoded mask. No annotations are used (neither for detection, nor for segmentation) and the same network weights are used for all frames. At test time, the model can process a single frame.

2 RELATED WORK

Unsupervised and self-supervised learning [13], [14] techniques have received considerable attention in recent years as a means to decrease the amount of annotated data required to train deep networks. We briefly review some of the methods most closely related to our work.

2.1 Single-View Approaches

Unsupervised learning for general video processing has been extensively researched. For example, LSTMs have been used to learn representations of video sequences [15]. Similarly, optical-flow and color diversity across frames have been leveraged to learn latent features corresponding to motion and appearance [16]. Multiple papers [17], [18], [19], [20] use the temporal order of frames to learn latent features from videos. In particular, the models of [17], [19] classify whether a set of frames have correct ordering or not, whereas those of [18], [20] predict the order of the frames or clips as a classification task. In [21], instead of relying on temporal ordering, a model is trained to predict the pace of a video subsampled at different rates. The aforementioned work also leverages a CSS loss across clips, where positive pairs are clips from the same video and negative pairs are clips from different ones. None of these techniques, however, were designed for pose estimation. For example, predicting temporal order [17], [18], [19], [20] is best suited for activity recognition, for which only the order of the observed event truly matters. Furthermore, the contrastive learning strategy used in [21] aims to extract features that are invariant across video frames. In contrast to these works, to predict a continuously changing body pose, we need to capture variations between the frames.

Several works have nonetheless focused on extracting time-varying features, yet in different contexts. Harley et al. [22] use RGB and depth from $n$ time-steps to map 2.5D features to a 3D latent space, and then use the camera pose at time-step $n + 1$ to predict the 2D latent features for that time-step. While [22] takes depth as input in addition to RGB, other works [10], [11], [12] leverage CSS, with [12] and [11] using it for only single-view RGB videos. However, they do no use any decoder to reconstruct the images from the latent features, thus opening the door to losing valuable information about the observed context. In addition, these approaches do not split the latent space, which is equivalent to only learning the time-variant component. We will demonstrate that for the pose estimation task our encoding/decoding approach with latent split that applies the contrastive loss only to the time-variant component yields richer features.

Unsupervised learning methods have also been developed for 2D keypoint estimation [23], [24], [25], [26], [27], [28], [29]. Some of these [24], [25], [26], [28], [29] learn separate features for pose and appearance, as we do. However, being designed for 2D keypoint estimation, they either explicitly detect 2D keypoints or generate heatmaps, and extending them to 3D pose estimation remains unaddressed. Furthermore, whereas we learn to detect our subject without supervision, these methods rely on ground-truth bounding box locations.

2.2 Multi-View Approaches

The difficulty of performing unsupervised learning using a single camera has led to the development of several multi-view approaches [5], [7], [12], [30], [31], [32]. While some of them are semi-supervised [6], [33], here, we focus only on fully unsupervised learning, where no pose labels are used when training the feature extraction model.

Among the unsupervised methods, the strategy of [7], [32] is closest in spirit to ours. It uses a multi-camera setup to learn a low-dimensional latent vector that disentangles pose from appearance. An effective mapping from this latent space to 3D poses can then be trained using only a small amount of annotated data. In contrast to this approach, we aim to learn a latent representation from videos acquired by a single camera. To do so, we leverage contrastive learning and propose multiple innovations compared to the standard CSS approaches.
Fig. 2: Model architecture. Using spatial transformer network (STN) $S$, a bounding box is detected and cropped on an input image $I$. The cropped image, $I_{crop}$, is then passed to an encoder $E_{tv}$ that predicts time-invariant $I_{tv}$ component. This component is swapped across time with other frames to enforce disentanglement. A color jittered variant of the crop $I'_{crop}$ is passed to another encoder $E_{tv}$ to predict time-variant $I_{tv}$ features. Both encoders share parameters, except in the output layer. The combined features are then passed to a decoder $D$ that outputs a mask $M_{crop}$ and RGB crop $D_{crop}$. These two outputs are then put to the image resolution using inverse STN operation and then merged with background $B$ to output the reconstruct image $\hat{I}$. This constitutes the self-supervised model, which is then frozen. In the second phase (shown in red), predicted $I_{tv}$ is passed to a shallow network $\Phi$ to predict the 3D pose.

2.3 Disentanglement

The goal of disentanglement is to find independent and interpretable factors of variation [34], [35], [36], [37], [38], [39] that makes the data easier to process or understand. For example, [40] encodes facial images into disentangled components such as illumination, head yaw, and pitch angles. On the other hand, [39] disentangles encoded image features from camera’s view point to a canonical representation that can be more easily processed by the model for 3D pose estimation. In [38] it has been used to separate appearance and motion in a generative model. One closely related approach is DrNet [41], which disentangles each frame into pose and content. It uses a discriminator that distinguishes pose component extracted from the same video from the ones extracted from different videos and encourages the encoder to produce latent representations that do not carry any information about whether they come from the same or different videos. This, however, fails in cases where the two videos feature different kinds of activities—for example, running in one and sitting on the floor in the other. In this scenario, the pose still indicates if the frames come from the same video or not, which precludes disentanglement.

Another closely related approach is [6] that use a multi-view setup to disentangle pose from appearance, by rotating the pose from one view to another while swapping the appearance of a subject with other frames of the same subject in the dataset. Contrary to these approaches, we split features on monocular videos into time-variant and time-invariant components, by using contrastive learning to ensure time-variant contains only temporal features that change across time, while also making sure it does not capture identity information, such as appearance, through input jittering to time-variant and swapping of time-invariant across time.

3 Method

Our goal is to extract rich latent features, without any supervision, from single-camera videos featuring people. We aim to capture information only about the foreground subjects and to leverage the similarity or dissimilarity of frames given their distance in time. A key observation is that global object appearance tends to remain constant over time while pose usually changes from frame to frame, which is something our latent vectors should reflect.

Encoding the entire image is expected to yield inferior performance because the resulting latent variables would also capture irrelevant background information. To address this, we guide the model to detect the subject of interest in an unsupervised manner, using image reconstruction. We then only encode features of the foreground subject, to which we apply the contrastive loss.

We train an encoder that splits latent features into time-variant and time-invariant components. The latter capture features that remain consistent over time, such as a person’s clothing and appearance, while the former models the time-changing elements in each frame, such as body pose. We then apply the contrastive loss only to the time-variant elements. Without this split, the latent components learned using CSS would struggle to reliably differentiate temporally-distant frames, because they would still share information, such as identity. Finally, we take time-invariant and time-variant components to re-synthesize the input. We show in the experiments that decoding images help the model learn much richer features, as the model has to capture all relevant information on the subject to reconstruct the input. Fig. 1 summarizes our approach.

3.1 Model Architecture and Training

We tackle real-world applications where the foreground subject is small and occupies only a fraction of the image. To this end, we use a neural network architecture with an attention mechanism to separate foreground from background. As shown in Fig. 2, given an input image $I$, a spatial transformer network (STN) [42] $S$ extracts four parameters that define the subject’s bounding box, two non-homogeneous scales $s^x$, $s^y$ and its center coordinates $u^x$, $u^y$, yielding $S(I) = (s^x, s^y, u^x, u^y)$. These parameters are used to crop an image patch $I_{crop}$. A color-jittered version of the crop $I'_{crop}$ is passed to the time-variant encoder $E_{tv}$, such that $E_{tv}(I'_{crop}) = I_{tv}$, with $I_{tv}$ the time-variant latent component. A crop of another frame $I'_{crop}$ of the same video is passed to a time-invariant encoder $E_{tv}$ such that $E_{tv}(I'_{crop}) = I_{tv}$, where $I_{tv}$ is the time-invariant component of the latent vector for image $I$. Both encoders share parameters except at the output layer. A decoder $D$ then takes $I_{tv}$ and $I_{tv}$ as inputs and decodes them into a mask $M_{crop}$ and an RGB crop $D_{crop}$. The mask and RGB crop are then used to re-synthesize a full-resolution image by using the
The inverse transformation of the STN and merging the result with a background image $B$. This operation can be written as

$$\hat{I} = M \times D + (1 - M) \times B,$$  \hspace{1cm} (1)

where $\hat{I}$ is the reconstructed image. Fig. 2 depicts this process.

Note that no labels are used here, neither for detection, nor for segmentation. We train the networks $S$, $E$, and $D$ such that they jointly accomplish three goals:

- Encoding information that relates only to the foreground object (Section 3.1.1);
- Disentangling the time-variant and time-invariant components (Section 3.1.3);
- Encoding time-variant components such that they are more similar for poses that are close in time than for temporally distant ones (Section 3.1.2).

### 3.1.1 Reconstruction Loss

To compare the reconstructed image from Eq. (1) with the original one, we use the L2 loss on the image pixels as well as on the features extracted from layers 1 to 3 of the ResNet18 [43] model. This can be written as

$$L_{\text{reconst}} = \lambda \| I - \hat{I} \|^2_2 + \rho \sum_{l=1}^{3} \| \text{Res}_l(I) - \text{Res}_l(\hat{I}) \|^2_2. \hspace{1cm} (2)$$

As discussed above, we use a background image when re-synthesizing the input image, hence this reconstruction loss encourages our latent representation to focus on the foreground object.

### 3.1.2 Contrastive Loss

To encourage time-variant components that are close in time to be close to each other and those that are far in time not to be, we rely on a contrastive loss. However, we diverge from standard CSS formulations [8], [10], [11], [12] in the two following aspects: 1) Instead of applying the contrastive loss to the entire latent space, we enforce it only on the time-variant features, as only part of the latent features should evolve over time. 2) We enforce a gradual transition of the latent representation from nearby frames to away frames. Below, we discuss this in more detail, starting from the standard CSS formulation.

Given a reference input $I$, a positive sample $I^+$, and $n - 1$ negative samples $I^+_k$ for $1 \leq k < n$, standard CSS approaches [8], [10], [11] minimize the loss

$$L_{\text{CSS}} = - \log \frac{\exp(\text{sim}(F(I), F(I^+))/\tau)}{\sum_{k=1}^{n-1} \exp(\text{sim}(F(I), F(I^+_k))/\tau)}, \hspace{1cm} (3)$$

where $I^+_k$ indicates a set of one positive and $n - 1$ negative examples. $F(I)$ represents the features encoded by the network $F$ given frame $I$ as input and $\text{sim}(m, n) = (m^T n) / \|m\|\|n\|$. In [12], the contrastive loss is defined instead as a triplet loss

$$L_{\text{CSS}} = \| F(I) - F(I^+) \|^2 + \beta < \| F(I) - F(I^-) \|^2, \hspace{1cm} (4)$$

with $\beta > 0$, meaning that the squared L2 distance between a positive pair should be smaller than that between a negative one by at least $\beta$. In any event, neither definitions of $L_{\text{CSS}}$ above define the loss relative to the temporal distance of the frames. This is what we change by introducing a distance-based similarity loss.

### Distance-based Similarity Loss (DSL)

Our goal is to compare every pair of samples directly and to define a loss that enforces similarity or dissimilarity between any two samples depending on their temporal proximity.

Let $I_{tv}^m$ and $I_{tv}^n$ be the time-variant component of the vectors extracted from two images captured at times $t_m$ and $t_n$. If $|t_m - t_n|$ is small, we would like $\text{sim}(m, n)$, where $\text{sim}()$ is the similarity function used in Eq. (3), to be close to one. By contrast, if $|t_m - t_n|$ is larger than a threshold distance $d_{\text{max}}$, we would like $\text{sim}(m, n)$ to be zero. To this end, we introduce the loss function

$$L_{\text{DSL}}(I_{tv}^m, I_{tv}^n) = \begin{cases} 
(1 - \frac{d}{d_{\text{max}}}) [1 - \text{sim}(I_{tv}^m, I_{tv}^n)], & \text{if } 0 \leq d \leq d_{\text{max}}/2, \\
\min(\frac{d}{d_{\text{max}}} - 1, 1) \text{sim}(I_{tv}^m, I_{tv}^n), & \text{otherwise}.
\end{cases} \hspace{1cm} (5)$$

where $d = |t_m - t_n|$ is the temporal distance between the two frames. As shown in Fig. 3, $L_{\text{DSL}}$ is piecewise linear in terms of $\text{sim}(I_{tv}^m, I_{tv}^n)$. It favors similarity for $0 \leq d \leq d_{\text{max}}/2$, and dissimilarity for $d > d_{\text{max}}/2$, with similarity decreasing and dissimilarity increasing as $d$ increases.

![Fig. 3: Distance-based Similarity Loss (DSL).](image)

In practice, to learn time-variant components in our framework, for any given reference input frame $I$, we sample three other frames, a nearby one $I^+$ (positive sample), a far away one $I^-$ (negative sample taken at least at $d_{\text{max}}$), and an intermediate one, $I^\alpha$ (acquired after $I^+$ and before $I^-$). We then compute

$$L_{\text{DSL}} = L_{\text{DSL}}(I_{tv}^+, I_{tv}^-) + L_{\text{DSL}}(I_{tv}^+, I_{tv}^\alpha) + L_{\text{DSL}}(I_{tv}^-, I_{tv}^\alpha). \hspace{1cm} (6)$$

The above loss allows us to compare the reference frame with similar, dissimilar, and intermediate frames directly.

### 3.1.3 Disentanglement

To force the network to disentangle the latent into time-variant and time-invariant components, we apply three things: 1) we swap the time-invariant ones of different frames of the same video during training. This prevents the time-invariant components from encoding information about the subject’s pose, 2) we use a color-jittered variant of the cropped image $I_{\text{crop}}$ to predict the time-variant features $E_{tv}$. This forces $E_{tv}$ to focus on the pose and not the texture when predicting $I_{tv}$, and 3) we use contrastive loss to make temporally distant time-invariant dissimilar. Note that points 1 and 3 enforce the time-invariant component to capture the identity information, as we will later show in Section 4.4.3. Also note that reconstruction is needed to make points 1 and 2 impactful, as otherwise the model does not encode relevant information.
3.2 Gravity as a Supervisory Signal

The work reported here was initially motivated by a project that involves modeling competitive divers. Because the divers are in free fall, we can leverage Newtonian mechanics as follows. The diver’s center of gravity (CG) is subject to gravitational acceleration. Ignoring the air resistance that remains small until the diver reaches the water, \( p(t) \), the CG location at time \( t \), can be written as \( p(t) = 0.5gt^2 + v_0t + p_0 \), where \( g \) is the gravitational vector, \( v_0 \) the CG initial speed, and \( p_0 \) its initial location. We know neither \( v_0 \) and \( p_0 \) nor when the jump started. Nevertheless, we can leverage the fact that the acceleration, that is, the second derivative of \( p \), is constant and equal to \( g \). To this end, we only need to consider four equidistant times \( t_1, t_2, t_3, t_4 \). We can then approximate the acceleration at \( t_2 \) and \( t_3 \) using finite differences and write that they should be equal. This yields

\[
2p(t_2) - p(t_1) + 2p(t_3) - p(t_4) = 2p(t_2) - p(t_2) - p(t_4) \\
\Rightarrow 3p(t_2) - 3p(t_3) + p(t_4) - p(t_1) = 0 .
\]

(7)

In practice, two difficulties arise in imposing this simple constraint. First, it is not obvious where someone’s CG is given that it depends on their posture and on the weight of each body part. Second, we only have access to 2D projections of \( p(t) \) in the image plane and not the 3D locations.

Recall from Section 3.1 that our model first applies an STN \( S \), which, for each frame, outputs a bounding box around the subject parameterized by two scales and two translations, \( s^x, s^y, u^x, u^y \). We address the first problem by approximating the projection of \( p(t) \) as the center of the bounding box. To address the second problem, we consider that the diver’s CG travels in a plane. If it were parallel to the image plane, the value of \( u^y \) would vary linearly with the CG height and the relationship of Eq. (7) would hold exactly, implying that

\[
3u^y_2 - 3u^y_3 + u^y_4 - u^y_1 = 0 ,
\]

(8)

where \( u^y \) denotes the value of \( u \) at time \( t \). Even when the diver does not travel in a plane parallel to the image one, the frame-to-frame change in distance to the camera of the CG typically remains small and perspective effects are negligible with respect to the vertical motion. Eq. (8) is therefore a good approximation, which we will show in Section S.3 of the supplementary material. We therefore impose the constraint of Eq. (8) as a soft constraint by adding a new loss term into our training procedure.

As shown in the supplementary material, displacement along the \( x \) axis occurs is much smaller than that along the \( y \) axis, which we therefore focus on. Hence, we take the new loss term to be

\[
\mathcal{L}_{\text{const-acc}} = \|(u^y_2 + 3u^y_3) - (u^y_4 + 3u^y_1)\|^2 .
\]

(9)

This definition does not differentiate between moving up or down, whereas, in practice, we know that the diver goes down. In our implementation, this corresponds to \( u^y \) decreasing. Hence, we also introduce an order loss \( \mathcal{L}_{\text{order}} \) that we define as

\[
\mathcal{L}_{\text{order}} = \sum_{t=1}^3 \text{max} \left( 0, \tau - (u^y_t - u^y_{t+1}) \right) ,
\]

(10)

where \( \tau \) is a threshold to satisfy a minimum distance between frames \( t \) and \( t+1 \).

In free-fall, the detector could still make the bounding box bigger to compensate for the aforementioned losses. We therefore prevent the scales \( s_x \) and \( s_y \) of the bounding boxes from varying abruptly from frame to frame by defining a scale loss \( \mathcal{L}_{\text{sc}} \) as

\[
\mathcal{L}_{\text{sc}} = \sum_{t=1}^3 \left\| (s^x_t, s^y_t) - (s^x_{t+1}, s^y_{t+1}) \right\|^2 .
\]

(11)

Putting this all together, the tracking loss is then equal to

\[
\mathcal{L}_{\text{track}} = \mathcal{L}_{\text{const-acc}} + \mathcal{L}_{\text{order}} + \mathcal{L}_{\text{sc}} .
\]

(12)

3.3 Leveraging Weak Labels

When 2D pose labels are available, we can use them to learn richer latent features. In particular, as shown in Fig. 4, we apply a multilayer-perceptron network \( \Theta \) only on the time-variant feature \( \mathbf{I}_{tv} \) and regress the 2D pose \( \mathbf{q}^{2D} \), yielding

\[
\mathcal{L}_{\text{2D pose}} = \frac{1}{N} \sum_{k=1}^N \left\| \Theta(\mathbf{I}_{tv}^k) - \mathbf{q}^{2D}_k \right\|^2 .
\]

(13)

3.4 Training and Inference

To train our network, we minimize the total training loss

\[
\mathcal{L}_{\text{total}} = \mathcal{L}_{\text{recon}} + \alpha \mathcal{L}_{\text{DSL}} + \gamma \mathcal{L}_{\text{track}} + \eta \mathcal{L}_{\text{2D pose}} ,
\]

(14)

where \( \mathcal{L}_{\text{recon}} \) of Eq. (2) favors a good image reconstruction, \( \mathcal{L}_{\text{DSL}} \) of Eq. (6) applies a contrastive loss, and \( \mathcal{L}_{\text{track}} \) of Eq. (12) is used when the subject is in free fall. \( \mathcal{L}_{\text{2D pose}} \) is applied only when 2D pose is available. We carry out experiment with and without using 2D poses . During the minimization, we permute randomly the time-invariant components of the latent vectors to promote disentanglement as described in Section 3.1.3. This part of the training is unsupervised or weakly-supervised (depending on the usage of 2D labels).

Once the self-supervised model is trained, its parameters are frozen and we use a small number of images with corresponding ground-truth poses for supervised training of a regressor \( \Phi \) designed to associate a pose vector to the time-variant latent vector \( \mathbf{I}_{tv} \) that the encoder \( \mathcal{E}_{tv} \) has extracted from image \( \mathbf{I}_{\text{crop}} \). To this end, we adjust the weights of \( \Phi \) by minimizing

\[
\mathcal{L}_{\text{pose}} = \frac{1}{N} \sum_{k=1}^N \left\| \Phi(\mathbf{I}_{tv}^k, \mathbf{q}^{2D}_k) - \mathbf{q}^{3D}_k \right\|^2 ,
\]

(15)
where $I_{tv}^k$ is the time-variant vector associated to the $k^{th}$ image and $q_{D}^{3D}$ the corresponding ground-truth 3D pose, in camera coordinates and pelvis centered, represented by a concatenation of the Cartesian coordinates of body joints. $q_{D}^{3D}$ is the predicted 2D pose by the model, used only when 2D is leveraged in the initial self-supervised learning phase of the model.

4 RESULTS

In this section, we present the datasets and baselines models used in our experiments, followed by quantitative results, ablation studies and analyses of the proposed approach.

4.1 Datasets.

We evaluate our model on the following five datasets:

4.1.1 Human3.6M [1] (H36M)

As in [7], we use subjects 1, 5, 6, 7, and 8 to train the self-supervised models and sub-sample every 5 frames of the training set, which yields 308,760 frames. We test our model on two different test sets:

- Following [7], we use the PoseTrack2018 challenge [44] setup to evaluate the accuracy of 3D human pose estimation. It involves 35,832 training images with 3D pose labels and 19,312 test samples.
- When we use weak 2D labels, we report results on subjects 9 and 11, sub-sampled every 10 frames. As this test-set is used more often, it helps comparison with other weakly supervised methods.

4.1.2 MPI-INF-3DHP [2] (MPI)

On this dataset, we consider two settings:

- **MV-data**: The self-supervised models are trained using subjects S1 to S8 captured using multiple cameras. Since the background of the test-videos is different from that of the training ones, we train the self-supervised models on images with random backgrounds to help with generalization. To this end, we exploit the foreground masks from the dataset to put the subject in front of random images from the Internet. Note that these masks are used only to synthesize new training images but not by the networks themselves.
- **All-data**: Since self-supervised models do not require labels, we can leverage all the data to train them, whether single or multi-view. This corresponds to the transductive learning setting, and the self-supervised models are trained using S1 to S8 (multi-view) and TS1 to TS4 (single-view).

The video sequences are subsampled every 5 frames, yielding 198,096 training frames for MV-data and 202,905 for all-data. In both cases, we use subjects S1, S2, S3, S4, S5, and S8 to train the pose model, and S6 and S7 to form the validation set. For testing, we use TS1 to TS4. Because there are many pose labels, we use at most 2% of the pose data for training, that is, 17,128 images. The test set comprises 2207 frames.

4.1.3 Diving

We acquired video sequences featuring one male and one female competitive diver. The dataset features dives from heights of 3, 5, 7.5, and 10 meters, most captured using multiple cameras and some using a single camera. We use both subjects to train the self-supervised models. As in the MPI case, we consider two settings:

- **MV-data**: Only multi-view data containing 16,469 frames.
- **All-data**: Both single- and multi-view data, yielding 19,464 training frames.

The 3D pose is obtained by first annotating 2D pose in each view and then using triangulation on all views. This makes the 3D pose labels prone to noise, due to both self-occlusion in some views, and also mis-annotation by labelers, which contribute to the difficulty of 3D pose estimation on this dataset.

To train the pose model, we apply two settings:

- **Diver-split**: We use the female subject for training—splitting the videos into training and validation sets—and the male subject for testing. This setup yields up to 2,419 frames for supervised training, 2,288 frames for validation, and 2,112 frames for testing. This is the default setting.
- **Dive-split**: Due to the strong bias of training on only one diver, we also split the dataset by dives, using unique and distinct dives in each split. While diver-split can better show generalization capability, it does not allow for proper evaluation due to the lack of identity diversity in the training set. The dive-split setup instead allows us to analyze how well the model can generalize to new dives, while not suffering from identity-related limitations. This setup yields 2,789 training, 1,278 validation, and 2,724 testing frames.

4.1.4 Skiing

To evaluate our model on a dataset with moving cameras we use a Ski dataset [45] that features 6 professional skiers, each going down a slalom course twice. The data is captured with two cameras. We use Subjects 1 to 5 for training and Subject 6 to evaluate the models. This yields 3,124 images for training and 636 images for testing for both self-supervised and pose models.

4.1.5 3DPW

We use this dataset for evaluation on in-the-wild images. Since our approach is designed for single subjects we only use single-subject videos, yielding 12,265 training and 14,803 testing frames.

4.2 Baselines

We compare our model to other unsupervised feature extraction methods, which are

- **CSS** [10], [11]: Single-view CSS loss using Eq. (3), without detection, image reconstruction, splitting the latent space into $I_{tv}$ and $I_{ts}$ components, or the DSL loss of Eq. (5).
- **MV-CSS** [12]: Multi-view CSS loss using the triplet loss of Eq. (4), also without detection, reconstruction, splitting, or DSL loss.
- **DrNet** [41]: Single-view approach using both reconstruction and latent splitting. It uses a discriminator for latent splitting.
• **NSD** [7]: Multi-view approach that performs both reconstruction and latent vector splitting.

We also evaluate variants of our own approach:

• **DSL**: This variant uses the contrastive loss of Eq. (5) without detection, reconstruction, or decoding.

• **DSL-STN**: This variant adds detection to the DSL model.

• **DSL-STN-Dec**: This variant adds decoding to the DSL-STN model.

• **DSL-STN-Dec-Split (Ours)**: This is our full approach that adds latent splitting to DSL-STN-Dec-SSL. It uses detection together with image-reconstruction and latent splitting. It applies Eq. (5) for the contrastive loss.

• **AE-STN-Dec**: This variant uses detection together with an auto-encoding image-reconstruction, but without contrastive training or latent splitting.

• **CSS-STN-Dec-Split**: This variant uses detection together with image-reconstruction and latent splitting, similar to Ours. However, it uses Eq. (3) instead of Eq. (5) for the contrastive loss, which does not leverage the DSL formulation.

For a fair comparison, we followed the training protocol of [7] and used the same detector, encoder, and decoder for all models including the baselines. In other words, unless explicitly specified, all these models are trained using the same architecture and model capacity, so that only the training losses differentiate them. For MV-CSS, we follow the recommendation of [12] to sample one positive sample from another view at the same timestamp and one negative sample from a distant frame in the same video. For CSS and CSS-ITN-Dec-Split, we use one positive sample from a nearby frame and two negative samples from away frames from the same video. For DSL-ITN, we replace one of the away frames with an intermediate frame, sampled between nearby and away frames. We follow the procedures of [41] and [7] to train respectively DrNet and NSD.

### 4.3 Comparison against Unsupervised Methods

We compare our results to other unsupervised feature-extraction models on five datasets and if not otherwise specified report the N-MPJPE as a function of the percentage of labeled pose samples being used.

#### 4.3.1 H36M Dataset

In Table 1 we compare against both multi- and single-view approaches. We consistently outperform the other single-view methods and come close to NSD, even though it uses multiple views. Note that the contrastive approaches without decoding, whether single- or multi-view perform poorly on this task, which confirms that decoding helps to learn richer features. This further highlights the importance of using decoding together with contrastive learning and detection, especially when the subject occupies only a small portion of the image and small details should be captured for accurate pose estimation.

As discussed in Section 2, some 2D keypoint estimation approaches [24], [27], [28], [29] separate features for pose and appearance, as we do. For comparison purposes, we therefore also evaluate our extracted time-variant features for 2D keypoint estimation, using the same setup as in Table 1 of [29], that is, we train a single linear layer from the time-variant features to the 2D keypoints. As in [29], we use subjects 1, 5, 6, 7, 8 for training and 9, 11 for testing. As can be seen in Table 2, our model outperforms the other approaches, while it does not use any ground-truth bounding box locations for object detection.

#### 4.3.2 MPI Dataset

In this dataset as the S1 to S8 videos are multi-view and the TS1 to TS4 ones are single-view, we can only evaluate NSD in the MV-data setting. We report results in Table 3, where we compare with the best-performing models of Table 1. Our model again performs closely to NSD in this setting with the advantage that, because our approach is single-view, we can also train on the TS1 to TS4 videos, thus further improving performance. In a practical setting, this means that we could exploit additional videos as they become available, whether or not they are multi-view, something NSD cannot do.

#### 4.3.3 Diving Dataset

We compare with NSD in the MV-data setting and with DrNet in the All-data setting. As can be seen in Table 4, our single-view approach outperforms DrNet, performs on par with multi-view NSD in the MV-data setting and better in the All-data setting. In other words, because our approach can benefit from both multi- and single-view data, it can leverage more of the available images.

As discussed above, on this dataset, we use the tracking loss presented in Section 3.2 for pre-training purposes for all models, including the baselines. Otherwise, it would take longer for them to detect the subject. The tracking loss reduces the required number of training iterations from 50K to 5K, and thus the training time, saving 38 training hours on a Tesla V100 GPU. Table 4
Fig. 5: Swapping time-invariant and time-variant components. In each column, the time-invariant component is taken from the image on the top, and the time-variant component is taken from the image on the bottom and concatenated to generate the image shown in bottom, using the decoder.

features results for an additional variant of our model, Ours (no \( \mathcal{L}_{\text{track}} \)), which is trained from scratch without gravity pre-training using the same total number of iterations as our full method with pre-training. The pose estimation error increases by 21%.

| Model  | MV-data | All-data |
|--------|---------|----------|
| N(dv)  | 279.82  | 265.09   |
| Ours   | 279.82  | 265.09   |
| Ours (no \( \mathcal{L}_{\text{track}} \)) | 259.47 | 259.47 |
| \( \mathcal{L}_{\text{track}} \) | 232.66  | 232.66   |
| \( \mathcal{L}_{\text{track}} \) + \( \mathcal{L}_{\text{latent}} \) | 216.14  | 216.14   |

TABLE 4: Comparison on the Diving dataset (Diver-split). N-MPJPE results as a function of the quantity of annotated data used to train the pose predictor. Top two rows show models trained only on multi-view data. The bottom rows show models trained using both single-view and multi-view data.

4.4.3 Ski Dataset

To check the performance of our model given a changing background, we evaluate our model on a ski dataset [45] where the camera follows skiers down the slope. On this dataset, we obtain an N-MPJPE error of 113.20 compared to 180.31 for the single-view approach of DrNet.

In Fig. 6 we present qualitative results, with input images, the corresponding estimated backgrounds, and the background-subtracted images. Note that, because of noise, background subtraction does not yield images containing only the subject of interest. In rows 4 to 6 we show different thresholdings of the background-subtracted inputs. Note that thresholding by itself cannot eliminate all the background noise and the model needs to learn to focus on the subject and ignore the remaining background. We further show samples of detected bounding boxes, reconstructed images, decoded masks, and 3D pose estimates.

4.4 Analysis

4.4.1 Ablation Study

To analyze the different components of our model, we perform an ablation study on H36M by removing different model components and report our results in Table 5.

In the first two rows (DSL, DSL-STN), we only apply the DSL contrastive loss, without latent splitting and reconstruction. Compared to our full approach in the last row of the table, the accuracy is degraded by a factor of almost 2. Since these two models do not reconstruct the image, they cannot learn the time-invariant components and all the latent components are time-variant. This being the case, the basic contrastive approach does not suffice.

In the third row, we add reconstruction of the input to the DSL-STN model but without splitting the latent variables. The error of DSL-STN-Dec in the last column improves by 36% compared to DSL-STN. Reconstructing the image helps the model to both detect the subject of interest and to capture more details.

In the final row, we report again the results of the full model, which adds latent splitting to the DSL-STN-Dec model of the third row. It improves pose estimation by 25% compared to DSL-STN-Dec, showing splitting the latent space is beneficial in learning better time-variant features, as the model can apply the contrastive loss only to this component. Compared to the basic DSL approach, we improve by 50%. In other words, detection, reconstruction and latent vector splitting all help deliver the best possible accuracy.

We also compare against AE-STN-Dec, which only applies detection and decoding, without any contrastive loss or latent splitting. The error in the last column increases by about 20% compared to our full approach. Finally, in the fifth row, we change only the DSL loss of Eq. (5) to the CSS loss of Eq. (3) and still observe an increase in error by 4% in the last column. This gap is even more noticeable in previous columns of the table, that is, when using fewer annotations. We observe an error increase of about 10% for the columns corresponding to 0.3%, 1%, and 14% of the data, and of about 7% for the column corresponding to 50%.

In short, all of the proposed modules have a role and disabling any of them reduces performance.

4.4.2 Validity of our Distance-Based Similarity Loss

To verify whether the DSL loss proposed in Section 3.1.2 makes sense, we measure how much 3D pose differs over time in videos. Fig. 6 shows the average MPJPE distance over the training set of pelvis-centered poses as a function of frames temporal distances. For different datasets, the pose distance is different because the actions are different. For example, in the Diving dataset, pose distances change more quickly and reach a higher level than in the other datasets, mostly because the divers rotate during their dives. On average, while poses are similar in nearby frames they get more dissimilar as the temporal distance increases before plateauing. This trend matches the assumption of how frames change over time that underpins our formulation of the DSL loss of Eq. (5).

Fig. 6: Average MPJPE distance of pelvis-centered poses at different frame distances.

4.4.3 Disentanglement

For us disentanglement is not a goal by itself but rather a means to an end. However, to verify the disentanglement of the time-variant (TV) and time-invariant (TI) components, we applied KMeans
TABLE 5: Ablation Study. The last row shows our full model with all features applied. In the first two rows we apply the DSL contrastive loss without decoding and latent split. In the third row, we keep all the features except we do not split the latent components. In the fourth row, we apply detection and reconstruction without any application of contrastive loss. In the fifth row, we only change the contrastive loss of our full model from DSL to CSS. In all settings, we observe a performance drop, however, the models without decoding suffer the most.

TABLE 6: Comparison on H36M test-set (in cm). First two rows apply image re-synthesis with and without detection in the first phase of training, where in the latter the cropped image is passed to the model. In the 3rd and 4th rows 2D is used together with image re-synthesis in the first phase of training. The bottom rows with * show models where the ResNet50 backbone is replaced with a ResNet 101. The first 5 and 6th rows show results where the model is trained on MPI in the first phase and then tested on H36M in the 2nd phase. When 2D is used in the 2nd phase, it is the prediction of the model itself. In the last row, we pass $I_V$ together with 2D pose predicted by Alphapose to 3D pose estimation model in the 2nd phase. All models use a ResNet50 MLP in the 2nd phase.

TABLE 7: Comparison on MPI-INF-3DHP test-set (in cm). First two rows apply only image re-synthesis, with and without detection in the first phase of training. The last two rows evaluate the dive-split setup. All models use a ResNet50 backbone and use a 6-layer MLP as pose model. Only the time-variant features are used for pose estimation to compare each pair of rows with a similar input.

TABLE 8: Comparison on the Diving dataset (in cm). The first two rows compare the results in the diver-split setting, whereas the last two rows evaluate the dive-split setup. All models use a ResNet50 backbone and use a 6-layer MLP as pose model. Only the time-variant features are used for pose estimation to compare each pair of rows with a similar input.

TABLE 9: Comparison with models on H36M test-set (in mm). Unsupervised methods do not use any sort of labels in the feature extraction phase. Weakly-supervised methods use either 2D labels or a pre-trained 2D model.

TABLE 10: Comparison with models on MPI-INF-3DHP test-set (in mm). Weakly-supervised methods use either 2D labels or a pre-trained 2D model.

In Fig. 5, we show results obtained by merging time-variant and time-invariant components from different sources to reconstruct new images. We observe that the model correctly splits information into time-variant and time-invariant components, which it can then use to synthesize a new image.

4.5 Leveraging Weak Labels
We evaluate how leveraging 2D poses, when available as described in Section 3.3, can help improve the learned $I_V$ features. Table 6 shows the impact of using 2D poses in the feature extraction phase.
on H36M dataset. In particular, comparing 2nd and 3rd rows of the table show using 2D pose can improve MPJPE by about 2.5 cm. In the 2nd row we provide cropped images to the network. Comparing the first two rows show the models perform almost similarly with and without detection, indicating the efficiency of our unsupervised detection in the first row.

In the bottom rows, we replace the ResNet50 backbone with a ResNet101, which further improves the accuracy. This indicates a more sophisticated architecture can yield improved performance. In the final row we take 2D poses from pre-trained Alphapose model [55], which is fine-tuned on H36M, and pass it together with \( I_{RV} \) to 3D pose estimation network. Rows 7th to 9th also show that adding 2D in the 2nd phase to \( I_{RV} \) yields the best results rather than using them individually.

Table 7 similarly shows the impact of 2D on MPI dataset. In the first two rows, where the model only applies re-synthesis, we compare the impact of pose-regressor architecture. The 2nd row shows that using a better ResNet MLP architecture, take from [56], can further boost the performance. The 3rd and 4th rows of Table 7 as well as 5th and 6th rows of Table 6, show the impact of training on one dataset and testing on another. As expected, the results are about 1 to 2 cm worse than when training and testing on the same dataset. Nevertheless, the results are still decent on the target dataset, which indicates our color augmentation helps the model not overfit on the background or the person.

Table 8 shows our results on the diving dataset in the diver-split and dive-split cases. Similarly to the previous datasets, in each setup we obtain better features when using 2D labels. The gap between the two different splits indicates that the model suffers from diver diversity in the diver-split case. Hence, diversity in identities is essential to help the model generalize better.

Comparison with the state-of-the-art models. In Table 9 we report results on the test set of H36M dataset and compare against unsupervised models (without any sort of supervision in the feature extraction phase) and also weakly supervised methods that leverage either 2D labels or pre-trained 2D networks. As can be observed our approach compares favorably with respect to these methods. The model of [46] leverages some in-house private dataset in addition to an off-the-shelf body-part segmentation, making it not completely unsupervised. In Table 10 we compare methods on MPI-INF-3DHP dataset. Similar to H36M our approach obtains better result in the weakly-supervised setup.

Comparison with supervised pre-training. Similar to the recent unsupervised learning methods [57], [58], [59], we compare the effectiveness of the features extraction using a ResNet50 backbone with our approach to those obtained with a supervised ImageNet pre-trained model. The results are provided in Figure 8. For a fair comparison between our variant that leverages 2D and the ImageNet pre-trained model, we also fine-tune the latter on 2D labels. Ours without 2D improves upon the ImageNet baseline by at least 4.5 cm, while Ours+2D also performs better than the ImageNet+2D variant by 1 to 2 cm in MPJPE. The results clearly show that the features extracted by Ours outperform the ones extracted by a supervised ImageNet model.

To further evaluate the quality of weight transfer, we take the best models in Figure 8 and use them to initialize networks for end-to-end training on 3D labels. This experiment compares the two models on the quality of the transferred parameters as model initialization. The results depicted in Figure 9 clearly show the advantage of our pre-training.

3DPW dataset. To evaluate the impact of our feature extraction network on in-the-wild images, we use the 3DPW dataset. We take our best models pre-trained on the H36M dataset in the weakly supervised setup, and compare the quality of the extracted features to the supervised ImageNet variants. For a fair comparison with our Resynthesis+2D models, we also fine-tune the ImageNet models on the H36M 2D labels; without this (as also shown in Figure 8) the gap with our approach was even larger. The result are provided in Table 11. Comparing every pair of rows clearly shows that the features extracted by our approach are much better suited for pose estimation than those obtained with ImageNet pre-trained models.

5 Limitations
While we do not need the cameras to be static, as shown by our experiments on the Ski dataset, we still need a way to obtain a background image. Furthermore, our current formulation can only handle a single subject of interest. We leave the extension to multiple subjects for future work. One approach would be to add depth estimation to the self-supervised model, as proposed in [7], and use the resulting depth to reason about occlusions when merging the decoded crops of different subjects to reconstruct the input image.

6 Conclusion
In this work, we have presented an unsupervised feature extraction model for monocular RGB videos. It improves upon the standard CSS approaches by applying contrastive learning only to the time-variant components of the latent representations and enforcing latent similarity given the distance between the frames. When combined with detection and an additional image decoding, this allows our model to extract richer features, well suited for capturing transient dynamics in videos, such as human motion. We have evidenced the benefits of our approach for pose estimation on five benchmark datasets; our approach was shown to outperform other single-view self-supervised learning strategies and to match the performance of multi-view ones. Finally, we show we can leverage 2D poses to enhance the quality of extracted features in the time-variant component, making 3D pose estimation more accurate.
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Unsupervised Learning on Monocular Videos for 3D Human Pose Estimation — Supplementary Information

In Section S.1, we present training details and model architecture. In Section S.2, we provide additional examples on disentanglement of pose and appearance, as well as qualitative results on pose estimation. Finally, we present details on gravity sensitivity analysis in Section S.3.

### S.1 TRAINING PROCEDURE

We use images of resolution $500 \times 500$ in the H36 and MPI datasets, $500 \times 1000$ in the Diving dataset, and $640 \times 360$ in the Ski dataset. We train all models using the Adam optimizer [60] and a fixed learning rate of 1e-4. In theory, we could train our full model by simply minimizing the total loss $L_{\text{total}}$ of Eq. (14). However, because the model has to learn first where to detect the object, it takes a long time for the network to find the correct locations for the bounding boxes and convergence is slow. To speed it up, we introduce priors for the bounding box locations.

For H36M, MPI, and Ski, we apply a Gaussian prior on the location and size of the bounding boxes. We set their average detected size over the mini-batch to be about 50% of the input image resolution. On H36M we also set a prior that their average locations be in the middle of the frame. The latter was not needed on the MPI and Ski datasets. Note that these priors are applied to the average prediction of the mini-batch and not individual ones, which would otherwise imply a strong bias. We use this prior for all models including the baselines, except when spatial transformer networks are not used, as in the ablation study.

For Diving, which depicts free-fall motion, we use the gravity loss introduced in Section 3.2 in addition to the other objectives. It requires sampling frames that are temporally equidistant. Since this sampling is different from the one required for the DSL terms and the mini-batch size is limited, we developed a two-stage training strategy. First, the network is pre-trained with $L_{\text{DSL}}$ of Eq. (14) with only gravity and reconstruction enabled, which helps localize the divers even though they occupy only a small fraction of image frame. Then, we switch on the DSL loss of $L_{\text{DSL}}$ of Eq. (14) with its sampling to learn a more precise human model for which the gravity loss is no longer required. We use the gravity prior as pre-training for all models including the baselines because, without it, it takes them longer to detect the subject. The only exception is Ours (no $L_{\text{track}}$), which acts as an ablation study on the gravity prior. We use $L_{\text{track}}$ only on this dataset and we set $\gamma$ to 1.

**Background Estimation.** As our model requires a background image, we apply the following procedure to estimate the background in each dataset. On H36M and MPI we use the per-pixel median, where the median is taken over all video frames. On the Diving dataset, we use the bottom half of the first frame and the top half of the last frame because the diver goes from the top of the frame to the bottom in the video. In the Ski dataset, the cameras rotate. We therefore compute a homography between consecutive frames using SIFT correspondences and generate a panorama in which we again take the median pixel values, as shown in Fig. S5.

**Hyper-parameters.** On the H36M, MPI, and Diving datasets we set $\lambda$ and $\rho$ to 2. On the Ski dataset, to help the model better capture the foreground, we reduce the RGB coefficient $\lambda$ to 0.05 while keeping $\rho$ at 2. This encourages the model to focus more on higher-level ImageNet features corresponding to structures in the image and hence to encode the skier better. We set $\alpha$ to 0.01 on the all datasets. We used the following temporal distance for sampling in models that exploit a contrastive loss: In H36M, a maximum of 10 temporal frame distance for positive samples and a minimum of 200 for negative samples. In MPI, 10 for positive and 450 for negative samples. In Diving and Ski, poses change more quickly within a few frames, so in Ski we use 5 for positive and 40 for negative samples whereas in Diving we use 3 for positive 20 for negative samples. These hyper-parameters were selected based on how fast the poses change frame-to-frame and how the choice of these hyper-parameters impacts the quality of image reconstruction in the self-supervised models, which is our validation set model-selection criterion in the self-supervised model. We used the same sampling procedure for all models that use a contrastive loss.

### S.1.1 Model Architecture

To implement our model, we use a ResNet18 [43] as detector that takes as input an image downsampled by factor 4 in both dimensions and returns $S(I) = (s^x, s^y, u^x, u^y)$. This crops a patch $I_{\text{crop}}$ that is then resized to $128 \times 128$ using the affine-grid PyTorch function. Unless otherwise specified, we use a ResNet50 [43] model as the encoder for both $E_{\text{tv}}$ and $E_{\text{tv}}$. They share parameters, except in the output layer, where $I_{\text{tv}}$ has a resolution of 129 and $I_{\text{tv}}$, a resolution of 600 in H36M and Ski datasets and 900 in MPI and Dive datasets. In the decoder $D$, $I_{\text{tv}}$ features are first passed to a fully-connected layer with ReLU and dropout and an output size of 32, 768, which is then resized to 128 feature maps of resolution $16 \times 16$. The $I_{\text{tv}}$ features are passed to another fully-connected layer with ReLU and dropout to produce an output of shape $128 \times 16^2$. The two feature maps are then concatenated into a single one of size $256 \times 16^2$. This feature map is then passed to three upsampling layers, each with one bilinear upsampling with factor 2 and three convolutional layers with kernel size $3 \times 3$. This upsamples the features maps from $256 \times 16^2$, in order, to $128 \times 32^2$, $64 \times 64^2$, and finally to $32 \times 128^2$. A final convolutional layer then applied to make the resolution of these feature maps $4 \times 128^2$, where the first three channels are the decoded RGB image crop $D_{\text{crop}}$ and the last channel is the foreground subject mask crop $M_{\text{crop}}$. Finally, the inverse STN function is used to map the resolution of $D_{\text{crop}}$ and $M_{\text{crop}}$ to that of the original image and reconstructing the final image $I$ according to Eq. (1). Figure S1 depicts architecture details.

**Pose Model.** For the 3D pose estimation results presented in Sections 4.3 and 4.4, following [7] we use a two-layer MLP for $\Phi$. It features two hidden layers of size 2048 with 50% dropout applied to each hidden layer. The output layer dimension is $3 \times K$. 
where $K$ is the number of joints, which is equal to 17 in the H36M and Ski datasets, 24 for the 3DPW dataset, and to 13 in the Diving and MPI datasets.

For experiments in Section 4.5, unless otherwise specified, we use a multi-layer perceptron (MLP) ResNet architecture, taken from [56] for $\Phi$, which helps yielding more accurate 3D pose estimation. The ResNet consists of three residual blocks, each containing a two-layer MLP with ReLU non-linearity of dimension 1024. The three blocks is preceded by a linear layer that maps from time-variant resolution to 1024, and is followed by a linear layer that outputs the 3D pose.

When training the pose network, the self-supervised parameters are frozen, in order to evaluate the quality of extracted features in the self-supervised phase. The only except is the experiment in Figure 8, where the impact of pre-training for model initialization is evaluated. For all models that split the latent features, we use only the time-variant component for pose estimation. For the models that do not—CSS, MV-CSS, AE-STN-Dec—we use all the latent features.

**Weak Labels.** When 2D pose label is used, we use the same architecture as our 3D MLP ResNet (without sharing parameters), with the difference that it outputs the 2D pose. The input to this model is the time-variant features. We set $\eta$ to 10 in all experiments that use 2D.

Considering the upgraded encoder backbone in Section 4.5, we replace the ResNet50 with a ResNet101 module, taken from a pre-trained Alphapose model [55] on CrowdPose [61] dataset. Note that this module is only part of the Alphapose model, hence we do not use its 2D predictions. The input image resolution to this model is $256 \times 320$ and it outputs a feature of dimensionality.
Fig. S3: Qualitative results on MPI Dataset. Samples are taken from the test set. In the top row, the red rectangle shows the bounding box detected by our model for image cropping. The two bottom rows, respectively show the pose estimation by our model and the ground truth pose. The last two columns show examples with high error.

Fig. S4: Qualitative results on H36M Dataset. Samples are taken from the test set. In the top row, the red rectangle shows the bounding box detected by our model for image cropping. The two bottom rows, respectively show the pose estimation by our model and the ground truth pose. The last two columns show examples with high error.

Fig. S5: Ski dataset background samples. Two samples of estimated ski backgrounds are shown.

2048 × 10 × 8. To map it to our low-dimensional time-variant (tv) and time-invariant (ti) features, we use the same MLP residual block similar to the pose model described above, by changing its input to take ResNet101 features and its output to tv and ti dimensionality.

3D Pose Results. We report the results using the normalized mean per joint position error (N-MPJPE), expressed in mm, in Sections 4.3 and 4.4. The results in Section 4.5 are reported with mean per joint position error (MPJPE), the normalized N-MPJPE, and the procrustes-aligned P-MPJPE. To test the performance of the models given only small sets of labeled data, we use different fractions of the training set. To this end, when the dataset is sub-sampled, we sub-sample every K frames of the training videos. Hence, sub-sampling is applied uniformly across dataset subjects and actions.

S.1.2 Computational Complexity.
A forward pass of the self-supervised network, including detector, encoder and decoder, for a mini-batch of size 32 takes 0.002 seconds on a Tesla V100 GPU. We use the same backbone
and model architecture for DrNet and NSD models. Thus, their computational complexity is almost the same as our model. By contrast, CSS and MV-CSS do not use the detection and decoding components. This makes training these models faster. However, as we showed in Table 1, these models are worse than our approach by a factor of around 2 and have a big gap compared to other models that reconstruct the image.

Considering the results in Section 4.3, on H36M, the self-supervised models are trained for 250K iterations, which takes 4.5 days on a Tesla V100 GPU. The models converge at about 100K iterations, and further iterations yield negligible improvement. The pose models are trained for 50K iterations, which takes 4 hours on the same GPU. On the MPI dataset, the self-supervised models are trained for 550K iterations and the pose models for 50K iterations. On the Diving dataset, we trained self-supervised models for 500K iterations (taking about 7.25 days on a Tesla V100 GPU). Due to GPU limitations we trained on mini-batches of size 16 for this dataset. We used mini-batch of size 32 on all other datasets. The pose models were trained for 40K iterations, taking about 9 hours on the same GPU. On the Ski dataset, the self-supervised models are trained for 400K (taking about 4 days on Tesla V100 GPU) and the pose models for 100K iterations. These same settings were applied to all models trained on a given dataset.

Considering the results in Section 4.5, on the H36M and MPI datasets, the self-supervised models are trained for 200K and the pose models for 100K iterations. On the Diving dataset, the self-supervised models are trained for 300K and the pose models for 200K iterations.

**S.2 Qualitative Results**

**S.2.1 Disentanglement.**

In Figures S2 we take time-invariant component from an image and time-variant component from a different image to reconstruct an output image. As can be observed, the model learns to separate these two components.

**S.2.2 Prediction Samples.**

In Figures S3 and S4 we show pose estimation results on MPI and H36M test sets. In Figures S7, S8, S9, we show samples on the Diving dataset and visualize detected bounding box, segmentation mask, decoded image, as well as final pose predictions by different H36M test sets. In Figures S7, S8, S9, we show samples on the supervised models are trained for 300K and the pose models for 100K iterations. On the Diving dataset, the self-supervised models are trained for 300K and the pose models for 200K iterations.

**S.3 Acceleration Sensitivity Analysis**

An object’s location \( p(t) \) at time \( t \) falling down in 3D space using gravity is formulated by \( p(t) = 0.5gt^2 + v_0t + p_0 \), where \( g \), \( v_0 \), and \( p_0 \) respectively indicating gravity, initial speed, and initial location. We can write the projection of the center of gravity \( CG \) in the image plane in projective coordinates as

\[
P_{proj} = \begin{bmatrix} p_x^r \\ p_y^r \\ p_z^r \end{bmatrix} = K[R][T](0.5gt^2 + v_0t + p_0),
\]

where \( g \), \( v_0 \), and \( p_0 \) are represented in homogeneous coordinates, each being a column vector of \( 4 \times 1 \). This yields

\[
\begin{bmatrix}
K^T_1 & 0 & 0 & 0 \\
K^T_2 & 0 & 0 & 0 \\
K^T_3 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
p_x^r \\
p_y^r \\
p_z^r
\end{bmatrix} =
\begin{bmatrix}
K^T_1 & 0 & 0 & 0 \\
K^T_2 & 0 & 0 & 0 \\
K^T_3 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
(0.5gt^2 + v_0t + p_0) \\
(0.5gt^2 + v_0t + p_0) \\
(0.5gt^2 + v_0t + p_0)
\end{bmatrix}
\]

(17)

where \( K_i \) is the \( i \)-th row of matrix \( K \). The observed \( x \) and \( y \) locations are then equal to

\[
p^x = p_x^r/p_z^r, \quad p^y = p_y^r/p_z^r.
\]

When the image plane is parallel to the plane in which the subject travels or in orthographic projection, the depth \( p_{proj}^z \) remains fixed or is ignored in the course of dive, so we can treat it as a constant \( c \). In this case, we then get

\[
\begin{bmatrix}
p_x^c \\
p_y^c
\end{bmatrix} = \begin{bmatrix}
1 \\
1
\end{bmatrix}
\begin{bmatrix}
K^T_1 & 0 & 0 & 0 \\
K^T_2 & 0 & 0 & 0 \\
K^T_3 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
(0.5gt^2 + v_0t + p_0) \\
(0.5gt^2 + v_0t + p_0)
\end{bmatrix}
\]

(18)

Getting the Second order derivative yields

\[
\begin{bmatrix}
a_x^c \\
a_y^c
\end{bmatrix} = \begin{bmatrix}
K^T_1[R][T]g \\
K^T_2[R][T]g
\end{bmatrix}/c
\]

(19)

with \( a_x \) and \( a_y \) being acceleration in \( x \) and \( y \) directions. This makes acceleration a constant value dependent on intrinsic \( K \), rotation \( R \), translation \( T \), and gravity \( g \), hence not a function of time \( t \). In this case, our assumption of constant acceleration strictly holds.

On the other hand, if the subject travels on a plane not parallel to the image plane, the depth of observed location changes over time, making it a function of \( t \). In this case for \( y \) location we have (\( p^x \) is obtained similarly)

\[
p^y = p_{proj}^y/p_{proj}^z = \frac{K^T_y[R][T](0.5gt^2 + v_0t + p_0)}{K^T_3[R][T](0.5gt^2 + v_0t + p_0)}
\]

(20)

Getting derivative w.r.t \( t \) we have

\[
v^y = \frac{\partial p^y}{\partial t}
\]

(21)

\[
K^T_y[R][T](g + v_0)(p_{proj}^y) - K^T_y[R][T](g + v_0)(p_{proj}^y)
\]

\[
= \frac{(p_x^c)^2}{(p_{proj}^z)^2}
\]

(22)

Getting second derivative w.r.t \( t \) we obtain

\[
a^y = \frac{\partial v^y}{\partial t} = \frac{(p_{proj}^y K_y^2 - p_{proj} K_y^2)([R][T]g)(p_{proj}^z)^2}{(p_{proj}^z)^4}
\]

(22)

\[
2p_{proj}^y \frac{\partial p^y}{\partial t} = (p_{proj}^y K_y^2 - p_{proj} K_y^2)([R][T](g + v_0))
\]

\[
= \frac{(p_{proj}^y)^4}{(p_{proj}^z)^4}
\]

(22)

\[
p_{proj}^y(p_{proj}^y K_y^2 - p_{proj} K_y^2)([R][T](p_{proj}^y g - (2(p_{proj}^y (p_{proj}^z)(g + v_0))))
\]

(22)
Fig. S6: Ski dataset test samples. In the top two rows we show the input images and our estimated backgrounds. In the third row we show the background subtracted input image. As can be observed the background is still present in the image. We also apply thresholding to this image and create masks by using three different thresholds. The resulted images are shown in rows 4 to 6. The thresholding still does not remove the background and even increasing the threshold does not help. In the next four rows we show the output of our model, which are detected subject bounding box, the reconstructed image, the predicted mask, and finally the estimated pose.
As can be seen in the last line of Eq.(22), both the nominator and denominator depend on \( p_{\text{proj}}^z \), which is the depth. It changes over time and is therefore a function of \( t \). This violates our assumption that the acceleration is constant in the image plane when the subject moves in a plane not parallel to the image plane. However, \( p_{\text{proj}}^z \) only changes slowly for points far away from the camera because perspective projection gets increasingly close to orthographic projection as one moves away from the camera.
Fig. S8: Qualitative results on Diving Dataset. Samples are taken from the test set. In the top row, the red rectangle shows the bounding box detected by our model for image cropping. The second and third rows, show respectively the decoded mask and image. Bottom rows, show the pose estimation by different models, where the red rectangle indicates pose estimation with a high error. GT in the bottom row indicates the ground truth labels.
Fig. S9: Qualitative results on Diving Dataset. Samples are taken from the test set. In the top row, the red rectangle shows the bounding box detected by our model for image cropping. The second and third rows, show respectively the decoded mask and image. Bottom rows, show the pose estimation by different models, where the red rectangle indicates pose estimation with a high error. GT in the bottom row indicates the ground truth labels.
**Fig. S10:** Side-view visualization on diving dataset. For each triplet, the first image shows the prediction of the model on the input view, while side-views 1 and 2 show projection of the 3D pose to other views. The last row shows erroneous cases where the model’s prediction in the original view is plausible while it does not correspond to correct poses in other views.
Fig. S11: Side-view visualization on H36M dataset. For each triplet, the first image shows the prediction of the model on the input view, while side-views 1 and 2 show projection of the 3D pose to other views. The last row shows erroneous cases where the model’s prediction in the original view is plausible while it does not correspond to correct poses in other views.