Human Identity-Preserved Motion Retargeting in Video Synthesis by Feature Disentanglement
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ABSTRACT
Most motion retargeting methods in human action video synthesis decompose the input video to motion (dynamic information) and shape (static information). However, we observe if the dynamic information is directly transferred to another subject, it will result in unnatural synthesised motion. This phenomenon is mainly caused by neglecting subject-dependent information in motion. To solve the problem, we propose a novel motion retargeting method which can combine both subject-independent (common motion content) information from a source video and subject-dependent (individualized identity motion) information from a target video. So it can synthesize videos with a much natural appearance along with identity-preserved motion (Figure 1). In the proposed method two encoders are employed to extract identity and motion content representations respectively. We employ the adaptive instance normalization (AdaIN) layer in the generator and the instance normalization (IN) layer in the motion content encoder to synthesize the new motion. Besides, we also collected a dataset, named Chuang101, with 101 subjects in total. Each subject performs identical dancing movement, and so it is convenient for feature disentanglement among motion and identity of each subject. Furthermore, an efficient quantitative metric for identity information is designed by gait recognition. The experiments show the proposed method can synthesise videos more naturally when the subject’s identity is preserved.
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1 INTRODUCTION
Motion retargeting refers to transferring motion from a source video of one person to another person in a target video. This technology has great potential in augmented reality (AR) and virtual reality (VR). With its help, users can easily generate their own videos with some specific motions even they do not act those motions. Movie clips can also be generated when the actors do not perform. It is a key technology in video editing and content generation.

There are many methods to achieve motion retargeting, which can be divided into three categories by data modality: image-based [17, 24, 35, 36], video-based [6, 15, 20, 28, 29], and skeleton-based [1, 4, 6, 18, 31]. The image-based methods get encouraging results on conditional generation. However, those methods ignored the context in the temporal domain, and the generated motion may not be the concordant with the appearance. The video-based methods partially solve the temporal neglecting issue but it may introduce a complex model hard to be trained. There are many skeleton-based methods to solve both aforementioned problems. The skeleton-based methods can further be directly 3D keypoints-based [1, 18] and 2D keypoints-based [2, 4, 6, 31]. It is difficult to obtain accurately 3D keypoints from video through keypoints estimation algorithms [32]. Therefore, we study motion retargeting based on the 2D keypoints modality. However, we observe that previous works on 2D skeleton-based methods do not consider the subject-dependent of subjects in motion features. For example, if the motion of a male subject is directly transferred to a female, the generated motion will not be concordant with the female.

Recently, there have been some works [25, 30] try to solve the aforementioned problem. However, it still remains the following issues: (1) No efficient decoupling of subject-dependent and subject-independent information, (2) lack of enough labeled data which contains similar motion videos from different subjects, otherwise it will be difficult to evaluate the disentanglement, (3) lack of a suitable metric to evaluate whether synthetic motion contains subject-dependent information.

In this study, we propose a novel identity-preserved motion retargeting framework as shown in Figure 2, and it is training pipeline...
Figure 2: The pipeline of inference framework. Different from the training stage (Figure 3), the framework only has two input videos, i.e., the source video and the target video. Then the 2D keypoints are estimated by an off-the-shelf method, OpenPose [5]. The two motions can be disentangled as the ID and MC features by disentanglement block, and synthesize a motion by motion synthesis block. Finally, the pre-trained VQ-GAN [10] is employed to render the synthesis video.

as shown in Figure 3. The inference framework is divided into three stages: skeleton estimation, motion transfer in 2D keypoints space by feature disentanglement (our method), and skeleton-to-video. In the first stage, we employ an off-the-shelf algorithm, OpenPose [5], to estimate the 2D skeleton sequences of the dancer in the video. In the second stage, to cope with the aforementioned first challenge, we propose a novel disentanglement block to decompose the representations of subject-dependent, i.e., individualized identity motion (ID), and subject-independent, i.e., common motion content (MC) in motions. In addition, we propose a motion synthesis block capable of synthesizing motion and preserving subject identities. Furthermore, adaptive instance normalization (AdaIN) and instance normalization (IN) can extract statistically [14]. We employ AdaIN and IN in our block to retarget motions. Meanwhile, triplet loss [23] is utilized to learn contrastively ID and MC information of subjects. To address the second challenge, a dataset with 101 subjects is collected on the Internet, which is named Chuang101. Compared with the previous dataset, Chuang101 has the following advantages: more subjects (dancers), complex dance actions, and each subject performing the same group of actions. For the third challenge, we propose a new metric, named Identity Score (IDScore), to evaluate the synthesized motion whether preserved ID information. Thus, we propose an efficient quantitative metric by gait recognition algorithm. In the last stage, we convert the transferred 2D skeleton sequence frame-by-frame to a pixel-level representation and feed these images into a pre-trained VQ-GAN [10] network to render the video.

We summarize our contributions as follows:

1) We propose a novel framework in 2D skeleton space, which can disentangle the ID and MC representations and synthesize a motion that can preserve the ID information of the target subject.

2) 101 dance videos have been collected online from the public domain, and the different subjects in this dataset perform the same group of actions.

3) We propose a new metric, Identity Score (IDScore), to evaluate the identity representations whether retargeting to the synthetic motion correctly. Experiments demonstrate that our method can disentangle the identity representations and apply in the synthesized videos effectively.

2 RELATED WORK

Over the last several years, some works have been dedicated to skeleton-based motion retargeting from 2D inputs. Several works [8, 9, 19, 34] have explored motion retargeting in image space. Ma et al. [19] proposed the pioneer top-down method PG², which mainly used conditional GAN [22]. PG² mainly contains two stages: pose integration and image refinement. The top-down method usually shows poor results for large differences between source and target poses. To address the above deficiency, based-deformation methods [8, 9] are proposed by transferring the feature maps of the source person image into the target pose. To explore the latent feature representation in motion retargeting, Zhao et al. [34] extract pose features from an interpolated pose sequence, from source pose to target pose. Although the works mentioned above perform impressive results, they only retarget the action in image space and ignore the temporal information.

Several approaches focus on video motion retargeting from 2D inputs. Aberman et al. [2] proposed a two-branch framework with part confidence map as 2D pose representations to clone the performance in a video. Aberman et al. [4] trained a deep neural network to decompose temporal sequences of 2D poses into three components: motion, skeleton, and camera view-angle. Recently, Yang et al. [31] proposed a method that can be trained in an unsupervised manner to decompose aforementioned three components: view, shape and motion. Their work is named TransMoMo. However, the aforementioned methods directly transfer the motion from source subject to target subject, which will result in the motion of the target subject having abnormal motion after synthesis.

More recently, to address the above problem, Xie et al. [30] proposed a novel network to decompose motion to unique and common features. For disentanglement of unique and common features, they employed the gradient reversal layer (GRL) [11] to restrict the gradient of common features. However, their method was not effective for situations where the identity label information is unseen, i.e., in-the-wild videos. Therefore, we propose a novel
disentanglement block containing the MC encoder and ID encoder. Meanwhile, the triplet loss [13] is employed to decompose the ID and MC representations. In addition, we employ IN layer in the MC encoder to control the identity information in motions and perform the global average-pooling in ID motion encoder to suppress the motion content information. Finally, we employ the AdaIN layer to fuse the MC and ID representations statistically.

Unlike other related works [1, 4, 6, 18, 31], our model’s evaluation metrics need to evaluate whether the identity information is transferred correctly. Xie et al. [30] employed a classification to evaluate the identity information. However, the metric is not applied in unseen identity situations. If the identity is unknown, their metric will not be applied. Thus, we propose a novel quantitative metric by gait recognition algorithm.

3 METHODS

Our problem can be defined as: given a target motion \( M_t \in \mathbb{R}^{2J \times T} \) and a source motion \( M_s \in \mathbb{R}^{2J \times T} \) in 2D space, we disentangle the identity (ID) and motion content (MC) features by learning the disentanglement block \( E(\cdot) \) and synthesis of a motion by motion synthesis block \( S(\cdot) \). The synthetic motion has the ID information from the target motion \( M_t \) and the MC information from the source motion \( M_s \). The formula can be represented as:

\[
M_{sys} = S(E(M_s), E(M_t)), \tag{1}
\]

where \( M_{sys} \in \mathbb{R}^{2J \times T} \), \( J \) is the number of skeleton points, and \( T \) is the number of frames.

Our framework for the training stage is illustrated in Figure 3. Before training, we sample three videos. Then, we estimate the 2D keypoints by an off-the-shelf network, OpenPose [5]. The estimated results can be denoted as \( \hat{f}_{id}^{1}, \hat{f}_{mc}^{1} \), and \( \hat{M}_{sys}^{1} \). The discriminator is a temporal convolutional network. Moreover, we use the disentanglement block again after the motion synthesis block to ensure that the synthesized motion’s ID and MC information are similar to the input motion. The inference phase pipeline is shown in the second stage in Figure 2.

3.1 Disentanglement block

To get the ID and MC representations in the latent space, we propose a disentanglement block, as shown in Figure 4. The block mainly...
where $\sigma$ denotes the instance normalization, $E_{mc}(\cdot)$ and $E_{id}(\cdot)$ denote the MC and ID encoders, and $g$ is the identity projection head, Avgpooling means the global average pooling on temporal dimension.

contains two encoder $E_{mc}(\cdot)$ and $E_{id}(\cdot)$, which are capture the MC and ID representations.

The function $E_{mc}(\cdot)$, i.e. motion content encoder (MC encoder), uses several one dimensional convolution layers. The MC feature can be represented as:

$$f_{mc} = E_{mc}(M_{real}) \in \mathbb{R}^{C_{mc} \times N_{mc}},$$

where $N_{mc}$ is the sequence number after MC encoder, $C_{mc}$ is the number of channels, and $i \in \{1, 2, 3\}$. In addition, inspired by [3], we use instance normalization(IN) layers in $E_{mc}(\cdot)$, which can control main statistics, in other words, identity information, and preserve the motion content.

The function $E_{id}(\cdot)$, i.e. identity motion encoder (ID encoder), has a similar network structure with $E_{mc}(\cdot)$, apart from the IN layers. The identity sequence feature can be denoted as:

$$f_{id} = E_{id}(M_{real}) \in \mathbb{R}^{C_{id} \times N_{id}},$$

where $N_{id}$ is the sequence number after ID encoder, $C_{id}$ is the number of channels. It is worth mentioning that $E_{id}(\cdot)$ takes the average temporal pooling after the last downsampling layer, and the ID feature can be denoted as:

$$f_{id} = \text{Avgpooling}(f_{id}^1) \in \mathbb{R}^{C_{id} \times 1},$$

where $\text{Avgpooling}$ denotes average pooling on the temporal dimension. Furthermore, [7] proposed a non-linear transformation structure, projection head, which can improve the performance in their downstream tasks. Therefore, we employ identity projection $g(\cdot)$ head for identity sequence feature $f_{id}^1$ which contains two fully connected layers to project the $f_{id}^1$ to another latent space. The projected features can be denoted as:

$$h_{id} = g(f_{id}^1) = W(2)\sigma(W(1)f_{id}^1) \in \mathbb{R}^{C_p \times 1},$$

where $\sigma$ is the Leaky ReLU activation function, $W(\cdot)$ is the weight for $g(\cdot)$, and $C_p$ is the number of channels after identity projection head. It is worth mentioning that $h_{id}$ mainly used to compute triplet loss (Equation 8), and $\tilde{f}_{id}$ mainly used to the downstream tasks, i.e. motion synthesis.

3.2 Motion synthesis block

Our motion synthesis block is shown in Fig. 5. Recall that we decompose ID and MC features by our disentanglement block. Firstly, we extract the statistical representations (mean $\mu(f_{id}^1)$ and variance $\sigma(f_{id}^1)^2$) of ID feature by a multilayer perceptron (MLP). Then, we apply the statistical representations to the AdaIN layer, the formula can be denoted as:

$$\text{AdaIN}(f_{mc}, f_{id}^1) \equiv \frac{\sigma(f_{id}^1)}{\sigma(f_{mc})} f_{id}^1 - \mu(f_{id}^1) + \mu(f_{mc}).$$

The AdaIN layer mainly applies an affine transformation to the feature of per-channel by constituting a normalization layer. Note that the affine transformation is temporally invariant and hence only affects non-temporal features of the motion i.e. ID information. For removing the local statistics of MC feature by the IN layer, the AdaIN layer can fuse the MC information with the other ID information by scaling and shifting the feature channels. Afterwards, we employ a skip connection to learn the high-level representations of fused features. Inspired by inspired by [16] we employ some PG blocks in decoder to improve the quality of synthesized motion. The PG block mainly contain Conv block, Upsample layer, ToImageSpace layer and FromImageSpace layer. In particular, the ToImageSpace and FromImageSpace are 1D convolution layers with one kernel size to map the learning space (channel-wise) to real motion space and Inverse mapping respectively.

3.3 Identity score

In this section, we introduce our proposed metric, Identity Score (IDScore). The goal of gait recognition is to capture the unique biometric characteristics from the common human walking process, which is pretty suitable for our purpose, i.e. identifying individuals from the generally similar dance motion. Thus, we employ a gait recognition algorithm, GaitGraph [26], to capture the ID information and evaluate whether it transfers correctly in synthesis motion. In gait recognition, the test set is usually split into gallery and probe.
set, where the identities of sequences in former set are considered known while the latter are unknown.

In order to evaluate the identity recognition performance, we conduct three experiments: test raw probe data, reconstruct probe data and cross a new subject to probe data. The details are as shown in Fig. 6. In the test raw probe data stage, the evaluated dataset is divided into gallery and probe sets, which have non-overlapping motion sequences. In the reconstruction stage, all probe data is reconstructed and fed the reconstruction results to the off-the-shelf GaitGraph network to get the recognition performances, \textit{Rank} \textsubscript{1} and \textit{Rank} \textsubscript{5}. We denoted the recognition performances in reconstruction stage as \textit{Rank} \textsubscript{rec} \textsubscript{1} and \textit{Rank} \textsubscript{rec} \textsubscript{5} respectively. In the crossing stage, we collect a motion of a new subject (the identity information apart from the gallery set). Then the ID information of the new subject is transferred to all probe data. Similarly, the crossed probe data is fed into GaitGraph. The recognition performances in crossing stage are named as \textit{Rank} \textsubscript{cross} \textsubscript{1} and \textit{Rank} \textsubscript{cross} \textsubscript{5} respectively. The cross performances reflect the recognition effect after transferring the new subject identity information. Ideally, the performances should be random guessing because the new subject information is not registered in the gallery set, in other words, the gallery set does not contain the new subject.

For \textit{Rank} \textsubscript{rec}, \( A \in \{1, 5\} \), the larger value means better reconstruction effect. In constant, for \textit{Rank} \textsubscript{cross}, the small value means a better transfer performance because the transferred identity is not in the gallery data. It is worth mentioning that another reason for the crossing performance decrease is the poor reconstruction results. The difference between the reconstructing and crossing recognition performance is employed to eliminate this factor, named \textit{IDScore}. The higher results indicate that more identity information is preserved. The \textit{IDScore} can be formulated as:

\[
\text{IDScore}_1 = \text{Rank} \textsubscript{rec} \textsubscript{1} - \text{Rank} \textsubscript{cross} \textsubscript{1},
\]

\[
\text{IDScore}_5 = \text{Rank} \textsubscript{rec} \textsubscript{5} - \text{Rank} \textsubscript{cross} \textsubscript{5},
\]  

(7)

### 3.4 Loss functions

In our study, we employ some loss functions in the training phase: identity motion loss, motion content loss, motion reconstruction loss, and adversarial loss.

**Identity motion loss.** Recall that we use three input motions in the training phase, as shown in Figure 2. To ensure the disentanglement of the ID feature, we employ a triplet loss \([13]\) to improve the clustering of the different ID representations in the latent space, named ID triplet loss, which is defined as:

\[
L_{id}^{tri} = \max \left( \frac{1}{C_p} |h^i_{id} - h^i_{id}|_2 - \frac{1}{C_p} |h^2_{id} - h^1_{id}|_2 + \delta, 0 \right),
\]

(8)

where \( \delta \) is the margin hyperparameter and we set \( \delta = 0.2 \), \( || \cdot ||^2 \) is L2 distance.

Furthermore, recall that we employ the disentanglement block again for the synthesized motion. The ID feature of synthesized motion is formulated as \( f^i_{id} \). To ensure the ID representation of the synthesized motion \( f^i_{id} \) similar to the raw ID feature \( f^1_{id} \), the mean absolute error (MAE) is employed, named ID reconstruction loss, which is defined as:

\[
L_{id}^{rec} = \left[ \frac{1}{3C_{id}} \sum_{i=1}^{3} |f^i_{id} - f^i_{id}| \right. \\
+ \left. \frac{1}{3C_{id}N_{id}} \sum_{i=1}^{3} |f^i_{id} - f^i_{id}| \right. \\
+ \left. \frac{1}{3C_p} \sum_{i=1}^{3} |h^i_{id} - h^i_{id}|_2 \right],
\]

(9)

where, the \( \frac{1}{3} \) outside the square brackets acts on three terms, the \( \frac{1}{3} \) inside the square brackets acts on the three branches, and \( | \cdot | \) is L1 distance.

**Motion content loss.** Similarly, triplet loss is designed to extract MC information, named MC triplet loss, which is defined as:

\[
L_{mc}^{tri} = \max \left( \frac{1}{C_{mc}N_{mc}} \sum_{i=1}^{3} |f^i_{mc} - f^i_{mc}|_2 - \frac{1}{C_{mc}N_{mc}} |f^2_{mc} - f^1_{mc}|_2 + \delta, 0 \right),
\]

(10)

where, \( \delta = 0.2 \). Note the difference in negative and positive samples between Equation 10 and Equation 8.

Similarly, we define the motion content reconstruction loss (MC reconstruction loss) as:

\[
L_{mc}^{rec} = \frac{1}{3C_{mc}N_{mc}} \sum_{i=1}^{3} |f^i_{mc} - f^i_{mc}|_2.
\]

(11)

**Motion reconstruction loss.** Recall that we cross the ID and MC features before the motion synthesis block, the 9 permutations are obtained and fed these permutations to motion synthesis block, we get 9 synthesized motions. Therefore, the motion reconstruction loss is defined as:

\[
L_{rec} = \frac{1}{9} \sum_{j=1}^{3} \sum_{k=1}^{3} E_{M_{j\ell}^{\ell k}} \sim M |M_{j\ell}^{\ell k} - M_{j\ell}^{\ell k}|.
\]

(12)

where \( M \) is the motion training set, and \( M_{j\ell}^{\ell k} \) denotes the ground truth motion of \( M_{j\ell}^{\ell k} \).
Adversarial loss. The discriminator is used to measure the domain discrepancy between the real motions and synthesized motions. Therefore, the adversarial loss is defined as:

$$L_{adv} = \frac{1}{2} \sum_{j=1}^{3} \sum_{k=1}^{3} \mathbb{E}_{M_{real}^{j}\sim M} \left[ \frac{1}{2} \log D(M_{real}^{j}) + \frac{1}{2} \log(1 - D(M_{syn}^{j})) \right]$$

(13)

Total loss. We combine the above terms. Finally we get our final loss, that is defined as:

$$L = \lambda_{rec} L_{rec} + \lambda_{adv} L_{adv} + \lambda_{mc}(L_{rec}^{mc} + L_{tri}^{mc})$$

(14)

$$+ \lambda_{id}(L_{rec}^{id} + L_{tri}^{id}).$$

In our study, we set $\lambda_{rec}$, $\lambda_{adv}$, $\lambda_{mc}$, and $\lambda_{id}$ are 10, 2, 2, and 6 respectively.

4 EXPERIMENTS

4.1 Setup

Dataset. To correctly disentangle ID and MC features, we collect 101 subjects’ solo dance videos online from the public domain, named Chuang101, with the same choreography and background music. We manually align the videos in the temporal dimension, and the length of each video is 3 minutes and 40 seconds and has 30fps. Then, each video is resized to 512 × 512 at the same scale. To obtain the 2D keypoints in our dataset, OpenPose [5] is employed. Meanwhile, some invalid frames in each video, more than a third of the 2D keypoints are missing, are removed. Afterward, we pad the keypoints of missing less than a third according to the five frames before and after. In addition, we trim each 2D skeleton sequence into a clip of 64 frames. We get 81 dance clips for each video. Finally, the 2D skeleton sequences are split into training and test sets without overlapping. The training set has 91 subjects with 7371 dance clips, and the test set has 10 subjects with 810 dance clips. Furthermore, 2 videos from YouTube are collected to test the generated performance of our method.

Implementation details. All 2D skeleton keypoints use the BODY_25 keypoints format of OpenPose. Our method contains about 1.9M parameters. The detail of training hyperparameters shown in supplementary material. In addition, we set the number of input frame number $T = 64$ and the number joints $J = 25$. In disentanglement block, we set the MC encoder last layer channel $C_{mc} = 128$ and ID encoder last layer channel $C_{id} = 144$. Especially, the channel of the last layer of the identity projection head $C_{p} = 144$. In discriminator, we employ some 1D temporal convolution layers, and the last channel of discriminator is 256. Inspired by Least squares generative adversarial networks (LSGAN) [21], we employ their adversarial losses in our model to constrain the distribution of synthesis motion similarly to real motion. The specific version of triplet loss adopted in ID and MC triplet loss, is Batch All (BA+) triplet loss [12].

Moreover, we use the VQ-GAN network [10] to render the synthesized motions to videos. The synthesized motions are changed to pix level frame-by-frame as an input map. The VQ-GAN contains about 87M parameters. And all resolution are 512 × 512. The parameters of the discriminator network are frozen at the first 10000 steps.

4.2 Representation Disentanglement

The ID and MC representations in latent space are visualized in Figure 7 to demonstrate the effectiveness of the proposed disentanglement block, i.e. the disentanglement ability of ID and MC representations. Especially, we randomly sample some different subjects’ motions to get the ID and MC representations by our disentanglement block. Afterward, we project the representations into 2D space and 3D space by using t-SNE [27].

Motion content feature. The 2D projection of our MC feature is shown in Figure 7(a), where each MC label name is marked with different colors. Considering 81 MC labels could not be shown
Table 1: Results on the IDScore metric.

| Methods       | Rank$_1^{rec}$ | Rank$_1^{cross}$ | IDScore$_1$ | Rank$_5^{rec}$ | Rank$_5^{cross}$ | IDScore$_5$ |
|---------------|----------------|------------------|-------------|----------------|------------------|-------------|
| TransMoMo [31]| 26.33%         | 12.24%           | 14.09%      | 66.53%         | 30.82%           | 35.71%      |
| LCM [4]       | 18.37%         | 14.49%           | 3.88%       | 44.90%         | 29.59%           | 15.31%      |
| Ours          | 32.86%         | 10.41%           | 22.45%      | 72.86%         | 29.59%           | 43.27%      |

Figure 8: 2D skeleton reconstruction results, where the red skeletons are ground truth, green skeletons are our method, blue skeletons are TransMoMo method, and yellow skeletons are LCM method. Each column means the different frames in the sequence.

in the figure, we only sample 10 labels in test dataset to show in the figure. Each label contains ten samples/subjects. Our network learned to cluster the MC information, demonstrating that the MC information will similarly manipulate the synthesized motion.

**Identity motion feature.** Figure 7(b) shows the t-SNE result of our ID feature, colored by their ID label names. We can see that our model has a certain disentanglement capability in terms of ID representation. There is still some ID information that is not decoupled. We think it may be disentangled in higher dimensions.

**Qualitative Comparisons.** Figure 8 visually compares our method with others in 2D skeleton reconstruction. Note that the red skeletons are ground truth, green skeletons are our method, blue skeletons are the TransMoMo method, and yellow skeletons are the LCM method. We can see that our method is most similar to the ground truth skeleton in complex motion, such as the last column. These results demonstrate that our method can reconstruct high quality skeleton and preserve their identity information.

Identity motion feature. Figure 7(b) shows the t-SNE result of our ID feature, colored by their ID label names. We can see that our model has a certain disentanglement capability in terms of ID representation. There is still some ID information that is not decoupled. We think it may be disentangled in higher dimensions. Because we project the ID representation to 3D space by t-SNE and find that some identities also have a certain degree of discrimination in the z dimension, such as the 00074 (blue) and 00077 (green), 00079 (light brown), and 00071 (pink) in 3D space are separated. The visualization of 3D space is shown in the supplementary material (id_3d.html).

4.3 Comparison

In this subsection, we quantitatively and qualitatively compare our method with other state-of-the-art methods using motion transfer results. The compared methods mainly include: TransMoMo [31], and Learning Character-Agnostic Motion (LCM) [4].

**Quantitative Comparisons.** Since the output of TransMoMo and LCM methods is 15 keypoints in OpenPose BODY_25 format, for the fairness of the comparison, we transform our output(25 keypoints in OpenPose BODY_25 format) to 15 keypoints. It is worth mentioning that the input to the GaitGraph method is 17 keypoints in COCO format. Therefore, we train an MLP module to map 15 keypoints in OpenPose BODY_25 format to 17 keypoints in COCO format. Then, we feed the synthesis motions to the MLP module to get the 17 keypoints in COCO format. Furthermore, we directly employ GaitGraph pre-train weight on CASIA-B [33], an open dataset for gait recognition, and do not fine-tune on our test dataset.

Table 1 shows the IDScore comparing our method with others. The recognition result of raw data is the upper bound of this experiment. We can see that our method outperforms other methods in IDScore, which means that our method can effectively transfer ID information. The LCM and TransMoMo methods do not consider the identity information in the motion, therefore, they have the lower IDScore. Specially, the Rank$_5^{cross}$ metric of method LCM is also better, which is caused by the poor reconstruction performance. In addition, our method has the 32.86% reconstruction performance and is closer to the upper bound 34.69%, which means the reconstruction results of our method contain more identity information instead of the motion clone.

**Qualitative Comparisons.** We sample some motions in our test dataset and reconstruct these motions to evaluate the reconstruction performance of our method. Figure 8 visually compares our method with others in 2D skeleton reconstruction. Note that the red skeletons are ground truth, green skeletons are our method, blue skeletons are the TransMoMo method, and yellow skeletons are the LCM method. We can see that our method is most similar to the ground truth skeleton in complex motion, such as the last column. These results demonstrate that our method can reconstruct high quality skeleton and preserve their identity information.

In addition, to explore the cross-domain of our methods, the two in-the-wild videos are collected on YouTube. In this experiment, we combine our test dataset’s ID information of in-the-wild videos and MC information. Then, we render the synthesized motion of state-of-the-art methods and ours to RGB videos. The state-of-the-art methods mainly contain TransMoMo [31] and Learning Character-Agnostic Motion (LCM) [4]. The results are as shown in Figure 9. Where the first two columns are the source and target video clips, and the first column of each method is a synthesized skeleton. We can see that our method can learn the ID information of the target video, such as the first row, previous methods perform the same
Table 2: Ablation study results.

| Methods      | w/o id projector | w/o PG  | w/o AdaIN | w/o avg | Ours(full) | Raw data |
|--------------|------------------|---------|-----------|---------|------------|----------|
| Rank_{rec}^{1} | 28.16%           | 30.2%   | 28.16%    | 28.16%  | 32.86%     | Raw data |
| Rank_{cross}^{1} | **10.00%**       | 11.84%  | 10.41%    | 10.82%  | 10.41%     | **22.45%**|
| ID Score^{1}  | 18.16%           | 18.36%  | 17.75%    | 17.34%  | 22.45%     | **34.69%**|
| Rank_{rec}^{5} | 69.59%           | 68.78%  | 68.98%    | 69.18%  | **72.86%** | **77.35%**|
| Rank_{cross}^{5} | 27.96%           | 29.18%  | 27.96%    | 30.00%  | 29.59%     | **43.27%**|
| ID Score^{5}  | 41.63%           | 39.60%  | 41.02%    | 39.18%  | 43.27%     | **43.27%**|

Figure 9: The rendered results of quantitative comparisons. All synthesized motions are the results of cross the target identity information. The first two rows are the same source motion and different target identity motion.

action (raise arms) as the source video. In addition, the target video has the right view in the last row, and the source video is not. The view of our rendered video is the same as the target video. It aligns with the conjecture we mentioned above, i.e. our method does not have the same action but acts with the target video ID information.

4.4 Ablation study

We train some ablated models to study the impact of the different blocks in our method. The results are shown in Table 2. We set up 5 ablated models. The w/o id projector means we removing the id projector block in identity encoder. The w/o PG means we removing the ToImageSpace and FromImageSpace in PG block. The w/o AdaIN means we removing the IN in MC encoder and AdaIN in decoder. The w/o avg means we removing the global average pooling in ID encoder. We can see that each block is beneficial and that our full method (full) achieves the best results in reconstruction performance. In particular, w/o id projector can achieve the lowest recognition performance in crossing stage, that is they have the poor reconstruction performance. The ablation study of the skeleton visualization is shown in the supplementary material.

5 CONCLUSION AND FUTURE WORK

To make the synthesized videos are more natural according to properties of the person, the human identity is involved in our proposed method. Human identities can be disentangled from motions, and can also be used to synthesize motions by the disentanglement block and the motion synthesis block respectively. With the help of our dataset Chuang101, the model can be trained and identifies can be easily disentangled. The evaluation with gait recognition, a human identification technology by walking style, also proves the human identity plays an important role in video synthesis.

In our proposed work, it is shown that the human identity can help human video synthesis. From the results we can easily expand the idea to more attributes of a subject. That means if we can consider the gender, body shape, age and other attributes of a person along with the identity, the synthesized video should be improved and more realistic.
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