Holographic Fermi arcs and a $d$-wave gap
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We study fermion correlators in a holographic superfluid with a $d$-wave (spin two) order parameter. We find that, with a suitable bulk Majorana coupling, the Fermi surface is anisotropically gapped. At low temperatures the gap shrinks to four nodal points. At high temperatures the Fermi surface is partially gapped generating four Fermi arcs.

Introduction and Summary. – Gauge gravity duality provides a useful tool for understanding the strongly coupled planar limit of gauge theories. At low temperatures and non-zero density these theories exhibit properties similar to the ones observed in condensed matter systems. Using gauge gravity duality, various authors have constructed configurations which exhibit superconductivity, a $p$-wave order parameter, and nodes in the spectral function for the fermions develops asymmetry, a $d$-wave (spin two) order parameter, and nodes in the spectral function for the fermions develops asymmetry.

In this work we pursue the analogy with condensed matter systems further and study fermion correlators in large $N$ gauge theories with a $d$-wave (spin two) order parameter. Our main finding is that in the phase where the spin two field condenses, and at non-zero temperature, the spectral function for the fermions develops asymmetry features including an angle dependent gap along the Fermi surface (FS). These features are exhibited in fig. 1. For particular values of the coupling between the spin two field and the fermions, this gap vanishes along a finite interval reminiscent of the “Fermi arcs” observed in condensed matter systems.

The bulk fields of a holographic superconductor with a $d$-wave order parameter in $3 + 1$ dimensions are the gravitational field, a $U(1)$ field and a massive charged (symmetric) spin two field $\varphi_{\mu\nu}$. The unique matter Lagrangian quadratic in $\varphi_{\mu\nu}$, containing operators of dimension four or less, and describing the correct number of propagating degrees of freedom is

$$\mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - i q F_{\mu\nu} \varphi^{\mu\nu} \varphi_{\mu}$$

$$- |D_{\rho} \varphi_{\mu\nu}|^2 + 2|\varphi_{\mu}|^2 + |D_{\mu} \varphi|^2 - [\varphi^{\mu\nu} D_{\mu} \varphi + \text{h.c.}]$$

$$- m^2 (|\varphi_{\mu\nu}|^2 - |\varphi|^2) + 2 R_{\mu\rho\nu\lambda} \varphi^{\mu\nu\rho\lambda} - \frac{R}{4} |\varphi|^2 \quad (1)$$

together with the constraint that the metric is Einstein. We introduced the notation $\varphi_{\mu} \equiv D_{\mu} \varphi_{\nu}$ and $\varphi \equiv \varphi^{\nu}_{\nu}$. The $U(1)$ gauge field is denoted $A$ and its field strength is $F = dA$. The Ricci scalar and Riemann tensor are $R$ and $R_{\mu\rho\nu\lambda}$ respectively. The fully covariant derivative $D_{\mu}$ is related to the metric covariant derivative $\nabla_{\mu}$ through $D_{\mu} = \nabla_{\mu} - i q A_{\mu}$.

The Lagrangian (1) should be treated using the language of effective field theory. The equations of motion (EOMs) following from $\mathcal{L}$ exhibit non-causal behavior that can be corrected by adding higher order terms in $F$ and its gradients. See [19] for a detailed discussion.

The Einstein condition on the metric restricts us to the probe limit, where the charge of the spin two field is large enough so that the matter fields do not backreact on the metric. Thus, the solution to the Einstein equations is the AdS$_4$ Schwarzschild black hole whose line element is

$$ds^2 = (-f dt^2 + dx^2 + dy^2 + dz^2/f) L^2/z^2 \quad (2)$$

where $f(z) = 1 - (4 \pi T z/3)^3$ and $T$ is the Hawking temperature of the black hole and also the temperature of the field theory. To solve for the matter fields we consider an ansatz where only

$$A_t(z), \quad \varphi_{xy}(z), \quad \varphi_{xx} = -\varphi_{yy} \equiv \varphi \Delta(z) \quad (3)$$

are non-zero and $\varphi_{\mu\nu}$ is real. We note that with this ansatz, $\varphi = \varphi_{\mu} = F_{\mu\nu} \varphi_{\nu} = 0$. Under a spatial rotation of an angle $\theta$ in the $(x, y)$-plane, the spin two field transforms as

$$\left( \begin{array}{c} \varphi_{\Delta} \\ \varphi_{xy} \end{array} \right) \rightarrow \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \left( \begin{array}{c} \varphi_{\Delta} \\ \varphi_{xy} \end{array} \right). \quad (4)$$

FIG. 1: (Color online) A density plot of the fermion spectral function $\rho$ defined in (14) evaluated at $\omega = 0$ for temperatures $T = 0.49 T_c$ (left) and $T = 0.59 T_c$ (right). Red and blue correspond to large and small values of the spectral function.
In [19] it was noted that by redefining $\varphi_{\mu\nu} = z^2 \tilde{\varphi}_{\mu\nu}$ and choosing an angle $\theta$ at which either $\varphi_{\Delta}$ or $\varphi_{xy}$ vanishes, the EOMs and boundary conditions (BCs) for $A_\mu$ and $\tilde{\varphi}$ reduce to those of the Abelian Higgs theory first discussed in [4, 5]. This identification guarantees that when the chemical potential $\mu$ of the boundary theory does not vanish, there exists a critical temperature $T_c$ below which the spin two field condenses.

We are after the spectral function $\rho(\omega, \vec{k})$ for fermion operators $O$ in the condensed phase of the boundary theory. A study of fermion correlators in gauge gravity duality was initiated in [22, 25], and we will follow their approach. Consider the bulk fermion action

$$L_\Psi = i\bar{\Psi} (\Gamma^\mu D_\mu - m) \Psi$$

$$+ \eta^* \varphi_{\mu\nu} \bar{\Psi} \Gamma^\mu \Gamma^\nu \Psi - \eta \bar{\Psi} \Gamma^\mu D^\nu (\varphi_{\mu\nu} \Psi^c) ,$$

where $D_\mu = \partial_\mu + \frac{1}{2} w_{\mu\lambda} \Gamma^{\lambda} - i q A_\mu$, with $w$ the spin connection and $\Psi$ a Dirac spinor. Gauge invariance of the coupling between the fermions and the spin two field dictates that the charge of $\Psi$ is $q = q_\varphi/2$. The bulk gamma matrices $\Gamma^\mu$ satisfy $\{\Gamma^\mu, \Gamma^\nu\} = 2 g^{\mu\nu}$. The conjugate spinor $\Psi^c$ is defined by $\Psi^c \equiv \chi_T^2 \Psi^*$, where $\chi_T^2 = -\Gamma^\mu T$. Vielbein indices are underlined. The phase of the coupling constant can be absorbed in a redefinition of $\Psi$; we will use this freedom to set $\eta \geq 0$.

If we restrict ourselves to couplings of mass dimension smaller than six then with the ansatz [3] and the choice $q_\varphi = 2q$, the only other possible coupling between the spin two field and the fermions is $|\varphi_{\mu\nu}|^2 \bar{\Psi} (c_1 + c_2 \Gamma^5) \Psi$. The latter provides an effective mass for the fermions and does not contribute to the asymmetric features of the spectral function which we would like to exhibit. Therefore we will not consider it further. Note that had one chosen $q = q_\varphi$, an interaction term of the form $\varphi_{\mu\nu} \Gamma^{\mu\nu} \bar{\Psi} (c_3 + c_4 \Gamma^5) \Psi$ would have been possible, leading to an $s$-wave instead of a $d$-wave gap.

The Dirac equation following from (3) is given by

$$0 = (\Gamma^\mu D_\mu - m) \Psi + 2 i \eta \varphi_{\mu\nu} \Gamma^\mu D^\nu \Psi + i \eta \varphi_{\mu} \Gamma^\mu \Psi^c .$$

We find it convenient to introduce a rescaled spinor $\psi = (-g \cdot g^{-1})^{1/4} \Psi$. Since the Dirac equation couples $\Psi$ and $\Psi^c$, we consider a solution of the form

$$\psi = e^{-i \omega t + i \vec{k} \cdot \vec{x}} \zeta(z) + e^{i \omega t - i \vec{k} \cdot \vec{x}} \tilde{\zeta}(z) ,$$

where $\zeta$ and $\tilde{\zeta}$ can be decomposed into two two-component spinors: $\zeta = (\zeta_1, \zeta_2)^T$. To write equation (6) explicitly we must choose a particular representation for our spinors. Our bulk gamma matrices are given by

$$\begin{align*}
\Gamma^1 &= \begin{pmatrix} -i\sigma_2 & 0 \\ 0 & i\sigma_2 \end{pmatrix} \\
\Gamma^2 &= \begin{pmatrix} 0 & i\sigma_2 \\ i\sigma_2 & 0 \end{pmatrix}
\end{align*}$$

In this representation $C = \Gamma^4$. The boundary gamma matrices are defined by the action of $\Gamma^\mu_{\alpha\beta}$ on the positive eigenspace of $\Gamma^\mu_{\alpha\beta}$: $\gamma^1 = -i \sigma_2$, $\gamma^2 = \sigma_1$, $\gamma^3 = -\sigma_3$. Given [8], the Dirac equation (6) reduces to

$$0 = D(1) \zeta_1 + 2 \eta (g^{\tau x}) \tilde{k}_z [\varphi_{\Delta} \sigma_1 \tilde{\zeta}_1 - i \varphi_{xy} \sigma_2 \tilde{\zeta}_2]$$

$$0 = D(2) \zeta_2 + 2 \eta (g^{\tau z}) \tilde{k}_z [\varphi_{\Delta} \sigma_1 \tilde{\zeta}_2 + i \varphi_{xy} \sigma_2 \tilde{\zeta}_1]$$

where we have set $k_y = 0$. Arbitrary $\tilde{k}$ can be recovered using (4). The differential operators $D(\alpha)$ are defined as

$$D(\alpha) = \sqrt{g^{\tau x}} \sigma_3 \partial_z - m + (-1)^\alpha (\omega + q A_\alpha) \sqrt{-g^{tt}} \sigma_2 + i \tilde{k}_z \sqrt{g^{\tau z}} \sigma_1 .$$

The equations for $\zeta_\alpha$ can be obtained from [9] with the substitution $(\omega, k_x) \rightarrow (-\omega, -k_x)$ and $\zeta \rightarrow \tilde{\zeta}$.

Once we find a solution to the Dirac equation in the bulk, we can use it to determine correlators of fermion operators $O$ in the boundary theory. In particular, we will be interested in the Fourier transform of the retarded Green’s function $G_R(t, \vec{x}) = i \Theta(t) \langle \{O(t, \vec{x}), O(0)\} \rangle$, from which we can compute the spectral function. In what follows we summarize the procedure for obtaining the boundary theory Green’s function. The reader interested in a detailed exposition is referred to [22].

Consider the near boundary (small $z$) series expansion of the fermion fields,

$$\zeta_\alpha \approx \zeta_\alpha(0) \left( \begin{array}{c} R_\alpha \\ O(\alpha) \end{array} \right) z^{L_m} + \left( \begin{array}{c} O(z) \\ (\sigma_1 S)_{\alpha} \end{array} \right) \zeta \approx L_m$$

where the index $\alpha = 1, 2$ is a spinor index. The component $S_{\alpha}$ acts as a source term for the fermion boundary operator $O_\alpha$ and $R_\alpha = \langle O_\alpha \rangle$. A similar expression involving $R_\alpha$ and $S_{\alpha}$ follows from a series expansion of $\tilde{\zeta}$. Since the equations of motion are linear, the two-component spinor $R$ is linearly related to $S$ and $\tilde{S}$ [36],

$$R_\alpha = M_{\alpha\beta} S_{\beta} + \tilde{M}_{\alpha\beta} \tilde{S}_{\beta} .$$

The prescription for computing the retarded Green’s function $G_R(\omega, \vec{k})$ is

$$G_R = -i M \gamma^t$$

where the EOMs [9] should be solved with BCs which are infalling at the horizon. With a slight abuse of terminology, we define the spectral function $\rho$ as

$$\rho = Tr \text{Im} G_R$$

where the trace is over the spin degrees of freedom.

The appearance of a gap. To compute $\rho$ we need to solve the Dirac equation. However, even without an explicit solution to (9) we can infer the appearance of an angle dependent gap in $\rho$ whose size vanishes along four nodal directions.

Equation (9) with $\eta = 0$ is identical to the Dirac equation for a free charged fermion in an $s$-wave background.
The Green’s function for fermions in the condensed phase of a holographic $s$-wave geometry was studied by the authors of [26–28] for various values of the charge $q$ and at zero temperature. The salient features of their analysis are that the spectral function $\rho$ has support inside an “infrared lightcone” which, in the probe limit, would correspond to the region $\omega \geq |\vec{k}|$. In addition $\rho$ may have non-vanishing support along codimension-one surfaces outside this lightcone. The intersection of these codimension-one surfaces with the $\omega = 0$ plane defines Fermi momenta $k_F$. The location of the codimension-one surfaces coincide with the normal modes of $\zeta_1$ and $\zeta_2$. Suppose that at $k_y = 0$, $k_x > 0$, $\zeta_1$ has a normal mode which contributes to a pole of $G_{R,11}$. Then, at $k_y = 0$, $k_x < 0$, $\zeta_2$ will have a normal mode which contributes to a pole of $G_{R,22}$. As expected, the spectral function $\rho$ is rotationally invariant. From (7) it should be clear that the locations of the normal modes of $\zeta$ can be obtained from those of $\zeta$ with the replacement $(\omega, k_x) \rightarrow (-\omega, -k_x)$.

We would like to use the results of [26–28] as a starting point to study the distribution of normal modes of the Dirac equation (9) in the presence of a non trivial coupling $\eta$. Unfortunately, the analysis of [29] implies that, in the probe approximation and with $m^2 \neq 0$, one does not have a good zero temperature limit of the spin two condensate. Therefore, in what follows, we will restrict ourselves to finite temperature configurations. At small but non-vanishing temperature, one expects the normal modes to broaden into quasi-normal modes whose width decreases with decreasing temperature. We have verified this expectation numerically.

Consider first a configuration where $\eta = 0$ and $\varphi_\Delta = 0$ and focus on a single normal mode of, say, $\zeta_1$ and the corresponding mode of $\zeta_2$. These modes cross at $\omega = 0$ and $k_x = k_F$. Turning on $\eta$ couples $\zeta_1$ and $\zeta_2$ and eigenvalue replacement regenerates this degeneracy by a gap. This gap-generating feature of (5) is similar to the mechanism described in [27], where a gap was generated in an $s$-wave superconductor by adding a Majorana-like coupling to the fermion action. Next, consider a configuration where the condensate is rotated by $\pi/4$ (i.e. $\varphi_{xy} = 0$). When $\eta > 0$, $\zeta_1$ and $\zeta_2$ are coupled. Since their zero modes do not cross along the $\omega = 0$ plane a gap is not generated. For other angles one expects a continuous transition from the ungapped point (the node) to the gapped point (the anti-node). Generically, multiple FSs will be observed for a positive mass spin two condensate. When $\eta \neq 0$ these multiple FSs will appear as an intricate angular dependent band-like structure. In what follows we focus on a single FS. An analysis of the lifting of the degeneracy in the presence of multiple FSs is left for future work.

**Results.** -- We solved (6) numerically using a shooting algorithm, first to generate the condensate and then to compute the Green’s function. We set $L^2 m^2_\varphi = 7/4$ (corresponding to a $d$-wave order parameter of conformal dimension 7/2), $m = 0$ and $\eta = 0.02 q L$. Numerically we found that once $\eta$ becomes too large, there exists a critical temperature below which the spectral function exhibits a gap even at $\theta = \pi/4$. In this sense, the value of $\eta$ was tuned to be small. In presenting our results, we set $\varphi_\Delta = 0$ and let $\theta$ be the angle between $\vec{k}$ and the $x$-axis.

In fig. 1 we plot the spectral function $\rho(\omega, \vec{k})$ along the $\omega = 0$ plane. As expected at low temperatures, the gap-generating mechanism discussed above reduces the surface of quasi-normal modes intersecting the $\omega = 0$ plane to four nodal points. As depicted in fig. 3 close to the nodes and at small $|\omega/\mu| > 0$, the quasi-normal modes have the structure of asymmetric Dirac cones. At the node, one can characterize the dispersion relation of the quasi-normal modes by the Fermi velocities $v_\pm = |\partial_{k_\perp} \omega|$ and $v_\parallel = |\partial_{k_\parallel} \omega|$. Here $k_{L(\perp)}$ is the momentum in the direction perpendicular (parallel) to the FS at the node, and $\omega(k)$ specifies the location of the quasi-normal mode. We find that $v_\parallel/v_\perp \simeq 13$.

To compute the size of the gap along the FS as a function of angle and temperature, we need first to identify the FS. Since we are working at non-zero temperature and since the spectral function is gapped, the FS is somewhat ill-defined. We define the Fermi momentum $k_F(\theta)$ as the momentum at which the gap is minimized, or as the momentum at which the spectral function is maximized if a gap does not exist. This definition is similar to the one in e.g. [13]. We find that $k_F$ is almost independent of $\theta$. A curious feature of our system is that $k_F$ decreases (by roughly 20%) as the temperature is lowered approaching $k_F \sim 0.11 q_0 T$ at low temperatures.

The spectral function $\rho(\omega, k_F(\theta), \theta)$ is called the energy distribution curve (EDC). In fig. 2 we plot the EDC for various angles, and for three different temperatures. We define the gap $\Delta(\theta, T)$ as half the energy between the two maxima of the EDC. By definition, $\Delta = 0$ when there is only one maximum. At temperatures above $T_{arc} = 0.56 \pm 0.01 T_c$ thermal effects broaden the gap so that it is unobservable at all angles (fig. 2a). For temperatures $T < T_{gap} = 0.28 \pm 0.01 T_c$ (and with an angular resolution of 1/100) a gap is observed everywhere except for the node located at $\theta = \pi/4$ (fig. 2b). In this case, $\Delta(\theta, T) = \Delta_0(T) \cos(2\theta)$ to very good accuracy as expected from mean field theory [37]. At intermediate temperatures the gap opens up only outside an interval $|\theta - \frac{\pi}{4}| < \theta_0(T)$ (fig. 2b). The interval where the spectral function remains ungapped is called a Fermi arc [14, 16]. A plot of the dependence of the gap $\Delta$ on angle and temperature is shown in fig. 5. The dependence of the arc length on temperature is given in fig. 2.

**Discussion.** -- It is interesting to compare the holographic model discussed here with (ARPES) photoemission experiments on high $T_c$ superconductors [31, 33]. Such a comparison is problematic if one wants to get quantitative insight into the superconductive phase of the cuprates. Our holographic setup is merely a toy model for a true holographic $d$-wave superconductor with a well
Fermi arcs are observed in the pseudogap phase of high $T_c$ materials, at temperatures $T_c < T < T^*$ [14-16]. As described above, these are finite angular intervals along which the FS remains ungapped. The holographic Fermi arcs displayed in fig. [1] and [2] are distinct in that they appear in the superconductive phase, at temperatures $T_{\rm gap} < T < T_{\rm arc} < T_c$. In addition, the dependence of the arc length on the temperature (fig. [2] lower right) is certainly nonlinear whereas in [15] it was observed that the arc length depends linearly on the temperature.
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