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Abstract

The AIMD algorithm, which underpins the Transmission Control Protocol (TCP) for transporting data packets in communication networks, is perhaps the most successful control algorithm ever deployed. Recently, its use has been extended beyond communication networks, and successful applications of the AIMD algorithm have been reported in transportation, energy, and mathematical biology. A very recent development in the use of AIMD is its application in solving large-scale optimization and distributed control problems without the need for inter-agent communication. In this context, an interesting problem arises when multiple AIMD networks that are coupled in some sense (usually through a nonlinearity). The purpose of this note is to prove that such systems in certain settings inherit the ergodic properties of individual AIMD networks. This result has important consequences for the convergence of the aforementioned optimization algorithms. The arguments in the paper also correct conceptual and technical errors in [1].

1 Introduction

The issue of ergodicity in stochastic systems under the influence of feedback has recently emerged as a topic of interest in the control engineering community. While traditional interest in this topic has been driven by the mathematical community, new and recent interest is driven by very practical considerations that arise as society embraces new disruptive business paradigms such as the sharing economy and the circular economy [6]. In particular, in the design of sharing economy systems, one is interested in allocating (sharing) resources in some manner. To do this, we are interested in using randomized or stochastic algorithms (to, for example, avoid issues such as flapping in routing or other load balancing systems, refer [5] for details). The issue of ergodicity arises naturally in such a context. Roughly speaking, ergodicity plays the role of independence of initial conditions in the study of deterministic ordinary differential equations. Ergodic behaviour, namely this independence of initial conditions, is thus fundamental, both from the perspective of the design of systems
where, for example, reproducible (in a statistical sense) simulations are essential, and also from the point of view of issuing economic contracts where reproducible levels of service are also necessary.

As we have mentioned, while the study of ergodic behaviour is already a mature topic in mathematics, the study of ergodicity as it arises in the context of the sharing economy is bringing new perspectives to this old problem. For example, the preservation of ergodicity in the design of feedback systems appears to be a new problem in control theory [6], as is the study of ergodic behaviour in several feedback systems that are themselves coupled together. Such systems arise, for example, when a group of agents share more than one resource, and the utility of each allocation varies in a nonlinear manner amongst agents. This problem, which considers the effect of nonlinear coupling in systems that otherwise exhibit ergodic behaviour, appears to be unexplored in the stochastic systems community, and it is precisely this problem that we shall start to address in this paper. More precisely, we are interested in exploring the use of the Additive Increase Multiplicative Decrease (AIMD) algorithm for allocating multiple resources amongst agents in a distributed manner. The AIMD algorithm is one of the most widely deployed and successful feedback control algorithms currently utilised in society. From its beginnings as a purely distributed congestion management algorithm in computer networking, it has proved its utility across multiple domains, including charging electric vehicles, smart grid applications, and other smart city applications [8, 9]. Recently, the AIMD algorithm has also been shown to exist in the natural and biological world [2]. An essential question in the study of AIMD networks concerns their ergodicity. The ergodic behaviour of elementary AIMD networks was first reported in [4] using tools from the study of iterated functions systems [2]. This short paper aims to show that networks of coupled AIMD systems also exhibit the ergodic property under very mild assumptions. To the best of our knowledge, this is the first such result to appear in the literature.

Comment (connection to [1]): An important contribution of this note is to correct a modelling error in [1]. The paper [1] extends the finite averaging concepts developed in [10] to the case of coupled resources. However, the contraction analysis presented therein is erroneous. The present note corrects this error by enforcing instants in time where all flows are synchronized, thereby facilitating analysis using contraction arguments.

2 Preliminary results

2.1 Notations, definitions, and terminology

The vector space of real column vectors with $n$ entries is denoted by $\mathbb{R}^n$ with elements $x = [x_1 \ldots x_n]^T$, where $x^T$ denotes the transpose of $x$. We denote $e := [1 \ 1 \ldots \ 1]^T \in \mathbb{R}^n$ and the $i$'th standard basis vector by $e_i$. The identity matrix is denoted by $I$. The norm we use on $\mathbb{R}^n$ is the 1-norm, defined by $\|x\|_1 = \sum_{i=1}^n |x_i|$. The standard simplex $\Sigma$ in $\mathbb{R}^n$ is
defined by $\Sigma = \{ x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}_+^n : \sum_{i=1}^n x_i = 1 \}$. We will write $\Sigma_n$ if we want to make the dimension of the simplex explicit.

### 2.2 A primer on the AIMD algorithm and AIMD matrices

The AIMD algorithm is a distributed feedback control algorithm that is used to allocate a resource amongst a network of agents competing for that resource. The best known example of its application is in internet congestion control whereby multiple agents compete for a limited bandwidth [7], [3]. In this context, the AIMD algorithm is the basis for the transmission control protocol (TCP) that dictates the movement of packets in almost all networking applications. In such situations, agents in the network are assumed to operate the AIMD algorithm which, in turn, is built from two distinct components (phases), the additive increase (AI) phase and the multiplicative decrease (MD) phase. As the AIMD algorithm is described in great detail in many textbooks and papers [10], [4], we shall not repeat this detailed discussion here. Rather, we give a very brief flavour of the algorithm and focus on reminding the reader of the mathematical modelling of a network of AIMD agents, as well as the relevant results that shall be of use in the paper. We begin with a high-level description of the AIMD phases, and the mechanism by which an agent switches between these phases.

**The AI phase:** During the AI phase, agents gradually increase the share of the resource that they have acquired. Usually, but not always, agents increase their share in a manner that is proportional to the time that has elapsed since the last multiplicative phase. The positive constant of proportionality is denoted by $\alpha_i$ for agent $i$.

**The MD phase:** At some instant in time, the cumulative allocation of the resource allocated to the agents will equal or exceed the available amount of resource. In the AIMD nomenclature, this event is called a capacity event. At this instant in time, a subset (or perhaps all) of the agents are informed of the capacity event, and all such informed agents reduce their allocation of resource in a multiplicative fashion. For example, in internet applications, it is common for agents to reduce their allocation by 50%. The multiplicative decrease factor by which agents reduce their allocation is denoted $\beta_i$ where $\beta_i \in (0, 1)$. In what follows, it is very convenient to encode agents that may or may not be informed of the $k$’th capacity event by defining an event-driven MD factor $\beta_i(k) \in \{\beta_i, 1\}$; namely when an agent responds to a capacity event we set $\beta_i(k) = \beta_i$; if it does not respond to congestion we set $\beta_i(k) = 1$.

**AIMD drop policies:** We have not discussed the manner in which agents are informed of, and respond to, a capacity event; namely the mechanism by which an agent switches between the MD and the AI phases of the AIMD algorithm. In TCP, for example, agents deduce a capacity event when their packets are lost. Agents that lose packets automatically enter the MD phase. In other applications, all agents may be informed of capacity events and respond stochastically to these notifications according to some probability function (which we refer
to as a *drop policy*). The ability to design these drop policies is of great utility in using the AIMD to solve certain optimization problems [10].

Together, this gives rise to a model of agent behaviour of the form:

$$x_i(k + 1) = \beta_i(k)x_i(k) + \alpha_i T(k), \quad (1)$$

where $T(k)$ is the time between the $k$ and $(k + 1)^{th}$ capacity event (notice that $T(k)$ is a function of $\alpha$, $\beta$ and the aggregate response of all agents to the capacity event), where $x_i(k)$ is the allocation of resource to agent $i$, and where the decision whether $\beta_i(k) = 1$ or $\beta_i(k) = \beta_i$ is taken according to a drop policy. As we have mentioned, the mathematical description of a network of agents operating the AIMD algorithm with a single constraint is thoroughly discussed in [4, Section 1.2, 1.3]. It is shown there that the dynamics of the set of $n$ users between the $k^{th}$ and $(k + 1)^{th}$ capacity events can be described by the *switched linear system*

$$x(k + 1) = A(k)x(k), \quad (2)$$

where $k$ enumerates the capacity events, for $k = 0, 1, 2, \ldots$, $x(k)$ is a vector with values in the simplex $\Sigma_n$, $A(k)$ is a non-negative column stochastic matrix belonging to a finite set $\mathcal{A}$ of matrices that are indexed by a finite set $\mathcal{S}$ of indices, i.e.,

$$\mathcal{A} = \{A_j : j \in \mathcal{S}\}. \quad (3)$$

**Remark 1.** Each of the $A_j$ matrices describes a different combination of agents that can respond to capacity events.

**Remark 2.** In (2), the selection of $A(k) \in \mathcal{A}$ is often probabilistic and governed by a drop policy. To be more precise, the matrix invoked at the capacity event $k$ is determined in many applications in a stochastic manner. When these probabilities depend on the state $x(k)$ we say that the system is *place-dependent.*

The matrices in the set $\mathcal{A}$ are constructed as follows. Let $\alpha_i > 0$, $0 \leq \beta_i < 1$, $i \in \{1, 2, \ldots, n\}$ and $\beta_i(k) \in \{\beta_i, 1\}$ for all $k \in \mathbb{N}$. Then

$$\alpha = [\alpha_1 \cdots \cdots \alpha_n]^\top \quad \text{and} \quad \beta(k) = [\beta_1(k) \cdots \cdots \beta_n(k)]^\top \quad (4)$$

define the growth and decrease vector, respectively. Then, for all $k$:

$$A(k) := \text{diag}(\beta(k)) + \left(e^\top \alpha\right)^{-1} \alpha \left(e^\top - \beta(k)^\top\right) \quad (5)$$

$$= \begin{bmatrix} \beta_1(k) & \cdots & \cdots & 0 \\ 0 & \beta_2(k) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & \cdots & \beta_n(k) \end{bmatrix} + \frac{1}{\sum_{i=1}^n \alpha_i} \begin{bmatrix} \alpha_1 \\ \vdots \\ \vdots \\ \alpha_n \end{bmatrix} \begin{bmatrix} 1 - \beta_1(k) & \cdots & \cdots & 1 - \beta_n(k) \end{bmatrix}. \quad (5)$$

We say that a matrix of the form (5) is an *AIMD matrix.* The interested reader can refer to [4], for a detailed explanation of the connection between (1), (2) and (5).
Remark 3. AIMD matrices are column-stochastic. The vector $e^T = [1, \ldots, 1]$ is a left-eigenvector corresponding to the Perron eigenvalue 1. If $\lambda \neq 1$ is any other eigenvalue then $|\lambda| < 1$ see [4, Lemma 2.1]. For a detailed discussion of the properties of AIMD matrices, see [4].

Definition 1. (Drop matrix [4]) An AIMD matrix $A$ is called a full-decrease drop matrix if $\beta_i(k) = \beta_i < 1$, for all $i \in \{1, 2, \ldots, n\}$.

Definition 2. (Contraction on invariant subspace [4]) Let $E$ be an invariant subspace of $M \in \mathbb{R}^{n \times n}$. Let $\| \cdot \|$ be a norm on $\mathbb{R}^n$. The matrix $M$ is called a contraction on $E$ (with respect to $\| \cdot \|$), if

$$\|Mv\| \leq \|v\| \quad \text{for all } v \in E.$$ 

When measured with a suitable norm, if the difference between the state vectors becomes smaller due to the AIMD matrix action, we say that the matrix has a contractive effect. For more on contraction and related results on AIMD matrices, the reader is encouraged to see [4, Section 3.1, Lemma 3.5, Lemma 3.7, Lemma 3.8].

2.3 AIMD algorithm for a single resource

The dynamical system describing a networks of $n$ agents, each operating the AIMD algorithm, is given by the stochastic difference equation (2) [4, cf.]. We now consider a state-dependent AIMD model [4, Chapter 7], which we shall extend to the case of multiple resources. To describe this dependency more precisely, let $\{p_j : j \in S\}$ be a set of Lipschitz continuous probability functions from the simplex $\Sigma_n$ into the closed interval $[0, 1]$ that satisfy

$$\sum_{j \in S} p_j(z) = 1 \quad \text{for all } z \in \Sigma_n. \quad (6)$$

Here $p_j(z)$ is the probability that the matrix $A_j$ occurs when the state or the share vector is $z \in \Sigma_n$. The stochastic AIMD model is thus given by

$$x(k+1) = A(k)x(k), \quad x(0) \in \Sigma_n, \quad (7a)$$

$$\mathbb{P}(A(k) = A_j \mid x(k) = z) = p_j(z), \quad k = 0, 1, 2, \ldots, \quad (7b)$$

with the understanding that the random variables $A(k)$ conditioned on $x(k)$, $k \in \mathbb{N}$, are mutually independent. Notice that (7) defines a stochastic AIMD algorithm and constitutes a specific instance of an iterated function systems (IFS, cf. [2]). This algorithm is referred to as the state-dependent AIMD model. Furthermore, a Markov process is defined on the simplex $\Sigma_n$ by this model whose state-transitions probabilities are given by, see [4, Chapter 9],

$$\mathbb{P}(z, G) = \mathbb{P}(x(k+1) \in G \mid x(k) = z) = \sum_{j : A_j \in G} p_j(z) \quad \text{for all } z \in \Sigma_n, \text{ and for any event } G. \quad (8)$$

Clearly, the right side of the Equation (8) does not depend on the time $k$, hence the transition probabilities are homogeneous in time.
2.4 Invariant measures and ergodicity

Conditions for the existence of a unique, invariant, and attractive probability distribution for Markov chains with place-dependent probabilities have been studied extensively over the past decades.

**Definition 3.** (Ergodicity) The AIMD model has the ergodic property if it has a unique invariant distribution $\mu$ and if for every initial condition $x(0) = x_0$ with $x_0 \in \Sigma$ and for every continuous function $\phi : \Sigma \rightarrow \mathbb{R}$,

$$\lim_{k \to \infty} \frac{1}{k+1} \sum_{j=0}^{k} \phi(x(j)) = \int \phi(z) \mu(dz) \quad \text{almost surely } \mathbb{P}_{x_0}. \tag{9}$$

The left side of (9) is the time average of the function $\phi$ applied to the vector $x(k)$ starting at $x_0$, whereas the right side is the ensemble average of $\phi$ with respect to the invariant distribution. Thus, the ergodic property equals the sequence average and ensemble average, allowing us to expectation with a sequence average. The right side does not depend on the starting state $x(0) = x_0$, hence it also ensures that the long-term average is independent of the initial state. A numerical simulation of the average will ultimately converge to the true average.

To show that our model described above is uniquely ergodic, we will use the following result which is a special case of a result of [2]:

**Theorem 4.** [2, Theorem 2.1] Consider a state-dependent AIMD model described by (7) where $\mathcal{S}$ is finite and each probability function $p_j, j \in \mathcal{S}$ is Lipschitz. Suppose that there exist $r < 1$ and $\delta > 0$ such that the following two conditions hold for all $x, y \in \Sigma_n$:

(a) $$\sum_{j \in \mathcal{S}} p_j(x) \|A_j(x - y)\| \leq r \|x - y\| \tag{10}$$

(b) $$\sum_{j \in \mathcal{C}(x,y)} p_j(x)p_j(y) \geq \delta, \tag{11}$$

where $\mathcal{C}(x, y) = \{j \in \mathcal{S} : \|A_j(x - y)\| \leq r \|x - y\|\}$.

Then the AIMD model has a unique, invariant, and attractive probability distribution.

3 A preamble: AIMD and optimization

The principal motivation for the present paper stems from the observation that an appropriately re-purposed AIMD algorithm can be used to solve large-scale optimization problems in
a manner that is cheap from a communications-complexity perspective [4]. We consider \( n \) agents competing for a shared resource and having given utility functions \( f_i : [0, 1] \rightarrow \mathbb{R}_+ \), which are \( C^\infty \) and strictly convex. The aim is to arrive at an optimal distribution of the resource, i.e., to find the optimal point for the optimization problem

\[
\min_{x \in \Sigma_n} \sum_{i=1}^{n} f_i(x_i).
\]

Agents can apply the place-dependent AIMD algorithm with a low communication complexity and still converge, in a particular sense defined in Section 2.4. In such applications, we assume that all agents are informed of capacity events, and choose whether to respond to these events in a probabilistic manner according to an appropriate drop policy.

In association with (2), let us define the long-term averages.

\[
\bar{x}_i(k) = \frac{1}{k+1} \sum_{\ell=0}^{k} x_i(\ell).
\] (12)

In [10], Wirth et al. consider the case, where agents respond with probability:

\[
p_i(\bar{x}_i(k)) = \Xi \frac{1}{\bar{x}_i(k)} \left. \frac{d}{dx} \right|_{x=\bar{x}_i(k)} f_i(\bar{x}_i(k)),
\] (13)

where \( \Xi \) is an appropriate scaling constant. To better understand the consequences of having back-off probabilities determined by Equation (13), one can imagine the following scenario: two agents compete to have access to a shared resource via AIMD. At capacity event each agent will back off with probabilities that depend on how much access to the shared resource they had in the past: if agent 1 had a larger share of the resource than agent 2, agent 1 will be more likely to back off and vice versa (weighted by their cost functions, \( f_1(\cdot) \) and \( f_2(\cdot) \)).

A natural extension to this idea comes from a number of applications that have arisen recently. There, agents simultaneously compete for multiple resources and wish to do this in an optimal manner [4]. In this case, the back off probabilities are coupled through a multivariate utility (i.e., some function of their share of each resource). For two resources \( a \) and \( b \), agents have utility functions \( f_i : [0, 1]^2 \rightarrow \mathbb{R}_+ \), \( (x_{ai}, x_{bi}) \mapsto f_i(x_{ai}, x_{bi}) \) with the same assumptions as before. At a capacity event \( k_a \) associated with resource \( a \), the probabilities now take the form:

\[
p_i(k_a) = \Xi \frac{1}{\bar{x}_{ai}(k_a)} \left. \frac{\partial}{\partial x} \right|_{x=\bar{x}_{ai}(k_a)} f_i(\bar{x}_{ai}(k_a), \bar{x}_{bi}(k_a)),
\] (14)

where the meaning of the quantities are as defined above and where a similar probabilistic update can be defined for resource \( b \).

We wish now to establish that such coupled systems exhibit the ergodic property in the case of finite averaging. To facilitate our analysis we shall make a simplifying assumption in order
to establish a contraction with a view to applying Theorem 4. As before, we shall assume that the state of all agents evolve in a stochastic manner according to the above drop policy (14). However, we will assume finite-time averaging, i.e. we consider a fixed averaging time \( N > 0 \) and averages for \( c \in \{a, b\}, \ i = 1, \ldots, n \) and \( k_c \in \mathbb{N} \) are of the form

\[
\bar{x}_{ci}(k_c) = \frac{1}{N} \sum_{\ell=k_c-N+1}^{k_c} x_{ci}(\ell)
\]  

(15)

Here, the summation is exclusively over capacity events of the respective resource. For the initial phase \( 0 \leq k < N \), the average can be taken over a shorter period of time. As we are interested in long-term behaviour, this is of no relevance.

As the second new feature, we also assume that in our algorithm, after \( M \) successive capacity events associated with a resource, agents stop evolving until they receive a global event notification. More specifically, a central agent sends a global event notification to all agents, when both the resources have experienced \( M \) capacity events since the last global event notification. We refer to this global event as a meta event. Agents respond to the meta event notification in a probabilistic way simultaneously by multiplicatively decreasing their demands by \( \beta_1 \) and \( \beta_2 \) or do not decrease; we call this as global MD phase. After the global MD phase, agents repeat this process up to the next \( M \) capacity events of a resource. As we have mentioned, the objective of this construction is to create a situation by which a contraction for the overall system can be established in order to deduce ergodicity. The pseudocode relative to this procedure is described in Algorithm 1.

**Remark 5.** To give a better intuition of the previous process, observe that although each resource has different capacity events (and therefore different indices), there is a common notion of time shared between all resources. We add a notion of “waiting” after \( M \) capacity events in order to enforce a regularly occurring sequence of “time instants” at which the number of capacity events for each resource is the same across all resources. This is needed, because one resource may experience a higher frequency of capacity events than another and therefore complicate the analysis.

### 3.1 A model of coupled resources and the main result

We shall now construct a model of the system described in the previous section that can be used to establish ergodicity. More specifically, let us consider an AIMD network with \( n \) agents and two resources \( a, b \) that evolve and synchronise at every meta event after \( M = N \) capacity events.

As an example, consider \( N = 3 \), as depicted in Figure 1. After \( T_{a3} \), resource \( a \) waits until resource \( b \) reaches its third capacity event, before starting its evolution again.

For resources \( a, b \), let \( x_a, x_b \in \Sigma \) denote the vectors of resource distributions among the different agents. We denote the sets of matrices describing the two different AIMD processes
Algorithm 1 Synchronised AIMD algorithm for multiple resources.

1: \( k \leftarrow 0 \)
2: \( M_a \leftarrow 0 \)
3: \( M_b \leftarrow 0 \)
4: while Evolution is not interrupted do
5:   for \( p \in \{a, b\} \) do
6:     if Capacity Event for Resource \( p \) and \( M_p < M \) then
7:       \( M_p \leftarrow M_p + 1 \)
8:       Agents enter the MD phase for resource \( p \)
9:     else
10:        if \( M_p = M \) then
11:           Agents neither increase nor decrease their share of resource \( p \)
12:        else
13:           Agents increase their share of resource \( p \) (the AI phase)
14:        end if
15:   end if
16: end for
17: \( k \leftarrow k + 1 \)
18: if \( M_a = M \) and \( M_b = M \) then
19:   \( M_a \leftarrow 0 \)
20:   \( M_b \leftarrow 0 \)
21: end if
22: end while
Figure 1: Evolution of capacity events of two resource $a$ and $b$. In the figure, $T_{ij}$ denotes the time of the $j$-th capacity event of resource $i$.

by $A = \{A_j; j \in S\}$, resp. $B = \{B_j; j \in S\}$. For $c \in \{a, b\}$, the two systems evolve according to

$$x_c(k_c + 1) = A_c(k_c)x_c(k_c),$$

(16)

where $k_a, k_b \in \mathbb{N}$ denote the indices for capacity events of resource $a$ resp. $b$ and $A_a(k_a) \in A, A_b(k_b) \in B$ are chosen according to a probabilistic rule that will be described later. A priori, the time between capacity events depends on the specifics of the AIMD process and so the two resource processes are not synchronized.

We will consider forced synchronization in the sense that there exists a constant $N \geq 1$ such that the two processes synchronize every $N$ steps. In practice, this means that if one of the processes has experienced $N$ capacity events first, it will wait until the other process also has achieved $N$ capacity events and at that time both processes will start again.

So far, we have talked almost exclusively about a discrete-time process on the time scale of capacity events, but recall that in (1) the variable $T(k)$ refers to continuous time. In order to be able to determine the sequence of capacity events for the different resources, we introduce, as a parenthesis, a continuous-time process evolving in actual time. However, it is important to note that in our results we only concern ourselves with the ergodicity of the discrete-time process.

Now, we describe a model of forced synchronization. For each resource, the time elapsed between two capacity events is determined by the state and the chosen AIMD matrix. This dependence is given by continuous functions $T_a, T_b : \Sigma \times S \to \mathbb{R}_+$. (We omit the specific form of $T_a, T_b$ as it is of no particular relevance here. It is easily derived.) Let $\psi_a, \psi_b : \mathbb{N} \to \mathbb{R}_+$ be the functions that map the indices of capacity events to time. As a consequence of the synchronization every $N$ capacity events, the following relation holds true:

$$\psi_a(lN) = \psi_b(lN), \quad l \in \mathbb{N}. \quad \text{(17)}$$

This is guaranteed by the following iterative definition: Set $\psi_a(0) = \psi_b(0) = 0$ and for $c \in \{a, b\}$, $l = 0, 1, 2, \ldots$

$$\psi_c(lN + k + 1) := \psi_c(lN + k) + T_c(x_c(lN + k), j_c(lN + k)), \quad \text{for } k = 0, \ldots, N - 2,$$

$$\tau_l := \max \left\{ \sum_{i=0}^{N-1} T_a(x_a(lN + i), j_a(lN + i)), \sum_{i=0}^{N-1} T_b(x_b(lN + i), j_b(lN + i)) \right\},$$

$$\psi_a((l + 1)N) := \psi_a((l + 1)N) := \psi_a(lN) + \tau_l. \quad \text{(18)}$$
Given a sequence of matrices \( \{ A_a(k) \} \in \mathcal{A}^\mathbb{N}, \{ A_b(k) \} \in \mathcal{B}^\mathbb{N} \), we define the corresponding transition operators \( \Phi_a, \Phi_b \) for \( c \in \{ a, b \} \) by

\[
\Phi_c(k, k) = I, \quad \Phi_c(m + 1, k) = A_c(m + 1)\Phi_c(m, k), \quad \forall m \geq k \in \mathbb{N}.
\]  

Then, due to the synchronization guaranteed by (18) at (what we call) meta-events, the evolution of the states at meta-events \( l \in \{ 0, 1, 2, \ldots \} \), is given by

\[
\begin{bmatrix}
  x_a((l + 1)N) \\
  x_b((l + 1)N)
\end{bmatrix} =
\begin{bmatrix}
  \Phi_a((l + 1)N, lN) & 0 \\
  0 & \Phi_b((l + 1)N, lN)
\end{bmatrix}
\begin{bmatrix}
  x_a(lN) \\
  x_b(lN)
\end{bmatrix}.
\]  

Notice, however, that the previous equation is not sufficient to determine the evolution of the whole system as, in general, the matrices \( A_c(k) \) and thus the matrices \( \Phi_c((l + 1)N, lN) \) are random matrices, whose values depend on the average allocation, \( \bar{x}_c \), over some window of capacity events. Accordingly, in this paper we will consider averages over finite time windows of length \( N \).

**Remark:** There has been a simplifying choice that \( N \), the length of the averaging time, equals \( M \), the length of the time window of meta events. Also we assume that meta event windows for different resources are equal. This merely has the purpose of not over-encumbering the analysis and theorems with notation. The following results can be extended to the more general case of time windows of length \( M \neq N \) and \( M_a \neq M_b \) for resources \( a \) and \( b \).

### 3.2 Finite averaging

Recall the definition of the averages \( \bar{x}_{ci}, c \in \{ a, b \}, i = 1, \ldots, n \), of length \( N \) from (15). Let \( \rho_{a,j}, j \in \mathcal{S}_a \; \rho_{b,j}, j \in \mathcal{S}_b \) be probability functions as in (6). For example, they might be defined according to (14). The probabilistic law for \( c \in \{ a, b \} \) is

\[
\mathbb{P} \left( A_c(k) = A_{c,j} \mid \bar{x}_c(k) \right) = \rho_{c,j}(\bar{x}_a(k), \bar{x}_b(k)).
\]  

The probabilities in the interval \([lN - N + 1, lN]\), determined by the averages \( \bar{x}_c(k) \), together with equations (20) are sufficient to determine the evolution of the meta-events. Accordingly, we introduce the vector of partial averages over the interval \([lN - N + 1, lN]\) as follows:

\[
\begin{align*}
  z_a(l) & \triangleq \left[ x_a(lN)^\top \frac{1}{2} \sum_{i=0}^{N-1} x_a(lN - i)^\top \ldots \frac{1}{N} \sum_{i=0}^{N-1} x_a(lN - i)^\top \right]^\top, \\
  z_b(l) & \triangleq \left[ x_b(lN)^\top \frac{1}{2} \sum_{i=0}^{N-1} x_b(lN - i)^\top \ldots \frac{1}{N} \sum_{i=0}^{N-1} x_b(lN - i)^\top \right]^\top.
\end{align*}
\]  

Now we define for \( l \in \mathbb{N} \)

\[
\zeta(l) = \begin{bmatrix} z_a(l)^\top & z_b(l)^\top \end{bmatrix}^\top \in \mathbb{R}^{2nN}.
\]  
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The evolution of $\zeta(l)$ is described by
\[
\zeta(l + 1) = \Gamma(l)\zeta(l),
\] where
\[
\Gamma(l) \triangleq \begin{bmatrix}
\gamma_a(l) & 0 \\
0 & \gamma_b(l)
\end{bmatrix},
\]
and for $c \in \{a, b\}$
\[
\gamma_c(l) = \begin{bmatrix}
\Phi_c((l + 1)N, lN) & 0 & \ldots & 0 \\
\frac{1}{2} \sum_{i=0}^{l-1} \Phi_c((l + 1)N - i, lN) & 0 & \ldots & 0 \\
\frac{1}{2} \sum_{i=0}^{l-1} \Phi_c((l + 1)N - i, lN) & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{N} \sum_{i=0}^{N-1} \Phi_c((l + 1)N - i, lN) & 0 & \ldots & 0
\end{bmatrix} \in \mathbb{R}^{nN \times nN}.
\]

Note that by construction $\Gamma(l)$ maps $\Sigma^{2N}$ into itself, so we may use these matrices to construct an equivalent IFS on this space. All that is required is to construct the appropriate probability functions. Of particular interest will be the matrix $\Gamma_1$, defined as the matrix obtained by choosing the full drop matrices $A_1, B_1$ in all instances. The corresponding matrices $\gamma_{1c}$, $c \in \{a, b\}$ are then of the form (with $C_1$ equal to $A_1$ or $B_1$)
\[
\gamma_{1c} = \begin{bmatrix}
C_1^{N-1} & 0 & \ldots & 0 \\
\frac{1}{2} \sum_{i=0}^{N-1} C_1^{N-i} & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{N} \sum_{i=0}^{N-1} C_1^{N-i} & 0 & \ldots & 0
\end{bmatrix}.
\]

The possible matrices $\Gamma$ occurring in (23) are uniquely determined by the sequences $A_{a,j_0}, \ldots, A_{a,j_{N-1}}$ in $\mathcal{A}^N$ and $A_{b,\ell_0}, \ldots, A_{b,\ell_{N-1}}$ in $\mathcal{B}^N$. Thus, we require probability functions $p_{a,\nu}, p_{b,\mu} : \Sigma^{2N} \to [0, 1]$ for all $(\nu, \mu) \in \mathcal{S}_a^N \times \mathcal{S}_b^N$. Given the probability functions $p_{c,j}, c \in \{a, b\}, j \in \mathcal{S}_c$ from (21) the probability of a realization of the sequences $\nu = (j_0, \ldots, j_{N-1}), \mu = (\ell_0, \ldots, \ell_{N-1})$ can be computed recursively. To this end, let $z_{a,k}, k = 1, \ldots, n$, denote the subvectors of $z_a \in \mathbb{R}^N$ and note that $(z_a, z_b) \in \Sigma_a^{2N}$ and the sequences $\nu, \mu$ determine the order in which capacity events occur for the two resources in a deterministic manner. Also note that using the entries of $\zeta$ we have for $k = 0, \ldots, N - 1$ that
\[
\tilde{x}_c(lN + k) = \frac{N-k}{N} z_{c,N-k} + \frac{1}{N} \sum_{i=0}^{k-1} \Phi_c(i + 1, 0)z_{c,1}.
\]

From (21) we thus obtain for the probabilities for $j_0, \ldots, j_{N-1}$
\[
\mathbb{P}(j_0 = j|\zeta) = \rho_{a,j}(z_{a,N}, z_{b,N})
\]
and if the $k$th capacity event for resource $a$ occurs after exactly $m$ capacity events have occurred for resource $b$
\[
\mathbb{P}(j_k = j|\zeta, j_0, \ldots, j_{k-1}, \ell_0, \ldots, \ell_m) = \rho_{a,j}(\tilde{x}_a(lN + k), \tilde{x}_b(lN + m)),
\]
with a similar formula for the probabilities for \( \mu \). Note that the argument of the function on the right can be computed using the knowledge of \( \zeta \) and the indices \( j_0, \ldots, j_{k-1}, \ell_0, \ldots, \ell_m \) with the help of (27). The definition of the functions \( p_{\nu, \mu} = p_{a, \nu}p_{b, \mu} : \Sigma_{2N} \to [0, 1], (\nu, \mu) \in S_a \times S_b \) now just uses standard manipulations. We omit the details.

### 3.3 Ergodicity of the Synchronised AIMD

We are now ready to present the main results of this paper. The conditions of Theorem 4 require a notion of average contractivity on the state space. If we want to apply this to the IFS defined by (22) with the probabilities described in (28), we need to show that the matrices in (25) have a contractivity property. To this end, we introduce on \( \mathbb{R}^{nN} \) the norm

\[
\| \mathbf{x} \|_{N, 1} = \max_{i=1, \ldots, N} \| x_i \|_1, \quad \mathbf{x} = [x_1^\top, \ldots, x_N^\top]^\top \in \mathbb{R}^{nN}, x_i \in \mathbb{R}^n, i = 1, \ldots, N.
\]

We denote by \( \mathcal{A}_\Gamma \) the set of matrices that can be constructed from the set \( \mathcal{A}, \mathcal{B} \) in the form (25). To start, consider the following lemma:

**Lemma 1.**

a) For all \( \Gamma \in \mathcal{A}_\Gamma \) and \( \zeta \in \mathbb{R}^{2nN} \), we have

\[
\| \Gamma \zeta \|_{N, 1} \leq \| \zeta \|_{N, 1}.
\]

b) The subspace

\[
\mathcal{E} = \ker \begin{bmatrix} e^\top & 0_{(N-1)n} & 0_n & 0_{(N-1)n} \\ 0_n & 0_{(N-1)n} & e^\top & 0_{(N-1)n} \end{bmatrix} = \left\{ \zeta = \begin{bmatrix} z_a^\top \\ z_b^\top \end{bmatrix} \in \mathbb{R}^{2nN} : e^\top z_{a,1} = e^\top z_{b,1} = 0 \right\}
\]

is invariant under all \( \Gamma \in \mathcal{A}_\Gamma \).

c) Recall \( \Gamma_1 \in \mathcal{A}_\Gamma \) from (26). Then, for all \( \zeta \in \mathcal{E} \)

\[
\| \Gamma_1 \zeta \|_{N, 1} \leq q \| \zeta \|_{N, 1},
\]

where

\[
q = \max \left( \frac{1}{N} \sum_{i=1}^{N} \beta_a^i, \frac{1}{N} \sum_{j=1}^{N} \beta_b^j \right) < 1,
\]

and where \( \beta_a \) and \( \beta_b \) are the multiplicative-decrease parameters for resource \( a \) and resource \( b \), respectively.

**Proof.** a) The block matrices in the first block column of \( \Gamma \) are convex combinations of products of column stochastic matrices and, therefore, column stochastic, see (25). In particular, the induced 1-norm of these matrices is equal to 1. This shows

\[
\| \Gamma \zeta \|_{N, 1} \leq \max_{c=a, b} \max_{k=1, \ldots, N} \left\| \frac{1}{k} \left( \sum_{i=0}^{k-1} \Phi_c((l+1)N - i, lN) \right) z_{c,1} \right\|_1 \leq \max \{ \| z_{a,1} \|_1, \| z_{b,1} \|_1 \} \leq \| \zeta \|_{N, 1}.
\]
b) The upper left \( n \times n \) block of a matrix \( \gamma_a \) is the product of column stochastic matrices and, therefore, column stochastic. For a column stochastic matrix \( M \), it is easy to see that \( e^T x = 0 \) implies \( e^T M x = e^T x = 0 \). The same argument applies to the matrices \( \gamma_b \).

c) Recall that we denote by \( A_1 \in A \) the complete drop matrix for resource \( a \). From [4, Lemma 3.5] it is known that \( e^T x = 0 \) implies \( \|Ax\|_1 \leq \beta \|x\|_1 \) as well as \( e^T Ax = 0 \). For the block entries of the first row of \( \gamma_{1a} \) this implies

\[
\left\| \frac{1}{k} \left( \sum_{i=0}^{k-1} A_1^{N-i} \right) x \right\|_1 \leq \frac{1}{k} \left( \sum_{i=0}^{k-1} \beta_a^{N-i} \right) \|x\|_1.
\]

As \( \beta_a < 1 \), the constant on the right is maximized for \( k = N \) (over the options \( k = 1, \ldots, N \)). The claim now follows by rearranging the sum and maximizing with respect to \( a, b \).

This part of the lemma shows that the iteration of random choices of \( \Gamma \) matrices are contractive when studied with respect to a suitable norm. This is crucial for establishing existence of a unique invariant and attractive measure for the associated Markov chain.

**Theorem 6.** Consider the AIMD algorithm with finite averaging and Lipschitz continuous probability functions \( \rho_{a,j}, j \in S_a, \rho_{b,j}, j \in S_b \). Assume that the probabilities \( \rho_{a,1}, \rho_{b,1} \) of the full drop matrices for both resources are strictly positive on \( \Sigma_a^2 \). Then for all \( N \geq 1 \), the IFS (23) associated to finite averaging over length \( N \) with probability functions given by (28), (29) has the following properties: There exists a unique invariant and attractive measure \( \pi^{2N} \) on \( \Sigma^{2N} \). Furthermore, for all initial conditions \( \zeta(0) \in \Sigma^{2N} \), we have almost surely

\[
\lim_{k \to \infty} \frac{1}{k+1} \sum_{j=0}^{k} \zeta(j) = \int_{\Sigma^{2N}} \zeta d\pi^{2N}(\zeta) = \mathbb{E}_{\pi^{2N}}[\zeta]. \tag{35}
\]

**Proof.** First note that the probability functions \( p(\mu, \nu), (\mu, \nu) \in S_a^N \times S_b^N \) constructed using (28) and (29) for the lifted system are obtained as products of the functions \( \rho_{a,j}, j \in S_a, \rho_{b,j}, j \in S_b \). Therefore, they are also Lipschitz continuous. In addition, as \( \rho_{a,1}, \rho_{b,1} \) are strictly positive on \( \Sigma_a^2 \), there exists a constant \( \hat{p} > 0 \), such that for the probability function \( p_1 \) associated with \( \Gamma_1 \) we have \( p_1(\zeta) > \hat{p} \) for all \( \zeta \in \Sigma_n^{2N} \).

From now on, we abbreviate \( \kappa = (\mu, \nu) \). In order to apply Theorem 4, we must show that the sufficiency conditions stated there are satisfied, i.e., that there exist \( r < 1 \) and \( \delta > 0 \) such that for all \( \zeta, \eta \in \Sigma^{2N} \),

\[
\sum_{\kappa \in \mathcal{C}(\zeta, \eta)} p_\kappa(\zeta) \|\Gamma_\kappa(\zeta - \eta)\|_{N,1} \leq r \|\zeta - \eta\|_{N,1}, \tag{36}
\]

and, for \( \mathcal{C}(\zeta, \eta) = \{\kappa \in \mathcal{S}_a^N \times \mathcal{S}_b^N : \|\Gamma_\kappa(\zeta - \eta)\|_{N,1} \leq r \|\zeta - \eta\|_{N,1}\} \) we require

\[
\sum_{\kappa \in \mathcal{C}(\zeta, \eta)} p_\kappa(\zeta)p_\kappa(\eta) \geq \delta. \tag{37}
\]
In order to show that (36) holds, first notice that when \( \zeta, \eta \in \Sigma^{2N} \), we have \( \zeta - \eta \in \mathcal{E} \). Hence, Lemma 1 (c) implies the existence of a constant \( q < 1 \) such that

\[
\| \Gamma_1 (\zeta - \eta) \|_{N,1} \leq q \| \zeta - \eta \|_{N,1}.
\]

Using the existence of the constant \( \hat{p} > 0 \) and Lemma 1 (a), we obtain that for all \( \zeta, \eta \in \Sigma^{2N} \)

\[
\sum_{\kappa} p_\kappa (\zeta) \| \Gamma_\kappa (\zeta - \eta) \|_{N,1} \leq p_1 (\zeta)q + (1 - p_1 (\zeta)) \leq \hat{p}q + (1 - \hat{p}) \triangleq r < 1. \quad (38)
\]

To demonstrate (37), note that \( q \leq r \); hence

\[
\sum_{\kappa \in \mathcal{C}(x,y)} p_\kappa (x)p_\kappa (y) \geq p_1 (y)p_1 (x) \geq \hat{p}^2 > 0.
\]

The claim now follows from an application of Theorem 4.

**Comment:** Before proceeding, it is important to place the above theorem in context. Establishing ergodicity is important for a number of reasons. At a very basic level, it means that results, from a probabilistic perspective, are independent of initial conditions. This is important from the perspective of developing distributed optimization algorithms; a basic feature of such algorithms is that they should be uniformly convergent irrespective of initial conditions. An additional implication of ergodicity is that, when exploring such algorithms from a practical perspective using simulations, rigorous conclusions can be drawn from these simulations. Finally, from a very practical perspective, ergodicity is an essential feature of any algorithm that underpins economic contracts, in which metrics such as Quality of Service are important and need to be independent of initial conditions, such as in the sharing economy.

### 4 Simulations

To illustrate the main result, we now include the following simulations. The objective is to demonstrate the independence of initial conditions with respect to a number of moments for a given system. More specifically, we present 150 Monte Carlo simulations with 4 agents, 2 resources (both with capacity 1), and initial conditions randomly chosen in \([0, 0.25]\). The network parameters are described in Table 1.

At each capacity event, each agent multiplicatively decreases their share of resource \( a \) or \( b \) with probability

\[
p_i (k) = \frac{1}{2N} \left( \sum_{\ell=0}^{N} \tilde{x}_{a,i}(k - \ell) + \sum_{j=0}^{N} \tilde{x}_{b,i}(k - j) \right). \quad (39)
\]

Figure 2 shows one realization of the system. As can be seen, when resource \( a \) (the blue curve) reaches the 5th capacity event in a row, it stops evolving, and it waits for resource \( b \)
Table 1: Parameters for the 4 agents and the 2 resources.

| Agent | $\alpha_a$ | $\beta_a$ | $\alpha_b$ | $\beta_b$ |
|-------|-------------|-----------|------------|-----------|
| 1     | 0.01        | 0.95      | 0.07       | 0.65      |
| 2     | 0.08        | 0.9       | 0.08       | 0.7       |
| 3     | 0.61        | 0.85      | 0.025      | 0.8       |
| 4     | 0.045       | 0.75      | 0.02       | 0.85      |

Figure 2: The evolution of the utilization of two resources under the AIMD algorithm with $N = 5$. (the green line) to reach the 5th capacity event. Once that happens, the two resources are again synchronised and the evolution starts again.

Figure 3 presents the evolution of the mean and variance (over 150 Monte Carlo simulations) of allocations of resources $a$ and $b$ over time. As can be seen, despite the difference in initial conditions, every agent eventually converges to the same mean and variance for both resources, as predicted by Theorem 3.3.

5 Conclusions and Future Work

In this work, we explored the behaviour of two AIMD networks that regularly synchronise with one another. We proved that such a system inherits the ergodic property of the two individual AIMD networks and this result was showcased through extensive Monte Carlo simulations. This result will be the basis for an extension of this analysis to a broader class of interconnected AIMD networks.
Figure 3: The evolution of the mean and variance (across 150 Monte Carlo simulations) of the allocation $x$ for the same two resources and four agents as in Figure 2.
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