Demonstrating a Walk in the Park: Learning to Walk in 20 Minutes With Model-Free Reinforcement Learning
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Abstract—Deep reinforcement learning is a promising approach to learning policies in unstructured environments. Due to its sample inefficiency, though, deep RL applications have primarily focused on simulated environments. In this work, we demonstrate that the recent advancements in machine learning algorithms and libraries combined with careful MDP formulation lead to learning quadruped locomotion in only 20 minutes in the real world. We evaluate our approach on several indoor and outdoor terrains that are known to be challenging for classical, model-based controllers and observe that the robot consistently learns a walking gait on all of these terrains. Finally, we evaluate our design decisions in a simulated environment. We provide videos of all real-world training and code to reproduce our results on our website: https://sites.google.com/berkeley.edu/walk-in-the-park

I. INTRODUCTION

Agile, robust, and capable robotic skills require careful controller design and validation to work reliably in the real world. Reinforcement learning offers a promising alternative, acquiring effective control strategies directly through interaction with the real system, potentially right in the environment in which the robot will be situated. Although large-scale robotic RL experiments in the real world have been described in a number of prior works [1–5], many others have sought to sidestep the need for real-world training over concerns about sample efficiency, often going to great lengths to design sophisticated simulation systems [6–10] and transfer learning methods [11–20]. For example, learning to solve a Rubik’s cube with a robotic hand required 13 thousand years’ worth of experience [21], which amounted to several months of wall-clock time using distributed training in simulation. In robotic locomotion, Rudin et al. [22] also utilize distributed training to collect 80 hours’ worth of simulated experience to train an ANYmal robot to walk in 20 minutes. Using the A1 quadrupedal robot as we do, Kumar et al. [16] use 1.2 billion samples to train a robust controller, corresponding to roughly 4.5 months’ worth of cumulative experience—without accounting for the often significant physical overhead required to train in the real world—that can be acquired in 1 day using an appropriate simulator. In this paper, we focus specifically on the task of robotic quadrupedal locomotion and ask: just how efficiently can we implement fully model-free deep RL algorithms?

Perhaps surprisingly, we find that with careful design decisions in the task setup and algorithm implementation, it is possible for a quadrupedal robot to learn to walk from scratch in under 20 minutes across a range of environments. This does not require novel algorithmic components or any other unexpected innovation, but rather careful implementation of one of several existing algorithmic frameworks (and indeed multiple algorithms can work well), combined with modern optimized deep learning packages and a number of careful design decisions for the MDP formulation of the locomotion task. This result runs counter to the principles articulated in several prior works, which suggest either that simulated training is critical for quadrupedal locomotion because the training times are too long [22, 32–35], that demonstration data is needed to overcome local optima challenges [15, 35], or that more sophisticated algorithmic frameworks with model-based RL [23, 29] or hand-designed movement primitives [29, 36–39] are necessary for real-world training.

Our main contribution is an empirical demonstration that current deep RL methods can effectively learn quadrupedal locomotion directly in the real world in under 20 minutes. While our results largely build on existing methods, we demonstrate for the first time that a careful combination of existing components can enable direct real-world learning of locomotion skills with drastically lower training periods than reported in prior work. Our evaluation includes real-world training in four different locations (one indoor, three outdoor,
Roboticists have traditionally designed controllers for quadrupedal locomotion using a combination of footstep planning, trajectory optimization, and model-predictive control (MPC) [31, 40–42]. Learning provides an appealing alternative to classic model-based methods, as it avoids the need for intricate modeling and extensive domain knowledge about the locomotion task, instead allowing the learning algorithm to discover a gait that works well for a given robot. Furthermore, learning in the real world allows the robot to improve over time with “on-the-job” experience.

A major question in this line of work is whether RL methods could ever be efficient enough to learn dynamic locomotion in diverse real-world environments with more complex robots. Indeed, some works have sought to sidestep this challenge by using simulation to learn controllers that are directly transferred to the real world [7, 10, 13, 22, 25, 32, 43–46] or learning policies that can use small amounts of data when deployed in the real world to search among the space of policies it has for a suitable one [11–16, 47]. Still, these methods rely entirely on the strategies the robot was able to learn while training in simulation. So, the training conditions must be designed and implemented such that the training captures the behaviors that are transferable to the real-world conditions. While this approach to learning controllers is often sufficient, it is non-trivial to foresee all the possible situations the robot may encounter when deployed in the real world and engineer the appropriate training environments in simulation to prepare for them. Furthermore, these learned models are fundamentally limited to those training experiences—they cannot perfectly generalize when they are tested in situations that differ enough from their training experience, but these unexpected situations are likely to arise in the real world that is highly complex, unstructured, and unpredictable. Early work in learning directly in the real world explored utilizing higher level action spaces [29, 36–39, 48, 49] or fine-tuning [24] to do real-world training. We show that careful implementation of already known model-free RL techniques can enable learning to walk from scratch using low-level control, such as PD targets, in several real-world environments. Next, we detail prior work in using model-free RL for real-world training of locomotion policies, followed by model-based work, and finally, systems aspects relevant to contextualizing these approaches. For a tabular overview comparing the assumptions, requirements, and results of the works most relevant to ours, see Table I.

a) Model-free learning: Much of the early work on learning from scratch in the real world applied model-free policy gradient methods to modulate pre-defined motions on relatively simple hardware. Kohl et al. [36] learn parameters of a pre-defined open-loop trajectory generator to control a Sony AIBO quadruped, and Tedrake et al. [50] learn a feedback controller to improve the control of a passive dynamic walker whose design is such that it walks when control is disabled, using policy gradient methods. Luck et al. [48] achieved sample-efficient learning by leveraging periodicity to similarly learn few parameters to tweak a finned robot’s predefined controller. Choi et al. [39] also use a stochastic policy gradient method to learn to control a Snapbot by learning a distribution over Gaussian random paths that define fixed length joint trajectories that are then realized by an open-loop controller. Yang et al. [49] learns a model-free RL policy in the real world which outputs gait parameters and foot placements that are realized by a low-level MPC controller. While very effective for learning walking motions in the real world by shaping exploration and ensuring safety, using high-level action spaces limits the types of skills that can be learned. Recent works [27, 28] have utilized off-policy methods [51] to perform sample-efficient learning on a Minitaur (2 active DOF per leg) by directly outputting target joint positions. Training requires roughly 2 hours (160k control steps) to learn to walk forward and 1.5 hours (60k control steps per direction) to learn to walk forward and backward, respectively. Our work also uses off-policy model-free RL to learn from scratch in the real world—uniquely, though, we train an A1 quadrupedal robot (3 active DOF per leg) not only in lab settings, but also on

| Hardware | Actions | Resets | Terrains | Samples | Hours | Real World | Samples | Hours |
|----------|---------|--------|----------|---------|-------|-----------|---------|-------|
| Ours     | A1      | PD targets | Learned | Indoor/Outdoor | 0 | 0 | 20 · 10^3 | 0.33 |
| Wu et al. [23] | A1 | PD targets | None | Indoor | 0 | 0 | 72 · 10^3 | 1 |
| Smith et al. [24] | A1 | PD targets | Learned | Indoor/Outdoor | 10^6 | N/A | 22.5 · 10^3 | 1 |
| Kumar et al. [16] | A1 | PD targets | N/A | Indoor | 1.2 · 10^5 | 24 | 0 | 0 |
| Rudin et al. [22] | ANYmal | PD targets | N/A | Indoor | 14.7 · 10^5 | 0.33 | 0 | 0 |
| Lee et al. [25] | ANYmal | PMTG [26] parameters | N/A | Indoor/Outdoor | N/A | 16 | 0 | 0 |
| Ha et al. [27] | Minitaur | PD targets | Engineered | Indoor | 0 | 0 | 60 · 10^3 | 1.5 |
| Haarnoja et al. [28] | Minitaur | PD targets | Manual | Indoor | 0 | 0 | 160 · 10^3 | 2 |
| Yang et al. [29] | Minitaur | PMTG [26] parameters | Unknown | Indoor | 0 | 0 | 45 · 10^3 | 0.167 |

Table I: Overview of experimental details (hardware platform used, the kinds of actions, and access to resets) and data requirements of the works most relevant—in terms of setup and task—to ours (ordered chronologically). We list the approximate numbers reported for the tasks that most closely resemble ours (walking forward). For “Training Statistics” we list the data used for training, i.e., we do not include data used in evaluation (that may be used in few-shot adaptation [16]), and the wall-clock time associated with collecting that data either in simulation or in the real world. Some earlier works demonstrated learning in the real world on the Minitaur [30], a relatively simple quadrupedal robot with neither shoulder nor hip abduction, in controlled, lab settings. RL with adaptation [16], and the wall-clock time associated with collecting that data either in simulation or in the real world. Some earlier works demonstrated learning in the real world allows the robot to improve over time with “on-the-job” experience.

see Figure 1), and detailed simulated analysis to understand the relative importance of different design choices.

II. RELATED WORK

Experimental Design | Training Statistics

| Hardware | Actions | Resets | Terrains | Simulation | Real World |
|----------|---------|--------|----------|------------|------------|
| Ours     | A1      | PD targets | Learned | Indoor/Outdoor | 0 | 0 | 20 · 10^3 | 0.33 |
| Wu et al. [23] | A1 | PD targets | None | Indoor | 0 | 0 | 72 · 10^3 | 1 |
| Smith et al. [24] | A1 | PD targets | Learned | Indoor/Outdoor | 10^6 | N/A | 22.5 · 10^3 | 1 |
| Kumar et al. [16] | A1 | PD targets | N/A | Indoor | 1.2 · 10^5 | 24 | 0 | 0 |
| Rudin et al. [22] | ANYmal | PD targets | N/A | Indoor | 14.7 · 10^5 | 0.33 | 0 | 0 |
| Lee et al. [25] | ANYmal | PMTG [26] parameters | N/A | Indoor/Outdoor | N/A | 16 | 0 | 0 |
| Ha et al. [27] | Minitaur | PD targets | Engineered | Indoor | 0 | 0 | 60 · 10^3 | 1.5 |
| Haarnoja et al. [28] | Minitaur | PD targets | Manual | Indoor | 0 | 0 | 160 · 10^3 | 2 |
| Yang et al. [29] | Minitaur | PMTG [26] parameters | Unknown | Indoor | 0 | 0 | 45 · 10^3 | 0.167 |

While this approach to learning controllers is often sufficient, it is non-trivial to foresee all the possible situations the robot may encounter when deployed in the real world and engineer the appropriate training environments in simulation to prepare for them. Furthermore, these learned models are fundamentally limited to those training experiences—they cannot perfectly generalize when they are tested in situations that differ enough from their training experience, but these unexpected situations are likely to arise in the real world that is highly complex, unstructured, and unpredictable. Early work in learning directly in the real world explored utilizing higher level action spaces [29, 36–39, 48, 49] or fine-tuning [24] to do
outdoor irregular terrains, in just 20 minutes.

b) Model-based learning: Model-based RL methods have been applied to enable an AI robot to learn how to walk on flat ground [23, 29]. Yang et al. [29] use trajectory generators [26], which output smooth, periodic leg trajectories and use a model-based method to modulate these trajectories. Concurrent work by Wu et al. [23] uses a latent dynamics model to generate additional training data in order to reduce the burden on collecting real-world samples [52] in order to learn to walk with low-level PD targets as actions within an hour. In contrast, we use a learned policy to automatically provide resets, and our robot learns to walk within 20 minutes in five environments, three of which are natural outdoor terrains, using a simple model-free method.

c) Systems considerations: RL is known to require lots of data to learn complex behaviors. For example, a state-of-the-art blind quadrupedal locomotion policy trained completely in simulation required 12 hours [25]; however, real-world data is significantly more expensive to collect. Some have sought to eliminate the data collection bottleneck, using upwards of thousands of workers to collect experience simultaneously and consolidating the information for policy updates [53–55]. In the locomotion domain, Rudin et al. [22] use this parallelism to train a simulated ANYmal quadruped to walk on uneven terrain—in 20 minutes of wall-clock time—and then deploy the learned policy in the real world. However, massively parallel data collection is not often feasible in the real world. As such, the focus of another line of work has been on enabling sample-efficient methods with asynchronous pipelines. Due to computational costs, many prior works claim asynchronous training to be necessary for real-world training [23, 28, 51, 56, 57]. Most similar in spirit to our work, Haarnoja et al. [28] have a three-part asynchronous training pipeline, with jobs dedicated to data collection, motion capture for state and reward estimation. Follow-up work [27] achieved superior sample efficiency (approximately half the samples required) with the same underlying algorithm by performing synchronous training at a per-step basis (as opposed to episodic, asynchronous training), thereby reducing overall wall-clock time by a similar factor. Recently, more efficient model-free methods have been enabled by placing a larger burden on the computation. In our work, we find that we are able to support synchronous, per-step training in our implementation (see Subsection III-B), achieving learning in 20 minutes on a real robot using a single GPU laptop.

III. Fast and Simple Real-World RL

In this section, we describe the algorithmic framework we use, which is based on standard Q-function actor-critic methods [58], building most directly on DroQ [59], which extends the SAC algorithm [51] with Dropout [60] and Layer Normalization [61]. We emphasize that our result is not enabled so much by any one algorithmic component (though the algorithm is also important!), but rather careful implementation and task setup, which we discuss in Section IV.

A. Preliminaries

Learning to walk can be formalized as a Markov Decision Process (MDP), defined by a tuple $(S, A, p_0, p, r, \gamma)$ where $S \subset \mathbb{R}^m$ is the state space, $A \subset \mathbb{R}^n$ is the action space, $p_0(\cdot)$ is the initial state distribution, $p(\cdot | s, a)$ governs dynamics, $r : S \times A \rightarrow \mathbb{R}$ defines rewards, and $\gamma \in [0, 1)$ is the discount factor. The goal of RL is to optimize the expected discounted cumulative return induced by the policy $\pi : S \rightarrow A$:

$$E \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) \right].$$

We consider actor-critic methods consisting of interleaved policy evaluation and improvement steps. During policy improvement, we fit a critic to estimate the discounted returns of the current training policy starting at state $s$ and action $a$:

$$J(\theta) = \mathbb{E}_{(s, a, s') \sim D} \left[ (Q_{\theta}(s, a) - y(s, a, s'))^2 \right]$$

$$y(s, a, s') = r(s, a) + \gamma Q_{\pi}(s', a') \quad \text{where} \quad a' \sim \pi_{\eta}(\cdot | s')$$

where $Q_{\pi}$ is a target network with weights updated via exponential moving average. Then, the critic is used to improve the policy by maximizing the objective:

$$J(\eta) = \mathbb{E}_{s \sim D, a \sim \pi_{\eta}(\cdot | s)} [Q_{\theta}(s, a)].$$

The most widely-used off-policy RL algorithms for continuous control, such as SAC and DDPG [51, 62], are commonly trained by making one critic update and one policy update after each environment step. Since the update time can exceed what is allowed by the robot's control frequency, sometimes real-world training is performed by collecting an entire trajectory and then updating the critic and policy for a number of steps equal to the length of the trajectory [28]. Next we will discuss the simple changes to these common practices we make that has enabled our result.

B. Efficient Model-Free RL

Actor-critic methods have recently become significantly more sample-efficient by improving critic training, thereby allowing more learning on the same amount of training data. For example, REDQ [63] extends SAC [51] by utilizing a large ensemble of critics and randomly sampling subsets of them. DroQ [59] regularizes the critic with Dropout [60] and Layer Normalization [64]. The common thread is some sort of regularization or normalization (or both) that mitigates the tendency of off-policy, bootstrapped critic updates to overfit and lead to overestimation [59, 63]. These techniques allow for taking significantly more gradient steps on the critic (up to 20) after each environment step, which in turn leads to significantly more sample-efficient learning. As we will discuss in our analysis in Section VI, a variety of approaches lead to the critical jump in improvement over the baseline method. These results suggest that the key is not any one particular choice but the general principle of augmenting actor-critic RL with regularization or normalization.
While these methods speed up learning with respect to the number of samples collected, the increased computational cost actually supersedes data collection as the primary bottleneck for real-world training. That is, a naive implementation cannot train as fast as the samples are collected. Prior work has addressed this either by performing asynchronous training [23, 28] or training in-between trials [24]. Both add a delay between the agent interacting with the environment and learning from the samples, which slows down training. Our choice of algorithm and implementation is aimed at enabling real-time synchronous training, which we expand on in Section VI. For implementation, we use JAX [65], a modern machine learning framework that performs just-in-time compilation to optimize execution significantly (see Section V for a discussion of the practical aspects).

IV. SYSTEM DESIGN

We design our system prioritizing fast training in unstructured real-world environments. We use a relatively low-level action space—rather than using pre-defined motion primitives as discussed is used in many prior works (see Section II)—and use only proprioceptive information—so as to be able to train anywhere, without an instrumented motion capture system. Of course, the MDP definition and implementation often has a large impact on learning, e.g., we found the design of the action space to be particularly important. In the remainder of this section, we detail these design decisions. For our robot platform, we use the Al robot from Unistree and build our simulation using MuJoCo [66] and DM Control [67]. The policy \( \pi_t \) and Q-function \( \{Q_{\theta_t}\}_{i=1}^{N_{ensemble}} \) are modeled using separate fully-connected neural networks that are constructed and trained using JAX [65].

A. State and Action Spaces

For learning locomotion controllers, the robot’s position is used in order to provide reward supervision [67], and privileged information is often used to train policies in simulation [16, 25]. As such, such policies cannot trivially be further trained in the real world. When training in the real world, motion capture systems have been used to localize the robot [27, 28]. However, in order to train in the wild, the robot must be able to receive feedback purely from its onboard sensors. In terms of actions, for generality, we parameterize the policy to directly output joint targets rather than rely on pre-defined gaits or trajectory generators.

The state \( s_t \) contains the root orientation, root angular velocity, root linear velocity, joint angles, joint velocities, binary foot contacts, and the previous action. For the root orientation, we include the roll and pitch. For angular velocity, we include roll, pitch, and yaw information (as to penalize excessive turning). We use an onboard linear velocity estimator which combines integrated acceleration and leg velocity estimated with forward kinematics via Kalman filter that was shown to suffice for reward supervision in outdoor environments [24]. Actions \( a_t \) are PD position targets for each of the 12 joints and applied at a frequency of 20Hz. We define the action space for every leg as \([p-o, p+o]\) where \( p \) corresponds to initial robot pose and \( o \) is an action offset. Following Fu et al. [68], we use \( o = [0.2, 0.4, 0.4] \).

We confirm that constraining the action space is crucial for training the agent with RL in Section VI. Moreover, we found that the initial robot pose also impacts exploration significantly. In the simulator, we used \( p = [0.05, 0.7, -1.4] \); however, during the early experiments in the real world, we found that \( p = [0.05, 0.9, -1.8] \) promotes safer exploration on the robot since this configuration leads to fewer failures. We use a position controller where the torques commanded to the robot are computed as \( \tau = K_p (q^* - q) - K_d \dot{q}. \) In this case, \( q^* \) and \( q \) define the desired and current positions correspondingly, while \( \dot{q} \) defined motor velocities. \( K_p \) and \( K_d \) define motor gains and damping.

B. Reward Function

Prior works have reported using very complex reward functions consisting of upwards of tens of terms to give rise to a desired motion [15, 25, 68, 69]. We found that with the state and action space choices described above, even a simple reward function was sufficient to produce naturalistic gaits. We define the reward function following standard DM Control [67] locomotion tasks, where the agent is provided with a constant reward within a target velocity interval, outside of which the reward linearly decays to 0.

\[
r(s, a) = r_v(s, a) - 0.1 v_{yaw}^2
\]

where \( v_{yaw} \) is an angular yaw velocity and

\[
r_v(s, a) = \begin{cases} 
1, & \text{for } v_x \in [v_t, 2v_t] \\
0, & \text{for } v_x \in (-\infty, -v_t) \cup [4v_t, \infty) \\
1 - \frac{|v_x - v_t|}{2v_t}, & \text{otherwise.}
\end{cases}
\]

where \( v_t \) is the target velocity, while \( v_x \) is a forward linear velocity in the robot frame. Our choice of the reward function is motivated by simplicity.

During early experiments with the real robot, we found that using the forward velocity in the robot’s local frame caused it to dive forward as falling quickly onto its head does correspond to high forward velocity from the robot’s perspective. However, our goal is for the robot to move forward in the global frame, parallel to the ground plane, so we instead project the forward velocity onto the ground plane. To keep the robot from leaving the training area with minimal interruption, we simply continue training while providing a reward of 0 when we detect that someone has lifted the robot interruption, we instead project the forward velocity onto the ground plane. However, our goal is for the robot to move forward in the global frame, parallel to the ground plane, so we instead project the forward velocity onto the ground plane. To keep the robot from leaving the training area with minimal interruption, we simply continue training while providing a reward of 0 when we detect that someone has lifted the robot.
PyTorch implementation was not fast enough for synchronous training, only permitting an effective control frequency of 7.5 Hz.

B. Results

We report the average velocity over intervals of 1000 time-steps (corresponding to 1 minute of wall-clock time) during training in Figure 3 with respect to the number of real-world samples collected during which the robot was on the ground (not including the times the robot was lifted and reoriented). Per answering (1), we report the average and standard deviation (solid line and shaded region, respectively) across four runs on the flat, solid ground (pink). In all cases, the robot learns to walk in less than 20,000 samples (roughly 17 minutes’ worth of data which amounts to 20 total minutes of wall-clock time due to various minor sources of overhead: jitting (about 1 minute), resetting and reorienting the robot, etc.). At the start of training, the robot mostly shuffles, slowly edging backwards. In 5 minutes, the robot learns to inch forward but is unstable. Within 10 minutes, the robot learns to take fairly large steps, but it has not learned to maintain balance while taking these larger steps. Finally, after 15 minutes of training, the robot adopts more conservative behavior in order to both walk and remain balanced.

Next, we train on the variety of challenging terrains detailed in Subsection V-A. On the memory foam, the robot makes its way out of the initial position it had sunk into during initial data collection (similar to the situation shown in the earliest frame of Figure 2 (second from left)) within about 5 minutes. In contrast to the flat, solid ground, the robot falls much less frequently, but its feet often catch on the fabric cover and it needs to learn to walk in a way such that it avoids dragging the fabric with it in order to traverse it. On the thick layer of wood mulch, the initial data collection essentially digs the robot quite deep into the loose ground. In the first ten minutes, the robot learns to kick up its front feet in order to dig itself through, as seen most clearly in the latest frame of Figure 2 (middle) where the robot is kicking its front, right leg up to pull itself forward. Furthermore, the terrain is irregular, yet it is able to quickly adapt its behavior. In all cases the robot learns to traverse each given terrain with roughly 20,000 samples (20 minutes).

VI. ANALYSIS OF DESIGN DECISIONS

This section presents simulated comparisons of design decisions and SAC variants we considered in this work. Since our goal is to run training on a real robot, we aim for design decisions and algorithms that lead to improved stability and sample efficiency. To match the real-world setup, we simulate the official A1 model in MuJoCo, and used the same position controller and rewards as discussed in Section III-B. We provide the exact model we used on the project website.

a) MDP formulation: First, we observe that the value of damping for the position controller used for the robot significantly impacts learning (see Figure 4a). Small damping values ($Kd = 1$) lead to instabilities, which are not desirable for a policy executed on a real robot, while large values...
b) Setup ablations

(c) SAC variants

(d) Synchronous training

Fig. 3: Learning curves for all the real-world experiments showing the average velocity of the stochastic policy with respect to real-world, wall-clock time. Note that the robot runs continuously, training in between sending actions to the physical hardware. 1000 time-steps corresponds roughly to 1 minute of training time, all things considered.

prevent the agent from reaching the target velocity ($Kd = 20$). Therefore, for the remaining ablations, we used the value of damping set to 10. We also evaluate other design decisions in Figure 4b. In particular, we confirm the efficacy of constraining the action space: we observe that the simulated agent cannot make any progress in the unconstrained action space, while constraining the space leads to stable training and does not prevent the agent from reaching the target velocity. Finally, we note that applying a low-pass filter to the PD targets to promote smoothness, as is common practice [15, 24, 27], degrades learning efficiency. This is perhaps unsurprising, as the filter creates a dependency on action history that violates the Markovian assumption.

b) Algorithms: Our goal is to train a robot to walk in the real world as efficiently as possible, where efficiency includes computational complexity, sample complexity, and total wall-clock time. As discussed in Section III-B, we utilize off-policy, model-free actor-critic methods (basing all on SAC [51]), and investigate a variety of regularization and normalization techniques to accelerate them. We present an extensive comparison in Figure 4c, with the aim of understanding which ingredients are important for attaining the requisite sample efficiency for training in the real world. Standard SAC (purple) with an update-to-data (UTD) ratio of 1 takes one gradient step on the critic for every one time step of data collection. Efficiency can be increased by taking more gradient steps, and we show standard SAC with a larger UTD ratio of 20 (dark blue) as well. We see that naïvely increasing the number of critic updates made per time-step improves sample efficiency, but still requires roughly 30k samples, which would amount to roughly 30 minutes’ worth of data, to reach the target velocity. We implement REDQ [63] by modifying SAC with UTD ratio of 20 to use random subsets of a larger ensemble of networks in order to calculate target values, and we see this regularization indeed leads to improvement (roughly 5k fewer time-steps, or 5 minutes wall-clock time, required). As noted in DroQ [59], REDQ is more computationally expensive due to the large ensemble, and regularizing the critic with a combination of LayerNorm and Dropout can lead to similar benefits at lower compute cost (blue). However, we also consider LayerNorm (pink) and Dropout (orange) in isolation (each also with a UTD ratio of 20). Perhaps surprisingly, Dropout alone already performs similarly to REDQ, whereas LayerNorm (even without Dropout) leads to even better performance. We conclude that a variety of regularization or normalization methods, if implemented and applied carefully, can all achieve a similar level of improvement in performance over their underlying algorithm in our setup. That is, the important thing is not any single specific regularization technique, but the use of any suitable regularization so as to enable SAC to effectively use higher UTD ratios. We also compare updating the agent between episodes and after every environment step and notice that getting immediate feedback leads to more stable training and faster convergence (see Figure 4d). In order to facilitate this kind of training synchronously, the updates must be inexpensive enough to be able to perform them between time-steps (of which there are 20 per second). As such, we favor using the less computationally expensive DroQ variants over others in the real world.
VII. Conclusion

We present our finding that we can train quadrupedal robots to walk via deep RL in real-world settings, such as grass, loose ground, forest trails, and mattresses, with about 20 minutes of training. We demonstrate that this can be enabled using a high-quality implementation of existing algorithmic ideas combining standard actor-critic algorithms with one of a number of regularization strategies. We compare the different design choices in simulation and show that a variety of designs can work well, and then demonstrate in the real world that this leads to highly efficient and successful learning on a range of different terrains. Our empirical results show that real-world training of locomotion policies via RL can be significantly more practical than previously believed, and does not necessarily require significant deviations from existing practice in RL, but rather careful combination of current best practices. We hope that our work will serve to further encourage investigation of real-world RL in robotics.
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