Is First Person Vision Challenging for Object Tracking?
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Above Image: Qualitative examples of some sequences contained in the proposed TREK-150 benchmark dataset. The white rectangle represents the ground-truth bounding box of the target object. Each number in the top left corner identifies the frame index. For each sequence, the action performed by the camera wearer is also reported (verb in orange, noun in blue). As can be noted, objects undergo significant appearance and state changes due to the manipulation by the camera wearer, which makes the proposed setting challenging for current trackers.

Abstract

Understanding human-object interactions is fundamental in First Person Vision (FPV). Tracking algorithms which follow the objects manipulated by the camera wearer can provide useful cues to effectively model such interactions. Visual tracking solutions available in the computer vision literature have significantly improved their performance in the last years for a large variety of target objects and tracking scenarios. However, despite a few previous attempts to exploit trackers in FPV applications, a methodical analysis of the performance of state-of-the-art trackers in this domain is still missing. In this paper, we fill the gap by presenting the first systematic study of object tracking in FPV. Our study extensively analyses the performance of recent visual trackers and baseline FPV trackers with respect to different aspects and considering a new performance measure. This is achieved through TREK-150, a novel benchmark dataset composed of 150 densely annotated video sequences. Our results show that object tracking in FPV is challenging, which suggests that more research efforts should be devoted to this problem so that tracking could benefit FPV tasks.

1. Introduction

Understanding the interactions between a camera wearer and the surrounding objects is a fundamental problem in First Person Vision (FPV) [19, 87, 57, 33, 20, 73, 12, 4, 5, 13]. To model such interactions, the continuous knowledge of where an object of interest is located inside the video frame is advantageous. The benefits of tracking in FPV have been explored by a few previous works to predict future active objects [32], analyze social interactions [2], improve the performance of hand detection for rehabilitation purposes [83], locate hands and capture their movements for action recognition [44] and human-object interaction forecasting [57]. On a more abstract level, the features computed after the frame by frame localization of objects have been increasingly used for egocentric action recognition [87, 89, 62] and anticipation [33, 76, 78].

Despite the aforementioned attempts to leverage tracking in egocentric vision pipelines, most approaches rely on object detection models that evaluate video frames independently. This paradigm has the drawback of ignoring all the temporal information coming from the object appearance and motion contained in consecutive video frames and generally requires a higher computational cost due to the repeated detection process on every frame. In contrast, visual object tracking aims to exploit past information about the target to infer its position and shape in the next frames of a video [63]. This process is subject to different challenges including occlusions, appearance changes, illumination variation, fast motion, and motion blur. Additionally, many practical applications pose real-time constraints to the computation, which specifically hold in FPV when...
the localization of objects is needed by higher-level real-time algorithms. While the use cases of object tracking in egocentric vision are manifold as previously discussed, it is clear that tracking is still not a dominant technology in the FPV field. We experimentally show that this is mainly due to the limited performance of current trackers in egocentric videos due to the involved FPV challenges such as camera motion, persistent occlusion, significant scale and state changes, as well as motion blur (see Figure 1). Due to these challenges, previous works have proposed customized approaches to track specific targets like people [3], people faces [1], or hands [44, 83, 65, 37, 81] from the FPV perspective. A solution specifically designed to track arbitrary objects in egocentric videos is still missing. Instead, the computer vision community has made significant progress in the visual tracking of generic objects. This has been possible thanks to development of new and effective tracking principles [11, 40, 7, 21, 8, 16, 98, 18], and to the careful design of benchmark datasets [91, 66, 35, 52, 31, 41] and challenges [49, 48, 50, 47]. Nowadays, the state-of-the-art tracking solutions achieve excellent results on a large variety of tracking domains [91, 66, 35, 41, 50, 47]. However, all these research endeavours have taken into account mainly the classic third person scenario in which objects are observed from an external point of view and are not manipulated by the camera wearer. Additionally, the performance of existing trackers has never been evaluated in the FPV domain, which raises the question of whether current solutions can be used “off-the-shelf” or more domain-specific investigations should be carried out.

To answer the aforementioned questions, in this paper we aim to extensively analyze the problem of visual object tracking in the FPV domain. Given the lack of suitable benchmarks, we follow the standard practice of the visual tracking community that suggests to build an accurate dataset for evaluation [91, 56, 66, 52, 35, 50, 59]. Therefore, we propose a novel visual tracking benchmark, TREK-150 (TRacking-Epic-Kitchens-150), which is obtained from the large and challenging FPV dataset EPIC-KITCHENS-55 (EK-55) [19]. TREK-150 provides 150 video sequences densely annotated with the bounding boxes of a target object the camera wearer interacts with. Additionally, sequences have been labelled with attributes that identify the visual changes the object is undergoing, the class of the target object and the action the person is performing. Using the dataset, we present an in-depth study of the accuracy and speed performance of both non-FPV and FPV visual trackers. A new performance measure is also introduced to evaluate trackers with respect to FPV scenarios.

In sum, the contributions of this paper are: (i) the first systematic analysis of visual object tracking in FPV; (ii) the description and release of the new TREK-150 dataset, which offers new challenges and complementary features with respect to existing visual tracking benchmarks; (iii) two FPV baseline trackers combining a state-of-the-art generic object tracker and FPV object detectors; (iv) a new and improved measure to assess the tracker’s ability to maintain temporal reference to targets.

Our results show that FPV offers challenging tracking scenarios for the most recent and accurate trackers [18, 22, 80, 21, 9] and even for FPV trackers. Considering the potential impact of tracking on FPV, we suggest that more research efforts should be devoted to the considered task, for which we believe the proposed TREK-150 benchmark will be a key research tool. Annotations, trackers’ results, and code are available at https://machinelearning.uniud.it/datasets/trek150/.

2. Related Work

Visual Tracking in FPV. There have been some attempts to tackle visual tracking in FPV. Alletto et al. [3] improved the TLD tracker [43] with a 3D odometry based module to track people. For a similar task, Nigam et al. [70] proposed a combination of the Struck [38] and MEEM [95] trackers with a person re-identification module. Face tracking was tackled by Aghaei et al. [1] through a multi-object tracking approach termed extended-bag-of-tracklets. Hand tracking was studied in several works [44, 83, 65, 37, 81]. Sun et al. [81] developed a particle filter framework for hand pose tracking. Müller et al. [65] proposed a solution based on an RGB camera and a depth sensor. Kapidis et al. [44] and Visée et al. [83] proposed to combine the YOLO [74] detector trained for hand detection with trackers. The former used the multi-object tracker DeepSORT [88], whereas the latter employed the KCF [40] single object tracker. Han et al. [37] exploited a detection-by-tracking approach on video frames acquired with 4 fisheye cameras. All the presented solutions focused on tracking specific targets (i.e., people, faces, or hands), and thus they are likely to fail in generalizing to arbitrary target objects. Moreover, they have been validated on custom designed datasets, which limits their reproducibility and the ability to compare them to other works. In contrast, we focus on the evaluation of algorithms for the generic object tracking task. We design our evaluation to be reproducible and extendable by releasing TREK-150, a dataset of 150 videos of different objects manipulated by the camera wearer, which we believe will be useful to study object tracking in FPV. To the best of our knowledge, ours is the first attempt to evaluate systematically generic object tracking in the FPV context.

Visual Tracking for Generic Settings. In recent years, there has been an increased interest in developing accurate and robust single object tracking (SOT) algorithms for generic targets and domains. Preliminary trackers were
Table 1: Statistics of the proposed TREK-150 benchmark compared with other benchmarks designed for SOT evaluation.

| Benchmark | OTB-50 [90] | OTB-100 [91] | TC-128 [56] | UAV123 [66] | NUS-PRO [52] | NIS [35] | VOT2019 [50] | CDTB [59] | TREK-150 |
|-----------|-------------|-------------|-------------|------------|-------------|---------|-------------|-----------|----------|
| # videos  | 51          | 100         | 128         | 123        | 365         | 100     | 60          | 80        | 150      |
| # frames  | 29K         | 59K         | 55K         | 113K       | 133K        | 383K    | 20K         | 102K      | 97K      |
| Min frames across videos | 71       | 71          | 71          | 109        | 146         | 169     | 41          | 406       | 161      |
| Mean frames across videos | 578      | 590         | 429         | 915        | 371         | 3830    | 332         | 1274      | 649      |
| Median frames across videos | 392      | 393         | 365         | 882        | 300         | 2448    | 258         | 1179      | 484      |
| Max frames across videos | 3872     | 3872        | 3872        | 3085       | 5040        | 20665   | 1500        | 2501      | 4640     |
| Frame rate | 30 FPS     | 30 FPS      | 30 FPS      | 30 FPS     | 30 FPS      | 30 FPS  | 30 FPS      | 30 FPS    | 60 FPS   |
| # target object classes | 10        | 16          | 27          | 9          | 8           | 17      | 30          | 23        | 34       |
| # sequence attributes | 11        | 11          | 11          | 12         | 12          | 9       | 6           | 13        | 17       |
| FPV       | ✗           | ✗           | ✗           | ✗          | ✗           | ✗       | ✗           | ✗         | ✗        |
| # action verbs | n/a       | n/a         | n/a         | n/a        | n/a         | n/a     | n/a         | n/a       | 20       |

Visual Tracking Benchmarks. Disparate bounding box level benchmarks are available today to evaluate the performance of SOT algorithms. The Object Tracking Benchmarks (OTB) OTB-50 [90] and OTB-100 [91] are two of the most popular benchmarks in the visual tracking community. They provide 51 and 100 sequences respectively including generic targets like vehicles, people, faces, toys, characters, etc. The Temple-Color-128 (TC-128) dataset [56] comprises 128 videos and was designed for the evaluation of color-enhanced trackers. The UAV123 dataset [66] was constructed to benchmark the tracking of 9 classes of target in 123 videos captured by unmanned aerial vehicle (UAV) cameras. The NUS-PRO dataset [52] contains 365 sequences and aims to benchmark human and rigid object tracking with targets belonging to one of 8 categories. The Need for Speed (NfS) dataset [35] provides 100 sequences with a frame rate of 240 FPS. The aim of the authors was to benchmark the effects of frame rate variations on the tracking performance. The VOT2019 benchmark [50] was the last iteration of the annual Visual Object Tracking challenge that required bounding-boxes as target object representation. This dataset contains 60 highly challenging videos, with generic target objects belonging to 30 different categories. The Color and Depth Tracking Benchmark (CDTB) dataset [59] offers 80 RGB sequences paired with a depth channel. This benchmark aims to explore the use of depth information to improve tracking performance. Following the increased development of deep learning based trackers, large-scale generic-domain SOT datasets have been recently released [67, 41, 31]. These include more than a thousand videos normally split into training and test subsets. The evaluation protocol associated with these sets requires the evaluation of the trackers after they have been trained on the provided training set. Despite the fact that all the presented benchmarks offer various tracking scenarios, limited work has focused on FPV, with some studies tackling the problem of tracking pedestrians or cars from a moving camera [77]. Some datasets of egocentric videos such as ADL [72] and EK-55 [19] contain bounding-box object annotations. But due to the sparse nature of such annotations (typically 1/2 FPS), these datasets cannot be used for the accurate evaluation of trackers in FPV context. To the best of our knowledge, our proposed TREK-150 dataset is the first benchmark for tracking objects which are relevant to (or manipulated by) a camera wearer in egocentric videos. We believe that TREK-150 is tantalizing for the tracking community because it offers complementary tracking situations (which we characterize with a total of 17 attributes) and new target object categories (for a total of 34) that are not present in other tracking benchmarks. Since in this paper we aim to benchmark generic approaches to visual tracking (that would not necessarily consider the deep learning approach), we follow the practice of previous works [91, 56, 66, 52, 35, 50, 59] and set up a well described dataset for evaluation of generic SOT algorithms. We believe that TREK-150 can be a useful research tool for both the FPV and visual tracking research communities.

3. The TREK-150 Benchmark Dataset

The proposed TREK-150 dataset is composed of 150 video sequences. In each, a single target object is labeled with a bounding box which encloses the visible parts of the object. The bounding boxes are given for each frame in which the object is visible (as a whole or in part). To be
Meaning

Rotation
Deformable Object
Fast Motion
Low Resolution
Illumination Variation
Scale Change
Motion Blur
Partial Occlusion
Head Motion
Rigid Object
Similar Objects
Out Of View
Full Occlusion
2 Hands Interaction
High Resolution
Aspect Ratio Change
1 Hand Interaction

Also contains sparse bounding-box references of manipulations in kitchens. EK-55 provides videos annotated with additional attributes such as scale changes, partial/full occlusion and fast motion, which are commonly considered in standard tracking benchmarks [91, 66, 67, 31, 50]. The top part of Table 2 reports the 13 attributes considered for the selection.

Table 2: Selected sequence attributes. The first block of rows describes attributes commonly used by the visual tracking community. The last four rows describe additional attributes introduced in this paper to characterize FPV tracking sequences.

| Attribute | Meaning |
|-----------|---------|
| SC | Scale Change: the ratio of the bounding-box area of the first and the current frame |
| ARC | Aspect Ratio Change: the ratio of the bounding-box aspect ratio of the first and the current frame |
| IV | Illumination Variation: the area of the target bounding-box is subject to light variation |
| SOB | Similar Objects: there are objects in the video of the same object category or with similar appearance to the target |
| RIG | Rigid Object: the target is a rigid object |
| DEF | Deformable Object: the target is a deformable object |
| ROT | Rotation: the target rotates in the video |
| POC | Partial Occlusion: the target is partially occluded in the video |
| FOC | Full Occlusion: the target is fully occluded in the video |
| OUT | Out Of View: the target completely leaves the video frame |
| MB | Motion Blur: the target region is blurred due to target or camera motion |
| FM | Fast Motion: the target bounding-box has a motion change larger than its size |
| LR | Low Resolution: the area of the target bounding-box is less than 1000 pixels in at least one frame |
| HR | High Resolution: the area of the target bounding-box is larger than 250000 pixels in at least one frame |
| HM | Head Motion: the person moves their head significantly thus causing camera motion |
| IH | 1 Hand Interaction: the person interacts with the target object with one hand for consecutive video frames |
| 2H | 2 Hands Interaction: the person interacts with the target object with both hands for consecutive video frames |

Compliant with other tracking challenges, every sequence is additionally labeled with one or more of 17 attributes describing the visual variability of the target in the sequence, plus two additional action verb and noun attributes indicating the action performed by the camera wearer and the class of the target. Qualitative examples of the video sequences are shown in Figure 1, whereas Table 1 reports key statistics of our dataset in comparison with existing benchmarks.

Data Collection. The videos have been sampled from EK-55 [19], which is a public, large-scale, and diverse dataset of egocentric videos focused on human-object interactions in kitchens. EK-55 provides videos annotated with the actions performed by the camera wearer in the form of temporal bounds and verb-noun labels. The dataset also contains sparse bounding-box references of manipulated objects annotated at 2 frames per second in a temporal window around each action. To obtain a suitable pool of video sequences interesting for object tracking, we cross-referenced the original verb-noun temporal annotations of EK-55 to the sparse bounding box labels. This allowed to select sequences in which the camera wearer manipulates an object. Each sequence is composed of the video frames contained within the temporal bounds of the action, extracted at the original 60 FPS frame rate and at the original full HD frame size [19]. According to the authors of [19], this frame rate is necessary in FPV to contrast the fast motion and motion blur happening due to the proximity of the main scene and the camera point of view. From the initial pool, we selected 150 video sequences which were characterized by attributes such as scale changes, partial/full occlusion and fast motion, which are commonly considered in standard tracking benchmarks [91, 66, 67, 31, 50]. The top part of Table 2 reports the 13 attributes considered for the selection.

Data Labeling. After selection, the 150 sequences were associated to only 3000 bounding boxes, due to the sparse nature of the object annotations in EK-55. Since it has been shown that visual tracking benchmarks require dense and accurate annotations [50, 66, 31, 82], we re-annotated the bounding boxes of the target objects on the 150 sequences. Batches of sequences were delivered to annotators who were explicitly instructed to perform the labeling. Such initial annotations were then carefully checked and refined by a visual tracking expert. This process produced 97296 frames labeled with bounding boxes related to the position and visual presence of objects the camera wearer is interacting with. Following the initial annotations, we employed axis-aligned bounding boxes. This kind of representation is widely used in many FPV pipelines [32, 34, 33, 19, 45, 83, 79], and thus it allows us to give immediate results on the impact of trackers in such contexts. Moreover, the recent progress of trackers on various benchmarks that use this state representation [91, 66, 35, 59, 67, 31, 41] demonstrates that it provides sufficient information about the target for consistent and reliable performance evaluation.

Along with the bounding boxes, the sequences have been...
labeled considering 17 attributes which define the motion and visual appearance changes the target object is subject. These include the aforementioned 13 standard tracking attributes, plus 4 additional ones (High Resolution, Head Motion, 1-Hand Interaction, 2-Hands Interaction) which have been introduced to characterize FPV sequences and are summarized in the bottom part of Table 2. Figure 2(a) reports the distributions of the sequences with respect to the 17 attributes. Figure 2(b) compares the distributions of the most common SOT attributes in TREK-150 and in other well-known benchmarks. Our dataset provides a larger number of sequences affected by partial occlusions (POC), changes in scale (SC) and/or aspect ratio (ARC), and motion blur (MB). We claim that these peculiarities, which are complementary to those of existing datasets, are due to the particular first person viewpoint, camera motion, and the human-object interactions contained in the videos. Based on EK-55’s verb-noun labels, sequences were also associated to 20 verb labels (e.g., “wash” - see Figure 1) and 34 noun labels indicating the category of the target object (e.g., “box”). Figures 2(c-d) show the distributions of the videos relative to verbs and target nouns. As can be noted, TREK-150 reflects the EK-55’s long-tail distribution of labels.

4. Trackers

We considered 33 trackers in our benchmark evaluation. 31 of these trackers have been selected to represent different popular approaches to SOT, for instance with respect to the matching strategy, type of image representations, learning strategy, etc. Specifically, in the analysis we have included short-term trackers [50] based on both correlation-filters with hand-crafted features (MOSSE [11], DSST [23], KCF [40], Staple [6], BACF [46], DCFNet [85], STRCF [54], MCCTH [84]) and deep features (ECO [21], ATOM [32], DiMP [8], PrDiMP [24], KYS [9]). We also considered deep siamese networks (SiamFC [7], GOTURN [39], DSLT [58], SiamRPN++ [53], SiamDW [97], UpdateNet [96], SiamFC++ [92], SiamBAN [16], Ocean [98]), tracking-by-detection methods (MDNet [58], VITAL [80]), as well as trackers based on target segmentation representations (SiamMask [86], D3S [60]), meta-learning (MetaCrest [71]), and fusion strategies (TRASFUST [29]). The long-term [50] trackers SPLIT [93], GlobalTrack [42], and LTMU [18] have been also taken into account in the study. These trackers are designed to address longer target occlusion and out of view periods by exploiting object re-detection modules. All of the selected trackers are state-of-the-art approaches published between the years 2010-2020.

In addition to the aforementioned generic object trackers, we developed 2 baseline FPV trackers that combine the LTMU tracker [18] with (i) the EK-55 trained Faster-R-CNN [19] and (ii) the Faster-R-CNN-based hand-object detector [79]. We refer to them as LTMU-F and LTMU-H respectively. These baseline trackers exploit the respective detectors as object re-detection modules according to the LTMU scheme [18]. In short, the re-detection happens when a verification module notices that the tracker is not following the correct target. In such a case, the module triggers the execution of the respective FPV detector which proposes candidate locations of the target object. Each of the candidates is evaluated by the verification module, and the location with highest confidence is used to re-initialize the tracker. The two modules implement conceptually different strategies for FPV-based object localization. The first aims to find objects in the scene, while the second looks for the interaction between the camera wearer and objects.

5. Evaluation

Evaluation Protocols. We employed three standard protocols to perform our analysis. The first is the one-pass evaluation (OPE) protocol detailed in [91], which implements the most realistic way to execute trackers. It consists in initializing a tracker with the ground-truth in each point and let run either forward or backward in time (depending on the longest sub-sequence yielded by the initialization point) until the end of the sub-sequence. This protocol allows a tracker to better cover all the situations happening in the sequences, ultimately leading to more robust evaluation scores. We refer to this setup as multi-start evaluation (MSE).

Since many FPV tasks such as object interaction [20] and early action recognition [34], or action anticipation [19], require real-time computation, we evaluated the ability of trackers to provide their object localization in such a setting. This was achieved by following the details given in [48, 55]. In short, this protocol, which we refer to as RTE, runs an algorithm considering its running time. The protocol skips all the frames, considered to occur regularly according to the frame rate, which appeared during the interval between the algorithm’s execution start and end times.

Performance Measures. To quantitatively assess the performance of the trackers on the proposed dataset, we used different measures that compare all tracker’s predicted bounding boxes with respect to the temporally aligned ground-truth bounding boxes. To evaluate the localization accuracy of the trackers, we employ the success plot
Figure 3: Performance of the selected trackers on the proposed TREK-150 benchmark under the OPE protocol. The curves in solid colors report the performance of the 33 benchmarked trackers on TREK-150, whereas the curves overlaid in semi-transparent colors outline the performance obtained by the same trackers on the standard OTB-100 [91] dataset. In brackets, next to the trackers’ names, we report the SS, NPS and GR values achieved on TREK-150 (in black) and on OTB-100 [91] (in gray). As can be noted, all the trackers exhibit a significant performance drop when tested on our challenging FPV benchmark. LTMU-H and LTMU-F achieve marginally better performance, while we expect significant boosts to be achievable with a careful design of FPV trackers.

Figure 4: SS, NPS, and GSR of 17 of the benchmarked trackers on the sequence attributes of proposed TREK-150 benchmark under the MSE protocol. The red plain line highlights the average performance. (The results for POC are not reported because this attribute is present in every sequence).

[91], which shows the percentage of predicted bounding boxes whose intersection-over-union with the ground-truth is larger than a threshold varied from 0 to 1 (Figure 3 (a)). We also use the normalized precision plot [67], that reports, for a variety of distance thresholds, the percentage of bounding boxes whose center points are within a given normalized distance (in pixels) from the ground-truth (Figure 3 (b)). As summary measures, we report the success score (SS) [91] and normalized precision scores (NPS) [67], which are computed as the Area Under the Curve (AUC) of the success plot and normalized precision plot respectively. Along with these standard metrics, we employ a novel plot which we refer to as generalized success robustness plot (Figure 3 (c)). We take inspiration from the robustness metric proposed in [47] which measures the normalized extent of a tracking sequence before a failure. But differently from [47], which uses a fixed overlap threshold to detect a collapse, we propose to use different thresholds ranging in [0, 0.5]. This allows to assess the length of tracking sequences for different application scenarios. We consider 0.5 as the maximum threshold as higher overlaps are usually associated to positive predictions in many computer vision tasks. Similarly as [91, 67], we use the AUC of the generalized robustness plot to obtain an aggregate score which we refer to as generalized success robustness (GSR). This new measure evaluates trackers’ capability of maintaining long temporal reference to targets. We think this aspect is especially important in FPV as longer references to the target can lead to a better modeling of the camera viewer’s actions and interactions with objects.

Finally, we evaluate the trackers’ processing speed in frames per second (FPS) to quantify their efficiency.

6. Results

How Do the Trackers Perform in the FPV Scenario? Figure 3 reports the performance of the selected trackers on TREK-150 using the OPE protocol. For reference, we also report the performance of the trackers on the popular OTB-100 [91] benchmark (semi-transparent curves - gray numbers in brackets). It can be clearly noted that the overall performance of the trackers is decreased across all measures when considering the challenging FPV scenario of TREK-150. For example, the SS, NPS, and GSR scores of LTMU on TREK-150 are 43.7%, 44.8%, and 43.1%, which
are much lower than the respective 69.6%, 76%, and 78%, achieved on OTB-100. With the MSE protocol, LTMU achieves the respective scores of 46.9%, 48.3%, 38.6%. These results show that the particular characteristics of FPV present in TREK-150 introduce challenging scenarios for visual trackers. Some qualitative examples of the trackers’ performance are shown in Figure 11 of the Appendix.

Generally speaking, trackers based on deep learning (e.g. LTMU, TRASFUST, ATOM, KYS, Ocean) perform better in SS and NPS than those based on hand-crafted features (e.g. BACF, MCCTH, DSST, KCF). Among the first class of trackers, the ones leveraging online adaptation mechanisms (e.g. LTMU, ATOM, VITAL, ECO, KYS, DiMP) are more accurate than the ones based on single-shot instances (e.g. Ocean, D3S, SiamRPN++). The generalized success robustness plot in Figure 3(c) and the GSR results of Figure 10 of the supplementary report a different rankings of the trackers, showing that more spatially accurate trackers are not always able to maintain longer reference to targets.

Under both the OPE and MSE protocols, the proposed FPV trackers LTMU-H and LTMU-F are largely better in SS and NPS, while they lose some performance in GSR. Such outcome shows that adapting a state-of-the-art method to FPV allows to marginally improve results, while we expect significant performance improvements to be achievable by a tracker accurately designed to tackle the FPV challenges introduced by this benchmark.

How Do the Trackers Perform With Respect to the Actions? The first row of plots in Figure 5 reports the MSE protocol results of SS, NPS, and GSR with respect to the associated verb action labels. Actions that mainly cause a spatial displacement of the target (e.g. “move”, “store”, “check”) generally have less impact on the performance. Actions that change the state, shape, or aspect ratio of an object (e.g. “remove”, “squeeze”, “cut”, “attach”) generate harder tracking scenarios. Also the sequences characterized by the “wash” verb lead trackers to poor performance. In-

4See Appendix D for the overall MSE results of all trackers.

5The analysis was restricted to 17 trackers for a better visualization of the plots/tables. The 17 trackers were selected to represent various methodologies. The results for all trackers are available in Appendix D.
How Fast Are the Trackers? Table 3 reports the FPS performance of the trackers with respect to the associated noun labels. Rigid, regular-sized objects such as “pan”, “kettle”, “bowl”, “plate”, and “bottle” are among the ones associated with high average scores. On the other hand, some rigid objects such as “knife”, “spoon”, “fork” and “can” are harder to track, probably due to their particularly thin shape and the light reflectance they are easily subject to. Deformable objects such as “sponge”, “onion”, “cloth” and “rubbish” are in general also difficult to track.

Do Trackers Already Offer Any Advantage in FPV? Despite we are demonstrating that FPV is challenging for current trackers, we assess whether these already offer an advantage in the FPV domain to obtain information about which scenarios and actions cause the performance to change. Finally, we have shown that object tracking can manifest other capabilities when deployed into application scenarios.
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Details are given in the Appendix C of the supplementary material.
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A. Motivations And Details Behind TREK-150

In this section, we provide more motivations and details behind the construction of the TREK-150 benchmark dataset.

First of all, we remark that TREK-150 has been designed for the evaluation of visual tracking algorithms in FPV regardless of their methodology. Indeed, this paper does not aim to provide a large-scale dataset to improve the performance of deep learning based trackers. Instead, its goal is to assess the impact of the first-person viewpoint on current trackers and, to the best of our knowledge, this analysis was never done before. Hence, as a first step towards providing an answer to such a point (which is also highlighted in the title of the paper), we focused on benchmarking the tracking progress made by the computer vision community in the last years.

Video Collection. The video sequences contained in TREK-150 have been sampled from the EPIC-Kitchens-55 (EK-55) dataset [19]. This has been done because EK-55 is currently the largest dataset for understanding human-object interactions in FPV (it provides up to 55 hours of human-object interaction examples). Thanks to its dimension, it is the only database that provides a significant amount of diverse interaction situations between various people and several different types of objects. Hence, it allowed us to select suitable diverse tracking sequences that reflect the common scenarios tackled in FPV tasks.

Bounding Box Annotations. To represent the spatial localization of objects, we employed axis-aligned bounding-boxes. This design choice for the TREK-150 benchmark is supported by the fact that this representation is largely used in many FPV pipelines [32, 34, 33, 19, 45, 83, 79]. Therefore, computing performance results based on such allows us to correlate them to the results of other FPV tasks that employ the same object representation. Hence, we can better highlight the impact that trackers would have in such contexts. Moreover, we would like to highlight the difficulty that the FPV setting poses on the development of more sophisticated annotations for object categories that appear commonly in FPV scenarios. Figure 6 shows some examples of these. The first two images from the left show the objects “cheese” and “onion” (these are considered as single objects according to the EK-55 annotations [19]) which prevent the determination of the angle for an oriented bounding-box, or an even accurate segmentation mask due to their spatial sparsity. The two images on the right present objects for which providing a segmentation is very ambiguous. Indeed, most of the pixels in the image area of the knife (third image) belong actually to foam, while the heavy motion blur happening on the object of the fourth image (where the target is a bottle) prevents the definition of the actual pixels belonging to the object. In all these scenarios, axis-aligned bounding-boxes result in robust target representations that provide a consistent delineation of the object. For these motivations, and to make representations and annotations consistent across the whole dataset, we employed such annotation representations.

Moreover, the latest progress of visual tracking algorithms on various benchmarks that use this state representation [91, 66, 35, 59, 67, 31, 41] demonstrates that it provides sufficient information about the target for consistent and reliable performance evaluation. Furthermore, using more sophisticated target representation would have restricted our analysis [86, 60, 28, 10] since the majority of state-of-the-art trackers output just axis-aligned bounding boxes [11, 23, 40, 68, 6, 7, 39, 21, 46, 80, 54, 84, 71, 53, 97, 22, 8, 93, 24, 42, 92, 18, 16, 98, 9].

Finally, we point out that the proposed axis-aligned bounding-boxes have been carefully and tightly drawn around the visible parts of the objects. Figure 7 shows some examples of the quality of the bounding box annotations of TREK-150 in contrast to the ones available in the popular OTB-100 tracking benchmark.

Frame Rate. The videos contained in TREK-150 have a frame rate of 60 FPS. This is inherited from the EK-55 dataset [19], from which videos are sampled. According to the authors [19], EK-55 has been acquired with such a setting because of the proximity of the camera point of view and the main scene (i.e. manipulated objects), which causes very fast motion and heavy motion blur when the camera wearer moves (especially when he/she moves the head).

We empirically evaluated the fast motion issue by assessing the average normalized motion happening on the frames that include fast motion (FM) (we computed them by considering the automatic procedure defined in [91, 67] to assign the FM attribute). Such a motion quantity has been computed as the distance between the center of two consecutive ground-truth bounding boxes normalized by the frame size. Considering TREK-150 with the videos at 30 FPS, such a value achieves 0.075. This is higher than the 0.068 obtained for OTB-100, the 0.033 of UAV123, or the 0.049 of NfS considered at 30 FPS. These comparisons demonstrate that the FPV scenario effectively includes challenging scenarios due to the faster motion of targets/scene. Considering the 60 FPS frame rate, the fast motion quantity of TREK-150 is reduced to 0.062, which is comparable to the values obtained in other third-person tracking benchmarks.

Sequence Labels. To study the performance of trackers under different aspects, the sequences of TREK-150 have been associated with one or more of 17 attributes that indicate the visual variability of the target in the sequence (see
Figure 6: Examples of target objects contained in TREK-150 that are difficult to represent with more sophisticated representations (e.g., rotated bounding box or segmentation mask). The first two images from the left show objects such as “cheese” and “onion” which prevent the determination of the angle for an oriented bounding box, or an accurate segmentation mask. The last two images present objects which prevent a consistent definition of a segmentation.

Figure 7: Examples of the quality of the bounding box annotations contained in TREK-150 in comparison with the ones available in the popular OTB-100 benchmark. TREK-150 provides careful and high-quality annotations that tightly enclose all the target objects.

Table 2 of the main paper for the details). The extended usage of this practice [91, 66, 35, 52, 67, 31, 41] showed how this kind of labeling is sufficient to estimate the trackers’ performance on particular scenarios. We therefore follow such an approach to associate labels on TREK-150’s videos. However, we argue that, by using this labeling setting, attention must be paid to how trackers are evaluated. The standard OPE protocol, which has been generally used to perform such evaluations, could lead to less accurate estimates. For example, it could happen that a tracker would fail for some event described by an attribute (e.g. FOC) in the first frames of a video, but that the sequence also contains some other event (e.g. MB) in the end. With the score averaging procedure defined by the OPE protocol, the low results achieved due to the first event would set low scores also for the second event, while the tracker failed just for the first one. Therefore, the performance estimate for the second attribute would not be realistic. We believe a reasonable option is to use a more robust evaluation protocol such as the multi-start evaluation (MSE). Thanks to its points of initialization which generate multiple diverse sub-sequences, this protocol allows a tracker to better cover all the possible situations happening along the videos, both forward and backward in time. All the results achieved on the sub-sequences are then averaged to obtain the overall scores on a sequence. We think the scores computed in this way to be more robust and accurate estimates of the real performance of the trackers. Hence, in this work, we follow such an approach to evaluate trackers over sequence attributes.

Single Object Tracking. In this paper, we restricted our analysis to the tracking of a single object per video. This has been done because in the FPV scenario a person interacts through hands with one or two objects at a time in general [19] (if a person interacts with two objects they can be still tracked by two single-object trackers). Moreover, focusing on a single object allows us to analyze better all the challenging and relevant factors that characterize the tracking problem in FPV. We believe that future work could investigate the employment of multiple object tracking (MOT) solutions [25] for a general understanding of the position and movement of all objects visible in the scene. We think that the study presented in this paper will give useful insights even for the development of such methods.

Differences With Other Tracking Benchmarks. We believe that the proposed TREK-150 benchmark dataset offers complementary features with respect to existing visual tracking benchmarks.

Table 1 and Figure 2(a) and (b) of the main paper show that TREK-150 provides complementary characteristics to what is available today to study the performance of visual trackers. Particularly, our proposed dataset offers different distributions of the common challenging factors encountered in other datasets. For example, TREK-150 includes a larger number of examples with occlusions (POC), fast motion (FM), scale change (SC), aspect ratio change (ARC),...
illumination variation (IV), and motion blur (MB), while it provides a competitive number of scenarios for low resolution (LR), full occlusion (FOC), deformable objects (DEF), and presence of similar objects (SOB). Additionally, even though the 4 new attributes high resolution (HR), head motion (HM), one-hand interaction (1H), two-hands interaction (2H), define particular FPV scenarios, we think that they can be of interest even for the visual tracking community. For example, as shown by the second row of images of Figure 7, 1H and 2H can be considered as attributes that define different levels of occlusion, as objects manipulated with two hands generally cause more extended hiding of the targets. Besides these sequence-level features, TREK-150 offers up to 34 target categories which, to the best of our knowledge, have never been studied. As shown by the Figures 6 and 7, these objects have challenging appearances (e.g. transparent or reflective objects like lids, bottles, or food boxes) and shapes (e.g. knives, spoons, cut food) that change dramatically due to the interaction or motion induced by the camera viewer.

We additionally computed some statistics on the bounding box ground-truth trajectories contained in the proposed dataset. Figure 8 reports these distributions. For comparison, we report the distributions computed on the popular tracking benchmarks VOT2019, UAV123, OTB-100. As can be noted, our dataset exhibits different distributions, and thus offers different behaviors of the target appearances and motions. Particularly, observing the first plot of the last column, it can be noted that TREK-150 has a wider distribution of bounding box sizes, hence making it suitable for the evaluation of trackers with targets of many different sizes. Particularly, TREK-150 has a larger number of bounding boxes with greater dimension. The plot just below the first shows that TREK-150 provides more references to assess the trackers’ capabilities in tracking objects that become smaller. Finally, the last plot shows a wider distribution for the aspect ratio change, showing that TREK-150 offers a large variety of examples to evaluate the capabilities of trackers in predicting the shape change of targets.

Additionally to these characteristics, we think TREK-150 is interesting because it allows the study of visual object tracking in unconstrained scenarios of every-day situations.

B. Tracker Details

Generic Object Trackers Details. Table 5 reports some additional information about the 31 considered generic-object trackers such as: venue and year of publication; type of image representation used; type of matching strategy; employment of target model updates; and category of tracker according to the classification of [61]. For each
Table 5: Details of the trackers involved in our evaluation. In the Image Representation column the acronyms stand for: CNN - Convolutional Neural Network; HOG - Histogram of Oriented Gradients; Pixel - Pixel Intensity; Color - Color Names or Intensity. Regarding the Matching strategy column the acronyms stand for: CF - Correlation Filter; CC - Cross Correlation; T-by-D - Tracking by Detection; Reg - Regression; Had - Hadamard Correlation. The ✓ symbol in the Model Update column expresses the target model update during the tracking procedure. The last column reports the tracking method class according to [61] (ST - Short-Term trackers, LT - Long-Term trackers).

| Tracker   | Venue       | Image Representation | Matching | Model Update | [61] Class |
|-----------|-------------|----------------------|----------|--------------|------------|
| MOSSE [11]| CVPR 2010   | Pixel                | CF       | ✓            | ST₀        |
| DSST [23] | BMVC 2014   | HOG+Pixel            | CF       | ✓            | ST₀        |
| KCF [40]  | TPAMI 2015  | HOG                  | CF       | ✓            | ST₀        |
| MDNet [68]| CVPR 2016   | T-by-D               | ✓        | ✓            | ST₁        |
| Staple [6]| CVPR 2016   | HOG+Color            | CF       | ✓            | ST₀        |
| SiamFC [7]| ECCVW 2016  | CNN                  | CC       | ✓            | ST₀        |
| GOTURN [39]| ECCV 2016 | CNN                  | Reg      | ×            | ST₀        |
| ECO [21]  | CVPR 2017   | CNN                  | CF       | ✓            | ST₀        |
| BACF [46] | ICCV 2017   | HOG                  | CF       | ✓            | ST₀        |
| DCFNet [85]| ArXiv 2017| CNN                  | CF       | ✓            | ST₀        |
| VITAL [80]| CVPR 2018   | CNN                  | T-by-D   | ✓            | ST₁        |
| STRCF [54]| CVPR 2018   | HOG                  | CF       | ✓            | ST₀        |
| MCCCTH [84]| CVPR 2018 | HOG+Color            | CF       | ✓            | ST₀        |
| DLS [58]  | ECCV 2018   | CNN                  | CC       | ✓            | ST₀        |
| MetaCrest [71]| ECCV 2018| CNN                  | CF       | ✓            | ST₁        |
| SiamRPN++ [53]| CVPR 2019| CNN                  | CC       | ×            | ST₀        |
| SiamMask [86]| CVPR 2019| CNN                  | CC       | ×            | ST₀        |
| SiamDW [97]| CVPR 2019 | CNN                  | CC       | ×            | ST₀        |
| ATOM [22] | CVPR 2019   | CNN                  | CF       | ✓            | ST₁        |
| DiMP [8]  | ICCV 2019   | CNN                  | CF       | ✓            | ST₁        |
| SPLIT [93]| ICCV 2019   | CNN                  | CF       | ✓            | LT₁        |
| UpdateNet [96]| ICCV 2019| CNN                  | CC       | ✓            | ST₀        |
| SiamFC++ [92]| AAAI 2020| CNN                  | CC       | ×            | ST₀        |
| GlobalTrack [42]| AAAL 2020| CNN                  | Had      | ×            | LT₀        |
| PrDiMP [24]| CVPR 2020  | CNN                  | CF       | ✓            | ST₁        |
| SiamBAN [16]| CVPR 2020| CNN                  | CC       | ×            | ST₀        |
| D3S [60]  | CVPR 2020   | CNN                  | CF       | ×            | ST₀        |
| LTMU [18] | CVPR 2020   | CNN                  | CF/CC    | ✓            | LT₁        |
| Ocean [98]| ECCV 2020   | CNN                  | CC       | ×            | ST₀        |
| KYS [9]   | ECCV 2020   | CNN                  | CF       | ✓            | ST₁        |
| TRASFUST [29]| ACCV 2020| CNN                  | Reg      | ×            | ST₁        |

tracker, we used the code publicly available and adopted default parameters for evaluation purposes.

**FPV Trackers Details.** In this section, we provide details on the LTMU-F and LTMU-H FPV trackers considered as baselines in our study. For a better understanding, we briefly recap the processing procedure of the LTMU tracker [18]. After being initialized with the target in the first frame of a sequence, at every other frame LTMU first executes the short-term tracker DiMP [8] that tracks the target in a local area (based on the target’s last known position) of the frame. The image patch extracted from the bounding box prediction of DiMP is evaluated by an online-learned verifying module which outputs a probability estimate for the target being contained in the patch. Such an estimate is employed to decide if the short-term tracker is tracking the target or not. If it is, the box predicted by the short-term tracker is given as output for the current frame. In the other case, a re-detection module is executed to search for the target in the global frame. The detector returns some candidate locations to contain the target and each of these is checked by the verification module. The candidate patch with the highest confidence is given as output and used as a new target location to reset the short-term tracker.

In our setting, we employ FPV-based detectors to implement such a re-detection module. For LTMU-F, we employed the EK-55 trained Faster R-CNN [19]. Among the many detections given as output, this module has been set to retain the first 10, considering a ranking based on the scores attributed by the detector to each detection. If no detection is given for a frame, the last available position of the target is considered as candidate location. For LTMU-H, we employ the object localization contained in the hand-object interaction detections given by the FPV version of Hands-in-contact [79] to obtain the target candidate locations. Such a solution [79] is implemented as an improved Faster R-
CNN which is set to learn to provide, at the same time, the localization of hands and objects, and their state of interaction. As before, if no detection is given for a frame, the last available position of the target is considered as candidate location. For both methods, the original pre-trained models (made available by the authors) which consider FPV data have been used. The described setups, which the common scheme is presented in Figure 9, give birth to two trackers that implement conceptually different strategies for FPV-based object localization. Indeed, the first solution reasons just to find objects in the scene, while the second reasons in terms of the interaction happening between the camera wearer (i.e. hands) and the objects. We would like to remark that other FPV trackers (such as the ones described in Section 2 of the main paper) have not been tested on TREK-150 because their implementations are not available.

Implementation Details. The evaluations were performed on a machine with an Intel Xeon E5-2690 v4 @ 2.60GHz CPU, 320 GB of RAM, and an NVIDIA TITAN V GPU. We considered the Python publicly available implementations of each tracker and adopted default parameters. Annotations, results of the trackers, and code are available at https://machinelearning.uniud.it/datasets/trek150/.

C. Experimental Details

Details On The Generalized Robustness. The robustness measure has been first introduced in [51]. This metric was defined as the number of drifts (i.e. the complete non-overlap between predictions and ground-truths) performed by a visual tracking algorithm. In the last iteration of the VOT challenge [47], such a robustness measure has been revised and defined as the extent of a tracking sequence before the tracker’s failure. Such an extent is determined as the number of frames positively tracked normalized by the total number of frames in the sequence. The failure event is triggered when the overlap between the predicted and ground-truth bounding-boxes becomes lower than a fixed threshold (the value 0.1 is used in [47]). In simpler words, this measure expresses the fraction of a tracking sequence that is correctly tracked from its beginning. We think this measure is of special interest to the FPV community. Indeed, it can assess the ability of a tracker to maintain reference in time to the target objects. Since many FPV tasks are devoted to understand the action performed by the camera viewer or its interaction with objects [32, 34, 33, 19, 73], having solutions capable of maintaining temporally longer references to target nouns can be advantageous to model such events. However, we believe that having a single fixed threshold is restrictive, as different applications can make different assumptions on the concept of tracking failure. Therefore, following [91] which proposed to evaluate trackers with plots computed after thresholding bounding-box overlaps with different values, we propose to build a plot considering different overlap thresholds for the determination of failure in the robustness measure [47]. This leads to the creation of the Generalized Success Robustness Plot (Figure 3(c) of the main paper) which reports the different robustness scores for the different thresholds. The latters have been studied just in the range [0, 0.5] because it is common practice, in the computer vision literature, to consider overlaps greater than 50% as positive predictions. Notice that failures could be also defined in terms of center error. In this paper, we focused on overlap-based failures since bounding-box overlap has been shown to be superior for target localization accuracy [99], but future work will investigate the employment of the center error as this kind of bounding box distance is used in FPV tasks [79]. Moreover, to compare trackers with a single score, following [91] and [67], we compute the AUC of the Generalized Success Robustness Plot which we refer as to generalized success robustness (GSR). This value expresses the average of all the scores obtained with the different thresholds. In other words, the GSR score expresses the average successful extent of the predictions of a tracker.

Details On The Evaluation Protocols. In this section, we give further details on the experimental protocols used for the execution of the trackers.

The one-pass evaluation (OPE) protocol, which is detailed in [91], consists of two main stages: (i) initializing a tracker with the ground-truth bounding box of the target in the first frame; (ii) let the tracker run on every subsequent frame until the end of the sequence and record predictions to be considered for the evaluation. For each sequence, predictions and ground-truth bounding boxes are compared ac-
Figure 10: SS, NPS, and GSR performance of the 33 benchmarked trackers on the proposed TREK-150 benchmark under the MSE protocol. The general low performances confirms the conclusions achieved with the OPE protocol.

cording to the employed measures (only for frames where ground-truths are present) to obtain the performance scores. The overall scores, presented in brackets in Figure 3 of the main paper, are obtained by averaging the scores achieved for every sequence.

For the implementation of the multi-start evaluation (MSE) protocol, we followed the details given in [47]. For each sequence, different points of initialization (called anchors) separated by 2 seconds (in our setting every 120 frames) are defined. Anchors are always set in the first and last frame of a sequence. Some anchors are shifted forward for a few frames to obtain a more consistent bounding-box for tracker initialization. A tracker is run on each of the sub-sequences yielded by the anchor (in total 1032 sub-sequences are generated), either forward or backward in time depending on the longest sub-sequence the anchor generates. The tracker is initialized with the ground-truth in the first frame of the sub-sequence and let run until its end. Then, similarly as for the OPE, predicted and ground-truth bounding boxes are compared to obtain the performance scores for each sub-sequence. Scores for a single sequence are computed by a weighted average where the scores of each sub-sequence are weighted by its length (as number of frames). Similarly, the overall scores for the whole dataset (which are shown in Figure 10) are obtained by a weighted average where each sequence’s score is weighted by the number of frames in that sequence.

The real-time evaluation (RTE) protocol has been implemented following the details in [48, 55]. Similar to the OPE protocol, a tracker is initialized with the ground-truth in the first frame of a sequence. Then the tracker is presented with a new frame only after its execution over the previous frame has finished. The new presented frame is the last frame available for the time instant in which the tracker becomes ready to be executed, considering that frames occur regularly according to the frame rate of the video. In other words, all the frames occurring in the time interval between the start and end time instants of the tracker’s execution are skipped. For all the frames skipped, the last bounding box given by the tracker is used as location for the target in such frames. The sequence and overall scores are ultimately obtained as for the OPE protocol.

Experiments On The Impact of Trackers In FPV. In this section, we report more details on the experiments performed to evaluate the impact of trackers in FPV tasks (presented in the paragraph “Do Trackers Already Offer Any Advantage in FPV?” of Section 6 of the main paper.)

In the first experiment, we assessed the capabilities of continuous object localization of an object detector, as this method is usually exploited in many FPV pipelines. We executed the EK-55 trained Faster-R-CNN [19] on all the frames of TREK-150, by recording in each frame the bounding box of the detection having the same class of the target and the highest confidence score. Such bounding box predictions were then compared to the ground truth annotations using the considered tracking evaluation measures. This experimental strategy respects the evaluation procedure of the OPE protocol. In this way, we can compare the performance of the tracking approach and the detection approach in providing localization and temporal reference of/to objects.

In the second experiment, we evaluated the impact of trackers in a video-based hand-object interaction detection setting. Since this paper is focused on objects (visual object tracking), we restricted our study in evaluating the detection of the objects involved in the interactions. To this aim, we first built tracks of hand-object interactions over the sequences of TREK-150. The hand-object interaction detector Hands-in-contact [79] has been executed to obtain sparse interaction detections that involved the object defined by the ground-truths of TREK-150. Clusters of detections have been then set to form separate tracks if the interval between two detections was longer than 30 frames. The missing detections within a cluster have been filled with the TREK-150’s object ground-truth bounding boxes and the most frequent interaction state (i.e. if the object was in interaction with the left hand, the right hand, or both) appearing in the cluster. Once had these references, we ran the trackers in an OPE-like fashion. Each tracker was initialized in the first
Table 6: Performance achieved by the 33 benchmarked trackers on TREK-150 using the RTE protocol.

| Tracker  | FPS  | SS    | NPS | GSR  |
|---------|------|-------|-----|------|
| Ocean   | 21   | 0.365 | 0.358 | 0.294 |
| SiamBAN | 24   | 0.360 | 0.366 | 0.313 |
| SiamRPN++ | 23  | 0.362 | 0.356 | 0.293 |
| PDiMP   | 13   | 0.352 | 0.349 | 0.243 |
| DiMP    | 16   | 0.336 | 0.331 | 0.224 |
| SiamMask | 23  | 0.335 | 0.333 | 0.298 |
| SiamFC++ | 45  | 0.330 | 0.331 | 0.308 |
| SiamDW  | 32   | 0.327 | 0.334 | 0.317 |
| KYS     | 12   | 0.327 | 0.317 | 0.237 |
| ATOM    | 15   | 0.319 | 0.312 | 0.179 |
| UpdateNet | 21  | 0.311 | 0.297 | 0.295 |
| DCFNet  | 49   | 0.299 | 0.286 | 0.335 |
| TRASFUST | 13  | 0.296 | 0.270 | 0.185 |
| SiamFC  | 34   | 0.293 | 0.295 | 0.280 |
| LTMU    | 8    | 0.284 | 0.257 | 0.169 |
| DSS     | 16   | 0.276 | 0.263 | 0.182 |
| BACF    | 9    | 0.276 | 0.262 | 0.234 |
| SPLT    | 8    | 0.265 | 0.247 | 0.203 |
| STRCF   | 10   | 0.264 | 0.250 | 0.218 |
| DSLT    | 7    | 0.260 | 0.234 | 0.211 |
| ECO     | 15   | 0.252 | 0.231 | 0.173 |
| GlobalTrack | 8  | 0.253 | 0.227 | 0.139 |
| MCCTH   | 8    | 0.251 | 0.231 | 0.232 |
| Staple  | 13   | 0.249 | 0.236 | 0.169 |
| GOTURN  | 44   | 0.247 | 0.242 | 0.119 |
| MOSS    | 26   | 0.227 | 0.190 | 0.141 |
| LTMU-H  | 4    | 0.213 | 0.174 | 0.161 |
| MetaCrest | 8   | 0.207 | 0.175 | 0.165 |
| LTMU-F  | 4    | 0.205 | 0.161 | 0.162 |
| VITAL   | 4    | 0.204 | 0.165 | 0.158 |
| DSST    | 2    | 0.191 | 0.145 | 0.161 |
| KCF     | 6    | 0.186 | 0.157 | 0.177 |
| MDNet   | 1    | 0.185 | 0.140 | 0.161 |

Table 7: Performance of the offline trackers SiamFC and SiamRPN++ on a subset of 50 sequences of TREK-150 without and with fine-tuning on the remaining 100 videos.

| Tracker  | Fine-tuning | OPE        | MSE    |
|----------|-------------|------------|--------|
|          |             | SS NPS GSR | SS NPS GSR |
| SiamFC   | ✓           | 0.311 0.332 0.317 | 0.307 0.317 0.307 |
| SiamRPN++| ✓           | 0.384 0.395 0.377 | 0.367 0.385 0.333 |

Per Attribute/Action Results. Figure 12 presents the SS, NPS, and GSR scores achieved by the 33 trackers considering the attributes assigned to sequences. Similarly, Figures 13 and 14 report the results for the whole batch of trackers with respect to action verbs and target nouns.

RTE Protocol Results. Table 6 reports the FPS, SS, NPS, and GSR performance of all 33 benchmarked trackers obtained using the RTE protocol. As stated in the main paper, offline siamese trackers emerge as the best solution in this scenario. Online deep discriminative trackers achieve comparable results in SS and NPS, but demonstrate a larger drop in performance in the GSR score, showing that online learning mechanisms influence this performance in the real-time setting.

Adaptation Of Offline Trackers. Many current visual trackers employ deep learning architectures. Among these, trackers based on siamese neural networks emerged as the most popular approaches nowadays. These trackers are said to be offline (e.g. SiamFC [7], SiamRPN++ [53], SiamMask [86], SiamBAN [16]) because they are trained to track objects on large-scale tracking dataset [26, 67, 41, 31], and do not use online adaptation mechanisms at test time. In our evaluation, such trackers have been employed as they are described and trained in their original paper. Given their generally low performance, one could wonder how these trackers perform if knowledge about the FPV domain is exploited for learning. Our TREK-150 dataset, which is designed to evaluate the progress of visual tracking solutions in FPV, does not provide a large-scale database of learning examples as needed by these methods. Instead, it well aligns with real-world datasets where millions of frames are not available for training. In such scenarios, the reasonable options the machine learning community suggest are

frame of a track with the object detection given by Hands-in-contact [79], and then let run for the other frames of the track. We then evaluated the performance in a track by the normalized count of frames having intersection-over-union \( \geq 0.5 \) with the object’s ground-truth. The overall result is obtained by averaging the outcomes of all tracks. This experimental procedure gives us an estimate of the accuracy of the hand-object interaction detection system if trackers would have been included in its pipeline. More interestingly, it allows also to build a ranking of the trackers based on the results of a downstream application.

D. Additional Results

MSE Protocol Results. Figure 10 reports the overall performance of the 33 benchmarked trackers on TREK-150 using the MSE protocol. The overall low performances of all the trackers confirm the conclusions achieved using the OPE protocol. The FPV setting introduces challenging factors for current visual trackers.

Qualitative Examples. The first 7 rows of images of Figure 11 present qualitative results of 10 of the generic-object trackers in comparison with the ground-truth (which is identified by the white rectangles). The action performed by the camera wearer is also reported for each sequence. The remaining 4 rows show the qualitative performance of the FPV baseline trackers LTMU-F and LTMU-H in comparison with LTMU and the ground-truth. For a better visualization, a video can be found at https://youtu.be/oX1nICHgEJM.
Figure 11: Qualitative results of some of the studied trackers on the proposed TREK-150 dataset. The first 7 rows of images show the qualitative performance of 10 of the selected generic-object trackers, while the last 4 rows show the results of the baseline FPV trackers LTMU-F and LTMU-H in comparison with LTMU. For a better visualization, a video can be found at https://youtu.be/oX1nICHgEJM.
to use trackers as they are because of their general knowledge, or to adapt them through fine-tuning using a smaller training set. We tried the second strategy by randomly splitting TREK-150 in a training and test set of 100 and 50 videos respectively. We fine-tuned the popular offline trackers SiamFC and SiamRPN++ on the training set according to their original learning strategy. We then tested the fine-tuned versions on the test set and the results are reported in Table 7. It shows that fine-tuning leads to substantial overfitting that cause the performance to drop in general. These outcomes prove the decision to evaluate offline trackers as they are is the right one given the current lack of large-scale FPV tracking datasets. Moreover, given the overall results presented in this paper, we hypothesize that visual tracking in FPV will require more than just large-scale training. We hope the results presented in this section will encourage the community to work on domain adaptation techniques for offline trackers that are currently starting to be investigated [30].
Figure 12: SS, NPS, and GSR results per sequence attribute achieved by the 33 benchmarks on the TREK-150 benchmark.
Figure 13: SS, NPS, and GSR results achieved by the 33 benchmarks on the TREK-150 benchmark considering each verb associated to the action performed by the camera wearer.
Figure 14: SS, NPS, and GSR results achieved by the 33 benchmarks on the TREK-150 benchmark considering the different target categories.