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Abstract

We propose an algebraic formulation of the notion of causality for spectral triples corresponding to globally hyperbolic manifolds with a well-defined noncommutative generalization. The causality is given by a specific cone of Hermitian elements respecting an algebraic condition based on the Dirac operator and a fundamental symmetry. We prove that in the commutative case the usual notion of causality is recovered. We show that, when the dimension of the manifold is even, the result can be extended in order to have an algebraic constraint suitable for a Lorentzian distance formula.

PACS numbers: 02.40.Gh, 04.20.Gz

1. Introduction

Lorentzian noncommutative geometry is a new extension of noncommutative geometry which tries to adapt Alain Connes’ theory to Lorentzian spaces. The initial formulation of noncommutative geometry [1] is only suitable for Riemannian geometry, and its main application in physics, called almost commutative geometry or noncommutative standard model, offers a description of the standard model of particle physics coupled to gravity with Euclidean signature [2]. The aim of Lorentzian noncommutative geometry is to find a way to apply the theory of spectral triples to Lorentzian geometry, with as a long term goal the construction of an almost commutative model including gravity with the correct signature. The adaptation of noncommutative geometry to pseudo-Riemannian and Lorentzian spaces has begun in the last decade [3, 4]. More recently, several physicists and mathematicians have become interested by the question.

The goal of this paper is to show that it is possible to include within the definition of a spectral triple a notion of causality. The main difficulty in defining causal structures on noncommutative spaces is the lack of notion of points. In particular, any definition of causality...
that uses curves would not be suitable for a noncommutative generalization. The first step towards a noncommutative causal structure consists in rephrasing the classical one in a purely algebraic way. So the path we shall follow in this paper is the one of the algebraization of geometry with the final aim of a definition of causality that remains valid in the noncommutative regime.

The algebraic structure presented in this paper comes from the existence of causal functions on Lorentzian spaces. This is motivated by the use of causal functions in existing attempts to define a noncommutative Lorentzian distance [4–6] and the definition of isocones by Fabien Besnard which give a generalization of partially ordered spaces [7]. The extension of causal functions to noncommutative spaces is given by a fully algebraic condition

\[ \forall \phi \in \mathcal{H}, \langle \phi, \mathcal{J}[D, f] \phi \rangle \leq 0, \]

involving the Dirac operator $D$ and the fundamental symmetry $\mathcal{J}$, which ensures that the constructed isocones correspond to a Lorentzian geometry. In this paper we prove that, when the spectral triple is constructed from a globally hyperbolic manifold, the usual notion of causality is recovered. This gives us the opportunity to extend the definition of the causal structure to noncommutative spaces and to lift the veil on what could be causality in the noncommutative regime. Then we show that, for even dimensions, the algebraic condition for causal functions can be extended to unbounded functions in order to have a suitable constraint for the construction of a Lorentzian distance formula. We give the proof that, for a spectral triple constructed from the Minkowski spacetime, the usual notion of distance can be recovered.

The plan of this paper is as follows: in section 2, we explain the basic structures for Lorentzian noncommutative geometry which are Lorentzian spectral triples. In section 3, we put forward the basic axioms of a causal cone that induces a partial order on the space of states. We give the proof that, in the commutative case, this partial-order structure corresponds to the usual causal structure between the points of a globally hyperbolic manifold. In section 4, we extend the structure to noncommutative spacetimes and define the notion of causal and chronological futures for the space of states. Then in section 5, we show that our result can be applied in order to have a suitable algebraic constraint to define a Lorentzian distance formula for even-dimensional manifolds. The appendix contains some technical computations which are essential for the proofs of the main results of this paper.

2. Lorentzian spectral triple

The mathematical structures used in this paper are Lorentzian spectral triples. However, the definition of a Lorentzian spectral triple is still a work in progress with different but similar proposals. Since our considerations could be applied within the different approaches, we will just highlight the axioms which are common and significant for our result.

Definition 1. A Lorentzian spectral triple (minimal set of axioms) is given by the data $(\mathcal{A}, \tilde{\mathcal{A}}, \mathcal{H}, D, \mathcal{J})$ with:

- A Hilbert space $\mathcal{H}$.
- A non-unital pre-$C^*$-algebra $\mathcal{A}$ with a faithful representation as bounded operators on $\mathcal{H}$.
- A preferred unitization $\tilde{\mathcal{A}}$ of $\mathcal{A}$ which is a pre-$C^*$-algebra with a faithful representation as bounded operators on $\mathcal{H}$ and such that $\mathcal{A}$ is an ideal of $\tilde{\mathcal{A}}$.
- An unbounded operator $D$ densely defined on $\mathcal{H}$ such that, $\forall a \in \tilde{\mathcal{A}}$:
  - $[D, a]$ extends to a bounded operator on $\mathcal{H}$,
  - $a(1 + \langle D \rangle^2)^{-\frac{1}{2}}$ is compact, with $\langle D \rangle^2 = \frac{1}{2}(DD^* + D^*D)$. 


A bounded operator $J$ on $\mathcal{H}$ such that:
- $J^2 = 1$,
- $J^* = J$,
- $[J, a] = 0 \quad \forall a \in \mathcal{A}$,
- $D^* = -J D J$,
- $J$ captures the Lorentzian signature of the metric.

**Definition 2.** A Lorentzian spectral triple is even if there exists a $\mathbb{Z}_2$-grading $\gamma$ such that $\gamma^* = \gamma$, $\gamma^2 = 1$, $[\gamma, a] = 0 \quad \forall a \in \mathcal{A}$, $\gamma J = -J \gamma$ and $\gamma D = -D \gamma$.

The operator $J$ is a fundamental symmetry which turns the Hilbert space $\mathcal{H}$ into a Krein space $[3, 8]$ with the indefinite inner product $(\cdot, \cdot)_J = (\cdot, J \cdot)$, where $(\cdot, \cdot)$ is the positive definite inner product on the Hilbert space. The condition $D^* = -J D J$ is equivalent to the fact that $i J D$ is self-adjoint for the indefinite inner product $(\cdot, \cdot)_J$ (Krein-self-adjoint).

The condition that $J$ captures the Lorentzian signature of the metric must be clarified. Without such a condition, we have a general pseudo-Riemannian spectral triple $[3]$ with no real control on the signature. The construction of $J$ varies within the different approaches:

- In an approach of one of the authors $[9, 10]$, the fundamental symmetry is constructed as $J = -[D, T]$ from an unbounded self-adjoint operator $T$ with domain $\text{Dom}(T) \subset \mathcal{H}$ such that $(1 + T^2)^{-\frac{1}{2}} \in \mathcal{A}$. Such operator $T$ represents a global time function for the Lorentzian spectral triple.
- In another approach initiated by Paschke $[11]$ (see also $[12, 13]$), the fundamental symmetry is a 1-form $J = \sum a_i \alpha(i) a_i |D, b_i|$ where $a_i, b_i \in \mathcal{A}$ and where $J$ is an antilinear isometry (reality structure) compatible with the structure of the spectral triple (see $[2]$).

Explicit constructions of commutative Lorentzian spectral triples can be performed given a Lorentzian manifold, typically with conditions of global hyperbolicity, completeness and existence of a spin structure. We refer the reader to $[14, 15]$ for more details on the usual concepts of Lorentzian geometry, causality and spin geometry. By a complete Lorentzian manifold we understand the following: there exists a spacelike reflection—i.e. a linear map on the tangent bundle respecting $r^2 = 1$, $g(r, r^\gamma) = g(r, \cdot)$ such that $g'(\cdot, \cdot) = g(\cdot, r \cdot)$ is a Riemannian metric—such that the manifold is complete under the metric $g'$ (see $[3]$).

We will work with a noncompact complete globally hyperbolic Lorentzian manifold $\mathcal{M}$ of dimension $n$ with a spin structure $S$. Our conventions will be the following ones: the signature of the Lorentzian metric $g$ is $(-, +, +, +, \ldots)$ and the Clifford action `$c$' respects $c(u)c(v) + c(v)c(u) = 2g^{-1}(u, v)$ for $u, v \in T^* \mathcal{M}$. For any local basis $(x^0, \ldots, x^n)$, we define the curved gamma matrices $\gamma^\mu = c(dx^\mu)$ respecting the anticommutation conditions $[\gamma^\mu, \gamma^\nu] = 2g^{\mu\nu}$ and such that $\gamma^0$ is anti-Hermitian and $\gamma^a$ are Hermitian for $a > 0$.

**Definition 3.** A commutative Lorentzian spectral triple on a complete globally hyperbolic Lorentzian manifold $\mathcal{M}$ is constructed in the following way:

- $\mathcal{H} = L^2(\mathcal{M}, S)$ is the Hilbert space of square-integrable spinor sections over $\mathcal{M}$.
- $D = -i(\bar{c} \gamma \nabla) = -i \gamma^\mu \nabla_\mu$ is the Dirac operator.
- $\mathcal{A} \subset C^\infty_0(\mathcal{M})$ and $\mathcal{A} \subset C^\infty_0(\mathcal{M})$ with pointwise multiplication are some appropriate sub-algebras$^3$ of the algebra of smooth functions vanishing at infinity and the algebra of smooth bounded functions such that $\forall a \in \mathcal{A}$, $[D, a]$ extends to a bounded operator on $\mathcal{H}$.

The representation is given by pointwise multiplication on $\mathcal{H}$.

$^3$ As an example, on Minkowski spacetime, one can take $\mathcal{A}$ to be the space of Schwartz functions and $\tilde{\mathcal{A}}$ the space of smooth bounded functions with bounded derivatives.
\[ J = iy^0, \]

If \( n \) is even, the \( \mathbb{Z}_2 \)-grading is given by the chirality element \( \gamma = (-i)^{\frac{n-1}{2}} \gamma^0 \ldots \gamma^{n-1}. \)

The choice of the fundamental symmetry \( J = iy^0 \) guarantees that the operator \( iD \) is Krein-self-adjoint and that a commutative Lorentzian spectral triple is a Lorentzian spectral triple in the sense of definition 1 [3]. We must remark that, if we want to respect the definition of a fundamental symmetry in [3] (and our exact axioms in the definition 1), we have to require that \( J^2 = -\langle y^0 \rangle^2 = -g^{00} = 1 \) (so require \( y^0 \) to be the flat gamma matrix). This can be obtained for every globally hyperbolic Lorentzian manifold by a conformal transformation of the metric in order to get \( g^{00} = -1 \). The causal structure of \( M \) is completely independent of such conformal transformation. However, the results presented in this paper are still valid for a general curved operator \( J = iy^0 \) with \( (y^0)^2 = g^{00} < 0 \), so we will keep the curved notation throughout the paper.

For the reader’s convenience, we give an example of a noncommutative Lorentzian spectral triple. The construction uses the Moyal product on the Minkowski spacetime [10] (see [16] for the Riemannian version). The Lorentzian spectral triple is constructed in the following way:

- \( \mathcal{H} = L^2(\mathbb{R}^{1,n-1}) \otimes \mathbb{C}^{2n|2} \) is the Hilbert space of square-integrable spinor sections over the Minkowski spacetime.
- \( \mathbb{A} = (\mathcal{S}(\mathbb{R}^{1,n-1}), \ast) \) is the space of Schwartz functions endowed with the Moyal product:

\[
(f \ast h)(x) = \frac{1}{(2\pi)^n} \int \int f(x - \frac{1}{2} \Theta u) h(x + v) e^{-iu\cdot v} du \, dv,
\]

where \( \Theta \) is a real skewsymmetric \( n \times n \) constant matrix.
- \( \tilde{\mathbb{A}} = (\mathcal{B}(\mathbb{R}^{1,n-1}), \ast) \) is the space of smooth bounded functions with bounded derivatives endowed with the Moyal product.
- \( D = -i\gamma^0 \partial^0 \) is the flat Dirac operator on \( \mathcal{H} \).
- \( \mathcal{J} = -[D, x^0] = i\epsilon(x^0) = iy^0 \) where \( x^0 \) is the global time.

The action of \( \mathbb{A}, \tilde{\mathbb{A}}, D \) and \( \mathcal{J} \) on \( \mathcal{H} \) is given by the Moyal left multiplication. \( \mathbb{A} \) and \( \tilde{\mathbb{A}} \) are pre-C*-algebras if equipped with the operator norm [16] and \( \mathbb{A} \) is an ideal of \( \tilde{\mathbb{A}} \). Another example of noncompact noncommutative Lorentzian spectral triple is given by the noncommutative Lorentzian cylinder [17].

3. Lorentzian spectral triples and causality

In this section, we present a construction based on the definition of a particular subset of Hermitian elements of the algebra, called causal cone, which induces a partial order relation on the space of states. We prove that for a commutative Lorentzian spectral triple one recovers the usual notion of causality.

Let \( (\mathbb{A}, \tilde{\mathbb{A}}, \mathcal{H}, D, J) \) be a Lorentzian spectral triple with the minimal set of axioms as in definition 1.

**Definition 4.** A causal cone \( \mathcal{C} \) is a subset of elements in \( \tilde{\mathbb{A}} \) such that

\[
\begin{align*}
(a) & \forall a \in \mathcal{C}, \quad a^* = a \\
(b) & \forall a, b \in \mathcal{C}, \quad a + b \in \mathcal{C} \\
(c) & \forall a \in \mathcal{C}, \forall \lambda \geq 0, \quad \lambda a \in \mathcal{C} \\
(d) & \forall x \in \mathbb{R}, \quad x1 \in \mathcal{C} \\
(e) & \text{span}_\mathbb{C}(\mathcal{C}) = \tilde{\mathbb{A}} \\
(f) & \forall a \in \mathcal{C}, \forall \phi \in \mathcal{H}, \quad \langle \phi, J[D, a]\phi \rangle \leq 0
\end{align*}
\]

where the closure denotes the C*-algebra completion.
A causal cone can be seen as a dense subset of an isocone as defined in [7]. It is proved that isocones are equivalent, in a category theoretical sense, to partial order sets with topological structure (ordered topological spaces) where the order is completely determined by the elements of the isocone. So an isocone is a good start in order to define causality, even if the category of ordered topological spaces contains more objects than the category of causal spaces. To be more precise, the axioms of isocones are the axioms (a)–(e) with the requirement that the set is closed, plus an additional axiom (f’) which gives a kind of lattice structure:

\[(f’) \ \forall a, b \in C, \ a \lor b \in C \text{ and } a \land b \in C, \]

where \(a \lor b = \frac{a + b}{2} + \frac{|a - b|}{2}\) and \(a \land b = \frac{a + b}{2} - \frac{|a - b|}{2}\) with \(|a| = \sqrt{a^*a}\).

However, this axiom is not necessarily respected for a dense subset of an isocone, and that is why we cannot require it in our definition. As we will show, the new axiom (f) refines the definition of isocones in such a way that it corresponds to a causal structure on the underlying space. This construction is also somehow related to the definition of causal cones in [4].

If a causal cone exists, then it defines a partial order on the space of states. We recall that states on \(\tilde{A}\) are positive linear functionals (automatically continuous) of norm 1 (more precisely, states are defined on the \(C^*\)-completion \(\tilde{A}\) and we consider the restriction of those states on \(\tilde{A}\)). The space of states is denoted by \(S(\tilde{A})\). It is a closed convex set (for the weak-* topology), and extremal points are called pure states, with the set of pure states denoted by \(P(\tilde{A})\). We can define a partial order on \(S(\tilde{A})\) (and a fortiori on \(P(\tilde{A})\)) in the following way:

**Definition 5.** Let \(C\) be a causal cone. For every two states \(\chi, \xi \in S(\tilde{A})\), we define

\[\chi \leq \xi \ \text{iff} \ \forall a \in C, \ \chi(a) \leq \xi(a).\]

This definition is coherent: since states are positive linear functionals, their values on Hermitian elements must be real, so the inequality is well defined. We might consider only the maximal cone of all elements respecting the axiom (f) in order to avoid possible dependence on the choice of the causal cone.

**Proposition 6.** The relation \(\leq\) defines a partial order relation on \(S(\tilde{A})\).

**Proof.** The relation \(\leq\) is trivially reflexive and transitive. To check the antisymmetry, suppose that \(\chi \) and \(\xi\) are such that \(\chi \leq \xi\) and \(\xi \leq \chi\). In this case, we have that \(\forall a \in C, \ \chi(a) = \xi(a)\). Since \(\text{span}_{\text{C}}(C) = \tilde{A}\), by linearity and continuity of the states we have that \(\forall a \in \tilde{A}, \ \chi(a) = \xi(a)\), so \(\chi = \xi\). \(\square\)

Let us suppose now that the Lorentzian spectral triple is commutative and constructed as in definition 3. In this case, the space of pure states corresponds to the space of characters, i.e. the set of all non-zero \(^*\)-homomorphisms. By the Gel’fand–Naimark theorem, the set of characters (spectrum) \(\Delta(\mathcal{A}) = P(\mathcal{A})\) can be identified with the manifold by \(\forall p \in M, \ p \mapsto \chi(\tilde{p}) \in \Delta(\mathcal{A})\) such that \(\forall f \in \mathcal{A}, \ \chi(f) = f(p)\). Pure states on \(\mathcal{A}\) can easily be extended to pure states on \(\tilde{A}\) using the Hahn–Banach theorem [18]. However, the space \(P(\tilde{A})\) contains too many states. In particular, it contains states whose kernel contains the sub-algebra \(\mathcal{A}\). Such states correspond to a compactification of the manifold \(M\) (Stone–Čech compactification [19]), and they should be removed in order to recover the usual causality relation on \(M\).

The following is the main result of the paper. It ensures that the relation \(\leq\) on the space of states, as set in the definition 5, is an algebraization of the usual notion of causality.
Theorem 7. Let \((\mathcal{A}, \tilde{\mathcal{A}}, \mathcal{H}, D, \mathcal{F})\) be a commutative Lorentzian spectral triple constructed from a globally hyperbolic Lorentzian manifold \(\mathcal{M}\) as in definition 3, and let us define the following subset:

\[
\mathcal{M}(\tilde{\mathcal{A}}) = \{ \chi \in P(\tilde{\mathcal{A}}) : \mathcal{A} \not\subset \ker \chi \} \subset S(\tilde{\mathcal{A}}).
\]

Then,

\[
\mathcal{M}(\tilde{\mathcal{A}}) \cong \Delta(\mathcal{A}) \cong \mathcal{M},
\]

and the partial order relation \(\leq\) on \(S(\tilde{\mathcal{A}})\) restricted to \(\mathcal{M}(\tilde{\mathcal{A}})\) corresponds to the usual causal relation on \(\mathcal{M}\).

We will devote the rest of this section to the proof of theorem 7.

First, we need to show that the subset \(\mathcal{M}(\tilde{\mathcal{A}})\) corresponds to the spectrum \(\Delta(\mathcal{A})\). From the definition of \(\mathcal{M}(\tilde{\mathcal{A}})\), every character of \(\mathcal{M}(\tilde{\mathcal{A}})\) is still a non-zero \(*\)-homomorphism if restricted to \(\mathcal{A}\), so it is sufficient to show that every character on \(\mathcal{A}\) extends uniquely to \(\tilde{\mathcal{A}}\) to get the bijection.

Proposition 8. Let \(\chi \in \Delta(\mathcal{A})\) be a character. Then \(\chi\) has a unique extension on \(\tilde{\mathcal{A}}\).

Proof. The extension of \(\chi\) can be chosen in such a way that the character (pure state) property still holds on \(\tilde{\mathcal{A}}\) [18, prop. 2.3.24]. Since \(\mathcal{A} \not\subset \ker \chi\), there exists \(a \in \mathcal{A}\) such that \(\chi(a) \neq 0\). Then for every \(b \in \tilde{\mathcal{A}}\), we have

\[
\chi(ab) = \chi(a)\chi(b) \implies \chi(b) = \frac{\chi(ab)}{\chi(a)}.
\]

Since \(\mathcal{A}\) is an ideal of \(\tilde{\mathcal{A}}\), \(ab \in \mathcal{A}\), the values of \(\chi\) are uniquely determined by the values of its restriction to \(\mathcal{A}\).

The cornerstone of the proof of theorem 7 is the set of causal functions. Let us recall the following definition [4]:

Definition 9. A causal function on a Lorentzian manifold is a real-valued function which is non-decreasing along every future-directed causal curve.

Proposition 10. Let \(\mathcal{M}\) be a globally hyperbolic Lorentzian manifold, then the set of smooth bounded causal functions \(\mathcal{C}(\mathcal{M}) \subset C^\infty_c(\mathcal{M})\) completely determines the causal structure on \(\mathcal{M}\) by

\[
\forall p, q \in \mathcal{M}, \quad p \preceq q \iff \forall f \in \mathcal{C}(\mathcal{M}), \quad f(p) \leq f(q).
\]

Moreover, \(\mathcal{C}(\mathcal{M})\) respects the axioms (a)–(e) of a causal cone for some suitable unitization \(\tilde{\mathcal{A}} \subset C^\infty_c(\mathcal{M})\).

Proof. The proof of this proposition uses the results of [7].

If \(p \preceq q\), there exists at least one causal curve from \(p\) to \(q\). From the definition of a causal function \(f \in \mathcal{C}(\mathcal{M})\), it is obvious that \(f(p) \leq f(q)\). Moreover, if \(p \neq q\), there exists a smooth global time function \(T\) (function increasing along every future-directed causal curve) such that \(T(p) < T(q)\), which implies that there exists \(f = \tan^{-1} \circ T \in \mathcal{C}(\mathcal{M})\) such that \(f(p) < f(q)\). It remains to show that if \(p \not\preceq q\) and \(q \not\preceq p\), there exists at least one causal function \(f \in \mathcal{C}(\mathcal{M})\) such that \(f(p) > f(q)\) (the cases where \(p \not\preceq q\) and \(q \not\preceq p\) are already covered by symmetry).

Let us take \(q'\) in the future of \(q\) such that \(p \not\preceq q'\) and \(q' \not\preceq p\) still hold. From the results of Bernal and Sánchez on the smooth splitting theorem [20, 21], we can extract a smooth global
time function $T$ such that $T(p) = T(q') > T(q)$. By taking $f = \tan^{-1} \circ T \in \mathcal{C}(\mathcal{M})$, we have $f(p) > f(q)$.

Axioms (a), (b), (c) and (d) of definition 4 are trivially satisfied for $\mathcal{C}(\mathcal{M})$. To show that $\text{span}_C(\mathcal{C}(\mathcal{M})) = \tilde{\mathcal{A}}$ for some unitization $\tilde{\mathcal{A}}$, let us consider the space $V = \text{span}_E(\mathcal{C}(\mathcal{M}))$. Every element $h \in V$ may be written $h = f - g$ where $f, g \in \mathcal{C}(\mathcal{M})$, and since those functions are bounded they can be written as $f = f_+ - \lambda 1$ and $g = g_+ - \mu 1$, where $f_+$ and $g_+$ are some positive causal functions and $\lambda, \mu \geq 0$ are some non-negative constants. So every element $h \in V$ can be rewritten as the difference of two positive causal functions $h = (f_+ + \mu 1) - (g_+ + \lambda 1)$, and since the product of two positive elements in $\mathcal{C}(\mathcal{M})$ remains in $\mathcal{C}(\mathcal{M})$ (the product of two positive non-decreasing functions is still a non-decreasing function), this leads to the fact the $V$ is stable by products, hence $V$ is an algebra. Now, there exists a compactification $X$ of $\mathcal{M}$ such that $V$ can be seen as a sub-algebra of $C(X, \mathbb{R})$ which separates the points of $X$ [7, 22]. By applying the Stone–Weierstrass theorem, $V$ is dense in $C(X, \mathbb{R})$, so $\text{span}_C(\mathcal{C}(\mathcal{M})) = V + iV$ is dense in the closed unital algebra $\tilde{\mathcal{A}} = C(X) \subset C(\beta \mathcal{M}) \cong C_b(\mathcal{M})$ using the isomorphism provided by the Stone–Čech compactification $\beta \mathcal{M}$. □

We can notice that the proposition 10 is still valid for smooth bounded functions with bounded derivatives (or for other similar suitable restrictions), since causal relations are local and do not depend of the behaviour of the functions at infinity (i.e. one can always make a smooth modification of a causal function such that the function remains unchanged on some compact set and the derivatives become bounded at infinity).

The proof of theorem 7 relies on the fact that the causal functions are exactly the functions respecting the axiom (f) of a causal cone.

**Theorem 11.** Let $(\mathcal{A}, \tilde{\mathcal{A}}, \mathcal{H}, D, \mathcal{J})$ be a commutative Lorentzian spectral triple as in definition 3, then $f \in \tilde{\mathcal{A}}$ is causal if and only if

$$\forall \phi \in \mathcal{H}, \quad \langle \phi, \mathcal{J}(D, f)\phi \rangle \leq 0,$$

where $\langle \cdot, \cdot \rangle$ is the inner product on $\mathcal{H}$.

**Proof.** A real-valued function $f$ is causal if it is non-decreasing along every future-directed causal curve. Since $f$ is differentiable, it is equivalent to require that $g(\nabla f, \nabla f) = g^{-1}(df, df) \leq 0$ with a past-directed gradient everywhere. For a globally hyperbolic manifold $\mathcal{M}$, the time-orientation can be given by a global smooth time function $T$ [20, 21] which allows us to set globally $x_0 = T$, and the gradient of $f$ is past directed if and only if $g(\nabla f, \nabla T) \leq 0$. It follows that $f$ is causal if and only if it satisfies the two following conditions:

$$g(\nabla f, \nabla T) = g^{\mu \nu} f_{\mu} T_{\nu} = g^{00} f_{\mu} \leq 0,$$

$$g(\nabla f, \nabla f) = g^{\mu \nu} f_{\mu} f_{\nu} = f_{\mu} f^{\mu} \leq 0,$$

where $df = f_{\mu} dx^\mu$.

Let us define $\alpha = f^0 = g^{0\mu} f_{\mu}$ and $\beta = g^{00} (f_{\mu} f^{\mu}) = g^{00} g^{\mu \nu} f_{\mu} f_{\nu}$. Then $f$ is causal if and only if

$$\alpha = g^{00} f_{\mu} \leq 0 \quad \text{and} \quad \beta = g^{00} g^{\mu \nu} f_{\mu} f_{\nu} \geq 0,$$

since we work with a metric such that $g^{00} < 0$.

From the well-known property $[D, f] = -ic(df)$ [23], we find that

$$\mathcal{J}(D, f) = ic(df^0)(-i)c(df) = iy^0(-i)(y^\mu f_{\mu}) = y^0 y^\mu f_{\mu}.$$

Now, since $f_{\mu}$ are continuous, the condition that

$$\forall \phi \in \mathcal{H}, \langle \phi, \mathcal{J}(D, f)\phi \rangle = \int_{\mathcal{M}} \phi^* \mathcal{J}(D, f)\phi \, d\mu = \int_{\mathcal{M}} \phi^* (y^0 y^\mu f_{\mu})\phi \, d\mu \leq 0$$

(1)
is equivalent to require that
\[ \forall \phi \in \mathcal{H}, \quad \phi^\ast (\gamma^0 \gamma^\mu f_{\mu}) \phi \leq 0 \] 
(2)

at every point of the manifold. Indeed, (2) implies (1), and if (2) is false at some point, then it must be false on some neighbourhood for some spinor vanishing outside this neighbourhood, and (1) cannot be true for this spinor (hence it cannot be true for all spinors in \( \mathcal{H} \)).

In order to prove the theorem, it remains to show that, on every point of \( \mathcal{M} \), the matrix \( \mathcal{J}[D, f] = \gamma^0 \gamma^\mu f_{\mu} \) is negative semi-definite in \( \mathbb{C}^{2n} \) if and only if \( \alpha \leq 0 \) and \( \beta \geq 0 \).

First, let us assume that the dimension of the manifold \( \mathcal{M} \) is \( n = 2 \) or \( 3 \). In this case, \( \mathcal{J}[D, f] = \gamma^0 \gamma^\mu f_{\mu} \) is a \( 2 \times 2 \) matrix which is negative semi-definite if and only if its trace is non-positive and its determinant is non-negative. The determinant is given by
\[ \det(\mathcal{J}[D, f]) = \exp(\text{tr}(\log(\mathcal{J}[D, f]))) = \frac{1}{2} (a_1^2 - a_2), \]
where \( a_k = \text{tr}((\mathcal{J}[D, f])^k) \). The values of \( a_k \) are calculated in the appendix (lemma 24) and give \( a_1 = 2\alpha \) and \( a_2 = 4\alpha^2 - 2\beta \). Hence \( \mathcal{J}[D, f] \) is negative semi-definite if and only if
\[ \text{tr}(\mathcal{J}[D, f]) = 2\alpha \leq 0 \quad \text{and} \quad \det(\mathcal{J}[D, f]) = \frac{1}{2} (a_1^2 - a_2) = \beta \geq 0. \]

Let us assume now that \( n \geq 4 \). The eigenvalues of \( \mathcal{J}[D, f] = \gamma^0 \gamma^\mu f_{\mu} \) are the roots of the characteristic polynomial
\[ \det(\lambda I - \mathcal{J}[D, f]) = \lambda^d + c_1 \lambda^{d-1} + \cdots + c_d - 1 \lambda + c_d, \quad d = 2^{[n/2]} \geq 4, \]
where the coefficients are given by the following formula:
\[ c_k = (-1)^k \sum_{i=0}^{[\frac{k}{2}]} \binom{\frac{k}{2}}{\frac{k}{2} - i} (2\alpha)^{k - 2i} \beta^i. \]
(3)

We adopt the standard convention \( \binom{a}{b} = 0 \) for \( b < 0 \) or \( b > a \). The complete calculation of those coefficients requires some combinatorial computations and is given in the appendix (Lemma 25).

From Vieta’s formulas, we know that the matrix \( \mathcal{J}[D, f] \) is negative semi-definite if and only if \( c_k \geq 0 \) for every \( k \in \{1, 2, \ldots, d\} \).

- \textbf{(necessary condition)} Let us assume that \( \alpha \leq 0 \) and \( \beta \geq 0 \). We have that \( (-1)^k(2\alpha)^{k-2i}\beta^i \) is non-negative, and since the binomial coefficients in (3) are non-negative, we have \( c_k \geq 0 \) for \( k \in \{1, 2, \ldots, d\} \).

- \textbf{(sufficient condition)} Let us assume that \( c_k \geq 0 \) for \( k \in \{1, 2, \ldots, d\} \). For \( k = 1 \), we obtain \( c_1 = -2\alpha \geq 0 \Rightarrow \alpha \leq 0 \).

If \( \alpha = 0 \), then \( c_1 = \left(\binom{\frac{1}{2}}{\frac{1}{2}}\right) \beta = \frac{\beta}{2} \) since the only term remaining in the sum is the term with index \( i = 1 \). So \( c_2 \geq 0 \) implies \( \beta \geq 0 \).

If \( \alpha < 0 \), then we can consider \( c_k \) with \( k = d - 1 \). Since the binomial coefficient \( \binom{i}{\frac{d}{2}} \) is not null only if \( i = d - 1 \) and \( i \leq \frac{d}{2} \), we have \( i \geq \frac{d}{2} - 1 \), and since the maximal value of \( i \) is \( \left\lfloor \frac{k}{2} \right\rfloor = \left\lfloor \frac{d-1}{2} \right\rfloor = \frac{d-1}{2} - 1 \), the only remaining term is the one with the index \( i = \frac{d}{2} - 1 \), so

\[ c_{d-1} = -\left(\frac{d}{2} - 1\right) \left(\frac{d}{2} - 1\right) 2\alpha \beta^{\frac{d}{2} - 1} = -2\alpha \beta^{\frac{d}{2} - 1} \geq 0. \]

Since \( \alpha < 0 \) and \( \frac{d}{2} - 1 \) is odd, we get \( \beta \geq 0 \).

\[ \square \]

With this theorem, the proof of theorem 7 is now complete. We can add the following remarks:
• The condition $\forall \phi \in \mathcal{H}, \langle \phi, J[D, f] \phi \rangle \leq 0$ could be replaced by the condition $\forall \phi \in \mathcal{H}, \langle \phi, J[D, f] \phi \rangle \geq 0$ if one chooses the other signature convention (+, −, −, −, . . . ). This is somehow similar to the condition that a smooth curve $\gamma : \mathbb{R} \to \mathcal{M}$ is causal if and only if $\forall t \in \mathbb{R}, g(\gamma'(t), \gamma'(t)) \leq 0$ for the first convention, or if and only if $\forall t \in \mathbb{R}, g(\gamma'(t), \gamma'(t)) \geq 0$ for the other convention. The sign of the inequality is also reversed if the opposite time-orientation is chosen.

• A causal cone is automatically empty if one tries to make such construction on a Lorentzian manifold that is not causal. Indeed, such manifold contains closed timelike curves (in particular, this is the case for compact spacetimes [24–26]). Causal functions are constant on such curves and the set of causal functions cannot separate the points on the curve. As a consequence, the condition span_c(\mathcal{C}) = \overline{\mathcal{A}} cannot be fulfilled. This condition is related to the condition of existence of a causal structure on the space.

4. Causality in the noncommutative regime

In the previous section, we have succeeded in defining the causal structure of a globally hyperbolic Lorentzian manifold in fully algebraic terms. By the standard correspondence principle of noncommutative geometry [1], we extend definitions 4 and 5 to general noncommutative spaces understood in terms of Lorentzian spectral triples. In this section, we make use of those definitions to introduce the notions of causal and chronological futures (pasts) for the space of states.

Let $(\mathcal{A}, \mathcal{A}, \mathcal{H}, D, J)$ be a (possibly noncommutative) Lorentzian spectral triple and let us suppose that a causal cone $\mathcal{C}$ exists. We denote by $\preceq$ the partial order relation on $S(\mathcal{A})$ induced by $\mathcal{C}$.

We propose the following definitions of causal futures (pasts) of states:

Definition 12. For every $\chi \in S(\mathcal{A})$, we define $J^\uparrow_\mathcal{C}(\chi) = \{ \xi \in S(\mathcal{A}) : \chi \preceq \xi \}$ and $J^\downarrow_\mathcal{C}(\chi) = \{ \xi \in S(\mathcal{A}) : \xi \preceq \chi \}$, for every $\chi \in P(\mathcal{A})$, we define $J^\uparrow_\mathcal{P}(\chi) = \{ \xi \in P(\mathcal{A}) : \chi \preceq \xi \}$ and $J^\downarrow_\mathcal{P}(\chi) = \{ \xi \in P(\mathcal{A}) : \xi \preceq \chi \}$ and for every $\chi \in \mathcal{M}(\mathcal{A}) = \{ \chi \in P(\mathcal{A}) : \mathcal{A} \not\subset \ker \chi \}$, we define $J^\uparrow_\mathcal{M}(\chi) = \{ \xi \in \mathcal{M}(\mathcal{A}) : \chi \preceq \xi \}$ and $J^\downarrow_\mathcal{M}(\chi) = \{ \xi \in \mathcal{M}(\mathcal{A}) : \xi \preceq \chi \}$.

It is obvious that $J^\uparrow_\mathcal{P}(\chi) = J^\uparrow_\mathcal{C}(\chi) \cap P(\mathcal{A})$ and $J^\downarrow_\mathcal{M}(\chi) = J^\uparrow_\mathcal{C}(\chi) \cap \mathcal{M}(\mathcal{A})$ for a suitable $\chi$.

Remark 13. If two states $\chi$ and $\xi$ are such that $\chi \preceq \xi$, then for every convex combination $\eta = (1 - \lambda)\chi + \lambda\xi \in S(\mathcal{A})$, $\lambda \in [0, 1]$, we have

$$\forall a \in \mathcal{C}, \; \chi(a) \leq \eta(a) \leq \xi(a) \implies \chi \preceq \eta \preceq \xi,$$

which implies that two states are causally related if they are convex combinations of two causally related pure states (but this is not a necessary condition).

We also have the following result:

Proposition 14. For every $\chi \in S(\mathcal{A})$, $J^\uparrow_\mathcal{C}(\chi)$ and $J^\downarrow_\mathcal{C}(\chi)$ are two closed convex sets in $S(\mathcal{A})$ (for the weak*- topology) such that $J^\uparrow_\mathcal{C}(\chi) \cap J^\downarrow_\mathcal{C}(\chi) = \{ \chi \}$.
Proof. Let us suppose that $\xi_0, \xi_1 \in J^\pm_\xi(\chi)$ and that $\xi_\lambda = (1 - \lambda)\xi_0 + \lambda\xi_1, \lambda \in [0, 1]$ is a convex combination. Then, $\forall a \in C$,

$$\xi_\lambda(a) = (1 - \lambda)\xi_0(a) + \lambda\xi_1(a) \geq (1 - \lambda)\chi(a) + \lambda\chi(a) = \chi(a),$$

so $\xi_\lambda \in J^\pm_\xi(\chi)$. Moreover, if $\xi_\lambda \in J^\pm_\xi(\chi)$ and $\xi_\mu \xrightarrow{w^*} \xi$, then $\forall a \in C, \xi_\lambda(a) \rightarrow \xi(a) \geq \chi(a)$ so $\xi \in J^\pm_\xi(\chi)$.

Now, let us recall that, for a Lorentzian manifold, the chronological future $I^+(p) = \{q : p \prec q\}$, which is the set of all points reached by a future-directed timelike curve starting at $p$, corresponds to the topological interior of the causal future $J^+(p) = \{q : p \preceq q\}$ [14]. This observation justifies the following definition of a chronological future (past) of a state based on the weak-∗ topology.

**Definition 15.** For every $\chi$ respectively in $S(\tilde{A}), P(\tilde{A})$ and $\mathcal{M}(\tilde{A})$, we define the following chronological futures (pasts):

- $I^\pm_\chi(\chi) = S(\tilde{A}) \setminus (S(\tilde{A}) \setminus J^\pm_\chi(\chi))$.
- $I^\pm_\chi(\chi) = P(\tilde{A}) \setminus (P(\tilde{A}) \setminus J^\pm_\chi(\chi))$.
- $I^\pm_{\mathcal{M}}(\chi) = \mathcal{M}(\tilde{A}) \setminus (\mathcal{M}(\tilde{A}) \setminus J^\pm_{\mathcal{M}}(\chi))$.

where the closure denotes the weak-∗ closure.

**Definition 16.** For every two pure states $\chi, \xi \in S(\tilde{A})$ (respectively two states $\chi, \xi \in P(\tilde{A})$ or $\mathcal{M}(\tilde{A})$), we define

$$\chi \prec \xi \text{ iff } \xi \in I^\pm_\chi(\chi) \text{ (resp. } \xi \in I^\pm_\chi(\chi) \text{ or } \xi \in I^\pm_{\mathcal{M}}(\chi)).$$

The following proposition shows that this definition of the chronological future for noncommutative spaces is coherent with the usual definition in the commutative case.

**Proposition 17.** If $(\mathcal{A}, \tilde{A}, \mathcal{H}, D, J)$ is a commutative Lorentzian spectral triple as in definition 3, then the chronological relation $\prec$ on $\mathcal{M}(\tilde{A})$ corresponds to the usual chronological relation.

Proof. We consider that the points $p, q, p_n (n \in \mathbb{N})$ are associated with the states $\chi, \xi, \chi_n \in \mathcal{M}(\tilde{A})$ by $f(p) = \chi(f), f(q) = \xi(f)$ and $f(p_n) = \chi_n(f)$ for all $f \in \tilde{A}$. We already know that $p_n \notin J^+(\xi)$ if and only if $\chi_n \notin J^+_\mathcal{M}(\xi)$ by theorem 7.

Let us suppose that $p \in J^+(q) \setminus J^+(q)$, then $\exists p_n \notin J^+(q)$ such that $p_n \rightarrow p$. For all $f \in \tilde{A}$, we have that $f(p_n) \rightarrow f(p)$ which implies $\chi_n(f) \rightarrow \chi(f)$, so $\chi_n \xrightarrow{w^*} \chi$ with $\chi_n \notin J^+_\mathcal{M}(\xi)$, hence $\chi \in J^+_\mathcal{M}(\xi) \setminus J^+_\mathcal{M}(\xi)$.

Now, let us suppose that $\chi \in J^+_\mathcal{M}(\xi) \setminus J^+_\mathcal{M}(\xi)$, then $\exists \chi_n \notin J^+_\mathcal{M}(\xi)$ such that $\chi_n \xrightarrow{w^*} \chi$, which means that $\forall f \in \tilde{A}, \chi_n(f) \rightarrow \chi(f)$ which implies $f(p_n) \rightarrow f(p)$. Since $\tilde{A}$ separates the points we have $p_n \xrightarrow{w} p$, which is equivalent to the strong convergence since the spacetime is finite dimensional, hence $p \in J^+(q) \setminus J^+(q)$. □
5. An algebraic constraint for the Lorentzian distance formula

In this section, we show that, if the dimension of the manifold is even, the result given in theorem 11 can be extended in order to have a suitable constraint for the algebraization of the Lorentzian distance formula.

We recall that a Lorentzian distance, also called proper time, on a Lorentzian manifold $M$ is a function $d : M \times M \rightarrow [0, +\infty) \cup \{+\infty\}$ defined by

$$d(p, q) = \begin{cases} \sup \{ l(\gamma) : \text{piecewise smooth curve} \} & \text{if } p \leq q \\ 0 & \text{if } p \not\leq q \end{cases}$$

where $l(\gamma) = \int \sqrt{-g_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t))} \, dt$ is the length of the curve.

If $M$ is globally hyperbolic, this function is finite and continuous [14], and respects the following properties:

(i) $d(p, p) = 0$,
(ii) $d(p, q) \geq 0$ for all $p, q \in M$,
(iii) if $d(p, q) > 0$, then $d(q, p) = 0$,
(iv) if $d(p, q) > 0$ and $d(q, r) > 0$, then $d(p, r) \geq d(p, q) + d(q, r)$.

(‘wrong way’ triangle inequality)

We have the following result on the algebraization of the Lorentzian distance formula [6]:

**Theorem 18.** Let us consider a oriented time-oriented Lorentzian manifold $M$ and two points $p, q \in M$. Then

$$d(p, q) \leq \inf \left\{ \max\{0, f(q) - f(p)\} : f \in C^\infty(M, \mathbb{R}), \sup \{ \nabla f, \nabla f \} \leq -1, \nabla f \text{ is past directed} \right\}.$$ 

Moreover, the equality can always be obtained by extending the set of smooth functions to the set of continuous causal functions.

The following theorem extends our algebraic constraint in order to have a control on the growth rate of smooth causal functions.

**Theorem 19.** Let $(\mathcal{A}, \mathcal{A}, \mathcal{H}, D, \mathcal{J})$ be an even commutative Lorentzian spectral triple as in the definition 3 and let us consider the *-algebra $C^\infty(M, \mathbb{R})$ of smooth functions, then $f \in C^\infty(M, \mathbb{R})$ respects the following constraints:

$$\sup g(\nabla f, \nabla f) \leq -1 \quad \text{and} \quad \nabla f \text{ is past directed}$$

if and only if

$$\forall \phi \in \mathcal{H}, \quad \langle \phi, \mathcal{J}(D, f) + i\gamma \phi \rangle \leq 0,$$

where $(\cdot, \cdot)$ is the inner product on $\mathcal{H}$ and $\gamma$ is the chirality element.

**Proof.** Let us set $\alpha = g^{00} f_{\mu}$ and $\beta = g^{00} (g^{\mu\nu} f_{\mu} f_{\nu} + 1) = g^{00} (g(\nabla f, \nabla f) + 1)$. We can restart the proof of theorem 11 with the new matrix $\mathcal{J}(D, f) + i\gamma$ and the characteristic polynomial, to obtain that $\forall \phi \in \mathcal{H}, \quad \langle \phi, \mathcal{J}(D, f) + i\gamma \phi \rangle \leq 0$ if and only if $\alpha \leq 0$ and $\beta \geq 0$ on every point of $M$, which is equivalent to have $\sup g(\nabla f, \nabla f) + 1 \leq 0$ with past-directed gradient of $f$.

Now let us define a new distance function using this new algebraic constraint.
Definition 20. Let \((A, \tilde{A}, \mathcal{H}, D, \mathcal{J})\) be an even commutative Lorentzian spectral triple as in definition 3; for every two points \(p, q \in \mathcal{M}\), we define
\[
\tilde{d}(p, q) := \inf_{f \in C^\infty(M, \mathbb{R})} [\max\{0, f(q) - f(p)\} : \forall \phi \in \mathcal{H}, \langle \phi, \mathcal{J}(D, f) + i\gamma)\phi \rangle \leq 0].
\]

Proposition 21. The function \(\tilde{d}(p, q)\) from definition 20 respects all the properties of a Lorentzian distance.

Proof. We have trivially that \(\tilde{d}(p, p) = 0\) and \(\tilde{d}(p, q) \geq 0\) for all \(p, q \in \mathcal{M}\). If \(\tilde{d}(p, q) > 0\), then \(\tilde{d}(q, p) = 0\), since for every function \(f\), \(\max\{0, f(q) - f(p)\} > 0 \Rightarrow \max\{0, f(p) - f(q)\} = 0\).

The wrong way triangle inequality is valid since, for all \(p, q, r\) such that \(\tilde{d}(p, q) > 0\) and \(\tilde{d}(q, r) > 0\), we have
\[
\tilde{d}(p, r) = \inf_{f \in C^\infty(M, \mathbb{R})} [\max\{0, f(r) - f(p)\} : \forall \phi \in \mathcal{H}, \langle \phi, \mathcal{J}(D, f) + i\gamma)\phi \rangle \leq 0] = \inf_{f \in C^\infty(M, \mathbb{R})} [\max\{0, f(r) - f(q)\} + (f(q) - f(p)) : \forall \phi \in \mathcal{H}, \langle \phi, \mathcal{J}(D, f) + i\gamma)\phi \rangle \leq 0] \geq \inf_{f \in C^\infty(M, \mathbb{R})} [\max\{0, f(r) - f(q)\} + (f(q) - f(p)) : \forall \phi \in \mathcal{H}, \langle \phi, \mathcal{J}(D, f) + i\gamma)\phi \rangle \leq 0] + \inf_{f \in C^\infty(M, \mathbb{R})} [\max\{0, f(r) - f(q)\} : \forall \phi \in \mathcal{H}, \langle \phi, \mathcal{J}(D, f) + i\gamma)\phi \rangle \leq 0] = \tilde{d}(p, q) + \tilde{d}(q, r).
\]

Proposition 22. For every \(p, q \in \mathcal{M}\), we have \(d(p, q) \leq \tilde{d}(p, q)\).

Proof. This is a simple consequence of theorem 18 and theorem 19.

One can notice that this proposition implies that \(\tilde{d}(p, q) > 0\) only if \(d(p, q) > 0\), so only if \(p \prec q\).

However, those results are not sufficient to prove that, in the general case, the two distances coincide. This is related to the fact that our algebraic constraint is only well defined for smooth functions while the only proof of the equality case existing at this time relies on non-smooth causal functions [6]. Nevertheless, the equality case can easily be obtained if the distance between two points can be determined by using only smooth functions, as is the case for the Minkowski spacetime.

Proposition 23. Let us consider the following commutative spectral triple on Minkowski spacetime with an even dimension \(n\):
- \(\mathcal{H} = L^2(\mathbb{R}^{1,n-1}) \otimes C^{2n}\) is the Hilbert space of square-integrable spinor sections over the Minkowski spacetime.
- \(\tilde{A} = S(\mathbb{R}^{1,n-1})\) is the algebra of Schwartz functions with pointwise multiplication.
- \(\tilde{A} = B(\mathbb{R}^{1,n-1})\) is the algebra of smooth bounded functions with bounded derivatives with pointwise multiplication.
- \(D = -i\gamma^0 \partial_0\) is the flat Dirac operator.
- \(\mathcal{J} = [D, x^0] = ic(dx^0) = i\gamma^0\) where \(x^0\) is the time coordinate.
- \(\gamma = (-i)\gamma^1 \cdot \gamma^{n-1}\).

Then, the function
\[
\tilde{d}(p, q) = \inf_{f \in C^\infty(\mathbb{R}^{1,n-1}, \mathbb{R})} [\max\{0, f(q) - f(p)\} : \forall \phi \in \mathcal{H}, \langle \phi, \mathcal{J}(D, f) + i\gamma)\phi \rangle \leq 0]
\]
corresponds to the usual Lorentzian distance.
Proof. Let \( p, q \in \mathbb{R}^{1,n-1} \) be two points such that \( p \ll q \). We want to show that there exists a function \( f \in C^\infty(\mathbb{R}^{1,n-1}, \mathbb{R}) \) respecting \( \sup g(\nabla f, \nabla f) \leq -1 \) with past-directed gradient such that \( f(q) - f(p) = d(p, q) \). Since the Minkowski spacetime is invariant by translation and that the conditions on the gradient of \( f \) are also invariant by translation, we can assume for simplicity that \( p \) is at the origin. Let us suppose that \( q = (q_0, q_1, \ldots, q_{n-1}) \) in Cartesian coordinates. Since the maximal geodesics of the Minkowski spacetime are given by straight lines, so we have \( d(p, q) = q_0^2 - \sum_{i=1}^{n-1} q_i^2 = d > 0 \). We can notice that, since \( p \ll q \) with \( p \) at the origin, the coordinate \( q_0 \) is always positive. The point \( q \) can be described by using hyperbolic polar coordinates:

\[
q = (d \cosh \theta, d_1 \sinh \theta, d_2 \sinh \theta, \ldots, d_{n-1} \sinh \theta),
\]

where \( d = \sqrt{\sum_{i=1}^{n-1} d_i^2} \) and \( \tanh \theta = \sqrt{\sum_{i=1}^{n-1} q_i^2} \).

Let us define the following affine function:

\[
f(x_0, \ldots, x_{n-1}) = \cosh \theta x_0 - \sinh \theta \sum_{i=1}^{n-1} d_i x_i.
\]

Clearly, \( f \) is smooth and

\[
g(\nabla f, \nabla f) = -\cosh^2 \theta + \sinh^2 \theta \sum_{i=1}^{n-1} \frac{d_i^2}{d^2} = -1,
\]

with a past-directed gradient since, from \( \cosh \theta > 0 \), \( f \) is increasing along the time coordinate. Moreover,

\[
f(q) - f(p) = f(q) = d \cosh^2 \theta - \sinh^2 \theta \sum_{i=1}^{n-1} \frac{d_i^2}{d} = d = d(p, q).
\]

So for every pair of points \( p, q \) such that \( p \ll q \), it is possible to find an affine function \( f \) giving the equality. Now let us assume that \( p \preceq q \) with \( d(p, q) = 0 \). There exists a sequence of points \( q_k \to q \) such that \( p \ll q_k \) and \( d(p, q_k) \to 0 \), so a sequence of affine functions \( f_k \) respecting \( g(\nabla f_k, \nabla f_k) = -1 \) with a past-directed gradient and such that \( f_k(q_k) - f_k(p) \to 0 \).

The equality is given by the limit function \( f = \lim_{k \to \infty} f_k \) which respects \( f(q) - f(p) = 0 \) and \( g(\nabla f, \nabla f) = -1 \) with a past-directed gradient.

It remains to show that the formula is null if \( p \nparallel q \). We will do it by geometrical considerations. On the Minkowski spacetime, the intersection \( I^+(p) \cap I^+(q) \) cannot be empty, and since \( I^+(q) \not\subset I^+(p) \) there must exist a point \( r \in I^+(q) \) in the boundary of \( I^+(p) \), i.e. such that \( r \in I^+(p) \setminus I^+(q) \). Then we have \( p \preceq r \) with \( d(p, r) = 0 \) and there exists a function \( f \) respecting \( g(\nabla f, \nabla f) = -1 \) with a past-directed gradient and giving the equality \( f(r) - f(p) = 0 \). Since we have \( d(q, r) > 0 \), we must have \( f(q) < f(r) = f(p) \), so max \{0, f(q) - f(p)\} = 0.

We want to conclude this section by making a remark that the generalization of the Lorentzian distance formula given in definition 20 to noncommutative spacetimes is not straightforward. Indeed, this formula requires an extension to some *-algebra of unbounded elements, which is not included at this time in the definition of Lorentzian spectral triples.

6. Outlook

We have shown that a partial order structure within the space of states can be defined for a Lorentzian spectral triple. This partial order structure corresponds to the usual causal structure when the Lorentzian spectral triple is built from a globally hyperbolic manifold. This definition opens the door to various new possibility of introducing causal aspects in noncommutative
geometry, with possible physical applications for example in noncommutative quantum field theory.

This definition raises also some new questions. For example, we have seen that, in the commutative case, we only need the subset $\mathcal{M}(\hat{A})$ of the space of all states to recover the causal structure. The passage from $P(\hat{A})$ to $\mathcal{M}(\hat{A})$ allows us to recover the initial noncompact manifold instead of its compactification. On the other hand, the causality relation (definition 5) is well defined for all states in $\mathcal{S}(\hat{A})$. In the commutative case this observation is obsolete (see remark 13) and does not provide us any new information about the causal structure. However, in the noncommutative regime the three causal futures covered by definition 12 might be of very different nature even in the case of simple deformations like the mentioned Moyal–Minkowski spacetimes. Since in the noncommutative regime the notion of points becomes meaningless, causality would also become a non-local quantity. The investigation of conceptual consequences of the proposed definition of causal structure for noncommutative Lorentzian spectral triples is the aim of our future work.

Also, with the algebraization of the global constraint for the Lorentzian distance formula in even dimensions, we have added a new step in the construction of such formula. The future work on this task will address the problem of obtaining a correspondence with the usual distance formula for general globally hyperbolic spacetimes. Moreover, it would require setting a correct background for Lorentzian spectral triples in order to extend this formula to noncommutative spacetimes.
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Appendix. The characteristic polynomial of $\mathcal{J}[D, f]$

In this appendix, we compute the necessary formulas for our main proofs, using some techniques of spin geometry and combinatorics.

We suppose that $f \in C^1(\mathcal{M}, \mathbb{R})$ where $\mathcal{M}$ is an $n$-dimensional globally hyperbolic Lorentzian spin manifold. Let us set $\alpha = f^0 = g^{0\mu} f_{\mu}$, $\beta = g^{00} (f_{\mu} f^{\mu}) = g^{00} g^{\mu\nu} f_{\mu} f_{\nu}$ and define $d = 2^{\lfloor n/2 \rfloor}$.

Lemma 24. For $1 \leq k \leq d$, we have

$$a_k = \text{tr}[(\gamma^0 \gamma^\mu f_{\mu})^k] = \frac{d}{2} \sum_{j=0}^{\lfloor k/2 \rfloor} (-1)^{k-j} \binom{k}{j} (2\alpha)^{k-2j} \beta^j.$$

Proof. Let us first set $a_0 = \text{tr}(1) = d$ and compute $a_1$. We have

$$a_1 = \text{tr}(\gamma^0 \gamma^\mu) f_{\mu} = g^{0\mu} \text{tr}(1) f_{\mu} = d\alpha.$$

Now take $k \geq 2$, then

$$a_k = \text{tr}(\gamma^0 \gamma^\mu f_{\mu})^k = \text{tr} \gamma^0 \gamma^\nu \gamma^0 \gamma^\rho (\gamma^0 \gamma^\mu f_{\mu})^{k-2} f_{\nu} f_{\rho}$$

$$= 2g^{00} f_{\nu} \text{tr} \gamma^0 \gamma^\rho \gamma^0 \gamma^\nu (\gamma^0 \gamma^\mu f_{\mu})^{k-2} f_{\rho} - \text{tr} \gamma^0 \gamma^\nu \gamma^\rho (\gamma^0 \gamma^\mu f_{\mu})^{k-2} f_{\nu} f_{\rho}$$

$$= 2\alpha \text{tr}(\gamma^0 \gamma^\mu f_{\mu})^{k-1} + g^{00} \text{tr} \gamma^0 \gamma^\nu (\gamma^0 \gamma^\mu f_{\mu})^{k-2} f_{\nu} f_{\rho}$$

$$= 2\alpha a_{k-1} - g^{00} \frac{1}{2} \text{tr}(\gamma^\nu \gamma^\rho) (\gamma^0 \gamma^\mu f_{\mu})^{k-2} f_{\nu} f_{\rho}$$

$$= 2\alpha a_{k-1} - g^{00} g^{\mu\nu} f_{\nu} f_{\rho} \text{tr}(\gamma^0 \gamma^\mu f_{\mu})^{k-2}$$

$$= 2\alpha a_{k-1} - \beta a_{k-2}.$$
We have extensively used the anticommutation rules \( \{ \gamma^\mu, \gamma^\nu \} = 2g^{\mu\nu} \) and, in line 4, we have taken advantage of the symmetry of exchanging the indices \( \mu \leftrightarrow \rho \).

The resulting linear recurrence relation
\[
\alpha_k = 2\alpha_0\alpha_k - \beta \alpha_{k-2}, \quad \alpha_0 = d, \quad \alpha_1 = da
\]
has the characteristic equation \( X^2 - 2\alpha X + \beta = 0 \) whose roots are \( \alpha \pm \sqrt{\alpha^2 - \beta} \). This leads to the general formula
\[
\alpha_k = \text{tr}[(\gamma^0 \gamma^\mu f_{\mu\nu})^k] = \frac{d^2}{2}[(\alpha - \sqrt{\alpha^2 - \beta})^k + (\alpha + \sqrt{\alpha^2 - \beta})^k]. \tag{A.1}
\]

The reader might be suspicious about the \( \sqrt{\alpha^2 - \beta} \), which might, a priori, be a complex number. However, the following computation shows that (A.1) is always real.

By use of the binomial theorem, we obtain
\[
\alpha_k = \frac{d^2}{2} \left\lfloor \frac{k^2}{2} \right\rfloor \sum_{i=0}^{\left\lfloor \frac{k}{2} \right\rfloor} (-1)^i \binom{k}{i} \binom{k-2i}{j} \alpha^{k-2j} \beta^j
\]
and if \( k \geq 1 \), by use of the combinatorial relation
\[
\sum_{i=0}^{\left\lfloor \frac{k}{2} \right\rfloor} \binom{k}{i} \binom{k-2i}{j} = \frac{k}{k-j} 2^{k-2j} \binom{k-j}{j} \quad \text{for} \quad j \leq \left\lfloor \frac{k}{2} \right\rfloor,
\]
we obtain
\[
\alpha_k = \frac{d^2}{2} \sum_{j=0}^{\left\lfloor \frac{k}{2} \right\rfloor} (-1)^j 2^{k-2j} \frac{k}{k-j} \binom{k-j}{j} \alpha^{k-2j} \beta^j. \tag{A.4}
\]

**Lemma 25.** The coefficients of the characteristic polynomial of the matrix \( \gamma^0 \gamma^\mu f_{\mu\nu} \) read
\[
c_k = (-1)^k \sum_{i=0}^{\left\lfloor \frac{k}{2} \right\rfloor} \binom{k}{i} \frac{d}{k-i} \binom{k-i}{i} (2\alpha)^{k-2i} \beta^i \quad \text{for} \quad 0 \leq k \leq d. \tag{A.2}
\]

**Proof.** Newton’s identities allow us to express the coefficients of the characteristic polynomial of a \( d \)-dimensional matrix \( A \) in terms of its trace \( \alpha_k = \text{tr} A^k \). Let us recall the following formula:
\[
\det(\lambda I - A) = \lambda^d + c_1 \lambda^{d-1} + \cdots + c_d \lambda + c_0,
\]
where the coefficients \( c_n \) for \( n \in \{1, 2, \ldots, d\} \) can be obtained recursively from Newton’s identities (see e.g. [27]):
\[
a_k + a_{k-1}c_1 + \cdots + a_1c_{k-1} + kc_k = 0.
\]
It is also logical to set \( c_0 = 1 \).

Since we already know the values of \( \alpha_k \) for the matrix \( \gamma^0 \gamma^\mu f_{\mu\nu} \) from the lemma 24, it is sufficient to prove that, for every \( 1 \leq k \leq d \), we have
\[
\sum_{p=1}^{k} a_p c_{k-p} = -kc_k, \tag{A.3}
\]
where the coefficients \( c_k \) are those given in (A.2).

The lhs of (A.3) can be written as
\[
\sum_{p=1}^{k} a_p c_{k-p} = \sum_{l=0}^{\left\lfloor \frac{k}{2} \right\rfloor} b_l (2\alpha)^{k-2l} \beta^l, \tag{A.4}
\]
The coefficients $b_l$ in (A.4) are obtained by taking the coefficients of $(2\alpha)^{k-2j} \beta^j$ in $a_p$ and the coefficients of $(2\alpha)^{k-2(l-j)} \beta^{(l-j)}$ in $c_k$, for $j = 0, \ldots, \left\lfloor \frac{k}{2} \right\rfloor$. We get

$$b_l = (-1)^l \frac{d}{2} \sum_{p=1}^{\left\lfloor \frac{k}{2} \right\rfloor} \sum_{j=0}^{l} (-1)^{l-p} \frac{p-j}{p-j} \binom{p-j}{j} \binom{d}{2} \binom{k-p-l+j}{l-j}. $$

Let us replace the couple of indices $(p, j)$ by a new one $(q, j)$ where $q = p-j$. Recall that $\binom{q}{j} = 0$ for $b < 0$ or $b > a$, so the binomial coefficient $\binom{p-j}{j}$ yields non-null terms only if $2j \leq p$. So $q$ is non-negative and cannot be null since $p \neq 0$. The binomial coefficients $\binom{k-p-l+j}{l-j}$ imply that effectively we have $q = p-j \leq k-l$ and $j \leq l$, so $q$ goes from 1 to $k-l$ and $j$ goes from 0 to $l$, and we obtain

$$b_l = (-1)^l \frac{d}{2} \sum_{q=1}^{k-l} \sum_{j=0}^{l} (-1)^q \frac{q}{j} \binom{k-l-q}{l-j} \left\{ \sum_{j=0}^{l} \frac{q}{j} \binom{k-l-q}{l-j} \right\}. $$

(A.5)

The term inside the square brackets of (A.5) is independent of $q$. Indeed,

$$\sum_{j=0}^{l} \frac{q}{j} \binom{k-l-q}{l-j} = \sum_{j=0}^{l} \frac{q}{j} \binom{k-l-q}{l-j} + \sum_{j=0}^{l-1} \frac{q}{j} \binom{k-l-q}{l-j} = \frac{k-l}{l} + \frac{l}{k(k-l)} \binom{k-l-q}{l-j} = \binom{k-l}{l} \binom{k-l-q}{l-j} + \frac{l}{k(k-l)} \binom{k-l-q}{l-j}.$$ 

where we have applied two times the Vandermonde identity between the lines 2 and 3.

If we insert this result into (A.5), we obtain

$$b_l = (-1)^l \frac{d}{2} \frac{k}{k-l} \binom{k-l}{l} \sum_{q=1}^{k-l} (-1)^q \binom{q}{k-l-q}. $$

(A.6)

The summand of (A.6) can be split into two parts via the relation

$$\binom{q}{k-l-q} = \binom{q}{k-l-q} + \binom{q}{k-l-q}.$$ 

Since the sum over $q$ has an alternating sign $(-1)^q$, all terms cancel out except the two extrema:

- For $q = k-l$, the term $(-1)^q \binom{q}{k-l-q}$ remains but is null since $k-l-q-1 = -1$.
- For $q = 1$, the term $(-1)^q \binom{q-1}{k-l-q}$ remains and is equal to $(-1)^q \binom{q}{k-l-q}$.

Thus, finally we obtain

$$b_l = -(-1)^l \frac{d}{2} \frac{k}{k-l} \binom{k-l}{l} \left( \frac{d}{2} - 1 \right) \binom{k-l}{l-l-1} = -k \left[ (-1)^l \binom{d}{2} \binom{k-l}{l} \binom{k-l}{l} \right].$$
where the term inside the square brackets clearly matches the coefficient of (A.2) for \( i = l \).

It follows that the formula (A.3) is valid for the coefficients \( c_k \) given in (A.2), so they indeed correspond to the coefficients of the characteristic polynomial of \( \gamma^0 \gamma^\mu f_{\mu\nu} \).

The following is a generalization of the previous calculations to a matrix of the form \( \gamma^0 (\gamma^\mu f_{\mu\nu} - a\gamma) = \gamma^0 \gamma^\mu f_{\mu\nu} - a\gamma^0 \gamma \), where \( \gamma \) is the chirality element.

**Lemma 26.** Let us suppose that \( n \) is even and let \( \gamma = (-1)^{\frac{n-1}{2}} \gamma^0 \cdots \gamma^{n-1} \). We set \( \alpha = f^0 = g^{\mu\nu} f_{\mu\nu} \) and \( \beta = g^{\mu\nu} (f_{\mu\nu} f^{\mu\nu} + a^2) = g^{\mu\nu} g^{\alpha\beta} f_{\mu\nu} + g^{00} a^2 \) for \( a \in \mathbb{R} \).

For \( 1 \leq k \leq d \), we have

\[
a_k = \text{tr} \left[ (\gamma^0 \gamma^\mu f_{\mu\nu} - a\gamma^0 \gamma)^k \right] = \frac{d}{2} \sum_{j=0}^{\frac{k}{2}} (-1)^j \binom{k}{j} (k-j) (2\alpha)^{k-2j} \beta^j
\]

and the coefficients of the characteristic polynomial of the matrix \( \gamma^0 \gamma^\mu f_{\mu\nu} - a\gamma^0 \gamma \) read

\[
c_k = (-1)^k \frac{d}{2} \sum_{i=0}^{\frac{k}{2}} \binom{k}{i} \binom{d}{k-i} (2\alpha)^{k-2i} \beta^i \quad \text{for} \quad 0 \leq k \leq d.
\]

**Proof.** We abusively define \( \gamma^n = \gamma = (-1)^{\frac{n-1}{2}} \gamma^0 \cdots \gamma^{n-1} \) and \( f_{\nu\mu} = -a \). We use the following extended indices \( \bar{\mu}, \bar{\nu} = 0, 1, \ldots, n \) while the usual indices are \( \mu, \nu = 0, 1, \ldots, n-1 \). We define \( g^{\bar{\mu}\bar{\nu}} = 1 \), \( g^{\bar{\mu}\mu} = g^{\mu\bar{\mu}} = 0 \) such that the anticommutation relation still holds \( \{\gamma^{\bar{\mu}}, \gamma^{\bar{\nu}}\} = 2g^{\bar{\mu}\bar{\nu}} \). Then we have

\[
\gamma^0 \gamma^\mu f_{\mu\nu} - a\gamma^0 \gamma = \gamma^0 \gamma^\mu f_{\mu\nu} + \gamma^0 \gamma^\mu f_{\bar{\nu}\bar{\mu}} = \gamma^0 \gamma^\mu f_{\bar{\nu}\bar{\mu}},
\]

\[
g^{0\bar{\nu}} f_{\bar{\mu}\bar{\nu}} = g^{0\bar{\nu}} f_{\bar{\nu}\bar{\mu}} = \alpha,
\]

\[
g^{00} g^{\bar{\mu}\bar{\nu}} f_{\bar{\mu}\bar{\nu}} f_{\nu\mu} = g^{00} g^{\bar{\mu}\bar{\nu}} f_{\bar{\mu}\bar{\nu}} f_{\nu\mu} + g^{00} f_{\bar{\mu}\bar{\nu}} f_{\nu\mu} = g^{00} g^{\bar{\mu}\bar{\nu}} f_{\bar{\mu}\bar{\nu}} f_{\nu\mu} + g^{00} a^2 = \beta.
\]

The first result is obtained by applying the proof of lemma 24, using the extended indices, to the modified matrix \( \gamma^0 \gamma^\mu f_{\bar{\mu}\bar{\nu}} \) with \( \alpha = g^{0\bar{\nu}} f_{\bar{\mu}\bar{\nu}} \) and \( \beta = g^{00} g^{\bar{\mu}\bar{\nu}} f_{\bar{\mu}\bar{\nu}} f_{\nu\mu} \). The second result follows directly by applying lemma 25 to the modified matrix \( \gamma^0 \gamma^\mu f_{\bar{\nu}\bar{\mu}} \). \( \square \)
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