ASYMPTOTIC BEHAVIOR FOR MULTI-SCALE SDES WITH MONOTONICITY COEFFICIENTS DRIVEN BY LÉVY PROCESSES

YINGHUI SHI, XIAOBIN SUN, LIQIONG WANG, AND YINGCHAO XIE

Abstract. In this paper, we study the asymptotic behavior for multi-scale stochastic differential equations driven by Lévy processes. The optimal strong convergence order 1/2 is obtained by studying the regularity estimates for the solution of Poisson equation with polynomial growth coefficients, and the optimal weak convergence order 1 is got by using the technique of Kolmogorov equation. The main contribution is that the obtained results can be applied to a class of multi-scale stochastic differential equations with monotonicity coefficients, as well as the driven processes can be the general Lévy processes, which seems new in the existing literature.
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1. Introduction

1.1. Background. In this paper, we consider the following multi-scale stochastic system driven by Lévy processes:

\[
\begin{aligned}
    dX_t^\varepsilon &= b(X_t^\varepsilon, Y_t^\varepsilon)dt + \sigma(X_t^\varepsilon, Y_t^\varepsilon)dW_t^1 + \int_{\mathbb{Z}_1} h_1(X_{t-}^\varepsilon, z)\tilde{N}_1^1(dz, dt), \\
    dY_t^\varepsilon &= \frac{1}{\varepsilon}f(X_t^\varepsilon, Y_t^\varepsilon)dt + \frac{1}{\sqrt{\varepsilon}}g(X_t^\varepsilon, Y_t^\varepsilon)dW_t^2 + \int_{\mathbb{Z}_2} h_2(X_{t-}^\varepsilon, Y_{t-}^\varepsilon, z)\tilde{N}_2^2(dz, dt)
\end{aligned}
\]  

(1.1)

with initial values \(X_0^\varepsilon = x \in \mathbb{R}^n\) and \(Y_0^\varepsilon = y \in \mathbb{R}^m\), where \(\varepsilon\) is a small and positive parameter describing the ratio of the time scale between the slow component \(X_t^\varepsilon\) and fast component \(Y_t^\varepsilon\). \(W^1\) and \(W^2\) are independent \(d_1\) and \(d_2\) dimensional standard Wiener processes, \(\tilde{N}_1\) and \(\tilde{N}_2\) are compound Poisson random measures with Lévy measures \(\nu_1\) and \(\frac{1}{\varepsilon}\nu_2\) respectively.

The averaging principle describes the asymptotic behavior of the slow component as \(\varepsilon\) goes to 0, i.e., \(X^\varepsilon\) weakly converges to the solution of a limiting equation which usually satisfies the following form:

\[
d\bar{X}_t = \bar{b}(\bar{X}_t)dt + \bar{\sigma}(\bar{X}_t)dW_t + \int_{\mathbb{Z}_1} h_1(\bar{X}_{t-}, z)\tilde{N}_1^1(dz, dt)
\]

(1.2)

with initial value \(\bar{X}_0 = x\), and \(\bar{b}\) and \(\bar{\sigma}\) are the corresponding averaged coefficients, thus (1.2) is called the averaged equation. Since the pioneer works for the averaging principle for multi-scale stochastic differential equations (SDEs) by Khasminskii \cite{Khasminskii70}, and multi-scale stochastic partial differential equations (SPDEs) by Cerrai and Freidlin \cite{Cerrai97}, there have been various results on the averaging principle for multi-scale stochastic systems, see e.g. \cite{Hutzenthaler11, Tuo18, Liu18, Hu19, Cerrai13, Cerrai15, Cerrai16, Cerrai17, Lu17, Lu18, Lu19}.

In addition to the convergence of \(X^\varepsilon\), one is also interested in the rate of convergence, since the rate can be used to construct the efficient numerical schemes, see e.g. \cite{Bouchard10}. Moreover, the optimal rate of convergence is also known to be very important for diffusion approximation or homogenization problems and normal derivation or central limit type theorems, see e.g. \cite{Sznitman96, Ben-Artzi91, Ben-Artzi92, Ben-Artzi97, Ben-Artzi98, Ben-Artzi99, Ben-Artzi00}. In the past several decades, there have been many results in studying the convergence rate in the averaging principle. A common strategy used to study is to apply the technique of classical Khasminskii’s time discretization, see e.g. \cite{Kharroubi11, Gobet16, Sun18}, and the method of asymptotic expansion of solutions of Kolmogorov equations in the parameter \(\varepsilon\) is used to study the weak convergence rate, see e.g. \cite{Gobet16, Gobet17, Gobet18, Gobet19}. Recently, the technique of Poisson equation is widely used to study the optimal strong and weak convergence rates, see e.g. \cite{Gobet10, Gobet11}.

The mentioned references all considered stochastic systems driven by Gaussian noise, whose solutions have continuous paths. However, solutions with discontinuous paths appears naturally in many applications. The averaging principle for stochastic system driven by jump noise has been researched by many scholars, see e.g. \cite{Kifer85, Pardoux99, Pardoux01, Pardoux02, Pardoux03, Pardoux04, Pardoux05}. However, only few studies have shown the optimal convergence rate in the strong and weak sense. For example, Liu \cite{Liu00} obtained the optimal convergence order 1/2 in the strong sense for a class of jump-diffusion processes. Sun et.al. \cite{Sun18} obtained the optimal strong convergence order \(1 - 1/\alpha\) and weak convergence order 1 for a class of SDEs driven by \(\alpha\)-stable processes, where \(\alpha \in (1, 2)\). Sun and Xie \cite{Sun19} obtained the optimal strong convergence order \(1 - 1/\alpha\) and weak convergence order \(1 - r\) (for any \(r \in (0, 1)\)) for a class of SPDEs driven by \(\alpha\)-stable processes, where \(\alpha \in (1, 2)\).
The main purpose of this paper focuses on studying the optimal strong and weak convergence rates for stochastic system (1.1). More precisely, for any initial value \((x, y) \in \mathbb{R}^n \times \mathbb{R}^m\), \(T > 0\), \(p > 1\) and small enough \(\varepsilon > 0\), under some proper conditions on the coefficients and \(\sigma(x, y) \equiv \sigma(x)\), we have

\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |X_t^\varepsilon - \bar{X}_t|^p \right) \leq C \varepsilon^{p/2},
\]

where \(C\) is a constant depending on \(T, |x|, |y|, p\) and \(\bar{X}\) is the solution of the corresponding averaged equation (see (3.23) below). Furthermore, for some proper function \(\phi\), we obtain

\[
\sup_{0 \leq t \leq T} |\mathbb{E}\phi(X_t^\varepsilon) - \mathbb{E}\phi(\bar{X}_t)| \leq C \varepsilon,
\]

where \(\bar{X}\) is the solution of another averaged equation (see (5.14) below). This means that the strong and weak convergence orders are 1/2 and 1 respectively, which are the optimal convergence orders.

It is worth pointing out an independent interest of the paper is that the coefficient \(b(x, y)\) satisfies the monotonicity condition and polynomial growth with respect to \(x\) and \(y\) respectively, such as the form \(b(x, y) = -|x|^2 x + x + |y|^2 y\) (see Example 2.7 below for detailed discussion). As far as we know, there seems to be few results on this topic, even in the case of the Wiener noises. Compare with [21], where Liu. et. al. have proved the strong averaging principle holds without the convergence order for a class of SDEs with locally Lipschitz coefficients, we here achieve the optimal strong convergence order 1/2. Compare with [8], where Crisan et. al. study the optimal weak convergence order 1 in the sense of uniform in time for multi-scale SDEs with locally-Lipschitz coefficients, we here obtain the optimal strong convergence order 1/2 and the driving noises can be the general Lévy processes. To the best of our knowledge, it seems the first result about the optimal strong convergence rate for SDEs with monotonicity coefficients.

1.2. Main techniques for the proofs. For reading convenience, we are in a position to show the main techniques of the proofs.

Techniques for strong convergence: Firstly, using the monotonicity condition, one can get

\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |X_t^\varepsilon - \bar{X}_t|^p \right) \leq C_{p, T} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| \int_0^t (X_s^\varepsilon - \bar{X}_s, b(X_s^\varepsilon, Y_s^\varepsilon) - \bar{b}(X_s^\varepsilon)) ds \right|^{p/2} \right].
\]

In order to prove (1.3), the key step is how to deal with the term \(b(X_s^\varepsilon, Y_s^\varepsilon) - \bar{b}(X_s^\varepsilon)\). To do this, we will use the technique of Poisson equation. Roughly speaking, \(b(X_s^\varepsilon, Y_s^\varepsilon) - \bar{b}(X_s^\varepsilon)\) can be replaced by \(-\mathcal{L}^2(X_s^\varepsilon) \Phi(X_s^\varepsilon, \cdot)(Y_s^\varepsilon)\), i.e., considering the following Poisson equation:

\[
-\mathcal{L}^2(x) \Phi(x, \cdot)(y) = b(x, y) - \bar{b}(x),
\]

where \(\mathcal{L}^2(x)\) is the generator of the frozen equation (2.13) for fixed \(x \in \mathbb{R}^n\). Then applying Itô’s formula on \(\langle \Phi(X_t^\varepsilon, Y_t^\varepsilon), X_t^\varepsilon - \bar{X}_t \rangle\), one would obtain the new term

\[
\int_0^t \langle X_s^\varepsilon - \bar{X}_s, \mathcal{L}^2(X_s^\varepsilon) \Phi(X_s^\varepsilon, \cdot)(Y_s^\varepsilon) \rangle ds
\]

has an expression in terms of the solution \(\Phi\) to the Poisson equation (see (5.8) below), thus the remaining works are devoted to studying the regularity estimates of the solution \(\Phi\). However, for the purpose of covering some cases of the polynomial growth coefficients, this
paper is devoted to studying the regularity estimates for the solution of the corresponding Poisson equation with polynomial growth coefficients.

**Techniques for weak convergence:** We shall use the technique based on a combination of Kolmogorov equation and Poisson equation to prove (1.4). Roughly speaking, we first introduce the Kolmogorov equation:

\[
\begin{aligned}
\partial_t u(t, x) &= \mathcal{L}_1 u(t, x), \quad t \geq 0, \\
u(0, x) &= \phi(x),
\end{aligned}
\]

where \( \mathcal{L}_1 \) is the generator of the transition semigroup of the averaged equation (5.14). For fixed \( t > 0 \), denote

\[
\tilde{u}(s, x) := u(t - s, x), \quad s \in [0, t].
\]

Then we observe that

\[
\tilde{u}(t, X_t^\varepsilon) = \phi(X_t^\varepsilon), \quad \tilde{u}(0, x) = \mathbb{E} \phi(\bar{X}_t^x).
\]

Therefore, using Itô’s formula on \( \tilde{u}(t, X_t^\varepsilon) \) and taking expectation on both sides (see (5.31) below), one would get

\[
\mathbb{E} \phi(X_t^\varepsilon) - \mathbb{E} \phi(\bar{X}_t^x) = \mathbb{E} \int_0^t \left[ F^t(s, x, y) - \bar{F}^t(s, x) \right] ds,
\]

where

\[
F^t(s, x, y) := \langle b(x, y), \partial_x \tilde{u}(s, x) \rangle + \frac{1}{2} \text{Tr} \left[ \sigma\sigma^*(x, y)\partial_x^2 \tilde{u}(s, x) \right]
\]

and \( \bar{F}^t(s, x) \) is the corresponding averaged coefficient. In order to prove (1.5), we consider another Poisson equation:

\[
-\mathcal{L}_2(x) \Phi^t(s, x, \cdot)(y) = F^t(s, x, y) - \bar{F}^t(s, x).
\]

The remaining proof returns to the previous procedure for applying the technique of Poisson equation.

1.3. **Organization.** The rest of the paper is organized as follows. In Section 2, we give some notations and under some suitable assumptions, we formulate our main results and give several concrete examples to illustrate the applicability of our main results. Section 3 is devoted to giving some a priori estimates of the solution \((X_t^\varepsilon, Y_t^\varepsilon)\) and studying the frozen and averaged equations. We study the regularity estimates of the solution of Poisson equation in Section 4. The details proofs of the strong convergence and weak convergence are given in Sections 5.1 and 5.2 respectively. In last section is the appendix, where we give detailed proofs about the differentiability of solution to the frozen equation, and the well-posedness of the Kolmogorov equation for the averaged equation.

Throughout this paper, \( C, C_T \) and \( C_{p,T} \) stand for constants whose value may change from line to line, and \( C_T \) and \( C_{p,T} \) is used to emphasize that the constant depend on \( T \) and \( p, T \) respectively.

2. **Main results**

This section is divided into three subsections, we first introduce some notations and assumptions in subsection 2.1. The main results are presented in the subsection 2.2. Finally, we show some examples to illustrate our main results.
2.1. Notations and assumptions. Denote by $|\cdot|$ and $\langle \cdot, \cdot \rangle$ the Euclidean vector norm and the usual Euclidean inner product, respectively. Let $\| \cdot \|$ be the matrix norm or the operator norm if there is no confusion possible.

For a vector-valued or matrix-valued function $\varphi(x)$ defined on $\mathbb{R}^n$ or $\varphi(x, y)$ defined on $\mathbb{R}^n \times \mathbb{R}^m$, for any $i, j \in \mathbb{N}$, we use $D^i \varphi(x)$ to denote its $i$-th order derivatives of $\varphi$, and use $\partial_y^i \partial_x^j \varphi(x, y)$ to denote its $i$-th and $j$-th partial derivative of $\varphi(x, y)$ with respect to (w.r.t.) $x$ and $y$, respectively. We call $\varphi(x, y)$ is a function of polynomial growth if there exist $C > 0$ and $k \geq 1$ such that $|\varphi(x, y)| \leq C(1 + |x|^k + |y|^k), \forall x \in \mathbb{R}^n, y \in \mathbb{R}^m$.

For any $k, k_1, k_2 \in \mathbb{N}_+$,

- $C^k(\mathbb{R}^n) := \{ \varphi : \mathbb{R}^n \rightarrow \mathbb{R} : \text{for } 0 \leq i \leq k, D^i \varphi(x) \text{ are continuous} \}$;
- $C^k_1(\mathbb{R}^n) := \{ \varphi \in C^k(\mathbb{R}^n) : \text{for } 1 \leq i \leq k, D^i \varphi(x) \text{ are bounded} \}$;
- $C^k_2(\mathbb{R}^n) := \{ \varphi \in C^k(\mathbb{R}^n) : \text{for } 0 \leq i \leq k, D^i \varphi(x) \text{ are polynomial growth} \}$;
- $C^{k_1, k_2}(\mathbb{R}^n \times \mathbb{R}^m) := \{ \varphi : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R} : \text{for } 0 \leq i \leq k_1, 0 \leq j \leq k_2, 0 \leq i + j \leq k_1 \lor k_2, \partial_y^i \partial_x^j \varphi(x, y) \text{ are joint continuous} \}$;
- $C^{k_1, k_2}_1(\mathbb{R}^n \times \mathbb{R}^m) := \{ \varphi \in C^{k_1, k_2}(\mathbb{R}^n \times \mathbb{R}^m) : \text{for } 0 \leq i \leq k_1, 0 \leq j \leq k_2, \partial_y^i \partial_x^j \varphi(x, y) \text{ are polynomial growth} \}$.

Similarly, for a function $\varphi : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n$, we say $\varphi \in C^{k_1, k_2}(\mathbb{R}^n \times \mathbb{R}^m, \mathbb{R}^n)$, if all the components of $\varphi_i \in C^{k_1, k_2}(\mathbb{R}^n \times \mathbb{R}^m)$, $i = 1, 2, \ldots, n$. Other notations can be interpreted similarly.

Let $W^1$ and $W^2$ be $d_1$ and $d_2$-dimensional standard Wiener process on a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with filtration $\{\mathcal{F}_t\}_{t \geq 0}$, respectively. Let $D_1$ and $D_2$ be two countable subsets of $\mathbb{R}_+$. $p_1^1$ and $p_2^{2, \varepsilon}$ are two stationary $\mathcal{F}_t$-adapted Poisson point processes on measurable spaces $(\mathcal{Z}_1, \mathcal{B}(\mathcal{Z}_1))$ and $(\mathcal{Z}_2, \mathcal{B}(\mathcal{Z}_2))$ with characteristic measures $\nu_1$ and $\frac{1}{\varepsilon} \nu_2$, respectively, where $\int_{\mathcal{Z}_i} 1 \wedge |z|^2 \nu_i(dz) < \infty$, $i = 1, 2$. Define for any $t > 0$ and $A_i \in \mathcal{B}(\mathcal{Z}_i)$, $i = 1, 2$,

$$N^1([0, t], A_1) := \sum_{s \in D_1, s \leq t} 1_{A_1}(p_s^1), \quad N^{2, \varepsilon}([0, t], A_2) := \sum_{s \in D_2, s \leq t} 1_{A_2}(p_s^{2, \varepsilon}),$$

which are two Poisson random measures with corresponding compensated martingale measures

$$\tilde{N}^1(ds, du) := N^1(ds, du) - \nu_1(du)ds$$
and

$$\tilde{N}^{2, \varepsilon}(ds, du) := N^{2, \varepsilon}(ds, du) - \frac{1}{\varepsilon} \nu_2(du)ds.$$ 

Note that we always assume that $W^1$, $W^2$, $\tilde{N}^1$ and $\tilde{N}^{2, \varepsilon}$ are mutually independent.

Let the maps $b = b(x, y), \sigma = \sigma(x, y), h_1 = h_1(x, z), f = f(x, y), g = g(x, y)$ and $h_2 = h_2(x, y, z)$ be given:

$$b : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n, \quad \sigma : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^{n \times d_1}, \quad h_1 : \mathbb{R}^n \times \mathcal{Z}_1 \rightarrow \mathbb{R}^n,$$
$$f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^m, \quad g : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^{m \times d_2}, \quad h_2 : \mathbb{R}^n \times \mathbb{R}^m \times \mathcal{Z}_2 \rightarrow \mathbb{R}^m.$$ 

For the coefficients of the slow equation, we suppose that for any $p \geq 2$, $x, x_1, x_2 \in \mathbb{R}^n$ and $y, y_1, y_2 \in \mathbb{R}^m$, there exist positive constants $C, C_p$ and $k, q \in (2, \infty)$ such that the following conditions hold:
A1. (Monotonicity)
\[ \langle b(x_1, y) - b(x_2, y), x_1 - x_2 \rangle \leq C|x_1 - x_2|^2. \] (2.1)
Moreover,
\[ |b(x_1, y) - b(x_2, y)| \leq C \left(1 + |y_1|^k + |y_2|^k\right) |y_1 - y_2|, \] (2.2)
\[ ||\sigma(x_1, y_1) - \sigma(x_2, y_2)|| \leq C|x_1 - x_2| + C \left(1 + |y_1|^k + |y_2|^k\right) |y_1 - y_2|, \] (2.3)
\[ \int_{Z} |h_1(x_1, z) - h_1(x_2, z)|^p \nu_1(dz) \leq C_p|x_1 - x_2|^p. \] (2.4)

A2. (Coercivity)
\[ 2 \langle b(x, y), x \rangle + ||\sigma(x, y)||^2 \leq C \left(1 + |x|^2 + |y|^q\right). \] (2.5)

A3. (Growth) \( b \in C^{2,3}(\mathbb{R}^n \times \mathbb{R}^m, \mathbb{R}^n) \) and for any \( i = 0, 1, 2, j = 0, 1, 2, 3 \) with \( 0 \leq i + j \leq 3 \),
\[ ||\partial_i \partial_j^h b(x, y)|| \leq C \left(1 + |x|^k + |y|^k\right). \] (2.6)
Moreover,
\[ \int_{Z} |h_1(x, z)|^p \nu_1(dz) \leq C_p \left(1 + |x|^p\right). \] (2.7)

For the coefficients of the fast equation, we suppose that for any \( p \geq 2 \), there exist positive constants \( C, C_p, k, \ell > 8, \beta, \lambda, L_{h_2} \in [0, \beta) \) and \( \zeta_1, \zeta_2 \in [0, 1) \) such that the following conditions hold for any \( x, x_1, x_2 \in \mathbb{R}^n, y, y_1, y_2 \in \mathbb{R}^m \):

B1. (Strong monotonicity)
\[ 2 \langle f(x_1, y_1) - f(x_2, y_2), y_1 - y_2 \rangle + (\ell - 1) ||g(x_1, y_1) - g(x_2, y_2)||^2 \\
+ 2 \ell^{-3}(\ell - 1) \int_{Z} |h_2(x_1, y_1, z) - h_2(x_2, y_2, z)|^2 \nu_2(dz) \leq -2|y_1 - y_2|^2 + C|x_1 - x_2|^2. \] (2.8)
\[ 2 \ell^{-3}(\ell - 1) \int_{Z} |h_2(x_1, y_1, z) - h_2(x_2, y_2, z)|^\ell \nu_2(dz) \leq L_{h_2}|y_1 - y_2|^\ell + C|x_1 - x_2|^\ell. \] (2.9)

B2. (Coercivity)
\[ \langle f(x, y), y \rangle \leq -\lambda|y|^2 - \lambda|y|^q + C, \] (2.10)
where \( q \) is the one in (2.5).

B3. (Growth) \( f \in C^{3,3}(\mathbb{R}^n \times \mathbb{R}^m, \mathbb{R}^n), g \in C^{3,3}(\mathbb{R}^n \times \mathbb{R}^m, \mathbb{R}^m \times \mathbb{R}^d_z), h_2(\cdot, \cdot, z) \in C^{3,3}(\mathbb{R}^n \times \mathbb{R}^m, \mathbb{R}^m) \) and for any \( 0 \leq i, j \leq 3 \) with \( 1 \leq i + j \leq 3 \),
\[ ||\partial_i \partial_j^f f(x, y)|| + ||\partial_i \partial_j^g g(x, y)|| + \int_{Z} ||\partial_i \partial_j^h h_2(x, y, z)||^p \nu_2(dz) \leq C_p(1 + |y|^k). \] (2.11)
Moreover,
\[ ||g(x, y)|| \leq C(1 + |y|^\zeta_1), \int_{Z} |h_2(x, y, z)|^p \nu_2(dz) \leq C_p(1 + |y|^{p\zeta_2}). \] (2.12)

Remark 2.1. Here we give some comments on the conditions above.
- (2.1) and (2.2) are monotonicity and local Lipschitz continuous for the coefficient \( b \) w.r.t. \( x \) and \( y \), respectively. For example, \( b(x, y) = -|x|^2x + x + |y|^3y \).
- The constant \( q \geq 2 \) in (2.5) and (2.10) is used to ensure the existence and uniqueness of the solution of the stochastic system (1.1) (see details in Lemma 3.1).
• (2.8) ensures that the frozen equation admits a unique invariant measure $\mu^x$, which together with (2.9) ensure the partial derivative of the solution $Y_t^{x,y}$ of frozen equation with respect to $x$ lives in $L^\ell$ norm, i.e., $\sup_{t>0} E\|\partial_x Y_t^{x,y}\|^{\ell} < \infty$, for some $\ell > 8$.
• (2.6) and (2.11) are used to study the regularity estimates of the solution of Poisson equation.
• The constants $\zeta_1, \zeta_2 \in [0, 1)$ in (2.12) are used to prove the fast component $Y^\varepsilon$ has finite moments of any order.

2.2. Main results. Let $\mu^x$ be the unique invariant measure for the transition semigroup of the following frozen equation:

$$\begin{cases}
    dY_t = f(x, Y_t) dt + g(x, Y_t) d\tilde{W}^2_t + \int_{\mathbb{Z}_2} h_2(x, Y_{t-}, z) \tilde{N}^2(dt, d\bar{z}), \\
    Y_0 = y \in \mathbb{R}^m,
\end{cases}$$

(2.13)

where $\tilde{W}^2$ is a $d_2$-dimensional standard Wiener process and $\tilde{N}^2$ is compensated martingale measure with Lévy measure $\nu_2$, $\tilde{W}^2$ and $\tilde{N}^2$ are independent.

The following theorem is our first main result.

**Theorem 2.2. (Strong convergence)** Suppose that assumptions $A1$-$A3$ and $B1$-$B3$ hold, and $\sigma(x, y) \equiv \sigma(x)$. Then for any $x \in \mathbb{R}^n$, $y \in \mathbb{R}^m$ and $T > 0$, there exists $C > 0$ depends on $p, T, |x|, |y|$ such that for small enough $\varepsilon > 0$, we have

$$E \left( \sup_{0 \leq t \leq T} \left| X^\varepsilon_t - \tilde{X}_t \right|^p \right) \leq C\varepsilon^\frac{p}{2}.$$ 

where $\tilde{X}_t$ is the solution of the corresponding averaged equation:

$$d\tilde{X}_t = \tilde{b}(\tilde{X}_t) dt + \sigma(\tilde{X}_t) dW^1_t + \int_{\mathbb{Z}_1} h_1(\tilde{X}_{t-}, z) \tilde{N}^1(dz, dt), \tilde{X}_0 = x,$$

where $\tilde{b}(x) = \int_{\mathbb{R}^m} b(x, y) \mu^x(dy)$.

**Remark 2.3.** The above result implies that the convergence order is $1/2$, which is the optimal order in the strong sense (see [19, Example 1]). Note that the Lévy process considered here can not cover the $\alpha$-stable process, which does not have finite second moment, thus this is no contradiction with the obtained optimal strong convergence order $1 - 1/\alpha$ in [32]. It is also worthy to point that the diffusion coefficient $\sigma$ does not depend on the fast component $Y^\varepsilon$, otherwise the strong convergence may fail (see a counter-example in [19, section 4.1]).

In order to prove the weak convergence order, we need the following assumption:

For any for any $p \geq 2$, there exist positive constants $C, C_p$ and $k$ such that the following conditions hold for any $x \in \mathbb{R}^n, y \in \mathbb{R}^m, z_1 \in \mathbb{Z}_1, z_2 \in \mathbb{Z}_2$:

**A4.** There exist $\ell > 16$, $\beta > 0$ and $L_{h_2} \in [0, \beta)$ such that

$$2 \left( f(x_1, y_1) - f(x_2, y_2), y_1 - y_2 \right) + (\ell - 1)\left\| g(x_1, y_1) - g(x_2, y_2) \right\|^2$$

$$+ 2^{\ell - 3}(\ell - 1) \int_{\mathbb{Z}_2} \left| h_2(x_1, y_1, z) - h_2(x_2, y_2, z) \right|^2 \nu_2(dz) \leq -\beta|y_1 - y_2|^2 + C|x_1 - x_2|^2.$$ 

(2.14)

$$2^{\ell - 3}(\ell - 1) \int_{\mathbb{Z}_2} \left| h_2(x_1, y_1, z) - h_2(x_2, y_2, z) \right|^\ell \nu_2(dz) \leq L_{h_2}|y_1 - y_2|^\ell + C|x_1 - x_2|^\ell.$$ 

(2.15)
Moreover, \( b \in C^{4,4}_p(\mathbb{R}^n \times \mathbb{R}^m, \mathbb{R}^n) \), \( \sigma \in C^{4,4}(\mathbb{R}^n \times \mathbb{R}^m, \mathbb{R}^n \times \mathbb{R}^{d_1}) \), \( h_1(\cdot, z_1) \in C^4(\mathbb{R}^n, \mathbb{R}^n) \), and for any \( 0 \leq i, j \leq 4 \) with \( 1 \leq i + j \leq 4 \),

\[
\| \partial_y^i \partial_x^j \sigma(x, y) \| \leq C(1 + |y|^k), \tag{2.16}
\]

\[
\int_{\mathbb{R}^n} \| \partial_x^j h_1(x, z) \| p \nu_1(dz) \leq C_p \tag{2.17}
\]

and

\[
\inf_{x \in \mathbb{R}^n, y \in \mathbb{R}^m, z \in \mathbb{R}^n} \frac{\langle (\sigma(x, y)\sigma^*(x, y)) \cdot z, z \rangle}{|z|^2} > 0. \tag{2.18}
\]

Furthermore \( f \in C^{4,4}(\mathbb{R}^n \times \mathbb{R}^m, \mathbb{R}^m) \), \( g \in C^{4,4}(\mathbb{R}^n \times \mathbb{R}^m, \mathbb{R}^m \times \mathbb{R}^{d_2}) \), \( h_2(\cdot, \cdot, z_2) \in C^{4,4}(\mathbb{R}^n \times \mathbb{R}^m, \mathbb{R}^m) \) and for any \( 0 \leq i, j \leq 4 \) with \( 1 \leq i + j \leq 4 \),

\[
\| \partial_y^i \partial_x^j f(x, y) \| + \| \partial_y^i \partial_x^j g(x, y) \| + \int_{\mathbb{R}^m} \| \partial_y^i \partial_x^j h_2(x, y, z) \| p \nu_2(dz) \leq C_p(1 + |y|^k). \tag{2.19}
\]

**Remark 2.4.** Roughly speaking, assumption **A4** is used to study the regularity estimate of the solution \( u(t, x) \) of the Kolmogorov equation (see equation (5.20) in section 5.2). More precisely, (2.16) is used to study the regularity estimate of the averaged coefficient \( \overline{\sigma}\sigma^* \); (2.18) is used to study the regularity estimate of the averaged coefficient \( \tilde{\sigma} = (\overline{\sigma}\sigma^*)^{1/2} \); (2.14) and (2.15) are stronger than (2.8) and (2.9), however these two conditions are used to study the partial derivative of the solution \( Y_t^{x,y} \) with respect to \( x \) lives in \( L^\ell \) norm, i.e., \( \sup_{t \geq 0} \mathbb{E}\| \partial_x Y_t^{x,y} \| ^\ell < \infty \), for some \( \ell > 16 \).

The following theorem is our second main result.

**Theorem 2.5. (Weak convergence)** Suppose that assumptions **A1-A4** and **B1-B3** hold. Then for any \( \phi \in C^4_p(\mathbb{R}^n) \), \( x \in \mathbb{R}^n \), \( y \in \mathbb{R}^m \) and \( T > 0 \), there exists \( C > 0 \) depends on \( T \), \( |x|, |y| \) such that for any \( \varepsilon > 0 \),

\[
\sup_{t \in [0, T]} \left| \mathbb{E}\phi(\tilde{X}_t^\varepsilon) - \mathbb{E}\phi(\tilde{X}_t) \right| \leq C\varepsilon.
\]

where \( \tilde{X}_t \) is the solution of the corresponding averaged equation:

\[
d\tilde{X}_t = \tilde{b}(\tilde{X}_t)dt + \tilde{\sigma}(\tilde{X}_t)dW_t + \int_{\mathbb{R}^m} h_1(\tilde{X}_t-, z)\tilde{N}_1(dz, dt), \tilde{X}_0 = x,
\]

where \( \tilde{b}(x) = \int_{\mathbb{R}^m} b(x, y)\mu^x(dy) \), \( \tilde{\sigma}(x) = \left[ \int_{\mathbb{R}^m} \sigma(x, y)\sigma^*(x, y)\mu^x(dy) \right]^{1/2} \) (i.e., \( \tilde{\sigma}(x)\tilde{\sigma}(x) = \int_{\mathbb{R}^m} \sigma(x, y)\sigma^*(x, y)\mu^x(dy) \)) and \( W \) is a \( n \)-dimensional standard Wiener process independent of \( \tilde{N}_1 \).

**Remark 2.6.** The above result implies that the weak convergence order is 1. It is worthy to point that the diffusion coefficient \( \sigma(x, y) \) can depend on the fast component, however the coefficient \( h_1(x, z) \) here is independent of the fast component due to the reason of technique. In fact, since the generator of the jump part is a nonlocal operator, it usually non-trivial to describe the averaged coefficients \( h_1(x, z) \) if \( h_1(x, y, z) \) depends of the fast component. Of course, \( h_1(x, y, z) \) may achieve its averaged coefficient \( \tilde{h}_1(x, z) \) in some special jump processes.
2.3. Examples. In this subsection, we give two concrete examples to illustrate the applicability of our main results. For simplicity, we only consider the 1-dimensional case, but one can easily extend to the multi-dimensional case.

Example 2.7. Let us consider the following slow-fast SDEs,
\[
\begin{cases}
   dX^\varepsilon_t = \left(-(X^\varepsilon_t)^3 + X^\varepsilon_t + (Y^\varepsilon_t)^3\right) dt + \sigma(X^\varepsilon_t, Y^\varepsilon_t) dW^1_t + \int_{\mathbb{R}} z \tilde{N}^1(dz, dt), & X^\varepsilon_0 = x \in \mathbb{R}, \\
   dY^\varepsilon_t = \frac{1}{\varepsilon} \left[\sin(X^\varepsilon_t) - Y^\varepsilon_t - (Y^\varepsilon_t)^5\right] dt + \frac{1}{\sqrt{\varepsilon}} dW^2_t + \int_{\mathbb{R}} z \tilde{N}^{2,\varepsilon}(dz, dt), & Y^\varepsilon_0 = y \in \mathbb{R},
\end{cases}
\]
where \(\{W^1_t\}_{t \geq 0}\) and \(\{W^2_t\}_{t \geq 0}\) are independent 1-dimensional Brownian motions, \(\tilde{N}^1\) and \(\tilde{N}^{2,\varepsilon}\) are two compound Poisson random measures with Lévy measures \(\nu_1\) and \(\frac{1}{\varepsilon} \nu_2\) respectively, here \(\int_{|z| \leq 1} |z|^2 \nu_i(dz) \leq C\) and \(\nu_i([1, \infty)) = 0\), for \(i = 1, 2\).

Let
\[
b(x, y) = -x^3 + x + y^3, \quad h_1(x, z) = z,
\]
and
\[
f(x, y) = \sin(x) - y - y^5, \quad g(x, y) = 1, \quad h_2(x, y, z) = z.
\]

On one hand, if \(\sigma(x, y) = x\), it is easy to verify that A1-A3 and B1-B3 hold with \(k = 4, q = 6, \beta = 2, \lambda = 1/2\), \(\forall \ell > 8\) and \(L_{h_2} = \zeta_1 = \zeta_2 = 0\). Thus, by Theorem 2.2 for any \(p > 0\) we have
\[
\mathbb{E} \left( \sup_{t \in [0, T]} |X^\varepsilon_t - \bar{X}_t|^p \right) \leq C \varepsilon^{p/2},
\]
where \(\bar{X}_t\) is the solution of the corresponding averaged equation.

On the other hand, if \(\sigma(x, y) = \sin(x) + \sin(y) + 3\), it is easy to verify that A1-A4 and B1-B3 hold with \(k = 4, q = 6, \beta = 2, \lambda = 1/2\), \(\forall \ell > 16\) and \(L_{h_2} = \zeta_1 = \zeta_2 = 0\). Thus, by Theorem 2.5 for any \(\phi \in C^4_p(\mathbb{R}^n)\), we have
\[
\sup_{t \in [0, T]} \left| \mathbb{E} \phi(X^\varepsilon_t) - \mathbb{E} \phi(\bar{X}_t) \right| \leq C \varepsilon,
\]
where \(\bar{X}_t\) is the solution of the corresponding averaged equation.

Example 2.8. Let us consider the following slow-fast SDEs,
\[
\begin{cases}
   dX^\varepsilon_t = \left[X^\varepsilon_t - \arctan(X^\varepsilon_t)(Y^\varepsilon_t)^2 + Y^\varepsilon_t\right] dt + dW^1_t + \int_{\mathbb{R}} z \tilde{N}^1(dz, dt), & X^\varepsilon_0 = x \in \mathbb{R}, \\
   dY^\varepsilon_t = \frac{1}{\varepsilon} \left[\cos(X^\varepsilon_t) - (Y^\varepsilon_t)^3\right] dt + \frac{1}{\sqrt{\varepsilon}} dW^2_t + \int_{\mathbb{R}} z \tilde{N}^{2,\varepsilon}(dz, dt), & Y^\varepsilon_0 = y \in \mathbb{R},
\end{cases}
\]
where \(\{W^1_t\}_{t \geq 0}\), \(\{W^2_t\}_{t \geq 0}\), \(\tilde{N}^1\) and \(\tilde{N}^{2,\varepsilon}\) are the same setting in Example 2.7.

Let
\[
b(x, y) = x - \arctan(x)y^2 + y, \quad \sigma(x, y) = 1, \quad h_1(x, z) = z,
\]
and
\[
f(x, y) = \cos(x) - y^3, \quad g(x, y) = 1, \quad h_2(x, y, z) = z,
\]
Then it is easy to verify that A1-A3 and B1-B3 hold with \(k = 2, q = 4, \beta = 1, \lambda = 1/2\), \(\forall \ell > 8\) and \(L_{h_2} = \zeta_1 = \zeta_2 = 0\). Thus, by Theorem 2.2 for any \(p > 0\) we have
\[
\mathbb{E} \left( \sup_{t \in [0, T]} |X^\varepsilon_t - \bar{X}_t|^p \right) \leq C \varepsilon^{p/2},
\]
where $\bar{X}_t$ is the solution of the corresponding averaged equation.

Furthermore, it is easy to verify that A4 holds for any $\forall \ell > 16$. Thus, by Theorem 2.5 for any $\phi \in C^4_p(\mathbb{R}^n)$, we have

$$\sup_{t \in [0,T]} \left| \mathbb{E}\phi(X^\varepsilon_t) - \mathbb{E}\phi(\bar{X}_t) \right| \leq C\varepsilon,$$

where $\bar{X}_t$ is the solution of the corresponding averaged equation.

3. Preliminaries

This section is a preparation for the proofs of our main results. In subsection 3.1, we give some a priori estimates of the solution $(X^\varepsilon_t, Y^\varepsilon_t)$. In subsection 3.2, we introduce the frozen equation and give some estimates of the solution, then prove the exponential ergodicity of the corresponding transition semigroup. In the final subsection, we study the averaged equation. Note that the assumptions A1-A3 and B1-B3 hold in this section.

3.1. A priori estimates of $(X^\varepsilon_t, Y^\varepsilon_t)$.

Lemma 3.1. For any initial value $x \in \mathbb{R}^n, y \in \mathbb{R}^m$ and $\varepsilon > 0$, system (1.1) admits a unique strong solution $\{(X^\varepsilon_t, Y^\varepsilon_t), t \geq 0\}$. Moreover, for any $p \geq 1$ and $T > 0$, there exists $C_{p,T} > 0$ such that

$$\sup_{\varepsilon > 0} \mathbb{E} \left( \sup_{0 \leq t \leq T} |X^\varepsilon_t|^p \right) \leq C_{p,T}(1 + |x|^p + |y|^2)^{1/(k+1)}p), \quad (3.1)$$

and

$$\sup_{\varepsilon > 0} \sup_{t \geq 0} \mathbb{E}|Y^\varepsilon_t|^p \leq C_p(1 + |y|^p). \quad (3.2)$$

Proof. We denote

$$Z^\varepsilon_t = \begin{pmatrix} X^\varepsilon_t \\ Y^\varepsilon_t \end{pmatrix}, \quad \tilde{b}^\varepsilon(x, y) = \begin{pmatrix} b(x, y) \\ \frac{1}{\varepsilon} f(x, y) \end{pmatrix}, \quad \tilde{h}_0(x, y, z) = \begin{pmatrix} h_1(x, z) \\ 0 \end{pmatrix}$$

and

$$\tilde{h}_2(x, y, z) = \begin{pmatrix} 0 \\ h_2(x, y, z) \end{pmatrix}, \quad \tilde{\sigma}^\varepsilon(x, y) = \begin{pmatrix} \sigma(x, y) \\ 0 \frac{1}{\sqrt{\varepsilon}} g(x, y) \end{pmatrix}, \quad \tilde{W}_t = \begin{pmatrix} W^1_t \\ W^2_t \end{pmatrix}.$$ 

Then system (1.1) can be rewritten as the following equation

$$\begin{cases} dZ^\varepsilon_t = \tilde{b}^\varepsilon(Z^\varepsilon_t)dt + \tilde{\sigma}^\varepsilon(Z^\varepsilon_t)d\tilde{W}_t + \int_{Z_1} \tilde{h}_1(Z^\varepsilon_{t-}, z)\tilde{N}_1(dt, dz) + \int_{Z_2} \tilde{h}_2(Z^\varepsilon_{t-}, z)\tilde{N}_2^\varepsilon(dt, dz), \\
Z^\varepsilon_0 = \begin{pmatrix} x \\ y \end{pmatrix}. \end{cases} \quad (3.3)$$

Under the assumptions A1-A3 and B1-B3, it is easy to check that for any $R > 0$, $z_i = (x_i, y_i) \in \mathbb{R}^{n+m}$ with $|z_i| \leq R$, $i = 1, 2$, there exists $C_{R,\varepsilon} > 0$ such that

$$\begin{align*}
2(\tilde{b}^\varepsilon(z_1) - \tilde{b}^\varepsilon(z_2), z_1 - z_2) + \|\tilde{\sigma}^\varepsilon(z_1) - \tilde{\sigma}^\varepsilon(z_2)\|^2 &+ \int_{Z_1} |\tilde{h}_1(z_1, z) - \tilde{h}_1(z_2, z)|^2\nu_1(dz) \\
+ \int_{Z_2} |\tilde{h}_2(z_1, z) - \tilde{h}_2(z_2, z)|^2\frac{1}{\varepsilon}\nu_2(dz)
\end{align*}$$
\[ \leq 2\langle b(x_1, y_1) - b(x_2, y_2), x_1 - x_2 \rangle + \frac{2}{\varepsilon} \langle f(x_1, y_1) - f(x_2, y_2), y_1 - y_2 \rangle \\
+ \|\sigma(x_1, y_1) - \sigma(x_2, y_2)\|^2 + \frac{1}{\varepsilon}\|g(x_1, y_1) - g(x_2, y_2)\|^2 \\
+ \int_{Z_{\varepsilon}} |h_1(x_1, z) - h_1(x_2, z)|^2 \nu_1(dz) + \frac{1}{\varepsilon} \int_{Z_{\varepsilon}} |h_2(x_1, y_1, z) - h_2(x_2, y_2, z)|^2 \nu_2(dz) \\
\leq C_\varepsilon |x_1 - x_2|^2 + C(1 + |y_1|^k + |y_2|^k) |y_1 - y_2| |x_1 - x_2| + C(1 + |y_1|^{2k} + |y_2|^{2k}) |y_1 - y_2|^2 \\
\leq C_{R,\varepsilon} |z_1 - z_2|^2. \]

Furthermore, for small enough \( \varepsilon > 0 \),
\[ 2\langle \tilde{\mu}^\varepsilon(z_1), z_1 \rangle + \|\overline{\sigma}^\varepsilon(z_1)\|^2 + \int_{Z_{\varepsilon}} |\tilde{h}_1(z_1, z)|^2 \nu_1(dz) + \int_{Z_{\varepsilon}} |\tilde{h}_2(z_1, z)|^2 \frac{1}{\varepsilon} \nu_2(dz) \leq 2\langle b(x_1, y_1), x_1 \rangle + \frac{2}{\varepsilon} \langle f(x_1, y_1), y_1 \rangle + \|\sigma(x_1, y_1)\|^2 + \frac{1}{\varepsilon}\|g(x_1, y_1)\|^2 \\
+ \int_{Z_{\varepsilon}} |h_1(x_1, z)|^2 \nu_1(dz) + \int_{Z_{\varepsilon}} |h_2(x_1, y_1, z)|^2 \frac{1}{\varepsilon} \nu_2(dz) \leq C(1 + |x_1|^2) + C|y_1|^q - \frac{2\lambda|y_1|^q}{\varepsilon} + \frac{C}{\varepsilon}(1 + |y_1|^2) \leq C_\varepsilon(1 + |z_1|^2). \]

Hence by [36, Theorem 2.8], there exists a unique solution \( \{(X_t^\varepsilon, Y_t^\varepsilon), t \geq 0\} \) to system (1.1).

It is sufficient to prove (3.1) and (3.2) for \( p \) is large enough. Using Itô’s formula and taking expectation, we get for any \( p \geq 4 \),
\[ \mathbb{E} |Y_t^\varepsilon|^p = |y|^p + \frac{p}{\varepsilon} \mathbb{E} \int_0^t \left| Y_s^\varepsilon \right|^{p-2} \langle Y_s^\varepsilon, f(X_s^\varepsilon, Y_s^\varepsilon) \rangle ds \\
+ \frac{P(p-2)}{2\varepsilon} \mathbb{E} \int_0^t \left| Y_s^\varepsilon \right|^{p-4} |g(X_s^\varepsilon, Y_s^\varepsilon) \cdot Y_s^\varepsilon|^2 ds + \frac{P}{2\varepsilon} \mathbb{E} \int_0^t \left| Y_s^\varepsilon \right|^{p-2} \|g(X_s^\varepsilon, Y_s^\varepsilon)\|^2 ds \\
+ \frac{1}{\varepsilon} \mathbb{E} \int_0^t \int_{Z_{\varepsilon}} \left[ \left| Y_s^\varepsilon + h_2(X_s^\varepsilon, Y_s^\varepsilon, z) \right| \left| Y_s^\varepsilon \right|^{p-2} \langle Y_s^\varepsilon, h_2(X_s^\varepsilon, Y_s^\varepsilon, z) \rangle \right] \nu_2(dz) ds. \]

Note that using Taylor’s formula on \( F \in C^2(\mathbb{R}^m) \), it follows for any \( x = (x_1, \ldots, x_m) \) and \( h = (h_1, \ldots, h_m) \), there exists \( \xi \in (0, 1) \) such that
\[ F(x + h) - F(x) = \sum_{i=1}^m \partial_{x_i} F(x) h_i + \frac{1}{2} \sum_{i,j=1}^m \partial_{x_i} \partial_{x_j} F(x + \xi h) h_i h_j, \]

Then taking \( F(x) = |x|^p \) for \( p \geq 4 \), it is easy to see
\[ DF(x) = (\partial_{x_i} F(x), \ldots, \partial_{x_m} F(x)) = p|x|^{p-2} x, \]
\[ D^2 F(x) = (\partial_{x_i} \partial_{x_j} F(x))_{1 \leq i, j \leq m} = p(p-2)|x|^{p-4} x \otimes x + p|x|^{p-2} E_{m \times m}, \]

where \( E_{m \times m} \) is the unit matrix on \( \mathbb{R}^m \), thus we have for any \( a = (a_1, \ldots, a_m) \) and \( b = (b_1, \ldots, b_m) \), there exists \( \xi \in (0, 1) \) such that
\[ \left| |a + b|^p - |a|^p - p|a|^{p-2} \langle a, b \rangle \right| \\
= \frac{1}{2} \left| p(p-2)|a + \xi b|^{p-4} \sum_{i,j=1}^m (a_i + b_i \xi)(a_j + b_j \xi) b_i b_j + p|a + \xi b|^{p-2}|b|^2 \right|. \]
\[ \leq \frac{1}{2} p(p-1)|a + \xi b|^p - 2 |b|^2 \]

\[ \leq 2^{-p} p(p-1) \left( |a|^{p-2} + |b|^{p-2} \right) |b|^2 \]

\[ \leq 2^{-p} p(p-1) \left( |a|^{p-2} |b|^2 + |b|^p \right). \]  

(3.4)

By (3.4), (2.10) and (2.12), we get

\[ \frac{d}{dt} \mathbb{E} |Y_t^\varepsilon|^p \leq \frac{p}{\varepsilon} \mathbb{E} \left[ Y_t^\varepsilon |X_t^\varepsilon| f(X_t^\varepsilon, Y_t^\varepsilon) \right] + \frac{C_p}{\varepsilon} \mathbb{E} \left[ |Y_t^\varepsilon|^{p-2} g(X_t^\varepsilon, Y_t^\varepsilon) \right] \]

\[ + \frac{C_p}{\varepsilon} \mathbb{E} \int_{\mathbb{Z}_2} |Y_t^\varepsilon|^{p-2} |h_2(X_t^\varepsilon, Y_t^\varepsilon, z)|^2 \nu_2(dz) \]

\[ \leq \frac{1}{\varepsilon} \mathbb{E} \left[ p|Y_t^\varepsilon|^{p-2}(-\lambda |Y_t^\varepsilon|^2 + C) + C_p|Y_t^\varepsilon|^{p-2}(1 + |Y_t^\varepsilon|^{p_1}) \right] \]

\[ + C_p|Y_t^\varepsilon|^{p-2}(1 + |Y_t^\varepsilon|^{p_2}) + C_p(1 + |Y_t^\varepsilon|^{p_3}) \]

\[ \leq -\gamma \frac{p}{\varepsilon} \mathbb{E} |Y_t^\varepsilon|^p + \frac{C_p}{\varepsilon}, \]

where \( \gamma \in (0, \lambda) \). Thus, by comparison theorem, we have

\[ \mathbb{E} |Y_t^\varepsilon|^p \leq e^{-\frac{p\gamma t}{\varepsilon}} |y|^p + \frac{C_p}{\varepsilon} \int_0^t e^{-\frac{p\gamma (t-s)}{\varepsilon}} ds, \]

which implies

\[ \sup_{t \geq 0} \mathbb{E} |Y_t^\varepsilon|^p \leq e^{-\frac{p\gamma t}{\varepsilon}} |y|^p + C_p \leq C_p(1 + |y|^p). \]  

(3.5)

According to Itô’s formula again, it is easy to see

\[ |X_t^\varepsilon|^p = |x|^p + p \int_0^t |X_s^\varepsilon|^{p-2} \langle X_s^\varepsilon, b(X_s^\varepsilon, Y_s^\varepsilon) \rangle ds \]

\[ + \int_0^t \left[ \frac{p(p-2)}{2} |X_s^\varepsilon|^{p-4} \sigma^x(X_s^\varepsilon, Y_s^\varepsilon) \cdot X_s^\varepsilon \right] ds \]

\[ + \int_0^t \int_{\mathbb{Z}_1} |X_s^\varepsilon + h_1(X_s^\varepsilon, z)|^p - |X_s^\varepsilon|^p - p|X_s^\varepsilon|^{p-2} \langle X_s^\varepsilon, h_1(X_s^\varepsilon, z) \rangle \nu_1(dz) ds \]

\[ + p \int_0^t \left[ |X_s^\varepsilon|^{p-2} \langle X_s^\varepsilon, \sigma(X_s^\varepsilon, Y_s^\varepsilon) dW_s \rangle \right] \]

\[ + \int_0^t \int_{\mathbb{Z}_1} |X_{s-}^\varepsilon + h_1(X_{s-}^\varepsilon, z)|^p - |X_{s-}^\varepsilon|^p \right] N_1(dz, ds) \]

\[ = |x|^p + \sum_{i=1}^5 I_i(t). \]  

(3.6)

For the term \( I_1(t) \). By (2.5), we get that

\[ \mathbb{E} \left( \sup_{0 \leq t \leq T} |I_1(t)| \right) \leq C_p \mathbb{E} \int_0^T |X_s^\varepsilon|^{p-2} (1 + |X_s^\varepsilon|^2 + |Y_s^\varepsilon|^q) ds \]

\[ \leq C_p \int_0^T (1 + \mathbb{E} |X_s^\varepsilon|^p + \mathbb{E} |Y_s^\varepsilon|^p) ds, \]  

(3.7)

For the term \( I_2(t) \). Note that (2.3) implies

\[ \|\sigma(x, y)\| \leq C(1 + |x| + |y|^{k+1}), \]

(3.8)
thus we have
\[
\mathbb{E}\left(\sup_{0 \leq t \leq T} |I_2(t)|\right) \leq C_p \mathbb{E} \int_0^T |X^x_s|^{p-2} \|\sigma(X^x_s, Y^z_s)\|^2 ds
\]
\[
\leq C_p \mathbb{E} \int_0^T |X^x_s|^{p-2} (1 + |X^x_s|^2 + |Y^z_s|^{2(k+1)}) ds
\]
\[
\leq C_p \int_0^T (1 + \mathbb{E}|X^x_s|^p + \mathbb{E}|Y^z_s|^{(k+1)p}) ds
\]
\[
\leq C_{p,T} \left(1 + \mathbb{E}|X^x_s|^p\right) + C_p \int_0^T \mathbb{E}|X^x_s|^p ds. \quad (3.9)
\]

For the term \(I_3(t)\). Using (3.4) and (2.7),
\[
\mathbb{E}\left(\sup_{0 \leq t \leq T} |I_3(t)|\right) \leq C_p \mathbb{E} \int_0^T \int_{\mathbb{Z}_1} \left|X^x_s\right|^{p-2} \left|h_1(X^x_s, z)\right|^2 + \left|h_1(X^x_s, z)\right|^p \nu_1(dz) ds
\]
\[
\leq C_p \int_0^T \left(1 + \mathbb{E}|X^x_s|^p\right) ds. \quad (3.10)
\]

For the term \(I_4(t)\). By Burkholder-Davis-Gundy’s inequality (see [26, Theorem 3.49]), (3.8) and Young’s inequality, we have
\[
\mathbb{E}\left(\sup_{0 \leq t \leq T} |I_4(t)|\right) \leq C_p \mathbb{E} \left[\int_0^T |X^x_s|^{2p-2} \|\sigma(X^x_s, Y^z_s)\|^2 ds\right]^{\frac{1}{2}}
\]
\[
\leq C_p \mathbb{E} \left[\left(\sup_{0 \leq s \leq T} |X^x_s|^p\right) \left(\int_0^T |X^x_s|^{p-2}(1 + |X^x_s|^2 + |Y^z_s|^{2(k+1)}) ds\right)\right]^{\frac{1}{2}}
\]
\[
\leq \frac{1}{3} \mathbb{E} \left(\sup_{0 \leq s \leq T} |X^x_s|^p\right) + C_p \int_0^T \left(1 + \mathbb{E}|X^x_s|^p + \mathbb{E}|Y^z_s|^{(k+1)p}\right) ds. \quad (3.11)
\]

For the term \(I_5(t)\). Note that using Taylor’s formula on \(F \in C^1(\mathbb{R}^n)\), it follows for any \(x = (x_1, \ldots, x_n)\) and \(h = (h_1, \ldots, h_n)\), there exists \(\xi \in (0, 1)\) such that
\[
F(x + h) - F(x) = \sum_{i=1}^n \partial_{x_i} F(x + \xi h) h_i,
\]
thus we have for any \(a = (a_1, \ldots, a_n)\) and \(b = (b_1, \ldots, b_n)\), there exists \(\xi \in (0, 1)\) such that
\[
\|a + b|^p - |a|^p |a + \xi b|^{p-2} \sum_{i=1}^n (a_i + b_i \xi) b_i |
\]
\[
\leq p|a + \xi b|^{p-1} |b| \quad \leq p2^{p-2} (|a|^{p-1} |b| + |b|^p). \quad (3.12)
\]

By Burkholder-Davis-Gundy’s inequality (see [26, Theorem 3.50]), (3.12), Young’s inequality and (2.7), we have
\[
\mathbb{E}\left(\sup_{0 \leq t \leq T} |I_5(t)|\right) \leq C_{p,N} \mathbb{E} \left[\int_0^T \int_{\mathbb{Z}_1} \left|X^x_s - h_1 \left(X^x_{s-}, z\right)\right|^p - \left|X^x_{s-}\right|^p \right]^{\frac{1}{2}} N^1(dz, ds)
\]
\[
\leq C_p \mathbb{E} \left[\int_0^T \int_{\mathbb{Z}_1} \left|X^x_{s-}\right|^{2p-2} \left|h_1(X^x_{s-}, z)\right|^2 + \left|h_1(X^x_{s-}, z)\right|^{2p} \right] N^1(dz, ds) \right]^{\frac{1}{2}}
\]
Lemma 3.2. For any \( p \geq 4 \) and \( T > 0 \), there exists positive constant \( C_p \) such that for \( \varepsilon \in (0, T] \),

\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |Y_t^\varepsilon|^p \right) \leq C_p \left( 1 + |y|^p \right) T / \varepsilon. \tag{3.14}
\]

Proof. Denote \( \tilde{Y}_t^\varepsilon := Y_t^\varepsilon / \sqrt{\varepsilon} \), then it is easy to check that \( \tilde{Y}_t^\varepsilon \) satisfies the following equation:

\[
\tilde{Y}_t^\varepsilon = y + \frac{1}{\varepsilon} \int_0^t f(X_s^\varepsilon, \tilde{Y}_s^\varepsilon) ds + \frac{1}{\varepsilon} \int_0^t g(X_s^\varepsilon, \tilde{Y}_s^\varepsilon) \tilde{W}_s^2 + \int_0^t h_2(X_{s-}^\varepsilon, \tilde{Y}_{s-}^\varepsilon, z) \tilde{N}^2(ds, dz) = y + \int_0^t f(X_s^\varepsilon, \tilde{Y}_s^\varepsilon) ds + \int_0^t g(X_s^\varepsilon, \tilde{Y}_s^\varepsilon) \tilde{W}_s^2 + \int_0^t h_2(X_{s-}^\varepsilon, \tilde{Y}_{s-}^\varepsilon, z) \tilde{N}^2(ds, dz),
\]

where \( \tilde{W}_t^2 := 1 / \sqrt{\varepsilon} W_{\sqrt{\varepsilon} t}^2 \) that coincides in law with \( W_t^2, \tilde{N}^2(ds, dz) \) is also a compensated Poisson random measure with Lévy measure \( \nu_0 \), which is constructed by the Poisson point process \( \tilde{\mu}_t^{2,\varepsilon} := \nu_t^{2,\varepsilon} / \varepsilon \) with \( t \in \tilde{D} := \{ 0, t \in D_2 \} \).

By Itô formula, for any \( p \geq 4 \), we have

\[
|\tilde{Y}_t^\varepsilon|^p = |y|^p + p \int_0^t |\tilde{Y}_s^\varepsilon|^{p-2} \langle \tilde{Y}_s^\varepsilon, f(X_{s-}^\varepsilon, \tilde{Y}_{s-}^\varepsilon) \rangle ds + p \int_0^t |\tilde{Y}_s^\varepsilon|^{p-2} \langle \tilde{Y}_s^\varepsilon, g(X_{s-}^\varepsilon, \tilde{Y}_{s-}^\varepsilon) \rangle d\tilde{W}_s^2
\]
By the same argument as in the proof of (3.5), we can easily obtain that
\[
\sup_{t \geq 0} \mathbb{E}[\tilde{Y}_t^\varepsilon|^p] \leq C_p(1 + |y|^p).
\] (3.16)

Using (3.15), (2.10), (2.12) and Burkholder-Davis-Gundy’s inequality (see [26, Theorem 3.50]), following the same argument as in the proof of (3.11) and (3.13), we have
\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |\tilde{Y}_t^\varepsilon|^p \right) \leq |y|^p + C_p T + C_p \int_0^T \mathbb{E}(1 + |\tilde{Y}_t^\varepsilon|^p) dt
\]
\[
+ C_p \mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| \int_0^t |\tilde{Y}_s^\varepsilon|^p - g(X_s^\varepsilon, \tilde{Y}_s^\varepsilon) \right| ds \right] \] (3.15)
\[
+ C_p \mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| \int_0^t \int_{\mathbb{Z}_2} \left( |\tilde{Y}_s^\varepsilon - h_2(X_s^\varepsilon, \tilde{Y}_s^\varepsilon, z)|^p - |\tilde{Y}_s^\varepsilon|^p \right) N^2(ds, dz) \right| \]
\[
\leq |y|^p + C_p T + C_p \int_0^T \mathbb{E}(1 + |\tilde{Y}_t^\varepsilon|^p) dt
\]
\[
+ C_p \mathbb{E} \left[ \int_0^T |\tilde{Y}_s^\varepsilon|^p - g(X_s^\varepsilon, \tilde{Y}_s^\varepsilon) \right]^{1/2}
\]
\[
+ C_p \mathbb{E} \left[ \int_0^T \int_{\mathbb{Z}_2} \left( |\tilde{Y}_s^\varepsilon - h_2(X_s^\varepsilon, \tilde{Y}_s^\varepsilon, z)|^p - |\tilde{Y}_s^\varepsilon|^p \right)^{1/2} N^2(ds, dz) \right]
\]
\[
\leq \frac{1}{2} \mathbb{E} \left( \sup_{0 \leq t \leq T} |\tilde{Y}_t^\varepsilon|^p \right) + |y|^p + C_p T + C_p \int_0^T \mathbb{E}(1 + |\tilde{Y}_t^\varepsilon|^p) dt,
\]
which together with (3.16), we finally have that for any \(T \geq 1\),
\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |\tilde{Y}_t^\varepsilon|^p \right) \leq C_p(1 + |y|^p)T.
\]

Hence, it follows that for any \(T > 0\) and \(\varepsilon \in (0, T]\),
\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |Y_t^\varepsilon|^p \right) = \mathbb{E} \left( \sup_{0 \leq t \leq T} |\tilde{Y}_t^\varepsilon|^p \right) \leq C_p(1 + |y|^p) \frac{T}{\varepsilon}.
\]

The proof is complete. \(\square\)

### 3.2. The frozen equation

For fixed \(x \in \mathbb{R}^n\), recall the frozen equation:
\[
\begin{cases}
  dY_t = f(x, Y_t) dt + g(x, Y_t) d\tilde{W}_t^2 + \int_{\mathbb{Z}_2} h_2(x, Y_{t-}, z) \tilde{N}^2(dz, dt), \\
  Y_0 = y \in \mathbb{R}^m.
\end{cases}
\] (3.17)

Under the assumptions \textbf{B1-B3}, it is easy to check that (3.17) admits a unique solution \(\{Y_t^{x,y}\}_{t \geq 0}\). Moreover, following the same steps as in the proof of (3.5), we can easily obtain
that for any \( p > 0 \), there exist \( \gamma_p, C_p > 0 \) such that
\[
\mathbb{E}|Y_{t}^{x,y}|^{p} \leq e^{-\gamma_p t}|y|^{p} + C_p, \quad \forall t \geq 0.
\]  
(3.18)

**Lemma 3.3.** There exists \( \gamma > 0 \) such that for any \( t \geq 0 \), \( x_1, x_2 \in \mathbb{R}^n \) and \( y_1, y_2 \in \mathbb{R}^m \), we have
\[
\mathbb{E}|Y_{t}^{x_1,y_1} - Y_{t}^{x_2,y_2}|^{\ell} \leq e^{-\gamma t}|y_1 - y_2|^{\ell} + C|x_1 - x_2|^{\ell},
\]  
(3.19)

where \( \ell \) is the existing constant in condition (2.8).

**Proof.** For any \( t \geq 0 \), \( x_i \in \mathbb{R}^n \) and \( y_i \in \mathbb{R}^m \), \( i = 1, 2 \), note that
\[
d(Y_{t}^{x_1,y_1} - Y_{t}^{x_2,y_2}) = \left[ f(x_1, Y_{t}^{x_1,y_1}) - f(x_2, Y_{t}^{x_2,y_2}) \right] dt + \left[ g(x_1, Y_{t}^{x_1,y_1}) - g(x_2, Y_{t}^{x_2,y_2}) \right] d\tilde{W}_{t} + \int_{\mathcal{Z}} \left[ h_2(x_1, Y_{t}^{x_1,y_1}, z) - h_2(x_2, Y_{t}^{x_2,y_2}, z) \right] \tilde{N}(dz, dt),
\]
with \( Y_{0}^{x_1,y_1} - Y_{0}^{x_2,y_2} = y_1 - y_2 \).

Using Itô’s formula and taking expectation on both sides, we get
\[
\mathbb{E}\left|Y_{t}^{x_1,y_1} - Y_{t}^{x_2,y_2}\right|^{\ell} = |y_1 - y_2|^{\ell} + \ell \mathbb{E}\int_{0}^{t}\left|Y_{s}^{x_1,y_1} - Y_{s}^{x_2,y_2}\right|^{\ell-2}\left\langle f(x_1, Y_{s}^{x_1,y_1}) - f(x_2, Y_{s}^{x_2,y_2})\right\rangle ds
\]
\[
+ \frac{\ell(\ell - 2)}{2} \mathbb{E}\int_{0}^{t}\left|Y_{s}^{x_1,y_1} - Y_{s}^{x_2,y_2}\right|^{\ell-4}\left\langle g(x_1, Y_{s}^{x_1,y_1}) - g(x_2, Y_{s}^{x_2,y_2})\right\rangle^2 ds
\]
\[
+ \frac{\ell}{2} \mathbb{E}\int_{0}^{t}\left|Y_{s}^{x_1,y_1} - Y_{s}^{x_2,y_2}\right|^{\ell-2}\left\langle h_2(x_1, Y_{s}^{x_1,y_1}, z) - h_2(x_2, Y_{s}^{x_2,y_2}, z)\right\rangle ds
\]
\[
+ \mathbb{E}\int_{0}^{t}\int_{\mathcal{Z}} \left|Y_{s}^{x_1,y_1} - Y_{s}^{x_2,y_2} - h_2(x_1, Y_{s}^{x_1,y_1}, z) + h_2(x_2, Y_{s}^{x_2,y_2}, z)\right|^{\ell} - \left|Y_{s}^{x_1,y_1} - Y_{s}^{x_2,y_2}\right|^{\ell} \nu_2(dz)ds.
\]

Then by (3.4), (2.8), (2.9) and Young’s inequality
\[
\frac{d}{dt} \mathbb{E}\left|Y_{t}^{x_1,y_1} - Y_{t}^{x_2,y_2}\right|^{\ell}
\leq \mathbb{E}\left|Y_{t}^{x_1,y_1} - Y_{t}^{x_2,y_2}\right|^{\ell-2}\left\langle f(x_1, Y_{t}^{x_1,y_1}) - f(x_2, Y_{t}^{x_2,y_2})\right\rangle
\]
\[
+ \frac{\ell(\ell - 1)}{2} \mathbb{E}\left|Y_{t}^{x_1,y_1} - Y_{t}^{x_2,y_2}\right|^{\ell-4}\left\langle h_2(x_1, Y_{t}^{x_1,y_1}, z) - h_2(x_2, Y_{t}^{x_2,y_2}, z)\right\rangle^2
\]
\[
+ 2^{\ell-4}\ell(\ell - 1) \mathbb{E}\left|Y_{t}^{x_1,y_1} - Y_{t}^{x_2,y_2}\right|^{\ell-2}\left\langle h_2(x_1, Y_{t}^{x_1,y_1}, z) - h_2(x_2, Y_{t}^{x_2,y_2}, z)\right\rangle \nu_2(dz)
\]
\[
\leq \mathbb{E}\left|Y_{t}^{x_1,y_1} - Y_{t}^{x_2,y_2}\right|^{\ell-2}\left(-\frac{\ell\beta}{2} \left|Y_{t}^{x_1,y_1} - Y_{t}^{x_2,y_2}\right|^2 + C|x_1 - x_2|^2\right)
\]
\[
+ \frac{\ell L_{h_2}}{2} \mathbb{E}\left|Y_{t}^{x_1,y_1} - Y_{t}^{x_2,y_2}\right|^{\ell} + C|x_1 - x_2|^\ell
\]
\[
\leq -\frac{(\beta - L_{h_2})}{4} \mathbb{E}\left|Y_{t}^{x_1,y_1} - Y_{t}^{x_2,y_2}\right|^{\ell} + C|x_1 - x_2|^\ell.
\]
The comparison theorem yields that
\[
\mathbb{E}|Y_t^{x_1,y_1} - Y_t^{x_2,y_2}|^\ell \leq e^{-\gamma t}|y_1 - y_2|^\ell + C|x_1 - x_2|^\ell,
\]
where \( \gamma := \frac{\ell(\beta - L_{b_2})}{4} \). The proof is complete. \(\square\)

Denote \( P_t^x \) be the transition semigroup of \( \{Y_t^{x,y}\}_{t \geq 0} \), i.e., for proper measurable function \( \varphi \) on \( \mathbb{R}^m \),
\[
P_t^x \varphi(y) := \mathbb{E}[\varphi(Y_t^{x,y})], \quad y \in \mathbb{R}^m, \quad t > 0.
\]
Then the following exponential ergodicity holds:

**Proposition 3.4.** Under the assumptions B1-B3. Then \( \{P_t^x\}_{t \geq 0} \) admits a unique invariant measure \( \mu^x \), and for any \( p > 0 \) there exists \( C_p > 0 \) such that
\[
\sup_{x \in \mathbb{R}^n} \int_{\mathbb{R}^m} |y|^p \mu^x(dy) \leq C_p. \tag{3.20}
\]
Moreover, for any \( t \geq 0, \ x \in \mathbb{R}^n, \) and \( y \in \mathbb{R}^m \), we have
\[
|\mathbb{E}b(x, Y_t^{x,y}) - \bar{b}(x)| \leq C e^{-\frac{t}{4}} (1 + |y|^{k+1}). \tag{3.21}
\]

**Proof.** (i) We shall use the classical Krylov-Bogoliubov method to prove the existence of an invariant measure. More precisely, for any \( n \in \mathbb{N} \), define the Krylov-Bogoliubov measure
\[
\mu^x_n := \frac{1}{n} \int_0^n \delta_0 P_t^x dt, \quad n \geq 1,
\]
where \( \delta_0 \) is the Dirac measure at \( 0 \), then each \( \mu^x_n \) is a probability measure such that for any bounded measurable function \( \varphi \),
\[
\int_{\mathbb{R}^n} \varphi(dy) \mu^x_n(dy) = \frac{1}{n} \int_0^n P_t^x \varphi(0)dt.
\]
For any constant \( R > 0 \), define \( K_R := \{ z \in \mathbb{R}^n : |z| \leq R \} \), which is a compact set in \( \mathbb{R}^n \). Meanwhile, by Chebyshev’s inequality and (3.18), we obtain
\[
\mu^x_n(K_R^c) \leq \frac{1}{n R^2} \int_0^n \mathbb{E}|Y_s^{x,0}|^2 ds \leq \frac{C(1 + |x|^2)}{R^2}, \quad n \geq 1,
\]
which implies that \( \{\mu^x_n\}_{n \geq 1} \) is tight. Then by Prokhorov’s theorem there exists a probability measure \( \mu^x \) and a subsequence \( \{\mu^x_{n_k}\}_{k \in \mathbb{N}} \) such that \( \mu^x_{n_k} \to \mu^x \) weakly as \( k \to \infty \). Furthermore, it is easy to check that \( \mu^x \) is an invariant measure of the transition semigroup \( \{P_t^x\}_{t \geq 0} \) by a standard argument.

(ii) By (3.18) and the definition of invariant measure, we have for any \( x \in \mathbb{R}^n \) and \( t > 0 \),
\[
\int_{\mathbb{R}^m} |y|^p \mu^x(dy) = \int_{\mathbb{R}^m} \mathbb{E}|Y_t^{x,y}|^p \mu^x(dy) \\
\leq \int_{\mathbb{R}^m} (e^{-\gamma t}|y|^p + C_p) \mu^x(dy),
\]
which implies
\[
\int_{\mathbb{R}^m} |y|^p \mu^x(dy) \leq \frac{C_p}{1 - e^{-\gamma t}}.
\]
Taking \( t \to \infty \), we get
\[
\int_{\mathbb{R}^m} |y|^p \mu^x(dy) \leq C_p. \tag{3.22}
\]
(iii) For any Lipschitz continuous function $\varphi$, by the definition of invariant measure $\mu^x$, Lemmas 3.3 and (3.22), we have for any $t \geq 0$,
\[
\left| P_t^x \varphi(y) - \int_{\mathbb{R}^m} \varphi(y') \mu^x(dy') \right| = \left| \int_{\mathbb{R}^m} \mathbb{E} \left[ \varphi(Y_t^{x,y}) - \varphi(Y_t^{x,y'}) \right] \mu^x(dy') \right|
\leq \|\varphi\|_{\text{Lip}} \int_{\mathbb{R}^m} \mathbb{E}|Y_t^{x,y} - Y_t^{x,y'}| \mu^x(dy')
\leq \|\varphi\|_{\text{Lip}} e^{-\frac{t}{2}} \int_{\mathbb{R}^m} |y - y'| \mu^x(dy')
\leq C\|\varphi\|_{\text{Lip}}(1 + |y|) e^{-\frac{t}{2}},
\]
where $\|\varphi\|_{\text{Lip}} := \sup_{x \neq y \in \mathbb{R}^n} \frac{|\varphi(x) - \varphi(y)|}{|x - y|}$. Now, let $\nu^x$ be another invariant measure, by the same argument above, we have for any $t \geq 0$,
\[
\left| \int_{\mathbb{R}^m} \varphi(y') \nu^x(dy') - \int_{\mathbb{R}^m} \varphi(y') \mu^x(dy') \right|
\leq \left| P_t^x \varphi(y) - \int_{\mathbb{R}^m} \varphi(y') \nu^x(dy') \right| + \left| P_t^x \varphi(y) - \int_{\mathbb{R}^m} \varphi(y') \mu^x(dy') \right|
\leq C\|\varphi\|_{\text{Lip}}(1 + |y|) e^{-\frac{t}{2}}.
\]
Taking $t \to \infty$ and by the arbitrariness of the $\varphi$, we have $\mu^x = \nu^x$. Hence $\mu^x$ is the unique invariant measure.

Furthermore, by the definition of invariant measure $\mu^x$, (2.2), Lemmas 3.3 and (3.22), we have
\[
\left| \mathbb{E} b(x,Y_t^{x,y}) - \tilde{b}(x) \right| = \left| \mathbb{E} b(x,Y_t^{x,y}) - \int_{\mathbb{R}^m} b(x,z) \mu^x(dz) \right|
\leq \int_{\mathbb{R}^m} \mathbb{E} |b(x,Y_t^{x,y}) - b(x,Y_t^{x,z})| \mu^x(dz)
\leq C \int_{\mathbb{R}^m} \left[ \mathbb{E} |Y_t^{x,y}|^{2k} + |Y_t^{x,z}|^{2k} \right]^{\frac{1}{2}} \left( \mathbb{E} |Y_t^{x,y} - Y_t^{x,z}|^2 \right)^{\frac{1}{2}} \mu^x(dz)
\leq C e^{-\frac{at}{2}} \int_{\mathbb{R}^m} (1 + |y|^{k} + |z|^{k}) |y - z| \mu^x(dz)
\leq C e^{-\frac{at}{2}} (1 + |y|^{k+1}).
\]
The proof is complete. \hfill \square

3.3. The averaged equation. In the case of $\sigma(x,y) = \sigma(x)$, recall the averaged equation as follows:
\[
\begin{cases}
    d\bar{X}_t = \tilde{b}(\bar{X}_t) dt + \sigma(\bar{X}_t) dW^1_t + \int_{\mathbb{R}^n} h_1(\bar{X}_{t-}, z) \tilde{N}^1(dz, dt), \\
    \bar{X}_0 = x \in \mathbb{R}^n,
\end{cases}
\tag{3.23}
\]
where $\tilde{b}(x) = \int_{\mathbb{R}^m} b(x,z) \mu^x(dz)$ and $\mu^x$ is the unique invariant measure for the transition semigroup of equation (3.17).

Lemma 3.5. For any $x \in \mathbb{R}^n$, equation (3.23) has a unique solution $\bar{X}_t$. Moreover, for any $T > 0$ we have
\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |\bar{X}_t|^p \right) \leq C_{p,T} (1 + |x|^p).
\tag{3.24}
\]
Proof. By A1, (3.18), Lemma 3.3 and Proposition 3.4, for any $t > 0, x_1, x_2 \in \mathbb{R}^n$, we have
\[
2(\bar{b}(x_1) - \bar{b}(x_2), x_1 - x_2) + \|\sigma(x_1) - \sigma(x_2)\|^2 + \int_{\mathcal{Z}_1} \left| h_1(x_1, z) - h_1(x_2, z) \right|^2 \nu_1(dz) \\
\leq 2(\bar{b}(x_1) - \mathbb{E}b(x_1, Y_{t,x_1}^{x,0}), x_1 - x_2) + 2\mathbb{E}(b(x_2, Y_{t,x_2}^{x,0}) - \bar{b}(x_2), x_1 - x_2) \\
+ 2\mathbb{E}(b(x_1, Y_{t,x_1}^{x,0}) - \mathbb{E}b(x_2, Y_{t,x_1}^{x,0}), x_1 - x_2) + \|\sigma(x_1) - \sigma(x_2)\|^2 \\
+ \int_{\mathcal{Z}_1} \left| h_1(x_1, z) - h_1(x_2, z) \right|^2 \nu_1(dz) + 2\mathbb{E}(b(x_2, Y_{t,x_1}^{x,0}) - \mathbb{E}b(x_2, Y_{t,x_2}^{x,0}), x_1 - x_2) \\
\leq Ce^{-\frac{2t}{\gamma}}|x_1 - x_2| + C|x_1 - x_2|^2 + C|x_1 - x_2|\mathbb{E}\left((1 + |Y_{t,x_1}^{x,0}|^k + |Y_{t,x_2}^{x,0}|^k)|Y_{t,x_1}^{x,0} - Y_{t,x_2}^{x,0}|\right) \\
\leq Ce^{-\frac{2t}{\gamma}}|x_1 - x_2| + C|x_1 - x_2|^2 + C|x_1 - x_2|\mathbb{E}\left((1 + |Y_{t,x_1}^{x,0}|^2k + |Y_{t,x_2}^{x,0}|^2k)^{\frac{1}{2}}|Y_{t,x_1}^{x,0} - Y_{t,x_2}^{x,0}|^2\right)^{\frac{1}{2}} \\
\leq Ce^{-\frac{2t}{\gamma}}|x_1 - x_2| + C|x_1 - x_2|^2,
\]
Letting $t \to \infty$, we get that
\[
2(\bar{b}(x_1) - \bar{b}(x_2), x_1 - x_2) + \|\sigma(x_1) - \sigma(x_2)\|^2 \\
+ \int_{\mathcal{Z}_1} \left| h_1(x_1, z) - h_1(x_2, z) \right|^2 \nu_1(dz) \leq C|x_1 - x_2|^2. \tag{3.25}
\]
By (2.5), (2.7), (3.18) and (3.21), we have
\[
2(\bar{b}(x), x) + \|\sigma(x)\|^2 + \int_{\mathcal{Z}_1} \left| h_1(x, z) \right|^2 \nu_1(dz) \\
\leq 2(\bar{b}(x) - \mathbb{E}b(x, Y_{t,x}^{x,0}), x) + 2\mathbb{E}(b(x, Y_{t,x}^{x,0}), x) + \|\sigma(x)\|^2 + C(1 + |x|^2) \\
\leq Ce^{-\frac{2t}{\gamma}}|x| + C(1 + |x|^2) + C\mathbb{E}|Y_{t,x}^{x,0}|^q \\
\leq Ce^{-\frac{2t}{\gamma}}|x| + C(1 + |x|^2).
\]
Letting $t \to \infty$, we get that
\[
2(\bar{b}(x), x) + \|\sigma(x)\|^2 + \int_{\mathcal{Z}_1} \left| h_1(x, z) \right|^2 \nu_1(dz) \leq C(1 + |x|^2). \tag{3.26}
\]

Hence, (3.25) and (3.26) imply that equation (3.23) has a unique solution $\bar{X}_t$ (see [36, Theorem 2.8]). Moreover, estimate (3.24) can be easily obtained by a similar argument as in the proof of (3.1). The proof is complete. \(\square\)

4. Poisson equation with polynomial growth coefficients

Consider the following Poisson equation:
\[
-\mathcal{L}_2(x)\Phi(x, \cdot)(y) = b(x, y) - \bar{b}(x), \tag{4.1}
\]
which is equivalent to for any $k = 1, \ldots, n$,
\[
-\mathcal{L}_2(x)\Phi_k(x, \cdot)(y) = b_k(x, y) - \bar{b}_k(x), \tag{4.2}
\]
where $\Phi(x, y) := (\Phi_1(x, y), \ldots, \Phi_n(x, y))$ and $\mathcal{L}_2(x)$ is the infinitesimal generator of the frozen process $\{Y_{t,x}^{x,0}\}$, i.e., $\phi \in C^2(\mathbb{R}^m)$,
\[
\mathcal{L}_2(x)\phi(y) := \langle f(x, y), \partial_y \phi(y) \rangle + \frac{1}{2}\text{Tr}[gg^*(x, y)\partial_y^2 \phi(y)] \\
+ \int_{\mathcal{Z}_2} [\phi(y + h_2(x, y, z)) - \phi(y) - \langle \partial_y \phi(y), h_2(x, y, z) \rangle] \nu_2(dz).
\]
Now, we can obtain the existence and regularity estimates of the solution of the Poisson equation (4.1).

**Proposition 4.1.** Under the assumptions in Theorem 2.2. Define

\[ \Phi(x, y) := \int_0^\infty \left[ \mathbb{E}b(x, Y_t^{x,y}) - \bar{b}(x) \right] dt. \] (4.3)

Then \( \Phi(x, y) \) is a solution of the Poisson equation (4.1). Moreover, there exists \( C > 0 \) such that for any \( x \in \mathbb{R}^n, y \in \mathbb{R}^m \),

\[ \sup_{x \in \mathbb{R}^n} |\Phi(x, y)| \leq C(1 + |y|^{k+1}), \] (4.4)

\[ \sup_{x \in \mathbb{R}^n} \|\partial_y \Phi(x, y)\| \leq C(1 + |x|^k + |y|^k), \] (4.5)

\[ \|\partial_x \Phi(x, y)\| \leq C(1 + |x|^{2k+1} + |y|^{2k+1}), \] (4.6)

\[ \|\partial_x^2 \Phi(x, y)\| \leq C(1 + |x|^{3k+1} + |y|^{3k+1}). \] (4.7)

**Proof.** We will divide the proof into three steps.

**Step 1:** In this step, we intend to prove (4.4)-(4.5). By Proposition 3.4, we have

\[ |\Phi(x, y)| \leq \int_0^\infty \left| \mathbb{E}b(x, Y_t^{x,y}) - \bar{b}(x) \right| dt \]
\[ \leq C(1 + |y|^{k+1}) \int_0^\infty e^{-\frac{k}{2}t} dt \]
\[ \leq C(1 + |y|^{k+1}). \]

Thus the notation \( \Phi \) is well-defined. Then we have for any \( s > 0 \),

\[ \frac{P_s^x \Phi(x, \cdot)(y) - \Phi(x, y)}{s} = \frac{\mathbb{E} \Phi(x, Y_s^{x,y}) - \Phi(x, y)}{s} \]
\[ = -\frac{1}{s} \left\{ \int_0^\infty \left[ \mathbb{E}b(x, Y_{t+s}^{x,y}) - \bar{b}(x) \right] dt - \Phi(x, y) \right\} \]
\[ = -\frac{1}{s} \left\{ \int_s^\infty \left[ \mathbb{E}b(x, Y_t^{x,y}) - \bar{b}(x) \right] dt - \int_0^\infty \left[ \mathbb{E}b(x, Y_t^{x,y}) - \bar{b}(x) \right] dt \right\} \]
\[ = -\frac{1}{s} \int_s^\infty \left[ \mathbb{E}b(x, Y_t^{x,y}) - \bar{b}(x) \right] dt, \]

letting \( s \to 0 \), this implies \( -\mathcal{L}_2(x) \Phi(x, \cdot)(y) = b(x, y) - \bar{b}(x) \), thus \( \Phi(x, y) \) is a solution of Poisson equation (4.1).

Note that the chain rule implies that for any unit \( l \in \mathbb{R}^m \),

\[ \partial_y \Phi(x, y) \cdot l = \int_0^\infty \mathbb{E} [\partial_y b(x, Y_t^{x,y}) \cdot (\partial_y Y_t^{x,y} \cdot l)] dt, \]

Refer to the Proposition 6.1 in the appendix, here \( \partial_y Y_t^{x,y} \cdot l \) is the directional derivative of \( Y_t^{x,y} \) with respect to \( y \) in the direction \( l \), which satisfies

\[ d[\partial_y Y_t^{x,y} \cdot l] = \partial_y f(x, Y_t^{x,y}) \cdot (\partial_y Y_t^{x,y} \cdot l) dt + \partial_y g(x, Y_t^{x,y}) \cdot (\partial_y Y_t^{x,y} \cdot l) d\bar{W}_t \]
\[ + \int_{\mathbb{R}^2} \partial_y h(x, Y_t^{x,y}, z) \cdot (\partial_y Y_t^{x,y} \cdot l) \bar{N}(dz, dt). \] (4.8)

Moreover, the following estimate holds:

\[ \mathbb{E}|\partial_y Y_t^{x,y} \cdot l|^\ell \leq Ce^{-\gamma t}, \] (4.9)
where \( C, \gamma > 0 \) and \( \ell \) is the constant in assumption \textbf{B1}.

Using (2.6) and Hölder’s inequality, we get
\[
|\partial_y \Phi(x, y) \cdot l| \leq \int_0^\infty \mathbb{E}\|\partial_y b(x, Y_{t}^{x,y}) \cdot (\partial_y Y_{t}^{x,y} \cdot l)\|dt
\]
\[
\leq C \int_0^\infty \left[ \mathbb{E}(1 + |x|^{2k} + |Y_{t}^{x,y}|^{2k}) \right]^\frac{1}{2} \left[ \mathbb{E}|\partial_y Y_{t}^{x,y} \cdot l|^2 \right]^\frac{1}{2} dt
\]
\[
\leq C(1 + |x|^k + |y|^k) \int_0^\infty e^{-\gamma t}dt
\]
\[
\leq C(1 + |x|^k + |y|^k).
\]

Now, we define
\[
\tilde{b}_{t_0}(x, y, t) := \hat{b}(x, y, t) - \hat{b}(x, y, t + t_0),
\]
where \( \hat{b}(x, y, t) := \mathbb{E}b(x, Y_{t}^{x,y}). \) Proposition 3.4 implies
\[
\lim_{t_0 \to +\infty} \tilde{b}_{t_0}(x, y, t) = \mathbb{E}b(x, Y_{t}^{x,y}) - \hat{b}(x).
\]

In order to prove (4.6) and (4.7), it is sufficient to prove that for any unit vectors \( l_1, l_2 \in \mathbb{R}^n \), \( t_0 > 0, t > 0, x \in \mathbb{R}^n \) and \( y \in \mathbb{R}^m \), there exists \( \gamma > 0 \) such that
\[
|\partial_x \tilde{b}_{t_0}(x, y, t) \cdot l_1| \leq C e^{-\gamma t}(1 + |x|^{2k+1} + |y|^{2k+1}), \quad (4.10)
\]
\[
|\partial_x^2 \tilde{b}_{t_0}(x, y, t) \cdot (l_1, l_2)| \leq C e^{-\gamma t}(1 + |x|^{3k+1} + |y|^{3k+1}), \quad (4.11)
\]
which will be proved in Step 2 and Step 3, respectively.

**Step 2:** In this step, we intend to prove (4.10). By the Markov property,
\[
\tilde{b}_{t_0}(x, y, t) = \hat{b}(x, y, t) - \mathbb{E}b(x, Y_{t+t_0}^{x,y})
\]
\[
= \hat{b}(x, y, t) - \mathbb{E}\left[ \mathbb{E}[b(x, Y_{t+t_0}^{x,y})] | \mathcal{F}_{t_0} \right]
\]
\[
= \hat{b}(x, y, t) - \mathbb{E}\hat{b}(x, Y_{t}^{x,y}, t),
\]
which implies
\[
\partial_x \tilde{b}_{t_0}(x, y, t) \cdot l_1 = [\partial_x \hat{b}(x, y, t) \cdot l_1 - \mathbb{E}\partial_x \hat{b}(x, Y_{t}^{x,y}, t) \cdot l_1]
\]
\[
- \mathbb{E}\left[ \partial_y \hat{b}(x, Y_{t}^{x,y}, t) \cdot (\partial_x Y_{t}^{x,y} \cdot l_1) \right],
\]
\[
=: I_1 + I_2. \quad (4.12)
\]

Refer to the Proposition 6.1 in the appendix, here \( \partial_x Y_{t}^{x,y} \cdot l_1 \) is the directional derivative of \( Y_{t}^{x,y} \) with respect to \( x \) in the direction \( l_1 \), which satisfies
\[
d[\partial_x Y_{t}^{x,y} \cdot l_1] = [\partial_x f(x, Y_{t}^{x,y}) \cdot l_1 + \partial_y f(x, Y_{t}^{x,y}) \cdot (\partial_x Y_{t}^{x,y} \cdot l_1)] dt
\]
\[
+ [\partial_x g(x, Y_{t}^{x,y}) \cdot l_1 + \partial_y g(x, Y_{t}^{x,y}) \cdot (\partial_x Y_{t}^{x,y} \cdot l_1)] d\tilde{W}_t^2
\]
\[
+ \int_{\mathbb{R}^2} [\partial_x h_2(x, Y_{t}^{x,y}, z) \cdot l_1 + \partial_y h_2(x, Y_{t}^{x,y}, z) \cdot (\partial_x Y_{t}^{x,y} \cdot l_1)] d\tilde{N}^2(dt, dz).
\]

Meanwhile, the following estimate holds:
\[
\sup_{t \geq 0} \mathbb{E}|\partial_x Y_{t}^{x,y} \cdot l_1|^\ell \leq C, \quad (4.13)
\]
where \( \ell \) is the constant in assumption \textbf{B1}. 
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Note that
\[ \partial_x \hat{b}(x, y, t) \cdot l_1 = \mathbb{E} [\partial_x b(x, Y_t^{x,y}) \cdot l_1] + \mathbb{E} [\partial_y b(x, Y_t^{x,y}) \cdot (\partial_x Y_t^{x,y} \cdot l_1)], \]
which implies that for any unit vectors \( l_1 \in \mathbb{R}^n, l_2 \in \mathbb{R}^m, \)
\[ \partial_y \partial_x \hat{b}(x, y, t) \cdot (l_1, l_2) = \mathbb{E} [\partial_y \partial_x b(x, Y_t^{x,y}) \cdot (l_1, \partial_y Y_t^{x,y} \cdot l_2)] \]
\[ + \mathbb{E} [\partial^2_y b(x, Y_t^{x,y}) \cdot (\partial_x Y_t^{x,y} \cdot l_1, \partial_y Y_t^{x,y} \cdot l_2)] \]
\[ + \mathbb{E} [\partial_y b(x, Y_t^{x,y}) \cdot (\partial_y \partial_x Y_t^{x,y} \cdot (l_1, l_2))]. \]
where \( \partial_y \partial_x Y_t^{x,y} \cdot (l_1, l_2) \) is the directional derivative of \( \partial_x Y_t^{x,y} \cdot l_1 \) with respect to \( y \) in the direction \( l_2 \). Refer to Remark 6.2 in the appendix, we have
\[ \mathbb{E} |\partial_y \partial_x Y_t^{x,y} \cdot (l_1, l_2)|^4 \leq C e^{-4\gamma t} (1 + |y|^{4k}), \quad (4.14) \]
which combines with (4.9) and (4.13). It follows
\[ |\partial_y \partial_x \hat{b}(x, y, t) \cdot (l_1, l_2)| \leq C (1 + |x|^{2k} + |y|^{2k}) e^{-\gamma t}. \quad (4.15) \]
Then we can obtain
\[ |I_1| \leq C e^{-\gamma t} \mathbb{E} \left[ (1 + |x|^{2k} + |y|^{2k} + |Y_t^{x,y}|^{2k})|y - Y_t^{x,y}| \right] \leq C e^{-\gamma t} (1 + |y|^{2k+1} + |x|^{2k+1}). \quad (4.16) \]
Note that
\[ \partial_y \hat{b}(x, y, t) \cdot l_1 = \mathbb{E} [\partial_y b(x, Y_t^{x,y}) \cdot (\partial_y Y_t^{x,y} \cdot l_1)], \quad (4.17) \]
which together with (2.6) and (4.9), we have
\[ |\partial_y \hat{b}(x, y, t) \cdot l_1| = |\mathbb{E} [\partial_y b(x, Y_t^{x,y}) \cdot (\partial_y Y_t^{x,y} \cdot l_1)]| \leq C \left[ \mathbb{E} (1 + |x|^{2k} + |Y_t^{x,y}|^{2k}) \right]^{1/2} \left[ \mathbb{E} |\partial_y Y_t^{x,y} \cdot l_1|^2 \right]^{1/2} \leq C e^{-\gamma t} (1 + |x|^k + |y|^k). \quad (4.18) \]
Then by (4.13) and (4.18), we get
\[ |I_2| \leq C e^{-\gamma t} (1 + |x|^k + |y|^k) \quad (4.19) \]
Combining (4.16) and (4.19), it follows
\[ \left\| \partial_x \hat{b}_{t_0}(x, y, t) \right\| \leq C e^{-\gamma t} (1 + |x|^{2k+1} + |y|^{2k+1}). \]

**Step 3:** In this step, we intend to prove (4.11). Recall that (4.12), then the chain rule yields
\[ \partial_x^2 \hat{b}_{t_0}(x, y, t) \cdot (l_1, l_2) = [\partial_x^2 \hat{b}(x, y, t) \cdot (l_1, l_2) - \mathbb{E} \partial_x^2 \hat{b}(x, Y_{t_0}^{x,y}, t) \cdot (l_1, l_2)] \]
\[ - \mathbb{E} [\partial_y \partial_x \hat{b}(x, Y_{t_0}^{x,y}, t) \cdot (l_1, \partial_y Y_{t_0}^{x,y} \cdot l_2)] \]
\[ - \mathbb{E} [\partial_x \partial_y \hat{b}(x, Y_{t_0}^{x,y}, t) \cdot (\partial_x Y_{t_0}^{x,y} \cdot l_1, l_2)] \]
\[ - \mathbb{E} [\partial_y \hat{b}(x, Y_{t_0}^{x,y}, t) \cdot (\partial_y \partial_x Y_{t_0}^{x,y} \cdot (l_1, l_2)) \]
\[ - \mathbb{E} [\partial_y \hat{b}(x, Y_{t_0}^{x,y}, t) \cdot (\partial_y \partial_x Y_{t_0}^{x,y} \cdot (l_1, l_2)) \]
For the term $J_1$. Note that
\[
\partial^2_y \hat{b}(x, y, t) \cdot (l_1, l_2) = \mathbb{E} \left[ \partial^2_y \partial_x \hat{b}(x, Y^{x,y}_t) \cdot (l_1, l_2) \right] + \mathbb{E} \left[ \partial_y \partial_x \partial_y \hat{b}(x, Y^{x,y}_t) \cdot (l_1, l_2, \partial_y Y^{x,y}_t) \right]
\]
which implies
\[
\partial_y \partial^2_x \hat{b}(x, y, t) \cdot (l_1, l_2, l_3) = \mathbb{E} \left[ \partial_y \partial^2_y \partial_x \hat{b}(x, Y^{x,y}_t) \cdot (l_1, l_2, \partial_y Y^{x,y}_t, \partial_y Y^{x,y}_t) \right] + \mathbb{E} \left[ \partial_y \partial_x \partial_y \partial_y \hat{b}(x, Y^{x,y}_t) \cdot (l_1, l_2, \partial_y Y^{x,y}_t, \partial_y Y^{x,y}_t) \right]
\]
where $\partial^2_x Y^{x,y}_t \cdot (l_1, l_2)$ is the directional derivative of $\partial_x Y^{x,y}_t \cdot l_1$ with respect to $x$ in the direction $l_2$. $\partial_y \partial^2_x Y^{x,y}_t \cdot (l_1, l_2, l_3)$ is the directional derivative of $\partial^2_x Y^{x,y}_t \cdot (l_1, l_2)$ with respect to $y$ in the direction $l_3$. Refer to Remark 6.2 in the appendix, we have
\[
\sup_{t \geq 0} \mathbb{E}|\partial^2_x Y^{x,y}_t \cdot (l_1, l_2)|^4 \leq C(1 + |y|^{4k}),
\]
\[
\mathbb{E}|\partial_y \partial^2_x Y^{x,y}_t \cdot (l_1, l_2, l_3)|^2 \leq C e^{-2\gamma t}(1 + |y|^{4k}),
\]
where $C, \gamma > 0$. Then by (4.13), (4.9), (4.14), (4.21) and (4.22), we obtain
\[
|\partial_y \partial^2_x \hat{b}(x, y, t) \cdot (l_1, l_2, l_3)| \leq C(1 + |x|^{3k} + |y|^{3k})e^{-\gamma t},
\]
which implies
\[
J_1 \leq Ce^{-\gamma t} \mathbb{E} \left[ (1 + |x|^{3k} + |y|^{3k} + |Y^{x,y}_t|^{3k})|y - Y^{x,y}_t| \right] \leq Ce^{-\gamma t}(1 + |x|^{3k+1} + |y|^{3k+1}).
\]

For the terms $J_2$-$J_5$. By a similar argument as in the proof of (4.23), it is easy to prove
\[
|\partial_x \partial_y \hat{b}(x, y, t) \cdot (l_1, l_2)| \leq Ce^{-\gamma t}(1 + |x|^{2k} + |y|^{2k}),
\]
\[
|\partial^2_y \hat{b}(x, y, t) \cdot (l_1, l_2)| \leq Ce^{-\gamma t}(1 + |x|^{2k} + |y|^{2k}),
\]
which together with (4.13), (4.18), (4.15) and (4.21), we have
\[
\sum_{i=2}^5 |J_i| \leq Ce^{-\gamma t}(1 + |x|^{3k} + |y|^{3k}).
\]
Finally, by (4.23) and (4.24), we get (4.11). The proof is complete.
Remark 4.2. The regularity estimate of the solution to the Poisson equation with respect to its parameters have been studied in many references, see e.g. [22, 23, 28], however the non-degenerate and bounded conditions for the singular coefficients are assumed in these mentioned references. Here we use the method by a straightforward computation, see e.g. [27, 32], the coefficients \( f \) and \( g \) may have polynomial growth, which has its own interest. Meanwhile, the solution of Poisson equation (4.1) is not unique if without any other assumptions, however if the solution \( \Phi(x, y) \) also satisfies the central condition, i.e., \( \int_{\mathbb{R}^n} \Phi(x, y) \mu^x(dy) = 0, \forall x \in \mathbb{R}^n \), then the solution is unique.

5. Proofs of main results

In this section, we are going to give the detailed proofs of Theorems 2.2 and 2.5 in subsections 5.1 and 5.2, respectively.

5.1. Proof of Theorem 2.2.

Proof. Note that

\[
X_t^\varepsilon - \bar{X}_t = \int_0^t \left[ b(X_s^\varepsilon, Y_s^\varepsilon) - \bar{b}(\bar{X}_s) \right] ds + \int_0^t \left[ \sigma(X_s^\varepsilon) - \sigma(\bar{X}_s) \right] dW_s^1 + \int_0^t \int_{\mathcal{Z}_1} \left[ h_1(X_{s-}^\varepsilon, z) - h_1(\bar{X}_{s-}, z) \right] \tilde{N}^1(ds, dz).
\]

By Itô’s formula, we have for any \( p \geq 4 \),

\[
|X_t^\varepsilon - \bar{X}_t|^p = p \int_0^t |X_s^\varepsilon - \bar{X}_s|^p - 2 \left< X_s^\varepsilon - \bar{X}_s, b(X_s^\varepsilon, Y_s^\varepsilon) - \bar{b}(\bar{X}_s) \right> ds + p \int_0^t |X_s^\varepsilon - \bar{X}_s|^p - 2 \left< X_s^\varepsilon - \bar{X}_s, \sigma(X_s^\varepsilon) - \sigma(\bar{X}_s) \right> ds - \frac{p(p-2)}{2} \int_0^t |X_s^\varepsilon - \bar{X}_s|^{p-2} \left| \left( \sigma(X_s^\varepsilon) - \sigma(\bar{X}_s) \right)^* \right| \left( X_s^\varepsilon - \bar{X}_s \right)^2 ds + \frac{p}{2} \int_0^t |X_s^\varepsilon - \bar{X}_s|^{p-2} \left| \sigma(X_s^\varepsilon) - \sigma(\bar{X}_s) \right|^2 ds + \int_0^t \int_{\mathcal{Z}_1} |X_s^\varepsilon - \bar{X}_s + h_1(X_s^\varepsilon, z) - h_1(\bar{X}_s, z)|^p - |X_s^\varepsilon - \bar{X}_s|^p ds - \frac{p}{2} \int_0^t |X_s^\varepsilon - \bar{X}_s|^{p-2} \left< X_s^\varepsilon - \bar{X}_s, h_1(X_s^\varepsilon, z) - h_1(\bar{X}_s, z) \right> ds \nu_1(dz) ds + \int_0^t \int_{\mathcal{Z}_1} |X_s^\varepsilon - \bar{X}_s - h_1(X_s^\varepsilon, z) - h_1(\bar{X}_s, z)|^p - |X_s^\varepsilon - \bar{X}_s|^p \tilde{N}^1(ds, dz).
\]

By Young’s inequality, we obtain that

\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |Q_1(t)| \right) \leq C_T \mathbb{E} \left[ \left( \sup_{0 \leq s \leq T} |X_s^\varepsilon - \bar{X}_s|^p \right)^2 \right] \cdot \left( \sup_{0 \leq t \leq T} \left< X_s^\varepsilon - \bar{X}_s, b(X_s^\varepsilon, Y_s^\varepsilon) - \bar{b}(\bar{X}_s) \right> ds \right).
\]
\[ \mathbb{E} \left( \sup_{0 \leq t \leq T} |Q_5(t)| \right) \leq C_p \mathbb{E} \left[ \int_0^T |X_s^\varepsilon - \bar{X}_s|^2 \|\sigma(X_s^\varepsilon) - \sigma(\bar{X}_s)\|^2 ds \right]^{\frac{1}{2}} \]

\[ \leq \frac{1}{4} \mathbb{E} \left( \sup_{0 \leq t \leq T} |X_t^\varepsilon - \bar{X}_t|^p \right) + C_p \mathbb{E} \int_0^T |X_s^\varepsilon - \bar{X}_s|^p ds \]

(5.4)

and using the Burkholder-Davis-Gundy’s inequality (see [26, Theorem 3.50]), (3.12) and Young’s inequality, we obtain

\[ \mathbb{E} \left( \sup_{0 \leq t \leq T} |Q_7(t)| \right) \leq C_p \mathbb{E} \left[ \int_0^T \left( |X_{s-}^\varepsilon - \bar{X}_{s-}|^{2p-2} \cdot |h_1(X_{s-}, z) - h_1(\bar{X}_{s-}, z)|^2 \right. \right. \]

\[ + \left. \left. |h_1(X_{s-}, z) - h_1(\bar{X}_{s-}, z)|^{2p} \right) \right)^{\frac{1}{2}} \]

\[ \leq \frac{1}{4} \mathbb{E} \left( \sup_{0 \leq t \leq T} |X_t^\varepsilon - \bar{X}_t|^p \right) + C_p \mathbb{E} \int_0^T |X_s^\varepsilon - \bar{X}_s|^p ds. \]

(5.5)

Combining (5.1)-(5.5), we get

\[ \mathbb{E} \left( \sup_{0 \leq t \leq T} |X_t^\varepsilon - \bar{X}_t|^p \right) \leq C_p \mathbb{E} \left[ \sup_{0 \leq t \leq T} \left\| \int_0^t (X_s^\varepsilon - \bar{X}_s) \cdot (b(X_s^\varepsilon, Y_s^\varepsilon) - \bar{b}(X_s^\varepsilon)) ds \right\|^\frac{p}{2} \right] \]

\[ + C_p \int_0^T \mathbb{E} |X_s^\varepsilon - \bar{X}_s|^p ds. \]

Then by the Gronwall’s inequality, it follows

\[ \mathbb{E} \left( \sup_{0 \leq t \leq T} |X_t^\varepsilon - \bar{X}_t|^p \right) \leq C_{p,T} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \left\| \int_0^t (X_s^\varepsilon - \bar{X}_s) \cdot (b(X_s^\varepsilon, Y_s^\varepsilon) - \bar{b}(X_s^\varepsilon)) ds \right\|^\frac{p}{2} \right]. \]

(5.6)

By the Proposition 4.1, then following Poisson equation

\[ -\mathcal{L}_2(x)\Phi(x, \cdot)(y) = b(x, y) - \bar{b}(x) \]

(5.7)
admits a solution $\Phi(x, y)$ satisfying (4.4)-(4.7).

By Itô's formula, we obtain

$$
\langle \Phi(X^e_t, Y^e_t), X^e_t - \bar{X}_t \rangle
= \int_0^t \left[ \langle \partial_x \Phi(X^e_s, Y^e_s), b(X^e_s, Y^e_s) \rangle + \frac{1}{2} \text{Tr} \left[ \sigma(X^e_s) \sigma^*(X^e_s) \partial^2_x \Phi(X^e_s, Y^e_s) \right] 
\right. \\
+ \int_{\mathcal{Z}_1} \left[ \Phi(X^e_s + h_1(X^e_s, z), Y^e_s) - \Phi(X^e_s, Y^e_s) - \partial_x \Phi(X^e_s, Y^e_s) \cdot h_1(X^e_s, z) \right] \nu_1(dz) \left. \right] ds
$$

$$
+ \int_0^t \left[ \Phi(X^e_s, Y^e_s), b(X^e_s, Y^e_s) - \bar{b}(\bar{X}_s) \right] + \text{Tr} \left[ \sigma(X^e_s) \left( \sigma^*(X^e_s) - \sigma^*(\bar{X}_s) \right) \cdot \partial_x \Phi(X^e_s, Y^e_s) \right] ds
$$

$$
+ \int_0^t \int_{\mathcal{Z}_1} \left[ \left( \Phi(X^e_s + h_1(X^e_s, z), Y^e_s) - \Phi(X^e_s, Y^e_s) \right), \nu_1(dz) \right] ds
$$

$$
+ \int_{\mathcal{Z}_1} \left[ \left( \Phi(X^e_s + h_1(X^e_s, z), Y^e_s) - \Phi(X^e_s, Y^e_s) \right), \nu_1(dz) \right] ds
$$

which implies

$$
\int_0^t \left( -\mathcal{L}_2(X^e_s) \Phi(X^e_s, Y^e_s), X^e_s - \bar{X}_s \right) ds = \varepsilon \left[ -\langle \Phi(X^e_t, Y^e_t), X^e_t - \bar{X}_t \rangle \right]
$$

$$
+ \varepsilon \left\{ \int_0^t \left[ \langle \partial_x \Phi(X^e_s, Y^e_s), b(X^e_s, Y^e_s) \rangle + \frac{1}{2} \text{Tr} \left[ \sigma(X^e_s) \sigma^*(X^e_s) \partial^2_x \Phi(X^e_s, Y^e_s) \right] 
\right. \\
+ \int_{\mathcal{Z}_1} \left[ \Phi(X^e_s + h_1(X^e_s, z), Y^e_s) - \Phi(X^e_s, Y^e_s) - \partial_x \Phi(X^e_s, Y^e_s) \cdot h_1(X^e_s, z) \right] \nu_1(dz) \left. \right] ds
$$

$$
+ \int_0^t \left[ \Phi(X^e_s, Y^e_s), b(X^e_s, Y^e_s) - \bar{b}(\bar{X}_s) \right] + \text{Tr} \left[ \sigma(X^e_s) \left( \sigma^*(X^e_s) - \sigma^*(\bar{X}_s) \right) \cdot \partial_x \Phi(X^e_s, Y^e_s) \right] ds
$$

$$
+ \int_0^t \int_{\mathcal{Z}_1} \left[ \left( \Phi(X^e_s + h_1(X^e_s, z), Y^e_s) - \Phi(X^e_s, Y^e_s) \right), \nu_1(dz) \right] ds
$$

$$
+ \int_0^t \int_{\mathcal{Z}_1} \left[ \left( \Phi(X^e_s + h_1(X^e_s, z), Y^e_s) - \Phi(X^e_s, Y^e_s) \right), \nu_1(dz) \right] ds
$$

$$
+ \varepsilon \left\{ \int_0^t \left[ \langle \Phi(X^e_{s-}, Y^e_{s-} + h_2(X^e_{s-}, Y^e_{s-}), z) - \Phi(X^e_{s-}, Y^e_{s-}), X^e_{s-} - \bar{X}_{s-} \rangle \right] \tilde{N}^2 \varepsilon (ds, dz) \right\}
$$
+\sqrt{\varepsilon} \int_0^t \left\langle \partial_y \Phi(X_s^\varepsilon, Y_s^\varepsilon) \cdot (X_s^\varepsilon - \bar{X}_s), g(X_s^\varepsilon, Y_s^\varepsilon) dW_s^2 \right\rangle \\
=:\sum_{i=1}^4 \tilde{Q}_i^\varepsilon(t). \tag{5.8}

Combing (5.6)-(5.8), it is obvious that

\[
E\left( \sup_{0 \leq t \leq T} |X_t^\varepsilon - \bar{X}_t|^p \right) \leq C_{p,T} E \left[ \sup_{0 \leq t \leq T} \left| \int_0^t \left\langle \mathcal{L}_2(X_s^\varepsilon) \Phi(X_s^\varepsilon, Y_s^\varepsilon), X_s^\varepsilon - \bar{X}_s \right\rangle ds \right|^{p/2} \right] \\
\leq C_{p,T} \sum_{i=1}^4 E \left( \sup_{0 \leq t \leq T} |\tilde{Q}_i^\varepsilon(t)|^{p/2} \right). \tag{5.9}
\]

For the term \( \tilde{Q}_1^\varepsilon(t) \). By Young’s inequality, (4.4) and (3.14), we get for any \( p \geq 2 \) and small enough \( \varepsilon > 0 \),

\[
E\left( \sup_{0 \leq t \leq T} |\tilde{Q}_1^\varepsilon(t)|^{\frac{p}{2}} \right) \leq \varepsilon^{\frac{p}{2}} E \left( \sup_{0 \leq t \leq T} |\Phi(X_t^\varepsilon, Y_t^\varepsilon) \cdot (X_t^\varepsilon - \bar{X}_t)|^{p/2} \right) \\
\leq \frac{1}{4} \frac{E \left( \sup_{0 \leq t \leq T} |X_t^\varepsilon - \bar{X}_t|^p \right)}{4} + C_{p,T} \varepsilon \left\{ 1 + E \left( \sup_{0 \leq t \leq T} |Y_t^\varepsilon|^{(k+1)} \right) \right\} \\
\leq \frac{1}{4} \frac{E \left( \sup_{0 \leq t \leq T} |X_t^\varepsilon - \bar{X}_t|^p \right)}{4} + C_{p,T} \varepsilon^{p/2} \left\{ 1 + |y|^{(k+1)} \right\}. \tag{5.10}
\]

For the term \( \tilde{Q}_2^\varepsilon(t) \). Using Burkholder-Davis-Gundy’s inequality (see [26, Theorem 3.50]), assumptions A1-A3, (4.4)-(4.7), (3.1), (3.2), (3.24) and by a straightforward computation, it is easy to prove

\[
E\left( \sup_{0 \leq t \leq T} |\tilde{Q}_2^\varepsilon(t)|^{p/2} \right) \leq C_{p,T} \varepsilon^{p/2} \left\{ 1 + |x|^{3(k+1)p} + |y|^{3q(k+1)p/2} \right\}. \tag{5.11}
\]

For the term \( \tilde{Q}_3^\varepsilon(t) \). Using Kunita’s first inequality (see [1, Theorem 4.4.23]), for any \( p \geq 4 \)

\[
E\left( \sup_{0 \leq t \leq T} |\tilde{Q}_3^\varepsilon(t)|^{p/2} \right) \\
\leq \varepsilon^{p/4} C_p E \left[ \int_0^T \int_{\mathbb{R}^2} \left| \Phi(X_s^\varepsilon, Y_s^\varepsilon + h_2(X_s^\varepsilon, Y_s^\varepsilon, z)) - \Phi(X_s^\varepsilon, Y_s^\varepsilon) \right|^2 |X_s^\varepsilon - \bar{X}_s|^2 \nu_2(dz) ds \right]^{p/4} \\
+ \varepsilon^{p/2 - 1} C_p E \left[ \int_0^T \int_{\mathbb{R}^2} \left| \Phi(X_s^\varepsilon, Y_s^\varepsilon + h_2(X_s^\varepsilon, Y_s^\varepsilon, z)) - \Phi(X_s^\varepsilon, Y_s^\varepsilon) \right|^p |X_s^\varepsilon - \bar{X}_s|^{p/2} \nu_2(dz) ds \right] \\
\leq \frac{1}{4} \frac{E \left( \sup_{0 \leq t \leq T} |X_t^\varepsilon - \bar{X}_t|^p \right)}{4} \\
+ \varepsilon^{p/2} C_p E \left[ \int_0^T \int_{\mathbb{R}^2} \left( 1 + |y_s^\varepsilon|^{2k} + |h_2(X_s^\varepsilon, Y_s^\varepsilon, z)|^{2k} \right)^2 |h_2(X_s^\varepsilon, Y_s^\varepsilon, z)|^2 \nu_2(dz) ds \right]^{p/2} \\
+ \varepsilon^{p/2} C_p E \left[ \int_0^T \int_{\mathbb{R}^2} \left( 1 + |y_s^\varepsilon|^{kp/2} + |h_2(X_s^\varepsilon, Y_s^\varepsilon, z)|^{kp/2} \right)^2 |h_2(X_s^\varepsilon, Y_s^\varepsilon, z)|^{p/2} \nu_2(dz) ds \right]^{2} \\
\leq \frac{1}{4} \frac{E \left( \sup_{0 \leq t \leq T} |X_t^\varepsilon - \bar{X}_t|^p \right)}{4} + \varepsilon^{p/2} C_{p,T} (1 + |y|^{(k+1)p}). \tag{5.12}
\]
For the term $\tilde{Q}_i(t)$. Using Burkholder-Davis-Gundy’s inequality (see [26, Theorem 3.49]), Young’s inequality and Hölder’s inequality, we obtain

$$
\mathbb{E}\left(\sup_{0 \leq t \leq T} |\tilde{Q}_i(t)|^{p/2}\right) \leq \varepsilon^{p/4} C_p \mathbb{E}\left[\int_0^T \|\partial_\gamma \Phi(X_s^\varepsilon, Y_s^\varepsilon)\|_2 |X_s^\varepsilon - \bar{X}_s|^2 \|g(X_s^\varepsilon, Y_s^\varepsilon)\|^p ds\right]^{p/4}
$$

$$
\leq \frac{1}{4} \mathbb{E}\left(\sup_{0 \leq t \leq T} |X_t^\varepsilon - \bar{X}_t|^p\right) + \varepsilon^{p/2} C_{p,T} \mathbb{E}\int_0^T \|\partial_\gamma \Phi(X_s^\varepsilon, Y_s^\varepsilon)\|_2 \|g(X_s^\varepsilon, Y_s^\varepsilon)\|^p ds
$$

$$
\leq \frac{1}{4} \mathbb{E}\left(\sup_{0 \leq t \leq T} |X_t^\varepsilon - \bar{X}_t|^p\right) + \varepsilon^{p/2} C_{p,T} \left(1 + |x|^{(k+1)p}\right). \quad (5.13)
$$

Hence, by (5.9)-(5.13), we finally obtain

$$
\mathbb{E}\left(\sup_{0 \leq t \leq T} |X_t^\varepsilon - \bar{X}_t|^p\right) \leq \varepsilon^{p/2} C_{p,T} \left(1 + |x|^{3(k+1)p} + |y|^{3q(k+1)p/2}\right).
$$

The proof is complete. \qed

5.2. Proof of Theorem 2.5. Recall the general averaged equation:

$$
d\bar{X}_t = \bar{b}(\bar{X}_t) dt + \sigma(\bar{X}_t) dW_t + \int_{\mathbb{R}^d} h_1(\bar{X}_{t-}, z) \bar{N}^1(dz, dt), \quad \bar{X}_0 = x, \quad (5.14)
$$

where $\bar{b}(x) = \int_{\mathbb{R}^m} b(x, y) \mu^x(dy), \sigma(x) = [\int_{\mathbb{R}^m} \sigma(x, y) \sigma^*(x, y) \mu^x(dy)]^{1/2}$ and $W$ is a $n$-dimensional standard Wiener process.

Under the assumption A4, using a similar argument as in the proof of Proposition 6.1 in the appendix, we can prove the differentiability of $Y_t^{x,y}$ with respect to $x$ up to fourth derivative. By (2.14), (2.15) and (2.19), it is easy to prove that there exists $C > 0$ such that for any $x \in \mathbb{R}^n, y \in \mathbb{R}^m$ and unit vectors $l_i \in \mathbb{R}^n, i = 1, 2, 3, 4,$

$$
\sup_{t \geq 0} \mathbb{E}|\partial_{x^2} Y_t^{x,y} \cdot l_1|^4 \leq C, \quad (5.15)
$$

$$
\sup_{t \geq 0} \mathbb{E}|\partial_{x^2} Y_t^{x,y} \cdot (l_1, l_2)|^8 \leq C(1 + |y|^{8k}), \quad (5.16)
$$

$$
\sup_{t \geq 0} \mathbb{E}|\partial_{x^2} Y_t^{x,y} \cdot (l_1, l_2, l_3)|^4 \leq C(1 + |y|^{6k}), \quad (5.17)
$$

$$
\sup_{t \geq 0} \mathbb{E}|\partial_{x} Y_t^{x,y} \cdot (l_1, l_2, l_3, l_4)|^2 \leq C(1 + |y|^{6k}), \quad (5.18)
$$

where $\ell > 16$ is the constant in assumption A4. Note that

$$
\tilde{b}(x) = \int_{\mathbb{R}^m} b(x, y) \mu^x(dy) = \lim_{t \to \infty} \mathbb{E}b(x, Y_t^{x,0}).
$$

Using $b \in C^{4,4}_b(\mathbb{R}^n \times \mathbb{R}^m, \mathbb{R}^n)$, (3.18), (5.15)-(5.18) and a straightforward computation, we can obtain that $\tilde{b} \in C^4_b(\mathbb{R}^n, \mathbb{R}^n)$.

Similarly, for any $1 \leq i, j \leq n,$

$$
(\overline{\sigma \sigma})_{ij}(x) = \int_{\mathbb{R}^m} \sum_{l=1}^{d_1} \sigma_{il}(x, y) \sigma_{jl}(x, y) \mu^x(dy) = \lim_{t \to \infty} \sum_{l=1}^{d_1} \mathbb{E}\left[\sigma_{il}(x, Y_t^{x,0}) \sigma_{jl}(x, Y_t^{x,0})\right].
$$

Using (2.16), (5.15)-(5.18) and a straightforward computation, it is easy to prove $\overline{\sigma \sigma} \in C^4_b(\mathbb{R}^n, \mathbb{R}^n \times \mathbb{R}^n)$. Note that $\overline{\sigma}(x) = (\overline{\sigma \sigma})^{1/2}(x)$ and (2.18) holds, then by a similar argument as used in [7, Lemma A.7], we can get $\overline{\sigma} \in C^4_b(\mathbb{R}^n, \mathbb{R}^n \times \mathbb{R}^n)$.
Thus, by the same argument as in the proof of Lemma 3.5, it is easy to check that equation (5.14) admits a unique solution \( \{\bar{X}^x_t\}_{t \geq 0} \). Moreover, for any \( T > 0 \) and \( p > 0 \), there exists \( C_{p,T} > 0 \) such that
\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |\bar{X}^x_t|^p \right) \leq C_{p,T} (1 + |x|^p).
\] (5.19)

Now, we consider the following Kolmogorov equation:
\[
\begin{aligned}
\partial_t u(t, x) &= \mathcal{L}_1 u(t, x), \quad t \in [0, T], \\
u(0, x) &= \phi(x),
\end{aligned}
\] (5.20)
where \( \phi \in C^4_p(\mathbb{R}^n) \) and \( \mathcal{L}_1 \) is the infinitesimal generator of the transition semigroup of the averaged equation (5.14), which is given by
\[
\mathcal{L}_1 \phi(x) := \langle b(x), D\phi(x) \rangle + \frac{1}{2} \text{tr} [\tilde{\sigma}\tilde{\sigma}(x)D^2 \phi(x)]
\] 
\[
+ \int_{\mathbb{R}^n} [\phi(x + h_1(x, z)) - \phi(x) - \langle D\phi(x), h_1(x, z) \rangle] \nu_1(dz).
\]
Refer to Proposition 6.3 in the appendix, (5.20) admits a unique solution \( u \) which is given by
\[
u(t, x) = \mathbb{E}\phi(\bar{X}^x_t), \quad t \geq 0.
\]

Next, we present the regularity estimates of the solution \( u \) of equation (5.20).

**Lemma 5.1.** For any unit vectors \( l_1, l_2, l_3, l_4 \in \mathbb{R}^n \) and \( T > 0 \), there exist \( C_T > 0 \) and \( k_1 > 0 \) such that for any \( x \in \mathbb{R}^n \),
\[
\sup_{t \in [0, T]} |\partial_x u(t, x) \cdot l_1| \leq C_T (1 + |x|^{k_1}),
\] (5.21)
\[
\sup_{t \in [0, T]} |\partial_x^2 u(t, x) \cdot (l_1, l_2)| \leq C_T (1 + |x|^{k_1}),
\] (5.22)
\[
\sup_{t \in [0, T]} |\partial_x^3 u(t, x) \cdot (l_1, l_2, l_3)| \leq C_T (1 + |x|^{k_1}),
\] (5.23)
\[
\sup_{t \in [0, T]} |\partial_x^4 u(t, x) \cdot (l_1, l_2, l_3, l_4)| \leq C_T (1 + |x|^{k_1}),
\] (5.24)
\[
\sup_{t \in [0, T]} |\partial_t (\partial_x u(t, x)) \cdot l_1| \leq C_T (1 + |x|^{k_1}),
\] (5.25)
\[
\sup_{t \in [0, T]} |\partial_t (\partial_x^2 u(t, x)) \cdot (l_1, l_2)| \leq C_T (1 + |x|^{k_1}).
\] (5.26)

**Proof.** By the chain rule and \( \phi \in C^4_p(\mathbb{R}^n) \), we have for any unit vectors \( l_1, l_2, l_3, l_4 \in \mathbb{R}^n \),
\[
\partial_x u(t, x) \cdot l_1 = \mathbb{E}[D\phi(\bar{X}^x_t) \cdot (\partial_x \bar{X}^x_t \cdot l_1)];
\]
\[
\partial_x^2 u(t, x) \cdot (l_1, l_2) = \mathbb{E} \left[ D^2\phi(\bar{X}^x_t) \cdot (\partial_x \bar{X}^x_t \cdot l_1, \partial_x \bar{X}^x_t \cdot l_2) \right]
\]
\[
+ \mathbb{E} \left[ D\phi(\bar{X}^x_t) \cdot (\partial_x^2 \bar{X}^x_t \cdot (l_1, l_2)) \right];
\]
\[
\partial_x^3 u(t, x) \cdot (l_1, l_2, l_3) = \mathbb{E} \left[ D^3\phi(\bar{X}^x_t) \cdot (\partial_x \bar{X}^x_t \cdot l_1, \partial_x \bar{X}^x_t \cdot l_2, \partial_x \bar{X}^x_t \cdot l_3) \right]
\]
\[
+ \mathbb{E} \left[ D^2\phi(\bar{X}^x_t) \cdot (\partial_x^2 \bar{X}^x_t \cdot (l_1, l_3), \partial_x \bar{X}^x_t \cdot l_2) \right]
\]
\[
+ \mathbb{E} \left[ D^2\phi(\bar{X}^x_t) \cdot (\partial_x \bar{X}^x_t \cdot l_1, \partial_x^2 \bar{X}^x_t \cdot (l_2, l_3)) \right].
\]
in the appendix, we can prove the differentiability of $\bar{X}_t^x$ with respect to $x$ in the direction $l$, which satisfies
\[
\begin{aligned}
d[\partial_x \bar{X}_t^x \cdot l] &= D\bar{b}(\bar{X}_t^x) \cdot (\partial_x \bar{X}_t^x \cdot l)dt + D\sigma(\bar{X}_t^x) \cdot (\partial_x \bar{X}_t^x \cdot l)dW_t \\
&\quad + \int_{\mathbb{Z}} \partial_x h_1(\bar{X}_t^x, z) \cdot (\partial_x \bar{X}_t^x \cdot l)\tilde{N}(dt, dz),
\end{aligned}
\]
where $\partial_x \bar{X}_t^x \cdot l$ is directional derivative of $\bar{X}_t^x$ with respect to $x$ in the direction $l$, which satisfies
\[
\begin{aligned}
\sup_{t \in [0, T]} \mathbb{E}[|\partial_x \bar{X}_t^x \cdot l|^{16}] \leq C_T, \\
\sup_{t \in [0, T]} \mathbb{E}[|\partial_x^2 \bar{X}_t^x \cdot (l_1, l_2)|^4] \leq C_T(1 + |x|^k), \\
\sup_{t \in [0, T]} \mathbb{E}[|\partial_x^3 \bar{X}_t^x \cdot (l_1, l_2, l_3)|^2] \leq C_T(1 + |x|^k), \\
\sup_{t \in [0, T]} \mathbb{E}[|\partial_x^4 \bar{X}_t^x \cdot (l_1, l_2, l_3, l_4)|^2] \leq C_T(1 + |x|^k).
\end{aligned}
\]
Using $\phi \in C^4_p(\mathbb{R}^n)$ and applying Hölder inequality, (5.21)-(5.24) can be easily obtained from (5.27)-(5.30).

Since the proofs of (5.25) and (5.26) follow the same argument, we only give the proof of (5.25). By Itô’s formula and taking expectation, we have any unit vector $l \in \mathbb{R}^n$,

$$
\mathbb{E}[D\phi(\bar{X}_t^\varepsilon) \cdot (\partial_x \bar{X}_t^\varepsilon \cdot l)] = D\phi(x) \cdot l + \int_0^t \mathbb{E}
\left[
D^2 \phi(\bar{X}_s^\varepsilon) \cdot \left(\partial_x \bar{X}_s^\varepsilon \cdot l, \bar{b}(\bar{X}_s^\varepsilon)\right)
\right] ds
+ \int_0^t \mathbb{E}
\left[
D^3 \phi(\bar{X}_s^\varepsilon) \cdot \left(\partial_x \bar{X}_s^\varepsilon \cdot l, \bar{\sigma}(\bar{X}_s^\varepsilon)\right)
\right] ds
+ \frac{1}{2} \int_0^t \mathbb{E} \text{Tr}
\left[
D^3 \phi(\bar{X}_s^\varepsilon) \cdot \left(\partial_x \bar{X}_s^\varepsilon \cdot l, \bar{\sigma}(\bar{X}_s^\varepsilon)\right)\right] ds
+ \int_0^t \mathbb{E}
\left[
\int_{\mathcal{Z}} D\phi(\bar{X}_s^\varepsilon + h_1(\bar{X}_s^\varepsilon, z)) \cdot \left(\partial_x \bar{X}_s^\varepsilon \cdot l + \partial_x h_1(\bar{X}_s^\varepsilon, z) \cdot (\partial_x \bar{X}_s^\varepsilon \cdot l)\right)
- D\phi(\bar{X}_s^\varepsilon) \cdot (\partial_x \bar{X}_s^\varepsilon \cdot l)
- D\phi(h_1(\bar{X}_s^\varepsilon, z)) \cdot (\partial_x \bar{X}_s^\varepsilon \cdot l)
\right] \nu_1(dz) ds.
$$

Note that

$$
\partial_t (\partial_x u(t, x)) \cdot l = \partial_x \mathbb{E}[D\phi(\bar{X}_t^\varepsilon) \cdot (\partial_x \bar{X}_t^\varepsilon \cdot l)].
$$

By $\phi \in C^4_p(\mathbb{R}^n)$ and (5.27)-(5.30), for any $t \leq T$, there exists $k_1 > 0$ such that

$$
|\partial_t (\partial_x u(t, x)) \cdot l| \leq C_T \left(1 + |x|^{k_1}\right).
$$

Thus (5.25) holds. (5.26) can be prove by a similar argument, thus we omit its proof. The proof is complete. \hfill \square

Now we are in a position to prove Theorem 2.5

Proof of Theorem 2.5. For fixed $t > 0$, let $u^\varepsilon(t, x) := u(t-s, x), s \in [0, t]$, by Itô’s formula, we have

$$
\bar{u}^\varepsilon(t, X_t^\varepsilon) = \bar{u}^\varepsilon(0, x) + \int_0^t \partial_x \bar{u}^\varepsilon(s, X_s^\varepsilon) ds + \int_0^t \mathcal{L}_1(Y_s^\varepsilon) \bar{u}^\varepsilon(s, \cdot)(X_s^\varepsilon) ds + \bar{M}_1^\varepsilon + \bar{M}_2^\varepsilon,
$$

where

$$
\mathcal{L}_1(y) \phi(x) := \langle b(x, y), D\phi(x) \rangle + \frac{1}{2} \text{Tr}[\sigma \sigma^*(x, y) D^2 \phi(x)]
+ \int_{\mathcal{Z}} \left[ \phi(x + h_1(x, z)) - \phi(x) - \langle D\phi(x), h_1(x, z) \rangle \right] \nu_1(dz),
$$

$\bar{M}_1^\varepsilon$ and $\bar{M}_2^\varepsilon$ are $\mathcal{F}_t$-martingales which are defined as follows:

$$
\bar{M}_1^\varepsilon := \int_0^t \langle \partial_x \bar{u}^\varepsilon(s, X_s^\varepsilon), \sigma(X_s^\varepsilon, Y_s^\varepsilon) dW_s \rangle,
$$

$$
\bar{M}_2^\varepsilon := \int_0^t \left[ \bar{u}^\varepsilon(s, X_s^\varepsilon + h_1(X_s^\varepsilon, z)) - \bar{u}^\varepsilon(s, X_s^\varepsilon) \right] \nu_1(dz, ds).
$$

Note that $\bar{u}^\varepsilon(t, X_t^\varepsilon) = \phi(X_t^\varepsilon), \bar{u}^\varepsilon(0, x) = \mathbb{E}\phi(\bar{X}_t^\varepsilon)$ and $\partial_x \bar{u}^\varepsilon(s, X_s^\varepsilon) = -\mathcal{L}_1 \bar{u}^\varepsilon(s, \cdot)(X_s^\varepsilon)$, we have

$$
|\mathbb{E}\phi(X_t^\varepsilon) - \mathbb{E}\phi(\bar{X}_t)| = |\mathbb{E}
\left[
\int_0^t - \mathcal{L}_1 \bar{u}^\varepsilon(s, \cdot)(X_s^\varepsilon) ds + \mathbb{E}
\int_0^t \mathcal{L}_1(Y_s^\varepsilon) \bar{u}^\varepsilon(s, \cdot)(X_s^\varepsilon) ds
\right].
$$
\[ \frac{1}{2} \text{Tr} \left[ \sigma^* (X^\varepsilon_s, Y^\varepsilon_s) - \tilde{\sigma} (X^\varepsilon_s) \right] \partial^2_x \tilde{u}^t(s, X^\varepsilon_s) ds. \] (5.31)

For any \( s \in [0, t], x \in \mathbb{R}^n, y \in \mathbb{R}^m \), define
\[ F^t(s, x, y) := \langle b(x, y), \partial_x \tilde{u}^t(s, x) \rangle + \frac{1}{2} \text{Tr} \left[ \sigma^* (x, y) \partial^2_x \tilde{u}^t(s, x) \right]. \]

Thus it is easy to see
\[ \tilde{F}^t(s, x) := \int_{\mathbb{R}^m} F^t(s, x, y) \mu^x(dy) \]

By Lemma 5.1 and \( b \in C^{2,3}_P(\mathbb{R}^n \times \mathbb{R}^m, \mathbb{R}^n) \), we can obtain that \( \partial_y^i \partial_x^j F^t(s, x, y) \) and \( \partial_s F^t(s, x, y) \) exist and are polynomial growth, for any \( i = 0, 1, 2, j = 0, 1, 2, 3 \) with \( 0 \leq i + j \leq 3 \). Then following the argument as in the proof of Proposition 4.1, we have
\[ \tilde{\Phi}^t(s, x, y) := \int_0^\infty \left[ \mathbb{E} F^t(s, x, Y^\varepsilon; y) - \tilde{F}^t(s, x) \right] dr, \]

is a solution of the following Poisson equation:
\[ -\mathcal{L}_2(x) \tilde{\Phi}^t(s, x, \cdot)(y) = F^t(s, x, y) - \tilde{F}^t(s, x), \quad s \in [0, t]. \] (5.32)

Moreover, for any \( T > 0, t \in [0, T] \), there exist \( C_T, k_2 > 0 \) such that the following estimates hold:
\[ \sup_{s \in [0, t]} |\tilde{\Phi}^t(s, x, y)| \leq C_T(1 + |x|^{k_2} + |y|^{k_2}), \] (5.33)
\[ \sup_{s \in [0, t]} |\partial_x \tilde{\Phi}^t(s, x, y)| \leq C_T(1 + |x|^{k_2} + |y|^{k_2}), \] (5.34)
\[ \sup_{s \in [0, t]} |\partial_y \tilde{\Phi}^t(s, x, y)| \leq C_T(1 + |x|^{k_2} + |y|^{k_2}), \] (5.35)
\[ \sup_{s \in [0, t]} \|\partial_x^2 \tilde{\Phi}^t(s, x, y)\| \leq C_T(1 + |x|^{k_2} + |y|^{k_2}). \] (5.36)

Using Itô's formula and taking expectation on both sides, we get
\[ \mathbb{E} \tilde{\Phi}^t(t, X^\varepsilon_t, Y^\varepsilon_t) = \tilde{\Phi}^t(0, x, y) + \mathbb{E} \int_0^t \partial_x \tilde{\Phi}^t(s, X^\varepsilon_s, Y^\varepsilon_s) ds \]
\[ + \mathbb{E} \int_0^t \mathcal{L}_1(Y^\varepsilon_s) \tilde{\Phi}^t(s, \cdot, Y^\varepsilon_s)(X^\varepsilon_s) ds + \frac{1}{\varepsilon} \mathbb{E} \int_0^t \mathcal{L}_2(X^\varepsilon_s) \tilde{\Phi}^t(s, X^\varepsilon_s, \cdot)(Y^\varepsilon_s) ds, \]

which implies
\[ -\mathbb{E} \int_0^t \mathcal{L}_2(X^\varepsilon_s) \tilde{\Phi}^t(s, X^\varepsilon_s, \cdot)(Y^\varepsilon_s) ds \]
\[ = \varepsilon \left[ \tilde{\Phi}^t(0, x, y) - \mathbb{E} \tilde{\Phi}^t(t, X^\varepsilon_t, Y^\varepsilon_t) + \mathbb{E} \int_0^t \partial_x \tilde{\Phi}^t(s, X^\varepsilon_s, \cdot)(Y^\varepsilon_s) ds \right] \]
\[ + \mathbb{E} \int_0^t \mathcal{L}_1(Y^\varepsilon_s) \tilde{\Phi}^t(s, \cdot, Y^\varepsilon_s)(X^\varepsilon_s) ds \]. (5.37)
5.31, (5.32) and (5.37), we get
\[
\sup_{0 \leq t \leq T} \left| \mathbb{E} \phi(X_t^z) - \mathbb{E} \phi(\bar{X}_t) \right| = \sup_{0 \leq t \leq T} \mathbb{E} \left| \int_0^t \left[ F^t(s, X_s^z, Y_s^z) - \bar{F}^t(s, X_s^z) \right] ds \right|
\]
\[
= \sup_{0 \leq t \leq T} \mathbb{E} \int_0^t L_2(X_s^z) \Phi^t(s, X_s^z, \cdot)(Y_s^z) ds
\]
\[
\leq \varepsilon \left[ \sup_{t \in [0, T]} |\Phi^t(0, x, y)| + \sup_{0 \leq t \leq T} \left| \mathbb{E} \Phi^t(t, X_t^z, Y_t^z) \right| + \sup_{t \in [0, T]} \mathbb{E} \int_0^t \left| \partial_y \Phi^t(s, X_s^z, Y_s^z) \right| ds.
\]
\[
+ \sup_{t \in [0, T]} \mathbb{E} \int_0^t \left| L_1(Y_s^z) \Phi^t(s, \cdot, Y_s^z)(X_s^z) \right| ds \right].
\]
Finally, using (5.33)-(5.36), we obtain for some \(k_2 > 0\),
\[
\sup_{0 \leq t \leq T} \left| \mathbb{E} \phi(X_t^z) - \mathbb{E} \phi(\bar{X}_t) \right| \leq C_T \left( 1 + |x|^{k_2} + |y|^{k_2} \right) \varepsilon.
\]
The proof is complete.

6. Appendix

6.1. Differentiability of \(Y^{x,y}\). In this subsection, we give the proofs of the differentiability of the solution \(Y_t^{x,y}\) of the frozen equation with respect to parameter \(x\) and \(y\).

Proposition 6.1. Under the assumptions B1-B3. Then \(Y_t^{x,y}\) is differentiable with respect to \(y\) and \(x\) in directions \(l \in \mathbb{R}^m\) and \(l_1 \in \mathbb{R}^n\) respectively, which satisfies
\[
d[\partial_y Y_t^{x,y} \cdot l] = \partial_y f(x, Y_t^{x,y}) \cdot (\partial_y Y_t^{x,y} \cdot l) dt + \partial_y g(x, Y_t^{x,y}) \cdot (\partial_y Y_t^{x,y} \cdot l) d\bar{W}_t^2
\]
\[
+ \int_{Z^2} \partial_y h_2(x, Y_t^{x,y}, z) \cdot (\partial_y Y_t^{x,y} \cdot l) \tilde{N}^2(dz, dt).
\]

and
\[
d[\partial_x Y_t^{x,y} \cdot l_1] = \left[ \partial_x f(x, Y_t^{x,y}) \cdot l_1 + \partial_y f(x, Y_t^{x,y}) \cdot (\partial_x Y_t^{x,y} \cdot l_1) \right] dt
\]
\[
+ \left[ \partial_x g(x, Y_t^{x,y}) \cdot l_1 + \partial_y g(x, Y_t^{x,y}) \cdot (\partial_x Y_t^{x,y} \cdot l_1) \right] d\bar{W}_t^2
\]
\[
+ \int_{Z^2} \left[ \partial_x h_2(x, Y_t^{x,y}, z) \cdot l_1 + \partial_y h_2(x, Y_t^{x,y}, z) \cdot (\partial_x Y_t^{x,y} \cdot l_1) \right] \tilde{N}^2(dt, dz),
\] (6.2)

Moreover, there exist \(C, \gamma > 0\) such that
\[
\mathbb{E}|\partial_y Y_t^{x,y} \cdot l|^\ell \leq e^{-\gamma t}|l|^\ell, \quad \sup_{t \geq 0} \mathbb{E}|\partial_x Y_t^{x,y} \cdot l_1|^\ell \leq C|l_1|^\ell,
\] (6.3)
where \(\ell\) is the constant in assumption B1.

Proof. We only prove \(Y_t^{x,y}\) is differentiable with respect to \(y\) in direction \(l \in \mathbb{R}^m\) and its directional derivative \(\partial_y Y_t^{x,y} \cdot l\) satisfies equation (6.1). Since \(Y_t^{x,y}\) is differentiable with respect to \(x\) in direction \(l_1 \in \mathbb{R}^n\) and its directional derivative \(\partial_x Y_t^{x,y} \cdot l_1\) satisfies equation (6.2) can be proved by a similar argument, thus we omit the details.

In fact, it is sufficient to prove the following result:
\[
\lim_{\delta \to 0} \mathbb{E} \left| \frac{Y_t^{x,y+\delta} - Y_t^{x,y}}{\delta} - \partial_y Y_t^{x,y} \cdot l \right|^2 = 0.
\] (6.4)
To do this, denote $Z^\delta_t := \frac{Y_t^x,y + \delta l - Y_t^x,y}{\delta} - \partial_y Y_t^x,y \cdot l$, recall

$$
\begin{cases}
   dY_t^{x,y} = f(x, Y_t^{x,y}) dt + g(x, Y_t^{x,y}) d\tilde{W}_t^2 + \int_{Z_2} h_2(x, Y_t^{x,y}, z) \tilde{N}_{t}^2(dz, dt), \\
   Y_0^{x,y} = y,
\end{cases}
$$

then $Z_t^\delta$ satisfies the following equation:

$$
\begin{align*}
   dZ_t^\delta &= \left[ \frac{f(x, Y_t^{x,y} + \delta l) - f(x, Y_t^{x,y})}{\delta} - \partial_y f(x, Y_t^{x,y}) \cdot (\partial_y Y_t^{x,y} \cdot l) \right] dt \\
   &+ \left[ \frac{g(x, Y_t^{x,y} + \delta l) - g(x, Y_t^{x,y})}{\delta} - \partial_y g(x, Y_t^{x,y}) \cdot (\partial_y Y_t^{x,y} \cdot l) \right] d\tilde{W}_t^2 \\
   &+ \int_{Z_2} \left[ h_2(x, Y_t^{x,y} + \delta l, z) - h_2(x, Y_t^{x,y}, z) - \partial_y h_2(x, Y_t^{x,y}, z) \cdot (\partial_y Y_t^{x,y} \cdot l) \right] \tilde{N}_t^2(dz, dt),
\end{align*}
$$

By Itô's formula and taking expectation, we have

$$
\begin{align*}
   \frac{d}{dt} \mathbb{E} |Z_t^\delta|^2 &= 2 \mathbb{E} \left[ \frac{f(x, Y_t^{x,y} + \delta l) - f(x, Y_t^{x,y})}{\delta} - \partial_y f(x, Y_t^{x,y}) \cdot (\partial_y Y_t^{x,y} \cdot l) \right] Z_t^\delta \\
   &+ \mathbb{E} \left[ g(x, Y_t^{x,y} + \delta l) - g(x, Y_t^{x,y}) - \partial_y g(x, Y_t^{x,y}) \cdot (\partial_y Y_t^{x,y} \cdot l) \right]^2 \\
   &+ \mathbb{E} \int_{Z_2} \left[ h_2(x, Y_t^{x,y} + \delta l, z) - h_2(x, Y_t^{x,y}, z) - \partial_y h_2(x, Y_t^{x,y}, z) \cdot (\partial_y Y_t^{x,y} \cdot l) \right]^2 \nu_2(dz) \\
   &=: \sum_{i=1}^3 \tilde{I}_i(t).
\end{align*}
$$

For the term $\tilde{I}_1(t)$. By Taylor's formula, there exists $\xi \in (0, 1)$ such that

$$
\begin{align*}
   \tilde{I}_1(t) &= 2 \mathbb{E} \left[ \frac{f(x, Y_t^{x,y} + \delta l) - f(x, Y_t^{x,y})}{\delta} - \partial_y f(x, Y_t^{x,y}) \cdot (\partial_y Y_t^{x,y} \cdot l) Y_t^{x,y} + \delta l - Y_t^{x,y}}{\delta} \right] Z_t^\delta \\
   &+ 2 \mathbb{E} \left\langle \partial_y f(x, Y_t^{x,y} \cdot Z_t^\delta, Z_t^\delta \right\rangle \\
   \leq& \mathbb{E} \delta^{-1} \|\partial_y^2 f(x, Y_t^{x,y} + \delta + (1 - \xi) Y_t^{x,y}) \| \left| Y_t^{x,y} + \delta l - Y_t^{x,y} \right|^2 |Z_t^\delta| \\
   &+ 2 \mathbb{E} \left\langle \partial_y g(x, Y_t^{x,y} \cdot Z_t^\delta, Z_t^\delta \right\rangle. 
\end{align*}
$$

For the terms $\tilde{I}_2(t)$ and $\tilde{I}_3(t)$. By a similar argument above, there exist $\xi_2, \xi_3 \in (0, 1)$ such that

$$
\begin{align*}
   \tilde{I}_2(t) &\leq 2 \mathbb{E} \left| \frac{g(x, Y_t^{x,y} + \delta l) - g(x, Y_t^{x,y})}{\delta} - \partial_y g(x, Y_t^{x,y}) \cdot (\partial_y Y_t^{x,y} \cdot l) \right|^2 Z_t^\delta \\
   &+ 2 \mathbb{E} \left\| \partial_y g(x, Y_t^{x,y} \cdot Z_t^\delta \right\|^2 \\
   \leq& 2^{-1} \mathbb{E} \delta^{-2} \|\partial_y^2 g(x, \xi_2 Y_t^{x,y} + \delta + (1 - \xi_2) Y_t^{x,y}) \| \left| Y_t^{x,y} + \delta l - Y_t^{x,y} \right|^4 \\
   &+ 2 \mathbb{E} \left\| \partial_y g(x, Y_t^{x,y} \cdot Z_t^\delta \right\|^2 
\end{align*}
$$

(6.6)
and

\[
\tilde{I}_3(t) \leq 2\mathbb{E} \int_{\mathcal{Z}_2} \left| \frac{h_2(x, Y_{t}^{x,y})}{\delta} - h_2(x, Y_{t}^{x,y}; z) - \partial_y h_2(x, Y_{t}^{x,y}, z) \cdot \frac{Y_{t}^{x,y+\delta l} - Y_{t}^{x,y}}{\delta} \right|^2 \nu_2(dz) \\
+ 2\mathbb{E} \int_{\mathcal{Z}_2} \left| \partial_y h_2(x, Y_{t}^{x,y}, z) \cdot Z_{t}^{\delta,l} \right|^2 \nu_2(dz) \\
\leq 2^{-1} \mathbb{E} \int_{\mathcal{Z}_2} \delta^{-2} \left\| \partial_y^2 h_2(x, \xi_3 Y_{t}^{x,y} + (1 - \xi_3) Y_{t}^{x,y}, z) \right\|^2 |Y_{t}^{x,y+\delta l} - Y_{t}^{x,y}|^4 \nu_2(dz) \\
+ 2\mathbb{E} \int_{\mathcal{Z}_2} \left| \partial_y h_2(x, Y_{t}^{x,y}, z) \cdot Z_{t}^{\delta,l} \right|^2 \nu_2(dz). \quad (6.8)
\]

Combining (6.5)-(6.8), then by Young’s inequality, assumption B3, (3.18) and Lemma 3.3, there exists \( k > 0 \) such that

\[
\frac{d}{dt} \mathbb{E} |Z_{t}^{\delta,l}|^2 \leq \frac{\beta}{2} \mathbb{E} |Z_{t}^{\delta,l}|^2 + C(1 + |x|^k + |y|^k)\delta^2 \\
+ 2\mathbb{E} \left\langle \partial_y f(x, Y_{t}^{x,y}) \cdot Z_{t}^{\delta,l}, Z_{t}^{\delta,l} \right\rangle + 2\mathbb{E} \left\| \partial_y g(x, Y_{t}^{x,y}) \cdot Z_{t}^{\delta,l} \right\|^2 \\
+ 2\mathbb{E} \int_{\mathcal{Z}_2} \left| \partial_y h_2(x, Y_{t}^{x,y}, z) \cdot Z_{t}^{\delta,l} \right|^2 \nu_2(dz).
\]

Note that condition (2.8) implies that for any \( x \in \mathbb{R}^n, y \in \mathbb{R}^m, l \in \mathbb{R}^m \)

\[
2 \left\langle \partial_y f(x, y) \cdot l, l \right\rangle + (\ell - 1) \left\| \partial_y g(x, y) \cdot l \right\|^2 \\
+ 2\ell^{-3}(\ell - 1) \int_{\mathcal{Z}_2} \left| \partial_y h_2(x, y, z) \cdot l \right|^2 \nu_2(dz) \leq -\beta |l|^2, \quad (6.9)
\]

where \( \ell > 8 \), thus this implies that

\[
2 \left\langle \partial_y f(x, y) \cdot l, l \right\rangle + 2 \left\| \partial_y g(x, y) \cdot l \right\|^2 \\
+ 2 \int_{\mathcal{Z}_2} \left| \partial_y h_2(x, y, z) \cdot l \right|^2 \nu_2(dz) \leq -\beta |l|^2.
\]

Then we have

\[
\frac{d}{dt} \mathbb{E} |Z_{t}^{\delta,l}|^2 \leq -\frac{\beta}{2} \mathbb{E} |Z_{t}^{\delta,l}|^2 + C(1 + |x|^k + |y|^k)\delta^2.
\]

By comparison theorem, we have

\[
\mathbb{E} |Z_{t}^{\delta,l}|^2 \leq C_\beta (1 + |x|^k + |y|^k)\delta^2 \to 0, \quad \text{as} \quad \delta \to 0.
\]

Using Itô’s formula on \( |\partial_y Y_{t}^{x,y} \cdot l|^\ell \) and taking expectation on both sides, then by (3.4) again, we have

\[
\frac{d}{dt} \mathbb{E} |\partial_y Y_{t}^{x,y} \cdot l|^\ell \leq \ell \mathbb{E} \left[ |\partial_y Y_{t}^{x,y} \cdot l|^{\ell - 2} \left\langle \partial_y f(x, Y_{t}^{x,y}) \cdot (\partial_y Y_{t}^{x,y} \cdot l), \partial_y Y_{t}^{x,y} \cdot l \right\rangle \right] \\
+ \frac{\ell(\ell - 1)}{2} \mathbb{E} \left[ |\partial_y Y_{t}^{x,y} \cdot l|^{\ell - 2} \left\| \partial_y g(x, Y_{t}^{x,y}) \cdot (\partial_y Y_{t}^{x,y} \cdot l) \right\|^2 \right] \\
+ 2\ell^{-4}\ell(\ell - 1)\mathbb{E} \left[ |\partial_y Y_{t}^{x,y} \cdot l|^{\ell - 2} \int_{\mathcal{Z}_2} |\partial_y h_2(x, Y_{t}^{x,y}, z) \cdot (\partial_y Y_{t}^{x,y} \cdot l)|^2 \nu_2(dz) \right] \\
+ 2\ell^{-4}\ell(\ell - 1)\mathbb{E} \int_{\mathcal{Z}_2} |\partial_y h_2(x, Y_{t}^{x,y}, z) \cdot (\partial_y Y_{t}^{x,y} \cdot l)|^\ell \nu_2(dz).
\]
Note that condition (2.9) implies that for any \( x \in \mathbb{R}^n, y \in \mathbb{R}^m, l \in \mathbb{R}^m \)
\[
2^{\ell-3}(\ell - 1) \int_{Z_x} |\partial_y h_2(x, y, z) \cdot l|^\ell \nu_2(dz) \leq L_{h_2} |l|^\ell.
\] (6.10)

By (6.9) and (6.10), we have
\[
\frac{d}{dt} \mathbb{E} |\partial_y Y_t^{x,y} \cdot l|^\ell \leq -\frac{\ell \beta}{2} \mathbb{E} \left[ |\partial_y Y_t^{x,y} \cdot l|^\ell \right] + \frac{\ell L_{h_2}}{2} \mathbb{E} |\partial_y Y_t^{x,y} \cdot l|^\ell
\]
\[
= -\frac{\ell (\beta - L_{h_2})}{2} \mathbb{E} |\partial_y Y_t^{x,y} \cdot l|^\ell.
\]

Then by the comparison theorem, we get
\[
\mathbb{E} |\partial_y Y_t^{x,y} \cdot l|^\ell \leq e^{-\frac{\ell (\beta - L_{h_2})}{2} t} |l|^\ell.
\]
Thus the first estimate in (6.3) holds. By a similar argument, we can prove the second estimate in (6.3). The proof is complete. \(\square\)

**Remark 6.2.** It is worth noting that by a similar argument to that above, using the additional regularity assumptions (2.11) in B3 on the coefficients, we can further prove the differentiability of \( \partial_y Y_t^{x,y} \cdot l \) and \( \partial_y Y_t^{x,y} \cdot l_1 \) with respect to parameters. Let \( \partial_y \partial_x Y_t^{x,y} \cdot (l_1, l_2) \) be the directional derivative of \( \partial_x Y_t^{x,y} \cdot l_1 \) with respect to \( y \) in the direction \( l_2 \). Let \( \partial_y \partial_x Y_t^{x,y} \cdot (l_1, l_2) \) be the directional derivative of \( \partial_y Y_t^{x,y} \cdot l_1 \) with respect to \( x \) in the direction \( l_2 \). Let \( \partial_y \partial^2 Y_t^{x,y} \cdot (l_1, l_2, l_3) \) be the directional derivative of \( \partial^2 Y_t^{x,y} \cdot (l_1, l_2) \) with respect to \( y \) in the direction \( l_3 \). We can easily prove for any unit vectors \( l_1, l_2, l_3 \),
\[
\mathbb{E} |\partial_y \partial_x Y_t^{x,y} \cdot (l_1, l_2)|^4 \leq C e^{-4\gamma t} (1 + |y|^{4k}),
\]
\[
\mathbb{E} |\partial_y \partial^2 Y_t^{x,y} \cdot (l_1, l_2)|^4 \leq C (1 + |y|^{4k}),
\]
\[
\mathbb{E} |\partial_y \partial^2 Y_t^{x,y} \cdot (l_1, l_2, l_3)|^2 \leq C e^{-2\gamma t} (1 + |y|^{4k}),
\]
where \( C, k, \gamma > 0 \).

### 6.2. Well-posedness of equation (5.20).

In this subsection, we give the detailed proof of the existence and uniqueness of equation (5.20).

**Proposition 6.3.** Under the assumptions A1-A3 and B1-B3. For any \( \phi \in C^2_p(\mathbb{R}^n) \), the following Kolmogorov equation
\[
\begin{cases}
\partial_t u(t, x) = \tilde{L}_1 u(t, x), & t \geq 0, x \in \mathbb{R}^n, \\
u(0, x) = \phi(x),
\end{cases}
\] (6.11)

admits a unique solution \( u \in C^{1,2}(\mathbb{R}_+ \times \mathbb{R}^n) \), moreover the solution \( u \) is given by
\[
u(t, x) = \mathbb{E} \phi(\tilde{X}_t^x),
\]
where \( \tilde{L}_1 \) is the infinitesimal generator of the transition semigroup of the averaged equation (5.14), which is given by
\[
\tilde{L}_1 \phi(x) := \langle \tilde{b}(x), D\phi(x) \rangle + \frac{1}{2} \text{Tr}[\tilde{\sigma}\tilde{\sigma}(x)D^2\phi(x)]
\]
\[
+ \int_{Z_x} \left[ \phi(x + h_1(x, z)) - \phi(x) - \langle D\phi(x), h_1(x, z) \rangle \right] \nu_1(dz).
\]
Proof. Existence: Using Itô’s formula, it is easy to see $u(t, x) = \mathbb{E}\phi(\bar{X}^x_t)$ is differentiable with respect to $t$. Moreover, using the chain rule and $\phi \in C^2_p(\mathbb{R}^n)$, it is easy to see $u(t, x)$ is first and second differentiable with respect to $x$. Hence $u \in C^{1,2}(\mathbb{R}_+ \times \mathbb{R}^n)$. In order to prove $u(t, x)$ solves equation $(6.11)$, we use the definition of generator $\tilde{\mathcal{L}_1}$, more precisely, by the Markov property and homogeneous property, we have for any $s > 0$,

\[
\frac{\mathbb{E}u(t, \bar{X}^x_s) - u(t, x)}{s} = \frac{\mathbb{E}\left[\mathbb{E}\phi(\bar{X}^y_t)|_{y=\bar{X}^x_s}\right] - \mathbb{E}\phi(\bar{X}^x_t)}{s} = \frac{\mathbb{E}\phi(\bar{X}^x_{t+s})|_{\mathcal{F}_s} - \mathbb{E}\phi(\bar{X}^x_t)}{s} = \frac{\mathbb{E}\phi(\bar{X}^x_{t+s}) - \mathbb{E}\phi(\bar{X}^x_t)}{s} = \frac{u(t+s, x) - u(t, x)}{s}.
\]

Then letting $s \to 0$, we get $(6.11)$.

Uniqueness: Let $w(t, x) \in C^{1,2}(\mathbb{R}_+ \times \mathbb{R}^n)$ be another solution of $(6.11)$ with $w(0, x) = \phi(x)$. For any fixed $t > 0$, define

\[
\tilde{w}(s, x) = w(t - s, x), s \in [0, t],
\]

then it is easy to check

\[
\partial_s\tilde{w}(s, x) + \tilde{\mathcal{L}_1}\tilde{w}(s, x) = 0, \quad \forall s > 0, x \in \mathbb{R}^n.
\]

Then using Itô’s formula on $\tilde{w}(t, \bar{X}^x_t)$ and taking expectation, we have

\[
\mathbb{E}\tilde{w}(t, \bar{X}^x_t) = \tilde{w}(0, x) + \int_0^t \left[\partial_s\tilde{w}(s, \bar{X}^x_s) + \tilde{\mathcal{L}_1}\tilde{w}(s, \bar{X}^x_s)\right] ds = \tilde{w}(0, x).
\]

Note that by the definition of $\tilde{w}$, it follows

\[
\mathbb{E}\tilde{w}(t, \bar{X}^x_t) = \mathbb{E}\phi(\bar{X}^x_t), \quad \tilde{w}(0, x) = w(t, x).
\]

Hence, we obtain $w(t, x) = u(t, x)$. \hfill \Box
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