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Electro-optical response of a current-carrying monolayer graphene is studied theoretically. Our calculation takes into account full (diagonal and non-diagonal) conductivity tensor obtained from a particle-conserving out-of-equilibrium distribution function of doped graphene. Our analytical and numerical results indicate that the presence of a moderate DC current throughout a doped graphene channel induces large Kerr rotations within a frequency range which can be tuned up to the mid-infrared frequency range.
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I. INTRODUCTION

After a decade-long ubiquity of graphene, the electromagnetic (EM) response of this one-atom-thick honeycomb crystal of carbon atoms, in its current-carrying state, has only recently become the focus of increasing attention [1–12]. Besides lattice effects [13, 14] that are negligible in the optical limit, graphene is expected to exhibit an isotropic EM response. The presence of an in-plane field of uniaxial strain [15–17] or a perpendicular magnetic field [18–25], however, breaks this isotropy and turns graphene into a birefringent optical medium.

Faraday rotations up to 6° have been achieved upon transmission of linearly-polarized THz radiation through graphene under a perpendicularly-applied magnetic field of B⊥ = 7T at temperatures of 5K [18] and 250K [25]. Such large magneto-optical rotations, however, mainly occur at frequencies lying within the far-infrared (THz) band of EM spectrum, i.e., 1meV < ℏω < 80meV [18]. In addition, magneto-optical phenomena are not the most suitable tool to achieve optical non-reciprocity (ONR) in integrated Photonics mainly because the undesirable impact of the magnetic field on the functionality of the nearby optical or electronic components cannot be avoided in sub-micron scales [6, 26–28].

The perpendicular static magnetic field also breaks the time reversal symmetry (TRS) of the nonlocal EM response of graphene leading to the emergence of edge magneto-plasmons [29–31]. Additionally, it has recently been shown that valley-selective population inversion in gapped Dirac materials (GDMs) such as biased bilayer graphene or transition metal dichalcogenides (TMDs) [32–34] under optical pumping of circularly-polarized light yields a nonvanishing Berry flux, thus leading to broken TRS and the emergence of chiral (nonreciprocal) Berry plasmons (CBPs) [35, 36].

The presence of DC current has been predicted to cause the EM response of graphene to lose its invariance under (i) rotation in the local (optical) limit [1, 3, 5–8] and (ii) time reversal (TR) in the nonlocal limit leading to different plasmonic group velocities depending on the direction of the external DC current [3, 5–7, 11]. In this work, we show (i) how the presence of DC electric current in doped graphene breaks the rotational symmetry, (ii) how the resulting anisotropy leads to the emergence of off-diagonal elements of the conductivity tensor, and (iii) how such off-diagonal elements bring about electro-optical phenomena such as Kerr/Faraday rotation within a frequency range which can be tuned up to mid-infrared via the application of the gate and drain-source voltages.

This paper is structured as follows: Sec. II provides details on the computation of the conductivity tensor of a driven π electron gas and introduces the model to describe the nonequilibrium (NE) occupation of a driven electron gas. In Sec. III, we present analytic expressions for the optical conductivity of current-carrying graphene and discuss the scattering of light off current-carrying graphene. A summary, along with some concluding remarks, is given in Sec. IV. Additional details are delivered through five appendices.

II. EM RESPONSE OUT OF EQUILIBRIUM

In this section, we will outline the basic steps of our theory by first defining the full response out of equilibrium. We will then introduce the shifted Fermi disk model which we shall use throughout this work.

A. The conductivity tensor of Dirac fermions

In response to an EM perturbation, of frequency ω and in-plane wavevector \( \mathbf{q} = q_x \hat{e}_x + q_y \hat{e}_y \), given by \( \mathbf{E}(r, t) = \mathbf{E}(q, z, \omega) e^{i(q_x x + q_y y - \omega t)} \), the π electron gas in graphene undergoes current density oscillations given by \( \mathbf{J}(r, t) = \mathbf{J}(q, \omega) \delta_D(z) e^{i(q_x x + q_y y - \omega t)} \), with \( \delta_D \) being the Dirac delta function. Such EM response can be de-
scribed through the surface conductivity tensor \( \sigma_{\mathbf{n}, \mathbf{m}}(q, \omega) \) which is defined via \( \mathbf{J}(\mathbf{q}, \omega) = \sigma_{\mathbf{n}, \mathbf{m}}(q, \omega) \cdot \mathbf{E}(\mathbf{q}, z = 0, \omega) \).

For an isotropic sample, the optical conductivity tensor has a scalar nature, i.e., \( \sigma^{(0)}(q = 0, \omega) = \sigma^{(0)}(0) \mathbf{\hat{1}} \), where \( \mathbf{\hat{1}} = \mathbf{\hat{e}}_x \mathbf{\hat{e}}_x + \mathbf{\hat{e}}_y \mathbf{\hat{e}}_y \) denotes the dyadic unit tensor, and \( \sigma^{(0)}(\omega) \) denotes the equilibrium-state optical conductivity that has been extensively studied in the literature [37–47]. In the general case where no isotropy is assumed, the components of the optical conductivity tensor of \( \pi \) electron gas \( \sigma_{\mathbf{n}, \mathbf{m}}(q, \omega) = \mathbf{\hat{e}}_{\mathbf{n}} \cdot \sigma(q, \omega) \cdot \mathbf{\hat{e}}_{\mathbf{m}} \) (where \( n, \mathbf{m} = x, y \)) should be obtained from the following summation over the first Brillouin zone (FBZ) [38, 46]:

\[
\sigma_{\mathbf{n}, \mathbf{m}}(q, \omega) = 4i g_s \gamma^2 \sigma_0 \sum_{\mathbf{k} \in \text{FBZ}} \mathbf{I}_{\mathbf{n}, \mathbf{m}}(\mathbf{k}, q, \omega + i0^+),
\]

(1)

where \( \sigma_0 = \frac{e^2}{\pi} \) is the unit in terms of which the conductivity data in this work will be presented, \( e \) denotes the elementary electric charge, \( g_s = 2 \) is the spin degeneracy, \( \gamma \) is the slope of Dirac cones and

\[
\mathbf{I}_{\mathbf{n}, \mathbf{m}}(\mathbf{k}, q, \omega) = \sum_{s, \pi = \pm} n_F [E_{\mathbf{k} + s} - E_{\mathbf{k} + q + s}] \mathbf{F}_{\mathbf{n}, \mathbf{m}}(\mathbf{k}, q) \mathbf{F}_{\mathbf{n}, \mathbf{m}}(\mathbf{k} + q, \omega - \hbar \omega),
\]

(2)

with \( n_F[E] \) denoting the Fermi-Dirac (FD) distribution function

\[
n_F[E] = \left[ 1 + \exp \left( \frac{E - E_F}{k_B T} \right) \right]^{-1},
\]

(3)

where \( k_B \), \( T \) and \( E_F \) respectively denote the Boltzmann constant, the temperature and the Fermi energy of the \( \pi \) electron gas. The function \( E_{\mathbf{k}}^* \) yields the energy eigenvalue of the \( \mathbf{k}, s \) eigen-state of the conduction \( (s = +1) \) or valence \( (s = -1) \) band. In addition, \( \mathbf{F}_{\mathbf{n}, \mathbf{m}}(\mathbf{k}, q) \) denotes the band overlap integral corresponding to the intraband \( (s\pi = +1) \) or interband \( (s\pi = -1) \) transitions.

The current-induced modification to the conductivity tensor \( \Delta \sigma \equiv \sigma - \sigma^{(0)} \) is the quantity of interest here and is solely determined by the eigen-states within a narrow neighborhood of the Fermi energy. To focus on these “near-Fermi-level” eigen-states, the summation over FBZ which yields \( \Delta \sigma \) should be reduced into a polar integral around the Dirac point \( \mathbf{k}_D \) via redefining the crystal momentum \( \mathbf{k} \) to \( \mathbf{k} + \mathbf{k}_0 \) where \( \mathbf{k} = \mathbf{k} [e_x \cos \theta_{\mathbf{k}} + e_y \sin \theta_{\mathbf{k}}] \).

The application of tight-binding (TB) model within the Dirac cone approximation [48] yields \( E_{\mathbf{k}}^* \cong s \gamma k (\gamma \equiv \frac{3a^2}{2d}) \) with \( t \approx 2.7eV \) and \( a \approx 0.142nm \) being the nearest-neighbor hopping amplitude and carbon-carbon bond length. Without the negligible lattice effects [13], the TB model yields

\[
\mathbf{F}_{\mathbf{n}, \mathbf{m}}(\mathbf{k}, q) \equiv \langle s, \mathbf{k} \rangle \tau_n (|\mathbf{k} + q, s|) \otimes (\mathbf{s}, \mathbf{k} + q) \tau_m (|\mathbf{k}, s|),
\]

(4)

where \( \tau_n (n = x, y) \) denotes the \( 2 \times 2 \) Pauli matrices [37, 49, 50]. Within the Dirac cone approximation, \( \mathbf{F}_{\mathbf{n}, \mathbf{m}}(\mathbf{k}, q) \)

is specifically given by [13, 50]:

\[
2 F_{x, x}(\mathbf{k}, q) \equiv 1 + s \gamma \cos [\theta_{\mathbf{k}} + \theta_{\mathbf{k} + q}],
\]

(5)

\[
2 F_{x, y}(\mathbf{k}, q) \equiv 2 F_{y, x}(\mathbf{k}, q) \equiv s \gamma \sin [\theta_{\mathbf{k}} + \theta_{\mathbf{k} + q}],
\]

(6)

\[
2 F_{y, y}(\mathbf{k}, q) \equiv 1 - s \gamma \cos [\theta_{\mathbf{k}} + \theta_{\mathbf{k} + q}].
\]

(7)

In the absence of DC electric current, \( \sigma^{(0)}(\omega) \) can be computed via plugging the FD distribution function with \( n_F(\omega) = \pm \gamma / \pi \sqrt{E_F} \) as its Fermi energy, denoted by \( n_F(\mathbf{E}) \) into Eq. (1), with \( n_s \) denoting the density of injected \( (E_F > 0) \) or depleted \( (E_F < 0) \) electrons. The application of drain-source voltage along graphene channel pushes the \( \pi \) electron gas out of its equilibrium. As in Refs. 1, 5 and 7, in this work the nonequilibrium (NE) conductivity is obtained via feeding the NE distribution of the driven \( \pi \) electron gas into the expression given by Eq. (2).

### B. The shifted Fermi disk (SFD) model

The NE distribution of current-carrying \( \pi \) electron gas can, in principle, be obtained via solving the Boltzmann transport equation (BTE) [51–53]. We instead employ the phenomenological shifted Fermi disk (SFD) model [5, 54–56] which simulates the DC flux with a shift of the Fermi disk \( k_{\text{shift}} \) with respect to the Dirac point which can be related to the external DC electric field \( E_{\text{DC}} \) via \( k_{\text{shift}} = - e \tau_{\text{DC}} E_{\text{DC}} \) with \( \tau_{\text{DC}} \) being the DC relaxation time. The SFD model is a particle-conserving model, meaning that the size of the Fermi disk and therefore, the electron density, \( n_s \), are not affected by \( E_{\text{DC}} \). This model formulates the NE Fermi energy as follows [5]:

\[
E_F(\theta_{\mathbf{k}}, \theta_d) = E_F^{(0)} \left[ \beta_d \cos \theta + \left[ 1 - \beta_d^2 \sin^2 \theta \right]^{1/2} \right],
\]

(8)

where \( \beta_d \equiv k_{\text{shift}} / k_{\text{F}}^{(0)} \leq 1 \) is a dimensionless parameter expressing the shift of the Fermi disk \( k_{\text{shift}} \) in reciprocal space in units of the Fermi wave vector \( k_{\text{F}}^{(0)} \equiv |E_F^{(0)}| / \gamma \), and \( \theta \equiv \theta_{\mathbf{k}} - \theta_d \) with \( \theta_d \) being defined through

\[
\beta_d \equiv k_{\text{shift}} / k_{\text{F}}^{(0)} \equiv \beta_d \left[ e_x \cos \theta_d + e_y \sin \theta_d \right].
\]

(9)

The NE electronic occupation is then approximated by the FD distribution function \( n_F[E] \) fed with an NE Fermi energy of \( E_F(\theta_{\mathbf{k}}, \theta_d) \). Thus, the drift velocity, \( v_d = (v_d / k_{\text{shift}}) \mathbf{k}_{\text{shift}} \), reads as (see Appendix A):

\[
\frac{v_d}{v_F} = \frac{2 \text{sgn}[E_F^{(0)}]}{\beta_d} \int_0^{\pi} [1 - \beta_d^2 \sin^2 \theta]^{1/2} \cos^2 \theta d \theta,
\]

(10)

with \( v_F = \gamma / \hbar \) being referred to as Fermi velocity. Clearly, the NE electronic occupation, and therefore the "linear" response of the out-of-equilibrium system outlined in this work, contains non-linear terms in the external field \( E_{\text{DC}} \).

In what follows, we suppress this “non-linearity” and are thus able to use the standard linear-response Kubo formalism. In the low-current limit, i.e., \( \beta_d \ll 1 \), Eq. (10)
(10) yields \( v_d \cong \beta_d v_F \) and therefore a current density of \( J \cong \beta_d n_F v_F \). Unlike the experimental fashion in which the results would be reported in terms of the pump current density or the drain-source voltage, the numerical results in this work are presented in terms of the parameter \( \beta_d \).

Within the framework of SFD model, the application of drain-source voltage does not affect the energy dispersion of \( \pi \) electrons, \( E_{\pi}^k \), but leads to an anisotropic quasi Fermi energy \( E_F(\theta_k, \theta_d) \). In contrast, Refs. 57–60 and 7 adopted an approach in which the NE distribution function is obtained through feeding Eq. (3) with an isotropic Fermi level \( E_F \) while the energy eigen-states are given by the ones of tilted Dirac cones (TDC) [61–65] whose energy dispersion is given by \( E_{\pi}^{\pm k} = E_{\pi}^k - \hbar v_d \cdot k \). The electron density resulting from this approach would be reported in terms of the pump current \( J \cong \beta_d n_F v_F \), and the BTE should be solved numerically [66].

### III. THE OPTICAL RESPONSE

#### A. Analytic and Semi-analytic approximations

Applying the method introduced in Ref. 5 to the conductivity integral given by Eq. (1) yields the following dyadic form for the optical conductivity tensor of the current-carrying \( \pi \) electron gas (see Appendix B):

\[
\tilde{\sigma}(q=0, \omega) = \sigma_L(\omega) \tilde{\nu}_d \tilde{\nu}_d + \sigma_T(\omega) \left[ \mathbb{I} - \tilde{\nu}_d \tilde{\nu}_d \right],
\]

where \( \tilde{\nu}_d \equiv v_d / v_F \) and the function \( \sigma_{L/T}(\omega) \) is referred to as the longitudinal/transverse optical conductivity. At \( T_c = 0K \), \( \sigma_{\mu=L,T}(\omega) \) can be obtained from:

\[
\tilde{\sigma}_\mu(\omega) = \frac{g_s g_e}{4\pi^2} \sum_{\nu=\pm} \int_0^\pi K_\nu^\mu(\omega, \theta \left[ 1 + \lambda_\nu^\mu \cos(2\theta) \right] d\theta,
\]

where \( g_s = 2 \) is the valley degeneracy, \( \tilde{\sigma}_\mu(\omega) \equiv \sigma_\mu(\omega) / \sigma_{\text{u}} \) and \( \lambda_\mu^{L/T} = \pm \zeta \). The kernel functions \( K_\nu^\mu(\omega, \theta) \) in Eq. (12) are expressed in terms of the nonequilibrium Fermi wavevector \( k_F(\theta) \equiv \gamma^{-1} |E_F(\theta, \theta_d=0)| \) as follows:

\[
K_L^L(\omega, \theta) \equiv 4 \frac{\gamma k_F(\theta)}{\hbar \omega + i \Gamma},
\]

\[
K_T^T(\omega, \theta) \equiv \ln \left( \frac{2 \gamma k_F(\theta) - [\hbar \omega + i \Gamma]}{2 \gamma k_F(\theta) + [\hbar \omega + i \Gamma]} \right),
\]

where the role of \( \Gamma \) is to take account of the disorder-induced scattering of \( \pi \) electrons in a phenomenological manner [49]. The equilibrium-state optical conductivity of graphene at \( T_c = 0K \) [37, 38], denoted here by \( \tilde{\sigma}^{(0)}(\omega) \), can be recovered from Eq. (12) in the \( \beta_d \to 0 \) limit,

\[
\tilde{\sigma}^{(0)}(\omega) = \frac{g_s g_e}{4\pi} \left[ 4 \gamma k_F^{(0)} \left[ \frac{\hbar \omega + i \Gamma}{\hbar \omega + i \Gamma} \right] + \ln \left( \frac{2 \gamma k_F^{(0)} - [\hbar \omega + i \Gamma]}{2 \gamma k_F^{(0)} + [\hbar \omega + i \Gamma]} \right) \right]
\]

The \( \zeta = -1 \) term in Eq. (12) corresponds to the interband optical conductivity whose interband \( (\zeta = +1) \) counterpart is characterized as the “Drude” term, i.e., \( \tilde{\sigma}^{\text{intra}} = \frac{e^2}{\hbar} \frac{\omega}{\omega + i \Gamma} \), with the coefficient \( D \) that is referred to as the Drude weight [45, 67], being altered in the presence of DC current. Thus, within the framework of SFD model, the longitudinal/transverse Drude weight of a current-carrying \( \pi \) electron gas at \( T_c = 0K \) is given by

\[
D_{L/T} = \frac{D^{(0)}}{\pi} \int_0^\pi \left[ 1 \pm \cos(2\theta) \right] \frac{k_F(\theta)}{k_F^{(0)}} d\theta,
\]

with \( D^{(0)} = g_s g_e \sigma_d \) being the Drude weight at \( \beta_d = 0 \) [67]. For large drift velocities, i.e., \( \beta_d \to 1 \), we have

\[
\frac{D_{L/T}}{D^{(0)}} = \frac{2}{\pi} \left[ 1 \pm \frac{1}{3} \right] = \frac{D_L}{D_T} \to 2,
\]

which is analogous to the case of Black Phosphorus in which the anisotropic response can be largely attributed to the considerable difference between the longitudinal and transverse Drude weights [68]. The expansion of the Drude weight for small drift current

\[
\frac{D_{L/T}}{D^{(0)}} = 1 - \frac{\beta_d^2}{4} \left[ 1 \pm \frac{1}{2} \right] + O(\beta_d^4),
\]

indicates that the modification to the intraband optical conductivity is negligible in the low-current \( (\beta_d \ll 1) \) regime. The logarithmic divergence of the interband term, on the other hand, results in a pronounced modification within a frequency window centered at \( |\omega| = 2\nu_F k_F^{(0)} \), in agreement with Pauli exclusion principle. At \( T_c = 0K \), the real part of the low-frequency optical conductivity of driven \( \pi \) electron gas in a clean sample of graphene, i.e., \( \Gamma = 0 \), is given by the following closed-form expression:

\[
\Re[\tilde{\sigma}_{L/T}(\omega)] = \frac{g_s g_e}{4\pi} [\vartheta \pm \cos \vartheta |\sin \vartheta|],
\]

with the angle \( \vartheta \) being defined as (see Appendix C):

\[
\vartheta \equiv \begin{cases} 
0 & |\tilde{\omega}| \leq \tilde{\omega}_- \\
\arccos \left( \frac{\tilde{\omega}_- - \tilde{\omega}^2}{4 |\tilde{\omega}||\beta_d|} \right) & \tilde{\omega}_- \leq |\tilde{\omega}| \leq \tilde{\omega}_+ \\
\pi & |\tilde{\omega}| \geq \tilde{\omega}_+
\end{cases}
\]

where \( \tilde{\omega} \equiv \hbar \omega / |E_F^{(0)}| \) and \( \tilde{\omega}_\pm \equiv 2(1 \pm \beta_d) \). What is given by Eqs. (19–20) has a similar form to the one discussed in Ref. 7 wherein the choice of the NE distribution function obtained from the TDC results in an upper bound of the modification frequency range given by \( \tilde{\omega}^{\text{TDC}}_+ \equiv 1 - (v_d/v_F)^2 \) which diverges in the \( v_d \to v_F \) limit.
B. The optical absorption spectra of current-carrying graphene

The absorption spectrum of current-carrying graphene, similar to the equilibrium-state measurements in Refs. 41 and 45, may provide evidence on the modification given by Eq. (19). The absorption of a normally-incident EM plane wave by an anisotropic two-dimensional electron gas, sandwiched in between two dielectrics, A, is formulated as follows (see Appendix D):

\[
A = 4 \pi \alpha \left[ \frac{\Re[\sigma_i]}{\mu_i} \cos^2 \phi + \Re[\sigma_t] \sin^2 \phi \right] + O(\alpha^2),
\]

with \( \alpha \equiv \frac{\omega}{\sqrt{\mu_0 \epsilon_0 c}} \), \( \epsilon_0 \), \( c \), \( \phi \equiv \theta_{\text{r}}^p - \theta_{\text{d}}^p \), and \( \epsilon_r^i (\mu_r^i) \) being the fine structure constant, the permittivity of vacuum, the phase velocity of light in vacuum, the angle between the polarization of the normally-incident EM wave and the drift velocity, and the relative permittivity (permeability) of the \( j \)-th optical medium. The expression given by Eq. (21) describes the case in which the transmitted (reflected) EM wave propagates through medium 2 (1).

C. Current-induced Kerr and Faraday rotations

Aside from its impact on the absorption spectra, the DC electric current converts the linear polarization of the incident (i) EM wave into elliptic for the reflected (r) and transmitted (t) EM waves [1]. The polarization angle of the r-wave (t-wave), denoted here by \( \theta_{\text{r}}^p (\theta_{\text{t}}^p) \), is defined as the angle between the \( x \)-axis and the major axis of the ellipse that is being traced out by the tip of the electric-field vector of the r-wave (t-wave). Due to the current-induced birefringence, the polarization of the r-wave (t-wave) gets rotated with respect to that of the i-wave: a phenomenon known as Kerr (Faraday) rotation that is quantitatively described via defining the Kerr (Faraday) rotation angle as \( \theta_{\text{K}} \equiv \theta_{\text{r}}^p - \theta_{\text{d}}^p \) (\( \theta_{\text{F}} \equiv \theta_{\text{t}}^p - \theta_{\text{d}}^p \)).

The Kerr rotation angle is given by (see Appendix E):

\[
\tan[2 \theta_{\text{K}}] = \frac{\tan[2 \xi_r^p \cos \psi_r] - \tan[2 \theta_{\text{t}}^p]}{1 + \tan[2 \theta_{\text{t}}^p] \tan[2 \xi_r^p \cos \psi_r]},
\]

where \( \psi_r = \arg \left( \frac{r_{xx}}{r_{yy}} \right) \) and \( \tan \xi_r^p = \frac{\left| r_{yy} \right|}{\left| r_{xx} \right|} \tan \theta_{\text{t}}^p \) with \( r_{xx} \) and \( r_{yy} \) being the Fresnel reflection coefficients,

\[
r_{xx(yy)} = \frac{\sqrt{\frac{\epsilon_r^i}{\mu_r^i}} - \sqrt{\frac{\epsilon_r^p}{\mu_r^p}} - \pi \alpha \sigma_{L(T)}}{\sqrt{\frac{\epsilon_r^i}{\mu_r^i}} + \sqrt{\frac{\epsilon_r^p}{\mu_r^p}} + \pi \alpha \sigma_{L(T)}}.
\]

In addition, the Faraday rotation angle \( \theta_{\text{F}} \) can be obtained via replacing the Fresnel reflection coefficients \( r_{nn} \) (\( n = x, y \)) in Eq. (22) with the Fresnel transmission coefficients \( t_{nn} = 1 + r_{nn} \) (see Appendix E). As presented in Fig. 2-(a), large Kerr rotation angles (\( \theta_{\text{K}} \sim 10^\circ \)) can be achieved with suspended graphene. The extremely small reflectance (\( R \sim 10^{-4} \)), however, hinders the observation of such large Kerr rotation angles. Nonetheless, a small enough difference between the permittivities of the surrounding dielectrics is expected to yield large Kerr rotation while the increased reflectance allows for measurements. On the other hand, Fig. 2-(b) presents small Kerr rotation angles \( \theta_{\text{K}} \sim 0.1^\circ \) for the case of graphene lying on a hexagonal boron nitride (hBN) [69–71] substrate, while the reflectance is large (\( R \sim 10\% \)). This indicates the high sensitivity of the Kerr rotation to the choice of the top and bottom dielectrics. However, as presented in Fig. 3, the Faraday rotation does not exhibit

**FIG. 1.** (Color online) The absorption spectra of a suspended (i.e. \( \epsilon_r^i = \mu_r^i = 1 \)) current-carrying graphene sample at \( T = 0 \text{K} \) as simulated by the SFD model for the two cases wherein the polarization of the normally incident EM wave is (a) parallel and (b) perpendicular to the drift velocity. The curves labeled as “Numeric” are generated via plugging the output of Eq. (12) into the Fresnel’s coefficients, while their “Analytic” counterparts are the product of Eqs. (19–21).
FIG. 2. (Color online) The Kerr rotation data obtained from Eqs. (12) and (22) for a current-carrying \( \pi \) electron gas at \( T_e = 0K \) being contained by a disordered (\( \Gamma = 5 \text{meV} \)) sample of (a) suspended and (b) on-substrate graphene. Both panels present the maximal Kerr data corresponding to the geometry wherein the polarization of the normally-incident EM wave makes an angle of \( \phi \equiv \theta_p^i - \theta_d = 45^\circ \) with the drift velocity \( v_d \).

The Kerr rotations in the upper/lower panel are reported in degrees/minutes.

As shown in Fig. 3, the Faraday rotation achieved through a single transmission is small; however, different experimental techniques could be implemented to obtain larger rotation angles through multiple transmissions. Our calculations indicate that a configuration in which graphene is sandwiched in between hBN dielectrics, i.e., \( \varepsilon_r^1 = 5 \mu_r^1 = 5 \), yields a minimum transmittance of 99\% which allows for trading off the total transmittance for a larger Faraday angle.

The disorder-induced scattering of \( \pi \) electrons, the such sensitivity.

Joule heating of current-carrying sample [72–75] and the electron density fluctuation [70, 76, 77] in the area under the probe EM beam are the major factors which cause the smoothing of the logarithmic divergence of the interband optical conductivity, and therefore, hinder the observation of the electro-optical Kerr/Faraday rotations discussed here. The high precision of \( 10^{-5} \text{rad} \) with which the Kerr rotations were measured in Ref. 78 suggests that the rotations reported here, though as tiny as \( 1' \approx 291 \times 10^{-6} \text{rad} \), are measurable. Since large amounts of DC current are expected to cause the longitudinal and transverse Drude weights to be considerably different, even for the case of identical surrounding dielectrics, the low-frequency electro-optical Kerr/Faraday rotations cannot be neglected out of the low-current regime.
IV. CONCLUSIONS

We theoretically discussed the non-equilibrium (NE) response of a monolayer graphene that carries a DC current. Our analytical and numerical calculation results indicate that a DC-current-carrying monolayer graphene can exhibit larger Kerr rotations for this calculation, we employ the phenomenological shifted Fermi disk (SFD) model. Future works may study the NE response of current-carrying graphene via feeding the conductivity integral [Eq. (1)] with the NE electronic occupation obtained from numerical BTE solvers.

Discussing the optical response, we find that the measurements of the Kerr/Faraday rotation angle or absorbance, within a tunable frequency window, can be exploited to determine the current density distribution throughout the whole channel. More specifically, this can be achieved through generating 2D Kerr maps of the current-carrying channel, as in Ref. 78, and then converting the Kerr maps into current maps.

The numerical estimates presented in this work are specific to \( T = 0 \)K and are based on the SFD model, and therefore, are valid within the low-current regime. Nonetheless, the electro-optical phenomena discussed here are expected to be observable within the high-current regime, i.e., \( v_d \sim v_F \), provided that the tilt of the Fermi “level” induced by the drain-source voltage is larger than the thermal fluctuations, i.e., \( \gamma k_{\text{shift}} \ll k_B T_c \). In this case, the experimental measurements are expected to be in qualitative agreement with this work, but require a more realistic modeling to be numerically reproduced.
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Appendix A: The drift velocity within the framework of the SFD model

The following summation defines the drift velocity:

\[
\nu_d = \frac{g_s}{N_e} \sum_{k \in \pi R} \sum_{s = \pm} n_F[k] v_g^s(k),
\]

where \( N_e \) is the number of the electrons brought into \((E_F^{(0)} > 0)\) or taken out \((E_F^{(0)} < 0)\) of graphene via doping, and \( v_g^s(k) \) is the semi-classically-defined group velocity corresponding to the eigen-state \(|k, s\rangle\) given by

\[
v_g^s(k) = \frac{1}{\hbar} \nabla_k E_s(k).
\]

The only contribution to the summation in Eq. (A1) is usually made by the eigen-states near the Dirac points; thus, the linear energy dispersion \( E_s(k) \approx \gamma k^2 \) should be sufficient. As a result, the group velocity reads as

\[
v_g^s(k) \approx \frac{\gamma}{\hbar} \hat{e}_x \cos \theta_k + \hat{e}_y \sin \theta_k = sv_F \hat{k},
\]

and, the definition given by Eq. (A1) evolves into

\[
\frac{v_d}{v_F} = \frac{g_s g_v}{(2\pi)^2} \frac{\text{sgn}[E_F^{(0)}]}{n_s} \int_0^{2\pi} \hat{k} \, d\theta_k \int_0^{k_F(\theta_k, \theta_d)} k \, dk.
\]

Since \( n_s = [k_F^{(0)}]^2 / \pi \), the preceding integral becomes

\[
\frac{v_d}{v_F} = \frac{\text{sgn}[E_F^{(0)}]}{2\pi} \int_0^{2\pi} \left[ \frac{E_F(\theta_k, \theta_d)}{E_F^{(0)}} \right]^2 \hat{k} \, d\theta_k.
\]

Plugging the expression given by Eq. (8) into Eq. (A5) is the last step in obtaining what presented by Eq. (10).

FIG. 4. (Color online) Surface current density simulated by the SFD model [obtained from Eq. (10)] for the whole range of the shift parameter, i.e. \( 0 \leq \beta_d \leq 1 \). The order of magnitude of the simulated current density is in agreement with other numerical simulations [60, 66, 79] as well as the experimental data [79–82] within the low-current regime.
Appendix B: Semi-analytic expression for the optical conductivity of current-carrying $\pi$ electron gas at $T_e=0K$

The interband ($s\pi=-1$) optical ($q=0$) conductivity given by the single-valley ($g_e=2$) form of Eq. (1) can be arranged into the following dimensionless expression [5]:

\[
\tilde{\sigma}_{n,\pi}^{\text{inter}}(\omega) = \tilde{\sigma}_{n,\pi}^{\text{intra}}(\omega) + \frac{g_sg_e}{4\pi^2} \int_0^{2\pi} \Lambda_{n,\pi}(\omega, \theta_k) \, d\theta_k, \quad (B1)
\]

with $\tilde{\sigma}_{n,\pi}^{\text{intra}} \equiv \sigma_{n,\pi}^{\text{intra}} /[e^2/(4h)]$ denoting the dimensionless interband optical conductivity of the $\pi$ electron gas in graphene at $T_e=0K$ and $\Lambda_{n,\pi}(\omega, \theta_k)$ defined through

\[
\Lambda_{n,\pi}(\omega, \theta_k) \equiv F_{n,\pi}(\theta_k) \ln \left( \frac{2|E_r(\theta_k, \theta_d)| - \hbar\omega'}{(2|E_r(\theta_k, \theta_d)| + \hbar\omega')} \right), \quad (B2)
\]

where $\omega' = \omega + i\theta^+$ and $F_{n,\pi}(\theta_k)$ denotes the optical limit ($q=0$) of the expressions presented by Eqs. (5–7):

\[
2F_{x,x}(\theta_k) = 1 + s\pi \cos[2\theta_k] \quad (B3)
\]

\[
2F_{x,y}(\theta_k) = 2F_{y,x}(\theta_k) = s\pi \sin[2\theta_k] \quad (B4)
\]

\[
2F_{y,y}(\theta_k) = 1 - s\pi \cos[2\theta_k]. \quad (B5)
\]

On the other hand, at $T_e=0K$, the intraband ($s\pi=+1$) optical ($q=0$) conductivity given by the single-valley ($g_e=2$) form of Eq. (1) can be expressed as follows [38]:

\[
\tilde{\sigma}_{n,\pi}^{\text{intra}}(\omega) = i \frac{g_sg_e}{\pi^2\hbar\omega} \int_0^{2\pi} F_{n,\pi}(\theta_k) |E_r(\theta_k, \theta_d)| \, d\theta_k. \quad (B6)
\]

The last step is to take the dependence on $\theta_d$ out of the integrals in Eqs. (B1) and (B6) through changing the integration variable into $\theta \equiv \theta_k - \theta_d$. As a result, the $\sin\theta_d$ and $\cos\theta_d$ multipliers emerging from $F_{n,\pi}(\theta_k)$ can be moved out of the integral. Of course, the terms in the conductivity integrals corresponding to the band overlap of $\sin(2\theta)$ vanish. Moreover, the $f(\theta) = f(-\theta)$ symmetry exhibited by the integrands for $0 \leq \theta \leq \pi$ allows us to reduce the range of integration. Rewriting the final result in terms of drift velocity leads us to the expressions presented by Eqs. (11–14).

Appendix C: Analytic expression for the real part of the optical conductivity of current-carrying $\pi$ electron gas at $T_e=0K$

The real part of the intraband optical conductivity given by Eq. (12) of a clean ($\Gamma = 0$) sample of graphene reduces to the Dirac delta function, $\delta_0(\omega)$, i.e.

\[
\lim_{\Gamma \to 0} \Re[\tilde{\sigma}_\mu^{\text{intra}}(\omega)] = \pi D_\mu \delta_0(\omega), \quad (C1)
\]

which means the optical conductivity of a clean sample of graphene is merely due to the interband transitions. For brevity, we define the function $M^\Gamma(\omega, \theta)$ to be

\[
M^\Gamma(\omega, \theta) = \frac{2\gamma k_r(\theta) - [\hbar\omega + i\Gamma]}{2\gamma k_r(\theta) + [\hbar\omega + i\Gamma]} \quad (C2)
\]

Combining the identities given by $\Im[\ln(z)] = \arg(z)$ and $\arg(-r) = -\pi \Theta[r]$ (where $\Theta$, $z$ and $r$ respectively denote the Heaviside step function, a complex number, and a real number) yields

\[
\lim_{\Gamma \to 0} \Im[M^\Gamma(\omega, \theta)] = -\pi \Theta[h|\omega| - 2\gamma k_r(\theta)]. \quad (C3)
\]

Applying the preceding relation to the real part of the interband optical conductivity given by Eq. (12) returns a simplified expression in the clean-sample limit:

\[
\Re[\tilde{\sigma}_{\mu,\pi}(\omega)] = \frac{g_sg_e}{4\pi} \int_{-\pi}^\pi \Re(\omega, \theta) \, d\theta, \quad (C4)
\]

where the angle $0 \leq \theta \leq \pi$, as described by Eq. (20), can be obtained through searching for the solutions of $2|E_r(\pi, 0)| = h|\omega|$. Evaluating the integral in Eq. (C4) is the last step to the expression given by Eq. (19).

Appendix D: The optical absorption of an anisotropic two-dimensional electron gas

The flux of EM energy associated with each of the normally-incident ($i$), reflected ($r$) and transmitted ($t$) plane waves is given by their respective time-averaged Poynting vectors $(\mathbf{E}_w=i,r,t)$ is the amplitude of $w$-wave):

\[
\langle S_i \rangle = -\frac{1}{2} \sqrt{\frac{\varepsilon_i^0 \varepsilon_a}{\mu_1^0 \mu_0}} |\mathbf{E}_i \cdot \mathbf{E}_j^*| \hat{e}_z \quad \text{(D1)}
\]

\[
\langle S_r \rangle = \frac{1}{2} \sqrt{\frac{\varepsilon_i^0 \varepsilon_a}{\mu_1^0 \mu_0}} |\mathbf{E}_r \cdot \mathbf{E}_r^*| \hat{e}_z \quad \text{(D2)}
\]

\[
\langle S_t \rangle = \frac{1}{2} \sqrt{\frac{\varepsilon_i^0 \varepsilon_a}{\mu_2^0 \mu_0}} |\mathbf{E}_t \cdot \mathbf{E}_t^*| \hat{e}_z. \quad \text{(D3)}
\]

If the Cartesian coordinate system is positioned so that the $x$-axis is aligned with the drift velocity, i.e. $\mathbf{v}_d=v_0 \hat{e}_x$, Eq. (11) yields a diagonal optical conductivity tensor and, in consequence, the off-diagonal Fresnel reflection coefficients vanish, i.e. $r_{xy}=r_{yx}=0$. In this case, the amplitude-vector of the $r$ and $t$ waves can be expressed in terms of the amplitude and polarization angle of $i$-wave:

\[
\mathbf{E}_r = |\mathbf{E}_i| \{r_{xx} \cos \theta_i^p \hat{e}_x + r_{yy} \sin \theta_i^p \hat{e}_y\} \quad \text{(D4)}
\]

\[
\mathbf{E}_t = |\mathbf{E}_i| \{t_{xx} \cos \theta_i^p \hat{e}_x + t_{yy} \sin \theta_i^p \hat{e}_y\}. \quad \text{(D5)}
\]
Plugging the preceding amplitude-vectors into Eq. (D2) and Eq. (D3), followed by feeding the output into the definitions of reflectance $R$ and transmittance $T$ yields:

$$T = \frac{|\langle S_r \rangle|}{|\langle S_i \rangle|} = \left\{ \frac{\mu^F}{\mu^I} \right\}^2 \left\{ |t_{xx}|^2 \cos^2 \theta^p_t + |t_{yy}|^2 \sin^2 \theta^p_t \right\} \quad \text{(D6)}$$

$$R = \frac{|\langle S_r \rangle|}{|\langle S_i \rangle|} = |r_{xx}|^2 \cos^2 \theta^p_t + |r_{yy}|^2 \sin^2 \theta^p_t. \quad \text{(D7)}$$

The fraction of the incident EM flux dissipated into the electrically-conductive interface, is then referred to as the absorbance and quantified by $A = 1 - (R + T)$. Plugging the Fresnel reflection (transmission) coefficients which are (implicitly) given by Eq. (23) into the definition of optical absorbance $A$ yields the expression given by Eq. (21), if only the terms that are proportional to $\alpha$ are retained. Also, the substitution of $\phi = \theta^p_t - \theta_d$ for $\theta^p_t$ recovers the formalism for a general direction of the drift velocity given by $\mathbf{v}_d = \mathbf{e}_x \cos \theta_d + \mathbf{e}_y \sin \theta_d$.

**Appendix E: Derivation of the Kerr and Faraday rotation angles**

The electric field corresponding to the $w$-wave ($w=r,t$) at $z=0$ plane (where the graphene sheet is located) can be formally expressed as follows:

$$
\mathbf{E}_w(z=0,t) = |\mathbf{E}_w| \Re \left[ e^{-i\omega t} \sum_{n=x,y} e^{i\omega n} \cos \xi_n \hat{e}_n \right], \quad \text{(E1)}
$$

where $\alpha_n^w \equiv \arg(\mathbf{E}_w \cdot \hat{e}_n)$ and $\cos \xi_n^w \equiv |\mathbf{E}_w \cdot \hat{e}_n| / |\mathbf{E}_w|$. The magnitude of the electric-field vector of the $w$-wave at $z=0$ is then given by

$$|\mathbf{E}(z=0,t)| = |\mathbf{E}_w| \left[ \sum_{n=x,y} \cos(\omega t - \alpha_n^w) \cos \xi_n^w \right]^\frac{1}{2}. \quad \text{(E2)}$$

As it can be seen from the geometrical details presented in Fig. 5, the polarization angle of the $w$-wave is the angle between the $x$-axis and the electric-field vector of the $w$-wave when the magnitude is maximal. Setting the time-derivative of $|\mathbf{E}(z=0,t)|$ equal to zero:

$$\left[ \frac{d}{dt} |\mathbf{E}(z=0,t)| \right]_{t=t_0} = 0, \quad \text{(E3)}$$

yields the condition for the maximal time $t=t_0$,

$$\sum_{n=x,y} \sin \left[ 2(\omega t_0 - \alpha_n^w) \right] \cos^2 \xi_n^w = 0, \quad \text{(E4)}$$

which leads us to the following relation:

$$\tan^2 \xi_n^w = -\frac{\sin[\omega t_0 - \alpha_n^w]}{\sin[\omega t_0 - \alpha_n^w]} \cos \frac{\omega t_0 - \alpha_n^w}{\sin[\omega t_0 - \alpha_n^w]} = \tan \theta^p_w \quad \text{(E5)}$$

On the other hand, the polarization angle of the $w$-wave can be expressed using the Jones form given by Eq. (E1):

$$\tan \theta^p_w = \cos \frac{\omega t_0 - \alpha_w^x}{\cos \frac{\omega t_0 - \alpha_w^x}{\cos \frac{\omega t_0 - \alpha_w^y}{\cos \frac{\omega t_0 - \alpha_w^y}{\cos \frac{\omega t_0 - \alpha_w^z}{\cos \frac{\omega t_0 - \alpha_w^z}}}}}} \quad \text{(E6)}$$

which can be recast into the following form

$$\tan \left[ 2\theta^p_w \right] = \frac{1 - \tan^2 \xi^x}{1 + \tan^2 \xi^x} \tan \left[ 2\xi^x \right]. \quad \text{(E7)}$$

Plugging the expression for $\tan^2 \xi^x$, given by Eq. (E5) into Eq. (E7) together with the application of a number of simple trigonometric identities yields the final relation:

$$\tan \left[ 2\theta^p_w \right] = \tan \frac{\alpha^x_w - \alpha^y_w}{\cos \frac{\omega t_0 - \alpha^x_w}{\cos \frac{\omega t_0 - \alpha^y_w}{\cos \frac{\omega t_0 - \alpha^z_w}{\cos \frac{\omega t_0 - \alpha^z}}}}}, \quad \text{(E8)}$$

whose insertion into the following trigonometric identity

$$\tan \left[ 2 \left( \theta^p_w - \theta^p_t \right) \right] = \frac{\tan \left[ 2\theta^p_w \right] - \tan \left[ 2\theta^p_t \right]}{1 + \tan \left[ 2\theta^p_w \right] \tan \left[ 2\theta^p_t \right]}, \quad \text{(E9)}$$

yields the relation given by Eq. (22). Also, feeding the expression for the amplitude-vector of the $r$-wave given by Eq. (D4) into the definition of $\alpha_r^w$ and $\xi^w_r$ yields:

$$\tan \xi^w_r = \left[ \frac{\mathbf{E}_r \cdot \hat{e}_y}{\mathbf{E}_r \cdot \hat{e}_x} \right] = \left[ \frac{r_{yy}}{r_{xx}} \right] \tan \theta^p_t \quad \text{(E10)}$$

$$\psi_r \equiv \alpha_r^w - \alpha_r^t = \arg \left( \frac{\mathbf{E}_r \cdot \hat{e}_x}{\mathbf{E}_r \cdot \hat{e}_y} \right) = \arg \left( \frac{r_{xx}}{r_{yy}} \right). \quad \text{(E11)}$$

FIG. 5. (Color online) Illustration of the ellipse being traced out by the tip of the electric-field vector of the $t$ or $r$ waves at an arbitrary $z = z_0$ plane. For a general $\theta^p_t$, the ellipses corresponding to each of the $t$ and $r$ waves are not identical.
The expressions for $\tan \xi_t$ and $\psi_t$ can be obtained simply through substituting the Fresnel transmission coefficients for the reflection coefficients in Eqs. (E10) and (E11).
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