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Abstract
Score-based algorithms that learn the structure of Bayesian networks can be used for both exact and approximate solutions. While approximate learning scales better with the number of variables, it can be computationally expensive in the presence of high dimensional data. This paper describes an approximate algorithm that performs parallel sampling on Candidate Parent Sets (CPSs), and can be viewed as an extension of MINOBS which is a state-of-the-art algorithm for structure learning from high dimensional data. The modified algorithm, which we call Parallel Sampling MINOBS (PS-MINOBS), constructs the graph by sampling CPSs for each variable. Sampling is performed in parallel under the assumption the distribution of CPSs is half-normal when ordered by Bayesian score for each variable. Sampling from a half-normal distribution ensures that the CPSs sampled are likely to be those which produce the higher scores. Empirical results show that, in most cases, the proposed algorithm discovers higher score structures than MINOBS when both algorithms are restricted to the same runtime limit.

Keywords: Probabilistic graphical models, Combinatorial optimisation, Candidate parent sets, Parallel computing, High dimensional problems

1. Introduction
Bayesian Networks (BNs) are based on Pearl’s causal framework \cite{1} and represent the most popular probabilistic model for decision making under uncertainty in a wide range of applications Formally, a BN is the compact representation of the joint distribution over a set of random variables \(X = (X_1, X_2, \cdots, X_n)\), as specified by structure \(G\) and parameters \(\theta\). The structure of a BN captures the conditional relationships between nodes, whereas the conditional parameters capture the magnitude and shape of those relationships. In practice, it is common to combine observational data with knowledge to construct the BN structure \cite{2, 3} or to learn the parameters \cite{4, 5}.

In this paper, we focus on the problem of Bayesian Network Structure Learning (BNSL) from observational high-dimensional data. Given data \(D\), a BN \(\{G, \theta\}\) can be learnt by maximising the likelihood:

\[
P(G, \theta|D) = P(G|D)P(\theta|G, D),
\]

and the parameters of the network can be learnt by maximising

\[
P(\theta|G, D) = \prod_{i=1}^{n} P(\theta_i|\Pi_i, D)
\]

where \(\Pi_i\) denotes the parents of node \(X_i\) as specified by structure \(G\). Given \(G\), the parameters of the network can be decomposed into maximising the fitting of local networks over the empirical distributions, \(P(\theta_i|\Pi_i, D)\). Therefore, the complexity of parameter learning is polynomial in the number of the variables. In contrast, the complexity of structure learning is NP-hard, where the number of potential acyclic structures grows super-exponential with the number of nodes \(n\) \cite{6}:

\[
f(n) = \sum_{i=1}^{n} (-1)^{i+1} \frac{n!}{(n-i)!i!} 2^{i(n-i)} f(n-1).
\]

As a result, the problem of structure learning is known to be considerably more challenging compared to the problem of parameter learning.
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Structure learning algorithms are typically classified into three classes[7]: a) the score-based class of learning that searches for the graph that maximises a given scoring function, b) the constraint-based class of learning that determines and orientates edges using conditional independence tests, and c) a hybrid learning process that combines the above two classes of learning. This paper focuses on the class of score-based learning.

A score-based algorithm is generally composed of two parts. The first part involves a scoring function that performs model selection on candidate structures given the data. The score is determined by the selected scoring function. Commonly used such functions include the BDeu [8,9], BDs [10], AIC [11], BIC/MDL [12], MIT [13], fNML [14], and qNML [15]. The second part of a score-based algorithm involves a search heuristic or an optimisation strategy that transverses the candidate structure space. The search space can be explored with traditional heuristics such as greedy hill-climbing and Tabu search techniques [16] that transverse the graphical space via arc reversals, additions and removals. Alternatively, the search space can be explored via combinatorial optimisation of the Candidate Parent Sets (CPSs) which represent local networks of a node and its parents.

A distinction between search heuristics and optimisation strategies is that the former will usually score an acyclic graph only when the graph is visited, whereas the latter typically relies on pre-computed CPSs scores bounded by maximum in-degree (i.e., the maximum number of parents a node can have). Because combinatorial optimisation can be computationally expensive, these methods tend to employ pruning rules that prune off part of the CPSs. An important difference between the two is that, search heuristics represent approximate solutions that tend to get stuck in a local optimum graph, whereas combinatorial optimisation can be designed to offer exact solutions that return the highest scoring graph; for example, by ensuring that the pruning strategy is sound and preserves the CPSs that are present in the global maximum score. Exact algorithms that operate on CPSs include Dynamic Programming (DP) [17,18], the A∗ algorithm [19]. Branch-and-Bound (B&B) [20,21,22], and Integer Linear Programming (ILP) [23,24]; whereas approximate algorithms that operate on optimisation of CPSs include the OBS algorithm [25], the ASOBS algorithm [26,27] and the MINOBS algorithm [28].

Evidently, the efficiency and scalability of the algorithms that operate on combinatorial optimisation of CPSs depend on the number of the data variables. For example, amongst the available exact algorithms, the well-established ILP algorithm is restricted to optimising up to one million CPSs, and this means that it is restricted to problems that contain (often considerably) less than 100 variables [28,29,30]. In contrast, approximate algorithms scale to tens of millions of CPSs [29], but at the cost of optimisation accuracy. In addition to the number of variables, the computational complexity of CPSs depends on the assumed level of maximum in-degree as well as the sample size of data set (see Section 2). As a result, many algorithms are often restricted to learning sparse structures of large networks, based on relatively limited data sample size, otherwise, computational and time complexity become limiting factors.

This paper describes a score-based algorithm that combines the features of combinatorial optimisation with sampling and parallel processing, intended for learning from high dimensional data. The remainder of this paper is organised as follows: Section 2 provides the problem statement, Section 3 describes the algorithm, Section 4 presents the empirical results, and we provide our concluding remarks and directions for future research in Section 5.

2. Problem Statement

As discussed in Section 1, BNSL can be formulated as a combinatorial optimisation problem where each candidate graph is regarded as a combination of CPSs (one for each node) that satisfy acyclicity. Each CPS is related to a score that represents the posterior probability of the local structure, composed of the given node and its parents. The BDeu score, which we employ in this paper, represents one of the most commonly used functions in generating these scores, and is defined as:

\[
Score_{BDeu}(G, D) = \log P(G) + \sum_{i=1}^{n} \sum_{j=1}^{q_i} \sum_{k=1}^{r_i} \left[ \log \frac{\Gamma(\frac{N'}{q_i})}{\Gamma(N_{ij} + \frac{N'}{q_i})} + \log \frac{\Gamma(N_{ijk} + \frac{N'}{r_{ijk}q_i})}{\Gamma(\frac{N'}{r_{ijk}q_i})} \right].
\]

where \( j \) is the index over \( q_i \) combinations of parents of node \( i \), \( k \) is the index over \( r_i \) possible values of node \( i \), \( N_{ijk} \) is the number of instances in data \( D \) where node \( i \) has the \( k \)th value and its parents have the \( j \)th combination of values, \( N_{ij} \) is the total number of instances in \( D \) where the parents of nodes \( i \) have the \( j \)th combination of values, and \( N' \) is the equivalent sample size which we assume to be equal to 1.

As an example, Table 1 presents a subset of the CPSs for node “Disconnect” from the classic Alarm network. The corresponding BDeu scores are ordered by highest score, under the assumption the maximum in-degree is 3 and based on a synthetic data set with sample size 100,000 [31].
The number of CPSs is determined by the number of nodes and the maximum node in-degree. For a graph \( G \) with \( n \) nodes and maximum in-degree \( d \), the maximum number of CPSs over all nodes is

\[
f(n, d) = n \sum_{k=0}^{d} \binom{n-1}{k}.
\]

Table 2 presents the number of CPSs for different combinations of node size and maximum in-degree. It shows that the number of CPSs increases exponentially in the number of nodes and maximum in-degree, and this makes BNSL computationally prohibitive for high dimensional problems. As a result, the aim is to reduce the number of CPSs and improve the scalability and the efficiency of algorithms that operate on optimisation of CPSs. As discussed in the introduction, one way of achieving this is via pruning rules that reduce the number of CPSs considered for optimisation, often ensuring that the CPSs that make the global maximum graph are not pruned off, under the assumption that “a parent set cannot be optimal if its subsets have higher scores” \([25]\).

Table 3 presents an example of the slightly modified pruning strategy by Campos and Ji \([32]\) that is implemented in the GOBNILP software \([1]\) applied to a hypothetical data set with sample size 50 and the four variables of \{Asia, Tub, Smoke, Lung\} that are part of the Asia network. Note that the Asia network contains eight variables, and that we only consider four of them in this example for simplicity. The CPSs highlighted in bold in Table 3, represent the CPS that will be considered in constructing the graph, while the rest represent the CPSs pruned off. In this example, 21 out of 32 possible CPSs are pruned off. For example, the CPS \{\} is pruned off for both Asia and Smoke because it generates a lower BDeu score than the empty CPS \{\}, which represents the score each node has when it has no parents. Another example is the CPS \{Tub, Smoke, Lung\} which is pruned off for node Asia since the score of CPS \{Tub, Smoke, Lung\} is lower than its subsets \{Tub, Lung\} and \{Tub, Smoke\}. This pruning procedure is the most commonly used amongst the different pruning rules that have been proposed in the literature \([21, 53, 34, 35, 56]\), and which ensure the CPSs preserved will include the optimal structure.
Specifically, there are different sample size and maximum in-degree combinations. Table 4: The number and percentage of CPSs preserved when applying the pruning rules of GOBNILP to the Pathfinder data set, over intractable, even for data sets of moderate complexity.

For further examples). While the number of local structures pruned off increases with maximum in-degree, the rate where the rate of pruning increases with sample size (see, for example, https://www.cs.york.ac.uk/aig/sw/gobnilp/maximum in-degree, this outcome is not consistent across all data sets and it is possible to observe a reverse effect variables. Note that while Table 4 suggests that the level of pruning decreases with sample size and increases with maximum in-degree, this outcome is not consistent across all data sets and it is possible to observe a reverse effect where the rate of pruning increases with sample size (see, for example, https://www.cs.york.ac.uk/aig/sw/gobnilp/for further examples). While the number of local structures pruned off increases with maximum in-degree, the rate of pruning decreases since the number of possible structures increases much faster than the number of structures pruned off. In general, this means that the number of CPSs preserved is still a large enough number that makes BNSL intractable, even for data sets of moderate complexity.

Table 3: An example of the pruning strategy described in [32] applied to four of the eight variables available in the Asia network, assuming the maximum in-degree is 3, the score is BDeu, and a sample size of 50. CPSs in bold represent those retained after pruning.

The efficacy of pruning rules can be significant in reducing the number of CPSs considered for optimisation. The level of pruning not only depends on the maximum in-degree assumed, but also on the number of observations available in the data. Table 4 presents the number and percentages of the CPSs preserved when optimising for BDeu using the pruning rules illustrated in Table 3, as implemented in the GOBNILP software. The results are presented over different sample size and maximum in-degree combinations, with application to the Pathfinder data set [31] that contains 109 nodes.

Node | Maximum in-degree |
|-----------------|------------------|
| 0 | 1 | 1 | 1 | 1 | 2 | 2 | 2 | 3 |
| Asia | (1) | [Tub] | (Lung) | [Smoke] | [Tub, Lung] | [Tub, Smoke] | (Smoke, Lung) | (Smoke, Lung, Tub) |
| | | -2.531 | -2.381 | -2.727 | -3.032 | -2.758 | -2.948 | -3.790 | -3.302 |
| Tab | (1) | [Lung] | [Asia] | [Smoke] | [Smoke, Lung] | [Asia, Lung] | [Asia, Smoke] | (Asia, Smoke, Lung) |
| | | -7.126 | -5.292 | -6.976 | -7.426 | -3.790 | -5.323 | -7.342 | -3.302 |
| Smoke | (1) | [Tub] | [Asia] | [Lung] | [Lung, Tub] | [Tub, Smoke] | [Asia, Tub] | (Asia, Tub, Smoke) |
| | | -36.201 | -36.592 | -36.702 | -37.760 | -36.258 | -37.099 | -38.823 | -36.803 |
| Lung | (1) | [Tub] | [Asia] | [Smoke] | [Tub, Smoke] | [Asia, Tub] | [Asia, Smoke] | (Asia, Tub, Smoke) |
| | | -16.133 | -14.299 | -16.329 | -17.692 | -14.056 | -14.676 | -18.450 | -14.410 |

Table 4: The number and percentage of CPSs preserved when applying the pruning rules of GOBNILP to the Pathfinder data set, over different sample size and maximum in-degree combinations.

| Maximum in-degree | Number of total CPSs | Number and % of CPSs preserved for each sample size |
|-------------------|----------------------|--------------------------------------------------|
|                   | 100  | 1000 | 10,000 | 100,000 |
| 1                 | 11,881 | 1.539 | 4.323 | 7.781 | 10.284 |
|                   |      | 12.9% | 36.4% | 65.5% | 86.5% |
| 2                 | 653,455 | 1.1% | 6.4% | 29.8% | 63.2% |
|                   |      |       |       |       |       |
| 3                 | 23,536,261 | 0.1% | 0.7% | 9.3% | 36.9% |

Table 3: An example of the pruning strategy described in [32] applied to four of the eight variables available in the Asia network, assuming the maximum in-degree is 3, the score is BDeu, and a sample size of 50. CPSs in bold represent those retained after pruning.

The number of possible DAGs that can be formulated from a given set of preserved CPSs has an upper bound. Specifically, there are \( \{N_1, N_2, \ldots, N_n\} \) CPSs for corresponding nodes \( X = (X_1, X_2, \ldots, X_n) \), and from this we deduce that there are \( N_{\text{sum}} = \prod_{i=1}^{n} N_i \) combinations of CPSs. These CPS combinations can be used to produce both Directed Cyclic Graphs (DCGs) and Directed Acyclic Graphs (DAGs). Therefore, the number of DAGs is upper-bounded by a number that is often magnitudes lower than \( N_{\text{sum}} \).

3. The Parallel Sampling MINOBS algorithm

This section first introduces MINOBS, which is an approximate BNSL algorithm that operates on CPSs, and on which the algorithm proposed in this paper is based. We then describe the first modification which involves performing sampling on CPSs, and then the second modification that involves parallel processing.

3.1. The MINOBS Algorithm

The Memetic Insert Neighbourhood Order-Based Search (MINOBS) algorithm [25] is an extended version of the Order-Based Search (OBS) algorithm [23]. The OBS algorithm searches over the space of node orderings, which is significantly smaller than the unrestricted space of structures. Given a node ordering \( O \), the possible parent sets of node \( X_i \) can be defined as:

\[
U_{i,O} = \{ U : U \prec X_i \}
\]  

(6)

where \( U \prec X_i \) means all nodes in \( U \) precede \( X_i \) in \( O \). Then, the optimal parent set of \( X_i \) is

\[2\] The implementation of the MINOBS algorithm is freely available at https://github.com/kkourin/mobs.
For each node $i$, the function $PS^*_O(X_i) = \arg\max_{U \in u_i, O} \text{Score}(X_i, U)$ (7) finds the optimal parent set $PS^*_O(X_i)$ that maximizes the score $\text{Score}(X_i, U)$ given the ordering $O$. Thus, the score of the optimal structure $G^*$ is

$$\text{Score}(G^*) = \sum_{i=1}^{n} PS^*_O(X_i).$$ (8)

The OBS algorithm involves a swap-adjacent neighbourhood operator that is used to generate alternative node orderings. For example, given the ordering $O = \{X_1 \prec X_2 \prec X_3 \prec X_4\}$, a new ordering $O' = \{X_1 \prec X_3 \prec X_2 \prec X_4\}$ can be generated by swapping adjacent variables $X_2$ and $X_3$. Over the space of orderings, the hill-climbing algorithm with random restarts and tabu list is applied to find the optimal ordering, where the optimal ordering also contains the optimal structure.

MINOBS improves the efficiency of OBS in determining the optimal node ordering by performing two, instead of one, modifications to the node ordering at a time. Firstly, instead of the swap-adjacent neighbourhood operator, MINOBS uses the insert neighborhood operator that makes it more likely to escape from a local optimum [28]. For example, MINOBS can obtain ordering $O' = \{X_2 \prec X_3 \prec X_1 \prec X_4\}$ from ordering $O = \{X_1 \prec X_2 \prec X_3 \prec X_4\}$ by directly inserting $X_1$ to index 3, whereas OBS would require at least two swap-adjacent neighbourhood operations to reach that state of ordering. The abbreviation Insert Neighborhood OBS (INOBS) comes from this first modification. Secondly, the optimisation performance of INOBS is further improved through a memetic implementation where INOBS is applied to a population of orderings that are optimised by the INOBS method. Then, crossover and mutation operators are applied onto the locally optimal orderings to expand the population of orderings. Both orderings produced by the crossover and mutation operators are optimised by the INOBS algorithm. Finally, the extended population is pruned to maintain the initial size of the ordering population. The abbreviation Memetic INOBS (MINOBS) comes from this second modification.

### 3.2. The CPS Sampling Process

Because the evaluation of the different combinations of CPSs can be performed separately, we propose to partition the combinatorial optimisation problem into subsets of CPSs, and optimise each subset in parallel. Moreover, because high dimensional problems involve notoriously large numbers of CPSs, we choose to sample a percentage $p$ of CPSs from the available CPSs of every node, and form a new CPS subset of size, $\{p \cdot N_1, p \cdot N_2, ..., p \cdot N_n\}$, where the number of possible combinations of CPSs is $\prod_{i=1}^{n} (p \cdot N_i)$. Each subset of CPSs can then be optimised using a single processor, or thread, and the process can be repeated $m$ times; one for each subset. Therefore, the total number of CPS combinations is:

$$N'_\text{sum} = m \prod_{i=1}^{n} (p \cdot N_i).$$ (9)

To approximate $N'_\text{sum} = N_\text{sum}$, we set $m$ subsets of CPS sampled to

$$m = \frac{1}{p^k}.$$ (10)

From Equation (10), we can conclude that the number of CPSs sampled for each $m$ increases as the number of nodes $n$ increases, while the sampling percentage $p$ decreases. Figure 1 illustrates the range of sampling percentage $p \in [1\%, 99\%]$ required for $N'_\text{sum} = N_\text{sum}$ over different ranges of $m$ and over different number of nodes $n \in [100, 1000]$. The results show that lower sampling percentages allow for thousands of independent multi-threaded processes to be performed before the total number of parallel combinations of CPSs $N'_\text{sum}$ reaches the total combinations of CPSs $N_\text{sum}$ when performing non-parallel optimisation across all preserved CPSs. For example, the empirical experiments show that when $m$ ranges from 1 to 10 (the light blue area in Figure 1), the total number of parallel combinations of CPSs $N'_\text{sum}$ will always be lower than the total combinations of CPSs $N_\text{sum}$, as long as we sample less than approximately 98% of CPSs $N_\text{sum}$ for each parallel run $m$. This implies that there is a considerable reduction in computational complexity to be explored via an approach that combines sampling with parallel processing.
Figure 1: The sampling rate \( p \in [1\%, 99\%] \) required for \( N'_{\text{sum}} = N_{\text{sum}} \) for different node-size \( n \in [100, 1000] \) and different ranges of \( m \).

Despite the potential for significant reduction in computational complexity, the combinatorial optimisation problem remains intractable for very large networks that include thousands of nodes. In order to meaningfully improve computational efficiency, we found that we had to sample lower rates of CPSs that violate Equation (10). However, decreasing the percentage of CPSs considered in each parallel run can have a considerable impact on the accuracy of the learnt graph. To minimise the negative repercussions on accuracy and ensure that the learnt graph is reasonably accurate, we sample CPSs that are most likely to be present in the optimal structures. We achieve this by ordering the CPSs for each node by their local score and assume that the ordering of scores assigned to each CPS follows a half-normal distribution:

\[
f(CPS_{i,k}; \sigma) = \frac{\sqrt{2}}{\sigma \sqrt{\pi}} \exp\left(-\frac{CPS^2_{i,k}}{2\sigma^2}\right) = \frac{\sqrt{2}}{\sigma \sqrt{\pi}} \exp\left(-\frac{k^2}{2\sigma^2}\right), k \geq 1
\]  

(11)

where \( \sigma \) is the standard deviation, and \( CPS_{i,k} \) is an ordered set of CPSs in which the \( k \)th CPS represents the \( k \)th highest scoring CPS amongst all CPSs of node \( i \). Because the list of CPSs of node \( i \) is sorted by highest BDeu score, such as \( \{CPS_{i,1}, CPS_{i,2}, ..., CPS_{i,N_i}\} \), we assume that the probabilities for each ordered CPS being present in the optimal structure have the following relationship:

\[
f(CPS_{i,1}; \sigma) \geq f(CPS_{i,2}; \sigma) \geq ... \geq f(CPS_{i,N_i}; \sigma).
\]  

(12)

Since the goal of score-based learning is to find the structure with the highest score, the CPSs that have the highest scores for each node are more likely to form part of that structure. Because we are interested in acyclic graphs, there is no guarantee that the highest scoring CPSs will be present in the optimal DAG. This is because the number of possible DCGs increases much faster than the number of possible DAGs, in the number of nodes and maximum-in-degree. As a result, the highest scoring CPSs tend to produce DCGs with multiple cycles. This means that the optimal DAG consists of multiple CPSs that do not represent the highest scoring CPS of a given node. In general, acyclicity is enforced by iteratively replacing the CPSs that contain high number of parents with their highest scoring subset, since CPSs that contain many nodes are more likely to lead to cycles.

For an example, consider the Alarm network discussed in Section 2, which contains 37 variables. The total number of CPSs that are preserved after pruning (refer to Table 3) is 12,292. Table 5 presents the number of CPSs preserved per node along with the DAG-optimal CPS index of ordered CPSs; i.e., index 1 represents the highest scoring CPS for a given child node. Indices marked with (*) represent empty CPSs that are placed at the end of each ordering, and which are required to guarantee acyclicity. The results depicted in Table 5 are based on the ILP algorithm available

---

3Note that only one CPS per node can form part of the learnt structure.

4This example is based on one of the optimal Markov equivalent DAGs.
in the GOBNILP software, which performs exact learning. Excluding the 11 nodes whose empty CPS is selected to be part of the optimal DAG, the results in Table 5 show that the optimal CPSs are found at index 1 in 13 cases, between indices 2-10 in three cases, between indices 11-50 in four cases, between indices 51-100 in three cases, and at an index higher than 100 in three cases. This example shows that most of the optimal CPSs are found very early in the ordering of highest scoring CPSs.

| Node index | Number of CPSs | Optimal CPS index |
|------------|----------------|-------------------|
| 1          | 767            | 283(*)            |
| 2          | 261            | 1                 |
| 3          | 284            | 284(*)            |
| 4          | 310            | 310(*)            |
| 5          | 274            | 1                 |
| 6          |                | 7(*)              |
| 7          | 265            | 44                |
| 8          | 765            | 1                 |
| 9          | 307            | 1                 |
| 10         | 57             | 57(*)             |
| 11         | 350            | 1                 |
| 12         | 28             | 28(*)             |
| 13         | 705            | 1                 |
| 14         | 174            | 174(*)            |
| 15         | 179            | 97                |
| 16         | 169            | 52                |
| 17         | 196            | 51                |
| 18         | 194            | 104(*)            |
| 19         | 313            | 1                 |
| 20         | 72             | 72(*)             |
| 21         | 13             | 1                 |
| 22         | 5              | 5(*)              |
| 23         | 445            | 445(*)            |
| 24         | 483            | 8                 |
| 25         | 999            | 11                |
| 26         | 953            | 407               |
| 27         | 1022           | 23                |
| 28         | 394            | 257               |
| 29         | 756            | 2                 |
| 30         | 692            | 1                 |
| 31         | 378            | 378(*)            |
| 32         | 73             | 1                 |
| 33         | 1              | 1                 |
| 34         | 370            | 2                 |
| 35         | 39             | 1                 |
| 36         | 62             | 1                 |
| 37         | 186            | 1                 |

Table 5: The number of CPS preserved after pruning off the lower scoring CPS supersets (refer to Table 3), along with the index of the DAG-optimal CPSs. This example is based on the Alarm network.

We now repeat the above example on 40 real-world data sets with variables ranging from 16 to 500. The number of CPSs preserved after pruning varies between 114 to 888,746 for each individual node, and the total number of CPSs for each individual data set varies from 4,701 to 38,858,778. Exact learning algorithms, such as the commonly used ILP, are generally restricted to globally optimal structures obtained from up to 1,000,000 CPSs. This means that exact optimisation is impractical on the larger data sets, which is why approximate learning algorithms are preferred when working with high dimensional data. Because of this limitation, we have applied the ILP algorithm on data sets where the number of CPSs preserved is lower than 1,000,000, and the MINOBS algorithm on the remaining, more complex data sets on which ILP cannot be applied. For practical reasons, we have also applied a runtime limit of 10 hours per experiment, to both algorithms. This means that across all the 40 data sets tested, some results will reflect the highest scoring structure and some a high scoring structure.

Figure 2 presents two graphs depicting the number of times an ordered CPS index was present in the optimal DAG, across all ordered CPSs and over all 40 experiments. The graph at the bottom represents a truncated version of the graph above to improve visualisation, where the y-axis is limited to 100 occurrences. The results show that while the learnt DAGs contain most of the highest scoring CPSs (i.e., those placed at index 1), large parts of those DAGs contain CPSs that are far from the highest local score. The shape of the empirical distribution in Figure 2 appears to approximate a half-normal distribution, and it is on this basis we decided to simplify the sampling process of CPSs and assume that the ordered probability of a CPS being present in the optimal DAG follows a half-normal distribution.

---

5https://github.com/arranger1044/DEBD
We test two different sampling strategies to obtain CPSs from the half-normal distributions. The first strategy involves sampling only from the first $N_i \cdot p$ half-normally distributed CPSs based on [37]. The second sampling strategy involves sampling from the entire half-normal distribution; i.e., $N_i \cdot p$ CPSs over all $N_i$ CPSs, as described in Algorithm 1 and based on [38]. Note that setting $p = 100\%$ in Algorithm 1 makes the first sampling strategy equal to the second sampling strategy.

**Algorithm 1 : Sampling CPSs from a discrete half-normal distribution**

**Input:** $\sigma \rightarrow$ standard deviation, $p \rightarrow$ sampling percentage, $s \rightarrow$ index of CPS subset, $CPS \rightarrow$ CPSs after pruning.

**Output:** $CPS_s' \rightarrow$ the $s$-th subset of sampled CPSs.

1: function \textsc{Sampling}(s, $\sigma$, $p$, $CPS$) \\
2: \hspace{1em} if $s=1$ then \hfill $\triangleright$ If $s=1$, sample the first $N_i \cdot p$ CPSs. \\
3: \hspace{2em} for $i \leftarrow 1, n$ do \\
4: \hspace{3em} $CPS_i' = \{CPS_{i,1}, CPS_{i,2}, ..., CPS_{i,p \cdot N_i}, CPS_{i,N_i}\}$, \hfill $\triangleright$ $N_i$ is the number of CPSs for node $i$. \\
5: \hspace{2em} end for \\
6: \hspace{1em} else \hfill $\triangleright$ If $s \neq 1$, sample from the entire half-normal distribution. \\
7: \hspace{2em} for $i \leftarrow 1, n$ do \\
8: \hspace{3em} $pdf_i$=$HalfNormal(\sigma, N_i)$; \hfill $\triangleright$ Generate the probability density function. \\
9: \hspace{3em} $CPS_i'=$\textsc{DiscreteSample}(p \cdot N_i, pdf_i); \hfill $\triangleright$ Sample CPSs from the half-normal distribution. \\
10: \hspace{2em} end for \\
11: \hspace{1em} end if \\
12: \hspace{1em} end function

We use Algorithm 1 to sample a pre-determined rate $p$ of CPSs for each node $i$, where the number of sampled CPSs is $N_i \cdot p$. The lower the sampling rate, the faster the number of CPSs is reduced. The aim is to improve the efficiency of learning from high dimensional data, while at the same time minimising the impact on structure learning accuracy. Figures 3a and 3b illustrate an example where the two sampling strategies are applied to a hypothetical node with 10,000 possible CPSs, assuming a sampling rate $p = 20\%$ and standard deviation $\sigma = 1000$. The first sampling strategy samples CPSs from the first 2,000 (the first 20%) highest scoring CPSs, whereas the second sampling strategy samples CPSs from the entire distribution.
Figure 3: An illustration of the two sampling strategies applied to a hypothetical node with 10,000 CPSs, assuming a sampling rate of \( p = 20\% \) and standard deviation \( \sigma = 1000 \). The first sampling strategy is restricted to sampling CPSs from the first 2,000 (\( p = 20\% \)) CPSs of the distribution (Fig 3a), whereas the second strategy (Fig 3b) samples CPSs from the entire distribution.

### 3.3. Parallel Optimisation

The combinatorial optimisation of CPSs can be divided into local combinatorial optimisation problems; one per node. This means that the sampling process of CPSs for each node in the network can be performed in parallel. In this subsection, we present a parallel optimisation framework that is based on the sampling strategy described in Algorithm 1.

Figure 4 illustrates how we combine MINOBS (refer to subsection 3.1) with this framework to produce the Parallel Sampling MINOBS (PS-MINOBS) algorithm. Specifically, once the full set of CPSs is obtained for each node, we divide learning into subprocesses that we execute in parallel. Each subprocess involves a sampling strategy and a set of sampled CPSs that is given as an input to MINOBS for structure learning. Each parallel process returns an optimal DAG, and the highest scoring DAG across all parallel processes is then selected as the preferred DAG. The procedure of this modified algorithm is described in Algorithm 2, where \( T \) represents the runtime limit for MINOBS to spend on combinatorial optimisation. The implementation of the PS-MINOBS algorithm is freely available online\(^6\).

\(^6\)https://github.com/ZHIGAO-GUO/Parallel-MINOBS
Algorithm 2: The Parallel Sampling MINOBS algorithm

Input: $\sigma \rightarrow$ standard deviation, $p \rightarrow$ sampling percentage, $m \rightarrow$ number of parallel threads, $CPS \rightarrow$ CPSs after pruning, $T \rightarrow$ runtime limit.

Output: $G^* \rightarrow$ highest scoring DAG.

1: parfor $s \leftarrow 1, m$ do
2:  $CPS'_s \leftarrow$ SAMPLING($s, \sigma, p, CPS$)  \Comment{Sampling CPSs in parallel.}
3: end parfor
4: parfor $s \leftarrow 1, m$ do
5:  $\{Score_s, G_s\} \leftarrow$ MINOBS($T, CPS'_s$) \Comment{Seek for the optimal structure of each CPS subset.}
6: end parfor
7: $s^* = \arg\max_{s=1}^m Score_s$
8: $G^* = G_{s^*}$

4. Experiments and results

Experiments are carried out on the 6-core 12-thread Intel Core i7-8700 CPU at 3.2 GHz with 32 GB of RAM. However, only up to 10 threads are utilised, and only 25GB of RAM were made available for learning and optimisation. We have tested PS-MINOBS on the nine high-dimensional real-world data sets\footnote{https://github.com/arranger1044/DEBD} presented in Table 6, where the number of variables ranges from 100 to 910. The BDeu scores for the CPS are pre-computed using the GOBNILP software, which employs the pruning strategy described in Section 2 (refer to Table 3). Due to practical limitations, the CPSs scored are restricted to maximum in-degree of 3 for data sets with less than 500 variables (i.e., Audio-train, Jester-train, Pumsb-star-test, and Kosarek-train), and to maximum in-degree of 2 for data sets that contain 500 or more variables. Table 6 lists the total number of CPSs preserved after pruning. These values show that the size of CPSs across all case studies is far higher than the maximum size of CPSs an exact algorithm, such as ILP, can handle.

We evaluate the performance of PS-MINOBS with reference to the corresponding results of the MINOBS algorithm. We investigate different hyperparameter inputs for PS-MINOBS by exploring its performance over a) the sampling percentages of $p = 10\%, p = 20\%, p = 25\%, p = 33\%, p = 50\%$, and $p = 80\%$, and b) the number of parallel sampling processes of $m = 10$, $m = 5$, $m = 4$, $m = 3$, and $m = 2$. The standard deviation $\sigma$ is set to

$$\sigma_i = 0.5 \cdot p \cdot N_i$$  (13)

where $N_i$ represents the number of CPSs preserved after pruning for each node $i$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{The Parallel Sampling MINOBS algorithm}
\end{figure}
The results are investigated in terms of BDeu score relative to runtime spent for optimisation. We compare the discrepancy $\Delta$ between the BDeu scores produced by the two algorithms over 30-minute intervals, and up to a total of four hours spent on optimising the CPs for each experiment. The total number of hours needed to complete the experiments was 216. We define the discrepancy in BDeu scores as

$$\Delta = (S^* - S_i)/S^*$$

(14)

where $S^*$ denotes the BDeu score of the structure learnt by MINOBS and $S_i$ the BDeu score of the corresponding structure learnt by PS-MINOBS at the $i$th parallel process. A positive $\Delta$ indicates a higher score for PS-MINOBS, and vice-versa. When $i = 1$, PS-MINOBS uses the first sampling strategy which involves sampling CPs from the truncated half-normal distribution of CPs ordered by BDeu score (refer to Figure 3a). When $i > 1$, PS-MINOBS uses the second sampling strategy, which involves sampling CPs from the entire distribution (refer to Figure 3b).

Tables 7 to 15 present the $\Delta$ scores as defined above, where each table corresponds to a data set from the nine data sets described in Table 6. PS-MINOBS is evaluated over different hyperparameter combinations of $p$ and $m$. Each hyperparameter combination associates with a “Highest DAG $\Delta$” row (in Tables 7 to 15) that highlights the highest performance across parallel processes; i.e., the one that PS-MINOBS will return. For example, in Table 7, PS-MINOBS discovers a DAG with a BDeu score that is 0.031% more accurate than that discovered by MINOBS after 30 minutes of structure learning, and when $m = 10$; i.e., when all 10 threads are utilised. The raw BDeu scores generated by the algorithms can be found in the Appendix A.

| Sample size     | 15,000 | 9,000 | 2,452 | 33,375 | 4,525 | 1,540 | 6,532 | 3,764 | 3,764 |
|-----------------|--------|-------|-------|--------|-------|-------|-------|-------|-------|
| Preserved CPs   | 7,343,077 | 10,307,532 | 19,346,718 | 38,858,778 | 21,965,307 | 10,487,812 | 37,479,789 | 34,544,307 | 41,020,532 |

Table 6: The nine real-world data sets considered for evaluation.

| PS-MINOBS Hyperparameters | Threads 0.5h | 1h | 1.5h | 2h | 2.5h | 3h | 3.5h | 4h |
|---------------------------|--------------|----|------|----|-----|----|------|----|
| $p = 10\%$, $m = 10$     | $S_1$ -0.58% | -0.59% | -0.59% | 0.00% | 0.00% | 0.02% | 0.02% | 0.02% | 0.02% |
|                           | $S_2$ 0.03% | 0.03% | 0.02% | 0.02% | 0.02% | 0.02% | 0.02% | 0.02% | 0.02% |
|                           | $S_3$ -0.04% | -0.04% | -0.01% | -0.01% | -0.01% | -0.01% | -0.01% | -0.01% | -0.01% |
|                           | $S_4$ 0.02% | 0.02% | 0.02% | 0.02% | 0.02% | 0.02% | 0.02% | 0.02% | 0.02% |
|                           | $S_5$ -0.02% | -0.02% | -0.01% | -0.01% | -0.01% | -0.01% | -0.01% | -0.01% | -0.01% |
|                           | $S_6$ 0.04% | 0.04% | 0.03% | 0.03% | 0.03% | 0.03% | 0.03% | 0.03% | 0.03% |
|                           | $S_7$ 0.02% | 0.02% | 0.02% | 0.02% | 0.02% | 0.02% | 0.02% | 0.02% | 0.02% |
|                           | $S_8$ 0.02% | 0.02% | 0.02% | 0.02% | 0.02% | 0.02% | 0.02% | 0.02% | 0.02% |
|                           | $S_9$ -0.00% | -0.00% | -0.01% | -0.01% | -0.01% | -0.01% | -0.01% | -0.01% | -0.01% |
|                           | $S_{10}$ -0.01% | -0.01% | -0.01% | -0.01% | -0.01% | -0.01% | -0.01% | -0.01% | -0.01% |
| Highest DAG $\Delta$     | 0.031% | 0.032% | 0.026% | 0.026% | 0.026% | 0.026% | 0.026% | 0.026% | 0.026% |

Table 7: The discrepancy $\Delta$ in the BDeu scores of PS-MINOBS and MINOBS, where a positive discrepancy indicates a better performance for PS-MINOBS. The results are based on case study Audio-train, and are shown across different hyperparameter settings $p$ and $m$ for PS-MINOBS. The learning runtime is restricted to four hours, and the results are depicted at each 30-minute interval.
### Table 8: The discrepancy Δ in the BDeu scores of PS-MINOBs and MINOBs, where a positive discrepancy indicates a better performance for PS-MINOBs. The results are based on case study Jester-train, and are shown across different hyperparameter settings p and m for PS-MINOBs. The learning runtime is restricted to four hours, and the results are depicted at each 30-minute interval.

| PS-MINOBs Hyperparameters | Threads | 0.5h | 1h | 1.5h | 2h | 2.5h | 3h | 3.5h | 4h  |
|---------------------------|---------|------|----|------|----|------|----|------|----|
|                           | S1      |      |    |      |    |      |    |      |    |
|                           | S2      |      |    |      |    |      |    |      |    |
|                           | S3      |      |    |      |    |      |    |      |    |
|                           | S4      |      |    |      |    |      |    |      |    |
|                           | S5      |      |    |      |    |      |    |      |    |
|                           | S6      |      |    |      |    |      |    |      |    |
|                           | S7      |      |    |      |    |      |    |      |    |
|                           | S8      |      |    |      |    |      |    |      |    |
|                           | S9      |      |    |      |    |      |    |      |    |
|                           | S10     |      |    |      |    |      |    |      |    |
| Highest DAG Δ             |         | 0.108%| 0.084%| 0.096%| 0.093%| 0.091%| 0.091%| 0.091%| 0.091%|

### Table 9: The discrepancy Δ in the BDeu scores of PS-MINOBs and MINOBs, where a positive discrepancy indicates a better performance for PS-MINOBs. The results are based on case study Pumbab-stat-test, and are shown across different hyperparameter settings p and m for PS-MINOBs. The learning runtime is restricted to four hours, and the results are depicted at each 30-minute interval.

| PS-MINOBs Hyperparameters | Threads | 0.5h | 1h | 1.5h | 2h | 2.5h | 3h | 3.5h | 4h  |
|---------------------------|---------|------|----|------|----|------|----|------|----|
|                           | S1      |      |    |      |    |      |    |      |    |
|                           | S2      |      |    |      |    |      |    |      |    |
|                           | S3      |      |    |      |    |      |    |      |    |
|                           | S4      |      |    |      |    |      |    |      |    |
|                           | S5      |      |    |      |    |      |    |      |    |
|                           | S6      |      |    |      |    |      |    |      |    |
|                           | S7      |      |    |      |    |      |    |      |    |
|                           | S8      |      |    |      |    |      |    |      |    |
|                           | S9      |      |    |      |    |      |    |      |    |
|                           | S10     |      |    |      |    |      |    |      |    |
| Highest DAG Δ             |         | -0.574%| -0.557%| -0.553%| -0.552%| -0.559%| -0.600%| -0.608%| -0.612%|
### Table 10: The discrepancy $\Delta$ in the DBEU scores of PS-MINOBs and MINOBs, where a positive discrepancy indicates a better performance for PS-MINOBs. The results are based on case study Kosarack-train, and are shown across different hyperparameter settings $p$ and $m$ for PS-MINOBs. The learning runtime is restricted to four hours, and the results are depicted at each 30-minute interval.

| PS-MINOBs Hyperparameters | Threads | 0.5h | 1h | 1.5h | 2h | 2.5h | 3h | 3.5h | 4h |
|---------------------------|---------|------|-----|------|-----|------|-----|------|-----|
| $p = 10\%$, $m = 10$     | S1      | 0.077\% | 0.117\% | -0.008\% | -0.003\% | -0.004\% | -0.004\% | -0.004\% | -0.004\% |
|                           | S2      | 0.047\% | -0.013\% | 0.017\% | -0.037\% | 0.037\% | -0.037\% | 0.037\% | -0.037\% |
|                           | S3      | 0.041\% | -0.019\% | -0.044\% | -0.044\% | -0.044\% | -0.044\% | -0.044\% | -0.044\% |
|                           | S4      | 0.090\% | 0.006\% | 0.006\% | 0.006\% | 0.006\% | 0.006\% | 0.006\% | 0.006\% |
|                           | S5      | 0.081\% | -0.021\% | -0.004\% | -0.004\% | -0.004\% | -0.004\% | -0.004\% | -0.004\% |
|                           | S6      | 0.039\% | -0.013\% | 0.004\% | -0.004\% | -0.004\% | -0.004\% | -0.004\% | -0.004\% |
|                           | S7      | 0.035\% | -0.016\% | -0.018\% | -0.018\% | -0.018\% | -0.018\% | -0.018\% | -0.018\% |
|                           | S8      | 0.057\% | 0.005\% | -0.020\% | -0.020\% | -0.020\% | -0.020\% | -0.020\% | -0.020\% |
|                           | S9      | 0.064\% | 0.004\% | -0.012\% | -0.012\% | -0.012\% | -0.012\% | -0.012\% | -0.012\% |
| Highest DAG $\Delta$     | S1      | 0.090\% | 0.030\% | 0.006\% | 0.006\% | 0.006\% | 0.006\% | 0.006\% | 0.006\% |

### Table 11: The discrepancy $\Delta$ in the DBEU scores of PS-MINOBs and MINOBs, where a positive discrepancy indicates a better performance for PS-MINOBs. The results are based on case study EachMovie-train, and are shown across different hyperparameter settings $p$ and $m$ for PS-MINOBs. The learning runtime is restricted to four hours, and the results are depicted at each 30-minute interval.

| PS-MINOBs Hyperparameters | Threads | 0.5h | 1h | 1.5h | 2h | 2.5h | 3h | 3.5h | 4h |
|---------------------------|---------|------|-----|------|-----|------|-----|------|-----|
| $p = 10\%$, $m = 10$     | S1      | 0.251\% | 0.176\% | 0.125\% | 0.091\% | 0.091\% | 0.091\% | 0.091\% | 0.091\% |
|                           | S2      | 0.200\% | 0.168\% | 0.107\% | 0.074\% | 0.074\% | 0.074\% | 0.074\% | 0.074\% |
|                           | S3      | 0.215\% | 0.140\% | 0.067\% | 0.034\% | 0.034\% | 0.034\% | 0.034\% | 0.034\% |
|                           | S4      | 0.235\% | 0.152\% | 0.094\% | 0.061\% | 0.049\% | 0.038\% | 0.040\% | 0.040\% |
|                           | S5      | 0.088\% | -0.002\% | -0.066\% | -0.099\% | -0.110\% | -0.121\% | -0.121\% | -0.121\% |
|                           | S6      | 0.270\% | 0.181\% | 0.118\% | 0.085\% | 0.072\% | 0.068\% | 0.069\% | 0.069\% |
|                           | S7      | 0.124\% | 0.098\% | 0.054\% | 0.022\% | 0.018\% | 0.007\% | 0.007\% | 0.007\% |
|                           | S8      | 0.240\% | 0.174\% | 0.118\% | 0.085\% | 0.073\% | 0.062\% | 0.062\% | 0.062\% |
|                           | S9      | 0.265\% | 0.176\% | 0.111\% | 0.084\% | 0.076\% | 0.066\% | 0.066\% | 0.066\% |
|                           | S10     | 0.269\% | 0.180\% | 0.117\% | 0.084\% | 0.074\% | 0.063\% | 0.063\% | 0.063\% |
| Highest DAG $\Delta$     | S1      | 0.270\% | 0.181\% | 0.125\% | 0.091\% | 0.079\% | 0.068\% | 0.069\% | 0.069\% |

The discrepancy $\Delta$ in the DBEU scores of PS-MINOBs and MINOBs, where a positive discrepancy indicates a better performance for PS-MINOBs. The results are based on case study Kosarack-train, and are shown across different hyperparameter settings $p$ and $m$ for PS-MINOBs. The learning runtime is restricted to four hours, and the results are depicted at each 30-minute interval.
PS-MINOBS

| Hyperparameters | Threads | 0.5h | 1h | 1.5h | 2h | 2.5h | 3h | 3.5h | 4h |
|-----------------|---------|------|----|-----|----|-----|----|-----|----|
| S1              | 0.128% | 0.065% | 0.088% | -0.101% | -0.137% | -0.139% | -0.159% | -0.163% | -0.163% |
| S2              | 0.169% | -0.041% | 0.066% | 0.083% | -0.107% | -0.127% | -0.131% | -0.131% | -0.131% |
| S3              | 0.245% | 0.054% | 0.033% | 0.030% | 0.069% | -0.004% | -0.022% | -0.023% | -0.023% |
| S4              | 0.088% | 0.058% | -0.123% | -0.171% | -0.147% | -0.134% | -0.151% | -0.155% | -0.155% |
| S5              | 0.178% | 0.041% | 0.069% | 0.068% | 0.044% | 0.040% | 0.029% | 0.026% | 0.026% |
| S6              | 0.019% | 0.161% | 0.174% | 0.178% | -0.212% | -0.214% | -0.234% | -0.204% | -0.204% |
| S7              | 0.146% | -0.015% | 0.027% | -0.022% | -0.039% | -0.043% | -0.063% | -0.064% | -0.064% |
| S8              | 0.174% | -0.035% | -0.053% | -0.070% | -0.106% | -0.110% | -0.150% | -0.135% | -0.135% |
| S9              | 0.115% | -0.086% | -0.064% | -0.084% | -0.101% | -0.106% | -0.126% | -0.128% | -0.128% |
| S10             | 0.083% | 0.121% | -0.124% | -0.137% | -0.173% | -0.177% | -0.181% | -0.181% | -0.181% |
| Highest DAG Delta | 0.245% | 0.054% | 0.069% | 0.068% | 0.044% | 0.040% | 0.029% | 0.026% | 0.026% |

Table 12: The discrepancy $\Delta$ in the BDeu scores of PS-MINOBS and MINOBS, where a positive discrepancy indicates a better performance for PS-MINOBS. The results are based on case study Reuters-train, and are shown across different hyperparameter settings $p$ and $m$ for PS-MINOBS. The learning runtime is restricted to four hours, and the results are depicted at each 30-minute interval.

| Hyperparameters | Threads | 0.5h | 1h | 1.5h | 2h | 2.5h | 3h | 3.5h | 4h |
|-----------------|---------|------|----|-----|----|-----|----|-----|----|
| S1              | 0.314% | 0.114% | 0.085% | 0.063% | 0.085% | 0.082% | 0.063% | 0.059% | 0.059% |
| S2              | 0.408% | 0.207% | 0.170% | 0.152% | 0.123% | 0.101% | 0.091% | 0.091% | 0.091% |
| S3              | 0.433% | 0.247% | 0.243% | 0.222% | 0.185% | 0.181% | 0.163% | 0.163% | 0.163% |
| S4              | 0.290% | 0.070% | 0.059% | 0.036% | 0.069% | 0.039% | 0.038% | 0.038% | 0.038% |
| Highest DAG Delta | 0.433% | 0.247% | 0.243% | 0.222% | 0.185% | 0.181% | 0.163% | 0.163% | 0.163% |

Table 13: The discrepancy $\Delta$ in the BDeu scores of PS-MINOBS and MINOBS, where a positive discrepancy indicates a better performance for PS-MINOBS. The results are based on case study Reuters-train, and are shown across different hyperparameter settings $p$ and $m$ for PS-MINOBS. The learning runtime is restricted to four hours, and the results are depicted at each 30-minute interval.
Table 14: The discrepancy $\Delta$ in the BDeu scores of PS-MINOBS and MINOBS, where a positive discrepancy indicates a better performance for PS-MINOBS. The results are based on case study NewsGroup-valid, and are shown across different hyperparameter settings $p$ and $\theta$.

Table 15: The discrepancy $\Delta$ in the BDeu scores of PS-MINOBS and MINOBS, where a positive discrepancy indicates a better performance for PS-MINOBS. The results are based on case study NewsGroup-valid, and are shown across different hyperparameter settings $p$ and $\theta$.

Overall, the results show that PS-MINOBS finds a higher scoring graph than MINOBS in eight out of the nine case studies, and across most of the hyperparameter settings investigated. However, MINOBS performs considerably better.
than PS-MINOBS on case study Pumsb-star-test (refer to Table 9), especially when the number of parallel processes is high and sampling percentage is low. This outcome appears to be an outlier relative to the results obtained based on the other eight case studies, and on this basis we decided to investigate this outlier further. Our hypothesis is that the true underlying network of the Pumsb-star-test data set (which is unknown) must be considerably denser than the underlying true networks of the other eight data sets. This would explain why many of the highest scoring CPSs sampled by PS-MINOBS are not part of the optimal DAGs. This hypothesis is supported by the results shown in Figure B.1 in Appendix B, which shows that both the discrepancy $\Delta$ in the BDeu scores and average in-degree (which is a measure of graph density) increase with higher sampling rates.

We summarise the results in Figure 5. Specifically, Figure 5a illustrates how the median percentage gain in BDeu score changes over runtime, and Figure 5b how the gain in BDeu score is influenced by the hyperparameters $p$ and $m$. Figure 5a suggests that the most significant gain in BDeu is found early in the learning process, and this gain deteriorates with the learning time. This is because, given unlimited runtime, MINOBS will eventually outperform PS-MINOBS, and the same applies to exact learning algorithms. Figure 5b suggests that there is no clear difference between scores when $m > 2$, although one could say that there is a minor tendency for $\Delta$ to increase with the number of threads executed and the reduction of sampling rate. This is intuitive because PS-MINOBS approximates MINOBS as the sampling rate approaches 100% and $m$ decreases. Figure 5c repeats the analysis of Figure 5b but depicts the number of times PS-MINOBS produced the highest scoring graph, rather than the average gain in $\Delta$. In contrast to Figure 5b which suggest that there is no meaningful difference between most of hyperparameter input combinations, Figure 5c shows rather convincingly that a higher number of threads in conjunction with lower sampling rates tends to produce better results relative to MINOBS. This inconsistency between the two figures occurs because the highest scoring DAG produced by PS-MINOBS will not always have the same gain in $\Delta$ relative to MINOBS. While these results show that increasing the number of threads, while at the same time decreasing the sampling rate, improve performance, it is important to clarify that this does not imply that the gain in accuracy will continue to increase by further increasing thread-count and reducing sampling rate.

![Figure 5a](image1.png) ![Figure 5b](image2.png) ![Figure 5c](image3.png)

**Figure 5**: The median percentage gain in BDeu score (or $\Delta$) of PS-MINOBS relative to MINOBS, distributed over the different runtime limits (Figure 5a) and the different hyperparameter combinations of threads and sampling rates (Figure 5b), and the number of times PS-MINOBS produced a higher scoring DAG than MINOBS over the same hyperparameters (Figure 5c).

### 5. Conclusions

This paper presented PS-MINOBS, which can be viewed as an extension of MINOBS that is suitable for structure learning from high dimensional data, and specifically when we are interested in minimising runtime. The proposed algorithm extends MINOBS in two ways. Firstly, it considers only part of the CPSs, by sampling the CPSs that...
are more likely to be present in the optimal graph as determined by the Bayesian score. Secondly, it utilises parallel processing and splits sampling into independent suboptimal optimisation problems, and then selects the highest scoring DAG across all parallel optimisations as the output structure.

The limitations of PS-MINOBS are two-fold. First, given infinite runtime, an approach such as PS-MINOBS that samples CPSs is guaranteed to be inferior than an approach that considers all of the CPSs, including MINOBS and exact learning approaches. However, infinite runtime represents an unrealistic scenario in practice. This means that PS-MINOBS can be more suitable in cases where runtime is important factor in determining which structure learning algorithm to consider, and this importance increases with the dimensionality of the input data. Secondly, PS-MINOBS is likely not to be suitable for learning potentially highly dense networks. This is because it samples the most ‘important’ (highest scoring) CPSs, and the highest scoring CPSs might not be sufficient to recover dense structures that typically contain lower scoring CPSs needed to avoid cycles.

Lastly, PS-MINOBS relies on model-selection to output the highest scoring graph across all parallel optimisations. An interesting future research direction would be to investigate how model-averaging approaches could be utilised and applied over CPSs, to further improve accuracy and efficiency. Another direction worth exploring involves introducing some dependency between parallel optimisations, but in such a way that the dependency between threads minimises the negative repercussions on efficiency and maximises accuracy.
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Appendix A. Difference in raw BDeu scores for each of the case studies

| PS-MINOBS Hyperparameters | Threads | 0.5h | 1h | 1.5h | 2h | 2.5h | 3h | 3.5h | 4h |
|---------------------------|---------|------|-----|------|-----|------|-----|------|----|
|                           | MINOBS  |      |     |      |     |      |     |      |    |
|                           | -620010.1 | -620008.8 | -620005.1 | -620005.1 | -620005.1 | -620005.1 | -620005.1 |
| p = 10% m = 10            | S_1     | -620373.9 | -620373.9 | -620347.2 | -620005.1 | -620005.1 | -619992.9 | -619990.9 | -619990.9 |
|                           | S_2     | -619990.9 | -619989.0 | -619989.0 | -619890.0 | -619890.0 | -619890.0 | -619890.0 | -619890.0 |
|                           | S_3     | -620025.1 | -620023.7 | -620013.9 | -620013.9 | -620013.9 | -620013.9 | -620013.9 | -620013.9 |
|                           | S_4     | -619993.1 | -619993.1 | -619993.1 | -619993.1 | -619993.1 | -619993.1 | -619993.1 | -619993.1 |
|                           | S_5     | -620025.7 | -620025.7 | -620025.7 | -620025.7 | -620025.7 | -620025.7 | -620025.7 | -620025.7 |
|                           | S_6     | -620007.6 | -620007.6 | -620003.0 | -619990.9 | -619990.9 | -619990.9 | -619990.9 | -619990.9 |
|                           | S_7     | -619996.6 | -619996.6 | -619992.9 | -619990.9 | -619990.9 | -619990.9 | -619990.9 | -619990.9 |
|                           | S_8     | -619995.4 | -619994.1 | -619994.1 | -619994.1 | -619994.1 | -619994.1 | -619994.1 | -619994.1 |
|                           | S_9     | -620012.2 | -620012.2 | -620012.2 | -620001.4 | -620001.4 | -620001.4 | -620001.4 | -620001.4 |
|                           | S_10    | -620014.2 | -620014.2 | -620014.2 | -620014.2 | -620014.2 | -620014.2 | -620014.2 | -620014.2 |

Highest DAG
-619990.9 | -619990.9 | -619990.9 | -619990.9 | -619990.9 | -619990.9 | -619990.9 | -619990.9 | -619990.9 | -619990.9 | -619990.9 | -619990.9 | -619990.9 | -619990.9 | -619990.9 | -619990.9 | -619990.9 | -619990.9 | -619990.9 |

Table A.1: BDeu scores of MINOBS and PS-MINOBS algorithm for case study, Audio-train, under different settings p = 10%, m = 10, p = 20%, m = 5, p = 25%, m = 4, p = 33%, m = 3, p = 50%, m = 2, and p = 80%, m = 2, within different time limits.
| PS-MINOBs | Hyperparameters | Threads | 0.5h | 1h | 1.5h | 2h | 2.5h | 3h | 3.5h | 4h |
|-----------|-----------------|---------|------|----|-----|----|-----|----|-----|----|
| MINOBS    |                 |         |      |    |     |    |     |    |     |    |
|           | -493851.1       | -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1|
|           | -493851.1       | -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1|
|           | -493851.1       | -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1|
|           | -493851.1       | -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1|
|           | -493851.1       | -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1|
|           | -493851.1       | -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1|
|           | -493851.1       | -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1|
|           | -493851.1       | -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1|
|           | -493851.1       | -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1| -493851.1|

Table A.2: BDeu scores of MINOBS and PS-MINOBs algorithm for case study, Jester-train, under different settings $p = 10\%$, $m = 10$, $p = 20\%$, $m = 5$, $p = 25\%$, $m = 4$, $p = 33\%$, $m = 3$, $p = 50\%$, $m = 2$, and $p = 80\%$, $m = 2$, within different time limits.

| PS-MINOBs | Hyperparameters | Threads | 0.5h | 1h | 1.5h | 2h | 2.5h | 3h | 3.5h | 4h |
|-----------|-----------------|---------|------|----|-----|----|-----|----|-----|----|
|            |                 |         |      |    |     |    |     |    |     |    |
|            | -5722.2         | -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2|
|            | -5722.2         | -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2|
|            | -5722.2         | -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2|
|            | -5722.2         | -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2|
|            | -5722.2         | -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2|
|            | -5722.2         | -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2|
|            | -5722.2         | -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2|
|            | -5722.2         | -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2|
|            | -5722.2         | -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2|
|            | -5722.2         | -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2| -5722.2|

Table A.3: BDeu scores of MINOBS and PS-MINOBs algorithm for case study, Pumsb-star-test, under different settings $p = 10\%$, $m = 10$, $p = 20\%$, $m = 5$, $p = 25\%$, $m = 4$, $p = 33\%$, $m = 3$, $p = 50\%$, $m = 2$, and $p = 80\%$, $m = 2$, within different time limits.
Table A.4: BDeu scores of MINOBS and PS-MINOBS algorithm for case study. Kosarek-train, under different settings $p = 10\%$, $m = 10$, $p = 20\%$, $m = 5$, $p = 25\%$, $m = 4$, $p = 33\%$, $m = 3$, $p = 50\%$, $m = 2$, and $p = 80\%$, $m = 2$, within different time limits.

Table A.5: BDeu scores of MINOBS and PS-MINOBS algorithm for case study. EveryMovie-Train, under different settings $p = 10\%$, $m = 10$, $p = 20\%$, $m = 5$, $p = 25\%$, $m = 4$, $p = 33\%$, $m = 3$, $p = 50\%$, $m = 2$, and $p = 80\%$, $m = 2$, within different time limits.
Table A.6: BDeu scores of MINOBS and PS-MINOBS algorithm for case study, Reuters-test, under different settings $p = 10\%, m = 10$, $p = 20\%, m = 5$, $p = 25\%, m = 4$, $p = 33\%, m = 3$, $p = 50\%, m = 2$, and $p = 80\%, m = 2$, within different time limits.

Table A.7: BDeu scores of MINOBS and PS-MINOBS algorithm for case study, Reuters-train, under different settings $p = 10\%, m = 10$, $p = 20\%, m = 5$, $p = 25\%, m = 4$, $p = 33\%, m = 3$, $p = 50\%, m = 2$, and $p = 80\%, m = 2$, within different time limits.
### Table A.8: BDeu scores of MINOBS and PS-MINOBS algorithm for case study, NewsGroup-test, under different settings \( p = 10\% \), \( m = 10 \), \( p = 20\% \), \( m = 5 \), \( p = 25\% \), \( m = 4 \), \( p = 33\% \), \( m = 3 \), \( p = 50\% \), \( m = 2 \), and \( p = 80\% \), \( m = 2 \), within different time limits.

| PS-MINOBS Hyperparameters | Threads | 0.5h | 1h | 1.5h | 2h | 2.5h | 3h | 3.5h | 4h |
|---------------------------|---------|------|-----|------|-----|------|-----|------|-----|
| MINOBS                    |         |      |     |      |     |      |     |      |     |
| \( S_0 \)                 | -58620.7 | -58618.9 | 58618.9 | -58617.8 | 58617.8 | -58617.8 | 58617.8 | 58617.8 | 58617.8 |
| \( S_1 \)                 | -58621.5 | -58623.9 | -58621.8 | -58620.2 | -58618.7 | -58618.0 | -58617.8 | -58617.5 | -58617.2 |
| \( S_2 \)                 | -58621.3 | -58619.1 | -58618.2 | -58618.0 | -58618.1 | -58617.5 | -58617.2 | -58617.2 | -58617.2 |
| \( S_3 \)                 | -58621.5 | -58620.1 | -58619.7 | -58619.6 | -58618.9 | -58618.7 | -58618.7 | -58618.7 | -58618.7 |
| \( S_4 \)                 | -58621.4 | -58618.3 | -58618.4 | -58618.3 | -58617.5 | -58617.4 | -58617.4 | -58617.4 | -58617.4 |
| \( S_5 \)                 | -58622.2 | -58621.7 | -58618.4 | -58618.2 | -58617.9 | -58617.2 | -58617.4 | -58617.4 | -58617.4 |
| \( S_6 \)                 | -58621.9 | -58618.3 | -58618.2 | -58618.0 | -58617.4 | -58617.2 | -58617.2 | -58617.2 | -58617.2 |
| \( S_7 \)                 | -58623.0 | -58616.0 | -58619.7 | -58619.0 | -58618.9 | -58618.8 | -58618.7 | -58618.7 | -58618.7 |
| \( S_8 \)                 | -58621.5 | -58619.1 | -58619.2 | -58619.2 | -58619.0 | -58618.9 | -58618.9 | -58618.9 | -58618.9 |
| \( S_9 \)                 | -58619.1 | -58617.9 | -58617.2 | -58616.9 | -58616.8 | -58616.8 | -58616.8 | -58616.8 | -58616.8 |
| \( S_{10} \)              | -58620.3 | -58618.3 | -58618.3 | -58617.6 | -58617.6 | -58617.6 | -58617.6 | -58617.6 | -58617.6 |

### Table A.9: BDeu scores of MINOBS and PS-MINOBS algorithm for case study, NewsGroup-test, under different settings \( p = 10\% \), \( m = 10 \), \( p = 20\% \), \( m = 5 \), \( p = 25\% \), \( m = 4 \), \( p = 33\% \), \( m = 3 \), \( p = 50\% \), \( m = 2 \), and \( p = 80\% \), \( m = 2 \), within different time limits.

| PS-MINOBS Hyperparameters | Threads | 0.5h | 1h | 1.5h | 2h | 2.5h | 3h | 3.5h | 4h |
|---------------------------|---------|------|-----|------|-----|------|-----|------|-----|
| MINOBS                    |         |      |     |      |     |      |     |      |     |
| \( S_0 \)                 | -58620.7 | -58623.9 | -58621.8 | -58620.2 | -58618.7 | -58618.0 | -58617.8 | -58617.5 | -58617.2 |
| \( S_1 \)                 | -58621.5 | -58618.9 | -58618.0 | -58617.8 | -58617.2 | -58616.9 | -58616.9 | -58616.9 | -58616.9 |
| \( S_2 \)                 | -58621.3 | -58619.1 | -58619.2 | -58619.0 | -58618.9 | -58618.8 | -58618.7 | -58618.7 | -58618.7 |
| \( S_3 \)                 | -58621.5 | -58620.1 | -58619.7 | -58619.6 | -58618.9 | -58618.8 | -58618.7 | -58618.7 | -58618.7 |
| \( S_4 \)                 | -58621.4 | -58618.3 | -58618.4 | -58618.3 | -58617.5 | -58617.4 | -58617.4 | -58617.4 | -58617.4 |
| \( S_5 \)                 | -58622.2 | -58621.7 | -58618.4 | -58618.2 | -58617.9 | -58617.2 | -58617.4 | -58617.4 | -58617.4 |
| \( S_6 \)                 | -58621.9 | -58618.3 | -58618.2 | -58618.0 | -58617.4 | -58617.2 | -58617.2 | -58617.2 | -58617.2 |
| \( S_7 \)                 | -58623.0 | -58616.0 | -58619.7 | -58619.0 | -58618.9 | -58618.8 | -58618.7 | -58618.7 | -58618.7 |
| \( S_8 \)                 | -58621.5 | -58619.1 | -58619.2 | -58619.0 | -58618.9 | -58618.8 | -58618.7 | -58618.7 | -58618.7 |
| \( S_9 \)                 | -58619.1 | -58617.9 | -58617.2 | -58616.9 | -58616.8 | -58616.8 | -58616.8 | -58616.8 | -58616.8 |
| \( S_{10} \)              | -58620.3 | -58618.3 | -58618.3 | -58617.6 | -58617.6 | -58617.6 | -58617.6 | -58617.6 | -58617.6 |

---
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Appendix B. Supplementary results for case study Pumsb-star-test

Figure B.1: The discrepancy $\Delta$ in the BDeu scores and the average in-degree of the Pumsb-star-test structures learnt under different sampling rates. Higher sampling rates consider a higher number of potential CPSs and hence, include many lower scoring CPSs.