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ABSTRACT. Structured canonical forms under unitary and suitable structure-preserving similarity transformations for normal and (skew-)Hamiltonian as well as normal and per(skew)-Hermitian matrices are proposed. Moreover, an algorithm for computing those canonical forms is sketched.

1. INTRODUCTION

It is well known that the set \( \mathcal{N}_n \) of normal matrices
\[
\mathcal{N}_n = \{ X \in \mathbb{C}^{n \times n} : XX^H = X^H X \}
\]

can be described as the set of matrices that are unitarily diagonalizable, that is,
\[
\mathcal{N}_n = \{ X \in \mathbb{C}^{n \times n} : \text{there exists } U \in \mathcal{U}_n \text{ such that } U^H X U \text{ is diagonal} \}
\]

for
\[
\mathcal{U}_n = \{ U \in \mathbb{C}^{n \times n} : U^H U = UU^H = I \}.
\]

Here we will consider normal matrices \( A \in \mathcal{N}_{2n} \) which belong to the following sets \( \mathcal{S} \) of structured matrices:
\[
\begin{align*}
\mathcal{H} &= \{ H \in \mathbb{C}^{2n \times 2n} : (JH)^H = JH \} \quad \text{Hamiltonian matrices,} \\
\mathcal{W} &= \{ W \in \mathbb{C}^{2n \times 2n} : (JW)^H = -JW \} \quad \text{skew-Hamiltonian matrices,} \\
\mathcal{M} &= \{ M \in \mathbb{C}^{2n \times 2n} : (FM)^H = FM \} \quad \text{per-Hermitian matrices,} \\
\mathcal{K} &= \{ K \in \mathbb{C}^{2n \times 2n} : (FK)^H = -FK \} \quad \text{perskew-Hermitian matrices,}
\end{align*}
\]

where
\[
J = J_{2n} = \begin{bmatrix} 0 & I_n \\ -I_n & 0 \end{bmatrix} \in \mathbb{R}^{2n \times 2n}, \quad F_n = \begin{bmatrix} \ddots & 1 \\ & \ddots \\ & & 1 \end{bmatrix} \in \mathbb{R}^{n \times n} \quad \text{and} \quad F = F_{2n}.
\]

Certainly, any normal and structured matrix \( A \in \mathcal{N}_{2n} \cap \mathcal{S}, \mathcal{S} \in \{ \mathcal{H}, \mathcal{W}, \mathcal{M}, \mathcal{K} \} \) is unitarily diagonalizable by some \( U \in \mathcal{U}_{2n} \), but in general the matrix \( U^H A U \) is not in \( \mathcal{S} \). Typically, \( U \) will...
have to have an additional property in order to force $U^HAU \in S$. It is well-known that transformations that preserve the structure of the sets $H$ and $W$ are symplectic transformations, while transformations that preserve the structure of the other two sets are perplectic transformations, where

$$S_p = \{ S \in \mathbb{C}^{2n \times 2n} : S^HJS = J \}$$

symplectic matrices,

$$P_p = \{ P \in \mathbb{C}^{2n \times 2n} : P^HP = F \}$$

perplectic matrices.

That is, $Z^HAZ \in H$ (resp. $W$) for $A \in H$ (resp. $W$) and $Z \in S_p$, and $Z^HAZ \in M$ (resp. $K$) for $A \in M$ (resp. $K$) and $Z \in P_p$. Numerous properties of the sets $H, W, M, K, S_p, P_p$ (and their interplay) have been studied in the literature, see, e.g., [3] and the references therein.

Here, we are interested in unitary symplectic and unitary perplectic transformations,

$$U_{2n} \cap S_p = \{ S \in \mathbb{C}^{2n \times 2n} : S = \begin{bmatrix} S_1 & S_2 \\ -S_2 & S_1 \end{bmatrix}, S^H S = I_{2n}, S_1, S_2 \in \mathbb{C}^{n \times n} \},$$

$$U_{2n} \cap P_p = \{ P \in \mathbb{C}^{2n \times 2n} : P^HP = F, P^HP = I_{2n} \}.$$

Even so any matrix $A \in \mathbb{N}_{2n} \cap S, S \in \{ H, W, M, K \}$ is unitarily diagonalizable, there need not be a matrix $Z \in U_{2n} \cap S_p$ (resp., $U_{2n} \cap P_p$) such that $Z^HAZ$ is diagonal. For each of the four sets $H, W, M, K$ of matrices, we will give the canonical forms for matrices $A \in \mathbb{N}_{2n} \cap S, S \in \{ H, W, M, K \}$ under unitary structure-preserving transformations. For the (skew-)Hamiltonian case, the structured canonical form for normal matrices is deduced from the Hamiltonian Schur form [7, 9]. As no structured canonical form for normal per(skew-)Hermitian matrices is known, their structured canonical form is derived directly.

Goldstine and Horwitz describe in [3] an approach for diagonalizing a normal matrix $A \in \mathbb{C}^{n \times n}$. It is based on the fact that any matrix $A \in \mathbb{C}^{n \times n}$ can be written as the sum of its Hermitian part $B = \frac{1}{2}(A + A^H)$ and its skew-Hermitian part $C = \frac{1}{2}(A - A^H)$. In a first step, the Hermitian matrix $B$ is diagonalized (e.g., the classical Jacobi method [6, 4] adapted for Hermitian matrices [5]). Applying the necessary transformations not just to $B$, but to $C$ as well will not inevitably transform $C$ to diagonal form as well. But the nonzero off-diagonal elements of the resulting matrix can easily be eliminated by Givens transformation without wrecking the diagonal form of $B$. Based on these ideas we will give an algorithm for computing the structured canonical form of normal (skew-)Hamiltonian matrices. That algorithm will make use of the Jacobi-type algorithm for computing the Hamiltonian Schur form of a Hamiltonian matrix with no purely imaginary eigenvalues given in [1]. It can be applied to diagonalize a Hermitian Hamiltonian matrix, but it can not be applied to a normal Hamiltonian matrix with purely imaginary eigenvalues.

In Section 2 the structured canonical form for normal Hamiltonian and normal skew-Hamiltonian matrices is presented, while in Section 3 the per-Hermitian and perskew-Hermitian case is dealt with. Section 4 adapts the approach from [3] for diagonalizing a normal matrix to computing the structured canonical form of normal (skew-)Hamiltonian matrices. Some of its numerical properties will be discussed. In a similar fashion algorithms for computing the canonical form of normal per-Hermitian and normal perskew-Hermitian matrices can be derived. The details are omitted here.
2. Structured canonical form for normal (skew-)Hamiltonian matrices under unitary symplectic similarity transformation

The (complex) Hamiltonian matrices form a Lie algebra and the (complex) skew-Hamiltonian matrices form a Jordan algebra associated with the skew-Hermitian sesquilinear form \( x^H J y \). Both classes of matrices are well studied, see, e.g., [8] and the references therein. The symplectic matrices form the automorphism group associated with the skew-Hermitian sesquilinear form \( x^H J y \).

2.1. Canonical form for normal Hamiltonian matrices. A matrix \( H \in \mathbb{C}^{2n \times 2n} \) is (complex) Hamiltonian if \((JH)^T = JH\), or equivalently, \(H^H = JHJ\). If we write \( H \) as a \( 2 \times 2 \) block matrix of \( n \times n \) blocks, it is easy to verify that

\[
H = \begin{bmatrix} H_{11} & H_{12} \\ H_{21} & -H_{11}^H \end{bmatrix}, \quad \text{where } H_{12}^H = H_{12}, \ H_{21}^H = H_{21}.
\]  

(2.1)

The eigenvalues of Hamiltonian matrices \( H \) come in pairs \((\lambda, -\bar{\lambda})\) with \(\lambda\) and \(-\bar{\lambda}\) having the same multiplicity: if \(\lambda \in \sigma(H)\), then \(\bar{\lambda} \in \sigma(H^H) = \sigma(JHJ) = \sigma(-J^{-1}HJ) = -\sigma(H)\), where \(\sigma(X)\) denotes the spectrum of the square matrix \(X\).

Obviously, a diagonal Hamiltonian matrix \( \hat{H} \) is of the form

\[
\hat{H} = \begin{bmatrix} \Lambda & 0 \\ 0 & -\Lambda^H \end{bmatrix}
\]

(2.2)

with a diagonal matrix \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n) \).

A normal Hamiltonian matrix \( H \) can be unitarily diagonalized;

\[
U^H H U = \text{diag}(\mu_1, \ldots, \mu_{2n}) =: D
\]

with a unitary matrix \( U \). Clearly, \(\mu_i \in \sigma(H) = \{\lambda_1, \ldots, \lambda_n, -\bar{\lambda}_1, \ldots, -\bar{\lambda}_n\}\). The eigenvalues of \( H \) can appear in any order on the diagonal \(D\). In particular, \(U\) can be chosen such that \(D = U^H H U\) is a diagonal Hamiltonian matrix as in (2.2). But, this \(U\) will not be symplectic in general.

When we restrict our transformations to unitary and symplectic ones, then we might not be able to diagonalize a normal Hamiltonian matrix. Consider the Hamiltonian matrix \(J_2 = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}\). It is normal, but any symplectic transformation does not change it at all. Thus we will not be able to find a unitary and symplectic transformation which diagonalizes \(J_2\).

The most condensed form for normal and Hamiltonian matrices under unitary and symplectic transformation which can be achieved is derived next. We will start with the Hamiltonian Schur form presented in [7] (see also [10]).

---

1 These matrices have been called \(J\)-Hermitian matrices in [8], in order to distinguish them from the matrices \(H \in \mathbb{C}^{2n \times 2n}\) which satisfy \((JH)^T = JH\). The latter ones are called \(J\)-symmetric in [8]. As there is no ambiguity here, we will simply use the term Hamiltonian.

2 These matrices have been called \(J\)-skew-Hermitian matrices in [8], in order to distinguish them from the matrices \(W \in \mathbb{C}^{2n \times 2n}\) which satisfy \((JW)^T = -JW\). The latter ones are called \(J\)-skew-symmetric in [8]. As there is no ambiguity here, we will simply use the term skew-Hamiltonian.

3 These matrices have been called conjugate symplectic in [8], in order to distinguish them from the matrices \(S \in \mathbb{C}^{2n \times 2n}\) which satisfy \(S^T J S = J\). The latter ones are called complex symplectic in [8]. As there is no ambiguity here, we will simply use the term symplectic.
Theorem 2.1 (Hamiltonian Schur form). For any Hamiltonian matrix $H \in \mathbb{C}^{2n \times 2n}$ there exists a unitary and symplectic matrix $U$ such that

$$U^H H U = \begin{bmatrix} T_{11} & T_{12} & X_{11} & X_{12} \\ 0 & T_{22} & X_{21} & X_{22} \\ 0 & 0 & -T_{11}^H & 0 \\ 0 & Y_{22} & -T_{12}^H & -T_{22}^H \end{bmatrix} \in \mathcal{H}$$

where $T_{11} \in \mathbb{C}^{n_1 \times n_1}$ is upper triangular and $\begin{bmatrix} T_{22} & X_{22} \\ Y_{22} & -T_{22}^H \end{bmatrix} \in \mathbb{C}^{2n_2 \times 2n_2}$ is a Hamiltonian matrix with purely imaginary eigenvalues; $n_1 + n_2 = n$.

If the Hamiltonian matrix $H$ is normal, that is, if $H H^* = H^* H$, then it follows from Theorem 2.1 that

$$U^H H U = \begin{bmatrix} D_1 & 0 & 0 & 0 \\ 0 & T_{22} & X_{22} & 0 \\ 0 & 0 & -D_1^H & 0 \\ 0 & Y_{22} & 0 & -T_{22}^H \end{bmatrix}$$

where $D_1$ is diagonal and $\hat{H} = \begin{bmatrix} T_{22} & X_{22} \\ Y_{22} & -T_{22}^H \end{bmatrix}$ is a normal Hamiltonian matrix with purely imaginary eigenvalues. In particular, it holds $X_{22}^H = X_{22}$. Moreover, a normal matrix with purely imaginary eigenvalues is skew-Hermitian. This implies $\hat{H} = -\hat{H}^H$. From this we have $T_{22} = -T_{22}^H$ and $Y_{22} = -X_{22}^H$. Thus,

$$\hat{H} = \begin{bmatrix} T_{22} & X_{22} \\ -X_{22}^H & T_{22} \end{bmatrix}, \quad X_{22} = X_{22}^H, \quad T_{22} = -T_{22}^H.$$  \hspace{1cm} (2.3)

Now let $Q = \frac{1}{\sqrt{2}} \begin{bmatrix} I & iI \end{bmatrix}$. $Q$ is unitary and block-diagonalizes $\hat{H}$,

$$M = Q^H \hat{H} Q = \begin{bmatrix} T_{22} + iX_{22} & 0 \\ 0 & T_{22} - iX_{22} \end{bmatrix}.$$  \hspace{1cm} (2.3)

$M$ is skew-Hermitian, $M^H = -M$. Thus, the block matrices $T_{22} + iX_{22}$ and $T_{22} - iX_{22}$ are skew-Hermitian and can be diagonalized by unitary matrices $V_1$ and $V_2$, respectively. Hence, $V^H M V$ is diagonal with the unitary matrix $V = \text{diag}(V_1, V_2)$. Finally, transforming $V$ by $Q$, that is, $\hat{S} = Q V Q^H$ yields a symplectic and unitary matrix $\hat{S}$ which diagonalizes the four blocks of $\hat{H}$,

$$\hat{S}^H \hat{H} \hat{S} = \begin{bmatrix} D_2 & D_3 \\ -D_3 & D_2 \end{bmatrix}$$

with $D_2 = -D_2^H, D_3 = D_3^H$. This implies that $D_2$ is a diagonal matrix with purely imaginary diagonal elements, while $D_3$ is diagonal with real diagonal elements. Now we partition $\hat{S} = \begin{bmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{bmatrix}$ into four square blocks conformal to (2.3) and embed $\hat{S}$ into a $2n \times 2n$ identity matrix,

$$S = \begin{bmatrix} I_n & S_{11} \\ S_{12} & I_n \end{bmatrix} \begin{bmatrix} I_n & S_{12} \\ S_{21} & S_{22} \end{bmatrix},$$

such that the four blocks are of size $n \times n$. Then $US$ is a unitary and symplectic matrix which diagonalizes all four $n \times n$ blocks of $H$. In summary, we have
Theorem 2.2 (Hamiltonian Schur form for normal Hamiltonian matrices). For any normal Hamiltonian matrix $H \in \mathbb{C}^{2n \times 2n}$ there exists a unitary and symplectic matrix $Z$ such that

$$Z^H H Z = \begin{bmatrix} D_1 & 0 & 0 & 0 \\ 0 & D_2 & 0 & D_3 \\ 0 & 0 & -D_1^H & 0 \\ 0 & -D_3 & 0 & D_2 \end{bmatrix} \in \mathcal{H}$$  \hspace{1cm} (2.4)

where $D_j, j = 1, 2, 3$ are diagonal matrices, $D_1 \in \mathbb{C}^{n_1 \times n_1}, D_2 \in \mathbb{R}^{n_2 \times n_2}, D_3 \in \mathbb{R}^{n_2 \times n_2}, n_1+n_2 = n$, and $\begin{bmatrix} D_2 & D_3 \\ -D_3 & D_2 \end{bmatrix}$ is a Hamiltonian and skew-Hermitian matrix with purely imaginary eigenvalues.

2.2. Canonical form for normal skew-Hamiltonian matrices. A matrix $W \in \mathbb{C}^{2n \times 2n}$ is (complex) skew-Hamiltonian if $(JW)^H = -JW$, or equivalently, $W^H = -JWJ$.

It is easy to check that for every skew-Hamiltonian matrix $W \in \mathcal{W}$ there is a Hamiltonian matrix $H \in \mathcal{H}$ (and for every $H \in \mathcal{H}$ there is $W \in \mathcal{W}$) such that

$$W = iH.$$  

Hence, the results given in the previous section can be applied here in a straightforward way.

3. Structured canonical form for normal per(skew)-Hermitian matrices under unitary perplectic similarity transformation

The perskew-Hermitian matrices form a Lie algebra, while the per-Hermitian matrices form a Jordan algebra associated with $x^HFy$. The perplectic matrices form the automorphism group associated with the skew-Hermitian sesquilinear form $x^HFy$. Unlike in the (skew-)Hamiltonian case we did not find a suitable canonical form in the literature from which a canonical form for normal and per(skew)-Hermitian matrices can be deduced. Thus we will directly state and proof such a form. Structure-preserving Jacobi-type algorithms for computing the structured canonical forms derived here can be derived adapting the ideas from Section 4. We refrain from giving details.

3.1. Canonical form for normal per-Hermitian matrices. A matrix $M \in \mathbb{C}^{2n \times 2n}$ is per-Hermitian if $(FM)^H = FM$, or equivalently, $M^H = FMF$. If we write $M$ as a $2 \times 2$ block matrix of $n \times n$ blocks, it is easy to see that

$$M = \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & FM_{11}^H \end{bmatrix}, \quad \text{where } (FM_{12})^H = FM_{12}, \quad (FM_{21})^H = FM_{21}.$$ 

The elements of the antidiagonal of $M_{12}$ and $M_{21}$ have to be real.

As $F = F^H = F^{-1}$, we have $\sigma(M^H) = \sigma(FMF) = \sigma(M) = \sigma(M^T) = \sigma(M)$. Thus, eigenvalues with nonzero imaginary part appear in pairs $(\lambda, \overline{\lambda})$. There is no restriction on the algebraic multiplicity of real eigenvalues, in particular, it can be odd. Just the number of all real eigenvalues counted with multiplicity has to be even.

Obviously, a diagonal per-Hermitian matrix $\hat{M}$ has to be of the form

$$\hat{M} = \begin{bmatrix} \Lambda & 0 \\ 0 & F\Lambda^H F \end{bmatrix}$$

with a diagonal matrix $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n)$, and, thus, $F\Lambda^H F = \text{diag}(\overline{\lambda}_1, \ldots, \overline{\lambda}_1)$.

Hence, for any normal per-Hermitian matrix $M$ there exists a unitary matrix $U$ which diagonalizes $M$ such that

$$D = U^H MU = \text{diag}(D(\lambda_1), D(\overline{\lambda}_1), \ldots, D(\lambda_1), D(\overline{\lambda}_1), D(\mu_1), \ldots, D(\mu_s))$$
another unitary matrix which diagonalizes \( M \).

As \( U \) is Hermitian, the blocks \( S \) with \( 2 \) and \( n \) have eigenvalues \( \pm 1 \) and \( \pm i \), for \( j \neq i \). Moreover, \( D(\bar{\lambda}_j) \in \mathbb{C}^{m_{\lambda_j} \times m_{\lambda_j}} \).

We will transform this unitary eigendecomposition into a similar decomposition of \( M = V \hat{D} V^H \) with a unitary perplectic \( V \) and a matrix \( D \) from which the eigenvalues can be read off immediately.

Certainly, the columns of \( U = [u_1 \ u_2 \ \cdots \ u_{2n}] \) are orthonormal eigenvectors of \( M \). As \( F \) is unitary we have that \( D = U^H M U = (FU)^H M^H (FU) \), and \( (FU)^H M (FU) = D^H \). Hence, \( FU \) is another unitary matrix which diagonalizes \( M \). Therefore, \( u_j^H F u_k \) can only be nonzero in one of the following situations:

1. \( u_j \) is an eigenvector of \( M \) for some \( \lambda : \in \mathbb{C} \) and \( u_k \) is an eigenvector of \( M \) for \( \bar{\lambda} \) (or vice versa).
2. \( u_j \) and \( u_k \) are eigenvectors of \( M \) for some \( \mu : \in \mathbb{R} \).

In all other cases, \( u_j^H F u_k = 0 \). This implies that \( U^H F U \) has the following form:

\[
U^H F U = \text{diag}\left( \begin{bmatrix} 0 & S(\lambda_1) \\ S(\lambda_1)^H & 0 \end{bmatrix}, \ldots, \begin{bmatrix} 0 & S(\lambda_t) \\ S(\lambda_t)^H & 0 \end{bmatrix}, S(\mu_1), \ldots, S(\mu_s) \right).
\]

As \( U^H F U \) is unitary, all blocks \( S(\lambda_j) \) and \( S(\mu_j) \) have to be unitary. Moreover, as \( U^H F U \) is Hermitian, the blocks \( S(\mu_j) \) are Hermitian.

Let \( T \in \mathbb{C}^{2n \times 2n} \) denote the matrix

\[
T = \text{diag}(S(\lambda_1), I_{m_{\lambda_1}}, \ldots, S(\lambda_t), I_{m_{\lambda_t}}, I_{2r})
\]

with \( 2r = \sum_{j=1}^s m_{\mu_j} \). Clearly, \( T \) is unitary. With \( U_1 = UT \) we obtain

\[
U_1^H F U_1 = \text{diag}\left( \begin{bmatrix} 0 & I_{m_{\lambda_1}} \\ I_{m_{\lambda_1}} & 0 \end{bmatrix}, \ldots, \begin{bmatrix} 0 & I_{m_{\lambda_t}} \\ I_{m_{\lambda_t}} & 0 \end{bmatrix}, S(\mu_1), \ldots, S(\mu_s) \right),
\]

and

\[
U_1^H M U_1 = D.
\]

Next, we consider the blocks \( S(\mu_j), \ j = 1, \ldots, s \). Each such block is unitary and Hermitian. Thus, all these blocks have eigenvalues \( \pm 1 \) (as \( U_1^H F U_1 \) is similar to \( F \)). Therefore, for each block \( S(\mu_j) \) there exists a unitary matrix \( V_j \in \mathbb{C}^{m_{\mu_j} \times m_{\mu_j}} \) such that \( V_j^H S(\mu_j) V_j = \text{diag}(\pm 1, \ldots, \pm 1) = I_{\mu_j} \) for some combination of \( +1 \) and \( -1 \) entries. Let

\[
V = \text{diag}(I_{2c}, V_1, \ldots, V_s) \in \mathbb{C}^{2n \times 2n}
\]

where \( c = \sum_{j=1}^t m_{\lambda_j} \). By construction, \( V \) is unitary. With \( U_2 = U_1 V = UTV \) we obtain

\[
U_2^H F U_2 = \text{diag}\left( \begin{bmatrix} 0 & I_{m_{\lambda_1}} \\ I_{m_{\lambda_1}} & 0 \end{bmatrix}, \ldots, \begin{bmatrix} 0 & I_{m_{\lambda_t}} \\ I_{m_{\lambda_t}} & 0 \end{bmatrix}, \tilde{I}_{m_{\mu_1}}, \ldots, \tilde{I}_{m_{\mu_s}} \right),
\]

and

\[
U_2^H M U_2 = D.
\]
As $F$ has exactly $n$ eigenvalues $+1$ and $n$ eigenvalues $-1$ and the blocks $\begin{bmatrix} 0 & I_m \\ I_m & 0 \end{bmatrix}$ have exactly $m$ eigenvalues $+1$ and $m$ eigenvalues $-1$, the diagonal block

$$J = \text{diag}(\hat{I}_{m_1}, \ldots, \hat{I}_{m_s}) \in \mathbb{R}^{2r \times 2r}$$

has to have exactly $r$ eigenvalues/diagonal entries $+1$ and $r$ eigenvalues/diagonal entries $-1$ (recall that $2r = \sum_{j=1}^{s} m_j$). These $\pm 1$ diagonal entries can be reordered by a simple permutation $\widetilde{P} \in \mathbb{R}^{2r \times 2r}$ such that

$$\widetilde{P}^T J \widetilde{P} = \text{diag}(+1, -1, +1, -1, \ldots, +1, -1).$$

Let

$$P_1 = \text{diag}(I_{2r}, \widetilde{P}) \in \mathbb{R}^{2n \times 2n}.$$ 

As $\widetilde{P}$ and $P_1$ are unitary, the matrix $U_3 = U_2 P_1 = \text{UTVP}_1$ is unitary. Moreover,

$$U_3^H F U_3 = \text{diag} \left( \begin{array}{ccc} 0 & I_{m_1} & 0 \\ I_{m_1} & 0 & 0 \\ 0 & I_{m_2} & 0 \\ I_{m_2} & 0 & 0 \end{array} \right), +1, -1, +1, -1, \ldots, +1, -1),$$

and

$$U_3^H M U_3 = D_1,$$

where $D_1$ is still diagonal, but not necessarily the same as $D$, some of the real eigenvalues may have swapped places. Next, we will make use of the fact that $\begin{bmatrix} +1 & 0 \\ 0 & -1 \end{bmatrix}$ and $F_2 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$ are unitarily similar. Thus, there exists a unitary matrix $Z \in \mathbb{C}^{2 \times 2}$ such that $Z^H \begin{bmatrix} +1 & 0 \\ 0 & -1 \end{bmatrix} Z = F_2$. Let $\widetilde{W} = \text{diag}(Z, \ldots, Z) \in \mathbb{C}^{2r \times 2r}$ and

$$W = \text{diag}(I_{2r}, \widetilde{W}) \in \mathbb{C}^{2n \times 2n}.$$ 

Now, as $\widetilde{W}$ and $W$ are unitary, the matrix $U_4 = U_3 W = \text{UTVP}_1 W$ is unitary. Moreover,

$$U_4^H F U_4 = \text{diag} \left( \begin{array}{ccc} 0 & I_{m_1} & 0 \\ I_{m_1} & 0 & 0 \\ 0 & I_{m_2} & 0 \\ I_{m_2} & 0 & 0 \end{array} \right), F_2, F_2, \ldots, F_2),$$

and

$$U_4^H M U_4 = D_2 = \text{diag}(D(\lambda_1), D(\overline{\lambda_1}), \ldots, D(\lambda_t), D(\overline{\lambda_t}), X_1, X_2, \ldots, X_r)$$

for some $X_j = \begin{bmatrix} a_j & b_j \\ b_j & a_j \end{bmatrix} \in \mathbb{R}^{2 \times 2}, j = 1, \ldots, r$. Next, observe that $U_4^H F U_4$ is permutationally similar to $F$. This can be seen as follows. First, there is a permutation matrix $\widetilde{P}_2 \in \mathbb{R}^{2r \times 2r}$ such that $X = \widetilde{P}_2^T \text{diag}(X_1, X_2, \ldots, X_r) \widetilde{P}_2$ is real, symmetric and per-symmetric

$$X = \begin{bmatrix} a_1 & & & b_1 \\ & a_2 & & \vdots \\ & & \ddots & \vdots \\ b_2 & & & a_1 \end{bmatrix} (3.1)$$

and

$$\widetilde{P}_2^T \text{diag}(F_2, F_2, \ldots, F_2) \widetilde{P}_2 = F_{2r}.$$
Moreover, there is a permutation matrix $P_2 \in \mathbb{R}^{2c \times 2c}$ which reorders the diagonal blocks $D(\lambda_j)$ and $D(\overline{\lambda_j})$ in $U_4^H MU_4$ such that $P_2 = \text{diag}(\tilde{P}_2, \tilde{P}_2)$ achieves

$$P_2^T U_4^H MU_4 P_2 = \text{diag}(D(\lambda_1), D(\lambda_2), \ldots, D(\lambda_1), D(\overline{\lambda_2}), \ldots, D(\overline{\lambda_1}), X)$$

and

$$P_2^T U_4^H FU_4 P_2 = \text{diag}(F_{2c}, F_{2r}).$$

Finally, there is a $2n \times 2n$ permutation matrix $P_3$ such that

$$P_3^T P_2^T U_4^H FU_4 P_2 P_3 = F_{2n}.$$

This permutation reorders the diagonal blocks of $P_2^T U_4^H MU_4 P_2$ as follows

$$P_3^T P_2^T U_4^H MU_4 P_2 P_3 = \text{diag}(D(\lambda_1), D(\lambda_2), \ldots, D(\lambda_1), X, D(\lambda_2), \ldots, D(\lambda_1)).$$

Our findings can be summarized as follows (see also the discussion in [11, Section 10.2])

**Theorem 3.1.** Let $M \in \mathbb{C}^{2n \times 2n}$ be normal and per-Hermitian; $M \in \mathcal{N}_{2n} \cap \mathcal{M}$. Then there exists a unitary and perplectic matrix $U \in \mathbb{C}^{2n \times 2n}$ such that

$$U^H MU = \begin{bmatrix} D & X \\ X & FD^H F \end{bmatrix} \in \mathcal{M},$$

where $D$ is a diagonal matrix whose diagonal entries have nonzero imaginary parts and $X$ is a real-valued matrix of the form $[5,1]$. Moreover, $X$ is symmetric as well as per-symmetric. In particular, all eigenvalues of $X$ are real.

3.2. **Canonical form for normal perskew-Hermitian matrices under unitary perplectic similarity transformation.** A matrix $K \in \mathbb{C}^{2n \times 2n}$ is perskew-Hermitian if $(FK)^H = -FK$, or equivalently, $K^H = -FKF$. It is easy to check that for every perskew-Hermitian matrix $K \in \mathcal{K}$ there is a per-Hermitian matrix $M \in \mathcal{M}$ (and for every $M \in \mathcal{M}$ there is $K \in \mathcal{K}$) such that

$$K = tM.$$

Hence, the results given in the previous section can be applied here in a straightforward way.

4. **Algorithm for computing the canonical form of normal (skew-)Hamiltonian matrices**

The algorithm for diagonalizing normal matrices as suggested in [3] is based on the idea of writing the normal matrix $A$ under consideration as a sum of its Hermitian part $B = \frac{1}{2}(A + A^H)$ and skew-Hermitian part $C = \frac{1}{2}(A - A^H)$. The unitary matrix $U$ which diagonalizes $A$ also diagonalizes $B$ and $C$. If the order of the eigenvalues on the diagonal of $D = U^H AU$ is fixed, $U$ is essentially unique in the following sense. For single eigenvalues of $A$, the corresponding eigenvector in $U$ is unique up to multiplication with a complex sign $e^{i\alpha}$, $\alpha \in \mathbb{R}$. For an eigenvalue of $A$ with multiplicity $r_j$, the corresponding $r_j$ eigenvectors in $U$ form an invariant subspace of $A$. Now, assume that a unitary matrix $V \in \mathbb{C}^{n \times n}$ diagonalizing $B$ has been found by, e.g., the classical Jacobi method [6,4] adapted for Hermitian matrices [5]. Then, $V^H CV$ is not necessarily diagonal. But the only nonzero off-diagonal elements in $V^H CV$ are in those positions determined by the equal eigenvalues of $B$. The simple Givens rotations can be employed to complete the diagonalization of $V^H CV$. They commute with the diagonal matrix $V^H BV$ and therefore leave it invariant.

This idea can be adapted for all four types of structured normal matrices considered here. A main ingredient for such an algorithm is the structure-preserving diagonalization of the Hermitian
part of the matrix under consideration. As such a Jacobi-type algorithm is only known to us in the Hamiltonian case, we will sketch how to adapt the idea above for the Hamiltonian case and present a proof of concept. In the literature one can find two Jacobi-type algorithms for computing the Hamiltonian Schur form of Hamiltonian matrices with no purely imaginary eigenvalues [2, 3]. These may be used to diagonalize Hermitian Hamiltonian matrices. Please note that these algorithms can not be employed here directly, as they can not be used for diagonalizing general normal Hamiltonian matrices which may have purely imaginary eigenvalues.

Let \( H \in \mathcal{N}_{2n} \cap \mathcal{H} \). Then its Hermitian part \( B = \frac{1}{2}(H + H^H) \) is Hermitian and Hamiltonian, while its skew-Hermitian part \( C = \frac{1}{2}(H - H^H) \) is skew-Hermitian and Hamiltonian. A unitary and symplectic matrix \( Z \) which transforms \( H \) to its Hamiltonian Schur form (2.4) yields

\[
Z^H B Z = \begin{bmatrix}
\Re(D_1) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & -\Re(D_1) & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}, \tag{4.1}
\]

\[
Z^H C Z = \begin{bmatrix}
\imag(D_1) & 0 & 0 & 0 \\
0 & D_2 & 0 & D_3 \\
0 & 0 & \imag(D_1) & 0 \\
0 & -D_3 & 0 & D_2
\end{bmatrix} \tag{4.2}
\]

where \( D_1, D_2, D_3 \) are as in (2.3). \( Z \) is essentially unique. For single eigenvalues of \( B \), the corresponding eigenvector in \( Z \) is unique up to multiplication with a complex sign \( e^{i\alpha}, \alpha \in \mathbb{R} \). For an eigenvalue of \( B \) with multiplicity \( r_j \), the corresponding \( r_j \) eigenvectors in \( Z \) form an invariant subspace of \( B \). The order of these eigenvalues on the diagonal of \( Z^H B Z \) is arbitrary. Assume we have constructed a unitary and symplectic matrix \( S \) such that

\[
S^H B S = \begin{bmatrix}
\Lambda & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & -\Lambda & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} \tag{4.3}
\]

with \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_{n_1}) \in \mathbb{R}^{n_1 \times n_1} \). Assume for ease of notion that the nonzero eigenvalues of \( B \) in (4.1) and (4.3) are ordered such that

\[ \lambda_1 = \Re((D_1)_{11}) \geq \lambda_2 = \Re((D_1)_{22}) \geq \cdots \geq \lambda_{n_1} = \Re((D_1)_{n_1 n_1}), \]

that is, \( Z^H B Z = S^H B S \). For all single eigenvalues of \( B \), the corresponding eigenvectors in \( S \) and \( Z \) are identical up to multiplication with a complex sign. For any multiple eigenvalue of \( B \) the corresponding eigenvectors in \( S \) and \( Z \) form the same invariant subspace. Thus, in case \( B \) has \( p \) distinct nonzero eigenvalues \( \mu_j \) with multiplicities \( r_j \) we have

\[
S^H B S = Z^H B Z = \text{diag}(\Lambda_1, \ldots, \Lambda_p, 0, -\Lambda_1, \ldots, -\Lambda_p, 0), \quad \Lambda_j = \mu_j I_{r_j} \in \mathbb{C}^{r_j \times r_j}
\]

and

\[
S = Z [W \oplus W], \quad W = [W_1 \oplus W_2 \oplus \cdots \oplus W_p \oplus W_{n-n_1}]
\]

for unitary \( W_j \in \mathbb{C}^{r_j \times r_j}, j = 1, \ldots, p \) and \( \sum_{\ell=1}^p r_\ell = n_1 \).
From this, we see that $S^HCS$ will not be as in (4.2) as

$$S^HCS = [W \oplus W]^H Z^H CZ [W \oplus W]$$

$$= [W \oplus W]^H \begin{bmatrix}
\text{Im}(D_1) & 0 & 0 & 0 \\
0 & D_2 & 0 & D_3 \\
0 & 0 & \text{Im}(D_1) & 0 \\
0 & -D_3 & 0 & D_2
\end{bmatrix} [W \oplus W]$$

$$= \begin{bmatrix}
C_1 & 0 & 0 & 0 \\
0 & C_2 & 0 & C_3 \\
0 & 0 & C_1 & 0 \\
0 & -C_3 & 0 & C_2
\end{bmatrix},$$

with $C_1 = -C_1^H, C_2 = -C_2^H, C_3 = C_3^H$. The blocks $C_2$ and $C_3$ may have nonzero entries at every position. Moreover, if the $(k, k)$ and the $(j, j)$ entries in $\text{Re}(D_1)$ are equal, then in the block $C_1$ there may be entries at the positions $(k, j)$ and $(j, k)$.

The submatrix $\begin{bmatrix} C_2 & C_3 \\ -C_3 & C_2 \end{bmatrix}$ is a normal skew-Hermitian Hamiltonian matrix with purely imaginary eigenvalues. It needs to be diagonalized by a unitary symplectic matrix. This can be done independently of what needs to be done to diagonalize the submatrix $\begin{bmatrix} C_1 & 0 \\ 0 & C_1 \end{bmatrix}$.

As we do not know of a structure-preserving Jacobi-type algorithm for skew-Hermitian Hamiltonian matrices, we suggest to transform the submatrix $\begin{bmatrix} C_2 & C_3 \\ -C_3 & C_2 \end{bmatrix}$ into the desired form as described in the proof of Theorem 2.2. That is, first unitary matrices $V_1$ and $V_2$ are determined which diagonalize the skew-Hermitian matrices $C_2 + iC_3$ and $C_2 - iC_3 \in \mathbb{C}^{(n-n_1) \times (n-n_1)}$. Then the unitary symplectic matrix $\hat{S} = QVQ^H$ with $Q = \frac{1}{\sqrt{2}} \begin{bmatrix} I & iI \\
-iI & I \end{bmatrix}$ and $V = \text{diag}(V_1, V_2)$ diagonalizes each block of $\begin{bmatrix} C_2 & C_3 \\ -C_3 & C_2 \end{bmatrix}$; $\hat{S} = \begin{bmatrix} S_1 & S_2 \\
-S_2 & S_1 \end{bmatrix} = \begin{bmatrix} V_1 + V_2 & i(V_2 - V_1) \\
-i(V_2 - V_1) & V_1 + V_2 \end{bmatrix}$.

As any skew-Hermitian matrix $G$ can be expressed as $G = iF$ for a Hermitian matrix $F$, the unitary matrices $V_1$ and $V_2$ can be computed using the classical Jacobi method for Hermitian matrices.

Finally, let us consider $\begin{bmatrix} C_1 & 0 \\ 0 & C_1 \end{bmatrix} \in \mathbb{C}^{2n_1 \times 2n_1}$. Assume that the entries $(k, j)$ and $(j, k)$ in $C_1$ are nonzero (and, hence, the diagonal entries $(k, k)$ and $(j, j)$ of $\text{Re}(D_1)$ are equal). Our goal is to annihilate the entries $(C_1)_{kj}$ and $-(C_1)_{kj}$ without altering $\Lambda$. Thus, consider the $2 \times 2$ subproblem of $C_1$,

$$\hat{C} = \begin{bmatrix}
(C_1)_{kk} & (C_1)_{kj} \\
-(C_1)_{kj} & (C_1)_{jj}
\end{bmatrix},$$

as well as the corresponding $2 \times 2$ subproblem of $\Lambda$,

$$\hat{B} = \begin{bmatrix}
\text{Re}(D_1)_{kk} & 0 \\
0 & \text{Re}(D_1)_{jj}
\end{bmatrix},$$

with $\text{Re}(D_1)_{kk} = \text{Re}(D_1)_{jj}$. As $\hat{C}$ is normal, there exists a unitary matrix

$$\hat{G} = \begin{bmatrix}
\cos x & -e^{-i\alpha} \sin x \\
e^{i\alpha} \sin x & \cos x
\end{bmatrix} = \begin{bmatrix}
c & -s \\
s & c
\end{bmatrix},$$

with $x, \alpha \in \mathbb{R}$ such that $\hat{G}^H \hat{C} \hat{G}$ is diagonal. Moreover,

$$\hat{G}^H \hat{B} \hat{G} = \text{diag}(\text{Re}(D_1)_{kk}, \text{Re}(D_1)_{jj}) = \hat{B}$$
holds. Now, let \( G_{kj}(c, s) \in \mathbb{C}^{n \times n} \) be a unitary Givens rotation

\[
G_{kj}(c, s) = \begin{bmatrix}
    I_{k-1} & c & -s \\
    c & I_{j-k-1} & \bar{s} \\
    s & \bar{s} & I_{n-j}
\end{bmatrix} \in \mathbb{C}^{n \times n}, \quad (4.4)
\]

where \( k \) and \( j \) describe the positions of \( c \) and \( s \), \( 1 \leq k < j \leq n \). Further, let \( R_{kj}(c, s) \) be the direct sum \( G_{kj}(c, s) \oplus G_{kj}(c, s) \in \mathbb{C}^{2n \times 2n} \) with \( G_{kj}(c, s) \in \mathbb{C}^{n \times n} \). This yields a unitary and symplectic transformation matrix, called a symplectic direct sum embedding. Then \( R_{kj} \) annihilates the entries \((k, j)\) and \((j, k)\) in \( C_1 \). This will not alter \( B \). With the help of these transformations, \( C_1 \) can be diagonalized while \( B \) remains diagonal. Denote the unitary matrix which diagonalizes \( C_1 \) by \( \hat{S}_3 \in \mathbb{C}^{n_1 \times n_1} \). Then \( \hat{S}_3 \) is an unitary symplectic matrix which diagonalizes \( \text{diag}(C_1, C_1) \) and does not change \( \text{diag}(A, A) \). In summary, with the unitary symplectic matrix

\[
ZT = \begin{bmatrix}
    \hat{S}_3 & I_{n-n_1} \\
    I_{n-n_1} & \hat{S}_3
\end{bmatrix}
\]

we have

\[
T^H S^H \text{AST} = \begin{bmatrix}
    D_1 & 0 & -D_3^H & D_2 \\
    0 & D_2 & D_3 & 0 \\
    -D_3 & -D_1^H & D_2 & 0 \\
    0 & -D_2 & 0 & D_1
\end{bmatrix}.
\]

In the very first step of the approach described here, a unitary and symplectic matrix \( S \) needs to be found which diagonalizes \( B \) as in (4.3). For this step, we can make use of one of the two Jacobi-type algorithms for computing the Hamiltonian Schur form of Hamiltonian matrices with no purely imaginary eigenvalues [2, 1]. Hermitian Hamiltonian matrices have just real eigenvalues. Thus, the algorithms can be applied. We will briefly review these algorithms.

The Hamiltonian-Jacobi algorithm proposed in [2] is based on unitary symplectic Givens transformations \( G_{j,n+j}(c, s) \) as in (4.4). It is noted in [2] that the algorithm converges too slowly (for use on conventional serial computers) as its convergence properties are like the ones discussed in [12]. Thus this algorithm will not be considered here any further.

The basic idea of the algorithm presented in [1] is to consider \( 4 \times 4 \) (Hermitian) Hamiltonian submatrices \( H_{ij} \) of \( H = \begin{bmatrix} A & F \\ G & -A^H \end{bmatrix} \),

\[
H_{ij} = \begin{bmatrix}
    a_{ii} & a_{ij} & f_{ji} & f_{ij} \\
    a_{ji} & a_{jj} & f_{ij} & f_{ii} \\
    g_{ii} & g_{ij} & -\bar{a}_{ii} & -\bar{a}_{ij} \\
    g_{ji} & g_{jj} & -\bar{a}_{ij} & -\bar{a}_{jj}
\end{bmatrix}.
\]

These submatrices are transformed as far as possible to their (Hermitian) Hamiltonian Schur form by a symplectic unitary transformation. This transformation can be constructed directly in a finite number of steps once one eigenvalue of \( H_{ij} \) is known. In case, \( H_{ij} \) has only purely imaginary eigenvalues, it is left unchanged as the transformation matrix is chosen to be the identity. As discussed in [1], for Hermitian Hamiltonian matrices \( H = \begin{bmatrix} A & C \\ G & -A \end{bmatrix} \), \( A = A^H, A = G^H \) this approach for computing the Hamiltonian Schur form is equivalent to Kogbetlianiz’s Jacobi-type
algorithm for computing the SVD of $A+iG$. Quadratic convergence of Kogbetliantz’s Jacobi-type algorithm has been proven in [9] in case that $A+iG$ does not have close singular values.

This concludes our sketch of the algorithm to compute the structured canonical form of a normal Hamiltonian matrix.

4.1. **Convergence of the proposed algorithm.** The algorithm proposed above is convergent. In order to see this, let us consider the first step of our computation on the Hermitian part. Under mild assumptions this step is quadratically convergent. Denote the accumulated transformation matrix used in the $j$th sweep of the algorithm by $S_j$. Then, there is a scalar $k_1 \in \mathbb{N}$ such that after performing $k_1$ sweeps we have for $S = S_1S_2 \cdots S_{k_1}$

$$A^{(k_1)} = \tilde{S}^H A \tilde{S} = \tilde{S}^H B \tilde{S} + \tilde{S}^H C \tilde{S}$$

$$= \left( \begin{bmatrix} \text{Re}(D_1) & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & -\text{Re}(D_1) & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} + E \right) + \left( \begin{bmatrix} C_1 & 0 & 0 & 0 \\ 0 & C_2 & 0 & C_3 \\ 0 & 0 & C_1 & 0 \\ 0 & -C_3 & 0 & C_2 \end{bmatrix} + F \right)$$

with $\lim_{k_1 \to \infty} \|E\|_F = 0$ and $\lim_{k_1 \to \infty} \|F\|_F = 0$. The second step of our computation on the skew-Hermitian part uses the Jacobi algorithm for Hermitian matrices. We can view this as performing sweeps on $\tilde{S}^H \tilde{C} \tilde{S}$. Denote the transformation matrix used in the $j$th sweep of the algorithm $T_j$. Then, there is a scalar $k_2 \in \mathbb{N}$ such that after performing $k_2$ sweeps we have for $T = T_1T_2 \cdots T_{k_2}$

$$\tilde{T}^H \tilde{S}^H A \tilde{S} \tilde{T} = \tilde{T}^H \tilde{S}^H B \tilde{S} \tilde{T} + \tilde{T}^H \tilde{S}^H C \tilde{S} \tilde{T}$$

$$= \left( \begin{bmatrix} \text{Re}(D_1) & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & -\text{Re}(D_1) & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} + \tilde{T}^H E \tilde{T} \right)$$

$$+ \left( \begin{bmatrix} \text{Im}(D_1) & 0 & 0 & 0 \\ 0 & D_2 & 0 & D_3 \\ 0 & 0 & \text{Im}(D_1) & 0 \\ 0 & -D_3 & 0 & D_2 \end{bmatrix} + \tilde{T}^H F \tilde{T} \right) + G$$

with $\lim_{k_2 \to \infty} \|\tilde{T}^H E \tilde{T}\|_F = 0$, $\lim_{k_2 \to \infty} \|\tilde{T}^H F \tilde{T}\|_F = 0$ and $\lim_{k_2 \to \infty} \|G\|_F = 0$. In summary we have global convergence

$$\lim_{k_1, k_2 \to \infty} \tilde{T}^H \tilde{S}^H A \tilde{S} \tilde{T} = \begin{bmatrix} D_1 & 0 & 0 & 0 \\ 0 & D_2 & 0 & D_3 \\ 0 & 0 & D_1 & 0 \\ 0 & -D_3 & 0 & D_2 \end{bmatrix}.$$  

4.2. **Numerical Experiments.** The algorithm proposed here has been implemented in MATLAB R2019a. We have used the implementation of the Jacobi-type method for computing the Hamiltonian Schur form as given in [1]. Moreover, the algorithm from [3] for diagonalizing normal matrices has been implemented using the implementation of the Jacobi method for Hermitian matrices from [14].

The algorithm for computing the canonical form (2.4) of normal Hamiltonian matrices exhibits the same numerical behaviour as the one for diagonalizing normal matrices from [3]. We will demonstrate this by considering a normal Hamiltonian matrix $H$ for which its eigenvalues as
well as the eigenvalues of its Hermitian part $B = \frac{H + H^H}{2}$ are all distinct. In this case the unitary symplectic matrix $S$ in (1.3) will (at least theoretically) diagonalize $C$. Similarly, the (unstructured) unitary matrix $U$ which diagonalizes $B$ will (at least theoretically) diagonalize $C$.

For this example, we have constructed a (random) normal Hamiltonian matrix $H \in \mathbb{C}^{2n \times 2n}$ in Schur form (2.4) by choosing $n_1 = n$. In particular, we use the following code to set up $H$:

```matlab
D1 = diag(randn(n,1)) + 1i*diag(randn(n,1)); D = [D1 zeros(n,n); zeros(n,n) - D1']; V1 = orth(randn(n,n)+1i*randn(n,n); V2 = orth(randn(n,n)+1i*randn(n,n); W = [V1+V2 1i*(V2-V1); -1i*(V2-V1) V1+V2]/2; H=SW*D*W; B = (H+H')/2; C = (H-H')/2;
```

Due to the set up of this example, $S^HCS$ and $U^HCU$ should be diagonal for the unitary symplectic matrix $S$ which diagonalizes $B$ and the (unstructured) unitary matrix $U$ which diagonalizes $B$. As can be seen in Fig. 1, in practice this is (unsurprisingly) only partially the case. Just working on $B$ and taking $B$ into account in determining when to stop the algorithms is not sufficient. Both algorithms use different stopping criteria. The algorithm from [1] (used to compute the unitary symplectic $S$ which diagonalizes $B$) stops when the relative error $\frac{\|B^{(j)} - \text{diag}(B^{(j)})\|_F}{\|B\|_F}$ for the current iterate $B^{(j)}$ is less than a given tolerance $tol$. The algorithm from [14] (used to compute the unitary $U$ which diagonalizes $B$) stops when the absolute values of all off-diagonal entries of the current iterate are less than $tol$. The example shown in Fig. 1 is of size $30 \times 30$, $tol$ is chosen as $10^{-10}$. The absolute error in the eigenvalues is of the order of $10^{-14}$ for both algorithms. The structure-preserving algorithm stopped after six sweeps, while the unstructured algorithm needed eight sweeps. In order to accommodate for the different stopping criteria, the spy plots in upper row of Fig. 1 show all nonzero elements which are larger than $100 \cdot tol$, while

![Figure 1. Nonzero pattern of the skew-Hermitian part of a $30 \times 30$ normal Hamiltonian matrix $H$ which can be diagonalized by a unitary symplectic transformation, structure-preserving algorithm on the left, unstructured algorithm on the right.](image-url)
the spy plots in the lower row of Fig. 1 show all nonzero elements which are larger than 10 \cdot tol. The displayed situation is typical. Using the structure-preserving algorithm, there are usually some entries on the diagonals of the (1,2) and the (2,1) block that remain, while using the unstructured algorithm no particular pattern of the remaining nonzero elements can be observed. It is not possible to annihilate those unwanted entries by a simple sequence of symplectic direct sum embeddings in the case of the structure-preserving algorithm or of Givens rotations in the case of the unstructured algorithm. Those transformations would alter \( S^H B S \) and \( U^H B U \). The only way to drive the entries in \( S^H C S \) and \( U^H C U \) to zeros is to use improve stopping criteria depending not just on \( B \), but also on \( C \), for the algorithms which determine \( S \) and \( U \) by just working on \( B \).

A similar observation can be made for normal Hamiltonian matrices with purely imaginary eigenvalues. The example used to generate Fig. 2 is a 20 \times 20 normal Hamiltonian matrix with sixteen complex eigenvalues (with distinct nonzero real part) and four purely imaginary eigenvalues. As before, we use the algorithm from [1] to diagonalize the Hermitian part \( B \) in a structure-preserving way. Denote the final unitary symplectic matrix which diagonalizes \( B \) by \( S \). Then \( S^H C S \) will not be diagonal, the purely imaginary eigenvalues will results in 2 \times 2 blocks in each of the four \( n \times n \) blocks of \( S^H C S \). This can be seen nicely in Fig. 2. But as before, there are additional unwanted nonzero elements in \( S^H C S \). We also use the algorithm from [14] to diagonalize the Hermitian part \( B \). Its effect on \( C \) is displayed in the right column in Fig. 2. As observed before, good stopping criteria for both algorithms must depend not just on \( B \), but also on \( C \). A full analysis of this is beyond the scope of this paper.

\[
\begin{array}{c}
\text{Figure 2. Nonzero pattern of the skew-Hermitian part of a 30 \times 30 normal Hamiltonian matrix} \ H \ \text{with purely imaginary eigenvalues, structure-preserving algorithm on the left, unstructured algorithm on the right.}
\end{array}
\]
5. Concluding Remarks

Normal and (skew-)Hamiltonian as well as normal and per(ske w)-Hermitian matrices have been considered. Structured canonical forms under unitary and suitable structure-preserving similarity transformations have been given. A structure-preserving algorithm for computing the structured canonical form for normal Hamiltonian matrices has been presented. Some of its numerical properties have been discussed. It can easily be adapted for computing the canonical forms of the other normal structured matrices considered here.
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