MINIMAL CONES AND SELF-EXPANDING SOLUTIONS FOR MEAN CURVATURE FLOWS
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ABSTRACT. In this paper, we study self-expanding solutions for mean curvature flows and their relationship to minimal cones in Euclidean space. In [18], Ilmanen proved the existence of self-expanding hypersurfaces with prescribed tangent cones at infinity. If the cone is \( C^\alpha \)-regular and mean convex (but not area-minimizing), we can prove that the corresponding self-expanding hypersurfaces are smooth, embedded, and have positive mean curvature everywhere (see Theorem 1.1). As a result, for regular minimal but not area-minimizing cones we can give an affirmative answer to a problem arisen by Lawson [4].

1. Introduction

Minimal cones with isolated singularities in Euclidean space are cones over smooth minimal submanifolds in the unit sphere, whose singularities may or may not vanish after perturbation. In particular, isolated singularities may also exist in general embedded minimal hypersurfaces by Caffarelli-Hardt-Simon [5]. For area-minimizing cones with isolated singularities, there are several ways to perturb away these singularities. Concerning one-sided perturbations, Hardt-Simon [15] showed that there is an oriented connected embedded smooth minimizing hypersurface in every component of \( \mathbb{R}^{n+1} \setminus C \), where \( C \) is an arbitrary \( n \)-dimensional minimizing cone in \( \mathbb{R}^{n+1} \). Such hypersurfaces form a smooth foliation and are unique if they lie on one side of \( C \). After that, Simon-Solomon [32] showed the uniqueness of minimal hypersurfaces asymptotic to any area-minimizing quadratic minimal cone at infinity in Euclidean space, whereas the uniqueness fails for a large class of strictly minimizing cones showed by C. Chan [7]. Concerning two-sided perturbations, the famous minimal graphs discovered by Bombieri-De Giorgi-Giusti in [2], are smooth area-minimizing hypersurfaces which converge to cartesian products of Simons’ cones and \( \mathbb{R} \) at infinity. Moreover, R. McIntosh in [27] gave a more general sufficient condition on area-minimizing cones for perturbing away singularities.

In Problem 5.7 of [4], B. Lawson suggested the following problem:

Let \( C \) be a stable (or minimizing) hypercone in \( \mathbb{R}^{n+1} \), and \( C_\epsilon \) be the \( \epsilon \)-neighbourhood of \( C \) in \( \mathbb{R}^{n+1} \). Given \( \epsilon > 0 \), can one find a smooth embedded hypersurface of positive mean curvature properly embedded in \( B_1(0) \cap C_\epsilon \)?

F.H. Lin first studied this problem and gave a confirmative answer for it when the dimension \( n \leq 7 \) in [24]. Furthermore, let \( E \) be a connected component of \( \mathbb{R}^{n+1} \setminus C \). If either \( C \) is a stable cone with \( n = 7 \) or \( C \) is a one-sided area-minimizing cone in \( E \), Lin [24] showed the existence of smooth embedded hypersurfaces of positive mean curvature properly embedded in \( B_1(0) \cap C_\epsilon \cap E \) for any small \( \epsilon > 0 \). An one-sided area minimizing cone may not be area-minimizing, such as a cone over a minimal hypersurface \( S^1\left(\sqrt{\frac{1}{4}}\right) \times S^5\left(\sqrt{\frac{5}{6}}\right) \) in \( S^7(1) \) proved by Lin [25].
A self-expander $M$ in Euclidean space is a critical point for the following functional defined on any bounded set $K \subset M$

\[ \int_K e^{\frac{|X|^2}{4}} \, d\mu, \]

where $d\mu$ is the volume element of $M$ (see (2.1) for the definition). Equivalently, a submanifold $M$ is a self-expander if and only if $\mathcal{M} : t \in (0, \infty) \to \sqrt{t}M$ is a mean curvature flow. In rough speaking, self-expanders describe the asymptotic behaviour of the longtime solutions for mean curvature flow, and even depict the local structure of the flow after the singularities in a very short time.

Ecker-Huisken [12] studied mean curvature flow of entire graphs, and their normalized flows converge to self-expanders under some additional conditions (see also [36]). In lecture 2 of [18], Ilmanen showed the existence of $E$-minimizing self-expanding hypersurfaces (see section 2 for the definition of 'E-minimizing') which converge to prescribed closed cones at infinity in Euclidean space. For 1-dimensional case, self-expanding curves have been used to study planar networks, see [30], [21] for example. Moreover, self-expanders have acted an important role in studying Lagrangian mean curvature flow partially as the absence of nontrivial self-shrinkers for the flow from a zero-Maslov class Lagrangian in $\mathbb{C}^n$ (see [28], [29] for instance).

In the current paper, we develop the theory of the self-expanding solutions of mean curvature flows (i.e., self-expanders) and their relationship to minimal cones. For studying the existence of self-expanders, we first consider the rotational symmetric solutions to graphic self-expanders. With these solutions as barriers, we give another proof of existence of self-expanders for $C^2$-regular cones, which was proved by Ilmanen [18] firstly. Precisely, there exists an $n$-dimensional minimizing current with the weight $e^{\frac{|X|^2}{4}}$ (and with possible singularities) for a prescribed tangent cone over any $C^2$-embedded hypersurface in $\mathbb{S}^n$ at infinity (see Theorem 6.3). We study the asymptotic decay estimates at infinity for such self-expanders by investigating their Jacobi field operator at infinity. Furthermore, for each $C^{3,\alpha}$-regular mean convex but not minimizing cone, we can rule out the singularities of the $E$-minimizing self-expanding current which converges to such cone on one side at infinity. More precisely, we have the following theorem (see also Theorem 6.12).

**Theorem 1.1.** Let $C$ be an $n$-dimensional $C^{3,\alpha}$-regular mean convex but not minimizing cone pointing into the domain $\Omega$ with $\partial \Omega = C$ in $\mathbb{R}^{n+1}$, then there is a unique smooth complete embedded $E$-minimizing self-expanding hypersurface $M$ in $\Omega$ with tangent cone $C$ at infinity, where $M$ has positive mean curvature everywhere.

Thus we give an affirmative answer to Lawson’s problem in [4] for regular minimal but not minimizing cones. Moreover, let $M$ be the self-expander in Theorem 1.1 then $\mathcal{M} : t \in (0, \infty) \to \sqrt{t}M$ is a foliation of $\Omega$ moving by mean curvature. In Theorem 1.1, the assumption on 'not minimizing' can not be removed. In fact, we can show that if a smooth self-expander $M$ converges to any given regular area-minimizing cone at infinity, then $M$ must be this area-minimizing cone (see Lemma 6.6 for details). Without restriction in $\Omega$, uniqueness for self-expanders may fail in view of [1], [18].

Minimal cones can be seen as special self-expanders, and there are some exact correspondences between them. For a minimal cone $C$ and a domain $\Omega$ in Euclidean space with $\partial \Omega = C$, $C$ is stable if and only if $C$ is a stable self-expander (see Theorem 5.3; $C$ is area-minimizing in $\overline{\Omega}$ if and only if $C$ is an $E$-minimizing self-expanding hypersurface in $\overline{\Omega}$ (see Theorem 6.5). Furthermore, there is an alternative phenomena between the existence
of minimal hypersurfaces and self-expanding hypersurfaces with respect to the prescribed minimal cones. More precisely, for an regular nonflat minimal cone $C$, either there exists a complete smooth minimal hypersurface on one side of $C$, but there does not exist any complete smooth self-expander which converges to $C$ at infinity (see Lemma 6.6); or there exists a complete smooth self-expander which converges to $C$ at infinity, but there does not exist any complete smooth minimal hypersurface on one side of $C$ (see [10]).

**Conventions and notation.** We say an $n$-dimensional mean convex hypersurface $\Gamma$ (or an $n$-dimensional hypersurface $\Gamma$ has positive mean curvature) pointing into $\Omega$ in $\mathbb{R}^{n+1}$, if $\Gamma$ is $C^2$-continuous in $\mathbb{R}^{n+1}$ and the mean curvature of $\Gamma$ is nonnegative (or positive) with respect to the unit normal vector pointing into $\Omega$. Note that in this circumstance, we omit "with respect to the unit normal vector" for convenience in this whole paper. Here, the mean curvature is defined by taking trace of $(\mathbf{N})$ with the unit normal vector $\nu$ pointing into $\Omega$. 

Without special illumination, we always think that a cone $C$ has vertex at the origin for convenience in this context. A $C^3,\alpha$-regular cone means the cone over a compact, embedded $C^3,\alpha$-hypersurface without boundary in the sphere for some $\alpha \in (0,1)$. We say a cone $C$ mean convex, which means that $C \setminus \{0\}$ has nonnegative mean curvature. $c$ denotes a positive constant depending only on the dimension $n$ and the cone $C$ but will be allowed to change from line to line.

2. Preliminaries and notation

An $n$-dimensional smooth manifold $M$ is said to be a self-expander in $\mathbb{R}^{n+m}$ if it satisfies the elliptic equations

\begin{equation}
H = \frac{X^N}{2},
\end{equation}

where $X$ is the position vector of $M$ in $\mathbb{R}^{n+m}$, $(\cdots)^N$ is the projection into the normal bundle of $M$, and $H$ is the mean curvature vector of $M$. The reason of calling is that $\sqrt{t}M$ satisfies the mean curvature flow for $t > 0$. In fact, let $M_t = \sqrt{t}M$ and $F_t = \sqrt{t}X = (\sqrt{t}x_1, \cdots, \sqrt{t}x_{m+n})$, then

\[\frac{dF_t}{dt} = \frac{1}{2\sqrt{t}}X = \frac{1}{2t}F_t.\]

Hence

\begin{equation}
\left(\frac{dF_t}{dt}\right)^N = \frac{1}{2t}F_t^N = H_{M_t},
\end{equation}

where $N$ also denotes the projection into the normal bundle of $M_t$, $H_{M_t}$ is the mean curvature vector of $M_t$. Conversely, if $M : t \in (0, \infty) \to \sqrt{t}M$ is a mean curvature flow, then obviously $M$ is a self-expander by the above argument.

Let $\nabla$ and $\Delta$ be the Levi-Civita connection and Laplacian of self-expander $M$, respectively. For any $X = (x_1, \cdots, x_{n+m}) \in \mathbb{R}^{n+m}$, we have

\[\Delta X = H,
\]

and

\begin{equation}
\Delta |X|^2 = 2\langle X, \Delta X \rangle + 2|\nabla X|^2 = 2\langle X, H \rangle + 2n = |X^N|^2 + 2n = 2n + 4|H|^2.
\end{equation}
If $M$ can be written as a graph over $\Omega \subset \mathbb{R}^n$ with the graphic function $u$ in $\mathbb{R}^{n+1}$, namely, $M = \{(x, u(x)) \in \mathbb{R}^{n+1} | x \in \Omega \}$, then (2.1) implies
\begin{equation}
(2.4) \quad \text{div} \left( \frac{Du}{\sqrt{1 + |Du|^2}} \right) = \frac{-x_i u_i + u}{2\sqrt{1 + |Du|^2}},
\end{equation}
where 'div' is the divergence on $\mathbb{R}^n$. Moreover, (2.4) is equivalent to
\begin{equation}
(2.5) \quad g^{ij} u_{ij} = \frac{-x_i u_i + u}{2},
\end{equation}
where $(g^{ij})$ is the inverse matrix of $(g_{ij})$ with $g_{ij} = \delta_{ij} + u_i u_j$.

Let $\lambda$ be a function on $\mathbb{R}^+$ satisfying
\[ re^\frac{r^2}{4n} = \lambda \left( \int_0^r e^\frac{t^2}{4n} dt \right). \]

Then the weighted space \( (\mathbb{R}^{n+m}, e^\frac{|x|^2}{2n} \sum_{i=1}^{n+m} dx_i^2) \) can be written in a polar coordinate as $N \triangleq (\mathbb{R}^{n+m}, g)$ with
\[ g = e^\frac{r^2}{2n} (dr^2 + r^2 \sigma_{gn+m-1}) = \left( d \int_0^r e^\frac{t^2}{4n} dt \right)^2 + \lambda^2 \left( \int_0^r e^\frac{t^2}{4n} dt \right) \sigma_{gn+m-1} \]
\[ = d\rho^2 + \lambda^2 (\rho) \sigma_{gn+m-1}, \]
where $\sigma_{gn+m-1}$ is the standard metric of $(n + m - 1)$-dimensional unit sphere in $\mathbb{R}^{n+m}$. In particular, $N$ has non-positive sectional curvature by [23] or (3.30) in [11]. Each $n$-dimensional self-expander in $\mathbb{R}^{n+m}$ is equivalent to an $n$-dimensional minimal submanifold in $N$.

By Rademacher’s theorem, a locally $n$-rectifiable set has tangent spaces at almost every point. Let $G(n,p)$ be the space of (unoriented) $n$-planes through the origin in $\mathbb{R}^p$. A $n(n < p)$-rectifiable varifold in $\mathbb{R}^p$ corresponds to an $n$-varifold defined by Radon measure on $G(n,p)$ as Chapter 38 in [31]. We call a locally $n$-rectifiable varifold $S$ in $\mathbb{R}^p$ an $n$-varifold self-expander if for any $C^1$-vector field $Y$ with compact support in $\text{spt}S$, we have
\begin{equation}
(2.6) \quad \int_{\mathbb{R}^p \times G(n,p)} \text{div}_\omega Y dS(X, \omega) = -\frac{1}{2} \int_{\mathbb{R}^p \times G(n,p)} \langle X^N, Y \rangle dS(X, \omega),
\end{equation}
where $\text{div}$ represents the divergence on $\mathbb{R}^p$, and $\omega$ is an $n$-dimensional tangent plane of $S$ at the considered point if it exists. Then $\frac{1}{2}X^N$ is the generalized mean curvature of $S$ (see [26] [31] for its definition). An integer $n$-varifold self-expander is an abbreviation of an integer multiplicity $n$-varifold self-expander. Sometimes, we omit 'n' when we don’t emphasize the dimension of 'n-varifold self-expander'.

From monotonicity identity (formula 17.3 in [31]), we have
\begin{equation}
(2.7) \quad \frac{d}{d\rho} (\rho^{-n} \mathcal{H}^n(S \cap B_\rho)) = \frac{d}{d\rho} \int_{S \cap B_\rho} \frac{|X^N|^2}{|X|^{n+2}} d\mu_S + \frac{1}{2} \rho^{-n-1} \int_{S \cap B_\rho} |X^N|^2 d\mu_S,
\end{equation}
where $B_\rho$ denotes the ball in $\mathbb{R}^{n+1}$ with radius $\rho$ and centered at the origin, $\mathcal{H}^n(K)$ denotes the $n$-dimensional Hausdorff measure of any set $K \subset \mathbb{R}^{n+1}$, and $d\mu_S$ is the Radon measure corresponding to the varifold $S$.

Now let us recall some classical definitions of currents (see [26] [31] for example) and define a weighted mass for rectifiable currents. Let $U$ be an open subset of $\mathbb{R}^p$ for $p > n$,
\(I_{n,p} = \{ \alpha = (i_1, \cdots, i_n) \in \mathbb{Z}_+^n \mid 1 \leq i_1 < \cdots < i_n \leq p \}\). Denote \(E^n(U)\) be the set including all smooth \(n\)-forms \(\omega = \sum_{\alpha \in I_{n,p}} a_{\alpha} dx^\alpha\), where \(a_{\alpha} \in C^\infty(U)\) and \(dx^\alpha = dx^{i_1} \land \cdots \land dx^{i_n}\) if \(\alpha = (i_1, \cdots, i_n) \in I_{n,p}\). Let \(\mathcal{D}^n(U)\) denote the set of \(\omega = \sum_{\alpha \in I_{n,p}} a_{\alpha} dx^\alpha \in E^n(U)\) such that each \(a_{\alpha}\) has compact support in \(U\). For any \(\omega \in \mathcal{D}^n(U)\) one denotes a norm \(|\cdot|_U\) by

\[|\omega|_U = \sup_{x \in U} \langle \omega(x), \omega(x) \rangle^\frac{1}{2}.\]

Denote \(\mathcal{D}_n(U)\) be the set of \(n\)-currents in \(U\), which are continuous linear functionals on \(\mathcal{D}^n(U)\). For each \(T \in \mathcal{D}_n(U)\) and each open set \(W\) in \(U\), one defines

\[M_W(T) = \sup_{|\omega|_U \leq 1, \omega \in \mathcal{D}^n(U), \text{spt} \omega \subset W} T(\omega),\]

and the mass of \(T\) by

\[M(T) = \sup_{|\omega|_U \leq 1, \omega \in \mathcal{D}^n(U)} T(\omega).\]

If \(M_W(T) < \infty\) for \(T \in \mathcal{D}_n(U)\) and \(W \Subset U\), then by the Riesz Representation, there is a Radon measure \(\mu_T\) on \(U\) and \(\mu_T\)-measurable vector-valued function \(\overrightarrow{T}\) with values in the spaces of \(n\)-vectors \(\Lambda_n(\mathbb{R}^p)\), \(|\overrightarrow{T}| = 1 \mu_T\) \(\text{a.e.}\), such that

\[T(\omega) = \int \langle \omega(x), \overrightarrow{T}(x) \rangle d\mu_T(x).\]

Let \(X\) be the position vector in \(\mathbb{R}^p\). We define a new mass in \(W\) with the weight \(e^{|X|^2}/4\) by

\[E_W(T) = \sup_{|\omega|_U \leq 1, \omega \in \mathcal{D}^n(U), \text{spt} \omega \subset W} \int \langle \omega(X), \overrightarrow{T}(X) \rangle e^{|X|^2}/4 d\mu_T(X).\]

We call \(T\) an \(E\)-minimizing self-expanding current in \(W \subset U\), if \(T\) is an integer multiplicity locally rectifiable current in a subset \(W\) of \(U\), and \(E_K(T) \leq E_K(T')\) whenever \(K \Subset U\), \(\partial T' = \partial T\), and \(\text{spt}(T' - T)\) is a compact subset of \(K \cap W\). And we call \(\text{spt}T\) an \(E\)-minimizing self-expanding hypersurface (curve) in \(W\) if \(p = n + 1(n = 1)\).

Let \(E\) be a Lebesgue measurable set in \(\mathbb{R}^p\), we denote

\[s(E + \xi) = \{ s(X + \xi) \mid X \in E \}\]

for any \(s > 0\) and \(\xi \in \mathbb{R}^p\), and \([E]\) is the multiplicity one current associated with \(E\). For an \(n\)-dimensional integral current \(T\) in \(\mathbb{R}^p\), we denote \([T]\) be the integral varifold associated with \(T\). Let \(\eta_{\xi,s}\) be a translation plus homothety given by

\[\eta_{\xi,s}(X) = s^{-1}(X - \xi).\]

Let \(S\) be a varifold or current in \(\mathbb{R}^p\), we define \(s^{-1}(S - \xi) = \eta_{\xi,s*}S\) in this text for convenience, where the definition of \(\eta_{\xi,s}\) is the same as in [15] (or [31]). We will use another way to describe the multiplicity of \(S\).

3. Geometry of self-expanders

3.1. \textbf{E-minimizing graphic self-expanding hypersurfaces}. Every self-expander with codimension 1 is an \(E\)-minimizing self-expanding hypersurface in \(\overline{\Omega} \times \mathbb{R}\) if it is a graph over a domain \(\Omega \subset \mathbb{R}^n\).
Lemma 3.1. Let $\Omega$ be a bounded domain in $\mathbb{R}^n$ and $M$ be a graphic self-expander in $\overline{\Omega} \times \mathbb{R}$ with the graphic function $u$ and with the volume element $d\mu_M$. For any smooth compact hypersurface $W \subset \overline{\Omega} \times \mathbb{R}$ with $\partial M = \partial W$ and the volume element $d\mu_W$, one has

$$\int_M e^{|x|^2/4} d\mu_M \leq \int_W e^{|x|^2/4} d\mu_W,$$

where the above inequality attains equality if and only if $W = M$.

**Proof.** Let $U$ be the domain in $N$ enclosed by $M$ and $W$. Without loss of generality, we assume that $\overline{M} \cap \overline{W} = \partial M$. Let $Y$ be a vector field on $M$ defined by

$$Y = -\sum_{i=1}^n \frac{u_i}{\sqrt{1 + |Du|^2}} e_i + \frac{1}{\sqrt{1 + |Du|^2}} e^{\sum_{i=1}^n \frac{x_i^2}{4}} E_{n+1}.$$ 

Viewing $u_i$ and $|Du|$ as functions on $\Omega$ and translating $Y$ to $W$ along the $E_{n+1}$ (the unit normal vectors of $M, W$) direction, we obtain a vector field on $U$, denoted by $Y$, as well. From (2.4) we have

$$\overline{\text{div}}(Y) = -\sum_{i=1}^n \left( \partial_{e_i} \left( \frac{u_i}{\sqrt{1 + |Du|^2}} \right) + \frac{x_i u_i}{2 \sqrt{1 + |Du|^2}} \right) e^{|x|^2/4} + \frac{x_{n+1}}{2 \sqrt{1 + |Du|^2}} e^{|x|^2/4},$$

where $\overline{\text{div}}$ stands for the divergence on $\mathbb{R}^{n+1}$, and $|X|^2 = \sum_{i=1}^{n+1} x_i^2$. Let $\nu_M, \nu_W$ be the unit normal vectors of $M, W$ respectively, such that $Y|_M = e^{4/3} \nu_M$. If $W$ is above $M$, by Stokes' theorem, up to a sign of $\nu_W$ we get

$$0 \leq \int_U \frac{x_{n+1} - u}{2 \sqrt{1 + |Du|^2}} e^{|x|^2/4} = \int_U \overline{\text{div}}(Y) = -\int_M \langle Y, \nu_M \rangle d\mu_M + \int_W \langle Y, \nu_W \rangle d\mu_W \leq \int_M e^{|x|^2/4} d\mu_M + \int_W e^{|x|^2/4} d\mu_W,$$

where equality holds if and only if $M = W$. It is similar for the case that $W$ is below $M$, and we complete the proof. \hfill $\Box$

3.2. Bochner type formula for second fundamental form. For a hypersurface $M$ in $\mathbb{R}^{n+1}$, we choose a local orthonormal frame field $\{e_1, \cdots, e_n\}$ of $M$ at any considered point and let $\nabla$ be the Levi-Civita connection of $\mathbb{R}^{n+1}$. Let $A$ be the second fundamental form and $A_{e_i e_j} = h(e_i, e_j) \nu = h_{ij} \nu$. Here, $\nu$ is the unit normal vector of $M$ in $\mathbb{R}^{n+1}$. Then the coefficients of the second fundamental form $h_{ij}$ are a symmetric 2–tensor on $M$ and

$$h_{ij} = \langle \nabla_{e_i} e_j, \nu \rangle.$$

Denote mean curvature $H = \sum_i h_{ii}$ and the square of the second fundamental form $|A|^2 = \sum_{i,j} h_{ij}^2$.

**Lemma 3.2.** Let $M$ be a self-expander in $\mathbb{R}^{n+1}$. Then

$$\Delta h_{ij} + \frac{1}{2} \langle X, \nabla h_{ij} \rangle + \left( \frac{1}{2} + |A|^2 \right) h_{ij} = 0.$$

**Proof.** By Ricci identity, one has

$$\Delta h_{ij} = h_{ijkl} = h_{ikjk} + h_{il} R_{klkj} + h_{kl} R_{iklj}.$$
Combining Gauss formula $R_{ijkl} = h_{ik}h_{jl} - h_{il}h_{jk}$ and (2.11), we have
\begin{equation}
\Delta h_{ij} = H_{ij} + h_{il}(h_{kk}h_{lj} - h_{kj}h_{kl}) + h_{kl}(h_{ik}h_{lj} - h_{ij}h_{kl})
\end{equation}
(3.6)
\[= \frac{1}{2} \langle (X, \nu) \rangle_{ij} + H h_{ij} - |A|^2 h_{ij}.\]

Since
\begin{equation}
\nabla_{e_i}(h(e_j, e_k)) = (\nabla_{e_i} h)(e_j, e_k) + h(\nabla_{e_i} e_j, e_k) + h(e_j, \nabla_{e_i} e_k)
\end{equation}
(3.7)
\[= h_{ij} + \langle \nabla_{e_i} e_j, e_l \rangle_{kl} + \langle \nabla_{e_i} e_k, e_l \rangle_{hj},\]
then
\begin{equation}
\langle (X, \nu) \rangle_{ij} = \nabla_{e_i} \nabla_{e_j} \langle X, \nu \rangle - \nabla_{e_i} e_j \langle X, \nu \rangle
\end{equation}
(3.8)
\[= - \nabla_{e_i} \langle (X, e_k) h_{jk} \rangle - \langle \nabla_{e_i} e_j, e_k \rangle \langle X, \nabla_{e_k} \nu \rangle
\[= - h_{ij} - \langle X, \nabla_{e_i} e_k \rangle h_{jk} - \langle X, e_k \rangle \langle h_{ji} + \langle \nabla_{e_i} e_j, e_l \rangle_{hkl} + \langle \nabla_{e_i} e_j, e_k \rangle \langle X, e_l \rangle_{hkl} \rangle_{hjl}
\[= - h_{ij} - \langle X, \nu \rangle h_{ik} h_{jk} - \langle (X, e_l) \langle \nabla_{e_i} e_k, e_l \rangle_{hj} - \langle X, e_k \rangle h_{ij} - \langle X, e_k \rangle \langle e_l, \nabla_{e_i} e_k \rangle h_{jk} - \langle X, \nabla_{e_i} \rangle h_{ij}
\[= - h_{ij} - 2H h_{ik} h_{jk} - \langle X, \nabla_{e_i} \rangle h_{ij}.
\]

Combining (3.6) and (3.8), we complete the Lemma. \(\square\)

Remark. Lemma 3.4 can also follow directly from the evolution equation for $h_{ij}$ under the mean curvature flow $\sqrt{\nu} M$, as the reviewer pointed out.

Taking the trace of (3.4), we obtain
\begin{equation}
\Delta H + \frac{1}{2} \langle X, \nabla H \rangle + \left( \frac{1}{2} + |A|^2 \right) H = 0.
\end{equation}
(3.9)

Analog to (3.8), we have
\begin{equation}
\langle (E_{n+1}, \nu) \rangle_{ij} = \nabla_{e_i} \nabla_{e_j} \langle E_{n+1}, \nu \rangle - \nabla_{e_i} e_j \langle E_{n+1}, \nu \rangle
\end{equation}
(3.10)
\[= - \langle E_{n+1}, \nabla_{e_i} e_k \rangle h_{jk} - \langle E_{n+1}, \nabla_{e_j} e_k \rangle h_{ij} + \langle E_{n+1}, e_k \rangle \langle \nabla_{e_i} e_j, e_l \rangle_{hkl} + \langle E_{n+1}, e_k \rangle \langle \nabla_{e_i} e_l, e_j \rangle_{hjl}
\[= - \langle E_{n+1}, \nu \rangle h_{ik} h_{jk} - \langle E_{n+1}, \nabla_{e_i} e_k \rangle h_{jk} - \langle E_{n+1}, e_k \rangle h_{ij} - \langle E_{n+1}, \nabla_{e_i} \rangle h_{ij} + \langle E_{n+1}, e_k \rangle \langle \nabla_{e_j} e_l, e_i \rangle_{hjl}
\[= - \langle E_{n+1}, \nu \rangle h_{ik} h_{jk} - \langle E_{n+1}, e_k \rangle \langle e_l, \nabla_{e_j} e_l \rangle_{hjl} - \langle E_{n+1}, \nabla_{e_j} \rangle h_{ij}.
\]

Hence
\begin{equation}
\Delta \langle E_{n+1}, \nu \rangle = - |A|^2 \langle E_{n+1}, \nu \rangle - \langle E_{n+1}, \nabla H \rangle
\end{equation}
(3.11)
\[= - |A|^2 \langle E_{n+1}, \nu \rangle - \frac{1}{2} \langle E_{n+1}, e_i \rangle \langle X, \nabla_{e_i} \nu \rangle
\[= - |A|^2 \langle E_{n+1}, \nu \rangle - \frac{1}{2} \langle X, \nabla \langle E_{n+1}, \nu \rangle \rangle.
\]
When $M$ is a graph with a graphic function $u$, we define $w = -\log(E_{n+1}, \nu) = \frac{1}{2}\log(1 + |Du|^2)$. Then
\begin{equation}
\Delta w = |A|^2 - \frac{1}{2}\langle X, \nabla w \rangle + |\nabla w|^2.
\end{equation}

### 3.3. Stable self-expanders.

For a $C^2$-hypersurface $M \subset \mathbb{R}^{n+1}$, we define a family of hypersurfaces $M_s$ by $X(\cdot, s) : M \to \mathbb{R}^{n+1}$ with $X(p, s) = p + sf(p)\nu(p)$, where $\nu$ is the unit normal vector of $M$, and $f \in C^\infty_c(M)$. Let $\nu(p, s)$ denote the unit normal to $M_s$ at the point $X(p, s)$ and $H(p, s)$ be the mean curvature of $M_s$ at the point $X(p, s)$. So we get
\begin{equation}
\frac{\partial}{\partial s} \int_{M_s} e^{\frac{|X|^2}{4}} d\mu = \int_{M_s} \left( -H + \frac{\langle X, \nu \rangle}{2} \right) f e^{\frac{|X|^2}{4}} d\mu.
\end{equation}
Hence self-expanders are critical points of the area-functional with the weight $e^{\frac{|X|^2}{4}}$. By standard calculations on $H$ and $\nu$, we have (see Theorem 3.2 in \cite{17} for example)
\begin{equation}
\frac{\partial H}{\partial s}(p, 0) = \Delta_M f(p) + |A|^2(p)f(p),
\end{equation}
\begin{equation}
\frac{\partial \nu}{\partial s}(p, 0) = -\nabla_M f(p).
\end{equation}

Then we get
\begin{equation}
\frac{\partial^2}{\partial s^2}
\left. \right|_{s=0} \int_{M_s} e^{\frac{|X|^2}{4}} d\mu = \int_{M} \left( -\Delta_M f - |A|^2 f - \frac{\langle X, \nabla_M f \rangle}{2} + \frac{f}{2} \right) f e^{\frac{|X|^2}{4}} d\mu.
\end{equation}

We say that a smooth self-expander $M$ is stable if
\begin{equation}
\int_{M} \left( |\nabla_M f|^2 - |A|^2 f^2 + \frac{1}{2} f^2 \right) e^{\frac{|X|^2}{4}} d\mu \geq 0.
\end{equation}
for any $f \in C^\infty_c(M)$.

We say an $n$-dimensional minimal cone $C$ in $\mathbb{R}^{n+1}(n \geq 2)$ stable, if the second variation of area functional on $C \setminus \{0\}$ is nonnegative. We say $C$ a stable self-expander if $C \setminus \{0\}$ is a stable self-expander.

**Theorem 3.3.** Any minimal cone with an isolated singularity is stable if and only if it is a stable self-expander.

**Proof.** Let $\Sigma$ be a minimal hypersurface in $\mathbb{S}^n$ with the second fundamental form $A_\Sigma$. As every 1 dimensional smooth minimal surface in $\mathbb{S}^2$ is an equator, we assume $n \geq 3$. With respect to (3.16), for any $f = f(\xi, t) \in C^\infty_c(\Sigma \times (0, \infty))$ we define
\begin{equation}
I(f) \triangleq \int_{\Sigma \times \mathbb{R}^+} \left( -\Delta_\Sigma f - |A_\Sigma|^2 f - (n-1)t \frac{\partial f}{\partial t} - t^2 \frac{\partial^2 f}{\partial t^2} - \frac{t^3}{2} \frac{\partial f}{\partial t} + \frac{t^2}{2} \right) f^2 e^{\frac{t^2}{4}} d\mu_\Sigma dt.
\end{equation}
Integrating by parts implies
\begin{equation}
I(f) = \int_{\Sigma \times \mathbb{R}^+} \left( -f \Delta_\Sigma f - |A_\Sigma|^2 f^2 + t^2 \left( \frac{\partial f}{\partial t} \right)^2 + \frac{t^2}{2} \right) f^2 e^{\frac{t^2}{4}} d\mu_\Sigma dt.
\end{equation}
Since
\[ I(f) = \int_{\Sigma \times \mathbb{R}^+} \left( -f e^\varphi \Delta_{\Sigma} \left( f e^\varphi \right) - |A_{\Sigma}|^2 \left( f e^\varphi \right)^2 + t^2 \left( \frac{\partial}{\partial t} \left( f e^\varphi \right) \right)^2 \right) t^{n-3} e^{\varphi dt}, \]
(3.21)
then from (3.18) one has
(3.20)
\[ I(f) \geq \int_{\Sigma \times \mathbb{R}^+} \left( -f e^\varphi \Delta_{\Sigma} \left( f e^\varphi \right) - |A_{\Sigma}|^2 \left( f e^\varphi \right)^2 + t^2 \left( \frac{\partial}{\partial t} \left( f e^\varphi \right) \right)^2 \right) t^{n-3} d\mu_{\Sigma} dt. \]

If $C\Sigma$ is a stable minimal cone, then $I(f) \geq 0$ for any $f = f(\xi, t) \in C_c^\infty(\Sigma \times (0, \infty))$ by the definition of stable minimal cones. Hence we conclude that $C\Sigma$ is a stable self-expander.

Let $\lambda_1$ be the first eigenvalue of the operator $\Delta_{\Sigma} + |A_{\Sigma}|^2$ with the corresponding eigenfunction $\varphi_1$ on $\Sigma$ satisfying $\int_\Sigma \varphi_1^2 = 1$. Let $\eta \in C_c^\infty(0, \infty)$ and $f(y, t) = \varphi_1(y) \eta(t)$ for $(y, t) \in \Sigma \times (0, \infty)$, then from (3.18)
\[ I(f) = \int_{\Sigma \times \mathbb{R}^+} \left( \lambda_1 \eta^2 + \frac{1}{2} t^2 \eta^2 + t^2 \left( \frac{\partial}{\partial t} \eta \right)^2 \right) t^{n-3} \varphi_1^2 e^{\varphi dt}. \]
(3.22)
\[ \lambda_1 \eta^2 + \frac{1}{2} t^2 \eta^2 + t^2 \left( \frac{\partial}{\partial t} \eta \right)^2 \right) t^{n-3} e^{\varphi dt} \triangleq I_0(\eta), \]
where we have used $\Delta_{\Sigma} \varphi_1 + |A_{\Sigma}|^2 \varphi_1 + \lambda_1 \varphi_1 = 0$ in the first step of (3.21).

If $C\Sigma$ is an unstable minimal cone, then by scaling (see the structure of the formula (6.4.3) in [42]) there is a function $f = f(\xi, t) \in C_c^\infty(\Sigma \times [\epsilon_0, 1])$ for some $0 < \epsilon_0 < 1$ such that
\[ \int_{\Sigma \times [\epsilon_0, 1]} \left( -\Delta_{\Sigma} f - |A_{\Sigma}|^2 f - (n-1) t \frac{\partial f}{\partial t} - t^2 \frac{\partial^2 f}{\partial t^2} \right) t^{n-3} f d\mu_{\Sigma} dt < 0. \]

All the eigenvalues of Jacobi operator for $C\Sigma$ on $\Sigma \times [\epsilon_0, 1]$ can be computed from (3.14) or Section 6.4 in [42]. Hence, with Lemma 6.4.5 in [42], the first eigenvalue $\lambda_1 + \frac{(n-2)^2}{4} + \left( \frac{\pi}{\log \epsilon_0} \right)^2 < 0$. For any $\epsilon > 0$, we define a Lipschitz function
\[ \eta_{\delta, R}(t) = \begin{cases} 2\delta^{-\frac{n}{2}} \left( e^{-\frac{\delta^2}{4}} - e^{-\frac{\delta^2}{4}} \right) \left( t - \frac{\delta}{2} \right), & \left[ \frac{\delta}{2}, \delta \right) \\ t^{\epsilon+1-\frac{\alpha}{2}} \left( e^{-\frac{\delta^2}{4}} - e^{-\frac{\delta^2}{4}} \right), & \left[ \delta, R \right) \\ 0, & \left( 0, \frac{\delta}{2} \right) \cup \left[ R, \infty \right) \end{cases} \]
for any $R > 1 > \delta > 0$. By the definition of the functional $I_0$ in (3.21),
\[ I_0(\eta_{\delta, R}) = \int_{\frac{\delta}{2}}^{\delta} \left( \lambda_1 + \frac{1}{2} t^2 + \frac{t^2}{(t - \frac{\delta}{2})^2} \right) \eta_{\delta, R}^2 t^{n-3} e^{\varphi dt} dt \]
(3.23)
\[ + \int_{\delta}^{R} \left( \lambda_1 \eta_{\delta, R}^2 + \frac{1}{2} t^2 \eta_{\delta, R}^2 + t^2 \left( \frac{\partial \eta_{\delta, R}}{\partial t} \right)^2 \right) t^{n-3} e^{\varphi dt} dt. \]
Set $\eta(t) = t^{1+\frac{n}{2}} e^{-\frac{t^2}{4}}$ on $(0, \infty)$. Since

$$\left| \int_{\frac{r}{2}}^{\delta} \left( \lambda_1 + \frac{1}{2} t^2 + \frac{t^2}{(t-\frac{\delta}{2})^2} \right) \eta_{\delta,R}^2 t^{n-3} e^{-\frac{t^2}{4}} dt \right| \leq \int_{\frac{r}{2}}^{\delta} \left| \lambda_1 + \frac{1}{2} t^2 + \frac{t^2}{(t-\frac{\delta}{2})^2} \right| 4\delta^{2\epsilon-n} \left( t - \frac{\delta}{2} \right)^2 t^{n-3} dt \leq 4 \left( \left| \lambda_1 \right| + \frac{3}{2} \right) \int_{\frac{r}{2}}^{\delta} \delta^{2\epsilon-n} t^{n-1} dt \leq \left( \left| \lambda_1 \right| + \frac{3}{2} \right) \frac{4}{n} \delta^{2\epsilon},$$

then

$$\lim_{R \to \infty, \delta \to 0} I_0(\eta_{\delta,R}) = \int_0^{\infty} \left( \lambda_1 \eta^2 + \frac{1}{2} t^2 \eta^2 + t^2 \left( \frac{\partial \eta}{\partial t} \right)^2 \right) t^{n-3} e^{-\frac{t^2}{4}} dt$$

$$= \int_0^{\infty} \left( \lambda_1 t^{2\epsilon-1} + \frac{1}{2} t^{2\epsilon+1} + \left( \epsilon + 1 - \frac{n}{2} - \frac{t^2}{2} \right) t^{2\epsilon-1} \right) e^{-\frac{t^2}{4}} dt$$

$$= 2^{2\epsilon-1} \left( \lambda_1 + 2s + \left( \epsilon + 1 - \frac{n}{2} - 2s \right)^2 \right) e^{-s} s^{-\frac{3}{2}} ds$$

$$= 2^{2\epsilon-1} \left( \lambda_1 + \left( \epsilon + 1 - \frac{n}{2} \right)^2 \right) \Gamma(\epsilon + 2(n - 1 - \epsilon)) + 4 \Gamma(2 + \epsilon)$$,

where $\Gamma(s)$ is the standard Gamma function $\int_0^{\infty} t^{s-1} e^{-t} dt$ for $s > 0$. Note $\lambda_1 \leq -\frac{(n-2)^2}{4} - \left( \frac{\pi}{\log c_0} \right)^2$ for $n \geq 3$ and $\lim_{\epsilon \to 0^+} \Gamma(\epsilon) = +\infty$, then for any sufficiently small constant $\epsilon > 0$, we have

$$\lim_{R \to \infty, \delta \to 0} I_0(\eta_{\delta,R}) < 0.$$

Hence $\Sigma$ is an unstable self-expander. We complete the proof. \hfill \square

4. **Rotational graphic self-expanders**

We want to study the existence of self-expanders via constructing barrier functions. Rotational symmetric self-expanders are a class of simple but important self-expanders in Euclidean space. In this setting, (2.4) reduces to the following ODE

$$\mathcal{J} u \triangleq \frac{u_{rr}}{1 + u_r^2} + \frac{n-1}{r} u_r + \frac{1}{2} r u_r - \frac{1}{2} u = 0 \quad \text{on} \ (0, \infty)$$

with $n \geq 2$, $u'(0) = 0$ and $\lim_{r \to \infty} \frac{u(r)}{r} = \kappa > 0$.

Set

$$w(r) = \kappa r + \frac{K}{r}$$

for $r > 0$ and some constant $K$ to be defined. Clearly, $w_r = \kappa - \frac{K}{r^2}$ and $w_{rr} = -\frac{2K}{r^3}$. Then

$$\mathcal{J} w = \frac{2K}{r^3(1 + w_r^2)} + \frac{(n-1)\kappa}{r} - \frac{(n-1)K}{r^3} + \frac{1}{2} \kappa r - \frac{K}{2r} - \frac{1}{2} \kappa r - \frac{K}{2r}$$

$$= \frac{2K}{r^3(1 + w_r^2)} + (n-1)\kappa - K - (n-1)K$$

as

$$\mathcal{J} w = \frac{2K}{r^3(1 + w_r^2)} + (n-1)\kappa - K = \frac{(n-1)K}{r^3}.$$
For $n \geq 2$ and $R \geq n$, put $K^+ R = \pm (1 + \kappa R^2)$. Then $|\kappa - K^+ R^{-2}| \geq 1$ and
\begin{equation}
\mathcal{J} \left( \kappa r + \frac{K^+ R - K^- R}{r} \right) \leq \frac{K^+ R}{r^3} + \frac{(n - 1) \kappa - K^- R}{r} - \frac{(n - 1) K^+ R}{r^3} + \frac{K^+ R}{2r} < 0
\end{equation}
on $(0, R)$. Similarly,
\begin{equation}
\mathcal{J} \left( \kappa r + \frac{K^- R - K^+ R}{r} \right) \geq \frac{K^- R}{r^3} + \frac{(n - 1) \kappa - K^+ R}{r} - \frac{(n - 1) K^- R}{r^3} + \frac{K^- R}{2r} > 0
\end{equation}
on $(0, R)$. Namely, $\kappa |x| + \frac{K^\pm}{|x|} - \frac{K^\pm R}{r}$ are super(sub)solutions to (2.4). Denote $B_R$ be the ball centered at the origin with radius $R$ in $\mathbb{R}^{n+1}$. Hence, the smooth solution to (2.4) with boundary data $\kappa R > 0$ on $\partial B_R$ for $R \geq n$ has a priori boundary gradient estimate, which is also a global gradient estimate from the maximum principle for (3.12). From the existence theory of elliptic equations by the continuity method (as well as Schauder estimates), there exists a unique smooth solution $u_{k,R}$ to (2.4) with $u_{k,R} = \kappa R > 0$ on $\partial B_R$ for each $R \geq n$. Let $A'$ denote an $n \times n$-orthogonal matrix with $A'A^T = I$, then it is easy to see that $u_{k,R}(A')$ is also a smooth solution to (2.4) with $u_{k,R}(A') = \kappa R$ on $\partial B_R$. By the uniqueness of $u_{k,R}$, we conclude that $u_{k,R}$ is a rotationally symmetric solution. Namely, there exists a unique solution $\phi_{k,R}$ to (4.1) on $(0, R)$ with $\phi_{k,R}(R) = \kappa R > 0$ and $\phi(0) = 0$. If there is a point $r_0 \in (0, R)$ with $\phi_{k,R}(r_0) < 0$, then there are a hyperplane $\{x_{n+1} = r^*\}$ and a domain $\Omega_r$ with $\partial \Omega_r \subset B_R$ such that $|u_{k,R}| \geq |r^*|$ in $\Omega_r$ and $u_{k,R} = r^*$ on $\partial \Omega_r$. However, the rectifiable hypersurface $\{(x, u_{k,R}) | x \in B_R \setminus \Omega_r \cup (\Omega_r \times \{r^*\})\}$ has smaller mass with the weight $e^{|x|^2}$ than $\{(x, \phi_{k,R}(|x|)) | x \in B_R\}$, which contradicts to that graph $u_{k,R} = \{(x, \phi_{k,R}(|x|)) | x \in B_R\}$ is a smooth $E$-minimizing self-expanding hypersurface in $B_R \times \mathbb{R}$ from Lemma 3.1. So we conclude that $\phi_{k,R} \geq 0$ on $(0, R)$. Moreover, by comparing the mass of the rectifiable hypersurface $\{(x, \max\{0, u_{k,R}(|x|)\}) | x \in B_R\}$ with the weight $e^{|x|^2}$, we concluding that $\phi_{k,R}(0) \geq 0$ again from the smooth $E$-minimizing self-expanding hypersurface $\text{graph} u_{k,R}$.

Now let us give a refined super(sub)solutions to (4.1). When $n = 2$, we set $K = 2 + 2\kappa$. For $r \in (0, \sqrt{2}]$,
\[
w^2 = \left( \frac{K}{2} - \kappa \right)^2 \geq \left( \frac{K}{2} - \kappa \right)^2 = 1,
\]
then obviously $\mathcal{J} w \leq 0$. For $r \in [\sqrt{2}, \infty)$,
\[
\mathcal{J} w \leq \frac{2K}{r^3} + \frac{\kappa - K}{r} - \frac{K^2}{r^3} = K \frac{\kappa - K}{r} \leq \frac{K}{2r} + \frac{\kappa - K}{r} = -1 < 0.
\]
Hence we always have $\mathcal{J} w \leq 0$ on $(0, \infty)$. When $n \geq 3$, $\mathcal{J} w \leq 0$ holds clearly if $K = (n - 1)\kappa$. Namely,
\begin{equation}
\mathcal{J} \left( \kappa r + \frac{(n - 1) \kappa}{r} \right) \leq 0 \quad \text{for } n \geq 3.
\end{equation}
Note that $\mathcal{J}(\kappa r) \geq 0$ and $\phi_{k,R}(0) \geq 0$. By comparison principle, we obtain
\begin{equation}
\kappa r \leq \phi_{k,R}(r) \leq \kappa r + \frac{K}{r} \leq \kappa r + \frac{n\kappa + 2}{r} \quad \text{for } r \in [0, R].
\end{equation}
Combining $\phi_{k,R} \geq 0$, we have $\kappa r \leq \phi_{k,R}(r) \leq \phi_{k,R}(1) \leq (n + 1)\kappa + 2$ for every $r \in [0, 1]$. Let $R \to \infty$ in $\phi_{k,R}$, we obtain a function $\phi_k$ such that $\{(x, \phi_k(|x|)) | x \in \mathbb{R}^n\}$ is an $E$-minimizing self-expanding hypersurface in $\mathbb{R}^{n+1}$. Then its singular set has Hausdorff dimension $\leq n - 7$ in case $n \geq 7$ or is empty in case $n \leq 6$. As the hypersurface is rotationally symmetric, then its singular set is empty by blowing up argument, which
follows that $\phi_\kappa$ is smooth by the regularity of elliptic equations. Moreover, $\phi_\kappa$ is a smooth solution to (4.1) with $\phi'_\kappa(0) = 0$ and $\lim_{r \to \infty} \phi_\kappa(r) = \kappa > 0$. In particular,

$$0 \leq \phi_\kappa(r) - \kappa r \leq (n + 1) \kappa + 2 \min\{1, r^{-1}\} \quad \text{for} \quad r \in (0, \infty).$$

We denote

$$M_\kappa = \{(x, \phi_\kappa(|x|)) \mid x \in \mathbb{R}^n\}$$

for such $\phi_\kappa$, which is a rotational symmetric self-expander.

Now we consider 1-dimensional self-expander, namely, the solution to the following ODE

$$J_1 u \triangleq \frac{u_{yy}}{1 + u_y^2} + \frac{1}{2} y u_y - \frac{1}{2} u = 0 \quad \text{on} \quad (-\infty, \infty)$$

with $\lim_{|y| \to \infty} \frac{u(y)}{|y|} = \kappa > 0$. Assume that $u$ is a solution to (4.9) on $(-R, R)$ with $u(\pm R) = \kappa R$. Then from lemma 3.1, graph$_u$ is a $E$-minimizing self-expanding curve. Hence $u \leq \kappa R$ on $(-R, R)$, or else the curve $\{(y, \min\{u, \kappa R\}) \mid |y| < \kappa R\}$ has smaller mass with the weight $e^{\frac{|y|^2}{4}}$ than graph$_u$. Note that $J_1(\kappa y) = 0$ and $J_1(\kappa R) \leq 0$. Analog to the previous argument of the case $n \geq 2$, with a priori gradient estimate and the continuity method, there exists a unique solution $\hat{\phi}_\kappa(R)$ to (4.9) with $\hat{\phi}_\kappa(\pm R) = \kappa R$ such that $\hat{\phi}_\kappa(R)(y) = \hat{\phi}_\kappa(\kappa R)(y)$, $\hat{\phi}'_\kappa(0) = 0$, and $\hat{\phi}'_\kappa \geq 0$ on $[0, R)$.

Let

$$w(y) = \kappa y + \frac{\tau}{y} e^{-\frac{1}{4} y^2}$$

with $\tau > 0$ to be defined later. Clearly, $w = \kappa - \frac{\tau}{2} e^{-\frac{1}{4} y^2} - \frac{\tau}{y} e^{-\frac{1}{4} y^2}$ and

$$w_{yy} = \left(\frac{\tau y}{4} + \frac{\tau}{2 y} + \frac{2 \tau}{y^3}\right) e^{-\frac{1}{4} y^2}.$$

Hence

$$J_1 w = \left(\frac{1}{1 + w_y^2} \left(\frac{y}{4} + \frac{1}{2 y} + \frac{2}{y^3}\right) - \frac{1}{y} \right) \tau e^{-\frac{1}{4} y^2}.$$

Set $\tau = 2e \max\{\kappa, 2\}$. When $y \in (0, 2)$, we have $w_y \leq \kappa - \frac{\tau}{2} e^{-\frac{1}{4} y^2} - \frac{\tau}{y} e^{-\frac{1}{4} y^2} \leq -\frac{\tau}{y} e^{-\frac{1}{4} y^2}$, and

$$J_1 w \leq \left(\frac{y^5}{4} + \frac{y^3}{2} + 2 y\right) \frac{1}{\tau^2} e^{\frac{1}{4} y^2} - 1 \right) \tau e^{-\frac{1}{4} y^2}$$

$$\leq \left(\frac{y^5}{4} + \frac{y^3}{2} + 2 y\right) \frac{1}{\tau^2} e^{\frac{1}{4} y^2} - 1 \right) \tau e^{-\frac{1}{4} y^2}$$

$$\leq \left(16 e^2 - 1\right) \tau e^{-\frac{1}{4} y^2} \leq 0.$$

When $y \geq 2$, we have

$$J_1 w = \left(\frac{y}{4} + \frac{1}{2 y} + \frac{2}{y^3} - \frac{1}{y}\right) \tau e^{-\frac{1}{4} y^2} \leq 0.$$

From comparison principle and $J_1(\kappa y) = 0$, we obtain

$$\kappa y \leq \hat{\phi}_\kappa(R)(y) \leq \kappa y + \frac{\tau}{y} e^{-\frac{1}{4} y^2} \leq \kappa y + \frac{2e(\kappa + 2)}{y} e^{-\frac{1}{4} y^2} \quad \text{for} \quad y \in [0, R].$$
Since $\dot{\phi}'_{k,R} \geq 0$ on $[0, R)$, then $\dot{\phi}_{k,R}(y) \leq \dot{\phi}'_{k,R}(2) \leq \kappa + 2$ for $y \in (0, 2]$. Therefore,

\begin{equation}
(4.14) \quad \kappa y \leq \dot{\phi}_{k,R}(y) \leq \kappa y + \min \left\{ \frac{2e(\kappa + 2)}{y^2}, 3\kappa + 2 \right\} \quad \text{for } y \in [0, R].
\end{equation}

Letting $R \to \infty$ for $\dot{\phi}_{k,R}$, we obtain a function $\phi_k$ to $[1, n]$ in $\mathbb{R}$ with $\dot{\phi}_k(y) = \dot{\phi}_k(-y)$ and $\lim_{y \to \infty} \frac{\phi_k(y)}{y} = \kappa > 0$. Further, $\{(y, \dot{\phi}_k(y)) | y \in \mathbb{R}\}$ is an $E$-minimizing self-expanding curve in $\mathbb{R}^2$, which implies that $\dot{\phi}_k$ is smooth. In particular,

\begin{equation}
(4.15) \quad 0 \leq \dot{\phi}_k(y) - \kappa y \leq \min \left\{ \frac{2e(\kappa + 2)}{y^2}, 3\kappa + 2 \right\} \quad \text{for } y \in (0, \infty).
\end{equation}

\textbf{Remark:} The above estimate may be not sharp for the decay order.

\textbf{Lemma 4.1.} Let $\phi_\lambda$ be a smooth solution to (4.1) for $n \geq 1$ with $\phi_\lambda' \geq 0$ and $\lim_{r \to \infty} \frac{\phi_\lambda(r)}{r} = \lambda > 0$. Then $\lim_{\lambda \to \infty} \phi_\lambda(0) = \infty$.

\textit{Proof.} If the Lemma fails, there are a constant $\lambda_0$ and a sequence $\lambda_i \to \infty$ so that for such solutions $\phi_{\lambda_i}$ there holds $0 \leq \phi_{\lambda_i}(0) \leq \lambda_0$ for each $i \geq 1$. Denote

$$\Sigma_i = \lambda_i \{(x, s) \in \mathbb{R}^{n+1} | s = \phi_{\lambda_i}(|x|) - \phi_{\lambda_i}(0), x \in \mathbb{R}^n\}.$$ 

Then $\Sigma_i$ is a rotationally symmetric graph through the origin and

$$\Sigma_i \subset \lambda_i \{(x, s) \in \mathbb{R}^{n+1} | s = \max \{\lambda_i |x| - \phi_{\lambda_i}(0), 0\}, x \in \mathbb{R}^n\}$$

\begin{equation}
(4.16) \quad = \{(x, s) \in \mathbb{R}^{n+1} | s \geq \lambda_i \max \{|x| - \phi_{\lambda_i}(0), 0\}, x \in \mathbb{R}^n\} 
\end{equation}

\begin{equation}
\subset \{(x, s) \in \mathbb{R}^{n+1} | s \geq \lambda_i \max \{|x| - \lambda_0, 0\}, x \in \mathbb{R}^n\}.
\end{equation}

Denote $p_i = (0, \phi_{\lambda_i}(0)) \in \mathbb{R}^{n+1}$, and $S_i$ be a portion of $\partial B_{k\lambda_0}(0)$ with $k \geq 2$ and boundary $\partial S_i = \partial \Sigma_i \cap \partial B_{k\lambda_0}(0)$ such that $S_i$ belongs to the last term in (4.16). By the definition of $\phi_{\lambda_i}, \Sigma_i$ is a rigid-body motion of an $E$-minimizing self-expanding hypersurface, then

$$\mathcal{H}^n(\Sigma_i \cap B_{k\lambda_0}(0)) \leq \int_{\Sigma_i \cap B_{k\lambda_0}(0)} \frac{|x + p_i|^2}{4\lambda_i^2} d\mu_{\Sigma_i} \leq \int_{S_i} \frac{|x + p_i|^2}{4\lambda_i^2} d\mu_{S_i} = \mathcal{H}^n(S_i)e^{-\frac{(k+1)^2\lambda_0^2}{4\lambda_i^2}}.$$

From the equation of self-expanders, the mean curvature of $\Sigma_i$ is bounded by $\frac{(k+1)\lambda_0}{2\lambda_i^2}$ in $B_{k\lambda_0}(0)$. Combining Theorem 17.6 of [11] and $0 \in \Sigma_i$, for the sufficiently large $i > 0$ we have $\mathcal{H}^n(\Sigma_i \cap B_{k\lambda_0}(0)) \geq \frac{1}{2}\omega_n k^n \lambda_0^n$, where $\omega_n$ is the volume of $n$-dimensional unit ball in $\mathbb{R}^n$. Combining (4.17), we have

$$\mathcal{H}^n(S_i) \geq \frac{1}{2}\omega_n k^n \lambda_0^n$$

for the sufficiently large $i > 0$. From (4.16), for the sufficiently large $i > 0$ we have

$$\limsup_{i \to \infty} \mathcal{H}^n(S_i) \leq \int_{B_{\lambda_0}(0)} \frac{k\lambda_0}{\sqrt{k^2\lambda_0^2 - |x|^2}} dx \leq \frac{k}{\sqrt{k^2 - 1}} \omega_n \lambda_0^n.$$ 

It’s a contradiction for the large $k > 0$. This completes the proof. \hfill \Box

Now we give a Bernstein type theorem for self-expanders. One may compare it with Lemma 6.6

\textbf{Theorem 4.2.} Any smooth self-expander whose tangent cone at infinity is a hyperplane with an integer multiplicity, must be a hyperplane.
5. Asymptotic analysis for self-expanders

5.1. Allard’s type regularity theorem and decay at infinity for varifold self-expanders. Let \( T \) be an \( n \)-dimensional varifold self-expander in \( \mathbb{R}^{n+1} \) with boundary \( \partial T \) in \( B_{R_0} \) for some \( R_0 > 0 \). Set

\[
T : t \in (0, \infty) \to T_t = \sqrt{t}T.
\]

We recall Huisken’s monotonicity formula for the Brakke flow \( T \) with boundary as follows (see formula (1.2) in [9] for instance with the test function replacing by \( \chi_{B_R}(t^{-\frac{1}{2}} \cdot) \)). Here \( \chi_{B_R} \) denotes the characteristic function on \( B_R \), i.e., it is equal to 1 on \( B_R \) and 0 on \( \mathbb{R}^{n+1} \setminus B_R \). Let \( \rho(X, t) = (4\pi(t_0 - t))^{-n/2} \exp \left(-\frac{|X - X_0|^2}{4(t_0 - t)}\right) \) with \( 0 < t < t_0 \), then for almost all \( R \geq R_0 \)

\[
\frac{d}{dt} \int_{T_t \setminus B_{\sqrt{t}R}} \rho d\mu_{T_t} = -\frac{1}{2} t^{-\frac{1}{2}} \int_{\partial(T_t \cap B_{\sqrt{t}R})} \left( \frac{|X^T|}{t} + \left( \frac{X^t - X_0^t}{t_0 - t} \cdot \frac{X^T}{|X^T|} \right) \right) \rho d\mu_{T_t} - \frac{1}{4} \int_{T_t \setminus B_{\sqrt{t}R}} \left( \frac{|X^N}{t} + \frac{(X - X_0)^N}{t_0 - t} \right)^2 \rho d\mu_{T_t}.
\]

(5.1)

Here, \( d\mu_{T_t} \) is the volume element of \( T_t \). We assume that the multiplicity function of the varifold \( T \) is 1 a.e. and \( \sqrt{t}T \) converges to \( [C] \) locally in the varifold sense as \( r \to \infty \). Here, \( C \) is a \( C^{3, \alpha} \)-regular cone in \( \mathbb{R}^{n+1} \) for some \( \alpha \in (0, 1) \), i.e., a cone over a compact, embedded \( C^{3, \alpha} \)-hypersurface without boundary in the sphere \( S^n \).

For any \( X = (X, t) \in \mathbb{R}^{n+1} \times \mathbb{R} \) and \( 0 < r \leq \sqrt{t} \), we define the Gaussian density ratio of \( T \) at \( X \) with radius \( r \) by

\[
\Theta(T, X, r) = \frac{1}{(4\pi t^2)^n/2} e^{-\frac{|Y - X|^2}{4t^2}} \, d\mu_{T_t \setminus B_{\sqrt{t}r}},
\]

and

\[
\Theta(T, X, t) = \lim_{r \to \sqrt{t}} \Theta(T, X, r).
\]

Due to \( C = \lim_{r \to \infty} \frac{1}{\sqrt{t}} T \) in the varifold sense, it follows that for any fixed \( t > 0 \)

\[
\sup_{|X| \geq \frac{1}{\sqrt{t}}} \Theta(T, X, t) = \sup_{|X| \geq \frac{1}{\sqrt{t}}} \frac{1}{Z \in C - X} \frac{1}{(4\pi)^{n/2}} e^{-\frac{|z|^2}{4}},
\]

(5.3)

and

\[
\theta(t) = \frac{1}{4\sqrt{t}} \frac{1}{(4\pi)^{n/2}} e^{-\frac{|z|^2}{4}}.
\]

Thus for any \( 0 < \varepsilon < 1 \), there is a constant \( \varepsilon' = \varepsilon'(\epsilon) > 0 \) such that

\[
\sup_{|X| \geq \frac{1}{\sqrt{t}}, t \in (0, 2]} \Theta(T, X, \sqrt{t}) \leq \sup_{|X| \geq \frac{1}{\sqrt{t}}, t \in (0, 2]} \frac{1}{Z \in C - X} \frac{1}{(4\pi)^{n/2}} e^{-\frac{|z|^2}{4}} < 1 + \frac{\epsilon}{2}.
\]
From \(5.1\) with almost each \(R \in (R_0, R_0 + 1)\), for any \(0 < r \leq \sqrt{t} \leq \sqrt{2}\), any \(X = (X, t)\) with \(|X| \geq \frac{1}{r}\), and the sufficiently small \(\epsilon' > 0\) we get

\[
\Theta(T, X, r) \leq \int_{Y \in T_{t-r}B} \frac{1}{(4\pi r^2)^{n/2}} e^{-\frac{|Y-X|^2}{4r^2}} d\mu_{T_{t-r}^2} + \frac{\epsilon}{4}
\]

\[
< \int_0^{r-t^2} \frac{1}{2} e^{-\frac{1}{2}} \left( \int \frac{|Y-Y|}{s} + \frac{|Y-X|}{t-s} \right) e^{-\frac{|Y-X|^2}{4(t-s)^2}} (4\pi(t-s))^{n/2} ds
\]

\[
+ \frac{1}{(4\pi r^2)^{n/2}} e^{-\frac{|X|^2}{4r^2}} \int_0^{r-t^2} \left( \int \frac{R}{2s} + \frac{\sqrt{2}r + \frac{1}{2}}{2r^2\sqrt{s}} \right) ds
\]

\[
+ \frac{1}{(4\pi r^2)^{n/2}} e^{-\frac{|X|^2}{4r^2}} + \frac{\epsilon}{4}.
\]

Note that \(T_s\) converges as \(s \to 0\) to \(C\) in the varifold sense, then combining Fubini theorem we have

\[
\Theta(T, X, r) \leq \int_{Z \in C - \frac{X}{r}} \frac{1}{(4\pi r^2)^{n/2}} e^{-\frac{|Z|^2}{4r^2}} + \frac{\epsilon}{2}
\]

for some \(R \in (R_0, R_0 + 1)\) and each sufficiently small \(\epsilon' > 0\). Combining \(5.3\) one has

\[
\Theta(T, X, r) \leq \int_{Z \in C - \frac{X}{r}} \frac{1}{(4\pi r^2)^{n/2}} e^{-\frac{|Z|^2}{4r^2}} + \frac{\epsilon}{2}
\]

for any \(0 < r \leq \sqrt{t} \leq \sqrt{2}\), and any \(X = (X, t)\) with \(|X| \geq \frac{1}{r}\). In particular, taking \(t = 1 + r^2\) and \(r \to 0\) implies

\[
\limsup_{r \to 0} \left( \int_{Y \in T} \frac{1}{(4\pi r^2)^{n/2}} e^{-\frac{|Y-X|^2}{4r^2}} d\mu_T \right) \leq 1 + \epsilon
\]

for any \(|X| \geq \frac{1}{r}\).

**Theorem 5.1.** If \(T\) is a multiplicity one \(n\)-varifold self-expander in \(\mathbb{R}^{n+1}\) with boundary \(\partial T\) in \(B_{R_0}\), and its tangent cone at infinity is \(\|C\|\). Then there exists a small constant \(\epsilon_1 > 0\) depending only on \(n, C\) and \(\sup_{x \in \partial T} |x|\) such that \(\text{spt} T \setminus B_{\frac{1}{\epsilon_1}}^{+}\) is smooth.

**Proof.** Let \(H_k(K)\) denote the \(k\)-dimensional Hausdorff measure of \(K\) for any constant \(k \geq 0\) and any set \(K\) in Euclidean space. We claim that for every \(X \in T \cup \left(\mathbb{R}^{n+1} \setminus B_{\frac{1}{r}}^{+}\right)\) (one may find the definition of the notation \(\cup\) in Chapter 15 in [31]), there is a sufficiently small \(\rho_0 > 0\) such that

\[
\frac{H^n(T \cup B_{\rho_0}(X))}{\omega_n \rho_0^n} \leq 1 + 2\epsilon,
\]

where \(\omega_n\) is the volume of \(n\)-dimensional unit ball \(B_1 \subset \mathbb{R}^n\). If not, there exist a point \(X_0 \in T \cup \left(\mathbb{R}^{n+1} \setminus B_{\frac{1}{r}}^{+}\right)\) and a sequence \(\rho_1 > \rho_2 > \cdots > \rho_i \to 0\) such that

\[
\frac{H^n(T \cup B_{\rho_i}(X_0))}{\omega_n \rho_i^n} > 1 + 2\epsilon,
\]
for all $i \geq 1$. By the monotonicity identity 17.3 in [31] and the definition of generalized mean curvature of varifold self-expander $T$, we get

$$\frac{d}{d\rho} \left( \frac{H^n(T \setminus B_\rho(X_0))}{\omega_n \rho^n} \right) \geq -\frac{1}{2} (|X_0| + \rho).$$

Suppose that $\rho_1$ is sufficiently small, then

(5.9) $$\frac{H^n(T \setminus B_\rho(X_0))}{\omega_n \rho^n} > 1 + \frac{3}{2} \epsilon,$$

for every $\rho \in (\rho_i, \rho_1]$. Clearly, we can force $\rho_i \to 0$, such that the inequality (5.9) holds on $(0, \rho_1]$.

For $X_0 = (X_0, 1 + r^2)$, the Gaussian density ratio

(5.10) $$\Theta(T, X_0, r) = \int_{Y \in T} \frac{1}{(4\pi r^2)^{n/2}} e^{-\frac{|Y - X_0|^2}{4r^2}} d\mu_T \geq \int_{Y \in T \cap B_{\rho}(X_0)} \frac{1}{(4\pi r^2)^{n/2}} e^{-\frac{|Y - X_0|^2}{4r^2}} d\mu_T$$

$$= \int_{0}^{\rho_1} \frac{1}{(4\pi r^2)^{n/2}} e^{-\frac{\rho^2}{4r^2}} \frac{d}{d\rho} H^n(T \setminus B_\rho(X_0)) d\rho$$

$$\geq \left( 1 + \frac{3}{2} \epsilon \right) \omega_n \int_{0}^{\rho_1} \frac{1}{(4\pi r^2)^{n/2}} e^{-\frac{\rho^2}{4r^2}} \frac{\rho^n}{2r^2} d\rho$$

$$= \left( 1 + \frac{3}{2} \epsilon \right) \frac{\omega_n}{\pi^{n/2}} \int_{0}^{\rho_1} t^{n/2} e^{-t} dt,$$

where $\omega_n = \frac{\pi^{n/2}}{\Gamma(\frac{n}{2} + 1)}$. Then for any sufficiently small $r \in (0, \rho_1)$ we have

$$\Theta(T, X_0, r) > 1 + \epsilon,$$

which is in contradiction to (5.7). Hence the inequality (5.8) holds. By Allard’s regularity theorem (see Theorem 24.2 in [31] for instance) and the equation of self-expanders, we complete the proof. \[\Box\]

Remark. The area ratios in Theorem 5.1 can be obtained directly from estimates on the initial Gaussian density ratios for small $r$ with the initial regular cone by [22] or [39], as the reviewer pointed out.

In the above theorem, we have obtained that $t \in (0, \infty) \to \sqrt{t} (\text{spt} T)$ is a smooth mean curvature flow on $(\mathbb{R}^{n+1} \setminus B_1) \times (0, \epsilon)^2$. Furthermore, we have a more stronger convergence as follows.

**Lemma 5.2.** As $t \to 0$, $\sqrt{t}T$ converges to the regular cone $C$ in $C^3$-norm.

**Proof.** From (5.6), $\Theta(T, X, r) < 1 + \epsilon$ for any $0 < r \leq \sqrt{t} \leq \sqrt{2}$, and any $X = (X, t)$ with $|X| \geq \frac{1}{\sqrt{t}}$. By White’s regularity theorem [39], we have

(5.11) $$\lim_{|X| \to \infty} |A_T(X)| = 0,$$

where $A_T(X)$ is the second fundamental form of spt$T$ at $X$. 
If there is a sequence of points \( X_i = (X_i, t_i) \in \sqrt{t_i}(\text{spt} T) \) with \( 1 \leq |X_i| \leq 2, t_i \to 0 \) and \( \lim_{i \to \infty} d_H(C, X_i/\sqrt{t_i}) > 0 \). Here, \( d_H \) denotes the Hausdorff distance. Then for any \( \epsilon > 0 \), for the sufficiently small \( \epsilon > 0 \), we have

\[
\int_{Z \in C - X_i/\sqrt{t_i}} \frac{1}{(4\pi)^{n/2}} e^{-|\xi|^2/4} < 1 - \epsilon.
\]

Combining (5.6), we have

\[
1 = \Theta(T, X_i, r_i) \leq \int_{Z \in C - X_i/\sqrt{t_i}} \frac{1}{(4\pi)^{n/2}} e^{-|\xi|^2/4} + \epsilon \leq 1 - \epsilon + \epsilon = 1 - \epsilon/2.
\]

\[\text{It contradicts to } 0 < \epsilon < 1. \text{ Hence, one has}\]

\[
\lim_{r \to \infty} d_H((\text{spt} T) \cap B_{2r} \setminus B_r, C \cap B_{2r} \setminus B_r) = 0.
\]

Let \( \nu_T \) denote the unit normal vector of \( T \) and \( \nu_C \) denote the unit normal vector of \( C \).

Now we claim that

\[
\lim_{|X| \to \infty} \sup_{\xi, \eta \in B_1(X), \xi \in C, \eta \in T} |\nu_C(\xi) - \nu_T(\eta)| = 0.
\]

Namely, for any compact set \( K, \sqrt{t}(\text{spt} T) \cap K \) converges to \( C \cap K \) in \( C^1 \)-norm. Note that the cone \( C \) is of \( C^{3,\alpha} \) class. Analog to the step 1 in the proof of Theorem 1.1 in [38] (with Schauder fixed-point theorem and Schauder estimates for linear parabolic equations), we get \( \sqrt{t}T \) converging to the regular cone \( C \) in \( C^3 \)-norm.

Now let us show the claim (5.15). If (5.15) fails, then there exist a sequence of points \( X_i \) with \( |X_i| \to \infty \) and a constant \( \delta_* > 0 \) such that

\[
\lim_{i \to \infty} \sup_{\xi, \eta \in B_1(X_i), \xi \in C, \eta \in T} |\nu_C(\xi) - \nu_T(\eta)| = \delta_*.\]

For any fixed \( X \in \text{spt} T \), we define a cylindrical domain \( C_r(X) \) by \( \{y + s\nu_T(X) \mid y \perp \nu_T, |y - X| < 10r/\delta_*, |s| < \delta_* r\} \) for all \( r > 0 \) and \( l \geq 1 \). Now we define a sequence Lipschitz function \( \phi_i \) on \( \R^{n+1} \) with Lipschitz constant \( \leq 2/\delta_* \) such that \( \phi_i = 1 \) in \( C_1(X_i), \phi_i = 0 \) in \( \R^{n+1} \setminus C_2(X_i) \). From the mean curvature flow of \( \sqrt{t}(\text{spt} T) \), we have

\[
\int_{\sqrt{t}C} \phi_i - \int_{\sqrt{t} \mathcal{T}} \phi_i \leq \int_s^t \int_{\sqrt{t} \mathcal{T}} |H_{\sqrt{t}T}|^2 \phi_i d\mu_{\sqrt{t}T} d\tau + \int_s^t \int_{\sqrt{t} \mathcal{T}} |H_{\sqrt{t}T}| \cdot \nabla \phi_i |d\mu_{\sqrt{t}T} d\tau
\]

\[
\leq \frac{2}{\delta_*} \int_s^t \int_{\sqrt{t} \mathcal{T} \cap C_2(X_i)} |H_{\sqrt{t}T}| d\mu_{\sqrt{t}T} d\tau
\]

for each \( 0 < s < t \), where \( H_{\sqrt{t}T} \) is the mean curvature of \( \sqrt{t}T \). From (5.11), there is a sequence \( \tau_i \to 0 \) such that \( |H_{\sqrt{t}T}| \leq \frac{\tau_i}{\sqrt{t}} \) on \( \sqrt{t}T \cap C_2(X_i) \). With (5.6), there is a constant \( c \) depending only on \( n \) and the cone \( C \) such that \( H^n(\sqrt{t}T \cap C_2(X_i)) \leq c\delta_*^{-n} \). Then we get

\[
\int_{\sqrt{t}C} \phi_i - \int_{\sqrt{t} \mathcal{T}} \phi_i \leq \frac{2}{\delta_*} \int_s^t c\delta_*^{-n} \tau_i d\tau \leq 4c\tau_0 \delta_*^{-n-1} \sqrt{t},
\]

and letting \( s \to 0 \) implies

\[
\int_T \phi_i \leq \int_C \phi_i + 4c\tau_0 \delta_*^{-n-1}.
\]

By the definition of \( \phi_i \), we have \( \int_T \phi_i \geq \omega_n (\frac{10}{\delta_*})^n \) for the sufficiently large \( i \geq 0 \). With (5.16), \( \int_C \phi_i \leq \frac{1}{2} \omega_n (\frac{10}{\delta_*})^n \) for the sufficiently large \( i \geq 0 \). It’s a contradiction to (5.19). Hence we complete the proof of (5.15), and then complete the proof of this lemma. \(\square\)
From the above lemma, for the sufficiently small \( \epsilon_1 > 0 \), there is a constant \( c_{\epsilon_1} \) depending only on \( n, \epsilon_1 \) and the cone \( C \) such that for any \( X = (X, t) \in (B_2 \setminus B_1) \times (0, \epsilon_1^2] \)

\[
|A_{\sqrt{T}}(X)| \leq c_{\epsilon_1},
\]

where \( A_{\sqrt{T}}(X) \) is the second fundamental form of \( \sqrt{T}(sptT) \) at \( X \). Namely, for any \( r \geq \frac{1}{\epsilon_1} \)

\[
(5.20) \quad |A_T| \leq \frac{c_{\epsilon_1}}{r}
\]
on \( (B_{2r} \setminus B_r) \cap sptT \). Set \( A_C \) be the second fundamental form of \( C \setminus \{0\} \). Then there is a constant \( c > 0 \) such that the norm of the second fundamental form \( |A_C(x)| \leq \frac{c}{r^2} \) at \( x \in C \setminus \{0\} \). Let us recall that \( c \) denotes a positive constant depending only on \( n \) and the cone \( C \) but will be allowed to change from line to line.

For any point \( z \in sptT \) we define a subset \( E_z \) of \( C \) by

\[
\{ \xi \in C \mid |z - \xi| = \text{dist}(z, C) \triangleq \inf_{y \in C} |y - z| \}.
\]

From \( \frac{1}{r} (sptT) \to C \) locally in \( C^3 \)-sense, \( |\xi| \geq \frac{|z|}{2} \) for the large \( |z| > 0 \). Then we have

\[
|z - \xi| \cdot |A_C(\xi)| \leq c \frac{\text{dist}(z, C)}{|\xi|} \leq 2c \frac{\text{dist}(z, C)}{|z|}
\]

and

\[
\limsup_{z \in sptT, |z| \to \infty} \left( \sup_{\xi \in E_z} |z - \xi| \cdot |A_C(\xi)| \right) \leq 2c \limsup_{z \in sptT, |z| \to \infty} \left( \frac{\text{dist}(z, C)}{|z|} \right) = 0.
\]

So there is a constant \( R_1 > \frac{1}{\epsilon_1} \) such that for each \( z \in sptT \setminus B_{R_1} \), \( E_z \) includes only one point denoted by \( z_C \) (see also the proof of Lemma 2.3 in [37]). Hence we can define a function \( f \) by

\[
(5.21) \quad z_C + f(z_C) \nu_C = z,
\]

where \( \nu_C \) is the unit normal vector of \( C \) at \( z_C \) pointing to \( z \). Since \( \frac{1}{r} (sptT) \) converges to the cone \( C \) in \( C^3 \)-sense on \( B_1 \setminus B_{\frac{1}{2}} \) as \( r \to \infty \),

\[
(5.22) \quad \limsup_{y \in C, |y| \to \infty} \left( \sum_{i=0}^{3} |y|^{i-1}|\nabla^i_C f(y)| \right) = 0.
\]

So there is a constant \( R_2 > R_1 \) such that \( f \) satisfies

\[
(5.23) \quad \sum_{i=0}^{3} |y|^{i-1}|\nabla^i_C f(y)| \leq \frac{1}{100}
\]

for every \( y \in C \setminus B_{R_2} \). Furthermore, we have the following estimates.

**Lemma 5.3.** There is a constant \( R_3 \geq R_2 \) depending on \( n, C \) and \( \sup_{x \in \partial T} |x| \), such that at \( y \in C \setminus B_{R_3} \),

\[
(5.24) \quad |\nabla^i_C f(y)| \leq c|y|^{-i-1} \quad \text{for } i = 0, 1.
\]

**Proof.** For any \( x_0 \in C \setminus B_{R_2} \), there is a unique hyperplane \( P \subset \mathbb{R}^{n+1} \) through 0, \( x_0 \) such that \( P \) is tangent to \( C \) at \( x_0 \). In a small tubular neighborhood of the radial line \( \{tx_0\mid t \geq R_3\} \) for a sufficiently large constant \( R_3 \geq R_2 \), \( sptT \) can be seen as a graph over
an open set \( P_0 \subset P \) with the graphic function \( u \) and \( tx_0 \in P_0 \) for all \( t \geq R_3 \). From (5.23), one has
\[
|u(x)| + |x| \cdot |Du(x)| \leq \frac{1}{50} |x|
\]
and
\[
|D^{i+1}u(x)| \leq c|x|^{-i}
\]
for every \( x \in P_0 \), and \( 1 \leq i \leq 2 \). Clearly, \( u(x_0) = f(x_0) \). The normal vector to \( T \) at \( x_0 \) is
\[
-\frac{\nabla_C f(x_0) + \nu_C(x_0)}{\sqrt{1 + |\nabla_C f(x_0)|^2}} = -\frac{Du(x_0) + \nu_C(x_0)}{\sqrt{1 + |Du(x_0)|^2}},
\]
which implies \( \nabla_C f(x_0) = Du(x_0) \). Hence from (5.22) we obtain
\[
\lim_{t \to \infty} (t^{-1}|u(tx_0)| + |x_0| \cdot |Du(tx_0)|) = 0,
\]
and then
\[
\frac{u(x_0)}{|x_0|} = -\int_1^\infty \frac{\partial}{\partial t} \left( \frac{u(tx_0)}{t|x_0|} \right) dt = \int_1^\infty -t x_0 \cdot Du(tx_0) + u(tx_0) t^2 |x_0| dt.
\]
Combining (2.5), (5.25) and (5.26) one gets
\[
|u(x_0)| \leq \frac{1}{2} \int_1^\infty t^{-2} \left| \sum_{i,j} g^{ij} u_{ij} \right| dt
\]
\[
\leq \frac{\sqrt{n}}{2} \int_1^\infty t^{-2} |D^2 u(tx_0)| dt \leq \frac{\sqrt{n}}{2} \int_1^\infty t^{-2} \frac{c}{t|x_0|} dt = \frac{\sqrt{n}c}{4|x_0|}.
\]
Taking derivative on \( x_k \) for (2.5), we obtain
\[
2 \partial_{x_k} \left( \sum_{i,j} g^{ij} u_{ij} \right) = -\sum_i x_i u_{ik}.
\]
Then by (5.25) (5.26), we have
\[
\left| \sum_i x_i u_{ik} \right| \leq c|x|^{-2}.
\]
Hence
\[
|u_k(x_0)| = \left| \int_1^\infty \frac{\partial}{\partial t} u_k(tx_0) dt \right| = \left| \int_1^\infty \sum_i x_i \cdot Du_k(tx_0) dt \right|
\]
\[
\leq \int_1^\infty c \frac{t}{t^3 |x_0|^2} dt = \frac{c}{2|x_0|^2}.
\]
We complete the proof.

Let \( S \) be a scaling \( n \)-dimensional smooth self-expander outside a compact set, whose mean curvature
\[
H_S = p\langle X, \nu \rangle
\]
for some constant \( p \in (0, 1] \). Suppose that the tangent cone of \( [S] \) at infinity is also \( [C] \). Similarly, we can define a function \( \bar{f} \) on \( S \setminus B_{\frac{1}{2}r_S} \) such that \( \text{spt} T \) is a graph over \( S \setminus B_{\frac{1}{2}r_S} \) with the graphic function \( \bar{f} \) outside a compact set. Here, \( r_S \geq 4R_3 \) is a positive constant depending only on \( n, C \) and \( \sup_{x \in \partial S} |x| \). For any \( z \in \text{spt} T \setminus B_{\frac{1}{4}r_S} \) there is a unique point
$z_s \in S$ such that $\tilde{f}(z_s) = |z - z_s| = \text{dist}(z, S) \overset{\Delta}{=} \inf_{y \in S} |z - y|$. Then $z = z_s + \tilde{f}(z_s)\nu_S$ with the normal vector $\nu_S$ of $S$ at $z_s$. Further,

\begin{equation}
\limsup_{z_s \in S, |z_s| \to \infty} \left( \sum_{i=0}^{2} |z_s|^i \left| \nabla_S \tilde{f}(z_s) \right| \right) = 0,
\end{equation}

where $\nabla_S$ is the Levi-Civita connection of $S$.

Assume that $S$ is a graph over $C \setminus B_4$ with the graphic function $\zeta$ outside a compact set. There is a point $z_c \in C$ such that $z_c + f(z_c)\nu_C = z$. By the definition of $\tilde{f}$ we have

\begin{equation}
\tilde{f}(z_s) \leq |z - z_c - \zeta(z_c)\nu_C| \leq |z - z_c| + |\zeta(z_c)| \leq c|z_s|^{-1}.
\end{equation}

There exists a point $\hat{z}_c \in C$ such that $\hat{z}_c + \zeta(\hat{z}_c)\nu_C = z$. The slopes of $f$ at $z_c$ and $\zeta$ at $\hat{z}_c$ are both bounded by $c|z_s|^{-2}$. Let $\theta_z$ denote the angle between the tangent space of $S$ at $z$, and the tangent space of $T$ at $z$, then $|\theta_z| \leq c|z_s|^{-2}$. Hence the slope of $\tilde{f}$ at $z_s$ is bounded by $c|z_s|^{-2}$, namely,

\begin{equation}
|\nabla_S \tilde{f}(z_s)| \leq c|z_s|^{-2} \quad \text{on} \quad S \setminus B_{r_s}.
\end{equation}

5.2. Linearisation and the Jacobi field operator on self-expanders. For any smooth hypersurface $S \subset \mathbb{R}^{n+1}$ (maybe with boundary) and any $C^2$-function $F$ on $S$, we define

\begin{equation}
L_S F \overset{\Delta}{=} \Delta_S F + \frac{1}{2} \langle x, \nabla_S F \rangle + \left( |A_S|^2 - \frac{1}{2} \right) F
\end{equation}

at $x \in S$, where $\Delta_S$, $\nabla_S$, $A_S$ and $H_S$ are Laplacian, the Levi-Civita connection, the second fundamental form and mean curvature of $S$ in $\mathbb{R}^{n+1}$, respectively.

Let $\{e_i\}_{i=1}^n$ be an orthonormal basis at any considered point of $C \setminus \{0\}$, we define the mean curvature of $C$ by $H_C = \langle \nabla_{e_i} e_i, \nu_C \rangle$. Analog to self-shrinkers (Lemma 2.4 of L. Wang [37]), we obtain the following lemma.

**Lemma 5.4.** There are constants $R_4, c > 0$ depending only on $n, C$ and $\sup_{x \in \partial T} |x|$, such that at $x \in C \setminus B_{R_4}$,

\begin{equation}
L_C f + H_C = Q_C(x, f, \nabla_C f, \nabla_C^2 f),
\end{equation}

where $L_C f$ is defined by (5.37) and the function $Q_C(x, f, \nabla_C f, \nabla_C^2 f)$ satisfies

\begin{equation}
|Q_C(x, f, \nabla_C f, \nabla_C^2 f)| \leq c|x|^{-3}(|x| \cdot |f| + |\nabla_C f|).
\end{equation}

**Proof.** In a neighborhood of $x_0 \in C$ with $|x_0| > R_4$, there is a domain $U_0$ including 0 in $\mathbb{R}^n$ so that we can choose a local parametrization of $C$, and a map $F : U_0 \to C$ such that $F(0) = x_0$, $\langle \partial_i F(0), \partial_j F(0) \rangle = \delta_{ij}$ and $\partial_{ij}^2 F(0) = h_{ij}(0)n(x_0)$ with $h_{ij} = \langle \nabla_{\partial_i F} \partial_j F, n \rangle$ and $h_{ij}(0) = 0$ if $i \neq j$. Here $n(x_0) = \nu_C(x_0)$. Then we have $\partial_i n = -\sum_j h_{ij} \partial_j F$. In a neighborhood of $y_0 = x_0 + f(x_0)n(x_0)$, there is a local parameterization of $M$, $F : U_0 \to M$ such that

\begin{equation}
\tilde{F}(p) = F(p) + f(p)n(p),
\end{equation}

for $p \in U_0$. Here, one has identified $f(p)$ and $n(p)$ with $f(F(p))$ and $n(F(p))$ as in [37], respectively. For avoiding confusion, we use the notation $n$ instead of $\nu_C$ in this proof. At $p = 0 \in U_0$, we have

\begin{equation}
\partial_i \tilde{F} = \partial_i F + (\partial_i f)n + f \partial_i n = \partial_i F + (\partial_i f)n - f \sum_j h_{ij} \partial_j F = (1 - h_{ii} f) \partial_i F + (\partial_i f)n,
\end{equation}

for $i \neq j$, and

\begin{equation}
\partial_{ii} \tilde{F} = \partial_{ii} F + (\partial_{ii} f)n + f \partial_{ii} n = 0 + 0 - f \sum_j h_{ij} \partial_{ij} F = -f h_{ii} \partial_i F + (\partial_{ii} f)n.
\end{equation}
and the normal vector to $M$ at $\tilde{F}(0)$

\begin{equation}
\mathbf{N} = -\sum_k \left( \prod_{l\neq k} (1 - h_{ll}f) \right) (\partial_k f) \partial_k \mathbf{F} + \prod_k (1 - h_{kk}f) \mathbf{n}.
\end{equation}

By the proof of Lemma 2.4 in [37], we get at $p = 0$

\begin{equation}
\langle \tilde{F}, \mathbf{N} \rangle = -\sum_k \left( \prod_{l\neq k} (1 - h_{ll}f) \right) \langle F, \partial_k F \rangle (\partial_k f) + \left( \langle F, \mathbf{n} \rangle + f \right) \prod_k (1 - h_{kk}f),
\end{equation}

and

\begin{equation}
\langle \partial_{ij}^2 \tilde{F}, \mathbf{N} \rangle = \frac{\delta_{ij}}{1 + 2h_{ii}f} \left( -h_{ij} - h_{ii}h_{jj}\delta_{ij} + \partial_{ij}^2 f \right) \prod_{k \neq i,j} (1 - h_{kk}f) + Q_{1ij}(x, f, \nabla C f),
\end{equation}

where $|Q_0(x, f, \nabla C f)| \leq c|f|\cdot|\nabla C f|$, $|Q_{1ij}(x, f, \nabla C f)| \leq c|x_0|^{-1} |\nabla C f|^2 + c|x_0|^{-2} |f|\cdot|\nabla C f|$.

Let $g = g_{ij} dx_i dx_j$ be the metric of $M$ with 1-form $dx_i$ on $U_0$. Then

\[ g_{ij} = \langle \partial_i \tilde{F}, \partial_j \tilde{F} \rangle = \frac{\delta_{ij}}{1 + 2h_{ii}f} \left( 1 - h_{ij}f \right) (1 - h_{jj}f) \delta_{ij} + (\partial_i f)(\partial_j f), \]

Hence

\begin{equation}
\langle \Delta_T \tilde{F}, \mathbf{N} \rangle = \frac{1}{2} \langle \tilde{F}, \mathbf{N} \rangle.
\end{equation}

Namely,

\begin{equation}
\sum_{i,j} g^{ij} \langle \partial_{ij}^2 \tilde{F}, \mathbf{N} \rangle = \frac{1}{2} \langle \tilde{F}, \mathbf{N} \rangle.
\end{equation}

Combining \((5.44), (5.46), (5.48)\), we obtain

\begin{equation}
\sum_k \partial_{kk}^2 f + \frac{1}{2} \sum_k \langle F, \partial_k F \rangle (\partial_k f) + \left( \frac{|A_C|^2 - \frac{1}{2}}{2} \right) f + H_C + Q_3(x, f, \nabla C f, \nabla^2 C f) = 0,
\end{equation}
and
\[
\|Q_3(x,f,\nabla C f,\nabla^2 C f)\| \leq c(Q_0(x,f,\nabla C f) + Q_{1ij}(x,f,\nabla C f) \\
+ Q_{2ij}(x,f,\nabla C f) (|\nabla^2 C f| + |x_0|^{-1}) + |x_0|^{-1}|f||\nabla^2 C f|)
\]
(5.50)

\[
\leq c(Q_0(x,f,\nabla C f) + Q_{1ij}(x,f,\nabla C f) + |x_0|^{-2}|f|)
\]
\[
\leq c|x_0|^{-3} (|x_0| \cdot |f| + |\nabla C f|),
\]
where we have used (5.23) and (5.24) in the above inequality. By
\[
\sum_k \partial^2_{kk} f(p) = \sum_k \partial^2_{kk} f(F(p)) = \sum_k \partial_k (\nabla C f, \partial_k F)
\]
(5.51)

\[
= \Delta C f + \sum_k (\nabla C f, \partial^2_{kk} F) = \Delta C f + \sum_k (\nabla C f, h_{kk} n) = \Delta C f,
\]
we complete the proof. \(\square\)

Analog to the computation in the proof of Theorem 5.38, from (5.34)-(5.36) we get the following corollary.

**Corollary 5.5.** Let \(S\) be a scaling \(n\)-dimensional smooth self-expander satisfying (5.33) for some constant \(p \in (0,1]\) outside a compact set. If a self-expander \(T\) can be represented as a smooth graph over \(S\) with the smooth graphic function \(f\) outside a compact set, and with the same \(C^{3,\alpha}\)-regular tangent cone \(C\) at infinity as \(S\). Then there is a constant \(\bar{r}_S > r_S > 0\), such that at \(x \in S \setminus B_{\bar{r}_S}\),
\[
L_S f + \left(1 - \frac{1}{2p}\right) H_S = Q_S(x,f,\nabla S f,\nabla^2 S f),
\]
(5.52)

where the function \(Q_S(x,f,\nabla S f,\nabla^2 S f)\) satisfies
\[
|Q_S(x,f,\nabla S f,\nabla^2 S f)| \leq c|x|^{-3} (|x| \cdot |f| + |\nabla S f|).
\]
(5.53)

Now we consider an operator \(L_0\) defined by
\[
L_0 w = (1 - n)e^{-\frac{x^2}{4}} \frac{\partial}{\partial r} \left( e^{\frac{x^2}{4}} r^{n-1} \frac{\partial w}{\partial r} \right) - \frac{w}{2}.
\]
(5.54)

For any \(r \in \mathbb{R}\) and \(r > 0\), we have
\[
L_0 \left(r^{-n-1+\tau} e^{-\frac{x^2}{4}}\right) = \left(-\frac{\tau}{2} + \frac{3(n+1)-(n+4)\tau+\tau^2}{r^2}\right) r^{-n-1+\tau} e^{-\frac{x^2}{4}}.
\]
(5.55)

Then for any \(s \in \mathbb{R}\)
\[
L_0 \left(t(r+s)r^{-n-2} e^{-\frac{x^2}{4}}\right) = tr^{-n-2} e^{-\frac{x^2}{4}} \left( \frac{s}{2} + \frac{3n+3}{r} + \frac{4n+8}{r^2} \right).
\]
(5.56)

Let \(\Sigma\) be an \((n-1)\)-dimensional embedded \(C^{3,\alpha}\)-regular hypersurface in \(S^n\) and \(C = C\Sigma\) is a cone over \(\Sigma\). Let \(A_\Sigma\) denote the second fundamental form of \(\Sigma\). Denote \(x = r\xi \in C\Sigma \setminus \{0\}\) with \(r > 0\) and \(\xi \in \Sigma\). For any \(\psi \in C^2(\Sigma \times \mathbb{R}^+) = C^2(C\Sigma \setminus \{0\})\), by (5.37) we have
\[
L_{\Sigma} \psi = L_0 \psi + \frac{1}{r^2} (\Delta_\Sigma + |A_\Sigma|^2) \psi.
\]
(5.57)

Clearly, \(\Delta_\Sigma + |A_\Sigma|^2\) is an elliptic operator with eigenfunctions \(\{\varphi_k\}_{k=1}^\infty\) (with \(\varphi > 0\)) and corresponding eigenvalues \(\lambda_1 < \lambda_2 \leq \lambda_3 \leq \cdots \leq \lambda_k \cdots < \infty\). Namely,
\[
\Delta_\Sigma \varphi_k + |A_\Sigma|^2 \varphi_k + \lambda_k \varphi_k = 0.
\]
(5.58)
We assume \( f_{\Sigma} |\varphi_k|^2 = 1 \) for each \( k \), then \( \{\varphi_k\}_{k=1}^{\infty} \) forms an orthonormal basis of \( L^2(\Sigma) \).

5.3. Asymptotic decay estimates for self-expanders. Now let us study the asymptotic decay estimates for self-expanders which converge to the mean convex cone by the Jacobi field operator on self-expanders at infinity. Recall the definition for the mean convex cone in section 1 of this paper.

**Lemma 5.6.** Let \( C \) be an \( n \)-dimensional \( C^{3,\alpha} \)-regular mean convex cone pointing into \( \Omega \) in \( \mathbb{R}^{n+1} \) with \( \partial \Omega = C \). If outside a compact set, \( M \) is a smooth self-expander in \( \Omega \), which is a graph over \( C \) with the positive graphic function \( f \). Then there are constants \( \epsilon_2 > 0 \) and \( R_5 > 0 \) such that on \( C \setminus B_{R_5} \), we have

\[
(5.59) \quad f(\xi r) \geq \epsilon_2 r^{n-1} e^{-t^2} \varphi_1(\xi).
\]

**Proof.** Combining (5.56) (5.57) and (5.58), we obtain

\[
(5.60) \quad L_C \left( t(r+s) r^{-n-2} e^{-t^2} \varphi_1 \right) = \left( \frac{s}{2} + \frac{3n+3}{r} + \frac{4n+8}{r^2} s - \frac{r+s}{r^2} \lambda_1 \right) t r^{-n-2} e^{-t^2} \varphi_1.
\]

There is a constant \( R_5 > R_4 \) depending only on the cone \( C \), such that on \( C \setminus B_{R_5} \), we have

\[
(5.61) \quad L_C \left( t(r+1) r^{-n-2} e^{-t^2} \varphi_1 \right) \geq \frac{1}{3} t r^{-n-2} e^{-t^2} \varphi_1
\]

for any \( t > 0 \). Since \( f \) is positive, then there is a sufficiently small constant \( \epsilon_{R_5} > 0 \) such that

\[
\inf_{\partial B_{R_5}} \left( f - \epsilon_{R_5} (R_5 + 1) R_5^{-n-2} e^{-r^2} \varphi_1 \right) \geq 0.
\]

Denote \( \phi = \epsilon_{R_5} (r+1) r^{-n-2} e^{-r^2} \varphi_1 \) for convenience. Suppose that \( R_5 \) is sufficiently large such that \( |A_C|^2 < \frac{1}{100} \) on \( C \setminus B_{R_5} \). We assume that there is a point \( z = (p, r) \in \Sigma \times (R_5, \infty) \) such that

\[
(5.62) \quad f(z) - \phi(z) = \inf_{C \setminus B_{R_4}} (f - \phi) < 0.
\]

Then \( \nabla_C f = \nabla_C \phi \), and \( \Delta_C (f - \phi) \geq 0 \) at \( z \). However, combining \( H_C \geq 0 \), (5.35) and (5.61) at \( z \) we have

\[
(5.63) \quad \begin{align*}
0 < & \left( \frac{1}{100} - \frac{1}{2} \right) (f - \phi) \leq \Delta_C (f - \phi) + 2 (z, \nabla_C (f - \phi) + \left( |A_C|^2 - \frac{1}{2} \right) (f - \phi) \\
= & L_C f - L_C \phi < Q_C (z, f, \nabla_C f, \nabla^2_C f) - H_C - \frac{\phi}{3(|z| + 1)} \\
\leq & C \left( \frac{|f|}{|z|^2} + \frac{|
abla_C f|}{|z|^3} \right) - \frac{\phi}{3(|z| + 1)} \\
\leq & C \left( \frac{\phi}{|z|^2} + \frac{|
abla_C \phi|}{|z|^3} \right) - \frac{\phi}{3(|z| + 1)},
\end{align*}
\]

which is impossible for the sufficiently large \( R_5 \) since \( \phi \) is a smooth positive function. Hence (5.62) does not hold, i.e.,

\[
(5.64) \quad \inf_{C \setminus B_{R_5}} (f - \phi) \geq 0,
\]

and then we complete the proof. \( \square \)
\textbf{Lemma 5.7.} Let $S$ be a scaling smooth self-expander satisfying [5.33] with a constant $p \in (0, 1]$ outside a compact set. If a self-expander $M$ can be represented as a smooth graph over $S$ with the graphic function $\tilde{f}$, and $M$ has the same $C^{3,\alpha}$-regular tangent cone $C$ at infinity as $S$. Denote $\pi_S$ be the projection from $C$ to $S$. Then there are constants $R_0 > 0$ independent of $p$, and $\epsilon_3 > 0$, such that if $\tilde{f} \circ \pi_S$ is positive on $C \cap B_{R_0}$, then for any $\xi \in C \setminus B_{R_0}$ we have

\begin{equation}
\label{5.65}
\tilde{f} \circ \pi_S(\xi) \leq \epsilon_3^{-1} r^{-n-1} e^{-\frac{r^2}{4}} \varphi_1(\xi) \quad \text{if} \quad \left(\frac{1}{2p} - 1\right) H_S \geq 0,
\end{equation}

and

\begin{equation}
\label{5.66}
\tilde{f} \circ \pi_S(\xi) \geq \epsilon_3^{-1} r^{-n-1} e^{-\frac{r^2}{4}} \varphi_1(\xi) \quad \text{if} \quad \left(\frac{1}{2p} - 1\right) H_S \leq 0.
\end{equation}

\textit{Proof.} Let $C = C\Sigma$ be the regular tangent cone of $S$ at infinity, with the metric $g_C$ and the Levi-Civita connection $\nabla_C$ outside the vertex, respectively. Up to a compact set, $S$ can be seen as a graph over $C$ with a graphic function $f$. Let $\{\xi\}$ be a curve coordinate of $C$ and $g_C = \sigma_{ij} d\xi_i d\xi_j$, then the metric of $S$ can be denoted by

\[ \bar{g} = \bar{g}_{ij} d\xi_i d\xi_j = (\sigma_{ij} + \bar{D}_i f \bar{D}_j f) d\xi_i d\xi_j, \]

where $\bar{D} = \nabla_C$, and $\bar{D}_i f = (\bar{D}_i f, \frac{\partial f}{\partial \xi_i})$ for convenience. Moreover,

\[ \bar{g}^{ij} = \sigma^{ij} - \frac{\bar{D}^i f \bar{D}^j f}{1 + |\bar{D} f|^2}, \quad \det \bar{g}_{ij} = (1 + |\bar{D} f|^2) \det \sigma_{ij}, \]

where $\bar{D}^i f = \sigma^{ij} \bar{D}_j f$ and $|\bar{D} u|^2 = \sigma^{ij} \bar{D}_i f \bar{D}_j f$. Let $\nu_C$ be the unit normal vector of $C$. There is a sufficiently large constant $R_0 > 0$ such that for each $X \in S \setminus B_{R_0}$, there is a unique $x \in C$ with $X = x + f(x) \nu_C$. Hence for any $F \in C^2(S)$ and $X = x + f(x) \nu_C \in S$, we identify $F(X)$ with $F(x)$. Then it follows that (see formula (2.2) in [11] for instance)

\begin{equation}
\label{5.67}
\Delta_S F = \frac{1}{\sqrt{g_{kl}}} \partial_{\xi_l} \left( \sqrt{g_{kl}} \bar{g}^{ij} \partial_{\xi_j} F \right) = \Delta_C F + P_1(X, \nabla_C F),
\end{equation}

where $|P_1(X, \nabla_C F)| \leq c |X|^{-5} |\nabla_C F|$. Since

\[ \nu \equiv \frac{1}{\sqrt{1 + |\nabla_C f|^2}} \left( - \sum_i \bar{D}^i f \frac{\partial}{\partial \xi_i} + \nu_C \right) \]

is the unit normal vector of $S$, one gets

\begin{equation}
\label{5.68}
\nabla_S F = \sum_i \bar{D}^i F \frac{\partial}{\partial \xi_i} - \left( \sum_i \bar{D}^i f \frac{\partial}{\partial \xi_i} \nu \right) = \sum_i \bar{D}^i F \frac{\partial}{\partial \xi_i} + \frac{\langle \nabla_C f, \nabla_C F \rangle}{\sqrt{1 + |\nabla_C f|^2}} \nu
\end{equation}

\begin{align*}
= & \sum_i \left( \bar{D}^i F - \frac{\langle \nabla_C f, \nabla_C F \rangle}{1 + |\nabla_C f|^2} \bar{D}^i f \right) \frac{\partial}{\partial \xi_i} + \frac{\langle \nabla_C f, \nabla_C F \rangle}{1 + |\nabla_C f|^2} \nu_C \\
= & \nabla_C F - \frac{\langle \nabla_C f, \nabla_C F \rangle}{1 + |\nabla_C f|^2} \nabla_C f + \frac{\langle \nabla_C f, \nabla_C F \rangle}{1 + |\nabla_C f|^2} \nu_C,
\end{align*}

and

\begin{equation}
\label{5.69}
\langle X, \nabla_S F \rangle = \langle x, \nabla_C F \rangle + (f - \langle x, \nabla_C f \rangle) \frac{\langle \nabla_C f, \nabla_C F \rangle}{1 + |\nabla_C f|^2} = \langle x, \nabla_C F \rangle + P_2(x, \nabla_C F),
\end{equation}

with $|P_2(x, \nabla_C F)| \leq c |x|^{-3} |\nabla_C F|$. 

Now we identify $\tilde{f}(X)$ with $\tilde{f}(x)$ for $X = x + f(x)\nu_C \in S$. From (5.20), we have $|A_S|^2 \leq c|x|^{-2}$ at the point $X$. For any $x \in S \setminus B_{R_6}$, one has
\begin{equation}
(5.70) \quad L_S \tilde{f} = \Delta_C \tilde{f} + \frac{1}{2}(x, \nabla_C \tilde{f}) + \left(|A_C|^2 - \frac{1}{2}\right) \tilde{f} + \tilde{P}(x, \tilde{f}, \nabla_C \tilde{f}, \nabla^2_C \tilde{f}),
\end{equation}
where the function $\tilde{P}$ satisfies
\begin{equation}
(5.71) \quad \left|\tilde{P}(x, \tilde{f}, \nabla_C \tilde{f}, \nabla^2_C \tilde{f})\right| \leq c|x|^{-2} \left(|\tilde{f}| + |x|^{-1}|\nabla_C \tilde{f}|\right).
\end{equation}

For the sufficiently large $R_6 > 0$, from (5.56) one has
\begin{equation}
(5.72) \quad L_C \left(t(r-s)r^{-n-2}e^{-\frac{r^2}{4}}\varphi_1\right) < -\frac{t}{3}sr^{-n-2}e^{-\frac{r^2}{4}}\varphi_1
\end{equation}
on $C \setminus B_{R_6}$ for any constants $t > 0$ and $s \geq 1$. There is a constant $\beta_{R_6} > 0$ such that
\[
\sup_{\partial B_{R_6}} \left(\tilde{f} - \beta_{R_6}(r-1)r^{-n-2}e^{-\frac{r^2}{4}}\varphi_1\right) = 0.
\]
Denote $\psi = \beta_{R_6}(r-1)r^{-n-2}e^{-\frac{r^2}{4}}\varphi_1$ for convenience. Suppose $|A_C|^2 \leq \frac{1}{200}$ on $S \setminus B_{R_6}$ for the sufficiently large constant $R_6$.

When $\left(\frac{1}{2p} - 1\right) H_S \geq 0$, we claim
\begin{equation}
(5.73) \quad \sup_{z \in C \setminus B_{R_6}} \left(\tilde{f}(z) - \psi(z)\right) \leq 0.
\end{equation}
If not, there is a point $z \in C \setminus B_{R_6}$ such that $\tilde{f}(z) - \psi(z) = \sup_{z \in C \setminus B_{R_6}} (\tilde{f} - \psi) > 0$, then $\nabla_C \tilde{f} = \nabla_C \psi$, and $\Delta_C (\tilde{f} - \psi) \leq 0$ at $z$. However, from (5.70) (5.72) and Corollary 5.3 at $z$ we have
\begin{equation}
(5.74) \quad \left(\frac{1}{100} - \frac{1}{2}\right) (\tilde{f} - \psi) \geq \Delta_C (\tilde{f} - \psi) + \frac{1}{2}(z, \nabla_C (\tilde{f} - \psi)) + \left(|A_C|^2 - \frac{1}{2}\right) (\tilde{f} - \psi)
\end{equation}
\[= L_C \tilde{f} - L_C \psi \geq L_S \tilde{f} - \tilde{P}(z, \tilde{f}, \nabla_C \tilde{f}, \nabla^2_C \tilde{f}) + \frac{1}{3(|z| - 1)} \psi
\]
\[\geq -c|z|^{-2} \left(|\tilde{f}| + |x|^{-1}|\nabla_C \tilde{f}|\right) + \frac{1}{3(|z| - 1)} \psi
\]
\[= -c|z|^{-2}(\tilde{f} - \psi) - c|z|^{-2} \left(\psi + |z|^{-1}|\nabla_C \psi|\right) + \frac{1}{3(|z| - 1)} \psi,
\]
which is in contradiction to the sufficiently large constant $R_6$. In particular, $R_6$ is independent of $p \in (0, 1]$. Hence we obtain the claim (5.73).

Similarly, for $\left(\frac{1}{2p} - 1\right) H_S \leq 0$ we can show $\tilde{f} \geq \epsilon_3 r^{-n-1}e^{-\frac{r^2}{4}}\varphi_1$ if $\epsilon_3$ is sufficiently small and $R_6$ is sufficiently large. $\square$

Combining Lemma 5.6 and Lemma 5.7, we get the following corollary.

**Corollary 5.8.** Let $C$ be an $n$-dimensional regular, minimal but not minimizing cone in $\mathbb{R}^{n+1}$. If outside a compact set, $M$ is a self-expander in one of components of $\mathbb{R}^{n+1} \setminus C$, ...
which is a graph over $C$ with the positive graphic function $f$. Then there are constants $\varepsilon_4 > 0$ and $R_7 > 0$ such that for each $\xi r \in C \setminus B_{R_7}$ we have
\begin{equation}
\varepsilon_4 r^{-n-1} e^{-\frac{\xi^2}{r^2}} \phi_1(\xi) \leq f(\xi r) \leq \varepsilon_4^{-1} r^{-n-1} e^{-\frac{\xi^2}{r^2}} \phi_1(\xi).
\end{equation}

Recall that $\Sigma$ is an $(n - 1)$-dimensional embedded $C^{3,\alpha}$-regular manifold in $\mathbb{S}^n$ with positive mean curvature $H_\Sigma$. For all $x \in C \setminus \{0\}$, by the definition of $L_C$ in (5.57) we have
\begin{equation}
L_C f = \frac{\partial^2 f}{\partial r^2} + \frac{n - 1}{r} \frac{\partial f}{\partial r} + \frac{r \frac{\partial f}{\partial r}}{2} - \frac{f}{2} + \frac{1}{r^2} (\Delta f + |A_\Sigma|^2 f).
\end{equation}
Set
\[ \zeta_\alpha = \frac{H_\Sigma}{r} + \frac{\alpha}{r^3} \]
for each constant $\alpha \in \mathbb{R}$. Note that the mean curvature of $C$: $H_C = \frac{1}{|f|} H_\Sigma$ at $x \in C \setminus \{0\}$, then
\begin{equation}
L_C \zeta_\alpha + H_C = \frac{1}{r^2} ((|A_\Sigma|^2 + 3 - n) H_\Sigma + \Delta H_\Sigma - 2\alpha) + \frac{|A_\Sigma|^2 + 3(5 - n) \alpha}{r^3}.
\end{equation}
So there exists a constant $\alpha_0 > 0$ depending only on $n$ and the cone $C$, such that for any $|\alpha| \geq \alpha_0$ we have
\begin{equation}
L_C \zeta_\alpha + H_C \begin{cases} > - \frac{\alpha}{r^3}, & \alpha < 0 \\ < - \frac{\alpha}{r^3}, & \alpha > 0. \end{cases}
\end{equation}

**Lemma 5.9.** Let $C$ be an $n$-dimensional $C^{3,\alpha}$-regular cone in $\mathbb{R}^{n+1}$ with positive mean curvature pointing into $\Omega$, which is one of components of $\mathbb{R}^{n+1} \setminus C$. If outside a compact set, $M$ is a smooth self-expander in $\Omega$, which is a graph over $C$ with the graphic function $f$. Then there are constants $K_C > 0$ and $R_8 > 0$ such that we have
\begin{equation}
\frac{H_\Sigma(\xi)}{r} - \frac{K_C}{r^3} \leq f(\xi r) \leq \frac{H_\Sigma(\xi)}{r} + \frac{K_C}{r^3} \quad \text{for any } \xi r \in C \setminus B_{R_8},
\end{equation}
where $H_\Sigma(\xi)$ is the mean curvature of $\Sigma$ at $\xi$.

**Proof.** Suppose that $|A_C|^2 < \frac{1}{100}$ on $C \setminus B_{R_8}$ for a sufficiently large constant $R_8 \geq R_4$. Let $\beta$ be a constant depending on $R_8$ such that $\beta \leq K_0$ $\triangleq \max\{c(\sup_\Sigma H_\Sigma + 1), \alpha_0\}$ and $\inf_{\partial B_{R_8}} (f - \zeta_\beta) \geq 0$. We claim
\begin{equation}
\inf_{z \in C \setminus B_{R_8}} (f(z) - \zeta_\beta(z)) \geq 0
\end{equation}
for the sufficiently large $R_8 > 0$. If not, there is a point $z = \xi r \in C \setminus B_{R_8}$ such that
\begin{equation}
f(z) - \zeta_\beta(z) = \inf_{C \setminus B_{R_8}} (f - \zeta_\beta) < 0,
\end{equation}
then $\nabla_C f = \nabla_C \zeta_\beta$, and $\Delta_C (f - \zeta_\beta) \geq 0$ at $\xi r$. Note that $f$ is positive and $|z| = r > R_8$, then by (5.38) and (5.78) at $z$ we get
\begin{equation}
\left( \frac{1}{100} - \frac{1}{2} \right) (f - \zeta_\beta) \leq \Delta_C (f - \zeta_\beta) + \frac{1}{2} (\xi, \nabla_C (f - \zeta_\beta)) + \left( |A_C|^2 - \frac{1}{2} \right) (f - \zeta_\beta)
\end{equation}
\begin{align}
&= L_C f - L_C \zeta_\beta = Q(\xi, f, \nabla_C f, \nabla_C^2 f) - L_C \zeta_\beta - H_C \\
&\leq c \frac{1}{|z|^3} (|z| \cdot |f| + |\nabla_C f|) + \frac{\beta}{|z|^3} \\
&\leq c \frac{1}{|z|^3} (|z| \cdot |f - \zeta_\beta| + |z| \cdot |\zeta_\beta| + |\nabla_C \zeta_\beta|) + \frac{\beta}{|z|^3},
\end{align}
which implies

\[
(5.83) \quad 0 \leq \frac{c}{|z|^3} \left( |z| \cdot |\zeta_b| + |\nabla_C \zeta_b| + \frac{\beta}{|z|^3} \right)
\]

for the sufficiently large \( R_8 > 0 \). By the definition of \( \zeta_b \) we get

\[
(5.84) \quad 0 < \frac{c}{|z|^3} \left( H_{\Sigma} - \frac{\beta}{|z|^2} + \left| \nabla_C \left( \frac{H_{\Sigma}}{|z|} \right) \right| - \frac{4\beta}{|z|^4} \right) + \frac{\beta}{|z|^3}.
\]

For the sufficiently large \( R_8 > 0 \), (5.84) does not hold for \( \beta \leq K_0 \) and \( r \geq R_8 \). Hence we get the claim (5.80).

There is a constant \( \Lambda \geq -K_0 > 0 \) depending on \( R_8 \) such that \( \sup_{\partial B_{R_8}} (f - \zeta_\Lambda) \leq 0 \). We claim

\[
(5.85) \quad \sup_{z \in C \setminus B_{R_8}} (f(z) - \zeta_\Lambda(z)) \leq 0,
\]

for the sufficiently large \( R_8 > 0 \). If not, there is a point \( z' \in C \setminus B_{R_8} \) such that

\[
(5.86) \quad f(z') - \zeta_\Lambda(z') = \sup_{C \setminus B_{R_8}} (f - \zeta_\Lambda) > 0,
\]

then \( \nabla f = \nabla C \zeta_\Lambda \), and \( \Delta_C (f - \zeta_\Lambda) \leq 0 \) at \( z' \). However, by (5.38) and (5.78) at \( z' \)

\[
\left( \frac{1}{100} - \frac{1}{2} \right) (f - \zeta_\Lambda) \geq \Delta_C (f - \zeta_\Lambda) + \frac{1}{2} \langle z', \nabla_C (f - \zeta_\Lambda) \rangle + \left( |A_C|^2 - \frac{1}{2} \right) (f - \zeta_\Lambda)
\]

\[= L_C f - L_C \zeta_\Lambda = Q(z', f, \nabla_C f, \nabla_C^2 f) - L_C \zeta_\Lambda - H_C \]

\[
\geq -\frac{c}{|z'|^3} \left( |f| + |\nabla f| \right) + \frac{\Lambda}{|z'|^3}
\]

\[= -\frac{c}{|z'|^2} (f - \zeta_\Lambda) - \frac{c}{|z'|^3} \left( |\zeta_\Lambda| + |\nabla C \zeta_\Lambda| \right) + \frac{\Lambda}{|z'|^3}.
\]

For the sufficiently large \( R_8 > 0 \) we have

\[
(5.88) \quad 0 > -\frac{c}{|z'|^3} \left( H_{\Sigma} + \frac{\Lambda}{|z'|^2} + \left| \nabla_C \left( \frac{H_{\Sigma}}{|z'|} \right) \right| + \frac{4\Lambda}{|z'|^4} \right) + \frac{\Lambda}{|z'|^3}.
\]

The above inequality does not hold for any \( \Lambda \geq R_8 \) and \( |z'| \geq R_8 \), if \( R_8 \) is sufficiently large. Therefore, (5.85) holds, and we complete the proof. \( \square \)

6. Existence for self-expanders

By the dimension estimates of singular sets for minimizing currents in codimension 1 (see Theorem 37.7 in [31] for example), if \( T \) is an \( E \)-minimizing self-expanding current in \( \mathbb{R}^{n+1} \), then \( \mathcal{H}^s(\text{Sing} T) = 0 \) for any \( s \geq \max\{0, n - 7 + \alpha\} \) with \( \alpha > 0 \) because \( T \) is a minimizing current in \( \left( \mathbb{R}^{n+1}, e^{\frac{|X|^2}{2n}} \sum_{i=1}^{n+1} d x_i^2 \right) \) with \( |X|^2 = \sum_{i=1}^{n+1} x_i^2 \). There are quite a few of works on maximum principle for singular minimal hypersurfaces in smooth manifolds. For convenience, we need the following maximum principle obtained by Solomon-White in [35].

**Lemma 6.1.** Let \( \Omega \) be a domain in a space \( N \) with the smooth boundary \( \partial \Omega \), and \( T \) be a stationary varifold in \( \Omega \), where \( N = \left( \mathbb{R}^{n+1}, e^{\gamma |X|^2} \sum_{i=1}^{n+1} d x_i^2 \right) \) for a constant \( \gamma \geq 0 \). If there is a point \( x \in \text{spt} T \cap \partial \Omega \setminus \partial(\text{spt} T) \), and \( \partial \Omega \) has nonnegative mean curvature pointing into \( \Omega \) in a neighborhood \( O_x \) of \( x \), then \( \text{spt} T \cap O_x = \partial \Omega \cap O_x \).
Let us recall a sharp strong maximum principle for singular minimal hypersurfaces in manifolds, recently showed by N. Wickramasekera [41] (the ones in [40] or [20] are also sufficient for E-minimizing cases by dimension estimates). In particular, we can choose the ambient manifold to be \((\mathbb{R}^{n+1}, e^{\frac{|x|^2}{2n}} \sum_{i=1}^{n+1} dx_i^2)\).

Lemma 6.2. Let \(C_V\) be a stationary cone in \(\mathbb{R}^{n+1}\) with integer multiplicity and with singular set \(\text{Sing}C_V\) satisfying \(\mathcal{H}^{n-1}(\text{Sing}C_V) = 0\), and \(\Omega\) be a domain with \(\partial \Omega = \text{spt}C_V\). If \(T\) is an \(n\)-dimensional integer varifold self-expander in \(\overline{\Omega}\) with \(\partial T = 0\), then either \(\text{spt}T \cap \text{spt}C_V = \emptyset\) or \(\text{spt}T = \text{spt}C_V\).

6.1. Existence for E-minimizing self-expanding currents. For any current \(S\) in \(\mathbb{R}^{n+1}\), let \(S \setminus K = S_r(\mathbb{R}^{n+1} \setminus K)\) for any set \(K \in \mathbb{R}^{n+1}\). Here, the notation \(\setminus\) can be found in Chapter 26 in [31].

Ilmanen [18] proved the existence of self-expanding hypersurfaces with prescribed tangent cones at infinity. For completeness, we give another proof for \(C^2\)-regular cones by constructing a family of barrier functions.

Theorem 6.3. Let \(C\) be a cone over an embedded \(C^2\)-regular hypersurface in \(S^n\), then there is a multiplicity one \(E\)-minimizing self-expanding current \(T\) in \(\mathbb{R}^{n+1}\) with \(\partial T = 0\) such that the tangent cone of \(T\) at infinity is \([C]\).

Proof. By the assumption, principal curvature of \(\Sigma \triangleq C \cap S^n\) are uniformly bounded. Then there is a uniform positive constant \(0 < \kappa < \frac{1}{2}\) depending only on \(C\) so that for any \(y \in C \setminus \{0\}\), we have two cones \(C_{\kappa, \pm}\) centered at the origin isometric to \(\{(x, |x|/\kappa) \mid x \in \mathbb{R}^n\}\) such that \(C_{\kappa, \pm} \cap C\) are the same radial line through \(y\). Obviously, there are two unique points \(y_{\pm}\) related to \(y\) with \(|y_{\pm}| = |y|\) such that \(C_{\kappa, \pm} \subset \{X \in \mathbb{R}^{n+1} \mid \langle X, y_{\pm}\rangle > 0\}\) are rotational symmetric w.r.t. the lines \(\{ty_{\pm} \mid t \in \mathbb{R}\}\), respectively.

By compactness theorem for currents (see [20] [31] for instance), there exists an open set \(E_r \subset \mathbb{R}^{n+1}\) for any \(r > 0\) such that \(\partial E_r \setminus B_r = C \setminus B_r\) and

\[
\int_{B_r} |D\chi_{E_r}| e^{\frac{|x|^2}{4}} dX = \inf \left\{ \int_{B_r} |D\chi_U| e^{\frac{|x|^2}{4}} dX \mid \partial U \setminus B_r = C \setminus B_r \right\}.
\]

Hence \(\partial [E_r]_{L^1}\) is an \(n\)-dimensional multiplicity one \(E\)-minimizing self-expanding current in \(B_r\). Then the singular set of \(\partial [E_r]_{L^1}\) has Hausdorff dimension \(\leq n - 7\) in case \(n \geq 7\) and is empty in case \(n \leq 6\). Let \(P_{y_{\pm}}\) be the \(n\)-dimensional hyperplanes through the origin which is perpendicular to the vectors \(y_{\pm}\), respectively. Let \(\phi_{\lambda}\) be a smooth solution to (1.1) with \(\phi'_\lambda \geq \phi'_\lambda(0) = 0\) and \(\lim_{r \to \infty} \frac{\phi_{\lambda}(r)}{r} = \lambda > 0\). For \(\lambda \geq \frac{1}{\kappa}\), we set \(\mathcal{S}_{y_{\pm}}^{\lambda}\) being a rigid motion of a self expander defined by

\[
\mathcal{S}_{y_{\pm}}^{\lambda} = \left\{ z + ty_{\pm} \in \mathbb{R}^{n+1} \mid z \in P_{y_{\pm}}, t = \phi_{\lambda}(z) \right\}.
\]

From Lemma 4.1, we consider the infimum of \(\lambda\) such that \(\partial E_r \cap B_r \cap \left( \mathcal{S}_{y_{\pm}}^{\lambda} \cup \mathcal{S}_{y_{\pm}}^{\lambda} \right) = \emptyset\).

We conclude that \(\partial E_r \cap B_r \cap \left( \mathcal{S}_{y_{\pm}}^{\lambda} \cup \mathcal{S}_{y_{\pm}}^{\lambda} \right) = \emptyset\) by maximum principle (Lemma 6.1), where \(\mathcal{S}_{y_{\pm}} = \mathcal{S}_{y_{\pm}}^{1/\kappa}\). Let \(\mathcal{E}_C = \bigcup_{y \in \mathbb{S}^n \cap C} (\mathcal{S}_{y_{+}} \cup \mathcal{S}_{y_{-}})\), then we have

\[
\partial E_r \cap B_r \cap \mathcal{E}_C = \emptyset.
\]
For any two sets $K_1, K_2$ in $\mathbb{R}^{n+1}$, we define their Hausdorff distance $d_H(K_1, K_2)$ by

$$d_H(K_1, K_2) = \max \left\{ \sup_{x \in K_1} \text{dist}(x, K_2), \sup_{x \in K_2} \text{dist}(x, K_1) \right\} = \max \left\{ \sup_{x \in K_1} \inf_{y \in K_2} |x - y|, \sup_{x \in K_2} \inf_{y \in K_1} |x - y| \right\}.$$ 

From the definition of $S_{y_+}$ and (4.7), one has

$$\text{dist}(y, S_{y_+}) \leq \left( \frac{n+1}{\kappa} + 2 \right) \min\{1, \kappa^{-1}|y|^{-1}\} \quad (6.3)$$

for any $y \in C \setminus \{0\}$. In particular, $\text{dist}(0, S_{y_+}) \leq \frac{n+1}{\kappa} + 2$. For any $y \in C$ with $|y| > \frac{n+1}{\kappa} + 2$, there is a point $y_+^* \subset S_{y_+} \cap \partial B_{|y|}$ such that

$$|y - y_+^*| = \text{dist}(y, S_{y_+} \cap \partial B_{|y|}).$$

For any $y \in C$, the tangent space $T_y C$ of $C$ at $y$ is asymptotic to the tangent space $T_{y_+^*} S_{y_+}$ of $S_{y_+}$ at $y_+^*$ as $|y| \to \infty$. Let $c_\kappa > \frac{n+1}{\kappa} + 2$ be a sufficiently large constant, then from (6.3) we have

$$|y - y_+^*| < 2 \text{dist}(y, S_{y_+}) < \frac{2(n+2)}{\kappa^2 s} \quad (6.4)$$

for any $y \in C \cap \partial B_s$ and $s \geq c_\kappa$. From the definition of $E_C$, we conclude

$$d_H(C \cap \partial B_s, E_C \cap \partial B_s) < \frac{2(n+2)}{\kappa^2 s} \quad (6.5)$$

for each $s \geq c_\kappa$. Combining (6.2) and (6.4), we have

$$d_H(\partial E_r \cap \partial B_s, C \cap \partial B_s) \leq \frac{2(n+2)}{\kappa^2 s} \quad (6.6)$$

for every $s \in [c_\kappa, r]$. Let $M_r$ be the regular set of $\partial [E_r] \cap B_r$. By (2.3), we have

$$2n \mathcal{H}^n(M_r) \leq \int_{M_r} \Delta M_r |X|^2 \leq 2 \int_{\partial M_r} |X| \leq 2r \mathcal{H}^{n-1}(\partial M_r),$$

where $\Delta M_r$ denotes Laplacian of $M_r$. Note that $\text{dim} (\text{Sing} \partial [E_r] \cap B_r) \leq \max\{0, n - 7\}$, then (6.6) implies

$$\frac{\mathcal{H}^n(\partial E_r \cap B_r)}{r^n} \leq \frac{\mathcal{H}^{n-1}(\partial E_r \cap \partial B_r)}{nr^{n-1}} = \frac{\mathcal{H}^{n-1}(C \cap \partial B_r)}{nr^{n-1}} \quad (6.7)$$

From (2.7), it follows that

$$\frac{\mathcal{H}^n(\partial E_r \cap B \rho)}{\rho^n} \leq \frac{\mathcal{H}^{n-1}(\partial E_r \cap \partial B)}{nr^{n-1}} = \frac{\mathcal{H}^{n-1}(C \cap \partial B_r)}{nr^{n-1}} = \frac{1}{n} \mathcal{H}^{n-1}(C \cap \partial B_1) \quad (6.8)$$

for all $0 < \rho \leq r$.

By compactness theorem of currents (see [26] or [31] for example), there is a sequence $r_i \to \infty$ such that $\partial [E_{r_i}] \cap B_{r_i}$ converges to an $\mathcal{E}$-minimizing self-expanding current $T$, whose multiplicity is $k$ and support is $\partial E_*$ for some open set $E_*$. According to (6.8), we have

$$\frac{k \mathcal{H}^n(\partial E_* \cap B \rho)}{\rho^n} \leq \frac{1}{n} \mathcal{H}^{n-1}(C \cap \partial B_1) \quad (6.9)$$

for all $\rho > 0$. From (6.5) it is clearly that

$$\lim_{r \to \infty} \frac{\mathcal{H}^n(\partial E_* \cap B_r)}{r^n} \geq \frac{1}{n} \mathcal{H}^{n-1}(C \cap \partial B_1). \quad (6.10)$$
Thus the multiplicity \( k = 1 \) and \( T \) is a multiplicity one \( E \)-minimizing self-expanding current in \( \mathbb{R}^{n+1} \) with \( \partial T = 0 \). Moreover, (6.9) implies that the tangent cone of \( T \) at infinity is \([C]\).

From (6.5), one has
\[
(6.11) \quad \limsup_{s \to \infty} \left( s d (\text{spt} \partial T \cap \partial B_s, C \cap \partial B_s) \right) \leq \frac{2(n + 2)}{\kappa^2},
\]
where \( T, \kappa \) are as in the above Theorem.

6.2. **Area-minimizing cones and \( E \)-minimizing self-expanding currents.** In Theorem 6.3, for the \( E \)-minimizing self-expanding current \( T \), \( \text{spt} \partial T \cap \partial B_s \) may be equal to the cone \( C \) itself. In fact, we can not find such \( T \) when \( C \) is area-minimizing.

**Lemma 6.4.** Any non area-minimizing hypercone cannot be an \( E \)-minimizing self-expanding hypersurface. Moreover, if a minimal cone \( C \) is an \( E \)-minimizing self-expanding hypersurface in \( \Omega \), then it is an area-minimizing cone in \( \Omega \), where \( \Omega \) is a component of \( \mathbb{R}^{n+1} \setminus C \).

**Proof.** Let \( C \) be a minimal hypercone with possible singularities. If \( C \) is also an \( E \)-minimizing self-expanding hypersurface in \( \mathbb{R}^{n+1} \), then for any fixed \( r > 0 \) and each \( t > 0 \)
\[
(6.12) \quad \int_0^r \mathcal{H}^{n-1}(C \cap \partial B_r) e^{\frac{t^2}{4}} d\rho = \int_0^{\sqrt{t}r} \mathcal{H}^{n-1} \left( C \cap \partial \frac{B_s}{\sqrt{t}} \right) e^{\frac{s^2}{4t}} ds

= t^{-\frac{n}{2}} \int_0^{\sqrt{t}r} \mathcal{H}^{n-1}(C \cap \partial B_s) e^{\frac{s^2}{4t}} ds

\leq t^{-\frac{n}{2}} \int_{B_{\sqrt{t}}} \left| D\chi_{\sqrt{t}U} (X) \right| e^{\frac{|X|^2}{4t}} dX
\]
\[
= \int_{B_r} \left| D\chi_U \right| e^{\frac{|X|^2}{4t}} dX,
\]
where \( U \) is any open set in \( \mathbb{R}^{n+1} \) with \( \partial U \setminus B_r = C \setminus B_r \). Letting \( t \to 0 \) implies
\[
(6.13) \quad \mathcal{H}^n(C \cap B_r) \leq \int_{B_r} \left| D\chi_U \right|.
\]
Namely, \( C \) is area-minimizing. Further, we suppose that a minimal cone \( C \) is an \( n \)-dimensional \( E \)-minimizing self-expanding hypersurface in \( \Omega \). Analog to the above argument, one can show that \( C \) is an area-minimizing cone in \( \Omega \). Hence we complete the proof. \( \square \)

Furthermore, we have the following equivalence on multiplicity 1 area-minimizing cones and \( E \)-minimizing self-expanding hypersurfaces.

**Theorem 6.5.** Let \( C \) be a regular minimal cone in \( \mathbb{R}^{n+1} \) and \( \Omega \) be a domain with \( \partial \Omega = C \), then \( C \) is area-minimizing in \( \Omega \) if and only if \( C \) is an \( E \)-minimizing self-expanding hypersurface in \( \Omega \).

**Proof.** In view of Lemma 6.4, we only need prove that if \( C \) is area-minimizing in \( \Omega \), \( C \) would be an \( E \)-minimizing self-expanding hypersurface in \( \Omega \). Let \( C \) be a regular, area-minimizing cone in \( \Omega \). Assume that \( T_r \) is a multiplicity one \( E \)-minimizing self-expanding current in \( \Omega \) with \( \text{spt} T_r \setminus C \neq \emptyset \) and with \( \partial (\text{spt} T_r) = C \cap \partial B_r \) for each \( r > 0 \). By [15], there is a connected smooth embedded, star-shaped, area-minimizing hypersurface \( S \) without
boundary in \( \Omega \). By \( (6.5) \), \( r_1^{-1}(\text{spt} T_1) \cap S = \emptyset \) for a sufficiently large constant \( r_1 > 0 \). There is a constant \( r_2 \in (0, r_1) \) such that \( r_2^{-1}(\text{spt} T_1) \cap S \neq \emptyset \) but \( r^{-1}(\text{spt} T_1) \cap S = \emptyset \) for \( r > r_2 \). Note that \( r_2^{-1}(\text{spt} T_1) \) has mean curvature
\[
(6.14) \quad H = \frac{1}{2} r_2^2 X^N.
\]

If we see \( r_2^{-1}(\text{spt} T_1) \) being a hypersurface in the space \((\mathbb{R}^{n+1}, e^{\frac{s^2}{2n}|x|^2} \sum_{i=1}^{n+1} dx_i^2)\) with the induced metric, then the corresponding mean curvature is zero from \( (6.14) \).

Let \( \Omega_S \) be a domain containing \( r_1^{-1}(\text{spt} T_1) \) in \( \mathbb{R}^{n+1} \) with boundary \( \partial \Omega_S = S \). If we see \( S \) being a hypersurface in the space \((\mathbb{R}^{n+1}, e^{\frac{s^2}{2n}|x|^2} \sum_{i=1}^{n+1} dx_i^2)\) with induced metric and mean curvature, then it has positive mean curvature pointing into \( \mathbb{R}^{n+1} \setminus \Omega_S \) in \((\mathbb{R}^{n+1}, e^{\frac{s^2}{2n}|x|^2} \sum_{i=1}^{n+1} dx_i^2)\) as \( S \) is star-shaped and minimal in Euclidean space. By Lemma 6.1, we get a contradiction. Hence, \( \text{spt} T_r = C \) for all \( r > 0 \), and we complete the proof. \( \square \)

**Lemma 6.6.** Let \( C \) be an area-minimizing cone with an isolated singularity, then the support of any \( n \)-varifold self-expander \( T \) with \( \partial T = 0 \) in \( \mathbb{R}^{n+1} \) must be \( C \) if the tangent cone of \( T \) at infinity is \( \llbracket C \rrbracket \).

**Proof.** Let \( \Omega_+ \) and \( \Omega_- \) be two components divided by \( C \). Let \( S^\pm \) be smooth area-minimizing hypersurfaces in \( \Omega_\pm \), which are connected smooth embedded hypersurfaces without boundary (The existence of \( S^\pm \) are known in \([15]\)). Let \( T \) be a connected \( n \)-varifold self-expander with \( \partial T = 0 \) in \( \mathbb{R}^{n+1} \) which converges to \( \llbracket C \rrbracket \) in the varifold sense at infinity. Then \( \text{spt} T \) is a graph over \( C \) outside a compact set with the graphic function \( f \). If \( \text{spt} T \neq C \), then asymptotic behavior of \( S^\pm \) and Lemma 5.7 imply that there exists a constant \( \epsilon > 0 \) such that \( \text{spt}(tT) \cap S^\pm = \emptyset \) for \( t \in (0, \epsilon) \).

Denote \( \gamma_\pm = \frac{n-2}{2} \pm \sqrt{\frac{(n-2)^2}{4} + \lambda_1} \), where \( \lambda_1 \) is the first (nonzero) eigenvalue of Jacobi operator of \( C \cap S^n \) in \( S^n \). By \([15]\), up to a compact set, \( S^\pm \) is a graph over \( C \) with the graphic functions \( f_\pm \) satisfying
\[
\begin{cases}
\text{either} & f_\pm = (c_1^\pm + c_2^\pm \log r)r^{-\gamma_\pm - \alpha} + O(r^{-\gamma_\pm - \alpha}) \quad \text{as} \quad r \to \infty \\
\text{or} & f_\pm = c_1^\pm r^{-\gamma_\pm - \alpha} + O(r^{-\gamma_\pm - \alpha}) \quad \text{as} \quad r \to \infty
\end{cases}
\]
\((\alpha > 0)\), where \((c_1^\pm + c_2^\pm \log r) > 0 > (c_1^\pm + c_2^\pm \log r)\), and \( c_2^\pm = 0 \) unless \( \gamma_+ = \gamma_- = \frac{n-2}{2} \), and where \( \pm c_1^\pm > 0 \) in the second identity.

Let \( t_0 = \sup \{ t \mid \text{spt}(sT) \cap (S^+ \cup S^-) = \emptyset, \ s \in (0, t) \} \). By Lemma 6.1 with the space \( N = (\mathbb{R}^{n+1}, e^{\frac{s^2}{2n}|x|^2} \sum_{i=1}^{n+1} dx_i^2) \), \( \text{spt}(t_0 T) \cap (S^+ \cup S^-) = \emptyset \). Combining Lemma 5.7 there is a constant \( r_1 > 0 \) such that
\[
(6.15) \quad \frac{1}{2} f^+(r) - sf \left( \frac{r}{s} \right) \geq 0 \quad \geq \frac{1}{2} f^-(r) - sf \left( \frac{r}{s} \right)
\]
for all \( t_0 \leq s \leq 2t_0 \) and \( r \geq r_1 \). In particular,
\[
\min \{ |x-y| \mid x \in \text{spt}(t_0 T) \cap B_{r_1}, \ y \in (S^+ \cup S^-) \cap B_{r_1} \} > 0.
\]

With the help of \( (6.15) \), there is a constant \( t_1 \in (0, t_0) \) such that \( \text{spt}(tT) \cap S^\pm = \emptyset \) for \( t \in (t_0, t_0 + t_1) \). This violates the choice of \( t_0 \). Hence, we have \( \text{spt}(tT) \cap (S^+ \cup S^-) = \emptyset \) for all \( t \in (0, \infty) \). This is a contradiction clearly. We complete the proof. \( \square \)
6.3. Existence of E-minimizing self-expanding currents in mean convex cones.

**Lemma 6.7.** Let C be a C^2-regular, mean convex cone with vertex at the origin in \( \mathbb{R}^{n+1} \) pointing into a domain \( \Omega \) with \( \partial \Omega = C \). If \( T \) is a varifold self-expander with \( \partial T = 0 \) in \( \Omega \), then either \( \text{spt} T \cap C = \emptyset \), or \( \text{spt} T = C \) and \( C \) is minimal.

**Proof.** Obviously, \( \text{spt} T = C \) means that \( C \) is minimal. In view of Lemma 6.2, we suppose that \( \text{spt} T \neq C \) and \( C \) is not a minimal cone, then obviously \( \text{spt} T \cap \text{reg} C = \emptyset \) by Lemma 6.1 with \( N = \left( \mathbb{R}^{n+1}, e^{-\frac{|x|^2}{2n}} \sum_{i=1}^{n+1} dx_i^2 \right) \). So for showing \( \text{spt} T \cap C = \emptyset \), we only need prove \( 0 \notin \text{spt} T \).

Assume \( 0 \in \text{spt} T \), and let us show that this leads to a contradiction. Let \( \mathcal{T}_0 \) be a tangent cone of \( \text{spt} T \) at 0, then \( \text{spt} T \subset \overline{\Omega} \) implies that \( \mathcal{T}_0 \) is a stationary cone in \( \overline{\Omega} \). According to Lemma 6.1 with \( N = \mathbb{R}^{n+1} \), \( \mathcal{T}_0 \cap C = \emptyset \), and then \( \mathcal{T}_0 \subset \Omega \). Let \( \Omega_\alpha \) be the shape after a rotation of \( \Omega \) by the action \( \alpha \) in orthogonal group \( O(n) : S^n \to S^n \).

Obviously, there is an \( \alpha_0 \in O(n) \) such that \( \mathcal{T}_0 \subset \overline{\Omega}_{\alpha_0} \) and \( \mathcal{T}_0 \cap \partial \Omega_{\alpha_0} \neq \emptyset \). However, this violates Lemma 6.1 with \( N = \mathbb{R}^{n+1} \). Hence \( 0 \notin \text{spt} T \), and we complete the proof. \( \square \)

**Theorem 6.8.** Let \( C \) be a C^2-regular, mean convex but not area-minimizing cone pointing into \( \Omega \) in \( \mathbb{R}^{n+1} \) with \( \partial \Omega = C \), then there is a multiplicity one \( E \)-minimizing self-expanding current \( T \) in \( \Omega \) with \( \partial T = 0 \) such that the tangent cone of \( T \) at infinity is \( [C] \).

**Proof.** Note that \( C \cap S^n \) is C^2-continuous by the assumption of mean convex \( C \). Then there is a uniform positive constant \( 0 < \kappa < \frac{1}{2} \) depending only on \( C \) so that for any \( y \in C \cap S^n \), we have a cone \( C_\kappa \) such that \( C_\kappa \cap C \cap S^n = y \) and \( C_\kappa \) is \( \left\{ \left( x, \frac{|x|}{\kappa} \right) | x \in \mathbb{R}^n \right\} \) up to a rotation.

By compactness theorem for currents (see [26][31] for instance), there exists an open set \( E_r \subset \Omega \) for any \( r > 0 \) such that \( \partial E_r \setminus B_r = C \setminus B_r \) and

\[
(6.16) \quad \int_{B_r} |D\chi_{E_r}| e^{\frac{|x|^2}{4}} \, dX = \inf \left\{ \int_{B_r} |D\chi_K| e^{\frac{|x|^2}{4}} \, dX \mid \partial K \setminus B_r = C \setminus B_r, K \subset \Omega \right\}.
\]

Hence \( \partial [E_r] \setminus B_r \) is an \( n \)-dimensional multiplicity one \( E \)-minimizing self-expanding current in \( \overline{\Omega} \). By Lemma 6.7 either \( \partial E_r \setminus B_r \cap C = \emptyset \) or \( \partial E_r = C \). Combining \( E_r \subset \Omega \) and the proof of Theorem 6.3 there is a constant \( c_\kappa > 0 \) such that

\[
d_H(\partial E_r \cap \partial B_s, C \cap \partial B_s) \leq \frac{2(n+2)}{\kappa^2 s}
\]

for every \( s \in [c_\kappa, r] \). Following the proof of Theorem 6.3 there is a sequence \( r_i \to \infty \) such that \( \partial [E_{r_i}] \setminus B_{r_i} \) converges to an \( n \)-dimensional multiplicity one \( E \)-minimizing self-expanding current \( T \) in \( \overline{\Omega} \) with \( \partial T = 0 \) and \( \lim_{r \to \infty} \frac{1}{r} T = [C] \). By Lemma 6.4 and Lemma 6.7 \( \text{spt} T \subset \Omega \) since \( C \) is not area-minimizing. \( \square \)

6.4. Existence and uniqueness of smooth E-minimizing self-expanding hypersurfaces. For a domain \( U_0 \), and a set \( E_a \subset U_0 \), we say a set \( E_b \) on one side of \( E_a \) in \( U_0 \) if \( E_b \) is contained in the closure of one of the connected components of \( U_0 \setminus E_a \) in the current paper. When \( U_0 \) is a Euclidean space, we sometimes omit \( U_0 \).

**Lemma 6.9.** Let \( E_1 \) and \( E_2 \) be two open sets satisfying \( 0 \notin \overline{E_1 \cap U} \) and \( E_2 \cap U \subset E_1 \cap U \) for some open set \( U \subset \mathbb{R}^{n+1} \). Let \( T_1 = \partial [E_1] \setminus U \), \( T_2 = \partial [E_2] \setminus U \), and \( \sqrt{\gamma} |T_1| \) and \( |T_2| \) be both \( n \)-dimensional varifold self-expanders in \( U \) for some constant \( \gamma > 1 \) with
spt(\(T_1\)) \cap \spt T_2 \cap U = \emptyset \text{ for each } t \in (0,1). \text{ If either } \sqrt{t} T_1 \text{ or } T_2 \text{ is an E-minimizing self-expanding current in } U, \text{ then either } T_1 \cup U = T_2 \cup U \text{ or } \spt T_1 \cap \spt T_2 \cap U = \emptyset.

**Proof.** We suppose that \(\spt T_1 \cap \spt T_2 \cap U \neq \emptyset\) and there is a point \(x_0 \in \spt T_1 \cap \spt T_2 \cap U\). If \(x_0 \in \reg T_1\), then \(\spt T_1\) is smooth in a neighborhood of \(x_0\) by regularity of minimal hypersurfaces. Denote \(\Sigma_\ell = \sqrt{t-1+1/\gamma} \spt(\sqrt{t} T_1)\) for \(t > 1 - \frac{1}{\gamma}\). By the definition of \(T_1, T_2\), both \(\Sigma_\ell\) and \(\sqrt{t} \spt T_2\) are mean curvature flows for the time \(t \in (1 - \frac{1}{\gamma}, 1]\). Noting that

\[
\frac{\sqrt{\gamma}}{\sqrt{t}} \sqrt{t-1+1/\gamma} = \sqrt{\gamma} \frac{1-(1-1/\gamma)/t}{1} < 1 \text{ for every } t \in (1 - \frac{1}{\gamma}, 1].
\]

From \(\spt (\sqrt{t} T_1) \cap \spt T_2 \cap U = \emptyset\) for each \(t \in (0,1)\) and \(x_0 \in \reg T_1 \cap \spt T_2 \cap U\), we get \(\Sigma_\ell \cap \sqrt{t} \spt T_2 \cap U = \emptyset\) for any \(t \in (1 - \frac{1}{\gamma}, 1]\) and \(x_0 \in \reg \Sigma_\ell \cap \spt T_2 \cap U\). For every \(t \in (1-\epsilon,1]\) with the suitably small \(\epsilon > 0\), both \(\Sigma_\ell \cap B_\epsilon(x_0)\) and \(\sqrt{t} \spt T_2 \cap B_\epsilon(x_0)\) can be written as smooth graphs over small neighborhoods of \(x_0\) in the tangent plane \(T_{x_0} \Sigma_\ell\). Then \(x_0 \in \Sigma_\ell \cap \spt T_2 \cap U\) violates the strong maximum principle of parabolic equations.

Therefore, we only need to consider the case: \(x_0 \in \Sing T_1 \cap \Sing T_2 \cap U\). Assume \(\reg T_1 \cap \reg T_2 = \emptyset\) or else we complete the proof. Obviously, every tangent cone of \(T_1\) or \(T_2\) at an \(x_0\) is an \(n\)-dimensional area-minimizing cone in \(\mathbb{R}^{n+1}\). Hence for any sequence \(\lambda_j \to 0\) there is a subsequence \(\lambda_{j'}\) of \(\lambda_j\) such that \(\lambda_{j'}^{-1}(|T_1| - x_0)\) and \(\lambda_{j'}^{-1}(|T_2| - x_0)\) both converge to a cone \(C_T\) in \(\mathbb{R}^{n+1}\) in the varifold sense, or else this contradicts Lemma 6.2 (see also [33]). Since either \(\sqrt{\gamma} \partial [E_1] \) or \(\partial [E_2]\) is an E-minimizing current in \(U\), then \(C_T\) is a multiplicity one area-minimizing cone (see Theorem 37.2 in [31] for example). In particular, \(C_T\) is not a hyperplane by Allard’s regularity theorem. For any constant \(s > 0\), let \(t_{j'} = 1 - \lambda_{j'} s\) for the sufficiently large \(j'\). Note \(x_0 \neq 0\) from \(0 \notin E_2 \subset E_1 \cap U\). By

\[
\lambda_{j'}^{-1}(t_{j'} \partial E_1 - x_0) = \lambda_{j'}^{-1}(t_{j'}(\partial E_1 - x_0) - (1-t_{j'})x_0) = \left(\lambda_{j'}^{-1} - s \right)(\partial E_1 - x_0) - sx_0,
\]

we conclude that \(\lambda_{j'}^{-1}[t_{j'}(U \cap \partial E_1) - x_0]\) converges to \(C_{T,s} \triangleq C_T - sx_0\) with the vertex at \(-sx_0\) as \(j' \to \infty\) in the varifold sense. Since \(t_{j'}(\spt T_1)\) is on one side of \(\spt T_2\) in \(U\) by the assumption, then \(\lambda_{j'}^{-1}(t_{j'} \spt T_1 - x_0)\) is on one side of \(\lambda_{j'}^{-1}(\spt T_2 - x_0)\). Taking the limit, we conclude that \(\spt C_{T,s}\) is also on one side of \(\spt C_T\) for any \(s > 0\). Recall \(C_{T,s}\) and \(C_T\) are both minimizing cones with different vertices, then by Lemma 6.2 \(\spt C_{T,s} \cap \spt C_T = \emptyset\) for each \(s > 0\). Hence, \(\spt C_T\) can be written as a graph over a hyperplane \(P_s\), which is perpendicular to the vector \(\vec{x} x_s\). However, this is impossible by blowing up argument (at singular sets of \(\spt C_T\)) and the proof of Bernstein theorem. Hence we complete the proof.

Theorem 6.8 gives an existence for varifold self-expanders with prescribed mean convex cones at infinity. Fortunately, we are able to point out that such varifold self-expanders are smooth actually. Firstly, we focus on regular minimal but not minimizing cones.

**Theorem 6.10.** Let \(C\) be an \(n\)-dimensional regular minimal but not minimizing cone in \(\mathbb{R}^{n+1}\), and \(\Omega\) be a domain with \(\partial \Omega = C\), then there is a unique smooth complete embedded E-minimizing self-expanding hypersurface \(M\) with \(\lim_{r \to \infty} r^{-1} M = C\) in \(\Omega\). Moreover, \(M\) has positive mean curvature everywhere and \(\{\sqrt{t}M\}_{t>0}\) is a foliation of \(\Omega\).

**Remark.** For a smooth hypersurface \(S\) and a regular cone \(C\) in \(\mathbb{R}^{n+1}\), we say that \(\lim_{r \to \infty} r^{-1} S = C\) (or the tangent cone of \(S\) at infinity is \(C\)) if \(\lim_{r \to \infty} r^{-1} [S] = [C]\).
From (2.7) and the argument in Theorem 4.1 of [6], S has Euclidean volume growth and it is proper if \( \lim_{r \to \infty} r^{-1}[S] = [C] \).

**Proof.** By Theorem 6.5 and Theorem 6.8, there is a multiplicity one \( E \)-minimizing self-expanding current \( T \) with \( \partial T = 0 \) in \( \Omega \) with tangent cone \( C \) at infinity, where \( \Omega \) is a component of \( \mathbb{R}^{n+1} \setminus C \). Let \( M = \text{spt}T \). From the discussion in section 5, up to a compact set, \( tM \) also can be represented as a graph over \( C \setminus B_{t_{\rho_0}} \) with the graphic function \( w_t \) defined by

\[
w_t(x) = tw \left( \frac{d}{t} \right) > 0
\]

for \( x \in C \setminus B_{t_{\rho_0}} \) and \( t > 0 \).

By asymptotic behavior [5.75], there is a constant \( \delta_0 > 0 \) such that \( \sqrt{\delta_0} \ M \cap \ M = \emptyset \). Let \( \delta_1 = \sup\{\delta|\sqrt{\delta} \ M \cap \ M = \emptyset, \, s \in (0, \delta)\} \). Then \( \delta_1 \leq 1 \) clearly. By Lemma 6.9 we conclude that \( \sqrt{\delta_1} M \cap \ M = \emptyset \) provided \( \delta_1 < 1 \). From Corollary 5.8 there are constants \( r_1 > r_0 \) and \( \epsilon_5 > 0 \) such that

\[
(6.17) \quad w(x) \geq \epsilon_5 r^{-n-1} e^{-\frac{x^2}{4}} > \epsilon_5^{-1}t \left( \frac{T}{t} \right)^{-n-1} e^{-\frac{x^2}{4t^2}} \geq w_t(x)
\]

for all \( x \) with \( |x| = r \geq r_1 \) and any \( \delta_1 \leq t \leq \frac{1+\delta_1}{2} \). Hence there is a constant \( \delta_2 \in (\delta_1, \frac{1+\delta_1}{2}) \) such that \( \sqrt{\delta_2} M \cap \ M = \emptyset \) for \( s \in (0, \delta_2) \). This violates the maximum of \( \delta_1 \). Therefore, \( \sqrt{\delta} M \cap \ M = \emptyset \) for all \( 0 < s < 1 \) and \( \{\sqrt{\delta} M\}_{s>0} \) is a foliation of \( \Omega \). So \( M \) is embedded and each ray \( \{\lambda \xi \in \mathbb{R}^{n+1} | \lambda > 0\} \), corresponding to \( \xi \in \Omega \cap \partial B_1 \), intersects \( M \) in a single point \( y \). Then for a suitable \( \rho_y > 0 \) we can write \( M \cap B_{\rho_y}(y) \) as a graph of some function \( w \) with bounded gradient over a hyperplane \( P \) normal to \( \xi \) (see also the proof of Theorem 2.1 in [15]). Since \( M = \text{spt}T \) is an \( E \)-minimizing self-expanding hypersurface and \( \mathcal{H}^n(\text{sing}T) = 0 \) for \( s > \max(0, n-7) \), it follows that \( \text{sing}T \cap B_{\rho_y}(y) = \emptyset \). Thus \( \text{sing}T = \emptyset \) and \( M \) is smooth without boundary. From the foliation \( \{\sqrt{\delta} M\}_{s>0} \), \( M \) has nonnegative mean curvature pointing into the domain \( \Omega \). (3.9) and Hopf maximum principle imply that \( M \) has positive mean curvature everywhere.

Let \( S \) be an \( n \)-dimensional smooth complete self-expander in \( \Omega \) with \( \lim_{t \to 0} t \cdot S = C \). Then there is a constant \( \epsilon > 0 \) such that \( \sqrt{\epsilon} (\text{spt} S) \cap \ M = \emptyset \). By the above argument and Lemma 6.9, we obtain \( s(\text{spt} S) \cap \ M = \emptyset \) for all \( 0 < s < 1 \). Similarly, \( s M \cap \text{spt} S = \emptyset \) for all \( 0 < s < 1 \). Hence \( \text{spt} S \cap M \) and the uniqueness holds.

Secondly, we utilize the asymptotic analysis in Lemma 5.9 to get the smooth existence for every prescribed regular cone with positive mean curvature at infinity.

**Corollary 6.11.** Let \( C \) be an \( n \)-dimensional \( C^{3,\alpha} \)-regular cone in \( \mathbb{R}^{n+1} \) which has positive mean curvature pointing into the domain \( \Omega \) with \( \partial \Omega = C \), then there is a unique smooth complete embedded \( E \)-minimizing self-expanding hypersurface \( M \) with \( \lim_{r \to \infty} r^{-1}M = C \) in \( \Omega \). Moreover, \( M \) has positive mean curvature everywhere and \( \{\sqrt{t} M\}_{t>0} \) is a foliation of \( \Omega \).

**Proof.** The proof is similar to the proof of Theorem 6.10 where the asymptotic behavior of self-expanders is described in Lemma 5.9 So we omit it.

Combining Theorem 6.10 and Corollary 6.11 we eventually deduce the smooth existence for mean convex case.
Theorem 6.12. Let $C$ be an $n$-dimensional $C^{3, \alpha}$-regular, mean convex but not minimizing cone pointing into a domain $\Omega$ with $\partial \Omega = C$ in $\mathbb{R}^{n+1}$, then there is a unique smooth complete embedded $E$-minimizing self-expanding hypersurface $M$ in $\Omega$ with tangent cone $C$ at infinity. Moreover, $\{\sqrt{t}M\}_{t>0}$ is a foliation of $\Omega$.

Proof. Let $C = CS$ be a $C^{3, \alpha}$-regular cone over a mean convex hypersurface $\Sigma$ in $S^n$. We assume that $C$ is not a minimal cone, or else we have finished the proof from Theorem 6.10. Then there is a constant $\delta > 0$ such that $t \in [0, \delta) \to \Sigma_t$ is a smooth mean curvature flow starting from $\Sigma$. Obviously, $\Sigma_t$ is embedded and has positive mean curvature, so there is a smooth complete embedded $E$-minimizing self-expanding hypersurface $M_t$ in $\Omega$ for $t > 0$, which has positive mean curvature everywhere and $\lim_{r \to \infty} \frac{1}{r} M_t = C \Sigma_t$. There exists a sequence $0 < t_i \to 0$ such that $[M_{t_i}] \rightharpoonup T$ in the varifold sense. Then $T$ is a multiplicity one $E$-minimizing self-expanding current in $\overline{\Omega}$ with $\partial T = 0$. From (6.11), we get $\lim_{r \to \infty} \frac{1}{r} T = [CS]$. Denote $M = sptT$. By Allard’s regularity theorem, there is a constant $r_2 > 1$ such that $M \setminus B_{r_2}$ is smooth with bounded geometry. Hence $M_{t_i} \setminus B_{r_2}$ converges to $M \setminus B_{r_2}$ smoothly, which implies that the mean curvature $H$ is nonnegative in $M \setminus B_r$. Hence the mean curvature $H$ is positive in $M \setminus B_{r_2}$ by maximum principle for (3.9). Denote $\epsilon_6 \triangleq \frac{1}{2} \inf_{\partial B_{r_2}} H > 0$. There exists a constant $\delta_3 \in (0, \delta]$ such that the mean curvature $H_{t_i}$ of $M_{t_i}$ satisfies $H_{t_i} \geq \epsilon_6$ on $M_{t_i} \cap \partial B_{r_2}$ for $t_i \in (0, \delta_3)$. By maximum principle for (3.9) again, we get

$$\frac{1}{2}\langle X, \nu_{t_i} \rangle = H_{t_i} \geq \epsilon_6 \quad \text{on} \quad M_{t_i} \cap B_{r_2},$$

where $\nu_{t_i}$ is the unit normal vector of $M_{t_i}$. Since $M_{t_i} \cap B_{r_2}$ is a graph over a subset of $\Omega \cap S^n$, then from the above inequality, $M \cap B_{r_2}$ is still a graph over a subset of $\overline{\Omega} \cap S^n$. Hence $M \cap B_{r_2}$ is smooth, and $M$ is a smooth complete embedded $E$-minimizing self-expanding hypersurface in $\Omega$. Moreover, $M$ is mean convex pointing into $\Omega$ as $M_{t_i} \rightharpoonup M$, then $M$ has positive mean curvature pointing into $\Omega$ by (3.9) and maximum principle. Since $sM_{t_i}$ is on one side of $M_s$ for any $s \neq 1$, then $sM$ is on one side of $M$. Maximum principle implies that $sM \cap M = \emptyset$ for $s \neq 1$. So $\{\sqrt{t}M\}_{t>0}$ is a foliation of $\Omega$.

Suppose that $M'$ is another smooth complete self-expander in $\Omega$ with tangent cone $C$ at infinity. Set

$$\delta_{4,i} = \sup \left\{ s \in (0,1) \left| \sqrt{t}M' \cap M_{t_i} = \emptyset, \quad 0 < t < s \right. \right\}.$$

If $\sqrt{\delta_{4,i}} M' \cap M_{t_i} \neq \emptyset$ and $\sqrt{t}M' \cap M_{t_i} = \emptyset$ for $0 < t < \delta_{4,i}$, this contradicts Lemma 6.9. Then $\sqrt{t}M' \cap M_{t_i} = \emptyset$ for $0 < t \leq \delta_{4,i}$. Since $\lim_{r \to 0} r^{-1}M_{t_i} = C \Sigma_{t_i}$ and $\Sigma_{t_i} \cap \Sigma = \emptyset$, then $\delta_{4,i}$ attains its maximum, namely, $\delta_{4,i} = 1$. Hence $\bigcup_{0 < t \leq 1} \sqrt{t}M'$ is on one side of $M_{t_i}$. Letting $t_i \to 0$ implies that $\bigcup_{0 < t \leq 1} \sqrt{t}M'$ is on one side of $M$. Since $M$ is a smooth self-expander, then either $M = M'$ or $M \cap M' = \emptyset$.

Assume $M \cap M' = \emptyset$. Now we deduce the contradiction. There exists a constant $r_3 > 0$ such that outside a compact set, $M'$ can be represented as a graph over $\sqrt{t}M \setminus r_3$ with the graphic function $w_t$. Denote $\pi_t$ be the projection from $C$ to $\sqrt{t}M$. Hence for any fixed $r \geq r_3$, for the sufficiently small $t > 0$ we have $w_t \circ \pi_t(\xi r) > 0$. From Lemma 5.7, for the sufficiently large $r_3 > 0$, there is a constant $t_{r_3}$ such that for each $0 < t \leq t_{r_3}$ we have

$$w_t \circ \pi_t(x) > \epsilon_{7,t} |x|^{-n-1}e^{-|x|^2/t}$$

on $\sqrt{t}M \setminus r_3$ for some sufficiently small constant $\epsilon_{7,t} > 0$ depending on $t$. 

Set
\[ \delta_5 = \sup\{ s \in (0,1) \mid \sqrt{t}M \cap M' = \emptyset, \ 0 < t < s \}. \]
So we have \( \sqrt{t}M \cap M' = \emptyset \) for \( t \in (0, \delta_5) \). We assume \( \delta_5 < 1 \). Taking \( t \to \delta_5 \), for any \( r > 0 \) we get \( \sqrt{\delta_5}M \cap M' \cap B_r = \emptyset \) by using Lemma \[6.9\] in the open set \( B_{3r} \). Namely, \( \sqrt{\delta_5}M \cap M' = \emptyset \) and \( \sqrt{\delta_5}M \) is on one side of \( M' \). From Lemma \[5.7\] again, there is a constant \( \delta_5 < \delta_6 < 1 \) such that \( \sqrt{\delta_6}M \cap M' = \emptyset \), which contradicts to the choice of \( \delta_5 \). Therefore we get \( \delta_5 = 1 \). Due to the fact that \( \bigcup_{0 < t \leq 1} \sqrt{t}M' \) is on one side of \( M \), we deduce \( M' = M \), and then complete the proof. \[ \square \]
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